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THE MODULE STRUCTURE OF THE EQUIVARIANT K-THEORY OF THE BASED LOOP
GROUP OF SU(2)
MEGUMI HARADA, LISA C. JEFFREY, AND PAUL SELICK
ABSTRACT. LetG = SU(2) and let ΩG denote the space of based loops in SU(2). We explicitly compute
theR(G)-module structure of the topological equivariantK-theoryK∗
G
(ΩG) and in particular show that
it is a direct product of copies of K∗
G
(pt) ∼= R(G). (We describe in detail the R(G)-algebra (i.e. product)
structure of K∗
G
(ΩG) in a companion paper.) Our proof uses the geometric methods for analyzing loop
spaces introduced by Pressley and Segal (and further developed by Mitchell). However, Pressley and
Segal do not explicitly compute equivariant K-theory and we also need further analysis of the spaces
involved since we work in the equivariant setting. With this in mind, we have taken this opportunity
to expand on the original exposition of Pressley-Segal in the hope that in doing so, both our results and
theirs would be made accessible to a wider audience.
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1. INTRODUCTION
Let G be a compact connected Lie group. The G-equivariant topological K-theory K∗G(X) of a
topological G-space X is an object of intrinsic interest, carrying information about X which reflects
the G-action on X . The space G itself, with G acting by conjugation, and its space of (continuous)
based loops ΩG with the induced (pointwise) action, are two examples of natural and important
G-spaces. For Lie groups G, the ordinary and Borel-equivariant cohomology rings H∗(G), H∗(ΩG),
H∗G(G), andH
∗
G(ΩG)were computed decades ago (with contributions frommany people), and these
results are by now considered classical; the same is true of the computations of the ordinary K-
theory rings K∗(G) and K∗(ΩG). A brief account of some of these ‘classical’ results is contained in
Section 2. However, computing the equivariant K-theory of these spaces proved to be more difficult.
For instance, K∗G(G) was only recently computed by Brylinski and Zhang in 2000 [8].
The chief contribution of this manuscript is a concrete computation of the module structure of
K∗G(ΩG) for the specific case G = SU(2). In addition to being of basic interest, this computation is
also motivated by questions from symplectic geometry which we briefly describe at the end of this
introduction. For now we note that, at the beginning of work on this manuscript, our goal was a full
and explicit computation of both the module and product structures of K∗G(ΩG) when G = SU(2).
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The present manuscript describes the module structure, while the product structure is computed in
the companion paper ( [11]).
We now proceed to briefly describe our results and methods. We viewK∗G(ΩG) as a module over
K∗G = K
∗
G(pt)
∼= R(G). For the following let ΩpolyG denote the subspace of polynomial loops inG, and
Ωpoly,rG the subspace of polynomial loops of degree≤ r. For a precise definition we refer the reader
to equation 3.1. (The spaces Ωpoly,rG form a filtration of ΩpolyG.) With this notation in place we may
state the main theorem of this manuscript (Theorem 6.5), which asserts in particular that K∗G(ΩG)
(respectivelyK∗T (ΩG)) is an inverse limit of free R(G)-modules (respectivelyR(T )-modules).
Theorem 1.1. Let G = SU(2) and let T denote its maximal torus. Let ΩG denote the space of based loops
in G, equipped with the pointwise conjugation action of G. The R(G)-module (respectively R(T )-module)
K∗G(ΩG) (respectivelyK
∗
T (ΩG)) can be described as follows:
KqG(ΩG)
∼= K
q
G(ΩpolyG)
∼= lim←−
KqG(Ωpoly,rG)
∼=
{∏∞
r=0R(G) if q is even,
0 if q is odd
KqT (ΩG)
∼= K
q
T (ΩpolyG)
∼= lim←−
KqT (Ωpoly,rG)
∼=
{∏∞
r=0R(T ) if q is even,
0 if q is odd

This theorem should not be surprising to experts for two reasons. Firstly, the computation for the
non-equivariant case, using an analogous filtration, follows from the work of many other authors:
for instance, James [16] described in 1955 a filtration of spaces of the form ΩΣX , which applies to
our situation of G = SU(2) since SU(2) ∼= S3 ∼= ΣS2, while Pressley and Segal develop a theory
for general loop groups ΩG in [24], which was further developed by Mitchell in [23]. Indeed, the
technical geometric tools for our argument are G-equivariant analogues of the ideas of Pressley and
Segal. However, our geometric results are not immediate corollaries of those in [24], mainly due
to Theorem 5.7. The non-equivariant analogue of Theorem 5.7 in [24] is a description of a certain
space as a product of contractible spaces [24, (8.4.4)], while in Theorem 5.7, we instead get a non-
trivial bundle over P1. This geometric distinction is relevant in our analysis. Secondly, statements
similar to Theorem 1.1 for the (T × S1)-equivariant K-theory K∗
T×S1(ΩG) can be deduced by Kac-
Moodymethods (see Kostant-Kumar [18]) or GKMmethods (see e.g. Harada-Henriques-Holm [10]).
However, our G-equivariant result is not an immediate corollary of these torus-equivariant results
since, for instance, it is not always the case for a G-spaceX that
K∗G(X)
∼= K∗T (X)
W
(cf. for example [13, Example 4.8]), whereW is the Weyl group. For this reason we worked instead
with G-equivariant analogues of the approach in [24]. (In fact, as it turns out, direct computation
confirms that the isomorphism K∗G(ΩG)
∼= K∗T (ΩG)
W is satisfied in our case.)
We now summarize the strategy of our computation in some more detail. Let ΩpolyG and ΩpsmG
denote the subspaces of polynomial and piecewise smooth loops, respectively, in ΩG. (Both are de-
fined more precisely below.) One of our key steps is to prove that there areG-equivariant homotopy
equivalences
(1.1) ΩpolyG ≃G ΩpsmG ≃G ΩG.
This reduces our computation to that of K∗G(ΩpolyG). Our second essential strategy is to analyze the
G-filtration of ΩpolyG by the spaces Ωpoly,rG for r ∈ Z>0, consisting of loops of polynomial degree
≤ r. More specifically, we prove that the filtration quotients
(1.2) Ωpoly,rG/Ωpoly,r−1G
areG-homeomorphic to Thom spaces of complexG-vector bundles over P1, implying that their equi-
variant K-theory can be computed via the (equivariant) Thom isomorphism theorem. From this, a
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computation ofKG(ΩpolyG) is obtained by induction and taking the inverse limit. In order to achieve
the results mentioned above, we introduce and use (following [24]) the GrassmannianGrz(K), where
K is a separable Hilbert space described precisely in § 3. One of the reasons the space Grz(K) is use-
ful is because there is a subspace Grzbdd,r(K) ⊂ Gr
z(K) which is G-equivariantly homeomorphic to
Ωpoly,rG. Thus our proofs proceed by analyzing appropriate subspaces ofGr
z(K), instead of working
directly with ΩG.
As already mentioned, the broad outline of our analysis follows the well-known work of Pressley
and Segal [24]. As such, in the current manuscript we have taken this opportunity to significantly
expand on the exposition in [24]; in doing so, we hope that both our results and those in [24] will be
made accessible to a broader audience.
We now take a moment to briefly describe two separate motivations for the current manuscript.
The first and primary motivation for the authors is the symplectic-geometric context from which
this manuscript initially arose. The second concerns a re-interpretation of the work of Pressley and
Segal [24]. While none of this exposition is necessary for understanding the mathematical content of
this manuscript, we hope that this account provides the reader with additional motivation.
Let G be a compact Lie group. Let LG denote the unbased loop group of G. Hamiltonian LG-
spacesM and their symplectic quotients M//LG arise in numerous contexts; a well-known example
of a space arising as such a quotient is the moduli space of flat connections on the trivial princi-
pal G-bundle over a compact, connected 2-manifold Σ with boundary ∂Σ = S1. Quasi-Hamiltonian
spaces, introduced by Alekseev,Malkin, andMeinrenken [1], are similar toHamiltonianG-manifolds
but with two significant differences: first, the 2-form on the manifold is neither closed nor nondegen-
erate, but one has control over the image of the differential of the 2-form, as well as the degeneracy
locus of the 2-form, and second, the moment map takes values in the Lie group G rather than its
Lie algebra. Alekseev, Malkin, and Meinrenken show that for any Hamiltonian LG-space M, the
quotient M/ΩG is a compact quasi-Hamiltonian G-space (note that the based loop group ΩG is a
subgroup of LG). Furthermore, they show that every compact quasi-Hamiltonian G-space arises as
the quotient of a Hamiltonian LG-space by the action of ΩG.
An interesting intrinsic problem in the study of Hamiltonian LG-spacesM is to find general meth-
ods for computing its equivariant topological invariants, such as K∗G(M) (where G is viewed as the
subgroup of constant loops in LG). Based on the above, one approach to this problem is to consider
the ΩG-bundle
(1.3) ΩG→M→M/ΩG.
To understandK∗G(M) using this fibration, it would be useful to knowK
∗
G of the baseM/ΩG (which,
by [1], is a compact quasi-HamiltonianG-space and a symplectic quotient of a HamiltonianLG-space
by the action of ΩG) and of the fibre ΩG. In related work, Bott, Tolman, and Weitsman studied the
cohomology of a symplectic quotient of a Hamiltonian LG-space and its relation to the equivariant
cohomology of the original LG-space. Specifically, they proved that a Hamiltonian LG-space M
satisfies the ‘Kirwan surjectivity’ property, i.e., the ordinary cohomology of the symplectic quotient
M/ /LG is obtained as the image of the equivariant cohomology of M under the restriction map to
the inverse image of the identity under the moment map. A K-theoretic analogue of this result is
contained in work of the first and third authors.
With this in mind, it is natural to try to study the equivariant K-theory of explicit and interesting
examples of Hamiltonian LG-spaces (such as those associated to gauge theory, as mentioned above)
through the fibration 1.3 in explicit examples. A computation of K∗G(ΩG) is evidently essential in
such an analysis; this was the original motivation for this manuscript. Finally, we note that since
there does not exist a Serre spectral sequence for equivariant K-theory, while the first step in using
the fibration 1.3 is clearly a computation ofK∗G(ΩG) this does not immediately lead to a computation
of K∗G(M).
Our secondary motivation for this manuscript is to formulate the work of Pressley and Segal on
loop groups in a basis-free fashion. By doing so, we can prove G-equivariant analogues of some of
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their results. In their well-known book [24], Pressley and Segal choose an ordered basis for Cn and
use this to give a filtration of ΩSU(n). Mitchell [23] examined the filtration quotients of this filtra-
tion. We denote the spaces in their filtration as Fk . It is important for our purposes to note that Fk
is a G-subspace of ΩSU(n) only when k ∼= 0 mod n. Consequently, we must consider the subsys-
tem consisting only of those Fk such that k ∼= 0 mod n. Of course, doing so changes the filtration
quotients, so in this manuscript we study these new quotients and show that they are Thom spaces
of complex G-bundles related to the tangent bundle of P1. We also note that for the purposes of the
present paper, all we need is the Thom isomorphism, for which it would have been sufficient merely
to show that the filtration quotients are bundles (without having to explicitly identify the bundles).
However, our followup paper [11] makes heavy use of this identification. Moreover, one of the key
facts used in Pressley-Segal is that the subspace of ΩG which they denote Uλ is homeomorphic to a
product of contractible spaces. However, their space Uλ is not a G-space, and its G-orbit (which we
denote UG) is not a product, nor is it contractible. Hence we must use a different argument, and in
fact, we show that UG is the total space of a nontrivial G-bundle over P1.
Finally, we also explicitly observe in our manuscript that many of the proofs in the classical texts
of Milnor [21] and Atiyah [2] are G-equivariant, although the authors did not point this out (their
books were not written in the G-equivariant context, although the maps were in fact G-equivariant).
Notation. We standardize some notation and collect well-known facts to be used throughout.
• The Lie group G is always SU(2) unless otherwise noted.
• T is the maximal torus of G given by
{(
z 0
0 z−1
) ∣∣∣ z ∈ S1}.
• W ∼= S2 is the Weyl group of G.
• R(T ) is the representation ring of T and similarly R(G) is the representation ring of R(G).
• KT (pt) ∼= R(T ) andKG(pt) ∼= R(G).
• Complex projective space P1 can be G-equivariantly identified with G/T , where G acts on
G/T by the usual translation.
2. CLASSICAL RESULTS
In this section we give a very brief account of some of the history associated to computation of
topological invariants of ΩG.
The first results towards the calculation of H∗(ΩG) for a Lie group G were obtained by Bott, who
calculated the Betti numbers of H∗(ΩG;R) using Morse theory. For the case G = SU(2), he obtained
the result
Hq(ΩSU(2);R) =
{
R; if q is even;
0 if q is odd.
Calculations for ΩSn by this method are described in Milnor’s classical book on Morse theory [21].
This includes the case ΩSU(2), since SU(2) is homeomorphic to the sphere S3. As on [21, page 96],
the Morse theory method yields a CW -structure on ΩSn with one cell in degree q for each q divisible
by n − 1. This gives a calculation of H∗
(
ΩSU(2)
)
as a graded group with integer rather than real
coefficients:
Hq(ΩSU(2)) =
{
Z if q is even;
0 if q is odd.
With the introduction of the Serre spectral sequence in 1950 it became possible to additionally
calculate the ring structure on H∗(ΩSn). For n even, one obtains the isomorphism H∗(ΩSn) = Γ[x].
Here Γ[x] is a divided polynomial algebra, the ring additively generated by elements labelled γk(x)
(having degree k|x|, where |x| is the degree of x) satisfying the multiplicative relations
γi(x)γj(x) =
(
i+ j
i
)
γi+j(x).
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In the case of H∗(ΩSn) one takes the degree |x| of x to be n− 1. This computation allows one to see
that ΩSU(2) is not homotopy equivalent to the infinite complex projective space P∞, although they
have the same cohomology groups.
An alternate approach to the calculation ofH∗
(
ΩSU(2)
)
takes advantage of the fact that SU(2) ∼=
S3 is a suspension, allowing the use of work of Bott-Samelson and of James, which we now recount.
We first recall the work of Bott and Samelson. Suppose that Y is a CW -complex of finite type
such that H∗(X) is torsion-free (i.e. has finitely many cells in each degree) which is an H-space
such that H∗(Y ) is torsion-free. The H-space multiplication map Y × Y → Y together with the
Ku¨nneth Theorem givesH∗(Y ) the structure of a Hopf algebra, whose multiplication is known as the
“Pontrjagin ring structure” onH∗(Y ). The Bott-Samelson Theorem says that ifX is a connected CW -
complex of finite type then the Hopf algebraH∗(ΩSX) is isomorphic to the tensor algebra T
(
H˜∗(X)
)
.
Specifically, the multiplication is that of a tensor algebra and the comultiplication comes from the
inclusion H∗(X) ⊂ ✲ T
(
H˜∗(X)
)
where the comultiplication on H∗(X) is dual to the multiplication
on H∗(X). For the special case X = S2 we obtain the isomorphism H∗(ΩS
3) ∼= T
(
H˜∗(S
2)
)
. In this
case, since S3 ∼= SU(2) is a topological group, it is well-known that the H-space structure on ΩS3
coming from the loop space structure (by consecutive concatenation of loops) is homotopic to the
structure as a topological group (induced by pointwise multiplication). Since H˜∗(S
2) has rank one,
the tensor algebra reduces to a polynomial algebra, and we obtain H∗(ΩS
3) ∼= Z[x] where |x| = 2
and the comultiplication is determined by ψ(x) = x ⊗ 1 + 1 ⊗ x. Thus ψ(x)k =
∑
i+j=k
(
k
i
)
xi ⊗ xj .
Dualizing, defining γk[x] by 〈γk[x], xq〉 = δkq , we find that H∗(ΩS3) ∼= Γ[x].
Next we recall the work of James, and specifically, the James filtration. Let X be a connected
pointed CW -complex. Define Jk(X) := X
k/∼, where
(x1, . . . , xj−1, ∗, xj+1, . . . , xk) ∼ (x1, . . . , xj−1, xj+1, ∗, . . . , xk).
The James construction on X is defined by J(X) := lim
−→
k
Jk(X), where Jk(X)→ Jk+1(X) is given by
(x1, . . . , xk) 7→ (x1, . . . , xk, ∗). Thus J(X) is the free monoid on X (where multiplication is given by
concatenation) with the direct limit topology. James [16] shows that J(X) ≃ ΩSX as H-spaces. The
space F2r , whose study dominates the bulk of this paper, is homotopy equivalent to J4r(S
2). This
can be proved using the Whitehead theorem and the Cellular Approximation Theorem.
Note that the James construction comes with an obvious filtration Fk
(
J(X)
)
:= Jk(X). It is
clear from the definitions that the filtration quotient Jk(X)/Jk−1(X) is homeomorphic to the k-fold
smash product X(k). Applying this in the case X = S2, the long exact sequences for the pairs(
Jk(S
2), Jk−1(S
2)
)
immediately give the additive structure of the homology of H∗(ΩS
3) by induc-
tion. Using the fact that the H-space multiplication on J(X) is induced by the concatenation map
Ji(X) × Jj(X) → Ji+j(X) allows us to reproduce the Bott-Samelson result that H∗(ΩS3) ∼= Z[x].
But in fact it gives more. Recall that for connected CW -complexes A and B there is a homotopy
decomposition S(A×B) ≃ SA∨SB ∨S(A∧B) (see Proposition 7.7.6 of [26]). As a corollary, for any
connected CW complex X the suspension of the k-fold smash product SX(k) is a homotopy retract
of the suspension of the k-fold Cartesian product SXk. Thus in the commutative diagram
Xk ✲ X(k)
Jk(X)
❄
✲ X(k),
wwwwwwwwww
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after suspending, the top line has a homotopy retraction and therefore so does the bottom. This
yields James’ Theorem SJk(X) ≃ ∨kj=1SX
(j), and taking the limit as k →∞ we obtain
(2.1) SJ(X) ≃
∞∨
j=1
SX(j).
Since H˜∗(A ∨ B) ∼= H˜∗(A) ⊕ H˜∗(B) and H˜∗+1(SY ) ∼= H˜∗(Y ), equation 2.1 can be regarded as a
geometric version of the additive portion of the Bott-Samelson calculation
H∗(ΩSX) ∼= T
(
H˜∗(X)
) additively
∼=
✲
∞⊕
j=0
(
H˜∗(X)
)⊗j
.
The advantage of the geometric version is that it works equally well for other (co)homology theories
such asK-theory. Indeed, the above also yields
K˜q
(
Jk(S
2)
) additively
∼=
✲
k∏
j=0
K˜q(S2j) =
{
Zk+1 if q is even;
0 if q is odd.
To get the additive structure of K˜q
(
ΩSU(2)
)
= K˜q
(
J(S2)
)
from this, we must take the limit as
j →∞. We digress for a moment to discuss this process.
The cohomology functors H˜n(X) and K˜n(X) are representable, that is, they are given by the ho-
motopy classes of map [X,Bn] for an appropriateH-group Bn. In the case of ordinary cohomology,
H˜n(X) = [X,K(Z, n)], whereK(Z, n) is an Eilenberg-Mac Lane space, and for K-theory
K˜n(X) =
{
[X,BU ] if n is even;
[X,U ] if n is odd.
Any reduced cohomology theory Y˜ ∗( ) on CW -complexes satisfies Y˜ ∗(∨ki=1Xi)
∼=
∏k
i=1 Y˜
∗(Xi) (this
can be seen using Mayer-Vietoris) but a representable theory also has the property Y˜ ∗(∨∞i=1Xi)
∼=∏∞
i=1 Y˜
∗(Xi) for infinite wedges. A cohomology theory with this property is said to satisfy the “Mil-
nor Wedge Axiom”. LetX1 ⊂ X2 ⊂ . . . ⊂ Xk ⊂ . . . be a sequence of cofibrations and letX = ∪
∞
i=0Xi.
For a cohomology theory satisfying the Milnor wedge axiom, Milnor [20] showed using the “infinite
mapping telescope” together with a Mayer-Vietoris argument that the cohomology of X is given by
the “Milnor exact sequence”
0→ lim←−
n
1 Y q−1(Xn)→ Y
q(X)→ lim←−
n
Y q(Xn)→ 0
where lim
←−
n
1 denotes the first derived functor of the inverse limit functor. As a special case of the
“Mittag-Leffler Theorem”, if (An) is an inverse system in which An+1 → An is onto for each n, then
lim
←−
n
1An = 0, leaving us with Y˜
q(X) ∼= lim←−
n
Y˜ q(Xn) when this surjectivity condition is satisfied.
Returning to our case of interest, equation 2.1 shows that Y˜ ∗
(
Jn+1(X)
)
→ Y ∗
(
Jn(X)
)
is always a
split surjection. For ordinary cohomology, the system H˜2n
(
Jk(S
2)
)
stabilizes once k ≥ n, that is, it
looks like
. . . = Z = Z = . . . = Z→ 0 = 0 = . . . = 0
and so we obtain
H˜q
(
ΩSU(2)
)
=
{
Z if q is even;
0 if q is odd,
as before. For K-theory, the system for even q looks like
. . .→
k+1∏
j=0
Z→
k∏
j=0
Z→
k−1∏
j=0
Z→ . . .→ Z
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and taking the inverse limit gives
K˜q
(
ΩSU(2)
)
=
{∏∞
j=0 Z if q is even;
0 if q is odd.
The preceding method is specific to SU(2) since it takes advantage of the fact that SU(2) is a
suspension. To calculate K∗
(
SU(n)
)
, one could instead turn to the Atiyah-Hirzebruch spectral
sequence. First one calculates H∗
(
ΩSU(n)
)
using, for example, the Serre spectral sequence. The
result is H∗
(
ΩSU(n)
)
∼= Γ[x1, x2, . . . xn−1] where the degree of xj is 2j. Since ΩSU(n) is an in-
finite CW -complex, to avoid convergence issues in the Atiyah-Hirzebruch spectral sequence we
write it as the union of its skeletons. Let Xk be the 2k-skeleton of ΩSU(n) as a CW -complex.
Then H∗(Xk) is the truncated divided polynomial algebraH
∗(Xk) ∼= H∗
(
ΩSU(n)
)
/∼where mono-
mials of total degree more than k are equated to 0. In the Atiyah-Hirzebruch spectral sequence
Ep,q2 = H
p
(
Xk;K
q(pt)
)
⇒ Kp+q(Xk), all the nonzero terms have even coordinates. Therefore the
spectral sequence collapses to giveK∗(Xk) ∼= H∗(Xk)⊗K∗(pt). The spectral sequence is multiplica-
tive, so this isomorphism holds asK∗(pt)-algebras. To getK∗
(
ΩSU(n)
)
we take the limit as k →∞.
Since H∗(Xk+1) → H
∗(Xk) is surjective, K
∗(Xk+1) → K
∗(Xk) is also surjective so the lim←−
1 term in
the Milnor exact sequence disappears and we get
K∗
(
ΩSU(n)
)
∼= lim←−
k
Γk[x1, . . . xn−1]
where Γk[x1, . . . xn−1] denotes the truncated divided polynomial algebra Γ[x1, . . . xn−1]/∼, in which
monomials of total degree more than k are equated to 0. Explicitly,Keven
(
ΩSU(n)
)
∼= Γˆ[x1, . . . , xn−1]
where Γˆ[x1, . . . , xn−1] denotes the completion of the divided polynomial algebra with respect to its
augmentation ideal (as in Atiyah and MacDonald []).
Finally, we recall some known results in equivariant cohomology. Borel [7] showed that the equi-
variant cohomology H∗G(X) of aG-spaceX is given byH
∗(XG)whereXG := (X×EG)/G is known
as the Borel construction ofX . (Note that the corresponding statement on equivariantK-theory does
not hold: K∗G(X) is not given by K(XG).) There is a fibration X → XG → BG. In the Serre spectral
sequence for the fibration
ΩSU(n)→
(
ΩSU(n)× ESU(n)
)
/SU(2)→ BSU(n),
all the nonzero terms are in even degrees so the spectral sequence collapses to give
H∗SU(n)
(
ΩSU(n)
)
∼= H∗
(
ΩSU(n)
)
⊗H∗
(
BSU(n)
)
.
In other words, H∗
SU(n)
(
ΩSU(n)
)
is a divided polynomial algebra ΓR[x1, . . . , xn] with coefficients in
R, where R is the equivariant cohomology of a point (for n = 2 it is a polynomial ring Z[t] with one
generator t of degree 4).
3. THE GRASSMANNIAN Grz(K) AND ITS SUBSPACES
In this section we define a separable Hilbert space K and its associated Grassmannian Grz(K).
Our discussion follows [24]. The main results are Theorems 3.5 and 3.9, which provideG-equivariant
identifications of appropriate subspaces of Grz(K) with the G-spaces
ΩpsmU(n),ΩpsmSU(n),Ωpoly,rU(n) and Ωpoly,rSU(n),
respectively. These identifications allow us, in later sections, to use the language of Grassmannians
in order to prove results about ΩpsmG and ΩpolyG. In this section only, our discussion is valid for
U(n) and SU(n) for any n ≥ 2.
First we quickly recall the definitions of the spaces of (based) loops in question. Let H be any Lie
group. As is standard, we let ΩH denote the space of continuous based loops in H with basepoint
the identity inH . We define the piecewise smooth (based) loops from S1 toH to be
ΩpsmH := {f ∈ ΩH | f is piecewise smooth}.
8 MEGUMI HARADA, LISA C. JEFFREY, AND PAUL SELICK
Evidently,ΩpsmH ⊆ ΩH . Now consider the special caseH = U(n). Following [24], we also define the
space of polynomial based loops ΩpolyU(n) as the set of maps S
1 → U(n) which can be expressed
as Laurent polynomials in z, where z is the parameter on the circle S1. More precisely, for r ≥ 0 we
define
(3.1) Ωpoly,rU(n) :=

f : S1 → U(n)
∣∣∣∣∣ f(1) = 1n×n, f =
r∑
j=−r(n−1)
ajz
j, aj ∈M(n× n,C)

 ,
where 1n×n denotes the identity matrix. Here the aj are constant n × n complex matrices, and f(z)
is required to be unitary (in particular invertible) for all z ∈ S1. An element in Ωpoly,rU(n)may also
be viewed as an element of Ωpoly,r′U(n) for any r
′ > r. Via these natural inclusions we may define
ΩpolyU(n) :=
∞⋃
r=0
Ωpoly,rU(n)
We refer to ΩpolyU(n) as the (space of) polynomial (based) loops in U(n).
Now letH = L2(S1) and setK := H⊗Cn. Let z denote the parameter on S1 ⊆ C. If we normalize
the measure on S1 so that µ(S1) = 1, then {zℓ | ℓ ∈ Z} forms an orthonormal Hilbert space basis
forH. Define
H+ := closed subspace ofH spanned by {z
ℓ | ℓ ≥ 0}
and
H− := H ⊖H+ = closed subspace ofH spanned by {z
ℓ | ℓ < 0}.
Let K+ := H+ ⊗ C
n and K− := H− ⊗ C
n. We now define the Grassmannian (also called the affine
Grassmannian) associated to K as
(3.2) Grz(K) := {closed subspacesW ofK | zW ⊂W}.
For r ≥ 0, we define the following important subspaces of Grz(K):
(3.3) Grzbdd,r (K) := {W ∈ Gr
z(K) | zrK+ ⊂W ⊂ z
−r(n−1)
K+}.
We also define the subspaces of bounded weight by
(3.4) Grzbdd(K) :=
⋃
r
Grzbdd,r(K).
For f ∈ ΩGL(n), let Mf : K → K denote the multiplication operator
(
Mf(h)
)
(z) := f(z)h(z)
where the right hand side is the usual multiplication of the vector h(z) ∈ Cn by the matrix f(z) ∈
GL(n)We denote by
Wf :=Mf (K+) ⊂ K
the closure of the image ofK+ underMf . Note that since f(z is continuous and invertible for z in the
compact set S1, the operatorMf onK is both bounded and invertible. Moreover, since multiplication
by f(z) and z commute and becauseK+ is closed under multiplication by z, we haveWf ∈ Gr
z(K).
Thus the map
(3.5) α : ΩGL(n)→ Grz(K), f 7→Wf
is well-defined.
The group SU(n) acts on ΩGL(n) by pointwise conjugation and on K := H ⊗ Cn (and hence also
on K+) by acting on the second factor. Since the action of SU(n) and multiplication by z commute
on K, there is also an induced SU(n)-action on Grz(K). We have the following.
Lemma 3.1. The map α in (3.5) is SU(n)-equivariant.
THE MODULE STRUCTURE OF THE EQUIVARIANT K-THEORY OF THE BASED LOOP GROUP OF SU(2) 9
Proof. For g ∈ SU(n),
α
(
g · f(·)
)
=Mg·f(·)(K+) =Mgf(·)g−1(K+) = {gf(·)g
−1h(·) | h ∈ K+}.
Since SU(n) acts on K+ = H+ ⊗ Cn through its second factor only, it follows that gK+ = K+, and
h(z) ∈ K+ if and only if gh(z) ∈ K+ for any g ∈ SU(n). Therefore
{gf(z)g−1h(z) | h(z) ∈ K+} = {gf(z)h(z) | h(z) ∈ K+} = gMf(K+) = gα
(
f(z)
)
as desired. 
Now let
(3.6) αpsm := α|ΩpsmU(n) : ΩpsmU(n)→ Gr
z(K)
denote the restriction of α to ΩpsmU(n). We also define
(3.7) Grzα(psm)(K) := α
(
ΩpsmU(n)
)
⊂ Grz(K)
to be the image under α of the piecewise smooth loops in U(n), i.e., the image of αpsm.
Our next major goal, recorded in Theorem 3.5, is to show that the restriction of α to the piecewise
smooth loopsΩpsmU(n) is in fact an equivariant homeomorphism onto its image. We accomplish this
by defining a map β : α
(
ΩpsmGL(n)
)
→ ΩpsmU(n) which we show to be an equivariant retraction
to αpsm. The construction and argument requires several preliminary steps.
For a closed subspace W of K, let PW+ : W → K+ and P
W
− : W → K− denote the orthogonal
projections ontoK+ andK− respectively. Given a bounded linear operatorB ∈ B(K), the inclusions
K± → K and projections K→ K± give a description of B as a matrix of operators
B =
(
B++ B+−
B−+ B−−
)
as in [24, page 80]. In particular (Mf )++ is the composite K+
(Mf )|K+
✲ Wf
P
Wf
+
✲ K+. Finally, for a
Fredholm operator F , let Ind(F ) = dimKer(F )−dimCoker(F ) denote the index of F . More generally,
we define the index of W by Ind(W ) : dim
(
Ker(PW+ )
)
− dim
(
Coker(PW+ )
)
for a closed subspace W
of K for which both are finite-dimensional. In the case of a subspace Wf arising from a function f
whose associated (Mf )++ is Fredholm, we have Ind(Wf ) = Ind
(
(Mf )++
)
since (Mf )|K+ : K+ → Wf
is an injection.
We may now state and prove the following.
Lemma 3.2. Suppose f ∈ ΩpsmGL(n). Then (Mf)++ is a Fredholm operator and its index Ind
(
(Mf )++
)
equals −n times the degree of the homotopy class of the function z 7→ det
(
f(z)
)
in π1(C \ {0}) ∼= Z.
Proof. The fact that (Mf)++ is a Fredholm operator is an immediate corollary of [24, Proposition
6.3.1]. Although their statement is for the continuously differentiable case, in fact their proof does
not require more than piecewise continuous differentiability.
Since the integers are discrete, it follows that Ind ((Mf )++) depends only on the homotopy class
of det f(z). Therefore to verify the formula for the index it suffices to consider the special case where
f(z) =
(
zk 0
0 1
)
for some integer k. If k ≥ 0we get dimKer(Mf )++ = 0 and dimCoker(Mf )++ = nk
and if k ≤ 0 we get dimKer(Mf )++ = nk and dimCoker(Mf)++ = 0 and so the formula holds in
both cases. 
Motivated by the above lemma, we wish to focus attention on the subset of Grα(psm)(K) with
associated index 0. Specifically, we define the special Grassmannian by
(3.8) SGrzα(psm)(K) := {W ∈ Gr
z
α(psm)(K) | Ind(W ) = 0}.
We also define
(3.9) SGrzα(psm),r(K) := {W ∈ SGr
z
α(psm)(K) | dimKer(P
W
+ ) = dimCoker(P
W
+ ) ≤ r}
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and
SGrzα(psm),=r(K) := {W ∈ SGr
z
α(psm)(K) | dimKer(P
W
+ ) = dimCoker(P
W
+ ) = r}.
Lemma 3.6 below explains this terminology: namely, if f takes values in the special linear group
SL(n), then its image under α is in the special Grassmannian.
Similarly we define
(3.10) SGrzbdd,r(K) := Gr
z
bdd,r(K) ∩ SGr
z
α(psm)(K) = {W ∈ Gr
z
bdd,r(K) | Ind(W ) = 0}.
This is precisely the subset of the Grassmannian which we can equivariantly identify with the poly-
nomial loops Ωpoly,rG of degree≤ r mentioned in the introduction, cf. Theorem 3.9 below.
With the above results in place we now give an explicit construction of a map β which we will
show is an equivariant inverse to αpsm. Suppose W ∈ α
(
ΩpsmGL(n)
)
, so W = Wf = Mf (K+) for
some f ∈ ΩpsmGL(n). By Lemma 3.2 we know that (Mf )++ is Fredholm. Using this fact, Pressley
and Segal show in [24, p.126] that dim(W ⊖ zW ) = n. Choose an ordered orthonormal basis
B =
(
w1(z), w2(z), . . . , wn(z)
)
for W ⊖ zW . Let NB(z) be the n × n matrix whose jth column is formed from the components
of wj ∈ H⊗Cn with respect to the standard basis {e1, e2, . . . , en} for the Cn in the second factor. It is
shown in [24, p.126] that NB(z) ∈ U(n) for each z ∈ S1. Thus z 7→ NB(z)NB(1)−1 is a well-defined
loop in ΩU(n). We now define the map β as
(3.11) β : α
(
ΩpsmGL(n)
)
→ ΩpsmU(n), β(W )(z) := NB(z)NB(1)
−1.
We must first prove the following lemma.
Lemma 3.3. The map β in (3.11) is well-defined.
Proof. We first show that the image of β, which a priori is an element of ΩU(n), in fact lands in
ΩpsmU(n). This follows from the construction of NB and the fact that f is by definition piecewise
smooth. Next note that for a different choice of ordered orthonormal basis B′ =
(
w′1, w
′
2, . . . w
′
n
)
of W ⊖ zW , the matrix NB′(z) would be related to NB by NB′(z) = NB(z)A where A ∈ U(n) is the
(constant) linear transformation taking the ordered basis B′ to B. Therefore
NB′(z)NB′(1)
−1 = NB(z)AA
−1NB(1)
−1 = NB(z)NB(1)
−1.
Hence β is well-defined. 
We next prove that β respects the relevant group actions.
Lemma 3.4. The map β in (3.11) is U(n)-equivariant.
Proof. LetW ∈ α
(
ΩpsmGL(n)
)
with choice of ordered basisB =
(
w1(z), w2(z), . . . wn(z)
)
forW⊖zW .
Then gB(z) :=
(
gw1(z), gw2(z), . . . , gwn(z)
)
is a valid ordered basis for g ·W ⊖ z(g ·W ). Therefore
NgB(z) = gNB(z) and so
β(g ·W ) = gNB(z)NB(1)
−1g−1 = g · β(W )
as desired. 
We are ready to prove that αpsm is an equivariant homeomorphism onto its image, with equivari-
ant inverse given by the above map β. This is an equivariant analogue of [24, Theorem 8.3.2].
Theorem 3.5.
The map αpsm is an SU(n)-equivariant homeomorphism from ΩpsmU(n) to its image Gr
z
α(psm)(K), with
(equivariant) inverse given by β|Grz
α(psm)
(K).
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Proof. For f ∈ ΩpsmU(n), the setB = {f(z)e1, , . . . , f(z)en} forms an orthonormal basis forWf⊖zWf .
Writing the components of these vectors as columns of a matrix simply reproduces the matrix f(z).
That is, NB(z) = f(z) and so β
(
α(f)
)
= f . Now suppose W ∈ Grzα(psm)(K). The definition of β
requires that the rows of β(W ) form an orthonormal basis forW ⊖ zW , which means that they form
a generating set forW as a C[z]-module. Hence α
(
β(W )
)
= W . Since α and β are continuous by [24,
page 129] and are SU(n)-equivariant, it follows that αpsm is an SU(n)-equivariant homeomorphism
from ΩpsmU(n) to its image. 
Lemma 3.6. If f ∈ Ωpsm SL(n) thenWf ∈ SGr
z
α(psm)(K).
Proof. If f ∈ ΩpsmGL(n) then Wf = Wf˜ where f˜ := β ◦ α(f) ∈ ΩpsmU(n). This exhibits Wf as an
element of Grzα(psm)(K). If f ∈ Ωpsm SL(n) then z 7→ det
(
f(z)
)
is the constant function 1. This has
degree 0, so by Lemma 3.2 we conclude Ind
(
(Mf )++
)
= 0 and henceWf ∈ SGr
z
α(psm)(K). 
We next show that α and β also behave well with respect to the filtrations on the spaces ΩpolyU(n)
and Grzbdd(K). We first record a simple lemma used in the proof.
Lemma 3.7. Let p(z) be a polynomial with complex coefficients which has a nonzero constant term and
satisfies |p(z)| = 1 for all z ∈ S1. Then p(z) is a constant.
Proof. Letm = deg p. Set f(z) := p(z)p¯(z−1)where p¯(w) = p(w¯) is the polynomial obtained by taking
the complex conjugate of each of the coefficients in p(z). Then f(z) is analytic on the complement
of {0}, with a pole of orderm at 0. On the unit circle we have
f(z) = p(z)p¯(z−1) = p(z)p¯(z¯) = |p(z)|2 = 1.
If two analytic functions agree on a convergent sequence then they are equal and so f(z) = 1 on
C \ {0}. But then the singularity of f(z) at the origin is removable, which implies thatm = 0. 
Proposition 3.8. Let α and β be the maps defined in (3.5) and (3.11) respectively. Then:
(1) α
(
Ωpoly,rU(n)
)
⊂ Grzbdd,r(K).
(2) The restriction of α to Ωpoly,rU(n)
)
is a surjection to Grzbdd,r(K). In particular, Gr
z
bdd,r(K) is a
subset of Grzα(psm)(K). Thus β is defined on Gr
z
bdd,r(K) and β
(
Grzbdd,r(K)
)
⊂ Ωpoly,rU(n).
(3) β
(
SGrzbdd,r(K)
)
⊂ Ωpoly,rSU(n).
Proof.
(1) Let f ∈ Ωpoly,rU(n). Then zr(n−1)f(z) is a polynomial in z and so if h(z) ∈ K+ then
zr(n−1)f(z)h(z) ∈ K+. It follows that f(z)h(z) ∈ z−r(n−1)K+. Thus Wf ⊂ z−r(n−1)K+.
Next we show zrK+ ⊂ Wf . Let h(z) ∈ zrK+. Then z−rh(z) ∈ K+. Since f(z) ∈ Ωpoly,rU(n),
it is a Laurent polynomial with powers of z ranging between z−r(n−1) and zr. Hence its
adjoint f(z)∗ = f(z)−1 has powers of z between z−r and zr(n−1). In particular zrf(z)−1 is
polynomial (i.e. has no negative powers of z). Hence
f(z)−1
(
h(z)
)
= zrf(z)−1
(
z−rh(z)
)
lies in K+, which in turn implies h(z) = f(z)
(
f(z)−1
(
h(z)
))
lies in f(z)(K+) ⊂ Wf , as
desired.
(2) Given part (1), the equality α
(
Ωpoly,rU(n)
)
= Grzbdd,r(K). can be verified by counting dimen-
sions. Alternatively we can construct the preimage (under α) of a subspaceW ∈ Grzbdd,r(K)
as follows. The usual Gram-Schmidt procedure in the finite dimensional vector space
W/zrK ⊂ z−r(n−1)K/zrK ∼= Cn
2r
can be used to construct an orthonormal basis for W ⊖ zW in which the components of all
elements are Laurent polynomials with nonzero coefficients of zk only for−r(n− 1) ≤ k ≤ r.
(Note that the normalization portion of this Gram-Schmidt process requires only divisions by
12 MEGUMI HARADA, LISA C. JEFFREY, AND PAUL SELICK
positive real numbers, not polynomials, so the resulting elements are still (Laurent) polyno-
mials.) Now apply the construction given in the definition of β. The resulting function will
lie in Ωpoly,rU(n).
(3) SupposeW ∈ SGrzbdd. By part (2), β(W ) ∈ ΩU(n) and we must show that
det
(
β(W )
)
(z) = 1
for all z ∈ S1. Let h(z) = det
(
β(W )
)
(z). Using h(z) ∈ U(n), we know h(1) = 1 and |h(z)| = 1
for all z ∈ S1. Also Ind(W ) = 0, and so h(z) ≃ 1. Since h(z) is a Laurent polynomial, there
exists r such that p(z) := zrh(z) is a polynomial with nonzero constant term. The polynomial
p(z) satisfies |p(z)| = 1 for all z ∈ S1, so by Lemma 3.7, p(z) is a constant function. We can
evaluate the constant using h(1) = 1 to deduce that p(z) ≡ 1. Thus h(z) = z−r. The fact that
h(z) ≃ 1 tells us that r = 0, so h(z) ≡ 1.

Now let
(3.12) αpoly,r := α|Ωpoly,rU(n) : Ωpoly,rU(n)→ Gr
z
bdd,r(K)
denote the restriction of αpsm to Ωpoly,rU(n).We are ready to state and prove the analogues of Theo-
rem 3.5 for the relevant subspaces of ΩpsmU(n). The first claim of the theorem below is an analogue
of [24, Proposition 8.3.3(i)].
Theorem 3.9.
(1) The map αpoly,r is an SU(n)-equivariant homeomorphism from Ωpoly,rU(n) to Gr
z
bdd,r (K).
(2) The restriction of αpsm to ΩpsmSU(n) is an SU(n)-equivariant homeomorphism from ΩpsmSU(n)
to its image in SGrzα(psm)(K) := {W ∈ Gr
z
α(psm)(K) | Ind(W ) = 0}.
(3) The restriction of αpoly,r to Ωpoly,rSU(n) is an SU(n)-equivariant homeomorphism from
Ωpoly,rSU(n)
to SGrzbdd,r(K) := {W ∈ Gr
z
bdd,r(K) | Ind(W ) = 0}.
Proof. The first claim follows from Theorem 3.5 and Proposition 3.8, since the restriction of a home-
omorphism to a subspace induces a homeomorphism onto its image. Restricting to the connected
component of the identity in ΩpsmU(n) and Ωpoly,rU(n) respectively gives the last two claims. 
4. DESCRIPTION OF FILTRATION QUOTIENTS AS THOM SPACES
Henceforth we restrict attention to the case n = 2. In particular, we return to our main case
G = SU(2). Our main result in the previous section, Theorem 3.9, shows that the spaces Ωpoly,rG,
which provide a natural filtration of ΩpolyG, may be (equivariantly) identified with SGr
z
bdd,r(K), so
these spaces will be the main focus of our analysis below. For simplicity we introduce the notation
(4.1) F2r := SGr
z
bdd,r(K).
The main result of this brief section is a concrete geometric description of the quotients F2r/F2r−2
as Thom spaces of vector bundles. Here and below, γ denotes the tautological bundle over P1. Also
we equip C2 with the standard hermitian metric, and let ⊥ denote the orthogonal complement with
respect to this metric. The following definition is useful for our description of F2r/F2r−2.
Definition 4.1. Let τ denote the G-equivariant complex line bundle over P1 whose total space is{
(u, v) | u ∈ S3 ⊂ C2, v ∈ (u⊥)
}
/∼
where the equivalence relation is given by (u, v) ∼ (ζu, ζv) for ζ ∈ S1, and with projection to P1
given by [(u, v)] 7→ [u] ∈ P1. The G-action is defined by g · [(u, v)] := [(gu, gv)].
The notation τ is justified by the following proposition.
Proposition 4.2. The bundle τ of Definition 4.1 is G-equivariantly isomorphic to the tangent bundle of P1.
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Proof. The tangent bundle of P1 can be identified with Hom(γ, γ⊥), as Milnor shows in the proof of
[22, Theorem 14.10]. (Although [22] discusses only the non-equivariant case, it is in fact easy to check
that the maps defined there are G-equivariant.) Thus it suffices to show that τ is G-equivariantly
isomorphic to Hom(γ, γ⊥). An element [(u, v)] in the total space of τ uniquely specifies a linear map
φ[(u,v)] : γ → γ
⊥ by setting φ[(u,v)](u) = v. By linearity, φ[(u,v)](ζu) = ζv, so this is well-defined
on equivalence classes, and it is straightforward to see this is a bijective correspondence which is
equivariant and linear on fibers. 
We now proceed to the main result of this section, Proposition 4.4.
Lemma 4.3. Let r ∈ Z with r > 0. LetW ∈ F2r \ F2r−2. Then there exists w ∈W of the form
w = z−ru0 + z
−r+1u1 + . . .+ z
r−2u2r−2 + z
r−1u2r−1
with uj ∈ C2, u0 6= 0 and uj ⊥ u0 for j > 0. Moreover, up to a nonzero complex scalar multiple, w is
uniquely determined byW .
Proof. That there exists such a w follows from the assumption thatW is in F2r but not in F2r−2. The
uniqueness of suchw up to multiplication by a scalar multiple follows from the assumption thatW is
closed under multiplication by z and the fact that dimC(W/z
rK+) = 2r (which in turn follows from
the assumption that Ind((Mf )++) = 0). 
Our main geometric proposition follows immediately from the preceding discussion.
Proposition 4.4. Let r ∈ Z and r ≥ 0. The quotient space F2r/F2r−2 is G-equivariantly homeomorphic to
Thom(τ2r−1). 
Using Proposition 4.4 and the Thom isomorphism in equivariant K-theory ( [4, Theorem 6.1.4]
or [9, Theorem 3.1]) yields the following.
Theorem 4.5.
KqG(F2r)
∼=
{∏r
k=0 R(G) if q even;
0 if q odd.
.
Considering F2r as a T -space under the natural restriction of the G-action to its maximal torus T , we also
have
KqT (F2r)
∼=
{∏r
k=0 R(T ) if q even;
0 if q odd.
Proof. In the exact sequence
(4.2) . . .→ K∗G(F2r , F2(r−1))→ K
∗
G(F2r)→ K
∗
G(F2(r−1) → . . .
associated to the pair (F2r , F2r−2), the equivariant Thom isomorphism gives
K∗G(F2r , F2(r−1))
∼= K˜
q
G
(
Thom(τ2r−1)
)
∼= K
q
G(P
1) ∼=
{
R(G)⊕R(G) if q even;
0 if q odd.
Thus the exact sequence decomposes into a collection of short exact sequences. These short exact
sequences split since K∗G(F2(r−1)) is a free R(G)-module by induction (where the base case for the
induction is F0 = pt). The first statement then follows. The proof of the statement forK
∗
T is identical.

Our final result forKG(ΩpolyG) is obtained by taking an inverse limit.
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Theorem 4.6. Let G = SU(2) and let T denote its maximal torus. Let ΩpolyG denote the space of based
polynomial loops in G, equipped with the pointwise conjugation action of G. The R(G)-module (respectively
R(T )-module)K∗G(ΩpolyG) (respectivelyK
∗
T (ΩpolyG)) can be described as follows:
KqG(ΩpolyG)
∼= lim←−
KqG(Ωpoly,rG)
∼=
{∏∞
r=0R(G) if q is even,
0 if q is odd;
KqT (ΩpolyG)
∼= lim←− K
q
T (Ωpoly,rG)
∼=
{∏∞
r=0R(T ) if q is even,
0 if q is odd.
Proof. Since ⋃
r
F2r ∼=G Ωpoly(SU(2))
by Theorem 3.9, the computation of KG
(
ΩpolySU(2)
)
as an R(G)-module is obtained by taking the
inverse limit of K∗G(F2r). More specifically, the Milnor exact sequence [26] implies that K
∗
G(ΩpolyG)
is given by lim←− K
∗
G(Ωpoly,rG) or equivalently by lim←− K
∗
G(F2r). The result follows. 
5. THE G-HOMOTOPY EQUIVALENCE SGr′
z
bdd,r(K)→ SGr
z
α(psm),r(K)
The goal of the rest of the manuscript is to prove that the inclusion ΩpolyG →֒ ΩG is aG-homotopy
equivalence; we do this by proving separately that the inclusions ΩpolyG →֒ ΩpsmG and ΩpsmG →֒
ΩG are both G-homotopy equivalences. This then reduces the computation of K∗G(ΩG) to that of
K∗G(ΩpolyG), which was recorded in Theorem 4.6 above. To this end, the goal of the present section is
to show that the inclusion SGr′
z
bdd,r(K) →֒ SGr
z
α(psm),r(K) is aG-equivariant homotopy equivalence
for any fixed r > 0 (Theorem 5.20), where SGr′
z
bdd,r(K) is a certain subspace (similar in spirit to
SGrzbdd,r(K)) to be defined precisely below. This is the main technical ingredient in our proof that
ΩpolyG →֒ ΩpsmG is a G-homotopy equivalence (Theorem 6.3).
We begin with an explicit description of a map
(5.1) π : SGrzα(psm),=r(K)→ P
1.
The map π will play a significant role in the technical arguments below, where we show (Proposi-
tion 5.5) that π is aG-homotopy equivalence between a certain subsetΣGr of SGr
z
α(psm),=r(K) and P
1,
which in turn allows us to prove our main geometric result (Theorem 5.7).
Wewill formulate the construction of π in an entirely coordinate-freemanner, in particularwithout
choosing either a maximal torus of G or an ordered basis of C2. Suppose
W =Wf = α(f) ∈ SGr
z
α(psm)(K)
for some f ∈ ΩpsmG. By the earlier discussion, (Mf )++ is a Fredholm operator with index 0, so we
define
r = r(W ) := dimKer
(
(Mf )++
)
= dimCoker
(
(Mf)++
)
.
We sometimes refer to r(W ) as the rank ofW .
Given a Laurent series g(z) =
∑
k akz
k with ak ∈ C2 we let deg(g) denote the maximum of the set
{k | ak 6= 0} or∞ if there is no maximum. Thus deg(g) ∈ Z ∪ {∞}. Note that if deg(g) < 0 then there
is no ‘Taylor part’ to the Laurent series, i.e. there are no non-zero terms akz
k with k ≥ 0. Also for any
k ∈ Z we denote by 〈zk〉 ⊗ C2 the 2-dimensional subspace of H ⊗ C2 spanned by the vectors with a
zk coefficient.
Suppose now W = Wf where r(W ) = r > 0. We may think of w ∈ W as a Laurent series in the
variable z with coefficients in C2. Consider the set
SW := {w ∈ W | deg(w) = −1}.
Observe that SW 6= ∅ since otherwise Ker
(
(Mf )++
)
= 0. Let V be the subspace of 〈z−1〉 ⊗ C2 ∼= C2
spanned by the leading coefficients of the elements of SW .
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Lemma 5.1. LetW = Wf with r(W ) > 0, and let V be as above. Then dimC(V ) = 1.
Proof. Since SW 6= ∅, we know dimC(V ) > 0. On the other hand, if dimC(V ) = 2 then these elements
span 〈z−1〉 ⊗ C2 and then the leading coefficients of the set zk+1SW would span 〈zk〉 ⊗ C2 for all
k ≥ 0, which would in turn imply Coker
(
(Mf )++
)
= 0. This is a contradiction since we assumed
r = r(W ) > 0. The conclusion follows. 
From Lemma 5.1, for each W = Wf with r(W ) > 0 we obtain a well-defined 1-dimensional
subspace V of C2. Hence our concrete description of the map π of (5.1) is given by
(5.2) π(W ) = V ∈ P1
where we view the one-dimensional subspace V of C2 as an element in P1 as usual.
We now use the map π to define a homomorphism λW : S
1 → SU(2) associated to W . First
consider the case r = r(W ) > 0. Let v ∈ S3 ⊂ C2 be a representative for π(W ) = V and choose
u ∈ S3 such that u ⊥ v. The corresponding homomorphism λW : S1 → SU(2) is defined by(
λW (z)
)
(u) = zr(W )u and
(
λW (z)
)
(v) = z−r(W )v. More concretely, when written in the u, v-basis we
have
(5.3) λW (z) =
(
zr(W ) 0
0 z−r(W )
)
.
(Note the elements u and v are determined byW only up to multiplication by an element of S1, but
the resulting homomorphism λW is independent of these choices.) In the case r(W ) = 0 we simply
define λW (z) ≡ 1 to be the trivial homomorphism taking every element to the identity in SU(2).
More detailed information about subspaces of rank r is given in the following proposition.
Proposition 5.2. LetW = Wf with r(Wf ) = r > 0. Then
(1) We have r = −min{k |Wf has an element of degree k}.
(2) A basis for the kernel of the orthogonal projectionWf → K+ is given by the set
{x, zx, z2x, . . . , zr−1x}
where x ∈Wf satisfies deg(x) = −r. The subspace V of Lemma 5.1 is spanned by zr−1x.
(3) The orthogonal projection fromWf to λW (K+) is an isomorphism.
Proof. Recall that a(z) 7→ f(z)a(z) gives an isomorphism K+ → Wf and in particular it gives an
isomorphism from Ker(Mf )++ to the kernelK of the orthogonal projectionWf → K+.
Since
dimK = dimKer(Mf )++ = r > 0,
there must exist elements inWf having negative degree (zero Taylor part). If deg(y) = −m < 0 then
{y, zy, z2y, . . . , zm−1y} are linearly independent elements ofK , som ≤ r. Thus the set
(5.4) min{k |W has an element of degree k}
is bounded below. Now let x be an element ofW with degree equal to the minimum of (5.4) and let
m := − deg(x). Then 0 < m ≤ r. Since deg(x) is minimum, x 6= zy for any y ∈ W . Consider the set
B := {x, zx, z2x, . . . , zm−1x} ∈ K.
We claim that B forms a basis for the kernel K . Suppose for a contradiction there exists w ∈ K
which is not in the linear span of B. By multiplication by powers of z, we may assume without loss
of generality that deg(w) = −1. Using that x 6= zy for any y, we see that {zm−1x,w} are linearly
independent in V := 〈z−1〉, contradicting Lemma 5.1. Therefore there is no such w, and so B is a
basis forK . In particular,
r = m = −min{k | W has an element of degree k}.
This establishes the first two parts of the proposition.
Part (2) tells us that W contains no elements of negative degree outside of the linear span of B,
and since dimCoker
(
(Mf )++
)
= r, it follows that the least degree of any element of Wf outside of
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the closed C[z] module generated by x is r. In other words, there exists y with deg(y) = r such that
W = Wx,y and so orthogonal projectionWf to λW (K+) is an isomorphism. 
Proposition 5.3. Suppose W ∈ F2r := SGr
z
bdd,r(K). Then r(W ) ≤ r and r(W ) = r if and only if
W ∈ F2r \ F2r−2.
Proof. W ∈ F2k \ F2k−2 for some k ≤ r. By Lemma 4.3 there exists w ∈W such that
w = z−ku0 + . . .+ z
k−1u2k−1.
Set u = u0 and choose v ⊥ u .
Let x be the element of least degree inW . By inspection of the form ofW , x = zjw+czkv for some
c ∈ C and some j. Hence − deg(x) ≤ k ≤ r. But then by Proposition 5.2, − deg(x) = r(W ). 
We also need the following notation. For λ a homomorphism λ : S1 → SU(2), we also view λ as
an element of ΩSU(2). We letKλ denote the subspace λ(K+). Let O denote the ring of infinite series
a(z) =
∑∞
n=0 anz
n in non-negative powers of z which converge on the closed unit disk D2 in C. (In
particular, by assumption such a(z) are holomorphic on the interior of the unit disk.) By slight abuse
of notation we sometimes view an element a(z) in O as a function on the boundary S1, while at other
times we view it as a function on D2.
Following [24] we also introduce the following sets of matrix-valued functions. First let
N
− :=
{(
1 + z−1a(z−1) b(z−1)
z−1c(z−1) 1 + z−1d(z−1)
) ∣∣∣ a(z), b(z), c(z), d(z) ∈ O}
be the set of 2× 2matrix-valued functions A(z), where the matrix entries are of the above form (and
in particular are holomorphic on the region {‖z‖ > 1}) and such that A(∞) is upper-triangular with
1’s on the diagonal. Restricting this set slightly further we also define
N− := {A(z) ∈ N− | A(z) is invertible for all z with ‖z‖ ≥ 1}
and, restricting still further, we set
L−1 :=
{
A(z) ∈ N− | A(∞) =
(
1 0
0 1
)}
.
The definition of L−1 in particular implies that elements in L
−
1 have the form(
1 + z−1a(z−1) z−1b(z−1)
z−1c(z−1) 1 + z−1d(z−1)
)
i.e. the constant term in the upper-right corner must be equal to 0.
Extending the notation of Section 3 slightly, for A(z) : S1 → GL(2,C) any polynomial loop, not
necessarily based at the identity, we denote byMA : K → K the multiplication operator defined by
MA(h)(z) := A(z) · h(z) and let
WA := MA(K+)
denote the closed subspace of K which is the closure of the image of K+. More concretely, if we let
u = u(z) : S1 → C2 and v = v(z) : S1 → C2 denote the first and second columns of A respectively,
thenWA is the closure of the span of the elements in K := H ⊗ C
2 of the form
{zku(z), zkv(z) | k ≥ 0}.
Motivated by this, given 2 vector-valued functions u(z), v(z) : S1 → C2 which are everywhere lin-
early independent, we also denote
Wu,v := WA
where the matrix A := [u v] is obtained by putting u(z) in the left column and v(z) in the right
column.
For any homomorphism λ : S1 → SU(2) there exists an orthonormal basis uλ, vλ of C2 with
respect to which λ(z) is diagonal with λ(z) = diag(zr, z−r) for some r ≥ 0. The integer r uniquely
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determined by λ and for r > 0 the basis {uλ, vλ} is uniquely determined up to common scalar
multiple.
Multiplying the matrices gives
λL−1 λ
−1 ={(
1 + z−1a(z−1) z2r−1b(z−1)
z−2r−1c(z−1) 1 + z−1d(z−1)
) ∣∣∣ invertible for ‖z‖ ≥ 1 and a(w), b(w), c(w), d(w) ∈ O} .
Following Pressley and Segal, [24, 8.6.3(iv)] , we now define
(5.5) Uλ := λL
−
1 λ
−1
Kλ = {WA | A(z) ∈ λL
−
1 }
where here we view a 2× 2matrix as a linear transformation on C2 written with respect to the basis
{uλ, vλ}, andWA denotes the closed subspaceMA(K+) defined above. More concretely, Uλ consists
of closed subspacesWu,v in Kwhere u = u(z), v = v(z) are of the form
u(z) =
(
zr(1 + z−1a(z−1))
z−r−1c(z−1)
)
, v(z) =
(
zr−1b(z−1)
z−r(1 + z−1d(z−1))
)
,
where both u and v are written with respect to the basis uλ, vλ, and a(z), b(z), c(z), d(z) ∈ O, and(
1 + z−1a(z−1) z2r−1b(z−1)
z−2r−1c(z−1) 1 + z−1d(z−1)
)
is invertible for z with ‖z‖ ≥ 1. (We will give an alternative, and more conceptual, description of Uλ
below.)
We will also need to analyze the following subset of Uλ. Namely, we define
(5.6) Σλ :=
{
Wu,v ∈ Uλ
∣∣∣ u(z) = (zr(1 + z−1a(z−1))
z−r−1c(z−1)
)
and v(z) =
(
z−rb(z−1)
z−r
(
1 + z−1d(z−1)
))} .
In other words, if r > 0 then Σλ consists of those subspaces in Uλ which can be expressed as Wu,v
where the uλ coordinate of v has no non-zero coefficients for z
−ℓ for ℓ < r. Note that if W ∈ Σλ,
then r(W ) = r since it can be seen from the definition to contain an element of degree −r but none
of lower degree.
For a homomorphism λ : S1 → SU(2), we let |λ| ≥ 0 denote the unique non-negative integer such
that λ(z) = diag(z|λ|, z−|λ|) with respect to some (orthonormal) basis. For a fixed integer r ≥ 0 we
now define
ΣGr :=
⋃
|λ|=r
Σλ,
i.e. ΣGr is the G-orbit of Σλ. Similarly let
UGr :=
⋃
|λ|=r
Uλ.
These spaces play the roles analogous to that ofΣλ andUλ, respectively, in the arguments of Pressley-
Segal.
Remark 5.4. (This is a technical remark for readers intending to work explicitly with these spaces UGr .)
IfW ∈ UGr then r is not uniquely determined by W . Indeed, let e, f be the standard basis for C
2, r = 2,
and considerW = Wz2e,ze+z−2f . Then the only λ with |λ| = 2 for whichW 6∈ Uλ is λe = z
−2e, λf = z2f ,
corresponding to the ordered orthonormal basis f, e. However we can also express this same subspace as
W = Wze+z−2f,z−1f , which exhibitsW as an element of U
G
1 . As we shall see later, r(W ) is the least r such
thatW ∈ UGr .
We now proceed to an analysis of the topology of UGr and Σ
G
r . We first show that Σ
G
r is G-
homotopy equivalent to P1. We then show that UGr can be regarded as the total space of a rank 2r− 1
complex vector bundle over ΣGr . In fact we are able to identify the bundle explicitly as the pullback
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π∗(τ2r−1), where π is the map to P1 defined above and τ is the tangent bundle to P1. Our main geo-
metric statement is Theorem 5.7, which leads to the homotopy equivalence SGr′
z
bdd,r →֒ SGr
z
α(psm),r
of Theorem 5.20 and ultimately to the homotopy equivalence of Theorem 6.3.
Fix r > 0. For x ∈ P1, choose a unit vector v ∈ C2 representing the line x, and also choose a unit
vector u such that u, v form the left and right columns respectively of an element of SU(2). Define
sr(x) ∈ Σ
G
r by
sr(x) := Wzru,z−rv.
This is well-defined since the subspaceWzru,z−rv is independent of the choices made for u and v. It
is straightforward to check that sr : P
1 → ΣGr is G-equivariant, and also that π ◦ sr = 1P1 .
Notice that L−1 is contractible, with an explicit contraction given by Ht(A)(z) := A(t
−1z). This
leads to the following proposition, which is the G-equivariant analogue of the fact, recorded in [24,
Theorem 8.6.3], that Σλ is contractible in the non-equivariant setting.
Proposition 5.5. The map π : ΣGr → P
1 is a G-homotopy equivalence for all r > 0, with G-homotopy
inverse sr.
Proof. It is straightforward from its definition that π isG-equivariant. TheG-homotopy coming from
Ht(A)(z) := A(t
−1z) is given explicitly as follows. Given an elementWu,v ∈ Σλ for u(z), v(z) of the
form given in (5.6), we can define
ut = u(t, z) :=
(
zr(1 + tz−1a(tz−1))
(tz−1)r+1c(tz−1)
)
, vt = v(t, z) :=
(
(tz−1)rb(tz−1)
z−r(1 + tz−1d(tz−1))
)
and consider the corresponding subspacesWut,vt . This evidently defines a G-equivariant deforma-
tion retraction takingWu,v to sr(π(Wu,v)), as desired. 
In the case r = 0, there is only one homomorphism λ : S1 → SU(2) with r(λ) = 0. Therefore
ΣG0
∼= Σλ where λ is the trivial homomorphism. Thus the next statement follows from the contraction
Ht(A)(z) := A(t
−1z) of L1 in the same way.
Proposition 5.6. The space UG0 = Σ
G
0 is G-equivariantly contractible.
The next theorem is our main technical geometric result. It identifies UGr as the total space of a
complex vector bundle over ΣGr obtained by pullback via the G-homotopy equivalence π : Σ
G
r → P
1
discussed above. Recall that τ denotes the tangent bundle to P1.
Theorem 5.7. Let r > 0. Then the space UGr is G-homeomorphic to the total space of the bundle π
∗(τ2r−1)
over ΣGr .
Proof. Following the notation from Section 4, the total space E(τ2r−1) of the bundle τ2r−1 over P1
can be described as
E(τ2r−1) =
{
(v, x) | v ∈ S3 ⊂ C2, x ∈ (v⊥)2r−1
}
/∼
where (v, x) ∼ (ζv, ζx) for ζ ∈ S1. Thus the total space of the pullback bundle π∗(τ2r−1) over ΣGr is
E
(
π∗(τ2r−1)
)
=
{
(W, v, x) |W ∈ ΣGr , v ∈ S
3 with [v] = π(W ), x ∈ (v⊥)2r−1
}
/∼
where (v, x) ∼ (ζv, ζx) for ζ ∈ S1.
We now explicitly define a map φ : E(π∗(τ2r−1)) → UGr , which we later show is a G-equivariant
homeomorphism. Let λ be a homomorphism with r(λ) = r and let X = [W, v, x] ∈ E
(
π∗(τ2r−1)
)
withW ∈ Σλ ⊆ ΣGr . Write x = (a0u, a1u, . . . , a2r−2u) where u ⊥ v and aj ∈ C. Since π(W ) = [v], the
homomorphism λ = λ(W ) is given by λ(z) =
(
zr 0
0 z−r
)
written in the u, v basis. Let
e(z) = a0 + a1z + . . .+ a2r−2z
2r−2.
SinceW ∈ Σλ we can writeW = Wu,v where
u = u(z) =
(
zr
(
1 + z−1a(z−1)
)
z−r−1c(z−1)
)
, v = v(z) =
(
z−rb(z−1)
z−r
(
1 + z−1d(z−1)
))
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for some a(w), b(z), c(w), d(w) ∈ O and where the right hand sides are written with respect to the
ordered basis u, v. We now explicitly define φ(X = [W, v, x]) ∈ UGr as follows. Let P = AE where
A =
(
1 + z−1a(z−1) b(z−1)
z−2r−1c(z−1) 1 + z−1d(z−1)
)
for the a, b, c, d are the elements in O above and
E =
(
1 ze(z)
0 1
)
(all written in the u, v basis). Define
(5.7) V = φ(W =Wu,v) :=WP (zru),P (z−rv).
Multiplying the matrices A and E shows that the subspace V thus defined is an element of UGr .
Next we check that the construction of φ(W ) = V given above is independent of the choices made.
Suppose X = [W, v′, x′] and suppose u′ is orthogonal to v′. Then u′ = ζ1u, v
′ = ζ2v, and x
′ = ζ2x for
some ζ1, ζ2 ∈ S1. In the construction given above we then obtain e′(z) = ζ
−1
1 ζ2e(z) instead of e(z). In
turn, E is replaced by
E′ =
(
1 ζ−11 ζ2ze(z)
0 1
)
= Z−1EZ
where
Z =
(
ζ1 0
0 ζ2
)
.
It is also straightforward to compute that the matrixA′ which replacesA isA′ = Z−1AZ . ThereforeP
gets replaced by P ′ := A′E′ = Z−1PZ , and we obtain V ′ =WP ′(zru′),P ′(z−rv′) = Wζ1P (zru),ζ2P (z−rv),
which is equal to V . Hence φ is well-defined.
The fact that φ is a bijection follows from solving equations to find A and E from P as in the proof
of [24, Equation 8.4.4]. This gives a fibrewise inverse to φ. The map φ is also G-equivariant since by
definition, the action of G on K = H⊗C2 is via the standard action of G on the second factor. Hence
φ(g ·X) = φ([gW, gv, gx]) =WP (zr(gu)),P (z−r(gv)) = g · V,
as desired. Finally, the topology on U rG is defined as a quotient of a subspace of B(K), the bounded
linear operators on K, where two operators are equivalent if they define the same subspace. A map
from a quotient space is continuous if and only if the composition with the quotient map is contin-
uous, and the latter is given by matrix multiplications. Thus φ is continuous. The same argument
applies to φ−1. Hence φ is a G-equivariant homeomorphism. 
The explicit description of UGr as a total space of a bundle in the previous theorem is a key tool
that allows us to show our main theorem of this section (Theorem 5.20) that the inclusion of a cer-
tain subspace SGr′
z
bdd,r (defined precisely in (5.8)) into SGr
z
α(psm),r is a G-homotopy equivalence.
However, we must first analyze more closely the relation between the spaces UGr and the spaces
SGrzα(psm),r(K) discussed in previous sections. This requires a new description of the spaces Uλ and
Σλ, which we will initially denote as U˜λ and Σ˜λ. (In Proposition 5.13 and Corollary 5.15 we show
that in fact the two descriptions yield the same spaces.) Specifically, define
U˜λ := {W ∈ SGr
z
α(psm)(K) | the orthogonal projection fromW to Kλ is an isomorphism},
U˜Gr := ∪|λ|=rU˜λ,
Σ˜λ := {W ∈ U˜λ | r(W ) = |λ|}, and
Σ˜Gr := ∪|λ|=rΣ˜λ
corresponding to the spaces Pressley-Segal denote as US and ΣS in [24, pages 103 and 107].
Before proceeding we sketch the overall plan of the remainder of the (rather technical) argu-
ment leading to Theorem 5.20. First we prove that Σ˜Gr = Σ
G
r and U˜
G
r = U
G
r . We then use the
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new descriptions of the spaces ΣGr and U
G
r to show that U
G
r ∩ SGr
z
α(psm),r−1(K) = U
G
r \ Σ
G
r and
that UGr ∪ SGr
z
α(psm),r−1(K) = SGr
z
α(psm)(K). We also explicitly identify U
G
r \ Σ
G
r with the com-
plement of the zero cross-section of π∗(τ2r−1). Then, repeating the arguments thus far for the in-
tersections of the relevant spaces with the subspaces SGrzbdd(K) of bounded weight, we obtain a
description of UGr ∩ SGr
z
bdd(K) as the total space of the pullback of τ
2r−1 to ΣGr ∩ SGr
z
bdd(K), with
(UGr ∩ SGr
z
α(psm),r−1(K)) ∩ SGr
z
bdd(K) as the complement of the zero cross section. Finally, we use
G-homotopy equivalences on the total spaces and complements of the zero cross-sections of the bun-
dles (induced by aG-homotopy equivalence ΣGr ∩SGr
z
bdd(K)→ Σ
G
r of the base spaces) as part of an
induction argument to show that
SGr′
z
bdd,r := SGr
z
bdd(K) ∩ SGr
z
α(psm),r(K) →֒ SGr
z
α(psm),r(K)
is a homotopy equivalence for each r.
With this broad outline in place, we proceed to the details of the argument.
Lemma 5.8. Let Uλ and U˜λ be as defined above. Then Uλ ⊂ U˜λ.
Proof. LetW = Wu,v. Orthogonal projection takes u(z) to z
ruλ because it sends to 0 the multiples of
the first basis element uλ by z
k for k < r. It takes v(z) to z−rvλ since it sends to 0 the multiples of the
second basis element vλ by z
k for k < −r. Since both the domain and range of the projection is a free
rank 2module over C[z] and we have just shown that the map takes generators to generators, it is an
isomorphism. 
Lemma 5.9. IfW ∈ U˜Gr then r(W ) ≤ r.
Proof. SupposeW ∈ U˜Gr . ThenW ∈ U˜λ for some λwith |λ| = r. If x ∈ W with deg(x) < −r, then the
orthogonal projection fromW toKλ takes x to 0, which is impossible since this projection is required
to be an isomorphism. ThusW has no elements of degree< −r and hence r(W ) ≤ r as desired. 
Lemma 5.10. IfW ∈ ΣGr then r(W ) = r. In particular, Σ
G
r ⊂ Σ˜
G
r .
Proof. SupposeW ∈ ΣGr . By inspection,W contains an element of degree −r (namely, the v(z) from
the definition), so r(W ) ≥ r. But W ∈ ΣGr ⊂ U
G
r ⊂ U˜
G
r , so r(W ) ≤ r. Thus W ∈ Σ
G
r implies
r(W ) = r. 
We also include two technical lemmas about holomorphic functions to be used in the proof of the
proposition below.
Lemma 5.11. Let h(z) : S1 → C be piecewise smooth. Suppose that the coefficient of zk in the Fourier
expansion of h is zero for k < 0. Then h ∈ O.
Proof. Let
∑∞
k=0 ckz
k be the Fourier expansion of h(z), where ck ∈ C. Since h is piecewise smooth,
the Fourier expansion of h(z) converges to h(z). Since the series
∑∞
k=0 ckz
k converges for all z with
|z| = 1, its radius of convergence is greater than 1 so it defines a holomorphic function on the unit
disk whose boundary value is h(z). 
Lemma 5.12. Let h(z) be holomorphic on a domain containingD2. Suppose that the restriction of h(z) to S1
is never 0 and that h|S1 : S
1 → C \ {0} is null homotopic. Then h(z) has no zeros in D2.
Proof. Consider the curve γ(z) := h(S1) ⊂ C. By hypothesis, γ is null homotopic. According to the
Argument Principle
# of zeros of h(z) on D2 =
∫
S1
h′(z)
h(z)
dz =
∫
γ
1
w
dw = winding # of γ about the origin = 0.
Hence the origin is not in h(D2). 
We are now in a position to prove the equivalence of our two definitions of ΣGr , corresponding
to [24, Prop.8.4.1].
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Proposition 5.13. Let Σ˜Gr and Σ
G
r be as defined above. Then Σ˜
G
r = Σ
G
r .
Proof. The containment ΣGr ⊂ Σ˜
G
r is the content of Lemma 5.10. For the other containment, suppose
W ∈ Σ˜Gr . ThenW ∈ Σ˜λ for some λwith |λ| = r. Let x(z) ∈ W have degree−r. Then
x(z) = z−rb(z−1)uλ + z
−re(z−1)vλ
for b(w), e(w) ∈ O. The orthogonal projection W → Kλ (which is an isomorphism since Σ˜λ ⊂ U˜λ)
takes x(z) to e0vλ, where e0 is the constant term of e(z
−1). Hence e0 6= 0. Set v(z) := x(z)/e0 and
let u(z) be the inverse image of zruλ under the projectionW → Kλ. Since the orthogonal projection
is an isomorphism, it follows that W = Wu,v and this exhibits W as an element of Σλ as in (5.6),
provided the holomorphicity and invertibility conditions are satisfied. Applying Lemma 5.11 to
the components of z−ru(z−1) and zrv(z−1) shows that they are boundary values of holomorphic
functions on |z| > 1. To see invertibility, let A(z) ∈ GL(2) be the matrix whose columns are formed
from z−ru(z) and zrv(z) and let d(z) = detA(z). According to Lemma 3.2, the homotopy class of the
function z → d(z) is
−2 Ind(Wf ) = 0 ∈ π1(C \ {0} ∼= Z.
Applying Lemma 5.12 to d(z−1) shows that d(z−1) is never zero on |z| ≥ 1. ThusW ∈ Σλ ⊆ ΣGr . 
Corollary 5.14. The spaces {ΣGr } form a stratification of SGr
z
α(psm)(K) andW ∈ Σ
G
r if and only if the rank
ofW is r.
Proof. Suppose W ∈ SGrzα(psm)(K). By Proposition 5.2 part (3), we know that W ∈ U˜λW . On the
other hand, by definition of the homomorphism λW (see (5.3)) we know |λW | = r(W ), so by defini-
tion of Σ˜Gλ we concludeW ∈ Σ˜
G
λ . By Proposition 5.13 this impliesW ∈ Σ
G
r(W ). Since each elementW
of SGrzα(psm)(K) has a unique rank we conclude the Σ
G
r(W ) form a stratification of SGr
z
α(psm)(K), i.e.
SGrzα(psm)(K) =
∐
r
ΣGr .

We also get as a consequence the equivalence of the two definitions of UGr .
Corollary 5.15. Let U˜Gr and U
G
r be as defined above. Then U˜
G
r = U
G
r .
Proof. The assertion that UGr ⊂ U˜
G
r is the content of Lemma 5.8. Conversely, suppose W ∈ U˜λ
with |λ| = r. The orthogonal projection W → Kλ is an isomorphism, and therefore there exist
unique u(z), v(z) ∈ W projecting to zruλ and z−rvλ respectively. Regarding W as an element of
Σ˜G
r(W ) = Σ
G
r(W ) shows, as in the proof of Proposition 5.13, that z
−ru(z−1) and zrv(z−1) are boundary
values of holomorphic functions on a domain containing |z| ≥ 1 and that the matrix whose columns
are formed from these functions is invertible in |z| ≥ 1. Thus the functions u(z), v(z) exhibitW as an
element of UGr . 
With the aid of our alternate descriptions of UGr and Σ
G
r , we can now relate SGr
z
α(psm)(K) to our
bundle description of UGr .
Proposition 5.16. Under the G-equivariant identification φ : E(π∗(τ2r−1))→ UGr , the intersection
UGr ∩ SGr
z
α(psm),r−1(K)
is identified with the complement of the zero cross-section of π∗(τ2r−1).
Proof. Note that the inclusion ΣGr ⊂ U
G
r corresponds, under the identification φ, with the inclusion
of the zero cross-section into the total space. SupposeW ∈ UGr ∩ SGr
z
α(psm),r−1(K). Since r(W ) < r,
Lemma 5.10 implies that W /∈ ΣGr . That is, W lies in the complement of the zero cross-section
of π∗(τ2r−1). Conversely, ifW ∈ UGr is not in Σ
G
r , by Lemma 5.10 its rank cannot be r and therefore
it lies in UGr ∩ SGr
z
α(psm),r−1(K). 
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We also record the following, which again makes use of our alternate descriptions of UGr and Σ
G
r .
Proposition 5.17. We have SGrzα(psm),r(K) = U
G
r ∪ SGr
z
α(psm),r−1(K).
Proof. Suppose W ∈ UGr . By Lemmas 5.8 and 5.9, r(W ) ≤ r so W ∈ SGr
z
α(psm),r(K). Therefore
UGr ⊂ SGr
z
α(psm),r(K), while SGr
z
α(psm),r−1(K) ⊂ SGr
z
α(psm),r(K) is trivial.
Conversely, suppose W ∈ SGrzα(psm),r(K). If r(W ) < r then W ∈ SGr
z
α(psm),r−1(K) while if
r(W ) = r thenW ∈ ΣGr ⊂ U
G
r . 
We now define the subset SGr′
z
bdd,r(K) referred to above, which is an important ingredient in our
main theorem, as well as the bounded versions of the spaces UGr and Σ
G
r .
(5.8)
SGr′
z
bdd,r(K) := SGr
z
bdd(K) ∩ SGr
z
α(psm),r(K)
UGbdd,r(K) := SGr
z
bdd(K) ∩ U
G
r
ΣGbdd,r(K) := SGr
z
bdd(K) ∩ Σ
G
r
Proposition 5.18. We have SGrzbdd,r(K) ⊂ SGr
′z
bdd,r(K) and
⋃
r SGr
z
bdd,r(K) =
⋃
r SGr
′z
bdd,r(K).
Proof. The inclusion SGrzbdd,r(K) ⊂ SGr
′z
bdd,r(K) is a restatement of the fact thatW ∈ SGr
z
bdd,r(K)
implies, according to Proposition 5.3, that r(W ) ≤ r. The containment⋃
r
SGrzbdd,r(K) ⊂
⋃
r
SGr′
z
bdd,r(K)
follows. Conversely it is immediate from the definition that⋃
r
SGr′
z
bdd,r(K) ⊂ SGr
z
bdd(K) :=
⋃
r
SGrzbdd,r(K).

The bounded weight versions of the earlier results are recorded in Proposition 5.19. Since the
arguments are the same as those given above (restricted to the appropriate subspaces), we omit the
proofs.
Proposition 5.19. Let G = SU(2). Then:
(1) The map π : ΣGbdd,r → P
1 is a G-homotopy equivalence for all r > 0 with homotopy inverse sr.
(2) The space UGbdd,0 = Σ
G
bdd,0 is G-equivariantly contractible.
(3) For r > 0, UGbdd,r is G-homeomorphic to the total space of the bundle π
∗(τ2r−1) over ΣGbdd,r (where
π refers here to the restriction of π to ΣGbdd,r).
(4) Under the G-equivariant identification φ : E
(
π∗(τ2r−1)
)
→ UGr , the intersection
UGbdd,r ∩ SGr
′z
bdd,r−1(K)
is identified with the complement of the zero cross-section of π∗(τ2r−1) over ΣGbdd,r.
(5) The space SGr′
z
bdd,r(K) is the union U
G
bdd,r
⋃
SGr′
z
bdd,r−1(K).
We are now in a position to prove the main theorem of this section, Theorem 5.20. The basic idea
is to make use of our homotopy equivalence ΣGbdd,r ≃ Σ
G
r on the base of our bundles to inductively
show, applying a Mayer-Vietoris style argument, that SGr′
z
bdd,r → SGr
z
α(psm),r is a G-homotopy
equivalence.
Theorem 5.20. The inclusion SGr′
z
bdd,r → SGr
z
α(psm),r is a G-homotopy equivalence for all r.
THE MODULE STRUCTURE OF THE EQUIVARIANT K-THEORY OF THE BASED LOOP GROUP OF SU(2) 23
Proof. In general, if a topological G-space X is a union U ∪ V , another G-space X ′ is also a union
U ′ ∪ V ′, and f : X → X ′ is a map of G-spaces, assuming all of the inclusion maps are cofibrations,
then f is a G-homotopy-equivalence if it induces G-homotopy-equivalences U → U ′, V → V ′ and
U ∩ V → U ′ ∩ V ′. (See e.g. [26, Thm.7.1.8] for the non-equivariant version. Although [26] does not
say so explicitly, all the maps constructed and used there are G-equivariant.) Thus our assertion
follows by induction from the comparison of Prop. 5.17 with part (5) of Proposition 5.19, using the
fact that the the inclusion of the base space of a G-bundle into the associated total space is always a
G-homotopy equivalence. 
6. PROOF OF THE MAIN THEOREM
We are ready to prove the main result, Theorem 1.1. We do this by first showing that forG = SU(2)
the natural inclusion ΩpolyG→ ΩG is an G-homotopy equivalence. This reduces the computation to
that ofK∗G(ΩpolyG) andK
∗
T (ΩpolyG), which was recorded in Theorem 4.6.
Our approach to the proof thatΩpolyG ≃G ΩG is similar to that in [14], so we keep the explanation
brief. We use G-equivariant versions of arguments given by Milnor in [21, Appendix A] to derive
general conditions under which a map is an equivariant homotopy equivalence (it turns out to de-
pend on the map restricting to equivariant homotopy equivalences on a sequence of subspaces, the
union of which is the whole space). As is already pointed out in [14], although Milnor does not make
explicit remarks concerning group actions, all the maps constructed and used in Milnor’s proofs are
equivariant.
LetH be a compact Lie group. Suppose Z0 ⊂ Z1 ⊂ . . . ⊂ Zn ⊂ . . . is an infinite sequence of spaces
with H-action. Assume the inclusions Zi →֒ Zi+1 are H-equivariant and let Z =
⋃∞
i=0 Zi be their
union. The infinite mapping telescope of Z (cf. [20]) is by definition the space
TZ := Z0 × [0, 1] ∪ Z1 × [1, 2] ∪ . . . ∪ Zi × [i, i+ 1] ∪ . . .
⊆ Z × R.
(6.1)
TheH-action onZ×R given by g·(z, t) = (gz, t) induces aH-action on the infinite mapping telescope.
Proposition 6.1. Let Zi, Z , and TZ be as above. Assume that Z is paracompact. If for all x ∈ Z there
exists i such that x lies in the interior of Zi, then the natural projection map π1 : TZ → Z is an H-homotopy
equivalence.
Proof. Since the group H is compact, we may use an H-invariant partition of unity to construct a
map f : Z → [0,∞) such that f(x) ≥ i + 1 for x 6∈ Zi. Then g(x) :=
(
x, f(x)
)
is an H-equivariant
homeomorphism from Z to g(Z) ⊂ TZ , and the inclusion j : g(Z) ⊂ ✲ TZ is an H-equivariant
deformation retraction and satisfies π1 ◦ j ◦ g = 1Z . Therefore π1 is an H-equivariant homotopy
equivalence, as desired. 
Theorem 6.2. LetZ =
⋃∞
i=0 Zi and letU =
⋃∞
i=0 Ui. Assume thatZ andU are paracompact. Let f : Z → U
be a continuousH-equivariant map such that for each n, f(Zi) ⊂ Ui and the restriction fi := f
∣∣
Zi
: Zi → Ui
is an H-homotopy equivalence. Then f is an H-homotopy equivalence.
Proof. See [21, Appendix A]. All the maps in the cited reference are equivariant. 
The preceding discussion, together with Theorem 5.20 and the fact that⋃
r
SGrbdd,r(K) =
⋃
r
SGr′bdd,r(K) = SGr
z
bdd(K)
yields the following result.
Theorem 6.3. The inclusion SGrbdd(K) → SGrpsm(K) is a G-homotopy equivalence. Equivalently,
ΩpolySU(2)→ ΩpsmSU(2) is a G-homotopy equivalence.
We also quote the following from [14].
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Theorem 6.4.
Let n ∈ Z with n > 0,. The natural inclusion ΩpsmU(n) ⊂ ✲ ΩU(n) is an SU(n)-equivariant homotopy
equivalence.
Proof. The proof is again an application of Theorem 6.2, and is given in detail in [14]. 
Using Theorem 4.6 together with Theorems 6.3 and 6.4) we can now describe the R(G)-module
and R(T )-module structure ofK∗G(ΩG) and K
∗
T (ΩG).
Theorem 6.5. Let G = SU(2) and let T denote its maximal torus. Let ΩG denote the space of based loops
in G, equipped with the pointwise conjugation action of G. The R(G)-module (respectively R(T )-module)
K∗G(ΩG) (respectivelyK
∗
T (ΩG)) can be described as follows:
KqG(ΩG)
∼= K
q
G(ΩpolyG)
∼= lim←−
KqG(Ωpoly,rG)
∼=
{∏∞
r=0R(G) if q is even,
0 if q is odd;
KqT (ΩG)
∼= K
q
T (ΩpolyG)
∼= lim←−
KqT (Ωpoly,rG)
∼=
{∏∞
r=0R(T ) if q is even,
0 if q is odd.
Remark 6.6. Note that our inverse limit becomes a direct product rather than a direct sum. The result,
although a limit of free R(G)-modules, is not itself a free R(G)-module. (Recall from [6] that
∏∞
n=0 Z is not a
free abelian group.)
Finally, we point out that our explicit computation implies in particular that, in this case, theW -
invariants of K∗G(ΩG) is precisely K
∗
T (ΩG). (As we noted in the Introduction, this is not true of all
G-spaces, cf. for instance [13, Example 4.8].)
Corollary 6.7. K∗G(ΩG) = K
∗
T (ΩG)
W .
Proof. Since R(G) = R(T )W , this follows immmediately from the right hand sides of the equalities
given in Theorem 6.5. 
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