Psychologically, music can affect human mood and influence human behavior. In this paper, a novel method for music mood classification is introduced. In the experiment, music mood classification was performed using feature extraction based on MPEG-7 features from the ISO/IEC 15938 standard for describing multimedia content. The result of this feature extraction are 17 low-level descriptors. Here, we used the Audio Power, Audio Harmonicity, and Audio Spectrum Projection features. Moreover, the discrete wavelet transform (DWT) was utilized for audio signal reconstruction. The reconstructed audio signals were classified by the new method, which uses a support vector machine with a confidence interval (SVM-CI). According to the experimental results, the success rate of the proposed method was satisfactory and SVM-CI outperformed the ordinary SVM.
Introduction
Music is an art form that allows people to express their creativity through sound. Music information retrieval (MIR) refers to multidisciplinary research efforts that seek to develop new content-based searching schemes, interfaces and network delivery mechanisms to make the large store of music in the world more accessible.
1 MIR methods have developed rapidly, for example, genre detection, 2 sound recognition, 3 and cover song detection, 4 etc. In this research, we focused on music mood classification, utilizing MPEG-7 for feature extraction. The advantage of using MPEG-7 for feature
The rest of this paper is organized into the following sections: Section 2 provides a brief overview of related works on mood classification; Section 3 generally explains the MPEG-7 features used in this study; Section 4 explains the material and methods used in the experiment; Section 5 describes the results of the experiment, including improving the accuracy of the results using a confidence interval; and, finally, Section 6 contains the conclusion of this work.
Related Works
There are several previous works related to music mood/emotion recognition. A system using music emotion and the human face as features for drama video has been proposed. 13 The method concerned uses two high-level features (music emotion and the human face) and two low-level features (shot duration and motion magnitude) to extract highlights. The authors claim that the method is effective for video highlight extraction. A retrieval system between Chinese folk images and Chinese folk music based on a differential evolutionary-support vector machine (DE-SVM) has been proposed. 14 In another study, a music emotion recognition system based on modified gene expression programming (GEP) was developed.The performance of the system was reported as being better than ordinary GEP. 15 A model for music emotion recognition using feature selection and statistical models has been proposed. 16 The results obtained had a higher average accuracy rate for arousal compared to valence (80% for arousal vs. 63% for valence). The combination of audio, lyrics, and linguistic data to classify Greek songs into several valence and arousal categories has been introduced. 9 Another work attempted to use a cross-dataset (Chinese and English songs). It evaluated a mood regression model of the valence and arousal dimensions. It was reported that the loudness and timbre features had good performance for valence and arousal prediction. 8 Wavelet transform has been employed in several works for audio processing tasks. Applying the wavelet coefficient with Daubechies, Coiflet, and Symlet families led to a significant improvement of error rate reduction. 17 The wavelet transform in tandem with a support vector machine has been used for voice activity detection under noisy environment; the experimental result showed that the method offers a promising performance. 18 Another research performed comparison of emotional expression based on loudness, tempo, spectral balance and perturbation. It was reported that these parameters have a significant contribution on emotion differentiation. 19 We also found several works related to music mood classification. The timbre and modulation features have been used for music mood classification. 7 Statistical spectrum descriptors (SSD), MFCC, OSC, and SFM/SCM were employed for feature extraction. An overall accuracy of 50.91% in distinguishing five music mood clusters achieved by support vector machine was reported. Another work used timbre, intensity, and rhythm to classify several moods (happy, sad, exciting, and silent) in Bollywood music. 20 It used jAudio as feature extractor and K-means as classification technique. This work achieved a classification accuracy of 70%. Music mood classification based on signal processing theories has been proposed. 21 Entropy, Energy, Zero Crossing Rate, Spectral Roll-off, Spectral Flux, Spectral Centroid, Root Mean Square, MFCC were used as features to distinguish three music moods (happy, sad, angry). The overall accuracy was 60% using a neural network classifier. Intensity, rhythm, and timbre have been used as features to detect the mood of Bollywood music. 22 A decision tree was used to differentiate four music moods (exuberance, anxious, serene, depression) with a classification accuracy of 60%. Acquiring mood information from songs in a large music database was performed in another work. 23 Several feature selection algorithms were employed for 5929 music clips, using rhythm, timbre, and intensity as features. A Gaussian mixture model (GMM) and a support vector machine were employed as classifiers. A classification accuracy of 84% was achieved in discriminating seven classes of music moods (sturdy, enthusiastic, lively, melodious, euphemistic, depressed, and anguished). Moreover, music mood trajectory estimation was also conducted. Lyrics and acoustic features have been used together in another work. 24 By using a clustering technique, this work could correctly match 21% of the songs. Lyrics have been used independently for music mood classification to distinguish two types of mood (happy and sad). 25 The accuracy achieved in this work was 80% using Naïve Bayes and SVM. Music mood classification of Hindi songs has also been reported. A decision tree technique in tandem with rhythm, timbre, and intensity as features were used to differentiate between five music clusters. The overall accuracy achieved was 51.56%.
In the present experiment, we attempted to use MPEG-7 feature extraction for multimedia content description while also improving classifier performance by proposing SVM with a confidence interval.
MPEG-7 Content Description
MPEG-7 is an international multimedia content standard based on ISO/IEC 15938. 5, 26 With MPEG-7 feature extraction, 17 low-level descriptors can be extracted. Each descriptor that is generated describes a characteristic of the music signal so that the content can be extracted, including music mood identification based on the characteristics of the signal. From a previous work, music mood is influenced by the rhythm and harmony of a musical piece. 27 In MPEG-7, these are represented by Audio Power (AP) and Audio Harmonicity (AH) respectively. Therefore, Audio Power and Audio Harmonicity were used in this experiment to classify music mood. Equation (1) provides the calculation to get the audio power of a music recording.
where L is the total number of time frames, s(n) is the average square waveform, l is the index frame and Nhop is the number of time samples between two successive frames. Audio Harmonicity is a feature that describes two properties of a spectrum. The first property the harmonic ratio, i.e. the ratio of the total harmonic power, and the second is upper limit harmonicity, i.e. the frequency spectrum that cannot be considered part of harmony. The goal is to distinguish harmonic sounds (e.g. musical instruments) and nonharmonic sounds (noise, unclear speech, etc.). Figure 1 is an example of the Audio Power and Audio Harmonicity plot that was used in this work.
Materials and Method
This section explains the dataset and the experimental setup used. Moreover, it also describes the audio signal reconstruction using the discrete wavelet transform and the proposed method, Support Vector Machine with Confidence Interval (SVM-CI), to improve the classification accuracy.
Dataset and data acquisition
The dataset was taken from a database containing 1000 songs. 28, 29 It consists of music clips with 45 seconds of duration. In the dataset, not all instances are already labeled; only 310 instances have a mood label. Hence, the experiment was performed using the complete instances. Each music has a valence score and an arousal score. Arousal is a value used to measure the level of activity of a person, while valence is the value used to measure the level of pleasure/comfort. The dataset is a collection of MP3 files. However, MPEG-7 feature extraction requires WAV files, so the files first had to be converted to WAV. Figure 2 shows the steps of this experiment. MPEG-7 is used as feature extraction method for the data in the dataset. Then, the MPEG-7 XML metadata are obtained. Subsequently, the Audio Power and Audio Harmonicity features are obtained using XQuery (XQuery is a language for querying XML data). Both of these features are processed in the signal processing stage. Lastly, the processed features are used in the classification process.
The division of mood labels can be explained based on Russell's diagram: we divide moods using the arousal value as the y-axis and the valence value as the x-axis. From the dataset, every music fragment already has valence and arousal values, so they can be 
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1850016-6 mapped according to Fig. 3 . Both of these values range between 1 and 9. Then, we create two new dividing lines for the upper and lower limits, where the intersection is 4.5. The mood is categorized into four classes because we classify based on 2-dimensional Euclidean distance; these classes are considered sufficient to represent the mood of a song. In addition, Fig. 4 denotes the distribution of the dataset based on 2-dimensional label data. Several instances are on the boundaries between classes, which could lead to mood misclassification. Once the music is divided according to label, feature extraction is performed by MPEG-7, which produces XML metadata. XQuery is employed to get the Audio Power and Audio Harmonicity features as XML metadata.
Audio signal reconstruction
The main purpose of this stage is to perform preprocessing to get better signal quality. Several works have reported performance improvement with a proper signal quality. [30] [31] [32] [33] [34] [35] Audio signal reconstruction is essential because of the following reasons: variation in audio quality for example in compressed audio formats; the influence of the sound system; the presence of external noise; etc. In this study, the discrete wavelet transform (DWT) was used for noise filtering. DWT is a popular technique for non-stationary signal processing. Several wavelet families can be utilized for signal reconstruction so the bestsuited mother wavelet (MWT) must be determined. In this study, we used the principle that signal reconstruction based on a particular MWT still has to keep the essential information from the original signal. Reconstruction of an audio signal a(t) using DWT can be expressed as in Eq. (2):
where j is the scaling parameter of the mother wavelet. Furthermore, * ( . ) is the complex conjugation of the used mother wavelet, l is the shifting parameter on the time axis. Meanwhile, describes the MWT used. The main problem when performing DWT is to determine the decomposition level and the best-suited mother wavelet for a particular signal reconstruction. Thus, in the first step, we need to find the frequency characteristic of the audio signal to determine the most appropriate decomposition level. Equation (3) shows how to get the frequency characteristic of the particular signal:
where S is the feature of Audio Power and Audio Harmonicity, maxvalue is the maximum frequency of the signal, and indexmax is an index of the maximum frequency of the signal. The goal of getting these two values is to obtain the frequency range. The purpose of performing FFT on the signal is to change the signal from the time domain to the frequency domain so that we can know the useful information contained in the signal's frequency domain. 30 Equation (3) is used to obtain the maximum frequency and the maximum frequency index, which are used to find the frequency range corresponding to the table with wavelet decomposition levels. The table with wavelet decomposition levels is obtained by the following rule 36 :
where fq is the sampling frequency, fchar is the dominant/maximum frequency, and N is the level of decomposition. Table 2 shows the level of decomposition based on Eq. (4). To find a range of frequency values in the above table, do the following calculation:
where Fs is the sampling frequency 1024 and L is the length of the signal. Thus, the best decomposition level for both features is obtained. After determining the decomposition level, it is necessary to find the best-suited MWT for the audio signal samples. In this work, the information quality ratio (IQR) is used to find the best-suited MWT for signal reconstruction, which has the best capability to keep essential information. IQR can be expressed as in Eq. (6) 37 :
where ( ), ( ), , are original audio signal, reconstructed audio signal, particular value of ( ), particular value of ( ), respectively. ( ) and ( ) are the marginal probability and ( , ) is the joint probability of and . In this experiment, 38 MWTs were compared based on the IQR value and bior 2.8 as the best-suited mother wavelet for audio signal reconstruction. The approximate coefficient was taken at three levels of decomposition for the further processes. Hence, these two features were combined in a single list. Length uniformity is necessary because the signals generated by MPEG-7 have different lengths. Equalization of the signal length is done for the classification process. We have done a long analysis of 310 music fragments; the minimum length is shown in Table 3 . Combining these two features in one list, the first part (0-4449) is Audio Power and the rest is Audio Harmonicity. For example, LAP and LAH are the length of Audio Power and Audio Harmonicity, respectively. After performing DWT, data reduction with length equalization of the signals is performed. Then, equalization of signal length is performed by Eqs. (7) and (8): = min 4.498 , .
= min 4.493, .
The length of LAP and LAH are never below 4.498 and 4.493 during 45 seconds of the duration of the extracted music. AP L and AH L are the new lengths of the readily processed signals. This process only removes a few milliseconds of the audio signal, which will certainly not eliminate the signal's characteristics. We also confirmed that feature comparison will not be messed up when classification is performed because of length equalization. The next process is classification using a support vector machine. SVM was utilized because of its satisfactory performance in music mood classification in previous studies. SVM has been reported as having the best performance for classifying music mood based on timbre and modulation. 7 In a previous study, it has also been used for music mood annotation. 38 Moreover, a differential evolutionary algorithm has been employed to optimize the SVM training parameters. Successful implementation in building up an emotion-driven Chinese folk music retrieval system has been reported. 14 Also, support vector regression with RBF kernel has been successfully implemented for a regression model using a cross-dataset and cross-cultural music mood. 8 The number of training data for each label is 65 instances because the dataset only contains 70 angry mood instances. Table 4 provides a breakdown of the amount of training data. After this phase, the machine learning algorithm can predict new data entries. 
Proposed Support Vector Machine with Confidence Interval (SVM-CI )
In this study, the library from scikit-learn was used. The kernel used was the radial basis function (RBF) with auto kernel coefficient, the penalty parameter C of the error term was 1.0, and tol score was 0.001. The other settings were default. The kernel coefficient/ gamma defines how much influence a single training example has, while tol is the tolerance for the stopping criteria, which tells when to stop searching for a minimum or maximum once a certain tolerance level has been reached. In this study, we did not focus on optimizing the SVM parameters but used a confidence interval for performance improvement. SVM-CI is proposed to improve the classification accuracy for music mood detection. Figure 5 shows the steps of SVM-CI.
According to Fig. 5 , standard deviation values are calculated from the valence and arousal values of each instance. This is the basis to build the rules of the confidence interval for music mood. In our proposed method, three rules are needed to improve the flexibility of the classifier. Misclassification often occurs in the border areas, which leads to severe performance degradation of the classifier. This method aims to address such errors by way of remapping the output of the classifier based on vertical, horizontal, and diagonal rules. 
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Results and Discussion
The classification accuracy, recall/TPR, and precision of the classification were calculated by Eqs. (9), (10) and (11), respectively.
TP and TN are the total of true positives and the total true negatives, respectively. We tested 15 data for each label except angry mood because there were only 70 instances in the dataset and 65 for the training process. So for angry mood only 5 data were tested.
Music mood classification based on Audio Power and Audio Harmonicity features
The overall success rate was 72%. The use of these features looks promising for accurately detecting angry, happy, and sad mood. However, it is not satisfactory yet for relaxed mood detection with only 6.67% of recall.
Music mood classification based on Audio Spectrum Projection feature
In the experiment, we also performed a comparison of classification performance based on Audio Spectrum Projection (ASP). Audio Projection is a characteristic of the signal used for the classification of any music type. In previous works, 39, 40 it is explained that the ASP feature is part of the MPEG-7 feature set and consists of a normalized audio spectrum envelope (NASE) and basic decomposition algorithm. The steps taken are the same as in the data reduction step. The minimum length of the ASP feature is 20 240. When the test was done, the results obtained were less accurate. The overall success rate was only 38%. Table 6 is the result of the experiment using the ASP feature.
Based on the obtained results, the ASP feature is only useful for detecting happy mood and relaxed mood, but it has a very low true positive rate in detecting angry and sad mood. 
Music mood classification based on Audio Power, Audio Harmonicity, and Audio Spectrum Projection features
We also combined three features: AP, AH, and ASP, but the results obtained were less accurate. Almost half of the testing data were detected as happy mood. The overall success rate obtained was only 30%. Table 7 demonstrates the result of the experiment using the AP, AH, and ASP features. From Table 5 we can see that the combination of AP and AH yielded the most promising results, with a success rate of 72%, where most errors occurred in relaxed mood detection.
Improving classification accuracy using SVM-CI
To improve classification accuracy, we added a confidence interval to the support vector machine to classify the music mood based on AP and AH. The confidence interval is a range of estimated values in a population, which is derived from a sample collected from that particular population. In this experiment, the confidence values were obtained from the standard deviation (STD) of the arousal and valence values from the training data for each module. The calculation of the valence and arousal STD values can be expressed as in Eqs. (12) and (13):
where , , , , are arousal score, arousal score mean, valence score, valence mean, and amount of data, respectively. Table 8 shows the STD values obtained for each label. The STD values were used to shift the label to get the local tolerance/doubt. The obtained doubt areas were used to determine a new label. The method is to shift the original threshold to _ ± or _ ± . Table 9 demonstrates the rules to determine the confidence interval for the shift on an axis. The x-axis determines the valence value while the y-axis determines the arousal value. Table 10 is a reference to determine the confidence interval for mood label diagonally, for example: angry to relaxed, or sad to happy. Hence, choosing the confidence interval produces values for arousal and valence.
With a rule derived from Tables 9 and 10 , the mood division diagram is as shown in Fig. 7 , where the red lines indicate the area of the confidence interval. Using the confidence interval predicts the capability of tolerating data by shifting the labels based on Tables 7 and 9 . Hence, the prediction results can be said to be true. In this experiment, the combination of the AP, AH, and ASP features yielded the worst performance. The performance improvement based on SVM-CI can be seen in Table 11 . The accuracy was 54%, which means an increase of 24% compared to before using the confidence interval.
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The utilization of a confidence interval for AP-AH features is demonstrated in Table 12 . Using SVM-CI, an overall success rate of 84% could be achieved with a significant improvement in relaxed mood detection. Table 12 also shows the details of recall and precision for each class.
Overall comparison of classification recall, precision, and accuracy
According to Table 13 , SVM-CI performed better than the other methods. It improved relaxed mood detection based on the AP-AH features. SVM-CI with AP-AH features outperformed ordinary SVM with a classification accuracy of 84%. It also had the highest performance in detecting angry, happy, relaxed, and sad mood based on the values of recall and precision.
Conclusion
According to the experimental results of this study, the mood type of a musical piece is influenced by its rhythm and tone harmonization as represented by the Audio Power and Audio Harmonicity features in MPEG-7. Combining the Audio Power and Audio Harmonicity features in Support Vector Machine with Confidence Interval (SVM-CI), the method proposed in this paper, produced the most satisfactory results. An overall success rate of 72% was achieved using ordinary SVM, with only 6.67% for detecting relaxed mood. Meanwhile, an overall success rate of 84% was achieved using SVM with a confidence interval. The proposed method is good for music mood classification of angry, happy, and sad mood, achieving a success rate of 100%. The success rate of relaxed mood detection was 47%. This means that SVM-CI significantly improves relaxed mood detection, while there are still opportunities for further improvement. In a future work, we plan to develop a method to improve the accuracy of relaxed mood detection.
