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Abstract 
 The extensive availability of hardware devices and intensive expansion their 
computing power have been the catalyst behind the rapid development of computer 
vision. In this project, an implementation of object tracking in an inexpensive and 
small embedded system platform is presented. The tracking system comprised of two 
Raspberry Pis with two different cameras used: a webcam and Raspicam module. 
Three communication connection models of the system are discussed in this paper 
for establishing communication between the two Raspberry Pis. Data sharing 
between these two hardware platforms is the proposed solution for resolving the 
limited processing power each platform possesses. The SimpleCV, an open source 
framework that provides free computer vision libraries that is useful for object 
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 Evolution of information technology, computation and telecommunication in 
late 20th century has marked the transformation of industrial age to information age. 
We can witness the advancement of the technology continues until today. With the 
advent of technologies available nowadays, it has not just changed the way how 
information is being disseminated but also our interaction with these technologies. 
Various forms of multimedia devices such as cell phones, laptops, MP4 players, 
video camera, tablets, etc. are basically ubiquitous in our daily lives. Undoubtedly, 
this demanding application couldn’t have been satisfied without progression in 
implementation of signal processing on embedded systems. In recent decades, 
because of the advancement of telecommunication in transmitting data with faster 
rate, image and video processing has become a popular topic to be explored in the 
field of computer science and electronic engineering. There are also demanding 
commercial needs in the application of image and video processing such as smart 
surveillance and security.    
 Computer vision comprised of integration of diverse fields such as 
engineering, mathematics, biology, physics and computer science. At the early stage 
of development, its applications were limited to government sector or large 
cooperation with high capital investment due to costly hardware platform required 
for image and video processing. Through technology advancement in recent decades, 
there are demands in implementing its applications with the use of simpler and less 
expensive hardware platform. Its progression from being a niche tool to becoming a 
commonly used utility in the public sector is mainly due to the increasing availability 
of inexpensive hardware that can cope with the processing requirements.  
 The key objective of this project is to explore and utilize the capacity of 
Raspberry Pi in developing an object tracking platform. With webcam serves as the 
eye and the Raspberry Pi being the brain of the tracking system, a predefined object 
presents within the camera framework will be tracked over time under certain 
constraints such as limited number of object, simple object appearance, fixed camera 
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motion and good lighting condition. The secondary goal of this project is to expand 
the functionality of the tracking platform by establishing a communication network, 
allowing the transfer of data processed and acquired by the two raspberry pi. This 
allows the targeted object being tracked over longer distance with the use of multiple 
cameras.     
 The studies comprised of the interfacing of Raspberry Pi with external 
peripherals such as WIFI dongle and webcam, finding suitable tracking algorithm to 
be implemented in the Linux operating system, communication networks in 
Raspberry Pi and Python programming in SimpleCV. The primary phase of the 
project focuses on the interfacing of Raspberry Pi with compatible webcam model 
and data processing in SimpleCV framework. In the meanwhile the network 
communication feature is first built upon the establishment of internet access within 
the Raspberry Pi. 
1.1 Background   
 Object tracking is one of the crucial features in image and video processing. 
The relentless demand of its application has been driving the interest of researchers 
and engineers in this scope of study. We can find the trace of object tracking 
implementation in various fields such as industrial inspection system, surveillance, 
human-computer interaction, traffic monitoring, vehicle navigation and so on [1]. 
The performance improvement of personal computer has served as catalyst to drive 
the development of image and video processing algorithm. Image and video 
processing typically involves complex algorithm to process intensive amount of data. 
Therefore specialized processor is most often required to perform the sophisticated 






1.2 Problem Statement  
 Tremendous amount of object tracking algorithms have been developed in 
recent decades, however they are normally implemented in conventional computer 
system which mostly processes high processing technology and high power 
consumption. This circumstance is gradually changing due to the booming of 
embedded system hardware platforms in recent years. This phenomenon becomes the 
driving force in a growing interest of the application of these algorithms within an 
ease to use, smaller and cheaper hardware platform. For this particular project, the 
target is to tackle this interest by attempting to develop a tracking platform using 
Raspberry pi which was released in 2012.     
1.3 Objectives and Scope of Study  
 This project aims for exploiting the capacity of raspberry pi technology in 
order to develop a tracking platform with compatible tracking algorithm for the 
raspberry pi’s system. The area and scope of work involves interfacing between 
hardware/circuit with raspberry pi and software development which comprised of 
tracking algorithm implementation. There is also an interest of exploring the data 
communication transmission of raspberry pi through a network for tracking purpose. 
This concept is to allow two cameras to “communicate” to each other and share the 
data acquired respectively for tracking an object in a wider framework. This project 
model simulates the fundamental principle of a surveillance system which can track a 
specific object over certain distances with multiple of cameras. All in all, the two 
primary goals of this project are to develop a tracking system which is able locate a 
specific object and perform tracking within its framework and establish a smart 
tracking system where two cameras can track the target within its respective 





Literature Review  
2.1 Introduction  
According to [2] image and video processing can be a challenging task 
because the system developed involves integration of optimized software approaches 
in a sustainable hardware platform. At the glance of hardware platforms progression 
for image and video processing, from the earliest known image processing device 
which is a picture scanner to recent processor technology of a powerful single chip 
processor called graphics processing unit (GPU) [2], we can see that the opportunity 
to implement complex processing algorithm in a lower power-consumed and smaller 
sized hardware platform has been opened up.  
Apart from the availability of the hardware platforms, there are tremendous 
amount of image and video processing algorithms have been developed over years. 
When it comes to object tracking algorithm, the two key principles in performing 
object tracking are firstly detecting the objects of interest followed by tracking them 
in each frames. [3]. When deciding which tracking algorithm is the best fit, physical 
constraints such as the shape and appearance of objects, the amount of tracked 
objects, the lighting condition and the camera movement have to be taken into 
account. The discrepancy of algorithms in object tracking basically depends on the 
approaches used to tackle those issues. [1]  
2.2 Related Work 
 The public request of more applications in portable devices has resulted in the 
growing interest in migrating works which were once done on general-purpose 
computers into portable devices.  Numerous projects or research works had been 
tested using embedded system platforms to satisfy this increasing demand. 
Conventional surveillance systems utilize CCTV cameras to perform monitoring 
whereas data captured will be processed solely by computation workstation. There is 
an implementation of embedded smart camera to perform video analysis and video 
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compression for traffic surveillance system as in [4]. A comparable performance of 
running high-level video processing algorithm has been achieved in a digital signal 
processor (DSP) platform.   
 As published in [5], face recognition systems have also been developed with 
DSP-based system to meet the demand of low power consumption and low cost 
systems in portable devices. As a matter of fact, hardware platforms’ size, mobility 
and affordability are now the three key factors that are being taken into consideration 
in the system design.  
 There are also handful of projects make use of the advancing microcontroller 
technology to accommodate that need. Those applications are as straightforward as a 
colourful object tracking or as innovative as object tracking inside our gastro-
intestinal (GI) tract. [6] [7].  As outlined in [2], hardware platform for image and 
video processing has been evolving over time, allowing researchers and engineers 
the opportunity to exploring the optimized combination of hardware platform and 
software approach. Similar object tracking application can also found in [3] [8] by 
using FPGA-based platform. Within a similar hardware platform, different 
algorithms or optimization approaches can be used to target different aspect of 
problems in image and video processing. All in all, the integration between the 
hardware and software is the key determinant in the success of the system.  
 Among all the functionalities of video analysis, tracking is the fundamental 
part in computer vision system. It has been a hot topic for researches over past years. 
[1] [3] [7] [8]. Its significant can even be traced in the most recent research topic of 
augmented reality- a markerless tracking solution. [9]. Aside from high-end tracking 
solution in sophisticated technology, people are also more interested to seeking for 
object tracking implementation in a cheaper, portable and lower power consumption 
hardware platform. After all, as technology advances, it is no longer a privilege for 
specific government agency or owned by a secret taskforce.  From the project works 
in [10] [11], numerous of object tracking projects are completed with the use of 
raspberry pi, a credit card-size microcomputer which released to the public in 2012. 
[12] 
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2.3 Raspberry Pi’s System Specification And Limitations 
 The Raspberry Pi(RPi) has a Broadcom BCM2835 system on chip (SoC), 
combing with a low power ARM1176JZF-S 700 MHz processor and a Broadcom 
VideoCore IV GPU. It comes in two versions: Model A and Model B. This project 
uses Model B since it has higher specifications with 512MB of RAM, an onboard 
100mb Ethernet port and two USB ports. There is an SD card slot for data storage, 
3.5mm audio output jack, RCA and HDMI video output. [13] There is always a 
trade-off between power consumption and performance. RPi’s performance is limited 
with its small size and low power consumption. Comparisons that were done by the 
Raspberry Foundations showed that its overall performance is on a par with a 
300MHz clocked Intel Pentium 2 processor and its graphics capabilities are more or 
less the same as the original Microsoft Xbox games console. [14] 
2.4 Object Detection And Tracking Algorithms 
2.4.1 Object Detection 
 Object detection mechanism is prerequisite to any tracking algorithms either 
during the object’s first appearance in the frame or in every frame of the video feed. 
The objects are identified and classified through its characteristic such as size, 
position and its rotation. In order to accomplish object detection, image in each 
frame need to be divided into segments, eliminate unrelated information or extract 
important features from the images. [15] Therefore most of the object detection make 
use of information extracted in single frame. Nonetheless false detections are likely 
to happen with this method. In order to tackle this issue, some algorithms calculate 
the temporal information from the frames sequence.  
 Object detection methods are classified into four main categories: point 
detection, segmentation, background modeling and supervised classifiers. [1] Point 
detection utilizes interest points in images which are distinguish with respective to its 
vicinity. In segmentation algorithms, images are subdivided into similar regions. 
Good partition criteria and ways to achieve efficient partitioning are the most 
important issues need to be addressed in this technique. A background model which 
is a representation of the scene is built and compared to each incoming frame to find 
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the deviations. The significant change found in the modeling indicates an object 
motion.  For supervised learning, a complete set of learning templates are required to 
be stored as the inputs would be mapped to desired outputs with the examples given. 
[1] 
2.4.2 Object Tracking  
 As according to [15], the three main components in a typical object tracking 
system are object representation, dynamic model and search engine. Object 
representation typically uses both appearance and shape models or either one of 
them. Each model has its processing limitation on the deformation or the type of 
motion. In [1], tracking algorithms are categories into pointing tracking, kernel 
tracking and silhouette tracking. Point tracking as its name suggested, point 
representation is used in every consecutive frames. The point association is basically 
based on the previous object position and motion. In kernel tracking, object is 
represented by its shape and appearance. The computation of kernel motion in 
consecutive frames is then used to track the object. On the other hand, tracking with 
silhouette approach is carried out through the estimation of object region in each 
frame. 
 To minimize the complexity in computation of tracking algorithm, typical 
tracking system uses a dynamic model which uses default or learned training data to 
estimate the target states. However it normally requires faster processor since it is 
challenging to implement this model in object moving in high velocity. The 
optimization of the tracking algorithm is done through the search mechanism where 
the strategy relies on the objective function. Exhaustive search engine accomplish 
high tracking performance with the expense of high computational load. On contrary, 
decent tracking performance can only achieved with sampling-based search 
approaches provided there is no significant change in the object states. The trade-off 




2.5 Framework for Object Tracking For Raspberry Pi  
There are quite number of software framework for building computer vision 
applications. Among those software framework, OpenCV offers wide range of 
algorithm implementations such as image acquisition, segmentation, object 
detection, tracking, decoding and encoding. [16] There are tremendous work on 
tracking applications using OpenCV library. [17][18][19]. Likewise, MATLAB is 
also a very popular computing tool used for computer vision and image processing. It 
offers its users an highly interactive environment with great help section documented 
with various examples and explanations, allowing them to quickly develop 
algorithms. It also comes with a set of debugging features where users are allowed to 
fix the bug in execution mode. [20]. Nonetheless, when it comes to processing time, 
OpenCV is faster than MATLAB in executing the image processing algorithms. such 
as smoothing, image pyramid, sober derivate and canny edge detection. On the other 
hand, more source code need to be written to perform same function in OpenCV. [21] 
With SimpleCV, few lines of code are required to accomplish the same functionality 
compared to other open source libraries.  It is a wrapper for OpenCV which bundles 
opens source computer vision libraries together in Python as programming language. 
By streamlining most of the common tasks, it is easier to develop computer vision 
systems with SimpleCV. Even though SimpleCV has fewer features than MATLAB 
and OpenCV have but it offers substantial simple computer vision applications. It 
allows loading images directly from the internet which MATLAB and OpenCV don’t 
have. [22] Judging from speed perspective, SimpleCV lies in the middle between 
MATLAB and OpenCV but since it wrappers OpenCV, the applications can be 
ported to OpenCV to speed up the execution time. Similar to MATLAB, it offers 
good debugging features and memory management. Leveraging on the hardware 
platform used in this project and the simplicity of algorithm implementation in 
SimpleCV, development of processing algorithms in this framework for this project 




Chapter 3  
Project Methodology  
3.1 Project Flow Overview 
 Academic documentation regarding raspberry pi is scarcely available since 
the technology is considerably new to the market. Very few research papers related to 
object tracking using raspberry pi have been published. The main reference for 
developing tracking algorithm using SimpleCV in raspberry pi mainly came from 
internet sources such as forums and official information released by raspberry pi 
foundation. Whereas study of various tracking algorithms proposed in the reviewed 
research papers for embedded system implementation is done to find its suitability to 
be implemented in raspberry pi system as according to its hardware limitation. This 
project is carried out according to phases as follow:  




3.2 Object Detection & Tracking Implementation  
 Object to be tracked need to be identified before tracking algorithm is 
initiated. The most basic tracking system can only involve in tracking any object 
moving in the frame without identifying what is the object. In this project, object 
detection is first achieved before initializing tracking algorithm. Features detection 
algorithms are explored in depth to study the capability of raspberry pi in implement 
object tracking system. The implementation of the system comprised of steps 
illustrated as diagram below.  
FIGURE 2: OBJECT DETECTION & TRACKING FLOW DIAGRAM !
  
 Segment features of moving object will firstly be extracted and description of 
the moving object will then be compared against to the object description for the 
target. Once the system is able to recognize its targeted object, the current segment 
position  is captured and movement projection in next frame will be estimated and 





3.3 Tracking System proposed using two Raspberry Pis 
FIGURE 3: GENERAL BLOCK OF TRACKING SYSTEM PROPOSED!
  
 Processing capability of one raspberry pi very limited to achieve complex 
computational tasks like object detection, object tracking and object recognition in 
high performance. The proposed solution in this project is to establish a 
communication channel between two raspberry pis in order for them to share data 
needed to accomplish their respective tasks. Through this manner, each raspberry pi 
can compensate each other processing power and perform tasks with lesser data 
loaded.    
 In this project, the tracking system of the second raspberry pi will only be 
initiated when it receives data acquired by the first raspberry pi. The first raspberry pi 
will pass the data when the target leaves its camera view. The second pi will then 
process the data received from the first raspberry pi to perform object detection and 
tracking. In this case the data required for object detection does not have to be 
preloaded to the second raspberry pi and hence the objective of load sharing between 





3.3.1 Tracking System Model 1  
! FIGURE 4: MODEL 1 FOR OVERALL SYSTEM CONNECTION!                    
 In this model, the two raspberry pis are connected wireless to a same network 
and ad-hoc network is establish for communication between them. The respective 
raspberry pi has its own desktop display either with HDMI display or VNC remote 
desktop. The method used in this model is ideal solution for raspberry pi to be used 
under wider range of locations since data can be exchanged through wireless 
network.  
3.3.1 Tracking System Model 2  
FIGURE 5: MODEL 2 FOR OVERALL SYSTEM CONNECTION!
 Model 2 has the first raspberry pi connected to keyboard and mouse with 
HDMI display. In the meanwhile the ethernet port of second raspberry pi is 
connected to first raspberry pi’s ethernet port. Wired communication between two 
raspberry pis can be accomplished through directly connecting Ethernet to their 
respective ports. Data transfer is done through secure file transfer protocol (SFTP)  
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 3.3.3 Tracking System Model 3 
FIGURE 6: MODEL 3 FOR OVERALL SYSTEM CONNECTION!
!
Secure shell (SSH) network protocol enables remote command line login to the 
raspberry pi from the laptop. Therefore the graphical desktop of the first raspberry pi 
can be projected on the laptop screen and the raspberry pi can be controlled remotely 
with laptop’s keyboard and mousepad in this model. However the remote desktop 
access is done via a router so that the second raspberry pi can also share the same 









3.4 Project Key Milestone







Sub-step (if any) 
Setup raspberry pi and 
display the system on 
screen 
Sub step #1: Booting raspberry pi & operating system 
installed 
Sub step #2: Enable display of the system on monitor/
laptop screen through Ethernet cable connection. 
Enable communication 
between raspberry pi 
and external modules/
devices 
Sub step #1: Enable communication between webcam, 
wireless network/WIFI dongle and raspberry pi.  
Video recording and 
streaming 
Sub step #1: Capture video and recording it with webcam  
Sub step #2: Streaming video and display on screen 
Data storage on local/
external drive 
Sub step #1: Store video recorded in local drive/ transmit 
it remotely for storage through internet 
Object detection with 
programming 
algorithm 
Sub step #1: Basic programming in raspberry pi  
Sub step #2: Program object detection algorithm 
Object tracking under 
specific constraints 
Sub step #1: Tracking specific object under certain 
environmental limitation 
Data transmission 
between  two raspberry 
pi 
Sub step #1: Establish data transmission between two 
raspberry pi through model proposed 
Sub step #2: Transfer necessary data required for 
initializing the tracking on second raspberry pi
Tracking initialization 
in second raspberry pi 
when required data 
obtained from first pi
Sub step #1: Embedded data transfer protocol in tracking 
algorithm to transfer data while tracking the object in 
first raspberry pi 
Sub step #2: Tracking script run on second pi from 
startup and algorithm will only be activated when data 
required is received from first raspberry pi 
!14
3.5 Gantt Chart












Objectives/Tasks May June July August
A Literature Review & Research 1 2 3 4 5 1 2 3 4 1 2 3 4 5 1 2 3 4
1.1 V4L2 driver installation in Raspbian 
1.2 Computer Vision in Python Language 
1.3
Object Detection & Tracking Algorithm 
available in SimpleCV library
1.4 Communication between Raspberry Pis 
B Implementation
2.1
Programming detection & tracking 
algorithm in Python
2.2 Experiment on Tracking Algorithm
2.3
Wireless router setup for Raspberry Pi 
communication 
2.4
Pi communication via Ethernet using 
Secure Shell (SSH) 
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Chapter 4 
 Results & Discussion  
4.1 Webcam compatibility issue  
4.1.1 Compatibility in Raspbian & SimpleCV 
Challenges are faced in finding compatible webcam and software configuration that 
works both in raspberry pi and SimpleCV framework since there are limited webcam 
models are workable in raspberry pi in the first place. Several webcam models are 
tested for its compatibility in raspberry pi and SimpleCV. Many of them are found 
not compatible because although their USB connection listed in the pi itself but the 
v4l2 (Video4Linux2) does not seem to be supporting some old webcams and hence 
the camera module from SimpleCV library is not able to feed the images for further 
image processing.  
FIGURE 7: CAMERA DRIVER INCOMPATIBILITY !





4.1.2 Models of Tested Webcam 
The brand of the webcams is not the factor that governs the compatibility issue and 
most of the proven workable webcams are expensive and scarcely available in 
Malaysia market. There is also a likelihood that a webcam is compatible in Raspbian 
but not compatible in the SimpleCV. Nonetheless, there are two unbranded webcams, 
against all odds, able to feed images in SimpleCV successfully but the image 
resolutions are too low to be useful for capturing information needed for object 
tracking.  Therefore they cannot be used for the purpose of this project.  The several 
unworkable webcam models in raspbian are listed as following:   
TABLE 3: LIST OF NOT WORKING WEBCAM!
Logitech c270h is the only one working in Raspbian among the tested webcams.  It 
works for several trials in SimpleCV for capturing images but it shows error message 
and failed to recognize the driver in later attempts. Despite the intensive research on 
solving the problem, no concrete solution is found . This issue has been discussion in 
several linux and raspberry pi forums but only few suggestions were proposed to 
resolve it. The suggested approaches to resolve the issue are as follow: shell script 
written for uvcvideo, initiate raspberry pi updates and firmware update. The 
compatibility issue is not fully resolved by the solution discussed. Error message 
below is shown when the camera is initiated in SimpleCV but the driver can still be 
recognized. Therefore images can still be captured despite the error occurred.  
FIGURE 9: ERROR MESSAGE SHOWN IN SIMPLECV!
No. Model
1 Creative M6 Webcam NX Pro
2 Genius Videocam TREK 320 R
3 V-Gear Talkcam Pro
4 Comat CPC401
5 other 2 unbranded webcams
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4.2 Object Detection & Object Tracking 
4.2.1 Basic Shape Tracking using Feature Detections   
FIGURE 10: CIRCLE DETECTION !
 Detection and tracking for simple shape like triangle, rectangular and circle 
can easily be done with SimpleCV. Algorithms for feature detections like blobs, 
colors, lines, circles and corners are embedded in SimpleCV library. Basic shape like 
a circle can be detected by utilizing the basic feature detections mentioned earlier. 
Basic tracking algorithm as well as advanced tracking technique like CAMShift and 
Lucas-Kanade tracking algorithm are also available in SimpleCV library.   
 In this circle tracking, blobs and color feature detections are used to segregate 
the circle from its image background. Color Detection algorithm in SimpleCV can 
only effectively detect limited color from the spectrum. Colors that lies in between 
the “ambiguity” zone of color spectrum such as crimson, indigo and violet are hardly 
to be detected by this technique. Aside from this limitation, when the object color is 
not distinctive from its background color or any object with similar shape that has 
color that falls in adjacent color spectrum, the object is hardly to be detected as well.  
 On top of that, the ambient lighting has direct impact to the effectiveness of 
this tracking technique. Values in color spectrum are affected by the amount of light 
the surface reflected. For instance a white ball appears to be less white in a poor 
lighting condition. However, color detection utilize the contrast of the object’s color 
with its surrounding background color, sometimes in poor lighting condition can 
actually enhance the object detection especially when the object has bright color.   
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4.2.2 White Ball Tracking with color and blobs detection  
FIGURE 11: SERIES OF IMAGE FOR BALL TRACKING !
 Figure about shows series of image captured during tracking for a white ball. 
From the sequence of the images, the ball in image no. 2 and image no. 9 are not 
detected. The algorithm developed can only cope up with slight changes occurred 
within the frame. When abrupt changes occurred during the tracking, the object is 
unlikely to be detected and hence been tracked at the following frame. Average time 
taken to process each images is 5 to 8 second, thus the tracking system doesn’t react 
in real time due to the limitation of processing power the raspberry pi possesses.  
 The color detection technique used in this algorithm is not applicable to track 
a tennis ball because of the algorithm used couldn’t distinguish the tennis ball’s color 
from its background easily. In conclusion, color detection is best used for distinctive 




4.2.3 Tennis Ball Tracking using CAMShift algorithm  
FIGURE 12: TENNIS BALL TRACKING RESULT USING CAMSHIFT ALGORITHM !
  
CAMshift algorithm in SimpleCV uses histogram back projection to segment the 
image of the target. With this technique, histogram of the image is created and 
reapplied to the modified histogram on the test image to search for the object of 
interest. The adaptation of the algorithm in SimpleCV allow tennis ball tracking to be 
done easily because the color of the object has no impact to the tracking algorithm. 
In this case, the tennis ball is tracked over 202 frames and the movement of the 











4.2.3 Color Spectrum & Lighting effects on algorithm 
TABLE 4 : IMPACT OF LIGHTING ON COLOR DETECTION !
  
 Color detection technique works better for tennis ball detection under poor 
lighting condition because its green color becomes distinguish when its background 
becomes dark. On the other hand, white ball detection has similar performance under 
both lighting condition.  
 All in all, color detection technique is only suitable for simple object 
detection. When an object has complex features with no distinguish color, this 
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4.2.4 Face Detection & Tracking  
FIGURE 13: SERIES OF IMAGE CAPTURED DURING FACE TRACKING !
 Results printed on terminal are showed at the bottom right picture. The 
sequence of frames associated with each print on terminal are labelled according. 
The processing time taken by the raspberry pi is longer than tracking a ball due to the 
significant amount of details and complexity needed to be processed in the raspberry 
pi. Average time for each frame to be processed and display the outcome on screen is 
8-12 seconds. From the results shown above, target is lost tracked in frame no. 4, 5, 6 



















to near). Abrupt change in consecutive frames reduced the likelihood of the object to 
be tracked due to the limited tracking ability the algorithm developed in this project.      
 Apart from the change in scale of object, the targeted face can only be 
detected when the person is facing the camera without tilting his or her head. In this 
project, face detection algorithm is derived from the Haar-like features algorithm that 
is developed by Intel. The classifier trained in the algorithm detect facial features 
such as eyes, nose and mouth in the frontal faces. Therefore a forward looking face is 
easier to be detected compared to a face looking to the side.   






4.2.5 Face Recognition  
FIGURE 15: FACE RECOGNITION USING KEY POINTS MATCHING TECHNIQUE!
 An effective face recognition algorithm is very complicate and huge complex 
data needed to be trained and stored inside the system. With limited processing 
power of raspberry pi, face recognition algorithm is developed using simple key 
points matching technique. A sample image of subject of interest need to be loaded 
beforehand so that the distinguish of the features points can be identified and could 
be used to compared against with the images captured by the video stream.  
 Once faces are detected using the Haar-like feature facial detection approach 
mentioned earlier, the key points that describe the uniqueness of a face are extracted 
and compared against with the template stored beforehand. This method of 
recognition is effective and robust compared to feature detection technique discussed 
earlier. This is because the algorithm doesn’t affected by the color features of the 
subject but sufficient light is needed for decent quality of images to be captured. 
Nonetheless this algorithm only offers decent performance in recognizing the 
targeted person due to its simplicity.    
 When the face detection, key points matching for face recognition and basic 
tracking algorithms are combined, the system can be used to track a targeted person 
over time. However the time taken for processing has seen to be increased when the 
system tracks in multiple faces environment. The limited processing power of 
raspberry pi affects the overall performance of tracking in terms of speed and 
accuracy.  
!24
4.3 Communication between two raspberry pis 
4.3.1 Wireless communication  
FIGURE 16: RASPBERRY PI TO PI COMMUNICATION VIA WIRELESS ROUTER!
 In order for the two raspberry pis to communicate to each other directly 
without using any add-on hardware (eg. transmitter and receiver), a wireless ad-hoc 
network is to be established and shared between the raspberry pis via a wireless 
router in order for them to forward data to one and another.  
 The raspberry pis are able to connect wirelessly to the WLAN provided by 
the university using a wifi dongle. However, the attempt to connect the two raspberry 
pis to a wireless router (D-Link DIR-300) and a Celcom broadband is failed. No 
internet signal is detected by the wifi dongle when it attempted to connect to the 
broadband. On the other hand, the communication channel is established and 
dropped consecutively in several seconds until the system hangs. The root cause of 
the error happened has not been found. It is suspected that this is due to the hardware 
configuration misalignment between raspberry pi and the router since the dongle can 
connect to WLAN in the university.  
FIGURE 17: INTERNET MESSAGE SHOWN IN ROUTER CONNECTION ATTEMPT !
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4.3.2 Wired Communication through Ethernet  
FIGURE 18: COMMUNICATION THROUGH ETHERNET WITH HDMI DISPLAY!
 The first attempt for wired communication between two raspberry pis is 
established by direct ethernet connection with the first pi connected to HDMI display 
(with keyboard and mouse connected to first pi). Raspberry Pi camera module is 
used instead of another webcam in order to minimize the power  usage of the first pi. 
In the meanwhile the second pi is connected to webcam for tracking. Communication 
channel is establish via SSH network protocol. The data is transferred between two 
raspberry pis through SFTP.  However, the tracking cannot be done with the first pi 
even though the tracking algorithm works well when the raspberry pi desktop is 
displayed using virtual network computing (VNC) server with the laptop. It is 
suspected that the power is insufficient for the raspberry pi to accomplish the image 
processing while connecting to HDMI display.  




4.3.3 Wired Communication via router  
FIGURE 20: COMMUNICATION VIA ROUTER WITH VNC REMOTE DESKTOP DISPLAY!
 Since the tracking cannot be done with raspberry pi connected to HDMI 
display, a workaround approach is used to resolve this issue. The two raspberry pis 
and a laptop are connected to a router through ethernet respectively. SSH and VNC 
server are used to display and control the first raspberry pi remotely. On the other 
hand, the communication channel between the two pi is established using SSH via 
the router.  
 However since the raspberry pi system doesn’t support graphical remote 
desktop display like Windows and OS X. When the first pi is connected to the second 
via SSH, the desktop of the second pi cannot be shown in the first pi. Only the 
terminal of the second pi is displayed within the terminal of the first pi. Therefore the 
display of tracking outcome from the second pi can only be done on the terminal 
with coordinate indication. Data points collected from the second pi is compiled in a 
text file and sent back to the first pi for further processing usage. 
 On top of that, the SSH communication between the laptop and the first pi via 
a router is not stable as compared to the SSH communication with the ethernet ports 
connected directly without passing through a router. The communication channel is 
connected up for half and hour but it is likely to be disconnected afterward. It is 
found that the router needed to be reset from time to time so that the communication 
channel can be stabilized for communication.  
!
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 Aside from the communication issue, the tracking performance of the first pi 
is deteriorated when automated SFTP is initiated within the tracking script. Time 
taken for the raspberry pi to process and transfer the file is prolonged by at least 10s 
compared to the overall performance before. Nonetheless, image captured by the first 
pi before the subject leaves the webcam frame can successfully passed to the second 
pi to initialize the second pi to start tracking on the target.    
The tracking script on the second pi is run from startup but the tracking algorithm 
will only be initiated when the data needed for tracking is transferred across from the 
first pi. Once the tracking is initiated on the second pi, the tracking result is printed 
on the terminal to display the coordinate of the target when it is detected.     













Recommendation & Conclusion  
 By today computing technology standard, the CPU of Raspberry Pi has 
comparable slow processing speed and low computing performance.  Since we have 
limited computational power, the solution proposed is to have task sharing or data 
distribution among multiple Raspberry Pis so that  the amount of data needed to be 
stored in the system can be significantly reduced.    
  The v4l2 developed by the Linux community is also not compatible to most 
ordinary webcams. Control of buffer content or data flow from these webcams is a 
challenge faced in using Raspberry Pi for this project. Although the camera module 
released by the Raspberry Pi has no compatibility issue but it is not suitable to be 
used in SimpleCV because in SimpleCV framework only USB devices are 
recognized.   
 SimpleCV provides limited computer vision library for its user. Nonetheless 
using these library to perform object tracking in Raspberry Pi offers decent 
performance. This system can be further optimized and upgraded using OpenCV to 
gain more comprehensive computer vision library. Advanced detection and tracking 
techniques can be used in OpenCV to boost the tracking performance in overall.  
 As conclusion, the possibility of implementing object tracking using low cost 
embedded system hardware has been proven with this project.  Even though object 
tracking in real time is difficult tasks for one Raspberry Pi to handle, data sharing or 
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