In this paper, we discuss semiconvergence of the block SOR method for solving singular linear systems with p-cyclic matrices. Some su cient conditions for the semiconvergence of the block SOR method for solving a general p-cyclic singular system are proved.
Introduction
Let us consider a system of n equations Ax = b;
(1.1)
where A ∈ C n×n ; b; x ∈ C n with b known and x unknown. Suppose also that A is in the p × p block partitioned form where D=diag(A 11 ; : : : ; A pp ) is nonsingular and L; U are, respectively, strictly lower and strictly upper triangular matrices. It is well known that the block Jacobi iteration matrix J can be expressed as
For any ! = 0 the block SOR method for solving (1.1) is deÿned as x (k) = L ! x (k−1) + c; k = 1; 2; : : : ;
where
is the block SOR iteration matrix and
Furthermore, suppose that A is in the p × p block partitioned form
where the diagonal block matrices A ii are square and nonsingular, 16i6p, we assume throughout that p¿2. As is known, the matrix A above is p-cyclic (cf. [13] ). Let D = diag(A 11 ; : : : ; A pp ). Then the block Jacobi iteration matrix J associated with respect to A is in the form
By deÿnition (cf. [13] ) J is weakly cyclic of index p.
The block SOR method for solving system (1.1) has been investigated in many papers and books (cf. [13, 15] ). It is well known that, for nonsingular system (1.1), the block SOR method converges if and only if (L ! ) ¡ 1. The associated convergence factor is then (L ! ). For p-cyclic matrix A the optimal parameters and optimal convergence factor of the block SOR method has been derived (cf. [12, 14, 15] ). When system (1.1) is singular, one requires only semiconvergence of the block SOR method. In fact, when A is singular, = 1 is an eigenvalue of L ! so that (L ! )¿1. By (Berman and Plemmons) [1] the block SOR method is semiconvergent if and only if the following three conditions are satisÿed:
• Elementary divisors associated with 1 are linear, i.e.,
In this case, the associated convergence factor is then #(L ! ).
As a special case of the singular systems, in recent years there has been much interest in using block iterative methods to compute the stationary probability distribution vector of a Markov chain. That is, the problem is to solve the homogeneous system of equations
subject to the normalizing condition 1 =1, where the matrix P is a row stochastic matrix. System (1.6) is equivalent to A = 0 with singular matrix A = I − P T . Furthermore, as discussed in [7] , the matrix P is often a p-cyclic matrix.
The block iterative methods, in particular, the block SOR method for solving singular system and Markov chains are investigated in many papers (cf. [1-3,5 -10] ).
In this paper, we discuss the semiconvergence of the block SOR method whenever A is a singular p-cyclic matrix A having form (1.2) or (1.3). Some basic facts about the eigenelements between block SOR iteration matrix and block Jacobi iteration matrix are given in Section 2. In Section 3 the general p-cyclic singular system is discussed. Some su cient conditions for the semiconvergence of the block SOR method are proved.
Some basic results
First, when A has forms (1.2) and (1.3), Varga [12] and Hadjidimos et al. [4] proved important relationships between the eigenvalues of J and of L ! .
Lemma 2.1. (a)
Let the matrix A be in form (1:2). Then; ∈ (L ! ) i there exists ∈ (J ) satisfying
or; equivalently;
For the eigenvectors of J and L ! , Song [11] gave the following relationships. T is the corresponding eigenvector; then
is an eigenvalue of J and the corresponding eigenvector x has the form 
i.e., G !; y = 0 with
which is equivalent to
Similarly, x = 0 is an eigenvector of J corresponding to the eigenvalue if and only if
Now, by (2.2), (2.5) and (2.6) the results are directly obtained.
The result in (a) is consistent with the corresponding one given by Kontovasilis et al. [7, Theorem 3:2] .
Similarly, we can prove the following statement (cf. [11] ). T is the corresponding eigenvector; then
is an eigenvalue of J and the corresponding eigenvector x has the form: 
Semiconvergence
Since A is singular, = 1 ∈ (L ! ) and the corresponding ∈ (J ) satisÿes p = 1. Denote
In order to describe the semiconvergence we ÿrst prove some lemmas. 
This inequality can be rewritten as follows:
and, therefore,
as | | ¡ 1. On the other hand, we have
as | |¿1. Clearly, inequality (3.5) together with inequality (3.6) contradicts inequality (3.4), and consequently, the assumption | |¿1 is not true, i.e., | | ¡ 1.
Similarly, we have 
Proof. Let
We know that = 1 is a root of f( ) for any !. Similar to the proof of Hadjidimos [3, Theorem 3:3] we divide f( ) by − 1 and obtain
Since 0 is a root of f( ), then it is also a root of g( ) and, hence, we get
Consequently,
Hence, we have However, by Kontovasilis et al. [7, Theorem 4:1] , the moduli of all roots of (3.10) must be smaller than or equal to 1 from which it follows that | |61, which contradicts the assumption | | ¿ 1. Consequently, we obtain | |61. Similarly, the following lemma can be proved. Remark 3.15. For the Markov chains problem since P is row stochastic, it follows by Rothblum [10, Corollary 3:5] that index(I − P) = 1 and it is easy to check that the conditions of Theorems 3.10 and 3.11 are satisÿed so that we can derive the semiconvergence theorems, directly.
