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OPTIMAL AND SEQUENTIAL DESIGN FOR BRIDGE REGRESSION WITH
APPLICATION IN ORGANIC CHEMISTRY
by Sarah Beth Carnaby
This thesis presents and applies methods for the design and analysis of experiments
for a family of coeﬃcient shrinkage methods, known collectively as bridge regression,
with emphasis on the two special cases of ridge regression and the lasso. The ap-
plication is the problem of understanding and predicting the melting point of small
molecule organic compounds using chemical descriptors.
Experiments typically have a large number of predictors compared to the num-
ber of observations, and high correlations between pairs of predictors. In this thesis,
bridge regression is used to select linear models which are then compared to mod-
els selected by more commonly used methods of variable selection, such as subset
selection and stepwise selection. Models including two-way product, or interaction,
terms are also considered.
A general method is developed for the selection of an optimal design when ac-
curate estimates of the model coeﬃcients are required. The method exploits a rela-
tionship between bridge regression and Bayesian methods which is used to develop
a class of D-optimal designs. A necessary approximation to the variance-covariance
matrix of coeﬃcient estimators is derived. Designs are found using algorithmic
search for ridge regression and the lasso, for experiments with (a) two-level factors
and (b) the motivating chemistry problem. Comparisons are made with alternative
designs.
A sequential design criterion is developed to enhance an existing design. The
criterion selects additional design points, from a ﬁnite set of candidate points, that
exhibit the highest estimated prediction variance obtained from bootstrapping. The
method is applied to the Bayesian D-optimal designs and is shown to be capable
of improving design performance through the addition of only a small number of
runs.Contents
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Introduction
1.1 Background
During the course of many scientiﬁc and industrial experiments, particularly in
research science carried out in laboratories, observations are routinely made on the
output of processes which are inﬂuenced by many possible explanatory variables or
factors. It is important to make use of such data sets and to understand what they
tell us about the mechanisms that generated them. Where the observed values of
the output or response are seen to vary, it is of interest to see if and how this change
can be related to one or more of the variables. An important consequence of being
able to approximate such a relationship is that it enables us to predict the value
of an unobserved response based on the values of the variables, e.g. predicting the
yield of a compound based on the known concentrations of reagents used for its
synthesis. This knowledge can lead to improvements in the product or process.
Regression analysis is often used to approximate the important underlying trends
from a data set. In this method, a data set of values of explanatory variables is
related to one or more corresponding responses in order to identify the key variables
and build a predictive model. This model can then be used to predict the response
of observations corresponding to diﬀerent values of the explanatory variables, and
to estimate the accuracy of the predictions.
The scientiﬁc design of experiments can be used to improve the cost-eﬀectiveness
of gathering data to investigate relationships. This technique involves obtaining the
data set by making observations on a careful choice of the combinations of values of
1a set of explanatory variables (known as the design points) that are run in the ex-
periment. These design points are not necessarily distinct. The principles of design
also help in choosing an economic size of the experiment, and hence reducing the
amount of time needed to run the experiment, and in randomising the experiment
to reduce bias in how the experiment is run. These features of designing or plan-
ning the collection of data are particularly useful when resources, such as time and
materials, are limited. In an industrial setting, when the quality of the end product
is of particular importance, experimental design can help to plan the manufacturing
process so as to improve the end product or satisfy a standard of quality.
In this thesis, we assume there are f quantitative variables or factors and p
predictors that are deﬁned as known functions of one or more variables. We suppose
there are N observations taken on a response which are held in a vector Y , and
described by a linear model
Y = 1Nβ0 + Xβ + ε, (1.1)
where (1N
. . .X) is an N×(p+1) model matrix, β0 is the intercept, β = (β1,...,βp)T is
a p-vector of unknown coeﬃcients and ε ∼ N(0,σ2) is the N-vector of independent
and identically distributed random errors. The (i,j)th entry of X is the value in
the ith run taken by the jth predictor (i = 1,...,N;j = 1,...,p).
During data analysis, it is frequently necessary to select a subset of variables
to include in the ﬁtted model, since the full least squares estimate of (1.1) is often
found to be inadequate in describing the data, particularly when a large number of
predictors is considered. This inadequacy is due to the least squares estimator of β
having low bias and high variance, which decreases the prediction accuracy for new
observations. The ﬁtted model will also have a large number of terms which can
be diﬃcult to interpret scientiﬁcally. Variable selection is also needed when there
are more predictors than observations and there are not enough available degrees of
freedom to ﬁt the full ordinary least squares model (that is, (p + 1) > N).
These problems can be solved in two ways:
• discrete variable selection (Miller, 2002) in which a proper subset of the set of
all the predictors is chosen,
• coeﬃcient shrinkage (Hastie, Tibshirani and Friedman, 2009, Chapter 3) in
2which the estimates of the coeﬃcients are deliberately biased towards zero.
These methods enable a subset of variables that exhibit the strongest relationship
with the response to be identiﬁed for inclusion in the ﬁtted model. Both these
methods are discussed and applied in the thesis.
Generally, in the literature, the methods are applied using model (1.1) by taking
the predictors to be only the variables themselves. The work presented here is
developed for the general model (1.1) and the applications allow the predictors to
include both the variables and products of pairs of variables so that the possibility
of interactions between pairs of variables can be investigated.
1.2 Motivating Data Set from Organic Chemistry
We now describe a motivating experiment and data set that will be used throughout
this thesis. In simple terms, the melting point of a compound is the temperature
at which the compound melts. It is an important property to chemists who aim
to develop novel compounds that exhibit particular thermophysical behaviour. For
example, melting point is well known to be closely related to solubility which is
important in the oral administration of pharmaceutical solid forms to patients. The
melting point may depend on any number of variables related to the molecular and
crystal structure of the compound. The number of potential variables, and the
possible complexity of their relationship with melting point, presents diﬃculties in
building predictive models for this problem at present, see Section 3.2.
To study the relationship between the properties of organic compounds and their
melting points, we investigate a data set based on properties of compounds, which
we will refer to as the Melting Point Data Set throughout the thesis. Associated with
each of these compounds is a large set of explanatory variables, called descriptors.
These variables are either physical properties, describing the physical state of the
compound such as molecular dipoles, molecular surface area and molecular weight,
or chemical properties, describing how a compound will behave during a chemical
reaction such as enthalpy of fusion, length of hydrogen bonds and the number of
molecules that closely surround a central molecule in the crystal structure. The
variables are either obtained by calculations applied directly to the molecular struc-
ture (e.g. molecular weight) or collected by measurement (e.g. crystal structure
3properties obtained through single crystal X-ray diﬀraction).
The data set was collected from an experiment performed in the School of Chem-
istry at the University of Southampton (see Ding, 2007, for the background to a
similar experiment). It consists of observations on melting point for a set of sixty
4,4’-disubstituted benzenesulfonamidobenzenes, R1-C6H4-SO2-NH-C6H4-R2, where
R1, R2=NO2, CN, CF3, I, Br, Cl, F, H, Me or OMe (Gelbrich, Hursthouse and
Threlfall, 2007). These compounds are small organic molecules which share the
same central molecular structure core, diﬀering in the functional groups, R1 and R2,
at opposite ends of the structure. Functional groups are groups of atoms within a
molecule that contribute to the chemical reactivity of the compound. Figure 1.1
shows the skeletal molecular formula of the compounds, where R1 and R2 indicate
the positions at which the changes in functional group are made.
Figure 1.1: Generalised skeletal molecular formula of the compounds of the Melting
Point Data Set
The compounds used to obtain this data set are closely related in molecular
structure, and this enables the dimensionality of the problem to be reduced, since
the number of descriptors that vary between compounds will be lower than for a
group of less closely related compounds. This restriction on the compounds aimed
to enable a better understanding to be gained from the study about why particular
relationships between properties are observed. In total there are 21 variables, 8 of
which were calculated directly from the molecular structure; the remaining 13 were
only available by physical measurement. Further details on the data set are given
in Chapter 3. The complete data set is given in Appendix A.
The data displays a high degree of multicollinearity because molecules of similar
structure tend to have the same values for many of the variables. For this reason,
shrinkage regression methods are applied in the thesis to build predictive models for
melting point. A key aspect of the data set is the limitations on the combinations
of values of the descriptors (variables) that occur. Studies on compounds using
descriptors present problems for the design of experiments because the values of the
4descriptors are deﬁned by the compounds available for experimentation and cannot
be selected independently of each other. These issues are addressed in the thesis
(Chapters 4 and 5).
1.3 Aims and Outline of the Thesis
The work in this thesis is concerned primarily with developing and applying statis-
tical methodology to the problem of predicting the melting point of small molecule
organic compounds, through both designing eﬀective experiments and analysing the
resulting data.
Inherent to building a descriptive model for this problem is the issue of variable
selection. This thesis aims to investigate the application of a family of coeﬃcient
shrinkage methods, collectively known as bridge regression, to identify a subset of
descriptors that exhibit the strongest relationship with the response.
A further, equally important, aim of the work is the selection of design points at
which responses should be observed to obtain eﬃcient (i.e. low variance) estimates
of the parameters in model (1.1) using bridge regression. We develop methods for
ﬁnding designs for two problems:
• the selection of an optimal design for a batch experiment,
• the construction of a point sequential (or adaptive) design to enhance an ex-
isting data set.
To obtain experimental data for the prediction of melting points of organic com-
pounds, these compounds must ﬁrst be synthesised, which is costly in terms of time
and materials. Many of the data collection methods themselves, for example X-ray
diﬀraction to obtain crystal structure properties, are also expensive and the pro-
cesses involved are time consuming. Thus we aim to provide an eﬀective criterion to
guide the selection of design points which would be a useful tool to improve the eﬃ-
ciency of the data collection process in terms of time, materials and costs. Typically
these kinds of experiments have many descriptors whose values can be computed
simply and cheaply. This results in experiments where the number of predictors p
is bigger than N, or around the value of N.
5The remainder of the thesis is structured as follows. In Chapter 2, bridge regres-
sion and the special cases of ridge regression and the lasso are reviewed, including
methods of estimating the model parameters and the variance of the resulting es-
timators. In Chapter 3, we investigate the application of variable selection and
regression methods to the Melting Point Data Set.
In Chapter 4, we obtain D-optimal experimental designs for the eﬃcient esti-
mation of model (1.1) using bridge regression in general, and in particular for ridge
regression and the lasso using a Bayesian approach. A normal approximation for the
posterior distribution for the lasso is derived in order to ﬁnd designs, and Bayesian
inference for general bridge regression is discussed. Also, D-optimal designs are
obtained for the chemistry experiment, and designs are obtained for a simulated
example. In Chapter 5, the sequential selection of design points is developed as a
means of improving an existing data set for the estimation of model (1.1) via bridge
regression, and a criterion for selecting and assessing design points is proposed. The
proposed criterion is applied to sequentially improve the D-optimal designs of Chap-
ter 4, and the results are critically assessed by comparison with random sampling.
Finally, in Chapter 6, some conclusions are drawn and the work is summarised,
together with suggestions for possible directions for further work.
6Chapter 2
Review of Bridge Regression and
its Applications
2.1 Bridge Regression
In this chapter, we review a family of coeﬃcient shrinkage methods called bridge
regression, ﬁrst introduced by Frank and Friedman (1993). We examine four avail-
able algorithms for estimation and also methods for selecting values for the tuning
parameter. A comparison of methods is made for the lasso using a simulation. Also,
the methods are compared in application to a data set on prostate cancer (Stamey
et al., 1989). Four methods of approximating the variance-covariance matrix of the
coeﬃcient estimators are also reviewed and compared on the same data set.
In situations where there is a large number of predictors (relative to the num-
ber of observations), bridge regression methods may provide an estimate of model
(1.1) which has lower prediction error than standard regression using ordinary least
squares (OLS), in situations where OLS can be applied. Prediction error can be
measured using mean squared error (MSE), deﬁned by
MSE(β) =
1
N
N  
i=1
(Yi − β0 − x
T
i β)
2, (2.1)
where xT
i is a p-vector of predictors for the ith observation, holding the ith row of
matrix X.
The reduction in MSE is achieved through a variance-bias trade-oﬀ: as the com-
7plexity of a regression model increases, for example, through including more terms in
the model, the variance increases and the bias simultaneously decreases. Including
more terms allows the model to adapt to more complicated relationships in the data
and reduces bias by reducing the diﬀerence between the average of the predicted and
true mean responses. However, a model with too many terms may overﬁt the data,
and have few degrees of freedom remaining to estimate the variance. Such overﬁt-
ting leads to a model which may not describe future data well. A model selection
criterion will try to choose the model complexity to trade oﬀ the size of variance of
predictions against bias in order to minimise the prediction error.
Bridge regression can also alleviate problems of multicollinearity, that is, a situa-
tion where there is large correlation between pairs of predictors leading to estimators
of the coeﬃcients of model (1.1) which have high variances. Bridge regression may
also produce parsimonious models (with small numbers of terms) that are conse-
quently easier to interpret scientiﬁcally.
For simplicity, throughout the thesis, we refer to a ﬁtted model for model (1.1)
that is ﬁtted using bridge regression as a ‘bridge regression model’.
In bridge regression, the coeﬃcient estimates, ˆ β, of the linear model (1.1) are
found by minimising the penalised residual sum of squares
ˆ β = argmin
β
 
(Y − 1Nβ0 − Xβ)
T(Y − 1Nβ0 − Xβ) + λ
p  
j=1
|βj|
γ
 
, (2.2)
where 0 < γ ≤ 2, and λ ≥ 0 is a tuning parameter called the complexity parameter.
Note that λ = 0 is the special case of OLS. The tuning parameter controls the degree
of shrinkage in the coeﬃcient estimates, with shrinkage increasing as λ increases.
Equation (2.2) can also be written as a constrained minimisation problem
ˆ β = argmin
β
N  
i=1
 
Yi − β0 −
p  
j=1
xijβj
 2
, (2.3)
subject to
p  
j=1
|βj|
γ ≤ t,
where t ≥ 0 is a tuning parameter to be chosen by model selection (see Section 2.3).
8Fu (1998) stated that the minimisation problems (2.2) and (2.3) are equivalent in
the sense that for a given λ ≥ 0, there is a value of t ≥ 0 that produces the same
parameter estimates. In this thesis both formulations of the problem are used.
Hastie et al. (2009, page 63), and other authors, have noted that, for data where a
full least squares solution exists, bridge regression coeﬃcient estimates gradually and
independently shrink towards zero as t → 0, away from the least squares solution,
at diﬀerent rates. Thus the set of possible predictors can be screened to detect those
that have an important eﬀect on the response. Consequently, the bridge regression
method can be viewed as a more continuous method of variable selection than, for
example, discrete subset selection.
The shrinkage parameter, 0 < γ ≤ 2, indicates diﬀerent types of coeﬃcient
shrinkage and below we describe two important special cases of wide application.
Alternatively, the value of γ may be selected according to the data via a model
selection criterion, see for example Fu (1998).
2.1.1 Ridge Regression
When γ = 2, bridge regression is identical to ridge regression, which was ﬁrst in-
troduced by Hoerl and Kennard (1970). Here, the parameters are estimated not by
OLS, but by equation (2.2) or (2.3) with γ = 2, where the second expression gives
ˆ β = argmin
β
N  
i=1
 
Yi − β0 −
p  
j=1
xijβj
 2
, (2.4)
subject to
p  
j=1
β
2
j ≤ t.
The ridge estimates are linear functions of the response, and there is a closed form
solution for the coeﬃcient estimates ˆ β. The ridge regression method does not shrink
any of the coeﬃcient estimates to zero. Instead ˆ βj → 0 as t → 0, see for example
Draper and Smith (1998, Chapter 17).
92.1.2 The Lasso
A further approach to coeﬃcient shrinkage is the least absolute shrinkage and selec-
tion operator (lasso), ﬁrst introduced by Tibshirani (1996), which is obtained from
equations (2.2) or (2.3) using γ = 1. Equation (2.2) gives
ˆ β = argmin
β
 
(Y − 1Nβ0 − Xβ)
T(Y − 1Nβ0 − Xβ) + λ
p  
j=1
|βj|
 
, (2.5)
where λ ≥ 0, and (2.3) gives
ˆ β = argmin
β
N  
i=1
 
Yi − β0 −
p  
j=1
xijβj
 2
, (2.6)
subject to
p  
j=1
|βj| ≤ t.
Unlike ridge regression, there is no closed form solution for estimating the model
parameters, with the lasso estimates being non-linear and non-diﬀerentiable func-
tions of the response. Diﬀerent methods for estimating the lasso parameters, as
well as the closed form solution for estimating the ridge regression parameters, are
discussed in Section 2.2. Additionally, equation (2.6) allows any number of the lasso
coeﬃcient estimates ˆ βj (j = 1,...,p) to be shrunk equal to 0, provided that the
value of parameter t is small enough.
Tibshirani (1996) proposed the lasso as an improvement to subset selection and
ridge regression and provided evidence by comparing the three methods on several
simulated data sets. Like subset selection, the lasso was shown to produce parsi-
monious models which were easy to interpret. The lasso shares with ridge regres-
sion (and all bridge regression methods) stability in the model selected when small
changes are made to the observations, since it is a continuous coeﬃcient shrinkage
process. This stability was demonstrated by Tibshirani (1996) through a simulation
study, where multiple data sets were generated from a known model. This study
also showed that subset selection resulted in very diﬀerent models being selected
for the diﬀerent simulated data sets. It was found that the lasso performed best on
data sets of a small to moderate number of moderate-sized eﬀects.
102.1.3 Other Related Literature
Frank and Friedman (1993) discussed several variable selection methods, including
ridge regression, in the context of the analysis of data sets from chemistry where
there is likely to be more predictors than observations, as well as a high degree
of collinearity between the predictors. They used a simulation study with data
generated from a chemistry model to compare ridge regression to four alternative
methods. The methods were two commonly used chemometric regression methods
(partial least squares and principal components regression), ordinary least squares,
and variable subset selection using all subsets regression.
A set of 36 Monte Carlo experiments were run as a full factorial design with four
factors. These factors were: the number of predictors, p = 5,40,100; the degree
of collinearity between the columns of X; the true values of the coeﬃcients; the
size of the error variance. For each of the 36 experiments, a set of 50 observations
was simulated and each of the 5 methods used to select a model. For each ﬁtted
model, MSE (see (2.1)) was calculated using 100 additional simulated observations.
Each experiment was performed 100 times and the MSE values for the 100 ﬁtted
models for each method were averaged. It was found that ridge regression had lower
MSE averaged over all the 36 experiments than each of the other four methods.
The authors also found that ridge regression performed best when average MSE was
examined for diﬀerent subsets of the experiments, e.g. for the 12 experiments in
which there were p = 5 predictors.
Several authors have adapted the lasso method to suit particular goals. Lu and
Zhang (2007) developed a new penalty for use with the lasso, called the adaptive-
lasso shrinkage penalty, in an eﬀort to ﬁt a proportional odds model by maximising
the likelihood subject to a shrinkage-type penalty. The new penalty was proposed
because, from equation (2.5), the lasso applies the same penalty to all the predictor
coeﬃcients, and therefore the coeﬃcient estimates for the predictors most signiﬁcant
in predicting the response may suﬀer from substantial bias. This method places
weights on each of the predictors in (2.5) with values depending on their importance.
For j = 1,...,p, the jth weight was chosen to be equal to the inverse of the absolute
value of the maximum likelihood estimate of βj. This results in smaller weights being
placed on the more important predictors so that the coeﬃcients of less important
predictors are more likely to be shrunk to zero.
11Hsu, Hung and Chang (2008) used the lasso to develop a subset selection strategy
for use with vector autoregressive processes. Meier, van der Geer and Buhlmann
(2008) presented the group lasso which allowed the selection of groups of variables
in linear regression models, and was developed to be applicable to logistic regression
models.
Fu (1998) investigated the entire family of bridge regression methods and demon-
strated how both λ and γ can be selected by generalised cross-validation. He also
compared the performance of bridge regression to that of ordinary least squares,
and the special cases of the lasso and ridge regression through a simulation study,
where data were generated using diﬀerent values of γ = 1,1.5,2,3,4 and ﬁxed λ = 1.
The study showed that bridge regression and the lasso perform similarly in terms
of MSE, and both perform well when the value of γ used to generate the data is
small (γ = 1,1.5). By contrast, ridge regression performed well for all the values of
γ considered, and had better performance than bridge regression and the lasso for
the larger values of γ (γ = 2,3,4).
2.2 Estimation
2.2.1 Centring the Data
For the remainder of this chapter and the analysis throughout the thesis, both Y
and X are centred, that is, Y
T1 = 0 and X
T1 = 0p. This allows an intercept to be
included implicitly in every model considered, and adjusts for any lack of balance
in the design. The estimate of β0 is then ˆ β0 =
 
i Yi/N, and is not shrunk towards
zero.
2.2.2 Ridge Regression
When γ = 2, (2.2) can be expressed in matrix form as
RSS(λ) = (Y − Xβ)
T(Y − Xβ) + λβ
Tβ. (2.7)
12Diﬀerentiating RSS(λ) with respect to β gives
∂RSS(λ)
∂β
= −2X
T(Y − Xβ) + 2λβ. (2.8)
Setting (2.8) equal to zero leads to the biased estimator for the ridge regression
ˆ β = (X
TX + λI)
−1X
TY , (2.9)
where I is the p × p identity matrix and λ can be chosen by a model selection
criterion. For ridge regression, ˆ βj → 0 as λ → ∞, see for example Draper and
Smith (1998, Chapter 17), and therefore it is not possible for any of the coeﬃcient
estimates to be exactly equal to zero.
2.2.3 The Lasso
There is no closed form solution for estimating β for the lasso (Section 2.1.2), and
several algorithms have been developed for solving the equations (2.2) or (2.3) when
γ = 1. These are now brieﬂy described and their strengths and weaknesses are
compared.
Tibshirani’s Algorithm
Tibshirani (1996) expressed the lasso problem (as stated in equation (2.6)) as a
least squares problem with 2p inequality constraints corresponding to each of the
possible diﬀerent combinations of the signs of the values of the βj. This approach
was motivated by the work of Lawson and Hansen (1974) who solved the linear least
squares problem subject to a general linear inequality constraint. Tibshirani (1996)
adapted the approach by introducing each of the 2p constraints sequentially so that
the lasso problem is computationally feasible to solve using this method when p is
large. The resulting algorithm works as follows.
Step 1: For a particular value of t ≥ 0, the algorithm begins by ﬁnding ˆ β
k
, with k =
1 denoting Step 1, as the solution to the unconstrained least squares minimisation
13problem of ﬁnding β to minimise
g(β) =
N  
i=1
 
Yi −
p  
j=1
βjxij
 2
. (2.10)
Step 2: g(β) is minimised subject to ϕT
ikβ ≤ t, where ϕik = sgn(ˆ β
k
), the signum
function, and
sgn(ˆ β
k
j) =

  
  
−1 if ˆ βk
j < 0
0 if ˆ βk
j = 0
+1 if ˆ βk
j > 0.
Step 3: If
 
j |ˆ βj| ≤ t, then the computation is complete; otherwise ϕik becomes
the kth row of the matrix G.
Step 4: The coeﬃcient estimates, ˆ β, that minimise g(β) subject to Gβ ≤ t1 are
found, where 1 is a unit vector which has length equal to the number of rows in G.
Step 5: If
 
j |ˆ βj| > t then ϕik = sgn(ˆ β
k
) is entered as the next row of G and
the algorithm continues from Step 3; otherwise the algorithm is ended. In this way
coeﬃcient estimates continue to be found until
 
j |ˆ βj| ≤ t.
Shooting Algorithm
Fu (1998) proposed the shooting algorithm to compute the lasso estimator of β for
a given value of 0 ≤ λ < +∞. His method was derived from the Newton-Raphson
algorithm using the result that the limit of the bridge estimator (2.2) is the lasso
estimator as γ tends to 1 from above.
At each step k = 2,3,... of the algorithm, there is a simple closed form for the
current coeﬃcient estimates ˆ β
k
= (ˆ βk
1, ˆ βk
2,..., ˆ βk
p)T of β. Each entry ˆ βk
j is updated
using the entries ˆ β
k−1
l (l = 1,...,p;l  = j) of ˆ β
k−1
which are the coeﬃcient estimates
other than ˆ β
k−1
j that were estimated at step k −1. The algorithm works as follows.
Step 1: For a particular λ, the algorithm ﬁnds ˆ β
k
(with k = 1), as the solution to
the unconstrained least squares minimisation problem (see (2.10)).
Step 2: To update ˆ β
k
to ˆ β
k+1
, we update each coeﬃcient ˆ βk
j to ˆ β
k+1
j as follows.
Calculate, for j = 1,...,p,
Sj(ˆ β
k
j, ˆ β
k
−j,X,Y ) = 2c
T
j cj ˆ β
k
j +
 
l =j
2c
T
j clˆ β
k
l − 2c
T
j Y .
14Set ˆ βk
j = 0, so that
S0(0, ˆ β
k
−j,X,Y ) =
 
l =j
2c
T
j clˆ β
k
l − 2c
T
j Y ,
where β
k
−j is a (p − 1)-vector with entries ˆ βk
l (1 ≤ l  = j ≤ p) and cj is an N-vector
holding the jth column of X. Here, Sj is the partial derivative of the residual sum
of squares with respect to βj.
Step 3: Calculate the jth entry in ˆ β
k+1
as
ˆ β
k+1
j =

  
  
λ−S0
2cT
j cj if S0 > λ
−λ−S0
2cT
j cj if S0 < −λ
0 if |S0| ≤ λ.
(2.11)
Enter the values into the vector of updated estimates ˆ β
k+1
.
Step 4: If ˆ β
k+1
 = ˆ β
k
the algorithm continues from Step 2; otherwise the algorithm
is ended.
We now give a brief explanation of this algorithm. The partial derivative of the
lasso problem (2.5), when written in matrix form, with respect to βj is
∂RSS(λ)
∂βj
= Sj + λsgn(βj)
=
 
Sj + λ if βj > 0
Sj − λ if βj < 0
=
 
2cT
j cjβj + S0 + λ if βj > 0
2cT
j cjβj + S0 − λ if βj < 0.
(2.12)
Setting (2.12) equal to zero leads to the coeﬃcient estimates
ˆ βj =



−λ−S0
2cT
j cj if βj > 0
λ−S0
2cT
j cj if βj < 0.
In reality, βj is unknown and cannot be used to determine the value that ˆ βj
should take. To determine the value of ˆ βj, S0 is compared to λ. This works as
15follows. When βj < 0
S0 = λ − 2c
T
j cjβj.
In this equation cT
j cj > 0. Therefore since βj < 0, the term 2cT
j cjβj is negative and
S0 > λ. Alternatively, when βj > 0
−S0 = λ + 2c
T
j cjβj.
Again, cT
j cj > 0, therefore since βj > 0, the term 2cT
j cjβj is positive and −S0 > λ,
or equivalently S0 < −λ. It is this reasoning that leads to deﬁning the coeﬃcient
estimates as in (2.11).
When |S0| ≤ λ, the derivative is within λ of being equal to zero; as the second
derivative of RSS(λ) is positive, a solution for (2.5) is found. In this situation ˆ βj is
set equal to zero.
LARS Algorithm with Lasso Modiﬁcation
Efron, Hastie, Johnstone and Tibshirani (2004) presented a simple modiﬁcation to
their least angle regression (LARS) algorithm to solve the lasso problem. We begin
by describing the LARS algorithm which performs variable selection in a similar
way to forward selection.
At the ﬁrst step, with all coeﬃcients equal to zero, the LARS algorithm ﬁnds the
predictor most correlated with the response. The predictor enters the model and
its coeﬃcient is increased in the direction of the sign of its correlation with Y . The
residuals, ri = Yi−xT
i ˆ β (i = 1,...,N), are calculated as the coeﬃcient is increased.
This continues until a new predictor is shown to exhibit at least as much correlation
with the residuals as the predictor already included in the model; this predictor
then enters the model. The coeﬃcients of the two predictors are then increased in
their joint least squares direction until a third predictor exhibits at least as much
correlation with the residuals as the ﬁrst two; the third predictor then enters the
model. The process continues until all of the predictors have entered the model.
Following Yuan, Joseph and Lin (2007), the LARS algorithm may be described
as follows.
Step 1: The initial estimates held in ˆ β
k
(where k = 1) have all the coeﬃcients set to
0, i.e. corresponding to a null model. Then the current vector of residuals is equal
16to the response, that is rk = Y .
Step 2: The predictor xj that has the highest correlation with rk is identiﬁed and
its index is included in the set Bk = {j}, where Bk keeps track of which predictors
are included in the model at stage k (k = 1,2,...).
Step 3: The current direction, ψ, of the variable most correlated with the response
is computed as
ψBk = (X
T
BkXBk)
−1X
T
Bkr
k−1.
This value is the estimate of the coeﬃcients of the predictors in the set Bk when the
response is the current residual vector; XBk contains the columns in X correspond-
ing to Bk.
Step 4: If Bk  = {1,...,p}, i.e. Bk does not already include all the predictors, then
a = mini/ ∈Bk ai ≡ ai∗, where, for every i / ∈ Bk, ai is calculated by solving
x
T
i (r
k−1 − aiXψ) = ±X
T
Bk(r
k−1 − aiXψ),
for ai, where ai ∈ [0,1]. Additionally, Bk+1 = Bk ∪ {i∗}.
Step 5: After updating β
k = β
k−1+aψ, k = k+1 and rk = Y −Xβ
k, the algorithm
continues from Step 2, and is repeated until a = 1.
The lasso modiﬁcation to the LARS algorithm allows any predictor xj
that is in the current active set Bk at stage k to be removed from the calculation
if the sign of the coeﬃcient of the predictor is not equal to the sign of the current
correlation   corrj = cT
j (Y − Xβ
k).
Na¨ ıve Iterative Scheme
The problem of ﬁnding ˆ β in (2.5), the ‘lasso problem’, can be solved, for a particular
value of λ, by an iterative process using the formula
 
X
TX +
λ
2
diag(|βj|
−1)
 
β = X
TY , (2.13)
17which was deﬁned by Fu (1998) for general bridge regression. Equation (2.13) can
be rearranged to give
ˆ β =
 
X
TX +
λ
2
diag(|βj|
−1)
 −1
X
TY . (2.14)
The algorithm works as follows.
Step 1: Arbitrary values are chosen for the initial estimates held in ˆ β
k
(where k = 1).
Step 2: The entries of ˆ β
k
are used as the βj in the right hand side of (2.14) to obtain
ˆ β
k+1
.
Step 3: If ˆ β
k+1
 = ˆ β
k
the algorithm continues from Step 2; otherwise the algorithm
is ended.
Discussion of Lasso Algorithms
One of the advantages of using Tibshirani’s algorithm is that it ﬁnds the solution to
the lasso problem (2.6) in terms of the tuning parameter t. This can be standardised
to s = t/
 
j |ˆ βj|, which is in the range [0,1]; it is easy to interpret and make
comparisons of values of s. The algorithm also converges to a solution, for each
value of the tuning parameter, in a maximum of 2p steps. However, as p increases
the algorithm becomes ineﬃcient and computationally expensive. Tibshirani (1996)
noted that in practical examples the algorithm has been found to converge in the
range of 0.5p to 0.75p iterations. The algorithm is not usable when N < (p+1) since
it begins with the solution to the full OLS problem, which cannot be solved when
N < (p+1). The algorithm would be of little use in solving descriptive and predictive
problems in chemistry for instance, where predictors often outnumber observations.
Osborne, Presnell and Turlach (2000) argued that the algorithm is ineﬃcient when p
is smaller than N, but still large, when the value of the complexity parameter is such
that it causes a medium to large amount of shrinkage, since in this situation most
of the lasso estimates will be equal to zero. They added that this ineﬃciency tends
to be increased when, for example, selecting the value of the complexity parameter
by cross-validation or estimating the standard errors using bootstrapping.
The shooting algorithm also cannot be used when N < (p+1) since it too begins
with the solution to the full OLS problem. Also, it does not have a standardised
range of complexity parameters from which to choose the optimum lasso model.
18The algorithm beneﬁts from having a simple closed form at each step, leading to a
simple update of ˆ β at each iteration which makes the algorithm eﬃcient in terms
of computation time. Fu (1998) stated that its convergence rate is in the order of
plog(p), although this result has not been proved theoretically. He added that in
situations where the model matrix is orthogonal, the algorithm is typically able to
converge in p steps.
Efron et al. (2004) discussed the advantages of the LARS algorithm in terms
of computational eﬃciency. The algorithm is able to calculate every possible lasso
estimate for the same order of magnitude of computational cost required to solve
the ordinary least squares problem for the full set of p predictors. When p < N,
this cost is typically in the order of p3 +Np2 computations. The lasso modiﬁcation
to the LARS algorithm requires of the order of p2 more operations to take into
account the added steps due to the occasional removal of predictors during the lasso
iterations. Unlike the previous two algorithms, this procedure is feasible in the case
when N < (p + 1), since the algorithm begins with the null model and terminates
at the saturated least squares ﬁt when N − 1 predictors have entered the model. It
is possible for more than N −1 separate predictors to have entered the model, since
predictors can also be removed from the model. Efron et al. (2004) noted that the
model sequence can be unstable ‘towards the saturated end’ with respect to small
changes in Y , which is a disadvantage of the method.
In the na¨ ıve iterative scheme, the equation used to obtain ˆ β contains the term
diag(|βj|−1), see equation (2.14). When solving the lasso problem for a particular
value of λ, it is possible for any of the ˆ βj to be set to zero. This fact appears to
make the na¨ ıve iterative scheme infeasible, since for any βj = 0 it is not possible to
calculate |βj|−1. Here, a generalised inverse of diag(|βj|) would need to be applied.
The algorithm chosen to solve the lasso problem throughout the work in this the-
sis is the LARS algorithm with the lasso modiﬁcation. This is because this algorithm
can be used in situations where there are more predictors than observations, which
is a common occurrence when building models for the prediction of properties of
organic compounds. The Melting Point Data Set, which motivates the work in this
thesis, has fewer variables than observations, with 21 variables and 60 observations.
However if all the 210 pairwise or two-factor interactions between the variables were
also to be considered as possible predictors, then there would be many more predic-
19tors than observations. A further advantage of using the LARS algorithm with lasso
modiﬁcation is that there is a freely available implementation of the algorithm for
the statistical package R (R Development Core Team, 2010). The package calculates
a lasso solution for each value of a user-speciﬁed sequence of complexity parameter
values.
2.3 Choice of Tuning Parameters
To ﬁt a bridge regression model with a given value of γ requires the selection of
an optimum value for a tuning parameter, which we label α in general, which gives
the best performance for prediction. This value identiﬁes an optimal model. Four
methods for choosing the tuning parameter are discussed below: cross-validation,
generalised cross-validation, AIC and BIC.
The last three methods make use of the concept of ‘eﬀective degrees of freedom’,
d(α), for a ﬁtted model with tuning parameter α. For OLS and N ≥ (p + 1), the
number of degrees of freedom for ﬁtting model (1.1) is simply the number of parame-
ters (p+1), an integer. The idea of eﬀective degrees of freedom is a generalisation of
degrees of freedom which is used for models ﬁtted using shrinkage methods. When ˆ β
is a linear function of Y , then d(α) = trace(H), where H is known as the ‘hat ma-
trix’ and is deﬁned through ˆ Y = HY . In the special case of OLS with N ≥ (p+1),
we have H = X(X
TX)−1X
T and trace(H) = p.
For each method, a simulation study is used to investigate how well the ﬁt-
ted model approximates a ‘true’, or known, model from which a sample of data
is generated. The study for cross-validation is presented in Section 2.3.1; the three
other methods are outlined in Sections 2.3.2 and 2.3.3, with a simulation using these
methods in Section 2.3.5.
The known model used in the simulation was obtained from the data from the
Melting Point Data Set, with 21 descriptors standardised to the range [−1,+1]. The
simulation model is a ﬁrst order model of the form
Y = 1Nβ0 + Xβ + ε, (2.15)
20where β0 = −2.74, and
β
T = (0,32.80,0,0,0,28.59,49.86,−190.73,166.75,0,0,0,2.85,0,0,0,0,0,0,0,0),
(2.16)
with random error vector, ε, having entries generated as 32 independent random
draws from a N(0,1) distribution. Here, β0 and β are indicative of the values
obtained by ﬁtting (1.1) to the Melting Point Data Set using the lasso.
A response was simulated from (2.15) for 32 of the compounds, that is, combina-
tions of the 21 descriptor values, selected at random from the full set of compounds.
These simulated data are used to illustrate each of the methods. The computations
in the simulation study were performed using functions within the lars package
(Hastie and Efron, 2007) in R.
2.3.1 Cross-Validation
The method of K-fold cross-validation has been used to select the value of the tuning
parameter for the lasso (see for example, Hastie et al., 2009, page 61). During K-fold
cross-validation, the data set is randomly divided into K ‘folds’, or non-overlapping
subsets, of data, each containing an equal number of data points (or as close as
possible to an equal number). For each fold k (k = 1,...,K) and a particular value
of the tuning parameter,
• the kth fold is removed from the data set, and a model is ﬁtted using the data
from the (K − 1) remaining folds,
• the ﬁtted model is used to calculate the MSE for the kth fold of data (MSEk)
as in formula (2.1).
The overall MSE, using K-folds, is then calculated as the weighted sum
MSEK(α) =
1
N
K  
k=1
|Fk|MSEk, (2.17)
where |Fk| denotes the size of the kth fold of data (k = 1,...,K). The value of the
tuning parameter is chosen by
(i) identifying the value of α that has the smallest value of (2.17), called α∗,
21(ii) selecting the ﬁnal choice of α so that the corresponding model is the most parsi-
monious model such that MSEK(α) is within one standard error of MSEK(α∗).
Here, the standard error of (2.17) is calculated as a weighted standard error over
the K-folds.
An optimal model was ﬁtted by the lasso to the data set of 32 compounds
using K-fold cross-validation to choose α = t, with K = 10; this value of K was
chosen because at this value the cross-validation estimator of the prediction error
(MSEK(α)) has lower variance than, for instance, leave-one-out cross-validation,
see Hastie et al. (2009, page 242-243) for the choice of K. The cross-validation
procedure was repeated 100 times, in other words for 100 random allocations of
data points to folds. For each repeat, the value of t selected by (i) and (ii) was
recorded, together with the value of the standardised complexity parameter
s = t/
p  
j=1
| ˆ βj|. (2.18)
Since
 p
j=1 |ˆ βj| ≤ t (see equation (2.6)), it follows that 0 ≤ s ≤ 1 and hence s has
a simpler interpretation than t (Hastie et al., 2009, page 69).
The distribution of s for the 100 repetitions, shown in Figure 2.1(a), has a mean
of 0.80, a median of 0.87 and a variance of 0.05. This standard deviation of 0.224 is
a cause for concern, because it is large relative to the size of s. Also, Figure 2.1(a)
shows that, although in the majority of cases the selected value of s is within the
range of 0.8 to 1.0, approximately 10% of the repetitions select a value of s between
0.0 and 0.2 which would give an entirely diﬀerent model. This can be due only to
the diﬀerent allocations of data points to folds.
The lasso ﬁtted model generated using the mean value of s calculated over the
100 repetitions was able to identify the 6 important variables in the true model and
these had coeﬃcients of the same order of magnitude as they had in the true model.
In addition, the lasso model included an additional 12 predictors which made it
much more complicated to interpret.
In order to assess how the choice of K aﬀects the distribution of s, the analysis
was also carried out using ﬁve-fold cross-validation, see Figure 2.1(b). The mean
of this distribution of s is now 0.40, the median is 0.25 and the variance is 0.09.
The ﬁtted lasso model was obtained using the mean value of s calculated over the
22repetitions. It again identiﬁed all of the important coeﬃcients in the model (see
(2.16)), and their estimates had the same order of magnitude as in the true model
with two exceptions: the large negative term (-190.73) which was estimated to be
zero; the largest positive term (166.75) which was an order of magnitude smaller
than its true value. In addition, the ﬁtted model was again more complicated and
included 13 further variables. These variables were the same as those selected when
choosing s by ten-fold cross-validation, apart from one variable.
Figure 2.1: Distribution of s from 100 repetitions of cross-validation: (a) 10-fold;
(b) 5-fold
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For comparison, an analysis using K = N, that is leave-one-out cross-validation,
was performed. The value of s selected was 0.97. This value is obviously much
larger than the mean values of the complexity parameter obtained through either
ten- or ﬁve-fold cross-validation, and results in a much more complicated model with
a non-zero coeﬃcient estimate for every term.
The high variability in the chosen standardised complexity parameters in the
above study obtained for K = 5 and 10 could occur for a number of reasons. As the
data set studied is relatively small and is split into ten or ﬁve folds, removing a fold
of data in cross-validation reduces the data used for model ﬁtting to only about 29
or 26 observations respectively. This reduces the accuracy of the ﬁtted models and
23hence may lead to more variability in the chosen s.
In general, if there are outliers or inﬂuential points present in the data set,
allocating these points to the (K − 1) folds used for model ﬁtting during cross-
validation would potentially cause a poorly ﬁtting model. As a consequence, the data
points in the kth fold used for prediction would have large residuals and the resulting
value of MSEk would be high. Since the data are divided into folds randomly, the
outliers or inﬂuential points will not necessarily be located in the same folds every
time cross-validation is carried out. This would result in a diﬀerent value of MSEk
and ultimately a diﬀerent value of the complexity parameter being chosen each time
cross-validation is performed. This would also explain the observed increase in the
variability in the value of the complexity parameter chosen as the number of folds,
K, decreases, as the eﬀect of any outliers or inﬂuential points would be magniﬁed
in a smaller subset of data.
For these reasons it is important to investigate alternative means of choosing the
complexity parameter.
2.3.2 Generalised Cross-Validation
Fu (1998) used generalised cross-validation (GCV), deﬁned by Craven and Wahba
(1979), to select the parameter α for the lasso. This method could, more generally,
be used to select γ, in addition to α, for other regression methods in the bridge
family.
The value of GCV for each model in a set indexed by the value of a tuning
parameter α can be deﬁned as
GCV(α) =
RSS
N(1 − d(α)/N)2, (2.19)
where d(α) is the eﬀective degrees of freedom, d(α) < N, and
RSS =
N  
i=1
(Yi − x
T
i ˆ β)
2. (2.20)
A model is chosen out of a set of competing models that has the minimum value of
GCV of all models in the set.
242.3.3 Akaike Information Criterion and the Bayesian
Information Criterion
We now deﬁne two model selection criteria, both of which penalise the selection of
larger models. Akaike (1974) deﬁned Akaike’s Information Criterion (AIC) for
a model with tuning parameter α as
AIC(α) = −2l(ˆ θ) + 2d(α), (2.21)
where ˆ θ is the maximum likelihood estimate of θ which holds the unknown model
parameters, l(ˆ θ) is the log-likelihood and d(α) is the number of estimable parame-
ters, or degrees of freedom of the ﬁtted model. Burnham and Anderson (2002, page
60-64) described the development of the AIC criterion.
The AIC criterion was motivated by the Kullback-Leibler information which
measures the discrepancy between the true model and a candidate model, and can
be described as the information lost when a candidate model is used to approximate
the true model. For a given model, there is a unique value of θ that minimises
the Kullback-Leibler information. In data analysis, θ is unknown and must be es-
timated, with associated uncertainty, and the Kullback-Leibler information cannot
then be calculated. Instead, an estimate of the expected value of the Kullback-
Leibler information is minimised in order to ﬁnd the best model from a set of can-
didate models. AIC(α) deﬁned in (2.21) is an approximately unbiased estimator
for the expected value of the Kullback-Leibler information, where the degrees of
freedom penalty, 2d(α), is a bias-correction term.
We ﬁrst consider the situation where the error variance σ2 is unknown and must
be estimated. For the linear model (1.1), the log-likelihood is deﬁned as
l(ˆ θ) = −
N
2
log(2πˆ σ
2) −
1
2ˆ σ2
N  
i=1
(Yi − x
T
i ˆ β)
2. (2.22)
where
ˆ σ
2 =
1
N
N  
i=1
(Yi − x
T
i ˆ β)
2 =
RSS
N
, (2.23)
is an estimate of σ2 if the error variable of each model considered is assumed to be
normally distributed with constant variance, and RSS is deﬁned in equation (2.20).
25The log-likelihood (2.22) can now be expressed in terms of ˆ σ2 as
l(ˆ θ) = −
N
2
log(2πˆ σ
2) −
N
2
. (2.24)
On substitution of (2.24) into (2.21) we obtain
AIC(α) = N log(2πˆ σ
2) + N + 2d(α)
= N log(ˆ σ
2) + 2d(α) + N log(2π).
The term N log(2π) does not depend on the model. Therefore the AIC can be
expressed as
AIC(α) = N log
 
RSS
N
 
+ 2d(α). (2.25)
For situations where a model-independent unbiased estimator for the error vari-
ance, σ2, is available, Hastie et al. (2009, page 231) deﬁned the AIC criterion, for a
given set of models indexed by the parameter α, by
AIC(α) =
RSS
N
+ 2
d(α)
N
ˆ σ
2
ε, (2.26)
where d(α) is the eﬀective degrees of freedom. Here ˆ σ2
ε denotes an unbiased estimator
of the error variance which is independent of the value of α. This might be pure
error obtained from replicated design points. Alternatively, ˆ σ2
ε may be obtained by
ﬁtting a model with low bias, for example, the full ordinary least squares model.
Therefore in situations where N < (p+1), it may be more appropriate to use (2.25)
for model selection. When using either deﬁnition of AIC, a model is chosen, out of
the set of models, that has the lowest value of AIC.
Zou, Hastie and Tibshirani (2007) applied the Bayesian Information Crite-
rion (BIC) to select the optimum value of the complexity parameter for the lasso.
For each value of α the value of BIC is
BIC(α) =
RSS
N
+
log(N)
N
d(α)ˆ σ
2
ε, (2.27)
and α is chosen to achieve the minimum value of BIC.
The BIC is similar to AIC (see (2.26)), with the factor log(N) replacing the
factor 2 in the penalty term. Hastie et al. (2009, page 233) stated that the BIC
26modiﬁcation to the penalty term results in the BIC penalising complex models more
heavily than AIC, leading to simpler models being selected.
2.3.4 Eﬀective Degrees of Freedom for the Lasso
We begin by brieﬂy discussing eﬀective degrees of freedom for ridge regression, and
then concentrate on the lasso. In line with equations (2.5) and (2.6), we now have
either α = λ or α = t (or equivalently s).
For ridge regression, where ˆ β is a linear function of the response, the eﬀective
degrees of freedom has a closed form expression, given by
d(λ) = trace(X(X
TX + λI)
−1X
T), (2.28)
see Hastie et al. (2009, page 68). This is the trace of the hat matrix for ridge
regression.
For the lasso, since the coeﬃcient estimators for (1.1) are non-linear and non-
diﬀerentiable functions of the response, there is no closed form for the eﬀective
degrees of freedom. Therefore several approximations or estimates to the eﬀective
degrees of freedom have been developed.
The simplest estimate is given by Zou et al. (2007), who deﬁned an unbiased
estimator as
ˆ d(α) = |T|, (2.29)
where T =
 
j; ˆ βj  = 0
 
, i.e. ˆ d(α) is equal to the number of non-zero coeﬃcients
in ˆ β(λ), see (2.5). The authors used this estimate in both AIC and BIC, and also
applied (2.28) in ﬁtting a ridge regression model.
Several other methods for estimating the eﬀective degrees of freedom for the
lasso are discussed below.
Ridge Approximation to the Lasso
The ridge approximation to estimate the eﬀective degrees of freedom for the lasso
model was deﬁned by Fu (1998) who applied it to GCV. For each value of λ, a
lasso estimate ˆ β(λ) is obtained. From this, an estimate of the eﬀective number of
27parameters for this lasso model can be calculated using the ridge approximation
ˆ dR(λ) = trace(X(X
TX + λW
−)
−1X
T) − n0, (2.30)
where W
− is a generalised inverse of W = diag(2|ˆ βj(α)|), and n0 is the number
of ˆ βj(λ) such that ˆ βj(λ) = 0, which compensates for the fact that ridge regression
shrinks none of the parameter estimates to zero.
Approximation via Sum of Covariances
Efron et al. (2004) proposed approximating d(α) in the LARS approach (Section
2.2.3), which includes the lasso as a special case, by using an approach developed
for the case of a linear ﬁtting method (i.e. linear estimators). This is described by
Hastie et al. (2009, page 231). We assume for the purposes of model ﬁtting ((2.26)
for AIC, (2.27) for BIC), that the error variance σ2 is known. Then
N  
i=1
Cov(ˆ Yi,Yi) = σ
2trace(H),
and the eﬀective degrees of freedom is
d(λ) =
1
σ2
N  
i=1
Cov(ˆ Yi,Yi). (2.31)
Note that if this estimate for the eﬀective degrees of freedom is used with GCV,
then it must be divided through by ˆ σ2
ε, which is taken to be the full OLS estimate
of the variance.
Efron et al. (2004) suggested using bootstrapping to estimate (2.31), using the
full OLS model to generate a bootstrap sample of observations. To avoid the use of
the full ordinary least squares model, which cannot be ﬁtted when N < (p + 1), we
suggest the following algorithm for generating the bootstrap data and calculating
the sum of the covariances for each value of the tuning parameter λ in the set being
considered.
1. Fit a lasso model to the data, for a given λ, and obtain
estimated coefficients ˆ β and residuals ˆ r
282. Randomly resample the residuals with replacement to obtain r∗
i,
where i = 1,...,N
3. Set the value of the ith resampled observation to Y ∗
i = xT
i ˆ β + r∗
i
(i = 1,...,N)
4. Fit the lasso, with λ fixed, to the resampled data
(x1,Y ∗
1 ),...,(xN,Y ∗
N)
5. Obtain the estimated coefficients ˆ β
∗
and calculate the fitted
values ˆ µ∗
i = xT
i ˆ β
∗
6. Repeat steps 2-5 B times
7. For each i calculate the covariance
Cov(Y
∗
i , ˆ µ
∗
i) =
1
B − 1
B  
h=1
(Y
∗
ih − ¯ Y
∗
i )(ˆ µ
∗
ih − ¯ µ
∗
i),
where
¯ Y
∗
i =
1
B
B  
h=1
Y
∗
ih,
and
¯ µ
∗
i =
1
B
B  
h=1
ˆ µ
∗
ih.
8. Calculate ˆ d(λ)σ2 =
 N
i=1 Cov(Y ∗
i , ˆ µ∗
i).
To give some insight into this approximation, we now investigate how the corre-
lation between Y and ˆ Y is related to the model complexity. Figure 2.2 shows the
sum of the correlations, rather than covariances, plotted against the standardised
complexity parameter, s, for a lasso model including linear and two-way product
terms (so that N < (p + 1)). Here, bootstrap samples are generated according to
steps 1-6 of the algorithm deﬁned above. Instead of calculating the covariances be-
tween the bootstrap re-sampled response and the ﬁtted values obtained from the
model ﬁtted to the bootstrap data, the correlation between these two quantities is
29calculated. For every i = 1,...,N the correlation is calculated by the formula
Corr(Y
∗
i , ˆ µ
∗
i) =
 B
h=1(Y ∗
ih − ¯ Y ∗
i )(ˆ µ∗
ih − ¯ µ∗
i)
(B − 1)sY ∗
i sˆ  ∗
i
,
where
sY ∗
i =
        1
B − 1
B  
h=1
(Y ∗
ih − ¯ Y ∗
i )2,
and
sˆ  ∗
i =
        1
B − 1
B  
h=1
(ˆ µ∗
ih − ¯ µ∗
i)2. (2.32)
The correlations of each observation are then summed over i for each of the 100
values of 0 ≤ s ≤ 1. Figure 2.2 shows that the sum of the correlations increases
as the complexity parameter increases, as the ﬁt of the model to the training data
improves.
Figure 2.2: Sum of correlations between Y and ˆ Y vs. s for lasso model with product
terms
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30Modiﬁed Degrees of Freedom
More generally, Fu (2005) proposed an estimate for the eﬀective degrees of freedom
to take account of the nonlinearity of bridge regression coeﬃcient estimators when
γ  = 2, and applied it in GCV (equation (2.19)) for model selection. It is deﬁned for
the lasso as
ˆ dM(α) = p
 p
j=1 |ˆ βj(α)|
 p
j=1 |ˆ β0
j|
, (2.33)
where ˆ β
0
is the full ordinary least squares estimator obtained from OLS for model
(1.1). This will be called the modiﬁed df.
2.3.5 Comparison of Tuning Parameter Selection Methods
for the Lasso
We now compare the values selected for the tuning parameter in the lasso by
• three model selection criteria: GCV (2.19), AIC (2.26) and BIC (2.27), each
implemented with
• four methods of estimating the eﬀective degrees of freedom: simple and ridge
approximations, sum of the covariances and the modiﬁed df.
The comparison is made by analysing the simulated data set of N = 32 observations
generated as described in Section 2.3, with p = 21.
Figure 2.3 shows the value of the objective function for each model selection cri-
terion plotted against the tuning parameter for each estimate of eﬀective degrees of
freedom. Table 2.1 gives the value of the tuning parameter chosen by each method.
For the ridge approximation method, the tuning parameter is the complexity pa-
rameter λ; s is used in the other methods.
The use of two diﬀerent tuning parameters, s and λ, in this study can make it
diﬃcult to compare the value of the complexity parameter chosen using the ridge
approximation and the other methods of estimating the eﬀective degrees of freedom.
However, for this data set, models with coeﬃcients that exhibit very little shrinkage
were found to be optimum under each method, which corresponds to λ ≈ 0 or s ≈ 1.
The twelve methods are broadly consistent in the choice of optimum model. The
31Figure 2.3: Tuning parameter, s or λ, vs. GCV, AIC and BIC calculated using
diﬀerent estimated degrees of freedom: (a) ridge approximation; (b) simple approx-
imation; (c) sum of the covariances; (d) modiﬁed df. In plots (a), (b) and (d) the
plots for AIC and BIC almost coincide
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corresponding models all included the important variables with a coeﬃcient of the
same order of magnitude as the true model.
The smallest value of s was obtained using BIC with the modiﬁed df estimate
of the eﬀective degrees of freedom, resulting in a model that exhibits the most
shrinkage and is slightly more parsimonious (having the same number of terms but
32Table 2.1: Value of tuning parameter, s or λ, chosen by three model selection criteria
using four estimates of eﬀective degrees of freedom
Criterion ˆ d(α) Value of tuning parameter
GCV Ridge approximation λ = 0.0
Simple approximation s = 0.96
Sum of the covariances s = 0.98
Modiﬁed df s = 0.96
AIC Ridge approximation λ = 0.01
Simple approximation s = 0.96
Sum of the covariances s = 1.0
Modiﬁed df s = 0.96
BIC Ridge approximation λ = 0.02
Simple approximation s = 0.96
Sum of the covariances s = 1.0
Modiﬁed df s = 0.94
with smaller coeﬃcient estimates) than the models found using either AIC or GCV.
We next compare the results with those from cross-validation in Section 2.3.1 for
the same data set. All values of s are slightly higher than the mean value of s found
by multiple repetitions of the ten-fold cross-validation procedure, which indicates
less coeﬃcient shrinkage and therefore a more complicated model. However, the s
values lie within the modal group of s values chosen by ten-fold cross-validation and
shown in Figure 2.1(a).
All three values of s are very similar to the value, s = 0.97, chosen by N-fold
cross-validation. This latter result is expected for GCV in particular, as this method
is an approximation to leave-one-out cross-validation (see, for example Hastie et al.,
2009, page 244).
When performing model selection using an estimate of the eﬀective degrees of
freedom obtained from the ridge approximation, simple approximation or modiﬁed
df, there is no variability in the value of the complexity parameter selected for a
particular data set. This is an advantage over cross-validation, which was shown to
exhibit high variability in the value of the complexity parameter selected for these
data (Section 2.3.1). My experience of applying, to this example, the sum of the
covariances estimate (2.31), using the bootstrapping algorithm, for diﬀerent values
of B, indicated that there was little variation in the model chosen for B > 200.
33In this study we have compared twelve ways of selecting a model for the lasso
using a simulated data set for a known model with N > (p + 1). Methods for data
sets in which N < (p + 1) will be discussed in Chapter 3.
2.4 Estimation of the Variance-Covariance
Matrix for Bridge Estimators
In this section, we outline diﬀerent methods that have been developed for estimating
the variance-covariance matrix of the coeﬃcient estimators in bridge regression with
emphasis on the lasso. These methods will be compared in the next section.
2.4.1 Inference for Ridge Regression
The ridge estimator of β is the only shrinkage estimator in the bridge family to be a
linear function of the response. The closed form solution for the variance-covariance
matrix of the ridge regression estimator is obtained as
Var(ˆ β) = Var
 
(X
TX + λI)
−1X
TY
 
= (X
TX + λI)
−1X
TVar(Y )X(X
TX + λI)
−1ˆ σ
2
= (X
TX + λI)
−1X
TX(X
TX + λI)
−1ˆ σ
2, (2.34)
where ˆ σ2 is an estimator of the error variance.
Fu (1998) considered the variance of the bridge estimator when γ > 1, which
includes ridge regression (γ = 2). The variance was derived using the delta method
(see Davison and Hinkley, 1997, Chapter 2). The variance has the form
Var(ˆ β) =
 
X
TX + D(ˆ β)
 −1
X
TVar(Y )X
 
X
TX + D(ˆ β)
 −1
, (2.35)
where D(ˆ β) = diag(λγ(γ − 1)|ˆ βj|γ−2/2). The variance, Var(Y ), is replaced by
a variance estimator ˆ σ2. For the special case γ = 2, the function D(ˆ β) = λI and
(2.35) is equivalent to (2.34). Attention was also drawn to a second special case, that
of ordinary least squares regression when λ = 0. Then the function D(ˆ β) is a zero
matrix, so that Var(ˆ β) = (X
TX)−1X
TVar(Y )X(X
TX)−1, the usual deﬁnition of
the variance of the OLS estimator, see for example Hastie et al. (2009, page 46-47).
342.4.2 Methods for the Lasso
Two methods have been proposed in the literature for obtaining approximate stan-
dard errors for the lasso estimator; analytic approximation and bootstrapping.
2.4.3 Analytic Approximation
Since the lasso estimator of β is a non-linear and non-diﬀerentiable function of the
response, it is diﬃcult to obtain a satisfactory estimate of the standard errors of the
coeﬃcient estimators. Fu (1998) stated that the form of the variance in (2.35) is
not applicable to the lasso, γ = 1, since the lasso sets some ˆ βj = 0 and the delta
method used to derive this variance does not apply in such cases. Tibshirani (1996)
proposed a formula for the variance-covariance matrix of estimates of the form
Var(ˆ β) = (X
TX + λW
−)
−1X
TX(X
TX + λW
−)
−1ˆ σ
2, (2.36)
where W
− is a diagonal matrix with entries
W
−
jj =
 
1
|ˆ βj| if ˆ βj  = 0
1
10−11 if ˆ βj = 0,
(2.37)
and λ is chosen such that
 
|β
†
j| = t with β
† = (X
TX+λW
−)−1X
TY , an approx-
imation based on ridge regression. Hence, by taking the square root of the diagonal
entries of the covariance matrix of estimates, the standard errors of the coeﬃcient
estimates will be obtained.
As for the form of the variance in (2.35), this approximation is also only ap-
propriate for non-zero ˆ βj. This is because calculating the standard errors via this
method will result in a standard error of zero for any ˆ βj = 0, which is inaccurate
because there is some uncertainty in the estimation of the coeﬃcient, even if the
estimated value is zero. In fact, Fan and Li (2001) deﬁne the asymptotic covariance
matrix of the estimators, equivalent to the form shown in (2.36), only for coeﬃcients
that are not equal to zero.
Osborne et al. (2000) treated the lasso as a convex programming problem,
derived its dual and obtained the lasso estimator by considering the primal and dual
problems together. In linear programming, the principle of duality states that for any
35standard minimising problem, called the primal problem, there is a corresponding
maximising problem, known as the dual of the primal problem. The primal and
dual problems are related by the coeﬃcients that bound the inequalities and the
variables. The variables in the primal problem become the inequalities to satisfy in
the dual problem and the inequalities in the primal problem become the variables in
the dual problem. The coeﬃcients that bound the inequalities in the primal problem
become the function to optimise in the dual problem, and vice versa. Osborne et
al. (2000) deﬁned the dual objective function of the lasso primal problem (2.6) as
L∗(λ) = inf
β
L(β,λ),
where infβ is the inﬁmum, or greatest lower bound, of β,
L(β,λ) = f(β) − λh(β),
and
f(β) =
1
2
(Y − Xβ)
T(Y − Xβ), h(β) = t −
p  
j=1
|βj| ≥ 0.
The dual problem for the lasso is
max
λ≥0
L∗(λ).
Osborne et al. (2000) proposed an improved method for the estimation of the
covariance matrix of the lasso estimator to try to overcome the above criticism of
Tibshirani’s covariance matrix method (that (2.36) does not yield an appropriate
estimate of the covariance matrix of ˆ β). They illustrated this by applying the
formula to the prostate cancer study of Stamey et al. (1989). They therefore
proposed three analytic approximations by reformulating λ and W
− and using these
in (2.36).
Approximation 1. Choose
λ = ||X
Tr||∞, (2.38)
where r are the residuals of the ﬁtted lasso model and ||X
Tr||∞ is the largest
(absolute) entry of the vector X
Tr, which ensures the constraint ||β
†||1 = t, subject
to ||β
†||1 =
 
|β
†
j|. The matrix W
− is as deﬁned in (2.37).
36Approximation 2. Choose λ as in (2.38) and deﬁne the matrix W as
W jj =
 
|ˆ βj| if ˆ βj  = 0
0 if ˆ βj = 0.
(2.39)
The matrix W
− is then generated by taking the Moore-Penrose generalised inverse
of W,
W
−
jj =
 
1
|ˆ βj| if ˆ βj  = 0
0 if ˆ βj = 0.
(2.40)
Approximation 3. Choose
λ =
1
||ˆ β||1||X
Tr||∞
. (2.41)
A W
− matrix of the form
W
− = (X
Tr)(X
Tr)
T, (2.42)
is used provided that N ≥ (p + 1).
Following the evaluation by Osborne et al. (2000) of each of the methods on
the prostate cancer data, the authors concluded that Approximation 3 was the
most appropriate for estimating the standard errors of the lasso estimates. Unlike
Approximation 1, this approximation does not give an estimated standard error of
zero for any ˆ βj = 0. Osborne et al. (2000) went on to show that the variance-
covariance matrix (2.36) can be obtained by approximating the lasso problem (2.6)
with a series of smooth functions. These smooth approximations break down in
the context of Approximations 1 and 2 as (2.6) is approached, speciﬁcally when
any ˆ βj = 0. Therefore it was concluded that Approximation 3 should be used to
estimate the standard errors of the lasso estimates.
We next give an outline of bootstrapping which is used for the study in the ﬁnal
section of this chapter.
2.4.4 Bootstrapping
Tibshirani (1996) and Fu (1998) suggested estimating the standard errors of the co-
eﬃcients through a bootstrapping procedure (see, for example, Davison and Hinkley,
371997). Bootstrapping is a method of assessing the uncertainty of an estimator by
sampling from either the original data or a ﬁtted model to form replicate data sets.
Reﬁtting the model to these replicate data sets allows the desired measure of model
uncertainty to be calculated. Bakker and Heskes (2003) stated that the collection
of models ﬁtted to the bootstrap samples reﬂect the variability of the original data
set, and for a data set that exhibits only global similarities this collection of models
will be centred around an average model, with the bootstrapping process providing
an unbiased version of the average model.
Typically, a bootstrap data set is generated by randomly selecting rows of data,
with replacement, from the original data set to create a new data set of the same
dimension as the original data set. This is repeated B times; the higher the value of
B the more accurate the measure of model uncertainty will be. Efron and Tibshirani
(1993, page 50-53) stated that a value of B = 200 would usually be suﬃcient for
estimating a standard error. The model ﬁtted to the original data set is then reﬁtted
to each of the bootstrap data sets. From these models a measure of uncertainty of the
estimator can be obtained, for instance the variance of each of the model coeﬃcients
can be calculated over the B bootstrap replicates.
For this section of the thesis, a slightly modiﬁed version of this procedure is
used, which matches that used by Tibshirani (1996) to obtain the standard errors of
the coeﬃcients of a lasso model ﬁtted to the prostate cancer data by Stamey et al.
(1989). Instead of resampling entire observations with replacement from the original
data set, the residuals of the full least squares model are resampled and combined
with the ﬁtted values obtained from the model ﬁtted to the original data set in
order to create the bootstrap data sets. This is done to preserve the structure of the
data set. Hastie et al. (2009, page 264) refer to this type of bootstrapping as the
parametric bootstrap since the method uses a speciﬁc parametric model to simulate
new responses for the bootstrap data sets. The model reﬁtting is then performed as
before. This method is deﬁned by the following algorithm.
Bootstrapping Algorithm:
1. Fit the full least squares model to the data, and obtain
estimated coefficients ˆ β and residuals ˆ r
2. Evaluate Var(ˆ βj) using bootstrapping
38a. Randomly resample the residuals with replacement, to
obtain r∗
i, where i = 1,...,N
b. Set Y ∗
i = xT
i ˆ β + r∗
i
c. Fit the lasso, with λ fixed at the value estimated for the
original data, to the resampled data (x1,Y ∗
1 ),...,(xN,Y ∗
N)
d. Obtain the estimated coefficients ˆ β
∗
e. Repeat steps a-d B times, and calculate the sample
variance of the estimated coefficients.
2.5 Comparison of Methods of Lasso Model
Selection and Coeﬃcient Standard Error
Estimation on Prostate Cancer Data
We now apply the methods described in Sections 2.3 and 2.4.2 to analyse the prostate
cancer study from Stamey et al. (1989) by ﬁtting a ﬁrst order linear model (1.1).
In this study the level of prostate-speciﬁc antigen (a continuous response variable)
was measured on 97 men about to undergo a radical prostatectomy. For each man,
the values of 8 explanatory variables were recorded with labels listed in Table 2.2.
First, the values of each of the variables in the data set were standardised to
mean = 0 and standard deviation = 1 and the response was mean centred. Table
2.2 gives the values calculated for the standardised complexity parameter, s, and
each estimated coeﬃcient obtained using each of the 3 model selection criteria and
4 methods of estimating the eﬀective degrees of freedom (Section 2.3). The value of
the complexity parameter λ is reported when the ridge approximation for estimating
the eﬀective degrees of freedom was used during model selection.
This table enables us to compare with the method used by Tibshirani (1996). He
used generalised cross-validation (2.19), with an estimate of the eﬀective degrees of
freedom similar to the ridge approximation (2.30) but without the n0 compensation
term, to select the optimum value of s, which was s = 0.44. The corresponding
model has ﬁve coeﬃcients, for age, lbph, lcp, gleason and pgg45, set to exactly zero.
The coeﬃcient estimates for this model are shown in the column headed ‘Estimated
coeﬃcients’ in Table 2.3.
39The method in the study with results that most closely replicate the coeﬃcients
obtained by Tibshirani (1996) is BIC with the eﬀective degrees of freedom estimated
by the sum of the covariances method. The AIC and GCV model selection criteria
using the same eﬀective degrees of freedom choose a slightly larger value for s (0.59
for AIC; 0.58 for GCV). As a consequence the resulting lasso models both include
two additional non-zero coeﬃcients.
The remaining model selection methods choose values of the complexity param-
eter that result in models that exhibit less shrinkage, with a greater number of
non-zero coeﬃcients.
The inference methods for estimating standard errors for the model coeﬃcients
discussed in Section 2.4.2 were compared on the prostate cancer data; the ﬁndings
were compared to comparisons presented in the papers where the methods were
proposed. In order to test the implementation of the methods, each method was
applied to the data set. To ensure consistency with the published results, estimates
of the coeﬃcients given in the papers were used in W and W
− (see (2.37) and
(2.39)). The results of this analysis can be found in Table 2.3. Results generated
with λ = 2 are included, and are held in the column headed ‘λ = 2’. This is the
value of λ chosen using the data by Tibshirani (1996) to generate the estimates of
the coeﬃcient standard errors using (2.36) and (2.37). Osborne et al. (2000) argued
that, under this value of λ, ||β
†||1  = t, a result which led the authors to deﬁne λ as
in (2.38).
The standard errors produced under each of the three analytic approximations
and the bootstrapping method agree with the results of Tibshirani (1996) and Os-
borne et al. (2000), and this provides a check on the methods having been correctly
implemented in my work.
The results in Table 2.3 show that standard errors of zero are obtained only
for ˆ βj with value 0 when using (2.36) with (2.37). Standard errors of zero are
not obtained for any ˆ βj = 0 when the standard errors are estimated using either
bootstrapping, Approximation 2 using (2.38) and (2.39), or Approximation 3 using
(2.41) and (2.42).
40Table 2.2: Coeﬃcient estimates for the prostate cancer example using three model selection criteria and four estimates of
the eﬀective degrees of freedom
GCV AIC BIC
Ridge Simple Sum of Modiﬁed Ridge Simple Sum of Modiﬁed Ridge Simple Sum of Modiﬁed
Predictor approx. approx. cov. df approx. approx. cov. df approx. approx. cov. df
lcavol 0.6289 0.6223 0.5995 0.6276 0.6239 0.6223 0.6019 0.6276 0.6016 0.6066 0.5701 0.6088
lweight 0.2050 0.1923 0.1589 0.2027 0.1947 0.1923 0.1623 0.2027 0.1619 0.1691 0.1163 0.1723
age -0.0826 -0.0522 0.0000 -0.0770 -0.0581 -0.0522 0.0000 -0.0770 0.0000 0.0000 0.0000 -0.0017
lbph 0.1238 0.1058 0.0538 0.1205 0.1094 0.1058 0.0592 0.1205 0.0585 0.0700 0.0000 0.0749
svi 0.2553 0.2472 0.2194 0.2537 0.2486 0.2472 0.2236 0.2537 0.2230 0.2318 0.1705 0.2353
lcp -0.0005 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
gleason 0.0091 0.0000 0.0000 0.0071 0.0000 0.0000 0.0000 0.0071 0.0000 0.0000 0.0000 0.0000
pgg45 0.0722 0.0654 0.0301 0.0711 0.0680 0.0654 0.0334 0.0711 0.0330 0.0401 0.0000 0.0432
Tuning
parameter λ = 2.10 s = 0.70 s = 0.58 s = 0.74 λ = 3.14 s = 0.70 s = 0.59 s = 0.74 λ = 7.56 s = 0.61 s = 0.46 s = 0.62
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1Table 2.3: Estimated coeﬃcients (Tibshirani, 1996) and standard error estimates
calculated in the study of the prostate cancer example
Estimated standard errors
Using (2.36) with
Estimated Using (2.41) W −=(2.37) W = (2.39)
Predictor coeﬃcients bootstrapping & (2.42) λ = 2 λ=(2.38) λ=(2.38)
lcavol 0.5588 0.0767 0.0986 0.0789 0.0537 0.0610
lweight 0.0970 0.0680 0.0805 0.0602 0.0246 0.0233
age 0.0000 0.0111 0.0791 0.0000 0.0000 0.0812
lbph 0.0000 0.0391 0.0810 0.0000 0.0000 0.0779
svi 0.1556 0.0831 0.0936 0.0714 0.0312 0.0302
lcp 0.0000 0.0124 0.1146 0.0000 0.0000 0.1044
gleason 0.0000 0.0141 0.1039 0.0000 0.0000 0.1112
pgg45 0.0000 0.0392 0.1141 0.0000 0.0000 0.1233
Larger standard errors for the zero coeﬃcients were obtained when the standard
errors were estimated under Approximation 2 or Approximation 3. This suggests
that these two approximations are overestimating the variance of the zero coeﬃcients
compared to the bootstrapping method.
2.6 Conclusions
In this chapter the bridge regression family of coeﬃcient shrinkage methods was
introduced and studied as a continuous method of variable selection. Two special
cases of bridge regression, ridge regression and the lasso, which are investigated in the
thesis were discussed in detail, with emphasis on the lasso. Details were also given
of methods of selecting the tuning parameter, estimating the model coeﬃcients and
estimating the standard errors of the coeﬃcient estimators of the resulting models.
Four algorithms, from the literature, for ﬁnding the solutions to the lasso prob-
lem have been outlined and the advantages and disadvantages of each discussed.
The LARS algorithm with lasso modiﬁcation holds a key advantage over the other
algorithms considered as it is the only method that can be used when there are
more predictors than observations, N < (p + 1), which is common in many chem-
istry experiments. Tibshirani’s algorithm and the shooting algorithm both begin by
obtaining the solution to the full ordinary least squares problem, which cannot be
ﬁtted when there are fewer observations than predictors.
The optimum bridge regression model is identiﬁed by the value for a tuning
42parameter which gives the best prediction performance. Four methods of selecting
the tuning parameter for a lasso model were considered: cross-validation, GCV, AIC
and BIC. For the three most common forms of cross-validation, 5-fold, 10-fold and
leave-one-out, we found that the ﬁrst two methods produced high variability in the
value of the tuning parameter chosen for a particular small data set, and the third
method produced large, overﬁtted models.
To apply the GCV, AIC and BIC criteria the eﬀective degrees of freedom of the
ﬁtted model is required. For the lasso, no closed form exists for the eﬀective degrees
of freedom. Therefore four methods of estimating this quantity were investigated.
In total, twelve approaches were applied to a simulated data set with N > (p + 1)
to select the value of the complexity parameter for ﬁtting a lasso model. The twelve
methods were broadly consistent in the value of the complexity parameter chosen as
optimum. Each method also holds an advantage over cross-validation in that there
is limited variability in the value of the complexity parameter chosen for a particular
data set.
For data sets in which N < (p + 1) the modiﬁed df estimate of the eﬀective
degrees of freedom cannot be used as it makes direct use of the full OLS estimator.
For such data sets, a model independent estimator of σ2 will not usually be available
and hence AIC (2.26) and BIC (2.27) used in the study of Section 2.3.5 cannot be
applied. Instead equation (2.25) and its equivalent for BIC should be applied with
the ridge or the simple approximation to the eﬀective degrees of freedom. Methods
for N < (p + 1) will be discussed further in Chapter 3.
The lack of a closed form of the lasso parameters makes it diﬃcult to obtain a sat-
isfactory estimate for the standard errors of the coeﬃcient estimators. Four methods
of calculating estimates of the standard errors for the lasso, including a bootstrap-
ping procedure and three approximations to the variance-covariance matrix of the
coeﬃcient estimators, have been compared on data from a prostate cancer study by
Stamey et al. (1989), which has previously been studied by both Tibshirani (1996)
and Osborne et al. (2000) for the same purpose. Three of the twelve model selection
methods were able to approximately replicate the coeﬃcient estimates obtained by
Tibshirani (1996) for this data. The four methods of estimating the standard errors
of the coeﬃcient estimators produced standard errors that agreed with those given
by Tibshirani (1996) and Osborne et al. (2000).
43The approximations to the variance-covariance matrix for the lasso estimators
have several limitations. Fan and Li (2001) stated that an asymptotic covariance
matrix of the estimators equivalent to that of (2.36) can be used only for coeﬃcients
that are not equal to zero. This variance-covariance matrix is used in Approximation
1 and Approximation 2 deﬁned in Section 2.4.3. The third approximation deﬁned
by Osborne et al. (2000), Approximation 3, is limited to cases where N ≥ (p + 1).
Additionally, Approximation 1 particularly gives unsatisfactory estimates for the
standard errors of the lasso estimators which for any ˆ βj = 0 are equal to zero.
44Chapter 3
Prediction of Melting Point via
Regression Methods
3.1 Introduction
In this chapter we describe an investigation of the combined and separate inﬂuences
of properties of organic compounds on melting point. We build a predictive model
for melting point by applying regression methods (including ridge regression and the
lasso) to the data set of 60 compounds introduced in Section 1.2, and discuss the
interpretation of the results.
3.2 Chemistry Background
Melting occurs when the vibrations between the individual molecules increase (as
temperature is increased) to the point where they overcome the forces that hold the
molecules together in the solid phase. Melting point (◦C) can be measured fairly eas-
ily and accurately, and this is done routinely at the conclusion of a reaction in order
to determine the purity of the product synthesised. It has proved a diﬃcult quan-
tity to predict using other common molecular properties or descriptors which can be
measured or calculated directly from the molecular structure. These descriptors are
insuﬃcient for describing the diverse and subtle factors that inﬂuence melting point.
In particular they are lacking in being able to describe crystal packing information
and intra- and intermolecular forces present in the compounds’ solid forms. Despite
45these problems, there are still hundreds of molecular descriptors that are available
for use in modelling. Attempts at including them all would lead to a complicated
model that is diﬃcult to interpret and which overﬁts the data, and hence would not
generalise well to unseen data.
To overcome these limitations, we consider a data set with the following features
(i) chemistry knowledge is used to select a set of interpretable and meaningful
descriptors thought most likely to be related to melting point. The features
explored in this chapter are given by the chemical descriptors in Table 3.1,
(ii) the data set includes variables that characterise molecular properties as well as
variables that describe the arrangement of molecules in the crystal structure,
such as descriptors B,F,G,H,I,M,N,O (see Table 3.1).
The existence of polymorphs, compounds with the same molecular structure but
diﬀerent crystal structures, that have widely diﬀerent melting points show that it is
important to consider descriptors that represent the arrangement of the molecules
in the solid form and not to rely on molecular structure descriptors alone. In fact,
the compounds used in our study all have similar molecular structure but their
melting points have a range of over 160◦C, which therefore can not be inﬂuenced by
molecular structure properties alone.
There are, however, several features on which the melting point of a compound is
known to depend. For organic compounds (carbon-based compounds) the dominant
feature is regarded, by most researchers, to be intermolecular forces, particularly
hydrogen bonding if present (see, for example, Karthikeyan, Glen and Bender, 2005).
Hydrogen bonding depends on the arrangement of the individual molecules in
the solid form, known as crystal packing. Higher melting points are often observed
when the crystal packing is dense and symmetric. In contrast, lower melting points
result from defective crystals, which have weaker intermolecular bonds because they
have a disturbed repeating pattern to the arrangement of the individual molecules.
Further intermolecular forces that are inherently weaker than hydrogen bonds but
nevertheless aﬀect the melting point are van der Waals forces and intermolecular
attraction and repulsion. These forces are induced by the polarity of the molecule
and descriptors G,M,N (Table 3.1) characterise these features. All of the above
features are forces which hold molecules together in the solid form and require energy
to be overcome. These are called enthalpic forces.
46Table 3.1: Variables (descriptors) for the organic chemistry example
Variable Description
A Approximate average width of melting peak
B Molecular weight (Da)
C Enthalpy of fusion (J g−1)
D Enthalpy of fusion (KJ mol−1)
E Unit cell density (g cm−3)
F Partition coeﬃcient (ml g−1)
G Polar surface area (˚ A2)
H Molecular volume (˚ A3)
I Molecular volume from Spartan (˚ A3)
J z, number of molecules in the unit cell
K Unit cell volume (˚ A3)
L Molecular volume/unit cell volume (%)
M Molecular dipoles from Hartree (debye)
N Molecular dipoles from Semi (debye)
O Molecular surface area (˚ A2)
P IR frequency of H-bonding (cm−1)
Q Angle of H-bonding (◦)
R Length of H-bonding (˚ A)
S Torsion angle of C1-S1-N1-C7 bond (◦)
T Number of molecules around one molecule
U Number of short contacts of one molecule excluding
hydrogen bonding
Entropic forces are also known to aﬀect the melting point. Entropy is a mea-
sure of disorder within a system. Compounds with densely packed and symmetrical
crystal structures typically have a low entropy of fusion and will exhibit a high
melting point. A compound may be described as having high rotational entropy, for
instance, and will therefore have a low melting point. To address hydrogen bond-
ing, weaker intermolecular forces and some entropic forces we included descriptors
E,J,K,P,Q,R,S,T,U in the list of descriptors considered for the experiment (see
Table 3.1).
All the remaining descriptors in Table 3.1 were chosen because they were thought
likely to be important, e.g. C is the energy required to melt the compound, and
were simple to obtain.
473.3 Literature on the Statistical Modelling of
Melting Points
In this section, we describe the literature on modelling melting points for organic
compounds. After giving brief details of the methods used by other authors, we
focus on describing the quality of the generated models.
The problem of modelling the relationship between melting point and various
descriptors has, in recent publications, mainly been approached using group con-
tribution methods or quantitative structure-property relationship (QSPR) methods
and on data sets consisting of compounds more structurally diverse than those of
our motivating data set. Key entries in this literature are summarised in Table 3.2.
Group contribution methods are used within the thermodynamic melting point
expression
Tm =
∆Hm
∆Sm
. (3.1)
Here Tm is the melting point and ∆Sm is the entropy of melting, the increase in
the degree of disorder when a compound changes from a solid to a liquid. Group
contribution methods are used to calculate ∆Hm, the enthalpy of melting, the total
energy required to change a compound from a solid to a liquid. The method assumes
that the eﬀects of individual functional groups on the enthalpy of melting, and hence
the melting point, are additive. The enthalpy of melting is calculated by multiplying
the number of times each functional group appears in the molecular structure by the
contribution of the functional group towards the enthalpy of melting and summing
over all functional groups. The contributions of each functional group are often
obtained by multiple linear regression of experimental enthalpy values against the
individual group counts. The functional groups chosen ideally cover a wide variety
of organic compounds.
The total entropy of melting can be calculated using the semiempirical equation
proposed by Dannenfelser and Yalkowsky (1996)
∆Sm = 50 − 8.31lnω + 8.31lnη, (3.2)
where ω is the rotational symmetry number of the compound and η is the molecular
ﬂexibility number of the compound.
48Wang, Ma and Neng (2009) constructed a predictive melting point model using
a positional group contribution method. This model predicted melting point using
group contributions combined with a distribution function that summarised the
position of each functional group in the compound. This method was applied to a
data set of 730 organic compounds.
Godavarthy, Robinson and Gasem (2006) argued that group contribution meth-
ods in most cases can only be applied to future, unseen compounds that contain
the functional groups that are present in the compounds of the data set used to
develop the model. Jain and Yalkowsky (2006) noted that they also do not take
into account geometric properties that are known to inﬂuence the melting point,
and are therefore generally unsuitable for estimating melting points.
QSPR methods build regression models to describe a molecular property of in-
terest in terms of chemical structure. This allows models to be built that estimate
the property using descriptors that characterise many diﬀerent aspects of the chem-
ical structure. Such models are developed using variable selection and a variety of
regression techniques. This empirical approach is ﬂexible and allows a variety of
potential descriptors to be investigated; it is this approach we apply in this thesis.
O’Boyle, Palmer, Nigsch and Mitchell (2008) developed a QSPR model using a
winnowing artiﬁcial ant colony algorithm for variable selection and model optimisa-
tion. This is an extension to the ant colony optimisation algorithm used for variable
selection. The ‘winnowing’ takes place after the optimisation stage and proceeds
by discarding the descriptors that are present in less than 20% of the best models.
Two types of regression analysis were used; partial least squares and support vector
machines. For comparison, a genetic algorithm was also used to separately carry
out variable selection, and random forest and k-nearest neighbour models were sep-
arately ﬁtted. These methods were applied to a data set of 4119 diverse organic
compounds, with melting points with a range of between 14◦C and 392.5◦C, and
203 2D and 3D descriptors generated from the Molecular Operating Environment
software (Chemical Computing Group Inc.).
Hughes, Palmer, Nigsch and Mitchell (2008) investigated building models for the
prediction of several properties, including melting point. They built QSPR models
using several regression analysis methods, including partial least squares, random
forest, k-nearest neighbour and support vector machine modelling procedures. These
49methods were applied to a set of 287 drug and drug-like organic compounds. The
Molecular Operating Environment was used to generate 168 2D descriptors and 53
3D descriptors. An additional 346 descriptors, including functional group counts,
atom-centred fragments and geometrical descriptors were generated by the computer
package Dragon (Tetko et al., 2005). Models were developed using each of the
three descriptor types separately and in combination. Dimensionality reduction
was performed using an ant colony optimisation algorithm before model ﬁtting was
carried out.
The results from these publications, as well as several other recent publications,
are given in Table 3.2. For simplicity, only the best performing model reported in
each publication is included in Table 3.2. These results will be used to help assess
the performance of the prediction models developed in this chapter of the thesis.
Deﬁnitions of the abbreviations used in the table are given below.
SVM Support vector machine
PLS Partial least squares
PC/PCA Principal components/principal components analysis
GA Genetic algorithm
ANN Artiﬁcial neural network
UPPER Uniﬁed physical property estimating relationships
The models summarised in Table 3.2 have mostly been developed using data
sets made up of compounds with more diverse molecular structures than those of
our data set. This means that the compounds can range from small unsubstituted
hydrocarbons to heavily functionalised, heterocyclic structures with many branches.
Models developed using data sets of diverse compounds are likely to exhibit good
coverage and may potentially achieve accurate predictions for the melting points
of other structurally dissimilar compounds. A model developed using compounds
with similar molecular structures, such as those developed in this chapter, should,
however, provide more accurate predictions for future compounds from the same
series of compounds.
50Table 3.2: Summary of published melting point models for organic compounds
Author Method Compound Training Test set RMSE R2 RMSE R2
types set training set training set test set test set
O’Boyle et WAAC- Diverse 1831 1373 30.7◦C 0.77 45.1◦C 0.54
al. (2008) SVM organic
compounds
Hughes et SVM Drug and 150 87 27.5◦C 0.84 52.8◦C 0.46
al. (2008) drug-like
compounds
Bhat et Extreme Non-drug 3173 1000 39.7◦C 0.62 45.4◦C 0.5
al. (2008) learning molecules
machine
Zhou et Kernel Organic 3000 804 43.4◦C 0.54 48.3◦C 0.47
al. (2008) based compounds
PLS
Habibi-Yangjeh PC-GA- Drug like 195 64 12.77◦C 0.9843
et al.(2008) ANN compounds
Azencott et 2D kernel Non-drug 4173 42.71◦C 0.56
al. (2007) based SVM compounds
Jain et UPPER Organic 2230 39.7◦C 0.830
al. (2007) group compounds
contribution
Godavarthy Nonlinear Organic 770 360 12.6◦C 0.95
et al. (2006) QSPR compounds
back prop-
agation
neural
network
Modaressi Stepwise Drug like 278 45 40.4◦C 0.673 42.3◦C 0.766
et al. (2006) selection & compounds
best subset
selection
Nigsch et k-nearest Diverse 3119 1000 47.3◦C 0.48
al. (2006) neighbours organic
compounds
Diverse drug 197 80 46.3◦C 0.3
compounds
Keshavarz Group Nitramines, 33 0.951
(2006) contribution nitrates &
nitroal-
iphatics
Karthikeyan PCA-ANN Diverse 2087 1043 48.0◦C 0.661 49.3◦C 0.658
et al. (2005) organic
compounds
Jain et Group Organic 1215 0.977
al. (2004) contribution compounds
Dyekjær Forward Carbohy- 11 3 0.951 5.91◦C
et al. (2004) stepwise drates
The models summarised in Table 3.2 have also, in most cases, been developed
using larger data sets, with many more compounds than possible predictors. This
is possible because of the use of compounds that are diverse in their molecular
structures, more of which are available than compounds restricted to be structurally
similar. A larger data set with many more observations than predictors makes the
task of identifying the trends between the variables and the melting point, and the
subsequent regression analysis, slightly easier. The development of models where
there are a large number of predictors relative to the number of observations, and also
where there are more predictors than observations, will be investigated in subsequent
sections of this chapter.
Most of the models summarised in Table 3.2 have moderate predictive ability
when assessed using R2 and subsequently exhibit poorer performance when assessed
over an independent test set of compounds. Among some of the best performing
51models are those developed using group contribution methods (see, for example,
Jain, Yang and Yalkowsky, 2004). However, as was mentioned in the earlier dis-
cussion, if the molecular structures of future compounds do not include the same
functional groups as those used to develop the model, then the model is unlikely to
perform well when applied to the future compounds. This would apply to the group
contribution model reported by Keshavarz (2006) which was developed using only
nitramines, nitrates and nitroaliphatics.
Other models that perform well are the principal components-genetic algorithm-
artiﬁcial neural network model developed by Habibi-Yangjeh, Pourbasheer and
Danandeh-Jenagharad (2008) and the nonlinear QSPR model developed using a
back propogation neural network by Godavarthy, Robinson Jr. and Gasem (2006).
These models were assessed over an independent test set of compounds, and the
high R2 shows that QSPR methods produce models that can be applied, with high
predictive accuracy, to future compounds. The model developed using forward step-
wise selection by Dyekjær and J´ onsd´ ottir (2004) also performed well, on a limited
test set, even though it was developed using a very small set of compounds, consist-
ing of only 11 carbohydrate compounds. This thesis considers a similar, but more
ambitious, data set of structurally related compounds.
3.4 Exploratory Data Analysis
The organic chemistry data set consisting of observations made on a series of 60
compounds closely related in molecular structure was described in detail in Section
1.2. The 21 descriptors (variables) that were observed for each compound are deﬁned
in Table 3.1. Before any analysis was carried out, the explanatory variables were
standardised to have mean = 0 and standard deviation = 1 and the response was
mean centred, see Section 2.2.1.
After simple plots of each variable were examined, the correlation between each
pair of variables, including melting point (Y ), was then investigated. Figure 3.1 is
a ‘hotspot’ map for the degree of correlation between each pair of variables: the
lighter the shade, the higher the strength of the correlation. It was decided that
one variable from each of the six pairs of variables that exhibited greater than 0.9
correlation should be removed from the analysis, since the variables of such a pair
52will exert a similar eﬀect on the response. Some of these highly correlated variables
are the same variable measured diﬀerently, e.g. variables M and N both measure
molecular dipoles. By initially considering pairs of such variables, we obtain a check
on the quality of the data set.
Figure 3.1: Hotspot map describing the correlation between variables
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To decide which variable from each pair should be removed, the correlations
between each variable and the response was calculated (i.e. a simple linear regression
of melting point on a single variable). The variable to be removed from a pair was
the one that was least correlated with the response. This analysis resulted in the
removal of enthalpy of fusion in J g−1 (C), unit cell density (E), molecular volume
from Spartan (I), number of molecules in the unit cell (J), molecular dipoles from
Hartree (M) and molecular surface area (O). Therefore, in this chapter of the thesis,
regression models for the prediction of melting point were built using a training data
set of 60 compounds and 15 explanatory variables.
The investigation of correlations between each descriptor and the response also
showed that only two of these 15 explanatory variables had greater than 0.5 corre-
53lation with the response; enthalpy of fusion in KJ mol−1 (D) and polar surface area
(G).
3.5 Variable Selection and Regression Modelling
In this section, variable selection and regression techniques are described which are
subsequently applied to the data. Four methods that have not yet been discussed
are introduced: subset selection, forward and backward stepwise selection and the
Dantzig selector. The application of ridge regression, the lasso and LARS is also
described. These methods will be applied in the next section to ﬁt model (1.1) with
linear terms (main eﬀects) to the Melting Point Data Set.
3.5.1 Measures of Model Fit
We ﬁrst deﬁne three statistics that each measure the proportion of variation in the
data that is explained by the ﬁtted model: CP, R2 and adjusted R2. These statistics
are used as criteria to select the best subset size during subset selection. R2 and
adjusted R2 are also used to measure how well each ﬁtted model describes the data,
and to determine which is the best performing model.
We calculate CP for a model ﬁtted using P predictors, selected from a total of p
predictors, as
CP =
 N
i=1(Yi − ˆ YPi)2
S2 − N + 2P,
where ˆ YPi is the predicted value of the ith observation obtained from the model ﬁtted
using P predictors and S2 is calculated for the model ﬁtted using all p predictors as
S
2 =
RSS
N − (p + 1)
.
The R2 statistic, the square of the correlation coeﬃcient, is calculated as
R
2 = 1 −
 N
i=1(Yi − xT
i ˆ β)2
 N
i=1(Yi − ¯ Y )2 ,
where ¯ Y =
 N
i=1 Yi/N. The R2 statistic will always increase as more terms are
included in the model, with R2 = 1 when there are p = N − 1 predictors in the
54model; R2 = 1 denotes a perfect ﬁt, with all the variation in the data explained and
ﬁtted values ˆ Y = Y .
Adjusted R2 penalises the value of R2 for more complex models. For a model
with complexity parameter α, it is deﬁned as
Adj.R
2 = 1 − (1 − R
2)
 
N − 1
N − d(α) − 1
 
,
where d(α) is the degrees of freedom (see Section 2.3.4). The adjusted R2 does not
necessarily increase with the number of terms in the model.
The performance measures CP and adjusted R2 are similar statistics that both
penalise the prediction error by the number of predictors included in the model;
therefore they both tend to select similar models from a set of candidate models.
The R2 statistic will always choose the model with the most predictors, as R2 always
increases with the number of terms in the model.
3.5.2 Subset Selection
In this chapter, subset selection was performed using a branch-and-bound algorithm
available within the leaps package (Lumley and Miller, 2009) of the statistical
program R. This algorithm searches exhaustively for the best subset, of size P, of
the predictors to include in model (1.1). The algorithm was described by Miller
(2002, page 52-54) for OLS. Here, best is deﬁned as having minimum residual sum
of squares.
The algorithm, as described by Miller (2002) for model selection using RSS or
R2, begins by dividing all the possible subsets of size P into two branches; those
that contain the ﬁrst predictor to be considered (e.g. predictor A) and those that
do not. These branches can be further divided into two sub-branches; those that
contain the second predictor to be considered (e.g. predictor B) and those that do
not, and so on for other variables. Now assume that, in one of the branches that
contains A or B or both, a subset has been identiﬁed that has RSS=q1. If we then
consider the branch of subsets that do not contain A or B, a lower-bound on the
smallest RSS, q2, in this branch will be given by the model containing all remaining
p − 2 predictors. If q2 > q1, then there can be no subset of P predictors in this
branch with RSS< q1, and hence all subsets in this branch can be discarded.
55Miller (2002, page 54) noted that the branch-and-bound algorithm is infeasible
when there are more predictors than observations since the lower bound on the
RSS of each branch is almost always zero. The algorithm becomes computationally
infeasible when the number of subsets to be considered is greater than an order of
107 ≈ 1.192 × 223, or in other words having around 23 possible predictors.
In the work in this chapter, the 10 best subsets of size P, for P = 0,...,p, were
found. At any stage of the algorithm, we compare the lower-bound on RSS for a
given subset to the 10th best subset of size P found up to that stage.
Three diﬀerent model selection criteria were separately used to select the opti-
mum model from each of the 10×(p+1) subsets identiﬁed via the branch-and-bound
algorithm. These criteria are minimum CP, maximum R2 and maximum adjusted
R2.
3.5.3 Forward and Backward Stepwise Selection
The methods of forward and backward stepwise selection do not search exhaustively
through every possible subset of predictors to identify the best, but instead attempt
to ﬁnd the best by sequentially adding or deleting predictors from a starting model.
Forward stepwise selection begins with the null model, i.e. the model where only
the intercept is estimated. At the kth step, an F statistic is calculated for each
predictor not yet included in the model to test the null hypothesis H0 : β = 0. The
F statistic is calculated using the formula
F =
[Total sum of squares − RSS]/pk
RSS/(N − pk − 1)
=
Regression sum of squares/pk
RSS/(N − pk − 1)
=
  N
i=1(Yi − ¯ Y )2 −
 N
i=1(Yi − xT
i ˆ β)2
 
/pk
 N
i=1(Yi − xT
i ˆ β)2/(N − pk − 1)
=
 
ˆ β
T
X
TXˆ β − N ¯ Y
 
/pk
(Y − Xˆ β)T(Y − Xˆ β)/(N − pk − 1)
, (3.3)
where pk is the number of predictors included in the model at step k, and ˆ β contains
the estimates of the coeﬃcients of the predictors included in the model at step
56k −1 and the predictor being tested. The predictor with the largest value for the F
statistic (3.3) is added to the model if the statistic is greater than the 95th percentile
of the Fpk−1,N−pk distribution. This process is continued until no further predictors
have a value for (3.3) greater than this 95th percentile. At each step the coeﬃcients
are estimated by ordinary least squares.
Backward stepwise selection begins with the full model, i.e. the model with
every predictor included. At the kth step, the F statistic (3.3) is calculated for
each submodel obtained by removing a single predictor. The predictor whose re-
moval produced the submodel with the smallest value of (3.3) is removed from the
model, provided the value of (3.3) is less than the 95th percentile of the Fpk−1,N−pk
distribution. The process is continued until the removal of any of the predictors
remaining in the model produces a value of (3.3) greater than the 95th percentile
of the Fpk−1,N−pk distribution. Unlike forward stepwise selection, backward stepwise
selection can only be used when N ≥ (p + 1).
3.5.4 Ridge Regression and the Lasso
The coeﬃcient shrinkage methods of ridge regression and the lasso were described in
detail in Chapter 2. In this chapter of the thesis they have both been applied with
the aim of understanding the relationship between the melting point and variables
of Table 3.1 for the compounds of the motivating data set. The lasso will also
enable variable selection, and the identiﬁcation of a parsimonious and interpretable
model. Coeﬃcient estimates are obtained for ridge regression for a sequence of
1000 values of the complexity parameter, evenly spaced in the range 0 ≤ λ ≤ 10.
Draper and Smith (1998, Chapter 17) consider 0 ≤ λ ≤ 1; however, in this example
the minimum AIC (Section 2.3.3) lies outside this range. For the lasso, coeﬃcient
estimates are obtained using the LARS algorithm with the lasso modiﬁcation for
a sequence of 100 values of the standardised complexity parameter, evenly spaced
in the range 0 ≤ s ≤ 1. For the ﬁtting of ﬁrst-order main eﬀect models, the value
of the complexity parameter that leads to the optimum ridge regression and lasso
models is selected using the AIC criterion (2.26). This is because N > (p + 1)
and therefore an estimator of the error variance, independent of the complexity
parameter, is available from ﬁtting model (1.1) using OLS. For each model ﬁtted
via the lasso, the eﬀective degrees of freedom, ˆ d(α), is approximated using the sum
57of the covariances between ˆ Y and Y , see (2.31) in Section 2.3.4 and Efron et al.
(2004). For ridge regression, d(α) is calculated using (2.28).
3.5.5 LARS
The technical details of the LARS algorithm were given in Section 2.2.3 in the
context of a modiﬁcation to obtain the lasso estimates. The main diﬀerence between
the lasso and LARS is that in the lasso predictors may leave the model at any stage,
whereas at each stage of the LARS algorithm one predictor enters the model, so at
step k there are k non-zero coeﬃcients. The LARS algorithm requires p steps to
obtain the full set of solutions for a particular value of the complexity parameter.
In this chapter, coeﬃcient estimates are obtained using LARS for a sequence of
100 values of the standardised complexity parameter, evenly spaced in the range
0 ≤ s ≤ 1. For the ﬁtting of ﬁrst order models with linear terms, the value of the
complexity parameter that leads to the optimum LARS model is chosen using the
AIC criterion (2.26). The eﬀective degrees of freedom is estimated using (2.31), the
sum of covariances method, which was originally deﬁned by Efron et al. (2004) for
use with the LARS algorithm.
3.5.6 Dantzig Selector
The Dantzig selector is another coeﬃcient shrinkage method, introduced by Candes
and Tao (2007), but is not part of the bridge regression family. The parameters, β,
in model (1.1) are estimated by solving the convex programming problem
min
ˆ β∈Rp
||ˆ β||1, (3.4)
subject to
||X
T(Y − Xˆ β)||∞ ≤ ρ,
for some ρ ≥ 0 where ||ˆ β||1 =
 
j |ˆ βj| and ||X
T(Y − Xˆ β)||∞ = maxi |(X
T(Y −
Xˆ β))i|. The convex programming problem (3.4) can be easily reformulated as
a linear program by replacing the inequality constraint with a pair of inequality
58constraints
X
TXˆ β ≥ X
TY − 1pρ, −X
TXˆ β ≥ −X
TY − 1pρ. (3.5)
In the work in this chapter, coeﬃcient estimates are obtained using the Dantzig
selector for a sequence of 100 values of ρ evenly spaced in 0 ≤ ρ ≤ ||X
TY ||∞. When
ρ = 0 we have the full ordinary least squares estimator, and when ρ = ||X
TY ||∞,
all ˆ βj = 0 for j = 1,...,p (see, for example, James, Radchenko and Lv, 2009).
The value of ρ that leads to the optimum Dantzig selector model is chosen using
the AIC criterion (2.26). Following Phao, Pan and Xu (2009), we use |T| as the
eﬀective degrees of freedom for the Dantzig selector, where T =
 
j; ˆ βj  = 0
 
.
3.6 Models with Linear Terms
The variable selection and regression analysis methods described in Section 3.5 were
each applied to the Melting Point Data Set in an eﬀort to build a descriptive model
that identiﬁes variables which have an important eﬀect on the melting point of each
compound. In this section the only predictors considered for inclusion in the model
are linear terms in each variable, often referred to in this thesis as main eﬀects. A
summary of the results of each modelling method is given in Table 3.3. The R2 and
adjusted R2 statistics have been calculated over the training data that was used to
ﬁt each of the models.
Table 3.3: Summary of results of models with linear terms
Method Variables included the model R2 Adjusted R2
Subset selection, min. CP B,D,G,K,N,P,Q,R 0.844 0.816
Subset selection, max. R2 A,B,D,F,G,H,K,L,N,P,Q, 0.867 0.822
R,S,T,U
Subset selection, max. adj. R2 A,B,D,F,G,H,K,N,P,Q,R 0.860 0.828
Forward stepwise A,B,D,N 0.788 0.772
Backward stepwise B,D,G,N,P 0.823 0.807
Ridge regression A,B,D,F,G,H,K,L,N,P,Q, 0.863 0.827
R,S,T,U
Lasso A,B,D,G,K,N,P,Q,R,T 0.840 0.807
LARS A,B,D,G,K,N,P,Q,R,T 0.840 0.807
Dantzig A,B,D,G,K,N,P,R 0.833 0.806
59The models summarised in Table 3.3 all exhibit similar performance in terms of
prediction. They also have several predictors in common, such as B,D and N. As
expected, the model found by subset selection maximising R2 includes all of the 15
possible explanatory variables and is, in fact, the full ordinary least squares model.
Even though it is the most complex model, it is still the third best performing
model in terms of adjusted R2. The ridge regression model also includes all of the
15 possible explanatory variables. This was also to be expected since ridge regression
does not shrink any of the coeﬃcients to exactly zero. Some shrinkage has, however,
been applied to the coeﬃcients of the ridge regression model. In shrinking the
coeﬃcients, the model is less complex than the full ordinary least squares model,
as measured by the eﬀective degrees of freedom (2.28), which is equal to 12.4. The
performance of the ridge regression model is improved in terms of adjusted R2 when
compared to the subset selection model chosen by maximising the R2.
The lasso and LARS methods have chosen the same model with the same es-
timates for each of the coeﬃcients, resulting in the same values for both R2 and
adjusted R2. As the algorithm used to ﬁnd the lasso solutions is a modiﬁcation to
the LARS algorithm, it is not unusual for the optimum models to be similar. The
variables entered the model in the same order with increasing s for both the lasso
and LARS; Efron et al. (2004) obtained a similar result when they applied the lasso
and LARS algorithms to data obtained from a study of diabetes patients. They
found that the lasso took two more steps than LARS on the way to completing the
algorithm, with the additional steps taken due to a variable being removed from the
model and then re-entering a few steps later. The variables had joined the model
in almost the same order. For our organic chemistry example, no variables were
removed from the lasso model once they had entered. As a consequence, both the
lasso and LARS models have the same eﬀective degrees of freedom at each value of
s and the same optimum model was chosen for both the lasso and LARS using AIC.
Figure 3.2 shows how the coeﬃcient estimates of the lasso model change as s is
increased from 0 to 1. Note that only the lines of the two largest coeﬃcients have
been labelled with variable names for clarity. Plots such as these are called ‘trace
plots’. It is clear to see from Figure 3.2 that as s increases more predictors enter
the model, and at s = 1 all predictors have entered the model. At the value of
s chosen for the lasso and LARS models, s = 0.55, 10 predictors had entered the
60model. Figure 3.2 also shows that the models obtained using forward and backward
stepwise selection can be considered ‘submodels’ of the lasso and LARS models,
obtained by the selection of a smaller value of s. For example, B and D are selected
for inclusion in the models obtained by forward and backward stepwise selection,
and these predictors are the ﬁrst to enter the lasso model at small values of s, shown
in Figure 3.2.
Figure 3.2: Trace plot of the estimated coeﬃcients for a lasso model with linear
terms
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The model obtained from using the Dantzig selector is a more parsimonious
model than those obtained by the lasso and LARS, with eight predictors selected
for inclusion in the model. The model has two fewer terms than the lasso and LARS
models, but the performance of these models in terms of adjusted R2 is very similar.
Three of the variables are common to all of the ﬁtted models. These are variable
B (molecular weight) variable D (enthalpy of fusion) and variable N (molecular
dipole). The inclusion of these particular variables is scientiﬁcally sound and we
now comment on their chemistry interpretation.
Molecular weight is the combined weight of all the atoms that make up one
61molecule of a compound. Since the compounds in this study all have the same
central molecular structure, the diﬀerences in molecular weight must be due to
the functional groups that are substituted at each end of the molecules. A higher
molecular weight implies that these terminal functional groups are larger, meaning
the molecules in the solid form are arranged further apart from one another. This
reduces the strength of the intermolecular forces that hold the molecules together
in the solid form, meaning less energy would be required to overcome these forces
and the compound would melt at a lower temperature.
Enthalpy of fusion is the amount of thermal energy which must be absorbed for
one mol of a substance to change states from a solid to a liquid. The temperature at
which this occurs is the melting point, therefore if a higher energy is required then
the melting point for that compound will be greater.
Molecular dipoles describe the distribution of charge through a molecule. A
large molecular dipole indicates that one end of the molecule is more negatively
charged than the other. Molecules with a large dipole will be held together by
strong intermolecular forces in the solid form, since the negatively charged end of
one molecule will be attracted to the positively charged end of the next. More
energy, and therefore a higher melting point, will be required to overcome these
forces than for a molecule with a smaller molecular dipole.
The inclusion of any of the other variables in the models is not unexpected as
the complete set of variables were initially chosen as they were thought likely to
contribute to the observed melting point. One exception is variable A, the approxi-
mate average width of the melting peak. As an explanatory variable this feature has
not been considered in any analysis found in the literature. The melting peak itself
provides the measurement of the melting point. Through discussion with chemists,
it has been proposed that the width of the melting peak can give an indication as to
the degree of defects in the crystal structure of the compound. A crystal structure
with more defects would be expected to have a wider melting peak and a lower melt-
ing point. It would be interesting to conduct further investigation into the potential
causes of the relationship between the width of the melting peak and the melting
point.
The best performing model, in terms of adjusted R2, was obtained through
subset selection using the maximum adjusted R2 as the criterion for choosing the
62optimum subset size. A slightly more parsimonious model was obtained using the
lasso with only a slight decrease in R2 and adjusted R2. The lasso model included 10
predictors with non-zero coeﬃcient estimates compared to 11 non-zero coeﬃcients
in the subset selection model. The lasso model had a root mean squared error of
14.43◦C, where root mean squared error (RMSE) is
RMSE =
√
MSE,
and MSE is deﬁned in (2.1); this is around 10% of our mean melting point of
¯ Y = 142.05. This RMSE is smaller than many of the RMSE values for models
reported in published literature (see Table 3.2).
The lasso model including linear terms was of the form
E(Y ) = 1.99A + 10.72B + 21.02D + 7.41G + 3.33K + 5.09N
− 4.36P + 0.48Q + 3.17R − 0.23T. (3.6)
Recall, from Section 3.4, that this model was developed using a mean-centred re-
sponse and mean-centred and scaled variables.
Cross-validation was used to obtain out-of-sample estimates of the R2, adjusted
R2 and root mean squared error for the models listed in Table 3.3. Cross-validation
was used because the data set did not contain enough observations to split into
adequately sized training and test sets. The results of carrying out 5-fold, 10-fold
and N-fold cross-validation (see Section 2.3.1) are shown in Table 3.4. The perfor-
mance of model (3.6) is consistent with the models obtained using all other model
ﬁtting methods investigated, including the other coeﬃcient shrinkage methods. The
performance of all models is lower when performance is assessed out-of-sample than
when it is assessed within-sample. This is to be expected as during cross-validation
the models are ﬁtted using fewer observations, and we are predicting for ‘unseen’
compounds.
The model obtained through subset selection using maximum R2 as the cri-
terion for choosing the optimum subset size performs poorly when assessed using
cross-validation, this is because it is overﬁtting to the data. In contrast, the models
obtained using forward and backward stepwise selection, which were the most par-
simonious of all the models, have good out-of-sample performance. However, these
63methods have not selected some scientiﬁcally relevant predictors that were selected
by the lasso, such as Q (angle of hydrogen bonding) and R (length of hydrogen
bonding).
Model (3.6) also compares favourably to the models reported in the recent lit-
erature (Table 3.2). It has one of the highest values for R2 and the lowest value of
root mean squared error, calculated over the data used to build the model (training
data). It also performs comparatively well out-of-sample, as approximated by cross-
validation. This has been achieved with a relatively small set of compounds and a
regression method that has not before been applied in the published literature to
building predictive melting point models. A true comparison between the models
is diﬃcult to make since the types of compounds present in the data sets are so
diﬀerent, with the models found in the literature generally developed for data sets
made up of compounds with diverse molecular structures. We would not recommend
extrapolation to compounds that do not have the same central molecular structure
as those of the motivating data set; model (3.6) may perform poorly in such cases.
Model (3.6) was used to predict the melting point of two compounds from the
same series of structurally related compounds as those in the Melting Point Data Set
that were not used to develop the model. The ﬁrst of these compounds has R1=Br
and R2=I. Its melting point is 153.97◦C. Model (3.6) predicted the melting point
of this compound to be 161.21◦C. The second of these compounds has R1=I and
R2=Br. Its melting point is 170.35◦C. Model (3.6) predicted the melting point of
this compound to be 167.48◦C. The RMSE for these predictions is 5.51◦C. This error
is relatively large for the purpose of predicting melting points, where the melting
points of structurally diﬀerent compounds can be within a few degrees of each other.
Diagnostic residual plots for model (3.6) are shown in Figure 3.3, where each
residual has been calculated as Yi − ˆ Yi. These types of plots are commonly used
to check the model assumptions and for departures from the ﬁtted model. The
normal Quantile-Quantile (Q-Q) plot of the residuals, Figure 3.3(a), shows a line
that deviates only slightly from a straight line and passes through the origin. This
supports the assumption that the normal distribution is appropriate for the error
term in (1.1).
The plot of the residuals against the ﬁtted values obtained from the model, Figure
3.3(b), displays a random scatter of points with no systematic pattern or curvature.
64Table 3.4: Model validation statistics for models with linear terms
5-fold c-v 10-fold c-v N-fold c-v
Method R2 Adj.R2 RMSE (◦C) R2 Adj.R2 RMSE (◦C) R2 Adj.R2 RMSE (◦C)
Subset selection, min. CP 0.73 0.69 18.9 0.76 0.72 17.6 0.76 0.72 17.7
Subset selection, max. R2 0.64 0.51 22.9 0.75 0.66 18.4 0.73 0.64 18.8
Subset selection, max. adj. R2 0.75 0.69 18.2 0.76 0.71 17.7 0.76 0.71 17.6
Forward stepwise 0.76 0.74 17.6 0.73 0.71 18.7 0.74 0.72 18.2
Backward stepwise 0.78 0.76 17.0 0.76 0.73 17.8 0.76 0.74 17.6
Ridge regression 0.73 0.63 18.8 0.74 0.65 18.4 0.74 0.66 18.1
Lasso 0.71 0.65 19.4 0.71 0.65 19.3 0.73 0.67 18.7
LARS 0.73 0.70 18.6 0.74 0.67 18.2 0.73 0.66 18.7
Dantzig 0.69 0.65 19.8 0.71 0.67 19.1 0.75 0.71 17.9
6
5Figure 3.3: Diagnostic residual plots for Model (3.6): (a) Normal Q-Q plot of resid-
uals; (b) Fitted values vs. residuals; (c) Fitted values vs. response; (d) Variable G
vs. residuals
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This is ideal and supports the model assumption that the error is constant across
all observations. There are also no obvious outliers in this plot.
The plot of the true response values against the ﬁtted values, Figure 3.3(c),
displays a clear positive linear relationship with close to unit gradient between the
response and the ﬁtted values. This reinforces the result that was suggested by
66the high value of both R2 and adjusted R2, that the model performs well when
predicting the melting point, across the data to which the model was ﬁtted.
Each of the variables included in the model were plotted against the residuals
and in these plots very few outliers were observed. Figure 3.3(d) shows one of
these plots, where the variable G, polar surface area, has been plotted against the
residuals. There is one outlier, in the ‘x’ direction, which was identiﬁed as the
compound with a melting point of 144.64◦C and a polar surface area of 137.817˚ A2,
the highest value for this variable. This compound has the functional group NO2
substituted at either end of the molecular structure and is the only compound with
this combination of functional groups. Therefore, it is also the only compound of
the data set that exhibits this value of polar surface area, which is much greater
than the next largest value of polar surface area, 101.227˚ A2. Compounds with NO2
substituted at one end of the molecular structure exhibit the next highest polar
surface area and so it is not unexpected that with two of these functional groups,
this compound has the highest value of polar surface area. A further investigation
may provide a chemical reason as to why the polar surface area of this compound is so
much greater than for other compounds, and whether or not this compound would
aﬀect the predictive accuracy of any ﬁtted models. Such an investigation would,
potentially, take a great deal of time. Although this data point was not identiﬁed
by a preliminary data analysis to be either an inﬂuential or leverage point, it may be
possible to obtain more accurate predictions if, in the future, the models are built
with this observation removed from the data set. Removing this data point would,
however, reduce the coverage of the model.
3.7 Models Including Product Terms
Further models are now sought that include predictors constructed from products
of two variables (‘two-factor interactions’) as well as linear terms. Product terms
describe the joint action of two variables on the response. In the remainder of the
thesis, these terms will be called two-factor interactions.
Adding all two-factor interactions to the set of predictors to be considered during
variable selection means there is now a total of 120 potential predictors; there are
now 61 more predictors than observations. In this section, we use only shrinkage
67methods (ridge regression, the lasso, LARS and the Dantzig selector) which allow
models containing all predictors to be considered.
Yuan et al. (2007) commented on the diﬃculties in selecting the optimum model
out of those generated from the LARS algorithm when N < (p + 1). For the
example they presented, based on the analysis of a simulated experiment where the
true model was known, they investigated the use of leave-one-out cross-validation
to select the optimum model, minimising the overall mean squared error of (2.17).
They found that either the null model or the full model was chosen as optimum
using this method; these models were not the same as the model used to simulate
the data. The authors suggested an alternative method of model selection. This
heuristic approach involved plotting the values of each coeﬃcient against s, and then
selecting s to be the value at which the observed initial, rapid increase in a small
number of the coeﬃcients slowed signiﬁcantly.
A trace plot for a lasso model including both linear terms and interaction terms
for the organic chemistry example is shown in Figure 3.4. Note that the lines have
not been labelled with variable names for clarity. It was previously shown, in Figure
3.2, that for a lasso model including linear terms there are 15 variables to consider,
so it is easy to see on the plot which of the variables are increasing quickly, although
it could be diﬃcult to justify the choice of one value of s over another. For the lasso
model including interaction terms there are many more variables. It then becomes
diﬃcult to see what is happening to the values of their coeﬃcients as s is increased
and the lines become entwined, see Figure 3.4. This makes it even more diﬃcult
to justify the choice of the complexity parameter. A value of s = 0.15 could be
suggested based on the deﬁnition (Yuan et al., 2007) of the model selection method.
The model resulting from this value of s has 12 non-zero coeﬃcients, including 4
linear or main eﬀect terms and 8 interaction terms. This model has an R2 = 0.841
and an adjusted R2 = 0.796. Based on this latter value, the performance of this
model is poorer than model (3.6) which included only linear terms.
When using any of the shrinkage methods to ﬁt a model including both main
eﬀects and interactions for the Melting Point Data Set, there are complicating issues
caused by having fewer observations than predictors, particularly the choice of the
tuning parameter. Firstly, when N < (p + 1), there is no model-independent or
reliable, low bias estimator of σ2. Therefore σ2 must be viewed as an additional
68Figure 3.4: Trace plot of the estimated coeﬃcients for a lasso model with linear and
interaction terms
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model parameter to be estimated; the form of AIC deﬁned in equation (2.25), or
the equivalent formulation for BIC, should be used.
Secondly, any model containing p = N−1 predictors will have RSS ≈ 0 which will
always be selected using either the AIC or BIC model selection criteria. Therefore
modiﬁcations to the degrees of freedom penalty must be applied so that compli-
cated models are subject to an even heavier penalty. Finally, the eﬀective degrees of
freedom, for the lasso and LARS, can only be estimated using the simple approxi-
mation, ˆ d(λ) = |T|. The sum of covariances estimate (2.31) cannot be used because
a model-independent estimator of σ2 is not available. The modiﬁed df estimate
(2.33) cannot be used because this method makes direct use of the full ordinary
least squares estimate.
In this section, two modiﬁcations to the degrees of freedom penalty of the AIC
criterion (2.25) are discussed. The original penalty and the two modiﬁcations are
then applied within the AIC criterion to select optimum lasso models containing
only linear terms. These models, and their performances, are compared to model
69(3.6) which was selected using the alternative AIC criterion (2.26) and (2.31) to
approximate the eﬀective degrees of freedom. The original penalty and the two
modiﬁcations are then applied with AIC to select an optimum lasso model that
includes linear and interaction terms. The degrees of freedom penalty that selects
the best performing lasso model is then used within AIC to select optimum ridge
regression, LARS and Dantzig selector models that also include interactions. These
models are presented and their performances discussed.
3.7.1 Modifying the Penalty in the AIC Criterion
In this section the two modiﬁcations to the degrees of freedom penalty of the AIC
criterion deﬁned in (2.25) are discussed. This deﬁnition of the AIC is appropriate
when σ2 is estimated as another model parameter, as is necessary when there is
not a model independent, low bias, estimate of the error variance σ2 available.
It is common to use the full ordinary least squares model to provide an estimate
of the error variance, however this model can not be ﬁtted when there are fewer
observations than variables. This is the case when linear and interaction terms are
considered with the organic chemistry example.
The problems that are often encountered when selecting the complexity param-
eter for the lasso when N < (p+1) can be attributed to the fact that the degrees of
freedom penalty term in the AIC criterion (2.25) does not increase quickly enough
to be able to compensate for the rapid decrease in log(RSS/N) as the complexity
and number of terms in the model increases. This results in a saturated model,
i.e. a model with the same number of predictors as observations, being consistently
chosen as optimum with RSS ≈ 0. Therefore, in this section, two modiﬁcations
to the penalty are considered in order to improve model selection. The degrees of
freedom penalties considered are
(i) 2d(α),
(ii) 2d(α)2,
(iii) 2d(α) N
N−d(α)−1.
In each case the eﬀective degrees of freedom d(α) is estimated using the simple
approximation, i.e. the number of non-zero coeﬃcients in the model, see (2.29).
70Penalty (i) was used in the original deﬁnition of AIC by Akaike (1974) and is
linear in the number of predictors. Phao et al. (2009) noted that using AIC with
penalty (i) can tend towards overﬁtting the model when the number of observations
is relatively small; as commented earlier, in the extreme case of N < (p + 1), a
saturated model will be selected.
Penalty (ii) was suggested by Phoa et al. (2009) for model selection for supersat-
urated designs, which are designs with not enough runs to enable estimation of all
the main eﬀects. Penalty (ii) is quadratic in the number of terms in the model and
will penalise complex models more heavily than penalty (i), leading to the selection
of a more parsimonious model.
Hurvich and Tsai (1989) noted that using AIC with penalty (i) will overﬁt
severely unless a restriction was placed on the largest model considered. They
commented that this overﬁtting is caused by AIC becoming a biased estimate of
the Kullback-Leibler information as d(α) increases compared to N. They therefore
developed penalty (iii) as an additional bias-correction term. As d(α) → N, penalty
(iii) becomes close to quadratic and is expected to behave similarly to penalty (ii),
heavily penalising complex models; for smaller d(α), penalty (iii) behaves more like
penalty (i). Burnham and Anderson (2002, page 66), suggested the use of penalty
(iii) particularly when the ratio N/d(α) < 40 for the model of highest dimension
being considered. A saturated model for the Melting Point Data Set has a ratio of
N/d(α) = 1 therefore the use of penalty (iii) for this example is justiﬁed.
When using penalty (iii) the eﬀective degrees of freedom must be restricted so
that d(α) < N − 1. This prevents the denominator of the penalty equalling zero.
For the lasso and LARS and d(α) = |T| this is not a problem. The LARS algorithm
used to select the variables to be included in the model terminates at a saturated
least squares ﬁt, when N −1 variables have entered the model. For ridge regression
and the Dantzig selector the eﬀective degrees of freedom increases as the value of
the tuning parameter, λ and ρ respectively, decreases. It is possible for the eﬀective
degrees of freedom to be greater than N − 1 if the value of the tuning parameter is
small enough. Therefore, for these two methods, any value of the tuning parameter
that results in a model where d(α) ≥ N − 1 should be excluded from the search for
the optimum model.
Figure 3.5 shows how each of the degrees of freedom penalties change for N = 60
71as the number of terms in the model is increased from that of the null model,
d(α) = 0, to a saturated model, d(α) = 59. The increase in the value of penalty
(i) as the number of terms in the model increases is so small compared to the other
penalties that it appears to be constant. Penalty (ii) increases rapidly as the number
of terms in the model increases. Penalty (iii) increases at a similar rate as penalty
(i) when there are few terms in the model up until d(α) ≈ 20 after which it begins
to increase more rapidly. As d(α) increases past 50, penalty (iii) increases very
quickly. As d(α) → 60, penalty (iii) tends to inﬁnity. Thus penalty (iii) would be
able to compensate for the very small RSS of the saturated model, leading to a more
parsimonious model being chosen as optimum, while not overly penalising smaller
models.
Figure 3.5: Value of AIC penalties (i)-(iii) against eﬀective degrees of freedom
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3.7.2 Lasso Models with Linear Terms
Each of the degrees of freedom penalties (i)-(iii) were used with AIC (2.25) to select
the optimum value of the standardised complexity parameter, s, for a lasso model
72including only linear terms. The resulting models are summarised in Table 3.5 along
with their R2 and adjusted R2 statistics.
Penalty (i) selects the largest complexity parameter of s = 1 which corresponds
to a model including all of the predictors with coeﬃcients equal to the ordinary
least squares estimates. Penalty (iii) selects a model that exhibits slightly more
coeﬃcient shrinkage and fewer terms. Penalty (ii) selects the smallest value of the
complexity parameter corresponding to a model including only two terms. The
models selected using penalties (i) and (iii) perform similarly when assessed using
the R2 and adjusted R2 statistics. The values of these statistics are also similar to
those exhibited by the linear term only models summarised in Table 3.3, and the
models have several terms in common, including variables B and D which have been
selected by all variable selection methods. Variable N, selected in Section 3.6, is
selected using penalty (iii) but not (ii).
Table 3.5: Summary of lasso models with linear terms chosen by AIC with penalties
(i)-(iii)
Penalty s Terms in the model R2 Adjusted R2
(i) 1 A,B,D,F,G,H,K,L,N,P,Q,R,S,T,U 0.867 0.822
(ii) 0.21 B,D 0.709 0.699
(iii) 0.52 A,B,D,G,K,N,P,R 0.836 0.810
The model selected using penalty (ii) exhibits much smaller values of R2 and
adjusted R2. This indicates that penalty (ii) penalises the model according to its
complexity too heavily and results in a model that is too simple and underﬁts the
data.
These results are supported by the trends in the values of the three penalties
shown in Figure 3.5. The term N log(RSS/N) in the AIC criterion is the same
irrespective of the penalty being applied, so any diﬀerences in the selected value of
the complexity parameter are caused only by the diﬀerent penalties. Within the
range 0 ≤ d(α) ≤ 15, which corresponds to the range of models between the null
model and the model including every linear term, the values of penalties (i) and
(iii) are very similar. Therefore it is not unexpected for similar models to be chosen
when using these penalties. Penalty (iii) increases slightly faster than penalty (i) as
d(α) is increased towards d(α) = 15, therefore penalty (iii) will penalise complicated
73models more strongly than penalty (i), resulting in the slightly smaller model chosen
(Table 3.5). Penalty (ii) increases much more quickly than either penalty (i) or (iii)
as d(α) increases towards d(α) = 15, therefore it will penalise larger models much
more heavily than the other two penalties. It is for these reasons that the simplest
model is chosen when using penalty (ii).
3.7.3 Lasso Models with Interactions
Each of the degrees of freedom penalties (i)-(iii) were used with AIC to select the
optimum value of the standardised complexity parameter, s, for a lasso model in-
cluding linear and interaction terms. The resulting models are summarised in Table
3.6 along with their R2 and adjusted R2 statistics.
Penalty (i) again, as expected, selects s = 1 which corresponds to a saturated
model with coeﬃcients equal to the least squares estimate. This model has R2 = 1
but it is not possible to calculate the adjusted R2 since there are p = 59 predictors
in the model. It is likely that this model is overﬁtted to the training data set and is
unlikely to generalise well to unseen data.
Table 3.6: Summary of lasso models with linear and interaction terms chosen by
AIC with penalties (i)-(iii)
Penalty s Terms in the model R2 Adjusted R2
(i) 1 A,B,D,F,G,N,Q,R,T,U,AB,AD,AG, 1 NA
AH,AK,AN,AR,AS,AT,BF,BH,BN,
BT,BU,DH,DK,DL,DN,DQ,DU,FP,
FR,GH,GP,GU,HL,HS,KP,KS,KT,
LN,LP,LR,LU,NP,NQ,NR,NS,NU,
PS,PU,QR,QS,QT,RS,RT,ST,SU,
TU
(ii) 0.08 B,D 0.706 0.696
(iii) 0.23 B,D,G,N,T,AB,AH,BF,BL,DN,DR, 0.914 0.873
GP,GR,GU,HL,KT,LR,QR,RS
Penalty (iii) selects a smaller value of s than penalty (i), which leads to a much
simpler model. The diﬀerence in the value of s selected by penalties (i) and (iii)
is much larger for the models including interactions than for the models including
only linear terms. This is supported by the evidence provided in Figure 3.5; the
74values of penalties (i) and (iii) were similar when 0 ≤ d(α) ≤ 15 but the value of
penalty (iii) increases much more rapidly than penalty (i) as d(α) increases towards
d(α) = 60 and the saturated model is reached. Therefore penalty (iii) penalises
complex models more heavily than penalty (i) resulting in the selection of a simpler
model.
Penalty (ii) selects the smallest value of the complexity parameter, leading to a
model with only two terms. These are the same two terms that were included in the
model selected by penalty (ii) when only linear terms were considered. Figure 3.5
shows that the value of penalty (ii) is greater than the values of penalties (i) and
(iii) for all values of d(α), therefore it penalises the models more heavily and tends
to select much simpler models. The model chosen by penalty (ii) has smaller values
of R2 and adjusted R2 than the model chosen by penalty (iii) which indicates that
the model is too simple and underﬁts the data.
The model chosen by penalty (iii) exhibits the best values of R2 and adjusted R2
of the three models; this model also outperforms the models containing only linear
terms summarised in Table 3.3.
3.7.4 Applying Penalty (iii) with other Coeﬃcient
Shrinkage Methods
Penalty (iii) is now applied with AIC to select the value of the complexity parameter
for ridge regression, LARS and the Dantzig selector. The optimal models selected
are summarised in Table 3.7.
For this scenario, the lasso and LARS choose diﬀerent models, with 19 and 17
terms respectively. The models include both linear and interaction terms and are not
saturated. The ridge regression model includes every linear and interaction term,
but a large amount of shrinkage has been applied to the coeﬃcients of the variables,
with λ = 102.95 chosen as optimum. The Dantzig selector selects a model including
19 terms as optimum.
The interaction terms chosen by the lasso, LARS and Dantzig selector are all
scientiﬁcally appropriate. For example, all three models include the interaction KT,
which describes the joint action of unit cell volume and the number of molecules
that surround one molecule in the crystal structure on the melting point. A com-
pound with a unit cell that has low volume and with many molecules surrounding
75Table 3.7: Summary of results of models including interaction terms chosen by AIC
using penalty (iii)
Method Terms in the model R2 Adjusted R2
Lasso B,D,G,N,T,AB,AH,BF,BL,DN,DR,GP,GR, 0.914 0.873
GU,HL,KT,LR,QR,RS
LARS B,D,G,N,AB,BF,BL,DN,DR,GP,GR,GU,HL, 0.896 0.854
KT,LR,QR,TU
Ridge All main eﬀects and two-factor interactions 0.890 0.829
Dantzig B,D,G,N,T,AB,AH,BH,DN,DR,FU,GP,GR, 0.906 0.862
GT,HL,KT,LR,QR,TU
a single molecule will cause the molecules to be closer together. As a consequence
the intermolecular forces between the molecules will be stronger, requiring a higher
temperature to melt the compound. All three models also include the interaction
QR, which describes the joint action of the angle of hydrogen bonds and the length
of hydrogen bonds on the melting point. Shorter hydrogen bonds that are close to
180◦ will be strong, requiring a higher temperature to break the bond in order to
separate the molecules and melt the compound.
In terms of R2 and adjusted R2 the model ﬁtted via the lasso is the best per-
forming model. In the absence of an external test set, cross-validation was carried
out on each of these models in 5-, 10- and N-folds. Out-of-sample R2, adjusted R2
and RMSE were obtained for each model and for each fold size. The results of the
cross-validation are shown in Table 3.8.
Under cross-validation the largest model, the ridge regression model, performs
poorly. This is because including every term makes the model complex and overﬁtted
to the data. For this model, a negative adjusted R2 is obtained from cross-validation.
This tells us that a model including only the mean would be a better predictive
model. The lasso outperforms the other methods in out-of-sample performance.
When compared to the models including only linear terms (Table 3.3) the lasso
model with interactions also has better summary measures. This model also equals
the performance of the models including only linear terms when evaluated using
cross-validation.
The model including interaction terms ﬁtted using the lasso was used to pre-
dict the melting points of the two compounds that were not included in the set of
76Table 3.8: Model validation statistics for models including product terms chosen by
AIC using degrees of freedom penalty (iii)
5-fold c-v 10-fold c-v N-fold c-v
Method R2 Adj.R2 RMSE R2 Adj.R2 RMSE R2 Adj.R2 RMSE
Lasso 0.72 0.64 19.2 0.74 0.64 18.3 0.71 0.57 19.4
LARS 0.63 0.51 21.8 0.61 0.39 22.5 0.67 0.55 20.7
Ridge 0.30 -0.09 30.1 0.22 -0.21 31.9 0.24 -0.19 31.4
Dantzig 0.71 0.62 19.3 0.74 0.59 18.4 0.70 0.56 19.8
compounds used to develop the model. For the compound with R1=Br and R2=I,
the model gave a predicted value of 170.09◦C. For the compound with R1=I and
R2=Br, the model gave a predicted value of 167.54◦C. This second predicted value
is very similar to the predicted melting point for the same compound from model
(3.6). The RMSE for these predictions is 11.57◦C. This is approximately twice that
of the RMSE for the same two compounds obtained from model (3.6). Of course,
few conclusions can be drawn from such a small test set; a better indication of
out-of-sample performance is probably the cross-validation statistics.
Figure 3.6 shows the diagnostic residual plots for the lasso model. The distribu-
tion of points in each of these plots is indicative of a well ﬁtting model that satisﬁes
all model assumptions.
3.8 Conclusions
In this chapter variable selection and regression methods were applied to the moti-
vating data set, the Melting Point Data Set, in order to build a descriptive model
and identify the variables that have an important eﬀect on melting point. Several
methods of variable selection and regression modelling were investigated when build-
ing models involving only linear terms (main eﬀects). The best performing model,
in terms of R2 and adjusted R2, was found when variable selection was carried out
using best subset selection, choosing the ﬁnal model by maximising the adjusted
R2. The models ﬁtted using the coeﬃcient shrinkage methods (ridge regression, the
lasso, LARS and the Dantzig selector) also performed well under the same crite-
ria. The performance of the model ﬁtted using the lasso compared favourably with
predictive melting point models reported in recent literature.
77Figure 3.6: Diagnostic residual plots for lasso model including product terms: (a)
Normal Q-Q plot of residuals; (b) Fitted values vs. residuals; (c) Fitted values vs.
response; (d) Variable G vs. residuals
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Models involving both linear terms and interaction terms were also considered.
Including interactions led to more potential predictors than observations. Models
were ﬁtted using the four coeﬃcient shrinkage methods. Since a model independent
or low bias estimator for the error variance is not available when N < (p + 1),
the tuning parameter was selected using the AIC criterion deﬁned in (2.25), with
78d(α) = |T| for the lasso, LARS and Dantzig selector. For ridge regression, d(α) was
calculated using (2.28).
When N < (p + 1) it is possible to ﬁt a saturated model for which RSS ≈
0; hence with the standard AIC penalty, 2d(α), a saturated model is consistently
chosen as optimum. This model is unlikely to generalise well to future unseen data
as it interpolates between every observation. Therefore we have considered two
modiﬁcations to the degrees of freedom penalty that are able to penalise complex
models more heavily.
The best performing lasso models, in terms of R2 and adjusted R2, were obtained
when the degrees of freedom penalty was equal to
2d(α)
N
N − d(α) − 1
. (3.7)
When only linear terms are considered, and N ≥ (p+1), this penalty selects a similar
model, using the lasso, to that selected by the alternative AIC criterion (2.26) using
the sum of the covariances (2.31) to estimate the eﬀective degrees of freedom. This
adjusted penalty was also used with AIC to select optimal models including linear
and interaction terms under the lasso, LARS, ridge regression and Dantzig selector.
It performed particularly well when using the lasso, LARS and the Dantzig selector.
The model including interaction terms ﬁtted using the lasso was the best per-
forming in terms of within- and out-of-sample R2 and adjusted R2, and performed
better than any of the models including only linear terms. Therefore, in situations
where N < (p + 1) it is suggested that the AIC criterion (2.25) with the degrees of
freedom penalty (3.7) is used to select the optimal model.
The predictors, including main eﬀects and interactions terms, chosen for inclu-
sion in the best performing models all have good scientiﬁc reasons for their inclusion.
Variables previously thought to have a signiﬁcant aﬀect on melting point, such as
molecular weight, enthalpy of fusion and molecular dipoles, were frequently chosen
for inclusion and the resulting models performed well when assessed within-sample
and out-of-sample. Many of the variables considered apply directly to the functional
groups substituted at either end of the molecular structure, such as the angle of hy-
drogen bonds, which would be applicable to other compounds that include the same
functional groups but are more structurally diverse than those of our motivating
data set. Other descriptors are more general and describe the molecule as a whole,
79such as molecular weight. It would be important to consider both types of variables
when developing models for sets of more structurally diverse compounds.
The descriptive melting point models obtained in this chapter were developed
using small data sets of small organic compounds with similar molecular structures.
These models may not generalise well to a set of larger, more complex compounds
with more diverse structures (see, for example, Hughes et al., 2008). There is no
reason to suggest, however, that the variable selection and regression methods em-
ployed in this chapter may not be applied, with similar results, to data sets of more
complex molecules. This would also raise the question of whether the variables con-
sidered in this chapter are adequate in describing the characteristics that aﬀect the
melting points of these more structurally diverse compounds. This would be the
natural next direction in which to take the investigation.
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Optimal Design of Experiments
for Bridge Regression
4.1 Introduction
In this chapter we investigate the problem of how to select design points for an
experiment to enable eﬃcient estimation of a bridge regression model from the data
obtained. The selection of a design is especially needed in situations where there
are limited resources or when data collection is slow. In this chapter, designs are
found by a Bayesian approach. Chaloner and Verdinelli (1995) presented a review
of Bayesian experimental design, including Bayesian D-optimality as well as other
Bayesian ‘alphabetical’ optimality criteria.
We use a Bayesian D-optimality criterion which is particularly useful when we
want to estimate the parameters in the model accurately, for example, when they
provide knowledge and understanding about the science, as in the chemistry exam-
ple in Section 1.2. A Bayesian D-optimality criterion for ﬁnding designs for bridge
regression has not, as far as we are aware, been developed yet in the literature. We
develop a Bayesian D-optimality methodology to ﬁnd designs for bridge regression,
and ﬁnd designs for two cases: ridge regression and the lasso. For the lasso, the crite-
rion requires the derivation of a normal approximation to the posterior distribution
since the posterior distribution is not available in closed form.
We begin by establishing in Section 4.2 a link between bridge regression and
Bayesian estimation for the linear model. For bridge regression with 0 < γ ≤ 2, we
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functions used to select ridge regression and lasso Bayesian D-optimal designs are
deﬁned in Section 4.3. In Section 4.4, designs are given for experiments where the
factors each have two levels and both main eﬀects and two-factor interactions are
included in the model. These designs are compared to a catalogue of main eﬀect
orthogonal designs provided by Sun, Li and Ye (2002). In Section 4.5 designs are
found for an example based on the motivating data set introduced in Section 1.2. For
this example, the values for a variable cannot be chosen independently of the values
of all other variables, since it is highly unlikely that a compound exists for every
possible combination of variable values. Instead, design points from a candidate set
of allowable design points are considered for inclusion in the designs. In Section 4.6
some conclusions are drawn.
4.2 Connections Between Bayesian Inference and
Bridge Regression
Bridge regression can be considered from a Bayesian perspective with β in linear
model (1.1) having prior density
f(β) ∝
p  
j=1
e
−λ|βj|γ/2σ2
, (4.1)
where we assume σ2 is known, λ ≥ 0 and 0 < γ ≤ 2. Parameter β0 in (1.1) is
assumed to have a noninformative prior distribution deﬁned by f(β0) ∝ 1. As in
Chapters 2 and 3, Y and each column of X are assumed to have been centred by
subtraction of their respective means.
The log posterior density for β is
logf(β|Y ) ∝ logf(Y |β) + logf(β)
∝ −(Y − Xβ)
T(Y − Xβ) − λ
p  
j=1
|βj|
γ. (4.2)
It follows that the posterior mode for β is the solution ˆ β of the bridge problem (2.2).
This was observed for the special case of the lasso by Park and Casella (2008). This
82relationship between the bridge penalty function and a Bayesian prior distribution
was also considered by Fu (1998).
When γ = 2 (ridge regression), from (4.1) β has a multivariate normal prior
distribution with mean 0 and variance-covariance matrix σ2
λ I and, from (4.2), the
posterior distribution of β is also normal, provided that the assumptions of model
(1.1) hold for Y . Hence the log posterior density (4.2) has the variance-covariance
matrix
Var(β|Y ) ∝ (X
TX + λI)
−1, (4.3)
where the constant of proportionality does not depend on X.
When 0 < γ < 2, the posterior distribution of β is not available in closed
form. However, an approximation to the variance-covariance matrix of the posterior
distribution of β is the inverse of the observed information
 
−
∂2
∂β
2logf(β|Y )
 −1
, (4.4)
see, for example, Gelman, Carlin, Stern and Rubin (2004, Chapter 4).
The ﬁrst and second derivatives of the log likelihood are well known and have
the form
∂logf(Y |β)
∂β
∝ X
TY − X
TXβ,
∂2logf(Y |β)
∂β
2 ∝ −X
TX.
The log prior density can be seen from (4.1) to contain the term |βj|γ. For 0 < γ < 2,
|βj|γ is not diﬀerentiable at βj = 0, because |βj| is not diﬀerentiable there. However,
|βj| is a convex function and hence subderivatives, described below, can be used to
ﬁnd the ﬁrst and second derivatives of the log posterior distribution of β.
The absolute value function |x| is subdiﬀerentiable with respect to x at every
x ∈ R but diﬀerentiable only when x  = 0 (see Rockafellar, 1970, page 215). A
subderivative of a function f(x) at a point x0 is a real number w such that
f(x) − f(x0) ≥ w(x − x0). (4.5)
The subdiﬀerential is deﬁned as the interval [u,v] such that for all w ∈ [u,v], equa-
tion (4.5) holds. If u = v, then the function f(x) is diﬀerentiable at x0.
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at x0 which passes through the point (x0,f(x0)) and everywhere is either touching
or below f(x). Therefore, for the convex function f(x) = |x|, when x  = 0 there is
only one tangent that satisﬁes this condition and hence |x| is diﬀerentiable at x  = 0.
Conversely, at x = 0, there is an inﬁnite number of tangents to the function that
satisfy this condition, with slope in [−1,1]. The slope of one of these tangents is a
subderivative of |x| at x = 0, and the set of all subderivatives is the subdiﬀerential
of |x| at x = 0. One subderivative of |x|, which summarises the gradient of the
absolute value function at every x, is sgn(x), deﬁned by
sgn(x) =

  
  
1 x > 0
0 x = 0
−1 x < 0.
It follows that the ﬁrst subderivative of the log prior density
logf(β) ∝ −λ
p  
j=1
|βj|
γ,
has the form
∂logf(β)
∂β
∝ −λγb, (4.6)
where
b =

 

|β1|γ−1sgn(β1)
. . .
|βp|γ−1sgn(βp)

 
. (4.7)
We next ﬁnd the second subderivative of the log prior distribution of β. To do
this we use the Dirac delta function for βj which is the distributional derivative of
the signum function, sgn(βj). This function takes the value zero everywhere except
at βj = 0, where its value is inﬁnitely large in such a way that its total integral over
the real line R is 1, i.e.
δ(βj) =
 
+∞ βj = 0
0 βj  = 0,
(4.8)
thus representing the rate of change of sgn(βj), and reﬂecting the lack of continuity
at βj = 0. It is technically not a function, but a distribution that generalises the
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is not diﬀerentiable in a classical sense at βj = 0.
Hence, we derive the second subderivative of the log prior as
∂2logf(β)
∂β
2 ∝ −λγA,
where A is a diagonal matrix with Ajj = 2δ(βj)|βj|γ−1+sgn2(βj)(γ−1)|βj|γ−2. The
form of the ﬁrst and second derivatives of the log posterior density for general γ can
now be obtained from (4.2) as
∂logf(β|Y )
∂β
∝ X
TY − X
TXβ − λγb,
∂2logf(β|Y )
∂β
2 ∝ −X
TX − λγA.
Hence, an approximate posterior variance-covariance matrix is given by
Var(β|Y ) ≈
 
−
∂2logf(β|Y )
∂β
2
 −1
= (X
TX + λγ ˜ A)
−1, (4.9)
where ˜ Ajj = 2δ(˜ βj)|˜ βj|γ−1 +sgn2(˜ βj)(γ −1)|˜ βj|γ−2 and the ˜ βj are treated as hyper-
parameters quantifying prior knowledge about β.
As an example, consider the lasso (γ = 1). In this case the prior density (4.1)
is the double exponential or Laplace distribution. In (4.9), ˜ Ajj = 2δ(˜ βj), therefore
the variance approximation is equivalent to approximating (4.1) using improper
uniform prior distributions for those βj thought likely to be non-zero (δ(βj) = 0),
and point mass prior distributions at 0 for those βj thought likely to be equal to
zero (δ(βj) = ∞). This approximation will be used in Sections 4.4 and 4.5 to ﬁnd
Bayesian D-optimal designs for the lasso.
4.3 Bayesian D-optimal Design Criteria
The selection of a design for an experiment under a particular model may be viewed
as a decision problem. When prior information is available on unknown parameters,
Bayesian methods can be used (Chaloner and Verdinelli, 1995), and a design selected
that maximises a speciﬁed utility function which is relevant to the purpose of the
experiment. For example, the purpose of the experiment might be prediction or
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The Bayesian D-optimality criterion aims to choose an optimal design for a
regression model, using prior information about the value of β, by selecting de-
sign points that maximise the determinant of the inverse of the posterior variance-
covariance matrix. To ﬁnd designs for bridge regression, a Bayesian D-optimality
criterion can be applied by minimising the determinant of (4.9).
A Bayesian design criterion is sometimes thought of as an extension of the corre-
sponding non-Bayesian criterion which, for D-optimality under linear model (1.1),
selects a design which maximises the determinant of the information matrix, X
TX.
This criterion is equivalent to minimising the determinant of the variance-covariance
matrix of the least squares parameter estimators, under the assumption that the
distributions for the errors are independent and identical normal distributions. An
equivalent interpretation arises from the fact that the volume of the joint conﬁdence
region for the (p + 1) parameters is inversely proportional to the square root of
|X
TX| (see Atkinson, Donev and Tobias, 2007, Chapter 6). Hence a D-optimal
design minimises the volume of the joint conﬁdence region. Chaloner and Verdinelli
(1995) stated that a non-Bayesian criterion is the limiting case of a Bayesian cri-
terion when little prior information is available. In this case there would be no
practical advantage in using a Bayesian criterion over a non-Bayesian criterion.
The Bayesian D-optimality criterion is appropriate when inference about the
model parameters is important, for example, for scientiﬁc interpretation. The design
is chosen to maximise the expected gain in the Shannon information between the
prior and the posterior distributions, where the Shannon information is deﬁned as a
measure of information about the values of a ﬁnite number of parameters provided
by an experiment. This measure is obtained by a comparison of the knowledege of
the parameters before and after the experiment has been carried out, using prior and
posterior distributions. Since the prior distribution does not depend on the design,
this criterion is the same as choosing the design to maximise the expected Shannon
information of the posterior distribution. In practice, this selection is achieved
by maximising the determinant of the inverse of the posterior variance-covariance
matrix.
For the remainder of this chapter, we will assume that σ2 = 1. For linear model
(1.1) and prior distribution N(0,K
−1) for the model parameters β, the criterion for
86Bayesian D-optimality is
argmax
ξ∈Ξ
|X
TX + K|, (4.10)
where ξ is a design from the set of all possible designs Ξ and K
−1 is the prior
variance-covariance matrix (see Chaloner and Verdinelli, 1995). A special case of
this criterion is when the prior distributions of βj (j = 1,...,p) are independent
and identical normal distributions, i.e. β ∼ N(0,τ2I), where τ2 > 0 is the prior
variance of βj (j = 1,...,p). A Bayesian D-optimal design is then
ξ
∗ = argmax
ξ∈Ξ
|X
TX +
1
τ2I|. (4.11)
DuMouchel and Jones (1994) found designs for the linear model (1.1) using a
Bayesian D-optimality criterion that took account of the presence of two kinds of
terms:
• c primary terms which are likely to have large eﬀects, and
• d potential terms which are thought unlikely to have large eﬀects.
This partition of terms led to the authors to choose matrix K in (4.10) as a p × p
diagonal matrix, Q, with the ﬁrst c diagonal elements equal to 0, and last d elements
equal to 1/τ2, where c + d = p. Here, τ2 is the prior variance of the coeﬃcients of
the potential terms. Hence, their criterion was
max
ξ∈Ξ
|X
TX + Q|. (4.12)
Bayesian D-optimal Designs for Ridge Regression
We deﬁne a ridge regression Bayesian D-optimality design criterion as: select a
design, ξ∗
R, such that
ξ
∗
R = argmax
ξ∈Ξ
|X
TX + λI|. (4.13)
This criterion may be obtained from (4.11) by substituting λ = 1/τ2.
Bayesian D-optimal Designs for the Lasso
For the lasso, prior density (4.1) is approximated by a marginal point mass prior
distribution for each coeﬃcient thought to be equal to zero a priori, and each re-
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coeﬃcients is analogous to that of DuMouchel and Jones (1994) into primary and
potential terms.
In order to ensure that the approximate posterior variance-covariance matrix,
(4.9), is positive deﬁnite, this prior density is adjusted to obtain
Var(β|Y ) ≈ (X
TX + 2λ∆0(β))
−1,
where ∆0(β) is a diagonal matrix with jth entry δ0 > 0 if βj = 0, and 0 otherwise.
Here the value of δ0 encapsulates prior knowledge about the size of the potential
terms in the model: a large value of δ0 indicates that the potential terms are small.
The diagonal elements of ∆0(β) that are assigned value zero correspond to the pri-
mary terms (i.e. the large terms). In other words, we relax the implicit assumption
in (4.9) that those βj thought likely to be zero have point mass prior distributions
at 0, and instead give them prior distributions with non-zero, but small, variance.
For the lasso, a Bayesian D-optimal design is deﬁned as
ξ
∗
L = argmax
ξ∈Ξ
|X
TX + 2λ∆0(β)|. (4.14)
A comparison of (4.14) and (4.12) shows that the 2λ∆0(β) matrix is equivalent to
the matrix Q of the designs found for the linear model by DuMouchel and Jones
(1994) with τ2 = 1/(2λδ0). DuMouchel and Jones (1994) suggested τ = 1 as an
appropriate value for the prior standard deviation of the coeﬃcients of the potential
terms. However, Jones, Lin and Nachtsheim (2008) and Marley and Woods (2010)
have reported that the design selected is not greatly aﬀected by the choice of τ. The
sensitivity of the choice of design under (4.14) to the value of δ0 is studied in later
sections.
In the following two sections, we ﬁnd optimal designs for two types of experiment
• all factors (variables) at two values (levels), and model (1.1) with all main
eﬀect and two-factor interaction terms,
• the melting point experiment where the values of the variables in each combi-
nation cannot be set independently, and model (1.1) is ﬁrst order, with main
eﬀects only.
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designs, and investigate the sensitivity of the selected designs to changes in the prior
distribution for β.
4.4 Two-level Designs for Ridge Regression and
the Lasso
4.4.1 Generation of Designs
Bayesian D-optimal designs are found for experiments having f factors at two levels,
labelled +1 and -1, where model (1.1) consists of an intercept, the f main eﬀect and
f(f − 1)/2 interaction terms. The search algorithm applied is coordinate-exchange
(Meyer and Nachtsheim, 1995) which is computationally eﬃcient and appropriate
when the possible levels for each factor form a ﬁnite set.
In this algorithm, a coordinate is the value of a particular factor in a partic-
ular run of a design, and each coordinate is changed independently of the other
coordinates to optimise the objective function, which is shown in (4.13) for ridge
regression and (4.14) for the lasso. A coordinate-exchange algorithm for two-level
Bayesian D-optimal design is described below.
Algorithm:
1. Randomly generate M design matrices, D
1,...,D
M, of size
N × f, with D
l = (dl
ij) and dl
ij ∈ {−1,+1} for i = 1,...,N;
j = 1,...,f; l = 1,...,M.
2. For every D
l, generate a corresponding model matrix, X
l, that
includes the interactions between the columns of D
l;
mean-centre X
l.
3. Select, as the starting point of the algorithm,
D = argmaxDl∈χ Φ, where χ is the set of M randomly generated
matrices and Φ is the objective function calculated using X
l.
4. Replace dij, the ijth coordinate of D, by −dij.
895. Generate for the new D the corresponding model matrix, X,
including interactions; mean-centre X.
6. If ∆Φ
ij > 0, where ∆Φ
ij is the change in the value of Φ when dij
is replaced by −dij, keep the exchange; otherwise set dij to
−dij in D to reject the exchange.
7. Repeat steps 4-6 for i = 1,...,N, j = 1,...,f.
8. When all Nf coordinates have been considered: if any dij have
been changed repeat steps 4-7; otherwise the algorithm ends.
4.4.2 Comparison with Main Eﬀects Orthogonal Designs
For f = 4,5,6 and N = 16 runs, Bayesian D-optimal designs for models composed
of all main eﬀect and two-factor interaction terms were found using coordinate-
exchange for each of ridge regression and the lasso. For ridge regression, values
of λ = {0,10−7,0.0001,0.001,0.02,0.5,1} were investigated; this range of λ was
suggested by Draper and Smith (1998, page 388) as appropriate for many studies.
For the lasso λ was set to 0.5 and values of δ0 = {0,0.001,0.1,0.25,0.5,0.75,1}
were investigated; keeping δ0 < 1 prevents the prior variance of the coeﬃcients of
the potential terms becoming too small, and hence producing designs that have no
ability to estimate them (see page 95). In the ﬁrst instance, the main eﬀects were
the primary terms and the interactions were considered to be the potential terms.
The impact of this classiﬁcation on the designs selected is discussed in Section 4.4.3.
In each case, the designs were compared to non-isomorphic main eﬀects orthog-
onal (MEO) designs catalogued by Sun et al. (2002) (see Appendix C). These
designs consist of f columns from one of the ﬁve non-isomorphic 16×16 Hadamard
matrices of Hall (1961) (see Appendix B). Each row deﬁnes a combination of factor
levels in the design. Note that an N × N Hadamard matrix C has entries +1 and
-1 and C
TC = NIN. It follows that, for a ‘main eﬀects only’ linear model, the
estimators of the main eﬀects are uncorrelated with each other. The designs are
balanced, that is, each factor is set to +1 and -1 the same number of times. These
designs are non-isomorphic in the sense that no design can be obtained from an-
other by relabelling the factors, changing the run order, or relabelling the level labels
90in the design. The numbers of designs for f = 4,5 and 6 are 5, 11 and 29 respectively.
Investigation of designs for ridge regression: In order to compare Bayesian
D-optimal designs for diﬀerent choices of tuning parameter and 0 ≤ λ ≤ 1 with the
MEO designs, D-optimal designs were found via (4.13) for λ = 0,10−7,10−4,10−3,
0.02,0.5,1. This range of λ was chosen because as λ increases, the prior variance
decreases which means that less information is contributed by the design relative to
the prior. So for large λ, the value of (4.13) for all designs will be equal. For each
MEO design, the value of the objective function
ΦR(ξ) = log
 
|X
TX + λI|
1/p 
, (4.15)
was calculated. This is a rescaling of the objective function in (4.13).
The performance of the designs for each value of f, and varying λ, are shown in
Figure 4.1. It was found that, for each value of f, the Bayesian D-optimal design
was the same for each value of λ and it was an MEO design. Hence, in Figure 4.1 the
performance of the D-optimal design coincides with that of the best MEO design.
Note that in Figure 4.1, a design label (e.g. Design 1) indicates a diﬀerent design
for each value of f. The MEO designs have the same labels as given by Sun et al.
(2002). Figure 4.1 shows that the performance of the MEO designs improves, and
converges, as λ increases, as anticipated. Note that in Figures 4.1(a) and (b), (4.15)
does increase with λ for the optimal and other good designs, but only very slightly.
For a regular design, i.e. where all eﬀects are either not aliased or fully aliased,
the designs can be classiﬁed as follows (Wu and Hamada, 2009, page 217)
• resolution III designs: some main eﬀects aliased with two-factor interactions,
but not with other main eﬀects,
• resolution IV designs: no main eﬀects aliased; some two-factor interactions
aliased with other two-factor interactions,
• resolution V and VI designs: no aliasing of any main eﬀects or two-factor
interactions.
To rationalise the ranking of the designs, by the size of (4.15), the form of the in-
formation matrix, X
TX, of each design can be examined and the resolution of the
91Figure 4.1: Evaluation of 16-run designs (Bayesian D-optimal and main eﬀects
orthogonal) for ridge regression: (a) f = 4, (b) f = 5, (c) f = 6. The objective
function is (4.15). The values of logλ used to obtain the designs are indicated on
the horizontal axis
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design can be determined. When f = 4 or 5, the best designs for ridge regression
were resolution V designs, that is, there is no aliasing of any main eﬀects or two-
factor interactions. The value of each diagonal element of the information matrix of
these best designs is 16 and all other elements of the matrix are zero, i.e. all column
correlations are zero. For ridge regression, the prior distribution is identical for each
92βj; there are no primary or potential terms. Hence it is of little consequence to the
performance of the designs which eﬀects, main eﬀects or interactions, are aliased
(column correlation 1) or partially aliased (column correlation between 0 and 1).
Therefore after the resolution V designs, the next best performing designs are those
with partial aliasing. They have oﬀ-diagonal elements of X
TX, corresponding to
partially aliased terms, equal to 8 or -8 (terms of ±16 indicate full aliasing). The
worst performing designs are those with full aliasing. The MEO designs included
resolution III and resolution IV designs which were among the worst performing
designs; these designs provide no information on some of the terms in model (1.1).
Investigation of designs for the lasso: We now compare Bayesian D-optimal
designs for the lasso for δ0 = 0,0.001,0.1,0.25,0.5,0.75,1 and λ = 0.5, with the MEO
designs. The performance of each design, ξ, is measured by the following objective
function, a rescaling of (4.14):
ΦL(ξ) = log
 
|X
TX + 2λ∆0(β)|
1/p 
. (4.16)
The value λ = 0.5 makes the prior variance of each potential term (interaction)
equal to the prior variance of each term (main eﬀect or interaction) used to ﬁnd the
ridge regression Bayesian D-optimal designs.
The value of (4.16) for each design was plotted against δ0, see Figure 4.2. For
simplicity, the legend of Figure 4.2(c) only labels the D-optimal design and the best
and worst performing MEO designs. Note that in Figures 4.2(a) and (b), once again
the increase in (4.16) is very small for the optimal and other good designs. As
before, for each f = 4,5 and 6, the Bayesian D-optimal design was an MEO design.
For f = 4 and 5, a resolution V design was again Bayesian D-optimal.
Figure 4.2 shows that the performance of designs converge as δ0 increases. This
trend continues as δ0 is increased past 1. The explanation is that δ0 is inversely
proportional to the prior variance for the potential terms (the interactions). So
large δ0 means smaller variance, see (4.9). As δ0 increases, the prior information on
the interactions increases and so the design is only required to provide information
on the main eﬀects. As the MEO designs all provide the same information on the
main eﬀects, the design performances converge as δ0 increases.
For the lasso, the prior distribution is not the same for all eﬀects. A more
93Figure 4.2: Evaluation of 16-run designs (Bayesian D-optimal and main eﬀects
orthogonal) for the lasso: (a) f = 4, (b) f = 5, (c) f = 6. The objective function is
(4.16). The values of δ0 used to obtain the designs are indicated on the horizontal
axis
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informative prior is placed on the potential terms, thus penalising a design that
aliases potential terms with primary terms. The ranking of the lasso designs, from
best performing to worst performing, can be summarised as follows:
(i) Designs with no aliasing (resolution V designs)
94(ii) Designs with partial aliasing between potential terms
(iii) Designs with partial aliasing between primary terms and potential terms
(iv) Designs with full aliasing between potential terms
(v) Designs with full aliasing between primary terms and potential terms
Note that, as the designs are all main eﬀect orthogonal, no design has full or partial
aliasing between primary terms.
This trend in the performance of the main eﬀects orthogonal designs is exem-
pliﬁed by the f = 6 lasso example where the best design exhibited partial aliasing
between potential terms (type (ii)) and partial aliasing between primary and poten-
tial terms (type (iii)). There was a resolution IV design in the set. However this
design exhibited full aliasing between potential terms and hence was not the best
performing design (see Appendix D for the aliasing structures of the MEO designs).
Figure 4.3(a) shows the performance of the f = 4 main eﬀects orthogonal designs
when evaluated under the lasso objective function for values of 0 < δ0 ≤ 40. Figure
4.3(b) is the same plot enlarged for a region of interest. This plot shows that the
Figure 4.3: Evaluation of 16-run f = 4 main eﬀects orthogonal designs for the lasso
over a wider range of δ0: (a) Shows the full plot, (b) Shows the plot enlarged for a
region of interest. The objective function is (4.16)
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95performance of Design 2, the resolution IV design, which was initially the second
worst performing, improves as δ0 is increased, and becomes better performing than
Designs 4 and 5 (which have partial aliasing between primary and potential terms)
within the range of δ0 plotted. It can also be seen that, within this range of δ0,
the performance of Design 1, the resolution III design which was initially the worst
performing, increases to approximately the same performance as Design 5. If δ0
was increased further, the performance of Design 1 would exceed that of Design 5.
It should be noted that Design 3, the resolution V design, always performs best,
no matter the value of δ0. This provides more evidence for the choice of δ0 ≤ 1,
as an experimenter would need to be very certain that the potential terms were
unimportant to be comfortable using the resolution IV or, particularly, resolution
III designs.
4.4.3 Eﬀect of Choice of Primary Terms on the Performance
of Bayesian D-optimal Lasso Designs
The eﬀect of setting diﬀerent variables as the primary terms in model (1.1) was
investigated for the f = 4 lasso example, where a pair of main eﬀects and their
interaction were set as the primary terms, with the remaining predictors set as
the potential terms. The six possible combinations of pairs of factors and their
interactions can be summarised as follows:
(i) ν = (1,1,0,0,1,0,0,0,0,0)
(ii) ν = (1,0,1,0,0,1,0,0,0,0)
(iii) ν = (1,0,0,1,0,0,1,0,0,0)
(iv) ν = (0,1,1,0,0,0,0,1,0,0)
(v) ν = (0,1,0,1,0,0,0,0,1,0)
(vi) ν = (0,0,1,1,0,0,0,0,0,1)
Here, νj = 1 if the jth predictor is a primary term and νj = 0 if the jth predictor is a
potential term. The ordering of the predictors is lexicographical: x1,x2,x3,x4,x1x2,
x1x3,x1x4,x2x3,x2x4,x3x4.
96Bayesian D-optimal designs for the lasso were found for each of (i)-(vi) with, as
before, λ = 0.5 and δ0 = {0,0.001,0.1,0.25,0.5,0.75,1}. For N = 16 runs, a full
factorial design is available and, for each value of δ0, this design was optimal for
each of (i)-(vi).
Designs in N = 8 runs were generated using coordinate-exchange for each of
(i)-(vi). For δ0 = 0, it was not possible to generate designs for N = 8 since there
are essentially no potential terms in the assumed model. As every term is primary
and there are fewer runs than parameters to be estimated, all designs are incapable
of estimating the model. Hence, six designs were found for each of six values of δ0.
Each generated design had its performance evaluated under each of (i)-(vi) using
(4.16). As expected, the best performance of a design was for the choice of primary
terms for which it was generated. Similarly, for each set of primary terms, the design
with best performance was the one generated for that set of primary terms.
Figure 4.4 shows boxplots for each of (i)-(vi) of the eﬃciency of each design,
ξ, found for each value of δ0. For each value of δ0 and set of primary terms, the
eﬃciency of a design ξ, relative to the optimal design ξ∗, is
exp{ΦL(ξ) − ΦL(ξ
∗)}.
These boxplots have been constructed for the above designs as follows.
1. Select a set of primary terms from (i)−(vi)
2. Select a value of δ0 from 0.001,0.1,0.25,0.5,0.75,1
3. Calculate the value of the objective function, using the
selected primary terms, for each of the six Bayesian D-optimal
designs found using the value of δ0 selected in step 2
4. Select the design which has the largest value of the objective
function
5. Calculate the efficiency of each design compared to the best
performing design found in step 4
6. Construct a boxplot of the efficiency values
97Figure 4.4: Eﬃciencies of D-optimal lasso designs evaluated for each set of primary
terms (i)-(vi)
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7. Repeat steps 2-6 for each remaining value of δ0 and combine the
boxplots into a single figure
8. Repeat steps 1-7 for each set of primary terms
98For each value of δ0 and set of primary terms, the eﬃciencies diﬀer by only a
small amount (Figure 4.4), and have a range of approximately 0.88 to 1. This ﬁnding
indicates that the choice of primary terms does not make a substantial diﬀerence to
the performance of an optimal design. This robustness is consistent over the values
of δ0. The range of eﬃciency for each value of δ0 decreases slightly as δ0 increases for
each set of primary terms (i)-(vi). The smallest range of eﬃciency values for each
set of primary terms is observed when δ0 = 1 which indicates that the designs are
most robust at this value of δ0. The greatest range of eﬃciency (0.12) is observed
when δ0 = 0.001 for (i)-(vi) indicating that the designs are least robust at this value
of δ0; for primary terms in (i) and (v), this range in eﬃciency is caused by a single
design which has a much lower eﬃciency than the rest. Under primary terms (i)
and (v), the poorest designs are those that exhibit full aliasing between more than
one of the primary terms and the potential terms; in each case, there is only one
design with this property.
4.4.4 Further D-optimal Designs for Two-level Factors
Bayesian D-optimal designs for factors at two levels, labelled +1 and -1, with N = 18
or N = 33 runs, including interaction terms as well as main eﬀect terms, were
generated using the coordinate-exchange algorithm. We ﬁrst consider the easier
case for 33 runs and designs for ridge regression and the lasso.
Two N = 33 Bayesian D-optimal designs were generated for ridge regression
using (4.13) with λ = 0.5: a design with f = 4 variables; a design with f = 6
variables. These designs are given in Tables 4.1 and 4.2 and are referred to as d1
and d2, respectively.
For the lasso, an N = 33 design with f = 6 variables was generated, us-
ing (4.14) with λ = 0.5 and δ0 = 1. The primary terms in model (1.1) were
the main eﬀects of four factors and their two-factor interactions deﬁned in ν =
(1,1,1,1,0,0,1,1,1,0,0,1,1,0,0,0,1,0,0,0,0). The design is given in Table 4.3
and is called d3. Note that the observations Y are simulated from a known model
and will be used in the next chapter (see Section 5.3).
Table 4.4 gives summaries related to the balance and correlation properties for
the primary (main eﬀect) terms. The row labelled ‘Column sum’ is the sum of the
levels of each factor and indicates the degree of balance in the design. When the
99column sum is equal to +1, then that factor has one more +1 setting than −1 setting
in the design. The opposite is true if the column sum is equal to −1. Each design
is as close to balanced as possible for a design with an odd number of runs. A fully
balanced design would have an equal number of +1 and −1 settings for each factor
in the design.
For only 32 runs, and f = 6, a resolution VI design can be constructed, that is,
having no aliasing between any pairs of main eﬀects and interactions. The 33 run
designs in Tables 4.2 and 4.3 are, in fact, the runs of a resolution VI design plus one
repeated point, where the extra point is diﬀerent for the two designs. The design
found for N = 33, f = 4 for ridge regression, shown in Table 4.1, is two replicates
of a 24 factorial design with the addition of the point (1 1 -1 1).
The row labelled ‘Maximum correlation’ contains the absolute value of the high-
est correlation between each column of X corresponding to a main eﬀect and the
columns corresponding to the remaining predictors. The three designs, d1 − d3, all
have each correlation between predictors equal to 0.0294 and, in fact, every main
eﬀect and two-factor interaction has an equal correlation with all other main ef-
fects and two-factor interactions in the design. This small value for the correlation
between the columns of the designs reﬂects the small amount of partial aliasing
between predictors. These ﬁndings reinforce the result that designs which are close
to regular fractional factorial designs of resolution V or higher will, where available,
perform well under these models.
We now consider Bayesian D-optimal designs with N = 18 runs for f = 4,6. The
values of λ and δ0, and the speciﬁcation of primary terms, were as for the previous
N = 33 designs. The f = 4 and f = 6 ridge regression designs are shown in Tables
4.5 and 4.6, and are referred to as d4 and d5, respectively. The f = 6 design for the
lasso is shown in Table 4.7 and is referred to as d6.
Table 4.8 summarises the balance and correlation for each of the three N = 18
designs found. Each design has at least one main eﬀect whose column sum is either
+2 or -2 indicating that the N = 18 designs are less balanced than the N = 33
designs, even though it would be possible for them to be fully balanced since they
have an even number of runs. Each design is non-regular, with every predictor
partially aliased with other predictors.
100Table 4.1: A Bayesian D-optimal design (d1) for ridge regression for N = 33 runs
and f = 4 factors, together with the simulated observations. The bold combinations
of factor levels are repeated points
Run A B C D Y
1 1 -1 1 1 31.19
2 1 1 1 -1 -99.73
3 -1 1 -1 1 -104.48
4 1 -1 1 -1 -111.08
5 -1 -1 -1 1 -97.05
6 -1 -1 1 1 -19.98
7 -1 1 -1 1 -104.72
8 1 1 -1 1 -74.32
9 -1 1 1 -1 -111.13
10 -1 1 1 1 171.95
11 -1 -1 -1 -1 242.64
12 1 1 1 1 262.55
13 1 -1 1 -1 -111.05
14 1 -1 -1 1 -106.34
15 -1 -1 1 -1 -80.35
16 -1 -1 -1 1 -95.77
17 -1 1 1 1 172.10
18 -1 -1 -1 -1 240.46
19 1 1 1 -1 -100.44
20 1 1 -1 -1 -35.83
21 -1 1 -1 -1 13.10
22 1 -1 -1 -1 152.77
23 1 1 -1 1 -74.15
24 1 -1 -1 -1 152.53
25 -1 -1 1 1 -20.46
26 -1 1 1 -1 -111.07
27 1 -1 -1 1 -105.50
28 -1 1 -1 -1 13.56
29 1 1 -1 -1 -37.25
30 -1 -1 1 -1 -82.82
31 1 -1 1 1 32.71
32 1 1 -1 1 -73.75
33 1 1 1 1 262.62
Table 4.8 also gives the absolute value of the highest correlation that each main
eﬀect has with any other predictor in the design. It is obvious that the correlations
between the predictors do not follow the same pattern that was observed for the
101Table 4.2: A Bayesian D-optimal design (d2) for ridge regression for N = 33 runs
and f = 6 factors, together with the simulated observations. The bold combinations
of factor levels are repeated points
Run A B C D E F Y
1 -1 -1 -1 -1 1 1 241.82
2 -1 1 1 -1 1 1 -112.28
3 -1 1 1 1 1 -1 169.93
4 1 -1 -1 1 -1 -1 -106.88
5 -1 1 -1 1 1 1 -105.59
6 -1 -1 -1 1 1 -1 -97.77
7 -1 1 1 1 1 -1 171.33
8 1 1 1 1 -1 -1 261.14
9 1 -1 1 -1 1 1 -112.10
10 1 -1 -1 1 1 1 -105.89
11 1 1 -1 1 -1 1 -73.70
12 1 1 1 1 1 1 263.13
13 1 -1 1 -1 -1 -1 -109.76
14 -1 1 -1 -1 -1 1 12.31
15 -1 -1 1 -1 1 -1 -79.91
16 -1 1 -1 -1 1 -1 13.22
17 -1 -1 1 -1 -1 1 -83.56
18 1 -1 1 1 1 -1 31.80
19 1 1 1 -1 -1 1 -98.71
20 -1 -1 -1 -1 -1 -1 242.07
21 -1 -1 1 1 1 1 -20.06
22 1 -1 -1 -1 -1 1 153.07
23 1 -1 1 1 -1 1 28.42
24 -1 -1 -1 1 -1 1 -96.17
25 -1 -1 1 1 -1 -1 -20.78
26 1 1 1 -1 1 -1 -99.39
27 -1 1 1 -1 -1 -1 -110.76
28 1 1 -1 1 1 -1 -75.14
29 1 -1 -1 -1 1 -1 150.38
30 1 1 -1 -1 -1 -1 -36.33
31 -1 1 -1 1 -1 -1 -103.74
32 -1 1 1 1 -1 1 170.43
33 1 1 -1 -1 1 1 -36.36
33 run designs, in that the correlations are not equal. The maximum correlations
are also all greater than those for the 33 run designs, indicating a higher degree of
partial aliasing between the main eﬀects and the other predictors. Note that for
102Table 4.3: A Bayesian D-optimal design (d3) for the lasso for N = 33 runs and
f = 6 factors, together with the simulated observations. The bold combinations of
factor levels are repeated points
Run A B C D E F Y
1 1 1 1 1 1 -1 262.28
2 -1 -1 1 -1 -1 -1 -82.81
3 -1 -1 1 1 -1 1 -21.91
4 -1 -1 -1 1 -1 -1 -96.16
5 -1 1 1 -1 -1 1 -111.41
6 1 -1 -1 -1 1 1 152.39
7 -1 1 1 -1 1 -1 -109.35
8 -1 1 -1 -1 1 1 11.82
9 -1 1 1 1 -1 -1 171.72
10 1 -1 -1 1 -1 1 -105.68
11 -1 1 -1 -1 -1 -1 11.80
12 1 -1 1 1 -1 -1 31.11
13 -1 -1 -1 1 1 1 -96.29
14 -1 1 1 1 1 1 170.49
15 -1 -1 1 1 1 -1 -20.68
16 1 -1 1 -1 -1 1 -112.33
17 1 1 1 1 -1 1 262.97
18 1 -1 1 1 1 1 31.72
19 1 1 1 -1 -1 -1 -100.42
20 -1 -1 -1 -1 1 -1 241.80
21 -1 -1 1 1 1 -1 -20.78
22 -1 1 -1 1 -1 1 -104.52
23 1 -1 -1 1 1 -1 -104.99
24 1 1 -1 -1 1 -1 -35.33
25 -1 1 -1 1 1 -1 -105.87
26 1 1 -1 1 1 1 -74.04
27 1 1 -1 -1 -1 1 -34.03
28 1 1 -1 1 -1 -1 -74.59
29 -1 -1 1 -1 1 1 -83.66
30 -1 -1 -1 -1 -1 1 242.53
31 1 1 1 -1 1 1 -98.43
32 1 -1 1 -1 1 -1 -112.01
33 1 -1 -1 -1 -1 -1 151.53
the lasso design, the maximum correlations for main eﬀect columns are much more
unbalanced than for the ridge regression designs, with the two potential main eﬀects
(E and F) having much higher maximum correlation. Choosing two main eﬀects as
103Table 4.4: Column sum and maximum correlation for the N = 33 D-optimal designs
Factor
Design Summary statistic A B C D E F
Ridge Column sum 1 1 -1 1 - -
f = 4 Maximum correlation 0.0294 0.0294 0.0294 0.0294 - -
Ridge Column sum -1 1 1 1 1 -1
f = 6 Maximum correlation 0.0294 0.0294 0.0294 0.0294 0.0294 0.0294
Lasso Column sum -1 -1 1 1 1 -1
f = 6 Maximum correlation 0.0294 0.0294 0.0294 0.0294 0.0294 0.0294
potential terms when generating the lasso designs has a much greater eﬀect on the
balance and correlation structure of the 18 run designs than was found for the 33
run designs.
The designs presented in this section will be used to explore sequential design in
Chapter 5.
Table 4.5: A Bayesian D-optimal design (d4) for ridge regression for N = 18 runs
and f = 4 factors, together with the simulated observations
Run A B C D Y
1 -1 1 -1 -1 13.58
2 -1 -1 1 1 -20.39
3 1 -1 1 1 30.28
4 1 -1 -1 -1 152.33
5 -1 1 1 1 170.68
6 -1 1 -1 -1 12.62
7 -1 1 -1 1 -104.01
8 1 1 1 -1 -99.24
9 -1 -1 1 -1 -83.88
10 -1 -1 -1 1 -96.76
11 1 1 -1 -1 -36.53
12 1 1 1 -1 -97.88
13 -1 -1 -1 -1 243.12
14 1 1 1 1 261.42
15 1 1 -1 1 -74.08
16 1 -1 -1 1 -103.80
17 -1 1 1 -1 -109.51
18 1 -1 1 -1 -112.05
104Table 4.6: A Bayesian D-optimal design (d5) for ridge regression for N = 18 runs
and f = 6 factors, together with the simulated observations
Run A B C D E F Y
1 1 -1 1 -1 -1 -1 -110.82
2 1 -1 -1 -1 -1 1 152.20
3 -1 1 1 -1 -1 -1 -111.03
4 1 1 1 -1 -1 1 -97.92
5 -1 -1 1 1 -1 1 -19.51
6 -1 1 1 1 1 1 171.25
7 1 -1 -1 1 -1 -1 -105.54
8 -1 1 -1 -1 1 -1 13.12
9 -1 -1 -1 -1 -1 -1 242.61
10 1 1 1 1 -1 -1 260.87
11 -1 -1 1 1 1 -1 -18.92
12 1 1 1 -1 1 -1 -98.76
13 1 1 -1 1 -1 1 -74.70
14 -1 -1 -1 1 1 1 -95.55
15 -1 1 -1 1 -1 -1 -104.92
16 1 -1 1 1 1 1 31.76
17 -1 -1 1 -1 1 1 -81.81
18 1 1 -1 -1 1 1 -36.33
105Table 4.7: A Bayesian D-optimal design (d6) for the lasso for N = 18 runs and
f = 6 factors, together with the simulated observations
Run A B C D E F Y
1 -1 1 -1 1 -1 -1 -106.31
2 1 1 -1 1 1 1 -73.83
3 -1 1 1 1 1 1 171.47
4 -1 -1 1 1 -1 -1 -21.69
5 -1 1 1 -1 -1 -1 -111.60
6 1 -1 -1 -1 1 1 151.29
7 1 -1 -1 1 1 -1 -105.90
8 -1 -1 1 -1 1 1 -82.16
9 -1 1 -1 -1 1 1 12.46
10 1 -1 1 -1 1 -1 -112.57
11 1 -1 1 1 1 1 28.06
12 -1 -1 -1 1 1 1 -96.06
13 1 -1 -1 1 -1 1 -104.33
14 1 1 -1 -1 -1 -1 -35.14
15 -1 -1 -1 -1 -1 -1 242.63
16 1 1 1 -1 1 1 -101.62
17 1 -1 1 -1 -1 1 -110.91
18 1 1 1 1 -1 -1 261.50
Table 4.8: Column sum and maximum correlation for the N = 18 D-optimal designs
Factor
Design Summary statistic A B C D E F
Ridge Column sum 0 2 0 -2 - -
f = 4 Maximum correlation 0.1111 0.1 0.1111 0.1 - -
Ridge Column sum 0 0 2 0 -2 0
f = 6 Maximum correlation 0.3333 0.3333 0.35 0.3333 0.35 0.3333
Lasso Column sum 2 -2 0 0 2 2
f = 6 Maximum correlation 0.4781 0.4781 0.1111 0.1111 0.55 0.55
1064.5 Designs for Restricted Factor Level
Combinations: Application to the Melting
Point Experiment
In this section, we ﬁnd designs for ridge regression and the lasso for the melting
point experiment, introduced in Section 1.2. As the factor levels cannot be freely
combined, a row-exchange algorithm is used which is described below. We also
investigate the impact of prior information on the number of distinct design points.
We assume a model with only main eﬀect predictors, see (2.15). In this section, all
21 variables are considered, including those from highly correlated pairs of variables,
in order to study design selection in the presence of a high degree of multicollinearity.
4.5.1 Generation of Bayesian D-optimal Designs
Bayesian D-optimal designs for ridge regression and the lasso were generated for
model (1.1) with predictors that are all the main eﬀect terms. The row-exchange
algorithm used for this work is a modiﬁed Federov exchange algorithm, which is
described by Cook and Nachtsheim (1980). In this algorithm, the objective function
is optimised by repeatedly exchanging a design point (i.e. an entire row of the
design matrix) for a point selected from a candidate list of possible points. This
algorithm is better suited to the chemistry example than the coordinate-exchange
algorithm because the values of the variables for a particular compound cannot be
independently chosen; the only choice is how many times, if at all, a compound is
included in the design.
For this example, the candidate list consists of all 55 points in the data set.
(Note that 55 compounds, not 60, were candidates because there were queries about
descriptor values for 5 of the compounds at the time this work was carried out.
These queries were later resolved.) Any of the candidate points may be included in
the design more than once. The design selection via a row-exchange algorithm is as
follows.
Algorithm:
1. Generate M designs of N runs by randomly selecting the design
points, with replacement, from a candidate list of NC points
1072. Calculate the value of the objective function ((4.15) or (4.16))
for each of the M random designs
3. Select the random design having the largest value of the
objective function as the starting design for the algorithm
4. Set k = 1 and l = 1
5. Exchange kth row of this design for the lth point in the
candidate list
6. Calculate the value of the objective function for the new
design
7. If the value of the objective function is increased, retain the
exchange in the design
8. Set l = l + 1
9. If l < NC, repeat steps 5-8; otherwise continue
10. Set k = k + 1
11. If k < N, set l = 1 and repeat steps 5-10; otherwise continue
12. If one or more of the exchanges have been retained go to step
4; otherwise end the algorithm
4.5.2 Support Points and Prior Information for Bayesian
D-optimal Designs
We investigate how the number of distinct or support points in a Bayesian D-optimal
design is aﬀected by the choice of values of the parameters λ and δ0 assumed when
selecting designs for 33 runs and 18 runs under ridge regression (4.13) and the lasso
(4.14). For the lasso designs, the primary terms are the main eﬀects of the factors
B,F,G,H,I,M, i.e. the terms with non-zero coeﬃcients in the model described in
Section 2.3 (see Table 3.1 for the factor names). All other terms (the remaining
main eﬀects) are potential.
108Altering the values of the parameters λ and δ0 changes the degree of prior in-
formation for ridge regression and lasso designs respectively, with prior information
increasing (prior variance decreasing) as these parameters are increased, and this will
have an eﬀect on the number of support points. This is because the prior variance
is lower, and less information is needed to be gained from the design to estimate β
accurately. For ridge regression, a high value of λ corresponds to model ﬁtting with
a high degree of shrinkage and low eﬀective degrees of freedom; therefore there are
essentially fewer terms in the model to learn about. For the lasso, a high value of
δ0 (and ﬁxed λ) means the eﬀective degrees of freedom are low, since estimating the
potential terms is less important.
For ridge regression, designs for λ = {0,10−7,0.0001,0.001,0.002,0.5,1} are
found (λ = 0 was not used when generating N = 18 designs). Figure 4.5(a) shows
the number of support points as a function of logλ for the ridge regression designs.
As λ is increased, the number of support points in the N = 33 designs decreases,
as expected. The N = 18 ridge regression designs do not follow this trend. Each
of these designs has 18 support points, the maximum possible number, irrespective
of the value of λ. As equal prior information is assumed for all the parameters and
there are fewer observations in the designs than there are parameters to be esti-
mated, it follows that the maximum possible number of distinct design points will
be selected.
For the lasso, λ is ﬁxed at 1.0 and designs are found for δ0 = {0,1,5,20,100,1000,
1010} (δ0 = 0 was not used when generating N = 18 designs). Figure 4.5(b) shows
the number of support points as a function logδ0 for the lasso designs. As δ0 is
increased, the number of support points in both the N = 33 and N = 18 designs de-
creases. When generating the lasso designs, a diﬀerent prior distribution is assumed
for the primary terms to that assumed for the potential terms. In this example there
are 7 primary terms; fewer than there are observations in the designs. Therefore the
number of support points in the lasso N = 18 designs decreases as δ0 is increased;
the same trend is observed for the N = 33 designs.
109Figure 4.5: Eﬀect of prior information on the number of support points in Bayesian
D-optimal designs: (a) Ridge regression; (b) Lasso
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4.5.3 Investigation of the Properties of Bayesian D-optimal
Designs for the Melting Point Experiment
We now consider four of the designs from the previous section: N = 18 and 33 for
ridge regression with λ = 1; N = 18 and 33 for the lasso with λ = 1, δ0 = 5. As in
Section 4.4.4, we investigate correlations between the columns of the design that hold
the values of the primary terms. We also compare models ﬁtted by ridge regression
and the lasso to simulated observations for the full candidate set of compounds and
for each of the four designs.
Bayesian D-optimal designs for N = 33 runs and N = 18 runs have been gener-
ated for ridge regression and the lasso. The values λ = 1 and δ0 = 5 were used to
generate the lasso designs because we found for N = 33 that these values generated
the design that had the lowest maximum prediction variance, which was calculated
using a bootstrapping procedure (see Section 5.2). A value of λ = 1 was also used to
generate the ridge regression designs to enable a fair comparison of their performance
with the lasso designs.
The designs for ridge regression are given in Tables 4.12 and 4.13, and for the
lasso in Tables 4.14 and 4.15. For each type, there are 25 support points for the
110N = 33 designs and 18 support points for the N = 18 designs. The two larger
designs both have 8 design points that are repeated twice (see Tables 4.12 and
4.14), with six of these points occuring in both designs. From considering all four
designs (N = 33 and N = 18), we see that approximately half of the points in the
candidate set occur in at least one of the four designs, 25 of the points do not appear
in any of the designs, and four points appear in only one design. This means that
47% of the candidate points appear in two or more of the designs. Other than this
there is little pattern as to which points the designs have in common.
Data was simulated from the ‘true’ model deﬁned in Section 2.3 for the four
designs. A model was ﬁtted to each data set using ridge regression and the lasso.
Values of the within-sample R2 and adjusted R2, and out-of-sample R2 and adjusted
R2 (from N-fold cross-validation) were calculated and are shown in Table 4.9. The
same statistics were calculated for models ﬁtted by ridge regression and the lasso
to the observations simulated for each candidate design point. The values of these
statistics for each design are comparable to those for the full candidate list. Ridge
regression does not shrink any of the coeﬃcients to exactly zero, therefore for the
N = 18 designs the models are overﬁtted to the data and as a result the out-of-
sample R2 and adjusted R2 are lower than for the larger designs.
Table 4.9: Summary statistics for models ﬁtted to D-optimal designs and a design
formed from the candidate list
Design
Summary Full candidate Ridge, Ridge, Lasso, Lasso,
Model statistic list, N = 55 N = 33 N = 18 N = 33 N = 18
Ridge R2 0.999 0.999 0.965 0.999 0.980
model Adjusted R2 0.999 0.999 0.940 0.999 0.965
C-V R2 0.998 0.998 0.667 0.996 0.842
C-V adjusted R2 0.998 0.994 0.430 0.988 0.722
Lasso R2 0.999 0.999 0.950 0.999 0.962
model Adjusted R2 0.999 0.998 0.929 0.999 0.947
C-V R2 0.999 0.993 0.874 0.996 0.913
C-V adjusted R2 0.998 0.983 0.847 0.989 0.886
111Table 4.10 lists, for each design, the maximum of the absolute values of the corre-
lations between each pair of predictors (factor main eﬀects) in the design. Maximum
column correlations are only given for factors B,F,G,H,I and M, which are the
factors set as primary terms for ﬁnding the lasso designs. These maximum correla-
tions are also given between columns of the candidate list, which correspond to the
same factors.
Table 4.10: Maximum column correlations for D-optimal designs and a design
formed from the candidate list for the melting point experiment
Design
Ridge, Ridge, Lasso, Lasso,
Candidate Bayesian, Bayesian, Bayesian, Bayesian,
Factor list, N = 55 N = 33 N = 18 N = 33 N = 18
B 0.924 0.940 0.926 0.923 0.924
F 0.710 0.772 0.770 0.765 0.752
G 0.640 0.586 0.595 0.606 0.576
H 0.997 0.996 0.996 0.997 0.997
I 0.998 0.997 0.997 0.997 0.997
M 0.961 0.972 0.978 0.975 0.964
As designs for ridge regression and the lasso emphasise the estimation of diﬀerent
sets of eﬀects, we might expect the correlation structure to diﬀer for designs found
under the two models. For ridge regression designs, all predictors are treated equally;
for lasso designs, the primary terms (main eﬀects of B,F,G,H,I,M) are more
important than the other predictors. Hence, for this latter case, we might think that
there will be lower maximum column correlations for the primary terms. In fact, all
designs, both for ridge regression and the lasso, have the same maximum column
correlations (to a single decimal place), determined by the correlations present in
the full candidate list.
The Bayesian D-optimal designs generated for the organic chemistry example
were assessed under (4.15) and (4.16), the ridge regression and lasso D-optimality
objective functions. When calculating the values of these objective functions, the
terms set as primary in the assumed model and the values of λ and δ0 were the same
as those used to generate the designs. The values of both objective functions for all
four of these designs are given in Table 4.11. Keeping in mind that the designs have
been generated with the aim of maximising the value of the objective function, it
112can be seen that when two designs with equal run sizes are evaluated under a certain
criterion the design generated using that criterion performs better. For every design,
the value of the lasso objective function (4.16) is consistently larger than that of the
ridge regression objective function (4.15). This is due to the relative magnitudes
of diagonal entries of the matrices λI, of the ridge regression objective function,
and 2λ∆0(β), of the lasso objective function. Under the values of λ and δ0 used
to generate the designs, the non-zero diagonal entries of 2λ∆0(β) are greater than
the diagonal entries of λI. Therefore, for the same design, the value of the lasso
objective function will be larger than the value of the ridge regression objective
function. Essentially, the lasso objective function is focussed on the estimation of
fewer parameters.
The Bayesian D-optimal designs will be used to explore sequential design point
selection in the next chapter.
Table 4.11: Values of the objective functions for the four Bayesian D-optimal designs
Ridge regression Lasso objective
Design objective function function
Ridge, N = 33 5.03 8.93
Lasso, N = 33 4.94 9.06
Ridge, N = 18 3.52 6.79
Lasso, N = 18 3.34 6.89
4.6 Conclusions
In this chapter, the connection between Bayesian inference and bridge regression has
been described, including the form of the posterior distribution and a new approxi-
mation to the prior distribution of the coeﬃcients for the lasso. This approximation
has enabled designs to be found for the lasso using Bayesian D-optimality. The de-
sign method was demonstrated for designs with two-level factors (Section 4.4) and
designs where levels of factors cannot be freely combined (Section 4.5) using the
organic chemistry example. In the ﬁrst case, a comparison with a catalogue of main
eﬀect orthogonal designs for 4, 5 and 6 variables showed that
113Table 4.12: Design and simulated observations for N = 33 and ridge regression
Run Cand. A B C D E F G H I J K L M N O P Q R S T U Y
point
1 1 -0.5 -0.8 -0.1 -0.2 -0.3 -0.5 -1.0 -0.8 -0.8 1.0 0.6 0.4 -0.6 -0.7 -0.8 -0.9 0.1 -0.7 -0.5 -0.1 0.0 -78.9
2 5 -0.8 -0.4 0.0 0.1 -0.2 0.4 -1.0 -0.1 -0.2 1.0 0.8 0.1 -0.6 -0.5 -0.1 -0.4 0.5 -0.9 -0.8 -0.6 -0.6 -58.4
3 9 -0.5 -0.5 0.5 0.6 -0.2 -0.7 0.7 -0.1 -0.2 -0.8 -0.8 0.3 -0.8 -0.9 -0.1 -0.7 0.9 -0.2 -0.4 1.0 0.8 -23.2
4 11 -0.3 0.2 0.2 0.6 0.5 -0.1 0.7 0.4 0.3 -0.8 -0.8 0.5 -0.8 -0.8 0.4 -0.2 -0.2 -0.1 0.0 0.8 0.8 2.2
5 12 0.5 -0.5 -0.2 -0.2 -0.3 -0.7 0.7 -0.1 -0.2 -0.8 -0.8 0.2 0.1 0.3 -0.1 -0.7 0.7 -0.1 -0.1 0.8 1.0 -20.8
6 12 0.5 -0.5 -0.2 -0.2 -0.3 -0.7 0.7 -0.1 -0.2 -0.8 -0.8 0.2 0.1 0.3 -0.1 -0.7 0.7 -0.1 -0.1 0.8 1.0 -22.2
7 14 0.3 0.4 -0.3 0.0 0.9 0.3 -1.0 0.0 -0.1 -0.8 -0.8 -0.1 -0.5 -0.4 -0.1 -0.5 0.9 -0.7 0.2 0.1 -0.2 -31.6
8 16 -0.5 0.6 -0.2 0.2 0.9 0.8 -1.0 0.3 0.3 1.0 0.9 -0.1 -0.6 -0.5 0.2 -0.8 0.6 -0.9 -1.0 -1.0 -1.0 -22.9
9 17 0.0 -0.7 0.1 0.0 -1.0 -0.3 -0.7 0.5 0.6 -1.0 -1.0 -0.7 -0.7 -0.7 0.5 -0.4 0.9 0.2 0.3 -0.3 -0.8 -67.8
10 20 1.0 -0.5 0.1 0.1 -0.8 -0.9 0.2 0.5 0.5 -0.8 -0.7 -0.5 -0.5 -0.7 0.5 -0.5 0.4 -0.3 0.1 -0.3 -0.2 -42.2
11 21 -0.3 -0.8 -0.7 -0.8 -0.7 -0.7 -0.7 -0.2 -0.1 -0.8 -0.8 0.3 -0.4 -0.4 -0.2 -0.4 0.9 -0.3 0.4 0.1 -0.6 -73.7
12 22 0.0 -0.5 -0.6 -0.6 -0.5 -0.7 -0.3 0.8 0.9 -0.8 -0.8 0.8 -0.9 -0.8 0.9 0.0 0.7 0.6 -0.4 0.8 0.7 -67.4
13 22 0.0 -0.5 -0.6 -0.6 -0.5 -0.7 -0.3 0.8 0.9 -0.8 -0.8 0.8 -0.9 -0.8 0.9 0.0 0.7 0.6 -0.4 0.8 0.7 -69.2
14 23 0.0 -0.9 0.7 0.4 -0.7 -1.0 -0.1 -0.5 -0.5 -0.8 -0.8 -0.2 0.6 0.4 -0.5 -0.5 0.6 -0.7 0.5 -0.3 -0.6 -43.6
15 26 -0.5 0.5 0.1 0.5 0.7 0.0 -0.1 0.4 0.4 0.3 0.2 -0.2 0.1 0.1 0.4 -1.0 0.0 0.4 1.0 -0.6 -0.4 0.2
16 26 -0.5 0.5 0.1 0.5 0.7 0.0 -0.1 0.4 0.4 0.3 0.2 -0.2 0.1 0.1 0.4 -1.0 0.0 0.4 1.0 -0.6 -0.4 -1.5
17 27 -0.5 -0.7 0.2 0.2 -0.4 -0.8 0.7 -0.3 -0.4 -0.8 -0.8 0.3 0.8 0.8 -0.3 1.0 0.6 0.1 0.4 0.3 0.0 -20.8
18 28 -0.3 -0.5 1.0 1.0 -0.5 -0.4 0.7 0.4 0.3 -0.8 -0.8 0.3 1.0 1.0 0.4 1.0 0.6 0.0 0.0 -0.8 -0.6 -14.5
19 28 -0.3 -0.5 1.0 1.0 -0.5 -0.4 0.7 0.4 0.3 -0.8 -0.8 0.3 1.0 1.0 0.4 1.0 0.6 0.0 0.0 -0.8 -0.6 -13.5
20 29 -0.8 0.7 0.2 0.8 1.0 0.2 0.7 0.7 0.6 -0.8 -0.8 0.4 0.3 0.6 0.6 -0.5 0.1 -0.2 0.0 -0.1 0.0 25.32
21 30 -0.5 -0.7 0.4 0.3 -0.4 -0.8 0.7 -0.3 -0.4 -0.8 -0.8 0.1 -0.3 -0.4 -0.3 -0.1 0.3 1.0 -0.2 -0.3 -0.2 -24.7
22 31 0.3 -0.5 0.3 0.3 -0.6 -0.4 0.7 0.4 0.3 1.0 0.9 -0.2 -0.1 -0.2 0.4 -0.5 -1.0 0.6 -0.5 -0.3 -0.5 -18.4
23 31 0.3 -0.5 0.3 0.3 -0.6 -0.4 0.7 0.4 0.3 1.0 0.9 -0.2 -0.1 -0.2 0.4 -0.5 -1.0 0.6 -0.5 -0.3 -0.5 -15.7
24 32 -0.5 -0.5 0.7 0.7 -0.7 -0.9 0.2 0.5 0.5 -0.8 -0.7 -0.2 0.8 0.6 0.5 -0.1 0.7 0.2 -0.4 0.6 0.8 -37.7
25 33 -0.5 1.0 -0.5 -0.1 0.7 1.0 -1.0 1.0 1.0 -0.8 -0.7 -1.0 -0.2 -0.1 1.0 -0.3 -0.2 -0.3 0.5 0.1 -0.2 -16.6
26 33 -0.5 1.0 -0.5 -0.1 0.7 1.0 -1.0 1.0 1.0 -0.8 -0.7 -1.0 -0.2 -0.1 1.0 -0.3 -0.2 -0.3 0.5 0.1 -0.2 -14.7
27 36 -0.5 0.6 -0.9 -0.7 0.5 0.2 -0.7 0.8 0.8 1.0 1.0 -0.4 -0.1 -0.2 0.8 -0.8 0.3 -0.9 -0.9 -0.1 -0.4 -26.8
28 36 -0.5 0.6 -0.9 -0.7 0.5 0.2 -0.7 0.8 0.8 1.0 1.0 -0.4 -0.1 -0.2 0.8 -0.8 0.3 -0.9 -0.9 -0.1 -0.4 -28.1
29 37 -0.3 -0.4 -0.7 -0.7 -0.3 0.0 -1.0 0.0 0.1 -0.3 -0.3 -0.2 0.3 0.2 0.1 0.1 -0.4 0.4 -0.5 -0.3 -0.1 -62.1
30 43 -0.5 -0.8 -0.1 -0.2 -0.6 -0.2 -1.0 -0.7 -0.7 -0.8 -0.8 -0.5 -0.6 -0.6 -0.7 -0.4 0.8 0.3 -0.7 0.3 0.1 -68.3
31 53 -0.8 -0.8 0.3 0.1 -0.8 0.0 -1.0 0.1 0.2 -1.0 -1.0 0.4 -0.2 -0.3 0.2 -0.8 0.5 -0.7 -0.2 0.1 0.4 -66.5
32 53 -0.8 -0.8 0.3 0.1 -0.8 0.0 -1.0 0.1 0.2 -1.0 -1.0 0.4 -0.2 -0.3 0.2 -0.8 0.5 -0.7 -0.2 0.1 0.4 -67.0
33 54 -0.8 -0.7 0.4 0.3 -0.6 -0.6 -0.1 0.1 0.2 -0.8 -0.8 0.6 0.8 0.6 0.2 -0.5 0.6 0.7 0.6 1.0 0.2 -38.7
1
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4Table 4.13: Design and simulated observations for N = 18 and ridge regression
Run Cand. A B C D E F G H I J K L M N O P Q R S T U Y
point
1 1 -0.5 -0.8 -0.1 -0.2 -0.3 -0.5 -1.0 -0.8 -0.8 1.0 0.6 0.4 -0.6 -0.7 -0.8 -0.9 0.1 -0.7 -0.5 -0.1 0.0 -79.9
2 11 -0.3 0.2 0.2 0.6 0.5 -0.1 0.7 0.4 0.3 -0.8 -0.8 0.5 -0.8 -0.8 0.4 -0.2 -0.2 -0.1 0.0 0.8 0.8 0.7
3 12 0.5 -0.5 -0.2 -0.2 -0.3 -0.7 0.7 -0.1 -0.2 -0.8 -0.8 0.2 0.1 0.3 -0.1 -0.7 0.7 -0.1 -0.1 0.8 1.0 -21.1
4 16 -0.5 0.6 -0.2 0.2 0.9 0.8 -1.0 0.3 0.3 1.0 0.9 -0.1 -0.6 -0.5 0.2 -0.8 0.6 -0.9 -1.0 -1.0 -1.0 -22.0
5 17 0.0 -0.7 0.1 0.0 -1.0 -0.3 -0.7 0.5 0.6 -1.0 -1.0 -0.7 -0.7 -0.7 0.5 -0.4 0.9 0.2 0.3 -0.3 -0.8 -68.0
6 20 1.0 -0.5 0.1 0.1 -0.8 -0.9 0.2 0.5 0.5 -0.8 -0.7 -0.5 -0.5 -0.7 0.5 -0.5 0.4 -0.3 0.1 -0.3 -0.2 -40.0
7 22 0.0 -0.5 -0.6 -0.6 -0.5 -0.7 -0.3 0.8 0.9 -0.8 -0.8 0.8 -0.9 -0.8 0.9 0.0 0.7 0.6 -0.4 0.8 0.7 -68.1
8 26 -0.5 0.5 0.1 0.5 0.7 0.0 -0.1 0.4 0.4 0.3 0.2 -0.2 0.1 0.1 0.4 -1.0 0.0 0.4 1.0 -0.6 -0.4 0.3
9 27 -0.5 -0.7 0.2 0.2 -0.4 -0.8 0.7 -0.3 -0.4 -0.8 -0.8 0.3 0.8 0.8 -0.3 1.0 0.6 0.1 0.4 0.3 0.0 -20.5
10 28 -0.3 -0.5 1.0 1.0 -0.5 -0.4 0.7 0.4 0.3 -0.8 -0.8 0.3 1.0 1.0 0.4 1.0 0.6 0.0 0.0 -0.8 -0.6 -15.4
11 31 0.3 -0.5 0.3 0.3 -0.6 -0.4 0.7 0.4 0.3 1.0 0.9 -0.2 -0.1 -0.2 0.4 -0.5 -1.0 0.6 -0.5 -0.3 -0.5 -16.2
12 32 -0.5 -0.5 0.7 0.7 -0.7 -0.9 0.2 0.5 0.5 -0.8 -0.7 -0.2 0.8 0.6 0.5 -0.1 0.7 0.2 -0.4 0.6 0.8 -39.2
13 33 -0.5 1.0 -0.5 -0.1 0.7 1.0 -1.0 1.0 1.0 -0.8 -0.7 -1.0 -0.2 -0.1 1.0 -0.3 -0.2 -0.3 0.5 0.1 -0.2 -15.7
14 36 -0.5 0.6 -0.9 -0.7 0.5 0.2 -0.7 0.8 0.8 1.0 1.0 -0.4 -0.1 -0.2 0.8 -0.8 0.3 -0.9 -0.9 -0.1 -0.4 -26.4
15 37 -0.3 -0.4 -0.7 -0.7 -0.3 0.0 -1.0 0.0 0.1 -0.3 -0.3 -0.2 0.3 0.2 0.1 0.1 -0.4 0.4 -0.5 -0.3 -0.1 -59.8
16 43 -0.5 -0.8 -0.1 -0.2 -0.6 -0.2 -1.0 -0.7 -0.7 -0.8 -0.8 -0.5 -0.6 -0.6 -0.7 -0.4 0.8 0.3 -0.7 0.3 0.1 -69.5
17 53 -0.8 -0.8 0.3 0.1 -0.8 0.0 -1.0 0.1 0.2 -1.0 -1.0 0.4 -0.2 -0.3 0.2 -0.8 0.5 -0.7 -0.2 0.1 0.4 -67.7
18 54 -0.8 -0.7 0.4 0.3 -0.6 -0.6 -0.1 0.1 0.2 -0.8 -0.8 0.6 0.8 0.6 0.2 -0.5 0.6 0.7 0.6 1.0 0.2 -39.0
1
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5Table 4.14: Design and simulated observations for N = 33 and the lasso
Run Cand. A B C D E F G H I J K L M N O P Q R S T U Y
point
1 1 -0.5 -0.8 -0.1 -0.2 -0.3 -0.5 -1.0 -0.8 -0.8 1.0 0.6 0.4 -0.6 -0.7 -0.8 -0.9 0.1 -0.7 -0.5 -0.1 0.0 -80.2
2 1 -0.5 -0.8 -0.1 -0.2 -0.3 -0.5 -1.0 -0.8 -0.8 1.0 0.6 0.4 -0.6 -0.7 -0.8 -0.9 0.1 -0.7 -0.5 -0.1 0.0 -78.3
3 9 -0.5 -0.5 0.5 0.6 -0.2 -0.7 0.7 -0.1 -0.2 -0.8 -0.8 0.3 -0.8 -0.9 -0.1 -0.7 0.9 -0.2 -0.4 1.0 0.8 -23.4
4 10 0.0 -0.3 0.4 0.5 -0.1 -0.2 0.7 0.3 0.1 -0.8 -0.8 0.6 -0.9 -0.7 0.2 -0.2 -0.3 0.1 -0.1 0.8 0.6 -11.6
5 12 0.5 -0.5 -0.2 -0.2 -0.3 -0.7 0.7 -0.1 -0.2 -0.8 -0.8 0.2 0.1 0.3 -0.1 -0.7 0.7 -0.1 -0.1 0.8 1.0 -20.0
6 16 -0.5 0.6 -0.2 0.2 0.9 0.8 -1.0 0.3 0.3 1.0 0.9 -0.1 -0.6 -0.5 0.2 -0.8 0.6 -0.9 -1.0 -1.0 -1.0 -24.1
7 17 0.0 -0.7 0.1 0.0 -1.0 -0.3 -0.7 0.5 0.6 -1.0 -1.0 -0.7 -0.7 -0.7 0.5 -0.4 0.9 0.2 0.3 -0.3 -0.8 -65.5
8 20 1.0 -0.5 0.1 0.1 -0.8 -0.9 0.2 0.5 0.5 -0.8 -0.7 -0.5 -0.5 -0.7 0.5 -0.5 0.4 -0.3 0.1 -0.3 -0.2 -42.2
9 22 0.0 -0.5 -0.6 -0.6 -0.5 -0.7 -0.3 0.8 0.9 -0.8 -0.8 0.8 -0.9 -0.8 0.9 0.0 0.7 0.6 -0.4 0.8 0.7 -67.9
10 22 0.0 -0.5 -0.6 -0.6 -0.5 -0.7 -0.3 0.8 0.9 -0.8 -0.8 0.8 -0.9 -0.8 0.9 0.0 0.7 0.6 -0.4 0.8 0.7 -67.0
11 23 0.0 -0.9 0.7 0.4 -0.7 -1.0 -0.1 -0.5 -0.5 -0.8 -0.8 -0.2 0.6 0.4 -0.5 -0.5 0.6 -0.7 0.5 -0.3 -0.6 -44.5
12 26 -0.5 0.5 0.1 0.5 0.7 0.0 -0.1 0.4 0.4 0.3 0.2 -0.2 0.1 0.1 0.4 -1.0 0.0 0.4 1.0 -0.6 -0.4 -0.1
13 26 -0.5 0.5 0.1 0.5 0.7 0.0 -0.1 0.4 0.4 0.3 0.2 -0.2 0.1 0.1 0.4 -1.0 0.0 0.4 1.0 -0.6 -0.4 -0.9
14 27 -0.5 -0.7 0.2 0.2 -0.4 -0.8 0.7 -0.3 -0.4 -0.8 -0.8 0.3 0.8 0.8 -0.3 1.0 0.6 0.1 0.4 0.3 0.0 -20.6
15 28 -0.3 -0.5 1.0 1.0 -0.5 -0.4 0.7 0.4 0.3 -0.8 -0.8 0.3 1.0 1.0 0.4 1.0 0.6 0.0 0.0 -0.8 -0.6 -13.9
16 28 -0.3 -0.5 1.0 1.0 -0.5 -0.4 0.7 0.4 0.3 -0.8 -0.8 0.3 1.0 1.0 0.4 1.0 0.6 0.0 0.0 -0.8 -0.6 -12.4
17 29 -0.8 0.7 0.2 0.8 1.0 0.2 0.7 0.7 0.6 -0.8 -0.8 0.4 0.3 0.6 0.6 -0.5 0.1 -0.2 0.0 -0.1 0.0 22.8
18 31 0.3 -0.5 0.3 0.3 -0.6 -0.4 0.7 0.4 0.3 1.0 0.9 -0.2 -0.1 -0.2 0.4 -0.5 -1.0 0.6 -0.5 -0.3 -0.5 -16.7
19 31 0.3 -0.5 0.3 0.3 -0.6 -0.4 0.7 0.4 0.3 1.0 0.9 -0.2 -0.1 -0.2 0.4 -0.5 -1.0 0.6 -0.5 -0.3 -0.5 -15.1
20 32 -0.5 -0.5 0.7 0.7 -0.7 -0.9 0.2 0.5 0.5 -0.8 -0.7 -0.2 0.8 0.6 0.5 -0.1 0.7 0.2 -0.4 0.6 0.8 -67.9
21 32 -0.5 -0.5 0.7 0.7 -0.7 -0.9 0.2 0.5 0.5 -0.8 -0.7 -0.2 0.8 0.6 0.5 -0.1 0.7 0.2 -0.4 0.6 0.8 -38.9
22 33 -0.5 1.0 -0.5 -0.1 0.7 1.0 -1.0 1.0 1.0 -0.8 -0.7 -1.0 -0.2 -0.1 1.0 -0.3 -0.2 -0.3 0.5 0.1 -0.2 -14.7
23 33 -0.5 1.0 -0.5 -0.1 0.7 1.0 -1.0 1.0 1.0 -0.8 -0.7 -1.0 -0.2 -0.1 1.0 -0.3 -0.2 -0.3 0.5 0.1 -0.2 -15.0
24 36 -0.5 0.6 -0.9 -0.7 0.5 0.2 -0.7 0.8 0.8 1.0 1.0 -0.4 -0.1 -0.2 0.8 -0.8 0.3 -0.9 -0.9 -0.1 -0.4 -24.9
25 37 -0.3 -0.4 -0.7 -0.7 -0.3 0.0 -1.0 0.0 0.1 -0.3 -0.3 -0.2 0.3 0.2 0.1 0.1 -0.4 0.4 -0.5 -0.3 -0.1 -61.0
26 39 -0.3 -0.6 -0.1 -0.1 -0.6 0.2 -1.0 0.0 0.0 1.0 0.8 -0.3 0.1 -0.2 0.0 -0.8 0.5 -0.8 -0.8 -0.1 -0.2 -61.7
27 41 0.0 -1.0 -0.4 -0.5 -0.5 -0.6 -1.0 -1.0 -1.0 -0.3 -0.4 0.3 -0.1 -0.2 -1.0 -0.5 1.0 -0.6 -0.3 -0.3 -0.4 -77.2
28 43 -0.5 -0.8 -0.1 -0.2 -0.6 -0.2 -1.0 -0.7 -0.7 -0.8 -0.8 -0.5 -0.6 -0.6 -0.7 -0.4 0.8 0.3 -0.7 0.3 0.1 -68.8
29 45 0.3 -0.7 0.1 0.0 -0.3 -0.9 -0.1 -0.3 -0.3 -0.3 -0.4 0.8 -0.9 -1.0 -0.3 -0.4 0.5 0.6 0.0 0.1 0.3 -49.5
30 50 -1.0 0.5 0.0 0.4 0.5 0.8 -1.0 0.8 0.8 -1.0 -1.0 0.1 -0.9 -0.9 0.8 -0.3 0.4 -0.3 0.1 -0.1 -0.5 -36.2
31 53 -0.8 -0.8 0.3 0.1 -0.8 0.0 -1.0 0.1 0.2 -1.0 -1.0 0.4 -0.2 -0.3 0.2 -0.8 0.5 -0.7 -0.2 0.1 0.4 -67.9
32 53 -0.8 -0.8 0.3 0.1 -0.8 0.0 -1.0 0.1 0.2 -1.0 -1.0 0.4 -0.2 -0.3 0.2 -0.8 0.5 -0.7 -0.2 0.1 0.4 -67.2
33 54 -0.8 -0.7 0.4 0.3 -0.6 -0.6 -0.1 0.1 0.2 -0.8 -0.8 0.6 0.8 0.6 0.2 -0.5 0.6 0.7 0.6 1.0 0.2 -37.6
1
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6Table 4.15: Design and simulated observations for N = 18 and the lasso
Run Cand. A B C D E F G H I J K L M N O P Q R S T U Y
point
1 1 -0.5 -0.8 -0.1 -0.2 -0.3 -0.5 -1.0 -0.8 -0.8 1.0 0.6 0.4 -0.6 -0.7 -0.8 -0.9 0.1 -0.7 -0.5 -0.1 0.0 -79.5
2 10 0.0 -0.3 0.4 0.5 -0.1 -0.2 0.7 0.3 0.1 -0.8 -0.8 0.6 -0.9 -0.7 0.2 -0.2 -0.3 0.1 -0.1 0.8 0.6 -14.4
3 12 0.5 -0.5 -0.2 -0.2 -0.3 -0.7 0.7 -0.1 -0.2 -0.8 -0.8 0.2 0.1 0.3 -0.1 -0.7 0.7 -0.1 -0.1 0.8 1.0 -20.2
4 20 1.0 -0.5 0.1 0.1 -0.8 -0.9 0.2 0.5 0.5 -0.8 -0.7 -0.5 -0.5 -0.7 0.5 -0.5 0.4 -0.3 0.1 -0.3 -0.2 -41.9
5 22 0.0 -0.5 -0.6 -0.6 -0.5 -0.7 -0.3 0.8 0.9 -0.8 -0.8 0.8 -0.9 -0.8 0.9 0.0 0.7 0.6 -0.4 0.8 0.7 -67.8
6 26 -0.5 0.5 0.1 0.5 0.7 0.0 -0.1 0.4 0.4 0.3 0.2 -0.2 0.1 0.1 0.4 -1.0 0.0 0.4 1.0 -0.6 -0.4 0.4
7 28 -0.3 -0.5 1.0 1.0 -0.5 -0.4 0.7 0.4 0.3 -0.8 -0.8 0.3 1.0 1.0 0.4 1.0 0.6 0.0 0.0 -0.8 -0.6 -12.3
8 29 -0.8 0.7 0.2 0.8 1.0 0.2 0.7 0.7 0.6 -0.8 -0.8 0.4 0.3 0.6 0.6 -0.5 0.1 -0.2 0.0 -0.1 0.0 24.6
9 31 0.3 -0.5 0.3 0.3 -0.6 -0.4 0.7 0.4 0.3 1.0 0.9 -0.2 -0.1 -0.2 0.4 -0.5 -1.0 0.6 -0.5 -0.3 -0.5 -16.5
10 32 -0.5 -0.5 0.7 0.7 -0.7 -0.9 0.2 0.5 0.5 -0.8 -0.7 -0.2 0.8 0.6 0.5 -0.1 0.7 0.2 -0.4 0.6 0.8 -36.3
11 33 -0.5 1.0 -0.5 -0.1 0.7 1.0 -1.0 1.0 1.0 -0.8 -0.7 -1.0 -0.2 -0.1 1.0 -0.3 -0.2 -0.3 0.5 0.1 -0.2 -17.2
12 36 -0.5 0.6 -0.9 -0.7 0.5 0.2 -0.7 0.8 0.8 1.0 1.0 -0.4 -0.1 -0.2 0.8 -0.8 0.3 -0.9 -0.9 -0.1 -0.4 -26.7
13 39 -0.3 -0.6 -0.1 -0.1 -0.6 0.2 -1.0 0.0 0.0 1.0 0.8 -0.3 0.1 -0.2 0.0 -0.8 0.5 -0.8 -0.8 -0.1 -0.2 -63.5
14 41 0.0 -1.0 -0.4 -0.5 -0.5 -0.6 -1.0 -1.0 -1.0 -0.3 -0.4 0.3 -0.1 -0.2 -1.0 -0.5 1.0 -0.6 -0.3 -0.3 -0.4 -78.1
15 45 0.3 -0.7 0.1 0.0 -0.3 -0.9 -0.1 -0.3 -0.3 -0.3 -0.4 0.8 -0.9 -1.0 -0.3 -0.4 0.5 0.6 0.0 0.1 0.3 -47.7
16 50 -1.0 0.5 0.0 0.4 0.5 0.8 -1.0 0.8 0.8 -1.0 -1.0 0.1 -0.9 -0.9 0.8 -0.3 0.4 -0.3 0.1 -0.1 -0.5 -37.0
17 53 -0.8 -0.8 0.3 0.1 -0.8 0.0 -1.0 0.1 0.2 -1.0 -1.0 0.4 -0.2 -0.3 0.2 -0.8 0.5 -0.7 -0.2 0.1 0.4 -66.8
18 54 -0.8 -0.7 0.4 0.3 -0.6 -0.6 -0.1 0.1 0.2 -0.8 -0.8 0.6 0.8 0.6 0.2 -0.5 0.6 0.7 0.6 1.0 0.2 -38.3
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7(a) the catalogued designs had diﬀerent performances under the Bayesian objec-
tive function, and
(b) the Bayesian D-optimal design was always in the catalogue.
The objective function for generating Bayesian D-optimal designs for ridge re-
gression places equal prior information on all of the coeﬃcients to be estimated. For
the lasso, there is more prior information for the potential terms (the coeﬃcients
that are thought to be zero a priori) in the assumed model through the term δ0.
It has been observed that by increasing the strength of the prior information on
the coeﬃcients of the potential terms, the structure and properties of the designs
change, for example, the estimation of the primary terms is favoured.
There is no such mechanism in place for adjusting ridge regression designs, where
the strength of the prior information is controlled by the choice of λ which aﬀects
all parameters equally. Thus the criterion produces designs which provide equal
information for the estimation of all coeﬃcients.
There are known limitations to each of the methods introduced. The form of
the posterior variance for ridge regression is closed form whereas, for the lasso, the
posterior variance is only an approximation. It would be interesting, in the future,
to investigate the performance of the designs under a diﬀerent approximation, for
example, using Markov Chain Monte Carlo techniques.
118Chapter 5
Sequential Design of Experiments
for Bridge Regression
5.1 Introduction
In this chapter, we consider the problem of sequential selection of additional de-
sign points to enhance an existing data set for the eﬃcient estimation of a bridge
regression model. Point sequential design is used to choose the next design point
to run to aim to give the greatest improvement in predictions made from the ﬁt-
ted model. Sequential design can be particularly eﬀective if data collection is slow,
such as in chemistry experiments where compounds must be synthesised and their
properties measured. This means that time is available for the next design point
to be selected in an optimal manner. We approach this problem by choosing the
next design point, from a ﬁnite list of possible candidate points, as the point where
the predicted response has highest variance (MacKay, 1992). For general bridge
regression, including the lasso, the prediction variance of each candidate point is
estimated using a bootstrapping procedure (Section 5.2). The use of bootstrapping
to estimate prediction variance for sequential design is a novel approach.
The methodology developed in this chapter is applied to the Melting Point Data
Set in Section 5.4, and its eﬀectiveness investigated. The sequential selection of
compounds, from a predeﬁned list of compounds, that are most likely to enhance an
existing data set and improve a predictive model for the melting points of compounds
not included in the data set is a useful tool for a synthetic chemist. It provides
119guidance on the best compounds to synthesise. This will save materials, and also
time in the lab and on analytical equipment used to measure physical and chemical
properties, where data collection can take several hours and use of the machine is in
high demand. Costs would be reduced as a positive consequence. As in the previous
chapter, the data set used in this chapter is made up of 55 compounds described by
21 quantitative descriptors. The simulated responses are generated from the known
model with 7 non-zero coeﬃcients (including the intercept) deﬁned in Section 2.3.
5.1.1 Literature Review
In an important paper on sequential design using prediction variance, MacKay
(1992) considered three diﬀerent criteria for the selection of a new design point.
These criteria can be applied to linear and non-linear models, and correspond to
diﬀerent aims of the experiment. For each criterion, a function of the next design
point, ˜ x, was deﬁned that predicted the information gain from an observation at ˜ x.
These criteria were
1. select ˜ x to be the point that has highest prediction variance, as an approxi-
mation to improving the overall predictive accuracy of the ﬁtted model. This
is the criterion applied in this chapter (Section 5.2),
2. select ˜ x from a region of particular interest within the design space to maximise
the accuracy of predictions within that region,
3. select ˜ x to determine the most appropriate model from two or more competing
models.
There has been a variety of recent work on sequential design for regression-type
models, focussed on choosing design points to satisfy diﬀerent performance criteria.
This includes work by Mandal, Wu and Johnson (2006) who introduced a Sequential
Elimination of Level Combinations algorithm, in which the initial experiment is
carried out using an orthogonal array design. The design points that are worst at
achieving the goal of the experiment, e.g. those where the response is low when the
aim is to maximise the response, are placed in a ‘forbidden array’ from which future
runs may not be chosen. A genetic algorithm is then used to generate a speciﬁed
number of better designs using the current best design points. The best design points
120to use to create new experimental runs during the crossover and mutation processes
of the genetic algorithm are determined according to probabilities proportional to
a ﬁtness measure, such as the value of the response. In this way the experimental
design is guided by the information gained from the previously collected data. The
authors applied the method to a combinatorial chemistry problem with the aim of
selecting combinations of reagents that produce compounds that exhibit a maximum
of desired eﬃcacy.
Deng, Joseph, Sudjianto and Wu (2009) used a combination of stochastic ap-
proximation and optimal design methods to develop an ‘active learning through
sequential design’ approach to estimate an optimal threshold hyperplane. This hy-
perplace is a decision boundary which may be linear, non-linear or nonparametric.
In this paper, the hyperplane was used to decide whether or not a bank account had
been used for money laundering according to a threshold ‘probability of suspicious-
ness’. The procedure is:
• estimate the threshold hyperplane from the currently available data, e.g. by
ﬁtting a logistic regression model,
• identify those points in a candidate list of data which are closest, in terms of
Euclidean distance, to this estimated threshold hyperplane,
• from these points, select for inclusion in the design the point that maximises
the determinant of the Fisher information matrix of the ﬁtted model for the
threshold hyperplane.
These recent articles show that the issue of sequential design is of current interest
within the experimental design literature, and that there are several methods of
approaching the problem with applications in various diﬀerent situations.
5.2 Sequential Design Improvement Algorithm for
Bridge Regression
Point sequential design can be employed to improve an initial experiment from which
model (1.1) has been estimated using bridge regression. At each step, an additional
design point, ˜ x, is selected from a ﬁxed set of possible candidate design points,
121C = {˜ x1,..., ˜ xNC}, ˜ xi ∈ χ, and the corresponding experimental run performed.
The experiment continues one-step-at-a-time. At the kth step, the next point is
chosen as
˜ xk = argmax
˜ x∈C
Vark−1(ˆ Y (˜ x)), k = 1,...,Nk, (5.1)
see also MacKay (1992). Here, Vark−1(ˆ Y (˜ x)) is the prediction variance based on the
data collected up to step k−1, including from the initial design. We denote the size
of the initial experiment by N0, and the size of the experiment after the kth step by
Nk = N0 + k.
For ridge regression, there is a closed form for the variance-covariance matrix of
the coeﬃcients and hence the variance of ˆ Y (x) for x ∈ χ. However, this is not the
case for the lasso (see Section 2.4). The approximations to the variance-covariance
matrix for the lasso, detailed in Section 2.4.3, are not used to approximate the
prediction variance of the candidate points for point sequential design. Instead, a
bootstrap procedure (see Section 2.4.4) is used which makes fewer assumptions, for
example, it does not assume a linear relationship between ˆ Y and Y .
For 0 < γ ≤ 2, the prediction variance can be approximated by using the boot-
strap model ﬁtted to each bootstrap sample to predict the response at each point
in C. Then the variance of each candidate point is estimated over its B bootstrap
ﬁtted values, ˆ Y ∗
h (˜ x) (h = 1,...,B), as
Vark−1(ˆ Y (˜ x)) =
1
B − 1
B  
h=1
(ˆ Y
∗
h (˜ x) − ¯ Y (˜ x))
2, (5.2)
where
¯ Y (˜ x) =
1
B
B  
h=1
ˆ Y
∗
h (˜ x),
for all ˜ x ∈ C. The design point chosen to be next included is the candidate point that
exhibits the highest prediction variance estimated from the B bootstrap samples.
The design improvement procedure at step k is then given by the following
algorithm.
Algorithm:
1. Use bridge regression to fit model (1.1) to the current data,
(x1,Y1),...,(xNk−1,YNk−1), and obtain estimated coefficients ˆ β and
122residuals ˆ r
2. For each ˜ x ∈ C, evaluate Vark−1(ˆ Y (˜ x)) using bootstrapping
a. Randomly resample the residuals with replacement, to obtain
r∗
i, where i = 1,...,Nk−1
b. Set Y ∗
i = xT
i ˆ β + r∗
i
c. Fit a bridge regression to the resampled data
(x1,Y ∗
1 ),...,(xNk−1,Y ∗
Nk−1), with λ re-estimated
d. Calculate ˆ Y ⋆(˜ x) for all ˜ x ∈ C
e. Repeat steps a-d B times, and calculate the sample variance
of the predictions for each ˜ x ∈ C, using (5.2)
3. Choose ˜ xk such that (5.1) is satisfied, and perform a
run at this new point
5.2.1 Comments on the Bootstrapping Procedure
The bootstrap procedure used for the sequential selection of design points diﬀers in
two ways from that outlined in Section 2.4.4. These diﬀerences are
• how the resampled residuals are obtained,
• the re-estimation of the tuning parameter for the models ﬁtted to each boot-
strap sample.
The reasons for these diﬀerences are discussed below for the lasso; as there is no
closed form for the variance of ˆ Y (x), the lasso is the motivation for developing the
bootstrapping procedure. The comments can be generalised to methods for the
bridge regression family in general.
1. Residual resampling: as Nk < (p + 1) for many sequentially designed studies,
especially in the early steps, we resample residuals obtained from ﬁtting a
lasso regression model rather than a linear model ﬁtted via OLS. We use the
corrected AIC (2.25) to avoid overﬁtting the model and under-estimating σ2.
1232. Re-estimating the tuning parameter for each bootstrap sample: the tuning pa-
rameter s is re-estimated for each bootstrap sample to avoid under-estimating
the prediction variance. In extreme cases s may be estimated as s = 0 for the
original data and then, if s is not re-estimated, the predictions will be equal
for all ˜ x ∈ C within each bootstrap sample, and (5.2) will be the same for each
˜ x. Hence, the criterion will be unable to choose between the candidate points.
5.3 Sequentially Developed Designs for Two-level
Factors
In this section, we apply the sequential design process of Section 5.2 to the Bayesian
D-optimal designs from Section 4.4.4, for model (1.1) having all main eﬀects and
two-factor interaction terms, and for f factors each having two levels, +1 and -1.
Designs for ridge regression were found using (4.13) with identical prior distributions
assumed for all predictors and λ = 0.5. Designs for the lasso were found using (4.14)
with λ = 0.5 and δ0 = 1 assumed for the potential terms. The potential terms are
identiﬁed as those with βj = 0 in (5.5) below.
For each size of design, N = 18 and N = 33, we consider two ridge regression
D-optimal designs, one with f = 4 variables and the other with f = 6 variables, and
one lasso D-optimal design with f = 6 variables. The design and observations for
the N = 33 designs, d1 (ridge, f = 4), d2 (ridge, f = 6) and d3 (lasso, f = 6), are
shown in Tables 4.1, 4.2 and 4.3 respectively. The design and observations for the
N = 18 designs, d4 (ridge, f = 4), d5 (ridge, f = 6) and d6 (lasso, f = 6), are shown
in Tables 4.5, 4.6 and 4.7 respectively. The bootstrapping procedure for obtaining
the prediction variances of the candidate points was applied to the ridge regression
designs as well as the lasso designs.
The candidate list from which the design points are sequentially selected and
then included in the initial designs is made up of all possible combinations of +1
and −1 variable values, therefore for the f = 4 example there are 16 candidate
points and for the f = 6 examples there are 64 candidate points. The known model
used to simulate the response for the design points in the D-optimal initial designs
124and for those points subsequently chosen for inclusion is
Yi = β0 +
f  
j=1
xijβj +
f  
l=1
f  
j>l
xilxijβlj + εi, (5.3)
where β0 = 2. For the f = 4 ridge regression designs
β
T = (0.5,0.7,3,6,10,15,20,50,55,100), (5.4)
where the ﬁrst f = 4 entries of β are the ‘true’ coeﬃcients of the main eﬀect terms
and the remaining p − f = 6 entries are the ‘true’ coeﬃcients of the interaction
terms.
For the f = 6 ridge regression and lasso designs
β
T = (0.5,0.7,3,6,0,0,10,15,20,0,0,50,55,0,0,100,0,0,0,0,0), (5.5)
where the ﬁrst f = 6 entries of β are the coeﬃcients of the main eﬀect terms and
the remaining p − f = 15 entries are the coeﬃcients of the interaction terms. For
all designs, the random error, εi, was generated as a random sample from a N(0,1)
distribution.
5.3.1 Results
For the N0 = 33 Bayesian D-optimal initial designs, ten candidate points were
added sequentially according to criterion (5.1) and using the algorithm in Section
5.2. The candidate list of points included the points already in the initial design,
and each candidate point could be selected more than once. It should be noted that
the Bayesian D-optimal initial designs are found under a estimation-based criterion
rather than through a function of the prediction variance. Subsequently the maxi-
mum prediction variance is calculated without assuming the prior information used
to generate the D-optimal designs and therefore it is not necessary to update the
prior information after the addition of each design point.
Properties of the designs: The results of this process for the ridge regression
designs and the lasso design are shown in Figure 5.1. For comparison, summaries of
125the results obtained from 100 random initial designs are also included in the plots.
For each of these designs, 33 design points were chosen at random from {−1,+1}
f.
The plot shows, at each step, the median and the 2.5% and 97.5% percentiles of the
maximum prediction variance obtained across all designs.
Figure 5.1: Maximum prediction variance of a two-level sequentially developed de-
sign from an initial 33-run Bayesian D-optimal design and from random initial
designs for: (a) Ridge regression, f = 4; (b) Ridge regression, f = 6; (c) Lasso,
f = 6. Also shown are the 50%, 2.5% and 97.5% quantiles for 100 designs from
random initial designs
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126The performance of the sequential designs developed from all three D-optimal
initial designs remains approximately constant as design points are added. The
performance of the f = 6 ridge regression and lasso designs, d2 and d3, remain ap-
proximately at the same level as the 2.5% quantile of the 100 random initial designs
throughout the sequential design procedure. The sequential design developed from
the f = 4 ridge regression initial design, d1, has maximum prediction variance lower
than the 2.5% quantile for the designs from the 100 random initial designs at every
step.
The three 33-run D-optimal initial designs were discussed in Section 4.4.4, where
it was noted that these designs were as balanced as possible. These designs would
therefore be expected to perform well under most criteria and Figure 5.1 shows that
this is the case for maximum prediction variance. The models ﬁtted to the simulated
data from the initial D-optimal designs were previously found to be very similar to
the known models from which the data were generated, with each coeﬃcient having
an estimated value within approximately 0.5 of the true value. We repeated the
model-ﬁtting study as each new point was added to each design. The estimated
coeﬃcient values from the ﬁtted models were again very similar to those of the true
model. Therefore, there is little scope for the addition of a few runs to substantially
improve the designs.
The worst performance of the designs developed from the random initial designs
compares poorly to the D-optimal initial designs. However, the sequential design
procedure is able to produce a substantial improvement over the worst performing
of these designs after only a few new design points have been selected. This is es-
pecially apparent for f = 6 and the lasso (Figure 5.1(c)) and the 97.5% percentile
of the 100 random initial designs, where the performance is dramatically improved
after the inclusion of only one new design point. Note that there are also substan-
tial improvements for the ridge regression designs but the log scale in Figure 5.1
somewhat ﬂattens the curves.
Ten new points were added sequentially to the N0 = 18 Bayesian D-optimal
designs using criterion (5.1), and these results are shown in Figure 5.2. As before,
100 random initial designs were compared and summaries of their results are also
included on the same plots.
The maximum prediction variance, at each step, of the sequential design de-
127Figure 5.2: Maximum prediction variance of a two-level sequentially developed de-
sign from an initial 18-run Bayesian D-optimal design and from random initial
designs for: (a) Ridge regression, f = 4; (b) Ridge regression, f = 6; (c) Lasso,
f = 6
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veloped from the f = 4 ridge regression design, d4, remains roughly constant as
design points are added sequentially to the design. The maximum prediction vari-
ance for this design is consistently lower than that of the median of the sequential
designs from the 100 random initial designs, and is only slightly higher than the
2.5% quantile. Again, substantial improvements in the designs obtained from the
128random initial designs can be observed.
For f = 6 variables, there are p = 21 main eﬀects and interactions in the
model. Hence, for N0 = 18, N0 < (p + 1). Although the f = 6 ridge regression
design, d5, initially performs worse than the 97.5% quantile obtained from the 100
random initial designs, subsequent performance improves dramatically once there
are more distinct design points in the design than there are predictors (this occurs
at N5 = 23, see later). The design performs better than the median from the 100
random initial designs by N10 = 28. The scale of the vertical axis in Figure 5.2(b)
makes the increase in maximum prediction variance of the f = 6 ridge regression
design at N9 = 27 appear deceptively large. In fact, between N8 = 26 and N9 = 27
the maximum prediction variance is only increased from 2.0 to 11.2. A maximum
prediction variance of 11.2 is a substantial improvement on the performance of the
initial design, which had a maximum prediction variance of 1088.2. On average, the
performance of the random designs is also substantially improved by the addition
of well chosen extra points.
The performance of the designs obtained from the f = 6 lasso initial design, d6,
neither monotonically increases or decreases as design points are added sequentially
(see discussion in next paragraph). However, the performance remains better than
that of the median of the 100 random initial designs and at certain points equals
that of the 2.5% quantile of the 100 random initial designs.
When N0 < (p + 1), as for this example with N0 = 18 and f = 6, the results of
applying the sequential design method to an initial ridge regression or lasso Bayesian
D-optimal design are somewhat erratic. The models ﬁtted to these initial D-optimal
designs are not very similar to the true simulation model, with the ridge regression
model in particular severely underestimating the coeﬃcients that were non-zero in
the true model. Each additional point is more inﬂuential and causes larger changes
to the estimated coeﬃcients of the ﬁtted model than for designs with N0 ≥ p.
Tables 5.1, 5.2 and 5.3 show the candidate points selected by criterion (5.1) for
inclusion in the N0 = 18 initial designs for f = 4 ridge regression, f = 6 ridge
regression and f = 6 lasso respectively. For the f = 4 ridge regression design, the
criterion selects ten diﬀerent candidate points for inclusion in the design, all of which
were already present in the initial design. This is not unexpected because there are
only 16 candidate points to choose from for the f = 4 example and there are only 10
129predictors in the model. For the f = 6 ridge regression design, the criterion selects
8 distinct points for inclusion in the design, with one of the points repeated three
times. For the f = 6 lasso design, the criterion selects 7 distinct points for inclusion
in the design, with one of the points repeated four times. The repeated additional
point included in the f = 6 ridge regression design is not the same candidate point
repeated in the sequentially developed lasso design. The only design point of the ten
additional points included in the f = 6 lasso design that was present in the initial
design is the repeated point.
Table 5.1: The ten design points selected for addition to the f = 4, N0 = 18 ridge
regression initial design
Run A B C D Y
19 1 -1 1 1 30.52
20 1 -1 -1 -1 153.53
21 -1 -1 -1 -1 243.03
22 -1 -1 1 -1 -81.52
23 -1 -1 1 1 -19.91
24 -1 1 -1 1 -103.74
25 1 -1 -1 1 -103.36
26 -1 -1 -1 1 -95.11
27 1 1 -1 -1 -36.39
28 1 1 1 1 262.60
Figures 5.3, 5.4 and 5.5 show projections of the design points included in the
N0 = 18 initial designs for f = 4 ridge regression, f = 6 ridge regression and f = 6
lasso respectively. In these plots, the design points included in the initial designs
are coloured blue and those subsequently chosen by criterion (5.1) are coloured red.
For the designs developed from the f = 4 ridge regression initial design (Figure 5.3)
the plot shows that for factors which have an uneven balance of design points across
the factor levels in the initial design, the sequential design procedure is capable of
improving this balance. This is shown by an even number of design points at each
corner of every subplot of the ﬁgure. This contributes to the observed stability in
maximum prediction variance during the sequential design procedure for this design.
For the designs developed from the f = 6 ridge regression and lasso designs (Figures
5.4 and 5.5), where N0 < (p + 1), we do not see the same tendency to ‘balance’ the
130Table 5.2: The ten design points selected for addition to the f = 6, N0 = 18 ridge
regression initial design. The bold combinations of factor levels are repeated points
Run A B C D E F Y
19 1 -1 -1 -1 -1 1 152.36
20 1 -1 -1 -1 -1 1 152.71
21 -1 1 1 -1 -1 -1 -108.59
22 1 -1 -1 -1 -1 1 151.77
23 -1 -1 1 1 -1 1 -18.73
24 1 1 1 -1 -1 1 -100.87
25 -1 1 -1 -1 1 -1 13.44
26 -1 1 -1 1 1 1 -104.21
27 1 1 1 1 1 -1 263.29
28 1 1 -1 1 1 -1 -72.97
Table 5.3: The ten design points selected for addition to the f = 6, N0 = 18 lasso
initial design. The bold combinations of factor levels are repeated points
Run A B C D E F Y
19 1 1 1 1 -1 -1 260.38
20 1 1 1 1 -1 -1 261.84
21 -1 1 1 1 -1 1 170.20
22 1 1 1 1 1 -1 261.07
23 1 1 1 1 -1 -1 263.89
24 1 1 1 1 -1 -1 260.66
25 1 1 -1 -1 1 -1 -36.39
26 1 1 1 1 -1 1 262.18
27 -1 -1 1 -1 -1 1 -80.43
28 -1 1 -1 -1 -1 -1 12.61
design points.
131Figure 5.3: Projection of design points of the f = 4, N0 = 18 ridge regression initial
design and the ten additional design points. The blue dots are the design points of
the initial design and the red dots are the additional design points. A small amount
of random noise has been added to the values in order to separate them
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132Figure 5.4: Projection of design points of the f = 6, N0 = 18 ridge regression initial
design and the ten additional design points. The blue dots are the design points of
the initial design and the red dots are the additional design points. A small amount
of random noise has been added to the values in order to separate them
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133Figure 5.5: Projection of design points of the f = 6, N0 = 18 lasso initial design
and the ten additional design points. The blue dots are the design points of the
initial design and the red dots are the additional design points. A small amount of
random noise has been added to the values in order to separate them
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1345.4 Sequentially Developed Designs when Factor
Levels cannot be Freely Combined
In this section, we investigate a sequential design procedure for experiments in which
not all combinations of factor levels can be investigated. We use the melting point
experiment (Section 1.2) and the assumed known model (2.15) as the focus of the
work, and use the candidate list of 55 compounds (the possible design points) to
ﬁnd designs.
In Section 5.4.1, we describe a study to explore how the candidate point chosen by
criterion (5.1) improves the prediction variances of the remaining candidate points,
and compare this improvement to that obtained by all other choices of the next
design point. In Section 5.4.2, we apply the sequential design procedure to the
Bayesian D-optimal initial designs from Section 4.5.3, which were generated for the
melting point experiment.
5.4.1 Investigation of N0 + 1 Run Designs
In this section, we compare the improvement gained in prediction variance from
the addition of a single point, chosen according to (5.1), to all possible alternative
N0+1 point designs. The 55 points of the candidate list were split randomly to form
a N0 = 45 initial design and a candidate list containing the remaining 10 points.
Using the algorithm outlined below, all ten possible N1 = 46 designs were compared
by ranking the additional point according to the improvement in prediction variance
of the remaining 9 candidate points. The whole procedure was repeated 100 times.
To be more speciﬁc, the N1 = 46 point designs are thus investigated by
• selecting, at random, an initial design of N0 = 45 points chosen from the
55-point candidate list,
• taking each of the 10 remaining candidate points in turn and adding them to
the 45 points of the initial design to create a design with N1 = 46 points,
• ﬁtting the lasso model to the N1 = 46 run design,
• calculating the average prediction variance of the remaining 9 candidate points
from this ﬁtted model,
135• comparing the average prediction variance of the set of 9 candidate points from
each N1 = 46 design,
• repeating the entire process 100 times.
The steps actually performed are
Algorithm:
1. For each point ˜ x ∈ C calculate the variance of its predicted
response according to the bootstrap procedure of Section 5.2
2. Rank the points ˜ x ∈ C from 1 to NC in order of decreasing
variance, ˜ x(1),..., ˜ x(NC)
3. Include ˜ x(1) ∈ C in the training set and refit the bridge
regression
4. For each remaining point ˜ x(2),..., ˜ x(NC) ∈ C calculate the variance
of its predicted response according to the bootstrapping
procedure of Section 5.2
5. Calculate the average of the variances calculated in step 4
6. Repeat steps 3-5, including in the design each point
˜ x(2),..., ˜ x(NC) ∈ C in turn
7. Rank the points ˜ x(j) ∈ C (j = 1,...,C) in order of increasing
average of the variances from step 5
The results of this study are shown in Figure 5.6, as histograms of the ranking
of the candidate point with the highest prediction variance for each of the 100
repetitions for both ridge regression and the lasso. If the sequential design criterion
performs well across diﬀerent training sets and candidate lists, the same point ˜ x
∗
will
1. have the highest prediction variance (step 1 of the above algorithm)
˜ x
∗ = argmax
˜ x∈C
Var45(ˆ Y (˜ x)),
1362. have lowest average variance across C\{˜ x
∗} (step 5)
min
˜ x∈C
 
C\{˜ x∗}
Var46(ˆ Y (˜ x))/9,
and hence
3. have rank 1 when ˜ x ∈ C are ranked by increasing average prediction variance
(step 7).
For the majority of 100 repetitions of the procedure, we can see that this is the
case. For ridge regression, the mean ranking of the candidate point ˜ x
∗ was 1.72, the
median ranking was 1 and the variance was 1.68. For the lasso the mean ranking
was 1.92, the median ranking was 1 and the variance was 2.40.
Figure 5.6: Histograms of ranks of improvement to the initial design of candidate
point (5.1): (a) Ridge regression; (b) Lasso
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In the vast majority of the 100 repetitions of the procedure, the sequential design
criterion (5.1) is able to select the candidate point that improves the performance
of the design the most; over 80% of the time for ridge regression and just under
80% of the time for the lasso. This study has shown that choosing the next point
via (5.1) is able to improve the average of the bootstrap prediction variances of the
remaining candidate points after a point is added to the design.
1375.4.2 Application to D-optimal Initial Designs
The sequential design process of Section 5.2 has been applied to each of the D-
optimal designs found for the organic chemistry example, with main eﬀect terms
only, that were presented in Section 4.5.3. Ten points have been added, one at a
time, to each of these designs according to criterion (5.1) and using the algorithm
described in Section 5.2. These points were selected from a candidate list made up
of 55 points, the compounds in the data set. This candidate list included the points
in the initial design and each of the candidate points could be selected more than
once. The response values for the candidate data points, including the points of
the initial designs, were simulated from the explanatory data and the known model
described in Section 2.3.
For comparison, the sequential design procedure was also carried out on 100
random initial designs generated from the Melting Point Data Set. To generate these
designs, points were selected at random, with replacement, from the candidate list
of 55 points. Summaries of the results are presented in Figure 5.7, along with the
results of the corresponding D-optimal design. At each step, we plot the median,
2.5% and 97.5% quantiles of the maximum prediction variances obtained from all
designs.
The sequential design criterion was applied to develop designs for model (1.1) for
ridge regression and the lasso with an initial Bayesian D-optimal design of N0 = 33
points. The results for each of these designs are shown in Figure 5.7, starting from
the N0 = 33 point initial design; summaries of the results obtained for 100 random
initial designs are also included. The ridge regression initial design is shown in Table
4.12, and the lasso initial design in Table 4.14.
It is clear, from Figure 5.7, that all designs developed, including from the ran-
dom initial designs, are improved in terms of maximum prediction variance after
only a few points have been added sequentially. The ridge regression design has
better performance than the lasso design, in terms of maximum prediction variance,
throughout the procedure. At its best (N2 = 35), the maximum prediction variance
of the ridge regression design is approximately half that of the lasso design. The
performances of sequential designs from the ridge regression and lasso designs re-
main better than the median for designs from the 100 random initial designs. The
maximum prediction variance for the ridge regression design is lower than that of
138the 2.5% quantile of the 100 random initial designs at every stage of the procedure.
Figure 5.7: Maximum prediction variance for N0 = 33 Bayesian D-optimal designs,
Melting Point Data Set: (a) Ridge regression; (b) Lasso
34 36 38 40 42
−
2
−
1
0
1
2
3
4
(a)
Number of runs
l
o
g
(
m
a
x
i
m
u
m
 
p
r
e
d
i
c
t
i
o
n
 
v
a
r
i
a
n
c
e
)
D−optimal design
Median
2.5/97.5% quantile
34 36 38 40 42
0
5
1
0
1
5
(b)
Number of runs
l
o
g
(
m
a
x
i
m
u
m
 
p
r
e
d
i
c
t
i
o
n
 
v
a
r
i
a
n
c
e
)
D−optimal design
Median
2.5/97.5% quantile
The sequential design criterion was also applied to the N0 = 18 point Bayesian
D-optimal designs presented in Section 4.5.3; the ridge regression initial design is
shown in Table 4.13 and the lasso initial design is shown in Table 4.15. Again,
summaries of the results obtained for 100 random initial designs are included for
comparison. The results are shown in Figure 5.8.
The maximum prediction variance of the two D-optimal initial designs is im-
proved once the additional ten design points have been included. The performance
of these sequential designs is only slightly worse than the 2.5% quantile of the 100
random initial designs by the point at which all ten of the additional design points
have been included in the designs. Again, the D-optimal designs have been found
under an estimation-based criterion, and the maximum prediction variance is not
calculated using the same prior information used to generate the D-optimal initial
designs.
When using ridge regression, the performance of all the initial designs, includ-
ing the random initial designs, are improved by the sequential addition of extra
design points. When using the lasso, the maximum prediction variance of the worst
139performing designs, represented by the 97.5% quantile of the 100 random initial
designs, is unusual as it increases as design points are added sequentially. Figure
5.9 demonstrates how the complexity of the ﬁtted lasso model that generates the
97.5% quantile changes as the size of the design increases. The eﬀective degrees of
freedom, in this case estimated using the simple approximation (i.e. by the number
of non-zero terms in the model, see Section 2.3.4) is plotted against the number of
runs in the design. The eﬀective degrees of freedom increases as the number of runs
increases; hence the complexity of the model is increasing. For the worst designs,
additional (and perhaps spurious) terms are being added to the model. This leads
to a less stable estimated model under resampling, and higher prediction variance.
This behaviour is also reﬂected, to a lesser extent, in the median performance of the
random designs.
Figure 5.8: Maximum prediction variance for N0 = 18 Bayesian D-optimal designs,
Melting Point Data Set: (a) Ridge regression; (b) Lasso
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These results show that, in most cases, the sequential criterion can improve the
maximum prediction variance of even the poorest performing designs after only a
few steps and can also improve designs that already perform well under a particular
measure of performance. Also, the Bayesian D-optimal designs are amongst the
best initial designs when assessed under maximum prediction variance.
140Figure 5.9: Estimated eﬀective degrees of freedom of lasso models ﬁtted at each run
size for the worst performing random initial designs of Figure 5.8(b)
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5.5 Conclusions
In this chapter, we have deﬁned the criterion for the sequential selection of design
points for the improvement of an existing design and the algorithm used to calculate
the value of the criterion and select the design points. The method was applied to
the D-optimal designs generated in Chapter 4 for both the two-level example and the
example based on the Melting Point Data Set. The bootstrapping procedure allows
the assessment of the performance of the initial designs via the maximum prediction
variance of the points in the candidate set. The sequential selection of design points
was able to improve the performance of poorly performing designs signiﬁcantly, and
also improve the performance of designs that already perform reasonably well, after
only a few candidate points had been selected and included in the design.
Although there is a closed form for the prediction variance for ridge regression,
the bootstrapping method provides a consistent method for estimating the prediction
variance for both ridge regression and the lasso.
141The results of applying the sequential design process to the D-optimal designs
have shown that the criterion is capable of improving the performance of poor designs
in very few steps. Hence, such methods could be used to ‘repair’ experiments that
had been poorly designed initially. Together with intelligent choice of initial designs,
the sequential design process would provide an advantage to synthetic chemists in
their ability to select the most signiﬁcant compounds to next synthesise, saving time,
materials and money.
In the next chapter, we discuss two possible future directions for the work on
sequential design for bridge regression. The ﬁrst is an alternative criterion for the
sequential selection of design points, which selects points that give the best expected
improvement in overall prediction variance. The second is the selection of batches of
design points which would be more time and cost eﬃcient, especially for a synthetic
chemist, than performing the experiments one-step-at-a-time.
142Chapter 6
Discussion and Future Work
6.1 Conclusions
In this thesis, we have presented and applied methods for the design and analysis
of experiments for bridge regression, with emphasis on the two commonly applied
cases of ridge regression and the lasso. Novel methods for the optimal and sequential
design of experiments have been developed and demonstrated when a response is
approximated by a linear model and ridge regression or the lasso is to be used to
analyse the experimental data.
Statistical models have been developed to predict the melting point of small
molecule organic compounds from the values of their chemical descriptors and to gain
understanding on which chemical features inﬂuence melting point. Ridge regression
and the lasso were used to estimate models composed only of linear terms and also
models containing two-factor interactions. These regression methods have not before
been applied to this chemistry problem.
In many experiments, such as the one that motivated the work in this thesis,
there are often more predictors than observations and there may be a high degree of
multicollinearity between the predictor values run in an experiment. We have shown
that both ridge regression and the lasso were able to screen the set of possible predic-
tors for those that have an important eﬀect on the response, through shrinking the
coeﬃcient estimates towards zero. The resulting models performed well in terms of
R2 and adjusted R2 calculated over the data set on which the models were ﬁtted, and
in terms of out-of-sample R2 and adjusted R2 calculated by cross-validation. Their
143performance also matched that of models obtained through more commonly used
methods of variable selection. For simplicity and scientiﬁc interpretation, the lasso-
ﬁtted model is preferred because the lasso achieves a parsimonious model through
variable selection.
The inclusion of interaction terms in the set of possible predictors led to a lasso
model that outperformed the model ﬁtted using only main eﬀect (or linear) terms,
based on the above model-ﬁtting statistics. The model performance statistics ob-
tained by cross-validation indicated that the ridge regression model including inter-
actions was overﬁtted to the data. This is because ridge regression, unlike the lasso,
does not shrink any of the coeﬃcients to exactly zero. However, the performance of
the ridge regression model including only main eﬀects terms was similar to that of
the lasso model including only main eﬀects terms.
Although the predictive melting point models developed in this thesis may not
be directly applicable to compounds from outside our set of structurally similar
compounds, it would be likely that the same variables identiﬁed as having a signiﬁ-
cant inﬂuence on the melting point would also exert a similar eﬀect on the melting
point of more structurally diverse compounds. The identiﬁcation of variable A, the
width of the melting peak, as having an inﬂuence on melting point is an unexpected
result. After discussion with the chemists, this variable is thought to be related to
defects in the crystal structure which are known to inﬂuence melting point, but are
diﬃcult to quantify. It would be interesting to conduct further investigations into
the signiﬁcance of this variable.
The relationship between bridge regression and Bayesian methods was explored
in order to develop a class of D-optimal designs using appropriate prior distributions.
This provides a method for the selection of an optimal design for an experiment,
with the aim of obtaining accurate estimates of the coeﬃcients in the model. It was
necessary to derive an approximation to the posterior variance for general bridge
regression; for the lasso, for example, the corresponding prior distribution is Laplace
and the posterior distribution is not available in closed form. Bayesian D-optimal de-
signs could then be generated for ridge regression and lasso models by criteria which
aim to maximise the determinant of the inverse of the posterior variance-covariance
matrix. Such an objective function has not previously been deﬁned or applied to
bridge regression. The D-optimality criteria were applied to ﬁnd and critically assess
144designs for both two-level experiments and for an experiment when factors cannot
be freely combined based on the motivating organic chemistry example.
The Bayesian D-optimality criterion for ridge regression places equal prior in-
formation on all of the coeﬃcients to be estimated. For the lasso, stronger prior
information is placed on terms thought to be zero a priori than those thought to
be non-zero; hence the designs favour the estimation of model terms thought to be
non-zero.
A point-sequential design criterion was developed to enhance an existing design.
The criterion selects design points, from a ﬁnite set of candidate points, that exhibit
the highest estimated prediction variance. This criterion is an approximation to
improving the predictive ability of the model ﬁtted to the augmented design. The
lasso is a non-linear and non-diﬀerentiable function of the response, and so there
is no closed form for the variance-covariance matrix of the coeﬃcient estimators.
Therefore a bootstrapping procedure was developed to provide estimates of the
prediction variance of the candidate points for the lasso. This procedure may also
be applied to ridge regression.
The sequential design criterion was applied to improve the Bayesian D-optimal
designs found for two-level experiments, and also for the melting point example.
The performance of the designs at each stage of the sequential design procedure
was assessed in terms of the improvement to the maximum prediction variance of
the candidate points evaluated over the candidate list. The method was critically
assessed by comparison with randomly chosen initial designs. The criterion was
able to improve the performance of all designs, including the worst performing of
the random designs, after the selection and inclusion of a small number of design
points. This assessment also showed that the D-optimal initial designs were some
of the best designs found.
6.2 Future Work
Finally, we outline some additional research which could extend that presented in
this thesis.
1456.2.1 Modelling via Bridge Regression
The current work on using regression methods to predict melting points is limited
by the nature of the available data set to compounds that are closely related in
molecular structure. The types of compounds considered could be widened to include
compounds that are more diverse and complex in their molecular structures, which
would allow a more thorough comparison with the published literature (see Section
3.3). These further compounds could be used to develop new predictive models for
diﬀerent sets of compounds using the same regression methods. Additional data
could be used as an independent test set to assess the performance of the predictive
models developed in the thesis.
The set of variables considered in this thesis may not be adequate in character-
ising the features that aﬀect the melting point across a wide range of compounds.
One way to determine whether this is true would be to use compounds that are
more diverse in molecular structure. Diﬀerent classes of descriptors could be devel-
oped for this purpose, particularly 3D descriptors that are determined by molecular
conformation, deﬁned by the arrangement of the molecules in the crystal structure.
The models in the thesis only considered the inclusion of main eﬀect predictors
and two-way products of the linear predictors, representing two-factor interactions.
These types of models could be extended to also include quadratic terms and three-
way product terms, although the latter are often found to be less important in
practice. The models currently considered are also linear in the unknown param-
eters. It may be beneﬁcial to also consider more complex approximations to the
response, for example, derived from any available physical theory.
When models with N < (p + 1) were considered, reasonably good prediction
accuracy was obtained for models ﬁtted using the bridge regression methods, when
measured both over the data used in developing the models, and also by cross-
validation. Other modelling methods, such as regression trees, can be useful for
performing variable selection in situations where N < (p+1) and we could perform
a wider comparison of variable selection methods, including ridge regression and
the lasso, by using simulation studies to investigate how the methods would fare in
extreme cases, for example, where there are very highly correlated variables.
To obtain a critical comparison between the predictive models developed in this
thesis and those found in the literature, the ridge regression and the lasso could
146be applied to the same sets of compounds used to develop the models found in the
literature, where these are available. The performance of the ﬁtted ridge regression
and lasso models would then be compared to the published model for the same data
set.
6.2.2 Sequential Design
Ideally, the design methods presented here could be applied to real chemistry ex-
periments. This would allow
(i) a practical assessment of the methods,
(ii) increased eﬃciency in the chemistry laboratory, through smaller and more
informative experiments.
There are a number of possible extensions to the sequential design methodology.
Design points could be selected using a maximum squared error criterion rather than
a maximum prediction variance criterion. The squared error for the ith candidate
point at step k − 1 of the sequential procedure is deﬁned as
Err
2(ˆ Y (˜ x))k−1 = (¯ Y (˜ x) − ˆ Yi)
2, i = 1,...,NC, (6.1)
where ˆ Yi is the predicted value of the ith candidate point from the bridge regression
model ﬁtted to the design at step k − 1 of the procedure, and
¯ Y (˜ x) =
1
B
B  
h=1
ˆ Y
∗
h (˜ x),
is the average of the predicted values of the ith candidate point from the B bootstrap
samples. The candidate point chosen for inclusion in the design would be the one
that exhibits the maximum value of (6.1). This criterion has been applied to the
N = 33 Bayesian D-optimal ridge regression and lasso designs generated for the
motivating Melting Point Data Set. Similar results were observed to those obtained
using the sequential design criterion based on maximum prediction variance. It is
expected that this criterion would have similar results to those of the maximum
prediction variance criterion for all initial designs, with potentially larger diﬀerences
for smaller designs.
147The sequential design problem could be approached using an alternative crite-
rion, where the data point would be chosen so as to give the best expected improve-
ment in overall prediction (Cohn, 1996)
˜ x = argmin
˜ xǫC
 
x
Var(ˆ Y (˜ x))dx,
where Var(ˆ Y (˜ x)) is approximated for N +1 observations. For nonlinear estimators,
such as the lasso, this criterion would include an extra level of computational com-
plexity, for example, using a nested bootstrapping algorithm. This sequential design
criterion would then be compared to the one developed in this thesis by assessing
their eﬃciencies across multiple stages via a simulation study.
In practice it is more eﬃcient, in terms of time and materials, to synthesise a
batch of compounds at any one time. Therefore it is important that we consider
how to choose sequentially these multiple additional compounds. Construction of
the new batches here cannot be carried out one point at a time, since once one
compound has been selected for inclusion in the design and a model has been ﬁtted
to that design the whole prediction variance landscape will vary, potentially by a
large amount. Hence, batches must be assessed as a whole, creating a considerable
combinatorial problem.
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Melting Point Data Set
Table A.1: Melting Point Data Set, variables Y and A-H
R1 R2 Y A B C D E F G H
F F 101.94 20 269.29 94.37 25.41 1.553 3.030 46.169 209.148
F Cl 146.22 20 285.74 96.95 27.70 1.569 3.545 46.169 217.753
F Br 157.72 15 330.19 93.40 30.84 1.759 3.676 46.169 222.103
Cl F 96.58 35 285.74 43.89 12.54 1.553 3.545 46.169 217.753
Cl Cl 142.00 15 302.19 100.36 30.33 1.584 4.059 46.169 226.358
Cl Br 162.65 15 346.64 98.98 34.31 1.786 4.190 46.169 230.707
Br F 124.09 30 330.19 51.10 16.87 1.765 3.676 46.169 222.103
Br Cl 126.35 20 346.64 64.10 22.22 1.765 4.190 46.169 230.707
NO2 F 179.07 20 296.30 138.48 41.03 1.565 2.826 91.993 227.551
NO2 Cl 179.31 30 312.75 130.00 40.66 1.621 3.340 91.993 236.156
NO2 Br 203.89 25 357.20 115.09 41.11 1.809 3.471 91.993 240.505
F NO2 169.49 40 296.30 85.74 25.40 1.554 2.826 91.993 227.551
Cl NO2 158.24 25 312.75 105.25 32.92 1.613 3.340 91.993 236.156
NO2 NO2 144.64 20 323.31 134.33 43.43 1.644 2.621 137.817 245.954
I F 144.93 35 377.19 74.17 27.98 1.941 3.950 46.169 228.207
I Cl 170.97 20 393.64 92.65 36.47 1.927 4.464 46.169 236.812
Cl I 173.27 20 393.64 85.76 33.76 1.950 4.464 46.169 236.812
Me OMe 111.94 30 277.37 105.02 29.13 1.302 3.208 55.403 241.393
Cl OMe 120.07 35 297.78 23.83 7.10 1.478 3.438 55.403 238.367
I OMe 132.88 40 389.23 87.18 33.93 1.862 3.843 55.403 248.822
149Table A.2: Melting Point Data Set, variables Y and A-H, continued
R1 R2 Y A B C D E F G H
NO2 OMe 184.83 30 308.34 108.22 33.37 1.551 2.719 101.227 248.166
CN OMe 140.12 50 288.35 105.08 30.30 1.370 2.515 79.195 241.691
OMe H 101.34 25 263.34 46.41 12.22 1.389 2.760 55.403 224.832
OMe OMe 91.85 30 293.37 55.55 16.30 1.458 2.816 64.637 250.377
H CN 178.60 30 258.32 150.27 38.82 1.400 2.458 69.961 216.145
F CN 139.87 20 276.31 123.87 34.23 1.458 2.622 69.961 221.077
Cl CN 181.84 30 292.76 139.84 40.94 1.488 3.136 69.961 229.681
I CN 206.75 20 384.21 103.31 39.69 1.872 3.541 69.961 240.135
H NO2 134.98 20 278.31 116.32 32.37 1.500 2.662 91.993 222.620
Me NO2 194.53 25 292.34 174.08 50.89 1.467 3.111 91.993 239.181
I NO2 220.22 15 404.20 115.91 46.85 1.981 3.745 91.993 246.610
NO2 H 171.40 20 278.31 125.32 34.88 1.489 2.662 91.993 222.620
NO2 Me 182.62 35 292.34 124.61 36.43 1.428 3.111 91.993 239.181
CF3 OMe 138.45 15 331.34 105.69 35.02 1.546 3.655 55.403 256.129
OMe CN 191.91 20 288.35 155.18 44.75 1.395 2.515 79.195 241.691
I CF3 168.45 20 427.20 63.89 27.29 1.870 4.682 46.169 254.573
F OMe 105.47 15 281.33 97.40 27.40 1.447 2.924 55.403 229.763
OMe F 82.21 30 281.33 74.84 21.05 1.468 2.924 55.403 229.763
OMe I 109.93 20 389.23 32.60 12.69 1.810 3.843 55.403 248.822
H CF3 96.56 25 301.31 46.58 14.04 1.527 3.598 46.169 230.583
H Cl 118.39 20 267.75 82.38 22.06 1.527 3.381 46.169 212.822
Me Cl 128.76 25 281.78 92.90 26.18 1.427 3.830 46.169 229.383
Me Br 150.78 25 326.23 108.02 35.24 1.611 3.961 46.169 233.732
Me I 172.19 30 373.23 74.01 27.62 1.787 4.235 46.169 239.837
H F 103.63 30 251.30 68.21 17.14 1.478 2.867 46.169 204.217
Me H 99.07 20 247.34 112.29 27.77 1.320 3.152 46.169 215.847
Cl H 94.56 20 267.75 88.05 23.58 1.444 3.381 46.169 212.822
F Me 97.73 20 265.33 81.37 21.59 1.427 3.315 46.169 220.778
CN F 153.58 35 276.31 107.88 29.81 1.540 2.622 69.961 221.077
Br Me 98.67 15 326.23 44.21 14.42 1.636 3.961 46.169 233.732
Br CN 177.13 15 337.21 116.27 39.21 1.734 3.267 69.961 234.031
Br H 110.45 20 312.20 90.80 28.35 1.721 3.512 46.169 217.171
Br OMe 142.14 15 342.23 102.44 35.06 1.691 3.569 55.403 242.717
CF3 Br 166.99 10 380.20 101.13 38.45 1.816 4.408 46.169 248.469
CF3 Me 124.13 20 315.34 77.90 24.56 1.530 4.047 46.169 247.144
CF3 CN 168.62 25 326.32 116.64 38.06 1.613 3.353 69.961 247.443
Me Me 116.77 15 261.37 122.24 31.95 1.359 3.600 46.169 232.408
Me CN 174.39 15 272.35 128.51 35.00 1.429 2.907 69.961 232.706
Me F 68.17 20 265.33 23.33 6.19 1.352 3.315 46.169 220.778
Cl Me 88.73 20 281.78 78.21 22.04 1.483 3.830 46.169 229.383
150Table A.3: Melting Point Data Set, variables I-Q
R1 R2 I J K L M N O P Q
F F 236.95 18 5182.31 72.64 3.86 3.33 260.12 3222 163.60
F Cl 245.92 18 5443.81 72.00 3.90 3.23 269.95 3230 169.85
F Br 250.46 18 5610.05 71.26 3.84 3.24 274.62 3237 168.60
Cl F 245.91 4 1222.13 71.27 3.80 3.81 269.94 3244 165.84
Cl Cl 254.88 18 5701.59 71.46 3.84 3.65 279.77 3256 170.81
Cl Br 259.42 18 5799.51 71.60 3.79 3.67 284.45 3232 174.12
Br F 250.46 4 1242.19 71.52 4.04 3.74 274.65 3248 174.50
Br Cl 259.42 2 652.03 70.77 4.10 3.57 284.44 3256 168.91
NO2 F 254.04 4 1257.16 72.40 3.23 2.64 280.32 3238 176.81
NO2 Cl 263.00 4 1281.13 73.73 3.00 3.10 290.13 3267 156.65
NO2 Br 267.55 4 1311.34 73.36 3.25 3.03 294.81 3262 157.61
F NO2 254.04 4 1266.56 71.86 5.91 5.95 280.34 3236 174.57
Cl NO2 263.00 4 1287.73 73.36 5.84 6.61 290.15 3330 165.61
NO2 NO2 271.12 4 1306.41 75.31 2.43 2.81 300.49 3327 148.64
I F 257.07 4 1290.87 70.71 4.11 3.90 280.93 3248 176.68
I Cl 266.05 4 1356.59 69.83 4.19 3.73 290.77 3255 166.01
Cl I 266.03 18 6032.58 70.66 3.78 3.64 290.74 3230 171.16
Me OMe 273.69 2 707.58 68.23 3.55 3.17 299.48 3251 176.87
Cl OMe 268.76 4 1338.34 71.24 2.82 2.50 294.69 3245 176.88
I OMe 279.92 4 1388.42 71.68 2.80 2.54 305.67 3246 161.11
NO2 OMe 276.87 4 1320.00 75.20 4.81 4.36 305.03 3275 158.53
CN OMe 273.54 4 1397.62 69.17 4.22 3.14 298.67 3249 168.59
OMe H 255.24 4 1244.58 72.26 4.39 3.94 279.18 3255 177.57
OMe OMe 282.61 4 1345.95 74.41 2.98 2.87 309.53 3277 173.24
H CN 246.22 4 1225.85 70.53 7.33 6.28 268.45 3248 172.12
F CN 250.70 4 1258.83 70.25 5.41 4.72 273.96 3228 171.14
Cl CN 259.66 4 1306.54 70.32 5.37 5.39 283.78 3228 169.67
I CN 270.82 12 4089.69 70.46 5.88 5.51 294.77 3219 160.91
H NO2 249.55 4 1232.17 72.27 7.80 7.48 274.77 3331 171.80
Me NO2 267.94 4 1323.37 72.29 8.35 7.93 294.96 3333 171.35
151Table A.4: Melting Point Data Set, variables I-Q, continued
R1 R2 I J K L M N O P Q
I NO2 274.17 4 1355.07 72.80 6.36 6.75 301.16 3250 163.39
NO2 H 249.55 4 1241.36 71.73 4.88 4.16 274.79 3273 166.50
NO2 Me 267.92 18 6118.62 70.36 5.29 4.47 294.91 3245 143.42
CF3 OMe 288.35 4 1423.23 71.99 3.59 2.79 316.49 3249 172.21
OMe CN 273.48 4 1372.58 70.43 7.72 6.77 298.54 3273 173.70
I CF3 285.62 4 1517.44 67.11 5.01 4.81 312.57 3258 157.28
F OMe 259.79 4 1291.32 71.17 2.81 2.38 284.85 3240 170.74
OMe F 259.75 4 1272.82 72.21 5.26 4.79 284.74 3245 173.91
OMe I 279.87 18 6425.57 69.70 5.26 4.47 305.55 3230 165.81
H CF3 261.02 8 2621.35 70.37 6.43 5.57 286.21 3279 154.97
H Cl 241.44 4 1164.50 73.10 5.41 4.36 264.42 3225 175.79
Me Cl 259.82 18 5901.50 69.96 5.86 4.70 284.59 3230 169.71
Me Br 264.36 18 6051.08 69.53 5.70 4.74 289.24 3225 170.08
Me I 270.97 18 6242.16 69.16 5.70 4.68 295.55 3219 170.04
H F 232.48 8 2258.20 72.35 5.29 4.59 254.61 3248 179.09
Me H 246.36 4 1244.18 69.39 5.09 4.31 269.22 3233 172.88
Cl H 241.42 4 1231.06 69.15 4.03 3.54 264.40 3252 175.42
F Me 250.86 8 2469.00 71.54 4.22 3.39 274.78 3274 161.02
CN F 250.71 8 2383.29 74.21 3.07 2.36 273.96 3254 170.93
Br Me 264.36 4 1324.40 70.59 4.25 3.55 289.25 3269 167.90
Br CN 264.19 4 1291.41 72.49 5.75 5.28 288.44 3225 161.82
Br H 245.95 4 1205.18 72.08 4.10 3.49 269.05 3246 169.93
Br OMe 273.31 4 1343.88 72.24 2.80 2.48 299.37 3247 167.16
CF3 Br 279.02 2 695.33 71.47 2.98 2.53 306.26 3257 168.30
CF3 Me 279.41 2 684.52 72.21 4.46 3.40 306.37 3252 167.69
CF3 CN 279.25 8 2687.57 73.66 3.48 3.16 305.58 3227 170.52
Me Me 264.75 2 638.68 72.78 5.07 4.27 289.36 3230 170.89
Me CN 264.59 4 1265.69 73.54 7.87 6.71 288.58 3248 171.33
Me F 250.85 2 651.51 67.77 5.70 4.94 274.76 3256 171.04
Cl Me 259.82 2 630.97 72.71 4.21 3.59 284.58 3227 175.23
152Table A.5: Melting Point Data Set, variables R-U
R1 R2 R S T U
F F 2.882 55.03 7 12
F Cl 2.844 51.89 3 6
F Br 2.843 49.07 3 6
Cl F 2.911 69.57 7 9
Cl Cl 2.860 50.68 5 6
Cl Br 2.866 48.67 5 4
Br F 2.916 67.59 6 10
Br Cl 2.921 65.21 8 10
NO2 F 2.943 57.50 12 20
NO2 Cl 2.984 62.71 11 18
NO2 Br 2.959 65.12 11 20
F NO2 2.957 63.03 11 22
Cl NO2 2.950 66.40 10 17
NO2 NO2 2.914 69.88 10 17
I F 2.879 69.20 8 10
I Cl 2.911 66.64 7 11
Cl I 2.856 46.43 3 2
Me OMe 2.986 70.56 6 4
Cl OMe 2.917 67.87 10 16
I OMe 2.905 68.72 8 10
NO2 OMe 3.090 58.57 11 20
CN OMe 2.925 67.53 6 10
OMe H 2.933 72.20 8 6
OMe OMe 3.035 58.30 11 19
H CN 2.883 73.61 6 6
F CN 3.052 70.52 6 6
Cl CN 3.053 71.40 5 5
I CN 3.010 83.22 5 8
H NO2 2.982 71.38 9 12
Me NO2 2.971 65.60 4 6
153Table A.6: Melting Point Data Set, variables R-U, continued
R1 R2 R S T U
I NO2 2.946 64.69 7 12
NO2 H 3.090 61.90 6 10
NO2 Me 3.041 56.47 6 7
CF3 OMe 2.881 66.55 9 10
OMe CN 2.991 56.76 10 20
I CF3 2.926 74.74 8 10
F OMe 2.889 68.40 9 14
OMe F 2.949 68.24 12 18
OMe I 2.855 47.74 7 8
H CF3 3.015 55.30 6 11
H Cl 2.904 65.36 8 8
Me Cl 2.865 50.41 7 10
Me Br 2.855 50.10 6 10
Me I 2.852 47.78 5 9
H F 2.898 59.98 6 8
Me H 2.925 50.31 7 12
Cl H 3.008 51.79 9 13
F Me 2.930 54.82 9 13
CN F 3.045 65.25 8 15
Br Me 2.981 72.59 10 18
Br CN 3.021 71.99 9 11
Br H 2.915 74.20 8 7
Br OMe 2.905 68.76 8 16
CF3 Br 2.925 66.60 7 7
CF3 Me 2.959 65.75 7 10
CF3 CN 3.031 76.16 7 8
Me Me 2.881 61.41 8 16
Me CN 3.059 75.46 12 14
Me F 3.014 73.89 8 8
Cl Me 2.867 59.47 7 12
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N = 16 Hadamard Matrices
Table B.1: N = 16 Hadamard matrix C16.I (Hall, 1961)
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 -1 -1 -1 -1 -1 -1 -1 -1
1 1 1 1 -1 -1 -1 -1 1 1 1 1 -1 -1 -1 -1
1 1 1 1 -1 -1 -1 -1 -1 -1 -1 -1 1 1 1 1
1 1 -1 -1 1 1 -1 -1 1 1 -1 -1 1 1 -1 -1
1 1 -1 -1 1 1 -1 -1 -1 -1 1 1 -1 -1 1 1
1 1 -1 -1 -1 -1 1 1 1 1 -1 -1 -1 -1 1 1
1 1 -1 -1 -1 -1 1 1 -1 -1 1 1 1 1 -1 -1
1 -1 1 -1 1 -1 1 -1 1 -1 1 -1 1 -1 1 -1
1 -1 1 -1 1 -1 1 -1 -1 1 -1 1 -1 1 -1 1
1 -1 1 -1 -1 1 -1 1 1 -1 1 -1 -1 1 -1 1
1 -1 1 -1 -1 1 -1 1 -1 1 -1 1 1 -1 1 -1
1 -1 -1 1 1 -1 -1 1 1 -1 -1 1 1 -1 -1 1
1 -1 -1 1 1 -1 -1 1 -1 1 1 -1 -1 1 1 -1
1 -1 -1 1 -1 1 1 -1 1 -1 -1 1 -1 1 1 -1
1 -1 -1 1 -1 1 1 -1 -1 1 1 -1 1 -1 -1 1
155Table B.2: N = 16 Hadamard matrix C16.II (Hall, 1961)
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 -1 -1 -1 -1 -1 -1 -1 -1
1 1 1 1 -1 -1 -1 -1 1 1 1 1 -1 -1 -1 -1
1 1 1 1 -1 -1 -1 -1 -1 -1 -1 -1 1 1 1 1
1 1 -1 -1 1 1 -1 -1 1 1 -1 -1 1 1 -1 -1
1 1 -1 -1 1 1 -1 -1 -1 -1 1 1 -1 -1 1 1
1 1 -1 -1 -1 -1 1 1 1 1 -1 -1 -1 -1 1 1
1 1 -1 -1 -1 -1 1 1 -1 -1 1 1 1 1 -1 -1
1 -1 1 -1 1 -1 1 -1 1 -1 1 -1 1 -1 1 -1
1 -1 1 -1 1 -1 1 -1 -1 1 -1 1 -1 1 -1 1
1 -1 1 -1 -1 1 -1 1 1 -1 1 -1 -1 1 -1 1
1 -1 1 -1 -1 1 -1 1 -1 1 -1 1 1 -1 1 -1
1 -1 -1 1 1 -1 -1 1 1 -1 -1 1 -1 1 1 -1
1 -1 -1 1 1 -1 -1 1 -1 1 1 -1 1 -1 -1 1
1 -1 -1 1 -1 1 1 -1 1 -1 -1 1 1 -1 -1 1
1 -1 -1 1 -1 1 1 -1 -1 1 1 -1 -1 1 1 -1
Table B.3: N = 16 Hadamard matrix C16.III (Hall, 1961)
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 -1 -1 -1 -1 -1 -1 -1 -1
1 1 1 1 -1 -1 -1 -1 1 1 1 1 -1 -1 -1 -1
1 1 1 1 -1 -1 -1 -1 -1 -1 -1 -1 1 1 1 1
1 1 -1 -1 1 1 -1 -1 1 1 -1 -1 1 1 -1 -1
1 1 -1 -1 1 1 -1 -1 -1 -1 1 1 -1 -1 1 1
1 1 -1 -1 -1 -1 1 1 1 1 -1 -1 -1 -1 1 1
1 1 -1 -1 -1 -1 1 1 -1 -1 1 1 1 1 -1 -1
1 -1 1 -1 1 -1 1 -1 1 -1 1 -1 1 -1 1 -1
1 -1 1 -1 1 -1 1 -1 -1 1 -1 1 -1 1 -1 1
1 -1 1 -1 -1 1 -1 1 1 -1 -1 1 1 -1 -1 1
1 -1 1 -1 -1 1 -1 1 -1 1 1 -1 -1 1 1 -1
1 -1 -1 1 1 -1 -1 1 1 -1 -1 1 -1 1 1 -1
1 -1 -1 1 1 -1 -1 1 -1 1 1 -1 1 -1 -1 1
1 -1 -1 1 -1 1 1 -1 1 -1 1 -1 -1 1 -1 1
1 -1 -1 1 -1 1 1 -1 -1 1 -1 1 1 -1 1 -1
156Table B.4: N = 16 Hadamard matrix C16.IV (Hall, 1961)
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 -1 -1 -1 -1 -1 -1 -1 -1
1 1 1 1 -1 -1 -1 -1 1 1 1 1 -1 -1 -1 -1
1 1 1 1 -1 -1 -1 -1 -1 -1 -1 -1 1 1 1 1
1 1 -1 -1 1 1 -1 -1 1 1 -1 -1 1 1 -1 -1
1 1 -1 -1 1 1 -1 -1 -1 -1 1 1 -1 -1 1 1
1 1 -1 -1 -1 -1 1 1 1 1 -1 -1 -1 -1 1 1
1 1 -1 -1 -1 -1 1 1 -1 -1 1 1 1 1 -1 -1
1 -1 1 -1 1 -1 1 -1 1 -1 1 -1 1 -1 1 -1
1 -1 1 -1 1 -1 -1 1 1 -1 -1 1 -1 1 -1 1
1 -1 1 -1 -1 1 1 -1 -1 1 -1 1 1 -1 -1 1
1 -1 1 -1 -1 1 -1 1 -1 1 1 -1 -1 1 1 -1
1 -1 -1 1 1 -1 1 -1 -1 1 -1 1 -1 1 1 -1
1 -1 -1 1 1 -1 -1 1 -1 1 1 -1 1 -1 -1 1
1 -1 -1 1 -1 1 1 -1 1 -1 1 -1 -1 1 -1 1
1 -1 -1 1 -1 1 -1 1 1 -1 -1 1 1 -1 1 -1
Table B.5: N = 16 Hadamard matrix C16.V (Hall, 1961)
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 -1 -1 -1 -1 -1 -1 -1 -1
1 1 1 1 -1 -1 -1 -1 1 1 1 1 -1 -1 -1 -1
1 1 1 1 -1 -1 -1 -1 -1 -1 -1 -1 1 1 1 1
1 1 -1 -1 1 1 -1 -1 1 1 -1 -1 1 1 -1 -1
1 1 -1 -1 1 1 -1 -1 -1 -1 1 1 -1 -1 1 1
1 1 -1 -1 -1 -1 1 1 1 -1 1 -1 1 -1 1 -1
1 1 -1 -1 -1 -1 1 1 -1 1 -1 1 -1 1 -1 1
1 -1 1 -1 1 -1 1 -1 1 1 1 -1 -1 -1 1 1
1 -1 1 -1 1 -1 1 -1 -1 -1 1 1 1 1 -1 -1
1 -1 1 -1 -1 1 -1 1 1 -1 -1 1 -1 1 1 -1
1 -1 1 -1 -1 1 -1 1 -1 1 1 -1 1 -1 -1 1
1 -1 -1 1 1 -1 -1 1 1 -1 1 -1 -1 1 -1 1
1 -1 -1 1 1 -1 -1 1 -1 1 -1 1 1 -1 1 -1
1 -1 -1 1 -1 1 1 -1 1 -1 -1 1 1 -1 -1 1
1 -1 -1 1 -1 1 1 -1 -1 1 1 -1 -1 1 1 -1
157Appendix C
Main Eﬀects Orthogonal Designs
The N = 16 non-isomorphic main eﬀects orthogonal designs for f = 4,5 and 6
factors catalogued by Sun et al. (2002) are given below. Each design is made up
of columns from one of the ﬁve N = 16 Hadamard matrices, deﬁned in Appendix
B. The roman numerals I,II,III,IV,V are used to indicate, for each MEO design,
which Hadamard matrix the columns are taken from, e.g. I is Hadamard matrix
C16.I. The numbers in brackets indicate the columns of the Hadamard matrix that
are used, e.g. I(1,2,3,4) are the 1st, 2nd, 3rd and 4th columns of Hadamard matrix
C16.I.
Designs with f = 4 factors
Design 1: I(1,2,3,4)
Design 2: I(1,2,4,7)
Design 3: I(1,2,4,8)
Design 4: II(1,4,8,12)
Design 5: II(4,5,8,12)
Designs with f = 5 factors
Design 1: I(1,2,3,4,5) Design 7: II(1,4,6,8,12)
Design 2: I(1,2,3,4,8) Design 8: II(4,5,6,8,12)
Design 3: I(1,2,4,7,8) Design 9: II(4,5,8,9,12)
Design 4: I(1,2,4,8,15) Design 10: II(4,5,8,10,12)
Design 5: II(1,2,4,8,12) Design 11: III(2,4,8,10,12)
Design 6: II(1,4,5,8,12)
158Designs with f = 6 factors
Design 1: I(1,2,3,4,5,6) Design 2: I(1,2,3,4,5,8)
Design 3: I(1,2,3,4,8,12) Design 4: I(1,2,3,4,8,13)
Design 5: I(1,2,4,7,8,11) Design 6: II(1,2,3,4,8,12)
Design 7: II(1,2,4,5,8,12) Design 8: II(1,2,4,7,8,12)
Design 9: II(1,4,5,6,8,12) Design 10: II(1,4,5,8,9,12)
Design 11: II(1,4,5,8,10,12) Design 12: II(1,4,6,8,10,12)
Design 13: II(1,4,6,8,11,12) Design 14: II(4,5,6,7,8,12)
Design 15: II(4,5,6,8,9,12) Design 16: II(4,5,8,9,12,13)
Design 17: II(4,5,8,9,12,14) Design 18: II(4,5,8,10,12,15)
Design 19: III(1,2,4,8,10,12) Design 20: III(2,3,4,8,10,12)
Design 21: III(2,4,6,8,10,12) Design 22: III(2,4,7,8,10,12)
Design 23: III(2,4,8,9,10,12) Design 24: III(2,4,8,9,10,14)
Design 25: III(2,4,8,10,12,14) Design 26: III(2,4,8,10,12,15)
Design 27: IV(2,4,6,8,10,12)
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Aliasing Structure of Main Eﬀects
Orthogonal Designs
The aliasing structure of the N = 16, f = 4,5,6 main eﬀect orthogonal designs,
deﬁned in Appendix C, are given in Tables D.1, D.2 and D.3 respectively. Columns
headed ‘M.E.-Int.’ indicate whether the design has aliasing between main eﬀect and
two-factor interaction terms; columns headed ‘Int.-Int.’ indicate whether the design
has aliasing between interaction terms. For regular designs, the resolution of the
design is also given.
Each design was evaluated under the ridge regression Bayesian D-optimality
objective function (4.15) and the lasso Bayesian D-optimality objective function
(4.16). For each of f = 4,5,6, and for each of the two objective functions, the
designs are ranked in order of decreasing performance, i.e. the design ranked 1
exhibits the highest value of the objective function. Recall that for the lasso, the
main eﬀects are the primary terms, and the two-factor interactions are the potential
terms.
160Table D.1: Aliasing structure and performance ranking of MEO designs with f = 4 factors
Rank under Rank under Full aliasing Partial aliasing
Design ridge lasso M.E.-Int. Int.-Int. M.E.-Int. Int.-Int. Resolution
1 4 5 × III
2 4 4 × IV
3 1 1 V
4 2 2 ×
5 2 3 ×
1
6
1Table D.2: Aliasing structure and performance ranking of MEO designs with f = 5 factors
Rank under Rank under Full aliasing Partial aliasing
Design ridge lasso M.E.-Int. Int.-Int. M.E.-Int. Int.-Int. Resolution
1 11 11 × × III
2 6 7 × III
3 6 6 × IV
4 1 1 V
5 2 2 ×
6 9 10 × × ×
7 4 4 ×
8 2 3 ×
9 9 9 × ×
10 4 5 ×
11 8 8 × ×
1
6
2Table D.3: Aliasing structure and performance ranking of MEO designs with f = 6 factors
Rank under Rank under Full aliasing Partial aliasing
Design ridge lasso M.E.-Int. Int.-Int. M.E.-Int. Int.-Int. Resolution
1 27 27 × × III
2 20 21 × × III
3 1 11 × III
4 1 4 × × III
5 20 20 × IV
6 1 5 × × ×
7 11 13 × × ×
8 11 2 × × ×
9 11 14 × × ×
10 25 26 × × × ×
11 17 19 × × ×
12 17 15 × × ×
13 1 1 × ×
14 1 3 × ×
15 11 9 × ×
16 25 25 × ×
17 17 17 × ×
18 1 10 ×
19 7 6 × ×
20 7 8 × ×
21 23 24 × × ×
22 15 16 × ×
23 7 12 × ×
24 7 7 × ×
25 23 23 × × ×
26 15 18 × ×
27 22 22 × ×
1
6
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