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Abstract
In task-oriented dialogue systems, Dialogue
State Tracking (DST) is a core component,
responsible for tracking users’ goals over the
whole course of conversation, which then
are utilized for deciding the next action to
take. Recently proposed approaches either
treat DST as a classification task by scoring all
enumerated slot value pairs, or adopt encoder-
decoder models to generate states, which fall
short in tracking unknown slot values or hold
a high computational complexity. In this work,
we present a novel architecture, which de-
composes the DST task into three sub-tasks
to jointly extract dialogue states. Further-
more, we enhance our model with a pre-
trained language model and introduce domain-
guided information to avoid predicting slots
not belonging to the current domain. Exper-
imental results on a multi-turn multi-domain
dataset (MultiWoz) demonstrate the effective-
ness of our proposed model, which outper-
forms previously reported results.
1 Introduction
In task-oriented dialogue systems, more especially
in modular dialogue systems (Young et al., 2013),
dialogue state tracking (DST) is a core compo-
nent, which extracts users goals/intentions over
the whole course of conversation. In order to com-
plete a specific task, such as ticket booking or
restaurant reservation, a dialogue process usually
involves multiple turns between the system and the
user. In a single domain dialogue, the dialogue
states usually comprise a list of key-value pairs,
e.g. in the “train” domain, the key-value pairs may
include (departure, cambridge), (destination, ox-
ford), etc. However, in a multi-domain dialogue,
apart from extracting slots and their values, DST
needs to predict the domain the current conver-
sation content belongs to, thus the dialogue state
can be represented as a triple tuple, e.g., (hotel,
people, 3) and (attraction, location, center) (Ra-
madan et al., 2018). In particular, as the example
shown in Figure 1, some slot values can be found
in the utterance, like cambridge and london liv-
erpool street. However, some slot values are ob-
tained based on a binary classification, as the red
part involving parking and internet.
While it is possible to predefine all domains
and their corresponding slot categories due to their
limited range, it is infeasible to obtain all possi-
ble slot values in real-world applications. There-
fore, one of the challenges in DST is to predict
slot values whose range could potentially be very
wide and which usually change dynamically. Ad-
vanced DST models extract slot values mostly
based on generative approaches (Xu and Hu, 2018;
Wu et al., 2019). However, there are some notice-
able limitations of the aforementioend works. One
one hand, the computational complexity of gener-
ative approaches is not constant (Ren et al., 2019)
since the number of predictions is equal to the
combination of domains and slots, e.g., more than
30 in MultiWoZ as shown in (Wu et al., 2019). On
the other hand, previously proposed models usu-
ally directly concatenate the history content and
the current utterance as input, which is difficult to
scale in the multi-turn scenarios, especially when
the turn of the dialogue is large.
Language model pretraining, like BERT (De-
vlin et al., 2019), GPT (Radford et al., 2018), has
advanced the state of the art in different NLP tasks.
In this paper, we explore the potential of pretrained
models for DST. Especially, we decompose DST
into two classification modules and one sequence
labeling module, all of which are fine-tuned on top
of the pretrained encoder. In particular, in the se-
quence labeling module, we introduce the domain
constrained contextual information to avoid the se-
lection of slots that are out of the current domain
context. We apply our proposed model on Multi-
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Figure 1: A multi-domain dialogue extracted from MultiWoz. The S-type slot values are marked in bold and the
blue arrow points to two pairs of C-type slots and their corresponding values . The domain discussed changes
from “train” to “hotel” at the fourth turn.
Woz dataset and compare it with recent state-of-
the-art models (Xu and Hu, 2018; Wu et al., 2019;
Ren et al., 2019). Experimental results validate
the effectiveness and superiority of our proposed
model, pushing the joint goal accuracy to 50.71%.
2 Our Proposed Model
First, we divide the slots into two categories - one
is S-type slots1, whose value can be tagged di-
rectly from the given input, such as hotel-area and
train-departure; we denote another type of slots
as C-type, whose values can not be found in the
utterance and need to be answered with “Yes” or
“No”, e.g. hotel-parking and hotel-internet.
Figure 2 shows the overall architecture consist-
ing of three modules: Domain Prediction Mod-
ule (DPM), C-type Slots Classification Mod-
ule (CSCM) and S-type Slots Tagging Module
(SSLM), which will be further elaborated.
2.1 Encoder
Given a multi-turn dialogue, previous works (Xu
and Hu, 2018; Ren et al., 2018; Wu et al., 2019; Li
et al., 2019) directly encode both history content
and current utterances as input, and then output
all the states, which casts a great challenge to the
model. In our model, we output belief estimates of
the dialogue at each turn, and the global dialogue
state is a collection of accumulated states of dif-
ferent turns. When users change their goals as the
dialogue proceeds, the global dialogue states will
be updated with the latest detected states.
1S-type means these slots are predicted in the sequence la-
belling module. Likewise, the following C-type denotes that
these slot values are obtained by our classification module.
We represent a multi-turn dialogue as D =
{(s1, u1, d0), (s2, u2, d1), · · · , (sn, un, dn−1)}, in
which si and ui correspond to the system utter-
ance and the user utterance at turn i, respectively.
di is the domain result of the previous turn. At
turn i, the input to our model is the concatena-
tion of si and ui consisting of a sequence of words
{w1, w2, · · · , wn} and the previous domain di−1.
For encoder, we use a model similar to the
one in (Devlin et al., 2019), in which we try
two different initialization methods: one using the
BERT-Large2 and the another initializing our en-
coder with MT-DNN (Liu et al., 2019), which
has the same architecture as BERT, but is trained
on multiple GLUE tasks (Wang et al., 2018).
The output from the encoder is represented as
{H[CLS], H1, H2, · · · , Hn}, where n is the length
of the concatenation of system and user utterances.
2.2 Domain Prediction Module
In a multi-domain dialogue, the target domain may
change as the dialogue goes, as shown in Figure 1,
where the dialogue involves two domains (hotel
and train), and the domain discussed changes from
hotel to train at 4th turn. Different from some pre-
vious works (Chen et al., 2019; Castellucci et al.,
2019), which directly use the first hidden state
(H[CLS]), in our model, apart from H[CLS], we
additionally incorporate the domain result of the
last turn, denoted as Dl into the our domain pre-
diction module. The logic behind is that when the
domain of current utterances is not so obvious, Dl
can provide reference information. The domain is
2www.github.com/google-research/bert
Figure 2: Our neural model architecture, which includes DPM for the domain prediction, CSCM for the binary
classification of the domain-associated C-type slots and SSTM for tagging S-type slots in the given input.
predicted as:
yd = softmax(W d[H[CLS];E(Dl]) (1)
where ; denotes the concatenation operation and
E(·) embeds a word into a distributed representa-
tion. At the first turn, Dl is a special token [None]
randomly initialized.
Domain constrained contextual information R
Furthermore, a domain constrained contextual
record R ∈ R1×(s+1), where s is the number of S-
type slots of all domains3, is generated to prevent
our model from predicting some slots not belong-
ing to the current domain. R is a distribution over
all G-slot and [EMPTY] using
R = softmax(WR[H[CLS];E(Dl]) (2)
In particular, LR, the loss for R is defined as
the Kullback-Leibler (KL) divergence between
D(Rreal||R), where distribution Rreal from the
ground truth is computed as follows:
• If there is no slot required to be predicted,
Rreal[EMPTY ] receives probability mass 1 for
the special slot [EMPTY].
3In particular, we add a [EMPTY], the value of which is
expected to be 1 when there is no slot needed to be predicted.
• If the number of slots needed to be predicted
is k(≥ 1), then corresponding k slot positions
receive probability mass of 1n , respectively.
2.3 C-type Slots Classification Module
Given the currently predicted domain result, Dc,
we build a set CDc which contains all C-type slots
from Dc. If CDc is empty, it indicates that there
is no C-type slot needed to be predicted in the
current domain. Otherwise, inspired by the works
of (Ren et al., 2019; Wu et al., 2019), we execute
a For Loop Operation to classify each slot in CDc
into “Yes” or “No” as a binary classification task.
The classification function is given below
yc = sigmoid(W c[E(sloti);hattn;H[CLS]]),
(3)
where E(sloti) output the embedding representa-
tion for ith slot in CDc , and hattn is computed by
hattn =
n∑
j=1
αijHj (4)
αij = softmax(W attn[E(sloti);Hj ]) (5)
2.4 S-type Slots Tagging Module
To tag S-type slots for the given input, we feed
the final hidden states of H1, H2, · · · , Hn into a
softmax layer to classify over the all S-type slots,
ysi = softmax(W
sHi), i ∈ 1, 2, · · · , N (6)
where Hi is the hidden state of the word wi.
Instead of directly predicting the S-type slot
result based on ysi , we introduce a domain con-
strained contextual information, R (described in
2.2), aiming at avoid generating S-type slots that
do not belong to the predicted domain. To this end,
we execute an multiplication operation by
yˆsi = R ysi (7)
where is the element-wise multiplication.
During training, we use cross entropy loss for
yd, yc and ys, which are represented as Lyd , Lyc
and Lys , respectively. The loss for R is defined
as Kullback-Leibler (KL) divergence as described
aforementioned, denoted as LR. Lastly, all the
parameters are jointly trained by minimizing the
weighted-sum of three losses (α, β, γ, θ are hyper-
parameters):
Loss = αLyd + βLyc + γLys + θLR (8)
3 Experiments
We use the default train/dev/test split of the Mul-
tiWoZ (Budzianowski et al., 2018) dataset. We
adopt the joint goal accuracy (JGA) as the metric
to evaluate the model performance. Besides, we
initialize the encoder with Large-BERT and MT-
DNN, denoted as OursBERT and OursMT−DNN ,
and then continue to learn all parameters in Sec-
tion 2. Specifically, we train 30 epochs and use the
dev set to pick the best model based on the JGC.
Overall comparison. We compare our models
against three strong baselines on the multi-domain
dataset MultiWoz test set. Results are reported
in Table 1 based on joint goal accuracy. Exper-
imental results show that MT-DNN achieves the
best performance of 50.71%, which slightly out-
performs our BERT-based model. When compar-
ing to the baselines, both of our models outper-
form all the baseline models (with 2.1% to 18%
performance gain), demonstrating the superiority
of our proposed model.
Ablation study. We conduct two ablation exper-
iments to investigate the impacts of Dl and R.
In particular, we introduce a metric, called outlier
slot ratio (OSR), denoting the proportion of slots
predicted by our model that do not belong to the
current domain. From Table 2, we conclude:
Model JGA
PtrNet (Xu and Hu, 2018) 32.13%
COMER (Ren et al., 2019) 45.72%
TRADE (Wu et al., 2019) 48.62%
OursBERT 50.22%
OursMT−DNN 50.71%
Table 1: Experimental results.
• Incorporating Dl into DPM improves the do-
main accuracy. One possible reason is that
there exist some utterances from the middle
of the dialogue that do not have a clear do-
main attribute, thus the incorporated previous
domain is believed to provide useful guiding
information in the domain prediction.
• By comparing OSR from SSTM with and
without using R we can observe that using
R reduces the proportion of generating slots
that do not align to the predicted domain, fur-
ther improving the model performance.
Model DA OSR JGA
Ours 95.23% 44.62% 50.71%
- Dl 91.03% 45.62% 47.62%
- R 92.13% 54.83% 45.62%
Table 2: Ablation study on the MultiWoz dataset with
MT-DNN. DA refers to the domain accuracy.
4 Conclusion
In DST, we observe that the greatest challenge
mainly lies in extracting slot values since the num-
ber of possible slot values could be large and vari-
able, while the slot names are relatively limited
and fixed. In this paper, propose to decompose
DST into three subtasks, which jointly complete
the state extraction task. In particular, the nov-
elty of our proposed model lies in two aspects.
First, we utilize the power of pretrained language
models to help improve the representation. Sec-
ond, we adopt Kullback-Leibler (KL) divergence
as a loss for the learning of a domain-related con-
textual information, which is incorporated into the
tagging module to avoid predicting some domain-
irrelevant slots. All of these help our model to
obtain a better performance on DST of the multi-
domain task-oriented dialogue systems.
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