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Abstract: 
The primary aim of this thesis was to study the physical effect of energetic deposition 
on metal thin films. The secondary aim is to enhance the quality of the films produced 
to a desired quality. Grazing incidence X-ray reflectivity (GIXR) measurements from a 
. 
high-energy synchrotron radiation source were carried out to study and characterise 
the samples. Optical Profilers Interferometery, Atomic Force Microscope (AFM), 
Auger electron spectroscopy (AES), Medium energy ion spectroscopy (MEIS), and 
the Electron microscope studies were the other main structural characterisation tools 
used. 
AllFe trilayers, as well as multilayers were deposited using a Nordico planar D.e. 
magnetron deposition system at different voltage biases and pressures. The films were 
calibrated and investigated. The relation between energetic deposition variation and 
structural properties was intensely researched. Energetic deposition refers to the 
method in which the deposited species possess higher kinetic energy and impact the 
sample surface with these energies at room temperature. 
Co/Cu multilayers were also deposited using the same methods as above at different 
energetic conditions. A study was performed to establish the film properties with 
varying bias. The effect of the anomalous dispersion is also focused upon. 
Co/Cu multilayers were deposited using a Pulsed Laser Deposition (PLD) system. 
Different energetic parameters were used to study the physical effects they could have 
on the quality of the deposited films. 
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CHAPTER ONE 
1.1. Introduction. 
In this work, I test two different thin film deposition techniques and use them to 
deposit a series of multilayers, trilayers, and bilayers. The two methods were mainly 
concerned with the modification of metal-metal interfaces using pulsed laser deposition 
and ion-assisted magnetron deposition. 
In this work (chapter 6), pulsed laser deposition technique was used to deposit CulCo 
multilaiers. The layers were deposited at various laser output power ranges, and 
different bilayer thicknesses to test their effects on the overall quality of the films. WE 
experimented with different deposition parameters, and tried to explore the effects the 
different parameters had on the physical quality of the films. WE aimed to discover 
how different the films are if they are grown using different laser intensities. All the 
possible deposition conditions of the films were tested to find out if any of these 
circumstances would help reduce material intermixing and improve the interfacial 
roughness, consequently giving rise to films that demonstrate interfacial smoothing. 
The roughness here is defined as the route mean square of the variation in a surface 
across the mean deviation line. The relevant reflectivity intensity data was obtained by 
conducting specular scans (normal scans), off specular scans (near normal), and 
transverse or the so-called rocking curve scans (parallel axes). The application of 
simulations to the data allowed the determination of the total roughness (rms) in the 
multilayers. Other methods were used to produce additional information about the 
structure. 
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In our work (chapter 5), WE study the effects of energetic deposition on the bilayers 
structure, and test a specially modified unbalanced magnetron in controlling the 
average ion energy to the growing layer. WE aimed to discover if the application of a 
bias during the deposition process of the films would help reduce material intermixing 
and improve the interfacial roughness, consequently giving rise to films that 
demonstrate interfacial smoothing. The bilayers were produced with sample biases of 
-50 V, and, -200 V. WE also wanted to focus on the effect of the anomalous 
dispersion. The two metals with similar electron densities (CulCo) selected are of high 
technologically importance. Grazing incidence X-ray reflectivity (GIXR) research was 
performed using different wavelengths. The wavelengths employed were either at the 
individual absorption edges of each material, or away from it. 
It is well known that conformal roughness in metallic multilayers can be suppressed by 
the use of magnetron deposition rather than a molecular beam process. Common 
multilayer materials such as Fe, Co and Cu have an atomic mass that slightly exceed 
that of Ar, resulting in a current of energetic Ar neutrals that have neutralised and are 
back-reflected from the target to impinge on the substrate. These neutrals provide 
energy to assist the growth (layering) and improve the microstructure. However, with 
lighter elements such as AI the back-reflected current of Ar neutrals is unlikely to be 
significant. WE have therefore investigated the utility of ion-assisted deposition for AI 
deposition to counter act this deficiency. 
In the last part of our experimental work (chapter 7), WE applied unbalanced dc 
magnetron sputtering to the deposition of AVFe multilayers. When a magnetron is 
unbalanced, plasma leaks away from the region near the target and impinges upon the 
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substrate. This low energy ion irradiation has a strong influence on film microstructure 
and is widely used in metallurgical applications. This ion bombardment replaces the 
neutral current found with more massive elements and causes re-sputtering of loosely 
bound material, an increase in nucleation density and increased ad-atom mobility in the 
growing film. [Al/Fe]lS multilayers were deposited onto Si (111) wafers using a 
balanced magnetron for the Fe and an unbalanced one for the AI. The films were 
produced with sample biases of 0 V (no ion assistance) and -200 V (ion assistance), 
and -400 V (ion assistance). The films were investigated using grazing incidence X-ray 
reflectivity on station 2.3 at the SRS, and were then depth profiled using Auger 
electron spectroscopy (ABS) and medium energy ion scattering (MEIS). Simulations 
were applied to the data allowed to determine the total roughness (rms) in the 
multilayers. 
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CHAPTER TWO 
Theory and background to the PLD process. 
2.1. Introduction. 
A laser is a brilliant source of pure energy. It produces photons that are 
monochromatic, coherent, and highly directional. The radiation can be created to have 
narrow frequency bandwidth and very high power density. Often the light beam is 
intense enough to vaporize the hardest and most heat resistant materials. In the early 
stages of its development, most of the research into lasers were primarily theoretical. 
As with all technical innovations, most laser applications were not at first identified, 
but were a consequence of natural advancement that depended utterly on all preceding 
theoretical studies. Following the presentation of the first laser, experiments were 
conducted to verifY the theoretical models. Soon after, these experiments became the 
foundation of many practical applications. 
Due to their high precision, reliability and spatial resolution, lasers have found many 
applications that extend to industry, material processing, metallurgy, medical 
technology, electronics engineering, and advanced scientific research. The laser has 
become an essential tool. In material science, lasers also play a considerable role both 
as a passive component for process monitoring or as an active tool by coupling its 
radiation energy into the material being processed, leading to various applications such 
as localised melting during optical fibre pulling, laser annealing of semiconductors, 
surface cleaning by ablation, laser-induced rapid quench to improve surface hardening. 
Apart from these, poly-component materials can be ablated and deposited onto 
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substrate to form stoichiometric thin films. It is the so-called pulsed laser deposition 
(PLD) technique. Recently, pulsed laser deposition (PLD) has been used for growing 
thin films. 
PLD is only a small division of the many categories for laser applications. Despite the 
fact that the first PLD experiment was carried out nearly thirty years ago [2.1.1], this 
procedure remained somewhat unheard off or a lengthy period of time. The first major 
breakthrough came in the mid-I970s when the electronic Q-switch was developed to 
supply short pulses with very high peak power density. This discovery expanded the 
choice and range of potential material. However, the successful growth of high 
temperature super conducting films in 1987 was the second major breakthrough that 
gave a major boost to the PLD process. PLD is starting to thrive and bloom. Pulsed 
laser deposition is attracting its share of appeal as a dependable technique for thin film 
deposition. Additional reasons for the big rise in the interest of PLD research is that 
this procedure is uncomplicated and relatively simple, possibly the simplest amongst all 
current thin film growth techniques, this is certainly besides its comparatively low 
capital cost. 
On the whole, the pulsed laser deposition technique is straightforward. Merely, just a 
few parameters require to be controlled in the course of the deposition procedure. The 
PLD targets used in the process are small when compared with the larger sized targets 
required for other sputtering techniques. It is supposed to be easy to manufacture 
multi-layer film of diverse materials. Furthermore, by controlling the number of pulses, 
a fine control of film thickness can be accomplished. As a result, a rapid response in 
exploiting new material system is a unique feature of PLD among other deposition 
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methods. The most significant feature of PLD is that the stoichiometry of the target 
can be retained in the deposited films. This is the result of the tremendously high 
heating rate of the target surface (108 K/s) as a result of pulsed laser irradiation [2.1.2, 
2.1.3]. It leads to the congruent evaporation of the target regardless of the evaporating 
point ofthe constituent elements or compounds ofthe target. 
The capability of PLD to deposit such an extensive range of materials has encouraged 
the scientific community all over the world. Nearly every material, from pure elements 
to multi-component compounds (up to six-element compounds) can be deposited. 
PLD is so versatile that with the choice of a suitable laser, it can be employed to 
produce thin films of any type of material. The flexibility ofPLD is reflected in the fast 
mounting directory of materials deposited. A search by Beech in 1991 lists 128 
different materials grown by PLD [2.1.3]. Over two additions have been added by 
Saenger [2.1.4, 2.1.5]. 
A brief overview of the history of PLD technology, applications and adaptability is 
presented. The various theoretical aspects and the different technical methods used in 
the experimental investigations will then be studied. 
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2.2. Applications. 
High f1uence (high-power) lasers are employed in cutting, welding, drilling, machining, 
modification of materials, heat treatment, and micro patterning and so forth. Here, we 
are more interested in low f1uence lasers. The expression "Iow" or "high" f1uence are 
not absolute, on the contrary they are relative measures that depend on the optical and 
thermal properties of the substance being irradiated. Low f1uence lasers are primarily 
used in the area of research and scientific instrument construction for instance, in the 
manufacture of X-ray optics. X-ray mirrors fabrication is one of the big fields of 
applications for multilayers deposited with the PLD technique. The PLD technique has 
been very successfully used in the production of X-ray optics, because of its ability to 
produce very flat interfaces between the layers surfaces. 
PLD has been utilised to deposit a variety of metallic multilayers. The majority of the 
work has been done on X-ray mirrors [2.2.1, 2.2.2, 2.2.3, 2.2.4, 2.2.5, 2.2.6]. The 
group of S. V. Gaponov lead the way in the use of PLD to deposit X-ray mirrors. 
Multilayer X-ray mirrors are super lattices made up of layers of a high Z-element (such 
as Ag, Au, Cr, Ni, Re, Ta, and W) alternated with layers of a low Z-element (such as 
B, Be, and C). Work on magneto-optic recording media [2.2.7] and magneto-resistive 
elements [2.2.8, 2.2.9] has also been completed. 
2.3. The PLD process. 
Albert Einstein suggested the stimulated emission process initially in 1916. Theodore 
H. Maiman at Hughes Research Laboratories constructed the first optical laser in 1960. 
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It was build using a rod of a ruby as the lasing medium. Utilising lasers to ablate 
material can be traced back to 1962 when Breech and Cross, used ruby laser to 
vaporize and excite atoms from a solid surface. Three years later, Smith and Turner 
used a ruby laser to deposit thin films. This marked the very beginning of the 
development of the pulsed laser deposition technique. The name, (PLD), was 
designated by official voting from the participants of the first Material Research Society 
Symposium on Pulsed Laser Ablation held in San Francisco in April 1989. 
2.3.1. The laser. 
The term LASER stands for Light Amplification by Stimulated Emission of Radiation. 
A laser is a coherent and highly directional radiation source. On average, lasers 
consists of at least three components: 
1. A gain medium designed to amplify light that passes through it 
2. An energy pump source to generate a population inversion in the gain medium 
3. Two mirrors that form a resonator cavity 
The gain medium can be solid, liquid, or gas and the pump source can be an electrical 
discharge, a flash lamp, or another laser. The individual mechanism of a laser can vary 
depending on the gain medium and whether the laser is operated continuously or 
pulsed. Excimer lasers are gas lasers (see figure 2.3.1), and are commonly used in all 
types ofPLD experiments. In this project, Nd: YAG lasers were used as an alternative 
to Excimer lasers for the deposition of metals. This is possible since metals have high 
absorption coefficients for infrared (IR) radiation. Nd: Y AG lasers are solid-state 
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lasers. The gain medium in a solid-state laser is an impurity center in a crystal or glass. 
Solid-state lasers made from semiconductors are described below. The first solid-state 
laser was a ruby crystal (et3 in Ah03) that lased at 694 nm when pumped by a flash 
lamp. The most commonly used solid-state laser is one with Nd3+ in a Y3Al50S (YAG) 
or YLiF 4(YLF) crystal or in a glass. These N d3+ lasers operate either pulsed or 
continuous and lase at approximately 1064 nm. The high energies of pulsed Nd3+:YAG 
lasers allow efficient frequency doubling (532 nm), tripling (355 nm), or quadrupling 
(266nm). 
Discharge 
Output 
coupler 
Laser 
beam 
Figure 2.3.1: A Schematic illustration of a gas lasers that are typically excited by an 
electrical discharge. 
The subsequent development of reliable electronic Q-switches made possible the 
creation oflasers that could generate very short optical pulses. For this reason PLD 
can be used to achieve congruent evaporation of the target and to deposit 
stoichiometric thin films. Successive advances led to lasers with high efficient harmonic 
generators delivering UV radiation. The absorption depth is shallower for UV 
radiation. The absorption depth refers to the depth that a laser beam can penetrate into 
the target. From then on, non-thermal laser ablation of the target material became 
highly efficient. 
9 
2.3.2. The Q-switch. 
The innovation of dependable electronic Q-switches during the 1970s give PLD a 
further dimension. The job of a Q-switch is to generate very short optical pulses 
reaching peak power exceeding 108 W/cm2, sufficient to cause dielectric breakdown of 
most material, converting it to plasma. PLD can be employed to vaporise and deposit 
thin films of any material if the absorbed laser power density is sufficiently high, in line 
with the basic electromagnetic relationship: 
(2.l) 
where; 
E = Electric field of the electromagnetic wave in V/cm, <I> = Power density in W/cm2, go 
= Dielectric constant in vacuum = 8.854 x 10-12 F/m, n = Refractive index, and c = 
Velocity oflight. To summarise, short laser pulses are used so as to make it more likely 
to achieve congruent ablation. This permits PLD to preserve stoichiometry during mass 
transfer from the target to the thin film. 
2.3.3. Higher order harmonic generator. 
The development of a higher order harmonic generator is a very significant technical 
development. High efficiency higher order harmonic generators provided shorter 
wavelength radiation that made the absorption depth shallower, which leads to a 
reduction in splashing. In addition, a more congruent evaporation is possible because a 
smaller volume of the material is heated. 
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2.4. Pulsed laser deposition. 
The basic Mechanisms in which pulsed laser operates is simple. A laser pulse is 
focused onto a target. Since a cylindrical target was used a in our work, it was 
imperative that the laser spot fell in the correct position in order for the plume to point 
in the right direction. The target absorbs the pulse energy. Plasma is produced if the 
fluence (power per cm') is above the laser ablation threshold i.e. around 100 M'N/cm' 
for most materials. Figure2.4.1 illustrates the process. This is achieved using a I-Joule 
pulse (Nd:YAG laser), for a time period of about 5 nanoseconds long. The beam is 
focused on a very small area (less than 50 mm2) of the surface. Though the actual 
physical processes of material removal are quite complex, one can consider the ejection 
of material to occur due to rapid explosion of the target surface due to superheating. 
Unlike thermal evaporation, which produces a vapor composition dependent on the 
vapor pressures of elements in the target material, the laser -induced expUlsion 
produces a plume of material with a stoichiometry very similar to the target. It is 
generally relatively easier to obtain the desired film stoichiometry for multi-element 
materials using PLD than with other deposition technologies. An illustration of the 
pulse laser deposition system used in this project is shown in figure 2.4.2. 
The theory of pulsed laser deposition, in contrast to the straightforwardness of the 
system set-up, is a very complicated physical phenomenon. It comprises of a lot more 
than the process of a laser-material interaction, or the influence of high-power pulsed 
rays on a solid target. There is also the formation of a plasma plume amid high 
energetic species. Equally complicated is the conveying of the ablated material through 
It 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
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the plasma plume onto the heated substrate surface. Accordingly, the thin film creation 
process in PLD can in general be divided into the following four stages. 
1. Laser radiation interaction with the target 
2. Gas dynamic of the ablation materials 
3. Deposition of the ablation materials with the substrate 
4. Nucleation and growth of a thin film on the substrate surface 
Each stage in PLD progress is crucial in order to achieve a high quality epitaxial 
formation that is crystalline, stoichiometric, uniform and has diminutive surface 
roughness. 
In the first phase, the laser beam is focused onto the surface of the target. At 
adequately high flux densities and short pulse intervals, all elements in the target are 
rapidly heated up to their evaporation temperature. Materials are dissociated from the 
target surface and ablated out with stoichiometry as in the target. The instantaneous 
ablation rate is highly dependent on the fluencies of the laser shining on the target. The 
ablation mechanisms involve many complex physical phenomena such as collisional, 
thermal, and electronic excitation, exfoliation and hydrodynamics. 
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C Substrate ~ -----~ 
Plume 
~
Figure 2.4.1: An illustration of the process in which a laser pulse is focused onto a 
target, and a plume is produced. 
SU8STRATE HEATING & ROTATION STAGE 
LASER 
LASER 
:-iOPTICS. 
i i ' . r"~ " i' .. -
.--. 
~ T 
• - .. ----•• ~ ",'¥'- •• 
-... <l.. SUBSTRATE POSITION 
""'. 
DEPOSITION CHAMBER 
PLD TARGET MANIPULATOR 
. ... -
. _., -.. -.- •... _ ..... , ... VACUUM PUMP 
r~-··-~--: i'---~ f 
. lit 
. " 
Figure 2.4.2: An illustration of the pulsed laser deposition system used to make our 
samples. 
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Throughout the second phase the emitted materials tend to move towards the sample 
substrate according to the laws of gas-dynamic and show the forward peaking 
phenomenon. R. K. Singh reported that the spatial thickness varied as a function of 
coslJ [2.4.1]. The spot size of the laser and the plasma temperature has significant 
effects on the deposited film uniformity. The target-to-substrate distance is another 
parameter that governs the angular spread of the ablated materials. Hanabusa also 
found that a mask placed close to the substrate could reduce the spreading [2.4.2]. 
The third phase is important in producing good quality thin films. The evicted high-
energy species impinge onto the substrate surface and may stimulate innumerable 
varieties of damage to the substrate or underlying deposited film structure. These 
energetic species sputter some of the surface atoms and a collision region is formed 
between the incident species flow and the sputtered atoms. Film grows after a 
thermalised region is produced. The region functions as a source for condensation of 
particles. As soon as the condensation rate is greater than the rate of particles delivered 
by the sputtering, thermal equilibrium condition can be reached quickly and film grows 
on the substrate surface at the cost of the direct flow of the ablation particles and the 
thermal equilibrium obtained. 
Nucleation-and-growth of crystalline films relies on several factors such as the density, 
energy, ionization degree, and the type of the condensing material, as well as the 
temperature and the chemical properties of the substrate. 
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The crystalline film growth depends on the surface mobility of the ad-atom (vapour 
atoms). Normally, the ad-atom will diffuse through several atomic distances before 
sticking to a stable position within the newly formed film. The surface temperature of 
the substrate determines the ad-atom's surface diffusion ability. High temperature 
favours rapid and defect free crystal growth, whereas low temperature or large super-
saturation crystal growth may be overwhelmed by energetic particle impingement, 
resulting in disordered or even amorphous structures. That is to say, if the atom arrival 
rate is to high, the y will not be enough time for them to diffuse over the surface before 
more atoms stack on top of them. 
In the PLD process, due to the short laser pulsed duration (-IOns) and hence the small 
temporal spread of the ablated materials, the deposition rate can be enormous. 
Consequently a layer-by-layer nucleation is favoured and ultra-thin and smooth film 
can be produced. In addition the rapid deposition of the energetic ablation species 
helps to raise the substrate surface temperature. In this respect PLD tends to demand a 
lower substrate temperature for crystalline film growth. 
2.5. Material deposition. 
The term "laser ablation" brings to mind a picture of a high-powered laser beam 
obliterating anything in its way. The name "laser ablation" is generally used to depict 
the explosive laser-material interaction. The term does not imply any mechanism of the 
laser-material interactions involving coupling of optical energy into a solid, resulting in 
vaporization; ejection of atoms, ions, molecular species, and fragments; shock waves 
[2.5.1]; plasma initiation and expansion; and a hybrid of these and other processes. 
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There are no models that fully portray the volatile laser ablation processes. Laser 
irradiance (power density) and the thermo-optical properties of the material are vital 
factors that influence these processes. Two broad descriptions for the laser material 
interaction are explained on the foundation of irradiance: vaporization and ablation. 
VAPORIZATION. When the laser pulse duration is microseconds or longer and the 
irradiance is less then approximately 1 Mega Watt per square centimetre, vaporization 
is likely to dominante the process and influence material removal from a target. The 
absorbed optical energy is rapidly converted into heat. Heat dissipation and 
vaporization are fast in comparison to the laser pulse duration. The thermal and optical 
properties of the sample influence the amount of material removed during the laser 
pulse. The optical properties (absorption and reflection) determine both the fraction of 
the incident power that is absorbed and the depth of optical absorption within the 
sample. Different heating and cooling rates are expected if the depth of absorption is 
greater or less than the thermal diffusion length in the material. Although this 
interaction is defined as vaporization, the energy is delivered in a very short time and it 
is localized; thermodynamic models do not completely describe the interaction. Also, 
optical and thermal properties of the material vary during the laser pulse, which makes 
it difficult to accurately predict the amount of energy coupled to the target and the 
quantity of mass removed. However, the interaction is predominantly thermal. Melting 
is common and fractional vaporization is possible; elements of higher vapor pressure 
will be enriched in the vapor relative to their concentration in the solid. Amazingly, this 
vaporization laser-material interaction is considered the easier case! When the 
irradiance is higher, the interaction is more complicated. 
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ABLATION. At higher irradiance, beyond 1 GW per square centimetre with 
nanosecond and shorter laser pulses focused onto any material, an explosion occurs 
[2.5.2, 2.5.3, 2.5.4]. The term "laser ablation" has been adopted to describe this 
interaction; it must sound better than "laser explosion". The surface temperature is 
instantaneously heated past its vaporization temperature through linear one-photon 
absorption, multi-photon absorption, dielectric breakdown, and additional undefined 
mechanisms. The vaporization temperature of the surface is exceeded within a fraction 
of the laser pulse duration; energy dissipation through vaporization from the surface is 
slow relative to the laser pulse width. Before the surface layer can vaporize, underlying 
material will reach its vaporization temperature. Temperature and pressure of the 
underlying material are raised beyond their critical values, causing the surface to 
explode. The pressure over the irradiated surface from the recoil of vaporized material 
can be as high as 100,000 MPa (1,000,000 atmospheres). This explosive interaction 
has been described as "nonthermal", and melting is often not observed around the 
crater. Fractional vaporization should be negligible! However, during an ablative 
interaction, plasma is initiated at the sample [2.5.5, 2.5.6]. Plasma temperatures are in 
excess of 10,000 K, and radiative heat transport can establish a plasma-material 
interaction. The plasma duration is microseconds, which is long in comparison to the 
short laser pulse. Fractional vaporization may occur during this plasma-material 
interaction, and to a greater extent than is the case in the direct laser vaporization 
interaction. Power densities in the 1 Mega -1 GW per square centimetre range can 
cause vaporization, ablation, both of these processes simultaneously, or additional 
mechanisms that have not yet been identified. One should view these examples as ideal 
cases; ejection of solid fragments and ions condensation of clusters, and shock waves 
occur. The existence of shock waves is easily confirmed by the sonic boom heard by 
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anyone who has witnessed a focused short-pulse laser exploding target materials at 
atmospheric pressure. 
2.5.1. PLD of metals and metallic multilayers. 
Metals were one of the first films to be deposited by the PLD technique [2.5.1.1]. 
Reports on the deposition of 34 metallic elements (over 50% of all metallic elements) 
were published by 1978 [2.5.1.2]. Yet, Metal PLD did not capture the enormous sum 
of attention that many other materials got. This is reasonable, since nearly all the 
standard physical deposition techniques could easily deposit metal films of good 
quality. The most basic sputtering -or evaporation- based techniques could produce 
highly oriented metallic films at room temperature. 
Possibly, this is the time to ask, why trouble our self with PLD of metals at all? A 
simple response is, that in spite of this tough competition from the other conventional 
deposition techniques, the PLD technique possesses exclusive capabilities of 
manufacturing very high-quality metallic films. The deposition of metallic multilayers 
with PLD has quite a few advantages when weighed against other techniques assuming 
that the growth rate per pulse is stable. A significant advantage is that the pulsed 
character of the process permits control of the layer thickness and growth rate by the 
number of laser pulses and the laser repetition rate, respectively. A further advantage is 
that if the laser fluence obtainable is adequately high, all metals targets can potentially 
be used. PLD can also be exploited to be used on all materials that are either difficult to 
vaporise (e.g., W) or poisonous (e.g., Be). In the end, PLD permits the deposition of 
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tremendously thin metal films. Such as, a continuous tungsten and chromium film with 
thickness's as low as 0.5 run at room temperature [2.2.1]. 
The notion of PLD reaction with metals is very simple. The laser pulse heats the solid 
and, if adequately intense instigates evaporation (induces thermal laser sputtering). The 
ablation threshold of a metal at a specific wavelength is decided by the quantity of laser 
power necessary to increase the surface temperature so as to accomplish substantial 
vaporisation. The thermal transmission and the cohesive energy of the metal manipulate 
the rate of this upper limit [2.5.1.3]. 
The sp-bonded metals such as (Cd and Pb) have the smallest values for the ablation 
thresholds. Metals in this categoryy generally have very low binding energies ( < 3 e V 
per atom). A laser pulse with energy equal to 0.1 JI cm2 was measured for the ablation 
of lead by 1O.6-l.lm 110-ns laser pulses [2.5.1.3]. Noble metals like (Ag or Au), and 
transition metals such as (Ti, Fe, or Co) have been established to have intermediate 
thresholds. Metals of this group normally have intermediate binding energies (3-5 eV 
per atom). A threshold of2 JI cm2 was measured for the ablation ofCu by 1064-nml20-
ns laser pulses [2.5.1.4]. Refractory metals such as (Mo, Re, or W) posses the 
uppermost ablation thresholds. Metals of this class are found to have the highest 
binding energies ( > 6 e V per atom). A threshold of 10JI cm2 was measured for the 
ablation ofW by 1064-nml10-ns laser pulses [2.2.1]. 
With the exception of the sp-bonded metals, the thresholds of other metals are found to 
be about an order of magnitude higher than what is usually found for materials with a 
band-gap. To dispense a high enough fluence above the thresholds, the laser beam has 
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to be focused to a smaller spot than in the case of most non-metals. Using a larger spot 
size can have the consequence of a relatively lower growth rate per due to a decrease in 
the total amount of vaporised material pulse (since the energy per surface are is less), 
and to the decrease of peaking of the angular distribution with increasing spot size. 
Another question forces itself, why are metals so tricky to deposit using the PLD 
technique? First of all, metals have optical properties unlike the optical properties of 
materials with a band-gap [The reflection coefficient is close to unity for radiation with 
frequencies below the plasmon frequency, and drops drastically for higher frequencies]. 
The absorption coefficients of metals are more often very high; (absorption lengths 
typically ofless than 50nm) in the whole wavelength region achievable by high-power 
pulsed lasers, (namely for A between 10 !lm and lOO nm) [2.5.1.5]. The conduction 
electrons very efficiently absorb the radiation. These electrons share their energy with 
the lattice on a time-scale of the order of Pico seconds In copper, for example, it was 
observed that electron-phonon energy transfer occurs on a time-scale of 1-4ps 
[2.5.1.6]. Unlike the case of certain polar materials, electronic laser sputtering 
mechanisms are virtually never dominant in a metal for reason of the short relaxation 
time, even though they have been observed in some cases [2.5.1. 7]. 
Standard growth rates for some elemental metals as stated in the literature have values 
frequently in the range 10-2 nm to 10-1 nm per pulse. 
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2.5.2. Roughness of interfaces. 
The roughness of interfaces is an extremely vital concern in the deposition of 
multilayers. The interfaces have got to be smooth to the level of one to two atomic 
layers since the super lattice period may. possibly be as low as 3.0 nm. Quantification of 
interface roughness in multilayers is fairly random, and should comprise information on 
both the lateral dimensions and the amount of surface abnormality. The roughness of 
the interface is measured by drawing a line parallel to the interface, and measuring the 
route mean square of the different points on either side. 
The properties of the multilayers to be deposited depend on surface roughness to a 
large extent. Quite a few mechanisms can manipulate the scale of roughness. The first is 
the state of the substrate surface. The substrate surface has got to be flat and clean 
preceding deposition. Recently cleaved LiF, polished Si(III), mica, and polished glass 
substrates were all considered for use, apart from for the glass; all substrates were 
reported to be satisfactorily smooth [2.2.1]. The second condition is the diminution of 
atomic and interfacial mixing. Atomic mixing and subsequently interface mixing can 
come about in the course of high energetic atom collision on the substrate. The greater 
part of the incident particles reaching the surface have energy in the region of 1 eV, but 
a minority of these atoms have energies as high as several hundred eV's. Two regimes 
can anse. 
The first regime takes place for energies approximately lower than the displacement 
threshold energy (approximately 30 eV). The effect of any surplus kinetic energy is 
advantageous for the sharpness of interfaces given that atoms employ this additional 
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kinetic energy to boost their surface mobility straight away after the impact. A film 
grown by 10 e V silver atoms exhibits greatly enhanced layer -by-layer growth when 
match to a film grown by 0.1 eV atoms [2.5.2.1]. 
The second regimes for which atomic- mixing is known to take place is if the incident 
kinetic energy is higher than the displacement threshold energy of a surface atom. This 
mixing brings about a decline of interface sharpness. Permanent lattice damage is not 
triggered by the impact of particles in this energy range (E < 100 eV). 
2.5.3. Diffusion processes. 
As soon as the incident atoms reach the surface, the diffusion processes can commence. 
There are two types of diffusion processes that can take place. The first diffusion 
process comprises of a low atom influx rate. This is illustrated by figure 2.5.3.1. In the 
early phase of this process, newly arrived atoms have arbitrary arrangements on the 
substrate. Several of atoms can even be located on the growing islands. Even at room 
temperature, atoms have adequate surface mobility that may permit them to diffuse 
over the surface. Therefore, "horizontal" jumps (movement on the terrace) are found to 
be much more recurrent than "vertical" jumps (movement from terrace to lower level). 
A more steady system can now be accomplished through a certain number of jumps 
The system is more stable in the second Situation than the first given that the atoms 
attach to the growing islands, thus the number of dangling bonds decrease. The result 
of this first diffusion process is a decrease of the surface roughness (i.e. a reduced 
irregular pattern, and a smother surface). 
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The second diffusion process involves an increase in the atom arrival rate. This is 
illustrated by figure 2.5.3.2. This time, the second atom might settle on an atom on the 
island before the first one could achieve stability. The two atoms on the island may 
possibly cluster, to stabilise their existence, and thus the situation stabilises with 
augmented surface roughness. Consequently, the interface roughness is expected to 
increase with increasing growth rate and reduced temperature. 
Newly arrived atom 
• 
Figure 2.5.3.1.: Illustration of the diffusion processes involving low atom arrival rate. 
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Surface 
Figure 2.5.3.2.: Illustration of the diffusion processes involving high atom arrival rate. 
Nonetheless, for a longer time-scale, secondary diffusion effects can play a part. The 
first is if the metals have a high negative heat of mixing value. In this case, interfacial 
alloying can transpire, as proven by the TilC system [2.5.3.1). The second is for the 
situation when the metals have a high positive value for heat of mixing. The system is 
non-wetting. Both sorts of secondary diffusion mechanisms result in a diminishing 
interface sharpness. The roughness is consequently likely to swell, even with a 
decreasing growth rate. 
For a brief time-scale the primary process will dominate, due to kinetics, while on a 
longer time-scale the secondary diffusion process is likely to be more dominant due to 
its lower energetic state. 
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2.6. Surface modification. 
PLD is a process consisting of the following three steps. First, the vaporisation of a 
target material, then the transport of the vapour plume, and finally, film growth on a 
substrate. The above three steps are· repeated over and over again in a typical 
deposition run. Unfortunately, each laser pulse will usually alter the surface of the 
irradiated material both physically and chemically. The net effect of the cumulative 
laser irradiation on the material is that the irradiated target surface bears very little 
resemblance to the virgin target surface. The surface changes usually take the form of 
periodic structures such as ripples, ridges, and -the most intriguing features of all-
cones. This complicates film thickness control and slows the deposition process. In 
addition, laser exposure of compound materials typically results in a modified surface 
layer having a composition much different from that of the original target material. 
The laser-target interaction and its theoretical descriptions is a very complex physical 
phenomenon involving numerous aspects such as the interrelationships between laser-
pulse conditions and the thermal response of the target to a laser pulse and optical 
properties of the solid being irradiated. The mechanism that leads to material ablation 
depends on laser characteristics, as well as the conditions of deposition such as the 
optical, topological, and thermo-dynamical properties of the target. In this section a 
simple examination of the various mechanisms of target modification is discussed. In 
addition, the effects of target modification on both the process and the product are 
detailed. 
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Figure 2.6.1: An illustration of the basic thennal cycle. (a) Laser pulse is absorbed, 
melting and vaporisation begin (shaded area indicates melted material; arrows indicate 
motion of the solid-liquid interfaces). (b) Melt front propagates into the solid, 
accompanied by vaporisation. ( c) Melt front recedes (crosshatched area indicates re-
solidified material). (d) Solidification complete, frozen capillary waves alter surface 
topography. The next laser pulse will interact with some or all of the re-solidified 
material. 
The points most relevant for the calculation of the process of material removal are, the 
surface temperatures, melt depths, hole depths, and vaporisation velocities, all as 
functions of incident flux density. ·The thermal cycle during the process also depends on 
laser fluence and pulse length; the optical absorption coefficient; and thermal properties 
of the solid, such as heat capacity and conductivity. The basic thennal cycle is 
illustrated in figure 2.6.l. A brief summary of points relevant to surface modification 
follows: 
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I. The maximum temperature reached in the solid, and the melt depth, increase with 
laser fluence. 
Il. The thermal pulse penetrates deeper into solids with low absorption coefficients and 
high thermal conductivity's. 
Ill. Shorter pulse lengths produce higher melting and solidification velocities. 
2.7. Limits and boundaries. 
In spite of the fact that the PLD process has many advantages, some disadvantages 
have been identified in using this deposition technique. One of the difficulties is that 
throughout the course of the PLD deposition process, some of the ablated material is 
deposited on the laser entry window forming an extremely thin metal film. This film 
significantly degrades the windows laser radiation transmission capability, and at some 
point has to be removed. The removal procedure involves a very tricky laser scan of the 
window whilst increasing the laser fluence and thus ablating the deposited film. Another 
problem is the limited angular distribution of the ablated material, which is produced by 
the adiabatic expansion of laser created plasma plume and the crater formed in the 
target surface. These features limit the use of PLD in generating a large uniform thin 
film. 
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One more major snag is the splashing or the particulates deposition, and the formation 
of droplets on the film. The physical mechanisms leading to splashing comprise surface 
boiling, expulsion of the liquid layer by shock wave recoil pressure and exfoliation. 
The dimension of particulates may possibly be as large as a few microns. Such 
particulates will seriously influence the growth of the succeeding layers in addition to 
the electrical properties of the film and should be eliminated. Successful techniques to 
help eradicate this problem have been developed. Examples are electrostatic deflection 
[2.7.1], scattering of the atoms on a heated screen [2.7.2], scattering by the atoms ofa 
second ablation plume [2.7.3], or stopping by a mechanical filter [2.7.4]. Lately, 
several new corrective procedures to curtail a number of the PLD problems have been 
developed. For example, a shadow mask is applied to obstruct the particulates and 
mutually revolving target and substrate in order to manufacture a film that is more 
consistent. 
Unfortunately all of the previous methods have a number of drawbacks, such as, the 
complication of the set-up. They may also comprise of vulnerable and complex 
additional components that need to be fitted in the deposition chamber. A crafty and 
more convenient tactic is to get rid of any target surface roughness. Subsequently, the 
droplet expulsion can almost be abolished. This was demonstrated by Cheung and 
Sankur [2.7.5], on molten Ge targets generating films that are virtually particulate free. 
Another method is to prevent the formation of cones by positioning the laser beam in a 
specific angle (achieved at grazing [2.7.6] ), and Scanning the target in such a way as to 
reduce any target surface roughness. In a laboratory the target can be periodically 
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resurfaced by sanding or scraping, restoring the deposition rate to its original level; this 
would be impractical in production. 
2.8. Discussion. 
In our work, the PLD system was employed to energetically deposited CuJCo 
multilayers. The energetic deposition was achieved by varying different parameters in 
the deposition arrangement, such as the target substrate distance, the intensity of the 
laser output, and using different lasing harmonics. Our work with ion-assisted thin film 
growth makes one wonder if the technique can be applied to the PLD process [2.8.1, 
2.8.2,2.8.3,2.8.4,2.8.5]. An ion source can be installed with almost no modification to 
the pulsed-laser set-up. During ion-assisted PLD, the ion species, bombardment 
direction, energy, and flux can be independently controlled for best possible thin film 
engineering. One important matter to consider is that in the normal techniques of ion 
assisted deposition a continuous material arrival rate is sustained at the film surface. 
Whereas in the case of ion assisted pulsed laser deposition the process is pulsed rather 
than continuous, resulting in a non-continuous arrival of material at the film growth 
surface. Ion-assisted pulsed-laser deposition may possibly not yield film variation 
similar to those achieved with former ion assisted techniques. 
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CHAPTER THREE 
ENERGETIC DEPOSITION OF 
THIN METAL FILMS 
Theory and background of magnetron deposition, 
Glow discharge, and sputtering deposition techniques 
3.1. Introduction to the Magnetron system. 
In this work, a reconstructed Nordiko NM2000 sputtering system was used in the 
manufacturing of the samples. It consists of a large deposition chamber which can be 
first evacuated down to a pressure of the order of 10-2 mbar via an attached rotary 
pump, then a diffusion pump connected to the bottom of the chamber can further 
reduce the pressure to the order of 10-6 mbar. Fixed to the target plate are two 
magnetron sources facing upwards towards the central position of the substrate table. 
A computer controlled shutter system that used electro pneumatic actuators was used 
to individually shut or open the two magnetron sources. The silicon substrate holder 
was tightly mounted to the substrate table. The two magnetrons and the substrate table 
were water cooled via a network of isolated water channels. Figure 3.1.1 gives a 
detailed illustration of the system. 
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Figure 3.1.1.: A detailed illustration of the reconstructed Nordiko NM2000 sputtering 
system used in making our samples. 
The main drawback in the construction of the system is that it did not incorporate a 
loading sample air lock. This was very unfortunate, since the substrate table did not 
rotate, and could only hold one substrate holder at one time. This meant that after each 
deposition process, the whole system had to be evacuated, and opened to remove the 
old sample, and reload the new substrate. 
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The contamination of the system with water vapour was the consequence. Water 
vapour is thought to dissociate in magnetron plasma into its two components (Oxygen 
and Hydrogen). This highly increases film oxidation during the deposition process. In 
order to reduce film oxidation to the lowest level possible with my technical 
limitations, a certain system preparation scheme was devised. 
In this scheme, venting the chamber to high purity Argon gas, rather than venting to air 
limited the water vapor contamination. A liquid Nitrogen trap was also mounted just 
above the diffusion pump. All of this seemed to help, as well as reduced the pumping 
time. Before the start of the deposition process, the system was first evacuated to a 
background pressure of the order of 10-6 mbar, and left to run at this pressure for over 
an hour. Argon gas was then leaked into the system until the desired working pressure 
is achieved. At which point the magnetrons are ignited, and left to run with the shutters 
down for several minutes to remove any target surface contaminants. The deposition 
process can then commence by alternately shuttering the magnetrons. 
3.2. Glow discharge. 
Glow discharge can occur naturally in the form of lightning and static electric sparks. It 
can also be artificially synthesized in laboratories as an electrical gas discharge to 
create plasma. The sputtering process requires the generation and acceleration of the 
bombarding charged particles towards an oppositely biased target material. A large 
number of ions need to be created for the bombardment of the negatively biased target. 
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The generation of these ions can be in the vicinity of the target material (glow 
discharge sputtering), or in a separate chamber (ion beam sputtering). 
The definition of sputtering is the deposition process, during which the target is eroded 
due to the ejection of material from its surface as a result of energetic particle 
bombardment. The ejected material is then deposited onto another substrate to form 
the thin film. The incident energetic particle is usually an ion since the energy of a 
charged particle is relatively simpler to control than that of a neutral one. The correct 
term used to describe this application would be sputter-deposition, however the terms 
sputtering and sputter -deposition will be used interchangeably unless otherwise stated. 
In 1852, Grove [3.2.1] first reported cathode sputtering when he noticed metal 
deposits, sputtered from the cathode of a glow discharge tube, condensing onto the 
glass walls of the vacuum vessel. He did not realise that he was taking the first steps in 
the creation of what will be known as Neon light. Sputtering was used widely in the 
deposition of thin films [3.2.2], and coating [3.2.3]. People also used it to decorate 
various articles with noble metal films [3.2.4]. This technique was used in applying 
electrically conducting films of gold onto the wax masters of Edison phonographs. The 
sputtering process can also be used to generate specific topographic patterns on 
surfaces [3.2.5] or to clean the surfaces of material under vacuum conditions 
[3.2.6][3.2.7] Later, and after the improvements in vacuum technology, the faster 
process of evaporation rapidly replaced sputtering in the deposition of thin films. 
F or a detailed history into the development of sputtering refer to articles by Wehner 
and Anderson [3.2.8] and by Bishop [3.2.9]. These review articles have been devoted 
to various aspects of sputtering. 
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The most common method of sputtering is glow discharge (plasma) sputtering. This 
method is widely used due to its practical simplicity. For the process to occur a 
sufficient negative potential is applied between two parallel electrodes in an inert gas 
environment with a partial pressure ranging from 1 to 1000 mTorr. The inert gas used 
needs to have a sufficiently high atomic mass. Argon was used in this work due to its 
reasonably high atomic mass, availability, and relatively low cost. The sputtering 
process can be summarised into five essential steps. (i) The generation of large 
numbers of positive ions as a result of the electron-gas collisions; (ii) The electric field 
causes the generated positive ions to accelerate towards the cathode and bombard it. 
The negative electrons drift towards the anode; (iii) the cathode material is eroded and 
ejected away; (iv) the ejected material is transported to the substrate; (v) the ejected 
material then condenses as a thin film. A schematic diagram is shown in figure 3.2.1. 
The summarised sputtering process mentioned above is a correct model; unfortunately 
the real situation is not so simple. For instance, the electric field in the glow discharge 
chamber is not uniform. The behaviour of electrons and ions is not symmetrical 
because of the large differences in their masses, and hence in their mobility's and 
kinetic energies. Other factors such as inert gas pressure, applied voltage and the 
physical configuration of the electrodes can substantially influence the processes. In 
addition, the ions colliding with the target surface do not always eject target material, 
but may be reflected by the target surface. There is also the possibility that the ions 
may be implanted into the target material or they may initiate secondary electron 
emission. See figure 3.2.2. 
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Figure 3.2.1: A schematic diagram showing the sputtering process. The sputtering 
apparatuses can assume many configurations, depending on the application. 
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Figure 3.2.2: A schematic diagram showing a summary of the sputtering process at 
the target. The colliding ions can eject target material, reflect from the target surface, 
be implanted into the target material, or they may initiate secondary electron emission. 
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3.3. Plasma. 
The impact ionization of the neutral inert gas atoms and ion collisions with the cathode 
result in rapid charge multiplication. Plasma is created when the degree of ionization 
reaches a steady state, such that the generation of electrons and positive ions are equal, 
and the discharge becomes self-sustaining. Plasma can be defined as a quasineutral gas 
of charged and neutral particles that exlribits collective behaviours. The quasineutrality 
means that the plasma is sufficiently neutral that one can assume n; - lie, (ni, and ne are 
the positive ion, and electron densities respectively), but not so neutral that all 
electromagnetic forces disappear [3.3.1]. The plasma has a fluid like behaviour since 
the separation between the charged particles is small enough to allow coulomb 
interactions. Regions in the discharge area are observed to illuminate due to electron 
impact induced excitation and subsequent relaxation of the neutral inert gas atoms 
accompanied by photon emission. Since the charged particles of the plasma are mobile, 
regional densities of local positive or negative charges are produced. These regions 
will generate electric fields. In addition, currents originating from the moving charges 
will produce magnetic fields. The effects of the combined fields influence the motion of 
other more remote charged particles. The overall state depends on the local conditions, 
as well as the state of the plasma in remote regions. In conclusion, any charge 
imbalance would result in fields that would move the charges in such a way as to 
eliminate the imbalance. This collective behaviour keeps the plasma body, on average, 
electrically neutral. 
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Plasma is a conductive medium. It is classified by its degree of ionisation (the fraction 
of ionised species to the original neutral atoms). Plasma generated for thin film 
deposition is usually very weakly ionised, with an ionisation degree ranging typically 
from 10-1 to 10-5 An external energy source is needed to create and sustain the plasma. 
Plasma is formed by adding energy to a neutral gas, which is why it is sometimes 
termed the fourth state of matter. The truth is there is no distinct phase change from a 
neutral gas to plasma. 
Although there is a slight difference between the terms "plasma" and "glow discharge", 
they are often used in publications interchangeably since the plasma of interest here is 
always a part of the glow discharge. The fact is there are regions in the discharge such 
as the cathode sheath that do not satisfY the proper definition of plasma. 
3.3.1. Debye shielding. 
Charges in plasma will continuously rearrange themselves so as to shield the plasma 
from electric fields generated by any perturbating charge. This unique property is due 
to the tendency of plasma to be electrically neutral. [3.3.l.l, 3.3.1.2, 3.3.1.3]. Figure 
(3.3 .1.1) shows an example in which two oppositely charged spheres are immersed in 
plasma, each attracting particles of opposite charge and creating a cloud of particles 
that surrounds and shields them. Self-shielding or Debye length AD [3.3.l. 4] is a 
measure of the shielding distance or sheath thickness, and is defined as the distance 
over which a small potential can perturb a plasma (the cloud radius). 
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Figure 3.3.1.1: An illustration of the Debye shielding, showing an example in which 
two oppositely charged spheres are immersed in plasma. 
3.3.2. Plasma potential V p 
The plasma potential Vp, is defined as the average potential of the body of the plasma 
relative to the chamber potential. A consequence of the fact that mi > > m., (mi and m., 
are ion and electron mass respectively), the electron will have much greater motion 
than the heavier ion. Therefore, all the electrical activities in plasma are performed by 
electrons moving in a background of positive charge formed by ions [3.3.1.1]. 
Electrons have a tendency to reach the limits of the plasma faster than ions as a result 
of their superior mobility. The electrons diffuse in the direction of the metal walls of the 
deposition chamber, consequently the net positive charge of the plasma increases. 
Eventually, the walls of the chamber become more negatively charged, repelling any 
further electron diffusion, simultaneously, the net positive charge of the plasma 
increases making it more energetically difficult for the electrons to leave the plasma. 
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3.4. Magnetron Sputtering. 
There are a lot of different Sputtering techniques [3.4.1]. The sputtering method used 
in this work was DC magnetron sputtering. This method requires plasma in the 
deposition chamber to provide the sputtering ions. The ions and negative electrons in 
the plasma are respectfully accelerated by the electric field towards the target 
(cathode), and chamber wall (an?de). The discharge is sustained for as long as the 
electrons continue to ionize the sputtering inert gas. The sputtering process is 
proportional to the degree of ionization. Hence, the probability of ionization becomes 
greater if the electrons are kept in the vicinity of the target for as long as possible 
before escaping to the chamber wall. Increasing the path length that electrons must 
travel within the plasma also increases the ionization probability. 
The motion of the negatively charged electron is easily controlled by applying an 
external magnetic field. The force that acts on the electron is known to be F = q(V x 
B). This force is orthogonal to the plane in which V and B lay. Hence the electron will 
be accelerated along the same axis as the force. The acceleration is inversely 
proportional to the mass of the charge since a =F/m. That is why the influence on the 
larger positive ions is limited. If V is parallel to B, (V x B) Vanishes and the electron 
motion is unaffected by the magnetic field. On the other hand, if the velocity of the 
electron is perpendicular to the magnetic field, the electron moves in a circular path 
with maximum radius. The magnetic field thus traps the electron in the vicinity of the 
target increasing the ionization probability. Figure 3.4. 1 depicts the magnetic field 
controlled electron motion. 
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Figure 3.4.1; An illustration of the motion of an electron in a magnetic field . (A) 
mvsin 0 
shows the force is orthogonal to the plane in which V and B lay, and,. = ---
Be 
(8) shows the electron moving in a helical path about an axis parallel B. 
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3.5. The Magnetron. 
There are two main types of magnetrons used for sputtering. The first type is the 
balanced magnetron. An ideal balanced magnetron is defined as a magnetron in which 
the intensities of the magnetic flux through the pole faces the outer and inner magnets 
are identical or comparable [3 .5.1]. In other word, the magnetron is said to be balanced 
if the magnetrons magnets are arranged such that the magnetic circuit is closed around 
the target. The resulting magnetic field is designed to trap the largest possible number 
of electrons near the surface of the target, hence plasma in the balanced magnetron is 
confined to the area in the vicinity of the cathode. This improves the sputtering rate, 
but unfortunately resu lts in a drop in the levels of bias current to the substrate; hence 
ion bombardment of the growing film is minimised. Figure 3.5.1 shows a schematic 
design of the balanced magnetron used. 
T arget I---.--,---..,-----"~..J. 
Figure 3.5.1: A schematic design of the balanced magnetron used. 
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In 1977, Fraser and Cook reported enhanced deposited film properties due to ion 
bombardment [3.5.2]. They used an auxiliary magnet placed behind the substrate to set 
up opposing or adding magnetic field s to contro l the ion flux to the substrate . The same 
results are readily achieved by unbalancing the magnetic field configuration around the 
sputtering target by using outer poles that are slightly stronger or weaker than the 
central pole. This configuration allows a controlled amount of bombardment of the 
substrate, by permitting part of the plasma to extend towards the substrate That is to 
say, a plasma beam is directed onto the substrate surface, subjecting it, and the growing 
film sUlface, to bombardment by the ions of the sputtering gas. The excess field lines 
created from the pole imbalance extend towards the substrate as shown in figure 3 .5.2 
and figure 3.5 .3 (type used) The figures give an idea about the two types of 
unbalanced magnetrons reported by Window and Savvides [3.5.3]. The unbalanced 
magnetron type "a" has more powerful inner magnets than the outer ones, resulting in a 
fi eld originating from the inner set of magnets, with some not passing into the outer set. 
Type "b" unbalanced magnetron has more powerful outer magnets than the inner ones, 
resulting in a field originating from the outer set of magnets, with some not passing into 
the inner set. This type has the benefit of providing a bigger ion flux at the substrate. 
This is the type used in our work. It goes without saying that DC biasing in balanced 
magnetrons is useless owing to the fact that the plasma is captive in the cathode region. 
Even though, ion bombardment of the substrate assists in obtaining improved quality 
films, it may have, in certain cases, undesired effects . These damaging effects range 
from, resputtering of the substrate if the bombarding ion energy is too high, to 
increasing the temperature of the substrate ... etc . 
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Figure 3.5.3: A schematic design of the unbalanced magnetron type "b". 
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3.6 substrate preparation. 
A step-by-step substrate preparation protocol was developed and constantly used for 
all the samples in this work. Ail the substrates were sliced from Si(lll) wafers. They 
were rinsed with distilled water and soaked in an acetone filled dish, and then placed in 
an ultrasonic bath for about five minutes. The substrates were then rinsed with 
propanol and left to dry. The process was repeated two more times to make sure that 
the Si-substrate was highly degreased. The cleaned substrate was then mounted in the 
newly designed sample holder that does not require the use of silver conducting paint. 
This was possible since the new sample holder can maintain the growing films potential 
to that of the substrate table, and provides the substrate with the rigid support needed 
to keep it in place. The physical specifications of the substrate and the targets used will 
be given in each section. 
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CHAPTER FOUR 
Structural characterisation methods 
4.1. Introduction. 
There are many methods to choose from designed for structural characterisation, and 
probing the properties of multilayer interfaces. Throughout the duration of any 
research work, it is important to discover as much as viably possible about the nature 
of the specimen before coming to a final conclusion. There is no single technique that 
is capable of solving all the different physical problems relating to a specimen. In this 
work, we were faced with many challenging problems. WE had the task of selecting 
the techniques that were accessible, and could assist me in tackling the problems from 
all possible directions until a suitable solution could be established. One of the most 
useful means was using X-ray reflectivity measurements from the SRS, in station 2.3 at 
Daresbury Laboratory. It is used in a multitude of ways to obtain different kinds of 
information about thin films and multilayers. Optical Profilers Interferometry is another 
standard technique for determining surface features. It is sometimes used for crater 
depth measurement by interference microscopy; this method was used in my work to 
mainly get an approximate measurement of the film's thickness. A third technique is 
resistivity measurements. This method can supply information about the structure, and 
is widely used for comparing films, particularly those of the same material deposited 
under similar conditions. Unfortunately, none of my samples showed any giant 
magneto resistance (GMR), and so this technique was oflittle benefit. Unquestionably, 
one of the most significant tools used was the AFM. It supplied my research with a 
wealth of information about the surface of my samples, as well as an in-depth profiling 
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of the underlying surface layers. The most advanced instrument used was the MEIS 
system. MEIS proved to be a powerful technique for high resolution surface and 
interface analysis. 
4.2. Small angle X-ray diffraction (SAXRD) method. 
Wilhelm Rontgen accidentally discovered X-rays in 1895 when he was experimenting 
with a discharge tube. It is now well known that if a fast-moving electron strikes a high 
atomic weight solid (such as Tungsten) x-rays are produced. In 1912, the German 
scientist Max von Laue forecast that crystals would demonstrate diffraction qualities. 
Around the same time, W. Friedrich and P. Knipping performed the first X-ray 
diffraction experiments, which produced the first photographic diffraction patterns. 
Crystal structures are studied through X-ray diffraction techniques by bombarding a 
crystalline lattice in a given orientation with an X-ray beam, the beam is scattered in a 
definite manner characterized by the atomic structure of the lattice. This phenomenon, 
known as X-ray diffraction [4.2.3], occurs when the wavelength of X-rays and the 
interatomic distances in the lattice have the same order of magnitude. In 1913, 
Lawrence Bragg successfully analysed the crystalline structures of potassium chloride 
and sodium chloride using X-ray crystallography, and developed a rudimentary 
treatment for X-ray/crystal interaction (Bragg's Law). The law states that, 
nA. = 2dsinl1 (n= 1,2,3 ...... ) (4.1) 
Where n is an integer representing layers, A is the x-ray wavelength, d is the layer 
thickness, and 11 is the angle of incidence. 
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Bragg's research provided a method to determine a number of simple crystal structures 
for the next SO years. In the 1960s, the capabilities of X-ray crystallography were 
greatly improved by the incorporation of computer technology. Modern X-ray 
crystallography provides the most powerful and accurate method for determining 
single-crystal structures. 
Lately, there has been a substantial rise in the use of X-ray scattering techniques for the 
calculation of thin film surface structure and interface constitution measurements 
[4.2.1][4.2.2]. SAXRD, which stands for small angle X-ray diffraction was developed 
as a result of all previous pioneering research in this field. Small angle X-ray diffraction 
is a very useful tool for studying multilayers. It is very sensitive in detecting interfacial 
roughness. The basic measurement geometry is shown in figure 4.2.1. For (SAXRD), 
29 is in the range of 0.4° - 10°. The small 29 angles in SAXRD make that method 
sensitive to periodicity (in the z-direction) on larger length scales. It is sensitive to 
atomic structures that are periodic on length scales of the order of loA. 
The X-ray source can be from SRS, or an ordinary X-ray tube. Monochromators and 
slits are different from one instrument to another. The basic SAXRD set-up geometry 
in station 2.3 at the SRS Laboratory in Daresbury is shown in figure 4.2.2. In order to 
extract quantitative information from the X-ray scans, the reflected intensity is 
modelled. Different structural properties are characterised by parameters that are input 
to the model calculation. For (SAXRD), A is fixed, and (j) «(j) = 0) and 20 are scanned 
in a coupled 0-20 scan while the diffracted intensity is recorded 
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Figure 4.2.2: The basic SAXRD set-up geometry in station 2.3 at the SRS Laboratory 
in Daresbury. 
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The basic theory of X-ray reflection at surfaces and interfaces will now be discussed. 
Imagine a particle of wavelength 1, traveling in a continuum medium (1 > interatomic 
distance of medium). If 1 is incident on a supperlattice surface at angle e in, the 
equivalent reciprocal space vector k in will have a magnitude of 2 Tt / A. See figure 
4.2.3 for a descriptive illustration. If the specular scattering of the particle is elastic, the 
wave vector kf will have, e in = eout, and k in = k out. The scattering vector Q that is 
defined as the momentum transfer is; 
Q=k out - kin (4.2) 
Hence, for specular scattering processes, Q points along a direction perpendicular to 
the scanned surface (See figure 4.2.3.). 
Q 
kin kout 
Figure 4.2.3: A descriptive illustration showing the specular scattering at the surface 
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When a plane wave is incident on a boundary between two homogeneous media of 
different optical properties, it is split into two waves. The first is a transmitted wave 
propagating into the second medium. The second is a reflected wave propagating back 
into the first medium, as shown in figure 4.2.4. The same realization can be used for X-
rays at interfaces between surface. The relationship between the angles of incident and 
refracted waves with respect to the surface plane is given by the well known Snell's 
law; 
cos eo n, k, 
--=-=-
case, no k, 
(4.3) 
where, n is the refractive index, and e is the grazing angle as indicated by figure 4.2.4. 
For X-rays, the refractive index is given by; 
n=l- Nr,A
2 f 
27r 
(4.4) 
where N is the atomic density, re is the classical electron radius [e2/mc2 = 2.818xlO-13] 
cm, and f is the atomic scattering factor. We get total external reflection from the 
surface of the film if, el= 0 [ni/no = cos eo] provided that the photon energy IS 
sufficiently distant from the critical absorption edge, and fis real and positive. 
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Film 
Figure 4.2.4: An illustration showing an incident wave on a boundary between two 
homogeneous media of different optical properties; n is the refractive index, and e is 
the grazing angle. 
The atomic scattering factor, j, is used by anomalous dispersion of the x-rays in the 
scattering medium .. The extent of this effects depends on the photon energy, and is 
significantly enhanced in absorption edge zone. The primary interaction of low-energy 
X-rays within matter, viruses photo absorption and coherent scattering, can be 
portrayed for photon energies outside the absorption threshold regions by using atomic 
scattering factors. That is to say, the scattering and absorption of x-rays in the medium 
is described by the complex equation ( as a function of energy, E); 
F(E) = Z + Ji(E) + IJ2(E) (4.5) 
Where, F(E) is the total scattering factor, E is the photon energy, Z is the atomic 
number of the scatterer ( i. e. the total number of electrons available for Thomson 
scattering),Ji and .12 are the resonance and absorption corrections to F, respectively 
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(ji = The real part of the atomic scattering factor, and ji = The imaginary part of the 
atomic scattering factor). Thus, the refractive index is in general a complex quantity 
such as; 
n= l-c5-i,8 (4.6) 
where, 
(4.7) 
and 
(4.8) 
The amplitude of x-rays that pass a distance, d, through the scattering medium is 
proportional to exp( -i 2m;d), hence; 
.2~ 2~ A(d) = Ao exp(-I-(1-S)d)· exp(--fJd) A A 
Where, A( d) is the amplitude. The resultant intensity is; 
1 1
2 4~ 1(d) = Ao(d) =10 ·exp(--fJd) 
A 
(4.9) 
(4.10) 
where Ao is the incident amplitude, 10 is the incident intensity. Consequently, the real 
portion of the refractive index, nn.! = (1 - 0), gives the phase change of the x-rays, 
whereas the imaginary portion, , n imog. = -i /1, influences the attenuation according to 
1(d) =10 ·exp(-,ud) 
where p is the linear absorption coefficient given by; 
4~fJ 
p=-
A 
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(4.11) 
(4.12) 
The anomalous dispersion factors, fi and j2, strongly influence the scattering amplitude 
near the x-ray absorption edge. As a result, there is a tremendous modification to the 
refractive index in the vicinity of the absorption edge. The fi factor displays an abrupt 
minimum close to the absorption edge. The j2 factor is in charge of the absorption and 
this is also substantiated by the sharp' plunge in j2 at the absorption edge. This is 
because the anomalous dispersions factors are not independent of one another, but are 
related by the dispersion relation; 
I'(E)=~fOO 12(E)·E· dE' 
JI re E2 _E'2 
o 
(4.13) 
We based these (semi-empirical) atomic scattering factors upon photo absorption 
measurements of elements in their elemental state. The basic assumption is that 
condensed matter may be modelled as a collection of non-interacting atoms. This 
assumption is in general a good one for energies sufficiently far from absorption 
thresholds. In the threshold regions, the specific chemical state is important and direct 
experimental measurements must be made. 
The key advantage in using a synchrotron source for the X-ray diffraction experiments 
is that the X-rays are very intense, and focused. It is possible to pick the wavelength of 
the X-ray radiation by the use of the monochromator. Choosing the appropriate x-ray 
wavelength is essential if the multilayer materials being analysed have similar atomic 
numbers to each other, in view of the fact that the index of refraction will be similar 
resulting in contrast deficiency. If this is the circumstance, than the contrast may 
perhaps be enhanced by amending the X-ray wavelength to a value approaching the 
absorption edge of one of the multilayer ingredients. 
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The x-ray reflectivity measurements were carried out In station 2.3 at the SRS 
laboratory. Figure 4.2.5 exhibits a Photograph of a section from the interior hutch of 
the diffractometer and beamline at the station. A powder diffractometer was adapted 
for our small angle reflectivity measurements. A close-up photograph showing the 
sample holder and the attanuations of the diffiactometer in station 2.3 in the SRS 
laboratory is given in figure 4.2.6. The beamline of station 2.3 roughly lays 15m, 
tangentially to a 1.2 T dipole magnet in the 2 Gev electron storage ring at Daresbury 
laboratory . 
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Figure 4.2.5: A photograph displaying part of the interior hutch of the diffractometer 
and beamJine at station 2.3 in the SRS laboratory. 
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Figure 4.2.5: A close-up photograph of the diffiactometer at station 2.3 in the SRS 
laboratory, showing the sample holder and the attanuations. 
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4.3. Scattering from surfaces and interfaces. 
A lot of literature deals with the scattering of X-rays from interfaces in which the loss 
of specular reflectivity can be a consequence of surface or interfacial disorder [4.3.1, 
4.3.2, 4.3 .3, 4.3.4, 4.3 .5, 4.3.6, 4.3.7, 4.3.8, 4.3.9, 4.310J In reflectivity experiments, 
zero interfacial roughness can be modelled as a perfect mirror. Since there is no 
perfect mirror, any increased surface roughness will have the effect of attenuating the 
reflectivity. The main types of roughness are correlated and uncorrelated roughness. 
An illustration of the two types is shown in figure 4.3. 
a 
b 
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Figure 4.3.1: An illustration showing the correlated roughness and the uncorrelated 
roughness. 
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4.4. Optical Pro filers Interferometery (Green light fringes). 
Optical Profilers Interferometry has been a standard technique for determining surface 
features. Some times referred to as crater depth measurement by interference 
microscopy, thi s method is used to give an approximate measurement of the film ' s 
thickness. The method utilises the theory of diffraction of light (Green light in this 
work), and measures the fringes as illustrated in figure 4.4.1 . Light is reflected from 
the surface and interferes with light from an optically flat reference surface. Deviations 
in the fringe pattern product by the interference 's can be related to the differences in 
the surface features (such as a step height or film thickness). Two-dimensional and 
three-dimensional data allow the generation of maps. Depth resolutions of l A are 
attainable, with minimum step resolution in the range of 2.5 A. The largest step or 
feature that can be resolved is about 15 ~m. 
Optical intetierometers have the same advantages as mechanical profilometers in that 
no sample preparation is needed for most films, and the analysis is rapid . This method 
offers same additional advantages in that no contact is needed. Disadvantages include 
problems with surface roughness, which can destroy or interfere with the interference 
patterns because of excessive scattering. Optical reflectance is important, and 
sometimes it is necessary to coat the step with a highly reflective thin film-a process 
that can affect the accuracy of the measurement. 
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The chief objective action of any AFM is to measure forces (at the atomic level) 
between the sharp probing tip (attached to a cantilever spring) and the surface of the 
sample. Scanning the sample in relation to the probing tip and quantifYing the 
deflection of the cantilever as a function of lateral position produce images. Typical 
spring constants 0.001 to 100 Nlm and movement of the order of microns to - o.lA 
are calculated by the deflection sensor. Conventional forces between tip and sample 
span from 10-11 to 10-6 N. For comparison the interaction between two covalently 
bonded atoms is of the order of 10-9 N at separations of - lA. For that reason, non-
destructive imaging is achievable with these small forces [4.5.1]. 
An AFM has some resemblance to a conventional styli profilometer shown in the 
illustration in figure 4.5.3, however AFM can reveal a sample surface precisely up to 
nanometer size in three dimensions. Due to the sharper tip and small loading force, the 
lateral resolution in AFM is extremely improved in comparison with the conventional 
profilometer. The AFM can be lIsed on materials that do not conduct electricity. Some 
type of AFM measures the sideways deflection of the tip caused by fi-iction as the 
probe moves across the surface; differences in fi-iction can be used to distinguish 
different atoms and molecules on the material. Others employ a magnetic probe; this 
probe does not touch the material but moves up and down in reaction to the magnetic 
forces between the tip and the surface. In our work, the AFM used had a probe that 
traverses the surface, moving upward due to bumps and downward due to depressions; 
a laser beam reflected from the tip of the probe measures the up and down movements, 
and the pattern of reflected light creates an image of the surface. 
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H ~ 
Figure 4.4.1: The illustrated shows the diffraction of light and the fringes as seen by 
an Optical Profilers Interferometer. 
The equation used to find the thickness of the film is; 
D=~A!!.... 
2 d 
where; 
D is the film thickness 
(4.14) 
A Is the wavelength of the light used (A green = 546.2 run), H is the distance between 
a line through the centre of a fringe in the bottom of the crater and a chosen line 
through the centre of a dark fringe that runs across the crater (or would have done if 
the crater were not there), d is the distance between a line through the centre of an 
adjacent fringe (or n- fringes away from the chosen line) and a chosen line through the 
centre of a dark fringe that runs across the crater (or would have done if the crater 
were not there) 
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4.5. The Atomic Force Microscope (AFM). 
Binnig & Rohrer, two scientists working for IBM developed a new technique for 
studying surface structure in the early 1980's. The technique was named STM, which 
stands for scanning tunnelling microscopy. Shortly after its discovery, whole families 
of related techniques were introduced. Of these techniques, the most significant is 
unquestionably AFM. The atomic force microscopy is a piece of equipment that can 
scan the surface of a sample up to nanometer size in three dimensions and produce an 
image (figure 4.5.1 is a sketch of the AFM system set-up used). 
Collector 
Laser Maf __ 1 
figure 4.5.1: A sketch ofthe AFM system set-up used 
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The Auger spectroscopy technique can be summarised into three basic steps. The first 
step is the atomic ionisation of the sample by removal of a core electron. The second 
step is the Auger electron emission (the Auger process). Finally, the third step is the 
data analysis of the emitted Auger electrons. The last stage is simply a technical 
problem of detecting charged particles with high sensitivity, with the additional 
requirement that the kinetic energies of the emitted electrons must be determined. The 
energy of the Auger electron is characteristic of the element that emitted it, and can 
thus be used to identifY the element. The short inelastic mean free path (IMFP) of 
Auger electrons in solids ensures the surface sensitivity of AES . 
AES must be carried out in UHV conditions. A standard method of looking at buried 
layers with AES is to use the technique in combination with sputter cleaning. 
Normally, when a sample is brought into the UHV environment from air, it will be 
coated with carbon and oxygen. This material has to be removed (usually by 
sputtering) before the clean surface can be investigated . Sputtering involves directing a 
beam of ions (usually Ar ions) at between 500 eV and 5 keY at the sample. This 
process cleans the surface, but can also be used to erode away the sample to reveal 
structure beneath the surface (depth profiling). Obviously this is a destructive 
technique. 
Unlike the MEIS technique, AES is sensitive to all elements (excluding hydrogen and 
helium), being most sensitive to elements with low atomic number. In general, AES is 
a reasonably fast technique that provides relatively superior spatial resolution. Tt is 
possible to achieve high spatial resolution because the electron beam, which is applied 
to excite the specimen, can be focused into a very fine probe. In our work, AES was 
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used extensively in depth profiling. It proved to be a convenient tool for analysing thin 
surface layers, and investigating their constitutions. 
The Auger effect de-exites ionized atoms by means of non-radiative procedures. The 
manner in which the Auger effect works is that electrons of energy 3-25 ke V are 
incident upon a conducting sample. These electrons cause core electrons from atoms 
contained in the sample to be ejected resulting in a photoelectron and an atom with a 
core hole . As soon as an electron is ejected from an inner atomic shell, the atom 
relaxes. This is carried out by means of electrons with a lower binding energy from the 
outer shells dropping into the core hole and occuping the resultant vacancy. As a 
consequence of the transfer of electrons from higher to lower energy shells, energy is 
emitted. The energy released can thus be converted into an X-ray photon or may be 
transferred to another electron. If the emitted energy is transferred to another electron, 
the electron (Auger electron) is liberated from the atom with energy, EA, determined 
by the three energy levels concerned, where 
(4.15) 
E I and E2 are the binding energies of the atom in a singly ionised state, while E3 is that 
for doubly ionized state. The sketch in figure 4.6.1 gives a good description of the 
Auger process. If the procedure is carried out at lower energies in which the photon or 
electron possess energy less than 2 keY, the Auger process is more probable having 
more than 95% of ionizations leading to an Auger electron ejection. 
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Figure 4.6.1: A sketch of the Auger process 
As the Auger electron travels through the solid, it starts to lose energy via the inelastic 
collisions with other bounded electrons. The degree of energy lost depends on the 
depth of the electron. For example, if the Auger electron is liberated sufficiently near 
to the surface, it may escape from the surface with insignificant energy loss. The 
escaping Auger electrons are then detected by an electron spectrometer. The resultant 
data is evaluated and emerge as peaks on a smooth background of back -scattered 
electrons. However, smaller peaks due to minor impurities or trivial concentration are 
more difficult to distinguish from the background. Therefore the Auger spectra are 
recorded in a differential format. Standard Auger spectra for the bulk of the elements 
have been put together in a reference handbook. An illustration of the basic 
components of an Auger Electron spectroscope system is given in figure 4.6.2. 
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Figure 4.6.2: An illustration of the basic components of an Auger Electron 
spectroscopy system. 
4.7. Medium energy ion scattering (ME IS). 
The term "MElS" stands for, Medium Energy Ion Scattering [4.7.1) . MEIS is a 
powerful, quantitative technique for high-resolution surface and interface analysis . This 
procedure is a modification of the famous Rutherford backscattering spectrometry 
(RBS) technique that is generaly conducted at energies above the region of I MeV. 
The prime differences lie in using somewhat lower energies and detectors capable of 
higher resolution. This method is even more enhanced than the Rutherford 
back scattering spectrometry technique allowing it to attain a more superior depth and 
angle resolutio 
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In theory, it can achieve very fine depth resolution of the order of a single atomic layer. 
This technique is mainJy used to determine the composition and geometrical structure 
of crystalline surfaces and shallow interfaces. The technique has been developed in 
particular at the AMOLF Institute in Amsterdam by Saris, Van der Veen, Frenken and 
their colleagues (see. e.g. J F Van der Veen, Surface Science Reports 5 (1985) 199). 
The MEIS technique employs the notion of 'non-destructive depth profiling', and 
involves the energy analysis of primary ions, in general J-t or He + at incident energies 
that may span in the range of 100 to 400 keV, as a function of the incidence and 
emission direction. He+ gives better depth resolution than Jr, but W causes less beam 
damage than He~ . Geometrical structure information is accumulated by employing the 
concept of elastic 'shadow cones' (in both the incident and backscattering parts of the 
ion trajectory). In addition to its improved structural sensitivity, MEIS has a further 
advantage over low energy ion scattering, as it can probe deeper into the subsurface, 
giving it the aptitude to acquire subsurface compositional information by means of the 
inelastic energy losses suffered as the ions infiltrate further into the solid . 
The MEIS experiments carried out in this work were preformed with a collimated He + 
ions beam with a mono-energetic value of 100 keY. The beam impinges onto the 
sample along a known direction. The energy and angle of the scattered ions are then 
analysed concurrently. This permits MEIS to quantity the atomic mass, depth, and 
surface structure of the samples. The mass of the sample is calculated by utilising the 
perception of 'billiard ball' type collision involving the surface atoms and scattered ions. 
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The scattered ion energy accordingly relates directly to the mass of the scattering 
atom. The final energy is, 
E =KEo 
where, Eo is the initial energy, and K is the kinematic factor, and is defined as, 
(4 .16) 
Where, the masses are M I and M2, and the scattering angle is (J. 
If a projectile species such as He' is used as the probe, at a convenient scattering angle 
of90°, the equation reduces to 
E = Eo [M2- 4] / [M2+4] (4.17) 
Signals from material with unlike masses are separated in energy. In practice, a discrete 
energy distribution is not obtained, instead the straggling [4.7.2][4.7.3] [4.7.4] effect 
(also inelastic effect) causes ions scattered from the subsurface region of a sample to 
have a Gaussian like broadening of the energy distribution (see figure 4.7. 1). The depth 
treatment of the sample is carried out by applying the fact that as ions in the subsurface 
under go inelastic scattering, they lose energy at a rate relative to the ion's path length 
in the target. As a consequence, the additional energy loss associates directly to the 
depth of the scattering atom. In some cases MEIS can accomplish a depth resolution 
of one atomic layer. The surface structure can be evaluated if the sample possesses 
crystaline formation . Unfortunately our samples did not demonstrate crystaline 
configuration. Once the ion beam is brought into line with a crystallographic axis the 
surface atoms shadow inner atoms from the ion beam. 
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Several specific inward directions for some crystals can permit the ion beam to merely 
illuminate the preferred uppermost first, second, or third layers. The ions that make it 
to lower (second) layers will have their scattered outward routes blocked at particular 
angles by atoms in the upper (first) layer. As a result of the diverse geometrical layouts 
of surface atoms, there will be discrepancies in the scattered ion intensity with angle. 
To achieve a complete solution that characterises the surface structure, the 
experimental and simulation results for several scattering geometries needs to be 
assessed by computer modelling for a number of scattering directions. As a result of 
the proper selection of scattering geometry, atomic displacements as small as 0.03 A 
have been determined [47 .5)[476)[4.7.7]. 
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Figure 4.7.1: The straggling effect causes ions scattered from the subsurface region of 
a sample not to have a spiky energy distribution, but to have a Gaussian like 
broadening of the energy distribution. 
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The MEIS facility used in the analysis of this work is situated at Daresbury Laboratory 
in the building that previously housed the Nuclear Structure Facility. The MEIS facility 
is financed through a successful grant application by Phil Woodruff together with Prof 
D Annour (Salford University) and staff at Daresbury Laboratory. The facility was 
officially inaugurated on 1 April 1996 and has been operating as a user facility since 
September 1996. The intended areas of research are broadly categorised below; 
I. Adsorbate structures and reconstructions 
u. Structures of vicinal surfaces 
1\1. Alloy surfaces and epitaxial growth 
IV. Oxide surfaces. 
The MEIS facility is made up of three basic sections: 
1- The high voltage enclosure (referred to as "the bun"). 
11- The transfer beam line. 
1Il- The experimental endstation. 
The bun houses the ion source and accelerating lens. The endstation accommodates the 
computer control console that runs the bun and beamline. A general illustration 
describing the system is given in figure 4.7.2 below courtesy of P .Bailey and 
T .C.Q.Noakes, at the Daresbury MEIS facility . 
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Figure 4.7.2: A general illustration describing the basic components of the MEIS 
system [courtesy ofP.Bailey and r.C.Q.Noakes, at the Daresbury MEIS facility]. 
A true photograph of the MEIS system is given in Figure 4.7.3, courtesy of P.Bailey 
and T.C.Q.Noakes, at the Daresbury MEIS facility . The standard ranges used for 
setting the experiment in our work are also given in table 4.7.1 below. 
endstation 
enclosure 
electrostatic 
lens 2 
electrostatic 
lens 1 
Figure 4.7.3: A true photograph of the Daresbury MEIS system [courtesy of P .Bailey 
and r.C.Q.Noakes, at the Daresbury MEIS facility]. 
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Before concluding this section, it worth mentioning three main drawbacks with the 
MEIS technique. Firstly, the MEIS technique is not very sensitive in the detection of 
light elements such as Carbon and Oxygen. Secondly, back-scattered ions can cause 
damage to the sample. Thirdly, it requires a very expensive and complex setup. 
100 keV He+ 
20-28 A Filament cu rrent 
1.0 A Solenoid coil 
1.0 A Arc current 
1.5mA Extraction current 
17.7 kV Lens 1 
12.8 kV Lens 2 
1.3 x 10-6 mbar GP111 
977G Switcher magnet 
2.93 & 3.32 EQT 1 
2.58 & 2.34 EQT2 
506G Beamline magnet 
4.46 HT pot . Setting 
Table 4.7.1: The Standard ranges used for our experimental setting. 
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4.8. Electron Microscope. 
An electron beam can be used to image an object in exactly the same way as a light 
beam. Light rays are bent by reflection or refraction, and an electron beam can have its 
trajectory bent by electric and magnetic fields . Figure 4.8.1 gives the basic illustration 
of an electron microscope setup. The diffraction effects limit the resolution of an 
optical microscope. Since visible light wavelength is typically about 500 run, no optical 
microscope will resolve objects smaller than a few hundred nonometers. The resolution 
of the electron microscope is also limited by electron wavelengths, which may be 
thousands of times smaller than that of visible light. Consequently, the magnification of 
the electron microscope is thousands of times greater than that of the optical 
microscope. The system used in this work was a Scanning electron microscope, which 
only varies slightly from a normal electron microscope. In it, the electron beam is 
focused to a very fine spot and sweeps across the specimen. As the beam sweeps 
across the specimen, secondary electrons are emitted, and collected by a collecting 
anode kept at a potential a few hundred volts positive with respect to the specimen. 
Thus, this type of system gives a better three-dimensional image than a conventional 
electron microscope. 
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CHAPTER FIVE 
Experimental methods, Simulations and Results of the 
CulCo Bilayers Grown by Ion-Assisted Deposition 
5.1. Introduction. 
In this work, WE would like to study the effects of energetic deposition on the bilayers 
structure. WE experimented with different deposition parameters, and explored the 
effects the different parameters had on the physical quality of the deposited layers. The 
physical properties of the layers depend on the microstructure of the film [5 .1.1,5.1.2], 
and on the interfacial structure between the layers [5 .1.2, 5.1.3]. CulCo bilayers were 
deposited onto Si( 100) substrates using a balanced magnetron for the Co and an 
unbalanced magnetron for the Cu. WE was interested in testing the specially modified 
unbalanced magnetron mentioned in chapter 3, to see if it will enabled us to control the 
average ion energy to the growing film. The films were produced with sample biases of 
-50 V, and, -200 V. WE aimed to discover if the application of a bias during the 
deposition of the films would help reduce material intermixing and improve the 
interfacial roughness, consequently giving rise to films that demonstrate interfacial 
smoothing. It is well known that conformal roughness in multilayers can be suppressed 
by the use of magnetron deposition rather than a molecular beam process. Common 
multilayer materials such as Co and Cu have an atomic mass that slightly exceeds that 
of Ar, resulting in a current of energetic Ar neutrals that have neutralised and are back 
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reflected from the target to impinge on the substrate. These neutrals provide energy to 
assist the growth and improve the microstructure. 
A general study of the interface structure in CuJCo bilayers is conducted using grazing 
incidence X-ray reflectivity (GIXR) [5 .1.4, 5.1.5, 5.1.6] . The relevant reflectivity 
intensity data was obtained by conducting specular scans ( normal scans), The 
application of simulations to the data allowed the determination of the total roughness 
(rms) in the bilayers. It would be tricky to provide a general rule of the sensitivity of 
this technique in the determination of the interfacial roughness since the data quality 
may vary from one circumstance to another. However, In the case of CuJCo bilayer 
grown on Si(111) substrate, the simulation fit to the experimental data is usually 
reliable to a very good accuracy. That is why this system was initially picked. 
Anomalous dispersion is recommended for use to study CuJCo interfaces. The last 
important argument that WE wanted to justifY, is the effect of the anomalous 
dispersion in enhancing the interfacial resolution. WE performed the grazing incidence 
X-ray reflectivity (GIXR) research using different wavelengths. The wavelengths 
employed were either close to the individual absorption edge of each material, or away 
from it. WE finally tried to compare the results in order to determine the most suitable 
wavelength used. 
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5.2. Sample preparation and energetic deposition. 
The bilayers produced are dependent on the production conditions, which is a 
manifestation of the growth environment and the deposition technique used. 
Unbalanced dc magnetron sputtering was applied to the deposition of CulCo bilayers. 
When a magnetron is unbalanced, plasma leaks away from the region near the target 
and impinges upon the substrate. This low energy ion irradiation has a strong influence 
on film microstructure. Ion bombardment together with the neutral current can cause 
re-sputtering ofloosely bound material, increase nucleation density, and may boost the 
ad-atom mobility in the growing film. 
The reconstructed Nordiko NM2000 Magnetron sputtering system described earlier in 
chapter 3 was used in the production of all the samples that will be discuss in this 
chapter. The CulCo bilayers were deposited on a Si( 111 ) substrate at room 
temperature. The Si substrates on which the thin films were deposited were prepared 
as detailed in chapter 3. The films were deposited with a dc-biased plasma sputtering 
using copper and cobalt targets powers of approximately 0.07 kW. A dc bias voltage 
ranging from -50 to -200 was applied to the substrate during deposition. In this way, 
the energetic ion bombardment at the substrate could be controUed, and the average 
ion energy, eVb can be determined from the negative bias, Vb applied to the substrate 
[5 .2.1, 5.2.2]. This was done in 99.995% pure Ar gas. The argon atmosphere was held 
constant at 8 mTorr, after pumping the deposition chamber to about 10-7 Torr. The 
distance between the targets and the substrate was approximately 10 cm. The 
deposited layer thicknesses were controUed using a computer controUed shuttering 
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system. The physical characterisation of the substrate and the targets used is shown in 
table 5.2.1 below. 
Four main types of samples were produced. They all shared the same basic nominal 
structure of Cu/Co/Si(1 I I) . The first bilayer (BB 1150) was produced with bias at -
50.0 V during the deposition of both Cu and Co layers. The second bilayer (BB2/50) 
was produced with bias at - 50 .0 V during the deposition of the Cu layer only. The 
third bilayer (BB 11200) was produced with bias at -200.0 V during the deposition of 
both Cu and Co layers. The fourth bilayer (BB21200) was produced with bias at -
200 .0 V during the deposition of the Cu layer only. The samples were then 
investigated using grazing incidence X-ray reflectivity on station 2.3 at the SRS. 
Material Diameter THICKNESS Purity % 
Si-Substrate 2x2 cm2 [square] .525±25IJm 99.5 
Cu-target 5cm 2.00mm 99.5 
Co-target 5cm O.50mm 99.5 
Table 5.2.1: The physical specifications of the substrate and the targets material used 
for depositing the samples used in this project. 
From the table, it is clear that the thickness of the Co target used is thinner than that of 
the Cu target. This is because Co is magnetic and has the effect of shunting the field 
lines from the magnetron magnets . 
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5.3. X-Ray diffraction system. 
5.3.1. Anomalous dispersion. 
As discussed earlier in chapter 4, choosing the appropriate X-ray wavelength is 
essential if the bilayer materials being analysed have similar electron densities to each 
other, in view of the fact that the index of refraction will be similar resulting in contrast 
deficiency. Unfortunately, in the case of copper, Cu, and cobalt, Co, the gap between 
their electron densities is very small. Figure 5.3 .1.1 shows a graph detailing anomalous 
dispersion factors for Cu and Co as a function of photon energy [5.3 .1.1] . The values 
in the graph were calculated using the atomic scattering factor files acquired from the 
B.L. website. It can be observed that away from the absorption edge regions, the 
anomalous dispersion factors for Cu and Co are very similar. This implies that they 
have a minute consequence on the scattering amplitude. Together, with the fact that 
the gap between their electron densities is quite small, it can be presumed that the X-
ray scattering contrast at the CulCo scattering interfaces will be exceptionally poor. 
That is to say, if we study figure 5.3 .1.2 (graph portraying the optical constants" and 
fJ for Cu and Co as a function of wavelength, A.. The index of refraction, n, is given by 
n = 1 - " - ifJ , we come to the deduction that since the index of refraction for Cu and 
Co is so similar, than the refraction contrast will be minor. However, the choice of X-
ray wavelength can make considerable difference. The contrast may be enhanced by 
setting the X-ray wavelength to a value approaching the absorption edge of one of the 
bilayer ingredients [5 .3.1.2] . This was confirmed in our work. 
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Figure 5.3.1.1: Anomalous dispersion factors for Cu and Co as a function of Photon 
energy. 
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Figure 5.3.1.2: The optical constants .5 and fJ for Cu and Co as a function of 
wavelength, A. The index of refraction, n, is given by n = (1 - 0) - i fJ. 
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5.3.2. Experimental specular profiles. 
As discussed earlier, the choice of the X-ray wavelength to be used on the CulCo 
bilayer samples make a huge difference in their resolution. Thus, in order to test the 
ability of anomalous dispersion method to enhance the electron density contrast of the 
samples, different wavelengths were used. Wavelengths of A (Cu ,b,'''plion , dg') = 1.38 A, 
A= 1.0 A, and A (Co ',","'plion , dgc) = 1.61 A. were picked for all the X-ray diffraction 
experiments carried out on the samples in the chapter. The X-ray 0120 specular scans 
obtained for the bilayers are illustrated in figure 5.3.2.1, figure 5.3 .2.2, figure 5.3 .2.3, 
and figure 5.3.2.4. For clarity, the scans have been shifted vertically. As anticipated, 
we only get fringes and no Bragg peaks. This is because our samples are bilayers (no 
large numbers of interfaces) . 
It is obvious from the figures that the Cu absorption edge A (Cu 'OOo'1'lion odgc) = 1.38 A. has 
significantly enhanced the X-ray scattering factors. At this wavelength (equivalent to 
an energy of 8971 e V), we get the highest energy with lower fluorescence background 
[5 .3.2.1] . We also get good quality results at the Co absorption edge, A,Co.""""linncdgc) = 
l. 61 A. The clear presence of the Kiessig fringes suggests that the sample has a good 
layering quality. There seems to be very little shift in the fringes between the samples 
with only the Cu layer being biased and both layers being biased. But if we compare 
between the bilayers biased at - 50 V (BB 1/50), and bilayers biased at - 200 V 
(BB 11200), we see that the later has higher intensity than the former, as shown in 
figure 5.3.2.5. We also note a shift in the fringe position towards higher angles 
indicating that the layers are getting thinner as larger bias is applied during deposition. 
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Figure 5.3.2.1.: 0120 Scans for the bilayers shown with the scans shifted vertically for 
clarity. BB 1150 was produced at Vb = 8mTorr with applied bias of - 50.0 V during the 
deposition of both Cu and Co layers. They are displayed from bottom to top 
respectively as, A = 1.0 A., }, (Coabsmp1;oo cdgc) = 1.38 A, and ~Co,b<;o'1'I;Oo cdg,) = 1.6 1 A. 
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Figure 5.3.2.2.: 0120 Scans for the bilayers shown with the scans shifted vertically for 
clarity. 8B2/50 was produced at Vb = 8mTorr with applied bias of - 50.0 V during the 
deposition of the Cu layer only. They are displayed from bottom to top respectively as, 
.l.= 1.0 A., A (Cu , b<o<pt;oncdge) = 1.38 A., and ~Cu _""ioncdgc) = 1.61 A (missing data points). 
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Figure 5.3.2.3.: 0120 Scans for the bilayers shown with the scans shifted vertically for 
clarity. BB 11200 was produced at Vb = 8mTorr with applied bias of - 200.0 V during 
the deposition of both Cu and Co layers. They are displayed from bottom to top 
respectively as, A = 1.0 A, A (Cu,""' .. ';~cdgc) = 1.38 A, and A (Co ,""' .. ' ;onedge) = 1.61 A. 
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Figure 5.3.2.4.: 0/20 Scans for the bilayers shown with the scans shifted vertically for 
clarity. BB2/200 was produced at Vb = 8mTorr with applied bias of - 200.0 V during 
the deposition of the Cu layer only. They are displayed from bottom to top respectively 
as, A = 1.0 A, A (Cu '''''''';on edge) = 1.3 8 A, and A (Co .boo .. ,;on edge) = 1.61 A. 
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Figure 5.3.2.5.: A comparison between the bilayers biased at - 50 V (BB 1/50), and 
bilayers biased at - 200 V (BB 11200). 
This is consistent with the anticipated greater degree of re-sputtering of material from 
the growing film as the average energy of the ions bombarding the sample increases 
with the application of larger substrate biasing. To be more specific, it is mainly the 
copper layer that becomes thinner with increased bias. This is true because, the cobalt 
deposition is not strongly influenced by the applied bias. copper on the other hand, 
being the non-magnetic target situated on the unbalanced magnetron, and having its 
plasma leaking close to the biased sample substrate is greatly affected by all biasing. A 
further possibility is that the films microstructure undergoes densification attributable 
to the increased ion bombardment energy. 
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5.4. Simulation of specular results. 
A Computational code named XREALM based on the recursive method by Parrat 
[5.4.1] was used in the calculation of the specular reflectivity from layered media. N.D. 
Telling wrote the program. The program requires the input of the optical constants 
values for 8, and p at the wavelength of the X-rays used. The 8, and p values used 
were obtained from the atomic scattering factor files found in the B.L. web site. These 
values are given in table 5.4.1 for the elements, and table 5.4.2 for the elemental oxides 
at the different wavelengths used . Using these values, WE managed to produce 
simulations that gave very good fits to our experimental data. 
XREALM simulations show that X-ray reflectivity is very sensitive to changes in the 
bilayer periods. This simulation program also responds quite well to the slightest 
change in surface roughness. X-ray diffraction simulation is a practical tool in the 
analysis ofbilayers. It can provide a wealth of knowledge about the sample. It provides 
us with infonnation about the bilayer thicknesses, the bilayer period, and the interfacial 
roughness . The XREALM simulation technique has proved to be a powerful method 
for rnodeling my data. Not only is it possible to determine the bilayer period, but also 
each layer thickness by fitting the positions and relative intensities of the fringes . 
The simulations showing the best fit for the samples deposited is given in figure 5.4.1, 
figure 5.4.2, figure 5.4.3, and figure 5.4.4. The details of the simulation parameters are 
given in table 5.4.3. 
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damping effect starts to take over very early on in the scanning process. Tills places a 
upper limit on how far the scattering angle can reach. 
Material o (). = lOO A) fJ (). = 1.00 A) 
CuO 1.12421 X 10-05 7.11 671 X 10-07 
CoO 1.13044 x 10-<>5 5.72783 X 10-<>7 
Si02 2.98478 X 10-<>6 1.64456 X 10-<>8 
Material 0 (J,= 138 A) fJ (), = 138 A) 
CuO 1. 55542 X 10-<>5 2.24574 X 10-<>6 
CoO 2.08807 X 10-05 1.85722 X 10-<>6 
Si02 6.09364 X 10-<>6 5.95235 X 10-<>8 
Material o (), = 1.61 A) fJ( ).= 161 A) 
CuO 1.93277 x 10-<>3 4.45548 X 10-<>4 
CoO 2.39406 X 10-<>4 3.87590 x 10-<>4 
Si02 7.25358 X 10-<>4 1.75305 X 10-04 
Table 5.4.2: The 0, and fJ values used for the elemental oxides at ). (C",,,,,,,,,I;. n cdg' ) = 1.38 
A, ). = 1. 0 A, and }, (c •• """"1;00 odS' ) = 1. 61 A. Refer to Atomic Scattering Factor Files at 
the B .L. website. 
Over alJ it has been reconfinned that the wavelengths, ).' s at the absorption edge give a 
better resolution for the CulCo samples. Experiments conducted at these wavelengths 
are highly sensitive to the slightest changes in any of the parameters, and must be 
conducted with extreme care. 
An R-factor parameter was introduced as an indication to the best fit. It is a statistical 
technique developed to facilitate the judgment of the best model. The smaller the value 
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ofRr",,,, the better the fit. The value of Rr,ct", = 0 if we get a 100% fit. Rr",o, is defined 
as, 
'±1 A" A- B" 
R - 11=01 n 
foctor - TOTAL.POINTS (5. 1) 
Where, An is the data point at n, and Bn is the simulated point at n. 
From the results obtained, it is clear that bilayers biased at - 200 V show the greatest 
improvement in interface smoothness. This resulted in atomically smoothening the 
uppermost surface. Consequently, these samples probably have better quality layers. 
The use of the specially modified unbalanced magnetron enabled us to control the 
average ion energy to the growing film without the requirement of varying any 
additional parameters such as magnetron power or target to substrate distance. 
As expected, it was found that samples deposited with both substrates biased showed 
the same properties as the samples that were deposited with the bias applied during the 
deposition of the Cu layer. This is because the Co target (magnetic) is placed on the 
balanced magnetron which is designed to trap the largest possible number of electrons 
near the surface of the target. Hence, the plasma does not leak way from the balanced 
magnetron, and is confined to the area in the vicinity of the cathode, resulting in a large 
drop in the levels of bias current to the substrate. Consequently, the ion bombardment 
of the growing film is kept down to a minimum. 
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Figure 5.4.1. The specular intensities measured for sample BEl /50, and the best-tit 
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Figure 5.4.2.: The specular intensities measured for sample BB2/50, and the best-fit 
simulation curves at the different wavelengths. 
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Figure 5.4.3.: The specular intensities measured for sample BB 11200, and the best-fit 
simulation curves at the different wavelengths. 
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simulation curves at the different wavelengths. 
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BB1I50,p=8mTorr, Vb=-50, 
CuO(2 A), cr=3/Cu(125 A), cr=8/Co(125 A), cr=9/Si02(9 A), cr=5/Si, u=4 
).= 1.00 A Rr."o, = 0.2664 
).= 1.38 A Rr."o, = 0.6861 
).= 1.61 A Rr,,,,,, = 07974 
BB2/50,p=8mTorr, V b~50, 
CuO(2 A), u=3/Cu(125 A), cr=8/Co(125 A), cr=9/Si02(9 A), cr=5/Si, cr=4 
).= 1.00 A Rc."o, = 0.3997 
},= 1.38 A Rc."o, = 0.6770 
).= 1.6 1 A RC,cto, = 0.3294 
BB1I200,p=8D1Torr,Vb~200, 
CuO(2 A), cr=lICu(111 A), u=lICo(103 A), cr=lISi02(9 A), u=3/S i, cr=4 
).= 1.00 A Rc,cto, = 0.3 925 
,1.= 1.38 A RC,cto, = 0.4048 
,1.= 1. 6 1 A Rc,c\o, = 0.4310 
BB2/200,p=8mTorr,Vb=-200, 
CuO(2 A), u=lICu(111 A), u=lICo(104 A), cr=lISi02(9 A), u=3/Si, u=4 
.1.= 1.00A Rc•ct", = 0.4814 
,1.= L3 8 A Rr,cto, = 0 5907 
1= 1.61 A Rr•ct", = 0.5907 
Table 5.4.3: The simulation parameters for the best fits (smallest RC,cto,) for the bilayer 
samples. 
Due to strict time allocation at the SRS laboratories, it was not possible to conduct 
rocking curve scans, and offset scan measurements. These measurements would have 
provided a great deal of information about the type of interfacial boundaries present in 
the sample, and whether the roughness was correlated or uncorrected. Still, WE 
managed to arrive at the conclusions drawn from the X-ray diffraction results and 
modles. 
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5.5 Summary and discussion. 
In this work WE used the Cu absorption edge ~cu abmrption edge) ~ 1.38 A to significantly 
enhanced the X-ray scattering factors. At this wavelength (8971 e V), we get the 
highest energy with lower fluorescence background [5.3.2.1]. Good quality 
measurements were identically obtainable for the Co absorption edge, Aeo absoq>tion edge) ~ 
1.61 A. 
The presence of the Kiessig fringes indicates good layering quality in the samples. The 
fringes shift towards higher angles when larger bias is applied during deposition 
indicating that the layers are getting thinner. The layer that had the larger bias 
application during deposition shows more intense fringes. WE was able to determine 
that the bilayers biased at -200 V have the greatest improvement in interface 
smoothness. This resulted in atomically smoothing the uppermost surface. This made 
us conclude that these samples probably have better quality layers. 
The specially modified unbalanced magnetron was very successful in enabling us to 
control the average ion energy to the growing film without the requirement of varying 
any additional parameters such as magnetron power or target to substrate distance. 
It was found that samples deposited with both substrates biased showed the same X-
ray reflectivity properties as the samples that were deposited with the bias applied 
during the deposition of the Cu layer. This was explained by the confinement of 
plasma near the vicinity of the cathode of the balanced magnetron, resulting in a 
substantial drop in the level of ion bombardment to the growing film. 
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CHAPTER SIX 
Experimental methods, Simulations and Results of the 
Cu/Co Multilayers Grown by PLD technique 
6.1. Introduction. 
In this work, The PLD (pulsed laser deposition) technique was used to deposit Cu/Co 
multilayers. The layers were deposited at various laser output power ranges, and 
different bilayer thicknesses to test their effects on the overall quality of the films. WE 
experimented with different deposition parameters, and tried to explore the effects the 
different parameters had on the physical quality of the films. The physical properties of 
the films rely on the microstructure of the film [6.1.1, 6.1.2], and on the interfacial 
structure of the multilayers [6.1.2, 6.1.3]. The films created dependent for the most 
part on the conditions in which they were deposited. WE aimed to discover how 
different the films are if they are grown using different laser intensities. The distance 
traveled by the material in the plume needed to be explored to see If it could contribute 
to changing any of the film properties. All the possible deposition conditions of the 
films were tested to find out if any of these circumstances would help reduce material 
intermixing and improve the interfacial roughness, consequently giving rise to films 
that demonstrate interfacial smoothing. 
The relevant reflectivity intensity data was obtained by conducting specular scans 
(normal scans), off specular scans (near normal), and transverse or the so-called 
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rocking curve scans (parallel axes). The application of simulations to the data allowed 
the determination of the total roughness (rms) in the multilayers. Other methods were 
used to produce additional information about the structure. 
6.2. Sample preparation. 
The multilayers produced were deposited on a Si substrate. The Si(l11) used to 
deposit the multilayers on was prepared and cleaned as described earlier in chapter 4. 
The physical specifications of the substrate and the target materials used for depositing 
the samples used in this project are given in table 6.2.1. 
Material Rod diameter Rod length Purity% 
Si-Substrate 2x2 cm' [square .525±25IJm 99.5 
Fe-target 3cm 12 cm 99.95 
Co-target 3cm 12 cm 99.95 
Cu-target 3cm 12 cm 99.95 
Table 6.2.1: The physical specifications of the substrate and the target materials used 
for depositing the samples used in this project. 
6.3. The samples, and the PLD system. 
Energetic pulse laser deposition was performed using the UHV -PLD system developed 
by CVT, and described earlier in chapter 2. ANd: Y AG laser is used to irradiate the 
metal targets. Power ranging from 405 mW to 705 mW was used at the second 
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hannonic of wavelength 5320A. The metal targets were placed in a multi-target holder 
in the UHV deposition chamber with a base pressure at 10.10 mbar. The CulCo 
multilayers were deposited on a Si(lll) substrate at room temperature. 
A series of samples of varying thicknesses have been deposited at different power out 
puts. The nominal structure of the multilayer samples that have been produced by PLD 
is, Si(lll)lFe(xA)/[Co(xA)/Cu(xA)]lsfCo(xA)lFe(xA). Where, x is the number of 
pulses used per deposited layer. The deposition characterisation for each of the 
samples produced is described in table 6.2.1 below. The average deposition power 
used, and the total numbers of pulses per layer are clearly written. 
CCM-509, Pay = 405, Fe(684P)/[Co(780P)lCu(1380P)hsfCo(780P)lFe(684P) 
CCM-510, Pay = 505, Fe(400P)/[Co(460P)/Cu(882P)hsfCo(460P)lFe(400P) 
CCM-51l, Pay = 605, Fe(232P)I[Co(254P)/Cu(562P)]lsfCo(254P)lFe(232P) 
CCM-512, Pay = 605, Fe(1000P)/[Co(1020P)/Cu(2310P)hsfCo(1020P)lFe(1000P) 
CCM-513, Pay = 705, Fe(540P)/[Co(582P)/Cu(1352P)hsfCo(582P)lFe(540P) 
CCM-514, Pay = 705, Fe(1080P)/[Co(1164P)/Cu(2704P)hsfCo(1164P)lFe(1080P) 
Table 6.2.1: The deposition characterisation of the sample produced by PLD. P is the 
number of pulses used with an error of ± 1 P. 
104 
6.4. X-Ray diffraction system. 
6.4.1. Anomalous dispersion. 
As discussed earlier in chapter 4, choosing the appropriate x-ray wavelength is 
essential if the multilayer materials bemg analysed have similar electron densities, in 
view of the fact that the index of refraction will be similar resulting in contrast 
deficiency. Unfortunately, in the case of copper, Cu, and cobalt, Co, the gap between 
their electron densities is quite trivial. The choice of the wavelength, and the 
anomalous dispersion have been discussed in detail in chapter 5 
6.4.2. Experimental specular profdes. 
In order to improve the electron density contrast of the samples, a wavelength of A. = 
1.38 A near the Cu K edge was picked for all the X-ray diffraction experiments carried 
out on the samples in the chapter. The X-ray BI2B specular scans obtained for the 
multilayers are illustrated in figures 6.4.2.1. For clarity, the scans have been shifted 
vertically. 
By simply examining all our X-ray reflectivity data, and cross comparing the results we 
can accumulate a great deal of information about our samples. The presence of the first 
order Bragg peaks in it selfis a signal oflow level interfacial roughness. Unfortunately, 
the absence of higher order Bragg peaks suggests that even though the level of 
interfacial roughness is low, it is still not low enough. In other word, the smoother the 
interfacial surfaces are, the more reflective they will be. This leads to an increase in the 
over all intensity and the emergence of higher order Bragg peaks. 
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To improve the interfacial structure, reduced laser pulse energy needs to be used. This 
will lessen the energy of the ablated species in the plume so as to decrease the 
intennixing of the growing layers. This may also aid in overcoming a major draw back 
associated with PLD, which is the creation of droplets Droplets present on layer 
boundaries may bring about high interfacial roughness. The relation between the laser 
pulse energy and the number of droplets in the plume produced is rather long and 
complicated [6.4.2.1]. It is a major research field in itself WE believe that reduced 
pulse energy will produce fewer droplets on the growing film surface. 
The relation between the Bragg peak scattering angle position, and film bilayer 
thickness is well known. Applying this to the Bragg peaks in the figures below, we can 
deduce that the peaks will shift towards increased scattering angle, indicating a 
reduction of the bilayer thickness as decreasing laser output power is used and/or if the 
number of pulses is reduced. If the number of laser pulses increases and/or the laser 
power output is increased, the layer tend to get thicker, thereby the Bragg peak angle 
is reduced. This is consistent with the anticipated increased amount of ablated material. 
WE also expect that the ablated material arriving at the substrate will carry increased 
energy. A further possibility is that the microstructure of the film undergoes 
densification attributable to the increased deposition energy. 
WE also notice that the sample deposited at the lowest deposition power output has 
the most intense Bragg peaks. This is a sign, which may possibly indicate improved 
reflectivity from this sample. Unfortunately, there seems to be an upper limit on how 
beneficial energetic deposition can be. Beyond this limit the system starts to break 
down. This is clearly illustrated by the disappearing of the Bragg peaks in sample 
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CCM-SI3, suggesting the lack of good-layered structure. It may also be an 
interference effect, or an inverted Bragg peak. As you know, when the layer to layer 
ratio is I: I, the 2nd, 4th, .. etc Bragg peaks vanish (Satisfying a Bragg condition). Again, 
if the layer to layer ratio is 2:1, the 3«1 ,5th, ... etc Bragg peaks vanish (Satisfying 
another Bragg condition). The Bragg peak reappears when the bilayer is doubled in 
thickness, suggesting a better layered structure. This is a strong indication that the 
deposited material is strongly impeded in the earlier deposited layers when high power 
is used; therefore the layer structures strongly overlaps. But if the individual layers are 
made thicker, the overlapping doesn't completely shadow the interfacial structure. An 
illustrated explanation is shown in figure 6.4.2.2. Besides the intermixing, another 
reason could be that with increased film thickness, the layers get smoother and better 
oriented. In any case, WE have compelling evidence that increased layer thickness 
improves the overall quality of the interfacial structure of energetically deposited 
multilayers. 
Besides the reduced Bragg peaks intensities observed at higher deposition powers, we 
also observe the broadening of the Bragg Peaks. This implies that the bilayer width is 
not constant throughout the sample. Another strong indication of reduced surface 
rouglmess in the low power deposited multilayers is the appearance of second order 
Bragg peak. This peak is only obvious in sample CCM-S09 deposited at an average 
power of 405 mW. Nonetheless, WE can safely presume that even the samples 
produced at higher powers have relatively smooth layered structures. 
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The Kiessig fringes observed in all our samples backs up the previous claim. That is to 
say, the mere presence of the Kiessig fringes shows that the external film surfaces 
(film-air, and film-substrate interfaces) are of good quality. Consequently, each and 
every point mentioned above direct us to believe that WE produced multilayerd films 
with good layer interface quality, but high intermixing. 
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Figure 6.4.2.1: el2e Scans for the multilayers shown with the scans shifted vertically 
for clarity. They are displayed from bottom to top respectively as, 
CCM-S09, P .. = 40S, Fe(684P)/[Co(780P)/Cu(1380P)], J Co(780P)/Fe(684P) 
CCM-SI0, Pay = SOS, Fe( 400P)/[Co( 460P)/Cu(882P)] ,JCo( 460P)/Fe( 400P) 
CCM-Sll , Pay = 60S, Fe(232P)/[Co(2S4P)/Cu(S62P)], J Co(2S4P)/Fe(232P) 
CCM-SI2, Pay = 60S, Fe(1 OOOP)/[Co(1 020P)/Cu(231 OP)] ,JCo(1 020P)/Fe(1 OOOP) 
CCM-S13, Pay = 70S, Fe(S40P)/[Co(SS2P)/Cu(13S2P)],J Co(SS2P)/Fe(S40P) 
CCM-SI4, Pay = 70S, Fe(l OSOP)/[Co(1164P)/Cu(2704P)] ,JCo(1164P)/Fe(1 OSOP). 
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Figure 6.4.2.2: An illustrated explanation of the presumed overlapping of PLD layers 
deposited at high power. As can be seen, since the layer thickness in the sketch (a) is 
small, large overlapping shadows all the interfaces. In the second sketch (b), the bilayer 
thickness has been doubled; as a result the interfaces are not completely shadowed. 
Therefore X-ray diffraction may produce the Bragg peaks. 
In general a drop in intensity with respect to the scattering angle is dominated by the 
top surface roughness. Typically, the intensity will drop as the inverse fourth power of 
the scattering vector. Consequently, if the intensity is multiplied by the fourth power of 
the scattering angle, a straight data line parallel to the abscissa is produced. This data 
reduction method is very effective in calculating the top surface roughness [6.4.2.2] . If 
the previous multilayer data of the specular reflected intensities are multiplied by the 
fourth power of the scattering angle we produce the lines given in figure 6.4.2.3. When 
the figures are examined, it is observed that all the data lines are more or less parallel 
with the horizontal lines (abscissa) drawn. This is further evidence that our samples 
have extremely flat top surfaces. 
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Figure 6.4.2.3: ()/2() x if Scans for the multilayers shown with the scans shifted 
vertically for clarity. The intensities have been multiplied by if. Horizontal lines have 
been drawn to show any tilting. They are displayed from bottom to top respectively as, 
CCM-509, P,. = 405, Fe(684P)/[Co(780P)/Cu(1380P)],sfCo(780P)/Fe(684P) 
CCM-510, P.v = 505, Fe( 400P)/[Co( 460P)/Cu(882P)],sfCo(460P)/Fe( 400P) 
CCM-51l , P. v = 605, Fe(232P)/[Co(254P)/Cu(562P)], sfCo(254P)/Fe(232P) 
CCM-512, P.v = 605, Fe(l OOOP)/[Co(l 020P)/Cu(23l OP)],sfCo(l 020P)/Fe(l OOOP) 
CCM-513 , P.v = 705, Fe(540P)/[Co(582P)/Cu(1352P)], sfCo(582P)/Fe(540P) 
CCM-514, P.v = 705, Fe( 1080P)/[Co( 11 64P)/Cu(2704P)],sfCo(lI64P)/Fe(1 080P). 
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6.4.3. Offset Scans. 
Off specular scans were perfonned on the PLD deposited samples to further 
characterise the multilayer structure of the samples. They are performed by offsetting 
the sample from the specular position by a small angle tJ.w. A series of ()/2() scans were 
perfonned so as to evaluate the diffuse intensity contribution. Unless other wise stated, 
the offset was varied in steps of tJ.w=O.05°. 
The figures below show the results of the different off-specular scans taken at 
increasing levels of offsets with respect to the original specular scan. in these types of 
scans, a straight-line trajectory in reciprocal space angled slightly away from the 
specular direction is probed [6.4.3.1]. From the off-specular figures below, we can see 
the intensity peaking at the first Bragg condition. This is an indication of the presence 
of diffuse streaks in reciprocal space that pass through the Bragg lattice points, 
perpendicular to the specular direction. These streaks are probably caused by vertically 
correlated roughness in the multilayers. They have been reported in sputtered [6.4.3.2, 
6.4.3 .3, 6.4.3.4], and evaporated [6.4.3 .5] multilayers. 
The lack of observable broadening between Bragg-like peaks in some of the offset 
scans shown, implies that the roughness is equally well correlated for the different 
lateral lengths probed. Note that the lateral length of the roughness probed in the off-
specular scans will be smaller for larger offset angles. in summary, WE deduced that 
the interfacial roughness has correlated components. This is due to the unremitting 
presence of the peaking intensity at the first Bragg peak position. 
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Figure 6.4.3.1: The specular and off-specular intensity profiles. The offset curves have 
been shifted vertically upwards for clarity. The last three offsets were varied by 0.25°, 
0.2°, and.5°respectively. Note that the first four are at ~w=0 . 05 °. 
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Figure 6.4.3.2: The specuJar and off-specular intensity profiles. The offset curves have 
been shifted vertically upwards for clarity. The offsets were varied by 0.05°, 0 1°, 
0.15°,0.3°, and 0.3° respectively. 
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Figure 6.43.3: The specular and off-specular intensity profiles. The offset curves have 
been shifted vertically upwards for clarity. The offsets were varied by 0.05°, 0.05°, 
0.1°, 0 1°, 0.2°, and 0.2° respectively. 
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Figure 6.4.3.4: The specular and off-specular intensity profiles. The offset curves have 
been shifted vertically upwards for clarity. The offsets were varied by 0.2°, 0.4°, 0.6°, 
0.8°, and 1.0° respectively. 
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Figure 6-4.3.5: The specular and off-specular intensity profiles. The offset curves have 
been shifted vertically upwards for clarity. The offsets were varied by 0.05°, 0.1°, 
0.15°, 0.1°, 0.3°, and 0.3° respectively. 
6-4.4. Rocking curve scans. 
The multilayered samples underwent X-ray transverse diffuse scattering scan 
measurements. The rocking curve (w-Scan) results obtained with the detector situated 
at an angle, 20 = 1.2°, and at the first Bragg peaks are illustrated in figure 6.4.4. 1, and 
figure 6.4.4.2 respectively. The same vertical scales are used for all the samples to 
simplify the comparison. Since the Scans were taking at grazing geometry, the Volume 
that was being probed was constantly varying with incident angle. For constant sample 
volume, the intensity data was normalised by scaling the peak intensity to that in the 
specular scans by the geometric factor (l) / O. 
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Rocking curve scans can assists in the detennination of the nature of the interfacial 
roughness between the layers. In general, a rocking curve will give a lot more 
information. The quality of the curves are effected by a number of parameters such as, 
the roughness of the multilayers, the dislocations present, the faults detected (such as 
droplets), thermal parameters (atomic vi~rations), ... etc. In an ideal situation, the scan 
would be a narrow sharp peak. In reality, the scans display a function made up of two 
main constituents. A sharp specular peak at (IF 8, on top of a broader dilfuse base that 
decays as it shifts away from the central position. 
Rocking curve scans taking with the detector positioned away from supper lattice peak 
positions can provide different types of information depending on their angle. If high 
angles are used (- over 5°), most of the information is related to the bulk of the 
sample. When grazing angles are used (- under 5·), the majority of the data relates to 
the top surface of the sample. The penetration depth depends on the absorption 
coefficient, and may vary from one sample to another. The rocking curves produced 
with the detector positioned at 28 = 1.2°, will most probably provide more information 
about the surface area of the multilayers. It is known that if the specular peaks 
obtained are sharper and more intense, than one may safely assume a more superior 
multilayer. On the other hand, if the specular peaks are not sharper and more intense, it 
doesn't have to denote a worse multilayer, given that it could be an effect from 
interference due to layer thickness inconsistency. Further more, The width of the 
diffuse peak is proportional to the roughness. Additional information can also be 
obtained from the dilfuse base in the scans. The diffuse component can be used to 
approximately gauge the interfacial roughness existing in the sample. Higher dilfuse 
humps may point to less order. If these arguments are applied the rocking curves 
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obtained in figure 6.4.4.1; we can come to the following conclusions. Firstly, the 
specular peaks produced by the multiIayers are relatively sharp, with varying 
intensities, leading us to predict that interfacial roughness exists. These specular peaks 
are narrow, indicating that the roughness present is on average quite moderate. 
Secondly, if we study the diJfuse base c~mponents in these scans, we can immediately 
notice that they are quite high. This may be an indication to rising surface roughness, 
possibly amplified by the substantial presence of surface oxide. This obviously indicates 
that the scans are sensitive to the surface oxidation, which is not surprising, because at 
this grazing detector angle one would expect that the intensity is dominantly scattered 
off the surface layer. Again, the strong presence of Y oneda wings indicates larger 
contributions from the top surface. These wings are caused by multiple diffraction if 
both incident and scattered angles are equal to the critical angle with the sample 
surface. 
Rocking curve scans taking at the super lattice peak positions usually penetrate deeper 
into the sample and can give more information about the interfacial roughness. In our 
work, samples scanned at the first order Bragg peaks are situated at higher 20 
positions and have large probed ranges with respect to w. The information obtained is 
in the form of a one-dimensional array normal to the surface. Applying the arguments 
previously discussed, to the rocking curves obtained in figure 6.4.4.2; we can arrive at 
the following conclusions. Firstly, the specular peaks produced by the multilayers are 
relatively sharp, with varying intensities, leading us to predict that interfacial roughness 
exists. These specular peaks were found to be narrower, indicating that the roughness 
present is on average quite moderate. Secondly, if we compare the diffuse base 
components with the scans taking previously when the detector was situated at an 
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angle, 20 = 1.20, we discover that the new scans are around one order of magnitude 
lower. This may be telling us that the interfacial roughness is less than the roughness at 
the surface. Perhaps surface oxidation increases surface roughness. It should be noted 
that the super lattice peak for sample CCM513 is only an approximation, and so it 
accuracy is questionable. Finally, The pr!:sence of the Yoneda wings is not so obvious 
any more, indicating smaller top surface contributions. 
These observations are strong indications that the interfacial roughnesses are not 
excessively large. It may also suggest denser layers. Further more, the samples do not 
illustrate a substantial asymmetry change in the shape and intensity of the diffuse 
components of the rocking curves, signifYing minimal change in the near surface 
roughness correlation [6.4.4.1]. Unfortunately, we can only give a qualitative analysis 
of these systems. To do differently would require performing simulations of the 
rocking curves using very expensive and complex simulation software to which I had 
no access. 
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Figure 6.4.4.1: Rocking curve (w-Scan) for the multilayer samples with the detector 
situated at an angle, 28 = l.2°, produced using X-rays of wavelength, A = 1.38 A. The 
respective deposition parameters are shown in the figures. 
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Figure 6.4.4.2: Rocking curve (w-Scan) for the multilayer samples with the detector 
situated at the first order Bragg peaks, produced using X-rays of wavelength, .1. ~ 1.38 
A. The respective deposition parameters are shown in the figures. 
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6.5. Simulation of specular results. 
A Computational code named XREALM based on the recursive method by Parrat 
[6.5.1] was used in the calculation ofthe specular reflectivity from layered media .N.D. 
Telling wrote the program. The program requires the input of the optical co nstants 
values for J, and p at the wavelength of the X-rays used. The J, and p value s used 
were obtained from the Atomic Scattering Factor Files found in the B.L. w ebsite. 
mental These values are given in table 6.5.1 for the elements, and table 6.5.2 for the ele 
oxides at l= 1.38 A (i.e. E = 8989 eV). Using these values, WE managed to pr oduce 
simulation that gave a very good fit to our experimental data. 
Material Z J P (Atomic number) 
Fe 26 1.8541 x 10.()s 1.9528 x 10.0 6 
Co 27 2.03018 x 10.()s 
Cu 29 1.36371 x W-0s 
2.34075 x 10 
2.79187 x 10 
'()6 
'()6 
Si 13 6.0936 x 10'()6 1.12157 x 10 ·7 
Table 6.5.1: The J, and pvalues used for the elements at l= 1.38 A (i.e. E = 898 9 eV). 
Refer to Atomic Scattering Factor Files @ the B.L. web site. 
Material J p 
Fe20 3 1.8541 x 10.os 1.9528 X 10.06 
CuO 1.55542 X lO.()s 2.24574 X 10'()6 
CoO 2.08807 x 10.()s 1.85722 x 10.06 
Table 7.4.2: The 0, and pvalues used for the elemental oxides at l= 1.38 A (i. e. E = 
8989 eV). Refer to Atomic Scattering Factor Files @ the B.L. website. 
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XREALM is very sensitive to changes in the bilayer periods. This simulation program 
also responds quite well to the slightest change in surface roughness. X-ray diffiaction 
simulation is a practical tool in the analysis of multilayers. It can provide a wealth of 
knowledge about the sample. It provides us with information about the bilayer 
thicknesses, the bilayer period, and the interfacial roughness. The XREALM simulation 
technique has proved to be a powerful method for modeling my data. Not only is it 
possible to determine the bilayer period, but also each layer thickness by fitting the 
positions and relative intensities of the Bragg peaks. Non-periodic layers such as buffer 
and capping layers tend to distort the position and intensity of the Bragg peaks, and 
must therefore be included in the fitting model. 
The simulations showing the best fit for the samples deposited is given in figure 6.5.1, 
figure 6.5.2, figure 6.5.3, figure 6.5.4, figure 6.5.5, and figure 6.5.6. The details of the 
simulation parameters are given in table 6.5.3. The simulation parameters for the 
respective samples of the interfacial surface roughness between Cu and Co is 
summarised in table 6.5.4. An R-factor parameter was introduced as an indication to 
the best fit. It is a statistical technique developed to facilitate the judgment of the best 
model. The smaller the value of Rtac"", the better the fit. The value of Rta_ = 0 if we 
get a 100% fit. Rfac'", was previously defined in chapter 5. 
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Figure 6,5,1: The specular intensity measured for sample CCM509 (black), and the 
best-fit simulation curve (red) . The simulation parameters are given in table 6.5.3 . 
Me Scan fOf CC M-51 0 ,fmao, = 0.3353 
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Figure 6.5.2: The specular intensity measured for sample CCM510 (black), and the 
best-fit simulation curve (red). The simulation parameters are given in table 6.5.3. 
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Figure 6,5.3: The speculaf intensity measured for sample CCMS11 (black), and the 
best-fit simulation curve (red). The simulation parameters are given in table 6.5.3 . 
812a Scan fOf CCM-512, f .. "., = 0.4007 
lP.v =605 mW, Fe(1 000)/[CO(1 020)/Cu(231 0)1, s'Co( 1 020)/Fe( 1 ODD)] 
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Figure 6,5.4: The specular intensity measured for sample CCMS12 (black), and the 
best-fit simulation curve (red). The simulation parameters are given in table 6.5.3. 
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Figure 6,5.5: The specular intensity measured for sample CCMS 13 (black), and the 
best-fit simulation curve (red) . The simulation parameters are given in table 6.5.3. 
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Figure 6.5.6: The specular intensity measured for sample CCMS 14 (black), and the 
best-fit simulation curve (red). The simulation parameters are given in table 6.5.3. 
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CCM-509, p .. = 405, Fc(684P)/(Co(780P)/Cu(1380P»)uJCo(780P)/Fe(684P) 
Fe203(23A),0=9IFe(IOA), 0=3/Co(17A), 0=35IFe(18A), 0=3 /Co(25A) , 0=3.51 
[Co(211A-n, n=O.I), 0=5ICu(257A-m, m=O.I), 0=5JtglFe( lOSA), o=4/Si(lll) 
CCM-510, p .. = 50S, Fe(400P)/[Co(460P)/Cu(882P)ltsfCo(460P)/Fe(400P) 
Fe203(2 1 A), 0=9IFe(8A), o=4ICo(17 A), 0=45IFe(18A), 0=4/Co(21.5A), 0=4.51 
[Co(2 1.1 A-n, n=O.I), 0=7.5ICu(252A-m, m=O.I), 0=7.5],s/Fe(5A), 0=4/Si(11l) 
CCM-511, P,. = 605, Fe(232P)/(Co(254P)/Cu(562P)JIIJCo(254P)/Fe(232P) 
Fe203(13A), 0=9IFe(1I A), 0=3/Co(17A) , 0=35IFe(18A), 0=3/Co(35A), 0=3. 5/ 
[Co( 13.5A-n, n=O. I), 0=6/Cu(1 9 7 A-m, m=O.I), 0=6] I s/Fe(3 A), 0=4/Si(lll) 
CCM-512, Po> = 605, Fe(1000P)/[Co(1020P)/Cu(2310P)ltsfCo(1020P)/Fe(1000P) 
Fe203(27A), 0=9IFe( IOA), 0=3/Co(17A), 0=3.5lFe(18A), 0=3/Co(19A), 0=3 .51 
[Co(24.6A-n, n=O.I), 0=6/Cu(27.8A-m, m=O.I), 0=6]Is/Fe(2 IA), 0=4/Si(111) 
CCM-5l3, P,. = 705, Fe(540P)/[Co(582P)/Cu(1352P)ltsfCo(S82P)/Fe(S40P) 
Fe203(4A), 0=9IFe(8A), 0=3/Co( 17A), o=OlFe(18A), o=O/Co(21A), 0=3.5/ 
[Co(178A-n, n=O. I), 0= 15ICu(20 .8A-m, m=O.l), 0=1 5] IIJFe(5A), (j-4/Si(lll) 
CCM-S14, p .. = 705, Fe(1080P)/(Co(1164P)/Cu(2704P)]lsfCo(1164P)/Fe(1080P) 
Fe203(8A), 0=9IFe(16A), 0=3/Co(17A), o=OlFe(18A), o=O/Co(3 5A), 0=71 
[Co(23 .8A-n, n=O. I), 0=11 /Cu(288A-m, m=O.I), o=ll] ls/Fe(IOA), 0=4/Si(1ll) 
Table 6.5.3: The simulation parameters for the best fit (smallest Rc,,,.,) for the samples 
deposited by PLD. note that the thickness has an error - ± lA, and (J ± O.5A. 
Changes in the Bragg peak intensities from one sample to another point to a changing 
interfacial roughness as a function of pulse laser energy, and bilayer thickness. WE 
have gathered substantial evidences to suggest that the interfaces get smoother with 
reduced applied pulse laser energy, and increased layer thickness. By using lesser 
deposition energy, interfacial mixing is suppressed since the deposited material doesn't 
deeply penetrate or damage the preceding layers. Reductions in the films disorder are 
also noticed. The effect of increasing the bilayer thickness when higher deposition 
energies are used could lead to reduction in the interfacial roughness by the 
densification of the microstructure induced by the high energy particle bombardment. 
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This is a clear demonstration of the effectiveness of the simulation technique in 
investigating the finer details of the film. The X-ray reflectivity method has proved its 
successfulness in precisely determining layer thickness and interfacial structure of 
multiIayers . 
Samples U CUfCo A 
CCMS09 5 
CCMS IO 7.S 
CCMS lI 6 
CCMS I2 6 
CCM5 13 15 
CCM5 14 11 
Deposition conditions 
P ,.-405 ,Fe( 684P)/ [ Co(780P)/Cu( 13 SOP) I "/Co(7S0P)/F e( 6S 4P) 
P" - 505, Fe(400P)/ [Co(460P)/Cu(SS2P)" glCo(460P)/Fe(4 OOP) 
PO' = 605, Fe(232P)/[Co(254P)/Cu(S62P)],glCo(2S4P)/Fc(2 32P) 
P" - 60S, Fe(l000P)/ [Co(1020P)/Cu(23 10P)lt ,/Co( 1020P) /Fe( IOOOP) 
540P) p,. - 705. Fe(S40P)/[Co(S82P)/Cu(1352P)]",1Co(S82P)/Fe( 
P" = 70S. Fe(IOSOP)/ [Co(1164P)/Cu(2704P)" ,/Co( 11 64P) /Fe(iOSOP) 
Table 6.5.4: The simulation parameters for the respective samples for t he interfacial 
surface roughness between Cu and Co. Note that u ± 0.5 A. 
6.6. Optical ProfiJers Interferometery (Green light fringes). 
The thin film thickness, and roughness have a direct impact on data a cquisition. A 
reliable method was needed to calibrate the multilayers during the initial s tages. Of the 
erferometery many different methods available, WE decided to use optical profilers int 
(Green light fringes) . It was a choice based on the high accuracy, and de pendability of 
this method. In addition it is a relatively easy system to set up and use. Op tical profilers 
have been used as a standard technique in the determination of surface features for 
some times now. 
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The minimum depth resolution is about 2.5 A, and the maximum is almost 15 flm . To 
produce a step in the film, part of the substrate is physically shadowed during film 
deposition, creating a film free region next to the deposited film. The details of this 
method have been discussed and explained previously in chapter 4. 
Figure 6.6.1: An example of the results obtained for a sample produced in a printout 
photo form illustrating the calculation method used. The illustration shows the 
diffraction of light and the fringes as seen by an optical profilers interferometer The 
lines drawn are clearly shown. 
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The results obtained on the system used are produced in a print out photo form as 
illustrated in figure 6.6.1. On the produced photos, three separate lines are drawn. The 
first line is drawn through the center of a dark fringe that runs across from a higher to 
lower step. A second line like the first but drawn on the adjacent dark fringe. The last 
line is drawn through the center of the dark fringe at the bottom of the step, and 
between the previous lines. The lines have been clearly illustrated in the figure. The 
distance between the first and the second line is carefully measured, and called d. The 
distance between the first and third line is also measured and called H. The equation 
that gives the height of the step, D, is, 
It, H D=--
2 d 
Since green light of wavelength 5462 A is used the equation becomes, 
H D=2731A x-d 
(61) 
(6.2) 
The values found for my samples are compared with the values calculated from X-ray 
reflectivity method, and are displayed in table 6.6.1. Apparently this method can only 
provide a rough estimate, and was only used in the initial stages of my work. 
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CCM509 I P .. =405 ,Fe(684P)/[Co(780P)/Cu(1380P)hslCo(780P)lFe(684P) 
Total thickness by x-ray cliff. - 0.088 /lm Total interferometery thickness - 0.1 /lm 
CCMSIO I p.v = 505, Fe(400P)/[Co(460P)/Cu(882P)hslCo(460P)lFe(400P) 
Total thickness by x-ray cliff. - 0.086 /1ffi Total interferometerythickness - 0.1 /1ffi 
CCM511 I P .. = 605, Fe(232P)/[Co(254P)lCu(562P)hslCo(254P)lFe(232P) 
Total thickness by x-ray cliff. - 0.063 /lm Total interferometery thickness - 0.1 /1ffi 
CCM5121 p.v =605,Fe(1000P)/[Co(1020P)/Cu(2310P)hslCo(1020P)lFe(10OOP) 
Total thickness by x -ray cliff. - 0.099 /1ffi Total interferometery thickness - 0.15 /1ffi 
CCM5l.3 I p.v = 705, Fe(540P)/[Co(582P)/Cu(1352P)hslCo(582P)lFe(540P) 
Total thickness by x-ray cliff. - 0.070 /lm Total interferometery thickness - 0.1 pm 
CCMS141 P • .=705, Fe(1080P)/[Co(1164P)/Cu(2704P)hslCo(1164P)lFe(1080P) 
Total thickness by x-ray cliff. - 0.099 /lm Total interferometery thickness - 0.15 /lm 
Table 6.6.1: A table showing a comparison between the simulated X-ray values of the 
total film thickness and the values obtained from the interferometery method. 
6.7. Auger electron measurements. 
The presence of droplets plays a considerable part in the quality of the sample. A 
surface scan of my samples by an SEM fitted to the AES system reveals quite a large 
number of these droplets as illustrated in figure 6.7.1. Approximately, over 10% of the 
whole surface area is covered by droplets. The size of the droplets can vary from tiny 
to very large. An average droplet size is illustrated in figure 6.7.2. As can be seen, the 
size- of the droplet is about 6.7 pm, which is quite large considering that the total 
thicknesses of the multilayers don't exceed O.lJlm. Apparently, it is quite common to 
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find droplets in metallic multilayers deposited by the PLD technique. This problem 
exists in almost all the reported samples, and has never been satisfactory eliminated. 
For completeness, WE reveal this problem, and try to quantifY its presence. Even 
though several research groups reported different methods of controlling the problem, 
non of these methods can adequately get rid of it [6.7.1 - 6.7.6]. Besides the 
shortcomings demonstrated by the droplet reduction methods, several of these 
techniques have a number of drawbacks, such as, a very complex set-up. They may 
also comprise of vulnerable additional components that need to be fitted in the 
deposition chamber, and can complicate the experiments. 
To further quantifYing the droplets, WE study the chemical composition on the 
surfaces of these droplets. Auger electron spectroscopy was performed on a selection 
of the droplets. The electron energy was 3 x 1 03 e V, and the electron current was about 
0.7/lA. The measurements were conducted in a vacuum better than 10-8 Torr. For 
quantification, the Fe 703 eV, Cu 920 eV, Co 775 eV and Si 92 eV, and 1396 eV 
Auger transition peaks were used. Since the capping layer was iron, oxygen was 
quantified by comparison with Fez03. 
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Figure 6.7.1: A general view of the surface of sample CCM-S12 with droplet obtained 
bySEM. 
Figure 6.7.2: A close up view of an average sized droplet obtained by SEM for 
CCM51O. 
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The AES result of the work done on the droplets is summarised in the figure 6.7.3 and 
figure 6.7.4. As expected, we see a huge oxide peak. The silicon and carbon peaks are 
most likely due to surface contamination from the silicon/carbon adhesion material 
used during X-ray diffraction experiments, which some how reached the top of the 
surface. The iron that was used for the capping layer is expectedly present. A tiny· 
presence of Cu is also noticed. But no Co was detected. This is not surprising since the 
two droplets studied were copper droplets. The reduced concentration of Cu is 
probably because the scans were surface scans and didn't penetrate deep enough into 
the core of the droplets. It was also noticed that the majority of the droplets present 
were from the Copper target. This is most likely because of some of the copper's 
physical characteristics. The way in which copper will act when exposed to a laser 
beam will depend on the optical properties (such as the reflection coefficient and the 
absorption coefficient) [6.7.7], threshold binding energies [6.7.8], and the electron-
phonon energy transfer [6.7.9]. 
In our work, WE tested the threshold limits of minimum laser power output in order to 
reduce the number of droplets produced. Unfortunately, it seems to have made very 
little difference, and the number of droplets remained almost unchanged. In conclusion, 
the surface droplet density is quite limited, and the results obtained from X-ray 
diffraction demonstrate a moderately good layer quality. The use of the PLD technique 
for depositing metallic multilayers has many advantages, but a lot more research needs 
to be invested in the method before it can achieve the desired results. 
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Auger spectrom for a particle on CCM·510 
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Figure 6.7.3: Auger electron spectroscopy scan of a droplet on the surface of CCM-
510 sample. Blown up views of the main parts of the spectrum are shown. 
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Figure 6.7.4: Auger electron spectroscopy scan of a droplet on the surface of CCM-
512 sample. 
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6.8. Electron microscope measurements. 
To verify the work done in the previous section, measurements using a scanning 
electron microscope (SEM) were performed. The basic chemical components of the 
multilayers, in addition to the droplets present on the surface were analysed. The 
results are presented quantitatively in table 6.8.1, and table 6.8.2. From these results, 
we can deduce some very significant points. Firstly, the Si peak represents the Silicon 
substrate used, and this explains why it is so predominant. Secondly, more Cu droplets 
were detected than Co droplets. Thirdly, the droplets studied were mainly Cu-droplets, 
or Co-droplets. This leads us to believe that droplets are made from single target 
materials, and on the whole apparently don't intermix. I suppose that this proves that 
Cu and Co are immiscible. Finally, when the values of the samples scarmed by SEM are 
tabulated and compared with the values calculated from the X-ray diffraction moddels, 
a very good correlation can be seen. This is demonstrated in table 6.8.3. A percentage 
difference of less than 10 % exists between the two methods. This is more positive 
prove that the simulated models are successful. 
Cu-CO 
Samples Element Total ELMTAL % ELMTAL% 
eem-510 CuK 8.452% 50.2% 
CoK 8.382% 49.8% 
SiK 82.354% 
FeK 0.819% 
CCM-512 CuK 11.211% 59.6% 
CoK 7.599% 40.4% 
SiK 79.822% 
FeK 1.367% 
Table 6.8.1: The basic chemical components of the multilayers. The results were 
collected using a scarming electron microscope (SEM). 
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TOTAL ELMTAL 
Samples Element % Cu-CO ELMTAL% 
CCM-510{droplet 1) CuK 2.634% 2.8% 
CoK 90.809% 97.2% 
SiK 6.177% 
Fe K 0.38% 
CCM-510(droplet 2) Cu K . 92.627% 97.0% 
Co K 2.835% 3.0% 
SiK 4.06% 
FeK 0.478% 
CCM-512(droplet 1) Cu K 95.303% 96.2% 
CoK 3.722% 3.8% 
SiK 0.552% 
FeK 0.42% 
CCM-512(droplet 2) CuK 5.003% 5.3% 
Co K 90.114% 94.7% 
SiK 4.237% 
Fe K 0.646% 
Table 6.S.2: The basic chemical components of the droplets present on the surface of 
the multilayers. The results were collected using a scanning electron microscope 
(SEM). The error is about ±5%. 
Scannin electron microsco e Simulation model 
CCM-5lO 50.2% Cu 54.4% Cu 
49.8% Co 45.6% Co 
CCM-512 59.6% Cu 53.1% Cu 
40.4% Co 46.9% Co 
Table 6.8.3: A table comparing the percent compositions obtained from SEM to those 
calculated from the X-ray diffraction moddels. 
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6.9. AFM results. 
The atomic force microscope (AFM) provides nano-scale to atomic-scale microscopy. 
The details of AFM have been previously discussed in chapter 4. The thin film 
thickness, and roughness can be roughly estimated using this method. Together with 
optical profilers interferometery (Green light fiinges), AFM was a valuable tool during 
the initial stages of film calibration. In my work, the atomic force microscope (AFM), 
was mainly used to extract two bits of information. The first, was to measure and 
quantifY the different boundry steps (thickness) of the samples. A typical result 
obtained form AFM scans of a sample deposited during calibration is shown in figure 
6.9.1. To facilitate the scanning of the boundary steps, a precision laser cut mesh 
masked the Si substrate during the film deposition process. Typical calculated average 
thickness values from AFM scans of my samples are compared to the results obtained 
from the X-ray diffraction simulation models in table 6.9.1. 
Figure 6.9.1: A typical scan showing the measurements of the boundry step limit. The 
expected error is about ± 10 nm. The scale is SOOllm x SOOllm. 
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CCM509 I P .. =405 ,Fe(684P)/[CoQ80P)/CuJ1380I>lltslCoJ780P)JFe(684P) 
Total thickness by x-ray diffraction - 88 run Average thickness calculated by AFM - 95 nm 
CCM510 I p .. = 50S, Fe(400P)/ ICo{460P)/Cu(882P)l.slCo(460P)JFe(400P) 
Total thickness by x-ray diffraction - 86 run Average thickness calculated by AFM - 95 nm 
CCM511 I p .. = 60S, Fe(232P)1 Co(254P)lCu(562P)J,slCo(254P)JFe(232P) 
Total thickness by x-ray diffraction - 63 nm Average thickness calculated by AFM - 80 nm 
CCMS12 I p .. =60S,Fe(1000P)IICo(J 020P)ICu(2310P) I. ,.JCo(1 020P)JFe{J OOOP) 
Total thickness by x-ray diffraction - 99 nm Average thickness calculated by AFM - 115um 
CCM513 I P,. = 70S, Fe(540p)ll Co(582P}lCu(1352P) J ,,.JCo{582P)JFe{540P) 
Total thickness by x-ray diffraction - 70 run Average thickness calculated by AFM - 90 IUU 
CCM514 1 P •• =705, Fe{J080P)/ICo(1164P)/Cu(2704P)J,slCo{1164P)/Fc(1080P) 
Total thickness by x-ray diffraction - 99 IUn Avcmgc thickness calculated by AFM 11 5um 
Table 6.9.1: Typical calculated average thickness values from AFM scans weigh 
against the results obtained from the X-ray diffraction simulation models . 
The second task that the atomic force rrucroscope (AFM) was used for was to 
quantifY, and size the droplets present on the surface. A typical scan of the droplets is 
shown in figure 6.9. 2. The measured dimensions of the droplets are given in the table 
in the top-right side of the figure . Again we see less than 10 % of the top surface is 
covered by droplets. This is also obvious from figure 6.9. l. The shape of the section of 
the droplet that extends out of the top surface can be seen from the graph in the lower 
part of the figure. The droplets seem to be spheroids with semi-flat tops. The silicon 
substrate (base of the film) that was masked can easily be seen, and has no droplets on 
it. The scan in figure 6.9.3; demonstrates a close-up view ofa single droplet. 
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The average cross section of the droplet is measured to be about 4.2 Ilm, and extends 
approximately 0.05 Ilm above the surface. Obviously, the droplets are quite big relative 
to the size of the multilayers, which are about 0.1 J1.m thick. This problem has been 
discussed before and is present in all pulse laser deposited metal films. The errors in 
AFM varies from one sample to the next, and can depend on the surface roughness of 
the film. 
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Figure 6.9.2: A typical scan showing the step edge of the sample and the droplets. The 
droplets have been measured and sized. 
Figure 6.9.3: A close up view showing a larger sized droplet. The droplet has been 
measured and sized. The scale is SO~mx50~m. 
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6.10. Summary and discussion. 
In this work WE tried to test and modify the copper-cobalt interfaces using pulsed 
laser deposition. Higher order energy pulses have been shown to produce a better 
multilayer structure for depositing thicker muItilayers. The use of lower energy 
thresholds is recommended when depositing thinner multilayers. Measurements on the 
samples were conducted using grazing incident X-ray reflectivity (GIXR) on station 
2.3 at the SRS. 9/29 scans were collected from both samples using X-rays of 
wavelength 1.38 A. It was possible to better resolve the system using anomalous 
scattering. This significantly enhanced the X-ray scattering factors. Since the contrast 
between the electron density in Cu and Co is quite small, the use of anomalous 
scattering was important. The X-ray reflectivities from the different multilayers grown 
differ from each other in two qualitative ways. The first is that the Bragg angles are 
displaced, indicating that the layer thickness is changing, and/or densification of 
different levels is accruing. The second is that the reflectivity of the multilayer 
deposited by low energy laser pulses is greater than that of the multilayers deposited by 
high energy laser pulses, which may be indicating to films with less roughness. This 
was confirmed by the simulations. It is important to note that the Bragg peaks are still 
produced by the thick multilayers grown at high energy laser pulses indicating that 
although the layer by layer structure may have broken down at the top of the stack, it 
may still exists some distance subsurface. This was confirmed by the rocking curve 
scans. The diffuse bases at the surface are higher, but tend to get much lower when the 
rocking curve scans the interfaces. The increased surface roughness may also be due to 
surface oxidation. 
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It seems the PLD is a very powerful technique in producing very smooth films. 
Unfortunately, the strong presence of droplets seems to hamper the quality of the 
deposited films. Yet, the Bragg peaks could be resolved. The presence of droplets is 
revealed in my work for the sake of completeness, even though it is present in any 
metallic sample produced using the PLD .technique. No reliable and trusted method for 
avoiding droplets exists. 
Three different methods were used to study the samples, and to quantifY the presence 
of the droplets. The first method was AES. The AES depth profiling work collected 
for the surface droplets on the multilayers showed that the droplets consisted mainly of 
Si, 0, Fe and eu. The larger quantities of iron seen by AES came from the Fe capping 
layer that was later deposited. The other constituents are just surface contaminations 
from the atmosphere, or from the silicone/carbon based adhesive that was used during 
the X-ray diffraction experiments. 
The second method used was SEM. This method provided the basic chemical 
components of the multilayers, in addition to the droplets present on the surface. SEM 
helped us to quantifY and cross check our results with the previous data obtained. WE 
managed to get a good agreement. 
The third method used was AFM. The over all thickness of the samples were measured 
and compared with previously obtained results. The data obtained lays within the 
exceptable error range. WE also managed to quantifY the approximate size of the 
droplets, and the heights that the droplets extend above the sample surface. 
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CHAPTER SEVEN 
Experimental methods, Analysis, and Results for the Fe/AI 
Trilayers, and Multilayers produced by Ion-Assisted 
deposition 
7.1. Introduction. 
In this work, WE desire to develop an understanding of the effect that energetic 
deposition has on the deposition of multilayers and trilayers, created from alternating 
iron and aluminum layers. WE experimented with different deposition parameters, and 
tried to explore the effects the different parameters had on the physical quality of the 
films. The physical properties of the films depend on the microstructure of the film 
[7.1.1, 7.1.2], and on the interfacial structure of the multi1ayers [7.1.2, 7.1.3]. The 
films created are also dependent on the production conditions, which is a manifestation 
of the growth enviromnent and the deposition technique used. WE aimed to discover if 
the application of a bias during the deposition of the films would help reduce material 
intermixing and improve the interfacial roughness, consequently giving rise to films 
that demonstrate interfacial smoothing. The applied bias was also incorporated at 
different sputtering pressures to see what effect the increased flux had on the resulting 
film. 
It is well known that conformal roughness in metallic multilayers can be suppressed by 
the use of magnetron deposition rather than a molecular beam process. Common 
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multilayer materials such as Fe, Co and Cu have an atomic mass that slightly exceeds 
that of AI, resulting in a current of energetic AI neutrals that have neutralised and are 
back reflected from the target to impinge on the substrate. These neutrals provide 
energy to assist the growth and improve the microstructure. However, with lighter 
elements such as Al the back-reflected current of AI neutrals is unlikely to be 
significant. Therefore, the utility of ion-assisted deposition for Al deposition to 
counteract this deficiency was investigated. 
WE have applied unbalanced dc magnetron sputtering to the deposition of AlIFe 
multilayers. When a magnetron is unbalanced, plasma leaks away from the region near 
the target and impinges upon the substrate. This low energy ion irradiation has a strong 
influence on film microstructure and is widely used in metallurgical applications. This 
ion bombardment replaces the neutral current found with more massive elements and 
causes re-sputtering of loosely bound material, an increase in nucleation density and 
increased ad-atom mobility in the growing film. AlIF e multilayers were deposited onto 
Si (Ill) substrates using a balanced magnetron for the Fe and an unbalanced one for 
the Al. The films were produced with sample biases of 0 V (no ion assistance), -200 V 
(ion assistance), and -400 V (ion assistance). The samples were investigated using 
grazing incidence. X-ray reflectivity on station 2.3 at the SRS. The films were then 
depth profiled using Auger electron spectroscopy (AES) and medium energy ion 
scattering (MEIS). 
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7.2. Sample preparation and energetic deposition. 
The reconstructed Nordiko NM2000 Magnetron sputtering system described earlier in 
chapter 3 was used in the production of all the samples that are discussed in this 
chapter. Fe! AI trilayers and multilayers were deposited on a Si(lll) substrate at room 
temperature. The Si substrates on which the thin films were deposited are prepared as 
detailed in chapter 4. The films were deposited with a dc-biased plasma sputtering 
using iron and aluminum targets powers of approximately 0.07 kW. A dc bias voltage 
ranging from 0 to -400 was applied to the substrate during deposition. In this way, the 
energetic ion bombardment at the substrate could be controlled, and the average ion 
energy, eVb can be determined from the negative bias, Vb applied to the substrate 
[7.2.1,7.2.2]. This was done in 99.995% pure Ar gas. The argon atmosphere was held 
constant at either 2 mTorr or 4 mTorr, after pumping the deposition chamber to about 
10-7 Torr. The distance between the targets and the substrate was approximately 10 
cm. The deposited layer thicknesses were controlled using a timer shuttering system. 
The physical characterisation of the substrate and the targets used is shown in table 
7.2.1 below. 
F===~~~~a~te~n~'al~====~==~D~i~am~et~e~r==~==~T~hi~'c~kn~e~ss~=+==~P~u~ri~t~%~==9 
r-__ ~S~i-~Su~b~s~tr~~~e __ ~r2~x2~c~m~2~[s~~u~ar~el~ __ 0~.S~2~5±~2~S~~=lm~+-__ ~99~.~5 ____ ~ 
Fe-target 5cm 0.2Smm 99.5 
AI-target Scm 2.0mm 99.5 
Table 7.2.1: The physical specifications of the substrate and the targets material used 
for depositing the samples used in this project. 
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Two basic types of samples were produced. The first type are the multilayers with a 
nominal structure Si(1l1)lFe(~ 37 A)/[Al(~ 40 A)lFe(~ 37 A)JtgI Al(~ 40 A). The 
deposition characterisation for each of the sample produced is described in table 7.2.2 
below. The second type is the trilayers, which are sub-divided into two basic varieties. 
The first has a nominal structure Si(lll)/Al(~ 40 A)lFe(~ 37 A)/Al(~ 40 A). The 
second has a nominal structure Si(111)lFe(~ 37 A)/Al0 40 A)lFe(~ 37 A). Table 
7.2.3, and table 7.2.4. describe all the deposition characteristics for each of the 
trilayered samples produced. 
Bias Voltage (V) Vb=OV Vb- -SOY Vb=-200V Vb = -400V 
P = 2.0 (mTorr) FeAl-60 FeAl-61 FeAl-63 FeAl-65 
P = 4.0 (mTorr) FeAl-84 FeAl-79 FeAl-80 FeAl-82 
Table 7.2.2: A table showing the different multilayers deposited by the Nordiko 
sputtering system at different biased voltages, and different deposition pressure 
condition. 
Bias Voltage (V) Vb=OV Vb =-200 V Vb=-300V 
P = 2.0 (mTorr) T2AFAOOO T2AFAZOO T2AFA300 
P = 4.0 (mTorr) T4AFAOOO T4AFAZOO T4AFA300 
Table 7.2.3: A table showing the different AlIFe/Al trilayers deposited by the Nordiko 
sputtering system at different biased voltages, and different deposition pressure 
condition 
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Bias Voltage (V) Vb= -200 V Vb = -300 V 
P = 2.0 (mTorr) T2FAFOOO T2FAF200 T2FAF300 
P = 4.0 (mTorr) T4FAFOOO T4FAF200 T4FAF300 
Table 7.2.4: A table showing the different Fe!Al/Fe trilayers deposited by the Nordiko 
sputtering system at different biased voltages, and different deposition pressure 
condition 
7.3. X-ray diffraction system. 
7.3.1. Anomalous dispersion. 
As mentioned in chapter 4 previously, the appropriate X-ray wavelength choice is 
essential if the multilayer materials being analysed have similar atomic numbers to each 
other, in view ofthe fact that the index of refraction will be similar resulting in contrast 
deficiency. Fortunately, in the case of iron, Fe, and aluminum, Al, there is quite a 
considerable gap between their atomic numbers. Figure 7.3.1.1; shows a graph 
detailing anomalous dispersion factors for Fe and Al as a fimction of photon energy 
[7.3.1.1]. The values in the graph were calculated using the atomic scattering factor 
files found in the B.L. web site. It can be seen that away from the absorption edge 
regions, the anomalous dispersio.n factors for Fe and Al are not very similar. This 
means that they have some significance on the scattering amplitude. Together, with the 
fact that the gap between their electron densities is quite large, we can conclude that 
the X-ray scattering contrast at the Fe! Al scattering interfaces will be very good 
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J 
[7.3.1.2]. That is to say, If we study figure 7.3 .1.2; below of a graph portraying the 
optical constants (j and p for Fe and AI as a function of wavelength, A., noting that the 
index of refraction, n, is given by n = (1 - 0) - i p., we come to the conclusion that 
since the index of refraction for Fe and AI is dissimilar, then the refraction contrast will 
be large. In other words, the choice of X-ray wavelength makes a small difference. 
F • 
-··---·-·-~r 
1 AI 
A = 13 A 
5000 10000 
Photon energy, E (ev) 
Figure 7.3.1. 1: Anomalous dispersion factors for Fe and AI as a function of photon 
energy. 
AB previously detailed, the X-ray reflectivity measurements were executed in station 
2.3 at the SRS laboratory. A powder diffiactometer was adapted for our small angle 
reflectivity measurements. Electrons are accelerated in the linear accelerator, and then 
injected into the storage ring where they continue to circulate at high energy (- 2Gev). 
The moving electrons will hence, emit radiation in a narrow cone along their velocity 
vector. This is the synchrotron radiation. It has a continuous frequency spectrum, and 
is strongly polarized in the plane of motion. The X-ray wavelengths that can be used at 
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the station range from 0.7 to 2.5 A. A reasonable wavelength of .le = 1.3 A was 
selected. 
5 e--5-
4 e--5-
~ 
<Id 3 e-5 -
"0 2 e-5 -
2 
Figure 7.3.1.2: The optical constants 15 and {J for Fe and AI as a function of 
wavelength, A. The index of refraction, n, is given by n = (1 - 0) - i {J. 
The samples were aligned as described earlier in chapter 4. When the alignment is fully 
completed, the sample angle w = Y, (the detector angle 28). The reflectivity scans can 
now commence. 
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7.3.2. Experimental specular profiles. 
As discussed earlier, the choice of the X-ray wavelength to be used on the AlIFe 
samples made very little difference in their resolution. Hence, a typical wavelength of 
A= 1.3 A was picked for all the X-ray difUaction experiments carried out on the 
samples in the chapter. The X-ray 0120 specular scans obtained for the multilayers are 
illustrated in figures 7.3.2.1, and 7.3 .2.2, and for the trilayers in figures 7.3.2.3 , and 
73 .2.4. 
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Figure 7.3.2.1: 0120 Scan for the multilayers samples FeAl-60, Feal-61, FeAl-63, & 
FeAl65 using X-rays of wave length, A = 1.3 A The respective deposition parameters 
are shown in the figures . 
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Figure 7.3.2.2: (j/2(j Scan for the multilayers samples FeAl-84, Feal-79, FeAl-80, & 
FeAl-82 using X-rays of wave length, 2= 1. 3 A. The respective deposition parameters 
are shown in the figures . 
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Figure 7.3.2.3: 0120 Scan for the trilayers samples T2AFAOOO, T2AFA200, 
T4AFAOOO, & T4AFA200 using X-rays of wave length, 2 = 1.3 A. The respective 
deposition parameters are shown in the figures. 
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Figure 7.3.2.4: 0120 Scan for the trilayers samples T2FAFOOO, T2FAF200, 
T4FAFOOO, & T4FAF200 using X-rays of wave length, A = 1.3 A. The respective 
deposition parameters are shown in the figures . 
By simply looking at all our X-ray reflectivity data, and cross comparing the results we 
can accumulate a great deal of information about our samples. Applying this to the 
Bragg peaks in the previous figures, we notice that the peaks appear to shift towards 
increased scattering angle as increasing bias is applied. This indicates that the bilayer 
periods tend to get thinner with increasing applied bias. This is consistent with the 
anticipated greater degree of resputtering of material from the growing film as the 
average energy of the ions bombarding the sample increases with the application of 
larger substrate biasing. To be more specific, it is mainly the aluminum layer that 
becomes thinner with increased biased. This is true because, the iron deposition is not 
strongly influenced by the applied bias. A1uminum on the other hand, being the non-
magnetic target situated on the unbalanced magnetron, and having its plasma leaking 
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close to the biased sample substrate it greatly effected by all biasing. A further 
possibility is that the films microstructure undergoes densification attributable to the 
increased ion bombardment energy. We also notice that the specular intensity of the 
Bragg peaks become more intense with increased bias. The same is also true for the 
absolute reflectivity of the trilayers. This is a good sign, which may possibly suggest 
improved reflectivity from the surfaces. Unfortunately, there is a capping limit on how 
beneficial biasing can be. Beyond this limit the system starts to break down. This is 
clearly illustrated by the broadening of the peaks as we exceed a critical biasing limit 
This leads us to believe that the critical biasing point is located some where in the 
region of Vb= - 200V to Vb= - 400V. For individual samples, we observe the 
broadening of the Bragg peaks as we progress towards higher order peaks. This 
implies that the bilayer width is not constant throughout the sample. It is worth citing 
that token biasing has very modest influence on the quality of the film. This can 
unmistakably be noticed by the negligible effect Vb= - 50V has on the profile of the 
specular curve. Another hint that gives a strong indication of reduced surface 
roughness is the appearance of higher order Bragg peaks with increased applied bias. 
The observed Kiessig mnges backs up our claim. Consequently, each and every point 
mentioned above points us to believe that WE succeeded in producing films with 
considerably high layer quality. 
The samples have been rearranged as seen in figure 7.3.2.5, figure 7.3.2.6, and figure 
7.3.2.7. The data has been rearranged in a manner where similarly biased samples 
deposited at different pressure are simultaneously displayed. From this arrangement, 
one can immediately realize that depositing at higher pressures when no bias is applied 
tends to reduce the quality of the layers produced. This is almost certainly due to the 
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thermalisation effect. This occurs in view of the fact that the number of Ar-atoms 
present in the chamber rises with increased pressure. Consequently, the probability of 
collisions, and scatterings is greater than before; this leads to a reduced mean free path 
for the ions, and metal atoms traveling towards the substrate, and therefore, the 
material loses energy and become thermalised. Accordingly, These thermalised 
sputtered species will impact the substrate surface with less energy, which may result 
in a more columnar growth regime. The Bragg peaks in the sample deposited at 
reduced pressure (FeAl-60) can be clearly distinguished up to the third peak. This is 
not the situation for the other sample (FeAl-84). What's more, a reduction in the 
overall intensity is clearly apparent . We can even see a lot of noise towards the tail of 
the graphs . Applying a bias (-200 V) during film deposition can amend this problem. 
The biasing appears to aid in improving the quality of the layers. Bragg peaks up to the 
fourth order can clearly be seen (figure 7.3.2.6). This is a strong sign suggesting a 
reduction in the interfacial roughness, and a decline in intermixing. It is very obvious 
from figure 7.3 .2.7, that the sample (FeAl-65) deposited at a strong bias (-400) and 
low pressure (low flux) cannot be resolved beyond the third Bragg peak. Positive 
effects of biasing beyond the critical biasing limit are only apparent in sample (FeAl-
82) that has been deposited at the higher pressure (P = 4 mTorr) . This leads us to 
believe that a greater level of improvement in the quality of the film deposited at higher 
bias (-400 V) is accomplished only at higher degrees of ion flux. Again, we can 
conclude that the samples having the greatest improvement in their interfacial 
smoothness are the samples deposited at large bias (between - 200 V and -400 V) with 
a high flux. 
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Figure 7.3.2.5: 0120 Scan for the multi layers samples FeAl-60, & FeAl-84 using X-
rays of wavelength, A = 1.3 A. The samples are similarly biased, but have been 
deposited at different deposition pressure. The respective deposition parameters are 
shown in the figures . 
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Figure 7.3.2.6: 0120 Scan for the multilayers samples FeAl-63, & FeAl-80 using X-
rays of wavelength, A = 1.3 A. The samples are similarly biased, but have been 
deposited at different deposition pressure. The respective deposition parameters are 
shown in the figures . 
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Figure 7.3.2.7: 0/20 Scan for the multilayers samples FeAl-65 , & FeAl-82 using X-
rays of wavelength, A = 1.3 A. The samples are similarly biased, but have been 
deposited at different deposition pressure. The respective deposition parameters are 
shown in the figures . 
Although simple observation gives us a lot of information about the samples, it does 
not present the complete and full picture. To construct the entire story about the 
sample, all methods at our disposal must be utilised. 
In general the drop in intensity with respect to the scattering angle is dominated by the 
top surface roughness. Ideally, the intensity will fall as the inverse fourth power of the 
scattering vector Accordingly, if the data is multiplied by the fourth power of the 
scattering angle, a straight data line parallel to the abscissa is produced. This data 
reduction method is very effective in calculating the top surface roughness [7.3.2.1). If 
the previous multilayer data of the specular reflected intensities are multiplied by the 
fourth power of the scattering angle we produce the lines given in figure 7.3.2.8, and 
figure 7.3.2.9 below. When we examine the figures, we can see that for the unbiased 
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samples the data lines are slightly sloping towards the abscissa. In contrast, the samples 
that have been deposited at a higher bias have their data lines more parallel with the 
abscissa. The data lines remain more or less parallel to the abscissa up to a large 
scattering angle. All this implies that the samples that have been deposited with a larger 
bias have extremely flat top surfaces. Its also seems that biasing the samples deposited 
at lower pressure makes the layers flatter, but doesn' t necessarily produce better 
multilayers. This may be due to higher intermixing. Further more, biasing the samples 
deposited at the higher pressure produces rougher layers with respect to the samples 
deposited at lower pressure, but is likely to improve the multilayers by reducing the 
intermixing. 
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Figure 7.3.2.8: 0120 Scan for the multilayers samples FeAl-60, Feal-61, FeAl-63, & 
FeAl65 using X-rays of wave length, A= 1.3 A. The intensities have been multiplied by 
0" The respective deposition parameters are shown in the figures. 
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Figure 7_3_2_9: 0120 Scan for the multilayers samples FeAl-84, Feal-79, FeAl-80, & 
FeAl-82 using X-rays of wave length, 4= 1.3 A. The intensities have been multiplied by 
0 4 The respective deposition parameters are shown in the figures. 
7_3_3_ Rocking curve scans. 
The multilayer samples underwent X-ray transverse diffuse scattering scan 
measurements. Rocking curve scans collected with the detector positioned at the super 
lattice peak angle, usually penetrate deeper into the sample and can give more 
information about the interfacial roughness. The information obtained is in the form of 
a one-dimensional array normal to the surface. The rocking curve (w-Scan) results 
obtained with the detector situated at the first Bragg peaks are illustrated in 
figure7.3.3 .1, and figure7 .3.3.2. The absence of the Yoneda wings indicates smaller 
top surface contributions. The same vertical and horizontal scales are used for all the 
samples to simplifY the comparison. Since the Scans were taking at grazing geometry, 
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the Volume that was being probed was constantly varying with incident angle. For 
constant sample volume, the intensity data was normalised by scaling the peak intensity 
to that in the specular scans by the geometric factor OJ / B. 
Rocking curve scans can assists in the determination of the nature of the interfacial 
roughness between the layers. The quality of the curves can be effected by a number of 
parameters such as, the roughness of the multilayers, the dislocations present, the 
faults detected, thermal parameters (atomic vibrations), . . etc. In an ideal situation, the 
scan would be a narrow sharp peak. In reality, the scans display a function made up of 
two main constituents. A narrow specular peak at OJ = 20a",,,, peak / 2, on top of a 
broader diffuse base that decays as it shifts away from the central position. 
The height and width of the specular peak provide strong indications of the extent of 
roughness present in any sample. Evidently, the samples that have been deposited with 
an applied bias have thinner, and narrower specular peaks, indicating that the 
roughness present is much lower than the samples that have been deposited without 
any applied bias. That is good, because it informs us that the biasing technique used is 
successful in manufacturing samples with an overall reduced roughness . A more 
observant study of the curves reveals that the samples that have been deposited with an 
applied bias display around one order of magnitude higher Bragg peaks intensity than 
the samples that have been deposited without an applied bias. These observations are 
strong indications that the interfacial roughnesses are reduced with the application of 
biasing. It may also suggest denser layers. 
159 
The diffuse component can be used as a gauge of the interfacial roughness existing in 
the sample. The higher the diffuse component, the greater the roughness will be. This 
is very obvious when the different rocking curves are compared. Clearly, the samples 
which have been deposited without an applied bias (FeAJ-60, and FeAJ-S4) have a 
higher diffuse reflectivity than the samples which have been deposited with an applied 
bias (FeAJ-63, FeAJ-65, FeAJ-SO, and FeAJ-S2). This is further prove of the 
successfulness of the biasing technique in reducing the overall surface, and interfacial 
roughness . 
The biased samples exhibit larger probed ranges with respect to cv, since their first 
Bragg peaks are situated at higher 28 positions (due to thinner layers) . Further more, 
biased samples do not illustrate a substantial asymmetry change in the shape and 
intensity of the diffuse section of the rocking curves, signifYing minimal change in the 
near surface roughness correlation [7.3.3.1]. If this is the case, than the differences in 
the total interfacial roughness, which will be discussed in the next section, could be in 
principle due to variations in the roughness. That is to say, biasing significantly reduces 
the roughness in the samples. This supports the opinion that the observed interface 
smoothening may possibly be attributable to the gradual suppression of interfacial 
mixing [7.2.2). Which is what I hoped to achieve. 
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Figure 7.3.3.1: Rocking curve (w-Scan) fo r the multilayer samples FeAl-60, FeAl-63 , 
& FeAl65 using X-rays of wavelength, A. = 1.3 A. The respective deposition 
parameters are shown in the figures. 
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Rocking curve scans I FeAI-84, 80, 82 
[P=4 mTorr, Vb= 0, -200, -400 respectively] 
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Figure 7.3.3.2: Rocking curve (w-Scan) for the multilayer samples FeAl-84, FeAl-80, 
& FeAl82 using X-rays of wavelength, 2= 1.3 A. The respective deposition parameters 
are shown in the figures . 
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7.4. Simulation of specular results. 
A computational code named XREALM based on the recursive method by Parrat 
[7.4.1) was used in the calculation of the specular reflectivity from layered media. N.D. 
Telling wrote the program. The program requires the input of the optical constants 
values for 0, and {3 at the wavelength of the X-rays used. The 0, and {3values used were 
obtained from the atomic scattering factor Files found in the B.L. web site. These 
values are given in table 7.4.1 for the elements, and table 7.4.2 for the elemental oxides 
at }.= 1.3 A (i.e. E = 9537.3 eV). Using these values, WE managed to produce 
simulation that gave a very good fit to our experimental data. 
Material Z 
° 
fJ 
(Atomic number) 
Fe 26 1.6627 x 10-<15 1.5772 X 10",,6 
AI 13 6.0124 x 10-06 7.9225 x 10",,8 
Si 14 5.4137 x 10-06 8.8654 x 10-08 
0 8 3.2773 X 10-09 9. 5326 X 10-12 
Table 7.4.1: The 0, and {3values used for the elements at },= 1.3 A (i .e. E = 9537.3 eV). 
Refer to Atomic Scattering Factor Files at the B.L. website. 
Material 
° 
{3 
Fe20 , 1. 70570 x 10-05 1.11896 X 10-06 
Al2O, 8.96683 X 10-06 7.41447 x 10 8 
Si02 5.37640 X 1O",,6 4.97178 X 10",,8 
Table 7.4.2: The 0, and {3 values used for the elemental oxides at }.= 1.3 A (i .e. E = 
9537.3 eV). Refer to Atomic Scattering Factor Files at the B.L. website. 
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XREALM simulations show that X-ray reflectivity is very sensitive to changes in the 
bilayer periods. This is demonstrated in figure 7.4.1 below. As can be seen, any 
increase in the bilayer thickness shifts the Bragg peaks towards lower scattering angles 
and visa versa. The simulation program also responds quite well to the slightest change 
in surface roughness . This is demonstrated in figure 7.4.2. The data fit in blue is for an 
ideal situation in which the sample is perfect, and without any defects, contamination, 
or surface roughness. As can be seen, large amounts of surface roughness leads to 
damping of the signal (data fit in green). The higher order Bragg peaks also vanish. In 
other word, the smoother the interfacial surfaces are, the more reflective they will be. 
This leads to an increase in the overall intensity, and the emergence of higher order 
Bragg peaks. 
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Figure 7.4.1: Calculated reflectivity between three different fits demonstrating the 
sensitivity of XREALM to any change in the bilayer thickness. The best fit is in red . 
The green simulation had a bilayer period of 45A, and the blue simulation 6SA. 
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Figure 7.4.2: Calculated reflectivity between three different fits demonstrating the 
sensitivity of XREALM to any change in the interfacial roughness. The best fit is in 
red. The green simulation had an rms of9A, and the blue simulation ok 
The effect of surface oxide on our samples was also tested. Three different surface 
oxidation parameters were examined, and the results obtained were presented in figure 
7.4.3 . The first simulation parameter was for an oxide free surface. The second was for 
a partial oxidation of the surface (~ 50%). The last parameter tested was the total 
oxidation of the surface (= 100%). It is very clear that in our case, the surface oxide 
has an insignificant effect on the modelled data. WE can confidently conclude that X-
ray reflectivity measurements are not very sensitive to oxidization. This is a good 
argument that favors using other sample analysis techniques such as AES to test the 
presence of oxides. Alloying between the different deposited materials can potentially 
take place. The model was yet again tested to distinguish if it can detect the presence 
of such alloying in the form of F e3A1. The results obtained are presented in figure 
7.4.4. Again we see how insensitive X-ray dilfraction can be to alloying. Obviously no 
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single method can achieve absolute dependability. Different investigation methods need 
to be utilized in order to attain a fully comprehensive picture of the problem and its 
solution. 
Using other analysis techniques, it has been established that the oxide was not only 
present in the surface region, but was also present throughout the bulk of my samples. 
A detailed discussion of this will follow in the sections to come. Meanwhile, bulk oxide 
is mentioned here for the sake of completeness. X-ray diffraction has once again 
proven its inability to clearly differentiate between non-oxidized, and bulk oxidized 
material. This is clear from figure 7.4.5. The differences between all the different bulk 
oxidation possibilities are insignificant in the case of multilayers. 
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Figure 7.4.3: Calculated reflectivity between three different fits demonstrating the 
sensitivity of XREALM to the presence of any surface oxide. All the three different 
oxidation parameters overlap. 
166 
~ 1 e +1 ~ 
c: 1e+O 
::> 
~ 1 e-1 
'" 1 e- 2 ~ 
D 1 e-) l;; 
~ 1 e- 4 J:: 
'0; 1 e- 5 
c: 
2! 1 e-6 
c: 
1 e- 7 
6n.6 Scan of F eAI -82 
[Vb= - 400 V. P= 4mTorr I 
2 3 
_ Fe-A/-a2( E XP . DA TA) 
_ FeAI-82(No Alloying Si • .) 
_ FeAI_82(Sittt . ANoyirrg Fe;"l) 
4 5 
211 (degrees) 
Figure 70404: Calculated reflectivity between three different fits demonstrating the 
sensitivity of XREALM to the presence of alloying between iron and a1uminum in the 
form ofFe3Al , The data of the different parameters overlaps, 
~ 1 e+1 
c: 1e+O ::> 
1:: 1 e-1 
"' 1 e-2 
~ 1 e - ) ,. 
~ 
J:: 1 e-4 
'0; 1 e-5 c: 
2 1 e-6 c: 
1 e-7 
1 
on.o Scan of F eA 1-63 
[Vb= - 200 V. P= 2mTorr I 
2 
_ FeAI-6 3( E X P . DATA) 
_ FeAI-6 3 (AII Fe .) 
_ FeAI-G3(A1:z031 Fe) 
- FeAI-6 3(AII Fe:z03) 
_ FeAI-63(AI203 / FezO~ 
3 4 
211 (degrees) 
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comparable, 
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Despite the fact that all the samples were prepared in high vacuum, and all the 
available precautions were employed. In addition to the implementation of all the 
preparation steps mentioned earlier in chapter 3, the samples managed to attain bulk 
oxide. This may be attributed to the high reactivity of aluminum and iron with oxygen. 
The source of oxygen is probably the H20 molecules on the walls of the chamber, 
which break up in the plasma region to provide the oxygen molecules. Fortunately, the 
bulk oxide had no influence on the quality of my X-ray diffraction measurements. In 
addition, a great deal of research carried out using only this method did not report the 
presence of any type of bulk oxidation. Possibly, the bulk oxide was not detected. 
Perhaps if other methods were also employed, the bulk oxide would have been 
revealed. Even though, the X-ray diffraction method proved to be insensitive to 
oxidation, it is still a viable tool in the analysis of multilayers. X-ray reflectivity is the 
method of choice for people who work with multi layers. It can provide a wealth of 
knowledge about the sample. It provides us with information about the bilayer 
thicknesses, number of bilayers, and the interfacial roughness. In some applications, it 
can even indicate the amount of surface tension present. The XREALM simulation 
technique has proved to be a powerful method for modeling my data. It gives such 
good approximations; it can even determine the bilayer period, and interfacial 
roughness. Not only is it possible to determine the bilayer period, but also each layer 
thickness by fitting the positions and relative intensities of the Bragg peaks. Non-
periodic layers such as buffer and capping layers tend to distort the position and 
intensity of the Bragg peaks, and must therefore be included in the fitting model. 
The simulations showing the best fit for the samples deposited at different bias in a 
lower pressure environment (P = 2.0 mTorr) is given in figure 7.4.6, figure 7.4.7, and 
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figure 7.4 .8. Note that the error in the nns roughness is about ± 1 A. Although bulk 
oxidation was known to be present, it has been proven to have a negligible effect on 
the specular scans collected for the multilayers. This may be explained in view of the 
fact that rnultilayers are less sensitive to the optical constants. Hence, the presence of 
any oxide is faintly detected. Alternatively, the multilayers usually produce Bragg 
peaks since they have more interfaces for the X-rays to reflect off The details of the 
simulation parameters are given in table 7.4 .1. The R-factor parameter discussed 
earlier in chapter 5 is introduced, and is used as on indication to the best fit. It is a 
statistical technique developed to facilitate the judgment of the best model. The smaller 
the value of Rr",,,,, the better the fit . The value of Rr,,'o, = 0 if we get a 100% fit. The 
Rf."o, has been defined earlier in chapter 5. 
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Figure 7.4.6: The specular intensity measured for sample FeAl-60 (black), and the 
best-fit simulation curve (red) . The simulation parameters are given in table 7.4.1. 
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Figure 7.4.7: The specular intensity measured for sample FeAl-63 (black), and the 
best-fit simulation curve (red) . The simulation parameters are given in table 7.4.1. 
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Figure 7.4.8: The specular intensity measured for sample FeAl-65 (black), and the 
best-fit simulation curve (red) . The simulation parameters are given in table 7.4. I. 
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FeAI-60 ! P = 2 mTorr, Vb;", = 0.0 V J Rc•ct.,= 0.5640, thicknesS±1A, a± 0.5 A. 
F e(SA),a= II I Al(3 3. SA),a= I/F e( 44A),a= I SI! Al(3 3-mA,m=02),a=7. 5/F e( 43 . 8-nA, 
n=0.2),a= IS]IJ Si,a=4 
FeAI-63 ! P = 2 mTorr, Vb;" = - 200V) Rc•ct., = 0.3284, thicknesS±lA, a± 0.5 A. 
Fe(8A),a=81 Al(24A),a=1 /Fe( 44A),a=8/ [ Al(24A),a=4/Fe( 43 . 8-nA,n=0.2),a=8] 18 
ISi ,a=4 
FeAl-65 (P = 2 mTorr, Vb;" = - 400V) Rc",., = 0.5922, thicknesS±1A, a± 0.5 A. 
Fe(7 A),a=7 I Al(ZZA),a= I/Fe( 44.4A),a=7 I Al(20A),a=4/Fe( 44.2A),a=7 I[ Al(2ZA),a=41 
Fe( 44-nA,n=0.2),a=4] 17/Si,a=4 
Table 7.4.1: The simulation parameters for the best fit (smallest Rc,cto,) for the samples 
deposited at different bias in a lower pressure environment (P = 2.0 mTorr) . 
The simulations showing the best fit for the samples deposited at different bias in a 
higher-pressure environment (P = 4.0 mTorr) is given in figure 7.4.9, figure 7.4.10, 
and figure 7.4.11 . Once more, the bulk oxidation was known to be present, it has been 
proven to have a negligible effect on the specular scans collected for the multilayers. 
This may be explained in view of the fact that multilayers are less sensitive to the 
optical constants. Hence, the presence of any oxide is faintly detected. Alternatively, 
the multilayers usually produce Bragg peaks since they have more interfaces for the X-
rays to reflect off. Again, the R-factor parameter discussed earlier in chapter 5 is 
introduced, and is used as on indication to the best fit. The details of the simulation 
are given in table 7.4.2. 
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Figure 7.4.9: The specular intensity measured for sample FeAJ-S4 (black), and the 
best-fit simulation curve (red). The simulation parameters are given in table 7.4.2. The 
poor fit is due to large intermixing that cannot be incorporated in the simulations. The 
poor fit is probably due to increased intermixing. 
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Figure 7.4.10: The specular intensity measured for sample FeAJ-SO (black), and the 
best-fit simulation curve (red). The simulation parameters are given in table 7.4.2. 
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Figure 7.4.11: The specular intensity measured for sample FeAl-82 (black), and the 
best-fit simulation curve (red). The simulation parameters are given in table 7.4.2. 
FeAI-84 I P = 4 mTorr, Vb;" = 0.0 V J R,.ol.'= 0.4757, thicknesS±lA, (7± 0.5 A. 
Fe( l SA)p=s/ Al(3! A)p= SlFe(44A)p= 7 /[Al(31A),o-=SlFe( 44A),0-=7],slSi,0-=4 
FeAI-80 [P = 4 mTorr, Vb;" = - 200V J R,.ol.'= 0.2870, thicknesS±lA, u± 0.5 A. 
F e(9 A),u=4/ Al( 14. 3A),u=41F e( 44A),0-=6/[ Al( 14.3 A),u=4lFe( 44A),0-=6] IslSi,u=4 
FeAt-82 I P = 4 mTorr, Vb;" = - 400V J R"ol.,= 0.2909, thicknesS±lA, (7± 0 .5 A. 
Fe( II A),u=4/ AJ(13 .6A),0-=4IFe( 44A),0-=5/[AJ(!3 .4-mA,m=O.2),u=4lFe( 44A) 
,0-=5 ] I slSi,0-=4 
Table 7.4.2: The simulation parameters for the best fit (smallest RC,et"') for the samples 
deposited at different bias in a higher-pressure environment (P = 4 .0 mTorr) . 
Changes in the Bragg peaks intensities from one sample to another point to a changing 
interfacial roughness as a function of bombarding ion energy. Substantial evidence has 
been gathered to suggest that the interfaces get smoother with increased applied bias, 
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and flux . This may be explained by the gradual suppression of interfacial mixing. The 
reduction in interfacial roughness as biasing is introduced may also be explained by the 
densification of the microstructure induced by the ion bombardment. A large reduction 
in the films disorder as a function of increased bias and flux is also noticed. In 
summary, there is a substantial improvement in the structural quality of the AllFe 
multilayers as ion bombardment is applied. The grazing incidence X-ray scattering 
results show very clearly that the interfacial roughness in the sputtered AllFe 
multilayers is for the most part uncorrelated. This is a clear demonstration of the 
effectiveness of the simulation technique in investigating the finer details of the film. 
Despite any setbacks, the X-ray reflectivity method has proved its successfulness in 
precisely detennining layer thickness and interfacial stIlIcture of multilayers. 
For completeness, two series of trilayers were deposited and tested to investigate if 
their results will comply with the previous multilayers results. The trilayers had the 
nominal structures mentioned earlier in this chapter. The surface and bulk oxides 
played an important role in detennining the final shape of the trilayer profile. This was 
expected due to the limited number oflayers, and proximity to the surface. 
The simulations showing the best fit for the samples having the nominal structure, 
AllFel AI deposited at different bias and pressure environments is given in figure 
7.4.12, figure 7.4.13, figure 7.4. 14and figure 7.4.15 . The bulk and surface oxidation in 
these samples had a considerable effect, thus they were taken into account in the fitting 
of these simulations. The consideration of bulk oxidation in the simulation moddels of 
the trilayers proved to be very important. The oxides had a substantial effect on the 
specular scans collected for the trilayers. This may be explained in view of the fact that 
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trilayers are more sensitive to any changes in the optical constants. Hence, the 
presence of any oxide is strongly detected. On the other hand, the trilayers usually 
don't produce Bragg peaks since they do not have a large number of interfaces for the 
X-rays to reflect off The R-factor parameter discussed earlier in chapter 5 is once 
more used here. WE experimented with numerous oxide percentages, and used the 
once that gave the lowest value for the R-factor. This typically indicates to the best fit . 
The details of the simulation parameters are given in table 7.4.3 . 
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Figure 7.4.12.: The specular intensity measured for sample T2AFAOOO (black), and 
the best-fit simulation curve (red) . The simulation parameters are given in table 7.4.3 . 
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Figure 7.4_13.: The specular intensity measured for sample T2AFA200 (black), and 
the best-fit simulation curve (red) . The simulation parameters are given in table 7.4.3 . 
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Figure 7.4_14_: The specular intensity measured for sample T4AFAOOO (black), and 
the best-fit simulation curve (red). The simulation parameters are given in table 7.4.3 . 
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Figure 7.4.15.: The specular intensity measured for sample T4AFA200 (black), and 
the best-fit simulation curve (red). The simulation parameters are given in table 7.4.3. 
T2AFAOOO [P = 2 mTorr, Vb'~ = 0_0 V I R,.ct.,= 0_5433, thickness±lA, u± 0.5 A. 
I O%Fe(9A),u=9/ Al( 40A),u=9IFe(37 A),u=15/ Al( 40A),u=9/Si,u=4 + 20%surace oxide 
+ 20%AI,0 3 bulk oxide + 20%Fez0 3 bulk oxide + 30%Alz0 31FeZ0 3 bulk oxide 
T2AFA200 [P =2 mTorr, Vb'" = -200 V I R,.ct., = 0.6414, thicknesS±IA, u± 0.5 A. 
lO%Al(38A),u=2/Fe(37A),u=6/Al(30A),u=9/Si,u=11 + 30%surace oxide + 20%Al20 3 
bulk oxide + 20%F eZ0 3 bulk oxide + 20%AlzOi F ez03 bulk oxide 
T4AFAOOO [P = 2 mTorr, Vb'" = 0.0 V I R,.ct.,= 0.3901, thicknesS±lA, u± 0.5 A. 
40%Al(33A),u=7/Fe(37A),u=7/Al(33A),u=7/Si,u=11 + 5%surace oxide + 40%AlZ0 3 
bulk oxide + 5%Fez0 3 bulk oxide + lO%Alz0 31Fez0 3 bulk oxide 
T4AFA200 [P =2 mTorr, Vb'~ = -200 V I R,.ct.,= 0.4692, thickness±IA, u± 0.5 A. 
40%Al(335A),u=1IFe(37A),u=5/Al(30A),u=9/Si,u=11 +5%surace oxide + 40%Al20 3 
bulk oxide + 5%Fe20 3 bulk oxide + lO%Alz0 31Fez0 3 bulk oxide 
Table 7.4.3: The simulation parameter for the best fit (smallest Rr",.,) for the samples 
deposited at different bias pressure environments. The bulk Oxidization was 
incorporated in the best fit. The Substrate used for T2AF AOOO was different from the 
others, that is why us; =4. 
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The simulations showing the best fit for the samples having the nominal structure, 
Fe! A1IFe deposited at different bias and pressure environments is given in figure 
7.4 .16, figure 7.4. 17, figure 7.4. 18and figure 7.4.19. Once again, the bulk and surface 
oxidation in these samples had a considerable effect, thus they were taken into account 
in the fitting of these simulations . The consideration of bulk oxidation in the simulation 
moddels of the trilayers proved to be very important. The oxides had a substantial 
effect on the specular scans collected for the trilayers. This may be explained in view of 
the fact that trilayers are more sensitive to any changes in the optical constants. Hence, 
the presence of any oxide is strongly detected. On the other hand, the trilayers usually 
don't produce Bragg peaks since they do not have a large number of interfaces for the 
X-rays to reflect off The R-factor parameter discussed earlier in chapter 5 is once 
more used here. WE experimented with numerous oxide percentages, and used the 
once that gave the lowest value for the R-factor. This typically indicates to the best fit. 
The details of the simulation parameters are given in table 7.4.4. The R-factor 
parameter is again used to determine the best fit. 
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Figure 7 A .16.: The specular intensity measured for sample T2F AFOOO (black), and 
the best-fit simulation curve (red) . The simulation parameters are given in table 7.4.4. 
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Figure 7.4.17.: The specular intensity measured for sample T2F AF200 (black), and 
the best-fit simulation curve (red). The simulation parameters are given in table 7.4.4. 
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Figure 7.4.18.: The specular intensity measured for sample T4FAFOOO (black), and 
the best-fit simulation curve (red). The simulation parameters are given in table 7.4.4. 
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Figure 7.4.19.: The specular intensity measured for sample T4FAF200 (black), and 
the best-fit simulation curve (red) . The simulation parameters are given in table 7.4.4. 
T2FAFOOO [P = 2 mTorr, Vb'" = 0.0 V J Rr•ct.,= 0.3664, thicknesS±lA, u± 0.5 A. 
30%Al(2A),u=7/F e(2SA),u=6/ Al(SOA),u=9/Fe(30A),u=9/ Al( 4A),u=6/Si,u= I I + 
40%surace oxide + S%Al20 3 bulk oxide + 20%Fe20 3 bulk oxide + S%Al20~e203 
bulk oxide 
T2FAF200 [P =2 mTorr, Vb'" = -200 V I Rr•ct.,= 0.5376, thicknesS±1A, u± 0.5 A. 
30%Al(2A),u=4/Fe(36A),u=6/ Al( 46A),u= I /Fe(34A),u= 1/ Al( 4A),u=6/Si,u= 11 + 
40%surace oxide + S%Al20 3 bulk oxide + 20%Fe20 3 bulk oxide + S%Ah03/Fe20 3 
bulk oxide 
T4FAFOOO [P = 4 mTorr, Vb'", = 0.0 V I Rr•cto,= 0.6391, thicknesS±IA, u± 0.5 A. 
30%Al(2A),u=S/Fe(28A),u=4/Al( 46A),u=9/Fe(36A),u=13/ Al( 4A),u= I /Si,u=11 + 
40%surace oxide + S%Al20 3 bulk oxide + 20%Fe20 3 bulk oxide + S%Al20 3/Fe20 3 
bulk oxide 
T4FAF200 [P =4 mTorr, Vb'" = -200 V I Rr•ct.,= 0.8107, thicknesS±IA, u± 0.5 A. 
30%Al(1 A),u=2/F e(23A),u=6/ Al( 42A),u= l /Fe(34A),u=4/ Al(SA),u= lISi,u= 11 + 
40%surace oxide + S%Al20 3 bulk oxide + 20%Fe,03 bulk oxide + S%Al20 3/Fe20 3 
bulk oxide 
Table 7.4.4: The simulation parameter for the best fit (smallest Rr•d .,) for the samples 
deposited at different bias pressure environments the bulk oxidization, was 
incorporated in the best fit. 
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In conclusion, all the different fi ts are summarised below in table 7.4. 5. The table gives 
the different deposition conditions, and the different layer roughnesses used. 
Samples uSwf-±0.5 A UFo± 0.5 A uA,±0.5 A Deposition conditions 
FeAl-60 11 15 7.5 P=2mTorr, Vb=O.O V 
FeAl-63 8 8 4 P=2mTorr, Vb=-200 V 
FeAl-65 7 4 4 P=2mTorr, Vb=-400 V 
FeAl-84 5 5 7 P=4mTorr, Vb=O.O V 
FeAl-80 4 4 6 P=4mTorr, Vb=-200 V 
FeAl-82 4 4 5 P=4mTorr, Vb=-400 V 
T2AFAOOO 9 15 9 P=2mTorr, Vb=O.O V 
T2AFA200 2 6 2 P=2mTorr, Vb=-200 V 
T4AFAOOO 7 7 7 P=4mTorr, Vb=O.O V 
T4AFA200 1 5 I P=4mTorr, Vb=-200 V 
T2FAFOOO 7 6 9 P=2mTorr, Vb=O.O V 
T2FAF200 4 6 1 P=2mTorr, Vb=-200 V 
T4FAFOOO 5 4 9 P=4mTorr, Vb=O.O V 
T4FAF200 2 6 I P=4mTorr, Vb=-200 V 
Table 7.4.5: The simulation parameters for the respective samples for the top surface 
roughness of each of samples, the roughness of the iron layers, and the roughness of 
the aluminum layers. 
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7.S. Auger electron spectroscopy measurements (AES). 
The chemical composition as a function of depth has been inspected by sputter depth 
proflling for a number of my samples. AES was performed on a selection of 
multilayers. The incident electron energy was 3 x ]03 e V, and the electron current was 
about 0.7flA. The spot size created was almost 100flm in diameter. The measurements 
were conducted in a vacuum better than \0-8 Torr. Argon ions (Ar) were used for 
etching the surface of the sample so as to carry out depth profiling. The Argon ions 
had an average energy of 3keV, and current density of about 7S f,lAcm-2 For 
quantification, the Fe 703 eV, AJ 68 eV, and Si 92 eV Auger transition peaks were 
used. Oxygen was quantified by comparison with FeZ0 3. The AES transitions (from 
the Handbook of Auger Electron Spectroscopy) for the required samples are given in 
the appendix 2. 
The AES result of the work done on the multilayers is summarised in the figure 7.5.1 
below. As expected, iron and aluminum concentrations assume approximately constant 
values throughout the film. Biasing of the multilayer samples seems to suppress the 
level of oxidation throughout the films. This is self evident in the figure . It is 
particularly noticeable if we compare samples FeAJ84 and FeAJ80, which were 
deposited at higher pressure (P = 4 mTorr) . This is a welcomed sign that once again 
confirms the success of the biasing method. The suppression of the oxide levels in the 
films could be accredited to densification of the microstructure and a decline in the 
surface roughness. It is observed that the only contamination in the samples beside the 
oxygen is an extremely trivial amount of surface carbon. It is too insignificant to plot, 
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and is almost certainly from the atmosphere in view of the fact that its presence is only 
confined to the surface region 
It would not be unreasonable to assume that some of the work reported by others 
could contain amounts of undiscovered contaminating oxygen. We were successful in 
detecting the presence of oxygen due to the rigorous methods used in our sample 
analysis. A closer look at the surface oxide layer reveals that the surface oxygen in the 
samples that have been deposited with applied bias drop more rapidly than in the 
samples that have been deposited without applied bias. This may indicate a reduced 
surface area over which the oxygen can form, hence a more rapid fall in surface oxide 
levels. The reduced surface area may be due to densification of the layers. It would not 
be irrational to assume that reduced surface oxidation can drive down the level of 
surface roughness. This is yet more proof suggesting a reduction in surface roughness . 
The thickness of the top oxide surface layer is calculated from figure 7.5.2, and is 
roughly fo und to range from about 15 A to 23 A (when the presence of surface oxygen 
drops to about half its maximum initial value) . The thickness of the surface oxide layer 
lays within the limits of the expected values. 
Although the data has been collected with respect to etch time, the results in figure 
7.5.2, have been presented with respect to the depth from the top surface. This was 
easily done by converting the etch time values into simpler to understand depth levels 
using the procedure which will shortly be discussed. 
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Figure 7.5.1.; Auger electron spectroscopy measurements on selected multilayers. 
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Figure 7.5.2: A blown up view of the Auger electron spectroscopy data for the 
multilayers showing the percentage composition on surface oxide per sample. FeAl-
60(p=2mTorr,Vb=O.OV),FeAl-63(p=2mTorr,Vb=-200V),FeAl-84(p=4mTorr,Vb=O.OV), 
F eAl-80(p=4m Torr, V b=-200V) 
The point at which the silicon intensity rises to half its maximum approximates the 
position of the substrate. By making some simple assumptions, and using the time to 
depth conversion formula, an estimated value of film thickness can be derived . If we 
assume that the etch rate for iron, and a1uminum is the same, and that the total depths 
ofthe multilayers lay within an acceptable range to the modelled depth found by X-ray 
deposition, see tables 7.4.1 - 7.4.4, Then the etch rate can be found using the formula, 
(7.1) 
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where, f, is the etch rate, S , is the sputter yield (S Fo,Al - 1.5), j is the ion current 
density (in Alcm2) , M x is the molecular weight, px is the density, NA is Avogadros 
number, and e is the charge. It is worth mentioning that the sputter yield, S ,'- is the 
number of atoms/molecules ejected from a surface per incident ion. It depends upon 
the ion type, ion energy, and ion incident angle. Ar+ with energy - 3 x 103 eV at 60° 
incident angle to the normal was used. It is found that the total depths of the 
multilayers derived from the simulated X-ray diffraction models divided by the value at 
which the silicon concentration rises to half its maximum approximately gives the etch 
rate. 
SAMPLES X-ray data Etch rate 
FeAl-60 - 1403 A - 1.34 As·1 
FeAl-63 - 1264 A - 1.24 As·1 
FeAl-84 - 1440 A - 1.30 As" 
FeAl-80 - 1117A - 1.3 I As" 
Table7.5.L: the total depths of the multilayers as found by using the modeled 
simulation for X-ray diffraction, and the approximated etch rates found . The average 
etch rate value - 1.3 As· l It is obvious that the small differences are due to errors is 
measurements, and depth profiling. 
The calculated values of the etch rate is given in table 7.5. l. As can be seen, the 
estimated values form the etch rate slightly differ from one another. The systematic 
differences lay within the expectable experimental error range. The differences may be 
due to the integration of the a portion of the surface part of the silicon in the AES 
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calculations or to errors in measurements, and depth profiling. The average value 
found for the etch rate is around 1.3 As-1 
Even though, in principle it is very difficult for the Auger electron spectroscopy 
method to resolve individual sample layers, WE administered high-resolution AES 
scans using a very small etching time (8 Sec.), and to my astonishment, WE managed 
to resolve the individual alternating iron and a1uminum layers for the biased samples. 
These results are presented in figure 7.5.3. The samples that were deposited without 
applied bias show random distribution, with no significant resolved layer arrangements. 
Conversely, the samples that have been deposited with applied bias show a weIl-
behaved formation, with the individual layers literally resolved. This is demonstrated by 
the alternatively rising and falling iron and a1uminum peaks that represents the layer by 
layer structure formation. This is solid proof that our method of applying bias to a 
growing Fe/ AJ multilayer film helps to rectify and improve the layer formation, by 
reducing intermixing and lowering the interfacial and surface roughness of the sample. 
This agrees quite will with our previous findings . 
A closer look exposes the peaks as being slightly out of phase. This may be evidence 
pointing to inter-diffusion at the boundaries. It could also be due to the fact that the 
Fe/AJ interfaces (Fe deposited on AJ) have wider intermixing zones than the AJ/Fe 
interfaces (AJ deposited on Fe). Fortunately, the samples that have been deposited 
without applied bias show even bigger out of phase patterns. Therefore, we may safely 
assume that the samples that were deposited with the applied bias posses lower levels 
of inter-diffusion at the interfacial boundaries. To sum up, the inter-diffusion seems to 
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be suppressed with applied bias, and consequently the layers could be resolved more 
easily. 
We also observe that iron and aluminum are constantly present throughout the scan. 
This is a signal that may possibly indicates the presence of continuos inter-diffusions 
throughout the layers, but than again, it could just as well be due to poor depth 
resolution of the layer or the low rate of sampling points. We also notice that the 
percent compositions of the layers are dominantly made up of iron. Perhaps, this is 
again due to a poor depth resolution, or a higher sensitivity of AES to iron. 
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Figure 7.5.3: A zoom In view of the Auger electron spectroscopy data for the 
multilayers produced at an etch time of8 Sec. Note that, 
F eAl-60(p=2mTorr, V b=O. OV),FeAl-63(p=2mTorr, V b=-200V), 
F eAl-84(p=4mTorr, V b=O. OV), F eAl-80(p=4mTorr, V b=-200V) 
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Applying our knowledge of the etch rate to the previous results, a percent composition 
to depth profile was calculated and plotted as in figure 7.5.4. The vertical lines drawn 
represent the approximate location of the interfacial boundaries. Obviously, the 
boundaries will not be sharp edges, given the presence of surface roughness in addition 
to the inter-diffusion. Depth resolution reveals that the interfaces between iron and 
aluminum extends into the interlayer regions. A rough estimate for the interfacial 
thickness would be about 15 A. It is well established that aluminum and iron tend to 
form alloys [7.5.1, 7.5.2]. Hence, the boundary region is bound to consist of alloyed 
iron with aluminum. The quantification of the exact layer thickness has proved to be 
difficult. Instead, approximate average values for the layer thicknesses were deduced. 
The values appear on the figures . Fortunately, these values seem to agree quite will 
with the values obtained from the simulation moddels of X-ray reflectivity experiments. 
They lay within the limit of about 10% from the obtained values. 
Another glimpse of the figures shows that the interfacial width of the samples, which 
have been deposited with an applied bias is smaller than the other samples. Generally, 
the width of these interfaces do not exceed 15 A, which lays within the limits found by 
others [7.5.1], And so, one may be forgiven for thinking that the inter-mixing in the 
biased samples is mostly due to chemical alloying. 
Correlation between the multilayer constituencies could be established, Seeing that the 
percentage composition of iron decreases as the percentage composition of aluminum 
increases. oxygen seems to be tied in some way to aluminum because the percentage 
composition of oxygen also increases with increasing aluminum. This suggests that the 
bulk oxidation was greatest in the layers with high aluminum concentrations. The 
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increased bulk oxidation in our samples is probably due to the high reactivity of 
alurninum to oxygen. This assumption works out quite will, and is consistent with the 
models worked out for the X-ray diffraction results. In the trilayer models, most of the 
bulk oxidation was linked to aluminum as Ab 0 3. 
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Figure 7.5.4: A blow-up view of the Auger electron spectroscopy data for the biased 
multilayers with respect to depth. The approximate layer thickness is calculated. 
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Most of the oxygen present throughout the multilayers may have been incorporated 
during deposition. Even though, a base-pressure of the order of 10-7 Torr was used, an 
attached mass spectrometer still recorded peaks at masses 17 and 18. This would 
indicate the presence of water in the chamber, which is likely to be the main contributor 
to the bulk oxide observed. Auger electron spectroscopy is unable to detect hydrogen, 
and so we were incapable of conclusively determining if the oxygen signals originated 
from oxygen or buried water in the muItilayers. 
A closer inspection of one of the samples (FeAl-60, Vb =OV, P=2mTorr) was 
performed. The Auger electron spectroscopy scan of the top surface layer studied is 
given in figure 7.5.5. As we can see, the oxygen transitions of 475eV, 490eV, and 
510eV are clearly marked. The AhO, transitions of 35eV, and 51 eV are again clearly 
marked (Chemical shifts indicating that AI is oxidised). The AI transitions at 68 eV, and 
1396 eV are not present. The Fe transitions at 47eV, and 703eV are missing. This 
means that any surface oxide present must be associated with a1uminum, because there 
is no iron present. In other word, all of the oxidation on the surface is mainly oxidised 
aluminum. We can also notice a small C notch that appears on the surface scan at the 
carbon transitions of 272eV, but immediately disappears as we scan deeper into the 
sample. 
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Figure 7.5.5.: Auger electron spectroscopy scan of the top surface layer for the 
unbiased FeAl·60 sample deposited at P = 2 mTorr. Blown up view of the Fe20 3 and 
the oxygen parts of the spectrum is shown. FeAl-60(p=2mTorr,Vb=0.OV). 
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Figure 7.5.6.: Auger electron spectroscopy scan of an Fe layer for the unbiased FeAl-
60 sample deposited at P = 2 mTorr. Blown up view of the two main Fe parts of the 
spectrum is shown. FeAl-60(p=2mTorr,Vb=0.OV). 
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Figure 7.5.7.: Auger electron spectroscopy scan of an AI layer for the unbiased F eAI-
60 sample deposited at P = 2 mTorr. Blown up view of the two main Fe parts of the 
spectrum is shown. FeAI-60(p=2mTorr,Vb=0.OV). 
Again a close examination of one of the samples (FeAI-60, Vb =OV, P=2mTorr) was 
performed. The Auger electron spectroscopy scan of one of the iron inner layers is 
given in figure 7.5.6. This time, the oxygen transitions of 475eV, 490eV, and 510eV 
have vanished. So have the AI20 3 transitions of 35eV, and 51 eV. Even the AI 
transitions at 68 eV, and 1396 eV cannot be seen. The Fe transitions at 47eV, and 
703eV clearly marked. This is strong evidence that iron is present in its elemental form. 
This means that we have a definite Fe layer in the sample. As mentioned previously, 
there is no trace of Carbon (transitions of 272eV) in the bulk of the sample. That is to 
say, the carbon previously detected is simply surface carbon. 
Once more, a close examination of the same sample (FeAI-60, Vb =OV, P=2mTorr) 
was performed. The Auger electron spectroscopy scan of one of the aluminum inner 
193 
layers is given in figure 7.5.7. The AI transitions at 68 e V, and 13 96 e V appear, but 
they are not so prominent. This could be due to it low concentration level. We can also 
see evidence of Fe transitions at 47eV, and 703eV, although in lower intensities. This 
suggests that iron is present in its elemental form. Obviously, this is a boundary layer 
with inter-mixing stage. Locating the boundaries in the unbiased samples was simpler 
due to the nature and size of the boundaries. 
In conclusion, The beneficial effects of biasing the Fe/AI multilayer samples during the 
course of deposition have been clearly presented. Auger electron spectroscopy has 
proven to be valuable in determining chemical composition of the samples as a function 
of depth when profiled by depth sputtering. 
7.6. Medium energy ion scattering (MEIS) results. 
The MEIS facility at the SRS, Laboratory was used to carry out the following 
measurements. A series of samples were picked and tested to represent the different 
deposition conditions of low, and high bias, and also the two depositing pressure 
extremes. Our samples are mainly amorphous, or poly-crystalline (with a lot of grain-
boundaries), hence WE did not prepare to see any channelling effects. All the MEIS 
experiments reported in this chapter were executed using the random directions 
alignment geometry, and performed in the transition energy resolution mode. The 
incident and scattering angles were, 45°, and 90° respectively. He+ ions were used at 
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an incident energy of 100 ke V. The ions are detected in an angular spread of 240 with 
energies in an energy window of around 1. 4 ke V, and applied voltages of roughly ± 
2.25 kV. Since I was only allocated three working days on the MEIS facility (the first 
day was lost because the system was down), time was limited, and we could not make 
full use of some of the facilities in the preparation chamber. 
-
- -
Figure 7.6.1.: A 20 view of a part of the energy spectrum. The angular spread 
window is24° with an energy window of around 1.4 keY. 
, - - ~- .. .>' •• 
AI 
Rn 
Fe 
~ 
~ AI 
~ 
~ 
~ Si 
>-
. ~ 
.~ f cs i '" co ID 1l c ~l 60 = ) 
Nominal SlnlCture for T .cAFAOOO 
00 90 100 
Figure 7.6.2.: A 2D MEIS figure of the T4AFAOOO sample exhibiting He+ scattering 
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The data is extracted in separate tiles format like the one given in Figure 7.6.1. After 
collecting an assortment of tiles "energy windows" representing the whole range of 
sample depths, the tiles are tiled (bunched) together to produce a 2D energy-emission 
versus angle map containing raw data as shown in figure 7.6.2, and 7.6.3 . Three scales 
represent this data. A scale that is perpendicular to the page with a colour key 
representing the yield of scattered ions detected. The other two scales are the energy 
of scattered ions E, and the scattering angle. Typically, when a light ion elastically 
collides with a heavier atom, it will scatter without loosing much of it initial energy, 
but if the collisions occurs with a lighter atom, the atom recoils, and the ions losses a 
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greater portion of its energy. In a yield versus energy graph, the high counts points 
indicate the detection of scattered ions with large energies, signifYing that the ions may 
have scattered off bigger atoms or that the ions did not loss most of it's energy due to 
multiple scatterings. The slope between the scattering energy and the scattering angle 
can approximately reveal the mass of each different element. Ai; the mass of the 
element increases, it is expected that the slope decreases . This is due to the mass 
dependence on the kinematics factor K. Two main spectrums can be produced from 
the raw data collected. The first is the yield versus varying energy. The second is the 
yield versus the varying trajectory angles to the surface. In our work WE are only 
interested in one spectrum (the energy spectrum), in view of the fact that the samples 
used are non crystalline, and that the angular spectrum will most likely not show any 
channeling effects. The energy spectrums are produced by re-plotting the data in a very 
small linear angle range as a function of yield versus energy. Unlike the spectrums 
taken at a specific angular direction, the areas under the peaks in the random spectrum 
directly symbolises the approximate amount of the element in the sample. After 
plotting the energy spectrums that have been obtained from the samples 2D maps, WE 
try and moddel the data to produce a very close approximation of the true sample 
formation . 
The simulations of the energy spectrums obtained for the multilayers are shown in 
figure 7.6.4, and for the trilayers in figure 7.6.5, and figure 7.6.6. The effect of energy 
straggling can be seen by Gaussian distribution spreading of the energy peaks (non-
discrete energy peak). By observing figure 7.6.4, one can immediately notice a 
patterned structure with repeated energy peaks for the samples that have been 
deposited with applied bias. As expected, the MEIS technique was successful in 
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resolving the individual alternating iron layers for the multilayers deposited with 
applied bias. This was anticipated since the biased sample were expected to have better 
layer quality with reduced intermixing, and less interfacial roughness. On the other 
hand, the samples that were deposited without applied bias demonstrate an un-behaved 
distribution, with no significant resolved layer arrangements. This is additional prove 
that our method of applying bias to a growing Fe/AJ multilayer films help to rectifY and 
improve the layer formation, by reducing intermixing and lowering the interfacial and 
surface roughness of the sample. This is consistent with all our previous findings . The 
layer-by-Iayer structure can be followed deep into the bulk of the film, yet again 
indicating a well-behaved multilayer formation in the multilayers . 
The different constituents of the samples are shown in figures . Due to time constraints, 
only the top parts of the multilayer samples have been scanned. Evidently, the trilayers 
are much thinner and have been scanned all the way through. The peaks representing 
the different atomic elements have been clearly marked on the energy spectrums. 
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Using the knowledge goverrung the scattering of ions, many sirnulations were 
performed to produce a best fit to the experimental data. These simulations were 
performed using a computer routine written by P. Bailey at the CLRC Daresbury 
laboratory. The best fits have been clearly pointed out in the figures. The information 
about the depth content and structure IS approximated from the modelled depth profile 
in the graphic format seen in figure 7.6.7, figure7 .6.8, and figure 7.6.9. The 
composition for oxygen, iron, and alurninum has been presented in a normalized 
fashion. The models for the samples deposited without applied bias show large areas of 
intermixing and awful layer structures. In contrast, The samples deposited with applied 
bias demonstrate better layer structures, with reduced intermixing. 
It is also observed that the oxygen levels demonstrated are not consistent with the 
levels found from AES measurements. Since MEIS is insensitive to light elements such 
as oxygen, I believe the AES can be better trusted. Hence, the levels of oxygen seen in 
the MEIS simulations are probably higher than what they really are. The presence of 
limited amounts of alurninum in the iron layers, and limited amounts of iron in the 
alurninum layer seems to indicate some sort of rnigrational effect taking place. This is 
even more obvious if figure 7.6.10 is studied. If time allowed, this could have been 
better investigated by MEIS. Annealing the samples at different temperatures may have 
provided useful information about its behavior. 
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Since the interfacial roughness is not clearly detected, we can' t tie the improved layer 
formation directly to it. Nevertheless, it is very obvious that the intermixing zones for 
the unbiased samples are significantly wider than for the samples deposited with 
applied bias. This may indirectly lead to reduced interfacial roughness. Although the 
biased samples have thinner intermixing regions, the interfaces are not sharp, but 
extend into the layer regions. It is also apparent from the figures that the Fel AI (Fe 
deposited on AI) interfaces posses considerably larger intermixing zones than the AlIFe 
(AI deposited on Fe) interfaces. It is not easy to estimate the width of the interfaces, 
but they can be approximated to range from 8A to about 15A. The models have been 
developed on intelligent approximations based on the best fit, and can't provide 
absolute values. The values obtained fits well with reported work. 
A closer look to demonstrate the differences between the layer formations and an 
intermixing boundary zones is given in figure 7.6.10. Sample FeAl-63 was picked 
because of it well-behaved layer structure formation. The intermixing zones and the 
layer formations have been clearly marked. lmrnediately, one tries to compare between 
the results obtained from MEIS in figure 7.6.10, and the results obtained earlier for 
AES in figure 7.5.4, and eventually tie them with the earlier results obtained from the 
X-ray diffraction models. The only question would be where does one draw the line 
between the different layers and interfaces? If the intermixing zones are divided evenly 
between the layer formation in MEIS, we find the top Fe layer has an approximate 
thickness of 40A, and the AI layer has an approximate thickness of21A. This fits quite 
will with the previously calculated values obtained from X-ray diffraction data, and 
AES . As a cautious scientist, WE would rather say that my results are close and that 
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they lay within the predicted error range. The same conclusions are applicable for all 
my multilayers. 
Now, let' s have a closer look at the trilayers. Again, the same question remains, where 
to put the dividing line? If a similar analogy is used, and WE divide the intermixing 
zones between the layer formation. WE can obtain rough approximation of the tIilayer 
structures with the layer thicknesses. The layered structure parameters for the trilayers 
are given in table 7.6.1, and 7.6.2. Obviously, the multilayers are not presented here 
because they were not scanned all the way through. From the results, it is clear that the 
parameters approximate in MEIS have close resemblances to the fitted data obtained 
earlier from the X-ray diffraction experiments. It is safe to say that they lay within 
reasonable limits of each other. 
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Figure 7,6.10: An illustration of the differences between the layer formations and an 
intermixing boundary zones, 
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WE can also see the thinning effect on the deposited layers when bias is applied during 
the deposition process. Despite the fact that the MEIS technique is in principle not 
very sensitive to light elements such as oxygen, the existence of oxygen throughout the 
bulk of the samples is quite evident. The increased raise of oxygen at the bottom of the 
trilayers seen in figures 76.8, and 7.6.9, is simply silicon oxide on the surface of the Si 
substrate. From the figures, an increased presence of oxygen at the inter-faces is 
clearly observed. This is probably due to the short time interval present between the 
end of depositing of one element to the start of the deposition of the other element in 
which the shutter systems eclipses off both magnetrons. During this small period of 
time, the surface of the last deposited material reacts with any oxygen present in the 
chamber, hence the upsurge of oxygen in the boundary areas . 
T2AFAOOO [P = 2 mTorr, Vb;", = 0.0 V] / Fe(JOA)/AJ(40A)/Fe(40A)/AJ(40A)/Si 
T2AFAlOO [P = 2 mTorr, Vb;" = -200 V] / AJ(37.SA)IFe(37.SA)lAJ(30A)/Si 
T4AFAOOO [P = 2 mTorr, Vb;", = 0.0 V I / AJ(3SA)/Fe(37.5A)/AJ(33SA)/Si 
T4AFA200 [P = 2 mTorr, Vb;" = -200 V]I AJ(32.SA)/Fe(3SA)/AJ(30A)/Si 
Table 7.6.1: The modelled depth profile simulation parameters for the samples 
deposited at different bias and pressure environments. The values are approximated, 
and lay within the expected range. 
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T2FAFOOO [ p = 2 mTorr, Vb;~ = 0.0 v I / Fe(288A)/ Al(504A)/Fe(288A)/Si 
T2FAF200 [P = 2 mTorr, Vb;., = -200 V J / Fe(36A)/AI(468A)/Fe(324A)/Si 
T4FAFOOO [P = 4 mTorr, Vb;., = 0.0 V J / Fe(288A)/AI(468A)/Fe(36A)/Si 
T4FAF200 [P = 4 mTorr, Vb;" = -200 V J / Fe(252A)/AI(396A)/Fe(36A)/Si 
Table 7.6.2.: The simulation modelled depth profile parameters for the samples 
deposited at different bias and pressure environments. The values are approximated, 
and lay within the expected range. 
7.7. Summary and discussion. 
In this work WE tried to test and modifY the aluminum-iron interfaces using ion-
assisted magnetron deposition. WE have shown that the concurrent bombardment of 
the growing film with low energy (- 200 eV) Ar ions can reduce intermixing of Fe and 
AI and help maintain the multilayer structure. The production of Fe/AI multilayers 
structures is complicated by the readiness of Fe and AI to form inter-metallic 
compounds. There has been a recent upsurge in publications dealing with the 
characterisation of diffusion and intermixing in these systems. A variety of methods 
have been applied including Mossbauer and Rutherford backscattering [7.7.1], XAFS 
[7.7.2] and TEM [7.7.3]. The studies have found that the precise nature of the 
intermixing and compound formation is sensitively dependent upon the details of the 
deposition process. Depth resolution analysis showed that sharp Fe/AI or AllFe 
interfaces were not present. As with others, WE detected extended interlayer regions 
209 
at the interfaces. If WE compare our results with the results found usmg XAFS 
[7.5.1), WE find that the average regions of intermixing in our samples is about ISA, 
while 20A was found by XAFS for PLD deposited AlIFe multilayers, which is in close 
approximation to our results. WE also established that the Fe/ Al interfaces have 
significantly wider intermixing zones than that of the AlIF e interfaces, which agrees 
quite well with other reported work. 
Measurements on the samples were conducted using grazing incident X-ray reflectivity 
(GIXR) on station 2.3 at the SRS. SIZS scans were collected from both samples using 
X-rays of wavelength 1.3A. The X-ray reflectivity from the multilayers that were 
grown with ion assistance differs from the multilayers grown unassisted in two 
qualitative ways. The first is that the Bragg angles are displaced to higher angle, 
indicating that ion assistance reduces the layer thickness, by re-sputtering and/or 
densification. The second is that the reflectivity of the ion-assisted multilayer is 
approximately an order of magnitude greater than that of the unassisted multilayer 
indicating a film with less roughness. It is important to note that there are still Bragg 
peaks produced by the multilayer grown without ion assistance indicating that although 
the layer by layer structure has broken down at the top of the stack, as evidenced by 
the real space techniques, it still exists some distance subsurface. 
The AES depth profiling work collected by sputtering slowly through the surface of 
the multilayers showed that in the profiles for the samples deposited without ion 
assistance their is little structure in the surface region except for a small surface 
enhancement of Al . The depth profiles through the multilayers grown with ion 
assistance, however, show stronger structures with a clear peakings of the iron signals 
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for etch times up to 40 minutes and corresponding dips in the AI signals. For greater 
depths, the statistical nature of the sputtering, ion induced intermixing and non-flat 
crater floor reduce the depth resolution to a level where individual layers cannot be 
resolved at large depths. The AES depth profile contains strong evidence that the use 
of ion assistance has maintained more dearly defined Fe and AI layers throughout the 
multilayer either by reducing accumulated roughness or by suppressing inter-diffusion. 
This implication is confirmed by a MEIS depth profile collected using 100 ke V He ions 
at the national MEIS facility at Daresbury. The data figures show the depth profile of 
the Fe alone from the surface of both multilayers. The Fe signal is isolated from that of 
the AI or Si by energy analysis of the scattered He ions as those scattering from Fe 
atoms lose less energy in the elastic collision than those scattering from lighter 
elements. There is a further continuous inelastic contribution to the energy loss that 
increases with increasing path length in the solid, which makes it possible to map the 
energy spectrum onto a depth profile of composition. In the multilayer figures, the 
existence of well-defined Fe layers at the top of the multilayer grown with ion 
assistance can be seen clearly. In the multilayer that was grown without ion assistance, 
however, the Fe layers are less well defined implying that the layer-by-Iayer structure 
has broken down by the top of the multilayer stack. 
WE also came to the conclusion that the amounts of bulk oxygen present in the 
multilayers detected by MEIS are probably higher than the real amounts present. This 
was confirmed by the AES analysis. The reason for this discrepancy is the lack of 
sensitivity ofMEIS to oxygen. 
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CHAPTER EIGHT 
Final Conclusions, and Discussions 
8.1. Introduction. 
Our work was mainly concerned with studying the metal-metal interfaces that were 
deposited using pulsed laser deposition and ion-assisted rnagnetron deposition. WE 
investigated the effects and modifications caused by the energetic deposition of many 
layer formations. Two types of metal-metal interfaces were deposited. The first was 
CulCo in the form ofbilayers, and multilayers. The second was Fe/AI in the form of 
trilayers and multilayers. During the course of this project WE arrived at several basic 
conclusions. 
8.2. Pulsed laser deposition. 
WE investigated the use of a newly commissioned pulse laser deposition system in the 
production of CulCo multilayers. The pulse energy of the Nd: YAG-laser is controlled 
in order to regulate the ablation conditions and film growth regime. The number of 
laser pulses per layer successfully controlled the thickness of each layer. Optimising the 
laser pulses energy did not bring about any significant improvement in the layer quality. 
It seems that increased species energy has undesirable effects in two different 
capacities. Firstly, The high-energy species impinging on the substrate may penetrate 
the formerly deposited layers and may spoil the layered structure; hence it induces 
intermixing and increases the interfacial roughness. Secondly, their ability to spatter 
droplets from the growing film surface is greatly enhanced. WE have detected a large 
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presence of droplets on the surfaces of the myltilayers. The presence of these droplets 
on the layer boundaries may contribute to the overall interfacial roughness. 
The presence of droplets was very limited (less than 10%), and our samples showed 
signs of good layered structure. This .was evident from the X-ray reflectivity data 
collected. Strong first order Bragg peaks suggests low level of interfacial roughness. 
Unfortunately, the absence of higher order Bragg peaks suggests that even though the 
level of interfacial roughness is low, it is still not low enough. In other word, the 
smoother the interfacial surfaces are, the more reflective they will be. This leads to an 
increase in the over all intensity, and the emergence of higher order Bragg peaks. A 
second order Bragg peak was barely detected in sample CCM-509 deposited at an 
average power of 405 mW. This sample also had the most intense Kiessig fringe 
patterns. These observations indicate that this sample has the best layer structure. The 
simulation conducted strongly backs up this claim. 
The offset specular scans conducted proved that although moderate interfacial 
roughness exists, The overall multilayer quality is still good. This was very evident 
because the Bragg peaks could still be seen, even though the offset in some cases was 
over 1°. This also means that a great deal of the roughness present is correlated. The 
work done with the rocking curves seems to indicate that the interfacial roughness may 
not be as large as previously indicated, and that the surface roughness is a major 
contributor to the detected roughness. This was realised by running the scan at the 
specular peak positions, and at smaller glancing angles. Unfortunately, WE had no way 
of quantifYing this result due to the inability to use rocking curve modeling software. 
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Data collected by, AES, SEM, and AFM help determine the close approximations 
between our results. 
From all the information gathered, WE came to the conclusion that in order to produce 
films of high quality, lower laser pulse <energies must be used, and if attainable the layer 
thickness should be increased to the maximum possible level. The film quality could 
also be improved if a practical method was invented to reduce the number of droplets. 
8.3. Ion-assisted Magnetron deposition. 
In this work WE conducted an investigation of the effectiveness of ion-assisted 
deposition in the production of Fe/AI multilayers. The readiness of Fe and AI to form 
inter-metallic compounds complicated their multilayer structures. This has been greatly 
researched. It was found that the precise nature of the intermixing and compound 
formation depends sensitively upon the details of the deposition process. WE have 
shown that the conformal roughness in metallic multilayers can be suppressed by the 
use of biased magnetron deposition. The ability of the modified magnetron to control 
the energy of substrate particle bombardment has been demonstrated. This effectively 
allowed the use of the unbalanced magnetron as a separate plasma and deposition 
source with out varying the magnetron power source. 
The interfacial structures of the samples were probed with X-ray reflectivity techniques 
by measuring the specular and diffusely scattered intensities. The X-ray reflectivities 
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from the multilayers that were grown with ion assistance differ from the unassisted 
multilayer in two qualitative ways. The first is that the Bragg angles are displaced to 
higher angle, indicating that ion assistance reduces the layer thickness, by re-sputtering 
and/or densification. The second is that the reflectivities from the ion-assisted 
multilayers are approximately an order of magnitude greater than the unassisted 
multilayers indicating a film with less roughness. 
It is important to note that there are still Bragg peaks produced by the multilayer 
grown without ion assistance indicating that although the layer by layer structure has 
broken down at the top of the stack, as evidenced by the real space techniques, it still 
exists some distance subsurface. 
Depth profiling techniques such as the use of Auger electron spectroscopy (AES) and 
medium energy ion scattering (MEIS), were usefull tools in the investigating the 
composition of the samples. They complemented the information gathered using 
grazing incidence X-ray reflectivity, and unearthed the presence of bulk oxide 
throughout the Fe! AI samples. 
Auger electron spectroscopy depth profile shows that the Fe/AI multilayers grown with 
ion assistance have stronger structure with a clear peaking of the iron signal, and a 
corresponding dip in the AI signal. For greater depths, the statistical nature of the 
sputtering, ion induced intennixing and non-flat crater floor reduce the depth 
resolution to a level where individual layers cannot be resolved. The AES depth profile 
contains strong evidence that the use of ion assistance has maintained more clearly 
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defined Fe imd AI layers throughout the multilayer either by reducing accumulated 
roughness or by suppressing inter-diffusion. 
This implication is confirmed by the MEIS depth profiles collected using 100 ke V He 
ions at the national MEIS facility at D!lfesbury. The depth profile only showed the Fe 
peaks at the surface of the energy scans. The Fe signal is isolated from that of the AI or 
Si by energy analysis of the scattered He ions. The existence of the well-defined Fe 
layers at the top of the multilayer grown with ion assistance can be seen clearly. In the 
multilayers that were grown without ion assistance, however, the Fe layers are less 
well defined implying that the layer-by-Iayer structure has broken down by the top of 
the multilayer stack. 
In conclusion, the Fe/AI and Cu/Co layers deposited with this unbalanced magnetron 
system showed good quality layers. The layer quality was greatly enhanced when a bias 
was applied during the deposition stages. It has been shown that the concurrent 
bombardment of the growing film with low energy (-200 eV) Ar ions reduces 
intermixing of Fe and AI and helps maintain the multilayer structure. Increasing the 
flux, by using higher deposition pressures seems to be more effective when larger bias 
is applied. It was found that the interfacial roughness depends mostly on the ion 
energy, and the flux applied during growth. 
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Appendices: 
Apendix 1: 
Tables of deposited samples profiles. 
This is a list of all the deposited samples. 
Note that a is the roughness, P is the number of pulses, p", is the avrage power in mW. 
Chapter 5. 
The nominal structure of the bilayers is' 
Cu(x A) I Co(x A) I Si 
The deposition condition for each sample is, 
BB1I501 
p=8mTorr,Vb=-SOV, 
BB2/501 
p=8mTorr,Vb=-SOV, 
BB1I2001 
p=8mTorr,Vb=-200V, 
BB2I2001 
p=8mTorr, Vb=-200V, 
Chapter 6. 
The nominal structure of the multilayers is 
Si/Fe(x P)/[Co(x P)/Cu(x P)hslCo(x P)lFe(x P) 
The deposition condition for each sample is, 
CCM-5091 
p", = 40S, Fe(684P)/[Co(780P)lCu(1380P)] 18/Co(780P)/Fe(684P) 
CCM-5101 
p", = SOS, Fe(400P)/[Co( 460P)/Cu(882P)]1s1Co(460P)/Fe( 400P) 
CCM-51l1 
Pav = 60S, Fe(232P)/[Co(2S4P)/Cu(S62P)]1s1Co(2S4P)/Fe(232P) 
CCM-5121 
Pav = 60S, Fe(1000P)/[Co(1020P)/Cu(2310P)hslCo(1020P)/Fe(1000P) 
CCM-5131 
Pav = 70S, Fe(S40P)/[Co(S82P)/Cu(13S2P)hslCo(S82P)/Fe(S40P) 
CCM-5141 
Pav = 70S, Fe(1080P)/[Co(II64P)/Cu(2704P)]1s1Co(1164P)/Fe(1080P) 
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Chapter 7. 
The nominal structure of the multilayers is 
Fe(x A) / [AI(x A) / Fe(x A)].8/ AI(x A) / Si 
The nominal structure of the trilayers is 
AI(x A) / Fe(x A) / AI(x A) / Si or Fe(x A) / A1(x A) / Fe(x A) / Si 
The deposition condition for each sample is, 
FeAl-60 [P = 2 mTorr, Vbi .. = 0.0 V] 
FeAI-63 [P = 2 mTorr, Vbi .. = - 200V ] 
FeAI-65 [P = 2 mTorr, Vbi .. = - 400V ] 
FeAl-84 [P = 4 mTorr, Vbi .. = 0.0 V] 
FeAI-80 [P = 4 mTorr, Vbi .. = - 200V ] 
FeAI-82 [P = 4 mTorr, Vbi .. = - 400V ] 
T2AFAOOO [P = 2 mTorr, Vbi .. = 0.0 V] 
T2AFA200 [P =2 mTorr, Vbias = -200 V] 
T4AFAOOO [P = 2 mTorr, Vbi .. = 0.0 V] 
T4AFA200 [P =2 mTorr, Vbi .. = -200 V] 
T2FAFOOO [P = 2 mTorr, Vbi .. = 0.0 V ] 
T2FAF200 [P =2 mTorr, Vbi" = -200 V ] 
T4FAFOOO [P = 4 mTorr, Vbi .. = 0.0 V ] 
T4FAF200 [P =4 mTorr, Vbi" = -200 V] 
Appendix 2: 
Energy transitions for auger electron spectroscopy. 
The following are copies of energy transitions of Auger Electron Spectroscopy (AES) 
for some of the elements and oxide of the elements used '. 
"REF: HANDBOOK OF AUGER ELECTRON SPECTROSCOPY. 
219 
I I I I I I I 1 1 
Ep=3 keV _ 
\ 
-
x2.5 
I 
""" 
~ 
N,6 
dN f- Ar C 
-dE 
562 610 
86 591 
-
598 
703 
651 • 
-
-
47 
I 1 I I I I I I 
o 100 200 300 400 500 600 700 800 900 1000 
ELECTRON ENERGY, eV 
_____________________________________________ 0'-."'-"'1-'""-Ir-,," __ ' --,C-,-,' r'r'TJ?('Ir"-llrc; '~lnll<::Tnl::::: ; ~ 
---, 
, I I , I , I) I , , 
Ep =3 keV 
L f-
-
! ' x2.5 .JJo x20 
""" 
. 
. 
f- . 
-
Jj Jv ,AA '.A.< ~ ~ ~ i , A ,.. 'I~VVV'y-'rrv -~ 84 v Ar C -', 1329 I dN 0 , 
-dE 
, 
"':,L, 
. 
. ' 
1380 
-I 
I 
- . 
.:... 
68 -
• 
• 
, f- 1396 -
... 
Cl) 
.J I I I I I 
.( ( I I J 
0 100 200 300 400 500 600 // 1200 1300 1400 1500 
ELECTRON ENERGY, eV 
I ",IV<."',,....,,, r. r,......,...r."''' .... ,... "" ... ".-T",-.,r" .~ 
I I I I I I 7, I I I I I 
AI 20 3 
j Ep=3 keV f- AI 0 AI -
I ~ rA -., r-"-.. 
I 
.. x8 ... x4 ... ... x16 I .... , ~ r 
I I- -
, 
i 
I 
i dN ~ f\ --.~ ; dE l- t.. .., 'V' I r-/ , 1467 I I 0' F 1355 
.I J 
'V I( ,- 1327 I , 
I 
-
I I- A, 
I 35 
I 
I , 
I 
; 
I 
i I- -I 1378 I 
I 
I 51 
I t- -
I 
I 
(D 
I 
I 
I I I , I I ' (<- .J. .J. -.l I I 11 150C I I 0 100 200 300 400 500 1100 1200 1300 1400 
I I ElECTRON ENERGY, eV 
, 
I PI,v<::lrlll r"' rrTr>"~I.rc: 1~11'IIC:Tn\"~ ~7 
dN 
dE 
o 
xl 
fP 
107 
92 
• 
100 
Ar 
200 300 400 
xlO 
o 
500 
ELECTRON ENERGY, eV 
x20 
151//1543 
1525 1583 
1561 
1500 
1601 
1619 
.... 
1600 1700 
; 
11 
~ 
, -
tr 
!~-, . 
; 
; 
dN 
dE 
HANDBOOK OF AUGER ELECTRON SPECTADSCDPY 
x8 
Si 
~ 
it c 
63 
76 
Silicon, Si :~~~:: 14 
Si02 
x4 x40 Ep=3 keV 
0 Si 
,-A-.. A r 
1606 


