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Expected n-Step Product for Gaussian Tours
Steven Finch
December 17, 2015
Abstract. Supplements to Mehta & Normand (1997) are given, with
regard to integrals involving Euclidean distances between n+1 random points
in d-dimensional space, each visited once.
Let ~r1, ~r2, . . . , ~rn+1 be independent random Gaussian points in R
d, all of which
have mean vector zero and covariance matrix identity. What can be said about
µd,n = E (|~r2 − ~r1| · |~r3 − ~r2| · |~r4 − ~r3| · · · |~rn − ~rn−1| · |~rn+1 − ~rn|) ,
νd,n = E (|~r2 − ~r1| · |~r3 − ~r2| · |~r4 − ~r3| · · · |~rn − ~rn−1| · |~r1 − ~rn|)
? In words, what is the expected product of lengths of an n-step open/closed tour of
the points? “Open” means that each point is uniquely visited; “closed” means the
same except ~rn+1 is replaced by ~r1. We do not assume anything about the ordering of
the points, hence if n > d+1 the closed tour need not lie on a convex hull boundary.
Mehta & Normand [1] computed
µ3,1 =
4√
π
= 2.256758..., µ3,2 = 2 +
6
√
3
π
= 5.307973...,
µ3,3 =
238
3
√
π
+
56
√
2
3π3/2
− 216
π3/2
arctan
(√
2
)
= 12.442385...,
µ3,4 =
232
45
− 3140
9π
+
56√
3π
+
260
√
5
9π2
+
912
π2
arctan
(√
5
)
+
224√
3π2
arctan
(√
5
3
)
= 29.174181...,
ν3,2 = 6
using a multipole expansion (via spherical harmonics) and solution of Fredholm inte-
gral equations (via eigenfunction analysis). No exact pattern for either µ3,n or ν3,n
is observed. It is tempting to believe that the difficulties encountered when d = 3
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might be somehow circumvented when d = 1 or d = 2. This turns out to be false.
On a line,
µ1,1 =
2√
π
= 1.128379..., µ1,2 =
1
3
+
2
√
3
π
= 1.435991...,
µ1,3 =
5√
π
+
4
√
2
π3/2
− 12
π3/2
arctan
(√
2
)
= 1.778095...,
µ1,4 =
2
15
+
4
√
5
π2
+
8
π2
arctan
(√
5
7
)
+
8
√
3
π2
arctan
(√
3
5
)
= 2.215483...,
ν1,2 = 2, ν1,3 =
3√
π
= 1.692568..., ν1,4 =
2
3
− 8
π
+
8
√
3
π
= 2.530818....
The formula for µ1,3 in [1] contains typographical errors and that for µ1,4 does not
appear at all; we give proofs in Section 2. In the plane,
µ2,1 =
√
π = 1.772453...,
µ2,2 = 4E
(
1
2
)
− 3
2
K
(
1
2
)
= 3.341223..,
ν2,2 = 4
where
K(ξ) =
π/2∫
0
1√
1− ξ2 sin(θ)2 dθ =
1∫
0
1√
(1− t2)(1− ξ2t2) dt,
E(ξ) =
π/2∫
0
√
1− ξ2 sin(θ)2 dθ =
1∫
0
√
1− ξ2t2
1− t2 dt
are complete elliptic integrals of the first and second kind [2, 3]. Also [4, 5],
ν2,3 =
4
3π
∞∫
0
x∫
0
x+y∫
x−y
x2y2z2√
(x+ y + z)(−x+ y + z)(x− y + z)(x+ y − z) ·
exp
(
−1
6
(
x2 + y2 + z2
))
dz dy dx
≈ 6.359,
µ2,3 = lim
ρ→− 1
2
+
F (ρ) ≈ 6.25
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and we examine the latter in Section 3. An expression for F (ρ) and explanation of
its significance are forthcoming. Finally, returning to three-space [4, 5],
ν3,3 =
2
√
3
9π
∞∫
0
x∫
0
x+y∫
x−y
x2y2z2 exp
(
−1
6
(
x2 + y2 + z2
))
dz dy dx ≈ 12.708.
Accurate numerical values for µ2,4, ν2,4, ν3,4 (obtained by procedures other than Monte
Carlo simulation) remain at large.
1. One-Space
Define correlation coefficients
ρij =
1
2
E ((ri+1 − ri)(rj+1 − rj))
=


1 if |i− j| = 0,
−1/2 if |i− j| = 1,
0 otherwise
and partial correlation coefficients
ρij·k =
ρij − ρikρjk√
(1− ρ2ik)
(
1− ρ2jk
) ,
ρij·kℓ =
ρij·k − ρiℓ·kρjℓ·k√
(1− ρ2iℓ·k)
(
1− ρ2jℓ·k
) .
(In statistics [6], ρij·kℓ = 0 would suggest that ri+1−ri and rj+1−rj are conditionally
independent, given rk+1 − rk and rℓ+1 − rℓ. More precisely, ρij·kℓ is the correlation
between the residuals for i and j resulting from a linear regression of i with k, ℓ and
of j with k, ℓ.) Let Rn be the determinant of (ρij)1≤i,j≤n. It follows from general
formulas in [7, 8, 9] that
µ1,2 =
4
π
(√
R2 + ρ12 arcsin(ρ12)
)
,
µ1,3 =
8
π3/2
[√
R3 + (ρ12 + ρ13ρ23) arcsin(ρ12·3)+
(ρ13 + ρ12ρ23) arcsin(ρ13·2) + (ρ23 + ρ12ρ13) arcsin(ρ23·1)] ,
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µ1,4 =
16
π2
[√
R4 +
√
1− ρ212 (ρ34 + ρ13ρ14 + ρ23ρ24) arcsin(ρ34·12)+√
1− ρ213 (ρ24 + ρ12ρ14 + ρ23ρ34) arcsin(ρ24·13)+√
1− ρ214 (ρ23 + ρ12ρ13 + ρ24ρ34) arcsin(ρ23·14)+√
1− ρ223 (ρ14 + ρ12ρ24 + ρ13ρ34) arcsin(ρ14·23)+√
1− ρ224 (ρ13 + ρ12ρ23 + ρ14ρ34) arcsin(ρ13·24)+√
1− ρ234 (ρ12 + ρ13ρ23 + ρ14ρ24) arcsin(ρ12·34)
]
+
4 (ρ12ρ34 + ρ13ρ24 + ρ14ρ23) γ
where
γ = E [sgn ((r2 − r1)(r3 − r2)(r4 − r3)(r5 − r4))]
and sgn(x) = 1 when x ≥ 0; sgn(x) = −1 when x < 0. The additional factor γ could
be troublesome were it not known that the orthant probability
P {r2 − r1 > 0, r3 − r2 > 0, r4 − r3 > 0, r5 − r4 > 0} = 1
16
+
1
8π
∑
i<j
arcsin(ρij) +
γ
16
is equal to 1/120 [10, 11, 12, 13]. From this, we deduce that γ = 2/15 and thus the
value for µ1,4 is confirmed.
2. Two-Space
Thinking of vectors as complex numbers:
~r2 − ~r1 = z1 = (x2 − x1) + i (y2 − y1) , ~r3 − ~r2 = z2 = (x3 − x2) + i (y3 − y2)
we have
z¯1 = (x2 − x1)− i (y2 − y1) , z¯2 = (x3 − x2)− i (y3 − y2)
and thus
ψ11 = E (z1z¯1) = E
(
x22 + x
2
1 + y
2
2 + y
2
1
)
= 4,
ψ12 = E (z1z¯2) = E
(−x22 − y22) = −2.
Writing
Ψ =
(
ψ11 ψ12
ψ¯12 ψ22
)
=
(
4 −2
−2 4
)
,
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we obtain inverse covariance matrix
Φ =
(
ϕ11 ϕ12
ϕ¯12 ϕ22
)
= Ψ−1 =
(
1/3 1/6
1/6 1/3
)
with determinant ∆ = 1/12. The joint density of a = |z1|, b = |z2| is [2, 3]
4∆ a b exp
(−ϕ11a2 − ϕ22b2) I0 (2a b |ϕ12|)
where Ik is the k
th modified Bessel function of the first kind, and therefore
µ2,2 =
1
3
∞∫
0
∞∫
0
a2b2 exp
(
−1
3
(
a2 + b2
))
I0
(
a b
3
)
db da = 4E
(
1
2
)
− 3
2
K
(
1
2
)
.
The joint density of a = |z1|, b = |z2|, c = |z3| is more complicated. It is useful
to introduce a parameter ρ for which
Ψ(ρ) = 4

 1 ρ 0ρ 1 ρ
0 ρ 1

→

 4 −2 0−2 4 −2
0 −2 4


as ρ→ −1/2. The inverse covariance matrix is
Φ(ρ) =
1
4 (1− 2ρ2)

 1− ρ2 −ρ ρ2−ρ 1 −ρ
ρ2 −ρ 1− ρ2


and possesses determinant
∆(ρ) =
1
64 (1− 2ρ2) .
Restrict −1/√2 < ρ < 0 so that all ϕij and ∆ are positive. Let ε0 = 1, εk = 2 for
k ≥ 1. The joint density f(a, b, c) is given by an infinite series [2, 3]
8∆ a b c exp
(−ϕ11a2 − ϕ22b2 − ϕ33c2) ∞∑
k=0
εk(−1)k·
Ik (2a b |ϕ12|) Ik (2b c |ϕ23|) Ik (2a c |ϕ13|)
=
a b c
8 (1− 2ρ2) exp
(
−(1− ρ
2) a2 + b2 + (1− ρ2) c2
4 (1− 2ρ2)
) ∞∑
k=0
εk(−1)k·
Ik
( −ρ a b
2 (1− 2ρ2)
)
Ik
( −ρ b c
2 (1− 2ρ2)
)
Ik
(
ρ2a c
2 (1− 2ρ2)
)
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which is evidently divergent when ρ = −1/2. Convergence seems to stabilize for ρ
slightly to the right of −1/2. We therefore examine
µ2,3 = lim
ρ→− 1
2
+
∞∫
0
∞∫
0
∞∫
0
a b c f(a, b, c)dc db da ≈ 6.25,
yielding a result consistent with (but unfortunately not improving upon) computer
simulation.
A higher-dimensional analog of f(a, b, c) is exhibited in [14, 15] but requires that
the 4 × 4 inverse covariance matrix have corner entry ϕ14 = 0. This is not true in
our scenario. More relevant discussion is found in [16, 17, 18, 19].
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