Abstract-
I. INTRODUCTION
In order to perform a navigation task, the localization algorithm should provide an estimate the robot's posture [4] . It can be either a relative position estimation or an absolute position estimation (see [5] ). The relative approach is suffering from the drift problem (odometry or IMU) which can be compensated by fusing data ( [6] and [7] fuses IMU data with GPS ones). The absolute approach relies on external measurements with respect to features which are called landmarks (points owith known coordinates: active or natural). Several works deal with active landmarks as in [8] (wifi infrastructure), [9] (bluetooth protocol), and [10] (magnetic patterns). The main drawback of these methods is that they need environment modifications to work. To use natural points, three kinds of sensors are particularly suitable: laser scanners, ultrasound sensors or cameras. The first two ones give distance information, the third one gives angular information. For a monocular camera, some natural points have to be extracted from the video stream: corner points ( [11] , [12] ) can be used and other algorithms are suitable such as SIFT [13] or SURF [14] . This aspect is not dealt in this paper but is considered as an input of the proposed work. The main limitation using the monocular approach is that the distance information is lost during the acquisition process. One solution is to use several points and to estimate the position by triangulation [15] . However, in some situations it can be difficult to find enough landmarks. With only one landmark, a scale factor has to be computed Hugues in order to get this distance information: the scale factor can be derived from the shape of the landmark [16] , [17] , [18] or from the robot's motion. For example, [19] and [20] use an odometer to get the distance traveled by the robot between two measures: this method is affected with the drift drawback.
A common framework to study the robot's localizability is related to the observability problem in the sense of the automatic control community (see [21] , [22] , [23] ). Since [24] proves that each non degenerate wheeled mobile robot belongs to one of the five classes of robots and that the possible outputs come from two main classes of sensors (distances and angles), the general problem has a low combinatoric possibility. This is the chosen approach in this paper. In section II, the notations are given. Then, localizability is defined and connected to the observability notion in section III. Section IV provides a sensibility study of the single landmark based localization algorithm from the authors ( [1] ). This sensibility study leads to a new fusion algorithm in the multi landmark case. Finally, in section V, simulations and experimental results show the effectiveness of the proposed method.
II. NOTATIONS
In this paper the following notations are used (see Fig. 1 ):
T denotes the transpose of the vector x.
• P = (x, y, θ) T is the robot's posture (position and orientation).
• (x Ai , y Ai , z Ai )
T are the coordinates of the landmark A i . Then using the relative coordinates robotlandmark: x r,i = x Ai − x, y r,i = y Ai − y, the distance between the robot and the landmark are:
r,i + y 2 r,i in the motion plane.
• for a physical variable z: z m denotes its measured quantity (usually z m = z + ̟ z where ̟ z is an additive noise) and z f denotes its filtered value andẑ denotes its estimate.
III. LOCALIZABILITY
In order to define and characterize localizability, we first need to specify the robot kinematic model (subsection III-A) and the measurement model (subsection III-B). Then localizability is defined and related to observability (subsection III-C). 
A. Robot State Model
The unicycle mobile robot is fully described its posture x = (x, y, θ)
T where (x, y) T are the coordinates of the midpoint between the two driving wheels and θ is the orientation angle with respect to a fixed frame. Its kinematic model is:ẋ
where is the of the robot and v = (u, ω) T is the control input (linear velocity, angular velocity).
B. Measurement Model
This robot observes landmarks in 3D and measures their azimuth and elevation angles:
see notations II: additive noises are denoted by ̟ αi , ̟ βi and ̟ θ .
C. Localizability 1) Observability vs. Localizability: Let us formulate our landmark based localization problem as an observability. For this, let us write the state model under the following form (see [24] 
where x ∈ X is the state vector, u ∈ V is the control input vector, y ∈ Y is the measurement vector, ̟ is the noise measurement and X , U , Y are differential manifolds of dimension respectively n, m and p (thus their tangent spaces are diffeomorphic respectively to R n , R m and R p ).
On one hand an observability problem roughly consists in estimating the vector state from the measured data (outputs and inputs). On the other hand for a robot, the localizability problem roughly consists in estimating the posture state from the measured data (outputs and inputs). Usually, the posture vector is a subset of the state vector (see for example the car's kinematics), so the localizability problem is a partial observability problem.
Definition 1: A robot is localizable if and only if its posture vector is observable with respect to a given measurement model.
Note 1: For a unicycle robot, the state vector is the posture vector, so the localizability problem and the observability problem are the same.
2) Review of the observability in the differential geometric framework: In a differential geometry framework, a local weak observability has been introduced in the literature and was characterized by a sufficient condition obtained by Hermann and Krener in [25] : the local observability rank condition (similar, in some sense, to the well known Kalman rank criterion for linear system).
Theorem 1 (Herman-Krener): System (4) is locally weakly observable at a point x 0 ∈ X , if there exist X (x 0 ) an open neighborhood of x 0 and positive integers i 1 , i 2 , . . . , i m (i j is called the observability indices of j th output) satisfying
of observability is the set of row vectors defined by {dL
f is the Lie derivative of the scalar function h j along the vector field f where u is frozen (u is considered as a constant).
Remark 1: Let us note that in fact L k f h j (x) is the k th time derivative of the output h along the vector field f . Theorem 2: A mobile robot with the state dynamics (4) is localizable if, and only if, the dimension of the codistribution of observability, dO
3) Review of observability in the algebraic framework: Since local observability rank condition is concerned with the successive output time derivatives (see proposition 1 and remark 1), it is interesting to look at observability in a differential algebraic framework (see [26] , [27] ).
Theorem 3 (see [26] and [27] ): A system variable x ∈ X is said to be observable if, and only if, it is algebraic over f v, y . An input-output system X /f is said to be observable if, and only if, the extension X /f v, y is algebraic. f is the ground field (in practice either R or C). This differential algebraic criterium can be rephrase in a down to earth formulation as follows: a system variable x ∈ X is observable, if and only if there is an algebraic equation linking x, the outputs, the inputs and a finite number of the time derivatives of the inputs and outputs. Let us use this algebraic criterion for our localization problem.
Theorem 4: A mobile robot with the state dynamics (4) is localizable if, and only if, there is an algebraic equation linking the posture to the measured output y, the input v and a finite number of their time derivatives.
Let us consider the kinematic model of Example 1: For the mobile robot (1) with measured output y = (x, y)
T we have: Differential Geometry: Since dO x0 (h) = span{dx, dy, dθ}
So the localizability problem is clearly linked to the differentiation in noisy environment problem. A numerical differentiation algorithm of noisy signals was introduced in [28] , analyzed in [2] , [3] and recalled here for a measured signal z m = z + ̟ z (̟ z is the noise).
a) Continuous time version of the derivative: The n th time derivative estimate of the variable z is given by:
where z m is the measured quantity of z (see notations) and
with (κ; µ) ∈ N, q = N − n, p = n + κ, l = 0, ..., q and
See [2] for details about the choice of the different parameters involved in this differentiation estimation method. Remark 2: Let us note that this formula is still valid for n = 0 and thus gives a filtered estimate of the measured variable. This will be used to obtain the following filtered quantities:
The n th order time derivative estimation in the discrete can be obtained by using a numerical integration in Eq. (5). The n th order time derivative estimation in the discrete case is obtained as the output of the finite impulse response filter (FIR):
where z m,l = z m (lT s ), T s is the sampling period, M is the number of coefficients of the filter and it is related to the length of the integration time interval by T = M T s . The coefficients c j = W j g j , j = 0, ..., M − 1 characterize the filter impulse response. Coefficients W j depend on the integration method ; for the trapezoidal method they are given by:
.., M − 1. When µ, κ are negative better results are obtained (noise effect and delay are reduced), but in that case one have to modify W 0 = W M (see [3] ). Coefficients g j are such as g j = g κ,µ,N j M , j = 0, ..., M .
IV. MAIN RESULTS

A. Localizability study in the geometric framework
Using (2)- (3) and the kinematic model (1) we have dα i = y r,i dx − x r,i dx x 2 r,i + y 2
, leading to (see Theorem 1):
This determinant is non zero and is defined if and only if z Ai = 0 and d 2D (R, A i ) = 0. So the rank of the observability codistribution is 3 under the same conditions.
Theorem 5: A unicycle mobile robot with kinematic model (1) which measures its orientation and the two angles between itself and a landmark is localizable (i.e. it is possible to estimate its posture (x, y, θ) T ), if and only if:
e. the projection of the relative distance between the robot and the landmarks in the plan of motion is nonzero,
• z Ai = 0, i.e. the height of the landmark is non-zero.
B. Algebraic estimation of the robot's posture and velocities
Theorem 6: [1] For a unicycle mobile robot with kinematic model (1) with measurement model (2)-(3), the velocities (linear u and angular ω) and the relative coordinates of the robot (x r,i , y r,i ) T are are estimated by:
Proof: The proof for the linear speed and angular speed estimation can be found in [1] . For the posture estimation, we have ( Fig. 1) 
the result is proven.
C. Sensibility study
The sensibility of an estimatedx (14)- (16) with respect to a measured quantity z is denoted Sx /z and is defined as the partial derivative of the estimate with respect to each measurement multiplied by the standard deviation of the corresponding measurement (denoted σ z ). This sensibility is clearly a function of the relative distance between the robot and the landmark:
Similarly, the sensibilities of the estimation of y r,i are:
These relations show that the closer to the landmark the robot is, the better the solution is, except in the limit case when the robot is not localizable (d 2D (R, A i ) = 0 or z Ai = 0). This could be shown by plotting the following equation which could be seen as the cumulative absolute sensibility (CAS):
The evolution of CAS (z-axis) with respect to x r,i = (x Ai − x) (x-axis) and y r,i = (y Ai − y) (y-axis) is plotted on Fig.  2 for z Ai = 5m.
D. Fusion algorithm when there is more than one landmark
When there is more than one landmark, each landmark can give an estimation of the posture by applying the result of Theorem 6. In this case, in order to give a final estimation of the posture, a fusion can be made. In [1] , an average of the estimation given by each landmark is computed to get a global solution. Here, the sensibility is used to compute a weighted average of the solution given by each landmark: the proposed algorithm is summarized on Fig. 3 . For each landmark A i at each time, an estimation of the relative position (x r,i ,ŷ r,i )
T is computed and used to compute the sensibility of the current posture estimation with respect to the landmarks coordinates:
Sŷ r,i = − xr,iσ θ +xr, Fig. 3 . Multi-landmarks localization using a mono-landmark approach
The relative position of robot with respect to each landmark A i denoted by (x r,i ,ŷ r,i )
T can be used to compute the robot position denoted by (x i ,ŷ i )
T . Eventually by fusing all these estimates as follows we get the final pose estimation:
V. EXPERIMENTAL AND SIMULATION RESULTS
A. Simulation results
In order to show the effectiveness of the proposed method, the obtained results have been implemented on Matlab. In order to give some comparison results in the multi-landmarks case, three algorithms have been implemented:
1) The original NON-A mean algorithm (mean of the solutions obtained for each landmark), see [1] , 2) The proposed NON-A sensibility algorithm (weighted average of the solutions obtained for each landmark: the weight being the sensibility of the corresponding solution), 3) The EKF algorithm (as a reference in the robotics field, see [29] for example). In [1] a theoretical comparison between the NON-A approach and the well known EKF approach has been given. Tab. I recalls the main points. The fundamental difference between NON-A mean algorithm and NON-A sensibility algorithm lies in the need for NON-A sensibility algorithm to know the statistical noise properties.
The algorithms are tested for 2, 6, 10, 50 and 100 landmarks. For each case, the simulation is repeated on 100 run and an uniformly distributed gaussian noise on the interval [−0.5 o ; 0.5 o ] is added to the angular measurements. The initial covariance matrix for the EKF is set at 0.1m on the diagonal for the position and 1 o on the diagonal for the orientation and 0 elsewhere. The initial position is fixed at We can notice that the two NON-A algorithms give equal or better results than the EKF algorithm. The main point of improvement lies in the computation time which is greatly reduced.
2) Simulation with two blocks of landmarks: Fig. 5 shows the trajectory used for the simulation. The position of the landmarks are chosen randomly at each run in a block (in green on the figure). In this second case, we use two blocks of landmarks. The second block (on the right of the figure) is far away from the robot and will give less accurate results than the first block (on the left of the figure). Tab. III gives the numerical results.
We can notice that NON-A sensibility algorithm is better 
B. Experimental results
We have implemented this algorithm on a real robot equipped with an Imaging Source camera and an Xsens IMU (see the left of Fig. 6 ). The IMU is only used to measure the orientation of the robot. The camera has been calibrated before the experiment in order to know its focal length. One image taken by the camera is shown on the right of Fig. 6 . The used landmark is a red point which is extracted from the video stream. The coordinate of the landmark is known. The goal of the experiment is to show the result given by NON-A algorithm with only one landmark.
The experiment has been made 10 times on the same trajectory (see Fig. 7 ). The results for NON-A algorithm are resumed in Tab. IV. error mean (cm) error standard deviation (cm 2 ) NON-A 9.38 3.4 
VI. CONCLUSION
This paper first recalled the connection between localizability and observability notions in both frameworks (differential geometry and differential algebra). Then algebraic localizability criterium is given and used to provide a differential estimator as the one introduced in [1] . This paper gives a criterion to choose the landmarks position with respect to the robot trajectories. Lastly, in the multi-landmark case, we improve this algebraic localization algorithm by fusing the obtained estimates using a weighted mean: the weights are related to the sensibilities. This algorithm has been compared with the solution presented in [1] , where a simple average between the estimations given by each landmark is used, as well as with the EKF. The simulation and experimental results show the effectiveness of the new proposed method with respect to both EKF and previous method, notably in term of computing time, mean and variance of error.
