Introduction
In a recent paper [13] , we considered a very narrow class of artificial functions for which scrambled (m− 1] d . Historically speaking, O w e n 's scrambling ( [5] , [6] , [7] ) has an exact formula for the error variance of the integration with N points in terms of the scrambling. Although this formula is valid for any set of N points in [0, 1) d , so far only the case of uniform or low-discrepancy points, in particular, ( ([4] , [11] ), has been intensively investigated (e.g., [2] , [14] ). The aim of this paper is to explore another application of Owen's scrambling, i.e., non-uniform points.
t, m, d)-nets or (t, d)-sequences
The organization of this paper is as follows: In Section 2, we overview Owen's scrambling and its formula for the variance of integration error. In Section 3, we consider the scrambling of an (m − 1, m, d)-net in base b which consists of d copies of a (0, m, 1)-net in base b, and derive an exact formula for the gain coefficients of these nets. This formula leads us to a necessary and sufficient condition for scrambled (m − 1, m, d)-nets to have smaller variance than simple Monte Carlo methods. In Section 4, from the viewpoint of the Latin hypercube scrambling, we compare scrambled non-uniform nets with scrambled uniform nets. An important consequence is that in the case of b = 2, much more gain coefficients are equal to zero in scrambled (m − 1, m, d)-nets than in scrambled S o b o l ' points for practical size of samples and dimensions. In the last section, we discuss the significance of this result and future research directions.
Overview of Owen's scrambling
Owen's scrambling scheme is described as follows ( [5] , [6] , [7] ): Let b ≥ 2 be an integer. Assume that σ is a mapping from the interval [0, 1) onto itself. A b-ary scrambling is a mapping σ from the b-ary representation of A ∈ [0, 1) to the b-ary representation of σ(A) ∈ [0, 1) determined in the following way:
, where π is a fixed permutation of the set {0, 1, . . . , b − 1}. Next, for each possible value of a 1 , we fix a permutation π a 1 of {0, 1, . . . , b − 1}, and define the second b-ary digit as π a 1 (a 2 ). We can continue with the definitions of the third digit, fourth digit, and so on, in the same way, and obtain π a 1 
and the cubature using N points,
For the application of Owen's scrambling to high-dimensional integration, we should notice that for Owen's scrambling of any N point set in [0, 1) d , the cubature becomes unbiased, i.e.,
where the expectation is taken with respect to Owen's scrambling of the point set.
O w e n [5] , [6] , [7] analyzed the variance of the integration error for his scrambling. His formula for the variance of the integration error holds for any L 2 function on [0, 1] d . First, we need recall the b-ary Haar wavelets on [0, 1):
where k, t, c are integers
d has the b-ary Haar wavelet expansion:
where κ, τ , and γ are vectors of |u| elements k i , t i , and c i for i ∈ u, respectively, and the coefficients are given by
Next, we define the following step function by
which is constant within the subintervals
We should note that the class of functions considered in [13] is the one consisting only of ν u,κ (x 1 , . . . , x d ) with κ satisfying that all k i , i ∈ u, are identical. Now, we recall the definition of gain coefficients Γ u,κ . Denote a set of N points in [0, 1)
O w e n obtained the following formula for the variance of the integration error in terms of his scrambling:
where σ 2 u,κ is the variance of the step function ν u,κ .
We should note that the variance for simple Monte Carlo methods with N samples is
Analysis of scrambled non-uniform nets
Here 1, m, d )-net, and hence non-uniform. We remark that for some class of functions the property of having low-discrepancy is not a necessary condition for the speed-up of their numerical integration. For more details in this direction and the definition of high-discrepancy sequences, see T e z u k a [12] .
We prove the following theorem: 
where
In the particular case of b = 2, the equation (3) becomes much simpler, i.e,
By taking into account equation (2), we obtain a necessary and sufficient condition for scrambled non-uniform nets to have a smaller variance than simple Monte Carlo methods as follows:
)-nets in base b have smaller variance than simple Monte Carlo methods if and only if
where the number of samples is N = b m .
SCRAMBLING NON-UNIFORM NETS
In the particular case of b = 2, the inequality (4) becomes much simpler, i.e,
where the number of samples is N = 2 m and κ e or κ o is such κ that h(u, κ) is even or odd, respectively. For the class of functions considered in [13] , we have σ u,κ e = 0 for all u and κ e and σ u,κ o = 0 for some u and κ o .
To prove Theorem 1, we use the next two lemmas:
The following statements hold:
• If there exists some k such that g n,n (k) = 0, then g n,n (k + 1) = 0. 
Ä ÑÑ 2º If
• the number of pairs (n, n ) such that g n,n (k) = b − 1 is b 2m−k−1 , and
For k ≥ m, g n,n (k) = 0 for all pairs (n, n ) except for n = n , for which g n,n (k) = b − 1. 
0 o t h e r w i s e .
SHU TEZUKA
Therefore, from the first half of Lemma 2, we have
due to the second half of Lemma 2. Thus, the proof is complete.
Connection with Latin hypercube sampling
In this section, we discuss scrambled non-uniform nets introduced in this paper from the viewpoint of the Latin hypercube sampling (LHS), which is defined as follows ( [3] , [5] t+|u|−1 , see [7] , where the value of t is known to be the order of d log d ( [8] ). On the other hand, the maximum of the gain coefficients for scrambled (m − 1, m, d)-nets is 2 m , which is much smaller than 2 d in practical applications.
Discussion
Asymptotically, as N → ∞, the error variance goes to zero for the case of scrambled QMC. However, in practice of scrambled QMC we use a fixed N , and by using independent M repetitions of the scrambling we estimate the variance. On the other hand, we have no guarantee for the asymptotic convergence of scrambled non-uniform nets, although for some special class of functions we can prove the O(N −1 ) convergence rate of (deterministic) high-discrepancy sequences ( [12] ). But, in the same way as scrambled QMC, for a fixed N , we can estimate the error variance for scrambled non-uniform nets by using M independent repetitions of the scrambling. Thus, according to the central limit theorem, as M → ∞, the error goes to zero also for scrambled non-uniform nets as well as scrambled QMC.
