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The paper determines the exact order of the lattice remainder term for an 
integral ellipsoid in terms of the arithmetic character of its center. 
1. INTRODUCTION 
Let r > 2 be a positive integer and let 
be a positive definite quadratic form with a symmetric coefficient matrix 
of determinant D. Let further zI , ag ,..., CX~ , bI , & ,..., b,. be real numbers. 
For x > 0, denote by A(x) the sum 
where the summation runs over all r-tuples u = (uI , Us ,..., Us) of integers 
such that Q(u~ + bj) < X. Let us put 
V(x) = T~~~x~~~S/(D)~~~ T((r/2) + I), (3) 
where 8 = I if all aj are integers and 8 = 0 otherwise. Let us remark 
that the function A(x) is usually defined by (2), where the summation 
runs over all r-tuples u = (Us, z+ ,..., Us) of real numbers such that 
Q(U) < x and uj = bj (mod MJ, where Mj are given positive real num- 
* This paper was written during the author’s stay at the University of Illinois, Urbana, 
and at the Ohio State University, Columbus. 
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hers, j = 1, 2 ,..., r. It is easy to see that we obtain this new function 
from our function upon replacing azj by MIMjatj , bj by Mjbi , Us by 
ajM9 , j = 1, 2 ,..., r, and multiplying by exp(2ni z:X1 I&). 
The basic question in the theory of lattice points in ellipsoids, as 
proposed by Landau, is the investigation of the best possible 0- and Q- 
estimates of the “lattice remainder term” 
P(x) = A(x) - V(x). (4) 
In 1968, Jarnik, in his last paper [7] on lattice point theory, proposed 
the more general question of finding the “exact order” of the function 
(we put P&) = P(x)). It was shown that in many important special 
cases the above-mentioned “exact order” of the function P&C), i.e., the 
value 
& = lim sup logloT’ , 
z-v+m 
depends substantially on the arithmetic properties of numbers aij, bj 
and aj , provided f is not too large. Let us recall some results that are 
most interesting from our point of view. 
For given real numbers fll, /3S ,..., p% we define y = y&, /3% ,..., fiti) 
as the supremum of all positive ,B, for which the system of inequalities 
has infinitely many sohrtions in integers pl , pz ,..., pn and q. 
THEOREM A. Let the form (1) have the foIlowing “almost diagonaI” 
form 
where aj are positive real numbers, Qi positive dejkite quadratic forms 
with integral coeficients, rj and u positive integers, j = 1,2,..., cr, and 
rl + r2 + ... + r0 = r. Let a9 = bj = 0, j = I, 2 ,..., r and y = ~(1, aJaI , 
adal . . . . . h/W 
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Then1 
h = WI - 1 - NP + O/Y) 
provided rj > 2(p + l)(y + 1)/y, j = 1,2,..., u, 0 < p c (r/2) - 2. 
THEORFIM B, Let the form (1) have integral coeficients and bl = bz = 
. . . = b,. = 0. We put y = y(czl , az ,..,, q). Then 
.d = W) - 1 - W%Y + OWP~ - 1 - PI 
provided 0 < p < (r/2) - 2 - (l/y). 
For the proof of this theorem see [17]. For a large value of p, the value 
offP is known in the general case.z 
THEOREM C. Let A@.) + 0. Then 
p cxj P = jqxw-1~/4+q 
andfor p > r/2 - l/2 we even have 
PPc4 = O(x+W4+~/2)s 
The aim of the present paper is to investigate the dependence off0 on 
the “center” b = (bl , b2 ,..., b,.). We shall suppose in the sequel that 
the form (1) has integral coefficients and &1 = aZ = **a = c+ = 0. Besides 
Landau’s old result (r - 1)/4 <J, < (r/2) - (r/(r + 1)) (see [9, pp. ll- 
84]), only some partial results were known in this case: 
It was proved by Landau, Walfisz, and Jarnik (see [9, pp. 157-162]), 
that 
h = WI - 1 
provided r > 4 and the center (bl , b2 ,.,., by) is rational. Using the same 
method as in [7] it is possible to show that for these bj’s we have 
fD = WI - 1 
provided 0 < p < (r/2) - 2 and 
max -!+J-+$,i- t l)<fD<min(i+$,i- r+lrA2p+p) 
provided (r/2) - 2 < p < (r/2) - (l/2). 
1 For 7 = + co, we define the value of all expressions involving y by their limit for 
y + + co. The proof of this theorem is contained in [l, 31. 
* Jarnik proved this result in [7] under the assumption q = lq = 0, j = I, 2,..., r. 
It is easy to see that his proof gives also the result in Theorem C. 
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In 1968, the author proved (see [16]) a certain “duality theorem,” 
and using his own results of a similar kind as in Theorem B he proved 
for example that 
p(x) E &p/w@+9 
if r > 4 and at least one of the numbers & , b2 ,..., b+- is irrational and 
that 
P(x) = o(x~~~+g 
for every E > 0 and almost all systems bI , b2 ,..., b? (in the sense of 
Lebesgue measure) provided r > 5. 
A very surprising result was published by Kendall in 1948 (see [8]). 
We shall present its generalization, which was proved in a different way 
in [15]: 
for all Q and all systems CQ , a2 ,..., CL, of real numbers. 
Finally, in 1970 B. DiviS, by a clever modification of Jarmk’s old 
Q-method, proved (unpublished till now but see 1191) that 
provided the system of inequalities 
has iniinitely many solutions in integers pI , p2 ,..., pr and q. 
In this paper we shah prove, in addition to other results, the foIlowing 
MAIN THEOREM. Let the form (1) haue integral coejkients and 
al= a2 = *** = CY,. = 0. Let y = y(bI , b2 ,..., b,.). Then 
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provided 0 < p < (r/2) - $ - ((r - 1)/2(~ + I)). 1Y p > (r/2) - 3 - 
CCr - WC7 + I)), p 2 0, &w 
where K = 1 for p = (r/2) - 2 > 0 and K = 0 otherwise.3 
The general method used for Q-estimates is due to Jarnlk (cf., e.g., 
[5, 6)) and the author (cf. [IO, 12, 141). For Q-estimates we shall use the 
method from. [IO]. Our transformation formula for the corresponding 
theta function is a special case of a more general formula from [4,21]. For 
Q-estimates we shall use the estimates of certain number theoretical 
sums, which have been proved in [18]. The proof of these estimates 
makes essential use of a lemma belonging to the theory of diophantine 
approximations that was proved in [I]. Some new results have been 
published in [21]. 
2. NOTATIONS AND AUXILIARY THEOREMS 
We shall use throughout the paper the following conventions and 
notations. 
By Q we shall always mean the form (I) with integral coefficients; the 
functions P,,(X), M&C) and the value f0 and 7 = y(bl , bz ,..., bV) are 
defined as in the Introduction. 
The letter c denotes (in general, different) positive constants, depending 
only on p, Q, and bl , b2 ,..., b+. . The number x will be sufficiently large, 
x > c. Instead of 1 A 1 < cB, we shall write only A < B; if, in addition, 
B < A, we write A x B. The letters h and mj denote integers, the letters k 
and n nonnegative integers, k > 0. If h and k occur simultaneously, it is 
always (h, k) = 1 (the same for hl and kl, etc.). By the symbol &,k we 
mean the summation over all h, k, h > 0, k < (x)llz. If not stated explicitly 
otherwise, by an integral we always mean the (absolutely convergent) 
Lebesgue integral. For a real a, let 
ltajf(s) ds = i lrn f(a + it) dt 
-co 
and(for-a<a<b<aandJ=[a,b)) 
JJf(s) dt = lbf(+ + it) dt, 
CA 
provided the integrals on the right-hand sides exist. 
sz One can find the results about the function MO(x) in the cases dealt with in Theorems 
Aand I3 in [2,6,12, 13,201. 
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For a real number r, (t) will denote the distance of t to the nearest 
integer. Let Q be the quadratic form conjugate to Q and let 
We prove the following easy lemma. 
LEMMA I. Let CY and p be nonnegative numbers. Then the inequality 
& < h-2* log+ h 
has in$nitely many solutions in positive integers h $ and only ZY the same 
assertion holds for the inequality 
Ph < h-B log-a h. 
Proox Let 
For any system of real numbers z+ , u2 ,..., Us we have 
From this relation we obtain immediately 
Thus, it will be sufficient to prove the assertion formulated above for the 
inequalities 
Ph < h-B log+ h and & < h-6 log-u h. 
Let, for certain integers mI , m2 ,..., rnT , 
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j = 1, 2,..., r. Then (by Cramer’s rule) 
2hDbl = i Alj(mj + cj), 
j=l 
I = 1, 2,.. ., r, 
where AJj are integers, depending only on Q. Thus 
I = 1, 2 ,..., r. 
Conversely, for certain integers pI , pz ,..., p+. , let 
Then 
& = pj -I- &, j = 1, 2 ,..., r. 
2h i ajtbl - i = ajlpz i a& , j = 1, 2 ,..., r. 
t-1 Z=l 14 
From these considerations it now follows easily that 
and thus also our assertions. 
Let A,,=0 and O<AI<Az<*-- be the sequence of all positive 
numbers of the form Q(mj + bJ with integers ml , rnz ,,.., rnT , and let a,, 
denote the number of solutions of the equation 
in integers ml , rns ,..., m+. . Obviously, 
and 
for p > 0. For a complex s with Re(s) > 0, we define the function @(s) 
(i.e., the theta-function corresponding to our problem) by the relation 
@(s) = 5 ane-+, 
n=o 
This function is obviousIy holomorphic in the whole half-plane Re(.r) > 0. 
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Let us put 
and G(s) = F$j. 
(For a positive jI, we mean by YI that branch of the analytic function s6 
which is positive for positive values of s.) From Hankel’s formula it 
follows that 
provided u > 0 and p > 0. In Lemma 1 of [12, p. 581 it has been proved 
that for p > 0, rr = 1,2 ,..., 
where M&V) = M&C) and 
These expressions will be the starting point of our investigations. From 
(12) and (13) we see that it will be useful to put a = l/q and thus we 
need good estimates of the functions (11) near the imaginary axis. Next, 
we prove the following transformation property of the function &r(s). 
LEMMA 2. Let s be a complex number, Re(s) > 0. Then 
@(s) = 
.#I2 
(s - (2rih/k))‘./z k7D1/2 
where 
= exp 
20 Be NOVAK 
x z exp -s’k2Q 
,i$*?Q ,..., ?z, t ( 
nj + ” l ” 1 - 4&h j& qafzb5). 
Now, we use the well-known transformation formula for theta function 
(see, e.g., [9, p. 2391, Theorem 3, where we write s’(ka/v) instead of s and 
put yj = (aj + b&k and & = -2h &ajlbt, j = 1,2,..., r). We obtain 
i.e., we obtain the relation (14). 
For the sums Sh,k,(m) we have the estimate 
sh,k,bd < ,vp. 
For the proof of (16) it is sufficient to prove the relation 
For a proof see [lo, p. 376, Lemma 21. 
From Lemma 2 we obtain now some very important information 
about the behavior of the function 8(s) near the imaginary axis. We will 
formulate this property in a form that will be useful for our purposes. 
First, we define the numbers ,!&,k as follows. Let the relation 
(17) 
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be fulfilled for just one system of integers ml, rnz ,..., mV. We then put 
otherwise, we choose one of the systems ml , rnz ,..., rnV for which (17) 
holds, and deCne the value &,* again by (18). From (7) it is easy to see 
that there exists a constant q = c such that if Rh c cI , then (17) holds 
for just one system ml , rns ,..., rnr . We shall see that this arbitrariness of 
choice does not have any influence on our results. 
LEMMA 3. Let s = (l/x) + it und 1 t - (277h/k)\ < l/k(~)l/~. Then 
provided h = 0 (and thus k = 1) and 
forh #O. 
The proof can be obtained from (14) and (16) in the same way as the 
proof of Lemma 3 in [12, pp. 61-621. 
LEMMA 4. Let s = a + (2+h/k) with 0 b 0. Then 
The proof can be obtained from (14) and (16) in the same way as the 
proof of Lemma 2 in [I I, p. 2261. 
We conclude this paragraph by two lemmas of a technical character. 
LEMMA 5. Let /I = c and T > 0. Then 
g !(log (k%l/x6+W2)) minB-(1J2J(x/k2, 1 /T) for /3 > 4 , 
x)/x for /3 = 3 .4 
4 We put min(A, l/T) = A for 2” = 0. 
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ProoJ It is sufficient to estimate the integral 
where Tl > 0. If /3 = 4, then 
For /3 > i, we obtain 
for TX > 0 and 
for Tl > 0, since toe-6 < 1 for t E [0, co). 
LEMMA 6. For n > c, t 2 w, and w x x-Ifs, we have 
J 
w p-1 
~ fsHl((~/x) T', f - f'/)72 qzi. 
ProojI See [12, p. 68, relation (26)). 
3. GENERAL FORMULAS FOR 0-J~TIMATES 
Let us recall some known properties of the Farey fractions corre- 
sponding to (x)~/~, i.e., fractions of the form h/k, where k < (x)l12 (cf. 
[9, pp. 249-2501). If hl/kl < h/k < h2/k2 are three consecutive fractions 
of this type (i.e., between hl/kl and h2/k2 lies just one Farey fraction 
corresponding to (x)lj2, namely, h/k), then we denote by !&,k the interval 
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We have 
23 02 
-%$p’ 1 
where ?r < 0102 < 27~. Thus, for t E !B,,k we have 
1 t - (27rh/k)l < l/k(x)l12. m 
The union of all these intervals is the whole real axis. In particular, we 
have 2&r = [-IV, IV), where w = 24(1 + [(x)~~J) < X-I/~. From (22) 
it follows easily that ifs = (l/x) + it, II # 0 and t E 23h,k, then 
We use these results in the sequel without any further reference. 
First, we Grid an upper estimate for the function P&X), f > 0. We put 
cz = l/x in (12). According to (19), we obtain (r~*((~@)+~*) < 1) 
Now, it is sufficient to estimate the integral 
J co (ezoF(s)/s~+l) dt, UJ 
because the integral 
1 + (ezsF(s)/so+l) dt -cc 
has a complex conjugate value. Let 
According to (20) and (23), we obtain 
(25) 
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According to Lemma 5, we obtain from (26) 
I cg x (k/h)o+l (x/k)f’2 
h,?x 
--k& min~~4-1~z(x/k2, l/R,J logK x + x*~*~-~~~, 
where u = 1 for r = 2 and K = 0 otherwise, and thus 
since 
I < xr14-i12 logK x z (ko/hO+l) minrJ4-lfz(x/ks, l/R& 
h.7c 
(27) 
From (24), (27), and (28), we obtain 
P,,(x) < xP14-lf2 logK x x (kO/hO+l) minr~4--1~z(x/ka, l/Rh) 
I&k 
for p > 0, where K = 1 for r = 2 and K = 0 otherwise. 
Let us remark that for (I > (r/2) - 2 we have 
i.e., according to (28), we have the best possible estimate that can be 
obtained from Theorem 1. By comparison with Theorem C we see that 
for some values off (especially for ,J > r/2 - l/2) we know better results. 
Now, we consider the case p = 0. In this case we cannot use the rela- 
tion (12) directly. This relation holds aIso for p = 0 but with the function 
P’(x) = &(P(x + 0) + P(x - 0)) on the left-hand side and with a con- 
ditionally convergent integral on the right-hand side. However, we shall 
succeed in a different way. Let z be a positive real number, z. < I. The 
function A(x) is nonnegative and nondecreasing. Thus 
(31) 
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Thus, 
(l/z) j.’ 
z-z 
P(t) dt + O(ZY~~-~) < P(x) < (l/z) I%+’ P(t) dt + O(zx~~~-1). 
.z 
(32) 
Now it is sufficient to estimate the integrals 
(l/z) IZ*Z P(t) dt = (l/Z)(Pl(X * z) - P1(x)). 
32 
We use the expression (12), where we put in both cases u = l/x. We obtain 
For s = (l/x) + it we can use the inequality 
- 1 I < mint2 1 t I, 1) + (z/x), 
1 min(z 1 t 1, 1) dt + xrj4-l. 
We proceed in a similar way as above. First, by (19), 
As above, we need only an estimate of 
JI = (l/z) jm 1 F(s)/s2 \ min(zt, 1) dt. 
w 
From (20) and (23), we obtain 
JI < xTi4-l12 logK x/z 1 (,k/Iz2) min(z(Iz/k), 1) min~~4-1~z(x/k2, l/R*) 
h.k 
+ (l/z) x (~/Iz)~+‘/~ (l/k(x)l12) min(z(Iz/k), 1) 
h.k 
Now 
(34) 
26 
and 
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y/4-1/2 
---y- x w~2~ min(z(h/k), 1) minrj4-1i2(x/ka, l/R& 
h-k 
> x’.J~-~~= kz,2 lo&k/z) > xr14 log(x1i2/z). 
Summing up, we have proved 
THEOREM 2. Let 0 c z < 1. Then 
f’(x) < xr/4-11z logx x/z 1 (k/hS) min(z(h/k), 1) 
h,k 
(36) 
x min~~4-1QJkz, l/RA) + ~(zx~/~-~), (37) 
where K is defined as in Theorem 1. 
By an argument similar to that following Theorem I, we can use (36) 
to show that for r = 2, 3,4 (these are the only values of r satisfying the 
inequality 0 = p > (r/2) - 2) we cannot obtain from (37) a better result 
than 
P(x) < XT/* log*+1 x 
(in (37) we put z = c). From these considerations we see that our formulas 
give good results for 0 < p < (r/2) - 2 only. 
Now we turn to the function M,,(x). We shall proceed by an adaptation 
of the method of 112, Part II]. First, we prove 
LEMMA 7. If n = c is suficientiy large, then 
i14D,a(x) -g xT~2+n-3~2 -& (kz~+l/hz~+z) min*~z-l~z(x/kz, I/&). 
From this lemma, we can obtain very easily 
THEOREM 3. 
MD(x) < xri2-1Jz x (kzo+l/hzo+z) minV/2-11z(x/kz, l/Rh). 
h.k 
(381 
w4 
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ProoJ Both sides of inequality (38) are nondecreasing and nonnegative 
functions of the variable x. For brevity, the right-hand side of (38) will 
be denoted by Fn(x). Let rr > 2. Then 
< F&x) + xTJ2+D+n-312 < F&x), 
since (Rh < 1, k < x1j2) 
p-nTl(xj > xr12-1-312+n kGs,s jp+i x x~~2i~++312. (40) 
Hence, it suffices to prove Lemma 7. The starting point will be the 
expression (13). For the rest of this paragraph let n be sufficiently large, 
PI = c, s = (l/x) + if and S’ = (l/x) + S. Set 
Clearly, 
If@, t’) = H(-f, -l’) and fl(t, t’) = H(t’, t). 
Hence, using (13) with u = l/x, we obtain 
(41) 
where 
and 
T2 = Iw (la 0.. dt’ + j--2w ..a dt’) dt, 
-to 2w -rx 
T3z m a 
1.f w VJ 
.‘* dt’ dt + lwa /..- .*a dt’ dt 
(all the integrands are 1 kr(r, f’)l). By (19), we obtain for Tl the estimate 
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Applying the inequality 1 ub 1 < $(I a I2 + 1 b 12) to both integrals in 
TS , we obtain from the relation 1 G(S)] = \ F(j)1 the estimate 
and by Lemma 6, 
(43) 
Let us estimate T2 . If I t ’ 1 2 2~ and 1 t 1 < W, then 1 s + s’ 1 x 
I s’ [ x 1 t’ 1. Hence, by (19), 
i.e., 
Thus, we need only an estimate of the integral in (43). If t E ‘Bh,k , h > 0, 
and k < (x)lj2, then according to (20), 
Thus, by Lemma 5, 
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4. Q-ESTIMATES 
For a complex s with Re s > 0, we obtain from (9) 
and thus 
J 
co 
rxsPo(x) dx = F(s)/s~+~. (46) 
0 
This expression was the starting point for Q-estimates in [1 11, where 
only cases corresponding to Theorems A and B from the Introduction 
were considered. We adapt the method of that paper to our case. We 
recall that for u E (0, 1) and a, p > 0, 
and 
1 
03 
e+%? dx = r(p + l)/ufi+l (47) 
0 
J m e-?@ logE(x + 1) dx x log=(l/u)/e@+l. 0 
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THEOREM 4. Let a and /3 > 0 be nonnegative real numbers, and let the 
inequality 
0 < Ph < h-6 log-= h (49) 
have in$nitely many solutions in positive integers h. Then 
po(x) = Q(~tr/z~-l-~~+l~/z~ ~ogb+lhd6 x)* 
ProoJ Our assumptions imply that Ph and Rh are nonzero numbers 
for all positive h (cf. Lzmma 1). By Lemma 1 we choose increasing 
sequence h = ha , n = 1, 2,... such that the inequality 
Rh < h-z 5 log-za h 
holds, and we suppose that 
PJX) = o(xf log0 x), 
(50) 
where 0 <f c (r/2) - 1, g > 0. For s = CJ + it we obtain from (46) and 
(48) that 
P(s)p+l = o(logg +/uf+l) 
uniformly in t for u tending to zero from the right. We put t = 2nh. 
According to Lemma 4, we obtain 
for u -+O+ uniformly in h. Now we choose 0 = Rh/ka, k = 1 (thus 
1 s 1 x h, 1 &k 1 = 1) and put h = ha , n = 1,2 ,.... Then IJ = 0% tends to 
zero as n -+ co, and we fInally obtain 
& /Qo+l~/~WZbf-l~ logU/W?%-f-lJ (I/&,) + a (52) 
for h = hn, n -+ a~ Now, we consider two cases. First, we suppose that 
there exists a T = c such that 
R,, > h-7 (53) 
for all positive integers h. Then log(l/Rh”) x log hm , and from (52) it 
follows that 
& ~~p+l~/~W/2k-f-l~ logs7/W2kf-l) h + m 
for h = h,, as rz tends to infinity, but by (50), we obtain 
Rhh* logzu h < 1. 
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Then either 
Thus by assumption (53) we proved the assertion of Theorem 4. 
If (53) does not hold for any 7 > 0, we con&de that the inequality (50) 
has infinitely many solutions for every /3 > 0 with u = 0, and we apply the 
result just proved. We obtain that 
for every E > 0, and thus the assertion of Theorem 4 holds in this case also. 
We recall the following result (see [ 11 or 131). 
THEOREM 4a. Let all numbers bI , bz ,..., b? be rational. Then 
P&x) = Q(x@~-). 
Proof. We choose a positive integer h such that R,, = 0. In (51), we 
put .f -= (r/2) - 1, g = 0, and k = 1. Then we obtain that for 0 -+ 0+ 
and this is obviously a contradiction, 
THEOREM 5. Let at least one of the numbers bI, bz ,..., by be irrational. 
Then 
for every c -P 0, where y = y(bl , b2 ,. . . . b?) is dejined as in the Introduction. 
ProoJ For a given positive T, let us write (46) in the form 
$$ = jr e-zsPO(x) dx + ix e-xsPD(x) L/X. 
0 “T 
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Let s = u + it with u > 0. We apply Schwartz’s inequality to the first 
integral, and in the second integral we use the estimate P,,(X) < xT (this 
holds, e.g., for T = (r/2) + f). We obtain 
and thus 
We choose j3 < y, j3 > 0. Thus, by Lemma 1, the inequality 
has infinitely many solutions in positive integers h, say, h = h%, n = 1,2,... . 
In (54) we put s = u + 2rrih and CJ = Rh.and apply (21) for k = I. Then 
Let us suppose that 
where f c r - 1 and choose E > 0. Then, for T > 7’0 = T,,(C) we obtain 
We choose now T = Th such that 
Since eP < x-~ for every m = c and x E [O, co), we can choose, for 
example, 
Th = (~~R~l/2-r-n~~lj~f/2+m). 
Moreover, if 
7- i- 4 ap, (581 
we can put T = c/R~ , and the inequality (57) holds for all h > h,, , where 
h,, depends on l ,A and 7. From (56) and (57), we obtain 
~iW-l~/2/,-~-l < cTf/2, 
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and using the expression for T = Th , we obtain (C can be arbitrarily 
small, Ir = IrQ -+ co) 
f > r - 1 - ltp + lN3. 
Similarly to Theorem 4a, we are able to state 
THEOREM 5a. Let all the numbers bl , bz ,..., b,. be rational, and let 
P,,(x) < x(7/2)-l. Then 
MD(X) = A-2(x+1) 
Let us recall that the following result always holds: 
THEOREM 5b. 
MO(*) > x~~/2~+o~tu/2~ 
ProoJ See [ 13, p. 69, Theorem 11. 
5. O-ESTIMATES 
In this paragraph we derive explicit O-estimates from the results of 
Section 3 and formulate our fina results. Because our general formula for 
O-estimates of PO(x) gives new and non-trivial results only in the case 
f < (r/2) - 2 (see remarks in Section 3), we shall restrict ourselves 
mainly to this case. 
THEOREM 6. Let 0 < p < (r/2) - 2. Then 
p (x) c 0 &y@-u/~+LJP ), PO(X) = o(x(+i-1 10gN x), 
where K = 1 for p = (r/2) - 2 > 0, K = 2 for p = (r/2) - 2 = 0 and 
K = 0 otherwise. Further, 
<~~~P~+o+~~/a < MO(X) .g y-1 
for 0 < p < (r/2) - j, 
x7-l -g MO(X) < x-1 log x 
for p = r/2 ~ $ > 0 and 
MO(*) x xcT/2)+P+fl/2b 
for p >, r/2 - #, p > 0. 
34 B. NOVAK 
Proojl The estimates from below follow from Theorem 5b. Let ,J = 0. 
In (37) we put z = 1 and obtain 
In a similar way, we have from (29) 
MO(x) <xr~2-1~2 k& k20+1(x/k2)T12-1J2 f (l/h2D+2) < xr-l x k20+2-r 
h=l k<& 
for p > 0; hence, in both cases, we only need to estimate these sums in an 
obvious way. 
Theorems 4&, 58, and 6 together yield 
THEOREM 1. Let all the numbers bl , b2 ,..., b? be rational. Then 
PJX) = O(x(~~2)-1) and PJX) = Q(x~+q 
provided 0 < p -=c (r/2) - 2, 
i&(x) = o(xy and 
provided 0 < p -c r/2 - 312, 
MJX) = 0(x+1 log x) and i&(x) = J&x-y 
provided p = r/2 - 312 > 0, and3nally 
for p > r/2 - 312, p > 0. 
(59) 
LATTICE POINTS IN ELLIPSOIDS 35 
Let us recall that it follows from the results of [13] and [20] that if the 
assumptions of Theorem 7 are satisfied, then there are positive constants 
K depending only on Q, p, and b$ such that 
MD(X) = Kx+1 + 0(x-l) for 0 < p < r/2 - 312, (60) 
MO(X) = Kx+1 log x + 0(x?-1 log x) for 0 < p = r/2 - 3/2, (61) 
and 
All the ,fJ-results for the function P&x) follow immediately from (60) 
and (61). Moreover, 
for p = r/2 - 312 2 0. 
THEOREM 8. Let at least one of the numbers bI , b2 ,..., br be irrational. 
Then 
PO(X) = o(xfvj2)-y 64 
provided 0 < p c (r/2) - 2 
MD(X) = 0(x+1) (631 
provided 0 < p < r/2 - 312. 
Proo$ First, let 0 < p c r/2 - 3/2. Let T(x) be the supremum oj 
all T, for which 
where a is iixed and 0 < u < (r/2) - (3/2) - p. Clearly, T(x) tends to 
infinity as x tends to infinity. From (39) we obtain 
hfo(x) < xrJz-l12 1 kzD+l 
/,.<+&lP2 
( xa + (x/k2yj2-1’2 h;T (I ,‘h20+2)) 
- 
< xTp2-l/z+wto+l + 7--20-lxr-lz o(xr-l). 
In the same way, we obtain (62) from (29) but only for 0 < p -C (r/2) - 2. 
Finally, let p = 0 < (r/2) - 2, i.e., r > 4. We choose a positive E such 
that G < min(l/2, (r/2) - 2). Put 
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n = 1, 2,.... Obviously, qn c yS+l . For t > 1, define the function y(t) as 
follows: y(t) is a continuous linear function in the interval [n, ti + 11, 
~(?2)=~~,~=1,2 ,.... The function y(t) is also continuous and increasing 
in the interval [l, co). Let T(X) be defined (obviously uniquely) by the 
equation 
I is a continuous and increasing function, k-5 T(X) = co. Finally, 
we put 2 = z(x) = ~-l/~(x) in (37), i.e., z(x) = o(1). Using the inequality 
min(1, k/z/r) < (kjzkp, we obtain from (37) 
P(x) < ~~~~-1~2 z k-l min(1, k/zh) minVi*-lJ2(x/k2, l/R& + o(xV+l) 
h.7c 
+ o(xpj2-1) 
g x7t4+d2z-~ y(T(X)) + Xrj2-l Z - ‘T-‘(X) + O(X’/2-1) = O(Xr12-1). 
From the proof we see that our theorem probably cannot be generally 
strengthened. Actually, using Baire’s category method (see, e.g., [12, 
p. 7271) which was introduced into number theory by Jarnik, we could 
prove the following assertion. 
THEOREM @. Let 0 < p < (r/2) - 2, und let y(x) be a decreasing 
continuous function, v(x) = o(l). Then there exist a system bI , bg ,..., br 
such that 
PO(X) = o(x(r12-) and PO(X) = Q(x~~~wp(x)). 
An analogous assertion holds for the function M&) provided 0 < p < r/2 - $. 
In the remainder of this paper, we are going to investigate the depen- 
dence of the exact order f0 (see (6)) on the arithmetic character of the 
numbers bI , b2 ,..., b,. . 
Let at least one of the numbers bI , b2 ,..., b7 be irrational, and let 
y = Ah, bz ,..., br) be defined as in the Introduction. According to (7) 
and (8) we may replace (29) (39), and (37) by 
P&x) < xr~4--l~2 x ko f h-0-l min~~2-1(x1~2/k, l/P& (64) 
k&‘= h=l 
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and 
Let us observe that we obtain (66) from (37) putting z = ~-((r’~)-l) and 
recalling that 
and 
< xri4-2 &z,% (l/kTj2-2) < xTj4. 
One can notice that (66) gives in some cases worse results than (37) (but 
the gap has only a logarithmic character). Because we shall formulate our 
results in terms of y, this difference does not matter. 
First, we shall state an important auxiliary assertion. 
LEMMA 8. Let CX, fl, and A be positive real numbers, A > I, and let the 
inequality 
P,, > h-X 
hold for all positive integers h. Let r > I. Then 
provided /~CX - T -c 0; 
provided ,&Y = 7; and 
provided /~LX > T. 
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Further, 
H(t) = 1 h-l minB(,4, l/Ph) < A(~-‘l~O)~ log t (70) 
O<h<t 
provided /~CX < 1 and 
H(t) c?g A{f-118)) log(+P) (70 
provided @x > 1 and t” > 2. Here, t > c and the symbol Acti denotes Av, 
log A, 1 fir v > 0, v = 0, v < 0, respectively. 
Proo$ See [18, pp. 773-774, corollary]. 
Using these estimates in (64), (65), and (66) and combining the results 
so obtained with Theorems 4-7, we obtain finally 
THEOREM 9. Let y = y(bl , bs ,..., b+J. Then 
lim sup log f%fD(~)/log x = max(r - 1 - (P + 1)/y, (r/2) + P + (l/2)). 
s+m 
Moreover, 
Jf(x) x x~~/2~+o+w2~ 
provided p > r/2 - 312 - (r - 1)/2(~ + 11, p > 0. 
Further, 
6 = W3 - 1 - W24 
provided 0 < p < (r/2) - 2 - (x - 2)/2(~ + 11 and 
.& G rid 4- ~12 
otherwise. 
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