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Abstract
In this paper, we study the existence, uniqueness and the probabilistic representation of
the weak solutions of quasi-linear parabolic and elliptic partial differential equations (PDEs)
in the Sobolev space H1ρ(Rd). For this, we study first the solutions of forward-backward
stochastic differential equations (FBSDEs) with smooth coefficients, regularity of solutions
and their connection with classical solutions of quasi-linear parabolic PDEs. Then using
the approximation procedure, we establish their convergence in the Sobolev space to the
solutions of the FBSDES in the space L2ρ(Rd;Rd) ⊗ L2ρ(Rd;Rk) ⊗ L2ρ(Rd;Rk×d). This gives
a connection with the weak solutions of quasi-linear parabolic PDEs. Finally, we study the
unique weak solutions of quasi-linear elliptic PDEs using the solutions of the FBSDEs on
infinite horizon.
Keywords: forward-backward stochastic differential equations; weak solutions; quasi-linear
partial differential equations; probabilistic representation; parabolic; elliptic; infinite horizon.
1 Introduction
In this paper, we study the existence, uniqueness and the probabilistic representation of solu-
tions of systems of quasi-linear second order parabolic (or elliptic) partial differential equations
(PDEs). Consider the following parabolic type PDEs:
∂
∂t
u+L u+ f(t, x, u, σ∗(t, x, u)∇u) = 0, u(T, x) = h(x), (1.1)
where u : [0, T ]×Rd → Rk with u(t) being in an appropriate Sobolev space, which will be made
clear later, and L is a second order differential operator defined by
L =
1
2
d∑
i,j=1
(σσ∗)ij(t, x, u(t, x))
∂2
∂xi∂xj
+
d∑
i=1
bi(t, x, u(t, x))
∂
∂xi
. (1.2)
Quasi-linear PDEs arise in many physical and engineering problems and have been subject to
intensive studies ([4], [9], [10], [14]). Due to the complexity of the equations, there are many
difficulties in both analytic and probabilistic approaches.
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The aim of this work is to study the weak solutions of (1.1) through a probabilistic approach
by studying the forward-backward stochastic differential equations (FBSDEs):
Xt,xs =x+
∫ s
t
b(r,Xt,xr , Y
t,x
r )dr +
∫ s
t
σ(r,Xt,xr , Y
t,x
r )dWr,
Y t,xs =h(X
t,x
T ) +
∫ T
s
f(r,Xt,xr , Y
t,x
r , Z
t,x
r )dr −
∫ T
s
Zt,xr dWr, 0 ≤ t ≤ T.
(1.3)
It is well-known that a solution of a linear parabolic (or elliptic) PDEs can be formulated as the
expectation of a functional of the solutions of some stochastic differential equations, known as
the Feynman-Kac formula. By introducing a kind of backward stochastic differential equations
(BSDEs), Pardoux-Peng [20, 21] and Peng [24] obtained a probabilistic interpretation for a
semi-linear parabolic (or elliptic) PDEs. The probabilistic interpretation:
u(t, x) = Y t,xt (1.4)
establishes the connection between the classical and viscosity solutions of PDEs and the solutions
of BSDEs (or FBSDEs), and provides a new insight into studying non-linear PDEs. Probabilistic
representation of weak solutions of semi-linear PDEs in a Sobolev apace was studied by Barles-
Lesigne [6], Bally-Matoussi [5] and Zhang-Zhao [31, 32, 33, 34], and for Hamilton-Jacobi-Bellman
equations by Wei-Wu-Zhao [27]. For the quasi-linear case, there are a few results about the
viscosity solutions (Pardoux-Tang [23], Wu-Yu [28]). As far as we know, this paper is the
first result on FBSDEs in L2ρ(Rd;Rd) ⊗ L2ρ(Rd;Rk) ⊗ L2ρ(Rd;Rk×d) and their connection with
quasi-linear PDE (1.3) in the Sobolev space H1ρ (Rd).
FBSDEs were first considered by Antonelli who obtained an existence and uniqueness result
over a small time duration by using the Contraction Mapping Method ([1]). Ma-Protter-Yong
introduced the Four Step Scheme and proved the existence and uniqueness under some regularity
assumptions on the coefficients and non-degeneracy of the forward equation in [15]. Several other
results on a more general form of FBSDEs (σ allowed to depend on z) are given by Hu-Peng
[11], Peng-Wu [26], based on stochastic Hamiltonian systems, under certain monotone conditions.
Yong [29] generalized these results by introducing a more flexible type of monotone condition.
Using homotopic technique, Yong developed a Continuation Method in [30]. Recently, Ma-Wu-
Zhang-Zhang [16] integrated all these existing methods, and provided a unified approach.
Comparing all these works on FBSDEs, the balance between the regularity of the coefficients
and the time duration is still a challenging problem. In fact, under Lipschitz conditions, one
can only get an existence and uniqueness result over a small time duration (local result) by
using a Contraction Mapping Method (e.g. Delarue [8]). For an arbitrary time duration (global
result), one should consider more complicated assumptions by the Four Step Scheme or the
Continuation Method. In this work we use a purely probabilistic method to study the FBSDEs
instead of applying a PDEs approach. The advantage is that we can push the probabilistic
method to solve FBSDEs beyond what analytic methods can offer, e.g. the infinite horizon
case (Section 5). Our approach does not depend on results of PDEs. In Section 2, by using a
Contraction Mapping Method, we give a global result under either of two classes of monotone-
Lipschitz conditions. Meanwhile, the Continuation Method (Hu-Peng [11], Peng-Wu [26], Yong
[29, 30]) can deal with some general FBSDEs (σ can depend on z). However, one cannot obtain
the regularity of Y t,xs (Lemmas 3.1 and 3.3) when σ depends on z, which is a necessary step
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to connect with PDEs. On the other hand, the conditions from our method are weaker than
conditions offered by the Continuation Method when σ is independent of z. Moreover, our result
on infinite horizon FBSDEs gives the solutions of quasi-linear PDEs.
The difficulty of solving FBSDE (1.3) lies in the coupling between the forward and backward
equations. It is a circular dependence of solutions of both equations, which need to be solved
simultaneously rather than one after another. Such a difficulty was also pointed out in Pardoux-
Tang [23]. We will construct mappings based on a monotonicity assumption. In fact, such
assumptions were used in many other works such as Hu-Peng [11], Pardoux-Tang [23], Peng-
Shi [25], Peng-Wu [26]. In Delarue [8], he assumed globally Lipschitz conditions with σ being
non-degenerate with the help of the PDE method. But our work mainly uses the probabilistic
method to solve the FBSDEs and we do not need σ being non-degenerate. A monotonicity
condition is given in a weak sense and weak solutions of PDEs are obtained by solving FBSDEs
in a function space.
In this paper, we study the solutions of PDE (1.1) in both classical sense (Section 3) and
in the sense of weak solutions in a Sobolev space (Section 4). The latter is the main purpose
of this paper. To do this, we need to study the classical solutions and use an approximation
procedure to obtain weak solutions. Moreover, the norm equivalence result (Lemma 4.5), which
plays an important role in this analysis, is new for FBSDEs. Finally, let us consider the following
FBSDEs on the infinite horizon when all the coefficients in (1.3) are independent of t,
Xt,xs =x+
∫ s
t
b(Xt,xr , Y
t,x
r )dr +
∫ s
t
σ(Xt,xr , Y
t,x
r )dWr,
e−KsY t,xs =
∫ ∞
s
e−Krf(Xt,xr , Y
t,x
r , Z
t,x
r )dr +
∫ ∞
s
Ke−KrY t,xr dr −
∫ ∞
s
e−KrZt,xr dWr.
(1.5)
Backward doubly stochastic differential equations (BDSDEs) and BSDEs of infinite horizon were
studied by [31, 32, 34] and the stationary solutions for semi-linear stochastic partial differential
equations (SPDEs) and PDEs were obtained. It is easy to see that the stationary solutions of
parabolic PDEs turn out to be the solutions of elliptic type PDEs. Having this in mind, we
extend results in [31] to FBSDE (1.5) by the Picard iteration procedure and prove that Y t,xt is
independent of t and gives the weak solutions of the following quasi-linear elliptic PDEs:
L u+ f(x, u, σ∗(x, u)∇u) = 0. (1.6)
2 FBSDEs on finite horizon
Let (Ω,F ,P ) be a probability space, and T > 0 be fixed. Let {Wt, 0 ≤ t ≤ T} be a d-
dimensional standard Brownian motion on (Ω,F ,P ), and N denote the P -null sets of F . For
t ≤ s ≤ T , we define Ft,s = σ{Wr −Wt; t ≤ r ≤ s} ∨ N , Fs = F0,s.
Definition 2.1. Let S be a Banach space with norm ‖ · ‖S and Borel σ-field S . For K ∈ R+,
we denote by M2,−K([0,∞);S) the set of BR+ ⊗ F/S -measurable random processes {φ(s)}s≥0
with values on S satisfying
(i) φ(s) : Ω→ S is Fs-measurable for s ≥ 0;
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(ii) ||φ(s)||2
M2,−K([0,∞);S) := E[
∫∞
0 e
−Ks‖φ(s)‖2Sds] <∞.
Also we denote by S2,−K([0,∞);S) the set ofBR+⊗F/S -measurable random processes {ψ(s)}s≥0
with values on S satisfying
(i) ψ(s) : Ω→ S is Fs-measurable for s ≥ 0 and s 7→ ψ(s, ω) is continuous in S, P -a.s.;
(ii) ||ψ(s)||2
S2,−K([0,∞);S) := E[sups≥0 e
−Ks‖ψ(s)‖2S] <∞.
Similarly, for K ∈ R+, we can also define spaces M2,K([0,∞);S), S2,K([0,∞);S). When
K = 0, and finite horizon [0, T ], we simply denote them by M2([0, T ];S) and S2([0, T ];S).
Remark 2.2. In this paper, we always take the Banach space S to be Hilbert space L2ρ(Rd,Rk)
space with the inner product
〈
u1, u2
〉
L2ρ
=
∫
Rd u1(x) · u2(x)ρ−1(x)dx, a ρ-weighted L2 space (or
weighted Sobolev space). Here ρ(x) = (1 + |x|2)q, q ≥ 2, is a weight function and u1(x) ·u2(x) is
the inner product of the Euclidean space Rk. It is easy to see that ρ(x) : Rd → R is a continuous
positive function satisfying
∫
Rd |x|pρ−1(x)dx <∞ for any p ∈ (2, 2q − 1).
Now we consider the FBSDEs with finite horizon [t, T ], for 0 ≤ t ≤ T ,
Xt,xs =x+
∫ s
t
b(r,Xt,xr , Y
t,x
r , Z
t,x
r )dr +
∫ s
t
σ(r,Xt,xr , Y
t,x
r )dWr,
Y t,xs =h(X
t,x
T ) +
∫ T
s
f(r,Xt,xr , Y
t,x
r , Z
t,x
r )dr −
∫ T
s
Zt,xr dWr, t ≤ s ≤ T,
(2.1)
where the functions b : [0, T ] × Rd × Rk × Rk×d → Rd, σ : [0, T ] × Rd × Rk → Rd×d, f :
[0, T ] × Rd × Rk × Rk×d → Rk, h : Rd → Rk. We also assume that b, σ, f and h are Borel
measurable functions, Xt,xt = x is the initial point in Rd, and for 0 ≤ s ≤ t, we regulate Xt,xs = x.
Definition 2.3. The process (Xt,·· , Y
t,·
· , Z
t,·
· ) ∈ S2([0, T ];L2ρ(Rd;Rd)) ⊗ S2([0, T ];L2ρ(Rd;Rk))
⊗ M2([0, T ];L2ρ(Rd;Rk×d)) is called a solution of Eq. (2.1) if for any ϕ ∈ C0c (Rd;Rd) and
ϕ˜ ∈ C0c (Rd;Rk),
∫
Rd
Xt,xs · ϕ(x)dx =
∫
Rd
x · ϕ(x)dx+
∫ s
t
∫
Rd
b(r,Xt,xr , Y
t,x
r , Z
t,x
r ) · ϕ(x)dxdr
+
∫ s
t
∫
Rd
σ(r,Xt,xr , Y
t,x
r ) · ϕ(x)dxdWr,∫
Rd
Y t,xs · ϕ˜(x)dx =
∫
Rd
h(Xt,xT ) · ϕ˜(x)dx+
∫ T
s
∫
Rd
f(r,Xt,xr , Y
t,x
r , Z
t,x
r ) · ϕ˜(x)dxdr
−
∫ T
s
〈∫
Rd
Zt,xr ϕ˜(x)dx, dWr
〉
P− a.s..
(2.2)
In this section, we consider two classes of monotone-Lipschitz conditions to study FBSDE
(2.1) over an arbitrary time duration. Denote g = (b, σ, h). Assume
(A.1): There exist constants L ≥ 0, µ > 0 satisfying 2µ − K − 2L2 − 7L − 1 > 0 where
K > 2L3 + L2 + 5L + 1 such that for any t ∈ [0, T ], X1, X2 ∈ L2ρ(Rd;Rd), Y1, Y2 ∈ L2ρ(Rd;Rk),
Z1, Z2 ∈ L2ρ(Rd;Rk×d), the function g and f satisfy
‖g(t,X1(x), Y1(x), Z1(x))− g(t,X2(x), Y2(x), Z2(x))‖2L2ρ
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≤ L(‖X1(x)−X2(x)‖2L2ρ + ‖Y1(x)− Y2(x)‖
2
L2ρ
+ ‖Z1(x)− Z2(x)‖2L2ρ);
‖f(t,X1(x), Y1(x), Z1(x))− f(t,X2(x), Y1(x), Z2(x))‖2L2ρ
≤ L(‖X1(x)−X2(x)‖2L2ρ + ‖Z1(x)− Z2(x)‖
2
L2ρ
);
||f(t, 0, Y1(x), 0)||2L2ρ ≤ L(1 + ||Y1(x)||
2
L2ρ
);〈
Y1(x)− Y2(x), f(t,X1(x), Y1(x), Z1(x))− f(t,X1(x), Y2(x), Z1(x))
〉
L2ρ
≤ −µ‖Y1(x)− Y2(x)‖2L2ρ .
And for any t ∈ [0, T ], (x, z) ∈ Rd × Rk×d, the function v 7→ f(t, x, v, z) is continuous.
(A.2): The function g = (f, σ, h) satisfies the Lipschitz condition in the same sense as in
(A.1), b(t, x, y, z) is uniformly Lipschitz continuous w.r.t. (y, z) in the same sense as in (A.1).
There exists a constant µ > 0 with 2µ−K−L−max{4L+ 1, 2L2} > 0, where K > 2L2+7L+1,
such that〈
X1(x)−X2(x), b(t,X1(x), Y1(x), Z1(x))− b(t,X2(x), Y1(x), Z1(x))
〉
L2ρ
≤ −µ‖X1(x)−X2(x)‖2L2ρ ,
||b(t,X1(x), 0, 0)||2L2ρ ≤ L(1 + ||X1(x)||
2
L2ρ
).
And for any t ∈ [0, T ], (y, z) ∈ Rk × Rk×d, the function x 7→ b(t, x, y, z) is continuous;
(A.3): The following holds∫ T
0
(|b(s, 0, 0, 0)|2 + ‖σ(s, 0, 0)‖2 + |f(s, 0, 0, 0)|2) ds <∞,
where the Euclidean norm of x ∈ Rd is denoted by |x|, and the matrix norm of z ∈ Rk×d by
‖z‖ := √tr(zz∗).
Before we give the existence and uniqueness results of FBSDE (2.1), we prove the following
lemma as a preparation.
Lemma 2.4. Under conditions (A.1) (or (A.2)) and (A.3), if there exists (X·(·), Y·(·), Z·(·))
∈M2([t, T ];L2ρ(Rd;Rd)) ⊗ M2([t, T ];L2ρ(Rd;Rk)) ⊗ M2([t, T ];L2ρ(Rd;Rk×d)) satisfying (2.2) for
t ≤ s ≤ T , then (X·(·), Y·(·)) ∈ S2([t, T ];L2ρ(Rd;Rd)) ⊗ S2([t, T ];L2ρ(Rd;Rk)), and (Xs(x), Ys(x), Zs(x))
is a solution of (2.1).
Proof. In the following, we only prove our result under the conditions (A.1) and (A.3), the
other one can be done similarly. The proof is similar to [31]. Let us first see Ys(·) is continuous
with respect to s in L2ρ(Rd;Rk). Since (Xs(x), Ys(x), Zs(x)) satisfies (2.2) for t ≤ s ≤ T , therefore∫
Rd
|Ys+∆s(x)− Ys(x)|2ρ−1(x)dx ≤ Cp
∫
Rd
∫ s+∆s
s
|f(r,Xr(x), Yr(x), Zr(x))|2 drρ−1(x)dx
+Cp
∫
Rd
∣∣∣∣∣
∫ s+∆s
s
Zr(x)dWr
∣∣∣∣∣
2
ρ−1(x)dx.
For the stochastic integral part, it is trivial to see that for 0 ≤ ∆s ≤ T − s,∣∣∣∣∣
∫ s+∆s
s
< Zr(x), dWr >
∣∣∣∣∣
2
≤ sup
0≤∆s≤T−s
∣∣∣∣∣
∫ s+∆s
s
< Zr(x), dWr >
∣∣∣∣∣
2
a.s..
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And we can deduce that
∫
Rd sup0≤∆s≤T−s
∣∣∣∫ s+∆ss 〈Zr(x), dWr〉∣∣∣2 ρ−1(x)dx <∞ a.s. by Burkholder-
Davis-Gundy’s inequality and Z·(·) ∈ M2([t, T ];L2ρ(Rd;Rk×d)). So by the dominated conver-
gence theorem, lim∆s→0+
∫
Rd
∣∣∣∫ s+∆ss 〈Zr(x), dWr〉∣∣∣2 ρ−1(x)dx = 0 a.s.. Similarly we can prove
lim∆s→0−
∫
Rd
∣∣∣∫ s+∆ss 〈Zr(x), dWr〉∣∣∣2 ρ−1(x)dx = 0 for t < s ≤ T . So Ys(·) is continuous w.r.t. s
in L2ρ(Rd;Rk). Similarly, we can check that Xs(·) is continuous w.r.t. s in L2ρ(Rd;Rd). From con-
ditions (A.1), (A.3) and (X·(·), Y·(·), Z·(·)) ∈M2([t, T ];L2ρ(Rd;Rd)) ⊗M2([t, T ];L2ρ(Rd;Rk)) ⊗
M2([t, T ];L2ρ(Rd;Rk×d)), we have that for a.e. x ∈ Rd, b(r,Xr(x), Yr(x), Zr(x)), σ(r,Xr(x), Yr(x))
and f(r,Xr(x), Yr(x), Zr(x)) are mean square integrable. We use the generalized Itoˆ’s formula to
ψM (Xr(x)) and ψM (Yr(x)) , ψM (x) = x
2I{−M≤x<M}+2M(x−M)I{x≥M}−2M(x+M)I{x<−M},
take the spatial integration ρ−1(x)dx on both sides and apply stochastic Fubini theorem. Then
we have∫
Rd
ψM (Xs(x)) ρ
−1(x)dx
≤
∫
Rd
x2ρ−1(x)dx+
∫ s
t
∫
Rd
ψ′M (Xr(x)) b(r, 0, 0, 0)ρ
−1(x)dxdr
+
∫ s
t
∫
Rd
ψ′M (Xr(x)) (b(r,Xr(x), Yr(x), Zr(x))− b(r, 0, 0, 0)) ρ−1(x)dxdr
+2
∫ s
t
∫
Rd
‖σ(r,Xr(x), Yr(x))− σ(r, 0, 0)‖2ρ−1(x)dxdr + 2
∫ s
t
∫
Rd
‖σ(r, 0, 0)‖2ρ−1(x)dxdr
+
∫ s
t
〈∫
Rd
ψ′M (Xr(x))σ(r,Xr(x), Yr(x))ρ
−1(x)dx, dWr
〉
and ∫
Rd
ψM (Ys(x)) ρ
−1(x)dx
≤
∫
Rd
ψM (h(XT (x))) ρ
−1(x)dx+
∫ T
s
∫
Rd
ψ′M (Yr(x)) f(r, 0, Yr(x), 0)ρ
−1(x)dxdr
+
∫ T
s
∫
Rd
ψ′M (Yr(x)) (f(r,Xr(x), Yr(x), Zr(x))− f(r, 0, Yr(x), 0)) ρ−1(x)dxdr
−
∫ T
s
〈∫
Rd
ψ′M (Yr(x))Zr(x)ρ
−1(x)dx, dWr
〉
.
Noting that |ψ′M (Xr(x)) |2 ≤ 4|Xr(x)|2 and using Burkholder-Davis-Gundy’s inequality and the
Cauchy-Schwarz inequality, we have
E sup
t≤s≤T
∫
Rd
ψM (Xs(x)) ρ
−1(x)dx
≤
∫
Rd
x2ρ−1(x)dx+ CE
∫ T
t
∫
Rd
|b(r, 0, 0, 0)|2ρ−1(x)dxdr + CE
∫ T
t
|Xr(x)|2dr
+CLE
∫ T
t
∫
Rd
(|Xr(x)|2 + |Yr(x)|2 + ‖Zr(x)‖2) ρ−1(x)dxdr
+CLE
∫ T
t
∫
Rd
(|Xr(x)|2 + |Yr(x)|2) ρ−1(x)dxdr + CE∫ T
t
‖σ(r, 0, 0)‖2dr
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+CE
√∫ T
t
(∫
Rd
∣∣ψ′M (Xs(x))∣∣2 ρ−1(x)dx)(∫
Rd
‖σ(r,Xr(x), Yr(x))‖2ρ−1(x)dx
)
dr
≤
∫
Rd
x2ρ−1(x)dx+ CE
∫ T
t
(|b(r, 0, 0, 0)|2 + ‖σ(r, 0, 0)‖2) dr
+CLE
∫ T
t
∫
Rd
(|Xr(x)|2 + |Yr(x)|2 + ‖Zr(x)‖2) ρ−1(x)dxdr
+
1
5
E sup
t≤s≤T
∫
Rd
∣∣ψ′M (Xs(x))∣∣2 ρ−1(x)dx.
Since (X·(·), Y·(·), Z·(·)) ∈M2([t, T ];L2ρ(Rd;Rd))⊗M2([t, T ];L2ρ(Rd;Rk))⊗M2([t, T ];L2ρ(Rd;Rk×d)),
taking the limit asM →∞ and applying the monotone convergence theorem, we have E supt≤s≤T
∫
Rd
|Xs(x)|2ρ−1(x)dx < ∞. Due to ψM (h(XT (x))) ≤ |h(XT (x))|2 and |ψ′M (Yr(x)) |2 ≤ 4|Yr(x)|2,
by the similar estimate we have
E sup
t≤s≤T
∫
Rd
ψM (Ys(x)) ρ
−1(x)dx ≤ CLE sup
t≤s≤T
∫
Rd
|Xs(x)|2ρ−1(x)dx+ C|h(0)|2
+CLE
∫ T
t
∫
Rd
(|Xr(x)|2 + |Yr(x)|2 + ‖Zr(x)‖2) ρ−1(x)dxdr
+
1
5
E sup
t≤s≤T
∫
Rd
∣∣ψ′M (Ys(x))∣∣2 ρ−1(x)dx.
Similarly, taking M → ∞, we can see that E supt≤s≤T
∫
Rd |Yr(x)|2ρ−1dx < ∞. So (X·(·), Y·(·))
∈ S2([t, T ];L2ρ(Rd;Rd)) ⊗ S2([t, T ];L2ρ(Rd;Rk)) follows. That is to say (X·(·), Y·(·), Z·(·)) is a
solution of (2.1).
Now we present the existence and uniqueness results.
Theorem 2.5. Under conditions (A.1) and (A.3), (2.1) has a unique solution.
Proof. The proof is based on a contraction mapping fromM2,−K([t, T ];L2ρ(Rd;Rd))⊗M2,−K([t, T ];
L2ρ(Rd;Rk))⊗M2,−K([t, T ];L2ρ(Rd;Rk×d)) to itself. From this, we obtain a uniqueM2([t, T ];L2ρ(Rd;
Rd)) ⊗ M2([t, T ];L2ρ(Rd;Rk)) ⊗ M2([t, T ];L2ρ(Rd;Rk×d))-valued solution since the two norms
|| · ||M2,−K([t,T ];S) and || · ||M2([t,T ];S) are equivalent. By Lemma 2.4 we know that the solution is
in S2([t, T ];L2ρ(Rd;Rd))⊗ S2([t, T ];L2ρ(Rd;Rk))⊗M2([t, T ];L2ρ(Rd;Rk×d)) as well.
Before we prove the theorem, let us introduce the method to construct the solution
(Xt,·· , Y
t,·
· , Z
t,·
· ) ∈ M2([t, T ];L2ρ(Rd;Rd)) ⊗ M2([t, T ];L2ρ(Rd;Rk)) ⊗ M2([t, T ];L2ρ(Rd;Rk×d)).
Consider the BSDE
Y t,xs = h(X
t,x
T ) +
∫ T
s
f(r,Xt,xr , Y
t,x
r , Z
t,x
r )dr −
∫ T
s
Zt,xr dWr, (2.3)
where Xt,xs is a diffusion process given by the solution of the SDE
Xt,xs = x+
∫ s
t
b(r,Xt,xr )dr +
∫ s
t
σ(r,Xt,xr )dWr. (2.4)
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Observe that the functions b and σ are time-dependent, so the forward SDE (2.4) is different from
those in [5], [22], [31]. However, there exists a unique solution for SDE (2.4) (see [18] or [12]).
For BSDE (2.3), we can use a similar method as in the proof of Theorem 3.5 in [31] to prove that
there exists a unique solution (Y t,·· , Z
t,·
· ) ∈M2([t, T ];L2ρ(Rd;Rk))⊗M2([t, T ];L2ρ(Rd;Rk×d)).
Step 1: Construct the following mapping
Ξ : M2,−K([t, T ];L2ρ(Rd;Rd))×M2,−K([t, T ];L2ρ(Rd;Rk))×M2,−K([t, T ];L2ρ(Rd;Rk×d))
→M2,−K([t, T ];L2ρ(Rd;Rd))×M2,−K([t, T ];L2ρ(Rd;Rk))×M2,−K([t, T ];L2ρ(Rd;Rk×d)),
(Xt,·· , Y
t,·
· , Z
t,·
· ) 7→ (X¯t,·· , Y¯ t,·· , Z¯t,·· ),
Given (Xt,xs , Y
t,x
s , Z
t,x
s ), (X¯
t,x
s , Y¯
t,x
s , Z¯
t,x
s ) is defined as follows: for any s ∈ [t, T ],
X¯t,xs = x+
∫ s
t
b(r, X¯t,xr , Y
t,x
r , Z
t,x
r )dr +
∫ s
t
σ(r, X¯t,xr , Y
t,x
r )dWr, (2.5)
and
Y¯ t,xs = h(X¯
t,x
T ) +
∫ T
s
f(r, X¯t,xr , Y¯
t,x
r , Z¯
t,x
r )dr −
∫ T
s
Z¯t,xr dWr. (2.6)
We will prove that the map Ξ is a contraction. To this end, consider (Xt,·· , Y
t,·
· , Z
t,·
· ), (U
t,·
· , V
t,·
· ,W
t,·
· )
∈M2,−K([t, T ];L2ρ(Rd;Rd)) × M2,−K([t, T ];L2ρ(Rd;Rk)) × M2,−K([t, T ];L2ρ(Rd;Rk×d)). Set
(X¯t,·· , Y¯
t,·
· , Z¯
t,·
· ) = Ξ(X
t,·
· , Y
t,·
· , Z
t,·
· ), (U¯
t,·
· , V¯
t,·
· , W¯
t,·
· ) = Ξ(U
t,·
· , V
t,·
· ,W
t,·
· ).
Applying Itoˆ’s formula to e−Ks|X¯t,xs − U¯ t,xs |2, taking spatial integration ρ−1(x)dx on both
sides, applying stochastic Fubini theorem and taking expectation we get
E
∫
Rd
e−KT |X¯t,xT − U¯ t,xT |2ρ−1(x)dx+KE
∫ T
t
∫
Rd
e−Kr|X¯t,xr − U¯ t,xr |2ρ−1(x)dxdr
= E
∫ T
t
∫
Rd
e−Kr‖σ(r, X¯t,xr , Y t,xr )− σ(r, U¯ t,xr , V t,xr )‖2ρ−1(x)dxdr
+2E
∫ T
t
∫
Rd
e−Kr
〈
X¯t,xr − U¯ t,xr ,
b(r, X¯t,xr , Y
t,x
r , Z
t,x
r )− b(r, U¯ t,xr , V t,xr ,W t,xr )
〉
ρ−1(x)dxdr. (2.7)
The first term on the RHS of (2.7) can be estimated by the Lipschitz condition. The second one
can be estimated by using the Cauchy-Schwarz inequality, the Lipschitz condition and Young’s
inequality. It turn out that
E
∫
Rd
e−KT |X¯t,xT − U¯ t,xT |2ρ−1(x)dx+K‖X¯t,·· − U¯ t,·· ‖2M2,−K([t,T ];L2ρ)
≤ (5L+ 1
4
)‖X¯t,·· − U¯ t,·· ‖2M2,−K([t,T ];L2ρ) + (L+
1
4
)‖Y t,·· − V t,·· ‖2M2,−K([t,T ];L2ρ)
+
1
4
‖Zt,·· −W t,·· ‖2M2,−K([t,T ];L2ρ). (2.8)
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For BSDE (2.6), applying Itoˆ’s formula to e−Ks|Y¯ t,xs − V¯ t,xs |2, we have
E
∫
Rd
e−Kt|Y¯ t,xt − V¯ t,xt |2ρ−1(x)dx+ E
∫ T
t
∫
Rd
e−Kr‖Z¯t,xr − W¯ t,xr ‖2ρ−1(x)dxdr
−KE
∫ T
t
∫
Rd
e−Kr|Y¯ t,xr − V¯ t,xr |2ρ−1(x)dxdr
= E
∫
Rd
e−KT
∣∣∣h(X¯t,xT )− h(U¯ t,xT )∣∣∣2 ρ−1(x)dx+ 2E∫ T
t
∫
Rd
e−Kr
〈
Y¯ t,xr − V¯ t,xr ,
f(r, X¯t,xr , Y¯
t,x
r , Z¯
t,x
r )− f(r, U¯ t,xr , V¯ t,xr , W¯ t,xr )
〉
ρ−1(x)dxdr. (2.9)
Note that, we can also have following estimate from (2.7)
E
∫
Rd
e−KT |X¯t,xT − U¯ t,xT |2ρ−1(x)dx
≤ (2L2 + L+ 1
2L
)‖X¯t,·· − U¯ t,·· ‖2M2,−K([t,T ];L2ρ) + (L+
1
2L
)‖Y t,·· − V t,·· ‖2M2,−K([t,T ];L2ρ)
+
1
2L
‖Zt,·· −W t,·· ‖2M2,−K([t,T ];L2ρ).
By the Lipschitz condtion and the above result, the first term on the RHS of (2.9) can be
estimated as
E
∫
Rd
e−KT
∣∣∣h(X¯t,xT )− h(U¯ t,xT )∣∣∣2 ρ−1(x)dx
≤ LE
∫
Rd
e−KT |X¯t,xT − U¯ t,xT |2ρ−1(x)dx
≤ (2L3 + L2 + 1
2
)‖X¯t,·· − U¯ t,·· ‖2M2,−K([t,T ];L2ρ) + (L
2 +
1
2
)‖Y t,·· − V t,·· ‖2M2,−K([t,T ];L2ρ)
+
1
2
‖Zt,·· −W t,·· ‖2M2,−K([t,T ];L2ρ).
And we can use the monotonicity condition and the Lipschitz condition of f , the Cauchy-Schwarz
inequality and Young’s inequality to estimate the second term. It turn out that (2.9) gives
‖Z¯t,·· − W¯ t,·· ‖2M2,−K([t,T ];L2ρ) −K‖Y¯
t,·
· − V¯ t,·· ‖2M2,−K([t,T ];L2ρ)
≤ (2L3 + L2 + 1
2
)‖X¯t,·· − U¯ t,·· ‖2M2,−K([t,T ];L2ρ) + (L
2 +
1
2
)‖Y t,·· − V t,·· ‖2M2,−K([t,T ];L2ρ)
+
1
2
‖Zt,·· −W t,·· ‖2M2,−K([t,T ];L2ρ) + (−2µ+ 5L)‖Y¯
t,·
· − V¯ t,·· ‖2M2,−K([t,T ];L2ρ)
+
1
5
‖X¯t,·· − U¯ t,·· ‖2M2,−K([t,T ];L2ρ) +
1
5
‖Z¯t,·· − W¯ t,·· ‖2M2,−K([t,T ];L2ρ). (2.10)
Step 2: Now let us construct the contraction mapping. To simplify notation, we denote
A¯ = ‖X¯t,·· − U¯ t,·· ‖2M2,−K([t,T ];L2ρ), A = ‖X
t,·
· − U t,·· ‖2M2,−K([t,T ];L2ρ),
B¯ = ‖Y¯ t,·· − V¯ t,·· ‖2M2,−K([t,T ];L2ρ), B = ‖Y
t,·
· − V t,·· ‖2M2,−K([t,T ];L2ρ),
C¯ = ‖Z¯t,·· − W¯ t,·· ‖2M2,−K([t,T ];L2ρ), C = ‖Z
t,·
· −W t,·· ‖2M2,−K([t,T ];L2ρ). (2.11)
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Then (2.8) and (2.10) lead to
(K − 2L3 − L2 − 5L− 19
20
)A¯+ (2µ−K − 5L)B¯ + 4
5
C¯ ≤ (3
4
+ L+ L2)B +
3
4
C.
It turns out that(
K − 2L3 − L2 − 5L− 1920
4
5
)
A¯+
(
2µ−K − 5L
4
5
)
B¯ + C¯ ≤ 15
16
{
(1 +
4
3
L+
4
3
L2)B + C
}
.
We assume 1 + 43L+
4
3L
2 ≤ 2µ−K−5L4
5
and K − 2L3 − L2 − 5L− 1920 > 0, then we have(
K − 2L3 − L2 − 5L− 1920
4
5
)
A¯+ (1 +
4
3
L+
4
3
L2)B¯ + C¯
≤ 15
16
{(
K − 2L3 − L2 − 5L− 1920
4
5
)
A+ (1 +
4
3
L+
4
3
L2)B + C
}
.
Thus the map Ξ is a contraction from M2,−K([t, T ];L2ρ(Rd;Rd)) × M2,−K([t, T ];L2ρ(Rd;Rk)) ×
M2,−K([t, T ];L2ρ(Rd;Rk×d)) into itself. Note that the two norms ||·||M2,−K([t,T ];·) and ||·||M2([t,T ];·)
are equivalent. Consequently, Banach’s fixed point theorem leads to that (2.1) has a unique solu-
tion (Xt,·· , Y
t,·
· , Z
t,·
· ) ∈M2([t, T ];L2ρ(Rd;Rd))⊗M2([t, T ];L2ρ(Rd;Rk))⊗M2([t, T ];L2ρ(Rd;Rk×d)).
By Lemma 2.4, the solution (Xt,·· , Y
t,·
· , Z
t,·
· ) is in S2([t, T ];L2ρ(Rd;Rd)) ⊗ S2([t, T ];L2ρ(Rd;Rk))
⊗ M2([t, T ];L2ρ(Rd;Rk×d)) as well.
Finally, for s ∈ [0, t], we regulate Xt,xs = x, and (2.1) is equivalent to the following,
Xt,xs = x, Y
x
s = Y
t,x
t +
∫ t
s
f(r, x, Y xr , 0)dr, Z
x
s = 0. (2.12)
Here Y t,xt is an Ft-measurable random vector, and therefore is deterministic. In this case, (2.12)
is a simple BSDE. By a similar method, we can obtain process (X ·· , Y ·· , Z ·· ) ∈ S2([0, t];L2ρ(Rd;Rd))
⊗ S2([0, t];L2ρ(Rd;Rk)) ⊗ M2([0, t];L2ρ(Rd;Rk×d)), is the unique solution of (2.12). To unify the
notation, we define (Xt,xs , Y
t,x
s , Z
t,x
s ) = (Xxs , Y
x
s , Z
x
s ) when s ∈ [0, t] and extend the solution to
[0, T ].
Theorem 2.6. Under conditions (A.2) and (A.3), (2.1) has a unique solution.
Proof. It is natural to consider || · ||M2,K([t,T ];·) norm to set up our contraction mapping since the
norms || · ||M2,K([t,T ];·) and || · ||M2([t,T ];·) are equivalent as well. In this case, after applying Itoˆ’s
formula to the forward equation, the coefficient of A¯ is −K−5L− 15 which is definitely negative.
So we should introduce the monotonicity condition in (A.2) to cover this negative part, which
could be positive if µ is big enough. On the other hand, the way we treat |h(X¯t,xT )−h(U¯ t,xT )|2 is
also different from the one in the proof of Theorem 2.5. In fact, we require 2µ−K−2L2−L ≥ 0
to enable us to estimate |h(X¯t,xT ) − h(U¯ t,xT )|2, so that the desired contraction can be obtained.
The proof is similar to that of Theorem 2.5, so we only give a sketch here.
Construct following mapping
Ξ : M2,K([t, T ];L2ρ(Rd;Rd))×M2,K([t, T ];L2ρ(Rd;Rk))×M2,K([t, T ];L2ρ(Rd;Rk×d))
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→M2,K([t, T ];L2ρ(Rd;Rd))×M2,K([t, T ];L2ρ(Rd;Rk))×M2,K([t, T ];L2ρ(Rd;Rk×d)),
(Xt,·· , Y
t,·
· , Z
t,·
· ) 7→ (X¯t,·· , Y¯ t,·· , Z¯t,·· ),
there the mapping is exactly the same as in the proof of Theorem 2.5.
For forward SDE (2.5), applying Itoˆ’s formula to eKs|X¯t,xs − U¯ t,xs |2, taking integration
ρ−1(x)dx, applying stochastic Fubini theorem and taking expectation, using the Cauchy-Schwarz
inequality, monotone-Lipschitz condition (A.2) and Young’s inequality, we have
E
∫
Rd
eKT |X¯t,xT − U¯ t,xT |2ρ−1(x)dx+ (2µ−K − 5L)‖X¯t,·· − U¯ t,·· ‖2M2,K([t,T ];L2ρ)
≤ (L+ 1
4
)‖Y t,·· − V t,·· ‖2M2,K([t,T ];L2ρ) +
1
4
‖Zt,·· −W t,·· ‖2M2,K([t,T ];L2ρ). (2.13)
For BSDE (2.6), we apply Itoˆ’s formula to eKs|Y¯ t,xs − V¯ t,xs |2. In order to estimate the term
E
∫
Rd e
KT
∣∣∣h(X¯t,xT )− h(U¯ t,xT )∣∣∣2 ρ−1(x)dx, we need the following result that is different from (2.13)
E
∫
Rd
eKT |X¯t,xT − U¯ t,xT |2ρ−1(x)dx+ (2µ−K − 2L2 − L)‖X¯t,·· − U¯ t,·· ‖2M2,K([t,T ];L2ρ)
≤ (L+ 1
2L
)‖Y t,·· − V t,·· ‖2M2,K([t,T ];L2ρ) +
1
2L
‖Zt,·· −W t,·· ‖2M2,K([t,T ];L2ρ).
As 2µ−K − 2L2 − L ≥ 0, so
E
∫
Rd
eKT
∣∣∣h(X¯t,xT )− h(U¯ t,xT )∣∣∣2 ρ−1(x)dx
≤ (1
2
+ L2)‖Y t,·· − V t,·· ‖2M2,K([t,T ];L2ρ) +
1
2
‖Zt,·· −W t,·· ‖2M2,K([t,T ];L2ρ).
Similarly, we can use the Cauchy-Schwarz inequality and Young’s inequality to estimate the
other terms. Finally, from BSDE (2.6), we have
‖Z¯t,·· − W¯ t,·· ‖2M2,K([t,T ];L2ρ) +K‖Y¯
t,·
· − V¯ t,·· ‖2M2,K([t,T ];L2ρ)
≤ (1
2
+ L2)‖Y t,·· − V t,·· ‖2M2,K([t,T ];L2ρ) +
1
2
‖Zt,·· −W t,·· ‖2M2,K([t,T ];L2ρ)
+5L‖Y¯ t,·· − V¯ t,·· ‖2M2,K([t,T ];L2ρ) +
1
5
‖X¯t,·· − U¯ t,·· ‖2M2,K([t,T ];L2ρ)
+
1
5
‖Y¯ t,·· − V¯ t,·· ‖2M2,K([t,T ];L2ρ) +
1
5
‖Z¯t,·· − W¯ t,·· ‖2M2,K([t,T ];L2ρ). (2.14)
Now we construct the contraction mapping. We adopt the similar notation as in (2.11) with a
replacement of the space M2,−K([t, T ];L2ρ) by M2,K([t, T ];L2ρ). Then (2.13) and (2.14) lead to
(2µ−K − 5L− 1
5
)A¯+ (K − 5L− 1
5
)B¯ +
4
5
C¯ ≤ (3
4
+ L+ L2)B +
3
4
C.
As 1 + 43L+
4
3L
2 ≤ K−5L−
1
5
4
5
and 2µ−K − 5L− 15 > 0, so we have(
2µ−K − 5L− 15
4
5
)
A¯+ (1 +
4
3
L+
4
3
L2)B¯ + C¯
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≤ 15
16
{(
2µ−K − 5L− 15
4
5
)
A+ (1 +
4
3
L+
4
3
L2)B + C
}
.
Thus the map Ξ is a contraction from M2,K([t, T ];L2ρ(Rd;Rd)) × M2,K([t, T ];L2ρ(Rd;Rk)) ×
M2,K([t, T ];L2ρ(Rd;Rk×d)) into itself. Note that the two norms || · ||M2,K([t,T ];·) and || · ||M2([t,T ];·)
are equivalent. Consequently, Banach’s fixed point theorem leads to that (2.1) has a unique solu-
tion (Xt,·· , Y
t,·
· , Z
t,·
· ) ∈M2([t, T ];L2ρ(Rd;Rd))⊗M2([t, T ];L2ρ(Rd;Rk))⊗M2([t, T ];L2ρ(Rd;Rk×d)).
Finally following a similar proof of Theorem 2.5 we can extend this result from [t, T ] to [0, T ].
3 Regularity of solutions
The purpose of this section is to find the unique classical solution of parabolic PDE (1.1)
through the results of FBSDE (1.3). For this, we strengthen our conditions in L2ρ sense to the
pointwise sense and study the regularity of the solution of FBSDE (1.3), and show that u(t, x)
in (1.4) which is expressed in terms of the solution of FBSDE (1.3) solves quasi-linear parabolic
PDE (1.1). Note when the function b depends on z, the regularity problem has not been solved.
Let us first repeat some notation. For r ∈ N, Cr(Rm;Rn), Crl,b(Rm;Rn) denote respectively
the set of functions of class Cr from Rm into Rn, the set of Cr-functions whose partial derivatives
of order less than or equal to r are bounded (and hence the function itself grows at most linearly
at infinity). And we set the following conditions:
(B.0): For any s ∈ [0, T ], b(s, ·, ·) ∈ C3l,b(Rd × Rk;Rd); σ(s, ·, ·) ∈ C3l,b(Rd × Rk;Rd×d);
f(s, ·, ·, ·) ∈ C3l,b(Rd × Rk × Rk×d;Rk); h ∈ C3l,b(Rd;Rk).
(B.1): Denote g = (b, σ, h). Assume there exists a constant L ≥ 0 such that for any
t ∈ [0, T ], x1, x2 ∈ Rd, y1, y2 ∈ ∈ Rk, z1, z2 ∈ Rk×d,
|g(t, x1, y1)− g(t, x2, y2)|2 ≤ L(|x1 − x2|2 + |y1 − y2|2),
|f(t, x1, y1, z1)− f(t, x2, y1, z2)|2 ≤ L(|x1 − x2|2 + ‖z1 − z2‖2),
|f(t, 0, y, 0)|2 ≤ L(1 + |y|2).
There exists positive constants µ, CL and C
′
L, with CL, C
′
L only depending on L, such 2µ >
K + CL and K > C
′
L such that
〈y1 − y2, f(t, x, y1, z)− f(t, x, y2, z)〉 ≤ −µ|y1 − y2|2,
(B.2): Function g = (f, σ, h) satisfies the Lipschitz condition in the sense of (B.1), b(t, x, y)
is uniformly Lipschitz continuous w.r.t. y in the sense of (A.1). Moreover, there exists positive
constants µ, CL and C
′
L, where CL, C
′
L only depending on L, with 2µ > K + CL and K > C
′
L
such that
〈x1 − x2, b(t, x1, y1)− b(t, x2, y1)〉 ≤ −µ|x1 − x2|2, |b(t, x1, 0)|2 ≤ L(1 + |x1|2).
(B.3): For some constant p > 2,∫ T
0
(|b(s, 0, 0)|p + ‖σ(s, 0, 0)‖p + |f(s, 0, 0, 0)|p) ds <∞.
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Lemma 3.1. Under conditions (B.1) (or (B.2)) and (B.3), FBSDE (1.3) has a unique so-
lution (Xt,xs , Y
t,x
s , Z
t,x
s )0≤s≤T . Moreover, there exists Cp,L,µ,T > 0 depending on p, L, µ and T
such that
E sup
0≤s≤T
|Xt,xs |p + E sup
0≤s≤T
|Y t,xs |p + E
(∫ T
0
‖Zt,xr ‖2dr
) p
2
≤ Cp,L,µ,T (1 + |x|p). (3.1)
Proof. By using a similar method to that of the proof of Theorem 2.5 (or Theorem 2.6), it is
easy to see that, for any t ∈ [0, T ], x ∈ Rd, FBSDE (1.3) has a unique solution (Xt,x· , Y t,x· , Zt,x· )
∈ S2([0, T ];Rd)⊗S2([0, T ];Rk)⊗M2([0, T ];Rk×d). In the following, we only consider conditions
(B.1) and (B.3). The result still holds under conditions (B.2) and (B.3).
Step 1 : First we apply Itoˆ’s formula to (|Xt,xr |2) p2 to yield that
|Xt,xs |p = |x|p + p
∫ s
t
|Xt,xr |p−2
〈
Xt,xr , b(r,X
t,x
r , Y
t,x
r )
〉
dr
+
p
2
∫ s
t
|Xt,xr |p−2‖σ(r,Xt,xr , Y t,xr )‖2dr
+
p
2
(p− 2)
∫ s
t
|Xt,xr |p−4
〈
σσ∗(r,Xt,xr , Y
t,x
r )X
t,x
r , X
t,x
r
〉
dr
+p
∫ s
t
|Xt,xr |p−2
〈
Xt,xr , σ(r,X
t,x
r , Y
t,x
r )dWr
〉
. (3.2)
As the stochastic integral has zero expectation, using Ho¨lder’s inequality and Young’s inequality,
we can deduce that
E|Xt,xs |p ≤ |x|p + Cp,LE
∫ T
t
(|Xt,xr |p + |Y t,xr |p) dr + CpE∫ T
t
(
|b(r, 0, 0)|p + ‖σ(r, 0, 0)‖p
)
dr
≤ Cp,L
(
1 + |x|p + E
∫ T
t
(|Xt,xr |p + |Y t,xr |p) dr) .
Moreover, the last term in (3.2) can be estimated by the Burkholder-Davis-Gundy inequality as
follows
pE sup
t≤s≤T
∣∣∣ ∫ s
t
|Xt,xr |p−2
〈
Xt,xr , σ(r,X
t,x
r , Y
t,x
r )dWr
〉 ∣∣∣
≤ CpE
√∫ T
t
|Xt,xr |p|Xt,xr |p−2‖σ(r,Xt,xr , Y t,xr )‖2dr
≤ CpE
√
sup
0≤r≤T
|Xt,xr |p
∫ T
t
|Xt,xr |p−2‖σ(r,Xt,xr , Y t,xr )‖2dr
≤ Cp
N
E sup
0≤s≤T
|Xt,xs |p + Cp,L,NE
∫ T
t
(|Xt,xr |p + |Y t,xr |p) dr + CpE∫ T
t
‖σ(r, 0, 0)‖pdr.
Here we can choose N such that
Cp
N <
1
2 . Therefore, from (3.2) we have
E sup
t≤s≤T
|Xt,xs |p ≤ Cp,L
(
1 + |x|p + E
∫ T
t
(|Xt,xr |p + |Y t,xr |p) dr) . (3.3)
14 C.R. Feng, X.C. Wang, H.Z. Zhao
Next, we apply Itoˆ’s formula to (|Y t,xr |2) p2 to have
|Y t,xs |p +
p
2
∫ T
s
|Y t,xr |p−2‖Zt,xr ‖2dr +
p
2
(p− 2)
∫ T
s
|Y t,xr |p−4
〈
Zt,xr (Z
t,x
r )
∗Y t,xr , Y
t,x
r
〉
dr
= |h(Xt,xT )|p + p
∫ T
s
|Y t,xr |p−2
〈
Y t,xr , f(r,X
t,x
r , Y
t,x
r , Z
t,x
r )
〉
dr
−p
∫ T
s
|Y t,xr |p−2
〈
Y t,xr , Z
t,x
r dWr
〉
. (3.4)
By Ho¨lder’s inequality and Young’s inequality, we have that
E|Y t,xs |p ≤ Cp,L
(
1 + |x|p + E
∫ T
t
(|Xt,xr |p + |Y t,xr |p) dr)+ p8E
∫ T
t
|Y t,xr |p−2‖Zt,xr ‖2dr.
Taking s = t in (3.4), immediately we have
p
2
E
∫ T
t
|Y t,xr |p−2‖Zt,xr ‖2dr
≤ Cp,L
(
1 + |x|p + E
∫ T
t
(|Xt,xr |p + |Y t,xr |p) dr)+ p8E
∫ T
t
|Y t,xr |p−2‖Zt,xr ‖2dr.
From above two inequalities we have that
E|Y t,xs |p +
p
4
E
∫ T
t
|Y t,xr |p−2‖Zt,xr ‖2dr ≤ Cp,L
(
1 + |x|p + E
∫ T
t
(|Xt,xr |p + |Y t,xr |p) dr) .
By the Burkholder-Davis-Gundy inequality, we have
E sup
t≤s≤T
|Y t,xs |p ≤ Cp,L
(
1 + |x|p + E
∫ T
t
(|Xt,xr |p + |Y t,xr |p) dr) . (3.5)
From (3.3) and (3.5), we obtain
E sup
t≤s≤T
|Xt,xs |p + E sup
t≤s≤T
|Y t,xs |p ≤ Cp,L
(
1 + |x|p + E
∫ T
t
(|Xt,xr |p + |Y t,xr |p) dr) . (3.6)
Step 2: To estimate E
∫ T
t
(
|Xt,xr |p + |Y t,xr |p
)
dr, we apply Itoˆ’s formula to e−pKr|X¯r|p and
e−pKr|Y¯r|p for a.e. x ∈ Rd. Note that the stochastic integral has zero expectation, so we have
Ee−KT |Xt,xT |p +KE
∫ T
t
e−Kr|Xt,xr |pdr
= e−Kt|x|p + pE
∫ T
t
e−Kr|Xt,xr |p−2
〈
Xt,xr , b(r,X
t,x
r , Y
t,x
r )
〉
dr
+
1
2
p(p− 1)E
∫ T
t
e−Kr|Xt,xr |p−2‖σ(r,Xt,xr , Y t,xr )‖2dr, (3.7)
and
Ee−Kt|Y t,xt |p −KE
∫ T
t
e−Kr|Y t,xr |pdr +
1
2
p(p− 1)E
∫ T
t
e−Kr|Y t,xr |p−2‖Zt,xr ‖2dr
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= Ee−KT |h(Xt,xT )|p + pE
∫ T
t
e−Kr|Y t,xr |p−2
〈
Y t,xr , f(r,X
t,x
r , Y
t,x
r , Z
t,x
r )
〉
dr. (3.8)
Denote
γ : = pµ−K − 4pL− p− 2
16
− ε− L(p− 1)2(1 + ε)− 1
8
− L(p− 1)(1 + ε)
−
[
1
4L
+ L(p− 1)(1 + ε)
]
(1 + ε)L
p
2 ,
β : = K − 4pL− p
8
+
1
8
− ε− L(p− 1)2(1 + ε)− 1
8
− L(p− 1)(1 + ε¯)
−
[
2pL2 +
p
4L
− 1
4L
+ ε+ L(p− 1)2(1 + ε)
]
(1 + ε)L
p
2 .
From (3.7) and (3.8), using a similar method as in the proof of Theorem 2.5, we have that
γE
∫ T
t
e−Kr|Xt,xr |pdr + βE
∫ T
t
e−Kr|Y t,xr |pdr
+
(
1
2
p(p− 1)− p
16
)
E
∫ T
t
e−Kr|Y t,xr |p−2‖Zt,xr ‖2dr + Ee−KT |Xt,xT |p + Ee−Kt|Y t,xt |p
≤ Cp,Le−Kt|x|p + Cp,L
∫ T
t
e−Krdr. (3.9)
Here note 12p(p − 1) − p16 > 0. In addition, if we assume that 2µ > K + L2 + 10L + 1 and
K > 4L3 + L2 + 10L + 1, then there exists a constant p ∈ (2,∞) such that γ, β > 0 and (3.9)
immediate leads to
E
∫ T
t
e−Kr|Xt,xr |pdr + E
∫ T
t
e−Kr|Y t,xr |pdr ≤ Cp,L,µe−Kt|x|p + Cp,L,µ
∫ T
t
e−Krdr.
Note that
e−KTE
∫ T
t
(|Xt,xr |p + |Y t,xr |p) dr ≤ E∫ T
t
e−Kr
(|Xt,xr |p + |Y t,xr |p) dr.
So we have
E
∫ T
t
(|Xt,xr |p + |Y t,xr |p) dr ≤ Cp,L,µe−K(t−T )|x|p + Cp,L,µeKT ∫ T
t
e−Krdr
≤ Cp,L,µ,T (1 + |x|p). (3.10)
From (3.6) and (3.10) we have
E sup
t≤s≤T
|Xt,xs |p + E sup
t≤s≤T
|Y t,xs |p ≤ Cp,L,µ,T (1 + |x|p).
Following a similar procedure as in Step 2 of the proof of Theorem 2.5, we can extend our result
from s ∈ [t, T ] to s ∈ [0, T ] so that
E sup
0≤s≤T
|Xt,xs |p + E sup
0≤s≤T
|Y t,xs |p ≤ Cp,L,µ,T (1 + |x|p).
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Finally, we consider∫ T
0
‖Zt,xr ‖2dr = |h(Xt,xT )|2 − |Y t,x0 |2
+2
∫ T
0
〈
f(r,Xt,xr , Y
t,x
r , Z
t,x
r ), Y
t,x
r
〉
dr − 2
∫ T
0
〈
Zt,xr , Y
t,x
r dWr
〉
.
Hence
E
(∫ T
0
‖Zt,xr ‖2dr
) p
2
≤ CpE
(
|h(Xt,xT )|p + |Y t,x0 |p +
∣∣∣∣∫ T
0
〈
Zt,xr , Y
t,x
r dWr
〉∣∣∣∣
p
2
+
∣∣∣∣∫ T
0
〈
f(r,Xt,xr , Y
t,x
r , Z
t,x
r ), Y
t,x
r
〉
dr
∣∣∣∣
p
2
)
≤ Cp,L,TE sup
0≤s≤T
(|Xt,xs |p + |Y t,xs |p)+ 12E
(∫ T
0
‖Zt,xr ‖2dr
) p
2
+ Cp
∫ T
0
|f(r, 0, 0, 0)|pdr
≤ Cp,L,µ,T (1 + |x|p) + 1
2
E
(∫ T
0
‖Zt,xr ‖2dr
) p
2
.
So (3.1) follows.
Remark 3.2. In Step 2 of the proof of Lemma 3.1, alternatively, we can use the Gronwall
inequality to obtain the same result (3.1). But the key estimate to make it work is (3.9). We
can rewrite the forward SDE part in (1.3) as follows,
Xt,xT = X
t,x
s +
∫ T
s
b(r,Xt,xr , Y
t,x
r )dr +
∫ T
s
σ(r,Xt,xr , Y
t,x
r )dWr.
Note that the forward SDE is from s to T . We apply Itoˆ’s formula to (|Xt,xr |2) p2 and (|Y t,xr |2) p2
from s to T , and use a similar approach as in the proof in Lemma 3.1 to obtain
E|Xt,xs |p + E|Y t,xs |p + E
∫ T
s
|Y t,xr |p−2‖Zt,xr ‖2dr
≤ Cp,L
(
1 + |x|p + E|Xt,xT |p + E
∫ T
s
(|Xt,xr |p + |Y t,xr |p) dr) .
To estimate E|Xt,xT |p, following (3.9) we have that
Ee−KT |Xt,xT |p ≤ Cp,L,µe−Kt|x|p + Cp,L,µ
∫ T
t
e−Krdr,
which leads to
E|Xt,xT |p ≤ Cp,L,µe−K(t−T )|x|p + Cp,L,µeKT
∫ T
t
e−Krdr ≤ CL,µ(1 + |x|p).
Therefore we have
E|Xt,xs |p + E|Y t,xs |p ≤ Cp,L,µ,T
(
1 + |x|p + E
∫ T
s
(|Xt,xr |p + |Y t,xr |p) dr) .
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By the Gronwall inequality, we have
E|Xt,xs |p + E|Y t,xs |p ≤ Cp,L,µ,T (1 + |x|p).
And the rest of the proof is exactly the same as that in Lemma 3.1.
Lemma 3.3. For any t, t′ ∈ [0, T ], x, x′ ∈ Rd, let (Xt,xs , Y t,xs , Zt,xs )0≤s≤T and (Xt
′,x′
s , Y
t′,x′
s ,
Zt
′,x′
s )0≤s≤T stand for the solutions of (1.3) associated to the initial conditions (t, x) and (t′, x′).
Then under conditions (B.1) (or (B.2)) and (B.3), there exist a constant Cp,L,µ,T > 0 only
depending on p, L, µ and T such that
E sup
0≤s≤T
|Xt,xs −Xt
′,x′
s |p + E sup
0≤s≤T
|Y t,xs − Y t
′,x′
s |p + E
(∫ T
0
‖Zt,xr − Zt
′,x′
r ‖2dr
) p
2
≤ Cp,L,µ,T |x− x′|p + Cp,L,µ,T (1 + |x|p + |x′|p)|t− t′|
p
2 . (3.11)
Proof. For t ≤ t′ ≤ s ≤ T ,
Xt,xs −Xt
′,x′
s =x− x′ +
∫ t′
t
b(r,Xt,xr , Y
t,x
r )dr +
∫ t′
t
σ(r,Xt,xr , Y
t,x
r )dWr
+
∫ s
t′
(
b(r,Xt,xr , Y
t,x
r )− b(r,Xt
′,x′
r , Y
t′,x′
r )
)
dr
+
∫ s
t′
(
σ(r,Xt,xr , Y
t,x
r )− σ(r,Xt
′,x′
r , Y
t′,x′
r )
)
dWr,
Y t,xs − Y t
′,x′
s =h(X
t,x
T )− h(Xt
′,x′
T )−
∫ T
s
(Zt,xr − Zt
′,x′
r )dWr
+
∫ T
s
(
f(r,Xt,xr , Y
t,x
r , Z
t,x
r )− f(r,Xt
′,x′
r , Y
t′,x′
r , Z
t′,x′
r )
)
dr.
We apply Itoˆ’s formula to (|Xt,xr −Xt
′,x′
r |2) p2 then we have
|Xt,xs −Xt
′,x′
s |p
= |x− x′|p + p
∫ t′
t
|Xt,xr −Xt
′,x′
r |p−2
〈
Xt,xr −Xt
′,x′
r , b(r,X
t,x
r , Y
t,x
r )
〉
dr
+p
∫ s
t′
|Xt,xr −Xt
′,x′
r |p−2
〈
Xt,xr −Xt
′,x′
r , b(r,X
t,x
r , Y
t,x
r )− b(r,Xt
′,x′
r , Y
t′,x′
r )
〉
dr
+
p
2
(p− 1)
∫ t′
t
|Xt,xr −Xt
′,x′
r |p−2‖σ(r,Xt,xr , Y t,xr )‖2dr
+
p
2
(p− 1)
∫ s
t′
|Xt,xr −Xt
′,x′
r |p−2‖σ(r,Xt,xr , Y t,xr )− σ(r,Xt
′,x′
r , Y
t′,x′
r )‖2dr
+p
∫ t′
t
|Xt,xr −Xt
′,x′
r |p−2
〈
Xt,xr −Xt
′,x′
r , σ(r,X
t,x
r , Y
t,x
r )dWr
〉
+p
∫ s
t′
|Xt,xr −Xt
′,x′
r |p−2
〈
Xt,xr −Xt
′,x′
r ,
(
σ(r,Xt,xr , Y
t,x
r )− σ(r,Xt
′,x′
r , Y
t′,x′
r )
)
dWr
〉
=: G1 +G2 +G3 +G4 +G5 +G6 +G7. (3.12)
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By using Ho¨lder’s inequality, Young’s inequality and the Burkholder-Davis-Gundy inequality,
the third, the fifth and the seventh terms on the RHS of (3.12) can be estimated as follows,
E[G3 +G5] + E sup
t≤s≤T
[G7] ≤ Cp,LE
∫ T
t
(
|Xt,xr −Xt
′,x′
r |p + |Y t,xr − Y t
′,x′
r |p
)
dr
+
1
8
E sup
t≤s≤T
|Xt,xs −Xt
′,x′
s |p + CL,µ,T (1 + |x|p + |x′|p).
For the the second, the fourth and the sixth terms on the RHS in (3.12), we need the following
estimates. By Cauchy-Schwarz inequality and Lemma 3.1, we have that
E
(∫ t′
t
‖σ(r,Xt,xr , Y t,xr )‖2dr
) p
2
≤ E
(∫ t′
t
2‖σ(r,Xt,xr , Y t,xr )− σ(r, 0, 0)‖2dr +
∫ t′
t
2‖σ(r, 0, 0)‖2dr
) p
2
≤ Cp,LE
(
1 + sup
t≤s≤T
|Xt,xs |2 + sup
t≤s≤T
|Y t,xs |2
) p
2
(∫ t′
t
dr
) p
2
≤ Cp,L,µ,T (1 + |x|p)|t− t′|
p
2 . (3.13)
Similarly,
E
(∫ t′
t
|b(r,Xt,xr , Y t,xr )|dr
)p
≤ Cp,L,µ,T (1 + |x|p)|t− t′|
p
2 . (3.14)
Now we consider the second, the fourth and the sixth terms on the RHS in (3.12). By Young’s
inequality and (3.14), the second term can be estimated as
E[G2] ≤ pE
(∫ t′
t
|Xt,xr −Xt
′,x′
r |p−1|b(r,Xt,xr , Y t,xr )|dr
)
≤ pE
([
1
N
sup
t≤r≤T
|Xt,xr −Xt
′,x′
r |p−1
][
N
∫ t′
t
|b(r,Xt,xr , Y t,xr )|dr
])
≤ (p− 1)( 1
N
)
p
p−1E sup
t≤s≤T
|Xt,xs −Xt
′,x′
s |p +NpE
(∫ t′
t
|b(r,Xt,xr , Y t,xr )|
)p
≤ 1
8
E sup
t≤s≤T
|Xt,xs −Xt
′,x′
s |p + Cp,L,µ,T (1 + |x|p)|t− t′|
p
2 .
Here we can choose N big enough such that (p− 1)( 1N )
p
p−1 < 18 . Similarly, by (3.13), the fourth
and the sixth terms are
E[G4] + E sup
t≤s≤T
[G6] ≤ 1
4
E sup
t≤s≤T
|Xt,xs −Xt
′,x′
s |p + Cp,L,µ,T (1 + |x|p)|t− t′|
p
2 .
Therefore, from (3.12) we have
E sup
t≤s≤T
|Xt,xs −Xt
′,x′
s |p ≤ 2|x− x′|p + Cp,L,µ,T (1 + |x|p + |x′|p)|t− t′|
p
2 (3.15)
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+Cp,LE
∫ T
t
(
|Xt,xr −Xt
′,x′
r |p + |Y t,xr − Y t
′,x′
r |p
)
dr.
Next, we apply Itoˆ’s formula to (|Y t,xr − Y t
′,x′
r |2) p2 . Since the procedure is almost the same as
the proof of Lemma 3.1, we will not give any detail here. But we have that
E sup
t≤s≤T
|Y t,xs − Y t
′,x′
s |p ≤ Cp,L|x− x′|p + CL,µ,T (1 + |x|p + |x′|p)|t− t′|
p
2
+Cp,LE
∫ T
t
(
|Xt,xr −Xt
′,x′
s |p + |Y t,xr − Y t
′,x′
s |p
)
dr. (3.16)
Following the similar procedure as in Step 2 of the proof of Lemma 3.1, we can find a constant
p ∈ (2,∞) such that
E sup
0≤s≤T
|Xt,xs −Xt
′,x′
s |p + E sup
0≤s≤T
|Y t,xs − Y t
′,x′
s |p
≤ Cp,L,µ,T |x− x′|p + Cp,L,µ,T (1 + |x|p + |x′|p)|t− t′|
p
2 ,
and
E
(∫ T
0
‖Zt,xr − Zt
′,x′
r ‖2dr
) p
2
≤ Cp,L,µ,T |x− x′|p + Cp,L,µ,T (1 + |x|p + |x′|p)|t− t′|
p
2 .
So (3.11) follows.
Now we study the regularity of Y t,xt with respect to x, including the continuity with respect
to t and differentiability with respect to x.
Theorem 3.4. Under conditions (B.0), (B.1) (or (B.2)) and (B.3), {Xt,xs ; (s, t) ∈ [0, T ]2, x ∈
Rd} and {Y t,xs ; (s, t) ∈ [0, T ]2, x ∈ Rd} have versions in C0,0,2([0, T ]2 × Rd).
Proof. First, by Lemma 3.3 and Kolmogorov’s continuity theorem, we have (t, x)→ Xt,xs is a.s.
continuous for t ∈ [0, T ], x ∈ Rd. Moreover, Since Xt,xs ∈ S2([0, T ];Rk), so s → Xt,xs is a.s.
continuous for s ∈ [0, T ], x ∈ Rd. So we conclude that {Xt,xs ; s, t ∈ [0, T ]2, x ∈ Rd} has an a.s.
continuous versions. The continuity of Y t,xs follows.
Next, we will consider the continuity of ∇Y t,xs w.r.t. x. Without losing generality, in the
following proof, we assume t′ ≥ t. Set
Σt,x;t
′,x′
r,λ =
(
r,Xt
′,x′
r + λ(X
t,x
r −Xt
′,x′
r ), Y
t′,x′
r + λ(Y
t,x
r − Y t
′,x′
r ), Z
t′,x′
r + λ(Z
t,x
r − Zt
′,x′
r )
)
.
and
∆ilX
t,x
s ,
Xt,x+leis −Xt,xs
l
,
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where l ∈ R \ {0}, {e1, e2, ..., ed} is an orthonormal basis of Rd. And ∆ilY t,xs and ∆ilZt,xs can be
defined similarly. Then by the mean value theorem, we have for t ≤ s ≤ T
∆ilX
t,x
s =ei +
∫ s
t
∫ 1
0
(
b′x(Σ
t,x,l
r,λ )∆
i
lX
t,x
r + (b
′
y(Σ
t,x,l
r,λ )∆
i
lY
t,x
r
)
dλdr
+
∫ s
t
∫ 1
0
(
σ′x(Σ
t,x,l
r,λ )∆
i
lX
t,x
r + (σ
′
y(Σ
t,x,l
r,λ )∆
i
lY
t,x
r
)
dλdWr
∆ilY
t,x
s =
∫ 1
0
h′
(
Xt,xT + λl∆
i
lX
t,x
T
)
∆ilX
t,x
T dλ−
∫ T
s
∆ilZ
t,x
r dWr
+
∫ T
s
∫ 1
0
(
f ′x(Σ
t,x,l
r,λ )∆
i
lX
t,x
r + (f
′
y(Σ
t,x,l
r,λ )∆
i
lY
t,x
r + (f
′
z(Σ
t,x,l
r,λ )∆
i
lZ
t,x
r
)
dλdr,
(3.17)
where Σt,x,lr,λ =
(
r,Xt,xr + λl∆ilX
t,x
r , Y
t,x
r + λl∆ilY
t,x
r , Z
t,x
r + λl∆ilZ
t,x
r
)
.
Now we investigate this new type of ∆ilFBDSDEs (3.17). Note (B.0) and (B.1) imply that
∆ilFBDSDEs (3.17) satisfies the corresponding monotone-Lipschitz assumptions. By using a sim-
ilar method as in the proof of Theorem 2.6, (3.17) has a unique solution (∆ilX
t,x
s ,∆ilY
t,x
s ,∆ilZ
t,x
s )0≤s≤T .
And by Lemma 3.3 we have that, there exists C > 0 only depending on p, L, µ and T such that
E sup
0≤s≤T
|∆ilXt,xs |p + E sup
0≤s≤T
|∆ilY t,xs |p + E
(∫ T
0
‖∆ilZt,xs ‖2ds
) p
2
= |l|−pE sup
0≤s≤T
(
|Xt,x+leis −Xt,xs |p + |Y t,x+leis − Y t,xs |p
)
+ E
(∫ T
0
‖Zt,x+leis − Zt,xs ‖2ds
) p
2
≤ |l|−p (CL,µ,T |x+ lei − x|p)
≤ C. (3.18)
Finally, we consider
∆ilX
t,x
s −∆il′Xt
′,x′
s =
∫ s
t′
∫ 1
0
(
b′x(Σ
t,x,l
r,λ )∆
i
lX
t,x
r − b′x(Σt
′,x′,l′
r,λ )∆
i
l′X
t′,x′
r
)
dλdr
+
∫ s
t′
∫ 1
0
(
b′y(Σ
t,x,l
r,λ )∆
i
lX
t,x
r − b′y(Σt
′,x′,l′
r,λ )∆
i
l′X
t′,x′
r
)
dλdr
+
∫ t′
t
∫ 1
0
(
b′x(Σ
t,x,l
r,λ )∆
i
lX
t,x
r + b
′
y(Σ
t,x,l
r,λ )∆
i
lY
t,x
r
)
dλdr
+
∫ s
t′
∫ 1
0
(
σ′x(Σ
t,x,l
r,λ )∆
i
lX
t,x
r − σ′x(Σt
′,x′,l′
r,λ )∆
i
l′X
t′,x′
r
)
dλdWr
+
∫ s
t′
∫ 1
0
(
σ′y(Σ
t,x,l
r,λ )∆
i
lX
t,x
r − σ′y(Σt
′,x′,l′
r,λ )∆
i
l′X
t′,x′
r
)
dλdWr
+
∫ t′
t
∫ 1
0
(
σ′x(Σ
t,x,l
r,λ )∆
i
lX
t,x
r + σ
′
y(Σ
t,x,l
r,λ )∆
i
lY
t,x
r
)
dλdWr,
and
∆ilY
t,x
s −∆il′Y t
′,x′
s =
∫ 1
0
h′
(
Xt,xT + λl∆
i
lX
t,x
T
)
∆ilX
t,x
T dλ
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−
∫ 1
0
h′
(
Xt
′,x′
T + λl
′∆ilX
t′,x′
T
)
∆il′X
t′,x′
T dλ
+
∫ T
s
∫ 1
0
(
f ′x(Σ
t,x,l
r,λ )∆
i
lX
t,x
r − f ′x(Σt
′,x′,l′
r,λ )∆
i
l′X
t′,x′
r
)
dλdr
+
∫ T
s
∫ 1
0
(
f ′y(Σ
t,x,l
r,λ )∆
i
lX
t,x
r − f ′y(Σt
′,x′,l′
r,λ )∆
i
l′X
t′,x′
r
)
dλdr
+
∫ T
s
∫ 1
0
(
f ′z(Σ
t,x,l
r,λ )∆
i
lX
t,x
r − f ′z(Σt
′,x′,l′
r,λ )∆
i
l′X
t′,x′
r
)
dλdr
−
∫ T
s
(
∆ilZ
t,x
r −∆il′Zt
′,x′
r
)
dWr.
By a similar procedure of Lemma 3.3, there exists C > 0 only depending on p, L, µ and T such
that
E sup
0≤s≤T
|∆ilXt,xs −∆il′Xt
′,x′
s |p + E sup
0≤s≤T
|∆ilY t,xs −∆il′Y t
′,x′
s |p
+E
(∫ T
t∧t′
‖∆ilZt,xs −∆il′Zt
′,x′
s ‖2ds
) p
2
≤ C|x− x′|p + C|l − l′|p + C(1 + |x|p + |x′|p + |l|p + |l′|p)|t− t′| p2 . (3.19)
Here we only calculate the following term, others can be calculated similarly,
pE
∫ s
t′
|∆ilXt,xr −∆il′Xt
′,x′
r |p−2
〈
∆ilX
t,x
r −∆il′Xt
′,x′
r ,∫ 1
0
(
b′x(Σ
t,x,l
r,λ )∆
i
lX
t,x
r − b′x(Σt
′,x′,l′
r,λ )∆
i
l′X
t′,x′
r
)
dλ
〉
dr
≤ CpE
∫ s
t′
|∆ilXt,xr −∆il′Xt
′,x′
r |pdr + CpE
∫ s
t′
|
∫ 1
0
b′x(Σ
t,x,l
r,λ )(∆
i
lX
t,x
r −∆il′Xt
′,x′
r )dλ|pdr
+CpE
∫ s
t′
|
∫ 1
0
(
b′x(Σ
t,x,l
r,λ )− b′x(Σt
′,x′,l′
r,λ )
)
∆il′X
t′,x′
r dλ|pdr
≤ CpE
∫ s
t′
|∆ilXt,xr −∆il′Xt
′,x′
r |pdr + CpE
∫ s
t′
|∆ilXt,xr −∆il′Xt
′,x′
r |pdr
+Cp
√
E
∫ s
t′
(∫ 1
0
|Σt,x,lr,λ − Σt
′,x′,l′
r,λ |2dλ
)p
dr
√
E
∫ s
t′
|∆il′Xt
′,x′
r |2pdr
≤ CpE
∫ s
t′
|∆ilXt,xr −∆il′Xt
′,x′
r |pdr
+CpE sup
t′≤r≤s
|Xt,xr −Xt
′,x′
r |p + CpE sup
t′≤r≤s
|Xt,x+leir −Xt
′,x′+l′ei
r |p
+CpE sup
t′≤r≤s
|Y t,xr − Y t
′,x′
r |p + CpE sup
t′≤r≤s
|Y t,x+leir − Y t
′,x′+l′ei
r |p
≤ CpE
∫ T
t
|∆ilXt,xr −∆il′Xt
′,x′
r |pdr
+C|x− x′|p + C|l − l′|p + C(1 + |x|p + |x′|p + |l|p + |l′|p)|t− t′| p2 .
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Now using Kolmogorov’s continuity theorem, it immediately follows from (3.19) that for any
t, s ∈ [0, T ]2, x ∈ Rd, the mapping x → Xt,xs is a.s. differentiable, and the partial derivatives
with respect to x, denoted by ∂X
t,x
s
∂xi
= liml→0 ∆ilX
t,x
s , has a version which are a.s. continuous
with respect to (s, t, x). The continuity of the first order derivative of Y t,xs with respect to x
follows. By a similar procedure, the existence of continuous second order derivatives of Xt,xs and
Y t,xs with respect to x can be proved.
Corollary 3.5. Under conditions (B.0), (B.1) (or (B.2)) and (B.3), for any t ∈ [0, T ], the
mappings x → Xt,xt and x → Y t,xt , are of class C2 a.s., i.e. the functions and their derivatives
of order one and two are continuous in (t, x) a.s..
Corollary 3.6. Under conditions (B.0), (B.1) (resp. (B.2)) and (B.3), (∇Xt,xs = ∂X
t,x
s
∂x ,
∇Y t,xs = ∂Y
t,x
s
∂x ,∇Zt,xs = ∂Z
t,x
s
∂x )0≤s≤T is the unique solution of the following ∇FBDSDEs,
∇Xt,xs =1 +
∫ s
t
σ′x(r,X
t,x
r , Y
t,x
r )∇Xt,xr dWr +
∫ s
t
σ′y(r,X
t,x
r , Y
t,x
r )∇Y t,xr dWr
+
∫ s
t
b′x(r,X
t,x
r , Y
t,x
r )∇Xt,xr dr +
∫ s
t
b′y(r,X
t,x
r , Y
t,x
r )∇Y t,xr dr
∇Y t,xs =h′(Xt,xT )∇Xt,xT −
∫ T
s
∇Zt,xr dWr
+
∫ T
s
f ′x(r,X
t,x
r , Y
t,x
r , Z
t,x
r )∇Xt,xr dr + f ′y(r,Xt,xr , Y t,xr , Zt,xr )∇Y t,xr dr
+
∫ T
s
f ′z(r,X
t,x
r , Y
t,x
r , Z
t,x
r )∇Zt,xr dr.
(3.20)
Proof. The Corollary follows easily from the result of Theorem 3.4 and the definition of partial
derivatives,
∂Xt,xs
∂xi
= lim
l→0
∆ilX
t,x
s ,
∂Y t,xs
∂xi
= lim
l→0
∆ilY
t,x
s ,
∂Zt,xs
∂xi
= lim
l→0
∆ilZ
t,x
s .
It is easy to check that (3.20) satisfies the corresponding monotone-Lipschitz assumptions.,
Therefore (∇Xt,xs ,∇Y t,xs ,∇Zt,xs )0≤s≤T is the unique solution.
Next we use the Malliavin calculus to express Z as the Malliavin derivative of Y . Then
we compare the ∇FBDSDEs (3.20) with the Malliavin differential form (3.21) to give a formula
relating Z with the gradients of Y and X. Let us recall the notion of the derivation on the Wiener
space. Denote by H the set of random variables ξ of the form: ξ = ϕ(W (h1), ...,W (hn)), where
ϕ ∈ C∞b (Rn) is a polynomial function, h1, ..., hn ∈ L2([0, T ],Rd) and W (hi) ,
∫ T
0 〈hi(t), dWt〉 .
The random variable ξ has a derivative {Drξ; r ∈ [0, T ]} defined as
Drξ =
n∑
i=1
∂ϕ
∂xi
(W (h1), ...,W (hn))hi(t), 0 ≤ r ≤ T.
For such a ξ, we define its 1,2-norm as
||ξ||21,2 = E(ξ2) + E
∫ T
0
|Drξ|2dr.
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And we define the Sobolev space: D1,2 , H¯||·||1,2 as the completion of H under the norm || · ||1,2.
From [17], we know that the “derivation operator” D· extends as an operator from D1,2 into
L2(Ω;L2([0, T ],Rd)). It turns out that the components (Xt,xs , Y t,xs , Zt,xs ) take values in D1,2
under the assumptions in this section.
Proposition 3.7. Under conditions (B.0), (B.1) (or (B.2)) and (B.3), for any 0 ≤ t ≤ s ≤
T , x ∈ Rd, (Xt,xs , Y t,xs , Zt,xs ) ∈ L2([t, T ]; (D1,2)d) ⊗ L2([t, T ]; (D1,2)k) ⊗ L2([t, T ]; (D1,2)k×d), and
a version of {DrXt,xs ,DrY t,xs ,DrZt,xs ; t ≤ r ≤ T, t ≤ s ≤ T} is given by
(i) DrXt,xs = 0, DrY t,xs = 0, DrZt,xs = 0. r ∈ [0, T ] \ (t, s];
(ii) For any t < r ≤ T , {DrXt,xs ,DrY t,xs ,DrZt,xs ; r ≤ s ≤ T} is the unique solution of the
following differential form of FBSDEs with respect to Wiener process.
DrXt,xs =σ(r,Xt,xr , Y t,xr ) +
∫ s
r
b′x(τ,X
t,x
τ , Y
t,x
τ )DrXt,xτ dτ +
∫ s
r
b′y(τ,X
t,x
τ , Y
t,x
τ )DrY t,xτ dτ
+
∫ s
r
σ′x(τ,X
t,x
τ , Y
t,x
τ )DrXt,xτ dWτ +
∫ s
r
σ′y(τ,X
t,x
τ , Y
t,x
τ )DrY t,xτ dWτ
DrY t,xs =h′(Xt,xT )DrXt,xT −
∫ T
s
DrZt,xτ dWτ +
∫ T
s
f ′x(τ,X
t,x
τ , Y
t,x
τ , Z
t,x
τ )DrXt,xτ dτ
+
∫ T
s
f ′y(τ,X
t,x
τ , Y
t,x
τ , Z
t,x
τ )DrY t,xτ dτ +
∫ T
s
f ′z(τ,X
t,x
τ , Y
t,x
τ , Z
t,x
τ )DrZt,xτ dτ.
(3.21)
Moreover, {DsY t,xs , t ≤ s ≤ T} is a version of {Zt,xs , t ≤ s ≤ T}.
Proof. First, we will show that (Xt,x· , Y
t,x
· , Z
t,x
· ) ∈ L2([t, T ]; (D1,2)d)⊗L2([t, T ]; (D1,2)k)⊗L2([t, T ];
(D1,2)k×d). Recall the iteration procedure for FBSDEs
Xt,x,Ns =x+
∫ s
t
b(r,Xt,x,Nr , Y
t,x,N−1
r )dr +
∫ s
t
σ(r,Xt,x,Nr , Y
t,x,N−1
r )dWr
Y t,x,Ns =h(X
t,x,N
T ) +
∫ T
s
f(r,Xt,x,Nr , Y
t,x,N
r , Z
t,x,N
r )dr −
∫ T
s
Zt,x,Nr dWr.
When N=1, we let Y t,x,0s = 0, then the above FBSDEs becomes a BSDE in [21]. From results in
[21] and [22], (Xt,x,1· , Y
t,x,1
· , Z
t,x,1
· ) ∈ L2([t, T ]; (D1,2)d)⊗L2([t, T ]; (D1,2)k)⊗L2([t, T ]; (D1,2)k×d)
and (3.21) holds. For N=2, we can subject (Xt,x,1· , Y
t,x,1
· , Z
t,x,1
· ) into above FBSDEs, and show
(Xt,x,2· , Y
t,x,2
· , Z
t,x,2
· ) ∈ L2([t, T ]; (D1,2)d) ⊗ L2([t, T ]; (D1,2)k) ⊗ L2([t, T ]; (D1,2)k×d) and (3.21)
holds. By this iterative procedure and boundedness of the derivatives of functions, we can easily
show that (DrXt,x,N· ,DrY t,x,N· ,DrZt,x,N· ) is a Cauchy sequence in L2 sense, and its limit denoted
by (DrXt,xs ,DrY t,xs ,DrZt,xs ) satisfies (3.21) for any r ≤ s ≤ T .
Finally, we consider the following equation
Y t,xs = Y
t,x
t −
∫ s
t
f(τ,Xt,xτ , Y
t,x
τ , Z
t,x
τ )dµ+
∫ s
t
Zt,xτ dWτ .
For t ≤ r ≤ s ≤ T , we have
DrY t,xs = Zt,xr −
∫ s
r
f ′x(τ,X
t,x
τ , Y
t,x
τ , Z
t,x
τ )DrXt,xτ dτ −
∫ s
r
f ′y(τ,X
t,x
τ , Y
t,x
τ , Z
t,x
τ )DrY t,xτ dτ
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−
∫ s
r
f ′z(τ,X
t,x
τ , Y
t,x
τ , Z
t,x
τ )DrZt,xτ dτ +
∫ s
r
DrZt,xτ dWτ .
It is easy to see that DrY t,xs = Zt,xs a.s. at r = s. This means that
DsY t,xs , limr→sDrY
t,x
s = Z
t,x
s , a.s..
Proposition 3.8. Under conditions (B.0), (B.1) (or (B.2)) and (B.3), {Zt,xs ; 0 ≤ t ≤ s ≤
T, x ∈ Rd} has an a.s. continuous version which is given by:
Zt,xs = ∇Y t,xs (∇Xt,xs )−1σ(s,Xt,xs , Y t,xs ).
In particular Zt,xt = ∇Y t,xt σ(t, x, Y t,xt ).
Proof. First, we will show that {DsY t,xs } pocesses an a.s. continuous version. For this, re-
call Corollary 3.6, we have (∇Xt,xs ,∇Y t,xs ,∇Zt,xs )0≤s≤T solves ∇FBDSDEs (3.20) of which the
forward equation can be written as
∇Xt,xs =∇Xt,xr +
∫ s
r
σ′x(τ,X
t,x
τ , Y
t,x
τ )∇Xt,xτ dWτ +
∫ s
r
σ′y(τ,X
t,x
τ , Y
t,x
τ )∇Y t,xτ dWτ
+
∫ s
r
b′x(τ,X
t,x
τ , Y
t,x
τ )∇Xt,xτ dτ +
∫ s
r
b′y(τ,X
t,x
τ , Y
t,x
τ )∇Y t,xτ dτ
(3.22)
Comparing (3.21), (3.20) and (3.22), by the uniqueness of solution of (3.21) and the linearity of
the equataion, we have
DrXt,xs = ∇Xt,xs (∇Xt,xr )−1σ(r,Xt,xr , Y t,xr ),
and
DrY t,xs = ∇Y t,xs (∇Xt,xr )−1σ(r,Xt,xr , Y t,xr ), t ≤ r ≤ s ≤ T. (3.23)
Thus the continuity of DsY t,xs follows from that of ∇Y t,xs , ∇Xt,xs , Xt,xs and Y t,xs . Finally, using
the Proposition 3.7 and (3.23), we have Zt,xs = DsY t,xs = ∇Y t,xs (∇Xt,xs )−1σ(s,Xt,xs , Y t,xs ). The
continuity follows from the continuity of {DsY t,xs ; t ≤ s ≤ T}. This gives the first part of the
proposition. The second part easily follows when s = t.
Proposition 3.9. Under conditions (B.1) (or (B.2)) and (B.3), (1.3) has a unique solution
(Xt,xr , Y
t,x
r , Z
t,x
r )t≤r≤T , then for any t ≤ s ≤ T , Xs,X
t,x
s
r = X
t,x
r , Y
s,Xt,xs
r = Y
t,x
r and Z
s,Xt,xs
r = Z
t,x
r
for any r ∈ [s, T ] a.s..
Proof. Note if (1.3) has a unique solution (Xt,xr , Y
t,x
r , Z
t,x
r )t≤r≤T , then for t ≤ s ≤ r ≤ T , it is
easy to check that (Xs,X
t,x
s
r , Y
s,Xt,xs
r , Z
s,Xt,xs
r ) is the solution of the following equations
Xs,X
t,x
s
r =X
t,x
s +
∫ r
s
b(u,Xs,X
t,x
s
u , Y
s,Xt,xs
u )du+
∫ r
s
σ(u,Xs,X
t,x
s
u , Y
s,Xt,xs
u )dWu,
Y t,X
t,x
s
r =h(X
s,Xt,xs
T ) +
∫ T
r
f(u,Xs,X
t,x
s
u , Y
s,Xt,xs
u , Z
s,Xt,xs
u )du−
∫ T
r
Zs,X
t,x
s
u dWu.
(3.24)
By the uniqueness of the solutions of FBSDEs, it follows from comparing with (1.3) that for any
s ∈ [t, T ], Xs,Xt,xsr = Xt,xr , Y s,X
t,x
s
r = Y
t,x
r and Z
s,Xt,xs
r = Z
t,x
r for any r ∈ [s, T ] a.s..
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Now we can link FBSDE (1.3) with the classical solution of quasi-linear PDE (1.1). The
idea follows from [21] for BSDEs and the classical solution of semi-linear PDEs. We never-
theless include a complete proof for the convenience of reader. First, we give the probabilistic
representation of solution of quasi-linear parabolic PDEs in terms of FBSDEs.
Theorem 3.10. Under conditions (B.1) (or (B.2)) and (B.3), if u ∈ C0,2([0, T ] × Rd;Rk)
solves PDE (1.1), then u(t, x) = Y t,xt , where (X
t,x
s , Y
t,x
s , Z
t,x
s )0≤s≤T is the unique solution of
FBSDE (1.3).
Proof. It suffices to show that
(
Xt,xs , u(t,X
t,x
s ), σ∗(s,Xt,xs , u(s,Xt,xs ))∇u(s,Xt,xs ); t ≤ s ≤ T
)
solves FBSDE (1.3). Let t = t0 < t1 < t2 < ... < tn = T ,
n−1∑
i=0
[
u(ti, X
t,x
ti
)− u(ti+1, Xt,xti+1)
]
=
n−1∑
i=0
[
u(ti, X
t,x
ti
)− u(ti, Xt,xti+1)
]
+
n−1∑
i=0
[
u(ti, X
t,x
ti+1
)− u(ti+1, Xt,xti+1)
]
= −
n−1∑
i=0
∫ ti+1
ti
L u(ti, X
t,x
s )ds−
n−1∑
i=0
∫ ti+1
ti
σ∗
(
ti, X
t,x
s , u(ti, X
t,x
s )
)∇u(ti, Xt,xs )dWs
+
n−1∑
i=0
∫ ti+1
ti
[
L u(s,Xt,xti+1)
+f
(
s,Xt,xti+1 , u(s,X
t,x
ti+1
), σ∗
(
s,Xt,xti+1 , u(s,X
t,x
ti+1
)
)
∇u(s,Xt,xti+1)
) ]
ds.
Here we applied Itoˆ’s formula to u(ti, ·) to calculate u(ti, Xt,xti )− u(ti, Xt,xti+1) (note the fact that
u(ti, ·) ∈ C2(Rd;Rk)), and compute u(ti, Xt,xti+1)− u(ti+1, Xt,xti+1) from the PDE (1.1). Finally, by
the fact that u ∈ C0,2([0, T ]×Rd;Rk) and the monotone-Lipschitz assumptions, we let the mesh
size go to zero to obtain
u(s,Xt,xs )− h(Xt,xT ) =
∫ T
s
f
(
r,Xt,xr , u(r,X
t,x
r ), σ
∗ (r,Xt,xr , u(r,Xt,xr ))∇u(r,Xt,xr )) dr
−
∫ T
s
σ∗
(
r,Xt,xr , u(r,X
t,x
r )
)∇u(r,Xt,xr )dWr,
where
(
Xt,xs , u(s,X
t,x
s ), σ∗(s,Xt,xs , u(s,Xt,xs )
)
∇u(s,Xt,xs )) solves the FBSDE (1.3). By the
uniqueness of solutions of FBSDEs,
(
u(s,Xt,xs ), σ∗(s,Xt,xs , u(s,Xt,xs ))·∇u(s,Xt,xs )
)
= (Y t,xs , Z
t,x
s ).
In particular, u(t, x) = Y t,xt .
We can also prove the converse part to Theorem 3.10, which means the solutions of FBSDEs
give the unique classical solutions of a quasi-linear parabolic PDEs.
Theorem 3.11. Under conditions (B.0), (B.1) (or (B.2)) and (B.3), {u(t, x) , Y t,xt ; 0 ≤
t ≤ T, x ∈ Rd} is of class C1,2([0, T ]× Rd;Rk), and solves the PDE (1.1).
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Proof. From Theorem 3.4, u(t, x) ∈ C0,2([0, T ] × Rd;Rk), where u(t, x) = Y t,xt . Let h > 0 be
such that t+ h ≤ T . By the flow property in Proposition 3.9, Y t,xt+h = Y
t+h,Xt,xt+h
t+h . Hence
u(t+ h, x)− u(t, x) = u(t+ h, x)− u(t+ h,Xt,xt+h) + u(t+ h,Xt,xt+h)− u(t, x)
= −
∫ t+h
t
L u(t+ h,Xt,xs )ds
−
∫ t+h
t
σ∗
(
t+ h,Xt,xs , u(t+ h,X
t,x
s )
)∇u(t+ h,Xt,xs )dWs
−
∫ t+h
t
f(s,Xt,xs , Y
t,x
s , Z
t,x
s )ds+
∫ t+h
t
Zt,xs dWs.
Here we applied Itoˆ’s formula to u(t+ h, ·) to calculate u(t+ h, x)− u(t+ h,Xt,xt+h). Note here
u(ti, ·) ∈ C2(Rd;Rk)). Moreover, u(t + h,Xt,xt+h) − u(t, x) = Y
t+h,Xt,xt+h
t+h − Y t,xt = Y t,xt+h − Y t,xt
satisfies FBSDE (1.3). Now let t = t0 < t1 < ... < tn = T . We have
u(T, x)− u(t, x) = −
n−1∑
i=0
∫ ti+1
ti
(
L u(ti+1, X
ti,x
s ) + f(s,X
ti,x
s , Y
ti,x
s , Z
ti,x
s )
)
ds
+
n−1∑
i=0
∫ ti+1
ti
(
Zti,xs − σ∗
(
ti+1, X
ti,x
s , u(ti+1, X
ti,x
s )
)∇u(ti+1, Xti,xs )) dWs.
We take a sequence t = tn0 < t
n
i < ... < t
n
n = T such that limn→∞ supi≤n−1(tni+1 − tni ) = 0.
Proposition 3.8 and the fact that Y t,xs and ∇Y t,xs are uniformly continuous w.r.t. (s, t, x) a.s.
suggest that
u(t, x) = h(x) +
∫ T
t
[L u(s, x) + f(s, x, u(s, x), σ∗(s, x, u(s, x))∇u(s, x))]ds.
Hence u(t, x) ∈ C1,2([0, T ]× Rd;Rk) and satisfies PDE (1.1).
Remark 3.12. For the existence and uniqueness, we can allow b and σ involving z although in
the paper we only deal with the case when b involving z. Our method still works for σ involving
z, but the Lipschitz constant has to be small. For the regularity of the solutions, we can not deal
with the case when b and σ involving z. The main difficulty arise in the Lp estimate in the proof
of regularity. In particular, if b and σ involve z, e.g. b and σ are Lipschitz continuous in z as
well, then the estimation (3.3) becomes:
E sup
t≤s≤T
|Xt,xs |p
≤ Cp,L
(
1 + |x|p + E
∫ T
t
(|Xt,xr |p + |Y t,xr |p) dr + E∫ T
t
|Xt,xr |p−2|Zr|2dr
)
.
Therefore (3.6) will become
E sup
t≤s≤T
|Xt,xs |p + E sup
t≤s≤T
|Y t,xs |p
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≤ Cp,L
(
1 + |x|p + E
∫ T
t
(|Xt,xr |p + |Y t,xr |p) dr + E∫ T
t
|Xt,xr |p−2|Zr|2dr
)
.
The extra term essentially can only be estimated by
E
∫ T
t
|Xt,xr |p−2|Zr|2dr ≤ C(E
∫ T
t
|Xt,xr |pdr + E
∫ T
t
|Zr|pdr).
But we can not get the estimate for E
∫ T
t |Zr|pdr. That is the reason that we did not involve z
in b and σ.
4 Weak solutions for quasi-linear parabolic PDEs
For smooth coefficients, the PDE (1.1) has a unique classical solution (see Theorem 3.11). In
this section, we relax our assumptions and study the weak solution of PDE (1.1) in the Sobolev
space. First we define the solution in the Sobolev space:
Definition 4.1. A process u is called a weak solution (solution in L2ρ(Rd;Rk)) of PDE (1.1)
if (u, σ∗∇u) ∈ M2([0, T ];L2ρ(Rd;Rk)) ⊗ M2([0, T ];L2ρ(Rd;Rk×d)) and for an arbitrary Ψ ∈
C1,∞c ([0, T ]× Rd;Rk),∫ T
t
∫
Rd
u(s, x)∂sΨ(s, x)dxds+
∫
Rd
u(t, x)Ψ(t, x)dx−
∫
Rd
u(T, x)Ψ(T, x)dx
+
1
2
∫ T
t
∫
Rd
σ∗ (s, x, u(s, x))∇u(s, x)σ∗ (s, x, u(s, x))∇Ψ(s, x)dxds
+
∫ T
t
∫
Rd
u(s, x)div
(
(b− A˜)Ψ(s, x)
)
dxds
=
∫ T
t
∫
Rd
f (s, x, u(s, x), σ∗ (s, x, u(s, x))∇u(s, x)) Ψ(s, x)dxds. (4.1)
Here A˜j ,
∑d
i=1
∂
∂xi
(σσ∗)i,j (s, x, u(s, x)), and A˜ = (A˜1, A˜2, ..., A˜d)
∗.
Note this definition can be easily understood if we note the following integration by parts
formula: for ϕ1, ϕ2 ∈ C2c (Rd),
−
∫
Rd
Lϕ1(x)ϕ2(x)dx =
1
2
∫
Rd
(σ∗∇ϕ1)(x)(σ∗∇ϕ2)(x)dx+
∫
Rd
ϕ1(x)div
(
(b− A˜)ϕ2
)
(x)dx.
We assume:
(C.0): For any s ∈ [0, T ], b(s, ·, ·) ∈ C1,αl,b (Rd×Rk;Rd); f(s, ·, ·, ·) ∈ C1,αl,b (Rd×Rk×Rk×d;Rk);
h ∈ C1,αl,b (Rd;Rk); σ(s, ·, ·) ∈ C1,αl,b (Rd×Rk;Rd×d) for some α ∈ (0, 1), where C1,αl,b denote the set
of C1l,b-functions whose first derivative is Ho¨lder continuous of order α. Assume σ is bounded.
(C.1): Condition (B.1), but 2µ > K+CL, K > C
′
L is changed to qµ > K+Cq,L, K > C
′
q,L,
where Cq,L,C
′
q,L only depending on q and L. Here q ≥ 2 is the power of the weight function ρ
(see Remark 2.2).
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(C.2): Condition (B.2), but 2µ > K+CL, K > C
′
L is changed to qµ > K+Cq,L, K > C
′
q,L,
where Cq,L,C
′
q,L only depending on q and L.
(C.3): For some p ∈ (2, 2q − 1),∫ T
0
(|b(s, 0, 0)|p + ‖σ(s, 0, 0)‖p + |f(s, 0, 0, 0)|p) ds <∞.
The following norm equivalence result (Lemma 4.5) is key to link the weak solution of quasi-
linear PDE (1.1) with the solution of FBSDE (1.3). Relevant works for flows generated by SDEs,
when BSDEs are not involved, were obtained in [13], [5], [31]. We extend their results to the
FBSDEs case. For this, we need following lemmas.
Lemma 4.2. Under conditions (C.1) (or (C.2)) and (C.3), for any p ∈ [2,∞), there exists a
constant Cp,L,µ,T > 0 only depending on p, L, µ and T such that the solutions of FBSDE (1.3)
satisfies
E sup
0≤s≤T
|Xt,xs |p + E sup
0≤s≤T
|Y t,xs |p + E
(∫ T
0
‖Zt,xr ‖2dr
) p
2
≤ Cp,L,µ,T (1 + |x|p)
and
E sup
0≤s≤T
|Xt,xs −Xt
′,x′
s |p + E sup
0≤s≤T
|Y t,xs − Y t
′,x′
s |p + E
(∫ T
0
‖Zt,xr − Zt
′,x′
r ‖2dr
) p
2
≤ Cp,L,µ,T |x− x′|p + Cp,L,µ,T (1 + |x|p + |x′|p)|t− t′|
p
2 .
Proof. The proof follows from Lemma 3.1 and Lemma 3.3. Note from Lemma 3.1, we can
find a constant p ∈ (2,∞) such that (3.1) and (3.11) hold. This is enough for the regularity
properties in Section 3. But in this section, we need an estimation of the weighted function
ρ(Xˆ) := (1 + |Xˆt,ys |2)q, q ≥ 2 in Lemma 4.5. Therefore, we have to strengthen our assumption
for µ in (C.1) and (C.2) such that the constants Cq,L and C
′
q,L are not only depend on L but
also on q.
Lemma 4.3. Under conditions (C.0), (C.1) (or (C.2)) and (C.3), there exists a constant
CL,µ,T > 0 only depending on L, µ and T such that
E sup
0≤s≤T
‖∇Xt,xs ‖2 + E sup
0≤s≤T
‖∇Y t,xs ‖2 + E
∫ T
0
‖∇Zt,xr ‖2dr ≤ CL,λ,T . (4.2)
Proof. The proof follows from Corollary 3.6 and (3.18).
In order to prove the norm equivalence result, we have to estimate the determinant of the
Jocobian matrix of Xˆt,ys , the inverse flow of X
t,x
s . We show the existence of Xˆ
t,y
s first.
Theorem 4.4. Under conditions (C.0), (C.1) (or (C.2)) and (C.3), Xt,xs is the solution
defined in the forward equation in FBSDE (1.3), then the map Xt,·s : Rd → Rd is homeomorphism
a.s.. This is to say that the map Xt,·s is one-to-one and onto , so its inverse map exists. Moreover,
the inverse map, denoted by Xˆt,·s : Rd → Rd, is also continuous a.s..
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Proof. We will first consider the one-to-one property of map Xt,·s . For this we need some esti-
mates in the following. For any negative p, there exists a constant Cp,L,µ,T > 0 only depending
on p, L, µ and T such that
E sup
0≤s≤T
|Xt,xs −Xt,x
′
s |p + E sup
0≤s≤T
|Y t,xs − Y t,x
′
s |p ≤ Cp,L,µ,T |x− x′|p. (4.3)
To prove this, let us recall Step 2 in the proof of Lemma 3.1. We apply Itoˆ’s formula to
e−Kr|Xt,xr −Xt,x
′
r |p and e−Kr|Y t,xr − Y t,x
′
r |p to get
γE
∫ T
t
e−Kr|Xt,xr −Xt,x
′
r |pdr + βE
∫ T
t
e−Kr|Y t,xr − Y t,x
′
r |pdr
+
(
1
2
p(p− 1)− p
16
)
E
∫ T
t
e−Kr|Y t,xr − Y t,x
′
r |p−2‖Zt,xr − Zt,x
′
r ‖2dr
+Ee−KT |Xt,xT −Xt,x
′
T |p + Ee−Kt|Y t,xt − Y t,x
′
t |p
≤ Cp,Le−Kt|x− x′|p + Cp,L
∫ T
t
e−Krdr,
where γ and β are defined in (3.9). For any negative p, it is easy to see that γ, β and 12p(p−1)− p16
are positive. So following the rest of the proof of Lemma 3.1, we can show that (4.3) holds for
any negative p. Set Γt,x,ys =
1
|Xt,xs −Xt,ys | . Using the estimates (4.2), (4.3) and following the proof
of Lemma 4.1 (see [12], pp. 224-225), then there exists a constant C ′p,L,µ,T > 0 only depending
on p, L, µ and T such that for any δ > 0
E|Γt,x,ys − Γt
′,x′,y′
s′ |p ≤ C ′p,L,µ,T δ−2p
(
|x− x′|p + |y − y′|p
+(|x|p + |x′|p + |y|p + |y′|p)(|t− t′| p2 + |s− s′| p2 )
)
(4.4)
holds for all x, y, x′, y′ ∈ Rd such that |x− y| ≥ δ and |x′− y′| ≥ δ. As a result, we can use (4.4)
and the idea of [12] (pp. 225) to show the one-to-one property of map Xt,·s .
We will next consider the onto property of the map Xt,·s . For this, let Rˆd = Rd
⋃{∞}
be the one point compactification of Rd. Set xˆ = |x|−2 and Γ˜t,xˆs = 1
1+|Xt,xs | if x 6= 0, and
Γ˜t,xˆs = 0 if x = 0. Then there is C ′′p,L,µ,T > 0 only depending on p, L, µ and T such that
E|Γ˜t,xˆs − Γ˜t
′,xˆ′
s′ |p ≤ C ′′p,L,µ,T δ−2p
(
|xˆ− xˆ′|p + |t− t′| p2 + |s− s′| p2
)
. (4.5)
The proof follows from estimates (4.2), (4.2) and Lemma 4.2 (see [12], pp. 225-226). Using (4.5)
and the idea of [12] (pp. 226-227) we can show the onto property of map Xt,·s .
So far, we show that the map Xt,·s is one-to-one and onto a.s.. Consequently, its inverse map
Xˆt,·s exists. Moreover, due to the fact that Xt,·s is one-to-one and continuous, the continuity of
the inverse map Xˆt,·s easily follows.
Lemma 4.5. (Norm Equivalence Principle) Assume conditions (C.0), (C.1) (or (C.2)) and
(C.3). Let Xt,xs be the solution of forward equation in FBSDE (1.3), ρ be a weighted function.
Then there exist constants c, C > 0 such that for every s ∈ [t, T ], ϕ ∈ L1ρ(Rd;Rk)),
c
∫
Rd
|ϕ(x)|ρ(x)dx ≤ E
[∫
Rd
|ϕ(Xt,xs )|ρ(x)dx
]
≤ C
∫
Rd
|ϕ(x)|ρ(x)dx, (4.6)
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and for every Ψ ∈ L1ρ([t, T ]⊗ Rd;Rk)),
c
∫ T
t
∫
Rd
|Ψ(s, x)|ρ(x)dxds ≤ E
[∫ T
t
∫
Rd
|Ψ(s,Xt,xs )|ρ(x)dxds
]
≤ C
∫ T
t
∫
Rd
|Ψ(s, x)|ρ(x)dxds. (4.7)
Here c and C depend on T , L, µ, ρ and the bounds of the first order derivatives of b, σ, h and
f , but do not depend on the initial value x.
Proof. First, we take ρ(x) := (1 + |x|2)q, q ≥ 2. We claim that there exist constants c, C > 0
such that
c ≤ E
[
J(Xˆt,ys )ρ(Xˆ
t,y
s )
ρ(x)
]
≤ C, ∀y ∈ Rd, t ≤ s ≤ T. (4.8)
Here Xˆt,ys is the inverse flow of X
t,x
s , J(Xˆ
t,y
s ) := det∇Xˆt,ys is the determinant of the Jocobian
matrix of Xˆt,ys . The existence of Xˆ
t,y
s is given in Theorem 4.4.
Now we prove (4.8). Assume that T − h ≤ t ≤ T for some small h > 0. We substitute
x = Xˆt,ys into FBSDE (1.3) (see [12], pp. 234-237), with X
t,Xˆt,ys
s = X
t,·
s ◦ Xˆt,ys = y, then
Xˆt,ys = y −
∫ s
t
b(r,Xt,Xˆ
t,y
s
r , Y
t,Xˆt,ys
r )dr −
∫ s
t
σ(r,Xt,Xˆ
t,y
s
r , Y
t,Xˆt,ys
r )dWr,
Y t,Xˆ
t,y
s
s = h(X
t,Xˆt,ys
T ) +
∫ T
s
f(r,Xt,Xˆ
t,y
s
r , Y
t,Xˆt,ys
r , Z
t,Xˆt,ys
r )dr −
∫ T
s
Zt,Xˆ
t,y
s
r dWr.
(4.9)
Here
∫ s
t σ(r,X
t,Xˆt,ys
r , Y
t,Xˆt,ys
r )dWr :=
∫ s
t σ(r,X
t,x
r , Y
t,x
r )dWr|x=Xˆt,ys . Others can be treated simi-
larly. We differentiate with respect to y in (4.9) in order to get
∇Xˆt,ys = I −
∫ s
t
b′x(r,X
t,Xˆt,ys
r , Y
t,Xˆt,ys
r )∇Xt,Xˆ
t,y
s
r dr −
∫ s
t
b′y(r,X
t,Xˆt,ys
r , Y
t,Xˆt,ys
r )∇Y t,Xˆ
t,y
s
r dr
−
∫ s
t
σ′x(r,X
t,Xˆt,ys
r , Y
t,Xˆt,ys
r )∇Xt,Xˆ
t,y
s
r dWr −
∫ s
t
σ′y(r,X
t,Xˆt,ys
r , Y
t,Xˆt,ys
r )∇Y t,Xˆ
t,y
s
r dWr
=: I + J ts(y). (4.10)
When we consider the upper bound, we can use the Cauchy-Schwarz inequality,
E
[
J(Xˆt,ys )ρ(Xˆ
t,y
s )
ρ(y)
]
≤
√
E
∣∣∣J(Xˆt,ys )∣∣∣2
√√√√E ∣∣∣∣∣ρ(Xˆt,ys )ρ(y)
∣∣∣∣∣
2
≤
√
C + CE‖J ts(y)‖2
√√√√E ∣∣∣∣∣ρ(Xˆt,ys )ρ(y)
∣∣∣∣∣
2
.
When s− t are small enough,∣∣∣J(Xˆt,ys )∣∣∣2 = ∣∣det (I + J ts(y))∣∣2
≤ ∣∣1 + Tr (J ts(y))+ o (‖J ts(y)‖)∣∣2
≤ 3
(
1 +
∣∣Tr (J ts(y))∣∣2 + o (‖J ts(y)‖2))
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≤ C (1 + Tr[J ts(y)(J ts(y))∗]) .
For the lower bound, we note J(Xˆt,ys ) ≥ 1− c‖J ts(y)‖. Similarly,
E
[
J(Xˆt,ys )ρ(Xˆ
t,y
s )
ρ(y)
]
≥ E
[
ρ(Xˆt,ys )
ρ(y)
]
− c
√√√√E ∣∣∣∣∣ρ(Xˆt,ys )ρ(y)
∣∣∣∣∣
2√
E‖J ts(y)‖2.
It is obvious that both the upper and lower bounds relate on the estimates of E‖J ts(y)‖2,
E
∣∣∣ρ(Xˆt,ys )ρ(y) ∣∣∣2 and E [ρ(Xˆt,ys )ρ(y) ]. First calculate E ∣∣∣ρ(Xˆt,xs )ρ(x) ∣∣∣2 and E [ρ(Xˆt,xs )ρ(x) ]. From (4.9), applying
Itoˆ’s formula to (1 + |Xˆt,ys |2)q, we have
(1 + |Xˆt,ys |2)q = (1 + |y|2)q − 2q
∫ s
t
(1 + |Xt,Xˆt,ysr |2)q−1Xt,Xˆ
t,y
s
r b(r,X
t,Xˆt,ys
r , Y
t,Xˆt,ys
r )dr
−2q
∫ s
t
(1 + |Xt,Xˆt,ysr |2)q−1Xt,Xˆ
t,y
s
r σ(r,X
t,Xˆt,ys
r , Y
t,Xˆt,ys
r )dWr
−q(2q − 1)
∫ s
t
(1 + |Xt,Xˆt,ysr |2)q−2|Xt,Xˆ
t,y
s
r |2‖σ(r,Xt,Xˆ
t,y
s
r , Y
t,Xˆt,ys
r )‖2dr
=: (1 + |y|2)q + Sts(y). (4.11)
It turns out that
1− |S
t
s(y)|
(1 + |y|2)q ≤
(1 + |Xˆt,ys |2)q
(1 + |y|2)q ≤ 1 +
|Sts(y)|
(1 + |y|2)q . (4.12)
From (4.9), using a similar method as in the proof of Lemma 4.2, for q ≥ 2, r ∈ [s, T ], there
exist positive constants c, c1 and c2 only depending on q, L, µ and T such that
E sup
s≤r≤T
(1 + |Xt,Xˆt,ysr |2)q + E sup
s≤r≤T
(1 + |Y t,Xˆt,ysr |2)q ≤ c(1 + |y|2)q.
Similarly
E sup
t≤r≤s
(1 + |Xt,Xˆt,ysr |2)q + E sup
t≤r≤s
(1 + |Y t,Xˆt,ysr |2)q ≤ c(1 + |y|2)q + E|Y t,Xˆ
t,y
s
s |2q ≤ 2c(1 + |y|2)q.
So
E|Sts(y)| ≤ c1E
∫ s
t
(
1 + |Xt,Xˆt,ysr |2 + |Y t,Xˆ
t,y
s
r |2
)q
dr ≤ (s− t)c1(1 + |y|2)q.
Therefore (4.12) leads to
1− c1(s− t) ≤ E
[
(1 + |Xˆt,ys |2)q
(1 + |y|2)q
]
= E
[
ρ(Xˆt,ys )
ρ(y)
]
≤ 1 + c1(s− t). (4.13)
Using similar estimates, E
∣∣∣ρ(Xˆτ,xs )ρ(x) ∣∣∣2 can be easily estimated as
1− c2(s− t) ≤ E
[
(1 + |Xˆt,ys |2)2q
(1 + |y|2)2q
]
= E
∣∣∣∣∣ρ(Xˆt,ys )ρ(y)
∣∣∣∣∣
2
≤ 1 + c2(s− t). (4.14)
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For E‖Jst (x)‖2, we consider (4.10), apply Itoˆ’s formula and use a similar method as in the proof
of Lemma 4.3. Then there exists a constant c3 > 0 only depending on L, µ, T and the bounds
of the first order derivatives of b, σ, h and f such that
E sup
t≤r≤T
(‖∇Xt,Xˆt,ysr ‖2 + ‖∇Y t,Xˆ
t,y
s
r ‖2) ≤ c3.
So
E‖J ts(y)‖2 ≤ c3(s− t). (4.15)
From the result of (4.13), (4.14) and (4.15), the upper bound and the lower bound can be
estimated as
Blow ≤ E
[
J(Xˆt,ys )ρ(Xˆ
t,y
s )
ρ(y)
]
≤ Bup.
Here Blow = 1−c1(s−t)−c
√
c2(s− t)
√
1 + c3(s− t) and Bup =
√
C + c3(s− t)
√
1 + c2(s− t).
If s− t small enough, the lower bound 1− c1(s− t)− c
√
c2(s− t)
√
1 + c3(s− t) > 0. Therefore,
we can take h small enough such that (4.8) holds for T − h ≤ s ≤ T . Note that c and C does
not depend on the initial value y. So we use the flow property Xˆt,ys = Xˆ
t,·
r ◦ Xˆr,ys ,∀t ≤ r ≤ s ≤ T
(using Proposition 3.9) in order to drop the restriction T − h ≤ t ≤ T and so extend the
inequality (4.8) to the whole of [t, T ].
Finally, we prove (4.6), using the change of variable y = Xt,xs , conditional expectation with
respect to Ft,s, and noting that
J(Xˆt,ys )ρ(Xˆ
t,y
s )
ρ(y) is Ft,s measurable, we get
E
[∫
Rd
|ϕ(Xt,xs )|ρ(x)dx
]
=
∫
Rd
E
[
E
[
|ϕ(y)|ρ(y)J(Xˆ
t,y
s )ρ(Xˆ
t,y
s )
ρ(y)
|Ft,s
]]
dy
=
∫
Rd
|ϕ(y)|ρ(y)E
[
J(Xˆt,ys )ρ(Xˆ
t,y
s )
ρ(y)
]
dy.
By (4.8), c ≤ E
[
J(Xˆt,ys )ρ(Xˆ
t,y
s )
ρ(y)
]
≤ C, ∀x ∈ Rd, t ≤ s ≤ T for any y ∈ Rd, s ∈ [t, T ], we
prove (4.6). Moreover, for function (s, x) 7→ Ψ(s, x) we consider x 7→ Ψ(s, x) by the same way
as above, integrate with respect to s ∈ [t, T ] to get (4.7). So the lemma is proved.
Next, we will use the idea of [5], [31] to give a unique weak solution of PDE (1.1) via the
solution of FBSDE (1.3). The outline of the proof is as follows: firstly, we construct a smoother-
ized FBSDE (4.16) with C∞ functions (bm, σm, fm, hm) → (b, σ, f, h) as m → ∞, and their
solution (Xt,··,m, Y
t,·
·,m, Z
t,·
·,m)→ (Xt,·· , Y t,·· , Zt,·· ) in M2([0, T ];L2ρ(Rd;Rd))⊗M2([0, T ];L2ρ(Rd;Rk))⊗
M2([0, T ];L2ρ(Rd;Rk×d)) as m→∞. Secondly, by Theorem 3.11, um(t, x) = Y t,xt,m is the classical
solution of the corresponding smootherized PDE (4.17). Meanwhile, um(t, x) also satisfies the
weak formulation of smootherized PDE (4.19). Finally, by the norm equivalence result (Lemma
4.5) and the convergence of Y t,··,m to Y
t,·
· as m → ∞ we can show that the weak formulation of
smootherized PDE (4.19) converges to the weak formulation of PDE (4.1), and u(t, x) is the
weak solution of PDE (1.1).
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Let the mollifier Kd be defined as: Kd(x) := Cd exp
(
−1
1−|x|2
)
when |x| < 1 and Kd(x) = 0,
when |x| ≥ 1, where Cd is chosen so that
∫
Rd Kd(x)dx = 1. Denote K
m
d (x) := m
dKd(mx).
Suppose that φ : Rd → R is a Ho¨lder-continuous function with exponent γ ∈ (0, 1) and let us
define for each m > 0,
φm(x) :=
∫
Rd
Kmd (x− x′)φ(x′)dx′.
As a result, φm is a C∞ function, and Ho¨lder-continuous with exponent γ. Moreover, φm → φ
uniformly on R as m→∞. Similarly, we define
hm(x) =
∫
Rd
Kmd (x− x′)h(x′)dx′,
σm(r, x, y) =
∫
Rd×Rk
Kmd (x− x′)Kmk (y − y′)σ(r, x′, y′)dx′dy′,
bm(r, x, y) =
∫
Rd×Rk
Kmd (x− x′)Kmk (y − y′)b(r, x′, y′)dx′dy′,
fm(r, x, y, z) =
∫
Rd×Rk×Rk×d
Kmd (x− x′)Kmk (y − y′)Kmk×d(z − z′)f(r, x′, y′, z′)dx′dy′dz′.
It is easy to see that, (bm, σm, fm, hm)m∈N are C∞ smooth functions such that for any t ∈ [0, T ],
x ∈ Rd, y ∈ Rk, z ∈ Rk×d, (bm, σm, fm, hm)(t, x, y, z) → (b, σ, f, h)(t, x, y, z) as m → ∞. From
the definition, one can easily check that hm, bm, σm and fm also satisfy the monotone-Lipschitz
condition which is independent of m. From Theorem 2.5 or Theorem 2.6, the smootherized
FBSDEs 
Xt,xs,m =x+
∫ s
t
bm(r,Xt,xr,m, Y
t,x
r,m)dr +
∫ s
t
σm(r,Xt,xr,m, Y
t,x
s,m)dWr,
Y t,xs,m =h
m(Xt,xT,m) +
∫ T
s
fm(r,Xt,xr,m, Y
t,x
r,m, Z
t,x
r,m)dr −
∫ T
s
Zt,xr,mdWr,
(4.16)
has a unique solution (Xt,··,m, Y
t,·
·,m, Z
t,·
·,m)t≤s≤T ∈M2([0, T ];L2ρ(Rd;Rd))⊗M2([0, T ];L2ρ(Rd;Rk))⊗
M2([0, T ];L2ρ(Rd;Rk×d)).
Remark 4.6. In (4.16), the functions hm, bm, σm and fm satisfy the monotone-Lipschitz
condition, in which the monotone-Lipschitz constants are independent of m. We can easily check
that the corresponding estimates in Lemma 4.2 hold, in which the constants are also independent
of m. Moreover, from Lemma 4.3 we can verify E sup0≤s≤T ‖∇Y t,xs,m‖2 ≤ CL,λ,T , where CL,λ,T is
independent of m. Therefore E‖∇Y t,xs,m‖2L2ρ is uniformly bounded.
Lemma 4.7. Under conditions (C.1) (or (C.2)) and (C.3), (Xt,··,m, Y
t,·
·,m, Z
t,·
·,m)→ (Xt,·· , Y t,·· , Zt,·· )
in M2([0, T ];L2ρ(Rd;Rd))⊗M2([0, T ];L2ρ(Rd;Rk))⊗M2([0, T ];L2ρ(Rd;Rk×d)) as m→∞.
Proof. Applying Itoˆ’s formula to e−Ks|Xt,xs,m − Xt,xs |2 and e−Ks|Y t,xs,m − Y t,xs |2, using a similar
estimate as in the proof of Thoerem 2.5 and the fact that (bm, σm, fm, hm) → (b, σ, f, h) as
m→∞, we have
(K − 2L3 − L2 − 5L− 19
20
− 1
N1
− 1
N2
− 1
N4
)‖Xt,xr,m −Xt,xr ‖2M2,−K([0,T ];L2ρ)
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+(2µ−K − L2 − 6L− 3
4
− 1
N1
− 1
N3
− 1
N4
)‖Y t,xr,m − Y t,xr ‖2M2,−K([0,T ];L2ρ)
+(
4
5
− 1
N1
)‖Zt,xr,m − Zt,xr ‖2M2,−K([0,T ];L2ρ)
≤ N1‖hm(Xt,xT )− h(Xt,xT )‖2L2ρ
+N2‖bm(r,Xt,xr , Y t,xr )− b(r,Xt,xr , Y t,xr )‖2M2,−K([0,T ];L2ρ)
+N3‖fm(r,Xt,xr , Y t,xr , Zt,xr )− f(r,Xt,xr , Y t,xr , Zt,xr )‖2M2,−K([0,T ];L2ρ)
+N4‖σm(r,Xt,xr , Y t,xr )− σ(r,Xt,xr , Y t,xr )‖2M2,−K([0,T ];L2ρ)
→ 0 as m →∞.
Here we can choose 1N2 ,
1
N3
, 1N4 ,
1
N5
small enough such that 1N5 ≤ 120 , 1N3 + 1N4 + 1N5 ≤ 14
and 1N2 +
1
N4
+ 1N5 ≤ 120 . Eventually, we have (X
t,·,n
·,m , Y
t,·,n
·,m , Z
t,·,n
·,m ) → (Xt,·,n· , Y t,·,n· , Zt,·,n· ) in
M2([0, T ];L2ρ(Rd;Rd))⊗M2([0, T ];L2ρ(Rd;Rk))⊗M2([0, T ];L2ρ(Rd;Rk×d)) as m→∞.
Lemma 4.8. Under conditions (C.0), (C.1) (or (C.2)) and (C.3), (∇Xt,··,m,∇Y t,··,m,∇Zt,··,m)→
(∇Xt,·· ,∇Y t,·· ,∇Zt,·· ) in M2([0, T ];L2ρ(Rd;Rd))⊗M2([0, T ];L2ρ(Rd;Rk))⊗M2([0, T ];L2ρ(Rd;Rk×d))
as m→∞, where (∇Xt,xs ,∇Y t,xs ,∇Zt,xs ) is the solution of ∇FBSDE (3.20) and (∇Xt,xs,m,
∇Y t,xs,m,∇Zt,xs,m) is the solution of the smootherized ∇FBSDEs (with coefficients (bm, σm, fm, hm)).
Proof. From Corollary 3.6, it is easy to check that (∇Xt,xs,m,∇Y t,xs,m,∇Zt,xs,m) is the unique solution
of the smootherized ∇FBSDEs. Following the same procedure of the proof of Lemma 4.7, we
can also show that (∇Xt,··,m,∇Y t,··,m,∇Zt,··,m) → (∇Xt,·· ,∇Y t,·· ,∇Zt,·· ) in M2([0, T ];L2ρ(Rd;Rd)) ⊗
M2([0, T ];L2ρ(Rd;Rk))⊗M2([0, T ];L2ρ(Rd;Rk×d)) as m→∞.
Theorem 4.9. Assume conditions (C.0), (C.1) (or (C.2)) and (C.3). Let (Xt,xs , Y
t,x
s , Z
t,x
s )
be the solution of FBSDE (1.3). If we define u(t, x) = Y t,xt , then σ
∗(t, x, u(t, x))∇u(t, x) exists
for a.e. t ∈ [0, T ], x ∈ Rd, and u(s,Xt,xs ) = Y t,xs , σ∗(s,Xt,xs , u(s,Xt,xs ))∇u(s,Xt,xs ) = Zt,xs for
a.e. s ∈ [t, T ], x ∈ Rd a.s..
Proof. Thanks to the structure of smootherized FBSDE (4.16), (Xt,xs,m, Y
t,x
s,m, Z
t,x
s,m) is the unique
solution of (4.16) and fm, bm, σm, hm are C∞ functions. From Theorem 3.11, the following
smootherized PDEs has a unique solution um(t, x) = Y t,xt,m:{
∂tu
m(t, x)+Lmum(t, x) + fm(t, x, um(t, x), (σm)∗(t, x, um(t, x))∇um(t, x)) = 0,
um(T, x) =hm(x),
(4.17)
where
Lm =
1
2
d∑
i,j=1
(σm(σm)∗)ij(t, x, um(t, x))
∂2
∂xi∂xj
+
d∑
i=1
bmi (t, x, u
m(t, x))
∂
∂xi
.
And also from Proposition 3.8 and Proposition 3.9, we have
um(s,Xt,xs,m) = Y
t,x
s,m, (σ
m)∗(s,Xt,xs,m, u
m(s,Xt,xs,m))∇um(s,Xt,xs,m) = Zt,xs,m. (4.18)
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Moreover, um(t, x) also satisfies the following weak formulation of PDE (4.19): for any smooth
test function Ψ ∈ C1,∞c ([0, T ]× Rd;Rk),∫ T
t
∫
Rd
um(s, x)∂sΨ(s, x)dxds+
∫
Rd
um(t, x)Ψ(t, x)dx−
∫
Rd
hm(x)Ψ(T, x)dx
+
1
2
∫ T
t
∫
Rd
σ∗ (s, x, um(s, x))∇Ψ(s, x)dxds
+
∫ T
t
∫
Rd
um(s, x)div
(
(bm − A˜m)Ψ(s, x)
)
dxds
=
∫ T
t
∫
Rd
fm (s, x, um(s, x), (σm)∗ (s, x, um(s, x))∇um(s, x)) Ψ(s, x)dxds. (4.19)
Here A˜mj ,
∑d
i=1
∂
∂xi
(σm(σm)∗)i,j (s, x, u(s, x)), and A˜
m = (A˜m1 , A˜
m
2 , ..., A˜
m
d )
∗. Note that um ∈
C1,2 (see Theorem 3.11), and it is also not difficult to prove that ∇um(s, ·) and the second order
derivative ∇2um(s, ·) are bounded uniformly in m.
For any m1,m2 ∈ N, by Lemma 4.5, we have∫ T
0
‖um1(s, x)− um2(s, x)‖L2ρds
≤ C
∫ T
0
E‖um1(s,X0,xs,m1)− um2(s,X0,xs,m1)‖L2ρds
≤ CE
∫ T
0
(
‖um1(s,X0,xs,m1)− um2(s,X0,xs,m2)‖L2ρ + ‖um2(s,X0,xs,m2)− um2(s,X0,xs,m1)‖L2ρ
)
ds
≤ CE
∫ T
0
(
‖Y 0,xs,m1 − Y 0,xs,m2‖L2ρ + ‖X0,xs,m1 −X0,xs,m2‖L2ρ
)
ds
≤ CE
∫ T
0
(
‖Y 0,xs,m1 − Y 0,xs ‖L2ρ + ‖Y 0,xs,m2 − Y 0,xs ‖L2ρ + ‖X0,xs,m1 −X0,xs ‖L2ρ + ‖X0,xs −X0,xs,m2‖L2ρ
)
ds
≤ CT 12E
∫ T
0
(
‖Y 0,xs,m1 − Y 0,xs ‖2L2ρ + ‖Y
0,x
s,m2 − Y 0,xs ‖2L2ρ
+‖X0,xs,m1 −X0,xs ‖2L2ρ + ‖X
0,x
s −X0,xs,m2‖2L2ρ
)
ds
→ 0, (4.20)
when m1,m2 → ∞, where C is a generic constant. Therefore um(·, ·) is a Cauchy sequence in
M1([0, T ];L2ρ(Rd;Rk)), denoted by uˆ(·, ·) ∈M1([0, T ];L2ρ(Rd;Rk)) its limit. So∫ T
0
‖um(s, x)− uˆ(s, x)‖L2ρds→ 0 as m→∞. (4.21)
Define u(t, x) = Y t,xt . Then by Proposition 3.9 and Fubini theorem, we have u(s,X
t,x
s ) =
Y s,X
t,x
s
s = Y
t,x
s for a.e. s ∈ [t, T ], x ∈ Rd a.s.. By (4.20), (4.18), Lemma 4.7 and (4.21), we have∫ T
0
‖u(s, x)− uˆ(s, x)‖L2ρds
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≤ 2
∫ T
0
(
‖u(s, x)− um(s, x)‖L2ρ + ‖um(s, x)− uˆ(s, x)‖L2ρ
)
ds
≤ CE
∫ T
0
(
‖u(s,X0,xs )− um(s,X0,xs )‖L2ρ + ‖um(s, x)− uˆ(s, x)‖L2ρ
)
ds
≤ CE
∫ T
0
(
‖u(s,X0,xs )− um(s,X0,xs,m)‖L2ρ + ‖um(s,X0,xs,m)− u(s,X0,xs )‖L2ρ
+‖um(s, x)− uˆ(s, x)‖L2ρ
)
ds
≤ CE
∫ T
0
(
‖u(s,X0,xs )− um(s,X0,xs,m)‖L2ρ + ‖X0,xs −X0,xs,m‖L2ρ + ‖um(s, x)− uˆ(s, x)‖L2ρ
)
ds
= CE
∫ T
0
(
‖Y 0,xs − Y 0,xs,m‖L2ρ + ‖X0,xs −X0,xs,m‖L2ρ + ‖um(s, x)− uˆ(s, x)‖L2ρ
)
ds
→ 0, (4.22)
as m→∞. Hence u(t, x) = uˆ(t, x) for a.e. t ∈ [0, T ], x ∈ Rd.
Similarly, we can show that (σm)∗(t, x, um(t, x))∇um(t, x)) is a Cauchy sequence inM1([0, T ];
L2ρ(Rd;Rk)). For m1,m2 ∈ N, by Lemma 4.5, σm(t, ·, ·) is bounded uniformly in m and Lipschitz
continuous, the first and second order derivative of um(t, ·) are bounded uniformly in m, we have∫ T
0
‖(σm1)∗(s, x, um1(s, x))∇um1(s, x)− (σm2)∗(s, x, um2(s, x))∇um2(s, x)‖L2ρds
≤
∫ T
0
‖(σm1)∗(s,Xt,xs,m1 , um1(s,Xt,xs,m1))∇um1(s,Xt,xs,m1)
−(σm2)∗(s,Xt,xs,m1 , um2(s,Xt,xs,m1))∇um2(s,Xt,xs,m1)‖L2ρds
≤
∫ T
0
(
‖(σm1)∗(s,Xt,xs,m1 , um1(s,Xt,xs,m1))∇um1(s,Xt,xs,m1)
−(σm2)∗(s,Xt,xs,m2 , um2(s,Xt,xs,m2))∇um2(s,Xt,xs,m2)‖L2ρ
+‖(σm2)∗(s,Xt,xs,m2 , um2(s,Xt,xs,m2))∇um2(s,Xt,xs,m2)
−(σm2)∗(s,Xt,xs,m2 , um2(s,Xt,xs,m2))∇um2(s,Xt,xs,m1)‖L2ρ
+‖(σm2)∗(s,Xt,xs,m2 , um2(s,Xt,xs,m2))∇um2(s,Xt,xs,m1)
−(σm2)∗(s,Xt,xs,m1 , um2(s,Xt,xs,m1))∇um2(s,Xt,xs,m1)‖L2ρ
)
ds
≤ C
∫ T
0
(
‖Zt,xs,m1 − Zt,xs,m2‖L2ρ + ‖∇um2(s,Xt,xs,m2)−∇um2(s,Xt,xs,m1)‖L2ρ
+‖Xt,xs,m1 −Xt,xs,m2‖L2ρ + ‖um2(s,Xt,xs,m2)− um2(s,Xt,xs,m1)‖L2ρ
)
ds
≤ C
∫ T
0
(
‖Zt,xs,m1 − Zt,xs,m2‖L2ρ + ‖Xt,xs,m1 −Xt,xs,m2‖L2ρ
)
ds
≤ C
∫ T
0
(
‖Zt,xs,m1 − Zt,xs ‖L2ρ + ‖Zt,xs − Zt,xs,m2‖L2ρ + ‖Xt,xs,m1 −Xt,xs ‖L2ρ + ‖Xt,xs −Xt,xs,m2‖L2ρ
)
ds
→ 0,
when m1,m2 →∞ and C is a generic constant. So there exists a limit in M1([0, T ];L2ρ(Rd;Rk))
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of (σm)∗(t, x, um(t, x))∇um(t, x)) and similarly to (4.22) and the above calculation, the limit is
σ∗∇u,∫ T
0
‖(σm)∗(s, x, um(s, x))∇um(s, x)− σ∗(s, x, u(s, x))∇u(s, x)‖L2ρds→ 0 as m→∞.
Finally, we show that σ∗(s,Xt,xs , u(s,Xt,xs ))∇u(s,Xt,xs ) = Zt,xs for a.e. s ∈ [t, T ], x ∈ Rd a.s..
This can be proved by the following
E
∫ T
t
‖σ∗(s,Xt,xs , u(s,Xt,xs ))∇u(s,Xt,xs )− Zt,xs ‖L2ρds
≤ E
∫ T
t
(
‖σ∗(s,Xt,xs , u(s,Xt,xs ))∇u(s,Xt,xs )− (σm)∗(s,Xt,xs,m, um(s,Xt,xs,m))∇um(s,Xt,xs,m)‖L2ρ
+‖(σm)∗(s,Xt,xs,m, um(s,Xt,xs,m))∇um(s,Xt,xs,m)− Zt,xs,m‖L2ρ + ‖Zt,xs,m − Zt,xs ‖L2ρ
)
ds
→ 0, as m→∞.
Theorem 4.10. Assume conditions (C.0), (C.1) (or (C.2)) and (C.3). Define u(t, x) = Y t,xt ,
where (Xt,xs , Y
t,x
s , Z
t,x
s ) is the solution of FBSDE (1.3). Then u(t, x) is the unique weak solution
of PDE (1.1) with u(T, x) = h(x). Moreover, u(s,Xt,xs ) = Y
t,x
s , σ∗(s,Xt,xs , u(s,Xt,xs ))∇u(s,Xt,xs )
= Zt,xs for a.e. s ∈ [t, T ], x ∈ Rd a.s..
Proof. From Theorem 4.9, we only need to verify that u is the unique weak solution of PDE
(1.1) with u(T, x) = h(x). By Lemma 4.5,∫ T
0
(
‖u(s, x)‖2L2ρ + ‖σ
∗(s, x, u(s, x))∇u(s, x)‖2L2ρ
)
ds
≤ CE
∫ T
0
(
‖u(s,X0,xs )‖2L2ρ + ‖σ
∗(s,X0,xs , u(s,X
0,x
s ))∇u(s,X0,xs )‖2L2ρ
)
ds
= CE
∫ T
0
(
‖Y 0,xs ‖2L2ρ + ‖Z
0,x
s ‖2L2ρ
)
ds <∞.
So (u(s, x), σ∗(s, x, u(s, x))∇u(s, x)) ∈ M2([0, T ];L2ρ(Rd;Rk)) ⊗M2([0, T ];L2ρ(Rd;Rk×d)). Now
we verify that u(t, x) satisfies (4.1) with u(T, x) = h(x) by passing the limit in L2ρ(dxds) to
(4.19). We only show the convergence of the last term. By Lipschitz condition, the fact that
fm(t, x, y, z) → f(t, x, y, z) in L2ρ sense as m → ∞, and the convergences in Theorem 4.9, for
any Ψ ∈ C1,∞c ([0, T ]× Rd)∣∣∣ ∫ T
t
∫
Rd
fm (s, x, um(s, x), (σm)∗ (s, x, um(s, x))∇um(s, x)) Ψ(s, x)dxds
−
∫ T
t
∫
Rd
f (s, x, u(s, x), σ∗ (s, x, u(s, x))∇u(s, x)) Ψ(s, x)dxds
∣∣∣2
≤ Cp
∫ T
t
‖fm (s, x, um(s, x), (σm)∗ (s, x, um(s, x))∇um(s, x))
−fm (s, x, u(s, x), σ∗ (s, x, u(s, x))∇u(s, x)) ‖2L2ρds
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+Cp
∫ T
t
‖fm (s, x, u(s, x), σ∗ (s, x, u(s, x))∇u(s, x))
−f (s, x, u(s, x), σ∗ (s, x, u(s, x))∇u(s, x)) ‖2L2ρds
≤ Cp,L
∫ T
t
(
‖um(s, x)− u(s, x)‖2L2ρ
+‖(σm)∗ (s, x, um(s, x))∇um(s, x)− σ∗ (s, x, u(s, x))∇u(s, x)‖2L2ρ
)
ds
+Cp
∫ T
t
‖fm (s, x, u(s, x), σ∗ (s, x, u(s, x))∇u(s, x))
−f (s, x, u(s, x), σ∗ (s, x, u(s, x))∇u(s, x)) ‖2L2ρds→ 0, as m→∞.
Therefore u(t, x) satisfies (4.1), so is a weak solution of (1.1) with u(T, x) = h(x). Con-
versely, it is easy to prove that if PDE (1.1) has a weak solution u(t, x), then u(s,Xt,xs ) = Y
t,x
s ,
σ∗(s,Xt,xs , u(s,Xt,xs ))∇u(s,Xt,xs ) = Zt,xs is the solution of FBSDE (1.3) by similar approxima-
tion method as we know that the smooth systems have such a relation. Thus we have the one
to one correspondence between the solutions of the PDE and the FBSDE and the uniqueness of
PDEs follows from the uniqueness of solutions of FBSDEs.
5 Infinite horizon FBSDEs and quasi-linear elliptic PDEs
In this section, we study the unique weak solution of elliptic type PDE (1.6) through the
stationary solution of infinite horizon FBSDE (1.5). First, we consider a more general infinite
horizon FBSDEs,
Xt,xs =x+
∫ s
t
b(r,Xt,xr , Y
t,x
r , Z
t,x
r )dr +
∫ s
t
σ(r,Xt,xr , Y
t,x
r )dWr,
e−KsY t,xs =
∫ ∞
s
e−Krf(r,Xt,xr , Y
t,x
r , Z
t,x
r )dr +
∫ ∞
s
Ke−KrY t,xr dr −
∫ ∞
s
e−KrZt,xr dWr,
(5.1)
for s ≥ t. Here the functions b : [0,∞) × Rd × Rk → Rd, σ : [0,∞) × Rd × Rk → Rd×d,
f : [0,∞) × Rd × Rk × Rk×d → Rk. We also assume that b, σ and f are measurable functions
with respect to the Borelian σ-fields. We assume:
(D.1): Condition (A.1), t ∈ [0, T ] is changed to t ≥ 0, and 2µ−K − 2L2− 7L− 1 > 0 with
K > 2L3 + L2 + 5L+ 1 is changed to 2µ > K + 815L+ 1 with K > 5L+ 1.
(D.2): Integrability conditions:∫ ∞
0
e−Ks
(|b(s, 0, 0, 0)|2 + ‖σ(s, 0, 0)‖2 + |f(s, 0, 0, 0)|2) ds <∞.
Before we study FBSDE (5.1), let us recall some results for BSDEs case.
Remark 5.1. Zhang-Zhao ([31]) considered the following finite horizon BSDEs with terminal
value of Y being h = 0,
Xt,xs =x+
∫ s
t
b(r,Xt,xr )dr +
∫ s
t
σ(r,Xt,xr )dWr,
Y t,x,ns =
∫ n
s
f(r,Xt,xr , Y
t,x,n
r , Z
t,x,n
r )dr −
∫ n
s
Zt,x,nr dWr.
(5.2)
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the unique solution of above finite BSDEs (5.2) for each n ∈ N, is also a Cauchy sequence in
the space S2,−K
⋂
M2,−K([0,∞);L2ρ(Rd;Rk)) ⊗ M2,−K([0,∞);L2ρ(Rd;Rk×d)). The limit of this
sequence, denoted by (Y t,xs , Z
t,x
s ), is a unique solution of following BSDEs with infinite horizon,
Xt,xs =x+
∫ s
t
b(r,Xt,xr )dr +
∫ s
t
σ(r,Xt,xr )dWr,
e−KsY t,xs =
∫ ∞
s
e−Krf(r,Xt,xr , Y
t,x
r , Z
t,x
r )dr +
∫ ∞
s
Ke−KrY t,xr dr −
∫ ∞
s
e−KrZt,xr dWr.
(5.3)
Here the functions satisfy the same conditions as those in FBSDE (5.1).
For the infinite horizon BSDEs (5.3), we have
Theorem 5.2. Under conditions (D.1) and (D.2), BSDEs (5.3) has a unique solution, i.e.
there exists a unique process (Xt,·· , Y
t,·
· , Z
t,·
· ) ∈ S2,−K
⋂
M2,−K([0,∞);L2ρ(Rd;Rd)) ⊗ S2,−K
⋂
M2,−K([0,∞);L2ρ(Rd;Rk)) ⊗ M2,−K([0,∞);L2ρ(Rd;Rk×d)) satisfying the integral form of (5.3).
Proof. Note that the SDE in (5.3) is slightly different from that in [31]. In both cases the SDE
can be solved (see [18] or [12]). For the infinite horizon BSDE in (5.3), we can use a similar
method as in the proof of Theorem 5.1 in [31] to prove that there exists a unique solution
(Y t,·· , Z
t,·
· ) ∈ S2,−K
⋂
M2,−K([0,∞);L2ρ(Rd;Rk)) ⊗ M2,−K([0,∞);L2ρ(Rd;Rk×d)).
It is easy to see that SDE in (5.3) has a unique solution Xt,·· ∈ M2,−K([0, T ];L2ρ(Rd;Rd)).
Then applying Itoˆ’s formula to e−Ks|Xt,xs |2, taking the spatial integration ρ−1(x)dx on both
sides and applying stochastic Fubini theorem, we have
E
∫
Rd
e−Ks|Xt,xs |2ρ−1(x)dx+ (K − L)E
∫ s
t
∫
Rd
e−Kr|Xt,xr |2ρ−1(x)dxdr
≤
∫
Rd
e−Ktx2ρ−1(x)dx+ C
∫ s
t
e−Krdr.
As s→∞, we have
E
∫ ∞
t
∫
Rd
e−Kr|Xt,xr |2ρ−1(x)dxdr <∞.
By the B-D-G inequality,
E sup
t≤s≤T
∫
Rd
e−Ks|Xt,xs |2ρ−1(x)dx
≤ CpE
∫ T
t
∫
Rd
e−Kr|Xt,xr |2ρ−1(x)dxdr +
∫
Rd
e−Ktx2ρ−1(x)dx+ C
∫ T
t
e−Krdr.
As T →∞, we have
E sup
s≥t
∫
Rd
e−Ks|Xt,xs |2ρ−1(x)dx <∞.
So Xt,xs ∈ S2,−K
⋂
M2,−K([t,∞);L2ρ(Rd;Rd)). Following a similar procedure as in Step 2
of the proof of Theorem 2.5, we can extend our result from [t,∞) to [0,∞). So Xt,·· ∈
S2,−K([0,∞);L2ρ(Rd;Rd)).
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Now we consider the infinite horizon FBSDE (5.1),
Theorem 5.3. Under conditions (D.1) and (D.2), (5.1) has a unique solution, i.e. there exists
a unique process (Xt,·· , Y
t,·
· , Z
t,·
· ) ∈ S2,−K
⋂
M2,−K([0,∞);L2ρ(Rd;Rd))⊗S2,−K
⋂
M2,−K([0,∞);
L2ρ(Rd;Rk)) ⊗ M2,−K([0,∞);L2ρ(Rd;Rk×d)) satisfying the spatial integral form of (5.1).
Proof. We use the Contraction Mapping Method. Consider the map
Ξ : M2,−K([t,∞);L2ρ(Rd;Rd))×M2,−K([t,∞);L2ρ(Rd;Rk))×M2,−K([t,∞);L2ρ(Rd;Rk×d))
→M2,−K([t,∞);L2ρ(Rd;Rd))×M2,−K([t,∞);L2ρ(Rd;Rk))×M2,−K([t,∞);L2ρ(Rd;Rk×d)),
(Xt,·· , Y
t,·
· , Z
t,·
· ) 7→ (X¯t,·· , Y¯ t,·· , Z¯t,·· ),
Given (Xt,xs , Y
t,x
s , Z
t,x
s ), (X¯
t,x
s , Y¯
t,x
s , Z¯
t,x
s ) is defined as follows: for any s ≥ 0
X¯t,xs = x+
∫ s
t
b(r, X¯t,xr , Y
t,x
r , Z
t,x
r )dr +
∫ s
t
σ(r, X¯t,xr , Y
t,x
r )dWr. (5.4)
and
e−KsY¯ t,xs =
∫ ∞
s
e−Krf(r, X¯t,xr , Y¯
t,x
r , Z¯
t,x
r )dr +K
∫ ∞
t
e−KrY¯ t,xr dr −
∫ ∞
s
e−KrZ¯t,xr dWr. (5.5)
The existence and uniqueness of (X¯t,xs , Y¯
t,x
s , Z¯
t,x
s ) were given by Theorem 5.2. Similarly (U¯ , V¯ , W¯ )
can be defined in the same way as (X¯, Y¯ , Z¯) from (U, V,W ). Now applying Itoˆ’s formula to
e−Ks|X¯t,xs − U¯ t,xs |2 and e−Ks|Y¯ t,xs − V¯ t,xs |2 and following the similar procedure as in the proof of
Theorem 2.5, we have
(K − 5L− 9
20
)‖X¯t,·· − U¯ t,·· ‖2M2,−K([t,T ];L2ρ(dx)) + (2µ−K − 5L)‖Y¯
t,·
· − V¯ t,·· ‖2M2,−K([t,T ];L2ρ(dx))
+
4
5
‖Z¯t,·· − W¯ t,·· ‖2M2,−K([t,T ];L2ρ(dx)) + Ee
−KT ‖X¯t,·T − U¯ t,·T ‖2L2ρ(dx) + Ee
−Kt‖Y¯ t,·t − V¯ t,·t ‖2L2ρ(dx)
≤ (1
4
+ L)‖Y t,·· − V t,·· ‖2M2,−K([t,T ];L2ρ(dx)) +
1
4
‖Zt,·· −W t,·· ‖2M2,−K([t,T ];L2ρ(dx)). (5.6)
Now let us construct the contraction mapping. We adopt the similar notation as in (2.11) with
a replacement of the space M2,−K([t, T ];L2ρ) by M2,−K([t,∞);L2ρ). Now we take the limit as
T →∞ in (5.6), we have
(K − 5L− 9
20
)A¯+ (2µ−K − 5L)B¯ + 4
5
C¯ ≤ (1
4
+ L)B +
1
4
C.
If we assume 1 + 4L < 2µ−K−5L4
5
and K − 5L− 920 > 0, then we have,(
K − 5L− 920
4
5
)
A¯+ (1 + 4L)B¯ + C¯ ≤ 5
16
{(
K − 5L− 920
4
5
)
A¯+ (1 + 4L)B + C
}
.
So the map Ξ is a contraction from M2,−K([t,∞);L2ρ(Rd;Rd)) ×M2,−K([t,∞);L2ρ(Rd;Rk))
×M2,−K([t,∞);L2ρ(Rd;Rk×d)) into itself. Consequently, (5.1) has a unique solution (Xt,·· , Y t,·· , Zt,·· )
in M2,−K([t,∞);L2ρ(Rd;Rd)) ⊗ M2,−K([t,∞);L2ρ(Rd;Rk)) ⊗ M2,−K([t,∞);L2ρ(Rd;Rk×d)).
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Finally, applying Itoˆ’s formula to e−Ks|Xt,xs |2 and e−Ks|Y t,xs |2, taking integration ρ−1(x)dx,
applying the stochastic Fubini theorem and using the B-D-G inequality, we have
E sup
t≤s≤T
∫
Rd
e−Ks|Xt,xs |2ρ−1(x)dx+ E sup
t≤s≤T
∫
Rd
e−Ks|Y t,xs |2ρ−1(x)dx
≤ CpE
∫ T
t
∫
Rd
e−Kr
(|Xt,xr |2 + |Y t,xr |2 + ‖Zt,xr ‖2) ρ−1(x)dxdr
+
∫
Rd
e−Ktx2ρ−1(x)dx+ CL,µ
∫ T
t
e−Krdr.
As T →∞,
E sup
s≥t
∫
Rd
e−Ks|Xt,xs |2ρ−1(x)dx+ E sup
s≥t
∫
Rd
e−Ks|Y t,xs |2ρ−1(x)dx <∞.
Therefore, (Xt,xs , Y
t,x
s ) ∈ S2,−K
⋂
M2,−K([t,∞);L2ρ(Rd;Rd))⊗ S2,−K
⋂
M2,−K([t,∞);L2ρ(Rd;Rk)).
Following a similar proof of Theorem 2.5, we can extend this result from [t,∞) to [0,∞).
Now we desire to study the quasi-linear elliptic PDE (1.6) through its corresponding infinite
horizon FBSDE (1.5). So far, a more general form of infinite horizon FBSDE (5.1) with time
dependent functions has been studied and the existence and uniqueness result has been obtained.
In the following we consider FBSDE (1.5) where coefficients are independent of time. If FBSDE
(1.5) has a unique solution, then for an arbitrary T , we have
Y t,xs = Y
t,x
T +
∫ T
s
f(Xt,xr , Y
t,x
r , Z
t,x
r )dr −
∫ T
s
Zt,xr dWr, 0 ≤ s ≤ T. (5.7)
In Section 4, we deduced the following PDEs associated with FBSDE (5.7) in the weak sense
u(t, x) = u(T, x) +
∫ T
t
[L u(s, x) + f(x, u(s, x), σ∗(x, u(s, x))∇u(s, x))]ds. (5.8)
Here u(T, x) = Y T,xT .
Definition 5.4. A process u is called a weak solution of a quasi-linear elliptic type PDE (1.6)
if (u, σ∗∇u) ∈ L2ρ(Rd;Rk)⊗ L2ρ(Rd;Rk×d) and for an arbitrary Ψ ∈ C∞c (Rd;Rk),
1
2
∫
Rd
σ∗ (x, u(x))∇u(x)σ∗ (x, u(x))∇Ψ(x)dx+
∫
Rd
u(x)div
(
(b− A˜)Ψ(x)
)
dx
=
∫
Rd
f (x, u(x), σ∗ (s, x, u(x))∇u(x)) Ψ(x)dx.
Here A˜j ,
∑d
i=1
∂
∂xi
(σσ∗)i,j (x, u(x)), and A˜ = (A˜1, A˜2, ..., A˜d)
∗.
To find the weak solution of (1.6), first we study the stationary property of the infinite
horizon FBSDE (1.5). By using the connection between (5.7) and (5.8) proved in Section 4 such
that u(t, ·) = Y t,·t , we can transfer the stationary property from Y t,·t to u(t, ·). Since u(t, ·) is a
deterministic function, together with the stationary property, immediately we have that u(t, ·)
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is independent of t. Therefore, the quasi-linear parabolic PDE (5.8) turns into a quasi-linear
elliptic type PDE (1.6), where u is the weak solution of such a PDE. Consider
(E.0): Functions b(·, ·) ∈ C1,α(Rd × Rk;Rd); f(·, ·, ·) ∈ C1,α(Rd × Rk × Rk×d;Rk); σ(·, ·) ∈
C1,αl,b (R
d × Rk;Rd×d) for some α ∈ (0, 1).
(E.1): Denote g = (b, σ). Assume there exists a constant L > 0 such that for any x, x1, x2 ∈
Rd, y, y1, y2 ∈ ∈ Rk, z1, z2 ∈ Rk×d,
|g(t, x1, y1)− g(t, x2, y2)|2 ≤ L(|x1 − x2|2 + |y1 − y2|2),
|f(t, x1, y, z1)− f(t, x2, y, z2)|2 ≤ L(|x1 − x2|2 + ‖z1 − z2‖2).
For q ≥ 2, where q is the exponent in the weight function ρ, there exist positive constants µ, Cq,L
and C ′q,L, where Cq,L,C
′
q,L only depending on q and L, satisfying qµ > K + Cq,L and K > C
′
q,L
such that
〈y1 − y2, f(x, y1, z)− f(x, y2, z)〉 ≤ −µ|y1 − y2|2, |f(0, y, 0)|2 ≤ L(1 + |y|2).
Theorem 5.5. Under condition (E.1), (1.5) has a unique solution (Xt,xs , Y
t,x
s , Z
t,x
s ). Moreover
E sup
s≥0
∫
Rd
e−pKs|Xt,xs |pρ−1(x)dx+ E sup
s≥0
∫
Rd
e−pKs|Y t,xs |pρ−1(x)dx <∞. (5.9)
Proof. Since the condition (E.1) is stronger than conditions (D.1) and (D.2) in Theorem 5.3, so
there exists a unique solution (Xt,xs , Y
t,x
s , Z
t,x
s ) of (1.5). We only need to prove E[sups≥0
∫
Rd e
−pKs
(|Xt,xs |p + |Y t,xs |p)ρ−1(x)dx] <∞. Applying Itoˆ’s formula to e−pKr|X¯r|p and e−pKr|Y¯r|p for a.e.
x ∈ Rd and following a similar procedure as in the proof of Lemma 3.3, we have
α′E
∫ ∞
t
∫
Rd
e−pKr|Xt,xr |pρ−1(x)dxdr + β′E
∫ ∞
t
∫
Rd
e−pKr|Y t,xr |pρ−1(x)dxdr
+
{
1
2
p(p− 1)− p
16
}
E
∫ ∞
t
∫
Rd
e−pKr|Y t,xr |p−2‖Zt,xr ‖2ρ−1(x)dxdr
≤ Cp
∫
Rd
(|b(0, 0)|p + ‖σ(0, 0)‖p + |f(0, 0, 0)|p) ρ−1(x)dx+ Cp
∫
Rd
e−pKt|x|pρ−1(x)dx,
where α′ = (K − 4pL− p8 + 18 − ε− L(p− 1)2(1 + ε)− 18) and β′ = (pµ−K − 4pL− p−216 − ε−
L(p−1)2(1 + ε)− 18) are positive from condition (E.1). Thus there exists a constant Cp,L,µ only
depending on p, L and µ such that
E
∫ ∞
t
∫
Rd
e−pKr|Xt,xr |pρ−1(x)dxdr + E
∫ ∞
t
∫
Rd
e−pKr|Y t,xr |pρ−1(x)dxdr
+E
∫ ∞
t
∫
Rd
e−pKr|Y t,xr |p−2‖Zt,xr ‖2ρ−1(x)dxdr
≤ Cp,L,µ
∫
Rd
(|b(0, 0)|p + ‖σ(0, 0)‖p + |f(0, 0, 0)|p) ρ−1(x)dx+ Cp,L,µ
∫
Rd
e−Kt|x|pρ−1(x)dx
< ∞. (5.10)
Next, by the B-D-G inequality, the Cauchy-Schwarz inequality, the Young inequality and (5.10),
we can obtain another estimation
E sup
s≥0
∫
Rd
e−pKs|Xt,xs |pρ−1(x)dx+ E sup
s≥0
∫
Rd
e−pKs|Y t,xs |pρ−1(x)dx
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≤ Cp,L,µ
∫
Rd
(|b(0, 0)|p + ‖σ(0, 0)‖p + |f(0, 0, 0)|p) ρ−1(x)dx
+Cp,L,µE
∫ ∞
0
∫
Rd
e−pKr|Xt,xr |pρ−1(x)dxdr + Cp,L,µE
∫ ∞
0
∫
Rd
e−pKr|Y t,xr |pρ−1(x)dxdr
+Cp,L,µE
∫ ∞
0
∫
Rd
e−pKr|Y t,xr |p−2‖Zt,xr ‖2ρ−1(x)dxdr + Cp,L,µ
∫
Rd
e−Kt|x|pρ−1(x)dx
< ∞.
The desired result is obtained.
Theorem 5.6. Assume conditions (E.0), (E.1) and let u(t, ·) , Y t,·t , where (Xt,·· , Y t,·· , Zt,·· ) is
the solution of (1.5). Then for an arbitrary T and t ∈ [0, T ], u(t, ·) is a weak solution of (5.8).
Moreover, u(t, ·) is a.s. continuous with respect to t in L2ρ(Rd;Rk).
Proof. Let (Y t,xs )s≥0, (Y
t′,x
s )s≥0 be the solutions of (1.5) with t and t′ respectively. First we
claim that, for an arbitrary T > 0, t, t′ ∈ [0, T ],
E sup
s≥0
∫
Rd
e−pKs|Y t,xs − Y t
′,x
s |pρ−1(x)dx ≤ Cp|t′ − t|
p
2 .
To see this, set
X¯s = X
t′,x
s −Xt,xs , Y¯s = Y t
′,x
s − Y t,xs , Z¯s = Zt
′,x
s − Zt,xs ,
b¯(s) = b(Xt
′,x
s , Y
t′,x
s )− b(Xt,xs , Y t,xs ), σ¯(s) = σ(Xt
′,x
s , Y
t′,x
s )− σ(Xt,xs , Y t,xs ),
f¯(s) = f(Xt
′,x
s , Y
t′,x
s , Z
t′,x
s )− f(Xt,xs , Y t,xs , Zt,xs ), s ≥ 0.
From Theorem 5.5, we have (5.9). Applying Itoˆ’s formula to e−pKr|X¯r|p and e−pKr|Y¯r|p for a.e.
x ∈ Rd and following a similar procedure as in the proof of Lemma 3.3, we have
E
∫ ∞
t
∫
Rd
e−pKr|X¯r|pρ−1(x)dxdr + E
∫ ∞
t
∫
Rd
e−pKr|Y¯r|pρ−1(x)dxdr
+E
∫ ∞
t
∫
Rd
e−pKr|Y¯r|p−2‖Z¯r‖2ρ−1(x)dxdr ≤ CL,µ|t′ − t|
p
2 .
Also by the B-D-G inequality, we have
E sup
s≥0
∫
Rd
e−pKs|X¯s|pρ−1(x)dx+ E sup
s≥0
∫
Rd
e−pKs|Y¯s|pρ−1(x)dx ≤ CL,µ|t′ − t|
p
2 .
As a result, we have
E
(
sup
s≥0
∫
Rd
e−2Ks|Y t′,xs − Y t,xs |2ρ−1(x)dx
) p
2
≤ CL,µE sup
s≥0
∫
Rd
e−pKs|Y t′,xs − Y t,xs |pρ−1(x)dx
(∫
Rd
ρ−1(x)dx
) p−2
2
≤ CL,µ|t′ − t|
p
2 .
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Noting p > 2, by Kolmogorov’s continuity theorem, we have t 7→ Y t,xs is a.s. continuous for
t ∈ [0, T ] under the norm (sups≥0 ∫Rd e−2Ks| · |2ρ−1(x)dx) 12 . Without losing any generality,
assume that t′ > t. Then we have
lim
t′→t
(∫
Rd
e−2Kt
′ |Y t′,xt′ − Y t,xt′ |2ρ−1(x)dx
) 1
2
≤ lim
t′→t
(
sup
s≥0
∫
Rd
e−2Ks|Y t′,xs − Y t,xs |2ρ−1(x)dx
) 1
2
= 0,
a.s.. Notice t′ ∈ [0, T ], so
lim
t′→t
(∫
Rd
|Y t′,xt′ − Y t,xt′ |2ρ−1(x)dx
) 1
2
= 0 a.s.. (5.11)
Since Y t,·· ∈ S2,−K
⋂
M2,−K([t,∞);L2ρ(Rd;Rk)), Y t,·t′ is continuous w.r.t. t′ in L2ρ(Rd;Rk). This
is to say for each t,
lim
t′→t
(∫
Rd
|Y t,xt′ − Y t,xt |2ρ−1(x)dx
) 1
2
= 0 a.s.. (5.12)
By (5.11) and (5.12)
lim
t′→t
(∫
Rd
|Y t′,xt′ − Y t,xt |2ρ−1(x)dx
) 1
2
≤ lim
t′→t
(∫
Rd
|Y t′,xt′ − Y t,xt′ |2ρ−1(x)dx
) 1
2
+ lim
t′→t
(∫
Rd
|Y t,xt′ − Y t,xt |2ρ−1(x)dx
) 1
2
= 0 a.s..
Therefore, for an arbitrary T > 0, 0 ≤ t ≤ T , define u(t, ·) = Y t,·t , then u(t, ·) is a.s. continous
w.r.t. t in L2ρ(Rd;R1). Moreover, recall the results in Section 3 and Section 4, it is easy to check
that u(t, x) is a weak solution for (5.8).
We now construct the measurable metric dynamical system through defining a measurable
and measure preserving shift. Let θt : Ω → Ω, t ≥ 0, be a measurable mapping on (Ω,F ,P ),
defined by θt ◦Ws = Ws+t −Wt, Then for any s, t ≥ 0, (i) P · θ−1t = P ; (ii) θ0 = I, where I
is the identity transformation on Ω; (iii) θs ◦ θt = θs+t. Also for an arbitrary F -measurable
φ : Ω→ H, where H is a Hilbert space, set
θ ◦ φ(ω) = φ(θ(ω)).
Theorem 5.7. Assume conditions (E.0) and (E.1). Let u(t, ·) , Y t,·t , where (Xt,·· , Y t,·· , Zt,·· )
is the solution of (1.5). Then u(t, ·) is the weak solution of quasi-linear elliptic PDE (1.6).
Proof. The main idea of the proof follows [31]. Note that the backward equations of (1.5) is
equivalent to
Y t,xs = Y
t,x
T +
∫ T
s
f(Xt,xr , Y
t,x
r , Z
t,x
r )dr −
∫ T
s
Zt,xr dWr, lim
T→∞
e−KTYT = 0 a.s.. (5.13)
First we will prove that (Xt,xs , Y
t,x
s , Z
t,x
s )s≥0 is a ”perfect” stationary solution of (5.13), i.e.
θr ◦Xt,xs = Xt+r,xs+r , θr ◦ Y t,xs = Y t+r,xs+r , θr ◦ Zt,xs = Zt+r,xs+r .
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Here the integral w.r.t. Brownian motion W is a standard Itoˆ’s integral, θt is a shift with respect
to W . Note for any {h˜(s, ·)}s≥0 being an Fs-measurable and locally square integrable stochastic
process with values in L2ρ(Rd;Rl), for an arbitrary T > 0 and 0 ≤ t ≤ T ,
θr ◦
∫ T
t
h˜(s, ·)dWs =
∫ T+r
t+r
θr ◦ h˜(s− r, ·)dWs, (5.14)
and
θr ◦
∫ T
t
h˜(s, ·)ds =
∫ T+r
t+r
θr ◦ h˜(s− r, ·)ds. (5.15)
From (E.1) and (Xt,·· , Y
t,·
· , Z
t,·
· ) ∈ S2,−K
⋂
M2,−K([0,∞);L2ρ(Rd;Rd))⊗ S2,−K
⋂
M2,−K([0,∞);
L2ρ(Rd;Rk)) ⊗ M2,−K([0,∞);L2ρ(Rd;Rk×d)), it is easy to see that b, σ, f are locally square
integrable. Now applying θr on both sides of (5.13), by (5.14) and (5.15), we know that
(θr ◦Xt,xs , θr ◦ Y t,xs , θr ◦ Zt,xs ) satisfies
θr ◦Xt,xs =x+
∫ s+r
t+r
b(θr ◦Xt,xu−r, θr ◦ Y t,xu−r)du+
∫ s+r
t+r
σ(θr ◦Xt,xu−r, θr ◦ Y t,xu−r)dWu,
θr ◦ Y t,xs =θr ◦ Y t,xT +
∫ T+r
s+r
f(θr ◦Xt,xu−r, θr ◦ Y t,xu−r, θr ◦ Zt,xu−r)du−
∫ T+r
s+r
θr ◦ Zt,xu−rdWu
lim
T→∞
e−K(T+r)θr ◦ Y t,xT = 0 a.s..
(5.16)
On the other hand, from (5.13), it follows that
Xt+r,xs+r =x+
∫ s+r
t+r
b(Xt+r,xu , Y
t+r,x
u )du+
∫ s+r
t+r
σ(Xt+r,xu , Y
t+r,x
u )dWu,
Y t+r,xs+r =Y
t+r,x
T+r +
∫ T+r
s+r
f(Xt+r,xu , Y
t+r,x
u , Z
t+r,x
u )du−
∫ T+r
s+r
Zt+r,xu dWu,
lim
T→∞
e−K(T+r)Y t+r,xT+r = 0 a.s.
(5.17)
By the uniqueness of the solution of (5.13) in the space S2,−K
⋂
M2,−K([0,∞);L2ρ(Rd;Rd)) ⊗
S2,−K
⋂
M2,−K([0,∞);L2ρ(Rd;Rk)) ⊗ M2,−K([0,∞);L2ρ(Rd;Rk×d)), it follows from comparing
(5.16) and (5.17) that for any r ≥ 0 and t ≥ 0, in the space L2ρ(Rd;Rd) ⊗ L2ρ(Rd;Rk) ⊗
L2ρ(Rd;Rk×d), for all s ≥ t,
θr ◦Xt,·s = Xt+r,·s+r , θr ◦ Y t,·s = Y t+r,·s+r , θr ◦ Zt,·s = Zt+r,·s+r a.s. (5.18)
By the perfection procedure ([2],[3]), we can prove above identities (5.18) are true for all
s ≥ t, r ≥ 0, but fixed t ≥ 0 a.s. In particular, for any t ≥ 0, in the space L2ρ(Rd;Rd) ⊗
L2ρ(Rd;Rk) ⊗ L2ρ(Rd;Rk×d)
θr ◦ Y t,·t = Y t+r,·t+r , for all r ≥ 0 a.s. (5.19)
So we get from (5.19) that in the space L2ρ(Rd;Rd) ⊗ L2ρ(Rd;Rk) ⊗ L2ρ(Rd;Rk×d)
θr ◦ u(t, ·) = u(t+ r, ·), for all r ≥ 0, t ≥ 0, a.s.
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From Theorem 5.6, we know that u(t, ·) , Y t,·t is the continuous weak solution of (5.8). But u is
now deterministic. This means u(t+r, ·) = u(t, ·) for all t, r ≥ 0. So u(t, ·) is independent of time
t and (5.8) immediately turns to be (1.6). Therefore u is the weak solution of the quasi-linear
elliptic PDE (1.6).
Remark 5.8. As for the uniqueness of the solution of elliptic PDE (1.6), the idea is to show
that a solution of the PDE is also the solution of infinite horizon FBSDE (1.5). This one-to-one
correspondence will give the uniqueness of elliptic PDE following the uniqueness of the solution
of the infinite horizon FBSDE. For this, we need to verify the regularity of the solution of BSDE
(1.5) for sufficiently smooth coefficients following the idea of Section 3. In this case, the one-
to-one correspondence follows from Itoˆ’s formula. Then we use the approximations by FBSDEs
and PDEs with smooth coefficients and prove the desired convergence following the procedure of
Section 4. However, due to the length of the paper, we will not include the full argument here.
For the viscosity and classical solutions of the semilinear elliptic PDEs and related BSDEs, we
refer to [7] and [19].
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