Abstract-Hubness is a recently described aspect of the curse of dimensionality inherent to nearest-neighbor methods. In this paper we present a new approach for exploiting the hubness phenomenon in k-nearest neighbor classification. We argue that some of the neighbor occurrences carry more information than others, by the virtue of being less frequent events. This observation is related to the hubness phenomenon and we explore how it affects high-dimensional k-nearest neighbor classification. We propose a new algorithm, Hubness Information k-Nearest Neighbor (HIKNN), which introduces the k-occurrence informativeness into the hubness-aware k-nearest neighbor voting framework. Our evaluation on high-dimensional data shows significant improvements over both the basic k-nearest neighbor approach and all previously used hubness-aware approaches.
I. INTRODUCTION
The k-nearest neighbor algorithm is one of the simplest pattern classification algorithms. It is based on a notion that instances which are judged to be similar in the feature space often share common properties in other attributes, one of them being the instance label itself. The basic algorithm was first proposed in [1] . The label of a new instance is determined by a majority vote of its k-nearest neighbors (kNN) from the training set.
Let D = (x 1 , y 1 ), (x 2 , y 2 ), ..(x n , y n ) be the data set, where each x i ∈ R d . The x i are feature vectors which reside in some high-dimensional Euclidean space, and y i ∈ c 1 , c 2 , ..c C are the labels. In an infinite data sample, the following asymptotic result holds: p(c|x i ) = lim n→∞ p(c|NN(x i )). Realworld data is usually very sparse, so the point probability estimates achieved by kNN in practice are much less reliable. However, this is merely one aspect of the well known curse of dimensionality. Concentration of distances [2] is another phenomenon of interest, since all nearest-neighbor approaches require a similarity measure. In high-dimensional spaces, it is very difficult to distinguish between relevant and irrelevant points and the very concept of nearest neighbors becomes much less meaningful.
Hubness is a recently described aspect of the dimensionality curse, related specifically to nearest neighbor methods [3] [4] . The term is coined to reflect the emergence of hubs, very frequent nearest neighbors. As such, these points exhibit a substantial influence on the classification outcome. Two types of hubs can be distinguished: good hubs and bad hubs, based on the proportion of label matches/mismatches in their koccurrences.
A. Contributions
• When there is hubness, some points occur much more frequently in k-neighbor sets. We claim that some occurrences hence become much less informative than others, and are consequently of much lower value for the kNN classification process.
• We propose a new hubness-aware approach to k-nearest neighbor classification, Hubness Information k-Nearest Neighbor (HIKNN). The algorithm exploits the notion of occurrence informativeness, which leads to a more robust voting scheme.
II. RELATED WORK A. Hubs, frequent nearest neighbors
The emergence of hubs as prominent points in k-nearest neighbor methods had first been noted in analyzing music collections [5] . The researchers discovered some songs which were similar to many other songs (i.e. frequent neighbors). The conceptual similarity, however, did not reflect the expected perceptual similarity.
The phenomenon of hubness was further explored in [3] [6] , where it was shown that hubness is a natural property of many inherently high-dimensional data sets. Not only do some very frequent points emerge, but the entire distribution of k-occurrences exhibits very high skewness. In other words, most points occur very rarely in k-neighbor sets, less often than what would otherwise have been expected. We refer to these rarely occurring points as anti-hubs.
Denote by N k (x i ) the number of k-occurrences of x i and by N k,c (x i ) the number of such occurrences in neighborhoods of elements from class c. The latter will also be referred to as the class hubness of instance
B. Hubness-aware methods
Hubs, as frequent neighbors, can exhibit both good and bad influence on kNN classification, based on the number of label matches and mismatches in the respective k-occurrences.The number of good occurrences will be denoted by GN k (x i ) and the number of bad ones by
Three recently proposed approaches exploit the hubness information in different ways:
• Hubness-weighted kNN (hw-kNN) [3] introduced a weighting scheme for reducing the influence of bad hubs on classification.
• Hubness fuzzy kNN (h-FNN) [7] was based on a notion that the class hubness frequencies of neighbors (N k,c (x i )) can be used to define occurrence fuzziness, which can be used within a fuzzy k-nearest neighbor framework [8] .
• In Naive hubness Bayesian kNN (NHBNN) [9] , all koccurrences are observed as random events. The class affiliation for a new instance is then inferred via a naive Bayesian inference from the respective kNN set. All these approaches have some unresolved issues. For instance, hw-1-NN is the same as 1-NN (since all neighbors vote by their original labels) -so no improvement is observed for k = 1. The other two approaches have in turn failed to provide a consistent way of handling anti-hubs. In our proposed approach, there rarely occurring points are no longer treated as a special case. Moreover, we consider them to be highly informative.
III. THE MOTIVATION Let x be an observed neighbor point. Two possible previous 1-occurrence scenarios are considered in Figure 1 . Let the circles represent class '0' and the squares class '1'. In the first example, N 1,0 (x) = 3 and N 1,1 (x) = 21, which indicates high bad hubness. Therefore, if x is a neighbor to the point of interest, it is certainly beneficial to base the vote on the class hubness scores, instead of its label. It would reduce the probability of error.
In the second example, N 1,0 (x) = 3 and N 1,1 (x) = 4, which makes for a very small difference in class hubness scores. Even though N 1,1 (x) > N 1,0 (x), the label of x is 0, so it is not entirely clear how x should vote. What needs to be evaluated is how much trust should be placed in the neighbor's label and how much in the occurrence information. If there had been no previous occurrences of x on the training data (an anti-hub), there would be no choice but to use the label. On the other hand, for high hubness points we should probably rely more on their occurrence tendencies. It is precisely the points in between which need to be handled more carefully. This is not the only problem, though. Suppose that there is a data point x i ∈ D which appears in all k-neighbor sets of other x j ∈ D. Assume then that we are trying to determine a label of a new data point x and that x i also appears in this neighborhood, D k (x). This would not be surprising at all, since x i appears in all other previously observed neighborhoods. Since such an occurrence carries no information, x i should not be allowed to cast a vote. By going one step further, it is easy to see that less frequent occurrences may in fact be more informative and that such neighbors might be more local to the point of interest. This is exploited in our proposed approach.
IV. THE ALGORITHM Let now x i be the point of interest, to which we wish to assign a label. Let x it , t = {1, 2..k} be its k nearest neighbors. We calculate the informativeness of the occurrences according to Equation 1. In all our calculations, we assume each data point to be its own 0 th nearest neighbor, thereby making all N k (x i ) ≥ 1. Not only does this give us some additional data, but since it makes all k-occurrence frequencies non-zero, we thereby avoid any pathological cases in our calculations.
We proceed by defining relative and absolute normalized informativeness. We will also refer to them as surprise values.
As we have been discussing, one of the things we wish to achieve is to combine the class information from neighbor labels and their previous occurrences. In order to do this, we need to make one more small observation. Namely, as the number of previous occurrences (N k (x it )) increases, two things happen simultaneously. First of all, the informativeness of the current occurrence of x it drops. Secondly, class hubness gives us a more accurate estimate of p k (y i = c|x it ∈ D k (x i )). Therefore, when the hubness of a point is high, more information is contained in the class hubness scores. Also, when the hubness of a point is low, more information is contained in its label.
The α factor controls how much information is contributed to the vote by the instance label and how much by its previous occurrences. If x it never appeared in a k-neighbor set apart from its own, i.e. N k (x it ) = 1, then it votes by its label. If, on the other hand, N k (x it ) = max xj ∈D N k (x j ), then the vote is cast entirely according to the class hubness scores.
The fuzzy votes are based on the p k (y i = c|x it ), which are approximated according to Equation 3 . These probabilities are then weighted by the absolute normalized informativeness β(x it ). This is shown in Equation 4.
Additional distance weighting has been introduced for purposes of later comparison with the h-FNN algorithm [7] , since it also employs distance weighting. It is not an essential part of the algorithm. We opted for the same distance weighting scheme used in h-FNN, which was in turn first proposed in FNN [8] . It is given in Equation 5 .
Equations 1, 2, 3 and 4 represent our proposed solution for exploiting the information contained in the past k-occurrences on the training data and we will refer to this new algorithm as Hubness Information k-Nearest Neighbor (HIKNN). It embodies some major improvements over the previous approaches:
• Unlike h-FNN and NHBNN, it is essentially parameterfree, one only needs to set the neighborhood size (k).
• Anti-hubs are no longer a special case. They are, however, handled appropriately via the information-based framework.
• Label information is combined with information from the previous k-occurrences, so that both sources of information are exploited for the voting.
• Total occurrence informativeness is taken into account The training phase of the algorithm is summarized in 1. The voting is simply done according to 4 and requires no further explanations. The time complexity of HIKNN, as with all other hubnessbased approaches, is asymptotically the same as constructing a kNN graph. Fast algorithms for constructing approximate kNN graphs exist, like the algorithm by [10] . This particular procedure runs in Θ(dn 1+τ ) time, where τ ∈ (0, 1] is a parameter which is used to set a trade off between speed and graph construction accuracy. (14) 9 (7) 3 ( V. EXPERIMENTS We compared our proposed HIKNN algorithm to the existing related algorithms: kNN, hw-kNN, h-FNN and NHBNN -on 27 classification problems. In all cases, 10-times 10-fold cross validation was performed. Corrected resampled t-test was used to check for statistical significance. All experiments were performed for k = 5, which is a standard choice. Experiment summaries are given in Table II .
Algorithm 1 HIKNN: Training
Input: (X,Y ,k) training set T = (X, Y ) ⊂ R d×1 number of neighbors k ∈ {1, 2 . . . n − 1} Train: kNeighbors = findNeighborSets(T , k) for all (xi, yi) ∈ (X, Y ) do N k (xi) = 0 for all c = 1 . . . C do count N k,c (xi) N k (xi)+ = N k,
A. The data
The first 10 datasets are from the UCI repository (http://archive.ics.uci.edu/ml/datasets.html) and exhibit low or medium hubness. The Manhattan distance was used for this data, as well as for the image data. All features were normalized prior to classification.
The Acquis aligned corpus data (http://langtech.jrc.it/JRCAcquis.html) represents a set of more than 20000 documents in several different languages. In the experiments we only used the English documents, represented as bag-of-words. On top of this data, 14 different binary classification problems were examined. We used the cosine similarity.
The iNet3 image dataset is a subset taken from the ImageNet repository (http://www.image-net.org/) and was used in [11] , given as a quantized Haar feature representation. The three iNet3 representations have an interesting property: due to an I/O error during feature extraction, 5 images were accidentally assigned zero vector representations. It turns out that the hubness of zero vectors increased dramatically with the representation dimensionality. Since all 5 of these points were of the minority class, the classification results were affected greatly and this a prime example of how bad the bad hubness can get in high-dimensional data.
B. The results
The results in Table II show that the hubness-aware algorithms clearly outperform the basic kNN algorithm. Also, HIKNN seems to be the overall best approach. The detailed comparison between the algorithms is shown in Table I . By comparing both the total number of wins and also the number of wins between pairs of algorithms, we see that HIKNN is to be preferred to the second-best algorithm in the experiments, h-FNN -since it beats it quite convincingly 26(9) : 1(1) in direct comparison and 101(66) : 60(45) overall.
The results for the iNet3Err data require special attention. As previously discussed, 5 data points ended up as strong bad hubs of the minority class, which has completely disabled the basic kNN classifier. On this 3-class dataset, it ends up being 
