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We establish the robustness of linear cocycles in Banach spaces
admitting a nonuniform exponential dichotomy. We ﬁrst obtain
robustness results for positive and negative time, by establishing
exponential behavior along certain subspaces, and showing that
the associated sequences of projections have bounded exponential
growth. We then establish a robustness result in Z by constructing
explicitly appropriate projections on the stable and unstable
subspaces. We emphasize that in general these projections may
be different from those obtained separately from the robustness
for positive and negative time. We also consider the case of strong
nonuniform exponential dichotomies.
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1. Introduction
Our main objective is to establish the robustness of nonuniform exponential dichotomies deﬁned by
linear cocycles in Banach spaces. The problem of robustness asks whether a nonuniform exponential
dichotomy persists under suﬃciently small linear perturbations. We also establish the continuous
dependence on the perturbation of the constants in the notion of dichotomy. We note that we do not
need to assume that the sequence of linear operators generating the cocycle is bounded. Moreover,
our proofs exhibit the dichotomies of the perturbed cocycle as explicitly as possible, in terms of ﬁxed
points of certain transformations. Some of our arguments are inspired in work in [4] in the case of
continuous time, although the required changes are substantial and far from being immediate.
The notion of exponential dichotomy, introduced by Perron in [13], plays a central role in a large
part of the theory of dynamical systems, and thus it is not surprising that the study of robustness
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3580 L. Barreira et al. / J. Differential Equations 246 (2009) 3579–3608has a long history. In particular, the problem was discussed by Massera and Schäffer [9] (building on
earlier work of Perron [13]; see also [10]), Coppel [7], and in the case of Banach spaces by Dale’ckiı˘
and Kreı˘n [8], with different approaches and successive generalizations. For more recent works we
refer to [6,11,14,15] and the references therein. We note that all these works consider only the case
of uniform exponential dichotomies.
We emphasize that the existence of exponential dichotomies is a strong requirement and, particu-
larly in view of their central role, it is of interest to look for more general types of hyperbolic behavior.
Here we consider the more general notion of nonuniform exponential dichotomy (see Section 2 for the
deﬁnition). In comparison with the notion of (uniform) exponential dichotomy, this is a much weaker
requirement.
In order to illustrate the ubiquity of the nonuniform exponential behavior, we consider cocycles
with nonzero Lyapunov exponents. Let f : X → X be a measurable transformation preserving a ﬁnite
measure μ in X . This means that μ( f −1A) = μ(A) for every measurable set A ⊂ X . Let also Mp be
the space of invertible p × p matrices. Given a measurable function A : X → Mp , for each q ∈ X and
m,n ∈ Z we deﬁne the cocycle
Aq(m,n) =
⎧⎨
⎩
A( f m−1(q)) · · · A( f n(q)) if m > n,
Id if m = n,
A( f m(q))−1 · · · A( f n−1(q))−1 if m < n.
(1)
Moreover, for each q ∈ X and v ∈ Rp we consider the Lyapunov exponent
λ(q, v) = limsup
m→+∞
1
m
log
∥∥Aq(m,0)v∥∥,
with the convention that log0 = −∞. The following result shows that up to an integrability assump-
tion, if all Lyapunov exponents are nonzero, then for almost every q the cocycle Aq in (1) admits a
nonuniform exponential dichotomy (in the sense of Section 2).
Theorem 1. If log+ ‖A‖ ∈ L1(X,μ) and the set
{
q ∈ X: λ(q, v) = 0 for every v ∈ Rp} (2)
has full μ-measure, then for μ-almost every q ∈ X the sequence of matrices (A( f n(q)))n∈N admits a nonuni-
form exponential dichotomy.
Theorem 1 follows from Oseledets’ multiplicative ergodic theorem in [12] (see for example [2] for
a detailed presentation), together with Oseledets–Pesin’s reduction theorem to bring the cocycle to a
block-diagonal form such that each block corresponds to a single value of the Lyapunov exponent. The
details can be obtained as in the proof of Theorem 10.22 in [5] with straightforward modiﬁcations to
pass from continuous to discrete time.
Moreover, it also follows from Oseledets’ multiplicative ergodic theorem that for μ-almost every
q ∈ X the constant ε in (3) below (with the cocycle A replaced by Aq) can be made arbitrarily small,
although not necessarily zero. In addition, it follows from work of Barreira and Schmeling in [3] that
for some classes of measure-preserving transformations (we refer to [1] for a detailed presentation),
the set of points q ∈ X for which the constant ε in (3) cannot be made arbitrarily small has topo-
logical entropy and Hausdorff dimension respectively equal to the topological entropy and Hausdorff
dimension of the whole space X .
There is also a close relation between the notion of nonuniform exponential dichotomy and the
theory of nonuniformly hyperbolic dynamics (we refer to [2] for a detailed exposition of the theory).
Indeed, our deﬁnition of nonuniform exponential dichotomy is inspired not only in the notion of
uniform exponential dichotomy but also in the notion of nonuniformly hyperbolic cocycle. While in
the theory of differential equations it is usual to use the term exponential dichotomy, in hyperbolic
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nonuniform exponential dichotomy in terms of the hyperbolicity of cocycles. More precisely, using
the notion of nonuniformly (completely) hyperbolic cocycle in [2, Deﬁnition 2.2.3], one can easily
verify that in ﬁnite-dimensional vector spaces, the sequence A( f n(q)) admits a nonuniform exponential
dichotomy if and only if the cocycle generated by this sequence is nonuniformly hyperbolic in the
trajectory of q. In particular, Theorem 1 can be reformulated as follows.
Theorem 2. If log+ ‖A‖ ∈ L1(X,μ) and the set in (2) has full μ-measure, then the cocycle generated by the
sequence (A( f n(q)))n∈N is nonuniformly hyperbolic for μ-almost every q ∈ X.
In other words, the cocycle is nonuniformly hyperbolic for almost all trajectories. We emphasize
that we also consider dichotomies in arbitrary (inﬁnite-dimensional) Banach spaces in which case any
condition expressed in terms of the angles between the stable and unstable subspaces must be re-
placed by an appropriate condition in terms of the norms of the projections onto these subspaces (we
refer to Section 2 for a detailed discussion). This is the main reason why the notion of nonuniform ex-
ponential dichotomy cannot follow the notion of nonuniformly hyperbolic cocycle. We refer the reader
to the book [2] for more details on the ubiquity of nonuniform exponential behavior, particularly in
the context of ergodic theory, and for an extensive list of references.
We also want to discuss the type of perturbations that are allowed in the paper. We notice that
when ε > 0 in (3) the perturbations are required to decay with exponential speed 2ε > 0 when time
approaches ±∞. Essentially, this ensures that we can apply what corresponds in the discrete time
case to Gronwall’s lemma to show that the perturbed cocycle still exhibits a nonuniform exponential
behavior, although the computations are very much involved, particularly due to the existence of
contraction and expansion. Certainly, for some particular sequences we may allow perturbations that
exhibit a slower exponential decay or no decay at all (as it happens in the classical case when ε = 0).
It is an open problem to decide whether it is possible to consider linear perturbations of arbitrary
nonuniform exponential dichotomies with a slower exponential decay. Recalling the close relation
between the notions of nonuniform exponential dichotomy and nonuniformly hyperbolic cocycle (as
detailed above), to the best of our knowledge it is also an open problem in the theory of nonuniformly
hyperbolic dynamics to decide whether it is possible to consider linear perturbations of arbitrary
nonuniformly hyperbolic cocycles with a slower exponential decay.
The exponentially decaying perturbations may occur for example when we consider a homoclinic
orbit to a compact invariant set. Indeed, if f is a nonlinear perturbation approaching polynomially
zero at the invariant set, then the derivative cocycle df approaches exponentially zero when we travel
along the homoclinic orbit. We note that this situation is quite distinct from what happens in smooth
ergodic theory of diffeomorphisms on compact manifolds preserving a ﬁnite measure with nonzero
Lyapunov exponents. Indeed, the existence of the invariant measure guarantees that almost all trajec-
tories return inﬁnitely often arbitrarily close to the initial point, and thus for perturbations obtained
from traveling along these orbits the exponential decay is forbidden, unless the perturbation was al-
ready zero from the beginning. However, in a similar manner to that in [3], a dense set of orbits may
not return arbitrarily close to the initial point.
The content of the paper is the following. After introducing some basic notions in Section 2, we
establish a partial robustness of nonuniform exponential dichotomies in Z+p and Z−q , respectively in
Sections 3 and 4. In particular, the exponential estimates along the stable and unstable directions
are obtained respectively in Z+0 and Z
−
0 . In Section 5 we establish the full robustness of nonuniform
exponential dichotomies in Z+0 and Z
−
0 . This amounts to obtain exponential bounds for the norms of
the projections. We establish in Section 6 the robustness of nonuniform exponential dichotomies in Z.
Finally, the robustness of strong nonuniform exponential dichotomies is established in Section 7.
2. Basic notions
Let B(X) be the set of bounded linear operators in the Banach space X . Consider a sequence
(An)n∈Z ⊂ B(X) of invertible operators. We deﬁne
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⎧⎨
⎩
Am−1 · · · An if m > n,
Id if m = n,
A−1m · · · A−1n−1 if m < n.
Consider the sets
Z
+
p = {l ∈ Z: l p} and Z−p = {l ∈ Z: l p}
for each p ∈ Z. We assume that J ⊂ Z is either Z+p , Z−p or Z, for some integer p ∈ Z. We say that
(An)n∈ J admits a nonuniform exponential dichotomy if there exist projections Pn for each n ∈ J such
that
PmA(m,n) =A(m,n)Pn, m,n ∈ J ,
and there exist constants a, D > 0 and ε  0 such that
∥∥A(m,n)Pn∥∥ De−a(m−n)+ε|n|, m n,∥∥A(m,n)Qn∥∥ De−a(n−m)+ε|n|, m n, (3)
where Qm = Id−Pm is the complementary projection.
Notice that setting m = n in (3) we obtain
‖Pn‖ Deε|n| and ‖Qn‖ Deε|n| (4)
for every n ∈ J . Now we consider the linear subspaces
En = Pn(X) and Fn = Qn(X)
for each n ∈ J , and we deﬁne
αn = inf
{‖x− y‖: x ∈ En, y ∈ Fn, ‖x‖ = ‖y‖ = 1}.
When X is a Hilbert space, we can easily verify that αn = 2sin(θn/2), where θn is the angle between
the subspaces En and Fn . In the general case of Banach spaces, the number αn can also be thought of
as an “angle” between these subspaces. We have
1
‖Pn‖  αn 
2
‖Pn‖ and
1
‖Qn‖  αn 
2
‖Qn‖
(see for example [5, Proposition 2.4]), and by (4) we obtain αn  e−ε|n|/D . In other words, the in-
equalities in (4) guarantee that the “angle” between En and Fn cannot decrease with |n| more than
with exponential speed ε. We notice that the case of tempered “angles,” that is, when
limsup
n→±∞
1
|n| log‖Pn‖ = 0 and limsupn→±∞
1
|n| log‖Qn‖ = 0
for J = Z, and with limits only when n → +∞ or n → −∞ respectively for J = Z+p and J = Z−p , is
included as a very particular case when ε > 0.
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ear perturbation (Bn)n∈ J the sequence (An + Bn)n∈ J still admits a nonuniform exponential dichotomy.
We shall write
Aˆ(m,n) =
{
(Am−1 + Bm−1) · · · (An + Bn) if m > n,
Id if m = n,
(Am + Bm)−1 · · · (An−1 + Bn−1)−1 if m < n.
3. Partial robustness inZ+p
We establish in this section a partial robustness of nonuniform exponential dichotomies in Z+p . Set
a˜ = − log(cosha −√cosh2 a − 1− 2δD sinha )
and
b˜ = log(cosha +√cosh2 a − 1− 2δD sinha ).
These are well deﬁned and positive for any suﬃciently small δ. Moreover,
a b˜ = a˜ + log(1+ 2δD sinha) a˜.
Notice that when δ = 0 we have a˜ = b˜ = a. We also set
D˜1 = D
1− δDe−a/(1− e−(a+a˜)) and D˜2 =
D
1− δDea/(ea+b˜ − 1)
.
The following is our partial robustness result.
Theorem 3. Let p ∈ Z−0 and J = Z+p . If (Am)m∈ J admits a nonuniform exponential dichotomy with ε < a, and
(Bm)m∈ J satisﬁes ‖Bm‖ δe−2ε|m+1| , m ∈ J , for some suﬃciently small δ > 0, then there exist projections Pˆ+m,
m ∈ J , such that
Pˆ+mAˆ(m,n) = Aˆ(m,n) Pˆ+n
for every m,n ∈ J ,
∥∥Aˆ(m,n) ∣∣ Im Pˆ+n ∥∥ D˜1e−a˜(m−n)+ε|n| for m n, (5)
and
∥∥Aˆ(m,n) ∣∣ Im Qˆ +n ∥∥ D˜2e−a˜(n−m)+ε|n| for 0m n. (6)
Proof. We separate the proof into several steps.
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C = {U = (U (m,n))mn ⊂ B(X): ‖U‖ < ∞},
with the norm
‖U‖ = sup{∥∥U (m,n)∥∥e−ε|n|: m n}.
We set
Cml =A(m, l + 1)Pl+1Bl and Dml =A(m, l + 1)Ql+1Bl.
Making a shift of time in Lemmas 20 and 21 in [4] we obtain Lemmas 1 and 2 below. For complete-
ness we include detailed proofs.
Lemma 1. The equation Zm+1 = (Am + Bm)Zm for m n has a unique solution U ∈ C satisfying the identity
U (m,n) =A(m,n)Pn +
m−1∑
l=n
CmlU (l,n) −
∞∑
l=m
DmlU (l,n). (7)
Proof. If (7) holds, then
U (m + 1,n) − AmU (m,n) = Cm+1,mU (m,n) + Dm+1,mU (m,n)
= BmU (m,n),
and hence U solves the equation in the lemma. Therefore, it is suﬃcient to show that the operator L
deﬁned by
(LU )(m,n) =A(m,n)Pn +
m−1∑
l=n
CmlU (l,n) −
∞∑
l=m
DmlU (l,n)
has a unique ﬁxed point in C . We have
∥∥(LU )(m,n)∥∥ ∥∥A(m,n)Pn∥∥+m−1∑
l=n
∥∥A(m, l + 1)Pl+1∥∥ · ‖Bl‖ · ∥∥U (l,n)∥∥
+
∞∑
l=m
∥∥A(m, l + 1)Ql+1∥∥ · ‖Bl‖ · ∥∥U (l,n)∥∥
 De−a(m−n)+ε|n| + Dδeε|n|‖U‖
m−1∑
l=n
e−a(m−l−1)
+ Dδeε|n|‖U‖
∞∑
l=m
e−a(m−l−1).
Since a > 0, this implies that ‖LU‖ D + θ‖U‖ < ∞, where
θ = δD 1+ e
−a
−a . (8)1− e
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‖LU1 − LU2‖ θ‖U1 − U2‖.
Hence, provided that δ is suﬃciently small the operator L is a contraction, and U has a unique ﬁxed
point in C . 
Lemma 2. For any m k n we have U (m,k)U (k,n) = U (m,n).
Proof. It follows from (7) that
U (m,k)U (k,n) =A(m,n)Pn +
k−1∑
l=n
CmlU (l,n) +
m−1∑
l=k
CmlU (l,k)U (k,n)
−
∞∑
l=m
DmlU (l,k)U (k,n).
Subtracting from (7), and setting Zl = U (l,k)U (k,n) − U (l,n) we obtain
Zm =
m−1∑
l=k
Cml Zl −
∞∑
l=m
Dml Zl. (9)
For ﬁxed k and n, we consider the operator R deﬁned by
(RW )m =
m−1∑
l=k
CmlWl −
∞∑
l=m
DmlWl
in the Banach space
E = {W = (Wm)mk ⊂ B(X): ‖W ‖ < ∞},
with the norm ‖W ‖ = sup{‖Wm‖: m k}. We have
∥∥(RW )m∥∥ D m−1∑
l=k
e−a(m−l−1)+ε|l+1|‖Bl‖ · ‖Wl‖
+ D
∞∑
l=m
e−a(l+1−m)+ε|l+1|‖Bl‖ · ‖Wl‖ θ‖W ‖,
with θ as in (8). Hence, R(E) ⊂ E . We show with a similar argument that
‖RW1 − RW2‖ θ‖W1 − W2‖.
Therefore, provided that δ is suﬃciently small the operator R is a contraction, and there is a unique
W ∈ E satisfying (9). This must coincide with the above sequence Z ∈ E . Moreover, since 0 ∈ E also
satisﬁes (9) we conclude that for any m k n,
Zm = U (m,k)U (k,n) − U (m,n) = 0.
This yields the desired result. 
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Pˆ+m = Aˆ(m,0)U (0,0)Aˆ(0,m) and Qˆ +m = Id− Pˆ+m .
Lemma 3. The operator Pˆ+m is a projection, and
Pˆ+mAˆ(m,n) = Aˆ(m,n) Pˆ+n , m,n ∈ Z+p .
Proof. By Lemma 2 we have U (0,0) = U (0,0)U (0,0). Hence,
Pˆ+m Pˆ+m = Aˆ(m,0)U (0,0)U (0,0)Aˆ(0,m) = Pˆ+m ,
and Pˆ+m is a projection. Moreover, for any m,n ∈ Z+p we have
Pˆ+mAˆ(m,n) = Aˆ(m,0)U (0,0)Aˆ(0,n) = Aˆ(m,n) Pˆ+n .
This completes the proof of the lemma. 
Step 2. Auxiliary identities. Making again a shift of time in Lemmas 23 and 24 in [4] we obtain Lem-
mas 4 and 5 below.
Lemma 4. If (ym)mn is a bounded sequence with ym+1 = (Am + Bm)ym for m n, then
ym =A(m,n)Pn yn +
m−1∑
l=n
Cml yl −
∞∑
l=m
Dml yl. (10)
Proof. For any m n we have
Pm ym =A(m,n)Pn yn +
m−1∑
l=n
Cml yl, (11)
and
Qmym =A(m,n)Qn yn +
m−1∑
l=n
Dml yl. (12)
Since the sequence (ym)mn is bounded, we have
∞∑
l=n
‖Dnl yl‖ Dδ
∞∑
l=n
e−a(l+1−n) sup
ln
‖yl‖ < ∞.
Rewriting (12) in the form
Qn yn =A(n,m)Qmym −
m−1∑
Dnl yl,
l=n
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Qmym = −
∞∑
l=n
Dml yl +
m−1∑
l=n
Dml yl = −
∞∑
l=m
Dml yl. (13)
Identity (10) follows from adding (11) and (13). 
Lemma 5. For any m n we have
Pˆ+mAˆ(m,n) =A(m,n)Pn Pˆ+n +
m−1∑
l=n
Cml Pˆ
+
l Aˆ(l,n) −
∞∑
l=m
Dml Pˆ
+
l Aˆ(l,n).
Proof. The argument is not given in [4], and we include it here for completeness. By Lemma 1, the
sequence U (n,0)ξ , n 0, is a solution of the equation
zm+1 = (Am + Bm)zm, m 0, (14)
with initial condition z0 = U (0,0)ξ . Therefore, U (n,0) = Aˆ(n,0)U (0,0). By Lemma 3 we obtain
Pˆ+mAˆ(m,n) = Aˆ(m,n) Pˆ+n
= Aˆ(m,n)Aˆ(n,0)U (0,0)Aˆ(0,n)
= Aˆ(m,0)U (0,0)Aˆ(0,n) = U (m,0)Aˆ(0,n). (15)
Again by Lemma 1, for each ξ ∈ X the sequence
ym = Pˆ+mAˆ(m,n)ξ = U (m,0)Aˆ(0,n)ξ
is a solution of Eq. (14). Furthermore, by the deﬁnition of the space C this sequence is bounded, and
by (15) we have
yn = U (n,0)Aˆ(0,n)ξ = Pˆ+n Aˆ(n,n)ξ = Pˆ+n ξ.
The desired identity follows now readily from Lemma 4. 
Lemma 6. If (ym)nm0 is a ﬁnite sequence with ym+1 = (Am + Bm)ym for nm 0, then
ym =A(m,n)Qn yn +
m−1∑
l=0
Cml yl −
n−1∑
l=m
Dml yl. (16)
Proof. We have
Aˆ(m,0) =A(m,0) +
m−1∑
l=0
A(m, l + 1)BlAˆ(l,0),
and the sequence (ym)0mn given by ym = Aˆ(m,0)Qˆ +0 satisﬁes
ym =A(m,0)Qˆ +0 +
m−1∑
A(m, l + 1)Bl yl. (17)
l=0
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Pˆ+0 = U (0,0) = P0 −
∞∑
l=0
D0lU (l,0) = P0 −
∞∑
l=0
Q 0A(0, l + 1)BlU (l,0). (18)
It follows from (18) that P0 Pˆ
+
0 = P0. Therefore,
Q 0 Qˆ
+
0 = (Id−P0)
(
Id− Pˆ+0
)= Id− Pˆ+0 = Qˆ +0 . (19)
By (17) we obtain
yn =A(n,0)Qˆ +0 +
n−1∑
l=0
A(n, l + 1)Bl yl =A(n,0)Q 0 Qˆ +0 +
n−1∑
l=0
A(n, l + 1)Bl yl.
Multiplying on the left by A(m,n)Qn and using (19) we obtain
A(m,n)Qn yn =A(m,0)Q 0 Qˆ +0 +
n−1∑
l=0
A(m, l + 1)Ql+1Bl yl =A(m,0)Qˆ +0 +
n−1∑
l=0
Dml yl.
Combined with (17) this yields
ym =A(m,n)Qn yn −
n−1∑
l=0
Dml yl +
m−1∑
l=0
(Cml + Dml)yl
=A(m,n)Qn yn +
m−1∑
l=0
Cml yl −
n−1∑
l=m
Dml yl.
This completes the proof of the lemma. 
Lemma 7. For any nm 0 we have
Qˆ +m Aˆ(m,n) =A(m,n)Qn Qˆ +n +
m−1∑
l=0
Cml Qˆ
+
l Aˆ(l,n) −
n−1∑
l=m
Dml Qˆ
+
l Aˆ(l,n). (20)
Proof. By Lemma 3, we have
Qˆ +m Aˆ(m,n) = Aˆ(m,n)Qˆ +n , (21)
and thus,
ylAˆ(0,n) = Aˆ(l,0)Qˆ +0 Aˆ(0,n) = Qˆ +l Aˆ(l,n).
Therefore, multiplying (16) on the right by Aˆ(0,n) we readily obtain the identity in (20). 
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Lemma 8. Let (xm)mn ⊂ [0,+∞) be a bounded sequence such that
xm  De−a(m−n)+ε|n|γ + δD
m−1∑
l=n
e−a(m−l−1)xl + δD
∞∑
l=m
e−a(l+1−m)xl (22)
for m n. Then xm  D˜1γ e−a˜(m−n)+ε|n| for m n.
Proof. Consider a bounded sequence (Φm)mn such that
Φm = De−a(m−n)+ε|n|γ + δD
m−1∑
l=n
e−a(m−l−1)Φl + δD
∞∑
l=m
e−a(l+1−m)Φl. (23)
We show that
Φm+1 =
(
ea + e−a)Φm − (1+ δD(ea − e−a))Φm−1 (24)
for every m n. Indeed, setting μ = De−a(m−n)+ε|n|γ we obtain
Φm+1 = e−aμ + e−aδD
m∑
l=n
e−a(m−l−1)Φl + eaδD
∞∑
l=m+1
e−a(l+1−m)Φl
= e−aμ + e−aδD
m−1∑
l=n
e−a(m−l−1)Φl + δDΦm + eaδD
∞∑
l=m
e−a(l+1−m)Φl − δDΦm
= e−aμ + e−aδD
m−1∑
l=n
e−a(m−l−1)Φl + eaδD
∞∑
l=m
e−a(l+1−m)Φl
= e−aΦm − e−aδD
∞∑
l=m
e−a(l+1−m)Φl + eaδD
∞∑
l=m
e−a(l+1−m)Φl. (25)
Similarly,
Φm−1 = eaμ + eaδD
m−2∑
l=n
e−a(m−l−1)Φl + e−aδD
∞∑
l=m−1
e−a(l+1−m)Φl
= eaμ + eaδD
m−1∑
l=n
e−a(m−l−1)Φl − eaδDΦm−1
+ e−aδD
∞∑
l=m
e−a(l+1−m)Φl + e−aδDΦm−1
= eaΦm − eaδD
∞∑
l=m
e−a(l+1−m)Φl + e−aδD
∞∑
l=m
e−a(l+1−m)Φl
− eaδDΦm−1 + e−aδDΦm−1. (26)
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Φm = C1eb˜m + C2e−a˜m, (27)
with arbitrary constants C1,C2 ∈ R. In order that the sequence Φm is bounded we must have C1 = 0.
Setting m = n in (23), we obtain
Φn = Deε|n|γ + δDe−aΦn
∞∑
l=n
e−(a+a˜)(l−n) = Deε|n|γ + δDΦn e
−a
1− e−(a+a˜) ,
and thus Φn = D˜1γ eε|n| . We conclude that Φm = D˜1γ e−a˜(m−n)+ε|n| .
Now we consider the sequence zm = xm − Φm , m n. We have
zm  δD
m−1∑
l=n
e−a(m−l−1)zl + δD
∞∑
l=m
e−a(l+1−m)zl.
Setting z = supmn zm we obtain
z δDz e
a
ea − 1 + δDz
e−a
1− e−a = θ z
(see (8)). Provided that δ is suﬃciently small we obtain z  0. Therefore, zm  0, and xm  Φm for
every m n. This completes the proof. 
Lemma 9. Let (ym)nm0 ⊂ [0,+∞) be a ﬁnite sequence such that
ym  De−a(n−m)+ε|n|γ + δD
n−1∑
l=m
e−a(l+1−m) yl + δD
m−1∑
l=0
e−a(m−l−1) yl (28)
for nm 0. Then ym  D˜2γ e−b˜(n−m)+ε|n| for nm 0.
Proof. The argument is analogous to the one in the proof of Lemma 8. Consider a sequence
(Ψm)0mn such that
Ψm = De−a(n−m)+ε|n|γ + δD
n−1∑
l=m
e−a(l+1−m)Ψl + δD
m−1∑
l=0
e−a(m−l−1)Ψl. (29)
One can easily verify that it also satisﬁes (24) for 0m n (with each Φm replaced by Ψm).
We consider the particular solution Ψm = C2eb˜m of Eq. (29). Clearly Ψm = Ψneb˜(m−n) . Setting m = n
in (29), we obtain
Ψn = Deε|n|γ + δD
n−1∑
l=0
e−a(n−l−1)Ψneb˜(l−n)
= Deε|n|γ + δDΨnea 1− e
−(a+b˜)n
ea+b˜ − 1
 Deε|n|γ + δDΨn e
a
a+b˜ ,e − 1
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Ψn
(
1− δD e
a
ea+b˜ − 1
)
 Deε|n|γ .
Therefore Ψn  D˜2γ eε|n| , and we obtain
Ψm  D˜2γ eb˜(m−n)+ε|n|.
Now we consider the ﬁnite sequence zm = ym − Ψm for 0m n. We have
zm  δD
n−1∑
l=m
e−a(l+1−m)zl + δD
m−1∑
l=0
e−a(m−l−1)zl.
Setting z = supnm0 zm we obtain
z δDze−a max
nm0
1− e−a(n−m)
1− e−a + δDz maxnm0
1− e−am
1− e−a
 δDz 1
1− e−a + δDz
1
1− e−a .
Provided that δ is suﬃciently small we obtain z  0. Therefore, zm  0, and ym  Ψm for 0m  n.
This yields the desired result. 
Now we proceed with the proof of the theorem.
Step 4. Final argument: Exponential bounds. Take ξ ∈ X . We set
xm =
∥∥ Pˆ+mAˆ(m,n)ξ∥∥ for m n,
and γ = xn = ‖ Pˆ+n ξ‖. It follows from Lemma 5 and (3) that the sequence xm satisﬁes (22). By Lem-
mas 3 and 8, we obtain
∥∥Aˆ(m,n) Pˆ+n ξ∥∥= xm  D˜1∥∥ Pˆ+n ξ∥∥e−a˜(m−n)+ε|n|
for m n. This establishes inequality (5).
Now we set
ym =
∥∥Q +m Aˆ(m,n)ξ∥∥ for 0m n,
and γ = yn = ‖Qˆ +n ξ‖. It follows from (3), (21) and Lemma 7 that the sequence ym satisﬁes (28). By
Lemma 9 and (21), we obtain
∥∥Aˆ(m,n)Qˆ +n ξ∥∥= ym  D˜2∥∥Qˆ +n ξ∥∥e−b˜(n−m)+ε|n|  D˜2∥∥Qˆ +n ξ∥∥e−a˜(n−m)+ε|n|
for nm 0 This completes the proof of the theorem. 
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The following is a version of Theorem 3 for sequences in Z−q .
Theorem 4. Let q ∈ Z+0 and J = Z−q . If (Am)m∈ J admits a nonuniform exponential dichotomy with ε < a, and
(Bm)m∈ J satisﬁes ‖Bm‖  δe−2ε|m+1|,m ∈ J , for some δ suﬃciently small, then there exist projections Qˆ −m ,
m ∈ J , such that
Qˆ −m Aˆ(m,n) = Aˆ(m,n)Qˆ −n
for every m,n ∈ J ,
∥∥Aˆ(m,n) ∣∣ Im Qˆ −n ∥∥ D˜2e−a˜(n−m)+ε|n| for m n, (30)
and
∥∥Aˆ(m,n) ∣∣ Im Pˆ−n ∥∥ D˜1e−a˜(m−n)+ε|n| for 0m n. (31)
Proof. The arguments are analogous to the ones in the proof of Theorem 3, and thus we only detail
the differences. Consider the Banach space
D = {V = (V (m,n))mn ∈ B(X): ‖V ‖ < ∞},
with the norm
‖V ‖ = sup{∥∥V (m,n)∥∥e−ε|n|: m n}.
Lemma 10. The equation Zm+1 = (Am + Bm)Zm has a unique solution V ∈D satisfying
V (m,n) =A(m,n)Qn −
n−1∑
l=m
DmlV (l,n) +
m−1∑
l=−∞
CmlV (l,n). (32)
Proof. If (32) holds, then
V (m + 1,n) − AmV (m,n) = Qm+1BmV (m,n) + Pm+1BmV (m,n)
= BmV (m,n),
and hence V solves the equation in the lemma. As in the proof of Lemma 1, it is suﬃcient to show
that the operator M deﬁned by
(MV )(m,n) =A(m,n)Qn −
n−1∑
l=m
DmlV (l,n) +
m−1∑
l=−∞
CmlV (l,n)
has a unique ﬁxed point in D. We have
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l=m
∥∥A(m, l + 1)Ql+1∥∥ · ‖Bl‖ · ∥∥V (l,n)∥∥
+
m−1∑
l=−∞
∥∥A(m, l + 1)Pl+1∥∥ · ‖Bl‖ · ∥∥V (l,n)∥∥
 De−a(n−m)+ε|n| +
n−1∑
l=m
De−a(l+1−m)+ε|l+1|δe−2ε|l+1|
∥∥V (l,n)∥∥
+
m−1∑
l=−∞
De−a(m−l−1)+ε|l+1|δe−2ε|l+1|
∥∥V (l,n)∥∥
 Deε|n| + Dδ‖V ‖eε|n|e−a 1
1− e−a + Dδ‖V ‖e
ε|n| ea
ea − 1
= Deε|n| + θ‖V ‖eε|n|,
with θ as in (8). Therefore, M(D) ⊂D. Moreover, for each V1, V2 ∈D we have
‖MV1 − MV2‖ θ‖V1 − V2‖
and the operator M is a contraction provided that δ is suﬃciently small. Therefore, M has a unique
ﬁxed point in D. 
Lemma 11. For any m k n we have V (m,k)V (k,n) = V (m,n).
Proof. It follows from (32) that
V (m,k)V (k,n) =A(m,n)Qn −
n−1∑
l=k
DmlV (l,n) −
k−1∑
l=m
DmlV (l,k)V (k,n)
+
m−1∑
l=−∞
CmlV (l,k)V (k,n).
Setting Zl = V (l,k)V (k,n) − V (l,n) we obtain
Zm =
m−1∑
l=−∞
Cml Zl −
k−1∑
l=m
Dml Zl. (33)
Now for ﬁxed k and n, we consider the operator S deﬁned by
(SW )m =
m−1∑
l=−∞
CmlWl −
k−1∑
l=m
DmlWl
in the Banach space
F = {W = (Wm)mk ⊂ B(X): ‖W ‖ < ∞},
with the norm ‖W ‖ = sup{‖Wm‖: m k}. We have
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l=−∞
De−a(m−l−1)+ε|l+1|‖Bl‖ · ‖Wl‖
+
k−1∑
l=m
De−a(l+1−m)+ε|l+1|‖Bl‖ · ‖Wl‖ θ‖W ‖,
and S(F) ⊂ F . We can also show that the operator S is a contraction provided that δ is suﬃciently
small, and the unique W ∈ E satisfying (33) must coincide with the above sequence Z . Since 0 ∈ F
also satisﬁes (33) we conclude that Zm = 0 for every m. 
We set
Qˆ −m = Aˆ(m,0)V (0,0)Aˆ(0,m) and Pˆ−m = Id− Qˆ −m .
Proceeding as in the proof of Lemma 3 we obtain the following.
Lemma 12. The operator Qˆ −m is a projection, and
Qˆ −m Aˆ(m,n) = Aˆ(m,n)Qˆ −n , m,n ∈ Z−q .
We also have the following property.
Lemma 13. If (ym)mn is a bounded sequence with ym+1 = (Am + Bm)ym for m n, then
ym =A(m,n)Qn yn −
n−1∑
l=m
Dml yl +
m−1∑
l=−∞
Cml yl. (34)
Proof. For any m n we have
ym =A(m,n)yn −
n−1∑
l=m
A(m, l + 1)Bl yl,
and hence,
Pm ym =A(m,n)Pn yn −
n−1∑
l=m
Cml yl, (35)
and
Qmym =A(m,n)Qn yn −
n−1∑
l=m
Dml yl. (36)
Since the sequence (ym)mn is bounded we have
n−1∑
‖Cnl yl‖ Dδ
n−1∑
e−a(n−l−1) sup
ln−1
‖yl‖ < ∞.l=−∞ l=−∞
L. Barreira et al. / J. Differential Equations 246 (2009) 3579–3608 3595Rewriting (35) in the form
Pn yn =A(n,m)Pm ym +
n−1∑
l=m
Cnl yl,
and letting m → −∞, since a > ε we ﬁnd that Pn yn =∑n−1l=−∞ Cnl yl . It follows from (35) that
Pm ym =
n−1∑
l=−∞
Cml yl −
n−1∑
l=m
Cml yl =
m−1∑
l=−∞
Cml yl. (37)
Identity (34) follows from adding (36) and (37). 
Lemma 14. For any m n we have
Qˆ −m Aˆ(m,n) =A(m,n)Qn Qˆ −n −
n−1∑
l=m
Dml Qˆ
−
l Aˆ(l,n) +
m−1∑
l=−∞
Cml Qˆ
−
l Aˆ(l,n).
Proof. The statement follows from similar arguments to the ones in the proof of Lemma 5, now using
Lemmas 12 and 13. 
Proceeding in a similar manner to the one in the proof of Lemmas 6 and 7 we also obtain the
following two lemmas.
Lemma 15. If (ym)nm0 is a ﬁnite sequence with ym+1 = (Am + Bm)ym for nm 0, then
ym =A(m,n)Pn yn +
m−1∑
l=n
Cml yl −
−1∑
l=m
Dml yl.
Lemma 16. For any nm 0 we have
Pˆ−mAˆ(m,n) =A(m,n)Pn Pˆ−n +
m−1∑
l=n
Cml Pˆ
−
l Aˆ(l,n) −
−1∑
l=m
Dml Pˆ
−
l Aˆ(l,n).
We also need the following auxiliary result.
Lemma 17. Let (xm)mn ⊂ [0,+∞) be a bounded sequence such that
xm  De−a(n−m)+ε|n|γ + δD
n−1∑
l=m
e−a(l+1−m)xl + δD
m−1∑
l=−∞
e−a(m−l−1)xl (38)
for m n. Then xm  D˜2γ e−b˜(n−m)+ε|n| for m n.
Proof. Consider a bounded sequence (Φm)mn such that
Φm = De−a(n−m)+ε|n|γ + δD
n−1∑
e−a(l+1−m)Φl + δD
m−1∑
e−a(m−l−1)Φl. (39)
l=m l=−∞
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satisﬁes (24) for m n. In order that Φm is bounded for m n we must have Φm = C1eb˜m (see (27)).
Setting m = n in (39), we obtain
Φn = Deε|n|γ + δD
n−1∑
l=−∞
e−a(n−l−1)Φneb˜(l−n) = Deε|n|γ + δDΦn e
a
e(a+b˜) − 1
,
and thus Φn = D˜2γ eε|n| . We conclude that Φm = D˜2γ e−b˜(n−m)+ε|n| .
Now set zm = xm − Φm for m n. We have
zm  δD
n−1∑
l=m
e−a(l+1−m)zl + δD
m−1∑
l=−∞
e−a(m−l−1)zl,
and setting z = supmn zm we obtain
z δDz e
−a
1− e−a + δDz
ea
ea − 1 = θ z.
Provided that δ is suﬃciently small we obtain z 0. Therefore, zm  0, and xm Φm for m n. 
Lemma 18. Let (ym)nm0 ⊂ [0,+∞) be a ﬁnite sequence such that
ym  De−a(m−n)+ε|n|γ + δD
m−1∑
l=n
e−a(m−l−1) yl + δD
−1∑
l=m
e−a(l+1−m) yl (40)
for nm 0. Then ym  D˜1γ e−a˜(m−n)+ε|n| for nm 0.
Proof. Consider the sequence (Ψm)0mn such that
Ψm = De−a(n−m)+ε|n|γ + δD
m−1∑
l=n
e−a(m−l−1)Ψl + δD
−1∑
l=m
e−a(l+1−m)Ψl.
One can easily verify that it satisﬁes (24) for 0 m  n (with each Φm replaced by Ψm). Choosing
Ψm = C2e−a˜m , and proceeding in a similar manner to the one in the proof of Lemma 9 one can show
that ym  Ψm for 0m n. 
We proceed with the proof of the theorem. Take ξ ∈ X . We set
xm =
∥∥Qˆ −m Aˆ(m,n)ξ∥∥ for m n,
and γ = xn = ‖Qˆ −n ξ‖. It follows from Lemma 14 and (3) that the sequence xm satisﬁes (38). By
Lemmas 12 and 17, we obtain
∥∥Aˆ(m,n)Qˆ −n ξ∥∥= xm  D˜2∥∥Qˆ −n ξ∥∥e−b˜(n−m)+ε|n|  D˜2∥∥Qˆ −n ξ∥∥e−a˜(n−m)+ε|n|
for m n. This establishes inequality (30).
Now we set
ym =
∥∥ Pˆ−mA(m,n)ξ∥∥ for 0m n,
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Pˆ−mAˆ(m,n) = Aˆ(m,n) Pˆ−n
that the sequence ym satisﬁes (40). By Lemma 18 we obtain
∥∥Aˆ(m,n) Pˆ−n ξ∥∥= ym  D˜1∥∥ Pˆ−n ξ∥∥e−a˜(m−n)+ε|n|
for 0m n. This establishes inequality (31), and the proof of the theorem is complete. 
5. Robustness inZ+0 andZ
−
0
It turns out that when p = q = 0 we can establish stronger results. We start by showing that the
projections in Theorems 3 and 4 have an additional property.
Theorem 5. Under the assumptions of Theorem 3, provided that δ > 0 is suﬃciently small, for each m ∈ Z+p
we have
∥∥ Pˆ+m∥∥ 4Deε|m| and ∥∥Qˆ +m∥∥ 4Deε|m|.
Under the assumptions of Theorem 4, provided that δ > 0 is suﬃciently small, for each m ∈ Z−q we have
∥∥ Pˆ−m∥∥ 4Deε|m| and ∥∥Qˆ −m∥∥ 4Deε|m|.
Proof. We only prove the ﬁrst statement. The proof of the second statement is entirely analogous. By
Lemma 5 with m = n we have
Qm Pˆ
+
m = −
∞∑
l=m
Dml Pˆ
+
l Aˆ(l,m). (41)
On the other hand, by (5), for lm we have
∥∥ Pˆ+l Aˆ(l,m)∥∥ D˜1e−a˜(l−m)+ε|m|∥∥ Pˆ+m∥∥.
By (41) and since ε < a, using (3) we obtain
∥∥Qm Pˆ+m∥∥
∞∑
l=m
∥∥A(m, l + 1)Ql+1Bl∥∥D˜1e−a˜(l−m)+ε|m|∥∥ Pˆ+m∥∥
 DD˜1δe−a+ε
∥∥ Pˆ+m∥∥
∞∑
l=m
e−(a+a˜−ε)(l−m)
= δDD˜1e
−a+ε‖ Pˆ+m‖
1− e−(a+a˜−ε) . (42)
Similarly, by Lemma 7 with m = n,
Pm Qˆ
+
m =
m−1∑
Cml Qˆ
+
l Aˆ(l,m), (43)l=0
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∥∥Qˆ +l Aˆ(l,m)∥∥ D˜2e−a˜(m−l)+ε|m|∥∥Qˆ +m∥∥.
By (43), using (3) we obtain
∥∥Pm Qˆ +m ∥∥
m−1∑
l=0
∥∥A(m, l + 1)Pl+1Bl∥∥D˜2e−b˜(m−l)+ε|m|∥∥Qˆ +m ∥∥
 DD˜2δ
∥∥Qˆ +m ∥∥ea+ε
m−1∑
l=0
e−(a+b˜−ε)(m−l)
 δDD˜2‖Qˆ
+
m ‖ea+ε
ea+b˜−ε − 1
. (44)
On the other hand,
Pˆ+m − Pm = Pˆ+m − Pm Pˆ+m − Pm + Pm Pˆ+m = Qm Pˆ+m − Pm Qˆ +m .
It follows from (42) and (44) that
∥∥ Pˆ+m − Pm∥∥ ∥∥Qm Pˆ+m∥∥+ ∥∥Pm Qˆ +m∥∥
 DD˜1δe
−a+ε
1− e−(a+a˜−ε)
∥∥Qˆ +m ∥∥+ δDD˜2ea+ε
ea+b˜−ε − 1
∥∥ Pˆ+m∥∥,
and thus,
∥∥ Pˆ+m − Pm∥∥ 14
(∥∥ Pˆ+m∥∥+ ∥∥Qˆ +m ∥∥), (45)
provided that δ > 0 is suﬃciently small. Observe that by (3) with m = n we have
‖Pm‖ Deε|m| and ‖Qm‖ Deε|m|.
Hence, it follows from (45) that
∥∥ Pˆ+m∥∥ ∥∥ Pˆ+m − Pm∥∥+ ‖Pm‖ 14
(∥∥ Pˆ+m∥∥+ ∥∥Qˆ +m ∥∥)+ Deε|m|,
and since ‖ Pˆ+m − Pm‖ = ‖Qˆ +m − Qm‖ we also have
∥∥Qˆ +m ∥∥ ∥∥ Pˆ+m − Pm∥∥+ ‖Qm‖ 14
(∥∥ Pˆ+m∥∥+ ∥∥Qˆ +m ∥∥)+ Deε|m|.
Therefore,
∥∥ Pˆ+m∥∥+ ∥∥Qˆ +m ∥∥ 12
(∥∥ Pˆ+m∥∥+ ∥∥Qˆ +m ∥∥)+ 2Deε|m|,
and ‖ Pˆ+m‖ + ‖Qˆ +m ‖ 4Deε|m| . This establishes the ﬁrst statement. 
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with statements 1 and 2 in Theorem 5. They establish the robustness of nonuniform exponential
dichotomies in Z+0 and Z
−
0 .
Theorem 6. Let J = Z+0 . If (Am)m∈ J admits a nonuniform exponential dichotomy with ε < a, and (Bm)m∈ J
satisﬁes ‖Bm‖ δe−2ε(m+1) , m ∈ J , for some suﬃciently small δ > 0, then (Am + Bm)m∈ J admits a nonuni-
form exponential dichotomywith the constants a, D and ε replaced respectively by a˜, 4Dmax{D˜1, D˜2} and 2ε.
Theorem 7. Let J = Z−0 . If (Am)m∈ J admits a nonuniform exponential dichotomy with ε < a, and (Bm)m∈ J
satisﬁes ‖Bm‖ δe−2ε|m+1| , m ∈ J , for some suﬃciently small δ > 0, then (Am + Bm)m∈ J admits a nonuni-
form exponential dichotomywith the constants a, D and ε replaced respectively by a˜, 4Dmax{D˜1, D˜2} and 2ε.
6. Robustness inZ
We establish in this section the robustness of nonuniform exponential dichotomies in the whole Z.
Theorem 8. If (Am)m∈Z admits a nonuniform exponential dichotomy with ε < a, and (Bm)m∈Z satisﬁes
‖Bm‖ δe−2ε|m+1| , m ∈ Z, for some suﬃciently small δ > 0, then (Am + Bm)m∈Z admits a nonuniform ex-
ponential dichotomy with the constants a, D and ε replaced respectively by a˜, 4Dmax{D˜1, D˜2} and 2ε.
Proof. Repeating arguments in the proofs of Theorems 3 and 4 with the sequences (Am)m∈ J and
(Bm)m∈ J replaced respectively by (Am)m∈Z and (Bm)m∈Z , we can show that the operators
Pˆ+n = Aˆ(n,0)U (0,0)Aˆ(0,n) and Qˆ −n = Aˆ(n,0)V (0,0)Aˆ(0,n)
are projections such that for every m,n ∈ Z,
Pˆ+mAˆ(m,n) = Aˆ(m,n) Pˆ+n , Qˆ −m Aˆ(m,n) = Aˆ(m,n)Qˆ −n ,∥∥Aˆ(m,n) ∣∣ Im Pˆ+n ∥∥ D˜1e−a˜(m−n)+ε|n| for m n, (46)
and
∥∥Aˆ(m,n) ∣∣ Im Qˆ +n ∥∥ D˜2e−b˜(n−m)+ε|n| for m n. (47)
This is due to the fact that, by a simple inspection, the statements in Lemmas 8 and 17 hold re-
spectively for sequences of real numbers (xm)mn ⊂ [0,+∞) and (xm)mn ⊂ [0,+∞) for any integer
n ∈ Z. Then these statements allow us to establish respectively (46) and (47). Using the identities
P0 Pˆ
+
0 = P0, Pˆ+0 P0 = Pˆ+0 , (48)
and
Q 0 Qˆ
−
0 = Q 0, Qˆ −0 Q 0 = Qˆ −0 , (49)
we can establish the following.
Lemma 19. For any suﬃciently small δ, the operator S = Pˆ+0 + Qˆ −0 is invertible.
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Pˆ+0 + Qˆ −0 − Id = Pˆ+0 − Pˆ−0 = Pˆ+0 − P0 Pˆ+0 + P0 − P0 Pˆ−0 = Q 0 Pˆ+0 + P0 Qˆ −0 .
By Lemma 10 we have
P0 Qˆ
−
0 = P0V (0,0) =
−1∑
l=−∞
C0l V (l,0) =
−1∑
l=−∞
A(0, l + 1)Pl+1BlV (l,0),
and by Lemma 1,
Q 0 Pˆ
+
0 = Q 0U (0,0) = −
∞∑
l=0
D0lU (l,0) = −
∞∑
l=0
A(0, l + 1)Ql+1BlU (l,0).
To estimate the series, we need to obtain bounds for ‖U (m,0)‖ when m 0, and for ‖V (m,0)‖ when
m 0. By (3) and (7) we obtain
∥∥U (m,0)∥∥ ∥∥A(m,0)P0∥∥+m−1∑
l=0
∥∥A(m, l + 1)Pl+1∥∥ · ‖Bl‖ · ∥∥U (l,0)∥∥
+
∞∑
l=m
∥∥A(m, l + 1)Ql+1∥∥ · ‖Bl‖ · ∥∥U (l,0)∥∥
 De−am +
m−1∑
l=0
De−a(m−l−1)+ε|l+1|δe−2ε|l+1|
∥∥U (l,0)∥∥
+
∞∑
l=m
De−a(l+1−m)+ε|l+1|δe−2ε|l+1|
∥∥U (l,0)∥∥
 De−am + δD
m−1∑
l=0
e−a(m−l−1)
∥∥U (l,0)∥∥
+ δD
∞∑
l=m
e−a(l+1−m)
∥∥U (l,0)∥∥.
Setting xm = ‖U (m,0)‖, n = 0, and γ = 1 it follows from Lemma 8 that
∥∥U (m,0)∥∥ D˜1e−a˜m, m 0. (50)
Similarly, by (3) and (32) we obtain
∥∥V (m,0)∥∥ ∥∥A(m,0)Q 0∥∥+ −1∑
l=m
∥∥A(m, l + 1)Ql+1∥∥ · ‖Bl‖ · ∥∥V (l,0)∥∥
+
m−1∑ ∥∥A(m, l + 1)Pl+1∥∥ · ‖Bl‖ · ∥∥V (l,0)∥∥
l=−∞
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−1∑
l=m
De−a(l+1−m)+ε|l+1|δe−2ε|l+1|
∥∥V (l,0)∥∥
+
m−1∑
l=−∞
De−a(m−l−1)+ε|l+1|δe−2ε|l+1|
∥∥V (l,0)∥∥
 Deam + δD
−1∑
l=m
e−a(l+1−m)
∥∥V (l,0)∥∥
+ δD
m−1∑
l=−∞
e−a(m−l−1)
∥∥V (l,0)∥∥.
Setting xm = ‖V (m,0)‖, n = 0, and γ = 1 it follows from Lemma 17 that
∥∥V (m,0)∥∥ D˜2eb˜m, m 0. (51)
Using (50) and (51) we obtain
∥∥ Pˆ+0 + Qˆ −0 − Id∥∥ ∥∥Q 0 Pˆ+0 ∥∥+ ∥∥P0 Qˆ −0 ∥∥

∞∑
l=0
∥∥A(0, l + 1)Ql+1∥∥ · ‖Bl‖ · ∥∥U (l,0)∥∥
+
−1∑
l=−∞
∥∥A(0, l + 1)Pl+1∥∥ · ‖Bl‖ · ∥∥V (l,0)∥∥

∞∑
l=0
De−a(l+1)+ε|l+1|δe−2ε|l+1| D˜1e−a˜l
+
−1∑
l=−∞
Dea(l+1)+ε|l+1|δe−2ε|l+1| D˜2eb˜l
 δDD˜1e−a
∞∑
l=0
e−(a+a˜)l + δDD˜2ea
−1∑
l=−∞
e(a+b˜)l
 δD
(
D˜1e−a
1− e−(a+a˜) +
D˜2ea
ea+b˜ − 1
)
.
Hence, taking δ suﬃciently small, we can make ‖ Pˆ+0 + Qˆ −0 − Id‖ as small as desired, and thus make
S = Pˆ+0 + Qˆ −0 invertible. 
We proceed with the proof of the theorem. For each m ∈ Z, set
P˜m = Aˆ(m,0)S P0S−1Aˆ(0,m). (52)
We have
P˜2m = Aˆ(m,0)S P20 S−1Aˆ(0,m) = P˜m,
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Aˆ(m,n) P˜n = Aˆ(m,0)S P0S−1Aˆ(0,n) = P˜mAˆ(m,n). (53)
To show that the sequence of matrices (Am + Bm)m∈Z admits a nonuniform exponential dichotomy
with projections P˜m it remains to obtain bounds for ‖Aˆ(m,n) P˜n‖ when m n, and for ‖Aˆ(m,n)Q˜ n‖
when m n. This will be a consequence of (46) and (47). Observe ﬁrst that by (48) and (49) we have
S P0 = Pˆ+0 P0 + Qˆ −0 P0 = Pˆ+0 + Qˆ −0 (Id−Q 0) = Pˆ+0 ,
and
SQ 0 = Pˆ+0 Q 0 + Qˆ −0 Q 0 = Pˆ+0 (Id−P0) + Qˆ −0 = Qˆ −0 .
Therefore, letting
Sm = Aˆ(m,0)SAˆ(0,m) = Aˆ(m,0)
(
Pˆ+0 + Qˆ −0
)Aˆ(0,m)
= Aˆ(m,0)U (0,0)Aˆ(0,m) + Aˆ(m,0)V (0,0)Aˆ(0,m)
= Pˆ+m + Qˆ −m ,
we obtain
P˜m Sm = Aˆ(m,0)S P0S−1Aˆ(0,m)Aˆ(m,0)SAˆ(0,m)
= Aˆ(m,0)S P0Aˆ(0,m)
= Aˆ(m,0) Pˆ+0 Aˆ(0,m) = Pˆ+m .
We can show in a similar manner that Q˜mSm = Qˆ −m , where Q˜m = Id− P˜m . Therefore,
Im Pˆ+m ⊂ Im P˜m and Im Qˆ −m ⊂ Im Q˜m.
Since Sm is invertible, we conclude that
Im P˜m = Im Pˆ+m and Im Q˜m = Im Qˆ −m .
By (46), for m n we have
∥∥Aˆ(m,n) P˜n∥∥ ∥∥Aˆ(m,n) ∣∣ Im P˜n∥∥ · ‖ P˜n‖
= ∥∥Aˆ(m,n) ∣∣ Im Pˆ+n ∥∥ · ‖ P˜n‖ D˜1e−a˜(m−n)+ε|n|‖ P˜n‖. (54)
Similarly, by (47), for m n we have
∥∥Aˆ(m,n)Q˜ n∥∥ ∥∥Aˆ(m,n) ∣∣ Im Q˜ n∥∥ · ‖Q˜ n‖
= ∥∥Aˆ(m,n) ∣∣ Im Qˆ −n ∥∥ · ‖Q˜ n‖ D˜2e−a˜(n−m)+ε|n|‖Q˜ n‖. (55)
Lemma 20. Provided that δ > 0 is suﬃciently small, for each m ∈ Z we have
‖ P˜m‖ 4Deε|m| and ‖Q˜m‖ 4Deε|m|.
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m n, is bounded. By Lemma 5 and since yn = P˜nξ , for m n we have
P˜mAˆ(m,n) =A(m,n)Pn P˜n +
m−1∑
l=n
A(m, l + 1)Pl+1BlAˆ(l,n) P˜n
−
∞∑
l=m
A(m, l + 1)Ql+1BlAˆ(l,n) P˜n.
Setting m = n, we obtain
Qm P˜m = −
∞∑
l=m
A(m, l + 1)Ql+1BlAˆ(l,m) P˜m.
By (53) and (54), for lm we have
∥∥ P˜ lAˆ(l,m)∥∥ D˜1e−a˜(l−m)+ε|m|‖ P˜m‖.
Proceeding as in (42) and since ε < a, we obtain
‖Qm P˜m‖
∞∑
l=m
∥∥A(m, l + 1)Ql+1∥∥ · ‖Bl‖D˜1e−a˜(l−m)+ε|m|‖ P˜m‖
 DD˜1δe−a+ε
∞∑
l=m
e−(a+a˜−ε)(l−m)‖ P˜m‖
 DD˜1δe
−a+ε‖ P˜m‖
1− e−(a+a˜−ε) .
Similarly, it follows from (55) that for each ξ ∈ X the sequence (ym)mn given by ym = Aˆ(m,n)Q˜ nξ ,
m n, is bounded. Since yn = Q˜ nξ , by Lemma 13, for m n we have
Q˜mAˆ(m,n) =A(m,n)Qn Q˜n −
n−1∑
l=m
A(m, l + 1)Ql+1BlAˆ(l,n)Q˜ n
+
m−1∑
l=−∞
A(m, l + 1)Pl+1BlAˆ(l,n)Q˜ n.
Setting m = n, we obtain
Pm Q˜m =
m−1∑
l=−∞
A(m, l + 1)Pl+1BlAˆ(l,m)Q˜m.
By (53) and (55), for lm we have
∥∥Q˜ lAˆ(l,m)∥∥ D˜2e−a˜(m−l)+ε|m|‖Q˜m‖.
Therefore,
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m−1∑
l=−∞
∥∥A(m, l + 1)Pl+1∥∥ · ‖Bl‖D˜2e−b˜(m−l)+ε|m|‖Q˜m‖
 DD˜2δea+ε
m−1∑
l=−∞
e−(a+b˜−ε)(m−l)‖Q˜m‖
 DD˜2δe
a+ε‖Q˜m‖
ea+b˜−ε − 1
.
Observe also that
P˜m − Pm = Qm P˜m − Pm Q˜m.
The desired statement can now be readily obtained by repeating arguments in the proof of Theorem 5,
replacing Pˆ+m and Qˆ −m respectively by P˜m and Q˜m . 
The theorem follows now readily from (54), (55), and Lemma 20. 
7. Strong nonuniform exponential dichotomies
Now we consider the case of strong nonuniform exponential dichotomies. We say that (An)n∈Z
admits a strong nonuniform exponential dichotomy if there exist projections Pn for each n ∈ Z such that
PmA(m,n) =A(m,n)Pn, m,n ∈ Z,
and there exist constants b a > 0, ε  0 and D > 0 such that
∥∥A(m,n)Pn∥∥ De−a(m−n)+ε|n|, m n, (56)∥∥A(m,n)Qn∥∥ De−a(n−m)+ε|n|, m n, (57)∥∥A(m,n)Pn∥∥ De−b(m−n)+ε|n|, m n, (58)∥∥A(m,n)Qn∥∥ De−b(n−m)+ε|n|, m n, (59)
where Qm = Id− Pm . Set
κ = − log(e−b − 2δD) and κ ′ = log(eb + 2δD). (60)
Theorem 9. If (Am)m∈Z admits a strong nonuniform exponential dichotomy with ε < a, and (Bm)m∈Z sat-
isﬁes ‖Bm‖  δe−2ε|m+1|,m ∈ Z, for some suﬃciently small δ > 0, then (Am + Bm)m∈Z admits a strong
nonuniform exponential dichotomy with the constants a, b, D and ε replaced respectively by a˜, max{κ,κ ′},
16Dmax{D˜1, D˜2} and 2ε.
Proof. By Theorem 8 it remains to show that inequalities (58) and (59) hold.
We continue to consider the projections P˜m in (52). By (53) and the variation of constants formula,
for each m n we have
P˜nAˆ(n,m) = Aˆ(n,m) P˜m =A(n,m) P˜m +
n−1∑
A(n, l + 1)BlAˆ(l,m) P˜m.
l=m
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P˜n =A(n,m) P˜mAˆ(m,n) +
n−1∑
l=m
A(n, l + 1)BlAˆ(l,n) P˜n,
and hence,
A(m,n) P˜n = P˜mAˆ(m,n) +
n−1∑
l=m
A(m, l + 1)BlAˆ(l,n) P˜n.
Therefore,
P˜mAˆ(m,n) =A(m,n) P˜n −
n−1∑
l=m
A(m, l + 1)BlAˆ(l,n) P˜n. (61)
By (57) and (58), for each m n we have
∥∥A(m,n)∥∥= ∥∥A(m,n)(Pn + Qn)∥∥

∥∥A(m,n)Pn∥∥+ ∥∥A(m,n)Qn∥∥
 De−b(m−n)+ε|n| + De−a(n−m)+ε|n|  2De−b(m−n)+ε|n|.
Using Lemma 20 we obtain
∥∥A(m,n) P˜n∥∥ ∥∥A(m,n)∥∥ · ‖ P˜n‖
 2De−b(m−n)+ε|n|4Deε|n| = 8D2e−b(m−n)+2ε|n|. (62)
Now set xm = ‖Aˆ(m,n) P˜n‖. By (61) and (62), for each m n we have
xm 
∥∥A(m,n) P˜n∥∥+ n−1∑
l=m
∥∥A(m, l + 1)∥∥ · ‖Bl‖ · ∥∥Aˆ(l,n) P˜n∥∥
 8D2e−b(m−n)+2ε|n| +
n−1∑
l=m
2De−b(m−l−1)+ε|l+1|δe−2ε|l+1|xl
 8D2e−b(m−n)+2ε|n| + 2ebδD
n−1∑
l=m
e−b(m−l)xl.
Lemma 21. Let (xm)mn be a sequence such that
xm  De−b(m−n)+2ε|n|γ + 2ebδD
n−1∑
l=m
e−b(m−l)xl (63)
for m n. Then xm  De−κ(m−n)+2ε|n|γ for m n.
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Φm = De−b(m−n)+2ε|n|γ + 2ebδD
n−1∑
l=m
e−b(m−l)Φl. (64)
For each m < n, using (60) we obtain
Φm+1 = De−be−b(m−n)+2ε|n|γ + 2δD
n−1∑
l=m+1
e−b(m−l)Φl
= e−b
(
De−b(m−n)+2ε|n|γ + 2δDeb
n−1∑
l=m
e−b(m−l)Φl
)
− 2δDΦm
= (e−b − 2δD)Φm = e−κΦm.
This shows that Φm = e−κ(m−n)Φn . Setting m = n in (64), we obtain Φn = De2ε|n|γ . Therefore,
Φm = De−κ(m−n)+2ε|n|γ .
We claim that xm  Φm for each m  n. Indeed, for m = n this is immediate from (63) and (64).
For m n − 1 we rewrite (63) and (64) respectively in the form
xm 
1
1− 2ebδD
(
De−b(m−n)+2ε|n|γ + 2ebδD
n−1∑
l=m+1
e−b(m−l)xl
)
,
Φm = 1
1− 2ebδD
(
De−b(m−n)+2ε|n|γ + 2ebδD
n−1∑
l=m+1
e−b(m−l)Φl
)
, (65)
provided that δ is suﬃciently small. Now we assume that xl Φl for l = p + 1, . . . ,n − 1. By (65) we
have
xp 
1
1− 2ebδD
(
De−b(p−n)+2ε|n|γ + 2ebδD
n−1∑
l=p+1
e−b(p−l)xl
)
 1
1− 2ebδD
(
De−b(p−n)+2ε|n|γ + 2ebδD
n−1∑
l=p+1
e−b(p−l)Φl
)
= Φp .
This completes the proof of the lemma. 
By Lemma 21 with γ = 8D , for each m n we have
∥∥Aˆ(m,n) P˜n∥∥= xm  8D2e−κ(m−n)+2ε|n|,
and inequality (58) holds.
Now we estimate ‖Aˆ(m,n)Q˜ n‖ for m  n. Proceeding in a similar manner, by (56) and (59), for
each m n we have
∥∥A(m,n)∥∥ 2De−b(n−m)+ε|n|, (66)
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By the variation of constants formula, for each m n we have
Q˜mAˆ(m,n) = Aˆ(m,n)Q˜ n =A(m,n)Q˜ n +
m−1∑
l=n
A(m, l + 1)BlAˆ(l,n)Q˜ n.
Set ym = ‖Aˆ(m,n)Q˜ n‖. It follows from (66) and (67) that for each m n,
ym  8D2e−b(n−m)+2ε|n| + 2e−bδD
m−1∑
l=n
e−b(l−m)−ε|l+1| yl
 8D2e−b(n−m)+2ε|n| + 2e−bδD
m−1∑
l=n
e−b(l−m) yl.
Lemma 22. Let (ym)mn be a sequence such that
ym  De−b(n−m)+2ε|n|γ + 2e−bδD
m−1∑
l=n
e−b(l−m) yl
for m n. Then ym  De−κ
′(n−m)+2ε|n|γ for m n.
Proof. Let (Ψm)mn be a sequence such that
Ψm = De−b(n−m)+2ε|n|γ + 2e−bδD
m−1∑
l=n
e−b(l−m)Ψl. (68)
For each m n, using (60) we obtain
Ψm+1 = Debe−b(n−m)+2ε|n|γ + 2δD
m∑
l=n
e−b(l−m)Ψl
= eb
(
De−b(n−m)+2ε|n|γ + 2δDe−b
m−1∑
l=n
e−b(l−m)Ψl
)
+ 2δDΨm
= (eb + 2δD)Ψm = eκ ′Ψm.
This shows that Ψm = e−κ ′(n−m)Ψn . Setting m = n in (68), we obtain Ψn = De2ε|n|γ . Therefore,
Ψm = De−κ ′(n−m)+2ε|n|γ .
By induction, it is clear that ym  Ψm for each m n. 
By Lemma 22 with γ = 8D , for each m n we have∥∥Aˆ(m,n)Q˜ n∥∥= ym  8D2e−κ ′(n−m)+2ε|n|,
and inequality (59) holds. This completes the proof of the theorem. 
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