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v ∈ Rd d-dimensional input vector (resp. data sample)
w ∈ Rd d-dimensional prototype (resp. codebook vector, reference vector,
exemplar)
d(v,w) general distance measure or dissimilarity
Exyz(...) cost function for algorithm XY Z
NC Number of classes or clusters
NP Number of prototypes (resp. codebook vectors, reference vectors,
exemplars)
NV Number of input vectors (resp. data samples)
P (V ) data distribution in the input space
uj(vi) Membership assignment of vi to prototype wj
V Set of input vectors with V = {v1, . . . ,vNV } ⊂ R
d
W Set of output vectors withW = {w1, . . . ,wNP } ⊂ R
d
ANN Artificial Neural Network
CM c-Means
FAP Fuzzy Affinity Propagation
FCM Fuzzy c-Means
FLNG Fuzzy Labeled Neural Gas
FLSOM Fuzzy Labeled Self-Organizing Map
FRSLVQ Fuzzy Robust Soft Learning Vector Quantization
FSNPC Fuzzy Soft Nearest Prototype Classifier
FSOM Fuzzy Self-Organizing Map
GLVQ Generalized Learning Vector Quantization




M-FCM Median Fuzzy c-Means
NG Neural Gas
NID Normalized Information Distance
NPC Nearest Prototype Classifier
R-FCM Relevance Fuzzy c-Means
RSLVQ Robust Soft Learning Vector Quantization
SNPC Soft Nearest Prototype Classifier
SOM Self-Organizing Map





Prototype based clustering and classification is one specific topic in the field of ma-
chine learning and artificial neural networks (ANN). Machine learning in general
is a branch of artificial intelligence and covers the whole field of algorithms which
acquire knowledge based on experience. Thereby, it can be distinguished between
symbolic learning and learning from examples. Symbolic learning is based on ex-
plicit rules in combination with data samples and is also known as inductive logic
programming. Algorithms modulating neural networks rely on data samples and
a special type-dependend structure, and store the obtained knowledge implicitly
within their specific structure.
To the family of ANNs belong graph based methods like Bayesian networks and
Markov Random Fields, Spectral Clustering, and prototype based algorithms. In the
following chapters the focus is laid on prototype based methods, especially those,
where the prototypes are located within the class centers. Non class typical classi-
fiers like Support Vector Machines (SVM) are not within the scope of this thesis.
There are three different learning paradigms to distinguish: unsupervised learn-
ing, supervised learning and reinforcement learning. Unsupervised learning, in par-
ticular clustering, groups data into sets of similar objects and is applicable for ex-
plorative data mining, statistical data analysis, pattern recognition, and information
retrieval to name just a few. There exists a variety of prototype based algorithms like
c-Means (CM) (Ball and Hall 1967, MacQueen 1967), Fuzzy c-Means (FCM) (Dunn
1973, Bezdek 1980, Hathaway and Bezdek 1986), Self-Organizing Maps (SOM) (Ko-
honen1990), Neural Gas (NG) (Martinetz et al. 1993), and others. The difference to
supervised learning or classification is, that the data samples used to train the artifi-
cial neural network are not labeled. Therefore, these algorithms are suitable dealing
with data, where no class information is given. The algorithms allow a first inspec-
tion of the data and help to discover hidden structures. In the machine learning
context these groups of similar objects are called clusters.
Supervised learning refers to algorithms, where during the training process avail-
able class information of the data samples is taken into account. This class infor-
mation is usually obtained with the help of domain experts. Based on the learned
structure, it is possible to classify unknown data samples. For prototype based clas-
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sifiers new data samples are assigned to the class of the closest prototype respec-
tively class center or class typical representant. Well known examples are Learning
Vector Quantization (LVQ) (Kohonen 1986) and variants thereof (Sato and Yamada
1996, Seo and Obermayer 2003), and other Nearest Prototype Classifiers (NPC).
The third learning paradigm reinforcement learning is not covered within this the-
sis. Rather than learning immediately through examples, it requires an external
feedback or signal which measures the current state of the system. However, the
reward is not given instantanuosly, but with a time delay with respect to a cer-
tain action, such that a given signal responses to an action many timesteps before.
Based on this signal, the actions are adapted to gain maximum long term reward.
(Sutton 1984)
In practical applications, data, which in fact belongs to different groups, i. e.
clusters or classes, might be overlapping and therefore cannot be separated clearly.
For this kind of data particular supervised and unsupervised methods have been
developed, e. g. Fuzzy c-Means (FCM) (Dunn 1973, Bezdek 1980, Hathaway and
Bezdek 1986), Fuzzy SOM (FSOM) (Bezdek et al. 1992), and Fuzzy Soft Nearest Pro-
totype Classification (FSNPC) (Villmann, Schleif andHammer 2006). There, the data
points, or for FSNPC the prototypes, are partially assigned to the clusters respec-
tively classes reflecting the uncertainty in the data and allowing insecure decisions.
These overlapping data sets are referred to as fuzzy data and the respective learn-
ing schemes are fuzzy methods. Here, the term fuzzy refers to probabilistic or possi-
bilistic assignments1 of data points to clusters or classes and has to be distinguished
from fuzzy sets or fuzzy logic. In the context of machine learning it is learning with
uncertainties and, accordingly, fuzzy clustering respectively fuzzy classification can
be understood as probabilistic or possibilistic clustering or classification.
1.1 Scope
The main theme of this thesis is to extend known prototype based methods for clus-
tering and classification to handle fuzzy data. Since clustering and classification
are two different learning paradigms with a slightly different meaning concerning
fuzziness, they are treated separately. While a cluster solution is called fuzzy if the
data belonging to different clusters are overlapping, a fuzzy classification is either
based on overlapping classes or on fuzzy labeled training data or both, where the
fuzzy class assignments can also be interpreted as assignment probabilities. In the
case of clustering, this interpretation is not valid. Assume two clusters and two
1Probabilistic implies, that the positive assignments of a data point to the clusters or classes sums up
to 1. For possibilisticmethods this restriction is dropped.
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Figure 1.1: A situation in which the probabilistic assignment of membership is counterintu-
itive for data sampleX2.
isolated data samples as depicted in Fig. 1.1. Intuitively, one would state that the
probability of data sample 1 to belong to one of the clusters is higher than the proba-
bility that data sample 2 belongs to them. The nature of clustering, being an ill-posed
problem, suggests that each data sample has to be assigned to a cluster no matter
how far away it is located. According to KRUSE ET AL. (Kruse et al. 2007) a better
formulation is: If a data sample has to be assigned to a cluster, then with the probability P
to cluster C.
A special challenge is to evaluate the obtained fuzzy clusterings and it is neces-
sary to develop appropriate validation measures along with the algorithms. There-
fore, a modification of the Fleiss’ Kappa Value, which is applicable for fuzzy solu-
tions, is presented. Although intended for the verification of classifications, it can
also be applied to fuzzy cluster solutions.
Another aspect covered within this study is relevance learning versus relevance
clustering. Relevance learning can be incorporated into classification algorithms to
improve the separation of the classes. It results in the identification of less relevant
vector components, which can be necglected to reduce the number of input dimen-
sions (Hammer and Villmann 2002). Relevance clustering refers to a weighting of the
input dimensions to enhance the cluster solution in terms of separation and com-
pactness.
Further, in articles concerning the above mentioned prototype based methods
often a phrase like "the Euclidean distance is used but any other dissimilarity measure
can be applied as well" can be found. In this thesis some examples of non-standard
metrics have been explored. For example section 3.1 demonstrates the usefulness
and applicability of generalized divergences to cluster functional data. To cluster
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non-vectorial data like text documents a median variant of FCM is introduced in
section 3.2. In the there presented example the Kolmogorov complexity (Bennett
et al. 1998, Vitányi and Li 2000), see also section 2.3.4, is applied to obtain the dis-
similarities beforehand. The algorithm itself works with the provided dissimilarity
matrix.
1.2 Outline
In the following chapter "2 General notes about clustering and classification" some of
the most important prototype based cluster algorithms and classification methods
are introduced. Among them are the well-known c-Means (CM), Neural Gas (NG),
and different variants of Learning Vector Quantization (LVQ). The purpose of this
chapter is to establish a comprehensive foundation including algorithms, cost func-
tions, and syntax and notation conventions concerning those approaches, whichwill
be relevant in the following chapters. Further, alternative distance measures as well
as measures for the validation of clustering and classification results are presented.
Section 2.4.3 contains a proposal of an extension of the Fleiss’ Kappa Index, which
allows the evaluation of fuzzy clusterings and classifications.
In chapter "3 Fuzzy clustering for non-standard metrics" fuzzy variants of the c-
Means algorithm, e. g. Median Fuzzy c-Means (M-FCM) and Relevance Fuzzy c-
Means (R-FCM), and a fuzzy interpretation of Affinity Propagation (AP) are pro-
posed. The main property of M-FCM and FAP is, that both are based on mere simi-
larities respectively dissimilarities between the data samples. No further knowledge
about special features of the data points themselves is required. Therefore, these
cluster algorithms are applicable for non-metric data. The R-FCM algorithm in turn
is designed to adapt the influence of specific data dimensions by manipulating the
metric properties to improve the clustering in terms of separation and compactness.
Further it is demonstrated that the usually used Euclidean metric can be substituted
by some other dissimilarity measure like a divergence.
Chapter "4 Fuzzy Classification" first introduces fuzzy variants of the Robust Soft
LVQ and Soft NCP. Thereby, the class labels are assumed to be probabilistic assign-
ments to the classes. Beside the derivation of the update rules, for both algorithms
representative examples are provided. Further two semi-supervised fuzzy learn-
ing algorithms are proposed: Fuzzy Labeled SOM (FLSOM) and Fuzzy Labeled NG
(FLNG). For these two also the theoretical aspects of the concept of relevance learn-
ing are presented.
Finally, the last chapter provides a summary and conclusions, points out open
questions, and brings up ideas for future work.
Parts of chapter based on:
Dietlind Zühlke, Tina Geweniger, Ulrich Heimann, and Thomas Villmann – “Fuzzy Fleiss-Kappa for
comparison of fuzzy classifiers,” in M. Verleysen (ed.), Proc. Of European Symposium on Artificial Neural
Networks (ESANN 2009), d-side publications, Evere, Belgium, pp. 269-274, 2009.
Chapter 2
General notes about clustering
and classification
Abstract
This chapter provides a general introduction into the field of clustering and classification.
The basic concepts of unsupervised and supervised learning algorithms relevant in the
following chapters are presented along with annotations concerning used symbols, syn-
tax, and notation conventions. Furthermore, a number of suitable distances respectively
dissimilarities and validation measures are specified.
This chapter covers the established methods and measures essential for the follow-
ing chapters. The first two sections 2.1 and 2.2 refer to prototype based cluster-
ing and classification methods. Thereafter, different metric and non-metric distance
measures are introduced in section 2.3, and finally, section 2.4 is concerned with a
variety of validation measures applicable to fuzzy clustering and classification.
2.1 Vector Quantization and Clustering
Vector Quantization (VQ) in general is a prototype based learning scheme which
can be applied for the sparse representation of unlabeled data. It is also referred
to as unsupervised learning and used for the compression of very large data sets.
Thereby, each cluster or group of similar objects is represented by one or more pro-
totypes. These prototypes are located within the input space of the data samples.
The main task of VQ algorithms is to describe the underlying data as close as possi-
ble. Respective information about the relationship between data points or between
data points and prototypes are taken into account, for example dissimilarities or
neighboorhood rankings.
In the following, the first section provides the basic concepts of VQ, and after-
wards some well known cluster algorithms are described in more detail. The last
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twomethods –Median c-Means and Affinity Propagation – work with non-vectorial
data and, therefore, are no vector quantizers in this sense. Yet, since they are also
intended to cluster large data sets they are included into this chapter.
2.1.1 Vector Quantization
As mentioned before, VQ is among others a method used for data compression.
Possibly high-dimensional data vi ∈ Rd given by the dataset V = {v1, ...,vNV }
are mapped to a finite index set A = {1, . . . , NP }, which is associated with a set
W of NP codebook vectors (prototypes) wj ∈ Rd. The codebook vectors are also
called reference vectors. The set W respectively A is substantially smaller than V ,
NP < NV , and each data sample vi is represented by the closest codebook vector
ws(vi). Formally this mapping can be stated as
ΨV→A : vi 7−→ s = argmin
j∈A
(d(vi,wj)) (2.1)
where d(vi,wj) usually is the squared Euclidean norm 1
d(vi,wj) = ‖ vi −wj ‖
2
= (v −w)2. (2.2)
The mapping rule ΨV→A (2.1) realizes a winner takes all rule, where each codebook
vector wj represents a voronoi cell. All data samples within this receptive field
Rj = {vi | ΨV→A(vi) = j} (2.3)
are mapped to the respective codebook vector wj .
The crucial point in Vector Quantization is to find optimal codebook vectors to
represent the data as accurate as possible. One way is to minimize the average




where P (v) is the continuous propability density of the data distribution within the
input space V . For discrete data the integral is reduced to a sum over all samples. A
simple method to minimize (2.4) is to reposition the codebook vectors following a
1Throughout this work, the term d(v,w) is used as a general distance or dissimilarity measure. Al-
though most algorithms presented in this section are originally based on the squared Euclidean distance
d(v,w) = (v −w)2 =
∑
k(vk −wk)
2, this is considered as a special case only and indicated seperately
where appropriate. If the general term distance is used, a (dis)similarity measure rather than a mathemat-
ical distance is required.
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stochastic gradient descent as described by KUSHNER&CLARK (Kushner and Clark
1978). This method was applied by LINDE, BUZO and GRAY, who developed the
LBG-algorithm 2.1.1a (Linde et al. 1980). Starting with (random) initial valueswj(0)
and updating wj based on prior values of wj according to
wj(t+ 1) = wj(t) + ∆wj (2.5)
the algorithm converges for small learning rates 0 < ε ≪ 1 to a local minimum


















which leads as a stochastic gradient to




for given vi. If it is not indicated otherwise, the formula
∂EVQ
∂wj
is an abbreviation for
this stochastic gradient.
Algorithm 2.1.1a – Standard Vector Quantization (VQ) „LBG–Algorithm”
1. Initialize the codebook vectors wj ∈W randomly
2. Determine all updates ∆wj according to eq. (2.7)
∆wj = −ε ·
∂d(vi,ws(vi))
∂wj
3. Update all prototypes wj according to eq. (2.5)
wj(t+ 1) = wj(t) + ∆wj
4. Repeat steps 2. – 4. until convergence or manual stop
Since generally the data distribution P (vi) is not known, equation(2.5) can be
reformulated as
ws(vi)(t+ 1) = ws(vi)(t) + ∆ws(vi) (2.8)
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with




which is independent of P (vi) and leads to an approximation of the integration
(Linde et al. 1980). The complete algorithm is given in Alg. 2.1.1b. The respective
update rule based on the Euclidean norm (2.2) yields
∆ws(vi) = ε · (vi −ws(vi)). (2.10)
Algorithm 2.1.1b – Standard Vector Quantization (VQ)
1. Initialize the codebook vectors wj ∈W randomly
2. Present an input vector vi




‖ vi −wj′ ‖
4. Update the winner ws(vi) according to eq. (2.9)
ws(vi)(t+ 1) = ws(vi)(t)− ε ·
∂d(vi,ws(vi)(t))
∂ws(vi)(t)
5. Repeat steps 2. – 5. until convergence or manual stop
After the presentation of all data points the codebook vectors wj are positioned
in the center of gravity of their respective receptive field. Problems in the stability of
the behaviour of the algorithm are known to arise. These are caused by discontinous
jumps of the index s(vi), which might occur during the update of the codebook
vectors.
2.1.2 c-Means
The c-Means (CM) algorithm (also referred to as k-Means) is a simple and intuitive
clustering method. It is a vector quantizer and as the name implies, this algorithm
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groups a dataset into c distinct clusters, where each cluster is represented by a pro-
toype wj ∈ Rd located at the mean, i. e. the center of gravity, of the respective
cluster. There exists a batch as well as an online version.
Online c-Means For the case that the data distribution is not known a priori MAC-
QUEEN proposed an online version of the c-Means algorithm (MacQueen 1967),
where the data points are presented one after the other. At each time step a data
point vi is assigned to the closest prototypewj based on a distance function d(vi,wj)
and only this prototype wj is repositioned to the mean of the cluster. The method
is straightforward and optimizes the general cost function given in equation (2.4)
by stochastic gradient descent. The online update of all cluster centers wj is deter-
mined by




where ε is the step size and δj,s(vi) the Kronecker delta, which equals 1 iff wj is
the best matching prototype. For the special, originally proposed case, where the
squared Euclidean distance is applied, this update rule can be formulated as
∆wj = −ε · δj,s(vi) · (vi −wj) (2.12)
Batch c-Means If the data distribution P (V ) is known a priori, the batch version
proposed by BALL & HALL (Ball and Hall 1967, Ball and Hall 1965) can be used.






uj(vi) · d(vi,wj) (2.13)
The set U = {uj(vi)}, where uj(vi) is used as an abbreviation for u(vi,wj), de-
fines the crisp membership of data point vi ∈ Rd to cluster wj and is bound to the
restrictions
uj(vi) ∈ {0, 1} and
NP∑
j=1
uj(vi) = 1. (2.14)
As before, d(vi,wj) denotes the distance between data point vi and prototype wj .
In the original proposal by BALL & HALL (Ball andHall 1965) the squared Euclidean
distance was used, but other non-negative dissimilarity measures might be suitable
as well. A selection of different distance measures is presented in section 2.3.
The cost function (2.13) is optimized following an alternating optimization scheme:
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Assignment update with fixed prototypes wj
uj(vi) =
{
1 if d(vi,wj) = min{d(vi,w1), . . . , d(vi,wNP )}
0 otherwise
(2.15)




i=1 uj(vi) · vi∑NV
i=1 uj(vi)
(2.16)
Algorithm 2.1.2 – c-Means (CM)
1. Initialize the protoypes wj ∈W randomly
2. Calculate the memberships uj(vi) of all datapoints vi to all prototpyes
wj according to eq. (2.15)
uj(vi) =
{
1 if d(vi,wj) = min{d(vi,w1), . . . , d(vi,wNP )}
0 otherwise
3. Update the prototypes wj according to (2.16)
wj =
∑NV
i=1 uj(vi) · vi∑NV
i=1 uj(vi)
4. Repeat steps 2. – 4. until convergence or manual stop
Although both version of the c-Means algorithm always converge, they might
not find the optimal clustering, since they tend to get stuck in local minima (Duda
and Hart 1973). Therefore it is necessary to perform several runs with different pro-
totype initializations. To select the initial prototypes several methods have been pro-
posed. One of these suggests to take an appropriate number of data points as initial
prototypes, or another method recommends to pick random points from the small-
est (hyper-)box that encloses all data (Simpson 1993). A more sophisticated initial-
ization method based on Latin hypercube sampling has been proposed by MCKAY
(McKay et al. 1979).
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2.1.3 Self-Organizing Maps
Self Organizing Maps (SOM) are also known as Kohonen Maps since they where
introduced by KOHONEN (Kohonen 1990). They belong to the most popular data
mining and visualization methods. Possibly high-dimensional data samples are
nonlinearly mapped to a low-dimensional, typically two-dimensional grid. There,
the topology of the original data is preserved. This grid or map constitutes a dis-
crete representation of data samples vi ∈ Rd, i = 1, ...., NV . The nodes of the map
act as the prototypes wj ∈ Rd and their position within the usually rectangular or
hexagonal (actually triangular) grid is fixed. The training itself is administered by an
unsupervised learning scheme based on vector quantization und uses a neighbor-
hood function to preserve the topological properties of the input space.
The original model proposed by KOHONEN was improved by HESKES (Heskes
1999). According to (Heskes 1999) this modified method usually leads to almost the
same results as the original SOM, yet additionally a cost function can be established,
which makes this model feasible for continuous data distributions P (V ). In the
following only HESKES’ model is described.
A SOM consists of a setA ofNP neurons j, which are equipped with weight vec-
torswj representing the prototypes. The neurons are arranged on a lattice structure,
which determines the neighborhood relationN(j, l) of neuron j and l. The mapping
description of a trained SOM is defined by













describes the neighborhood cooperation with range σ > 0. The dissimilarity spec-
ifying d(vi,wj) is an appropriate differentiable distance measure, usually the stan-
dard Euclidean norm. In this method, an input is mapped onto that position j =
s(vi) of the SOM, where the distance d(vi,wj) is at a minimum. Thereby the av-
erage over all neurons according to the neighborhood is taken into account. The
neuron s(vi) is referred to as the winner.
A randomly initialized SOM is trained by sequential stochastic presentation of
data points vi ∈ V . At each time step the closest neuron s(vi) according to (2.17) is
determined and the weights of neighboring neurons are adapted by
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with a learning rate ε > 0 and ε → 0. This adaptation follows a stochastic gradient











hσ(j, l) · d(vi,wl)dvi (2.20)
where σ is decreasedwith successive time steps, and δj,s(vi) is the Kronecker symbol
checking the identity of j and s(vi).
Algorithm 2.1.3 – Self-Organizing Map (SOM) HESKES
1. Initialize the neurons weights wj randomly
2. Present a data point vi and identify the winner neuron (best matching unit)






3. Update the weights of the neurons in the neighborhood of the winner s(vi)
according to eq. (2.19), i. e. pull them closer to the input vector
wj(t+ 1) = wj(t)− εhσ(j, s(vi))
∂d(vi,wj(t))
∂wj(t)
4. Repeat steps 2. – 4. until convergence or manual stop
One main aspect of SOMs is the visualization ability of the resulting map due
to its topological structure (Villmann et al. 1997). Under certain conditions the re-
sulting non-linear projection Ψv→A generates a continuous mapping from the data
space V onto the grid structure A. This mapping can mathematically be interpreted
as an approximation of the principal curve or its higher-dimensional equivalents
(Hastie and Stuetzle 1989). Thus, similar data points are projected on prototypes
which are neighbored in the grid space A. Further, prototypes neighbored in the
lattice space code similar data properties, i. e. their weight vectors are close together
in the data space according to the applied metric. This property of SOMs is called
topology preserving (or topographic) mapping realizing the mathematical concept
of continuity (Villmann et al. 1997).
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2.1.4 Neural Gas
The Neural Gas (NG) algorithm by MARTINETZ, BERKOVICH & SCHULTEN (Mar-
tinetz et al. 1993) is a highly efficient clustering algorithm. As for the algorithms in
the previous sections the goal is to find prototypes wj ∈ Rd, j = 1, . . . , NP to repre-
sent continuous data points v ∈ Rd which are distributed according to an underly-
ing distribution as accurate as possible. Thereby, as known for SOMs, the neighbor-
hood of the prototypes is taken into account, yet without restricting the prototypes
to fixed grid positions. Instead, a rank function based on the distances between the
prototypes wi and data points v is introduced. Therefore, the dynamics of the pro-
totypes during the adaption process resemble the dynamics of Brownian particles
moving in a potential determined by the data density (Martinetz et al. 1993). A ma-
jor advantage of this algorithm compared to c-Means is, that the NG is insensitive
to the prototype initialization.







hσ(kj(v,W )) · d(v,wj)P (V )dv. (2.21)
In the original proposal the Euclidean distance was used for d(v,w). The function
kj(v,W ) = |{wk|d(v,wk) < d(v,wj)}| (2.22)
denotes the rank of the prototypes sorted according to their distances to the respec-
tive data point v. The neighborhood function hσ(t) returns a maximum value for
kj(v,W ) = 0 and decreases to zero for higher ranks. Commonly, a Gaussian shaped
curve hσ(t) = exp(−t/σ) with neighborhood range σ > 0 is chosen. The normaliza-
tion constant C(σ) =
∑NP
j=1 hσ(kj) depends only on σ.
The learning is accomplished by stochastic gradient descend with respect towj .
Given a data point v the update rule for prototype wj yields




where ε is the learning rate with ε > 0. The neighborhood range σ is decreased dur-
ing the training, which ensures independence of the initialization at the beginning
of the training and optimizes the quantization error towards the end. For σ → 0
the update rule is equivalent to the c-Means update rule eq. (2.11), and for σ 6= 0
all prototypes within the range of σ are proportionally updated, i. e. not just the
winner, but also the second, third, etc. ranked prototype (Martinetz et al. 1993).
Since its proposal the NG algorithm has been subject to extensive research and
a number of variants have been developed. Prominent extensions are the Growing
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Algorithm 2.1.4 – Neural Gas (NG)
1. Initialize the protoypes wj ∈W randomly
2. Present a randomly chosen data point v
3. Update all prototypes according to eq. (2.23)
wj(t+ 1) = wj(t) + ε · hσ(kj(v,W )) ·
∂d(v,wj(t))
∂wj(t)
4. Repeat steps 2. – 4. until convergence or manual stop
Neural Gas (Fritzke 1995), the Supervised Neural Gas (Villmann and Hammer 2002,
Hammer et al. 2005), the Kernel Neural Gas (Qin and Suganthan 2004a), and the
Batch Neural Gas (Cottrell et al. 2006). Since the batch variant is of interest in section
4.2.1, a short review of the algorithm will be presented in the following.
According to COTTRELL ET AL. (Cottrell et al. 2006) the Neural Gas cost function








hσ(kj(vi,W )) · d(vi,wj). (2.24)
The quantities kij := kj(vi,W ) are now treated as hidden variables with the con-
straint, that the values kij(j = i, ..., NP ) constitute a permutation of {0, . . . , n − 1}
for each data point vi. Since the cost function depends on the hidden variables kij
and the prototypes wj , it has to be optimized with respect to kij and wj yielding
alternating adaptation steps:
Determine the ranks of the prototypes wj
kij = |{wl|d(vi,wl) < d(vi,wj)}| (2.25)
Update the prototypes based on fixed ranks kij according to eq. (2.23)
Using the squared Euclidean distance this update can be formulated as
wj =
∑NV
i=1 hσ(kij) · vi∑NV
i=1 hσ(kij)
(2.26)
As known from other batch algorithms, before the update can take place all data
samples have to be presented. Usually only a few, i. e. 10 to 100, adaptation steps
are necessary.
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2.1.5 Fuzzy c-Means
The Fuzzy c-Means (FCM) is an extension of the standard c-Means algorithm and
was proposed by DUNN (Dunn 1973) and further on extensively discussed and im-
proved by BEZDEK (Bezdek 1980), HATHAWAY (Hathaway and Bezdek 1986, Hath-
away et al. 1989) and others (Cannon et al. 1986, Ismail and Selims 1986). It is also
an unsupervised learning scheme which aims to minimize an objective function by
alternating update steps for prototypes and cluster memberships. The membership
assigning data point vi to prototypewj now is no longer crisp, i. e. a data point can
be assigned to one or more clusters. This assignment can either be possibilistic or
probabilistic depending on the contraints put on uj(vi):
• probabilistic: uj(vi) ≥ 0 with
∑NP
j=1 uj(vi) = 1, ∀i ∈ {1, . . . , NV }
• possibilistic: uj(vi) ∈ [0, 1]
Throughout this work only the probabilistic version will be persued. Therefore
the NV ×NP matrix U with the elements uj(vi) now is a probabilistic cluster parti-







m · d(vi,wj) (2.27)
The exponent m ∈ (1,∞) regulates the fuzziness. For 0 ← m the assignments con-
verge to crisp decisions, wheras m → ∞ forces equally distributed assignments.
Usually the fuzziness is set to 1.2 ≤ m ≤ 2. (Bezdek 1980)
Analogously to the standard c-Means the updates for the assignments uj(vi)
and the prototypes wj follow an alternating optimization scheme, yet also take the
fuzzinessm into account:
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The update rules (2.28) and (2.29) are derived as solutions of the Lagrange mini-
mization problem

































The Median c-Means (M-CM) is another variant of the classical c-Means (Bezdek
1981). Yet, in contrast to the classical c-Means, the requirement that the data samples
have to be embedded in a metric or vector space has been dropped. It is merely
necessary to have some dissimilarity defined between the data samples, whereby
this dissimilarity should follow the common sense understanding of dissimilarity
(Pe˛kalska and Duin 2005). The clustering now restricts the prototypes to be data
samples itself: the algorithm determines a set W = {w1, . . . , wNP } where W ⊂
V . Instead of a distance function d(vi, wj) now only a dissimilarity matrix D with
NV ×NV elements has to be provided. The elements are referred to as d(vi, vk) and
D is assumed to be complete and symmetric.
Let P be the index set P = {1, . . . , NP } for the prototypes and S = {1, . . . , NV }
the index set for the data samples, then the mapping
I(i) : S → P (2.32)
specifies the winner index for a given data sample vi. This winner index refers to




Since the prototypeswj are restricted to be data samples, the similarities d(vi, wj) are
given by the distance matrix D. Let J(j) denote the respective data index defining
a bijective mapping
J(j) : P → S′ ⊂ S (2.34)
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where the characteristic function ui,I(i) = 1 iff the data sample vi is represented by
prototype wI(i) which is equivalent with data sample vJ(I(i)).
Analogously to the in section 2.1.2 described c-Means algorithm, the optimiza-
tion of the Median c-Means follows an alternating update of prototypes and assign-
ments:
1. Assignment update: determine for each data sample vi ∈ V the winner I(i) ∈ P
according to the minimum rule (2.33)





ui,l′ · d(vi, vl′). (2.38)
Compared to the standard c-Means this median variant achives a considerable
speed-up especially for large data set, since repeated calculations of distances be-
tween data samples and prototypes can be skipped. Instead, the required dissimi-
larities are obtained from the distance Matrix D which has to be provided.
The major drawback is the restriction to use data samples as prototypes. Es-
pecially dealing with disjunct clusters leads to an only suboptimal solution. The
prototypes have to be initialized carefully to avoid getting stuck in local minima.
2.1.7 Affinity Propagation
Affinity propagation as proposed by FREY & DUECK (Frey and Dueck 2007) is an-
other prototype based clustering algorithm, yet in contrast to the other algorithms
it is based on similarities between data samples. It has been successfully applied
for face recognition, the optimization of flight connections based on traveling time,
to detect genes in microarray data, and to identify representative sentences in a
manuscript (Frey and Dueck 2007).
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The data points can be interpreted as nodes in a network and initially all of them
are treated as prospective canditates for prototypes. By exchanging real-valuedmes-
sage simultaneously, the data points communicate with each other and gradually a
number of them will be recognized as representative cluster centers, i. e. proto-
types, and clusters will emerge. Thereby, the number of the prototypes is initially
not known, but can indirectly be influenced by a certain parameter. The name affin-
ity propagation originates in the nature of the exchanged messages, which express
the affinity a data point has to chose another data point as its prototype. The ac-
tual values of the exchanged messages are based on simple formulas that search for
minima of an appropriately chosen energie function based on factor graphs.
The algorithm takes real-valued similarities s(i, k) ofNV data points vi, vk ∈ NV
into account. In general these similarities do not have to be symmetric, i. e. s(i, k) 6=
s(k, i). The algorithm is also suited to deal with incomplete data in the sense that not
all similarities have to be known. Since the algorithm is based on similarities only,
it can also be used for clustering non-vectorial data. If dealing with vectorial data
v ∈ Rd, any negative distance measure, e. g. the negative squared error (Euclidean
distance) s(i, k) = −(vi − vk)2, could be applied.
The initial value of s(i, i) is the so called preference. The higher the initial pref-
erence of a data point the more likely this data point will be chosen as a prototype.
To even the chances for all datapoints this value can also be set to a common value
for all of them, e. g. the median or minimum of all similarities s(i, k). The higher
the initial values of all s(i, i), the more clusters will eventually emerge (Frey and
Dueck 2007).
There are two types of real-valued messages, which are in competition with each
other and are exchanged between the data points simultaneously: responsibilities
r(i, k) and availabilities a(i, k). While the first type, sent from data point vi to data
point vk, indicates howwell suited data point vk would be as a prototype for vi (tak-
ing all other potential prototypes into account), the avalabilities are sent the other
direction from vk to vi and indicate how appropriate vk would be as an prototype
for vi (this time taking other data points and their affinity for vk into account). Both
message types can be interpreted as log-probability ratios and are updated accord-
ing to a two-step alternating iteration scheme. The responsibilities are adapted by
keeping the availabilities stable according to
r(i, k)← d(i, k)− max
l: l 6=k
{a(i, l) + s(i, l)} (2.39)
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in turn the availabilities are calculated based on fixed responsibilities









Since in both update rules the similarity between the two respective data points is
considered, there are obviously no message exchanges between data points with
unknown similarities.
The iterative alternating calculation of a(i, k) and r(i, k) is caused by the max-
sum-algorithm applied for factor graphs (Pearl 1988), which can further be related
to spectral clustering (Luxburg 2007).
And any point during the training the current prototype candidates can be iden-
tified by combining the active message values. The prototype candidate k for data
point i is obtained according to
I(i) = argmax
l∈VN
{a(i, l) + r(i, l)}. (2.41)
Note that if i = l the data point itself is a prototype.
Although not explicitly stated in (Frey and Dueck 2007), a cost function which








where I : N → N is the mapping function defining the prototypes for each data
point. Thereby δj(I) is a penalty function
δj(I) =
{
−∞ if ∃j, k I(j) 6= j, I(k) = j
0 otherwise
(2.43)
The algorithm, which follows a two step iteration scheme consisting of repeated
message updates, stops if the change of the values of the exchange messages falls
below a certain treshold or if a fixed number of predefined iterations is reached.
2.2 Prototype Based Classification
Nearest Prototype Classification (NPC) is a very simple classifier in pattern recogni-
tion, where an unlabeled data point is assigned to the class of the nearest prototype.
Thereby, it is assumed that each class is represented by at least one appropriately
chosen prototype which locally approximates the classification boundary. Since the
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Algorithm 2.1.7 – Affinity Propagation (AP)
1. Inititialize all availabilities a(i, k) = 0
2. Calculate responsibilities according to eq. 2.39
r(i, k)← d(i, k)− max
l: l 6=k
{a(i, l) + s(i, l)}
3. Calculate availabilities according to eq. 2.40








4. Repeat steps 2.-4. until either
• a fixed number of iterations is reached or
• the value changes of the messages fall below a certain treshold or
• manual stop
5. Identify the prototypes by combining the current message values
according to eq. 2.41
I(i) = arg max
l∈VN
{a(i, l) + r(i, l)}
set of the prototypes is considerably smaller than the set of the data points, this
method is computationally efficient. The classification of an unknown data point
only requires comparisons with a few prototypes instead with all data points. For
all NPCs, obviously the unknown data point is assigned to the closest prototype.
The prototype training itself usually is based on Hebbian Learning, which provides
a paradigm to obtain relatively fast and easy-to-use algorithms.
There are different methods to obtain these class representative prototypes. One
large group are the Learning Vector Quantizers (LVQ), which are intuitive and well
known for their stability solving a wide range of classification problems. The basic
algorithm was proposed by KOHONEN in (Kohonen 1986), but meanwhile a num-
ber of variants have been developed. While the standard LVQ is based on heuristics
aiming on the minimization of the classification error (Kohonen 1995), more ad-
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vanced LVQ schemes like Generalized LVQ (GLVQ) (Sato and Yamada 1996), Kernel
GLVQ (KGLVQ) (Qin and Suganthan 2004b), or Robust Soft LVQ (RSLVQ) (Seo and
Obermayer 2003) replace the simple classification error by sophisticated cost func-
tionswhich allow a gradient ascent/descent learning or optimization by expectation
maximization.
Anothermethod to create anNPC is the Soft Nearest Prototype Classifier (SNPC)
proposed by SEO, BODE & OBERMAYER, which is based on a Gaussian mixture
ansatz. An extension thereof is the fuzzy version by VILLMANN ET AL. (Villmann,
Schleif and Hammer 2006), which allows fuzzy prototype assignments.
Generally, for all the approaches, the placement of the prototypes within a class
depends on their distance to the respective data points. Assume labeled training
data vi ∈ Rd, i = 1, ..., NV with the class memberships c(vi) ∈ C and prototypes
wj ∈ R
d, j = 1, ..., NP with y(wj) ∈ C specifying the class assignments. Thereby,
the finite index set C ∈ N with NC elements identifies the respective classes and
1 ≤ c(vi), y(wj) ≤ NC . Based on an appropriate distance measure d(vi,wj) in
R
d, the class prototypes are placed according to the class distributions, which itself
are determined by the underlying metric. A common metric for the calculation of
the similarity between prototypes and data points is the Euclidean distance2. But
other dissimilarity measures might as well be suitable depending on the specific
classification problem.
2.2.1 Learning Vector Quantization – LVQ1
This very basic supervised heuristic learning scheme was introduced by KOHONEN
(Kohonen 1986) and aims to position the prototypes, also referred to as codebook
vectors, to reach a high classification accuracy. Thereby, each data point and each
prototype belong to only one class, but a class can be represented by more than one
prototype.
During the training LVQ1 aims to minimize the classification error by reposi-
tioning the prototypes according to their class membership. If the prototype closest
to the presented data point belongs to the same class as the data point itself, the
prototype is moved closer to the data points. Otherwise, if the prototype belongs to
a different class, it is pushed away. Formally, the update rule based on the nearest
2In this chapter the squared Euclidean distance d(vi,wj) = (vi − wj)2 is used. Exceptions thereof
are indicated explicitly.
22 2. General notes about clustering and classification
neighbor is given by
∆wj =

ε · (vi −wj)
2 if s(vi) = j and c(vi) = y(wj)
−ε · (vi −wj)
2 if s(vi) = j and c(vi) 6= y(wj)
0 if s(vi) 6= j
(2.44)
where ε is a small learning rate. Note that only the closest prototype is updated,
i. e. only the winner is moved. According to KOHONEN this algorithm might show
some instabilities near the class borders, since the number of wrongly classified data
points might be higher than correctly classified samples and therefore the repulsion
rule is applied more often. This difference may cause a small bias to the asymptotic
values of the wj (Kohonen 1995).
Algorithm 2.2.1 – Learning Vector Quantization LVQ1
1. Initialize labeled codebook vectors wj ∈W randomly
2. Present a labeled input vector vi





4. Update ws(vi) according to equation (2.44)
ws(vi)(t+1) = ws(vi)(t)+
{
−ε · (vi −ws(vi)(t))
2 if c(vi) = y(ws(vi))
ε · (vi −ws(vi)(t))
2 if c(vi) 6= y(ws(vi))
5. Repeat steps 2. – 5. until convergence or manual stop
An unlabeled data point vi presented to a trained network is assigned to the class
of the closest prototype respectively codebook vectorwj , i. e. the best matching unit
defined by




where s(vi) is the index of the winner and A the output space.
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2.2.2 Learning Vector Quantization – LVQ2.1
LVQ2.1 is a modification of LVQ1. While the classification is still the same as in
(2.45), i. e. assigning an unlabeled data sample to the class of the closest proto-
type, the adaption of the prototype positions during the training process is mod-
ified. Now the two closest prototypes of a presented training sample are updated
simultanuously. Yet, an update step will be performed only if all of the following
three conditions are fulfilled:
(i) one of the prototypes denoted as wj+ belongs to the same class as the pre-
sented data sample vi: c(vi) = y(wj+)
(ii) the other prototype denoted as wj− belongs to a different class as the pre-
sented data sample vi: c(vi) 6= y(wj−)
















The window rule had to be introduced to circumvent diverging prototypes. The up-
date follows the rules of LVQ1, i. e. attracting the prototype wj+ belonging to the
same class as data sample vi and repelling prototype wj− belonging to any other
class:
∆wj+ = ε · (vi −wj+)
2 (2.47)
∆wj− = −ε · (vi −wj−)
2 (2.48)
Again, ε is a small learning rate. Caution is necessary choosing the width of the
window, since large differences in the repelling and attracting forces might lead to
discontinuos behaviour during the optimization. The recommended value of w is
between 0.2 and 0.3 (Kohonen 1995). The update causes the border between the
receptive fields of the prototypes to be shifted.
2.2.3 Generalized LVQ
The LVQ algorithms mentioned in the previous chapters are based on simple but
appropriate heuristics and aim to minimize the number of misclassifications, i. e. to
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Algorithm 2.2.2 – Learning Vector Quantization LVQ2.1
1. Initialize the labeled codebook vectors wj ∈W randomly
2. Present a labeled input vector vi





4. If all three conditions
(i) c(vi) = y(wj+)













are fulfilled, update wj+ and wj− according to (2.47) and (2.48)
wj+(t+ 1) = wj+(t)− ε · (vi −wj+(t))
2
wj−(t+ 1) = wj−(t) + ε · (vi −wj−(t))
2
5. Repeat steps 2. – 5. until convergence or manual stop
which is not differentiable with respect to the prototypes wj . In 1995 SATO & YA-
MADA proposed a LVQ based learning scheme incorporating a differentable cost func-
tion approximating the classification error (Sato and Yamada 1996). This General-
ized LVQ (GLVQ) allows stochastic gradient descent learning of the prototypes. The










where f is a monoton increasing function like the sigmoid or the identical function.
The dj+ and dj− denote the distances between data point vi and the best matching
prototype wj+ ∈ W+ ⊂ W belonging to the same class and the best matching
prototype wj− ∈ W− ⊂ W belonging to any other class, respectively. Note that the
numerator of µ(vi) is negative, if the classification of vi is correct. The denominator
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acts as a scaling factor ensuring that every term is contained in (−1, 1) to avoid
numerical problems (Schneider et al. 2008).
Since the cost function now is differentiable, the update of the prototypes can be

















where ε as usually is a small learning rate. If the squared Euclidean distance is used,
i. e. d(vi,wj) = (vi − wj)2, the derivative of d(vi,wj) with respect to wj yields
∂d(vi,wj)/∂wj = −2(vi − wj). The algorithm based on the Euclidean distance is
given in algorithm 2.2.3.
Algorithm 2.2.3 – Generalized LVQ (GLVQ)
1. Initialize the labeled codebook vectors wj ∈W randomly
2. Present a labeled input vector vi
3. Determine the closest codebook vector ws+(vi) ∈W






4. Determine the closest codebook vector ws−(vi) ∈W






5. Update ws(vi)+ and ws(vi)− according to (2.51) and (2.52)




)2 · (vi −wj+)




)2 · (vi −wj−)
6. Repeat steps 2. – 5. until convergence or manual stop
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Note that again – just as for the LVQ2.1 – two prototypes will be updated at
each learning step, but now the update is not restricted to the two closest over-
all prototypes (under certain conditions, see section 2.2.2), yet rather to the closest
same-class prototype and the closest not matching prototype. But anyway, for over-
lapping classes GLVQ optimizes the hypothesis margin (Crammer et al. 2002) and it
has been shown, that for this kind of data the behaviour of GLVQ compared to LVQ
is more robust, since convergence is ensured, and GLVQ shows better classification
results (Sato and Yamada 1998, Hammer and Villmann 2002).
2.2.4 Robust Soft LVQ
The Robust Soft LVQ algorithm (RSLVQ), another advanced learning vector quan-
tizer, was introduced by SEO & OBERMAYER (Seo and Obermayer 2003). Unlike
the basic LVQ1 and LVQ2.1 variants, which are based on heuristics, RSLVQ incor-
porates a statistical model making all assumptions explicit. It is assumed that the
probability density p(v) of the data points v ∈ Rd can be described by a Gaussian
mixture model. Every component of the mixture is assumed to generate data which
belongs to only one of the NC classes. The classification itself is based on a winner
takes all scheme.







whereW = {(wj , y(wj))}
NP
j=1 is the set ofNP labeled prototype vectorswj ∈ R
d and
their assigned class labels y(wj). P (j) stands for the probability that data points are
generated by component j of the mixture and is commonly set to an identical value
for all the prototypes. The conditional density p(v|j), which describes the proba-
bility that component j is generating a particular data point v, is a function of the
prototype wj itself. The density p(v|j) can be chosen to have the normalized expo-
nential form p(v|j) = K(j) · ef(v,wj ,σ
2
j ) where K(j) is the normalization constant
and the hyper parameter σ2j the width of component j.
The aim of RSLVQ is to place the prototypes such that a given data set is classi-








where NV is the number of data points, has to be maximized. The ratio is built up
of the particular probability density p(vi, c(vi)|W ), that data point vi is generated
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by a mixture component of the correct class c(vi)



















The learning rules are obtained by a stochastic gradient ascent thereof (Robbins




 (Pc(v)(j|v)− P (j|v))(v −wj), c(v) = y(wj)−P (j|v)(v −wj), c(v) 6= y(wj) (2.58)
The variable ε > 0 is again the learning rate which decreases during the training. To
ensure convergence certain conditions have to be fulfilled. Assume ε(t) is the learn-
ing rate for update step t, then the constraints
∑∞




forcing ε(t) do decrease slowly but not too slow, have to be kept (Robbins and
Monro 1951). The width σ of every component j is assumed to be identical and
usually decreases during learning. Pc(v)(j|v) and P (j|v) are the assignment proba-
bilities of data sample v to component j within class y(wj) and independent of the
class membership, respectively. Note that the update factors (Pc(v)(j|v) − P (j|v))
and P (j|v) act as attracting respectively repulsing forces on the prototypes with
correct and incorrect class labels. Contrary to LVQ and GLVQ, all prototypes are
updated at one learning step. A window rule is no longer necessary, since the pro-
totypes are not diverging. The width of the active region is regulated by σ. Further
details concerning the prototype update (Seo and Obermayer 2003) as well as the
adaptation of the hyperparameter σ (Schneider et al. 2008) can be found in the cited
references.
2.2.5 Soft Nearest Prototype Classification
SEO, BODE & OBERMAYER proposed a method called Soft Nearest Prototype Classi-
fication (SNPC) for the construction of a NPC which is based on a Gaussion mixture
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ansatz and which can be interpreted as an annealed version of LVQ (Seo et al. 2003).
The algorithm performs a gradient descent on a cost function minimizing the classi-
fication error on the training set. For their method SEO ET AL. combined an explicit
ansatz for the probability densities of the classes with a criterion for model selection
which directly minimizes the rate of misclassification.
Given is a set ofNV training data points V = {(vi, ci)}NVi=1 and a set ofNP labeled
prototypes W = {(wj , yj)}NPj=1 with vi,wj ∈ R
d. The class labels ci = c(vi) and
yj = y(wj) of the data points vi respectively prototypes wj are crisp.
It is assumed that the probability density p(vi) of the data points vi can be de-
scribed by a mixture model: each component j of the mixture generates data points







where NC is the number of classes, p(j) the probability that data points are gener-
ated by a particular component j, and p(vi|j) the conditional probability that this
component j generates a particular data point vi.
Further, there are the restricted probability densities
p(vi, ci|W ) =
∑
{j:yj=ci}




where p(vi, ci|W ) and p(vi, c¯i|W ) are the probability densities, that a data point vi
is generated with the correct class label ci or an incorrect class label c¯i differing from
ci, respectively.






lc((vi, ci),W ) (2.61)
where the local costs






represent the rate of misclassification. During the training these local costs – further
abbreviated as lci – have to be minimized with respect to the prototypes wj .
If a mixture ansatz with d-dimensional Gaussian components of equal width
σ2j = σ
2 and equal strength p(j) = 1/NP , ∀j = 1, . . . , NP is assumed, the conditional
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is the posterior probability, that the data point vi was generated by component j,
and the Kronecker symbol δci,yj is one if ci = yj and zero otherwise. The update









with the learning rate ε.
Since only data points within a particular area of the input space contribute to the
prototype update, a window rule can be applied to accelerate the learning process.
For SNPC this active area is specified by 0 ≤ lci(1− lci) ≤ 0.25.






2.2.6 Fuzzy Soft Nearest Prototype Classification
NPCs realize a crisp classification because of the prototypes’ unique class depen-
dence. This has the disadvantage, that overlapping data cannot be described appro-
priately. In (Villmann, Schleif and Hammer 2006) VILLMANN ET AL. established a
new learning scheme called Fuzzy Soft Nearest Prototype Classification (FSNPC),
which utilizes fuzzy prototype vectors. The FSNPC is an extension of the SNPC and
is also based on the Gaussian mixture model. Formerly crisp class assigments yj
have been replaced by fuzzy prototype labels yj , which indicate the proportionate




j = 1 and y
l
j ≥ 0.
During the training these labels have to be adjusted to represents the prospective
class assignments with respect to the new prototype positions.
Since the crisp class information for the prototypes assumed in the learning dy-
namic of SNPC now no longer is available, a corresponding learning scheme has


















For the special case of yj resembling a crisp assignment to one class, equation (2.69)
is equivalent to the local cost function of the SNPC (2.64).
Parallely to the adaption of the prototypes, their fuzzy labels can be optimized
according to
∆yj = −εyP (j|vk) (2.70)
followed by a subsequent normalization of the fuzzy class labels yj .
As for the SNPC there is a window rule specifying the active region for the pro-
totype update (Villmann, Schleif and Hammer 2006): By denoting T = P (j|vi)(1 −
ycij − lci) in equation (2.68) and rewriting it to T0 = (Tlc − Tycij ) · Π(y
ci
j ) with
Tlc = lci(1 − lci) and Tycij = y
ci
j (1 + y
ci
j ), it can be shown that −2 ≤ T0 ≤ 0.25
since 0 ≤ Tlc ≤ 0.25 and Tycij ≤ 1. The term Π(y
ci











The absolute value of T0 has to be significantly different from zero to have a valuable
contribution in the update rule. This yields the window condition 0 ≪ |T0|, which
can be obtained by balancing the local loss lci and the value of the assignment vari-
able yj .
As intended for NPCs, unknown data samples are matched to the closest pro-
totype. But since now each prototypes represents different classes proportionately,
the data samples are also assigned to different classes.
2.3 Distance measures
Clustering and classification of objects can be seen as partitioning of objects or data
into smaller subsets in a way that those objects are grouped together which are sim-
ilar to each other. Depending on the characteristics of the data it is important to
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chose the most appropriate similarity measure. All cluster and classification algo-
rithms described in this work utilize prototypes. Therefore all of these algorithms
require the calculation of the (dis)similarities or distances between prototypes and
data points. In this section a short summary of different distance measures is given.
For metric data most commonly the Euclidean metric is applied, while other
metrics like for example the Mahalanobis or Minkowski distance, the Sobolev norm
or inner product might also be suited.
Functional data on the other hand requires a dissimilarity measure which takes
the characteritics of the usually very high-dimensional data vectors x into account.
The vector components of functional data are spatially correlated, whereas for com-
mon Euclidean vectors the vector dimensions are treated independently. If these
functions are assumed to be positive with finite L1-norm, the dissimilarity between
such functions can be evaluated by (generalized) divergence measures taking into
account the functional character (Villmann and Haase 2011). In Section 2.3.2 the
basic properties along with a selection of different divergences are presented.
And finally, for non-metric data, e. g. text documents or music, the similarity
can be approximated by the normalized information distance, which is based on the
Kolmogorov complexity.
2.3.1 Euclidean metric and variants
The concept of metric spaces was introduced by FRÉCHET (Fréchet 1906), who stated
a set of axioms to define a metric. If it is assumed, that x,y, z ∈ M , where M is a
non-empty set, then the function d is a metric onM if the following holds:
1. d(x,y) ≥ 0 non-negativity
2. d(x,x) = 0 identity/reflexivity
3. (d(x,y) = 0)⇒ (y = x) definiteness
4. d(x,y) = d(y,x) symmetry
5. d(x,y) + d(y, z) ≥ d(x, z) triangle inequality
The function d(x,y) is often called distance function or simply distance.
As mentioned before, for clustering or classification usually the (squared) Eu-









, with p ≥ 1 (2.72)
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where x and y are d-dimensional vectors in Rd. For the special case of p = 2 the
Euclidean distance is obtained. Further special variants are the Manhatten distance








|xi − yi| (2.74)
dMax(x,y) = max
i=1,..,d
|xi − yi| . (2.75)
Another useful class of measures for comparing data sets with each other are
metrics defined by the bilinearform (quadratic form)
d(x,y) = (x− y)TΛ(x− y) (2.76)
with Λ being a positive definite matrix. A famous example is the Mahalanobis dis-
tance. This measure, introduced by MAHALANOBIS (Mahalanobis 1930), is based on
the covariance C of the data and is scale invariant. It is given as
dMaha(x,y) =
√
(x− y)TC−1(x− y) (2.77)
where Λ = C−1. If the covariance matrix C is the identity matrix, the Mahalanobis
distance dMaha is equivalent to the Euclidean distance (2.73), and if C is diagonal
with positive entries the scaled Euclidean distance is obtained. This last distance
can also be formulated as
dλEuclid(x,y) =
√
(λ ◦ (x− y))2
=
√
(λ ◦ x− λ ◦ y)2 (2.78)
where the d-dimensional parameter λwith the constraints λi > 0 and
∑d
i=1 λ1 = 1 is
an integral component of the metric and · ◦ · denotes the Hadamard product, which
implies element-wise multiplication of the vector components.
2.3.2 Divergences
Divergences measure the similarity between two densities, where for the densities
p(x) and q(x) with x ∈ V the constraints 0 ≤ p(x) ≤ 1 and 0 ≤ q(x) ≤ 1 are
valid and the weigths W (p) =
∫
p(x) dx and W (q) =
∫
p(x) dx equal 1. If these
conditions are relaxed in the sense thatW (p) andW (q) are only required to be posi-
tive, than divergences can also be used to determine the similarity between positive
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measures, i. e. non-negative integrable measure functions. Typical functional data
are histograms or high-dimensional spectral data with spatially correlated vector
components.
Compared to the metric axioms the following properties are valid:
1. D(p ‖ q) ≥ 0 non-negativity
2. D(p ‖ p) = 0 identity/reflexivity
3. D(p ‖ q) = 0⇒ p ≡ q definiteness
4. symmetry not required
5. triangle inequality has not to be fulfilled
6. convex with respect to the first argument
Therefore, although divergences are not a metric, since only the first three metric
axioms are fullfilled, they can still be used as a similarity measure.
According to the classification given in CICHOCKI ET AL. (Cichocki and Amari
2010, Cichocki et al. 2009) it can be distinguished between at least three main classes
of divergences emphasizing different properties:
(i) Bregman-divergences
(ii) Csiszár’s f -divergences
(iii) γ-divergences
Exemplary from the huge field of divergences only a selection of well-known
measures will be presented. Since the data considered in latter examples are dis-
crete vector representations of functionals, the following divergences are given in
their discrete form where integrals are replaced by sums over the vector compo-
nents. To be conform with the notation used throughout this work, the functionals
p(x) and q(x) are now denoted as v and w respectively, corresponding to data sam-
ple and prototype, which are now functions.
η-Divergence (i)











The η-divergence ist a member of the class of Bregman divergences and for η = 2 it
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is equivalent with the Euclidean distance. (Nielson and Nock 2009)
β-Divergence (i)


















Another representative of the Bregman divergences is the β-divergence which for
β → 1 approximates the Kullback–Leibler divergence. (Eguchi and Kano 2001, Ci-
chocki et al. 2009)
Generalized Rényi Divergence (ii)











k − αvk + (α− 1)wk
)]
(2.81)
The Rényi Divergence from Csiszár’s f -divergences approximates for the special
case of α→ 1 the Kullback–Leibler divergence. (Rényi 1961, Rényi 1970)
γ-Divergence (iii)






















The γ-Divergence as a representative of the class of γ-divergences also approximates
the Kullback–Leibler divergence for γ → 0. (Fujisawa and Eguchi 2008)
Cauchy–Schwarz Divergence (iii)


















k=1 (vk · wk)
 (2.83)
The Cauchy–Schwarz divergence, which can be approximated by the γ-Divergence
with γ → 1, also belongs to class of γ-divergences. (Principe et al. 2000)
Generalized Kullback–Leibler Divergence (i, ii, iii)









− (vk − wk)
)
(2.84)
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The Kullback–Leibler divergence is exceptional in the sense, that it can be approx-
imated by representatives of each class. (Kullback and Leibler 1951, Cichocki et al.
2009)
In (Villmann and Haase 2011) VILLMANN & HAASE present a survey of many
further divergences together with a complete listing of the respective Fréchet deriva-
tives, the derivatives for relevance learning and hyper-parameter learning, which
will be of interest in chapter 3.
2.3.3 Kernel distances
Kernel distances became popular by the introduction of Support Vector Machines
(SVM) as powerful classifier systems (Schoelkopf and Smola 2002). The basic idea is
to map the data from a data space V into a possibly infinite-dimensional functional
feature spaceH , whosemathematical structure is a Hilbert space. The datamapping
is realized by a mapping function Φ, which uniquely corresponds to a so-called ker-
nel κΦ(x,y). This kernel is a positive definite function on V × V (Aronszajn 1950)
and determines the inner product in the Hilbert space H , hence, it defines a met-
ric dH . This metric is called kernel metric and measures the dissimilarity between
the mapped data. If the kernel is continuous and universal, then the mapping is
injective, i. e. it generates a unique representation of the data in the Hilbert space
(Steinwart 2001). Usually the topological structure of the Hilbert space has a wider
richness of shape then the original data space and therefore allows a better adapted
classifier system for SVMs.
The main advantage of kernel approaches is that the dissimilarity in the Hilbert




κΦ(x,x)− 2κΦ(x,y) + κΦ(y,y) (2.85)
is necessary for the calculations and can directly be implemented into batch learn-
ing schemes like Kernel SOM (Boulet et al. 2008, Hulle 2009) and Kernel FCM (Yang
et al. 2011). Other approaches use approximation techniques to incorporate kernel
distances in online learning for classification (Schleif et al. 2011, Qin and Suganthan
2004a, Qin and Suganthan 2004b). A very recent approach is utilization of differen-
tiable kernels, such that online learning can be ensured without any kernel approx-
imation (Villmann and Haase 2012).
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2.3.4 Normalized Information Distance
The Normalized Information Distance (NID) is a universal distance measure for
objects of all kinds like music (Cilibrasi and Vitányi 2005, Li and Sleep 2004), gene
sequences (Fisher et al. 2010, Cilibrasi and Vitányi 2005), text (Geweniger et al. 2009)





This distance is a metric (Bennett et al. 1998), in particular it is symmetric, and based
on the Kolmogorov complexity, which is the minimal description length (MDL) of
the objects (Bennett et al. 1998, Vitányi and Li 2000). To calculate the normalized
information distance (NID), e. g. for text data, the minimal description length Zx of
a single text document x and the respective Zx,y for pairwise combined documents
x and y have to be considered. For objects with string representation, the MDL is
estimated by the compression length z according to a given standard compression
scheme or algorithm like for example the Lempel-Ziv-Markow algorithm (LZMA)
and objects x and y are combined by concatenation. The NID is then approximated





Due to technical reasons NCD violates the symmetry property in the sense that
NCDx,y − NCDy,x = δ with 0 < δ ≪ 1 and usually it is a magnitude smaller than
the NID values.
2.4 Validation measures for fuzzy clustering and
classification
The validation of a clustering or classification solution is an ill-posed problemwhich
has to be considered carefully. Some question to answer in order to select the appro-
priate measure might involve:
• What has to be evaluated: a clustering solution, a classification solution or the
performance of an algorithm?
• Does a reference solution exist? In that case the clustering or classification
could be compared to the known solution.
• What kind of data are we dealing with? Metric or non-metric? . . .
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To evaluate a prototype based clustering the position of the prototypes with re-
spect to the position of the represented data points could be examined. There are
measures aiming to assess values thereof in terms of separation and compactness.
Well known examples like the Partition Entropy by BEZDEK (Bezdek 1974b, Bezdek
1974a) and the Xie Beni Index (Xie and Beni 1991, Pal and Bezdek 1995) are presented
in the following section.
A way to evaluate a classification is to classify unlearned data points and com-
pare their assigments to the known class labels and calculate the relative rate of
mismatches.
If a known reference solution, either obtained by another clustering or since the
data is artificially designed, is available, then the Rand Index (Rand 1971) or similar
measures as described in section 2.4.2 can be employed.
Twomeasures— Cohen’s Kappa (Cohen 1960) and Fleiss’ Kappa (Fleiss 1981)— for
the comparison of two or more classifiers or classifications are described in section
2.4.3. Both measures take the agreement by chance into account, yet for the eval-
uation of clusterings they are suitable only to an limited extent, since all possible
cluster permutations have to be considered.
All of the subsequently presented measures are also available for fuzzy data.
Further details and restrictions can be found in the respective sections.
2.4.1 Measures based on separation and compactness
Thesemeasures are usually used to assess the optimal number of prototypes. Thereby
a clustering is assumed to be good, if the clusters are well separated and very com-
pact (Žalik and Žalik 2010, Kim et al. 2004). For tests data sets or those well known
from former examinations where the number of clusters is known, these measures
might as well be used for he evaluation of an obtained clustering. Following an in-
complete list of a selection of measures based on separation and compactness. Since
all of the presented measures take the assignments ujvi, abbreviated as uij , which
indicate the magnitude to which each data point vi is assigned to prototypewj , into










Proposed by BEZDEK measures the Partition Coefficient the compactness of a clus-
tering and is based on the fuzzy memberships only. The crisper the values of uij ,
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uij · logm(uij) (2.89)
The Partition Entropy was also introduced by BEZDEK and is also a measure of com-
pactness only. Yet contrary to the Partition Coefficient now a low index value is de-
















The validity function proposed by FUKUYAMA & SUGENO combines the compact-
ness and the separation of a cluster solution and is desired to obtain a minimum.











This index stats that a good clustering is obtained by minimizing the compactness
and maximizing the separation. Therefore the aim is to achieve a low value for the
index. (Xie and Beni 1991, Pal and Bezdek 1995)
Problemswith these indexes arise for overlapping discrete data, since the separa-
tion value will be poor. Also, if dealing with cluster assignments, where each cluster
is represented by more than one prototype, these measures can not be used. An al-
ternative, the CONN-Index was introduced by TAS¸DEMIR & MERÉNYI (Tas¸demir
and Merényi 2011). But since as of now this measure is not yet available for fuzzy
data it is not presented in this section. Yet it is subject to further work and first
results are already achieved.
2.4.2 Rand index and related measures
A further criterion for the evaluation of cluster or classification solutions3 is the
Rand Index as proposed by RAND (Rand 1971). This measure compares objects
3Within this section the term cluster will be used synonymously for cluster and class.
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pairs, counts their agreements in terms of class memberships and calculates the in-
dex value. Thereby the number of clusters or classes for both solutions does not
have to be the same. There are four different possibilities to define pairwise class
memberships:
a - an object pair belongs to one cluster in the first solution and also belongs to
one cluster in the second solution
b - an object pair belongs to one cluster in the first solution, but to different clus-
ters in the second solution
c - an object pair belongs to different clusters in the first solution, but to only one
cluster in the second solution
d - an object pair belongs to different clusters in the first solution, and also to
different clusters in the second solution





a+ b+ c+ d
(2.92)
The Rand index sets the number of pairwise agreements (both in one cluster or both
in different clusters) in relation to the number of possible pairs. The resulting index
is value in [0, 1], where 1 implies complete agreement.
In (Campello 2007) CAMPELLO derived a Fuzzy Rand Index using t-norms and
t-conorms to obtain valid values for a to d based on fuzzy assignments. Detailed de-
scriptions can be found in (Campello 2007). A major drawback of the Fuzzy Rand
Index is that it can only be used to compare a discrete with an fuzzy solution. It is
not suitable for comparing two fuzzy solutions with each other, since in the case of
perfect agreement, the Fuzzy Rand Index does not result in 1, which is caused by
the use of the t-norms. Further is has to be paid attention to the choice of the t-norm.
As considered in (Zühlke et al. 2009), different different t-norms like Minimum, Sum
or Łukasiewicz leads to different values for a to d and therefore to varying results
for the Fuzzy Rand Index.
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Γ Statistics (Jain and Dubes 1988)
Γ =
Ma− (a+ b)(a+ c)√
(a+ b)(a+ c)(M − (a+ b))(M − (a+ c))
,M = NV (NV − 1)/2 (2.97)
Each of these indexes shows some special characteristics. Further details can be
found in the before mentioned article by CAMPELLO (Campello 2007) and also in
the literature listed there.
2.4.3 Cohen’ Kappa and Fleiss’ Kappa
The Kappa Statistic as introduced by COHEN in 1960 (Cohen 1960) was originally in-
tended to assess the reliability of a classification system. The Kappa Statistic or also
Kappa Coefficient is a correlation-like coefficient of pairwise observed agreement
and the expected agreement by chance. For classification tasks the Kappa Coeffi-
cient indicates the ratio of the error generated by a classification algorithm to the
error of a complete random classification.
A major drawback of Cohen’s Kappa Coefficient is, that this measure is only
capable of comparing two classifiers with each other. An advanced method was
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proposed by FLEISS (Fleiss 1981). The calculation of Fleiss’ Kappa is a direct exten-
sion of Cohen’s Kappa, yet takes more than two classifiers into account. If these
measures are used to compare different cluster solutions with each other, it has to
be assured, that all solutions have the same number of clusters and that all possible
permutations are considered.
The following section briefly describes the two inter-rater agreement measures.
Thereafter the fuzzy variants are presented, whereas Fuzzy Cohen’s Kappawas pro-
posed by DOU ET AL. (Dou et al. 2007) and Fuzzy Fleiss’ Kappa is a joint work of
ZÜHLKE, GEWENIGER, HEIMANN & VILLMANN based on the discrete Fleiss’ Kappa
and Fuzzy Cohen’s Kappa (Zühlke et al. 2009).
Original Cohen’s and Fleiss’ Kappa
Cohen’s Kappa κC is a statistical measure of the inter-rater agreement of only two





where Po is the observed relative agreement between the two classifiers and can








uC1k (vi) · u
C2
k (vi). (2.99)
Pe is the expected agreement by chance, i. e. it is the expected value of the joined
event of classifier C1 and C2 classifying a data point vi to the same class. Under the























The discrete assignment function uCmk (vi) ∈ {0, 1}withm ∈ {1, 2} assigns each data
point vi to exactly one of the NC classes and the values pC1k and p
C2
k are the margin







As mentioned above the calculation of Fleiss’ Kappa κF is a direct expansion
of Cohen’s Kappa for M > 2 classifiers. For the discrete classification PMo is the
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For both Kappa the relation κ ≤ 1 is valid and the values are interpreted accord-
ing to the scheme given in Tab. 2.1 (Sachs 1992).
κ - value meaning
κ < 0 poor agreement
0 ≤ κ ≤ 0.2 slight agreement
0.2 < κ ≤ 0.4 fair agreement
0.4 < κ ≤ 0.6 moderate agreement
0.6 < κ ≤ 0.8 substantial agreement
0.8 < κ ≤ 1.0 perfect agreement
Table 2.1: Interpretation of κ - values - Values below zero indicate poor or accidential agree-
ment, whereas values above zero indicate an agreement of some degree. (Sachs 1992)
Fuzzy variants of Cohen’s and Fleiss’ Kappa
In case of fuzzy classifiers the discrete values uk are turned into continuous values
µk with
∑NC
k=1 µk(v) = 1 and µk(v) ≥ 0. The fuzzy variant of κC is derived according
to DOU ET AL. (Dou et al. 2007), where the products uC1k ·u
C2
k in eqs. (2.99) and (2.100)
have been replaced by a logical AND-operator without loss. Transfering this idea to
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Since the discrete values uk have been replaced by continuous values µk, the sums
over the discrete values for the uk in eq. (2.100) become integrals over µi. Thus Pe



















where the values pC1k = p(µ
C1




k ) are the probability distribu-
tions of µC1k (vi) and µ
C2
k (vi), respectively. The obtained values for Po and Pe can be
inserted into equation (2.98) to calculate the Fuzzy Cohen’s Kappa value κ̂C .
Yet, while for discrete classifiers the product can equivalently be replaced by the
binary AND-operator, in the fuzzy case this operator cannot be uniquely determined.
There exist a number of possibilities based on the concept of t-norms (Hammer and
Villmann 2007). In general a function ⊤ : [0, 1]2 → [0, 1] is called a t-norm, if the
following holds:
• ⊤(a, 1) = a (neutral element)
• a ≤ b⇒ ⊤(a, c) ≤ ⊤(b, c) (monotonicity)
• ⊤(a, b) = ⊤(b, a) (commutativity)
• ⊤(a,⊤(b, c)) = ⊤(⊤(a, b), c) (associativity)
Obviously, the definition does not determine a unique norm. Examples are
• the minimum norm ⊤min(a, b) = min{a, b}
• the product norm ⊤prod(a, b) = a · b
• the Łukasiewicz norm ⊤Luka(a, b) = max{0, a+ b− 1}
In (Zühlke et al. 2009) we have shown that the most appropriate and reliable
norm is theminimumnorm. With this choice themost reliable results can be achieved
and the interpretation of the κ-value as given in table (2.1) can still be considered.
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Also in (Zühlke et al. 2009) we derived the fuzzy variant of Fleiss’ kappa. Based
on eqs. (2.101) and (2.102) and again using the concept of t-norms to compare the
fuzzy agreements, the values of PMo and P
M








































As before the value of the fuzzy version of Fleiss’ Kappa Coefficient κ̂F is com-
puted by inserting PMo and P
M
e into eq. (2.103).
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Chapter 3
Fuzzy clustering for non-standard metrics
Abstract
In this chapter some extensions and further enhancements to known prototype based
clustering algorithms are presented. Of special interest are non-metric distance mea-
sures for fuzzy clusterings. Frequently, the Euclidean distance is used to measure the
distance between data points and prototypes. Yet, if the data is not embedded in a met-
ric space, algorithms based on similarities only have to be employed. In the following
a median based variant of the well known Fuzzy c-Means and a fuzzy interpretation of
Affinity Propagation are proposed. Further, for the special case of functional data, the us-
ability of divergences as distance measure for the Fuzzy c-Means has been investigated.
Additionaly, a relevance parameter to weight the input dimensions was introduced and
an appropriate update rule derived.
Frequently, clustering of objects is seen as partitioning of objects or data into smaller
subsets such that those objects are grouped together, which have similar seman-
tical meanings, characteristics, or behavior. The clustering approaches may differ
in various aspects like flat or hierarchical structure, crisp or soft (fuzzy) cluster as-
signments, visualization driven approaches, etc. Yet, the similarity is frequently
difficult to capture. For metric data usually the Euclidean metric is applied. How-
ever, this favored choice may be inappropriate as it has been shown for functional
data analysis by RAMSAY & SILVERMANN (Ramsay and Silverman 2006). Or re-
fer to INOKUCHI & MIYAMOTO, who introduced divergences to be used with the
Fuzzy c-Means algorithm to obtain fuzzy clusters of discrete data (Inokuchi and
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Miyamoto 2008). Generally, clustering is an ill–posed problem and chosing a ade-
quate similarity measure is crucial and heavily influencing the clustering result as
well as the number of meaningful clusters (Gordon 1998, Sen and Dave 2000). A fur-
ther problem arising in clustering is the choice of an appropriate quality criteria for
a given cluster solution. There exists a large number of quality measures for cluster
verification and validation (Pal and Bezdek 1995). Prominent examples are the Fish-
ers information relating the intra- and the inter-cluster correlation, the κ-statistics
based on χ2-statistics or Bezdek’s cluster index (Duda and Hart 1973).
Basic classic cluster approaches like hierarchical clustering, agglomerative clus-
tering or probabilistic clustering are known frommathematical statistics (Schürmann
1996). Another widely applied paradigm is prototype based clustering (Duda and
Hart 1973). One basic advantage of prototype based methods like the famous c-
Means is the intuitive understanding of their concept to use prototypes as repre-
sentatives of the clusters (Haykin 1999). Several prototype based methods have
been established ranging from statistical approaches (Seo and Obermayer 2003) and
graph methods (Luxburg 2007) to neural vector quantizers (Gustafson and Kessel
1979, Gath and Geva 1989, Martinetz et al. 1993, Oja and Lampinen 1994).
Further, one can distinguish between hard and soft variants of cluster algo-
rithms (Bezdek 1981, Dave 1990, Gath and Geva 1989), the most famous of which
is the Fuzzy c-Means (Dunn 1973). Frequently, respective approaches belonging
to the class of vector quantizers, require the data objects and the prototypes to be
embedded in a metric vector space. Popular algorithms, besides the above men-
tioned c-Means variants, are the Neural Gas (Martinetz et al. 1993), Determinis-
tic Annealed Vector Quantization (Rose et al. 1992), Information Theoretic Cluster-
ing (Lehn-Schiøler et al. 2005) or topographic quantizers like Self-Organizing Maps
(Kohonen 1995) or Soft Topographic Vector Quantization (Graepel et al. 1997), to
name just a few. All of these algorithms use (dis)similarities between objects and
prototypes for cluster determination. Usually the dissimilarities are described in
terms of Euclidean distances (Kohonen and Somervuo 2002).
Yet in general, any dissimilarity measure fulfilling some specific requirements
depending on the clustering algorithm might be appropriate. For example, as men-
tioned before, INOKUCHI & MIYAMOTO favored divergences (Inokuchi and Miya-
moto 2008). ARNONKIJPANICH, in turn, proposed weighting of the input dimen-
sions for unsupervised vector quantization to improve cluster separation using the
Neural Gas algorithm (Arnonkijpanich et al. 2010). In section 3.1 these ideas —
divergences as dissimilarity measures and weighting of input dimensions — were
picked up to incorporate a relevance parameter into the Fuzzy c-Means algorithm.
Together with the deployment of divergences as dissimilarity measures, this results
in an algorithm usable for the clustering of functional data.
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Another class of prototype based cluster algorithms relaxes the assumption of a
metric space embedding for the objects to be clustered and the prototypes (Hammer
and Hasenfuss 2007, Cottrell et al. 2004, Hofmann and Buhmann 1997). This re-
striction is replaced by the weaker requirement that only similarities respectively
dissimilarities or discrete measures between the data objects are given. Respective
algorithms are referred to as median or relational clustering, message passing or
graph clustering methods (Frey and Dueck 2007, Seo and Obermayer 2004, Cottrell
et al. 2006). Thereby, an underlying metric is assumed for the given dissimilarities
in case of relational data clustering, whereas for median clustering this restriction
is dropped. These degrees of freedom lead to constraints for the prototypes. For
relational data they are assumed as linear combinations of the data. For median
clustering this limitation is further reduced to the minimum demand: prototypes
have to be data objects.
Fuzzy clustering of relational data based on Fuzzy c-Means was proposed by
HATHAWAY ET AL. (Hathaway et al. 1989), inspired by the earlier work of WIND-
HAM about graded numerical classification of dissimilarity data (Windham 1985).
The approach was extended by HATHAWAY AND BEZDEK for more general dissim-
ilarity data, which have to be, however, at least positive, reflexive and symmetric:
In this extension the (non-Euclidean) dissimilarity matrix is transformed by the β-
spread transform into an Euclidean matrix, such that the clustering is not longer re-
alized on the original data (Hathaway and Bezdek 1994). Other approaches use the
Dempster-Shafer theory of belief functions (or evidence theory) to determine a basic
belief assignment (or mass function) to each object, such that the degree of conflicts
between the masses given to any two objects reflects their dissimilarity (Denoeux
and Masson 2004, Masson and Denoeux 2008).
In section 3.2 two fuzzy median clustering algorithms are presented. In section
3.2.1 the Fuzzy c-Means algorithm is extended to work with general dissimilarity
data. Based on the idea of median clustering the prototypes are restricted to be data
points itself. In this way the work of HATHAWAY & BEZDEK is continued by com-
bining the Fuzzy c-Means with methodology introduced for crisp median clustering
(Cottrell et al. 2006).
Another very powerful clustering algorithm based on similarities only is Affinity
Propagation as proposed by FREY & DUECK (Frey and Dueck 2007). Yet, contrary
to the Median Fuzzy c-Means the conditions of symmetry and completeness of the
(dis)similarity matrix are relaxed. In section 3.2.2 a fuzzy interpretation of the algo-
rithm is presented.
The in the following proposed algorithms are investigated by applying them to
an artificial and a real world data set. The obtained cluster solutions are evaluated
by different cluster validation methods (see also section 2.4).
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3.1 Relevance clustering with Fuzzy c-Means
The Fuzzy c-Means algorithm (FCM) is a popular and well known prototype based
clustering method. Based on distances – or more general on dissimilarity measures
– the prototypes are positioned as close to the cluster centers as possible. Usually all
the components of the input vectors are treated equally, independent of their contri-
bution to the clustering. Inspired be thework of ARNONKIJPANICH (Arnonkijpanich
et al. 2010), in this section an extension of the FCM algorithm is presented. This vari-
ant incorporates a relevance parameter, which models the weighting of the input
dimensions and is adapted with each update step, emphasizing those dimensions
with less influence on the clustering. E. g. if some of the vector components of
several data samples lie close together and are difficult to differentiate, the separa-
bility of the clusters is improved, if these dimensions are accentuated. The proposed
algorithm is called Relevance Fuzzy c-Means (R-FCM).
This is contrary to supervised relevance learning, where less relevant vector
components are identified and neglected, which reduces the number of input di-
mensions (Hammer and Villmann 2002). To avoid confusion, in the following the
term relevance clustering will be used to adress unsupervised clustering methods
with weighting of input dimensions and relevance learning will be reserved for su-
pervised classification with relevance determination.
As mentioned before, commonly, for FCM clustering the Euclidean distance is
employed. Yet, the FCM algorithm works with any dissimilarity measure, possibly
in different algorithmic realizations. Replacing the Euclidean distance by a diver-
gence, the algorithm can be applied for the clustering of functional data. While for
Euclidean vectors the vector dimensions are treated independently, for functional
data the vector components are spatially correlated and each vector is a discrete
representation of a (continuous) mathematical function, i. e. each input vector v is a
representation of the function v(x). Usually, these functional vectors are very high-
dimensional like for example spectral data or histograms. Assuming these functions
to be positive with finite L1-norm, for certain applications the use of a (generalized)
divergence, which takes the functional character of the data into account, would
be more appropriate to evaluate the dissimilarity than a metric distance measure
(Villmann and Haase 2011, Mwebaze et al. 2011).
In this section the FCM algorithm is remodelled to support relevance clustering
and it is demonstrated how the distance function of this modified FCM can easily
be replaced by non-metric distance measures like divergences. Selected examples
demonstrate an improved clustering in terms of separation and compactness and
show that depending on the chosen distance measure the shape of the relevance
profile varies.
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3.1.1 Incorporating a relevance parameter into FCM
The proposed extension of FCM for relevance clustering relies on a scaled distance
measure. The d-dimensional relevance parameter, which scales the dimensions of
the input vectors, is denoted as λ ∈ Rd. According to HAMMER & VILLMANN
(Hammer and Villmann 2002) the constraints λk > 0 and
∑d
k=1 λk = 1 are valid
and λ itself has to be subject to optimization. Since the relevance parameter λ is
a scaling factor and directly affiliated with the data points and prototypes, it has
influence on the metric, which now in the mathematical sense reduces to a mere
dissimilarity. For example, analogously to eq. (2.78), λ can be incorporated into the
squared Euclidean distance which results in
dλEuclid(v,w) = (λ ◦ (v −w))
2
= (λ ◦ v − λ ◦w)2 (3.1)
where λ ◦v and λ ◦w are Hadamard products, denoting the element-wise multipli-
cation of two same sized vectors. Refer also to section 2.3.1.
Applying the scaled Euclidean distance, the FCM cost function as defined in eq.







m · dλEuclid(vi,wj). (3.2)



















remains unaffected by the modified distance measure.
For the adaption of the relevance parameter λ an additional update step has to
be added to the FCM algorithm. While the standard FCM consists of two alternat-
ing update steps, relevance clustering requires a third update step for the relevance
update. The rule therefore can be obtained by stochastic gradient descend learn-
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where ε is the learning rate and 1 ≤ k ≤ d. During the adaption the constraints for


















Since for the FCM update the metric is assumed to be fixed, the adaption of λ
has to be performed in an adiabatic manner, to allow the optimization process to
follow the drift (Kato 1950). This adiabatic behaviour can be realized by very small
learning rates ε.
3.1.2 Divergences as dissimilarity measures









simply by replacing the distance d(vi,wj) by the divergence D(vi||wj). This re-
placement is justified in section 2.3.2, where the properties of divergences are com-
pared to the metric axioms and it is concluded, that divergences can be used as
dissimilarity measures.
The substition can analogously be transfered to the idea of relevance clustering
with FCM. The divergenceDλ incorporates the relevance parameter λ by weighting
the data as well as the prototypes by λ applying the Hadamard product:
Dλ(v||w) = D(λ ◦ v||λ ◦w). (3.8)
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Algorithm 3.1.1 – Relevance Fuzzy c-Means (R-FCM)
1. Initialize all components of λ with 1/d
2. Initialize the prototypes wj randomly
3. Calculate the fuzzy cluster assignment uij
4. Perform FCM learning
(a) Update fuzzy assignments uij with fixed prototypes wj











(b) Update prototypes wj with fixed fuzzy assignments uij









(c) Repeat steps (a) – (c) for a fixed number of iterations, until
convergence or manual stop










6. Repeat steps 4. – 6. for a fixed number of iterations, until
convergence or manual stop
Updating the relevance parameter by stochastic gradient descent the derivatives
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This general function depending on a divergenceDλ(v ‖ w) can easily be adapted
to a special divergence, e. g. Kullback–Leibler or Rényi divergence. In section 2.3.2
several divergences from the three divergence families
(i) Bregman-divergences
(ii) Csiszár’s f -divergences
(iii) γ-divergences
according to CICHOCKI ET AL. (Cichocki and Amari 2010, Cichocki et al. 2009) were
introduced.
To use divergences as distance measures, it is assumed that the parameters v and
w are densities, i. e. vk, wk ≥ 0 and
∑d
k=1 vk = 1 and
∑d
k=1 wk = 1. By weighting
v and w by λ, λ ◦ v and λ ◦ w are no longer densities, but still positive measures.
Since the positivity of v can be taken as granted and the positivity of w is assured
by (2.29), for this kind of data generalized divergences can be used.
In the following their respective derivatives incorporating the relevance param-
eter λ are given. An extensive overview can be found in (Villmann and Haase 2011).
Generalized Kullback–Leibler divergence
For example, consider the generalized Kullback–Leibler divergence DKL(v||w),
which can be assigned to any divergence class considering some special cases as
discussed in section 2.3.2. Taking the relevance λ into account, the formula and












(λkvk − λkwk) (3.11)
∂DλKL(v||w)
∂λk





− vk + wk (3.12)
η-divergence (i)
Analogously, the η-divergence as a representative of the class of Bregman–di-
vergences according to CICHOCKI ET AL. (Cichocki and Amari 2010, Cichocki et al.
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k + (η − 1) · λkw
η










k (vkη + (1− η)wk)
)
(3.14)
This divergence is for η = 2 equivalent with the Euclidean distance and for η → 1 it
approximates the Kullback–Leibler divergence.
Generalized Rényi divergence (ii)
The respective formulas for the generalized Rényi divergence from the class of





































The Rényi divergence approximates for the special case of α → 1 the Kullback–
Leibler divergence.
γ-divergence (iii)
The γ-divergence, which is for positive measures very robust with respect to
outliers, was proposed by FUJISAWA & EGUCHI (Fujisawa and Eguchi 2008). The
respective formulas for relevance learning are:










































For γ = 1 the Cauchy–Schwarz divergence is obtained (Principe et al. 2000).
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3.1.3 Proof of concept
Two very basic studies were designed to examine the effect of the adaption of the
relevance parameter. Although this is not a formal proof, it will illustrate the con-
cept behind the idea of relevance clustering.
Gaussian distributions
The first artificial data set consists of three two-dimensional Gaussian distributions
with varying variance and about 200 data points each. The centers of these distri-
butions are located at (2, 2), (6, 2) and (4, 6). After applying the R-FCM algorithm
with three randomly initialized prototypes the relevance parameter changes from
λ(0) = [0.50, 0.50] to λ(250) = [0.16, 0.84] after 250 R-FCM update steps. The differ-
ence between λ(0) and λ(250) implies a compression along the x–axis and a stretch
along the y–axis. Fig. 3.1 depicts this changeover by scaling the dimensions one
after the other.
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Figure 3.1: Influence of the relevance parameter on three two–dimensional Gaussian distri-
butions. Weighting dimension 1 compresses the data along the x–axis and weighting dimen-
sion 2 stretches the data along the y–axis. These actions result in improved values of selected
validation measures.
In section 2.4.1 different cluster validity indexes based on compactness and separa-
tion are described 1. Applying those to compare the cluster solutions with and with-
out relevance parameter update shows a clear improvement. As depicted in Tab. 3.1
1Note, that the actual purpose of these validation measures is to obtain the optimal number of clusters
assuming that each cluster is represented by exactly one prototype. Employing these indexes to demon-
strate the improvement achieved by adapting the relevance parameter does onlymake sense if the correct
number of prototypes is used.
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the values for the three indexes Partition Entropy, Xie–Beni–Index, and Fukuyama–





Table 3.1: Value of Partition Entropy (PE), Xie–Beni–Index (XB), and Fukuyama–Sugeno–
Index (FS) without relevance parameter adaption (column λ(0)) and after 250 relevance pa-
rameter update steps (column λ(250)). As expected their values descrease.
Functionals
The second artificial example consists of only three arbitrary chosen functionals,
whose values are well separable at the boundaries of the range and lie closer to-
gether in the middle. Weighting these functionals by the relevance parameter λ =
[0.075, 0.220, 0.220, 0.219, 0.218, 0.048] results in the plot depicted in Fig. 3.2. Now
the distances between the values at the distinct measure points are evenly separable.
Performing a FCM clustering on this kind of weighted data, all dimensions respec-
tively measure points will equally be taken into account and not just those, which
show the most distinct difference.
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Figure 3.2: Influence of the relevance parameter λ = [0.075, 0.220, 0.220, 0.219, 0.218, 0.048]
on the arbitrary artificial functionals (left) resulting in a more evenly spacing of the curves at
the measure points (right).
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3.1.4 Real world example – remote sensing data
To illustrate the R-FCM algorithm on a real life data set an example from the biolog-
ical field is chosen. The Flightline C1 (FLC1) (Landgrebe 2003) remote sensing data
was collected by an airborne multi-spectral scanner (MSS) while overflying an agri-
cultural area in the southern part of Tippicanoe County, Indiana. The data consists
of 11451 spectra in the range of 0.4 to 2.4 µm. Within this range 12 measures were
taken at measure points with varying band widths as indicated in Tab. 3.2. The
collected data was assigned to 10 ground cover classes like corn, soybeans, wheat,
and others, yet this information was not used for the clustering.
Band # Wavelength in µm
1 0.40 - 0.44 (0.42)
2 0.44 - 0.46 (0.45)
3 0.46 - 0.48 (0.47)
4 0.48 - 0.50 (0.49)
5 0.50 - 0.52 (0.51)
6 0.52 - 0.55 (0.53)
7 0.55 - 0.58 (0.56)
8 0.58 - 0.62 (0.60)
9 0.62 - 0.66 (0.64)
10 0.66 - 0.72 (0.69)
11 0.72 - 0.80 (0.76)
12 0.80 - 1.00 (0.90)
Table 3.2: Wavelength ranges of the spectral bands. Values used for the plots are indicated in
parenthesis. (Landgrebe 2003)
For the evaluation of the algorithm a number of distance measures respectively
divergences have been selected: Euclidian distance (for means of comparibility),
Kullback–Leibler divergence, Rényi divergence, Cauchy–Schwarz divergence, and
Gamma divergence (with γ = 0.5). Randomly 10 prototypes were chosen according
to the number of known classes. For means of comparability always the same pro-
totype initializations were used. The initial relevance parameter learning rate was
set to 0.001 and per adaption step only 10% of the data samples were considered
in order to achieve an adiabatic drift in the optimization process. After executing
the known FCM clustering consisting of alternating prototype and assignment up-
date steps, the relevance adaptation step was carried out. Depending on the chosen
distance measure a total of 100 to 1000 runs proved to be necessary.
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The obtained relevance parameters are plottet in Fig. 3.3. The profiles indicate
an emphasis on the lower spectral bands, i. e. if the influence of these bands (input
dimensions) is increased during learning, the clustering results will be improved.
Remarkable are the relevance profiles for the Kullback–Leibler and the Rényi diver-























Figure 3.3: Spectra of the FLC1 data set (upper part) and relevance profiles (lower) obtained
for selected distance measures (lower part).
After completed clustering and the adaption of the relevance parameter the Par-
tition Entropy (Bezdek 1974b, Bezdek 1974a), the Fukuyama–Sugeno–Index (Fukuyama
and Sugeno 1989), and the Xie–Beni–Index (Xie and Beni 1991, Pal and Bezdek 1995)
were calculated. These cluster validity indexes are described in detail in section
2.4.1. All three measures show the expected behavior, i. e. they decrease after the
successful adaption of the relevance parameter indicating an improved clustering in
terms of compactness and separation. Detailed results listing the index values with
and without relevance adaption can be found in Tab. 3.3.
The impact of the relevance parameter on the data is depicted in Fig. 3.4. The
upper part of the figure is a plot of the relvance obtained by R-FCM clustering using
the Rényi divergence. The lower part shows the spectral response lines weighted
by the relevance. This view of the data reveals details in the structure of the lower
bands, which are not distinguishible in the plot of the original data. Plots of the
weighted spectral bands obtained for the other above mentioned divergences look
similar.
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Idx Euclid Rényi Kull.-Leib. γ-Div.(γ=0.5) γ-Div.(γ=1.0)
Cauchy-Schw.
PE 2.3026 2.3026 2.3026 2.3026 2.3026
1.6516 1.4923 1.5492 1.4905 0.6474
FS 0.3392 255.0732 47.8509 464.2801 289.6427
0.0355 4.1854 1.8236 5.7332 8.6354
XB 0.0107 0.0195 0.0126 0.0224 0.0110
0.0054 0.0052 0.0052 0.0159 6.70e-04
Table 3.3: Validity index measures for the Remote Sensing FLC1 data set without (1st en-
try) and with (2nd entry) relevance parameter adaptation. A lower value indicates a better
clustering in terms of separation and compactness.


























Figure 3.4: Relevance profiles obtained using Renyi divergence and scaled spectra of the
FLC1 data set.
In Fig. 3.5 the prototypes are plotted on the dimmed response lines of the origi-
nal unweighted data. It can be observed that these prototypes arewell spread and are
covering the complete range of the values (excluding some outliers). Selecting ran-
domly four prototypes and plotting them together with the original data weighted
according to their assigment to the respective prototype shows an intuitively good
clustering.
Plotting the clusters as 2D colored maps (see Fig. 3.8) and comparing these plots
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Figure 3.5: Prototypes (black) obtained for the FLC1 data set (light gray) using Renyi diver-
gence.
































































Figure 3.6: Four prototypes obtained for the FLC1 data and their receptive fields (spectral
lines dimmed according to their assignment).
with the aerial view and the original labeled data set 3.7 shows significant agree-
ments between the cluster results and the class labels of different agricultural fields,
i.e. the ten extracted clusters correspond with the ten known classes. Exemplar-
ily the plots for the clusters showing significant agreements with the classes for
"wheat", "oats", and "bare soil" are depicted. The intensity of the pixel colors in-
dicates the assignment strength of each pixel to the specific cluster.
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Figure 3.7: FLC1 data set. left: aerial view with marked training areas. center: colored
"ground truth" map. right: extracted training sections. (Landgrebe 2003)
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Figure 3.8: Three selected clusters out of a total of 10 (corresponding to the 10 prototypes).
Each cluster is presented separately. The intensity of the colors indicates the strength of the
fuzzy assignments for each single data point to the respective cluster. Based on the agreement
with the training areas (see Fig. 3.7) and their class labels the clusters can be matched with
the classes "wheat", "oats", and "bare soil".
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3.1.5 Conclusion
The FCM algorithm is a widely known clustering method. Commonly it is used
with the Euclidean distance as dissimilarity measure. In this chapter it is demon-
strated, that divergences like Rényi divergence, Kullback–Leibler divergence, and
γ-divergence might be used as well. These are especially applicable for functional
data. Appropriate update rules for the protoypes are derived.
Further, it is demonstrated how the relevance parameter can be learned. This
implies, that the metric is no longer fixed and can be modulated to improve the
representation of the data. This way more accurate cluster solutions in terms of
compactness and separation are obtained. The improved algorithm is called R-FCM,
where the R stands for relevance.
The performance of the improved method is demonstrated on a real life data set.
3.2 Fuzzy median clustering
Median clustering algorithms group data based on similarities respectively dissimi-
larities between the objects, which are not required to be embedded in the Euclidean
space. Merely the similarities between the objects, obtained by some kind of dis-
tance measure, have to be known. Since the resulting prototypes cannot be posi-
tioned inbetween the data objects, they are restricted to be data points by them-
selves.
In the first part of this section the Median Fuzzy c-Means (M-FCM) is derived by
merging the standard Fuzzy c-Means (FCM) (Dunn 1973, Bezdek 1980) and the Me-
dian c-Means (M-CM) (Bezdek 1981), see also sections 2.1.5 and 2.1.6 respectively.
The dissimilarities have to be supplied in a matrix, which is required to be symmet-
ric and complete. The resulting M-FCM allows fuzzy assignments of the objects to
the cluster prototypes.
Another very powerfulf clustering algorithm is Affinity Propagation (AP) pro-
posed by FREY & DUECK (Frey and Dueck 2007), which is a message passing clus-
tering algorithm based on the max–sum–algorithm optimization for factor graphs
(Pearl 1988), see also section 2.1.7. Contrary to the Median Fuzzy c-Means (M-FCM)
the conditions of similarity and completeness of the (dis)similarity matrix are re-
laxed. In the second part of this section a probabilistic interpretation of the algo-
rithm, which allows to derive fuzzy clusterings, is provided. In the following this
AP variant is referred to as Fuzzy Affinity Propagation (FAP).
The last two subsections provide two examples — an artificial and a real life
example — to illustrate the performance of the proposed algorithms.
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3.2.1 Median Fuzzy c-Means
In complete analogy to FCM and M-CM (refer to sections 2.1.5 and 2.1.6) the Me-
dian Fuzzy c-Means (M-FCM) algorithm performs a two-step iteration scheme of









m · d(vi,wj) (3.19)
which is the same as for FCM (2.27) apart from the fact that now the distances
d(vi,wj) may be arbitrary dissimilarities as for M-CM. Since these dissimilarities
might violate the triangle inequality, the prototypes are restricted to be data points
by themselves as it is known from the M-CM. Therefore d(vi,wj) = d(vi,vJ(j)),
where J(j) complies to the mapping introduced in eq. (2.34).
Analogously to most c-Means variants the update of the prototypes and assign-
ments is performed according to an alternating optimization scheme. Note, that
the assigment update (3.20) is structurally identical with the FCM assignment up-
date (2.28) and obtained in complete analogy to the derivation described in (Bezdek
1981). For the prototype update it has to be paid attention to the fact, that the proto-
types are bound to be data points by themselves. Therefore, the update ist obtained
according to that of M-CM (2.38).
Proof of convergence
The convergence of the M-FCM algorithm can be shown using the same arguments
as for the convergence proof of median neural gas (Cottrell et al. 2006): Take the
assignments uj(vi) as functions of the set W of all prototypes uj(W ) and assume
that for givenW the determination of the assignments uj(vi) is unique (may be after
definition of ordering in case of ties). Because of the discrete nature of the objects
the assignments are a subset of some discrete set K. If the assignments are fixed,
choice (2.38) is optimum at least for the continuous case except zero-sets and for the
median variant we can assume uniqueness by introducing an order. Nowwe define
the function









with f1(uj(W )) = (uj(W ))m and f
ij
2 (W
′) = d(vi, wj). Hence, EM−FCM (W ) =
Q(W,W ). Assume for given prototypes W , new prototypes W ′ are derived by
the above rule (2.38) based on the assignments uj(W ). Then EM−FCM (W ′) =
Q(W ′,W ′). On the one hand side Q(W ′,W ′) ≤ Q(W ′,W ) is valid, because uj(W ′)
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Algorithm 3.2.1 – Median Fuzzy c-Means
1. Select random data points vJ(j) as initial prototypes wj
2. Update fuzzy cluster assignments uij with fixed









3. Update prototypes wj with fixed fuzzy
assignments uij according to eq. (2.38) as known from M–CM








4. Repeat steps 2. and 3. until convergence or manual stop
are assumed to be optimum in EM−FCM for W ′. This assumption is valid since
they are determined according to the derivatives of the recpective Lagrangian of the
cost function, which is the same as for FCM given by (2.30), despite the restrictive
setting for the prototypes. On the other hand, Q(W ′,W ′) ≤ Q(W,W ) holds because
W ′ are optimum choices for given uj(W ). Thus, EM−FCM (W ′)−EM−FCM (W ) ≤ 0
and, therefore, EM−FCM is decreased at each step of the algorithm. Since there is a
finite number of different values uj(vi) the M-FCM algorithm converges in a finite
number of steps.
3.2.2 Fuzzy interpretation of Affinity Propagation
Affinity Propagation – introduced by FREY & DUECK (Frey and Dueck 2007), see
also section 2.1.7, – can be seen as an exemplar-dependent probability model, where
the given similarities s(i, k) between NV data points vi, vk ∈ NV (potential exem-
plars) are identified as log-likelihoods of the probability that the data points assume
each other as prototypes. More specific, the similaritites s(i, k) between the data
points vi and vk may be interpreted as log-likelihoods. Therefore, the cost function









where the mapping function I(j) : NV → NV defines the prototypes for each data
point and with the penalty function (2.43)
δj(I) =
 −∞ if ∃j, k I(j) 6= j, I(k) = j0 otherwise





P (i, I(i)) · P (I)
)
(3.21)
with P (i, I(i)) as the probability that I(i) is the prototype for vi and P (I) is the
probability that this assignment is valid. Note, that normalization does not affect
the solution.
To obtain a fuzzy interpretation of the clustering, assume that an exemplar set
IP ⊂ NV has emerged, i. e. the prototypes are known. For each data point vi, vk ∈ IP
a cluster probability P (i, k) = 0 iff i 6= k and P (i, i) = 1 can be defined. According
to FREY & DUECK (Frey and Dueck 2007) the responsibilities r(i, k) measuring the
degree, to which data point vk ∈ IP is suitable to be the prototype for data point vi,
can be taken as log-probability ratios. To ensure a probability description of cluster
assignments the normalized responsibilities for non-prototypes are introduced as
r̂(i, k) = C
r(i, k)−maxi|vi /∈IP {r(i, k)}
maxi|vi /∈IP {r(i, k)} −mini|vi /∈IP {r(i, k)}
(3.22)
If the normalization constant C is chosen appropriately based on the variance of
r(i, k), the probabilities for themapping of the data points vi onto a cluster prototype
vj can now be defined by
P (i, j) = er̂(i,j), P (i, j) ∈ [0, 1]. (3.23)
This definition of P (i, j) is compliant with the log-ratio interpretation of the respon-
sibilities r(i, j) and can be interpreted as fuzzy cluster assignments. A probabilistic
clustering can be obtained by subsequent normalization of P (i, j).
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3.2.3 Artificial example – overlapping Gaussian distributions
The data sets for this first experiment are created from five overlapping Gaussian
distributions. These data sets are used to demonstrate the performance of the Me-
dian Fuzzy c-Means (M-FCM) and the fuzzy interpretation of Affinity Propagation
(FAP) in comparison to other algorithms: Median c-Means (M-CM), Median Neu-
ral Gas (MNG) and standard Fuzzy c-Means (FCM). Two different settings were
used: in the first setting there is a substantial overlap whereas for the second run
the Gaussians are separated more clearly, see Fig. 3.2.3 and 3.11.
The centers of the Gaussians are located at (5, 4), (11, 4), (13, 10), (8, 10), and
(3, 10). Each distribution consists of 100 data points and the variance within the
respective clusters is set to 1.5 for the overlapping data set and to 1.0 for the well
separated data set.
Figure 3.9: Artificial data set consisting of 5 overlapping Gaussian distributions with 100 data
points each and a variance of 1.5. On top the original data set used for the experiments and
below the fuzzy clustering obtained by M-FCM (left) and FAP (right).
For the M-FCM five prototypes were randomly initialized and the fuzziness pa-
rameter m was set to m = 2. Several runs with different prototype initializations
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have been performed.
The initialization of the preferences for the FAP, which coincide with the initial
values for s(i, i) (see section 2.1.7), had been chosen appropriatly, since these prefer-
ences indirectly influence the number of obtained clusters and it is important, that
the cluster count for all algorithms matches due to the Kappa value (see section
2.4.3) which was applied to measure the accordance between the cluster distribu-
tions of two or more algorithms and which can only be used for solutions where the
number of clusters is identical.
For the overlapping data set the results of various M-FCM runs varied only
slightly. Therefore the result of an arbitrary run was selected by chance to evalu-
ate the performance of M-FCM. For FAP only one relevant run could be perfomed.
Runs conducted after changing the initial settings, i. e. the preferences, resulted in
different cluster numbers and had to be discarded due to evaluation requirements.
Additionally, standard FCM based on the original vectorial data, M-CM and
MNG were applied. The latter two are crisp clustering algorithms and MNG is
known to be a robust variant of M-CM (Cottrell et al. 2006).
The resulting prototypes of all the applied algorithms are very close , see Fig.
3.10. The fuzzy cluster assignments for M-FCM and FAP are depicted in Fig. 3.2.3.
The agreement between the cluster solutions is also reflected by the pairwise com-
parisons in terms of fuzzy Cohen’s Kappa κˆC (refer to section 2.4.3) as given in Table
3.4.
Figure 3.10: Prototypes for the overlapping data set: ∗ M-FCM, ⋄ FAP,  M-CM, ⋆ FCM,
◦MNG. The positions of the prototypes are almost identical.
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M-FCM FAP FCM M-CM MNG
M-FCM — 0.84 0.81 0.75 0.73
FAP 0.84 — 0.70 0.64 0.64
FCM 0.81 0.70 — 0.93 0.93
M-CM 0.75 0.64 0.93 — 1.00
MNG 0.73 0.64 0.93 1.00 —
Table 3.4: Fuzzy Cohen’s Kappa κˆC obtained by comparing different cluster algorithms for
the overlapping data set with each other. Moderate to substantial agreements according to
Tab. 2.1 can be observed between fuzzy algorithms.
It can be observed that FAP and M-FCM show small systematic deviations from
the other algorithms due to their weak assumptions and their great flexibility for
assignments (fuzzy). Otherwise, exact identical cluster solution are found by MNG
and M-CM which yields a Cohen’s Kappa value of κˆC = 1.00. The multiple com-
parison of the fuzzy cluster algorithmsM-FCM, FAP, and FCM gives a Fleiss’ Kappa
κˆF = 0.74 (see also section 2.4.3), which also refers to a high overall agreement.
Yet, it should be mentioned at this point that the comparison of agreements does
not tell anything about accuracy. It only judges the agreement of different methods.
However, because the three other methods—M-CM,MNG, and FCM—are already
evaluated to deliver good clustering results for several applications in different ar-
eas, it can be concluded that M-FCM and FAP will probably do well, too. Thereby,
again, it has to be taken into account that a comparison of crisp and fuzzy methods
using κˆC or/and κˆF necessarily results in lower values than the comparison among
crisp or fuzzymethods separately, because the degree of freedom of the assignments
is different.
If the Gaussians are separated more clearly as depicted in Fig. 3.11, the assign-
ments of the clusters become crisper and M-FCM and FAP tend to get stuck in local
minima depending on the initialization. This property is also known from M-CM
and can be reduced by the introduction of neighborhood cooperativeness between
the prototypes as it is realized in the MNG approach. But the effect is not vanish-
ing (Cottrell et al. 2006). Hence, this behavior can be seen as a consequence of the
median restriction of the prototypes and should not be addressed to the introduced
fuzziness in M-CM and FAP.
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Figure 3.11: Artificial data set consisting of 5 well separated Gaussian distributions with 100
data points each and a variance of 1.0. Top left: original data set used for the experiments.
Top right:s cluster solution obtained by FAP. Bottom: two different fuzzy clusterings obtained
by M-FCM for different prototype initializations.
3.2.4 Real world example – psychological therapy transcripts
The real life data set is from the medical field and consists of a series of psycholog-
ical therapy session transcripts. These text documents contain the exact wording of
the dialogs between the psychotherapist and the patient together with some addi-
tional annotations concerning the mood of the patient. Each session lasted about 45
minutes and the data set covers 35 sessions of one and the same patient and thera-
pist.
To cluster the data the Normalized Compression Distance NCD (2.87) (see sec-
tion 2.3.4) based on the Kolmogorov complexity was used to generate a dissimilarity
matrix DDis. Yet since FAP requires a similarity matrix, DDis was transformed to
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a similarity matrix DSim according to DSimx,y = 1 − D
Dis
x,y . The resulting matrix is
complete, but due to the nature of NCD not symmetric. To be able to use M-FCM
for cross-validation, the matrix elements describing the same pair were replaced by
their means, i. e. (Dx,y +Dy,x)/2. For further considerations only the symmetrized
matrixes were used, see also Fig. 3.12.
A psychological therapy is often a two phase transition process. In order to cap-
ture this process in the clustering, two prototypes were provided for M-FCM. For
FAP the initial preferences s(i, i) have to be set to s(i, i) = 2 ·min(s(i, k)) to prompt
two exemplars to emerge. For means of comparison also a crisp clustering is gener-
ated using MCM. The respective resulting clusters are depicted in Fig. 3.12, where
the cluster assignments are represented by a color transition from magenta (phase
1) to cyan (phase 2).
It can clearly by observed that there is a smooth phase transition around session
17 indicating a break through in the therapy. This observation is also manifested by
considering the NCD dissimilarity matrix and by clinical findings (Villmann et al.
2008, Villmann et al. 2010).
Figure 3.12: Visualization of the clustering results for the psychotherapy session verbatim
protocols. Left: the cluster results for MCM, M-FCM and FAP. The fuzzy assignment is coded
in a blue−magenta color range. Pure color indicates a clear cluster decision according to the
reference whereas color shades stand for uncertain decisions. A nice agreement can be ob-
served. The sessions acting as prototypes for M-FCM are indicated by arrows on the left. The
transition from phase 1 (magenta) to phase 2 (blue) around session 17 can be clearly detected.
Right: dissimilarity matrix. The vertical as well as the horizontal ordering is according to the
session number.
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Additionally to the visual inspection also the Kappa value as described in section
2.4.3 was calculated. Fuzzy Fleiss’ Kappa κ̂F , measuring the inter-rater agreement
of more than two classifiers, yields κ̂F = 0.25234 indicating a fair agreement be-
tween the cluster solutions obtained by M-CM, M-FCM, and FAP. This relative low
overall agreement is mainly attributed to the great deviations of the fuzzy assign-
ments in comparison to the crisp decision caused by M-CM. The pairwise agree-
ment by Cohen’s Kappa κ̂C between the two fuzzy approaches FAP and M-FCM
is κ̂C = 0.44918 and can be interpreted as a moderate agreement, which is rather
high in the field of statistical comparison of verbal items in psychotherapy (Albani
et al. 2002).
The surprising side-effect of clustering narrative data of psychotherapy sessions
is that obviously the psychotherapy verbatim protocols contain much structural text
information about the behavior or the behavioral disparity in different stages of the
therapy. As mentioned above, the soft phase transition around session 17 occurs in
concordance with clinical findings, where several psycho-physiological parameters
were investigated. Therefore different measures like the patients blood pressure,
heart rate, and skin resistance were taken during the therapy session. The analy-
sis of those parameters yields a similar soft phase transition, which is according to
(Villmann et al. 2003) triggered by the therapeutic interventions. Yet, those complex
investigations are very time consuming. Using therapy narratives offers a cheap
yet less accurate alternative which could be considered as a first step to analyze the
therapeutic process.
3.2.5 Conclusion
In the previous section two prototype based non-hierarchical fuzzy median clus-
tering algorithms are introduced. The first is the Median Fuzzy c-Means, which
is a combination of the known Fuzzy c-Means (Dunn 1973), see section 2.1.5, and
the Median c-Means (Bezdek 1981), see section 2.1.6. The other algorithm is an ex-
tension of Affinity Propagation (Frey and Dueck 2007), see section 2.1.7, where a
probabilistic interpretation is used to remodel the calculation of the responsibilities.
In this modified form they can be used for fuzzy membership assignments of the
data to the cluster centers respectively prototypes or exemplars.
Both algorithms have in common, that they can be applied to non-vectorial data
since they merely rely on similarities respectively dissimilarities between the data
samples. They are appropriate for many clustering tasks where non-metric data ob-
jects like texts, questionnaire lists, etc. have to be grouped as it is frequently the
case in social sciences, psychology or medical applications, where any metric as-
sumptions about the similarities cannot be assured. Thereby, the fuzzy assignments
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of the data to the cluster prototypes offer greater flexibility in comparison to crisp
median clustering approaches like M-CM or standard AP while keeping the easy
interpretability of prototype based clustering.
The (dis)similiarites between the data samples have to be provided, whereby
these should follow the common sense understanding of (dis)similarity (Pe˛kalska
and Duin 2005). Yet the requirements for the (dis)similarity matrixes vary: While
the dissimilarity matrix for M-FCM has to be complete and symmetric, there are no
restrictions put on the simmilaritymatrix for FAP. The prototypes of both algorithms
are restricted to be data points themselves, as it is common for median clustering
methods.
The M-FCM algorithm tends to get stuck in local minima such that several runs
have to be performed to obtain good performance. This behavior is known also
from the other median clustering approaches and can be addressed to the discrete
behavior of prototype adaptation, i. e. the change of a prototype connotes in prac-
tice that another data point serves as prototype and means a drastic change in the
configuration influencing heavily the cost function value. This could cause prob-
lems for sparse data sets, if the median variant does not offer sufficient flexibility for
prototype adaptation. This tendency could possibly be reduced, if M-FCM would
be further combined with the more stable variant of M-CM, the Median Neural Gas,
which has not been done yet and will addressed during further investigations. An-
other future link could be to integrate label information for semi-supervised cluster-
ing as it is also known for Median Neural Gas (Hammer et al. 2009).
In FAP the number of the clusters cannot be set directly. Instead, the optimal
number of exemplares emerges without further user interaction. To obtain a solu-
tion with a certain number of clusters, for example to compare the solution with a
cluster solution obtained by another algorithm, FAP has to be run several times with
varying settings for the preferences s(i, i) until the requested partitioning is reached.
The main disadvantages for both algorithms is the necessity to store and to han-
dle the complete dissimilarity matrix, which is with quadratic cost depending on
the number of data. Yet, this is not specific to M-FCM and FAP but rather to all
median approaches and could limit the applicability of the algorithms. Fortunately,
patch variants are proposed to solve this disadvantage for MNG (Alex et al. 2009)
and Relational FCM (Bezdek et al. 2006), which can easily be adopted for M-FCM.
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In this chapter several known classifiers are adapted to work with fuzzy labeled data. An
enhancement of the Soft Nearest Prototype Classifier introducing fuzzy labeled proto-
types is extended to handle uncertain data class assignments. Further, an advanced LVQ
method, namely Robust Soft LVQ which is based on parametrized probability estimates
for class and data distributions, is modified to handle fuzzy data labels and prototype as-
signments. For both the respective update rules are derived, for the RSLVQ variant also
considering the hyper parameter. In the experimental section the proposed algorithms
are applied on an artificial and a real life dataset using Fuzzy Cohen’s Kappa to compare
the results.
Theoretical considerations lead to the fuzzy variants of Neural Gas and Self Organizing
Maps, proposing two semi-supervised classifiers. For the Fuzzy Labeled Neural Gas
three different ways are derived to incorporate the additional class information. Further,
is is shown, that relevance learning can easily be included to improve the classification
accuracy.
Classification in machine learning is an algorithmic procedure, where given input
data is assigned to one (crisp) or more (fuzzy) known categories, also referred to
as classes. It is a supervised learning scheme since the training data is labeled, i.e˜.
the respective classes of the training data are known. This information is usually
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obtained with the help of some experts, who manually label the data. Well known
classifiers are Support Vector Machines (SVM), Decision Trees, andMulti-Layer Per-
ceptrons (MLP). Here the focus is laid on prototype based classification procedures,
i. e. each class is represented by one or more prototypes which are located within
the same metric space as the data samples.
Nearest Prototype Classification (NPC) (Kohonen 1995) is a method where a
set of class dependent prototypes is positioned to optimize the classification of the
data points according to their distances. After training, unlabeled data samples are
uniquely (crisp) assigned to the class of the closest protoype. A well known and
widely used learning scheme using Nearest Prototype Classification is the Learning
Vector Quantization (LVQ) as introduced by KOHONEN (Kohonen 1986). The orig-
inal version is the basis for a whole family of supervised learning algorithms like
LVQ 2.1 (Kohonen 1986), GLVQ (Sato and Yamada 1996) and GRLVQ (Hammer and
Villmann 2002) to name just a few. There are also further modified methods result-
ing in soft (fuzzy) classifications like SLVQ and RSLVQ by SEO & OBERMAYER (Seo
and Obermayer 2003).
SEO ET AL. also developed a soft version for the Nearest Prototype Classification
called SNPC which uses the Gaussian mixture approach to model soft assignments
of the data points to their representing prototypes (Seo et al. 2003). This method
utilizes stochastic gradient descent on a cost function incorporating the probability
density of the data points and can be interpreted as an annealed version of LVQ.
Yet all of the above mentioned algorithms have in common that they rely on
the major assumption that the training data and prototypes are uniquely associated
with one specific class. VILLMANN ET AL. established a new learning scheme called
FSNPC which is just as SNPC based on the Gaussian mixture model but utilizes
fuzzy prototype vectors (Villmann, Schleif and Hammer 2006). While SNPC pro-
totypes realize only a crisp classification because of their unique class dependence,
FSNPC prototypes are capable of representing overlapping classes which cannot be
described appropriately by crisp prototypes.
Yet still, the training data samples inherit crisp class assignments, i. e. each data
point for the training is known to belong to exactly one class. But in practice this
might not be a realistic assumption. For example, in medicine a patients disease
might not be uniquely classifiable to only one diagnosis and the medical doctor im-
plicitly makes probability assumptions about the true kind of illness. Or the iden-
tification of cancer or biological specimen based on tissue samples allows only a
diffuse classification. Sometimes the training data itself can only be obtained by in-
secure methods due to technical reasons, subjective evaluation procedures, additive
noise or missing information. Therefore, learning algorithms for prototype based
classifiers handling uncertain class assignments of the training data are required.
75
Note, that contrary to fuzzy clustering, where only the final assignments of the data
samples to the prototypes are fuzzy, fuzzy classification implies, that within the
dataset used to perform the training an amount of uncertainty is contained.
The current chapter is divided into two parts: supervised learning and semi-
supervised learning. In the first part, two classifiers based on fuzzy labeled training
data are presented. Section 4.1.1 introduces an extension of the FSNPC incorporat-
ing uncertainty of the training set. The learning scheme is based on a Gaussian mix-
turemodel and fuzzy prototypes. For the robust gradient based RSLVQ, whichmax-
imizes the likelihood ratio, a vectorial adaptation scheme for fuzzy labeled training
data is proposed in section 4.1.2.
Self-Organizing Maps (SOM) (Kohonen 1990) and Neural Gas (NG) (Martinetz
et al. 1993), described in detail in sections 2.1.3 and 2.1.4, are also prototype based
vector quantizers, but since theyworkwith unlabeled training data they can be used
for clustering only. Yet for both of them exist variants which incorporate class in-
formation in the training process and this way realize a semi-supervised learning.
These approaches range from Supervised NG (SNG) (Hammer et al. 2005) over sim-
ple post labeling for SOM (de Wouwer et al. 1996) to the well-known counterprop-
agation network (Hecht-Nielsen 1987, Hecht-Nielsen 1988). However, all of these
methods have in common, that the locations of the prototypes in the data space re-
main unchanged by the subsequent determination of the prototype labels. In section
4.2.1 an extension of the SOM is presented, where the positions of the prototypes are
explicitly influenced by the classification task. Further, the labels of the training data
are allowed to be fuzzy. And finally section 4.2.2 provides a modification of the NG.
By incorporating fuzzy class information in the learning process fuzzy classification
can be performed.
A further aspect is relevance learning. As mentioned before, commonly the
squared Euclidean distance is chosen to obtain the dissimilarity of data points and
prototypes. Yet, assuming a distance with an additional parameter emphasizing or
weakening particular input dimensions, it might be useful to adapt this relevance
parameter as well. Thereby, without almost no further expenses, an increased flex-
ibility of the model in combination with an improved interpretability of the results
will be gained. By learning the relevance parameter besides the prototypes and their
fuzzy labels further improvements with regard to flexibility and classification ability
can be achieved. In sections 4.2.1 and 4.2.2 this idea is picked up and the theoretical
aspects of relevance learning are considered. The learning rule is obtained by an op-
timization of the respective cost functions with respect to the relevance parameter.
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4.1 Supervised learning
In this section a variant of a Nearest Prototypes Classifier as well as an extension to
RSLVQ are proposed. Since both of them can be applied to fuzzy labeled data sets,
they are called F-FSNPC and FRSLVQ, where the F stands for fuzzy.
The abilities of the resulting algorithms are demonstrated on a two-dimensional
artificial data set consisting of two overlapping Gaussian distributions and on a real
world problem classifying barley grain tissue.
4.1.1 Classifying fuzzy labeled data with FSNPC
The FSNPC from the family of nearest neighbor classifiers was proposed by VILL-
MANN ET AL. (Villmann, Schleif and Hammer 2006) and is summarized in section
2.2.6. The main characeristic is its ability to generate fuzzy labeled prototypes based
on crisp class assignments of the training data. Given the fuzzy prototypes it is
possible to obtain probabilistic class assignments for unknown data points.
The here described extension F-FSNPC was first proposed in (Geweniger and
Villmann 2010) and also generates fuzzy prototypes, but contrary to FSNPC it takes
fuzzy class labels of the training data into account, i. e. a certain level of uncertainty
is implied within the data set itself. An appropriate learning scheme based on a
Gaussian mixture model has been developed to update the prototypes.
Cost function
To adapt the cost function of the F-FSNPC to fuzzy labeled training data, the crisp
class assignments ci of the data points viwere remodeled to aNC-dimensional prob-




i = 1 and c
k
i ≥ 0 where NC is the number of classes.
Hence, we consider a training data set S = {(vi, ci)}NVi=1 with fuzzy class assign-
ments ci. The function of the local costs eq. (2.69) now takes the proportionate class





P (j|vi)(ci − yj)
2 (4.1)
where (ci−yj)
2 is used as an abbreviation for (ci−yj)
T (ci−yj). Note, that for the
local cost yields lci ≤ 1, because ci and yj are both probabilistic class assignments.
The cost function (2.69), as the sum over the local costs of all the data points, will
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P (j|vi)(ci − yj)
2 (4.2)
Update rules
As usual, the F-FSNPC prototype update rules are obtained as stochastic gradient
descent of the cost function (4.2) with respect to the prototypes wj . It can be ob-
served, that the cost function differs from that of FSNPC (2.61) only by the now
fuzzy data assignments ci instead of the crisp assignments. However, as in FS-
NCP and SNPC these data class assignments do not depend on the prototypes wj .
Therefore, the update rules are not affected by this substitution. The update rules
for F-FSNPC are structurally the same as for FSNPC (2.68), but now the crisp data











The update rule for the fuzzy prototype labels yj is obtained in the samemanner.
Considering the stochastic gradient descent of the cost function (4.2) with respect to
yj yields
∆yj = −2P (j|vi)(ci − yj). (4.4)
In complete analogy to FSNPC in section 2.2.6, a window rule for the active
region for the prototype update can be derived. By setting T = P (j|v)((ci − yj)
2 −
lci) and using the Gaussian form (2.65) for P (j|v) the term T can be rewritten as
T = T0 ·Π(vi, ci,wj ,yj) with
T0 = ((ci − yj)
T (ci − yj))
2 − lc2i (4.5)
and











For the complete derivation of (4.5) and (4.6) refer to appendix 4.A. Obviously, lc2i ≤
1 because lci ≤ 1. Further, because all components of ci and yj are less or equal
to one and greater or equal to zero, (ci − yj)
T (ci − yj) ≤ K, where K is a data
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dependend constant. Hence, we have −K2 ≤ T0 ≤ K2 + 1. The absolute value of
T0 has to be significantly different from zero to have a valuable contribution to the
update. Therefore |T0| ≫ 0 defines a window rule as it is known from SNPC (Seo
et al. 2003) and LVQ (Kohonen 1986), see also sections 2.2.5 and 2.2.1.
4.1.2 Fuzzy Robust Soft LVQ
Robust Soft Learning Vector Quantization (RSLVQ) as proposed by SEO & OBER-
MAYER (Seo and Obermayer 2003) is a robust classification algorithm based on a
likelihood function incorporating probability densities, see section 2.2.4 for details.
Yet this algorithm is only applicable for crisp labeled training data. An extension
of this approach based on a vectorial adaption scheme for handling fuzzy labeled
training data is presented in this chapter. The focus is laid on the adaption of the
protoypes and the influence of fuzzy data assignments on the learning behaviour
in general. Further aspects, in particular hyper parameter learning, have been pre-
sented and discussed by SCHNEIDER (Schneider 2010).
After the theoretical analysis this section conludes with two experiments based
on an artificial data set and a real world problem.1
Cost function
The assumption of fuzzy labeled data points requires an adaption of the original
RSLVQ algorithm. The originally crisp class label ci for training data point vi be-





and cki ≥ 0. As for the RSLVQ, each prototype wj describes exactly one class. But
to be conform with the notation for the data points, the class membership of the





and ykj ≥ 0. The classification of untrained data is still based on the winner takes all
scheme (2.45). Taking the fuzzy class assignments of the data points into account,
the particular probability density p(vi, ci|W ) with crisp data labels ci specified in
equation (2.55) changes to






ykj · p(vi|j)P (j) (4.7)
where p(vi, ci|W ) now is the particular probability density that data point vi is gen-
erated by the mixture components referred to by ci. Thereby, due to the factor cki
1Special thanks to Petra Schneider for conducting the experiments.
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only a fraction of the sum of the respective probability densities is taken into ac-
count. The factor ykj ensures that only those prototypes are accounted for, which
actually are representatives for the respective class.





is the probability that data point vi is generated by any prototype. It is the sum over
all prototypes independent of matching class assignments and, therefore, does not
change.










Derivation of learning rules
In order to optimize the classification, the cost function (4.8) has to be maximized,
which can be done by a stochastic gradient ascent with respect to the parameter to
update (Robbins and Monro 1951).
Considering an universal parameter Θ with Θ 6= vi a general update rule (4.9)
can be derived:
∂ log p(vi,ci|W )p(vi|W )
∂Θj













A detailed description of the derivation process can be found in appendix 4.B. To
obtain the update rules for specific, cost function relevant parameters, Θj has to

















Pci(j|vi) is the assignment probability of vi to component j within class c(yj),
where c(yj) is a function yielding the index k of this vector component, for which
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ykj = 1 with k ∈ {1, . . . , NC}. I. e. c(yj) is the class assignment of prototype wj and
c
c(yj)
i the fuzzy class membership of data point vi to class class c(yj). P (j|vi) is the
assignment probability of vi to component j independent of the class membership.
Assuming the special case of a Gaussian mixture model with P (j) = 1/NP∀j,
the similarity function is set to f(vi,wj , σ2j ) =
d(vi,wj)
2σ2j
. Thereby, d(vi,wj) is the dis-
tance between data point vi and prototype wj , and K(j) a normalization constant
which can be set toK(j) = (2piσ2j )
(−N/2).
The original RSLVQ algorithm uses the squared Euclidean distance as dissimi-
larity measure. In the following the update rules for the prototypes wj and a hyper
parameter σ2j employing a general distance are derived. Afterwards the update
rules based on spezific distance measures are given.
Updating the prototypes w
To obtain the update rule for the prototypes the general parameter Θj in (4.9) has
to be replaced by the prototype wj :
∂ log p(vi,ci|W )p(vi|W )
∂wj













Since K(j) is independent of wj , the partial derivate ∂K(j)/∂wj evaluates to zero.













∂ log p(vi,ci|W )p(vi|W )
∂wj









The original crisp RSLVQ algorithm is based on the squared Euclidean distance.




(Pci(j|vi)− P (j|vi)) (vi −wj) (4.15)
for each prototype wj and with learning rate ε1 > 0. Yet, other metric distance
measures or divergences might be used as well. For example, the update rules based
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j − αvi − (1− α)wj
]) .
(4.17)
Updating the hyper parameter σ2
The hyper parameter update rule can be deduced by replacingΘj in (4.9) with σ2j :
∂ log p(vi,ci|W )p(vi|W )
∂σ2j
































and in combination with eq. (4.18) learning rule









is obtained. The parameter ε2 is the learning rate for the hyper parameter.
For the more general case of the global parameter σ2j = σ
2 being identical for









Further details concerning the hyper parameter and various aspects thereof can
be found in (Schneider 2010).
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4.1.3 Artificial example – overlapping Gaussian distributions
The data set consists of two spherical Gaussian clusters of equal variance in a two-
dimensional space. Each cluster consists of 1000 samples with their mean values
set to µ1 = [−1, 0] and µ2 = [1, 0]. Five different settings for the variance ϕ2 ∈
{0.1, 0.3, 0.5, 0.7, 1.0} are chosen. The class memberships c1i and c
2
i of sample vi
are defined depending on the first component v1i . For the region between the means
−1 ≤ v1i ≤ 1 a linear relationship was chosen, whereas data points v
1
i < −1 and
v1i > 1 outside of the overlap where assigned crisp, see also Fig. 4.1 (left). The value
v2i is irrelevant for the labeling.
F-FSNPC training For the analysis of F-FSNPC several runs with two prototypes
and varying variances have been performed. The initial class assignments of the
prototypes were set to 50% for each class. At each training step the prototypes
and their fuzzy class labels were updated. Note, that the prototypes are allowed
to switch their affiliation to the classes.
It can be observed, that contrary to FSNPC with crisp labeled training data, the
prototypes now behave differently. While during FSNPC training the prototypes
get positioned near the decision boundary, F-FSNPC tends to move them into those
regions of the data space, where there is a higher degree of classification agreement
within the data set, see Fig. 4.1 (right). The less fuzzy the labels of the data points,
the more attractive is this region to the prototypes.
Figure 4.1: Artificial data. Left: Two-dimensional Gaussian distributions with highlighted
fuzzy region between the centers. Right: Mean final prototype locations after F-FSNPC train-
ing with varying softness on data sets with ϕ2 = 0.3
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FRSLVQ training Considering FRSLVQ, the experiments are more complex, since
a further hyper parameter σ2 is taken into account. Therefore, the experiment is
split into three parts:
• learn one prototype per class with constant hyper parameter σ2
• optimize the hyper parameter σ2 with the prototypes being fixed in the cluster
centers
• learn hyper parameter σ2 and prototypes simultaneously
The findings are compared to identical experiments with RSLVQ. For the analysis,
the learning parameters are set to ε1 = 1 · 10−3 and ε2 = 5 · 10−5 · σ2(0) and the
fixed and initial values of the hyper parameter to σ2(0) ∈ {0.05, 0.15, 0.3}. The
prototypes are initialized close to the cluster means and training is continued for
500 epochs. Each experiment is performed on ten independent data sets.
Learning the prototypes with constant σ2 During FRSLVQ training with con-
stant σ2, the prototypes move away from each other; they move along the first axis
away from the cluster centers. The final distance ‖w1 −w2‖ depends on the value
of the hyper parameter and the cluster’s variance. Namely, the distance increases
with increasing softness and increasing variance ϕ2; though, the influence of ϕ2 is
comparably weak. These observations are depicted in Fig. 4.2. On the contrary,
the opposite effect is observed during RSLVQ training, i. e., the prototypes move in
the direction of the decision boundary; the distance between w1 and w2 decreases
during training. The prototypes saturate closer to the decision boundary the larger
ϕ2 and the smaller σ2, see Fig. 4.3.
Optimizing the hyper parameter with fixed prototypes The results of hyper
parameter learning with fixed prototypes are visualized in Fig. 4.4. FRSLVQ con-
verges to values very close to zero after only a small number of training epochs. On
the other hand, RSLVQ approaches the clusters’ variance. These observations hold
for both algorithms independent of the initialization σ2(0).
Simultaneous learning of prototypes and hyper parameter Concerning FRS-
LVQ, the simultaneous training of prototypes and hyper parameter initially shows
the same behavior as described above: the prototypes move away from each other
and the hyper parameter quickly converges to zero. However, the prototypes’ move-
ment is stopped, when σ2 reaches very small values. Hence, the distance between
the prototypes does not increase that extensively as observed in the experiments
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Figure 4.2: Artificial data. Left: Mean final prototype locations after FRSLVQ training with
varying softness on data sets with ϕ2 = 0.3. Right: Trajectories of first component of class
one prototype during FRSLVQ training on datasets with different cluster variance and equal
hyper parameter σ2 = 0.15.
Figure 4.3: Artificial data. Left: Mean final prototype locations after RSLVQ training with
varying σ2 on data sets with ϕ2 = 0.3. Right: Trajectories of first component of class one pro-
totype during RSLVQ training on datasets with different cluster variances and equal hyper
parameter σ2 = 0.15.
with constant σ2. The hyper parameter training in RSLVQ weakens the movement
of prototypes towards to decision boundary; σ2 reaches smaller values compared to
the experiments with fixed prototypes.
Comparing F-FSNPCwith FRSLVQ To compare the cluster solutions obtained by
F-FSNPC and FRSLVQ, Fuzzy Cohen’s Kappa κ̂F has been considered (Cohen 1960).
This index, described also in section 2.4.3, measures the agreement between two
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Figure 4.4: Artificial data. Mean evolution of the hyper parameter during training on datasets
with different cluster variances ϕ2 and constant prototypes fixed in the cluster centers. The
hyper parameter was always initialized with σ2(0) = 0.15. The plots are representative for
all tested σ2(0). Left: FRSLVQ-Training. Right: RSLVQ-Training.
classifiers. According to SACHS (Sachs 1992) the value of the index can be inter-
preted in terms of perfect agreement, substantial agreement, and so on up to agreement by
chance. Comparing the F-FSNPC cluster solutions with those obtained by FRSLVQ
with equivalent settings, frequently yields substantial agreements. The Kappa index
regarding the comparison of the clustering agreements with the original data, perfect
to substantial agreements are obtained. As expected, the index for the training data
was frequently higher than for the test data.
4.1.4 Real world example – barlay grain tissue sections
The real life data set is based on serial transverse sections of barley grains at differ-
ent developmental stages, see Fig. 4.5, and was used before in (Brüß et al. 2006) and
(Villmann et al. 2007). The classification task consists in the identification of 11 dif-
ferent tissue types like nuclear epidermis, transfer cell, and chlorophyll layer. The
classification of these samples was donemanually and especially for border tissue as
depicted in Fig. 4.5 (right) there was no distinct type identification possible. For this
reason, fuzzy class assignments are provided beside the crisp labeling. The samples
are described by means of 144 features and 4418 data points are available, about
half of them have fuzzy labels. The data set is randomly split into 3800 samples for
training and 618 for testing purposes.
Training For means of comparison the training was conducted for F-FSNPC and
FRSLVQ along with the crisp variants FSNPC and FRSLVQ. In all experiments, one
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Figure 4.5: Grain data set. Left: Example of a barley grain tissue sample. Right: Section with
uncertain class assigments.
prototype per class and for the LVQ variant a global hyper parameter are adapted
to the data. The learning rates are set to ε1 = 0.01 and ε2 = 5 ·10−4 ·σ2(0), where the
initial value of the hyper parameter is chosen as σ2(0) ∈ {0.5, 1.0, 2.0}. The training
is run for 200 epochs and to verify the results, the experiments are repeated on five
independent constellations of training set and test set.
The algorithms identify nearly the same prototypes as exemplarily depicted in
Fig. 4.6 for FRSLVQ and RSLVQ and the prototypes representing class 5. Also, the
learning process of the hyper parameter is almost identical comparing FRSLVQ and
RSLVQ. The observed differences are not as drastic as in the previous experiments.
The evolution of σ2 in the course of FRSLVQ and RSLVQ training for the different
initializations σ2(0) is depicted in Fig. 4.7. The curves yielded by the alternative
algorithms resemble to large extent, that σ2 increases slightly at the beginning of
training, but starts degrading after approximately 10 sweeps through the training
set. Finally the hyper parameter always converges to the same value, independent
of σ2(0). Yet it has to be noted, that the final value σ2(t) is slightly smaller after
FRSLVQ training; we observe σ2FRSLV Q(t) ≈ 0.9 and σ
2
RSLV Q(t) ≈ 1.3. Obviously,
the uncertainty in the class memberships induces smaller optimal values σ2.
Adding noise To verify this last assumption concerning the hyper parameter, the
fuzziness of the class labels is artificially increased by adding uniform noise of dif-




k = 1. The FRSLVQ training process is repeated with the same
learning parameters as before. As depicted in Fig. 4.8, σ2(t) approaches smaller
values with increasing noise level.
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Figure 4.6: Grain data set. Visualization of the class 5 prototypes obtained by FRSLVQ train-
ing (left) and RSLVQ training (right) in one training run.


































Figure 4.7: Grain data set. Mean evolution of the hyper parameter during training with
different initial settings σ2(0). Left: FRSLVQ training. Right: RSLVQ training.
Evaluation In order to evaluate the classification accuracy, Fuzzy Cohen’s Kappa
κ̂F as introduced in (Dou et al. 2007) and described in section 2.4.3 is computed.
The evolution of the coefficient κ̂F during FRSLVQ training on the original data set
is depicted in Fig. 4.9. It reaches κ̂trainFRSLV Q ≈ 0.83 which corresponds to perfect
agreement; the final value on the test data κ̂testFRSLV Q ≈ 0.78 implies substantial
agreement (Fig. 4.9, left). The additional noise in the class labeling clearly reduces
the algorithm’s performance. With the lowest noise level we applied in our testings,
both values κ̂trainFRSLV Q and κ̂
test
FRSLV Q degrade to only moderate agreement (Fig. 4.9,
right). Comparing F-FSNPC with FRSLVQ yields κ̂FRSLV QF−FSNPC ≈ 0.72.
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Figure 4.8: Grain data set. Mean evolution of the hyper parameter during FRSLVQ training
with different initial settings σ2(0). The fuzziness of the original data set was increased by
adding random noise to the class labels. Left: Uniform noise with variance 0.1 added. Right:
Uniform noise with variance 0.5 added.




















Figure 4.9: Grain data set. Mean evolution of coefficient κF on training and test data during
FRSLVQ training with adaptive softness and σ2(0) = 1. The plot is representative for all
initializations σ2(0). Left: Training on original data set. Right: Training on data set with
increased fuzziness.
4.1.5 Conclusion
FSNPC proposed in (Villmann, Schleif and Hammer 2006) is a classifier for crips
data yet working with fuzzy labeled prototypes. Now it has been modified to han-
dle fuzzy labeled training data as well. The rules for the prototype update as well
as the update of their fuzzy class assignments were derived by a stochastic gradient
descent on the cost function, which incorporates the fuzzy data assignments.
The known RSLVQ algorithm (Seo and Obermayer 2003) has been extended to
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work with uncertain class labels. This new variant, where the crisp class assignment
of each prototype is replaced by a probabilistic vector reflecting the relative class
assignments, is called Fuzzy RSLVQ (FRSLVQ). Update rules for the prototypes and
the hyper parameter were derived and in extensive experiments the behavior of the
learning process was analyzed.
Comparing the results of FSNPC and RSLVQ with those obtained by the new
F-FSNPC and FRSLVQ yields several differences:
• Using FSNPC or RSLVQ the prototypes converge towards the decision bound-
ary, yet for the two new algorithms F-FSNPC and FRSLVQ the prototypes tend
to move away from each other into a region of higher classification accuracy.
This is due to the fact that the contribution of the data points to the prototype
update for a specific class depends on their strength for describing this specific
class. The higher the classification accuracy of the data points the higher their
attraction for the prototypes.
• For FRSLVQ the initial choice of the hyper parameter σ2 has no influence on
its final value. For RSLVQ the hyper parameter approaches the cluster’s vari-
ance, whereas for FRSLVQ this parameter converges to rather small or even
close to zero values during the learning process depending on the degree of
uncertainty within the data set. The prototype update stops when the hyper
parameter reaches very small values.
• Using real life data, F-FSNPC and FRSLVQ show the same behavior aswith the
artificial dataset with the minor difference, that the results are not as strongly
pronounced. The FRSLVQ hyper parameter converges to small values but
does not reach zero. The protoypes found by the crisp and fuzzy algorithms
are nearly identical, which is due to the fact that the real life dataset is a mix-
ture of fuzzy and crisp labeled data points.
Comparing the fuzzy and crisp NPC and LVQ variants used in the experiments in
terms of Fuzzy Cohen’s Kappa κ̂F a perfect agreement of the classification accuracy
for the training data and a substantial agreement for the test data was found.
4.2 Semi–supervised learning
Semi-supervised learning combines unsupervised and supervised learning. The
most intuitive approach is simple post labeling after unsupervised training. The
methods presented in the next two section are based on a modification of the cost
functions of NG and HESKES’ SOM. Thereby, an additional term, which takes the
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classification error of the prototypes into account, is added to the respective cost
functions. Since the labels of the data samples as well as the prototype labels are
allowed to be fuzzy, the modified methods are called Fuzzy Labeled NG (FLNG)
and Fuzzy Labeled SOM (FLSOM). Appropriate update rules for the prototypes
and their class labels are derived in the following.
4.2.1 Fuzzy Labeled NG
In this section a modification of the unsupervised Neural Gas (NG) (Martinetz et al.
1993) and the unsupervised Batch Neural Gas (Cottrell et al. 2006) as described in
section 2.1.4 are presented. The respective cost functions are modified to incorporate
fuzzy labeled data and prototypes, in order to enable the algorithms to solve fuzzy
classification tasks. Since it has to be distinguished between discrete and continuous
data, different variants of the cost function together with appropriate update rules
are provided. As a further aspect relevance learning is integrated into the approach
to improve the classification results.
Cost function
To switch from the unsupervisedNG to a supervised version the data vectors as well
as the prototypes have to be equipped with labels reflecting their class assignments.
As before, the fuzzy class labels are denoted as ci for the data samples and yj for
the prototypes with possibilistic assignments cki ∈ [0, 1] respectively y
k
j ∈ [0, 1] to
the NC classes.
To adapt the cost function, the original NG cost function is extended to incorpo-
rate fuzzy class labels. To preserve the excellent NG learning properties, the new
cost function EFLNG for fuzzy labeled data and prototypes is a balanced combina-
tion of the crisp NG cost function ENG and an additional term EFL to integrate the
fuzzy label accuracy
EFLNG = (1− β)ENG + βEFL (4.23)
where the balance factor β ∈ [0, 1] weights the influence of the fuzziness.
Derivation of learning rules for discrete data
For discrete data vi ∈ Rd, i = 1, . . . , NV the FLNG cost function is a combination of








hσ(kj(vi,W )) · d(vi,wj)
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hσ(kj(vi,W )) · dFL(ci,yj). (4.24)
Thereby, dFL is the classification error and usually the squared Euclidean distance
is applied.
To obtain the learning rules, the derivatives with respect to the prototypes wj






























hσ (kj(vi,W )) (ci − yj) (4.28)
and is the weighted average of all fuzzy data labels. The factor β can be omitted,
since there is no balancing necessary.











has to be considered. The first term ∂ENG∂wj is known from the original NG and yields
the prototype update rule given in eq. (2.23)
















hσ (kr(vi,W )) dE(ci,yr) (4.30)
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leaving the partial derivative of the rank function to solve. Yet, the rank function as





θ (d(vi,wr)− d(vi,wl)) (4.31)
for which the derivative is defined as the Dirac distribution dθ(x)dx = δ(x). Further,
to simplify the notation the delta function ∆(vi,wj ,wr) = d(vi,wj) − d(vi,wr) is














The Kronecker symbol δr,j causes the exclusion of those sum components, which
are irrelevant concerning the derivative with respect to wj . Putting eq. (4.32) into




























hσ (kr(vi,W )) dE(ci,yr)
(4.33)
Obviously, this term contributes to the weight update only for vanishing∆ function,
i. e. on the borders of the receptive fields of the prototypes. Since in the case of
discrete data the probability therefore is zero, it can be concluded, that the weight
vector update based on the cost function (4.23) with EFL as defined in eq. (4.24) is
independent of the label adaption. Thus, the prototype update rule is identical with
the update rule known from NG and can be stated as




Again, the balancing factor β can be omitted.
For a distance dλ(vi,wj) incorporating a relevance parameter λ ∈ Rd as de-
scribed in section 2.3.1 this parameter can be learned as well. The update rule is
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derived by taking the derivative of cost function (4.23) with respect to the kth com-










where λk ∈ [0, 1] and
∑d






























where ∆λ(vi,wj ,wl) = dλ(vi,wj) − dλ(vi,wl). Since δ is symmetric, eq. (4.37)















For the same reason the second term of eq. (4.35) needs not to be considered and the








Derivation of learning rules for continuous data
In case of continous data, denoted as v with class labels c, the cost function known








hσ(kj(v,W )) · d(v,wj)P (V )dv.
As stated in section 2.1.4 the neighborhood function hσ is a Gaussian shaped curve
hσ(t) = exp(−t/σ) with the rank function kj(vi,W ) = |{wk|d(vi,wk) < d(vi,wj)}|
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as parameter and neighborhood range σ > 0. Yet, contrary to the derivation of the
update rules for discrete data, the borders of the receptive fields cannot be ignored
and the above argument, concluding that the prototype update is independent of
the label adaption, is not valid. Therefore, the problem has to be treated differently
and the term EFL of the cost function has to be redefined. In the following two
possible redefinitions are presented. The first solution applies a Gaussian kernel to
weight the label error and the second approximates the rank function.
Gaussian kernel
The first method weights the label error by a Gaussian kernel depending on the
















is a Gaussian kernel describing a neighborhood range in the data space. Since
gγ(vi,wj) depends on the prototype locations, EFL is influenced by the prototypes
wj as well as their labels yj . To obtain the update rules, again, the derivative of











the first term ∂ENG∂wj is known from the original NG and yields eq. (2.23)















which takes the accuracy of fuzzy labeling into account for the weight update. Both
terms define the learning rule for the weights
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(4.44)














which is the weighted average of the fuzzy data labels of those data belonging to the
receptive field of the associated prototypes. However, in comparison to the original
NG (Martinetz et al. 1993) the receptive fields are different due to themodified learn-
ing rule for the prototypes and their resulting different locations. The learning rule
given a data point v yields for the squared Euclidean distance dFL(ci,yj)
∆yj = εygγ(vi,wj)(ci − yj) (4.46)
where the balancing factor β is not required.
Considering a general metric δλ(vi,wj) the update rule for the relevance para-
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Approximation of the rank function
In the second approach the neighborhood function hσ is approximated. Therefore
the rank function eq. (2.22) respectively the formulation as Heaviside function eq.






. This way an








ζ (∆(vi,wj ,wl)) (4.51)
with ∆(vi,wj ,wl) = (d(vi,wj)− d(vi,wl)) as introduced on page 92. Now, the


















. To obtain the update rules, again the derivative of
EFLNG with respect to wj and yj has to be considered. The update rule for the













which is the weighted average of all fuzzy labels of the data. Given a data point v
and solving for the squared Euclidean distance dFL(c,yj) the update rule omitting





(ci − yj). (4.54)
For the weight vector update the gradient ∂EFLNG∂wj has to be considered. The
first term ∂ENG∂wj is known from the original NG (2.23). The second term including
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(4.56)






































The full prototype update rule can now be formulated as



























Finally, considering a general metric dλ(v,wj)with a relevance parameter λ, the
update rule thereof can again be obtained by stochastic gradient descent. The first
term ∂ENG∂λk is identical with eq. (4.48) since only the term concerning the fuzzy labels























. By plugging eqs. (4.48) and






















Experiments analyzing the behavior and performance of the above algorithm in
all its modifications can be found in (Villmann et al. 2005).
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4.2.2 Fuzzy Labeled SOM
Self Organizing Maps (SOM) introduced by KOHONEN (Kohonen 1990) and de-
scribed in detail in section 2.1.3 employ an unsupervised learning scheme based
on prototypes positioned on a fixed grid. Thereby prototypes representing similar
data occopy positions close to each other on the grid. If data labels are available they
might be used for posterior labeling. But clustering high-dimensional data often re-
sults in a suboptimal solution. An algorithm incorporating existing data labels dur-
ing the adaption process allows supervised learning with improved classification.
Further visualization by means of the underlying SOM topology will be improved
due to the now label adapted topology.
The integration of label information requires a cost function to perform a super-
vised learning based on a stochastic gradient descent. HESKES proposed a modifi-
cation of the original SOM which exhibits such a cost function (Heskes 1999). The
following consideration are based on this formulation, see also Section 2.1.3.
Furthermore, since the derivation is based on a general distance measure, the al-
gorithm can easily be adapted to incorporate metric learning as known from learn-
ing vector quantization (Hammer and Villmann 2002, Hammer et al. 2005). This
way, the flexibility of the approach can be improved and better clustering results be
achieved.
Cost function
As before, each training sample vi is associated with a NC-dimensional fuzzy class
label ci, where the components cki ∈ [0, 1] denote the assignment of data point vi to
class k = 1, . . . , NC . The class memberships can either be possibilistic or probabilis-
tic. Accordingly, the labels for the prototypes wj are denoted as yj with y
k
j ∈ [0, 1]
and determine the portion to which neuron j is assigned to the respective class k.
Since during the training the prototypes as well as their class assignments are
adapted, the cost function has to be modified to integrate the fuzzy class member-
ships. For this purpose the SOM cost function as defined in (2.20) is extended by an
additional term to obtain the cost function for fuzzy labeled data (FLSOM):
EFLSOM = (1− β)ESOM + βEFL (4.61)
The factor β ∈ [0, 1] is a balance factor to regulate the impact of the fuzzy label
learning. A simple choice is a fixed value of β = 0.5, but depending on the main
goal – clustering or classification – this factor could also be changed during training
to shift the focus. While the first term ESOM (2.20) measures the quantization of the
map taking topological constraints into account, the second term EFL measures the
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hσ(j, l) · d(v,wl)dv.







where dFL(c,yj) is a measure for the dissimilarity between the class labels of pro-
totype wj respectively neuron j and data point vi. The common choice for this
distance is the squared Euclidean distance, but depending on the specific task any
other continuous and differentiable measure might be suitable. The neighborhood








This choice is based on the assumption that data points close to the prototype deter-
mine the corresponding label if the underlying classification is sufficiently smooth.
Note that gγ(v,wj) depends on the prototype locations, such that EFL is influenced
by both wj and yj .
Derivation of learning rules
The update rules for the prototypes wj and their class labels yj are obtained by

































and therefore the update rule can be formulated as
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Since the prototype update for FLSOM also depends on the fuzzy labels, the recep-
tive fields compared to the standard SOM are different. Dependig on the strength
of the label the field might bend more or less to one or the other prototype.





















and the corresponding learning rule yields




where εFL > 0 is the learning rate for the fuzzy prototype labels, which are influ-
enced by the average of the data labels located close by.
Asmentioned above, unsupervised SOMs generate a topographic mapping from
the data space onto the prototype grid under specific conditions. If the classes are
consistently determined with respect to the varying data, one can expect for super-
vised topographic FLSOMs that the labels become ordered within the grid structure
of the prototype lattice. In this case, the topological order of the prototypes should
be transferred to the topological order of prototype labels such that a smooth change
of the fuzzy probabilistic class labels between neighbored grid positions is achieved.
Relevance learning
Incorporating relevance learning into the approach, the distance dλ(v,wj) with a
general parameter λ to weight the input dimensions has to be considered. The op-
timization of the cost function follows a stochastic gradient descend with respect to
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Note that the distance dFL(c,yj) measuring the similarity of the labels is indepen-
dent of the relevance parameter weighting the input dimension. The update rule
can now be specified as



















where ελ > 0 is the learning rate for the relevance parameter update. The update
itself has to be followed by normalization to ensure that the constraints on λ are
kept.
Since this section is only intended to provide the theoretical derivation of Fuzzy
Labeled SOM, refer to (Villmann, Seiffert, Schleif, Brüß, Geweniger and Hammer
2006) where the performance of this algorithm is examined in detail.
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Appendices
4.A Derivation of the F-FSNPC window rule
In complete analogy to FSNPC in section 2.2.6, a window rule for the active region
for the F-FSNPC prototype update can be derived. By setting
T = P (j|v)((ci − yj)
2 − lci)
and using the Gaussian form (2.65) for P (j|v), the following steps lead to the term




















































































= a ·Π(vi, ci,wj ,yj) · ((ci − yj)
2 − lci) (4.77)
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= lci + (ci − yk)
2 (4.78)
Substituting eq. (4.78) back into eq. (4.77) yields
T =
(
lci + (ci − yk)
2
)




lci + (ci − yk)
2
)
· ((ci − yj)








= T0 ·Π(vi, ci,wj ,yj) (4.79)
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4.B Derivation of the general FRSLVQ update rule
The learning rules for FRSLVQ (see section 4.1.2), a variant of RSLVQ incorporat-
ing fuzzy class labels, are derived in the style of the derivation approach given in
(Schneider et al. 2008). There the derivative of the RSLVQ likelihood ratio (2.54)
with respect to a general parameter Θj 6= v was deduced. The parameter Θj can
later on be substituted by the prototypewj , the hyper parameter σ2j or another met-
ric parameter λj to obtain the respective learning rule.
For further considerations the conditional density was chosen to have the nor-
malized exponential form p(v|i) = K(j)ef(...) where f(...) is an abbreviation for the
dissimilarity function f(v,wj , σ2j , λj) and K(j) the normalization factor. This fac-
tor depends on the shape of component i. Assuming a N -dimensional Gaussian
distributionK(j) can be set toK(j) = 2piσ2j
(−N/2).
∂ log p(v,c|W )p(v|W )
∂Θj
=
∂ log p(v, c|W )
∂Θj
−


























































(continued on next page)




























































































































The terms Pc(j|v) and P (j|v) are assignment probabilities. P (j|v) is the assignment
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In this thesis known prototype based cluster and classification algorithms from the
fields of machine learning and artificial neural networks are extended to incorporate
fuzziness. Thereby it has to be differentiated between fuzzy clustering and fuzzy
classification. The difference consists in the handling of the data. Fuzzy clustering
is applied to group unlabeled data, which is hard to separate due to overlaps in the
feature space. The fuzzy cluster solution allows to specify to which degree a data
sample is assigned to a certain cluster. Fuzzy classification is based on fuzzy labeled
training data, which means, that the learning process itself is incorporating a certain
amount of uncertainty. Subsequent classification of new data samples also results in
probabilistic class assignments.
In the following, a short overview of all proposed algorithms and their special
features is presented. Further details can be found in the respective chapters and in
the there referenced publications.
Relevance Fuzzy c-Means (R-FCM) The Fuzzy c-Means algorithm as proposed by
DUNN and BEZDEK is modified to incorporate a relevance parameter. This param-
eter, which is adapted parallely to the prototypes and their assignments, improves
the clustering in terms of separation and compactness. The improvement is verified
by several measure like the Xie-Beni-Index and Fukuyama-Seguno-Index. Note,
that the relevance parameter adaption has to be performed very carefully, since the
metric of the distance itself is changed. Further, it is shown, that divergences can
easily be applied instead of the commonly preferred Euclidean distance, which is
especially useful for functional data.
Median Fuzzy c-Means (M-FCM) This algorithm combines the fuzziness from
Fuzzy c-Means with the ability to handle non-vectorial data inherent in Median
c-Means by BEZDEK. The prototypes of the resulting algorithm are restricted to be
data samples themselves, yet allow a probabilistic clustering of the data set. M-FCM
is sensitive to the prototype initialization and converges to a local minimum only, if
the data set consist to a certain amount of overlapping data.
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Fuzzy Affinity Propagation (FAP) Affinity propagation as proposed by FREY &
DUECK is also a median clustering algorithm, yet contrary to M-FCM, not all simi-
larities between the data points have to be given nor do they have to be symmetric.
To obtain a fuzzy version, the similarities and responsibilities peculiar to Affinity
Propagation are reinterpreted to allow probabilistic clustering. As common for all
median clustering algorithms, the exemplars, i. e. prototypes, are data points them-
selves.
Fuzzy labeled FSNPC (F-FSNPC) VILLMANN ET AL. introduced an modification
of SNPC by SEO ET AL., where the prototypes receive probabilistic class labels to
make fuzzy class assignments possible. Yet, this as FSNPC known algorithm is re-
stricted to crisp labeled data. The version presented in this thesis enables the algo-
rithm to work with crisp as well as fuzzy labeled data by incorporating the fuzzy
class assignments into the learning process. The analysis of the algorithm shows,
that the prototypes behave differently compared to SNPC based on crisp labeled
data. Instead of moving in the direction of the descision boundary, they tend to
move away from it into regions of higher classification agreement.
Fuzzy Robust Soft LVQ (FRSLVQ) The Robus Soft LVQ as proposed by SEO &
OBERMAYER is based on a likelihood function incorporating probability densities.
Yet for the learning only crisp data sets can used. The here introduced modification
replaces the crisp prototype class labels with a fuzzy labels taking the respective
assignment probability to all classes into account. Further, also the training data
set is allowed to contain fuzzy labeled data samples. As observed before for the
F-FSNPC, the prototypes move away from the decision boundary.
Fuzzy Labeled Neural Gas (FLNG) Introducing fuzzy labels in the Neural Gas
algorithm proposed by MARTINETZ allows to perform fuzzy classification although
the original Neural Gas is a clustering algorithm only. To be able to consider the class
labels, the cost function has to be modified by adding an additional term concerning
the fuzzy labels. Three different version for the prototype updates and their class
labels are presented, depending on the type of the data – discrete or continuous –
and the chosen neighborhood function. Further is shown that relevance learning
can easily be incorporated to identify relevant features.
Fuzzy Labeled SOM (FLSOM) Self OrganizingMaps as introduced by KOHONEN
employ an unsupervised learning scheme. Modifications by HESKES led to the for-
mulation of a cost function, which further allowed to incorporate class information.
The here presented Fuzzy Labeled SOM is an extension thereof incorporating fuzzy
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labeled data. Similar to FLNG, an additional term taking the fuzzy class labels into
account is added to the cost function. The derivation of the update rules is based on
a general distance measure, which can easily be adapted to incorporate relevance
learning.
A further aspect of this thesis are considerations concerning evaluationmeasures
for classifications and cluster solution. The used measures to evaluate clusterings
based on separation and compactness, like Xie-Beni-Index and Fukuyama-Sugeno-
Index, are only useful for comparison, if the correct number of clusters is chosen. Yet
usually, this number is not known in advance. For the purpose of this thesis, where
the used data sets are known and formerly investigated, the number of prototypes
was set appropriately. But in general, dealing with new data sets, the mentioned
indexes are not satisfying.
For the evaluation of classifiers Cohen’s Kappa index (for two classifiers) and
Fleiss’ Kappa index (for more than two classifiers) are applied. To evaluate fuzzy
classifications a variant of Cohen’s Kappa exists. The respective Fuzzy Fleiss’ Kappa
is introduced in section 2.4.3. Although the interpretation of the index values in
terms of perfect or moderate agreement and so on is controversial, the measure is still
useful to objectively evaluate the performance of an algorithm compared to another
algorithm or a reference solution. Under certain conditions the index can also be
applied to (fuzzy) cluster solutions.
Outlook
The proposed Fuzzy Labeled Neural Gas algorithm is a semi-supervised learning
scheme incorporating fuzzy class labels. Recently, we developed the unsupervised
Fuzzy Neural Gas by modifying the FCM cost function. By replacing the distances
used to calculate the costs with a local cost function as known from NG, an unsu-
pervised learning scheme based on neighborhood rankings is obtained. As of now
the proposed algorithm is published as a technical report. A presentation including
examples and performance results is in work.
As mentioned before, it is difficult to evaluate a cluster solution. Either reference
solutions have to be available as requested by the Rand-Index or Kappa-Indexes, or
measures based on separation and compactness like Xie-Beni-Index and Fukuyama-
Sugeno-Index have to be considered. A promising validation method for crisp clus-
terings has been proposed by TAS¸DEMIR & MERÉNYI, where the inter and intra
connectivity of the clusters is taken into account. During the last months, yet not
within the scope of this thesis, we modified this measure to evaluate fuzzy cluster-
112 5. Summary
ings. First results have been presented at the ESANN 2012 in Brugge this year, but
further work is still necessary to completely understand and verify this measure.
Theses
1. Enabling established algorithms to incorporate fuzziness results in fuzzy clus-
ter solutions or fuzzy classifiers delivering an intuitively more natural presen-
tation of the data. Validating this assumption is a difficult task.
2. The Euclidean distance is not the one and only. Depending on the specific
problem and considering the nature of the data other dissimilarity measures,
e. g. divergences, might be more suitable.
3. Validating a (fuzzy) cluster solution is an ill-posed problem in general. Mea-
sures based on separation and compactness onlyworkwell, if the right number
of prototypes is chosen.
4. Relevance clustering improves the separability and compactness of a cluster-
ing by enforcing the influence of certain dimensions.
5. Fuzzy classification works even if the training data set has mainly crisp class
labels.
6. Incorporating relevance learning improves the fuzzy classification results.
7. The meaning of the word fuzzy has become increasingly fuzzy.
8. There are always two sides of a coin ... or three ... or four ...
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Nederlandse samenvatting
In dit proefschrift worden bestaande op prototypen gebaseerde groeperings- en
classificatiealgoritmen binnen de gebieden vanmachinaal leren en kunstmatige neu-
rale netwerken uitgebreid met fuzziness. Daarbij moet onderscheid gemaakt wor-
den tussen fuzzy groeperen en fuzzy classificeren. Het verschil zit hem er in hoe er
met de data omgegaan wordt. Fuzzy groepering wordt toegepast om een verzamel-
ing van ongelabelde data te groeperen, die lastig te scheiden is wegens overlappin-
gen in de eigenschappen ruimte. De fuzzy groeperingsoplossing staat ons toe de
mate waarin een datapunt wordt toegekend aan een bepaalde groep te specificeren.
Bij fuzzy classificatie wordt gewerkt met fuzzy gelabelde trainingsdata, oftewel het
leerproces zelf houdt al rekening met een zekere mate van onzekerheid. De daarop
volgende classificatie van nieuwe datapunten resulteert eveneens in probabilistis-
che klassentoekenningen.
Hierna wordt een kort overzicht van alle voorgestelde algoritmes en hun spe-
ciale eigenschappen gegeven. Verdere details staan in de respectievelijke hoofd-
stukken en de daarin gerefereerde publicaties.
Relevance Fuzzy c-Means (R-FCM) Het Fuzzy c-Means algoritme zoals voorge-
steld door DUNN en BEZDEK is uitgebreid met een relevantie parameter. Deze pa-
rameter, die parallel met de prototypen en hun groepentoekenningen wordt aange-
past, verbetert de groepering in termen van separatie en compactheid. Deze verbe-
tering is geverifieerd door aan aantal maten zoals de Xie-Beni-Index en de Fukuya-
ma-Seguno-Index. Merk op dat het aanpassen van de relevantie parameter zeer
voorzichtig moet gebeuren, aangezien de metriek van de afstand zelf wordt veran-
derd. Daarnaast wordt aangetoond dat divergenties gemakkelijk als alternatief ge-
bruikt kunnen worden voor de Euclidische afstandsmaat, die normaal de voorkeur
geniet. Dit is in het bijzonder nuttig voor functionele data.
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Median Fuzzy c-Means (M-FCM) Dit algoritme combineert de fuzziness uit Fuzzy
c-Means met de inherente mogelijkheid van Median c-Means, zoals voorgesteld
door BEZDEK, om om te gaan met niet-vectoriele data. De prototypes van het re-
sulterende algoritme zijn beperkt tot de datapunten zelf, maar ze maken wel een
probabilistische groepering van de data verzameling mogelijk. M-FCM is gevoelig
voor de initialisatie van de prototypes en convergeert alleen naar een lokaal mini-
mum als de data set maar een beperkte hoeveelheid overlappende data bevat.
Fuzzy Affinitiy Propagation (FAP) Affinity propagation zoals voorgesteld door
FREY & DUECK is ook een median groeperingsalgoritme, maar, in tegenstelling
tot M-FCM, hoeven niet alle nabijheden tussen de datapunten gegeven noch sym-
metrisch te zijn. Om een fuzzy variant te verkrijgen worden alle nabijheden en ve-
rantwoordelijkheden van Affinity Propagation geherinterpreteerd. Zoals gebruike-
lijk voor median groeperingsalgoritmes, zijn de voorbeelden, dat wil zeggen de pro-
totypes, zelf datapunten.
Fuzzy labeled FSNPC (F-FSNPC) VILLMANN ET AL. introduceerden een variant
op SNPC van SEO ET AL., waar de prototypes probabilistische klassenlabels krij-
gen om fuzzy klassentoekenningen mogelijk te maken. Echter, dit onder FSNPC
bekende algoritme werkt alleen voor crisp gelabelde data. De in dit proefschrift
gepresenteerde variant van het algoritme kan met zowel crisp als fuzzy gelabelde
data omgaan doordat de fuzzy klassentoekenning is opgenomen in het leerproces.
De analyse van het algoritme laat zien dat de prototypes zich anders gedragen ten
opzichte van SNPC gebaseerd op crisp gelabelde data. In plaats van dat ze zich
richting de beslissingsgrenzen bewegen, hebben ze de neiging daarvan weg te be-
wegen richting regioŠs met een hogere overeenkomst in klassentoekenningen.
Fuzzy Robust Soft LVQ (FRSLVQ) De Robust Soft LVQ gepresenteerd door SEO
& OBERMAYER is gebaseerd op een aannemelijkheidsfunctie waarin de kansdichthe-
den zijn opgenomen. Echter, tijdens het leren kunnen alleen crispe dataverzamelin-
gen gebruikt worden. De hier geïntroduceerde variant vervangt de crispe proto-
typeklassenlabels door fuzzy labels, waardoor de respectievelijke toekenningskan-
sen tot alle klassen meegenomen wordt. Verder mag ook de trainingsdataverzamel-
ing fuzzy gelabelde datapunten bevatten. Zoals al bij F-FSNPC opgemerkt werd,
bewegen de prototypes ook hier weg van de beslissingsgrenzen.
Fuzzy Labeled Neural Gas (FLNG) Door fuzzy labels toe te voegen aan het Neu-
ral Gas algoritme gepresenteerd door MARTINETZ kunnen fuzzy classificaties uit-
gevoerd worden, hoewel het originele Neural Gas alleen een groeperingsalgoritme
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is. Om de klassenlabels in ogenschouw te kunnen nemen moet er een extra term
voor de fuzzy labels aan de kostenfunctie toegevoegd worden. Drie verschillende
varianten voor het updaten van de prototypes en hun klassenlabels worden gepre-
senteerd. Deze hangen af van het type data – discreet of continu – en de gekozen
buurfunctie. Tot slot wordt aangetoond dat relevance learning op eenvoudige wijze
toegevoegd kan worden om belangrijke eigenschappen te identificeren.
Fuzzy Labeled SOM (FLSOM) Self Organizing Maps zoals geïntroduceerd door
KOHONEN gebruiken een ongecontroleerd leerschema. Aanpassingen door HESKES
leidden tot het opstellen van een kostenfunctie, hetgeen het mogelijk maakte klass-
eninformatie daarin op te nemen. Het hier gepresenteerde Fuzzy Labeled SOM is
een uitbreiding daarvan voor fuzzy gelabelde data. Net als bij FLNG wordt er een
extra term voor de fuzzy klassenlabels toegevoegd aan de kostenfunctie. De aflei-
ding van de updateregels is gebaseerd op een algemene afstandsmaat. Deze kan
eenvoudig aangepast worden om relevance learning toe te voegen.
Een ander aspect van dit proefschrift zijn overwegingen op het gebied van eval-
uatiematen voor classificatie- en groeperingsoplossingen. De op separatie en com-
pactheid gebaseerde maten om groeperingen te evalueren, zoals de Xie-Beni-Index
en de Fukuyama-Sugeno-Index, kunnen alleen gebruikt worden in vergelijkingen
als het juiste aantal groepen wordt gekozen. Normaal gesproken is dit aantal echter
niet van te voren bekend. Voor dit proefschrift, waar de gebruikte dataverzamelin-
gen bekend en al eerder onderzocht zijn, is het aantal prototypes op de gepaste
waarde ingesteld. Echter, in het algemeen, wanneer er met nieuwe dataverzamelin-
gen gewerkt wordt, voldoen de genoemde indices niet.
Voor het evalueren van classificatoren worden Cohen’s Kappa index (voor twee
classificatoren) en Fleiss’ Kappa index (voor meer dan twee classificatoren) toege-
past. Er bestaat een variant van Cohen’s Kappa voor het evalueren van fuzzy clas-
sificatoren. De corresponderende Fuzzy Fleiss’ kappa wordt in sectie 2.4.3 geïntro-
duceerd. Hoewel de interpretatie van de index in termen van perfecte en gematigde
overeenstemming etc. controversieel is, is de methode nog steeds nuttig om ob-
jectief de prestaties van een algoritme te vergelijken met een andere oplossing of
een referentieoplossing. Onder bepaalde voorwaarden kan de index ook toegepast
worden op (fuzzy) groeperingsoplossingen.
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Vooruitzicht
Het voorgestelde Fuzzy Labeled Neural Gas algoritme is een halfgecontroleerd leer-
schema waarin fuzzy klassenlabels zijn opgenomen. Onlangs hebben we een onge-
controleerde variant van Fuzzy Neural Gas ontwikkeld door de FCM kostenfunc-
tie aan te passen. Een ongecontroleerde leerschema gebaseerd op buurrankingen
wordt verkregen door de afstanden die gebruikt worden om de kosten te berekenen
te vervangen door een lokale kostenfunctie zoals bekend van NG. Op dit moment
is het voorgestelde algoritme als technisch rapport gepubliceerd. Er wordt aan een
presentatie inclusief voorbeelden en prestatiemetingen gewerkt.
Zoals eerder al opgemerkt is het moeilijk om een groeperingsoplossing te eval-
ueren. Ofwel er moeten referentie implementaties beschikbaar zijn, zoals in het
geval van de Rhand-Index of de Kappa-Indices, ofwel maten gebaseerd op de sepa-
ratie en compactheid zoals de Xie-Beni-Index en de Fukuyama-Sugeno-Index moe-
ten in ogenschouw genomen worden. Een veelbelovende validatie methode voor
crispe groeperingen is voorgesteld door TAS¸DEMIR & MERÉNYI, waar de inter- en
intragroepensamenhang in ogenschouw genomenworden. Gedurende de afgelopen
maanden, maar niet binnen het kader van dit proefschrift, hebben we deze maat
aangepast om ook fuzzy groeperingen te evalueren. Eerste resultaten zijn gepresen-
teerd op de ESANN 2012 in Brugge dit jaar, maar verder werk is zeker nodig om
deze maat compleet te begrijpen en te verifiëren.
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