INTRODUCTION
The advancement of information technology made the access of digital documents, audio, images, text and video simple through internet. This made numerous digital flaws in information protection like illegal copying, forgery, copy-right protection and ownership identity of digital data and hence the digital watermarking techniques for ownership-rights preservation of digital documents became significant for all domains involved in digital transmission (Ingemar et al., 2008) . These watermarking techniques are broadly classified in to spatial and frequency domain techniques of which the frequency domain techniques ranked high due to its signal spreading capability and that the watermarked images produced by the transform based algorithm are not much sensitive to potential attacks (Juergen, 2005) . In frequency domain methods, the embedding of watermark image in carrier image takes place in the transformed coefficients of frequency domain transformations like discrete cosine transform (DCT), discrete wavelet transform (DWT), singular value decomposition (SVD) etc. (Juergen, 2005) . Haar DWT decomposes the image in to four frequency bands, low low (LL), low high (LH) and high high (HH) and these frequency bands respectively contains approximation, horizontal, vertical and diagonal details of the image (Gonzalez et al., 2008) . Among these transform based watermarking algorithms; the SVD based algorithms produce better results due to its simplicity and robustness (Hailiang et al., 2012; Wang et al., 2011) . The algorithm proposed by incorporating DCT and SVD transforms (Alexander et al., 2006) showed much deviation from the original carrier image and the watermarked images are very much sensitive to external attacks. The watermarking algorithm proposed by incorporating DWT and SVD transforms (Emir et al., 2004) though is less sensitive to potential attacks, failed to maintain good quality in the watermarked images since it attaches watermark to all the frequency components of DWT. The two algorithms (Ray-Shine et al., 2012) proposed by respectively addressing the limitations of other algorithms (Alexander et al., 2006; Emir et al., 2004) attached principal component of the watermark to the singular values of the transformed carrier image. But the algorithms are very sensitive to potential attacks. Chih-Chin (2010) proposed an algorithm by addressing the limitations of Emir et al. (2004) algorithm and it attached the copies of watermark to only high low (HL) and low high (LH) frequencies of Haar DWT but the algorithm produced distortion in the watermarked images due to the lack of homogeneity analysis among pixels of the carrier image. The algorithm proposed by Jen-Sheng et al., (2011) incorporated feature set selection and attack resistant schemes in extraction process, but is computationally inefficient due to the various optimization iterations by the genetic algorithm. Hailiang et al., (2012) proposed a rotation, scaling and translation (RST) invariant watermarking algorithm by incorporating DWT and SVD, the algorithm attached the encrypted watermark images to the approximation sub band of DWT but failed to address other potential attacks. Further, the algorithm is not capable of producing good quality watermarked images since it consumes much of the low frequency components of carrier image by embedding watermarks in approximation component of the carrier image. The algorithm proposed by Mitra et al., (2012) used SVD and QR transformations to attach watermark in the lowest frequencies of contourlet transform, but the algorithm produced distinguishable distortions in the extracted watermarked images in case where the carrier image undergoes external potential attacks. QR transformation is a matrix decomposition technique, where any matrix, A can be written as A=QR such that Q is an orthogonal matrix and R is an upper triangular matrix. The image adaptive watermarking algorithm proposed by Paul B. et al., (2005) incorporated wavelet and SVD transformations in the watermarking scheme but the algorithm is very sensitive to potential attacks. Also, the algorithm attaches only binary watermark images and it became computationally inefficient, since it used vector quantization algorithm for the optimization of adaptive quantization parameters, while indexing the blocks. Many other algorithms (Bhosale et al., 2012; Chen et al., 2012; Coatrieux et al., 2012; Ishikawa et al., 2012; Kandpal et al., 2012; Vargas et al., 2013; Varghese et al., 2014; Walia et al., 2013; Wang et al., 2011; Wang et al., 2012; Wu et al., 2005; Yang et al., 2010; Zareian et al., 2013) also developed in the literature by meeting some requirements of watermarking, but these algorithms also failed in simultaneously meeting other vital requirements of watermarking (Mason et al., 2000) including perceptibility, robustness, orthogonality, protection against attacks etc.
Among all transform based watermarking techniques, DCT has the advantage of computational efficiency in providing frequency bands and also has high resistance to the potential attacks like compression, filtering and noise (Koch et al., 1996) . The singular values of SVD is a diagonal matrix that have good stability to the added perturbation, when an image is affected with potential attacks and it also have resistance towards transpose, flip, rotation, scaling and translation based attacks (Jie et al., 2006; Zhou et al., 2004) . In this paper, we propose an image adaptive SVD -DCT based algorithm for digital watermarking by analyzing the homogeneity among pixels of carrier and watermark images. Unlike other DCT-SVD based algorithms (Alexander et al., 2006; Ray-Shine et al., 2012) , that attach watermark components to all the frequency components, the proposed algorithm attach the watermark components to the frequency components of selected visually non-sensitive blocks of the carrier images in order to provide high visual quality in the watermarked image.
THE PROPOSED ALGORITHM
The homogeneity information among pixels in the blocks of the carrier and watermark images are analyzed by the proposed algorithm so that the embedding process does not produce severe visual distortions in the watermarked image. The high frequency blocks of watermark image are attached to the high frequency blocks of the carrier image. Moreover, the algorithm avoids the carrier image blocks with sharp edges from attaching watermark blocks in order to maintain visual fidelity in the watermarked image. The sharp edges are determined by Sobel edge detection algorithm (Gonzalez et al., 2008) due to its simplicity and effectiveness in detecting sharp edges of all directions. The proposed algorithm includes two distinct stages of embedding and extraction of the watermark from the carrier image. The embedding and extraction stages are explained in the following subsections.
The embedding algorithm
The embedding algorithm first makes use of Sobel edge detection algorithm (Gonzalez et al., 2008) to avoid the carrier image areas with sharp edges and then finds the remaining high frequency non-overlapping blocks of carrier image to attach the nonoverlapping blocks of watermark image. The algorithm attaches high frequency blocks of carrier image to the high frequency blocks of watermark image in the DCT-SVD domain to maintain image quality in the watermarked images. If A and W denote the carrier and watermark images respectively of sizes M 1 N 1 , M 2 N 2 , the embedding algorithm can be tracked through following 9 steps.
Step 1: The algorithm first performs edge detection using Sobel method on the carrier image to find edge image, E. The sharp edge areas of carrier image are determined in the binary image, ET by applying a high threshold, T to the edge image, E as (1) The denotes all the pixel positions of the edge image, E.
Step 2: The input carrier image A is decomposed in to N non over lapping blocks starting at each of size (n 1 n 1 ) such that,
and (3) where (4) and (5) Note that denotes the starting position of each non overlapping block and shows the presence of edges in block i. From among all blocks of carrier image, the algorithm avoids all blocks of carrier image that having sharp edges as to reduce the distortions in watermarked images.
Step 3: The algorithm analyzes the homogeneity of pixels in the block by finding the standard deviation, corresponding to all blocks where as (6) where , is the mean of x and i=0, 1, 2, ... N-1.
Step 4: The carrier image blocks are sorted by standard deviation in descending order as such that
Here k 1 , k 2 , ....k n are the block indices.
Step 5: The watermark image W is decomposed in to non overlapping blocks starting at each to analyze the homogeneity of watermark blocks as in (2) of size (n 1 n 1 ) such that (7) where (8) and (9) Here denotes the starting position of each non overlapping watermark block.
Step 6: The standard deviation for all l=0, 1, 2, .. M-1 in each of the individual blocks is found as in (6) Step 7: Accordingly as in step: 3, the carrier image blocks are sorted by standard deviation as (10) such that (11)
Step 8: For each and the following sub-steps are performed by
Step 8.1: Apply DCT transform respectively to both and to get the DCT applied blocks and
Step 8.2: Apply SVD respectively to both and as (12) and (13) Step 8.3: Once the DCT of carrier and watermark blocks are determined, the algorithm attaches the singular value component of the watermark block, to the respective singular value component of the first M blocks of the carrier image, A which has the maximum standard deviation as (14) and (15) Here is scaling parameter used for controlling the strength of watermark embedding. This step embeds the watermark singular values to the corresponding carrier blocks.
Step 8.4: After embedding all blocks of watermark image to the respective blocks of carrier image, the blocks, of the watermarked image are reconstructed by performing the inverses of SVD and DCT as (16) Here IDCT represents inverse DCT.
Step 9: Once the embedding process is over, the embedding scheme reconstructs the watermarked image by remapping the individual to the respective position by performing the inverse of Step 2.
The proposed algorithm attaches the high frequency watermark blocks to the high frequency blocks of the carrier image by avoiding the blocks of carrier image with sharp edges. For performing the same, the algorithm analyzed the individual watermark and carrier blocks with standard deviation. The embedding process of the proposed algorithm is done in the DCT-SVD domain using Equation (14) . Finally the inverses of SVD and DCT are taken to produce the final watermark image. The block diagram of the proposed scheme is shown in Figure1. Unlike other algorithms (Alexander et al., 2006; Ray-Shine et al., 2012) in DCT-SVD domain for digital watermarking, since the proposed algorithm selected less sensitive blocks for human perception by determining standard deviation to attach the watermark components, it always maintains better visual quality in the watermarked images, when compared to other algorithms. 
The watermark extraction algorithm
The watermark extraction algorithm performs the inverse operation of the embedding process for analyzing the attached watermark for copyright process. Once the embedding process is over, the watermarked image, the block indices of both watermark and carrier images indicating where the embedding algorithm placed the extracted blocks. The and components of SVD are given as input to the extraction algorithm. The extraction algorithm is detailed through the following steps. Step 1: The extraction process starts by decomposing the blocks of input watermarked image same as the watermark embedding algorithm by (17) where (18) and (19) Here denotes the starting position of each non overlapping block
Step2: The algorithm determines the SVD of only the blocks where the embedding algorithm attached the watermark blocks by looking the block indices ie., as
denotes the pixel positions of SBl.
Step 3: The component of the watermark image are extracted by separating carrier image components, by performing the inverse operation of Equation (14) as (21) Step 4: The blocks of the watermark image, are reconstructed according to the embedding order by performing inverse DCT as (22) Step 5: The individual is mapped to the respective position by looking the mapping indices of watermark blocks to reconstruct the watermarked image, .
The water mark extraction process first decomposed the watermarked image, and 
EXPERIMENTAL RESULTS
The proposed algorithm together with other prominent algorithms in the literature are tested over a wide variety of images of which Bridge , Boats , Dog , Lena , Cameraman , Rice are used here for analyzing the subjective and objective performances. The Lena, Cameraman and Rice watermark images are respectively embedded in Bridge, Boats and Dog carrier images for experimental analysis. We used Alexander et al., (2006) , Emir et al., (2004) and Ray-Shine et al., (2012) algorithms for comparative analysis. The conceptual comparison of various algorithms used in the comparison analysis is made in Table 1 .
The peak signal-to noise ratio (PSNR), mean absolute error (MAE) and computation time (CT) in seconds are the metrics used for analyzing the objective performance of the watermarked images. We used Matlab 10 software in an Intel Core 2 Duo system of 2.6
GHz with 4MB RAM for testing the algorithms.
The PSNR is defined by Table  2 . Note that the objective and subjective comparisons are made with the algorithms that attach similar sized watermarks. The strength of watermarking is set to 0.1 for all algorithms to uniformly evaluate PSNR and MAE of watermarked images. For Alexander et al., (2006) , Emir et al., (2004) and Ray-Shine et al., (2012) algorithms, watermarks are attached to only one subband / block which provides higher PSNR to ensure that the watermark contents attached are equal for all algorithms. Figure 2 . The outputs produced by proposed algorithm provide better quality watermarked images than other algorithms. The watermarked outputs produced by the proposed algorithm provide better objective metrics with high perception quality because it attaches the watermark contents to only the selected less sensitive areas of the carrier image. For testing the resistive power of different algorithms against external potential attacks we used Gaussian noise, Gaussian filtering, histogram equalization, JPEG compression, rescaling, image unsharpening, gamma correction, salt & pepper impulse noise, pixelate and rotation based potential attacks. The watermark images extracted from different watermarked images affected with Gaussian noise by Alexander et al., (2006) , Emir et al., (2004) and the proposed algorithm are shown in Figure 3 . The extracted Lena watermark images from watermarked Bridge image affected with histogram equalization and Gaussian filtering by Alexander et al., (2006) , Emir et al., (2004) and the proposed algorithms are provided in Figure 4 . For Alexander et al., (2006) and Emir et al., (2004) algorithms, we selected the best visual watermark extracted from all subbands / blocks. It is very clear that the extracted watermark images produced by the proposed algorithm are better in majority of cases when compared to other algorithms. For the proposed algorithm, we calculated PCC values after reconstructing the full singular value image from all the extracted and attached watermark blocks to make efficient comparison with other algorithms. The higher positive and lower negative values in the range [-1, +1] of PCC values show high similarity and larger deviation among embedded and extracted watermark images respectively. In order to measure PCC of extracted watermark images in the case of potential attack deviated image, we fixed the PSNR of the watermarked image around 30db by varying the strength parameter, . The PCC values of Lena, Cameraman and Rice watermark images respectively extracted from watermarked Bridge, Boats and Dog images affected with various potential attacks by Alexander et al., (2006) , Emir et al., (2004) Table 3, Table 4 and Table 5 . From the obtained PCC values, it is very clear that the proposed algorithm is capable of producing better objective values in majority of cases than that of other competitive algorithms. It is to be noted that DWT has advantages over DCT in providing good localization of images in both time and spatial domain and will provide good resistance towards Gamma correction, Pixelate and geometrical scaling while DCT provides better resistance for the watermarked images in case of compression, noise and filtering and contrast enhancement based potential attacks (Jie et al., 2006; Koch et al., 1996; Zhou et al., 2004) . Unlike the other algorithms, since we attached watermark blocks to the selected blocks, the proposed algorithm always have good PSNR values even though the strength parameter, is high. This enables the proposed algorithm to produce better PCC values for most of the cases. For experimental purposes we set the threshold, T to be 75 to find sharp edges.
CONCLUSION
An effective watermarking scheme by incorporating singular vector decomposition, discrete cosine transform and homogeneity information is proposed. The algorithm avoids the decomposed carrier image blocks that contain sharp edges, when attaching watermark blocks, since watermark embedding in these blocks produces much distortion in the watermarked images. Experimental results showed that the proposed algorithm is capable of producing good quality watermarked images and are least sensitive to potential attacks than the other algorithms used in the comparative study.
