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Abstract
In this paper, we investigate the regularity of the solutions of a class of two-parameter Stochas-
tic Volterra-type equations in the anisotropic Besov{Orlicz space B0; ! modulated by the Young
function (t) = exp(t2)− 1 and the modulus of continuity !(t) = (t(1 + log(1=t)))1=2. Moreover,
we derive in the Besov{Orlicz norm a large deviation estimate of Freidlin{Wentzell type for the
solution. c© 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction and results
Recently, there has been a growing interest in the study of stochastic partial dier-
ential equations (SPDEs) of hyperbolic type due to their importance in many applied
areas. Our primary ambition is to study statistical inference for the solutions of this
type of equations, taking advantage of wavelet bases which are known to enjoy good
properties for statistical estimation { especially when the underlying function spaces
allow less regular functions { combined with the Laplace{Varadhan Principle which
yields bounds on the rate of performance of any consistent parameter estimator. It
is then natural to seek a class of function spaces that produces a stronger topology
than the ones induced by, e.g. the sup-norm and the Holder norm, thus gives more
(semi-)continuous functions which yields of course sharper large deviations estimates
and gives a broader scope to the Laplace{Varadhan Principle. Since the driving noise
in such equations is the white noise, it is natural to consider a class of anisotropic
Besov{Orlicz spaces of Lp-smooth functions that enjoys the above-mentioned proper-
ties and includes (almost surely) the driving white noise. To this end, the purpose of
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this paper, as a rst step, is to consider a particular class of SPDEs connected with
the stochastic Volterra equation in the plane and establish a large deviations principle
in the limit of small perturbations of the driving noise in an appropriate anisotropic
Besov{Orlicz space.
Rovira and Sanz-Sole (1997) (referred to as [RS] in the sequel) consider the fol-
lowing stochastic Volterra-type equation on the plane.
Xz = xz +
Z
Rz
[(z; ; X)W (d) + b(z; ; X) d]; (1)
where z 2 I 2 :=[0; 1]2 and W = fWz; z 2 I 2g is a Brownian sheet.
An important special case of (1) that appears in Norris (1995) and Rovira and
Sanz-Sole (1996) is the following SPDE:
LXs; t = a3((s; t); Xs; t) _Ws; t + a4((s; t); Xs; t); (2)
where _Ws; t is the white noise on I 2 and
L=
@2
@s@t
− a1(s; t) @@s − a2(s; t)
@
@t
:
If (s; t(); 2 [0; s]  [0; t]) denotes the Green function associated to L, Rovira and
Sanz-Sole (1996) show that the solution of Eq. (2) admits the following integral form:
Xs; t = X0 +
Z
Rs; t
s; t()[a3(; X)W (d) + a4(; X)d]:
A large deviation principle (LDP) for the solutions of Eq. (1), in the limit of small
perturbations of the noise, has been established in [RS] in the uniform norm, generalis-
ing their previous result for Eq. (2), (see Rovira and Sanz-Sole (1996)) and the one by
Doss and Dozzi (1987) for the Brownian sheet. In the Holder space C with exponent
< 1=2, Eddahbi (1997) proved an LDP result for a class of nonlinear SPDEs similar
to Eq. (2).
As mentioned above, in this paper, we go one step further and study small perturba-
tions of Eq. (1) in the stronger topology induced by the separable Besov{Orlicz space
B0;! modulated by the Young function (t)=exp(t
2)−1 and the modulus of continuity
!(t) = (t(1 + log(1=t)))1=2 (see the denition below).
In Section 2, we collect some facts about the Besov{Orlicz space we are concerned
with and state the main results. A result of the regularity of the solutions to Eq. (1) in
the Besov{Orlicz space is given in Section 3. In Section 4, we prove a large deviation
principle in the Besov{Orlicz norm, for the solution of Eq. (1), in the limit of small
perturbations of the noise.
2. Preliminaries and main results
2.1. Main results
On the ltered probability space (
; F; (Fz)z2 I2 ; P), let W = fWz; z=(s; t)2 I 2g
be a one-dimensional Brownian sheet, where (Fz)z2 I2 is the natural ltration associated
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with W . Let Rz denote the rectangle [0; z], Rz1 ;z2 the rectangle [z1; z2] and  () the
Lebesgue measure on R2.
This paper is devoted to the study of the equation:
Xz = xz +
Z
Rz
[(z; ; X)W (d) + b(z; ; X) d];
under the following conditions:
(H1) b;  : I 2  I 2  R ! R are bounded.  is uniformly Lipschitz in the second
variable.
(H2) , b, @=@s; @=@t and @2=@s@t are continuous and satisfy the following con-
ditions: There exist positive increasing functions ’ and ~’ on [0; 1] (typically ’(r) =
r; > 12 ) such that
’(r) = o(!(r)); r ! 0
and ~’ is continuous, such that
(i) For every z1; z2 2 I 2, x; y2R and 1; 2 2 I 2,
sup
2 I2
jf(Rz1 ; z2 ; ; x)− f(Rz1 ; z2 ; ; y)j6L’( (Rz1 ; z2 ))jx − yj;
sup
x2R
jf(Rz1 ; z2 ; 1; x)− f(Rz1 ; z2 ; 2; x)j6L’( (Rz1 ; z2 )) ~’(j2 − 1j):
(ii) For every s1; s2 2 I , x; y2R and 1; 2 2 I 2,
sup
t 2 I; 2 I2
jf((s2; t); ; x)− f((s2; t); ; y)− f((s1; t); ; x) + f((s1; t); ; y)j
6L’(js2 − s1j)jx − yj;
sup
t 2 I; x2R
jf((s2; t); 1; x)− f((s2; t); 2; x)− f((s1; t); 1; x) + f((s1; t); 2; x)j
6L’(js2 − s1j) ~’(j2 − 1j):
(iii) For every t1; t2 2 I , x; y2R and 1; 2 2 I 2,
sup
s2 I; 2 I 2
jf((s; t2); ; x)− f((s; t2); ; y)− f((s; t1); ; x) + f((s; t1); ; y)j
6L’(jt2 − t1j)jx − yj:
sup
s2 I; x2R
jf((s; t2); 1; x)− f((s; t2); 2; x)− f((s; t1); 1; x) + f((s; t1); 2; x)j
6L’(jt2 − t1j) ~’(j2 − 1j):
Here, f denotes any of the above continuous functions, f(Rz1 ; z2 )=f(s2; t2)−f(s1; t2)−
f(s2; t1) +f(s1; t1), for z1 = (s1; t1) and z2 = (s2; t2) and L denotes a constant that may
dier from line to line.
(H3) The function x : I 2 ! R is continuous.
We note that Condition (H2) implies that b and  are globally Lipschitz in the last
argument. Under these conditions, it can be shown (see [RS]) that Eq. (1) admits a
unique solution X = fXz; z 2 I 2g that is (Fz)z2 I2 -adapted with a.s. continuous sample
paths.
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Let B0;! denote the separable anisotropic Besov{Orlicz space on I
2, modulated by
the Young function () and the function !(), with norm jj  jj;! (see the denition
below). The following theorem, to be proved in Section 3, is a regularity result for
the solution of Eq. (1).
Theorem 1. Assume that Conditions (H1) and (H2) are satised. If the function x
is in B0;!; then the solution X of Eq. (1) is almost surely in B
0
;!.
The next theorem to be proved in Section 4, is a large deviation principle on B0;!
for the family fX ; > 0g dened by
X z = xz +
p

Z
Rz
(z; ; X  )W (d) +
Z
Rz
b(z; ; X  ) d; (3)
provided that the function x is in B0;!. LetH be the Cameron{Martin space associated
with the Brownian sheet W .
H :=

h2C(I 2;R); there exists _h2L2(I 2;R) s:t: hz =
Z
Rz
_h d; z 2 I 2

:
Denote
jjhjj2H =
Z
I2
j _hj2 d:
The rate function associated with the LDP for the Brownian sheet in the uniform norm
is then
(h) =
 1
2 jjhjj2H; if h2H;
(h) = +1; otherwise:
Recall that, for every a>0, the level set of 
L(a) = fh2H; (h)6ag
is a compact subset of H. For every h2H and every 2C(I 2;R), let S(h) be the
solution of the deterministic dierential equation, called the skeleton of Eq. (3):
S(h)z = z +
Z
Rz
(z; ; S(h))_h d+
Z
Rz
b(z; ; S(h)) d (4)
and set
(f) =

inff(h); S(h) = fg; if (S)−1(f) 6= ;;
+1; otherwise:
Our objective is to prove the following result:
Theorem 2. Assume (H1) and (H2) and let the function x be in B0;!. Then the family
fX ; > 0g of solutions of Eq. (3) satises a large deviation principle on B0;! with
rate function
(f) = inff 12 jjhjj2H; Sx(h) = f; h2Hg;
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with Sx(h) given by Eq. (4). This means that the probabilities P(A) :=P(X  2A);
for measurable sets A in B0;!; satisfy
(i) for each open subset G of B0;! lim inf !0  logP
(G)>− inff2G (f);
(ii) for each closed subset F of B0;! lim sup!0  logP
(F)6− inff2 F (f).
(iii) The level sets ff2B0;!; (f)6Ng; N > 0; are compact.
To prove the LDP, we apply the transfer principle deviced by Azencott (1980) (see
also [RS]).
Let us remark that these results extend easily to the more general situations where
the coecients may depend on  provided some suitable convergence assumptions.
2.2. Besov{Orlicz space
In this subsection, we give a short review of the Besov{Orlicz space we consider
in this paper. For more details on these spaces, see Rao and Ren (1991), Peetre
(1976), Jonsson and Wallin (1984), Ciesielski et al. (1993) and Ropela (1976) for the
one-parameter case and Ciesielski and Domsta (1972), Ciesielski and Kamont (1995)
and Kamont (1994, 1996) for the multiparameter case. This review follows closely
Ciesielski and Kamont (1995) and Kamont (1994).
The Orlicz space L(; I 2) on I 2 associated to  is the space of measurable functions
f : I 2 ! R for which
jjfjj := inf
>0
1


1 +
Z
I2
(jf(t)j) dt

<1:
For the purpose of the paper it is more convenient to use an equivalent norm to jj  jj
(see Fernique (1971) or Ciesielski (1993) for a proof):
jjfjj := sup
p>1
jjfjjpp
p
; (5)
where, jjfjjp is the usual Lp(I 2)-norm. For r 2R and ei=(1; i ; 2; i)2R2; i=1; 2, unit
vectors, let
r; if(z) =

f(z + rei)− f(z); if z and z + rei 2 I 2;
0; otherwise;
denote the progressive dierence of a measurable function f on I 2 in the eith direction.
Set
(r1 ; r2)f = r1 ;1  r2 ;2f; (r1; r2)2R2
and dene the moduli of smoothness of f in Lp(I 2) by
!p;i(f; t) := sup
jrj6t
jjr; ifjjp; i = 1; 2; t 2 (0; 1]
and
!p(f; (t1; t2)) := sup
jr1j6t1 ;jr2j6t2
jj(r1 ; r2)fjjp; t1; t2 2 (0; 1]:
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Using Eq. (5), the moduli of smoothness of f in L(; I 2) are dened by the usual
formulas:
!; i(f; t) := sup
p>1
!p;i(f; t)p
p
(6)
and
!(f; (t1; t2)) := sup
p>1
!p(f; (t1; t2))p
p
: (7)
Consider the function !, sometimes called (0; 1)-modulus, dened on I by
!(t) =
s
t

1 + log
1
t

:
An anisotropic Besov{Orlicz space B;! is a Besov space modulated with the Orlicz
norm described in terms of !() and the moduli of smoothness dened in Eqs. (6)
and (7):
B;! :=ff2L(; I 2); jjfjj;! <+1g;
where
jjfjj;! := sup
0<t61
!;1(f; t)
!(t)
+ sup
0<t61
!;2(f; t)
!(t)
+ sup
0<t1 ;t261
!(f; (t1; t2))
!(t1)!(t2)
+ jjfjj:
B;! endowed with the norm jj  jj;! is a nonseparable Banach space. We are going
to consider a separable Banach subspace of B;! dened as follows:
B0;! :=

f2B;!; jjfjjp = o(pp) as p ! +1;
!p(f; (t1; t2)) = o(
p
p !(t1)!(t2)) as
1
p
^ t1 ^ t2 ! 0;
!p; i(f; t) = o(
p
p !(t)) as
1
p
^ t ! 0 for i = 1; 2

:
The fact that these spaces are isomorphic to some sequence spaces makes them rela-
tively easy to manipulate. The isomorphism is given by the coecients of a function
in the tensor product Schauder system (see Theorem A in Kamont (1994)). Indeed, let
f’n; n>0g be the family of Schauder functions on I dened by
’0(s) = 1; ’1(s) = s;
’n(s) =
p
2−j’(2 j+1s− k) for n= 2 j + k; j2N and k = 1; : : : ; 2 j:
With ’(u) = max(1− juj; 0). We know that for each continuous function f on I , we
have
f(s) =
+1X
n=0
Cn(f)’n(s);
where the coecients are given by
C0(f) =f(0); C1(f) = f(1)− f(0);
Cn(f) = 2
p
2 j

f

2k − 1
2 j+1

− 1
2

f

2k
2 j+1

+ f

2k − 2
2 j+1

for n= 2 j + k:
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Now, if f is continuous in I 2 we have the decomposition
f =
+1X
m=0
+1X
n_n0=m
Cn;n0(f)’n ⊗ ’n0
and the coecients are given by
Cn;n0(f) = C1n (f)  C2n0(f);
with
C1n (f)(x2) = Cn(f(; x2)) and C2n (f)(x1) = Cn(f(x1; )):
The main tools to prove our results rely on the following characterisation of the space
B0;! (see Ciesielski and Kamont, 1995):
Theorem 3. f2B0;! if and only if conditions (A1), (A2) and (A3) below are satis-
ed.
(A1) lim
j0_p!+1
2−j
0=pp
p(1 + j0)
0
@ 2 j
0+1X
n0=2 j0+1
jCl;n0(f)jp
1
A
1=p
= 0; l= 0; 1:
(A2) lim
j_p!+1
2−j=pp
p(1 + j)
0
@ 2 j+1X
n=2 j+1
jCn;l0(f)jp
1
A
1=p
= 0; l0 = 0; 1:
(A3) lim
j_j0_p!+1
2−(j+j
0)=pp
p(1 + j)(1 + j0)
0
@ 2 j+1X
n=2 j+1
2 j
0+1X
n0=2 j0+1
jCn;n0(f)jp
1
A
1=p
= 0:
Two other norms jj  jj and jj  jj (inducing nonseparable Banach spaces) that play
a crucial role in the proof of the LDP results are dened as follows. For f : I 2 ! R,
vanishing on the axes, set
jjfjj =max(jf(1; 1)j; jjfjj1; jjfjj2; jjfjj3)
with
jjfjj1 = sup
j>0
sup
2 j+16n62 j+1
jCn(f(:; 1))jp
1 + j
;
jjfjj2 = sup
j>0
sup
2 j+16n62 j+1
jCn(f(1; :))jp
1 + j
;
jjfjj3 = sup
j; j0>0
sup
(n;n0)2Kj; j0
jCn;n0(f)jp
(1 + j)(1 + j0)
;
where, Kj; j0 = f(n; n0); 2 j + 16n62 j+1; 2 j0 + 16n062 j0+1g; and
jjfjj = jjfjj1 + jjfjj2 + jjfjj3 ;
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with
jjfjj
1
= sup
06s1<s261
jf(s1; 1)− f(s2; 1)j
!(js1 − s2j) ;
jjfjj2 = sup
06t1<t261
jf(1; t2)− f(1; t1)j
!(jt1 − t2j) ;
and
jjfjj
3
= sup
06t1<t261
06s1<s261
jf(Rz1 ; z2 )j
!(js1 − s2j)!(jt1 − t2j) :
In particular, for rectangles Rz; z = (s; t)2 I 2, and functions f null on the axes, we
have f(s; t) = f(Rz) and therefore
jjfjj6jjfjj; (8)
where, jjjj denotes the usual uniform norm for the corresponding space. The importance
of these norms relies on the fact that
jjfjj6C0jjfjj;!6C1jjfjj6C2jjfjj;
for some positive constants C0, C1 and C2, where the last inequality holds only for
functions f being null on the axes.
2.3. Exponential inequalities
In this subsection, we list the exponential inequalities for continuous strong mar-
tingales and stochastic integrals (that are not martingales) in the plane we will fre-
quently use in the sequel. The rst inequality appears in Proposition 7 in Dozzi (1989,
p. 114) (cf. also Theorem 2.4 in Rovira and Sanz-Sole (1997) and Mishura (1987)).
The proofs of the remaining propositions can be found in Appendix A.
Proposition 4. Let M = fMz; z 2 I 2g be a continuous strong Fz-martingale null on
the axes. Assume that there exists a function a: R2 ! (0;+1) such that P(hM iz >
a(z)) = 0 for all z 2 I 2; where fhM iz ; z 2 I 2g is the quadratic variation of M . Then,
for any u> 0
P
 
sup
2 Rz
jMj>u
!
64 exp

− u
2
18a(z)

:
Proposition 5. For every u> 12
p
log 2 and every R-valued continuous and bounded
process H = fH (); 2 I 2g
P


Z
R
H ()W (d)



>u; jjH jj61

6100 exp

− u
2
144

;
and therefore the inequality holds for the norms jj  jj;! and jj  jj instead of jj  jj.
The next two propositions are a B0;!-version of Theorems 2.3 and 2.4 in [RS].
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Proposition 6. Let H : I 2 I 2
 ! R be a B(I 2)⊗B(I 2)⊗F-measurable process
satisfying:
(a) For each z; H (z; ) is F-adapted for which E[
R
I2 H
2(z; ) d]<1:
(b) The map z ! H (z; ) satises a.s. Assumption (H2).
Then, there exist positive constants C1 and C2; independent of L; such that
(i)
P


Z
R
H (; )W (d)



>; jjH jj6

6exp−

2C2
12L2 + 42

(9)
for all  for which >2C1
p
3L2 + 2.
(ii)
P
"

Z
R
Z
R;
H (; ) dW (d)



>; jjH jj6
#
6exp−

2C2
12L2 + 42

: (10)
Consequently, inequalities (9) and (10) hold for the norms jj  jj;! and jj  jj
instead of jj  jj.
Denote for a B(I 2)⊗B(I)⊗F-measurable process H
(H Ws)(s; t) :=
Z s
0
Z
Rs; t
H (; r)W (d)dr
and for a B(I)⊗B(I 2)⊗F-measurable process ~H
( ~H  tW )(s; t) :=
Z t
0
Z
Rs; t
~H (r; )W (d)dr
Proposition 7. (i) Let H : I 2 I
 ! R be a B(I 2)⊗B(I)⊗F-measurable process
satisfying
E
"Z 1
0
Z
I2
H 2(; r) d dr
#
<1:
If for each  = (u; v) and z = (s; t); H ((u; v); s) is F(s; v)-measurable and H ((u; v); s)
vanishes for 06s<u; then there exists a positive constant C such that
P
jj(H Ws)(; )jj>; jjH jj66Cexp−  2
C(2 + L2)

: (11)
(ii) Let ~H : I  I 2  
 ! R be a B(I)⊗B(I 2)⊗F-measurable process satisfying
E
"Z 1
0
Z
I2
~H
2
(r; ) d dr
#
<1:
If for each  = (u; v) and z = (s; t); ~H (t; (u; v)) is F(u; t)-measurable and H (t; (u; v))
vanishes for 06t < v; then there exists a positive constant C such that
P[jj( ~H  tW )(; )jj>; jjH jj6]6C exp−

2
4C(2 + 3L2)

: (12)
Consequently, inequalities (11) and (12) hold for the norm jj  jj;! instead of jj  jj.
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3. Regularity of the solutions in the Besov{Orlicz space
This section is devoted to the proof of Theorem 1 on the regularity of the process
X , solution of Eq. (1), in B0;!. Recall
Xz = xz +
Z
Rz
[(z; ; X)W (d) + b(z; ; X) d];
where  and b satisfy Conditions (H1) and (H2) above and the function x : I 2 ! R
is in B0;!.
For the sequel, we denote ~L=Lip()_Lip(b), the largest of the Lipschitz constants
of the coecients and M = jjjj _ jjbjj, where jj  jj denotes the usual uniform norm for
the corresponding spaces.
The proof of Theorem 1 consists in checking Conditions (A1){(A3) in Theorem
2.1 above. First we need an Lp-estimate for the stochastic integral
Yz :=
Z
Rz
(z; ; X)W (d):
We note that for  :=(u; v)6z :=(s; t) and  :=(r; w), our stochastic integral can be
written as a representable semimartingale (cf. Eq. (1:5) in [RS]):
Yz = J 1z + J
2
z + J
3
z + J
4
z ;
where
J 1z =
Z
Rz
(; ; X)W (d);
J 2z =
Z s
0
Z
Rz
@
@s
((r; v); ; X)W (d) dr;
J 3z =
Z t
0
Z
Rz
@
@t
((u; w); ; X)W (d) dw
and
J 4z =
Z
Rz
Z
R; z
@2
@s@t
(; ; X) dW (d):
Lemma 8. For every integer p>2;
EjYzjp6Cp pp=2  (Rz)p=2; (13)
where C is a positive constant.
Proof (Sketch). The idea of the proof uses arguments applied to the uniform case
in [RS], the two-parameters Ito^’s formula and Burkholder{Davis{Gundy inequality to
each of the (J iz)
p’s above.
Proof of Theorem 1 (Sketch). First we remark from the denition of B0;! and (H2)
that z ! RRz b(z; ; X)d belongs a.s to B0;!. Indeed it is not hard to show that this
map belongs a.s. to B;!. The fact that it belongs to B0;! follows from the assumption
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that ’(r)= o(!(r)) as r ! 0. It remains to show that the process (Yz; z 2 I 2) satises
(A1){(A3) of Theorem 3. We will only prove (A3). (A1) and (A2) can be derived
in the same fashion and therefore we omit the details.
To prove (A3) for J iz ; i = 1; : : : ; 4 we shall show that for all 0<<
1
2 ,
(B1) sup
j; j0>0
sup
p>1
2−(j+j
0)=p
p
p(1 + j)(1 + j0)
0
@ 2 j+1X
n=2 j+1
2 j
0+1X
n0=2 j0+1
jCn;n0(J i )jp
1
A
1=p
<+1 a:s:
and
(B2) lim
p!+1 supj; j0>0
2−(j+j
0)=p
p
p
p
(1 + j)(1 + j0)
0
@ 2 j+1X
n=2 j+1
2 j
0+1X
n0=2 j0+1
jCn;n0(J i )jp
1
A
1=p
= 0 a:s:
To check relation (B1), let A> 0. Using Chebyshev’s inequality, we get
P
2
64 2−(j+j0)=pp
p(1 + j)(1 + j0)
0
@ 2 j+1X
n=2 j+1
2 j
0+1X
n0=2 j0+1
jCn;n0(J i )jp
1
A
1=p
>A
3
75
6
2−(j+j
0)
Ap(
p
p)p(1 + j)p(1 + j0)p
0
@ 2 j+1X
n=2 j+1
2 j
0+1X
n0=2 j0+1
EjCn;n0(J i )jp
1
A :
Let us rst estimate the expectation of the pth power of Cn;n0(J 4 ). Recall that
J 4z =
Z
Rz
Z
R; z
@2
@s@t
(; ; X)dW (d) :=
Z
Rz
H (z; )W (d)
with
H (z; ) :=
Z
R; z
@2
@s@t
(; ; X)d:
By denition, jCn;n0(J 4 )j is less than four terms of the form
2(j+j
0)=2(D1 + D2 + D3 + D4);
where
D1 =

Z (k−1)=2 j
0
Z (k0−1)=2 j0
0
H (R((k−1)=2 j ; k=2 j);((k0−1)=2 j0 ; k0=2 j0 ); )W (d)
 ;
D2 =

Z (k−1)=2 j
0
Z k0=2 j0
(k0−1)=2 j0

H

k
2 j
;
k 0
2 j0

; 

− H

k − 1
2 j
;
k 0
2 j0

; 

W (d)
 ;
D3 =

Z k=2 j
(k−1)=2 j
Z k0=2 j0
(k0−1)=2 j0
H

k
2 j
;
k 0
2 j0

; 

W (d)
 ;
D4 =

Z k=2 j
(k−1)=2 j
Z (k0−1)=2 j0
0

H

k
2 j
;
k 0
2 j0

; 

− H

k
2 j
;
k 0 − 1
2 j0

; 

W (d)
 :
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Hence,
EjCn;n0(J 4 )jp
64p 2(j+j
0)p=2 sup
jt0−s0j62−j0−1
jt−sj62−j−1
E

Z s
0
Z s0
0
H (R(s;t);(s0 ;t0); )W (d)

p
+4p2(j+j
0)p=2 sup
jt0−s0j62−j0−1
jt−sj62−j−1
E

Z t
s
Z t0
s0
H ((t; t0); )W (d)

p
+4p2(j+j
0)p=2 sup
jt0−s0j62−j0−1
jt−sj62−j−1
E

Z s
0
Z t0
s0
(H ((t; t0); )− H ((s; t0); ))W (d)

p
+4p2(j+j
0)p=2 sup
jt0−s0j62−j0−1
jt−sj62−j−1
E

Z t
s
Z s0
0
(H ((t; t0); )− H ((t; s0); ))W (d)

p
:
Therefore by Eq. (13), for integers p>2,
EjCn;n0(J 4 )jp64(2M)ppp=2:
Using the multiparameter Fubini theorem, Holder’s inequality and Lemma 8, estimates
of the expectation of each of the Cn;n0(J i )’s can be checked in a similar way. Therefore,
max
i=1;2;3;4
EjCn;n0(J i )jp6CMppp=2:
Hence,
P
2
64 2−(j+j0)=pp
p(1 + j)(1 + j0)
0
@ 2 j+1X
n=2 j+1
2 j
0+1X
n0=2 j0+1
jCn;n0(J i )jp
1
A
1=p
>A
3
75
64

M
2A
p 1
(1 + j)p(1 + j0)p
:
Choosing p0> 1= and A large enough, the seriesX
j; j0>0
X
p>p0

M
2A
p 1
(1 + j)p(1 + j0)p
converges. Relation (B1) is then a consequence of Borel{Cantelli lemma.
To check relation (B2), let
Kj; j0 = f(n; n0); 2 j + 16n62 j+1; 2 j0 + 16n062 j0+1g
and note that
2−(j+j
0)=p
0
@ 2 j+1X
n=2 j+1
2 j
0+1X
n0=2 j0+1
jCn;n0(J i )jp
1
A
1=p
6 sup
(n;n0)2Kj; j0
jCn;n0(J i )j:
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Now, using the fact that each of the Cn;n0(J i )’s is dominated by terms of the same
form as D1; : : : ; D4, the exponential inequalities of Propositions 4{7 yield that there
exist positive constants C1 and C2 such that for all A> 0 large enough
P
"
1p
(1 + j)(1 + j0)
sup
(n;n0)2Kj; j0
jCn;n0(J i )j>A
#
6C1exp

−

A2
C2M 2

(1 + j)(1 + j0)

:
Borel{Cantelli lemma yields then
sup
j; j0
1p
(1 + j)(1 + j0)
sup
(n;n0)2Kj; j0
jCn;n0(J i )j<+1 a:s:
But
sup
j; j0
2−(j+j
0)=p
p
p
p
(1 + j)(1 + j0)
0
@ 2 j+1X
n=2 j+1
2 j
0+1X
n0=2 j0+1
jCn;n0(J i )jp
1
A
1=p
6
1p
p
sup
j; j0
1p
(1 + j)(1 + j0)
sup
(n;n0)2Kj; j0
jCn;n0(J i )j;
which completes the proof of relation (A3).
4. Large deviations in the Besov{Orlicz norm
In this section, we prove Theorem 2. Following the transfer principle deviced by
Azencott (see also Rovira and Sanz-Sole (1996, 1997)), the proof of the theorem is a
direct consequence of the next two propositions:
Proposition 9. For every a>0 and every x2B0;!; the map
S :H! B0;!;
h ! Sx(h)
is continuous in L(a) endowed with the Besov{Orlicz norm jj  jj;!. In particular, the
level sets ff2B0;!; (f)6Ng; N > 0; are compact.
Proposition 10. For every R> 0; a> 0 and > 0 large enough, there exist > 0
and 0> 0 such that for every h2L(a) and every 2 (0; 0] we have
P(jjX  − Sx(h)jj;!>; jj
p
W − hjj6)6exp

−R


:
Proof of Proposition 9. Let h; k 2H such that jjhjjH_ jjkjjH6a. Lemma 3.2 in [RS]
tells us that the map S : h ! Sx(h) is continuous in the set L(a) with respect to the
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uniform norm. On the other hand
jjSx(h) − Sx(k)jj;!6


Z
R
(b(; ; Sx(h))− b(; ; Sx(k)))d


;!
+


Z
R
((; ; Sx(h))− (; ; Sx(k)))_k d


;!
;
+


Z
R
(; ; Sx(h))(_h − _k) d


;!
= I1 + I2 + I3:
Since I1 is a particular case of I2 if we replace, in I2;  by b and _k by 1, it suces
to prove that I2 and I3 tend to zero as jjh− kjj;! tends to zero.
For ease of notation we set (z; ; x; y)=b(z; ; x)−b(z; ; y);  (z; ; x; y)=(z; ; x)−
(z; ; y) and
	(z) =
Z
Rz
 (z; ; Sx(h); Sx(k))_k d:
Hence,
I2 = jj	jj + sup
0<t61
!;1(	; t)
!(t)
+ sup
0<t61
!;2(	; t)
!(t)
+ sup
0<t1 ;t261
!(	; (t1; t2))
!(t1)!(t2)
:
Using Eq. (5) and the Lipschitz property of  we get
jj	jj6LjjSx(h)− Sx(k)jj jjkjjH: (14)
To estimate the remaining terms of I2, recall that
!p;i(	; t) = sup
jrj6t
jjr; i	jjp; i = 1; 2; 0<t61;
!p(	; (t1; t2)) = sup
jr2j6t2
jr1j6t1
jj(r1 ; r2)	jjp; 0<t1; t261;
!; i(	; t) = sup
p>1
!p;i(	; t)p
p
; 0<t61; i = 1; 2
and
!(	; (t1; t2)) = sup
p>1
!p(	; (t1; t2))p
p
; 0<t1; t261:
We have
jjr; i	jjp =
 Z
I2r; i
j	(z + rei)−	(z)jp dz
!1=p
;
where I 2r; i = fz 2 I 2 : z + rei 2 I 2g. For i = 1 and z = (s; t),
j	(z + re1)−	(z)j6

Z s+r
s
Z t
0
 ((s+ r; t); ; Sx(h); Sx(k))_k d

+

Z s
0
Z t
0
( ((s+ r; t); ; Sx(h); Sx(k))−  ((s; t); ; Sx(h); Sx(k)))_k d
 :
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Assumption (H2) implies that
j	(z + re1)−	(z)j6LjjSx(h)− Sx(k)jj
Z s+r
s
Z t
0
j _kjd+ ’(r)
Z s
0
Z t
0
j _kjd

:
Using Cauchy{Schwarz inequality we get
j	(z + re1)−	(z)j6LjjSx(h)− Sx(k)jj jjkjjH(
p
rt + ’(r)
p
st):
Similarly,
j	(z + re2)−	(z)j6LjjSx(h)− Sx(k)jj jjkjjH(
p
rs+ ’(r)
p
st):
Hence,
jjr;1	jjp+ jjr;2	jjp6 2LjjSx(h)−Sx(k)jj jjkjjH
 Z
I2r;1
(
p
rt + ’(r)
p
st)p d s dt
!1=p
6 4
p
rLjjSx(h)− Sx(k)jj jjkjjH
 Z
I2r;1
tp=2 d s dt
!1=p
+4’(r)LjjSx(h)− Sx(k)jj jjkjjH
 Z
I2r; 2
(st)p=2 d s dt
!1=p
6 4(
p
r + ’(r))LjjSx(h)− Sx(k)jj jjkjjH:
Therefore,
!p;i(	; t) = sup
jrj6t
jjr; i	jjp64LjjSx(h)− Sx(k)jj jjkjjH(
p
t + ’(t))
and then
!; i(	; t) = sup
p>1
!p;i(	; t)p
p
64LjjSx(h)− Sx(k)jj jjkjjH(
p
t + ’(t));
which implies that
sup
0<t61
!; i(	; t)
!(t)
64LjjSx(h)− Sx(k)jj jjkjjH D1
with
D1 := sup
0<t61
p
t + ’(t)
!(t)
;
which is nite by assumption on ’. Consequently,
sup
0<t61
!;1(	; t)
!(t)
+ sup
0<t61
!;2(	; t)
!(t)
68LjjSx(h)− Sx(k)jj jjkjjH D1: (15)
Now, for r = (r1; r2)2R2+ we have
j(r1 ; r2)	(z)j6

Z
Rz
 (Rz; z+r ; ; Sx(h); Sx(k))_k d

+

Z
Rz; z+r
 ((z + r); ; Sx(h); Sx(k))_k d
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+

Z s
0
Z t+r2
t
( ((z + r); ; Sx(h); Sx(k))
− ((s; t + r2); ; Sx(h); Sx(k))_k d

+

Z s+r1
0
Z t
0
( ((z + r); ; Sx(h); Sx(k))
−  ((s+ r1; t); ; Sx(h); Sx(k))_k d
 :
Assumption (H2) on  implies that
j(r1 ; r2)	(z)j6 L’(r1r2)jjSx(h)− Sx(k)jj
Z
Rz
j _kj d
+LjjSx(h)− Sx(k)jj
Z
Rz; z+r
j _kj d
+L’(r1)jjSx(h)− Sx(k)jj
Z s
0
Z t+r2
t
j _kj d
+L’(r2)jjSx(h)− Sx(k)jj
Z s+r1
0
Z t
0
j _kj d
since  (Rz; z+r) = r1r2. Using Cauchy{Schwarz inequality we get
j(r1 ; r2)	(z)j6LjjSx(h)− Sx(k)jj jjkjjH (r1; r2; s; t)
where
(r1; r2; s; t) = ’(r1r2)
p
st +
p
r1r2 + ’(r1)
p
sr2 + ’(r2)
p
tr1:
Therefore,
!p(	; (t1; t2)) = sup
jr2j6t2
jr1j6t1
jj(r1 ; r2)	jjp
6 LjjSx(h)− Sx(k)jj jjkjjH sup
jr2j6t2
jr1j6t1
 Z
I2r
j(r1; r2; s; t)jp d s dt
!1=p
;
where I 2r = fz 2 I 2; z + r 2 I 2g. But, Z
I2r
j(r1; r2; s; t)jp d s dt
!1=p
64’(r1r2)
 Z
I2r
p
st
p
d s dt
!1=p
+ 4
p
r1r2
+ 4’(r1)
p
r2
 Z
I2r
p
s
p
d s dt
!1=p
+ 4’(r2)
p
r1
 Z
I2r
p
t
p
d s dt
!1=p
:
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Since ’ is an increasing function we get
sup
jr2j6t2
jr1j6t1
 Z
I2r
j(r1; r2; s; t)jp d s dt
!1=p
64(’(t1t2) +
p
t1t2 + ’(t1)
p
t2 + ’(t2)
p
t1):
Hence,
!(	; (t1; t2)) = sup
p>1
!p(	; (t1; t2))p
p
6 4LjjSx(h)− Sx(k)jj jjkjjH(’(t1t2) +
p
t1t2)
+4LjjSx(h)− Sx(k)jj jjkjjH(’(t1)
p
t2 + ’(t2)
p
t1);
which implies that
sup
0<t1 ; t261
!(	; (t1; t2))
!(t1t2)
64LjjSx(h)− Sx(k)jj jjkjjH(D2 + D3) (16)
with
D2 := sup
0<t1 ; t261
’(t1t2) +
p
t1t2
!(t1)!(t2)
and
D3 := sup
0<t1 ; t261
’(t1)
p
t2 + ’(t2)
p
t1
!(t1)!(t2)
which are nite. Summing up, inequalities (14){(16) imply that I2 tends to 0 as
jjh− kjj;! ! 0.
To complete the proof of the Proposition 9 it remains to prove that I3 tends to zero
when jjh− kjj;! tends to zero.
Dene the following approximation of Sx(h)
Sx(h)N = S
x(h)( j
2N
; k
2N
) if 2Nj; k :=

j
2N
;
j + 1
2N



k
2N
;
k + 1
2N

and
N =

j
2N
;
k
2N

if 2Nj; k ;
for all j = 0; : : : ; 2N − 1 and k = 0; : : : ; 2N − 1. Now,
I3 =


Z
R
(; ; Sx(h))(_h − _k) d


;!
6


Z
R
((; N ; Sx(h)N )− (; ; Sx(h)))(_h − _k) d


;!
+


Z
R
(; N ; Sx(h)N )(_h − _k) d


;!
= I 13 + I
2
3 :
In view of the above calculations, I 13 can be estimated as I2 by replacing jjkjjH by
jjh− kjjH and Sx(k) by Sx(h)N in Eqs. (14){(16). Hence, with D = D1 + D2 + D3,
I 136DLjjSx(k)− Sx(k)N jjjjh− kjjH:
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Now, in Appendix B below we prove that
I 2362
2N ~M jjh− kjj;!: (17)
Therefore,
I362aDLjjSx(h)− Sx(h)N jj+ 22N ~M jjh− kjj;!:
Combining this inequality and Eqs. (14){(16) and letting jjh − kjj;! ! 0 and then
N !1 we are done.
In the proof of Proposition 10, we closely follow the strategy used in Ben Arous and
Ledoux (1994) and Eddahbi (1997). In particular, we give an exponential upper bound
of the probability that simultaneously the Besov{Orlicz norm of stochastic integrals
w.r.t the Brownian sheet is large when the uniform norm of the Brownian sheet is
small. This is established in the following series of lemmas:
Lemma 11. For every u> 0 and v> 0 with u> 16v and u> 2
p
log 2
P[jjW jj>u; jjW jj6v]662g−1(u2=16v2)exp

− u
2
log 2
log
 u
16v

;
where; g−1 is the inverse function of g(r) = 2r=(1 + r); r>1.
Consequently; the inequality holds with the norm jj  jj instead of jj  jj.
Proof. Let u> 0 and v> 0 and recall that
jjW jj =max(jW (1; 1)j; jjW jj1; jjW jj2; jjW jj3)
with
jjW jj1 = sup
j>0
sup
2 j+16n62 j+1
jCn(W (:; 1))jp
1 + j
;
jjW jj2 = sup
j>0
sup
2 j+16n62 j+1
jCn(W (1; :))jp
1 + j
;
jjW jj3 = sup
j; j0>0
sup
(n;n0)2Kj; j0
jCn;n0(W )jp
(1 + j)(1 + j0)
:
Here, Kj; j0 = f(n; n0); 2 j + 16n62 j+1; 2 j0 + 16n062 j0+1g. We have
P[jjW jj>u ; jjW jj6v]6P0 + P1 + P2 + P3;
where
P0 = P[jW (1; 1)j>u; jjW jj6v];
P1 = P[jjW jj1>u; jjW jj6v];
P2 = P[jjW jj2>u; jjW jj6v];
P3 = P[jjW jj3>u; jjW jj6v]:
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Now, since u>v; P0 = 0. We are going to estimate P1, P2 and P3. We have
P1 = P
"
sup
j>0
sup
2 j+16n62 j+1
jCn(W (:; 1))jp
1 + j
>u; jjW jj6v
#
6
X
j>0
2 j+1X
n=2 j+1
P[jCn(W (; 1))j>u
p
1 + j; jjW jj6v]:
Using the fact that, Cn(W (:; 1)) are one-dimensional centred Gaussian random vari-
ables with variance equals to 1, and jCn(W (:; 1))j is dominated by 4v
p
2 j on the set
fjjW jj6vg, it follows that, if
j0 = inf
(
j>1; (1 + j)2−j6

4v
u
2)
;
i.e. we may choose j0 such that
j0 =

g−1

u2
16v2

+ 1
with g−1 being the inverse function of g(r) = 2r=(1 + r); r>1 and [r] the entire part
of the positive number r, we have
P16
X
j>j0
2 jP[jN (0; 1)j>u
p
1 + j ]
6 22 j0 exp(−u2j0=2):
Here, we used the exponential inequality for a one-dimensional centred Gaussian vari-
able N (0; 1):
P[jN (0; 1)j>a]62 exp(−a2=2):
Therefore,
P1622g
−1(u2=16v2) exp

− u
2
log 2
log
 u
4v

:
P2 can be estimated by the same arguments and therefore we omit the details. Hence,
P1 + P2642g
−1(u2=16v2) exp

− u
2
log 2
log
 u
4v

: (18)
It remains to estimate P3. We have
P3 = P
"
sup
j; j0>0
sup
(n;n0)2Kj; j0
jCn;n0(W )jp
(1 + j)(1 + j0)
>u; jjW jj6v
#
6
X
j; j0>0
X
(n;n0)2Kj; j0
P[jCn;n0(W )j>u
p
(1 + j)(1 + j0); jjW jj6v]:
Since Cn;n0(W ) are one-dimensional centred Gaussian random variables with variance
equals to 1, and jCn;n0(W )j is dominated by 16v
p
2 j0+j on the set fjjW jj6vg, it follows
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that X
j; j0>0
X
(n;n0)2Kj; j0
P[jCn;n0(W )j>u
p
(1 + j)(1 + j0); jjW jj6v]
6
X
(j; j0); j+j0>k0
2 j
0+jP[jN (0; 1)j>u
p
(1 + j)(1 + j0) ];
where
k0 = inffk>1; (1 + k)2−k6(16v=u)2g:
Hence, proceeding as for P1, we nally get
P3622g
−1((u=16v)2) exp

− u
2
log 2
log
 u
16v

;
which, together with (18), give the desired estimate.
For ease of notation, we denote in the following lemma, (z; x) for (z; ; x) etc.
Lemma 12. Let ~X

and Y solve the following stochastic dierential equations:
~X

z = xz +
p

Z
Rz
(z; ~X

) ~W (d) +
Z
Rz
(z; ~X

)_h d+
Z
Rz
b(z; ~X

) d; (19)
where ~W is Brownian sheet and
Yz = xz +
Z
Rz
(z; Y)_h d+
Z
Rz
b(z; Y) d:
Set
I z =
p

Z
Rz
(z; ~X

) ~W (d):
Then there exists a constant C = C(h; L)> 0 such that
jj ~X  − Y jj6CjjI jj:
Proof. First note that I  is null on the axes. Thus, expression (8) yields
jjI jj6jjI jj:
On the other hand, using Gronwall’s lemma for the two-parameter case, we get
jj ~X  − Y jj6jjI jj exp
 
~L
Z 1
0
Z 1
0
(1 + j _hj d)
!
;
Hence,
jj ~X  − Y jj6jjI jj exp( ~L(1 + jjhjjH)) :=jjI jj ~C: (20)
We have
jj ~X  − Y jj6jjI jj +


Z
R
((; ~X ; Y) +  (h; ; ~X

; Y)) d



; (21)
where
(z; x; y) = b(z; x)− b(z; y)
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and
 (h; z; x; y) = ((z; x)− (z; y))_h :
Let us rst give an estimate of the second term of Eq. (21). From the denition of
jj : jj we have

Z
R
((; ~X ; Y) +  (h; ; ~X

; Y)) d



6
6X
r=1
Tr;
where
T16 sup
06s1<s261
R s2
s1
R 1
0 j((s2; 1); ~X

; Y)j d
!(s2 − s1)
+ sup
06s1<s261
R s1
0
R 1
0 j((s2; 1); ~X

; Y)− ((s1; 1); ~X

; Y)j d
!(s2 − s1)
and
T36 sup
06s1<s261
R s2
s1
R 1
0 j (h; (s2; 1); ~X

; Y)j d
!(s2 − s1)
+ sup
06s1<s261
R s1
0
R 1
0 j (h; (s2; 1); ~X

; Y)−  (h; (s1; 1); ~X

; Y)j d
!(s2 − s1) :
Furthermore, Assumption (H2) and (20) imply that
T16 sup
06s1<s261
L
R s2
s1
R 1
0 j ~X

 − Yj d
!(s2 − s1)
+ sup
06s1<s261
L
R s1
0
R 1
0 ’(s2 − s1)j ~X

 − Yj d
!(s2 − s1)
6 L ~CjjI jj sup
06s1<s261
’(s2 − s1) + (s2 − s1)
!(s2 − s1)
and
T36 sup
06s1<s261
L
R s2
s1
R 1
0 j ~X

 − Yjj_hj d
!(s2 − s1)
+ sup
06s1<s261
L
R s1
0
R 1
0 ’(s2 − s1)j ~X

 − Yjj_hj d
!(s2 − s1)
6 2L ~CjjI jj(1 + jjhjjH) sup
06s1<s261
’(s2 − s1) +
p
s2 − s1
!(s2 − s1) :
Since
sup
06s1<s261
’(s2 − s1) + (s2 − s1)
!(s2 − s1) :=
~D1
and
sup
06s1<s261
’(s2 − s1) +
p
s2 − s1
!(s2 − s1) :=
~D2
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are nite we nd that
T1 + T362L ~CjjI jj(1 + jjhjjH)( ~D1 + ~D2):
In a similar way we get
T2 + T462L ~CjjI jj(1 + jjhjjH)( ~D1 + ~D2):
Since T5 can be deduced from T6 by replacing _h with 1, it suces to estimate T6.
Using the notation z1 = (s1; t1), z2 = (s2; t2) with z1<z2 and the fact that
Z s2
0
Z t2
0
 (h; (s2; t2); ~X

; Y) d−
Z s1
0
Z t2
0
 (h; (s1; t2); ~X

; Y) d
−
Z s2
0
Z t1
0
 (h; (s2; t1); ~X

; Y) d+
Z s1
0
Z t1
0
 (h; (s1; t1); ~X

; Y) d

is dominated by
Z s1
0
Z t1
0
 (h; Rz1 ; z2 ; ~X

; Y) d
+

Z s2
s1
Z t2
t1
 (h; (s2; t2); ~X

; Y) d

+

Z s1
0
Z t2
t1
( (h; (s2; t2); ~X

; Y)−  (h; (s1; t2); ~X

; Y)) d

+

Z s2
s1
Z t1
0
( (h; (s2; t2); ~X

; Y)−  (h; (s2; t1); ~X

; Y)) d
 :
Assumption (H2) implies that
T66 sup
06t1<t261
06s1<s261
’((s2 − s1)(t2 − t1))
!(s2 − s1)!(t2 − t1)L
Z s1
0
Z t1
0
j ~X  − Yjj_hj d
+ sup
06t1<t261
06s1<s261
L
R s2
s1
R t2
t1
j ~X  − Yjj_hj d
!(s2 − s1)!(t2 − t1)
+ sup
06t1<t261
06s1<s261
’(s2 − s1)
!(s2 − s1)!(t2 − t1)L
Z s1
0
Z t2
t1
j ~X  − Yjj_hj d
+ sup
06t1<t261
06s1<s261
’(t2 − t1)
!(s2 − s1)!(t2 − t1)L
Z s2
s1
Z t1
0
j ~X  − Yjj_hj d:
Set
~D3 := sup
06t1<t261
06s1<s261
’((s2 − s1)(t2 − t1))
!(s2 − s1)!(t2 − t1) ;
~D4 := sup
06t1<t261
06s1<s261
’(s2 − s1) +
p
t2 − t1
!(s2 − s1)!(t2 − t1)
and
~D5 := sup
06t1<t261
06s1<s261
p
(s2 − s1)(t2 − t1)
!(s2 − s1)!(t2 − t1) :
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Thus,
T662L ~CjjI jj(1 + jjhjjH)( ~D3 + 2 ~D4 + ~D5);
whence,
jj ~X  − Y jj6CjjI jj:
The proof of the lemma is now complete.
Lemma 13. For every R> 0 and > 0 large enough; there exist 0> 0 and > 0
such that
P

p
Z
R
(; ; X  )W (d)



>; jjpW jj6

6exp−

R


;
for every 2 (0; 0].
Proof. For any N > 0, we consider the approximating sequence of the process X 
dened by
X ;N = X

(j=2N ;k=2N ) if 2Njk =

j
2N
;
j + 1
2N

k
2N
;
k + 1
2N

for all j = 0; : : : ; 2N − 1 and k = 0; : : : ; 2N − 1.
Following similar arguments as in Corollary 3.8 in [RS] and using some exponential
inequalities (see also N’zi (1994) or Priouret (1982)), it is easy to check that for all
R> 0 and all > 0, there exist 1 and N1 such that for every 0<<1 and N>N1,
P[jjX  − X ;N jj>]6 13 exp(−R=):
We have
P

p
Z
R
(; ; X)W (d)



>; jjpW jj6

6P[jjX  − X ;N jj>]
+P
"
2

p
Z
R
((; ; X  )− (; N ; X ;N ))W (d)



>; jjX  − X ;N jj<
#
+P

2

p
Z
R
(; N ; X ;N )W (d)



>; jjpW jj6

:
By the Lipschitz condition on  i.e. (H2) and Propositions 6 and 7 the second term
in the right-hand side is dominated by
K1exp

− 
2
42K2

;
with K1 and K2 are some positive constants. Moreover, in view of the arguments used
in Appendix B, by replacing d(h − k) with W (d), it follows immediately that

Z
R
(; N ; X ;N )W (d)



622N ~M jjW jj:
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Hence, in view of Lemma 11 we conclude that
P

p
Z
R
(; N ; X ;N )W (d)



>; jjpW jj6

662g
−1((=(22N ~M)4)2) exp

− 
2
(22N ~M)2log 2
log


(22N ~M)16

:
For a given R> 0 and > 0 we choose > 0 small enough so that 2=42K2>R,
then we choose
2<
1
log(3K1)

2
42K2
− R

and then we choose N large enough and  suciently small such that
62g
−1((=(22N ~M)4)2) exp

− 
2
(22N ~M)2log 2
log


(22N ~M)16

6
1
3
exp

−R


;
for 0<60 = min(1; 2), which completes the proof of the lemma.
Combining Lemmas 12 and 13 we get the following:
Lemma 14. For every R> 0; a> 0 and > 0 large enough there exist > 0 and
0 2 ]0; 1] such that for every h2L(a) and 2 ]0; 0] we have
P[jj ~X  − Sx(h)jj;! >; jj
p
 ~W jj6]6exp−

R


;
where ~X

satises Eq. (19) and ~W :=W − h=p.
Proof of Proposition 10. Let h2L(a) and dene on (
;F; (Fz)z2 I2 ) the probability
Q by
dQ
dP
:= exp

1p

Z
I2
_hW (d)− (h)

:
Then, under Q, ~W :=W − h=p is a Wiener process. Now, set
A := fjjX  − Sx(h)jj>; jjpW − hjj6g
and
Z = exp

− 1p

Z
I2
_hW (d)

:
Thus,
P(A)6 EQ

dP
dQ
; A \

Z < exp




+ P

Z>exp




6 exp

a+ 


Q(jj ~X  − Sx(h)jj>; jjp ~W jj6) + exp

a− 


:
Now, choose 0 = 0(R; a) such that
exp

a− 


6
1
2
exp

−R


for >0;
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then apply Lemma 14 (with Q instead of P) to choose  and 0 such that
exp

a+ 


Q(jj ~X  − Sx(h)jj>; jjp ~W jj6)61
2
exp

−R


for all 2 (0; 0], which ends the proof of the proposition.
5. For Further Reading
The following reference is also of interest to the reader: Roynette, 1993
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Appendix A
In this appendix we sketch the proofs of Propositions 5{7. In the sequel, we denote
Kj; j0 = f(n; n0); 2 j + 16n62 j+1; 2 j0 + 16n062 j0+1g:
Proof of Proposition 5. Let M (s1; t1) = M ([0; s1]  [0; t1]) =
R s1
0
R t1
0 H (s; t)W (d s; dt).
We have
P[jjM jj>u; jjH jj61]6A0 + A1 + A2 + A3;
where
A0 = P[jM (1; 1)j>u; jjH jj61] ;
A1 = P[jjM jj1>u; jjH jj61] ;
A2 = P[jjM jj2>u; jjH jj61] ;
A3 = P[jjM jj3>u; jjH jj61]:
To estimate Ai for i = 0; : : : ; 3, we note that, since M (; ) vanishes on the axes,
Proposition 4 yields
A064 exp(−u2=18): (A.1)
Moreover,
A1 + A26
X
j>0
2 j+1X
n=2 j+1
P[jCn(M (:; 1))j>u
p
1 + j; jjH jj61]
+
X
j>0
2 j+1X
n=2 j+1
P[jCn(M (1; :))j>u
p
1 + j; jjH jj61]:
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Now,
P[jCn(M (:; 1))j>u
p
1 + j; jjH jj61]6B1 + B2;
P[jCn(M (1; :))j>u
p
1 + j; jjH jj61]6B01 + B02;
where, for r = 1; 2,
Br = P
"
p
2 j
Z (2k−r+1)=2 j+1
(2k−r)=2 j+1
Z 1
0
H (s; t)W (d s; dt)
>u2
p
1 + j; jjH jj61
#
;
B0r = P
"
p
2 j
Z 1
0
Z (2k−r+1)=2 j+1
(2k−r)=2 j+1
H (s; t)W (d s; dt)
>u2
p
1 + j; jjH jj61
#
:
Hence, in view of Proposition 4, we get
B1 + B268 exp

−u
2(1 + j)
18

and
B01 + B
0
268 exp

−u
2(1 + j)
18

:
Therefore,
A1 + A2616
X
j>0
2 j exp

−u
2(1 + j)
18

:
Since u> 12
p
log 2, we get
A1 + A2632exp

− u
2
18 4

: (A.2)
To estimate A3, we remark that, for every u> 12
p
log 2, we have
A364
X
j; j0>0
X
(n;n0)2Kj; j0
P[jCn;n0(M)j>u
p
(1 + j)(1 + j0); jjH jj61]:
Using Proposition 4 and the fact that jCn;n0(M)j is dominated by four terms of the
form
p
2 j+j0
Z k=2 j
(k−1)=2 j
Z k0=2 j0
(k0−1)=2 j0
H (s; t)W (d s; dt)
whose quadratic variation is bounded by 1, we get
A36 4:4
X
j; j0>0
2 j
0+j exp

−u
2(1 + j)(1 + j0)
42  18

6 16 exp

− u
2
122
0@X
j>0
2 j exp

− ju
2
2 122
1A
2
6 64 exp

− u
2
122

;
which together with Eqs. (A.1) and (A.2) yield the estimate of the lemma.
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Proof of Proposition 6. We will only prove (i). The proof of (ii) follows in a similar way.
Set G(z) =
R
Rz
H (z; )W (d). Clearly G(:) vanishes on the axes. We have
P[jjGjj>; jjH jj6]6A00 + A01 + A02 + A03;
where
A00 = P[jG(1; 1)j>; jjH jj6];
A01 = P[jjGjj1>; jjH jj6];
A02 = P[jjGjj2>; jjH jj6];
A03 = P[jjGjj3>; jjH jj6]:
We want to estimate A0i for i = 0; : : : ; 3. The exponential inequality in Theorem 2.4 in
[RS] yields
A0064 exp− (2=18C02); (A.3)
for  large enough, where C0 is a numerical constant which can be computed by the
Garcia{Rodemich{Rumsey’s lemma. Furthermore,
A01 + A
0
26
X
j>0
2 j+1X
n=2 j+1
P[jCn(G(:; 1))j>
p
1 + j; jjH jj6]
+
X
j>0
2 j+1X
n=2 j+1
P[jCn(G(1; :))j>
p
1 + j; jjH jj6]:
Now,
P[jCn(G(:; 1))j>
p
1 + j; jjH jj6]6B1 + B2;
P[jCn(G(1; :))j>
p
1 + j; jjH jj6]6B01 + B02;
where, for r = 1; 2,
Br = P
"p
2 j

Z (2k−r+1)=2 j+1
0
Z 1
0
H

2k − r + 1
2 j+1
; 1

; 

W (d)
−
Z (2k−r)=2 j+1
0
Z 1
0
H

2k − r
2 j+1
; 1

; 

W (d)
>2
p
1 + j; jjH jj6
#
6 P
"p
2 j

Z (2k−r+1)=2 j+1
(2k−r)=2 j+1
Z 1
0
H

2k − r + 1
2 j+1
; 1

; 

W (d)

>

4
p
1 + j; jjH jj6
#
+P
"p
2 j

Z (2k−r)=2 j+1
0
Z 1
0

H

2k − r + 1
2 j+1
; 1

; 

−H

2k − r
2 j+1
; 1

; 

W (d)

>

4
p
1 + j; jjH jj6
#
;
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and
B0r = P
"p
2 j

Z 1
0
Z (2k−r+1)=2 j+1
0
H

1;
2k − r + 1
2 j+1

; 

W (d)
−
Z 1
0
Z (2k−r)=2 j+1
0
H

1;
2k − r
2 j+1

; 

W (d))
>2
p
1 + j; jjH jj6
#
6 P
"p
2 j

Z 1
0
Z (2k−r+1)=2 j+1
(2k−r)=2 j+1
H

1;
2k − r + 1
2 j+1

; 

W (d)

>

4
p
1 + j; jjH jj6
#
+P
"p
2 j

Z 1
0
Z (2k−r)=2 j+1
0

H

1;
2k − r + 1
2 j+1

; 

−H

1;
2k − r
2 j+1

; 

W (d)

>

4
p
1 + j; jjH jj6
#
:
Hence, in view of the exponential inequality of Theorem 2.4 in [RS], we get
B1 + B2616 exp−

2(1 + j)
72(2 + L2)C0

and
B01 + B
0
2616 exp−

2(1 + j)
72(2 + L2)C0

:
Therefore,
A01 + A
0
2632
X
j>0
2 j exp−

2(1 + j)
72(2 + L2)C0

:
Since > 6
p
2 + L2
p
2C0 log 2, we get
A01 + A
0
2664 exp−

2
72(2 + L2)C0

: (A.4)
To estimate A03, we remark that for every  suciently large,
A0364
X
j; j0>0
X
(n;n0)2Kj; j0
P[jCn;n0(G)j>
p
(1 + j)(1 + j0); jjH jj6]
and that jCn;n0(G)j is dominated by four terms of the form
p
2 j+j0(Z1 + Z2 + Z3 + Z4);
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where
Z1 =

Z (k−1)=2 j
0
Z (k0−1)=2 j0
0
H (R((k−1)=2 j ; k=2 j);((k0−1)=2 j0 ; k0=2 j0 ); )W (d)
 ;
Z2 =

Z (k−1)=2 j
0
Z k0=2 j0
(k0−1)=2 j0

H

k
2 j
;
k 0
2 j0

; 

− H

(k − 1)
2 j
;
k 0
2 j0

; 

W (d)
 ;
Z3 =

Z k=2 j
(k−1)=2 j
Z k0=2 j0
(k0−1)=2 j0
H

k
2 j
;
k 0
2 j0

; 

W (d)
 ;
Z4 =

Z k=2 j
(k−1)=2 j
Z (k0−1)=2 j0
0

H

k
2 j
;
k 0
2 j0

; 

− H

k
2 j
;
k 0 − 1
2 j0

; 

W (d)
 :
Since the quadratic variation of each of Zi’s for i = 1; 2; 4 is bounded by L22−(j+j
0)
and the quadratic variation of Z3 is bounded by 22−(j+j
0), the quadratic variation of
Cn;n0(G) is dominated by 4(42 + 12L2), the exponential inequality for the uniform
norm (Theorem 2.4 in [RS]) yields
A036 4:16
X
j; j0>0
2 j
0+j exp−

2(1 + j)(1 + j0)
18(42 + 12L2)C0

6 64 exp−

2
18(42 + 12L2)C0
0@X
j>0
2 j exp

− j
2
18(42 + 12L2)C0
1A
2
:
Therefore, for > 6
p
2 + 3L2
p
6C0 log 2
A0364:64 exp−

2
72(2 + 3L2)C0

;
which together with Eqs. (A.3) and (A.4) yield the estimate of (i).
Proof of Proposition 7. We will only prove (i). The proof of (ii) follows using the
same arguments. Set M (s; t) =
R s
0
R
Rs; t
H (; r)W (d) dr. We have
P[jjM (; )jj>; jjH jj6]
6P

sup
06s1<s261
jM (s2; 1)−M (s1; 1)j
!(s2 − s1) >

3
; jjH jj6

+P

sup
06t1<t261
jM (1; t2)−M (1; t1)j
!(t2 − t1) >

3
; jjH jj6

+P
2
64 sup
06t1<t261
06s1<s261
jM (Rz1 ; z2 )j
!(s2 − s1)!(t2 − t1)>

3
; jjH jj6
3
75
=P1 + P2 + P3
where
M (Rz1 ; z2 ) =M (s2; t2)−M (s2; t1)−M (s1; t2) +M (s1; t1):
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Let us rst estimate P1. We have
jM (s2; 1)−M (s1; 1)j
6

Z s2
s1
Z
Rs2 ;1
H (; r)W (d)dr
+

Z s2
s1
Z 1
0
Z s1
0
H (; r)dr

W (d)
 :
Thus,
P16 P
"
sup
06s1<s261
j R s2s1 R 10 (R s10 H (; r)dr)W (d)j
!(s2 − s1) >

6
; jjH jj6
#
+P
"
sup
06s1<s261
j R s2s1 (RRs2 ;1 H (; r)dr)W (d))drj
!(s2 − s1) >

6
; jjH jj6
#
= P11 + P
2
1 :
Using Proposition 5, we get
P116100 exp−

2
36  1442

:
Now,
P21 6 P
"
sup
06r; s261

Z
Rs2 ;1
H (; r)W (d)
>; jjH jj6
#
+P
"
sup
06s1<s261
j R s2s1 (RRs2 ;1 H (; r)W (d))drj
!(s2 − s1) >

6
;
sup
06r; s261

Z
Rs2 ;1
H (; r)W (d)
6
#
:
Choosing 3< and applying Proposition 5, we get
P21 6 P
"
sup
06r; s261

Z
Rs2 ;1
H (; r)W (d)
>; jjH jj6
#
6 exp

− 
2C2
42 + 12L2

:
P2 is estimated in a similar way as P1. It remains to estimate P3. We note that
jM (Rz1 ; z2 )j =

Z s2
0
 Z
Rs2 ; t2
H (; r)W (d)dr −
Z
Rs2 ; t1
H (; r)W (d)
!
dr
+
Z s1
0
 Z
Rs1 ; t1
H (; r)W (d)dr −
Z
Rs1 ; t2
H (; r)W (d)
!
dr

6

Z s2
s1
 Z
Rs2 ; t2
H (; r)W (d)−
Z
Rs2 ; t1
H (; r)W (d)
!
dr

+

Z s1
0
Z
Rz1 ; z2
H (; r)W (d)dr
 :
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Thus,
P36 P
2
64 sup
06t1<t261
06s1<s261
j R s2s1 (R s20 R t2t1 H (; r)W (d)) drj
!(s2 − s1)!(t2 − t1) >

6
; jjH jj6
3
75
+P
2
64 sup
06t1<t261
06s1<s261
j RRz1 ; z2 (R s10 H (; r)dr)W (d))j
!(s2 − s1)!(t2 − t1) >

6
; jjH jj6
3
75
= P13 + P
2
3 :
But, for 6<,
P13 6 P
2
64 sup
06t1<t261
06r; s261
j R s20 R t2t1 H (; r)W (d)j
!(t2 − t1) >; jjH jj6
3
75
6 exp

− 
2C2
42 + 12L2

;
by Proposition 6. Furthermore on the set fjjH jj6g; jj R 0 H (; r)drjj6. Hence, by
Proposition 6, we get
P236exp

− 
2C2
42 + 12L2

:
for  suciently large.
Appendix B
In this section we shall prove inequality (17) above. The proof of the inequality

Z
R
(; N ; X ;N )W (d)



622N ~M jjW jj
that has been used in the proof of Lemma 13 is omitted, since it can proved using
similar arguments for the appropriate norm, by replacing d(h − k) with W (d).
Set
(z) =
Z
Rz
(z; N ; Sx(h)N )d(h − k);
where
Sx(h)N = S
x(h)(j=2N ; k=2N ) if 2Njk =

j
2N
;
j + 1
2N



k
2N
;
k + 1
2N

and
N =

j
2N
;
k
2N

if 2Njk :
In the rest of the proof we will sometimes use the following notation:
f(A) =
Z
A
_f  d for A2 I 2:
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We shall prove that there exists a positive constant ~M such that
jjjj;!622N ~M jjh− kjj;!:
For r > 0 and z = (s; t), we have
j(z + re1)− (z)j6

Z s+r
s
Z t
0
((s+ r; t); N ; Sx(h)N )d(h − k)

+

Z s
0
Z t
0
(((s+ r; t); N ; Sx(h)N )− ((s; t); N ; Sx(h)N ))d(h − k)
 :
Approximating the integrals by Riemann sums, we get
j(z + re1)− (z)j6

2N−1X
j;l=0


(s+ r; t);

j
2N
;
l
2N

; Sx(h)(j=2N ; k=2N )

(h− k)([s; s+ r] [0; t] \ Njl)

+

2N−1X
j;l=0



(s+ r; t);

j
2N
;
l
2N

; Sx(h)(j=2N ; k=2N )

−



(s; t);

j
2N
;
l
2N

; Sx(h)(j=2N ;k=2N )

(h− k)([s; s+ r] [0; t] \ Njl)
 :
Now, relation (H2) yields
j(z + re1)− (z)j6
2N−1X
j;l=0
M j(h− k)([s; s+ r] [0; t] \ Njl)j
+
2N−1X
j;l=0
L’(r)j(h− k)([0; s] [0; t] \ Njl)j
6 22NM j(h− k)(z + re1)− (h− k)(z)j+ 22NL’(r)jjh− kjj:
Similarly,
j(z + re2)− (z)j622NM j(h− k)(z + re2)− (h− k)(z)j+ 22NL’(r)jjh− kjj:
Hence, for i = 1; 2,
jjr; ijjp622N+1−1=p(M jjr; i(h− k)jjp + L’(r)jjh− kjj):
Therefore,
!p;i(; t) = sup
jrj6t
jjr; ijjp
6 22N+1−1=p
 
M sup
jrj6t
jjr; i(h− k)jjp + L’(t)jjh− kjj
!
:
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and then
!; i(; t) = sup
p>1
!p;i(; t)p
p
622N (M!;i(h− k; t) + L’(t)jjh− kjj);
which implies that
sup
0<t61
!; i(; t)
!(t)
622N

M sup
0<t61
!; i(h− k; t)
!(t)
+ L sup
0<t61
’(t)
!(t)
jjh− kjj

: (B.1)
Now, for r = (r1; r2)2R2+, we have
j(r1 ; r2)((z))j
6

Z
Rz
(Rz; z+r ; N ; Sx(h)bN )d(h − k)

+

Z
Rz; z+r
(z + r; N ; Sx(h)N )d(h − k)

+

Z s
0
Z t+r2
t
((z + r; N ; Sx(h)N )− ((s; t + r2); N ; Sx(h)N ))d(h − k)

+

Z s+r1
s
Z t
0
((z + r; N ; Sx(h)N )− ((s+ r1; t); N ; Sx(h)N ))d(h − k)
 :
Approximating the terms appearing in the right-hand side by the Riemann sum as
above, we get that
j(r1 ; r2)((z))j6 22N (4L’(r1r2)jjh− kjj+M j(r1 ; r2)(h− k)(z)j)
+22N (L’(r1)j(r2 ;2)(h− k)(z)j+ L’(r2)j(r1 ;1)(h− k)(z)j):
Therefore,
2−2(N+1−1=p)!p(; (t1; t2))
=2−2(N+1−1=p) sup
jr1j6t1 ;jr2j6t2
jj(r1 ; r2)jjp
64L’(t1t2)jjh− kjj+M sup
jr1j6t1 ;jr2j6t2
jj(r1 ; r2)(h− k)jjp
+L’(t1) sup
jr2j6t2
jj(r2 ;2)(h− k)jjp + L’(t2) sup
jr1j6t1
jj(r1 ;1)(h− k)jjp;
where we have used the assumption that ’() is increasing. Hence,
!(; (t1; t2)) = sup
p>1
!p(; (t1; t2))p
p
= sup
p>1
sup
jr1j6t1 ;jr2j6t2
jj(r1 ; r2)()jjpp
p
satises
2−2N sup
0<t1 ;t261
!(; (t1; t2))
!(t1)!(t2)
6M sup
0<t1 ;t261
!(h− k; (t1; t2))
!(t1)!(t2)
+ 4Ljjh− kjj sup
0<t1 ;t261
’(t1t2)
!(t1)!(t2)
+L sup
0<t1 ;t261
’(t1)
!(t1)
!;2(h− k; t2)
!(t2)
+ L
’(t2)
!(t2)
!;1(h− k; t1)
!(t1)
: (B.2)
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Now, combining Eqs. (B.1) and (B.2), together with the denition of the norm jj  jj;!,
we obtain
jjjj;!622N ~M jjh− kjj;!:
as is claimed.
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