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A robotic mobile fulfillment system is a novel type of automated part-to-picker material handling system. 
In this type of system, robots transport mobile shelves, called pods, containing items between the storage 
area and the workstations. It is well suited to e-commerce, due to its modularity and it’s ability to adapt 
to changing orders patterns. Robots can nearly instantaneously switch between inbound and outbound 
tasks, pods can be continually repositioned to allow for automatic sorting of the inventory, pods can 
contain many di erent types of items, and unloaded robots can drive underneath pods, allowing them to
use completely di erent routes than loaded robots.
This thesis studies the performance of robotic mobile fulfillment systems by solving decision problems
related to warehouse design, inventory and resource allocation, and real-time operations. For warehouse
design, a new queueing network is developed that incorporates realistic robot movement, storage zones,
and multi-line orders. For inventory allocation, we develop a new type of queueing network, the cross-
class matching multi-class semi-open queueing network, which can be applied to other systems as well.
Resource (re)allocation is modeled by combining queueing networks with Markov decision processes 
while including time-varying demand. This model compares benchmark policies from practice with 
the optimal policy. Lastly, we study decision rules for real-time operations by using detailed, large scale 
simulations.
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Rotterdam School of Management (RSM), and the Erasmus School of Economics (ESE). ERIM was founded
in 1999 and is o cially accredited by the Royal Netherlands Academy of Arts and Sciences (KNAW). The
research undertaken by ERIM is focused on the management of the firm in its environment, its intra- and
interfi rm relations, and its business processes in their interdependent connections.
The objective of ERIM is to carry out first rate research in management, and to o er an advanced doctoral
programme in Research in Management. Within ERIM, over three hundred senior researchers and PhD
candidates are active in the di erent research programmes. From a variety of academic backgrounds and 
expertises, the ERIM community is united in striving for excellence and working at the forefront of creating
new business knowledge.
ERIM PhD Series 
Research in Management
30768_middelen_dissertatie_Tim_Lamballais_Cover_2.indd   Alle pagina's 25-2-2019   15:26:43
Optimizing the Performance of Robotic
Mobile Fulfillment Systems

Optimizing the Performance of
Robotic Mobile Fulfillment Systems
Prestaties optimalizeren van mobiele
robot-orderverzamelingssystemen
Thesis
to obtain the degree of Doctor from
Erasmus University Rotterdam
by command of the
rector magnificus
Prof.dr. R.C.M.E. Engels
and in accordance with the decision of the Doctorate Board.
The public defence shall be held on
Thursday 16 May 2019 at 9:30 hours
by
Tim Lamballais Tessensohn
born in Capelle aan den IJssel, The Netherlands
Doctoral Committee
Promoters: Prof.Dr. M.B.M. de Koster
Prof.Dr.Ir. R. Dekker
Dr. D. Roy
Other members: Prof.Dr. R.A. Zuidwijk
Prof.Dr. L. Suhl
Prof.Dr.Ir. I.J.B.F. Adan
Erasmus Research Institute of Management – ERIM
The joint research institute of the Rotterdam School of Management (RSM)
and the Erasmus School of Economics (ESE) at the Erasmus University Rotterdam
Internet: http://www.erim.eur.nl
ERIM Electronic Series Portal: http://repub.eur.nl/pub/
ERIM PhD Series in Research in Management, 411
ERIM reference number: EPS-2019-411-LIS
ISBN 978-90-5892-538-1
©2019, Tim Lamballais Tessensohn
Design: PanArt, www.panart.nl
This publication (cover and interior) is printed by Tuijtel on recycled paper, BalanceSilkr. The
ink used is produced from renewable resources and alcohol free fountain solution. Certifications
for the paper and the printing production process: Recycle, EU Ecolabel, FSCr, ISO14001.
More info: www.tuijtel.com
All rights reserved. No part of this publication may be reproduced or transmitted in any form
or by any means, electronic or mechanical, including photocopying, recording, or by any infor-
mation storage and retrieval system, without permission in writing from the author
C007225
Acknowledgments
Decentralized systems have something fascinating and exciting. The compo-
nents make decisions for themselves, and yet, the result is one of harmonious
movements, like ants carrying out tasks without a central decision maker. So
when René showed me the Kiva system, with all those robots moving around
semi-autonomously, I was hooked. Now at the end of the journey, I can look
back on four years where I was given great freedom to learn new skills and
to explore the scientific world. I would like to thank my supervisors Debjit
Roy and René de Koster, who showed great enthusiasm during our weekly
meetings, and who critically assessed my ideas, and inspired me with theirs.
Their infinite patience made it possible for me to finish my PhD, not only
during the PhD itself but also after its official end. René, thank you for
quickly grasping what I meant to say even when I communicated it vaguely
and chaotically. Debjit, thank you for having faith in me and for showing
me around in Ahmedabad, it was a great pleasure to visit. I would also like
to thank Roy Thurik, Adriana Gabor and Remy Spliet for encouraging me
to start a PhD in the first place.
I had the good fortune to meet Marius Merschformann during a conference
and the great honor to write two papers together with him. Marius, I had an
absolutely wonderful time staying in Paderborn and hosting you in Rotter-
dam. It was a great joy to collaborate with you, and to have many and very
long discussions about our little robots, thank you for your support and for
being an awesome friend. My research visit in Paderborn was very enjoyable,
thanks to the many wonderful people who made for great company, nice talks
and who quickly integrated me into the department. I would like to express
ii
my deep gratitude to Leena and Uwe Suhl. Thank you for hosting me, for
inviting me to social events, for making me feel welcome and for showing me
great hospitality and generosity. I would also like to thank everyone in the
DSOR group, I will never forget the chocolate wednesdays, from popcorn
chocolate to chili chocolate with gold pieces and everything in between, it
was just awesome. Besides visiting Paderborn, I also had the great pleasure
of staying at the IIM Ahmedabad in India. Thank you very much for hosting
me Debjit, it was a wonderful experience. I would also like to thank Prabu
for helping me out when I arrived in Ahmedabad and Govind for guiding
me and René around the city. Leaving RSM, I will miss many people who
have come to be great friends. Thanks Joris for our daily coffee and our
many conversations, and for showing me that iron throats do exists. I will
forever be impressed at your ability to drink coffee that is far too hot for me
to even begin sipping. Elisa, thanks for being a great friend and support,
and for showing me how awesome Lama’s and Alpaca’s are. Jelmer, thank
you for the many suggestions you gave me and for lending me a critical ear
when I had another crazy idea. Hereby, especially for you Jelmer: “queuing”.
Carmen, thank you for the many nice conversations and for putting flowers
in all the offices. As everyone knows, over the years office mates develop a
special bond, and after three and a half years together Masoud has learned
to read my mind and I his. Masoud I hope we will continue to do so in the
future. I would also like to thank my other office mates, Dong Li, Ruiqi Hou,
and Alberto Giudici, I very much enjoyed sharing an office with you and I
will miss our conversations. Arpan, thanks for all the amazing stories about
Nepal and for helping me out when I went to visit, I hope we will be friend
for many years to come. The department of Technology and Operations
Management has a very social and friendly atmosphere with many events
and outings and I had many nice conversations with colleagues over coffee
and in the hallways, over cake, before and after lectures, when going out after
work hours, etc. I would like to thank all my colleagues at TOM, current and
former, for giving me a great time in the department, thanks for seeking me
out and shaking my hand when you heard that I left, I will miss you all very
iii
much. My family always supported me and stood by my side and for that
I am deeply grateful. Pa, Ma, Sannie, you are simply awesome. Last but
certainly not least: Smita, thank you for filling my world with joy, laughter,
and love.
Tim Lamballais Tessensohn
Rotterdam, 2019

Contents
Acknowledgments i
1 Introduction 1
1.1 Robotic Mobile Fulfillment Systems . . . . . . . . . . . . . . . 4
1.2 Research Opportunities . . . . . . . . . . . . . . . . . . . . . . 9
1.3 Contribution and thesis outline . . . . . . . . . . . . . . . . . 13
1.4 Authorship and Responsibilities . . . . . . . . . . . . . . . . . 19
2 Warehouse Design 21
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.2 Literature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.3 Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.3.1 Approach . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.3.2 Model M1: Single-line without storage zones . . . . . 27
2.3.3 Model M2: Single-line with storage zones . . . . . . . 30
2.3.4 Models M3 and M4: Multi-line without and with stor-
age zones . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.3.5 Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.3.6 Travel Times . . . . . . . . . . . . . . . . . . . . . . . 35
2.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
2.4.1 Experiment 1: A Single Work Station . . . . . . . . . 41
2.4.2 Experiment 2: Varying The Length-To-Width Ratio
Of The Storage Area . . . . . . . . . . . . . . . . . . . 45
2.4.3 Experiment 3: Varying The Location of Workstations 47
2.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
vi Contents
Appendices 51
2.A AMVA Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . 51
2.B Determining Robot Speed . . . . . . . . . . . . . . . . . . . . 54
2.C Simultaneous Processing of Multi-line Orders . . . . . . . . . 55
3 Inventory Allocation 57
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.2 Literature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
3.3 Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.3.1 Pod Movement . . . . . . . . . . . . . . . . . . . . . . 62
3.3.2 Travel Times and Service Times . . . . . . . . . . . . 65
3.3.3 Inventory Levels . . . . . . . . . . . . . . . . . . . . . 66
3.3.4 Creating the Compact Queueing Model . . . . . . . . 68
3.3.5 Model States and Transitions . . . . . . . . . . . . . . 69
3.3.6 Aggregate Classes . . . . . . . . . . . . . . . . . . . . 74
3.3.7 Simulation and Validation . . . . . . . . . . . . . . . . 77
3.3.8 Necessary Stability Conditions . . . . . . . . . . . . . 80
3.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
3.5 Conclusions and Future Work . . . . . . . . . . . . . . . . . . 91
Appendices 93
3.A Size of the State Space . . . . . . . . . . . . . . . . . . . . . . 93
3.B Results with Equal Order Arrival Rates . . . . . . . . . . . . 95
4 Resource Reallocation 97
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
4.2 Literature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
4.3 Queueing Models . . . . . . . . . . . . . . . . . . . . . . . . . 104
4.3.1 Assumptions . . . . . . . . . . . . . . . . . . . . . . . 104
4.3.2 Description of the Complete Queueing Network . . . . 106
4.3.3 The Compact Network . . . . . . . . . . . . . . . . . . 110
4.4 The Markov Decision Process . . . . . . . . . . . . . . . . . . 115
4.4.1 A State in the MDP . . . . . . . . . . . . . . . . . . . 116
Contents vii
4.4.2 Solving the MDP Model . . . . . . . . . . . . . . . . . 119
4.4.3 Benchmark Policies . . . . . . . . . . . . . . . . . . . . 124
4.5 Average Arrival Rate and Stability Conditions . . . . . . . . . 125
4.6 Numerical Experiments . . . . . . . . . . . . . . . . . . . . . 128
4.6.1 Small Instance Experiment Results . . . . . . . . . . . 132
4.6.2 Large Instance Experiment Results . . . . . . . . . . . 137
4.7 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
Appendices 143
4.A Synchronization with a Load-dependent Queue . . . . . . . . 143
4.B Validation of the Queueing Networks . . . . . . . . . . . . . . 145
4.C Stock-out Probability . . . . . . . . . . . . . . . . . . . . . . 147
5 Decision Rules 153
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
5.2 The Robotic Mobile Fulfillment System . . . . . . . . . . . . 155
5.3 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
5.4 Decision Problems . . . . . . . . . . . . . . . . . . . . . . . . 160
5.5 Decision Rules . . . . . . . . . . . . . . . . . . . . . . . . . . 164
5.5.1 Pick Order Assignment Rules . . . . . . . . . . . . . . 165
5.5.2 Replenishment Order Assignment Rules . . . . . . . . 167
5.5.3 Pick Pod Selection Rules . . . . . . . . . . . . . . . . 168
5.5.4 Replenishment Pod Selection Rules . . . . . . . . . . . 169
5.5.5 Pod Storage Assignment Rules . . . . . . . . . . . . . 171
5.6 Simulation Framework . . . . . . . . . . . . . . . . . . . . . . 172
5.7 Evaluation Framework . . . . . . . . . . . . . . . . . . . . . . 177
5.7.1 Parameters . . . . . . . . . . . . . . . . . . . . . . . . 178
5.8 Computational Results . . . . . . . . . . . . . . . . . . . . . . 183
5.8.1 Phase 1 . . . . . . . . . . . . . . . . . . . . . . . . . . 184
5.8.2 Phase 2 . . . . . . . . . . . . . . . . . . . . . . . . . . 191
5.9 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 194
viii Contents
Appendices 197
5.A Upper bound on the unit throughput rate . . . . . . . . . . . 197
6 Conclusions and future outlook 201
6.1 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 201
6.1.1 Chapter 2 . . . . . . . . . . . . . . . . . . . . . . . . . 202
6.1.2 Chapter 3 . . . . . . . . . . . . . . . . . . . . . . . . . 203
6.1.3 Chapter 4 . . . . . . . . . . . . . . . . . . . . . . . . . 203
6.1.4 Chapter 5 . . . . . . . . . . . . . . . . . . . . . . . . . 205
6.2 Future outlook . . . . . . . . . . . . . . . . . . . . . . . . . . 206
Bibliography 209
About the author 219
Portfolio 221
Summary 223
Samenvatting (Summary in Dutch) 225
ERIM Ph.D. Series Research in Management 229
1 Introduction
The rise of e-commerce has changed the role of the warehouse in the supply
chain. Traditionally, the role of the warehouse has been to store inventory
to fulfill orders from other businesses. These business to business (B2B)
orders at a warehouse are typically for multiple products with relatively large
quantities per product, because the orders are meant to refill inventories at
another point in the supply chain. Business customers, for example retailers
and brick-and-mortar shops, typically place their orders before their inven-
tories have depleted and order in bulk. They maintain a safety stock that
provides some tolerance for replenishment delays and errors.
With e-commerce, products can be sent directly from a warehouse to an indi-
vidual consumer, circumventing other points in the supply chain. Consumers
purchase online in great numbers. According to Walker Sands Communica-
tions (2016), an estimated 31 percent of USA consumers shop online weekly
and nearly 75 percent did so at least monthly during 2016. A majority prefers
to buy books, consumer electronics and office supplies online over going to
a brick-and-mortar shop, and about a quarter of consumers shop online for
luxury items. In Europe, e-commerce sales have seen double digit growth
year over year, with a majority of European internet users shopping online
(E-commerce Europe, 2016).
In other words, the warehouse has become a so-called “customer order point”
(COP) (Olender, 2012). For individual consumers, ordering online is an
alternative to buying a product in an ordinary brick-and-mortar store. This
has four implications for e-commerce operations. First, customers want to
receive their order as fast as possible, because they pay in advance. At a
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store they also would have the product immediately after their purchase.
Second, so-called value added services (VAS) may be needed. A customer
may want the product wrapped as a gift, or marketing may want to include a
brochure (Olender, 2012). Third, customers have a low tolerance for errors in
the e-commerce order they receive, because delivery errors do not occur when
purchasing at an ordinary store. They also dislike the hassle of returning a
product due to a mistake at the supplier’s end. Fourth, protected by law,
customers are allowed to return products to the warehouse. This leads to
high return rates for certain types of goods. Customers cannot try out goods
such as clothes, shoes or other apparel when ordering online, whereas they
can when purchasing at an ordinary store. They solve this by simply ordering
all the items they would like to try out and then returning the ones they do
not wish to actually purchase. The return of goods is a legal requirement in
the EU and the USA, which forces e-commerce companies to accomodate
the high number of returns in their warehouse operations.
These four implications have a direct impact on warehouse operations. Orders
need to be processed faster, as customer impatience exerts pressure to reduce
lead times, while the error rate must be kept as close as possible to zero. In
addition, certain value added services that were not part of operations before
may need to be included, as well as processes to handle the return of goods.
The pressures on warehouse operations drive a shift towards more automa-
tion. Automated material handling systems tend to have far lower error rates
than manual picking and increase the accuracy of inventory management
and tracking. Automated systems may also automatically handle some of
the value added services, such as packaging or adding brochures. Another
driver towards automation are labor shortages (Gue et al. (2014), Morris
(2015), MHI & Deloitte (2014), MHI & Deloitte (2015), MHI & Deloitte
(2016)), which is exacerbated due to high turnover of personnel (Min, 2007).
For automated parts-to-picker systems, pick rates tend to be quite high,
because pickers are positioned at stations while the products come to them
via conveyor devices. High pick rates alleviate some of the impact of labor
shortages and allow reductions in customer waiting time.
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E-commerce combined with a shift towards more automation has led to a
variety of responses, such as changes in warehouse operations, changes in
distribution networks and more flexible automation. Changes in operations
include the co-existence of different material handling systems in a warehouse
dedicated to e-commerce operations. For example, one area may contain
an automated system for products that fit within a tote or box, whereas
larger products may be stored in a pallet area. In addition, companies with
both an online channel and brick-and-mortar stores, i.e., an omni-channel
company, often separate the warehouse operations for these channels at
different locations. These warehouses may use different systems. Changes in
distribution networks may result from a desire to reduce customer service
times. An e-commerce company can complement a few large, centrally lo-
cated warehouses with additional smaller warehouses located close to urban
areas. Customer waiting times can then be reduced by serving customers
in these urban areas from the smaller, nearby warehouses. Alternatively
e-commerce companies may reduce the number of warehouse by outsourcing
part or all warehouse operations to a third party logistic provider (3PL). 3PL
companies store the inventory of multiple companies within their warehouse,
taking care of all warehouse operations for the customers of these companies
(Bond, 2016). As warehouse operations is their core business, 3PLs be better
positioned to invest in expensive automated systems than their clients.
E-commerce not only drives a shift towards more automation, but more
specifically it drives a shift towards automated systems with higher degrees
of flexibility. The type of flexibility required of the automated material
handling systems depends on the type of e-commerce company. Flexible
automation is particularly important for two types of e-commerce companies.
The first type is e-commerce companies with a large assortment of products,
each with low turnovers and facing strong demand fluctuations. Manual
picker-to-parts systems tend to lead to high average walking distances in
these companies, because large assortments require large warehouses. In
addition, low turnovers mean fewer picks per storage location, and strong
demand fluctuations mean that sorting inventory to reduce travel distances is
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difficult, which increases the average distance between picks. An automated
parts-to-picker system that eliminates picker walking time may therefore
improve performance, but only if that system has the flexibility necessary
for handling strong demand fluctuations. The second type of e-commerce
company that benefits from flexible automation are e-commerce companies
that experience double or triple digit annual growth. New forms of flexible
automation have recently allowed this type of companies to also benefit from
automation, whereas in the past they would have been deemed to small or
their ordering process to unstable for automation. This type of company
requires automated systems that can scale rapidly in response to demand
growth. Since this type of rapid growth is difficult to forecast, the up- or
downscaling of the system should be possible at any time and in small as well
as large increments. Moreover, such companies may need to move from one
location to another or add a second location to their operations to accommo-
date their growth. Therefore, the automated system should be deployable in
existing buildings, and if possible be movable to another location.
Table 1.1 shows several automated material handling systems and their ability
to exhibit different forms of flexibility. One of these systems is the Robotic
Mobile Fulfillment System (RMFS): a robotized parts-to-picker automated
sorting and picking material handling system conceived with the aim of
efficiently fulfilling e-commerce orders. This system is the prime subject
of study in this thesis. As Table 1.1 describes, the RMFS is capable of
displaying different forms of flexibility.
1.1 Robotic Mobile Fulfillment Systems
The Robotic Mobile Fulfillment System was originally conceived by Reinhardt
Jünemann (Jünemann, 1989). The main component is a small, mobile robot
that can move underneath a movable shelf, called a pod, lift the pod, and
transport it within the warehouse. The first to implement an operational
version was Kiva Systems. Kiva Systems created what they called a “mobile
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Table 1.1: Automated warehousing systems and different forms of flexibility
Scaling inventory capacity Scaling throughput capacity
Miniload Crane
system
−− impossible in short term, diffi-
cult in the long term
−− impossible in short term, diffi-
cult in the long term
Miniload AVSR − to some extent possible by adding
or removing new aisles and elevators
−/+ possible by adding or removing
AGVs, but elevators may be bottle-
neck
Autostore −/+ possible by expanding or shrink-
ing storage structure
+ relatively easily done by adding or
removing robots
RMFS ++ easily done by adding or remov-
ing pods
+ relatively easily done by adding or
removing robots
Suitability for deployment in existing
buildings
Ability to move entire system to new
location
Miniload Crane
system
− only possible in tall buildings − possible, but expensive, and re-
quires long time
Miniload AVSR −/+ possible if no obstacles like roof
supporting columns block construc-
tion
− possible, but expensive, and re-
quires long time
Autostore −/+ possible if no obstacles like roof
supporting columns block construc-
tion
−/+ possible, but expensive, and re-
quires medium time
RMFS + possible to build around obstacles ++ straightforward, cheap and re-
quires little time
Ability to store products of different
shapes and sizes
Inventory sorting in response to de-
mand fluctuations
Miniload Crane
system
−/+ product must fit in a tote −/+ possible during idle time
Miniload AVSR −/+ product must fit in a tote −/+ possible during idle time
Autostore −/+ product must fit in a tote + possible during operations and idle
time
RMFS ++ pods can be customized for wide
range of shapes and sizes
++ occurs automatically during op-
erations
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fulfillment system”. Amazon bought Kiva Systems in 2012, renamed it
“Amazon Robotics” and deployed RMFSs in ten of its warehouses in November
2014 (Business Wire, 2015).
The RMFS is a parts-to-picker system and works as follows. An order arrives
at the system. Each pick station has capacity for a number of unfinished
orders. If one or multiple pick stations have capacity left, the order is assigned
to a pick station, otherwise it is added to a pool of unassigned orders. The
products required by the order are allocated to one or more storage pods.
These are then brought to the pick station of the order by the robots. The
picker at a pick station picks products from a pod and thus fulfills order lines
from the unfinished orders at the pick station. After the picker is done with
a pod, the pod is transported back to the storage area and the next pod in
the queue at the pick station is presented to the picker. Instead of returning
to the storage area, it is also possible that the pod is brought to another
pick station, where it enters the queue of that pick station. The robots
handle the transportation of the pods between storage area and the pick
stations. When an idle robot is instructed to bring a pod to a pick station,
it drives to that pod, lifts it, and transports it to the pick station, where the
robot and pod enter the queue of that pick station. The transportation of
pods to replenishment stations for replenishing the inventory on the pods
is identical to the transport of pods to the pick stations. The design of
the pods is such that goods rarely fall off during transit (Wulfraat, 2012).
The robots are equipped with sensors to avoid collision and use barcode
stickers on the ground to navigate. From time to time, in between tasks, a
robot travels to a recharge station for a short recharge. At a workstation,
a pod queues until a worker either picks products from it, or replenishes
products on the pod. The picker is usually guided by a pick-to-light system,
showing which products to pick in what quantities and where to drop off (in
which customer bin) the picked products. A pick station provides support for
picking 6 to 12 orders simultaneously and can also be equipped for additional
activities such as packaging, special labeling and other value adding services.
Usually some workstations are occupied with picking while the others are
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occupied with replenishment. If necessary, a station can switch from picking
to replenishment activities and vice versa. Goods delivered to the warehouse
from a supplier can in principle be inserted directly into the system, but are
usually first put into a reserve area elsewhere in the warehouse. Figure 1.1a
shows a robot carrying a pod (Wurman & Enright, 2011) and Figure 1.1b
shows a workstation in detail (Kiva Systems, 2010).
(a) Robot carrying a pod
(Wurman & Enright, 2011)
(b) Workstation in detail (Kiva Systems, 2010)
Automated parts-to-picker systems are nothing new in the material handling
world, but the system has a few key advantages in the area of e-commerce
order fulfillment. The key advantages that set the system apart are flexibility,
modularity and scalability.
Pods can be modified to accommodate many different types and shapes
of products, from a pod with shelves for books to a pod that can store
hanging garments. A pod typically contains multiple SKUs simultaneously.
For instance, a pod equipped with shelves may contain a wide selection of
different books. If necessary the robots can also carry pallets and cases rather
than pods.
The system is modular, since it consists of pods, robots and workstations,
which are all identical, movable elements. For each of these resources it is
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relatively straightforward to increase or decrease their number, which means
that the system can be scaled up or down in a short period of time. The
modularity of the system also means that the system is robust against failure:
if one robot fails, operations can simply continue, as the robot only blocks a
small amount of space that the other robots can bypass. In addition, the
layout of the warehouse is flexible and can be altered in a short period of time.
The barcode stickers used for navigation, as well as the workstations, can be
relocated easily and the robots can simply relocate the pods. This also means
that the system can be integrated into an existing building relatively quickly,
and that the entire system can be moved to another building elsewhere.
This process typically takes several months but, interestingly, one company
apparently managed to move the entire system to a new location in one
weekend, see Mountz (2012) and Wulfraat (2012).
These characteristics of the system make it attractive for e-commerce com-
panies, as they tend to experience quite volatile and unpredictable demand
growth. Deployment is relatively quick, with for example Acumen deploying
the system in a mere 14 weeks (Wulfraat, 2012). The ease of integrating it
in an existing structure means that companies can create a separate section
for e-commerce operations next to the other warehouse operations within
an existing warehouse. The ease of moving the entire system means that
a company can relocate to a bigger site as it grows, or can move closer to
the customer base. For peak periods, such as Christmas, the system can be
scaled up by temporarily hiring more workers and adding more pods, robots
and workstations. The main disadvantage is the cost: a typical system with
around 50 to a 100 robots costs around two to four million dollars, most of
which is spent on the robots (Wulfraat, 2012).
The first implementation of the RMFS was at Staples. It reported that
picking rates are twice as high as with their previous system. According to
Wulfraat (2012), picker productivity tends to be two to three times higher
compared to pick-to-conveyor systems, and about 5 to 6 times higher com-
pared to manual picking. Figure 1.2b shows an Amazon Robotics robot
and Figure 1.2a the original Kiva robot. Amazon Robotics does not sell its
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system to third parties and hence competitors have emerged. Presently these
competitors are Swisslog in Europe with their CarryPick system, see Figure
1.2c, GreyOrange in India with their Butler robot system, see Figure 1.2d,
Mobile Industrial Robots in Denmark with the MiR100, see Figure 1.2e and
Scallog in France with their mobile robot, see Figure 1.2f.
(a) Kiva Systems,
source: Singularity
Hub (2016)
(b) Amazon Robotics,
source: Business In-
sider (2016)
(c) CarryPick, source:
Swisslog (2016)
(d) GreyOrange, source:
Grey Orange (2016)
(e) MiR, source: MiR
(2016)
(f) Scallog, source: Scal-
log (2016)
Figure 1.2: RMFS robots
1.2 Research Opportunities
The Robotic Mobile Fulfillment System provides new research opportunities.
Algorithms solve decision problems in real time, either via a central computer
or via decentralized control by the involved entities themselves. For example,
the robots themselves can decide on path planning, and pick stations can
decide on order assignment. In the latter problem, complications specific for
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RMFSs are that a pod can fulfill multiple order lines across different orders at
a pick station and can visit multiple pick stations sequentially. As Wurman
& Enright (2011) and Wurman et al. (2008) remark, many unsolved decision
problems remain to be researched and optimized. These problems involve
selecting the inventory pods to be brought to the workstations; selecting
the storage locations to return pods to; assigning orders to pick stations;
allocating tasks to robots; and planning paths or routes for the robots. Path
planning has been examined in numerous other applications, but takes an
interesting twist here: unloaded robots, i.e., robots not carrying pods, can
move underneath the stationary pods and take different routes than loaded
robots.
The decision problems are interconnected. For example, when a robot returns
a pod to storage, at which storage location should the pod be stored? On
the one hand, this depends on whether the pod will be needed in the near
future by another pick station and on the popularity of the products on the
pod. If the pod is needed soon or if it contains popular products, it may
be better to store it close to the pick stations, to reduce travel time in the
future. On the other hand, the travel time of the robot carrying the pod
may be reduced if the pod can simply be stored at a location along the route
to the next task of the robot, instead of the robot having to make a detour.
However, which task should the robot do next? One option is to choose the
robot’s next task before the storage location of the pod is determined, and
then a storage location can be chosen in the vicinity of the robot’s route to
the next task. Another option would be to first decide where to store the
pod and then allocate a next task to the robot. The problem in this example
is further compounded by the sheer size of the solution space and the short
computation time available, as these operational decisions must be made in
real-time.
The operational problems in a Robotic Mobile Fulfillment System give rise
to five interesting concepts, namely (1) “pile-on”, (2) “well-sortedness”, (3)
priority zoning, (4) dynamic resource allocation, and (5) the centralization-
decentralization trade-off. (1) Pile-on is the number of units that can be
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picked from a single pod that visits the pick station. The higher the average
pile-on is, the fewer pods have to be brought to the pick stations and the
fewer robots are needed for the same order throughput rate. Increasing
pile-on requires improving the assignment of orders to pick stations, since
assigning orders together to a pick station that need products from the
same pod(s) improves the number of product picks per pod. Selecting an
inventory pod that covers as many order lines as possible also increases
pile-on. Another method for increasing pile-on is careful planning in the
replenishment process. During replenishment, units of products are placed on
a pod. The replenishment process thus determines which products are stored
on each pod in which quantities, i.e., the replenishment process determines the
composition of a pod. The wider the range of popular products on a given pod,
the more order lines that pod is likely to be able to fulfill at a pick station. The
main motive for wanting to increase pile-on is to reduce the number of robots
needed in the system. An alternative method to reduce the required number
of robots would be to reduce travel times. However, beyond a certain point,
gains in travel time are offset by additional queueing time for the robots at the
workstations. (2) Well-sortedness measures the distance between the pods
and the pick stations and weighs these distances with the “pod popularity”.
The pod popularity is a weighed total across all products on a pod of the
frequency with which product is ordered multiplied by the number of units
of that product on the pod. The continual repositioning of pods during
operations can be used to sort products. Executed correctly, the popular
products will be close to the pick stations at all times. Well-sortedness can
be used to understand to what degree continual pod repositioning supports
sorting inventory according to popularity. It may be difficult to measure, as
pods may contain many different SKUs and popularity may fluctuate due to
volatile demand during operations. (3) Priority zoning is the allocation of
storage locations into priority zones. A priority zone contains pods that are
needed at the pick stations in the near future. By creating priority zones
near the pick stations, travel times between the pick stations and the storage
area are reduced. Furthermore, the variance of travel times between pick
12 Introduction
stations and storage areas is reduced, as travel to more distant parts of the
storage area is no longer included. Reduced travel time variance facilitates
more careful planning and scheduling with regard to robot queueing at the
pick station, which may result in less queueing and less idle time at the pick
station. However, as pods also need to be transported between the priority
zones and the other parts of the storage area and the replenishment stations,
other types of travel time may increase. Priority zones can be dynamically
changed in real time by changing the assignment of storage locations to the
priority zones. (4) The RMFS allows quick reallocation of resources between
picking and replenishment activities. Robots can be reallocated after every
completed task, and workstations can be altered from pick to replenishment
stations and vice versa in a short amount of time. Dynamic reallocation
should enable a faster response to peak demand and peak supply. (5) In
principle, all decisions can be taken by a central computer. In practice it
may be better to let some decision problems be handled in a decentralized
manner. For example, the robots are more agile and respond quicker to other
robots when path planning is decentralized, see also Frazzoli et al. (2002)
and Wang & Botea (2008). Decentralization decreases the time needed to
recover from unexpected events and decreases the likelihood that such events
derail the system. Distributing the decision process can be necessary in some
cases. For operational decision problems solved in real-time, the available
solution time is rather short, while the solution space is rather large.
The operational problems take place in real time and need to be solved as
fast as possible, whereas the dynamic reallocation of resources such as robots
and workstations may take place just a few times during a day or a week.
The decisions of dynamic reallocation of resources should therefore be taken
at the tactical level. Other decisions that should be taken at the tactical level
include the setting of the replenishment level per product and determining the
number of pods per product. The latter problem is also of great importance
in other e-commerce settings and has so far not been answered. At the
strategic level, warehouse design problems such as workstation placement
and storage area dimensioning should be studied, as the solutions to these
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problems have a large impact on subsequent activities and cannot easily
be changed. The placement of recharge stations is an interesting topic but
the recharging process may be quite different between implementations of
RMFSs. Zou et al. (2016) compare different possible recharging methods.
An overview of the decision problems, the parameters required for solving the
decision problems, and the decision variables that are part of the solutions
to the decision problems, are shown in Figure 1.3.
Determining Repl. Level
Station Assig. to Pick and Repl.
Decision ProblemParameter Decision Variable
Assigned Orders
No. of Pods
No. of Workstations
No. of Robots
Product Popularity
No.of Pods per SKU
Unassigned Orders
Cap. at Repl. Stations
Contents in each Pod
Pod Positions
Robot Positions
Workstation Placement
Storage Area Sizing
Setting No. Pods per SKU
Robot Assig. to Pick and Repl.
Pick Order Assignment
Repl. Order Assignment
Pick Pod Selection
Pod Storage Assignment
Workstation Locations
Storage Area Layout
No. of Pods per SKU
No. of Pick Robots
No. of Repl. Robots
No. of Pick Stations
No. of Repl. Stations
Repl. Level
Assigned Order
Selected Repl. Stations
Selected Pods
Selected Storage Loc.
Tactical Level
Strategic Level
Operational Level
Replenishment Pod Selection
Figure 1.3: Overview of decision problems with parameters and decision
variables
1.3 Contribution and thesis outline
This thesis focuses on several of the problems outlined in Figure 1.3 at
the strategic, tactical and operational level. Table 1.2 shows the decision
problems that are addressed in each chapter and the objective in solving the
decision problems. Chapter 2 examines the decision problems of “Workstation
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Placement” and “Storage Area Dimensioning”. These decisions have to
be taken at the strategic level and the objective is to find the placement
of workstations and dimensioning of the storage area that maximize the
order throughput capacity. Chapter 3 studies problems at the tactical
level, namely “Setting the Number of Pods per SKU”, “Station Assignment
to Pick and Replenishment” and “Determining the Replenishment Level
per Product”. These three problems are related and the objective is to
minimize the order throughput time. Chapter 4 researches the allocation of
both robots and workstations across both pick and replenishment activities
when demand fluctuates between periods of peak demand and low demand.
The aim is to find a policy that reallocates robots and workstations such
that order throughput time is minimized. Chapter 5 focuses on several
operational decision problems: “Pick Order Assignment”, “Replenishment
Order Assignment”, “Pick Pod Selection”, “Replenishment Pod Selection”,
and “Pod Storage Assignment”. These operational problems influence each
other to some extent. The performance of the solutions is measured in the
average pile-on and order throughput time achieved, where average pile-on
should be maximized and order throughput time minimized.
Table 1.2: Decision problems per chapter
Chapter Decision Problem Objective
Ch. 2 Workstation placement
Storage area sizing
Max. order throughput
Ch. 3 Number of pods per SKU decision
Station assig. to pick and repl.
Replenishment level decision
Min. order throughput time
Ch. 4 Robot assig. to pick and repl.
Station assig. to pick and repl.
Min. costs
Ch. 5 Pick order assignment
Replenishment order assignment
Pick pod selection
Replenishment pod selection
Pod storage assignment
Max. unit throughput
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Multiple methodologies are used to research these problems. In Chapters
2 and 3, Semi-Open Queueing Networks (SOQN) and Closed Queueing
Networks (CQN) are used to examine the design of the warehouse layout
and to analyze the replenishment process. Dynamic reallocation of resources
across picking and replenishment activities is modeled with a combination
of queueing networks and Markov Decision Processes (MDP) models in
Chapter 4. Chapter 5 addresses problems at the operational level. Several
decision mechanisms are defined per decision problem and their performance
is evaluated in realistic simulations for a wide range of scenarios.
Chapter 2: Warehouse Design
This chapter models Robotic Mobile Fulfillment Systems and focuses on
warehouse design aspects, such as workstation placement and storage area
sizing. These two aspects are analyzed in order to maximize the performance
of the pick process. As an RMFS tends to be a multi-million dollar investment,
it is important for companies to have an estimation of the order throughput
capacity of the system before they decide to invest in the system. Potential
customers also need to know the necessary number of workers and robots to
realize the required order throughput, and whether the system can handle
peak demand situations. This chapter develops queueing network models for
both single-line and multi-line orders, to analytically estimate maximum order
throughput, average order cycle time, and robot utilization. The main benefit
of this approach over simulation is a very short computation time, which
allows the user to quickly explore many different layout configurations and
robot zoning strategies and thus in a sense optimize the warehouse layout for
the given throughput capacity requirements. Semi-Open Queueing Networks
(SOQNs) are used to estimate robot utilization, workstation utilization,
and order cycle time for each workstation. This approach is suitable for
stationary demand. Closed Queueing Networks (CQNs) are developed to
show the maximum order throughput, which is useful for examining which
peak demand situations the warehouse would be able to handle and which not.
By increasing the number of workstations it is possible to investigate whether
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the system can handle a temporary peak demand situation such as Christmas
by hiring additional temporary staff. The warehouse layouts examined have
storage areas of different sizes and length-to-width ratios and have different
configurations of workstation placements around the storage area. The
models contribute to the literature by introducing the first analytical models
built for analyzing RMFSs. More specifically, the models contribute by
incorporating accurate driving behavior of robots, multi-line orders, robot
zoning strategies, and robot acceleration and deceleration. The results of
the experiments lead to the following insights: (1) the analytical models
accurately estimate the average order cycle time, and robot utilization, (2)
the maximum order throughput appears to be quite insensitive to the length-
to-width ratio of the storage area, and (3) the maximum order throughput
is affected by the location of the workstations around the storage area.
Chapter 3: Inventory Allocation
The replenishment process supports the picking process and in an RMFS
replenishment and picking occur concurrently. The replenishment process
should be given sufficient resources to prevent stock-outs of products and
delays for the picking process. Replenishment can have a large impact on
the picking process in other ways as well, since it determines which products
are placed on which pods in what quantities. One interesting question in
this regard is: across how many pods should the inventory of a product
be spread? Spreading the inventory across multiple pods will increase the
chances that a pod will be nearby when a pick station needs the product,
which reduces travel times. Spreading the inventory too thin will make it
less likely that larger orders can be fulfilled from a single pod. It also means
that the pod with that product may need to be replenished more often. This
also depends on the replenishment level.
This chapter provides insights for practice by showing how to optimize
three key decision variables related to the replenishment process: (1) the
number of pods per product, (2) the ratio of the number of pick stations
to replenishment stations, and (3) the replenishment level per pod. These
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three decision variables are examined together as they jointly affect the
performance of the system.
Our results show that throughput performance improves substantially when
inventory is spread across multiple pods, which is probably due to reduced
travel times. Order throughput also increases when an optimum ratio between
the number of pick stations to replenishment stations is achieved, which
reduces unnecessary queueing time. In addition, the experiments give an
interesting insight into the replenishment level. A standard practice may be
to only replenish a pod with a product when the pod runs completely out of
that product. This practice turns out to be far from optimal: replenishment
should happen when there are still some units left. Chapter 3 contributes
methodologically by introducing a new type of Semi-Open Queueing Networks
(SOQN): the cross-class matching multi-class SOQN. For this new type of
SOQN, additional and counterintuitive necessary stability conditions hold
that are derived and explained in this chapter. Lastly, this chapter contributes
by introducing a novel interpretation of the classes in the queueing network,
namely as the number of units left on a pod. This gives modelers an additional
technique to use, who can use storage locations or pallets instead of pods.
Chapter 4: Resource Reallocation
Demand fluctuations, and especially peak demand, have a large impact on
warehouse operations. The Christmas season is a months long period of peak
demand, which forces warehouses to hire temporary workers and expand
capacity. Some other types of demand peaks are relatively short lived. For
example, people tend to order online in the evenings and especially in the
weekends.
Peak demand and dynamic resource reallocation are the focus of this chapter.
As mentioned above, dynamic resource reallocation is one of the defining and
distinguishing characteristics of an RMFS. Resources like workstations and
robots can be reassigned from picking to replenishment activities, or vice
versa, in a relatively short period of time. As relatively tranquil periods grow
into peak demand periods, resources may be reallocated from replenishment
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to picking. In the tranquil periods, the replenishment process may receive
abundant resources to prepare the storage area for the peak demand to
come. In addition, if peak demand periods are relatively short lived, than by
dynamically and quickly reallocating resources, an RMFS may be able to
handle the peak demand period, and any excess order may be handled in
the subsequent, tranquil period.
This chapter models the picking and replenishment activities within an RMFS
as a queueing network and then uses Markov Decision Processes to determine
the optimal resource reallocation strategies. It contributes methodologically
by modeling more than one resource (namely robots and workers), and more
than one process (namely both picking and replenishment), and by including
time-varying demand.
Dynamic resource reallocation gives the system the ability to quickly adapt
as the number of unfinished orders grows too large or as the inventory on
the pods dwindles too low, but what are the benefits compared to other
policies? This chapter compares dynamic resource reallocation with four
benchmark policies from practice. It shows that the benchmark policies
perform relatively close to the optimal policy.
Moreover, the experiments indicate that the characteristics of the peak de-
mand phase determine which policy performs best. Finally, the chapter shows
that continual reallocation of resources across picking and replenishment can
be beneficial and tends to outperform policies that do not do this, especially
in situations with a limited number of robots. This provides an interesting
direction for future research into continual resource reallocation. All results
taken together are interesting for practitioners, since the benchmark policies
come from practice, can thus be quickly implemented, and this chapter sheds
light on which policy performs best in a given circumstance.
Chapter 5: Decision Rules
This chapter addresses the problems of order assignment, replenishment
assignment, pod storage assignment, task allocation and path planning
by formulating multiple decision mechanisms for each decision problem.
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The decision mechanisms are implemented in a realistic simulation of the
RMFS, which simulates in great detail every aspect of the system, from
the acceleration and deceleration of the robots and traffic congestion to
the queueing and handling at the workstations. In each simulation run, a
decision mechanism is chosen for each problem component, and the decision
mechanisms may influence each other. For example, whether an order should
be assigned to a pick station depends on how far the pods necessary for that
order are located from that pick station. However, which pod to select for
transportation to the pick station and to which location to return a pod also
depends on which orders are assigned to which pick station. In addition, in an
e-commerce environment orders typically have short deadlines, so solutions
have to be computed nearly instantly.
The main contribution of this chapter lies in the combination of three factors:
(1) the simulation is realistic and detailed and includes many aspects that
are abstracted away in the models in other chapters, for example traffic
jams among the robots. The results should therefore be quite close to the
results that a real RMFS offers, (2) we search through the search space quite
exhaustively: all combinations of decision rules are simulated and a large
number of warehouse scenarios are included, which required special High
Performance Computing systems, and (3) we use eight different performance
measures, and can therefore assess performance from different angles. Taken
together, this chapter provides valuable insights for both practitioners and
researchers, as this is one of the first studies were multiple decision problems
are addressed simultaneously and thoroughly.
1.4 Authorship and Responsibilities
Chapters 1, 2, 3, and 6 were written by the author of this dissertation. The
results were generated through simulations of queueing networks written in
Java by the author. The formulation of the research questions, the reviews
of literature, implementation and analysis of the models, and the conclusions
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were carried out by the author of this dissertation. The promotor and co-
promotor provided frequent and important feedback that greatly improved
the work. Chapter 2 is published as Lamballais et al. (2017) and the revision
benefited from comments by the reviewers and editors. These comments led
to the creation of two additional appendices, one on determining the robot
speed and another on simultaneous processing of multi-line orders. Chapters
3, 4, and 5 are currently under review.
Chapters 4 and 5 are the result of joint work with Marius Merschformann
of the University of Paderborn. The research questions for both chapters
were formulated jointly by Marius and the author of this dissertation. The
author of this thesis was responsible for formulating the queueing networks
and MDP model in Chapter 4 and for writing the text. The author of this
thesis wrote the Java code for creating the results of chapter 4, while Marius
Mershformann was responsible for executing the code on special computer
infrastructure, the High Performance Computing (HPC) systems of the
Paderborn Center for Parallel Computing. The promotor and co-promotor of
the author of this dissertation provided important feedback on this chapter.
Marius Merschformann wrote the realistic simulation framework of the RMFS
that forms the backbone of Chapter 5. He furthermore ran the required
simulations on the HPC systems of the Paderborn Center for Parallel Com-
puting. The writing of the main text of chapter 5 has been carried out
jointly. The promotor and co-promotor of the author of this dissertation as
well as Professor Leena Suhl, the promotor of Marius Merschformann, gave
important feedback on this chapter that substantially improved it.
2 Warehouse Design
2.1 Introduction
Understanding how order cycle time and robot utilization are influenced
by warehouse layout and operating policies is important for practice. This
chapter develops several models for estimating performance and robot uti-
lization in an RMFS. These models address the most important process in
an RMFS, namely the picking process. It is the most important, because it
is responsible for picking the customer orders before their due time. One of
the main benefits of an RMFS is that pick rates can reach between 200 and
300 lines per picker per hour (Wurman et al., 2008), (Wulfraat, 2012). The
picking process works as follows. An order arrives and waits until it can be
assigned to one of the workstations where the orders are picked (see Figure
2.1). Once the order is assigned to a workstation, robots can fetch products
for it. Products are stored on inventory pods (i.e., movable shelf racks). A
robot moves underneath a pod, lifts it, and brings the pod to a workstation,
using the aisles and cross-aisles. The robot enters the workstation buffer and
queues for its turn. Each workstation has one picker and once the picker has
retrieved the required products from the pod, the robot transports the pod
to a storage location and stores it there. The robot then drives to the next
pod. As it is moving without a load it does not need to use the aisles but
can move underneath the pods. Once all the required products of an order
are collected, that order leaves the system and another order can be assigned
to the workstation. For a complete description of an RMFS see Wurman &
Enright (2011) and Wurman et al. (2008).
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A top view of a typical warehouse layout with this system is shown in Figure
2.1. The pods are stored in blocks in the storage area with total width
W and length L. The dark gray squares represent the pods and the light
gray squares represent unoccupied storage locations. The workstations are
situated at three sides of the warehouse in Figure 2.1. The aisles in the
storage area all have a single travel direction to prevent deadlock and reduce
aisle congestion. For the same reason, movement in the space between the
workstations and storage area is also single directional. Figure 2.2 gives a
close-up view of the system. The worker picks products from the pod in
front of him or her and then adds them to the order totes on the left.
Figure 2.1: Top view of an RMFS with workstations on three sides
During the day, a pod is not required to maintain a fixed position, but can
continually be repositioned. By changing the locations of the pods, the
system can automatically sort inventory during operations and adapt to
varying demand in the short run. The advantage is that the most popular
products are usually located close to the workers, even during periods of
strong demand fluctuation. Another advantage is that the layout of the
warehouse can be rearranged relatively quickly. The number of work stations
and their positions can easily be adapted to the changing numbers of workers
in each shift. In addition, if storage capacity becomes insufficient, the layout
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(a) Travel directions in the warehouse (b) Top view of a workstation
Figure 2.2: Close-ups of parts of the RMFS
can be adjusted by adding more pods and storage locations. In other words,
the layout is not static, but can be changed to suit changing circumstances
relatively quickly.
Typically, the storage area is quite compact, because it only contains products
needed within the next few days. With enough robots, workers can be kept
busy continuously. So far, few analytical models have been developed to
estimate the performance or robot utilization of an RMFS. This chapter
develops four queueing network models to estimate performance and robot
utilization under different system parameters, warehouse layouts, and control
policies. All models focus on the performance of a work station in isolation,
but they differ in whether they allow only single-line orders or also multi-line
orders, and in whether they divide the storage areas into zones or not. These
analytical models require very little computation time and can therefore be
used to rapidly optimize the warehouse design, which is not easily possible
using simulation models. In addition, the development time needed to
adapt these models to analyze a specific warehouse setting will be less than
what is needed for a simulation. The queueing models can incorporate the
stochasticity in the travel times of the robots and the time that orders have to
wait before they can be released to the system, so that the robot utilization
and performance metrics such as order throughput and order cycle time can
be estimated. By measuring order throughput, order cycle time, and robot
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utilization, these models enable warehouse managers and system developers
to predict performance and optimize warehouse design. These models also
enable researchers to rapidly compare the performance of the RMFS to other
automation systems.
This chapter will answer the following design-related research questions. How
many orders can be completed per hour given a certain number of robots
and work stations? How does the length-to-width ratio of the storage area
affect maximum order throughput performance? How does the location
of the workstations in the storage area affect maximum order throughput
performance? How many robots are needed to achieve a certain desired
throughput level and order cycle time?
The remainder of this chapter is as follows: Section 2.2 reviews the literature,
Section 2.3 explains the models, Section 2.4 describes the data and results,
and Section 2.5 draws conclusions and provides directions for future research.
2.2 Literature
Lu et al. (2016) proposed dynamic order-picking strategies that allow for
changes of pick-lists during a pick cycle, which have attracted attention
with increase in e-commerce orders. Several modeling and performance
analysis studies were also carried out on unit-load vehicle-based storage
and retrieval systems. However, these studies consider strict rectilinear
travel for storage and retrieval with one load/unload point only (see Tappia
et al. (2016), Marchet et al. (2013), Roy et al. (2015a), Roy et al. (2015b),
Roy et al. (2016)). Queueing models are popular for analyzing automated
warehouse systems, because they can incorporate the stochasticity in the
travel times of vehicles and in the speed of the workers, and can establish the
effect on performance. Queueing networks have been developed for warehouse
automation systems such as autonomous vehicle storage and retrieval systems
(AVS/RS) and automated storage and retrieval systems (AS/RS). Kuo et al.
(2007) use queueing models to focus on five key design variables in AVS/RS
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systems for predicting vehicle utilization and service, waiting and cycle times.
These five key design variables are the number of aisles, the number of storage
columns per aisle, the number of storage tiers in the system, the number of
vehicles in the system, and the number of lifts in the system. Their main
conclusion is that these models are computationally effective for exploring
the effect of these key variables. Fukunari & Malmborg (2009) develop a
queueing model that can estimate the expected utilization of resources in an
AVS/RS machine and that can incorporate both single and dual command
cycles. Schleyer & Gue (2012) develop a queueing model to estimate the
distribution of the order throughput time. This queueing model can handle
both single-line and multi-line orders, and the model is based on discrete
time to better capture arrival rates from empirical data. Heragu et al. (2011)
model variants of both AVS/RS and AS/RS as Open Queueing Networks
(OQN) and analyze the OQNs using a tool called the manufacturing system
performance analyzer. Their conclusion is that this approach works better
than simulation for rapidly evaluating different designs.
Besides OQNs, a number of papers use semi-open queueing networks (SOQN)
for modeling a system because they can include the time an order has to wait
before being processed. Roy et al. (2012) conduct a performance analysis
for AVS/RS using a multi-class semi-open queueing network. This work
explores the impact of system parameters, for example, the number of zones,
the depth-to-width ratio, the number of vehicles and lifts, and the impact
of operational decisions such as vehicle assignment rules on performance
measures such as cycle times and vehicle utilization. As SOQNs do not
have closed form expressions, they develop a decomposition approach to
evaluate system performance. Roy et al. (2013) study blocking in AVS/RS
and the effect on transaction cycle times and system throughput. They use
a semi-open queueing model and vary system parameters to study the effect
of blocking delays within the AVS/RS. Ekren et al. (2014) use a SOQN to
analyze an AVS/RS and apply the matrix-geometric method to solve the
model, and obtain quite accurate performance measures.
To the best of our knowledge, Nigam et al. (2014) is the only paper which
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develops queueing networks for an RMFS. However, they estimate order
throughput time only for single-line orders and do not include zoning. This
chapter builds on this work by developing a queueing model that includes
storage zoning and multi-line orders. In addition, it models robot travel
underneath the pods and assumes a layout that is more realistic with multiple
cross-aisles.
2.3 Models
2.3.1 Approach
The aim of this chapter is to construct an analytical model to study system
performance. Performance is measured using three metrics, namely order
throughput, average order cycle time, and robot utilization. Order throughput
is the rate of orders leaving the system, the average order cycle time is the
average time between order arrival at and departure from the warehouse,
and robot utilization is the percentage of time that a robot is assigned to an
order, averaged over all robots. This network should accurately estimate the
three metrics, given system parameters such as the number of pods, robots
and workers, and given different warehouse designs and different workstation
locations. The network analyzes the performance of one workstation in
isolation. The first, basic network assumes that all orders are single-line
orders. The first extension to this model is to include storage zones. This
means that the storage area is divided into multiple, non-overlapping regions
called storage zones, where products are assigned to a storage zone depending
on their demand frequency. Other forms of zoning are absent, so robots can
work at any location and are not restricted to certain zones. The second
extension can also handle multi-line orders.
This results in the following four models:
Model M1: Single-line without storage zones
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Model M2: Single-line with storage zones
Model M3: Multi-line without storage zones
Model M4: Multi-line with storage zones
The main assumptions are the following. (1) Storage and retrieval occurs
at a random location. If storage zones are present, this location is random
within the appropriate zone and otherwise it is a random location within the
entire storage area. (2) Robots are dedicated to a workstation and are not
used by another workstation if they are idle. (3) Aisles have single directional
travel everywhere. (4) Delays at aisle intersections do not occur and neither
do battery recharges or robot downtime. (5) Robot velocity is constant. (6)
Robot congestion or blocking in aisles does not occur. This assumption is
close to reality, since aisles are single directional and hence deadlock rarely
occurs. (7) The storage area always contains a pod with sufficient units
of a product to satisfy any incoming order line. (8) The Point Of Service
Completion (POSC) is the dwell point policy for robots, which means that
robots do not have to travel to a predetermined dwell point after a service
completion. (9) Picking time is stochastic rather than deterministic, because
the number of units needed to satisfy an order line vary. (10) The picking
time follows a general distribution with mean 1µp . (11) The order lines of
an order are picked sequentially. (12) The order arrival process follows an
exponential distribution.
The subsections below explain the four queueing networks. This is followed by
an explanation of calculating the travel times and thereafter by the analysis
of the queueing networks.
2.3.2 Model M1: Single-line without storage zones
The first queueing network describes a single workstation. It is based on
three basic robot movements as depicted in Figure 2.3. Suppose that the
picker has completed picking products from a pod. This means that an
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order line was filled using a product stored on that pod. The robot moves
the pod from the workstation to a storage location and stores it. This is
move 1. When it is matched with a request to retrieve a product for another
order line, the robot will move from the storage location and move to a
pod that contains that product. It then lifts this pod and takes it to the
workstation. This is move 2. Upon arrival, it lifts the new pod and brings it
to the workstation. This is move 3. Figure 2.4 shows the queueing model
that corresponds to this process.
(a) A robot with a pod at a workstation (b) Move 1: from workstation to pod
storage
(c) Move 2: from pod storage to pod
retrieval
(d) Move 3: from pod retrieval to work-
station
Figure 2.3: Robot movements
At the workstation, robots queue until it is their turn, and the worker picks
first-come first-serve with an average rate of µp lines per time unit. Each
workstation has exactly one worker, therefore workstations are modeled as
single server stations. After the picker has finished with the pod, the order
line leaves the system. The robot with pod then enters a station that models
move 1, namely traveling to a storage location and storing the pod. Once
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Figure 2.4: Model M1: Single-line without storage zones
the pod is stored, the robot is unloaded and must be matched with a new
order line at the synchronization station. The dwell policy is POSC, so the
robot waits under the pod. Order lines arrive at the synchronization station
and are synchronized with idle robots. After the synchronization station,
two Infinite Server (IS) stations model the time it takes to execute move 2
and move 3, respectively.
Move 1 models travel from the workstation to the storage location where the
pod needs to be stored. The storage policy is random storage, so the robot
goes to any of the storage locations with equal probability. It is possible to
obtain a distribution for the time a robot needs for move 1 by calculating the
travel times between the workstation and each storage location (see Section
2.3.6) and weighing those travel times with these probabilities. The service
rate is µ1, as depicted in Figure 2.4. Service time distributions for move 2
and move 3 can be constructed in a similar way, where µ2 and µ3 are the
service rates of the IS stations for move 2 and 3, respectively.
All the queues modeling travel are IS stations, because robots do not need to
queue to begin traveling. The network is modeled as a Semi-Open Queueing
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Network (SOQN) to capture the time that the order lines have to wait before
being matched with a robot. Without the time needed for synchronization,
the model would estimate the maximum order throughput possible rather
than the actual throughput for a given order line arrival rate.
2.3.3 Model M2: Single-line with storage zones
In an RMFS, pods with popular products tend to be stored near workstations
and those with less popular products tend to be stored further away from
workstations. The main purpose is to reduce travel time. The idea of storage
zones incorporates this aspect into the model. In a zoned storage system,
each storage zone corresponds to a particular part of the storage area and
products are assigned to storage zones based on their demand frequency.
The probability that an order line needs products on a pod belonging to
a zone z is denoted by pz. Robots are dedicated to workstations but not
to storage zones; each robot can visit each storage zone. Storage zones do
not overlap, so all storage zones together cover the entire storage area and
multiple robots can be in the same storage zone simultaneously.
The model contains a total of Z zones. This means that the model contains
Z stations modeling move 1, one station for each of the zones. Move 3 is
modeled in a similar way, using Z stations. Move 2 is modeled using Z × Z
stations, because the robot can be in any of the Z zones after storing a pod
and may need to go to any of the Z zones to retrieve the next pod.
This model is shown in Figure 2.5. Storage and retrieval within the zones
are random. Here µ−1z1 is the average travel time from the workstation to a
random storage location in zone z, with subscript 1 referring to move 1. In
other words, µz1 is the service rate of the IS station for zone z and move 1.
µ−1ij2 is the average travel time from a random storage location in zone i to
a random storage location in zone j, with subscript 2 referring to move 2.
µ−1z3 denote the average travel time from a random storage in zone z to the
workstation, with subscript 3 referring to move 3.
The routing probabilities shown in Figure 2.5 are based on the probabilities
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pz. For example, consider a scenario for move 2, where the robot stores a
pod in zone 1 and needs to retrieve a pod in zone Z. The probability of this
scenario occurring is p1 × pZ , because the probability that the pod that was
stored belongs to zone 1 is p1 and the probability that the pod that needs to
be retrieved belongs to zone Z is pZ .
The division of the storage area into zones is workstation dependent, see
the examples in Figure 2.6. In the these examples, the number of storage
zones Z equals three, and zone 1 covers about 20% of the storage area, zone
2 about 30%, and zone 3 about 50%. For workstations that are located west
or south of the storage area, the division is as indicated in Figure 2.6. The
zoning is assumed to be workstation dependent. This implies that when the
layout has one workstation located west of the storage area and another one
east, then a storage location close to the one located west would be in zone
A in the analysis of that workstation, but when analyzing the workstation
located east, it would be a zone C location. The zones indicate the likelihood
that a pod is retrieved from that area to the workstation (see Figure 2.6).
This concurs with practice, since copies of fast movers can be stored on
multiple pods and the system continues to reconfigure to keep the most
popular products near the workstations (Wurman et al. (2008)).
2.3.4 Models M3 and M4: Multi-line without and with
storage zones
This section extends both model 1 and 2 to multi-line orders. It assumes
that the number of lines in an order follows a geometric distribution with
parameter p. The average number of order lines is therefore 1p . Model 3
extends model 1 with multi-line orders and is shown in Figure 2.7.
During move 1, the robot transports the pod to a storage location and stores
it. With probability 1− p, the order that was assigned to the robot needs
more order lines and the robot goes to the IS station, modeling move 2. With
probability p, the order that was assigned to the robot needs no more order
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Figure 2.5: Model M2: Single-line with storage zones
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(a) Division for a workstation located
west of storage area
(b) Division for a workstation located
south of storage area
Figure 2.6: Division of the storage area in three storage zones
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R: number of robots
Figure 2.7: Model M3: Multi-line without storage zones
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lines, the order leaves the system and the robot goes to the synchronization
station to wait for a new order. Model 2 can be extended in a similar way to
arrive at model 4, a model with multi-line orders and storage zones.
2.3.5 Analysis
The queueing networks of models 1 to 4 are analyzed as single class Semi-
Open Queueing Networks (SOQN) and solved using the solution procedure
from Section 2.2 of Buitenhek et al. (2000). This procedure solves a SOQN
follows 3 steps. Step 1: A Closed Queueing Network (CQN) is created by
removing the synchronization station from the SOQN. This CQN is analyzed
with an Approximate Mean Value Analysis (AMVA) (see Appendix 2.A).
The AMVA yields τCQN 1, the throughput of the CQN.
Step 2: A second CQN is created by replacing the synchronization station
in the SOQN with a load-dependent exponential station. This station is
denoted as station S + 1, with S the number of stations in the first CQN.
Station S + 1 has service rate ν(r) = λ for r > 1, when r robots are at the
station. Here λ denotes the arrival rate of the orders. The network is only
stable if λ < τCQN 1. For r = 1 the service rate is ν(1) = (1 − λτCQN 1 )λ.
The same AMVA algorithm can then be used to analyze this second CQN,
yielding the throughput τCQN 2. This AMVA algorithm also calculates Ls(r)
the queue length at station s when r robots are present. Step 3: the solution
procedure analyzes station S+1 in isolation to calculate Lo, the mean length
of the external queue of orders.
The other measures of interest are ρr, the utilization of the robots, toc, the
order cycle time, and ρws, the utilization of the workstation. Let Lr be the
expected length of the robot queue at station S + 1, as found by the AMVA
algorithm for the second CQN. Then ρr = 1− LrR , where R denotes the total
number of robots in the system. Let Li be the sum of the expected queue
2.3 Models 35
lengths at the other stations, so Li =
∑
s Ls(R). Then the average order
cycle time is as depicted in equation (2.1).
toc =
Lo + Li
λ
(2.1)
The workstation utilization is ρws = τCQN 2vwsESws, with vws the visit ratio
of the workstation and ESws the mean service time at the workstation, see
also Appendix 2.A. This method allows each station in the network to have
cs parallel servers. The Infinite Server stations are modeled by setting cs
equals to the number of robots R. The AMVA is an approximation as it
uses the first and second moments of the service time distributions as input,
allowing the service times to follow a general distribution.
2.3.6 Travel Times
The service time of an IS station in model 1 depends on the travel times that
this IS station models. This section explains how to calculate the travel times
for each move. During move 1 and 3, the robot is carrying a pod (loaded
travel) but in move 2, the robot is not carrying a pod (unloaded travel).
The travel distance for unloaded travel is simply the Manhattan distance,
but calculating the travel distance for loaded travel is more complicated.
Therefore, this section will mostly focus on calculating travel distance for
loaded travel.
Once the travel distances are known, they must be divided by the speed of
the robot. For move 1, the time needed to store the pod is added and for
move 3, the time needed for lifting is added. Storing time, lifting time, and
robot speed are assumed to be constants and the robot does not need to
accelerate or decelerate. The resulting travel times fully describe the service
times of the IS stations in each of the models.
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Move 1 and 3: Loaded Travel
Loaded travel is rectilinear and each aisle has only one travel direction. This
means that the travel time to obtain queue length distributions in model 1
can be calculated using closed form expressions. The location entrance of
a storage location is the point located in the aisle in front of that storage
location. The robot uses the location entrance to enter the storage location.
The workstation entrance is the point in the hall from where the robot can
enter the buffer of a workstation. The start intersection is a more complicated
concept. Suppose that a robot travels from a storage location that has a
location entrance in an aisle with easterly travel direction and travels to a
work station that is located west of the storage area. It then first has to
move in easterly direction before it can move west to the workstation, so
initially the distance between the robot and its destination will increase. The
start intersection is the first point on the robot’s route where the distance
decreases. This point is always at an intersection of an aisle and a cross-aisle.
More formally: on the shortest route between a storage location SL and
a workstation WS, the start intersection is the first intersection with an
outgoing arc that points towards the hall in which WS is located. For
example, if SL is situated at an aisle with easterly travel direction while
WS is located west of the storage area, the start intersection is the first
intersection with direction west on the shortest route between SL and WS.
Let the length of a block be denoted by l, the width by w, the unit distance
by u, let the location entrance (abbreviated as le) of storage location SL be
given by (xle, yle), the entrance of the buffer of workstationWS by (xws, yws),
and the start intersection by (xsi, ysi). The unit distance is the width of
one storage location and in the standard layout (see Figure 2.1) l = 2u
and w = 5u. The aisles are u wide. The distance dca,le is the distance
between (xle, yle) and the first cross-aisle while following the direction of the
aisle in which the location entrance is situated. The distance dle,si is the
distance between the location entrance and the start intersection. Aisles
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and cross-aisles can only have one direction, see also Figure 2.8 and 2.9. In
Figure 2.9, the start intersection is depicted as a big dot.
Figure 2.8: Notation explained
graphically
Figure 2.9: Shortest route from SL
to WS
A shortest route from a storage location SL to a workstation WS can
be divided into four parts. The first is the distance between SL and its
location entrance, which is equal to u, since both storage locations and
aisles are u wide. The second part is the distance between the location
entrance and the start intersection. The third part is the Manhattan distance
between the start intersection and the buffer entrance of WS, which equals
|xsi − xws| + |ysi − yws|. The fourth part is a detour ∆le,ws that may be
necessary because of travel directions in the hall betweenWS and the storage
area. This detour ∆le,ws is either 2u or 0, depending on the location of
the buffer entrance of WS. The conditions under which ∆le,ws = 2 are
straightforward and simple, but too numerous to list here.
The distance of the shortest route for all storage locations and workstations
can be derived from four fundamental cases:
Case 1: the workstation is located west (east) of the storage area and
the location entrance is situated in an aisle with travel direction west
(east)
Case 2: the workstation is located west (east) of the storage area and
the location entrance is situated in an aisle with travel direction east
(west)
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Case 3: the workstation is located north (south) of the storage area
and the first cross-aisle encountered has travel direction north (south)
Case 4: the workstation is located north (south) of the storage area
and the first cross-aisle encountered has travel direction south (north)
In the first case, (xle, yle) is located in an aisle whose direction is towards
WS. For example, (xle, yle) is located in an aisle with a westerly travel
direction and WS is located west of the storage area. The distance D is as
expressed in equation (2.2).
D = u+ |xle − xws|+ |yle − yws|+ ∆le,ws (2.2)
In the second case, (xle, yle) is located in an aisle whose direction is not
towards WS. For example (xle, yle) is located in an aisle with a westerly
travel direction and WS is located east of the storage area. In this example,
the start intersection is the first intersection with travel direction east on the
shortest route. If the first cross-aisle west of (xle, yle) has travel direction
north, then the start intersection is the intersection to the northwest and if
the cross-aisle has travel direction south, then the start intersection is the
intersection to the southwest. In both cases dle,si = dca,le + l + 2u+ w. The
distance D is as expressed in equation (2.3).
D = u+ dle,si + |xsi − xws|+ |ysi − yws|+ ∆le,ws (2.3)
In the third case, WS lies to the north or south and the first cross-aisle
has a direction towards WS. For example, suppose that WS lies north
of SL and that (xle, yle) is located in an aisle with travel direction west,
then the first cross-aisle west of SL has travel direction north and the start
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intersection is the intersection directly west of (xle, yle). For this case in
general, dle,si = dca,le. The distance D is as expressed in equation (2.4).
D = u+ dle,si + |xsi − xws|+ |ysi − yws|+ ∆le,ws (2.4)
In the fourth case, WS lies to the north or south and the first cross-aisle
does not have a direction towards WS. For example, WS lies north of SL
and (xle, yle) is located in an aisle with travel direction west, then the first
cross-aisle west of SL has travel direction south. In general, one can choose
between two possible start intersections, the first cross-aisle to the west with
direction towards WS and the first to the east. Following the example, for
the first option, the distance D1 is as expressed in equation (2.5).
D1 = u+dca,le+w+u+|(xle−dca,le−w−u)−xws|+|yle−yws|+∆le,ws (2.5)
For the second option, the distance D2 is as expressed in equation (2.6).
D2 = u+dca,le+2l+w+3u+|(xle−dca,le+w+u)−xws|+|yle−yws|+∆le,ws
(2.6)
The distance of the shortest route is simply D = min(D1, D2). The first
option is not available if the location entrance is situated in one of the
westernmost blocks; the second option is not possible if it is situated in one
of the easternmost blocks. The northernmost and southernmost blocks have
only half the normal length and therefore, in the second and the fourth case,
the term l becomes 12 l if the path from location entrance to start intersection
goes past these blocks.
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All of the preceding formulas have been validated by comparing the results
with the shortest routes found by the Dijkstra algorithm for a standard layout.
These formulas are for routes from a storage location SL to a workstation
WS, but are similar for routes fromWS to SL. The formulas above therefore
capture the routes for move 1 and 3.
2.4 Results
The results in this section come from three experiments. The first experiment
shows the results for all four models and serves as validation. This experiment
uses the standard layout as shown in Figure 2.1. The number of robots R,
and the average number of order lines per order p are varied to understand the
effect on the order cycle time, robot utilization, and workstation utilization.
In the second experiment, the effect of the storage area’s length-to-width ratio
on maximum order throughput is explored by changing the number of aisles
and cross-aisles while keeping the number of storage locations within 4% of
1800. In the third experiment, the effect that the locations of workstations
along the sides of the storage area has on maximum order throughput is
studied.
The traditional ABC categorization is used for zoning. This means that the
storage area is divided into an A, B, and a C zone. According to Wulfraat
(2012), robot speed is about three miles per hour, which is about 1.3 meters
per second, and the average time for picking an order line is six seconds.
This excludes the time needed to move the pod in front of the picker, for
which no average length is mentioned. Additional experiments in Appendix
2.B show how to calculate the average robot speed given a maximum speed
and an acceleration. These experiments indicate that 1.3 m/s corresponds
to a maximum robot speed of 1.5 m/s and an acceleration of 0.75 m/s2.
According to Wulfraat (2012) and Wurman et al. (2008), pick rates are above
200 lines per hour, therefore the average time for picking is set at 15 seconds
in total or 240 lines maximum per hour. The distribution of the picker time
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is a Ck distribution, which is a Cox-k distribution as described in Bolch
et al. (2006). The parameters are shown in Table 2.1, where cv2 denotes the
squared coefficient of variation.
Table 2.1: Parameters used in the experiments
Parameter Value
Number of aisles 12
Number of cross-aisles 14
Number of storage locations 1800
Number of zones 3: A, B, C zone
Number of storage location per zone A: 20%, B: 30%, C: 50%
Probability pod comes from A: 70%, B: 25%, C: 5%
Robot speed 1.3 (m/s)
R, number of robots 2, 8, 14
Time for pod lifting and storing 1 (s)
Distribution picker time Ck, mean λ is 15 (s), cv2 is 1.0
2.4.1 Experiment 1: A Single Work Station
In each of the four models a single workstation is analyzed. Since the robots
are dedicated per workstation, the results can be calculated by analyzing
each of the workstations separately and then taking the average across the
workstations. In the tables below, R denotes the number of robots dedicated
to the workstation, λ denotes the order arrival rate in orders per hour, ρr
denotes the robot utilization, Lo is the mean length of the external order
queue, toc denotes the average order cycle time in seconds, and ρws denotes
the utilization of the workstation. For the models with multi-line orders,
models M3 and M4, the number of order lines in an order is geometrically
distributed, ∼ Geom(p = k), where p refers to the parameter of the Geometric
distribution and k is some number between zero and one. The parameter
used is indicated by changing the notation to M3(p = k) and M4(p = k).
Results are shown for R equal to 2, 8 and 14 and for a high and a low arrival
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rate, leading to six tables in total (Tables 2.2 to 2.7). The arrival rates for 8
robots are 4 times the arrival rates for 2 robots and the arrival rates for 14
robots are 7 times the arrival rates for 2 robots. A discrete event simulation
model was built to validate the results. It was built from scratch in Java
and simulates the queueing models. The numbers in the tables are averaged
over a hundred runs, where each run simulated the network for 168 hours,
a full week. The width of the 95%-confidence intervals is usually less than
1 per cent of the number itself and at most a few per cent. For p = 0.5,
the multi-line orders have an average of two order lines and they have an
average of five order lines for p = 0.2. The order arrival rate was divided by
2 and 5 respectively to ease the comparison with the single-line models. The
utilization of the robots and the workstation from the analytical method is
nearly the same as for the simulation. The mean length of the external order
queue does differ between the analytical method and the simulation and
this affects the estimates of the order cycle time. The average order cycle
time depends on the mean length of the external order queue and therefore
also differs between the analytical method and the simulation. However,
the differences are relatively small for the average order cycle time. The
estimates of the analytical method typically stay below 10% of the estimates
of the simulation, except for high arrival rate when R = 2. As is evident
from the tables, using zones lowers the robot utilization and order cycle time.
Table 2.2: Results experiment 1: 2 robots and high arrival rate
R = 2 analytical model simulation model
model λ(h−1) ρr(%) Lo toc(s) ρws(%) ρr(%) Lo toc(s) ρws(%)
M1 31.68 64.6 0.95 255.2 13.2 64.7 0.52 206.1 13.2
M2 31.68 49.1 0.34 150.5 13.2 49.1 0.20 133.7 13.2
M3(p = 0.5) 15.84 64.6 0.95 510.4 13.2 64.7 0.74 460.5 13.2
M4(p = 0.5) 15.84 49.1 0.34 300.9 13.2 49.1 0.27 283.8 13.2
M3(p = 0.2) 6.34 64.6 0.95 1276.1 13.2 65.0 0.89 1232.0 13.3
M4(p = 0.2) 6.34 49.1 0.34 752.3 13.2 49.2 0.31 734.8 13.2
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Table 2.3: Results experiment 1: 2 robots and low arrival rate
R = 2 analytical model simulation model
model λ(h−1) ρr(%) Lo toc(s) ρws(%) ρr(%) Lo toc(s) ρws(%)
M1 14.40 29.3 0.06 160.4 6.0 29.3 0.03 154.4 6.0
M2 14.40 22.2 0.02 117.1 6.0 22.2 0.02 114.6 6.0
M3(p = 0.5) 7.20 29.3 0.06 320.7 6.0 29.4 0.04 314.2 6.0
M4(p = 0.5) 7.20 22.2 0.02 234.2 6.0 22.3 0.02 232.0 6.0
M3(p = 0.2) 2.88 29.3 0.06 801.8 6.0 29.6 0.05 799.4 6.1
M4(p = 0.2) 2.88 22.2 0.02 585.4 6.0 22.4 0.02 582.4 6.1
Table 2.4: Results experiment 1: 8 robots and high arrival rate
R = 8 analytical model simulation model
model λ(h−1) ρr(%) Lo toc(s) ρws(%) ρr(%) Lo toc(s) ρws(%)
M1 126.72 70.0 0.80 181.8 52.8 69.9 0.51 173.3 52.8
M2 126.72 54.9 0.22 130.9 52.8 54.8 0.16 129.1 52.8
M3(p = 0.5) 63.36 70.0 0.80 363.7 52.8 70.0 0.64 354.1 52.8
M4(p = 0.5) 63.36 54.9 0.22 261.9 52.8 54.9 0.19 260.0 52.8
M3(p = 0.2) 25.34 70.0 0.80 909.2 52.8 70.0 0.73 898.2 52.8
M4(p = 0.2) 25.34 54.9 0.22 654.6 52.8 54.8 0.21 652.4 52.7
Table 2.5: Results experiment 1: 8 robots and low arrival rate
R = 8 analytical model simulation model
model λ(h−1) ρr(%) Lo toc(s) ρws(%) ρr(%) Lo toc(s) ρws(%)
M1 57.60 30.1 0.00 150.5 24.0 30.1 0.00 150.4 24.0
M2 57.60 23.0 0.00 114.9 24.0 23.0 0.00 114.9 24.0
M3(p = 0.5) 28.80 30.1 0.00 301.0 24.0 30.1 0.00 301.0 24.0
M4(p = 0.5) 28.80 23.0 0.00 229.9 24.0 23.0 0.00 229.9 24.1
M3(p = 0.2) 11.52 30.1 0.00 752.6 24.0 30.1 0.00 753.7 24.0
M4(p = 0.2) 11.52 23.0 0.00 574.7 24.0 23.0 0.00 575.1 24.0
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Table 2.6: Results experiment 1: 14 robots and high arrival rate
R = 14 analytical model simulation model
model λ(h−1) ρr(%) Lo toc(s) ρws(%) ρr(%) Lo toc(s) ρws(%)
M1 221.76 91.5 14.80 448.1 92.4 91.3 12.63 412.7 92.4
M2 221.76 82.6 7.25 305.4 92.4 82.7 7.19 304.5 92.4
M3(p = 0.5) 110.88 91.5 14.80 896.2 92.4 91.4 13.49 852.2 92.4
M4(p = 0.5) 110.88 82.6 7.25 610.9 92.4 82.7 7.35 614.1 92.4
M3(p = 0.2) 44.35 91.5 14.80 2240.6 92.4 91.5 13.88 2159.8 92.4
M4(p = 0.2) 44.35 82.6 7.25 1527.2 92.4 82.5 7.21 1520.7 92.3
Table 2.7: Results experiment 1: 14 robots and low arrival rate
R = 14 analytical model simulation model
model λ(h−1) ρr(%) Lo toc(s) ρws(%) ρr(%) Lo toc(s) ρws(%)
M1 100.80 31.3 0.00 156.5 42.0 31.4 0.00 156.6 42.1
M2 100.80 24.2 0.00 121.0 42.0 24.2 0.00 121.1 42.0
M3(p = 0.5) 50.40 31.3 0.00 313.1 42.0 31.3 0.00 312.9 42.0
M4(p = 0.5) 50.40 24.2 0.00 242.1 42.0 24.2 0.00 242.0 42.0
M3(p = 0.2) 20.16 31.3 0.00 782.6 42.0 31.3 0.00 782.5 42.0
M4(p = 0.2) 20.16 24.2 0.00 605.2 42.0 24.2 0.00 604.4 42.0
For the picker time, the model can also handle Cox-k distributions with cv2
lower than 1, but then discrepancies arise between the analytical and the
simulation results, even for robot utilization. Table 2.8 shows the results
for 14 robots with a high arrival rate, where cv2 = 0.6. In other words,
choosing a cv2 different from 1 is possible, but the analytical results will no
longer be fully reliable. The models M3 and M4 assume that processing of
multi-line orders happens sequentially, whereas in practice this may happen
simultaneously. In Appendix 2.C simulations are shown where sequential
and simultaneous processing of multi-line orders are compared.
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Table 2.8: Results experiment 1: 14 robots, high arrival rate and cv2 = 0.6
R = 14 analytical model simulation model
model λ(h−1) ρr(%) Lo toc(s) ρws(%) ρr(%) Lo toc(s) ρws(%)
M1 221.76 90.7 13.11 418.9 92.4 88.5 7.11 316.5 92.4
M2 221.76 82.0 6.95 299.1 92.4 80.1 4.80 259.8 92.5
M3(p = 0.5) 110.88 90.7 13.11 837.8 92.4 88.7 8.50 678.7 92.3
M4(p = 0.5) 110.88 82.0 6.95 598.2 92.4 80.6 5.56 546.4 92.4
M3(p = 0.2) 44.35 90.7 13.11 2094.6 92.4 88.7 9.14 1750.0 92.3
M4(p = 0.2) 44.35 82.0 6.95 1495.5 92.4 80.7 5.80 1386.2 92.4
2.4.2 Experiment 2: Varying The Length-To-Width Ratio
Of The Storage Area
Table 2.9 shows the maximum throughput in orders per hour of all the
workstations together. In a system that achieves the maximum throughput,
robots do not have to wait for an order and hence a synchronization queue is
not needed. For the situation without zones, a CQN is created by removing
the synchronization queue from model M1 and similarly for the situation
with zones, a CQN was created based on model M2. The throughput per
workstation was calculated by applying the single class AMVA method in
Appendix 2.A to these CQNs. The number of aisles and of cross-aisles has to
be even in each of the variants, because each (cross-)aisle has a single travel
direction. For each aisle going west there must also be one going east and for
each cross-aisle going north there must be one going south. The variants were
chosen such that the number of storage locations was never more than 4%
from 1800. As can be seen from Table 2.9, the result is relatively insensitive
for the length-to-width ratio unless the ratio becomes unbalanced by a factor
of more than 3 or 4. Using zones increases the maximum throughput by
almost 50%. The length-to-width ratio can be measured in aisles or in meters.
Since a block of storage locations measures 2 storage locations by 5 storage
locations, a layout that has x aisles by y cross aisles has a storage area of 3x
by 6y + 5 meters.
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(a) 12 aisles by 14 cross-aisles (b) 36 aisles by 4
cross-aisles
Figure 2.10: Variants with different length-to-width ratios
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Table 2.9: experiment 2, maximum throughput per hour
R = 2 R = 8 R = 14
variant # locations no zones zones no zones zones no zones zones
2 by 88 aisles 1780 73.5 105.3 291.6 412.5 504.3 693.8
4 by 44 aisles 1800 130.6 181.4 508.2 676.7 840.4 1014.6
6 by 30 aisles 1860 170.9 233.0 649.3 827.0 1011.2 1127.3
8 by 22 aisles 1840 204.2 274.4 755.9 928.3 1103.5 1172.4
12 by 14 aisles 1800 245.1 325.3 871.6 1029.0 1165.2 1193.9
14 by 12 aisles 1820 253.5 336.2 893.2 1048.9 1172.5 1196.3
16 by 10 aisles 1760 262.8 348.5 915.4 1068.1 1178.6 1197.7
20 by 8 aisles 1800 262.5 350.5 914.4 1072.5 1177.9 1198.1
26 by 6 aisles 1820 253.7 345.3 891.8 1066.4 1170.3 1197.9
36 by 4 aisles 1800 229.5 321.5 826.7 1029.9 1141.2 1195.4
60 by 2 aisles 1800 174.6 257.3 659.3 898.0 1013.0 1169.0
2.4.3 Experiment 3: Varying The Location of Workstations
Table 2.10 shows the maximum throughput in orders per hour of all the
workstations together. The throughput per workstation was calculated
by applying the single class AMVA method described in Appendix 2.A
to the same CQNs as in experiment 2. The configurations are named as
“Configuration x1, x2, x3, x4” where x1 denotes the number of workstations
located west of the storage area, x2 the number of workstations located
east of the storage area, x3 the number of workstations located south of the
storage area and x4 the number of workstations located north of the storage
area, see also Figure 2.11 for some examples. As can be seen from Table 2.10,
the maximum throughput is sensitive to the location of the workstations.
Interestingly, the results with zones are very different from the results without
zones. Without zones, the maximum throughput tends to be higher if the
workstations are located north and south of the storage area but if zones
are present the maximum throughput tends to be higher if workstation are
located west and east of the storage area. The difference between the best
and worst workstation configuration is also higher if zones are present. The
explanation is that without zones the average travel distance is shorter for
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workstations north and south of the storage area, whereas with zones the
average travel distance is shorter for zones west and east of the storage area.
(a) Configuration 1,1,3,0 (b) Configuration 0,0,5,0
(c) Configuration 2,0,3,0 (d) Configuration 3,2,0,0
Figure 2.11: Work station configurations
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Table 2.10: experiment 3, maximum throughput per hour
R = 2 R = 8 n = 14
variant no zones zones no zones zones no zones zones
configuration 0, 0, 3, 2 252.0 296.3 889.2 986.1 1171.2 1191.1
configuration 0, 0, 4, 1 254.2 299.5 893.8 990.6 1171.6 1191.0
configuration 0, 0, 5, 0 251.1 295.3 886.6 983.0 1169.6 1190.2
configuration 1, 0, 2, 2 249.8 312.5 884.0 1011.7 1169.8 1193.4
configuration 1, 0, 3, 1 251.7 315.2 887.9 1015.3 1170.1 1193.3
configuration 1, 0, 4, 0 247.6 309.6 877.6 1004.3 1166.7 1191.7
configuration 1, 1, 2, 1 249.5 331.4 882.7 1040.9 1168.7 1195.6
configuration 1, 1, 3, 0 245.1 325.3 871.6 1029.0 1165.2 1193.9
configuration 2, 0, 2, 1 247.7 326.9 877.8 1035.9 1166.7 1195.4
configuration 2, 0, 3, 0 243.3 320.9 866.6 1023.9 1163.1 1193.8
configuration 2, 1, 1, 1 247.2 345.5 875.9 1064.5 1165.4 1197.5
configuration 2, 1, 2, 0 241.1 337.0 861.5 1049.5 1161.8 1196.1
configuration 2, 2, 1, 0 238.8 351.2 854.7 1073.1 1158.4 1198.0
configuration 3, 0, 1, 1 245.4 341.4 871.0 1059.3 1163.2 1197.3
configuration 3, 0, 2, 0 239.3 332.8 856.6 1044.3 1159.5 1195.9
configuration 3, 1, 1, 0 238.8 351.5 854.8 1072.9 1158.3 1198.0
configuration 3, 2, 0, 0 230.4 357.1 833.6 1081.5 1151.3 1198.5
configuration 4, 0, 1, 0 237.6 348.6 851.5 1069.5 1156.8 1197.9
configuration 4, 1, 0, 0 231.1 358.7 835.3 1083.1 1151.9 1198.5
configuration 5, 0, 0, 0 229.9 355.9 832.0 1079.7 1150.5 1198.4
2.5 Conclusions
The main contribution of this chapter is that it is one of the first to model
Robotic Mobile Fulfillment Systems, and includes accurate driving behavior
of robots, and multi-line orders. This chapter develops queueing models to
analyze an RMFS with and without zones and with single-line and multi-line
orders, and it shows how to derive analytical expressions for distributions of
the robot travel times. The aim was to gain insights for system design by
measuring maximum order throughput, robot utilization, and order cycle
time. The first experiment shows that the analytical method accurately
estimates robot utilization, workstation utilization, and average order cycle
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time. The second experiment indicates that the maximum throughput is
insensitive to the length-to-width ratio of the storage area, except if this
ratio becomes strongly skewed. The last experiment shows that the location
of workstations around the storage area matters. If storage zones are used,
maximum throughput tends to be higher if the workstations are located west
and east of the storage area, whereas without storage zones, it tends to be
higher if workstations are located north and south of the storage area.
Two limitations of this study are that congestion and robot switching between
workstations have not been included in the model. In practice however,
congestion should only have a small effect on the order throughput and
workstation utilization, since the system is designed with the aim that the
picker is kept busy to achieve high pick rates. Congestion may then cause a
robot to enter the queue at the workstation a little later but the bottleneck in
the system is the picker and not transportation. Also, congestion is unlikely
to happen, as the number of robots is typically small relative to the space
in which they drive and robots can travel underneath the racks when they
are not carrying a pod. This makes it unlikely that the robots run into
multiple other robots in the adjacent space around them. Robot switching
could be beneficial if the workstations have a low utilization. However, this
chapter focuses on design aspects, whereas robot switching is connected with
operational decisions. For example, the robot may have stored the pod at
a particular location, because it is then close to another pod that needs to
go to that same workstation. The robot may also have stored the pod close
to a workstation that needs products from it soon. In other words, robot
switching may bring operational benefits and would be interesting to explore
in future research on operational decisions. In addition, Wurman & Enright
(2011) mention several operational problems that have not yet been solved
for an RMFS. As they show, Robotic Mobile Fulfillment Systems still pose
many challenging problems and contain interesting, unexplored avenues.
Appendix
2.A AMVA Algorithm
This appendix shows the single class AMVA algorithm used for evaluating
a CQN. It is the AMVA algorithm from Appendix A.2 in Buitenhek et al.
(2000), and it has not been adapted except for step 3g where the queue
lengths are calculated including the robots in service. The Infinite Servers
stations are modeled by setting the number of servers cs equal to the number
of robots R. The notation is explained in Table 2.A.1. Visit ratios are
calculated as explained in Bolch et al. (2006).
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Table 2.A.1: Notation used in the AMVA
Symbol Meaning
S the total number of stations
R the total number of robots
ESrem,s the expected time remaining until the first departure at station s
ESs the first moment of the service time of station s
ES2s the second moment of the service time of station s
Ls(r) the expected robot queue length including robots in service at station s when the
system contains r robots
L˜s(r) the expected queue length excluding robots in service at station s when the system
contains r robots
Qs(r) the probability that all servers are busy at station s when the system contains r robots
ps(i | r) the probability that there are i robots at station s when the system contains r robots
τ(r) the throughput when the system contains r robots
ETs(r) the lead time at station s when the system contains r robots
cs the number of servers at station s
vs the visit ratio of station s
Step 1: Initialize:
ps(0 | 0) = 1, s = 1, . . . , S (2.7)
Qs(0) = 0, s = 1, . . . , S (2.8)
Ls(0) = 0, s = 1, . . . , S (2.9)
L˜s(0) = 0, s = 1, . . . , S (2.10)
Step 2: Preprocessing. For s = 1, . . . , S
ESrem,s =
cs − 1
cs + 1
ESs
cs
+ 2
cs + 1
1
cs
ES2s
2ESs
(2.11)
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Step 3: Iteration. For r = 1, . . . , R
(a) For s = 1, . . . , S
ETs(r) = Qs(r − 1)ESrem,s + L˜s(r − 1)ESs
cs
+ ESs (2.12)
(b)
τ(r) = r∑S
s=1 vsETs(r)
(2.13)
(c) For s = 1, . . . , S and for b = 1, . . . ,min(cs − 1, r)
ps(b | r) = ESs
b
vsτ(r)ps(b− 1 | r − 1) (2.14)
(d) For s = 1, . . . , S, if r < cs, Qs(r) = 0, otherwise,
Qs(r) =
ESs
cs
vsτ(r)[Qs(r − 1) + ps(cs − 1 | r − 1)] (2.15)
(e) For s = 1, . . . , S
ps(0 | r) = 1−
min(cs−1,r)∑
b=1
ps(b | r)−Qs(r) (2.16)
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(f) For s = 1, . . . , S, if r < cs, L˜s(r) = 0, otherwise,
L˜s(r) =
ESs
cs
vsτ(r)[L˜s(r − 1) +Qs(r − 1)] (2.17)
(g) For s = 1, . . . , S
Ls(r) = τ(r)vsETs(r) (2.18)
2.B Determining Robot Speed
Given an acceleration and maximum speed, the average robot speed for a
layout can be calculated as follows. Each route consists of straight linear
segments that are connected by angles of 90 degrees. Each time a robot
turns it starts with a speed of zero and increases speed until it hits the
maximum speed or until it is halfway. Then the robot decreases the speed
until it is zero again and it turns to go on the next segment. The overall
average robot speed is then calculated by averaging across all routes. For
the standard layout it was found that an average robot speed of 1.3 m/s, as
mentioned in Wulfraat (2012), corresponds to an acceleration of 0.75 m/s2
and a maximum speed of 1.5 m/s, which seems realistic. In Table 2.B.1 the
average robot speed is shown for layouts with varying number of aisles and
cross-aisles, using this acceleration and maximum speed. As can be seen,
the average robot speed stays roughly between 1.3 and 1.4 m/s, even as the
length-width ratio changes.
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Table 2.B.1: Average robot speed for various layouts, with acceleration 0.75
m/s2 and maximum speed 1.5 m/s
# aisles # cross-aisles average robot speed
2 88 1.427
4 44 1.380
6 30 1.362
8 22 1.336
12 14 1.316
14 12 1.321
16 10 1.310
20 8 1.314
26 6 1.330
36 4 1.332
60 2 1.365
2.C Simultaneous Processing of Multi-line Orders
Table 2.C.1 shows the results for the standard layout when multi-line orders
are processed sequentially or simultaneously. Sequential processing means
that only one robot retrieves all the pods for all the order lines of an order
and is indicated in Table 2.C.1 with “seq.”. Simultaneous, indicated with
“sim.”, means an order can be processed in parallel and that multiple robots
can fetch pods for the same order. The parameter p is the parameter for the
geometric distribution of the number of order lines, i.e. p = 0.2 means that
orders have on average 5 order lines. Sequential processing can be modeled
analytically by models M3 and M4, but for simultaneous processing there is
no analytical model, therefore the results were generated by simulation. The
results indicate that robot utilization is higher and order cycle time lower
with simultaneous processing. However, the workstation utilization remains
almost the same under both forms of processing.
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Table 2.C.1: experiment with sequential and simultaneous processing of
multi-line orders
no zones zones
λ(h−1) ρr(%) toc(s) ρws(%) ρr(%) toc(s) ρws(%)
seq. R = 14, p = 0.5 110.88 0.914 838.370 0.923 0.825 595.950 0.923
sim. R = 14, p = 0.5 110.88 0.933 787.952 0.927 0.864 502.530 0.923
seq. R = 14, p = 0.2 44.35 0.910 2006.742 0.921 0.821 1420.379 0.923
sim. R = 14, p = 0.2 44.35 0.935 1564.767 0.918 0.895 1079.375 0.922
seq. R = 14, p = 0.5 50.40 0.314 313.167 0.421 0.241 242.153 0.418
sim. R = 14, p = 0.5 50.40 0.340 183.844 0.421 0.274 147.588 0.421
seq. R = 14, p = 0.2 20.16 0.314 779.882 0.421 0.244 608.381 0.423
sim. R = 14, p = 0.2 20.16 0.386 261.163 0.423 0.338 222.834 0.426
3 Inventory Allocation
3.1 Introduction
An RMFS is flexible in operations. Pods do not need to have a fixed position
in the storage area, but can instead be repositioned continually throughout
the day, see also Wurman & Enright (2011). Inventory can thus be positioned
close to the workstations as needed. In addition, a product can be stored
across multiple pods that can be positioned independently from each other.
The travel times of the pods decrease if the inventory of a product is spread
across multiple pods, because it becomes more likely that a suitable pod is
located close to a workstation, and because different pods can be located
close to different workstations. If the inventory on a pod drops below a
threshold level, that pod is transported to a replenishment station to be
fully replenished. In an e-commerce warehouse, one of the main performance
metrics is the order throughput time, which improves if the travel times
decrease. An interesting, unresolved aspect in the design of an RMFS is the
optimal number of pods over which a product’s inventory should be spread to
minimize order throughput time. Availability of products is another benefit
of spreading inventory across multiple pods. If all inventory of a product
is allocated to one pod, there is a risk of temporary unavailability of that
product for picking when that pod is waiting for replenishment, or when it is
in use for another order. Since in e-commerce environments most orders are
single-line, temporary unavailability of that pod directly delays the orders for
that SKU. If inventory is spread across multiple pods, it becomes less likely
that an order for many units can be fulfilled with inventory from a single pod.
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In addition, if inventory is allocated across multiple pods, replenishment
happens more frequently because the inventory per product on a pod will
drop below the replenishment level sooner. This is inefficient as more trips
are needed to replenish the same number of units. In both cases, orders for
that product are delayed and order throughput time increases. In practice
we observe that while some companies divide the inventory of a product over
many locations (Amazon for example), others choose to keep products closer
together (Timberland for example).
The impact of the trade-off also depends on the replenishment level. A
higher replenishment level per product on a pod means that replenishment
happens more frequently and may therefore cause additional robot travel
time and additional queueing at the workstations. However, it also means
that the average inventory on a pod is higher, causing the larger sized orders
to wait less. The queueing at the workstations is also influenced by the
ratio of the number of pick stations to replenishment stations. A higher
replenishment level does not necessarily lead to more queueing if the number
of replenishment stations is also higher. If the number of pods per SKU
and the replenishment level are not jointly optimized, long and unnecessary
delays may occur that can have a large impact on order throughput time.
If the ratio of the number of pick stations to replenishment stations is not
optimized, pick stations may have unacceptably low utilization while too
much queueing occurs at the replenishment stations, or vice versa.
In view of these trade-offs, this chapter studies how to minimize the order
throughput time by optimizing three decision variables: (1) the number of
pods per product, (2) the ratio of the number of pick stations to the number of
replenishment stations, and (3) the replenishment level per pod. We develop
a novel queueing approach to jointly analyze the effect of these three variables.
The inventory control policies are embedded in the queueing model’s state
transitions. The analytical model is developed to gain more insights into the
system and to solve small instances, but unfortunately it cannot solve large,
realistic instances, which are analyzed using simulation instead. Section
3.2 discusses the literature and motivates why a queueing model is suitable
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for analyzing these decision variables. To analyze the decisions, Section 3.3
develops a new type of queueing network, the cross-class matching multi-class
Semi-Open Queueing Network (SOQN) and shows several counter-intuitive
necessary stability conditions. Section 3.4 provides the results and insights.
Section 3.5 concludes and presents a future outlook.
3.2 Literature
Some key features of the system are that robot travel times are stochastic,
that queueing at the workstations comprises a substantial part of the order
throughput time and that suitable pods have to be retrieved that can fulfill
the orders. This implies that traditional inventory models such as (r,Q) or
(s, S) policies cannot be used, as these cannot model some or all of these
characteristics and their influence on the order throughput time. On the
other hand, queueing networks have been used extensively for analyzing the
performance of autonomous vehicle storage and retrieval systems (AVS/RS)
and automated storage and retrieval systems (AS/RS). These networks can
optimize key decision variables, because the low computation time allows
evaluation of a large set of parameters. For example, Kuo et al. (2007) use
queueing models to predict vehicle utilization and service, waiting and cycle
times while varying the number of aisles, storage columns per aisle, storage
tiers in the system, vehicles in the system, and the number of lifts in AVS/RS.
Fukunari & Malmborg (2009) estimate the expected utilization of resources
in an AVS/RS machine using a queueing model that incorporates both
single and dual command cycles. Queueing networks can also incorporate
the stochasticity of vehicle traveling and worker speed and can capture the
resulting congestion effects (see Marchet et al. (2013), Roy et al. (2013),
Roy et al. (2015a), Roy et al. (2015b), Roy et al. (2016) and Tappia et al.
(2016)). Networks where orders arrive and depart from the system can be
divided into two broad categories: Open Queueing Networks (OQN) (Heragu
et al. (2011)) and Semi-Open Queueing Networks (SOQN). SOQNs can
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capture the matching of different kinds of resources and can therefore include
the time an order has to wait before being matched with a vehicle. This
could be used to model the matching of orders and pods. For example, Roy
et al. (2012) use a multi-class semi-open queueing network to analyze the
performance impact of system parameters such as the number of vehicles
and lifts, the depth-to-width ratio, and the number of zones. They also
study the impact of operational decisions such as vehicle assignment rules
on vehicle utilization and order cycle time. A disadvantage of SOQNs is the
absence of product form solutions and exact solutions, only approximations
exist. Ekren et al. (2014) apply the matrix-geometric method to analyze a
SOQN for an AVS/RS, which results in quite accurate approximations for
the metrics. Roy et al. (2012) develop a new decomposition technique to
evaluate the system.
Lamballais et al. (2017) and Nigam et al. (2014) develop SOQN and CQN
queueing networks to estimate the performance of picking operations in an
RMFS. Lamballais et al. (2017) optimize the layout of an RMFS warehouse by
estimating the expected order cycle time, workstation utilization, and robot
utilization for a given layout and by determining the optimal dimensioning
of the storage area and the optimal placement of the workstations. They do
not consider replenishment but only look at pick operations.
However, a disadvantage of these SOQN models is that only orders and pods
of the same type can be matched. In our system, if pods and orders are
matched there may be some asymmetry: an order that requires a certain
number of units can be fulfilled with a pod that contains that number of units
or more. In addition, the optimal spreading of the inventory of a product
across storage shelves has not been researched yet.
This chapter studies how inventory should be spread across pods, how the
ratio of pick stations to replenishment stations should be set, and what
the replenishment level should be, such that the order throughput time is
minimized.
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3.3 Model
We wish to determine the optimal number of pods over which the inventory of
a product should be spread, the optimal ratio of the number of pick stations
to replenishment stations, and the optimal replenishment level of a pod. We
construct a queueing network using two main ideas. The first idea is to use
the various movements of a pod as queueing stations within the network.
The second idea is to capture the number of inventory units of a product
per pod as classes within the queueing network. The class of a pod signifies
how many units of the product are left on the pod, and the class of an order
indicates how many units the order requires. These two ideas are explained in
detail in the sections below. In modeling the queueing network, we make the
following assumptions to keep the model tractable. (1) Orders are assumed
to be single-line orders. This is not too strong a simplification as RMFSs
were built especially for e-commerce order fulfillment. An order can still
require multiple units of a SKU. In our context, a small order thus requires
few units of a SKU and a large order requires many units of a SKU. (2)
Orders arrive according to a Poisson process. (3) Pods are dedicated to a
single SKU. i.e., a pod can carry only one SKU at a time and is always
replenished with the same SKU. The inventory of a SKU can be spread over
multiple pods. (4) The maximum number of units in inventory per product
is fixed, as is the number of workstations. (5) The pick or replenishment
station at which a pod will be handled is chosen randomly. (6) Multiple
pick stations can be modeled as one queueing station with multiple servers
and similarly for multiple replenishment stations. (7) Pods are stored at
any of the storage locations with equal probabilities; no distinction is made
between fast and slow moving SKUs. (8) If multiple, equally suitable pods
are available for order picking, the one that is nearest to the workstation will
be fetched. Note that, if the inventory of a product is spread across more
pods, travel times will become shorter on average, because it becomes more
likely that a suitable pod is close to a pick station. This is elaborated in
section 3.3.2. (9) The number of robots is not a constraint and does not
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delay any of the processes. (10) An order has to be matched with exactly
one pod and “order splitting” is not allowed. This implies that if each of
the pods carrying a certain SKU have some, but insufficient, units for an
order, the order cannot be matched and needs to wait until one of the pods
is replenished. (11) A pod can only be matched with one order at a time
and “order merging” is not allowed. This implies that if there are two orders
that each require one unit and there is a single pod with two units, the pod
will be matched with the orders sequentially.
3.3.1 Pod Movement
From the perspective of a pod, the following eight processes occur, see Figures
3.3.1 and 3.3.2. The pod (1) waits to be matched with an order, (2) waits
for a robot to come to its storage location, (3) moves to the pick station, (4)
queues for its turn at the pick stations and then has items picked from it. If
its inventory is not below the replenishment level, (5) the pod returns to the
storage area, otherwise it (6) moves to a replenishment station, (7) queues
for its turn and is replenished and (8) returns to the storage area.
Each of these processes can be modeled as a queue, where the distribution of
the travel times in a situation becomes the distribution of the service time
of the corresponding queue. The pick stations are modeled as the servers
of the queueing station corresponding to process (4) and the replenishment
stations are modeled as the servers of the queueing station corresponding
to process (7). The queueing network, which is shown in Figure 3.3.2, is a
Semi-Open Queueing Network that captures the matching of an order to
a pod. The numbers in Figure 3.3.1 and Figure 3.3.2 show which process
corresponds with which queue and Table 3.3.1 shows the modeling approach
for each of the decision variables. Here S is the number of SKUs, Ms is the
number of pods of SKU s, r is the ratio of the number of pick stations to
replenishment stations and ξ is the replenishment level, which is expressed
as a percentage of the capacity of a pod, U .
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from storage to storage from storage to pick station picking at picking station
from pick station to storage
from pick station to replenishment stationreplenishing at the replenishment stationfrom replenishment station to storage
no replenishment
replenishment needed
matching pod and orderorder
1
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5
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Figure 3.3.1: Illustration of pod movement
Table 3.3.1: Modeling approach for each of the decision variables
Symbol Decision variable Modeling approach∑S
s=1M
s Total number of pods Number of “tokens” circulating in the SOQN (see
Buitenhek et al. (2000))
r Ratio of the number of pick stations
to replenishment stations
Ratio of the number of servers at the pick queue to
the number of servers at the replenishment queue
ξ Replenishment level Pod classes in the SOQN
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pick stations
replenishment stations
synchronization station
pod queue
request queue
requests leave
µr
µss
µps
µpr
µpr
µps
µrs
µrs
µss
storage to storage storage to pick station
from pick station to storage
from pick station to
replenishment station
from replenishment station to storage
1
2 3
4
5
6
7
8
orders of class (u, s)
arrive with rate λu,s
µp
µsp
µsp
µp
µr
Figure 3.3.2: Queueing model of pod movements in the RMFS
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3.3.2 Travel Times and Service Times
For steady state performance analysis, the process in Figure 3.3.1 repeats
indefinitely and each of these eight processes can be translated one-to-one
to a queue, as shown in Figure 3.3.2. The handling times at the pick and
replenishment stations are assumed to follow an exponential distribution.
The number of servers at queue (4) equals the number of pick stations in
the RMFS and the number of servers at queue (7) equals the number of
replenishment stations. The travel times are modeled as Infinite Server (IS)
stations, since pods can start traveling immediately and do not have to
wait for other pods to finish. At these IS stations, the average service time
corresponds to the average time needed for traveling. The aisles have a single
travel direction to prevent deadlock and reduce aisle congestion. Unloaded
robots can move underneath the pods and do not need to use the aisles.
Movement through an aisle with a pod in the area between the workstations
and storage area is also single directional.
This means that the travel distance between any two locations can be cal-
culated exactly (see also Lamballais et al. (2017)). We make the following
assumptions when calculating the travel times: (1) Robot velocity is constant.
This can be an average velocity that takes acceleration and deceleration
into account (see also Lamballais et al. (2017)). (2) Delays due to robot
congestion or blocking in aisles, battery recharges, or robot downtime do not
occur.
As mentioned earlier, we assume that storage and retrieval occur at a ran-
dom location. For a single pod, the distribution of the travel time can be
created by calculating the travel time from the current location to every
possible destination and giving these equal probabilities of occuring. These
probabilities can be adjusted to suit the application, for example, to include
storage zones for products with different pick frequencies (see Lamballais
et al. (2017)).
For multiple pods, the travel time distribution can be created as follows.
Suppose that the cumulative distribution function (cdf) of the travel times
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of a single pod is given by F (x). The travel times decrease if the inventory
of a product is spread across multiple pods, because the pod nearest to a
workstation can be chosen. The cdf of the travel times of the nearest pod of
SKU s is given by F˜ (x) = 1 − [1 − F (x)]Ms . For any IS station modeling
travel times, the service time distribution has the cdf F˜ (x) corresponding to
those travel times.
3.3.3 Inventory Levels
If every order line requires only one unit of a product, the queueing model
can be solved using the methods in Buitenhek et al. (2000) and Bolch et al.
(2006). If an order line requires more than one unit, the behavior of the
queueing network becomes more complicated, because a pod with u remaining
units cannot fulfill an order line that needs j units if j > u. It is therefore
necessary to keep track of the number of units per product on each pod and
the number of units required by each order. The queueing network achieves
this by modeling the number of units remaining on a pod as the class of that
pod and the number of units an order requires as the class of that order. In
other words, a pod dedicated to SKU s with u units remaining has class
(u, s). Since pods are dedicated to SKUs, the SKU class s of a pod cannot
change. Similarly, orders for a product s that require u units have class
(u, s) and arrive with a rate λu,s. Since orders are single-line orders, s simply
denotes the product of the order. For a class (u, s), index u refers to the
“inventory class”, and index s refers to the “SKU class”.
The replenishment level, denoted by ξ, is a percentage between 0% and 100%,
the maximum number of units on a pod is denoted by U , so 0 ≤ u ≤ U , and
the replenishment point is ξU . Consider a pod that leaves a pick station. If
the pod has inventory class j, j > ξU , it returns to the storage area, but if it
has inventory class j ≤ ξU , it moves to a replenishment station. In other
words, the routing depends on the inventory class of the pod, and the routing
probability to go from process (4) to process (6) in Figure 3.3.2 is either 0 or
1.
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At the synchronization station (see process (1) in Figure 3.3.2), a pod of
class (j, s) can be matched with an order of class (i, s) if i ≤ j. We call this
kind of matching “cross-class” matching. Due to this cross-class matching,
both orders and pods with the same SKU class may be waiting at the
synchronization station simultaneously. This happens if j < i for all pods
and all orders. If multiple orders are available, the pod is matched with
the order of the highest suitable class available. In other words, the pod is
matched with the order that requires the most units, but no more units than
the current pod inventory. At the pick station, the pod’s inventory class is
lowered after picking. If the pod belonged to class (j, s) and was matched
with an order of class (i, s), then the pod’s class after picking changes to class
(j − i, s), because j − i is the number of units left after picking. Figure 3.3.3
illustrates these class switches for a situation where the maximum inventory
level is six units and the replenishment level is zero.
time
0
class 6
class 5
class 4
class 3
class 2
class 1
number of units on pod
pick: order line with 2 units
pick: order line with 3 units
pick: order line with 1 unit, pod becomes empty
replenishment
replenishment level
Figure 3.3.3: Illustration of a pod’s class switching
Since pods are dedicated to a single SKU, a switch from a class (u, s) to a
class (u′, s′) is not allowed for any s 6= s′.
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3.3.4 Creating the Compact Queueing Model
SOQN models do not have a product form, which means that exact solutions
do not exist. Instead, SOQN models are solved using good approximation
methods (Buitenhek et al. (2000), Jia (2005)). However, existing methods for
analyzing multi-class SOQN models cannot be applied to the model in Figure
3.3.2, because these methods cannot analyze a network that uses cross-class
matching. Therefore, we construct a novel Continuous Time Markov Chain
(CTMC) to analyze the multi-class SOQN with cross-class matching. Since
the size of the state space of the Markov Chain corresponding to the queueing
network in Figure 3.3.2 grows rapidly in the number of pods and classes, a
(nearly) equivalent, compact queueing network is created with its state space
growing less rapidly. The Markov Chain of this compact queueing network
can then be used to analyze the system. To transform the queueing network
in Figure 3.3.2 to the compact queueing network requires an additional,
intermediate queueing network, which is shown in Figure 3.3.4.
The transformation works as follows. In the queueing network in Figure
3.3.2, no queueing occurs at the IS stations that model travel. Interaction of
the robots via queueing only occurs at the pick and replenishment stations,
and at the synchronization queue. The network can therefore be reduced to
three queues, a synchronization queue, a pick queue, and a replenishment
queue. This reduction is done by grouping the IS stations and the pick and
replenishment queues into two groups as shown in Figure 3.3.4. Each group
can then be transformed into an equivalent load-dependent queue using
Norton’s theorem (Bolch et al. (2006)). This results in the compact queuing
network shown in Figure 3.3.5. To create the two groups, the IS station in
Figure 3.3.2, process 5, needs to be changed because it cannot readily be
incorporated into a group with the pick stations or into a group with the
replenishment stations. However, in a layout where the pick stations and
replenishment stations are next to each other, at the same side of the storage
area, processes 5 and 8 modeling travel from pick stations to storage and
travel from replenishment stations to storage will have about identical service
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time distributions. Process 5 can be directly after the pick stations, so in
other words, even if the pod goes for replenishment, it first has to visit this
IS station. However, by omitting process 8 in the other group of queues, the
network consisting of two groups of queues still contains the same underlying
processes. This results in two groups of queues as shown in Figure 3.3.4.
In the compact queueing model in Figure 3.3.5, the service rate at the
picking queue with i pods in the queue is µ˜p(i) and the service rate at the
replenishment queue with i pods is µ˜r(i). As the number of pick stations
is equal to or larger than one, µ˜p(1) ≤ µ˜p(i) for i > 1. A similar statement
holds for µ˜r(i). To further reduce the size of the state space, we change
the class switching mechanism. Class switching of the pods happens before
rather than after the picking queue. This means that the information about
which class of orders was matched with each pod does not have to be included
in the state space of the Markov Chain. This reduces the state space without
affecting the results that can be obtained from the queueing network.
3.3.5 Model States and Transitions
This section explains the states and transitions of the compact queueing
model in Figure 3.3.5. The total number of inventory classes per SKU is
U + 1, since a pod can also be empty (inventory class zero). The state
space of the Markov Chain for the compact queueing network in Figure 3.3.5
consists of four parts: (1) A “waiting orders part”, denoted by O, which is
a vector that contains the number of orders of each class that are waiting
at the synchronization station. Since orders for zero units cannot arrive,
the dimension of O equals U × S. (2) A “waiting pods part”, denoted by
Q, which is a vector that contains the number of pods of each class that
are waiting at the synchronization station. Since pods with equal or fewer
units than replenishment level bξUc go for replenishment and not to the
synchronization station, the dimension of Q equals (U − bξUc)× S. (3) A
“picking part”, denoted by P, that contains the number of pods of each class
that are waiting to be picked. As discussed earlier, to reduce the size of the
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pick stations
replenishment stations
synchronization station
pod queue
request queue
requests leave
µr
µss µsp
µps
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Figure 3.3.4: Intermediate queueing model
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O (orders)
P (Picking)
R (Replenishment)
Q (Pods)
class switching happens here
orders of class (u, s)
arrive with rate λu,s
orders leave
µ˜p(i)
µ˜r(i)
Figure 3.3.5: The compact model
state space, class switching happens before this queue and hence the order
leaves the system before this queue. This reduction trick does not change
the average order throughput time, since the average service time for the
pods at the picking queue is known and is the same as it would be for the
orders. This also means that the dimension of P equals U × S rather than
(U + 1) × S, because the number of units of the order have already been
subtracted from the class of the pod. Hence a pod at the pick queue cannot
be full. Switching class before the pick queue avoids including information
about the orders and order assignment to pods in the Markov Chain, which
strongly reduces the size of the Markov Chain. (4) A “replenishment part”,
denoted by vector R, which contains the number of pods of each class that
are waiting to be replenished at the replenishment queue. Since only pods
with bξUc units or less go for replenishment, including pods that are empty,
the dimension of R equals (bξUc+ 1)×S. A state ψ can hence be described
as ψ = (O,Q,P,R).
Let Oψu,s denote the number of orders of class (u, s) waiting at the synchro-
nization station in state ψ, Qψu,s the number of pods of class (u, s) waiting at
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the synchronization station in state ψ, Pψu,s the number of pods of class (u, s)
at the pick queue in state ψ, and Rψu,s the number of pods of class (u, s) at
the replenishment queue in state ψ. To limit the number of states, the total
number of orders allowed to wait at the synchronization station is limited to
K, in the sense that for any state ψ it must hold that
∑
u,sO
ψ
u,s ≤ K. In a
stable system, the number of orders waiting at the synchronization station
should not grow too large. Therefore, as long as K is not too small, its
effect on the performance metrics is negligible. The size of the state space is
also limited by the number of pods per SKU, denoted by Ms, in the sense
that
∑
u
(
Qψu,s +Pψu,s +Rψu,s
)
= Ms,∀s, ψ. Appendix 3.A shows how to
calculate the size of the state space for various parameters.
Three categories of transitions exist: (1) The arrival of an order, which either
(1a) matches with a pod, (1b) queues at the synchronization station, or
(1c) is rejected from the system. (2) The completion of picking a pod, after
which either (2a) the pod matches with an order, (2b) the pod queues at
the synchronization station, or (2c) the pod goes for replenishment. (3) The
completion of replenishing a pod, after which either (3a) the pod matches
with an order, or (3b) the pod queues at the synchronization station. In
other words, for each category of transition, the entity involved (an order
or a pod) either matches or does not match with its complement (pod or
order). In addition to this, the transitions also include order rejection (1c)
and replenishment (2c). Order rejection occurs when the arriving order
cannot be matched with a pod and K orders are already queueing at the
synchronization station.
If the inventory class of a pod falls at or below bξUc after picking, the pod
goes to the replenishment station to be replenished. After replenishment, the
pod has class (U, s) so it can match with any waiting order for SKU s. Table
3.3.2 shows for each transition: the transition rate, the requirements that the
state must meet for the transition to be possible, and how the state changes
due to the transition. No information about the sequence of arrivals is stored
in the state, so at the synchronization, pick and replenishment queue the
queueing discipline is Random rather than FCFS. The number of states
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is finite and all the transitions are known, a generator matrix Γ and the
state probabilities pi can be calculated via piΓ = 0 under the condition that
pi1 = 1 (Bolch et al. (2006), page 69). Once the state probabilities have been
calculated, they can be used to derive any metric of interest for the system.
Table 3.3.2: Transitions from a state ψ to a state σ
No Transition rate Requirements for transition of
current state ψ to next state
σ
Change of current state ψ to next state σ
after transition
1a
∑
u,s λu,s ∃j|j ≥ u,Qψj,s > 0 h = argmin
j
{j ≥ u,Qψj,s > 0}
Qσh,s := Q
ψ
h,s − 1, Pσh−u,s := Pψh−u,s + 1
1b
∑
u,s λu,s @j|j ≥ u,Qψj,s > 0∑
u,sO
ψ
u,s < K
Oσu,s := Oψu,s + 1
1c
∑
u,s λu,s @j|j ≥ u,Qψj,s > 0∑
uO
ψ
u,s = K
State remains the same, σ = ψ
2a µ˜p(
∑
u,sP
ψ
u,s) Pψu,s > 0, u > ξU
∃j|u ≤ j,Oψj,s > 0
h = argmax
j
{j ≤ u,Oψj,s > 0}
Oσh,s := O
ψ
h,s − 1, Pσu,s := Pψu,s − 1
Pσu−h,s := P
ψ
u−h,s + 1
2b µ˜p(
∑
u,sP
ψ
u,s) Pψu,s > 0, u > ξU
@j|u ≤ j,Oψj,s > 0
Pσu,s := Pψu,s − 1
Qσu,s := Qψu,s + 1
2c µ˜p(
∑
u,sP
ψ
u,s) Pψu,s > 0, u ≤ ξU Pσu,s := Pψu,s − 1, Rσu,s := Rψu,s + 1
3a µ˜r(
∑
u,sR
ψ
u,s) Rψu,s > 0
∃j|Oψj,s > 0
h = argmax
j
{Oψj,s > 0}
Oσh,s := O
ψ
h,s − 1, Rσu,s := Rψu,s − 1
PσU−h,s := P
ψ
U−h,s + 1
3b µ˜r(
∑
u,sR
ψ
u,s) Rψu,s > 0
@j|Oψj,s > 0
Rσu,s := Rψu,s − 1, QσU,s := QψU,s + 1
As an example, suppose that there is just one SKU, so s = 1, and that U = 2
and ξ = 0, then O = (O1,1,O2,1), Q = (Q1,1,Q2,1), P = (P0,1,P1,1) and
R = (R0,1). Suppose furthermore that there are two pods in the system.
One is waiting at the pick queue with one unit left, the other is waiting at
the replenishment queue and an order is waiting for one unit at the synchro-
nization station. The state would then be ψ = ((1, 0), (0, 0), (0, 1), (1)) and
Figure 3.3.6 shows the transitions into and out of this state. In Figure 3.3.6,
λ1,1 is the arrival rate of orders requiring just one unit, λ2,1 is the arrival
rate of orders requiring two units, µ˜p(1) is the service rate at the pick station
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with one pod, µ˜p(2) is the service rate with two pods, µ˜r(1) is the service
rate at the replenishment queue with one pod, and µ˜r(2) is the service rate
with two pods.
λ1,1
λ2,1
µ˜p(1)
µ˜r(1)
λ1,1
µ˜p(2)
µ˜r(2)
((1, 0), (0, 0), (0, 1), (1))
((1, 1), (0, 0), (0, 1), (1))
((0, 0), (0, 0), (1, 0), (1))
((0, 0), (0, 0), (0, 2), (0))
((2, 0), (0, 0), (0, 0), (2))
((0, 0), (0, 0), (0, 1), (1))
((1, 0), (0, 0), (1, 1), (0))
((2, 0), (0, 0), (0, 1), (1))
O Q P R
O Q P R
O Q P R
O Q P R
O Q P R
O Q P R
O Q P R
O Q P R
Figure 3.3.6: Example of transitions for U = 2 and ξ = 0
3.3.6 Aggregate Classes
A disadvantage of using classes to indicate the number of units is that the
number of classes can grow large quickly. To mitigate this disadvantage,
“aggregate classes” can be constructed for each SKU s. An aggregate class
contains a range of m inventory classes of SKU s. An example would be to
create three aggregate classes for each SKU, where aggregate class number
1 is labeled “low”, number 2 is labeled “medium” and number 3 is labeled
“high”. If U = 29, and m = 10, then aggregate class low would contain
inventory classes 0 to 9, aggregate class medium would contain inventory
classes 10 to 19, and aggregate class high would contain inventory classes
20 to 29. So a pod with 14 units would belong to aggregate class medium.
The main difference that comes with using aggregate classes is that the way
in which a pod changes class is no longer deterministic, but stochastic. As
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described earlier, when using inventory classes, the inventory class of the
pod after picking equals the inventory class of the pod before picking minus
the inventory class of the order that the pod is matched with, so in other
words the class changes of the pod are completely deterministic. This is not
the case when using aggregate classes. For example, if a pod with 14 units
is matched with an order for 2 units, then the pod has 12 units left after
picking. When using inventory classes this means a class change from class
14 to class 12, but when using aggregate classes the pod retains its aggregate
class medium. In other words, a pod of aggregate class medium matched
with an order of aggregate class low and after picking the pod had aggregate
class medium. However, had the order required 6 units, the pod would have
been left with 8 units after picking and would have changed from aggregate
class medium to aggregate class low. In other words, a pod of aggregate class
medium matched with an order of aggregate class low and after picking the
pod had aggregate class low. As this example shows, when using aggregate
classes the way in which a pod changes class is probabilistic rather than
fixed.
The main assumptions for adopting aggregate classes are the following. (1)
Both pods and orders have aggregate classes, i.e., it is not possible that
pods are designated with aggregate classes, whereas orders are designated
with inventory classes. (2) When aggregate classes are used, the exact
number of units needed by orders and left on pods is not tracked. (3) Every
aggregate class contains the same number of m inventory classes. (4) The
replenishment level is an inventory class and determines the probability of
going for replenishment. In the example, if the replenishment level is 12, a
pod of aggregate class low goes for replenishment with probability 1, and a
pod of class medium goes for replenishment with probability 0.3. (5) Orders
match with a pod of the same or higher aggregate class. If an order matches
with a pod of the same aggregate class, we assume that the number of units
that the order actually requires is less than or equal to the number of units
that are actually left on the pod.
With inventory classes, if a pod of class a matches with an order of class
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b, the class of the pod would be a− b after picking. As it turns out, under
the assumptions above a similar rule holds for aggregate classes, shown in
Theorem 1.
Theorem 1. If a pod of aggregate class number α, with α ≥ 1, matches with
an order of aggregate class number β, with 1 ≤ β ≤ α, then with a probability
p the pod will have aggregate class number α− β + 1 after picking and with
probability 1− p the pod will have aggregate class number α− β, where for
α > β it holds that p→ 0.5 as m→∞ and for α = β it holds that p→ 1 as
m→∞.
Proof. Let an aggregate class number δ contain the inventory classes in
the range [nδ, nδ], nδ ≡ (δ − 1)m and nδ ≡ δm − 1, so m = nδ − nδ−1 =
nδ − (nδ − 1) = nδ − nδ + 1. For an inventory class d, d ∈ [nδ, nδ], define
dˆ as dˆ ≡ d − nδ, which implies that 0 ≤ dˆ < m. A pod of aggregate class
number α will, in reality, have a units remaining, a ∈ [nα, nα], and an order
of aggregate class number β will, in reality, require b units, b ∈ [nβ , nβ ].
After picking, the pod will have a − b units left. Subsequently, equations
(3.1) to (3.4) hold.
a− b = aˆ+ nα − bˆ− nβ (3.1)
= aˆ+ (α− 1)m− bˆ− (β − 1)m (3.2)
= aˆ− bˆ+ ((α− β + 1)− 1)m (3.3)
= aˆ− bˆ+ n(α−β+1) (3.4)
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From equation (3.4) it can be seen that if aˆ − bˆ < 0, the pod will be in
aggregate class number α− β as the number of its units falls below the lower
boundary of class α− β + 1. However, if aˆ− bˆ ≥ 0, the number of units on
the pod will be at or above the lower boundary of aggregate class number
α− β + 1, so the pod will be in aggregate class number α− β + 1. If α > β,
then the probability that aˆ > bˆ equals the probability that aˆ < bˆ and as
m→∞ the probability that aˆ = bˆ will go to zero, hence p→ 0.5. If α = β,
then as stated earlier, it is assumed that aˆ ≥ bˆ and hence p→ 1 as m→∞
as the probability that aˆ = bˆ goes to zero.
3.3.7 Simulation and Validation
As can be seen from Table 3.A.1 in Appendix 3.A, the number of states
in the Markov Chain grows rapidly in the design parameters. Therefore
we also develop a queueing network simulation, built in Java for analyzing
large test cases. The network simulated is the compact queueing network
depicted in Figure 3.3.5, where the warehouse layout in Figure 3.4.1 was
used to create the travel times. To validate the results from the simulation,
Table 3.3.3 shows the results for three instances. Each instance considers
one SKU, one pick station, one replenishment station, and a replenishment
level of zero for both the Markov Chain (MC) and the simulation (Sim),
with ten runs each of ten weeks of working hours simulated, of which one
third serves as the warm-up period. The order arrival rate equals 18 orders
per hour per inventory class. The resulting confidence intervals were less
than 1 percent of the averages and have therefore been omitted. For the
first instance U = 2, Ms = 2, K = 2 resulting in 53 states in the MC, for
the second instance U = 3, Ms = 6, K = 2 resulting in 2814 states in the
MC, and for the third instance U = 3, Ms = 6, K = 5 resulting in 9324
states in the MC, see also Table 3.A.1. The pod utilization, denoted by
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ρpod, is the percentage of time that a pod on average is being carried by a
robot. ρpick denotes the utilization of the pick stations, ρrepl the utilization
of the replenishment stations, tot the average order throughput time, Ls the
average number of orders in the system, Lo the average number of orders
waiting at the synchronization station, and Lp the average number of pods
waiting at the synchronization station. These measures can be calculated
exactly from the Markov Chain as shown in Equations (3.5) to (3.11). Here
piψ denotes the steady state probability to be in state ψ and 1[x] denotes
the indicator function, which equals 1 if condition x is true and equals 0 is
condition x is false. The order throughput time is calculated as the average
number of orders in the system (Ls) divided by the total arrival rate. As no
more than K orders can be present at the synchronization station, orders
arriving at the system may be rejected, which means that the actual arrival
rate will be lower than
∑
u,s λu,s. This is taken into account via the indicator
function in Equation (3.11).
ρpod =
∑
ψ
(
piψ ×
∑
u,sP
ψ
u,s +Rψu,s∑
sM
s
)
(3.5)
ρpick =
∑
ψ
piψ1[∑
u,s
Pψu,s>0
] (3.6)
ρrepl =
∑
ψ
piψ1[∑
u,s
Rψu,s>0
] (3.7)
Ls =
∑
ψ
piψ
∑
u,s
(Oψu,s +Pψu,s) (3.8)
Lo =
∑
ψ
piψ
∑
u,s
Oψu,s (3.9)
Lp =
∑
ψ
piψ
∑
u,s
Qψu,s (3.10)
tot =
Ls∑
ψ piψ1
[∑
u,s
Oψu,s<K
]∑
u,s λu,s
(3.11)
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Table 3.3.3 shows that the outcomes of the simulations agree with the results
from the exact calculations based on the Markov Chain. Table 3.3.4 shows
the validation for using the aggregate classes. The results all come from
simulation and show two experiments. In the first experiment, each SKU is
spread over two pods, whereas in the second experiment each SKU is spread
over six pods. In both experiments, the simulations with aggregate classes,
indicated with “Agg.”, had four aggregate classes. For the simulation with
normal inventory classes, case “Unagg.” (a) has 20 inventory classes, case
“Unagg.” (b) 40 inventory classes and case “Unagg.” (c) 80 inventory classes.
As can be seen, the results for the cases with aggregate classes are close
to the results for the cases with normal inventory classes. In other words,
using the aggregate classes does not reduce the accuracy of the performance
estimates while simultaneously complexity is greatly reduced since far fewer
classes are needed to model the system.
Table 3.3.3: Validation of the simulation with the Markov Chain
ρpod(%) ρpick(%) ρrepl(%) tot(s) Ls(# orders) Lo(# orders) Lp(# pods)
MC 1 74.1 70.3 46.1 225.6 1.736 0.795 0.517
Sim 1 74.1 70.0 45.9 226.7 1.744 0.805 0.519
MC 2 41.0 81.8 56.7 158.7 2.116 0.478 3.542
Sim 2 41.2 81.2 56.6 157.0 2.106 0.460 3.527
MC 3 42.6 82.9 58.2 238.0 3.291 1.592 3.443
Sim 3 42.8 82.2 58.0 233.4 3.237 1.535 3.434
Table 3.3.4: Validation of the use of aggregate class via simulation
ρpod(%) ρpick(%) ρrepl(%) tot(s) Ls(# orders) Lo(# orders) Lp(# pods)
Agg.1 74.5 70.3 43.5 358.7 2.867 1.893 0.510
Unagg. 1a 75.2 70.8 44.1 379.6 3.037 2.058 0.496
Unagg. 1b 74.4 70.6 43.1 376.7 3.012 2.033 0.512
Unagg. 1c 74.1 70.6 42.8 370.9 2.961 1.983 0.518
Agg.2 24.9 62.0 40.1 122.6 0.982 0.002 4.506
Unagg. 2a 24.9 62.0 40.3 122.8 0.981 0.002 4.505
Unagg. 2b 24.7 62.1 39.8 122.3 0.981 0.002 4.516
Unagg. 2c 24.7 62.1 39.5 122.7 0.984 0.002 4.517
80 Inventory Allocation
3.3.8 Necessary Stability Conditions
Finding order arrival rates for which the queueing network is stable is much
more interesting for cross-class matching multi-class SOQNs than for other
types of SOQNs, and leads to some surprising results. For example, suppose
that a pod can carry a maximum of 6 units of a SKU, the replenishment
level is zero, and orders only arrive for either 1 or 5 units. Then the system
is unstable if the arrival rate for orders of 1 unit is lower than the arrival
rate for orders of 5 units, because each time an order of 5 units is matched to
a pod, an order of 1 unit must also be matched to that pod before it goes to
replenishment. In other words, the system can become unstable if the arrival
rates of certain inventory classes become too low, which is an uncommon
condition. There are three necessary stability conditions that the system must
satisfy for each SKU separately, otherwise it will become unstable. These are
the replenishment level reachability condition, the combinatorial matching
condition, and the maximum capacity condition, which are explained below.
Fulfilling these conditions does not mean that the system will be stable, but
fulfilling the sufficient condition mentioned at the end of this section does.
3.3.8.1 Condition 1: Replenishment Level Reachability
As an example, suppose that all inventory for a certain SKU is put on only
one pod, U = 6 and λu,s = 0,∀u, s with the exception that λ3,s > 0 and
λ4,s > 0 and that ξ = 0% so that a pod only goes for replenishment if it
has zero units remaining. The system is unstable, because after a full pod
synchronizes with an order of inventory class 4, the pod will change to an
inventory class 2 and can no longer match with an order. It will then never
reach the replenishment level and never replenish to inventory class 6.
The replenishment level reachability condition checks whether a pod can be
trapped at an inventory level where it can no longer match with an order
and at the same time cannot go to replenishment. This also means that for
this condition the number of pods per SKU does not matter. Let H be the
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set of u for which λu,s > 0, then the feasible arrival rates for a SKU s must
be in the set Λ1s:
Λ1s =
{
λu,s | ∃n ∈ N , 0 ≤ U −
∑
u∈H
nu ≤ bξUc
}
(3.12)
3.3.8.2 Condition 2: Combinatorial Matching
Suppose that the necessary stability condition 1 of Equation (3.12) is met. A
counterintuitive feature of the necessary stability conditions for a cross-class
matching multi-class SOQN is that there can also be lower bounds to the
arrival rate of certain classes. An example would be if ξ = 0 and λu,s = 0
except λ1,s > 0 and λU−1,s > 0 and λ1,s < λU−1,s. Each time an order of
class U − 1 is matched with the pod, the order before or after must belong
to inventory class 1 so that the pod can go for replenishment. This means
that if fewer class 1 orders than class U − 1 orders arrive, class U − 1 orders
cannot all be matched and will build up to infinity. Hence in this case λU−1,s
is a strict lower bound for λ1,s.
More generally, the combinatorial matching condition essentially looks at the
order arrival rates relative of each other. Matching orders of certain sizes to
a pod may put constraints on which orders can be matched to that same pod
in between replenishments. In the example, matching a pod with an order
of size U − 1 means that the pod must be matched with an order of size 1
before or after, otherwise it cannot go for replenishment. Certain order sizes
can only be matched to a pod in combination(s) with orders of other sizes,
which constrains the arrival rates. This means that for this condition, the
number of pods per SKU does not matter.
If Uu is an integer, then orders of inventory class u alone can empty the pod
and can therefore always bring the pod below the replenishment level ξ. If
U
u is not an integer, an additional condition is needed to ascertain that the
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pod can be brought below ξ. Define the set G as all u for which Uu /∈ N, then
the feasible arrival rates must be in the set Λ2s.
Λ2s =
{
λu,s|∃wg,u ∈ N, U − bξUc ≤ g +
U∑
u=1
(u× wg,u) ≤ U ∀g ∈ G,
∑
g∈G
wg,uλg,s ≤ λu,s ∀u /∈ G
}
(3.13)
Here U − bξUc ≤ g +∑Uu=1 (u× wg,u) ≤ U means that it must be possible
to match an order of inventory class g to a pod together with an integer
number (wg,u) of orders of other inventory classes u, such that the amount
g+
∑U
u=1 (u× wg,u) is equal to or larger than the number U −bξUc required
to bring the pod below the replenishment level, but equal to or less than
the maximum number U on a pod. As an example, assume again that
ξ = 0, λu,s = 0 except λ1,s > 0 and λU−1,s > 0, and λ1,s < λU−1,s.
Then G = {U − 1} and wU−1,u = 1, so that the equation (3.13) becomes
U ≤ U − 1 + 1× 1 ≤ U, 1× λU−1,s ≤ λ1,s
3.3.8.3 Condition 3: Maximum Capacity
The maximum capacity necessary condition examines the number of trips to
the pick stations and replenishment stations that are made given the order
arrival rates. If the amount of time needed to do picking and replenishment
per order times the arrival rate exceeds one, then the system cannot be stable.
Here we disregard the time a pod is queueing at the stations, which means
that this condition provides an upper bound on the order arrival rates. The
system operates at maximum capacity when the pods do not have to wait
for an order, but instead immediately synchronize with an order as soon as
they reach the synchronization station. For each SKU s, this corresponds to
a CQN where the pods go to replenishment with a probability ps. Figure
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3.3.7a shows the compact queueing network, a SOQN model, and Figure
3.3.7b the CQN model that corresponds with the compact model working at
full capacity, i.e., the orders are always waiting.
O (orders)
P (Picking)
R (Replenishment)
Q (Pods)
class switching happens here
orders of class (u, s)
arrive with rate λu,s
orders leave
µ˜p(i)
µ˜r(i)
(a) SOQN model, multiple inventory
classes
Picking
Replenishment
ps
1− ps
(b) CQN model, single class
Figure 3.3.7: The compact queueing model and the corresponding CQN
model
Suppose that φs is the average number of times per time unit that the pod
goes for replenishment for SKU s. For each SKU s, λu,s orders of inventory
class u arrive per time unit that each needs u units. In a stable system, all
these orders across all inventory classes are fulfilled and the units needed
to fill these orders come from replenishment. This implies that the total
number of units needed per time unit, divided by the number of units put on
the pod during replenishment, equals φs, see also equation (3.14). Suppose
furthermore that θs is the average number of times per SKU s and per time
unit that the pod goes through the CQN. A pod carries one order at any
point in time. In a stable system, it needs to synchronize with every order
and for every order the pod carries it goes through the network once. θs
can then be calculated as shown in equation (3.15). Assuming that the
replenishment level is zero, probability ps can be calculated as shown in
equation (3.16). If ps /∈ [0, 1], the network is not stable.
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φs =
∑U
u=1 uλu,s
MsU
∀s (3.14)
θs =
U∑
u=1
λu,s
Ms
∀s (3.15)
ps = φ
s
θs
∀s (3.16)
The pick and replenishment queues are load-dependent queues and for both
queues it holds that the largest service time happens when one pod is at
the queue, since then only one workstation is operating at a time. The
service time is denoted by µ˜−1p (i) for the pick queue and by µ˜−1r (i) for the
replenishment queue. As described earlier in section 3.3.4, µ˜p(1) ≤ µ˜p(i)
for i > 1, therefore using µ˜−1p (1) as the time picking takes provides an
upper bound on the picking time needed. µ˜−1r (1) gives an upper bound
for replenishment. Per time unit and per SKU s, the pod goes to the pick
queue θs times, where each time it will spend on average at most µ˜−1p (1)
time units. This means that per time unit, a pod is, on average, busy with
picking at most θsµ˜−1p (1) time. Furthermore, per time unit the pod goes to
the replenishment queue φs number of times, where each time it spends, on
average, at most µ˜−1r (1) time units. This means that per time unit, a pod
will on average be busy with replenishment at most φsµ˜−1r (1) time. Let tbusy
denote the percentage of a time unit that a pod is used. In a stable system,
this all needs to fit within one time unit, therefore the order arrival rates
needs to be in the set Λ3s as depicted in equation (3.18).
tbusy = θsµ˜−1p (1) + φsµ˜−1r (1)) (3.17)
Λ3s = {λu,s|ps ∈ [0, 1], tbusy ∈ [0, 1]} (3.18)
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3.3.8.4 Sufficiency Condition
For the necessary stability conditions it holds that Λ2s ⊂ Λ1s but neither Λ1s and
Λ3s, nor Λ2s and Λ3s are subsets of each other. Figure 3.3.8 shows an example
of these sets for a situation with one pod (so Ms = 1), U = 6, ξ = 0% and
λu,s = 0 except λ1,s > 0 and λ5,s > 0. Here Λ2s contains all λ1,s and λ5,s for
which it holds that λ5,s ≤ λ1,s. For λ5,s > λ1,s orders for 5 units would not
be fulfilled sufficiently often. In this example, φs = 16λ1,s +
5
6λ5,s and θs =
λ1,s + λ5,s, so tbusy = λ1,s
(
µ˜−1p (1) + 16 µ˜−1r (1)
)
+ λ5,s
(
µ˜−1p (1) + 56 µ˜−1r (1)
)
.
At maximum tbusy can be 1. Solving for tbusy = 1, we find that λ5,s can at
most be λ1,s(µ˜
−1
p (1)+ 16 µ˜
−1
r (1))
µ˜−1p (1)+ 56 µ˜
−1
r (1)
.
λ5,s
λ1,s
0
Λ2s
Λ3s
Λ2s ∩ Λ3s
λ5,s = λ1,s
λ5,s =
1−λ1,s(µ˜p(1)+ 16 µ˜r(1))
µ˜p(1)+
5
6 µ˜r(1)
Figure 3.3.8: Example of arrival rates that meet the combinatorial matching
and the maximum capacity necessary stability conditions
The three necessary stability conditions do not guarantee that the system
will be stable. To see this, consider a system with one SKU and one pod,
U = 3, ξ = 0% and λ1,s = λ2,s > 0, λ3,s = 0, where the arrival rates are
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such that the maximum capacity necessary stability condition is met, i.e.,
they are in Λ3s. These arrival rates would be in Λ1s, as the replenishment
level can clearly be reached, and would be in Λ2s, for example, by setting
wg,u = 1 ∀g, u. This system would be stable if every time the pod comes
back from replenishment, it would first match with an order of inventory
class 1 and later with an order of inventory class 2 or vice versa. However,
after replenishment the pod could match twice with an order of inventory
class 1, after which it will need to match again with an order of inventory
class 1, else it cannot go to replenishment. Each time this happens, three
orders of inventory class 2 cannot be matched. This means that the stock
of inventory class 2 orders builds up and thus that the system is unstable,
despite the fact that the necessary stability conditions are met.
The problem is that the pod will not reach the replenishment level sufficiently
often to prevent the build-up of orders in the queue. A sufficient condition to
prevent this situation would be that λ1,s orders for each SKU s is very large
relative to the arrival rates of the other inventory classes. If there are enough
orders for 1 unit, the pod will reach the replenishment level sufficiently often.
Theorem 2 shows a sufficient condition.
Theorem 2. Assuming that λu,s ∈ Λ2s ∩ Λ3s for 1 ≤ u ≤ U , 1 ≤ s ≤ S,
it holds that λ1,s ≥
∑U
u=2 ((U − bξUc)− u)λu,s is a sufficient condition for
stability of the network
Proof. Let C be a collection of orders that such
∑
ou,s∈C u = U − (bξUc+ 1),
with ou,s denoting an order of class (u, s). Here C can have multiple orders
of the same class (u, s), but they all have to be for the same SKU s. If a pod
of class (U, s) would be sequentially matched with all orders in C and only
with the orders in C, the pod would attain class (bξUc+ 1, s). Let C be the
set of all such collections C that meet this condition. Let ηC be the rate at
which a pod of class (U, s) is matched with a sequence of orders that contains
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orders of the same classes in the same number as C. λ1,s ≥
∑
C∈C ηC is
not a sufficient condition, because inventory class (1, s) may also appear
one or multiple times in a collection C. For an inventory class u, let Cu
be the set of all collections C that contain at least one order of inventory
class u. Define Lu =
∑
C∈Cu ηC , then Lu is the rate with which a pod
attains class (bξUc+ 1, s) due to a collection C that contained an order of
inventory class u. Besides an order of inventory class u, it could happen
that this collection C consists only of orders of inventory class (1, s). If a
pod is matched with an order of inventory class u, it is certain that the pod
will reach the replenishment level if it is also matched with (U − bξUc)− u
number of orders of inventory class (1, s). Therefore, the pod will reach the
replenishment level sufficiently often if λ1,s ≥
∑
u ((U − bξUc)− u)Lu. As
λu,s ≥ Lu, λ1,s ≥
∑U
u=2 ((U − bξUc)− u)λu,s is a sufficient condition.
3.4 Results
Figure 3.4.1 shows the layout and Table 3.4.1 shows the parameters used to
generate the results in this section. In Figure 3.4.1 on the left side, there
are six workstations, separated by a traffic corridor from the storage area.
In the storage area, stored pods are shown as dark grey squares and empty
storage locations as light grey squares. The time needed for pod lifting and
storing, the robot speed, and the distribution of the pick and replenishment
time are based on Lamballais et al. (2017). However, the Markov Chain
would become far too large when using these parameters. Therefore we
simulated the queueing network describing the pod movements as depicted
in the Figure 3.3.2, without aggregate classes, to generate the results in this
section. The simulation time was 604800 seconds per run, with 10 runs and a
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warm-up time of 201600 seconds. The width of the 95% confidence intervals
were typically about 1% of the average values of the metrics.
Figure 3.4.1: Top view of the warehouse layout used for the experiments
Table 3.4.1: Parameters used in all the experiments
Parameter Value Parameter Value
Number of aisles 10 Number of cross-aisles 10
Number of storage locations 1100 Number of workstations 6
Time for pod lifting and
storing
1 (s) Robot speed 1.3 (m/s)
Pick time & replenish-
ment time (Identically
distributed)
Exponentially dis-
tributed, mean is 8
(s)
∑
u λu,s 2 orders per hour
per SKU
K 1200 Number of SKUs S 100
Layout width 98.8 meters Layout length 41.6 meters
To investigate the optimal number of pods to use for inventory, we keep the
maximum inventory in the experiments at 36 units per SKU and vary the
number of pods per SKU, Ms, which can be 1, 2, 3, 4 or 6, while keeping
the layout fixed. The number of SKUs S is 100 and the SKUs are identical.
Taken together, this means that the total number of pods that are actively
used in the system varies from 100 to 600. The total number of pods in the
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system is always 935, which equals 85% of the number of storage locations.
The average travel time to bring a pod to a pick station strongly decreases
in the number of pods. For the northernmost workstation, the average travel
time is 43.4, 34.1, 29.5, 26.6, and 23.0 seconds for 1, 2, 3, 4, and 6 pods
respectively. In the last case with 6 pods, U = 6, which means that the
largest order that can be matched with a pod has 6 units. Therefore in order
to keep the experiments comparable, λu,s > 0 for 1 ≤ u ≤ 6 and λu,s = 0 for
u > 6 across all experiments. To meet the sufficient condition for stability,
the arrival rates are λ2,s = λ3,s = λ4,s = λ5,s = λ6,s and λ1,s = 10 × λ2,s.
Having far more orders arrive for 1 unit than for multiple units seems rea-
sonable, as the system is typically used in an e-commerce environment.
To investigate the optimal ratio of the number of pick stations to replen-
ishment stations, we analyze 5 cases. Let the ratio of the number of pick
stations to replenishment stations be denoted by r, where r = (i, j) means
that in Figure 3.4.1 the upper i workstations are pick stations and the j
lower workstations are replenishment stations. The 5 cases we consider are
r = (1, 5), r = (2, 4), r = (3, 3), r = (4, 2) and r = (5, 1).
Finally, to investigate the optimal replenishment level per pod, we study the
following cases: (1) a pod is not replenished unless it is empty, ξ = 0%, (2)
a pod is not replenished unless it is at least half empty, ξ =50%, and (3) a
pod is replenished every time after it has visited a pick station, ξ = 100%.
From Table 3.4.2 we can conclude that spreading inventory across as many
pods as possible (6 in the experiments) appears to consistently result in
the lowest order throughput times. If the inventory of a SKU is contained
on a single pod, the replenishment level has a much larger influence on the
order throughput time than if the inventory is spread across multiple pods.
The order throughput time is about one and a half to two times longer
when a single pod is used. This is due to a longer average travel time for
a single pod from storage to a pick station and due to a higher probability
that no pod is available due to replenishment. We can also conclude that
in most cases the optimal ratio is r = (4, 2). In addition, it is clear that
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Table 3.4.2: Experiment results, tot in seconds and the utilizations in
percentages
ξ = 0% ξ = 50% ξ = 100%
Ms , U r tot ρpod ρpick ρrepl tot ρpod ρpick ρrepl tot ρpod ρpick ρrepl
1 , 36 (1, 5) 414.4 11.1 80.7 0.9 168.3 11.2 80.5 1.7 171.0 13.2 80.4 16.1
1 , 36 (2, 4) 330.2 7.4 40.5 1.1 92.7 7.5 40.3 2.1 97.2 9.7 40.5 20.1
1 , 36 (3, 3) 332.7 7.2 26.9 1.5 89.3 7.3 26.9 2.8 93.8 9.6 27.0 27.0
1 , 36 (4, 2) 328.5 7.1 20.1 2.2 88.6 7.3 20.3 4.2 93.2 9.7 20.1 40.2
1 , 36 (5, 1) 323.7 7.1 16.1 4.5 88.9 7.3 16.2 8.4 103.9 13.1 16.1 80.0
2 , 18 (1, 5) 172.0 5.7 80.9 1.8 148.3 5.6 80.1 3.2 146.3 6.5 80.4 16.1
2 , 18 (2, 4) 89.7 3.5 40.3 2.2 77.0 3.6 40.4 3.9 77.2 4.6 40.4 20.1
2 , 18 (3, 3) 85.6 3.4 26.8 3.0 73.7 3.5 26.7 5.2 74.0 4.5 26.9 27.0
2 , 18 (4, 2) 85.4 3.4 20.1 4.4 73.0 3.5 20.1 7.8 73.3 4.6 20.2 40.4
2 , 18 (5, 1) 86.3 3.4 16.0 8.9 73.3 3.5 16.1 15.9 74.0 6.5 16.0 80.4
3 , 12 (1, 5) 147.3 3.6 80.5 2.7 141.4 3.7 80.4 4.5 147.2 4.4 81.2 16.2
3 , 12 (2, 4) 74.5 2.3 40.1 3.4 72.2 2.4 40.3 5.6 72.2 3.0 40.4 20.2
3 , 12 (3, 3) 72.2 2.2 26.9 4.5 69.1 2.3 26.7 7.6 69.2 3.0 26.9 27.0
3 , 12 (4, 2) 71.5 2.2 20.2 6.7 68.6 2.3 20.3 11.4 68.6 3.0 20.1 40.1
3 , 12 (5, 1) 70.7 2.2 16.1 13.4 68.7 2.4 16.1 22.8 68.8 4.4 16.2 81.0
4 , 9 (1, 5) 158.2 2.8 80.7 3.6 140.0 2.8 80.4 5.4 140.3 3.2 80.7 16.2
4 , 9 (2, 4) 87.5 1.7 40.2 4.5 69.5 1.8 40.4 6.7 69.3 2.2 40.3 20.2
4 , 9 (3, 3) 81.1 1.7 26.8 5.9 66.4 1.7 26.9 8.9 66.3 2.2 26.8 26.7
4 , 9 (4, 2) 83.4 1.7 20.1 9.0 65.7 1.7 20.2 13.4 65.7 2.2 20.3 40.4
4 , 9 (5, 1) 84.8 1.7 16.1 17.9 66.0 1.8 16.1 26.5 65.9 3.2 16.0 80.2
6 , 6 (1, 5) 139.9 1.8 80.5 5.4 137.0 1.9 80.4 7.8 144.5 2.2 80.8 16.2
6 , 6 (2, 4) 66.0 1.2 40.0 6.7 65.9 1.2 40.3 9.7 65.9 1.4 40.3 20.2
6 , 6 (3, 3) 63.3 1.1 26.9 8.9 63.1 1.2 27.0 13.0 62.9 1.4 26.8 26.8
6 , 6 (4, 2) 62.6 1.1 20.1 13.4 62.4 1.2 20.1 19.4 62.5 1.4 20.1 40.1
6 , 6 (5, 1) 63.1 1.1 16.1 26.7 62.6 1.2 16.1 39.0 62.6 2.1 16.1 80.4
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r = (1, 5) performs much worse than the other ratios, and the optimal one
in terms of lowest order throughput time depends both on Ms and ξ. Lastly,
we can conclude that the optimal replenishment level is ξ = 50% in the
majority of experiments. Setting the replenishment level as ξ = 0% leads
to the highest order throughput times in all experiments except in one case,
when Ms = 6, U = 6 and r = (1, 5). The utilization of the replenishment
stations is typically very low, unless ξ = 100%, which means the pod goes to
replenishment after every pick. Appendix 3.B shows the same results but for
equal order arrival rates across inventory classes. From Table 3.B.1 we can
conclude that the system is not stable if ξ = 0%, even though the necessary
stability conditions are met. This happens because insufficient orders of
inventory class 1 arrive, which means that the pod stays in inventory class 1
far too long and does not go for replenishment sufficiently often.
3.5 Conclusions and Future Work
The results show that each of the decision variables can be optimized. The
order throughput time appears lowest when inventory is spread across as
many pods as possible, when the ratio of the number of pick stations to
replenishment stations is 4 to 2, and when the replenishment level is 50%.
The relationship between order throughput time and the ratio of the number
of pick stations to replenishment stations has a skewed U shape. Moreover,
the replenishment level has a strong influence on the utilization of the
replenishment stations, which can become very low. Tables 3.5.1 and 3.5.2
summarize some of the additional insights.
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Table 3.5.1: Managerial insights regarding stability
Stability of pick op-
erations
Small arrival rate of orders of 1 unit Large arrival rate of orders of 1 unit
Replenish when pod
is empty (ξ = 0)
Not stable Stable
Replenish when still
some units left on
pod (ξ > 0)
Stable Stable
Table 3.5.2: Managerial insights regarding decision variables
Interaction decision
variables
Inventory of a product on a single
pod
Inventory of a product on multiple
pods
Ratio of the number
of pick stations to
replenishment sta-
tions
Choosing the wrong ratio can in-
crease order throughput time by
about 25%
Choosing the wrong ratio can in-
crease order throughput time by
about 100%
Replenishment level Large impact on order throughput
time, best to replenish a pod before
it becomes empty
Small impact on order throughput
time, best to replenish a pod before
it becomes empty
This chapter focused on several important tactical decisions, but there are
many promising directions for future research focusing on operational deci-
sions. For example, an RMFS is flexible in capacity as robots can be added
quickly and workstations can be opened and closed as needed. The system
can thus dynamically increase and decrease the amount of resources used
and how much of the resources to dedicate to different types of activities,
something that has not yet been researched. Another interesting feature
is that the system’s decisions can be decentralized to a high degree. Kiva
Systems decentralized robot movement and collision detection already in
the earliest implementation, but other elements such as route planning, task
scheduling, and resource allocation can also be decentralized (see Wurman
et al. (2008)). No research has yet been conducted on the interplay between
the algorithms and policies for each of these elements.
Appendix
3.A Size of the State Space
This appendix explains how to calculate the total number of states possible
in the Markov Chain. The explanation here assumes there is only one SKU,
so S = 1, but for S > 1, the number of states is just the number of states
when S = 1 multiplied by S. The total number of states is constrained by the
maximum number of orders that can wait at the synchronization station and
by the number of pods. There can be at mostK orders at the synchronization
station. Let the total number of possible ways to distribute k orders across
the order classes and for all k be denoted by NCO . These orders can be of
any of U classes (the dimension of O equals U as explained above), so the
possible number of combinations is
(
U+k−1
k
)
as this is similar to choosing
with repetition k places out of a possible number of U places. Then NCO is
given by Equation (3.19). Let NCP denote the number of possible ways that
Ms pods can be distributed across P, Q and R. This is again similar to
choosing with repetition, and Equation (3.20) shows how to calculate NCP .
NCO =
K∑
k=0
(
U + k − 1
k
)
(3.19)
NCP =
(
2U +Ms
Ms
)
(3.20)
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It is not possible to combine every instance of an order part with every
instance of the other three parts, because whenever a pod of inventory class
u is at the synchronization station, it is not possible to also have orders of
inventory class u or lower there. In other words, O constrains the number of
inventory classes u in P for which Pu,s can be bigger than zero. Let NYj,s be
the number of combinations in O for which Ou,s = 0, u ≤ j and Oj+1,s > 0,
so NYj,s = {O|Ou,s = 0, 0 ≤ u ≤ j,Oj+1,s > 0}, j = 0, . . . , U − 1. Suppose
that there are k orders at the synchronization station, with k = 1, . . . ,K.
For NYj,s, this means there can be h orders of class j + 1 and k− h at classes
j + 2 to U − 1. Let NYj,s,k,h denote all possible situations where k orders are
waiting at the synchronization station, with no orders of class j or lower and
h orders of class j + 1, then:
NYj,s,k,h =

(
U+k−h−j−2
k−h
)
if U + k − h− j − 2 ≥ 0
1 (no classes > j left to distribute orders to)
(3.21)
NYj,s =
K∑
k=1
k∑
h=1
NYj,s,k,h j = 0, . . . , U − 1 (3.22)
In the above, j ≤ U − 1, because NYU,s = 0 and therefore does not follow the
structure and formula above.
Let NFj,s be the number of combinations in (Q,P,R) for which Qu,s > 0, u ≤
j and let NZ be the total number of states in the Markov Chain. Assume
that the replenishment level is zero, so pods are only replenished when they
are empty.
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NFj,s =
(
2U +Ms − j
Ms
)
, j = 0, . . . , U (3.23)
NZ =
S∑
s=0
U∑
j=0
NYj,sN
F
j,s (3.24)
Table 3.A.1 shows the number of states for various combinations of K, U
and Ms. It seems that if K increases by 10, NZ roughly doubles. Another
pattern that becomes apparent is that the higher U is, the more rapid NZ
grows in Ms.
Table 3.A.1: Number of states NZ , S = 1
NZ K = 2 K = 5 K = 10 K = 20 K = 30 K = 40
U = 2 , Ms = 2 53 155 445 1475 3105 5335
U = 2 , Ms = 6 462 1050 2590 7770 15750 26530
U = 3 , Ms = 2 155 708 3263 18998 57233 127968
U = 3 , Ms = 6 2814 9324 35574 183624 529074 1155924
U = 4 , Ms = 2 360 2430 17290 171810 732105 2116675
U = 4 , Ms = 6 12105 56313 322773 2802393 11368863 32049183
U = 5 , Ms = 2 721 6882 73073 1206580 7190337 26714094
U = 5 , Ms = 6 41283 261030 2186327 31200246 176430265 638136884
3.B Results with Equal Order Arrival Rates
Table 3.B.1 shows the results for equal order arrival rates. For ξ =50% and
ξ =100%, the results are nearly identical to the results in section 3.4, but
for ξ =0%, the results are unstable. The order arrival rates meet all the
necessary stability conditions, but these are not sufficient and it turns out
that the order throughput time simply becomes longer if the simulation time
is larger. Let TK be the percentage of time the system spends in a state
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where the number of orders at the synchronization stations equals K. If
TK exceeds 1%, we consider the system unstable and do not show results.
The reason the system is unstable is that the pods in the system remain in
state (1, s) too often. This happens, because of the following. As U = 6, if
an order of class (5, s) arrives and matches with a full pod, the pod goes to
state (1, s) and can only be matched with an order of class (1, s). This also
happens if the pod is matched with an order of class (2, s) and an order of
class (3, s) or alternatively an order of class (4, s) and an order of class (1, s).
As the arrival rate of orders of class (1, s) equals the arrival rate of orders of
class (5, s), orders of class (1, s) do not arrive sufficiently often to bring a
pod of class (1, s) to the replenishment level.
Table 3.B.1: Results for experiments with equal order arrival rates, tot in
seconds and the utilizations in percentages
ξ = 0% ξ = 50% ξ = 100%
Ms , U r tot ρpod ρpick ρrepl tot ρpod ρpick ρrepl tot ρpod ρpick ρrepl
1 , 36 (1, 5) 1192.0 37.8 20.1 0.4 142.8 38.8 20.1 0.7 182.5 48.3 20.1 4.0
1 , 36 (2, 4) 1237.8 36.7 10.0 0.5 135.9 37.9 10.2 0.9 177.0 48.2 10.1 5.0
1 , 36 (3, 3) 1144.6 36.4 6.8 0.7 133.9 37.5 6.7 1.2 170.1 47.2 6.7 6.6
1 , 36 (4, 2) 1166.7 36.0 5.0 1.0 133.0 37.1 5.0 1.8 175.4 48.1 5.0 10.1
1 , 36 (5, 1) 1222.4 36.1 4.0 2.0 132.7 37.1 4.0 3.6 180.8 49.0 4.1 20.2
2 , 18 (1, 5) 973.6 18.5 20.4 0.8 81.8 19.3 20.1 1.3 84.2 23.1 20.0 4.0
2 , 18 (2, 4) 949.6 17.6 10.0 1.0 76.8 18.5 10.1 1.7 79.2 22.6 10.0 5.1
2 , 18 (3, 3) 872.0 17.5 6.7 1.3 76.3 18.3 6.7 2.2 78.8 22.7 6.7 6.7
2 , 18 (4, 2) 907.4 17.4 5.0 2.0 76.2 18.4 5.1 3.3 78.8 22.9 5.1 10.2
2 , 18 (5, 1) 935.1 17.4 4.0 3.9 76.1 18.4 4.1 6.7 79.6 23.4 4.1 20.2
3 , 12 (1, 5) 1048.7 12.2 20.1 1.2 74.1 12.9 20.1 1.9 74.2 15.1 20.1 4.0
3 , 12 (2, 4) 1166.6 11.7 9.8 1.5 69.4 12.5 10.0 2.3 69.9 14.7 10.1 5.0
3 , 12 (3, 3) 1143.8 11.7 6.8 2.0 68.9 12.3 6.7 3.1 69.0 14.5 6.7 6.7
3 , 12 (4, 2) 1088.3 11.6 5.0 2.9 68.7 12.4 5.0 4.6 68.7 14.8 5.1 10.2
3 , 12 (5, 1) 1048.9 11.5 4.0 5.8 68.8 12.4 4.0 9.3 69.4 15.1 4.0 20.2
4 , 9 (1, 5) 1963.8 9.3 20.2 1.6 71.0 9.8 20.2 2.2 70.9 11.1 20.2 4.1
4 , 9 (2, 4) 2013.2 8.9 10.1 2.0 66.2 9.5 10.1 2.8 66.1 10.8 10.1 5.1
4 , 9 (3, 3) 1897.2 8.9 6.7 2.6 65.7 9.3 6.6 3.7 65.8 10.7 6.7 6.7
4 , 9 (4, 2) 1979.7 8.8 5.0 3.9 65.6 9.4 5.1 5.5 65.6 10.8 5.0 10.1
4 , 9 (5, 1) 2022.5 8.8 4.1 7.9 65.7 9.5 4.0 11.1 65.8 11.1 4.0 20.2
6 , 6 (1, 5) − − − − 67.5 6.7 20.1 3.0 67.4 7.3 20.1 4.0
6 , 6 (2, 4) − − − − 63.0 6.5 10.0 3.8 62.8 7.0 10.0 5.0
6 , 6 (3, 3) − − − − 62.6 6.6 6.8 5.1 62.5 7.0 6.7 6.7
6 , 6 (4, 2) − − − − 62.4 6.6 5.1 7.6 62.2 7.1 5.1 10.1
6 , 6 (5, 1) − − − − 62.5 6.6 4.0 15.3 62.5 7.2 4.0 20.0
4 Resource Reallocation
4.1 Introduction
Handling peak demand for order fulfillment is a challenge for e-commerce
warehouses. According to Gue et al. (2014), e-commerce is challenging for
three reasons. First, it requires additional services such as packaging follow-
ing the picking operations. Second, e-commerce warehouses usually store
a very large number of stock keeping units (SKUs), or products, that are
picked as individual units rather than as cartons or pallets, making operations
complex and labor intensive. Third, e-commerce creates a high pressure
on reducing the customer waiting time, with tight delivery schedules, such
as same-day delivery, becoming increasingly common. This overlaps with
findings of MHI & Deloitte (2015) and MHI & Deloitte (2016), who identify
high customer demand for faster response times and rising expectations of
customer service as important current trends and note that the material
handling industry is increasingly adopting robotics and automation to create
competitive advantage (see Azadeh et al. (2017)).
In e-commerce, demand fluctuations tend to be strong and the influx of new
products and the outflux of outdated products are large. The Christmas
season is an absolute peak demand season that requires hiring temporary
workers to expand the capacity of the warehouse from November to December.
Other important peak demand periods are the evening and weekend, when
consumers have spare time to shop online, see also Agatz et al. (2008) and
Patil & Divekar (2014).
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This chapter focuses on handling short term peak demand for a warehouse
operating a Robotic Mobile Fulfillment System (RMFS), with rates alternat-
ing between high and low levels. We look at two short term peak demand
situations, (1) the “daily” situation where high demand occurs in the evening
and low demand during the rest of the day, and (2) the “week” situation,
where high demand occurs during the weekend and low demand during work-
ing days.
The two main processes in an RMFS are the picking and the replenishment
processes. When an order arrives, it is assigned to a pick station, where it
waits until all the items it needs are picked from the pods brought to the pick
station. Whereas picking involves handling one or a few products per pod
each in a small quantity, replenishment involves multiple units per product.
When suppliers deliver goods at the warehouse they are usually first stored
in a reserve area elsewhere in the warehouse. Only when the system needs
units of a product, a pallet with that product is sent to a replenishment
station, where a worker can then put individual units on the pods (Wulfraat,
2012).
One of the main characteristics of an RMFS is the ability to reallocate
workers from pick stations to replenishment stations and reallocate robots
from working on picking tasks to working on replenishment tasks. This char-
acteristic is known as the dynamic reallocation of resources across picking
and replenishment activities, where the workers and robots are the resources.
Dynamic reallocation of resources can be achieved quickly and in real time
in an RMFS. The workstations in an RMFS are suitable for both picking
and replenishment. Pick stations can be converted to replenishment stations
in a short amount of time and vice versa. Alternatively, it is possible to have
additional pick and replenishment stations that can be opened and closed on
demand. For example, if the number of pick stations needs to be decreased by
one and the number of replenishment stations increased by one, a worker at
a pick station can close that station, move to a closed replenishment station,
and open that replenishment station. A robot can be assigned to either a
pick task or a replenishment task, after it returns a pod to a storage location.
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In other words, robots can in principle be reallocated continually. Therefore,
set-up or switching costs due to resource reallocation are relatively low in an
RMFS, and can occur frequently to maximize performance under changing
order arrival rates.
Resource reallocation does influence other costs, in particular those related to
the customer waiting time and inventory availability, which depend on both
the picking and the replenishment process. Too few resources in the picking
process means that the customer waiting time will become too long, a metric
that e-commerce companies are keen on minimizing. Inventory availability,
however, increases as the replenishment process has more resources and pods
are quickly replenished. With more resources allocated to the picking process,
customer waiting time should decrease as products are fulfilled more quickly.
However, if too few resources are allocated to the replenishment process, the
inventory level in the storage area becomes low. Inventory availability in an
RMFS is tied to the inventory held on the pods; RMFSs typically have only
a few days worth of inventory and a stock-out in the storage area may mean
unavailability of a product for at least a day (Wurman et al. (2008) and
Wulfraat (2012)). In e-commerce, low inventory availability may lead to lost
sales as customers will place their order with a competitor that does have
stock immediately available. The resources are the robots and the workers,
the reallocation happens between the picking and replenishment process, the
costs are those related to customer waiting time and lost sales, and strong
demand fluctuation means alternating between a high and a low order arrival
rate. This chapter focuses on using resource reallocation to minimize costs
under strong demand fluctuation, modeled as an Markov Modulated Poisson
Process (MMPP). The number of workers is kept fixed, so that wages do
not factor into the costs. Furthermore, resource reallocation can happen
frequently as set-up or switching costs are considered negligible. The goal is
to find an optimal policy for allocating robots and workstations to picking
and replenishment activities given the number of unfulfilled orders and the
number of pods that need replenishment. The optimal policy must balance
the cost of customer waiting time with the cost of unavailability of inventory.
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The optimal policy is compared to two benchmark policies used commonly in
practice. The contributions of this chapter are threefold. (1) We show how to
extend the queueing networks used for modeling an RMFS in the literature,
to include both robots and inventory pods rather than either one of these
two. We also show how to integrate the extended queueing networks into
an MDP model. (2) We consider two resources to be used in two processes,
whereas previous work studies how to optimize the use of only one resource
in only one process. This generalization allows us to study the trade-off of
reallocating resources between the picking process and the replenishment
process, which influences customer waiting time and inventory availability.
This trade-off is particularly relevant for e-commerce warehouses, as they
need to deliver quickly while also maintaining sufficient inventory to prevent
lost sales. (3) Our approach shows the benefits of being able to reallocate
resources quickly and frequently. The cost reductions achieved in an RMFS,
where resources can be reallocated quickly and frequently, are compared with
cost reductions under benchmark policies where resources are reallocated less
often. (4) We obtain optimal policies while modeling time-varying demand
using a two-phase MMPP.
This chapter is structured as follows: Section 4.2 discusses the literature,
Section 4.3 develops a queueing network to model the performance of the
system given a fixed sets of resources, Section 4.4 develops a Markov Decision
Process (MDP) model for finding the optimal policy of allocating resources,
Section 4.5 gives the stability conditions for this MDP and the structure for
the optimal policy, Section 4.6 validates the performance of the queueing
network by comparing it with a detailed, realistic simulation of an RMFS,
and shows the results of applying the MDP model to several case studies,
and Section 4.7 draws conclusions and explores promising avenues for further
research.
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4.2 Literature
This chapter studies the RMFS under strong demand fluctuations and re-
source reallocation. We therefore first examine the RMFS literature, es-
pecially existing queueing networks for the RMFS, second we discuss how
demand fluctuations are typically modeled in stochastic models as a Markov
Modulated Poisson Process (MMPP), thirdly we look at MDPs have been
used in warehouse situations, and finally we review how MDPs have been
used for resource allocation in manufacturing situations.
The RMFS is described generally and compared with other robotized ware-
housing systems in Azadeh et al. (2017), and described in more detail by
Wurman & Enright (2011) and Wurman et al. (2008), the developers of
the first RMFS. They identify numerous, challenging operational decision
problems, such as path planning, task allocation, order assignment to pick
stations, pod storage allocation, and inventory pod selection. Path plan-
ning in an RMFS has been studied by Merschformann et al. (2017a), while
Merschformann et al. (2018) address the above-mentioned decision problems
together, except for path planning. Boysen et al. (2017) provide methods
for optimally batching and sequencing picking orders, and for sequencing
the pods transported to a pick station. In contrast, both Lamballais et al.
(2017), Lamballais et al. (2018b), Zou et al. (2017), Zou et al. (2018) and
Nigam et al. (2014) focus on the warehouse design aspects of an RMFS.
They model the operations in an RMFS using queueing networks. Nigam
et al. (2014) build queueing network models to analyze the throughput time
of single-line orders in an RMFS. Lamballais et al. (2017) design queueing
models that incorporate realistic movement of the robots, storage zones and
multi-line orders in an RMFS. These models provide accurate estimates for
workstation and robot utilization and order throughput time. They find how
the dimensions for the storage area and placement of workstations around
the storage area impact the throughput times of single- and multi-line orders.
Zou et al. (2017) examine how to determine the routing probabilities, i.e.
the probability with which a robot chooses a certain destination worksta-
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tion for transporting the pod. They analytically derive the best size of a
storage block. Moreover, they find that an assignment rule incorporating
the different handling speeds of the workers leads to significantly better
routing probabilities, and they provide a neighborhood search algorithm that
performs close to optimal.
Zou et al. (2018) study battery management in RMFSs, and compare three
policies: battery swapping, automated plug-in charging, and inductive charg-
ing. They build a semi-open queueing network to evaluate these policies
and conclude that, if robot prices are low and required retrieval transaction
throughput time are small, inductive charging outperforms the other two
policies in annual costs. They also find that ignoring battery recovery under-
estimates the system costs and the number of robots required.
Lamballais et al. (2018b) study three key variables, namely the number of
pods per product, the ratio of the number of pick stations to replenishment
stations, and the replenishment level. They find that these variables interact
and together affect the order throughput time and the stability of the system
in the long run. Their model expands the work by Lamballais et al. (2017)
by including replenishment in the queueing network. They build a new type
of Semi-Open Queueing Network (SOQN), the cross-class matching SOQN,
to analyze the pick and replenishment operations simultaneously.
In e-commerce fulfillment applications, the RMFS has to deal with strong
demand fluctuations and periods of peak demand. Tunc et al. (2011) show
that assuming that demand is stationary when it is not, can lead to high
total expected costs, even when the optimal stationary inventory policy is
used. Peak demand or seasonal demand can be incorporated in stochastic
models by modeling the order arrival process as a Markov Modulated Poisson
Process (MMPP) (Fischer & Meier-Hellstern, 1992). Prabhu & Zhu (1989)
and van Hoorn & Seelen (1983) explore the effect of using an MMPP arrival
process for queueing systems and derive the properties of the waiting time,
idle time and busy period. Ching et al. (1997) construct fast algorithms
for solving queueing systems with MMPP inputs and Dhingra et al. (2017)
solve a Semi-Open Queueing Network (SOQN) with MMPP input using the
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Matrix Geometric Method.
In other words, demand fluctuates and orders arrive at the warehouse stochas-
tically. It is therefore often modeled as a Markov Decision Process (MDP),
where the problem is to optimize the flow of goods. Seidscher & Minner
(2013) and Archibald (2007) use an MDP to optimally control transship-
ments between warehouses. The paper of Li (2013) focuses more on optimal
replenishment. The author studies an inventory system with two arrival
processes: the standard order arrival process and the return of goods. The
author uses an MDP to model the dynamics of the returns of goods and to
derive optimal replenishment policies.
The resource allocation problem has been studied in the context of manu-
facturing. The resources are a number of identical machines, which can be
allocated production, and the problem is to find the optimal production rate
while keeping inventory (costs) under control. Crabil (1974) shows how to
optimally control a production system with variable service rates. Bhat &
Krishnamurthy (2012) derive the structure of the optimal production and
inventory policies for a manufacturing system subject to MMPP arrivals.
Bhat & Krishnamurthy (2013) model the problem of finding optimal pro-
duction rates for a manufacturer with one product serving multiple classes
of customers under seasonal demand as an MDP. They demonstrate how
to calculate the optimal production rates and show that the optimal rates
are season-dependent. Bhat & Krishnamurthy (2015) show the value of
having flexibility in both the production rates and the inventory levels in a
manufacturing system subject to seasonal demand. Bhat & Krishnamurthy
(2016a) look at a similar environment but focus on the characteristics of the
seasonal demand. They examine how the differences in average demand, in
average season duration and duration variability, in the randomness of the
sequence of seasons and in skewed seasonality have an effect on a manufac-
turing system where production rates and inventory levels can be flexibly
controlled. Bhat & Krishnamurthy (2016b) build on the previous work by
adding service level constraints to each season. In all of these studies, the
model includes one type of resource and one type of process to allocate the
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resource to.
The queueing networks in Lamballais et al. (2017) and Lamballais et al.
(2018b) model either robots or pods, but the research in this chapter needs
to model both resource types. The robots need to be included in the model
as they are reallocated between the picking and replenishment process, and
the pods are needed to model inventory availability. In addition, existing
resource reallocation MDP models, such as the models of Bhat & Krishna-
murthy (2015), Bhat & Krishnamurthy (2016a) and Bhat & Krishnamurthy
(2016b) in a manufacturing settings, only model one process and one resource,
whereas we examine a problem with two processes, picking and replenish-
ment, and two resource types, workers and robots. Section 4.3 describes the
queueing network used in this chapter, and section 4.4 describes the MDP for
two processes and two resources and how to integrate the queueing network
in that MDP.
4.3 Queueing Models
This section develops a queueing network model to estimate the system
performance when the resources allocated to pick and replenishment activities
are fixed. This chapter builds on and extends the queueing networks in
Chapter 2 and Chapter 3.
4.3.1 Assumptions
The model makes the following assumptions. (1) The orders arrive accord-
ing to a Markov Modulated Poisson Process (MMPP). We capture the
time-varying nature of demand with different demand seasons. Within each
demand season, the orders arrive according to a Poisson process. As van
Nieuwenhuyse & De Koster (2009) point out, a Poisson process is a reasonable
assumption if a large customer base makes ordering decisions independently
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and under similar conditions. (2) During a period of high demand, the
system can be temporarily unstable, with queues building up, as long as
together with periods of low demand the system is stable in the long run.
(3) We aggregate the SKUs to one SKU. We are only interested in the total
workloads for the picking and replenishment process, so this simplifying
assumption allows us to focus on the behavior of the system as a whole and
not on individual products. We elaborate more on this assumption at the
end of this subsection. (4) At the replenishment stations there are always
pallets waiting with goods that need to be placed on the inventory pods. (5)
Robot congestion or gridlock does not occur. Unloaded robots can move
underneath parked pods, which gives them more possible routes and options
to adjust their chosen route than robots carrying pods, which have to travel
in the aisles. We assume single-directional travel in the aisles, which strongly
decreases the congestion effects and the likelihood of gridlock. (6) The robot
dwelling policy is the Point Of Service Completion (POSC) policy.
Two assumptions need further elaboration, namely assumption (1) about
MMPP arrivals, and assumption (3) requires more discussion on the proba-
bility that a pod needs to go to a replenishment station after visiting a pick
station. This probability is denoted by q. In an MMPP arrival process, the
external demand is modeled as an irreducible continuous time Markov Chain,
where the order arrival rate depends on the state of the external demand. As
long as external demand is in a state s, orders arrive to the system according
to a Poisson process with rate λs. When external demand moves from state
s to another state s′, orders start to arrive according to a Poisson process
with rate λs′ instead of rate λs. External demand moves from state s to
another state according to an exponential process with average time ν−1s
(Fischer & Meier-Hellstern, 1992). In e-commerce applications, demands
varies throughout the year, with many peaks and troughs. Wulfraat (2012)
shows a graph illustrating such a demand pattern. A MMPP distribution
with two phases seems to fit the data well, namely low demand with arrival
rate λl and average duration ν−1l , and high demand with arrival rate λh and
average duration ν−1h . The latter phase of high demand models periods of
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peak demand.
Assumption (3) means that we treat all SKUs as if they were the same, so
in our model we effectively have only SKU. The advantage of aggregating
all SKUs into one SKU is that fluctuations of individual SKUs are canceled
out. One SKU may experience a high demand while another is experiencing
a low demand, and by aggregating all SKUs such individual differences are
averaged out. One, aggregated SKU is more realistic in conjunction with our
MMPP distribution, which models periods of high and low demand for the
warehouse as a whole. A consequence of aggregating the SKUs to one SKU
in the model, is that an order can be immediately matched with a pod when
it arrives at the system. This is realistic as in practical implementations of
an RMFS, it is unlikely that an order would be released for which no stock
is available in the storage area. The main disadvantage of modeling only one
SKU rather than all products separately, is that we cannot keep track of the
number of units per product on each pod, which would have allowed us to
accurately model when a pod needs to go to replenishment. However, as long
as we can accurately estimate the probability q that a pod needs to go for
replenishment after visiting a picking station, the average customer waiting
time and the availability of inventory are not affected. The probability q is
exogenous to our model and can be observed in real RMFS applications. It
is not the probability that a pod directly goes to a replenishment station
after picking, since the pod may spend some time in storage before a robot
becomes available to collect it from storage and to transport it. Rather, q is
the probability that the pod will be needed for replenishment, either because
it has run low on inventory itself, or because a product is running low on
inventory and the pod is needed for storing the units of that product.
4.3.2 Description of the Complete Queueing Network
The complete queueing network is shown in Figure 4.3.1. Our network is a
special class of queueing networks known as semi-open queueing networks
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(SOQN)(see Roy (2016)). SOQNs are particularly useful to capture external
transaction waiting times and capture the synchronization between the orders
and the resources. It is open with respect to the orders and closed with
respect to the resources. Each queue in Figure 4.3.1 is labeled and in the
following, queue [x] will refer to queue number x in Figure 4.3.1. Three types
of entities move through this network: orders, robots, and pods. The robots
are dedicated to either picking or replenishment tasks and cannot switch to
a different task.
The picking process works as follows, see Figure 4.3.1. Orders arrive at a
synchronization station, queue [1], at either a low arrival rate λl or a high
arrival rate λh. The time that a period of low demand or of high demand
lasts is exponentially distributed with mean ν−1l and mean ν
−1
h , respectively.
An order is matched at queue [1] with a suitable pod, after which the pod
with assigned order is matched with an idle picking robot at the next syn-
chronization station, queue [2]. The picking robot with assigned order and
pod then moves through two Infinite Server (IS) queueing stations, queues
[3] and [4], that model ([3]) the travel from the dwell location of the picking
robot to the storage location of the pod and ([4]) the travel from the storage
location of the pod to a pick station. The service times of the IS queueing sta-
tions correspond to the respective traveling times. The distributions can be
calculated by assigning probabilities to every storage location, that indicate
the likelihood of pod retrieval from that storage location for transport. As
the travel times between any two points in the warehouse can be calculated
using closed form expressions (Lamballais et al., 2017), these probabilities
and travel times together completely describe the distribution of the travel
times, without the need for any further assumptions. In other words, the
travel times follow an empirical distribution.
The RMFS has Wp pick stations, which are modeled as queue [5], a queue-
ing station with Wp servers. Each server operates with a service rate µp.
The picking robot with assigned order and pod arrives at queue [5], which
corresponds to the robot arriving at the buffer of a pick station. After the
picker has retrieved a unit from the pod, the order assigned to that pod
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leaves the system. The picking robot and its assigned pod proceeds through
an IS queueing station, queue [6], which models travel from the pick station
to the storage location where the pod must be returned. After storing the
pod, the picking robot becomes idle and joins a synchronization station,
queue [2] where it can be matched with a new pod and order coming from
queue [1]. The picking robot will continue this cycle indefinitely, but the pod
only continues this cycle until it has to visit a replenishment station. After
every cycle, the pod has to visit a replenishment station with a probability
q. In that case it joins a synchronization queue, namely queue [7], which is
associated with the replenishment process. Otherwise, it goes to the synchro-
nization station where it can be matched with orders, queue [1].
The replenishment process works as follows. At queue [7], a pod that needs
replenishment is matched with an idle replenishment robot. The replenish-
ment robot with its assigned pod then moves through four queueing stations,
queues [8], [9], [10] and [11], that are similar to queues [3], [4], [5] and [6] in
the picking process. The pod is replenished at queue [10]. The replenishment
robot continues this cycle indefinitely, but the pod moves to a synchronization
station, queue [1], where it can be matched with an assigned order.
In Figure 4.3.1, µ−1ss is the average robot travel time from a random storage
location to another random storage location, µ−1sp is the average robot travel
time from a random storage location to a random pick station, µ−1p is the
average time that a picking operation takes, µ−1ps is the average robot travel
time from a random pick station to a random storage location, µ−1sr is the
average robot travel time from a random storage location to a random re-
plenishment station, µ−1r is the average time that a replenishment operation
takes and µ−1rs is the average robot travel time from a random replenishment
station to a random storage location. As mentioned earlier, the travel times
follow an empirical distribution. The pick times at the pick stations follow
an exponential distribution with mean µ−1p , and replenishment times at
replenishment stations an exponential distribution with mean µ−1r . However,
these distributions can also be empirical distributions if there is empirical
data available on pick and replenishment times.
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Figure 4.3.1: The Complete Semi-Open Queueing Network
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4.3.3 The Compact Network
Section 4.4 develops an MDP model for analyzing dynamic resource realloca-
tion. This MDP model needs to incorporate the service rates of the picking
process and the service rates of the replenishment process. Incorporating
the complete queueing network in Figure 4.3.1 would lead to a state space
that even for small instances becomes too large for analysis, It would have
to keep track of the MMPP phase and all the orders, pods and robots at the
11 queueing stations, leading to a high dimensional state space. To keep the
size of the state space sufficiently small, this section transforms the complete
queueing network in Figure 4.3.1 to a more compact queueing network that
makes it amenable to analysis. Note that the network dynamics are still
captured in the compact network model.
The transformation from the complete to the compact network is done in
two steps and works as follows. The first step is transforming the complete
network to an intermediate network. From the complete queueing network,
the queues related to the replenishment process, namely queues [8], [9], [10]
and [11], are used to form a Closed Queueing Network (CQN), as shown
in Figure 4.3.2. In this CQN, let the throughput rate with i robots in the
CQN be equal to µˆr(i). Using Norton’s theorem, we can transform this CQN
into a single equivalent load-dependent queue with service rates µˆr(i) (see
Viswanadham & Narahari (1992)). The service rates µˆr(i) for 1 ≤ i ≤ R can
be found by varying the number of robots i in the CQN from 1 to R and
calculating the resulting throughput rates. By convention, the service rate
of an empty load-dependent queue is zero, so µˆr(0) = 0.
The first step, where the complete network in Figure 4.3.1 is transformed
to the intermediate network in Figure 4.3.4, is an approximation, because
the travel times follow an general distribution (estimated empirically), hence
reduction of the network into a compact network using Norton’s theorem
does not result in exact results (see also Viswanadham & Narahari (1992)
and Lazowska et al. (1984)). We use the AMVA algorithm of Buitenhek
et al. (2000) to calculate the throughput times of the CQNs, µˆr(i), see also
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Appendix 2.A.
The resulting load-dependent queue representing the replenishment process
is shown in Figure 4.3.3, where λp is the arrival rate of robots with pods to
the replenishment process. In the same way, we can create a load-dependent
queue with service rate µˆp(i) representing the pick process.
replenishment to storage storage to storage
11
robots
8
replenishment stations
10
µr
µr
µrs
µrs µss
µss
storage to replenishment
µsr
µsr9
Figure 4.3.2: Part of the complete queueing network associated with the
replenishment process
λp µˆr(i)
pods
Figure 4.3.3: A load-dependent queue representing the replenishment pro-
cess in Figure 4.3.2
We then create an intermediate queueing network by replacing queues [8],
[9], [10] and [11] in the complete queueing network by the load-dependent
queue representing the replenishment process, and by replacing queues [3],
[4], [5] and [6] with the load-dependent queue representing the pick process.
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The intermediate queueing network is shown in Figure 4.3.4.
In Figure 4.3.4, µˆp(i) is the service rate of the picking process when i pick
robots are busy with activities related to picking, and µˆr(i) is the service
rate of the replenishment process when i replenishment robots are busy with
activities related to replenishment.
The second step is to simplify the intermediate queueing network further in
order to arrive at the compact network. A complication is that the arrival
rate of robots with pods, λp, is unknown for both the pick and replenishment
process. In other words, in Figure 4.3.4, we do not know the arrival rate
or robots carrying pods for queues [3] and [5], representing the picking and
replenishment process respectively. Therefore, we use an approximation
to simplify the intermediate network in Figure 4.3.4. Appendix 4.A shows
how to transform a queueing network consisting of a synchronization station
connected to a load-dependent queue into a queueing network consisting
only of a load-dependent queue. It makes it possible to eliminate two of
the three synchronization stations in the intermediate queueing network.
Queues [2] and [3] in the intermediate queueing network are replaced by a
load-dependent queue with the same service rates µˆp(i) as queue [3], while
queues [4] and [5] in the intermediate queueing network are replaced by a
load-dependent queue with the same service rates µˆr(i) as queue [5]. The
resulting queueing network is the compact queueing network shown in Figure
4.3.5. We do not need to actually solve this queueing network, since we are
only interesting in calculating µˆp(i) and µˆr(i).
The validation of the compact queueing network with a realistic and detailed
simulation of an RMFS is shown in Section 4.6.
The next section introduces the MDP model, which entails adopting new
notation. For the sake of convenience, Table 4.3.1 contains an overview of
the notation used throughout the main text.
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Table 4.3.1: Notation overview
Symbol(s) Meaning
a, A a is an allocation of workstations and robots to the pick process,
and A is the set of all allocations, so a ∈ A
Ccwt, Cls the cost of customer waiting time, and of lost sales, respectively
Cp, Cr the cost associated with picking and replenishment, respectively
f∗, fF ,
fDD, fSD,
fCD
the optimal, fixed, demand dependent, state dependent, and cost
dependent policies, respectively
M , Mp,
Mr
the number of pods in total, in the pick process, and in the
replenishment process, respectively
Oσ, Ot the number of orders at the synchronization station, and the
total number of orders in the system, respectively
q the probability for a pod to go to replenishment after picking
R, Rp, Rr the number of robots in total, in the pick process, and in the
replenishment process, respectively
s, S s is a state in the MDP and S is the set of all states, so s ∈ S
W ,Wp,Wr the number of stations in total, allocated to the pick process,
and to the replenishment process, respectively
γs the fraction of orders that are rejected from the system
λ∆, λh, λl the arrival rate in phase ∆, during a period of high demand, and
during a period of low demand, respectively
λ¯, λe the long term average order arrival rate to the system, and the
effective arrival rate (excludes rejected orders), respectively
ρ¯ the (long term) average utilization of the systems
µp, µr the avg. pick rate and the avg. repl. rate, respectively
µ−1ss , µ−1sp ,
µ−1ps , µ−1sr ,
µ−1rs
the avg. robot travel time from storage to storage, storage to
pick station, pick station to storage, storage to replenishment
station,and replenishment station to storage, respectively
µˆap(i), µˆar(i) the rates at which a pod leaves the picking process, and the
replenishment process, respectively, given that there are i pods
and given an allocation a
ν−1∆ , ν
−1
h ,
ν−1l
the average duration time of a phase ∆, of a period of high
demand, and of a period of low demand, respectively
ψs the stock-out probability for a SKU
ω the order cap, Oσ ≤ ω
ζ parameter used for approximating the stock-out probability
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4.4 The Markov Decision Process
This section explains the MDP model used to find the optimal policies for
resource reallocation of the workers and robots. It is a discretized MDP with
a discrete action space embedded in continuous time with an infinite time
horizon. The two resources that can be reallocated are workstations and
robots, which can be allocated to either picking or replenishment activities.
We will assume that the number of workstations, W , and the number of
robots, R, are fixed, so that determining the number of pick stations im-
plicitly determines the number of replenishment stations, and determining
the number of pick robots implicitly determines the number of replenish-
ment robots. The number of pick stations is denoted by Wp, the number
of replenishment stations by Wr, the number of pick robots by Rp, and the
number of replenishment robots by Rr. A resource allocation a describes the
number of pick stations, Wp, and the number of pick robots, Rp, that will
be used and thus implicitly the number of replenishment stations, Wr, and
the number of replenishment robots, Rr. In other words, an allocation a is
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given by a = (Wp, Rp), and implicitly sets Wr and Rr as Wr = W −Wp and
Rr = R−Rp.
4.4.1 A State in the MDP
A state s in the MDP is constructed as follows. The first element that
describes a state s is the demand phase ∆, where ∆ = l in the low demand
phase of the MMPP and ∆ = h in the high demand phase of the MMPP.
The order arrival rate is denoted by λ∆, and becomes λl and λh in the low
and high demand phase, respectively. The second element of a state s is Oσ,
the number of orders in the order queue that have not been finished yet. The
total number of pods in the system is denoted by M , the number of pods in
the pick process byMp, and the number of pods in the replenishment process
by Mr. The third element of a state s is Mp and the fourth element is Mr.
Mp and Mr indicate the workload of the picking and replenishment process
respectively and therefore contain vital information for resource reallocation
decisions. The number of pods stored in the storage area not involved in any
activities is implicitly given by M −Mp −Mr. Taken together, a state s in
the MDP is given by s = (∆, Oσ,Mp,Mr).
In a state s, five different types of transitions are possible with reference to
the compact queueing network in Figure 4.3.5. These transitions are denoted
by letters A to E: (A) an order arrives to the order queue, (B) the picking
of a pod finishes, the order assigned to that pod leaves the system, and the
handled pod moves from the picking queue to the pod queue, (C) the picking
of a pod finishes, the order assigned to that pod leaves the system, and the
handled pod moves from the picking queue to the replenishment queue, (D)
the replenishment of a pod finishes and the handled pod moves from the
replenishment queue to the pod queue, and (E) the demand phase rate ∆
changes. After a transition, if ∆ was h, it is l, and if ∆ was l, it is h.
In an MDP, at each transition from a state s, an action has to be chosen
from the action space A = {a1, . . . , ai, . . . , an}. Here n is the number of
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possible resource allocations. The set A of possible resource reallocations is
the same for all states.
Theoretically, the total number of possible resource allocations is n = (W +
1)× (R+ 1), as between 0 and W workstations can be allocated to picking
and between 0 and R robots can be allocated to picking. However, not every
possible allocation need to be included in A. It is not necessary, for example,
to include an allocation with one pick robot and multiple pick stations, as
that is quite clearly inefficient. In addition, the action space A should be
limited to only a few possible actions for the sake of solving the MDP in
numerical experiments.
The compact queueing network in Figure 4.3.5 assumes that the number of
pick stations, replenishment stations, pick robots, and replenishment robots
is fixed. Therefore, for every action a ∈ A, we need to solve a different
queueing network to find the rates at which pods complete the picking and
replenishment processes. Given a resource allocation a, the service rates
for the picking process are denoted by µˆap(Mp) and the service rates for the
replenishment process by µˆar(Mr).
The transition probabilities can be constructed as follows. For a transition of
type (A), the system moves out of a state s with rate λ∆, the rate at which
orders arrive at the system. For transitions (B) and (C), given a resource
allocation a, the rate is µˆap(Mp), the rate at which the picking of a pod
finishes given that Mp pods are involved in the picking process. Similarly
for transition (D), the rate is µˆar(Mr), the rate at which replenishment of a
pods finishes, given that Mr pods are involved in the replenishment process.
Transition (E) occurs with rate ν∆, the rate at which the order arrival rate
changes in state s. For any state s, the total rate at which the system moves
out of s is thus λ∆ + µˆap(Mp) + µˆar(Mr) + ν∆ The transition probability
P a(s′|s) denotes the probability to move from a state s to a state s′ when
choosing resource allocation a.
To ensure that the queueing network and the system are both stable, we will
assume that there is a cap ω on the number of orders at the synchronization
station. The number of orders in the system, Ot, consists of two components:
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(1) the number of orders waiting at the synchronization station in the compact
queueing network, Oσ, and (2) the number of orders being processed, which
equals the number of pods involved in picking activities, Mp, i.e., pods being
transported to or from the pick stations or being handled at the pick stations.
In other words, in any state s, Ot = Oσ +Mp and Oσ ≤ ω. If Oσ = ω, no
orders can enter the system and thus transition (A) cannot occur. If Mp = 0,
transitions (B) and (C) cannot occur and their transition probability is zero.
Similarly, if Mr = 0 transition (D) cannot occur and the corresponding
transition probability is zero. The transitions and their probabilities are
shown in Table 4.4.1. In Table 4.4.1, ∆˜ is as follows: if ∆ = h, then ∆˜ = l,
and if ∆ = l, then ∆˜ = h. The MMPP arrival process has thus been explicitly
woven into the transition probabilities of the MDP.
Table 4.4.1: Possible transitions from a state s = (∆, Oσ,Mp,Mr), with
∆ ∈ {l, h}, and a ∈ A
Type Condition(s) Transition probability
(A) Oσ = ω,Mp +Mr = M P a(∆, Oσ,Mp,Mr|s) = λ∆
λ∆ + µˆap(Mp) + µˆar(Mr) + ν∆
(A) Oσ < ω,Mp +Mr = M P a(∆, Oσ + 1,Mp,Mr|s) = λ∆
λ∆ + µˆap(Mp) + µˆar(Mr) + ν∆
(A) Oσ < ω,Mp +Mr < M P a(∆, Oσ,Mp + 1,Mr|s) = λ∆
λ∆ + µˆap(Mp) + µˆar(Mr) + ν∆
(B) Oσ = 0,Mp > 0 P a(∆, Oσ,Mp − 1,Mr|s) =
(1− q)µˆap(Mp)
λ∆ + µˆap(Mp) + µˆar(Mr) + ν∆
(B) Oσ > 0,Mp > 0 P a(∆, Oσ − 1,Mp,Mr|s) =
(1− q)µˆap(Mp)
λ∆ + µˆap(Mp) + µˆar(Mr) + ν∆
(C) Mp > 0 P a(∆, Oσ,Mp − 1,Mr + 1|s) =
qµˆap(Mp)
λ∆ + µˆap(Mp) + µˆar(Mr) + ν∆
(D) Oσ = 0,Mr > 0 P a(∆, Oσ,Mp,Mr − 1|s) = µˆ
a
r(Mr)
λ∆ + µˆap(Mp) + µˆar(Mr) + ν∆
(D) Oσ > 0,Mr > 0 P a(∆, Oσ − 1,Mp + 1,Mr − 1|s) = µˆ
a
r(Mr)
λ∆ + µˆap(Mp) + µˆar(Mr) + ν∆
(E) - P a(∆˜, Oσ,Mp,Mr|s) = ν∆
λ∆ + µˆap(Mp) + µˆar(Mr) + ν∆
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4.4.2 Solving the MDP Model
The goal is to allocate resources in such a way that the cost associated with
customer waiting time and lost sales are minimized. Each workstation has
exactly one worker, and since the number of workstations is fixed, wages
can be excluded from the analysis. An important cost factor is the customer
waiting time, which in an e-commerce setting should be kept as low as possible.
Another import cost factor is the availability of inventory, as not having
products in stock results in a long delay in the fulfillment of an order, or
possibly lost sales. Puterman (1994) argues that the average cost criterion is
suitable when decisions are made frequently, because then the discount factor
of future costs is close to one. For the MDP in this chapter that is arguably
the case, as state transitions typically happen within seconds of each other.
Therefore, the optimality criterion used in this chapter is the average costs
per time unit. Minimizing the average customer waiting time can be done by
minimizing the average number of orders in the system, as the arrival process
is given. The order cap ω leads to lost sales when Oσ = ω, which creates
an additional cost Cls per lost order (lost sales). When Oσ = ω, lost sales
occur at the order arrival rate λ∆. During the high demand phase, the order
arrival rate exceeds the system capacity, meaning that some of orders need
to be processed during the low demand phase. Another interpretation for ω
is that it is the maximum number of orders that can be transferred from the
high demand phase to the low demand phase (or vice versa, although that
situation should be rather unlikely).
Let 1s[Oσ=ω] be a function that equals 1 if Oσ = ω in state s of the MDP and
0 otherwise, and let Ccwt be the customer waiting time cost per time unit
per order. The unavailability of inventory is approximated by using MrM since
this is the fraction of empty pods relative to the total number of pods. The
cost of unavailability is thought of as lost sales: a fraction ψs of incoming
orders finds that the storage area does not contain the desired product and
the customers buy the product elsewhere. In a typical RMFS, each SKU
tends to be spread across multiple pods, therefore ψs increases nonlinearly
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in the number of empty pods. Appendix 4.C discusses in more detail how
ψs can be derived based on realistic data with multiple SKUs. Appendix
4.C shows that
(
Mr
M
)ζ offers a reasonable approximation of the stock-out
probability, with ζ a parameter. The formula is shown in Equation (4.1).
The order cap together with inventory unavailability mean that the fraction
of incoming orders that are rejected from the system, denoted by γs, is as
given in Equation (4.2). The total cost CT (s) per time unit to be in state s
is given by Equation (4.3). The total cost CT can be partitioned in a pick
component and a replenishment component. Let the costs associated with
picking be denoted with Cp and the costs associated with replenishment
as Cr. Delays in the picking process causes customer waiting costs, and it
may cause orders to be rejected if 1s[Oσ=ω] = 1. Delays in the replenishment
process causes lost sales. Hence Cp and Cr are as given in Equations (4.4)
and (4.5).
ψs =
(
Mr
M
)ζ
(4.1)
γs = max
(
1
s
[Oσ=ω], ψs
)
(4.2)
CT (s) = OtCcwt + γsλ∆Cls (4.3)
Cp = OtCcwt + 1s[Oσ=ω]λ∆Cls (4.4)
Cr = ψsλ∆Cls (4.5)
A policy f describes for every state s which allocation a should be chosen
when a transition occurs. For a state s, let pifs be the stationary probability
to be in state s under a policy f . We want to solve the MDP for an infinite
horizon, as we want to analyze the performance of the RMFS in the long
run, and hence choose the expected cost minimization criterion. It therefore
makes sense to try to minimize the expected costs. If unique stationary state
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probabilities pifs exist, the expected cost C
f
A per time unit under policy f
can be expressed as:
CfA =
∑
s∈S
pifsCT (s) (4.6)
In Equation (4.6), S is the set of all states, and CT (s) is the total cost as
described in Equation (4.3). We can now show that the average cost CfA
per time unit under any policy f exists and is a finite quantity as follows.
We have that Oσ ≤ ω, Mr ≤M , Ot ≤ ω +M , and λ∆ ≤ λh. Furthermore,
the number of states s = (∆, Oσ,Mp,Mr) is finite as ∆ can take two values,
Oσ ≤ ω, and bothMp andMr can take integer values from 0 toM . Therefore,
the total cost CT (s) and the number of states are bounded as follows:
CT (s) ≤ (ω +M)Ccwt + λhCls <∞ (4.7)
|S| ≤ 2× ω × (M + 1)× (M + 1) <∞ (4.8)
Equation (4.8) shows that the number of states is finite, which means that
the sum in Equation (4.6) is over a finite number of terms. As Equation (4.7)
shows that CT (s) <∞, and since pifs is a probability, each of the summation
terms in Equation (4.6) is finite. As a finite sum of finite terms is finite, it
must hold that CfA <∞. In other words, for each policy f the expected cost
per time unit is finite.
An optimal policy f∗ is a policy that minimizes the average cost per time
unit. In other words, the optimality criterion is:
f∗ ∈ argmin
f
CfA (4.9)
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Unique stationary state probabilities pifs exist under policy f , if two conditions
are met (Bolch et al., 2006). First of all, the Markov Chain describing the
system must be aperiodic. Secondly, given a reference state s0, the expected
time τ(s, s0) needed to go from any state s to the reference state s0, must be
bounded by a number T <∞. In other words, τ(s, s0) ≤ T <∞ ∀s ∈ S.
In addition, the reference state s0 must be positive recurrent.
For the MDP described above, we can define a reference state s0 = (λl, 0, 0, 0).
In s0 the MMPP phase is low, the system contains no orders, and no pods are
involved in picking or replenishment. Given this definition of the reference
state s0, the conditions for the existence of the unique stationary state
probabilities pifs coincide with the assumption that the system is stable under
policy f . Therefore, an optimal policy f∗ is unique and therefore we can
refer to the optimal policy f∗. Let X be the Continuous Time Markov Chain
describing the system and let Xn be the state of the Markov Chain at time
n. The stationary state probabilities pifs , independent of the initial state i,
are given by:
pifs = lim
n→∞P
f {Xn = s|X0 = i} ∀s ∈ S (4.10)
The stationary state probabilities pif∗s of the optimal policy f∗ can be calcu-
lated by solving the following Linear Program:
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min
xs,a
∑
s∈S
∑
a∈A
xs,aCT (s) (4.11)
subject to∑
a∈A
xs,a =
∑
i∈S
∑
a∈A
xi,aP
a(s|i) ∀s ∈ S (4.12)∑
i∈S
∑
a∈A
xi,a = 1 (4.13)
xs,a ≥ 0 ∀s ∈ S,∀a ∈ A (4.14)
We have that pifs =
∑
a∈As xs,a. In other words xs,a is the steady state
fraction of time the system spends in state s and allocation a is chosen.
Equation 4.11 is the objective function and minimizes the total costs of
the system, which can also be written as
∑
s∈S pi
f
sCT (s). Constraint 4.12
incorporates the transitions between states. Constraint 4.13 ensures that in
every state an allocation is chosen and constraint 4.14 ensures that allocations
cannot be chosen a negative number of times. By solving the linear program,
we obtain x∗s,a, the values for xs,a that minimize the costs. From x∗s,a we can
calculate pif∗s =
∑
a∈As x
∗
s,a, and we can also construct the optimal policy f∗.
The optimal policy f∗ is to choose allocation a in state s with a probability
equal to x∗s,a.
Instead of using Linear Programming, it is also possible to use a Dynamic
Programming approach. The Bellman equation corresponding to the MDP
in this chapter is given in Equation (4.15):
v∗t (s) = min
a∈A
{
CT (s) +
∑
s′∈S
P a(s|s′)v∗t−1(s′)
}
(4.15)
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In Equation (4.15), t indicates the time period and v∗t (s) is the expected
total cost of the system, if the system is in state s between at time point
t. The Dynamic Program can be solved using well-known methods such as
policy iteration or value iteration.
4.4.3 Benchmark Policies
To understand the benefits of using the optimal policy f∗, we will compare
the minimal costs under policy f∗ with four benchmark policies. Two of
these benchmark policies are derived from practice, and two are customized
for the MDP in this chapter. The four benchmark policies are: (1) a fixed
policy fF that always uses the same allocation aF regardless of the state s,
(2) a demand-dependent policy fDD that always uses an allocation aDDh for
states with a high arrival rate and an allocation aDDl for states with a low
arrival rate, (3) a cost-dependent policy fCD that always uses an allocation
aCDp if Cp ≥ Cr, and aCDr if Cp < Cr, and (4) a state-dependent policy fSD,
where for each allocation we evaluate expected total cost after a transition.
More specifically, given the current state s, let the set S ′ be the set of all
possible states after a transition, and let P a(s′|s) be the probability to transit
from the current state s to another state s′. The expected total cost C˜(a)
of an allocation a is then as given in Equation (4.16). The state-dependent
policy fSD chooses the allocation aSD that results in the lowest expected
total costs after the next transition, as shown in Equation (4.17).
C˜(a) =
∑
s′∈S′
CT (s′)P a(s′|s) (4.16)
aSD = arg min
a∈A
C˜(a) (4.17)
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The fixed policy fF is similar to an RMFS where workstations and robots are
dedicated to either picking or replenishment, whereas the demand-dependent
policy fDD is similar to an RMFS where workstations and robots are only
dedicated to picking or replenishment during work shifts, but can be reallo-
cated between shifts. The state-dependent policy fSD chooses an allocation
where the ratio between pick rates and replenishment rates matches the
ratio between the costs associated with picking and the costs associated
with replenishment as closely as possible. Some allocations a will reduce the
number of waiting orders Ot by allocating the majority of workstations and
robots to the picking workload, whereas other allocations a will primarily
reduce the number of pods waiting for replenishment, Mr. Naturally, some
allocations a will strike a balance between the picking and replenishment
workloads. The fixed policy fF always chooses a balanced allocation, whereas
the demand-dependent policy chooses an allocation that mainly reduces Ot
when the MMPP phase is high and an allocation that mainly reduces Mr
when the MMPP phase is low. The main benefit of policy f∗ may lie in the
fact that it can choose to spend most workers and robots on picking when
Ot is high even when the MMPP phase is low.
4.5 Average Arrival Rate and Stability Conditions
This section establishes necessary stability conditions for the system studied
in this chapter. The MMPP contains two phases, (1) low and (2) high, with
respective stationary probabilities pˆi = (pˆil, pˆih). The duration of these phases
are exponentially distributed, with ν−1l , the average time for the low phase,
and ν−1h , the average time for the high phase. The corresponding generator
matrix is:
Γ =
[
−νl νl
νh −νh
]
(4.18)
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It must hold that pˆiΓ = 0 and pˆi1 = 1. Solving the corresponding system of
equations leads to Equation (4.19).
pˆih =
ν−1h
ν−1h + ν
−1
l
, pˆil =
ν−1l
ν−1h + ν
−1
l
(4.19)
The average arrival rate λ¯ is the average order arrival rate in the long run
across all demand periods. The effective arrival rate λe is the long term
average rate at which the orders are actually admitted to the system. The
effective arrival rate λe takes into account that orders can become lost sales
and do not enter the system, and it therefore depends on the chosen policy.
The average arrival rate λ¯ and the effective arrival rate λe are defined in
Equation (4.20) and (4.21), respectively. It naturally holds that λ¯ ≥ λe.
λ¯ = pˆihλh + pˆilλl (4.20)
λe =
∑
s∈S
pifs (1− γs)λ∆ (4.21)
For assessing upfront whether the system can be stable, λe cannot be used as
it depends on the operational policy. Instead, we use λ¯ to assess whether the
system can be stable. Naturally, if λ¯ is smaller than the order throughput
capacity, TH of the system, λ¯ ≤ TH, then the stability of the system is
assured. However, the throughput of the system depends on the allocation a
of both types of resources.
Let THa be the system throughput if the allocation of resources is fixed to
allocation a and the allocation does not change. In order to find TH, we
eliminate the synchronization station from the compact queueing network in
Figure 4.3.5 to arrive at the Closed Queueing Network in Figure 4.5.1. In
the latter queueing network, pods do not have to wait for orders and hence
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the throughout is higher than in the former queueing network. Given an
allocation a and M , let THa(M) denote the throughout rate of the Closed
Queueing Network in Figure 4.5.1. The network in Figure 4.5.1 can be
analyzed with a single-class exact Mean Value Analysis (MVA) for Load-
dependent queues as can be found in Jia (2005) and Buitenhek et al. (2000),
and this yields THa(M).
1− q
q
µˆar(i) µˆ
a
p(i)
pods
Figure 4.5.1: Closed queueing network based on the compact queueing
network in Figure 4.3.5
THmax, as given in Equation (4.22), is the maximum throughput the sys-
tem can achieve if a fixed resource allocation is chosen, and THmin is the
minimum.
THmax = max
a∈A
THa(M) (4.22)
THmin = min
a∈A
THa(M) (4.23)
The system is stable under any resource allocation if λ¯ ≤ THmin. If it is
possible to choose the resource allocation upfront, then a resource allocation
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can be chosen such that the system is stable if λ¯ ≤ THmax. It is therefore
possible to calculate for any fixed policy fF , whether the system will be
stable. Moreover, we can draw further conclusions with regards to existence
of a demand-dependent policy that results in a stable system, as shown in
Theorem 3.
Theorem 3. If a fixed policy fF exists, such that λ¯ ≤ THmax, meaning that
the system is stable, then there also exists a demand-dependent policy fDD
for which the system is stable.
Proof. For a fixed policy fF , aF is the allocation used and THaF (M) is the
order throughput capacity of the system under fF . Let fF be such that
THa
F (M) = THmax and let the system be stable under fF , i.e. λ¯ ≤ THmax.
For a demand-dependent policy fDD, let the order throughput capacity be
denoted with TH(fDD). If we choose the demand-dependent policy fDD to be
such that aDDh = aF and aDDl = aF , then TH(f
DD) = THaF (M) as the same
action would be chosen in each state for both fDD and fF . We can therefore
choose a demand-dependent policy fDD such that TH(fDD) = THmax, and
since λ¯ ≤ THmax the system would be stable under fDD.
4.6 Numerical Experiments
This section describes the numerical experiments. Subsection 4.6.1 describes
the first numerical experiment, called the “small instance experiment”, where
the optimal policy is compared with the benchmark policies on a set of small
instances. An explanation of the policies can be found in Section 4.4.3. The
aim of this experiment is to be able to compare the benchmark policies with
an optimal policy to obtain an impression of their performance. The optimal
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policy can only be determined if the number of states is small, which limits
on the number of pods M and the order cap ω. Both M and ω are small as
a result.
Subsection 4.6.2 describes the second numerical experiment, a comparison
of the benchmark policies on a set of large instances. This experiment is
called the “large instance experiment”, because the size of the systems in
terms of number of pods, number of workstations, and size of the layouts,
are sufficiently large to represent real systems. For these large instances, the
optimal policy could not be determined, but nevertheless the experiment
leads to some new insights due to the benchmark policies.
Throughout all experiments, the same layouts, parameters, and resource
allocations are used. Three layouts are used in total, a small, a medium,
and a large layout. The layouts are described in Table 4.6.1 and depicted in
Figures 4.6.1 and 4.6.2. In Figure 4.6.1, the numbers next to the workstations
indicate the order of activation. For example, if there are two replenishment
stations in our MDP model, that means that on the left side of Figure 4.6.1
the workstations with a 1 and 2 next to them will be used as replenishment
stations, while with three replenishment stations, the replenishment station
with a 3 next to it would also be used as a replenishment station.
In Table 4.6.1, µ−1ss , µ−1sp , µ−1ps , µ−1sr , and µ−1rs are the average travel times, as
described in Section 4.3.2. The corresponding travel time variances are de-
noted by Vˆss, Vˆsp, Vˆps, Vˆsr, and Vˆrs. We have that µ−1sp = µ−1ps = µ−1sr = µ−1rs
and that Vˆsp = Vˆps = Vˆsr = Vˆrs, due to the symmetry of the layouts, e.g. the
placement of the pick stations around the storage area mirrors the placements
of the replenishment stations around the storage area in all layouts. The
order arrival rates differ across layouts and across experiments and are shown
in Table 4.6.2.
Table 4.6.2 shows the parameters that are used throughout the numerical
experiments. It includes the parameter needed for calculating the empirical
travel time distributions, i.e. to calculate µ−1ss , µ−1sp , µ−1ps , µ−1sr , µ−1rs , Vˆss, Vˆsp,
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Table 4.6.1: Layouts variables (with block size: 2x4)
Name M W Aisles × Cross-aisles µ−1ss Vˆss µ−1sp = µ−1ps = µ−1sr = µ−1rs Vˆsp = Vˆps = Vˆsr = Vˆrs
Small 550 4 8 × 8 18.4 s 90.0 s2 34.5 s 118.8 s2
Medium 1149 6 12 × 12 26.6 s 188.3 s2 45.3 s 250.0 s2
Large 1965 8 16 × 16 34.8 s 322.5 s2 56.1 s 429.2 s2
Figure 4.6.1: Top view of the small layout, including station activation
sequence numbering, with the storage area in the middle, replenishment
stations to the left, and pick stations to the right
(a) Medium layout (b) Large layout
Figure 4.6.2: Top view of the medium and large layout, with the storage
area in the middle, replenishment stations to the left, and pick stations to
the right
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Vˆps, Vˆsr, and Vˆrs. These parameters are the robot acceleration, robot decel-
eration, the average robot speed, the maximum robot speed, the time needed
to lift and to store a pod, and the time a robot needs to make a 90 degree
turn. We estimated these parameters by observing real implementations of
RMFSs.
In addition, Table 4.6.2 also includes the other parameters needed for the
queueing networks, namely the probability q that a pod needs to go for
replenishment after visiting a pick station, the average pick time (µ−1p ) and
the average replenishment time (µ−1r ) needed for the complete queueing
network. The q is exogenous to the model we present, and can be observed
in existing implementations. It is, however, not the probability to directly go
to a replenishment station after picking. A pod that has entered the replen-
ishment process, shown in Figure 4.3.2, may spend a considerable amount of
time in store before it is transported to a replenishment station by a robot.
In other words, q is the probability that a pod will need replenishment, or
can be needed to replenish a product running low on inventory. We estimated
these parameters from observations at an RMFS at a Dutch retailer and
found that q = 20%.
The parameters in Table 4.6.2 that are related to the costs are Ccwt, Cls,
and ζ. The stock-out probability ζ is derived in Appendix 4.C. For the cost
of a lost sale, we estimate that in an E-commerce environment the cost is on
average 20 e per order. The customer waiting in an E-commerce environment
stems from the idea that if a customer has to wait too long, the customer
may cancel the order and buy the product(s) elsewhere, either online or in a
retail store, or may be less inclined to place a future order with the company.
Assuming that a waiting time of 24 hours is equivalent to a lost sale, the
cost of customer waiting time is roughly 0.00023 e per order per second.
The results for both the large instance experiment and the small instance
experiment are generated by running a discrete event simulation of the cor-
responding Markov Decision Process. The state in this simulation is s and
the transition to another state occurs as detailed in Table 4.4.1. Table 4.6.2
show the simulation time per simulation run and the number of simulation
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runs. The simulation time is 31536000 seconds, which equals one year and is
sufficiently long for the system to have reached a long-run equilibrium.
Table 4.6.2 also contains parameters that differ between the large instance
experiment and the small instance experiment, namely the order cap ω and
the average arrival rate λ¯. As mentioned earlier, in the small instance exper-
iment, the order cap ω needs to be kept small. However, in real systems, an
order is not rejected due to some order cap, but is instead temporarily put
in a backlog until the system can process it. Therefore, in the large instance
experiment the order cap should have a minimal influence, and consequently
is set to a large value.
The order arrival rates differ across the layouts, because the travel times differ
strongly across the layouts and this affects the order throughput capacity of
the system. The order arrival rates also differ between the two experiments,
because in the small instance experiment the number of pods M is small
and this reduces the order throughput capacity. The order arrival rates were
chosen such that the number of picking completion events (transitions (B)
and (C)) where (nearly) equal to the number of replenishment completion
events (transition (D)) under the state-dependent policy.
Lastly, Table 4.6.3 shows the resource allocations, labeled a1 to a11, and how
these resource allocations translate to number of pick stations and pick robots
for each layout. The ratios and fractions used in these resource allocations are
based on our observations at an RMFS implementation at a Dutch retailer.
4.6.1 Small Instance Experiment Results
Table 4.6.5 shows a comparison of the optimal policy with the four benchmark
policies for small instances, i.e. instances with low M and small ω. The M
and ω are low to keep the number of states in the MDP sufficiently small
that it can be solved to optimality. The optimal policy was determined with
the open source MDP toolbox from INRA, which is described in Chadès
et al. (2014).
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Table 4.6.2: Parameters used throughout the experiments
Parameter Value Parameter Value
Pod storage time 3.0 s Pod lift time 3.0 s
Avg. robot speed 1.3 ms Max. robot speed 1.5
m
s
Robot acceleration 0.5 m2s Robot deceleration 0.5
m2
s
Robot turn time 2.5 s Prob. repl. after picking (q) 20.0%
Avg. pick time (µ−1p ) 10.0 s Avg. repl. time (µ−1r ) 30.0 s
Number of simulation runs 10 runs Simulation time 31536000 s
Cost of waiting time (Ccwt) 0.00023 e/order/s Cost per lost sale (Cls) 20.0 e/order
Stock-out probability parameter ζ 7
Small instance experiment Large instance experiment
ω 20 orders ω 2000000 orders
λ¯, small layout 360.0 orders/h λ¯, small layout 468.0 orders/h
λ¯, medium layout 432.0 orders/h λ¯, medium layout 540.0 orders/h
λ¯, large layout 504.0 orders/h λ¯, large layout 612.0 orders/h
Table 4.6.3: Resource allocations a per layout, a = (Wp, Rp)
Small Layout (W = 4) Medium Layout (W = 6) Large Layout (W = 8)
R = 16 R = 24 R = 32 R = 24 R = 36 R = 48 R = 32 R = 48 R = 64
a1 = (Wp = 0 , Rp = 0) (0, 0) (0, 0) (0, 0) (0, 0) (0, 0) (0, 0) (0, 0) (0, 0) (0, 0)
a2 = (Wp = b0.45W c, Rp = b0.45Rc) (1, 7) (1, 10) (1, 14) (2, 10) (2, 16) (2, 21) (3, 14) (3, 21) (3, 28)
a3 = (Wp = b0.45W c, Rp = b0.60Rc) (1, 9) (1, 14) (1, 19) (2, 14) (2, 21) (2, 28) (3, 19) (3, 28) (3, 38)
a4 = (Wp = b0.45W c, Rp = b0.75Rc) (1, 12) (1, 18) (1, 24) (2, 18) (2, 27) (2, 36) (3, 24) (3, 36) (3, 48)
a5 = (Wp = b0.60W c, Rp = b0.45Rc) (2, 7) (2, 10) (2, 14) (3, 10) (3, 16) (3, 21) (4, 14) (4, 21) (4, 28)
a6 = (Wp = b0.60W c, Rp = b0.60Rc) (2, 9) (2, 14) (2, 19) (3, 14) (3, 21) (3, 28) (4, 19) (4, 28) (4, 38)
a7 = (Wp = b0.60W c, Rp = b0.75Rc) (2, 12) (2, 18) (2, 24) (3, 18) (3, 27) (3, 36) (4, 24) (4, 36) (4, 48)
a8 = (Wp = b0.75W c, Rp = b0.45Rc) (3, 7) (3, 10) (3, 14) (4, 10) (4, 16) (4, 21) (6, 14) (6, 21) (6, 28)
a9 = (Wp = b0.75W c, Rp = b0.60Rc) (3, 9) (3, 14) (3, 19) (4, 14) (4, 21) (4, 28) (6, 19) (6, 28) (6, 38)
a10 = (Wp = b0.75W c, Rp = b0.75Rc) (3, 12) (3, 18) (3, 24) (4, 18) (4, 27) (4, 36) (6, 24) (6, 36) (6, 48)
a11 = (Wp = W , Rp = R) (4, 16) (4, 24) (4, 32) (6, 24) (6, 36) (6, 48) (8, 32) (8, 48) (8, 64)
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For each policy f in Table 4.6.4, results were generated via a simulation of
the Markov Decision Process, where allocations were chosen according to
the policy f . For each policy f , 10 simulation runs were performed and the
average costs CfA are an average across these 10 simulation runs. For each
of the five policy categories, namely F , DD, CD, SD, and O (Optimal),
we examine the average costs of the policies in that category and report
the lowest cost among these policies. For example, Table 4.6.4 shows five
fixed policies, namely F1 to F5, where the expected costs per second are
CF1A , . . . , C
F5
A respectively. We denote the minimal cost in a policy category
X as CX∗A . For the F , DD, and CD policy categories, the minimal cost is
given in Equations (4.24), (4.25), and (4.26), respectively. The SD and O
categories only have one policy each, so the minimal cost in that category
equals the average cost per second CA of the one policy in that category.
F ∗ = arg min
(
CF1A , . . . , C
F5
A
)
(4.24)
DD∗ = arg min
(
CDD1A , . . . , C
DD9
A
)
(4.25)
CD∗ = arg min
(
CCD1A , . . . , C
CD9
A
)
(4.26)
The different settings in Table 4.6.5 include the three layouts (with cor-
responding number of robots) and three MMPP scenarios, creating nine
settings in total. In the first MMPP scenario, the low demand phase lasts
on average 4 times as long as the high demand phase, while during the high
demand phase 4 times as many orders arrive compared to the low demand
phase. It is a MMPP scenario where the differences between the high and the
low phase are moderate. In the second MMPP scenario, the ratio is further
skewed to 1:7. This MMPP scenario aims to represent a normal workday,
where customers have three hours of spare time in the evening during which
they shop online. In contrast, the rest of the day is the low demand phase.
The third MMPP scenario does not aim to represent one day, but rather
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one week. The high demand phase represents the weekend, when customers
have more time to pursue online shopping, whereas the low demand phase
represents the work week.
The results in Table 4.6.5 show the 95% confidence intervals across the 10
simulation runs of the best policies per category. The confidence intervals
are the smallest for MMPP scenario 1, and the largest for MMPP scenario
3. The best cost-dependent policy leads to higher costs on average than
the best policies from the other categories. The higher costs are caused by
the small value for order cap ω; the ω should be set to a high number as
discussed earlier, and as is done for the large instance experiment, but is set
to a small value here to limit the number of states. The small value for ω has
a disproportionate effect on the picking costs that the cost-dependent policy
uses, which means it will favor allocating resources to the picking process
over replenishment process. However, with just M = 30 pods, replenishment
costs due to stock-out will consequently become larger. In other words, the
small value for ω distorts the cost-dependent policies.
Also, for the small layout, the optimal policy does seem to clearly outperform
the best policies from the other categories. However, for the other layouts,
the confidence intervals of the optimal policy and the best F , DD, and SD
policies mostly overlap. Figure 4.6.3 provides an overview of the average cost
across all policies. There is a group of policies that lead to low costs and
another group that leads to high costs, with a large gap in between the two
groups. However, across MMPP scenarios the performance does not vary
much, indicating that the policies are robust against time-varying demand.
The main observation from the results in Table 4.6.5 is that confidence inter-
vals of the benchmark policies mostly overlap with the confidence intervals
from the optimal policies. In other words, the benchmark policies perform
similarly to the optimal policy. We can therefore focus on the benchmark
policies for real-life larger instances.
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Table 4.6.4: Overview of policies used in the small instance experiment.
The SD policy is given in Equation 4.17, and allocations a1, . . . , a11 can
be found in Table 4.6.3.
Policy Allocation Policy Allocation Policy Allocation
F1 a
F = a1 DD1 aDDl = a1, aDDh = a6 CD1 aCDp = a1, aCDr = a6
F2 a
F = a2 DD2 aDDl = a1, aDDh = a10 CD2 aCDp = a1, aCDr = a10
F3 a
F = a6 DD3 aDDl = a1, aDDh = a11 CD3 aCDp = a1, aCDr = a11
F4 a
F = a10 DD4 aDDl = a2, aDDh = a6 CD4 aCDp = a2, aCDr = a6
F5 a
F = a11 DD5 aDDl = a2, aDDh = a10 CD5 aCDp = a2, aCDr = a10
DD6 a
DD
l = a2, aDDh = a11 CD6 aCDp = a2, aCDr = a11
DD7 a
DD
l = a6, aDDh = a6 CD7 aCDp = a6, aCDr = a6
DD8 a
DD
l = a6, aDDh = a10 CD8 aCDp = a6, aCDr = a10
DD9 a
DD
l = a6, aDDh = a11 CD9 aCDp = a6, aCDr = a11
Table 4.6.5: Results for the small instance experiment: The 95% confidence
intervals of the costs for the benchmark policies and optimal policy (costs
in e per second), with M = 30, and ω = 20, # states = 2232
Layout R MMPP ν−1h ν
−1
l λh:λl 000CF
∗
A 000CDD
∗
A 000CSD
∗
A 000CCD
∗
A 000CO
∗
A
Small 16 1 3 h 12 h 1:4 [0.50, 0.52] [0.50, 0.52] [0.50, 0.52] [0.61, 0.64] [0.45, 0.47]
Medium 24 1 3 h 12 h 1:4 [0.61, 0.64] [0.61, 0.65] [0.58, 0.60] [0.72, 0.76] [0.56, 0.60]
Large 32 1 3 h 12 h 1:4 [0.78, 0.82] [0.76, 0.79] [0.79, 0.81] [0.88, 0.91] [0.77, 0.79]
Small 16 2 3 h 21 h 1:7 [0.67, 0.73] [0.64, 0.69] [0.67, 0.72] [0.70, 0.74] [0.63, 0.66]
Medium 24 2 3 h 21 h 1:7 [0.80, 0.87] [0.80, 0.87] [0.79, 0.85] [0.90, 0.94] [0.79, 0.86]
Large 32 2 3 h 21 h 1:7 [1.02, 1.09] [1.02, 1.08] [0.98, 1.05] [1.08, 1.18] [1.00, 1.09]
Small 16 3 36 h 132 h 3:11 [0.47, 0.54] [0.49, 0.55] [0.44, 0.50] [0.57, 0.72] [0.41, 0.47]
Medium 24 3 36 h 132 h 3:11 [0.54, 0.61] [0.53, 0.65] [0.53, 0.58] [0.70, 0.80] [0.51, 0.56]
Large 32 3 36 h 132 h 3:11 [0.69, 0.84] [0.69, 0.81] [0.72, 0.87] [0.81, 0.96] [0.71, 0.86]
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Figure 4.6.3: Average costs for policies in the small instance experiment
across MMPP Scenarios
4.6.2 Large Instance Experiment Results
Table 4.6.6 shows the results for the four benchmark policies on large instances.
For the sake of brevity, no confidence intervals are shown. The number of
states for these instances is so large that solving the MDP optimally is not
computationally feasible. The policies used are described in Table 4.6.7. The
policies vary widely in their costs and can become as large as 350 e per
second, which indicates an unsustainable, large order backlog. Under such
policies, the system is clearly unstable.
The best policies in each policy category, namely F ∗, DD∗, CD∗, and SD∗
and the associated minimal costs for each policy category, namely CF∗A , CDD
∗
A ,
CCD
∗
A , and CSD
∗
A , are calculated as described in Section 4.6.1 for the small
instance experiment.
Besides a larger ω and a higher number of podsM in each layout, namely the
values as shown in Table 4.6.1, the large instance experiment contains more
MMPP scenarios than the small instance experiment. Also, the number of
robots per workstation, denoted by R/W , is varied. MMPP scenarios 8, 9,
and 10 are meant to represent a typical week, with the weekend represented
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by the high demand phase as customers shop more in the weekend, and the
work week represented by the low demand phase.
First of all, we can see that, for the same layout and policy category, the
average costs differ widely across the MMPP scenarios. This cost difference
shows that not only the average order arrival rate matters, but also the
length of a period of peak demand and the height of the peak affect costs.
For different MMPP scenarios, different policies and types of policies lead to
the lowest cost. Secondly, we can see that with four robots per workstation
the costs are much higher, indicating that when only four robots are present,
orders have to wait much longer to be fulfilled. However, for the best CD
policy, the costs are typically only a fraction of the costs under the F and DD
policies, showing that resource reallocation can reduce costs sharply when the
number of robots is limited. In other words, even when the number of robots
is sufficient to process all orders on average, the number of robots and the
policy employed can have a strong, non-linear impact on the customer waiting
time. Lastly, in all cases either the state-dependent policy or a cost-dependent
policy deliver the lowest average costs. The state-dependent policy and the
cost-dependent policies exploit the fact that they can dynamically reallocate
resources, whereas the fixed policies and the demand-dependent policies do
not. Therefore, dynamic resource reallocation can contribute to lowering
costs in an RMFS. Moreover, the fixed policy and the demand-dependent
policy can be applied in other contexts, but the state-dependent policy and
cost-dependent policy are specific for the RMFS. An RMFS may therefore
provide value to E-commerce companies by lowering costs when deploying
the state-dependent or a cost-dependent policy.
4.7 Conclusions
Warehouses have to balance resources between order picking and inventory
replenishment tasks. This is particularly important in online retail environ-
ments, which suffer from high demand peaks and where customers require
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Table 4.6.6: Results for the large instance experiment (costs in e per
second)
Small Layout Medium Layout Large Layout
MMPP ν−1h ν
−1
l λh:λl R/W CF
∗
A C
DD∗
A C
SD∗
A C
CD∗
A C
F∗
A C
DD∗
A C
SD∗
A C
CD∗
A C
F∗
A C
DD∗
A C
SD∗
A C
CD∗
A
1 3 h 3 h 1:1 4 26.35 22.80 0.03 0.05 21.92 0.86 0.01 0.01 47.28 2.18 0.05 0.08
1 3 h 3 h 1:1 6 < 0.01 0.12 < 0.01 < 0.01 < 0.01 < 0.01 < 0.01 < 0.01 < 0.01 < 0.01 < 0.01 < 0.01
1 3 h 3 h 1:1 8 < 0.01 < 0.01 < 0.01 < 0.01 < 0.01 < 0.01 < 0.01 < 0.01 < 0.01 < 0.01 < 0.01 < 0.01
2 3 h 6 h 1:2 4 25.56 52.62 2.06 0.33 23.17 23.98 0.72 0.29 50.30 54.26 3.51 0.41
2 3 h 6 h 1:2 6 0.02 0.47 < 0.01 0.02 0.02 0.02 < 0.01 0.01 0.03 0.04 < 0.01 0.02
2 3 h 6 h 1:2 8 < 0.01 < 0.01 < 0.01 < 0.01 < 0.01 < 0.01 < 0.01 < 0.01 < 0.01 < 0.01 < 0.01 < 0.01
3 3 h 9 h 1:3 4 28.67 68.35 4.09 0.68 29.35 47.64 1.87 0.52 49.54 82.73 5.85 0.68
3 3 h 9 h 1:3 6 0.15 0.59 0.09 0.13 0.13 0.25 0.06 0.11 0.19 0.22 0.07 0.13
3 3 h 9 h 1:3 8 0.09 0.07 0.03 0.04 0.02 0.02 < 0.01 0.02 0.03 0.03 < 0.01 0.02
4 3 h 12 h 1:4 4 31.39 77.75 7.51 5.10 32.94 62.88 3.45 4.81 54.69 98.75 9.35 2.57
4 3 h 12 h 1:4 6 0.30 0.63 0.22 0.27 0.29 0.42 0.16 0.23 0.40 0.34 0.20 0.27
4 3 h 12 h 1:4 8 0.20 0.18 0.10 0.12 0.08 0.13 0.04 0.08 0.11 0.15 0.05 0.10
5 3 h 15 h 1:5 4 33.59 86.01 7.49 6.76 31.49 73.78 6.53 7.15 56.39 > 100 11.64 7.36
5 3 h 15 h 1:5 6 0.42 0.73 0.39 0.39 0.47 0.49 0.31 0.47 0.64 0.48 0.39 0.64
5 3 h 15 h 1:5 8 0.33 0.36 0.17 0.22 0.16 0.29 0.11 0.16 0.20 0.31 0.12 0.18
6 3 h 18 h 1:6 4 29.81 93.24 7.70 8.11 32.13 79.84 6.38 8.69 48.69 > 100 13.89 9.66
6 3 h 18 h 1:6 6 0.56 0.92 0.55 0.52 0.71 0.59 0.49 0.71 0.93 0.72 0.53 0.93
6 3 h 18 h 1:6 8 0.40 0.60 0.28 0.29 0.26 0.53 0.19 0.26 0.31 0.39 0.21 0.31
7 3 h 21 h 1:7 4 34.78 96.49 11.28 9.47 33.26 82.01 9.54 10.50 49.63 > 100 12.89 11.49
7 3 h 21 h 1:7 6 0.61 1.15 0.75 0.60 0.98 0.75 0.61 0.98 1.04 1.05 0.70 1.04
7 3 h 21 h 1:7 8 0.48 0.77 0.40 0.38 0.35 0.57 0.29 0.35 0.44 0.45 0.27 0.44
8 36 h 132 h 3:11 4 36.50 20.10 37.13 5.24 52.89 1.58 21.18 5.89 64.04 3.16 24.04 6.66
8 36 h 132 h 3:11 6 0.75 1.23 2.18 0.88 2.60 1.40 2.06 2.60 3.73 1.46 2.67 3.73
8 36 h 132 h 3:11 8 0.51 0.53 1.07 0.48 0.65 0.96 0.57 0.33 0.88 1.07 0.50 0.35
9 48 h 120 h 2:5 4 34.42 32.89 18.63 3.13 27.00 1.42 14.89 1.06 69.79 2.86 26.84 1.39
9 48 h 120 h 2:5 6 0.38 0.46 0.79 0.38 0.98 1.33 0.57 0.29 1.33 1.34 0.71 0.32
9 48 h 120 h 2:5 8 0.28 0.28 0.06 0.06 < 0.01 < 0.01 < 0.01 < 0.01 < 0.01 < 0.01 < 0.01 < 0.01
10 60 h 107 h 5:9 4 28.68 47.88 11.61 0.59 34.47 12.32 10.00 0.66 46.36 18.81 19.71 0.81
10 60 h 107 h 5:9 6 0.11 0.13 < 0.01 0.01 < 0.01 < 0.01 < 0.01 < 0.01 0.09 0.09 < 0.01 0.01
10 60 h 107 h 5:9 8 < 0.01 < 0.01 < 0.01 < 0.01 < 0.01 < 0.01 < 0.01 < 0.01 < 0.01 < 0.01 < 0.01 < 0.01
Table 4.6.7: Overview of policies used in the large instance experiment.
The SD policy is given in Equation 4.17, and allocations a1, . . . , a11 can
be found in Table 4.6.3.
Policy Allocation Policy Allocation Policy Allocation
F1 a
F = a2 DD1 aDDl = a1, aDDh = a7 CD1 aCDp = a7, aCDr = a1
F2 a
F = a3 DD2 aDDl = a1, aDDh = a9 CD2 aCDp = a7, aCDr = a2
F3 a
F = a4 DD3 aDDl = a1, aDDh = a10 CD3 aCDp = a7, aCDr = a3
F4 a
F = a5 DD4 aDDl = a1, aDDh = a11 CD4 aCDp = a7, aCDr = a5
F5 a
F = a6 DD5 aDDl = a2, aDDh = a7 CD5 aCDp = a9, aCDr = a1
F6 a
F = a7 DD6 aDDl = a2, aDDh = a9 CD6 aCDp = a9, aCDr = a2
F7 a
F = a8 DD7 aDDl = a2, aDDh = a10 CD7 aCDp = a9, aCDr = a3
F8 a
F = a9 DD8 aDDl = a2, aDDh = a11 CD8 aCDp = a9, aCDr = a5
F9 a
F = a10 DD9 aDDl = a3, aDDh = a7 CD9 aCDp = a10, aCDr = a1
DD10 a
DD
l = a3, aDDh = a9 CD10 aCDp = a10, aCDr = a2
DD11 a
DD
l = a3, aDDh = a10 CD11 aCDp = a10, aCDr = a3
DD12 a
DD
l = a3, aDDh = a11 CD12 aCDp = a10, aCDr = a5
DD13 a
DD
l = a5, aDDh = a7 CD13 aCDp = a11, aCDr = a1
DD14 a
DD
l = a5, aDDh = a9 CD14 aCDp = a11, aCDr = a2
DD15 a
DD
l = a5, aDDh = a10 CD15 aCDp = a11, aCDr = a3
DD16 a
DD
l = a5, aDDh = a11 CD16 aCDp = a11, aCDr = a5
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very short response times. Too many resources in replenishment may lead to
delays in fulfilment. However, too many resources allocated to picking, may
deplete inventory and ultimately lead to even larger delays in fulfilment. We
model this problem for robotic mobile fulfillment systems, which are popular
in online retail warehouses. In such a system two different resources, robots
and workers, work together to fill orders and replenish inventory. Resources
can rapidly switch between tasks (with no or little setup), based on demand
and inventory levels. We build an MDP model embedded in a queuing
network model that allows to take optimal decisions, for small instances,
minimizing operational, customer wait, and lost sales cost. For larger, real-life
size instances we find heuristic allocation policies that are close to optimal
for small instances. Four heuristic policies are evaluated. The fixed policy
keeps the resource allocation fixed, whereas the demand-dependent policy
has two different resource allocations, one for high demand and one for low
demand. The cost-dependent policy also has two different resource alloca-
tions, depending on the ratio of picking to replenishment costs. Finally, the
state-dependent policy uses the transition probabilities of the MDP model to
estimate the expected cost of an allocation and chooses the one with lowest
cost. The cost-dependent and state-dependent policies outperform the fixed
and the demand-dependent policies. Continually reallocating resources based
on the state of the system (order demand rate, allocation, and number of
waiting orders) appears to bring substantial cost savings. The benefits are
even more pronounced when the number of robots is small, because then
the cost-dependent and/or state-dependent policies can sharply reduce costs
compared to the fixed and demand-dependent policies. We also show that
the characteristics of peak demand have a strong effect on the costs. Given a
fixed average order arrival rate across all demand phases, we varied the length
of the peak demand phase and the height of the peak, and found that this
influences both the average costs but also the type of policy that minimizes
costs. To minimize costs, a system should deploy different resource allocation
policies depending on the duration and height of peak demand. The method
developed in this chapter to cope with non-stationary demand and dynamic
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reallocation of resources may be deployed rapidly to other handling systems.
Automated systems, such as automated-guided vehicle systems and robotic
systems may be the most suitable, as these resources can continually switch
between different processes without setup cost, based on software control.
For robotic mobile fulfillment systems, an interesting area of future research
would be to include the repositioning process in the method. Robots may
reposition pods stored within the storage area in order to sort the inventory.
Repositioning may reduce the time needed to retrieve pods, and hence reduce
the customer waiting time, but repositioning tasks also add to the workload
of the robots.

Appendix
4.A Synchronization with a Load-dependent
Queue
This section shows how to transform a queueing network consisting of a
synchronization station with a load-dependent queue into a queueing network
consisting of only a load-dependent queue. The transformation is a rather
accurate approximation, but it is not exact. A queueing network consisting
of a synchronization station and a load-dependent queue is shown in Figure
4.A.1a. Figure 4.A.1b shows a queueing network consisting of only a load-
dependent queue.
In the queueing network in Figure 4.A.1a, orders arrive with a rate λ at
the synchronization station, where the orders are matched with so-called
tokens. After being matched with a token the order-token pair goes to a
load-dependent queue. If there are i order-token pairs at the load-dependent
queue, then the service rate is µ(i). When service at the load-dependent
queue finishes, an order-token pair leaves the load-dependent queue. The
order of that order-token pair leaves the system and the token itself returns
to the synchronization station. The system contains a total of N tokens. The
state space of this system can be described as (j, i), where j represents the
number of orders waiting at the synchronization station and i represents the
number of order-token pairs at the load-dependent queue. The number of
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order queue
µ(i)
λ
N
orders leave
token queue
tokens
orders
(a) A queueing network with a synchro-
nization station and a load-dependent
queue
µ˜(m)λ
(b) A queueing net-
work with only a load-
dependent queue
Figure 4.A.1: Queueing Networks
tokens waiting at the synchronization station is denoted by k, with k = N − i.
If j > 0 then it follows that k = 0, otherwise an order and token can be
matched and go to the load-dependent queue. Similarly, if k > 0 then it
follows that j = 0. Table 4.A.1 shows the transitions from a state (j, i) to
another state. Time is considered to be continuous, so it is not possible
to increase or decrease j at the exact same moment that i is increased or
decreased, and vice versa, nor can the state remain the same after a transition.
At each transition either j changes or i changes but not both simultaneously.
However, the system is not a Markov chain, because the memoryless property
does not apply. If an order arrives at the synchronization station and matches
with a token, it moves to the load-dependent queue, where service time is
reset / redrawn. However, if an order arrives at the synchronization station
and no token awaits, the order stays at the synchronization station and
the service time at the load-dependent queue is not reset / redrawn, so
the memoryless property does not apply in this situation. Therefore, when
j > 0, i = N , the transition rate is approximately µ(N) rather than exactly
µ(N).
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Figure 4.A.1b shows a queueing network with only a load-dependent queue,
where the service rate is µ˜(m) if m orders are waiting at the queue. If we
would set the service rates µ as µ = µ˜, then the two networks are equivalent
when i ≤ N , but diverge when i > N , because the queueing network in
Figure 4.A.1a does not have the memoryless property in that case, whereas
the queueing network in Figure 4.A.1b does.
Table 4.A.1: Transition rates from state (j, i) to another state x
State (j, i) x = (j + 1, i) x = (j − 1, i) x = (j, i+ 1) x = (j, i− 1)
j = 0, i = 0 0 0 λ 0
j = 0, 0 < i < N 0 0 λ µ(i)
j = 0, i = N λ 0 0 µ(N)
j > 0, i = N λ (approx.) µ(N) 0 0
4.B Validation of the Queueing Networks
In this section the compact queueing network shown in Figure 4.3.5 is val-
idated with a realistic simulation specifically built for simulating RMFSs.
Our simulation framework is called “RAWSim-O” (Merschformann et al.
(2017a)) and builds on the work of Hazard et al. (2006a). Merschformann
et al. (2018) use RAWSim-O to experiment with different decision rules and
policies across multiple decision problems, including pick order assignment,
replenishment order assignment, pod storage assignment, pick pod selection,
and replenishment pod selection. RAWSim-O therefore includes numerous
algorithms for assigning tasks to robots, assigning orders to stations, deter-
mining where to store pods, and determining the pods to be transported to
the stations. These algorithms are described in Merschformann et al. (2017a)
and Merschformann et al. (2018).
RAWSim-O is an agent-based and event-driven simulation, that incorporates
realistic robot movement, including physically accurate deceleration and accel-
eration, blocking by other robots, and advanced path planning algorithms. It
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keeps track of all units of all SKUs on all pods, keeps track of all the pick orders
and replenishment orders in the system and their due dates, and keeps track
of a large variety of KPIs. It incorporates lifting and storing of pods, allows
for multiple floors witin the RMFS warehouse, and RMFS specific features
like the repositioning pods. Merschformann et al. (2017b) provides a more de-
tailed description of RAWSim-O and the source code of the simulation frame-
work itself is available at https://github.com/merschformann/RAWSim-O.
RAWSim-O simulates real-time operations in an RMFS warehouse and may
therefore serve to validate the performance of the compact queueing network
shown in Figure 4.3.5. Table 4.B.1 shows the results of the validation, where
RAWSim-O simulated 24 hours of RMFS operations. We compare the order
cycle time, denoted by toc, which is the time between an order arriving at
the pick process and it leaving the pick process. There are some differences
between the situation that RAWSim-O simulates and the situation that
the compact queueing network models. The queueing network assumes the
robots always travel with a constant speed, with no traffic jams, whereas
RAWSim-O simulates realistic robot movement, including traffic jams. More-
over, whereas the queueing networks only have pick orders, RAWSim-O also
includes replenishment orders, that are fulfilled by bringing empty pods to
the replenishment stations. In other words, for RAWSim-O the probability
for a pod to go for replenishment after visiting a pick station, denoted by
q, is endogenous to the simulations of RAWSim-O, rather than an exoge-
nously observed parameter as it is in the queueing network. In addition,
RAWSim-O include multi-line, multi-unit pick orders, and when a pod visits
a pick station, a picker may pick multiple units to fulfill lines from multiple
pick orders. Lastly, in RAWSim-O workstations have a limited capacity for
orders, and the generation of pick orders and replenishment orders is stopped
and restarted based on the storage space utilization, see also Merschformann
et al. (2018). This is different from the queueing networks, where picking
and replenishment never halt and orders arrive continually.
We ran a 1080 simulations in RAWSim-O, namely 108 different settings, i.e.
108 sets of different parameters, and 10 runs per setting. In these simulations,
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the average speed per robot varied around just slightly more than 1 m/s
and q varied widely but was typically much larger than the 20% we propose
in Table 4.6.2. We decided to select a subset of these simulations where
27% ≤ q ≤ 31% and where the average robot speed was within [1.04, 1.06] ms .
We then analyzed the queueing network with q = 29% and an average robot
speed of 1.05 m/s. The results are shown in Table 4.B.1. The arrival rate,
number of robots, and allocation are derived from the simulation output
of RAWSim-O and were also used in the queueing network, the number of
SKUs is 1000.
We can see that there are two different settings; one case where the medium
layout is used and one where the large layout was used. In the former, the
order cycle time difference between RAWSim-O and the queueing networks
is roughly 10%, whereas in the latter it is nearly 40%. In other words, for
one setting, the queueing network is relatively close to RAWSim-O, whereas
for the other the difference is too large to be practially useful. However, the
main issue is that the q was much higher in most of RAWSim-O’s simulations
than the 20% we estimated from our observations at a Dutch retailer, which
limited the settings we could use for validation.
4.C Stock-out Probability
The stockout probability ψs is the probability that a SKU is not in the
storage area when an order arrives at the warehouse. In this chapter we
aggregate all SKUs into one SKU, so technically a stockout only happens
when there is not a single unit left in the storage area, but this is not realistic.
Therefore this appendix shows how to calculate the stockout probability ψs
given a set of SKUs, in a more realistic fashion.
Lamballais et al. (2018b) show that it is beneficial to spread the inventory of
a SKU across multiple pods, as this decreases the average travel time of a
SKU to a workstation. Let SKU c be distributed across mc different pods,
then that SKU is stocked out if all mc pods on which the SKU is located
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Table 4.B.1: Order cycle times of the compact queueing network and of
RAWSim-O
Run Layout a R λ (orders / h) toc RAWSim-O (s) toc Queueing Network (s)
1 medium a7 12 227.583 51.137 45.148
2 medium a7 12 226.375 51.422 45.266
3 medium a7 12 227.708 51.275 45.124
4 medium a7 12 227.333 51.218 45.264
5 medium a7 12 227.583 51.217 45.149
6 medium a7 12 228.292 51.125 45.031
7 medium a7 12 227.625 51.202 45.196
8 medium a7 12 227.000 51.516 45.183
9 medium a7 12 227.917 51.301 44.998
10 medium a7 12 228.625 51.216 45.091
1 large a7 32 485.625 64.665 35.358
2 large a7 32 485.042 64.389 35.389
3 large a7 32 481.833 64.382 35.469
4 large a7 32 485.167 64.420 35.379
5 large a7 32 483.917 64.478 35.398
6 large a7 32 487.875 64.478 35.334
7 large a7 32 483.208 64.376 35.407
8 large a7 32 485.125 64.500 35.389
9 large a7 32 484.333 64.280 35.391
10 large a7 32 484.333 64.192 35.345
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are empty. The number of pods is M , and the number of empty pods is Mr.
If mc > Mr, then the stockout probability for SKU c is zero, since there is
at least one pod left in the inventory, with the SKU. If mc ≤Mr, then the
stockout probability for SKU c is calculated as follows. If mc = 1, then a
stockout happens with probability MrM . If mc = 2, then a stockout happens
with probability MrM × Mr−1M−1 , because the probability that the second pod
does not contain SKU c given that the first does not contain SKU c is Mr−1M−1 .
More generally, a stockout for SKU c occurs with probability:
mc−1∏
i=0
Mr − i
M − i , mc ≤Mr (4.27)
Let C be the set of all SKUs, let c indicate a SKU, let φc be the probability
that an order needs a unit of SKU c, and let SKU c be distributed across
mc number of pods, and let 1mc≤Mr be an indicator function that is one if
mc ≤Mr and zero otherwise. Across all SKUs, the stockout probability ψs
in state s is then given by Equation (4.28).
ψs =
∑
c∈C
φc1mc≤Mr
(
mc−1∏
i=0
Mr − i
M − i
)
, with Mr ∈ s (4.28)
Figure 4.C.1 shows five different stock-out probability curves as a function
of the fraction of pods to be replenished, MrM . The first stock-out prob-
ability curve, ψ(1), shows what happens if we have two classes of SKUs
that are somewhat dissimilar, with φc = [0.6, 0.4] and mc = [40, 60]. The
second stock-out probability curve, ψ(2), models the ABC curve, where
20% of the products account for 70% of demand (“A” class products),
30% of products account for 25% of demand (“B” class products), and
the remaining 50% of products accounts for 5% of demand (“C” class
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products). We model this by setting φc = [0.7, 0.25, 0.05] and mc =
[20, 30, 50]. For the third stock-out probability curve, ψ(3), we created
10 classes that are quite different from one another, for the sake of vari-
ety. We set φc = [0.01, 0.03, 0.05, 0.07, 0.09, 0.11, 0.13, 0.15, 0.17, 0.19] and
mc = [19, 17, 15, 13, 11, 9, 7, 5, 3, 1]. To see whether we can capture create
a similar curve with a simpler function, we also show two curves that are
a simply a power of MrM , namely ψ˜(4) =
(
Mr
M
)3 and ψ˜(5) = (MrM )7. Figure
4.C.1 shows that ψ˜(5) provides a compromise between ψ(1) and ψ(2) on the
one hand and ψ(3) on the other hand. Figure 4.C.1 shows ψ(1), ψ(2), and
ψ(3) with continuous lines, because they have been calculated with Equation
(4.28), whereas ψ˜(4) and ψ˜(5) are shown with dotted lines, because they were
calculated with
(
Mr
M
)ζ instead, where ζ is a parameter. We therefore posit
that, without any further, specific information about φc and mc, ψ˜(5) offers
a reasonable approximation of the stock-out probability as a function of the
fraction of pods needing replenishment, i.e. where ζ = 7.
For systems with a large number of SKUs, that are all equally frequently
ordered, we propose the following approximation shown Proposition 4. Since
in E-commerce environments the order frequency of fast movers is quite
different from the order frequency of slow movers, Proposition 4 does not
hold for the warehouse environment in the current study.
Proposition 4. Given that mc = m, φc = φ ∀c ∈ C, and that m ≤ Mr, it
holds for single-line orders that ψs =
(
Mr
m
)
/
(
M
m
)
, where |C| is the number of
SKUs.
Proof. Equation (4.27) can be rewritten as shown in Equation (4.29), and
Equation (4.28) as Equation (4.31). If m > Mr then ψs = 0. However, if
m ≤Mr, then Equation (4.31) can be written as Equation (4.32). Since φc
is the probability that an order needs a unit of SKU, and orders are assumed
to be single-line orders, we have that
∑
c φc = 1. Moreover, since φc is the
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Figure 4.C.1: Cumulative Distribution of the stock-out probability ψs, as
a function of the fraction of empty pods, MrM
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same probability φ, we have that
∑
c φc =
∑
c φ = |C|φ = 1. Therefore,
Equation (4.32) can be written as Equation (4.33).
mc−1∏
i=0
Mr − i
M − i =
Mr!(M −mc)!
M !(Mr −mc)! =
Mr!(M −m)!m!
M !(Mr −m)!m! =
(
Mr
m
)(
M
m
) (4.29)
ψs =
∑
c∈C
φc1mc≤Mr
(
mc−1∏
i=0
Mr − i
M − i
)
(4.30)
=
∑
c∈C
φ1m≤Mr
((
Mr
m
)(
M
m
) ) (4.31)
=
(
Mr
m
)|C|φ(
M
m
) (4.32)
=
(
Mr
m
)(
M
m
) (4.33)
5 Decision Rules
5.1 Introduction
The rise of e-commerce has created the need for new warehousing systems.
Traditional, manual picker-to-parts systems work best when orders are large,
i.e. consist of many SKUs so that consolidation has to be organized well.
However, e-commerce orders are typically small and e-commerce warehouses
are often large as they need to contain large assortments of products, which
results in long walking distances for the pickers. In contrast to manual
picker-to-part systems, automated parts-to-picker systems eliminate the time
pickers spend traveling. Thus, they can achieve higher pick rates.
The Robotic Mobile Fulfillment System (RMFS) is an automated parts-to-
picker system. Robots transport movable shelves, called “pods”, that contain
the inventory, back and forth between the storage area and the workstations.
As RMFSs eliminate picker walking time, high pick rates can be expected.
Implementations suggest that pick rates can improve substantially compared
to manual picker-to-parts operations, see also Wulfraat (2012). The systems
are mainly used by Amazon, which bought the company that invented the
RMFS, Kiva Systems, and has since deployed it in its warehouses (Business
Wire (2015)). Recently, competitors such as Swisslog, Interlink, GreyOrange,
Mobile Industrial Robots and Scallog have been rolling out their versions of
an RMFS.
The RMFS is described in more detail in Wurman & Enright (2011) and
Wurman et al. (2008). They mention that numerous operational decisions
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problems are yet to be examined in depth, for example the assignment of
customer orders to workstations or of pods to a storage locations. Each of
these decision problems comes with a trade-off. An order may be assigned
to a workstation if it is nearing its due time, but assigning another order
that has lines in common with other orders assigned to that workstation
may result in more picks per pod and hence a reduction in the number of
pod trips. Furthermore, assigning a pod to a storage location that is close
to the workstation reduces travel time, but keeping the inventory sorted by
assigning pods to favorable storage location if they are likely to be needed in
the near future may reduce travel times more.
These trade-offs are linked to the number of robots in the system. As an
example, with more robots, more trips can be done and hence the order due
times can become a more important criterion than the number of picks per
pod when selecting a pod to be transported to a workstation. The trade-offs
are also linked to the resources and conditions in the warehouse. For example,
the more SKUs a warehouse contains, the more difficult it becomes to assign
orders to pick stations in such a way that multiple products can be picked
from a single pod.
As these examples indicate, a need exists for finding methods to address
the decision problems in an RMFS, for research on the performance of
RMFSs across performance measures, and for examining performance while
varying aspects like the number of robots. This chapter addresses this need.
We study the pick order assignment, replenishment order assignment, pick
pod selection, replenishment pod selection, and pod storage assignment
decision problems and propose several decision rules for each. To see which
trade-offs in performance may exist, we use different performance measures.
Furthermore, we vary three aspects of the RMFS, namely whether or not
return orders need to be processed, the size of the orders, and the number of
SKUs in the warehouse. This study focuses on both the pick process and
the replenishment process, because a more efficient replenishment process
frees up robots for pick tasks. Lastly, the number of pick stations and the
number of robots per pick station is varied. Varying these numbers shows
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how many pick stations and robots are needed to provide pickers with a near
continuous supply of pods.
Section 5.2 describes the RMFS in more detail, Section 5.3 points out related
work, Section 5.4 the decision problems, Section 5.5 the decision rules, and
Section 5.6 describes the realistic simulation built for evaluating the decision
rules, while Section 5.7 explains the evaluation framework, Section 5.8 shows
the results of the analysis, and Section 5.9 provides conclusions and directions
for future research.
5.2 The Robotic Mobile Fulfillment System
An RMFS consists of shelves on which products are stored (called pods),
robots that can move underneath and also carry them (see Figure 5.2.1a),
and work stations. After handling a pod at a station it can be returned to a
different storage location than where it was retrieved from, hence, inventory
can be sorted continuously throughout the day.
(a) Robot carrying
a pod (Wurman &
Enright, 2011)
Replenishment
Storage trip
Inventory
Retrieval trip
Order picking
Retrieval trip Storage trip
2 replenishment
orders received
1 pick order
completed
(b) The internal storage / retrieval process in RMFSs
(red: robot & pod movement
Figure 5.2.1: The essential elements of an RMFS
Figure 5.2.1b shows the storage and retrieval processes, where the robots
transport pods between the workstations and the storage area. Starting at
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the replenishment station, in the example, two replenishment orders with
4 and 8 units of two SKUs (green & orange) are stored on a pod that was
retrieved from the inventory by a robot. The blue SKU also relevant to the
process is already available on the pod in focus. After the pod was handled
at the station it is stored in inventory again. Next, if the pod is selected
for picking at a pick station, it is brought to that station. The operator at
the station then picks the units matching the open order lines at the station
from the pod and puts them into the bins for the respective pick orders. As
soon as a pick order is completed it leaves the pick station and is handled by
further warehouse systems. If zoning is in place at the warehouse, the pick
order may only be a part of a larger customer order and must be consolidated
further with the other partial pick orders in a following sortation process.
If the customer order is already completely fulfilled at the pick station, it
may be packed into a carton and prepared for shipping immediately with no
further handling. The latter may only be possible in e-commerce operations
where lines per order are small.
Each pair of storage and retrieval trip is one robot cycle in an RMFS.
During one cycle the robot does not set-down or leave the rack until it is
returned to a storage location. Note that, the pod may be brought to further
replenishment or pick stations between the retrieval and the storage trip, if
further replenishment or immediate picking can be done with it. For the
sake of clarity we limited the visits per cycle to one station in the example
above. While the operation of the robot is cyclic the flow of the inventory
units through the system starts at a replenishment station (by storing a
replenishment order) and exits at a pick station (by fulfilling a pick order).
However, in contrast to other systems there is quite some overhead inventory
movement, because all contained units, not only needed ones, are moved
when a pod is brought to a station. The same happens during replenishment
operations, if non-empty pods are moved to a replenishment station.
Robots navigate their paths through the warehouse using a waypoint system,
which is laid out as a grid. A path is a sequence of connected waypoints and
all robots have to be guided concurrently along their paths while avoiding
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collisions and deadlocks. Robots that are not carrying a pod can move
underneath stationary pods and hence take other paths than robots that
do carry pods, because the latter cannot use occupied storage locations.
The system layout is depicted in Figure 5.2.2 and consists of a storage
area where the pods are stored, pick and replenishment stations grouped
around the storage area, maneuvering areas between the storage area and
the workstations, and per workstation a buffer area. A robot carries a pod
from the storage area, via the maneuvering area, to the buffer area of the
destination workstation. Only one pod is picked or replenished simultaneously.
Workers at the replenishment stations replenish the pods with new inventory.
In contrast, workers at the pick stations pick product units to fulfill orders.
A picker picks for multiple unfinished/incomplete pick orders at the same
time. For both operations the robots need to stop with a pod at a waypoint
representing the access point of the respective station. In the buffer area
next to each workstation, robots carrying pods can wait for their turn. In
the middle of the layout a number of waypoints is used as possible storage
locations where pods can be put when they are not used. Every storage
location is directly reachable from an aisle and access to a storage location
cannot be blocked by stored pods. Travel in the aisles is single-directional to
avoid gridlock and reduce congestion.
The system has the ability to adapt to changing demand conditions. E.g., if
order arrival rates of some SKUs drop, pods containing those SKUs can be
relocated further away from the pick stations. This relocation frees up storage
locations near the pick stations for pods containing SKUs with high order
arrival rates. Pods can be relocated when returning from a workstation, hence
the inventory can be continually sorted in response to changing demand.
5.3 Related Work
To this date no detailed discrete event simulation based research has been
done for RMFS. Moreover, most research on RMFSs to date uses queueing
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Figure 5.2.2: A top view of an RMFS layout
networks to study design questions on the strategic level. This chapter aims
to close the gap by delivering insights about RMFS using a very detailed
simulation framework that integrates most dynamic effects an operator faces.
Next, we first outline the queuing network based research and close this
section with simulation based work.
Nigam et al. (2014) create queueing networks similar to earlier queueing
networks used for autonomous vehicle storage and retrieval systems (AVS/RS)
and automated storage and retrieval systems (AS/RS) (see Heragu et al.
(2011) and Roy et al. (2012)). Their queueing networks capture both pick
and replenishment operations but cannot model robot movement realistically.
They estimate the order throughput time for single-line orders. Lamballais
et al. (2017) create a different queueing network for both single- and multi-
line orders, with and without zoning in the storage area, that captures only
the pick operations, but that does include realistic robot movement. Their
model can accurately estimate the expected order cycle time, workstation
utilization and robot utilization. Lamballais et al. (2017) determine how the
storage area dimensions and the workstation placement around the storage
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area affect the maximum order throughput, by evaluating a large number of
possible designs. Lamballais et al. (2018b) develop a queueing network that
addresses problems on a tactical level. They show the effect of the number of
pods per SKU and of the replenishment level of a pod on order throughput,
and they show what the optimal ratio of the number of pick stations to the
number of replenishment stations is. They find that it is better to replenish
pods before they are entirely empty, even with multiple pods per SKU. Zou
et al. (2017) use semi-open queueing networks to analyze the policy for
assigning robots to pick stations. The authors find that the random policy is
significantly outperformed by the proposed handling-speeds-based assignment
rule when facing varying service rates of the pickers. Zou et al. (2018) build a
semi-open queueing network for evaluating the effects of battery management
in RMFS. The strategies of battery swapping, automated plug-in charging
and inductive charging at the pick station are compared. The authors come
to the conclusion that battery swapping is generally more expensive than
plug-in charging while inductive charging outperforms both in throughput
and costs, if robot prices and retrieval times are low.
Wurman & Enright (2011) and Wurman et al. (2008) mention several decision
problems on the operational level that they encountered in practice. One
of the few studies that address decision problems on the operational level is
by Boysen et al. (2017). They provide methods for optimally batching the
pick orders and sequencing both the pick orders and the pods transported to
the stations. They show that an optimized pick order processing requires
only half the number of robots that a pick order process based on simple
decision rules would need. Roodbergen et al. (2014) utilize a simulation
based approach in order to optimize the warehouse layout of a manual order
picking system for an industrial partner. The authors devise an integrated
approach taking on to certain design decisions as well as selecting control
policies. The simulation is thereby used “as a solution tool and an evaluation
system” (see Roodbergen et al. (2014)). Chen et al. (2010) use a simulation
based approach for evaluating the performance of policy sets for manual
order picking systems. The authors make use of DEA as a tool for obtaining
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a comparable performance indicator among the policy sets. Beckschäfer et al.
(2017) use a discrete event simulation approach, similar to the approach in
this chapter, for assessing storage policies for Automated Grid-based Storage
systems. The authors find that even simple strategies improve the system
efficiency, which encourages research on more complex strategies. Lamballais
et al. (2018a) develop a Markow decision process (MDP) model for addressing
the resource reallocation problem, i.e., the problem of deciding how many
workers and robots to allocate to the pick process and replenishment process
continually throughout time. The assumptions related to replenishment differ
strongly across the papers mentioned above, and the number of approaches
to replenishment in practical applications is diverse as well.
5.4 Decision Problems
This section introduces the decision problems considered in this chapter
and places them within the context of other decision problems in an RMFS.
Requests to the system occur via pick orders or replenishment orders. Upon
receipt, pallets are broken up into smaller parts consisting of multiple units
of one SKU. A replenishment order is a request to place one such part, i.e.
a number of units of one specific product, on a pod.
We structure the decisions at the operational level in four steps: (1) Order
Assignment (OA), the assignment of pick or replenishment orders to worksta-
tions, (2) Task Creation (TC), the creation of tasks for the robots, (3) Task
Allocation (TA), the allocation of tasks to robots, and (4) Path Planning
(PP), the creation of paths along which the robots will move. There are
two kinds of Order Assignment decisions: the assignment of pick orders to
pick stations, called the Pick Order Assignment (POA) problem, and the
assignment of replenishment orders to replenishment stations, called the
Replenishment Order Assignment (ROA) problem. In the second step, a
task is defined as transporting a specific pod to a specific workstation and
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Tactical Level - Decisions at start workweek, workday or shift
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Figure 5.4.1: Hierarchical overview of the decision problems and their
relations
back to a specific storage location. Therefore, for each workstation, the Task
Creation decision problem includes the two subproblems of (2.1) deciding
which pod to select for transportation, the Pod Selection (PS) decision prob-
lem, and (2.2) deciding at which storage location to return the pod, the
Pod Storage Assignment (PSA) decision problem. The Pod Selection (PS)
decision problem differs for the pick and replenishment process, because for
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the pick process the due times of the pick orders is important in selecting a
pod. Pod selection in the pick process is called Pick Pod Selection (PPS)
and pod selection in the replenishment process is called Replenishment Pod
Selection (RPS). Task Creation uses the pick order and replenishment order
assignments to select suitable pods and subsequently converts the requests for
the selected pods into tasks for pod transportation between the workstations
and the storage area. Task Allocation creates a trip by building a sequence
of tasks for the robots to execute. These sequenced tasks implicitly define
trips and serve as input for the Path Planning algorithms, where a path is
generated for a robot to follow.
Figure 5.4.1 shows an overview of the decision problems at the strategic,
tactical and operational level in an RMFS, with the problems addressed in
this chapter in bold. As can be seen in Figure 5.4.1, this chapter focuses
on decision problems at the operational level. We use the term “decision
rule” to refer to a fairly simple method to solve a decision problem. The
aim of this chapter is to evaluate several decision rules per decision problem.
Some decision rules may closely resemble common best practices, whereas
others may be more specific to RMFS. The Task Allocation decision problem
is intertwined with the Path Planning decision problem, which has been
addressed by Merschformann et al. (2017a). Therefore we do not consider
the Task Allocation and Path Planning decision problems. We do address
Pick Order Assignment (POA), Replenishment Order Assignment (ROA),
Pick Pod Selection (PPS), Replenishment Pod Selection (RPS), and Pod
Storage Assignment (PSA). For Pick Order Assignment, we assume there is a
constant backlog, and the pick stations are always filled to full capacity with
pick orders. Whenever a pick order is fulfilled and leaves its pick station, a
pick order has to be selected from the backlog and assigned to the pick station.
For replenishment orders, we assume that the sequence of replenishment
orders inbound to the system cannot be altered anymore. This assumption
resembles the situation in conventional conveyor-based material handling
components that do not allow sequence modification but only load routing.
Moreover, we aim to avoid taking decision problems outside of the system’s
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boundaries into account, e.g., different dispatching rules of preceding systems.
The replenishment stations have a finite capacity. If a replenishment order
arrives and multiple replenishment stations have capacity left, the ROA
decision rule determines to which replenishment station the replenishment
order is assigned. If no place is available, replenishment orders are put in
a replenishment order backlog. When a replenishment order is fulfilled at
one of the replenishment stations, a new replenishment order is chosen from
the replenishment order backlog according to the FCFS rule. Table 5.4.1
summarizes the decision problems addressed in this chapter.
At this point we also introduce the concept of “pile-on” (sometimes also
called “hit-rate”). Pile-on as a concept refers to the average number of units
that are picked from a pod every time a pod is presented to a picker at a pick
station. Pile-on as a metric measures the number of units (across all SKUs)
picked from a pod when presented to a picker at a pick station, averaged
across every visit of a pod to a pick station during the entire time horizon.
In other words, pile-on is measured in “units picked per pod visit to a pick
station”. The higher the pile-on is, the fewer pods need to be transported
between the pick stations and the storage area, which may reduce the number
of robots needed.
Table 5.4.1: Decision Problems
Abb. Name Description Trigger
POA Pick Order
Assignment
Choosing a pick order from the
backlog
When another pick order is fulfilled and leaves
the pick station, creating room for the next
pick order to be assigned
ROA Replenishment
Order Assignment
Selecting the replenishment sta-
tion for the next replenishment
order
When a replenishment order arrives at the sys-
tem and one or more replenishment stations
have capacity left
PPS Pick Pod Selection Selecting a pod to transport to a
pick station
When a robot working for a pick station needs
a new task
RPS Replenishment Pod Se-
lection
Select a pod for the next replen-
ishment order
Depends on the ROA decision rule
PSA Pod Storage
Assignment
Choosing a storage location for a
pod
When a pod leaves a workstation
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5.5 Decision Rules
To solve the operational problems, we define several decision rules per decision
problem that are evaluated in a realistic simulation. Several Path Planning
algorithms for the RMFS are compared in Merschformann et al. (2017a),
therefore this decision problem will not be addressed in this chapter. Thus,
we selected WHCA∗v, one of the best performing algorithms from the paper,
as the path planning engine for the simulation framework used in this chapter.
Additionally, we fix the Task Allocation algorithm to a simple method that
first assigns two-thirds of the robots to pick operations and the rest to
replenishment operations. Then, it aims to equally distribute the robots
across the respective stations. This means a robot will only do tasks related to
the station it is assigned to. This section will therefore only describe decision
rules for the Pick Order Assignment, Replenishment Order Assignment, Pick
Pod Selection, Replenishment Pod Selection and Pod Storage Assignment
decision problems.
While replenishment and pick operations are similar in the sense that high
throughput should be achieved with few resources, the main asymmetry
between both is that for the former the goal is to fill the inventory as quickly
as possible and for the latter to empty it as quickly as possible. This means
that for replenishment operations we aim to replenish pods fast to have them
available for pick operations early while preparing pod content such that it
allows for a high pile-on during pick operations. For pick operations we aim
to achieve a high pile-on and keeping trips short to fulfill as many orders as
possible while also considering due times of the pick orders. Furthermore,
we do not allow the sequence of replenishment orders to be modified. In
contrast, for pick orders we allow to arbitrarily choose one order from the
backlog. Lastly, pick orders have due times. All of this leads to different
strategies we focus on per decision problem, instead of fully symmetric rules
between pick and replenishment decision problems.
For a more precise description of some of the rules we introduce the notation
shown in Table 5.5.1.
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Table 5.5.1: Overview of the symbols used in the rule descriptions
Symbol Explanation
P Set of all pods
PIs Set of pods heading to station s
I Set of all SKUs
OB Set of pick orders in backlog
OSs Set of pick orders assigned to station s
C(p, i) Number of units of SKU i contained in pod p
L(o, i) Required units necessary to fulfill line i of order o
D(o, i) Remaining units necessary to fulfill line i of order o
tDo Due time of order o
tSo Time of assignment to the station of order o
t Time of deciding
5.5.1 Pick Order Assignment Rules
A pick station has to be chosen for every pick order submitted to the system
and the pick order itself has to be chosen from the order backlog. We consider
a pick order backlog of constant size, i.e., as soon as an order is removed from
the backlog a new one is generated to replace it. This and the immediate
replacement of orders completed at a station lead to only one option available
to assign any pick order to: the slot of the just completed order. Hence, the
choice of station is not a degree of freedom. The rare occasions of multiple
orders to be completed at the same time are handled by assigning the orders
to the pick stations randomly. Hence, we only investigate rules for selecting
the next pick order from the backlog to fill the only open slot at a station.
We devise six rules to solve this problem: “Random”, “FCFS”, “Due-Time”,
“Fast-Lane”, “Common-Lines” and “Pod-Match”:
Random The Random rule randomly selects a next pick order from the
backlog and is used as a benchmark.
FCFS The FCFS rule assigns the pick order that was first received. The
rationale behind this is to keep pick order throughput times short.
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Due-Time The Due-Time rule selects the pick order with the earliest due
time from the backlog and assigns it to a station. This is a greedy
approach aiming to finish the pick orders before their deadline.
Fast-Lane The Fast-Lane rule randomly selects a pick order from the backlog
like the Random rule, but keeps one slot at each pick station open for
immediately completable pick orders. I.e., only pick orders (o), for
whom all lines and all units of inventory are available on the next pod
(pn) will be assigned to this station’s “fast-lane” order slot (see Equation
5.1). Thus, orders assigned to the “fast-lane” slot are processed shortly
after assignment. The next pod of the station is either a not completely
processed pod the picker is currently working on or the next pod in
the station’s queue, if no such pod is available. In cases where no pod
reached the station’s queue yet, we consider the pod with the shortest
remaining path to estimate the next pod. When facing multiple options
we use a random tie-breaker. Note that this rule can be combined with
any other proposed POA rule. The reason we combine it with random
selection is to better assess the impact of the idea itself.
∀i ∈ I : L(o, i) ≤ C(pn, i) (5.1)
Common-Lines The Common-Lines rule compares the station’s (s) currently
assigned pick orders with all orders from the backlog and selects the
one with most lines in common for assignment (see Equation 5.2).
The rationale behind this is to increase pile-on by exploiting synergies
among the pick orders. When facing multiple options we use a random
tie-breaker.
argmax
o∈OB
∑
o′∈OSs
∑
i∈I
1 L(o, i) > 0 ∧ L(o′, i) > 00 otherwise
 (5.2)
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Pod-Match The Pod-Match rule selects the pick order from the backlog
that matches best the pods heading to the station (s) at the moment
of assignment best. I.e., the more units of the pick order are already
available in the pods the better the match (see Equation 5.3). When
facing multiple options we use a random tie-breaker.
argmax
o∈OB
∑
p∈PIs
∑
i∈I
(min (C(p, i), D(o, i))) (5.3)
5.5.2 Replenishment Order Assignment Rules
As a result of the assumptions that replenishment orders arrive in a fixed
sequence, we investigate only two different approaches for assigning replenish-
ment orders to the stations, i.e., immediate Random assignment and batching
of customer orders that go on the same pod. Hence, we construct two rules
for replenishment assignment: “Random” and “Pod-Batch”:
Random The Random rule randomly selects a next station with sufficient
remaining capacity to allocate incoming replenishment orders to. If no
such station is available, the order will wait until one becomes available
again.
Pod-Batch The Pod-Batch rule tries to use a pod already selected to go to
a replenishment station for assigning the next replenishment order. In
other words, the Pod-Batch rule first waits for the Replenishment Pod
Selection (Section 5.5.4) rule to decide which orders are assigned to
which pod, and then uses the same replenishment station for the orders
of one pod. If the replenishment orders do not fit one station, they
wait until a station with sufficient capacity becomes available. During
this time all consecutive orders are also blocked, because the sequence
cannot be altered.
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5.5.3 Pick Pod Selection Rules
Every time a robot working for a pick station s requests a next task, a pod
suitable for picking at pick station s must be selected. We require for all rules
that at least one unit can be picked from the pod. This means that no pod is
brought to a station completely in vain and additionally it implies a pile-on
of at least 1. The six PPS rules used in this chapter are the “Random”,
“Nearest”, “Pile-on”, “Demand”, “Lateness”, and “Age” rules:
Random The Random rule randomly selects a pod that offers at least one
useful unit for picking.
Nearest The Nearest rule selects the pod which has the least estimated path
time towards the station according to the path planning algorithm and
that offers at least one useful unit for picking.
Pile-on The Pile-on rule selects the pod that offers most units necessary to
fulfill the orders at the station (see Equation 5.4). Ties are broken by
favoring pods with which more orders can be completed. If ties still
persist, they are broken randomly.
argmax
p∈P
∑
i∈I
∑
o∈OSs
(min (C(p, i), D(o, i))) (5.4)
Demand The Demand rule selects the pod whose content is most demanded
considering the current pick order backlog situation, i.e. the pod with
most units demanded in the backlog is chosen (see Equation 5.5). Ties
are broken randomly.
argmax
p∈P
∑
i∈I
∑
o∈OB
min (C(p, i), D(o, i)) (5.5)
Lateness The Lateness rule aims to finish late pick orders by selecting a pod
that offers units needed to fulfill open order lines with most lateness
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at the station, i.e., for one order the time the order is late is summed
as fractions of the open picks (see Equation 5.6). If no order is late,
the resulting ties are broken by using the same metric but replacing
max
(
t− tDo , 0
)
with tDo , thus, selecting pods for orders whose due times
are most imminent.
argmax
p∈P
∑
i∈I
∑
o∈OSs
(
min (C(p, i), D(o, i))∑
i′∈I D(o, i′)
max
(
t− tDo , 0
))
(5.6)
Age The Age rule aims to finish the oldest pick orders of a station by
selecting a pod that offers units needed to fulfill the oldest open order
lines, i.e. for one order the time the order spent assigned to the station
is summed as fractions of the open picks (see Equation 5.7)
argmax
p∈P
∑
i∈I
∑
o∈OSs
(
min (C(p, i), D(o, i))∑
i′∈I D(o, i′)
(
t− tSo
))
(5.7)
5.5.4 Replenishment Pod Selection Rules
For every replenishment order, a suitable pod with sufficient remaining
storage capacity needs to be chosen. The decision is taken right before the
replenishment order is assigned to a replenishment station. Depending on
the selected ROA and RPS rules both are either invoked simultaneously
or, if there is a dependency between the two, one after the other. An
example for the latter case is the combination of the PodBatch ROA rule
with the Emptiest RPS rule, because the PodBatch rule relies on an already
selected pod for the replenishment order. Since Replenishment Pod Selection
determines the composition of the pods, it offers many possibilities to create
pods with different features, e.g. high frequency pods that combine frequently
ordered products, or family-based pods combining products that are often
ordered together. If all replenishment orders assigned to the same pod are
assigned to the same replenishment station, only one trip is necessary to
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place all replenishment orders on the pod, which reduces the number of robot
movements.
The five RPS rules used in this chapter are the “Random”, “Emptiest”,
“Nearest”, “Least-Demand” and “Class” rules:
Random The Random rule selects a random pod with sufficient remaining
capacity.
Emptiest The Emptiest rule assigns replenishment orders to the emptiest
pod and reuses the same pod for subsequent replenishment orders until
it is full or used at a station.
Nearest The Nearest rule assigns an incoming replenishment order to the
nearest pod with sufficient remaining capacity.
Least-Demand With the Least-Demand rule an incoming replenishment
order is assigned to the pod currently offering the least demanded
inventory, i.e. the pod with the least units offered when compared
to the aggregated demand by assigned and backlogged pick orders
is selected. Thus, this pod is not useful for pick-operations at the
time of selection and by this it is not disadvantageous to block it for
replenishment operations.
Class The Class rule assigns incoming replenishment orders to a pod of the
same class as the replenishment order, i.e. fast moving SKUs to pods
with other fast moving SKUs. The classes are built by a background
mechanism for which the cumulative relative amount of pods per class
are given. In the experiments for this chapter we use “0.1, 0.3, 1.0”, i.e.,
three classes where the first class holds 10 % of the pods for the highest
frequency SKUs, the second class holds 20 % and the last class holds
the remaining ones, which are the ones with the lowest frequency SKUs.
To assign a replenishment order of a certain class, the emptiest pod is
selected from the pods of that particular class. Similar to the Emptiest
rule, a selected pod is used for the subsequent incoming replenishment
orders of the same class until no more replenishment orders fit the
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pod or until the respective pod completes its visit to a replenishment
station.
5.5.5 Pod Storage Assignment Rules
For each pod an unoccupied storage location has to be selected, every time
after visiting a pick or replenishment station. PSA is an important aspect of
the RMFS, because being able to change the storage location of pods after
every visit to a workstation is what makes continuous automatic sorting
possible. For PSA, five decision rules are examined, namely the “Random”,
“Fixed”, “Nearest”, “Station-Based” and “Class” rules.
Random The Random rule chooses a random free storage location.
Fixed The Fixed rule maintains the initially assigned storage location for all
pods.
Nearest The Nearest rule stores pods at the nearest unoccupied storage
location in terms of shortest estimated path time. This path time
is determined using an A∗ algorithm that takes the time needed for
turning the robot (with or without pod) into account.
Station-Based The Station-based rule is a variant on the Nearest rule, i.e.
instead of bringing the pod to a storage location that is nearest to
the robot’s position the storage location with shortest path time to a
pick station is selected. The greatest difference with the Nearest rule
is in the storage locations chosen for pods returning from a visit to a
replenishment station.
Class The Class rule brings pods back to storage locations of the same
class, where classes are constructed in a similar fashion as in the RPS
decision problem, but based on the shortest path time to a pick station.
Within a class, a storage location for a pod is selected analogously to
the Nearest rule.
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Table 5.5.2 provides an overview of the decision rules per decision problem and
shows how the decision rules are labeled across decision problems. Note that
choosing a rule for one decision problem may jeopardize strategies chosen for
others. For example, a random Pick Order Assignment may have a negative
impact on a Turnover-based approach for assigning replenishment orders to
storage locations, because it does not respect the units currently positioned
near the pick station while assigning orders to it. Hence, a selection respecting
mutual influences has to be done to provide an efficient compilation of rules
that is able to adequately overcome the planning problems in such a system.
Table 5.5.2: Overview of the Decision Rules per Decision Problem
Decision Problem Decision Rules
POA Random, FCFS, Due-Time, Fast-Lane, Common-Lines, Pod-Match
ROA Random, Pod-Batch
PPS Random, Nearest, Pile-on, Demand, Lateness, Age
RPS Random, Emptiest, Nearest, Least-Demand, Class
PSA Random, Fixed, Nearest, Station-Based, Class
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(a) Overview of the simulation process. (b) Visualization screenshot
Figure 5.6.1: RAWSim-O simulation framework
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We use a simulation framework, called “RAWSim-O”, which is especially
written for RMFSs and was inspired by the work of Hazard et al. (2006b). A
more detailed description of the framework can be found in Merschformann
et al. (2017b), while the source code is available at https://github.com/
merschformann/RAWSim-O. Similar to Hazard et al. (2006b), we use an
agent-based and event-driven simulation focusing at a detailed view of the
system. The basic simulation process is managed by the core simulator
instance (see Figure 5.6.1a), which is responsible for obtaining the next
event and updating the agents. Agents can either represent real entities
like robots and stations or virtual entities like process managers, e.g. for
emulating order processes. Every decision that has to be made is passed to
the corresponding controller. The controller can either immediately decide
or can buffer multiple requests in order to optimize and release the decision
later on. However, in this chapter we only consider ad-hoc decision rules
with the former approach. To allow visual feedback, the ongoing simulation
can optionally be rendered in 2D and 3D. The implementation was done in
C#.
The level of detail of the simulation is especially high for the simulated
movement behavior of the robots. We consider the robot’s momentum by
emulating acceleration and deceleration behavior, collision avoidance and
turning speed (see Table 5.7.2). The emulation employs a continuous time-
horizon. The times for activities other than robot movement, e.g. lifting or
storing a pod, or picking one unit at a pick station, are constant (see Table
5.7.2). The waypoints allow the emulated robot behavior to match real robot
behaviour. Robots that do not carry a pod can traverse underneath stored
pods by using the waypoints at which the pods are stored. Furthermore, in
the buffers of the workstations, robots can take short-cuts if the buffer is
(partially) empty.
Information about the system’s state is tracked in a high level of detail,
because some decision rules differ with regard to the information they require.
For example, all pods and all units on all pods are tracked exactly. Incoming
information is divided into a static and a dynamic category. Static information
174 Decision Rules
includes everything describing a system instance and is completely given
at start. Static information therefore includes the number and composition
of pick stations and replenishment stations, the pods, the robots, and the
waypoint system used for robot navigation. All of the decision rules proposed
in this chapter differ in their computational complexity and therefore also in
the computational time they require to reach decision. They are, however,
simple enough to be considered as ad-hoc decisions even for large system
sizes.
In contrast to static information, the dynamic information is not completely
known beforehand, but becomes available over time. This is the case for
incoming pick orders and replenishment orders submitted to the system over
time by external processes. While each replenishment order consists of a
number of physical units of one SKU, each pick order consists of a set of
order lines, each for one SKU, with corresponding units necessary to fulfill
the line. We assume for both pick and replenishment orders, that there is a
constant order backlog. A constant order backlog means that when an order
from the backlog is assigned to a workstation, it is immediately replaced by
a newly generated order. By keeping the order backlogs constant, we aim
to analyze the system’s behavior under constant pressure. However, it also
leads to the phenomenon that the system’s storage space utilization (utilized
space divided by total space available) in the storage area is affected by the
performance of the decision rules controlling it, because no further virtual
manager steers the process. E.g., if a combination of rules is replenishing
quickly, the storage space utilization will increase. In contrast, it will decrease,
if the rules are replenishing slowly. Situations in which the storage space
utilization is nearing 100%, and only few storage places for new replenishment
orders are available, lead to an inefficient replenishment process. To avoid
such situations, we pause replenishment order generation, if storage space
utilization exceeds 85 % and it is continued after it drops below 65 % again.
Analogously, we pause the pick order generation, if storage space utilization
drops below 10 % and resume after it exceeds 60 % again. The latter is
done to avoid draining the inventory completely. Since in both cases either
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the replenishment stations or the pick stations will become inactive due to
no further orders to process, the robots will be reassigned to the remaining
active stations. This redistribution of robots across the active stations is
done at any time a station becomes active or inactive, i.e. at the beginning
and end of order generation pauses.
If a new replenishment order is received, first the rules for ROA and RPS
are responsible for choosing a replenishment station and a pod (see Figure
5.6.2). The time the decision is taken depends on the active rules. The
execution of the assignment can earliest be done as soon as there is sufficient
capacity on a pod and a station available. The commit of the assignment
technically results in an insertion request (shown as red cylinders), i.e. a
request that requires a robot to bring the pod to the workstation. Multiple
of these requests are then combined to an insertion task and assigned to a
robot by a TA rule. Similarly, after the POA rule selects a pick order from
the backlog and the assignment is committed to a pick station, an extraction
request (shown as blue cylinders) is generated, i.e. a request that requires
bringing a suitable pod to the chosen station. Up to this point, the physical
units of SKUs for fulfilling the pick order are not yet chosen. Instead, the
decision is postponed and taken right before combining different requests to
extraction tasks by PPS and assigning them to robots by TA. This allows
the implemented rules to exploit more information when choosing a pod
for picking. Hence, we consider PPS as a decision closely interlinked with
TA. Furthermore, the system generates store requests (shown as orange
cylinders) each time a pod has to be transported to a storage location. The
PSA rule only decides the storage location for a pod that is not needed
anymore and has to be returned to the storage area. If all requests are
already being handled by other robots, the robot will be assigned an idle
task, thus, the robot dwells at a dwelling point until needed. Dwelling points
can be used to reduce congestion effects if there are only a few active stations
compared to the number of robots, e.g. robots waiting at a storage location
block others that try to pass by. For this, the robot will park at a free
storage location to avoid causing conflicts with other robots. The dwell point
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policy uses locations in the middle of the storage area to avoid blocking
prominent storage locations next to the stations. Another type of task would
be charging, which is necessary when robots run low on battery, however, in
this chapter we assume the battery capacity to be infinite, so this type of
task is ignored. All of the tasks result in trips (shown as green cylinders),
which are planned by a path planning algorithm and executed by the robots.
The only exception is when a pod can be used for another task at the same
station. The trips are planned by a PP algorithm and the resulting paths
are executed by the robots. Figure 5.6.2 shows an abstract overview of these
dependencies. The exact times at which the decisions are taken depend
on the respective rules, e.g. the Pod-Batch ROA rule assigns a batch of
replenishment orders to the first pick station offering sufficient space while
the Random ROA rule immediately assigns single replenishment orders to
the first station with sufficient capacity available. However, all of the rules
have in common that they make assignments greedily while adhering to
certain capacity constraints (station capacity, pod capacity, etc.).
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Figure 5.6.2: Order of decisions to be done induced by receiving pick and
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5.7 Evaluation Framework
This section describes the evaluation framework used to carry out the research
in this chapter. Two central concepts to the evaluation framework are the
Rule Configuration (RC) and the Warehouse Scenario (WS). The RC specifies
for each decision problem, which decision rule is used. The WS specifies
the warehouse layout, number of robots, number of workstations, number
of SKUs, whether or not return orders are part of the operations of the
warehouse, and pick order size. During one simulation run the RC and WS
do not change, so they can be seen as an input to a simulation run.
The evaluation framework consists of two phases, one varying the RCs, the
other varying the WSs. Phase 1 evaluates all 1620 possible RCs on one WS.
For phase 1, we compare eight performance measures: (1) unit throughput
rate, (2) pick order throughput rate, (3) order turnover time, (4) distance
traveled per robot, (5) order offset, (6) fraction of orders that are late, (7)
pile-on (8) the pick station idle time. Unit throughput rate is the number of
picked units of all SKUs per hour. Pick order throughput rate is the number
of pick orders fulfilled per hour. Order turnover time is the average time
between submitting a pick order to the backlog and fulfilling it. Order offset
is the average time between the due time and the completion time of the pick
orders. Thus, a value smaller than zero shows how much in advance pick
orders are completed. The rationale behind this is that follow-up processes
at the distribution center are not deterministic, hence, pick orders completed
earlier may improve the overall service level. The pick station idle time is
measured as an average across all pick stations in the system.
Phase 1 selects the RCs with the highest unit throughput rate. However,
among these selected best RCs, the variety in the decision rules may be low.
For a particular decision problem, all of the selected RCs may use the same
decision rule. To ensure more diversity in the RCs in phase 2, we define
6 so-called “benchmark RCs”, see Table 5.7.1. The benchmark RCs were
chosen such, that all decision rules across all decision problems appear in at
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least one of the benchmark RCs. Each benchmark RC has been given a name
that reflects a characteristic that the decision rules have most in common.
Table 5.7.1: Benchmark RCs
Benchmark RC POA ROA PPS RPS PSA
Demand Due-Time Pod-Batch Demand Least-Demand Fixed
Speed Fast-Lane Pod-Batch Lateness Emptiest Nearest
Nearest FCFS Random Nearest Nearest Nearest
Class Common-Lines Pod-Batch Age Class Class
Greedy Pod-Match Pod-Batch Pile-on Emptiest Station-Based
Random Random Random Random Random Random
Phase 2 evaluates the selected RCs from phase 1 and the benchmark RCs,
while varying the warehouse scenarios. Since we are specifically interested
in the efficiency of RCs, we neglect layout decisions in this chapter. Thus,
we choose one specific layout, using the style described in Section 5.2. The
concrete layout instance comprises 1149 pods and 1352 storage locations
( 85% filled) and is shown in Figure 5.7.1. When varying the number of pick
stations during phase 2 we add workstations in the order given in Figure
5.7.1.
5.7.1 Parameters
In the following we describe the used parameters in more detail. The
parameters shared for both phases are outlined in Table 5.7.2. We set a
continuous simulation horizon of 48 hours in order to decrease the impact of
side effects like recurring replenishment overflows, which cause replenishment
pauses described previously. Within a duration of 48 hours we observe
sufficient repetitions of such patterns to achieve a reasonable mitigation of
these side effects.
Furthermore, for each RC and WS combination in phase 1 and in phase 2
we conduct 10 runs to lessen the effect of randomness. To keep the system
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Figure 5.7.1: Top view of the layout, including pick station indices, with
the storage area in the middle, replenishment stations to the left, and pick
stations to the right
under continuous pressure, like described above, we keep a constant pick
and replenishment order backlog of 200 orders each. At simulation start
inventory is generated until 70 % overall storage utilization to avoid cold
starting the system. This is done using the same process used for generating
replenishment orders during simulation and using assignment rules suiting
the respective RPS rule in place. The storage capacity of a pod is set to
500 slots while the storage consumption of one SKU unit is drawn from a
uniform distribution between 2 and 8 slots, thus, a full pod contains 100
units in average. The popularity of the SKUs is determined by drawing a
value from an exponential distribution with parameter λ = 12 for each SKU to
emulate a typical ABC curve in e-commerce. This popularity is the relative
frequency parameter between all SKUs, thus, the frequency (if divided by
the sum of all frequencies) is the probability of choosing a particular SKU
when generating an order line for both replenishment and pick orders. One
replenishment order restocks between 4 and 12 units of one SKU following a
uniform distribution. To emulate due times we distinguish between priority
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and normal orders that have to be completed in 30 minutes respectively 120
minutes. This reflects the need for preferring important orders.
The movement behavior of the robots is emulated by using a maximum
velocity of 1.5ms with acceleration and deceleration rates of 0.5
m
s2 . We set
the rotational speed to 45pi
rad
s , i.e., 2.5s for a full turn. Turning takes the
same amount of time regardless of whether a robot is carrying a pod. The
time for lifting and setting down a pod is set to 3s. This should reflect the
capabilities of mobile robots used in similar industry applications reasonably
close. For the actual pick operation of one unit at a pick station we assume
a constant time of 8s. The complete time for handling one unit including
additional operations, like putting the product unit in the correct pick order
tote, is set to 15s. This distinction is considered to allow for an early release
of the robot, such that no unnecessary robot waiting times are caused. This
is not distinguished for replenishment operations, since we assume that a
robot can only leave after fully completing the put operation to the pod.
The time of a put operation of one replenishment order is set to 20s.
The parameters in Table 5.7.2 are shared across all conducted experiments,
while the parameters in Table 5.7.3 are depending on phase and scenario. For
the first phase we assess all possible RCs for one fixed warehouse scenario.
Note that the RPS rule Nearest and the ROA rule Pod-Batch both wait
for the other one to decide first leading to no decision at all, hence, the
combination of these rules is forbidden. For the fixed warehouse scenario we
set the number of robots to 4 per pick station, i.e. 8 robots in the system at
whole. Furthermore, we set the number of pick stations to 2, the number
of SKUs to 1000 and exclude the processing of return orders. The order
setting is set to Mixed. This means the number of lines per pick order
and the number of units per order line are generated following truncated
normal distributions with parameters shown in Table 5.7.3. This is done to
resemble e-commerce pick order characteristics of generally small orders with
occasional larger ones in between.
Equation (5.8) shows that phase 1 has 1620 RCs, and since phase 1 has 1
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Table 5.7.2: Parameters shared across all simulations
Parameter Value
Simulation
Simulated duration of warehouse operations 48 hours
Number of simulation repetitions 10 repetitions
Size of pick order backlog 200 pick orders
Size of repl. order backlog 200 repl. orders
Layout 1149 pods, 1352 storage locations in 2× 4 blocks,
12 aisles and 12
cross-aisles
Orders
Number of units per repl. order uniform distribution between 4 and 12 units
Amount of priority orders in pick orders 20 %
Priority pick order due time backlog submission time + 30 min.
Normal pick order due time backlog submission time + 120 min.
Threshold when pick order generation starts 60% of inventory capacity of the storage area
Threshold when pick order generation stops 10% of inventory capacity of the storage area
Threshold when repl. order generation starts 65% of inventory capacity of the storage area
Threshold when repl. order generation stops 85% of inventory capacity of the storage area
Inventory
Initial inventory in the storage area 70% of the inventory capacity of the storage area
Space on a pod 500 slots
SKU frequency / popularity Exponential distribution, λ = 12SKU size uniform distribution between 2 and 8 slots
Robot movement
Robot acceleration/deceleration 0.5m
s2
Robot maximum velocity 1.5m
sTime needed for a full turn of a robot 2.5s
Time needed for lifting and storing a pod 3s
Time needed for picking a unit 8s
Time needed for handling a unit at pick station 15s
Time needed for putting a repl. order on a pod 20s
Stations
Repl. station capacity two times pod capacity
Pick station capacity 8 pick orders
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WS and 10 runs are conducted per RC and WS combination, this results in
16200 simulation runs for phase 2. Phase 2 has 10 RCs (see Table 5.7.3) and
Equation (5.8) shows that it has 360 WSs, which together with 10 runs per
RC and WS combination leads to 36000 simulation runs for phase 2.
#RC in phase 1 =
∣∣ {ROA} × {POA} × {RPS} × {PPS} × {PSA} \
{(roa, poa, rps, pps, psa) | (roa = Pod-Batch) ∧ (rps = Nearest)} ∣∣
= 1620
(5.8)
#WS in phase 2 =
∣∣ {# pick station} × {robots per pick station}
×{# of SKUs} × {return orders} × {pick order size} ∣∣
= 6× 5× 2× 2× 3 = 360
(5.9)
For phase 2 we limit the RCs to the 6 benchmark RCs and the 4 best ones
from phase 1, i.e., the 4 RCs with highest throughput rate. Moreover, we
vary the number of pick stations from 1 through 6 and the number of robots
per pick station from 2 through 6. This leads to a range from 2 robots in the
system to 36 robots across all WSs. In addition to WSs with 1000 SKU, we
also assess WSs with 10000 SKUs stored in the system. For the order size
we define two additional settings of small and large orders. For the Small
pick order size, only single line / single unit pick orders are generated. For
the Large pick order size, the distributions from the Mixed order setting are
used but the min parameter for both is set to 2. Lastly, in WSs where we
emulate the processing of return orders, 30 % of the generated replenishment
orders are single unit. The total number of RC and WS combinations for
the phase 2 is therefore 3600, which leads to 36000 simulation runs.
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Table 5.7.3: Varied parameters for phase 1 and 2
Parameter Phase 1 values Phase 2 values
Rule configurations
(RCs) 1620 RCs 6 Benchmark RCs
+ 4 best RCs from phase 1
Number of pick
stations 2 1, 2, 3, 4, 5, 6
Robots per pick
station 4 2, 3, 4, 5, 6
Number of SKUs 1000 1000, 10000
Return orders 0 % 0 %, 30 %
Pick order size
Mixed - line & unit
distributions:
µ = 1, σ = 1,min =
1,max = 4
µ = 1, σ = 0.3,min =
1,max = 3
Small - line & unit
distributions:
min = 1,max = 1
min = 1,max = 1
Mixed - line & unit
distributions:
µ = 1, σ = 1,min =
1,max = 4
µ = 1, σ = 0.3,min =
1,max = 3
Large - line & unit
distributions:
µ = 1, σ = 1,min =
2,max = 4
µ = 1, σ = 0.3,min =
2,max = 3
# RC 1620 10
# WS 1 360
# RC×WS 1620 3600
# simulation runs 16200 36000
5.8 Computational Results
This section shows the results from phase 1 and phase 2 of the evaluation
framework. Throughout this section, the unit throughput rate is presented
as a percentage of the upper bound on the unit throughput rate. The unit
throughput rate is presented in this way to facilitate interpretation and
comparison of results across experiments. Moreover, the RMFS is supposed
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to have high pick rates as it eliminates the need of walking for the workers,
while the robots are supposed to supply the pickers with a constant stream
of pods to pick from. Presenting the unit throughput rate as a percentage
shows clearly to what extent these aims are achieved. The upper bound
is discussed in more detail in Appendix 5.A. The length of the confidence
intervals is always less than 1% of the mean, based on 10 runs per RC and
WS combination, and therefore does not add much information.
5.8.1 Phase 1
Table 5.8.1: Correlations between the different performance measures for
first phase
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Unit throughput 0.556 0.189 - - - - - - - -
Order throughput 241.963 82.234 1.000 - - - - - - -
Order turnover time 3549.625 1220.445 -0.950 -0.950 - - - - - -
Distance traveled 122598.768 19433.860 -0.952 -0.952 0.880 - - - - -
Order offset -2565.458 1224.985 -0.950 -0.950 1.000 0.880 - - - -
Late orders 0.187 0.115 -0.590 -0.591 0.685 0.549 0.684 - - -
Pile-on 2.438 1.450 0.899 0.899 -0.802 -0.796 -0.802 -0.448 - -
Station idle time 0.450 0.186 -1.000 -1.000 0.950 0.952 0.950 0.591 -0.899 -
The first phase aims to investigate throughput performance and the impact
per decision problem of decision rules on throughput. Furthermore, we
assess the behavior of the different output measures depending on decision
rule selection. For this, Table 5.8.1 shows how across these simulations the
seven previously introduced performance measures correlate with each other.
At first, we can observe that as the unit throughput rate score improves,
the other performance measures improve as well. As the unit throughput
rate score increases, pick order throughput rate and pile-on increase as well,
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whereas the order turnover time, the distance that robots travel, the order
offset, the fraction of orders that miss their due time, and the station idle
time decreases. Although it is not clear what the exact causal relationships
are, the correlations suggest that pile-on and the distance traveled by the
robots are the main drivers behind these improvements. With higher pile-on,
more units are picked per pod, so order lines are fulfilled more quickly and
fewer trips are needed to fulfill the pick orders. This also causes longer
processing times for each pod at the pick station, which in turn increases the
time for the next robot to queue and become ready at the station. In other
words: a more continuous input of inventory at the pick station is achieved.
Additionally, fewer trips for the pick process free up robots to do more
replenishment tasks. With less distance traveled by the robots we expect
pods to be presented at the pick stations more continuously. Similar to the
pile-on this effect enables more continuous picking, which in turn increases
the overall unit throughput rate. Both measures, pile-on and the traveled
distance, are intermediate measures affected by the choice of strategy for
the different decision problems, i.e., a better score in both helps decreasing
the idle time at the stations, which in turn helps increasing the throughput.
An increased throughput, in the constant pick order backlog setting of the
simulation, also decreases the turnover time of pick orders and the due time
offset. Only the number of orders being late is not strongly correlated with
the two main throughput drivers. The two main throughput drivers can also
be observed when looking at a scatter plot of all simulation runs of the first
phase (see Figure 5.8.1). Here we can see the best results in unit throughput
rate score are achieved with a high pile-on and less distance traveled per
robot. The group of simulation runs with least distance traveled per bot
and a pile-on around 4 are RCs involving the Nearest PPS rule, while the
simulation runs with highest pile-on (greater 5) at the top of the plot are
RCs involving the Demand PPS rule. In both groups we find runs with the
highest unit throughput rate score, hence, a higher throughput is not only
achieved by a high pile-on. In particular within the top ten RCs in terms of
unit throughput rate score the pile-on ranges between 3.84 and 6.36, while
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the distance traveled per bot ranges between 68.04 km to 80.36 km. Hence,
pile-on and the traveled distance enable higher throughput, but may also
compensate for each other. This is particularly interesting, because both
come at operational costs. For traveled distance this is energy consumption
and robot wear, while for pile-on it may be costs arising from potentially
more complex replenishment processes. Furthermore, within both groups
better results are obtained with RCs also involving the Pod-Match POA rule,
which causes an additional boost in pile-on.
In Figure 5.8.1 we also observe a ’cutoff’ of simulation runs in the upper
right and bottom left areas. This can be explained by the longer handling
time at the station resulting from a higher pile-on. I.e., the longer a robot
needs to wait at a station for the picking to finish the less it can travel in the
meantime. Thus, rules increasing pile-on may help reducing the necessary
travel distance, and by this also robot wear and energy consumption.
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Figure 5.8.1: Scatter plot for pile-on vs. traveled distance per robot colored
by the achieved throughput rate score for all simulation runs of the first
phase
The pick order throughput rate is neglected completely in the remainder of
this chapter, because it almost completely aligns with the unit throughput
rate score. The reason for this is the constant backlog of 200 pick orders over
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48 hours: with a pick order throughput rate of 241.963 completed orders per
hour in average, omitting certain pick orders is almost impossible. Hence, we
cannot observe a potential temporary throughput gain by preferring smaller
or larger orders. In order to investigate the trade-off between picking many
units and completing more pick orders an experiment with a fixed set of
backlogged pick orders over a fixed period of time should be devised. For this,
the possibly tedious processing of leftover pick orders, which are presumably
harder to pick quickly, needs to be investigated.
Table 5.8.2: Average unit throughput rates as percentages of the upper
bound for all rules, together with the best / worst performance multiplier
per decision problem
Mult.
( best
worst
)
POA Common-Lines Due-Time Fast-Lane FCFS Pod-Match Random
50.93% 41.93% 76.13% 41.81% 81.18% 41.71% 1.946
ROA Random Pod-Batch
53.71% 57.99% 1.080
PPS Age Demand Lateness Nearest Pile-on Random
61.50% 52.70% 48.63% 62.16% 59.82% 48.88% 1.278
RPS Class Nearest Emptiest Least-Demand Random
56.16% 58.42% 59.63% 57.71% 47.56% 1.254
PSA Class Fixed Nearest Random Station-Based
55.91% 54.08% 58.79% 53.60% 55.70% 1.097
Table 5.8.2 shows for each decision problem the unit throughput rate score
for each of the decision rules, averaged across all simulations in phase 1. We
calculate the multiplier by dividing the highest unit throughput rate by the
lowest. As the multiplier in unit throughput rates is rather large for the POA
decision problem, system integrators and RMFS suppliers may benefit from
carefully selecting a POA decision rule and from investigating better decision
rules for this decision problem. The multiplier for the Replenishment Order
Assignment is near 1, indicating that using a different decision rule does not
offer much performance improvements. However, we note that we keep the
sequence of incoming replenishment orders fixed at all times, which limits
improvement potential. Nevertheless, we expect limited degrees-of-freedom
in replenishment operations to be more realistic, because the sequence will
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typically be a result of preceding operations or systems. Moreover, the limited
number of replenishment stations diminishes the impact of ROA decision
rules even more. Furthermore, the impact of the Pod Storage Assignment
selection rule seems to be fairly low. This may be a reason of the quite small
layout. We expect the impact of PSA decision rules to increase with the
size of the instance layout, because the effect on the traveled distance would
grow by a large amount.
Figure 5.8.2: Unit throughput rate performance of all runs grouped per
rule
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In the following we analyze the achieved throughput performance per decision
rule. For this, Figure 5.8.2 shows the box-plots of unit throughput rate scores
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for each decision problem grouped per decision rule. The boundaries of the
boxes are determined by the upper and lower quartile while the line in the
middle indicates the median value. The whiskers extend from the boxes to
the minimum and maximum values. The first observation is that throughput
performance of the RMFS is most sensitive to the choice of POA decision rule
among the defined decision rules. This aligns with the previously observed
correlations, because the choice of POA immediately affects the pile-on,
which is identified as a major performance driver. The best performing POA
strategies are FastLane and PodMatch, which both look at the incoming
pods at a pick station when assigning new pick orders from the backlog. This
suggests that a strategy aligning pick orders with the content of incoming
pods seems most promising for throughput efficiency. This backs up the
findings of Boysen et al. (2017). Although the Common-Lines rule exploits
a similar greedy strategy, it achieves substantially less throughput. Hence,
only matching pick orders to each other but not to the content of the pods
squanders throughput capabilities of the system. All other POA decision
rules achieve similar throughput performance, since they do not consider
order characteristics that would affect pile-on or traveled distance.
When looking at the PPS rule box-plots the average best throughput perfor-
mance with least variance is achieved by the Age, Nearest and Pile-on rules.
All of them focus either on maximizing the pile-on or minimizing the traveled
distance. Although the Age rule does only indirectly maximize pile-on, it
achieves a higher average pile-on of 2.92 among all RCs containing it than the
actual Pile-on rule, which achieves an average pile-on of 2.79. The Demand
rule has the highest spread across PPS rules with a very low median, but also
provides some top performing RCs (see Table 5.8.3). This suggests that the
throughput performance of the rule has a higher dependency on the selection
of other rules.
Although the variation among the ROA decision rules is small, we observe
a slightly better throughput performance by the Pod-Batch rule. This is a
reason of the smaller number of trips necessary when batching replenishment
orders.
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Many of the top performing RCs contain the Emptiest or Closest RPS deci-
sion rule. The main reason for the good throughput performance again seems
to rely on fewer and shorter trips. The Emptiest rule decreases the number of
trips, because more replenishment orders are stored in pods at once until it is
full. E.g., only 31.03 % pods need to be brought to replenishment stations in
average when compared to the Random rule. The Closest rule benefits from
a similar effect since the same (closest) pod is used for further replenishment
orders even while it is already approaching. Furthermore, Closest decreases
the distance per replenishment trip, because nearer pods are used. The
Random rule performs worst for RPS. The main reason for this is that too
many trips are caused by randomly selecting pods while only storing few
replenishment orders per trip.
Among the PSA decision rules we observe the best throughput performance
for the Nearest strategy. This is again mainly caused by the shorter trips for
the robots. When comparing the Nearest and the Station-based rule we see
an overall benefit from shorter trips for replenishment operations increasing
throughputof pick operations. However, this depends on the queue length at
stations and the distribution of robots between replenishment and picking.
I.e., if longer queue times are expected at replenishment stations, moving
pods nearer to the pick stations when returning them to the inventory may
improve overall throughput performance. The Fixed and Random decision
rules differ little in their performance. The main reason for this is that the
storage location per pod in the Fixed rule is randomly selected. Thus, leading
to a very similar behavior.
Due to the large sample sizes, the results of ANOVA and Tukey’s range tests
rejected the hypotheses that the means were equals at the 0.05 significance
level across within groups and pair-wise, with five exceptions. The null
hypothesis of equal means was not rejected at the 0.05 significance level for
POA rules FCFS and Due-Time, for Random and Due-Time, and for Random
and FCFS. Furthermore, for PPS rules Random and Lateness the hypothesis
of equal means could not be rejected, and for PSA rules Station-Based and
Class.
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5.8.2 Phase 2
Table 5.8.3: RCs with best throughput score selected from first phase
(performance is unit throughput rate score)
RC rank POA ROA PPS RPS PSA performance
1 Pod-Match Pod-Batch Demand Emptiest Nearest 94.81 %
2 Pod-Match Pod-Batch Demand Emptiest Station-Based 94.63 %
3 Pod-Match Pod-Batch Nearest Emptiest Nearest 94.43 %
4 Pod-Match Pod-Batch Demand Emptiest Class 94.00 %
From the 1620 RCs in phase 1, the four with the highest unit throughput
rate (see Table 5.8.3) together with the benchmark RCs form the set of ten
RCs used in phase 2. The main purpose of phase 2 is to examine how well
the RCs perform under different circumstances. In the following we analyze
the results obtained for the 12 warehouse scenarios and 30 resource settings
described before (see Section 5.7.1).
Table 5.8.4 shows the results, with the entries being the unit throughput
rate as a percentage of the upper bound. In each cell the result of the best
performing RC for the respective scenario and station / robot configuration is
shown. The unit throughput rate scales well when adding more pick stations,
the scaling is (almost) completely independent of the scenario characteristics.
However, the necessary number of robots to achieve a given unit throughput
rate greatly depends on the scenario characteristics, e.g., for more SKUs more
robots are necessary to achieve a high unit throughput rate. The number of
SKUs, does have a major impact on performance overall, where the main
reason is that pile-on is considerably lower for the 10000 SKU scenarios. A
reason for this is the lower likeliness to have a pod with a good combination
of SKUs matching the orders of the pick stations available. Thereby, if
larger orders have to be processed with the system, this helps mitigating the
negative effect of handling lots of SKUs. The main reason for this are the
larger number of order lines active at a station when picking larger orders.
I.e., more open order lines increase the likeliness of having a well matching
pod available for the inventory required at a pick station. Processing return
orders has an increased negative effect, if the order size of customer orders
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Table 5.8.4: Best unit throughput rate score for all scenarios, robots per
pick station and numbers of pick stations. Scenario abbreviations: [SKU
count: 1000 (1K), 10000 (10K)]-[Order size: Small (S), Medium (M), Large
(L)]-[Return orders: yes (R), no (N)]
Stations 1 2 3 4 5 6
Robots 2 3 4 5 6 2 3 4 5 6 2 3 4 5 6 2 3 4 5 6 2 3 4 5 6 2 3 4 5 6
1K-S-N 4482919797 5989949798 6490959798 6087939798 5787939798 5987949798
1K-S-R 4682929797 5989949798 6390959798 6188939798 5687939798 5586939798
1K-M-N 4583929798 6090959898 6490959898 6088939898 5788949898 5988949898
1K-M-R 4582929798 5989959898 6391969898 6289939898 5688949898 5687949898
1K-L-N 5483939999 6690979999 6891969999 6788949999 6386949899 6387949999
1K-L-R 5080929999 6488969999 6590979999 6788949999 6286939899 6284949899
10K-S-N 2139556878 2744597281 2846617380 2947596977 3047576877 3145586876
10K-S-R 2040567080 2745617482 2947627482 3048617078 3148586776 3146576674
10K-M-N 2341587181 2846617584 2948647683 3049617180 3148607180 3247607179
10K-M-R 2141597383 2848637685 3049657784 3150637281 3249607079 3247596977
10K-L-N 3663849498 4471899699 4673879498 4769839297 4667849197 4568839197
10K-L-R 3052768996 3762819297 4064839196 4164768794 4261748493 4159738492
is large. However, in general, whether return orders are processed has a
lesser effect on throughput performance than the other warehouse scenario
variations. The reason behind this may be that even though approximately
19.76 % more time is spent on replenishment operations by the robots when
compared to the scenarios without return order processing, replenishment
operations are overall quick enough to mitigate the effect. Replenishment
operations only consume 20.29 % out of the overall time consumed by the
robots in average across all phase 2 simulation runs. Furthermore, we can
conclude that with 1000 SKUs, the unit throughput rates are close to their
theoretical maximum even with relatively few robots per stations.
Table 5.8.5 shows the unit throughput rate score for the RCs for all com-
binations of number of robots (nr) and number of stations (ns), averaged
across WSs and presented as whole percentages. From Table 5.8.5 we can
see that the Ranked RCs from phase 1 perform similarly and better than
the benchmark RCs. Among the benchmark RCs, the Greedy benchmark
outperforms the others consistently across all settings and is the only one
whose unit throughput rate scores approached those of the ranked RCs.
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Table 5.8.5: Unit throughput rate scores for the RCs in phase 2
Ranked RCs Benchmark RCs
(ns , nr) 1 2 3 4 Demand Speed Nearest Class Greedy Random
(1 , 2) 30 28 32 28 14 23 18 25 34 11
(1 , 3) 60 59 61 58 24 40 34 42 57 23
(1 , 4) 76 75 76 74 37 57 49 55 72 23
(1 , 5) 86 86 86 84 47 70 62 66 82 34
(1 , 6) 91 91 91 90 58 79 73 74 87 45
(2 , 2) 42 41 43 39 18 28 25 32 42 11
(2 , 3) 68 67 68 65 29 47 40 47 64 23
(2 , 4) 81 80 80 78 40 63 55 59 76 29
(2 , 5) 88 88 88 86 51 74 67 69 84 37
(2 , 6) 92 92 92 91 62 83 77 76 89 47
(3 , 2) 45 43 46 42 19 32 27 32 44 15
(3 , 3) 70 69 70 66 30 50 43 48 65 23
(3 , 4) 81 81 81 79 42 65 57 60 77 31
(3 , 5) 88 88 88 86 52 75 68 69 84 41
(3 , 6) 92 92 92 90 62 83 77 76 89 50
(4 , 2) 45 44 47 42 20 34 29 34 45 14
(4 , 3) 68 67 69 65 31 51 44 49 64 23
(4 , 4) 78 78 78 76 42 64 56 59 74 34
(4 , 5) 86 86 86 84 51 74 66 68 82 43
(4 , 6) 91 90 90 89 60 81 74 74 87 53
(5 , 2) 43 42 45 40 20 34 29 35 43 14
(5 , 3) 67 66 68 64 31 51 44 48 63 24
(5 , 4) 78 76 77 75 41 63 55 58 73 35
(5 , 5) 85 84 85 83 49 72 63 66 81 45
(5 , 6) 90 90 90 88 58 80 72 73 86 54
(6 , 2) 44 42 45 41 20 35 30 35 43 15
(6 , 3) 66 64 66 63 31 51 43 48 62 25
(6 , 4) 77 76 77 75 40 62 53 58 73 35
(6 , 5) 85 84 85 83 48 71 62 65 80 45
(6 , 6) 90 89 89 88 55 79 70 71 85 53
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5.9 Conclusion
In this chapter, we studied the throughput performance of decision rules for
multiple decision problems occurring in the control of RMFS. By analyzing
a total of eight output measures for a total of 1620 RCs, we found strong
correlations between these. Most interestingly a high pile-on and a short
distance traveled by the robots together almost immediately account for the
success of a decision rule applied to RMFS. Hence, we propose using these
two output measures as the key tactics when designing decision strategies
for RMFS that aim to achieve high throughput. In the investigated high
pressure situation further performance measures like the turnover time of
pick orders were also highly correlated with the unit throughput rate, which
is why we focused on the throughput itself as the main metric for a successful
RMFS.
Furthermore, we found that varying the decision rule used for solving the Pick
Order Assignment affected the unit throughput rate the most. The average
unit throughput rate was twice as high for the best decision rule as it was
for the worst. This finding indicates that system engineers and warehouse
operators should pay most attention to the Pick Order Assignment decision
problem. Moreover, the unit throughput rate score ranges from 25.24% for
the worst RC assessed in phase 1 to 94.81% for the best scoring RC. Hence,
the right combination of decision rules plays a crucial role when controlling
an RMFS. We propose that future research may assess how to scale beyond
the throughput performance of the merely simple decision rules investigated
in this chapter. However, we observe some cross-dependencies between
different strategies for the core decision problems featured in this chapter,
e.g., the Demand PPS rule is part of the best performing and the worst
performing RC. Thus, an integrated and realistic evaluation or validation
of new decision methods for RMFS is highly important, since dependencies
exist and side-effects should not be neglected. Additionally, we found that
the number of different SKUs in the system has a strong impact on the unit
throughput rate. This finding is probably due to a decrease in pile-on for
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a higher number of SKUs. This effect is considerably less for larger orders,
presumably because for larger pick orders pile-on tends to be higher. Having
to process return orders seems to affect the unit throughput rate more, if
the pick orders are large. Moreover, we found that the performance of the
“greedy” benchmark consistently came close to the best ranked configurations
of decision rules.
This chapter has studied solutions to several operational problems, which lead
towards promising directions for future research. Each decision rule in this
study has looked at an operational problem in isolation, but heuristics that
try to integrate multiple operational problems and optimize these problems
jointly could achieve substantial increases in order throughput or reductions
in resources used. Investigating rules and heuristics that increase pile-on,
i.e. the number of picks per handled pod, would also be of great use to
practitioners.
While many decision rules and parameters were varied to deliver insightful
results, we expect even more insight when varying the layout itself. For
example, we expect a larger impact of the PSA rule selection when facing
huge layout instances. Varying the layout was not done in this chapter in
order to keep a certain focus and to keep computational resource utilization
for the conducted experiments tractable.

Appendix
5.A Upper bound on the unit throughput rate
Table 5.A.1: Times for determining the upper bound on unit throughput
(all times in seconds)
Symbol Explanation
TP Time for picking one unit from the pod (after which the robot can be
released, if no further picks are necessary)
TO Time for handling one unit at a station (including picking, putting,
packing, etc.)
TDI The time for the robot to move up within the queue to the pick station’s
waypoint
TTO The time for the robot to prepare for leaving the station (turning
towards exit)
TDO The time for the robot to clear the station’s waypoint (time to cover
the minimal distance)
In the following we introduce an upper bound for the number of units picked
per hour. This can be done by considering the constant time for picking
(TP ) and the constant time for handling (TO) a unit at a pick station. For
an overview of all necessary times see Table 5.A.1. If a robot is queueing in
the buffer of a pick station, it is assumed that it already turns the right pick
face of the pod towards the side where the picker will be. Since the robot is
waiting in the queue, this happens in the best case without any additional
loss of time. During the actual pick process, the robot is occupied for TP
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seconds. After this time the robot is allowed to leave the station while the
overall handling time for one unit at a station of TO can be longer.
Robot 1:
Human:
Robot 2:
Wait TurnDrive
TP TTO TDO
Drive
TDI
Wait
TP
Handling
TO
Handling
TO
Robot 1:
Human:
Robot 2:
Wait Turn Drive
TP TTO TDO
Drive
TDI
Wait
TP
Handling
TO
Handling
TO
Ca
se
 1
Ca
se
 2
Loss
Plus
(a) Sample times for both mentioned
cases
TDI
TTO
TDO
TP
TO
(b) Times of the different steps in-
volved in picking units
There are two cases to distinguish for obtaining a performance upper bound.
First, if the time for picking a unit from the pod plus the time for moving
up the next robot (i.e. the time to turn and drive away from the station and
the time for the next robot to approach the station from the queue area) is
smaller than the overall handling time of a unit at the station, there is a
surplus of time available on the system side and the performance is limited by
the handling time of the picker (see case 1 in Figure 5.A.1a). In the second
case we face a longer time for moving up the next robot, hence, in this case
we have a loss of time on the system’s side and the system is limiting the
throughput performance of the picker (see case 2 in Figure 5.A.1a). For the
sake of clarity we define the time for moving up the next robot in queue as
TMU := TDI + TTO + TDO.
UB :=

∣∣MO∣∣ 3600
TO
TP + TMU ≤ TO∣∣MO∣∣ IPO 3600
TP + TMU − TO + IPOTO else
(5.10)
Considering both cases we can determine an upper bound on the unit through-
put rate, i.e. the number of units picked per hour (see Equation 5.10). For
the first case we only need to consider the unit handling time of the picker
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to determine the maximum throughput rate of one station and multiply it
with the overall count of pick stations
∣∣MO∣∣. The second case is slightly
more complicated, because we also need to consider the pile-on. In the
denominator we first calculate the loss of time seen in Figure 5.A.1a and add
it to the average handling time of a pod based on the estimated number of
picks from it (IPO). We calculate how many pods are handled in one hour
and multiply this by the IPO and the number of stations overall to get the
overall upper bound.
We recognize that this upper bound on the unit throughput rate relies on
some heavy assumptions for real systems, but still propose it as a rule-of-
thumb for practitioners, since it is useful for implementations where the
time for moving the next robot, the handling times and the pile-on can be
estimated. It is a natural limit of the system’s performance that the system
cannot exceed, even if the number of robots is more than sufficient to supply
a continuous stream of pods and all rules are performing well. For the work
in this chapter the upper bound is correct, because all mentioned times can
be accurately determined or are constant and are not subject to random
influence within the simulation.

6 Conclusions and future outlook
6.1 Conclusions
This dissertation studies how to optimize the performance of robotic mobile
fulfillment systems. Chapter 2 creates queueing networks and uses them to
show where to place workstations and how to size the storage area in order
to maximize the order throughput.
Chapter 3 examines how to balance the workloads at the pick process and
the replenishment process by exploring the trade-offs between three deci-
sions: across how many pods to spread the inventory of a SKU, how many
workstations to assign to picking and to replenishment, and when to send
a pod for replenishment. This chapter expands on the queueing networks
from Chapter 2 and creates a new type of queueing network, the cross-class
matching multi-class SOQNs. Interestingly, the stability conditions for the
cross-class matching multi-class SOQNs shows that the network can become
unstable if the order arrival rates for certain classes of orders becomes too
low.
Chapter 4 also studies the balance between the pick process and the re-
plenishment process, but instead focuses on dynamic, real-time continual
reallocation of robots and workers across both processes, that is executed
in response to time-varying demand. This chapter describes a queueing
network that is larger than the ones used in chapters 2 and 3 and that
contains different kinds of tokens. This network is made more compact and
subsequently integrated into a Markov Decision Process (MDP). The MDP
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is then used to compare benchmark policies from practice with each other
and with the optimal policy.
Lastly, Chapter 5 uses a detailed and realistic simulation of the RMFS
to understand for several decision problems, which decision rule optimizes
performance for each decision problem. This is done in two phases, where
the first phases calculates all possible combinations of decision rules across
decision problems and the second phase uses the best performing decision rule
combinations from the first phase and applies them to a variety of warehouse
scenarios. Performance is measured in eight different ways, but the measures
turn out to be highly correlated, meaning that one performance measure,
the unit throughput, suffices.
6.1.1 Chapter 2
The aim of this chapter is to obtain new insights for the warehouse design
of RMFSs. This chapter develops queueing networks that are capable of
modeling accurate driving behavior of robots, storage zoning, and multi-
line orders. Furthermore, this chapter derive analytical expressions for the
distributions of the robot travel times and uses them in the queueing networks.
The models allow us in a short amount of time to analytically calculate the
maximum order throughput, the robot utilization, and order cycle time for a
given RMFS warehouse design.
As mentioned in Section 1.3, the results of the experiments lead to the
following insights: (1) the analytical models accurately estimate the average
order cycle time, and robot utilization, (2) the maximum order throughput
appears to be quite insensitive to the length-to-width ratio of the storage
area, and (3) the maximum order throughput is affected by the location of
the workstations around the storage area.
Two limitations of this study are that congestion and robot switching between
workstations have not been included in the model. In practice however,
congestion should only have a small effect on the order throughput and
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workstation utilization, since the system is designed with the aim that the
picker is kept busy to achieve high pick rates. Congestion may then cause a
robot to enter the queue at the workstation a little later but the bottleneck in
the system is the picker and not transportation. Also, congestion is unlikely
to happen, as the number of robots is typically small relative to the space in
which they drive and robots can travel underneath the racks when they are
not carrying a pod. This makes it unlikely that the robots run into multiple
other robots in the adjacent space around them. Robot switching could be
beneficial if the workstations have a low utilization.
6.1.2 Chapter 3
This chapter examines three decision variables jointly: the number of pods
across which the inventory of a SKU should be spread, ratio of the number of
pick stations to the number of replenishment stations, and the replenishment
level. The results show that each of these decision variables can be optimized
in order to minize order throughput time. The order throughput time appears
lowest when inventory is spread across as many pods as possible, when the
ratio of the number of pick stations to replenishment stations is 4 to 2,
and when the replenishment level is 50%. The relationship between order
throughput time and the ratio of the number of pick stations to replenishment
stations has a skewed U shape. Moreover, the replenishment level has a
strong influence on the utilization of the replenishment stations, which can
become quite low.
6.1.3 Chapter 4
This chapter explores how resources, in this case robots and workers, should
be allocated across both the pick process and replenishment process in order
to minimize costs. This is particularly important in online retail environments,
which suffer from high demand peaks and which promise short response times
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to their customers. If resources are allocated ineffectually, the warehouse may
be running low on inventory within the storage area at the beginning of the
peak demand period, the period where most resources should be allocated to
the pick process in order to minimize response times. In an RMFS, resources
such as robots and workers can be reallocated between both processes in a
short amount of time (with no or little setup). We build an MDP model that
embeds a queuing network and that can find the optimal policy, i.e., find
which resource allocation in any situation leads to minimizing costs. Costs in
our model include costs related to customer waiting times and related to lost
sales. We compare several benchmark policies from practice with the optimal
policy for small instances, and find that the benchmark policies perform
similarly to the optimal policy. We can therefore use these benchmark policies
in for larger, real-life size instances. Four benchmark policies from practice
are evaluated. The fixed policy keeps the resource allocation fixed, whereas
the demand-dependent policy has two different resource allocations, one for
high demand periods and one for low demand periods. The cost-dependent
policy also has two different resource allocations, depending on the ratio of
picking to replenishment costs. Finally, the state-dependent policy uses the
transition probabilities of the MDP model to estimate the expected cost of
an allocation and chooses the one with lowest cost. The cost-dependent and
state-dependent policies outperform the fixed and the demand-dependent
policies. Continually reallocating resources based on the state of the system
(order demand rate, allocation, and number of waiting orders) appears to
bring substantial cost savings. The benefits are even more pronounced when
the number of robots is small, because then the cost-dependent and/or
state-dependent policies can sharply reduce costs compared to the fixed and
demand-dependent policies. We also show that the characteristics of peak
demand have a strong effect on the costs. Given a fixed average order arrival
rate across all demand phases, we varied the length of the peak demand
phase and the height of the peak, and found that this influences both the
average costs but also the type of policy that minimizes costs. In order to
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minimize costs in an RMFS, the resource reallocation policies must be chosen
based to the expected duration and height of peak demand.
6.1.4 Chapter 5
In this chapter we studied the throughput performance of decision rules
for multiple decision problems occurring in the control of an RMFS. We
analyzed a total of eight output measures for a total of 1620 RCs, and we
found strong correlations between these output measures. Most interestingly,
two output measures, namely a high pile-on and a short robot travel distance,
were the most important determinant for whether a decision rule turned
out to be better than other decision rules for the same decision problem.
Hence, we propose using these two output measures as the key performance
indicators when designing decision strategies for an RMFS that aims to
achieve a high throughput. In the investigated high demand situation, other
performance measures such as the turnover time of pick orders are also highly
correlated with the unit throughput rate, which is why we focused on the
unit throughput itself as the main metric for performance.
Furthermore, we found that varying the decision rule used for solving the
Pick Order Assignment affected the unit throughput rate the most. The
average unit throughput rate was twice as high for the best decision rule
as it was for the worst. This finding indicates that system engineers and
warehouse operators should pay most attention to the Pick Order Assignment
decision problem. Moreover, the unit throughput rate score ranges from
25.24% for the worst RC assessed in phase 1 of the analysis, to 94.81%
for the best scoring RC. Hence, the right combination of decision rules
plays a crucial role when controlling an RMFS. In addition, we observe
some cross-dependencies between different strategies for the core decision
problems featured in this chapter, e.g., the Demand PPS rule is part of the
best performing and the worst performing RC. Thus, an integrated and
realistic evaluation or validation of new decision methods for RMFSs is highly
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important, since dependencies exist and side-effects should not be neglected.
Additionally, we found that the number of different SKUs in the system
has a strong impact on the unit throughput rate. This finding is probably
due to a decrease in pile-on for a higher number of SKUs. This effect is
considerably less for larger orders, presumably because for larger pick orders
pile-on tends to be higher. Having to process return orders seems to affect
the unit throughput rate more, if the pick orders are large. Moreover, we
found that the performance of the “greedy” benchmark consistently comes
close to the most highly ranked RCs.
6.2 Future outlook
This dissertation studies a wide variety concepts and solves a wide range of
decision problems related to RMFSs. Nonetheless, RMFSs offer such a rich
context in which to explore warehousing concepts and decision problems that
no single dissertation could ever hope to cover them all. More specifically,
Section 1.2 identified five interesting concepts, namely: (1) “pile-on”, (2)
“well-sortedness”, (3) priority zoning, (4) dynamic resource allocation, and (5)
the centralization-decentralization trade-off. Of these five concepts, “pile-on”
and “dynamic resource reallocation” are investigated, in Chapters 5 and
4, respectively. Investigating the other concepts would require additional
chapters to this dissertation, because these concepts are specific to RMFSs
and have not been modeled yet. Modeling them would, however, not only
shed light on aspects of RMFSs, but also lead to insights for other material
handling systems. We already saw this phenomenon in Chapter 3, where a
new queueing network is created in order to model SKUs on pods, which led
to new stability conditions and a new class of semi-open queueing network
that can be used to model (aspects of) other material handling systems. With
regard to the unexplored concepts, we expect that addressing them will lead
to new insights for other systems as well. The concept of “well-sortedness” is
closely related to the concept of pre-marshalling in for example a container
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terminal context. However, in RMFSs, the inventory is continually sorted
throughout operations, whereas pre-marshalling is typically done only before
operations and not during operations. Studying well-sortedness in RMFSs
may therefore lead to new insights and solution methods that may also benefit
systems that have a form of pre-marshalling. Priority zoning is similar to the
concept of a “forward area”, with the two main differences being that priority
zoning is done within one contiguous area rather than across multiple areas
within the warehouse, and that the time span differs with regard to SKU
allocation. Which SKUs are allocated to the forward area is typically decided
once every few months or years, whereas for priority zoning this decision
may be taken multiple times per day. Studying priority zoning may yield
new insights with regard to the use of a forward area within a warehouse.
Lastly, an interesting concept to explore further is the centralization - de-
centralization trade-off. The RMFS has multiple decision problems on the
operational level that intersect and that can benefit from being optimized
jointly, as explained in Chapter 5. However, these problems can usually be
solved in both a centralized and decentralized manner. The path planning of
the robots can be done by a central computer, but in most implementations
the robots plan their own paths, i.e. path planning is done decentralized
rather than centralized. Which decision problems should be solved in a
centralized manner and which ones in a decentralized manner is largely unex-
plored territory. Moreover, the effect that solving a certain decision problem
in a centralized or decentralized manner has on the other decision problems
is unexplored as well. Game theory, in particular auction theory, may lend
itself well to solving problems in an RMFS in a decentralized manner, as
argued in Wurman & Enright (2011) and Wurman et al. (2008). Solving
some problems in a centralized manner and others in a decentralized manner
may therefore lead to new approaches where solution methods from different
disciplines are combined and integrated.
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Summary
Consumers are increasingly ordering online. The rise of e-commerce has
created new pressures and challenges for warehouse operations. The Robotic
Mobile Fulfillment System (RMFS) is a novel automated parts-to-picker
material handling system designed for warehouses processing e-commerce
orders. The RMFS is flexible with regard to the shape and size of the storage
area and in its capacity, as resources such as storage racks, robots, and
workstations are modular and can be added or removed in a short amount
of time. This flexibility makes it suitable for e-commerce companies with
high average walking distances for pickers and e-commerce companies facing
rapid and unpredictable growth. This thesis studies decision problems at the
strategic, tactical, and operational level in an RMFS.
Chapter 2 presents queueing networks for modeling the picking process in
an RMFS. These queueing networks can accurately estimate the order
throughput capacity, the average order throughput time, and the robot uti-
lization. The modeling contributes to the literature by including realistic
robot movement, storage zones and multi-line orders. These models can
be used to study warehouse design problems at the strategic level, such
as workstation placement and storage area sizing. The results show that
the optimal workstation placement depends on storage zoning and that the
maximum order throughput is relatively insensitive to the width-to-length
ratio of the storage area.
Chapter 3 presents queueing networks that model both the picking process
and the replenishment process. These queueing networks analyze how to
minimize the order throughput time by jointly optimizing three key decision
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variables at the tactical level, namely the number of pods over which the inven-
tory of a SKU should be distributed, the ratio of the number of pick stations
to the number of replenishment stations, and the replenishment level. This
chapter contributes to the scientific literature by providing counter-intuitive
insights for practice with respect to order arrival rates, by developing a new
type of queueing network, and by introducing a new modeling technique.
Chapter 4 studies dynamic resource reallocation across picking and replen-
ishment activities in response to strong demand fluctuations. This chapter
presents a combination of Markov Decision Process (MDP) models and
queueing networks that can model multiple resources that are continually
reallocated across both the pick process and the replenishment process. Sev-
eral benchmark policies from practice are studied with different time-varying
demand patterns. We find that the optimal policy choice depends on the
characteristics of the peak demand period(s), that policies with continual
resource reallocation outperform those without, and that if the number of
robots is relatively low, continual resource reallocation can greatly reduce
costs.
Chapter 5 examines several decision problems at the operational level. These
decision problems have a large solution space and must to be solved in real
time, which means that the solutions have to be computed in a short period
of time. To achieve short computation times, simple decision rules are used.
This chapter investigates several decision rules per decision problem, and
uses realistic and detailed simulations to estimate the performance of these
decision rules. For all combinations of decision rules, multiple performance
measures are calculated across a large number of scenarios. The experiments
indicate that optimizing the decision rule for the pick order assignment
decision problem increases the throughput capacity the most. Moreover,
warehouses with more SKUs need more robots for the same throughput
capacity, even if warehouse dimensions remain unaltered.
Samenvatting (Summary in
Dutch)
Consumenten bestellen steeds meer online. De opkomst van e-commerce
heeft magazijnen voor nieuwe uitdagingen en eisen gesteld. Het heeft ook
geleid tot nieuwe systemen om orders van klanten te verzamelen. Eén van die
systemen is het “Robotgeleide-Mobiele order-Formerings-Systeem” (RMFS),
een geautomatiseerd magazijnsysteem waarbij verrijdbare kasten met goe-
deren naar werkers worden vervoerd door robots. Door de nieuwe manier
waarop robots goederen vervoeren, beschikt een RMFS over verschillende
soorten van flexibiliteit, die het bijzonder geschikt maakt voor e-commerce
bedrijven. Dit geldt met name voor bedrijven waarbij de pickers anders
gemiddeld veel zouden moeten lopen en voor bedrijven die kampen met snelle
en onvoorspelbare groei.
Deze dissertatie bestudeert beslissingsproblemen op het strategische, tacti-
sche en operationele niveau in een RMFS. Hoofdstuk 2 gebruikt wachtrij-
netwerken voor het modelleren van het verzamelenproces in een RMFS. Deze
wachtrij-netwerken kunnen nauwkeurig de maximale doorzet, de gemiddelde
doorzet en de bezettingsgraad van de robots schatten. Dit hoofdstuk draagt
bij aan de wetenschappelijke literatuur, door nieuwe aspecten te modelleren,
zoals realistisch rijgedrag van robots, product oplsagzones binnen de opslag-
ruimte en bestellingen voor meerdere SKUs. De modellen kunnen gebruikt
worden om het proces van het ontwerpen en inpassen van RMFS systemen in
magazijnen te verbeteren (het strategische niveau), bijvoorbeeld door aan te
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geven waar werkplekken het beste rondom de opslagruimte neergezet kunnen
worden en wat de beste dimensionering van de opslagruimte is. De resultaten
tonen aan dat de beste manier om werkplekken rondom de opslagruimte te
plaatsen afhangt van hoe de opslagruimte verdeeld is in zones. De resultaten
tonen ook aan dat de maximale doorzet van bestellingen niet of nauwelijks
beïnvloed wordt door de lengte-breedte verhouding van de opslagruimte.
Hoofdstuk 3 bevat wachtrij-netwerken die zowel het verzamelproces als het
herbevoorradingsproces modelleren. Deze wachtrij-netwerken analyseren hoe
drie cruciale beslissingsvariabelen op het tactische niveau gebruikt kunnen
worden om de doorlooptijd van bestellingen zo laag mogelijk te houden. Deze
beslissingsvariabelen zijn ten eerste het aantal verrijdbare kasten waarin een
bepaald product bewaard wordt, ten tweede het aantal werkplekken voor
verzamelen ten opzichte van het aantal werkplekken voor herbevoorrading
en ten derde het herbevoorradingsniveau. Dit hoofdstuk draagt bij aan de
wetenschappelijke literatuur doordat het een nieuw type wachtrij-netwerk
introduceert en doordat het een nieuwe manier laat zien om opdrachtklassen
te gebruiken binnen wachtrij-netwerken in het algemeen. Het draagt ook bij
aan de praktijk door een tegenintuïtief inzicht te bieden over de vraagfre-
quenties van SKUs ten opzichte van elkaar.
Hoofdstuk 4 bestudeert hoeveel robots en werkers toegewezen moeten worden
aan het verzamelproces en hoeveel aan het herbevoorradingsproces en bestu-
deert hoe deze toewijzing het beste veranderd kan worden gedurende een
shift. Het houdt daarbij rekening met sterke schommelingen in de vraag die
zich gedurende een shift voor kunnen doen. Het gebruikte model combineert
Markov Decision Process (MDP) modellering met wachtrij-netwerken en is
daardoor in staat meerdere beslissingsvariabelen, zoals aantallen robots en
werkers, te optimaliseren over meerdere processen, zoals het verzamelproces
en het herbevoorradingsproces, terwijl het daarbij rekening blijft houden
met veranderende vraag naar producten. We vergelijken dit model met
beslisregels uit de praktijk en we bestuderen ook een aantal variaties in de
manier waarop de vraag naar producten schommelt door de tijd heen. De
resultaten laten zien dat de beslisregel die het beste presteert samenhangt
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met hoe de vraag naar producten verandert. Verder zien we dat beslisre-
gels die vaker robots en werkers herverdelen over het verzamelproces en het
herbevoorradingsproces in het algemeen beter presteren en zien we ook dat
wanneer een magazijn over weinig robots beschikt, het voortdurend herver-
delen van robots over de beide processen de kosten aanzienlijk kan drukken.
Hoofdstuk 5 bekijkt beslissingsproblemen op het operationele niveau. Elk
van de beslissingsproblemen heeft een groot aantal mogelijk oplossingen en de
oplossingen moeten in real-time gevonden worden terwijl het systeem draait.
Dit betekent dat het systeem slechts kort de tijd heeft om een goede oplossing
te vinden. In dit hoofdstuk wordt er daarom beslisregels bestudeerd en wordt
er geen optimaliseringsmodel opgesteld. Dit hoofdstuk onderzoekt meerdere
beslisregels per beslissingsprobleem en gebruikt realistische en gedetailleerde
simulaties om de prestaties van deze beslisregels in te schatten. Voor alle
combinaties van beslisregels worden meerdere prestatiematen uitgerekend
voor een groot aantal scenario’s. De experimenten geven aan dat voor het
beslissingsprobleem waarbij orders aan werkplekken worden toegewezen, het
veranderen van de gebruikte beslisregel een groter effect heeft op de doorloop-
tijd van bestellingen dan het veranderen van de beslisregel die gebruikt wordt
voor andere beslissingsproblemen. Dit is dan ook het beslissingsprobleem
waarbij het zich het meeste loont om een bij het magazijn passende beslisre-
gel te vinden. Als laatste laten de resultaten ook zien dat distributiecentra
met een stijgend aantal SKUs meer robots nodig hebben om de doorzet
van bestellingen gelijk te houden, zelfs als ze hetzelfde aantal bestellingen
verwerken en de opslagruimte hetzelfde blijft.
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Optimizing the Performance 
of Robotic Mobile Ful llment 
Systems
TIM LAMBALLAIS TESSENSOHN
A robotic mobile fulfi llment system is a novel type of automated part-to-picker material handling system. 
In this type of system, robots transport mobile shelves, called pods, containing items between the storage 
area and the workstations. It is well suited to e-commerce, due to its modularity and it’s ability to adapt 
to changing orders patterns. Robots can nearly instantaneously switch between inbound and outbound 
tasks, pods can be continually repositioned to allow for automatic sorting of the inventory, pods can 
contain many di erent types of items, and unloaded robots can drive underneath pods, allowing them to 
use completely di erent routes than loaded robots.
This thesis studies the performance of robotic mobile fulfi llment systems by solving decision problems 
related to warehouse design, inventory and resource allocation, and real-time operations. For warehouse 
design, a new queueing network is developed that incorporates realistic robot movement, storage zones, 
and multi-line orders. For inventory allocation, we develop a new type of queueing network, the cross-
class matching multi-class semi-open queueing network, which can be applied to other systems as well. 
Resource (re)allocation is modeled by combining queueing networks with Markov decision processes 
while including time-varying demand. This model compares benchmark policies from practice with 
the optimal policy. Lastly, we study decision rules for real-time operations by using detailed, large scale 
simulations.
The Erasmus Research Institute of Management (ERIM) is the Research School (Onderzoekschool) in 
the fi eld of management of the Erasmus University Rotterdam. The founding participants of ERIM are the 
Rotterdam School of Management (RSM), and the Erasmus School of Economics (ESE). ERIM was founded 
in 1999 and is o  cially accredited by the Royal Netherlands Academy of Arts and Sciences (KNAW). The 
research undertaken by ERIM is focused on the management of the fi rm in its environment, its intra- and 
interfi rm relations, and its business processes in their interdependent connections.
The objective of ERIM is to carry out fi rst rate research in management, and to o er an advanced doctoral 
programme in Research in Management. Within ERIM, over three hundred senior researchers and PhD 
candidates are active in the di erent research programmes. From a variety of academic backgrounds and 
expertises, the ERIM community is united in striving for excellence and working at the forefront of creating 
new business knowledge.
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