Beef is kind of perishable food that easily to decay. Hence, a rapid system for beef quality assessment is needed to guarantee the quality of beef. In the last few years, electronic nose (e-nose) is developed for beef spoilage detection. In this paper, we discuss the challenges of e-nose application to beef quality assessment, especially in e-nose data processing. We also provide a summary of our previous studies that explains several methods to deal with gas sensor noise, sensor array optimization problem, beef quality classification, and prediction of the microbial population in beef sample. This paper might be useful for researchers and practitioners to understand the challenges and methods of e-nose data processing for beef quality assessment.
consumer, a low cost and easy-to-use system is needed to avoid the risk of foodborne illness. In the last few years, several studies were performed to develop rapid meat safety system. Fourier Transform Infrared (FTIR) spectroscopy and electronic nose (e-nose) are utilized as an apparatus for meat quality detection. Several studies have been reported that FTIR spectroscopy is used to distinguish three sensory classes of beef (fresh, semi-fresh, and spoiled). They get favorable results (>90% of accuracy) [6] [7] [8] [9] [10] [11] . On the other hand, several works have been reported that e-nose are utilized to differentiate fresh and spoiled beef with more than 96% of classification accuracy [12] [13] [14] [15] [16] . Moreover, e-nose were used to classify three classes of beef, i.e., fresh, semi-fresh, spoiled [17] [18] [19] [20] and four classes of beef ("excellent", "good", "acceptable", and "spoiled") [21] . Actually, e-nose and FTIR spectroscopy have comparable performance for meat quality assessment. However, e-nose has several advantages than FTIR spectroscopy including low-cost and suitable for real-time and online analysis.
The rest of this paper is organized as follows: section 2 explains e-nose principles including basic components and this functionality. Section 3 discusses the prospects and the challenges related to e-nose development for beef quality monitoring and assessment. Section 4 explains the e-nose data processing to deal with these challenges including signal conditioning, feature extraction, and pattern recognition algorithms. Finally, section 5 is the conclusion.
Electronic Nose Principles
E-nose is a device that imitates the function of mammalian olfactory system. Hence, it also called as an artificial olfactory system. The main elements of e-nose are akin to the mammalian olfactory system. Basically, e-nose has three main components: gas sensor array, signal conditioning and feature extraction, and pattern recognition system as shown in Figure 1 [22] . Figure 1 . Basic functional components of e-nose Gas sensor array consists of several gas sensors with various gas selectivity. Commonly, metal-oxide-semiconductor (MOS) gas sensor is used to tailor the gas sensor array because relatively cheap and fast-response. First, the gas sensor array detects odor molecules in the sample chamber and converts into multivariate data that represents the condition of the sample. Second, the signals produced by gas sensor array are conditioned and extracted to feed into the pattern recognition system. In a pattern recognition system, the extracted features are divided into data training and data testing. Data training is used to train the machine learning algorithm related to the pattern of these features. Afterward, data testing is used to test the performance of the trained machine learning model.
Electronic Nose System for Meat Safety: Prospects and Challenges
In the last few years, the studies of e-nose development for meat assessment system have been reported. In this section, prospects and challenges are described. Therefore, readers have an understanding of prospects and challenges of research in this field.
Prospects
Currently, e-nose system is used to substitute human olfactory function for specific tasks. Many e-nose devices are used for several applications in various areas such as food processing [21] , [23] , medical [24] , and gas concentration analysis [25] . The flexibility to [26] . E-nose can be integrated with consumer electronics such as refrigerator and meat chiller to deliver the information about meat quality and meat shelf-life. Moreover, e-nose is also considered for development of smart packaging system. It can fulfil the requirement of the meat industry to continuously monitor the freshness, temperature, shelf life and microbiological status of food products from farm to plate to meet consumer satisfaction as well as minimizing food spoilage and wastage [27].
Challenges
On the other hand, there are some challenges for applications of e-nose correspond to e-nose data processing as follows: a. Stabilizing ambient conditions Changes in gases, humidity, and temperature affect the MOS gas sensors. Moreover, the changes in electrical voltage and current affect the captured sensor responses. Therefore, noises are included in the sensor responses. Efforts are implemented to stabilize the ambient conditions. However, the changes in gases and humidity still affect the MOS gas sensors. b. The noise existence in e-nose signals
The source of noise can be caused by internal and external factors. For example, the signal of MOS gas sensor susceptible to contamination by internal noise such as thermo-noise and semiconductor noise [28] . Aforementioned, the external noise comes from the changes of relative humidity and temperature. In beef quality monitoring, the process of beef spoilage yields water vapor that changes the humidity level. Moreover, the existence of Sulphur and ethanol compounds that generated by protein decomposition lead to sensor poisoning [29] . Hence, it can be said that the type of sample also affects the stability of the sensor gas response. c. Overlapping selectivity
The combination of several gas sensors that has the same selectivity causes overlapping selectivity. Actually, a gas sensor has the ability to detect more than one gas. The existence of overlapping selectivity in the sensor array causes not optimal sensor combination. The not optimal combination of gas sensor leads to performance degradation in the pattern recognition system, waste of electrical power, and enlarge the size of data [30] . d. The complex pattern caused by a variety of beef sample
The amount and composition of the volatiles emitted is not uniform for every beef cut and depends largely on the age, sex, breed, environmental conditions, feed, and the anatomy of the animal studied [31] . Hence, there is necessary to use various sample of beef cuts. Furthermore, these various amounts and compositions of the volatiles lead to the more complex pattern which causes difficulty to recognize in the pattern recognition system. For interested readers, an example of dataset is available in references [32, 33] .
Electronic Nose Data Processing
In this section, correspond to the challenges that have been discussed before, e-nose data processing for beef quality assessment is explained encompasses signal conditioning, feature extraction, and pattern recognition algorithms for classification and regression tasks. Figure 2 shows the general taxonomy of e-nose data processing. In this paper, we do not discuss all of of these methods. However, we try to explain in more detail certain methods especially related to noise filtering and pattern recognition. For signal conditioning, several noise filtering methods have been reported including wavelet transform [34, 35] , binomial smoothing [12, 13] , and moving average [16] . The feature scaling is also needed for e-nose signal processing. The magnitude differences among gas sensors are the major reason to perform normalization [12, 13] , [34] . Feature selection algorithms are also possible to be implemented for sensor array optimization problem. Not optimum combination of gas sensor is a common drawback of e-nose system. Several algorithms can be used encompasses filter, wrapper, and embedded. Filter algorithm is chosen because relatively fast, classifier independent, and simpler [36] . Commonly, raw e-nose signals should be extracted for further processing. Principal component analysis (PCA) is a common technique for feature extraction, notably for dimensional reduction [12] [13] [14] [15] , [17] , [20] , [37] . Another study used wavelet coefficient as input features [38, 39] . It has been reported for better performance than fractional change, relative, difference, log, integral, derivative, and Fourier coefficient [38] . In addition, the formulation of gas concentration also can be used as input features for machine learning algorithms [25] . In the beef quality assessment, multiclass classification and regression tasks are two typical problems that must be handled. Pattern recognition methods can be utilized to differentiate sensory classes of beef. The prediction of microbial population is a more complex task because these continuous labels make it harder to predict. Several methods can be used for classification such as k-nearest neighbour [16] , [34] , support vector machine [14] , [16, 17] , [19] , artificial neural network [15, 16] , discriminant analysis [12, 13] , and adaptive neuro-fuzzy inference system [20] , [37] can be employed to predict the microbial population. The detail explanations are presented in the next section. Figure 2 . The taxonomy of e-nose data processing [12, 13] , [34] [ [12] [13] [14] [15] , [17] , [20] , [37] [14], [16, 17] , [19] [20], [37] [16], [34] [20], [37] [17], [19] 
Signal Conditioning and Feature Extraction
Signal conditioning refers to eliminate redundant, unnecessary, and irrelevant data that generated by the gas sensor array. As explained before, the e-nose signal that contaminated by noise leads to the performance degradation of e-nose system. This noise contains irrelevant information regarding the test sample. To deal with this problem, the noise filtering method needs to be applied. Discrete wavelet transform (DWT) is a prominent method for nonstationary signal denoising. The DWT process of given signal a(t) can be mathematically expressed by
where ς, τ, and ψ denote scaling, translation parameter, and mother wavelet (MWT), respectively [40] . Moreover, ψ * (. ) implies complex conjugation of MWT. The proper signal reconstruction is needed to guarantee the process of noise filtering does not cause loss of essential information contained in the original signal. The proper wavelet decomposition level and the best-suited MWT are two important aspects for performing DWT. To determine the proper wavelet decomposition level, the frequency characteristic of each signal must be identified. The higher frequency needs lower level and vice versa. Then, the best-suited MWT is determined by comparing several MWT families including haar, daubechies, symlet, coiflet, and digital meyer. The information quality ratio can be used as a metric for MWT selection. This metric provides better sensitivity to detect the changes in signal structure than typical metrics e.g. mean squared error (MSE) and correlation coefficient. Moreover, it has better performance to keep essential information than these typical metrics. For interested readers, the process of signal reconstruction can be read in this paper [35] . The fine-tuned DWT also has been reported for successful implementation in our previous works [21] , [24, 25] , [41] , [42] .
Furthermore, sensor array optimization is needed to eliminate redundancy and unnecessary gas sensor. Feature selection can be used to determine the best features combination that related to the best gas sensor combination in the sensor array. Filter-based feature selection has been proposed to deal with sensor array optimization problem in the beef quality classification. The proposed method is successfully reduced the number of the gas sensor in the sensor array. For interested readers, the process of sensor array optimization can be read in this paper [30] . In the previous works, PCA is widely used for dimensional reduction and feature extraction [12] [13] [14] [15] , [17] , [20] , [37] . In addition, moving average [16] and wavelet coefficient [21] are also used for feature extraction.
Pattern Recognition Algorithms
a. k-nearest neighbor k-nearest neighbor (k-NN) is a simple machine learning algorithm that directly compares the testing and the training tuple to predict the class of a testing tuple. The closeness of them is measured by a particular distance metric such as Euclidean, city block, mahalanobis, and bhattacharyya distance. The commonly used distance metric is the Euclidean distance. The Euclidean distance between testing tuple (X1) and training tuple (X2) with n-dimensional attributes can be computed by (2) .
The k number of the closest tuple is selected to determine the label of the new tuple. The voting to assign the class label (class) is utilized:
while k class i , k, and m are the number of neighbors which is labeled as class class i , the total number of nearest neighbors, and the amount of possible class label. k-NN has been reported to classify two class of beef [16] and four classes of beef [21] with 96.2% and 85.50% of accuracy, respectively. Basically, the support vector machine (SVM) uses linear optimal hyperplane to separate two classes. Nevertheless, in many e-nose applications, there is not safe to assume that data is linearly separable. Kernel trick can be used to process non-linear data including polynomial and radial basis function (RBF) [14] , [16, 17] , [19] , [41] . Considering the training tuple X i ,i=1,…,l with n-dimensional attributes has the two possibilities of class labels (class ∈ {−1,1}). The primal optimization in the training process can be expressed as follows (4) T is the all ones vector. Q is a positive semidefinite matrix (Q i,j ≡ class i class j K(X i , X j ), K(X i , X j ) ≡ ϕ(X i ) T ϕ(X j )) denotes the kernel function. Symbol α means Lagrangian multiplier. Furthermore, the decision function is determined by the following sign function.
when the w satisfies w = ∑ ∑ class i l i=1
. In the above condition, X i and X j denote the support vector and the testing tuple, respectively. Radial basis function (RBF) as the most common kernel function can be used. RBF kernel is given by (7):
Gamma (γ) implies how far the influence of a single training example reaches the hyperplane. It relates to the smoothness of boundary between classes. On the other hand, C parameter controls the trade-off between smooth decision boundary and classifying training points correctly. SVM got 98.81% and 89% of accuracy to classify two classes [14] and three classes of beef [17] . c. Discriminant Analysis
The examples of the discriminant classifier are linear discriminant analysis (LDA) and quadratic discriminant analysis (QDA). QDA is almost similar to LDA. The difference is QDA uses quadratic surfaces to separate data. In the previous studies, discriminant classifiers are used to differentiate fresh and spoiled beef samples. QDA was reported for better performance than LDA [12, 13] . The quadratic discriminant function is mathematically expressed by (8) 
where Ʃclass i , μclass i , πclass i are covariance matrix, mean vector, and the prior probability of membership in i th class. Unlike LDA, QDA has a different covariance matrix for each class. The QDA classifier involves plugging estimates for Ʃclass i , μclass i , πclass i , and assigning the x to the class with the highest output of δ(x) class i . Thus, the class of x can be determined by (9) 
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343 while m is the total amount of possible class labels. QDA has been reported to classify fresh and spoiled beef with more than 96% of accuracy [12, 13] . d. Artificial Neural Network Artificial neural network (ANN) contains three layers including input, hidden, and output layer. These layers are built from several neurons that convert the signals based on the connection weight, bias, and activation function. There are several activation functions which can be used such as radial basis function, sigmoid, and hyperbolic tangent. In the previous study, ANN was reported to distinguish fresh and spoiled beef sample. It contains 24 neurons in the hidden layer with sigmoid activation function [16] . The example of ANN architecture can be seen in Figure 3 . The sigmoid activation function is used in the hidden nodes. In the output layer, the softmax activation function is utilized to transform the input values from the hidden layer. Hence, every neuron in the hidden layer which receives the input vector X from the previous layer is transformed to scalar output Y(f: X → Y) using an activation function as (10):
where x i , w i , and b denote the ith value of X, ith value of the weighted connection from the previous neuron, and bias, respectively. The sigmoid/logistic function is used on input and hidden neurons as the activation function. It can be computed by the (11)
for jth output neuron from total K output neurons, the softmax activation function is computed by (12) : in the previous study, ANN has been used to distinguish two classes of beef with 85% of accuracy [16] .
e. Adaptive Neuro-Fuzzy Inference System Adaptive neuro-fuzzy inference system (ANFIS) takes the advantages of fuzzy logic and artificial neural network. ANFIS can work by performing the learning ability of ANN to optimize the parameters of fuzzy inference system [44] . There are several advantages of ANFIS such as easy to implement, fast learning ability, and strong generalization ability [45, 46] . ANFIS was used to distinguish three classes of beef [18, 20] . The ANFIS architecture for simplified feature input (x 1 and x 2 ) is shown in Figure 4 . Figure 4 . ANFIS architecture [45] A square denotes an adaptive neuron and a circle shows a fixed neuron. The ANFIS architecture has five layers which explained below. Considering in this study, the first-order Sugeno model was used to construct the ANFIS. Suppose, two fuzzy rules considered as follows:
Rule 1: IF x 1 is A 1 and x 2 is B 1 THEN y 1 = p 1 x 1 + q 1 x 2 + r 1 Rule 2: IF x 1 is A 2 and x 2 is B 2 THEN y 2 = p 2 x 1 + q 2 x 2 + r 2
The first layer consists of adaptive neurons. They generate fuzzy membership grade from the given inputs. In this work, we used Gaussian membership function. It can be determined by (13) :
where O i 1 , μ(x), a, and b denote the ith output in the first layer, membership function, and the parameters of the membership function, respectively. The second layer consists of fixed nodes. This layer uses AND operator to fuzzify the given inputs from the previous layer. The π symbol means multiplier between the two outputs of the membership function. The operation to compute the second layer output (O i 2 ) can be expressed by (14) .
Moreover, the neurons in the third layer act as normalization role for the inputs from the second layer which marked by N symbol. The output from operation in the third layer (O i 3 ) is expressed as (15) 
ANFIS was used to distinguish three classes of beef with up to 94% of accuracy [20] , [37] . f. Neural Network Regression Neural Network Regression (NNR) is utilized for the regression task to predict the microbial population. The prediction of microbial population is kind of regression problem because it yields continuous outputs as total viable count (TVC) value. The architecture of NNR is almost similar to Figure 4 . The main difference is just one neuron in the hidden layer to produce the continuous output. The NNR architecture is shown in Figure 5 . 
while w, C, ξ, ε, b denote slope matrix, regularization parameter, slack variable for soft margin, the margin of tolerance, and the intercept/bias, respectively. The symbol ϕ(X i ) indicates mapping X i into higher dimensional space. The dual problem optimization is given by (19) : In linear SVR, the decision function is expressed by (20) :
In non-linear SVR, the kernel function e.g., RBF transforms the data input into a higher dimensional feature space to perform the linear separation. . (22) the RBF kernel is used to deal with non-linear data that can be computed by (23):
K(X i , X) = exp (−γ‖X i − X‖ 2 ).
h. Adaptive Neuro-Fuzzy Inference System Regression The utilization of ANFIS to solve regression as well as a classification task has the same mechanism. The end layer of ANFIS computes the summation of all previous inputs. Therefore, the explanation of ANFIS for regression is akin to ANFIS for the classification task.
Conclusion
In this paper, we have been discussed e-nose data processing for beef quality assessment. The background on the importance of developing e-nose for the meat quality assessment has been described. E-nose has several advantages such as rapid, easy to use, simple, and low-cost make it relevant for further development as an apparatus for meat quality assessment. However, several challenges must be faced related to e-nose data processing. Inconsistent, not precise, and irrelevant data are the main challenge in e-nose data processing. Several methods to tackle these issues are also discussed. This paper is a summary of our work over the last few years that describe our proposed methods to deal with these problems. In the future, e-nose is prospective to be developed as sensing as a service. Integration with consumer electronics such as refrigerator and meat chiller is useful for smart packaging system. It can fulfill the requirement of the meat industry to continuously monitor the freshness, temperature, shelf life and microbiological status of food products from farm to plate to meet consumer satisfaction as well as minimizing food spoilage and wastage. For future study, a robust deep learning method for time-series data analysis should be developed to overcome more complex pattern from various meat samples and sensor drift during the monitoring process.
