The replay spoofing tries to fool the Automatic Speaker Verification (ASV) system by the recordings of a genuine utterance. Most of the studies have used magnitude-based features and ignored phase-based features for replay detection. However, the phase-based features also affected due to the environmental characteristics during recording. Hence, the phase-based features, such as parameterized Relative Phase Shift (RPS) and Modified Group Delay are used in this paper along with the baseline feature set, namely, Constant Q Cepstral Coefficients (CQCC) and Mel Frequency Cepstral Coefficients (MFCC). We found out that the score-level fusion of magnitude and phasebased features are giving better performance than the individual feature sets alone on the ASV Spoof 2017 Challenge version 2. In particular, the Equal Error Rate (EER) is 12.58 % on the evaluation set with the fusion of RPS and the CQCC feature sets using Gaussian Mixture Model (GMM) classifier.
Introduction
The recent technological developments in biometric applications lead to use of Automatic Speaker Verification (ASV) system. The ASV system either accepts or reject the claimed identity of a speaker based on the speech signal [1, 2] . Now-a-days spoofing detection is one of the important research areas in the field of the ASV system. There are various kinds of spoofing attacks for ASV, namely, impersonation, replay, identical twins, speech synthesis (SS), and voice conversion (VC) [1] . The ASV Spoof 2015 Challenge is the first edition which was mainly focussed to distinguish the natural speech and the artificial speech which is produced from SS and VC spoofing attacks [3] . On the other hand, the ASV Spoof 2017 Challenge focusses particularly on replay spoofing and its countermeasures in unknown conditions [4] . The replay spoofing can be classified as close and far-field recording [5] . Due to the availability of low cost and high quality recording and playback devices causes to increase the vulnerability of the ASV system. Various countermeasures were proposed at the frontend and backend to classify the genuine and replay speech. The spectral bitmaps were proposed for replay Spoofed Speech Detection (SSD) task in a text-dependent speaker verification system [6] . In [5] , the average spectral bitmaps and cosine-kernel score techniques were proposed to find the low frequency contents of a signal to distinguish the genuine and replay speech signal. The replay SSD can be done by analyzing the speech utterances based on acoustics and copy detection algorithm was proposed [4, 7] . The Constant Q Cepstral Coefficients (CQCC) were proposed in [8] and Gaussian Mixture Model (GMM) classifier was used. The CQCC, Mel Frequency Cepstral Coefficients (MFCC), and pitch (fundamental frequency, F0) feature sets were used at the frontend, the ReliefF and minimum redundancy and maximum relevance algorithms were used for feature selection and giving as input to Support Vector Machine (SVM) classifier at the backend [9] . The long-term spectral statistics features were given as input to the proposed binary classifier for realistic type of attacks, such as presentation attacks and physical access [10] . At the frontend, the deep learning techniques, such as Convolutional Neural Network (CNN) with max feature map activation function and recurrent neural network and stacking of both the neural networks and SVM classifier at the backend were used for replay SSD task [11] . The single frequency filtering approach was proposed to highlight the channel variations in recorded signal and Bi-directional Long Short Term Memory (BLSTM) was used at the backend [12] . The various deep learning techniques were implemented for replay SSD task in [13, 14] . The Variable length Teager Energy Separation Algorithm Instantaneous Frequency Cosine Coefficients (VESA-IFCC) was proposed to predict the importance of IF in each subband energy via ESA to predict the possible changes in envelope spectrum with the help of cepstral coefficients to characterize the natural and the replay speech signal [15] . The experimental analysis of various spectral magnitude-based features and their score-level fusion using logistic regression were studied in [16] . The experiments were conducted on two databases, namely, ASV Spoof 2017 and AV Spoof [16] . In [17] , the various experimental outcomes proved that the high frequency features can be used for replay SSD task. The speech-specific features were proposed, such as Glottal Closure Instants (GCIs), epoch features, peak-to-side-lobe ratio of mean and skewness and cepstral features and the combination of all feature sets is used for replay SSD task [18] . Less work has been done using phase-based features for replay attack detection. However, the phase contains significant information which may not be present in spectral magnitudebased features. The overview of various phase-based features and their applications is presented in [19] . In this study, the various phase-based features, such as Relative Phase Shift (RPS) [20, 21, 22] and Modified Group Delay Cepstral Coefficients (MGDCC) [23] are proposed to use for replay SSD task. The spectral magnitude-based features are also chosen to perform the score-level fusion with the phase-based features. The magnitude-based spectral features such as CQCC [24] and MFCC [25] are used. RPS is obtained by the transformation of instantaneous phases of the speech signal with the help of harmonic analysis [20] . The harmonic analysis considers the speech signal as the sum of periodic and aperiodic components and models these two com- [26] . The periodic components are represented with the help of sinusoidal modeling [27] as the sum of sinusoidal harmonic components with the amplitudes, phases, and harmonic frequencies with an integer multiple of pitch frequency F0 in each voiced frame of a speech signal. These harmonic amplitudes contains basic perceptual information of the signal [20] :
where M is the number of harmonic components, φ k (t) and θ k (t) are the instantaneous phase and initial phase shift of k th harmonic components at any time instant, respectively. The instantaneous phase shift depends on the harmonic frequency kF0 and the time instant, t [20] . On the other hand, the θ is constant if the waveform shape is stable under the local stationary condition which is independent of t [20] . From the above discussion, it is observed that the phase data represents two properties in the signal, namely, waveform shape and time synchronicity. The waveform shape depends upon the initial phase shift differences which is called as RPS [20] . The RPS is constant at a particular time instant tp (i.e., φ1(tp) = 0) and the RPS is shown at any time instant in Eq. (3) [20] :
where φ1(t) and r k (t) is the instantaneous phase of fundamental harmonic component and RPS at any t, respectively. The linear phase term (2πkF0t) which produces constant phase wrapping in instantaneous phase is not present in RPS [28] . It is the main advantage of RPS feature set. The RPS feature contains random phase values which are wrapped between [−π, π] and zero values (cosine features) [22] . The Figure 1 shows the processing of RPS features for replay SSD task. In the processing of RPS feature, the Mel triangular filterbank is used instead of linear triangular filterbank [21, 29] . The first step in this process is an unwrapping operation. This operation is used to remove the wrapping discontinuities in each voiced frame of a speech signal. Whereas, the unwrapping operation generates the ambigious data different from the RPS values. Hence, the differentiation operation is applied to the unwrapped RPS data. Thereafter, the subband processing have done to the difference of unwrapped RPS values with the help of linear triangular filterbank and in addition, the average of differentiated unwrapped RPS values are appended with the filtered unwrapped RPS data. Furthermore, Discrete Cosine Transform (DCT) and Cepstral-Mean Normalization (CMN) is applied to obtain DCT-Linear-RPS feature vector.
Linear Frequency Modified Group Delay Cepstral Coefficients (LFMGDCC)
The process of MGD feature extraction from the speech signal (x(n)) is the x(n) is analyzed with the help of Short-Time Fourier Transform (STFT). The STFT of x(n) is represented in magnitude and phase form as [30] :
The Group Delay (GD) function is used to extract the phase information (φ(ω)) from the speech signal. The GD is defined as the negative derivative of the FT phase w.r.t. frequency ω as shown in Eq. (5) [30] :
The Eq. (5) can also be represented with the help of FT property as shown in Eq. (6) [23, 30] :
where Y (ω) represents the FT of nx(n), r is real part and i is imaginary part, respectively. The MGD was proposed to overcome the problems, namely, spikes and pitch periodicity effects in GD function [30] . The spikes problem can be reduced by cepstral smoothing of denominator term |X(ω)|. The tuning parameters (ρ, γ) were introduced to reduce the spikes problems because it was not possible to reduce alone by cepstral smoothing process [30] . These parameters were tuned to which depends on that application. The MGD function is shown with tuning parameters as [31] :
where Xc(ω)| is the smooth cepstral value of |X(ω)| and the values of tuning parameters vary between 0 to 1 [30] . The Algorithm of Mel frequency MGDCC (MFMGDCC) was explained in [32] . The Linear Frequency MGDCC (LFMGDCC) is obtained by the subband processing in MGD with the help of a linear triangular filterbank.
Experimental Results

Database and Classifier
The experimental results for replay SSD were performed on ASV Spoof 2017 Challenge version 2 database. The sampling rate of speech signal is 16 kHz with 16-bits resolution per sample. The details of database are given in Table 1 . The data collection, partitions and number of speakers in this database is same as that of version 1 of ASV Spoof 2017 database. The detailed explanation of version 2 and also the changes done in this database is explained in [33] . At the backend, the Gaussian Mixture Model (GMM) classifier is used. The GMM classifier consists of weighted Gaussian components based on three parameters, namely, mean, variance, and weights [34] . The speaker modeling is done by GMM based on acoustic variations using the training subset for genuine and replay speech signals [35] . The development subset is used to optimize the threshold, and also assess the performance of the system. The purpose of testing the system with evaluation set is to assess the performance of the system in unknown conditions [4] . The scores obtained from the output of a classifier are the LogLikelihood (LLK) scores. The score-level fusion is used to fuse the LLK scores to capture the possible complementary information in the system. The CQCC feature set contains 9 octaves and 96 number of bins per octave. The minimum and maximum frequency is 15 Hz and 8 kHz. The first 30 coefficients are retained using DCT and ∆, ∆∆ coefficients are appended to form 90-dimensional (D) feature vector and 512 number of GMM components in GMM is used, is the baseline system. The MFCC is extracted by the Hamming window of 20 ms duration and 10 ms shift and 40 number of Mel triangular filters in filterbank for subband processing results into 39-D feature vector. The DCT-Linear RPS feature set is extracted from the preprocessed (Pre-emphasis) speech signal. The rectangular window and 48 number of linear triangular filters in filterbank is used. The DCT is used for truncation to obtain first 13 coefficients that are appended along with ∆, ∆∆ to form 39-D feature vector, and Cepstral Mean Normalization (CMN) is applied for channel compensation, and the 128 number of GMM components are used. The LFMGDCC feature set is extracted from the preprocessed speech signals. The Blackman window is used for segmentation with 25 ms window duration, 10 ms window shift, and the parameters ρ and γ are tuned to 0.4 and 0.1, respectively. Total 40 number of linear triangular filters in filterbank is used and first 13 coefficients are retained to form static, ∆, and ∆∆ coefficients are appended to form 39-D feature vector and 512 number of GMM components are used. The Table  2 shows the various magnitude-based and phase-based features that are used for replay detection. The M1 feature set has high frequency resolution at low frequencies and high temporal resolution at high frequencies (i.e., the Q is constant across the entire frequency range) [8] . The Constant Q Transform (CQT) (which is extensively used in music signal analysis), uniform resampling and traditional cepstral analysis are used to obtain the M1 feature set [8] . In M2 feature set, the frequency resolution is linear up to 1 kHz and logarithmic after this value [25] . This feature set is obtained by the Short-Time Fourier Transform (STFT) and Mel triangular filterbank [25] . Figure 2 shows the analysis of a Ph1 feature set w.r.t. the spectral magnitude features, namely, M1, M2 features sets. Figure  2 shows that M1 feature set presents at low frequencies across the entire duration in both genuine and replay speech signals. The M1 spectrograms show some differences mainly at starting instants in genuine and the replay speech signals. The oval and rectangle shapes in M1 feature set are representing the intensity differences, the replay speech has better intensity than the genuine speech. The dotted oval at the end of utterance in spectrogram represents that the energy is present in replay speech whereas at that instat no energy present in genuine speech signal in M1 feature set. The phasegram of Ph1 feature represents the waveform shape which changes continuously in the speech signal. The phasegram shows significant differences in genuine and replay speech signals because this feature is sensitive to the noise. The M2 feature set captures the vocal tract information, these spectrograms of both the speech signals are bit looking different. In M2 feature set, the solid ovals and dotted rectangles are there one at the starting and the other at end position at the low frequencies indicates that the formants are absent in genuine whereas, the formants are present in replay speech. The frequency resolution in M2 feature set is less compared to the M1 feature set because of using STFT in M1 feature set. Hence, the strong complementary information lies in Ph1 fusion with M1. On the other hand, the complementary information is found to be less in Ph1 fusion with M2 feature sets. The Table 3 shows the performance measures of various spectral magnitude-based, and phase-based features. It is observed that the Ph2 feature set is performing better than the M2 feature set in both development and evaluation datasets whereas the Ph1 feature set is performing better than the M2 feature set in evaluation dataset. Table 4 shows the results of the score-level fusion of spectral magnitude-based, and phase-based features. The scorelevel fusion of M1 with Ph1 and Ph2 the results are improved by 20.55 %, 11.09 % and 8.25 %, 3.41 % on development and evaluation dataset, respectively. Similarly, the fusion of M2 with Ph1 and Ph2 the results are improved by 9.80 %, 1.72 % and 0.97 %, 1.56 % on development and evaluation datasets, respectively. The better result is obtained with the fusion of M1 and Ph1 features set than the fusion of M2 and Ph1. Hence, the complementary information in Ph1 with M1 is found to be sufficient for replay SSD task. The Ph2 feature set contains less complementary information even its individual performance is better than the Ph1 feature set. The Ph2 feature set contains both magnitude and phase information. Hence, the performance is relatively poor for fusion with M1. However, the Ph2 feature set performance is better in fusion with M2 than with Ph1.
The Detection Error Tradeoff (DET) curve shown in Figure  3 indicates the performance curves at various operating points of ASV system [34] performance measures of the individual spectral magnitude-based and phase-based and the score-level fusion of feature sets. It is observed that the fusion of Ph1 and M1 is performing better than the individual magnitude-based and phase-based feature sets and other fused feature sets. The performance curve for fusion of the Ph1 and M1 is significantly improved in the evaluation set than the development set w.r.t. other feature sets.
Summary and Conclusions
This study showed the significance of various phase-based features in replay SSD task. The phase-based features, such as DCT-Linear-RPS and LFMGDCC features along with spectral magnitude-based features, namely, CQCC, MFCC feature sets are used in this study. Furthermore, these features are fused with each other. The CQCC feature set exhibits better performance than the other individual feature sets. The DCTLinear-RPS feature provides complementary information better than the LFMGDCC feature with the fusion of CQCC feature set, even the LFMGDCC is giving better performance than the DCT-Linear-RPS feature set. The MFCC feature set gives better performance than the DCT-Linear-RPS feature set. The scorelevel fusion of DCT-Linear RPS feature set with the MFCC is not giving the better performance, indicating that the fusion of DCT-Linear-RPS with only CQCC gives the best performance. The LFMGDCC feature set is unable to give better performance than the DCT-Linear-RPS with the fusion of CQCC. Hence, the fusion of CQCC with only DCT-Linear-RPS is giving the best performance. We will explore the performance of these phasebased features by various neural network classifiers, such as Convolutional Neural Network (CNN), Long Short-Term Memory (LSTM) and Bi-directional LSTM.
