Summary -A method is described for the simultaneous estimation of variance components due to several genetic and environmental effects from unbalanced data by restricted maximum likelihood (REML) 
INTRODUCTION
Over the last decade, restricted maximum likelihood (REML) Gill et al., 1981) .
In the main, REML algorithms currently employed in animal breeding fall into the first two categories. Fisher's Method of Scoring is a special case of the Newton procedures, requiring expected values of second derivatives of the log likelihood function (G) to be evaluated. As these are often difficult to obtain, Expection-Maximization (EM) type algorithms (Dempster et al., 1977) , exploiting first derivative information, are used more widely.
A derivative-free REML algorithm has been suggested by Graser et al. (1987) The mixed model equations (MME) pertaining to [1] are then (Henderson, 1973) (Patterson & Thompson, 1971 ). For Y !N(Xb, V), the log likelihood is (e.g. Harville 1977): -- where X * (of order NxNF * ) is a full rank submatrix of X. Using matrix equalities given by Harville (1977) and Searle (1979) , [3] can be rewritten as:
where C * is the coefficient ' matrix in [2] with X replaced by X * , and P is a matrix:
Calculation of the first two terms required in [4] depends on the specific structure of R and G in a given analysis. The latter two, however, can be determined in a general fashion, as suggested by Graser et al. (1987) , by Gaussian Elimination (as described in most Numerical Analysis textbooks, or by Smith & Graser (1986) For given values of the other variance components, the error variance can be estimated directly in this case, from the residual sums of squares as (see Harville, 1977; or Graser et al., 1987) Let the other parameters to be estimated, i.e. (co)variances of the random effects fitted, be denoted by oi with i = 1, ..., p -l, and p the total number of components with up = 0-2 E* As discussed by Harville & Callanan (1988) The suitability of three different approaches was examined using simulated data for models 1, 2, 4 and 8 as specified in Table I (Swann, 1972 (Swann 1972) .
Subsequently, the Simplex method has been modified by Nelder & Mead (1965 of bounds were not a problem, the Quasi-Newton algorithm performed generally somewhat better than the Simplex method. The variance of function values in the Simplex had to be less than 10-8 or even 10-9 for the Simplex to find the minimum of -2 log £ with the same accuracy as ZXMIN (for an accuracy level of 5 or 6 significant digits). In terms of changes in parameter estimates, however, a limit of 10-5 to 10-6 generally appeared sufficient. Figure 2 illustrates the convergence behaviour of the Simplex method for the same analyses as depicted in Figure 1 . Oscillations in likelihood and estimates clearly reflect the &dquo;trial and error&dquo; mechanism of this approach. For both sets of starting values, 88 likelihood evaluations were required before the variance of function values in the Simplex dropped below the specified limit of 10-9 .
SAMPLING VARIANCES
The matrix of approximate, large sample covariances among variance component estimates is given by the inverse of the information matrix. This in turn can be approximated by the inverse of the Hessian matrix, i.e. the matrix of second derivatives of the log likelihood function with respect to the parameters to be estimated. A quadratic approximation of log £ and Quasi-Newton procedures provide an approximate Hessian matrix (Q) as a by-product. Using the Simplex method this has to be obtained explicitly. Nelder & Mead (1965) described an appropriate strategy, equivalent to the approximation by numerical differentiation using forward differences (see e.g. Gill et al., 1981) . While the mechanics for approximating second derivatives are straightforward, it can be problematic in practice.
As noted when examining the quadratic approximation of log G for multiple parameters, Q was often not positive definite, whether derived by least-squares as described by Smith & Graser (1986) For model 1, data were also analyzed using an EM-algorithm with tridiagonalisation of the coefficient matrix as described by Smith & Graser (1986 
