Abstract. Perturbation bounds for Mostow's decomposition and the bipolar decomposition of matrices have been computed. To do so, expressions for the derivative of the geometric mean of two positive definite matrices have been derived.
Introduction
Matrix factorizations have been used in numerical analysis to implement efficient matrix algorithms. In machine learning, matrix factorizations play an important role to explain latent features underlying the interactions between different kinds of entities. Many matrix factorizations namely, the polar decomposition, the QR decomposition, the LR decomposition etc., have been of considerable interest for many decades. Perturbation bounds for such factorizations have been of interest for a long time (see [2, 21, 22] and the references therein). Some generalizations and improvements on them have been obtained in the subsequent works, for example, see [11, 12, 13, 16, 17, 18, 19, 23] .
An interesting matrix factorization follows from the work of Mostow [20] . It states that every non singular complex matrix Z can be uniquely factorized as
where W is a unitary matrix, S is a real symmetric matrix and K is a real skew symmetric matrix. Recently, Bhatia [6] showed that every complex unitary matrix W can be factorized as
2) where L is a real skew symmetric matrix and T is a real symmetric matrix. Using (1.1) and (1.2), it has been obtained in [6] that Z = e L e iT e iK e S .
(1.3)
Our goal is to find the perturbation bounds for the factors arising in (1.1), (1.2) and (1.3). In [1] , Barbaresco has used Berger Fibration in Unit Siegel Disk for Radar Space-Time Adaptive Processing and Toeplitz-Block-Toeplitz covariance matrices based on Mostow's decomposition. Let M(n, C) be the space of n × n complex matrices, and U(n, C) be the set of n × n complex unitary matrices. Let ||| · ||| be any unitarily invariant norm on M(n, C), that is, for any U, V ∈ U(n, C) and A ∈ M(n, C), we have |||UAV ||| = |||A|||.
Two special examples of such norms are the operator norm · (also known as the spectral norm) and Frobenius norm · 2 (also known as Hilbert-Schmidt norm or Schatten 2-norm). Various properties of unitarily invariant norms are known [3, Chapter IV]. We would require the following important properties: for A, B, C ∈ M(n, C) |||ABC||| ≤ A |||B||| C , (1.4) and
(1.5) Let W be a subspace of M(n, C) and let T : W → M(n, C) be a linear map. As in [2] , we take |||T ||| = sup{|||T (X)||| : |||X||| = 1}.
(1.6)
It has been shown in [1, 6] that the factors in the decomposition (1.1) are related to the geometric mean. So to obtain the perturbation bounds for (1.1), we obtain expressions for the derivative of the geometric mean and bounds on its norms in Section 2. In Section 3 and Section 4, we exploit the idea in [2] to obtain bounds on the derivative of the decomposition maps for (1.1) and (1.2), respectively. In Section 5, we discuss the first order perturbation bounds for maps on Lie groups and obtain the perturbation bounds for the factorizations (1.1), (1.2) and (1.3).
Derivative of the geometric mean
Let H(n, C) be the space of n × n complex Hermitian matrices and let P(n, C) be the set of n × n complex positive definite matrices. For A, B ∈ P(n, C) their geometric mean is defined as 
2)
The geometric mean of A and B is also given by Let G : P(n, C) × P(n, C) → P(n, C) be the map defined as G(A, B) = A#B.
Since A → A 1/2 is a differentiable function on P(n, C), we get from (2.1) that G is a differentiable map. The derivative is given by
The following proposition gives an expression for DG(A, B).
Proof. For sufficiently small t, by (2.2), we have
Differentiating with respect to t at 0, we get
Then the above equation can be rewritten as
This is a well studied Sylvester's equation (see [3, 9] 
, we obtain (2.4).
Some other expressions for the solution of the Sylvester's equation [3, 10] are known. From these, one can obtain other expressions for DG(A, B)(X, Y ).
Suppose A and B commute. Then 
By (1.6), |||DG(A, B)||| = sup{|||DG(A, B)(X, Y )||| : |||(X, Y )||| = 1}, where |||(X, Y )||| = max{|||X|||, |||Y |||}. So we get
By Proposition 2.1, we obtain a better bound for |||DG(A, B)|||. We mention this in the following corollary for general A and B.
Corollary 2.2. For A, B ∈ P(n, C)
In the case when A and B commute,
. So from (2.9), we obtain
In some other cases, a bound on ), then we have
.
This has been observed in [2, 7] . 
Mostow's decomposition
The Mostow decomposition theorem (1.1) gives that any non singular matrix Z can be uniquely factorized as Z = W e iK e S . Let P 1 = e iK and P 2 = e S . Then P 1 ∈ P(n, C) and P 2 ∈ P(n, R), where P(n, R) stands for the set of n×n real positive definite matrices. We also have P 1 P 1 = I. Such matrices X which satisfy XX = I are called circular (or coninvolutary) [15] . Let P circ be the set of circular positive definite matrices. Then
Since the factorizations in (1.1) are unique, these maps are well defined. The product map τ (W, P 1 , P 2 ) = W P 1 P 2 is the inverse of ̺. For any matrix A, let cond(A) denotes the condition number of A.
where G is the geometric mean map as defined in Section 2. By the chain rule,
We know that (A#B)
and so
Equation (3.4) follows from (3.7). Let SH(n, R) be the space of n × n real skew symmetric matrices. The tangent space at any point P 1 is given by iP
The map D̺(Z) is the inverse of Dτ (W, P 1 , P 2 ), and so
and
11) By (3.10) and (3.11), we obtain 12) that is,
(3.13) Taking conjugate transpose on both the sides and using (3.8), we get
Adding (3.13) and (3.14) gives
By [3, Theorem VII.2.3], we obtain
The last inequality follows from (3.7) and (3.9). Hence we obtain (3.3). By (3.12), we also have
Again taking conjugate transpose on both the sides and using (3.8), we obtain
Now, subtracting (3.17) from (3.16), we get
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Again by [3, Theorem VII.2.3], we get
From this, (3.2) follows.
Remark 3.2. We have used in (3.7) that A#B ≤ A 1/2 B 1/2 . Better bounds on |||D̺ 2 (Z)(X)||| can be found using [8, Theorem 2] . For example, we also have
Remark 3.3. One can find another bound for |||D̺ 1 (Z)||| in Theorem 3.1 by using the expression e iK = e −S Z * Ze −S given in [6] . This can be expressed as
. Using this approach, the factor
in (3.3) gets replaced by P 1 2 . By the chain rule, we get
2 )), where f is the square root function. By [3, Theorem X.3.1] and using ZP −1 2 = W P 1 , we obtain
Decomposition of unitary matrices
Every complex unitary matrix W can be factorized as W = W 1 W 2 , by the second or third polar decomposition of W . This decomposition is unique if W ′ W doesn't have −1 as an eigenvalue. Let U = {W ∈ U(n, C)| − 1 / ∈ σ(W ′ W )}, where σ(A) denotes the spectrum of A and U sym + be the set of U ∈ U(n, C) such that U ′ = U and U has all the eigenvalues in the open right half plane. Let O(n, R) be the set of real orthogonal matrices. We define Φ : U → O(n, R) × U sym + as Φ(W ) = (Φ 1 (W ), Φ 2 (W )), where Φ 1 (W ) = W 1 and Φ 2 (W ) = W 2 . The product map Ψ : O(n, R) × U sym + → U is the inverse of Φ. 
n a n e inθ = 1 1 + e iθ .
(4.1)
Proof. The map
is an isomorphism and its inverse is DΨ(W 1 , W 2 ). For X ∈ SH(n, R) and Y ∈ iH(n, R) 
This gives Taking complex conjugate on both sides of the above equation (4.6) and adding the new equation to (4.6), we get
By similar calculations as done above, we get
Equations (4.5) and (4.8) give the required result.
Perturbation bounds
In this section, we discuss first order perturbation bounds for a map from a Lie group to a manifold and use it to obtain perturbation bounds for the decomposition maps. Let M ⊆ GL(n, C) be a differentiable manifold. For A ∈ M letÃ denote a perturbation of A in a small neighbourhood of A in M. Suppose A = A 1 A 2 . Theñ A i denote the corresponding factors forÃ. Let f be a smooth function on M. If M is a convex set, then by Taylor's theorem, we have
We denote this as
We also note here that if there is a M > 0 such that |||Df (A)||| < M, then in a small neighborhood of A, we have .2) 5.1. First order perturbation bounds. The function log is well defined for all non singular matrices A if we choose a branch of logarithm. In this case, exp is its inverse. The map D log(A) : M(n, C) → M(n, C) is given by
For ǫ > 0 define U ǫ = {X ∈ M n (C) : X 2 < ǫ} and V ǫ = exp(U ǫ ). Let G ⊆ GL(n, C) be a matrix Lie group with Lie algebra G and let A 0 ∈ G. Then by [14, Theorem 2.27 ], there exists an ǫ > 0 such that the map H :
By Taylor's theorem, we have
In particular, when A = A 0 , we have
Let G 1 ⊆ GL(n, C) be a differential manifold (G 1 may not be a group) and let
LetÃ 0 = H(S). Using equations (5.4) and (5.7), we get
By (5.5), we obtain
In particular, when A 0 is unitary matrix, we get
5.2. Perturbation bounds for the bipolar decomposition. Equation (5.9) and Theorem 4.1 together give the perturbation bounds for the decomposition (1.2). We state this as a proposition below. The notations are as in Section 4.
Proposition 5.1. For W ∈ U and k = 1, 2
As observed in [6] , the expression (1.2) gives both the second and third polar decompositions for a unitary matrix W . Therefore Theorem 4.6 and Theorem 4.7 in [2] give that for each k
We see that the bounds obtained in (5.10) are sometimes better than the ones given by (5.11). For example, let W = diag(e iθ , e iθ ), where π/3 < θ < π/2. Then Let Θ = {θ i − θ j : e iθ j ∈ σ(W 2 )} ⊆ (−δ, δ), where 0 < δ < π. We define the function f :
Then f is periodic and absolutely continuous. Also,
Let the Fourier coefficients of f be b n . For the sequence a n = (−1) n b n we have a n ∈ ℓ 1 and for θ ∈ (−δ, δ) 
If δ is very small, that is, if the eigenvalues of W 2 are very close to each other, then by (5.13), we see that 2 a n is very close to 1.
We now obtain the perturbation bounds for the factors S, K, L, T in the bipolar decomposition (1.3). For Z ∈ GL(n, C) let
and for W unitary let
Before stating the theorem, we observe a few things about the decomposition (1.3). For any Z ∈ GL(n, C) the matrices S and K are unique but L and T are not unique. If e L and e iT do not have −1 as an eigenvalue, then we can use principal logarithm to define L and T uniquely. But if e L or e iT have −1 as an eigenvalue, then we choose α ∈ [−π, 0) such that e iα / ∈ σ(W 1 ) ∪ σ(W 2 ). A branch of logarithm for which arg z ∈ [α, α + 2π) gives unique S, K, L and T .
iT e iK e S , where σ(e iT ) = {e iθ 1 , . . . , e iθn }. Let {a n } be any ℓ 1 -sequence such that for all θ
14) We illustrate the behaviour of the above bounds with the help of an example. For a natural number n, consider a one-parameter family of matrices Z n (t) = diag(e sin t , e sin(t+ π n ) ), t ∈ R. For Z n (t), the factors in the bipolar decomposition are given by S n (t) = diag(sin t, sin(t + π n )), K n (t) = T n (t) = L n (t) = O. We consider the operator norm in Theorem 5.2. Let f n (t) be the first order perturbation bounds as given in (5.17) , that is, f n (t) = e −Sn(t) k(Z n (t)). ) ) .
The behavior of f n (t) can be seen in the following graph. We observe that for n = 2, the perturbation bound for some of these matrices can be more than 1200. When n increases, the maximum value of f n (t) decreases. In particular, we observe this for n = 500 in the below graph.
