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Abstract
Modern water distribution networks are equipped with a large amount of sensors to monitor the drinking water quality. To detect
anomalies, usually each sensor contains its own threshold, but machine-learning algorithms become an alternative to reduce the
parametrization eﬀort. Still, one reason why they are not used in practice is the geographical restricted data access. Data is stored
at the plant, but data scientists needed for the data analysis are situated elsewhere.
To overcome this challenge, this paper proposes a cloud-based event-detection and reporting platform, which provides a possibility
to use machine learning algorithms. The plants measurements are cyclically transferred into a secure cloud service where they are
downloaded and analyzed from the data scientist. Results are made available as reports.
c© 2015 The Authors. Published by Elsevier Ltd.
Peer-review under responsibility of the Scientiﬁc Committee of CCWI 2015.
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1. Introduction
Over the past years, numerous multi-parameter sensors have been placed in Water Distribution Networks (WDN)
to monitor the water quality and to raise events if, e.g. contaminants are detected. These sensors measure several
physical and chemical water parameters like conductivity, pH, temperature and free chlorine. Generally, the moni-
toring of the network, which covers the setting of the alarm threshold for the diﬀerent sensors, is performed by the
operating engineers and their expert knowledge. Still, due to the large amount of sensors in the network, a manual
parametrization of each sensor is more and more time consuming and machine-learning algorithms become a promis-
ing alternative. Still, so far, data-driven models have only been used in individual cases in practice [8] or in laboratory
plants [3,5]. Among others, there are two reasons why machine-learning algorithms are rarely used in practice:
1. Geographical restricted access on information resources by diﬀerent user groups. To use machine-learning algo-
rithms for monitoring operating engineers and data scientists are needed;
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2. Machine-learning algorithms work as black box models. The backtracking of the full diagnosis chain can become
elaborate work if an event has been detected.
To perform a data-driven condition-monitoring, operating engineers are needed to provide measurements from the
process variables to the data scientists to work with the generated model. The data scientist again is needed to
generate and maintain the accuracy of the model and to provide the operating engineer with updates from the model.
One major challenge is that typically both specialists are placed in diﬀerent geographical locations. To perform an
update of the learned model, the operating engineer needs to transfer new measurements to the data scientist, while
the data scientist needs to transfer back the new model to the operating engineer. The operating engineer again needs
to integrate the new model into the plant’s IT-infrastructure, which can be time-consuming. All these steps result in
an ineﬃcient information exchange and possibly lead to a performance degradation of the monitoring system. Even
worse, it has to be considered that several iterations are needed to tune the model and, as assets in the plant change,
the model needs an update from time to time. To overcome the data exchange problem, several remote condition-
monitoring approaches are already presented in literature. Liang [7] proposes to upload all measurements onto a
common cloud storage server capable for real-time data analysis, [15] proposes a cloud-based condition-monitoring
platform for smart-grids. Still, these approaches cannot be simply adopted on WDNs as they rely on third-party cloud
services, which would lead to a security risk.
Another challenge in data-driven condition-monitoring is that machine-learning algorithms are black-box models [6].
Hence, the detection of anomalies in a multivariate data set can be elementary, but tracking back the full diagnosis
chain can become elaborate work. Still, for an operation engineer, knowing the causing process variable(s) of an
event will be a much more valuable information than only knowing that the network has left its normal state. One
way to simplify the detection of the causing variable(s) is to oﬀer a suitable visualization of the detected event to the
operating engineer.
Hence, in this paper a cloud-based event detection and report generation platform is presented which resolves the
challenges of geographical restricted data access and supports the diagnosis of a detected event by oﬀering meaningful
reports to the operating engineers. Figure 1 sketches the general idea. To avoid third-party providers the plant’s data
are transferred into a secure cloud service using the open source software ownCloud [11] with the server hosted at
the plant’s or data scientist’s location. The provided data is downloaded from the server and in a subsequent step
analyzed using an event detection algorithm based on the principal component analysis proposed in [5]. Finally, from
the output of the model, an automatic report is generated giving a compromised overview of the current state of the
plant and transferred back to the cloud making the report available to the operating engineers.
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Fig. 1. General architecture for report generation using a cloud-service.
2. Architecture of the event detection and report generation platform
The architecture of the platform consists of three components, namely data storage, event detection and report
generation. All components will be explained in the following sections. Additionally, one conﬁguration ﬁle is needed,
which is used to set up the diﬀerent components. Figure 2 illustrates the components and shows how they interact
with each other.
In periodic cycles (e.g. 10 minutes) it is checked if new measurements have been provided from the plant to the cloud-
service. If new data is available, it is initially integrated into a local database. Next, one or several event detection
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modules are used to analyze the measurements and write their results back into the the database. Finally, a report
for each event detection module is generated and uploaded to the cloud-service to make it available to the operating
engineers.
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Fig. 2. Architecture of the event detection and report generation platform.
2.1. Data storage
The entity-relationship model of the underlying MySql [9] database is given in ﬁgure 3 consisting of the four tables
processdata, variable_info, for process data and evd_results, evd_module_info for the results of the event
detection modules.
New data provided from the cloud-service is integrated into table processdata, having as columns timestamp
for the current time, variableID describing the ID of the process variable, value of the variable’s measurement
and id as auto-incrementing primary key. The table holds a one-to-many relationship with variableID as foreign
key in table processdata and primary key in table variable_info. Table variable_info contains columns
with meta information of the process variables, which are currently covering the notation of the process variable in
variableName and the measuring unit in column unit.
The results of the event detection module are written into table evd_results consisting of ﬁve columns. In de-
tail, column timestamp contains the time instance of the calculated alarm index, evdValue its resulting value and
threshold holds the value upon excess an alarm is raised. The column eventID is used as primary key and column
moduleID contains the ID number of the event detection module for which the values are calculated. In addition,
moduleID serves as a one-to-many relationship with table evd_module_info. Just as table variable_info for
the process data, table evd_module_info contains meta information about the used event detection modules, which
covers currently its notation.
Fig. 3. Entity-relationship model of the underlying database.
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2.2. Event detection
The event detection component contains the core algorithms when analyzing the process data. In detail, these
algorithms cover the steps of data preparation, calculation of the alarm index and calculation of the alarm threshold.
As machine-learning algorithm the principal component analysis (PCA) is used. The PCA is a multivariate procedure
to perform dimensionality reduction while keeping a maximum amount of variance in the transformed data set. The
parametrization of the algorithms is performed in the central conﬁguration ﬁle. The algorithms are explained in the
following:
2.2.1. Data normalization
Prior to use the PCA for process monitoring, the used process variables are normalized using the z-score normal-
ization [6] which sets each time series on zero mean and standard deviation of one.
It is assumed that x[k] ∈ R with k = 1 . . .K is the time series of a process variable with mean value μ and standard
deviation σ. Hence, the set of all process variables is described as
X =
[
x1[k] x2[k] . . . xp[k]
]
(1)
with p being the number of process variables resulting in the matrix X ∈ R(K×p). Finally, the z-score normalization is
deﬁned as
Y =
x j − μ j
σ j
(2)
with j = 1, . . . , p. As mentioned, the PCA is calculated using the matrix Y containing the normalized process
variables.
2.2.2. PCA for process monitoring
Using the PCA for process monitoring covers two steps. Initially, a training data set is selected, which deﬁnes the
normal state of the water distribution network. This data set is used to train the PCA, in detail calculating the principal
components and the alarm threshold. In the second step, new measurement data provided through the cloud-service
and the principal components calculated through the training data, are used to calculate the alarm index. Finally, the
value of the alarm index is compared to the alarm threshold and upon excess, an alarm is raised.
The PCA performs a linear transformation of the variables Y resulting in so called principal components (PCs) with
the PCs being uncorrelated to each other. Therefore, initially the covariance matrix S ∈ Rp×p needs to be calculated
being deﬁned as:
S =
1
K − 1Y
TY (3)
Next, an eigendecomposition [6] from S is performed obtaining its eigenvalues and eigenvectors. Finally, the selected
m eigenvectors of S result in the so-called loading matrix P ∈ Rp×m. This matrix is used to transform the original data
matrix Y into the new K × m Matrix Z, being deﬁned as Z = YP.
Alarm index. To use the resulting PCs for process monitoring, the matrix Z needs to be transformed into a univariate
measure. This is performed by calculating the so-called Hotelling T 2 statistic [1,12], which is a measure to detect
unusual ﬂuctuations in a multivariate data set. Furthermore, the T 2 statistic is used to calculate a threshold, upon its
excess an alarm is raised. The T 2 statistic is deﬁned as
T 2 = yT PΣ−1m P
Ty (4)
while the vector y ∈ Rp is the current measurement provided through the cloud-service and the matrix Σm contains
the ﬁrst m columns of the eigenvalue matrix Σ ∈ Rp×p resulting from the covariance matrix Y. In the following, all
eigenvalues in Σ are used to monitor the process.
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Threshold. The classical approach to calculate the alarm index threshold is by performing a f-test statistic [12]. Still,
since measurements in water distribution networks are strongly autocorrelated, which results in low thresholds leading
to too many false positive alarms. Hence, in this case the threshold of the T 2 statistic is generated by calculating a n-
sigma threshold using the training data. Therefore, T2train ∈ RK being the alarm index of the training data is calculated
resulting in the alarm index
T 2threshold = n ·
√
T2train · T2
T
train (5)
with T 2threshold ∈ R+. The factor n ∈ R+ is a user deﬁned parameter describing the sigma surrounding. If T 2threshold < T 2i ,
an alarm is generated. Throughout this paper, the parametrization in the conﬁguration ﬁle is set to n = 6.
2.3. Report generation
The main objective of the generated reports is to give a fast overview of the current condition of the network while
focusing on occurred events. The report generation module fetches process data together with results from the event
detection module from the database. Next, it generates a report and uploads it into the cloud-service. An exemplary
report from Strasbourg distribution network is given in ﬁgure 4 and will be explained in section 3. The reports are
generated using the python library matplotlib [4].
The upper left subplot contains the results of the event detection module, namely alarm index and the threshold.
All other subplots contain the process variables used for event detection. If the value of the alarm index excesses
its threshold, a red vertical line is drawn through all other subplots to better detect the causing process variable(s).
Additionally, in all subplots the 3σ surrounding of the plotted measurements are shaded in grey. The x-axis consists
of date, time and current weekday. The report layout (process variables used for monitoring, period etc.) is deﬁned in
the central conﬁguration ﬁle.
3. Use-Case: Strasbourg distribution network
As use-case, the proposed cloud-based event detection and report generation platform is applied on real world data
from the water distribution network of Strasbourg. The major aim of the platform is to monitor the network against
deliberate or accidental contamination and is part of the French-German research project SmartOnline [14] in which
an online security management toolkit for water distribution networks is developed. The provided platform is tested
on water quality data registered in the year 2014. All three components are executed in sequential order following one
main control loop.
Data storage. In a 10 minutes periodic cycle the plant’s Scada system uploads data in terms of a single csv-ﬁle into the
secure cloud-service. From the data scientist’s side, the provided data is downloaded and integrated into the database
following the entity-relationship model described in section 3. New data coming from the plant is integrated into table
processdata. This approach provides a minimum of eﬀort for setting up the IT-infrastructure for performing the
monitoring of the network.
Event detection. The size of the complete water distribution network is too large to be monitored using only one
principal component analysis. Hence, several modules are applied to monitor diﬀerent sectors of the network, while
each sector monitors 10 to 15 sensors. The sectors are deﬁned using expert knowledge from the operating engineer’s
side and the ﬂow map of the network. Training data, which describes a normal state of the network, has been selected
on data from the ﬁrst quarter of 2014. Cleansing of the data has been performed by replacing outliers and nan-
values with the mean value of the time series. The results of the event detection modules are written back into table
evd_results while deﬁnition and parametrization of modules took place in the global conﬁguration ﬁle.
Report generation. Reports are generated on a weekly and monthly basis for each sector. Figure 4 shows an exem-
plary report resulting from one event detection module used to monitor the ﬁrst sector of the network. Measurements
are taken from the last week of November 2014. The report contains one event, which has been detected in the begin-
ning of the week. Taking a closer look into the report shows that the detected event is mainly due to sensor 11. In that
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Fig. 4. Generated report from the ﬁrst monitored sector at Strasbourg water distribution network.
case the sensor was integrated into the network but not yet calibrated. Hence, the sensor sent a false value which lead
to an alarm. By checking the report, it is obvious that the alarm was not caused by a contamination but resulted from
a measurement error. This concludes that the report considerably accelerates the clariﬁcation of the cause of an event.
4. Conclusion and future work
In this paper, the architecture of a cloud-based event detection and report generation platform for monitoring water
distribution networks has been presented. This architecture aims to solve two challenges when bringing machine-
learning algorithms into practice. First, data access is no longer limited due to geographical limitation which means
that operational engineers and data scientists can faster exchange their data. Second, the results of the used event
detection algorithm are processed and provided in terms of a report to the operational engineers. This gives a much
better insight into the data than using the algorithm as a pure black-box model.
To achieve these goals, a software architecture consisting of three components, namely data storage, event detection
and report generation was developed. Conﬁguration and parametrization of each component is done by using one
global conﬁguration ﬁle. As use-case, data from Strasbourg water distribution networks has been applied on the
developed platform. Results showed, that the connection of the IT-infrastructure, the monitoring and the tracking of a
detected event lead to improved results compared to having the event detection component running completely on the
plant’s site as a black-box model.
There are several ways for further improvement. Currently, the data exchange is performed using a secure cloud-
service which is not capable of performing a real-time monitoring. To achieve the goal it may be considered to switch
to an OPC Uniﬁed Architecture [10] as communication protocol which also oﬀers a secure but faster data transfer.
Regarding the event detection algorithm one challenge is to take into account the time-variant nature of the distribution
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network leading to an outdating of the training data set. In other words, the currently used PCA needs to be replaced
by an incremental learning approach. Finally, the current reports are stored as .png ﬁles, which means that they
are not responsive to the user. Hence, one further step may be to provide the information in terms of an interactive
web-interface to the operational engineers.
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