Fundamental Structures in Dynamic Communication Networks by Lehmann, Sune
This is a preprint from the Social Complexity Lab . Uploaded to ArXiV in July 2019.
1
Please cite as
 GitHub: https://github.com/SocialComplexityLab, Web: https://sunelehmann.com/1
Sune Lehmann (2019). Fundamental structures in network temporal communication 
networks. In Holme and Saramaki (Editors) Temporal Network Theory. Springer-
Nature, New York. 2019.
ar
X
iv
:1
90
7.
09
96
6v
1 
 [p
hy
sic
s.s
oc
-p
h]
  2
3 J
ul 
20
19
Fundamental structures in
dynamic communication networks
Sune Lehmann1 1 DTU Compute
Technical University of Denmark
DK-2800 Kgs Lyngby
Denmark.
Email: sljo@dtu.dk
July 2019
In this paper I introduce a framework for modeling temporal com-
munication networks and dynamical processes unfolding on such
networks. The framework originates from the realization that there
is a meaningful division of temporal communication networks into
six dynamic classes, where the class of a network is determined by
its generating process. In particular, each class is characterized by a
fundamental structure: a temporal-topological network motif, which
corresponds to the network representation of communication events
in that class of network. These fundamental structures constrain net-
work configurations: only certain configurations are possible within
a dynamic class. In this way the framework presented here highlights
strong constraints on network structures, which simplify analyses and
shape network flows. Therefore the fundamental structures hold the
potential to impact how we model temporal networks overall. I ar-
gue below that networks within the same class can be meaningfully
compared, and modeled using similar techniques, but that integrating
statistics across networks belonging to separate classes is not mean-
ingful in general. This paper presents a framework for how to analyze
networks in general, rather than a particular result of analyzing a par-
ticular dataset. I hope, however, that readers interested in modeling
temporal networks will find the ideas and discussion useful in spite of
the paper’s more conceptual nature.
Introduction
Temporal networks provide an important methodology for model-
ing a range of dynamical systems2. A central category of temporal 2 P. Holme and J. Saramäki. Temporal
networks. Physics Reports, 519:97–125,
2012; and Petter Holme. Modern
temporal network theory: a colloquium.
The European Physical Journal B, 88(9):
234, 2015
networks is communication networks, which – in this context – I define
to be networks that facilitate or represent communication between
human beings. Frequently analyzed examples of communication
networks are networks of face-to-face contacts between individuals,
phone calls and text messages, online social networks such as Face-
book or Twitter, and networks of email messages. But communication
networks could also represent other types of human communication,
such as broadcast networks (e.g. television or newspapers) or com-
munication via letters or books. While the framework discussed here
is presented in the context of human communication networks, in
many cases the validity of the framework extends beyond networks
of human communication to describe networks of machine-machine
communication, biological signaling, etc.
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Network structure of communication events
The main realization underlying the ideas presented here is that each
human act of communication is shaped by the medium in which it
takes place. As modern communication tools have developed, the
richness of the ways human beings can communicate with one an-
other has grown. What is perhaps less recognized in the field of
network theory is that each new medium for communication sets its
own particular constraints for the network structure of communica-
tion events within that medium.
In the field of communication studies, a key question is to under-
stand how the technological evolution impacts human communica-
tion. Therefore, within that field, the many possible types of human
communication – old and new – have been boiled down to six fun-
damental prototypical communicative practices3 shown in Table 1. In 3 Klaus Bruhn Jensen and Rasmus
Helles. The internet as a cultural forum:
Implications for research. New Media &
Society, 13(4):517–533, 2011
their formulation within the field of communication these practices
are not connected to the underlying communication networks (or
their dynamics); rather, the prototypical practices are simply used as
a way to categorize real-world communication and understand their
impact on, e.g. communication practices.
Synchronous Asynchronous
One-to-one Phone call, voice chat Text message, letter
One-to-
many
Broadcast Radio and
TV
Book, Newspaper,
Webpage
Many-to-
many
Face-to-face, Online
chatroom
Online social network,
Wiki
Table 1: Six prototypical com-
municative practices and real-
world examples of each prac-
tice.
Synchronous vs. Asynchronous
In the vertical split, Table 1 makes a distinction between synchronous
and asynchronous communication. In the case of synchronous com-
munication, both parties are active and engaged. E.g. during a phone
call. Conversely, in the case of asynchronous communication, a mes-
sage is initiated at some time by the sender and then received at
some later time by the recipient(s). For example, in the case of one-
to-one communication, the recipient reading a text message or a
letter.
One-to-one, One-to-many, Many-to-many
Along the horizontal splits, each row in Table 1 refers to the config-
uration of participants in a given communication act and the nature
of their interaction. This division of communicative behaviors into
one-to-one, one-to-many, and many-to-many is quite natural and
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recognized beyond communication theory; similar distinctions are
used, for example, in the analysis of computer networks4, when ne- 4 Ken Carlberg and Jon Crowcroft.
Building shared trees using a one-
to-many joining mechanism. ACM
SIGCOMM Computer communication
review, 27(1):5–11, 1997
gotiating contracts5, within marketing6, or as design patterns/data
5 Iyad Rahwan, Ryszard Kowalczyk,
and Ha Hai Pham. Intelligent agents
for automated one-to-many e-commerce
negotiation. In Australian Computer
Science Communications, volume 24,
pages 197–204. Australian Computer
Society, Inc., 2002
6 Evert Gummesson. From one-to-one
to many-to-many marketing. In Service
Excellence in Management: Interdisci-
plinary Contributions, Proceedings from the
QUIS 9 Symposium, Karlstad University
Karlstad, Sweden, pages 16–25. Citeseer,
2004
models in database design7.
7 Tom Jewett. Database Design with
UML and SQL. Online, 3 edition, 2011.
http://www.tomjewett.com/dbdesign
Connecting to network theory
Bringing this framework, which was developed to organize different
types of communication, into the realm of temporal network theory,
I propose that we think of each prototypical type of communication
as defining a dynamic class of network and that any real-world com-
munication network can be modeled as belonging to one of these six
classes.
The key concept which distinguishes the six classes is their fun-
damental structures. We arrive at the fundamental structures by
first noticing that each row in Table 1, corresponds to an archety-
pal network structure: one-to-one interactions correspond to dyads,
one-to-many interactions can be represented as star graphs (or trees),
and the many-to-many interactions match the network structure of
cliques. When also incorporating the temporal aspect (synchronous/-
asynchronous), we arrive at the network representations of the six
prototypical communicative practices, the fundamental structures,
see Figure 2 for an illustration.
The fundamental structures are temporal-topological network
patterns, with each pattern corresponding to a communication event
(a phone call, a meeting, a text message) in that network. Since each
class is characterized by its fundamental structure, we name the each
class according to their fundamental structure: synchronous, one-to-
one, and so on.
Figure 1: Properties of gatherings. (A) The network formed by physical proximity within
one day (green), 60-minute (orange), and 5-minute temporal aggregation (blue). (B) Cor-
responding adjacency matrices sorted according to connected components. Groups are di-
rectly observable for short time-slices, but become overlapping as more time is aggregated in
each bin. (C) Illustration of gathering dynamics. Gatherings change gradually with mem-
bers flowing in and out of social contexts, participation in a gathering is given by at least
one co-presence link. (D) Real world gatherings have soft boundaries, with nodes organized
into a stable core with periphery nodes of lower participation levels. Node-size corresponds
to participation. (E) The stability of gatherings as a function of duration. Global stability
is defined as
Ptdeath
tbirth
J(gt, G)/(tdeath   tbirth), where J denotes the Jaccard similarity and G is
the aggregated network of slices (G = gbirth [ · · · [ gdeath) while local stability is defined asPtdeath 1
tbirth
J(gt, gt+1)/(tdeath   tbirth   1).
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A B
Figure 1: Cross-sections of
fundamental structures are
revealed in brief snapshots of
networks from the SensibleDTU
project. A. A one minute time-
slice from the phone call net-
work at peak activity; the net-
work is entirely composed of
dyads. B. Social interactions
over 5 minutes in the face-to-
face contact network. Here
the network is disconnected
and well-approximated by
non-overlapping cliques.
Let me provide some examples to give a sense of what I mean.
In the synchronous, one-to-one class (e.g. the phone call network),
fundamental structures are individual dyads, with some duration
given by its start and end time. In synchronous, one-to-many net-
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works (e.g. a live-stream), the duration of the communication event is
set by the node which is broadcasting, whereas receiving nodes may
participate for only part of the communication event’s duration.
synchronous asynchronous
on
e-
to
-o
ne
on
e-
to
-m
an
y
ma
ny
-t
o-
ma
ny
Figure 2: Network cross sec-
tions of all six classes funda-
mental structures (cf. Table 1).
In the asynchronous classes, I
have colored nodes to illustrate
the temporal dimension (older
nodes are represented using
darker colors).
Finally, in the synchronous, many-to-many class, where the fun-
damental structure is a sequence of cliques, the start of the commu-
nication event is set by the first participant(s) connecting – and the
end occurs when the last participants(s) stop communicating. An
example of this class is face-to-face networks, where a fundamental
structure could represent a group of friends meeting for dinner at a
restaurant.
In all of the synchronous classes, infinitesimally thin temporal
slices of the communication event reveal the network pattern charac-
teristic of that class. That is, a dyad, tree, or clique for the one-to-one,
one-to-many, and many-to-many class respectively. I illustrate this
point in Figure 1, where I show brief snapshots (thin temporal slices)
of the network of phone-calls (synchronous, one-to-one) which con-
sists of disconnected dyads, each dyad corresponding to an ongoing
conversation (see Figure 1A), whereas a slice of face-to-face meetings
is well approximated as disconnected cliques (see Fig. 1B). Getting a
bit ahead of myself, I note that, already at this point, it is clear from
inspection that from the point of view of a dynamical process, the
possible network flows in the two networks shown in Figure 1 are
going to be very different.
Summarizing the discussion, I in-
troduce two key concepts here. (1)
Dynamic Classes: Each dynamic class
is the set of networks characterized by
a certain type of fundamental structure.
There are six dynamic classes. (2) Fun-
damental structures: A fundamental
structure is the topological-temporal
network representation the archetypical
communication pattern within a class
of network. Each communication event
corresponds to an instance of the fun-
damental structure characterizing that
network.
A useful way to think about real-
world communication networks is as a
sequences of instances of fundamental
structure from a single class. In this
sense we can think of each of the
fundamental structures as generating a
class of networks.
Next, let us consider examples of networks from the asynchronous
classes. Here one-to-one communication events still involves dyads,
and an event starts, when a person sends a message. The commu-
nication ends when the recipient receives the message at some later
time. In the asynchronous, one-to-many class, a communication
event starts when some communication is initiated (and that node
becomes active): a book is published, a web-page is launched, etc.
Now, recipients can engage with that active node at any point until
the sender-node is no longer active/available – and thus ending that
fundamental structure. Finally the asynchronous, many-to-many
class. Here, again a node becomes active (starting the communica-
tion event), and other nodes can engage with the active node as well
as all other nodes in that conversation. The fundamental structure ends
when original post ceases to be available (although activity may end
sooner than that). Examples of networks from the asynchronous,
many-to-many class is a post on a message board, or a post on Face-
bookmm2. In the case of the asynchronous classes, infinitesimally 2 It is not guaranteed that all posts
become a full discussion between all
readers. And if no-one comments, such
posts could display a one-to-many
structure. I discuss this below.
thin time-slices of the fundamental structures are empty, only reveal-
ing the active nodes, since the interactions themselves typically are
instantaneous and do not have a duration.
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The concept of classes will prove to be important because while
two networks originating from different classes aggregated over time
may have similar topological properties, a difference in network class
may have profound impact on the network dynamics and for pro-
cesses unfolding on the network. Stated differently: When we consider
the networks on much shorter time-scales than those typically considered in
the literature, networks from the six classes are radically different, cf. Fig-
ure 2.
I cover this point in detail below, arguing that there are a number
of advantages associated with thinking about (and explicitly mod-
eling) temporal networks as sequences of fundamental structures.
Further, I argue below that when we compare analyses of various
real-world networks, we should only expect similar behavior when
we compare networks within the same dynamic class, and that we
should aggregate statistics within each class of network separately.
The case of many-to-many, synchronous networks
Before we move on, let me start by showing how the fundamental
structures can lead to clean, simple descriptions of temporal com-
munication networks. A few years ago8 – without realizing the con- 8 Vedran Sekara, Arkadiusz Stopczyn-
ski, and Sune Lehmann. Fundamental
structures of dynamic social networks.
Proceedings of the national academy of
sciences, 113(36):9977–9982, 2016
nection to a larger framework – my group analyzed a network from
the class of synchronous, many-to-many interactions, arising from
person-to-person interactions in a large, densely connected network.
Figure 3: Three views of the
contact network. Left (green),
all interactions aggregated over
24 hours. Middle (orange),
interactions during one hour.
Right (blue), interactions in a
5-minute window.
The key realization arose from simply plotting the contact-network9
9 Arkadiusz Stopczynski, Vedran
Sekara, Piotr Sapiezynski, Andrea
Cuttone, Jakob Eg Larsen, and Sune
Lehmann. Measuring large-scale social
networks with high resolution. PLOS
One, 9(4):e95978, 2014
at increasingly higher temporal resolution. The green hairball (Fig. 3,
left panel) shows connections between everyone who has spent time
together, aggregated across an entire day. The orange network (Fig. 3,
middle panel) shows contacts aggregated over an hour, and the blue
network (Fig. 3, right panel) shows the interactions during a five-
minute time slice. The discovery originates from the blue network.
There, we can directly observe cross-sections of the fundamental
structures: groups (well approximated by cliques) of people spending
time together. We could directly observe the groups in the network
without any need for community detection.
This was a case where analyzing the network became easier by in-
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cluding higher resolution temporal data (in our case, no community
detection was necessary). Usually it is the opposite. Usually, our de-
scriptions become more complex when we have to account for more
detailed data, especially temporal data10. I take the fact that more 10 Naoki Masuda and Renaud Lam-
biotte. A Guidance to Temporal Networks.
World Scientific, 2016
data simplified this particular problem to mean that we were on to
something: in this case, the fundamental structures constitute a quite
natural representation of the network. This way of representing the 8
FIG. 7. Temporal communities detected by Infomap with neigh-
borhood flow coupling. Each horizontal track represents a com-
munity and its varying height represents the number of active nodes
over time. (a) Partition of the workplace network. Height to scale
with (b). (b) Partition of the university network. At its tallest point,
the largest community (top purple, 10 am) has 22 active members.
coupling in each network, as horizontal ”strips” of varying
height[28]. Fig. 7 displays a subset of the communities dis-
covered in each network (vertical position is arbitrary). There
are clear differences between the community structure of the
two networks. The university network gives rise to large struc-
tures that persist over long periods of time, while the work-
place communities are significantly more intermittent, lasting
on the order of tens of minutes. Community sizes agree with
our insight from Fig. 6.g-h. In the university network, some
are large, corresponding to students attending lectures, some
are mid-sized, corresponding to work-groups and small lec-
tures, and some are small, corresponding to 2–4 person gath-
erings. In the workplace network, communities mostly con-
sist of a few people and occasionally are larger around lunch,
but never in a scale similar to the university, as we should
expect. With these levels of intermittent communities—here
observed in particular for the workplace network but also
strongly present in the university network at a daily rate—it
is clear that neighborhood flow coupling is a good choice for
estimating layer interdependency. This visualization does not,
however, inform us about overlap. Therefore we provide an
interactive version of this visualization where the reader can
hover over each community to display the other communities
it overlaps with on a given day. The interactive version can
be found at http://ulfaslak.com/research/temporal_
communities/.
CONCLUSION
Our experiments suggest that connecting state nodes across
layers in multilayer networks based on the similarity between
their network neighborhood flows has multiple benefits over
uniform entire-layer coupling approaches. For example, in
series of timestamped face-to-face interaction events repre-
sented as multilayer networks, neighborhood flow coupling
captures natural constraints on information flows such that
flows move freely only within and between similar commu-
nities across layers. As a result, Infomap is able to iden-
tify intermittent communities with long flow persistence times
and recognize spuriously overlapping communities as sepa-
rate entities. In contrast, existing uniform entire-layer ap-
proaches either fail to capture whole communities that are in-
termittent across temporal layers or collapse spuriously over-
lapping communities into single communities. Furthermore,
we demonstrate that neighborhood flow coupling results mul-
tilayer network representations that are order of magnitudes
sparser in typical real-world networks with corresponding
computational gains. This computational gain allows us to an-
alyze and identify intermittent communities in temporal net-
works over longer times or higher resolution. Consequently,
neighborhood flow coupling opens new avenues for temporal
network analysis.
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Figure 4: An example of funda-
mental structures in real-time,
many-to-many networks. In
both panels, time runs from
left to right, and each horizon-
tal colored band represents a
fundamental structure in that
network (a sequence of cliques
matched up over time). There-
fore, each horizontal colored
band is basically a represen-
tation of a group of people
meeting, with the width of
each band proportional to t e
number of articipants at that
time. Here we show these fun-
damental structures in two
social settings (a) a Workplace
network (b) in the SensibleDTU
data.
network also provided a way to understand the temporal evolution of
the network. S mply matching u cross-sections of the fundamental
structures across time-slices, we c uld th construct the full funda-
mental structures (the individual communication events) for this class
of network. We called the result gatherings – the temporal represen-
tation of a meeting between a group of individuals (see Fig. 4 for an
examples of gatherings in two real-world networks: a workplace11
11 Mathieu Génois, Christian L Vester-
gaard, Julie Fournet, André Panisson,
Isabelle Bonmarin, and Alain Barrat.
Data on face-to-face contac s in an office
building suggest a low-cost vaccination
strategy based on community linkers.
Network Science, 3(3):326–347, 2015
and university freshmen12).
12 Arkadiusz Stopczynski, Vedran
Sekara, Piotr Sapiezynski, Andrea
Cuttone, Jakob Eg Larsen, and Sune
Lehmann. Measuring large-scale social
networks with high resolution. PLOS
One, 9(4):e95978, 2014
Gatherings are the fundamental structure of many-to-many, syn-
chronous networks. Studying the properties of gatherings allowed
us to estimate the rel va t time-scales and spatial behaviors of the
fundamental structures in this systems, e.g. how individual n des
interact with the gatherings. Turning our attention to time-scales of
weeks and months, we could study the patterns of meetings (gath-
erings) among the same people beyond single meetings. Thus, we
could model the network dynamics as sequences of – and relation-
ships between – such gatherings. This provided a dramatic sim-
plification allowing us, for example, to make predictions about the
temporal trajectories of individual nodes through the social network.
We have since developed more sophisticated methods for identifying
communi ies in this class of networks13. 13 Ulf Aslak, Martin Rosvall, and Sune
Le mann. Con trained information
flows in temporal networks reveal
intermittent communities. Phys. Rev. E,
97:062312, Jun 2018
I include this xampl to showcase the potential of the funda-
mental structures to organize our modeling of a certain network, and
I hope that it will be possible to make similar progress for the re-
maining five dynamic classes. Connecting to the more general point
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of within-class versus between-class comparisons, it is also important
to emphasize, that while the descriptions and algorithms described
above are excellent when analyzing networks in the synchronous,
many-to-many class, they are not suited for describing networks in
the remaining network classes (because they assume an underlying
many-to-many, synchronous network structure).
Frequently asked questions
In this Frequently Asked Questions (FAQ) section, I go over a few ques-
tions that have come up frequently when I have discussed the ideas
in the paper with other researchers.
What do you mean ‘framework’!?
It is important to point out that the dynamic classes and associated
fundamental structures are emphatically not a mathematical frame-
work (for example, the classes are neither disjoint, nor complete). In-
stead my aim with this paper, is to point out new, meaningful struc-
tures in dynamic networks. These structures are organized around
the idea of communication events, which in turn can be roughly clas-
sified into six prototypical forms of communication. In this sense,
aspects of the framework are qualitative, focusing on providing use-
ful taxonomy of classes of networks in the real world.
Nevertheless, as I argue in detail below, the fundamental struc-
tures impose a set of important constraints on dynamics for net-
works belonging to each class (with different constraints in different
classes). These constraints impact many aspects of how we currently
model and analyze temporal networks, and therein lies the value of
the framework. Much more on this in the epilogue.
Is the framework all done and ready to use?
A very important point to make in this FAQ section is to admit that
there is still a big piece of the framework missing. Specifically, that,
while in the case of the synchronous classes, understanding the tem-
poral evolution of single communication events is relatively straight-
forward (as witnessed by our progress in the case of synchronous,
many-to-many networks described above), the temporal structure of
fundamental structures of networks from the asynchronous classes is
non-trivial since identification of (and method of analysis for) indi-
vidual acts of communication is less clear.
In these cases, for example, while there is a well-defined end-time
for a each fundamental structure (when the active node ceases to
social complexity lab: preprint fundamental structures 8
be available), structures themselves can still cease to show any link-
activity much before that, for example an old Facebook post which
it is technically possible to comment on, but which nobody will ever
find again. Or a book, which nobody will ever read again, but which
is still available on many bookshelves. Further, in the many-to-many,
asynchronous classes (which includes many important online social
networks, such as Twitter and Facebook), there seems to be almost a
spectrum running from one-to-many to many-to-many, depending
on the amount of discussion associated with a post: posts without
activity resembling trees, while vigorous discussions result in more
clique-like structures.
Is it just for communication networks?
While we focus here on modeling communication networks, it is
likely that the distinctions, concepts, and methods developed for each
of the classes summarized in Table 1 are valid in domains outside
human communication, for example dynamics of signaling networks
in biology such as protein-protein interaction networks, gene regula-
tory networks, and metabolic networks. I also expect that the results
developed in this project can be extended to networks of computer-
to-computer communication.
Isn’t all this obvious?
The distinctions pointed out in Table 1 may appear so self-evident
that a reader might ask why they are currently not a part of model-
ing temporal networks. I believe that the reason the network classes
have remained unnoticed in the context of network science because
time aggregation has obscured the fundamental differences in gen-
erating processes between networks with distinct fundamental struc-
tures.
As noted above, at the level of aggregation used in the literature,
the many distinct networks (face-to-face, phone calls, text messages,
emails, Twitter, Facebook, Snapchat, Instagram, discussion forums,
etc.) that we participate in have common properties (see Fig. 5). These
common properties are due to the simple fact that all these networks
reflect the same underlying object: the social network of relationships
between human beings. But as the cross sections of fundamental
structures displayed in Figure 3 shows, these networks are funda-
mentally different from each other on short time-scales. These dif-
ferences are due to the characteristics of (and design-choices behind)
each communication platform, which inevitably encodes one of the
prototypical forms of communication in Table 1.
There are many traces of the fundamental structures in the recent
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Figure 5: Three networks de-
fined on the same set of ap-
proximately 500 nodes from
the SensibleDTU project, with
links aggregated over one week;
node-positions are the same
in all three panels. From left
to right the three panels show
networks of physical proximity,
telecommunication, and Face-
book interactions. While from
different dynamic classes, in
aggregated form, all three net-
works have similar topological
properties.
literature. My group’s work on communities in face-to-face networks
discussed above proposes a new way of analyzing the class of syn-
chronous, many-to-many networks, but does not realize its place in a
larger framework. Elsewhere, recent work focusing on simplicial com-
plexes explores the same class, both in terms of network structures14
14 Giovanni Petri and Alain Barrat.
Simplicial activity driven model. Phys.
Rev. Lett., 121:228301, Nov 2018
and implications for spreading processes15, again without noting that
15 Iacopo Iacopini, Giovanni Petri, Alain
Barrat, and Vito Latora. Simplicial
models of social contagion. Nature
communications, 10(1):2485, 2019
these networks are not necessarily representative of temporal net-
works generally; without explicitly pointing out that networks from
different classes need different methods of analysis. From another
angle, it has been pointed out by many authors that time integrating
techniques can introduce biases in understanding spreading pro-
cesses16 as we will discuss later.
16 Gautier Krings, Márton Karsai,
Sebastian Bernhardsson, Vincent D
Blondel, and Jari Saramäki. Effects
of time window size and placement
on the structure of an aggregated
communication network. EPJ Data
Science, 1(1):4, 2012; and Bruno Ribeiro,
Nicola Perra, and Andrea Baronchelli.
Quantifying the effect of temporal
resolution on time-varying networks.
Scientific Reports, 3:3006, 2013
In the next section, we explore the consequences of the presence
of the six classes on selected topics within temporal network analysis.
Because each structure severely constrains possible network con-
figurations, the fundamental motifs have a profound impact on the
current state-of-the-art in temporal networks research.
Consequences for analysis and modeling
An immediate and important realization that flows from constraints
imposed by the fundamental structures is that many important high-
order network structures are strongly influenced by their network
class.
I include an overview of five key topics below to illustrate the
implications for existing temporal network theory. This list is not
exhaustive, but simply intended to give the reader some examples
of where I think the dynamic classes could be useful for developing
new descriptions of temporal networks.
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Randomization
A common approach to understand the effect of temporal struc-
ture in networks is to use randomization techniques to probe the
impact of a structural feature of the network. A simple example
from static network theory to explain the logic of randomization:
In their seminal paper, Watts and Strogatz17 argued that real world 17 D.J. Watts and S.H. Strogatz. Col-
lective dynamics of ‘small-world’
networks. Nature, 393:440, 1998
networks are ‘small worlds’, characterized by high clustering and
short path lengths. But what does ‘high’ and ‘short’ mean in the
sentence above? To make their point, Watts and Strogatz created ‘ran-
dom’ counterparts to their real-world networks which contained the
same number of nodes and links as the empirical networks, but with
links placed randomly among nodes. They found that the empirical
networks had both clustering and path-lengths that were orders of
magnitude different (higher and lower, respectively) from their ran-
dom counterparts. In static networks, the degree distribution is also
often conserved 18. 18 Sergei Maslov and Kim Sneppen.
Specificity and stability in topology of
protein networks. Science, 296(5569):
910–913, 2002
The purpose of randomization is similar in temporal networks,
but the possible randomization schemes are much richer 19. The idea
19 Laetitia Gauvin, Mathieu Génois,
Márton Karsai, Mikko Kivelä, Taro
Takaguchi, Eugenio Valdano, and
Christian L Vestergaard. Randomized
reference models for temporal net-
works. arXiv preprint arXiv:1806.04032,
2018
is still: We want to estimate the effect of a specific temporal net-
work property and remove that property (through randomization)
to measure the effect. One may shuffle time-stamps (to understand
the importance of ordering), replace time-stamps with random times
drawn from a uniform distribution (to understand the importance
of circadian patterns), shuffle links (in order to destroy topological
structures), reverse time (to understand importance of causal se-
quences), etc. The idea is then to simulate a process of interest on the
temporal network and compare the dynamics of that process with
the same process run on ensembles of networks that are increasingly
randomized relative to the original network.
Because the fundamental structures (as I have argued above) corre-
spond to individual communication events, it is not always meaning-
ful to randomize the networks according to the strategies mentioned
above – this generally results in configurations of links that could not possi-
bly appear in real communication networks. Another, related issue is that
the communication events (fundamental structures) themselves, often
are the very thing that spread information/opinions. They are not
always (as many modeling papers assume) an underlying infrastruc-
ture on which the spreading occurs.
Thus, a fruitful area for future research is to develop randomiza-
tion schemes which respect the fundamental structures and under-
stand how the fundamental structures impact the existing work on
network randomizations. A framework for randomization that re-
spects the network classes would be analogous to the way that most
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randomizations in static networks respect degree distributions20 (or 20 Sergei Maslov and Kim Sneppen.
Specificity and stability in topology of
protein networks. Science, 296(5569):
910–913, 2002
higher-order structures21), the key topological feature in these net-
21 Chiara Orsini, Marija M Dankulov,
Pol Colomer-de Simón, Almerima Ja-
makovic, Priya Mahadevan, Amin Vah-
dat, Kevin E Bassler, Zoltán Toroczkai,
Marián Boguñá, Guido Caldarelli, et al.
Quantifying randomness in real net-
works. Nature Communications, 6:8627,
2015
works.
Link prediction and link activity
A dynamic network property strongly influenced by network class is
the pattern of how links are active/non-active, and activity correla-
tions between sets of links in a network22. In face-to-face networks,
22 Márton Karsai, Kimmo Kaski, and
János Kertész. Correlated dynamics in
egocentric communication networks.
Plos one, 7(7):e40612, 2012
these patterns are typically dominated by long-duration meetings
between groups of individuals (as discussed above), whereas in text
message networks back-and-forth dynamics are common23.
23 Jari Saramaki and Esteban Moro.
From seconds to months: multi-scale
dynamics of mobile telephone calls.
European Physics Journal B, 88:1, 2015
Closely related the link-activities is temporal link prediction 24.
24 David Liben-Nowell and Jon Klein-
berg. The link-prediction problem for
social networks. journal of the Association
for Information Science and Technology, 58
(7):1019–1031, 2007
Here, the objective is to model patterns of link occurrences and use
machine-learning to predict subsequent occurrences of links in the
network based on local/global features of nodes/links. In static
network theory, link prediction (especially within computer science)
is a large topic25, which focuses on predicting the presence of links
25 Linyuan Lü and Tao Zhou. Link
prediction in complex networks: A
survey. Physica A: statistical mechanics
and its applications, 390(6):1150–1170,
2011
that have been artificially removed or removed due to noise of some
kind. In temporal networks, the objective is often rephrased to – for
example – predict all or some links in the next time-step26.
26 Yugchhaya Dhote, Nishchol Mishra,
and Sanjeev Sharma. Survey and
analysis of temporal link prediction in
online social networks. In Advances
in Computing, Communications and
Informatics (ICACCI), 2013 International
Conference on, pages 1178–1183. IEEE,
2013
Based our understanding of the differences in link-activities in
different classes, it is clear that the fundamental structures offer a
way to understand why features for link-prediction can vary strongly
from network to network. There is simply a massive difference be-
tween predicting future links in a synchronous, many-to-many
network, where temporal cross-sections are cliques and structures
typically persist for hours, relative to e.g. text chat networks (asyn-
chronous, one-to-one), where individuals can be in multiple ongoing
conversations and text-snippets are short. In turn, this means that
link prediction algorithms trained on one class of networks will fare
poorly on networks belonging to other classes, since features will
change dramatically depending on network class. These caveats
become especially important when link-prediction is used to infer
values for missing data27. 27 Aaron Clauset, Cristopher Moore,
and Mark EJ Newman. Hierarchical
structure and the prediction of missing
links in networks. Nature, 453(7191):98,
2008; and Roger Guimerà and Marta
Sales-Pardo. Missing and spurious
interactions and the reconstruction of
complex networks. Proceedings of the
National Academy of Sciences, 106(52):
22073–22078, 2009
Another consequence for link prediction is that current perfor-
mance estimations may be misleading. This is because, depending on
the dynamic class of network, not all links are possible to realize.
When performing a link prediction task, we feed the classifier ex-
amples of removed links (‘true’ examples) and examples of links that
never existed (‘false’ examples), we then evaluate whether the classi-
fier can tell which links exist and which do not. What we learn from
the dynamic classes, is that there are, in fact, two types on non-links:
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Figure 6: Impossible links and
link prediction performance.
In this one-to-many scenario,
the only possible links con-
nects central node to the three
neighbors. In the left panel
we see the ground truth net-
work. In the middle panel,
we see the links that we are,
in fact, relevant to consider
when evaluating the perfor-
mance of link-prediction. In the
rightmost panel, we show the
‘padded’ network, which most
current algorithms base their
performance metrics on. The
padded task, however, includes
a number of links that could
not possibly occur. We are not
interested in the classifier’s
performance on these links, and
therefore an algorithm’s ability
to predict/not predict their
presence, should not be a part
of the performance evaluation.
actual false examples and ‘impossible’ links – links that cannot oc-
cur because they are not possible given the constraints imposed by
fundamental structures in that network. This problem is for exam-
ple important in one-to-many networks, where message recipients
cannot communicate amongst each other, and there are many such
impossible links. Link prediction algorithms should only consider
actual false examples and not the impossible links, see Figure 6 for an
illustration of this problem in a one-to-many network.
Spreading processes
Spreading processes are profoundly impacted by the fundamental
structures. Let us begin the discussion on spreading by considering
epidemic spreading. Perhaps the most studied type of dynamical
systems on temporal networks is epidemic spreading, realizing com-
partment models, such as SIS (susceptible-infected-susceptible), SIR
(susceptible-infected-recovered), etc., on the temporal network. In
terms of disease spreading, the key quantity is the fraction of avail-
able Susceptible-Infected links at any given time. This fraction varies
strongly depending on the network class28, which in turn means 28 Enys Mones, Arkadiusz Stopczynski,
Nathaniel Hupert, Sune Lehmann, et al.
Optimizing targeted vaccination across
cyber–physical networks: an empirically
based mathematical simulation study.
Journal of The Royal Society Interface, 15
(138):20170783, 2018
that we can expect spreading dynamics to unfold differently within
different classes.
A central finding, for example, when simulating epidemics on
temporal networks is that adding the temporal dimension has a
strong impact on disease spreading in nearly all networks, relative to
simulating the disease on a static network. In some cases the disease
speeds up (relative to null models) and in others it slows down, de-
pending on a complex interplay between structure and topology (see
Holme’s review on temporal networks29 for a discussion). This raises 29 Petter Holme. Modern temporal
network theory: a colloquium. The
European Physical Journal B, 88(9):234,
2015
the intriguing possibility that perhaps some classes (e.g. one-to-one
networks) might have slower epidemics than their randomized coun-
terparts, while other classes (e.g. many-to-many networks) might
have more rapidly spreading epidemics than their randomized ver-
sions.
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If we look beyond epidemic spreading, there is experimental evi-
dence that there are subtle differences in spreading processes across
various domains and that opinions, behaviors, and information
spread in different ways than diseases.
BA
Figure 7: A cartoon illustrat-
ing why complex contagion
(e.g. the threshold model) be-
haves differently in different
classes of networks. A. Shows
the meetings in a many-to-
many realtime network (face-
to-face meetings). B. Shows
phone calls (one-to-one syn-
chronous network) among the
same nodes at some point in
time. Imagine that blue nodes
are infected. In the many-to-
many network, simultaneous
information about a large set
of neighbors is available for
extended periods of time allow-
ing for an accurate overview
of opinions in the network. In
the phone network nodes might
need to wait extensively to ac-
cess the state of some neigh-
bors, allowing for much more
difficulty in establishing an ac-
curate state of knowledge.
When multiple sources of exposure to an innovation are required
for a transmission to take place, we call the process complex contagion.
The class of network has an even more profound impact on complex
contagion processes than on simple disease spreading. Consider,
for example, a threshold model30, where the probability of infection
30 Mark Granovetter. Threshold models
of collective behavior. American journal
of sociology, 83(6):1420, 1978
depends on which fraction of a node’s neighbors are infected. Com-
pared to phone-call networks, for example, threshold models have
fundamentally different outcomes in face-to-face networks, where
large groups of individuals routinely gather31. In the phone call net-
31 Iacopo Iacopini, Giovanni Petri, Alain
Barrat, and Vito Latora. Simplicial
models of social contagion. Nature
communications, 10(1):2485, 2019
work, forming connections to a large fraction of one’s network might
take several months. See Fig. 7 for an illustration of this discussion.
Thus, if we want to understand contagion on a specific network, we
must first understand the class of fundamental structures to which
the network belongs.
Communities
Communities in static networks are groups of nodes with a high den-
sity of internal connections. Community detection in static networks
never settled on a common definition of the term community (there is
a strong analogy to clustering in machine learning32). Thus, general-
32 Jon M Kleinberg. An impossibility
theorem for clustering. In Advances
in neural information processing systems,
pages 463–470, 2003
izations to temporal networks also allow for substantial variability in
approaches. The simplest strategy for identifying temporal commu-
nities is to first separate the list of time-stamped edges into sequence
of static snapshots, independently cluster each layer, and then match
the communities across the layers to find the temporal communi-
ties. A number of approaches can directly cluster the entire stack of
temporal layers; these include three-way matrix factorization, time-
node graphs , and stochastic block models. See our recent paper33
33 Ulf Aslak, Martin Rosvall, and Sune
Lehmann. Constrained information
flows in temporal networks reveal
intermittent communities. Phys. Rev. E,
97:062312, Jun 2018
applying the InfoMap34 framework to find gatherings and cores in
34 M. Rosvall and C.T. Bergstrom. Maps
of random walks on complex networks
reveal community structure. Proceedings
of the National Academy of Sciences, 105
(4):1118–1123, 2008
synchronous, many-to-many for detailed references on community
detection in temporal networks.
From the perspective of the temporal structures, the central issue
with community detection is that the appropriate community de-
tection method varies strongly depending on a network’s dynamic
class. In synchronous, many-to-many networks, temporal continuity
is a key feature of communities. And as we have discussed above,
communities in face-to-face networks (dynamic class: synchronous,
many-to-many) form more or less instantaneously as a group of
fully connected nodes that connect at a certain time and form gather-
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ings that can be easily tracked over time. In this sense, communities
in face-to-face networks are straight-forward to identify – they are
literally the fundamental structures of such systems. Identifying com-
munities in other dynamic classes, is a completely different exercise.
Take Facebook (dynamic class: asynchronous many-to-many), as
an example. In this class, communities become gradually observable
as calls or messages aggregate over time. In the latter case, commu-
nities have to do with other network properties than the temporal
sequence. In an asynchronous environment (such as an online so-
cial network), my interactions are driven by the order in which posts
were published rather than organized by social context (as is the
case in the synchronous networks). To give a concrete example, I
might retweet a work-related post about p-values, then ‘like’ a post
about the Finnish heavy metal band Nightwish, published by a friend,
and finally comment on a political statement from a family mem-
ber. Thus, in most asynchronous systems, activity aggregates around
active nodes (posts) rather than social contexts. This means that inter-
actions within communities are not necessarily correlated in time. A fact
which must be taken into consideration when we construct meth-
ods for detecting communities. At the same time, we know from the
literature that communities do exist in these networks. So the ques-
tion becomes, can we draw on fundamental structures to improve
community detection in other classes?
As mentioned in the FAQ, the temporal evolution of the fun-
damental structures within the asynchronous classes is under-
determined in the framework as it currently stands. Similarly, exactly
how to identify communities in these dynamical classes is not clear
to me. Therefore, the central point I wish to make related to commu-
nities, is simply that methods related to identifying communities in
temporal networks will likely need to be different depending on the
network’s dynamical class.
Generative Models
Closely related to randomization is the idea of using the fundamental
structures to build new synthetic networks. The idea of using simple
models that reproduce some properties of the system under study
and its dynamics, has been another important method for under-
standing complex dynamical systems35. Realistic synthetic data is 35 John H Miller and Scott E Page.
Complex adaptive systems: an introduction
to computational models of social life.
Princeton university press, 2009
important because we can use such synthetic temporal networks to
study dynamic processes. The synthetic networks provide access to
arbitrary amounts of data where we (a) understand the network’s
temporal changes (because we have created them) and (b) create
ensembles of networks to study variability in outcome given a par-
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ticular dynamic (contrary to the case of real-networks, we typically
only have a single instance). Accordingly, a plethora of models that
generate temporal networks have also been investigated. See Holme’s
recent review36 for an overview. 36 Petter Holme. Modern temporal
network theory: a colloquium. The
European Physical Journal B, 88(9):234,
2015
Making now a sweeping (but I think true) statement, in the case
of all these existing generative models, analyses based on synthetic
datasets have little relevance for real-world problems because the
models do not incorporate the constraints on dynamics imposed by the
fundamental structures.
Further, the framework of dynamic classes, however, offers a com-
pletely new way of generating synthetic temporal networks. This
goes back to the idea of conceptualizing and modeling networks as
sequences of communication events. Since the fundamental struc-
tures are a manifestation of each network’s real-world generative
process, we can create new, synthetic network models by creating
individual realistic communication events, then organizing those
communication events a temporal sequence time to form the full net-
work. The usefulness of such models can be tested using statistical
methods37. 37 Richard G Clegg, Ben Parker, and
Miguel Rio. Likelihood-based assess-
ment of dynamic networks. Journal of
Complex Networks, 4(4):517–533, 2016Conclusion
The lesson that i hope arises across the five examples above is that
networks within each of the dynamic classes must be analyzed and
modeled separately; that comparisons of statistics between networks
are only meaningful for networks belonging to the same class. This
is because the class itself (and not just the actual systems that are
represented through the temporal network), strongly impacts almost
all known temporal network metrics.
Zooming out further, three central lessons emerge from the full
discussion of the dynamic classes and their fundamental structures.
1. Firstly, I argued that it is meaningful to divide all communication
networks into six dynamic classes (Fig. 1). This distinction origi-
nates from communication studies but is not yet recognized within
network science.
2. Secondly, I pointed out that a network’s class strongly influences
its temporal evolution and alters dynamic processes on that net-
work. This implies that we cannot meaningfully compare results
for networks belonging to different classes.
3. Thirdly, I tried to motivate the idea that the dynamic classes pro-
vide a promising new framework for modeling temporal commu-
nication networks. This is because every communication network
social complexity lab: preprint fundamental structures 16
can be seen as sequences of individual communication events. Thus, we
can model every such network as generated by many instances of
a single fundamental structure. In this sense, the six classes pro-
vide us the foundation for a new framework for both measuring
and modeling temporal networks.
These three key take-homes lead me to consider the role that I hope
the dynamical classes will play in the field of temporal networks. An
important element that is currently missing from the field of tempo-
ral network theory is a set of topological properties to measure and
devise statistics for. This lack of agreed-upon-structures is eloquently
pointed out by Petter Holme in his excellent review of temporal net-
work science38, where he writes: 38 Petter Holme. Modern temporal
network theory: a colloquium. The
European Physical Journal B, 88(9):234,
2015
In the history of static network theory, measuring network structure has
been driving the field. For example, after Barabási and coworkers discovered
how common scale-free (i.e. power-law-like) degree distributions are (. . . ),
there was a huge effort both to measure degree distribution and to model their
emergence.
For temporal networks, similar ubiquitous structures are yet to be dis-
covered, perhaps they do not even exist. This has led the research in
temporal networks down a slightly different path, where the focus is more on
dynamic systems on the network and how they are affected by structure, and
less on discovering common patterns or classifying networks. [my emphases]
Now, allow me to speculate wildly for a bit. I do not think that it is
impossible that the fundamental structures could be analogues to
the ‘ubiquitous structures’ mentioned in the quote for the case of
temporal networks. Perhaps the six dynamic classes will allow us
to think about structure in temporal networks in a new and more
principled way.
Finding such structures is important because, in static networks,
a deeper understanding of the structure of the network, has allowed
us to reason in principled ways about their function – and for most
applications outside pure science, function is what we care about.
As the quote illustrates, temporal network science has had to follow
a different path, focused more on simulation, for example observ-
ing how dynamical processes unfold. As a consequence, we still do
not have a coherent picture of the key mechanisms in temporal net-
works. While still unproven at this point, I think that the fundamen-
tal structures carry the promise of being the ubiquitous structures
that Holme posits are ‘yet to be discovered’. Therefore I hope that
the new perspective provided by the dynamic classes will give rise to
new statistical models, algorithms, and research questions.
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Epilogue: More FAQs
There’s a couple of more questions that have come up frequently in
discussions of the framework, but which slowed down the flow of the
paper, so I have moved them here, to the epilogue, for readers who
might share these particular questions.
What about mathematical completeness?
A graph-theory inclined reader may to ask: ‘In what sense is this a
mathematical framework?’ With follow-ups such as ‘Are the classes
disjoint? Can a dynamic network belong to multiple classes? Can
a network’s class change over time?’ They might proceed ‘Are the
classes complete? Can all possible networks be divided into one of
the six classes? Is it possible to construct networks that fall outside
the taxonomy in Table 1?’ Here, the answer is: This is not a frame-
work/theory in a graph theoretical sense. I think of the six classes as
a model in the physics sense of the word.
Let me explain by way of an analogy. In the early days of quantum
mechanics, Geiger and Marsden (directed by Rutherford), decided
to shoot some α-particles into a thin sheet of gold foil 40. They no- 40 H Gegier and Ernest Marsden. On
a diffuse reflection of the α-particles.
Proceedings of the Royal Society of London.
Series A, Containing Papers of a Mathe-
matical and Physical Character, 82(557):
495–500, 1909; and Hans Geiger. The
scattering of α-particles by matter. Pro-
ceedings of the Royal Society of London.
Series A, Containing Papers of a Mathe-
matical and Physical Character, 83(565):
492–504, 1910
ticed that a vast majority of the particles went straight through the
gold foil, but that a small fraction were scattered at a wide range of
angles. This was a highly unexpected and very non-classical behav-
ior. To explain these strange experimental observations, Rutherford
proposed a new model, qualitative at first, that atoms have a tiny and
heavy nucleus, surrounded by a cloud of electrons (departing from
the then popular ‘plum pudding model’41 of the atom, proposed in
41 Yes, that was real thing.1904 by J.J. Thompson). Based on Rutherford’s model for the atom’s
structure, other scientists were able to develop better descriptions,
eventually leading to the quantum mechanical framework that we
teach undergrads today.
I think of the framework presented here as a model in the same
sense as Rutherford’s (no comparison otherwise). Just like the model
of a dense core with mostly empty space around it was a way to
organize subsequent observations and provide structure to the theo-
ries/models to follow it, the dynamical classes are a way to organize
our study of networks and to provide constraints/structure for the
next steps of theory-building42. 42 By the way, as far as I can tell, the
classes are not disjoint and not com-
plete. Further, real networks are not
necessarily a perfect fit to their classes.
But as I hope to have convinced the
reader by way of the analogy above
. . . that’s not the point.
But how is this different from temporal motifs?
Motifs are a structural characteristic closely connected to fundamen-
tal structures, and have been the focus of much research. This area
features multiple generalizations of the motifs in static networks43 – 43 Ron Milo, Shai Shen-Orr, Shalev
Itzkovitz, Nadav Kashtan, Dmitri
Chklovskii, and Uri Alon. Network
motifs: simple building blocks of
complex networks. Science, 298(5594):
824–827, 2002
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small subgraphs that occur more or less frequently than one might
expect in an appropriate null model. Typically, the strategy is to
count the temporal subgraphs occurring within some interval ∆t.44 44 Lauri Kovanen, Kimmo Kaski, János
Kertész, and Jari Saramäki. Temporal
motifs reveal homophily, gender-
specific patterns, and group talk in call
sequences. Proceedings of the National
Academy of Sciences, 110(45):18070–
18075, 2013
Findings suggest that certain tit-for-tat motifs and triangles are over-
represented in phone networks (dynamic class: synchronous, one-
to-one networks) and may shape processes such as spreading. Other
motif-like structures have been explored, for example graphlets,
which are equivalence classes of ∆t-causal subgraphs. Of particular
relevance to the framework presented here is work on structure pre-
diction and related algorithms for efficiently counting isomorphic
temporal subgraphs. For a more detailed discussion and references, I
once again refer the reader to recent reviews45 . 45 P. Holme and J. Saramäki. Temporal
networks. Physics Reports, 519:97–125,
2012; and Petter Holme. Modern
temporal network theory: a colloquium.
The European Physical Journal B, 88(9):
234, 2015
From the perspective of fundamental structures, there are two is-
sues with temporal sub-graph counting approaches. The key issue
is that current methods do not measure individual communication
events. The sliding window based approach, which identifies the
network structures that arise within some time ∆t does not recog-
nize that the fundamental structures have a natural beginning and
end. As a consequence, these methods do not identify and aggregate
statistics for the fundamental structures, rather ending up with ag-
gregate statistics for smaller structures which are incidental to the
fundamental structures.
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