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Abstract
This paper studies the application of preconditioned conjugate gradient methods in high
resolution image reconstruction problems. We consider reconstructing high resolution images
from multiple undersampled, shifted, degraded frames with subpixel displacement errors. The
resulting blurring matrices are spatially variant. The classical Tikhonov regularization and
the Neumann boundary condition are used in the reconstruction process. The preconditioners
are derived by taking the cosine transform approximation of the blurring matrices. We prove
that when the L2 or H1 norm regularization functional is used, the spectra of the precon-
ditioned normal systems are clustered around 1 for sufficiently small subpixel displacement
errors. Conjugate gradient methods will hence converge very quickly when applied to solving
these preconditioned normal equations. Numerical examples are given to illustrate the fast
convergence. © 2000 Elsevier Science Inc. All rights reserved.
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1. Introduction
Due to hardware limitations, imaging systems often provide us with only multiple
low resolution images. However, in many applications, a high resolution image is de-
sired. For example, the resolution of the pictures of the ground taken from a satellite
is relatively low and retrieving details on the ground becomes impossible. Increasing
the image resolution by using digital signal processing techniques [4,12,16,18,20,21]
is therefore of great interest.
We consider the reconstruction of a high resolution image from multiple under-
sampled, shifted, degraded and noisy images. Multiple undersampled images are
often obtained by using multiple identical image sensors shifted from each other by
subpixel displacements. The reconstruction of high resolution images can be mod-
eled as solving
Hf D g; (1)
where g is the observed high resolution image formed from the low resolution im-
ages, f the desired high resolution image and H is the reconstruction operator. If
all the low resolution images are shifted from each other with exactly half-pixel dis-
placements,H will be a spatially invariant operator. However, displacement errors
may be present in practice, and the resulting operatorH becomes spatially variant.
Since the systems are ill-conditioned and generally not positive definite, we solve
them by using a minimization and regularization technique:
min
f
n
kHf − gk22 C R.f /
o
: (2)
Here R.f / is a functional which measures the regularity of f and the regularization
parameter  is to control the degree of regularity of the solution. In this paper, we
will use the L2 and H1 regularization functionals kf k22 and kLf k22, whereL is the
first order differential operator.
Owing to the blurring (convolution) process, the boundary values of g are not
completely determined by the original image f inside the scene. They are also af-
fected by the values of f outside the scene. Thus in solving f from (1), we need
some assumptions on the values of f outside the scene. These assumptions are called
boundary conditions. Bose and Boo [4] used the traditional choice of imposing the
zero boundary condition outside the scene, i.e., assuming a dark background outside
the scene in the image reconstruction. However, when this assumption is not satisfied
by the images, ringing effects will occur at the boundary of the reconstructed images.
The problem is more severe if the images are reconstructed from a large sensor array
since the number of pixel values of the image affected by the sensor array increases.
In this paper, we will use the Neumann boundary condition on the image, i.e., we
assume that the scene immediately outside is a reflection of the original scene at the
boundary. The Neumann boundary condition has been studied in image restoration
[1,13,15] and in image compression [14,19]. Our experimental results in [6] have
shown that the Neumann image model gives better reconstructed high resolution
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images than that under the zero or periodic boundary conditions. In [6], we also
proposed to use cosine transform preconditioners to precondition the resulting linear
systems and preliminary numerical results have shown that these preconditioners are
effective. The main aim of this paper is to analyze the convergence rate of these
systems. We prove that when the L2 or H1 norm regularization functional is used,
the spectra of the preconditioned systems are clustered around 1 for sufficiently small
displacement errors.
The outline of the paper is as follows. In Section 2, we give a mathematical for-
mulation of the problem. A brief introduction on the cosine transform precondition-
ers and the convergence analysis will be given in Section 3. In Section 4, numer-
ical results are presented to demonstrate the effectiveness of the cosine transform
preconditioners.
2. The mathematical model
We begin with a brief introduction of the mathematical model in high resolution
image reconstruction. Details can be seen in [4].
Consider a sensor array with L1  L2 sensors, each sensor has N1  N2 sens-
ing elements (pixels) and the size of each sensing element is T1  T1. Our aim is
to reconstruct an image of resolution M1  M2, where M1 D L1  N1 and M2 D
L2  N2. To maintain the aspect ratio of the reconstructed image, we consider the
case where L1 D L2 D L only. For simplicity, we assume that L is an even number
in the following discussion.
In order to have enough information to resolve the high resolution image, there
are subpixel displacements between the sensors. In the ideal case, the sensors are
shifted from each other by a value proportional to T1=L  T2=L. However, in prac-
tice, there can be small perturbations around these ideal subpixel locations due to
imperfection of the mechanical imaging system. Thus, for l1; l2 D 0; 1; : : : ; L − 1
with .l1; l2/ =D .0; 0/, the horizontal and vertical displacements dxl1l2 and d
y
l1l2
of the
Tl1; l2Uth sensor array with respect to the T0; 0Uth reference sensor array are given by
dxl1l2 D
T1
L

l1 C xl1l2

and dyl1l2 D
T2
L

l2 C yl1l2

:
Here xl1l2 and 
y
l1l2
denote, respectively, the normalized horizontal and vertical dis-
placement errors.
We remark that the parameters xl1l2 and 
y
l1l2
can be obtained by manufacturers
during camera calibration. We assume that
jxl1l2j < 12 and j
y
l1l2
j < 12 :
For if not, the low resolution images observed from two different sensor arrays
will be overlapped so much that the reconstruction of the high resolution image is
rendered impossible.
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Let f be the original scene. Then the observed low resolution image gl1l2 for the
.l1; l2/th sensor is modeled by
gl1l2Tn1; n2UD
Z T2n2C 12 Cdyl1l2
T2

n2− 12

Cdyl1l2
Z T1n1C 12 Cdxl1l2
T1

n1− 12

Cdxl1l2
f .x1; x2/ dx1 dx2
Cl1l2Tn1; n2U (3)
for n1 D 1; : : : ; N1 and n2 D 1; : : : ; N2. Here l1l2 is the noise corresponding to
the .l1; l2/th sensor. We intersperse the low resolution images to form an M1  M2
image by assigning
gTL.n1 − 1/ C l1; L.n2 − 1/ C l2U D gl1l2Tn1; n2U: (4)
Here g is an M1  M2 image and is called the observed high resolution image. Fig. 1
shows the method of forming a 4  4 image g with a 2  2 sensor array, where each
gij has a 2  2 sensing elements, i.e. L D 2, M1 D M2 D 4, and N1 D N2 D 2.
Using a column by column ordering for g, we obtain g DHf C , whereH is a
spatially variant operator [4]. SinceH is ill-conditioned due to the averaging of the
pixel values in the image model in (3), the classical Tikhonov regularization is used
and the minimization problem (2) is solved. In this paper, we use the regularization
functionals
R.f / D kf k22 and R.f / D kLf k22; (5)
whereL is the first order differential operator.
Fig. 1. Construction of the observed high resolution image.
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2.1. Image boundary
The continuous image model in (3) can be discretized by the rectangular rule
and approximated by a discrete image model. Because of the blurring process (cf.
(3)), the boundary values of g are also affected by the values of f outside the scene.
Thus in solving f from (1), we need some assumptions on the values of f outside the
scene. Bose and Boo [4] imposed the zero boundary condition outside the scene, i.e.,
assuming a dark background outside the scene in the image reconstruction.
Let g and f be, respectively, the discretization of g and f using a column by column
ordering. Under the zero boundary condition, the blurring matrix corresponding to
the .l1; l2/th sensor can be written as
QHl1l2./ D QHxl1l2./ ⊗ QH
y
l1l2
./;
where QHxl1l2./ is an M1  M1 banded Toeplitz matrix with bandwidth 2L − 1
QHxl1l2./ D
1
L
0
BBBBBBBBBBB@
1    1 hxCl1l2 0
:::
.
.
.
.
.
.
.
.
.
.
.
.
1
.
.
.
.
.
.
.
.
.
.
.
. hxCl1l2
hx−l1l2
.
.
.
.
.
.
.
.
.
.
.
. 1
.
.
.
.
.
.
.
.
.
.
.
.
:::
0 hx−l1l2 1    1
1
CCCCCCCCCCCA
and
hxl1l2 D 12  xl1l2 :
The M2  M2 banded blurring matrix QHyl1l2./ is defined similarly. We note that
ringing effects will occur at the boundary of the reconstructed images if f is indeed
not zero close to the boundary, see for instance Fig. 3 in Section 4. The problem is
more severe if the image is reconstructed from a large sensor array since the number
of pixel values of the image affected by the sensor array increases.
In [6], we proposed to use the Neumann boundary condition on the image. It
assumes that the scene immediately outside is a reflection of the original scene at the
boundary. Our numerical results have shown that the Neumann boundary condition
gives better reconstructed high resolution images than that by the zero or periodic
boundary conditions. Under the Neumann boundary condition, the blurring matrices
are still banded matrices with bandwidth 2L − 1, but there are entries added to the
upper left-part and the lower right-part of the matrices (see the second matrix in
(6)). The resulting matrices, denoted by Hxl1l2./ and H
y
l1l2
./, have a Toeplitz-plus-
Hankel structure
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Hxl1l2./ D
1
L
0
BBBBBBBBBB@
1    1 hxCl1l2 0
:::
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.
.
.
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.
.
.
.
.
:::
0 hx−l1l2 1    1
1
CCCCCCCCCCA
C 1
L
0
BBBBBBBB@
1    1 hx−l1l2 0
::: . .
.
.
.
.
1 . .
.
hxCl1l2
hx−l1l2 .
.
.
1
.
.
.
.
.
. :::
0 hxCl1l2 1    1
1
CCCCCCCCA
(6)
and Hyl1l2./ is defined similarly. The blurring matrix corresponding to the .l1; l2/th
sensor under the Neumann boundary condition is given by
Hl1l2./ D Hxl1l2./ ⊗ H
y
l1l2
./:
The blurring matrix for the whole sensor array is made up of blurring matrices
from each sensor:
HL./ D
L−1X
l1D0
L−1X
l2D0
Dl1l2Hl1l2./: (7)
Here Dl1l2 are diagonal matrices with diagonal elements equal to 1 if the correspond-
ing component of g comes from the .l1; l2/th sensor and zero otherwise, see [4] for
more details. With the Tikhonov regularization, our discretization problem becomes
.HL./tHL./ C R/f D HL./tg; (8)
where R is the discretization matrix corresponding to the regularization functional
R.f / in (5).
3. Cosine transform based preconditioners
The linear system (8) will be solved by using the preconditioned conjugate gra-
dient method. In this section, we construct the cosine transform preconditioner of
HL./ which exploits the banded and block structures of the matrix.
Let Cn be the n  n discrete cosine transform matrix, i.e., the .i; j/th entry of Cn
is given byr
2 − i1
n
cos

.i − 1/.2j − 1/
2n

; 1 6 i; j 6 n;
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where ij is the Kronecker delta. Note that the matrix–vector product Cnz can be
computed in O.n log n/ operations for any vector z, see [13, pp. 59,60]. For an m  m
block matrix B with the size of each block equal to n  n, the cosine transform
preconditioner c.B/ of B is defined to be the matrix .Cm ⊗ Cn/K.Cm ⊗ Cn/ that
minimizes
k.Cm ⊗ Cn/K.Cm ⊗ Cn/ − BkF
in the Frobenius norm, see [8]. Here K is any diagonal matrix. Clearly, the cost of
computing c.B/−1y for any vector y is O.mn log mn/ operations. For banded matri-
ces in (7), which have .2L − 1/2 non-zero diagonals and are of size M1M2  M1M2,
the cost of constructing c.HL.// is of O.L2M1M2/ operations only, see [7].
3.1. Spatially invariant case
When there are no subpixel displacement errors, i.e., when all xl1;l2 D 
y
l1;l2
D 0, the
matrices Hxl1l2.0/ and also H
y
l1l2
.0/ are the same for all l1 and l2. We will denote them
simply by HxL and H
y
L. We claim that in this case, the blurring matrix HL  HL.0/ D
HxL ⊗ HyL can always be diagonalized by the discrete cosine transform matrix.
We begin with L D 2. The blurring matrix H2 D Hx2 ⊗ Hy2, where Hx2 is an M1 
M1 tridiagonal matrix given by
Hx2 D
1
2
0
BBBBBB@
3
2
1
2
1
2 1
1
2
.
.
.
.
.
.
.
.
.
1
2 1
1
2
1
2
3
2
1
CCCCCCA
D 1
2
0
BBBBBB@
1 12
1
2 1
1
2
.
.
.
.
.
.
.
.
.
1
2 1
1
2
1
2 1
1
CCCCCCA
C 1
2
0
BBBBB@
1
2 0
0 0 0
.
.
.
.
.
.
.
.
.
0 0 0
0 12
1
CCCCCA
and Hy2 is an M2  M2 matrix with the same structure. It is easy to see that in this
case, the matrices Hx2 and H
y
2 can be diagonalized by CM1 and CM2 respectively,
see the basis given in [2,3] for the class of matrices that can be diagonalized by the
cosine transform matrix. Thus H2 can be diagonalized by CM1 ⊗ CM2 .
Next we observe that the blurring matrix is ill-conditioned.
Lemma 1. Under the Neumann boundary condition; the M1  M1 matrix Hx2 can
be diagonalized by the discrete cosine transform matrix and its eigenvalues are given
by
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j .Hx2/ D cos2

.j − 1/
2M1

; 1 6 j 6 M1: (9)
In particular; the condition number .Hx2/ of the matrix Hx2 satisfies
.Hx2/ > O.M21 /: (10)
Proof. The formula for the eigenvalues can be derived easily using the basis given
in [2,3] for the class of matrices that can be diagonalized by the cosine transform
matrix. Since max.Hx2/ D 1 and
min.Hx2/ D cos2

.M1 − 1/
2M1

6 sin2


M1

6 
2
M21
the estimate of the condition number is then given by (10). 
It follows from Lemma 1 that the condition number of the matrix H2.D Hx2 ⊗ Hy2/
is of O.M21M
2
2 /. The matrix is very ill-conditioned. For L > 2, we have the following
theorem.
Theorem 1. Under the Neumann boundary condition; the matrix HxL can be di-
agonalized by the discrete cosine transform matrix and its eigenvalues are given
by
i.HxL/ D
4
L
cos2

.i − 1/
2M1

pL

.i − 1/
M1

; 1 6 i 6 M1; (11)
where
pL

.i − 1/
M1

D
8>>>>>>>>>><
>>>>>>>>>>:
L=4X
jD1
cos

.i − 1/.2j − 1/
M1

;
L D 4k for some positive integer k;
1
2
C
.L−2/=4X
jD1
cos

.i − 1/2j
M1

;
otherwise:
(12)
Proof. We first establish a relationship between the matrices HxL and H
x
2. From (6),
for L > 2, we have
HxL D
8>>>>>><
>>>>>>:
2
L
L=4X
jD1
S2j−1Hx2; L D 4k for some positive integer k;
2
L
.L−2/=4X
jD0
S2j Hx2; otherwise;
(13)
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where S0 is the M1  M1 identity matrix and
Sk D Toeplitz.ekC1/ C Hankel.ek/; 1 6 k 6 M1 − 1:
Here Toeplitz(ek) is the M1  M1 symmetric Toeplitz matrix with the kth unit vector
ek as the first column, and Hankel(ek) is the M1  M1 Hankel matrix with ek as the
first column and ek in the reverse order as the last column.
We remark that the Toeplitz part in Sk can be interpreted as the decomposition
of the discrete blurring function T0:5; 1; : : : ; 1; : : : ; 1; 0:5U into the sum of the ele-
mentary discrete blurring function T0:5; 1; 0:5U with different shifts. For example, for
L D 4, we have
1
2
; 1; 1; 1;
1
2

D

1
2
; 1;
1
2
; 0; 0

C

0; 0;
1
2
; 1;
1
2

;
where the two terms on the right-hand side together give the Toeplitz part in S1. For
L D 6, we have
1
2
; 1; 1; 1; 1; 1;
1
2

D

1
2
; 1;
1
2
; 0; 0; 0; 0

C

0; 0;
1
2
; 1;
1
2
; 0; 0

C

0; 0; 0; 0;
1
2
; 1;
1
2

;
where the first and the third terms on the right-hand side together give the Toeplitz
part in S2 while the middle term gives the Toeplitz part of S0. Because we are con-
sidering the Neumann boundary condition, entries outside the blurring matrix HxL
are flipped into the matrix (cf. (6)). This is done by means of the Hankel part of Sk .
Thus the resulting shift matrices are given by Sk and we obtain (13).
Since fSkgM1−1kD0 is exactly a basis for the space containing all matrices that can
be diagonalized by CM1 , see [3], it follows that the matrix HxL can be diagonalized
by the discrete cosine transform matrix. We also note that the eigenvalues of Sk are
given by
i.Sk/ D 2 cos

.i − 1/k
M1

; 1 6 i 6 M1;
see for instance [3]. Using (13) and (9), the eigenvalues of HxL are given in (11). 
Theorem 1 states that the matrices HL.D HxL ⊗ HyL/ are also very ill-conditioned
and their condition numbers are at least of order M21 M
2
2 (cf. (11)). We remark that
some of these matrices may even be singular. For instance, when L D 4 and M1 D
M2 D 64, 33.Hx4/ D 0. Thus a regularization procedure such as (8) should be im-
posed to obtain a reasonable estimate for the original image in the high resolution
reconstruction.
In this paper, we consider the L2 and H1 norm regularization functionals in (8).
Correspondingly, we are required to solve the following linear systems:
.HtLHL C I/f D HtLg or .HtLHL C LtL/f D HtLg; (14)
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where  > 0, I is the identity matrix and LtL is the discrete Laplacian matrix with
the Neumann boundary condition. We note that LtL can be diagonalized by the dis-
crete cosine transform matrix, see for instance [5]. Thus if we use the Neumann
boundary condition for both the blurring matrix HL and the regularization operator
LtL, then the coefficient matrix in (14) can be diagonalized by the discrete cosine
transform matrix and hence its inversion can be done in three two-dimensional fast
cosine transforms (one for finding the eigenvalues of the coefficient matrix, two for
transforming the right-hand side and the solution vector, see for instance [17]). Thus
the total cost of solving the system is of O.M1M2 log M1M2/ operations.
We remark that for the zero boundary condition, discrete sine transform matrices
can diagonalize Toeplitz matrices with at most three bands (e.g., QH2) but not dense
Toeplitz matrices in general (e.g., QH4), see for instance [9]. Therefore, in general, we
have to solve large block-Toeplitz–Toeplitz-block systems. The fastest direct Toep-
litz solvers require O.M21M
2
2 / operations, see [11]. The systems can also be solved
by the preconditioned conjugate gradient method with some suitable preconditioners,
see [8]. We note however that the cost per iteration is at least four two-dimensional
fast Fourier transforms. Thus we see that the cost of using the Neumann boundary
condition is significantly lower than that of using the zero boundary condition.
3.2. Spatially variant case
When there are subpixel displacement errors, the blurring matrix HL./ has the
same banded structure as that of HL, but with some entries slightly perturbed. It is
a near block-Toeplitz–Toeplitz-block matrix, but, it can no longer be diagonalized
by the cosine transform matrix. Therefore we solve the corresponding linear system
by the preconditioned conjugate gradient method. We will use the cosine transform
preconditioner c.HL.// of HL./ as the preconditioner.
Below we study the convergence rate of the preconditioned conjugate gradient
method for solving the linear systems
Tc.HL.//tc.HL.// C IU−1THL./tHL./ C IUf D HL./tg (15)
and
Tc.HL.//tc.HL.// C LtLU−1THL./tHL./ C LtLUf D HL./tg; (16)
where  is a positive constant. We prove that the spectra of the preconditioned normal
systems are clustered around 1 for sufficiently small subpixel displacement errors.
Hence when the conjugate gradient method is applied to solving the preconditioned
systems (15) and (16), we expect fast convergence. Our numerical results in Section
4 show that the cosine transform preconditioners can indeed speed up the conver-
gence of the method. We begin the proof with the following lemma.
Lemma 2. Let  D max06l1;l26L−1fxl1l2; 
y
l1l2
g. Then for all M1 and M2; we have
kHL./ − HLk2 6 4 and kc.HL.// − HLk2 6 4: (17)
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Proof. From (7), each row or column of HL./ and HL differ in at most 4L entries
and each entry is bounded by =L. It follows that
kHL./ − HLk1 6 4 and kHL./ − HLk1 6 4:
Hence the first inequality in (17) follows by using k  k2 6 pk  k1k  k1. For the
second inequality, we first note that by Theorem 1, c.HL/ D HL. Hence we have
kc.HL.// − HLk2 D kc.HL./ − HL/k2 6 kHL./ − HLk2;
where the last inequality follows from kc./k2 6 k  k2, see [2]. 
Lemma 3. Let  D max06l1;l26L−1fxl1l2; 
y
l1l2
g. Then
kHL./tHL./ − c.HL.//tc.HL.//k2 < dL./;
where dL./ is a function independent of M1 and M2 and lim!0 dL./ D 0.
Proof. We note that
kHL./tHL./ − c.HL.//tc.HL.//k2
6 kHL./tTHL./ − c.HL.//Uk2 C kTHL./t − c.HL.//tUc.HL.//k2:
By Theorem 1, kHLk2 is bounded above by a constant independent of M1 and M2.
Hence by (17), kHL./tk2 and kc.HL.//k2 are also bounded above by some con-
stants independent of M1 and M2. Moreover, by (17) again, kHL./ − c.HL.//k2
and kHL./t − c.HL.//tk2 are less than 8. The result therefore follows. 
Using the above lemmas, we can analyze the convergence rate of the precondi-
tioned systems (15) and (16).
Theorem 2. Let  D max06l1;l26L−1fxl1l2; 
y
l1l2
g. If  is sufficiently small; then the
spectra of the preconditioned matrices
Tc.HL.//tc.HL.// C IU−1THL./tHL./ C IU
are clustered around 1 and their smallest eigenvalues are bounded away from 0 by a
positive constant independent of M1 and M2.
Proof. We just note that
kTc.HL.//tc.HL.// C IU−1k2 6 1

and
Tc.HL.//tc.HL.// C IU−1THL./tHL./ C IU
D I C Tc.HL.//tc.HL.// C IU−1THL./tHL./ − c.HL.//tc.HL.//U:
Hence the result follows by applying Lemma 3. 
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Theorem 3. Let  D max06l1;l26L−1fxl1l2; 
y
l1l2
g. If  is sufficiently small; then the
spectra of the preconditioned matrices
Tc.HL.//tc.HL.// C LtLU−1THL./tHL./ C LtLU
are clustered around 1 and their smallest eigenvalues are uniformly bounded away
from 0 by a positive constant independent of M1 and M2.
Proof. Since
Tc.HL.//tc.HL.// C LtLU−1THL./tHL./ C LtLU
D I C Tc.HL.//tc.HL.// C LtLU−1THL./tHL./
−c.HL.//tc.HL.//U;
it suffices to show that kTc.HL.//tc.HL.// C LtLU−1k2 is bounded above by a
constant independent of M1 and M2. Since min.A/ C min.B/ 6 min.A C B/ for
any Hermitian matrices A and B (see [10, Theorem 8.1.5, p. 396]), we have
kTc.HL.//tc.HL.// C LtLU−1k2
D 1
min.c.HL.//tc.HL.// C LtL/
6 1
min.HtLHL C LtL/ C min.c.HL.//tc.HL.// − HtLHL/
6 1
min.HtLHL C LtL/ − kc.HL.//tc.HL.// − HtLHLk2
: (18)
Since the matrix HtLHL C LtL can be diagonalized by the two-dimensional dis-
crete cosine transform matrix, we can estimate the smallest eigenvalue of this matrix.
We first note that
.i−1/M2Cj .L
tL/ D 4 sin2

.i − 1/
2M1

C 4 sin2

.j − 1/
2M2

(19)
for 1 6 i 6 M1 and 1 6 j 6 M2, see [5]. By using (11) and the fact that HL D
HxL ⊗ HyL, we obtain
.i−1/M2Cj .HtLHL/ D

4
L
4
cos4

.i − 1/
2M1

cos4

.j − 1/
2M2

p2L

.i − 1/
M1

p2L

.j − 1/
M2

(20)
for 1 6 i 6 M1 and 1 6 j 6 M2, where pL./ is defined in (12).
Clearly the function sin2.x=2/ is zero at x D 0 and positive in .0; U, whereas the
function cos4.x=2/p2L.x/ > 1=4 at x D 0 and is nonnegative in T0; U. Thus we see
that the function
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4 sin2
x
2

C 4 sin2
y
2

C

4
L
4
cos4
x
2

cos4
y
2

p2L.x/p
2
L.y/
is positive for all x and y in T0; U. It follows from (19) and (20) that the matrix
HtLHL C LtL is positive definite and its smallest eigenvalue is bounded away from
0 by a positive constant independent of M1 and M2. In view of Lemma 3, the right-
hand side of (18) is therefore bounded by a positive constant independent of M1 and
M2 for sufficiently small . 
Thus we conclude that the preconditioned conjugate gradient method applied
to (15) and (16) with  > 0 will converge superlinearly for sufficiently small dis-
placement errors, see for instance [8]. Since HL./ has only .2L − 1/2 non-zero
diagonals, the matrix–vector product HL./x can be done in O.L2M1M2/. Thus
the cost per each iteration is O.M1M2 log M1M2 C L2M1M2/ operations, see [10,
p. 529]. Hence the total cost for finding the high resolution image vector is of
O.M1M2 log M1M2 C L2M1M2/ operations.
4. Numerical examples
In this section, we illustrate the effectiveness of using cosine transform precon-
ditioners for solving high resolution image reconstruction problems. The original
image is shown in Fig. 2(a). The conjugate gradient method is employed to solving
the preconditioned systems (15) and (16). The stopping criteria is kr.j/k2=kr.0/k2 <
10−6, where r.j/ is the normal equations residual after j iterations. In the tests, the
parameters xl1l2 and 
y
l1l2
are random values chosen between −1=2 and 1/2. A Gauss-
ian white noise with signal-to-noise ratio of 30 dB is added to the low resolution
images.
Tables 1 and 2 show the numbers of iterations required for convergence for L D 2
and 4, respectively. In the tables, “cos”, “cir” or “no” signify that the cosine transform
preconditioner, the level-2 circulant preconditioner [8] or no preconditioner is used,
Fig. 2. The original image (a), a low resolution image (b), and the observed high resolution image (c).
102 M.K. Ng et al. / Linear Algebra and its Applications 316 (2000) 89–104
Table 1
 1  10−2 1  10−3 1  10−4
M cos cir no cos cir no cos cir no
(a) Number of iterations for L D 2, where the L2 norm regularization is used
32 8 27 48 12 58 127 20 83 325
64 8 27 48 11 64 130 19 125 347
128 8 27 48 11 68 129 17 173 345
256 8 27 48 10 68 129 17 181 348
(b) Number of iterations for L D 2, where the H1 norm regularization is used
32 7 16 26 9 38 68 13 70 178
64 7 16 26 9 36 69 13 88 180
128 7 16 26 9 38 69 13 99 180
256 6 16 26 8 38 69 13 99 180
Table 2
 1  10−2 1  10−3 1  10−4
M cos cir no cos cir no cos cir no
(a) Number of iterations for L D 4, where the L2 norm regularization is used
32 7 33 45 10 67 111 16 145 256
64 6 34 47 10 84 123 16 180 314
128 6 32 47 10 96 125 15 237 323
256 6 32 47 9 92 125 15 262 323
(b) Number of iterations for L D 4, where the H1 norm regularization is used
32 5 23 33 8 46 72 12 86 159
64 5 23 33 8 63 83 12 127 182
128 5 23 34 7 65 87 11 155 204
256 5 22 34 7 63 86 11 178 216
respectively. We see from the tables that the cosine transform preconditioner con-
verges much faster than the circulant preconditioners for different M and , where
M.D M1 D M2/ is the size of the reconstructed image and  is the regularization
parameter. Also the convergence rate is independent of M for fixed  as predicted by
Theorems 2 and 3.
Next we show the 256  256 reconstructed images from four 128  128 low
resolution images, i.e., a 2  2 sensor array is used. One of the low resolution images
is shown in Fig. 2(b). The observed high resolution image g is shown in Fig. 2(c).
We tried the Neumann, zero and periodic boundary conditions to reconstruct the high
resolution images. Fig. 3 shows the reconstructed images. The optimal regularization
parameter  is chosen such that it minimizes the relative error of the reconstructed
image fr ./ to the original image f, i.e., it minimizes kf − fr ./k2=kfk2. By com-
paring the (a)–(c) in Fig. 3, it is clear that the trees in the image are much better
reconstructed under the Neumann boundary condition than that under the zero and
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Fig. 3. Reconstructed image using the Neumann boundary condition (a), the zero boundary condition (b)
and the periodic boundary condition (c).
periodic boundary conditions. We also see that the boundary artifacts under the Neu-
mann boundary condition are less prominent than that under the other two boundary
conditions.
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