Abstract. In this paper the Purchasing Scheduling Problem (PSP) with limited funds is presented. PSP is formulated through the optimization of two objectives based on the inventory-supply process: maximization of satisfied demands and minimization of purchasing costs. The problem is solved using two variants of the Ant Colony System algorithm (ACS), designed under Pareto's optimization principle in which elements of multi-objective representation for computing a feasible solution are incorporated to the basic design of ACS. Experimental results reveal that the Pareto approach improves solutions over the ACS in 8%, obtaining an efficiency of 80% solving the set of PSP instances as purchasing plans. This reveals the advantages of developing evolutionary algorithms based on multi-objective approaches, which can be exploited in planning and scheduling systems.
Introduction
The purchase of goods is an essential activity for companies and business. It is the process that involves supply based on searches of items in physical facilities, information of products to check inventory stocks, objects or items in big catalogs and supply of goods on supplier locations. All these activities are periodically executed based on customer demands and the inventory control, associated with the availability of economic resources and the storage space in warehouses. In this manner, the Purchasing Scheduling Problem (PSP) (introduced in [1] ), establishes a mathematical approach to compute purchasing schedules when demands are variable. Industrial application of PSP is defined as a graph-based problem with several objectives, for example maximization of demand satisfaction, minimization of purchasing costs, maximization of inventory supplies and minimization of supply times. In addition, multi-objective formulation of PSP faces additional constrains such as penalties to influence a schedule with a subset of desired elements, which implies a quality factors in purchasing related with customer preferences [2, 3] , critical supply times [4] , negotiations in economical lots of orders [5] , categorization of products to be purchased [6] , and availability of physical space at warehouse facilities [7] when stock must be supplied. For this reason, selection of appropriated goods to be supplied for inventory has become a complex and multi-objective task, whose approach determines the efficiency of a purchasing plan. It is desirable to optimize economical resources in the companies able to produce, distribute and sell their products according to the supply chain.
The Purchasing Scheduling Problem
The Purchasing Scheduling Problem (PSP) is defined through a catalog of products like a weighted graph G = (V, E), where = { ∪ } consists of a set of n products (P) per m suppliers (S). The set E is formed by pairs (p,s), ∈ and ∈ . Each pair has a cost cps to purchase a product p from any s supplier. Purchasing process is organized through orders P P k  (or demands), where k represents a decision maker (a purchaser) with a number nk of products to be satisfied with an available fund ak. In these concepts, PSP optimizes two objectives: maximization the amount of satisfied products (for each order Pk) and minimization of purchasing costs (cps) in an inventory cycle. These objectives introduce the field of multi-objective computation.
Multiobjective Optimization
Muitivariant and multiobjective nature of real problems present a challenge to development of efficient algorithms. As a consequence, computation of optimal solutions in a multi-objective problem (MOP) is computationally intractable [8] when large-scale instances are solved. As a consequence, optimal solution of MOP is not possible to compute because MOP is represented by a set of objectives in conflict. This is why computation of solutions in a MOP consists of establish the set Pareto front PS = {s1 , s2 ,.., sm} with sm solution vectors of the problem, where feasibility of solutions is given in terms of dominance and efficiency of Pareto. 
PSP Formulation
PSP is formulated through the next data sets:
The general inventory catalogue sets:
P: is the set of products in an inventory catalog with n products. Pk: is the set of products to be purchased with nk products, P P k  , k=1,2,…,s S: is the set of suppliers in the product catalog with m suppliers.
The model uses the next variables:
k is the number of orders in each inventory cycle. k = 1,2,…, s cij is the cost to purchase a product i from a supplier j. ak represents the available funds for each order k. xijk is an integer variable {0,1}. It has a one value if a product i is assigned to the supplier j in the order k, zero in otherwise.
Objectives of PSP are defined with the f and g coefficients, a normalized objective values in the domain [0,1], where f represents a profit in terms of satisfied demands and g indicates a uniform reference with regard to the assigned cij values for each assigned product. These values are based on the utility principle proposed in [9;10;11] , defined through expressions (1) and (2) .
Solution of a multiobjective problem is defined in [12] as a single-objective based on a utility value, following a decomposition strategy. For this reason, objective g is inverted and solved as a maximization objective. As a result, PSP is defined in the general model of expressions (3)- (5):
Subject to:
The z value of equation (3) has a one-value when all products have been assigned (f is optimal and the dominant objective); in the other hand, a zero-value indicates that g is the dominant objective. Expressions (4)- (5) establishes constrains of available funds in the integer model.
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The Ant Colony System Algorithm
The Ant Colony System (ACS) algorithm [13] is a well-known method to solve graphbased problems. Construction procedures of solutions in ACS are based on selection of arcs (i,j) of a graph. Ants travel around the roads, leaving an amount of pheromone ij  , used to determine the desirability of the roads ij  . These parameters are used by artificial ants to generate desirable routes, such as the feedback process of natural ants that looks for the shortest paths between the anthill and the food sources. Evolutive process (iterative) of ACS permits evaporation of pheromone trails to converge towards the most feasible routes, which optimize objectives of the problem. General ACS procedure is presented in Fig. 1 .
End Procedure
Fig. 1. The AntColonySystem Procedure
The constructionProcedure in ACS_Algorithm builds routes with the desirable nodes in the problem using a transition rule. It defines a basic multi-objective ant colony system algorithm, defined in [1] , and based on the multi-objective formulation of PSP. This algorithm creates solutions through of selection of arcs of i products that are purchased to the j suppliers, where selection of the next i-th product is randomly performed in each order Pk. When a product has been selected, the supplier j is chosen using the parameter q0 of equation (6) .
When q<q0, a deterministic selection is performed using the ij  and ij  , and the constructive parameters α and β of ant algorithms; otherwise a roulette is executed through the computation of the function f of expression (7). This function is used to explore the neighborhood Nk(i) of suppliers for the i-th product to be selected. This exploration is performed through the pij values.
When an ant chooses a feasible arc (i,j), local evaporation of pheromone is (9) define the heuristics of the basic design for the ACS algorithm, commonly used in single-objective problems (such as the aggregation described in the PSP formulation). However, solution of PSP requires a diversification of the search in the solution space, needed to reach the best solutions according to the Pareto's efficiency principle. Reason why, the knowledge based on Pareto's approach is incorporated to the ACS design to solve the related multi-objective problem.
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The Pareto Optimization approach
Pareto Optimization has been used in optimization to obtain a Pareto Optimal Set to solve multiobjective problems [14] . All solutions in the Pareto's set are non-dominated solutions. In this way, Pareto Ant Optimization establishes the set of non-dominated solutions with a number of ant colonies that have the same number of ants. In its evolutive process, solutions of ants are compared and the pheromone updating process
is applied to the non-dominated solutions. Pareto Ant Optimization defines two variants over the basic design of ACS to solve multi-objective problems. It is based on multiobjective heuristic rules that permit to guide the ants in the constructionProcedure over different regions of the solution space. The first variant (P-ACO 1 ) defines a modified  rule used in global updating of pheromone. It is computed through equation (10).
The  values of expression (10) introduce a profit/cost relationship between objectives using a value, used according to [15] 
represents the relative importance of the different objectives according to [16] . Selection of arcs (i,j) related to the heuristic rule of equation (11) implies that updating pheromone requires a multi-objective definition in design of the P-ACO 2 variant. Therefore, 
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Architecture of Solution
The proposed approach follows the architecture of Fig. 2 . In which the constructive process of purchasing schedules of PSP is described. Architecture consists of two modules: Preprocessing and Optimization. Preprocessing module is used to extract information of PSP sets of a database model (proposed in [17] ). This action generates a PSP input instance which consists of a plain-text file, used to establish the solver independent to the database. It permits the use of the architecture in several purchasing scenarios, giving support to the staff of the purchasing personal.
Fig. 2. Proposed solution methology.
Optimization module receives a PSP input instance and executes the basic ACS defined in [1] , and the two Pareto-based variants described in this work. In each execution, the best solution of a determined algorithm is presented like a purchasing schedule to decision makers. It represents an optimized solution with regard to the objectives and constrains of PSP, whose efficiency is then analyzed by the purchasers to establish the decision to buy.
Experiments and Results
Due to real instances of PSP were unavailable, a dataset of ten orders was built using a pseudo-random number generator. It uses the queries of web catalogs, stored in a model inventory database. The generator creates the orders with different prices and suppliers for products, maximum and minimum prices for products and available funds.
Parameters of generator are shown in Table 1 . It supposes an inventory cycle with ten orders (purchasers), where some products have costs more expensive than available funds. Additionally, average time computation is measured (t) in which best solutions of ACS are reached, and the f and g average values for each instance. Table 2 shows the performance for ACS and Pareto-ACO variants for six tests with 30 executions with: 1000, 5000, 10000, 15000, 20000 and 30000 iterations for each algorithm. Parameter values established to test the algorithms were: q0 = 0.5, ρ=0.1, θ = 0.5, λ = 0.2,α = 1 and β = 2. In each execution, the best solution is storage to establish the average performance that is presented in Table 2 .
Results of Table 2 indicate that ACS reaches a 72% in average of z values, in an average time of 12 seconds. It presents a variation coefficient of 0.76 with a Pearson Correlation Coefficient of -0.98. P-ACO 1 algorithm improves in average 5% the results of ACS, but according to the ∑ value, the search is more directed towards a faster convergence (∑ average value is less than ACS). It demonstrates that P-ACO 1 variant over the ACS algorithm is able to improve the solutions of PSP. Even though P-ACO 1 reaches a variation coefficient of 0.81, the Pearson correlation is established in -0.94. It reveals a slow deviation P-ACO 1 directing the search in the Pareto front with regard to ACS. However, results demonstrate P-ACO 1 variant diversifies the search and reaches a faster convergence than ACS.
In the other case, results of the P-ACO 2 algorithm demonstrates that introducing pheromone values per each objective give to the ACS enough exploration degree to improve objective results of ACS by 8%, and 3% in average results of the ACS and P-ACO 1 variants, reaching the 80% in average in z values. Effects of this are shown in the ∑ column. This exploration average is supported by a variation coefficient of 0.83 and a correlation coefficient of -0.98, which establishes a diversified and further search in the Pareto Front. Efficiency of P-ACO 2 can be also observed in the average time of computation for the best solutions (17 seconds in average). Although it presents slower convergence, it is proved that P-ACO 2 variant represents the best alternative when testing configurations for the ant algorithms, described in terms of Pareto efficiency solving PSP.
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Conclusions and Future Works
In this paper, the Purchasing Scheduling Problem was approached with three variants of the Ant Colony System Algorithm. The first variant (ACS) represents an efficient strategy when the search in the problem looks for a single objective, providing good solutions. In the same manner, it was proved that hybridization of the ACS algorithm using the Pareto principles is helpful in discovering different regions of the solution space, giving better solutions with the test parameters. Consequently, an alternative to compute the Pareto optimal values can be approached using some neighborhood techniques, such as the classical 3-Opt and Cross Exchange operators over the P-ACO 1 and P-ACO 2 algorithms, well-known operators that usually improve results of the ACS algorithm. Additionally, results of P-ACO 1 and P-ACO 2 algorithms to determine the importance of the constructive parameters (θ and λ) in the proposed Pareto's approach.
Efficiency of PSP solutions and speed of computation show the advantages of developing evolutionary algorithms to integrate them in complex decision-making systems. They can be used as planning tools to develop ERP systems (Enterprise Resource Planning), reliable information technology resources to implement in industrial and organizational environments.
