Diffusion in sparsely connected pore spaces: Temporal and spatial scaling by Ewing, Robert P & Horton, Robert
Agronomy Publications Agronomy
12-2002
Diffusion in sparsely connected pore spaces:
Temporal and spatial scaling
Robert P. Ewing
Iowa State University
Robert Horton
Iowa State University, rhorton@iastate.edu
Follow this and additional works at: https://lib.dr.iastate.edu/agron_pubs
Part of the Agricultural Science Commons, Agronomy and Crop Sciences Commons, and the
Statistical Methodology Commons
The complete bibliographic information for this item can be found at https://lib.dr.iastate.edu/
agron_pubs/363. For information on how to cite this item, please visit http://lib.dr.iastate.edu/
howtocite.html.
This Article is brought to you for free and open access by the Agronomy at Iowa State University Digital Repository. It has been accepted for inclusion
in Agronomy Publications by an authorized administrator of Iowa State University Digital Repository. For more information, please contact
digirep@iastate.edu.
Diffusion in sparsely connected pore spaces: Temporal and spatial scaling
Abstract
[1] Diffusion both disperses and retards mass movement of contaminants through porous media. The
retardation generally involves mass transfer of contaminants from faster to slower flow paths, making
prediction more difficult and remediation slower. In ordinary (Fickian) diffusion, root-mean-square
displacement of a population of diffusing molecules increases with the square root of the elapsed time, and
diffusivity (D, L2T−1) of the porous medium is constant in time. The diffusivity can be measured using time-
dependent methods such as pulsed field gradient (PFG) magnetic resonance (MR), or steady state diffusion
experiments. However, it is known that diffusion behaves anomalously in sparsely connected pore spaces at
the percolation threshold. We conducted a series of Monte Carlo simulations using random walks, designed to
mimic measurement of D using both time-dependent and steady state methods. In the time-dependent
simulations, diffusivity scaled as D∼ T−0.48 at the percolation threshold. Above the percolation threshold, D
decreased at early times, then became constant, with the time required for constant D being greater when the
medium was less interconnected. In the steady state simulations we examined the effect of sample size on
apparent diffusivity. Above the percolation threshold, diffusivity decreased, then became constant as sample
size increased, but at the percolation threshold, diffusivity scaled as D ∼ L−1.83. The drop in diffusivity with
sample size was caused by both a decrease in effective porosity and an increase in tortuosity, each of which
also followed scaling laws. A single measurement will not suffice to determine whether a sample's pore space is
at the percolation threshold, necessitating measurement of diffusivity at more than one scale in time or space.
Using a scale-dependent measurement to make predictions at a different scale can result in serious
overestimation or underestimation of diffusive mass transfer and consequent retardation.
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[1] Diffusion both disperses and retards mass movement of contaminants through porous
media. The retardation generally involves mass transfer of contaminants from faster to
slower flow paths, making prediction more difficult and remediation slower. In ordinary
(Fickian) diffusion, root-mean-square displacement of a population of diffusing molecules
increases with the square root of the elapsed time, and diffusivity (D, L2T 1) of the porous
medium is constant in time. The diffusivity can be measured using time-dependent
methods such as pulsed field gradient (PFG) magnetic resonance (MR), or steady state
diffusion experiments. However, it is known that diffusion behaves anomalously in
sparsely connected pore spaces at the percolation threshold. We conducted a series of
Monte Carlo simulations using random walks, designed to mimic measurement of D using
both time-dependent and steady state methods. In the time-dependent simulations,
diffusivity scaled as D  T 0.48 at the percolation threshold. Above the percolation
threshold, D decreased at early times, then became constant, with the time required for
constant D being greater when the medium was less interconnected. In the steady state
simulations we examined the effect of sample size on apparent diffusivity. Above the
percolation threshold, diffusivity decreased, then became constant as sample size
increased, but at the percolation threshold, diffusivity scaled as D  L1.83. The drop in
diffusivity with sample size was caused by both a decrease in effective porosity and an
increase in tortuosity, each of which also followed scaling laws. A single measurement
will not suffice to determine whether a sample’s pore space is at the percolation threshold,
necessitating measurement of diffusivity at more than one scale in time or space. Using a
scale-dependent measurement to make predictions at a different scale can result in serious
overestimation or underestimation of diffusive mass transfer and consequent
retardation. INDEX TERMS: 1829 Hydrology: Groundwater hydrology; 1869 Hydrology: Stochastic
processes; 3210 Mathematical Geophysics: Modeling; 5114 Physical Properties of Rocks: Permeability and
porosity; KEYWORDS: anomalous diffusion, percolation theory, scaling, pore-scale
Citation: Ewing, R. P., and R. Horton, Diffusion in sparsely connected pore spaces: Temporal and spatial scaling, Water Resour. Res.,
38(12), 1285, doi:10.1029/2002WR001412, 2002.
1. Introduction
[2] Diffusion both disperses and retards movement of
contaminants, plant nutrients, and other solutes in geo-
logical porous media. The retardation arises because diffu-
sion transfers solute between more and less mobile regions
of the medium, with the net effect of slowing its movement.
In soil the less mobile regions are often conceptualized as
the interior of soil aggregates, while in an unconsolidated
aquifer they are the lower permeability lenses as well as the
internal porosity of gravel and sand grains. In crystalline
rocks the less mobile regions are the primary porosity of the
rock matrix itself, because advective movement takes place
primarily in the fractures. Because solutes that are seques-
tered within low-mobility regions are hard to remove, and
because some contaminants decay with time, accurate
estimates of the effective diffusivity (D, L2T 1) of a
medium are of interest in estimating overall solute travel
times.
[3] In some less mobile regions the pores are sparsely
interconnected, and diffusion in such pore spaces is known
to behave anomalously [see, e.g., Sahimi, 1995]. Anomalous
diffusion can strongly influence the travel times and mass
transfer rates, so it is important to identify how it happens
and how the sparse interconnection of pores translates to
macroscopic behavior. In this study we examine some of the
causes and implications of anomalous diffusive transport.
[4] Van Brakel and Heertjes [1974] showed that the
diffusion coefficient of a macroporous medium could be
considered to have three components: porosity, constrictiv-
ity, and tortuosity. The relationship between diffusivity and
porosity (e) is fairly obvious: Solutes can only diffuse
through the pores of the medium, and so the reduction in
cross-sectional area across which diffusion takes place must
be taken into account. Constrictivity is less obvious but is
essentially a refinement of the porosity concept: If pores
have large cavities (bodies) but small interconnections
(throats), the diffusion coefficient is reduced by more than
Copyright 2002 by the American Geophysical Union.
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the porosity alone, as the cross-sectional area of the inter-
connections is the rate-limiting area and is less than that
given by porosity alone. The concept of tortuosity (t) is
more troublesome.
[5] Tortuosity is generally expressed as the ratio of the
length of the microscopic path a molecule travels between
two points to the length of the straight line (Euclidean)
distance connecting those same points; as such, its value is
at least unity. Examination of the literature on tortuosity
[e.g., Bear, 1972, and references therein], however, indi-
cates that the concept has historically presented problems,
generally arising from failure to distinguish between mean
and minimum path lengths, and between advection and
diffusion. Consider some questions raised by the definition:
If the microscopic path length is the shortest possible
distance, then how can the tortuosity of a simple cubic
lattice equal 3 [Hollewand and Gladden, 1992], when the
minimum path length is clearly bounded by unity and
ﬃﬃﬃ
3
p
?
Why should a cubic lattice and a random pore orientation
model [Dykhuizen and Casey, 1989] have the same tortuos-
ity? If tortuosity is a function of relative distances only, then
why is it increased when the pore size distribution is
widened [Dykhuizen and Casey, 1989; Hollewand and
Gladden, 1992]? If tortuosity is defined by the average
advective path length [Bear, 1972], then it is based on flow
and has no clear relationship to diffusion. If, however, it
represents the distance actually traveled by the average
molecule, then it is clearly a function of the measuring
technique, because molecular movement is fractal: Higher
resolution of the observation in both space and time will
lead to the calculation of greater distances. Finally, should
dead-end pores be incorporated into the measurement of the
distance traveled?
[6] In practice, definitions and measurement issues are
generally ignored, and tortuosity is either estimated as a
function of porosity (e) or used as a matching factor or
fitting parameter. Examples of the first approach include
Buckingham’s [1904] t = e2; Penman’s [1940a, 1940b] t =
0.66e, and Marshall’s [1959] t = e3/2; other examples have
been compiled by Boudreau [1996]. Petroleum engineers
use a relationship known as ‘‘Archie’s law’’ [Archie, 1942],
which states that the formation factor F = en, where
generally n  2; as Klinkenberg [1961] pointed out, the
formation factor is essentially a simultaneous correction for
porosity and tortuosity. The second approach, common in
inverse methods, allows t to take on whatever value is
needed to fit the data [Hora´k and Schneider, 1971; Dykhui-
zen and Casey, 1989; Ball and Roberts, 1991; Grathwohl
and Reinhard, 1993; Farrell et al., 1999]. Tortuosities
greater than 10,000 have been reported [Ball and Roberts,
1991], although geometrical considerations make such
values suspect [Cussler, 1997].
[7] Some factors were clearly omitted from van Brakel
and Heertjes’s [1974] analysis, including pore size distri-
bution, pore sizes that result in different diffusion mecha-
nisms, and pore connectivity [Dykhuizen and Casey, 1989].
In this study we ignore pore size distribution and specific
diffusion mechanisms, as they cannot be properly treated
without considering further complications such as sorption,
capillary phase separation, and other interactions between
the fluids and the solids. We focus here on pore connectivity
considerations in a geological setting.
[8] It is well established that rock matrices have nonzero
porosity [Hinedi et al., 1997] and that diffusion within the
rock matrix is a plausible mechanism for retention and slow
release of some pollutants [Steinberg et al., 1987; Dykhuizen
and Casey, 1989; Wood et al., 1990; Grathwohl and Rein-
hard, 1993]. Some rocks, such as sandstone, have relatively
high connectivity between neighboring pores, but others,
such as crystalline rock, are less well connected. For exam-
ple, Lever et al. [1985] estimated the fraction of porosity in
dead-ends at up to 0.95 for a granite, but lower for sandstone.
When the matrix porosity largely results from stress prop-
agation, release of the stress will occur simultaneously with
the formation of a fracture network that only just connects
across the matrix [Chelidze, 1982; Gueguen et al., 1991].
Such a minimally connected pore or fracture network is said
to be at the percolation threshold, or at criticality [Stauffer
and Aharony, 1994]. Such networks may arise from stress
propagation, for example, in a quartz grain precipitating out
of magma, or a larger rock body subjected to mechanical or
tectonic stresses. Pore spaces can also become sparsely
interconnected through cementation. For example, Hu and
Ewing [2002] found evidence of high pore connectivity in
Berea sandstone, but critical connectivity in Indiana sand-
stone and metagraywacke, both more cemented than Berea.
[9] One method of measuring diffusivity is by using spin
echo or pulsed field gradient (PFG) magnetic resonance
(MR) [Stejskal and Tanner, 1965]. In this method the
molecules within the sample are subjected to a magnetic
field gradient. When the field is perturbed, the magnetic
moments of the sample molecules process, inducing a small
voltage in a coil. A second pulse, opposite in direction,
would exactly reproduce the amplitude of the original
voltage if the molecules had remained precisely in place.
If the molecules have moved, then the change in amplitude
is less. Given the time between pulses and the change in
amplitude, the mean square displacement of the diffusing
molecules can be calculated, and from it can be calculated
the diffusivity. Because over very short times most mole-
cules do not encounter the solid phase, the instantaneous
diffusivity of the fluid is equal to its bulk diffusivity, and
measured values decrease asymptotically with time to a
value reflecting the tortuosity of the medium [Latour et al.,
1993]. PFG-MR can be used to measure surface to volume
ratios in a porous medium [Latour et al., 1993], as well as to
measure velocity and dispersion coefficients [Amin et al.,
1997]. An advantage of PFG-MR for diffusion measure-
ments is that it is quite rapid: The interval between the two
magnetic pulses is generally no more than 2 s, and the data
can be assimilated and analyzed within a minute. However,
in many cases this short time may actually be a disadvant-
age and lead to serious mismeasurement of diffusivity, as
we will show.
[10] A more common method for measuring diffusion is
to place a sample of the porous medium between two
reservoirs with different solute concentrations and measure
the flux. In practice, one generally measures the rate at
which the two reservoirs equilibrate, but here we will
suppose that the two reservoirs are maintained at their
original concentrations and the flux between can be accu-
rately measured. Once steady state is attained the process is
time-invariant by definition. It is commonly assumed that
the process is spatially invariant; that is, identical results
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will be obtained for different sample thicknesses; again, we
will show that this assumption does not always hold.
[11] The objective of this paper is to examine causes,
characteristics, and implications of anomalous diffusion. By
examining connectivity effects on simulated diffusivity
under both time-dependent and steady state conditions we
address the following questions: (1) How does diffusion in
low-connectivity media differ from diffusion in high-con-
nectivity media? (2) How do effective porosity and tortuos-
ity differ in low-connectivity media versus in high-
connectivity media? and (3) How might one test for, and
possibly correct for, anomalous diffusion in a low-connec-
tivity medium?
2. Background: Percolation Theory
[12] Percolation theory is a branch of mathematics that
has been used to analyze properties of and processes in
random media, be they abstract mazes, rock matrices, or
semiconductors. We will present the relevant background
only briefly here; readers wanting more information are
directed to Stauffer and Aharony [1994], Sahimi [1995], and
Berkowitz and Ewing [1998]. Consider sites arranged in a
square pattern in 2-space (representing the pore bodies or
intersections), each connected to its four nearest neighbors
by bonds (representing the pore throats or constrictions).
The mean number of bonds per site, called the coordination
number z of the medium, is an important characteristic of
the medium. We can think of our checkboard as ‘‘naturally’’
having z = 4, but only some fraction p is currently
functioning (or, alternatively, each bond has a probability
p of being active). The coordination number (mean number
of active bonds) is then given by B = pz. When each site is
actively connected to many others (say, B  3), it is clearly
possible to cross the entire medium, however large, by
repeatedly hopping across active bonds from site to neigh-
boring site. However, if p is now decreased to give B close
to unity, crossing the medium would not be possible: No
continuous pathway would exist (Figure 1a). For a given
lattice, there is clearly some critical probability pc above
which connection across the infinite lattice is just possible
(Figure 1b). Percolation theory is primarily concerned with
predicting the properties of the medium and its so-called
infinite cluster of connected sites close to and at criticality.
[13] For the sake of practicality, percolation in natural
systems is often approximated via simulations on a large,
regular grid, such as a square or cubic lattice. Geological
media are not so well ordered, but the chaotic nature of their
pore systems can still be well represented by a regular lattice
provided that three conditions are met. First, the geological
medium and the regular lattice must have the same coordi-
nation number [Jerauld et al., 1984]. Bonds may be added
to or ‘‘pruned’’ (deactiviated) from a regular lattice to yield
the desired coordination number. Because we are concerned
here with sparsely connected pore spaces (1 < B < 2), we
use a cubic lattice (z = 6) and prune bonds as needed. The
second condition is that the pore space be random, i.e., that
there be no correlation in size or coordination from one site
to its neighbors. This condition is rarely met at a macro-
scopic scale, but may be better approximated in micro-
porous media where structuring forces such as gravity have
less effect. If the physical system has a correlated structure
of some sort, the percolation threshold will occur at a
different value than predicted for a random lattice, but at
the threshold, behavior will still be approximately as pre-
dicted [Jerauld and Salter, 1990; Renault, 1991]. Finally,
the two systems must have the same dimension, so (for
example) rock pore spaces must be simulated using a three-
dimensional (3-D) network rather than a simpler 1-D or 2-D
network.
[14] Diffusion in a percolation setting can be simulated
using random walk methods [Ka¨rger and Ruthven, 1992;
Stauffer and Aharony, 1994]. When the pore space is so
sparsely connected that the pore space is at criticality,
diffusion via random walks is sometimes called the ‘‘ant
in a labyrinth’’ problem, a term coined by de Gennes
[1976]. Diffusion coefficients decrease as a medium goes
from richly to poorly connected, and at a macroscopic level
this decrease would generally be ascribed to an increase in
tortuosity and/or a decrease in porosity. Well above the
percolation threshold, the distance traveled by random
walkers is limited only by the sample size, and their root-
mean-square (RMS) distance L from the starting point is
proportional to the square root of time: L  T 0.5. Below the
threshold each walker is confined to a finite cluster of pores
and can only move a distance equal to the size of the cluster
it resides in. At the percolation threshold a walker in the
infinite cluster can move an infinite distance, but its
behavior does not conform to classical diffusion. At the
percolation threshold the RMS displacement within the
infinite cluster in a 3-D lattice is proportional to T 0.26
[Stauffer and Aharony, 1994; Havlin and Ben-Avraham,
1987]; this is termed anomalous diffusion.
3. Simulations
[15] Two complementary series of Monte Carlo simula-
tions were performed to evaluate how diffusion is affected
by connectivity of the pore space. The first series simulated
PFG-MR measurements of diffusion, while the second
simulated steady state measurements. The PFG-MR simu-
lations used a simple cubic lattice with 128 sites on each
side. To determine whether this lattice size was sufficient,
Figure 1. Examples of a square (two-dimensional) lattice
with probability of active bonds, denoted by bold lines,
below (Figure 1a, p = 0.4) and at (Figure 1b, p = 0.5) the
bond percolation threshold. When p < pc, the lattice
contains only isolated clusters (shaded lines); when p 
pc, a lattice-spanning (‘‘infinite’’) cluster, shown solid, also
emerges. Dashed lines are dangling ends (dead-end
complexes) connected to the infinite cluster.
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initial simulations were performed on lattices ranging from
83 to 2563; no differences in results were seen for lattices
greater than 643 in size (Figure 2). The probability p of a
connection being active was determined independently for
each bond; thus the same lattice structure could be used for
different mean numbers of bonds: B = 4, B = 2, and so on.
Sandstones and similar rock have been estimated to have a
mean pore coordination in the range 4–8 [Yanuka et al.,
1984], so the cubic lattice represents both a realistic value
and a starting point at which coordination is considered to
be nonlimiting. Lattice connections were periodic, ‘‘wrap-
ping around’’ in each dimension, so (for example) a particle
leaving the lattice at z = zmax in the +z direction would arrive
at z = 1, with the x and y coordinates unchanged. The actual
‘‘wrapping’’ of each particle was tracked so as to allow
correct calculation of distance traveled. Simulations were
discrete in both time and space, with arbitrary units for each
and an instantaneous maximum ‘‘diffusion rate’’ of one
lattice unit per unit time step.
[16] Particles (random walkers) were initially placed at
random upon the infinite cluster and allowed to diffuse,
with one jump to a nearest neighbor across an active bond
allowed each time step. Random numbers for pruning the
lattice, placing particles, and determining their direction
were generated using the Mersenne Twister [Matsumoto
and Nishimura, 1998]. Once bond connections were deter-
mined for a given realization, the lattice was analyzed to
identify the infinite cluster so particles could be restricted to
it. The particles were ‘‘blind’’ [Stauffer and Aharony, 1994]
in the sense that if the lattice had p = 0.5 (or, equivalently, B
= 3), for example, approximately 50% of the particles
within any given time step would attempt to move along
a deactivated bond, and so would not move during that time
step. Simulations used 2500 particles, although a smaller
number would have sufficed (Figure 2). Each particle
diffused for 105 time steps, except at probabilities close to
0.2488 (the bond percolation threshold for a cubic lattice),
where particles were tracked for up to 107 time steps. Ten
realizations were performed for each simulation. At sam-
pling times, the number of actual jumps for each particle
was recorded, and the mean square distance traveled was
computed by calculating the Euclidean distance between
each particle’s starting and current positions, taking wrap-
ping into account. Sampling was performed at the first time
step, and whenever the elapsed time since the previous
sampling exceeded 10% of the total time at the previous
sampling.
[17] With classical diffusion in 3-D, the diffusivity D of
the medium is given by
hr2 Tð Þi ¼ 6DT ð1Þ
[Ka¨rger and Ruthven, 1992], where r(T) is the distance (L)
traveled in time T, D is the diffusion coefficient (L2T 1),
and angle brackets denote an arithmetic mean. The RMS
displacement is therefore proportional to the square root of
time, i.e., hr2(T)i0.5  T 0.5. These PFG-MR simulations
correspond to a measurement of so-called ‘‘tracer diffusion’’
or ‘‘self-diffusion’’ [Ka¨rger and Ruthven, 1992; Cussler,
1997]. However, there is no difference between tracer
diffusion and mass transfer diffusion where there are no
solvent or fluid interaction effects. The results obtained here
should therefore be directly comparable to results from
steady state diffusion simulations.
[18] Steady state simulations also used random walks on
a cubic lattice, but differed from the time-dependent simu-
lations in several ways. Rather than using a constant grid
size and measuring distance at fixed time intervals, steady
state simulations used different grid sizes and measured the
mean time to diffuse a fixed distance. Here the lattice is
periodic in only two directions, because faces in the third
direction are the inlet and outlet boundaries. Particles were
placed randomly upon the infinite cluster at x = 1 and
allowed to diffuse until they attempted to move from x =
xmax in the +x direction. Lattices ranging in size from 8
3 to
2563 were used, with simulations tracking individual par-
ticles one at a time from injection to arrival at the far end.
Grids were always cubes (i.e., x = y = z), as noncubic 3-D
shapes approximate large and/or infinite systems less well
[Ewing and Gupta, 1993]. Each simulation used 1000
particles and was repeated for 10 realizations, except for
the more variable simulations at the percolation threshold
( p = 0.2488 for bond percolation on a cubic lattice; see
Stauffer and Aharony [1994]), which had 100 realizations.
However, because of time constraints when running simu-
lations at the percolation threshold, simulations on the 1283
grid used only 500 particles, and those on the 2563 grid used
250. For each realization, we recorded each particle’s travel
time and, for each x position of the lattice, the fraction of
sites accessible from both ends, the fraction accessible from
the input end only, and the number of time steps a particle
was resident.
[19] Diffusivity was calculated from the relationship
Q
AT
¼ D Ci  Coð Þ
L
ð2Þ
where Q is mass (here, the number of particles), A is cross-
sectional area of the lattice (L2), D is the diffusivity
(L2T 1), Ci and Co are the input and output concentrations,
respectively (particles L3), T is the mean travel time of the
particles (T ), and L is the Euclidean distance across the
lattice (L). The concentration gradient (Ci  Co)/L could be
calculated from the normalized mean occupancy by
Figure 2. Effect of lattice size and number of particles on
simulated diffusivity. Points denoting different numbers of
particles have been horizontally offset for clarity.
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particles of lattice sites at the inlet and outlet ends.
However, the slope of the normalized mean occupancy line
is less variable than a gradient calculated from concentra-
tions at the two ends only. Because boundary conditions are
identical for all values of p and the gradient is assumed
linear for all values of p, we assumed that the gradient
calculated from the p = 1.0 simulations (which require less
time to run than the others) could be used for all other
probabilities. If gradients are identical, diffusivity can be
calculated from the mean particle travel time. The validity
of this assumption of identical gradients is examined in
more depth below.
4. Results and Discussion
[20] As the probability of active bonds decreases from
unity, the fraction of the lattice sites that belong to the
infinite cluster also decreases, first slowly and then quite
rapidly (Figure 3). In an infinite medium, the fraction of the
lattice occupied by the infinite cluster at criticality
approaches zero [Stauffer and Aharony, 1994]. In porous
medium terms, this implies that in a poorly connected
medium, the effective porosity is a function of the sample
size. A consequence of this low effective porosity is that
when a rock whose pore space is at criticality has been
exposed to a contaminant, the likelihood of a single sample,
for example, a borehole, intercepting a contaminated por-
tion of the rock is low.
[21] One would expect that when p = 1.0, a random
walker (a ‘‘blind ant’’) would move at each time step, and
when p = 0.5, the random walker would move on approx-
imately half the steps, meeting inactive bonds the other half.
At the percolation threshold, however, random walkers on
the infinite cluster move more than 0.2488 of the time.
Assuming that over time the walkers sample the infinite
cluster in a representative fashion, we can use the proportion
of successful jumps to calculate the connectivity of the
infinite cluster. Near the percolation threshold the fraction of
successful jumps asymptotically approaches approximately
0.346 (Figure 3). This is because the sites in the infinite
cluster are a nonrepresentative sample of the whole lattice:
As evidenced by their remaining connected, they have
higher mean connectivity than the lattice as a whole.
Multiplying this asymptotic value of p by 6 (z for a cubic
lattice) gives the mean B of the percolation cluster, approx-
imately 2.0. This is similar to Robinson’s [1984] reported
value of two intersections per plane being the critical
connection density in a simulation of percolation in frac-
tured rock.
4.1. Time-Dependent Simulations
[22] The square root of distance traveled by a population
of molecules in a given time interval has a normal distri-
bution, as shown by probability plots of distance0.5 at time =
106 steps (Figure 4). Crank [1975] gives the concentration
with distance from an instantaneous point source in an
infinite volume as
C ¼ M
8 pDTð Þ3=2
exp
r2
4DT
 
ð3Þ
Integrating this mass distribution over a spherical volume,
we obtain
M rið Þ ¼
Zri
0
pM
2 p DTð Þ3=2
er
2=4DT r2 dr
¼ 1þ 2ﬃﬃﬃ
p
p M 1  3
2
;
r2i
4DT
  
 1
 
ð4Þ
where
 a; xið Þ ¼
Zxi
0
exxa1dx ð5Þ
is the gamma function. The simulations and the analytical
expression (equation (4)) plot as straight lines on a
probability plot of mass versus square root of distance
(Figure 4), confirming that our simulations yield the correct
probability distribution.
Figure 3. Proportion of the lattice on the infinite cluster
(accessible fraction), and the mean connectivity (coordina-
tion/6) of the infinite cluster. Each point represents the mean
of 10 realizations on a 1283 grid. As the error bars indicate,
the variability of this metric is greatest at criticality.
Figure 4. Distribution of distances traveled by molecules
at 106 time steps. Straight lines on the probability plot
denote a normal distribution. The line labeled ‘‘analytical’’
is from equation (3).
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[23] When the cubic lattice is completely connected (z =
6), D takes the value 1/6 L2 T1, consistent with equation
(1). Recognizing that hr2(T)i0.5 is the root mean square
(RMS) displacement, we see that
log RMS displacementð Þ ¼ log 6Dð Þ
2
þ log Tð Þ
2
ð6Þ
indicating that a log-log plot of RMS displacement versus
time should give a straight line with slope 0.5, with
diffusivity information being in the y-intercept. This is
indeed generally what we see (Figure 5), but when p = pc,
the curve has a slope of 0.26 rather than the 0.5 seen in well-
connected materials. If a slope of 0.5 is assumed, as is
reasonable for many common materials, diffusivity can be
correctly calculated by solving equation (6) for D:
D ¼ RMS displacementð Þ2=6T ¼ hr2 Tð Þi=6T ; ð7Þ
and at p = 1.0 our simulations show D = 0.167. However, a
material which yields a slope other than 0.5 can easily be
assumed or forced to match the standard pattern. The
calculated diffusivity of a material at criticality would then
be a function of the elapsed time in the measurement (longer
times would shift the fitted curve downward). As a
consequence, simulations and calculations based upon this
forced diffusivity value would give wrong measurements in
proportion to the extent to which the time scale of the
calculation differed from the time scale of the measurement.
[24] Time-dependence of the calculated D is shown in
Figure 6, wherein porous materials above criticality even-
tually yield a stable value ofD, but at criticalityD drops for all
times as D T 0.48. Recall that also at criticality (Figure 5),
RMS displacementð Þ  T 0:26: ð8aÞ
Renaming the exponent k0, equation (1) at the percolation
threshold becomes
hr2 Tð Þi ¼ 6 DT2k 0 ð8bÞ
and D = hr2(T)i/6T 2k0, so D  T 2k0. The exponent k0 is
derived from more fundamental percolation exponents
[Stauffer and Aharony, 1994], and our value of 0.48 is
close to the theoretical value of 0.53.
[25] Because PFG-MR is inherently quite limited in terms
of the total elapsed time over which the measurement is
conducted, it is worth examining early time behavior in a
range of media to assess whether asymptotic behavior has
been reached or can be reasonably predicted. As p decreases
from unity, the curves shift downward (Figures 5 and 6),
with much of this shift being accomplished by the y-intercept
decreasing with time at early times. This shift can be seen
more clearly by examining the local slope (Figure 7), as
calculated by regression within five-point neighborhoods.
Lattices with p 0.33 have almost identical behavior for the
first 30 or so time steps, with slopes decreasing from 0.4 to
0.3. The return to a slope of 0.5 takes time, with increasing
time required for media with lower p. A lower slope shifts
the RMS displacement curve (Figure 5) downward, and only
once a final slope of 0.5 is attained can a stable D be
legitimately calculated via equation (7). This implies that
Figure 5. Root-mean-square (RMS) displacement of
molecules over time at p = 1.0, p = 0.33, and p = 0.2488.
Figure 6. Change in D (via equation (7)) over time at
different connection probabilities. At lower probabilities,
more time is required for a stable value of D.
Figure 7. Change in slope of RMS displacement versus
time curves at various connection probabilities. At lower
probabilities, more time is required for the slope return to
0.5, with infinite time required at p = pc.
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the diffusivity of a sparsely connected material is not ‘‘seen’’
by the random walkers all at once: A sufficient volume of
material must be sampled by each molecule before an
unequivocal answer can be given. This phenomenon is
recognized by PFG-MR users [e.g., Latour et al., 1993;
Fordham et al., 1994; Ka¨rger et al., 1998], but the time
required to reach a stableD value in some materials is a more
complex issue than commonly recognized. For example, the
asymptotic portion of the curve (slope approaching 0.5)
occurs only after a period at a lower slope: Periods with a
slope of 0.3 cannot be considered to be approaching asymp-
totic behavior, so a stable D value should not be calculated
from them. Furthermore, the times required may not be
trivial: At p = 0.26 more than 106 time steps are required
for the slope to reach 0.5. At pc, infinite time is required, i.e.,
a critical system retains a slope of approximately 0.26 for all
time [Stauffer and Aharony, 1994].
[26] What is happening during this preasymptotic time
that gives first higher slopes, then lower slopes, and then
eventually higher slopes again? In the first few moments, a
molecule ‘‘sees’’ only its local section of the infinite cluster,
and if the mean connectivity is approximately 1/3 for all p <
0.33 (Figure 3), then the first few time steps will yield
approximately identical results. Molecules in poorly con-
nected media reside with a high probability on dead-end pore
complexes [Ewing and Horton, 2002], wherein all pathways
but one will eventually dead-end. Contrast this with the case
of a medium of greater connectivity: The molecules will
encounter obstructions, but only rarely will they be in dead-
end pore complexes. The obstructions will lower their slope
(Figure 7) for a time, but not for all times: Over the long term
their behavior will revert to a slope of 0.5.
[27] The situation is further complicated if the porous
material being tested has pores of different sizes [Latour et
al., 1993]. We conducted a further suite of simulations using
2563 lattices, where first the infinite cluster ( p = 0.2488) was
identified, then all off-cluster bonds were made inactive, and
finally nonoverlapping spherical pores of some predeter-
mined radius were superposed onto the infinite cluster,
raising the total porosity by some predetermined ratio.
[28] When the increase in porosity is small, the medium
remains poorly connected overall, but some proportion of
the molecules start in the spherical pores where their early
time behavior reflects their relatively unconfined environ-
ment (Figure 8a). Fickian behavior obtains in the uncon-
fined environment of large pores, but in the short term
molecules will remain bounded by the walls of the large
pore. The mean time T0 over which molecules initially in
the large pore behave as if they were trapped in a sphere of
radius r with impermeable walls is proportional to T0 = r
2/D
[Latour et al., 1993]. Indeed, in the case of 50% porosity
composed of spheres of radius 8, the slope initially behaves
as if the molecules were simply trapped in large spheres,
with slopes dropping below 0.2 and recovering only around
time T = (82  6) = 384, as molecules leave the spheres and
explore the more constricted percolation cluster (Figure 8b).
Likewise, in the case of a radius of 32 the slope changes
around T = (322  6) = 6144. At longer times, the influence
of the spherical pores decreases, and behavior asymptoti-
cally approaches that of a medium with p > pc. This
evolution of D over time is similar to that seen in zeolites
[Ka¨rger et al., 1998]. In contrast, if the proportion of
spherical pores is low (e.g., 12%; Figure 8), a smaller
proportion of the molecules are in the large pores, decreas-
ing their effect, and the smaller number of spheres lessens
their impact on connectivity; the results are more similar to
those from a lattice with no large pores at all. The influence
of larger pores is thus a function of their size, the proportion
of total porosity which they contribute, and the extent to
which they contribute to overall connectivity of the
medium. The mixture of large pores and more constricted
pathways, common in geological porous media, makes
identification of asymptotic behavior difficult for any but
very long time intervals.
[29] The simulations discussed above were all performed
using units of lattice distances and time steps. Applying the
results to real porous media and assuming a diffusivity of
1.7  105 cm2 s1 for water, we see that a porous
medium with pore body radii of 0.1 mm will start to feel
wall effects after approximately T0 = 5.88 s, more than a
PFG-MR system can achieve. Using noble gases as the fluid
tracer increases the diffusivity by approximately 3 orders of
magnitude, allowing sampling of a small number of pores
[Mair et al., 1999]. However, the tracer may still not sample
a sufficiently large number of such pores [Mair et al., 1998].
PFG-MR may therefore be useful for measuring diffusivity
within fine intragranular pores, and for examining surface-
to-volume ratios or similar microscopic characteristics of the
medium, but it is not likely to give realistic values for
materials with larger pores. In no case can it unambiguously
determine whether a given material is well above, or at, the
percolation threshold.
4.2. Distance-Dependent Simulations
[30] In these simulations, the inlet and outlet boundary
conditions are not identical. The inlet boundary condition is
one-way, last passage time, but the outlet boundary is one-
way, first passage time. Because we were concerned that
this might affect the results, we ran simulations at p = 1.0
with a grid size of 128(n)x  128y  128z with n = (1, 2, 4,
16, 64), with particles injected at random locations on the
infinite cluster at x = 1. Travel time was given as the last
time the particle was at x = 128 before exiting the system at
x = xmax. This moved the boundaries back from the portion
of the system being monitored, reducing both their influ-
ence on the system and the concentration gradient. The
calculated diffusivities were identical for all values of n,
from which we conclude that the nonidentical boundary
conditions did not adversely affect our simulations.
[31] When the medium is well connected ( p pc), travel
time increases with the square of lattice size (T  L2), and
so diffusivity is unaffected by lattice size (Figure 9). In
contrast, at the percolation threshold, simulated travel time
increases with lattice size as T  L3.83. This scaling is in
agreement with percolation theory, where the exponent 3.80
is generally denoted dw and can be derived from more
‘‘elementary’’ percolation exponents [Stauffer and Aharony,
1994]. Likewise, our calculated diffusivity decreases with
lattice size according to D  L1.83 (Figure 9). The
theoretical value for this diffusivity scaling exponent is
actually 2  dw = 1.80 [Stauffer and Aharony, 1994];
our result likely differs from this value due to the small
number of realizations (100) in comparison to the high
variability of results at the percolation threshold. If particles
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had not been restricted to the infinite cluster, diffusivity
would instead have scaled as D  L1.68 [Ewing and
Horton, 2002]. The time-dependent and distance-dependent
results compare well (Figure 9).
[32] An alternative way to view these simulations is to
superpose all the particles in time and look at the system as
an instantaneous source in a half-space, with a zero-con-
centration boundary at a fixed distance from the source. In
this case, what is of interest is the travel time distribution,
which is approximately lognormal (Figure 10a), in contrast
to the Gaussian distribution of travel distances obtained in
the PFG MR simulations. However, there is no contra-
diction between these results: The PFG MR simulations
examine the distance traveled at specific instants in time and
see a Gaussian distribution, but in the present case, we are
looking at the distribution of travel times at a fixed distance
from a source. Crank [1975] solved the diffusion equation
for an instantaneous planar source in an infinite system,
giving the concentration as
C L; Tð Þ ¼ M
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
p DT
p exp L
2
4 DT
 
ð9Þ
where C(L,t) is the solute concentration at a distance L from
the injection at time T, and M is the total mass of solute in
the system. Because in our simulations we have diffusion in
only one direction from the planar source, we multiply
Crank’s solution by 2. To sum all mass that has passed a
specific distance Ld from the source, we integrate from that
distance to infinity, giving
Cd Ld ; Tð Þ ¼
Z1
Ld
Mﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
p DT
p exp L
2
4 DT
 
dL ¼ M erfc Ld
2
ﬃﬃﬃﬃﬃﬃﬃ
DT
p
 
ð10Þ
The resulting curve matches our simulations at the low
probability (short time) end, then diverges sharply at long
times (Figure 10a). This is because our simulation maintains
a zero concentration at the outlet end rather than being an
infinite system, so molecules that pass Ld cannot return.
Finite difference simulations with the same boundary
conditions as the random walk simulations show almost
identical results, with differences between the two methods
diminishing as the distance grows (Figure 10b).
[33] The relative width (given by the CV) of the distri-
bution is constant regardless of size or connectivity (Figures
10b and 10c). However, the variability from one realization
to another is much greater near the percolation threshold
than far from it (Figure 10c), demonstrating the necessity of
a larger number of realizations near the percolation thresh-
old. An increase in variability (of many properties) near the
percolation threshold is common [Stauffer and Aharony,
1994].
[34] By summing the particle residence times at each
x-position within the lattice, we calculated the concentration
profile. As mentioned earlier, we used the concentration
profile to calculate the diffusivity, implicitly assuming a
linear profile. The concentration profile is indeed linear at
Figure 8. Changes over time in (a) D (via equation (7)) and (b) slope of RMS displacement versus time
curves for porous materials with varying proportions of their porosity composed of large spherical pores
superimposed upon a percolating cluster.
Figure 9. Calculated diffusivities as a function of lattice
size and connectivity. Labels on the lines refer to connection
probability. Symbols labeled ‘‘PFG-MR’’ are taken from the
time-dependent simulations at long times.
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p = 1.0 (Figure 11). This linear gradient was obtained with
particles run sequentially rather than simultaneously. In
other words, there was never a gradient in the medium
itself; the gradient shown in Figure 11 is composited over
time, rather than being a snapshot of a specific time. This
illustrates the conceptually important point that while the
diffusive flux is proportional to the concentration gradient,
the gradient itself is not the driving force (or, alternatively,
the gradient is the driving force mathematically, but not
physically). Solitary particles ‘‘feel’’ no gradient, but sim-
ply move at random within the constraints imposed by the
boundaries. The linear gradient is simply an emergent
property of the random motion of the particles.
[35] However, the concentration gradient which was
composited over time appears nonlinear near the percolation
threshold (Figure 11). This is important because if the
gradient is truly nonlinear, it violates our earlier assumption
of identical gradients which we used to calculate the
diffusivity (equation (2)). To explain the apparent non-
linearity, we examine what exactly is meant by concen-
tration in the context of these simulations. Concentration is
the mass per unit volume, but the relevant volume is that
Figure 10. Travel time distributions for particles diffusing through (a) a fully connected (z = 6) cubic
lattice as compared with Crank’s (1975) solution, (b) fully connected cubic lattices of various sizes as
compared with finite difference simulations, and (c) cubic lattices of size 1283 at various connection
probabilities. All distributions are approximately lognormal and have similar shapes.
Figure 11. Concentration gradients in well-connected and
poorly connected media, with and without correction for
local accessible porosity.
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which plays a role in diffusive transport. In our virtual
porous medium, concentration is calculated as the number
of particle-occupancy events divided by the number of sites
on the infinite cluster within a slice of the medium. Near the
percolation threshold, the volume of the infinite cluster
changes with both position and lattice size (Figure 12).
When expressed in terms of this volume, the concentration
gradient is approximately linear even at pc (Figure 11),
justifying our assumption of a linear gradient in measuring
diffusivity.
[36] When position effects are averaged out, our simu-
lated effective porosity (the ‘‘infinite cluster’’ in percolation
theory terminology) scales with sample size according to
eeff  L0.47. This is identical to the theoretical value
obtained from the standard relationship M  LD, where M
is the mass of the infinite cluster and D, the fractal
dimension of the infinite cluster, has a value of 2.53 in
three dimensions [Stauffer and Aharony, 1994]. The effec-
tive porosity is simply the mass of the infinite cluster
divided by the mass of the entire lattice, so eeff  LD/L3 =
LD3. This result is relevant for diffusion, where all acces-
sible pore space can be explored by the diffusing molecules.
However, for advection the backbone (accessible porosity
less the dead-end pore complexes) is a more useful measure
of the effective porosity. While we did not measure the
backbone in our simulations, percolation theory says that
the fraction fb of the lattice that is backbone scales as fb 
L1.15. This is because mass of the backbone scales asMb 
LDb, where Db = 1.85 in three dimensions, so the fraction of
the total volume occupied by the backbone must scale as fb
 LDb3 [Bunde and Kantelhardt, 1998]. Because the
porosity exponent is greater than the backbone exponent,
the proportion of the accessible porosity that is backbone
decreases with sample size. This means that the proportion
of the accessible porosity that is in dead-end pore com-
plexes increases with sample size. This has implications for
diffusion tortuosity, as will be seen below.
[37] In a medium at criticality, the concentration gradient
along the diffusion pathway is not the gradient seen by
macroscopic sampling. In other words, if you drilled into a
rock sample and measured the solute concentration in the
rock powder, you would not see the gradient that is present
along the diffusion pathway. The reason is that, first, only a
portion of the total porosity is accessible to both ends
(Figure 12). Second, a significant fraction of the total
porosity is accessible from one end only, with that fraction
diminishing with distance from its inlet [Ewing and Horton,
2002]. This second pore fraction can be thought of as dead-
end pore complexes associated with the inlet end (a similar
set of complexes is associated with the outlet end, but
because we are assuming a chemical concentration of zero
at the outlet, we ignore them here). Given sufficient time, the
solute concentration in this inlet-end fraction will equilibrate
with the input concentration. The macroscopic consequence
of these two overlapping but independent pore systems, one
effective in transport because it is accessible from both ends,
the other accessible from one end only, is that a low but
apparently linear macroscopic gradient is obtained, unless
one samples very close to the inlet end (Figure 13a). These
paradoxical results, an apparently nonlinear internal concen-
tration gradient which is actually linear (Figure 11) and an
apparently linear macroscopic concentration gradient which
is actually nonlinear (Figure 13a), are new results in the
literature, representing applications of percolation theory to
the field of contaminant transport.
[38] The increase in accessible porosity at the inlet end is
most dramatic in critical systems but is still evident in media
well above the percolation threshold, as shown in simula-
tions on a 2563 lattice (Figure 13b). Results similar to the
p = z0.28 line were recently observed by Hu et al. [2002],
who reported on imbibition of water and solutes into welded
tuff from Yucca Mountain, Nevada. They observed a solute
concentration in the first millimeter at the inlet end of their
sample approximately 50% greater than that in the rest of
the sample. Hu and Ewing [2002] investigated this edge
effect more closely in uncemented and cemented sandstones
as well as tuff and showed that the solute concentration
profiles could be explained solely on the basis of pore
connectivity and antecendent water content. Subsequent
investigation at higher spatial resolution (0.85 mm) showed
that the concentration profile was similar to that predicted
solely on the basis of accessible porosity [Ewing and
Horton, 2002].
[39] We can now ask, What is the tortuosity at the
percolation threshold? A simplistic analysis says that mean
travel time hT i = L2 t0/D, which yields the scaling relation-
ship t0  L1.83. However, in the spirit of van Brakel and
Heertjes [1974], calculating tortuosity by difference should
first exclude the effects of other known factors. Constric-
tivity and connectivity can be ignored because they are not
functions of size, but porosity does scale. Assuming that
mean travel time can be approximated as
hTi ¼ L2t=De ð11Þ
we obtain D, hT i, L, and e from our simulations and solve
for t (Figure 14). With porosity included, we now obtain t
 L1.36. Percolation theory provides a concept similar to
tortuosity, the chemical distance l, which is the minimum
number of jumps between adjacent sites required to move
from a reference site to another site on the same cluster. This
Figure 12. The infinite cluster fraction (proportion of
pores connected to both ends of a sample) at the percolation
threshold as a function of position and sample size. Labels
on the curves denote sample size.
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distance is never less than the Pythagorean distance R
between those two sites [Havlin and Ben-Avraham, 1987].
Clearly l/R is a tortuosity term, with l/R  1. This
percolation tortuosity, l/R, scales with distance as l/R 
LDmin [Stauffer and Aharony, 1994]. The theoretical value
of Dmin in 3-D, 1.374 [Bunde and Kantelhardt, 1998], is
quite close to our simulation result that includes porosity
(1.36). Notice that the exponents superpose: t0 = t/e, so the
without-porosity tortuosity exponent (1.83) equals the with-
porosity tortuosity exponent (1.36) less the porosity
exponent itself (0.47).
[40] We now have three independent scaling exponents,
one each for D, t, and e, with each term obtainable via both
simulation and theory. These scaling exponents allow us to
examine whether equation (11) holds at the percolation
threshold (as we tacitly assumed above) as well as at high
connectivites. That is, we should see (taking exponents in
the order in which they appear in equation (11)):
1 ¼ 2þ Dmin  dw þ 3 Dð Þð Þ ð12Þ
The relationship holds with an error of approximately 0.04,
confirming that equation (11) is valid even at the percolation
threshold.
[41] Finally, we address the relationship between diffu-
sion tortuosity and flow tortuosity. Flow takes place only
through the backbone, so tortuosity with respect to flow
(though not with respect to transport) is not affected by
dead-end pore complexes. It is known from percolation
theory that conductivity  scales with distance in a 3-D
critical system as   L2.27 [Stauffer and Aharony, 1994].
The fraction of the lattice that is backbone scales as fb 
L1.15 while the infinite cluster scales as e  L0.47; the
proportion of the accessible pore space composed of dead-
end pore complexes therefore increases with sample size.
By analogy with diffusion, we posit that the overall con-
ductivity scaling exponent (2.27) is the difference between a
backbone tortuosity exponent and the backbone porosity
exponent (1.15). The backbone tortuosity should therefore
scale as tb  L1.12, meaning that diffusion tortuosity
(exponent 1.374) scales with size faster than flow tortuosity
does. Note that this analysis is purely topological, ignoring
other issues such as pore size distribution effects on the two
tortuosities.
5. Implications and Applications
[42] Accurate assessment of the diffusivity D of a fluid
tracer in a porous medium using a time-dependent measure-
ment method such as PFG-MR depends on the tracer
attaining asymptotic behavior within the method’s maxi-
mum time interval. In other words, within that time interval,
the tracer molecules must sample the material’s pore space
enough to allow approximation of the asymptote. This is
clearly a function of both the diffusion characteristics of the
tracer and the details of the porous material. If the material
has large pores interconnected via small cracks (such as a
vughy limestone), a wide range of pore sizes (as found in
many soils), or fractures whose apertures span a wide range,
then short-time diffusivity measurements may be mislead-
ing while sufficiently long-time measurements may be
impossible. A recent improvement in PFG-MR is the use
Figure 13. (a) Mean apparent macroscopic solute con-
centration, as a function of size and position, for a sample at
the percolation threshold. Labels on the curves denote
sample size. (b) Fraction of the total porosity which is
accessible from the inlet end of the sample, as a function of
position and connectivity. Labels on the curves denote
probability, and sample size is 2563.
Figure 14. Tortuosity as a function of connection prob-
ability and lattice size. Curve labels denote connection
probability.
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of a noble gas rather than liquid as the tracer [Mair et al.,
1999], because the diffusion coefficient is several orders of
magnitude greater and there is less interaction with the
solid. However, the inferred D values are still time-depend-
ent for relatively short time intervals [Mair et al., 1998],
particularly if the medium is at criticality. In neither case
will the measured D by itself unambiguously indicate that
an asymptotic value has been reached. Users of PFG-MR
for diffusivity measurement in geological porous media
should be aware of these limitations.
[43] Sampling that detects a sharp increase in concen-
tration near the inlet end may lead an investigator to
conclude that measurements are in error or that steady state
conditions have not been attained, with a consequent under-
estimation of the diffusivity. In contrast, macroscopic sam-
pling that detects only the linear gradient may lead an
investigator to falsely conclude that steady state has been
achieved, because a single sampling event will not reveal
that the apparently linear gradient results from two inde-
pendent pore systems. In other words, one cannot unam-
biguously determine from macroscopic sampling of a single
sample whether a medium’s pore space is at or well above
the percolation threshold.
[44] How can we detect whether a specific medium is near
or at the percolation threshold? Strictly speaking, we cannot
using the diffusion methods simulated here, because a
definitive answer requires data at either infinite distance or
infinite time. In practice, however, we can measure diffu-
sivity over a range of times and/or using samples with a
range of sizes. If diffusivity scales with time or size, and the
scales of time and distance are sufficiently large, then the
medium’s pore space is at criticality within the limits of
the scales of measurement. However, diffusivity measure-
ments are not the best tool for determining whether a specific
medium is at criticality. One better option would be to
vacuum-saturate the sample with a tracer, then examine the
tracer profile using a high-resolution method such as laser
ablation inductively coupled plasma mass spectrometry
(LA-ICP-MS; Hu et al. [2001]). This will give an edge-
accessible porosity profile which can then be compared with
theoretical predictions for different connectivities [Ewing
and Horton, 2002]. A second option would be to measure
imbibition rates over time, because well-connected media
imbibe mass with time as M  T 0.5, but media at criticality
imbibe as M  T 0.26 [Hu and Ewing, 2002].
[45] If we measure diffusivity on a single sample and
obtain a value for D, and the porous medium is at the
percolation threshold, then the value of D that we obtain
will be specific to the duration of our time-dependent
measurement, or the thickness of the sample. However,
the scale at which we measure diffusivity may not be the
scale at which we need to know it. If the medium is known
to be at criticality, and the relative sizes of the sample and
the distance to be predicted (or the durations of measure-
ment and prediction) are known, then a simple scaling
correction can be applied. If it is not known whether the
medium is at the percolation threshold, or if the relative
difference in scales is not known, then predictions of
diffusive mass transfer may be off in proportion to the
disparity in scales.
[46] If the sample used for measurement is smaller than
the characteristic travel distance being predicted (the typical
case), diffusivity will be greatly overpredicted and molec-
ular diffusion times will be greatly underpredicted. This
may be beneficial when the objective is radionuclide con-
tainment: Migration via diffusion through the rock matrix
will be less than predicted, and the greater travel times will
result in greater decay prior to release. If the issue is
remediation, however, these results are unfortunate: Mole-
cules will reside in the matrix longer than predicted, making
pump-and-treat and similar removal schemes more costly
and time consuming, and less effective, than expected.
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