Abstract This work applies a fuzzy decision method to compare the performance of the grey model with that of the phase-space model, in forecasting rainfall one to three hours ahead. Four indices and two statistical tests are used to evaluate objectively the performance of the forecasting models. However, a trade-off must be made in choosing a suitable model because various indices may lead to different judgements. Therefore, a fuzzy decision model was applied to solve this problem and to make the optimum decision. The results of fuzzy decision making demonstrate that the grey model outperforms the phase-space model for forecasting one hour ahead, but the phase-space model performs better for forecasting two or three hours ahead.
INTRODUCTION
A flood warning system is a non-structural measure for flood mitigation. In Taiwan, typhoons and southwestern convective storms frequently cause severe floods and disasters. Accordingly, a flood warning system is required to prolong the response time for flood mitigation. However, catchments in Taiwan are usually steep and the hydrograph rises shortly following the beginning of a rainstorm. Thus, the rainfall forecasting model is an important part of the flood warning system to extend the lead time of flood forecasting.
Hydrological forecasting models (Burlando et al., 1993; Luk et al., 2001 ) and meteorological forecasting models (Docine et al., 1999) are two approaches to forecasting rainfall. This study focuses on the former models, most of which have been developed for short-duration (1-3 h ahead) rainfall forecasting. Numerous models exist for short-duration rainfall forecasting, of which the grey rainfall forecasting model (Chen, 1998; Yu et al., 2000 Yu et al., , 2001 ) and the phase-space model (Lin, 1999 ) are compared herein.
The performance of a rainfall forecasting model is usually evaluated using the fitness of the observed and the forecast rainfalls, as judged by some quantitative criteria. In this work, the rainfalls forecast by both models 1-3 h ahead, are compared using the rainfall hyetograph and the rainfall mass curve, according to four quantitative indices and two statistical tests, to elucidate the models' performance. However, a troublesome trade-off must still be made in choosing the preferred model, because these criteria may not lead to the same conclusions. Therefore, a fuzzy decision method (Yager, 1977; Hsiao, 1998 ) is proposed to combine the diverse results of applying these criteria to enable the optimal decision to be made.
METHODS

GM(1,1) model
The grey model, proposed by Deng (1989) , provides an effective means of predicting future data using only a few observed data. The GM(1,1) model is one of the most common grey differential equations and has been extensively and successfully used in previous research (for example, Deng, 1989; Xia, 1989; Huang & Huang, 1996; Chen, 1998; Yu et al., 2000 Yu et al., , 2001 . The GM(1,1) model is a grey model with one variable that is a first-order differential equation and is summarized as follows.
A series of observed data are given by X
= [x (0) (1), x
(2),…, x
(k), …, x
(n)], where x (0) (k) denotes the kth observed datum. A new time series, X (1) = [x (1) (1), x (1) (2), …, x (1) (k), …, x (1) (n)], is then generated by applying the accumulated generating operation (AGO) to yield a first-order AGO series from the raw series, in which x (1) (k) is defined as:
The AGO series is then fitted by a first-order differential equation given by:
where ⊗ a and ⊗ b are grey parameters. According to grey system theory, the whitening of grey derivatives for discrete data with a unit time interval (∆t = 1) is given by:
A new variable Z (1) (k), which is known as the whitening value of , ) (
By substituting equations (4) and (5) into equation (2), the differential equation can be rewritten in a discrete difference form as:
To determine the grey parameters ⊗ a and ⊗ b , equation (6) is expressed in matrix form as:
where θ θ θ θ is the vector of grey parameters. The matrices can be specified as:
The parameters Y and U can be obtained from the observed data series, so the vector of grey parameters can then be determined using the least squares method. The least squares method in matrix form is:
where a ⊗ and b ⊗ are the identified whitening values of grey parameters ⊗ a and ⊗ b . After the parameters are determined, equations (2) and (6) together yield:
indicates the predicted AGO series. Thus, by applying the inverse AGO approach, the predicted value k time step ahead ) 1 (
is given as:
The parameters of the GM(1,1) model can be updated immediately when new data are obtained.
Phase-space reconstruction
The rainfall process is a complex dynamic system that can be described using phasespace theory (Packard et al., 1980; Crutchfield & McNamara, 1987; Oiwa & Fiedler-Ferrara, 1998) . A phase space is an abstract space constructed from all related state variables associated with a dynamic system. However, practically, identifying all related state variables of a dynamic system is difficult. Often, a time series system includes only one variable, which represents the behaviour of the system. Therefore, the phase space of a dynamic system can be reconstructed for a time series using the values of previous time steps as state variables (Packard et al., 1980) . Let a time series X = [x 1 , x 2 , ..., x N ] be the process of rainfall variable x, where N is the number of data values. The time series can be embedded into an m-dimensional
Several algorithms have been proposed to determine the optimal dimension of the phase space (Grassberger & Procaccia, 1983; Sugihara & May, 1990; Kember et al., 1993) . In this work, an optimization method is implemented to calibrate the dimensions of the phase space, based on the following objective function:
In equation (12) Rodriguez-Iturbe et al. (1989) indicated that rainfall is chaotic. A nonlinear model is required to describe the nonlinear mechanism of a chaotic system. Suppose a dynamic system is reconstructed in a phase space with dimension m, then the state of the system at time t is expressed as X t = [x t , x t-1 , ..., x t-m+1 ]. At a future time t + T, the state of the system is X t+T = [x t+T , x t+T-1 , ..., x t+T-m+1 ]. The relationship between such a system at time t and that at time t + T is:
Nonlinear modelling-local approximation
An appropriate nonlinear model f T must be selected to predict the future behaviour of the system X t+T at time t + T from the present state X t . The term f T can be determined by the local approximation method, as suggested by Farmer & Sidorovich (1987) . The basic idea that underlies this method is the division of the system into several nearby states in the phase space. Each nearby state is treated separately as a local subspace and exhibits similar behaviour. Only the states near the present state-within the same local subspace-are employed to construct the local model to perform predictions. The extent of the local subspace, or the number of nearby states, is determined by the neighbour number method (Yakowitz, 1987; Kember et al., 1993; Jayawardena & Lai, 1994) . The neighbour number method (NNM) is as follows.
Assume that the local neighbour region includes K states [
], in which t t k < ′ , where k = 1, 2, ..., K. Then, the state X t+T at time t + T can be estimated using the "future" nearby states [
] in the neighbour region. Accordingly, equation (13) can be rewritten as:
The function f T in this study is expressed as a weighted average of nearby states, therefore the forecast ( )
with lead time T can be given as:
The weight w i of each state is estimated using a Markov process model (Yu & Yang, 1997; Lin, 1999) . Sugihara & May (1990) suggested that the number of the nearby states, K, is given by K = m + 1, where m is the embedding dimension of the phase space. The closeness of two states is represented as a Euclidean distance in the phase space:
where ρ ij (n) is the Euclidean distance between states X i and X j in n-dimensional phase space.
CRITERIA FOR DETERMINING MODEL PERFORMANCE
Test of rainfall forecasting model
Four indices, commonly used to judge the performance of a model, are employed in this study. These indices are (a) percentage error of cumulative rainfall (ECR), (b) root mean square error (RMSE), (c) correlation coefficient (CC) and (d) modified coefficient of efficiency (MCE). The MCE is expressed as follows:
if the lead time is one time step
if the lead time is two time steps
if the lead time is three time steps where t R is the predicted rainfall; R t is the observed rainfall; and n is the number of rainfall data.
Test of error series
Forecasting generally yields an error, which is the difference between the model output and the observed value. However, if a forecasting model accurately describes a real system, the values of the error series will be small, random and uncorrelated, and the error series will appear as white noise, with a mean of zero. Therefore, two statistical tests-the mean value test and the white noise test-are applied to investigate the error series.
Mean value test
The mean value of an error series of a forecasting model is desired to be around zero, if the performance of the model is to be statistically satisfactory. Student's t-test is usually used to determine these errors (Mujumdar & Kumar, 1990; Meade & Islam, 1998) . Consider a variable, T(e), where:
where e is the mean of the error series; σ 2 is the variance of the series, and n is the number of data in the series.
Assume that T(e) follows Student's t-distribution t(α, n-1).
If |T(e)| is less than a critical value K = t α/2 (n -1) with a significance level α, then the mean value of the error series is considered to be around zero.
White noise test
The Portmanteau test (Mujumdar & Kumar, 1990 ) is performed herein to test whether the error series is white noise. The variable w(e) is defined as:
where n 1 is set to 15% of the number of data, such that n 1 = 0.15n; R k is the covariance with time lagk, and R 0 is the covariance with zero time lag. The parameter w(e) is assumed to follow a chi-square distribution
. If w(e) is less than a critical value of chi-square distribution with a significance level α in the test, then the error series is considered to follow a white noise process.
Fuzzy decision model
Fuzzy set theory, first proposed by Zadeh (1965) , has been applied in a wide variety of disciplines. Fuzzy set theory and its applications are described in the literature (Klir & Yuan, 1995; Zimmerman, 2001 ). Fuzzy sets are described briefly as follows.
Consider n objectives, X{x 1 , x 2 , ..., x n }. A fuzzy set F of X is characterized by a fuzzy membership grade µ i , such that: The membership grade µ i , ranging from zero to one, can be estimated from the fuzzy membership function µ(x i ) that maps the objective x i to the membership grade µ i .
A fuzzy decision model (Hsiao, 1998 ) is applied in this work to identify the optimum alternative. The theoretical operations and definitions in the fuzzy decision model are as follows:
Fuzzy relational matrix Consider m influence factors, which influence the decisions, in a fuzzy decision model; these factors construct a factor set U = {u 1 , u 2 , ..., u i , ..., u m }; n decision-making alternatives, to be determined, construct an alternative set V = {v 1 , v 2 , ..., v j , ..., v n }. A fuzzy relational matrix R will be defined to describe the relationship between the influence factor set U and the alternative set V: 
or, in detail:
The symbol " o " in equations (22) and (23) represents the fuzzy composite operation, which is performed by the weighted mean method (Hsiao, 1998) Each element e j in the fuzzy evaluation set Ẽ in equation (23) specifies the extent to which each of the alternatives can be explained in terms of the factor set. The alternative with the highest membership grade in the fuzzy evaluation set is chosen as the optimum alternative, because it explains the factor set to the greatest possible extent.
STUDY AREA AND DATA SET
The case study described herein involves two raingauges, at Hu-Tou-Pei (120°19′44′′E, 23º01′40′′N) and Chi-Ding (120º27′06′′E, 22º57′59′′N), in the YenShui Creek basin as depicted in Fig. 1 . The Yen-Shui Creek is in the southwest of Taiwan. It drains 340 km 2 into the Taiwan Strait and the main channel is about 41 km long. The mean annual rainfall is around 1650 mm, representing approximately 90% of annual rainfall in the wet season from May to October. Ten rainfall events are collected for the case study; the first six events are for calibration and the last four are for verification. Table 1 lists the attributes of these events at the Hu-Tou-Pei and ChiDing raingauges, respectively. 
APPLICATION AND RESULTS
Rainfall forecasting using the GM(1,1) model
A set of four chronological observations of rainfall was used dynamically to construct a grey rainfall forecasting model to provide forecasts one to three hours ahead. Yu et al. (2000) found that using a sequence of data on the rainfall mass curve as the input to the grey rainfall forecasting model leads to better results than obtained using the original rainfall hyetograph. Therefore, the rainfall mass curve was adopted as the input of the grey rainfall forecasting model in this work. A rainfall mass curve represents the first-order AGO series of a rainfall hyetograph, so the grey rainfall forecasting model herein actually deals with the second-order AGO series of the rainfall hyetograph. The performance of the grey rainfall forecasting model in a single time step is reasonable (Chen, 1998) . However, the accuracy of forecasting decreases as the lead time increases, because the forecast errors accumulate. Accordingly, Yu et al. (2000) developed a single time-step forecasting technique to improve forecasting 2 and 3 h ahead. The technique is to transform the forecasts 2 and 3 h ahead into the forecasts over one time step by constructing two grey models using two sets of data at different times. Yu et al. (2000) described the algorithm used to implement this technique.
The events in Table 1 were used in the rainfall forecasting. Figure 2 plots the forecasts for Event A7. The results demonstrate that the grey rainfall forecasting model with a single time-step forecasting technique, can reasonably forecast rainfall 1-3 h ahead. However, a phase lag exists between the observed and forecast rainfall hyeto graphs (Fig. 2 ). This is a common phenomenon in predicting time series. When the trend of the series changes too fast, the inertia of the prediction model causes this phase lag.
Rainfall forecasting using the phase-space model
The first six events in Table 1 were chosen to calibrate the number of embedding dimensions m of the phase space of the Hu-Tou-Pei and Chi-Ding raingauges, respectively, based on the objective function in equation (12). The reference value x′ in equation (12) was taken as R′ in equation (17); therefore, the objective function was to maximize the MCE.
Different embedding dimensions, m = 2, 3, …, 9, were used to construct the phase space and then make predictions for each calibration event. Figure 3 shows the results of the calibration. The curve plots the average calibrated MCE values vs the embedding dimensions. Overall, MCE increases with the embedding dimension, but not by much, suggesting that the forecasting performance is slightly improved by increasing the embedding dimension. However, the complex structure of the forecasting model is such that the performance does not improve well with the embedding dimension. Moreover, a model with a lower embedding dimension can begin to predict before a model with a higher embedding dimension. Additionally, for simplicity and consistency, the embedding dimensions of the forecasting model with different lead times (1-3 h) are set identically for each raingauge. In this study, the embedding dimensions were set to four for Hu-Tou-Pei and three for Chi-Ding. The verification events in Table 1 were then employed in rainfall forecasting using the phase-space model. Figure 4 shows the forecasts of Event A7. The figure demonstrates that the forecasting results are reasonable but somewhat underestimated. However, the performance of a model cannot be directly determined from the graphs. Some quantitative indices are required to evaluate the model more objectively. The following section compares these two models.
Comparison of model performance
Four indices, mentioned above, were calculated for each event to evaluate the performance of both models. Table 2 presents evaluations for Hu-Tou-Pei raingauge of both forecasting models, according to the stated criteria. The values of the better performing model are presented in bold. The evaluations for both raingauges demonstrate similar results, so that only results for Hu-Tou-Pei raingauge are presented herein.
For forecasting 1 h ahead, the grey model outperforms the phase-space model in MCE, RMSE and CC. However for forecasting 2 and 3 h ahead, the phase-space model outperforms in MCE and RMSE. By the ECR criterion, the grey model outperforms the phase-space model in forecasting 2 and 3 h ahead.
A significance level of α = 0.95 was adopted in the tests of the error series in Table 3 , including the mean value test and the white noise test. The forecasting results by the grey model pass the mean value test for almost all events, but a few forecasts of events by the phase-space model were rejected. The white noise test yield similar results for both models. Forecasts of some events for both raingauges did not pass the white noise test.
Although these indices and tests represent objective ways to evaluate the performance of forecasting models, identifying the better model is difficult because the various indices do not lead to the same conclusion. Therefore the fuzzy decision model was applied to take into account all of these criteria and yield an optimum decision. The procedures are illustrated as follows.
Formulating the factor set and alternative set In this study, the optimum model is either the grey model or the phase-space model so the alternative set is V = {grey model, phase-space model} = {v 1 , v 2 }. A set of two-level influence factors was used (as presented in Fig. 5) . The rainfall hyetograph, the accumulated rainfall, the model efficiency and the results of the error tests were used as the first-level influence factors in evaluating the performance of the model. Hence, the first-level influence factor set was determined as: U = {rainfall hyetograph, accumulated rainfall, model efficiency, error test} = {u 1 , u 2 , u 3 , u 4 } The indices and tests applied using the criteria in the sections "Test of rainfall forecasting model" and "Test of error series" were used as second-level factors.
u 1 = {RMSE, CC} = {c 1 , c 2 } u 2 = {ECR} = {c 3 } Tables 2 and 3 , were classified as a threegrade decision set, {poor, fair, good}, based on the boundaries of each factor, delineated with reference to the results in Tables 2 and 3, as presented in Table 4 . The membership grades of the three-grade decision set were: Constructing the fuzzy relational matrix Consider the forecast 1 h ahead at HuTou-Pei (Table 2) ; the number of times the RMSE (c 1 ) of the grey model in Table 2 fell into the classes of the decision set, {poor, fair, good}, were zero, two and eight, respectively. Thus, its fuzzy grade was 9 (= 0 × 0 + 0.5 × 2 +1 × 8)), which was then divided by the number of total events, for normalization. Finally, the fuzzy membership grade of c 1 was 0.9. The fuzzy membership grades of the elements in the secondlevel factor set were estimated using the same procedure. They are u 1 = {0.9, 0.85}, u 2 = {0.8}, u 3 = {0.6} and u 4 = {0.95, 0.5}. Averaging the elements of the second-level 
R R
Based on the above procedures, the fuzzy membership grades that relate the firstlevel factor set to alternatives 1 and 2 can be calculated for forecasts 1-3 h ahead, and the fuzzy relational matrices can be constructed for two gauges, as listed in Table 5 .
Determining the weighting function set
Next, the weighting function set for the first-level factors must be determined. The rainfall hyetograph and MCE are two factors that are considered to be significant in forecasting rainfall. Thus, the weighting function set for the first-level factors is:
Fuzzy decision making
Accordingly, for forecasting 1 h ahead at Hu-Tou-Pei, the fuzzy evaluation set is finally determined to be: The proposed fuzzy decision-making model was applied to determine the optimum alternative, and the results are listed in Table 6 . These results reveal that the grey model outperforms the phase-space model in forecasting 1 h ahead, but the phasespace model outperforms in forecasting 2 or 3 h ahead.
DISCUSSION AND CONCLUSION
Short-duration rainfall forecasting is important for forecasting floods, especially in the catchment, where the runoff responds very quickly to the rainfall. Two rainfall forecasting models-the grey model and the phase-space model-were applied to forecast rainfall 1-3 h ahead in the study area. The performance of a model is usually evaluated objectively using quantitative indices. However, a trade-off must always be made in determining a suitable model because various indices may suggest different models. Thus, the fuzzy decision model was proposed herein to solve this problem and determine a single optimum alternative. The results of fuzzy decision making indicate that the grey model outperforms the phase-space model in forecasting 1 h ahead, but the phase-space model performs better in forecasting 2 or 3 h ahead.
Rainfall is a volatile phenomenon. However, trends apply over short periods. The grey rainfall forecasting model is used essentially to forecast trends in rainfall. The grey outperforms the phase-space model in forecasting 1 h ahead. When the rainfall changes too fast, the grey model cannot effectively predict rainfall over longer lead time, so a phase lag exists between the observed and the forecast rainfall hyetographs. The phase-space model outperforms the grey model in forecasting 2 and 3 h ahead. The phase-space model is constructed using phase-space theory and nonlinear modelling. Rainfall is a complex dynamic system. The information in a rainfall time series is used to reconstruct the phase space of a dynamic system. It can be used to predict the trajectory of a dynamic system in the phase space from historical information about the system. Although the phase-space model does not predict very accurately in this case study, it does not yield the phase lag common to predictions based on time series. The performance of the phase-space model strongly relies on historical rainfall data. If sufficient data are available to enable the model to be calibrated and to learn, then the phase-space model will be expected to forecast better.
Although the fuzzy decision model can be used directly and objectively to evaluate the performance of models, the choice of factors and their weights is rather subjective. The selection of the factors and their weights may considerably affect the results. The fuzzy decision method should be appropriately applied according to the characteristics of the models to be evaluated and the significance of the factors chosen by the decision maker.
