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ABSTRACT
Understanding and specification of the higher altitudes of the atmosphere with global
coverage over all local times is hampered by the challenges of obtaining direct measurements
in the upper atmosphere. Methods to measure the properties of the atmosphere above
the stratopause is an active area of scientific research.
In this thesis, we revisit the use of infrasound as a passive remote sensing technique
for the upper atmosphere. Signals from the Tungurahua volcano in Ecuador are used
to investigate the behavior of the upper atmosphere. Depending on the atmospheric
conditions, stratospheric, mesospheric and thermospheric arrivals are observed during
intervals of explosive volcanic activity. It is found that the travel times and dominant
frequencies of the thermospheric arrivals exhibit a coherent variability with periods equal
to those of the tidal harmonics. Theoretical predictions using atmospheric specifications
show that the stratospheric arrivals are predicted within 1% of the observed value. For
thermospheric arrivals, this error can be as high as 10%. The error in thermospheric
celerities is found to be in accord with the typical uncertainty in upper atmospheric
winds.
Given the observed response of the infrasound celerities to upper atmospheric tidal
variability, it is suggested that infrasound observations may be used as an additional
source of information to constrain the atmospheric specifications in the upper atmosphere.
We present corrected wind profiles that have been obtained by minimizing misfits in
traveltime and source location using a Bayesian statistics grid search algorithm. Also, a
Levenberg-Marquardt search algorithm is developed.
ii
Additionally, a new numerical method has been developed to solve the problem of
infrasound propagation in a stratified medium with (high Mach number) background
flow, based on a modal expansion. The underlying mathematics is by no means new
and has been earlier described, such as in Pierce (1963). This solution goes beyond the
effective sound speed approximation, which is typically used in infrasound propagation
modeling for computational efficiency reasons.
Using the wide-angle high Mach number modal solution, it is shown that traveltimes
and shadow zones are underpredicted using the effective sound speed approximation, with
increasing grazing angle and Mach number.
iii
ACKNOWLEDGEMENTS
I would like to express my gratefulness to my dissertation committee. From the NCPA,
I would like to thank Roger Waxler and Carrick Talmadge. From the Department of
Geology and Geological Engineering, I would like to thank Adnan Aydin, Terry Panhorst
and Louis Zachos. Furthermore, I would like to thank all my colleagues at the National
Center for Physical Acoustics. It has been great to work with such great colleagues
over the past four years. In particular, I would like to mention the infrasound/outdoor
sound group: John Anderson, Phil Blom, Hank Buchanan, Xiao Di, Garth Frazier, Eric
Freimark, Claus Hetzer, Daniel Kleinert, Joel Lonzaga, Richard Raspet and Jeremy
Webster. In addition, I would like to express my gratitude to Carolyn Hill and LaTonya
Weekly.
The research developed in Chapters 3 and 4 was prepared under award NA08NWS4680044
from the National Oceanic and Atmospheric Administration, U.S. Department of Commerce.
The statements, findings, conclusions, and recommendations are those of the authors and
do not necessarily reflect the views of the National Oceanic and Atmospheric Administration
or the U.S. Department of Commerce.
The propagation modeling developed in Chapters 2 and 5 and Appendices A-D was
developed under Space and Missile Defense Command (SMDC) contract W9113M-06-C-0029
and does not necessarily reflect the views of the U.S. Army Space and Missile Defense
Command.
Distribution A: Approved for public release; distribution unlimited.
iv
TABLE OF CONTENTS
ACKNOWLEDGEMENTS iv
LIST OF FIGURES xi
1 INTRODUCTION 1
1.1 What is infrasound? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1.1 Sound and atmospheric sound propagation . . . . . . . . . . . . . . . . . . 2
1.1.2 Sources of infrasound . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.1.3 Measuring infrasound . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.1.4 Array design and processing techniques . . . . . . . . . . . . . . . . . . . . 13
1.2 Why is measuring infrasound important? . . . . . . . . . . . . . . . . . . . . 20
1.3 Statement of the problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
1.4 Outline of the dissertation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2 THE ATMOSPHERE AND INFRASOUND PROPAGATION 27
2.1 Atmospheric specifications . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.1.1 The basic structure and composition . . . . . . . . . . . . . . . . . . . . . 29
2.1.2 Atmospheric coupling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.1.3 Atmospheric dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.1.4 Overview of atmospheric models . . . . . . . . . . . . . . . . . . . . . . . 43
2.2 Sound propagation in the atmosphere . . . . . . . . . . . . . . . . . . . . . . 46
2.2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
2.2.2 Refraction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
2.2.3 Reflection and ground interaction . . . . . . . . . . . . . . . . . . . . . . . 51
v
2.2.4 Diffractive propagation effects . . . . . . . . . . . . . . . . . . . . . . . . . 55
2.3 Reflection from localized layers with high wind shear . . . . . . . . . . . . . 62
2.3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
2.3.2 Observation of mesospheric arrivals . . . . . . . . . . . . . . . . . . . . . . 63
2.3.3 Propagation modeling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
2.3.4 Estimating reflection coefficients . . . . . . . . . . . . . . . . . . . . . . . 67
2.4 The limit of the effective sound speed approximation . . . . . . . . . . . . . 73
2.5 Nonlinear propagation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
2.6 Attenuation of sound . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
3 ON THE SENSITIVITY OF INFRASOUND TO THE MIDDLE AND
UPPER ATMOSPHERE 86
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
3.1.1 State of the atmospheric specifications . . . . . . . . . . . . . . . . . . . . 88
3.1.2 Earlier work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
3.1.3 This work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
3.2 Experimental setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
3.3 Observation of celerity fluctuations . . . . . . . . . . . . . . . . . . . . . . . 101
3.3.1 Diurnal fluctuations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
3.3.2 Multi-day periodicity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
3.4 Spectral analysis of celerity time series . . . . . . . . . . . . . . . . . . . . . 108
3.5 Amplitude statistics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
3.6 Non-linear propagation effects . . . . . . . . . . . . . . . . . . . . . . . . . . 114
3.6.1 Celerity and dominant frequency . . . . . . . . . . . . . . . . . . . . . . . 114
3.6.2 Source strength (yield) and dominant frequency . . . . . . . . . . . . . . . 115
3.7 Propagation modeling of the celerity fluctuations . . . . . . . . . . . . . . . 120
3.8 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
3.9 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
vi
4 THE ESTIMATION OF UPPER ATMOSPHERIC WIND MODELS
FROM INFRASOUND DATA 132
4.1 Introduction to inverse theory . . . . . . . . . . . . . . . . . . . . . . . . . . 132
4.2 Parameterization of the model space . . . . . . . . . . . . . . . . . . . . . . 136
4.3 Mathematical description of the problem . . . . . . . . . . . . . . . . . . . . 140
4.3.1 Uncertainty analysis of the inverse solution . . . . . . . . . . . . . . . . . 143
4.4 How non-linear is the inverse problem? . . . . . . . . . . . . . . . . . . . . . 146
4.5 A search in G2S model space . . . . . . . . . . . . . . . . . . . . . . . . . . 153
4.6 A search algorithm for the inversion problem . . . . . . . . . . . . . . . . . . 160
4.7 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166
4.8 Application of updated profiles to non-linear propagation studies and yield
estimation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169
4.8.1 On the phase shift . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 171
5 CONCLUSIONS AND OUTLOOK 174
5.1 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 174
5.1.1 The atmosphere and infrasound propagation . . . . . . . . . . . . . . . . . 174
5.1.2 On the sensitivity of infrasound to the upper atmosphere . . . . . . . . . . 175
5.1.3 The estimation of upper atmospheric wind models from infrasound data . 176
5.2 Outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177
5.2.1 Multi receiver inversion problems . . . . . . . . . . . . . . . . . . . . . . . 177
5.2.2 Stacking cross-correlations to obtain traveltime estimates . . . . . . . . . . 178
Bibliography 183
List of Appendices 196
vii
A DERIVATION OF THE WAVE EQUATION FOR A STRATIFIED
ATMOSPHERE 197
A.1 Basic equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 198
A.2 Principle of solution and assumptions . . . . . . . . . . . . . . . . . . . . . . 201
A.3 Linearized equations of acoustics . . . . . . . . . . . . . . . . . . . . . . . . 203
A.3.1 Estimating acoustic entropy from the heat equation . . . . . . . . . . . . . 205
A.4 Deriving a wave equation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 207
A.4.1 The effective sound speed approximation . . . . . . . . . . . . . . . . . . . 209
A.5 A more complete wave equation . . . . . . . . . . . . . . . . . . . . . . . . . 211
A.5.1 Neglect of gravity terms . . . . . . . . . . . . . . . . . . . . . . . . . . . . 212
A.6 Thermo-viscous (classical) attenuation in the atmosphere . . . . . . . . . . . 213
A.7 Limits of the perturbational approach . . . . . . . . . . . . . . . . . . . . . . 216
A.8 Nonlinear wave equation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 218
B RAY THEORY FOR LINEAR PROPAGATION IN A 3D INHOMOGENEOUS
MEDIUM 220
B.1 System of equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 221
B.2 Ray series . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 222
B.3 The Eikonal equation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 224
B.3.1 Group velocity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 224
B.3.2 Solving the Eikonal equation: ray equations . . . . . . . . . . . . . . . . . 225
B.3.3 Traveltime calculations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 226
B.4 The Transport equation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 227
B.4.1 The general form . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 227
B.4.2 The E0 coefficient . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 228
viii
B.4.3 A 3D inhomogeneous atmosphere . . . . . . . . . . . . . . . . . . . . . . . 229
B.4.4 A stratified atmosphere . . . . . . . . . . . . . . . . . . . . . . . . . . . . 230
B.4.5 Solution to the transport equation . . . . . . . . . . . . . . . . . . . . . . 231
B.4.6 Ray equations to determine the Jacobian . . . . . . . . . . . . . . . . . . . 232
B.5 Putting it all together . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 236
C MODAL EXPANSIONS FOR INFRASOUND PROPAGATION IN A
STRATIFIED ATMOSPHERE 237
C.1 Mathematical derivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 238
C.1.1 Modal expansions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 238
C.1.2 Far field pressure field . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 247
C.1.3 Attenuation treatment using perturbation theory . . . . . . . . . . . . . . 249
C.2 Numerical solution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 251
C.2.1 Finite differences . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 251
C.2.2 Boundary condition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 251
C.2.3 Effective sound speed solution . . . . . . . . . . . . . . . . . . . . . . . . . 252
C.2.4 Wide-angle high Mach number solution . . . . . . . . . . . . . . . . . . . . 255
C.2.5 Wavenumber cutoff . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 260
D PARABOLIC EQUATION (PE) APPROXIMATIONS FOR INFRASOUND
PROPAGATION IN A STRATIFIED ATMOSPHERE 262
D.1 Mathematical derivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 263
D.1.1 PE ansatz . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 263
D.1.2 Effective sound speed solution . . . . . . . . . . . . . . . . . . . . . . . . . 264
D.2 Comparison of PE and modal solutions . . . . . . . . . . . . . . . . . . . . . 265
ix
E DESCRIPTION OF THE FISHER DETECTOR 268
E.1 Derivation of the Fisher ratio . . . . . . . . . . . . . . . . . . . . . . . . . . 269
E.2 Signal to noise power ratio . . . . . . . . . . . . . . . . . . . . . . . . . . . . 273
VITA 274
x
LIST OF FIGURES
Figure Number Page
1.1 Schematic representation of dispersion relation for atmospheric waves. Figure
adapted from Gossard & Hooke (1975) . . . . . . . . . . . . . . . . . . . 3
1.2 Observation of sound from an explosion of 5,000 kg ammunition in Helgoland,
Germany. Figure adapted from Evers & Haak (2010). . . . . . . . . . . . 4
1.3 Propagation simulation over the Eastern Mediterranean on 26 January 2011
around 0600 UTC towards the west and the east. This clearly shows the
anisotropic infrasound propagation structure; towards the west infrasound
propagates in the thermospheric waveguide, towards the west infrasound
propagates in the tropospheric, stratospheric and thermospheric waveguides.
Effective sound speed profiles are shown on the sides with bold lines.
Acoustic energy in the thermosphere is strongly attenuated. . . . . . . . 5
1.4 Simulations of transmission loss at the ground over the Eastern Mediterranean,
with the source region near Eilat, Israel. The directional influence of the
wind causes the propagation to be anisotropic. . . . . . . . . . . . . . . . 6
1.5 NCPA Infrasound microphone. (a) Shows the the various parts of the digital
microphone, which includes a data acquisition device. The sensors are the
four pads that are mounted on top of the sensor. These piezo-ceramic
sensors are covered by a sensor cap. (b) Shows an assembled microphone
that is to be used with porous hoses wind filters. . . . . . . . . . . . . . . 8
1.6 Field installation of the digital NCPA microphone, with porous hose wind
filters, solar panels and a battery. Data is stored locally and can be
accessed over a wireless connection. . . . . . . . . . . . . . . . . . . . . . 9
xi
1.7 Comparison of wind filtering techniques (from left to right: porous hoses,
dome and none) at the Biological field station, near Oxford MS. . . . . . 12
1.8 PSDs using Welch’s method of measured pressure data at the UM Biological
Field Station between Oxford and Potts Camp, MS; (a) 00-04 UTC (no
wind) and (b) 20-00 UTC (windy) on 3 April 2011. (c) Wind speed
measurements at Oxford and Potts Camp, MS. . . . . . . . . . . . . . . 12
1.9 Example of a 200 m aperture infrasound array in New Mexico. An infrasound
sensor is installed underneath every white dome. . . . . . . . . . . . . . . 13
1.10 Array responses (left 2 columns) and layouts (right column) for RIOE and
LITE. The normalized response R(ω, s; s0) for s0 = 0 sm
−1 is contoured
for f = 0.5 Hz and f = 2.0 Hz, as function of slowness components sx and
sy. The orange circle in the response plots represent the speed of sound on
ground level. The array layout is given in a rectangular grid in meterscale.
Both arrays have a similar layout and hence an equal response. . . . . . . 16
1.11 Overview of probability of detection, false alarms (red area) and missed events
(purple area) using Fisher statistics for C = 4 and T = 256. Three
non-central distributions are drawn, for snrp values of 0.5 (purple), 1 (blue)
and 2 (green). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
1.12 The current status of the CTBT IMS network. Upon completion, 60 infrasound
arrays will record infrasound continuously. . . . . . . . . . . . . . . . . . 20
xii
2.1 An idealized model of a boreal summer atmosphere’s dominant features at
middle latitudes, relevant for infrasound propagation. A more realistic
atmosphere shows more variability, both spatially and temporally. Frames
(a) through (c) show the absolute temperature (solid)/adiabatic sound
speed (dashed), horizontal wind (zonal (W-E)–solid, meridional (S-N)–dashed)
and density distribution up to 140 km altitude, respectively. . . . . . . . 29
2.2 10 years of zonal and meridional wind jet observations above Sayarim military
base, South Israel (30.0 E, 34.8 N). The top and bottom frame shows
the zonal and meridional wind jets, respectively. The tropospheric and
stratospheric jets are sampled at 10 and 50 km altitude, respectively. The
zonal component of the wind jet is much larger compared to the meridional
component. Also note seasonal variation in the windjets, which is most
clearly expressed in the zonal direction. The stratospheric jet is more
steady in the summer compared to the winter. . . . . . . . . . . . . . . . 32
2.3 Observations of pressure variations for five days in November 1919 in Potsdam
(Germany, 52.4 N) and Batavia/Jakarta (Indonesia, 6.0 S). The semi-diurnal
tide is clearly visible around the equator, whereas the pressure variations
in Potsdam are dominated by a change in weather. Figure from Lindzen
& Chapman (1969). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
xiii
2.4 Temperature and wind perturbation model at 100 km altitude for September
2005. Every snapshot corresponds to three hours, all 8 make up the model
for one day. The most important diurnal and semi-diurnal atmospheric
tides are shown, both migrating and non-migrating. Figure is under the
Creative Commons Attribution-Share Alike 3.0 Unported license and is
adapted from Wikipedia (TIMED program, 2012). . . . . . . . . . . . . . 39
2.5 Comparison of the zonal winds from the Horizontal Wind Model (HWM),
revisions 1993 (red) and 2007 (blue). This model counts as the state-of-the-art
for the upper atmospheric research community. Figure adapted from Drob
et al. (2008). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
2.6 Upward refraction in a stratified atmosphere. . . . . . . . . . . . . . . . . . 50
2.7 Comparison of a full-wave and ray theory simulation through a toy atmosphere
(Figure 2.1) with a stratospheric and thermospheric duct. (a) shows rays
and transmission loss estimates at 0.5 Hz. Darker colors refer to smaller
losses. Note that acoustic energy propagates in regions where no rays
propagate, which is due to diffraction. (b) shows the corresponding broadband
computation at various ranges at z = 0 km in blue with predictions from
ray theory in red. The ’slow’ stratospheric arrival vanishes in ray theory
at distances beyond 265 km, but persist in the full-wave simulation. . . . 52
2.8 Comparison of propagation using the PE method over rigid ground (a) versus
a complex impedance plane (b) at 10 Hz. The interaction with the ground
is simulated with a complex impedance model, such as used in Gilbert &
Di (1993). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
xiv
2.9 Observations and simulations of stratospheric, mesospheric and thermospheric
arrivals from Tungurahua volcano, Ecuador on 15 July 2006 (see Chapter
3). The data has been band pass filtered between 0.02 and 0.2 Hz. (i)
Frequency-domain modeling of diffracted signals due to small-scale anisotropic
inhomogeneities. Two realizations of the inhomogeneities are produced
using a spectral gravity wave model. Simulation ’G2S’ shows propagation
through a smooth, averaged profile. Simulations ’G2S+Fine1’ and ’G2S+Fine2’
include scattering due to anisotropic inhomogeneities; in the latter case,
there is no strong stratospheric duct. (ii) Comparison of observations and
time-domain simulations for the three cases. Figures are adapted from
Chunchuzov et al. (2011b). . . . . . . . . . . . . . . . . . . . . . . . . . . 57
2.10 Comparison of normalized signal (a) and noise (b) power spectral density
measurements with a theoretical curve that describes the scattering of
N-waves from anisotropic temperature and wind inhomogeneities, following
Chunchuzov et al. (2011b). The signals are stratospheric and thermospheric
signals from Tungurahua volcano, Ecuador (Chunchuzov et al., 2012). The
stratospheric and thermospheric signals have a spectral tail with a f−3
slope, in contrast to the noise. . . . . . . . . . . . . . . . . . . . . . . . . 58
xv
2.11 Example of ”localized” and ”continuous” components in an infrasound recording
from an explosion at 165, 286 and 434 km distance along the same azimuth
of 45◦. The localized components have a clear waveform and relative large
amplitude, whereas the continuous components are less distinct and have
a smaller amplitude. The dots are the detections, the thin dashed line
represents the theoretical bearing to the source.
The associated PE simulation is shown in Figure 2.12; the simulation shows
that the array at 165 km is in the stratospheric shadow zone, while being
in the tropospheric zone of audibility. Both arrays at 286 and 434 km are
in the tropospheric and stratospheric zone of audibility. Thermospheric
arrivals are never predicted, due to the overestimated intrinsic absorption
in the mesosphere and lower thermosphere. . . . . . . . . . . . . . . . . . 59
2.12 Example of a simulation at 0.5 Hz that shows leaking through the tropopause
due to the finite width of the jet. The arrival structure in the far field
consist of tropospheric, stratospheric and a mixed tropospheric-stratospheric
arrival. The tropospheric waveguide is clearly range-dependent beyond 350
km distance from the source. . . . . . . . . . . . . . . . . . . . . . . . . 60
xvi
2.13 Observation of localized stratospheric (around 0.29 km/s), mesospheric (around
0.25 km/s) and thermospheric (around 0.22 km/s) arrivals at Lita, Ecuador
(LITE) from the Tungurahua volcano on 7 February 2008. The data has
been band pass filtered with a second order Butterworth filter between 0.02
and 4 Hz. The direct wave is observed at Riobamba, Ecuador (RIOE) at
37 km distance from the source. The mesospheric arrival has a 90◦ phase
shift with respect to the original signal and has trace velocities that are
mainly in between the stratospheric and thermospheric values. The error
bars are computed using the method of Szuberla & Olson (2004). . . . . 64
2.14 (a) Set of effective sound speed profiles used in the propagation modeling of
the mesospheric reflection. Apart from the layer, the profiles are identical
to the toy model (Figure 2.1); the profiles only vary in vertical gradient
(b). (c) Shows broadband computations up to 0.5 Hz at 320 km range. . 66
2.15 Influence on direction wind jet on phase shift mesospheric arrival. . . . . . . 67
2.16 Beamforming results for synthetic waveforms at 300, 320 and 340 km distance. 67
2.17 Schematic representation of a wind shear layer in a isothermal section of the
atmosphere. The isothermal atmosphere has plane wave solutions ψ =
eikx+iqz+Reikx−iqz and ψ = Teikx+iqz below and above the wind shear layer,
respectively. The acoustic solution for an arbitrary wind layer has the form
ψ = αψ1 + βψ2 and can be found by matching impedances. Analytical
forms of the solution may be found for specific functional representations
of the layer, such as a delta function. . . . . . . . . . . . . . . . . . . . . 68
xvii
2.18 Amplitude of the reflection coefficient values at 0.1, 1.0 and 2.0 Hz for a 500
m thick perturbed layer with a sound speed of 50 ms−1 higher than the
background sound speed. Total reflection occurs at incidence angles less
than 30 degrees. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
2.19 (a) Shows the toy profile used in the simulations; the red curve shows the
adiabatic sound speed cT , the blue curve shows the effective sound speed
ceff = cT+u, where u is the horizontal wind. (b) Comparison of broadband
waveform simulations for the effective sound speed approximation (red)
and the exact solution (blue). The simulations show the stratospheric pair
at various ranges. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
2.20 Comparison of the effective sound speed approximation (blue) to the exact
solution (red), using normal modes. Ground to ground propagation transmission
loss profiles are shown. (a) Shows comparisons for a windless toy atmosphere,
(b) shows comparison for a toy atmosphere with a stratospheric jet. . . . 74
2.21 Set of stratospheric pair recordings at De Bilt, The Netherlands (DBN). Note
the close agreement of the predictions with the data, which is unique for
infrasound. The effective sound speed solution significantly underpredicts
the traveltime of the fast arrivals Is2f and Is3f. . . . . . . . . . . . . . . 77
2.22 Comparison of the effective sound approximation and the exact solution for
a windless toy atmosphere with one localized wind shear layer. Only the
mesospheric (Im) arrival is due to a reflection off a localized wind layer in
the mesosphere, the stratospheric (Is) and thermospheric (It) arrivals are
due to the temperature distribution of the profile. Note the difference in
amplitude between the effective sound speed and the exact theory for this
arrival. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
xviii
2.23 (a) Shows the nonlinear propagation effects in an atmosphere with an exponentially
decreasing density. (b) Shows a comparison the direct wave (37 km, blue)
with stratospheric (red) and thermospheric (green) arrivals at 251 km . . 78
2.24 (a) Shows the absorption models at 0.5 Hz. The S/B model (Sutherland &
Bass, 2004), shown per component is compared against the thermo-viscous
absorption model (e.g. Landau & Lifshitz (1959)). (b) Shows the S/B
model at various frequencies. . . . . . . . . . . . . . . . . . . . . . . . . . 80
2.25 Transmission loss at 0.5 Hz using effective sound speed profiles in (a-c) and
the absorption model of Sutherland & Bass (2004). The complex modal
and Pade PE solutions are in close agreement; the perturbative solution
deviates for (d) and (f) by a few dB, due to the overestimation of the
perturbative solution for thermospheric modes. . . . . . . . . . . . . . . . 84
2.26 Modal analysis for a toy atmosphere with a tropospheric and thermospheric
waveguide (a) and tropospheric, stratospheric and thermospheric waveguide
(b) at 0.5 Hz. For clarity, only a selection of three modes is plotted. The
leftmost mode only propagates in the troposphere, the middle mode is
a tropospheric mode leaking to the upper atmosphere and the rightmost
mode is propagating both above and below the tropopause. The leaking
that is due to the finite width of the tropospheric duct causes overestimation
of the absorption using perturbation theory in the case no stratospheric
duct is present (Figure 2.25f). . . . . . . . . . . . . . . . . . . . . . . . . 85
3.1 Map of Ecuador with the locations of active volcanoes and infrasound arrays
RIOE and LITE. The array layout for both 4 element arrays is given in
the inlay. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
xix
3.2 Pictures of the infrasound source used in this study: the Tungurahua volcano
(a), data logger and communications site at the LITE array (b), example
array element (vault and horse hair wind filter) (c) and Chaparral infrasound
microphone (d). Pictures courtesy of David Fee and Dan Kleinert. . . . . 95
3.3 Array processing results for four years of nearly continuous infrasound data
recorded at (a) RIOE and (b) LITE. Gaps are due to gaps in the data
volume, due to acquisition problems. Only the very coherent energy is
shown here. The arrivals on the black solid line are due to the Tungurahua,
the other dominant features are microbarom detections . . . . . . . . . . 97
3.4 A typical observation of associated infrasonic signals at RIOE (37 km) and
LITE (251 km) is presented in Figure 3.4b. For every impulse measured
in the near field (blue box), one can distinguish a stratospheric (red) and
thermospheric (green) arrival at LITE. The arrivals at LITE are shifted
by the time it takes for the stratospheric arrival to reach LITE, minus the
time it takes for the acoustic signal to reach RIOE from the Tungurahua.
The stratospheric traveltime is expressed by the ratio R
c
, where R is the
distance from Tungurahua to LITE and c is the stratospheric celerity value.
We have included two different channels from LITE to show the coherency
of the stratospheric and thermospheric arrivals. Details of the waveform
measured at RIOE are shown in Figure 3.4a. The waveform is rather
complex and consists of several arrivals after the main impulse, which is
interpreted to be the direct arrival, considering the observed bearing and
trace velocity. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
xx
3.5 Observations of celerities at LITE during the second week of August 2006. The
lower frame shows the effective sound speed as a function of time, obtained
from the NRL-G2S specifications. The effective sound speed includes the
adiabatic sound speed and the wind speed in the direction of propagation.
We expect infrasound returns from regions that are colored red. The two
upper frames show the celerity values of stratospheric and thermospheric
arrivals as a function of time (days). Thermospheric celerities between 210
and 250 ms−1 are diurnally fluctuating whereas the stratospheric arrivals
have an essentially constant celerity value around 290 ms−1. The color of
the datapoints in the upper frame indicates the dominant frequency, for the
middle frame it indicates trace velocity. For arrivals for which frequency
estimates are poor due to the low signal-to-noise ratio, the datapoint is
colored gray. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
3.6 Celerity values of arrivals measured at LITE during February 2008 (a) and
early June 2010 (b). In both cases stratospheric and thermospheric arrivals
are observed throughout the period; in February 2008 also mesospheric
arrivals are observed. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
3.7 Celerity values of arrivals measured at LITE during early February 2010.
Similar to February 2008, we observe stratospheric, mesospheric and thermospheric
arrivals. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
xxi
3.8 Lomb-Scargle periodogram representation of the thermospheric celerity fluctuations
presented in Figures 3.5, 3.6a and 3.6b. (a) shows the dominant periods
of the timeseries, which are around 12 and 24 hours for the 2006 and 2010
dataset. (b) shows the probability of significance of the spectral elements;
the major peaks have a significance close to 1. . . . . . . . . . . . . . . . 108
3.9 Lomb-Scargle analysis of the stratospheric (Is) and thermospheric (It) celerity
fluctuations over the 7 day period in February 2010. Figures (a) and (b)
show the power spectrum and the associated probability of significance,
respectively. The stratospheric celerities have a strong 6-day and 3-day
periodicity, and some minor peaks around the diurnal period. (c) stratospheric
and (d) thermospheric celerities have been fitted to a superposition of
sinusoids with the most power, using the Lomb-Scargle analysis. For the
stratospheric series, the 2.9 and 6.1 day periodicity are included. For the
thermospheric series, the fit includes the 1.6, 3.1 and 6.4 day periodicity. 109
3.10 Observed transmission loss from all stratospheric, mesospheric and thermospheric
arrivals from the Tungurahua measured at LITE. There is a considerable
spread in the measured loss, which is largest for the thermospheric arrivals
and least for the stratospheric arrivals. . . . . . . . . . . . . . . . . . . . 112
3.11 Comparison of celerity and dominant frequency trends for the thermospheric
arrivals in the June 2010 timeseries. The correlation between celerity and
dominant frequency is very high. This can be explained as a non-linear
propagation effect. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
xxii
3.12 Observations of 13 pairs of arrivals at RIOE and LITE on 15 July 2006 within 6
hours. Stratospheric arrivals are marked green, mesospheric/thermospheric
and thermospheric arrivals are marked blue and red, respectively. Note the
variability in arrival structure, especially of the middle arrival. The arrivals
at 1046, 1050, 1124 and 1126 UTC have some overlap. . . . . . . . . . . 116
3.13 (a) Celerity variation for the stratospheric arrivals over time. (b) Celerity
variations for the mesopheric and thermospheric arrivals. (c) Variation of
dominant frequency of the thermospheric arrival as function of peak-to-peak
pressure as measured at RIOE. . . . . . . . . . . . . . . . . . . . . . . . 117
3.14 Propagation modeling for 14 August 2006 at 0000 (a), 0600 (b) and 1200 (c)
UTC using wide angle ray theory superimposed on a modal solution for
f = 0.3 Hz. The color scale gives transmission loss in dB, for a point
source. According to the simulations, only (weak) stratospheric arrivals
are predicted to arrive at LITE (green triangle), at least with the modal
model. The top frames show the profiles that the propagation models use
as input. The green line is the adiabatic sound speed, the bold red line is
the effective sound speed that involves the adiabatic sound speed plus the
horizontal wind in the direction of propagation and the vertical blue line
represents the sound speed at z = 5.2 km, which is the assumed source
height. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
3.15 Same as Figure 3.14 (i) Simulations for 7 February 2008 at 0000 (a), 0600 (b)
and 1200 (c) UTC. (ii) Simulations for 30 May 2010 at 0200 (a), 0800 (b)
and 1400 (c) UTC. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
xxiii
3.16 (a) Celerities of the observed stratospheric (Is) arrivals during the second
week of August 2006 in red colors. An interpolation connects the observed
points. The simulated celerities for the connecting eigenrays are plotted
in blue. (b) Celerities for the thermospheric (It) arrivals on 30 May 2010.
(c) The relative error between simulated and observed celerity values. . . 124
3.17 Simulation of coherent (c) and incoherent (i) transmission loss using a linear
full-wave simulation and a 1D G2S profile from 30 May 2010 at 0.3 Hz.
At 251 km, the estimated loss in a lossless atmosphere is -39 dB, while it
is about -58 dB using the absorption model of Sutherland & Bass (2004). 125
4.1 A schematic figure of the problem at hand. In the estimation problem, a model
(of the atmosphere) is estimated from the data and a priori information.
Deviations from the ’true model’, which describes the model in its fullest
extent and is typically not known, are to be estimated in the appraisal
problem. The full inverse problem consists of both the estimation and
the appraisal problem. Theoretically, one should be able to generate
the observed data from the true model. Figure adapted from Snieder &
Trampert (2005). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
xxiv
4.2 Parameterization of the G2S wind fields by empirical orthogonal functions
(EOFs) from a year of G2S data. The first four EOFs for the zonal and
meridional wind fields are shown in (a) and (b), respectively. Scaling
by the proper weights (dependent on time and location) leads to the
approximation (dashed) to the original wind profile (dashed) shown in
(c); 8 EOFs have been used. Frame (d) shows the eigenvalue spectrum of
the meridional wind fields, showing the relative magnitudes of the various
meridional EOFs. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
4.3 Parameterization of the G2S meridional wins by a variable number of EOFs.
Frame (a) shows the original specifications. Representations with the first
2, 3 and 4 EOFs are shown in frames (b)-(d), respectively. The wind field
in the thermosphere is reasonably well represented by a limited number of
EOFs. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
4.4 Atmospheric profiles used in the sensitivity studies. The adiabatic sound
speed profile is kept constant throughout the simulations. Sensitivity of
infrasound parameters to changes in zonal and meridional winds are studied.146
4.5 Sensitivity of infrasound parameters, 400 km to the north of a source to
variations in a mesospheric/thermospheric meridional wind jet. Variability
as function of jet height and magnitude are shown for celerity (a), trace
velocity (b), bearing deviation (c), return height (d), dominant frequency
(e) and transmission loss (f). No solutions exist for white areas. . . . . . 150
4.6 Same as Figure 4.5, but for variations in a zonal wind jet only. . . . . . . . . 151
4.7 Same as Figure 4.5, but for variations in both zonal and meridional jet magnitude.
The jet is centered around 120 km. . . . . . . . . . . . . . . . . . . . . . 152
xxv
4.8 Distributions of traveltime (a), trace velocity (b) and bearing deviation (c)
obtained by searching through a 4 parameter meridional wind space, obtained
through a orthogonal function expansion. The zonal wind and adiabatic
sound speed are kept constant and are shown in Figure 4.14. . . . . . . . 153
4.9 Posteriori model distributions using a two-parameter meridional wind model,
assuming various values for data uncertainty. The model with maximum
probability is represented by the black diamond. . . . . . . . . . . . . . . 156
4.10 Same as Figure 4.9, but for three parameters. . . . . . . . . . . . . . . . . . 157
4.11 Same as Figure 4.9, but for four parameters. . . . . . . . . . . . . . . . . . . 158
4.12 Figure representing the most probable models from Figures 4.9 (a-c), 4.10
(d-f) and 4.11 (g-i), colored by probability. The model with maximum
probability is shown by the red line; the blue line shows the original profile.159
4.13 Example inversion using the two methods described in this chapter, for three
different parameterizations of the meridional wind field with 2 (a-d), 3
(b-e) and 4 (c-f) parameters. Figures (a-c) show the ODRPACK output,
(d-f) are based on the posteriori model distribution analysis from section
4.5. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165
4.14 Atmospheric specifications used to simulate the July 2006 explosions; see
Figure 4.15. The meridional wind profiles have been updated following the
discussed inversion procedure by minimizing misfits in traveltime, geometry
and trace velocity. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169
xxvi
4.15 Simulations of the thermospheric arrivals for two explosions of the July 2006
series (Figure 3.12), at 0601 UTC (a-b) and 0707 UTC (c-d). Frames
(a-c) show the comparison of measurement and simulation near the source,
frames (b-d) show the comparison of measurement and simulation at 251
km distance from the source. Difference in yield strength is reflected by
the difference in dominant frequency of the thermospheric arrivals. . . . . 172
4.16 Evolution of a pulse for phaseshifts of 90, 180, 270 and 360◦. . . . . . . . . . 173
5.1 (a) The UTTR network in 2010; an arc of 6-element arrays at 220 km and a
north-south trending line with arrays from 250 km out to 400 km has been
installed to study stratospheric and thermospheric arrivals as function of
range and azimuth. (b) digital infrasound sensors used at the arrays. . . 178
5.2 Observations (a) of various infrasound arrivals on a network of infrasound
sensors in deployed in Idaho in 2010. Tropospheric arrivals are shown
in green, stratospheric arrivals in blue and thermospheric arrivals in red.
The arrivals are due to a detonations of rocket fuel at the UTTR base
on 26 July 2010, 2116 UTC. Mesoscale resolution G2S profiles have been
used to simulate the propagation (b). The zeroth order arrival structure
is somewhat approximated by the simulations. . . . . . . . . . . . . . . . 179
xxvii
5.3 Narrowband propagation modeling using the wide-angle normal mode code
(Appendix C) at 0.5 Hz and high-resolution G2S specifications shown
in (c) as effective sound speed profiles. Rays are superimposed on the
transmission loss estimates and are computed using wide-angle ray theory
(Appendix B). There is a discrepancy between the ray theory and the
full-wave modeling, as ray theory does not account for diffraction effects.
The difference is largest for the tropospheric propagation. Propagation
towards (a) 305◦ and (b) 0◦ azimuth is shown; the receiver locations are
represented by green triangles. . . . . . . . . . . . . . . . . . . . . . . . . 179
5.4 Stacked cross-correlation functions for three days, for which the Tungurahua
was active. The cross-correlations are obtained by cross-correlating waveforms
from RIOE and LITE. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 181
C.1 Comparison of a single azimuth versus integration over azimuth. . . . . . . . 247
C.2 A selection of normal modes for a stratified atmosphere, shifted by the phasespeed
cp. Figure (a) shows 6 modes from the entire discrete spectrum (truncated
at 400 ms−1). Figure (b) zooms in on the lowest 40 km and shows 5 modes
in the range from 300 to 340 ms−1. It is evident that the modes that travel
at cp < 310 ms
−1 do not contribute to the pressure field on the ground. . 260
xxviii
D.1 (a) Comparison of normal mode and Pade´ PE solutions for the toy model
with a stratospheric and thermospheric duct (Figure 2.25a - blue line) are
shown in (a) using the effective sound speed approximation and (b) using
the wide-angle high Mach number solutions. A modal starter is used for
all solutions. A comparison of a PE solution (effective sound speed) with a
variable Pade´ order is shown in (c). Propagating infrasound typically does
not exceed propagation angles larger than 60◦, for which a second order
Pade´ approximation of the square root operator suffices. . . . . . . . . . 267
xxix
Chapter 1
INTRODUCTION
1.1 What is infrasound?
This first section introduces the topic of infrasound in the atmosphere. In comparison
to most branches in geosciences, the field is relatively young. While the first theoretical
and experimental studies were carried out in the late 19th century, the field of infrasound
gained a much larger interest after World War II. Since then, infrasound has been strongly
linked to nuclear explosion monitoring. Only a limited number of scientists were active in
the field during the 70s and 80s due to the Limited Test-Ban Treaty (1963) that prohibited
all but underground nuclear tests, making infrasound as a verification technique obsolete.
Much of the research from this period, still of fundamental importance today, can be found
in volume 26 of the Geophysical Journal of the Royal Astronomical Society from 1971.
Over the past two decades the field has gained renewed interest with the opening of the
Comprehensive Nuclear Test-Ban Treaty (CTBT) in 1996 which included infrasound as
one of the verification techniques. The field has advanced thanks to new theoretical and
experimental studies, software and hardware developments and improved computational
power. Also, the global CTBT infrasound network has contributed a lot to the development
of the field. In the volume Infrasound Monitoring for Atmospheric Studies, published in
2010, many of the earlier and recent infrasound studies have been summarized. Much of
the cited work in this introductory chapter can be found in the 2010 volume. As there
is a strong focus on propagation in this dissertation, this topic will be treated in more
detail in the next chapter.
1
1.1.1 Sound and atmospheric sound propagation
Sound is a wave phenomenon, an oscillatory disturbance that moves away from the
sound source, thereby displacing a limited amount of matter under influence of the
acting force. In the case of an acoustic wave in air this acting force is manifested as
pressure; sound propagates at a characteristic speed of 340 ms−1 at standard pressure and
temperature. While the fundamentals of wave theory were laid out by Greek philosophers
such as Chrysippus (c. 240 B.C.) and Aristotle (384-322 B.C.) and scientists of the
Renaissance as Mersenne (1588-1648) and Galilei (1564-1642), sound theory was more
fully established in the 18th century by Euler (1707-1783), Lagrange (1736-1813) and
d’Alembert (1717-1783), making use of the newborn concepts of continuum mechanics
and fluid dynamics. By then, the wave equation emerged in various forms, one of which
describes the propagation of sound in air. Although the theory was well-developed,
estimates of the speed of sound were 16% too low. With the development of thermodynamics
came the idea of an adiabatic relation between pressure and density rather than isothermal,
as was assumed before. Laplace (1749-1827) proposed the relationship and could explain
the observed speed of sound (Pierce, 1981).
Sound waves are typically characterized by amplitude, frequency, wavelength. Generally,
longitudinal and transverse wave motion are possible; the former are waves of alternating
pressure fluctuations in the same direction as the propagation direction, while the latter
are waves of alternating shear stress, perpendicular to the propagation direction. In
gasses, the shear modulus is too small to support shear waves; we only focus on longitudinal
wave motion here. Sound pulses propagate through the atmosphere as a sequence of
compressions and rarefactions moving with the speed of sound; the medium particles
remain close to their original positions. The particle motion velocity is much smaller
than the speed of sound and the oscillations are linear, provided that the pressure
fluctuations are small enough compared to the background pressure. Typically, signals
have amplitudes on the order of 1×10−2 to 1×102 pascal (Pa), depending on the source
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Figure 1.1. Schematic representation of dispersion relation for atmospheric waves. Figure
adapted from Gossard & Hooke (1975)
.
strength, the propagation path and the propagation distance. The background pressure
is about 1×105 Pa near the Earth’s surface and it decreases exponentially with height.
If the pressure disturbance is large, the wave will propagate nonlinearly as a shock-wave
instead (Hamilton & Blackstock, 1998).
The speed of sound - a material property - is determined by the relation between
pressure and density in the medium. To second order, the speed of sound is also
determined by the sound amplitude and frequency. Frequencies that are too low or
too high to be perceived by a normal person, fall outside the range of audible sound and
are referred to as infrasound
(< 20 Hz) and ultrasound (> 20 kHz) respectively. Infrasound experiences little attenuation
compared to higher frequency sound and therefore travels over long distances, except at
upper atmospheric altitudes, where thermo-viscous absorption attenuates sound.
During propagation, sound waves may be reflected, refracted or diffracted; the medium
can influence the propagation as well, for example when background flow is present. In
inhomogeneous media such as the atmosphere, sound is dispersed as the speed of sound
varies with altitude and the waveform is spread out over time. The relation between
frequency, wavenumber, velocity and attenuation are given by a dispersion relation. A
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Figure 1.2. Observation of sound from an explosion of 5,000 kg ammunition in Helgoland,
Germany. Figure adapted from Evers & Haak (2010).
representation of dispersion of atmospheric waves in the atmosphere is shown in Figure
1.1. Acoustic waves may propagate above the acoustic cut-off frequency NA ≈ 3.3
mHz, which is determined by the finite size of the thermospheric waveguide (duct).
At frequencies lower than 0.02 Hz, gravity becomes part of the restoring force and
acoustic waves are referred to as acoustic-gravity waves. At frequencies lower than
the Brunt-Va¨isa¨la¨ frequency N (around 10 mHz), the atmosphere can be treated as
incompressible; pure gravity waves propagate at these very low frequencies with relatively
low phase velocities, compared to acoustic waves (Plumb, 2003). The Lamb wave is
the only acoustic-gravity mode that propagates without dispersion (Godin, 2012) and is
bound by the ground surface.
Sound propagation in the atmosphere is described by the equations of fluid mechanics
and an equation of state that relates pressure to density. The form of the resulting
wave equation is dependent on the problem at hand; nonlinear phenomena require the
development of a nonlinear wave equation. In Appendix A, the linearized equations
of fluid mechanics are developed, leading to a linearized wave equation for propagation
in a stratified dissipative atmosphere with background winds. A review on infrasound
propagation is presented in Chapter 2 and may also be found in literature (e.g. Evers &
Haak (2010); Kulichkov (2010)); the remaining two paragraphs serve as an introduction
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Figure 1.3. Propagation simulation over the Eastern Mediterranean on 26 January
2011 around 0600 UTC towards the west and the east. This clearly shows the
anisotropic infrasound propagation structure; towards the west infrasound propagates in
the thermospheric waveguide, towards the west infrasound propagates in the tropospheric,
stratospheric and thermospheric waveguides. Effective sound speed profiles are shown on
the sides with bold lines. Acoustic energy in the thermosphere is strongly attenuated.
to the topic.
The concept of long range sound propagation has been known over centuries, but
has been studied since the second half of the 19th century. Fundamental theoretical
contributions by Stokes, Reynolds and Rayleigh, in combination with systematic observations
of zones of audibility and silence (Figure 1.2) enabled a basic understanding of propagation
and the realization that sound could be used as a remote sensing tool. Estimates of the
temperature and wind structure in the lower atmosphere (e.g. tropopause, stratospheric
temperature) were obtained using sound experiments in the early 20th century, long before
the development of other atmospheric probes, such as rockets and optical devices.
Figure 1.3 shows an example of propagation from a continuous source on the ground
in a sample atmosphere as a function of range and height towards the west and east.
Zones of audibility are colored; the dashed lines (rays) are approximately parallel to the
wavefront normals. Regions without rays are zones of silence. The spatial distribution of
the zones of audibility and silence are dependent on the temperature and wind structure.
The effects of these quantities can approximately be combined in an effective sound
speed, given by the temperature-dependent (adiabatic) sound speed plus the wind in the
5
Figure 1.4. Simulations of transmission loss at the ground over the Eastern Mediterranean,
with the source region near Eilat, Israel. The directional influence of the wind causes the
propagation to be anisotropic.
direction of propagation. Vertical gradients in the effective sound speed cause the rays to
bend (refraction); rays turn approximately at altitudes where the sound speed equals the
horizontal propagation velocity of the ray. Rays also reflect off the ground. As the winds
are directional, the propagation structure is anisotropic. Sound propagates in between
the ground and 120 km altitude in both directions (thermospheric waveguide), but also
between the ground and 15/60 km altitude toward the east (tropospheric/stratospheric
waveguides). The effect of the wind is expressed by cross wind interaction and enhanced
downward refraction in the downwind direction. Figure 1.4 shows a 360◦ view of the
sound field on the ground.
The atmosphere is a highly dynamical medium and varies strongly with geographical
location, which leads to varying infrasound propagation characteristics around the globe.
The atmosphere is not static, which causes variability of the recorded infrasonic waveforms
for repeated experiments. In contrast, seismic arrivals tend to be relatively invariant over
time. This suggests that the variability in the infrasonic waveforms can be used to monitor
6
atmospheric variability, especially in combination with seismic data from the same source.
Donn & Rind (1972) used observations of microbaroms on seismic and infrasound stations
to monitor winds in the stratopause and lower thermosphere.
1.1.2 Sources of infrasound
Infrasound is generated in the atmosphere by movement of large volumes of air in
the frequency range from 0.02 to 20 Hz. In general, sources with a dominant frequency
content above 1 Hz are related to anthropogenic activity. Sources with a dominant
frequency content below 1 Hz are typically geophysical and/or large catastrophical events.
Microbaroms, continuous acoustic signals that are due to colliding ocean waves of the
same period (Posmentier, 1967; Donn & Posmentier, 1967; Waxler & Gilbert, 2006) are
the most ubiquitous; infrasound stations around the world typically show a microbarom
peak around 0.2 Hz. As the sound generation mechanism mostly radiates sound into
the ocean, rather than the air, only regions with powerful counter-propagating swell
can generate microbaroms. Hurricanes provide these conditions; it has been observed
that microbaroms are generated in the wake of a hurricane (Hetzer et al., 2010). Many
other sources of infrasound exist; a detailed inventory of observed infrasound sources,
including the relevant frequency range and associated references in literature can be found
in Campus & Christie (2010). As there might still be a number of unclassified sources, this
list is not comprehensive. A selection of the list includes nuclear and chemical explosions
(Evers & Haak, 2007), sub- and supersonic aircrafts, meteors (Evers & Haak, 2003), severe
storms and lightning (Assink et al., 2008), tornadoes (Frazier et al., 2012), aurora (Wilson
et al., 2010), earthquakes (Arrowsmith et al., 2011) and volcanic eruptions (Evers & Haak,
2005; Fee et al., 2010). Probably the most famous volcanic eruption is the eruption of
Kraktoa, Indonesia on the 27th of August 1883. Based on barograph recordings, it was
concluded that infrasonic phases travelled around the world seven times. The explosive
yield was estimated to be 200 Megatons TNT equivalent, about 4 times the yield of the
largest nuclear device ever detonated (Australia Bureau of Meteorology, 2012).
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Figure 1.5. NCPA Infrasound microphone. (a) Shows the the various parts of the digital
microphone, which includes a data acquisition device. The sensors are the four pads that
are mounted on top of the sensor. These piezo-ceramic sensors are covered by a sensor
cap. (b) Shows an assembled microphone that is to be used with porous hoses wind filters.
1.1.3 Measuring infrasound
As sound is a wave phenomenon, there are various fluctuating quantities that can
be measured, such as the acoustic temperature, density, particle velocity or pressure.
Typically, pressure measurements are the most common as the quantity is most easily
measured, but infrasound has been measured with particle velocity sensors as well (Evers
et al., 2000). Every pressure sensor is based around a transducer that converts an absolute
or differential pressure into a voltage. The National Center for Physical Acoustics (NCPA)
has developed a pressure sensor based on piezo-ceramic transducers. The example sensor
shown in Figure 1.5 has a built-in digitizer. Due to the piezo-electric effect, applied
pressures produce an electric charge. The transducers have a resonant frequency around
1800 Hz and roll off at lower frequencies; they cannot measure steady (DC) signals. The
NCPA sensor has a flat response from 0.02 to 500 Hz. The 4-element design reduces
the effect of the temperature gradient across the sensor (Talmadge, 2009). Alternatively,
differential pressures can be measured with respect to a backing volume pressure using a
sensitive diaphragm. The movement of the diaphragm can be measured in various ways,
for example by magnetic induction (Evers, 2008). The diaphragm used in Chaparral
microphones restores itself, which causes non-linearities above 20 Pa (Helmericks et al.,
2008). This is problematic for installations in the near-field, where pressures might exceed
this threshold. Other sensors, such as high-gain NCPA sensors do not have this limitation
and can be used for such applications. A capillary connects the backing volume with the
8
Figure 1.6. Field installation of the digital NCPA microphone, with porous hose wind
filters, solar panels and a battery. Data is stored locally and can be accessed over a
wireless connection.
atmosphere and determines the lower frequency cut-off. As the pressure in the backing
volume is dependent on the ambient temperature these devices require stable ambient
conditions to operate. Absolute pressure measurements are also possible, by replacing the
backing volume by a vacuum or a volume with a reference pressure. The MB2000/2005
absolute microbarometers use a linear variable differential transducer (LVDT) as a sensing
device. The LVDT is based on interacting inductances between primary and secondary
coils. The transducer has a large dynamic range and may be used to measure absolute
pressure variations around the ambient pressure. Microphones contain further electronics
to provide power and to transmit the measured signal. A review of infrasound sensors is
given by Ponceau & Bosca (2010).
Commonly, the microbarometers are installed in a certain spatial arrangement, called
an array. Microbarometers in permanent arrays are typically installed below or on the
Earth’s surface in a vault, to ensure stability and reduce wind interaction. Arrays improve
the signal to noise ratio by a factor
√
C, where C is the number of sensors, and it allows
one to identify the back azimuth and incidence of the arrival. It is necessary to reduce the
noise levels that could obscure the sound signal for analysis. The largest component of
noise is wind; the correct use of wind filters can be the difference in detecting or missing
coherent infrasound in the far field (far from the source). The following summarizes a
review of wind noise research by Walker & Hedlin (2010).
Wind is caused by spatial differences in atmospheric pressure and is part of the diurnal
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meteorological cycle. Winds exist at different spatial scales and magnitudes. Wind speed
and pressure anomalies are directly related. Globally, winds are caused by differences in
heating and due to the rotation of the planet. At altitudes above the Earth’s surface,
winds approach geostrophic balance (balance between the Coriolis force and the pressure
gradient). Closer to the Earth’s surface, turbulence is generated due to convective mixing
because of thermal instability in the troposphere and interaction of the wind with the
surface. At night, the boundary layer is stable and hence the turbulence and winds are
reduced. In general, the wind speed is lowest at the ground surface and increases with
height. Surface roughness (e.g. a forest) can lead to a reduction in wind near the ground.
Turbulence is generated at many different length scales, most of it at larger length
scales (the ’source region’). A non-linear shaping mechanism causes energy to transfer
from large to smaller length-scales without dissipation. At very small length-scales, the
energy is dissipated. This process was first described by Kolmogorov in 1941. In the
spectral domain, the region in which the cascading of energy takes place (the inertial
range) has a characteristic k−
5
3 slope, where k is the wavenumber in the direction of
the wind. The length scale of the dissipative region is too small to be of concern for
infrasound. Where the inertial region separates from the source region is dependent on
the wind speed and the sensor height. For typical sensor dimensions and a wind speed of
1 ms−1, this is about 3 Hz. At very low wind speeds, the separation is approximately at
0.2 Hz.
Interaction of wind with solid objects, turbulence-turbulence interaction and turbulence-mean
shear interactions are known to cause pressure anomalies that mask the ambient sound
field. The pressure fluctuations are assumed to be advecting with the mean wind speed
(Taylor’s hypothesis). The interaction between turbules is found to be the dominant
source of turbulence-induced pressure; the associated power spectra has a characteristic
f−
7
3 slope in the inertial range (Raspet et al., 2006). A model for turbulence induced
noise correlation as a function of sensor separation in the lower infrasound band was
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derived by Shields (2005). It was found that the coherence length is linearly proportional
to the size of the turbules for a wide range of turbule scales. In addition, it was found
that the largest decorrelation was found in the downwind direction. These results are
important for infrasound array and wind filter design.
Wind filtering techniques that are typically used in infrasound arrays are based on
spatial averaging of wind noise. Spatial averaging of the pressure field over an area reduces
the wind noise due to its relatively short correlation length, while sound remains coherent.
Examples of wind noise filters include porous hoses (Figure 1.6), and pipe arrays with
discrete inlets. Recently, work has focused on the design of wind screens in the shape
of hemispherical domes that actually interact with turbulent eddies, in contrast to the
spatially averaging. It has been found that these screens begin averaging at a fraction
(' 0.1) of the turbulence length scale (Webster & Raspet, 2011).
In general, spatial averaging works better than the screens that interact with the
wind. Simple windscreens, such as hoses or domes, are usually selected for temporary
deployments for practicality reasons. Although porous hoses perform better than domes,
the former degrade more rapidly and tend to interact with the acoustic signal, especially
at higher frequencies. Hence, near field installations typically benefit from domes as wind
filtering techniques while hoses are more suitable further out, where higher frequencies
are typically absorbed. Pipe arrays are used in the CTBT verification network and
are the current state-of-the-art technique for low-frequency wind noise suppression, but
resonances start becoming problematic for large pipes of about 80 m length. Efforts
in signal processing, in combination with statistical modeling of wind noise also seem
promising for further improvements in wind noise reduction (Frazier & Webster, 2011).
A comparison of three co-located pressure sensors (Figure 1.7) using different wind
screen techniques (dome, porous hoses and no wind screen (’cap’)) is shown in Figure
1.8a and 1.8b. The power spectral density (PSD) estimates are obtained using Welch’s
method (Press et al., 2007) and are computed for two 4-hour intervals on 3 April 2011 at
11
Figure 1.7. Comparison of wind filtering techniques (from left to right: porous hoses, dome
and none) at the Biological field station, near Oxford MS.
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Figure 1.8. PSDs using Welch’s method of measured pressure data at the UM Biological
Field Station between Oxford and Potts Camp, MS; (a) 00-04 UTC (no wind) and (b)
20-00 UTC (windy) on 3 April 2011. (c) Wind speed measurements at Oxford and Potts
Camp, MS.
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Figure 1.9. Example of a 200 m aperture infrasound array in New Mexico. An infrasound
sensor is installed underneath every white dome.
00-04 and 20-00 UTC. The wind speed is significantly higher during the second interval.
Figure 1.8c shows the wind speed measurements near the ground in the vicinity of the
pressure sensors. Pressure levels increase dramatically during the period of increased
winds, obscuring the microbarom peak at 0.2 Hz. The porous hoses outperform the domes
during windy conditions at frequencies between 0.1 and 2 Hz. At higher frequencies the
wind screens perform similarly. At lower frequencies there is no reduction in wind noise.
1.1.4 Array design and processing techniques
In this section, classic array design and processing techniques will be briefly reviewed.
The reader is referred to Evers (2008), Szuberla & Olson (2004) and Christie & Campus
(2010) for a more complete description of infrasound recording and array processing.
Array layout and response
Arrays are used to improve the signal to noise ratio of the acoustic signals and to
estimate the wave vector k of the signal, which provides information about the back
azimuth and the incidence angle of the recorded signal. This can be done by measuring
time differences between sensors by projecting this information on a wave vector of a
plane wave (Szuberla & Olson, 2004). The plane wave approximation is valid if kR 1,
where k is the wave vector magnitude and R is the range. Ideally, one would sample the
infrasonic wave field continuously, but discrete spatial and temporal sampling is necessary
to reduce the data volume. A bandlimited signal can be completely reconstructed from a
discrete set of samples provided that the Shannon-Nyquist theorem (Press et al., 2007) is
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satisfied. The Shannon-Nyquist theorem requires a signal at a frequency q per unit to be
described by two samples not further than (2q)−1 units apart. For example, to describe a
signal up to 20 Hz, the samples should not be more than 0.025 seconds apart; the sample
rate should be 40 Hz at least. The frequency that is half the sampling rate is called the
Nyquist frequency. A continuous signal of T seconds length can be reconstructed from
its discretized version using the Whittaker-Shannon interpolation formula. This formula
shows explicitly that reconstucted signals are infinitely repeated after T seconds. Aliasing
occurs if there is frequency content in the sampled signal, above the Nyquist frequency.
Similar arguments follow for wavenumbers in the spatial domain.
Spatial discretization influences the design of an array. The goal is to obtain an
unaliased high resolution array response while maintaining coherence over the array for
the frequency range of interest. Signal coherency is dependent on variations in the wave
vector of the signal. Loss along the wavefront is significantly greater than the loss normal
to the wavefront. A model has been developed that describes signal coherence as a
function of frequency and the spacing between array elements (Christie & Campus, 2010).
The aperture (largest diameter) of the array controls the lowest frequency that can be
accurately resolved by the array, while the distances between sensors and the number of
elements are important in controlling the spatial aliasing. Data redundancies improve
the performance of the array and allow for unbiased wave vector estimates in the case
that array elements fail. Trace velocity ctrace, incidence angle θ and back azimuth φ can
be computed as:
ctrace =
1√
s2x + s
2
y
θ = arccos
[
cground
ctrace
]
φ = arctan
[
sy
sx
]
(1.1)
Slowness vector is used instead of wave vector; these are related through k = ωs =
2pifs. Array response is defined mathematically as the normalized sum of plane waves,
each phase shifted:
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R(ω, s; s0) =
∣∣∣∣∣ 1C
C∑
j=1
eiω[(s−s0)·rj ]
∣∣∣∣∣
2
(1.2)
C refers to the number of array elements and rj the array element locations. Figure
1.10 shows array responses for a vertically incident plane wave (s0 = 0 sm
−1) at f = 0.5
Hz and f = 2.0 Hz for two infrasound arrays in Ecuador that have been used in this
dissertation research. Both arrays are tridiagonal arrays with a central element; the
array layout is shown in the right column. Note that the array responses have a main
peak near
s = 0 sm−1, corresponding to the vertically incident wave. The array response at 2.0 Hz
also shows side lobes. The side lobes represent spatial aliasing at smaller wavelengths due
to discrete sampling of the wave field. The speed of sound on the ground is plotted as an
orange circle; if the wave were horizontally incident from the north, the main lobe would
be shifted up and be located at the orange circle. It is important for unbiased slowness
estimation that the main lobe is peaked and that the sidelobes have a low amplitude
and are far from the main lobe. The response at 0.5 Hz does not show aliasing, but
the resolution is also much lower compared to the response at 2.0 Hz. If there is no
specific source of interest, the array response should be isotropic and the array should
be rotationally symmetric. The resolution of the array is determined by the sharpness of
the peak. Ideally, the array response is a two dimensional delta function.
Detection and parameter estimation
As a wave propagates over an array, time differences will be observed between the
recordings on the array elements. This allows one to estimate the slowness vector s,
given the time differences between sensor pairs and the array layout. The slowness vector
provides information about the back azimuth and the trace velocity of the incoming wave
(see section 1.1.4). In order to estimate a slowness vector for a signal, one needs to
phase align the array recordings for that signal (’beamforming’) and determine whether
15
Figure 1.10. Array responses (left 2 columns) and layouts (right column) for RIOE and
LITE. The normalized response R(ω, s; s0) for s0 = 0 sm
−1 is contoured for f = 0.5 Hz
and f = 2.0 Hz, as function of slowness components sx and sy. The orange circle in the
response plots represent the speed of sound on ground level. The array layout is given in
a rectangular grid in meterscale. Both arrays have a similar layout and hence an equal
response.
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the signal is significantly more coherent than the background noise (’detection’). In this
dissertation, we choose to perform a Fisher test for a 2D grid of slowness vectors or
’beams’ (Evers, 2008). Because the Fisher detector makes use of Fisher statistics, it
has well-known statistical properties. For every beam, the recordings on the different
elements are time shifted following ∆tj = s · rj, where rj are the cartesian coordinates of
the jth element with respects to the geometrical center of the array. Longer timeseries
can be treated by splitting the data in separate windows and evaluating the algorithm in
every bin. It is common to use overlapping bins, to make sure that a signal is not missed.
It is important to detrend and filter the broadband signal to avoid spatial aliasing or low
resolution beamforming results.
The Fisher test is based on a comparison of two measures of variance in a time
window: (1) between sub-sample variance VB and (2) within sub-sample variance VW , in
the Fisher ratio. The VB is the variance between recordings and VW is the variance within
a recording. The samples in a recording are assumed to be statistically independent, with
zero mean and variance σ2. The null-hypothesis is that both the between sub-sample and
the within sub-sample variances are identical, i.e. no coherent signal is present. If the
null-hypothesis is rejected but no coherent signal is present, we speak of a false alarm
(type 1 error). If the null-hypothesis is not rejected but a coherent signal is present,
we speak of a missed event (type 2 error). A derivation of the Fisher ratio is given in
Appendix E:
F (s) =
T (C − 1)
T − 1
VB
VW
=
T (C − 1)
C(T − 1)
∑T
t=1(
∑C
c=1Xct(s))
2 − 1
T
(
∑C
c=1
∑T
t=1Xct(s))
2∑C
c=1
∑T
t=1X
2
ct(s) − 1C
∑T
t=1(
∑C
c=1Xct(s))
2
(1.3)
Here, F is the Fisher ratio, T and C are the number of samples in a bin and instruments
respectively. Xct(s) is the t
th time-shifted sample of the cth instrument. The time-shifting
is due to slowness s, as introduced earlier. For the beam for which the signals are time
aligned so that the null-hypothesis is rejected (F (s)  1), a signal detected with a
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probability of detection described by Fisher statistics. The Fisher ratio is larger than
1 in the case of signal and is proportional to the estimated signal to noise power ratio
(snrp): snrp = 1
C
(F − 1). This shows that the Fisher ratio can be used as a detection
criterion. The detection threshold must be set high enough to avoid false alarms, but
setting the threshold too high causes missed events; experience is required in determining
a proper threshold value.
The probability of missed events and false alarms are described by Fisher statistics.
In the case that no signal is present, VB and VW are both characterized by central χ
2
distributions with T − 1 and T (C − 1) degrees of freedom, respectively. In the case that
a coherent signal is present, the χ2 distribution in the numerator of the Fisher ratio
is noncentral and is characterized by T − 1 degrees of freedom and the noncentrality
parameter λ = (T − 1) × snrp. The Fisher ratio has a Fisher distribution that may
be described as the ratio of the (non)central χ2 distributions. Analysis of the Fisher
distribution is useful in determining the probability of detection, false alarms, and missed
events given a certain significance level.
Figure 1.11 shows a centralized and various non-centralized Fisher distributions for
C = 4, T = 256. The centralized distribution corresponds to a situation for which
no signal is present, whereas the non-centralized distributions correspond to cases for a
signal with a certain snrp. Note that for higher snrp values, the distributions become more
separated. Now, given a significance level, say 95%, the probability of false alarms and
missed events can be computed as the area underneath the probability density functions.
Various other beamforming methods exist. For example, slowness vector components
can be estimated via a least-squares optimization. In that case, the time differences
are estimated from cross-correlation between sensor pairs (Szuberla & Olson, 2004).
Least-squares optimization is much faster than the grid search method, but does not
allow for detection of multiple signals in one time window. Also, the cross-correlation
function can be noisy in the case of a low signal to noise ratio, which can hamper the
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Figure 1.11. Overview of probability of detection, false alarms (red area) and missed events
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estimation of time differences between sensor pairs (Olson, 2004). Szuberla & Olson
(2004) develop a method to estimate the error bounds on slowness estimates, based on
the measured deviation from planarity. This measure can also be used to distinguish
far-field from near-field arrivals.
Frequency-domain or f−k techniques are a complimentary technique to the broadband
beamforming techniques. Coherent energy in different frequency bands with potentially
different wavevector parameters can be readily detected. This technique is not used in
this dissertation and the reader is referred to Smart & Flinn (1971) and Evers (2008).
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Figure 1.12. The current status of the CTBT IMS network. Upon completion, 60
infrasound arrays will record infrasound continuously.
1.2 Why is measuring infrasound important?
The relevance of specific branches of science depends on its applications; this is no
exception for infrasound. The detection of explosions is of particular interest, in the
context of nuclear explosion monitoring and military interest. Infrasound is assigned as
one of the monitoring techniques in the CTBT, which was signed in 1996. In context of the
CTBT, an international monitoring system (IMS) is being constructed (PrepCom, 1997).
The verification techniques include infrasound, seismics, hydroacoustics and radionuclides.
The IMS enables studies of the atmosphere, geosphere and hydrosphere and the interactions
in between. Upon completion of the IMS, the network will consist of 60 infrasound
arrays worldwide, recording infrasound continuously. On average, the stations are 2000
km apart from each other. Figure 1.12 shows the status of the infrasound IMS network
as of 2012; 46 stations have been certified. Many stations are tridiagonal arrays with a
central element, using MB2000/2005 (Commissariat a´ l’Energie Atomique) or Chaparral
5 (University of Alaska Fairbanks) microbarometers. These instruments comply with the
performance criteria that are specified in Operational Manual for Infrasound Monitoring
and the International Exchange of Infrasound Data, specified by the CTBT Organization
(CTBTO). Network processing, using detection bulletins from multiple infrasound arrays
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enables localization of sources through the method of cross bearing (Brachet et al., 2010).
Bearing estimates need to be corrected for wind in order to reduce the bias in the
localization (Evers et al., 2012). The network is designed to detect and localize nuclear
explosions down to an explosion yield of 1000 ton TNT equivalent.
Other applications, besides military applications and Test–Ban treaty related work
include:
• Monitoring of volcanoes for hazardous explosions and ash plumes: infrasound is
useful as a complementary dataset as optical measurements of ash clouds can be
hampered by clouds. Early warning of threats, especially in remote area’s can be
useful, for example for aviation (Garce´s et al., ress).
• Monitoring of tornadoes. It is currently difficult to determine objectively whether a
funnel cloud has reached the ground. Recent evidence shows a connection between
the track of strong tornado storms and bearing of the observed sound. The observed
sound is broadband and is also coherent at the lower audible frequencies (Frazier
et al., 2012).
• Monitoring of hurricanes. It has been established that microbarom source regions
form in the wake of the storm where the ambient ocean wave field is in the opposite
direction of the ocean wave field due to the hurricane (Hetzer et al., 2010). Observed
microbarom signals from hurricanes show strong deviations when the propagation
path is through the storm. This might be indicative of the storm strength, which
is difficult to measure (Blom & Waxler, 2012).
• Distinguishing between atmospheric events and seismic events. Small earthquakes
and sonic booms cause the same phenomena (Evers, 2008).
• Providing information on yield, location and origin time of explosions for forensic
investigations (Evers, 2008).
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• Observing atmospheric dynamics, propagating at subsonic or supersonic speeds.
This includes gravity wave activity (Blanc et al., 2010), atmospheric tides (Le
Pichon et al., 2005b; Assink et al., 2011), Sudden Stratospheric Warmings (Donn
& Rind, 1972) and aurora (Wilson & Forbes, 1969).
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1.3 Statement of the problem
The understanding and specification of the higher altitudes of the atmosphere, with
global coverage over all local times, is hampered by the challenges of obtaining direct
measurements in the middle and upper atmosphere. Developing methods to measure the
properties of the atmosphere above the stratopause is an active area of scientific research.
In spite of the progress made over the past decades in studies to measure properties
of upper atmospheric regions with ground-based or space-based probes, such as Radio
Detection and Ranging (RADAR), Light Detection and Ranging (LIDAR) or research
satellites, databases with actual atmospheric measurements above the stratopause remain
sparse. The current state-of-the-art specifications on wind, temperature and composition
in the mesosphere and lower thermosphere are given by semi-empirical models such as
the Horizontal Wind Model (HWM) and the Mass Spectrometer and Incoherent Radar
Model (MSIS) developed by the Naval Research Lab (NRL). More recently, the European
Center for Medium-Range Weather Forecast (ECWMF) and NASA has begun to produce
specifications up to 75 km altitude, based on global satellite soundings. (Drob et al.,
2010).
It has been pointed out in the past that the current atmospheric specifications are
inadequate to provide a full explanation of the observed infrasound, mostly the small-scale
variability and upper atmospheric arrivals. Since infrasound propagation is sensitive
to wind and temperature, this suggests that infrasound may be used to update wind
and temperature specifications in the upper atmosphere and potentially constrain other
parameters (e.g. absorption parameters). This is facilitated by the availability of continuous
infrasound recordings (i.e. the IMS network), high-resolution atmospheric specifications
in the lower atmosphere and the availability of propagation models. It has been estimated
that the largest uncertainties are in the measurement of horizontal winds. Acoustic
remote sensing does not require the development and maintenance of expensive equipment
or active sources. However, as the temporal resolution is high, the method provides
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certain advantages over other sensing methods. The improved matching of simulations
and observations could have further applications, such as yield estimation in the case of
an unknown explosive source.
The main goal of this dissertation research is to use existing infrasound data to update
upper atmospheric specifications. Various sub goals were defined:
1. Setting up an experiment to study the sensitivity of infrasound to the upper atmosphere
2. Extraction of relevant information from the experimental recordings.
3. Development and validation of forward models to simulate the infrasound arrivals.
4. Setting up a method to invert for upper atmospheric winds.
5. Application of this method to the experimental data.
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1.4 Outline of the dissertation
With the conclusion of this introductory chapter, the rest of the dissertation is
outlined as follows. In Chapter 2 the basic properties of the atmosphere and infrasound
propagation are reviewed. We have chosen to develop this topic in this dissertation
for two reasons. First of all, a basic understanding of the atmosphere and infrasound
propagation or the forward problem is essential in solving the inverse problem. Second of
all, a substantial part of the dissertation research was done in the context of infrasound
propagation. A new numerical method was developed to solve the linearized wave
equation for a stratified atmosphere with background flow, based on normal modes. The
mathematical framework has been developed by Allan Pierce in the 1960s (Pierce, 1963,
1967). The method is exact and is described in Appendix C; a few benchmark cases are
presented in Chapter 2 to indicate the limitations of the more approximate solutions that
are often used.
Chapter 3 focuses on the observational and experimental side of the research. A
review of existing studies is presented that have focused on the use of infrasound to
monitor atmospheric dynamics. Furthermore, results from an observational study in
Ecuador are presented in this chapter. Explosive signals from the Tungurahua volcano
are analyzed in the near field and the far-field and classified by mode of propagation. It
is found that the upper atmospheric arrivals are very sensitive to the atmospheric tides;
diurnal and seasonal variations in this sensitivity are observed that are not captured by
the state-of-the-art atmospheric specifications. The lower atmospheric arrivals do not
show this sensitivity; also the misfit in simulations and observations are very small in
comparison to the misfit for the upper atmospheric arrivals.
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The estimation of upper atmospheric wind speed updates from the observed data in
Chapter 3 is the focus of the research developed in Chapter 4. The parameterization of
the atmospheric specifications is discussed. For the application of the inverse method
to the Tungurahua data, we make use of empirical orthogonal functions to parameterize
the Horizontal Wind Model. The sensitivity of the various infrasound field quantities
to atmospheric model realizations is presented to discuss the non-linearity of the inverse
problem. A Bayesian analysis of the inverse problem is given to investigate the influence of
model parameterization and observational uncertainty on the inversion result. Finally, an
inverse method is described that makes use of a Levenberg-Marquardt search algorithm,
which is similar to the work developed by Drob et al. (2010).
A summary and recommendations for future research are provided in Chapter 5. The
dissertation is concluded by a number of appendices in which derivations of the wave
equation and various numerical solutions to it are presented. Most of these developments
have been presented in earlier work (Jensen et al., 1994; Brekhovskikh & Godin, 1999),
except for the new numerical solution for infrasound propagation in a stratified atmosphere.
The Fisher test, which is used throughout this dissertation for detection and beamforming
purposes, is derived as well.
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Chapter 2
THE ATMOSPHERE AND INFRASOUND
PROPAGATION
Abstract In this chapter, the global structure and dynamics of the atmosphere and
the theory relevant for infrasound propagation will be discussed. The relevance to the
dissertation topic is in the understanding of the features and limitations of various forward
propagation models. Given the specifications of the medium, propagation models allow
one to compute synthetic data to model observed data; this is called the forward problem.
In the inverse problem, medium parameters are estimated from possible discrepancies
between observables and synthetics (Tarantola, 2005; Snieder & Trampert, 2005), which
is the main research objective here. Understanding the forward problem is essential in
solving any inverse problem.
The mathematics behind infrasound propagation is mostly developed in the Appendices;
the application of this theory to the atmosphere is described in this chapter. The
derivation of the wave equation for a stratified medium with background winds, can
be found in Appendix A. The solution to this wave equation using ray theory, modal
expansions and parabolic equations (PE) are developed in Appendices B, C and D,
respectively. Most of the theory presented is a review of earlier research, such as presented
by Pierce (1963, 1967); Brekhovskikh & Godin (1999); Jensen et al. (1994).
The wide-angle modal expansion, described in this chapter and Appendix C is mathematically
speaking not new (Pierce, 1963, 1967), but the numerical method is novel. The intention
of developing this exact solution to the infrasound propagation problem in context of the
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dissertation research was to understand and quantify the limitations of the effective sound
speed approximation to the exact solution. The effective sound speed approximation
(Appendix A.4.1) in which the wind in the direction of propagation is added to the
adiabatic sound speed is typically used to model the effect of wind on infrasound propagation.
28
a.
 0
 20
 40
 60
 80
 100
 120
 140
 100  200  300  400  500  600  700
283 347 401 448 491
A l
t i t
u d
e  
[ k m
]
Temperature [K]
Adiabatic sound speed [m/s]
Tropopause
Thermosphere
Mesosphere
Stratosphere
Troposphere
Stratopause
Mesopause
b.
 0
 20
 40
 60
 80
 100
 120
 140
-50 -40 -30 -20 -10  0  10  20  30  40  50
A l
t i t
u d
e  
[ k m
]
Wind velocity [m/s]
Tropospheric jet
Stratospheric jet
Atmospheric tides
c.
 0
 20
 40
 60
 80
 100
 120
 140
 1e-08  1e-06  0.0001  0.01  1
A l
t i t
u d
e  
[ k m
]
Density [kg/m3]
Figure 2.1. An idealized model of a boreal summer atmosphere’s dominant features at
middle latitudes, relevant for infrasound propagation. A more realistic atmosphere shows
more variability, both spatially and temporally. Frames (a) through (c) show the absolute
temperature (solid)/adiabatic sound speed (dashed), horizontal wind (zonal (W-E)–solid,
meridional (S-N)–dashed) and density distribution up to 140 km altitude, respectively.
2.1 Atmospheric specifications
2.1.1 The basic structure and composition
In order to understand the interaction between infrasound propagation and the atmosphere,
a summary of the atmospheric structure and the dynamics will be given that is relevant to
infrasound propagation. Figure 2.1 shows a model of the vertical temperature, horizontal
wind and density distribution of a ’standard’ atmosphere up to 140 km (Lingevitch et al.,
1999). This ’toy model’ represents a smooth version of a typical summer atmosphere at
middle latitudes on the northern hemisphere. Although it captures many of the features
of a real atmosphere at these latitudes, it should be stressed that a real atmosphere is not
as smooth. Also, the atmosphere varies strongly with time and geographical location,
especially latitude. It would go beyond the scope of this dissertation to describe all
this variability. The toy model is useful in understanding the many atmospheric sound
propagation phenomena qualitatively, which is the objective of this chapter.
The atmosphere is considered to be a continuum of gas surrounding the Earth; each
layer has distinct characteristics, e.g. temperature, composition or electromagnetical
properties. Based on temperature (Figure 2.1a), one can distinguish the troposphere,
stratosphere, mesosphere, thermosphere and exosphere from ground to space. The regions
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in between these layers are referred to as the tropopause, stratopause, mesopause and
thermopause, respectively. The actual locations of these pauses vary per geographical
location and generally do not match the altitudes at which they are labeled in Figure 2.1a;
the temperature distribution is only qualitatively correct. As the speed of sound (and
sound propagation) is most sensitive to temperature gradients, this naming convention is
used in the infrasound community. The various layers will be described later on in this
section. The density of the atmosphere decreases exponentially with altitude, such as
shown in Figure 2.1c; 80% of the atmosphere’s mass is contained in the troposphere. The
approximation of continuity breaks down in the thermosphere, where the density is low
and the mean free path is high. The mean free path of molecules varies proportionally
to the inverse of density. Therefore, it increases exponentially with altitude from 10−7 m
at the surface to 1 m at 100 km (Salby, 1996). The fact that the atmosphere may not
be regarded as a continuum at thermospheric altitudes, implies that the classical wave
theory may be invalid for thermospheric propagation.
Alternatively, one may characterize the atmosphere based on composition, dividing
the atmosphere up into a homosphere, heterosphere and exosphere. The transition of
homosphere to heterosphere is around 100 km altitude (turbopause), the transition of
heterosphere to exosphere is around 500 km altitude (exobase), although the altitude of
the boundary is dependent on solar activity. Above the exobase, the number of atomic
collisions is negligible. The top of the exosphere is theoretically defined as the region
where solar activity starts to dominate over the influence of the Earth’s gravitational
field, although there is no clear boundary. In the homosphere, the atmosphere consists
of a mixture of nitrogen (78.09%), oxygen (20.95%), argon (0.93%) and carbon dioxide
(0.039%) and small amounts of other gasses (dry air). Additionally, a variable but small
amount of water vapor (1%) is present in the atmosphere, mostly in the troposphere.
Water mainly influences sound absorption levels. In the heterosphere, turbulent mixing
processes are damped because of the long mean free path and diffusion becomes the
30
dominant agent of mass transport (Gill, 1982). Therefore, the composition at altitude
becomes dependent on the molecular weight, causing stratification of the constituents
of air. Heavy molecules such as oxygen and nitrogen are present at the bottom of
the heterosphere, near the mesopause (Salby, 1996). Understanding of the atmospheric
composition is important for infrasound propagation as well, as the variations in composition
have implications for the equation of state and the intrinsic absorption. There is a
current lack of research regarding this topic. This is especially true for upper atmospheric
infrasound propagation, as these propagation paths sample the heterosphere significantly.
It should be stressed that much of the observed infrasound propagates through the
homosphere in which the air behaves like a nearly ideal, mildly viscous and conductive
gas (Waxler, 2010), which is relatively well understood.
The part of the atmosphere that is ionized by solar radiation, the ionosphere, extends
up from 50 km altitude towards the upper exosphere. It forms the inner edge of the
magnetosphere. During to geomagnetic storms, aurorae will be visible at high latitudes.
Aurora has an infrasonic signature (Wilson et al., 2010; de Larquier et al., 2010); in the
past, much work has focused on the explanation of aurora associated infrasound with
measurements collected on both hemispheres.
Troposphere
The troposphere is the lowermost layer in the atmosphere and contains about 80% of
the mass of the atmosphere. The altitude of the tropopause is marked by the altitude
where the temperature inversion starts and varies with latitude. The negative vertical
temperature gradient (lapse rate) is due to the fact that the troposphere is heated from
the Earth’s surface. This promotes vertical transport and mixing (τρopioς meaning
’overturn’). The region of the troposphere nearest to the Earth surface is referred to
as the planetary boundary layer (PBL). During the day the PBL is well-mixed and has
a turbulent character, with the negative lapse rate leading to upward sound refraction,
whereas at night it becomes stably stratified; during clear nights a temperature inversion
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Figure 2.2. 10 years of zonal and meridional wind jet observations above Sayarim military
base, South Israel (30.0 E, 34.8 N). The top and bottom frame shows the zonal and
meridional wind jets, respectively. The tropospheric and stratospheric jets are sampled
at 10 and 50 km altitude, respectively. The zonal component of the wind jet is much larger
compared to the meridional component. Also note seasonal variation in the windjets, which
is most clearly expressed in the zonal direction. The stratospheric jet is more steady in
the summer compared to the winter.
and wind jet allow for a sound duct between the ground and 100 to 300 m altitude (Waxler,
2002, 2003). The troposphere at middle latitudes on both hemispheres is characterized
by localized eastward wind jets (Figure 2.1b); the existence can be explained by the
thermal flow from the equator towards the poles. The relation between wind shear
and temperature gradient is described by the thermal wind relation, relating horizontal
gradients in temperature to vertical gradients in horizontal wind (Gill, 1982). This
relation follows from the horizontal (geostropic) and vertical (hydrostatic) balances on an
air parcel. The jet magnitude varies seasonally (Figure 2.2) and may form a tropospheric
duct if it is strong enough and overcomes the lapse rate.
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Stratosphere
The stratosphere is a stratified (στρατoς) layer in between the tropopause and stratopause.
The stable stratification is due to the increase of temperature with altitude, which in turn
is due to the increased absorption of UV radiation with altitude. Ozone is formed in the
stratosphere by interaction of the sun with oxygen molecules with heat as byproduct. A
further characteristic of the stratosphere is the existence of a stratospheric jet stream,
similar to the tropospheric jet stream but of larger scale and magnitude. The jet
is typically strong enough to overcome the small difference between the temperature
maximum at the stratopause and the ground. Therefore, the stratospheric jet is essential
in establishing a stratospheric duct that allows for long-range propagation in the stratosphere.
Near the poles, the surface temperature is typically cold enough so that a stratospheric
duct is formed based on temperature only. In addition, the stratospheric jet stream
reverses seasonally: on northern hemispheres the stratospheric jet flows westward during
the summer and eastward during the winter. The jet reverses during the equinoxes,
when the horizontal temperature gradient between pole and equator reverses (Figure
2.2). The same effect, but with opposite directions, occurs on the southern hemisphere.
Stratospheric temperatures are warmest in the polar region during the summer, while they
are coldest during the winter (Donn & Rind, 1972). This pattern may be interrupted
during Sudden Stratospheric Warmings (SSWs) that occur in the winter stratosphere,
mostly on the northern hemisphere. During such an event, stratospheric temperatures
increase dramatically. In addition, the polar vortex slows down rapidly (minor SSW) and
possibly reverses direction (major SSW). The cause of SSWs is the dissipation of large
scale planetary waves in the stratosphere, which are generated in the troposphere because
of orography and land-sea temperature contrasts (Hauchecorne et al., 2010; Schoeberl,
1978). SSWs have a strong effect on stratospheric infrasound propagation (Donn & Rind,
1972; Evers & Siegmund, 2009).
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Mesosphere
The mesosphere is the layer between the stratosphere and thermosphere; within the
layer the temperature decreases with height. This is due to the reduced effect of heating
by ozone and the cooling effect of CO2, which radiates the heat into space. Compared
to the stratosphere, the horizontal temperature gradient is reversed in the mesosphere
(Salby, 1996). Planetary waves, atmospheric tides, and gravity waves characterize the
dynamics of the mesosphere. Many of these features are generated in the troposphere
and stratosphere. The low density of the mesosphere causes an amplification of these
perturbations, in order to maintain a constant energy flux. Eventually, the wave motions
may become unstable and dissipate in the upper mesosphere. Relatively little is known
about the mesosphere, since direct sounding of the region is only possible with rockets,
although remote sensing techniques such as lidar (Gardner et al., 1995) and radar (Manson
et al., 2002) provide some information. Infrasound could be an additional remote sensing
technique, as thermospheric rays actually sample the mesosphere. Additionally, theories
of scattering of sound from inhomogeneities in the mesosphere have been developed.
Spectral properties of these signals have been related to statistics of anisotropic inhomogeneities
in the mesosphere (Kulichkov, 2010).
Thermosphere
Above the mesopause, the temperature increases with height due to absorption of
solar radiation by oxygen and nitrogen, which are present at the base of the thermosphere.
The duct between the ground and the lower thermosphere is formed mainly due to the
gradient. Temperatures are strongly dependent on solar activity; around 300 km the
temperature can vary from 600 to 2000 K (Gill, 1982); the concept of temperature is
different from what we are used to in the troposphere, because of the low density. The
thermosphere cannot be treated as an electrically neutral continuum; the thermosphere
consists of a plasma of free electrons and ions due to energetic solar radiation (Salby,
1996). The dynamics of the lower thermosphere is characterized by the atmospheric tides
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and gravity waves. Similar to the mesosphere, the wave motions increase with altitude,
until they dissipate at altitudes where they cannot be sustained. The attenuation of
sound in the thermosphere is severe (Sutherland & Bass, 2004). This will be further
discussed in Section 2.6.
2.1.2 Atmospheric coupling
Although the atmosphere can be considered predominantly as a stratified medium,
there is evidence for interaction between the various layers such as described in the
previous sections, e.g. see Akmaev (2011) and references therein. For this purpose,
whole atmospheric global circulation or ’high-top’ models have been developed, such as
the Whole Atmospheric Community Climate Model (WACCM). Both ’top-down’ and
’bottom-up’ effects are considered to be important (Gray et al., 2010). In numerical
weather prediction the higher atmosphere is often neglected, as most of the energy remains
in the troposphere. The interest in whole atmospheric modeling focuses on physical,
dynamical and chemical interactions, climate change in the upper atmosphere and its
effects on the lower atmosphere and vice versa. Finally, global modeling provides support
and interpretation of observational data from the whole domain. Global circulation
models can be coupled to a weather forecast system, such as the Navy Operational Global
Atmospheric Prediction System (NOGAPS-alpha, Eckermann et al. (2009)), for high
resolution input conditions. In recent work by Siskind et al. (2012), the authors establish
a coupling between variability in the thermosphere and the mesopause temperature based
on numerical simulations using a global circulation model. As variability in mesopause
temperature has been linked to variations in the stratosphere, the authors suggest a new
coupling mode between the stratosphere and the thermosphere.
2.1.3 Atmospheric dynamics
The atmospheric structure and composition described in the previous sections are
susceptible to various dynamical processes that occur on variable length- and timescales.
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The dynamics occur because the Earth is a tilted, rotating, uneven sphere that cause
uneven diurnal and seasonal distributions in radiative heating and cooling. Apart from
the global circulation and seasonal modulations, these dynamical processes are all atmospheric
wave phenomena that may be described with the basic equations of fluid dynamics. With
increasing frequency, one can distinguish planetary waves, atmospheric tides, internal
(gravity) waves, acousto-gravity waves and finally acoustic waves. Each of the large-scale
phenomena influence sound propagation and hence will be described briefly in this section.
A rigorous mathematical treatment of the various phenomena can be found in many
atmospheric textbooks, such as Gill (1982).
Seasonal and annual variations
As the Earth revolves around the Sun, the intensity of the sunlight on the various
regions of the atmosphere changes dramatically; it is mostly expressed near the poles.
Seasonal and latitudinal variations are the primary driving mechanisms for global atmospheric
circulation. An important consequence of the inhomogeneous global temperature distribution
is the driving of surface winds and the associated transport of water vapor. The associated
latent heat release provides additional drive to the tropospheric circulation cells and acts
as a forcing mechanism for the atmospheric tides. Additionally, the temperature induced
surface winds are a cause of wind noise at infrasound arrays.
The existing temperature gradients cause zonal jet streams in both the troposphere
and stratosphere that are relevant to infrasound propagation, such as described in the
preceding section. The poleward tropospheric thermal gradient explains the eastward
direction of the tropospheric jet; the meridional circulation pattern in the stratosphere
is more complicated and is described by global-scale dynamical models; circulation of air
from low to high latitudes in the lower stratosphere and from the summer to the winter
hemisphere in the upper stratosphere and mesosphere are important (Hauchecorne et al.,
2010). The circulation pattern may be interrupted by planetary waves and gravity waves.
The average tropospheric jetstream is about 40 ± 20 m/s, while the average stratospheric
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jet is 80 ± 40 m/s. Meridional winds are on the order of a few meters per second, while
vertical winds are typically negligible for infrasound propagation.
Geomagnetic forcing (e.g. due to a solar wind shock wave) is efficient in the high-latitude
ionosphere and affects upper atmospheric winds and temperatures and hence thermospheric
sound propagation (Garce´s et al., 2002). In addition, the forcing of the atmospheric tides
is dependent on the solar activity (Gill, 1982).
Planetary waves
Planetary waves (or Rossby waves) are global scale wave motions in the atmosphere
that emerge due to shear in rotating fluids, due to the change of the Coriolis force
with latitude. The wave periods range from 2 to 16 days and zonal wave numbers 1
to 5. Rossby waves originate from longitudinal variations in radiation, convection or
heating, interaction of atmospheric instabilities, land/sea contrasts or the interaction
of the circulation with topography and propagate westward. In the equatorial region,
Kelvin waves also exist; these propagate eastward and have a shorter period and higher
wavenumber (Gill, 1982; de Groot-Hedlin et al., 2010). One can observe planetary waves
as the displacement of the polar vortex out of zonal symmetry at high latitudes and by
the meanders of the jet stream (Salby, 1996). The waves are responsible for day-to-day
weather variations at mid-latitudes and cause SSWs. Thus, planetary waves have a large
influence on infrasound propagation and detection capability. Additionally, stratospheric
celerity fluctuations have been observed with periodicities of five days which suggest an
influence of planetary waves (Chapter 3). Since planetary waves propagate westward,
they can only propagate vertically in the winter hemisphere when the mean zonal wind
is eastward. This explains the rather erratic pattern of the stratospheric wind jet at 50
km during the winter, whereas the summer stratospheric jet is typically does not deviate
from the climatology, such as shown in Figure 2.2.
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Figure 2.3. Observations of pressure variations for five days in November 1919 in Potsdam
(Germany, 52.4 N) and Batavia/Jakarta (Indonesia, 6.0 S). The semi-diurnal tide is clearly
visible around the equator, whereas the pressure variations in Potsdam are dominated by
a change in weather. Figure from Lindzen & Chapman (1969).
Atmospheric tides
Atmospheric tides are periodic oscillations of the atmosphere; the basic characteristics
are described by classical tide theory which has been documented by Lindzen & Chapman
(1969). Tides are mainly excited by the Sun’s heating of the atmosphere, but there
is a small fraction of gravitational forcing and generation due to interaction with the
Earth surface as well. The Sun’s heating of the atmosphere occurs predominantly due
to absorption of UV-radiation by water vapor in the troposphere and ozone in the
stratosphere, in addition to absorption in the lower thermosphere by oxygen and nitrogen
(Donn & Rind, 1972). The stratopause is the most important source region. As the
heating of the atmosphere by the sun is dependent on the season, there is a seasonal
variation in the forcing of the tides. The periods of the tides are integral fractions of a solar
day (diurnal, semidiurnal, terdiurnal, etc.) as the heating function has a strong harmonic
pattern (a square wave to first approximation). Observations of atmospheric tides show
that the largest amplitudes are found for the diurnal and semi-diurnal periodicities. Solar
tides may be grouped into migrating and non-migrating tides. This classification is based
the relative motion of the tide with respect to the sun.
The tides can be considered linear perturbations of a background stratified medium.
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Figure 2.4. Temperature and wind perturbation model at 100 km altitude for September
2005. Every snapshot corresponds to three hours, all 8 make up the model for one day.
The most important diurnal and semi-diurnal atmospheric tides are shown, both migrating
and non-migrating. Figure is under the Creative Commons Attribution-Share Alike 3.0
Unported license and is adapted from Wikipedia (TIMED program, 2012).
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The solution to the system of equations for fluid motion on a rotating sphere are the tidal
modes, which are eigenfunctions of Laplace’s tidal equation. As the modes propagate
upward towards a more rarefied atmosphere from the source regions, the amplitude of
the motion increases exponentially, in order to keep the energy flux constant (e.g. Figure
2.1b). Atmospheric tides are difficult to observe at ground altitudes at moderate latitudes,
as the signal is weak and the day-to-day variability due to weather is typically much larger.
Tides may be observed in the tropics (see Figure 2.3). Although the diurnal signal is
largest around the stratopause, the semi-diurnal component propagates more effectively
in the atmosphere; the diurnal tide gets trapped into the vertical (Plumb, 2003). The
diurnal tide dominates in the tropics and has a maximum during the equinox when
the solar heating is symmetric around the equator. The semi-diurnal tide dominates at
mid-latitudes and penetrates deeper into the lower thermosphere due to a longer vertical
wavelength (de Groot-Hedlin et al., 2010); the diurnal tide begins to dissipate above 115
km. Figure 2.4 shows 8 snapshots of a temperature and wind perturbation model due
to the most important semi-diurnal and diurnal non-migrating and migrating tides at
100 km altitude. The model is based on observations from the Thermosphere Ionosphere
Mesophere Energetics and Dynamics (TIMED) satellite. Every snapshot corresponds to
3 hours; the model repeats itself after 24 hours. It is clearly shown that the tidal forcing
is strongest around the equator, which can be explained by the influence of the sun.
The tides dominate the dynamics of the mesosphere and lower thermosphere and are
responsible for transporting momentum throughout the atmosphere. Therefore, the tides
form an important part of the whole atmospheric circulation. Attenuation of the tides
occurs in the lower thermosphere, as the atmosphere cannot support wave motions any
more at these altitudes. Additionally, breaking occurs due to turbulence from breaking
gravity waves. The basic features of the atmospheric tides are well understood and
captured in empirical and theoretical models. However, the day-to-day variation, for
example due to nonlinear wave-wave interaction and wave-mean flow interaction is not
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well-understood, and has been shown to be significant (Akmaev et al., 2008).
As the atmospheric tides cause periodic fluctuations in temperature and horizontal
wind, tides have a pronounced effect on infrasound propagation. The sensitivity of
infrasound to atmospheric tides will be discussed in Chapter 3.
Internal (gravity) waves
Atmospheric gravity waves are relatively small-scale disturbances in the atmosphere
that result from the stratification of mass in the atmosphere (Gill, 1982; Salby, 1996).
They may be produced a variety of sources in the lower and middle atmosphere, such
as flow over mountains, wind shear, convection and instabilities such as wave-wave
interaction. Typically, gravity waves have a horizontal wavelength in between 10 and 200
km, a vertical wavelength on the order of 10 km and a phase velocities up to 80 m/s. The
frequency band spans from the Coriolis parameter f to the Brunt-Va¨isa¨la¨ or buoyancy
frequency N ; from low-to-high frequency, gravity waves are classified into inertio-gravity
waves, gravity waves and acoustic gravity waves. At the lower frequency end, the effects
of rotation become important in the dispersion relation (Fritts & Alexander, 2003). The
Coriolis parameter is a function of latitude and Earth rotation frequency Ω: f = 2Ω sinφ,
where φ is latitude. The buoyancy frequency is the frequency at which a parcel will
oscillate in a statically stable atmosphere:
N2 = −g
2
c2
− g
ρ0
dρ0
dz
(2.1)
The atmosphere is in general statically stable, as the density in the atmosphere is
exponentially decreasing. The buoyancy frequency quantifies how stable the stratification
is. The larger the buoyancy frequency, the more stable a medium is and the broader
the propagating gravity wave spectrum is. The atmosphere is neutral for N2 = 0; the
atmosphere is unstable and buoyancy forced motions are suppressed for N2 < 0. In
that case, mixing will occur until the medium is stable. The buoyancy indicates the
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maximum frequency of gravity waves in a layered medium, such as the atmosphere. In
the troposphere, the buoyancy frequency is about 0.01 Hz; in the lower stratosphere
the frequency is about 70% larger (Gill, 1982; de Groot-Hedlin et al., 2010). So, gravity
waves are small departures from a stably stratified medium with buoyancy as the restoring
force that results from the adiabatic displacement of air parcels, such as described by the
Brunt-Va¨isa¨la¨ frequency.
Gravity waves affect the global atmospheric circulation by transporting energy in the
atmosphere and contribute to turbulence. Turbulence is often associated with breaking
of gravity waves, especially in the higher atmosphere (Hauchecorne et al., 2010). The
Richardson number (Ri), the ratio of the Brunt-Va¨isa¨la¨ frequency over the vertical wind
gradient is indicative of the tendency of the medium to remain stratified. Typically,
for Ri < 1
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, gravity waves become dynamically unstable (Gill, 1982). At present, the
internal spectrum of gravity waves from 0 to 120 km relevant to infrasound propagation
physics can only be described statistically. The parameterization of the gravity wave
spectra involves specification of the source characteristics, the wave propagation and
the effect on the background atmosphere. The spectral shape is determined by wave
saturation conditions. The statistics have been established by observations throughout
the atmosphere, including satellite-based observations and ground-based observations,
such as radar, lidar, rocket soundings and radiosondes (Fritts & Alexander, 2003).
Gravity waves are relevant to infrasound propagation, as infrasound waves are scattered
by the motion of the gravity waves (Kulichkov, 2010), such as shown in Figure 2.9i. This
interaction with gravity waves causes the classical shadow zone to be filled up with
acoustic energy (Figure 2.6) and adds detail to the arrival structure in the far field, such
as shown in the recordings in Figure 2.11. In addition, interaction with gravity waves
adds to the waveform complexity of the refracted arrivals. Gravity wave spectral models
are used in infrasound propagation studies to simulate the influence of gravity waves on
the propagation, for example in the study by Matoza et al. (2011). Norris et al. (2010)
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Figure 2.5. Comparison of the zonal winds from the Horizontal Wind Model (HWM),
revisions 1993 (red) and 2007 (blue). This model counts as the state-of-the-art for the
upper atmospheric research community. Figure adapted from Drob et al. (2008).
apply an inverse Fourier transform to a random phase signal, convoluted with gravity
wave spectrum profiles, such as the spectrum by Gardner et al. (1995).
2.1.4 Overview of atmospheric models
Atmospheric properties vary rapidly over space and time, measurements are sparse;
uncertainty increases typically with increasing altitude. The average state is captured in
the specifications and is provided by (1) local observations, (2) empirical models and (3)
numerical weather prediction (NWP) analyses:
• Local observations, usually gathered by means of radiosonde (0 - 35 km) or rocketsonde
(35 - 75 km) are useful for regional (< 200 km) propagation studies. The profiles
may be subject to calibration biases and measurement errors.
• Data from ground-based weather stations and meteorology satellites is assimilated
in numerical weather models, such as the Weather Research and Forecasting (WRF)
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model. Amongst atmospheric modeling centers are the National Center for Environmental
Prediction (NCEP). The predictions are currently limited to stratospheric altitudes,
but the predictions are considered to be a trustworthy source with a high spatial
resolution. However, temporal resolution is typically low, at 6-hour intervals.
• Empirical models, based on historical observations, are useful in that they provide
large-scale information on atmospheric structure and circulation. Popular models
include the Mass Spectrometer and Incoherent Radar Model - Extended (MSIS-E;
Hedin (1991); Picone et al. (2002)) and the Horizontal Wind Model (HWM; Hedin
et al. (1996); Drob et al. (2008)). These models provide climatologies for temperature,
density, composition and atmospheric winds from ground to space. Naturally
occurring spatiotemporal stochastic variations that affect infrasound propagation
are not accounted for. The latest revision of the MSIS-E and HWM models are
MSIS-E-00 and HWM07. MSIS-E accounts for the solar extreme ultraviolet flux
and geomagnetic heating, which are the main drivers of the upper atmosphere.
In MSIS-00, the total mass density was modified due to the inclusion of drag
and accelerometer data in the database. Sensitivity due to solar variations and
compositional variation at high latitudes was also added. Additionally, it was
shown that HWM07 dramatically changed from it predecessor, HWM93 (Figure
2.5). HWM07 is based on additional on an extensive database of new ground-
and space-based wind measurements, including the Wind Imaging Interferometer
(WINDII) and the High Resolution Doppler Interferometer (HRDI) on the Upper
Atmospheric Research Satellite (UARS) by NASA, optical and radar measurements
from the NSF-CEDAR database and lower atmospheric NCEP data. In the thermosphere,
HWM consist of two parts, a quiet-time and a geomagnetically disturbed portion.
By fusing information from these sources, hybrid models (e.g. European Center for
Medium Range Weather Forecasting (ECMWF) and Ground-to-Space (G2S) models)
are built that try to combine the advantages of the different data types. Typical G2S
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specifications (Drob et al., 2003) are based on 4× daily NOAA operational Global Forecast
System (GFS) analysis products from 0 to 45 km (1 hPa) (Kalnay et al., 1990), the 4×
daily stratospheric analysis from 35 to 75 km (10 to 0.01 hPa) from the NASA Goddard
Space Flight Center, Modern Era Retrospective-analysis for Research and Applications
(MERRA) system (Rienecker et al., 2008), and above 65 km the HWM07 and MSISE-00
empirical models (Drob et al., 2008; Picone et al., 2002). NWP specifications are utilized
below 65 km and additional geophysical fluid dynamics constraints are used. ECMWF
provides specifications up to 75 km. The basic spatial resolution for both G2S and
ECMWF is on the order of 1◦ by 1◦; higher resolution tropospheric specifications from
NOAA’s Rapid Update Cycle (RUC) fields have recently been implemented. Above 35
km, the wind fields are derived from the thermal wind balance and are compared against
independent measurements if available; typically the uncertainties in temperature and
wind are 1.5 K and 2 ms−1 near the surface, increasing to 2.5 K and greater than 5 ms−1
near the stratopause. For the empirical models, this is about 10-15 K and 20-25 ms−1
(Drob et al., 2010).
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2.2 Sound propagation in the atmosphere
2.2.1 Introduction
Sound propagation in the atmosphere and oceans has been widely studied (Brekhovskikh
& Godin, 1999; Jensen et al., 1994; Salomons, 2001; Pierce, 1967). Over the past decades,
various computational methods have been developed to solve the wave equation in both
range-independent and range-dependent media. As the solution of the wave equation
for most propagation problems can be computationally demanding, one reduces the
dimension of the problem by transforming into the frequency domain and by assuming
axisymmetric geometry. The obtained Helmholtz equation can be solved by a variety
of methods, including geometrical acoustics, normal modes, wavenumber integration
and Parabolic Equation (PE) techniques. These methods can be used to propagate
an arbitrary waveform in the time-domain through Fourier synthesis, but this involves a
computation over a frequency band (Jensen et al., 1994), which makes the computation
time longer. Time-domain solutions include finite-difference and pseudo-spectral methods
that solve the linearized acoustic equations directly (Jensen et al., 1994; de Groot-Hedlin,
2008; Velea & Waxler, 2011).
Geometrical acoustics, or ray theory, is a high-frequency approximation to the full
wave-equation and hence does not provide a full solution. The approximation is based
on describing the field variables by an asymptotic ray series, for which only the terms of
highest order are kept. The implication is, that ray theory is only valid for changes
in the medium that are small on the order of a wavelength. The resulting eikonal
and transport equations describe the geometry, traveltime and amplitude of infinitely
thin rays that propagate outward from the source. Although approximate, ray theory
provides a clear physical picture of the basic propagation phenomena and allows for an
easy understanding of the more involved full-wave solution. In addition, ray propagation
is extremely fast. Ray theory has been widely used in many scientific fields, including
seismology, underwater acoustics and atmospheric acoustics (Blom & Waxler, 2012). Ray
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theory for wave propagation in a 3D inhomogeneous atmosphere with background wind
is described in Appendix B.
Considering full-wave techniques, in atmospheric (audible) acoustics, wavenumber
integration and PE techniques have been preferred. A notable exception is the work
carried out to model the sound field in the nocturnal boundary layer (Raspet et al., 1992;
Waxler, 2002, 2003), for which normal mode expansions have been derived. Wavenumber
integration (e.g. Talmadge & Gilbert (2000)) and time-domain solutions are numerically
accurate, robust and may be used in a wide variety of environments, but are computationally
expensive. PE’s are fast, accurate and allow for the the inclusion of range-dependent
environments, but slow down when larger grazing angles are required. In general, these
schemes work well regardless of the sound speed profile or boundary conditions but
obscure the fact that the physics of ducted sound propagation is modal. The ’Green’s
function PE’ (GFPE) (Gilbert & Di, 1993) allows for a more analytical description of the
field, but the algorithm is limited to propagation near the horizontal. A PE derivation is
presented in Appendix D.
Normal mode expansions for range-independent environments can be very efficient
numerically, and can be extended to deal with range-dependent atmospheres (Jensen
et al., 1994; Godin, 2002a). As the problem of atmospheric sound propagation is intrinsically
lossy and thus non self-adjoint, the well-known expansion in orthonormal eigenfunctions
cannot be used and one has to express the non self-adjoint problem as a perturbation of
the self-adjoint problem. This allows one to model the imaginary part of the complex
horizontal wavenumber accurately for weak absorption. Alternatively, one can perform
a search for the eigenvalues in the complex plane but this is numerically not very stable
(Jensen et al., 1994). Normal mode expansions are described in Appendix C.
Many recent infrasound ground-to-ground propagation studies, such as Evers & Siegmund
(2009); Matoza et al. (2011), have involved observations of natural infrasound sources on
existing arrays. These existing arrays are typically located at medium-long distances
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from the source, which necessitates the use of a range-dependent model to simulate the
propagation. In addition, range-dependent models allow for the inclusion of small-scale
anisotropic inhomogeneities in the simulations (Chunchuzov et al., 2011b), see Figure
2.9i. As few coupled mode propagation codes have been developed, most of these studies
have utilized the PE method (Lingevitch et al., 2002; Norris et al., 2010). Finite-difference
time-domain methods have been applied to model acoustic signals from intra-cloud lightning
(Pasko, 2009), sprites (de Larquier & Pasko, 2010) and aurora (de Larquier et al., 2010).
Recently, a wide-angle modal expansion has been developed and has been applied to
study regional ground-to-ground propagation for explosive volcanic signals (Assink et al.,
2011).
The wide-angle modal expansion is an exact solution for a downward refracting
range-independent atmosphere with ambient flow and a rigid ground boundary condition.
The solution goes beyond the effective sound speed approximation, which is typically
used in modeling full-wave infrasound propagation, allowing for the validation of existing
codes. A theoretical description of this approximation and its limitations is found in the
work by Godin (Godin, 2002b). The effective sound speed approximation relies on three
assumptions. First of all, it is assumed that propagation angles are close to the main
propagation direction. For atmospheric infrasound propagation, this implies that the
approximation breaks down for propagation angles that are far from the horizontal. The
rays that correspond to these angles typically propagate in the upper atmospheric layers,
such as the mesosphere and lower thermosphere. Furthermore, out-of-plane propagation
is assumed to be negligible and small Mach numbers are assumed. Later on in this
chapter, we will see that the crosswind interaction and Mach numbers may be significant.
Hence, it may be concluded that the effective sound speed approximation is of limited
use in studying infrasound propagation.
In this section, we will describe the concepts of sound propagation in a stratified
medium, which we assume the atmosphere to be. The most important features of the
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atmospheric structure and composition have been described in the previous section. In
addition, a variety of dynamical features have been distinguished, each occurring at a
different spatial and temporal scale. Both the mean background (’quiet’) state of the
atmosphere and the more dynamical elements influence sound propagation in their own
way, in accord with the theory of wave propagation. The qualitative and quantitative
understanding of how infrasound propagation is influenced by the atmosphere and how
this may be observed is a current topic of scientific interest. A summary of our current
understanding will be presented here.
We will model sound propagation with a linearized wave equation, derived for a
stratified medium with a two-dimensional background flow. The wind field is typically
decomposed into a zonal (eastward positive) and a meridonal (northward positive) component
(Figure 2.1b). The approximation of range-independence is generally valid at regional
distances. The directional nature of the wind causes the propagation pattern to be
anisotropic.
(
1
c2
(
∂
∂t
+ v0,H · ∇H)2 −∇2H − ρ0
∂
∂z
1
ρ0
∂
∂z
)
pA(r, t) = 0 (2.2)
This wave equation is derived from first principles and further explained in Appendix
A; we choose here to solve the equation using ray theory (Appendix B) and modal
expansions (Appendix C). For the purpose of solving the wave equation in range-dependent
media, one may make use of Parabolic Equations (PE), such as developed in Appendix
D. In the PE approximation, a one-way equation is solved over a a sequence of smaller
range steps for which the atmosphere may be considered stratified. This approximation
holds for weak range-dependence. Nonlinear propagation effects are not described by this
equation; a nonlinear wave equation must be solved for that.
For a purely stratified medium, sound field from a source with spectrum Q(ω) can be
expressed as horizontally propagating plane waves with wave vector k(ω), multiplied by
a z dependent amplitude factor ψ(k, z).
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Figure 2.6. Upward refraction in a stratified atmosphere.
pA(r, z, t) =
∫ ∞
−∞
∫ ∞
−∞
Q(ω)
[
ψ(k, zsrc)ψ(k, z)
ei(k·r−ωt−
pi
4
)√
8pi|k|r dk
]
dω (2.3)
In the case of a downward refracting atmosphere, the inner integral can be approximated
by a sum (see Appendix C). The amplitude factors ψ(k, z) are the normal modes of the
wave guide. Although sound waves in the atmosphere are not described by pure plane
waves, the plane wave description may be used to discuss far-field propagation phenomena
on a local scale where the medium can be treated as homogeneous. When an incident
plane wave is incident on an interface between two layers, refraction and reflection will
occur. In the original medium, the motion can be described as a superposition of the
incident and the reflected wave; in the second medium there is only the refracted wave.
In the case of a vertically stratified medium, refraction and reflection is expressed by
changes in the vertical wavenumber; the horizontal wavenumber remains constant.
2.2.2 Refraction
The change of direction of a wavefront is called refraction. In the atmosphere,
refraction occurs because of gradients in wind and temperature. Refraction is well
illustrated by ray theory and the associated ray equations (Appendix B):
dr
ds
=
cg
cg
=
1
cg
[
v0 +
c
ν
ν
] dν
ds
= − 1
cg
[
ν
∂c
∂x
+ νj
∂v0,xj
∂x
]
(2.4)
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where cg =
cν
ν
+ v0 is the group velocity, which describes the propagation velocity along
the ray, c and v0 are the temperature dependent (adiabatic) sound speed and the back
ground wind, respectively. Here, r denotes position of the ray and ν is the normal to the
wavefront, which is a surface of constant phase. Variable s denotes the position along the
ray path. The wave normal ν is not parallel to the tangent to the ray, which is described
by dr
ds
, except for a windless atmosphere (Brekhovskikh & Godin, 1999). Refraction, or the
change in the direction of the wavefront ν is described by the second differential equation
dν
ds
. Indeed, refraction is dependent on gradients in temperature (adiabatic sound speed)
and wind. For a vertically stratified medium, horizontal gradients vanish and the number
of equations reduce to four. In that case, refraction is only dependent on vertical gradients
in temperature and wind. The refractive effects of horizontal wind v0,H and temperature
T in a direction kˆ can approximately be combined: ceff =
√
γRT + kˆ · v0,H
(see Appendix A).
Consider a plane wave with a finite wavelength propagating through a stratified
atmosphere with a negative vertical effective sound speed gradient; Figure 2.6. The lower
part of the wavefront will be propagating faster than the upper part of the wavefront.
Hence, the wavefront will refract upward. Downward refraction follows from a similar
argument; rays turn approximately at altitudes where the sound speed is larger than
the phase velocity (propagation forbidden). Simulation of refraction in a toy atmosphere
is shown in Figure 2.7a. The shape of the effective sound speed profile determines the
qualitative pattern of the ducted sound field.
2.2.3 Reflection and ground interaction
One may distinguish in between specular and diffuse reflection; only the first kind
is relevant for infrasound propagation. Specular reflection corresponds to mirror-like
reflection, for which the direction of a ray is reflected in one direction, with the angle
of reflection with respect to the surface normal being equal to the angle of incidence.
The incident and reflected wavefront normal and the surface normal form a plane. While
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Figure 2.7. Comparison of a full-wave and ray theory simulation through a toy atmosphere
(Figure 2.1) with a stratospheric and thermospheric duct. (a) shows rays and transmission
loss estimates at 0.5 Hz. Darker colors refer to smaller losses. Note that acoustic energy
propagates in regions where no rays propagate, which is due to diffraction. (b) shows
the corresponding broadband computation at various ranges at z = 0 km in blue with
predictions from ray theory in red. The ’slow’ stratospheric arrival vanishes in ray theory
at distances beyond 265 km, but persist in the full-wave simulation.
this statement is true for a motionless or effective motionless medium, there will be an
asymmetry in the angle of incidence and reflection for a moving medium. In terms of rays,
the reflected wavefront normal may be computed using the expression for the wavefront
normal, where θr = −θi:
ν(sr, θ, φ) =
coνˆ(sr)
co + v0 · νˆ(sr) νˆ(s) =

cos θr sinφ
cos θr cosφ
sin θr
 (2.5)
Here, φ and θ are azimuth and inclination of the wavefront normal, respectively.
The reflection coefficient and transmission coefficient describe the amplitudes of the
reflected and refracted waves relative to the incident wave. The reflection coefficient
is directly proportional to the impedance contrast between the two layers. Neglecting
losses, the amplitude of the reflected and the transmitted wave must equal the amplitude
of the incoming wave. Impedances, reflection and transmission coefficients are complex
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valued in general, and are dependent on frequency and incidence angle (Pierce, 1981).
In full-wave propagation modeling, the boundary condition on the ground is formed by
the impedance boundary condition, which involves the derivative of the pressure and the
value of the pressure on the ground. The relation between these two is given by Euler’s
equation and the impedance.
ρ0
∂
∂t
vA = −∇pA → iωρ0vA,z = −iωρ0 pAZ(ω) =
∂pA
∂z
(2.6)
where Z(ω) = pA
vA·nˆ ≈ −
pA
vA,z
is defined as the local acoustic impedance with pA,vA and nˆ
being the acoustic pressure, velocity and surface normal in the direction of the ground,
respectively (Pierce, 1981). Local impedance implies vertical propagation into the ground
or that impedance is independent of incidence angle. The impedance boundary condition
is:
∂pA
∂z
∣∣∣∣
z=0
= −CpA|z=0 (2.7)
with C = iωρ0(0)Z(ω) .
For rigid ground, impedance Z goes to infinity. In that case, the impedance boundary
condition simplifies to a Neumann boundary condition on the ground. It has been found
that for outdoor sound propagation at audible frequencies, the interaction with the ground
is significant and a finite complex-valued impedance model must be used (Gilbert & Di,
1993). The real part represents the loss mechanisms while the imaginary part models the
compliant part of the ground. For infrasound propagation at sufficiently low frequencies,
it is typically assumed that the boundary condition on the ground is rigid, although
little is known about impedance models at these frequencies. It seems likely that ground
interaction is dependent on the soil type (Waxler, 2002). Figure 2.8 shows a comparison
of sound propagation over rigid ground versus a complex impedance plane in a downward
refracting atmosphere.
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Figure 2.8. Comparison of propagation using the PE method over rigid ground (a) versus
a complex impedance plane (b) at 10 Hz. The interaction with the ground is simulated
with a complex impedance model, such as used in Gilbert & Di (1993).
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Apart from reflections of the ground, arrivals that are diffracted/partially reflected by
small scale inhomogeneities in wind and temperature (Figure 2.9i), may be observed.
These inhomogeneities can be due to various atmospheric processes, such as gravity
waves, turbulence due to wave-wave interaction or wind shear. Typically, atmospheric
specifications represent the average state of the atmosphere and do not show these small
scale inhomogeneities. The inhomogeneities tend to be larger at higher altitudes due to
the lower density. Section 2.3 describes reflections from localized layers with high vertical
wind shear.
2.2.4 Diffractive propagation effects
The wind model such as shown in Figure 2.1b is not quite representative of the
atmosphere, as it only provides an overview of the dominant large scale features. In
reality, wind jets of smaller length scale and/or magnitude exist as well, such as shown
in Figure 2.12a. As atmospheric specifications are spatially and temporally averaged,
the smaller scale features are typically not captured. The most obvious effect that a
wind jet has on sound propagation is the refractive effect, which is captured by ray
theory. As the scale of the wind jet approaches the wavelength of sound (or vice versa),
diffractive effects become more pronounced. Diffraction is fairly broadly defined as the
scattering that occurs when a wave hits an obstacle. This may be the bending of waves
around small obstacles or the spreading past small openings, for example. Diffraction is
frequency-dependent and vanishes in the limit where wavelengths are small compared to
inhomogeneities in the medium. Full wave theory is needed to explain these phenomena.
In the the narrowband simulation in Figure 2.7, it can be seen that acoustic energy
is present where no ray propagates, due to diffraction. The corresponding time-domain
simulation shows the stratospheric pair (Evers & Haak, 2007; Waxler et al., 2010) at
various ranges. It is shown that the ’slow’ stratospheric arrival vanishes at ranges beyond
265 km for ray theory (red; Blom & Waxler (2012)), whereas the arrival persists in
the full-wave modal simulation (blue). The range at which the slow arrival vanishes in
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ray theory is marked by a caustic (a focal point), which also explains the relative large
amplitude of the ray theoretical slow arrival at 265 km. The ’fast’ arrival goes out to
infinity for both ray theory and the full-wave simulation.
Another example of diffraction is shown in Figure 2.9i, where propagation through
three atmospheres is visualized with the PE method. The simulation in the upper left
corner shows propagation in a basic G2S profile; the other simulations show propagation
in the same profile, but now including different realizations of small-scale inhomogeneities
in wind and temperature. The realizations have been generated using a model that is
based on actual gravity wave spectra measurements. It is shown that the interaction with
atmospheric inhomogeneities complicates the basic propagation pattern. Reflections can
occur along the raypath wherever a strong impedance contrast exists, apart from the
ground surface. Additionally, scattering off anisotropic inhomogeneities in temperature
and wind in the upper atmosphere can cause acoustic energy to leak into the classical
shadow zone (i.e. Figure 2.7) or add to the signal in the zone of audibility. It is shown in
Figure 2.9ii that the addition of small-scale structure to the specifications adds localized
and continuous acoustic energy to the basic pattern. As such structure is often observed in
the field (e.g. Figure 2.11), the influence of small-scale structure on acoustic propagation
is considered to be important (Kulichkov, 2010; Chunchuzov et al., 2011b). The influence
of small-scale structure on propagation is a current topic of research.
The relation between inhomogeneities and variance in traveltime and slowness estimates
is discussed in Kulichkov (2010). Chunchuzov et al. (2011a) report on the correspondence
of spectral characteristics of fine structure and these ’partially reflected’ arrivals. The
method allows for studying statistics of small scale structure based on the spectral content
of the recorded infrasound signals. The theory, described in Chunchuzov et al. (2012),
has been applied to stratospheric and thermospheric recordings from Tungurahua volcano
(Chapter 3) and is shown in Figure 2.10. The stratospheric and thermospheric signals
have a spectral tail with a f−3 slope, in contrast to the noise.
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Figure 2.9. Observations and simulations of stratospheric, mesospheric and thermospheric
arrivals from Tungurahua volcano, Ecuador on 15 July 2006 (see Chapter 3). The data
has been band pass filtered between 0.02 and 0.2 Hz. (i) Frequency-domain modeling
of diffracted signals due to small-scale anisotropic inhomogeneities. Two realizations of
the inhomogeneities are produced using a spectral gravity wave model. Simulation ’G2S’
shows propagation through a smooth, averaged profile. Simulations ’G2S+Fine1’ and
’G2S+Fine2’ include scattering due to anisotropic inhomogeneities; in the latter case,
there is no strong stratospheric duct. (ii) Comparison of observations and time-domain
simulations for the three cases. Figures are adapted from Chunchuzov et al. (2011b).
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Figure 2.10. Comparison of normalized signal (a) and noise (b) power spectral density
measurements with a theoretical curve that describes the scattering of N-waves from
anisotropic temperature and wind inhomogeneities, following Chunchuzov et al. (2011b).
The signals are stratospheric and thermospheric signals from Tungurahua volcano, Ecuador
(Chunchuzov et al., 2012). The stratospheric and thermospheric signals have a spectral
tail with a f−3 slope, in contrast to the noise.
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Figure 2.11. Example of ”localized” and ”continuous” components in an infrasound
recording from an explosion at 165, 286 and 434 km distance along the same azimuth of
45◦. The localized components have a clear waveform and relative large amplitude, whereas
the continuous components are less distinct and have a smaller amplitude. The dots are
the detections, the thin dashed line represents the theoretical bearing to the source.
The associated PE simulation is shown in Figure 2.12; the simulation shows that the array
at 165 km is in the stratospheric shadow zone, while being in the tropospheric zone of
audibility. Both arrays at 286 and 434 km are in the tropospheric and stratospheric zone
of audibility. Thermospheric arrivals are never predicted, due to the overestimated intrinsic
absorption in the mesosphere and lower thermosphere.
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Figure 2.12. Example of a simulation at 0.5 Hz that shows leaking through the
tropopause due to the finite width of the jet. The arrival structure in the far field
consist of tropospheric, stratospheric and a mixed tropospheric-stratospheric arrival. The
tropospheric waveguide is clearly range-dependent beyond 350 km distance from the source.
Another important diffraction effect is the leaking or ’tunneling’ of sound through a
wind jet or another region where sound is not allowed to propagate from a ray theoretical
perspective. The degree of tunneling for a given mode at a given frequency ω can be
estimated by evaluating the phase velocity cp dependent WKB tunneling factor W(cp):
W(cp) = e−
f
F (cp) where
f
F (cp)
= ω
∫ zc
0
√
1
c2p
− 1
c(z)2
dz (2.8)
The consequence for broadband signals is that tunneling through wind jets is enhanced
at lower frequencies and higher phase velocities, while ducting is enhanced for the higher
frequencies and lower phase velocities.
A modal analysis is helpful in visualizing the tunneling effect for sound propagation
in the atmosphere. Figure C.2 shows a selection of normal modes for a toy model, shifted
by the appropriate phase velocities. Note that the modes are oscillatory in the regions
where propagation is allowed while they are exponentially decaying in the region where
propagation is not allowed. The transition in between is smooth and not abrupt, as is
clearly shown by the behavior of the normal modes. The normal mode colored in red
would correspond to a mode ’leaking through’ the stratospheric sound speed maximum.
Figure C.2b shows a similar effect, leaking to the ground. Hence, wind jets act like
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a highpass filter for ducting, while it acts as a lowpass filter for tunneling behavior.
Similarly, leaking to the ground is like a low-pass filter. Thus, the tropospheric waveguide
may act as a bandpass filter for ground-to-ground propagation, due to tunneling effects
on both ends (Waxler et al., 2011).
Figure 2.12b shows an example in a realistic atmosphere. The thin tropospheric jet
forms a tropospheric duct near the source (red line). Up to a critical grazing angle
φc ≈ arccos
(
cg
cj
)
, where cg is the effective sound speed on the ground and cj the effective
sound speed at the maximum of the jet, sound gets trapped in the troposphere. Beyond
this angle, sound propagates into the stratosphere. Near the critical angle, the sound
leaks away to the stratosphere, due to the small width of the jet. In contrast, the
stratospheric jet is thick enough to support a ’fast’ arrival that tends to go out infinity
at its critical angle (Evers & Haak, 2007; Waxler et al., 2010), although leaking occurs to
some degree. Figure 2.12 shows that the energy with a grazing angle around φc will leak
to the stratosphere, after propagating a short distance in the troposphere. The energy
will subsequently refract in the stratosphere. It is important to stress that the ray theory
would not simulate this effect correctly, as it is a high-frequency approximation to the
wave equation. Waxler et al. (2011, 2012) propose that the arrivals at JO 286 km (Figure
2.11) around 310 ms−1 celerity are due to the leaking effect.
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2.3 Reflection from localized layers with high wind shear
2.3.1 Introduction
Observation of small variations in the structure of infrasound signals from repeated
sources over short timescales is suggestive of variations in temperature and wind over
small time and length scales. These small-scale atmospheric variations are observed
in the atmosphere by direct sounding devices, such as weather balloons or tethersondes.
Typically, the impedance contrast between the various wind layers in atmospheric specifications
is small enough that only refractive and diffractive effects are significant for infrasound
propagation. Hence, only arrivals due to these propagation mechanisms are expected,
which is not in agreement with experimental data, such as presented in Figure 2.11 or
2.13. Apart from a coherent wavetrain with small amplitudes, several localized arrivals
are observed, that can not be explained by refraction and/or diffraction. It has been
theorized (Kulichkov, 2010) that the small amplitude wavetrain is due to scattering of
the signal along the raypath, while the localized arrivals are due to localized layers with
large vertical wind gradients. In this section, the latter will be discussed.
Vertical gradients in wind magnitude and direction due to shear can be large enough
(von Zahn & Widdel, 1985) to cause a large enough impedance contrast and thus a
significant reflection coefficient at localized layers throughout the middle atmosphere.
These gradients are typically not captured in atmospheric specifications, as the specifications
represent an average state of the atmosphere, typically over 6 hours. They were first noted
in analyzing rocket sounding data. Results from four decades of chemical release wind
measurements (Larsen, 2002) show wind shear values up to 100 m s−1km−1, both for
meridional and zonal wind data at low and middle latitudes. Maximum values are found
around the mesopause, at about 100 km altitude. Several of these layers may exist within
a few kilometers vertical distance and they may occur at any time of the day throughout
the year. The layers tend to form at altitudes below 90 km where the dynamical stability
is not maintained, as quantified by the Richardson number Ri < 1
4
(Kulichkov, 2010).
62
Much work on the influence of small-scale structure and localized reflective layers on
infrasound propagation has been done on this by Kulichkov, Chunchuzov and co-workers;
a summary can be found in Kulichkov (2010). The authors have found that layers of
significant horizontal dimension and large wind gradients may provide a large enough
impedance contrast and reflection coefficient for corresponding reflected signals to be
recorded on the ground. Theory has been developed that allows for the estimation of the
complex-valued reflection coefficient in the case of a bilinear effective sound speed profile
with variable gradients and an Epstein symmetric layer. The Epstein symmetric layer
is a functional form that approximates the shape of reflective layers, and is named after
Epstein who studied the reflective effect on atmospheric radio waves in the 1930s (Epstein,
1930). Kulichkov and co-workers use estimates of the reflection coefficient, obtained
by comparing amplitudes of thermospheric (having a ’total’ reflection coefficient of 1)
and mesospheric arrivals, to estimate wind gradients in the mesosphere. Ray focusing
and non-linear propagation effects are not considered, and the effective sound speed
approximation is used, but the wind gradient estimates are shown to be in reasonable
agreement with data from rocket soundings. It is also noted that the measured reflection
coefficient varies throughout the year, becoming stronger during the summer months and
weaker during the winter. Independent radar measurements show a similar intensity
variation for gravity waves.
2.3.2 Observation of mesospheric arrivals
Observation of localized mesospheric arrivals from Tungurahua volcano in Ecuador
(see Chapter 3) are frequent, although the larger arrivals typically are observed around
the equinox period. An example signal, recorded on 7 February 2008 at station LITE
(251 km distance), is shown in Figure 2.13. We refer to Chapter 3 for a more detailed
description of the dataset and the propagation simulations. As is presented in section
3.7, mesospheric and thermospheric are not predicted at LITE. It is likely that the
temperature and wind profiles are biased, as the atmospheric specifications in this region
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Figure 2.13. Observation of localized stratospheric (around 0.29 km/s), mesospheric
(around 0.25 km/s) and thermospheric (around 0.22 km/s) arrivals at Lita, Ecuador (LITE)
from the Tungurahua volcano on 7 February 2008. The data has been band pass filtered
with a second order Butterworth filter between 0.02 and 4 Hz. The direct wave is observed
at Riobamba, Ecuador (RIOE) at 37 km distance from the source. The mesospheric arrival
has a 90◦ phase shift with respect to the original signal and has trace velocities that
are mainly in between the stratospheric and thermospheric values. The error bars are
computed using the method of Szuberla & Olson (2004).
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are based on semi-empirical databases and not on concurent data. The uncertainties in
this region are estimated to be about 30 ms−1 (Drob, 2011). A less biased model could
explain the thermospheric arrival at 251 km with the right traveltime. This is the topic
of interest in Chapters 3 and 4. This leaves the arrival around 1000 s in Figure 2.13
unexplained. Possible explanations include a refraction in the middle mesosphere due
to some unmeasured wind and/or temperature gradient. Alternatively, a strong vertical
gradient in the horizontal winds could explain the arrival as a reflection, similarly to the
observations discussed in Kulichkov (2010).
Smaller mesospheric arrivals from the Tungurahua have been observed during the
summer and have been explained by reflections off mesospheric small-scale inhomogeneities
in a recent study by Chunchuzov et al. (2011b); see Figure 2.9ii-b. The variation in
reflection coefficient magnitude seems to be in contrast with the findings of Kulichkov
and co-workers (Kulichkov, 2010), who find that the magnitude of localized mesospheric
arrivals typically increase during the summer period. The discrepancy could be due
to the difference in location between the studies (midlatitude compared to equatorial
latitudes). Typically, the observed mesospheric arrivals have a 90◦ phaseshift with respect
to the source signal and have trace velocities that are in between stratospheric and
thermospheric values. It has to be noted that the beamforming resolution at the lower
frequencies is low due to the limited aperture of the infrasound array (150 m), leading to
relative large uncertainties of trace velocity and bearing for the low frequency thermospheric
arrivals. These uncertainties are much smaller for stratospheric and mesospheric arrivals,
which have a higher frequency content.
2.3.3 Propagation modeling
We run the lossless modal code in broadband mode for a series of effective sound speed
profiles with a localized layer with a sharp gradient, shown in Figure 2.14. The effect
is not clearly visible in the narrowband simulations. The wind shear layer is modeled
using a Gaussian, which is similar in shape to the Epstein symmetric layer (used by
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Figure 2.14. (a) Set of effective sound speed profiles used in the propagation modeling
of the mesospheric reflection. Apart from the layer, the profiles are identical to the toy
model (Figure 2.1); the profiles only vary in vertical gradient (b). (c) Shows broadband
computations up to 0.5 Hz at 320 km range.
Kulichkov and co-workers). The width of the layer and the direction relative to the main
propagation direction (opposing or the same) vary, but the magnitude is kept constant.
The variable width influences effectively the value of the vertical gradient, as shown in
Figure 2.14ab. Figure 2.14c shows broadband computations at 320 km range up to 0.5
Hz. Only profiles with vertical gradients greater than 35 ms−1 km−1 show mesospheric
arrivals.
The direction of the wind jet affects the phase shift of the observed arrival with respect
to the source signal. Figure 2.15 shows that wind shear layers with the wind layer in the
same direction as the main propagation direction will have a 90◦ phaseshift, while the
phaseshift is 270◦ for layers with an opposite wind direction. In the former case, the
arrival has a slightly larger amplitude and higher frequency content.
Beamforming results of the synthetic signals (with added random noise) indicate that
the mesospheric arrivals come in with trace velocities that have values slightly higher
than stratospheric arrivals. Using any of the profiles from Figure 2.14, we find 326, 355
and 416 ms−1 for the stratospheric, mesospheric and thermospheric arrivals at r = 320
km, respectively. At 340 km (and other ranges within the first bounce region, larger than
320 km), mesospheric and thermospheric trace velocities decrease (Figure 2.16). The
opposite is true for shorter ranges, provided that it is located in the ensonified zone. The
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Figure 2.16. Beamforming results for synthetic waveforms at 300, 320 and 340 km distance.
stratospheric arrival trace velocity is invariant as the arrival is due to partial ducting;
the arrival is observed because stratospheric modes (with phase velocities up to 326 m
s−1) leak to the ground (as in Figure C.2). Hence, the stratospheric arrival is low-pass
filtered, compared to the mesospheric and thermospheric arrival.
2.3.4 Estimating reflection coefficients
The impedance translation theorem can be used to model the complex valued reflection
coefficient for a stratified medium with impedance contrasts (Pierce, 1981). A schematic
representation is shown in Figure 2.17, showing an isothermal part of the atmosphere with
a wind layer of arbitrary shape, which represents the wind shear layer as discussed before.
Initially, we solve for the reflection coefficient using impedance matching, assuming that
the wind jet can be approximated by a delta function. Although this approximation is not
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ceff (m/s)
y = ay1 + by2
y = Teikx + iqz
y = eikx+iqz + Reikx-iqz
a
b
Figure 2.17. Schematic representation of a wind shear layer in a isothermal section of the
atmosphere. The isothermal atmosphere has plane wave solutions ψ = eikx+iqz + Reikx−iqz
and ψ = Teikx+iqz below and above the wind shear layer, respectively. The acoustic
solution for an arbitrary wind layer has the form ψ = αψ1 + βψ2 and can be found by
matching impedances. Analytical forms of the solution may be found for specific functional
representations of the layer, such as a delta function.
very realistic, it allows for an analytical solution that matches the impedance condition.
In order to solve for reflection coefficientR, we need to integrate the vertical wave-equation
about the delta-function centered around z0:
lim
→0
∫ z0+
z0−
[
d2
dz2
+
ω2
c2eff
− k2
]
ψ(z) = (2.9)
lim
→0
∫ z0+
z0−
[
d2
dz2
+ λδ(z − z0) + ω
2
c2
− k2
]
ψ(z) = ψ′(z+0 )− ψ′(z−0 ) + λψ(z0) = 0
Here, the primes indicate vertical derivatives and the superscript ± signs denote the
direction of the limit. λ is proportional to the Mach number M = u
c
of the wind jet
ω2
c2eff
≡
ω2
c2
(1 + u
c
)2
≈ ω
2
c2
[
1− 2u
c
]
→ λ = −2ω
2
c2
u
c
(2.10)
Now, given the form of the acoustic field as shown in Figure 2.17, omitting the complex
exponentials we obtain:
ψ′(z+0 )− ψ′(z−0 ) + λψ(z0) = iqT − iq + iqR + λT = 0 (2.11)
Here, q, T and R represent vertical wavenumber, transmission and reflection coefficient
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respectively. q is directly related to the incidence angle and trace velocity: q = ω
c
sinφ,
where φ is the angle of incidence with respect to the horizontal and and ctr =
c
cosφ
. The
condition of continuity of pressure (T = 1+R) leads to the following system of equations:
iq + λ iq
1 −1

T
R
 =
iq
1

Hence R = −λ
2iq+λ
; furthermore, we find that < [R] = −λ2
λ2+4q2
and = [R] = 2λq
λ2+4q2
. The
amplitude of the reflection coefficient is determined by the absolute value |R|, while its
phase is φ = arctan
(
=[R]
<[R]
)
= arctan
(−2q
λ
)
. This implies that depending on the direction
of the windjet with respect to the main propagation direction, the phase of the reflection
coefficient will either tend to pi
2
(same) or −pi
2
(opposing), since q  λ. The magnitude
of the reflection coefficient is directly proportional to the Mach number of the wind jet.
These predictions agree with the full-wave simulations presented in Figures 2.9ii-b and
2.13.
Now we set up a more realistic model using the impedance translation theorem, but
this time allowing for an arbitrary wind profile. Again, starting with a vertical equation:
[
d2
dz2
+
ω2
c2o
+ U(z)− k2
]
ψ(z) = 0 (2.12)
Here, U(z) is some arbitrary perturbation of the background medium wavenumber
ω
co(z)
, for example a wind shear layer at a ≤ z ≤ b. For z ≤ a and z ≥ b, U = 0 ms−1.
The solution to this equation is:
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ψ(z) =

eikx+iqz +Reikx−iqz z ≤ a
αψ1(z) + βψ2(z) a ≤ z ≤ b
Teikx+iqz z ≥ b
(2.13)
ψ1 and ψ2 are two linearly independent solutions to the wave equation; α and β
are proportionality constants. At z = a and z = b continuity of pressure and normal
velocity is required (impedance matching), leading to the following system of equations
(eikx suppressed):
eiqa +Re−iqa = αψ1(a) + βψ2(a) (2.14)
iq
(
eiqa −Re−iqa) = αψ′1(a) + βψ′2(a)
Teiqb = αψ1(b) + βψ2(b)
iqTeiqb = αψ′1(b) + βψ
′
2(b)
Functions ψ and ψ′ can be evaluated by numerically integrating the wave equation
using the following system of ordinary differential equations (ODEs):
[
d2
dz2
+
ω2
c2o
+ U(z)− k2
]
ψ(z) = 0→

dψ
dz
= φ
dφ
dz
= −
[
ω2
c2o
+ U(z)− k2
]
ψ
(2.15)
By numerically integrating ψ1, ψ2 and ψ
′
1 = φ1, ψ
′
2 = φ2, we can solve for R and T
for given values of q, a and b. The following initial conditions can be chosen to guarantee
linear independent solutions for ψ1 and ψ2:
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φ1|a = 0 φ2|b = 1 (2.16)
ψ1|a = 1 ψ2|b = 0
The proportionality constants α and β only scale the solutions for ψ1 and ψ2, respectively
and are to be eliminated:
ψ1(a) ψ2(a)
ψ′1(a) ψ
′
2(a)

α
β
 =
 eiqa +Re−iqa
iq (eiqa −Re−iqa)

α
β
 = TeiqbW(b)
ψ′2(b)− iqψ2(b)
iqψ1(b)− ψ′1(b)

Where W(b) is the Wronskian, W(b) = ψ1(b)ψ′2(b)− ψ′1(b)ψ2(b).
These systems may be combined:
Teiqb
W(b)
ψ1(a) [ψ′2(b)− iqψ2(b)] + ψ2(a) [iqψ1(b)− ψ′1(b)]
ψ′1(a) [ψ
′
2(b)− iqψ2(b)] + ψ′2(a) [iqψ1(b)− ψ′1(b)]
 =
 eiqa +Re−iqa
iq (eiqa −Re−iqa)

C −e−iqa
D iqe−iqa

T
R
 =
 eiqa
iqeiqa

C
D
 = eiqbW(b)
ψ1(a) [ψ′2(b)− iqψ2(b)] + ψ2(a) [iqψ1(b)− ψ′1(b)]
ψ′1(a) [ψ
′
2(b)− iqψ2(b)] + ψ′2(a) [iqψ1(b)− ψ′1(b)]

Leading to expressions for R(φ) and T (φ), where q → q(φ):
R(φ) =
Ciqeiqa −Deiqa
Ciqe−iqa +De−iqa (2.17)
T (φ) =
2iq
Ciqe−iqa +De−iqa (2.18)
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Figure 2.18. Amplitude of the reflection coefficient values at 0.1, 1.0 and 2.0 Hz for a 500
m thick perturbed layer with a sound speed of 50 ms−1 higher than the background sound
speed. Total reflection occurs at incidence angles less than 30 degrees.
Figure 2.18 shows the amplitude and phase of the complex reflection coefficient for a
500 m thick perturbed layer that has a sound speed of 50 ms−1 higher than the background
sound speed of 210 ms−1. The simulation is done for 0.1, 1.0 and 2.0 Hz. Note that
total reflection occurs at incidence angles less than 30 degrees for the higher frequencies.
The behavior is much smoother at 0.1 Hz. The validation of the current numerical
implementation and the application to more realistic profiles is a topic of future research.
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Figure 2.19. (a) Shows the toy profile used in the simulations; the red curve shows the
adiabatic sound speed cT , the blue curve shows the effective sound speed ceff = cT + u,
where u is the horizontal wind. (b) Comparison of broadband waveform simulations for the
effective sound speed approximation (red) and the exact solution (blue). The simulations
show the stratospheric pair at various ranges.
2.4 The limit of the effective sound speed approximation
In Appendix A, a wave equation for propagation in a stratified atmosphere with
background winds was derived:
(
1
c2
(
∂
∂t
+ v0,H · ∇H)2 −∇2H − ρ0
∂
∂z
1
ρ0
∂
∂z
)
pA(r, t) = 0 (2.19)
In Appendix C, modal expansions are developed to solve this differential equation.
Both exact and approximate forms are derived. In the approximate form, an effective
sound speed is introduced to account for the refractive effects due to wind and temperature.
Such a medium is referred to as an effective quiescent medium.
[
ρ0
∂
∂z
1
ρ0
∂
∂z
+
ω2
c2
(
1− v0,H · kHj
ω
)2
− kH2j
]
ψˆj = 0 exact equation (2.20)[
ρ0
∂
∂z
1
ρ0
∂
∂z
+
ω2
c2eff
− kH2j
]
ψˆj = 0 eff. sound speed approximation
The effective sound speed is defined as the adiabatic sound speed plus the wind in
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Figure 2.20. Comparison of the effective sound speed approximation (blue) to the exact
solution (red), using normal modes. Ground to ground propagation transmission loss
profiles are shown. (a) Shows comparisons for a windless toy atmosphere, (b) shows
comparison for a toy atmosphere with a stratospheric jet.
the direction of propagation: ceff = c + v0,H · kˆH (see Appendix A.4.1). The effective
sound speed approximation simplifies the wave-equation significantly and allows for a
simple numerical implementation compared to the exact equation. Furthermore, the
qualitative understanding of atmospheric sound propagation is facilitated by effective
sound speed profiles. The approximation holds for small winds compared to the sound
speed, small variation in propagation directions of the signal (small propagation angles
from the horizontal and negligible out-of-plane propagation) and gradual variations in
wind and temperature (Godin, 2002b). The replacement of a moving fluid, such as the
atmosphere or oceans, by an effective quiescent medium was first introduced by Lord
Rayleigh.
Figures 2.19 and 2.20 show full-wave simulations for propagation in a smooth ’toy’
atmosphere (Figure 2.19a). The simulations are computed using a normal mode solution
to both equations. Throughout this dissertation, the ’exact’ solution is refered to as
the ’wide angle solution’, although this is not the only limitation of the effective sound
speed solution. The atmosphere consists of a stratospheric and thermospheric duct; a
stratospheric jet is modeled by a Gaussian distribution with an amplitude of 60 ms−1,
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centered around 60 km and a standard deviation of 12.5 ms−1. The effective sound
speed model incorporates the effect of the wind by propagating through a quiescent
atmosphere with an effective sound speed (blue line). The exact solution treats the
effect of the adiabatic sound speed (red line) and wind separately. Figure 2.19 shows
time-domain simulations at stratospheric ranges from the source (see Figure 2.7 for a
range-altitude plot using the same profile). The simulations show that the traveltimes
are underpredicted using the effective sound speed approximation. The difference in time
is larger for arrivals with larger grazing angles (comparing the fast to the slow arrival).
Figure 2.20a and Figure 2.20b show transmission loss profiles at 0.5 Hz using the red and
blue profiles from Figure 2.19a, respectively. The simulations are identical for a windless
atmosphere, since the corresponding differential equations are identical. It is shown that
the shadow zone is underestimated using the effective sound speed approximation by a
few kilometers in the case of a nonzero wind. The difference is larger for larger grazing
angles and winds. Hence, we may conclude from these figures that the influence of the
wind on sound traveling along wide angle propagation paths is overestimated. The error
is proportional to the Mach number squared (see Appendix A.4.1) and vanishes in the
limit of a windless atmosphere.
The Mach number in the preceding example had a maximum of about M = 0.18.
Compared to the ocean, currents in the atmosphere can reach high Mach numbers, due
to the low density and the lower sound speed (340 vs. 1500 ms−1). To show the difference
between the effective sound speed approximation and the exact solution at even higher
Mach numbers, we consider infrasound recordings at De Bilt, The Netherlands due to
an explosion in Buncefield, England in December 2005. The event was remarkable, as
there was a strong eastward directed stratospheric jet with a magnitude of about 150
ms−1 (Mach 0.4, Figure 2.21a). This lead to the observation of stratospheric pairs, a
combination of two arrivals at the same receiver location which is a property of the
stratospheric waveguide (Evers & Haak, 2007). The fast arrivals can be explained
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theoretically, but are rarely observed due to the large geometrical spreading (Waxler
et al., 2010). During these conditions, multiple pairs were observed at infrasound stations
in The Netherlands. Figure 2.21b shows a recording of pairs Is2 and Is3 (arriving after
2 resp. 3 bounces on the ground) and the simulations. The close agreement is due to
the extreme wind conditions in the stratosphere. In between both methods, the ’slow’
arrivals are predicted similarly, but the ’fast’ arrivals are different in time by about 10
seconds. The ’slow’ arrivals agree very well with the data. The traveltime of fast arrival
Is2f is underpredicted by both methods, which could be explained by an overestimated
wind jet. Is3f is well predicted by the exact theory.
Figure 2.22 shows a comparison of the effective sound approximation and the exact
solution for a windless toy atmosphere with one localized wind shear layer (Figure
2.15a). It is shown that the arrival due to the reflective layer has larger amplitude when
propagation is modeled using the effective sound speed approximation in comparison
to the exact solution. This is explained by the overestimated influence of horizontal
winds on wide-angle propagation. In this case, the magnitude of the winds influences the
magnitude of the reflection coefficient. The stratospheric and thermospheric arrival are
barely influenced by the wind in this case and hence are the same in between the effective
sound speed and exact solution.
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Figure 2.21. Set of stratospheric pair recordings at De Bilt, The Netherlands (DBN). Note
the close agreement of the predictions with the data, which is unique for infrasound. The
effective sound speed solution significantly underpredicts the traveltime of the fast arrivals
Is2f and Is3f.
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Figure 2.22. Comparison of the effective sound approximation and the exact solution for
a windless toy atmosphere with one localized wind shear layer. Only the mesospheric (Im)
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Figure 2.23. (a) Shows the nonlinear propagation effects in an atmosphere with an
exponentially decreasing density. (b) Shows a comparison the direct wave (37 km, blue)
with stratospheric (red) and thermospheric (green) arrivals at 251 km
2.5 Nonlinear propagation
Most of the discussed propagation effects are phenomena that can be described by
linear acoustics and the associated wave equation. However, there are regions along
propagation paths in the atmosphere for which the criteria of linear acoustics are not
met (see Appendix A.7 for an analysis). Such conditions necessitate the inclusion of
higher order terms in the equations of fluid dynamics, leading to a nonlinear wave
equation. Typically, when the acoustic pressure/density of a signal is large compared
to the background pressure/density, nonlinear propagation effects become important
(Hamilton & Blackstock, 1998; Kulichkov, 2002; Rogers & Gardner, 1980).
Relevant nonlinear propagation effects for atmospheric infrasound include propagation
effects near the source due to the large amplitude and in the middle and upper atmosphere
due to the low background density. Signals of a finite amplitude will experience stretching
and steepening (low/high frequency generation; see Figure 2.23a), as the positive pressure
perturbation propagates faster than the negative. In a lossless medium, a shock front will
be formed; in the atmosphere the dissipation of energy causes shocks not to form. The
stretching of stratospheric and thermospheric arrivals has been observed in the field. The
high frequency content of thermospheric arrivals is typically absorbed due to the high
absorption factors at high frequencies (see next section), so that only the low frequency
generation is apparent (Figure 2.13 and 2.23b). Stratospheric ground returns with audible
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frequencies have been observed, as the high frequency content is much more preserved
along stratospheric paths (Waxler et al., 2009). A nonlinear wave equation is derived
in Appendix A.8, for a mathematical description of the nonlinear propagation effects.
Non-linear wave equations can be solved with various methods; an example simulation
using the ’step-wave’ model (Hamilton & Blackstock, 1998) is shown in Figure 2.23a.
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Figure 2.24. (a) Shows the absorption models at 0.5 Hz. The S/B model (Sutherland
& Bass, 2004), shown per component is compared against the thermo-viscous absorption
model (e.g. Landau & Lifshitz (1959)). (b) Shows the S/B model at various frequencies.
2.6 Attenuation of sound
Absorption of sound in the atmosphere is caused by a variety of mechanisms. Thermo-viscous
(classical) absorption describes loss due to friction and heat dissipation processes. Classical
absorption makes up the bulk of the total loss. Additional loss mechanisms include the
diffusional losses and losses due to rotational and vibrational relaxation. Acoustic energy
transfers in the rotational and vibrational modes of air molecules, respectively. Relevant
molecules for which rotational relaxation are important are N2 and O2. Vibrational
relaxation effects are to be calculated for CO2 and O3 as well. However, the losses due
to mechanisms are relatively small, except in the lower atmosphere, where vibrational
relaxation dominates (Figure 2.24a). All absorption mechanisms are proportional to the
sound frequency squared.
A comprehensive model that includes all sound absorption mechanisms in the atmosphere
is described in Sutherland & Bass (2004). The absorption model is the current standard
for infrasound propagation modeling. The model requires a model of the pressure,
temperature, viscosity, specific heat ratio and mean molecular weight of the atmosphere.
The mean molecular weight is computed by a weighted sum of N2, O2, CO2, O3, O and
H2O. Empirical formula’s for these quantities are available. The model equations for the
Sutherland and Bass model (Sutherland & Bass, 2004) are somewhat too involved to be
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discussed here. However, the derivation of the thermo-viscous absorption coefficient αcl,
dominant in the region of interest, is relatively straightforward and is given in Appendix
A.6. The result corresponds to the solution following Landau & Lifshitz (1959):
αcl =
ω2
2c3
1
ρ0
[
(
4
3
µ+ µB) +
(γ − 1)
γ
κ
cv
]
(2.21)
The frictional losses may be due to shear or losses associated with the compression or
expansion of air. Here µ and µB refer to shear and bulk viscosity respectively; κ is the
coefficient of thermal conductivity. The equation shows that thermo-viscous absorption
is proportional to the frequency squared, and inversely proportional to the density. It is
shown in Figure 2.24a that the classical absorption according to equation 2.21 is similar
to the thermo-viscous absorption from Sutherland & Bass (2004) and approximates
their total absorption coefficient at mesospheric and thermospheric altitudes. In the
mesosphere and lower thermosphere, rotational relaxation and thermo-viscous losses start
to relax, depending on the frequency.
Thus, the absorption coefficient increases with altitude due to the exponentially
decreasing density, leading to enhanced absorption in the thermosphere. Only at sufficiently
low acoustic frequencies is the thermo-viscous absorption low enough to allow thermospheric
returns to be observed. The low density in the upper atmosphere also causes nonlinear
propagation effects, which include low and high frequency generation. This effect, combined
with the high absorption in the thermosphere strongly influence the shape of the thermospheric
(and mesospheric) waveforms, such as shown in Figure 2.13.
Although complete descriptions up to thermospheric altitudes are provided by the
models, there is much uncertainty at these altitudes. This is partly due to uncertainties
in material properties µ, µB and κ. At higher altitudes the empirical relations cannot be
used anymore, leading to uncertainty in the absorption coefficient. In addition, as the
approximation of continuity breaks down in the thermosphere due to the large mean free
path, the validity of the classical absorption coefficient equation (Equation 2.21) becomes
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questionable. Finally, absorption models do not account for compositional stratification
in the heterosphere (Sutherland & Bass, 2004).
As the ratio of frequency to pressure increases, the specific heat at constant volume
decreases and the sound speed increases. Hence, the speed of sound is found to be
frequency dependent. As the increase in sound speed is most pronounced for high
frequencies (larger than 10 Hz) for which the absorption is also high, it remains the
question whether the effect can be observed. In Bass et al. (2007), the authors have
used this dispersion relation to discuss the possible impact of the effect on infrasound
propagation.
Propagation modeling
Propagation losses can effectively be modeled by using a total absorption coefficient,
such as provided by Sutherland & Bass (2004). The absorption coefficient α is typically
expressed with units of Nepers per meter or decibel per (kilo)meter. The Neper is
convenient as a unit of loss as it is defined as the ratio of field quantities (such as pressure).
The Neper and the decibel are related through:
−1 Np = 20 log10 e−1 dB ≈ −8.686 dB (2.22)
The incorporation of propagation loss is dependent on the method of solution. Ray
and PE methods allow for a straightforward and exact treatment, respectively by integrating
with an absorption coefficient along the raypath and by incorporating the losses in the
marching solution, per range step (Norris et al., 2010). Treatment of losses are more
involved for modal expansions, as the incorporation of losses makes the problem non-self
adjoint. Self-adjoint operators allow for a well-understood expansion in orthonormal
eigenfunctions, involving a one-dimensional search for eigenvalues. This is not the case
for non-self adjoint problems, for which a two-dimensional search in the complex plane
is necessary, which could be numerically unstable. Alternatively, one can solve the
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non-self-adjoint problem by treating it as a perturbation to the self-adjoint (lossless)
problem (Waxler, 2002). The perturbative solution is developed in Appendix C.1.3; in
this case one estimates the imaginary part of the wavenumber using an integral expression
of the vertical coordinate. The perturbative solution is developed from the following
modal equation,
[
d2
dz2
+
(
ω
c(z)
+ iα(z)
)2
− kHj2
]
ψj(z) = 0 (2.23)
In which the horizontal wavenumber is considered to be a complex number, with
kHj
2
0 being the solution to the lossless problem (α = 0); representing the propagating
component of the wavenumber. kHj
2
1 corresponds to the component of the wavenumber
describing the propagation losses.
kHj
2 = kHj
2
0 + ikHj
2
1 kH
2
1 =
∫ ∞
0
2α(z)
ω
c(z)
ψj0(z)ψj0(z) dz (2.24)
Here ψj0 corresponds to the eigenfunction corresponding to the j
th mode of the lossless
problem. Comparisons between various propagation algorithms at 0.5 Hz are shown in
Figure 2.25. The exact (complex search) and perturbative versions of the effective sound
speed modal codes (Appendix C) are compared, along with a Pade´ PE implementation
(Appendix D). Within the limit of the effective sound speed approximation and lossless
propagation, the modal solution is exact. It is shown in Figure 2.25 that the complex
modal code and the PE are always in close agreement. The perturbative solution tends
to overestimate the losses for waveguides in which there is much interaction with the
upper atmosphere by 5 to 10 dB (Figure (2.25f). This happens because the modes that
propagate in the troposphere leaks to the upper atmosphere (Figure 2.26a). As the
estimation of the absorption involves a vertical integral with the modes, this contributes
to excess absorption. If a sufficiently strong stratospheric duct is present, the modes
decay in the regions with strong absorption (Figure 2.26b). Hence, perturbation theory
is problematic for atmospheres with only tropospheric and thermospheric waveguides.
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Figure 2.25. Transmission loss at 0.5 Hz using effective sound speed profiles in (a-c) and
the absorption model of Sutherland & Bass (2004). The complex modal and Pade PE
solutions are in close agreement; the perturbative solution deviates for (d) and (f) by a
few dB, due to the overestimation of the perturbative solution for thermospheric modes.
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Figure 2.26. Modal analysis for a toy atmosphere with a tropospheric and thermospheric
waveguide (a) and tropospheric, stratospheric and thermospheric waveguide (b) at 0.5
Hz. For clarity, only a selection of three modes is plotted. The leftmost mode only
propagates in the troposphere, the middle mode is a tropospheric mode leaking to the upper
atmosphere and the rightmost mode is propagating both above and below the tropopause.
The leaking that is due to the finite width of the tropospheric duct causes overestimation
of the absorption using perturbation theory in the case no stratospheric duct is present
(Figure 2.25f).
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Chapter 3
ON THE SENSITIVITY OF INFRASOUND TO
THE MIDDLE AND UPPER ATMOSPHERE
Abstract In comparison to the lower atmosphere where comprehensive global atmospheric
specifications are commonplace, the ability to perform routine global measurements of
the properties of the atmosphere above the stratopause continues to be an active area of
scientific research. In this chapter, we review the use of infrasound as a remote sensing
technique for horizontal winds in the upper atmosphere. To use infrasound to monitor
the winds in the upper atmosphere, a sufficiently strong and persistent infrasound source
is required. In addition, because of the highly attenuating nature of the thermosphere,
the signals used must have low enough frequency content to survive.
Impulsive signals from the Tungurahua volcano in Ecuador are used. This volcano
has gone through periods of intense activity during which impulsive signals of dominant
periods between 3 and 5 seconds are emitted. Due to the relatively large number
of explosions over a short time frame, the dataset is unique and allows for detailed
propagation studies and acoustic remote sensing studies.
Depending on the atmospheric conditions, stratospheric, mesospheric and thermospheric
arrivals are observed. It is found that the travel times of the thermospheric arrivals exhibit
a coherent variability with periods equal to those of the tidal harmonics. Stratospheric
celerity variations with periodicities reminiscent of planetary wave periods are observed as
Part of the research developed in this chapter has been published as: Assink, J. D., R. Waxler, and
D. P. Drob (2011), On the sensitivity of infrasonic traveltimes in the equatorial region to the atmospheric
tides, Journal of Geophysical Research, 35, doi:10.1029/2011JD016107
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well. Apart from traveltime variations, the thermospheric arrivals also show variation in
dominant frequency, due to a non-linear propagation effect. As such, these observations
suggest a means of passive atmospheric remote sensing that can be utilized in conjunction
with other techniques to routinely measure the state of the upper atmosphere.
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3.1 Introduction
3.1.1 State of the atmospheric specifications
Current understanding and specification of the higher altitudes of the atmosphere
with global coverage over all local times is hampered by the challenges of obtaining direct
measurements over all altitudes. A number of measurement campaigns involve sensors
on satellites. The Sounding of the Atmosphere Using Broadband Emission Radiometry
(SABER) (Russell et al., 1999) instrument onboard the Thermosphere Ionosphere Mesophere
Energetics and Dynamics (TIMED) satellite measures vertical temperature profiles in
the upper atmosphere between approximately 25 and 110 km. Examples of research
instruments that measure wind in the upper atmosphere include the TIMED Doppler
Interferometer (TIDI) (Killeen et al., 2006) on the TIMED satellite and the Wind Imaging
Interferometer (WINDII) (Shepherd et al., 1993) and the High Resolution Doppler Imager
(HRDI) (Hays et al., 1993) instruments onboard NASA’s Upper Atmosphere Research
Satellite (UARS). Measurements with ground-based instruments such as RADAR (Manson
et al., 2002) and LIDAR (Gardner et al., 1995; She et al., 2004) also provide valuable
observations.
Other than the direct measurements themselves, which are always limited to discrete
regions of space and/or time; comprehensive observationally based specifications of the
wind structure in the mesosphere and lower thermosphere (MLT) are presently limited
to empirical models such as the Horizontal Wind Model (HWM) (Drob et al., 2008).
These empirical models can represent the average climatology of the upper atmosphere
database reasonably well, through parametrizations of the repeatable oscillations of the
atmosphere. However, purely stochastic atmospheric oscillations are not included in these
empirical models. Examples of the repeatable oscillations represented in HWM include
annual and semi-annual modulation of the global general circulation patterns, as well as
the diurnal, semidiurnal, and terdiurnal migrating solar tides with seasonal modulations
thereof. Examples of the phenomenology not represented by HWM include planetary
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waves, certain types of inter-annual variability (e.g. the Quasi-Biennial Oscillation),
inter-seasonal variability, and the non-migrating components of the solar tides.
Empirical model improvement and eventual replacement by fully operational and
experimental ground to space data assimilation systems that can account for all the
pertinent phenomena is an active field of scientific research (Liu et al., 2010; Akmaev et al.,
2008; Eckermann et al., 2009). Thus, any and all available atmospheric measurements
(indirect or otherwise) are useful in further characterizing the MLT. The observed diurnal
patterns of infrasound signal characteristics are a direct consequence of the local wind
profiles up to the lower thermosphere. Thus, the infrasound measurements provide
meaningful information that can be used to validate and improve current understanding
of winds in the upper stratosphere and lower thermosphere.
3.1.2 Earlier work
Now I come to my main subject, to use of air waves for sounding the upper atmosphere.
The starting point is the well known fact, that when great explosions occur there are
generally zones of audibility and zones of silence. The extent of the inner zone is obviously
determined by the weather conditions, but the outer zone seems to be independent of the
weather. This was brought home to us during the war; the firing in Flanders was audible
in the east of England throughout the summer, whatever the weather conditions, though
inaudible during the winter. – Whipple (1926).
The concept of long range sound propagation (LRSP) has been known over centuries,
but has been studied since the second half of the 19th century. The first evidence
of LRSP were the observed zones of audibility and silence due to explosive events. It
was quickly realized that infrasound could have potential as a remote sensing technique
(Whipple, 1926) and sound was used to estimate temperature and wind structure in the
lower atmosphere, such as the tropopause and the lower stratospheric temperature regime
(Drob et al., 2010). The relative inaccessibility of the region between the stratopause and
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the lower thermosphere for many atmospheric probes has generated renewed interest for
sound as a remote sensing technique. Advances in instrumentation (i.e. the global IMS
infrasound network), propagation modeling, processing power and insight in atmospheric
sound propagation have proven to be beneficial. In this section, the contribution of
infrasound to atmospheric remote sensing will be discussed.
The sensitivity of infrasound to the atmosphere is dependent on the dynamical characteristics
of the acoustic waveguide, which in turn is influenced by various atmospheric processes
that dominate that part of the atmosphere, such as planetary waves, atmospheric tides,
gravity waves and seasonally/annually occurring phenomena. Such features propagate
throughout the atmosphere and have their own characteristic time- and lengthscales
(Chapter 2). We limit ourselves to the middle and upper atmosphere, as tropospheric
specifications are relatively well determined by conventional atmospheric probes. Stratospheric
propagation is strongly affected by the magnitude and direction of the stratospheric jet
and by interactions with small-scale anisotropic inhomogeneities, for example generated
by gravity wave activity (Kulichkov, 2010). The stratospheric jet is established due
to a thermal gradient between equator and pole and reverses seasonally. Additionally,
stratospheric jets may suddenly reverse direction during a major Sudden Stratospheric
Warming (SSW). These events happen occasionally during the winter, typically on the
northern hemisphere (Evers & Siegmund, 2009). Mesospheric and thermospheric propagation
is strongly affected by the dynamics of planetary waves, atmospheric tides and gravity
waves, due to amplification of these features as a result of the low density. Localized
regions of large vertical shear and other inhomogeneities have their influence on propagation
(Section 2.3).
It has been known for some time that the periodic, diurnal fluctuations of temperature
and wind due to the solar migrating tides (Hagan et al., 1995) cause sound refraction
and ducting in the thermosphere to change along with the tides (Donn & Rind, 1972;
Rind et al., 1973). This implies that observations of thermospheric infrasound arrivals are
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sensitive to the atmospheric tides. The effect due to wind variations is typically assumed
to be larger than the effect due to temperature variations.
Among earlier studies that used acoustic remote sensing to characterize the structure
of the MLT is a series of papers by W. Donn and D. Rind from the 1970s; (Donn &
Rind, 1972; Rind et al., 1973; Rind & Donn, 1975; Rind, 1978). In these papers, the
authors studied variations in microbarom amplitudes in relation to diurnal fluctuations of
thermospheric temperature and horizontal wind in a statistical way. A direct relationship
between amplitude and return height is established, as attenuation increases with altitude
(Landau & Lifshitz, 1959). Donn and Rind present statistics that show a strong semidiurnal
and a weaker diurnal trend in amplitudes on a variety of timescales. Source amplitude
variations are normalized by independent microseism observations. Using estimates of
return height and temperature, atmospheric wind jet magnitudes are estimated from
trace velocity measurements with a tripartite array. The trace velocity observations
in winter and summer are related to wind speeds at return heights and estimates are
found to be consistent with independent observations although the thermospheric (winter)
estimates are less constrained than the stratospheric (summer) estimates. During absence
of tidal effects, thermospheric returns are to be expected from higher altitudes, when
the temperature gradient provides ducting capacity. Additionally, anomalously strong
infrasound amplitudes are detected during SSWs, as the acoustic waves travel in the
stratospheric waveguide instead, thereby suffering lower attenuation. In Evers & Siegmund
(2009), the SSW of 2009 is characterized by analyzing Pacific and Atlantic microbarom
data on two IMS arrays.
Garce´s et al. (2004) published about seasonal trends in microbarom observations.
In that study, variations in microbarom back-azimuths are related to variability in wind
direction. Daily variations are coupled to tropospheric and lower stratospheric variations,
while the longer-period trends are related to stratospheric and mesospheric wind variations.
In a study by Le Pichon et al. (2005b), fine temporal wind fluctuations in the thermosphere
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are estimated from discrepancies in theoretical and observed bearings from volcanic
signals from Lopevi volcano (168◦E; 16◦S), New Caledonia, at 648 km distance from
IMS station I22FR. Measured deviations in the observed bearing of the acoustic wave
from the true great circle path from source to receiver are related to the cross track
wind components in the stratosphere and the MLT. The observed bearing deviations
are not unlike the crabbing of an airplane needed to fly along a constant bearing in
a crosswind. Winds also modulate ducting heights which in turn modulates observed
signal amplitudes. Deviations up to 10◦ are observed. The deviations show seasonal
trends and are largest when zonal winds reverse in January and June. Theoretical
predictions that are obtained using ray theory and atmospheric specifications also show
seasonal fluctuations but underestimate the observed discrepancies; this is interpreted
as reflecting an underestimate of zonal wind speeds in the upper atmospheric model, as
the propagation paths are mainly north to south. Mesospheric zonal wind corrections
up to 50 ms−1 are estimated from an inversion procedure in Le Pichon et al. (2005a).
Inversion results show fluctuations on both diurnal and seasonal time-scales. In Antier
et al. (2007), stratospheric signals from Yasur volcano, 399 km from I22FR, are analyzed.
Event ground truth is obtained by means of a source capture microbarometer, at 200
m from Yasur volcano. Statistics on bearing deviation, trace velocity and traveltime are
simulated by a ray tracing simulation using G2S specifications; the authors conclude with
a first order validation of the stratospheric specifications in G2S.
In a recent study by Matoza et al. (2011), the authors report on diurnal variations
in frequency, bearing and trace velocity detections from the June 2009 Sarychev Peak
volcano, located on the Kuril Islands. The observations are made at IMS stations up to
1774 km away from the source.
3.1.3 This work
We report on observations of the sensitivity of infrasound to the middle and upper
atmosphere as reflected by relatively clear diurnal patterns in infrasonic celerities. We
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focus on powerful transient signals that travel through the thermosphere and stratosphere
which provide us with a quantitative basis to monitor the tidal dynamics in the MLT
region at equatorial latitudes. We present our findings on far field infrasound returns
from Tungurahua volcano in Ecuador (78◦W, 2◦S) observed during five periods of strong
explosive activity. These explosions have an estimated yield in the range from 0.15 to 1.5
ton of TNT equivalent (Fee & Matoza, 2007). The relative fine temporal resolution of
the traveltime data, provided by the frequent eruptions is a unique feature of this dataset
and enables us to follow the changing atmosphere with a significantly greater precision
than before.
In contrast to earlier studies, our conclusions are based on variations in traveltime
instead of bearing (Le Pichon et al., 2005b,a) or amplitude (Donn & Rind, 1972; Rind
et al., 1973; Rind & Donn, 1975; Rind, 1978). Traveltime is a more robust quantity than
amplitude or bearing. Measurement of bearing and trace velocity requires a measurement
of relative traveltimes between the array elements. As the relative traveltimes are much
smaller than the total traveltime, the error in arrival time determination compared to
the relative traveltimes are much larger than the error relative to the absolute traveltime.
Hence, absolute traveltimes can be determined much more accurately than relative traveltimes
required for bearing and trace velocity. Additionally, traveltime is an integrated quantity,
which implies that it bears information about the atmosphere as sampled along the ray
path. Amplitude is a local quantity that fluctuates continuously along the ray trajectory,
as is evident from the theoretical formulation (Brekhovskikh & Godin, 1999). Ray theory
is further developed in Appendix B.
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Figure 3.1. Map of Ecuador with the locations of active volcanoes and infrasound arrays
RIOE and LITE. The array layout for both 4 element arrays is given in the inlay.
3.2 Experimental setup
As part of the Acoustic Surveillance for Hazardous Eruptions (ASHE) project (Garce´s
et al., 2007), two four-element infrasound arrays were installed in Ecuador in 2006 (Figure
3.1). The main objective was the assessment of infrasound as a volcano monitoring
technique, for improved safety in the region and potentially on a more global scale. The
infrasound arrays were installed within 100 km of the active volcanoes in Ecuador and
southern Colombia. RIOE (near Rio Bamba, Ecuador) is situated at 37 km Southwest
from the Tungurahua volcano, which has been continuously active since 2006 up to
the present. LITE (near Lita, Ecuador) is located at 251 km to the north of the
Tungurahua, near the border with Colombia. At both arrays, four Chaparral Physics
2.2 microbarographs are installed in a tridiagonal array configuration with a central
element (see the inlay in Figure 3.1). The aperture of the array is about 150 meter,
the interstational distance is about 70 meters. The array response is shown in Figure
1.10. A broadband seismometer is co-located with the infrasound sensors. Figure 3.2
shows photos of the Tungurahua and the field setup.
94
a. b.
c. d.
Figure 3.2. Pictures of the infrasound source used in this study: the Tungurahua volcano
(a), data logger and communications site at the LITE array (b), example array element
(vault and horse hair wind filter) (c) and Chaparral infrasound microphone (d). Pictures
courtesy of David Fee and Dan Kleinert.
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The Chaparral sensors have a flat response in the 0.1-200 Hz passband and are
installed in plastic vaults to ensure environmental stability. Although Ecuador is situated
around the equator, the variation in altitude causes a great variety in climate. LITE is
located in a humid tropical climate with a severe rainy season in February, while RIOE
is situated in a more temperate and dry zone. Both arrays are situated in rural areas
and the fields around the arrays are actively used for agriculture. Maintenance visits by
the research team from the University of Mississippi (UM), University of Hawaii (UH)
and Natural Resources of Canada (NRCAN) occur when array elements malfunction;
basic field maintenance, such as trimming of the vegetation, is provided by the Instituto
Geof´ısico (IG) in Quito, Ecuador. Until October 2007, the arrays were equipped with
porous hoses to suppress wind noise. At that time the porous hoses were replaced
with horsehair filters because the quickly degrading porous hoses influenced the array
performance. These filters have a pressure inlet underneath a dome of steel wool. The
sensors are sampled at 40 Hz with a Reftek datalogger. Data is transmitted in real-time
over a satellite connection to Natural Resources of Canada (NRCAN). From there, data
is sent to the NCPA over a real-time data stream and is locally stored on disk.
To detect coherent signals, a time-domain Fisher detector, such as described in Section
1.1.4, is used that runs over a grid of 100x100 horizontal slowness p¯ values, in order to find
the best beam in a time segment of 6.4 seconds. Subsequent time bins have 50% overlap.
The relationship between signal-to-noise power ratio (snpr) and Fisher ratio F is snpr =
1
C
(F−1) (Melton & Bailey (1957)), where C is the number of array elements. To focus on
the most coherent arrivals, a detection occurs only when the Fisher ratio exceeds 9 (snpr
of 2); the estimated slowness yields information on the event’s bearing and trace velocity.
To ensure an accurate and non-aliased slowness estimate, the timeseries are detrended and
bandpass filtered between 0.1 and 1.5 Hz. The transient signals are typically powerful
enough to ensure accurate slowness estimates at the low frequency cut-off. Szuberla
& Olson (2004) have developed expressions to compute uncertainties associated with
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a.
b.
Figure 3.3. Array processing results for four years of nearly continuous infrasound data
recorded at (a) RIOE and (b) LITE. Gaps are due to gaps in the data volume, due to
acquisition problems. Only the very coherent energy is shown here. The arrivals on the
black solid line are due to the Tungurahua, the other dominant features are microbarom
detections
slowness estimates from beamforming. Given our array design and sampling rate we
expect a numerical resolution of 5 ms−1 for trace velocities and 1◦ for bearing. Figure
3.3 shows array processing results for nearly 4 years of infrasound data from RIOE and
LITE. Signals from the Tungurahua are frequently picked up at both arrays, but other
coherent signals are present in the infrasound passband as well, such as signals from
other volcanoes and microbarom signals. For this study, we have focused on signals from
Tungurahua volcano, as it has been continuously active from 2006 until now and its clear
waveforms facilitate the interpretation of the data.
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There are several paths through which sound can travel from Tungurahua to LITE.
The predominant paths, however, are through the stratospheric and thermospheric waveguides.
Because thermospheric paths are long compared to stratospheric paths, thermospheric
traveltimes are greater than stratospheric traveltimes. A robust discriminator between
different paths is the quantity called celerity. Celerity is defined as the horizontal distance
to the source over traveltime. Thermospheric celerities typically range from 210 to 260
ms−1 and stratospheric celerities typically range from 280 to 310 ms−1 (Brachet et al.,
2010). Signals that travel through the troposphere have celerities around 340 ms−1.
Although these values are generally valid for a typical atmosphere, classification of mode
of propagation may lead to to wrong interpretations if purely based on celerity. Evers &
Haak (2007) report on fast stratospheric arrivals with celerities as high as 360 ms−1. Apart
from traveltime, frequency content and trace velocity are helpful to classify the arrivals
as either stratospheric or thermospheric. Thermospheric arrivals have lower frequencies
due to non-linear propagation effects (Rogers & Gardner, 1980; Kulichkov, 2002) and
higher trace velocities (Matoza et al., 2011), compared to tropospheric and stratospheric
arrivals. Bearing deviations are usually larger, due to a longer propagation path and
larger cross winds.
In this chapter we focus on the analysis of data from specific intervals, when the
Tungurahua was very active, allowing for a detailed study of the variation in propagation
over time. This includes the 15th of July 2006, the second week of August 2006, the
beginning of February 2008 and 2010 and late May to early June 2010. During this period,
significant explosive activity is recorded at RIOE and LITE. The array processing results
from RIOE are used to estimate the time of the explosive eruptions at the Tungurahua. A
direct wave travel path is assumed with a constant sound speed of 340 ms−1. Within limits
of variability of sound speed in the lower troposphere (± 10 ms−1), we estimate an error
of ± 2 seconds for the estimated eruption time. This provides ground-truth which in turn
is used to look for corresponding signals at LITE. If through array processing at LITE,
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an arrival from Tungurahua is detected, the signal is associated with the Tungurahua
and used for further analysis. Coherent arrivals at LITE that have a bearing deviation
smaller than 10◦ and fall within a time-of-arrival arrival window described by the celerity
interval from 210 to 360 ms−1 are considered for analysis.
A typical example is presented in Figure 3.4b. The upper trace shows one of the
channels at RIOE, the lower two traces are two of the four recordings at LITE. Details
of the waveform measured at RIOE are shown in Figure 3.4a. For every blastwave
recorded at RIOE (blue box), one can consistently associate a stratospheric (red box) and
a thermospheric arrival (green box) at LITE. The arrivals typically have a classic U-wave
shape, which is indicative of having passed through a caustic. The observed frequencies of
the thermospheric arrivals are significantly lower than those of the stratospheric arrivals.
As acoustic propagation becomes more non-linear as the density in the upper parts of the
atmosphere decrease, the spectrum of the acoustic wave changes due to the stretching
and steepening of the acoustic wave. Also, because of frequency and altitude dependent
absorption, the higher frequency components of the thermospheric arrivals typically
attenuate, which is evident in Figure 3.4b. For every explosion, statistics on bearing, trace
velocity, Fisher ratio, dominant frequency and peak-to-peak amplitude are collected.
99
ab
Figure 3.4. A typical observation of associated infrasonic signals at RIOE (37 km) and
LITE (251 km) is presented in Figure 3.4b. For every impulse measured in the near field
(blue box), one can distinguish a stratospheric (red) and thermospheric (green) arrival at
LITE. The arrivals at LITE are shifted by the time it takes for the stratospheric arrival
to reach LITE, minus the time it takes for the acoustic signal to reach RIOE from the
Tungurahua. The stratospheric traveltime is expressed by the ratio Rc , where R is the
distance from Tungurahua to LITE and c is the stratospheric celerity value. We have
included two different channels from LITE to show the coherency of the stratospheric and
thermospheric arrivals. Details of the waveform measured at RIOE are shown in Figure
3.4a. The waveform is rather complex and consists of several arrivals after the main impulse,
which is interpreted to be the direct arrival, considering the observed bearing and trace
velocity.
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3.3 Observation of celerity fluctuations
3.3.1 Diurnal fluctuations
Observations for weeks in 2006, 2008 and 2010 are presented in Figures 3.5 and 3.6a
and 3.6b respectively, together with the effective sound speed (sound speed plus horizontal
wind speed in the direction of propagation) from Tungurahua to LITE, retrieved from the
6-hourly Ground-2-Space (G2S) specifications (Drob et al., 2003, 2010). For the present
study G2S specification are based on: the 4× daily NOAA operational Global Forecast
System (GFS) analysis products from 0 to 45 km (1 hPa) (Kalnay et al., 1990), the 4×
daily stratospheric analysis from 35 to 75 km (10 to 0.01 hPa) from the NASA Goddard
Space Flight Center, Modern Era Retrospective-analysis for Research and Applications
(MERRA) system (Rienecker et al., 2008), and above 65 km the HWM07 and MSISE-00
empirical models (Drob et al., 2008; Picone et al., 2002). From classical acoustic ray
theory we expect the waveguides to be fully ducting for red colors of effective sound
speed. Results are plotted as celerity value versus time, the colors of the dots in the two
upper frames refer to the parameter values given by the colorbar to the right. In the
middle frame, color indicates trace velocity, the upper frame dominant frequency of the
arrivals at LITE.
Typically, two types of arrivals are observed. In August 2006 and June 2010, stratospheric
arrivals with celerities around 290 ms−1 and thermospheric arrivals with celerities between
210 and 250 ms−1. In February 2008 signals having celerities between 250 and 265
ms−1 are observed as well. These are interpreted as being mesospheric arrivals. The
stratospheric celerities are rather constant while the mesospheric and thermospheric
celerities have significant diurnal variation. Between 1400 and 2200 UTC (0900 and 1700
localtime) the wind noise at the arrays typically swamps the infrasonic signals, making it
difficult to estimate traveltimes during that interval. Only on 30 May 2010 have we been
able to observe arrivals from the Tungurahua throughout the whole day. High activity
levels and good noise conditions at the infrasound arrays allowed for many associations,
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Figure 3.5. Observations of celerities at LITE during the second week of August 2006.
The lower frame shows the effective sound speed as a function of time, obtained from the
NRL-G2S specifications. The effective sound speed includes the adiabatic sound speed and
the wind speed in the direction of propagation. We expect infrasound returns from regions
that are colored red. The two upper frames show the celerity values of stratospheric and
thermospheric arrivals as a function of time (days). Thermospheric celerities between 210
and 250 ms−1 are diurnally fluctuating whereas the stratospheric arrivals have an essentially
constant celerity value around 290 ms−1. The color of the datapoints in the upper frame
indicates the dominant frequency, for the middle frame it indicates trace velocity. For
arrivals for which frequency estimates are poor due to the low signal-to-noise ratio, the
datapoint is colored gray.
102
a.
0
50
100
H
ei
gh
t (k
m)
00 12 00 12 00 12 00 12 00 12 00 12 00 12 00 12 00 12 00
30 31 01 02 03 04 05 06 07
Time (days of Jan/Feb 2008)
280
300
320
340
Ef
f. 
so
un
d 
sp
ee
d 
(m
/s)
200
225
250
275
300
Ce
le
rit
y 
(m
/s)
325
350
375
400
425
450
Tr
ac
e 
ve
lo
ci
ty
 (m
/s)
200
225
250
275
300
Ce
le
rit
y 
(m
/s)
00 12 00 12 00 12 00 12 00 12 00 12 00 12 00 12 00 12 00
0.10
0.15
0.20
0.25
0.30
LI
TE
 F
re
qu
en
cy
 (H
z)
b.
0
50
100
H
ei
gh
t (k
m)
00 12 00 12 00 12 00 12 00
29 30 31 01
Time (days of May/June 2010)
280
300
320
340
Ef
f. 
so
un
d 
sp
ee
d 
(m
/s)
200
225
250
275
300
Ce
le
rit
y 
(m
/s)
325
350
375
400
425
450
Tr
ac
e 
ve
lo
ci
ty
 (m
/s)
200
225
250
275
300
Ce
le
rit
y 
(m
/s)
00 12 00 12 00 12 00 12 00
0.10
0.15
0.20
0.25
0.30
LI
TE
 F
re
qu
en
cy
 (H
z)
Figure 3.6. Celerity values of arrivals measured at LITE during February 2008 (a) and
early June 2010 (b). In both cases stratospheric and thermospheric arrivals are observed
throughout the period; in February 2008 also mesospheric arrivals are observed.
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even during day time, during which it is usually difficult to detect infrasound arrivals.
Conceptually, the gradual increase of celerity should be in line with the lowering
of the thermospheric return height due to the atmospheric tides. The lowering of the
thermospheric return height due to the increased wind and temperature causes a significant
reduction in traveltime, because of a reduced path length. Because celerity is inversely
proportional to traveltime, this means that the lowering of the thermospheric return
height is related to an increase in celerity. Similarly, elevating the thermospheric return
height is related to a decrease in celerity. We will show this more quantitatively in
section 3.7. The fluctuation in the thermospheric return height due to the tides as
modeled by HWM does not always correspond to the observed celerity fluctuations of
the thermospheric arrivals, e.g. the timeseries in 2006. Furthermore, the higher order
periodicities on 12 August 2006, 31 May 2010 and 1 June 2010 are not clearly observed
in the atmospheric specifications.
Compared to February 2008, the larger amplitudes of the tidal models in August
2006 and June 2010 are reflected by the larger fluctuation in celerity values. Interdiurnal
variations are observed as well. On 12 August 2006, an increasing trend is observed twice
between 0000 and 1200 UTC with a different periodicity compared to 13 or 14 August.
Apart from variations in periodicity, there is also a variation in the fluctuation of observed
celerities. Compared to the other days in the timeseries, the fluctuations on 31 May 2010
have a smaller peak to peak amplitude. A higher order periodicity is also observed on
31 May and 1 June 2010, with periods similar to those of quarterdiurnal (6 hour period)
and terdiurnal (8 hour period) tides.
In 2008 and 2010, trace velocities around 340 ms−1 are generally observed for mesospheric
and stratospheric arrivals. For thermospheric arrivals values from 350 to 460 ms−1 are
observed. We expect the short time scale fluctuations in trace velocity to be due to
changing signal to noise conditions. In 2006 we observe a similar trend, although trace
velocities are generally lower. Trace velocities are indicative of angle of incidence. A value
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of 340 ms−1 corresponds in this case to horizontal incidence, while 460 ms−1 corresponds
to 50◦. It has to be noted that the quality of the array was better in 2008 and 2010, due
to superior wind noise filters. Wind noise filters significantly change the array response
and the ability to estimate the wave propagation parameters accurately. The phase
shift deviations associated with the degraded wind noise filters may bias the estimated
bearing and trace velocity values because the induced phase shifts may change the relative
timedelays of the wavefront between the array elements. Traveltime or celerity will not
be significantly affected as discussed in the Introduction. Throughout the period of
observation, we have observed signals from Tungurahua at both arrays with reasonable
values for bearing (within the typical 10◦ deviation) and trace velocity (between 340 and
500 ms−1). However, we would like to note that these values might have some bias due to
the changing wind noise filters. Tungurahua’s spectra typically have most energy between
0.1 and 0.5 Hz. Stratospheric arrivals typically have a dominant frequency around 0.25
Hz, while thermospheric arrivals have frequencies around 0.1 Hz. Mesospheric arrivals
have dominant frequencies in between these two values.
The results presented in this section provide very clear evidence that infrasound
propogation is sensitive to the atmospheric tides in the upper atmosphere. The fluctuations
of the traveltimes of the mesospheric and thermospheric arrivals show clear diurnal
structure while the traveltimes of the stratospheric arrivals are relatively static, reflecting
the significance of the atmospheric tides for the MLT. Furthermore, differences between
our results for the summer of 2006 and for the winter of 2008 are consistent with a seasonal
dependency of the tidal amplitudes. Lastly, day to day variations could for example be
associated with interdiurnal variations of atmospheric tides, a change in mean wind or
the introduction of a planetary wave. Trace velocity and dominant frequency validate
our categorization of stratospheric and thermospheric arrivals.
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Figure 3.7. Celerity values of arrivals measured at LITE during early February 2010.
Similar to February 2008, we observe stratospheric, mesospheric and thermospheric
arrivals.
3.3.2 Multi-day periodicity
Observations from February 2010 are shown in Figure 3.7. Similar to the period of
February 2008, three separate groups of infrasound arrivals are observed. Apart from the
stratospheric and thermospheric arrivals, also mesospheric arrivals are routinely observed.
Diurnal celerity fluctuations are observed for the thermospheric arrivals, but this variation
is relatively small, even in comparison to the February 2008 observations. The number
of thermospheric arrivals is relatively limited, similar to the situation of February 2008.
Stratospheric arrivals seem to be more prevalent during this interval; extended wavetrains
are observed for which the dominant peaks have been picked. The celerities appear to
be strongly fluctuating around 288 ms−1 with a 6-day periodicity. A more complex
pattern is observed for the thermospheric celerities. The mesospheric arrivals occur too
rarely to distinguish a pattern. Relatively low trace velocity values were determined
using beamforming; we explain this by the poor state of the array during that time. The
dominant frequencies have values that are according to expectation. The 6-day periodicity
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could be associated with planetary waves. Planetary waves in the equatorial region are
considered to be excited by oscillations of large-scale tropical convections (Takahashi
et al., 2006). Various modes exist that propagate either east or westward at phase speeds
between 20 and 150 ms−1.
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Figure 3.8. Lomb-Scargle periodogram representation of the thermospheric celerity
fluctuations presented in Figures 3.5, 3.6a and 3.6b. (a) shows the dominant periods of the
timeseries, which are around 12 and 24 hours for the 2006 and 2010 dataset. (b) shows
the probability of significance of the spectral elements; the major peaks have a significance
close to 1.
3.4 Spectral analysis of celerity time series
The thermospheric celerity fluctuations presented in Figures 3.5, 3.6a and 3.6b have
periodicities that are similar to the tidal harmonics. The stratospheric celerity fluctuations
presented in Figure 3.7 show a periodicity of about 6 days. Naturally, by transforming
the celerity timeseries into the frequency domain, this becomes more apparent. In order
to transform the finite length, non-uniformly sampled timeseries to the frequency domain,
we make use of the Lomb-Scargle periodogram method (Lomb, 1976). A Lomb-Scargle
periodogram analysis also provides significance values for the evaluated spectrum, allowing
for objective significance testing of the spectral representation (Scargle, 1982). The
output is normalized by the number of datapoints and the variance.
The resulting spectra are given in Figure 3.8a for the data presented in Figures 3.5
and 3.6. The associated significance values for the spectra are presented in Figure 3.8b.
The Lomb-Scargle periodogram and significance spectrum for the February 2010 data is
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Figure 3.9. Lomb-Scargle analysis of the stratospheric (Is) and thermospheric (It) celerity
fluctuations over the 7 day period in February 2010. Figures (a) and (b) show the power
spectrum and the associated probability of significance, respectively. The stratospheric
celerities have a strong 6-day and 3-day periodicity, and some minor peaks around the
diurnal period. (c) stratospheric and (d) thermospheric celerities have been fitted to a
superposition of sinusoids with the most power, using the Lomb-Scargle analysis. For the
stratospheric series, the 2.9 and 6.1 day periodicity are included. For the thermospheric
series, the fit includes the 1.6, 3.1 and 6.4 day periodicity.
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presented in Figures 3.9ab. For the August 2006 and June 2010 timeseries, significant
peaks are found around 24, 12 and 8 hours, associating with the diurnal, semidiurnal and
terdiurnal tides respectively. The probability of significance for these peaks is close to
100%, except for the terdiurnal peak in 2006 for which the probability of significance is
about 80%. The diurnal peak in 2006 is stronger than the semidiurnal peak; in 2010 both
peaks are about equal in magnitude. The 2010 peaks have a larger magnitude compared
to 2006. The terdiurnal peak is the weakest in all cases; the 2006 terdiurnal peak is larger
than the 2010 peak. In the 2010 dataset, a small significant (80%) quarterdiurnal peak
is observed.
Deviations of the resolved periods from the exact theoretical values could be explained
by the limited number of datapoints. Alternatively, the deviation could also be explained
as interactions with the zonal mean wind and/or planetary waves. The spectrum for
the 2008 timeseries shows a peak around 22 hours with 60% significance, that could be
associated with the diurnal tide. Further significant peaks at around 52 and 34 hours (2.2
and 1.4 days respectively) are resolved for this interval. These peaks could be explained
as the quasi two-day planetary wave and wave-wave interaction of tidal and/or planetary
wave components, respectively (Salby, 1996).
Considering the February 2010 data, we note that significant periodicities around 6
and 3 days are found, in addition to a smaller diurnal peak for the stratospheric celerity
data. For the thermospheric data, only a moderately significant peak (60%) around 1.5
days can be distinguished, potentially due to the scarcity of thermospheric arrivals. Other
peaks are visible in the power spectrum, with low significance levels. Stratospheric and
thermospheric celerity data are shown in Figures 3.9c and 3.9d respectively, along with
a superposition of sinusoids with the most power. The observed peaks at 3 and 6 days
could be explained by planetary waves, that have been observed in the equatorial region
(Takahashi et al., 2006). The (semi-)diurnal peaks could be explained as atmospheric
tides.
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Tidal amplitudes and phases are modulated by the solar cycle as well. Recently,
Iimura et al. (2010) and Sridharan et al. (2009) have studied this effect in the mesosphere
and lower thermosphere. However, these effects become more important in the E-region
(90-160 km altitude), such as described by Oberheide et al. (2009). The diurnal tide in
the thermospheric winds is stronger during solar minimum due to low density and low
ion drag. Because the solar activity was lower in 2010 compared to 2006, the diurnal tide
is expected to be stronger as well. The observed celerities in Figures 3.5 and 3.6b and
the spectra in Figure 3.8a support this expectation. The peak-to-peak amplitude of the
2010 celerity timeseries is about 17% larger compared to the 2006 celerity timeseries.
The observations in this section further illustrate the value of the acoustic measurements
in understanding and monitoring the seasonal, inter-annual, and potentially even solar
cycle variations in the lower thermospheric tidal amplitudes. HWM does not presently
account for any solar cycle modulation of the tidal amplitudes and phases. In additionally,
it has been shown that planetary waves may be observed using acoustic measurements as
well. Future studies such as these, in combination with more advanced data processing
techniques, could be advantageous in acoustic remote sensing applications.
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Figure 3.10. Observed transmission loss from all stratospheric, mesospheric and
thermospheric arrivals from the Tungurahua measured at LITE. There is a considerable
spread in the measured loss, which is largest for the thermospheric arrivals and least for
the stratospheric arrivals.
3.5 Amplitude statistics
Distributions of the estimated transmission loss for propagation from Tungurahua to
LITE are presented in Figure 3.10 for all the stratospheric, mesospheric and thermospheric
arrivals measured throughout 2006–2010. Loss is estimated using T̂L = 20 log10
[
pL
p0=pR×R
]
.
Here pL, pR and R are the peak-to-peak pressure at LITE, RIOE and the distance from
Tungurahua to RIOE, respectively. It is assumed that the Tungurahua is an isotropic
point source and that the transmission loss for propagation towards RIOE is due to
spherical spreading of the source signal (Pierce, 1981). This assumption is not necessarily
valid, as the local meteorology can have a strong influence on the directivity of the sound
field in the vicinity of the source (e.g. Figure 1.4).
All distributions are fitted with normal distributions using a Levenberg-Marquardt
fitting procedure; the goodness of fit is determined using a χ2 test. The stratospheric
arrivals have a mean transmission loss of 51 dB with a standard deviation of 8.1 dB.
For the mesospheric and thermospheric arrivals, this is respectively 54 ± 22.0 dB and
48 ± 14.6 dB. The χ2 test indicates that the null hypothesis is accepted at the 1%
significance level. The χ2 statistic and associated degrees of freedom are 23.2/37, 0.7/28
and 9.93/43 for the stratospheric, mesospheric and thermospheric distributions. The
relative large uncertainty in thermospheric arrivals could be explained by the vicinity to
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edge of the shadow zone. This region is characterized by large variations in transmission
loss throughout the day, as the zone of audibility moves in and out due to variations in the
upper atmosphere (e.g. Figure 4.5). Additionally, the varying amplitude response of the
Chaparral 2.2 sensors for the frequency range of the thermospheric arrivals (around 0.1
Hz) could contribute to further uncertainties. Mesospheric arrivals have been associated
with scattering from atmospheric irregularities (Kulichkov, 2010), which could explain
the relatively wide distribution.
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Figure 3.11. Comparison of celerity and dominant frequency trends for the thermospheric
arrivals in the June 2010 timeseries. The correlation between celerity and dominant
frequency is very high. This can be explained as a non-linear propagation effect.
3.6 Non-linear propagation effects
3.6.1 Celerity and dominant frequency
As mentioned, Tungurahua’s spectra typically have most energy between 0.1 and
1.0 Hz, with a dominant peak around 0.3 Hz. Stratospheric arrivals typically have a
dominant frequency around 0.25 Hz, while thermospheric arrivals have frequencies around
0.1 Hz (see Figure 2.23b). Mesospheric arrivals have dominant frequencies in between
these two values. The spectrum of the acoustic wave changes due to the stretching and
steepening of the acoustic wave due to non-linear propagation effects. These effects are
more pronounced for acoustic waves with larger amplitudes and at higher altitudes, as
explained in Chapter 2. Higher frequency components, such as generated by steepening,
attenuate more strongly; dissipation of acoustic energy is severe at mesospheric and lower
thermospheric altitudes. The reference model (Sutherland & Bass, 2004) appears to
overestimate the absorption in this part of the atmosphere. Lower frequencies, generated
by the stretching, survive.
In the previous section, we reported on the variability of thermospheric celerity values
throughout a few days of intense volcanic activity. It was hypothesized that the variation
in celerity is due to the changing return height of the thermospheric rays, due to the large
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influence of the atmospheric tides in the lower thermosphere. Smaller celerities are due
to larger return heights, compared to larger celerities. As non-linear propagation effects
become more pronounced with increasing altitude, this would imply that thermospheric
arrivals with smaller celerity values would have undergone more stretching and steepening
compared to arrivals with larger celerities. The dominant frequency of the thermospheric
arrival is mostly determined by the amount of stretching and is not strongly dependent
on the amount of absorption (Waxler et al., 2012). Celerity predictions from linear
propagation theory and non-linear propagation theory are identical (Lonzaga et al., 2012).
To test the hypothesis that celerity and dominant frequency are related due to non-linear
propagation effects, we take the observations from the June 2010 period, as this period
provides with the most thermospheric arrivals, allowing for a better statistic. The August
2006 set has 60 arrivals over 6 days, the February 2008 set has 40 arrivals over 9 days
and the February 2010 set has 60 arrivals over 8 days. The June 2010 set has 191 arrivals
over 4 days. Only arrivals are considered for which the peak-to-peak amplitude at RIOE
is
3.0 ±1.0 Pa and the dominant frequency at RIOE is 0.35± 0.1 Hz. The results are
averaged over 3 hour bins and and are shown in Figure 3.11 as normalized values with
the mean removed. There is a clear correlation between the two quantities.
3.6.2 Source strength (yield) and dominant frequency
As non-linear effects are more pronounced for acoustic waves of larger amplitude, it
is to be expected that thermospheric arrivals from larger explosions have lower dominant
frequencies compared to waves of smaller amplitude, assuming the same propagation
path. This effect is also evident from the analysis of Tungurahua explosions measured
at RIOE and LITE. We consider a series of strong explosive eruptions measured on 15
July 2006; 13 explosions within 6 hours time. The waveforms measured at RIOE and
LITE are shown in Figure 3.12. The traveltime from Tungurahua to RIOE is again
estimated using a direct wave path and used to estimate the traveltime from Tungurahua
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Figure 3.12. Observations of 13 pairs of arrivals at RIOE and LITE on 15 July 2006
within 6 hours. Stratospheric arrivals are marked green, mesospheric/thermospheric and
thermospheric arrivals are marked blue and red, respectively. Note the variability in arrival
structure, especially of the middle arrival. The arrivals at 1046, 1050, 1124 and 1126 UTC
have some overlap.
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Figure 3.13. (a) Celerity variation for the stratospheric arrivals over time. (b) Celerity
variations for the mesopheric and thermospheric arrivals. (c) Variation of dominant
frequency of the thermospheric arrival as function of peak-to-peak pressure as measured
at RIOE.
to LITE. The measured explosions have all a different peak-to-peak amplitude at RIOE;
it is assumed that this variability follows the variations in source strength to zeroth order.
The magnitude of explosive sources is typically expressed in terms of TNT equivalence.
Source yields have been estimated in an independent study by Fee & Matoza (2007),
assuming spherical spreading from Tungurahua to RIOE. The yields range from 0.15 to
1.5 ton TNT equivalent.
For sufficiently strong explosions, an extended stratospheric wavetrain is observed,
followed by two low-frequency transient arrivals, coming in with thermospheric celerities
between 210 ms−1 and 230 ms−1. The middle arrival is interpreted as due to a reflection
of a localized layer in the upper mesosphere or lower thermosphere, the last arrival
is interpreted to be a true refraction resulting from the steep temperature gradient
in the lower thermosphere; see section 2.3. Propagation modeling is shown in Figure
2.9 (Chunchuzov et al., 2011b). Note that the stratospheric wavetrain is not always
observed. The middle arrival shows a lot of variability throughout the period of 6
hours. The thermospheric arrival has a fairly robust classical U-waveform throughout the
period, but its period varies strongly. In addition, the traveltime of the thermospheric
arrival decreases strongly over the course of the 6 hours (decreasing by about 100 s); the
traveltime of the mesospheric arrival decreases slightly. The traveltime of the stratospheric
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arrival remains roughly constant, if observed at all. Figures 3.13ab show the change of
celerity with time for the various arrivals. For the stratospheric arrival, the first onset is
chosen. The large scatter is likely due to the low amplitude of the stratospheric arrivals,
hampering accurate traveltime estimation.
The first 7 explosion show a clear correlation of peak-to-peak amplitude at RIOE
and dominant frequency of the thermospheric arrival at LITE. Smaller explosions are
associated to thermospheric arrivals with a higher dominant frequency. Also note the
sudden decrease in dominant frequency at 1046 UTC, when the yield strength increases,
compared to the neighboring explosions. It is shown in Figure 3.13c, in which the data
from the 13 explosions is plotted, that peak-to-peak pressure at RIOE and dominant
frequency of thermospheric arrivals at LITE are inversely proportional to each other. As it
is assumed that peak-to-peak pressure at RIOE scales to explosive yield, this observation
is in accord with the theoretical expectation from non-linear acoustics. This will be
further modeled in Chapter 4.
The relation between celerity, return height and dominant frequency is modeled and
shown in Figure 4.7. A non-linear ray tracing technique (Lonzaga et al., 2012) is used
in combination with simplified atmospheric specifications (Figure 4.4) to quantify the
non-linear propagation effects. A variable return height is effectively modeled keeping
a receiver at a constant range (400 km north of the source) and varying the zonal and
meridional wind jet magnitude in between -80 ms−1 and 80 ms−1. The wind jet is modeled
by a Gaussian distribution, centered around 120 km width a standard deviation of 12.5
ms−1. The non-linear propagation is calculated for eigenrays that connect the source
and receiver at 400 km and computed valued of celerity and dominant frequency are
collected. Figures 4.7a, 4.7d and 4.7e show the inverse relation between celerity and
return height and the direct relation between celerity and dominant frequency. The
smooth atmosphere is not very realistic, but it captures the variation in celerity and
dominant frequency due to a variation in return height such as observed in a realistic
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atmosphere. This variation has been observed in the data (i.e. Figure 3.11) and is
confirmed by the modeling. In addition to return height, the presence of a caustic has an
additional effect on the nonlinear propagation. As the amplitude of a pulse grows rapidly
in the vicinity of a caustic, the pulse undergoes extra stretching and steepening, since
the nonlinear propagation speed is dependent on the amplitude.
It has been shown in this section that both celerity and yield strength influence the
dominant frequency of thermospheric arrivals. This suggests that dominant frequency
observations may be used to constrain propagation paths and yield strength estimates
(Waxler et al., 2012).
119
 0
 20
 40
 60
 80
 100
 120
 140
 250  300  350  400
Al
titu
de
 [k
m
]
Sound speed [m/s]
ceffcTczsrc
a b c
 0
 20
 40
 60
 80
 100
 120
 140
 250  300  350  400
Al
titu
de
 [k
m
]
Sound speed [m/s]
ceffcTczsrc  0
 20
 40
 60
 80
 100
 120
 140
 250  300  350  400
Al
titu
de
 [k
m
]
Sound speed [m/s]
ceffcTczsrc
Figure 3.14. Propagation modeling for 14 August 2006 at 0000 (a), 0600 (b) and 1200 (c)
UTC using wide angle ray theory superimposed on a modal solution for f = 0.3 Hz. The
color scale gives transmission loss in dB, for a point source. According to the simulations,
only (weak) stratospheric arrivals are predicted to arrive at LITE (green triangle), at least
with the modal model. The top frames show the profiles that the propagation models use as
input. The green line is the adiabatic sound speed, the bold red line is the effective sound
speed that involves the adiabatic sound speed plus the horizontal wind in the direction of
propagation and the vertical blue line represents the sound speed at z = 5.2 km, which is
the assumed source height.
3.7 Propagation modeling of the celerity fluctuations
Figures 3.14, 3.15i and 3.15ii show propagation modeling results using G2S atmospheric
specifications on 14 August 2008, 7 February 2008 and 30 May 2010 respectively. The
specifications for February 2010 are very similar to February 2008 and the propagation
modeling is not considered here for brevity; G2S does not include planetary waves in its
specifications, so the observed variation will not be explained by G2S. For Figures 3.14
and 3.15i, specifications at 0000, 0600 and 1200 UTC are used, and plotted in frames a)
through c). For Figure 3.15ii, specifications at 0200, 0800 and 1400 UTC are used. In the
HWM model, in the MLT, the diurnal cycle varies slowly so that the upper atmosphere
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Figure 3.15. Same as Figure 3.14 (i) Simulations for 7 February 2008 at 0000 (a), 0600
(b) and 1200 (c) UTC. (ii) Simulations for 30 May 2010 at 0200 (a), 0800 (b) and 1400 (c)
UTC.
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is modeled by a function that is essentially periodic in time on the timescale of a week.
Results from wide-angle ray theory (Appendix B) are superimposed on transmission
loss estimates from a wide-angle normal mode solution (Appendix C) at f = 0.3 Hz; the
solutions agree well with one another. Rays that penetrate the atmosphere above 120
km will likely be strongly attenuated due to absorption in that region. LITE, at 251
km distance from the source, is represented by the green triangle. The ensonified region
can be defined as the region where the sound pressure level is significantly higher than
the background noise. On the other hand, regions without significant sound are called
acoustic shadow zones. Transmission loss expresses the decrease in amplitude of sound
pressure with increasing range at a given frequency, in decibel (dB). In Figures 3.14 and
3.15, transmission loss is computed for the dominant frequency of the signals of interest,
i.e. f = 0.3 Hz. In these figures, the ensonified regions are shown in blue, red and yellow
colors. Shadow zones are colored white; no rays can penetrate here.
The atmospheric profiles that are used in the propagation modeling are displayed in
the upper frames. The green line is the adiabatic sound speed:
cT =
√
γP0/ρ0 (3.1)
where γ is the ratio of specific heats. P0 and ρ0 are the ambient pressure and density,
respectively. We assume that the ideal gas law holds. The red line is the effective sound
speed which is the sum of the adiabatic sound speed and the wind speed in the direction
of propagation u‖:
u‖ = v cosφ+ u sinφ (3.2)
where v is the meridional wind (postive to the north), u the zonal wind (positive to the
east) and φ is the azimuth, positive clockwise with respect to the north.
In case of propagation from the Tungurahua volcano to LITE, the wind that contributes
to the sound speed is essentially equal to the meridional wind, while the zonal wind acts
as cross-wind. The vertical blue line indicates the speed of sound at the source level.
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According to classical ray theory, fully ducted (strong) arrivals are expected from heights
for which ceff is larger than czsrc.
In Figure 3.14, it is shown that only stratospheric arrivals are predicted to arrive at
LITE throughout the day, mainly due to the high temperature around the stratopause.
It is predicted that the stratospheric arrivals are strongest around 0600 UTC, due to
stronger stratospheric winds. Thermospheric arrivals are never predicted at LITE. The
edge of the thermospheric shadow zone moves because of the changing winds in the MLT.
Around 0600 UTC the distance between the edge of the shadow zone and the array is at
a minimum, but the ensonified region is still predicted to be 30 km away. At 0000 and
1200 UTC this distance is twice as large.
For February 2008, the output is slightly different, as the ensonified region is closest
to LITE at 0000 and 1200 UTC but further away at 0600 UTC. Again, stratospheric
arrivals are predicted to arrive throughout the day. Because of a wind jet that grows
progressively throughout the day, it is predicted that these arrivals become stronger with
time. At 1200 UTC, ray theory does predict that LITE is at the edge of the ensonified
region. The thermospheric arrival is of low amplitude because of strong atmospheric
absorption and has been observed. The mesospheric arrivals are never predicted.
Figure 3.15ii shows the modeling results for June 2010. Thermospheric arrivals
are always predicted at LITE, although it is predicted that the arrivals typically have
small amplitudes due to significant absorption above 120 km. It is predicted that the
thermospheric arrivals have the largest amplitude at 0800 UTC. During the interval of
volcanic activity in 2010, a borderline stratospheric duct is estimated from the atmospheric
specifications. For a borderline duct, only partially ducted (and hence weak) arrivals are
to be expected from wave theory. But in fact, strong stratospheric arrivals are persistent
throughout the whole period of analysis in 2010. We interpret this as being due to
the averaging of the atmospheric specifications over time which is likely to reduce the
magnitude of the winds.
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Figure 3.16. (a) Celerities of the observed stratospheric (Is) arrivals during the second
week of August 2006 in red colors. An interpolation connects the observed points. The
simulated celerities for the connecting eigenrays are plotted in blue. (b) Celerities for the
thermospheric (It) arrivals on 30 May 2010. (c) The relative error between simulated and
observed celerity values.
Observed traveltimes are compared with the simulated traveltimes along the eigenrays,
in Figures 3.16a and 3.16b. The red points represent the observed celerity values, the
blue points are the predicted celerity values; the ray closest to LITE is selected as
eigenray. A polynomial fit is superimposed on top of the datapoints and is used to
compute the average error between the predicted and observed values. We use a measure
of relative error to show when the values are overestimated and when the values are
underestimated. From Figures 3.16a and 3.16b, it is clear that the stratospheric celerities
are much better predicted than the thermospheric celerities. The observed stratospheric
celerities fall around the line of the predicted celerities, although there is some scatter.
The thermospheric celerities are typically underestimated by the predictions and the
diurnal variation is not similar to the observed pattern, except around 0600 UTC. For
the stratospheric arrivals, a relative error of ±1% is found, whereas relative errors of
almost up to 10% are estimated for the thermospheric arrivals.
Ground-to-ground transmission loss simulations are shown in Figure 3.17 for thermospheric
propagation from Tungurahua towards LITE on 30 May 2010, for which thermospheric
arrivals are predicted at LITE (Figure 3.15ii). Both simulations for propagation in a
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Figure 3.17. Simulation of coherent (c) and incoherent (i) transmission loss using a linear
full-wave simulation and a 1D G2S profile from 30 May 2010 at 0.3 Hz. At 251 km,
the estimated loss in a lossless atmosphere is -39 dB, while it is about -58 dB using the
absorption model of Sutherland & Bass (2004).
lossless and a lossy (using the model of Sutherland & Bass (2004)) atmosphere are
shown. The solid and the dashed lines show the coherent and incoherent transmission loss
estimates at 0.3 Hz, which is the dominant frequency of the Tungurahua explosions. The
incoherent loss serves as a rough estimate of the frequency-averaged loss for comparing
with the data, as many of the fine details in the coherent transmission loss cannot to
be observed in the field. The dotted and dashed black curves show transmission loss
according to spherical and cylindrical spreading, i.e.
TLsph(r) = 20 log10
[
1
r
]
TLcyl(r) = 20 log10
[
1√
r
]
(3.3)
All transmission loss curves are referenced to 1 kilometer. Note that according to
the simulations in the lossy atmosphere, the transmission loss should be around 60
dB, while it was shown in Section 3.5 that the average observed transmission loss for
thermospheric arrivals is on average 48 dB. It is expected that the absorption coefficients
at mesospheric and thermospheric altitudes are incorrect, leading to an overestimation of
transmission loss for thermospheric arrivals. A recent non-linear propagation study has
shown that thermospheric arrivals from the Tungurahua can be satisfactorily explained
if the absorption coefficients above 70 km are reduced by a factor of 0.3 (Waxler et al.,
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2012).
In summary, propagation modeling has shown that the celerity observations for stratospheric
arrivals are validated at first order, in contrast to the thermospheric celerities. This is not
surprising as atmospheric specifications below the stratopause are believed to be more
accurate than above the stratopause. Our observations and predictions confirm this.
Transmission loss simulations of thermospheric arrivals using the absorption model from
Sutherland & Bass (2004) are shown not to be in accord with observed values. This
discrepancy has been observed before (Fee et al., 2010; Norris et al., 2010) and should be
a focus of future study.
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3.8 Discussion
In this study we make use of celerity to monitor fluctuations in the middle and
upper atmosphere. Thermospheric celerity variability shows clear diurnal periodicities
with periods associated with the atmospheric tides. Spectral analysis shows that the
periodicities in the celerity timeseries are similar to the tidal harmonics in the atmosphere.
This periodicity is clearly observed in the datasets of August 2006 and May-June 2010. In
February 2010, stratospheric celerity fluctuations show a 6-day periodicity, which suggests
that stratospheric propagation may be modulated by planetary wave activity. 6-day
planetary waves have been observed before at equatorial latitudes with meteor radar
data (Takahashi et al., 2006).
Comparing our observations to modeled predictions based on currently available
atmospheric specifications there was only one period, June 2010, during which the model
predicts that we should see detections at all. The results of this period are presented in
Figure 3.16 and show that the stratospheric arrival times are predicted within 1% of the
observed value. This error is larger for thermospheric arrivals, almost up to 10%. The
mesospheric arrivals observed during February 2008 and 2010 are never predicted using
HWM. In addition, mesospheric and thermospheric arrivals show considerable variation in
celerity on a diurnal, interdiurnal and seasonal scale that is not predicted by the empirical
models. Observational papers such as Fritts & Isler (1994) and first principles modeling
work such as done by Akmaev et al. (2008) show that the day-to-day tidal variability
over a given location can be significant. The fluctuations that are currently not resolved
by HWM07 can be on the order of 25 to 35 ms−1. This implies a 10% deviation from
the nominal sound speed value at the thermospheric return height which can explain
10% in celerity deviation. As these variations are not represented in the models better
observations and assimilative models are thus needed to understand and explain these
arrivals.
The primary difference between this study and other studies (Donn & Rind, 1972;
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Rind et al., 1973; Rind & Donn, 1975; Rind, 1978; Le Pichon et al., 2005b,a) that use
infrasound for remote sensing of the upper atmosphere is that here nearfield recordings of
the infrasound source are available. As a consequence, source spectra and initial waveform
are known; this allows for the determination of signal traveltimes, in addition to non-linear
propagation effects. In addition this information, observed values of transmission loss,
bearing and trace velocity will further constrain the estimate on the thermospheric return
height and associated wind speeds, making use of propagation modeling and the existing
atmospheric specifications, that have been shown to be reasonable at lower altitudes, as a
starting model. We have presented observational evidence in this chapter that dominant
frequency of thermospheric arrivals is dependent on celerity and yield strength. This
suggests that dominant frequency may be used another quantity to monitor variations
in propagation path. Additionally, this information may be used to constrain yield
determination of explosive sources (Waxler et al., 2012).
In the 70s, Donn and Rind published the results of the analysis of, ultimately, 10
years of data (Donn & Rind, 1972; Rind et al., 1973; Rind & Donn, 1975; Rind, 1978).
They used hourly averaged amplitudes of the received microbarom signal to estimate
the return height of the signals received from the vicinity of storms over the Atlantic.
Assuming atmospheric and absorption models, amplitudes were related to return heights.
In order to account for the variable source strength, they normalized the amplitudes by
independent microseism observations. The return height model was calibrated using a
period during which the microseism amplitudes were fairly constant. In intervening years,
much has been learned about the atmosphere and sound propagation through it. It is
likely that Donn and Rind’s method could be improved and some of the assumptions
they were forced to make may be relaxed. Despite this, traveltimes are a more robust
quantity than amplitudes, as explained in the Introduction.
In Le Pichon et al. (2005b), small deviations between simulated and observed bearings
from a nearly continuous source on both diurnal and seasonal timescales are interpreted as
128
attributable to the lack of precision in upper atmospheric zonal wind models. An inversion
for wind velocities is carried out in Le Pichon et al. (2005a) on similar timescales. The
time resolution of the data is generally high, because the used source is nearly continuous.
The authors are primarily concerned with seasonal variations. However, the atmosphere
also varies interdiurnally. Interdiurnal variations were not a focus of these papers.
Because they study bearing deviations on north to south propagation paths, Le Pichon
and co-workers obtain information about the zonal winds. In the experiment presented in
our paper, we study celerity variations along similar propagation paths and thus obtain
information about meridional winds. This suggests that a combination of these two
approaches would allow one to probe for both winds simultaneously. Unfortunately we
have not yet been able to use bearings, because of the limited array aperture and the
degrading wind filters.
We have been able to do observations during weeks of significant volcanic activity. The
main drawback is that the experiment only works during favorable conditions for signal
detection in the far field. Not only does the volcano have to have frequent explosive
activity, but the noise conditions at the sensing array in the far field have to be low.
Moreover, because of the severe absorption in the upper atmosphere, explosions with
dominant frequencies below 0.5 Hz will be more likely to reach the far field.
It is likely that comparing far-field infrasound array processing results from a known
source with results from infrasound sources that are less known but continuously active,
such as volcanic tremor (Fee et al., 2010) or microbaroms (Donn & Rind, 1972; Rind
et al., 1973; Rind & Donn, 1975; Rind, 1978), will improve the temporal resolution while
providing mutual calibrations.
Although our observations provide us with a basis to monitor the upper atmosphere,
it still remains to perform the analysis needed to estimate wind speeds from the data
presented in this paper. Well-established inverse methods (Tarantola, 2005) are extensively
used in seismology to use observed seismic signals to determine the structure and composition
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of the deep Earth (Romanowicz, 1991). Extensions of these techniques to determine
atmospheric specifications exist in the lower atmosphere (Vecherin et al., 2006, 2007) and
recently these methods have also been applied to invert for upper atmospheric horizontal
winds (Le Pichon et al., 2005a; Drob et al., 2010). In Chapter 4, we will focus on this
inverse problem.
In future work it would be interesting to compare our observations with the seasonal
variations of amplitudes and phases of the semidiurnal and diurnal oscillations from
tidal analysis results from SABER and TIDI aboard TIMED (Oberheide et al., 2009),
equatorial ground-based radars (Isoda et al., 2004), or models, such as Global Scale Wave
Model (GSWM) (Hagan & Forbes, 2002, 2003), Canadian Middle Atmosphere Model
(CMAM) (Fomichev et al., 2002; McLandress et al., 2006), and other Global Circulation
Models (GCMs). Furthermore, output from fully assimilative high-top GCMs such as
NOGAPS-alpha (Eckermann et al., 2009), which extend into the lower thermosphere,
and currently under development by the upper atmospheric research community, could
be utilized in place of HWM07 to directly calculate the observed travel times.
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3.9 Conclusions
The characteristics of stratospheric, mesospheric and thermospheric infrasound returns
from the recurrent activity of the Tungurahua volcano have been shown to be responsive
to upper atmospheric dynamics. The observed diurnal fluctuations in mesospheric and
thermospheric celerity have periodicities similar to atmospheric tidal motions which
are mostly confined to regions above the stratopause and mesopause. Stratospheric
celerities are typically constant throughout a time frame of a few days, but fluctuations
with multi-day periodicities have been observed that are indicative of planetary wave
influencing stratospheric propagation. It is observed that dominant frequencies of thermospheric
arrivals are sensitive to variations in celerity and explosive yield strength. This observation
is in accord with non-linear acoustic propagation theory.
Our results suggest that for the geographical location and periods considered, the
predicted mesospheric and thermospheric arrivals, based on tidal specification provided
by the HWM07 empirical wind model appear to be inconsistent with the observations.
This is clearly the result of atmospheric components not represented in the HWM/MSIS
models. Conversely, predictions for the stratospheric arrivals entering into the G2S from
the NASA MERRA assimilation are typically more in accord with the observations.
It would be useful to validate observations from independent upper atmospheric
probes and state-of-the-art prediction systems that extend above the mesopause against
our observations. Although direct routine observations of the pertinent upper atmospheric
parameters are available, the database on which future models, assimilated from diverse
data sources, can draw is sparse. Given the observed response of the infrasound celerities
to upper atmospheric tidal variability, it is suggested that infrasound observations may
be used as an additional source of information to constrain the atmospheric specifications
in the upper atmosphere.
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Chapter 4
THE ESTIMATION OF UPPER ATMOSPHERIC
WIND MODELS FROM INFRASOUND DATA
4.1 Introduction to inverse theory
Inverse theory is the technique of estimating properties of physical systems from
data and theory, for example in the context of a remote sensing application (Figure
4.1). In this chapter we focus on the estimation of upper atmospheric parameters from
infrasound data. Geophysical inverse theory has been widely studied in the past; this
section summarizes the basic ideas such as developed in the books of Tarantola (2005),
Scales et al. (2001) and Snieder & Trampert (2005). Throughout this chapter, the physical
system will be referred to as the model, which is the common denotation in the field of
inverse theory. We explicitly mention this, as the term model is somewhat ambiguous
as it is also used to denote the physical theory (’forward model’) in physics. We will
use the term theory to describe the forward model throughout this chapter. In the
ideal case, an exact theory exists that predicts data from a model; this theory may
either be linear or non-linear. Inverse problems are classified as linear or non-linear,
depending on how the theory operator works on the model space. This non-linearity is
different from the non-linear propagation effects in sound propagation, such as discussed
in Chapters 2 and 3. For example, the ray theory developed in Appendix B is based on
the linearized equations of fluid dynamics, but the resulting ray equations are non-linear
theory operators in the sense of inverse theory. This operator is often linearized, as
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Figure 4.1. A schematic figure of the problem at hand. In the estimation problem, a model
(of the atmosphere) is estimated from the data and a priori information. Deviations from
the ’true model’, which describes the model in its fullest extent and is typically not known,
are to be estimated in the appraisal problem. The full inverse problem consists of both the
estimation and the appraisal problem. Theoretically, one should be able to generate the
observed data from the true model. Figure adapted from Snieder & Trampert (2005).
will be discussed later. Naturally, non-linear problems are more complicated than linear
problems and require even more careful analysis than linear problems would.
Geophysical inverse theory is intimately connected with an uncertainty analysis, as
the presence of noise, incompleteness of theory and limited imagination of the modeled
physical system propagates into the inversion result. Inverse problems may be ill-conditioned
because of error due to limitations in theory and noise in data. Additionally, problems
may be ill-posed due to the parameterization of the model space which causes many
models to fit the same data (non-uniqueness). Some model parameters may be better
constrained by the data than others which contributes to the ill-posedness. Hence, apart
from the estimation problem, the appraisal problem is very important (Figure 4.1). In
the appraisal problem, the uncertainties that are associated with the estimated model are
estimated. For this purpose, it is important to know how accurately the data and theory
are known and how well we know the details of the model, independent of the data that
we use to estimate the model properties. Thus, this apriori information is essential in
carrying out the appraisal.
Because inverse problems can be ill-posed and/or ill-conditioned, there is a need to
weight both model- and dataspace while optimizing the misfit function (e.g. (damped)
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least-squares, minimum norm or a combination of these) in order to obtain a sensible
inversion result. This is being referred to as regularization and can be done arbitrarily.
One of the least subjective solutions to the regularization problem is to solve the inverse
problem in a Bayesian framework, in which the apriori information is described by
probability density functions instead of a more deterministic form. In the objective
function to be minimized, weighting matrices are given by co-variance matrices.
To solve the estimation problem, various methods exist. For truly linear problems,
a system of equations is to be solved. For large dimensions, typical for geophysical
applications, iterative methods can be helpful in obtaining the numerical solution. Weakly
non-linear problems can be linearized; for example in the case of traveltime tomography
one typically makes use of Fermat’s principle to linearly relate perturbations in traveltime
to perturbations in medium velocity along a reference ray. This is valid for small velocity
perturbations only; in general the ray position is dependent on the medium velocity
and larger perturbations require the solution of a non-linear problem. Alternatively,
non-linear problems can be solved by generating large populations of models that fit
the data, for example using Monte-Carlo search methods. Generating populations is
computationally demanding, especially when the theory is numerically involved.
To assess the amount of error propagation and non-uniqueness, theoretical methods
have been developed for linear inverse problems. These do not exist for non-linear
problems, which contributes to the reason why non-linear inverse problems are more
difficult to solve compared to linear problems (Snieder & Trampert, 2005). Knowledge
of the inverse of the operator matrix (describing the theory) is required, which takes
computing time and might be difficult to obtain in case of a singular matrix (in the
case of a ill-conditioned or ill-posed problem). To which extent model parameters are
estimated independently in the estimation problem is assessed by analyzing the resolution
matrix. The more the resolution matrix approaches identity, the more independent the
model parameters are. Whether the choice of model space parametrization is realistic
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can not be assessed by this analysis; independent information obtained through other
measurements might serve this purpose.
A large amount of other studies have appeared on the sensitivity of infrasound parameters
to atmospheric variability, such as Sudden Stratospheric Warmings (Evers & Siegmund,
2009), atmospheric tides (Donn & Rind, 1972; Le Pichon et al., 2005b; Assink et al., 2011)
and atmospheric gravity waves (Chunchuzov et al., 2011b), but relatively few studies
have focused on the actual inversion problem. In Le Pichon et al. (2005a), the authors
minimize the misfits between simulated and observed bearing deviations from continuous
volcano infrasound using an inversion procedure. A simple Gaussian correction factor is
used to parameterize the model space. Deviations up to 50 ms−1 are estimated. In Drob
et al. (2010), a comprehensive method for estimating upper atmospheric wind parameters,
parameterized by empirical orthogonal functions, is developed. A Levenberg-Marquardt
search method is used in combination with ray theory that solves the orthogonal distance
regression problem. We apply this method on the dataset described in Chapter 3, later on
in this chapter. Lalande et al. (2012) develops an alternative method to solve the inverse
problem by linearizing the theory operator explicitly. The problem is solved using an
iterative least-squares method and has been successfully applied to a synthetic problem.
In solving inverse problems, it is essential to study the forward problem and the
physical system of interest beforehand in order to understand the sensitivity of measurements
to the theory and the parameterizations of the model.
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4.2 Parameterization of the model space
We will focus in this section on parameterizations of the atmospheric profiles. In
general, infrasound propagation is sensitive to variations in temperature and wind. Many
different options are possible, all with advantages and disadvantages. Due to the non-uniqueness
property, an ensemble of models fit the data. With a priori information, the model space
can be reduced.
The models can be parameterized by a discrete set of parameters, for example for every
pressure level in the specifications. A second option is to impose a certain parameterization.
For example, the ’toy profile’ temperature profile used throughout this dissertation is
actually represented by a octic polynomial, having 8 coefficients. Hence, the temperature
can be described by 8 discrete parameters. The wind jets can be represented by Gaussian
functions, parameterized by magnitude, width and jet height. Thirdly, we can make use of
basis functions to represent temperature and wind profiles, that are continuously defined
from ground to space. A common approach is to use empirical orthogonal functions
(EOFs). EOFs use statistical information about the vertical structure of various fields
and variability of the fields with time or space to provide a representation. The functions
are determined from a singular value decomposition (SVD) from an atmospheric database.
We form EOFs by performing a SVD decomposition on a two-dimensional G2S database,
as function of time and altitude (N levels). We use one year of atmospheric data (M
profiles), to capture the variability in HWM. The SVD decomposition is described as:
M = UΣV (4.1)
Here M is the matrix of zonal or meridional wind data without mean (M×N), U is a
matrix of basis function coefficients (M×N), Σ is a matrix of eigenvalues (N×N) and V is
a matrix of eigenvectors (N×N). The eigenvectors, scaled by the proper eigenvalue from
Σ, are approximations to the orthogonal eigenfunctions ψ(z). Every row in the coefficient
matrix contains the coefficients βj,q for a given wind profile q = 1 . . .M . Thus, a zonal or
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meridional wind profile mq(z) can be constructed by the following linear superposition of
empirical orthogonal functions:
mq(z) = mav(z) +
∞∑
j=1
βj,qψj(z) (4.2)
An example decomposition is shown in Figure 4.2; (a) and (b) show the first four
zonal and meridional orthogonal functions. Scaling by the proper coefficients leads to the
EOF representation of a zonal and meridional wind field shown in (c). Figure 4.2d shows
that most of the variability of the meridional wind field is in the first 8 basis functions.
A truncation of the sum, gives an approximate representation, but it reduces the number
of parameters to be sought. However, this has implications for the inversion procedure
(see section 4.3). In order to deal with truncation errors and improve the sensitivity to
the upper atmosphere, the EOF representation can be merged with the original profile
at altitudes below the stratopause (≈ 65 km).
For now, we will focus on the parameterization of the meridional wind field only,
as we ascribe deviations between simulations and observations from Chapter 3 to the
incorrect representation of this wind field by HWM. Estimated uncertainties are on the
order of 30 ms−1. Later on in this chapter, we will show that variations in traveltime are
most prominently determined by the meridional wind for meridional paths. In principle,
variations in temperature and zonal wind also contribute to variations in traveltime, but
these are considered to be of second order (Drob et al., 2010; Le Pichon et al., 2005a).
Parameterization of the G2S meridional winds by 2, 3 and 4 EOFs is shown in Figure
4.3. The meridional wind field in the lower thermosphere is reasonably well represented
by a limited number of EOFs. Wind models for the lower atmosphere can be merged in,
using window functions.
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Figure 4.2. Parameterization of the G2S wind fields by empirical orthogonal functions
(EOFs) from a year of G2S data. The first four EOFs for the zonal and meridional wind
fields are shown in (a) and (b), respectively. Scaling by the proper weights (dependent
on time and location) leads to the approximation (dashed) to the original wind profile
(dashed) shown in (c); 8 EOFs have been used. Frame (d) shows the eigenvalue spectrum
of the meridional wind fields, showing the relative magnitudes of the various meridional
EOFs.
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a.
b.
c.
d.
Figure 4.3. Parameterization of the G2S meridional wins by a variable number of EOFs.
Frame (a) shows the original specifications. Representations with the first 2, 3 and 4 EOFs
are shown in frames (b)-(d), respectively. The wind field in the thermosphere is reasonably
well represented by a limited number of EOFs.
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4.3 Mathematical description of the problem
In this section, we describe the mathematics of the linear inverse problem, assuming a
continuous function to represent the model space. This theory was described by Backus
and Gilbert in the 1970s, and is summarized in Snieder & Trampert (2005). Extensions
to nonlinear problems have been described, but we will focus here on the linear problem.
The mathematics is intended to formalize concepts discussed in the Introduction.
In our case, the model space is described by the horizontal wind fields and is parameterized
by EOFs, such as described in section 4.2. A fairly limited number of EOFs is required to
describe the wind fields in the mesosphere and lower thermosphere, as the specifications
in this region are semi-empirical and are not based on direct observations. However,
there is probably some truth to the HWM model, as it is based on 30 years of upper
atmospheric data (Drob et al., 2008). This contributes to the certainty of the model
space representation. Thus, the inverse problem consists in determining a few expansion
coefficients. Even for problems with a limited amount of available infrasound observables,
this means that the inverse problem is typically overdetermined. Instead of EOFs,
Gaussian wind jet could be used to parameterize upper atmospheric winds, such as done
in Le Pichon et al. (2005a). In that case, the model is parameterized by a finite number
of parameters, such as jet height, width and magnitude. However, Gaussian jets are not
constrained by the 30 year of statistics that are captured in HWM.
Data d (with noise ) and model m(z) are related by the following integral, involving
theory kernel G (e.g. linearized ray theory); for every ith datapoint:
di =
∫
Gi(x)m(z)dx + i (4.3)
Using empirical orthogonal functions ψ(z), we may represent m(z) by:
m(z) =
mav(z) +
∞∑
j=1
βjψj(z) (4.4)
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We assume the average wind field to be correct; we do not invert for this and simply
add it to every possible model. We may describe the inverse problem and its solution as:
di = Aijβj + i Aij =
∫
Gi(x)ψj(z)dx (4.5)
βˆj = A
−g
ij di (4.6)
where A−gij represents the generalized inverse to a matrix A. Substitution of equation
4.6 into equation 4.5 leads to the relation of the estimated model mˆ to the true model
m:
βˆj = A
−g
ij Aijβj + A
−g
ij i = Rβj + A
−g
ij i (4.7)
The first term defines the resolution kernelR, describing whether and how the estimated
model parameters are linear combinations of the true model parameter. Thus, the
resolution kernel describes the blurring in the estimated model, for example because
a ray does not sample that part of the model. The ideal resolution kernel is the identity
matrix I. Approximating the identity matrix serves as a constraint in Backus-Gilbert
theory.
The second term in equation 4.7 quantifies the error propagation. It is not possible
to satisfy both the resolution kernel and the error propagation constraint. Assuming the
data di to be uncorrelated with standard deviation σdi , the model parameter error is:
σmˆ(x) =
∑
i
A−gij σdi (4.8)
Taking j to infinity in equation 4.4 and inverting for an infinite number of coefficients is
not very practical, so the number of coefficients is typically truncated. It was described in
Section 4.2 that the lower thermospheric winds above 100 km can be described reasonably
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by about 2 to 4 orthogonal functions. The truncation has implications for the inversion
procedure and is referred to in literature (Snieder & Trampert, 2005) as spectral leakage.
di = A
L
ijβ
L
j + A
∞
ij β
∞
j + i (4.9)
Here, the L and ∞ superscripts describe matrices and vectors with entries for j =
1, . . . , L and j = L + 1, . . . ,∞, respectively. As the estimated model βˆjL is given by
βˆj
L
= (ALij)
−gdi, we find the following relation between estimated and true model:
βˆj =
RL︷ ︸︸ ︷
(ALij)
−gALij β
L
j +
spectral leakage︷ ︸︸ ︷
(ALij)
−gA∞ij β
∞
j +
error propagation︷ ︸︸ ︷
(ALij)
−gi (4.10)
The first termRL represents the (limited) resolution kernel for the truncated parameterization.
Compared to equation 4.7 an additional term (ALij)
−gA∞ij β
∞
j shows up that describes the
error due to truncation of the EOFs, adding to the familiar error propagation term. This
implies that the estimated model is biased from small-scale structures not accounted for
by any parameterization. Spectral leakage can be corrected for by accounting for the ∞
terms in the misfit function. We will neglect the term for now.
Least-squares methods are often used to find the minimum in the misfit function,
because of the simple form of the solution; the only drawback is the sensitivity of the
solution to large outliers, which makes the method less robust. The method is based
on minimizing the squared distance between data and simulations. The general forward
problem can be written as:
di = Gi(xi;β) + i (4.11)
Here, Gi(xi;β) is a arbitrary (non-)linear theory operator, for which β are the
model parameters and xi are the independent variables that serve as input to the theory
operator. The ordinary least squares solution for β is found by minimizing error T. The
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method becomes an orthogonal distance regression (ODR), if errors in the independent
variables are considered:
di = Gi(xi + δi;β) + i (4.12)
For such as problem, the solution is found by minimizing for N observations:
min
β,δ,
N∑
i
[
Ti Wii + δ
T
i Wδiδi
]
(4.13)
Freely available optimization packages can be used to estimate model parameters.
ODRPACK (Zwolak et al., 2005) solves the orthogonal distance regression problem for
linear and non-linear problems. This method is implemented and is described in section
4.6.
Hence, to estimate the βˆj, the minimum to be following misfit function is sought.
S(β) = (Aβ − d)T WD (Aβ − d) + δTWδδ + (mˆ−mprior)T WM (mˆ−mprior) (4.14)
Here, m and mˆ are determined by equation 4.4, with βprior and βˆ, respectively. WD
and WM describe the weighting of the data and model space, respectively. Possible
regularizations include deterministic weighting, of the model and data space, which is
rather subjective. A more objective alternative is the use of covariance matrices, WD →
C−1D and WM → C−1M .
4.3.1 Uncertainty analysis of the inverse solution
As mentioned in the introduction, presence of noise, incompleteness of theory and
limited imagination of the modeled physical system causes the inverse problem to be
ill-conditioned and/or ill-posed, which leads to uncertainties in the inversion result.
Accounting for the uncertainties in these spaces by applying weights to the misfit function
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is important in assessing the uncertainties in the retrieved solution. In the Bayesian
formulation, the probabilistic prior information is combined with the data misfit in
order to update the a priori model distribution into an a posteriori model distribution.
Technically, the a posteriori model distribution is the posterior conditional model distribution
φM given the apriori data ρd and model probability densities ρM . We can write this
mathematically, following Bayes’ theorem (Tarantola, 2005):
φM(β) =
ρM(β)ρD(G(x;β))∫
M
ρM(β′)ρD(G(x;β′))dβ′
(4.15)
It is the goal of the inverse problem that the a posteriori model distribution is more
constrained than the a priori model distribution. The description allows one to find
credible regions of the model parameters β given the data and use the posterior mean
as model estimate with the standard deviation as the error. Use of covariance matrices
as weights make it possible to assess the statistical independence of the various model
parameters. The posterior estimates have to be computed numerically, for example for
a large population of possible models. It is typically hypothesized that a priori data and
model probabilities can be modeled using Gaussian distributions:
ρD(G(x;β)) = exp
[
−1
2
(G(x;β)− d)T WD (G(x;β)− d)
]
ρM(β) = exp
[
−1
2
(mˆ−mprior)T WM (mˆ−mprior)
]
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If the relation d = G(x;β) is linear, the posterior probability is Gaussian. The
further the theory operator is from linear, the further φM(β) is from Gaussian. This is
discussed in detail in Tarantola (2005). As the maximum of likelihood is found at the
maximum of the probability density function, the most probable model and the associated
uncertainties are most readily found for linear inverse problems or for problems for which
the theory operator has been linearized. For stronger nonlinearities, various regions of
likelihood are to be studied in further detail.
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Figure 4.4. Atmospheric profiles used in the sensitivity studies. The adiabatic sound speed
profile is kept constant throughout the simulations. Sensitivity of infrasound parameters
to changes in zonal and meridional winds are studied.
4.4 How non-linear is the inverse problem?
How non-linear is the inverse problem of estimating upper atmospheric winds from
infrasound data? This is a relevant question to answer, given the implications of the
non-linearity on the inversion result. We perform a series of forward modeling studies,
for various possible atmospheric scenarios. We start off with the ’toy model’, which is
a smooth, idealized representation of the atmosphere; see Figure 4.4. The variations of
various infrasound quantities at a fixed location due to changes in zonal and meridional
wind are studied. The location is set to be at 400 km directly north of the source. The
source and receiver are both on the ground. The wind jets are modeled by Gaussian
distributions with a variable height and magnitude. The standard deviation of 12.5
ms−1 is kept constant, although this could be a third parameter to study. The adiabatic
sound speed is kept constant throughout the simulations. This is justified as variations
in temperature constitute to a second order effect (Drob et al., 2010).
We make use of the eikonal equation (Appendix B) to model traveltime (celerity),
trace velocity and bearing deviation. A non-linear transport equation (Lonzaga et al.,
2012) is used to model return height, dominant frequency and transmission loss, as we are
interested in changes in the mesosphere and thermosphere where non-linear propagation
effects are significant. Both theories are set up for propagation in a 3D stratified atmosphere.
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The eikonal equations are identical for linear and non-linear ray theory. Again, it should
be stressed that although the linear ray theory is based on the linearized equations of
fluid dynamics, the theory operator may be non-linear (Snieder & Trampert, 2005) in the
context of the inverse problem. An eigenray search algorithm is set up that is based on the
minimization of distance to the actual receiver location. The ODRPACK minimization
package (Section 4.6; Zwolak et al. (2005)) is used for this purpose, with errors δ in the
independent variables x set to zero (equation 4.13). The independent variables comprise
the initial conditions to the ray equations. Hence, the estimated azimuth and inclination
angle parameters are thus obtained through ordinary least squares. ODRPACK searches
for the parameters using a stable trust-region Levenberg-Marquardt search algorithm that
is subject to constraints defined by the user. The initial guesses and bounds for azimuth
φ and inclination θ are given by:
θ0 = arctan
[
xrcv − xsrc
yrcv − ysrc
]
± δθ
φ0 =
1
2
[
φˆmin + φˆmax
]
± δφ
A typical value for δθ is 15◦. For the inclination angle, solutions are sought in between
φmin and φmax. The lower limit is set to 0
◦ (not allowing reflections off the ground for
now), the upper limit is determined as:
φmax = arccos
[
cT (zsrc)
cT (H) + u(H)
]
(4.16)
Where H is chosen to be 150 km and u(z) is the wind in the direction of propagation.
For a given parameterization for which no eigenray is found within a small distance η,
the receiver is considered to be in the shadow zone, where -in the limit of geometrical
acoustics- no sound propagates.
The first sensitivity output is shown in Figure 4.5. In this case, the meridional
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wind jet magnitude and height are parameterized, the zonal wind is set to zero. The
magnitude ranges from -80 ms−1 to 80 ms−1, which corresponds to southward and
northward flow, respectively. The wind jet height is varied between 90 and 140 km
altitude. The output shows that the advective influence of the meridional wind along
this meridional path adds to the refractive effect of temperature, causing variations in
the in-plane propagation parameters (celerity, trace velocity, dominant frequency and
transmission loss). It is also shown that shadow zones exist for certain choices of the
meridional wind parameterization, such as the combination -80 ms−1 and 140 km. In
addition, the sensitivity of the various quantities to the model parameterization is shown
to increase dramatically in the vicinity of a shadow zone. Bearing deviation is the only
exception, which has a flat sensitivity due to the lack of a zonal wind jet. This shows that
the theory operator departs from linear behavior in certain regions of the model space.
The same analysis with the roles of the zonal and meridional winds swapped is shown
in Figure 4.6. Only bearing deviations are found to be sensitive now; the sensitivity curve
is well behaved. The sensitivity to the zonal wind jet centered at altitudes larger than
130 km is very small, as the return height for the rays is fixed around 115 km altitude,
which is determined by the adiabatic sound speed profile. As the influence of the zonal
wind is mostly on out of plane propagation for meridional paths and vice versa, this seems
to follow our expectation. In principle this parameterization is somewhat similar to the
method used in the inversion procedure described in Le Pichon et al. (2005a), although
the authors actually invert for a Gaussian correction factor, applied to the original G2S
specifications. The Gaussian is centered at 80 km and has a half-width of 30 km. The
authors do not comment on the potential complications due to non-linearities.
A third case is shown in Figure 4.7. Now, both meridional and zonal wind jets
are varied, but the Gaussian jets are kept centered at 120 km altitude. All quantities
are responsive to variations in the model parameters; all show linear behavior or weak
non-linear behavior at most.
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In general, the model parameters affect the rays paths and the resulting simulated
quantities on the ground. It has been shown that for some regions of the model parameters
that the sensitivity curve is close to flat. It has also been shown that some regions of
model parameters constitute to forbidden zones, associated with shadow zones. The
presence of these zones contributes to the ill-posedness of a problem (Snieder & Trampert,
2005). Near these forbidden zones, the sensitivity of the quantities to variations in model
parameters is much larger than further away. The steepness of a sensitivity curve indicates
how strongly a quantity constrains the model space. The sensitivity should be higher than
the uncertainty in the parameter. For example, as traveltime is typically much better
constrained than trace velocity (see Introduction in Chapter 3), traveltime carries much
more information than trace velocity to the inversion problem. It should be noted that the
concepts of traveltime and trace velocity are built on approximate theories to full-wave
theory (geometrical acoustics and plane waves, respectively).
It can be shown that perturbations in celerity and traveltime are proportional to first order.
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Figure 4.5. Sensitivity of infrasound parameters, 400 km to the north of a source to
variations in a mesospheric/thermospheric meridional wind jet. Variability as function of
jet height and magnitude are shown for celerity (a), trace velocity (b), bearing deviation
(c), return height (d), dominant frequency (e) and transmission loss (f). No solutions exist
for white areas.
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Figure 4.6. Same as Figure 4.5, but for variations in a zonal wind jet only.
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Figure 4.7. Same as Figure 4.5, but for variations in both zonal and meridional jet
magnitude. The jet is centered around 120 km.
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Figure 4.8. Distributions of traveltime (a), trace velocity (b) and bearing deviation (c)
obtained by searching through a 4 parameter meridional wind space, obtained through
a orthogonal function expansion. The zonal wind and adiabatic sound speed are kept
constant and are shown in Figure 4.14.
4.5 A search in G2S model space
Instead of a simple toy model analysis, we focus in this section on the computation of
posteriori density functions for various parameterizations and data uncertainties, following
equation 4.15. The data consists of a series of traveltime, trace velocity and bearing
measurements (e.g. Figure 3.12) at a fixed location (LITE), 9.3 km to the east and
250.8 km to the north of the source (Tungurahua) at 1.2 km altitude. The source is
assumed to be at 5.1 km altitude. We assume that for a given observation, the traveltime
probability density function is characterized by a Gaussian distribution, centered around
the measured value with an uncertainty of σt. We consider σt = 1.0 s and σt = 2.0
s. Similarly, we expect Gaussian distributions for trace velocity and bearing deviations:
σc = 5.0 ms
−1 or σc = 25.0 ms−1 and σφ = 0.5◦. These errors can be estimated by
measuring the deviation of an incoming signal from the plane wave model (Szuberla &
Olson, 2004).
We parameterize the 2006 G2S database with specifications determined for the location
between Tungurahua volcano and LITE (Chapter 3) using EOFs and take up to four
functions to represent the meridional wind field, which is reasonable to represent the
winds in the mesosphere and lower thermosphere (Figure 4.3). The zonal wind field is
kept unchanged, as we expect that variations in traveltime, our most constrained data, is
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mostly determined by the in-plane specifications (see section 4.4), which are dominated
by the adiabatic sound speed profile and the meridional wind field. Also the adiabatic
sound speed profile is kept constant, as it is assumed the temperature is fairly well known
(on the order of 10-15 K) and that the effect of temperature variations δT on the adiabatic
sound speed cT is relatively small, due to the square root operator.
cT =
√
γRT =
√
γR(T0 + δT ) = cT0
√
1 +
δT
T0
≈ cT0 + cT0
2
δT
T0
(4.17)
Given the uncertainty of 10 K, the expected deviation from the sound speed in the
mesosphere and lower thermosphere is estimated to be smaller than 5%. In contrast, the
expected uncertainty of the wind is much more significant ( 5%), with estimated values
of 30 ms−1. However, as temperature and wind are coupled through the thermal wind
relation (Gill, 1982), it is problematic to keep the temperature fixed while perturbing
the winds. This problem could be eliminated by solving for both temperature and wind
variations and constraining the model space using the thermal wind relation. For now, we
state that some of the observed wind perturbations should be translated into temperature
perturbations.
An ensemble of meridional wind models is generated by varying the orthogonal function
coefficients in between -0.1 and 0.1. This variation is chosen after analyzing the statistics
of a year of these coefficients obtained in the SVD decomposition. We regularize the
model space by a flat probability density function: only models within 30 ms−1 of the
original G2S model are considered for analysis. A more sophisticated choice of the a
priori model distribution could be considered.
Distributions of traveltime, trace velocity and bearing deviation are computed for
the remaining ensemble of models, following a similar procedure developed in section
4.4. The source and receiver locations (Tungurahua and LITE) are assumed to be
known exactly. Histograms showing the output of these quantities for a four parameter
meridional wind model are shown in Figure 4.8. The histograms are normalized by the
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maxima of the distributions. Clearly, a wide but limited distribution of values exist
that could possibly be simulated at LITE, given the parameterization and the theory.
Traveltimes are confined in the range of 1140 to 1190 seconds, trace velocity between 420
and 510 ms−1 and bearing deviation in between 1.5 and 2.0◦. Examples of data probability
distributions are shown for comparison. We consider in this example an arrival with 1173
s traveltime, trace velocity 430 ms−1 and 1.8◦ bearing deviation. All models that fall
within the joint data distributions explain the data. Note -again- that traveltime puts a
much larger constraint on the model space, compared to trace velocity. Also note that
the variation in bearing deviation falls completely in the noise, assumed for this quantity.
That can be explained by the invariance of the zonal wind field, which influences that
parameter for meridional paths.
The computation of the a posteriori model probability is shown in Figures 4.9, 4.10
and 4.11, following equation 4.15. The model with the maximum likelihood is represented
in the model space by the black diamond. The computation is done for the various
uncertainties considered. Clearly, for less unconstrained data with larger uncertainties,
the a posteriori distribution broadens. For a two-dimensional meridional wind model,
the parameters are well constrained and a clear maximum can be found; the posteriori
distribution has a Gaussian shape. Increasing the dimensionality of the model space
leads to a broadening of the a posteriori distribution. In addition, secondary maxima
appear in the a posteriori distribution and the distribution departs from the Gaussian
shape, indicating non-linear behavior. Non-linear problems are complicated to solve
when a search algorithm is employed instead of generating a large population of models;
typically the various maxima need to be visited and considered separately (Tarantola,
2005). In addition, the initial guess is often very important in order to arrive at the
global maximum.
Figure 4.12 shows the same information as Figures 4.9, 4.10 and 4.11. Here, the basis
function coefficients have been multiplied by their respective basis functions and plotted
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a. b.
Figure 4.9. Posteriori model distributions using a two-parameter meridional wind model,
assuming various values for data uncertainty. The model with maximum probability is
represented by the black diamond.
as function of height and posterior probability. The model with the maximum probability
is shown with the red line; the blue line shows the original G2S profile. As noted before,
the uncertainty grows with the amount of detail that is to be parameterized. However,
all the models indicate that the magnitude of the original meridional wind jet has been
underestimated.
This analysis shows that the acoustic remote sensing problem is generally non-linear
and that the success of the inversion is strongly dependent on the required detail in the
model and the uncertainties in the acoustic data. Whereas the solution is fairly well
constrained for a parameterization of the upper atmosphere with a fairly low resolution,
secondary maxima appear when the level of detail in the model or the uncertainty in the
data is increased.
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a. b.
c. d.
Figure 4.10. Same as Figure 4.9, but for three parameters.
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a. b.
c. d.
e. f.
Figure 4.11. Same as Figure 4.9, but for four parameters.
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Figure 4.12. Figure representing the most probable models from Figures 4.9 (a-c), 4.10
(d-f) and 4.11 (g-i), colored by probability. The model with maximum probability is shown
by the red line; the blue line shows the original profile.
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4.6 A search algorithm for the inversion problem
Similar to Drob et al. (2010), we develop a method using ODRPACK (Zwolak et al.,
2005) and EOFs to solve the inverse problem of estimating upper atmospheric winds
from infrasound observables, such as the array measurements described in Chapter 3.
The problem is formulated as an orthogonal distance regression (ODR) problem, for
both errors in the independent and dependent variables are considered. In finding the
solution, the the sum of squares due to these errors is to be minimized (see equations 4.12
and 4.13). The misfit between infrasound observables and simulations are considered to
be caused by a misrepresentation of the upper atmospheric winds above 65 km. As the
wind fields are represented by EOFs, the objective parameters are a selected number of
EOF coefficients. The misfit in estimated and prior model is also considered in the misfit
function (eq. 4.14).
ODRPACK makes use of a Levenberg-Marquardt search method to solve the misfit
function and estimate model parameters; the search occurs in a bounded region. The
misfit function is iteratively approximated within a trust-region to find an update to
the initial parameter guess. The Jacobian matrix, required to find next iteration, is
approximated in this case by finite-differences. The method converges towards local
minima, so that care must be taken in applying the method to nonlinear inverse problems,
for which multiple minima exist. In that case, the starting model must be near the global
minimum. We have shown that global minima can be present in the misfit function.
ODRPACK requires configuration of the problem dimensions, the weights corresponding
to the dependent and independent variables and a starting model. In addition, bounds to
the model parameters are to be provided. The individual independent variables and model
parameters can be kept fixed, if needed. Furthermore a forward model is to be supplied
which maps the independent variables on to the dependent variables The trust-region
search can be fine-tuned by configuring the number of significant digits from the forward
model. We choose to minimize the misfit in source location and source time, given the
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observations at the receiver location and the misfit between estimated model and prior
model.
In this case, the independent variables comprise the observables at the receiver location(s)
in the far field, the average wind fields and the empirical orthogonal functions. The
dependent variables include the source location(s) and source time(s) and the estimated
wind fields. The independent wind variables are mapped to the estimated wind fields
using equation 4.2. The estimated wind fields thus change due to a perturbation in
the EOF parameters during the minimization process, which subsequently influence the
acoustic mapping. The independent acoustic variables are mapped to the dependent
acoustic variables using ray theory (Appendix B), integrated backwards. The backward
ray theory makes use of the source and receiver locations, trace velocity and bearing
deviation to provide initial conditions to the ray equations. The final model is found for
the EOF coefficients that minimize the weighted misfit in the acoustic variables, while
keeping a minimum weighted distance between the prior wind model and the estimated
wind model.
The problem can be represented mathematically as follows:
di = Gi(xi + δi;β) + i
[rsrc, tsrc] = R(rrcv, trcv, φdev, ctrace, uˆ(βˆu), vˆ(βˆv)) i = 1, . . . , Na
[u(k∆z), v(k∆z)] = [uav(k∆z) +
Neof∑
j=1
βˆj,uψ˜j,u(k∆z), i = Na + 1, . . . ,M
vav(k∆z) +
Neof∑
j=1
βˆj,vψ˜j,v(k∆z)]→ [uˆ(k∆z), vˆ(k∆z)]
Na is the number of acoustic variables used in the inversion, k = i − (Na + 1),
∆z is the vertical discretization of the wind fields and M = Na + Q where Q is the
161
number of discretized wind levels. R represents the ray theory operator, consisting of the
ODEs associated with the eikonal equation. The vectors rsrc, rrcv are three-dimensional
and contain the cartesian coordinates of the source(s) and receiver(s), respectively. trcv,
φdev, ctrace, uˆ and vˆ represent travel time, bearing deviation, trace velocity and EOF
zonal/meridional wind estimates, respectively. The prior zonal/meridional wind data is
represented by u and v. Note that the objective parameters βˆj are linked to the acoustic
variables through the second set of equations. Given this system of equations, ODRPACK
minimizes the following misfit function:
S(β) =
Na∑
i=1
(Gi(xi;β)− di)T W (Gi(xi;β)− di) + δTi Wδδi +
Q−1∑
k=0
[(uˆ, vˆ)(k∆z)− (u, v)(k∆z)]T W [(uˆ, vˆ)(k∆z)− (u, v)(k∆z)]
The weight matrixes W and Wδ are specified by covariance matrices. For now, only
the diagonal elements 1
σ2i,δi
have been specified, assuming the independent and dependent
variables to be uncorrelated. It should be noted that this assumption is likely to be invalid;
it serves as a topic for future research. To reduce to sensitivity to the model space below
a certain altitude (e.g. the stratopause), the estimated wind fields can be combined with
the apriori wind model using a window function Π. Thus, uˆ and vˆ can be updated by:
Π(z, α, ζ) = (1 + exp [α(z − ζ)])−1 [uˆ, vˆ] = Π[uˆ, vˆ] + (1− Π)[u, v]
Here α and ζ are free parameters that determine the smoothness of the window
function. Effectively we reparameterize, by limiting the number of variable EOFs in the
ODRPACK setup and by adding an arbitrary model for the lower atmosphere.
The initial conditions to the ray equations, represented by R, are to be estimated
that lead to the source location given a receiver location and any measured value of trace
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velocity and bearing (deviation). Recalling the generic initial conditions, for inclination
angle θ and azimuthal angle φ and the relations for trace velocity and azimuth:
r(0, θ, φ) =

x0
y0
z0
 ν(0, θ, φ) = coνˆ(0, θ, φ)co + v0 · νˆ(0, θ, φ) νˆ(0, θ, φ) =

cos θ sinφ
cos θ cosφ
sin θ

(4.18)
ctrace =
crcv√
νˆ2x + νˆ
2
y
=
crcv
cos θ
tanφ =
νˆx
νˆy
(4.19)
The propagation azimuth φ can be computed from bearing deviation ∆φmeasurements
by adding this to the actual bearing φ˜ measured between source and receiver. ctrace and
φ are invariant in a stratified medium, which we assume the atmosphere to be. This
assumption is essential in the determination of the ray conditions. νˆx and νˆy can be
readily determined from the last two equations:
νˆy(0) =
crcv
ctrace
1√
1 + tan2 φ
νˆx(0) = νˆy(0) tanφ (4.20)
In order to account for the effects of the wind near the source, these expressions for
νˆx and νˆy can be substituted in equation 4.18:
νx(0) =
csrcνˆx
csrc + usrcνˆx + vsrcνˆy
νy(0) =
csrcνˆy
csrc + usrcνˆx + vsrcνˆy
(4.21)
However, this effect is typically considered small as the source and receivers are on
the ground and can be neglected, leading to νx|y = νˆx|y. The vertical component, νˆz, can
be estimated from the eikonal equation and the relation νˆ =
√
νˆ2x + νˆ
2
y + νˆ
2
z
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[
1− v0 · ν
c0
]2 (c0
c
)2
= ν2 → νˆz(0) = −
√(
csrc − urcvνˆx − vrcvνˆy
crcv
)
− νˆx − νˆy
The conditions for νˆx, νˆy and νˆz constitute the initial conditions for the ray equations
used in the ray operator R, mapping the receiver location, trace velocity and bearing
(deviation) to the source location, given temperature and wind profiles (the latter subject
to change through βˆ). Atmospheric profiles are to be interpolated, this is done using
standard cubic spline routines (Press et al., 2007).
An example inversion using ODRPACK for an event on 15 July 2006 at 0601 UTC in
Ecuador (Figure 3.12) is shown in Figure 4.13abc. A thermospheric arrival is observed
with 1173 s traveltime, trace velocity 430 ms−1 and 1.8◦ bearing deviation. The associated
uncertainties in the covariance matrices are set to σt = 1.0 s, σc = 5.0 m s
−1 and σθ =
0.5◦, similar to posterior distribution analysis. Additionally, the uncertainty in source
location is set to 0.1 km for all three dimensions. The most likely model is shown, with
95% uncertainty estimates. The output is compared to the posteriori model distribution
analysis, the results are in reasonable agreement. Although the search algorithm allows
for a quick search and provides uncertainty estimates of the estimated EOF coefficients,
the code is quite complicated, which obscures the the study of the acoustic remote
sensing inverse problem somewhat. Analyzing the posteriori model distribution provides
additional information. The algorithm has been tested on various synthetic problems.
Small, low-dimensional perturbations converge well, more complicated searches have
larger error bounds.
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Figure 4.13. Example inversion using the two methods described in this chapter, for three
different parameterizations of the meridional wind field with 2 (a-d), 3 (b-e) and 4 (c-f)
parameters. Figures (a-c) show the ODRPACK output, (d-f) are based on the posteriori
model distribution analysis from section 4.5.
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4.7 Discussion
In this chapter, we have introduced the basic concepts of inverse theory, have discussed
the sensitivity of various infrasound field quantities to perturbations in simple Gaussian
wind jets and have discussed two methods that can be used to estimate updates in upper
atmospheric wind fields. We have focused on the analysis in the case of 1 receiver in
the field, but the analyses and the estimation procedures can be extended to multiple
receiver locations as well.
The first method is based on studying the statistical properties of infrasound field
quantities given an ensemble of models. Uncertainties in the priori model and data space
are used to make statistical inferences about the posteriori model space. The ensemble is
generated through realizations from the database of empirical orthogonal functions that
are obtained through a singular value decomposition of an one-year G2S database. This
is justified, as our chief interest is in the region of the atmosphere where the specifications
are described by semi-empirical models (MSIS-E, HWM), for which most of the variability
is captured in a year. There is some interannual modulation of HWM (Drob et al., 2008),
which is neglected for now. Naturally, other sampling methods could be tested, instead of
the exhaustive search used in this research. Various methods exist that sample the model
space, either completely randomly (Monte-Carlo), or with some constraint to condition
the search (i.e. simulated annealing).
The second method is based the solution of a orthogonal distance regression problem,
using a Levenberg-Marquardt search algorithm, which is less computationally expensive
than the first method as it does not have to compute the misfit in every region of the
model space. Instead, it searches for the (local) minimum that minimizes the objective
function using an iterative search method. The complexity of the code obscures the
uncertainty analysis of the acoustic remote sensing problem somewhat. Additionally,
there are constraints on the linearity of the problem due to the iterative nature of the
search, which are not present in the first method. Both methods seem to provide similar
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inversion results for an example inversion, for various choices of parameterizations. The
results show that for an increased level of detail in the model and uncertainty, the problem
rapidly becomes non-linear. For (strong) non-linear inverse problems, the success of
finding a solution is strongly dependent on the (good) first initial guess, a cautious descent
on the misfit curve and preconditioning of the model space to avoid unwelcome local
minima (Tarantola, 2005). In addition, the estimation of uncertainties associated with
the solution becomes more complicated.
In contrast to the solid earth, where little information is known about velocity models,
a global database of temperature and wind data throughout the atmosphere is available
to build the model space. Empirical Orthogonal Functions are an intelligent choice of
parameterizations, as these basis functions are based on the statistical variability within
the available atmospheric dataset. The most constrained functions are the most robust
features in the model space (Snieder & Trampert, 2005). However, as the parameterization
is based on the used atmospheric database, this also implies that no data can be explained
that falls outside the predicted range. For example, in Figure 3.12, it is shown that
the thermospheric arrivals have an observed travel time roughly between 1100 and 1200
seconds. The histogram distribution in Figure 4.8 shows that some of these arrivals
(near the 1100 seconds) can never be explained by this parameterization. Of course,
our hypothesis of the last arrival in Figure 3.12 being a refracted thermospheric arrival
could be wrong, but that does not seem very likely, certainly considering the known
limitations of HWM and the non-linear propagation results shown in the next section.
Alternatively, one could impose a parameterization, such as the Gaussian correction
factors, used by Le Pichon et al. (2005a), but this conditions the model space in a
subjective way. Additionally, the decoupling of wind and temperature is problematic
in the acoustic inverse problem, as these quantities are related through the thermal wind
relation (Gill, 1982). Inverting for an effective sound speed seems currently the most
feasible option.
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Furthermore, the use of ray theory is a matter of discussion as well. Ray theory
works well in the ’unforbidden’ zone, away from shadow zones and caustics. Due to
the high-frequency nature of the geometrical acoustics solution, the medium parameters
variation are required to be much larger than the acoustic wavelength (Brekhovskikh &
Godin, 1999). Ray theory has been used throughout this chapter as the theory operator
because of its computational efficiency, as we have been interested in large scale medium
variations. However, wave-effects should also be considered for infrasound frequencies of
interest, for example when studying sensitivity to gravity wave perturbations (Chunchuzov
et al., 2011b).
Finally, the description of data and model uncertainties are important, as these
regularize the inversion problem by weighting the misfit function. The less subjective this
information is, the more the inversion result is based on data instead of the researcher’s
imagination.
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Figure 4.14. Atmospheric specifications used to simulate the July 2006 explosions; see
Figure 4.15. The meridional wind profiles have been updated following the discussed
inversion procedure by minimizing misfits in traveltime, geometry and trace velocity.
4.8 Application of updated profiles to non-linear propagation studies
and yield estimation
Since the updated meridional wind profiles explain the arrival on 15 July 2006 (Figure
3.12) around 0600 UTC (in contrast to the original model; see Figure 2.9), we can now use
the updated model to assess whether we can explain the observed waveform stretching at
LITE. The same procedure can be repeated for the other arrivals within this timeframe.
It was shown in Chapter 3 that the dominant frequency of the thermospheric arrival is
strongly dependent on the peak-to-peak amplitude measured at RIOE, at 37 km from the
source (Figure 3.13). Also, variations in traveltime were measured, similar to the other
observations (i.e. Figure 3.6). It is the objective in this section to model two different
events with a different peak-to-peak pressure measured at RIOE and associated frequency
change at LITE.
The atmospheric profiles used in the propagation modeling are shown in Figure 4.14.
Figure (a) and (b) show the adiabatic sound speed and zonal wind profiles, (c) shows the
original and updates meridional wind profiles, obtained using the posterior distribution
analysis, discussed in section 4.5. The posterior distribution analysis has been carried
out with the two free meridional EOF parameters that are associated with the basis
functions of the lowest order. The profile with the highest likelihood is selected from
the distribution, which is constrained by the model space probability (flat within 30
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ms−1 of the apriori model) and the data space and the associated Gaussian uncertainty
distributions. Two events that are considered for analysis are the first and the fourth
event (around 0601 and 0707 UTC). The observed traveltimes are 1173 and 1164 seconds,
respectively. The trace velocity and bearing deviation distributions are assumed to be
the same, 430 ± 5 ms−1 and 1.8 ± 0.5◦ for both events. The estimated meridional wind
profiles for both events are shown in Figure 4.14c.
Nonlinear ray theory (Lonzaga et al., 2012) is used to model the nonlinear propagation
effects due to the propagation in the rarified regions of the atmosphere. The effects are
strongest in the mesosphere and the lower thermosphere, due to the smaller density
here. The absorption model by Sutherland & Bass (2004) is used. The absorption
model is often modulated by a correction factor above 90 km, as it is estimated that the
model overestimates the amount of absorption in this region of the atmosphere. However,
the absorption mainly reduces the generated high frequency content of the pulse. The
dominant frequency of the pulse, characterized by the stretching of the pulse, is typically
very low (below or around 0.1 Hz) for a thermospheric signal and is not much affected
by absorption.
The observations at RIOE, 37 km away from the source (Figure 3.1), are used to
constrain the peak-to-peak amplitude of the input waveform at 1 km, which serves as
input parameter to the nonlinear ray theory. Varying the source amplitude influences the
amount of non-linearity along a ray path, as non-linear behavior grows for larger pressure
disturbances (Appendix A.8). It is assumed that the reduced pressure observation at
RIOE, compared to 1 km from the source, is due to spherical spreading (Pierce, 1981).
This is not necessarily true as local meteorology also may have a strong effect on the
near source field, causing the radiation pattern to be anisotropic (Waxler et al., 2011).
Neglecting these effects for now, the peak-to-peak pressure at 1 km can be estimated by
multiplying the waveform measured at RIOE by a factor of 37 as a first guess.
This first estimate for the peak-to-peak pressure is then slightly varied to obtain a
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closer match between the measured and simulated thermospheric waveforms at LITE.
The resulting thermospheric waveform simulations are shown in Figure 4.15b and 4.15d,
for the 0601 UTC and the 0707 UTC event, respectively. Note that the arrival around
1100 seconds is interpreted to be a reflection off a localized layer (see Chapter 3) and
not a thermospheric refraction. The original simulation output is shown in purple.
Although the output seems to capture the dominant frequency of the thermospheric
arrivals around the respective times, a far closer agreement between the simulations and
the measurements (red line) is found when an additional 90◦ phaseshift (blue line) is
applied to the original simulations. Such a 90◦ phaseshift could be explained by an
additional caustic on the ray path that has not been modeled. Comparing the simulated
versus the estimated waveform at 1 km from the source, we find a very close match for
the 0601 UTC event (Figure 4.15a). For the second event, the estimated waveform at
1 km from RIOE is smaller than the simulation (Figure 4.15c). This could be due to
meteorological effects. Source captures are usually placed at smaller distances; LITE and
RIOE were set up primarily for volcano studies.
The propagation modeling presented in this section, using updated wind profiles
obtained with acoustic data, is successful in explaining the thermospheric waveform
at LITE, given the near-source measurements at RIOE. It illustrates the concept of
non-linear propagation and suggests the use of dominant frequency for yield determination
of explosive sources.
4.8.1 On the phase shift
The points on the ray for which the ray-tube (quantified by the ray Jacobian J)
vanishes is called a caustic. Hence, the Jacobian determinant changes sign (for a derivation
of the transport equation and the associated solution in terms of the ray Jacobian, see
Appendix B) and the pulse undergoes a 90◦ phase shift. This effect is cumulative, another
90◦ shift will occur at the next caustic (Cˇerveny´, 2001). This can be represented by the
following:
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Figure 4.15. Simulations of the thermospheric arrivals for two explosions of the July
2006 series (Figure 3.12), at 0601 UTC (a-b) and 0707 UTC (c-d). Frames (a-c) show
the comparison of measurement and simulation near the source, frames (b-d) show the
comparison of measurement and simulation at 251 km distance from the source. Difference
in yield strength is reflected by the difference in dominant frequency of the thermospheric
arrivals.
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The evolution of a pulse through various phase shifts is shown in Figure 4.16. In the
case that one caustic is crossed, the pulse transforms into a U-wave due to a 90◦ phaseshift.
The choice of the sign is determined by the geometry of the caustic. This type of waveform
is typically associated with thermospheric arrivals and the ’slow’ stratospheric component
of the stratospheric pair (Waxler et al., 2010) (the fast arrival having no phase shift;
see Figure 2.19). Pulses with a 180◦ and 270◦ phaseshift are typically associated with
multi-bounce arrivals (Blom & Waxler, 2012; Pierce, 1981). Note that the same pattern
repeats itself at 360◦. Ray theory is not valid in the vicinity of a caustic.
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Chapter 5
CONCLUSIONS AND OUTLOOK
5.1 Conclusion
5.1.1 The atmosphere and infrasound propagation
The basic atmospheric structure, composition and the dynamics, relevant for infrasound
propagation are introduced in Chapter 2. Additionally, the various phenomena that are
associated with linear and non-linear infrasound propagation in a stratified atmosphere
are introduced.
In particular, it is shown that at a localized layer of wind shear may lead to reflections.
Observations of arrivals that are interpreted to be reflections off localized layers in the
mesosphere are compared to time-domain propagation modeling through various wind
models with a variable amount of wind shear and wind shear direction. Two theoretical
models are set up that allow for the evaluation of the complex reflection coefficient. It is
shown that the directivity of the jet influences the phase shift of the observed reflected
arrival.
With the development of a wide-angle (exact) normal mode expansion for infrasound
propagation in the atmosphere, the limit of the effective sound speed, typically used in
infrasound propagation modeling by the research community, is assessed. It is found
that, depending on the angle of propagation and Mach number of the wind profile,
the acoustic shadow zone and travel times are underestimated in the effective sound
speed approximation. The comparison is also made for a wind profile with a Mach
number 0.4 stratospheric jet, which occurred during the winter of 2005 in Europe. The
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differences between the effective sound speed and the exact solutions are largest for the
’fast’ stratospheric arrival and the thermospheric arrivals.
5.1.2 On the sensitivity of infrasound to the upper atmosphere
A systematic analysis of impulse signals from the Tungurahua volcano in Ecuador
on two research arrays are described in Chapter 3. One of the arrays is located in the
vicinity of the source at 37 km, whereas the other array is located at 250 km distance
from the source. During times of explosive activity of the Tungurahua, up to three types
of arrivals can be distinguished: stratospheric, mesospheric and thermospheric arrivals.
In this chapter, arrivals from five intervals have been analyzed: (1) 15 July 2006, (2)
11-16 August 2006, (3) 30 January - 7 February 2008, (4) 6 - 13 February 2010 and (5)
29 May - 1 June 2010. The mesospheric arrivals are typically observed in February and
have celerities in between stratospheric and thermospheric values.
Diurnal fluctuations in mesospheric and thermospheric celerities are observed, in
contrast to the relative stable celerities for stratospheric arrivals. The presence of harmonics
periodicities at 24, 12 and 8 hours in the celerity data is indicative that thermospheric
and mesospheric arrivals are sensitive to the upper atmospheric tides. Although the
stratospheric celerities typically have a constant value around 290 ms−1, a modulation
of stratospheric celerities is observed during February 2010. The associated periodicities
are indicative of planetary wave interactions. The diurnal celerity fluctuations of the
thermospheric arrivals are observed to be proportional to fluctuations in the dominant
frequencies. This is indicative of a non-linear propagation effect; the increased amount of
stretching of the signals can be explain by larger return heights associated with smaller
celerities.
Apart from the relation between celerity and dominant frequency, we report on the
variability of the thermospheric arrivals due to a varying source strength. A large
number of arrivals - occurring in a 6-hour timeframe - are analyzed for this purpose;
the observations confirm the theoretical expectation that source strength is inversely
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proportional to the dominant frequency of thermospheric arrivals. This suggests that the
dominant frequency of thermospheric arrivals can be used to constrain source strength.
Lastly, it is shown that the Horizontal Wind Model -the current state-of-the-art
representation of upper atmospheric winds- typically does not explain the thermospheric
arrivals, observed at LITE. Deviations up to 10% are predicted, which could be explained
by the large uncertainty in the semi-empirical specifications of 30 ms−1.
5.1.3 The estimation of upper atmospheric wind models from infrasound
data
Chapter 4 introduces the basic concepts of inverse theory and describes the relevant
mathematics to the acoustic remote sensing problem. The parameterization of the model
space by empirical orthogonal functions is described, along with its advantages and
disadvantages. The non-linearity of the inverse problem is discussed by studying the
sensitivity of various infrasound quantities to an ensemble of wind jet perturbations in
a smooth atmosphere. A Bayesian method is developed to assess the uncertainty in
the inverse solution given the a priori uncertainty in the data and model spaces and
to determine the non-linearity of the inverse problem at hand. An alternative method
is developed in which the same problem is solved as a weighted orthogonal distance
regression problem. The (local) minimum that minimizes the objective function is sought
using an iterative search method.
We have applied both methods to the inverse problem in the case of 1 source and
receiver combination, but the analyses and the estimation procedures can be extended to
multiple receiver locations as well. The methods are shown to be in reasonable agreement
for an example problem, for a simple parameterization of the model space. This model
update is used in a nonlinear propagation study for propagation from the Tungurahua to
LITE, in which an excellent agreement is obtained between the simulated and observed
waveform.
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5.2 Outlook
5.2.1 Multi receiver inversion problems
The methods described in Chapter 4 to estimate upper atmospheric model parameters
are equally well applicable to datasets with more than one receiver location. Adding
more than one receiver location will in theory add information to the inverse problem,
thereby constraining the model space more. However, in reality the data is not free of
errors which complicates the inverse problem as the problem becomes more ill-conditioned
and/or ill-posed. Furthermore, the use of ray theory might not be justified for certain
observations within the dataset, while it might be justified for other observations. This
requires a careful analysis of the dataset, for which experience with infrasound propagation
is essential. Future research in this area will help to address these issues.
To illustrate this, consider the observations on a network of infrasound sensors,
installed in Utah, Idaho and Montana, USA in 2010. Figure 5.1a shows the geographical
locations of the various arrays. Single sensors have been installed near the source region
at 1, 2, 4 and 8 km distance. Furthermore, an arc of 6-element arrays at 220 km distance
from the source has been installed throughout Idaho, for every 5 degrees azimuth with
respect to the north. Lastly, a north-south trending line with 6-element arrays from 250
km out to 400 km has been deployed as well. Digital NCPA infrasound sensors have
been used at every location (Figure 5.1b); the sensors near the source have a different
gain compared to the far-field sensors to avoid clipping. Detonations of rocket fuel at the
Utah Testing and Training Range (UTTR) near Salt Lake City, UT are used as sources.
The yield strength varies between a few tons and 10 tons TNT equivalent.
Observations of a series of infrasound arrivals on 26 July 2010 around 2100 UTC is
shown in Figure 5.2a. As the full network was being deployed throughout the season,
only a subset of the network was available. However, the limited dataset still shows
interesting features that can be compared to simulations. Tropospheric, stratospheric
and thermospheric arrivals can be distinguished in the observations. Simulation of these
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a. b.
Figure 5.1. (a) The UTTR network in 2010; an arc of 6-element arrays at 220 km and
a north-south trending line with arrays from 250 km out to 400 km has been installed
to study stratospheric and thermospheric arrivals as function of range and azimuth. (b)
digital infrasound sensors used at the arrays.
arrivals, using G2S atmospheric specifications (Figure 5.3c) are shown in Figure 5.2b. The
tropospheric specifications are based on the high-resolution NOAAs Rapid Update Cycle
(RUC fields); above the troposphere the regular G2S specifications are used. Although
the zeroth order arrival structure is somewhat approximated by the simulations, there
are large discrepancies between the simulations and the data, which could be explained
by a misrepresentation of atmospheric specifications. Comparison of ray theory and
narrowband full-wave modeling in Figure 5.3 shows that there is a discrepancy between
full-wave theory and ray theory, as ray theory does not cover diffractive effects. This
difference is largest for tropospheric propagation. As ray theory is only a part of the
full-wave solution, which is shown in Figure 5.2, this implies that the use of ray theory
might not be justified when inverting for atmospheric structure using ray theory only.
5.2.2 Stacking cross-correlations to obtain traveltime estimates
An important observation described in this dissertation is concerned with the variability
of traveltime (or celerity) for a repeated experiment, such as described in Chapter 3.
Relatively strong variations in thermospheric celerity compared to stratospheric celerity
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Figure 5.2. Observations (a) of various infrasound arrivals on a network of infrasound
sensors in deployed in Idaho in 2010. Tropospheric arrivals are shown in green,
stratospheric arrivals in blue and thermospheric arrivals in red. The arrivals are due
to a detonations of rocket fuel at the UTTR base on 26 July 2010, 2116 UTC. Mesoscale
resolution G2S profiles have been used to simulate the propagation (b). The zeroth order
arrival structure is somewhat approximated by the simulations.
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Figure 5.3. Narrowband propagation modeling using the wide-angle normal mode code
(Appendix C) at 0.5 Hz and high-resolution G2S specifications shown in (c) as effective
sound speed profiles. Rays are superimposed on the transmission loss estimates and are
computed using wide-angle ray theory (Appendix B). There is a discrepancy between the
ray theory and the full-wave modeling, as ray theory does not account for diffraction effects.
The difference is largest for the tropospheric propagation. Propagation towards (a) 305◦
and (b) 0◦ azimuth is shown; the receiver locations are represented by green triangles.
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are interpreted to be indicative of the sensitivity of thermospheric infrasound to the
upper atmospheric tides. Mild variations in stratospheric celerity have also been observed
with periodicities reminiscent of planetary wave interaction. Although the analysis of
traveltime provides this insight, the analysis is demanding, as it requires analysis of
individual events to build up a statistic. Also, the objectivity of the analysis is dependent
on the analyst. Furthermore, one is limited to impulsive events.
Cross-correlation of ambient noise, such as performed in the field of interferometry
(Wapenaar et al., 2010), could improve on manual traveltime analysis. In these methods,
cross-correlation functions are stacked over time to approximate the Green’s function
between source and receiver. Although the theory has been described for moving media,
the inherent variability of the atmosphere, the anisotropic illumination pattern (distribution
of noise sources) and the non-linear dispersion characteristics complicate the application
of interferometry to infrasound.
In collaboration with C. Weemstra at ETH Zu¨rich, attempts have been made to apply
the theory to the infrasound measurements at the two arrays in Ecuador (Chapter 3).
Although we have not made progress in the retrieval of a Green’s function, stacking of
cross-correlations during periods of significant volcanic activity of the Tungurahua leads
to peaks around a move-out time of 750 seconds. This cross-correlation peak varies
somewhat over time and often disappears during times of significant wind noise (between
1600-000 UTC). The peak could be explained by the correlation of stratospheric arrivals,
for which the move-out between RIOE and LITE is indeed around 750 seconds, given the
distances between RIOE, LITE, Tungurahua and sound speed near the ground between
Tungurahua and RIOE (c0 ≈ 343 ms−1). The traveltime T between Tungurahua and
LITE can be estimated as:
Tˆ = move-out RIOE-LITE +
∆RIOE−Tungurahua
c0
(5.1)
Hence, a move-out of 750 seconds corresponds to Tˆ ≈ 858 s and thus an estimated
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Figure 5.4. Stacked cross-correlation functions for three days, for which the Tungurahua
was active. The cross-correlations are obtained by cross-correlating waveforms from RIOE
and LITE.
celerity of 292 ms−1. Figure 5.4 shows 18 traces, every trace is a stack of 4 hours of data.
We have processed 3 days for which there was volcanic activity. The cross-correlation
peaks fall between celerities values of 285.0 and 295.0 ms−1, which agrees with the manual
analysis (Figure 3.6). The method is that it can be applied to large volumes of data.
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Appendix A
DERIVATION OF THE WAVE EQUATION FOR A
STRATIFIED ATMOSPHERE
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A.1 Basic equations
To simulate infrasound propagation in the atmosphere, it is necessary to derive a
wave equation for sound propagation in a gas. Air is nearly ideal as a gas and is mildly
thermally conducting and mildly viscous. Gasses under high enough pressures behave
like liquids. In order to derive the wave equation, we need to start with the Eulerian
equations of fluid mechanics. The derivation is based on material from Pierce (1981) and
Waxler (2010). Landau & Lifshitz (1959) is used as the reference for fluid mechanics.
The first two equations are the continuity and the Navier-Stokes equations, that
describe the conservation of mass and momentum.
∂ρ
∂t
+∇ · (ρv) = 0 (A.1)
ρ
Dv
Dt
+ ρgzˆ = −∇p+∇ · σ′ (A.2)
Here, t is time, ρ is density, v is fluid particle velocity, p is pressure, g is the gravity
constant and σ′ik is the deviatoric stress tensor. zˆ is the unit vector in the vertical
direction, pointing upward. D
Dt
is the so-called material or Lagrangian derivative:
D
Dt
=
∂
∂t
+ v · ∇ (A.3)
Equation A.2 can be simplified by assuming the constitutive equation for a isotropic,
compressible Newtonian fluid. The deviatoric stress tensor can be approximated by a
symmetrical combination of spatial derivatives of the velocity.
σ′ik = µ
(
∂vi
∂xk
+
∂vk
∂xi
− 2
3
δik
∂vl
∂xl
)
+ µBδik
∂vl
∂xl
(A.4)
In this relation, the Einstein summation convention is assumed. The scalar coefficients
µ and µB are the shear and bulk viscosity, respectively. These coefficients are a material
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property, are independent of velocity and need to be determined experimentally. The
coefficients may be considered to be constant throughout the fluid.
Substitution of equation A.4 in equation A.2 leads to:
ρ
Dv
Dt
+∇p+ ρgzˆ = µ∇2v + (1
3
µ+ µB)∇(∇ · v) (A.5)
The third equation is the equation of state for an ideal gas, relating pressure to density
ρ and temperature T :
p = ρRT (A.6)
where R is the specific gas constant which is 286.9 J kg−1 K−1 for dry air.
Laplace was the first to apply the principle that sound propagation is an adiabatic
process (no heat flow). For a gas, this principle leads to the relation:
p = Kργ
(
∂p
∂ρ
)
S
= γKργ−1 = γRT ≡ c˜2 (A.7)
Where K is constant in time and γ = cp
cv
is the ratio of specific heats. cp and cv are
the constant specific heats (per unit mass) at constant pressure and volume, respectively.
For air, γ is about 1.4. c˜ is the sound speed in the presence of sound. An alternative
statement of Laplace’s hypothesis is that the specific entropy S remains constant for a
given fluid particle:
p = p(ρ, S)
DS
Dt
= 0 (A.8)
We will see later that this formulation allows for a generalized notation for the equation
of state. From the second law of thermodynamics, we find that the total differential for
the entropy satisfies:
dS =
cp
T
dT −Rdp
p
(A.9)
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Combining this differential and the perfect gas law we find that for an ideal gas:
cp = cv +R. Finally, the last equation to be used is the heat equation:
ρT (
∂
∂t
+ v · ∇)S = κ∇2T + µ
2
∑
i,j
(
∂vi
∂xj
+
∂vj
∂xi
− 2
3
δij
∂vl
∂xl
)2
(A.10)
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A.2 Principle of solution and assumptions
The principle of solution to these equations will be to express the state variables as
a sum of the unperturbed and perturbed states. The unperturbed state corresponds
to the background medium (the atmosphere) while the perturbed state corresponds to
the acoustic disturbance in this medium. The system of equations, presented in the last
section, is expressed in these variables; solutions to the unperturbed and perturbed states
are to b determined. In order to determine a linear solution for the perturbed state, we
only take terms that are first-order in the perturbed state. The state variables will be
written as:

ρ
v
p
T
S

=

ρ0 + ρA
v0 + vA
p0 + pA
T0 + TA
S0 + SA

(A.11)
Here, subscript 0 and subscript A refer to the unperturbed (background) and perturbed
(acoustic) state, respectively.
In order to find a solution, we will need to make assumptions about sound propagation
in the atmosphere. We assume that the atmosphere is vertically stratified and that there
is no vertical wind. In addition, we assume that the atmosphere is constant over acoustic
timescales. Mathematically, this means that the unperturbed state variables ρ0,v0, p0, T0
and S0 are dependent on z only, and that v0z = 0, leaving v0 = v0,H , where subscript H
refers to the horizontal components. So:
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
ρ
v
p
T
S

=

ρ0(z) + ρA(x, t)
v0,H(z) + vA(x, t)
p0(z) + pA(x, t)
T0(z) + TA(x, t)
S0(z) + SA(x, t)

(A.12)
Also, for now we will assume that the atmosphere is lossless (κ = µ = µB = 0).
Absorption will be factored into the solution at a later point.
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A.3 Linearized equations of acoustics
Expanding equation A.1 and keeping non-zero terms up to first order:
∂(ρ0 + ρA)
∂t
+ (ρ0 + ρA)∇ · (v0 + vA) + (v0 + vA) · ∇(ρ0 + ρA) = 0


∂ρ0
∂t
+
∂ρA
∂t
+∇ · (ρ0v0) + ρ0∇ · vA +ρA∇ · v0 +


ρA∇ · vA +
v0 · ∇ρA + vA · ∇ρ0 +


vA · ∇ρA = 0
From this expansion, we collect the following zeroth and first order equations:
∇ · (ρ0v0) = 0 O(0) (A.13)
(
∂
∂t
+ v0,H · ∇H)ρA + ρ0∇ · vA + vA,z dρ0
dz
= 0 O(1) (A.14)
Similarly, expanding equations A.5, A.6 and A.10 leads to the following system of
first-order equations:
ρ0(
∂
∂t
+ v0,H · ∇H)vA + ρ0vA,z dv0,H
dz
= −∇pA − ρAgzˆ (A.15)
pA
p0
=
ρA
ρ0
+
TA
T0
(A.16)
(
∂
∂t
+ v0,H · ∇H)SA = −vA,z dS0
dz
(A.17)
These equations are complemented by the zeroth order equations:.
203
dp0
dz
= −ρ0g (A.18)
p0 = ρ0RT0 (A.19)
(
∂
∂t
+ v0,H · ∇H)S0 = 0 (A.20)
Additional equations can be obtained by integrating the entropy differential A.9 over
z and combining the result with relations A.6, A.7 and R = cp − cv:
∫ z
0
dS = cp
∫ z
0
dT
T
−R
∫ z
0
dp
p
S(z) = S(0) + cp ln
[
T (z)
T (0)
]
−R ln
[
p(z)
p(0)
]
S(z) = S(0) + cv ln
[
p(z)
p(0)
]
− cp ln
[
ρ(z)
ρ(0)
]
D
Dt
ln p(z) =
cp
cv
D
Dt
ln ρ(z)→ Dp
Dt
= c˜2
Dρ
Dt
This equation of state is valid for a 3D inhomogeneous medium, provided that equation
A.7 holds. The equation can be linearized:
O(0) : ( ∂
∂t
+ v0,H · ∇H)p0 = c2( ∂
∂t
+ v0,H · ∇H)ρ0
O(1) : ( ∂
∂t
+ v0,H · ∇H)pA + vA,z dp0
dz
= c2
[
(
∂
∂t
+ v0,H · ∇H)ρA + vA,z dρ0
dz
]
+





c2∆
[
(
∂
∂t
+ v0,H · ∇H)ρ0
]
with c2 =
(
∂p0
∂ρ0
)
S0
= γRT0 =
cp
cv
p0
ρ0
and c2∆ =
cp
cv
p
ρ
− c
Here, c˜2 = c2 + c2∆, where c is the sound speed in absence of sound and c˜ the sound
speed in the presence of sound. c is generally dependent on the spatial coordinate, in a
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stratified medium c → c(z). The second term in the first order equation vanishes for a
stratified medium, but is shown here for completeness.
S(z)− S(0) = cp ln
[
T0(z)
T (0)
]
+ cp ln
[
1 +
TA(z)
T0(z)
]
−R ln
[
p0(z)
p(0)
]
−R ln
[
1 +
pA(z)
p0(z)
]
O(0) : S0(z) = cv ln
[
p0(z)
p(0)
]
− cp ln
[
ρ0(z)
ρ(0)
]
O(1) : SA
cp
=
TA
T0
− R
cp
pA
p0
Eliminating temperature in favor of density and pressure:
R = cp − cv γ = cp
cv
R
cp
= 1− 1
γ
=
γ − 1
γ
TA
T0
= (
γ − 1
γ
)
pA
p0
+
SA
cp
TA
T0
=
pA
p0
− ρA
ρ0
ρA
ρ0
=
1
γ
pA
p0
− SA
cp
A.3.1 Estimating acoustic entropy from the heat equation
Using the 2nd law of thermodynamics and equation A.18, we find:
S(z) = S(0) + cv ln
[
p(z)
p(0)
]
− cp ln
[
ρ(z)
ρ(0)
]
1
cp
dS0(z)
dz
=
cv
cp
1
p0
(−ρ0g)− 1
ρ0
dρ0
dz
1
cp
dS0(z)
dz
= − g
c2
− 1
ρ0
dρ0
dz
=
N2
g
(A.21)
The term N can be identified as the Brunt-Va¨isa¨la¨ frequency, see Gill (1982). When
N2 is positive, the medium is stable and when N2 is negative, the medium is instable.
For the atmosphere, N2 is typically on the order of 0.001 rad2 s−2.
Writing heat equation A.17 in frequency-horizontal wavenumber domain, we can now
estimate |SA
cp
|.
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i(ω − v0,H · kH)SˆA = cpN
2
g
vˆA,z
|SA
cp
| ≈ ( c
ω
N2
g
)| vˆA,z
c
| since |v0,H · kH |  ω
|SA
cp
|  1
Hence we find:
ρA
ρ0
=
1
γ
pA
p0
−


SA
cp
pA = c
2ρA
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A.4 Deriving a wave equation
In the last section, we derived the following linear acoustics equations:
(
∂
∂t
+ v0,H · ∇H)ρA + ρ0∇ · vA + vA,z dρ0
dz
= 0 (A.22)
ρ0(
∂
∂t
+ v0,H · ∇H)vA + ρ0vA,z dv0,H
dz
+∇pA + ρAgzˆ = 0 (A.23)
ρA
ρ0
− 1
γ
pA
p0
+
SA
cp
= 0 (A.24)
(
∂
∂t
+ v0,H · ∇H)SA + vA,z dS0
dz
= 0 (A.25)
The system of equations for the unperturbed variables:
∇ · (ρ0v0) = 0 (A.26)
dp0
dz
= −ρ0g (A.27)
p0 = ρ0RT0 (A.28)
S0(z) = cv ln
[
p0(z)
p(0)
]
− cp ln
[
ρ0(z)
ρ(0)
]
(A.29)
(
∂
∂t
+ v0,H · ∇H)p0 = c2( ∂
∂t
+ v0,H · ∇H)ρ0 with c2 =
(
∂p0
∂ρ0
)
S0
(A.30)
Now, we will set up a system of equations to form a wave equation.
Combining equations A.22 and A.24 and adding the resulting equation to A.25:
(
∂
∂t
+ v0,H · ∇H) 1
γ
pA
p0
+∇H · vA,H + ( ∂
∂z
+
dρ0
dz
ρ
+



dS0
dz
cp
)vA,z = 0 (A.31)
Equation A.23 is split in the horizontal and vertical components. It is assumed for
now, that vertical wind shear is small over a wavelength, i.e.
d|v0,H |
dz
 ω and that the
Brunt-Va¨isa¨la¨ frequency is small compared to the frequency of interest, N  ω:
The horizontal component of the momentum equation is:
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(
∂
∂t
+ v0,H · ∇H)vA,H + 1
ρ0
∇HpA = 0 (A.32)
The vertical component is obtained some manipulations, using equations A.21 A.24
and A.27.
(
∂
∂t
+ v0,H · ∇H)vA,z + 1
ρ0
∂pA
∂z
+
pA
ρ0c2
g = 0 (A.33)
Assuming that the Brunt-Va¨isa¨la¨ frequency is small compared to the frequency of
interest, N  ω, this leads to:
(
∂
∂t
+ v0,H · ∇H)vA,z + 1
ρ0
(
∂
∂z
−
dρ0
dz
ρ0
)pA = 0 (A.34)
After applying ( ∂
∂t
+ v0,H · ∇H) to equation A.31, applying ∇H · to equation A.32 and
subtracting the resulting equations, we obtain:
1
ρ0c2
(
∂
∂t
+ v0,H · ∇H)2pA − 1
ρ0
∇2HpA + (
∂
∂t
+ v0,H · ∇H)( ∂
∂z
+
dρ0
dz
ρ0
)vA,z = 0 (A.35)
Applying ( ∂
∂z
+
dρ0
dz
ρ0
) to equation A.34 and subtracting from equation A.35, we obtain:
[
1
ρ0c2
(
∂
∂t
+ v0,H · ∇H)2 − 1
ρ0
∇2H − (
∂
∂z
+
dρ0
dz
ρ0
)
1
ρ0
(
∂
∂z
−
dρ0
dz
ρ0
)
]
pA = 0 (A.36)
The z-term reduces to ∂
∂z
1
ρ0
∂
∂z
by dropping all higher order terms in g
c2
and the final
form for the wave equation for infrasound propagation in a stratified medium becomes:
[(
1
c
(
∂
∂t
+ v0,H · ∇H) + α(z)
)2
−∇2H − ρ0
∂
∂z
1
ρ0
∂
∂z
]
pA(r, t) = 0 (A.37)
This expression is similar to the wave equation derived in Brekhovskikh & Godin
(1999). Loss mechanisms have been incorporated by including an effective absorption
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coefficient α. Sutherland & Bass (2004) provide expressions to compute the absorption
as function of frequency and altitude. Thermo-viscous absorption, which is the dominant
absorption factor in the atmosphere, is developed in section A.6.
Note that this equation reduces to the standard wave equation c2∇2pA = ∂2pA∂t2 for a
windless atmosphere with constant density. For a homogeneous atmosphere where c is
constant, the solution to the wave equation is a superposition of plane waves:
pA(r, t) =
∫ ∞
−∞
∫ ∞
−∞
Q(ω) cos(k · r− ωt)dkdω =
∫ ∞
−∞
∫ ∞
−∞
Q(ω)Re
[
ei(k·r−ωt)
]
dkdω
(A.38)
The use of complex exponentials instead of trigoniometric functions simplifies algebraic
operations and allows for a straightforward incorporation of propagation losses (complex
wavenumber k). In the case of a purely stratified medium, the solution at a given
frequency can be expressed as a horizontally propagating plane waves, multiplied by
a z dependent amplitude factor. The amplitude factor are the normal modes of the wave
guide. This type of solution will be described in Appendix C.
A.4.1 The effective sound speed approximation
Equation A.37 can be simplified by assuming an effective sound speed. It is the
objective to simplify the following operator:
(
1
c
(
∂
∂t
+ v0,H · ∇H) + α(z)
)2
(A.39)
Expanding leads to:
1
c2
(
∂
∂t
+ v0,H · ∇H
)2
+
2α
c
(
∂
∂t
+ v0,H · ∇H
)
+ α2 (A.40)
Assuming harmonic time behavior and horizontal plane waves, we can write:
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1c2
(−iω + ikH · v0,H)2 + 2α
c
(−iω + ikH · v0,H) + α2 (A.41)
For small angles and in-plane propagation, kH ≈ ωc kˆH . Applying this approximation,
we can identify the following term in equation A.41:
ω
c
[
1− v0,H · kˆH
c
]
=
ω
c
[
1
1 +
v0,H ·kˆH
c
]
+O(M2) + · · · ≈ ω
c+ v0,H · kˆH
≡ ω
ceff
(A.42)
The term v0,H · kˆH is the wind in the direction of propagation and M = |v0,H |c is
the Mach number. Neglecting higher order Mach number terms, equation A.41 may be
rewritten as:
− ω
2
c2eff
− 2iα
ceff
+ α2 = −
(
ω
ceff
+ iα
)2
(A.43)
So, the resulting Helmholtz equation for the effective sound speed approximation is:
[
∇2H + ρ0
∂
∂z
1
ρ0
∂
∂z
+
(
ω
ceff
+ iα
)2]
pˆ(r, z) = 0 (A.44)
In this equation, the refractive effect of the wind has been incorporated into the
adiabatic sound speed c under assumption of (1) small propagation angle, (2) in-plane
propagation and (3) low Mach number. This approximation is generally valid for infrasound
propagation in the troposphere, where propagation angles do not exceed 15 degrees, effects
due to cross-winds are negligible and Mach numbers are small. Beyond these limits, use
of the effective sound speed approximation will lead to results that are only qualitatively
correct. By comparing terms from the exact wave equation to the effective sound speed
wave equation, Godin (2002b) develops similar conditions that put limits on the validity
of the effective sound speed approximation.
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A.5 A more complete wave equation
In the section A, we derived a wave equation for infrasound propagation in a stratified
atmosphere, assuming that vertical wind shear is small over a wavelength, i.e. dv0
dz
 ω
and that the Brunt-Va¨isa¨la¨ frequency is small compared to the frequency of interest,
N  ω. In practice we work with that wave equation, but for completeness we also derive
a more complete wave equation for the case of a stratified medium. For convenience, we
will write Dt = ( ∂∂t + v0,H · ∇H).
Our system of equations:
DtρA + ρ0∇ · vA + vA,z dρ0
dz
= 0
ρ0DtvA + ρ0vA,z dv0,H
dz
+∇pA + ρAgzˆ = 0
DtpA + vA,z dp0
dz
− c2
[
DtρA + vA,z dρ0
dz
]
= 0
DtvA + vA,z dv0,H
dz
+
∇pA
ρ0
+
ρA
ρ0
gzˆ = 0 (A.45)
∇ · vA + 1
ρ0c2
[
DtpA + vA,z dp0
dz
]
= 0 (A.46)
Taking divergence ∇· of equation A.45 and Dt of equation A.46:
Dt∇ · vA + 2dv0,H
dz
· ∇HvA,z +∇ ·
(∇pA
ρ0
)
+∇ ·
(
ρA
ρ0
gzˆ
)
= 0
Dt∇ · vA + 1
ρ0c2
[
D2t pA +DtvA,z
dp0
dz
]
= 0
Combination of the underlined terms, multiplied by ρ0, leads to:
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1c2
dp0
dz
DtvA,z − ρ0 ∂
∂z
[
ρA
ρ0
g
]
=
g
c2
[
∂pA
∂z
+ ρAg
]
+
ρAg
ρ0
dρ0
dz
− g∂ρA
∂z
−ρA
[
−g
2
c2
− g
ρ0
dρ0
dz
]
− g∂ρA
∂z
+
g
c2
∂pA
∂z
= −ρAN2 − g∂ρA
∂z
+
g
c2
∂pA
∂z
Depending on further assumptions, these terms may or may not be neglected from
the wave equation.
A.5.1 Neglect of gravity terms
If N  ω and if we drop all higher order terms in g
c2
, we can combine the equations
to the following wave equation:
1
c2
D2t pA −∇2HpA − ρ0
∂
∂z
1
ρ0
∂pA
∂z
− 2ρ0dv0,H
dz
· ∇HvA,z = 0 (A.47)
DtvA,z + 1
ρ0
∂pA
∂z
= 0 (A.48)
This is the system of equations used by Lingevitch et al. (2002) to derive a wide-angle,
high Mach number Parabolic Equation for infrasound propagation in the atmosphere.
The system can be combined to 1 wave equation in pA:
Dt
[
1
c2
D2t pA −∇2HpA − ρ0
∂
∂z
1
ρ0
∂pA
∂z
]
+ 2
(
dv0,H
dz
· ∇H
)
∂pA
∂z
= 0 (A.49)
This equation is exactly an unforced version of the wave equation that appears in
Brekhovskikh & Godin (1999).
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A.6 Thermo-viscous (classical) attenuation in the atmosphere
In this section, we will derive the formula for thermo-viscous absorption in the atmosphere
from the equations of fluid dynamics. We start with a system of linearized acoustics
equations for a quiescent, homogeneous medium:
∂ρA
∂t
+ ρ0∇ · vA = 0
ρ0
∂vA
∂t
+∇pA = µ∇2vA + (1
3
µ+ µB)∇(∇ · vA)
ρ0T0
∂SA
∂t
= κ∇2TA
ρA
ρ0
=
1
γ
pA
p0
+
SA
cp
TA
T0
=
(
γ − 1
γ
)
pA
p0
+
SA
cp
Assuming a plane wave form of the acoustic quantities, xA = xˆAe
i(k·x−ωt), we obtain
using complex notation, suppressing complex exponentials:
−iωρˆA + iρ0k · vˆA = 0
−iωρ0vˆA + ikpˆA + µk2vˆA + (1
3
µ+ µB)k(k · vˆA) = 0
−iωρ0T0SˆA + κk2TˆA = 0
ρˆA
ρ0
=
1
γ
pˆA
p0
+
SˆA
cp
TˆA
T0
=
(
γ − 1
γ
)
pˆA
p0
+
SˆA
cp
Eliminating ρˆA and TˆA, we obtain a linear system of equations in pˆA, vˆA and SˆA:
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−ω
γ
pˆA
p0
+ ω
SˆA
cp
+ k · vˆA = 0
k
pˆA
ρ0
− (ω + iµ+ ν
ρ0
k2)vˆA = 0
iκk2
(
γ − 1
γ
)
pˆA
p0
+ (i
κ
cp
k2 + ωρ0)SˆA = 0
In this system, ν = 1
3
µ+ µB. For the system to be linearly dependent, we require the
determinant of the matrix C of coefficients of this system to be zero.
C =

− ω
γp0
k ω
cp
k
ρ0
−ω − iµ+ν
ρ0
k2 0
iκk
2
p0
(
γ−1
γ
)
0 i κ
cp
k2 + ωρ0

Det C = 0:
ω
c2ρ0
[
ρ0ω
2 + ik2ω
κ
cp
+ iωk2(µ+ ν)− (µ+ ν)k
4
ρ0
κ
cp
]
(A.50)
−k ·
[
kω + i
kk2
ρ0
κ
cp
]
+
ω
cp
[
ik2ω
γ − 1
c2ρ0
κ− k4γ − 1
c2ρ0
κ
µ+ ν
ρ0
]
= 0
Up to first order in µ and κ, we find:
ω3
c2
+ ik2
ω2
ρ0c2
κ
cp
+ ik2
ω2
ρ0c2
(µ+ ν)− k2ω − ik
4
ρ0
κ
cp
+ ik2(γ − 1) ω
2
c2ρ0
κ
cp
= 0 (A.51)
Here, we have used the identities ρ0c
2 = γp0 and k · k = k2.
At O(0) in κ and µ, we find k2 = ω2
c2
.
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Using this expression and using the definition of ν and γ, we can write:
k2 =
ω2
c2
+ ik2
ω
ρ0c2
(
4
3
µ+ µB) + ik2(γ − 1) ω
c2ρ0
κ
cp
k =
ω
c
√
1 + i
ω
ρ0c2
[
(
4
3
µ+ µB) +
(γ − 1)
γ
κ
cv
]
k ≈ ω
c
+ iα
With α being the coefficient of absorption:
α =
ω2
2c3
1
ρ0
[
(
4
3
µ+ µB) +
(γ − 1)
γ
κ
cv
]
(A.52)
The thermal conductivity and viscosity are a function of temperature T and may be
computed from the following standard equations (NOAA et al., 1976):
µ =
βT 3/2
T + S
µB = 0.6µ κ =
αT 3/2
T + 245.4× 10−(12/T ) (A.53)
With β = 1.458 × 10−6 kg (s m K1/2)−1, S = 110.4 K and α = 2.64638 × 10−3 as
constants. In general, these equations fail for conditions at altitudes above 86 km and
very low or high temperatures.
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A.7 Limits of the perturbational approach
The linearization of the fluid dynamics equations imposes limits on the validity. A
characteristic scale analysis provides mathematical constraints on the validity of the
linearization. For the purpose of the analysis, we consider a simplified system of equations,
for a quiescent medium:
∂(ρ0 + ρA)
∂t
+∇ · [(ρ0 + ρA)(vA)] = 0
(ρ0 + ρA)
(
∂vA
∂t
+ vA · ∇vA
)
+∇p0 +∇pA = 0
pA − ρAc2 − 1
2
ρ2A
(
∂p
∂ρ
)
ρ0
= 0
The last equation is derived by Taylor expanding the equation of state p = p(ρ),
which is the equation of state for a quiescent medium (Pierce, 1981). Next, we assign
a characteristic time T and lengthscale L to the quantities so that the derivatives are
respectively proportional to T−1 and L−1 the magnitude of the term, and proceed by
comparing terms of different order.
ρ0
T
+
|ρA|
T
+
ρ0|vA|
L
+
|ρA||vA|
L
= 0
ρ0|vA|
T
+
ρA|vA|
T
+
ρ0|vA|2
L
+
ρA|vA|2
L
+
p0
L
+
pA
L
= 0
pA − ρAc2 − 1
2
ρ2A
(
∂2p
∂ρ2
)
ρ0
= 0
The number of lines corresponds to the order of the term. Comparison of terms yields
the following criteria, for the linear approximation to hold:
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|pA|  ρ0
(
L
T
)2
|vA| 
(
L
T
)
|ρA|  ρ0 |ρA|
ρ0
 2c
2
ρ0|(∂2p/∂ρ2)ρ0|
In the case of plane waves, LT−1 = c, from which follows that vA|  c and |pA| 
ρ0c
2.
For conditions for which the linearization does not hold, the perturbative terms in
the equations of fluid dynamics should be kept up to second (or higher) order. The
perturbation up to second order for a quiescent medium is standard and yields a nonlinear
wave equation, which gives insight in the nonlinear propagation effects.
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A.8 Nonlinear wave equation
This derivation follows the approach of Hamilton & Blackstock (1998). Perturbing
the system of equations for a quiescent medium and keeping terms of first and second
order yields:
∂ρA
∂t
+ ρ0∇ · vA = −ρA∇ · vA − vA · ∇ρA
ρ0
∂vA
∂t
+∇pA = −ρA∂vA
∂t
− ρ0vA · ∇vA
pA − c2ρA = c
2
ρ0
B
A
ρ22A
Where c
2
ρ0
B
A
=
(
∂p
∂ρ
)
ρ0
. Note that the terms on the right hand side are all second order.
As a next step, we substitute the first order relations on the right hand side. We seek to
write out the right hand side out in terms of the Lagrangian energy density L = T − V ,
where T and V represent kinetic and potential energy density, respectively.
L = T − V = ρ0v
2
2
− p
2
2ρ0c2
∂ρA
∂t
+ ρ0∇ · vA = 1
ρ0c4
∂p2A
∂t
+
1
c2
∂
∂t
[
ρ0v
2
A
2
− p
2
A
2ρ0c2
]
(A.54)
ρ0
∂vA
∂t
+∇pA = −∇
[
ρ0v
2
A
2
− p
2
A
2ρ0c2
]
(A.55)
pA − c2ρA = 1
ρ0c2
B
2A
p2A (A.56)
Note: pA
∂pA
∂t
= 1
2
∂p2A
∂t
and vA · ∂vA∂t = 12
∂v2A
∂t
Assuming 1D plane waves and using the impedance relation pA = ±ρ0cvA, we find
that L = 0. Substitution of equation A.56 in A.54, taking − ∂
∂t
of the resulting equation
and adding the result to ∂
∂x
of equation A.55 yields:
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∂2pA
∂x2
− 1
c2
∂2pA
∂t2
= − β
ρ0c4
∂2p2A
∂t2(
∂
∂x
− 1
c
∂
∂t
)(
∂
∂x
+
1
c
∂
∂t
)
pA = −β
c
(
∂
∂x
− 1
c
∂
∂t
)(
vA
∂pA
∂x
)
The right hand side of this equation is the nonlinear contribution; the left hand side
is the original linear 1D wave equation. In this equation, β = 1+ B
2A
; plane wave relations
pA = ρAc
2, ∂pA
∂t
= −c∂pA
∂x
and the impedance relation have been used to work the right
hand side. Factoring out the outgoing solution, we find:
∂pA
∂t
+ (c+ βvA)
∂pA
∂x
= 0 (A.57)
This equation shows that the propagation speed of a pressure point pA(x,t) is dependent
on the speed of sound c and the acoustic velocity vA, multiplied by the nonlinear parameter
β; hence stretching and steepening will occur for an nonlinearly propagating plane wave,
as acoustic velocity and pressure are in phase.
This is the most simple derivation of a nonlinear wave equation, but it shows the
essence of the nonlinear propagation effects. More generic derivations can be found in
Hamilton & Blackstock (1998).
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Appendix B
RAY THEORY FOR LINEAR PROPAGATION IN
A 3D INHOMOGENEOUS MEDIUM
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B.1 System of equations
In Appendix A, we developed the linear acoustics expressions and the wave equation
for sound propagation in a stratified medium. In this Appendix, we will develop the 3D
ray theory for propagation in an inhomogeneous medium; we will also show that the same
eikonal and transport equations hold for a stratified medium, although the derivation of
the transport equation is less involved since many terms drop from the linearized acoustics
equations. We will follow the approach from Brekhovskikh & Godin (1999).
We consider the following system of linearized acoustics equations:
(
∂
∂t
+ v0 · ∇)ρA + ρA∇ · v0 + ρ0∇ · vA + vA · ∇ρ0 = 0 (B.1)
(
∂
∂t
+ v0 · ∇)vA + vA · ∇v0 + ∇pA
ρ0
+
ρA
ρ20
∇p0 = 0 (B.2)
(
∂
∂t
+ v0 · ∇)pA + vA · ∇p0 = c2
[
(
∂
∂t
+ v0 · ∇)ρA + vA · ∇ρ0
]
(B.3)
+c2∆(v0 · ∇)ρ0
Note that this system of equations simplifies to the system of equations at first order
developed in Appendix A for a stratified medium. Terms that involve v0,z, gradients and
divergences in v0, ∇Hp0 or ∇Hρ0 will drop. Combination of the equations for a stratified
medium lead to the following wave equation, as shown in Appendix A:
[
1
c2
(
∂
∂t
+ v0,H · ∇H)2 −∇2H − ρ0
∂
∂z
1
ρ0
∂
∂z
]
pA(r, t) = 0 (B.4)
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B.2 Ray series
We will assume the following ansa¨tze:
pA(r, t) = e
i(k0ψ(r)−ωt)
∞∑
m=0
Am(r)(ik0)
−m (B.5)
vA(r, t) = e
i(k0ψ(r)−ωt)
∞∑
m=0
Bm(r)(ik0)
−m (B.6)
ρA(r, t) = e
i(k0ψ(r)−ωt)
∞∑
m=0
Dm(r)(ik0)
−m (B.7)
c∆(ρ, S, t) = e
i(k0ψ(r)−ωt)
∞∑
m=0
Em(r)(ik0)
−m (B.8)
In these ray series, k0 =
ω
c0
, where c0 is a reference sound speed and ω is the angular
frequency. Am,Bm, Dm and Em are the ray coefficients. ψ is the local phase term; we will
rewrite ν ≡ ∇ψ. ν is perpendicular to the local phase and represents wavefront normal.
Because we are only interested in the terms that are of highest order in k0 (i.e. (k0)
1
and (k0)
0), we will ignore all but the zeroth and first term m = 0, 1 in these ray series.
Evidently, this simplification implies a high-frequency approximation. Substitution of the
ansa¨tze in the linearized continuity equation and keeping terms of order k00 and k
1
0:
−ik0c0D0 − c0D1 + ik0D0(v0 · ν) + v0 · ∇D0 +D1(v0 · ν) +


v0 · ∇D1
ik0
+D0∇ · v0+
ik0ρ0(B0 · ν) + ρ0∇ ·B0 + ρ0(B1 · ν) +


ρ0∇ ·B1
ik0
+ B0 · ∇ρ0 +


B1 · ∇ρ0
ik0
= 0
(B.9)
Similarly, substitution into the linearized momentum equation yields:
−ik0c0B0 − c0B1 + ik0B0(v0 · ν) + v0 · ∇B0 + B1(v0 · ν) +


v0 · ∇B1
ik0
+
B0 · ∇v0 + ik0A0ν
ρ0
+
∇A0
ρ0
+
A1ν
ρ0
+
 
 
 ∇A1
ik0ρ0
− D0
ρ20
∇p0 −



D1∇p0
ik0ρ20
= 0
(B.10)
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And finally, substitution in the linearized equation of state:
−ik0c0A0 − c0A1 + ik0A0(v0 · ν) + v0 · ∇A0 + A1(v0 · ν) +


v0 · ∇A1
ik0
+
B0 · ∇p0 +


B1 · ∇p0
ik0
= c2[−ik0c0D0 − c0D1 + ik0D0(v0 · ν) + v0 · ∇D0+
D1(v0 · ν) +


v0 · ∇D1
ik0
+ B0 · ∇ρ0 +


B1 · ∇ρ0
ik0
] + E0(v0 · ∇)ρ0
(B.11)
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B.3 The Eikonal equation
By taking terms of order (k0)
1 from equations B.9-B.11, we get:
[
1− v0 · ν
c0
]
D0 =
ρ0
c0
(B0 · ν) (B.12)[
1− v0 · ν
c0
]
B0 =
A0
ρ0c0
ν (B.13)
A0 = c
2D0 (B.14)
The nontrivial solution to this system of equations for the variables A0, D0 and B0 is
the (generalized) Eikonal equation for propagation in a three-dimensional inhomogeneous
medium with ambient flow:
[
1− v0 · ν
c0
]2 (c0
c
)2
= ν2 (B.15)
It can easily be verified that in case of a stratified medium with horizontal winds v0,H ,
the same equation holds, with v0 replaced by v0,H . In case v0 = 0, the Eikonal equation
simplifies to ν2 = n2, where n is the index of refraction.
B.3.1 Group velocity
We define wave vector q:
q = k0ν ω = c0k0 (B.16)
Combining this with the Eikonal equation, we can determine the dispersion relation
and an expression for the group velocity cg ≡ ∂ω∂q :
[
1− v0 · q
ω
](1
c
)
=
|q|
ω
ω = |q|c+ v0 · q cg = cν
ν
+ v0 (B.17)
cg · ν = co = cν + νv0 · νˆ νˆ = ν
ν
ν =
coνˆ
c+ v0 · νˆ (B.18)
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The group velocity expression shows that the rays are not perpendicular to ν but that
they are offset by the wind term v0.
B.3.2 Solving the Eikonal equation: ray equations
The Eikonal equation is a non-linear first order equation of the class of Hamilton-Jacobi
equations. It can be solved by defining a Hamiltonian, dependent on wavefront normal
and position:
H(ν, r) = 0.5(ν2 − 1
c2
[c0 − v0 · ν]2) = 0 (B.19)
The solution of which is the following set of ordinary differential equations:
dr
dτ
=
∂H
∂ν
;
dν
dτ
= −∂H
∂r
(B.20)
dr
dτ
= ν +
v0
c
ν =
ν
c
cg
dν
dτ
= −ν
c
[
ν
∂c
∂x
+ νj
∂v0,xj
∂x
]
In the last equation, the repetitive index j implies summation.
As we prefer to have the ray equations in terms of ray length s, we use the identity
dτ
d|r| =
dτ
ds
=
c
cgν
(B.21)
Here, cg =
√(
v0,x +
c
ν
νx
)2
+
(
v0,y +
c
ν
νy
)2
+
(
v0,z +
c
ν
νz
)2
and ν =
√
ν2x + ν
2
y + ν
2
z .
This allows us to write the ray equations as set of coupled ordinary differential
equations (ODE) that can be solved using a Runge-Kutta scheme to compute ray paths
and traveltimes:
dr
ds
=
cg
cg
=
1
cg
[
v0 +
c
ν
ν
]
(B.22)
dν
ds
= − 1
cg
[
ν
∂c
∂x
+ νj
∂v0,xj
∂x
]
(B.23)
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The following initial conditions are used:
r(0, θ, φ) =

x0
y0
z0
 ν(0, θ, φ) = coνˆ(0, θ, φ)co + v0 · νˆ(0, θ, φ) νˆ(0, θ, φ) =

cos θ sinφ
cos θ cosφ
sin θ

(B.24)
Where θ is the inclination angle (angle from horizontal) and φ is the declination (angle
from north). Following this convention, v0,x, v0,y and v0,z are the zonal, meridional, and
vertical winds, respectively. In case of a stratified medium, v0,z = 0 and the v0 = v0,H .
c and vs are evaluated at rsrc. If v0 = 0, ν(s, θ, φ) reduces to νˆ(s, θ, φ). In case of a
reflection of the ground surface, θr = −θi, where r and i indicate reflection and incidence,
respectively. At s = 0, angles θ and φ must be specified as boundary conditions to get
ν(0, θ, φ).
B.3.3 Traveltime calculations
To compute traveltimes from the Eikonal equation, we need to integrate the phase
term:
dψ
dτ
=
(
∂ψ
∂x
)
∂x
∂τ
+
(
∂ψ
∂y
)
∂y
∂τ
+
(
∂ψ
∂z
)
∂z
∂τ
= ν · ∂H
∂ν
=
ν
c
ν · cg
dψ
ds
=
dψ
dτ
dτ
ds
=
c
cgν
ν
c
ν · cg = ν · cg
cg
=
cν + v0 · ν
cg
=
c0
cg
Integrating this result yields the simple expression for the traveltime integral:
t(s) =
1
c0
ψ(s) =
1
c0
ψ(s0) +
∫ s
s0
dψ
ds
= t0 +
∫ s
s0
1
cg
ds (B.25)
Thus, the traveltime along the ray is computed by integrating the contributions for
each path segment, for which the time increment is dt = ds
cg
.
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B.4 The Transport equation
The system of linearized acoustics equations contain extra terms that drop to zero
in the case of a stratified atmosphere. We will show that although the derivation of the
transport equation is more involved for a 3D inhomogeneous medium, the resulting form
of the transport equation for a stratified medium is the same.
B.4.1 The general form
By taking terms of order (k0)
0 from equations B.9-B.11 and separating the zeroth
(m = 0) and first (m = 1) series terms, we get:
[
1− v0 · ν
c0
]
D1 − ρ0
c0
(B1 · ν) = 1
c0
∇ · (D0v0 + ρ0B0) (B.26)[
1− v0 · ν
c0
]
B1 − A1ν
ρ0c0
=
1
c0
[
v0 · ∇B0 + B0 · ∇v0 + ∇A0
ρ0
− D0
ρ20
∇p0
]
(B.27)
A1 − c2D1 = 1
cν
[
B0 · ∇p0 + v0 · ∇A0 − c2(B0 · ∇ρ0 + v0 · ∇D0)− E0(v0 · ∇)ρ0
]
(B.28)
In equation B.28, we have grouped the A1 and D1 terms using the Eikonal equation
to simplify the notation: c0 − v0 · ν = cν.
A nontrivial solution for A0 can be found by expressing B0, D0 and E0 in A0 and by
combining these equations in the following linear combination, since this holds for the
left hand side terms:
c0c [rhs B.26] +
c0ρ0
ν
ν · [rhs B.27] + ν [rhs B.28] = 0
From the k10 order equations, we find: D0 =
A0
c2
and B0 =
A0ν
ρ0cν
. We also find that
E0(v0 · ∇)ρ0 = A0c2 v0 · ∇c2. Plugging in, expanding and simplifying:
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c0c [rhs B.26] = c∇ · (A0v0
c2
+
A0ν
cν
) = c∇ · (A0cg
c2
) = cA0cg · ∇ 1
c2
+
1
c
∇ · (A0cg)
c0ρ0
ν
ν · [rhs B.27] = A0ν
cν
(v0 · ∇)ν
ν
+
1
c
(v0 · ∇)A0 + A0ρ0(v0 · ∇) 1
ρ0c
+
A0ν · (ν · ∇)v0
ν2c
+
1
ν
ν · ∇A0 −


A0ν
c2ρ0ν
· ∇p0
ν [rhs B.28] =


A0ν
c2ρ0ν
· ∇p0 − A0ν
ρ0ν
· ∇ρ0 − cA0v0 · ∇ 1
c2
− A0
c3
v0 · ∇c2
B.4.2 The E0 coefficient
The E0 coefficient arises from the expansion of the parameter c
2
∆, which describes the
difference in the speed of sound in the presence and absence of sound. It is a first order
term that is included in the linearization of the equation of state for a 3D inhomogeneous
medium, for which the density and/or velocity is not stratified and hence v0 · ∇ρ0 6= 0.
The parameter c2∆ vanishes in the case of a stratified medium. In this section, we will
prove the identity E0(v0 · ∇)ρ0 = A0c2 v0 · ∇c2.
We can write: c˜2(ρ, S) = c2+c2∆. Here, c˜ and c are the sound speed in the presence and
absence of sound, respectively. We can also write, assuming the process to be adiabatic:
Dc˜2
Dt
=
∂c˜2
∂ρ
∣∣∣∣
S
Dρ
Dt
+
∂c˜2
∂S
∣∣∣∣
ρ

DS
Dt
(B.29)
Expanding the equation by linearizing yields:
(
∂
∂t
+(v0 +vA)·∇)(c2 +c2∆) =
(
∂c2
∂ρ0
∣∣∣∣
S0
+
[
∂c˜2
∂ρ
∣∣∣∣
S
− ∂c
2
∂ρ0
∣∣∣∣
S0
])
(
∂
∂t
+(v0 +vA)·∇)(ρ0 +ρA)
(B.30)
At zero and first order, we find:
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O(0) : v0 · ∇c2 = ∂c
2
∂ρ0
∣∣∣∣
S0
v0 · ∇ρ0
O(1) : vA · ∇c2 + ( ∂
∂t
+ v0 · ∇)c2∆ =
∂c2
∂ρ0
∣∣∣∣
S0
((
∂
∂t
+ v0 · ∇)ρA + vA · ∇ρ0)
+
[
∂c˜2
∂ρ
∣∣∣∣
S
− ∂c
2
∂ρ0
∣∣∣∣
S0
]
v0 · ∇ρ0
Substituting the ansa¨tze (eq. B.5) in the first order equation and taking only terms
at order (k0)
1, we find E0 =
∂c2
∂ρ0
∣∣∣∣
S0
D0. Substituting this in the zeroth order equation and
expressing D0 in terms of A0, we derive E0(v0 · ∇)ρ0 = A0c2 v0 · ∇c2.
B.4.3 A 3D inhomogeneous atmosphere
cA0cg · ∇ 1
c2
+
1
c
∇ · (A0cg) + A0ν
cν
(v0 · ∇)ν
ν
+
1
c
(v0 · ∇)A0 + (B.31)
A0ρ0(v0 · ∇) 1
ρ0c
+
A0ν · (ν · ∇)v0
ν2c
+
1
ν
ν · ∇A0 − A0ν
ρ0ν
· ∇ρ0
−

cA0v0 · ∇ 1
c2
−


A0
c3
v0 · ∇c2 = 0
The last two terms cancel since:
−cA0v0 · ∇ 1
c2
− A0
c3
v0 · ∇c2 = −A0
c
v0 · ∇ ln 1
c2
− A0
c
v0 · ∇ ln c2 = 0
Multiplying by A0c, grouping terms of order A0 and A
2
0 and expanding the
A0∇ · (A0cg) term:
∇ · (A20cg)− A0cg · ∇A0 + A0(v0 · ∇)A0 +
A0cν
ν
· ∇A0 +
A20
[
−cg · ∇ ln c2 + ν
ν
(v0 · ∇)ν
ν
− (v0 · ∇) ln ρ0c+ ν · (ν · ∇)v0
ν2
− cν
ν
· ∇ ln ρ0
]
= 0
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Recognizing the group velocity, cg =
cν
ν
+ v0, this can be simplified to:
∇·(A20cg)+A20
[
−cg · ∇ ln c2 − (v0 · ∇) ln ρ0νc+ cν·
cν2
((v0 · ∇)ν + (ν · ∇)v0)− cν
ν
· ∇ ln ρ0
]
Using the vector calculus identity:
ν · [(v0 · ∇)ν + (ν · ∇)v0] = ν · ∇(ν · v0)−(((((((
((
ν · v0 × (∇× ν)−(((((((
(((
ν · (ν × (∇× v0))
ν · ∇(ν · cg − cν) = ν · ∇(c0 − cν)
The term involving cross products is zero since ∇×∇ψ = 0; the second term is zero
because the vector ν is dotted into a crossproduct involving the same vector. Substituting
this in the transport equation, rewriting and combining terms, we obtain the following
Blokhintsev formulation:
∇ · (A20cg) = A20cg · ∇ ln ρ0νc3 (B.32)
B.4.4 A stratified atmosphere
For a stratified atmosphere, v0 = v0,H and v0,z = 0. In addition, c = c(z), p0 = p0(z)
and ρ0 = ρ0(z). Consequently, cg =
cν
ν
+ v0,H . The transport equation simplies to:
cA0cg · ∇ 1
c2
+
1
c
∇ · (A0cg) + A0ν
cν
(v0,H · ∇H)ν
ν
+ (B.33)
1
c
(v0,H · ∇H)A0 + A0ν · (ν · ∇)v0,H
ν2c
+
1
ν
ν · ∇A0 − A0ν
ρ0ν
· ∇ρ0 = 0
Again, we multiply by A0c and group terms of order A0 and A
2
0 and manipulate the
terms similarly to the previous section:
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∇ · (A20cg) +
A20
[
−cg · ∇ ln c2 − (v0,H · ∇H) ln ν + cν·
cν2
((v0,H · ∇H)ν + (ν · ∇)v0,H)− cν
ν
· ∇ ln ρ0
]
Since the vector calculus identity remains unchanged, with v0 = v0,H , we find
∇ · (A20cg) + A20
[
−cg · ∇ ln c2 − (v0,H · ∇H) ln ν − cν
ν
· ∇ ln ρ0νc
]
In order to combine terms, we have to add a term −(v0,H · ∇H) ln ρ0c = 0:
∇ · (A20cg) + A20
[
−cg · ∇ ln c2 − (v0,H · ∇H) ln ρ0νc− cν
ν
· ∇ ln ρ0νc
]
Again, we find the Blokhintsev formulation:
∇ · (A20cg) = A20cg · ∇ ln ρ0νc3 (B.34)
B.4.5 Solution to the transport equation
Combination of the Blokhintsev form and the ray equation dr
ds
= cg
cg
leads to:
∇ · (A20cg
dr
ds
) = A20cg
dr
ds
· ∇ ln ρ0νc3 (B.35)
A20cg∇ ·
dr
ds
+
dr
ds
· ∇A20cg = A20cg
dr
ds
· ∇ ln ρ0νc3
d
ds
ln J(s, θ, φ) +
d
ds
lnA20cg =
d
ds
ln ρ0νc
3
d
ds
ln
[
J(s, θ, φ)A20(s, θ, φ)cg(s, θ, φ)
ρ0(s, θ, φ)ν(s, θ, φ)c3(s, θ, φ)
]
= 0
A0(s, θ, φ) =
[
J(0)cg(0)ρ0(s, θ, φ)ν(s, θ, φ)c
3(s, θ, φ)
J(s, θ, φ)cg(s, θ, φ)ρ0(0)ν(0)c3(0)
] 1
2
A0(0) (B.36)
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The identity ∇ · dr
ds
= d
ds
ln J(s, θ, φ) is well-known in ray theory. The quantity
J(s, φ, θ) is called the ray Jacobian and is used to transform from rectilinear coordinates
(x, y, z) to ray coordinates (s, θ, φ). In Jensen et al. (1994), the identity is proven for the
two-dimensional case, but it holds for the 3D case as well.
Near the source, we can model the pressure wavefield by assuming spherical spreading:
A0(r) =
1
4pis
eik·r. Although this implies that A0(0)→∞, we can define the finite product
J(0)A20(0).
J(s, φ, θ) =

∂x
∂s
∂x
∂θ
∂x
∂φ
∂y
∂s
∂y
∂θ
∂y
∂φ
∂z
∂s
∂z
∂θ
∂z
∂φ

r =

x(s, φ, θ)
y(s, φ, θ)
z(s, φ, θ)

=

x0 + s cos θ sinφ
y0 + s cos θ cosφ
z0 + s sin θ

We find that J(0) = s2 cos θ, so J(0)A20(0) =
cos θ
(4pi)2
. Hence, we can express A0(s, θ, φ)
as:
A0(s, θ, φ) =
1
4pi
[
cos θcg(0)ρ0(s, θ, φ)ν(s, θ, φ)c
3(s, θ, φ)
J(s, θ, φ)cg(s, θ, φ)ρ0(0)ν(0)c3(0)
] 1
2
(B.37)
The solution for A0(s, θ, φ) complete if the Jacobian J(s, θ, φ) can be found along the
ray. We can use the ray equations for this purpose that were derived earlier.
B.4.6 Ray equations to determine the Jacobian
We can find analytical expressions for ∂x
∂θ
and ∂x
∂φ
by defining these as new variables
Xθ and Xφ (Blom & Waxler, 2012). By differentiating with respect to arc length, we
can express these quantities as ODEs that can be integrated along with the other ray
equations. Moreover, we can use the original ray equations to find explicit forms for these
equations, since the function x(s, θ, φ) is sufficiently smooth.
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∂∂s
(
∂x
∂θ
)
=
∂
∂θ
(
∂x
∂s
)
∂
∂s
Xθ = ∂
∂θ
(
1
cg
[
v0 +
cνx
ν
])
(B.38)
The final form of the expressions are due to the dependencies of cg, v0, c, νx and ν
(in general r). Similarly, one can find ODEs for ∂y
∂θ
, ∂z
∂θ
, ∂y
∂φ
and ∂z
∂φ
. Together with the
initial conditions, this allows one to find the Jacobian along the ray at any s. Although
the same procedure holds, the equations become unwieldy for a 3D general case due to
the large number of extra terms. We will only state the equations for a stratified medium
here.
In order to find initial conditions for the equations, we assume the source region to
be a homogenous with soundspeed c. Therefore, we can assume the following relations
for r and ν:
r0 =

x(s, φ, θ)
y(s, φ, θ)
z(s, φ, θ)

=

x0 + s cosφ cos θ
y0 + s sinφ cos θ
z0 + s sin θ

ν0 =

νx0
νy0
νz0

=

cos θ sinφ
cos θ cosφ
sin θ

From this, we can immediately see that the initial conditions at s = 0 for x, y and z
are x0, y0 and z0 respectively. Similarly, the initial conditions for
∂x
∂θ
, ∂x
∂φ
, ∂y
∂θ
, ∂y
∂φ
, ∂z
∂θ
and
∂z
∂φ
can be found to be 0. Further:
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
νx = cos θ sinφ
νy = cos θ cosφ
νz = sin θ


∂νx
∂θ
= − sin θ sinφ
∂νy
∂θ
= − sin θ cosφ
∂νz
∂θ
= cos θ


∂νx
∂φ
= cos θ cosφ
∂νy
∂φ
= − cos θ sinφ
∂νz
∂φ
= 0

The equations become for a stratified medium:
dx
ds
=
1
cg
[
v0,x +
cνx
ν
] dy
ds
=
1
cg
[
v0,y +
cνy
ν
]
dz
ds
=
1
cg
[cνz
ν
] dνz
ds
= − 1
cg
[
ν
dc
dz
+ νx
dv0,x
dz
+ νy
dv0,y
dz
]
ν =
√
ν2x + ν
2
y + ν
2
z cg =
√(
v0,x +
c
ν
νx
)2
+
(
v0,y +
c
ν
νy
)2
+
( c
ν
νz
)2
∂
∂s
∂x
∂θ
=
1
cg
[
−∂cg
∂θ
∂x
∂s
+
(
dv0,x
dz
+
νx
ν
dc
dz
)
∂z
∂θ
+
c
ν
∂νx
∂θ
− cνx
ν2
∂ν
∂θ
]
=
∂
∂θ
∂x
∂s
∂
∂s
∂y
∂θ
=
1
cg
[
−∂cg
∂θ
∂y
∂s
+
(
dv0,y
dz
+
νy
ν
dc
dz
)
∂z
∂θ
+
c
ν
∂νy
∂θ
− cνy
ν2
∂ν
∂θ
]
∂
∂s
∂z
∂θ
=
1
cg
[
−∂cg
∂θ
∂z
∂s
+
(
νz
ν
dc
dz
)
∂z
∂θ
+
c
ν
∂νz
∂θ
− cνz
ν2
∂ν
∂θ
]
∂
∂s
∂x
∂φ
=
1
cg
[
−∂cg
∂φ
∂x
∂s
+
(
dv0,x
dz
+
νx
ν
dc
dz
)
∂z
∂φ
+
c
ν
∂νx
∂φ
− cνx
ν2
∂ν
∂φ
]
∂
∂s
∂y
∂φ
=
1
cg
[
−∂cg
∂φ
∂y
∂s
+
(
dv0,y
dz
+
νy
ν
dc
dz
)
∂z
∂φ
+
c
ν
∂νy
∂φ
− cνy
ν2
∂ν
∂φ
]
∂
∂s
∂z
∂φ
=
1
cg
[
−∂cg
∂φ
∂z
∂s
+
(
νz
ν
dc
dz
)
∂z
∂φ
+
c
ν
∂νz
∂φ
− cνz
ν2
∂ν
∂φ
]
∂
∂s
∂νz
∂θ
= − 1
cg
[
∂cg
∂θ
∂νz
∂s
+
(
ν
d2c
dz2
+ vx
d2v0,x
dz2
+ vy
d2v0,y
dz2
)
∂z
∂θ
+
dc
dz
∂ν
∂θ
+
dv0,x
dz
∂νx
∂θ
+
dv0,y
dz
∂νy
∂θ
]
∂
∂s
∂νz
∂φ
= − 1
cg
[
∂cg
∂φ
∂νz
∂s
+
(
ν
d2c
dz2
+ vx
d2v0,x
dz2
+ vy
d2v0,y
dz2
)
∂z
∂φ
+
dc
dz
∂ν
∂φ
+
dv0,x
dz
∂νx
∂φ
+
dv0,y
dz
∂νy
∂φ
]
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Computed along this system of in total 12 equations are the following quantities:
cg
∂cg
∂θ
=
(
v0,x +
c
ν
νx
)[(dv0,x
dz
+
νx
ν
dc
dz
)
∂z
∂θ
+
c
ν
∂νx
∂θ
− cνx
ν2
∂ν
∂θ
]
+(
v0,y +
c
ν
νy
)[(dv0,y
dz
+
νy
ν
dc
dz
)
∂z
∂θ
+
c
ν
∂νy
∂θ
− cνy
ν2
∂ν
∂θ
]
+( c
ν
νz
)[(νz
ν
dc
dz
)
∂z
∂θ
+
c
ν
∂νz
∂θ
− cνz
ν2
∂ν
∂θ
]
cg
∂cg
∂φ
=
(
v0,x +
c
ν
νx
)[(dv0,x
dz
+
νx
ν
dc
dz
)
∂z
∂φ
+
c
ν
∂νx
∂φ
− cνx
ν2
∂ν
∂φ
]
+(
v0,y +
c
ν
νy
)[(dv0,y
dz
+
νy
ν
dc
dz
)
∂z
∂φ
+
c
ν
∂νy
∂φ
− cνy
ν2
∂ν
∂φ
]
+( c
ν
νz
)[(νz
ν
dc
dz
)
∂z
∂φ
+
c
ν
∂νz
∂φ
− cνz
ν2
∂ν
∂φ
]
∂ν
∂θ
=
νx
ν
∂νx
∂θ
+
νy
ν
∂νy
∂θ
+
νz
ν
∂νz
∂θ
∂ν
∂φ
=
νx
ν
∂νx
∂φ
+
νy
ν
∂νy
∂φ
+
νz
ν
∂νz
∂φ
In these equations, terms involving vx and vy and derivatives with respect to θ and φ
show up, but these are constant along the ray, for a stratified medium.
For a full 3D solution, a vertical wind term v0,z and derivatives of the sound speed and
the wind with respect to x and y would appear in this system of equations. In addition,
6 extra equations would appear that would describe the change of νx and νy throughout
the propagation path, with s, θ and φ.
235
B.5 Putting it all together
The appendix starts out with 4 ansa¨tze for the various acoustic variables, pA,vA, ρA
and c∆. The variables are described by ray series; only terms of highest order in reference
wavenumber k0 are kept, leading to a high-frequency approximation.
Expansion of the acoustic equations and separating terms of order k10 and k
0
0 lead to
the derivation of the Eikonal and Transport equations, respectively. Manipulation of the
Transport equation lead to the Blokhintsev invariant and its solution in terms of the ray
Jacobian, A0(s, θ, φ). The full solution from the Eikonal and Transport equation allow to
compute the acoustic pressure along a ray with arc length s, initial azimuth φ and launch
angle θ. Putting equations B.5, B.25 and B.37 together, we find:
pA(s, θ, φ) =
1
4pi
[
cos θcg(0)ρ0(s, θ, φ)ν(s, θ, φ)c
3(s, θ, φ)
J(s, θ, φ)cg(s, θ, φ)ρ0(0)ν(0)c3(0)
] 1
2
e
iω
[
t0+
∫ s
s0
1
cg
ds
]
e
∫ s
s0
−αds
(B.39)
An addition term e
∫ s
s0
−αds
is added to account for intrinsic absorption losses, modeled
with an effective absorption coefficient α in Np m−1. Convolution of pA(s, θ, φ) with a
prescribed broadband source waveform S(t) allows for comparison of full-wave and ray
methods in the time domain, such as shown in Figure 2.7.
p(t) =
∫ t
0
pA(s, θ, φ)S(t− τ)dτ (B.40)
236
Appendix C
MODAL EXPANSIONS FOR INFRASOUND
PROPAGATION IN A STRATIFIED
ATMOSPHERE
237
C.1 Mathematical derivation
In the derivation of the wave equation developed in Appendix A, we have assumed
lossless linear acoustics in a stratified medium in which the background state is altitude-dependent
only. Additionally, we have assumed that the frequency of interest is much higher than
the Brunt-Va¨isa¨la¨ frequency and that vertical wind shears are small over a wavelength.
[(
1
c
(
∂
∂t
+ v0,H · ∇H) + α(z)
)2
−∇2H − ρ0
∂
∂z
1
ρ0
∂
∂z
]
pA(r, t) = 0 (C.1)
In this equation, the term α(z) has been added to account for loss mechanisms
in the atmosphere. However, including this term in the differential equations causes
the eigenfunction operator to be non-self-adjoint. Self-adjoint operators allow for a
well-understood expansion in orthonormal eigenfunctions, involving a one-dimensional
search for eigenvalues. This is not the case for non-self adjoint problems, for which a
two-dimensional search in the complex plane is necessary, which could be numerically
unstable. Alternatively, one can solve the non-self-adjoint problem by treating it as a
perturbation to the self-adjoint (lossless) problem. The method involving perturbation
theory will be described later in this section.
C.1.1 Modal expansions
The lossless differential equation stated above can be solved as a boundary value
problem (BVP) for a fixed frequency. Assuming azimuthal symmetry for now, the
problem is separable by assuming a representation of the pressure field as a product of
terms with separated horizontal pH(r) and vertical dependence ψ(z). The depth-dependent
equation can be represented with a spectral integral representation in the horizontal
wavenumber domain (Jensen et al., 1994):
pA(r, t) =
1
2pi
∫ ∞
−∞
[∫ ∞
−∞
ψ(z, kH)pH,j(r, kH)kHdkH
]
eiωtdω =
1
2pi
∫ ∞
−∞
pˆ(r, z, ω)eiωtdω
(C.2)
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By closing the integral path using a semicircular path, we can apply Cauchy’s integral
theorem; the inner integral can be represented as a sum of residues of the simple poles of
the integrand and integral terms. In terms of wavenumbers kH , this mixed spectrum of
the full integral generally consists of a discrete and a continuous part, respectively.
pˆ(r, z, ω) =
discrete︷ ︸︸ ︷
2pii
N∑
j=1
res(kH,j) +
continuum︷ ︸︸ ︷∮
BC
ψ(z, kH)pH(r, kH)kHdkH +



∮
R
· · · kHdkH (C.3)
The semicircular path integral term
∮
R
goes to zero if the radius is large enough, as
the integrand decays rapidly with increasing radius. The continuous spectrum terms
∮
BC
are dependent on the choice of the boundary conditions at the top and bottom of the
domain. For a half-space overlying the acoustic waveguide, there will be contributions
from a square root branch cut term, in order to make the solutions bounded at infinity
(Jensen et al., 1994). The impedance boundary condition describes the behavior near
the ground. Interaction of the acoustic field with the ground also contributes to the
continuous spectrum (Waxler, 2002, 2003). The sum of residues, which describes the
discrete spectrum corresponds to the modal sum expressed in Equation C.1.2 (Jensen
et al., 1994). The location of the poles are dependent on the frequency and waveguide of
interest.
The impedance boundary condition is:
∂pA
∂z
|z=0 = −CpA|z=0 C = iωρ0(0)Z(ω) (C.4)
For infrasound propagation at frequencies of interest, it may be assumed that the
boundary condition on the ground is rigid. For rigid ground, impedance Z goes to
infinity and hence C → 0. The upper boundary cannot be defined as exactly as the ground
surface, as the transition from continuum to vacuum in the thermosphere is not discrete
but gradual. Above 160 km, the density is too low to permit sound propagation (the
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anacoustic zone). The aforementioned branch cut term is relevant for acoustic energy that
is not trapped in any acoustic waveguide (kH : (−∞, kH,min]), but is upward refracting
towards space. Thus, for propagation over rigid ground and far-field computations
(kHr  1), the computationally intensive integral term may be neglected and the modal
sum describes the full field.
Thus, the pressure field is expressed by horizontally propagating waves, modulated by
eigenfunctions ψ(z) that are solutions to a vertical equation. The horizontally propagating
field pH satisfies the horizontal Helmholtz equation:
(∇2H + k2H,j)pH,j = 0 (C.5)
In modeling the field due to point source, cylindrical coordinates are natural and the
solutions to the equation above are Hankel functions. For cartesian coordinates, solutions
are complex exponentials. Cartesian coordinates are naturally suited to model the field
due to a line source and transmission losses should be corrected by a factor 1√
r
to account
for spreading effects. The conjugation of the imaginary part is dependent on the form
of the time-dependence. We will treat the effective sound speed and the wide-angle high
Mach number solution separately in the following subsections.
Orthogonality and mode normalization
In this section we follow the analysis by Godin (2002a), deriving orthogonality relations
for both the wave equation in a stratified atmosphere with background flow u(z) and
adiabatic sound speed c(z) and for case of the effective sound speed solution ceff (z) =
c(z) + u(z).
The acoustic field is described by a sum of modes, pˆ(r, z, ω) =
∑N
n=1 pn. A single
mode is described by pn = ψn(z)e
ikH,nx−iωt
Substitution in wave equation A.49 leads to the following 1-D wave equation for a
single mode:
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∂∂z
(
1
ρ0β2
∂p
∂z
)
+
(
ω2
ρ0c2
− k
2
H
ρ0β2
)
p = 0 βn(z) = 1− kH,nu(z)
ω
(C.6)
It is assumed that the solutions p are decaying for z → ∞ and we assume the
impedance boundary condition at z = 0. The following analysis also holds for the wave
equation without shear, i.e. ∂β/∂z = 0, but the term is included here for completeness.
An orthogonality relation can be obtained by subtracting the wave equation for
solution (pk, kH,k) from (pl, kH,l):
pl
∂
∂z
(
1
ρ0β2k
∂pk
∂z
)
+
(
ω2
ρ0c2
− k
2
H,k
ρ0β2k
)
pkpl − pk ∂
∂z
(
1
ρ0β2l
∂pl
∂z
)
−
(
ω2
ρ0c2
− k
2
H,l
ρ0β2l
)
pkpl = 0
∂
∂z
(
pl(∂pk/∂z)
ρ0β2k
− pk(∂pl/∂z)
ρ0β2l
)
=
(
k2H,k
ρ0β2k
− k
2
H,l
ρ0β2l
)
pkpl +
1
ρ0
∂pk
∂z
∂pl
∂z
(
1
β2k
− 1
β2l
)
By integrating from z = 0 to z = ∞, given the boundary conditions for z → ∞ and
z = 0 and assuming u(0) = 0, we find the following orthogonality relation:
∫ ∞
0
1
ρ0
[(
k2H,k
β2k
− k
2
H,l
β2l
)
ψkψl +
(
1
β2k
− 1
β2l
)
∂ψk
∂z
∂ψl
∂z
]
dz = 0 k 6= l (C.7)
By rewriting equation C.7, a single orthogonality relation can be obtained for all
modes:
∫ ∞
0
1
ρ0β2kβ
2
l
[
(kH,kβl + kH,lβk)ψkψl +
u
ω
(βk + βl)
∂ψk
∂z
∂ψl
∂z
]
dz = 2kH,kδk,l (C.8)
Here, δk,l is the Kronecker delta symbol. This implies that the modes ψ(z) are
normalized by the following condition:
∫ ∞
0
1
ρ0
[
ψ2n +
u
ωkH,n
(
∂ψn
∂z
)2]
dz = 1 (C.9)
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In the case of the effective sound speed approximation, the wind u(z) has been
incorporated into the effective sound speed to form an effective quiescent medium. In
that case, equation C.8 reduces to a simple orthogonality condition in the case of the
effective sound speed, for which β(z) = 1 and u(z) = 0:
∫ ∞
0
ψkψl
ρ0
dz = δk,l (C.10)
Thus, in (effective) quiescent media, the depth dependence of normal modes ψ(z) is
orthogonal, whereas this is not the case for a stratified medium with background flow.
Mode indices and mode derivatives complicate the relation in this case. The orthogonality
is an important property of normal modes and plays an important role in the derivation
of modal equations, including modal-coupling theory for range-dependent waveguides.
It is possible to arrive at a simpler form of the orthogonality relation by introducing
state vectors φk and φ−l to describe a single mode of the acoustic field. The acoustic
field can be described by φ =
∑N
n=1φne
ikH,nx−iωt.
φk =
(
ψk,
ikH,kψk
ρ0ω2β2k
,
kH,kψk
ρ0ωβk
,
1
ρ0ω2β2k
∂ψk
∂z
,
−i
ρ0ωβk
∂ψk
∂z
)T
(C.11)
φ−l =
(
ψl,
−ikH,lψl
ρ0ω2β2l
,
−kH,lψl
ρ0ωβl
,
1
ρ0ω2β2l
∂ψl
∂z
,
−i
ρ0ωβl
∂ψl
∂z
)T
(C.12)
Here, the negative index refers to a mode propagating in the opposite direction, hence
u(z)→ −u(z), kH,−l = −kH,l, ψ−l = ψl and β−l = βl.
We can now rewrite the original orthogonality condition, equation C.8, into a different
form that is similar in form as the orthogonality relation for quiescent media, equation
C.10:
∫ ∞
0
φT−lBφkdz = −2iω2kH,kδk,l (C.13)
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In the case of a stratified medium with background flow, modes are to be characterized
by state vectors φn(z) instead of the scalar functions ψn(z) and are orthogonal with a
matrix weight B(z) instead of a scalar weight ρ0(z)−1.
B =

0 −1 0 0 0
1 0 ρ0u 0 0
0 ρ0u 0 0 0
0 0 0 0 ρ0u
0 0 0 ρ0u 0

Effective sound speed solution
Following the approach in section A.4.1, assuming small propagation angles, in-plane
propagation and low Mach number and after substituting the ansatz pˆ(r, ω) =
∑N
j=1 ψj(z)e
i(kH,j−ωt)
in the wave equation, one obtains a modal equation:
[
d2
dz2
+ F(ρ0, ρ′0) +
ω2
c2eff
− kH2j
]
ψj(z)√
ρ0
= 0 (C.14)
In deriving the equation, the change in variables has been made to simplify the vertical
operator ρ0
∂
∂z
1
ρ0
∂
∂z
to d
2
dz2
+ F(ρ0, ρ′0). Although this transformation adds extra terms to
the differential equation, the simplified form of the vertical operator is preferred. The
extra terms can be identified as:
F(ρ0, ρ′0) =
ρ′′0
2ρ0
− 3ρ
′2
0
4ρ20
(C.15)
Where the prime indicates the vertical derivative. At sufficiently high infrasound
frequencies (f > 0.1 Hz), these terms are small compared to ω
2
c2eff
and can be neglected.
243
For now, we assume that
F(ρ0, ρ′0) +
ω2
c2eff
is real-valued, as we describe the solution to the lossless problem here. Losses can be
modeled by letting:
ω2
c2eff
→
(
ω
ceff
+ iα
)2
This can be implemented exactly using a complex eigenvalue problem solver. Alternatively,
one can model the losses perturbatively, using the method described in section C.1.3. The
lossless modal equation is a classical Sturm-Liouville problem. It has an infinite number
of solutions (modes), characterized by eigenfunctions ψj(z) and eigenvalues kH
2
j . The
eigenfunctions propagate at phasespeed cp = ωkH,j
−1. Eigenfunction ψj(z) has j zeroes
in its domain and the eigenvalues are all real. The highest eigenvalue is necessarily smaller
than ω2c−2min, where cmin is the smallest sound speed value of the profile. In addition, the
modes of such Sturm-Liouville problems are orthogonal and the modes form a complete
set (Jensen et al. (1994)). Typically, one forms an orthonormal set of modes by scaling
to 1.
∫ ∞
0
ψ˜jψ˜k dz = δj,k Where ψ˜j =
ψj(z)√
ρ0
(C.16)
Due to the orthogonality condition, equation C.14 can be written in its form, as the
jth component is orthogonal to the kth component.
The differential equation for the effective sound speed solution can be written as
Aψ˜j = kH2j ψ˜j. This is a standard eigenvalue problem. A represents here the second order
derivative, ω
2
ceff 2
and F(ρ0, ρ′0) operators, working on eigenfunction ψ˜j. Operator A is
self-adjoint and hence associated the eigenfunctions form a complete set. The numerical
solution to this equation will be further developed in section C.2.3.
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Wide-angle high Mach number solution
We return to the generic form of the lossless wave equation:
[
1
c2
(
∂
∂t
+ v0,H · ∇H)2 −∇2H − ρ0
∂
∂z
1
ρ0
∂
∂z
]
pA(r, t) = 0 (C.17)
Substituting the modal ansatz, pA(r, ω) =
∑N
n=1φne
ikH,nx−iωt, making use of the
orthogonality condition C.13 and applying the variable transform ψj = ψ˜j
√
ρ0:
[
d2
dz2
+ F(ρ0, ρ′0) +
ω2
c2
(
1− v0,H · kHj
ω
)2
− kH2j
]
ψ˜j(z) = 0 (C.18)
Rewriting kHj = kHj kˆHj and expanding the term in round brackets, we find:
[
d2
dz2
+ F(ρ0, ρ′0) +
ω2
c2
+ kH
2
j
(
u2
c2
− 1
)
+ kHj
(
−2ωu
c2
)]
ψ˜j(z) = 0 (C.19)
In this equation, u = v0,H · kˆHj. We note that this equation can be written in the
form
[
kH
2M+ kHC +K
]
ψ˜j = 0, which is a quadratic eigenvalue problem. Operators
M, C and K are self-adjoint. The numerical solution to this equation will be further
developed in section C.2.4
A full 3-D computation of the acoustic field
A comprehensive theoretical description of acoustic-gravity and infrasonic modes in
a stratified atmosphere has been developed by Pierce (Pierce, 1963, 1967). The pressure
field may be represented as a two-fold integral over the components kx, ky of the horizontal
wavenumber kH . Represented in cylindrical coordinates:
pˆ(r, z, ω) =
∫ 2pi
0
∫ ∞
−∞
G(z, z0, ω, kH)e
ikHr cos(θ−θˆ)kHdkHdθˆ (C.20)
Where r is the horizontal distance from source to the receiver and G(z, z0, ω, kH)
satisfies a vertical equation, such as described in the last section. It can be shown
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the integral can be expanded in a modal sum corresponding to trapped modes in the
atmospheric waveguide and an additional integral term that is dependent on the boundary
conditions. The infrasonic pressure field at sufficient large distance from the source is
predominantly given by the residues of the poles and the remaining integral term may be
neglected. Hence, the pressure field may be computed as:
pˆ(r, θ, z, ω) ≈ e
ipi
4√
8pir
∫ 2pi
0
N∑
j=0
ψj(zsrc, θˆ)ψj(z, θˆ)
eikH,j(θˆ)r cos(θ−θˆ)√
kj(θˆ)
dθˆ (C.21)
This expression can be used to compute the crosswind effects in a stratified medium.
To evaluate the θˆ integral, we can proceed with numerical integration (Figure C.1) or we
can make use of the method of stationary phase, because of the form of the integrand.
For large r, the complex exponential will be rapidly oscillating, and we may argue that
the dominant contribution comes from the saddle point. Each term in the modal sum
may be integrated separately (Pierce, 1963).
In the approximation of stationary phase, we approximate an integral of the form∫∞
−∞Aj(θˆ)e
iφj(θˆ)dθˆ: It is assumed that the amplitude of the integrand varies slowly with
θˆ and may be replaced by Aj(θ0), θ0 being the saddle point. The phase φj(θˆ) of the
integrand is approximated by a second order Taylor expansion around the saddle point:
φj(θ0) +
1
2
(θˆ − θ0)2 ∂
2φj
∂θˆ2
∣∣
θ0
. Note that the first order term does not appear by definition
(Snieder, 2004). For the phase term we find:
φj(θˆ) ≈ kH,j(θ0)r cos(θ − θ0) + (C.22)
1
2
(θˆ − θ0)2
[
r cos(θ − θ0)
(
∂2kH,j
∂θˆ2
∣∣
θ0
−kH,j(θ0)
)
+ 2
∂kH,j
∂θˆ
∣∣
θ0
r sin(θ − θ0)
]
Substituting this in the expression for the pressure field, equation C.21:
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Figure C.1. Comparison of a single azimuth versus integration over azimuth.
pˆ(r, θ, z, ω) ≈ e
ipi
4√
8pir
N∑
j=0
ψj(zsrc, θ0)ψj(z, θ0)√
kj(θ0)
eikH,j(θ0)r cos(θ−θ0)
[∫ 2pi
0
ei
(θˆ−θ0)2[··· ]
2 dθˆ
]
The integral term can be evaluated with a standard form, which is analogous to∫∞
−∞ e
iax2 =
√
pi
|a|e
ipi/4 sgn(a). Given expressions for
∂kH,j
∂θˆ
∣∣
θ0
and
∂2kH,j
∂θˆ2
∣∣
θ0
, the full field
can be evaluated.
C.1.2 Far field pressure field
The field pˆ(r, ω) due to a point source at z = zsrc can be evaluated conveniently
by expressing the the wave equation in cylindrical coordinates, assuming azimuthal
symmetry:
[
1
r
∂
∂r
r
∂
∂r
+
∂2
∂z2
+
ω2
c2
+ F(ρ0, ρ′0)
]
p˜(r, ω) = δ(z − zsrc); p˜ = pˆ√
ρ0
(C.23)
Substituting the modal sum ansatz, p˜(r, z) =
∑N
j=1 ψ˜j(z)pH,j(r), leads to:
N∑
j=1
[
ψ˜j
1
r
∂
∂r
r
∂pH,j
∂r
+ pH,j
(
∂2
∂z2
+
ω2
c2
+ F(ρ0, ρ′0)
)
ψ˜j
]
= δ(z − zsrc) (C.24)
The modal equation, in between round brackets, can be replaced by kH
2
j ψ˜
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N∑
j=1
[
ψ˜j
1
r
∂
∂r
r
∂pH,j
∂r
+ kH
2
jpH,jψ˜j
]
= δ(z − zsrc) (C.25)
Applying the orthogonality operator,
∫∞
0
(·)ψ˜l dz, we find:
1
r
∂
∂r
r
∂pH,l
∂r
+ kH
2
l pH,l = ψ˜l(zsrc) (C.26)
This can be recognized as a Bessel differential equation, for which the solution is:
pH,l =
i
4
ψ˜l(zsrc)H
1
0 (kH,lr) (C.27)
The modal sum can explicitly be written:
p˜(r, z, ω) =
pˆ√
ρ0
=
i
4
N∑
j=1
ψ˜j(z)ψ˜j(zsrc)H
1
0 (kH,jr) ≈
ei
pi
4√
8pir
N∑
j=1
ψ˜j(z)ψ˜j(zsrc)
eikH,jr√
kH,j
One typically plots p˜ instead of the actual field variable pˆ as it is more visually
appealing in range-vs-altitude plots. On the Earth surface, both quantities are approximately
equal. The last expression is valid for kHr → ∞, for which the asymptotic form of the
Hankel function holds. For r = 0, the equation reduces to the modal starter, which is
used to propagate the acoustic field in PE methods. Transmission loss is computed by
evaluating the sound pressure level with respect to a reference pressure, for example at
1 km. Typically, it is assumed that the source is a 3D radiating point source at R,
p0|r=R = e
ik0r
4pir
.
TLc(r, z) = 20 log10
p˜(r, z)
p0
= 20 log10
[√
2piRei
pi
4√
r
N∑
j=1
ψ˜j(z)ψ˜j(zsrc)
eikH,jr√
kH,j
]
(C.28)
TLi(r, z) = 20 log10
[√
2piR√
r
N∑
j=1
∣∣∣∣∣ψ˜j(z)ψ˜j(zsrc)e−2Im[kH,j ]r√|kH,j|
∣∣∣∣∣
]
(C.29)
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Incoherent transmission loss TLi estimates are useful for comparing with data which
has been averaged over frequency, for which the details of the coherent transmission loss
TLc patterns are not observed (Jensen et al., 1994).
C.1.3 Attenuation treatment using perturbation theory
Assume the following modal equation:
[
d2
dz2
+
(
ω
c(z)
+ iα(z)
)2
− kHj2
]
ψj(z) = 0 (C.30)
Also assume the following ansatze:
kHj
2 = kHj
2
0 + ikHj
2
1 ψj(z) = ψj0(z) + iψj1(z) (C.31)
Substituting in the modal equation leads to the following equations of zero and first
order, neglecting terms of order α2.
O(0) :
[
d2
dz2
+
ω2
c(z)2
− kHj20
]
ψj0(z) = 0 (C.32)
O(1) :
[
d2
dz2
+
ω2
c(z)2
− kHj20
]
ψj1(z) = −2α(z)
ω
c(z)
ψj0(z) + kHj
2
1ψj0(z)
Due to the orthonormality condition,
∫∞
0
ψj0(z)ψj0(z)dz = 1, the fact that the
operator in square brackets is self-adjoint and the zeroth order equation, we find:
∫ ∞
0
[
−2α(z) ω
c(z)
+ kHj
2
1
]
ψj0(z)ψj0(z) dz =
∫ ∞
0
ψj1(z)
[
d2
dz2
+
ω2
c(z)2
− kH20
]
ψj0(z)dz = 0
Hence,
kH
2
1 =
∫ ∞
0
2α(z)
ω
c(z)
ψj0(z)ψj0(z) dz (C.33)
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Thus, after solving the lossless problem, one uses the eigenfunctions for the lossless
problem to estimate the imaginary part of the horizontal wavenumber. The real part is
obtained by solving the lossless problem.
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C.2 Numerical solution
In this section we will describe the numerical solutions to the both effective sound
speed and the wide-angle high Mach number forms of the modal equations.
C.2.1 Finite differences
We can approximate ψ(a+ dz) and ψ(a− dz) around z = a using Taylor series up to
fourth order:
ψ(a+ ∆z) =
∞∑
n=0
(a+ ∆z − a)n
n!
dnψ
dzn
∣∣∣∣
z=a
(C.34)
= ψ(a) + ∆z
dψ
dz
∣∣∣∣
z=a
+
∆z2
2
d2ψ
dz2
∣∣∣∣
z=a
+
∆z3
6
d3ψ
dz3
∣∣∣∣
z=a
+
∆z4
24
d4ψ
dz4
∣∣∣∣
z=a
+O(6)
ψ(a−∆z) =
∞∑
n=0
(a−∆z − a)n
n!
dnψ
dzn
∣∣∣∣
z=a
(C.35)
= ψ(a)−∆zdψ
dz
∣∣∣∣
z=a
+
∆z2
2
d2ψ
dz2
∣∣∣∣
z=a
− ∆z
3
6
d3ψ
dz3
∣∣∣∣
z=a
+
∆z4
24
d4ψ
dz4
∣∣∣∣
z=a
+O(6)
It can immediately be seen that d
2ψ
dz2
|z=a ≈ ψ(a−∆z)+ψ(a+∆z)−2ψ(a)∆z2 up to second order.
C.2.2 Boundary condition
For every mode, we can write dψ
dz
|z=0 = Cψ|z=0. Approximating the vertical operator
by a forward finite difference formula, we can write ψ0 =
ψ1
C∆z+1 , where ∆z is the vertical
discretization step size. Subscript i refers to the field evaluated at z = i∆z. In this
notation, mode index j is suppressed for clarity.
The boundary condition is encapsulated in the expression for the second derivative of
ψ1, assuming a central finite difference formula. This implies that we evaluate the field
in the domain [ψ1 : dz : ψN−1], rather than [ψ0 : dz : ψN−1].
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d2ψ1
dz2
=
ψ0 − 2ψ1 + ψ2
∆z2
=
[
1
C∆z+1 − 2
]
ψ1 + ψ2
∆z2
(C.36)
In case of an atmosphere with constant density and rigid ground boundary conditions,
C → 0 and d2ψ1
dz2
= ψ2−ψ1
∆z2
.
Due to the stratified atmosphere, the field variable is ψ˜ = ψ√
ρ0
, and we derive for the
boundary condition on the ground:
dψ
dz
∣∣∣∣
z=0
=
d(ψ˜
√
ρ0)
dz
∣∣∣∣
z=0
=
√
ρ0
∣∣
z=0
[
dψ˜
dz
+ ψ˜
dlnρ0
2
] ∣∣∣∣
z=0
= 0 (C.37)
Hence, we find that the impedance boundary condition for ψ˜ becomes:
dψ˜
dz
|z=0 = C˜ψ˜|z=0 with C˜ = −dlnρ0(0)
2
(C.38)
This condition represents the Lamb wave and replaces the boundary condition in
equation C.36.
C.2.3 Effective sound speed solution
The differential equation for the effective sound speed solution can be written as
Aψ˜j = kH2j ψ˜j. In this section, we will discretize the operator and write the equation in
matrix notation as Aν = kH2j ν . This is a standard eigenvalue problem. Here, matrix A
is the discretized approximation to operator A, ν are eigenvectors, approximations to the
eigenfunctions ψ˜j : ν =
[
ψ˜j∆z ψ˜j2∆z . . . ψ˜jN∆z
]T
.
Operator A consist of a second order vertical derivative operator and operators ω2
c2eff (z)
and F(ρ0(z), ρ′0(z)) that can be combined as Φe(z) in the case of the lossless problem.
Losses can be treated exactly by replacing ω
2
c2eff (z)
by
(
ω
ceff (z)
+ iα(z)
)2
; alternatively,
one may solve the lossless problem and solve for the lossy component of the horizontal
wavevector following section C.1.3.
Further, we assume a central finite difference formula to approximate the second
order derivative, such as derived in C.2.1. The second order vertical derivative can be
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approximated up to second order by a tri-diagonal matrix, with −2
∆z2
on the main diagonal
and 1
∆z2
on the diagonals above and below the main diagonal. Operator Φe(z) can be
discretized by a diagonal matrix with Φe(i∆z) on the diagonal, with i = 1 . . . N .
Put in matrix notation:
A =
1
∆z2

B 1 0 0 . . .
1 −2 1 0 . . .
0 1 −2 1 . . .
...
...
...
...
. . .

+

Φe(∆z) 0 0 . . .
0 Φe(2∆z) 0 . . .
0 0 Φe(3∆z) . . .
...
...
...
. . .

Here, B represents the boundary condition on the ground. Using rigid ground boundary
conditions, we find B = 1C˜∆z+1−2, with C˜ = −
dlnρ0(0)
2
. Matrix systems of this form can be
solved with a variety of methods, including Sturm sequences in combination with inverse
iteration (Jensen et al. (1994)) or with an iterative restarting algorithms (Krylov-Schur,
Arnoldi). Descriptions of these algorithms can be found in literature. Once the eigenpairs
have been found to the lossless problem, one can easily estimate the imaginary part of
the wavenumbers and compute the pressure field, following sections C.1.2 and C.1.3.
Numerov discretization
Up to fourth order, the second order vertical derivative can be represented by:
d2ψ
dz2
∣∣∣∣
z=a
≈ ψ(a−∆z) + ψ(a+ ∆z)− 2ψ(a)
∆z2
− ∆z
2
12
d4ψ
dz4
∣∣∣∣
z=a
(C.39)
We can express d
4ψ
dz4
by using the modal equation and the discretization of d
2ψ
dz2
using
central differences up to second order.
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∆z2
d4ψ
dz4
= ∆z2
d2
dz2
d2ψ
dz2
= ∆z2
d2
dz2
[−Φe(z) + k2H]ψ (C.40)
∆z2
d4ψ
dz4
∣∣∣∣
z=a
≈ [−Φe(a−∆z) + k2H]ψ(a−∆z) +[−Φe(a+ ∆z) + k2H]ψ(a+ ∆z)− 2 [−Φe(a) + k2H]ψ(a)
Combining equations C.39 and C.40 and expressing the coordinate using a subscript
notation as in section C.2.2, we find up to fourth order:
d2ψi
dz2
≈ ψi−1 − 2ψi + ψi+1
∆z2
+ (C.41)
1
12
[Φe,i−1ψi−1 − 2Φe,iψi + Φe,i+1ψi+1]− k
2
H
12
[ψi−1 − 2ψi + ψi+1]
Thus, using a higher order discretization approximation for the second order vertical
derivative involves a more complicated term, which causes matrix A to become asymmetric
and introduces a tri-diagonal matrix B on the right hand side. Hence, the improvement in
vertical discretization comes at the cost of replacing the standard eigenvalue problem by
a generalized eigenvalue problem, Aν = kH2jBν , which are numerically more complicated
to solve. However, the significant reduction in matrix size due to the improved vertical
derivative approximation outweighs this by far.
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A =

BA 1∆z2 + 112Φe(2∆z) 0 . . .
1
∆z2
+ 1
12
Φe(∆z)
−2
∆z2
+ 10
12
Φe(2∆z)
1
∆z2
+ 1
12
Φe(3∆z) . . .
0 1
∆z2
+ 1
12
Φe(2∆z)
−2
∆z2
+ 10
12
Φe(3∆z) . . .
...
...
...
. . .

B =
1
12

BB 1 0 0 . . .
1 10 1 0 . . .
0 1 10 1 . . .
...
...
...
...
. . .

Boundary conditions BA and BB are again determined by the impedance boundary
condition. We find that, assuming Φe0 ≈ Φe1:
d2ψ1
dz2
≈
[
1
C∆z+1 − 2
]
ψ1 + ψ2
∆z2
+ (C.42)
1
12
[
Φe(∆z)
(
1
C∆z + 1 − 2
)
ψ1 + Φe(2∆z)ψ2
]
− k
2
H
12
[(
1
C∆z + 1 − 2
)
ψ1 + ψ2
]
If C = 0, we find that BA = −1∆z2 + 1112Φe(∆z) and BB = 11.
C.2.4 Wide-angle high Mach number solution
The differential equation for the effective sound speed solution can be written as[
kH
2M+ kHC +K
]
ψ˜j = 0. In this section, we will discretize the operator and write the
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equation in matrix notation as
[
kH
2M+ kHC+K
]
ν = 0. This is a quadratic eigenvalue
problem.
Here, matrices M,C and K are the discretized approximations to operators M, C
and K respectively, ν are eigenvectors, approximations to the eigenfunctions ψ˜j : ν =[
ψ˜j1 ψ˜j2 . . . ψ˜jN
]T
.
Operator K is identical to operator A for the effective sound speed approximation, if
one replaces the effective sound speed ceff (z) by the adiabatic sound speed c(z). Hence,
we will replace operator Φe(z) by Φ(z) in the description of K.
K =
1
∆z2

B 1 0 0 . . .
1 −2 1 0 . . .
0 1 −2 1 . . .
...
...
...
...
. . .

+

Φ(∆z) 0 0 . . .
0 Φ(2∆z) 0 . . .
0 0 Φ(3∆z) . . .
...
...
...
. . .

Again, B represents the boundary condition and is identical to the effective sound
speed approximation case.
Operators M and C represent operators µ(z) =
(
u(z)2
c(z)2
− 1
)
and γ(z) =
(
−2ωu(z)
c(z)2
)
,
respectively. They can be discretized similar to Φ(z), in the form of diagonal matrix.
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C =

γ(1∆z) 0 0 . . .
0 γ(2∆z) 0 . . .
0 0 γ(3∆z) . . .
...
...
...
. . .

M =

µ(1∆z) 0 0 . . .
0 µ(2∆z) 0 . . .
0 0 µ(3∆z) . . .
...
...
...
. . .

Quadratic eigenvalue problems, such as
[
kH
2M+ kHC+K
]
ν = 0, can be solved
directly using iterative methods (Arnoldi, Krylov-Schur). Typically, the problem will be
transformed into a linear problem in a generalized eigenvalue problem form, i.e. Dz =
kHEz. Written in terms of ν and matrices M,C and K:
−K 0
0 M

 ν
kHν
 = kH
C M
M 0

 ν
kHν

Thus, the transformation of the quadratic eigenvalue problem to a linear generalized
eigenvalue problem comes at the cost of doubling the order (NxN to 2Nx2N matrices).
There are many ways of doing this transformation, the transformation presented above
is symmetric. One may solve this system for kH and ν and proceed as in the case of the
effective sound speed solution.
Numerov discretization
Similar to the effective sound speed case, we can improve the accuracy of the approximation
to the second order vertical derivative operator by using Numerov’s method. The derivation
is similar to the effective sound speed and we will only state the approximation to the
second order derivative operator and the resulting matrices M,C and K.
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d2ψi
dz2
≈ ψi−1 − 2ψi + ψi+1
∆z2
− 1
12
[Pi−1 − 2Pi + Pi+1] (C.43)
Pi =
[−k2Hµ(i∆z)− kHγ(i∆z)− Φ(i∆z)]ψi
Here, Φ(z), γ(z) and µ(z) represent operators and ω
2
c2(z)
+F(ρ0(z), ρ′0(z)),−2ωu(z)c(z)2 and
u2
c(z)2
− 1, respectively.
Substituting the expressions from equation C.43 in the discetized form of the wide-angle
high Mach number Helmholtz equation, grouping terms of order k2H , k
1
H and k
0
H , we can
write out new forms for matrices M,C and K, respectively.
M =
1
12

BM µ(2∆z) 0 . . .
µ(1∆z) 10µ(2∆z) µ(3∆z) . . .
0 µ(2∆z) 10µ(3∆z) . . .
...
...
...
. . .

C =
1
12

BC γ(2∆z) 0 . . .
γ(1∆z) 10γ(2∆z) γ(3∆z) . . .
0 γ(2∆z) 10γ(3∆z) . . .
...
...
...
. . .

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K =

BK 1∆z2 + 112Φ(2∆z) 0 . . .
1
∆z2
+ 1
12
Φ(1∆z) −2
∆z2
+ 10
12
Φ(2∆z) 1
∆z2
+ 1
12
Φ(3∆z) . . .
0 1
∆z2
+ 1
12
Φ(2∆z) −2
∆z2
+ 10
12
Φ(3∆z) . . .
...
...
...
. . .

Thus, using a higher order discretization approximation for the second order vertical
derivative operator changes matrices M and C from diagonal to asymmetric tridiagonal
matrices; K changes from tridiagonal symmetric to tridiagonal asymmetric. Just as in
the effective sound speed case, this complication outweighs the performance boost due to
the reduced matrix sizes.
Boundary conditions BM,BC and BK are again determined by the impedance boundary
condition. We find that, assuming Φ0 ≈ Φ1, γ0 ≈ γ1 and µ0 ≈ µ1:
k2H
12
[
µ(∆z)
(
1
C∆z + 1 + 10
)
ψ1 + µ(2∆z)ψ2
]
+ (C.44)
kH
12
[
γ(∆z)
(
1
C∆z + 1 + 10
)
ψ1 + γ(2∆z)ψ2
]
+
k0H
[[
1
C∆z+1 − 2
]
ψ1 + ψ2
∆z2
]
+
k0H
12
[
Φ(∆z)
(
1
C∆z + 1 + 10
)
ψ1 + Φ(2∆z)ψ2
]
= 0
If C = 0, we find that BM = 11µ(∆z),BC = 11γ(∆z) and BK = −1∆z2 + 1112Φ(∆z).
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Figure C.2. A selection of normal modes for a stratified atmosphere, shifted by the
phasespeed cp. Figure (a) shows 6 modes from the entire discrete spectrum (truncated
at 400 ms−1). Figure (b) zooms in on the lowest 40 km and shows 5 modes in the range
from 300 to 340 ms−1. It is evident that the modes that travel at cp < 310 ms−1 do not
contribute to the pressure field on the ground.
C.2.5 Wavenumber cutoff
Horizontal wavenumber domain
A Sturm-Liouville problem has an infinite number of solutions (modes), characterized
by eigenfunctions ψj(z) and eigenvalues kH
2
j . Eigenfunction ψj(z) has j zeroes in its
domain and the eigenvalues are all real. In the limit of the effective sound speed approximation,
the highest eigenvalue k2H,max is necessarily smaller than
ω2
c2min
, where cmin is the smallest
effective sound speed value of the profile, since no mode may propagate for which cp ≤
cmin. The lowest eigenvalue k
2
H,min is coupled to the maximum sound speed in the profile.
In practice, one chooses a maximum phase speed that is 10% of the maximum phase speed
in the profile to make sure that the modes decay exponentially with altitude. Horizontal
wavenumber and trace velocity are directly related. For kH : (−∞, kH,min], we find the
continuous spectrum terms, related to upward refraction. These terms can be neglected.
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WKB tunneling factor
In Figure C.2, several modes are plotted for a stratified atmosphere. The modes have
been shifted by their phasespeeds cp. Figure C.2b zooms in on the lowest 40 km of the
atmosphere and sound speeds from 290 to 350 ms−1. Note that the modes are oscillating
for altitudes for which cp > c(z) and exponentially decaying otherwise. The red mode
shows a tunneling effect: some of the energy leaks through the barrier (stratopause) and
the mode has a decreased amplitude on the other side. This is a well-known effect in the
field of quantum mechanics.
Also note that modes with phasespeeds much lower than the sound speed on the
ground do not contribute to the pressure field on the ground. For example, modes that
travel at the lowest phasespeeds (smaller than ∼ 290 ms−1 in Figure C.2a) for a typical
atmospheric profile ’live’ in the mesosphere. Thus, in the case of ground-to-ground to
propagation, one could disregard that part of the discrete spectrum in order to speed up
the computation. Only modes without sufficient ground contact can be neglected from
the modal sum.
The degree of ground contact for a given mode can be estimated by evaluating the
horizontal wavenumber-dependent WKB tunneling factor W(kH) by integrating from
the ground to some height. Wavenumbers for which the coupling to the ground due to
tunneling is small enough can be neglected from the discrete spectrum.
W(kH) = e−
f
F (cp) where
f
F (cp)
= ω
∫ zc
0
√
1
c2p
− 1
c(z)2
dz (C.45)
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Appendix D
PARABOLIC EQUATION (PE)
APPROXIMATIONS FOR INFRASOUND
PROPAGATION IN A STRATIFIED
ATMOSPHERE
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D.1 Mathematical derivation
The starting point is again the Helmholtz equation developed in Appendix A. We
have assumed lossless linear acoustics in a stratified medium in which the background
state is altitude-dependent only. Additionally, we have assumed that the frequency of
interest is much higher than the Brunt-Va¨isa¨la¨ frequency and that vertical wind shears
are small over a wavelength.
[
1
c2
(
∂
∂t
+ v0,H · ∇H)2 −∇2H − ρ0
∂
∂z
1
ρ0
∂
∂z
]
pA(r, t) = 0 (D.1)
The PE method is based on factoring the wave equation in two one-way equations.
Hence, forward propagating energy is separated from backward propagating energy. This
is only valid in the case of weak range-dependent media, for which backscatter can be
neglected. The one-way wave equation is solved by marching a starter field out in range.
Hence, the PE method is naturally suited for range-dependent waveguides.
D.1.1 PE ansatz
Similar to normal modes ansatz, we assume that the acoustic energy is propagating
outward in plane waves. However, in contrast to the normal mode approach, in which
vertical modes are propagating as horizontally propagating plane waves, we model the
wave field p(r, z) as a horizontally propagating carrier wave pH that is modulated by an
envelope function ψ(r, z). The envelope function accounts for the range-dependent effects
of refraction and diffraction for the entire acoustic spectrum.
Again, the horizontally propagating field pH satisfies the horizontal Helmholtz equation:
(∇2H + k20)pH = 0 (D.2)
In this equation, k0 represents the carrier wavenumber, around which the energy k(ω)
propagates. In cylindrical coordinates, solutions to this equation are Hankel functions of
the first kind, H10 (k0r). In cartesian coordinates, the solution is expressed in terms of
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complex exponentials, pH =
1√
r
eik0·r. The 1√
r
factor is added to account for cylindrical
spreading from a point source.
D.1.2 Effective sound speed solution
In Cylindrical coordinates, the wave equation in the limit of the effective sound speed
approximation is:
[
1
r
∂
∂r
(
r
∂
∂r
)
+
1
r2
∂2
∂φ2
+ ρ0
∂
∂z
(
1
ρ0
∂
∂z
)
+
ω2
c2eff
]
pA(r, t) = 0 (D.3)
Assuming that the field has weak azimuthal dependence, we neglect the φ derivative.
Substituting the ansatz p(r, z) = ψ(r, z)H10 (k0r) gives:
ψ
[
∂2H10
∂r2
+
1
r
∂H10
∂r
+ k20H
1
0
]
+ (D.4)
H10
[
∂2ψ
∂r2
+
1
r
∂ψ
∂r
+ ρ0
∂
∂z
(
1
ρ0
∂ψ
∂z
)
+ k20(n
2 − 1)ψ
]
+ 2
∂ψ
∂r
∂H10
∂r
= 0
Here, n = k
k0
= c0
ceff
. The first term is equal to the horizontal Helmholtz equation and
hence is equal to zero. The remaining terms can be combined and simplified, using the
asymptotic or far-field form of the Hankel function:
H10 (k0r) ≈
√
2
pik0r
ei(k0r−
pi
4
) for k0r  1
4
(D.5)
Leading to:
∂2ψ
∂r2
+ 2ik0
∂ψ
∂r
+ ρ0
∂
∂z
(
1
ρ0
∂ψ
∂z
)
+ k20(n
2 − 1)ψ = 0 (D.6)
This equation can be factored out as two one-way equations, for back-propagating
and forward propagating energy:
[(
∂
∂r
+ ik0
)
+ i
√
Q
] [(
∂
∂r
+ ik0
)
− i
√
Q
]
ψ = 0 (D.7)
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Operators
(
∂
∂r
+ ik0
)
and i
√
Q commute for stratified media.
Q = ρ0
∂
∂z
(
1
ρ0
∂
∂z
)
+ k20n
2 (D.8)
√
Q = k0
√
1 + q q =
1
k20
(Q− k20) (D.9)
The one-way equation for forward propagating energy is thus:
∂ψ
∂r
= ik0
(
−1 +
√
1 + q
)
ψ (D.10)
Given the field at ψ(r, z), the field at ψ(r + ∆r, z) can be computed as:
ψ(r + ∆r, z) = eik0∆r(−1+
√
1+q)ψ(r, z) (D.11)
This is the formal analytical solution for one-way propagation in the atmosphere in the
limit of the effective sound speed approximation. Here, we choose to implement equation
D.11 with a Pade´ approximation of the square root operator
√
1 + q. Approximating the
full exponential operator with a Pade´ approximant is also possible and typically leads to
faster numerical solutions (Collins, 1992). However, the current approximation is easier
to implement.
D.2 Comparison of PE and modal solutions
We have coded up both the effective sound speed and the wide-angle high Mach
number (Lingevitch et al., 2002) PE’s for comparison with the modal expansions developed
in Appendix C. These solutions to the wave equation are popular in the infrasound
community as they allow for range-dependent modeling, but there has been little attention
to validation of the various codes. As the modal expansion is exact, its output serves
as benchmark. Additional confidence in the modal solution comes from the agreement
of the ray theory and modal solution, shown in Figure 2.7. Of course, the ray theory
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remains a high-frequency approximation to the full wave solution and does not explain
diffractive effects.
We have used Pade´ coefficients to approximate the square root operator that appears
in the one-way equation (e.g. equation D.11), allowing wide-angle energy to propagate
(Collins, 1992) without error. Comparisons for propagation in a lossless smooth stratified
atmosphere (Figure 2.25a) is shown in Figure D.1. In order to compare solutions, we have
used a modal starter field (see Appendix C.1.2) with the source on the ground.
Additionally, as PE’s allow for an exact treatment of absorption, we have used the
code to validate both the perturbative and exact (complex) treatment in the normal mode
models (see Figure 2.25) in Chapter 2. Based on Figures D.1 and 2.25 we can conclude
that the PE solutions approximate the modal solutions well.
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Figure D.1. (a) Comparison of normal mode and Pade´ PE solutions for the toy model
with a stratospheric and thermospheric duct (Figure 2.25a - blue line) are shown in (a)
using the effective sound speed approximation and (b) using the wide-angle high Mach
number solutions. A modal starter is used for all solutions. A comparison of a PE solution
(effective sound speed) with a variable Pade´ order is shown in (c). Propagating infrasound
typically does not exceed propagation angles larger than 60◦, for which a second order
Pade´ approximation of the square root operator suffices.
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Appendix E
DESCRIPTION OF THE FISHER DETECTOR
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E.1 Derivation of the Fisher ratio
Consider C recordings with T samples each. A specific sample is given by Xct.
Following Olson (2004), we take Xct = X¯t + ct, where X¯t is the stacked signal at a
time t and ct is the deviation signal from the mean. We assume that ct has zero mean
and σ2 variance. Thus, the Xct are assumed to be uncorrelated random variables with
variance σ2. Furthermore, parameter αt is introduced, describing deviations of X¯t from
X¯: αt = X¯t − X¯. X¯t represents the stacked signal:
X¯t =
1
C
C∑
c=1
Xct (E.1)
X¯ equals the overall (”grand”) average:
X¯ =
1
TC
C∑
c=1
T∑
t=1
Xct =
1
T
T∑
t=1
X¯t (E.2)
The total variation V of the signal is given by
V =
T∑
t=1
C∑
c=1
(Xct − X¯)2
V =
T∑
t=1
C∑
c=1
([Xct − X¯t] + [X¯t − X¯])2
The cross term cancels (making use of equations E.1 and E.2):
2
T∑
t=1
C∑
c=1
(Xct − X¯t)(X¯t − X¯)
= 2
T∑
t=1
X¯t
C∑
c=1
Xct − 2X¯
T∑
t=1
C∑
c=1
Xct − 2
T∑
t=1
C∑
c=1
X¯2t + 2X¯
T∑
t=1
C∑
c=1
X¯t
= 2C
T∑
t=1
X¯2t − 2CTX¯2 − 2C
T∑
t=1
X¯2t + 2CTX¯
2 = 0
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So, V =
VW︷ ︸︸ ︷
T∑
t=1
C∑
c=1
(Xct − X¯t)2 +
VB︷ ︸︸ ︷
C
T∑
t=1
(X¯t − X¯)2 (E.3)
VW represents the within sub-sample variance, VB is the between sub-sample variance.
In order to understand what these measures of variance mean in terms of signal and
noise power, we need to evaluate the expected values of VW and VB. The expected values
(Spiegel & Stephens, 1998) are:
VW = C
T∑
t=1
[
1
C
C∑
c=1
(Xct − X¯t)2
]
VW = C
T∑
t=1
s2 E[s2] =
C − 1
C
σ2
E[VW ] = T (C − 1)σ2
VB = C
T∑
t=1
X¯2t − TCX¯2
E[VB] = C
T∑
t=1
E[X¯2t ]− TCE[X¯2]
E[X¯2t ] = V ar[X¯t] + E[X¯t]
2 E[X¯2] = V ar[X¯] + E[X¯]2
As it is assumed that the Xct are uncorrelated variables each with variance σ
2,
Bienayme´’s formula may be used to find expressions for the variance of X¯t and X¯. The
variance of the sum is equal to the sum of variances and so:
V ar[X¯t] =
σ2
C
V ar[X¯] =
σ2
TC
also: E[X¯t] = E[X¯] + αt
T∑
t=1
αt = 0
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Leading to the expression for E[VB]:
E[VB] = C
T∑
t=1
[
σ2
C
+ α2t + E[X¯]
2 + 2E[X¯]αt
]
− TC
[
σ2
TC
+ E[X¯]2
]
E[VB] = (T − 1)σ2 + C
T∑
t=1
α2t
So, the estimators for VW and VB are:
E[VW ] = T (C − 1)σ2 (E.4)
E[VB] = (T − 1)σ2 + C
T∑
t=1
α2t (E.5)
In case there is no deviation (hence no distinguishable signal from noise), parameter
αt = 0. Now, E[
VB
(T−1) ] is an unbiased estimator of σ
2. In case there is a signal, E[ VB
(T−1) ]
is positively biased. E[ VW
T (C−1) ] is always an unbiased estimator of σ
2.
In order to test whether a significant signal is present in the timeseries, one evaluates
the ratio of variances:
F =
σ2S
σ2N
=
T (C − 1)
T − 1
VB
VW
(E.6)
In case there is departure from unity, VB is biased positively and is indicative of a
significant deviation of the stacked signal from the overall average. This may be due
to a coherent (acoustic) signal of interest, but it could also be coherent electronic noise.
Equation E.6 can be expanded, using the definitions of VB, VW , X¯t and X¯:
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F =
T (C − 1)
T − 1
C
∑T
t=1(X¯t − X¯)2∑T
t=1
∑C
c=1(Xct − X¯t)2
F =
T (C − 1)
T − 1
C
∑T
t=1 X¯
2
t − 2C
∑T
t=1 X¯tX¯ + C
∑T
t=1 X¯
2∑T
t=1
∑C
c=1X
2
ct − 2
∑T
t=1
∑C
c=1 X¯tXct +
∑T
t=1
∑C
c=1 X¯
2
t
F =
T (C − 1)
T − 1
C
C2
∑T
t=1
(∑C
c=1Xct
)2
− 2C
TC2
(∑T
t=1
∑C
c=1Xct
)2
+ TC
(TC)2
(∑T
t=1
∑C
c=1 Xct
)2
∑T
t=1
∑C
c=1X
2
ct − 2C
∑T
t=1 X¯
2
t + C
∑T
t=1 X¯
2
t
This expansion leads to the following form of the Fisher ratio:
F =
T (C − 1)
C(T − 1)
∑T
t=1(
∑C
c=1 Xct)
2 − 1
T
(
∑C
c=1
∑T
t=1Xct)
2∑C
c=1
∑T
t=1X
2
ct − 1C
∑T
t=1(
∑C
c=1Xct)
2
(E.7)
This form is equal to the expression that is obtained in Melton & Bailey (1957).
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E.2 Signal to noise power ratio
From the expression of the Fisher ratio, equation E.6, we can recognize VW
T (C−1) as
estimated noise power and VB
C(T−1) as apparent signal power, which is apparent as it has a
contribution from the noise as well. The signal power can be estimated from the apparent
signal power by writing:
apparent signal power = estimated signal power +
1
C
estimated noise power
Note that the noise power decrease with 1
C
due to incoherent interference, while the
signal stacks coherently. Thus we can show that the Fisher ratio is proportional to the
estimated signal to noise power ratio (snrp):
snrp =
1
C
(
T (C − 1)
T − 1
VB
VW
− 1
)
=
1
C
(F − 1) (E.8)
This last expression is useful, as it gives the signal to noise power ratio required for
detection for a specific F -ratio.
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