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Generalized Vanishing Mean Oscillation Spaces Associated
with Divergence Form Elliptic Operators
Renjin Jiang and Dachun Yang ∗
Abstract. Let L be a divergence form elliptic operator with complex bounded measur-
able coefficients, ω a positive concave function on (0,∞) of strictly critical lower type
pω ∈ (0, 1] and ρ(t) = t
−1/ω−1(t−1) for t ∈ (0,∞). In this paper, the authors introduce
the generalized VMO spaces VMOρ,L(Rn) associated with L, and characterize them via
tent spaces. As applications, the authors show that (VMOρ,L(Rn))∗ = Bω,L∗(Rn), where
L∗ denotes the adjoint operator of L in L2(Rn) and Bω,L∗(Rn) the Banach completion of
the Orlicz-Hardy space Hω,L∗(Rn). Notice that ω(t) = tp for all t ∈ (0,∞) and p ∈ (0, 1]
is a typical example of positive concave functions satisfying the assumptions. In partic-
ular, when p = 1, then ρ(t) ≡ 1 and (VMO1,L(Rn))∗ = H1L∗(R
n), where H1L∗(R
n) was
the Hardy space introduced by Hofmann and Mayboroda.
1 Introduction
John and Nirenberg [22] introduced the space BMO(Rn), which is defined to be the
space of all f ∈ L1loc (R
n) that satisfy
‖f‖BMO(Rn) ≡ sup
ballB⊂Rn
1
|B|
∫
B
|f(x)− fB| dx <∞,
where and in what follows, fB ≡
1
|B|
∫
B f(x) dx. The space BMO(R
n) is proved to be the
dual of the Hardy space H1(Rn) by Fefferman and Stein in [13].
Sarason [24] introduced the space VMO(Rn), which is defined to be the space of all
f ∈ BMO(Rn) that satisfy
lim
c→0
sup
B⊂Rn, rB≤c
1
|B|
∫
B
|f(x)− fB| dx = 0.
In order to represent H1(Rn) as a dual space, Coifman and Weiss [9] introduced the space
CMO(Rn) as the closure of continuous functions with compact supports in the BMO(Rn)
norm and showed that (CMO(Rn))∗ = H1(Rn). For more general cases, we refer to Janson
[18] and Bourdaud [7].
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Let L be a linear operator in L2(Rn) that generates an analytic semigroup {e−tL}t≥0
with kernels satisfying an upper bound of Poisson type. The Hardy space H1L(R
n) and
the BMO space BMOL(Rn) associated with L were defined and studied in [2, 11]. Duong
and Yan [12] further proved that (H1L(R
n))∗ = BMOL∗(Rn), where and in what follows,
L∗ denotes the adjoint operator of L in L2(Rn). Moreover, recently, Deng et al in [10]
introduced the space VMOL(Rn), the space of vanishing mean oscillation associated with
L, and proved that (VMOL(Rn))∗ = H1L∗(R
n). Also, Auscher and Russ [5] studied the
Hardy space H1L on strongly Lipschitz domains associated with a divergence form ellip-
tic operator L whose heat kernels have the Gaussian upper bounds and regularity, and
Auscher, McIntosh and Russ [4] treated the Hardy space H1 associated with the Hodge
Laplacian on a Riemannian manifold with doubling measure.
Let A be an n× n matrix with entries {aj,k}
n
j, k=1 ⊂ L
∞(Rn,C) satisfying the uniform
ellipticity condition, namely, there exist constants 0 < λA ≤ ΛA < ∞ such that for all
ξ, ζ ∈ Cn and almost every x ∈ Rn,
(1.1) λA|ξ|
2 ≤ Re〈A(x)ξ, ξ〉 and |〈A(x)ξ, ζ〉| ≤ ΛA|ξ||ζ|.
Then the second order divergence form operator is given by
(1.2) Lf ≡ div(A∇f),
interpreted in the weak sense via a sesquilinear form. It is well known that the kernel of
the heat semigroup {e−tL}t>0 lacks pointwise estimates in general.
From now on, in this paper, we always let L be as in (1.2) and L∗ the adjoint op-
erator of L in L2(Rn). Recently, Hofmann and Mayboroda [16, 17] studied the Hardy
space H1L(R
n) and its dual space BMOL∗(Rn). Indeed, Hofmann and Mayboroda [16]
first defined the Hardy space H1L(R
n) via its molecular decomposition, then established
several maximal function characterizations of H1L(R
n), and in particular, showed that
(H1L(R
n))∗ = BMOL∗(Rn). These results were generalized in [20] to the Orlicz-Hardy
space Hω,L(Rn) and its dual space BMOρ,L∗(Rn), which contain the Hardy spaces H
p
L(R
n)
for all p ∈ (0, 1], the space BMOL∗(Rn) and the Lipschitz spaces LipL∗(1p − 1,R
n) for all
p ∈ (0, 1) as special cases.
Let ω be a positive concave function on (0,∞) of strictly critical lower type pω ∈ (0, 1]
and ρ(t) = t−1/ω−1(t−1) for t ∈ (0,∞). Recall that ω(t) = tp for all t ∈ (0,∞) and
p ∈ (0, 1] is a typical example of such positive concave functions. Motivated by [9, 18, 10,
16, 20], in this paper, we introduce the generalized VMO spaces VMOρ,L(Rn) associated
with L, and characterize them via tent spaces. Then, we prove that (VMOρ,L(Rn))∗ =
Bω,L∗(Rn), where Bω,L∗(Rn) denotes the Banach completion of Hω,L∗(Rn). When ω(t) =
t for all t ∈ (0,∞), we denote VMOρ,L(Rn) simply by VMOL(Rn). In this case, our
result reads as (VMOL(Rn))∗ = H1L∗(R
n). Finally, we show that the space CMO(Rn)
is a subspace of VMOL(Rn), and if n ≥ 3, then there exists an operator L as in (1.2),
constructed in [1, 14], such that CMO(Rn) $ VMOL(Rn). Moreover, when n = 1, 2, the
spaces CMO(Rn) and VMOL(Rn) coincide with equivalent norms, which is pointed to us
by the referee.
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Precisely, this paper is organized as follows. In Section 2, we recall some known def-
initions and notation on the divergence form elliptic operator L and Orlicz functions ω
considered in this paper.
In Section 3, we introduce the generalized VMO spaces VMOρ,L(Rn) associated with L,
and tent spaces T∞ω,v(R
n+1
+ ) and give some basic properties of these spaces. In particular,
we characterize the space VMOρ,L(Rn) via T∞ω,v(R
n+1
+ ); see Theorem 3.1 below.
In Section 4, we prove that (VMOρ,L(Rn))∗ = Bω,L∗(Rn), where Bω,L∗(Rn) denotes
the Banach completion of Hω,L∗(Rn); see Theorem 4.2 below. In particular, we have
(VMOL(Rn))∗ = H1L∗(R
n). Finally, in Proposition 4.2 below, we show that the space
CMO(Rn) is a subspace of VMOL(Rn), and if n ≥ 3, then there exists an operator L as in
(1.2) such that CMO(Rn) $ VMOL(Rn); moreover, when n = 1, 2, the spaces CMO(Rn)
and VMOL(Rn) coincide with equivalent norms.
Finally, we make some conventions. Throughout the paper, we denote by C a positive
constant which is independent of the main parameters, but it may vary from line to line.
The symbol X . Y means that there exists a positive constant C such that X ≤ CY ;
B ≡ B(zB , rB) denotes an open ball with center zB and radius rB and CB(zB, rB) ≡
B(zB , CrB).Moreover, in what follows, for each ball B ⊂ Rn and j ∈ N, we set U0(B) ≡ B
and Uj(B) ≡ 2
jB \ 2j−1B. Set N ≡ {1, 2, · · · } and Z+ ≡ N∪ {0}. For any subset E of Rn,
we denote by E∁ the set Rn \E.
2 Preliminaries
In this section, we recall some notions and notation on divergence form elliptic oper-
ators, describe some basic assumptions on Orlicz functions and also present some basic
properties on them.
2.1 Some notions on the divergence form elliptic operator L
A family {St}t>0 of operators is said to satisfy the L
2 off-diagonal estimates, which are
also called the Gaffney estimates (see [16]), if there exist positive constants c, C and β
such that for arbitrary closed sets E, F ⊂ Rn,
‖Stf‖L2(F ) ≤ Ce
−(
dist (E,F )2
ct
)β‖f‖L2(E)
for every t > 0 and every f ∈ L2(Rn) supported in E. Here and in what follows, for any
p ∈ (0,∞] and E ⊂ Rn, ‖f‖Lp(E) ≡ ‖fχE‖Lp(Rn); for any sets E, F ⊂ Rn, dist (E,F ) ≡
inf{|x− y| : x ∈ E, y ∈ F}.
The following results were obtained in [3, 16, 15].
Lemma 2.1 ([15]). If two families, {St}t>0 and {Tt}t>0, of operators satisfy the Gaffney
estimates, then so does {StTt}t>0. Moreover, there exist positive constants c, C and β
such that for arbitrary closed sets E, F ⊂ Rn,
‖SsTtf‖L2(F ) ≤ Ce
−( dist (E,F )
2
cmax{s,t}
)β
‖f‖L2(E)
for every s, t > 0 and every f ∈ L2(Rn) supported in E.
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Lemma 2.2 ([3, 15]). The families
(2.1) {e−tL}t>0, {tLe
−tL}t>0,
as well as
(2.2) {(I + tL)−1}t>0,
are bounded on L2(Rn) uniformly in t and satisfy the Gaffney estimates with positive
constants c and C, depending on n, λA, ΛA as in (1.1) only. For the operators in (2.1),
β = 1; while in (2.2), β = 1/2.
Following [16], set pL ≡ inf{p ≥ 1 : supt>0 ‖e
−tL‖Lp(Rn)→Lp(Rn) <∞} and
p˜L ≡ sup
{
p ≤ ∞ : sup
t>0
‖e−tL‖Lp(Rn)→Lp(Rn) <∞
}
.
It was proved by Auscher [1] that if n = 1, 2, then pL = 1 and p˜L =∞, and if n ≥ 3, then
pL < 2n/(n + 2) and p˜L > 2n/(n − 2). Moreover, thanks to a counterexample given by
Frehse [14], this range is sharp.
Lemma 2.3 ([16]). Let k ∈ N and p ∈ (pL, p˜L). Then the operator given by setting, for
all f ∈ Lp(Rn) and x ∈ Rn,
SkLf(x) ≡
(∫∫
Γ(x)
|(t2L)ke−t
2Lf(y)|
dy dt
tn+1
)1/2
,
is bounded on Lp(Rn).
2.2 Orlicz functions
Let ω be a positive function defined on R+ ≡ (0, ∞). The function ω is said to be of
upper type p (resp. lower type p) for certain p ∈ [0, ∞), if there exists a positive constant
C such that for all t ≥ 1 (resp. t ∈ (0, 1]) and all s ∈ (0,∞),
(2.3) ω(st) ≤ Ctpω(s).
Obviously, if ω is of lower type p for certain p > 0, then limt→0+ ω(t) = 0. So for the
sake of convenience, if it is necessary, we may assume that ω(0) = 0. If ω is of both upper
type p1 and lower type p0, then ω is said to be of type (p0, p1). Let
p+ω ≡ inf{p > 0 : there exists C > 0 such that (2.3) holds for all t ∈ [1,∞), s ∈ (0,∞)},
and
p−ω ≡ sup{p > 0 : there exists C > 0 such that (2.3) holds for all t ∈ (0, 1], s ∈ (0,∞)}.
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The function ω is said to be of strictly lower type p if for all t ∈ (0, 1) and s ∈ (0,∞),
ω(st) ≤ tpω(s), and for a such function ω, we define
pω ≡ sup{p > 0 : ω(st) ≤ t
pω(s) holds for all s ∈ (0,∞) and t ∈ (0, 1)}.
It is easy to see that pω ≤ p
−
ω ≤ p
+
ω for all ω. In what follows, pω, p
−
ω and p
+
ω are called
the strictly critical lower type index, the critical lower type index and the critical upper
type index of ω, respectively.
Remark 2.1. We claim that if pω is defined as above, then ω is also of strictly lower type
pω. In other words, pω is attainable. In fact, if this is not the case, then there exist certain
s ∈ (0,∞) and t ∈ (0, 1) such that ω(st) > tpωω(s). Hence there exists ǫ ∈ (0, pω) small
enough such that ω(st) > tpω−ǫω(s), which is contrary to the definition of pω. Thus, ω is
of strictly lower type pω.
We now introduce the following assumption.
Assumption (A). Let ω be a positive function defined on R+, which is of strictly lower
type and its strictly lower type index pω ∈ (0, 1]. Also assume that ω is continuous, strictly
increasing and concave.
Notice that if ω satisfies Assumption (A), then ω(0) = 0 and ω is obviously of upper
type 1. Since ω is concave, it is subadditive. In fact, let 0 < s < t, then
ω(s+ t) ≤
s+ t
t
ω(t) ≤ ω(t) +
s
t
t
s
ω(s) = ω(s) + ω(t).
For any concave function ω of strictly lower type p, if we set ω˜(t) ≡
∫ t
0 ω(s)/s ds for
t ∈ [0,∞), then by [25, Proposition 3.1], ω˜ is equivalent to ω, namely, there exists a
positive constant C such that C−1ω(t) ≤ ω˜(t) ≤ Cω(t) for all t ∈ [0,∞); moreover, ω˜
is strictly increasing, concave, subadditive and continuous function of strictly lower type
p. Since all our results are invariant on equivalent functions, we always assume that ω
satisfies Assumption (A); otherwise, we may replace ω by ω˜.
For example, if ω(t) = tp with p ∈ (0, 1], then pω = p
+
ω = p; if ω(t) = t
1/2 ln(e4 + t),
then pω = p
+
ω = 1/2.
Let ω satisfy Assumption (A). A measurable function f on Rn is said to be in the
Lebesgue type space L(ω) if ∫
Rn
ω(|f(x)|) dx <∞.
Moreover, for any f ∈ L(ω), define
‖f‖L(ω) ≡ inf
{
λ > 0 :
∫
Rn
ω
(
|f(x)|
λ
)
dx ≤ 1
}
.
Since ω is strictly increasing, we define the function ρ(t) on R+ by setting, for all
t ∈ (0,∞),
(2.4) ρ(t) ≡
t−1
ω−1(t−1)
,
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where and in what follows, ω−1 denotes the inverse function of ω. Then the types of ω
and ρ have the following relation; see [25] for its proof.
Proposition 2.1. Let 0 < p0 ≤ p1 ≤ 1 and ω be an increasing function. Then ω is of
type (p0, p1) if and only if ρ is of type (p
−1
1 − 1, p
−1
0 − 1).
Throughout the whole paper, we always assume that ω satisfies Assumption (A) and
ρ is as in (2.4).
3 Spaces VMOρ,L(Rn) associated with L
In this section, we introduce the generalized vanishing mean oscillation spaces associ-
ated with L. We begin with some notions and notation.
Let q ∈ (pL, p˜L), M ∈ N and ǫ ∈ (0,∞). A function α ∈ Lq(Rn) is called an
(ω, q,M, ǫ)L-molecule adapted to B if there exists a ball B such that
(i) ‖α‖Lq(Uj(B)) ≤ 2
−jǫ|2jB|1/q−1ρ(|2jB|)−1, j ∈ Z+;
(ii) For every k = 1, · · · ,M and j ∈ Z+, there holds
‖(r−2B L
−1)kα‖Lq(Uj(B)) ≤ 2
−jǫ|2jB|1/q−1ρ(|2jB|)−1.
Let ǫ and M be as above. We also introduce the space
(3.1) MM,ǫω (L) ≡ {µ ∈ L
2(Rn) : ‖µ‖
MM,ǫω (L)
<∞},
where
‖µ‖
MM,ǫω (L)
≡ sup
j≥0
{
2jǫ|B(0, 2j)|1/2ρ(|B(0, 2j)|)
M∑
k=0
‖L−kµ‖L2(Uj(B(0,1)))
}
.
Notice that if φ ∈ MM,ǫω (L) with norm 1, then φ is an (ω, 2,M, ǫ)-molecule adapted
to B(0, 1). Conversely, if α is an (ω, 2,M, ǫ)-molecule adapted to certain ball, then α ∈
MM,ǫω (L).
Let At denote either (I + t
2L)−1 or e−t
2L and f ∈ (MM,ǫω (L))∗, the dual of M
M,ǫ
ω (L).
We claim that (I − A∗t )
Mf ∈ L2loc (R
n) in the sense of distributions. In fact, for any ball
B, if ψ ∈ L2(B), then it follows from the Gaffney estimates via Lemmas 2.1 and 2.2 that
(I −At)
Mψ ∈ MM,ǫω (L) for all ǫ > 0 and any fixed t ∈ (0,∞). Thus,
|〈(I −A∗t )
Mf, ψ〉| ≡ |〈f, (I −At)
Mψ〉| ≤ C(t, rB, dist (B, 0))‖f‖(MM,ǫω (L))∗
‖ψ‖L2(B),
which implies that (I −A∗t )
Mf ∈ L2loc (R
n) in the sense of distributions.
Finally, for any M ∈ N, define
(3.2) MMω,L∗(R
n) ≡
⋂
ǫ>n(1/pω−1/p
+
ω )
(MM,ǫω (L))
∗.
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Definition 3.1. Let q ∈ (pL, p˜L) and M >
n
2 (
1
pω
− 12 ). An element f ∈ M
M
ω,L(R
n) is said
to be in BMOq,Mρ,L (R
n) if
‖f‖
BMOq,Mρ,L (Rn)
≡ sup
B⊂Rn
1
ρ(|B|)
[
1
|B|
∫
B
|(I − e−r
2
BL)Mf(x)|q dx
]1/q
<∞,
where the supremum is taken over all balls B of Rn.
Remark 3.1. The spaces BMOq,Mρ,L (R
n) were introduced in [20]; moreover, if ω(t) = t
for all t ∈ (0,∞), BMOq,Mρ,L (R
n) is the space BMOL(Rn) introduced by Hofmann and
Mayboroda [16]. Since the spaces BMOq,Mρ,L (R
n) coincide for all q ∈ (pL, p˜L) and M >
n
2 (
1
pω
− 12) (see [20, Theorem 4.1]), in what follows, we denote BMO
q,M
ρ,L (R
n) simply by
BMOρ,L(Rn).
Let us introduce a new space VMOMρ,L(Rn) as a subspace of BMOρ,L(Rn).
Definition 3.2. Let M > n2 (
1
pω
− 12). An element f ∈ BMOρ,L(R
n) is said to be in
VMOMρ,L(Rn) if it satisfies the following limiting conditions γ1(f) = γ2(f) = γ3(f) = 0,
where
γ1(f) ≡ lim
c→0
sup
B: rB≤c
1
ρ(|B|)
(
1
|B|
∫
B
|(I − e−r
2
BL)Mf(x)|2 dx
)1/2
,
γ2(f) ≡ lim
c→∞
sup
B: rB≥c
1
ρ(|B|)
(
1
|B|
∫
B
|(I − e−r
2
BL)Mf(x)|2 dx
)1/2
,
and
γ3(f) ≡ lim
c→∞
sup
B⊂B(0,c)∁
1
ρ(|B|)
(
1
|B|
∫
B
|(I − e−r
2
BL)Mf(x)|2 dx
)1/2
.
For any f ∈ VMOMρ,L(Rn), define ‖f‖VMOMρ,L(Rn) ≡ ‖f‖BMOρ,L(Rn).
We next present some properties of the space VMOMρ,L(Rn). To this end, we first recall
some notions of tent spaces; see [8].
Let Γ(x) ≡ {(y, t) ∈ Rn+1+ : |x− y| < t} denote the standard cone (of aperture 1) with
vertex x ∈ Rn. For any closed set F of Rn, denote by RF the union of all cones with
vertices in F , i. e., RF ≡ ∪x∈FΓ(x); for any open set O in Rn, denote the tent over O by
Ô, which is defined by Ô ≡ [R(O∁)]∁.
For any measurable function g on Rn+1+ and x ∈ Rn, define
A(g)(x) ≡
(∫∫
Γ(x)
|g(y, t)|2
dy dt
tn+1
)1/2
and
Cρ(g)(x) ≡ sup
ballB∋x
1
ρ(|B|)
(
1
|B|
∫
B̂
|g(y, t)|2
dy dt
t
)1/2
.
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For p ∈ (0,∞), the tent space T p2 (R
n+1
+ ) is defined to be the space of all measurable
functions g on Rn+1+ such that ‖g‖T p2 (Rn+1+ ) ≡ ‖A(g)‖Lp(Rn) <∞. Let ω satisfy Assumption
(A). The tent space Tω(Rn+1+ ) associated to the function ω is defined to be the space of
measurable functions g on Rn+1+ such that A(g) ∈ L(ω) with the norm defined by
‖g‖Tω(Rn+1+ )
≡ ‖A(g)‖L(ω) = inf
{
λ > 0 :
∫
Rn
ω
(
A(g)(x)
λ
)
dx ≤ 1
}
;
the space T∞ω (R
n+1
+ ) is defined to be the space of all measurable functions g on R
n+1
+
satisfying ‖g‖T∞ω (R
n+1
+ )
≡ ‖Cρ(g)‖L∞(Rn) <∞.
In what follows, let T∞ω,v(R
n+1
+ ) be the space of all f ∈ T
∞
ω (R
n+1
+ ) satisfying η1(f) =
η2(f) = η3(f) = 0, where
η1(f) ≡ lim
c→0
sup
B: rB≤c
1
ρ(|B|)
(
1
|B|
∫∫
B̂
|f(y, t)|2
dy dt
t
)1/2
,
η2(f) ≡ lim
c→∞
sup
B: rB≥c
1
ρ(|B|)
(
1
|B|
∫∫
B̂
|f(y, t)|2
dy dt
t
)1/2
,
and
η3(f) ≡ lim
c→∞
sup
B⊂B(0,c)∁
1
ρ(|B|)
(
1
|B|
∫∫
B̂
|f(y, t)|2
dy dt
t
)1/2
.
It is easy to see that T∞ω,v(R
n+1
+ ) is a closed linear subspace of T
∞
ω (R
n+1
+ ).
Further, denote by T∞ω,1(R
n+1
+ ) the space of all f ∈ T
∞
ω (R
n+1
+ ) with η1(f) = 0, and
T 22,c(R
n+1
+ ) the space of all f ∈ T
2
2 (R
n+1
+ ) with compact supports. Obviously, we have
T 22,c(R
n+1
+ ) ⊂ T
∞
ω,v(R
n+1
+ ) ⊂ T
∞
ω,1(R
n+1
+ ). Finally, denote by T
∞
ω,0(R
n+1
+ ) the closure of
T 22,c(R
n+1
+ ) in the space T
∞
ω,1(R
n+1
+ ).
By [19, Proposition 3.1], we have the following result; see also [10].
Lemma 3.1. Let T∞ω,v(R
n+1
+ ) and T
∞
ω,0(R
n+1
+ ) be defined as above. Then T
∞
ω,v(R
n+1
+ ) =
T∞ω,0(R
n+1
+ ).
Recall that a measure dµ on Rn+1+ is called a ρ-Carleson measure if
sup
B⊂Rn
1
ρ(|B|)
{
1
|B|
∫∫
B̂
|dµ|
}1/2
<∞,
where the supremum is taken over all balls B of Rn.
We now characterize the space VMOMρ,L(Rn) via tent spaces.
Theorem 3.1. Let M,M1 ∈ N and M1 ≥M > n2 (
1
pω
− 12). Then the following conditions
are equivalent:
(a) f ∈ VMOMρ,L(Rn);
(b) f ∈ MM1ω,L(R
n) and (t2L)M1e−t
2Lf ∈ T∞ω,v(R
n+1
+ ).
Moreover, ‖(t2L)M1e−t
2Lf‖T∞ω (R
n+1
+ )
is equivalent to ‖f‖BMOρ,L(Rn).
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To prove Theorem 3.1, we need two auxiliary results.
Let M ∈ Z+. In what follows, let CM be the positive constant such that
(3.3) CM
∫ ∞
0
t2(M+1)e−2t
2 dt
t
= 1.
The following lemma was established in [20, Proposition 4.6].
Lemma 3.2. Let ǫ ∈ (0,∞) and M > n2 (
1
pω
− 12). If f ∈ BMOρ,L(R
n), then for any
(ω, 2,M, ǫ)L∗ -molecule α, there holds∫
Rn
f(x)α(x) dx = CM
∫∫
Rn+1+
(t2L)Me−t
2Lf(x)t2L∗e−t
2L∗α(x)
dx dt
t
.
Definition 3.3. Let M > n2 (
1
pω
− 12). Define the space V˜MO
M
ρ,L(Rn) to be the space of all
elements f ∈ BMOρ,L(Rn) that satisfy the limiting conditions γ˜1(f) = γ˜2(f) = γ˜3(f) = 0,
where
γ˜1(f) ≡ lim
c→0
sup
B: rB≤c
1
ρ(|B|)
(
1
|B|
∫
B
|(I − [I + r2BL]
−1)Mf(x)|2 dx
)1/2
,
γ˜2(f) ≡ lim
c→∞
sup
B: rB≥c
1
ρ(|B|)
(
1
|B|
∫
B
|(I − [I + r2BL]
−1)Mf(x)|2 dx
)1/2
,
and
γ˜3(f) ≡ lim
c→∞
sup
B⊂B(0,c)∁
1
ρ(|B|)
(
1
|B|
∫
B
|(I − [I + r2BL]
−1)Mf(x)|2 dx
)1/2
.
Proposition 3.1. Let p ∈ (0, 1] and M > n2 (
1
p −
1
2). Then f ∈ VMO
M
ρ,L(Rn) if and only
if f ∈ V˜MO
M
ρ,L(Rn)
Proof. Recall that it was proved in [20, Lemma 4.1] that
‖f‖BMOρ,L(Rn) ∼ sup
B⊂Rn
1
ρ(|B|)
[
1
|B|
∫
B
|(I − (I + r2BL)
−1)Mf(x)|2 dx
]1/2
.(3.4)
Now suppose that f ∈ V˜MO
M
ρ,L(Rn). To see f ∈ VMO
M
ρ,L(Rn), it suffices to show that
1
ρ(|B|)|B|1/2
(∫
B
|(I − e−r
2
BL)Mf(x)|2 dx
)1/2
.
∞∑
k=0
2−kδk(f,B),(3.5)
where
δk(f,B) ≡ sup
{B′⊂2k+1B: rB′∈[2
−1rB ,rB]}
1
ρ(|B|)|B|1/2
(3.6)
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×
{∫
B′
|(I − [I + r2BL]
−1)Mf(x)|2 dx
}1/2
.
Indeed, since f ∈ V˜MO
M
ρ,L(Rn), by Definition 3.3 and (3.4), we have that δk(f,B) .
‖f‖BMOρ,L(Rn) and for each k ∈ N,
lim
c→0
sup
B: rB≤c
δk(f,B) = lim
c→∞
sup
B: rB≥c
δk(f,B) = lim
c→∞
sup
B⊂B(0, c)∁
δk(f,B) = 0.
Then by the dominated convergence theorem for series, we have
γ1(f) = lim
c→0
sup
B: rB≤c
1
ρ(|B|)|B|1/2
(∫
B
|(I − e−r
2
BL)Mf(x)|2 dx
)1/2
.
∞∑
k=1
2−k lim
c→0
sup
B: rB≤c
δk(f,B) = 0.
Similarly, we have that γ2(f) = γ3(f) = 0, and thus, f ∈ VMO
M
ρ,L(Rn).
Let us now prove (3.5). Write
(3.7) f = (I − [I + r2BL]
−1)Mf + {I − (I − [I + r2BL]
−1)M}f ≡ f1 + f2,
where by Lemma 2.2, we have
‖(I − e−r
2
BL)Mf1‖L2(B)(3.8)
≤
∞∑
k=0
‖(I − e−r
2
BL)M (f1χUk(B))‖L2(B) .
∞∑
k=0
e−c2
2k
‖f1χUk(B)‖L2(Rn)
. ρ(|B|)|B|1/2
∞∑
k=0
e−c2
2k
2knδk(f,B) . ρ(|B|)|B|
1/2
∞∑
k=0
2−kδk(f,B),
where c is a positive constant and the third inequality follows from the fact that there
exists a collection, {Bk,1, Bk,2, · · · , Bk,Nk}, of balls such that each ball Bk,i is of radius rB,
B(xB , 2
k+1rB) ⊂ ∪
Nk
i=1Bk,i and Nk . 2
nk.
To estimate the remaining term, by the formula that
(3.9) I − (I − [I + r2BL]
−1)M =
M∑
j=1
M !
j!(M − j)!
(r2BL)
−j(I − [I + r2BL]
−1)M
(which relies on the fact that (I − (I + r2L)−1)(r2L)−1 = (I + r2L)−1 for all r ∈ (0,∞)),
and the Minkowski inequality, we obtain
‖(I − e−r
2
BL)Mf2‖L2(B)(3.10)
.
M∑
j=1
(∫
B
∣∣∣∣∣(I − e−r2BL)M−j
[
−
∫ rB
0
s
r2B
e−s
2L ds
]j
f1(x)
∣∣∣∣∣
2
dx
)1/2
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.
M∑
j=1
M−j∑
k=0
∫ rB
0
· · ·
∫ rB
0
s1
r2B
· · ·
sj
r2B
‖e−(kr
2
B+s
2
1+···+s
2
j )Lf1‖L2(B) ds1 · · · dsj
.
M∑
j=1
M−j∑
k=0
∫ rB
0
· · ·
∫ rB
0
s1
r2B
· · ·
sj
r2B
∞∑
i=0
e
−
c(2irB)
2
kr2
B
+s21+···+s
2
j ‖f1χUi(B)‖L2(Rn) ds1 · · · dsj
. ρ(|B|)|B|1/2
∞∑
i=0
e−
c22i
M 2inδi(f,B) . ρ(|B|)|B|
1/2
∞∑
i=0
2−iδi(f,B),
where c is a positive constant and in the penultimate inequality, we used the fact that∫ rB
0 · · ·
∫ rB
0
s1
r2B
· · ·
sj
r2B
ds1 · · · dsj ∼ 1. Combining the estimates (3.8) and (3.10), we obtain
(3.5), which further implies that V˜MO
M
ρ,L(Rn) ⊂ VMO
M
ρ,L(Rn).
By borrowing some ideas from the proof of [16, Lemma 8.1], then similarly to the
proof above, we have that VMOMρ,L(Rn) ⊂ V˜MO
M
ρ,L(Rn). We omit the details here, which
completes the proof of Proposition 3.1.
Proof of Theorem 3.1. We first show that (a) implies (b). Let f ∈ VMOMρ,L(Rn). By
[20, Theorem 6.1], we have that (t2L)M1e−t
2Lf ∈ T∞ω (R
n+1
+ ). To see (t
2L)M1e−t
2Lf ∈
T∞ω,v(R
n+1
+ ), we claim that it suffices to show that for all balls B,
1
ρ(|B|)|B|1/2
(∫∫
B̂
|(t2L)M1e−t
2Lf(x)|2
dx dt
t
)1/2
.
∞∑
k=0
2−kδk(f,B),(3.11)
where δk(f,B) is as in (3.6). In fact, since f ∈ VMO
M
ρ,L(R
n) = V˜MO
M
ρ,L(Rn), we have that
for each k ∈ N, δk(f,B) . ‖f‖BMOρ,L(Rn) and
lim
c→0
sup
B: rB≤c
δk(f,B) = lim
c→∞
sup
B: rB≥c
δk(f,B) = lim
c→∞
sup
B⊂B(0, c)∁
δk(f,B) = 0.
Then by the dominated convergence theorem for series, we have
η1(f) = lim
c→0
sup
B: rB≤c
1
ρ(|B|)|B|1/2
(∫∫
B̂
|(t2L)M1e−t
2Lf(x)|2
dx dt
t
)1/2
.
∞∑
k=1
2−k lim
c→0
sup
B: rB≤c
δk(f,B) = 0.
Similarly, we have η2(f) = η3(f) = 0, and thus, (t
2L)M1e−t
2Lf ∈ T∞ω,v(R
n+1
+ ).
Let us prove (3.11). Write f ≡ f1 + f2 as in (3.7). Then by Lemmas 2.2 and 2.3,
similarly to the estimate (3.8), we obtain(∫∫
B̂
|(t2L)M1e−t
2Lf1(x)|
2 dx dt
t
)1/2
(3.12)
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≤
∞∑
k=0
(∫∫
B̂
|(t2L)M1e−t
2L(f1χUk(B))(x)|
2 dx dt
t
)1/2
. ‖f1‖L2(4B) +
∞∑
k=3
(∫ rB
0
exp
{
−
(2krB)
2
ct2
}
dt
t
)1/2
‖f1χUk(B)‖L2(Rn)
. ‖f1‖L2(4B) +
∞∑
k=3
{∫ rB
0
[
t2
(2krB)2
]n+1
dt
t
}1/2
‖f1χUk(B)‖L2(Rn)
. ρ(|B|)|B|1/2
∞∑
k=0
2−kδk(f,B),
where c is a positive constant. Applying (3.9), Lemma 2.2 and M1 ≥M to f2 yields that(∫∫
B̂
|(t2L)M1e−t
2Lf2(x)|
2 dx dt
t
)1/2
(3.13)
.
M∑
j=1
(∫∫
B̂
|(t2L)M1e−t
2L(r2BL)
−jf1(x)|
2 dx dt
t
)1/2
.
M∑
j=1
∞∑
k=0
(∫
B̂
(
t2
r2B
)2j
|(t2L)M1−je−t
2L(f1χUk(B))(x)|
2 dx dt
t
)1/2
.
M∑
j=1
{
2∑
k=0
[ ∫ rB
0
(
t2
r2B
)2j
dt
t
]1/2
+
M∑
j=1
∞∑
k=3
[ ∫ rB
0
(
t2
r2B
)2j
exp
{
−
(2krB)
2
ct2
}
dt
t
]1/2 ‖f1χUk(B)‖L2(Rn)
. ‖f1‖L2(4B) +
∞∑
k=3
[ ∫ rB
0
(
t2
(2krB)2
)n+1
dt
t
]1/2
‖f1χUk(B)‖L2(Rn)
. ρ(|B|)|B|1/2
∞∑
k=0
2−kδk(f,B).
The estimates (3.12) and (3.13) imply (3.11), and hence, completes the proof that (a)
implies (b).
Conversely, let f ∈ MM1ω,L(R
n) and (t2L)M1e−t
2Lf ∈ T∞ω,v(R
n+1
+ ). By [20, Theorem 6.1],
we have that f ∈ BMOρ,L(Rn). For any ball B, write(∫
B
|(I − e−r
2
BL)Mf(x)|2 dx
)1/2
= sup
‖g‖L2(B)≤1
∣∣∣∣∫
B
(I − e−r
2
BL)Mf(x)g(x) dx
∣∣∣∣
= sup
‖g‖L2(B)≤1
∣∣∣∣∫
Rn
f(x)(I − e−r
2
BL
∗
)Mg(x) dx
∣∣∣∣ .
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Notice that for any g ∈ L2(B), (I − e−r
2
BL
∗
)Mg is a multiple of an (ω, 2,M, ǫ)L∗ -molecule;
see [16, p. 43] and [20]. Then by Lemma 3.2 and the Ho¨lder inequality, we obtain(∫
B
|(I − e−r
2
BL)Mf(x)|2 dx
)1/2
= sup
‖g‖L2(B)≤1
∣∣∣∣∣CM1
∫∫
Rn+1+
(t2L)M1e−t
2Lf(x)t2L∗e−t
2L∗(I − e−r
2
BL
∗
)Mg(x)
dx dt
t
∣∣∣∣∣
.
∞∑
k=0
{∫∫
Vk(B)
|(t2L)M1e−t
2Lf(x)|2
dx dt
t
}1/2
× sup
‖g‖L2(B)≤1
{∫∫
Vk(B)
|(t2L∗e−t
2L∗(I − e−r
2
BL
∗
)Mg(x)|2
dx dt
t
}1/2
≡
∞∑
k=0
σk(f,B)Ik,
where V0(B) ≡ B̂ and Vk(B) ≡ (2̂kB) \ (2̂k−1B) for k ∈ N. In what follows, for k ≥ 2, let
Vk,1(B) ≡ (2̂kB) \ (2
k−2B × (0,∞)) and Vk,2(B) ≡ Vk(B) \ Vk,1(B).
For k = 0, 1, 2, by Lemmas 2.2 and 2.3, we obtain
Ik = sup
‖g‖L2(B)≤1
{∫∫
Vk(B)
|(t2L∗e−t
2L∗(I − e−r
2
BL
∗
)Mg(x)|2
dx dt
t
}1/2
. sup
‖g‖L2(B)≤1
‖(I − e−r
2
BL
∗
)Mg‖L2(Rn) . 1.
Now for k ≥ 3, write
Ik . sup
‖g‖L2(B)≤1
{∫∫
Vk,1(B)
|(t2L∗e−t
2L∗(I − e−r
2
BL
∗
)Mg(x)|2
dx dt
t
}1/2
+ sup
‖g‖L2(B)≤1
{∫∫
Vk,2(B)
· · ·
}1/2
≡ Ik,1 + Ik,2.
Since for any (y, t) ∈ Vk,2(B), t ≥ 2
k−2rB, by the Minkowski inequality and Lemma 2.2,
we obtain
Ik,2 . sup
‖g‖L2(B)≤1

∫∫
Vk,2(B)
∣∣∣∣∣t2L∗e−t2L∗
[
−
∫ r2B
0
L∗e−sL
∗
ds
]M
g(x)
∣∣∣∣∣
2
dx dt
t

1/2
. sup
‖g‖L2(B)≤1
∫ r2B
0
· · ·
∫ r2B
0
{∫∫
Vk,2(B)
|t2(L∗)M+1
×e−(t
2+s1+···+sM )L
∗
g(x)|2
dx dt
t
}1/2
ds1 · · · dsM
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. sup
‖g‖L2(B)≤1
∫ r2B
0
· · ·
∫ r2B
0
{∫ 2krB
2k−2rB
t4‖g‖2L2(B)
(t2 + s1 + · · · + sM )2(M+1)
dt
t
}1/2
ds1 · · · dsM
. 2−2kM .
Similarly, we have that Ik,1 . 2−2kM . Combining the above estimates and the fact that ρ
is of upper type 1/pω − 1, we finally obtain
1
ρ(|B|)|B|1/2
(∫
B
|(I − e−r
2
BL)Mf(x)|2 dx
)1/2
.
∞∑
k=0
2−2kM
1
ρ(|B|)|B|1/2
σk(f,B)
.
∞∑
k=0
2
−k[2M−n( 1
pω
− 1
2
)] σk(f,B)
ρ(|2kB|)|2kB|1/2
.
Since (t2L)M1e−t
2Lf ∈ T∞ω,v(R
n+1
+ ) ⊂ T
∞
ω (R
n+1
+ ), byM >
n
2 (
1
pω
− 12) and the dominated
convergence theorem for series, we have
γ1(f) = lim
c→0
sup
B: rB≤c
1
ρ(|B|)|B|1/2
(∫
B
|(I − e−r
2
BL)Mf(x)|2 dx
)1/2
.
∞∑
k=0
2−k[2M−n(
1
pω
− 1
2
)] lim
c→0
sup
B: rB≤c
σk(f,B)
ρ(|2kB|)|2kB|1/2
= 0.
Similarly, γ2(f) = γ3(f) = 0, which implies that f ∈ VMO
M
ρ,L(Rn), and hence, completes
the proof of Theorem 3.1.
Remark 3.2. (i) It follows from Theorem 3.1 that for all M ∈ N and M > n2 (
1
pω
− 12),
the spaces VMOMρ,L(Rn) coincide with equivalent norms. Thus, in what follows, we denote
VMOMρ,L(Rn) simply by VMOρ,L(Rn); in particular, if ω(t) ≡ t for all t ∈ (0,∞), then
ρ(t) ≡ 1 and we denote VMOMρ,L(Rn) simply by VMOL(Rn).
(ii) When A has real entries, or when the dimension n = 1 or n = 2 in the case of
complex entries, the heat kernels always satisfy the Gaussian pointwise estimates (see [6]),
in these cases, the space VMOL(Rn) here coincides with the one introduced by Deng et al
in [10].
4 Dual spaces of VMOρ,L(Rn)
In this section, we identify the dual spaces of VMOρ,L(Rn). We begin with some notions
and known facts on tent spaces.
Recall that a function a on Rn+1+ is called a Tω(R
n+1
+ )-atom if there exists a ball B ⊂ Rn
such that supp a ⊂ B̂ and (
∫∫
B̂ |a(x, t)|
2 dx dt
t )
1/2 ≤ 1
ρ(|B|)|B|1/2
.
Definition 4.1. Let p ∈ (0, 1). The space T˜ω(Rn+1+ ) is defined to be the space of all
f =
∑
j∈N λjaj in (T
∞
ω (R
n+1
+ ))
∗, where {aj}j∈N are Tω(Rn+1+ )-atoms and {λj}j∈N ∈ ℓ1. If
f ∈ T˜ω(Rn+1+ ), then define ‖f‖T˜ω(Rn+1+ ) ≡ inf{
∑
j∈N |λj|}, where the infimum is taken over
all the possible decompositions of f as above.
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By [16, Lemma 3.1], T˜ω(Rn+1+ ) is a Banach space. Moreover, from Definition 4.1, it is
easy to deduce that Tω(Rn+1+ ) is dense in T˜ω(R
n+1
+ ); in other words, T˜ω(R
n+1
+ ) is a Banach
completion of Tω(Rn+1+ ). The following lemma is just [19, Lemma 4.1].
Lemma 4.1. Tω(Rn+1+ ) ⊂ T˜ω(R
n+1
+ ), Tω(R
n+1
+ ) is dense in T˜ω(R
n+1
+ ) and there exists a
positive constant C such that for all f ∈ Tω(Rn+1+ ), ‖f‖T˜ω(Rn+1+ ) ≤ C‖f‖Tω(Rn+1+ ).
The following theorem was established in [26]; see also [19, Theorem 4.2].
Theorem 4.1. (T∞ω,v(R
n+1
+ ))
∗ = T˜ω(Rn+1+ ).
Now, let us recall some notions on the Hardy spaces associated with L. For all f ∈
L2(Rn) and x ∈ Rn, define
SLf(x) ≡
(∫∫
Γ(x)
|t2Le−t
2Lf(y)|2
dy dt
tn+1
)1/2
.
The space Hω,L(Rn) is defined to be the completion of the set {f ∈ L2(Rn) : SLf ∈ L(ω)}
with respect to the quasi-norm ‖f‖Hω,L(Rn) ≡ ‖SLf‖L(ω).
The Orlicz-Hardy space Hω,L(Rn) was introduced and studied in [20]. If ω(t) ≡ t for
all t ∈ (0,∞), then the space Hω,L(Rn) coincides with the Hardy space H1L(R
n), which
was introduced and studied by Hofmann and Mayboroda [16] (see also [17]).
Definition 4.2. Let M ∈ N, M > n2 (
1
pω
− 12) and ǫ ∈ (n(
1
pω
− 1
p+ω
),∞). An element
f ∈ (BMOρ,L∗(Rn))∗ is said to be in the space H
M,ǫ
ω,L (R
n) if there exist {λj}
∞
j=1 ⊂ C and
(ω, 2,M, ǫ)L-molecules {αj}
∞
j=1 such that f =
∑∞
j=1 λjαj in (BMOρ,L∗(R
n))∗ and
Λ({λjαj}j) ≡ inf
λ > 0 :
∞∑
j=1
|Bj |ω
(
|λj |
λ|Bj |ρ(|Bj |)
)
≤ 1
 <∞,
where for each j, αj is adapted to the ball Bj .
If f ∈ HM,ǫω,L (R
n), then its norm is defined by ‖f‖
HM,ǫω,L (Rn)
≡ inf Λ({λjαj}j), where the
infimum is taken over all the possible decompositions of f as above.
It was proved in [20, Theorem 5.1] that for all M > n2 (
1
pω
− 12 ) and ǫ ∈ (n(
1
pω
− 1
p+ω
),∞),
the spaces Hω,L(Rn) and H
M,ǫ
ω,L (R
n) coincide with equivalent norms.
Let us introduce the Banach completion of the space HpL(R
n).
Definition 4.3. Let ǫ ∈ (n( 1pω −
1
p+ω
),∞) and M > n2 (
1
pω
− 12 ). The space B
M,ǫ
ω,L (R
n)
is defined to be the space of all f =
∑
j∈N λjαj in (BMOρ,L∗(R
n))∗, where {λj}j∈N ∈
ℓ1 and {αj}j∈N are (ω, 2,M, ǫ)L-molecules. If f ∈ B
M,ǫ
ω,L (R
n), define ‖f‖
BM,ǫω,L (Rn)
≡
inf{
∑
j∈N |λj |}, where the infimum is taken over all the possible decompositions of f as
above.
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By [16, Lemma 3.1] again, we see that BM,ǫω,L (R
n) is a Banach space. Moreover, from
Definition 4.2, it is easy to deduce that Hω,L(Rn) is dense in B
M,ǫ
ω,L (R
n). More precisely,
we have the following lemma.
Lemma 4.2. Let ǫ ∈ (n( 1pω −
1
p+ω
),∞) and M > n2 (
1
pω
− 12). Then
(i) Hω,L(Rn) ⊂ B
M,ǫ
ω,L (R
n) and the inclusion is continuous.
(ii) For any ǫ1 ∈ (n(
1
pω
− 1
p+ω
),∞) and M1 >
n
2 (
1
pω
− 12 ), the spaces B
M,ǫ
ω,L (R
n) and
BM1,ǫ1ω,L (R
n) coincide with equivalent norms.
Proof. From Definition 4.3 and the molecular characterization of Hω,L(Rn), it is easy
to deduce (i). Let us prove (ii). By symmetry, it suffices to show that BM,ǫω,L (R
n) ⊂
BM1,ǫ1ω,L (R
n).
Let f ∈ BM,ǫω,L (R
n). By Definition 4.3, there exist (ω, 2,M, ǫ)L-molecules {αj}j∈N and
{λj}j∈N ⊂ C such that f =
∑
j∈N λjαj in (BMOρ,L∗(R
n))∗ and
∑
j∈N |λj | . ‖f‖BM,ǫω,L (Rn)
.
By (i), for each j ∈ N, we have that αj ∈ Hω,L(Rn) ⊂ B
M1,ǫ1
ω,L (R
n) and ‖αj‖BM1,ǫ1ω,L (Rn)
.
‖αj‖Hω,L(Rn) . 1. Since B
M1,ǫ1
ω,L (R
n) is a Banach space, we obtain that f ∈ BM1,ǫ1ω,L (R
n) and
‖f‖
B
M1,ǫ1
ω,L (Rn)
≤
∑
j∈N |λj |‖αj‖Bp,ǫ1L,M1 (R
n) . ‖f‖BM,ǫω,L (Rn)
. Thus, BM,ǫω,L (R
n) ⊂ BM1,ǫ1ω,L (R
n),
which completes the proof of Lemma 4.2.
Since the spaces BM,ǫω,L (R
n) coincide for all ǫ ∈ (n( 1pω −
1
p+ω
),∞) and M > n2 (
1
pω
− 12), in
what follows, we denote BM,ǫω,L (R
n) simply by Bω,L(Rn).
Lemma 4.3. (Bω,L)
∗ = BMOρ,L∗(Rn).
Proof. Since (Hω,L(Rn))∗ = BMOρ,L∗(Rn) and Hω,L(Rn) ⊂ Bω,L(Rn), by duality, we have
that (Bω,L(Rn))∗ ⊂ BMOρ,L∗(Rn).
Conversely, let ǫ ∈ (n( 1pω −
1
p+ω
),∞), M > n2 (
1
pω
− 12) and f ∈ BMOρ,L∗(R
n). For
any g ∈ Bω,L(Rn), by Definition 4.3, there exist {λj}j∈N ⊂ C and (ω,M, 2, ǫ)L-molecules
{αj}j∈N such that g =
∑
j∈N λjαj in (BMOρ,L∗(R
n))∗ and
∑
j∈N |λj | ≤ 2‖g‖Bω,L(Rn).
Thus,
|〈f, g〉| ≤
∑
j∈N
|λj ||〈f, αj〉| .
∑
j∈N
|λj |‖f‖BMOρ,L∗(Rn)‖αj‖Hω,L(Rn)
. ‖f‖BMOρ,L∗(Rn)‖g‖Bω,L(Rn),
which implies that f ∈ (Bω,L(Rn))∗, and hence, completes the proof of Lemma 4.3.
Let M ∈ N. For all F ∈ L2(Rn+1+ ) with compact support, define
(4.1) πL,MF ≡ CM
∫ ∞
0
(t2L)Me−t
2LF (·, t)
dt
t
,
where CM is the positive constant same as in (3.3).
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Proposition 4.1. Let M ∈ N. Then the operator πL,M , initially defined on T 22,c(R
n+1
+ ),
extends to a bounded linear operator
(i) from T p2 (R
n+1
+ ) to L
p(Rn), if p ∈ (pL, p˜L);
(ii) from Tω(Rn+1+ ) to Hω,L(Rn), if M >
n
2 (
1
pω
− 12);
(iii) from T˜ω(Rn+1+ ) to Bω,L(Rn), if M >
n
2 (
1
pω
− 12);
(iv) from T∞ω,v(R
n+1
+ ) to VMOρ,L(Rn).
Proof. (i) and (ii) were established in [20]. Let us prove (iii).
By [19, Lemma 4.7], we have that T 22,c(R
n+1
+ ) is dense in T˜ω(R
n+1
+ ). Let f ∈ T
2
2,c(R
n+1
+ ).
By (ii) and Lemma 4.2, we obtain that πL,Mf ∈ Hω,L(Rn) ⊂ Bω,L(Rn). Moreover, by Defi-
nition 4.1, there exist Tω(Rn+1+ )-atoms {aj}j∈N and {λj}j∈N ⊂ C such that f =
∑
j∈N λjaj
in (T∞ω (R
n+1
+ ))
∗ and
∑
j |λj| . ‖f‖T˜ω(Rn+1+ )
. In addition, for any g ∈ BMOρ,L∗(Rn), by
[20, Theorem 6.1], we have that (t2L∗)Me−t
2L∗g ∈ T∞ω (R
n+1
+ ). Thus, by the fact that
(Tω(Rn+1+ ))∗ = T∞ω (R
n+1
+ ) (see [21, Proposition 4.1]), we obtain
〈πL,M(f), g〉 = CM
∫
Rn+1+
f(x, t)(t2L∗)Me−t
2L∗g(x)
dx dt
t
=
∑
j∈N
λjCM
∫
Rn+1+
aj(x, t)(t
2L∗)Me−t
2L∗g(x)
dx dt
t
=
∑
j∈N
λj〈πL,M(aj), g〉,
which implies that πL,M (f) =
∑
j∈N λjπL,M(aj) in (BMOρ,L∗(R
n))∗. By (ii), we further
obtain
‖πL,M (f)‖Bω,L(Rn) ≤
∑
j∈N
|λj |‖πL,M (aj)‖Bω,L(Rn)
.
∑
j
|λj |‖πL,M (aj)‖Hω,L(Rn) . ‖f‖T˜ω(Rn+1+ )
.
Since T 22,c(R
n+1
+ ) is dense in T˜ω(R
n+1
+ ), we see that πL,M extends to a bounded linear
operator from T˜ω(Rn+1+ ) to Bω,L(Rn), which completes the proof of (iii).
Let us now prove (iv). By the definition of T∞ω,0(R
n+1
+ ), we have that T
2
2,c(R
n+1
+ ) is dense
in T∞ω,0(R
n+1
+ ). Then by Lemma 3.1, we obtain that T
2
2,c(R
n+1
+ ) is dense in T
∞
ω,v(R
n+1
+ ).
Thus, to prove (iv), it suffices to show that πL,M maps T
2
2,c(R
n+1
+ ) continuously into
VMOρ,L(Rn).
Let f ∈ T 22,c(R
n+1
+ ). By (i), we see that πL,Mf ∈ L
2(Rn). Notice that (3.1) and
(3.2) with L and L∗ exchanged implies that L2(Rn) ⊂ MM1ω,L(R
n), where M1 ∈ N and
M1 >
n
2 (
1
pω
− 12). Thus, πL,Mf ∈ M
M1
ω,L(R
n). To show πL,Mf ∈ VMOρ,L(Rn), by Theorem
3.1, we only need to verify that (t2L)M1e−t
2LπL,Mf ∈ T
∞
ω,v(R
n+1
+ ).
For any ball B ≡ B(xB , rB), let V0(B) ≡ B̂ and Vk(B) ≡ (2̂kB) \ (2̂k−1B) for any
k ∈ N. For all k ∈ Z+, let fk ≡ fχVk(B). Thus, for k = 0, 1, 2, by Lemma 2.3 and (i), we
obtain(∫∫
B̂
|(t2L)M1e−t
2LπL,Mfk(x)|
2 dx dt
t
)1/2
. ‖πL,Mfk‖L2(Rn) . ‖fk‖T 22 (R
n+1
+ )
.
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For k ≥ 3, let Vk,1(B) ≡ (2̂kB) \ (2
k−2B × (0,∞)) and Vk,2(B) ≡ Vk(B) \ Vk,1(B). We
further write fk = fkχVk,1(B) + fkχVk,2(B) ≡ fk,1 + fk,2. By the Minkowski inequality,
Lemma 2.2 and the Ho¨lder inequality, we obtain(∫∫
B̂
|(t2L)M1e−t
2LπL,Mfk,2(x)|
2 dx dt
t
)1/2
= CM
∫∫
B̂
∣∣∣∣∣
∫ 2krB
2k−2rB
(t2L)M1e−t
2L(s2L)Me−s
2L(fk,2(·, s))(x)
ds
s
∣∣∣∣∣
2
dx dt
t
1/2
.
∫ 2krB
2k−2rB
(∫∫
B̂
∣∣∣t2M1s2MLM+M1e−(s2+t2)L(fk,2(·, s))(x)∣∣∣2 dx dt
t
)1/2 ds
s
.
∫ 2krB
2k−2rB
(∫ rB
0
∣∣∣∣ t2M1s2M(s2 + t2)M+M1
∣∣∣∣2 ‖fk,2(·, s)‖2L2(Rn) dtt
)1/2
ds
s
. 2−2kM1
∫ 2krB
2k−2rB
‖fk,2(·, s)‖L2(Rn)
ds
s
. 2−2kM1‖fk,2‖T 22 (R
n+1
+ )
.
Similarly, we have(∫∫
B̂
|(t2L)M1e−t
2LπL,Mfk,1(x)|
2 dx dt
t
)1/2
. 2−2kM1‖fk,1‖T 22 (R
n+1
+ )
.
Combining the above estimates, we finally obtain that
1
ρ(|B|)|B|1/2
(∫∫
B̂
|(t2L)M1e−t
2LπL,Mf(x)|
2 dx dt
t
)1/2
.
2∑
k=0
1
ρ(|B|)|B|1/2
(∫∫
B̂
|(t2L)M1e−t
2LπL,Mfk(x)|
2 dx dt
t
)1/2
+
∞∑
k=3
2∑
i=1
1
ρ(|B|)|B|1/2
(∫∫
B̂
|(t2L)M1e−t
2LπL,Mfk,i(x)|
2 dx dt
t
)1/2
.
2∑
k=0
1
ρ(|B|)|B|1/2
‖fk‖T 22 (R
n+1
+ )
+
∞∑
k=3
∑
i=1,2
2−2kM1
ρ(|B|)|B|1/2
‖fk,i‖T 22 (R
n+1
+ )
.
∞∑
k=0
2−k[2M1−n(
1
pω
−1/2)] 1
ρ(|2kB|)|2kB|1/2
‖fk‖T 22 (R
n+1
+ )
,
where 2M1 > n(1/pω − 1/2). Since f ∈ T
∞
ω,v(R
n+1
+ ) ⊂ T
∞
ω (R
n+1
+ ), we have
1
ρ(|2kB|)|2kB|1/2
‖fk‖T 22 (R
n+1
+ )
. ‖f‖T∞ω (Rn+1+ )
,
and for all fixed k ∈ N,
lim
c→0
sup
B: rB≤c
‖fk‖T 22 (R
n+1
+ )
ρ(|2kB|)|2kB|1/2
= lim
c→∞
sup
B: rB≥c
‖fk‖T 22 (R
n+1
+ )
ρ(|2kB|)|2kB|1/2
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= lim
c→∞
sup
B:B⊂(B(0,c))∁
‖fk‖T 22 (R
n+1
+ )
ρ(|2kB|)|2kB|1/2
= 0.
Thus, by Theorem 3.1, we have
‖πL,Mf‖BMOρ,L(Rn) ∼ ‖(t
2L)M1e−t
2LπL,Mf‖T∞ω (R
n+1
+ )
. ‖f‖T∞ω (Rn+1+ )
,
and by the dominated convergence theorem for series,
η1((t
2L)M1e−t
2LπL,Mf) = lim
c→0
sup
B: rB≤c
1
ρ(|B|)|B|1/2
(∫
B
|(t2L)M1e−t
2LπL,Mf(x)|
2 dx
)1/2
.
∞∑
k=0
2−k[2M1−n(1/p−1/2)] lim
c→0
sup
B: rB≤c
‖fk‖T 22 (R
n+1
+ )
ρ(|2kB|)|2kB|1/2
= 0.
Similarly, we have that η2((t
2L)M1e−t
2LπL,Mf) = η3((t
2L)M1e−t
2LπL,Mf) = 0, and thus,
(t2L)M1e−t
2LπL,Mf ∈ T
∞
ω,v(R
n+1
+ ), which completes the proof of Proposition 4.1.
Lemma 4.4. VMOρ,L(Rn) ∩ L2(Rn) is dense in VMOρ,L(Rn).
Proof. Let f ∈ VMOρ,L(Rn) and M > n2 (
1
pω
− 12 ). Then Theorem 3.1 tells us that
h ≡ (t2L)Me−t
2Lf ∈ T∞ω,v(R
n+1
+ ). Similarly to the proof of Proposition 4.1, by Lemma 3.1,
there exist {hk}k∈N ⊂ T
2
2,c(R
n+1
+ ) ⊂ T
∞
ω,v(R
n+1
+ ) such that ‖h−hk‖T∞ω (R
n+1
+ )
→ 0, as k →∞.
Thus, by Proposition 4.1 (i) and (iv), we obtain that πL,1hk ∈ L
2(Rn)∩VMOρ,L(Rn) and
(4.2) ‖πL,1(h− hk)‖BMOρ,L(Rn) . ‖h− hk‖T∞ω (Rn+1+ )
→ 0,
as k →∞.
Let α be an (ω, 2,M, ǫ)L∗ -molecule. Then by the definition of Hω,L∗(Rn), e−t
2L∗α ∈
Tω(Rn+1+ ), which, together with Lemma 3.2, the facts that (Tω(R
n+1
+ ))
∗ = T∞ω (R
n+1
+ ) (see
[21, Proposition 4.1]) and (Hω,L∗(Rn))∗ = BMOρ,L(Rn), further implies that∫
Rn
f(x)α(x) dx = CM
∫∫
Rn+1+
(t2L)Me−t
2Lf(x)t2L∗e−t
2L∗α(x)
dx dt
t
= lim
k→∞
CM
∫∫
Rn+1+
hk(x, t)t
2L∗e−t
2L∗α(x)
dx dt
t
=
CM
C1
lim
k→∞
∫
Rn
(πL,1hk(x))α(x) dx =
CM
C1
〈πL,1h, α〉.
Since the set of finite combinations of molecules is dense in Hω,L∗(Rn), we then obtain
that f = CMC1 πL,1h in BMOρ,L(R
n).
Now, for each k ∈ N, let fk ≡ CMC1 πL,1hk. Then fk ∈ VMOρ,L(R
n)∩L2(Rn); moreover,
by (4.2), we have ‖f−fk‖BMOρ,L(Rn) → 0, as k →∞, which completes the proof of Lemma
4.4.
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In what follows, the symbol 〈·, ·〉 in the following theorem means the duality between
the space BMOρ, L(Rn) and the space Bω,L∗(Rn) in the sense of Lemma 4.3 with L and
L∗ exchanged. Let us now state the main theorem of this paper.
Theorem 4.2. The dual space of VMOρ,L(Rn), (VMOρ,L(Rn))∗, coincides with the space
Bω,L∗(Rn) in the following sense:
(i) For any g ∈ Bω,L∗(Rn), define the linear functional ℓ by setting, for all f ∈
VMOρ, L(Rn),
(4.3) ℓ(f) ≡ 〈f, g〉.
Then there exists a positive constant C independent of g such that ‖ℓ‖(VMOρ,L(Rn))∗ ≤
C‖g‖Bω, L∗(Rn).
(ii) Conversely, for any ℓ ∈ (VMOρ, L(Rn))∗, there exists g ∈ Bω, L∗(Rn), such that
(4.3) holds and there exists a positive constant C independent of ℓ such that ‖g‖Bω, L∗(Rn) ≤
C‖ℓ‖(VMOρ, L(Rn))∗ .
Proof. By Lemma 4.3, we have (Bω,L∗(Rn))∗ = BMOρ,L(Rn). By Definition 3.2, we see
that VMOρ,L(Rn) ⊂ BMOρ,L(Rn), which implies that Bω,L∗(Rn) ⊂ (VMOρ,L(Rn))∗.
Conversely, let M > n2 (
1
pω
− 12) and ℓ ∈ (VMOρ,L(R
n))∗. By Proposition 4.1, πL,1 is
bounded from T∞ω,v(R
n+1
+ ) to VMOρ,L(Rn), which implies that ℓ ◦ πL,1 is a bounded linear
functional on T∞ω,v(R
n+1
+ ). Thus, by Theorem 4.1, there exists g ∈ T˜ω(R
n+1
+ ) such that for
all f ∈ T∞ω,v(R
n+1
+ ), ℓ ◦ πL,1(f) = 〈f, g〉.
Now, suppose that f ∈ VMOρ,L(Rn) ∩ L2(Rn). By Theorem 3.1, we have that
(t2L)Me−t
2Lf ∈ T∞ω,v(R
n+1
+ ). Moreover, by the proof of Lemma 4.4, we see that f =
CM
C1
πL,1((t
2L)Me−t
2Lf) in BMOρ,L(Rn). Thus,
ℓ(f) =
CM
C1
ℓ ◦ πL,1((t
2L)Me−t
2Lf) =
CM
C1
∫∫
Rn+1+
(t2L)Me−t
2Lf(x)g(x, t)
dx dt
t
.(4.4)
By [19, Lemma 4.7], T 22,c(R
n+1
+ ) is dense in T˜ω(R
n+1
+ ). Since g ∈ T˜ω(R
n+1
+ ), we may
choose {gk}k∈N ⊂ T
2
2,c(R
n+1
+ ) such that gk → g in T˜ω(R
n+1
+ ). By Proposition 4.1 (iii), we
have that πL∗,M(g), πL∗,M (gk) ∈ Bω,L∗(Rn) and
‖πL∗,M(g − gk)‖Bω,L∗(Rn) . ‖g − gk‖T˜ω(Rn+1+ )
→ 0,
as k → ∞. This, together with (4.4), Theorem 4.1, the dominated convergence theorem
and Lemma 4.3, implies that
ℓ(f) =
CM
C1
lim
k→∞
∫∫
Rn+1+
(t2L)Me−t
2Lf(x)gk(x, t)
dx dt
t
(4.5)
=
CM
C1
lim
k→∞
∫
Rn
f(x)
∫ ∞
0
(t2L∗)Me−t
2L∗(gk(·, t))(x)
dt
t
dx
=
1
C1
lim
k→∞
〈f, πL∗,M(gk)〉 =
1
C1
〈f, πL∗,M(g)〉.
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Since VMOρ,L(Rn) ∩ L2(Rn) is dense in VMOρ,L(Rn) (see Lemma 4.4), we finally obtain
that (4.5) holds for all f ∈ VMOρ,L(Rn), and ‖ℓ‖(VMOρ,L(Rn))∗ =
1
C1
‖πL∗,Mg‖Bω,L∗ (Rn).
In this sense, we have that (VMOρ,L(Rn))∗ ⊂ Bω,L∗(Rn), which completes the proof of
Theorem 4.2.
Remark 4.1. If ω(t) ≡ t for all t ∈ (0,∞), then by Definitions 4.2 and 4.3, we have
that Bω,L∗(Rn) = Hω,L∗(Rn) = H1L∗(R
n), where H1L∗(R
n) was the Hardy space introduced
by Hofmann and Mayboroda in [16]. By Theorem 4.2, we obtain that (VMOρ,L(Rn))∗ =
(VMOL(Rn))∗ = H1L∗(R
n).
In what follows, let ω(t) ≡ t for all t ∈ (0,∞). We denote (ω, 2,M, ǫ)L-molecule simply
by (1, 2,M, ǫ)L-molecule.
We now compare the space VMOL(Rn) with the classical space CMO(Rn) introduced
by Coifman and Weiss [9].
Recall that the space BMO(Rn) is defined to be the set of all f ∈ L1loc (R
n) that satisfy
‖f‖BMO(Rn) ≡ sup
B⊂Rn
1
|B|
∫
B
|f(x)− fB| dx <∞,
where fB ≡
1
|B|
∫
B f(x) dx. Then the space CMO(R
n) is defined to be the closure of
Cc(Rn) (the set of all continuous functions with compact support) in the norm ‖·‖BMO(Rn).
Proposition 4.2. For all n ∈ N, the space CMO(Rn) is continuously embedded in the
space VMOL(Rn). Moreover, when n ≥ 3, then there exists L as in (1.2) such that
CMO(Rn) is a proper subset of VMOL(Rn).
Proof. Let M > n4 and ǫ ∈ (0,∞). Notice that each (1, 2,M, ǫ)L∗ -molecule is a classical
H1(Rn)-molecule up to a harmless constant; see [16, p. 41] or [20, Remark 7.1]. Thus, we
have that H1L∗(R
n) ⊂ H1(Rn) and for all f ∈ H1L∗(R
n), ‖f‖H1(Rn) . ‖f‖H1
L∗
(Rn).
Since (H1L∗(R
n))∗ = BMOL(Rn) and (H1(Rn))∗ = BMO(Rn), we further obtain that
BMO(Rn) ⊂ BMOL(Rn), and for all g ∈ BMO(Rn), ‖g‖BMOL(Rn) . ‖g‖BMO(Rn).
Let us now show that Cc(Rn) ⊂ VMOL(Rn). Suppose that f ∈ Cc(Rn) and B ≡
B(xB , rB). By an argument as in [1, Section 2.5], we have that for all t > 0, e
−tL1 = 1 in
the L2loc (R
n) sense, that is, for any φ ∈ L2(Rn) with compact support, there holds∫
Rn
φ(x) dx =
∫
Rn
e−tL1φ(x) dx =
∫
Rn
e−tL
∗
φ(x) dx.
This together with Lemma 2.2 and the Ho¨lder inequality implies that
‖(I − e−r
2
BL)Mf‖L2(B) = sup
‖g‖L2(B)≤1
∣∣∣∣∫
B
(I − e−r
2
BL)Mf(x)g(x) dx
∣∣∣∣
= sup
‖g‖L2(B)≤1
∣∣∣∣∫
B
(I − e−r
2
BL)M (f − fB)(x)g(x) dx
∣∣∣∣
. sup
‖g‖L2(B)≤1
∞∑
k=0
exp
{
−
2kr2B
cr2B
}
‖f − fB‖L2(Uk(B))‖g‖L2(B)
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.
∞∑
k=0
e−2
k/c
{
‖f − f2kB‖L2(Uk(B)) + |Uk(B)|
1/2|fB − f2kB|
}
.
∞∑
k=0
e−2
k/c2kn/2‖f − f2kB‖L2(Uk(B)),
where c is a positive constant. Since f ∈ Cc(Rn) ⊂ CMO(Rn), by the dominated conver-
gence theorem for series, [10, Proposition 3.5] and the fact that CMO(Rn) ⊂ VMO(Rn),
we have
γ1(f) = lim
c→0
sup
B: rB≤c
1
|B|1/2
‖(I − e−r
2
BL)Mf‖L2(B)
.
∞∑
k=0
e−2
k/c2kn lim
c→0
sup
B: rB≤c
1
|2kB|1/2
‖f − f2kB‖L2(Uk(B)) = 0.
Similarly, we have that γ2(f) = γ3(f) = 0, which implies that f ∈ VMOL(Rn), and
hence Cc(Rn) ⊂ VMOL(Rn). Since Cc(Rn) is dense in CMO(Rn), by the fact that for
all g ∈ CMO(Rn), ‖g‖VMOL(Rn) = ‖g‖BMOL(Rn) . ‖g‖BMO(Rn) ∼ ‖g‖CMO(Rn), we finally
obtain that CMO(Rn) ⊂ VMOL(Rn).
On the other hand, if n ≥ 3, then there exist L as in (1.2) and p ∈ (1, 2) such that
∇(L∗)−1/2 is not bounded on Lp(Rn); see [1, 14]. By the fact that the Riesz transform
∇(L∗)−1/2 is bounded on L2(Rn) and from H1L∗(R
n) to L1(Rn) (see [16, 20]), we obtain
that H1L∗(R
n) is a proper subspace of H1(Rn). Otherwise, H1L∗(R
n) = H1(Rn), then
by the interpolation theorem, ∇(L∗)−1/2 is bounded on Lp(Rn) for all p ∈ (1, 2), which
contradicts with the fact that ∇(L∗)−1/2 is not bounded on Lp(Rn) for some p ∈ (1, 2).
Now by Theorem 4.2, we have that
(VMOL(Rn))∗ = H1L∗(R
n) $ H1(Rn) = (CMO(Rn))∗,
which implies that CMO(Rn) $ VMOL(Rn), and hence, completes the proof of Proposi-
tion 4.2.
From Proposition 4.2, we deduce the following conclusion.
Corollary 4.1. When A has real entries, or when the dimension n = 1 or n = 2 in the
case of complex entries, the spaces CMO(Rn) and VMOL(Rn) coincide with equivalent
norms.
To prove Corollary 4.1, we need the following lemma. (We are very grateful to the
referee for him/her to tell us Corollary 4.1 and its proof.)
Lemma 4.5. Let X and Y be two Banach spaces such that X ⊂ Y with continuous
embedding. Assume that X∗ and Y ∗ coincide with equivalent norms. Then X = Y with
equivalent norms.
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Proof. Let J : X → Y be the inclusion map, which is a continuous linear map by as-
sumption. As is easily seen, its adjoint J∗ : Y ∗ → X∗ is the map which, to any φ ∈ Y ∗,
associates its restriction to X. The Hahn-Banach theorem yields that J∗ is onto. More-
over, it is also one-to-one. Indeed, if this was not true, there would exist φ ∈ Y ∗ identically
vanishing on X but not on Y , which would contradict the assumption that X∗ and Y ∗
coincide with equivalent norms. Thus, J∗ is a continuous isomorphism, and, by Theorem
4.15 in [23], J is an isomorphism between X and Y , which exactly means that X = Y .
From this and Corollaries 2.12(c) of the open mapping theorem in [23, pp. 49-50], it fol-
lows that X and Y coincide with equivalent norms, which completes the proof of Lemma
4.5.
Proof of Corollary 4.1. When A has real entries, or when the dimension n = 1 or n = 2
in the case of complex entries, the heat kernel always satisfies the Gaussian pointwise
estimates in size and regularity (see [6]), and the spacesH1L∗(R
n) andH1(Rn) coincide with
equivalent norms (see [5, 27]). By this and Proposition 4.2, we obtain that CMO(Rn) ⊂
VMOL(Rn) and (CMO(Rn))∗ = H1(Rn) = H1L∗(R
n) = (VMOL(Rn))∗, which together
with Lemma 4.5 imply that CMO(Rn) and VMOL(Rn) coincide with equivalent norms.
This finishes the proof of Corollary 4.1.
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