Abstract
Introduction
Timely and efficient network service provisioning is a competitive differentiator among Service Providers (SP). A SP controls the allocation/ deallocation of its network resources to different network services. This involves selecting the appropriate network elements to participate in the provisioning of the service and as a result is subject to QoS routing and signaling. Moreover, each SP also aims to optimize the utilization of its resources via Traffic Engineering (TE). The process of Service Control (or creation) is invoked in response to a user request for a service. Service control calls for QoS and TE signaling, routing and management protocols.
QoS and TE introduce scalability problems. The growth of network size (i.e. number of network elements) results in an explosion in the number of routing and signaling messages required. TE requires the route of an MPLS path to be centrally computed either at the ingress point to the network or at a central management node (e.g. a Bandwidth Broker (BB)). This implies that the computing node has complete routing information about the entire network. For this to happen each network node advertises its state frequently to the computing nodes in the network; which is a scalability issue for large networks.
In [12, 13] , we evaluated the performance of a MultiProtocol Label Switching (MPLS)-based service provisioning architecture as the underlying physical network evolves. MPLS tunnels, also referred to as Label Switched Paths (LSP) enable QoS and TE by controlling routing and enabling resource allocation mechanisms [5] . We answered the following question: How do increases in size of the physical network affect the service creation performance under different loads? Detailed performance results showed the network edge routers to be the system bottleneck because they centrally deploy service control algorithms. Other elements of the network participate in only signaling and resource allocation activities.
In this paper, we propose a new Hierarchical Distributed Protocol (HDP) for the provisioning of MPLSbased paths. The protocol encapsulates the required signaling and routing protocols. The protocol scales up to very large networks extending the current two-tier architecture of the Internet [1] to a multi-level one that resembles PNNI-based networks [10] . The protocol exploits parallelism in routing computations. Analytical analysis and simulation results show that the proposed protocol reduces the setup time of an MPLS path. This comes at the expense of an increased number of messages, as discussed in section 4.
The protocol is designed to suit the current requirements of the Internet architecture. It controls mechanisms for QoS, intra-and inter-domain TE [5] which leads to better utilization of network resources. The protocol responds to changes in network topology dynamics and to changes and fluctuations in workload. This results in provisioning MPLS paths that better meet the requirements of service consumers and providers.
We focus on service (MPLS path) creation. Section 2 describes the protocol, and the deployment of interdomain TE. In the following section, we relate our protocol to other research and standards. Then, in section 4, we analyze the overhead of our protocol and compare it to flat and hierarchical protocols. Conclusions are offered in the last section.
Hierarchical Networks
A hierarchical network is a traditional solution to the scaling problem [1, 10, 11] . Nodes are organized into different interconnected sub-networks called domains/ Autonomous Systems (AS). A domain consists of a number of interconnected network nodes (i.e. IP routers or ATM switches). A BB maintains topological and state information about the nodes and links of an AS. We assume that a BB is a server node that is separate from the physical nodes of the AS. Server nodes are not routers or switches. They are cluster based server farms that can grow in capacity based on the intensity of route calculation requests.
The physical nodes of an AS belong to level-0 while the BB's represent level-1 nodes of the network hierarchy. At level-1, the BB's are interconnected in a manner that corresponds to that of the level-0 inter-AS connectivity. Level-1 BB's are grouped into virtual level-1 AS's. Each virtual level-1 AS is abstracted, represented and managed in turn by a single level-2 BB. The level-2 BB's maintain topology and state information about the virtual level-1 AS's. Level-2 BB's are interconnected in a manner that corresponds to the interconnectivity of level-1 AS's. They are assumed to be separate servers as well.
The process of grouping BB's into logical AS's and abstracting such AS's into BB's (at the next higher level) continues till a rooted hierarchy of BB's is constructed. This hierarchy is assumed to be static. Fault-tolerant signaling channels between different (same-level and childparent) BB's are also assumed. Internet standards propose a two-level hierarchy [1] . The ATM PNNI standard supports a hierarchy of up to 105 levels [11] .
An example of a networking hierarchy is depicted in Figure 1 . Physical (level-1) nodes and links are grouped into 10 different AS's. For example, nodes 2.1.1, 2.1.2, and 2.1.3 are grouped together into AS (2.1). The 10 level-1 AS's are managed by 10 level-2 BB'S. These 10 BB's are grouped into 3 virtual level-2 AS's (AS's 2, 3, and 4). Each of the level-2 AS's is managed by a level-3 BB. These are BB's 2, 3, and 4 that are grouped into a single level-3 AS. The root of the BB hierarchy is at level-4 that manages the level-3 AS.
The Hierarchical Distributed Protocol (HDP)
HDP is executed in response to a request received by a physical node to create an MPLS path. The request specifies the required connectivity among a source and destination pair to be connected. The bandwidth (or in general the QoS) requirements of the path are specified in the request.
The node records the request information and sends a Find_root message to its parent BB in search for a BB that has a view of the two endpoints of the path. The parent BB checks the nodes of the AS it is managing against the endpoints of the path. If it finds the destination endpoint to be outside of its view, it consults its parent BB. The process is repeated up the hierarchy, till we reach a BB that has a view of the source and destination points. This BB is the root of that path management hierarchy and we will assume that it is at level (L+1).
For example, in Figure 1 , node 4.3.4 receives the request for an LSP that has 2.2.1 as its destination AS (4) AS (3) AS (2) AS (4.2) AS (1) AS ( endpoint. It sends a Find-Root message to its BB (node 4.3). The BB finds the other endpoint to be outside its view. It sends Find_Root message to its BB (node 4) that finds a similar result. So, it consults its parent BB (node BB*) that finds itself able to view both path endpoints.
The next step is to calculate the explicit routes connecting the endpoints. The routing calculations are done at each level of the network hierarchy. The root BB at level L+1 initiates it. It calculates an abstract route for the path at level L. The root node, then, informs the BB's along the calculated route by sending Notify messages to them. Each of the level-L BB's starts calculating in parallel a route within the managed level L-1 AS.
To achieve inter-AS TE, the routing process can be controlled to avoid highly utilized AS's. Standard topology aggregation schemes [15] may be used to express the utilization of a network AS. The output of these mechanisms and the state maintained about inter-AS links can be used by the routing process to route the path through less-utilized AS's and to avoid highly utilized ones.
For example, in Figure 1 , in spite of the longer hop count along the preferred route, the highly utilized AS 3.2 was avoided and AS 3.1 was preferred. The central calculation of the explicit route [5] enables intra-AS TE.
Each of the level-L BB's maintains state information about its corresponding level L-1 AS. A level-L BB calculates a route within its level L-1 AS, then, it sends Notify messages to the level L-1 nodes along the calculated route. Notification messages bear information regarding path requirements. To calculate an intra-AS route, a BB has to select the ingress and egress nodes for that route. The selection can be based on policies such as using the widest inter-AS link.
To decrease the routing overhead and setup time, intra-AS routes are calculated in parallel. Each of the BB's (say at level N) initiates the calculation of a route within the boundaries of its managed level (N-1) AS. The protocol relies on standard mechanisms for intra-AS QoS routing [7] to calculate intra-AS routes.
For example, in Figure 1 , the root BB calculates a route at level-3 nodes that traverses nodes 4, 3, and 2. The root BB will notify the three nodes with its decision. Node 3 maintains information about AS (3) and the links connecting it to its neighboring AS's (i.e. AS (4) and AS (2)). We show only the notification message sent to node 2 in the figure for the sake of clarity. Once node 2 receives the notification from the root, it starts choosing the ingress and egress points to the AS it is managing. This is done using the information maintained by node 2 maintains and assumes the information is up to date. If the information is not adequate a future crankback may result. Node 2 may have to negotiate with node 3 on the choice of the ingress point to its AS. Then Node 2 calculates a route within its AS and notifies the corresponding BB's. Assume this route traverses nodes 2.3, 2.1, and 2.2. Each of these three BB's applies, in turn, the same algorithm. The figure shows the notification messages sent from BB 2.3 to physical nodes 2.3.1 and 2.3.2.
The above procedure is repeated at all levels of the hierarchy until we reach the physical nodes residing at level-1 of the hierarchy. Notification messages are sent by level-2 BB's to all physical nodes along the calculated routes. The physical nodes try in parallel to allocate their required network resources. If enough resources exist, the nodes admit the request and positively acknowledge its managing BB. Each physical node will send an ack message. The messages travel up the hierarchy following the reverse of the route the notification messages followed. As the root node receives an ack message for that path, it reports the success of path creation to the node that generated the MPLS path creation request. This completes the process of creating the path. Figure 2 shows the algorithm for this protocol.
In case of lack of network resources, the protocol uses a cranckback message to report these conditions. The message is reported to BB's at higher levels in the hierarchy. It causes these BB's to re-apply their routing algorithms for calculating tentative alternative routes.
The state information maintained at different nodes of the hierarchy must be updated. The physical nodes start sending Update messages up the hierarchy updating the state of each BB. In other words, each BB updates the information about the AS it's managing and about the incoming/outgoing links of that AS. The update messages travel all up the hierarchy, in successively aggregated form, until they reach the root BB.
Related Work
The Internet has a two-level routing architecture where individual administrative AS's independently make their own routing decisions based on providers' policies [1] . This decomposition allows each AS to deploy its own resource management and QoS support strategies. A BB acts as a resource manager for an AS. BB's communicate with each other to establish inter-AS routes.
The ATM PNNI (Private Network-to-Network Interface) [ PNNI follows what may be called leaf-controlled routing where a physical node would do the routing calculations. It depends on the topological information it maintains about its PG and about the hierarchy to calculate a route. This information enables source nodes to have enough knowledge about the whole network to calculate a route to any destination node. It uses this information to calculate a route within its PG and to calculate a PG-level route to the destination. Having done this route calculation, this node will forward a signaling message along the route to the ingress point of the next PG along the calculated route. This ingress point will have to do another route calculation for the route within its PG. The process continues till we reach the destination node. This is different from the proposed HDP. We do not assume that physical nodes will maintain information about the hierarchy. They just need to know about their BB, and the BB's maintain information about the hierarchy. The route calculations we propose are done in parallel (as opposed to the in-series route calculation of PNNI). This reduces the setup time of a MPLS path, but comes at the expense of an increased number of signaling messages required for our protocol.
The viewserver framework [3] is a network hierarchy that provides a physical node with enough information to calculate the route all the way to the destination (even if the destination is outside of the node's AS). The protocol to achieve this involves going up and down the hierarchy with the objective of finding a parent "view server" (the root BB in our case) that controls both the source and destination nodes of the requested connection. The information about this AS and other relevant AS's are accumulated and forwarded down the hierarchy toward the source node. The accumulated view follows the same exact path followed by the signaling messages to find the root of the hierarchy. Along each stop of the path, more detailed information about network AS's is accumulated. The source node, now having appropriate information, centrally calculates the route to the destination node. This is different from HDP where a BB calculates a route only within its AS. Different BB's for different potential AS's calculate the route in parallel. These different calculations are guided by information provided from nodes at a higher level in the hierarchy. The information provides the BB with only the ingress and egress routers of its AS. BB's coordinate the route calculation among themselves. This is opposed to providing a single node with the complete set of information required to centrally calculate a route. HDP distributes the computational load between many BB's. This comes at the expense of an increased number of the signaling messages in HDP.
Evaluation
In this section we evaluate the performance of HDP. We study the number of messages and the computational complexity of the algorithm. We first analyze the complexity of HDP analytically and compare it to that of other hierarchical and flat protocols. Then we show the results of simulation experiments that we conducted to verify our analytical analysis.
We assume a hierarchy of (L+1) uniform levels (including the root BB). For a uniform hierarchy we assume the average number of nodes in a physical AS and of BB's in a logical AS to be m. We call m the network fan-out factor. Hence, the average number of nodes at level N would be m N . We also assume the MPLS path would traverse d nodes (BB's) in an AS. We call d the path fan-out factor. So, the length of the LSP, l, at level N would be d N . According to [14] , the number of edges, E, in a N-node domain can be estimated by
. We take R = -0.80, which is the average for the values of R given in [14] . With m equal to the number of nodes in a domain, the number of edges is given by E = 2.5*m 0.8 * (m 0.2 -1). To establish a path, the root BB would have to notify d BB's at level-L. Hence, d messages will be sent from the root BB to level-L nodes. Each of the level-L BB's would send d notification messages to the nodes that will carry the data of the path in the (L-1) level AS. Hence, d 2 notification messages will be sent from level-L to level (L-1). To reach the physical nodes (at level-1), the total number of notification messages would be
messages. This is equal to the number of BB's and nodes that will process these messages (in parallel). Deploying a two-pass signaling protocol, the number of acknowledgment messages will be the same as the number of notification messages. The setup time for the complete path would be equal to that of calculating intra-AS routes within BB's and for signaling messages exchange. Each BB applies an intra-AS routing algorithm to select the nodes that the path traverses. We assume each BB deploys a shortest path algorithm (e.g. Dijkstra's) that has a complexity of O(E.log m) [7] . Since this calculation is done at each level in parallel in each BB, it follows that the routing time at each level would be O(E.log m) as well. For L levels of BB's in the hierarchy, the route calculation time would be O(L.E.log m) and is performed within server farms.
To compare our algorithm to PNNI, we assume the same hierarchy dimensions. In PNNI, to setup a virtual circuit of the same length as our MPLS path of length d L , all the nodes along the path will be involved in exchanging signaling messages [10, 11] . For the two-pass signaling protocol case, the total number of messages is of order 
.E.log m).
It is obvious that our algorithm has a smaller routing computations time than PNNI. This is mainly due to the parallelism in processing of signaling messages and of route calculations. As mentioned before, this comes at the expense of an increased number of messages for our protocol.
To compare HDP with flat routing algorithms, we consider the algorithm presented in [6, 9] . This algorithm requires no routing computation done at any node. . This algorithm has a lighter computational load than HDP and PNNI, but comes at a higher message complexity than both hierarchical algorithms.
We study the effect of the number of levels in the hierarchy on message and computational complexities for both HDP and PNNI. For the sake of this comparison, we consider a network of fixed size of 4 8 nodes and a path of a fixed length of 256 nodes. We consider different hierarchies H 1 , H 2 , H 3 and H 4 , having (L+1) equal to 2, 3 5 and 9, respectively. The H 1 hierarchy (included just for the sake of comparison) has all its nodes arranged in a single physical system. The H 2 hierarchy resembles the current architecture of the Internet. It has its physical nodes arranged in 64 AS's each having 64 nodes. While H 3 is a hierarchy with one more level than that of the current Internet, H 4 has two more levels. As the number of levels increases the number of nodes m per AS decreases. The four hierarchies have the parameters and performance shown in Table 1which gives the approximate number of messages exchanged to establish a path (message complexity) and a measure of computation required to select a shortest path (computational complexity). HDP causes more messages than PNNI, but has significantly lower time to establish the path.
We used the OMNet++ discreet event simulator [16] to develop simulation models for HDP. We used the models to determine the number of exchanged signaling messages and the setup time for different topologies of the network and for different hierarchy structures. We assumed OC3 links (i.e. full duplex 155 Mbps). The background traffic in each link is uniformly distributed between 50 Kbps and 120 Kbps. The path creation requests arrive at the physical nodes of the hierarchy as per a Poisson distribution. 500 requests are generated during each simulation run. We varied the size of the physical network and the length of the path to study the effect of different parameters on the performance of HDP. Figure 2 shows the number of simulated HDP signaling messages exchanged for hierarchies with different depths and for different path lengths. For the same path fan-out, the depth of the hierarchy has a dramatic effect on the number of messages exchanged. For example, for d=3, the number of messages grows from 27 to 245 to 732 as the depth of the hierarchy increases from 3 to 5 to 6. Moreover, for a hierarchy of L+1 = 3, and a path fan-out factor of 2, 3, 4, 5, and 6, the number of messages is 15, 27, 43, 63, and 87, respectively. This corresponds to the creation of paths of length 4, 9, 16, 25, and 36 nodes, respectively. For a hierarchy of L+1 =5, and a path fan-out factor of 2, 3, and 4, the number of messages is 65, 245 and 685, respectively. This corresponds to the creation of paths of length 16, 81 and 256 nodes, respectively. The simulation model gives us the exact number of messages exchanged, which is identical to the analytical analysis presented above.
We simulated path setup time as the depth of the hierarchy, L+1, and the physical network size change for a path of 256 nodes of length. The results are shown in Figure 3 . We changed the depth of the hierarchy from 3, to 5, to 9 levels. For a hierarchy of L+1=3, the setup time increases from 260 to 1020 to 4020 to 10020 (ms) as the network size changes from 2 8 , to 3 8 , to 4 8 and 5 8 nodes. Figure 4 shows the setup time for the hierarchies H 2 , H 3 and H 4 described above. It is clear that, for a network of a given size and a path of a fixed length, a hierarchy with more levels ensures a considerably smaller setup time than a hierarchy with fewer levels, in spite of the fact that the number of signaling messages grows with the number of levels. This is due to two factors: a) at each level, the routing computations for various AS's are done in parallel, and b) the number of nodes m per AS goes down for a hierarchy with more levels, for the same size of the physical network. The results are consistent with the analytical expressions presented above.
Conclusion
We presented a novel Hierarchical Distributed Protocol (HDP) for the creation of MPLS paths. HDP supports routing and resource reservation functions required for achieving QoS and Traffic Engineering objectives. It addresses the disadvantages of the current flat architectures to meet such objectives. It scales up to very large networks extending the current two-tier architecture of the Internet to a multi-level one. It also enhances existing hierarchical protocols (i.e. PNNI) by exploiting parallelism in performing routing computations within different network domains.
The disadvantages of HDP are that it requires each BB to calculate centrally the route within its managed domain. It also assumes that the results of (offline) negotiation among neighbor BBs on inter-domain paths are available at the time of the computation. This requires the BB's to have a fairly updated view of the state of the domains they are managing. The BB computation executes on server nodes that are expected to be clusters of commodity servers in server farms, not on routers or switches. We showed with analytical analysis and simulation results that HDP reduces the setup time of an MPLS path creation. This comes at the expense of an increased number of signaling messages compared to PNNI.
We focused on service (MPLS path) creation aspects and we studied its performance. We are planning on doing more in depth assessments of the HDP performance and the impact of update messages and the impact of using some pre-computed paths to decrease the numbers of messages exchanged. We also intend to focus on management aspects of service provisioning. We will concentrate on scenarios for the dynamics and reconfiguration of network topologies.
