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Abstract
The inescapable human desire to move further in space exploration is leading towards
higher spacecraft power levels and electronics miniaturization. This trend not only affects
power systems but also thermal control ones in terms of higher amount of heat to be dis-
sipated and higher heat fluxes. PHP, a two phase passive device working in the confined
flow region, is a promising solution in that it meets all of a future space mission re-
quirements: it is simple, light, cheap, passive and exhibits adequate thermal performance.
Recently an hybrid type of PHP (called LTS/PHP) has been proposed for space use only.
This pointed out that the effect of gravity on flow confinement inside two phase wickless
devices is not fully understood yet. A CFD approach to the problem is a powerful tool to
unveil the secrets of this phenomenon. The VOF model developed by prof. A. Georgoulas
and implemented in OpenFOAM was adopted. As a first step toward the microgravity
validation of his model, the present work deals with the simulation of a recent parabolic
flight experiment by dr. G. Zummo (ENEA). Considering a quasi-2D axysimmetric ge-
ometry of the 4 mm ID test section, the set-up for the validation of the code is tested for
saturated and subcooled conditions. Comparison of the saturated case with the experiment
is given together with an highlight of the limitations of the model in subcooled cases.
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Chapter1
Introduction
1.1 Spacecraft Thermal Control System and Future Chal-
lenges
The purpose of the thermal-control system (TCS) is to maintain all of a spacecraft’s
components within the allowable temperature limits for all operating modes of the vehicle,
in all of the thermal environments it may be exposed to, (Donabedian and Gilmore, 2003).
Then, TCS tackles heat acquisition (especially from crew and electronics), heat transport,
heat rejection by radiation, heat provision&storage and interacts with the environment.
On 4th October 1957 Sputnik-1, the first Earth artificial satellite, was launched from
Baikonur, Kazakhstan. The power was supplied by three silver-zinc batteries that pro-
vided few watts. The Sputnik’s TCS was very simple: an external spherical heat shield
and an internal fan (the internal sphere was filled with nitrogen and then pressurized)
controlled by a dual thermal switch. When temperature exceeded 36◦C, the fan was
turned on, while when it fell below 20◦C the fan was turned off.
1
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Figure 1.1: Heat Rejection System (HRS) Radiators of the ISS.
Sixty years after Sputnik flight, the ever growing number and power needings of onboard
instruments have radically changed the power levels involved in space applications. State
of the art technology in this field is the International Space Station (fig. 1.1) with its 100
kW. Not far away from this limit, smaller spacecrafts have already reached the 20 kW
level (consider, for example, the spacecraft platform "Spacebus-NEO" from ThalesAlenia
Space that is being adopted by EutelSat1). This growing trend is forecasted to keep on
in the next decade (as shown in fig. 1.2), the reason partly being the adoption of electric
thrusters as the main propulsion system. It is indeed well known that the power level
needed by these thrusters to become time-competitive with conventional rocket thrusters
is in the order of hundreds to thousands of kilowatts.
As a consequence of the increasing spacecraft power level, higher amount of heat is
generated. Furthermore, power consumption is being concentrated, miniaturizing and
integrating electronic components. That is, higher heat flux to be removed, transported
and dissipated by TCS. It is no more the time of nitrogen and fans: to go forward in the
conquest of space, the development of breaking new and more performing heat transfer
devices is mandatory. Moreover, the European Space Agency (ESA), in the framework
of Horizon 2020 research funding opportunities, has stated as urgent the development of
advanced thermal control systems, in particular two phase heat transport systems (ESA,
2015).
1http://news.eutelsat.com, "Eutelsat steps up african broadband plans with new generation high
throughput satellite ordered from ThalesAlenia Space"
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Figure 1.2: Spacecraft power trend (M. R. Patel, 2004).
In order to take out the best candidate to cope with this challenge, three main require-
ments to be faced in the near future of thermal management systems are highlighted:
1. Dissipating higher heat fluxes: as told, both power level increasing and elec-
tronic miniaturization and integration will lead to higher heat fluxes to be dissi-
pated (from 5-10 W/cm2 to more than 50 W/cm2, (Ababneh, Tarau, and Anderson,
2015));
2. Containing power needings: being power a limited resource in space, efficiency
plays a key role in designing systems. If possible, passive systems should be pre-
ferred to active ones;
3. Balancing weight & costs: based on the European VEGA launcher, the launch
specific cost for a LEO satellite is about 14.000 e/kg 2. Keeping down systems
weight will either increase payload capabilities or decrease mass at launch with
significant economical advantages.
Currently, different new high performance solutions are under investigation:
• Two phase passive systems;
• Mechanical pumped single/two phase loop;
2from the Spacenews article "Vega Expected to be Price-competitive With Russian Rockets" by Peter
B. de Selding interviewing managing director of ELV SpA, Francesco De Pasquale
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• Evaporative cooling;
• Thermal electric coolers (Peltier effect);
• Heat pumps;
• Heat straps.
Among these technologies, two phase passive systems have already demonstrated to be
very effective in space applications. Moreover, they satisfy the three requirements listed
above and are for these reasons the best candidates to answer near future thermal control
system challenges.
1.2 Two Phase Passive Systems
1.2.1 Generalities
Fluid mechanics defines as "phase" a homogeneous macroscopic state of matter, that,
considering the main phases subsisting in nature, are four: solid, liquid, gaseous or plasma
phase. Two-phase flows represent the simplest case of multiphase flows, characterized by
the mixture of two different phases of the same fluid and are exploited in two phase
passive system.
The family of two phase passive heat transfer devices is characterized by four typical
feature (of which some are also suggested by the name): liquid and vapour phase are
both present, latent as well as sensible heat is exploited in the heat transfer process,
the process is passive (i.e., no work is needed to keep it functioning) and the operation
is based on the combined action of the same three physical phenomena: phase-change,
gravity and capillarity.
Fig. 1.3 shows a schematic of a two phase heat driven transfer device.
Based on temperature difference ∆T , the heat power Q˙ transferred is given by:
Q˙ = m˙C ∆T (1.1)
where C is heat capacity and m˙mass flow rate. Considering the superior thermal capacity
associated with the phase change of a working fluid, at equal temperature difference the
mass flow rate is lower resulting in smaller size and weight. Low mass flow rates allow the
capillary forces, as well as gravity, to sustain the fluid motion with no need for external
mechanical/electric energy. In other words a passive device is fully thermally driven: the
heating power activates the evaporation/condensation process and the consequent vapour
expansion, together with the capillary/gravity effect on the liquid phase, provides the
pumping power which is needed to maintain the fluid circulation.
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Figure 1.3: General schematic of two phase capillary driven heat transfer devices (Mameli, 2012).
1.2.2 Classification
Two phase passive systems can be classified considering whether a wick structure is
present. Heat pipes (HP), capillary pumped loop (CPL) and loop heat pipes (LHP)
belong to the wicked group. Termosyphons (TP), two phase/loop termosyphons (LTS)
and pulsating heat pipes (PHP) belong instead to the wickless group. In appendix A, a
brief historical excursus is pointed out, with particular emphasis on the invention and first
space application, together with a brief operation description and main disadvantages.
Wicked systems have been known for long and are already well-established also in space
industry. On the contrary, wickless systems (a part for the well known TS) have been
developing in recent years for their capability to transport heat at high rates over appre-
ciable distances, the low cost, durability and relatively simpler modeling/design process.
This second family of devices hold all the requirements to be the best candidate for future
spacecraft thermal control. Due to its late invention, a number of related questions still
remain unanswered. Which is the flow regime inside these devices w.r.t. diameter,
gravity, mass flow rate? Is there a clear transition criteria among them?
1.3 Flow Regime: Confined, Transitional and Unconfined
Flow
A distinctive feature of the wickless family is its flow pattern that gives it its particular
way to operate. Indeed, depending on the main force acting inside a device, liquid and
vapour can be distributed either in a stratified or confined way. In the first case, buoyancy
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is the dominating force and supplying heat results in pool boiling condition. Instead,
in the second case the dominating force is surface tension. However, the transition
between the two is not sharp: there exists a transitional region, represented by LTS.
This classification is thoroughly explained in section 1.5.
The problem of flow confinement has for long been discussed and the debate is still going
on. A flow is said to be confined if bubbles grow in length rather than in diameter,
and is also known as the elongated bubble regime (Baldassari and Marengo, 2013). The
debate was initially carried out as a geometric one. The flow regime was distinguished
among micro-channel (surface tension dominated), macro-channel (buoyancy dominated)
and meso-channel (transition between the two). This "geometrical" characterization
is however not able to suggest the deep nature of the problem. Indeed, rather than
geometrical, it concerns the relative importance of acting forces, while the diameter is a
parameter that changes the ratio between them. Based on this remark, Harirchian and
Garimella (Harirchian and S. Garimella, 2010) proposed an alternative classification: a
flow inside a tube can be confined or unconfined. This definition was later adopted and
supported in the review by Marengo (Baldassari and Marengo, 2013).
Leave behind the nomenclature, the noteworthy fact is that there are two distinct flow
regime that need two different approach in that different forces play the main role. Even
if a big effort has been spent to define an appropriate transition criterion between the
two regimes, at present there exists different valuable criteria built upon the critical value
of non-dimensional number. The discussion about these criteria is carried out in section
1.4.2.
As previously clarified, there is a transition region between confined and unconfined flow
(as in the case of transition from laminar to turbulent flow). Then, the approach of a
single critical value is clearly a simplification of the problem.
Inside the confined flow regime, different patterns can be observed:
1. Slug flow: gas bubbles almost fill the diameter of the pipe and are separated from
its walls by a thin liquid film. The liquid between bubbles is in the form of plugs
and even smaller bubbles are present;
2. Churn flow: evolves from slug flow when breakdown of bubbles begins, the flow is
strongly stochastic;
3. Annular flow: in this pattern gaseous phase is distributed as a central bubble with
a liquid film attached to the walls, all along the channel.
Figure 1.4 shows these and more patterns depending on the superficial velocity of liquid
and gas phase.
Chap. 1 Introduction 7
Figure 1.4: Flow pattern map as observed by Triplett for a 1.45 mm diameter circular test section.
The transition lines are only indicative (Triplett, Ghiaasiaan, Abdel-Khalik, and Sadowski, 1999)
1.4 Relevant Defining Parameters
In this section, the relevant defining parameters related to flow confinement are high-
lighted. The other influencing parameters for PHP operation are reported for complete-
ness in appendix B.
1.4.1 Useful Non-dimensional Numbers
Following the review by Baldassari and Marengo (Baldassari and Marengo, 2013), non-
dimensional numbers useful to investigate flow confinement are presented in table 1.1.
As told, the forces that comes into play in the operation of a two phase device are four:
surface tension, buoyancy, inertial and viscous forces.
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Number Formula Significance
Reynolds number Re = ρud/µ Ratio of inertia and viscous forces
Prandtl number Pr = ν/α Ratio between kinematic viscosity and thermal
diffusivity
Boiling number Bl = q˙/Ghlv Ratio of the evaporation mass flux to the total
mass flux flowing in a channel
Capillary number Ca = µlul/σ Ratio of viscous to surface tension forces
Confinement number Co = [σ/g(ρl − ρv)d2]1/2 Ratio between surface tension forces and gravity
Eötvos number Eo = g(ρl − ρv)L2/σ Ratio between gravity and surface tension forces
Bond number Bo = g(ρl − ρv)d2/σ Ratio between gravity and surface tension forces
Garimella number Ga = Bo0.5 ·Rel Weighted ratio between gravity dot inertia forces
and surface tension dot viscous forces
Weber number We = ρlu2l d/σ Ratio of the inertia to the surface tension forces
Table 1.1: Useful non-dimensional numbers
The difference between Eötvos and Bond number is that in the first L is a characteristic
lenght while in the latter d is properly the hydraulic diameter.
It is worthwhile to note here that even four number concealing with the relation between
capillary forces and buoyancy (Co, Eo, Bo, Ga) have been defined. The reason for this
will be explained in the next few sections.
1.4.2 Tube Diameter
The internal diameter is the most important geometric parameter and it acts as a tuning
factor among the various forces. Depending on it, liquid and vapour can be distributed
either in a stratified or confined way. Identify a transition (or critical) diameter is then
crucial to understand which heat transfer process takes place.
The classical approach to this problem is considering the forces acting on the motion of
a bubble rising in a channel filled with liquid and defining non-dimensional numbers as
ratios of these forces.
Five transition criteria are proposed in literature: Kew and Cornwell (P.A. Kew and
Cornwell, 1997) based on Confinement number, Cheng and Wu (Cheng and Wu, 2006)
based on Bond number and Ullman and Brauner (Ullmann and Brauner, 2007) based
on Eötvos number, Harirchian and Garimella (Harirchian and S. Garimella, 2010) based
on Garimella number, Gu et Al. (Gu, Kawaji, and Futamata, 2004) based on Weber
number. The first three are static criteria for they neglect inertia and viscosity, the last
two are instead dynamic. In the following explanation, all the criteria will be presented
and their equivalences highlighted.
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In 1997 Kew and Cornwell performed flow boiling experiments in a single channel for a
heat exchanger and proposed the confinement number as the discriminating parameter,
setting the threshold for transition at Co=0.5. In this way, Co is greater than 0.5 for
confined flow and less in the other case. This is equivalent to Eo=4.
Later, Ong and Thome (Ong and J.R. Thome, 2011) conducted many film thickness
measurements and modified the Kew and Cornwell threshold. They found out that for
Co < 0.34 the flow was unconfined while for Co > 1 it was confined. In between, the
transition from unconfined to confined occurs.
In 2003, Li and Wang (J.M. Li and B. Wang, 2003) recommended using the capillary
length:
Lc =
√
σ
g(ρl − ρv) (1.2)
and if dcr < 2Lc the flow is confined, if dcr > 19Lc the flow is unconfined whilst between
the two transition happens.
In 2006 Cheng andWu classifies the flow regime basing on the Bond number. If Bo ≤ 0.05
the flow is confined, if Bo > 3 it is unconfined. In between, surface tension is still
dominant but the effects of gravity increases. Bo≤3 (that means Co≥0.58) gives a slightly
more restrictive inner diameter than the one by Kew and Cornwell.
In 2007, Ullmann and Brauner defined a new criterion based on the Eötvos number.
On the basis of flow pattern map deviation for experiments in pipes, they proposed a
threshold for the confined flow of Eo ≤ 1.6. This is equivalent to Co≥0.79
When heat is supplied to the evaporator and motion is activated, it is no more possible
to consider inertia and viscosity to be negligible. It is then needed a dynamic transition
criteria. In 2010, Harirchian and Garimella proposed a non-dimensional number (named
convective confinement number or Garimella number) that takes into account also these
two forces:
Ga = Bo0.5 ·Rel =
(
g(ρl − ρv)d2
σ
)0.5
· ρluld
µl
≤ 160 (1.3)
In terms of Eötvos number, this means Eo = (160/Rel)2.
To compare the four criteria enunciated till now, the expression for critical diameter
are obtained from the non-dimensional number and the equivalent Eötvos number is
calculated and showed in table 1.2
Whilst for microgravity conditions Garimella number is still applicable (at least for
0.01g), the definitions given until now suggest that, for g equal or near to zero (i.e.
in space environment), the flow should be always confined regardless the tube internal
diameter. To overcome this paradox, Gu et Al. (Gu, Kawaji, and Futamata, 2004) de-
veloped a model based upon the ratio between kinetic energy and surface tension, that
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Kew and Cornwell: Eocr = 4, dcr = 2 ·
√
σ
g(ρl − ρv) ;
Li and Wang: Eocr = 3.06, dcr = 1.75 ·
√
σ
g(ρl − ρv) ;
Cheng and Wu: Eocr = 3, dcr =
√
3 ·
√
σ
g(ρl − ρv) ;
Ullmann and Brauner: Eocr = 1.6, dcr =
√
1.6 ·
√
σ
g(ρl − ρv) ;
Harirchian and Garimella: Eocr = (160/Rel)2, dcr =
160
Rel
·
√
σ
g(ρl − ρv) ;
Gu et Al.: dcr = 4 · σ
ρlu
2
l
Table 1.2: Critical diameter as proposed by different authors compared with the equivalent Eötvos
number (a part from the last criterion)
considers also the effects of inertia and viscosity. The criterion suggested is based on the
critical value of the Weber number for the liquid phase:
We =
ρlu
2
l d
σ
≤ 4 (1.4)
dwe ≤ 4 · σ
ρlu
2
l
(1.5)
This last definition suggests that in space or in microgravity, the slug flow pattern occurs
even when the tube internal diameter is bigger than the critical threshold evaluated in
ground conditions. Since the mass of the thermal fluid per unit length is proportional to
the square of the internal diameter, this is beneficial in terms of total heat exchanged.
The lack of an univocal transition criteria is a clear sign of how far is the complete
understanding of the the problem of flow confinement.
It is worth to note here that, since surface tension and fluid density are both functions
of temperature, all the critical diameter herein proposed are themselves functions of
temperature. An example on how different the selected transition criteria are is given in
figure 1.5 at the same temperature and as function of the reduced pressure.
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Figure 1.5: Comparison of selected transition criteria for R134a as a function of reduced pressure
(Baldassari and Marengo, 2013).
1.4.3 Gravity
The heat transfer performance of a wickless two phase passive device is greatly affected
by gravity. It is indeed well known that a termosyphon doesn’t work in micro-gravity
while a PHP does. This is because of the different dominant force, buoyancy (activated
by gravity) in the first case, capillarity (always present irrespectively of gravity) in the
second.
In order to have a wider comprehension of the problem, in this section the two exper-
imental ways to assess gravity influence on PHP operation are shown: varying either
inclination angle or gravity level.
Inclination Angle
The inclination angle is usually measured w.r.t. the horizontal direction: vertical orien-
tation with evaporator below condenser (called bottom heated mode, BHM) is 90◦ while
the opposite (called top heated mode) is -90◦ and horizontal orientation with no height
difference between the two section is 0◦.
Generally speaking, the PHP with an inclination angle of 90◦ showed better performance
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than the PHP with other inclination angle (vertical BHM orientation is found to be 2
times better than horizontal (Mameli, Manno, Filippeschi, and Marengo, 2014)). Indeed,
under this condition buoyancy helps the working fluid to oscillate. Vertical orientation
are affected by unstable operation at high heat input levels while the horizontal one does
not undergo any performance drop (w.r.t. heat input level) until the maximum heat
input level is reached.
PHP operations at different inclination angles are strongly coupled with geometry and
number of turns. With a high number of turns, a PHP is able to operate also at hori-
zontal orientation, instead with few turns it may not operate at all (Charoensawan and
Terdtoon, 2008a). By increasing the number of turns, the number of heated and cooled
section as well the local pressure fluctuations due to bends and turns also increases and
this is beneficial to sustain the flow motion. At the time being no critical number of
turns have been proposed. In the same way, a 3D geometry could contribute to weaken
the influence of the inclination angle.
An interesting feature of the effect of inclination angle is the following. When Bond
criterion is satisfied, a PHP i at horizontal orientation in Earth gravity field behaves like
in microgravity conditions (Mameli, Araneo, Filippeschi, Marelli, Testa, and Marengo,
2014). Being the gravity vector perpendicular to the flow direction, buoyancy doesn’t
help the motion anymore just like gravity is no more present. Then, for a PHP with
d < dBo microgravity tests are not strictly necessary for space application assessment.
On the contrary it is impossible to test on ground a device with dBo < d < dGa: it works
as LTS on Earth and as PHP in space. Such a device is then called hybrid LTS/PHP or
space PHP.
References: (Charoensawan, Khandekar, and Terdtoon, 2002; Charoensawan and Terd-
toon, 2008a; Hathaway, Wilson, and H.B. Ma, 2012; Mameli, Manno, Filippeschi, and
Marengo, 2014; Pachghare and Mahalle, 2013; V. Patel and Mehta, 2016; Xue and Qu,
2014)
Gravity Level
Assess the effect of gravity level on PHP performance is a very demanding and expensive
endeavour. As regard hyper-gravity, a centrifuge (like the Large Diameter Centrifuge
of ESTEC, Noordwijk) can reach up to 20 g for the time needed. The real problem
rises for reduced gravity experiments. Indeed, PHP have start-up and transition time
of some minutes (the least transitory time found in literature is 3 minutes, (Mameli,
Araneo, Filippeschi, Marelli, Testa, and Marengo, 2014)) and only few microgravity
testing platform are capable to provide reduced gravity for a sufficient time to reach the
pseudo-steady state (state in which is possible to characterize the thermal performances
of PHP, while for example the 22s of parabolic flight makes possible to investigate only
the thermal dynamic response).
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The most attractive platform is the orbital laboratory on board the International Space
Station. It provides high quality microgravity (g<1x10−4 ge) for practically unlimited
time allowing operator access to the experimental package. Unfortunately, ISS experi-
ments are very costly and require many years of development and safety certification.
A spacecraft technology demonstrator has the same positive features with an additional
drawbacks that is the inability to access the experiment. At present, no PHP has ever
flown in space. The INWIP project (INnovative WIckless Heat Pipe for ground and space
application) that is part of European Space Agency Microgravity Applications Promo-
tion Project (ESA-MAP) will fly the first ever PHP in space (onboard ISS) in 2020. This
thesis work contributes to the whole INWIP project in that it comprises also a numerical
part. INWIP project is a collaboration among University of Pisa, University of Brighton
and University of Naples-Federico II.
Sounding rocket, parabolic flight, drop tower and drop shaft have already been used.
Sounding rockets achieve microgravity during a sub-orbital flight: they provide between 3
and 13 minutes of testing with high quality microgravity (g<1x10−4 ge). Drop towers and
drop shafts (that is the same of a drop tower but below the ground) reaches microgravity
placing the experiments in a state of free fall but for relatively short duration between
2.2 and 10 seconds (2.2 s for NASA Glenn Research Center’s 24-m drop tower, 5.2 s for
NASA Glenn Research Center’s 132-m drop shaft, 4.6 s for NASA Marshall Space Flight
Center’s 105-m drop tower, 4.72 s for Germany Drop Tower Bremen’s (ZARM) 110-m
drop tower, and 10 s for Japan Microgravity Center’s (JAMIC) 700-m drop shaft).
Parabolic flight aircraft provide a cost effective means to achieve microgravity. Through
a series of parabolic manouvers, varying gravitational conditions can be achieved. Each
parabola comprises 20 seconds at 1.8 g (hyper-gravity), followed by 22 seconds at 0.01
g (that unfortunately is a bad quality micro-gravity) and finally 20-25 seconds at 1.8 g
(hyper-gravity). The last one is the widest used microgravity testing platform due to the
low cost and accessibility of the experiment during the flight.
Generally speaking, gravity seems to have a beneficial effect on the overall thermal per-
formance. The equivalent thermal resistance in earth and hyper-gravity condition in
vertical orientation is clearly less than the one in reduced gravity. A slight hyper-gravity
(from 2g to 6g depending on the heat input) enhances PHP performances while over this
threshold it worsen them. On the other hand, start-up also at the lower heat power input
levels in microgravity is possible (Mangini, Mameli, Georgoulas, Araneo, Filippeschi, and
Marengo, 2015).
(Aboutalebi, Moghaddam, Mohammadi, and Shafii, 2013; Creatini, Guidi, Belfi, Cicero,
Fioriti, Di Prizio, Piacquadio, Becatti, Orlandini, Frigerio, et al., 2015; Gu, Kawaji, and
Futamata, 2004, 2005; Kiseev and Zolkin, 1999; Mameli, Araneo, Filippeschi, Marelli,
Testa, and Marengo, 2014; Mameli, Manzoni, Araneo, Filippeschi, and Marengo, 2014;
Mangini, Mameli, Georgoulas, Araneo, Filippeschi, and Marengo, 2015; Manzoni, Mameli,
Falco, Araneo, Filippeschi, and Marengo, 2016; Paiva, Mantelli, Slongo, Gohr, and Nico-
lau, 2008; Van Es and Woering, 2000)
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1.5 Wickless Group Classification
Based on the dominant flow pattern, the wickless group comprises two main devices: the
counter-flow termosyphon in the buoyancy dominated region (internal diameter din >
19lc ) and the pulsating heat pipe in the capillary dominated region (internal diameter
din < 2lc). Filling the gap between the two (transition region), the loop termosyphon
has recently been tested. Figure 1.6 summarizes the explained classification in terms of
internal diameter and confinement criterion.
The classification herein showed is sharp, but does not completely correspond to reality.
Considering the static and dynamic transition criteria, as showed in figure 1.7, it is
possible to highlight an interesting discrepancy.
Figure 1.6: Wickless Heat Pipes working principles in the light of the confinement criteria (Franco and
Filippeschi, 2012).
Basing upon the previous classification, when the static confinement criterion is satisfied
a device operates as a PHP whilst when it is not it operates like a LTS. Against this
straight definition, there exists a region in which a device operates as a PHP without
satisfying that criterion. This region is limited by the dynamic confinement criterion
and when it satisfied, a device that behaves as LTS in normal gravity works as PHP
in reduced gravity. In the latter case, then, like-PHP operations span a wider range
of internal diameter (from 1.7 mm to 16.0 mm in figure). This suggests the possibility
to design an hybrid type of LTS/PHP only for space applications, as tested by some
authors (Creatini, Guidi, Belfi, Cicero, Fioriti, Di Prizio, Piacquadio, Becatti, Orlandini,
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Figure 1.7: Relation between confinement criterion and type of device operation.
Frigerio, et al., 2015; Mangini, Mameli, Georgoulas, Araneo, Filippeschi, and Marengo,
2015). The advantage of having a bigger diameter is clearly the higher amount of heat
dissipated.
In order to take advantage of these findings, it is fundamental to deeply understand
LTS/PHP working principle in order to properly design the spacecraft thermal manage-
ment subsystem and exploit all the superior heat capabilities of PHPs (both heat flux
density and total heat).
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1.6 The Pulsating Heat Pipe
The pulsating heat pipe is a two phase passive heat transfer device, firstly proposed by
the Russian Smyrnov in 1971 (Smyrnov and Savchenkov, 1971) and later developed in
its current form by the Japanese Acachi (Acachi, 1990, 1993). It is able to transfer great
heat fluxes with low thermal resistance and a simple, cheap structure (showed in figure
1.8).
Figure 1.8: PHP prototypes by Akachi (Acachi, 1993).
Pulsating Heat Pipes are one component two-phase flow devices, using gas-liquid mix-
tures in tubes, operating in the confined flow range. For their heat transfer capabilities
(high heat flux, low thermal resistance) and low cost, these devices could represent a
promising solution for future spacecraft thermal management requirements.
A PHP simply consists of a capillary diameter tube (usually made of copper) bent in
many turns, which is firstly evacuated, then partially filled with a working fluid and
finally sealed. The geometry can be planar as well as three dimensional, being the first
the basic shape of the device. In the 2D configuration, two layouts are possible:
1. Open loop PHP: the two ends of the tube are not connected to each other, as
showed by fig. 1.9 a;
2. Closed loop PHP: the two ends of the tube are connected to each other, forming a
loop, as showed by fig. 1.9 b.
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Figure 1.9: Open (a) and closed (b) loop PHP; slug&plug regime.
As told, the tube, that has been previously evacuated, is partially filled with the working
fluid (most used: methanol, ethanol, R-134a, FC-72, perfluorohexane) and then sealed.
Liquid slugs having menisci on its edges and vapour plugs are formed (well recognizable
in fig. 1.9 c) due to surface tension forces and the capillary dimensions of the PHP tube.
A liquid thin film surround the vapour plugs. The contact angle of the menisci, the
liquid thin film stability and its thickness depends on the fluid-solid combination and the
operating parameters which are selected.
When heat is supplied to the evaporator section, two different phenomena may occur
depending on the liquid condition. If it is sub-cooled, sensible heating plays the main
role while, if it is saturated, heating causes an evaporation mass transfer to the adjoining
vapour bubbles or breaking up of the liquid plug itself with creation of new bubbles as a
result of nucleate boiling. The expansion pushes the adjacent liquid toward the condenser,
where heat is released and vapour condensed (in a reverse way w.r.t evaporator). Pressure
decrease in the condenser cooperate to fluid motion that is due to the pressure difference
between evaporator and condenser completely generated by the heat input (a PHP is
fully thermally driven, i.e. passive). In the adiabatic section, non equilibrium conditions
exist and complex heat and mass transfer phenomena between vapour and liquid take
place. It is worth to highlight here that latent heat provides the driving force while heat
is transferred mostly by sensible heat.
The flow direction is not uniquely from evaporator to condenser: the fluid inside the tube
oscillates back and forth because of pressure oscillations, from which the name oscillating
or pulsating heat pipe. If the device is an open loop one, the fluid can only oscillate but
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if it is a closed one it can also circulate depending on the heat input level.
Figure 1.10: Temporal evolution of evaporator wall and fluid temperature for different heat inputs
(fluid: ethanol) in a circular PHP with d=2 mm, results of experimental measurement by Mameli
(Mameli, 2012).
Another important issue is start-up. There exists a minimum heat flux threshold, called
start-up or critical heat flux, under which motion inside a PHP isn’t activated. If this
limit is overcome, the start-up process takes place and lasts some minutes. During this
period, temperature can reach values much higher than the operational one, as shown in
the left part of fig. 1.10. This has to be taken into account when designing TCS since,
during start-up, temperature can exceed the survival limit of components.
It is to be noted that the PHP operation are based on the maintenance of a non-
equilibrium condition. Then, there exist no stationary condition in the classical sense of
the term: after the start-up, a pseudo-steady state is reached in which the average wall
temperature remains approximately constant even though oscillation around the mean
value are still present. The right part of fig. 1.10 shows the trend of wall tempera-
ture at increasing heat input levels. It can be seen that, after a transient period, the
pseudo-steady state regime is established. Typical transient times are in the order of
some minutes (3 minutes are reported by Mameli et Al. (Mameli, Araneo, Filippeschi,
Marelli, Testa, and Marengo, 2014) employing a light heating system).
Finally, there exists a maximum heat input over which thermal resistance and tempera-
ture drastically increase, as shown in far right part of fig. 1.10. This is known as dry-out
region and the phenomenon happens when at the evaporator there is no more liquid to
Chap. 1 Introduction 19
cool down the section.
1.7 Two Phase Loop Termosyphon (LTS)
The two phase loop termosyphon is an evolution of the simple two phase termosyphon
in which counterflow acts to draw liquid from condenser (top part of TPTS) to the
evaporator (bottom part of TPTS). The typical TPTS (D.A. Reay and P.A. Kew, 2006)
consists of a single envelope where the heat-receiving (evaporator) zone is usually filled
with the liquid phase and it is located below the heat rejecting (condenser) zone. As the
evaporator zone is heated up, the liquid starts boiling and vapour rises and condenses
on the walls in the heat-rejecting zone. The liquid film flows down the walls by gravity
to the evaporator zone, counter-current the vapour.
At high heating power input, because of the correspondingly large mass flow rate of the
vapour, the liquid-vapour interfacial shear stress becomes increasingly relevant. Once
the interfacial shear force overcomes the gravitational force on the liquid film, the liquid
flow may be reversed and the flooding limit is reached. Many novel designs have been
proposed to overcome the flooding limit, which include an internal physical barrier along
the adiabatic section bypass line for liquid return, also known as a cross-overflow separator
(Bezrodnyy, Volkov, and Alekseyenko, 1983). The main advantage of these designs is
that the liquid and vapour flows have partially separated passages, which can result in a
higher flooding-limited heat transfer capacity.
Figure 1.11: The two types of termosyphons herein described.
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Another possibility to separate phases and increase the device performance is to create
a closed circuit. This is the main innovation of two phase loop termosyphon. In such a
loop, the fluid is forced to circulate in a preferential direction by the coupled effect of
vapour pressure and gravitational force. Thanks to the relatively small cross section with
respect to the standard TPTS, the expanding vapour phase pushes batches of fluid (both
liquid and vapour) towards the condenser section (circulation is accelerated by vapour
bubbles). In the cooled zone, vapour condenses and the tube is completely filled by the
liquid phase that is driven back to the evaporator by gravity. This particular fluid flow
motion is better known as "bubble lift" principle. In such a way a meaningful increase
of heat transport with respect to the conventional two phases closed thermosyphons is
obtained and the classical operative limitations are overcome (Franco and Filippeschi,
2012).
As explained in section 1.5, this device fills the gap between buoyancy and capillary
dominated region. However, this device is affected by gravity: at low gravity levels, in
fact, it behaves like a PHP. Furthermore, recently a novel prototype of multi-evaporator
closed loop thermosyphon has been designed and tested (Mameli, Mangini, Vanoli, Ara-
neo, Filippeschi, and Marengo, 2016). It proved that a peculiar arrangement of multiple
heaters may be used in order to enhance the flow motion and consequently the thermal
performance. The device consisted in an aluminium tube bent into a planar serpentine,
that is a typical geometry of PHPs. The relation between these two device is even closer
than before thought.
1.8 The Space Pulsating Heat Pipe Open Issue: How to
Model an Hybrid?
1.8.1 The Hybrid LTS/PHP
Based on the analysis made in section 1.5 Mameli et Al. (Mangini, Mameli, Georgoulas,
Araneo, Filippeschi, and Marengo, 2015) experimentally investigated a PHP with I.D.
bigger than the static critical diameter during 61st ESA Parabolic Flight Campaign. The
device was filled with FC-72 and had an inner diameter of 3 mm, that is less than the
Garimella critical diameter but bigger than the Gu one (as shown in figure 1.12, taken
by their article).
As expected by the authors, the PHP worked as a loop termosyphon in normal gravity
and a slug/plug flow was suddenly activated by the switch to microgravity conditions.
For this reason they called their device "hybrid LTS/PHP"
The experiment by Mameli et Al. experimentally pointed out what suggested by figure
1.6 in section 1.5: the opportunity of a pulsating heat pipe only for space application
with higher heat performance than traditional ones. In order to exploit this finding is
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Figure 1.12: Dynamic threshold diameters for FC-72 for different fluid temperatures evaluated at an
average bulk velocity of the fluid equal to 0.1 m/s and a microgravity level of 0.01 m/s2 (Mangini,
Mameli, Georgoulas, Araneo, Filippeschi, and Marengo, 2015).
now fundamental to gain a deeper understanding of flow confinement and the effects of
gravity on it: how is it possible to model the behaviour of an hybrid LTS/PHP? When
does the transition happens? Which criteria is the most suitable for space applications?
Which transition criterion is the most appropriate? Is it possible to draw a flow map
with which properly design a space PHP?
1.8.2 Modelling method for the hybrid LTS/PHP
Confined flow has been intensively experimentally explored in the last decade due to
its capability to remove high heat fluxes from microelectronic devices. However, the
reduced possibility to flight an experiment directly in space and the high costs and limited
microgravity quality and time reachable with other platforms poses a great limitation to
the development of an hybrid PHP.
Instead, numerical simulations with appropriate modelling of interfacial effects and val-
idation against available reduced gravity data can overcome the trouble of microgravity
experiments, providing a solid foundation to future experimental investigations which
will give back data for the validation of the models. Furthermore, it allows also to get
a deeper insight in the local features of the flow whose comprehension is still severely
limited by the small scales involved. For these reasons, in the thesis work a numerical
approach has been adopted rather than an experimental one.
There exist two types of numerical approach:
Lumped parameter model It simplifies the description of the behaviour of spatially
distributed physical systems by considering dependent variables concentrated at singular
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points in space. Therefore, these variables are function of time alone. In general, this
will mean solving a set of ordinary differential equations (ODEs). A little review on this
point is given in appendix C;
Distributed system All the dependent variables are functions of time and one or more
spatial variables. In this case, partial differential equations (PDEs) has to be solved. A
literature review on this model is given in section 2.4.
A lumped parameters model has the benefit of having a lower computational cost and
therefore it is more design-oriented. The lumped parameter codes, which are implicitly
based on the slug/plug assumption, are not able to detect any flow pattern transition
which is instead typical even in PHP at high heat iput levels (see Mameli et al. 2014).
This work, instead, is devoted to develop a model where the flow pattern assumption is
not needed a priori. On the contrary, a distributed model, despite the huge computational
cost, involves a more physical description without hypothesis on the flow regime and so
can give answers on difference/similarity between LTS and PHP.
Examples of systems demanding a design tool for PHP are given in figure 1.13.
1.8.3 Roadmap Towards a Design Tool
The roadmap towards a new predictive capability and design methodology should be the
following:
1. Develop a strong validated model in Earth environment;
2. Simulate the behaviour in microgravity and first validate it with already allowable
data (at least the thermal dynamic response );
3. Validate the model against data taken from the INWIP space experiment onboard
ISS in 2019 (it will be the first PHP in space), funded by ESA-MAP (Microgravity
Applications Program);
4. Develop a suitable design tool.
To be fastly accomplished, the process just described needs a high level of integration
between numerical and experimental researchers. This thesis is situated at the second
step of the list and exploited the collaboration between DESTEC (Department of En-
ergy, Systems, Land and Construction Engineering) and Energy Department of research
centr Casaccia of ENEA (Italian National Agency for New Technologies, Energy and
Susteinable Economic Development).
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Figure 1.13: Examples of systems demanding predictive models of effects of gravity on two phase flows
and heat transfer (Konishi and Mudawar, 2015).
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1.9 Aim and Organization of the Thesis
The interchangeable type of operation in loop termosyphons due to the modification
of gravity field (properly LTS in normal gravity and PHP at low gravity) suggests the
possibility of building a PHP only for space application. This type of device enlarges
PHP applications in space field, maintaining its typical high heat flux dissipation while
adding a greater total heat transfer capability. The interest in such a type of device
is showed by critical space technology documents of both ESA and NASA (ESA, 2015;
NASA, 2015).
The aim of the present work is to develop the first PHP-like flow simulation in micro-
gravity conditions and, in general, the first hybrid LTS/PHP-like flow simulation to date
and to open the pathway to validate the VOF model by Dr. A. Georgoulas against a
selected parabolic flight experiment data. Indeed, the first step toward this goal is to
preliminary assess efficacy of the numerical set-up. Furthermore, this is the first time
OpenFOAM is employed in simulating a PHP-like flow.
The second chapter explains CFD approach to modelling LTS/PHP together with a
literature review. The third chapter is devoted to the detailed explanation of the model
used, that is the one by Dr. A. Georgoulas; the fourth chapter presents a description of
the parabolic flight experiment by Dr. G. Zummo of ENEA; the fifth chapter explains
the numerical setup adopted and the results.
Chapter2
Modeling of Pulsating Heat Pipe with the
Computational Fluid Dynamic Approach
2.1 Introduction
Two phase wickless passive heat transfer devices are potentially the future of heat trans-
fer in space. They are cheap, light, simple and passive, and so they fill almost all
space requirements (for instance the ability to transport heat at long distances is still a
limitation even if after a complete understanding and modelling of the internal thermal-
fluid-dynamics could be overcome).
None of these devices has ever flown in space, partly because of the immaturity of this
technology. To apply them in space is then crucial to gain a deeper understanding of
their operations and develop reliable design tools. The best and fastest path to reach
this ambitious goal is a parallel experimental and numerical effort.
25
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This chapter explains why to adopt a VOF model, shows a literature review and gives
information about the software exploited, OpenFOAM.
2.2 The Multiphase CFD Approach
2.2.1 Generalities
One of the most promising numerical tools for the analysis of PHP heat transfer is the
use of Computational Fluid Dynamics (CFD) codes. In the recent years, the use of CFD
has spread in many flow fields including the one typical of pulsating heat pipes. In the
slug flow regime, interfacial effects are dominant and the accuracy of their estimation is
fundamental for the reliability of the solver. The most advanced multiphase CFD tech-
niques offers the ability to perform a direct numerical simulation (DNS) of the interface
and this is a suitable tool for PHP modelling. In fact, low pattern transitions in PHPs
and Loop LTSs happen and can be driven, for instance, by the heat input or the gravity
acceleration level. (i.e. the slug flow regime is not the only one present in PHPs, it turns
to semi annular and annular at increasing heat power inputs). The actual models based
on the slug/plug assumption are not able to detect any change in the flow regime and
consequently they are not able to accurately represent the device operation too. The
non-dependency of CFD on the flow pattern assumption brings to several advantages:
• Develop more comprehensive and physically based models able to cover wider
ranges of heat input and gravity acceleration levels;
• Detect the phase change transition so as to understand to which extent the lumped
models may be used or modified;
• Better understand the roles of the different existing forces (surface tension, viscous,
inertial, buoyancy) on the phases distributions;
• Study the effect of several parameters of interest which are difficult or actually
impossible to measure experimentally with a high level of accuracy (i.e. thermo-
capillary effects at the triple line wall/liquid, flow motion, pressure and temperature
distribution within the phases).
The direct tracking of the interface demands for an additional computational effort which,
depending on the method used, can be considerable. Moreover, the computational grid
necessary to solve the interface is finer than the one needed to discretize the ensemble-
averaged flow equations. For the similar case of Taylor bubble (pure hydrodynamic
problem without heat transfer), Gupta (Gupta, Fletcher, and Haynes, 2009) suggested
a minimum of five cells in the thin liquid film that surrounds bubbles. An approximate
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film thickness can be calculated with the capillary number as:
δ
R
= 1.34Ca2/3 (2.1)
that for PHPs typical diameters gives results in the order of µm.
The surface tracking formulation is based on two general assumptions:
1. The thickness of the interface is assumed to be zero (then described with a delta
function). This is not real, it has a finite thickness that is a transition region for
the fluids properties. However, for length scales in which the continuum hypothesis
is valid, this assumption is correct;
2. Intermolecular forces determining the interface dynamics can be modeled in the
continuum scale as capillary effects, quantified by the surface tension, concentrated
on the sharp interface.
Surface tracking formulations can be split into two families: explicit and implicit. The
former explicitly locates the surface points on the spatial-temporal domain through a
mathematical relation f(x, t) = 0; the latter exploit instead a marker function defined in
the whole domain that implicitly locates the interface.
The first family leads to the two-fluids formulation. Each phase constitute a sub-domain
and flow equations are written and solved separately for each sub-domain. The coupling
with the adjacent sub-domain is achieved applying interfacial jump equations that rep-
resent boundary conditions. These equations normally consist of analytical or empirical
correlations. The numerical solution of such a set of equations requires methods very
different from the single-phase flow ones. Moreover, the numerical management of the
deforming interface is tough, the most when break-up or coalescence occur; highly de-
forming interfaces can affect the accurateness of the methods and most of the correlations
for jump conditions are problem specific and relies on empirical models that are highly
problem-specific.
The second family leads to the single-fluid formulation. A single set of flow equations is
written and solved throughout the whole flow domain. The flow domain is considered
filled with one fluid whose properties change abruptly at the phases boundary. The
interfacial effects are included in the flow equations as source terms concentrated at the
interface, thus modelled by δ functions. Then, the jump conditions are here replaced by
δ functions and the only boundary conditions needed are those related to the domain
boundary. Numerically, it has to be considered how to advect the marker function and
how to treat the δ function.
The method used to advect the marker function splits the numerical schemes based on
the single fluid formulation into two categories:
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1. Interface tracking methods: the interface is represented by marker points, con-
nected together to form a moving front, advected in a Lagrangian way by the flow
field computed on the background fixed grid. Thus, the interface is advected ex-
plicitly by moving the marker points and every time step the indicator function is
reconstructed by knowing their positions;
2. Interface capturing methods: the interface topology is implicit in the indicator
function field, which is advected by solving a conservation equation.
Depending on how the marker function is advected, each method has its own way to
approximate the delta function and to compute the interface geometry. Three of the
main methods belonging to this family are compared in the next section. A thorough
explanation of each method is instead given in appendix C.
2.2.2 Interface Tracking Methods Comparison
PHP flow regime is complex and needs an appropriate method to be accurately simulated:
bubble detachment, elongation, coalescence and break up are present. Moreover, its flow
is dominated by surface tension forces indeed it is necessary a method capable of precisely
capturing the interface.
Front Tracking (FT) fails in the first issue and is not enough developed. Level Set (LS)
and Volume Of Fluids (VOF) are instead somewhat complementary: the first captures
precisely the interface but lacks in mass conservation and description of rapid changes
in the interface topology, the second preserves mass and captures rapid changes but is
not as accurate in interface resolution. These last two methods are the most widely
used, probably due to their stability, since in both methods only an additional advection
equation is solved with respect to single phase cases. Both methods (or a coupled LS-
VOF), with appropriate treatments or improvements, can reduce their undesirable effects
but there is one field that makes VOF the most utilized method and the one suitable for
the present work. (A part from the easier implementation and the fact that it is already
implemented in many CFD commercial and open codes) It has a lower computational
cost w.r.t. LS since the last rely on higher order discretization schemes that makes it
more computational costly.
2.3 VOF mathematical formulation
The Volume Of Fluids (VOF) method by Hirts and Nicols (Hirt and Nichols, 1981)
exploits the single fluid approach. The main assumptions are that the two fluids are
Newtonian, incompressible and immiscible. The marker function adopted is the volume
fraction α of one of the two phases, say the primary. α is simply advected by the flow
(for the case of incompressible flow, this is equivalent to volume fraction conservation,
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which makes the method mass conservative) and the volume fraction of the other phase,
say the secondary, is calculated as α− 1. All the fluid properties (ρ, µ, generically called
x in eq. 2.2) are computed as the averages over the two phases, weighted with α:
x = x1α+ x2(1− α) (2.2)
A single set of transport equations are set up and solved, together with the volume
fraction transport equation:
∇ ·U = 0 (2.3)
∂(ρU)
∂t
+∇ · (ρUU) = −∇p+∇ · µ(∇U+∇UT ) + ρg + Fs (2.4)
∂α
∂t
+∇ · (αU) = 0 (2.5)
Where: U is the fluid velocity, p is the pressure, g is the gravity vector and Fs accounts
for surface tension force. Energy equation is not present since VOF basic implementations
are adiabatic.
From a macroscopic point of view, the surface tension force is a surface force acting on
the phases interface. In the single fluid formulation with a fixed grid technique makes
more convenient to introduce the surface tension as a body force within the momentum
equation. The most employed method to model surface tension force as a volumetric
force is the Continuum Surface Force (CSF) model by Brackbill et Al. (Brackbill, Kothe,
and Zemach, 1992):
Fs = σκδ(r− rint)n (2.6)
where σ is the coefficient of surface tension, k is the radius of curvature, δ(r) is the Dirac
delta function and n denotes the unit normal vector on the interface. The normal n and
curvature k in eq. 2.6 are defined in terms of the volume fraction (α) via:
n =
∇α
|∇α| (2.7)
κ = ∇ · n = ∇ ·
( ∇α
|∇α|
)
(2.8)
Thus the volume force is located on the finite transition region where ∇α 6= 0, leading
to a smooth variation of the pressure field across the interface.
The implementation of the capillary force by the CSF model is known to be the main
limitation in VOF calculations. Inaccuracies arise in the calculation of normal vector and
curvature because the interface is implicitly represented by the volume fraction values
that encounter sharp changes over a thin region. This lead to the so-called "spurious
velocities", or "parasitic currents", unphysical velocity fields appearing across the in-
terface, which may lead to non-natural deformation of the interface up to the break-up.
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Moreover this artificial velocities can locally enhance heat transfer, thus leading to higher
heat exchanges in presence of a heated wall.
In order to characterize the magnitude of spurious current, the Brackbill test case is used:
a two-phase flow involving a circular droplet in absence of external forces. The single
fluid momentum equation for this case (incompressible, inviscid, absence of gravity) is:
ρ
DU
Dt
= −∇p+ σκ∇α (2.9)
If the pressure gradient and the capillary force are perfectly balanced across the interface,
the right side of the equation is zero and no velocities arise. Then, the appearance of
parasitic currents at the interface is due to the unbalance of pressure and capillary terms
within the momentum equation. The magnitude of these velocities for stationary droplet
has been showed to be up ∝ σ/µ. Refining the mesh grid does not necessarily decrease
the magnitude of parasitic current [citare Havie 46 di magnini-tesi?]
There are two hints for minimizing spurious velocities:
• Pressure and volume fraction gradients have to be evaluated at the same grid
location and discretized with the same derivation scheme;
• Numerically computed interface curvature has to be improved.
A further limitation of VOF is that it is an adiabatic model, thus not providing an heat
transfer equation.
2.4 Pulsating Heat Pipe VOF simulations
Up to date, only few whole PHP CFD-VOF simulations have been carried out. The
quality of these works is not always appropriate given the limitation of VOF.
2.4.1 Flow boiling in mini/micro channels: the works of Magnini and
Georgoulas
Even though the mass flow rate in PHP is not imposed and thus it is not known a priori,
the studies of the the flow boiling regime in mini and microchannels are fundamental to
understand some of the thermofluidic phenomena in the PHP evaporator zone.
Magnini et Al. (Khodaparast, M. Magnini, Borhani, and J.R. Thome, 2015; M. Magnini
and Pulvirenti, 2011; M. Magnini, Pulvirenti, and J.R. Thome, 2013a,b; Mirco Magnini
and John R Thome, 2016) performed an extensive numerical work on taylor bubble flow
hydrodinamcs and heat transfer using ANSYS Fluent and OpenFoam with VOF. They
implemented, via user defined function (UDF), an improved interface reconstruction
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algorithm exploiting an height function. They stated film boiling as the dominant heat
transfer mechanism in liquid film region and found out heat transfer enhancement in
liquid slugs due to recirculation (then: strong influence of bubble frequency). Moreover,
they proposed a heat transfer coefficient theoretical correlation. A schematic of the flow
proposed by these authors is reported i fig. 2.1.
Figure 2.1: Scheme of the decomposition of the flow field within a microchannel, (M. Magnini, Pul-
virenti, and J.R. Thome, 2013b).
They also performed a comparison between the results obtained with ANSYS Fluent
modified via UDF and OpenFoam not modified (it has already an artificial compression
algorithm implemented in order to avoid parasitic currents), stating that the second
needs further improvement to reach their accurateness. An interesting outcome is that
to have a real slug flow, multiple bubbles must be simulated to emulate the heat transfer
process.
Georgoulas and Marengo (Georgoulas and Marengo, 2015, 2016) extensively modified
and validated the open source CFD OpenFoam to improve its two phase flow in micro-
channels simulation accuracy. They improved the interface curvature algorithm and
implemented a model for phase change and dynamic contact angle.
Figure 2.2: Four nucleation sites: bubble growth, detachment and coalescence numerical visualization,
(Georgoulas and Marengo, 2016).
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In particular, they focused on the effect of contact angle, wall superheat and fluid proper-
ties. They found out that turbulence is present in the channel when multiple bubble are
simulated. Then an appropriate model has to be selected in the numerical set-up: they
chose the k- one. Another interesting aspect of their work regards symmetry. They
investigated a circular micro-channel by means of a quasi-2D axisymmetric approach.
Indeed, simulations involved a wedge type symmetry, with only 5 degrees of the whole
channel comprised in it. Moreover, they successfully validated their model.
2.4.2 Review
The first PHP CFD-VOF simulation was performed by Givler and Martinez (Givler and
Martinez, 2009) of Sandia National Laboratory in 2009. They used the general purpose
CFD software FLOW-3D in order to evaluate software capabilities used to model the
coupled multiphysics processes inherent to PHPs. A single loop and a 2 turns PHPs
were simulated. Visual results for the second case are shown in fig. 2.3. The authors did
not describe the model and whether they adopted an interface sharpening technique to
overcome VOF limitations. Moreover, following the criterion proposed by Gupta (Gupta,
Fletcher, and Haynes, 2009), the mesh is too coarse to adequately capture the interface.
Figure 2.3: Volume fraction visualization, Givler and Martinez.
Subash and Pachgare performed the simulation of a 2 turns DI-water PHP with STAR-
CCM+ and compared numerical and experimental results (Nagwase and Pachghare,
2013). Despite the fact that they say to have found the two in good agreement, the
volume fraction results reported shows nothing more than beautiful colourful pictures as
depicted in fig. 2.4.
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Figure 2.4: Volume fraction of vapour obtained by Subash and Pachgare, (Nagwase and Pachghare,
2013). It is nearly impossible to recognize the interface.
Figure 2.5: Temperature results obtained by Lin et Al., (Lin, S. Wang, Shirakashi, and L. Zhang,
2013).
Zirong Lin et Al. carried out the numerical 2D analysis of a 4 turns PHP using ANSYS-
Fluent (Lin, S. Wang, Shirakashi, and L. Zhang, 2013). Results were compared with
experiment. The basic VOF comprised in the software was improved with a phase change
model but interface sharpening was not taken into account. A mesh-independence analy-
sis was performed but the minimum number of cells in the thin liquid film is not reached.
The coordinate system is not specified. Since ANSYS implements both cartesian and
cylindrical coordinates it is not clear which geometry they simulated. The present 2D
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approximation, indeed, in cylindrical coordinates is the reduction of a 3D circular cylin-
der (that is the geometry claimed in the article) while in cartesian to is the reduction
of two parallel flat plates. Results are shown for temperature pattern, see fig. 2.5, and
thermal resistance. Compared with the experimental results, the model was just able to
capture thermal resistance trends.
Figure 2.6: Temperature results by Rudresha and Kumar, (Rudresha and Kumar, 2014).
Rudresha and Kumar executed an experimental and numerical analysis of a 4 turns
PHP charged with different nanofluids. The numerical analysis makes use of ANSYS-
Fluent (Rudresha and Kumar, 2014). The authors only showed the results and only for
temperature, fig. 2.6.
Figure 2.7: Volume fraction results by Pouryoussefy and Zhang: (a) 2D case (Pouryoussefi and Y.
Zhang, 2015), (b) 3D case (Pouryoussefi and Y. Zhang, 2016). The poor resolution of the interface is
clearly visible.
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Pouryoussefi and Zhang numerically investigated the chaotic flow both in 2D (it is not
clear wether the tube is circular and which coordinate system was used) PHP charged
with water and 3D PHP charged with water and ethanol using ANSYS-Fluent (Poury-
oussefi and Y. Zhang, 2015, 2016). The initial distribution in the tube is obtained filling
it with separate liquid and vapour and let them evolve under the action of the present
forces. An energy equation is added to the VOF in which the source term is said to be
zero in the 2D case (no evaporation/condensation, but from results is clear that during
the simulations evaporation and condensation took place) but different from zero in the
3D one. A contact angle is assumed a priori and used to refine the surface normal vec-
tor near the wall. The authors assigned a constant temperature boundary condition at
evaporator and condenser in the first case while in the second one they used the heat
flux at evaporator. Moreover in the 2D case they used a constant time step of 10−5 s
(not defined in the 3D one) while, in particular for multiphase flows, it is preferable an
adjustable one w.r.t the local Courant number (ideally, it should not exceed an upper
limit Co≈0.5 in the region of the interface, p. 62 of ref. (Open, 2011b)). Volume fraction
results are shown in fig. 2.7. The model is validated but it is clear that interface captur-
ing is very poor because of the absence of interface sharpening and, in the 2D case, also
because of a too coarse grid.
Figure 2.8: Comparison between experimental and numerical results, Jiaqiang et Al. (Jiaqiang, X.
Zhao, Deng, and H. Zhu, 2015).
Jiaqiang et Al. performed experimental and numerical analysis of startup and varying
channel diameter performance of a single loop PHP. The software used is ANSYS-Fluent
(Jiaqiang, H. Zhao X. L., J. Chen, Zuo, and Peng, 2016; Jiaqiang, X. Zhao, Deng, and
H. Zhu, 2015). The tube, that is circular, is herein described with Cartesian coordinate
thus numerically equivalent to a flat plate PHP. Energy equation is implemented in the
model but it is not explained the phase change model adopted. Turbulence is taken into
account by means of the k- model. Even if visualization results seem to be in good
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agreement with experimental ones (see fig. 2.8), the interface is poorly resolved and
almost everywhere the thin liquid film is absent. These errors are due to the absence of
interface sharpening and to a not fine enough grid.
Figure 2.9: Volume fraction (left) and temperature (right) results obtained by Liu and Chen, (X. Liu
and Y. Chen, 2014).
Liu and Chen numerically analyzed thermal and hydrodinamic behaviour of a 3D flat
plate PHP using ANSYS-Fluent (X. Liu and Y. Chen, 2014). This is the unique 3D
analysis found in literature even if results are showed only in 2D. Heat transfer PHP is a
conjugate problem which combines heat conduction in the solid and heat transfer to the
two-phase fluid. The two modes were coupled by the authors imposing the continuities of
temperature and heat flux at the interface between the solid and fluid. Then, boundary
condition on temperature is applied to the backplate. This is the first model to account
for the presence of the wall. In order to obtain the initial vapour-liquid distribution in
the tube after charging the working fluid, the initial temperature and velocity field were
applied on the whole computational domain as: T=20◦C, U=0 m/s. After the initial
steady solution is reached, the boundary conditions for the unsteady state simulation
were applied. The volume fraction results are still poor due to absence of interface
sharpening and probably to a coarse grid (that is not explained), see fig. 2.9. Despite
the low precision of results, this study has the merit to have introduced 3D simulation,
wall modelling and accurate description of the process to obtain the initial slug/plug
distribution.
J. Wang, H. Ma, and Q. Zhu, 2015; J. Wang, H. Ma, Q. Zhu, Y. Dong, and Yue, 2016
numerically and experimentally investigated thermal performances of single loop PHP
with varying evaporator/condenser length and with a corrugated configuration. The
software used is ANSYS-Fluent. These are the best work till now: the model is clearly
explained, comprising the phase change, even if it is said to be used a compressible model
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Figure 2.10: Volume fraction results obtained by Wang et Al. (J. Wang, H. Ma, and Q. Zhu, 2015; J.
Wang, H. Ma, Q. Zhu, Y. Dong, and Yue, 2016). Detail of the smooth PHP (left) and of the corrugated
one (right). The second one shows a better interface resolution, probably due to a finer mesh or interface
sharpening.
while incompressible equations are written. Turbulence is taken into account by means
of the k- model and initial distribution of slug and plug is obtained imposing constant
temperature and sub-atmospheric pressure. It is not clear if they used also an interface
sharpening algorithm, but volume fraction results are way better in the second article,
as shown in fig. 2.10.
2.4.3 Summary of whole PHP VOF simulation
A literature review has been carried out in the previous section. Only few PHP numerical
investigations were found and there are still several unsolved issues. The main mistakes
(that are also hints for the present work) are:
• Geometry: 2D in Cartesian means two parallel flat plates. To simulate a cylindrical
tube it is needed either a 2D-axisymmetric domain or, better, a 3D geometry;
• Too coarse grids: at least 5 cells in the film, as suggested by Gupta (Gupta, Fletcher,
and Haynes, 2009);
• Incompressible model: compressibility effects are not negligible in turns;
• Lack of additional models: interface sharpening, evaporation/condensation, contact
angle;
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• Validation: approximative or not present at all. This poses serious questions on
the validity of results;
• Gravity field: no simulations in micro-gravity conditions.
The following interesting hints were instead found:
• Initial distribution of liquid and vapour: under the action of wall adhesion and the
effect of surface tension, the initial state in the PHP can be obtained starting from
separated liquid and vapour (J. Wang, H. Ma, and Q. Zhu, 2015);
• Turbulence model: turbulence could be present in the vicinity of the wall than a
proper model for that should be adopted (k- usually).
The researches previously highlighted dealt with different aspects of PHP performance.
Start-up, different geometries (varying channel diameter, evaporator/condenser length...),
oscillation frequency, heat input and thermal resistance and so on, but no numerical inves-
tigations at all were found dealing with the influence of gravity on the device. Moreover,
all the researchers used commercial CFD software among which the most widely adopted
is ANSYS-Fluent. This aspect need a further discussion that is postponed to sec. 3.2.
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Chapter3
Mathematical Model
3.1 Introduction
The first of the chapter compares different CFD software and explains why to adopt
the open source software OpenFOAM. It provides an application solver, interFoam, that
solves the flow for 2 incompressible, isothermal immiscible fluids using a VOF interface
capturing technique. This solver has already implemented in it an artificial compression
term and an algorithm (MULES) to avoid spurious velocities. Despite this, parasitic
currents are not enough damped and it needs an extra manipulation. Furthermore, this
solver does not account for phase change and the effects of the contact angle, that have
to be implemented by the user.
Georgoulas et Al. (Georgoulas and Marengo, 2015) brought these three modifications to
the basic code in the context of the Marie Curie Actions: Industry-Academia Partnerships
and Pathways. Firstly they developed and validated an adiabatic solver with interface
smoothing. Then they added the phase change and contact angle model, creating a
40
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Pros Cons
Commercial Softwares Wide usage
No modification to the code, only interaction via UDF
Number of cores limited by licence
Costly licence
OpenFOAM
Easy modification of code
Little literatureUnlimited number of coresLarge user community
Free licence
Table 3.1: Summary of pros and cons of the two software options considered
diabatic solver, and further validate it against experiments. The model used in the
following simulations (that is the one by Georgoulas) is thoroughly explained in the
second part of the chapter.
3.2 CFD software comparison
In the literature review different CFD software were found. They can all be grouped
into two category: commercial and open source software. Among open source codes,
OpenFOAM was considered, being the most advanced in this field (large CFD library
and very sophisticated mesh handling capabilities). A third category could be the one of
in-house software but it needs an higher development effort and no articles about PHP
were found exploiting this approach.
Commercial software have the advantage to be widely used by the research community.
All of the reviewed PHP simulations employed such software. The drawbacks of these
programs are cost of licence, limitations imposed by licence to the number of cores em-
ployable and the impossibility to directly modify the code (it is exclusively allowed to
interact with it via user defined functions, UDF).
OpenFOAM instead is completely free of licence, is fully parallelized (no limitations on
the maximum number of cores employable) and allows the user to interact directly with all
the existing parts of the code. The last aspect, in particular, is here of great importance:
the implementation of boiling models in a CFD code requires a lot of interaction with
the other code part. Moreover, there exists a large, user-driven support community
that offers an active interaction with other users. The solely drawback is that (for the
moment) there exist little literature about its usage.
Advantages and disadvantages of the two options are summarized in table 3.1. Consid-
ering the just explained reasons, the collaboration between DESTEC and Dr. A. Geor-
goulas that improved OpenFOAM code and the will of DESTEC to abandon ANSYS
and adopt open source code, OpenFOAM was chosen to carry on this work.
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3.3 OpenFOAM
OpenFOAM (for "Open source Field Operation And Manipulation") is a C++ library
used primarily to create executables, known as applications (Jasak, Jemcov, and Tukovic,
2007; Open, 2011a,b). The code is released as free and open source software under
the GNU General Public License. It is managed, maintained and distributed by The
OpenFOAM Foundation, which is supported by voluntary contributors.
Figure 3.1: Logo of the open source CFD toolbox OpenFOAM.
Within this program, a wide range of application solvers and necessary numerical meth-
ods, operators and utilities are already implemented and tested. An application solver is
the case in which the model of the problem to be solved is contained. There is an applica-
tion solver already implemented in OpenFOAM that solves for 2 incompressible, isother-
mal immiscible fluids with phase-change using VOF that is called interPhaseChange-
Foam. This solver is mainly for cavitation (i.e boiling when p falls below psat) condition
and not boiling (i.e. boiling when T overcomes Tsat), so its phase change model is based
on cavitation sub-models which is a slightly different mechanism. For this reason, in this
work will instead be used interFoam, a solver for 2 incompressible, isothermal immiscible
fluids using a VOF, in the improved version implemented by Dr. A. Georgoulas. Indeed,
interFoam suffers of the common problem of VOF, that is the appearance of spurious
velocity. Moreover, it doesn’t account for phase change and has a poor model for the
contact angle.
Up to date, none have tried the simulation of a PHP with OpenFOAM. In a similar
field, the Taylor flow, some researches exploiting this software were found and considered
in particular to what concerns the numerical set-up of the program (Abishek, King,
and Narayanaswamy, 2015; Ghaini, Mescher, and Agar, 2011; Hoang, Steijn, Portela,
Kreutzer, and Kleijn, 2013; Pattamatta, Freystein, and Stephan, 2014; Pattamatta,
Sielaff, and Stephan, 2015).
3.4 interFoam solver model
The application solver interFoam runs under the following assumptions:
1. The two fluids are Newtonian;
2. The two fluids are incompressible and immiscible;
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3. The flow is adiabatic, thus energy equation is not needed.
Single fluid approach, all the fluid properties are computed as the averages over the two
phases, weighted with the volume fraction α of one of the two phases:
x = x1α+ x2(1− α) (3.1)
Continuity and momentum equation are the usual ones:
∇ ·U = 0 (3.2)
ρ
∂U
∂t
+ ρU · ∇U = −∇p+∇ · µ(∇U+∇UT ) + ρg + Fs (3.3)
in which g is the gravity acceleration vector and Fs is the term that accounts for sur-
face tension force by means of the Continuum Surface Model (CSF) by Brackbill et Al
(Brackbill, Kothe, and Zemach, 1992).
This two equations are solved together with the advection equation of volume fraction
field that in OpenFOAM has an extra compression term to sharpen the interface (the
last one in the LHS of the equation):
∂α
∂t
+∇ · (αU)−∇ · [α(1− α)Ur] = 0 (3.4)
where Ur is the artificial compression velocity with is calculated from the following
relationship:
Ur = nf ·min
[
Cγ
|φ|
|Sf | ,max
( |φ|
|Sf |
)]
(3.5)
where nf is the cell surface normal vector, φ is the mass flux, Sf is the surface area of
the cell, and Cγ is a coefficient, the value of which can be set between 0 and 4. Ur is the
relative velocity between the two fluids due to the density and viscosity change across
the interface. In equation 3.5 the divergence of the compression velocity Ur, ensures
the conservation of the volume fraction α, while the term α(1 − α) limits this artificial
compression approach only in the vicinity of the interface, where 0 < α < 1. The level
of compression depends on the value of Cγ .
It is worth to mention here that the VOF method in OpenFOAM does not solve eq.
3.4 implicitly, but applying the multidimensional universal limiter with explicit solution
algorithm (MULES). Together with the interface compression algorithm that has been
herein described, this method ensures a sharp interface and bounds the volume fraction
values between 0 and 1.
3.5 Sharpening the interface: smoothInterFoam
As illustrated in the previous chapter, VOF method usually suffers from non-physical
parasitic currents in the interface region. These spurious velocities are due to errors in
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Figure 3.2: Comparison of numerical predictions between the original and the modified VOF solver for
the BrackBill’s test case: (a) spurious currents dampening and (b) Laplace pressure difference.
the calculation of the normal vectors and the curvature of the interface that are used for
the calculation of the interfacial forces. These errors emerge from the fact that in the
VOF method the interface is implicitly represented by the volume fraction values that
encounter sharp changes over a thin region. To overcome this issue, smoothed volume
fraction values α˜ are used in curvature calculation. This smoothing is achieved by the
application of the following Laplacian filter:
α˜p =
∑n
f=1 αfSf∑n
f=1 Sf
(3.6)
the subscripts p and f denote the cell and face index respectively and af is the linearly
interpolated value of α at the face center. The application of this filter can be repeated
more than one times in order to obtain an adequately smoothed field but 2 is suggested
from the authors to avoid the levelling out of high curvature regions. Then, the smoothed
curvature of the interface is obtained with the standard formulation:
κ = ∇ ·
( ∇α˜
|∇α˜|
)
(3.7)
The smoothed volume fraction field is used only in the calculation of curvature.
The numerical method so obtained was tested on the Brackbill test case previously de-
scribed. The comparison between interFoam and smoothInterFoam showed that the
second one succeeded in dampening almost at all parasitic current and more accurately
calculate the Laplace pressure difference, see fig. 3.2 The new solver has been also vali-
dated against different pool boiling experiments and the results were in good agreement.
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An example of qualitative comparison between experimental and numerical results is
shown in fig. 3.3.
Figure 3.3: Qualitative comparison of experimental and numerical 3D bubble evolution.
3.6 Accounting for phase change: diabaticInterFoam
Since interFoam does not consider energy equation and phase change, they had to be
added in the model. In this case, governing equations comprise source terms too and the
hypotesis of the models are then:
1. The two fluids are Newtonians;
2. The two fluids are incompressible and immiscible.
3.6.1 Flow equations
The continuity equation with phase change is given by:
∇ · (ρU) = ρ˙ (3.8)
in which U is the bulk velocity, ρ the bulk density and the source term on the right
hand side accounts for the phase change. Despite of this source term the mass is globally
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conserved since all of the mass that is removed from the liquid side of the interface is
added on the vapour side.
The momentum equation is given by:
ρ
∂U
∂t
+ ρU · ∇U = −∇p+∇ · µ(∇U+∇UT ) + ρg + Fs (3.9)
where all the terms have already been explained.
The added equation, that is the energy one, is defined as follow:
∂(ρcpT )
∂t
+∇ · (ρUcpT ) = ∇ · (λ∇T ) + h˙ (3.10)
where cp is the bulk heat capacity, T the temperature field and λ is the bulk thermal
conductivity. The source term on the right hand side accounts for the latent heat of
evaporation (hlv):
h˙ = ρ˙ hlv (3.11)
The volume fraction equation is given by:
∂α
∂t
+∇ · (αU)−∇ · [α(1− α)Ur] = ρ˙
ρ
α (3.12)
where the artificial compression term is maintained.
Finally, the bulk fluid propertie x are computed as per eqaution 3.1:
3.6.2 Phase Change Model
The phase change model is the one by Hardt and Wondra (Hardt and Wondra, 2008).
The evaporating/condensing (depending on numerator sign) mass flux is given by:
jevap =
Tint − Tsat
Rint hlv
(3.13)
where Tint is the interface temperature, Tsat the saturation temperature, hlv the la-
tent heat of evaporation and Rint the interfacial heat resistance, calculated according to
Schrage (Schrage, 1953) as:
Rint =
2− a
2a
√
2piRgas
h2lv
T
3/2
sat
ρv
(3.14)
in which a is an accomodation factor that depends on liquid condition and whether
evaporation or condensation is taking place, Rgas is the specific gas constant of the
working fluid and ρv the vapour density.
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The amount of liquid that evaporates is calculated locally and the resulting source term
field is smeared over a few cells in order to avoid numerical instabilities. The evaporating
mass is taken away on the liquid side of the interface and reappears on the vapour
side, thus conservation of mass takes place. This model acts like a control loop: the
more the temperature at the interface deviates from the saturation value, the more
liquid evaporates and the more the temperature drops locally. This ensures that the
temperature at the liquid-vapour interface always remains very close to the saturation
temperature.
3.6.3 Calculation of the source term
The evaporating/condensing mass flux calculated in eq. 3.13 must be now incorporated
in the governing equations. Then, a volumetric source term has to be defined. In order
to do this, firstly it is calculated a sharp source term, using the so called interface density
which is defined as the surface area of the interface in a cell (Sint) relative to the volume
of the cell (Vcell), using the following relationship:
ρ˙0 = jint
|Sint|
Vcell
(3.15)
Integrating this term over the whole computational domain, the net mass flow through
the entire liquid-vapour interface is obtained:
m˙int =
∫∫∫
V
ρ˙0 dV (3.16)
This value is important for the global mass conservation, in order to ensure that the
magnitudes of the mass sources in the liquid and vapour parts are equal and correspond
to the net evaporation rate.
The sharp source term field is then smeared over several cells (as told before, in order to
avoid numerical instabilities), by solving the following diffusion equation for the smooth
distribution of source terms:
ρ˙1 −∇ · [(D∆τ)∇ρ˙1] = ρ˙0 (3.17)
where ρ˙1 is the smooth source field, D is the diffusion constant and ∆τ is an artificial time
step. Neumann boundary conditions are imposed for the smooth source term field on all
boundaries of the domain. Therefore, the integral values of the sharp and the smooth
source fields remain the same, in spite of the smearing. The width of the smeared source
term field is proportional to
√
D∆τ . In the numerical set-up the value D∆τ is required
and it must be adjusted to the mesh resolution such that the source term field is smeared
over several cells.
Then, a value called αcut is defined to determine the limit within which a cell is considered
to be filled with pure liquid (α < 1 − αcut) or pure vapour (α > αcut). The remaining
cells are the interfacial ones.
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Considering this last definition, the source terms in all cells that do not contain pure
liquid or pure vapour are set to zero. This cropping step is done to ensures that source
terms are shifted into the pure vapour and liquid cells next to the interface (see fig. 3.4).
The interface therefore is not subjected to any source term and is only transported by
the calculated velocity field, and the transport algorithm for the volume fraction field as
well as the associated interface compression, can work efficiently without interfering with
the source term field.
Figure 3.4: Distribution of the final source term in the computational domain.
The remaining source term field is scaled individually on the liquid and the vapour side
through the application of appropriate scaling coefficients. This scaling step ensures mass
conservation:
Nl = m˙int
[∫∫∫
V
(α− 1 + αcut) ρ˙1 dV
]−1
(3.18)
Nv = m˙int
[∫∫∫
V
(αcut − α) ρ˙1 dV
]−1
(3.19)
Finally, the final source term distribution is calculated using the above scaling factors in
the following relationship:
ρ˙ = Nv (αcut − α) ρ˙1 −Nl (α− 1 + αcut) ρ˙1 (3.20)
An example of the final distribution of the source term is depicted in fig. 3.4.
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3.6.4 Modelling of the Contact Angle
Several models describe the evolution of the contact angle of a fluid. One approach is to
assign a constant value to the equilibrium contact angle θe neglecting the contact angle
hysteresis. This is also referred to as a static contact angle model.
An alternative way is the application of a varying value of the angle between surface
and impinging fluid, which depends on instantaneous flow parameters. These models are
called dynamic contact angle models and are closer to reality. One of the most recent and
accurate ones is the Kistler model (Kistler, 1993), which calculates the dynamic contact
angle θdyn using the Hoffman function fHoff as follow:
θdyn = fHoff
[
Ca+ f−1Hoff (θe)
]
(3.21)
where θe is the equilibrium contact angle, Ca is the capillary number of the contact line
defined in sec. 1.4.1 and f−1Hoff the inverse of the function fHoff , which is defined as:
fHoff (x) = arccos
{
1− 2 tanh
[
5.16
(
x
1 + 1.31x0.99
)0.706]}
(3.22)
θdyn depends significantly on the capillary number of the contact line and requires the
input of an equilibrium contact angle. For surfaces which are not ideally smooth, i.e.
which show a distinct contact angle hysteresis, the equilibrium angle θe is replaced by
either a limiting advancing (θA) or receding (θR) contact angle, depending on the sign of
the velocity vector at the contact line. Note that θA and θR are system properties that
are determined from experiments.
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Figure 3.5: Droplet impact: comparison of numerical and experimental results for the spreading
diameter. Simulations are performed using a static contact angle θe=90◦ and the Kistler dynamic
contact angle model (Criscione, Rohrig, Jakirlic, Roisman, and Tropea, 2012).
Fig. 3.5 shows a comparison among experimental results and CFD simulation with static
and dynamic contact angle for the spreading diameter of an impacting water droplet
with an air-cross flow of U∞=10 m/s. It is evident the better performance of the Kistler
dynamic contact angle model w.r.t. the constant contact angle one.
The following chapter deals with the description of the validation experiment (the micro-
gravity experiment by dr. G. Zummo of ENEA). It is clear that, if the model shows good
results also for this case, it will need a further validation in a real space environment.
This will be possible in the frame of INWIP project in which a PHP will fly onboard the
ISS.
Chapter4
Flow Boiling in Microgravity Conditions:
Experimental Campaign
4.1 Introduction
Before being used as a predictive tool, a numerical model needs to be validated against
experimental data. As previously told, the model by Georgoulas has been validated both
against pool and flow boiling cases, showing very good agreement with experimental
data. However, it has never been proved in microgravity conditions. Then, a further
validation is mandatory.
In order to obtain needed information and results, a collaboration was set up in October
between DESTEC (Department of Energy, Systems, Land and Construction Engineering)
and Energy Department of ENEA (Italian National Agency for New Technologies, Energy
and Susteinable Economic Development). Indeed, they participated in the parabolic
flight experimental campaign PFC-65 (funded by ESA) from October 24th to November
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4th, 2016 at Novespace, Bordeaux (France) with two flow boiling experiments (tube
diameters of 2 and 4 mm).
This chapter provides a description of the test rig and of the selected experiment results
used for the validation of the code.
4.2 ESA 65th Parabolic Flight Campaign (PFC-65)
Figure 4.1: Zero-G Airbus A300 during parabolic flight descent.
ESA 65th parabolic flight campaign was held in Bordeux from October 24th to November
4th 2016. It offered 31 periods of weightlessness per flight with three flights conducted
over the course of a week (for a total of 93 parabolas). All the experiments have been
performed aboard the ESA/Novespace Airbus A300 (fig. 4.1 shows the aircraft descent
phase, the one in which microgravity conditions are reached).
Thirty-one parabolic trajectories are performed in each flight: the first one, called
parabola zero, is followed by six sequences, each comprising five consecutive parabolas.
Five minutes at normal g-level are in between each sequence. The parabolic trajectory
is itself subdivided into three parts: 20 s at 1.8g (hyper-gravity) followed by 22 sec at
0.01g (micro-gravity) followed again by 20 sec at 1.8g (hyper-gravity). A 90 sec pause of
normal g-level flight is in between each parabolas.
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4.3 MicroBo (Microgravity Boiling Experiment)
The Institute of Thermal Fluid Dynamics (Energy Department) of research centre Casac-
cia of ENEA (Italian National Agency for New Technologies, Energy and Susteinable
Economic Development) participated in PFC-65 with a flow boiling experiment named
MicroBo. The principal investigator was Dr. Giuseppe Zummo.
4.3.1 Experiment Goal
The objective of the experiment is to evaluate the heat transfer coefficients by means of
temperature and heat flux measurements in the test section (minichannels with circular
secion) and flow pattern data (liquid/vapour configurations recorded with high speed
video camera) at different level of gravity, different mass flow rates and electrical power.
These data (heat transfer coefficients, pressures, temperatures, mass flow rates, flow
patterns) will provide valuable information to increase the knowledge oon two-phase flow
heat transfer in different gravity conditions and for model validation.
4.3.2 Experimental Facility Description
Figure 4.2: A schematic of MicroBo experimental facility.
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The experimental facility named MICROBO (MICROgravity Boiling), is designed to
perform heat transfer experiments in flow boiling at micro and normal gravity conditions.
The loop, sketched in fig. 4.2, consists of a gear pump (Gmax = 500 ml/min), a filter,
a flow-meter, an electric pre-heater, the test section (where boiling phenomena occur), a
condenser, two expansion tanks (that serve also as fluid storage).
The test section is made with a pyrex tube (total length l = 180 mm). The tube is
equipped with an Indium Tin Oxide transparent heater, covering a portion of the tube
(l = 160 mm). This portion of the tube is heated uniformly by Joule effect using an
electric supplier with 4 A and 160 VDC. Internal tube diameters of 2.0 mm and 4.0 mm
were tested in horizontal position both on ground and in microgravity conditions. A
picture of the test section is given in fig. 4.3.
The condenser section is realized by means of two fans and a peltier cell. The so cooled
down liquid returns at the storage tanks, closing the loop. The loop is equipped with pre-
cision pressure transducers at tube inlet and outlet (Druck PTX 600, accuracy: ±0.08%)
and a differential pressure transducer (Druck PTX 120/WL, accuracy: ±0.1%). Ten
thermocouples are attached externally on the tube side in the visualization region (5 on
the top side and 5 on the down side each separated by 10 mm, k type, ±0.15 K, 1000 Hz
mediated by acquisition program to 1 Hz) and two internally on the fluid side at the end
of the heated portion (TUAU and TUAD in figure 4.3). High speed flow visualization
is performed by means of a CCD camera (MotionPro Y3S1, 750 fps, 1280x1024). The
experiment is controlled by two computers (named Alpha and Omega).
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Figure 4.3: Picture of the actual MicroBo test section. The twelve thermocuples are highlighted with
their names. The heated portion is the central one.
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The working fluid is perfluorohexane (C6F14 brute chemical formula), a fluorinert liquid
used in electronics cooling and widely used for experiments of boiling on parabolic flights.
The experimental loop derives from the previous version of the experiment that flew
during the PFC-59 and PFC-61 in November 2013 and September 2014, respectively.
Many components, the hydraulic loop, the electrical system, and the electronics were the
same components used in the previous parabolic flight campaigns.
Figure 4.4: MicroBo mounted onboard the Zero-G A300.
4.3.3 Hydraulic Loop and Experiment Procedure
The detailed MicroBo hydraulic loop is showed in figure 4.5. The loop is firstly evacuated
from air with a vacuum pump and then filled with perfluorohexane (previously evacuated
from air).
Starting from the bottom right, two storage tanks contain an extra amount of liquid
used against flow leakage and as pressure oscillation damper. If some air enters the loop
through tanks membrane, a series of valves can be manually exploited to evacuate this
non-condensable gas.
Once activated, the pump draws the liquid into the loop. Pressure is measured after the
pump exit. A mass flow meter (FMC) measures and regulates the mass flow inside the
loop. After FMC, the pre-heater (PH) heats up the liquid to a temperature such that test
section inlet temperature has the desired sub-cooling level. Indeed, a difference of wall
temperature of about 10 degrees is reported between pre-heater outlet and test section
inlet. Temperature measured at this section are pre-heater wall temperature (Twph) and
pre-heater outlet tube wall temperature (Tph).
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Figure 4.5: Technical draw of MicroBo hydraulic loop.
At the inlet of the test section, pressure (pin) and wall temperature (Tpin) are measured.
As told, the fluid is heated by means of an ITO film heater. Wall temperature of the
test section are measured in the visualization portion of the experiments by means of 10
thermocouples (T1 to T5 on the top-side of the tube, T6 to T10 on the bottom-side).
Two more thermocouples (TUAU on the lower part and TUAD on the upper part) are
sticked on the inside of the tube at the end of the heated portion. Visualization of the
flow is carried out with a CCD camera in the last 60 mm of the heated portion.
After exiting the test section, liquid is cooled down by two forced air heat exchanger and
a peltier cell (when activated).
The experimental procedure applied was to select a mass flow rate and vary the input heat
flux at each parabola to reconstruct flow boiling curves. All data were acquired (both
microgravity and hypergravity) in the last two seconds of the given gravity condition.
This assures quasi-steady operations during visualization phase.
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4.4 Preliminary Experimental Results
Preliminary experimental results are given in terms of recorded images, measured quan-
tities (temperature, pressure, mass flow rate, gravity acceleration) and calculated quan-
tities such as heat flux and corrected heat flux.
The first category of results spans all the possible flow regimes inside a tube, from bubbly
to annular flow and, sometimes, to dry out. The upper part of figure 4.6 shows the
visualization results in hyper-gravity while the bottom part shows results in microgravity
for the 4 mm ID test section. The two pictures were taken during the same parabola at
the same conditions (except for gravity). The difference between the two is very clear:
the first one is a bubbly flow regime with stratification while the second is a Taylor
bubble flow (the present condition satisfies all the static confinement criterion explained
in chapter ?? but diameter is slightly bigger than Gu one, about 3.73 mm, and much
bigger than Garimella’s).
Figure 4.6: Two shots from PFC-65 at the same conditions (except gravity). At the top, hyper-gravity,
at bottom microgravity.
The second class of results comprises numerical data obtained from loop sensors. Tem-
peratures obtained by thermocouples and gravity level are reported for an entire parabola
in fig. 4.7.
Finally, some calculated values are part of these preliminary results. The power input
and the heat flux are calculated knowing the values of tension and current erogated by
the power supply to the ITO heater and the external area of the tube (i.e., the external
diameter, dext=4.8 mm). Due to ambient heat losses this is not the exact heat flux
absorbed by the liquid. Furthermore, the same applies to the temperature measured by
external thermocouples. In order to have the corrected values some calculation are made.
First of all, the heat flux to the fluid is given by:
q =
Qel −Qloss
S
(4.1)
where q is the actual heat flux, Qel = I · V is the electric power input (I is the current,
V the voltage), Qloss is the heat loss to the ambient and S = pidiLh is the heat exchange
surface (di is the internal diameter, Lh the heated length). Qloss is calculated with a
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Figure 4.7: Data acquired for the whole parabola 24. Description of measured temperature has been
given in section 4.3.3; AccZ is acceleration along vertical axis given in multiples of g.
series of specific tests in vacuum conditions in order to correlate heat losses with the
difference between the wall and the ambient temperatures.
Secondly, wall temperatures on the fluid side are calculated with Fourier’s law:
Twi = Ti − q
k
(4.2)
where Twi is the calculated internal wall temperature at ith thermocouple (that, for
continuity, is the same of the fluid at the wall), Ti is the temperature measured by the ith
thermocouple (i.e., the external wall temperature), q is the heat flux and k the thermal
conductivity of glass.
Finally, heat transfer coefficients are obtained from Newton’s law:
hi =
q
Twi − Tb (4.3)
where hi is the heat transfer coefficient at ith thermocouple and Tb is the fluid bulk
temperature. The latter is calculated considering a linear trend between Tsat and Tin in
the subcooled portion of the channel (zsub):
Tb(z) = Tin +
Tsat − Tin
zsub
· z (4.4)
zsub is calculated with the Garimella method (Lee and S. V. Garimella, 2008) and z
is the axial position measured from channel inlet. In the present case, however, zsub
corresponds to the whole channel length.
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4.5 Author Activities at ENEA
From December 12th to December 16th the author was hosted in research centre Casaccia
of ENEA to perform some ground tests and get acquainted with the physical phenomena
studied, and to select a case of interest and digitalize its visualization results. The time
spent there was very useful to gain a deeper understanding of the problem and nonetheless
to get in touch with experimental researchers.
4.6 Selection of the Data Set to be Reproduced
Since the objective of the thesis is the study of the effects of gravity on confined two
phase flows, the first criterion to select the data set to reproduce is the flow regime. In
particular, the Taylor bubble one, identified as the basic flow regime in PHPs, has been
selected. As second criterion it has been used the simplicity to recognize each Taylor
bubble. Indeed, reproduce a highly complicated flow pattern in which it is difficult
to distinguish the single bubbles would have represented an unjustified effort. Finally, a
smaller domain would be preferable in that it saves computational times without affecting
results accuracy.
The third criterion is satisfied by the 2 mm ID test section (smaller volume to simulate).
The first one is only satisfied by the bigger test section. During hypergravity, the 2
mm section undergone thermal crisis conditions at an heat input level was too low to
have Taylor flow in microgravity. For this reason, only bubbly flow was observed in
microgravity. Finally, the second criterion is satisfied (under specified conditions) only
by the 4 mm test section. Indeed, under different conditions, it exhibits well distinct
Taylor bubbles, while the other test section is always more chaotic. For these reasons,
the 4 mm test section has been chosen for the validation process.
The test section with internal diameter of 4 mm was used in the second day of PFC-65 (in
the morning of 2nd November 2016). To make a choice among the different mass fluxes
and heat inputs tested, it has been evaluated the presence of Taylor bubble flow and the
simplicity of bubbles evolution (most part of the bubbles occupies almost all the channel,
few bubble coalescence and break-up). The resulting case was the one of parabola 24,
whose data are reported in table 4.1. The reported values are all means of the measured
value. Indeed the experiment is considered to be at stationary conditions in that the
acquisition is made only for the last two seconds out of twenty-two of microgravity.
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G pin pout Tin Tout Tsat accz qin
[kg/m2s] [bar] [bar] [K] [K] [K] [kW/m2]
Parabola 24 113.98 1.547 1.522 323.69 341.47 343.13 0.0368 g 12.876
Table 4.1: Data from parabola 24
In order to analyze and reproduce each bubble, they have been digitalized using the
open-source software ImageJ. Not all the visualization domain has been considered in
this process: the part chosen is the one in which the most part of bubbles has a diameter
comparable to the channel one. In the present case, then, it has been considered as
bubble "inlet" the space between the first and second couples of thermocouples (the red
line in figure 4.8). Finally, bubble considered in this process are the ones that, at bubble
"inlet", have a diameter comparable to the channel one.
Figure 4.8: Digitalization process with ImageJ. From the top: flow picture, mask of the selected
bubbles, analysis and labelling of the selected bubbles. The red vertical line represents the bubble
"inlet".
ImageJ gives as output a file in which dimension and position of each bubble is presented
in terms of pixels. Considering the image zero of each parabola, that is, a photograph of
the system taken without any bubble inside the tube, it is possible to derive the diameter
value in pixels and from it evaluate all software results in millimetres. In the present
case, ID=84 pixels, ED=101 pixels.
The numerical approach has been to simulate a train of bubbles with dimensions equal
to a mean real-bubbles dimension and constant frequency equal to a mean real-bubbles
frequency rather than consider each single experimental bubble. Indeed, the aim of this
thesis is not to exactly reproduce the experiment but to preliminary assess efficacy of
the numerical set-up for the subsequent validation. Mean dimension and frequency were
extrapolated from ImageJ data. Results and discussion of the numerical analysis is given
in the next chapter.
Chapter5
Numerical Simulations Set-up and Results
5.1 Introduction
The numerical analysis of fluid flows and heat transfer is carried out following the pro-
cedure described below:
1. Real problem statement;
2. Theoretical model of the real problem, comprising hypothesis, governing equations,
initial and boundary conditions;
3. Spatial and temporal discretization;
4. Numerical method to solve the mathematical problem;
5. Solution of the mathematical problem;
6. Verification and validation of the code.
These passages have been highlighted for sake of clarity, for they had been used both
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to assess the accuracy of the numerical analysis found in literature and to carry out the
hereafter explained simulations campaign against dr. G. Zummo data.
5.2 Hardware&Software
To acomplish the tasks of this thesis, the Xenon Work Station (WS) of Department
of Energy, Systems, Land and Construction Engineering (DESTEC) of the University of
Pisa was used. The operative system is Ubuntu 15.10 and the hardware characteristics are
shown in fig. 5.1. In particular, 24 CPUs were allowable. In each simulation the domain
was subdivided among the optimum number of cores according to the rule of thumb of
160.000 cells per core. This number is a trade-off between the decrease in computational
time due to the higher number of CPUs used and the increase in communication time
among processors (it is possible to verify the efficacy of this statement by comparing
ExecutionTime and ClockTime output. The less the difference, the beeter the domain
distribution).
Figure 5.1: Xenon Work Station hardware and operative system characteristics
The CFD software employed was openFoam 2.2.1. The visualization tool adopted was
Paraview 3.12.0. Other applications used were Swak4Foam and gedit to edit the input
C++ files. Physical properties of fluids are calculated with NIST Refprop 8.0 (Lemmon,
Huber, and McLinden, 2007).
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5.3 Numerical Set-up
The numerical set-up adopted in this work is borrowed by the work of Georgoulas et Al.
They performed a large numerical campaign in order to assess the best numerical set-up
in terms of conservation, stability, boundedness and simulation time.
The simulation procedure followed is subdivided in four phases:
1. Creation of geometry using blockMesh utility;
2. Setting up space and time discretization schemes together with solution algorithms
and intial and boundary conditions;
3. Running a first simulation only with liquid phase for 0.1 seconds to initialize the
flow;
4. Patch the bubbles in saturated conditions and simulate the behaviour of the con-
fined flow.
A detailed list of commands imparted to the software to make simulation is given in
appendix D together with input files used in appendix E.
Geometry. This is a trailblazer work, towards the full code validation in microgravity.
The primary target is to test set-up efficacy. Then, in order to reduce computational
time, a 2D axy-simmetric geometry is used, generated by OpenFOAM via the wedge
patch type (fig. 5.2). It consists in employing only a portion of cylinder, with open-
ing angle of less than five degrees. This assumption means also neglecting the effects
of gravity that is not so far from reality given the micro-gravity conditions of present
validation experiment. It is however clear that to have a full validation a 3D case is
necessary. Furthermore, 110 mm of the channel were simulated. Of these, 60 mm are in
adiabatic conditions while the other 50 mm are heated. The simulated heated portion
is highlighted in figure 5.2 by the red box and roughly corresponds to the experimental
visualization portion. The adiabatic length is used to let evolve bubbles before entering
the heated region and to dampen pressure fluctuations. Indeed, in the sub-cooled case
non equilibrium conditions are created (sub-cooled liquid and saturated vapour) and the
systems answer with pressure variations (as stated by Clausius-Clapeyron equation). The
so generated pressure waves could strongly modify bubbles shape or even break them.
Further informations on geometry generation can be found in section E.3.1.
Mesh. The mesh for the present work is made by a uniform grid of 859.375 square
elements (1 along x-axis, 125 along y-axis, 6.875 along z-axis). Each cell is 16x16 µm.
This mesh size is chosen after mesh independency study trials (the mesh independency
threshold from the hydrodynamic point of view is 32 cells per bubble characteristic
diameter. Furthermore, a fine enough mesh is needed to have physical evaporation rates
with a threshold of at least 85 cells.)
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Figure 5.2: Axysimmetric geometry using the wedge patch type of OpenFOAM.
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Courant number&time step. The Courant number is a non-dimensional number
introduced in 1928 by Courant, Friedrichs and Lewy (Courant, Friedrichs, and Lewy,
1928) and it gives a necessary condition onto the time step to ensure convergence for the
numerical solution of partial differential equations. It is a dimensionless number that
compares the time step to the characteristic time of transit of a fluid element across a
control volume. The principle behind the condition is that, for example, if a particle is
moving across a discrete spatial grid and it is wanted to compute the pressure gradient
at discrete time steps, then the duration of each time step must be less than the time for
the particle to travel to adjacent grid points. The definition of the Courant criterion for
the 1-D case is the following:
C =
δt|U|
δx
≤ Cmax (5.1)
where δt is the time step, |U| is the magnitude of the velocity through that cell and δx
is the cell size in the direction of the velocity. From this definition the maximum time
step is obtained.
For convergence, it is known that Cmax = 0.5 for two phase problems and Cmax = 1
for single phase cases (the less C, the more accurate the results). In the present work
a conservative value of 0.4 is chosen for two phase flow while 1 is adopted in the single
phase run. Since the Courant criterion must be satisfied in all of the cells and since the
flow velocity can be very different from point to point, a variable time step based on the
local Courant number is chosen. At each step, the Courant number is calculated at each
cell and upon it the following time step is computed. It is also defined a maximum time
step of 10−3s. Further informations on time control can be found in section E.4.1.
Discretization schemes. Point-to-point interpolations of values exploits a linear scheme
(central differencing), time derivatives are discretized with a euler scheme, for gradient
and laplacian terms it is used a Gauss scheme with linear interpolation and correction for
component normal to a cell face while for divergence terms it is adopted a Gauss scheme
with different interpolation schemes depending on the term (linear, upwind, vanLeer,
intefaceCompression). Further informations on discretization schemes can be found in
section E.4.2.
Solution schemes. The pressure-velocity solution algorithm chosen is PIMPLE (Pres-
sure Implicit Method for Pressure Linked Equation), a coupling of the two traditional
PISO (Pressure Implicit with Splitting of Operator) and SIMPLE (Semi-Implicit Method
for Pressure Linked Equations) algorithms. Linear solvers are defined for each variable
to be calculated. A preconditioned conjugate gradient (PCG) with geometric-algebraic
multi-grid (GAMG) pre-conditioner for pressure and evaporation rate (psi0), Gauss-
Seidel for velocity and preconditioned bi-conjugate gradient (PbICG) with diagonal
incomplete-LU (DILU) preconditioner for curvature and temperature. Further infor-
mations on the solution schemes can be found in section E.4.3.
Liquid and vapour properties. Liquid and vapour saturation properties are calculated
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Inlet Top Outlet Wedges Bottom
U fixedValue fixedValue pressureInletOutletVelocity wedge emptyU=0.072 m/s U=0
T fixedValue fixedGradient zeroGradient wedge emptyT=342.13 K ∇T=0; ∇T=244,533.0
p fixedFluxPressure fixedFluxPressure fixedValue wedge empty∇p=0 ∇p=0 p=0 MPa
alpha1 fixedValue dynamicKistlerAlphaContactAngle zeroGradient wedge empty
α=1 α=1; θR=1◦, θA=5◦
k zeroGradient zeroGradient zeroGradient wedge empty
Table 5.2: Boundary conditions
with NIST Refprop 8.0 (Lemmon, Huber, and McLinden, 2007) at inlet conditions. Given
the inlet pressure (pin=0.154 MPa), the corresponding values of input parameters are
reported in table 5.1.
ρ Cp k ν Tsat hev σ
[kg/m3] [J/kgK] [W/K] [m2/s] [K] [J/kg] [N/m]
Perfluorohexane Liquid 1587.9 1134.40 0.0527 2.185 ·10
−7
343.13 79728 7.288·10−3Vapour 20.3 970.13 0.0149 6.131 ·10−7
Table 5.1: Saturation properties of perfluorohexane at inlet condition (pin=0.154 MPa) (Lemmon,
Huber, and McLinden, 2007)
Initial conditions. The initial conditions for the two phase problem are obtained
running first a single phase case for the time needed to get an hidrodinamicallu developed
flow. Four different liquid temperature were tested: saturation temperature and 1 to 3
degree of subcooling. All sub-cooled simulations failed in that bubblse are broken by
sudden peaks in pressure (see section 5.4.2). For the working simulations, bubbles are
patched on the single phase solution. The heat input is activated after 0.5 seconds so
that, when the first bubble enters the heated portion, internal wall temperature is the
same as in the experiment.
Boundary conditions. Boundary conditions are reported in table 5.2. Boundaries are
reported in figure 5.2. The reported name is exactly the name of the boundary condition
implemented in OpenFOAM. There are:
• zeroGradient: imposes zero gradient to the variable on the specified patch;
• fixedValue: imposes a fixed value to the variable on the specified patch;
• pressureInletOutletVelocity: calculates velocity based on pressure;
• fixedFluxPressure: calculates pressure based on velocity;
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• dynamicKistlerAlphaContactAngle: calculates contact angle with Kistler dynamic
contact angle model (explained in section 3.6.4);
• wedge and empty: boundary conditions to create a quasi-2D axysimmetric geome-
try in OpenFOAM;
Inlet velocity is calculated from experimental mass flux (reported in table 4.1): U = G/ρ;
four inlet temperature were used, saturation and from one to three degrees of sub-cooling
(only one degree of subcooling is tabulated), gradient of temperature at the wall in the
heated portion is calculated with Fourier’s law (∇T = q/k); outlet pressure is set to zero:
since the simulation runs under incompressible assumption, it represents the reference
value for pressure in the channel; θR and θA are respectively receding and advancing
contact angle of perfluorohexane on glass.
Flow regime. The flow regime is laminar for the Reynolds number being Re'1290, well
beyond the transition limit (Recr=2300). However, it is known that each bubble generates
a wake in the fluid and a recirculation zone (Khodaparast, M. Magnini, Borhani, and
J.R. Thome, 2015).
Bubbles. Bubbles shape and frequency is taken from the experiment as mean of bubbles
real shape (dimensions are showed in figure 5.3. Since in the sub-cooled case there is
condensation before entering the heated region, bubbles are bigger) and frequency (10
bubbles/sec). The number of simulated bubbles is 7 (the same as the first experimental
bubble train). All Bubbles are patched at the same location in the adiabatic region, i.e.
at a distance from the inlet equal to three times the internal diameter.
Figure 5.3: Bubble dimensions. The upper one is for the saturated case; below it the one for one degree
of subcooling. Since in the sub-cooled case there is condensation before entering the heated region, in
order to have the same dimensions at heated region entrance as the saturated case a bigger bubble is
needed upstream.
Results acquisition. Results acquisition is done by adopting two software: Paraview
for extracting simulation results and ImageJ for experimental one.
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Temperature is acquired at the same location as in the experiment (take as reference
figure 5.2); it is measured by plotting over time its value inside one cell and averaging
relevant values.
Velocity and volume are taken at the same nose position from entrance in the simulated
heated region (15, 20, 25, 30, 35 and 40 millimetres, chosen to have at least one diameter
between the last position and the pressure outlet. This one, in fact, affects the last
portion of the flow). For the experiment it is used the following procedure: the output
of ImageJ gives the coordinates of the bubble smallest bounding rectangle. Nose and
tail velocity are calculated as the difference of nose and tail z-coordinate between two
following images divided by the time passed between the two images acquisition. Volume
is calculated taking the area of each digitalized bubble. This value is divided by the width
of the bubble to obtain a rough height of an equivalent rectangle. This value is taken as
the diameter of a cylinder of height equal to bubble width and its volume is considered
to be the one of the bubble. This he error with this procedure is estimated to be about
20%. In the simulation, velocity is acquired averaging the values in the proximity of the
interface (α = 0.5) and volume is precisely calculated by the software.
All presented values are averages over time of the considered parameter for a given
position. Both the experimental and numerical flow, in fact, are let developing for a
sufficient time to reach quasi-steady operations.
5.4 Results and Discussion
Four different simulations were carried out, each one with distinct inlet liquid tempera-
ture. Saturation temperature and one to three degrees of sub-cooling were tested. Out
of these four simulations, only the saturated one ran without problems. For this rea-
son it was possible to compare only this simulation with the experimental data (section
5.4.1). The other simulations showed numerical and procedural issues that highlighted
the limitation of present implementation of the evaporation model (section 5.4.2).
5.4.1 Simulation and Experiment Comparison
In this section similarities and differences between simulation and experiment are showed
and explained. First of all, consider figure 5.4. It shows the comparison between the
experimental visualization, their filtered version and the numerical flow pattern images.
The first thing that catches the eye is bubble dimension. In fact, it is clear that the
numerical one is way larger than the experimental one. To explain this difference, it is
worth to understand which processes determine bubble growth. Considering the exper-
imental case, four mechanisms are in action, two that enhances bubble growth and two
that promotes condensation. The heat input provides the formation of a super-heated
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thermal boundary layer near the wall (about fourteen degrees of super-heat). This can
act in two ways: if a nucleation site is present, new bubbles are formed; if it is not, when
a bubble passes inside it, evaporation occurs at liquid-vapour interface and the bubble
grows. The second growth factor is bubble merging: different nucleation sites are dis-
tributed all long the channel and lots of small bubbles are produced there. These smaller
bubbles merge with the bigger ones, increasing their volume. Furthermore, merging be-
tween big bubbles is also present. The opposite effect is given by liquid sub cooling and
liquid slug recirculation. These factors both enhances vapour condensation at bubble
menisci (nose/tail). Liquid sub cooling acts as a conductive heat sink for the hotter bub-
ble. Liquid slug recirculation, instead, activates convection in the vicinity of the bubble,
accelerating heat transfer between it and the sub-cooled liquid.
Consider now the simulation case. Out of the four mechanisms previously explained, only
two are still there. A super-heated thermal boundary layer is present with about 8 degrees
of super-heat, six less than the experiment (see figure 5.5 in which super-heat degree
is calculated as the difference between wall temperature and fluid bulk temperature).
Such a lower thermal boundary layer temperature in the simulation with respect to
the experimental one suggests a lower volume increase but in fact this doesn’t happen.
The model is also able to predict the liquid slug recirculation due to bubble passages.
However, in the simulation the effect of this phenomenon on condensation is not present
since both liquid and vapour are saturated. In a word, simulation doesn’t account for
condensation but only for evaporation and this is the main responsible for the larger
volume in the simulated case (further explanation on this issue is given in section 5.4.2).
As stated, the other two phenomena present in the experiment (dispersed bubble flux
and merging, sub-cooling) are not simulated. In particular, not even the most updated
flow boiling model (Magnini and Thome, 2017) is capable to consider nucleate boiling
and dispersed bubble flux. No mergings were observed in the simulation.
Summarizing the first observation, there is a larger increase in bubble volume in the
simulation than in the experiment. In the former the final volume is about 2.5 times
the initial one while in the latter it is 2 times the initial one. This is mainly due to the
fact that simulated liquid is at saturation temperature while experimental liquid is sub-
cooled. One could expect bubble merging to play a significant role, but instead vapour
condensation has a stronger effect.
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Figure 5.4: Visualization results comparison. On the left, experiment images; in the middle their
digitalization with ImageJ; on the right the simulated volume fraction.
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Figure 5.5: Comparison between superheat in the experiment (black line) and in the simulation (red
line).The super-heat degree is calculated as the difference between wall temperature and fluid bulk
temperature
Figure 5.6: Comparison between mean volume measured at same nose locations in the experiment
(black line) and in the simulation (red line).
The second notable thing is related to bubble shape. Even if micro-gravity conditions
are present in the experiment, bubbles are not axy-simmetric as expected and as simu-
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lated. They are only nearly axy-simmetric. This is due to at least three non-symmetric
conditions: heat input is not perfectly symmetric (bubbles are nearer to the bottom part
of the tube and this is because an higher heat input is there provided), onset of nucleate
boiling disrupts symmetry and gravity level is not perfectly zero. On the contrary, the
simulation was ran under axy-simmetric hypothesis. To better represent this data set,
then, a 3D case is needed. Shapes comparison shows two similarities of the numerical
analysis with reality: tail shape and superficial waves. Waves are present both in simu-
lated and experimental case and are reported also in literature. When a wave, that starts
from bubble nose, reaches the tail, its shape is modified. Initially it has an elongated,
rounded aspect; then it flattens and creates a recess. From the last position, it flattens
again and then returns to a rounded shape. Then, the tail continuously goes back and
forth in this process. This affects tail velocity comparison as explained later on.
It is worthwhile to remark here, before going on with more quantitative comparisons,
the problem of dispersed bubble flow. As explained, there exist no models that take into
account this phenomenon. However, as evident in the left part of figure 5.4, a lot of
dispersed bubbles are present. This points out the needing for modelling also nucleate
boiling phenomena and dispersed bubble flow.
Figure 5.7: Comparison between mean tail (left) and nose (right) velocity measured at same locations
in the experiment (black line) and in the simulation (red line).
Consider now the differences in nose and tail velocities (see figure 5.7). At 40 mm,
numerical velocities are nearly double the experimental ones. First of all, consider tail
velocity. As previously explained, the tails are moving back and forth due to the presence
of superficial waves. This effect is well captured in the numerical frame: the difference
between tail velocities at 15 mm and 20 mm is due to this effect (the measurement
captured the instant in which tails were receiding); on the contrary, using ImageJ output
to calculate velocity magnitude is less accurate. What is obtained here is a mean tail
velocity that doesn’t account for tail oscillations. Then, a comparison between numerical
and experimental velocity values is difficult. Bubbles nose evolution, instead, is similar in
the two case so that a comparison is possible. Two outcomes should be highlighted. The
first one is that the model captures quite well the nose velocity trend (they are similar).
The second one is the great difference in magnitude between the two cases. This is due
to the higher evaporative mass flux in the numerical domain that depends on the higher
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temperature in the simulation domain with respect to the experimental one. Indeed,
newly evaporated mass pulls the already present one, accelerating the bubble nose.
The heat transfer coefficient (HTC) is for sure one of the most important parameters
related to the design of thermal management system. Calculation of HTC is made using
equation 4.3, considering as fluid bulk temperature the one measured on the tube axis.
The following description is made with reference to figure 5.8. As for temperature, the
first numerical thermocouple is out of range. It is placed 10 mm downstream the begin-
ning of the heated region. Probably this distance is not sufficient to obtain a developed
thermal boundary layer. Indeed, the second thermocouple (placed 20 mm downstream
the beginning of the heated region) shows a more reasonable HTC. Neglecting the first
thermocouple, HTC absolute values and trends comparison could be highlighted. HTC
magnitudes are very different: the numerical one is at least twice the experimental one.
HTC experimental trend is linear and also the numerical one is nearly linear. The slope
of the experimental HTC curve is slightly steeper than the numerical one.
Figure 5.8: Comparison between mean tail (left) and nose (right) velocity measured at same locations
in the experiment (black line) and in the simulation (red line).
Four heat transfer phenomena occurs inside the real channel. Heat conduction through
liquid phase (both in the film and in the bulk), heat convection in the bubble wake, evap-
oration of liquid-vapour interface and evaporation due to nucleate boiling. All of them
are present also in the numerical domain but the fourth (see figure 5.9 for the comparison
of simulated and experimental mechanisms). This would suggest the experimental HTC
to be higher than the numerical one but in fact this doesn’t happen. This difference is
explained by the difference in temperature of the two cases. In the simulated case liquid
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is at saturation temperature. This means that heat is transferred mainly by liquid film
evaporation. On the contrary, in the experimental case the liquid is sub-cooled. Evapo-
ration of the liquid film is present but there is also non-negligible sensible heat transfer
to raise liquid film temperature. In these conditions, the evaporative mass flux is higher
in the simulated case, and for so reaches higher void fraction and shows a semi-annular
flow pattern while the experimental flow pattern is always slug and plug. Then, the
simulated HTC is higher than the experimental one for the heat transfer process exploits
latent heat of evaporation rather than sensible heat. Moreover, the simulated flow pat-
tern (semi-annular) is known to be more efficient (Mameli, 2012). In the experiment,
not even the contribution of nucleate boiling and bubbles merging is able to induce flow
pattern transition. As a consequence, the superheat degree in the simulation was higher
than the experimental one.
Figure 5.9: Heat transfer processes in the simulation channel (a) and in the experimental channel (b).
5.4.2 Model and Procedural Limitations
Consider now the sub-cooled liquid case. The first limitation encountered is a procedural
one. In absence of a bubble nucleation model (that in any case would require a really
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great computational effort), bubbles were patched in the domain already with their di-
mensions and at saturation temperature. Then, in the channel arises a thermodynamic
non-equilibrium condition: saturated vapour together with sub-cooled liquid. This way
of patching is un-physical in that vapour should be at the same sub-cooled condition of
liquid phase. Indeed this is a physical but meta-stable condition. The system the system
reacts in order to restore the equilibrium conditions with a pressure fluctuation given by
Clausius-Clapeyron equation:
∆p =
hev
T (vv − vl) ·∆T (5.2)
in which hev is latent heat of vaporization and v is the specific volume of the two phases
at the specified temperature. This equation describes the variation of pressure with
temperature along the equilibrium liquid-vapor saturation curve.
v T ∆T ∆p
[m3/kg] [K] [K] [Pa]
Perfluorohexane Liquid 0.00063 342.13 1 4844.4Vapour 0.04851 343.13
Table 5.3: Values used in the evaluation of ∆p in Clapeyron equation and correspondent result.
Considering the present case (with data showed in table 5.3), the expected pressure
variation is ∆p=4844.4 Pa. Pressure for the case is plotted in picture 5.10 from 0.1 to
0.3 seconds. Data are taken 60 mm after the position of bubble patching in order to
show better details of residual fluctuation. As visible, two peaks in pressure occured in
this period and they exactly happened after patching a bubble. The magnitude of these
peaks is slightly different from time to time and the values in the vicinity of the patched
bubble are reported in table 5.4.
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Figure 5.10: Presure trend 60 mm after the patching site. The two peaks corresponds to a patched
bubble. It is visible the residual pressure fluctuation between the two patching events. Since the model
adopts the hypothesis of incompressible flow, p=0 is the reference value for pressure and for so negative
pressure appears.
1 2 3 4 5 6 7
pmax [Pa] 4990.2 4695.3 4361.5 3952.13 4233.1 4022.0 4150.3
Table 5.4: Maximum pressure values 2 mm behind the patched bubble reported in the first row, 0.001
sec after patching it.
Numerical results are similar to the theoretical value of ∆p. Furthermore, it is possible
to see a residual pressure fluctuation (not visible in the saturated case) due to this
phenomenon. This residue grows after the insertion of new bubbles and it is never damped
out. However, the influence of this oscillation is small but a great number of bubbles could
create increasing pressure fluctuations in the channel. Pressure is calculated with respect
to a reference pressure (pref = pout(Tsat); then, real pressure values are given by p =
psim + pref ) and for this reason negative values occurs. The actual code implementation
allows to put vapour only in saturated condition, irrespectively of liquid temperature. In
order to avoid the aforementioned issue it should instead be possible to patch bubbles in
thermodynamic equilibrium with liquid phase.
Together with this behaviour, one model limitation was highlighted by the subcooled case.
After all the bubbles were patched, pressure continued to fluctuate with small amplitude
as a consequence of the previous explained process. Suddenly, 0.1 sec and 0.125 sec after
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the last patching, two strong variation of pressure, much stronger than the previously
explained ones, broke bubbles. This is due to a limitation in the code implementation.
As explained in section 3.6.2, the interface resistance exploits an accomodation factor to
be calculated. This factor depends on whether evaporation or condensation is happening.
As an example, in literature its value is suggested to be 1 in case of evaporation and 0.05
in case of condensation (Kunkelmann, 2011; M. Magnini, 2012). In the present case, when
bubbles enters the heated region, evaporation and condensation took place at the same
time. Two different values of this parameter should be given to the software together
with a sub-routine to select which of the two must be used in the considered cell (in this
case, 1 for evaporating cells, 0.05 for condensing one). At present, the implemented code
allows to load only one value for this factor and that is the reason for the appearance of
a non-physical pressure that breaks bubbles up.
Figure 5.11: Presure trend 60 mm after the patching site. No bubbles were patched in the period
showed. Two very strong peaks are visible, the first negative, the second positive. All the other fluctua-
tions (that are present) are not visible due to the magnitude of these peaks.
Figure 5.11 shows this behaviour and figure 5.12 depicts 3D reconstructed volume fraction
results three milliseconds after the peak. The two peaks (one negative and one positive)
are so great that any other pressure fluctuations (that, as previously seen, are taking
place) is not visible in the chart.
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Figure 5.12: 3D reconstructed volume fraction results three milliseconds after the second peak.
A final remark about the accomodation factor should be given. A part in the case
of saturation, for which 1 is suggested, there is very little literature about its value
(Kunkelmann, 2011; M. Magnini, 2012). Indeed, 0.05 is suggested for condensation
and was herein used for the sub-cooled case but the value have to be modified for each
different level of sub-cooling. In order to have more precise sub-cooled simulations with
evaporation/condensation, further studies on this topic must be accomplished.
5.5 Thesis Work Summarization
Results herein explained are the outcome of a one-year work. Over 500 GB of simulated
data were produced in this period. About 70 simulations were run to finalize the set-up
of the simulation whose results are showed. Indeed, before selecting Zummo experiment,
the author tried to simulate two other experiments (Magnini and Khandekaar). The
difficulty to obtain all the input information of past experiments convinced us to set-up
a close cooperation with an on-going experiment.
As an example of the computational effort, consider the last simulated case (whose set-up
was presented in this chapter): the seven bubbles employed 20 days to exit the channel.
The simulated time is 2 seconds. 20 cores were used.
Conclusion & Way Forward
5.6 Conclusion
The superior heat transfer capabilities of two phase wickless devices are attractive for
future spacecraft thermal management. Recently, an hybrid LTS/PHP only for space
applications (or space PHP) with higher heat transfer rate than has been proposed. This
points out the necessity of increasing the knowledge of confined flow inside such devices
and to renew modelling efforts in this field.
As a first step towards the validation of a new VOF model implemented in OpenFOAM,
results of a flow boiling experiment in microgravity tested during 64th ESA-PFC was
numerically reproduced. Comparison between experimental and numerical results ex-
hibited very different outcomes and pointed out major issues in present two phase flows
modelling.
First of all, it was not possible to reproduce the sub-cooled condition present in the
experiment. Indeed, the actual model is not able to account at the same time for evap-
oration and condensation. It was then mandatory to adopt saturation conditions. This
assumption turned out to strongly affect numerical results with respect to experimental
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ones. Indeed, the simulated saturation condition implied that all the heat input in the
liquid film is dissipated via evaporation (i.e. latent heat). On the contrary, in the exper-
iment the heat input is distributed between sensible heat and latent heat of evaporation
of liquid film. This is reflected in an higher simulated evaporative mass flux and void
fraction, that turned out to produce a semi-annular flow instead of the slug and plug
regime observed in the experiment. This whole process is the reason for the simulated
heat transfer coefficient to be at least twice as much as the experimental one. Conse-
quently, in the simulation a lower superheat degree was calculated. At present, there
exist no model capable of considering liquid sub-cooling.
Secondly, the dispersed bubble flow, heavily present in the experiment, was completely
neglected. Even if the sub-cooling was the main responsible for the observed differences,
onset of nucleate boiling plays an important role in the heat transfer process of the
channel. At present, there exist no model that considers dispersed bubble flow and
bubbles are patched in the numerical domain with dimensions comparable to the channel
ones.
Finally a procedural limitation in the sub-cooled cases was highlighted. The bubble
patching process, in fact, is non-physical: bubbles in saturation condition were patched
in a sub-cooled liquid instead of being sub-cooled . The model showed a physical answer
to this issue with the insurgence of pressure fluctuations according to Clausius-Clapeyron
equation.
On the other side, the model is able to predict the trends of all the considered variables
(temperature, velocity, volume and heat transfer coefficient). It captured also bubbles
shape and superficial instabilities.
5.7 Way Forward
Given the model limitations, in the near future it is mandatory to update it in order
to reproduce also sub-cooling cases (that is, the possibility to have two values for the
evaporative coefficient). After model updating, a new simulation campaign will have
to be set-up against the presented experimental data. If possible, a 3D axysimmetric
case will reproduce in higher details the experiment. The results of this campaign will
provide valuable information whether to consider the implementation of a model for onset
nucleate boiling.
The ultimate horizon of the model updates is the validation of the code against the data
that will be obtained from INWIP project in 2020.
Appendices
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AppendixA
Two phase devices genealogy
A.1 Introduction
Two phase passive devices have evolved in history through different morphologies and
operation types. Generalities about them has been given in section ??. These devices
has some common main part: evaporator and condenser, (eventually) adiabatic section,
working fluid and can be wicked or wick-less. In this appendix, a brief history is given
with particular emphasis on space applications, operation principle and advantages and
disadvantages.
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A.2 History
Gravity assisted termosyphon (TS)
The first known two phase heat transfer de-
vice and forefather of the modern devices, it
is well known since the 18th Century.
Heat is supplied to a liquid in the evaporator,
causing it to evaporate. Because of buoy-
ancy, vapour moves to the upper and colder
part of the device, the condenser, and con-
densate. Gravity returns condensed vapour
to the evaporator, that is for this reason lo-
cated in the lower part of the device.
This type of termosyphon can’t work in anti
or no gravity condition and so can’t be im-
plemented in space applications. Figure A.1: Schematic of a TS (D. Reay, McGlen,
and P. Kew, 2013)
Heat Pipe (HP) Firstly patented in 1944
by Gaugler (Gaugler, 1944), it wasn’t devel-
oped until 1963, when Grover presented a
new patent (Grover, 1963) in which he gave
its current name to this device. Since that,
a number of variants have been proposed,
such as Variable Conductance HP (VCHP)
and Diode HP (heat transmission only in one
direction).
The major novelty is that HP overcomes
the limitation of traditional termosyphon
to work in anti-gravity condition. This is
achieved adding a wick structure filled with
liquid onto the internal wall of the pipe. Figure A.2: Schematic of a HP (D. Reay, McGlen,
and P. Kew, 2013)
The difference in capillary pressure between evaporator and condenser ends of the wick
(due to the difference in capillary radii generated by ) circulates the fluid against friction
and gravity. Typical heat performance: 50 W/cm2.
HP was first orbited and tested aboard an Atlas-Agena rocket (that carried the ATS-2
satellite) on 6 April 1967 and then applied on GEOS-II, launched on 11 January 1968.
The main limitation of this device is the inability to transport heat over long distances.
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Capillary Pumped Loop (CPL) and
Loop Heat Pipe (LHP) CPL and LHP
were invented in the same period to over-
come the main limitation of HP. CPL ap-
peared in 1966 in USA (Stenger, 1966) while
LHP in 1974 in USSR (Gerasimov and May-
danik, 1974).
CPL and LHP differs from HP in that
vapour and liquid lines are separated (both
made with capillary tubes) and the wick
structure is present only in the evaporator.
Furthermore, LHP has also a compensation
chamber embedded in the evaporator that
helps to control pressure and temperature.
Typical heat performance: heat load up to
7 kW, heat flux up to 70 W/cm2 and heat
transport distance up to 23 m.
Figure A.3: Schematic of a LHP (Ku, 1999)
The first space test of CPL occured on 12 April 1985 aboard space shuttle Discovery
(STS-51D) and the one of LHP occurred in 1989 aboard a Russian spacecraft. LHPs
operating with ammonia as working fluid are currently the most popular thermal control
device for high powered telecommunication satellites.
The drawback of these devices resides in the expensive wick structure needed to operate.
Reverse termosyphon (RTS) The forefa-
ther of this class of two phase heat transfer
device was patented by Andersson in 1940
(Andersson, 1940). Since that, numerous
variants have been investigated.
It consists of an evaporator (E), a condenser
(C) and an accumulator (A). These ele-
ments are interconnected and constitute a
loop. The connecting lines are thermally in-
sulated. Two check valves are inserted in the
loop, one in the liquid line and the other in
the return line.
Figure A.4: Schematic of a RTS (Filippeschi, 2006)
A single cycle of periodic heat and mass transfer can be divided into two main parts:
a transfer time, where the liquid is transferred from the evaporator to the accumulator
through the condenser and a return time, where the liquid collected in the accumulator
comes back to the evaporator. Different ways to obtain this process have been proposed
so far: decreasing pressure in the evaporator (periodical interruption of heat supply to
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the evaporator or evacuation of the liquid inside the evaporator), increasing pressure in
the accumulator (periodical supply of heat to the accumulator, very good for electronic
cooling since evaporator temperature remains constant) and gravity assisted (placing the
accumulator over the evaporator).
This device has no spaceflight heritage (da verificare) even if the second category ex-
plained herein was proposed for space applications by Ogushi in 1986.
The major drawback of TS is its complexity (layout and needs for control electronics).
Pulsating Heat Pipe (PHP) It’s the last
evolution in two phase heat transfer sys-
tems. The first concept similar to PHP was
introduced by Smyrnov in 1971 (Smyrnov
and Savchenkov, 1971). Afterwards, Acachi
(Acachi, 1990, 1993) proposed a more prac-
tical design variation that has become the
most investigated.
A PHP simply consists in a capillary diam-
eter tube bended in many turns, evacuated
and partially filled with a working fluid. The
flow pattern is another great distinctive fea-
ture: liquid and vapour phase are randomly
distributed inside in the form of liquid slugs
alternated to vapour plugs. It is able to op-
erate in microgravity conditions without any
control valve.
PHP has not even been completely under-
stood and tested in space but its unique fea-
tures makes it the best candidate for present
and future heat transfer challenges: it is sim-
ple, cheaper than HP and LHP (no porous
wick inside), light and flexible, with low ther-
mal resistance and high heat flux transfer
capability.
Figure A.5: Schematic of a PHP (Khandekar and
Groll, 2004)
Maximum Heat Load Maximum Heat flux Minimum Thermal Resistance
[kW] [W/cm2] [K/W]
HP 50
CPL, LHP 7 70
PHP
Table A.1: Heat performance comparison of different two phase heat transfer devices
Appendix A: Genealogy 87
Table A.1 summarize heat transfer performance of the heat pipes family. History and
evolution of two phase heat transfer devices are instead shown in fig. A.6
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Figure A.6: Genealogy of two phase heat transfer family
AppendixB
PHP operational parameters
B.1 Introduction
Loop Termosyphon (LTS) and Pulsating Heat Pipes have been confronted in chapter
2 and little about their working principle has been told. In particular, among all the
parameters that influences a PHP, only the relation between tube diameter and gravity
has been thoroughly explained. In this appendix, the other known PHP influencing
parameters are highlighted.
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B.2 Heat Input
The heat input plays an important role in PHP operations. It directly influences start-
up, flow pattern and thermal resistance of the device. Indeed, there are experimental
evidences of a strong coupling between the two-phase flow pattern and the system thermal
behaviour (Spinato, Borhani, and J.R. Thome, 2016).
Figure B.1: Phenomenological trends for the effect of input heat flux (Khandekar and Groll, 2004)
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There exists a minimum heat flux to make the PHP start to operate and only when the
input heat flux is greater than this minimum value the PHP start to operate. Otherwise,
no apparent oscillation motions of the working fluid can be observed. This minimum
heat flux is usually called the start-up flux of the PHP and it depends on working fluid
and filling ratio. Indeed, superheat is needed to induce nucleate boiling in the evaporator
then low specific heat and saturation temperature reduces the start-up heat input (X.
Liu, Y. Chen, and Shi, 2013).
The fluid motion inside a PHP is due to the pressure difference between evaporator
and condenser section. The driving force is then provided by the heat input. It has
been experimentally observed that, with increasing heat input, the flow pattern changes
according to the following scheme, represented in fig. B.1:
A. Slug flow and poor oscillation;
B. Slug flow with oscillations;
C. Slug flow with circulation and flow reversals;
D. Slug from the condenser and transition-to-annular flow from the evaporator with
circulation and non-frequent flow reversals (flow direction tends to be fixed);
E. Slug from the condenser and annular flow from the evaporator with flow circulation.
In conjuction with flow pattern variation, heat input influences PHP equivalent thermal
resistance. The latter is defined as:
Req =
Tmax − Tmin
Qin
(B.1)
Req diminishes with increasing Qin until dry-out appears in the evaporator section. At
this time, equivalent heat resistance increases again. Therefore, a PHP works better in
a region with high heat input i.e. annular flow and fixed flow direction. That is slightly
different from the definition of PHP, but it is comprehensible considering that the main
heat transfer mechanism is thin film evaporation. This process provides higher heat
performance than convective or nucleate boiling (as can be seen in fig. B.2) so having a
longer thin film, like in case of annular flow, is beneficial on the overall performance.
B.3 Working Fluid
The selection of the working fluid has a significant influence on the heat transfer perfor-
mance of PHP. The effects of different physical properties on the performance of PHP are
quite different and the influence of the working fluid on the PHP is the trade-off result of
these physical properties. Particularly important are surface tension, latent heat, specific
heat, viscosity and thermal conductivity.
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Figure B.2: Variation of heat flux and heat transfer coefficient with wall superheat in boiling as
reported by Nukiyama (Nukiyama, 1984)
Surface tension: The oscillation motions of the working fluid is affected by the capillary
resistance that is in proportion with the surface tension. As a result the working fluid
with larger surface tension has larger capillary resistance. On the other hand, the working
fluid with higher surface tension will increase the critical diameter of the PHP according
to table 1.2. Furthermore, higher surface tension results in higher pressure drops but an
increased pressure drop requires greater bubble pumping and thus a higher heat input to
maintain pulsating flow. The actual influence of the surface tension on the heat transfer
performance of PHP is the trade-off of these aspects
Latent heat: Lower latent heat is beneficial in generating bubbles more quickly, as well
as shorten the start-up time. When the latent heat of the working fluid is low, lower
superheat of tube wall can start the PHP. The liquid slug oscillating velocities may be
increased and the heat transfer performance of the PHP also improved; on the other
hand the dry-out phenomenon may occur at lower heat input levels.
Specific heat: A high specific heat will increase the amount of sensible heat transferred.
Because in most of the cases a great percentage of the total heat transfer in a PHP is due
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to sensible heat, a fluid with a high specific heat is desirable. However, a higher specific
heat means a higher start-up heat flux.
Viscosity: A low dynamic viscosity reduces the shear stresses in the channel and de-
crease the pressure losses. This reduces the required heat flux to maintain the oscillation
motion.
Thermal conductivity: The effect of thermal conductivity of the working fluid on
PHP is not only reflected on the temperature distribution, but also the response time
of PHP. Larger the thermal conductivity is, faster the heat can be transferred in the
PHP. Furthermore, it decreases the temperature difference between evaporator and the
condenser section.
Nano-fluids: Recently nano-fluids (homogeneous, stable mixtures including a base fluid
and nanoparticles, usually metallic) have been tested to enhance PHP heat transfer
performance. Adopting this type of fluids, PHP showed quicker start-up, stable operation
at lower heat flux, lower thermal resistance and lower temperature difference between
evaporator and condenser section.
B.4 Filling Ratio
Filling ratio (FR) is defined as the ratio between working fluid volume to the total volume
of the PHP. Therefore, two operational limits are present: FR=1 means a tube completely
filled with liquid thus only sensible heat transfer happens while FR=0 means an empty
device and heat transfer due to conduction through tube walls. Two more limits can
be defined. FR→1 in which case there are only few bubbles that are not sufficient to
generate the required perturbations to start the motion; FR→0 in which case there is
very little liquid to form enough distinct slugs and there is a tendency towards dry-out
of the evaporator and the operational characteristics are unstable.
The working range of PHPs lies in between the last limits defined, with FR=0.1÷1.
However, there exists an optimal range of the charge ratio for PHP, in which the PHP
shows better performance than that beyond this range. illation motions increased with
the charge ratio. Although there actually exists an optimal range of charge ratio that
make the heat transfer performance of the PHP better than that beyond this range
(FR=0.4÷0.7), the optimal range is very difficult to identify. In fact, it seems that
working fluid, inclination angle and heat flux together influence this value.
Figure B.3 shows a summary of the influencing parameter discussed till now. The map
identifies the operational boundaries of the closed loop pulsating heat pipe.
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Figure B.3: Boundary conditions for CLPHP operation
B.5 Evaporator and Condenser Length and Capacity
Evaporator and condenser heat capacity limits the overall thermal performance of a PHP.
If the maximum heat flux acceptable by the evaporator or condenser is overcome, the
exceeding part of heat can not be transferred.
Another important geometric parameter is evaporator and condenser length. It has been
shown that PHPs with shorter evaporator sections have greater heat flux capabilities.
This is because when the evaporator length is small, the heated length of each U-turn
in the evaporator is also small: it is easier for the fluid to transit the U turn completely
and to be refreshed with other colder fluid.
B.6 Cross Section Shape and Channel Configuration
Cross section shape may greatly affect flow pattern transition and then heat transfer
characteristic of PHP. Tested shape are often circular for its building simplicity but
rectangular and triangular cross section were also employed. In particular, the triangular
shape demonstrated higher heat transfer capabilities than the rectangular one with the
same hydraulic diameter.
Channel configuration also plays an important role in supporting flow motion. Liu et
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Al. (S. Liu, J. Li, X. Dong, and H. Chen, 2007) showed that, varying the inner diameter
of the tube and then reducing symmetry, an extra unbalancing capillary force arises
and transition to annular flow is more likely to occur. This configuration goes slightly
against the PHP characteristic of high simplicity but points out that a way to enhance
PHP performances is increasing the internal pressure disturbances.
B.7 Number of Turns
PHP operations are affected by the number of "U" turns within it. It was found that, if
the number of turns is adequately high, a PHP can work in all positions (from vertical
to horizontal), making completely negligible the effects of inclination angle. On the con-
trary, a low number of turns inhibits PHP functioning below a certain inclination angle.
There should then exists a critical number of turns over which operation are possible
irrespective of orientation. This number depends on the other fundamental parameters
such as inner diameter, heat flux level, filling ratio and working fluid. Charoensawan and
Terdtoon (Charoensawan and Terdtoon, 2008b) clearly showed this trend testing PHPs
in horizontal orientation with 5, 11, 16 and 26 turns. The five turns device never worked
while the others started to work above certain heat input thresholds (the minimum of
which was obtained for the 26 turns device).
The influence of this parameter can be explained as follow. A greater number of turns
means more distinct locations for heat to be applied and more local pressure drops. The
higher level of perturbation strengthen the oscillations, giving the ability to operate also
in horizontal position ad reducing the heat input threshold.
AppendixC
Models and methods
C.1 Lumped and Distributed Parameters Models
There exist two research branch at present regarding PHP numerical simulations: one
that follows a lumped parameters approach and the other that follows a distributed
parameter one. In order to choose which of these is the more suitable for the scope of
this thesis, past studies of the two branches had been revised. Summary and conclusion
of this work have been shown in section 2.2.
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Figure C.1: Lumped parameters model control volumes
C.1.1 Lumped Parameters Models
A lumped parameter model simplifies the description of the behaviour of spatially dis-
tributed physical systems by considering dependent variables concentrated at singular
points in space. Therefore, these variables are function of time alone. In general, this
will mean solving a set of ordinary differential equations (ODEs).
Holley and Faghri (Holley and Faghri, 2005) developed a one-dimensional model for the
analysis of closed loop pulsating heat pipes with capillary wick and varying channel
diameter working with water. The working fluid is always in the form of liquid slugs and
vapor plugs which are always alternated. This model is not well representing a real PHP
for it considers the presence of a wick structure, uses only water as working fluid, neglect
the local pressure drop due to the presence of turns and was only qualitatively validated.
Starting from the model by Holley and Faghri, Mameli et Al. (Mameli, Marengo, and
Zinna, 2012; Manzoni, Mameli, Falco, Araneo, Filippeschi, and Marengo, 2014; Manzoni,
Mameli, Falco, Araneo, Filippeschi, and Marengo, 2016) have spent a great effort to de-
velop a realistic PHP lumped model in order to investigate the device performance, com-
prised the effects of gravity. They added different types of working fluid, local pressure
drop due to meanderings, sub-cooled and over-heated conditions for liquid and vapour,
treatment for vapour as a compressible van der Waals gas and homogeneous as well as
heterogeneous phase change model. Still, the model present some strong assumptions:
presence of slug and plug only (that is true only for a narrow flow range), neglectance of
the liquid film and of contact angle effects.
A similar work had been brought up by the japanese Senjaya and Inoue (Senjaya and
Inoue, 2013) with particular treatment for liquid film and bubble generation but hypotesis
are more stringent than the one by Mameli and the model hasn’t been further developed
yet.
A novelty in this field is represented by the model of Gürsel et Al. (Gürsel, Frijns,
Homburg, and Steenhoven, 2015). They stated that a PHP can also be seen as a quasi-
one-dimensional mass-spring-damper model where the liquid slugs are represented by
masses, the vapor plugs by non-linear springs and the friction and the capillary forces by
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Figure C.2: (a) Schematic view of pulsating heat pipe with 5 turns. Black and white portions represent
liquid slugs and vapor plugs, respectively. The PHP is heated in the evaporator section (red) and cooled
in the condenser section (blue). (b) Mass-spring-damper representation of the PHP. The location of
the evaporator, adiabatic and condenser sections are indicated by the colored inner ring (Gürsel, Frijns,
Homburg, and Steenhoven, 2015)
non-linear dampers. A schematic of the model proposed is depicted in fig. C.2.
The comparison with both numerical and experimental results shows good agreement at
least in the slug-plug regime. This work has the positive feature to highlight a new way
to see the PHP process but it is affected from similar problems of previous presented
models.
C.2 The Multiphase CFD Approach
The three main interface tracking method are here thoroughly explained.
C.2.1 Front Tracking Method (FT)
Among the several versions of the Front Tracking algorithm for multiphase fluid-dynamics,
the most famous is the one developed by Tryggvason (Tryggvason, Bunner, Esmaeeli, Ju-
ric, Al-Rawahi, Tauber, Han, Nas, and Jan, 2001; Unverdi and Tryggvason, 1992). This
method belongs to the interface tracking category. The interface, or front grid, is tracked
by a Lagrangian frame and its position precisely described. However, in order to handle
processes like bubble break-up and coalescence some artificial treatment rules need to be
introduced during the computation. Moreover FT is slightly developed.
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Figure C.3: Iso-level curves from a level-set formulation. The zero value iso-level curve (highlighted in
blue) locates the phases interface
C.2.2 Level Set Method (LS)
In the LS method, proposed by Osher (Osher and Sethian, 1988), the marker function is
a smooth function defined as the minimum distance of a cell from the interface (LS is an
interface capturing method). This function is convectively transported with the velocity
field. The zero isoline of the level-set function, represents the interface position. Positive
values correspond to one phase and negative values to other.
This method accurately compute interface normal vector and then curvature and surface
tension. On the negative side, LS requires the use of high order schemes to avoid un-
physical oscillations of the interface and this means higher computational times. The
major drawback is its difficulty in mass conservation, especially when the interface is
poorly solved by the grid, as for highly curved interfaces or thin fluid layers.
C.2.3 Volume Of Fluids Method (VOF)
VOF was originally proposed by Hirt and Nichols (Hirt and Nichols, 1981) and is an
interface capturing method. This method calculates a field that contains information
about the volume fraction of one of the phases in a numerical cell and which is convectively
transported with the velocity field. The volume fraction field has a stepped form at the
position of the interface.
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Figure C.4: (a) Schematic illustration of the VOF method, (b) close-up of the free interface region. α
is the volume fraction
VOF is able to preserve mass and does not need high order schemes, resulting in lower
computational costs. Moreover, it traces more easily rapid changes in the interface topol-
ogy and is then more suitable for joining interfaces (e.g. bubble coalescence) or breaking
one (e.g. bubble break up or detachment), processes both present during PHP oper-
ations. On the contrary, it does not give satisfactory results in the calculation of the
interface curvature (and then surface tension) leading to the formation of undesirable
spurious velocity vectors at the vicinity of the interface.
AppendixD
Procedures
D.1 Introduction
OpenFOAM is a C++ library and doesn’t provide a graphical user interface (GUI). All
the setup is given via input files, written in C. Commands to the solver are instead
imparted using the terminal. In this appendix, commands used and input files are listed
together with the followed procedure.
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D.2 List of commands for Zummo simulation
After the generation of input files (initial and boundary conditions, geometry, constants
and numerical set-up), a first case is run with only liquid present for 0.1 second to
initialize the flow. Hereafter the order of commands imparted to OpenFOAM:
1. Generate geometry and mesh: blockMesh;
2. Check geometry and mesh and provide a log file: checkMesh | tee checkMesh;
3. Generate results file: touch results.foam;
4. Decompose domain among processors: decomposePar;
5. Initialize the solver: mpirun -np 8 myInterFoamVOFSmoothEvap -parallel | tee
log;
6. Reconstruct domain and results: reconstructPar;
After the first simulation, a second one is started patching a bubble each 0.1 seconds
(temporal distance obtained considering the mean bubble frequency and dimensions of
bubbles in Zummo’s experiment):
1. Copy necessary folders: last time folder of SP solution and constant and system;
2. Generate necessary files: mapFieldsDict, alpha1, setFieldsDict (bubbles at satura-
tion temperature);
3. Map fields on TP case: mapFields ../SP
4. Modify folders: rename the time folder with name 0 and delete the uniform folder
inside it;
5. Set alpha field: setFields;
6. Generate results file: touch results.foam;
7. Decompose domain among processors: decomposePar;
8. Initialize the solver: mpirun -np 16 myInterFoamVOFSmoothEvap -parallel | tee
log;
9. Reconstruct domain and results: reconstructPar;
10. Postprocess.
From the second bubble on, repeat the procedure without mapping fields every time
(that is, consider only points 1 and from 5 to 10).
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D.3 List of Commands for Data Analysis
Post-processing has been done with Paraview. For volume reconstruction these filters
have been applied:
• Clip: clip a sphere or a box around the considered bubble;
• Isovolume: use it on alpha1 with a threshold of 0.5 (interface);
• Integrate Variables and select "cell data": this shows the volume of a slice of 5◦ of
bubble. Multiplying it by 72 (360/5), the complete volume is obtained.
In order to reconstruct 3D bubbles these other filters have to be applied:
• Contour: set alpha1 with a threshold of 0.5 (interface); ;
• Rotational Extrusion: in order to extrude quasi-2D to 3D;
• Reflect: in order to have results on the background, make them visible and reflect
them;
• Colour selection: select "solid colour" in the visualization toolbar and change
colours in each filter "display" menu.
D.4 Remote Connection Set-up
All the thesis work has been accomplished in remote, connecting from author personal
computer to Xenon work station. It is worthwhile here to thanks Dr. Davide della Vista
for he spent several days to set-up properly the work station remote connections. His
precious collaboration made possible all the simulation campaign.
The main problem of using Xenon WS is that it is connected to the standard University
of Pisa network. This systems provides access to the network only for 6 hours after login.
Then, it logs out. This means the necessity to connect to WS via VPN (Virtual Private
Network) to start WS connection in a light desktop (xfce, in which is not possible to use
graphical software like paraview) and then connect to the real desktop via TeamViewer
(or another client). The procedure to create the connection and connect was the following
(first four points must be done once only):
1. Login in the account to which you want to have remote access;
2. Since gnome is no longer supported by XRDP sessions, you must utilize a lighter
desktop environment for use with XRDP (xfce4 works very well): sudo apt-get
install xfce4;
3. Activate the light desktop: echo xfce4-session> /.xsession;
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4. Set-up VPN connection to UniPi: on Windows, register on https://vpn.unipi.it/
and download PulseSecure. On Ubuntu, download certificate and configuration
file from http://www.sid.unipi.it/polo6/docenti/vpn/ and use them to configure
network manager;
5. Start the VPN connection;
6. Connect remotely to WS: using Remote Desktop Connection in Windows and Rem-
mina Remote Desktop in Ubuntu (or equivalent remote desktop client), select the
protocol RDP (also VNC works but RDP is more stable) and give the IP address
of WS: 131.114.29.174;
7. Login to network: after entering the account, open browser and login to University
network with active credentials;
8. Access the real desktop with TeamViewer (or similar).
In Ubuntu, if Network Manager fails the VPN connection, there is a back-up strategy
adopting openconnect (until PulseSecure will be available for Linux, in which case it is
recommended to use it).
1. Open terminal in user computer;
2. Install openconnect: sudo apt-get openconnect;
3. Other application to install (if not yet installed): sudo apt-get install network-
manager-openconnect; sudo apt-get install network-manager-openconnect-gnome;
4. Access UniPi VPN: sudo openconnect –juniper vpn.unipi.it that will ask you the
credentials;
5. Wait for the message of session established: ESP session established with server;
6. Redirect packets to VPN (deviating onto tun0): sudo route add -net 131.114.29.174
netmask 255.255.255.255 dev tun0 [this step has to be done every time the VPN is
shut down];
7. Continue from point 6 of the previous list.
AppendixE
Input Files
E.1 Introduction
In this appendix all the input files needed to run a thesis simulation are given. The case
from which they are kept is the saturated one. Differences with the sub-cooled cases
are three: initial and inlet temperature (file "T" in section E.2.2), interface resistance
(variable "Rph" in file "transportProperties" section E.3.2) and bubble dimensions
(file "setFieldsDict" in section E.4.4).
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E.2 "0" Folder
E.2.1 Velocity initial and boundary conditions ("U" file)
FoamFile
{
version 2.0;
format ascii;
class volVectorField;
location "U";
object U;
}
// * * * * * * * * * * * * * * * * * * * * * //
dimensions [0 1 -1 0 0 0 0];
internalField uniform (0 0 0);
boundaryField
{
adiabatic
{
type fixedValue;
value uniform (0 0 0);
}
heated
{
type fixedValue;
value uniform (0 0 0);
}
bottom
{
type empty;
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}
inlet
{
type fixedValue;
value value uniform (0 0 0.0717829288);
}
outlet
{
type pressureInletOutletVelocity;
value uniform (0 0 0);
}
wedgeRight
{
type wedge;
}
wedgeLeft
{
type wedge;
}
}
E.2.2 Temperature initial and boundary conditions ("T" file)
FoamFile
{
version 2.0;
format ascii;
class volScalarField;
location "0";
object T;
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}
// * * * * * * * * * * * * * * * * * * * * * //
dimensions [0 0 0 1 0 0 0];
internalField uniform 343.13;
boundaryField
{
adiabatic
{
type zeroGradient;
}
heated
{
type fixedGradient;
gradient uniform 244553.004178537;
}
bottom
{
type empty;
}
inlet
{
type fixedValue;
value uniform 1;
}
outlet
{
type fixedValue;
value uniform 343.13;
}
wedgeRight
{
type wedge;
}
wedgeLeft
{
type wedge;
}
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}
E.2.3 Pressure initial and boundary conditions ("p_rgh" file)
FoamFile
{
version 2.0;
format ascii;
class volScalarField;
location "0";
object p_rgh;
}
// * * * * * * * * * * * * * * * * * * * * * //
dimensions [1 -1 -2 0 0 0 0];
internalField uniform 0;
boundaryField
{
adiabatic
{
type fixedFluxPressure;
gradient uniform 0;
}
heated
{
type fixedfluxPressure;
gradient uniform 0;
}
bottom
{
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type empty;
}
inlet
{
type fixedfluxPressure;
gradient uniform 0;
}
outlet
{
type fixedValue;
value uniform 0;
}
wedgeRight
{
type wedge;
}
wedgeLeft
{
type wedge;
}
}
E.2.4 Volume fraction initial and boundary conditions ("alpha1" file)
FoamFile
{
version 2.0;
format ascii;
class volScalarField;
location "0";
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object alpha1;
}
// * * * * * * * * * * * * * * * * * * * * * //
dimensions [0 0 0 0 0 0 0];
internalField uniform 1;
boundaryField
{
adiabatic
{
type dynamicKistlerAlphaContactAngle;
value uniform 1;
thetaA 5;
thetaR 1;
mu mu;
sigma sigma;
limit gradient;
}
heated
{
type dynamicKistlerAlphaContactAngle;
value uniform 1;
thetaA 5;
thetaR 1;
mu mu;
sigma sigma;
limit gradient;
}
bottom
{
type empty;
}
inlet
{
type fixedValue;
value uniform 1;
}
outlet
{
type zeroGradient;
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}
wedgeRight
{
type wedge;
}
wedgeLeft
{
type wedge;
}
}
E.2.5 Curvature initial and boundary conditions ("k" file)
FoamFile
{
version 2.0;
format ascii;
class volScalarField;
location "0";
object k;
}
// * * * * * * * * * * * * * * * * * * * * * //
dimensions [0 -1 0 0 0 0 0];
internalField uniform 0;
boundaryField
{
adiabatic
{
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type zeroGradient;
}
heated
{
type zeroGradient;
}
bottom
{
type empty;
}
inlet
{
type zeroGradient;
}
outlet
{
type zeroGradient;
}
wedgeRight
{
type wedge;
}
wedgeLeft
{
type wedge;
}
}
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E.3 "constant" Folder
E.3.1 Geometry ("blockMeshDict" file)
FoamFile
{
version 2.0;
format ascii;
class dictionary;
location "constant";
object blockMeshDict;
}
// * * * * * * * * * * * * * * * * * * * * * //
convertToMeters 0.001;;
vertices
(
(0 0 0)
(0 0 60)
(0.087239 1.992389 0)
(0.087239 1.992389 60)
(-0.087239 1.992389 0)
(-0.087239 1.992389 60)
(0 0 110)
(0.087239 1.992389 110)
(-0.087239 1.992389 110)
);
blocks
(
hex (0 0 2 4 1 1 3 5) (1 125 3750) simplegrading (1 1 1)
hex (1 1 3 5 6 6 7 8) (1 125 3125) simplegrading (1 1 1)
);
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edges
(
);
patches
(
patch inlet
(
(0 4 2 0)
)
patch outlet
(
(6 6 7 8)
)
wall heated
(
(5 8 7 3)
)
wall adiabatic
(
(4 5 3 2)
)
empty bottom
(
(0 0 1 1)
(1 1 6 6)
)
wedge wedgeRight
(
(0 1 5 4)
(1 6 8 5)
)
wedge wedgeLeft
(
(1 0 2 3)
(6 1 3 7)
)
);
mergePatchPairs
(
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);
E.3.2 Transport Properties ("transportProperties" file)
FoamFile
{
version 2.0;
format ascii;
class dictionary;
location "constant";
object transportProperties;
}
// * * * * * * * * * * * * * * * * * * * * * //
/* all the properties must be calculated at saturation temperature!*/
phase1 /*liquid perfluorohexane*/
{
transportModel Newtonian;
nu nu [0 2 -1 0 0 0 0] 2.1848e-7;
rho rho [1 -3 0 0 0 0 0] 1587.9;
k k [1 1 -3 -1 0 0 0] 0.052650;
cp cp [0 2 -2 -1 0 0 0] 1134.4;
}
phase2 /*vapour perfluorohexane*/
{
transportModel Newtonian;
nu nu [0 2 -1 0 0 0 0] 6.1312e-7;
rho rho [1 -3 0 0 0 0 0] 20.332;
k k [1 1 -3 -1 0 0 0] 0.014906;
cp cp [0 2 -2 -1 0 0 0] 970.13;
}
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sigma sigma [1 0 -2 0 0 0 0] 7.2881e-3;
hEvap hEvap [0 2 -2 0 0 0 0] 79728;
Rph Rph [-1 0 3 1 0 0 0] 3.05555618192799E-07;
Tsat Tsat [0 0 0 1 0 0 0] 343.13;
DPsi DPsi [0 2 0 0 0 0 0] 6.4E-09;
DAlpha DAlpha [0 2 0 0 0 0 0] 3.2E-08;
E.3.3 Gravity Field ("g" file)
FoamFile
{
version 2.0;
format ascii;
class uniformDimensionedVectorField;
location "constant";
object g;
}
// * * * * * * * * * * * * * * * * * * * * * //
dimensions [0 -1 0 0 0 0 0];
value (0 0 0);
E.3.4 Turbulence Properties ("turbulenceProperties" file)
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FoamFile
{
version 2.0;
format ascii;
class dictionary;
location "constant";
object turbulenceProperties;
}
// * * * * * * * * * * * * * * * * * * * * * //
simulationType laminar;
E.4 "system" Folder
E.4.1 Solver Control ("controlDict" file)
FoamFile
{
version 2.0;
format ascii;
class dictionary;
location "system";
object controlDict;
}
// * * * * * * * * * * * * * * * * * * * * * //
application myInterFoamVOFSmoothEvap;
startFrom latestTime;
startTime 0;
stopAt endTime;
endTime 0.065;
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deltaT 1e-6;
writeControl adjustableRunTime;
writeInterval 1e-3;
purgeWrite 0;
writeFormat ascii;
writePrecision 6;
writeCompression uncompressed;
timeFormat general;
timePrecision 6;
runTimeModifiable yes;
adjustTimeStep yes;
maxCo 1;
maxAlphaCo 1;
maxDeltaT 1e-3;
E.4.2 Discretizaton Schemes ("fvSchemes" file)
FoamFile
{
version 2.0;
format ascii;
class dictionary;
location "system";
object fvSchemes;
}
// * * * * * * * * * * * * * * * * * * * * * //
ddtSchemes
{
default Euler;
}
gradSchemes
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{
default Gauss linear;
}
divSchemes
{
default Gauss linear;
div(rho*phi,U) Gauss upwind;
div(phi,alpha) Gauss vanLeer;
div(phirb,alpha) Gauss interfaceCompression;
}
laplacianSchemes
{
default Gauss linear corrected;
}
interpolationSchemes
{
default linear;
}
snGradSchemes
{
default corrected;
}
fluxRequired
{
default no;
p_rgh;
pcorr;
alpha1;
}
E.4.3 Solution Schemes ("fvSolution" file)
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FoamFile
{
version 2.0;
format ascii;
class dictionary;
location "system";
object fvSolution;
}
// * * * * * * * * * * * * * * * * * * * * * //
solvers
{
pcorr
{
solver PCG;
preconditioner
{
preconditioner GAMG;
tolerance 1e-3;
relTol 0;
smoother GaussSeidel;
nPreSweeps 0;
nPostSweeps 2;
nBottomSweeps 2;
cacheAgglomeration false;
nCellsInCoarsestLevel 140;
agglomerator faceAreaPair;
mergeLevels 1;
};
tolerance 1e-4;
relTol 1e-3;
};
p_rgh
{
solver GAMG;
tolerance 1e-08;
relTol 0.05;
smoother GaussSeidel;
nPreSweeps 0;
nPostSweeps 2;
nFinestSweeps 2;
cacheAgglomeration false;
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nCellsInCoarsestLevel 140;
agglomerator faceAreaPair;
mergeLevels 1;
};
p_rghFinal
{
solver PCG;
preconditioner
{
preconditioner GAMG;
tolerance 1e-08;
relTol 1e-03;
nVcycles 2;
smoother GaussSeidel;
nPreSweeps 0;
nPostSweeps 2;
nFinestSweeps 2;
cacheAgglomeration false;
nCellsInCoarsestLevel 140;
agglomerator faceAreaPair;
mergeLevels 1;
};
tolerance 1e-08;
relTol 1e-03;
maxIter 20;
};
U
{
solver smoothSolver;
smoother GaussSeidel;
tolerance 1e-6;
relTol 0;
nSweeps 1;
};
k
{
solver PBiCG;
preconditioner DILU;
tolerance 1e-06;
relTol 0; };
epsilon
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{
solver PBiCG;
preconditioner DILU;
tolerance 1e-06;
relTol 0;
};
kFinal
{
solver PBiCG;
preconditioner DILU;
tolerance 1e-08;
relTol 0;
};
epsilonFinal
{
solver PBiCG;
preconditioner DILU;
tolerance 1e-08;
relTol 0;
};
psi
{
solver PCG;
preconditioner DIC;
tolerance 1e-08;
relTol 1e-03;
};
T
{
solver GAMG;
tolerance 1e-9//1e-15;
relTol 0;
smoother GaussSeidel;
cacheAgglomeration true;
nCellsInCoarsestLevel 10;
agglomerator faceAreaPair;
mergeLevels 1;
minIter 2;
maxIter 50;
};
}
Appendix A: Procedures 124
PIMPLE
{
momentumPredictor no;
nCorrectors 3;
nNonOrthogonalCorrectors 1;
pRefCell 0;
pRefValue 0;
nAlphaCorr 1;
nAlphaSubCycles 2;
cAlpha 1;
}
E.4.4 Bubbles setting ("setFieldsDict" file)
FoamFile
{
version 2.0;
format ascii;
class dictionary;
location "system";
object setFieldsDict;
}
// * * * * * * * * * * * * * * * * * * * * * //
regions
(
sphereToCell
centre (0 0 13.7e-3);
radius 1.7e-3;
fieldValues
(
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volScalarFieldValue alpha1 0
volScalarFieldValue T 343.13
);
sphereToCell
centre (0 0 15e-3);
radius 1.7e-3;
fieldValues
(
volScalarFieldValue alpha1 0
volScalarFieldValue T 343.13
);
cylinderToCell
p1 (0 0 13.7e-3);
p2 (0 0 15e-3);
radius 1.7e-3;
fieldValues
(
volScalarFieldValue alpha1 0
volScalarFieldValue T 343.13
);
);
E.4.5 Domain decomposition for parallel running ("decomposeParDict"
file)
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FoamFile
{
version 2.0;
format ascii;
class dictionary;
location "system";
object decomposeParDict;
}
// * * * * * * * * * * * * * * * * * * * * * //
numberOfSubdomains 8;
method simple;
globalFaceZones (fluidFaceZone solidFaceZone);
simpleCoeffs
{
n (1 1 8);
delta 0.0001;
}
distributed no;
roots
(
);
E.4.6 Fields mapping control ("mapFieldsDict" file)
FoamFile
{
version 2.0;
format ascii;
class dictionary;
location "system";
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object mapFieldsDict;
}
// * * * * * * * * * * * * * * * * * * * * * //
patchMap ();
cuttingPatches ();
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