In this paper, we introduce and investigate bisemialgebras and Hopf semialgebras over commutative semirings. We generalize to the semialgebraic context several results on bialgebras and Hopf algebras over rings including the main reconstruction theorems and the Fundamental Theorem of Hopf Algebras. We also provide a notion of quantum monoids as Hopf semialgebras which are neither commutative nor cocommutative; this extends the Hopf algebraic notion of a quantum group. The generalization to the semialgebraic context is neither trivial nor straightforward due to the non-additive nature of the base category of Abelian monoids which is also neither Puppe-exact nor homological and does not necessarily have enough injectives.
Introduction
Topological investigations of Lie groups and group-like spaces led the German mathematician Heinz Hopf to realize that the multiplication map in the cohomology algebra yields a comultiplication, and from that combination Hopf got remarkable structure results [Hop1941] . This was the formal birth of the theory of Hopf algebras, one of the main streams of research in mathematics nowadays. Apart from their nice theory from the purely algebraic point of view [Swe1969] , [Rad2012] (e.g. Kaplansky's conjectures, Andruskiewitsch-Schneider's project on the classification of semisimple finite dimensional Hopf algebras, the module theoretic approach [BW2003] ), Hopf algebras play important roles in many aspect of mathematics like graded ring theory (coactions [Mon1993] , [DNR2001] ), algebraic geometry (affine group schemes [Abe1980], [Und2011] ), number theory (formal groups), mathematical physics (quantum groups [Maj1990] ), Lie algebras (universal enveloping algebras), Topology (e.g. cohomology of exceptional Lie groups), Knot Theory [KRT1997] , non-commutative geometry, Galois theory (Hopf-Galois extensions), combinatorics (umbral calculus), computer science (e.g. models of linear logic) and many more [CGW2006] .
Moreover, in category theory, Hopf monoids in braided monoidal categories [Tak2000] and Hopf monads in arbitrary categories [MW2011] are gaining increasing interest [Ver] . While some basic definitions and results remain the same when moving from one category to another [Tak1999] , [CGW2006] , several structural properties of the category of Hopf monoids depend naturally on the properties of the category in which such objects live (e.g. the category Hopf R of Hopf algebras over a commutative ring R is closed under limits in the category Bilag R of R-bialgebras if R is von Neumann regular [Por2011a] ).
In this paper, we introduce and investigate Hopf semialgebras (bisemialgebras) over commutative semirings. Let S be a commutative semiring and denote by S S the category of Ssemimodules and by CS S ι ֒→ S S the full subcategory of cancellative S-semimodules [Tak1981] . A notion of Hopf semialgebras (bisemialgebras) was introduced by the first author 1 using Takahashi's tensor-like product [Tak1982] , which we denote in this paper by ⊠ S . That notion was investigated by the second author in her dissertation [Als2011] in the category CS S assuming also that the base semiring S is cancellative. In this paper, we use instead the natural tensor product ⊗ S in S S inherited from the tensor product in the symmetric monoidal category (AbMonoid, ⊗, N 0 ) of Abelian monoids [Kat1997] . As clarified in [Abu-a], − ⊠ S − and − ⊗ S − are isomorphic bifunctors on CS S , whence the results in this paper generalize those in [Als2011] . A main advantage of using ⊗ S (instead of ⊠ S ) is that the category (S S , ⊗ S , S) is a symmetric monoidal category (while the category (S S , ⊠ S , S) is, in general, semiunital semimonoidal [Abu2013] ). This suggests defining Hopf semialgebras (bisemialgebras) as Hopf monoids (bimonoids) in (S S , ⊗ S , S).
Such Hopf monoids (bimonoids) not only add new families of concrete examples to the literature, but they are of particular importance for theoretical and practical reasons. On one hand, and in contrast to the category of modules over a ring, the category of semimodules over a semiring is not Abelian (not even additive) and so many proofs that depend heavily on lemmas of diagrams cannot be directly applied to our context. Add to that this category is not Puppe-exact and not homological [BB2004] and so a new notion of exact sequences for semimodules over a semiring was necessary to prove restricted versions of the Short Five Lemma and the Snake Lemma [Abu-b] . Moreover, working over proper semifields (semisimple proper semirings) does not bring big advantages as was the case in the theory of Hopf algebras over fields (semisimple rings). This is due to the fact that all semivector spaces over a semifield F (semimodules over a semisimple semiring S) are free (projective) if and only if F is a field [KN2011, Theorem 5.11] (S is a semisimple ring [KN2011, Theorem 5.7] ). This suggests that one uses a combination of techniques from categorical algebra, universal algebra and homological algebra to overcome these and other difficulties [Abu-c] . On the other hand, semirings and semimodules proved to have a wide spectrum of significant applications in several aspects of mathematics like optimization theory, tropical geometry, idempotent analysis, physics, theoretical computer science (e.g. Automata Theory) and many more [Gol1999] . It is hoped that investigating Hopf semialgebras would bring new applications (for some applications of bisemialgebras in Automata Theory, see [Wor2012] ). This paper is organized as follows: after this introduction, we recall in Section 1 some basic definitions and properties of semicoalgebras and semicomodules (for a detailed discussion of semicorings and semicomodules, see [Abu-c] ). In Section 2, we introduce the notion of a bisemialgebra and study integrals on and in a given bisemialgebra. Moreover, we give a recon-struction result for bisemialgebras using the notion of a bimonad in the sense of [BBW2009] (Theorem 2.32). In Section 3, we investigate the categories of Doi-Koppinen semimodules and give relatively weak sufficient conditions for such a category to be a Wisbauer category of type σ[M ] for a suitable subgenerator M (Theorem 3.9). In Section 4, we consider Hopf semialgebras and extend several examples of quantum groups to quantum monoids which we introduce as non-commutative non-cocommutative Hopf semialgebras. Moreover, we present the Fundamental Theorem of Hopf Semialgebras (Theorem 4.14). A reconstruction result for Hopf semialgebras in terms of Hopf monads [MW2011] is also obtained (Theorem 4.16). In addition to that, we use integrals to characterize Hopf semialgebras which are cosemisimple as semicoalgebras (Proposition 4.23) and those which are semisimple as semialgebras (Proposition 4.26). In Section 5, we present possible constructions of dual semicoalgebras, dual bisemialgebras and dual Hopf semialgebras in both the finite and the infinite cases.
Preliminaries
In this section, we collect some definitions and properties of semirings (semimodules) and semicoalgebras (semicomodules).
Semirings and Semimodules
A semiring is essentially a monoid in the category AbMonoid of Abelian Monoids, orroughly speaking -a ring not necessarily with subtraction. Moreover, a semifield is a semiring in which every non-zero element is invertible. Indeed, any ring is a semiring; the first natural examples of semirings (semifields) which are not rings (not fields) are the set N 0 of natural numbers (R + := [0, ∞) and Q + := Q ∩ [0, ∞)) with the usual addition and multiplication. All semirings in this paper are unital, and for a given semiring S, we assume that 0 S = 1 S . Given a semiring S, we mean by a right (left) S-semimodule a right (left) S-module not necessarily with subtraction. The category of right (left) S-semimodules is denoted by S S ( S S). For two semirings S and T, an (S, T )-bisemimodule is a left S-semimodule, which is also a right T -semimodule such that (sm)t = s(mt) for all s ∈ S, m ∈ M and t ∈ T. The category of (S, T )-bisemimodules and S-linear T -linear maps (called (S, T )-bilinear maps) is denoted by (Ideal(R), +, ·, R, 0) of (two-sided) ideals of R is distributive and complete whence an additively idempotent semiring: 1 + L 1 = R + R = R = 1. Notice that L(R) has no non-zero zerodivisors if and only if {0 R } is a prime ideal (i.e. R is a prime ring).
Example 1.4. B = {0, 1} is an additively idempotent semiring with addition: 0 + 0 = 0 and 1 + 1 = 1 (called the Boolean semifield). Notice that B ≇ Z/2Z. The semiring B has many applications in automata theory and in switching theory where it is called the switching algebra ([Gol1999, p. 7]). Proposition 1.5. Let S be a semiring.
1. S S is complete and cocomplete. In particular, it has equalizers (kernels) and coequalizers (cokernels).
2. S S is a regular generator in S S (in the sense of [BW2005, p. 199] ).
3. If S is commutative, then (S S , ⊗ S , S; τ ) is a symmetric monoidal category with symmetric braiding
The proofs of the following lemmata are similar to those for modules over a ring (e.g. [Wis1991, 12.9, 25.5 (2)]) by applying a relaxed version of the Short Five Lemma for semimodules over semirings [Abu-a, Lemma 1.22]. Definition 1.6. Let M and N be S-semimodules. We call an S-linear map f :
Definition 1.7. We say that an S-semimodule X (uniformly) generates M S iff there exists an index set Λ and a (uniform) surjective S-linear map X (Λ) π −→ M −→ 0. With Gen(X) we denote the class of S-semimodules generated by X S . Definition 1.8. We say that X S is uniformly (finitely) generated iff there exists a (finite) index set Λ and a uniform surjective S-linear map S (Λ) −→ X −→ 0; finitely presented iff Hom S (X, −) : S S −→ AbMonoid preserves directed colimits (i.e. X ∈ S S is a finitely presentable object in the sense of [AP1994] ); uniformly finitely presented iff X is uniformly finitely generated and for any exact sequence of S-semimodules
the S-semimodule K (≃ Ker(g)) is finitely generated. 
Lemma 1.10. Let M S be a right S-semimodule, {L λ } Λ a class of left S-semimodules and consider the canonical map
1. M S is finitely generated if and only if ϕ M is surjective.
2. If M S is uniformly finitely presented, then ϕ M is an isomorphism. projective iff M is a retract of a free S-semimodule, or equivalently, iff M has a dual basis.
Lemma 1.12. Let S, T be semirings, L a right S-semimodule and K a (T, S)-bisemimodule. Let Q T be a right T -semimodule and consider the canonical morphism
2. If Q T is uniformly flat and L S is uniformly finitely presented, then υ (Q,L,K) is surjective.
3. If Q T is flat and L S is uniformly finitely presented, then υ (Q,L,K) is an isomorphism.
Semicoalgebras and Semicomodules
Throughout, S is a commutative semiring with 1 S = 0 S .
1.
13. An S-semialgebra is a triple (A, µ A , η A ) where A is an S-semimodule and µ A : A ⊗ S A −→ A, η A : S −→ A are S-linear maps such that the following diagrams are commutative
We call µ A the multiplication and η A the unity of A. Let A and B be S-semialgebras. We call an S-linear map f : A −→ B an S-semialgebra morphism iff the following diagrams are commutative
The set of morphisms of S-semialgebras form A to B is denoted by SAlg S (A, B) . The category of S-semialgebras will be denoted by SAlg S .
Semicoalgebras are dual to semialgebras and are defined by reversing the arrows in the diagrams mentioned above.
14. An S-semicoalgebra is a triple (C, ∆ C , ε C ) in which C is an S-semimodule and ∆ C : C −→ C ⊗ S C, ε C : C −→ S are S-linear maps such that the following diagrams are commutative
f f ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲
We call ∆ C the comultiplication and ε C the counity of C. For S-semicoalgebras C and D, we call an S-linear map f : D −→ C an S-semicoalgebra morphism iff the following diagrams are commutative
The set of S-semicoalgebra morphisms from D to C is denoted by SCoalg S (D, C). The category of S-semicoalgebras is denoted by SCoalg S .
Notation. Let (C, ∆, ε) be an S-semicoalgebra. We use Sweedler-Heyneman's -notation, and write for c ∈ C :
Notice that there are many properties P such that S C has Property P if (and only if) S M has Property P, e.g. being flat, (finitely) projective, finitely generated [Wisch1975, Example 10 (1)].
Example 1.17. Let X be any set. We have an S-semicoalgebra (S[X], ∆, ε), where S[X] is the free S-semimodule with basis X and ∆, ε are defined by extending the following assignments linearly ∆ :
Semicomodules
Dual to semimodules of semialgebras are semicomodules of semicoalgebras:
The set of C-colinear maps from M to N is denoted by Hom C (M, N ). The category of right C-semicomodules and C-colinear maps is denoted by
Symmetrically, we define the category C S of left C-semicomodules. For two left C-semicomodules M and N, we denote by C Hom(M, N ) the set of C-colinear maps from M to N. 
, where gr G (S S ) is the category of G-graded S-semimodules.
1.22.
We have an isomorphism of categories SAlg S ≃ Monoid(S S ). An S-semialgebra A is essentially a monoid in S S and so it induces two monads − ⊗ S A : S S −→ S S and A ⊗ S − : S S −→ S S . Moreover, we have isomorphisms of categories
We have an isomorphism of categories SCAlg S ≃ Comonoid(S S ). An S-semicoalgebra C is essentially a comonoid in S S and so it induces two comonads − ⊗ S C : S S −→ S S and C ⊗ S − : S S −→ S S . Moreover, we have isomorphisms of categories
1.23. Let C be an S-semicoalgebra. For every S-semialgebras A, there is a canonical structure of an S-semialgebra on Hom S (C, A) with multiplication given by the convolution product
In particular, C * := Hom S (C, S) is an S-semialgebra and C is a (C * , C * )-bisemimodule with left and right actions given by
and c ∈ C.
1.24. Let C be an S-semicoalgebra. We say that S C is an α-semimodule (or S C satisfies the α-condition) iff for every M S , the canonical map
is injective and uniform. Clearly, every right C-semicomodule M is a left * C-semimodule with
If S C is an α-semimodule, then for every * C M with induced map
. In this case, we have by [Abu-c, Theorem 3.16] an isomorphism of categories
2 Bisemialgebras 2.1. With an S-bisemialgebra, we mean a datum (B, µ, η, ∆, ε), where (B, µ, η) is an Ssemialgebra and (B, ∆, ε) is an S-semicoalgebra such that ∆ : B −→ B ⊗ S B and ε : B −→ S are morphisms of S-semialgebras, or equivalently µ : B ⊗ S B −→ B and η : S −→ B are morphisms of S-semicoalgebras; notice that B ⊗ S B can be given a structure of a Ssemialgebra (S-semicoalgebra) in a canonical way using the twisting map τ (B,B) . A morphism of S-bisemialgebras f : B −→ B ′ is an S-linear map which is simultaneously a morphism of S-semialgebras and a morphism of S-semicoalgebras. The category of S-bisemialgebras is denoted by SBiAlg S .
Notation. Given an S-bisemialgebra B, we write B a when we handle B as an S-semialgebra and B c when we consider B as an S-semicoalgebra.
Example 2.2. S is an S-bisemialgebra with
Example 2.4. Let A be an S-semialgebra and consider B = S ⊕ A as an S-semialgebra with point wise multiplication and unity (1 S , 1 A ). It is obvious that B has a structure of an S-bisemialgebra with
Example 2.5. Let (G, * , e) be a monoid and consider the free S-semimodule S[G] as an Ssemialgebra with multiplication induced by * and unity 1 = 1 S e. One can easily see that S[G] has two S-semicoalgebra structures which are compatible with the S-semialgebra structure yielding two S-bisemialgebra structures (S[G], * , 1, ∆, ε) and (S[G], * , 1, ∆, ε) where the comultiplications and the counities are obtained by extending the following assignments as S-semialgebra morphisms
Example 2.6. The previous example applies in particular to the polynomial S-semialgebra S[x] since we have an isomorphism of monoids
Example 2.7. (cf. [Wor2012] ) Consider the Boolean semiring B = {0, 1}. Let P = B < x, y | xy = yx > be the B-semimodule of formal sums of words formed from the non-commuting letters x and y. In fact, P is a non-commutative B-semialgebra with multiplication given by concatenation of words (e.g. (xyxx) · (yyx) = xyxxyyx) and unity [] (the empty word). It can be easily seen that the structure maps of the following B-semicoalgebras can be extended as S-semialgebra morphisms yielding two different B-bisemialgebra structures on P :
1. (P, ∆, ε), where
2. (P, ∆, ε), where However, these S-semialgebra and S-semicoalgebra structures are -in general -not compatible and so do not yield a structure of an S-bisemialgebra on B; for example, we have
Example 2.9. (cf. [Str2007, Example 7.9]) Let the commutative semiring S be additively idempotent, E = {e 0 , e 1 , e 2 , · · · , e n , · · · , } a countable set, B := S[E] the free S-semimodule and consider the assignments
ε : B −→ S, e n → δ 0,n .
Extending these assignments linearly such that µ and η are S-semialgebra morphisms, we obtain a structure of an S-bisemialgebra on B. 
where the multiplication and the unity are given by
In fact, we have an adjoint pair of functors (T (−), U ), where U : SAlg S −→ S S is the forgetful functor. In other words, T (M ) satisfies the following universal property: given an S-linear map g : M −→ A, where A is an Ssemialgebra, there exists a morphism of S-semialgebras g :
By this universal property, the S-linear maps
One can easily check that (T (M ), µ, η, ∆, ε) is an S-bisemialgebra.
2.11. Let C be an S-semicoalgebra. With a coideal of C, we mean an S-subsemimodule K ≤ S C such that K = Ker(f ) for some uniform surjective morphism of S-semicoalgebras f : C −→ C ′ . For characterizations of coideals of semicoalgebra over semirings, see [Abu-c, Proposition 2.16]. Definition 2.12. A bi-ideal I of an S-bisemialgebra B is an ideal of B a which is also a coideal of B c . Example 2.13. Let B be an S-bisemialgebra such that ε B is uniform. Notice that ε B : B −→ S is a surjective morphism of S-bisemialgebras, whence Ker(ε B ) is a bi-ideal.
Lemma 2.14. Let γ : B −→ B ′ be a morphism of S-bisemialgebras.
1. If γ is surjective and uniform, then Ker(γ) is a bi-ideal.
γ(B)
is an S-subbisemialgebra of B ′ .
For any bi-ideal
where π : B −→ B/I is the canonical projection.
Hopf Semimodules
In what follows, let (B, µ, η, ∆, ε) be an S-bisemialgebra. is the composition of the following maps 
The category of right-right Hopf B-semimodules with arrows being the B-linear B-colinear maps is denoted by S B B , i.e. Hom where
Notation. For N ∈ S B and L ∈ S B , we have the following morphisms in S B B :
In particular, γ B :
Definition 2.18. Let A be a category with finite limits and finite colimits. A functor F : A −→ B is said to be left-exact (right-exact) iff F preserves finite limits (finite colimits). Moreover, F is called exact iff F is left-exact and right-exact.
The following technical result will be needed in the sequel; the proof is straightforward.
Lemma 2.19. Let (B, µ, η, ∆, ε) be an S-bisemialgebra.
is an adjoint pair of functors, where F : S B B −→ S B is the forgetful functor. Consequently, − ⊗ a S B : S B −→ S B B is left exact and preserves all limits (e.g. equalizers, kernels and direct products). Proof. It is a well-known fact that a left (right) adjoint functor is right (left) exact and preserves all colimits (limits).
For every M ∈ S B
B and N B , we have a natural isomorphism of S-semimodules
2. For every M ∈ S B B and N B , we have a natural isomorphism of S-semimodules
Integrals
As before, we let (B, µ, η, ∆, ε) be an S-bisemialgebra.
2.20.
A left (total) integral on B is a left B-colinear morphism t ∈ B * := Hom S (B, S) (with t(1 B ) = 1 S ), equivalently Lemma 2.22. Let t ∈ B * := Hom S (B, S).
1. Assume that B is S-cogenerated in S S .
(a) t ∈ l if and only if f * t = f (1 B )t for every f ∈ B * .
(b)
l is an ideal of B * .
2. Let S B be an α-semimodule and B * rat := Rat B ( B * B * ). Then t ∈ l if and only if
Example 2.23. Consider the polynomial S-bisemialgebra S[x] with ∆(x) = x ⊗ S x and ε(x) = 1 S . It is clear that
is a total left (right) integral on S[x] : let f ∈ S[x] * . For every n ∈ N 0 , we have
is S-cogenerated as an S-semimodule, we conclude that t is a left integral on (S[x], ∆, ε). Similarly, t is a right integral on (S[x], ∆, ε).
Example 2.24. Consider the bisemialgebra B = B[x], where B is the Boolean semifield, with
ε(x) = 0, ε(1) = 1.
Let t ∈ B * be a left integral on B. We have 1 B t(x) = xt(1)+1 B t(x), whence t(1) = 0. We prove by induction that t(x n ) = 0 for n ≥ 1. Since ∆(
, whence t(x) = 0. Consider n ≥ 2 and assume that t(x n−i ) = 0 for all i = 1, · · · , n. We have ∆( Moreover, we have an isomorphism of S-semimodules We say that a left integral ̟ in H is normalized iff ε(̟) = 1 S . Symmetrically, one can define (normalized) right integrals in B. With l B ( l,1 B) we denote the set of (normalized) left integral in B and with r B ( r,1 B) we denote the set of (normalized) right integrals in B.
Example 2.27. Let G = {g 1 , · · · , g n } be a finite group and consider the S-bisemialgebra B = S[G] with ∆(g i ) = g i ⊗ S g i and ε(g i ) = 1 S for i = 1, · · · , n. Then ̟ := g 1 + · · · + g n is a left (right) integral in B : indeed, for every g ∈ G, we have
2.28. Let M be a right B-semicomodule. The set of coinvariants of M is
1. For all L ∈ S S and M ∈ S B , we have an isomorphism
2. We have an isomorphism of S-semimodules
3. B coB = S1 B .
Proposition 2.30. Let S B be an α-semimodule and consider the trace ideal B * rat := Rat B ( B * B * ).
For every
2. (B * rat ) coB = B * (B * rat ).
3. If S B is finitely generated and projective, then (B * ) coB = B * B * .
Proof. 
We have a natural isomorphism of functors
4. Hom B B (B, −) is left exact and preserves all limits (e.g. equalizers, kernels and direct products). 1. For every M ∈ S S and N ∈ S B B , we have a natural isomorphism
We have an isomorphism of semirings
2. For every M ∈ S S and N ∈ S B B , we have a natural isomorphism
3. This follows from (1) and (2) by the uniqueness of the right adjoint of the functor − ⊗ S B : S S −→ S B B . In fact, substituting M = S in (11) yields a natural isomorphism for every N ∈ S B B : Hom
4. This follows directly from the fact that Hom B B (B, −) has a left adjoint by (2).
Set N := B in (2). It is clear that the isomorphism obtained is in fact a morphism of semirings.
We present now the main reconstruction result in this section:
Theorem 2.32.
We have an isomorphism of categories SBialg S ≃ Bimonoid(S S ).
2. Let B be an S-semimodule. There is a bijective correspondence between the structures of S-bisemialgebras on B, the bimonad structures on B ⊗ S − : S S −→ S S and the bimonad structures on − ⊗ S B : S S −→ S S .
We have isomorphisms of categories
Proof. (1) and (3) follow directly from the definitions. The proof of (2) is along the liens of that of [Ver, Theorem 3 .9] taking into consideration that S S is cocomplete, that S is a regular generator in S S [Gol1999] and the fact that − ⊗ S X ≃ X ⊗ S − : S S −→ S S preserves colimits for every S-semimodule X. 2.34. Let B be an S-bisemialgebra. If A = (M, B, s, ρ, Ω) and
An Application
is a right S-linear automaton and the language accepted by A ⊗ S A ′ is ρ A⊗ S A ′ := ρ * ρ ′ .
Doi-Koppinen Semimodules
The class of Doi-Koppinen modules over rings was introduced independently by Y. Doi [Doi1992] and M. Koppinen [Kop1995] . In this section, we extend these notions and some results on them to Doi-Koppinen semimodules over semirings. Throughout this section, (B, µ, η, ∆, ε) is an S-bisemialgebra.
Definition 3.1.
1. A right B-semimodule semialgebra is an S-semialgebra (A, µ A , η A ) with a right B-semimodule structure such that µ A and η A are B-linear, i.e. 
Symmetrically, one defines a left B-semimodule algebra.
2.
A right B-semimodule semicoalgebra is an S-semicoalgebra (C, ∆ C , ε C ) with a right B-semimodule structure such that ∆ C and ε C are B-linear, i.e.
(15) Symmetrically, one defines a left B-semimodule semicoalgebra.
3. A right B-semicomodule semialgebra is an S-semialgebra (A, µ A , η A ) with a right Bsemicomodule structure such that µ A and η A are B-colinear, i.e.
(16) Symmetrically, one defines a left B-semicomodule semialgebra.
4.
A right B-semicomodule semicoalgebra is an S-semicoalgebra (C, ∆ C , ε C ) with a right B-semicomodule structure such that ∆ C and ε C are B-colinear, i.e.
(17) Symmetrically, one defines a left B-semicomodule semicoalgebra.
3.2.
A right-right Doi-Koppinen structure over S is a triple (B, A, C) consisting of an Sbisemialgebra B, a right B-semicomodule semialgebra A and a right B-semimodule semicoalgebra C. A right-right Doi-Koppinen semimodule for (B, A, C) is a right A-semimodule M, which is also a right C-semicomodule such that
With S(B) C A we denote the category of right-right Doi-Koppinen semimodules and A-linear C-colinear morphisms.
The following result is easy to prove. 
and unity η A • ε C . 
and unity 1 A #ε C . Moreover,
is a morphism of A-semirings. Proof. 1. Clear.
It is clear that
is a morphism of A-semirings.
Theorem 3.6. Let (B, A, C) be a right-right Doi-Koppinen structure and consider the corresponding A-semicoring C := A ⊗ S C. We have an isomorphism of categories
Proof. It can be shown that (A, C, ψ) is a right-right entwining structure in the symmetric monoidal category (S S , ⊗ S , S; τ ), where
By arguments similar to those in [Brz1999] (see also [BW2003, Ch. 5]), one can show
is the associated category of right-right entwined semimodules. 2. The forgetful functor F : S(B) C A −→ S A creates all colimits and isomorphisms.
S(B) C
A is cocomplete, i.e. S(B) C A has all (small) colimits, e.g. coequalizers, cokernels, pushouts, directed colimits and direct sums. Moreover, the colimits are formed in S A .
A is complete, i.e. S(B) C A has all (small) limits, e.g. equalizers, kernels, pullbacks, inverse limits and direct products. Moreover, the forgetful functor F creates all limits preserved by
Proof. The result is an immediate consequence of [Abu-c, Proposition 2.22] taken into consideration that C := A ⊗ S C is an A-semicoring and that S(B) C A ≃ S C .
Remark 3.8. Let (B, A, C) be a right-right Doi-Koppinen structure over S. While it is guaranteed that the category S(B) C A has kernels, these are not necessarily formed in S A . Indeed, if S C is flat, then A C is flat and it follows by [Abu-c, Proposition 2.26] that all equalizers in
Theorem 3.9. Let (B, A, C) be a right-right Doi-Koppinen structure and consider the corresponding A-semicoring C := A ⊗ S C. If P := (A# op C * , C) satisfies the α-condition, then we have an isomorphisms of categories
We provide now an example in which the assumption of Theorem 3.6 (2) holds:
Example 3.10. Let (B, A, C) be a right-right Doi-Koppinen structure with S C an α-semimodule.
Consider the left measuring A-pairing P := (A# op C * , C) and let φ :
For every right A-semimodule M, we have the following commutative diagram
Since α C M is injective, it follows that α P M is injective. We claim that α P M is uniform for every M A . Let M be a right A-semimodule and let
Noting that h is right A-linear, it follows that for every
Corollary 3.11. Let B be an S-bisemialgebra.
1. If S B is an α-semimodule, then we have isomorphisms of categories
2. If S B is uniformly finitely presented and flat, then we have an isomorphism of categories
Hopf Semialgebras
4.1. With a Hopf S-semialgebra, we mean a datum (H, µ, η, ∆, ε, a), where (H, µ, η, ∆, ε) is an S-bisemialgebra and id H is a unit (invertible) in the endomorphism semiring (End S (H), * ), i.e. there exists an S-linear map a : H −→ H such that
A morphism of Hopf S-semialgebras f : H −→ H ′ is a morphism of S-bisemialgebras which is compatible with the antipodes of H and H ′ in the sense that
The category of Hopf S-semialgebras is denoted by HopfAlg S .
Remarks 4.2. 1. If (H, µ, η, ∆, ε, a) is a Hopf S-semialgebra, then a : H −→ H is a bialgebra anti-morphism.
2. The category HopAlg S ֒→ Bialg S is a full subcategory, i.e. if H and H ′ are Hopf S-semialgebras and f : H −→ H ′ is an S-bialgebra morphism, then f is a morphism of Hopf S-semialgebras.
3. An S-bisemialgebra B is a Hopf S-semialgebra with invertible antipode a if and only if B cop is a Hopf S-semialgebra with invertible antipode a. Moreover, in this a −1 = a. In particular, if H is a commutative (cocommutative) Hopf S-semialgebra, then a 2 H = id (cf. [Mon1993, Lemma 1.5.11, Corollary 1.5.12]). 
Example 4.7. Let (S, ⊕, ·, 0, 1) be an S-semiring which has no non-zero zerodivisors and let 0 = 2 = ab in S, e.g. S is an additively idempotent semiring (Remark 1.2). One can easily see that H := S[x]/(bx + x 2 ) is a Hopf S-semialgebra with
Notice that
is a Hopf S-semialgebra.
Quantum Monoids
Definition 4.8. A quantum monoid is a non-commutative non-cocommutative Hopf semialgebra.
Example 4.9. Consider the S-semialgebra with four different generators
Notice that H is an S-bisemialgebra with comultiplication and counity obtained by extending the following assignments as S-semialgebra morphisms
Moreover, H is a Hopf S-semialgebra with antipode defined by extending the following assignments linearly
Clearly, H is non-commutative and non-cocommutative, i.e. H is a quantum monoids. Notice that H is in fact a semialgebraic version of Sweedler's Hopf Algebra (quantum group).
Example 4.10. Let n ≥ 2 and q ∈ S be such that q n = 1 S and q i = 1 for any i ∈ {1, · · · , n−1}.
Consider the S-semialgebra with four different generators
Clearly, H is non-commutative and non-cocommutative, i.e. H is a quantum monoid. Notice that H is in fact a semialgebraic version of Taft's Hopf Algebra (quantum group).
Example 4.11. The S-semialgebra H = S[x, y, y −1 ]/(xy + yx, x 2 ), where x and y are noncommuting indeterminates, is a quantum monoid with
In fact, H is a semialgebraic version of Pareigis' Hopf algebra (quantum group) [HGK2010, Example 3.4.22].
Fundamental Theorem
In what follows we give sufficient and necessary conditions for a given S-bisemialgebra to have an antipode (i.e. to be a Hopf S-semialgebra).
Proposition 4.12. Let B be an S-bisemialgebra. The following are equivalent:
1. B is a Hopf S-semialgebra;
Proof. The proof is based on direct standard computations (e.g. [Ion1998] ). Since, our semimodules do not allow subtraction (in general), we notice here that the proof of [BW2003, 15.2 (3)] does not work in our case. We prove (1) ⇐⇒ (2); notice that (1) ⇐⇒ (3) can be proved symmetrically.
(1) ⇒ (2) If a is an antipode for B, then it is clear that γ B is an isomorphism with inverse
(2) ⇒ (1) Assume that γ B is invertible with inverse ω B :
Moreover, since γ B is left B-linear, its inverse ω B is indeed left B-linear. Setting
we claim that
is an antipode for B.
On one hand, we have
On the other hand, we have
We present now the Fundamental Theorem of Hopf Semimodules.
Theorem 4.13. The following are equivalent for an S-bisemialgebra (B, µ, η, ∆, ε) :
1. B is a Hopf S-semialgebra; 2. For every M ∈ S B B , we have an isomorphism in S B B :
3. For every M ∈ S B B , we have an isomorphism in S B B : 
We have an isomorphism of S-semimodules
Consequently, we have an isomorphism in S B B : By Proposition 4.12, H is a Hopf S-semialgebra.
We are ready now to present the Fundamental Theorem of Hopf Semialgebras. Making use of Proposition 4.12, the proof is similar to that of [BW2003, 15.5] .
Theorem 4.14. The following are equivalent for an S-bisemialgebra B :
1. B is a Hopf S-semialgebra; Remark 4.15. We notice here that the Fundamental Theorem of Hopf Algebras can be obtained by applying results of [?] on Hopf monads taking into consideration that S S has colimits and that − ⊗ S B ≃ B ⊗ S − : S S −→ S S preserves colimits for every B S . However, we follow in this paper the direct algebraic approach.
We present now the main reconstruction result in this Section: Theorem 4.16. Let H be an S-semimodule. There is a bijective correspondence between the structures of Hopf S-semialgebras on H, the Hopf monad structures on H ⊗ S − : S S −→ S S and the Hopf monad structures on − ⊗ S H : S S −→ S S .
Proof. The proof of the bijective correspondence in (2) is similar to that of [Ver, Theorem 3 .9] taking into consideration that S S is cocomplete, that S is a regular generator in S S and the fact that X ⊗ S − ≃ − ⊗ S X preserve colimits in S S for every S-semimodule X. 4. H is separable;
5. There exists e = e 1 ⊗ S e 2 ∈ H ⊗ S H such that he = eh for all h ∈ H and e 1 e 2 = 1 H ; 6. r,1 H = ∅.
Proof. The proof is similar to that of [BW2003, 16.13 ] (see also [CMZ2002] ).
Dual Bisemialgebras and Dual Hopf
As before, S denotes a commutative semiring with 1 S = 0 S and S S is the category of S-semimodules.
Lemma 5.1. Let X, Y be S-semimodules. If X S is finitely generated and projective and Y S is uniformly finitely presented, then we have a canonical isomorphism
Proof. Since X S is finitely generated and projective, X * S is also (finitely generated and) projective whence flat. The given map is the composition of the following isomorphisms where υ (X * ,Y,S) is an isomorphism by Lemma 1.12 and the second isomorphism is the canonical one indicating the adjointness of the tensor and hom functors.
Proposition 5.2. Let A be an S-semimodule with A S uniformly finitely presented projective and consider the isomorphism of semirings S * h ≃ S.
5.11. Let (A, µ, η) be an S-semialgebra such that the canonical morphism of (A, A)-bisemimodules
is injective. Notice that the multiplication µ : A ⊗ S A −→ A induces an (injective) (A, A)-bilinear map µ • : S A −→ S A×A .
We define A • as the pullback in the following diagram in A S A :
Lemma 5.12. Let A be an S-semialgebra and consider A * as an (A, A)-bisemimodule in the canonical way. If S is m-Noetherian, then the following are equivalent for f ∈ A * :
Proof. Since S is m-Noetherian, the following S-linear map
is injective by Lemma 5.10. Since A • ֒→ S A is pure and S A is mono-flat, we have the following canonical embeddings
֒→ S A×A and the following canonical map
Moreover, for every f ∈ A • , we have by Lemma 5.12:
Consider the following diagram
f f ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ∆ / / ∆
