For a class of non-symmetric non-local Lévy-type operators L κ , which include those of the form
Introduction
Lévy-type processes are stochastic models that can be used to approximate physical, biological or financial phenomena. A local expansion of such process is described by its infinitesimal generator which is a Lévy-type operator L. The non-local part of that operator is responsible for and describes jumps of the process. In a recent years a lot of effort has been put to understand purely non-local Lévy-type operators. At first the case with constant coefficients attracted most of the attention, but the literature concerning non-constant coefficient is growing rapidly, including [12] , [3] , [10] , [8] [15] , [13] , [1] , [17] , [9] , [22] , [23] , [2] , [11] , [3] . The parametrix method [18] , [5] used in those papers leads to a construction of the fundamental solution of the equation ∂ t u = Lu or the heat kernel of the process that is a unique solution to the martingale problem for L. The subject of the present paper are non-local Lévy-type operators with Hölder continuous coefficients considered in [8] and [22] (see Definition 1) . A typical example here is an operator
where α ∈ (0, 2), κ is bounded from below and above by positive constants, and β-Hölder continuous in the first variable with β ∈ (0, 1). The usual result concerning the regularity of the fundamental solution of ∂ t = L is γ-Hölder continuity with γ < α. We improve that result in more general setting taking into account the β regularity of the coefficient κ.
Of particular interest are the existence, estimates and regularity of the gradient of the fundamental solution for Lévy or Lévy-type operators [21] , [16] , [4] , [7] ; [14] , [6] . In this context our assumptions will imply α > 1/2. In a recent paper [19] this restriction was removed at the expense of additional constraints on the coefficient κ. As already mentioned the purpose of the present paper is to cover a wide class of operators and coefficient discussed in [8] and [22] . In particular such that are not symmetric in the z variable, thus not considered in [19] .
Under certain conditions, which require α > 1, we also prove existence, estimates and regularity of the second derivatives of the fundamental solution. Up to the knowledge of the author this result is new even for the operator L above under any assumptions on the coefficient κ that is not constant in x.
The setting and main results
Let d ∈ N and ν : [0, ∞) → [0, ∞] be a non-increasing function satisfying
Further, suppose that κ(x, z) is a Borel function on
and for some β ∈ (0, 1),
The above functions play a prominent role in the paper. Our main assumption is the weak scaling condition at the origin: there exist α h ∈ (0, 2] and
In a similar fashion: there exist β h ∈ (0, 2] and c h ∈ (0, 1] such that
Furthermore, suppose there are (finite) constants κ 3 , κ 4 0 such that
r |z|<1 z κ(x, z) − κ(y, z) J(z)dz κ 4 |x − y| β rh(r) , r ∈ (0, 1].
Definition 1. We say that (PQ) holds if one of the following sets of assumptions is satisfied, (P1) (1)-(4) hold and 1 < α h 2; (P2) (1)-(5) hold and 0 < α h β h < 1; (P3) (1)-(4) hold, J is symmetric and κ(x, z) = κ(x, −z), x, z ∈ R d ;
(Q1) (1)-(4) hold, α h = 1; (6) and (7) hold; (Q2) (1)-(5) hold, 0 < α h β h < 1 and 1 − α h < β ∧ α h ; (6) and (7) hold.
Our aim is to prove regularity of a heat kernel p κ of a non-local non-symmetric Lévy-type operator L κ , i.e., of a fundamental solution to the equation ∂ t u = L κ u. For each of the cases (P1), (Q1), (Q2) the operator under consideration is defined as
If (P2) holds we consider
If (P3) holds we discuss
It was shown in [8, Theorem 1.1] and [22, Theorem 1.1] that under (PQ) the function p κ exists and is unique within certain class of functions. In fact, the heat kernel was constructed using the Levi's paramterix method, i.e.,
where q(t, x, y) solves the equation
x, y). The function p Kw is the heat kernel of the Lévy operator L Kw obtained from the operator L κ by freezing its coefficient: K w (z) = κ(w, z). For t > 0 and x ∈ R d we define the bound function,
We refer the reader to [ 
Here are the main results of the present paper. For the meaning of σ e see Definition 2. 
The condition α h + β ∧ α h > 1 equivalently means that there is β 1 ∈ [0, β] ∩ [0, α h ) such that α h + β 1 > 1, and it may hold only if α h > 1/2. Similarly, α h + β ∧ α h > 2 is equivalent to the existence of β 1 ∈ [0, β] ∩ [0, α h ) such that α h + β 1 > 2, and it requires α h > 1. We note that even the existence of second derivatives of p κ in Theorem 2.3 is a new result. Definition 2. Following [8] , in the case (P1), (P2), (P3) we respectively consider the set of parameters σ 1 = (γ 0 , κ 0 , κ 1 , α h , C h , h), σ 2 = (γ 0 , κ 0 , κ 1 , α h , β h , C h , c h , h), σ 3 = (γ 0 , κ 0 , κ 1 , α h , C h , h), which we abbreviate to σ. Similarly, after [22] we put σ = (γ 0 , κ 0 , κ 1 , κ 3 , α h , C h , h) under (Q1) or (Q2). We extend the set of parameters σ to σ e by adding constant κ 2 in the cases (P1), (P2), (P3), and κ 2 , κ 4 in the cases (Q1), (Q2). Abusing the notation we have σ e = (σ, κ 2 ) under (P1), (P2), (P3), and σ e = (σ, κ 2 , κ 4 ) under (Q1), (Q2).
In the whole paper we assume that (PQ) holds.
Preliminaries
We follow the notation of [8] and [22] . Let
and
See [8, Theorem 3.7] and [22, Theorem 4.2] for the definition of q(t, x, y). We introduce the following expression: for t > 0, x, y, z ∈ R d ,
In what follows functions K and p K are like in [8, Section 2] and [22, Section 2]. The inequalities (15), (16) , (17) can be written equivalently as
Remark 3.3. We commonly use the monotonicity of the function h and h −1 , in particular 
We will also need a slight improvement of [8, (38) ] and [22, (41) ] concerning the dependence of the constant on the parameter γ > 0.
Proof. This formulation of the Hölder continuity of q has the same proof as [8, (38) ]. One only needs to pay attention to explicit constants when applying [8, Lemma 5.17(c) ]. In particular, the monotonicity of Beta function is used. See also Remark 3.3.
Regularity -part I
We start with several technical lemmas before we prove the key Proposition 4.4.
By the construction of the Lévy process we have
By (18), (15) 
We have used [8, Corollary 5.14 and Lemma 5.6] for the last inequality. Finally we have
Proof. We first investigate
we add and subtract one as follows
Here we applied [ 
.
Thus for all r ∈ [0, r 0 ] (see Remark 3.3), 
Proof. We denote
By (15) 
In what follows we frequently replace s ∈ (t/2, t) with t due to the comparability of h −1 (1/s) and h 
x − y) . We treat I 2 alike. Further, by [8, Lemma 5.6)] we have 
x − y) . We deal with the part containing I 2 in the same way. Finally, for each r ∈ [0, r 0 ] we take γ ∈ [γ 1 ∨ (β 1 − r), β 1 ] to obtain by [8, Lemma 5.15 
This ends the proof as again by the monotonicity of Beta function the constant is independent of the choice of r and γ above. See also Remark 3.3. 
Proof. For s ∈ (0, t/2] we have by Corollary 3.2 and [8, (37) ], [22, (40) ] that for all r ∈ [0, 1], 
. For the remaining part of the integral we write 
Regularity -part II
In this section we assume that α h + β ∧ α h > 1. Such condition necessitate α h > 1/2. The proofs here differ from those in Section 4, see Lemma 5.3. 
Proof. Let w 0 ∈ R d be fixed. Define K 0 (z) = (κ 0 /(2κ 1 ))κ(w 0 , z) and K w (z) = K w (z) − K 0 (z). By (18) , (16) 
[8, Corollary 5.14 and Lemma 5.6] have also been used in the last inequality. It remains to apply Υ 2t (y − x) 2Υ t (y − x), see Remark 3.3.
Proof. Let I be the left hand side of the inequality. For |x − x ′ | h −1 (1/t) we conclude from [8, (29) ] and [22, Lemma 3.5] that
For |x − x ′ | h −1 (1/t) we subtract zero, use Lemma 5.1 and [8, Lemma 5.17(a)] to get 
Proof. Denote
We fist show that
where
In what follows we frequently replace s ∈ (t/2, t) with t due to the comparability of h −1 (1/s) with h −1 (1/t), see [8, 
Now, (19) follows in this case from [8, Lemma 5.18(a) and (b)] (once with n 1 = n 2 = β 1 ). For |x − x ′ | h −1 (1/(t − s)) we have by (16) , Lemma 5.2 and [8, (38) , (37)], [22, (41) , (40)],
Here again (19) 
. This ends the proof, see Remark 3.3. 
Proof. Applying [8, (43) and (45)], [22, (48) and (45)] we have
For s ∈ (0, t/2] we have by Corollary 3.2 and [8, (37) ], [22, (40) ] that for all r ∈ [0, 1],
where β 1 ∈ (0, β] ∩ (0, α h ) is fixed. The rest of this part of the proof is the same as that of Proposition 4.4, and rests on [8, Lemma 5.17(b) , 5.3 and 5.15], integration in s ∈ (0, t/2] and Remark 3.3. For the remaining part of the integral with integration in s over (t/2, t) we apply Lemma 5.3.
Proof of Theorem 2.3. The result follows from (11), Corollary 3.2 and Proposition 5.4.
Regularity -part III
In this section we assume that α h + β ∧α h > 2. Note that this may only hold if α h > 1, which in turn puts us into the case (P1) or (P3). We first prove that the second oder derivatives of p κ (t, x, y) in x actually exist. Such result is missing in [8] , therefore we first need to prepare several technical lemmas. Lemma 6.1. For every T > 0 there exists a constant c = c(d, T, σ e ) such that for all t ∈ (0, T ],
Proof. By (18) ( (15) and (16) allow to differentiate under the integral) we have 
Proof. The proof of (22) is like that of [8, (29) ], but it requires the use of (20) . For the proof of (23) we employ (22) 
Proof. We have by [8, (45) ] that ∇ x φ y (t, x, s) = R d ∇ x p Kz (t−s, x, z)q(s, z, y) dz. We obtain the result by applying this equality to the difference quotient (∇ x φ y (t, x + εe i , s) − ∇ x φ y (t, x, s))/ε and using the dominated convergence theorem justified by (16) and [8, (37) , Lemma 5.17(b)]. Proposition 6.4. For every T > 0 there exists a constant c = c(d, T, σ e ) such that for all t ∈ (0, T ] and x, y ∈ R d ,
x p Kz (t − s, x, z)q(s, z, y) dzds ,
Proof. We choose β 1 ∈ (0, β] ∩ (0, α h ) such that α h + β 1 − 2 > 0. Let 0 < |ε| h −1 (3/t) and x = x + εθe i . Based on [20, Theorem 7.21] and Lemma 6.3 we have Thus I 0 is bounded by a function independent of ε, which is integrable in s over (0, t) due to [8, Lemma 5.15 ] and our assumptions that guarantee (β 1 − γ − 2)/α h + 1 > 0 and (−2)/α h + 2 > 0. Now, by [8, (43) and (45) We now concentrate on the regularity of ∇ 2 x φ y (t, x). Lemma 6.5. Let r 0 ∈ [0, 1] ∩ [0, α h + β ∧ α h − 2). For every T > 0 there exists a constant c = c(d, T, σ e , r 0 ) such that for all t ∈ (0, T ], x, x ′ ∈ R d and r ∈ [0, r 0 ],
