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Abstract
Speech Dereverberation using Improved LP 
Residual Combination
Recently, information of document form is flooded with 
advancement of the internet, and the demand to converts the 
document in voice is increasing. Advanced countries are securing 
a voice-activated technology service for various text information 
in numerous industries such as multimedia and communications.
The speech signal received from speaker in an acoustical 
environment is corrupted both by additive noise as well as room 
reverberation. When people listen to a lecture in a large 
auditorium, it is difficult to comprehend speech. This is because 
reverberant sound, witch is reflected from the walls or ceiling, 
masks in direct sound. So we need a robust algorithm for 
reverberant speech enhancement. 
The difficulty of speech enhancement depends strongly on 
environmental conditions. The reverberation effect is critically 
dependent on the position of the microphone and the speaker. 
The direct component of speech is reduced with increasing 
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distance of the microphone from the speaker, hence the direct 
signal to reverberant component ratio (SRR) of speech decreases. 
The signal to noise ratio (SNR) due to additive noise also 
decreases with increasing distance of the microphone from 
speaker, but this reduction can be compensated by increasing the 
volume of the source of speech. But the SRR is unaffected by the 
increase in volume.
If a speaker is close to a microphone, reverberation effects are 
minimal and traditional methods can handle typical moderate noise 
level. However, if the speaker is far away from a microphone, 
there are more severe distortions, including large amounts of 
noise and noticeable reverberation. Denoising and dereverberation 
of speech in this condition has proven to be a very difficult 
problem. Therefore, we need a robust speech processing 
technique in reverberation effect by distance between speaker and 
microphone.
In this thesis, an improved LP residual method is proposed for a 
speech recognition in reverberation and noise condition from 
multiple microphones. The enhanced speech is significantly better 
compared to the coherently added speech signal, in the sense that 
the reverberation effects are reduced significantly. The proposed 
method showed the improved ability than the existed one for 
more than 10% in numerical value.
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제 1 장  서   론
최근, 인터넷의 발달로 문서형태의 정보는 홍수를 이루고 있으며, 이
를 음성으로 변환하고자 하는 수요는 급격히 늘어나고 있다.  특히 선
진국에서는 멀티미디어․통신 등 여러 분야에서 다양한 문자정보를 음성
으로 서비스하기 위해 경쟁적으로 음성 인식 기술을 확보하고 있다.  
또한 음성처리 분야의 근간이 되는 음성인식 기술은 연구 활동의 영역
에서 벗어나 상용화되고 있다.  그러나 상용화된 음성인식 기술은 연구 
단계와 같은 환경에서는 비교적 좋은 성능을 보이나 실제 인식환경에서
는 성능이 저하될 수 있다.  전형적인 환경 조건에서 수집된 음성 신호
는 보통 잔향음과 부가잡음에 의하여 저하되는데, 실제로 강당, 화상회
의 회의실, 강의실 등과 같은 닫혀진 공간에서 마이크로폰 시스템에 수
신된 신호는 직접 전달파와 벽면에 의한 반사파들이 더해진다.  결국 
실제 발생음을 명확히 얻기가 어렵기 때문에 음질 향상 기법의 적용이 
필요하다.
 음질 향상의 어려운 점은 환경조건에 크게 영향 받는다는 것이다.  
잔향음은 화자와 마이크로폰의 위치에 의해 크게 좌우된다.  음성의 직
접성분은 화자와 마이크로폰 사이의 거리가 멀어질수록 줄어들기 때문
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에, 신호 대 잔향음 성분비(SRR : Signal to Reverberant component 
Ratio)는 줄어든다[1].  부가적인 잡음에 의한 신호 대 잡음비(SNR : 
Signal to Noise Ratio) 역시 화자와 마이크로폰의 거리가 증가할수록 
줄어들지만, 이 저하는 음원의 음량이 커지면 보상된다.  그러나 SRR은 
음량의 커지더라도 보상되지 않는다.  만약 화자와 마이크로폰이 가까
우면 잔향음 효과는 최소가 될 것이고 기존의 방법으로 전형적인 중간 
정도의 잡음 레벨을 처리할 수 있을 것이다.  그러나 화자와 마이크로
폰 사이가 멀어지면 눈에 띄는 잔향음과 부가 잡음을 포함하여 신호가 
심하게 왜곡된다.  이러한 조건에서의 잔향음 제거와 음성의 잡음제거
는 매우 어려운 문제이다.  그러므로 화자와 마이크로폰 사이의 거리에 
의한 잔향음 효과에 강인한 음성 처리 기술을 필요하다. 
음질 향상을 위한 방법들은 잡음 요인에서 구하고 이 요인들로부터 
음성을 합성하는 것에 기초하여 발전되어왔다[2]. 저하된 음성의 
all-ploe 모델링은 이런 방법들의 하나이다[3].  All-pole 모델링에서, 
만약 잘못된 피크가 구해진다면 이 피크들이 향상될 수 있다.  또한 자
연스러운 음성의 부드러운 윤곽선과 비교할 때, 이러한 피크들의 일시
적인 시퀀스는 스펙트럼 피크의 윤곽선에서 불연속을 일으킨다.
일반적으로 음질 향상의 방법은 short-time spectral 포락선의 수정
에 달려있는 것처럼 보인다.  만약 스펙트럼 포락선의 특징 추출에 오
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차가 있거나, 오차가 스펙트럼 특징의 temporal contours 수정으로 인
한 스펙트럼 포락선에 나타난다면, 처리된 음성은 부자연스럽게 들리는 
왜곡을 나타낼 수도 있다. 
음질 향상을 위한 피치의 주기에 기반한 방법도 제안되었다[4].  이
런 음질의 향상을 위한 방법들은 잡음이 포함된 음성 신호를 얼마나 정
확하게 찾아내느냐에 따라 성능이 좌우된다.  또한, 이러한 경우에 합성 
여기 신호는 음성을 만드는데 사용된다. 따라서 소음의 효과가 줄어든
다 해도, 음성의 질은 낮아지게 된다.
피치 음조곡선과 음정의 길이 같이 여러 구분을 넘는 변수는 강한 특
징이다.  그러나 비록 향상된 음성 신호를 만들기 위하여 스펙트럼 포
락선과 각 분석 프레임의 여기를 모두 필요하다 할지라도, 이러한 특징
은 음질 향상을 위해 유용하지 않다.
그러나 위에서 언급한 몇 가지 방법들에서 음질 향상을 위한 음원 신
호의 특징을 조사하지 않았다.  이와 같은 가장 큰 이유는 음원 신호에
서 선형예측 잔여 신호 같은 샘플은 비상관적이므로 잔여 샘플은 음원 
신호보다 잡음에 더 가깝기 때문이다[5].  그러므로 잔여 신호는 음질 
향상을 위한 어떠한 유용한 특징을 가지고 있다고 예상되지 않았다.  
이 논문에서는 부가 잡음 및 잔향음 환경에서 강인한 음성인식을 위한 
수정된 선형예측 잔여 기법을 제안한다. 
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본 논문에서 제안된 음질 향상을 위한 방법은 멀티 마이크로폰 환경
에서 선형예측 잔여신호의 시간에 따른 변화의 신호해석을 위해 힐버트 
포락선을 사용하여 수정된 선형예측 잔여 신호를 구하고, 수정된 선형
예측 잔여 신호의 조합을 통하여 음성의 질을 향상시키고자 하였다.
제 2 장에서 음질 향상을 위한 기존의 방법에 대해 간략히 살펴본 후, 
제 3 장에서 잔향효과 제거 및 음질 향상을 위한 제안된 접근법을 서술
하였다.  제 4 장에서는 시뮬레이션을 통한 실험결과를 비교하고, 마지
막으로 제 5 장에서 결론을 내린다. 
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제 2 장 잔향음 제거 연구 동향
잔향음에 대해서 설명하면 잔향음이란 공간 때문에 생기는 일종의 반
사음들로 청취 환경의 크기나 모양, 재질에 따라 소리의 반사되는 각도
나 질이 변하면서 미묘한 시간차를 두고 우리의 귀에 도착하면서 생긴
다.  
현재까지 많은 저자들에 의하여 음질 향상을 위한 알고리즘들이 개발
되어왔다.  일반적인 음질 향상방법은 두 종류로 나눌 수 있는데, 그것
은 단일 마이크로폰을 이용한 방법과 다중 마이크로폰을 이용한 방법이
다.  첫 번째로 단일 마이크로폰을 이용한 음질 향상방법으로 가우시안 
잡음에 의해 저하된 단일 마이크로폰 음성신호의 통계적인 모델을 사용
하는 방법이 있다[6, 7].  그러나 이 모델들을 이용한 음질향상 방법은 
잔향음 제거나 다중 마이크로폰을 이용한 방법으로 연장되지 않는다.
두 번재로  다중 마이크로폰을 이용한 음질 향상방법은 알고 있는 마
이크로폰 배열 구조에서 소리의 시공간 측정을 준비하는 배치한 마이크
로폰 배열 처리에서 시작한다.  마이크로폰 배열을 이용한 방법은 단일 
마이크로폰을 이용한 방법과 비교하여 신뢰도를 높일 수 있다는 장점이 
있으며, 그 중에서 비적응형 알고리즘은 가장 단순한 방법에 속하며 제
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한된 방향에서 발생한 신호에서 잡음을 쉽게 제거할 수 있다[8].  본 
논문에서는 신뢰도를 높이기 위해 다중 마이크로폰 배열을 구조를 사용
하며 수신된 신호의 선형예측 알고리즘으로 얻은 잔여신호를 이용하여 
잔향음을 제거 하고자 하였다.  
제 2-1 절 단일 마이크로폰 잔향음질 향상을 위한 알고리즘
소음이 없는 조건하에서, 잔향 음성의 질은 두 개의 뚜렷한 성분인 
coloration 효과와 긴 반사 잔향음에 좌우된다.  이것들은 두 개의 물리
적인 변수, 신호 대 잔향음 성분비(SRR)과 잔향 시간에 각각 대응되는
데, 이 방법에서는 이러한 정보에 의하여 단일 마이크로폰을 이용한 잔
향음질 향상을 위한 알고리즘을 제안하였다.  여기서 coloration 효과
란, 반사음의 지연시간이 수㎳~수십㎳로 짧은 경우, 직접음과 간접음 
간에 위상 간섭이 생겨 음색이 변화되는 현상을 말한다.  첫 번째 단계
에서는 coloration 효과를 줄이거나 신호 대 잔향음 성분비를 늘리기 
위하여 역필터를 계산하였다.  두 번째 단계에서는 긴 반사 잔향의 효
과를 최소화하기 위하여 스펙트럼 차감(subtraction)을 사용하였다.  그
림 2-1은 이 알고리즘의 블록다이어그램을 나타낸 것으로 (a)와 (b)의 
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두 단계로 나타나있다.  Berkley와 Allen은 두 개의 물리적인 변수인 
잔향시간 T60과 화자-청자 사이의 거리가 잔향 음질에 중요하다는 것
을 확인하였다[9].  늦은 반사는 음성 스펙트럼을 왜곡하고 명료도와 
음질을 떨어뜨린다. 이른 반사는 coloration이라 불리는 왜곡을 야기하
는데 이른 반사의 nonflat 주파수 응답은 음성 스펙트럼을 왜곡시킨다.  
coloration효과는 주파수 응답의 표준편차로 정의된 스펙트럼 편차로 
간주된다.  Jetzt는 스펙트럼 편차가 신호 대 잔향음 성분비에 의하여 





결정됨을 확인하였다[10].  게다가 상대적인 잔향 에너지는 화자청자
의 위치에 관계없이 대략 일정하므로, 스펙트럼 편차는 직접신호의 힘
을 결정하는 화자 마이크의 거리에 의해 결정된다.
여기서 coloration 효과와 긴 반사 두 가지 요소를 다룰 두 단계의 알
고리즘을 제안하는데, 첫 번째로 coloration 효과를 제거하거나 신호 
대 잔향음 성분비를 높이기 위한 역필터 계산을 하고 두 번째 단계에서 
긴 반사의 영향을 줄이기 위한 스펙트럼 차감 방법을 제안하였다.
우선 coloration 효과를 제거하거나 신호 대 잔향음 성분비를 높이기 
위한 역필터를 구하는데, Gillespie에 의하여 제안된 다중 마이크로폰 
역필터 알고리즘을 사용하였다. 역필터는 역필터된 신호의 선형예측 신
호의 Kurtosis의 Maximizing에 의해 찾을 수 있다[11]. 임펄스 응답은 
이른 반사와 느린 반사 두 부분으로 분해할 수 있다. 이때 늦은 반사가 
역필터된 음성의 질을 저해할 수 있으므로 늦은 반사의 효과를 계산하
고 제거함으로서 음성의 질을 향상시킬 수 있다. 결과적으로 첫 번째 
단계에서 이른 반사에 의한 coloration 효과를 줄이고 역필터로 잔향 
음성의 파워 스펙트럼을 개선하고 두 번째 단계에서 늦은 반사의 효과
를 줄이는 스펙트럼 차감은 비상관적인 잡음에 대해 향상된 음성을 산
출한다[12].
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제 2-2 절 시공간 평균을 이용한 다중 마이크로폰 음성 
잔향음 제거
잔향 음성의 강화를 위한 방법에서 음원 필터 음성 제작 모델의 사용
은 지난 몇 년 동안 상당히 주목받았을 뿐만 아니라, 최근에는 선형예
측 계수의 공간영역 평균이 알고리즘의 이들 타입의 실행에 있어서 정
확도를 높일 필요가 있는 것으로 나타났다.  이 방법에서는 공간영역 
평균과 상호 주기 공간영역 평균에 기반한 새로운 접근법의 조합으로 
구성된 선형예측 잔여신호로 동작하는 새로운 다중채널 음성 잔향효과 
제거 접근법을 제시하였는데,  [13]에서 볼 수 있듯이, 선형예측 계수
의 정확도 향상은 잔향환경에서 만들어진 음성 신호의 시간 맞춤 정보
인 공간영역 평균으로부터 얻을 수 있다고 실험적으로 보여준다. 따라
서 인접한 larynx-cycles 사이의 파형이 천천히 바뀐다는 사실을 사용
하는 것은 선형예측 잔여신호 끝의 향상을 위해 자체적으로 또 그것의 
가장 가까운 주기의 평균에 의해 대체된다는 것이다.  
 이 방법에서는 공간과 시간영역 평균 둘로 구성된 새로운 다중 마이
크로폰 음성 잔향 알고리즘을 제안 하였는데[14],  이 알고리즘의 흐름
도는 그림 2-2에 나타나있다.  이 방법은 공간영역 평균 마이크로폰 어
레이 입력의 선형예측과 선형예측 잔여신호의 larynx synchronous 
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temporal averaging에 기반하고 있다.  하지만 이 알고리즘은 유성음 
부분에만 초점을 맞추고 있고 무성음 부분에 대해서는 고려하고 있지 
않는다.  그림 2-2에서 알 수 있듯이 지연시간의 평균의 합을 이용함으
로서 선형예측 계수의 정확도 향상을 위해 잔향환경에서 만들어진 음성 
신호의 시간 맞춤 정보인 공간영역 평균으로부터 얻어야 하는 복잡한 
과정을 거쳐야 하므로 실제 시스템 구현에 있어서 어려운 점을 가지고 
있다.





제 2-3 절 잔향 음질 향상을 위한 피치 기반 단일 
마이크로폰 알고리즘 
이 방법에서 제안된 모델은 두 가지 단계로 구성되어 있는데 그 첫 
번째 단계는 잔향시간의 계산을 위한 피치 기반 지연 계산이다. 그리고 
모델의 두 번째 단계는 잔향음 향상의 방법으로 첫 번째 단계에서 계산
된 잔향 시간을 이용하여 늦은 잔향 성분을 차감하는 과정이다.
피치 기반 측정법은 최근의 다중 피치 추정 알고리즘으로부터 얻는다
[16]. 피치 추적 알고리즘은 네 단계로 구성되어있다. 첫 번째 단계에
서 입력신호는 16㎑로 샘플되고, 4차 gammatone 필터에 의하여 128 
주파수 채널로 필터링 된다[17]. 800㎐보다 낮은 중심 주파수의 채널
은 저주파로 분류되고 나머지는 고주파로 분류된다. 포락선은 고주파 
채널에서 얻는다. 첫 번째 단계의 끝에서 정규화된 correlogram은 모
든 채널에서 16㎳의 윈도우 사이즈를 사용하여 계산된다. 채널과 피크
의 선택은 두 번째 단계에서 구성된다. 잡음에 의해 저하된 채널만 선
택된 후 다음 단계로 넘어간다. 세 번째 단계는 모든 채널의 주기성 정
보를 통합하고 마지막 단계는 hidden Markov 모델을 사용하여 연속된 
피치 추정을 형성한다. 피치 기반 측정법은 잔향 시간을 계산하기 위하
여 사용되었다.
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잔향음에는 이른 잔향음과 늦은 잔향음이 존재하는데 이 연구에서는 
이전 단계에서 계산된 잔향 시간을 이용하여 늦은 잔향 성분을 계산하
고 빼는 방법으로 음질을 향상하였다[18]. 
본 논문에서는 다중 마이크로폰 배열 구조를 사용하여 수신된 신호의 
선형예측 알고리즘으로 얻은 잔여신호를 이용하여 잔향음을 제거 하고
자 하였다.  
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제 3 장 제안한 잔향음 제거 방법
제 3-1 절  선형예측 분석 모델
음성신호 처리에서 선형예측(LPC : Linear Prediction Coding) 이론
은 오랫동안 연구되었다.  음성의 특징을 추출하는 방법 중 하나인 선
형예측분석은 음성의 기본적인 파라미터를 음성발생의 선형적인 모델
에 기초하여 추출해내는 방법으로 1970년 Itakura 등에 의해서 발표되
었고 오늘날 가장 널리 사용되고 있는 분석법으로서 기본 아이디어는 
그림 3-1에서 보는 것과 같이 ‘주어진 시점 n에서의 음성 신호 샘플 값
은 지나간 p개의 음성출력 샘플 값과의 선형조합으로 근사화할 수 있다
는 가정에서 시작된 분석법이다[19]. 선형예측을 통한 특징 추출방법
은 근본적으로 음성발생 모델과 밀접한 연관이 있으며, 음성에 관한 특
징을 비교적 정확히 묘사할 수 있을 뿐 아니라, 그 정확도와 계산 속도
면에서도 비교적 좋은 성능을 보이므로 음성처리를 위하여 많이 사용되
어 왔다. 이외에도 선형예측분석의 장점은 이 모델은 크게 음원에 해당
되는 부분과 합성필터에 해당되는 부분으로 분리해서 모델화 할 수 있
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으므로 음성분석 및 합성을 훨씬 용이하게 해주는 데에 있다. 또한 음
성을 코딩하는 작업은 시간영역에서 이루어지지만 음성의 분석 및 합성
은 주파수영역에서 행하여지는 것인데, 이 선형예측분석은 이것을 만족
하고 있다는 것이다.
즉, 선형예측분석은 시간영역에서 코딩해 주면서 formant 주파수, 대
역폭, 진폭 등의 주파수 영역에서의 파라미터 값들을 추출해 낼 수 있
다는 것이다. 성도의 특징을 나타내는 전달함수는 일반적으로 전극 필
터를 가정하는데, 실제적으로 성도의 특징을 보다 정확하게 묘사하기 
위해서는 pole뿐만 아니라 zero도 필요하다. 그러나 zero를 전달함수
그림 3-1.이산시간 시퀀스의 발생을 위한 전극 모델
Fig3-1.Al-polemodelforthegenerationofadiscrete-timesequence.
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에 포함시키면 필터의 계수를 구하는 일이 대단히 복잡해질 뿐만 아니
라, 또 pole의 수가 충분히 많아지면 pole로 zero를 어느 정도 나타낼 
수 있으므로 보통의 경우 그냥 전극 필터를 가정하게 된다.  
위와 같은 장점에 비해, 분석차수가 낮으면 peak 즉, formant가 제대
로 찾아지지 않으며, 차수를 높이면 계산 속도가 느려지기 때문에 분석
차수를 효과적으로 설정해야하는 문제가 있고, 코딩을 위해서 양자화하
는 과정에서 에러발생시 불안정한 필터계수가 얻어질 수 있다. 주어진 
시점 n에서의 음성 신호 샘플 값은 지나간 p개의 음성출력 샘플 값과의 
선형결합을 식으로 나타내면 다음 식 3-1로
y(n)≈a1y(n-1)+a2y(n-2)+⋯+apy(n-p) (3-1)
 
여기서 y(n)은 n 시점에서의 음성 샘플을 나타내고, y(n-k)는 n 시
점에서 k 만큼 이전의 음성 샘플을 나타낸다. 그리고 ak는 해당 프레임
에서 정해지는 계수이다. 식 3-1을 보면 비선형 성분이 전혀 포함되지 
않은 선형 조합으로 나타나 있으며, 과거 값을 가지고 미래의 값을 예
측하는 모델이므로, 이를 선형예측 모델이라고 한다. 
시간축의 구간과 주파수축의 대역폭이 반비례한다는 것을 상기한다
- 16 -
면 이 모델이 주파수축의 전체 모양을 모델링함을 예측할 수 있다. 선
형예측 알고리즘에서 zero를 사용하지 않고 pole만을 사용해서 성도를 
모델링 하는 이유는 zero의 추가에 따른 계산량의 증가에 비해서 모델
링의 정교도가 좋아지지 않기 때문이며 pole만으로도 무리 없이 모델링
이 되기 때문이다.
전극 합성기는 신형예측 분석으로부터 얻는다. 그림 3-2는 선형예측 
분석으로부터 유래한 구성으로 p차 차분방정식에 상응하는 디지털 필






그림 3-2.선형예측 분석 기반 Al-pole합성기
Fig3-2.Al-polesynthesizerbasedonLPCanalysis
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제 3-2 절 선형예측 분석 알고리즘
















입력으로 받은 한 프레임의 음성신호에 대해서 그 신호를 가장 잘 모
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델링하는 ak를 구하는 것이 목적이기 때문에 식 3-6와 같은 표기법을 
정의한다.  이는 곧 n 번째 프레임의 m 번째 샘플을 의미한다.
yn(m)=y(n+m),vn(m)=v(n+m) (3-6)
수신된 신호에 관한 식 3-3에 근거한 합당한 ak를 구하는 방법에 대
해서 살펴보자. 한 프레임 내에서 원 신호와 추정 신호의 차에 해당하
는 평균제곱 오차를 최소화 하는 ak를 찾아내는 것을 기본적인 접근방
법으로 사용한다.
n 번째 프레임 내에서의 평균제곱 오차를 식 3-6의 표기법을 근거로 







평균제곱 오차를 최소화 하는 기준을 만족하는 ak를 구하는 것은 곧 












식 3-9를 간단히 하면 식 3-10이 되는데
φn(i,k)=∑myn(m-i)yn(m-k)
 (3-10)







결국 해당 프레임에서 우리가 원하는 ak를 구하는 방법은 식 3-11의 
p개의 미지수를 가진 p개의 방정식을 푸는 것과 같다. 한편 평균제곱 










제 3-3 절 선형예측 계수 추출
선형예측 계수를 추출하는 방법으로 자기상관 방법과 공분산 두 방법
이 있는데, 두 가지 측면에서 서로 장․단점을 가진다. 우선 계산량 면에
서는 자기상관 방법이 p2(여기서 p는 선형예측의 길이)에 비례하고, 공
분산 방법이 p3에 비례함으로써 자기상관 방법이 좋음을 알 수 있다.  
공분산 방법이 음성신호에 윈도우를 사용하지 않음으로 해서 계산량이 
조금 적어지기는 하지만 자기상관 방법에 비하면 훨씬 많은 계산량을 
가진다. 그리고 다른 하나의 측면인 선형예측 계수를 양자화 할 때 생
기는 안정성 문제에서는 자기상관 방법에 의해서 구해진 계수가 공분산 
방법에 의해 구해진 계수보다 양자화 시에 발산할 가능성이 높게 나타
- 21 -
난다.
두 방법의 성능 면에서는 공분산 방법이 우수하지만 큰 차이를 보이
지 않는 것으로 알려져 있다.  따라서 자기상관 방법이 성능 면에서 공
분산 방법에 비해 그리 뒤떨어 지지 않는 반면 계산량이라는 측면에서 
많은 이점을 가지고 있으므로 본 논문에서는 선형예측 계수를 추출하는 
방법으로 자기상관 방법을 사용한다.
제 3-4 절 선형예측 잔여신호
잠깐 잔여신호에 대해서 설명하자면, 잔여신호란 선형예측 알고리즘
으로 신호를 선형예측 하였을 때 출력으로 나오는 신호의 차이로 남는 
신호이다. 잡음 혹은 잔향음과 다르게 잔여신호에는 여전히 음성을 판
단하기 위해 필요한 정보들이 남아있어 이러한 정보를 살리기 위한 적
절한 잔여신호 모델링을 동반하여야 한다. 잔여신호는 바꾸어 말하면 
음성 신호를 출력하는 선형시스템으로의 입력신호이다. 실제로 잔여신
호를 식의 디지털 필터로 입력하면 음성신호가 출력된다.  
아래에 보이는 그림 3-3은 세 개의 마이크로폰으로 수신된 음성 데
이터를 나타낸 것이다.  마이크로폰에 수신된 음성 데이터는 송신기에
- 22 -
서 전달된 음성 데이터가 실내 잔향음과 부가잡음에 의해 저하된 데이
터로 그림에서 보는 바와 같이 잡음과 잔향음의 효과로 저하된 모습을 
확인할 수 있다. 부가잡음에 의해 저하된 음선신호는 식 3-13과 같이 
정의된다[20].
y=x+w (3-13)
여기서 y=[y(n-N+1),…,y(n-2),y(n-1),y(n)]T는 잡음이 섞인 
그림 3-3.음원 신호와 각각의 마이크로폰에 입력된 신호
Fig3-3.Sourcesignalandinputsignalsofeachmicrophone
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음성의, x=[x(n-N+1),…,x(n-2),x(n-1),x(n)]T는 깨끗한 음성
의, w=[w(n-N+1),…,w(n-2),w(n-1),w(n)]T는 잡음 샘플의 N차 
벡터를 각각 나타낸다.  입력신호 샘플의 p차 선형예측분석 실행에서, 
선형예측 계수의 집합을 얻을 수 있다.





여기서 ai는 선형예측 계수이고, vy(n)은 선형예측 오차이다. 선형예








1 0 ⋯ ⋯⋯ 0
a1 1 ⋯ ⋯ ⋯ 0
⋮ ⋮ ⋱ ⋮
apap-1⋯ 1⋯ 0
⋮ ⋱ ⋱ ⋮
0 ⋯ ap⋯a11
 (3-15)
저하된 음성신호에 대한 식 3-14는 행렬 A를 이용하여 다시 작성하
면 식 3-16이 되는데
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ey=Ay (3-16)
여기서 ey는 선형예측 잔여신호의 벡터이다. 식 3-16은 선형예측 잔
여신호가 음성샘플의 역필터링에 의해 얻어진다는 것을 의미한다[20]. 
제 3-5 절 제안한 잔향음 제거 방법
음성의 직접성분은 화자와 마이크로폰 사이의 거리가 멀어질수록 줄
어들기 때문에, 신호 대 잔향음 성분비(SRR : Signal to Reverberant 
component Ratio)는 줄어든다[1]. 부가적인 잡음에 의한 신호 대 잡음
비(SNR : Signal to Noise Ratio) 역시 화자와 마이크로폰의 거리가 증
가할수록 줄어들지만, 이 저하는 음원의 음량이 커지면 보상된다. 그러
나 직접 신호 대 잔향음 성분비는 음량의 커짐으로 인해 보상되지 않는
다.  그러므로 음질 향상은 음성의 직접 신호 대 잔향음 성분비를 높이
는 한편, 부가접인 잡음에 의한 신호 대 잡음비를 높여야한다. 직접 신
호 대 잔향음 성분비를 높이는 동시에 신호 대 잡음비를 높이는 한 가
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지 방법은 선형예측 잔여신호를 수정하는 것이다. 이는 다른 영역에 관
하여 중요한 순간 영역 주위의 코히런트 부분을 개선하는 선형예측 잔
여신호를 위한 가중치 함수를 만드는 것이다.  선형예측 잔여신호는 위
상에 좌우되는 양과 음의 샘플 모두를 가지고 있기 때문에, 각 순간에
서의 선형예측 잔여신호의 강도는 선형예측 잔여 신호의 힐버트 포락선 
계산에 의해 얻을 수 있다[21].  
그림 3-4는 본 논문에서 제안하는 음질 향상을 위한 알고리즘에 대
한블록다이어그램을 나타낸 것이다. 세 개의 마이크로폰으로부터 입력
된 수신신호는 선형예측 분석을 거쳐 잔여신호를 구한다. 이렇게 구한  
그림 3-4.제안된 알고리즘의 블록 다이어그램
Fig3-4.BlockDiagram ofproposedAlgorithm
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선형예측 잔여신호로부터 코히런트하게 더해진 힐버트 포락선을 얻고 
수신신호의 선형예측 잔여신호와 조합하여 개선된 잔여신호를 구한다.
그림 3-5는 음원 신호의 선형예측 잔여신호와 각각의 마이크로폰에 
입력된 신호의 선형예측 잔여신호를 구한 것이다. 선형예측 잔여 신호 
e(n)의 힐버트 포락선 ê(n)은 식 3-17로부터 얻을 수 있고, 여기서 식 
3-18과 같은 eH(n)은 선형예측 잔여 신호 e(n)의 힐버트 변환이다.
ê(n)= e2(n)+e2H(n) (3-17)




선형예측 잔여 신호 e(n)의 힐버트 변환은 e(n)의 DFT(Discrete 
Fourier Transform)의 실수와 허수부를 교환하고 난 후 IDFT 
(Inverse Discrete Fourier Transform) 계산을 하여 얻어진다. 여기서 
E(w)는 e(n)의 DFT이다[22]. 이렇게 구해진 힐버트 포락선은 그림 
3-6에 나타나있다.
그림 3-6.각각의 선형예측 잔여의 힐버트 포락선
Fig3-6.HilbertenvelopofeachLPresiduals
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잡음과 잔향음의 효과 때문에 선형예측 잔여신호의 힐버트 포락선에
서 여러 큰 진폭 스파이크가 있다. 이런 스파이크의 효과를 줄이기 위
해, 세 개의 마이크로폰으로부터 선형예측 잔여신호의 힐버트 포락선을 
측정할 수 있고, 그것들을 코히런트하게 더한다.
코히런트 덧셈을 위해 두 마이크로폰 사이의 음성 시간지연이 계산되
어야 한다. τ12는 마이크로폰 1과 2 사이의, τ13은 마이크로폰 1과 3 사
이의 시간 지연이다. 마이크로폰 2와 3의 지연 보정된 힐버트 포락선은 
첫 번째에 더해진다. 이 코히런트 덧셈을 위해 힐버트 포락선의 제곱이 
고려된다. 그 결과 힐버트 포락선은 이 덧셈의 제곱 값이 된다. 이를 수
식으로 표현하면 식 3-19와 같고
eĉ(n)=e21̂(n)+e22̂(n+τ12)+e23̂(n+τ13) (3-19)
여기서 eĉ(n)은 코히런트하게 더해진 힐버트 포락선이고 e1̂(n), e2̂(n), 
e3̂(n)은 각각 마이크로폰 1, 2, 3의 선형예측 잔여신호의 힐버트 포락
선을 나타낸다. 반면에 인코히런트하게 더해진 힐버트 포락선은 식 
3-19을 계산할 때 마이크로폰 사이의 시간 지연 τ12과 τ13이 더하지 않
는다. 그림 3-7은 코히런트하게 더해진 힐버트 포락선과 인코히런트하
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게 더해진 힐버트 포락선을 비교해 놓은 것이다. 
코히런트하게 더해진 힐버트 포락선의 특징은 잔여신호 가중치를 만









e1M, e2M, e3M은 각각 마이크로폰 1, 2, 3의 수정된 선형예측 잔여신
호이다.  여기서 m은 한 프레임의 길이를 나타낸다. 이렇게 하여 얻은 
수정된 선형예측 잔여신호를 그림 3-8에 나타내었다.
그림 3-8.기존의 방법으로 얻은 선형예측 잔여
Fig3-8.LPresidualsbyexistedmethod
식 3-20에서 구한 한 개의 수정된 선형 예측 잔여신호 e1M을 합성하
여 음성을 만들어 개선된 음성을 얻을 수 있지만, 본 논문에서는 이미 
계산된 잔여신호를 이용하여 계산량의 증가 없이 각 마이크로폰의 수정
된 선형예측 잔여신호의 조합을 이용하여 새로운 선형예측 잔여값을 구
해냄으로서 음질의 향상과 더불어 신뢰성을 높이고자 하였다. 식 3-20
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를 통하여 얻은 각각의 마이크로폰의 수정된 선형예측 잔여신호에 각각 
다른 가중치 w1과 w2, w3을 주어 이들의 조합으로 새로운 선형예측 잔
여신호를 구하였다.
eM(n)=∑e1M(n)×w1+e2M(n)×w2+e3M(n)×w3 (3-21)
식 3-21의 가중치 값은 실험을 통하여 합성된 음성의 질에 있어서 
가장 좋은 결과를 나타는 새로운 선형예측 잔여신호를 얻을 때 사용된 
가중치 값으로 실험에 의하여 얻어진 값이다.
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제 4 장  실험 결과
제 4-1 절 실험 환경
잔향 환경에서 제안된 알고리즘의 실험을 수행하였다.  1개의 송신기와 
3개의 마이크로폰 배열을 사용하였고, 실험에 사용된 송신기는 DIATONE 
DS-7을, 마이크로폰은 Onkyo Sokki Corp.의 transducer Hoshiden 
KUC1333을 사용하였다. 각각의 마이크로폰 사이의 거리는 20cm이고, 




의 RT(Reverberation Time)는 1.3초이다. 음성 데이터는 48㎑로 샘플링 
되었으며, 16비트 양자화로 저장되었다. 실험 환경은 그림 4-1와 같은 에
코룸에서 음성 데이터를 수집하였다.
10차 선형예측 분석은 세 개의 마이크로폰 출력에서 선형예측 잔여신호
의 힐버트 포락선를 얻는데 수행되었으며, 이렇게 구한 선형예측 잔여신호
를 이용하여 수정된 선형예측 잔여신호를 얻을 수 있었고, 향상된 음성은 
수정된 선형예측 잔여신호로 시변 10차 전극(all-pole) 필터를 통해서 얻
는다.
수정된 하나의 선형예측 잔여신호 eiM(n)만을 이용하여 음질을 개선한 
방법과 본 논문에서 제안한  수정된 선형예측 잔여신호 e1M(n), e2M(n), 
e3M(n)의 조합을 이용하여 얻은 새로운 선형예측 잔여신호를 이용하여 음
질을 개선한 방법을 비교해 보았다.
 제 4-2 절 실험 결과
4-2-1. 입력신호와 잔여신호의 비교
그림 4-2에서는 원음 신호와 수신된 신호와 함께 각각의 잔여신호를 비
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교하였다. 원음 신호와 수신된 신호를 비교했을 때 수신된 신호의 경우 음
절과 음절 사이의 끊김 없이 잔향효과가 음절과 음절 사이에 포함되어 수
신되었음을 알 수 있다. 또한 원음과 비교해 잔향효과가 있는 수신된 신호
의 잔여신호에는 음성을 판단하기 위한 정보인 잔여신호에 잔향효과에 의
하여 잔여정보가 많이 남아있음을 그림 4-2 (d)의 피크치를 통하여 알 수
가 있다.
그림 4-2.음성과 잔여신호:(a)와 (b)는 원음과 원음의 잔여신호,(c)와 (d)는




4-2-2. 각 단계의 잔여신호의 비교
그림 4-3에서는 각각의 단계의 잔여신호를 비교하였다. (a)는 원음을 
선형예측 하였을 때 얻은 잔여신호이고, (b)수신된 신호의 잔여신호로 원
음의 잔여신호와 상당한 차이가 있음을 알 수 있다. (c)에 나타낸 것이 코
히런트하게 더해진 잔여신호와 한 개의 수신된 신호의 잔여신호 (b)를 이
용하여 얻은 수정된 잔여신호로 (b)에 비하여 비교적 원음의 잔여신호에 
가까움을 볼 수 있다. 마지막에 있는 (d)는 이 논문에서 제안한 방법인 코
그림 4-3각 단계의 잔여신호
Fig4-3.residualofeachprocedure
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히런트하게 더해진 잔여신호와 코히런트하게 더해진 잔여신호를 얻기 위
하여 이미 구해놓은 세 개의 수신된 신호의 잔여신호를 이용하여 얻은 세 
개의 수정된 잔여신호의 가중치 합으로 얻은 잔여 신호로 (c)에서 얻은 잔
여신호보다 비음성 구간에서의 zero 부분이나 음절과 음절 사이의 잔향음 
효과가 줄어있음을 알 수 있다.
4-2-3. 각 시간지연의 잔여신호의 비교
코히런트하게 더해진 힐버트 포락선을 구하려면 마이크로폰에 수신된 
신호들 사이의 시간지연 정보가 필요하다. 하지만 각 신호들 사이의 시간
지연 정보를 정확하게 계산 하는 것은 매우 어려운 일이다. 그림 4-4에서
는 시간지연 정보의 오차가 미치는 잔여신호의 차이를 나타내었는데, 정확
한 시간지연 정보를 가지고 코히런트하게 더해진 잔여신호와 정확하지 않
은 시간지연 정보를 가지고 코히런트하게 더해진 잔여신호를 비교 하였다.
그림 4-4에서 볼 수 있듯이 정확한 시간지연 정보를 가진 잔여신호와 정
확하지 않은 시간지연 정보를 가진 잔여신호 사이에 차이가 거의 없음을 
알 수 있다. 그 이유는 마이크로폰 어레이의 간격이 매우 좁아 수신된 신
호들 사이의 시간지연이 매우 작기 때문이다. 만약 본 논문에서 제안한 알
고리즘을 마이크로폰의 간격이 좀 더 큰 시스템에 적용하여 사용하였을 
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경우 각각의 마이크로폰에 수신된 신호의 시간지연 차에 의한 영향이 잔
여신호의 차이를 만들 것이라 판단되며, 이를 실험을 통하여 확인해 보았
을 때 좀 더 완벽한 논문이 될 것이다.
4-2-4. 방식이 다른 잔여신호의 비교
그림 4-5에서는 코히런트하게 더해진 힐버트 포락선을 구하는 식 3-19
에서 정확한 시간지연 정보를 더한 코히런트하게 더한 힐버트 포락선 (a)
그림 4-4.각 시간지연의 잔여신호
Fig4-4.residualofeachtimedelay
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와 이를 이용한 잔여신호 (b)와 시간지연 정보를 더하지 않은 인코히런트
하게 더한 힐버트 포락선 (c)과 이를 이용한 잔여신호 (d)를 각각 나타내
었다. 인코히런트하게 더한 힐버트 포락선 (c)가 코히런트하게 더한 힐버
트 포락선 (a)에 비해 피크치가 조금씩 크다는 것을 알 수 있다. 하지만 
(a)와 (c)의 두 포락선은 사용하여 얻은 잔여신호의 경우 코히런트하게 더
한 힐버트 포락선을 사용하여 얻은 잔여신호와 인코히런트하게 더한 힐버
트 포락선을 사용하여 얻은 잔여신호 사이에 뚜렷한 차이를 보이지 않았
는데 이는 코히런트하게 더한 힐버트 포락선을 구할 때 사용되는 시간지
연정보가 매우 작기 때문에 두 잔여신호의 차이가 뚜렷하지 않은 것으로 
그림 4-5.코히런트하게 더한 잔여와 인코히런트하게 더한 잔여
Fig4-5.residualofcoherentlyaddedandincoherentlyadded
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보인다.  하지만 인코히런트하게 더한 힐버트 포락선을 사용하여 얻은 잔
여신호를 사용하는 경우 단일 마이크로폰을 사용하는 것과 차이가 없고, 
envelop을 구할 때 지연보상을 해주기 때문에 정확한 샘플에서 높은 값을 
가질 수 있지만, 인코히런트하게 더한 힐버트 포락선을 사용할 경우 정확
하지 않은 샘플에서 높은 값을 가져 오차를 낼 수 있다. 
4-2-5. 가중치에 따른 잔여신호의 비교
그림 4-6은 3개의 수정된 선형예측 잔여신호를 이용한 제안된 방법을 
사용하였을 경우 식 3-21의 가중치의 변화에 따른 잔여신호를 차이를 나
그림 4-6.가중치에 따른 잔여(음원의 위치 50°)
Fig4-6.residualofeachweight(sourceposition50°)
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타내고 있다.  잔향성분이 임의의 가중치를 준 잔여신호와 실험을 통해 얻
은 가중치를 준 잔여신호와 비교하여 임의의 가중치를 준 잔여신호가 높
은 피크치가 줄어든 것처럼 보인다.  하지만 음원 신호의 위치가 반대일 
경우에는 그림 4-7에서 보는 것과 같이 실험을 통해 얻은 가중치를 준 잔
여신호는 그림 4-6과는 동일한 결과를 보이나 임의의 가중치를 준 잔여 
신호의 경우 결과가 다르게 나옴을 통하여 임의의 가중치를 주었을 때보
다 실험을 통해 얻은 가중치를 주었을 경우 다양한 환경에서 고른 잔여신
호를 가질 수 있다는 것을 알 수 있다.
그림 4-7.가중치에 따른 잔여(음원의 위치 130°)
Fig4-7.residualofeachweight(sourceposition130°)
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제 4-3 절 결과 비교
한 개의 수정된 잔여신호를 이용한 방법과 3 개의 수정된 잔여신호를 모
두 이용한 제안한 방법으로 얻은 잔여신호를 합성하여 음성신호를 얻을 
수 있었다.  이렇게 합성한 신호를 깨끗한 음성 신호와 비교하여 그림 4-8
에 나타내었다.  파형의 유사도만을 육안으로 확인 했을 때 음절과 음절 
사이의 잔향음 성분이 줄어 음절과 음절의 구분을 쉽게 할 수 있다는 면에
서 볼 때,  본 논문에서 제안한 방법이 기존의 방법에 비해 원 신호에 더 
그림 4-8.합성신호 :(a)원 음성 신호,(b)기존의 선형예측 잔여를 합성한




가깝도록 잔향음을 제거함을 확인할 수 있다.  하지만 단순한 신호의 그래
프를 보는 것을 떠나 좀 더 정확한 비교를 위하여 음성의 품질을 평가하는 
객관적인 방법과 주관적인 방법 두 가지를 통하여 두 음성의 차이를 수치
적으로 나타내었다.
4-3-1. Spectral Distance(SD) 평가법
음성의 품질을 평가할 수 있는 객관적 척도들 중 주파수 영역에서 음성 
스펙트럼의 magnitude에서 야기된 편차를 측정하여 평가하는 방법들이 
있는데, 그 중 가장 대표적인 방법 중의 하나가 상대적으로 높은 상관성을 
나타내는 것으로 알려져 있는 Spectral Distance(SD)를 구하는 방법이다. 
시간 영역 척도와는 달리 스펙트럼 영역 촉도로 Fourier 변환에 근거하여 
주파수 영역으로 변환하는 객관적 품질 척도로서 SD는 식 4-1과 같이 정
의된다.  SD에서 전체의 특성을 포함하는 음석 스펙트럼은 FFT에 의해 
계산되고 입․출력에서의 스펙트럼 차이에 대한 특성을 보여주는 척도이며 








여기에서, Sx(w)와 Sy(w)는 입력과 출력 음성 스펙트럼이고, w는 신호
주파수 대역을 의미한다. 기존의 방법과 제안한 방법에 따른 결과를 객관
적 척도로써 비교하기 위하여 각각의 방법으로 얻은 합성 신호와 원 신호 
사이의 Spectral Distance (SD)를 구하였다. 
그림 4-9의 왼쪽은 기존의 선형예측 잔여신호를 합성한 음성 신호와 깨
끗한 음성 신호의 SD를 구한 값이고 오른쪽은 개선된 선형예측 잔여 신호
를 합성한 음성 신호와 깨끗한 음성 신호의 SD를 구한 값으로 제안된 방
법으로 얻은 선형예측 잔여 신호로 합성한 음성 신호가 원 신호와 상관성
이 높음을 알 수 있다.
그림 4-9.합성된 신호와 원 신호의 SD
Fig.4-9comparesynthesissignalswithsourcesignal
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4-3-2. Mean Opinion Score(MOS) 평가법
MOS는 청취자의 반응 평가시 5단계 scale에 따라 5~1점의 점수를 주
어 청취 시험에 참가한 다수 청취자에 의한 반응 의견에 대해서 가중 평균
치를 구하는 척도이다.  MOS는 분류상 청취자들의 의견을 종합적으로 평
가하고자하는 opinion test에 속하며, 절대 평가에 속하며 상대 평가로는 
Differential MOS가 있으며 평가 대상에 따라 명료성이나 자연성 평가법
도 사용된다.  MOS 점수가 4.0 이상이면 toll quality 품질이라고 하는데 
이는 200~3200㎐의 아날로그 전화 음성과 거의 구분할 수 없을 정도의 
음질을 의미한다. MOS 점수가 3.5~4.0이면 communication quality라 하
는데, 이는 자연스러운 통화를 하기에는 충분한 정도의 음질을 의미한다. 
MOS 점수가 2.5~3.5이면 synthetic quality라 하는데 이는 통화는 가능
하지만, 자연성이 부족하고 화자를 식별할 수 없을 정도의 음질을 의미한
다.  주관적 음질 평가를 위해서 화자가 발음하여 얻은 약 2초 길이의 음
성 신호를 사용하였다.  MOS 시험에 있어서, 청취자들은 원래의 음성 표
본을 듣지 못하고, 왜곡된 음성 표본의 전체적인 음질에 등급을 매긴다. 
20~30대의 남녀가 MOS 테스트를 위해 피험자로 참여하였다. 전체 테스
트 인원은 남자 10명, 여자 10명으로 총 20명이며, 전문적인 훈련을 받지
는 않은 사람들을 대상으로 하였지만 가능한 많은 인원에게 테스트하여 
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음질 평가의 객관성을 높이고자 하였다. 정확한 테스트를 위하여, 피험자
에게 각 실험 샘플별로 두 가지의 자료를 제시하였다. 먼저 기존의 방법으
로 얻은 음성을 들려주었고, 곧바로 본 논문에서 제안한 방법으로 얻은 음
성을 들려주었다. 이때 피험자가 원할 경우 같은 음성을 반복적으로 듣도
록 하였다. MOS 테스트는 평가 환경의 변화에 영향을 받지 않도록, 피험


















평 균 2.125 4.15
표 4-1.MOS테스트 결과
table.4-1MOStestresults
표 4.1에 각 샘플에 대한 MOS 테스트의 평균값을 보였다. MOS 테스트
의 평균값은 기존의 방법으로 얻은 음성의 경우 2.125로 나타났으며 본 
논문에서 제안한 방법으로 얻은 음성의 경우 4.15로 나타남으로써 본 논
문에서 제안한 방법이 더 낳은 성능을 가짐을 알 수 있다. 
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제 5 장  결   론
최근의 음성 인식 분야는 이전의 멀티미디어와 통신의 분야를 넘어 인터
넷을 통한 사용자 제작 콘텐츠 (UCC: User Creadted Contents)로의 활
용과 디지털 음원 필터링 기술, 더 나아가 음성을 인식하여 발언자의 의도
까지 파악하는 인공지능 기술 등 매우 광범위한 분야에 사용되어지고 있
다.  더불어 음성인식 기술 시장의 규모는 작년 ＄6억에서 2009년까지 두 
배로 성장할 전망이다[23].  음성인식 분야는 사실상 모든 전자제품에 적
용될 수 있으므로 제대로 된 음성인식 기술을 필요로 하고 있다.  하지만 
음성인식 기술은 연구 계발단계와 같은 환경에서는 좋은 성능을 나타내지
만 실제 인식환경에서는 성능이 저하될 수 있다.  특히 수신된 음성의 질
은 잔향음과 부가잡음에 의해 쉽게 왜곡된다.  이에 본 논문에서는 반사 
환경에서의 음성 인식에서 마이크로폰 배열로부터 수집된 음성의 음질 향
상을 위한 새로운 방법을 제안하였다.  제안된 방법은 음성의 여기 정보의 
특성에 기반하고 있다.  여기에서 가장 중요한 특성은 여기의 세기가 성문 
경계의 주변에서 최대라는 것이다.  음성신호 처리에서 가장 널리 사용되
는 선형예측 분석을 사용하여 선형예측 잔여신호를 통해 음원의 특징을 
얻었다.  선형예측 잔여신호의 가중치 함수는 다른 마이크로폰으로부터 코
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히런트하게 지연 보상된 선형예측 잔여신호의 힐버트 포락선 조합에 의해 
얻었다.  새로운 선형예측 잔여 신호는 선형예측 잔여신호의 가중치와 힐
버트 변환으로 얻은 수정된 조합들을 사용하였다.  실험 결과 제안된 방법
을 통한 음질 향상 방법이 기존의 방법보다 향상된 결과를 얻을 수 있음을 
알 수 있었다.  기존의 방법과 제안한 방법으로 얻은 잔여신호를 비교해 
놓은 그림에서 보는 바와 같이 제안된 방법을 통해 얻은 잔여신호의 크기
가 기존의 방법을 통해 얻은 잔여신호의 크기보다 눈에 띄게 음원 신호의 
잔여신호에 가까움을 알 수 있었다.  잔여신호를 합성하여 복원된 음성 신
호를 나타낸 그림에서 복원된 신호 또한 제안된 방법을 통해 합성한 음성 
신호가 기존의 방법으로 얻은 음성 신호보다 음원 신호에 더 가까움은 물
론이고 잔향효과가 줄었음을 눈으로 확인할 수 있다.  주관적인 평가방법 
인 MOS 테스트 결과와 객관적인 방법인 SD 그래프에서 보았던 바와 같
이 제안된 방법으로 얻은 음성 신호가 기존의 방법으로 얻은 음성신호보
다 음원신호에 가까움을 알 수 있다.  수치적으로 기존의 방법에 비해 약 
20%정도의 음질 향상 효과를 가짐을 알 수 있었다. 
앞으로 다양한 잔향시간과 다양한 음성 및 환경, 그리고 움직이는 음원
에 대한 실험을 통하여 제안된 방법의 성능 검증에 관한 연구를 계속 하고
자 한다.  또한 제안된 알고리즘의 가중치 벡터에 대하여 수치적인 정의를 
정리하면 더욱 완성도 높은 연구가 될 것이라고 판단된다.
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