Abstract. We study the problem of generating the endomorphism ring of a supersingular elliptic curve by two cycles in ℓ-isogeny graphs. We prove a necessary and sufficient condition for the two endomorphisms corresponding to two cycles to be linearly independent, expanding on the work by Kohel [Koh96]. We also give a criterion under which the order generated by two cycles is not a maximal order. We give some examples in which we compute cycles which generate the full endomorphism ring. The most difficult part of these computations is the calculation of the trace of these cycles. We show that a generalization of Schoof's algorithm can accomplish this computation efficiently.
Introduction
The currently used cryptosystems, such as RSA and systems based on Elliptic Curve Cryptography (ECC), are known to be broken by quantum computers. However, it is not known whether cryptosystems based on the hardness of computing endomorphism rings or isogenies between supersingular elliptic curves can be broken by quantum computers. Because of this, these systems have been studied intensely over the last few years, and the International Post-Quantum Cryptography Competition sponsored by NIST [NIS16] has further increased interest in studying the security of these systems. There is a submission under consideration [ACC + 17] based on supersingular isogenies. Cryptographic applications based on the hardness of computing isogenies between supersingular elliptic curves were first given in [CGL09] . In this paper, Charles, Goren, and Lauter constructed a hash function from the ℓ-isogeny graph of supersingular elliptic curves, and finding preimages for the hash function is connected to finding certain ℓ-power isogenies (for a small prime ℓ) between supersingular elliptic curves.
More recently, De Feo, Jao, and Plût [DFJP14] proposed post-quantum key-exchange and encryption schemes based on computing isogenies of supersingular elliptic curves. A signature scheme based on supersingular isogenies is given in [YAJ + 17], and [GPS17] gives a signature scheme in which the secret key is a maximal order isomorphic to the endomorphism ring of a supersingular elliptic curve.
There are currently no classical or quantum attacks for these systems that are subexponential. However, under some heuristic assumptions, the quaternion analogue for the underlying hardness assumption of the hash function in [CGL09] was broken in [KLPT14] , which suggests that a careful study of the isogenies and endomorphism rings of supersingular elliptic curves is necessary.
For a fixed q, [Cer04, LM04] lists all isomorphism classes of supersingular elliptic curves over F q along with their maximal orders in a quaternion algebra (which was improved in [CG14, §5.2]). McMurdy [McM14] also computes some explicit endomorphism rings for supersingular elliptic curves.
The problem of computing isogenies between supersingular elliptic curves over p has been studied, both in the classical setting [DG16, Section 4] where the complexity of the algorithm isÕ(p 1/2 ), and in the quantum setting [BJS14] , where the complexity isÕ(p 1/4 ). In fact, computing the endomorphism ring of a supersingular elliptic curve is deeply connected to computing isogenies between supersingular elliptic curves, as shown by [Koh96] . Heuristic arguments show that these two problems are equivalent [GPS17, KLPT14, EHL
+ 18]. In this paper, we work over finite fields F q of characteristic p, and study the problem of generating the endomorphism ring of a supersingular elliptic curve E by two cycles in the ℓ-isogeny graph (Definition 2.1) of supersingular elliptic curves. Computing the endomorphism ring of a supersingular elliptic curve via ℓ-isogeny graphs was first studied by Kohel [Koh96,  Theorem 75], who gave an approach for finding four linearly independent endomorphisms that generate a finite-index suborder of End(E) by finding cycles in the ℓ-isogeny graph. The running time of the probabilistic algorithm is O(p 1+ε ). We demonstrate some obstructions to generating the full endomorphism ring with two cycles α, β ∈ End(E).
Expanding on [Koh96] , we prove in Theorem 4.5 the necessary and sufficient conditions for α and β to be linearly independent. We also prove sufficient conditions for when α and β generate a proper suborder of End(E) in Theorem 5.1, then compute some examples. In order to do this, we need to detect when the order generated by two cycles is isomorphic to another given order; in §3, we give a criterion that reduces this problem to computing traces of various endomorphisms. In the appendix we give a generalization of Schoof's algorithm [Sch85] (using the improvements from [SS15] ) and show that the trace of an arbitrary endomorphism of norm ℓ e can be computed in time polynomial in e, ℓ and log q. The paper is organized as follows. In §2 we review some definitions about elliptic curves and define isogeny graphs. In §3 we discuss some background on quaternion algebras, the Deuring correspondence, and we discuss how to compute the endomorphism ring of a supersingular elliptic curve from cycles in the ℓ-isogeny graph. In §4 we give a necessary and sufficient condition for two endomorphisms to be linearly independent, expanding on a result by Kohel [Koh96] . In §5 we give conditions under which two cycles α, β in the ℓ-isogeny graph generate a proper suborder of the endomorphism ring. In §6 we compute some examples, and in the Appendix we give the generalization of Schoof's algorithm.
By an elliptic curve E over a field k, we mean the projective curve with an affine model E : y 2 = x 3 + Ax + B for some A, B ∈ k. The points of E are the points (x, y) satisfying the curve equation, together with the point at infinity. These points form an abelian group. The j-invariant of an elliptic curve given as above is j(E) = 256·27·A 3 4A 3 +27B 2 . Two elliptic curves E, E ′ defined over a field k have the same j-invariant if and only if they are isomorphic over the algebraic closure of k.
Let E 1 and E 2 be elliptic curves defined over k. An isogeny ϕ : E 1 → E 2 defined over k is a non-constant rational map which is also a group homomorphism from E 1 (k) to E 2 (k) [Sil09, III.4] . The degree of an isogeny is its degree as a rational map. When the degree d of the isogeny ϕ is coprime to p, then ϕ is separable and every separable isogeny of degree d > 1 can be factored into a composition of isogenies of prime degrees such that the product of the degrees equals d. If ψ : E 1 → E 2 is an isogeny of degree d, the dual isogeny of ψ is the unique isogeny ψ :
We can describe an isogeny via its kernel. Given an elliptic curve E and a finite subgroup H of E, there is, up to isomorphism a unique isogeny ϕ : E → E ′ having kernel H (see [Sil09, III.4 .12]). Hence we can describe an isogeny of E to some other elliptic curve by giving its kernel. We can compute equations for the isogeny from its kernel by using Vélu's formula [Vél71] , §6.2.
An isogeny of an elliptic curve E to itself is called an endomorphism of E. If E is defined over some finite field F q , then the set of endomorphisms of E defined over F q together with the zero map form a ring under the operations addition and composition. It is called the endomorphism ring of E, and is denoted by End(E). It is isomorphic either to an order in a quadratic imaginary field or to an order in a quaternion algebra. In the first case we call E an ordinary elliptic curve. An elliptic curve whose endomorphism is isomorphic to an order in a quaternion algebra is called a supersingular elliptic curve. Every supersingular elliptic curve over a field of characteristic p has a model that is defined over F p 2 because the j-invariant of such a curve is in F p 2 . Given j ∈ F q such that j = 0, 1728, we write E(j) for the curve defined by the equation
Such a curve can be put into a short Weierstrass equation y 2 = x 3 + Ax + B. We also write E(0) and E(1728) for the curves with equations y 2 = x 3 + 1 and y 2 = x 3 + x, respectively.
Multigraphs.
A directed multigraph G is the following data: G = {V, A, s, t} where V is the vertex set, A is the edge set, and s : A → V , and t : A → V are the source and target functions which assign the source and target vertices to an edge. If e is an edge from v 1 to v 2 , we call v 1 = s(e) the source of e and v 2 = t(e) the target of e. A path in G is a sequence e 1 e 2 · · · e n of edges satisfying s(e i+1 ) = t(e i ) for 1 ≤ i ≤ n − 1, and a cycle is a path that further satisfies the condition s(e 1 ) = t(e n ).
Definition 2.1. Let ℓ be a prime different from p. The ℓ-isogeny graph over F p is the multi-graph G(p, ℓ) = (V, A, s, t) as follows:
Let E, E ′ be two supersingular elliptic curves defined over F p 2 . For each prime ℓ = p, E and E ′ are connected by a chain of isogenies of degree ℓ [Mes86] . By [Koh96, Theorem79] , E and E ′ can be connected by m isogenies of degree ℓ (and hence by a single isogeny of degree ℓ m ), where m = O(log p). If ℓ is a fixed prime such that ℓ = O(log p), then any ℓ-isogeny in the chain above can either be specified by rational maps or by giving the kernel of the isogeny, and both of these representations have size polynomial in log p.
The theorem below summarizes several properties of the ℓ-isogeny graph mentioned above.
Theorem 2.2. Let G(p, ℓ) be an ℓ-isogeny graph over F p as in Definition 2.1.
(1) G is connected. + ε p . Here,
Remark 2.2.1. We have an exception to the ℓ + 1-regularity at the vertices and their neighbours corresponding to elliptic curves with j = 0, 1728, due to their extra automorphisms.
3. Quaternion algebras, endomorphism rings, and cycles 3.1. Quaternion algebras. For a, b ∈ Q × , let H(a, b) denote the quaternion algebra over Q with basis 1, i, j, ij such that i 2 = a, j 2 = b and ij = −ji. That is,
Every 4-dimensional central simple algebra over Q is isomorphic to H(a, b) for some a, b ∈ Q; for example, see [Voi, Proposition 7.6 .1].
There is a canonical involution on H(a, b) which sends an element α = a 1 +a 2 i+a 3 j +a 4 ij to α := a 1 − a 2 i − a 3 j − a 4 ij. Define the reduced trace of an element α as above to be Trd(α) = α + α = 2a 1 , and the reduced norm to be Nrd(α) = αα = a . Definition 3.1. Let B be a quaternion algebra over Q, and let p be a prime or ∞. Let Q p be the p-adic rationals if p is finite, and let Q ∞ = R. We say that B is split at p if
where M 2 (K) is the algebra of 2 × 2 matrices with coefficients in K. Otherwise B is said to be ramified at p.
Quaternion algebras appear as endomorphism rings of some elliptic curves ([Deu41]):
Theorem 3.2 (Deuring Correspondence). Let E be an elliptic curve over F p and suppose that the Z-rank of End(E) is 4. Then B := End(E) ⊗ Z Q is a quaternion algebra ramified exactly at p and ∞, denoted B p,∞ , and End(E) is isomorphic to a maximal order in B p,∞ .
Under this isomorphism, taking the dual isogeny on End(E) corresponds to the canonical involution in the quaternion algebra, and thus the degrees and traces of endomorphisms correspond to reduced norms and reduced traces of elements in the quaternion algebra. 
, where q ≡ 3 mod 4 is a prime such that q is not a square modulo p.
The quaternion algebra B p,∞ is an inner product space with respect to the bilinear form
The basis {1, i, j, ij} is an orthogonal basis with respect to this inner product. ′ ⊆ B p,∞ are conjugate if and only if they are isometric as lattices with respect to the inner product induced by Nrd. In particular, for m, n ∈ {1, . . . , 4}, let x m , y n be elements in the quaternion algebra B p,∞ such that O 1 = x 1 , x 2 , x 3 , x 4 and O 2 = y 1 , y 2 , y 3 , y 4 are orders in
Proof. The first statement is [Neb98, Corollary 4.4]. The second statement follows then from the first: the map x m → y n extends linearly to an isometry of lattices in B p,∞ . This implies that O 1 and O 2 are conjugate in B p,∞ and hence isomorphic as orders.
Thus if we have two cycles in G(p, ℓ) passing through E(j) which correspond to endomorphisms α, β ∈ End(E(j)), we can generate an order
Also, suppose we have an order O ′ = y 0 , y 1 , y 2 , y 3 ⊆ B p,∞ . Then we can check whether O ≃ O ′ by comparing tr(x m x n ) and Trd(y m y n ). This idea is used in our examples in §6. Additionally, we use this idea in Theorem 5.1 to produce a geometric obstruction to generating End(E(j)) by two cycles in G(p, ℓ).
Lemma 3.5. Let L be a cycle beginning and ending at a vertex v corresponding to an elliptic curve E v . Then the (reduced) norm of L interpreted as an element of
Proof. Each edge of G represents an ℓ-isogeny, which has degree ℓ. Composition of N isogenies of degree ℓ results in an isogeny of degree ℓ N . In our case, N is the number of edges of the cycle L, which is the length of L.
Theorem 3.6. Let L be a cycle beginning and ending at a vertex v corresponding to an endomorphism of the elliptic curve E v . Then the (reduced) trace of L interpreted as an element of End(E v ) can be computed in time polynomial in ℓ, log q, and length(L).
Proof. This is proved in the appendix.
In fact, some of the traces can be recognized immediately without resorting to the modification of Schoof's algorithm.
Lemma 3.7. The cycles corresponding to the multiplication-by-ℓ n map (n of the ℓ-isogenies followed by their dual isogenies in reverse order) have trace 2ℓ
Proof. Let φ : E → E ′ be an isogeny of supersingular elliptic curves. By Proposition 3.9 of [Wat69] , the map
is an isomorphism of quaternion algebras. It follows that tr( φρφ) = deg(φ) tr(ρ).
A condition for linear independence
In this section, we prove a necessary and sufficient condition for two endomorphisms α and β to be linearly independent. To prove this we need the notion of a cycle which has no backtracking. We first show that this notion is equivalent to the corresponding endomorphism being primitive. Then, in Theorem 4.5, we characterize when two cycles with no backtracking are linearly independent. To do this we use the fact that if two endomorphism are linearly dependent, then they generate a subring of a quadratic imaginary field, and in particular, they must commute. As a corollary, we obtain that two cycles through a vertex E(j) that do not have the same vertex set must be linearly independent.
Definition 4.1. An isogeny φ : E → E ′ is primitive if it does not factor through [n] : E → E for any natural number n > 1. Equivalently, φ : E → E ′ is primitive if ker(φ) does not contain E[n] for any n > 1.
has no backtracking if no edge in L is immediately followed by its dual edge.
Our definition is less restrictive than the notion of a simple cycle in [Koh96] , which additionally requires that there are no repeated vertices in the cycle. Proposition 82 of [Koh96] shows that simple cycles in G(p, ℓ) through E(j) give rise to primitive endomorphisms. We strengthen this result, proving in Lemma 4.4 below that cycles through E(j) with no backtracking correspond exactly to primitive endomorphisms.
Given a path in G(p, ℓ) of length e between E(j) and E(j ′ ), there is an isogeny φ : E(j) → E(j ′ ) of degree ℓ e obtained by composing isogenies representing the edges in the path. If this path has no backtracking, the kernel of φ is a cyclic subgroup of order ℓ e in E(j)[ℓ e ]. Conversely, given an isogeny φ : E(j) → E(j ′ ) with cyclic kernel of order ℓ e , there is a corresponding path in G(p, ℓ).
is an isogeny with cyclic kernel of order ℓ e . There is a unique path in G(p, ℓ) such that φ is the composition of the isogenies along the path.
Proof. The proof is by induction on e. If e = 1, there is a unique edge corresponding to the isogeny φ : E(j) → E(j ′ ). Now suppose that the kernel of φ :
be an isogeny whose kernel is generated by [ℓ e ]P (and thus the size of the kernel is ℓ). Then because φ([ℓ e ]P ) = 0, we have a factorization φ := ψ • φ 1 . Then ψ : E(j 1 ) → E(j ′ ) has degree ℓ e and its kernel is cyclic of order ℓ e , generated by φ 1 (P ). Then there is a path of length e between E(j 1 ) and E(j ′ ) with no backtracking by the inductive hypothesis, and thus by concatenating with the edge corresponding to φ 1 , we have a path of length e + 1 between E(j) and E(j ′ ). Note that the first edge in the path for ψ cannot be the dual edge for φ 1 , because otherwise E(j)[ℓ] ⊆ ker φ, which is cyclic by assumption.
Given a path C in G(p, ℓ) starting at E(j), the isogeny corresponding to C is the isogeny obtained by composing the isogenies represented the edges along the path. Conversely, given an isogeny φ : E(j) → E(j ′ ) with cyclic kernel, the path corresponding to φ is the path constructed as above.
Lemma 4.4. If a cycle in G(p, ℓ) through E(j) has no backtracking, then its corresponding endomorphism α ∈ End(E(j)) is primitive. Conversely, if α ∈ End(E(j)) is primitive and deg(α) = ℓ e for some e ∈ N, the cycle in G(p, ℓ) corresponding to α has no backtracking.
Proof. The first statement is proved as Proposition 82 in [Koh96] . His proof does not use the assumption that there are no repeated vertices in the cycle. Now assume that α ∈ End(E(j)) is primitive and deg(α) = ℓ e . We claim that α uniquely determines a path in G(p, ℓ). Then by Proposition 10 of [EHL + 18], the kernel of α is cyclic, generated by P ∈ E[ℓ e ]. We can decompose α as α = φ e • · · · • φ 1 , where φ i : E i → E i+1 has degree ℓ. This factorization is unique up to post-composition of φ i with an isomorphism by [Sil09, III.4.12] . No isogeny φ i is followed by its dual, since α does not factor through [ℓ] : E(j) → E(j). This factorization yields the desired cycle with no backtracking in G(p, ℓ).
Theorem 4.5. Suppose that two cycles with no backtracking pass through j. Denote the corresponding endomorphisms by α, β ∈ End(E(j)). Suppose further that α and β commute. Then there is a third cycle with no backtracking passing through j which corresponds to an endomorphism γ ∈ End(E(j)) such that α = γ a and either β = γ b or β = γ b . In particular, the cycle for α is just the cycle for γ repeated a times, and the cycle for β is the cycle for γ or γ repeated b times.
First, we claim that ℓ splits completely in K. Let p be a prime of K above ℓ. Then if p is ramified or inert, the factorization (α) = p e implies that (α) is divisible by (ℓ) and hence α factors through [ℓ] : E(j) → E(j). This is impossible by Lemma 4.4. Thus (ℓ) splits completely in K; denote the factorization by (ℓ) = p 1 p 2 .
Claim: 
Since there is no backtracking in the cycle corresponding to α, this contradicts Lemma 4.4, proving the claim.
Without loss of generality, assume that (α) = p
. After possibly exchanging β with its dualβ, we get with the same argument that (β) = p j 1 . Since α and β commute, we have
which implies that there exist m, n ∈ Z such that d = im + jn and hence
Filtering the kernel of γ yields a cycle. Write i = da and j = db for a, b ∈ N. Then (γ) a = (α) and we see that the cycle for α is just the cycle for γ repeated a times. Similarly, we have that the cycle for β is the cycle for γ repeated b times.
Corollary 4.6. Suppose that two cycles C 1 and C 2 through E(j) have no backtracking and that C 1 passes through a vertex through which C 2 does not pass. Then the corresponding endomorphisms in End(E(j)) are linearly independent.
An obstruction to generating the full endomorphism ring
If C is a cycle in G(p, ℓ) which passes through E(j 1 ) and E(j 2 ), then we can view it as starting at E(j 1 ) or E(j 2 ) and thus it corresponds to an endomorphism α ∈ End(E(j 1 )) or α ′ ∈ End(E(j 2 )). This suggests the following: suppose we have two cycles which have a path between E(j 1 ) and E(j 2 ) in common. Then we can view them as endomorphisms of each vertex. These endomorphisms generate an order O contained in the intersection of End(E(j 1 )) and a order isomorphic to End(E(j 2 )) inside of End(E(j 1 )) ⊗Q, and thus cannot generate a maximal order. However, this does not hold if End(E(j 1 )) ≃ End(E(j 2 )), i.e., j 1 is conjugate to j 2 by Gal(F p 2 /F p ). This is formalized in the following theorem.
Theorem 5.1. Suppose two cycles in G(p, ℓ) both contain the same path between two vertices E(j 1 ) and E(j 2 ). Let α and β be the corresponding endomorphisms of E(j 1 ). If the path between E(j 1 ) and E(j 2 ) passes through additional vertices, or if j p 1 = j 2 , then {1, α, β, αβ} is not a basis for End(E(j 1 )).
Proof. We can assume that j p 1 = j 2 , by replacing j 2 with an earlier vertex in the path if necessary. Let the path from E(j 1 ) to E(j 2 ) be correspond to the isogeny φ : E(j 1 ) → E(j 2 ). By assumption, we can write α = α 1 φ and write β = β 1 φ. Let α ′ = φα 1 and β ′ = φβ 1 be the corresponding endomorphisms of E(j 2 ). Assume towards contradiction that 1, α, β, αβ = End(E(j 1 )). Denote the lists {x 0 , x 1 , x 2 , x 3 } = {1, α, β, αβ}
We now show that tr(x i x j ) = tr(y i y j ) for i, j = 0, . . . , 3. Observe that [deg φ](x i x j ) = φy i y j φ, so deg(φ) tr(x i x j ) = tr( φy i y j φ).
On the other hand, we use Lemma 3.7 to compute tr( φy i y j φ) = deg(φ) tr(y i y j ).
This implies that the embedding One might conjecture that two cycles in G(p, ℓ) which only intersect at one vertex E(j) generate End(E(j)), but the example in the following section shows this might not be true. In particular, there is an example of two cycles which generate an order O which is not maximal, but there is a unique maximal order containing O.
Examples
We used the software package Magma to perform most of the computations required to compute the endomorphism rings of supersingular elliptic curves in characteristic p with p ∈ {31, 101, 103}. In all cases we worked with the 2-isogeny graph. We started with the supersingular j-invariants and found models for the elliptic curves E(j) as in Equation 2.1.1 that we transformed into ones of the form y 2 = x 3 + ax + b for some A, B ∈ F p 2 . Then for every E(j) we computed the 2-torsion points to generate its 2-isogenies, as in Section 2.1. By Theorem 3.2 and Lemma 3.3 we know that End(E(j)) corresponds to a maximal order in B p,∞ .
For each vertex corresponding to E(j), we select cycles in the 2-isogeny graph that satisfy the conditions of Theorem 4.5 and compute their traces and norms. Then we find elements of B p,∞ with these traces and norms and verify that they generate a maximal order.
Example 6.1 (p = 31). Let p = 31. The unique quaternion algebra ramified at p and ∞ is B 31,∞ = Q + Qi + Qj + Qij, where i 2 = −1 and j 2 = −31. There are three j-invariants corresponding to isomorphism classes of supersingular elliptic curves over F p 2 , namely 2, 4 and 23. Figure 1 shows the 2-isogeny graph with labeled edges. Table 1 With this data we are able to generate the maximal orders that correspond to each endomorphism ring:
End(E(4) After several computations, we were able to find generators for the maximal orders corresponding to all the endomorphism rings of supersingular curves E(j) where j ∈ F 103 2 . Table 2 In the case of the vertex α, we found an example of two cycles that do not share an additional vertex but that do not generate a maximal order. For instance, the cycles ij and there is a unique maximal order containing it, hence this corresponds to End(E(α)) ∼ = End(E(α)). Finally, there is only one maximal order remaining in B 103,∞ , which by Theorem 3.2 is isomorphic to the endomorphism rings of E(β) and E(β).
The endomorphism rings are then isomorphic to the following maximal orders:
End(E(34)
) ∼ = 1, 17 14 i + 1 14 ij 15 7 i − 2 7 ij, 1 2 − 1 2 j , End(E(69)) ∼ = 1, 1 2 + 1 7 i + 3 14 j, 1 2 − 16 7 i + 1 14 j, 1 2 − 17 14 i − 1 14 j − 1 2 ij , End(E(24)) ∼ = 1, 1 2 + 3 8 i + 1 8 ij, 1 2 − 29 8 i + 1 8 ij, − 13 8 i + 1 2 j + 1 8 ij .
End(E(α))
Example 6.3 (p = 101). Let p = 101. The unique quaternion algebra ramified at p and ∞ is
where i 2 = −2 and j 2 = −101. The supersingular j-invariants over F 101 2 are 64, 0, 21, 57, 3, 59, 66, and two additional ones, which we denote by α and α, are defined over F p 2 − F p . Figure 3 shows the 2-isogeny graph. It was possible to find two cycles that generate the maximal order corresponding to End(E(j)) where j ∈ {3, 59, 64, 66}. Table 3 For the vertices 21, 57, α no two cycles were found that generate the full endomorphism ring. However, in each of these cases we were able to to generate an order from two cycles which happened to be contained in a unique maximal order. These cycles are listed in Table 4 Table 4 By Theorem 5.1, no two cycles through j = 0 generate a maximal order, but it is possible to determine which one corresponds to the endomorphism ring of E(0) once we ruled out the other seven. The endomorphism rings are then isomorphic to the following maximal orders:
End(E(66)) ∼ = 1,
Appendix -Modified Schoof's algorithm for traces of arbitrary endomorphisms
Let E be an elliptic curve over a finite field F q of characteristic p = 2, 3. The Frobenius endomorphism φ ∈ End Fq (E) takes any point (x, y) ∈ E(F q ) to (x q , y q ); it satisfies the relation in End Fq (E), given by φ 2 − tφ + q = 0.
Here, t is called the trace of the Frobenius endomorphism, and it is related to the number of F q -points on E via the relation #E(F q ) = q + 1 − t.
Schoof's algorithm [Sch85] computes the trace of the Frobenius endomorphism in O(log 9 q) elementary operations (bit operations). This algorithm has been improved in [SS15] to be completed in O(log 5 q log log q) operations. We generalize Schoof's algorithm to outline an algorithm that computes the trace of any endomorphism α ∈ End Fq (E). We are particularly interested in the trace of endomorphisms that appear as cycles in the ℓ-isogeny graphs, where ℓ = p is a prime. That is, we assume that we are given a path of length e in an ℓ-isogeny graph; this path can be represented as e elliptic curves E 1 , . . . , E e over F q in short Weierstrass form, together with the coordinates of the ℓ-torsion points P 1 , . . . , P e in E 1 , . . . , E e , respectively, that generate the kernel of order ℓ giving the respective edges on the isogeny graph. We will show that the trace of this endomorphism can be computed in O(e 7 ℓ 6 (log ℓ) 7 d 1+δ (log q) o(1) M(ℓ 2 log q)) elementary operations for any δ > 0, where d = d(e, ℓ) = e 2 ℓ(log ℓ) 2 , by using a modified version of Schoof's algorithm (as well as Vélu's formula, to compute the explicit equation for the endomorphism). In particular, if ℓ = O(log p) and the path has length e = O(log p), the trace of the corresponding endomorphism can be computed in time polynomial in log p.
The naïve computation of the composition of the e isogenies via Vélu's formula yields a formula for the ℓ e -isogeny that requires at least O(ℓ e ) elementary operations; in order to cut down on the number of elementary operations required to compute the explicit formula for the isogeny, we note that the explicit isogeny formula is simpler on the set of m-torsion points for any m, by taking the quotient modulo the division polynomials. Thus, ℓ e -isogenies on E[m] can be computed much more quickly, and this is sufficient information to which one can apply Schoof's idea.
6.1. Addition on elliptic curves. In this section, we collect explicit formulae related to the addition of points on elliptic curves; while the material here is standard, we include it for the ease of computation for the number of necessary elementary operations. While most proofs are omitted, they can be found in [Lan78] and [Sil09] , for example. 6.1.1. Addition formulas on elliptic curves. Let E be an elliptic curve over F q , defined by an equation of the form
for a, b ∈ F q , and let P 1 , P 2 ∈ E(F q ). Then their sum P 3 := P 1 + P 2 is given by:
where λ is the slope of the line through P 1 and P 2 , given by λ = y(P 2 ) − y(P 1 )
6.1.2. Division polynomials. The n-torsion points of E can be computed using the division polynomials Ψ n (x, y), defined inductively as follows:
One can eliminate the variable y in Ψ m (x, y) by using the relation y 2 = x 3 + ax + b and call the resulting polynomial Ψ ′ m (x, y). Then one defines:
The f m with m ≥ 2 have the following property: if P = (x, y) ∈ E(F q ) with P / ∈ E[2], then mP = O if and only if f m (x) = 0. Furthermore, one can deduce that deg f m = O(m 2 ) for p ∤ m. We also have the following proposition.
where Ψ m denotes Ψ m (x, y).
6.1.3. Complexity of computing f 1 , . . . , f m and mP .
In this section, we analyze the number of elementary operations needed to calculate the formulae collected above. Let M(n) denote the number of elementary operations required to multiply two n-bit integers. If we choose to multiply two n-bit integers via long multiplication, then M(n) = O(n 2 ); if we multiply two numbers using the Fast Fourier Transform (FFT), then M(n) = O(n log n log log n). 6.2. Vélu's formula. We continue to work over finite fields of characteristic p, and let ℓ = p be a prime. Throughout we will assume that E[ℓ] ≃ Z/ℓZ × Z/ℓZ over F q , by taking a larger field extension if necessary. Since the ℓ-division polynomial has degree ≤ ℓ 2 , we need only enlarge the field F q by at most degree 2ℓ 2 , replacing q by q 2ℓ 2 . This has no impact on the theoretical aspects; as for the computation of the number of elementary operations, we will replace q by q 2ℓ 2 in the end. Let G(p, ℓ) be the ℓ-isogeny graph for p as defined in Definition 2.1. Since an ℓ-isogeny has degree ℓ, its kernel must be generated by a point Q ∈ E[ℓ]. Thus we will represent each directed edge E(i) → E(j) by a such a point Q.
In this subsection, we provide a way to compute the explicit formulas for the elements of End(E) that appear as cycles in the ℓ-isogeny graph for p; such an endomorphism is a composition of ℓ-isogenies, and it often suffices to know the explicit equations for the sequence of ℓ-isogenies. We are adapting the work of Vélu [Vél71] . 6.2.1. Generators of the function field of elliptic curves.
Lemma 6.7. Let k(E) denote the function field of E, and assume x, y ∈ k(E) are such that
Then k(E) = k(x, y).
Proof. We look at the preimage of the point at infinity of the map [x, 1] : E → P 1 , which has degree 2; the function x has a double point at O and no other poles, so the point at infinity has two preimages. Thus, [k(E) :
Furthermore, we note that by looking at the relation between x and y, one can obtain an equation for the elliptic curve E over k, in the affine coordinates x and y.
ℓ-isogenies. Let ψ : E → E
′ be an ℓ-isogeny, and let F = ker ψ = Q with Q ∈ E[ℓ] so that E ′ ≃ E/F . For each point P ∈ E(k), define two functions X, Y ∈ k(E) by:
Then X(P ) = X(P + R) for any R ∈ F = Q by definition, and similarly for Y . Thus, X, Y ∈ k(E ′ ). We also check that the conditions in Lemma 6.7 hold, leading to the fact that k(E ′ ) = k(X, Y ). Then the isogeny ψ : E → E ′ given by the equation P → (X(P ), Y (P )) is the unique ℓ-isogeny from E to E ′ given by the kernel F .
6.2.3. Explicit equations. Let E : y 2 = x 3 + ax + b be the Weierstrass equation for E, and Q = (x(Q), y(Q)) ∈ E[ℓ] be a generator of F . We provide an explicit equation for X and Y in terms of x and y. Instead of computing all ℓ terms in the summation in §6.2.2, it is in fact easier to compute (ℓ + 1)/2 terms given by
where i ranges between 0, · · · , (ℓ − 1)/2. These values are obtained from Proposition 6.4:
One can also compute an explicit affine equation for the elliptic curve E ′ ≃ E/F : Y 2 = X 3 + AX + B by considering the relation between X and Y :
6.2.4. Complexity of computing isogenies.
Proposition 6.8. Let E be an elliptic curve over F q whose equation is given in Weierstrass form y 2 = x 3 + ax + b, along with Q = (x(Q), y(Q)) ∈ E[ℓ] a nontrivial ℓ-torsion point. The explicit equation for the isogeny ψ : E → E/ Q can be computed in O(ℓ 6 M(log q)) elementary operations.
Proof. Computing the x-coordinate of the isogeny requires the use of Equation (6.2.2); by Proposition 6.6 it takes O(i 5 M(log q)) operations to compute x(iQ) and y(iQ), and the rest of the operations in computing x(P + iQ) − x(iQ) + x(P − iQ) − x(−iQ) and y(P + iQ) − y(iQ) + y(P − iQ) − y(−iQ) are dominated by this (and i ≤ ℓ). By Equation (6.2.2), one requires (ℓ + 1)/2 computations to compute the isogeny, so the total number of elementary operations required is O(ℓ 6 M(log q)).
Proposition 6.9. Keeping the notation of Proposition 6.8, the explicit equation for the quotient curve E/ Q in Weierstrass form can be computed in O(ℓ 6 M(log q)) elementary operations.
Proof. The proof is similar to that of Proposition 6.8.
In particular, given an ℓ-isogeny ψ : E → E ′ := E/ Q whose kernel is generated by some Q ∈ E[ℓ], as well as a prime m = 2, p, we are interested in the explicit formula for the induced isogeny on the m-torsion points ψ m :
. If E is defined by the equation Proof. First we estimate the degree of ψ: each expression x(P + iQ) − x(iQ) + x(P − iQ) − x(−iQ) has at most a cubic denominator in x, and summing over (ℓ + 1)/2 terms means that deg X(P ) ≤ 3(ℓ + 1)/2. Similarly, deg Y (P ) ≤ 2(ℓ + 1), so that deg X(P ), deg Y (P ) are both O(ℓ). Now, we may replace any appearance of y 2 with the equation of the elliptic curve E : y 2 = x 3 + ax + b so that the expressions x(ψ(P )) and y(ψ(P )) involve only powers of x and is possibly at most linear in y. Next, reduce modulo f m (x), so that that the degree of the resulting expression is bounded by deg 6.3. Computing the trace on n-torsion points. Now we compute the trace of an endomorphism ψ ∈ End(E), where ψ appears as a cycle of length e in the ℓ-isogeny graph for p. We present a modification of Schoof's algorithm in order to accomplish this.
The endomorphism ψ satisfies the equation x 2 − tr(ψ)x + norm(ψ). There is a simple relationship between tr(ψ) and norm(ψ):
Lemma 6.11. Let ψ ∈ End(E). Then | tr(ψ)| ≤ 2 norm(ψ).
Proof. If ψ is multiplication by some integer, then its characteristic polynomial is x 2 ± 2nx + n 2 , with n ∈ N. Then | tr(ψ)| = 2n, norm(ψ) = n 2 , and the statement of the lemma holds. If ψ is not multiplication by an integer, then Z[ψ] is an order in the ring of integers O K for some quadratic imaginary number field K. Hence we can fix an embedding ι :
As in Schoof's algorithm, we begin by looking for a bound L such that
e , (6.3.1)
where the last equality follows from the fact that the cycle corresponding to ψ in the isogeny graph has length e, so norm(ψ) = ℓ e .
Proposition 6.12. If L is a bound such that
where the product runs over the primes m = 2, p, then L = O(log M).
Proof. Let π(n) = #{x : x ≤ n, x is a prime.}.
) by the prime number theorem, so multiplying the primes in the interval [C 1 log M, C 2 log M] gives O(log M log M log log M ), which is at least O(M).
If ψ is a cycle of length e in the ℓ-isogeny graph, with e = O(log p), we use M = 4ℓ e and have L = O(log ℓ e ). Let m be a prime. Any ψ ∈ End(E) induces an endomorphism ψ m ∈ End(E[m]); if ψ m has characteristic polynomial x 2 − t m x + n m , then t m ≡ tr(ψ) mod m. After computing t mod m for each m < L, we can compute t mod M using the Chinese Remainder Theorem. The bound in Lemma 6.11 then lets us compute the value of tr(ψ). Now, fix one such prime m. Proposition 6.13. Let ψ be an isogeny of degree ℓ e , given as a composition of e separate ℓ-isogenies, whose explicit formulas are given by Vélu's formula. Then for any δ > 0 the the explicit formula for ψ m can be computed in O(ed 1+δ (log q) o(1) ) elementary operations, where
Proof. Write ψ = φ e • φ e−1 • · · · • φ 1 , where the φ i are ℓ-isogenies. By Proposition 6.8, computing any ℓ-isogeny explicitly via Vélu's formula takes O(ℓ 6 M(log q)) operations, and the resulting isogeny is written as a rational function, whose numerator and denominator have degrees at most O(ℓ). The calculation of f • g mod h, where f, g, h ∈ F q [x] are polynomials of degree at most d, takes O(dM(d log q)) elementary operations using the naïve approach. However, for any δ > 0, there is a constant c such that f • g (mod h) can be calculated in O(d 1+δ (log q) o(1) ) elementary operations by [KU11, Corollary7.2]. Thus, computing e of these compositions, reducing modulo f m at each step, takes O(ed 1+δ (log q) o(1) ) elementary operations, where d ∈ max{O(ℓ), O(m 2 )}. We remark that depending on the value of e, this could be dominated by the computation of the ℓ-isogeny or not.
We now wish to compute the trace of an endomorphism of E corresponding to a cycle of G(p, ℓ). Because the diameter of G(p, ℓ) is O(log p), we are interested in computing the trace of a cycle of length e = O(log p) in G(p, ℓ). We are also interested in the case where ℓ is a small prime, so we will take ℓ = O(log p). The resulting generalization of Schoof's algorithm runs in time polynomial in log p.
Theorem 6.14. Let ψ be an isogeny corresponding to a cycle of length e in the ℓ-isogeny graph for a prime p. Then for any δ > 0, the number of elementary operations required to compute tr ψ is O(e 7 ℓ 6 (log ℓ) 7 d 1+δ (log q) o(1) M(ℓ 2 log q)), where d = d(e, ℓ) = e 2 ℓ(log ℓ) 2 elementary operations.
Proof. We follow the steps in our modification of Schoof's algorithm. Since norm ψ = ℓ e , by Proposition 6.12, we find a bound L = O(log ℓ e ), and compute the division polynomials f 1 , . . . , f L . By Proposition 6.5, the number of elementary operations needed to compute f 1 , . . . , f L is O(L 5 M(log q)) = O(e 5 (log ℓ) 5 M(log q)). For a prime m < L, we compute tr ψ m (thus, m = O(log ℓ e )). Since ψ is a composition of e successive ℓ-isogenies, computing the explicit formula for these isogenies takes O(ℓ 6 M(log q)) elementary operations by Proposition 6.8, so computing e of these takes O(eℓ 6 M(log q)) = ±n m , then we must repeat these calculations for each τ = 1, . . . , m − 1, so dealing with this case takes O(e 6 ℓ 6 (log ℓ) 6 d 1+δ (log q) o(1) M(log q)) elementary operations, using m = O(log ℓ e ). Since we repeat these computation for each prime m < L = O(log ℓ e ), the entire algorithm takes O(e 7 ℓ 6 (log ℓ) 7 d 1+δ (log q) o(1) M(log q)) elementary operations to calculate t m for each m < L.
Putting the t m together via Chinese remainder theorem is easily seen to be dominated by O(e 7 ℓ 6 (log ℓ) 7 d 1+δ (log q) o(1) M(log q)) elementary operations. Finally, by the remark at the beginning of §6.2, we replace q by q ℓ 2 , leading to the total complexity of O(e 7 ℓ 6 (log ℓ) 7 d 1+δ (log q) o(1) M(ℓ 2 log q)) elementary operations to compute the trace of an ℓ e -isogeny.
