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 Las técnicas de aprendizaje automatizado se emplean principalmente para clasificar y 
predecir datos en diferentes aplicaciones. El objetivo de esta investigación fue predecir a 
través de estos métodos la morfología mandibular en maloclusiones Clase I, Clase II y 
Clase III esquelética, empleando medidas craneomaxilares. Se recolectaron 229 
radiografías posteroanteriores y de perfil de adultos jóvenes colombianos de ambos 
sexos. Se emplearon coordenadas de landmarks óseos para formar variables 
craneomaxilares y mandibulares. Se probó inicialmente la clasificación de maloclusiones 
esqueléticas por medio de una máquina de vectores de soporte con un kernel lineal, 
excluyendo las variables mandibulares. En las radiografías posteroanteriores tuvo una 
precisión del  66%, clasificando en 71.43%, 70% y 60.87% para la Clase I, II y III. Para 
las radiografías de perfil, la precisión fue de 74.51%, con un 62.50%, 77.78% y 82.35% 
en la Clase I, II y III, definida por los atributos ENP-A-Pr, Zm-A-Pr, Te-Pr-A, Pr-A-Te, Rhi-
A-Pr, A-Pr-Rhi, A-Te-Pr, A-N-Pr, N-Pr-A, Pr-A-N. En predicción, se usaron variables 
mandibulares específicas a partir de medidas craneofaciales seleccionadas evaluándose 
por medio de un coeficiente de correlación a través de una ridge regression; las variables 
Cdd-God, Cdd-Me, Cdi-Cdd, Cdi-Me y Goi-God tuvieron un r de 0.72, 0.82, 0.77, 0.86 y 
0.76 con las redes neuronales en las radiografías posteroanteriores. Y en las radiografías 
de perfil, las medidas Gn-Id, Cd-Go-Gn, Gn-B, Gn-Pg, Go-Gn, Go-Me, Id-Gn-Go, Pg-B, 
Cd-Go-Gn, Gn-B, Gn-Pg, Go-Gn, Go-Me, Id-Gn-Go y Pg-B obtuvieron coeficientes de 
0.95, 0.99, 0.95, 0.84, 0.91, 0.89, 0.93, 0.84, 0.95, 0.93, 0.98, 0.86, 0.84, 0.88, 0.96, 0.96 
y 0.92 respectivamente. Las técnicas de aprendizaje automatizado en especial las redes 
neuronales, demostraron una precisión relevante que podría tener importancia en la 
reconstrucción facial para el proceso de individualización. 
 
Palabras clave: Redes Neuronales Artificiales, Máquinas de Vectores de Soporte, 
Predicción, Mandíbula, Biometría, Maloclusión Clase I, II, III esquelética. 
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 Learning machine techniques are used primarily to classify and predict data in different 
applications. The aim of this study was to predict through these techniques mandibular 
morphology in skeletal malocclusion Class I, Class II and Class III, by using cranio-
maxillary measurements. 229 posteroanterior and lateral cephalograms of Colombian 
young adults of both sexes were collected. Coordinates of landmarks were used to create 
mandibular and cranio-maxillary attributes. Skeletal malocclusions classification using a 
support vector machine with a linear kernel was initially performed. An accuracy of 66% 
was found in posteroanterior cephalograms, with a classification percentage of  71.43%, 
70% and 60.87% in Class I, Class II and Class III respectively. An accuracy of 74.51% 
was found in lateral cephalograms with a classification percentage of 62.50%, 77.78% 
and 82.35%  in Class I, Class II and Class III respectively, defined by ENP-A-Pr, Zm-A-
Pr, Te-Pr-A, Pr-A-Te, Rhi-A-Pr, A-Pr-Rhi, A-Te-Pr, A-N-Pr, N-Pr-A and Pr-A-N angles. In 
prediction, specific mandibular variables from selected craniofacial measurements were 
used, an artificial neural network was applied, and a ridge regression was employed in 
order to access the prediction. Cdd-God, Cdd-Me, Cdi-Cdd, Cdi-Me and Goi-God had the 
biggest coefficient correlations of 0.72, 0.82, 0.77, 0.86 and 0.76 respectively in 
posteroanterior cephalograms. In lateral cephalograms the best coefficient correlations 
were 0.95, 0.99, 0.95, 0.84, 0.91, 0.89, 0.93, 0.84, 0.95, 0.93, 0.98, 0.86, 0.84, 0.88, 
0.96, 0.96 and 0.92 in the attributes: Gn-Id, Cd-Go-Gn, Gn-B, Gn-Pg, Go-Gn, Go-Me, Id-
Gn-Go, Pg-B, Cd-Go-Gn, Gn-B, Gn-Pg, Go-Gn, Go-Me, Id-Gn-Go and Pg-B, 
respectively. Automated learning techniques especially artificial neural networks 
demonstrated a significant performance, which could become important in facial 
reconstruction for the individualization process. 
 
Key Words: Artificial Neural Networks, Support Vector Machine, Prediction, Mandible, 
Biometry, Skeletal Class I, II, III malocclusion. 
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Los modelos de predicción han sido utilizados en varias situaciones en los que se 
necesita conocer a futuro el comportamiento de datos complejos altamente relacionados. 
La predicción de estructuras morfológicas y en especial de la mandíbula a partir de 
variables craneomaxilares (1, 2), posee grandes utilidades clínicas e investigativas en el 
campo odontológico, como en traumas (3) o patologías (4) que pueden producir la 
pérdida parcial o total de éste hueso y donde se hace necesaria la proyección de la forma 
con fines de cirugía reconstructiva (5), ya que permiten determinar la forma ideal de la 
cara (3); este mismo principio se lleva a cabo en imágenes predictivas en cirugía 
ortognática y estética (3-7). 
 
Otro empleo de la predicción se da en crecimiento y desarrollo craneofacial en presencia 
de maloclusiones clase I, II y III esquelética, en las cuales se desea saber en individuos 
jóvenes la forma y el tamaño que logrará la mandíbula adulta con fines de proyección del 
tratamiento temprano (8, 9), para conocer la posible futura configuración esquelética 
facial completa de un individuo, para tratar de lograr armonía craneofacial (9-11). 
 
Por otro lado tiene un uso considerable en las ciencias forenses (12, 13), en el caso que 
se quiera realizar reconstrucción facial la cual tiene como principal objetivo individualizar 
a una persona desaparecida incluso contemplando el crecimiento que esta haya tenido 
con el tiempo (14). Algunas veces en la antropología forense, se puede encontrar la 
dificultad del extravío del hueso mandibular (2, 15, 16), ya que es una pieza única unida 
al complejo craneomaxilar por tejidos blandos que se descomponen post mortem y  tiene 
la posibilidad de extraviarse en restos esqueletizados (2, 15, 16). 
 
Por lo general en la predicción y reconstrucción facial, se utilizan diferentes técnicas de 
modelamiento tales como la reconstrucción bidimensional por superimposición de 
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imágenes (17), o tridimensional mediante plastilinas, arcillas, cortes de tomografía 
computarizada, entre otras (18, 19).   
 
Normalmente los estudios de predicción facial contemplan un perfil recto correspondiente 
a la clase I esquelética, mas no al 20.8% de la clase II esquelética correspondiente a un 
perfil convexo, ni al 3.7% de la clase III esquelética correspondiente a un perfil cóncavo 
presentados en una población Colombiana (20). 
 
Figura 1-1: Clasificaciones del perfil 
 
 
La predicción mandibular se ha realizado a través de modelos de regresión lineal 
univariados y multivariados (9, 21-23), que limitan la búsqueda de relaciones 
morfológicas craneofaciales en las maloclusiones clase I, clase II y clase III esquelética 
(2, 24), al manejar una distribución normal (24); situación que puede ser resuelta a través 
de la interacción de tecnologías aplicadas como las técnicas de aprendizaje supervisado, 
que son sistemas que permiten resolver situaciones complejas por medio de la 
presentación de datos para establecer patrones con el fin de modelarlos. 
 
Dentro de una gran variedad de clases, se destacan las redes neuronales y las máquinas 
de vectores de soporte (25), las cuales juegan un papel importante en la clasificación y 
predicción de datos bajo diversos escenarios, con una alta dimensionalidad que 
permitiría un manejo más adecuado de la información obtenida, dando una 
generalización de las interacciones entre variables convirtiéndolo en un sistema más 
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robusto; teniendo en cuenta lo anterior, se considera emplear estas herramientas para 
predecir la morfología mandibular a través de variables maxilares y craneales. 
 
Este documento es en parte la continuación de la tesis titulada ‘Uso de redes neuronales 
en la predicción de la morfología mandibular: aplicación forense’, donde se usó una 
muestra de pacientes clase I esquelética (2); sin embargo, teniendo en cuenta las 
recomendaciones de ésta, en la presente investigación se hizo necesario el análisis de 
los otros tipos de maloclusiones, la Clase II y la Clase III esquelética (20), con el fin de 
generalizar los resultados a la población, para que se pueda clasificar a un individuo 
nuevo. 
 
Basándose en lo anterior se realizó la siguiente pregunta de investigación: 
 
¿Es posible predecir la morfología mandibular en maloclusión Clase I, Clase II y Clase III 
esquelética utilizando técnicas de aprendizaje automatizado como las redes neuronales o 
las máquinas de vectores de soporte? 
 
Para responderla se tuvo como objetivo general predecir la morfología mandibular en 
maloclusión Clase I, Clase II y Clase III esquelética utilizando máquinas de vectores de 
soporte y redes neuronales. 
 
Los objetivos específicos eran clasificar individuos en Clase I, II y III esquelética 
utilizando técnicas de aprendizaje automatizado, estimar la capacidad predictiva de las 
redes neuronales y las máquinas de vectores de soporte, determinar las relaciones de 
dependencia funcional de las variables morfológicas mandibulares con respecto a las 
craneomaxilares y finalmente, comparar las redes neuronales artificiales con las 
máquinas de vectores de soporte en términos de error cuadrático medio de la predicción. 
 
El impacto logrado con este trabajo fue estructural ya que se obtuvo un método con alta 
capacidad de predicción mandibular y clasificación de maloclusiones esqueléticas con 
variables que no se encuentran reportadas en artículos científicos, por lo tanto el aporte 
de la relación de variables craneomaxilares nuevas con las variables mandibulares da un 
nuevo enfoque que podría ser utilizado por profesionales en odontología, en áreas como 
odontopediatría, ortopedia y ortodoncia, en crecimiento y desarrollo y planificación de los 
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tratamientos, así como en cirugía reconstructiva en caso de fracturas; Así mismo el 
impacto es institucional pues podría haber un empleo en ciencias forenses para averiguar 
la forma de la cara de un individuo sin identificar cuando se haya extraviado la 
mandíbula, lo cual podría aplicarse al Instituto de Medicina Legal y/o laboratorios 





1. Aplicación de la Predicción en Odontología 
y Antropología 
1.1 Predicción de Morfología Facial 
La predicción de la morfología facial ha tenido como principio pronosticar la posición, 
tamaño y/o forma de una estructura craneofacial a partir de otra. Se ha realizado con 
estadística univariada y multivariada, a través de métodos paramétricos que han 
demostrado resultados significativos. Las investigaciones que implicaban evaluación 
craneofacial, inicialmente utilizaban métodos estadísticos muy sencillos y se consideraba 
el uso de la estadística multivariada únicamente en casos especiales donde la 
complejidad de las variables no permitiera resolver la problemática a través de una 
ecuación lineal simple. Una de las ventajas que representó el uso de la estadística 
multivariada fue permitir mayor robustez integrando variables y correlacionándolas, 
aunque la explicación de la misma tendría que estudiarse detalladamente para dar un 
resultado adecuado y entendible. Muchas de las variables tenían la característica de ser 
multidimensionales y se implementaron métodos como el D2 de Mahalanobis, el  T2 de 
Hotelling y la función discriminante lineal de Fisher, dando resultados importantes aunque 
su entendimiento fuera complicado (26).   
 
La predicción puede realizarse en casos en que se quiera conocer el crecimiento y 
desarrollo de un paciente y/o en la determinación de las maloclusiones esqueléticas, en 
las cuales el fin es observar el tratamiento más adecuado para el paciente; para esto se 
establecen modelos que intentan disminuir factores aleatorios que los puedan modificar, 
teniendo en cuenta los conceptos de patrón, crecimiento, armonía y balance (27). Por lo 
general se calcula el error a través de la fórmula de Dahlberg (28-30) y se estandarizan 
las variables, se confirma la distribución normal mediante el test de Kolmogorov-Smirnov 
(31), después al tener los resultados se aplica estadística descriptiva en especial 
promedios y desviaciones estándar (9, 21, 28, 29, 32-35), continuado de una prueba de t 
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Student (9, 28, 30, 32), ó estadística no paramétrica con el test de Mann–Whitney U (31, 
35), y/o una correlación de Pearson (29, 30, 35, 36), seguido de un análisis de varianza 
ANOVA (30); en ocasiones se evalúan algunas variables con análisis lineal discriminante 
con el fin de saber si es un identificador de un grupo específico (28), o para extraer 
determinantes morfométricos para la distinción de tratamientos efectivos o no efectivos, 
seguido de un análisis multivariado, clusters y tablas cruzadas dos por dos, calculando 
los errores de predicción (9), se han utilizado análisis de componentes principales (29); y 
análisis de regresión múltiple por lo general complementaría los datos para obtener 
resultados a posteriori de los grupos significativos de los estudios (32).  
 
Tanto en el crecimiento como en las maloclusiones se utilizan puntos anatómicos o 
landmarks que formarán planos o ángulos que se correlacionarán (28). La base craneal 
se relaciona con patrones de crecimiento esquelético, debido a que cuando una base 
craneal es obtusa la cara será divergente, por lo tanto el ángulo de la base craneal se 
asocia con la posición anteroposterior de los maxilares (29). La angulación de la base del 
cráneo, un ángulo ANB mayor de 4°, un overjet mayor de 4mm, un perfil facial convexo, 
una relación molar bilateral Clase II en oclusión céntrica, entre otros, fueron usados para 
determinar la Clase II división 1 y observar las diferencias con un grupo control clase I y 
la relación de la divergencia facial con la maloclusión (35).  
 
Para predecir el crecimiento se ha correlacionado la altura vertical inferior (ANS-Menton) 
y el tamaño y forma del contorno endocraneal tomando medidas desde Silla (S) hasta 
distintos puntos del contorno craneal (32); otro modo de predicción se hace mediante el 
potencial de crecimiento mandibular (GPM) a través de radiografías de mano-muñeca 
como indicador de maduración esquelética y también a través del método de Mito et al 
(MM) que tiene en cuenta el tamaño y forma de la tercera y cuarta vértebras cervicales, 
con  el objetivo de pronosticar el crecimiento del maxilar inferior en pacientes con clase III 
esquelética (21). Adicionalmente, se encuentran también el análisis de los componentes 
craneales funcionales (FCC), los cuales se basan en la hipótesis de la matriz funcional y 
al analizar estos datos por métodos no paramétricos como el smoothing spline, se 
determinan curvas de ajuste para diseñar un patrón de crecimiento de cada uno de los 
FCC (37). 
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En ocasiones se reconoce una variable identificadora de un grupo, como en el caso de 
Pogonion a Punto A (Pg-A) que categorizó efectivamente el crecimiento de los pacientes 
de 6 a 18 años de edad en una población Noruega, además se observó que en muchos 
pacientes el perfil esquelético se vuelve más recto; sin embargo por lo general en 
relaciones mandíbula - base del cráneo anterior que se encuentran extremadamente 
alteradas no mejoran con la edad y muchas de ellas requieren un tratamiento interceptivo 
ya que reflejarán un crecimiento inadecuado (28), incluso este factor aplica en el caso de 
la presencia de una desarmonía extrema clase II dentoesquelética, ya que no existe una 
tendencia a corregirse con el crecimiento (31). 
 
Es por lo anterior que también se ha intentado predecir la posición de estructuras con 
variables modificadoras de patrones como un tratamiento, por ejemplo en clase III 
esquelética en pacientes con mordida cruzada anterior, tomando el crecimiento en cuatro 
tiempos: justo antes del tratamiento, inmediatamente después de la corrección de la 
mordida cruzada anterior, después de dos años y 6 meses  donde se obtiene una 
sobremordida vertical y horizontal adecuada, y después de completar el crecimiento 
craneofacial de la pubertad, prediciendo la efectividad o fracaso de un tratamiento 
convencional teniendo en cuenta características distintivas en un  mismo tipo de 
maloclusión en diferentes pacientes (9). En este caso se analizaron mediante varios 
modelos de estadística multivariada, como correlación de Pearson en donde los 
resultados significativos son sometidos a un análisis de regresión y las medidas 
significativas se someten a análisis de regresión lineal múltiple (36). 
 
También se han analizado datos longitudinales con controles anuales estableciendo 
curvas de crecimiento para relacionarlos con patrones horizontales y verticales, el 
modelamiento de estos se dan con métodos estadísticos multinivel y los parámetros del 
modelo se estiman con mínimos cuadrados, estableciendo  que hay mayor precisión de 
predicción con respecto al movimiento vertical del mentón medido desde Silla (Me-Y) y 
de la distancia lineal de los movimientos del mentón en relación a la silla (Me-R), 
confirmando que hay correlaciones positivas entre el tamaño y la velocidad de 
crecimiento, y que los pacientes con crecimiento extremo vertical empeoran al pasar el 
tiempo sobre los otros pacientes (8). 
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Con el tiempo se han ido implementando softwares estadísticos como el MLwiN que 
maneja datos perdidos y determina una clase de función matemática que describe una 
curva que se adapte a las medidas y explique las curvas de crecimiento promedio (38), 
así como herramientas avanzadas de procesamiento de imágenes, que inicialmente son 
empleados en otras áreas, los cuales paulatinamente se han aplicado en ciencias de la 
salud, tal es el caso de la morfometría geométrica, que comenzó a implementarse en la 
predicción de la morfología craneofacial como una hipótesis de puntos que mantienen la 
misma proporción a medida que una estructura aumenta de tamaño, llamados invariantes 
que se ubican dentro de una figura geométrica de 3 o 4 lados, y que pueden predecir la 
forma final de un contorno (39). Esta técnica gradualmente se ha definido más, ya que 
además de hacer estadística descriptiva, se superimponen los trazos por el método de 
Procrustes y se aplican análisis de componentes principales (34, 40). 
 
Por lo general para los análisis mencionados y algunos de morfometría geométrica se 
hacen observaciones y se trazan puntos sobre radiografías (28, 32), sin embargo, la 
tecnología permite estar en función de este tipo de investigaciones, empleando imágenes 
obtenidas a partir de resonancia magnética o tomografías computarizadas, que 
determinan más precisamente el crecimiento craneofacial e incluso tendencias a 
maloclusiones en el paciente, tienen la ventaja de permitir la identificación de landmarks 
que son difíciles de encontrar en radiografías convencionales como en el caso de la base 
del cráneo donde se identifican la fosa anterior, media y posterior que sirven de 
parámetros en la evaluación y predicción de deformidades craneofaciales, determinado 
que la fosa anterior crece más rápido en hombres, la posterior en mujeres y la media es 
similar en ambos sexos, en ocasiones es necesario eliminar factores atípicos a través de 
la técnica Lowess Smoothing, que produce un efecto promedio de los datos (33), también 
se ha empleado en modelamiento de crecimiento mandibular las tomografías 
computarizadas, extrapolando 14851 semilandmarks un algoritmo de difusión geométrica 
condensada mapeadas a un espacio de Procrustes y examinándolas a través de análisis 
de componentes principales, extrayendo un subespacio de una dimensión que construyó 
un modelo satisfactorio, el error promedio más grande fue encontrado en el individuo #4 
que fue de 3.7 mm (24). 
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Aunque una desventaja de la tomografía computarizada sea un alto valor económico 
puede aplicarse a cuantificar el crecimiento mandibular, más específicamente en una 
tomografía computarizada helicoidal de multisegmento dando un modelamiento a través 
de funciones específicas como la de Laplace-Beltrami, algoritmos como marching cubes 
y heat kernel smoothing, para convertirlo en una estructura tridimensional evaluada por 
análisis de Fourier y mínimos cuadrados ajustándose a un modelo lineal que permita la 
predicción del crecimiento mandibular (41) 
 
1.2 Reconstrucción Facial en Antropología Forense 
La reconstrucción facial es una herramienta útil en antropología forense ya que permite la 
individualización por medio del análisis de los restos humanos craneofaciales. Se usa 
frecuentemente en casos donde no se dispone de mucha información acerca de la 
persona (15, 42). 
 
Existen técnicas que cuentan con procedimientos variados; uno de estos es la 
reconstrucción con arcilla o plastilina que se van ubicando sobre el cráneo o en un 
modelo de éste por capas emulando los tejidos blandos, dando como resultado una 
imagen de lo que pudo ser la persona en vida (16). Otra técnica que se emplea es la 
cefalometría básica como método de predicción y reconstrucción a través del análisis de 
forma de Fourier, que aunque no muestra precisión diagnóstica, puede servir de 
herramienta en ciencias forenses (43). 
 
Por otro lado se ha usado el procesamiento de imágenes, que ha facilitado la 
reconstrucción. Dentro de estas se encuentra la superimposición, donde toman de los 
restos óseos craneofaciales ciertos ángulos y puntos y lo orientan sobre una fotografía 
para observar la coincidencia entre ambos (15, 17).     
 
Así mismo existen técnicas que mejoran la cefalometría tradicional por medio de  
algoritmos matemáticos para realizar una combinación con el procesamiento de 
imágenes, a través de puntos antropométricos también conocidos como landmarks (44); 
se utilizan principalmente para la reconstrucción de tejidos blandos en panoramas 
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bidimiensionales o tridimensionales, dependiendo de las herramientas con las que se 
dispone (45, 46). En algunos casos se tiene en cuenta la variabilidad en el grosor de los 
tejidos blandos (18, 47). 
 
Uno de los instrumentos que en los últimos años se ha utilizado y se encuentra en auge 
es la tomografía computarizada (CT), que ha permitido realizar un trabajo preciso y 
rápido en cuanto a digitalización tridimensional. La CT acompañada de los algoritmos 
matemáticos, análisis de superficies, asignación de landmarks, antropología virtual, 
morfometría geométrica entre otras tecnologías, puede estimar no sólo la forma y grosor 
de los tejidos blandos sino también otorgarle rasgos individualizantes a la cara e incluso 
reconstruir estructuras óseas faltantes (18, 19, 48-53). Incluso se pueden establecer 
relaciones y generar hipótesis de predicción y forma facial con estructuras que 
normalmente no se estudian como los senos paranasales que al parecer muestran una 
variación con respecto a los primates y otros homínidos ya extintos, por medio de la 
morfometría geométrica observando los componentes craneofaciales a nivel ontogénico 






2. Algoritmos de Aprendizaje Automatizado 
2.1 Redes Neuronales 
2.1.1 Generalidades 
Las redes neuronales artificiales (ANN) son complejos matemáticos regidos bajo un 
principio de aprendizaje, el cual se basa en los conceptos de inteligencia artificial (55, 
56); se fundamentan en la respuesta biológica neuronal del cerebro humano (2, 57, 58) y 
están implicadas en procesos de construcción de sistemas que permiten, clasificar, 
diagnosticar, modelar y predecir información (59-63). 
 
Una de las características principales de las redes neuronales es que son modelos no 
lineales, semiparamétricos, lo que permite integrar variables continuas, binarias, 
ordinales y nominales, para lo cual es necesario una muestra grande de datos, 
convirtiéndose en una alternativa en el análisis de éstos (62, 64-68), debido a la 
limitación que presentan los modelos de regresión por ser un análisis de tipo lineal (2, 59, 
60, 69). 
 
Las redes neuronales están constituidas por unos elementos de procesamiento (PE) o 
neuronas (70), que son las unidades del sistema que pueden ser ajustadas o entrenadas 
y tener un proceso de aprendizaje y de generalización, por la atribución de un algoritmo 
que es una función, variable o conexión entre las neuronas (más conocida como peso, 
peso sináptico, weight o synaptic weight) que pueden ser positivas (estimuladoras) o 
negativas (inhibitorias) (13, 57, 71, 72). La información de cada una de esas neuronas se 
agrupa y se procesa en organizaciones llamadas nodos, la unión de todas las variables 
de un nodo se llama vector (72). Esos nodos se distribuyen en unas estructuras llamadas 
capas o matrices.  
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Por lo general existen tres capas (59): una de entrada (input) donde se ingresan a las 
redes los datos que se quieren analizar; una capa intermedia o capa oculta (hidden) (66), 
donde se hace la agrupación de éstos y se les asigna los diferentes pesos, determinando 
cuáles pueden ser relevantes, aunque en algunos sistemas esta función puede ser dada 
por la misma capa de entrada (57, 71, 73, 74), y una capa de salida (output) cuyo 
resultado del análisis es dado a través de funciones de transferencia que pueden ser 
sigmoideas, gaussianas, lineales, entre otras (64, 70, 75, 76) 
 
El procesamiento de los datos está acompañado por los epoch o ciclos que los vectores 
tienen en las capas, donde se les asigna pesos clasificatorios para generar la relevancia 
de la información (13, 59, 65, 70, 77, 78). Los epoch sin embargo cuentan con un número 
límite de ciclos que son efectivos, donde no es necesario recurrir a más, es decir llegan a 
un umbral; existen métodos estadísticos que determinan hasta qué punto la red podría 
predecir o hacer cualquier otra función que se le asigne, estos se denominan criterios de 
parada (59, 65); dentro de estos se encuentran los mínimos cuadrados del error (MSE), 
sensibilidad, especificidad, tasa correcta de clasificación (CCR), índice de sensibilidad 
logarítmica, entre otros (13, 65, 79). 
 
2.1.2 Clasificación de las Redes Neuronales 
Las redes neuronales se clasifican de la siguiente manera: 
 
Según el algoritmo de aprendizaje (2, 57, 70, 75, 80): 
 
 Aprendizaje Supervisado: En este tipo de red es necesario tener predeterminados los 
nodos de salida, es decir estos se controlan para dar un resultado deseado. Para esto un 
supervisor o maestro ajusta sus pesos según las necesidades. Dentro de estos se 
encuentran: 
 
Algoritmo de backpropagation: También llamado algoritmos o redes de retropropagación. 
Es uno de los más utilizados para entrenar redes neuronales, calcula la diferencia entre 
la salida obtenida y la salida deseada, con el fin de reducir el rango de error a través de 
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un descenso de gradiente. Si el error es muy grande, el algoritmo devuelve la información 
al inicio y el maestro ajusta los pesos hasta que el error sea menor de un nivel 
preestablecido, cuando esto ocurre se determina que la red ha aprendido la información 
de entrada (57, 58).  
 
Algoritmos LVQ: Aprendizaje por cuantificación vectorial (Learning vector quantization), 
sirve para el reconocimiento de patrones, clustering y para herramienta en compresión en 
imágenes; Principalmente se encarga de dividir el espacio de entrada (input) en un varias 
regiones de decisión (Células de Voronoi) y para cada una de estas se les asigna un 
vector codificado, estos se van ajustando en repetidas ocasiones para su entrenamiento 
(81, 82).  
 
 Aprendizaje No Supervisado: No requiere que los datos de los nodos de salida se 
conozcan, es decir sólo se le presentan a la red los datos de entrada y esta se encarga 
de agruparlos por características similares, adaptando los pesos de sus conexiones, por 
lo tanto no es necesaria la intervención de un maestro. 
 
Red de Kohonen: Denominada también como mapas de autorganización (Self-Organizing 
Map o SOM), modifica los patrones de entrada en una estructura de salida de 2 
dimensiones, manteniendo la topología de los datos y reduciendo la dimensionalidad, 
convirtiéndose en una herramienta útil en imágenes diagnósticas. Existen los vectores de 
entrada (datos que entran), cada uno de estos poseen un vector de pesos; cuando existe 
una neurona de entrada que se asemeja mucho al vector de pesos más que las otras, la 
red determina que es la neurona ganadora, ya que este es un sistema competitivo, y se 
ajustarán los vectores de pesos de las neuronas vecinas, cuya señal será similar a la de 
la ganadora pero será más débil a medida tomen distancia de esta (71, 72, 80). 
 
 Redes Híbridas: Es la combinación de las redes neuronales con otros elementos ya 
sean estadísticos, de inteligencia artificial, e incluso combinaciones entre sus algoritmos 
de aprendizaje, la estructura de la red, y su función de transferencia, a continuación se 
nombrarán algunos: 
 
Sistemas difusos y redes neuronales: Los sistemas difusos, borrosos o Fuzzy system,  
manejan un lenguaje condicional basado en la frase ‘IF X is A, THEN Y is B’, donde X y 
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Y, son variables, A es la premisa y B es la consecuencia y se les asigna atributos o 
funciones matemáticas; estos sistemas difusos combinados con las redes neuronales 
hacen que se pueda entender el procesamiento interno de la red (70, 83). 
 
Conjuntos aproximados y redes neuronales: Los conjuntos aproximados manejan 
información imprecisa, pues reduce conjuntos de información hasta generar una 
información más concreta, es decir se selecciona información irrelevante y se descarta y 
la que se considera importante se mantiene en el sistema, de esa manera no hay pérdida 
de información esencial; las redes neuronales ayudan a facilitar esta acción 
disminuyendo el tiempo de entrenamiento (84). 
 
 
Según su estructura (70, 71, 73, 85, 86): 
 
 Unidireccionales (Feedfordward neural networks ó FFNN): son las redes que 
normalmente se  agrupan en capas, su conexión va de una capa a otra pero no entre las 
neuronas de la misma capa, comienza con una entrada y genera una función de salida. A 
continuación se nombrarán algunas: 
 
Perceptron Multicapa: Es una de las arquitecturas más utilizadas, está constituida por 
capas de entrada, capas ocultas y capas de salida; inicialmente se determinan el número 
de los nodos que componen cada capa. Cada nodo de entrada hace contacto con todos 
los nodos ocultos, por lo tanto estos obtienen toda la información de entrada y la 
procesan, después todos los nodos ocultos hacen contacto con cada uno de los nodos 
de salida, dando un resultado o conclusión; en muchas ocasiones el algoritmo de 
backpropagation acompaña a este tipo de red para ajustar sus pesos (58, 61, 62, 68, 71, 
87-93). 
 
CMAC (Cerebellar Model Controller Articulation): Es similar a la perceptron multicapa, se 
diferencian en que la CMAC permite la generalización de la salida de manera rápida, 
ahorrando tiempo de entrenamiento; se constituye por una gran cantidad de neuronas de 
entrada y salida, tiene la capacidad de converger a un ciclo límite o umbral y maneja una 
tasa de aprendizaje de valores entre 0 y 2. (94, 95). 
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 Redes Neuronales recurrentes (Recurrent neural networks) o Parcialmente 
recurrentes: al contrario de las unidireccionales existen conexiones entre algunas 
neuronas de las mismas capas, de las capas anteriores y de las capas posteriores. 
Algunas de estas son: 
 
Redes recurrentes de Elman: Tienen un número pequeño de unidades en la capa de 
entrada, tiene una capa oculta, una capa de contexto y una de salida. La información se 
ingresa en las capas de entrada, pasan a las capas ocultas donde se procesa y pasa a 
las capas de contexto que memorizan el resultado del análisis de las capas ocultas, 
después esta información se devuelve a las capas ocultas donde se unen con otros 
pesos de la capa de entrada y dan un resultado a la capa de salida (86). 
 
Red de Jordan: Tiene un funcionamiento similar a la red de Elman, la diferencia es que 
en vez que la capa de contexto reciba el análisis de la capa oculta, recibe el análisis de la 
capa de salida y la lleva a otra capa oculta combinándose con otros pesos de la capa de 
entrada (85). 
 
Red de Hopfield: Es una red que no tiene sus partes divididas en capas específicas; las 
neuronas se interconectan en ambas direcciones, la entrada de información se hace en 
todas las neuronas al mismo tiempo, y no son afectadas por otra información de entrada. 
Se basa en la memoria asociativa es decir que inicialmente se le muestra a la red una 
característica determinada y la red la recuerda, cuando se le asigna a la entrada pesos 
similares, la red los reconoce y los asocia con esta característica dando un resultado. 
(71, 73). 
 
Según la función de transferencia (75):  
 
Función Lineal: En redes neuronales por lo general se utiliza en la capa de salida 
acompañada de otras funciones (96), evita restricción de los resultados de la neurona, se 
usa en la estimación lineal (97). 
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Función en escalón: Denominada también de umbral o threshold, define la respuesta de 
la red neuronal en un lenguaje binario (es decir 0 y 1), por medio de un lenguaje 
condicional (97).  
 
Función sigmoidea: Su ecuación corresponde a f (x) = (1 + e –x)-1 (54) y se representa en 
una gráfica en forma de ‘S’. En las redes neuronales permite realizar transformaciones no 
lineales de las capas de entrada a lineales en las capas ocultas, permitiendo un 
aprendizaje efectivo con un número reducido de capas ocultas (93, 98). 
 
Función Gaussiana: Hace parte de entre otras de la función de base radial (99), la cual 
utiliza el principio gaussiano, tiene la capacidad de generalizar los resultados con una 
cantidad pequeña de nodos (100), son utilizadas en la clasificación de datos (101).  
 
2.1.3 Aplicaciones de las redes neuronales 
 
Las redes neuronales se caracterizan por lograr integrarse con diferentes temáticas, ya 
que son sistemas fáciles de utilizar, económicas y cuyos conceptos principales de 
funcionamiento son entendibles (102, 103); Existe una amplia variedad de campos que 
emplean las redes neuronales artificiales; a continuación se nombrarán algunas: 
 
 Clasificación:  
 
Generalmente, en las redes neuronales se van agrupando los pesos por características 
similares lo que permite dar una clasificación; es posible hacer que la red catalogue las 
variables de los datos en grupos específicos predeterminados y que ésta logre retirar los 
pesos de poca importancia. En ciencias biomédicas este procedimiento se puede dar en 
varios casos como en la clasificación de masas pancreáticas en imágenes tomadas a 
través de tomografía computarizada usando una red neuronal unidireccional con 15 
unidades de entrada, 15 ocultas y una de salida, con el algoritmo de backpropagation 
donde 0 indica el carcinoma pancreático y 1 corresponde a masas inflamatorias, los 
resultados fueron comparables con el análisis de Bayes y el método II de cuantificación 
de Hayashi (63). 
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Un uso similar se dio con la clasificación de imágenes mamográficas obtenidas a través 
de resonancia magnética, utilizando una red perceptron multicapa con 28 nodos en la 
capa de entrada, 4 en la oculta y 3 en la de salida correspondientes a las categorías 
carcinoma, lesión benigna y parénquima (104). 
 
También se puede utilizar como soporte para procedimientos en neurocirugía 
clasificando las características y localización de landmarks en ojos y orejas en imágenes 
diagnósticas a través de una red neuronal polinomial usando características Gabor o filtro 
de Gabor como función de transferencia en la capa de entrada, constituyéndose también 
de una capa oculta y una capa de salida; la expansión dimensional fue controlada por el 
análisis de componentes principales (PCA) (67). 
 
Por otro lado para determinar anormalidades maxilofaciales como la deformidad facial 
vertical se puede clasificar a través de una red de aprendizaje no supervisada con el 
algoritmo de Kohonen, determinando categorías como corta, normal y larga, por medio 
del agrupamiento de las características o clustering (80). Este mismo procedimiento se 
puede utilizar en antropología para clasificar distintas formas del hueso nasal humano 
(72).  
 
En ocasiones el proceso de clustering se da por un sistema difuso o fuzzy en 
combinación con una red neuronal con algoritmo de backpropagation para clasificar 
inundaciones históricas, haciéndose útil en ingeniería civil para también predecir 
inundaciones en zonas de alto riesgo (83). La versatilidad en la clasificación se ve 
reflejada en industria alimentaria en el control de calidad de las carnes, usando imágenes 
que son inicialmente analizadas por un algoritmo cuaterniónico de descomposición de 
valores singulares (SVD), que luego se someten a una red neuronal perceptron multicapa 
con 6 nodos en su capa de entrada, 6 en su capa oculta usando como función de 
transferencia un algoritmo sigmoideo simétrico de tangente hiperbólica y 4 en su capa de 
salida para su clasificación dada como A1 alta, A2 y A3 media, y A4 baja; para este fin la 
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En este proceso la red tiene la capacidad no sólo de clasificar sino de reconocer el 
problema y en ocasiones la posible solución al mismo. Es común en ciencias biomédicas, 
ya que es el eje central de estas y las redes permiten que sea más fácil, efectivo y rápido. 
Sirve para el diagnóstico de diferentes enfermedades urológicas, cardíacas, infecciosas, 
psiquiátricas, de transmisión sexual, distintos tipos de cáncer y otras, usando 
principalmente una red perceptron multicapa, con un algoritmo de backpropagation (58, 
61, 62, 68, 71). 
 
Las redes pueden servir como ayuda diagnóstica al implementarse dentro de distintos 
medios para la toma de imágenes como radiografías, resonancia magnética, tomografía 
computarizada, entre otras (61, 71, 105); existen otras arquitecturas de las redes que 
pueden cumplir la tarea de diagnosticar; en el estudio de Mario et al., se evaluaron 120 
cefalometrías y se trazaron 15 medidas que tenían en cuenta 7 características 
craneofaciales, la anteroposterior, posición mandibular y maxilar, discrepancias 
verticales, incisivos superiores e inferiores y posición labial; después se dividieron en tres 
subcategorías diagnósticas: la unidad I pertenecía a las relaciones anteroposteriores que 
se diagnosticaron como buena posición, protrusión, retrusión, tendencia a protrusión y 
tendencia a retrusión; la unidad II pertenecía a la forma de la cara que podía ser normal, 
vertical y horizontal, y la unidad III correspondía a la posición dental dada como normal, 
proinclinada, retroinclinada, tendiendo a proinclinada y tendiendo a retroinclinada. 
Usando una red neuronal paraconsistente se determinaron los índices kappa los cuales 
se consideraron buenos en 6 regiones menos en la posición labial donde fueron 
moderados (105). Así mismo se pueden utilizar algoritmos genéticos, de base radial, 
otras de clase recurrentes (feedback) como la red de Hopfield, sistemas con mapas de 
autorganización (SOM), teniendo resultados positivos (62, 71). 
 
Este procedimiento puede darse en diversas áreas fuera del contexto de biomedicina 
como en tecnología ambiental, en el diagnóstico del funcionamiento de las turbinas de 
microgas para generadores de energía y su control de contaminantes, con un sistema 
híbrido de redes neuronales perceptron multicapa y sistemas difusos con el algoritmo de 
backpropagation, usando como criterio de evaluación el método de mínimos cuadrados 
(106); para el análisis de plantas de energía y monitoreo de su condición, usando 
también esta arquitectura (107), e incluso se usa en microbiología de alimentos (108).   





Permite relacionar los datos de forma robusta, resaltando la información más común y 
generalizada, situación que es facilitada por las redes neuronales por ser un sistema no 
lineal; este procedimiento abarca diferentes campos como la ingeniería electrónica en los 
nanotubos de carbono metálicos - semiconductores de óxido de transistores de efecto de 
campo (CNT-MOSFET), usados en circuitos de nano escala (88); en ingeniería civil para 
el modelamiento de fallas de tuberías (89), en tecnología ambiental para el mapeo y 
modelamiento de la velocidad del viento (90), en botánica para modelamiento de la 
rizogénesis (91), y para tecnología militar en la realización de prendas protectoras (92), 
teniendo en común el uso de redes unidireccionales como la perceptron multicapa con un 
algoritmo de backpropagation. 
 
La arquitectura anteriormente mencionada puede formar redes híbridas con otros 
compuestos matemáticos, siendo efectivos en el modelamiento y la predicción; un 
ejemplo es la combinación con el análisis de árbol de fallos usando una función 
sigmoidea como función de transferencia para determinar las erupciones de gases y 
carbón de la tierra con fines geológicos (98); otra forma híbrida de esta estructura es 
cuando se une con el análisis de componentes principales (individuales o combinados) 
como función de transferencia y se combinan con un algoritmo de regresión por pasos 
(SR) o con un algoritmo de clasificación de correlación (CR), para analizar la actividad 
tóxica de algunos compuestos químicos y la capacidad de unión a la albúmina sérica 
humana (109).  
 
Existe otro tipo de red que cumple con el principio de modelamiento denominada red 
neuronal dinámica no lineal que utiliza ambos tipos de aprendizaje. En un estudio en 
psicología se utilizó para la exploración de distintos patrones de conducta, empleando 
como función de transferencia en la capa de salida la ecuación de Verhulst y como 
algoritmo de aprendizaje la asociación de Hebbian (110).   
 
 
 Identificación de un individuo y procesamiento de imágenes: 
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En ciencias forenses se puede lograr la individualización a través de fotografías mediante 
superimposición de imágenes o reconocimiento de la red de la imagen facial; este 
sistema puede llegar a reconocer las variables y determinar el rostro de una persona 
específica; para esta labor se pueden utilizar redes unidireccionales, redes celulares, 
redes de Hopfield, y distintos algoritmos de aprendizaje como los de Kohonen, 
backpropagation, genéticos, entre otros (12, 66, 103). Puede estimar también la edad de 
muerte de un individuo por medio de restos óseos (sínfisis púbica y superficie auricular 
del ilion) y precisar la diferencia de edades en sujetos adultos de 20 a 29 años y mayores 
de 60 años, a través de una red perceptron multicapa con un algoritmo de 
backpropagation, cuya efectividad fue evaluada con cuadrados medios del error, 




La predicción es uno de los procesos más importantes que realizan las redes neuronales 
ya que a través del aprendizaje tienen la capacidad de analizar los comportamientos 
repetitivos de los pesos, permitiendo el pronóstico o la predicción de la información. Para 
la predicción es necesario conocer a profundidad el problema, las posibles soluciones y 
la selección de las variables que se le van a asignar a las neuronas, para permitir a la red 
realizar sus conexiones teniendo en cuenta lo que se considera relevante (60). 
 
Al igual que las aplicaciones de las redes neuronales mencionadas con anterioridad, en 
la predicción existen empleos muy variados como por ejemplo en ingeniería automotriz 
para predecir el rendimiento y las emisiones de gases de un motor (79), en ingeniería 
civil para saber cuánto podría una máquina penetrar una roca (78), o en tecnología 
industrial para predecir la calidad de una soldadura por láser en la unión térmica de los 
plásticos (77), principalmente se realiza con una arquitectura multicapa unidireccional con 
un algoritmo de aprendizaje de backpropagation combinado con otros como el de Widrow 
– Hoff y el de Leven – Maquard (79); sus funciones de transferencia son la logarítmica 
sigmoidea u otras como la tasa de penetración (o ROP usada para evaluar las 
características de la roca en ingeniería civil), y la evaluación de las redes se da por el 
criterio de los cuadrados medios del error (77-79). 
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En ciencias de la salud es una herramienta útil para pronosticar la efectividad de un 
tratamiento usando también la estructura perceptron multicapa con la función de 
backpropagation (57, 65, 111), con funciones de transferencia como la tangente 
hiperbólica y criterios de parada específicos (65), o haciendo una acción previa de 
clustering (111); se usa asimismo para saber el posible número de decesos en un caso 
clínico especial comparándose con el modelo logístico evaluado por las curvas del 
receptor característico del operador o curvas ROC (59, 60); Se puede utilizar para el 
procesamiento de imágenes por ejemplo en la predicción de la forma facial postquirúrgica 
maxilofacial, ortognática o estética (3), o para la reconstrucción craneomaxilar o cutánea 
para fines médicos o forenses por medio de una red perceptron autosupervisada con un 
algoritmo de aprendizaje de Widrow – Hoff, una función de transferencia lineal 
optoelectrónica (112) o una red ortogonal tridimensional (113).  
 
También se han usado para predecir la morfología y tamaño mandibular a través de 
variables craneomaxilares, esto se realizó en 50 individuos masculinos y 50 femeninos 
clase I esquelética de 18 a 25 años, mediante el análisis de radiografías 
anteroposteriores y de perfil. Se realizaron análisis univariados, medición del error intra e 
inter observador, análisis de correlación para descartar variables irrelevantes, y análisis 
de correlación canónica para seleccionar las variables más importantes de los primeros 
ejes canónicos; esta información se evaluó a través de regresión múltiple multivariada 
para ser comparada con las redes neuronales con el fin de demostrar su efectividad. La 
red utilizada fue de aprendizaje supervisado multicapa, que consta de una capa de 
entrada, dos capas ocultas y una capa de salida, utilizando un software Joone 
programado con un lenguaje Java, usando como función de transferencia uniones 
sigmoideas, se efectuaron 10000 epoch, y se usó como criterio de evaluación los 
mínimos cuadrados medios (2).  
 
2.2 Máquinas de Vectores de Soporte 
2.2.1 Generalidades 
 
22 Uso de Técnicas de Aprendizaje Automatizado para Predicción de 
Morfología Mandibular en Clase I, II y III Esquelética 
 
Las máquinas de vectores de soporte (SVM) son algoritmos de aprendizaje supervisado 
no paramétrico (114), constituidos de una mezcla de modelos lineales y modelos de 
aprendizaje (25), se implementan en resolver problemas por medio del reconocimiento de 
los mismos para clasificación y regresión (114-117); son efectivos en la predicción ya que 
tienen un conjunto de entrenamiento en el que se etiquetan las clases y se construyen 
modelos que predigan una nueva muestra (118-121). 
 
Las SVM se basan en el principio de minimización estructural de riesgo, donde se puede 
definir el error verdadero más bajo para una hipótesis (115). En su forma básica tienen 
aprendizaje lineal con una función de umbral, pero en presencia de otras funciones como 
la función kernel, pueden realizar una separación de los datos y no de las características 
para permitir una medición de la complejidad de las hipótesis (115, 122). 
 
La separación de datos se realiza por medio del hiperplano que es un divisor de un 
conjunto de datos, que permite definir un límite de decisiones para minimizar los errores 
durante el entrenamiento, creando de esta manera una función de alta dimensionalidad 
(114, 117, 123).  
 
En su forma lineal o binaria, el hiperplano se define con la ecuación x=w0 + w1a1 + w2a2 
(25), se compone por los atributos específicos (a) con los pesos (w) de aprendizaje, que 
se van agrupando para formar dos conjuntos, en estos existen puntos denominados 
vectores de soporte que son los puntos más cercanos al hiperplano que lo definen 
trazándolo como una línea equidistante a éstos, dependiendo del ruido que contengan 
los datos (25, 115, 117, 124); se dan por la ecuación x=b +∑ αiyia(i)*a, donde b y αi 
reemplazan a los parámetros dados por los pesos, y los vectores de soporte son 
representados por a(i) y a; αi puede ser también un valor negativo en el caso de la 
predicción (25). 
 
En el proceso donde no se maneja un ejemplo lineal sino que es un espacio 
transformado de alta dimensionalidad, en casos que lo ameriten como tener que clasificar 
los datos en más de dos grupos o tener más de dos variables predictoras, se basa en la 
ecuación x=b +∑ αiyi (a(i)*a)
n, donde n es el número de factores en la transformación (25). 
Para evitar que haya un número de atributos grandes e inmanejables debido a la 
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exponencialidad de la ecuación anterior, se regulan estos problemas a través de la 
función de kernel, definida en su forma simple como K(x,y)= Φ(x) * Φ (y), siendo Φ la 
función que mapea las muestras de entrenamiento desde un espacio de entrada (input) a 
uno de características (feature) de gran dimensionalidad para construir un hiperplano 
óptimo, que después dará un resultado o salida (25, 122, 124, 125). 
 
En ocasiones el hiperplano puede ser ‘soft margin’ o de margen flexible que se usa 
cuando los datos no son linealmente separables; para lograr la división más adecuada y 
aproximada de los datos se utiliza un parámetro de costo C que permite la compensación 
o equilibrio entre los errores encontrados y los márgenes linealmente separables o 
márgenes, minimizando las muestras sin catalogar, penalizándolas (25, 124-127).  
 
La envoltura convexa o ‘Convex hulls’ se encargan principalmente de servir de 
intersección de los conjuntos que contienen a X en cualquier dimensión, es decir que es 
una estructura geométrica que envuelve a la mayoría de datos en común (128);  este 
concepto toma importancia cuando se envuelven los datos según sus atributos y sus 
pesos facilitando la separación de los mismos y permitiendo de una manera más fácil 
establecer un hiperplano de separación, así como los vectores de soporte que lo 
definirán, con la ventaja de adaptarse al margen ya sea rígido o flexible (125, 129). 
 
2.2.2 Clasificación e hiperplano de margen máximo 
 
Las SVM se encargan esencialmente de clasificar debido a que encuentran un hiperplano 
que separa los datos de entrenamiento con un margen máximo, luego este será 
formulado como un problema de optimización cuadrática (25, 116, 117), es decir se dará 
la mayor separación entre las clases (114, 117).  
 
El hiperplano de margen máximo evita la complejidad computacional, el sobreajuste 
estadístico o reentrenamiento de los algoritmos, facilitando el aprendizaje de las SVM, ya 
que este proceso se repite hasta encontrar un límite óptimo entre ambos conjuntos (25, 
114, 117, 130).  
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La clasificación se facilita en casos donde la decisión es binaria, pues asigna solo dos 
características y los vectores de soporte se encargan de ubicar el hiperplano, un ejemplo 
es si tiene o no controles regulares de cáncer de colon, con el fin de crear un sistema de 
puntaje que estime la propensión a una condición patológica (123). 
 
También pueden clasificar esquemas de señales de electroencefalogramas (EEG) de 
una dimensión, en combinación con el principio de minimización del riesgo estructural 
(SRM) para lograr una generalización adecuada, teniendo un intervalo de confianza y 
disminuyendo los errores de entrenamiento junto con una correlación cruzada, para 
realizar un reconocimiento de patrones que permita el diagnóstico preciso de 
enfermedades que no son fáciles de visualizar como la epilepsia. Se reportaron tres tipos 
de kernels, el polinomial (K(x,y) = (1 + x * y)m), el perceptron multicapa (  x    =        x   
     θ ) y el de función de base radial o gaussiano (  x    =  x        x        2/ 2σ2) (116), 
este último siendo el más usado por su gran precisión para resolver problemas de 
clasificación (25, 116, 122).  
 
Por otro lado, las SVM se pueden aplicar en la categorización de texto, clasificando los 
documentos en grupos predeterminados, excluyendo las palabras de parada como ‘Y’ 
(and), ‘O’ (or), ‘NO’ (Not), ‘Y NO’ (And Not), y teniendo en cuenta las denominadas 
palabras clave, las cuales cada una representa una característica distinta por lo que se le 
asigna un peso (wi) clasificatorio, usando un kernel polinomial y un kernel de función de 
base radial, dando buenos resultados en comparación con otros clasificadores; entre 
éstos, el mejor fue el de base radial aunque el polinomial tuvo resultados importantes 
(115). 
 
Otra de las aplicaciones que puede tener es en teledetección remota de imágenes 
aéreas y satelitales, para usos en diferentes situaciones como en geología, 
fotogrametría, clasificación vegetal, entre otras; se han intentado varias metodologías 
combinando algoritmos genéticos, de base radial, sigmoideos, entre otros con resultados 
satisfactorios. La clasificación puede complementarse con otros sistemas que pueden 
usarse para tareas de clasificación supervisada y no supervisada, en datos de entrada 
incompletos, en ejemplos de entrenamiento difíciles y que llevan tiempo, en situaciones 
binarias o hiperdimensionales; cada vez se intenta realizar esta actividad con elementos 
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que permitan facilitarle al investigador el uso de las máquinas de soporte, minimizando el 
tiempo (114). 
 
2.2.3 Regresión por Vectores de Soporte (SVR) 
 
La SVR se generaliza de las SVM cuando el reconocimiento de patrones , se 
ajusta a la estimación de funciones reales y ∈ R, a través de la función de costo (pérdida) 
, que no penaliza los errores que estén por 
debajo de ε ≥ 0 (131). 
 
Así mismo en la SVR se encuentra una minimización del error absoluto de predicción, 
donde no se maneja un hiperplano de margen máximo, sino que se utiliza un límite 
superior C en αi ajustando los datos o se implementan funciones kernel o el ‘truco kernel’ 
(25, 124, 125, 127). 
 
Una aplicación de la SVR está en la evaluación de la calidad de la cilindricidad, que se 
utiliza en la fabricación de piezas de forma redonda para propósitos tecnológicos e 
industriales, con el fin de ofrecer una alternativa rápida, eficiente y robusta a los mínimos 
cuadrados, que normalmente se utilizan en la determinación del error de redondez de 
estas partes. Se tuvo en cuenta el espacio formado entre dos círculos estándares 
digitales, uno interno y otro externo, y una cámara especializada que tomaba la imagen 
del objeto descomponiéndola en puntos y cortes; por medio de la SVR con kernels 
específicos se evaluó el radio del objeto, la varianza, la altura, número de puntos por 
corte transversal, y número de cortes transversales, determinando si los puntos del 
objeto que se estaba viendo estaban dentro del espacio, pues si estaban fuera de este ya 
era considerado un error. La SVR utilizó algoritmos precisos en la examinación de la 
forma cilíndrica de cualquier muestra de puntos de datos (130). 
 
Así mismo se podría aplicar en el monitoreo del estado de pacientes posquirúrgicos, 
teniendo en cuenta datos de alta dimensionalidad, integrando datos numéricos y 
aspectos cualitativos como la experiencia; con el fin de abstraer, clasificar e inferir 
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información, para predecir las respuestas del paciente a algunas drogas, teniendo un 
seguimiento adecuado bajando el potencial de efectos adversos (117). 
 
Las funciones Kernel se asocian con las SVM cuando establecen un modelo que se 
encarga de seleccionar características, extraer reglas y predecir datos (Máquinas de 
vectores de soporte con kernel múltiple ó MK-SVM), con aplicación médica, observando 
datos extraídos a partir de perfiles genéticos de tejidos cancerosos usando técnicas de 
microarrays para mejorar el diagnóstico y tratamiento del cáncer (Leucemia y cáncer de 
colon); se tiene en cuenta que muchos datos encontrados poseen altos niveles de ruido 
que dificulta las acciones linealmente separables, por eso se emplea una función de 
kernel múltiple que permite un diagnóstico positivo o negativo para cada condición 
patológica, determinando la extracción de reglas para observar el porcentaje de falsos 
negativos y niveles de ruido de los datos; previa a la extracción, se seleccionaron los 
genes relevantes a través del kernel múltiple II para predecir los tipos de muestras más 
adecuadas que explicarían el diagnóstico de la enfermedad (122). 
 
Los kernels también son efectivos en la predicción de alta dimensionalidad y los más 
utilizados son los de base radial (RBF) y polinomiales, la idea es que a través de estos se 
logren tener parámetros óptimos de entrenamiento por medio de la integración con 
algoritmos genéticos con codificación real (RCGA), que permiten minimizar el error 
cuadrático medio (RMSE); esto es aplicable para predecir la respuesta afectiva de los 
consumidores para el diseño de un producto y sus características por medio de 
formularios, los cuales fueron examinados sistemáticamente y divididos como atributos 
continuos o discretos. Las respuestas de los consumidores recolectadas de los 
formularios fueron puestas como datos de entrada y los puntajes obtenidos de los 
cuestionarios se asignaron como los valores de salida. De ambos kernels el más efectivo 
saco un error de predicción de 0.078 que fue el kernel de base radial, mientras el 
polinomial sacó un error de 0.181 (121). 
 
Uno de los usos más comunes en la SVR está en los movimientos bancarios para evitar 
las fallas que podrían causar la pérdida de recursos monetarios, prediciendo el riesgo de 
bancarrota; para esto también se han usado modelos construidos por redes neuronales y 
métodos estadísticos multivariados; la precisión y generalización de la SVM es mejor que 
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las redes neuronales con algoritmos de Backpropagation si los datos son pequeños; sin 
embargo, es importante que en situaciones delicadas como en este tipo de predicción se 
empleen métodos efectivos y que se comparen los unos con los otros, es decir, que haya 
una integración de métodos de regresión, ya que en otros datos se pueden encontrar una 
mayor precisión en cuanto a predicción por parte de las redes neuronales perceptrón 
multicapa (118); Así mismo también se puede predecir el movimiento del índice del 
precio de las acciones que se incluye dentro del ámbito financiero teniendo resultados 
parecidos con respecto a la ventaja de las redes neuronales frente a las SVM (119).  
 
Aunque es bien conocida la ventaja en cuanto a predicción de los algoritmos de 
aprendizaje con respecto a modelos lineales, por lo general las redes neuronales y las 
máquinas de vectores de soporte mantienen valores de predicción muy cercanos, y 
utilizar cualquiera de estos dos métodos es adecuado, como sucede para determinar la 
capacidad de predicción de los perovskitas, en los radios iónicos de los elementos 
constitutivos para usarse en el campo de los materiales estructurales en el ámbito 
industrial (120).  
 
En el campo odontológico son escasos los estudios con las máquinas de vectores de 
soporte, sin embargo se ha reportado su empleo para identificación de landmarks; tal es 
el caso de Chakrabartty et.al, que por medio de un clasificador de gran margen con 
algoritmos gráficos y un kernel Gaussiano, determinaron un 98% de precisión en la 
clasificación de deformidades dentales y detección de puntos anatómicos, teniendo en 
cuenta 1 mm de valor de tolerancia (132); también se han usado para la predicción del 
tratamiento en la maloclusion Clase III, en el caso de Kim, et.al, con un algoritmo de 
búsqueda secuencial y un kernel polinomial. Con este método se obtuvo una precisión 












En esta investigación aplicada, la población diana fueron personas de ambos sexos, con 
maloclusión esquelética Clase I, II o III, de nacionalidad colombiana, que participaron en 
las convocatorias para diagnóstico esquelético craneofacial del proyecto de Biometría de 
la línea de Crecimiento y Desarrollo de la Maestría en Odontología de la Universidad 
Nacional de Colombia. El tipo de muestreo fue no probabilístico de conveniencia.  
3.1 Criterios de Inclusión 
 Buen estado de salud general. 
 Dentición permanente completa con o sin terceros molares. 
 Padres y abuelos colombianos, con características de patrón ancestral similares. 
 
3.2 Criterios de Exclusión 
 Intervención en rehabilitación oral en sector anterior y/o posterior. 
 Tratamiento previo de ortodoncia y/o ortopedia. 
 Cirugía ortognática y/o estética previa. 
 Hábitos parafuncionales severos. 
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3.3 Consideraciones Éticas 
La investigación propuesta fue realizada en seres humanos y se ajustó a principios 
científicos y éticos, se tuvo en cuenta la resolución número 008430 de 1993 de la Ley 84 
de 1989, en donde clasificó al presente estudio como “Investigaciones con riesgo mayor 
que el mínimo”. La información obtenida de cada individuo fue guardada en absoluta 
reserva para el cumplimiento del artículo 8 (Título II, capítulo 1) y fue utilizada para los 
fines estipulados en el estudio. 
 
El manejo de la información resultante de este estudio también se encontró dentro de las 
legislaciones nacional e internacional sobre investigaciones en el área de la salud. Se 
utilizaron códigos y no nombres propios, de esta forma se garantizó la confidencialidad y 
privacidad. Asimismo, la participación de los pacientes fue completamente voluntaria y 
estuvo dirigida a individuos que acudieron solicitando atención en servicios de 
ortodoncia. 
 
Para cumplir con el artículo 14 de la resolución mencionada se diligenció un 
consentimiento informado (Anexo B) y una cartilla de información (Anexo C). El paciente 
tenía el derecho a retirarse en cualquier momento si así lo decidiera, e igualmente podía 
conocer el resultado de los análisis.  
 
Con respecto al beneficio que este trabajo produjo directamente a los individuos fue la de 
una mayor precisión diagnóstica basada en los resultados globales del estudio con un 
menor costo por este servicio. El riesgo que implicó la investigación se justificó en que de 
cualquier forma había necesidad de estos registros para la realización del diagnóstico y 
el plan de tratamiento ortodóntico o quirúrgico correspondiente y los resultados del 
estudio podían traer beneficios futuros por la posibilidad de predecir la morfología de la 
mandíbula de un nuevo individuo con mayor precisión, logrando un tratamiento más 
efectivo. 
 
En cuanto a beneficios para la comunidad, estas técnicas de predicción en un futuro 
permitirán considerar la variabilidad biológica en las maloclusiones teniendo en cuenta su 
prevalencia (20), para ser empleadas en el método de identificación, que toma 
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importancia dentro del marco de violencia que el país ha vivido, donde se han encontrado 
fosas comunes y se hace necesario para los familiares de las víctimas comenzar con el 
proceso de duelo (42).          
 
La publicación de los resultados de este estudio se ha realizado a través de conferencias 
nacionales e internacionales, en los que no se han revelado ni se revelarán datos de 
identificación de los individuos.  
 
3.4 Procedimientos 
Dentro de este estudio se probaron distintas metodologías puesto que los antecedentes 
de aplicación de las máquinas de vectores de soporte y las redes neuronales para 
clasificación de maloclusiones esqueléticas y predicción de variables mandibulares a 
partir de las craneomaxilares son casi inexistentes; a continuación se observan los pasos 
realizados hacia la primera experimentación que es la clasificación de maloclusiones 
dadas por el sistema de Metronukak, posteriormente las diferentes metodologías 
empleadas después de este método se observan en la sección de resultados, debido a 
que la explicación de los procedimientos se fue efectuando a medida que se iban 
obteniendo resultados de clasificación y predicción, para establecer una metodología 
efectiva. 
 
3.4.1 Recolección de la muestra 
La muestra se obtuvo de diferentes lugares como el área de Salud de Bienestar 
Universitario, Facultad de Odontología y el campus de la Universidad Nacional de 
Colombia; Fundación Universitaria San José, Instituto Triángulo, Universidad Católica, 
consultas particulares, entre otros; los pacientes se seleccionaron inicialmente con una 
rápida visualización de la clasificación de Angle molar y canina y el perfil clínico; al ver 
que el paciente cumplía con los criterios de inclusión y firmaba el consentimiento 
informado se remitió al centro radiológico. 
 
La estandarización se llevó a cabo de la siguiente manera: 
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 Equipo Radiográfico: 
 
Para la toma de las radiografías posteroanteriores y de perfil se utilizó un único equipo de 
rayos X Veraviewepocs de J Morita; se tuvo en cuenta una distancia estándar de sujeto a 
película de 15 cm y de cono a película de 150 cm. Este equipo operó a 80 kv, 3mA y 4s, 
por radiografía. Las radiografías se tomaron con posición natural de cabeza, con testigo 
métrico, en oclusión habitual e imagen al 100%. 
 
 
 Software de Digitalización 
 
Este equipo radiográfico contaba con un software que inmediatamente digitalizaba las 
imágenes ahorrando tiempo y dinero en la impresión y posterior escaneo de las mismas. 
El software cliniview permitía la adquisición, procesamiento, visualización y 
almacenamiento de las imágenes en formato jpg de 12 bits. 
 
 
3.4.2 Selección de variables: medidas lineales y angulares en el 
programa Metronukak 
 
Después de obtener las radiografías se realizó la clasificación esquelética según el 
Ángulo ANB a través del software Metronukak, desarrollado por el centro de 
Telemedicina de la Universidad Nacional de Colombia (2)  y se hizo la posterior 
codificación como compromiso de confidencialidad de nombres de los pacientes; 
asimismo, se les hacía la retroalimentación de dicha clasificación y de otros aspectos que 
se encontraran en esas radiografías con sus respectivas sugerencias.  
 
Tabla 3-1: Clasificación según ANB 
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Variable Valores límites 
Clasificación Clase I Clase II Clase III 
Ángulo ANB 0,1 – 3,9 ≥ 4 ≤ 0 
 
 
En total se obtuvieron inicialmente los datos de 216 pacientes, que se distribuyeron 
según esa clasificación dada por el ángulo ANB de la siguiente manera: 
 
Tabla 3-2: Clasificación de los pacientes recolectados en método metronukak. N=216 
 
 Clase I Clase II Clase III 
Femenino 44 19 24 
Masculino 57 33 39 
Total 101 52 63 
 
 
Se seleccionaron las variables correspondientes a medidas cefalométricas 
craneomaxilares y mandibulares de radiografías posteroanteriores y de perfil (2, 134-
139): 
 
Tabla 3-3: Variables para radiografía de posteroanterior. 
 
Calib1 – Calib2 Corresponden a puntos predeterminados para confirmar la 
verosimilitud de las medidas, es decir para verificar que la escala de las 
radiografías sea 1:1. (Ancho es de 18.5 para que dé escala exacta) 
 
En radiografías con testigo métrico se escogen dos puntos de la reglilla, 
que correspondan a un centímetro.  
Complejo Craneo-maxilar 
Lineales (Medidos en cm) 
Medida Descripción 
Fzd – Fzi Distancia entre el punto medial de la sutura frontocigomática derecha y 
de la izquierda 
Zyd – Zyi Ancho bicigomático 
Masd – Masi Distancia entre las apófisis mastoides 
Jd – Ji  Plano Yugal 
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Cr – ENA  Mide altura facial superior. 
Línea de referencia: Distancia de Crista Galli a ENA, que al prolongarse 
(LMS) permite saber la línea media y determinar asimetrías 
Cr – Jd  Volumen maxilar superior derecho 
Cr – Ji  Volumen maxilar superior izquierdo 
ENA – Pr Altura Maxilar Superior 
Angulares (Medidos en grados) 
Jd – Cr – Ji  Ángulo yugal derecho crista galli yugal izquierdo 
Mandibulares 
Lineales (Medidos en cm) 
Cdd – Cdi Distancia bicondilar 
God – Goi  Distancia Bigoníaca 
Cdd – Me  Condilion derecho a menton 
Cdi – Me  Condilion izquierdo a menton 
Cdd – God  Altura de la rama mandibular derecha 
Cdi – Goi  Altura de la rama mandibular izquierda 
God – Me  Ancho del cuerpo mandibular derecho 
Goi – Me  Ancho del cuerpo mandibular izquierdo 
ENA – Me Altura facial inferior 
Id – Me Altura Mandibular 
Angulares (Medidos en grados) 
Cdd – God – Me  Ángulo goníaco derecho 
Cdi – Goi – Me  Ángulo goníaco izquierdo 
Cdd – Me – Cdi  Angulo bicondilar 
Goi – Me – God  Angulo cuerpo mandibular 
 
 
Figura 3-1: Variables para radiografía posteroanterior 
 





Tabla 3-4: Variables para radiografía de perfil 
 
Calib1 – Calib2 Corresponden a puntos predeterminados en el testigo métrico, que 
deben dar un centímetro como resultado para confirmar la 
verosimilitud de las medidas, es decir para verificar que la escala de las 
radiografías sea 1:1. (Ancho para calibración 1:1 es de 23 cm). 
COMPLEJO CRANEO-MAXILAR 
Lineales (Medidos en cm) 
Medida Descripción 
S – N  Mide longitud de base de cráneo anterior. 
S – Ba  Mide longitud de base de cráneo posterior. 
N – Ba  Longitud total de base de cráneo 
ENA – ENP  Plano palatino 
N – ENA  Medición de la dimensión vertical superior facial 
Ptm – ENP Altura Maxilar Superior (Parte Posterior) 
ENA – Pr Altura Maxilar Superior (Parte Anterior)  
Ao-Bo (Witts) Proyección del punto A y del punto B sobre el plano oclusal. 
Angulares (Medidos en grados) 
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SNA  Indica la posición anteroposterior del hueso maxilar en relación con la 
parte anterior de la base craneal. 
N – S – Ba   Ángulo de la base craneal 
MANDIBULARES 
Lineales (Medidos en cm) 
Cd – Go Altura rama mandibular 
Cd – Gn  Longitud total mandibular 
Go – Gn  Longitud del cuerpo mandibular 
ENA – Gn  Medición de la dimensión vertical inferior facial 
Id – Gn  Altura Mandibular 
Angulares (Medidos en grados) 
SNB  Posición del maxilar inferior 
ANB  Indica clasificación esquelética 
S – N / Gn – Go  Determina inclinaciones del maxilar inferior con respecto a base del 
cráneo 
Ba – N / Ptm – Gn   Eje de crecimiento 
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3.4.3 Medición de las imágenes radiográficas 
Las distancias y ángulos anteriormente mencionados fueron medidos a través del 
software Metronukak. 
 
En este software, se realizaron dos protocolos de medición en el programa Notepad, uno 
para la radiografía frontal y el otro para la radiografía de perfil, donde se usan tres 
comandos especiales: ‘p’ para puntos que son las variables mencionadas con 
anterioridad, ‘l’ para mediciones lineales entre esos puntos y ‘a’ para ángulos. 
 
Después de  verificar la escala 1:1 mediante la medida de calib1 y calib2, el software se 
encargó de procesar las medidas lineales y los ángulos. 
 
Figura 3-3: Protocolos de uso para software Metronukak 
 
 
Después el sistema creó un nuevo archivo en el que se encuentran las medidas, en el 
cual el decimal se representa por un punto, por lo tanto al pasarlo a un archivo en Excel 
se debía hacer la transformación en comas evitando errores de lectura en el software. En 
Excel se guarda el archivo con la extensión .csv. 
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Figura 3-4: Resultados de medidas del software Metronukak 
 
 
3.5 Medición del error intra e interobservador 
 
El análisis de repetibilidad  intra e inter observador se hizo con la asesoría de estudiantes 
de pregrado del Departamento de Estadística de la Universidad Nacional de Colombia, 
en 60 radiografías escogidas al azar, 30 de perfil y 30 posteroanteriores. Se realizó por 
medio del coeficiente de Dahlberg y la Prueba T Pareada. 
 
Para el análisis inter-observador la medición fue realizada entre 2 personas, el 
observador 1 (P1), corresponde a aquella persona con experticia en el campo ortodóntico 
y antropológico; el observador 2 (P2) corresponde a la persona que realizaría las 
medidas definitivas en los pacientes. La calibración de los puntos se realizó por medio 
del programa Metronukak, con protocolos de ubicación de landmarks que se observan en 
la Tabla 3-5 y la Tabla 3-6 para radiografías de perfil y en la Tabla 3-7 y 3-8 para las 
radiografías posteroanteriores. Así mismo se realizó el análisis intraobservador en dos 
mediciones (P2 y P3) con intervalos de dos semanas. 
 
Tabla 3-5: Coeficiente de Dahlberg en radiografías de perfil (N=30). 
 
Interobservador Perfil (P1-P2) Intraobservador Perfil (P2-P3) 
AoBo 0,20 AoBo 0,04 
SNA 0 SNA 0 
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SNB 0 SNB 0 
ANB 0 ANB 0 
ENAENPGoGn 0 ENAENPGoGn 0 
SN 0,02 SN 0,01 
SBa 0,04 SBa 0,02 
NBa 0,02 NBa 0,01 
ENAENP 0,03 ENAENP 0,02 
NENA 0,03 NENA 0,01 
PtmENP 0,04 PtmENP 0,02 
ENAPr 0,08 ENAPr 0,02 
ArGo 0,05 ArGo 0,02 
ArGn 0,02 ArGn 0,00 
CdGo 0,04 CdGo 0,02 
CdGn 0,02 CdGn 0,01 
GoGn 0,02 GoGn 0,01 
ENAGn 0,02 ENAGn 0,03 
IdGn 0,04 IdGn 0,03 
NSBa 0 NSBa 0 
SNGnGo 0 SNGnGo 0 
BaNPtmGn 0 BaNPtmGn 0 
ArGoGn 0 ArGoGn 0 
CdGoGn 0 CdGoGn 0 
 
En la medición del error, para el coeficiente de Dahlberg la mayor diferencia fue en Ao-Bo 
de 2 mm en el interobservador, mientras que en el intraobservador las diferencias fueron 
menores del milímetro. 
 
 
Tabla 3-6: Prueba T pareada en radiografías de perfil (N=30) 
 
  T pareada Interobservador T pareada Intraobservador 
Medidas t 










AoBo -1,014 -0,106 0,319 1,010 0,081 0,321 
SNA  0,430 0,084 0,670 -0,510 -0,027 0,614 
SNB  0,216 0,042 0,831 -0,564 -0,032 0,577 
ANB  0,272 0,042 0,788 0,061 0,005 0,952 
ENAENPGoGn  -0,001 0,000 0,999 0,303 0,024 0,764 
SN -0,028 -0,001 0,978 -0,265 -0,003 0,793 
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SBa 1,430 0,065 0,163 0,581 0,011 0,566 
NBa 1,155 0,054 0,258 0,369 0,005 0,715 
ENAENP -2,468 -0,095 0,020 1,134 0,026 0,266 
NENA -0,711 -0,032 0,483 2,164 0,031 0,039 
PtmENP 0,660 0,018 0,514 -0,052 -0,001 0,959 
ENAPr -0,890 -0,029 0,381 0,806 0,009 0,427 
ArGo 0,717 0,049 0,479 -0,348 -0,010 0,731 
ArGn -0,124 -0,006 0,903 -3,115 -0,026 0,004 
CdGo -0,364 -0,024 0,719 0,218 0,005 0,829 
CdGn -0,333 -0,021 0,741 -0,756 -0,023 0,456 
GoGn -0,112 -0,004 0,911 -1,062 -0,023 0,297 
ENAGn -2,634 -0,083 0,013 -1,156 -0,052 0,257 
IdGn -1,135 -0,036 0,266 -0,710 -0,014 0,483 
NSBa  0,449 0,168 0,657 0,079 0,006 0,937 
SNGnGo  0,283 0,075 0,779 -2,007 -0,129 0,054 
BaNPtmGn  0,740 0,215 0,465 -1,983 -0,126 0,057 
ArGoGn  0,403 0,100 0,690 0,037 0,003 0,971 
CdGoGn  -0,161 -0,059 0,874 1,226 0,086 0,230 
 
En la prueba T pareada para la evaluación interobservador, los valores con diferencias 
significativas para un p<0.05 fueron ENA-ENP (Plano palatino) y ENA-Gn. Para el 
intraobservador se observó que existían diferencias significativas en N-ENA y Ar-Gn. 
 
 
Tabla 3-7: Coeficiente de Dahlberg en radiografías posteroanteriores (N=30) 
 
Interobservador Posteroanterior (P1-P2) Intraobservador Posteroanterior (P2-P3) 
Fzd - Fzi 0,05 Fzd - Fzi 0,04 
Zyd - Zyi 0,04 Zyd - Zyi 0,04 
Masd - Masi 0,05 Masd - Masi 0,06 
Jd - Ji 0,05 Jd - Ji 0,03 
Cr  - ENA 0,11 Cr  - ENA 0,06 
Cr - Jd 0,08 Cr - Jd 0,04 
Cr - Ji 0,08 Cr - Ji 0,06 
ENA - Pr 0,09 ENA - Pr 0,05 
Cdd - Cdi 0,03 Cdd - Cdi 0,05 
God - Goi 0,06 God - Goi 0,06 
Cdd - Me 0,04 Cdd - Me 0,03 
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Cdi - Me 0,03 Cdi - Me 0,02 
Cdd - God 0,07 Cdd - God 0,06 
Cdi - Goi 0,07 Cdi - Goi 0,04 
God - Me 0,05 God - Me 0,06 
Goi - Me 0,07 Goi - Me 0,04 
ENA - Me 0,00 ENA - Me 0,00 
Id - Me 0,06 Id - Me 0,04 
Jd - Cr - Ji (Grados) 0 Jd - Cr - Ji (Grados) 0 
Cdd - God - Me 
(Grados) 0 
Cdd - God - Me 
(Grados) 0 
Cdi - Goi - Me (Grados) 
0 
Cdi - Goi - Me 
(Grados) 0 
Cdd - Me - Cdi 
(Grados) 0 
Cdd - Me - Cdi 
(Grados) 0 
Goi - Me - God 
(Grados) 0 
Goi - Me - God 
(Grados) 0 
 
Para las radiografías posteroanteriores, los resultados muestran un bajo error en general 
en el coeficiente de Dahlberg, sobretodo en las medidas angulares tanto en el 
interobservador como en el intraobservador. 
 
 
Tabla 3-8: Prueba T pareada en radiografías posteroanteriores (N=30) 
 
  T pareada Interobservador T pareada Intraobservador 
Medidas t 










CddCdi 0,335 0,033 0,740 -0,686 -0,094 0,498 
CddGod 0,010 0,001 0,992 0,025 0,002 0,980 
CddGodMe -0,072 -0,105 0,943 0,056 0,081 0,956 
CddMe -0,058 -0,005 0,954 0,128 0,011 0,899 
CddMeCdi -0,096 -0,064 0,925 0,036 0,020 0,972 
CdiGoi 0,003 0,000 0,997 0,034 0,002 0,973 
CdiGoiMe 1,357 2,123 0,185 0,046 0,063 0,964 
CdiMe 0,148 0,009 0,884 0,100 0,004 0,921 
CrENA 0,211 0,032 0,835 -0,084 -0,007 0,934 
CrJd -0,143 -0,018 0,888 -0,281 -0,020 0,781 
CrJi -0,011 -0,001 0,992 -0,040 -0,004 0,968 
ENAMe -1,641 -0,007 0,112 -1,809 -0,005 0,081 
ENAPr 0,119 0,005 0,906 -0,090 -0,002 0,929 
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FzdFzi 0,005 0,001 0,996 0,037 0,004 0,971 
GodGoi -0,158 -0,025 0,876 0,063 0,010 0,950 
GodMe -0,258 -0,018 0,798 0,043 0,004 0,966 
GoiMe 0,019 0,002 0,985 -0,053 -0,003 0,958 
GoiMeGod -0,029 -0,041 0,977 0,007 0,010 0,995 
IdMe -0,257 -0,012 0,799 0,199 0,006 0,844 
JdCrJi -0,052 -0,063 0,959 -0,390 -0,284 0,699 
JdJi -0,113 -0,009 0,911 -0,112 -0,006 0,912 
MasdMasi -0,113 -0,015 0,911 0,022 0,004 0,982 
ZydZyi -0,058 -0,008 0,954 -0,013 -0,002 0,990 
 
Para la prueba T pareada, tanto en el interobservador como en el intraobservador, no hay 
valores menores a 0.05, esto se debe posiblemente a la nitidez de las radiografías y la 
estandarización de las mismas que permiten una buena repetibilidad de los puntos. 
 
3.6 Pruebas con algoritmos de Aprendizaje para 
clasificación con método de medición Metronukak 
 
El software utilizado para las tareas de clasificación y predicción fue el software 
Rapidminer, que permite la utilización de varios algoritmos entre estos las redes 
neuronales artificiales y las máquinas de vectores de soporte. 
 
Figura 3-5: Software Rapidminer 
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Para cumplir con el primer objetivo específico de clasificar individuos en Clase I, II y III 
esquelética utilizando técnicas de aprendizaje automatizado, fue necesario eliminar el 
parámetro ANB, el SNA y SNB ya que el programa podría constituir una relación de resta 
entre estos dos últimos estableciendo el ANB y clasificándolo correctamente con un alto 
porcentaje.  
  
Inicialmente se elaboró una clasificación por default con redes neuronales y máquinas de 
vectores de soporte, teniendo en cuenta variables de radiografías de perfil y 
posteroanteriores, al no obtener resultados satisfactorios se realizó una unión de los 
datos de ambas radiografías. 
 
Adicionalmente se efectuó un balanceo de clases, debido a las diferencias de muestra 
entre éstas (por ejemplo: 101 pacientes clase I vs. 52 y 63 pacientes de la clase II y la 
clase III, respectivamente) y mejoró el resultado aunque no de manera importante en las 
radiografías de perfil. 
 
Es por eso que se aplicó un método Grid para determinar los parámetros de 
optimización; en  las radiografías de perfil balanceado, el sistema determinó que la mejor 
precisión (accuracy) se daba con una tasa de aprendizaje (learning rate) de 0.1, un 
impulso (momentum) de 0.85 en 500 ciclos (cycles). 
 
Para las máquinas de vectores de soporte se realizó lo mismo; el sistema determinó que 
la mejor precisión para el perfil balanceado y sin balancear se daba con un gamma (γ) de 
8E-4 y un C de 90.26; para las radiografías posteroanteriores determinó que era 
apropiado utilizar un γ de 1.0E-5 y un C de 81.019; finalmente para la unión de los datos 
de ambas radiografías, el γ era de 1.0E-5 y el C de 90.0.  
 
De lo anterior se obtuvieron resultados que se pensó que podrían ser mejores, por esta 
razón se decidió realizar la predicción del ángulo ANB con redes neuronales a partir del 
resto de variables craneofaciales donde el valor en términos de error cuadrático medio 
fue de 2.295, con ese valor predicho se realizó la clasificación de maloclusiones 
esqueléticas; para dicha clasificación, se optimizaron los parámetros en donde se unieron 
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los datos de radiografías de perfil y posteroanteriores (Todo) con el perfil balanceado; 
para las redes neuronales se determinó una tasa de aprendizaje de 0.09, un impulso de 
0.001 en 1000 ciclos y para las máquinas de vectores de soporte el γ era de 1.0E-4 y el 
C de 90.0. En la Tabla 4-1 y 4-2 se puede observar que tanto para redes neuronales 
como para las máquinas de vectores de soporte dieron el mismo porcentaje de precisión, 
mejorando notablemente. En la Figura 4-1 se pueden observar los detalles en la 
precisión de la clasificación para las redes neuronales. 
En la predicción del ángulo ANB en las radiografías posteroanteriores, no hubo 
resultados importantes y al contrario de las de perfil que tendían a mejorar con el 
balanceo de clases, en la predicción del ángulo ANB no tuvieron progreso. Para la 
optimización de parámetros en todos los casos se usó una cross validation y para probar 
la clasificación de maloclusiones esqueléticas se usó una Split validation, 70% de la 
muestra fue escogida para entrenamiento y 30% de la muestra fue escogida para probar 
el modelo. 
Ya que en los métodos de clasificación anteriormente mencionados se usaron variables 
mixtas (que contienen landmarks maxilares y mandibulares), se quiso probar el sistema 
con sólo variables craneomaxilares con redes neuronales y máquinas de vectores de 
soporte, por lo tanto se excluyeron todas las variables mixtas y mandibulares. Para las 
radiografías posteroanteriores se escogieron 9 variables: Cr- ENA, Cr.Jd, Cr-Ji, ENA-Pr, 
Fzd-Fzi, Jd-Cr-Ji, Jd-Ji, Masd-Masi, Zyd-Zyi y para las radiografías de perfil se 
escogieron 8 variables: ENA-ENP, ENA-Pr, N-Ba, N-ENA, N-S-Ba, Ptm-ENP, S-Ba, S-N; 
así mismo, se combinaron las variables de ambos tipos de radiografías para un total de 
17 variables craneomaxilares. Los resultados de estas clasificaciones se pueden 
observar en la Tabla 4-3.  
 
3.7 Pruebas con algoritmos de Aprendizaje con método 
de coordenadas de landmarks 
 
Debido al número limitado en variables por el método de Metronukak, y que la 
clasificación con sólo variables craneomaxilares no fuera relevante (Tabla 4-3), se 
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decidió ampliar las posibilidades de aumentar los atributos craneomaxilares no como 
medidas sino como landmarks que se utilizan en el método de morfometría geométrica.  
Teniendo en cuenta la base de datos del proyecto de biometría de la línea de crecimiento 
y desarrollo craneofacial de la Maestría en odontología de la Universidad Nacional de 
Colombia, se tomaron los protocolos que correspondían a landmarks digitalizados por 
medio del programa Tpsdig2 medidos por un solo observador ampliamente entrenado 
quien cumplió las pruebas inter e intraobservador satisfactoriamente (140). Estos 
landmarks son puntos cefalométricos humanos convencionales de radiografías 
anteroposteriores y de perfil, con aplicaciones ortodónticas y antropológicas (2, 22, 29, 
134-145): 
 









Definición Tipo Localización 





















3 S Silla Turca 
Base del 
Cráneo 
Punto medio de 
la silla turca de 
la hipófisis 
cerebral, punto 




construido en el 
plano medio 
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4 Ba Basion 
Base del 
cráneo 
Punto más bajo 












































Punto entre la 
intersección de 
la pared 
anterior de la 
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pterigopalatina 
y el piso nasal, 
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cresta nasal 
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sobre contorno 
de la sínfisis. 




















































El punto más 
posterior en la 
intersección del 
proceso alveolar 




























El punto más 
bajo de la 
convexidad de la 
cúspide mesial 











Borde incisal del 
incisivo  superior 
mejor 
posicionado 
respecto a la 











contacto  en el 
plano oclusal  







Los puntos ArA y ArP fueron excluidos pues son líneas de contacto entre la base de 
cráneo y mandíbula, por lo tanto se considerarían puntos mixtos ya que su ubicación 
depende de la mandíbula; asimismo, fueron excluídos los puntos U6MBC, UIE y N6MBC 
ya que son puntos dentales y el enfoque del estudio está dirigido únicamente a 
estructuras óseas craneofaciales 
 
Tabla 3-10: Puntos cefalométricos ubicados en radiografía posteroanterior 
 
# Abrev Landmark 
Región  
craneofacial 
Definición Tipo Localización 










2 SO Supraorbital BC 
Punto más alto 
en el contorno 




3 FO Frontoorbital BC 
Punto de 
intersección de la 
línea oblicua de 
la órbita, con el  
contorno externo 
de la órbita 
(Línea Oblicua de 
la órbita hacia la 
proyección del 
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4 N Nasion 
BC Tercio 
Medio 
Punto sobre el 
plano medio 
siguiendo la 
proyección de la 
cortical superior 










5 Fz Frontozigomático BC 
Intersección de la 
sutura 
frontomaxilar y 
el margen medial 





6 Mf Maxilofrontal Or, NsR,UpF 
Punto interno de 
la sutura 
frontocigomática, 
que limita con la 






Zygion Ancho UpF 
El punto  lateral 
del contorno del 
arco cigomático 
en la intersección 





El punto  más 
externo del 














ubicado  en la 
línea media a la 
altura de la 
proyección de la 




9 J Yugal UpF 
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El punto más 
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intersección del 
proceso alveolar 
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de la cabeza del 
cóndilo. 
El punto en la 
altura máxima 






14 Go Goníaco 
Tercio 
inferior 
Punto de unión 
de la tangente 
del borde 
posterior de la 
rama ascendente 
y la base del 
maxilar inferior. 
Señala el ángulo 
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Los puntos que no son de la línea media tienen su respectiva ubicación en el lado 
izquierdo (i) y en el derecho (d), a diferencia de varios casos de morfometría geométrica 
donde sólo se usa un solo lado; los puntos Zg y Mas en el protocolo de la bases de datos 
se les modificó la ubicación ya que se reportó que tienen alta variabilidad (140), para 
diferenciarlos están acompañados de una N, sin embargo los puntos Zg y Mas que se 
utilizaron en el presente estudio tienen la ubicación original debido a que el MasN y el 
ZgN dependen de intersecciones con otras estructuras cercanas mas no relacionadas, 
esta ubicación original está acompañada de una T.  
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Por otro lado las unidades utilizadas por el programa son de magnitud a-dimensional 
debido a que se refieren a puntos en el espacio. El resultado final de la medición es un 
archivo en block de notas. Cada coordenada (ubicación del punto en X y Y) de cada 
landmark por paciente fue pasada al programa Microsoft Excel para la creación de una 
base de datos y luego ese archivo fue transformado con la extensión .csv. 
 
3.7.1 Creación de medidas lineales y angulares  con software 
Matlab: nueva clasificación 
 
A diferencia del trabajo realizado en morfometría geométrica (140), en esta metodología 
se exploraron nuevas medidas lineales y angulares para la creación de muchas variables 
que tuvieran significado a nivel biológico, es por eso que las coordenadas en X y Y se 
unieron en puntos y esos puntos se unieron con otros para formar medidas lineales y 
angulares. Esto se realizó mediante el programa Matlab, donde se cargó dicho archivo 
.csv los cuales tenían que estar en pares, teniendo en cuenta el número de filas que se 
iban a cargar que correspondían a 229 ya que finalmente ese fue el número de pacientes 
que se utilizaron para los análisis y que cumplían los criterios de exclusión e inclusión. 
 
Después del análisis y de establecer todas las combinaciones posibles se determinaron 
29254 atributos por paciente, 22052 para las radiografías posteroanteriores y 7202 para 
las radiografías de perfil. Luego se etiquetaron los nombres de los atributos dispuestos 
como por ejemplo en las líneas A-N y en los ángulos N-A-B-1, N-A-B-2 y N-A-B-3, 
correspondientes al ángulo ANB, NBA y BAN, que formarían un triángulo. 
 
Teniendo en cuenta esta nueva metodología aplicada al trabajo se decidió confirmar la 
clasificación realizada en los 216 pacientes antes analizados por el método de 
Metronukak y hacer la clasificación para los pacientes que faltaban (Tabla 3-1), es por 
eso que se tuvo en cuenta el ángulo ANB (N-A-B-1) cuya medida fue transformada de 
radianes a grados para saber precisamente su clasificación esquelética, teniendo en 
cuenta la Tabla 3.1. Así mismo se restó el ángulo SNA y SNB para saber si los valores 
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eran negativos confirmando si los pacientes pertenecían a la Clase III. Los detalles de la 
clasificación definitiva se encuentran en la Tabla 3-11.  
 
Tabla 3-11: Clasificación de los pacientes recolectados en método de landmarks. N=229. 
 
 Clase I Clase II Clase III 
Femenino 45 24 26 
Masculino 58 31 45 
Total 103 55 71 
 
 
Los pacientes cuya clasificación cambió fueron 35 en total y correspondían a aquellos 
que estaban en los límites de la clasificación, 11 pacientes clase II y 6 pacientes clase III 
fueron clasificados como clase I por el sistema y 18 pacientes clase I fueron clasificados 
8 como clase II y 10 como clase III. Se escogieron al azar 18 pacientes para realizar 
medidas de ANB sobre las imágenes con los landmarks que se ubicaron para confirmar 
que el método de Matlab estuviera midiendo de forma adecuada por medio de la 
herramienta Metronukak y se observó que las medidas son muy parecidas a lo arrojado 
en el Matlab cuando se transforman a grados. 
 
Para determinar cuál era la mejor clasificación se excluyeron todas las variables que 
tuvieran puntos mandibulares, dejando 8126 para radiografías posteroanteriores y 727 
para perfil, es decir son atributos que corresponden a medidas lineales y angulares con 
medidas craneomaxilares; se corrieron los archivos correspondientes a radiografías de 
perfil con una máquina de vectores de soporte con un kernel lineal con parámetros en 
default (C de 0.0 y epsilon de 0.0010) dando una precisión del 50.1% para la clasificación 
inicial hecha por el método de Metronukak y 64.34% para el método de reclasificación 
por Matlab.  
Teniendo en cuenta este proceso se hizo necesario realizar una nueva codificación de 
los pacientes según su más reciente clasificación.         
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3.8 Optimización de parámetros y Clasificación de 
maloclusiones esqueléticas con medidas creadas a 
partir de landmarks  
 
Usando máquinas de vectores de soporte y un kernel lineal, se seleccionó el mejor 
parámetro C aplicando una cross-validation; utilizando este parámetro se procedió a 
balancear las clases, 55 pacientes para la clase II, 58 para clase I y 57 para clase III, 
dando un total de 170 pacientes escogidos aleatoriamente por el sistema. De esos 170 
pacientes por medio de una Split validation se dividió la muestra en un 70% para 
entrenamiento y un 30% para prueba. Asimismo, se escogieron las variables más 
discriminantes dadas por los pesos de las máquinas de vectores de soporte, es decir 
aquellas que mejor explicaban el modelo (selection by weights.k). Esto se realizó en 
radiografías de perfil (Figura 4-2 y Tabla 4-4), posteroanteriores (Figura 4-3) y 
combinación de radiografías de perfil y posteroanteriores (Figura 4-4). 
 
Adicionalmente, se realizó la predicción del ángulo ANB en radiografías de perfil, este 
valor se expresó en términos de error cuadrático medio (Tabla 4-5), posteriormente se 
usó dicho valor para clasificar las maloclusiones esqueléticas (Figura 4-5), seleccionando 
previamente el mejor parámetro C (Tabla 4-6). 
 
En los cuatro casos usados para clasificación se intentó realizar la misma actividad con 
las redes neuronales sin embargo el manejo de los datos era muy grande para esta y la 
memoria no era suficiente.  
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3.9 Predicción de variables mandibulares a partir de 
variables craneomaxilares 
3.9.1 Predicción de coordenadas de landmarks mandibulares 
 
Para cumplir los otros tres objetivos específicos de estimar la capacidad predictiva de las 
redes neuronales y las máquinas de vectores de soporte, determinar las relaciones de 
dependencia funcional de las variables morfológicas mandibulares con respecto a las 
craneomaxilares y comparar las redes neuronales artificiales con las máquinas de 
vectores de soporte en términos de error cuadrático medio de la predicción, se decidió 
experimentar la posibilidad de encontrar la ubicación de los landmarks mandibulares, por 
medio de la predicción de las coordenadas en X y Y de cada punto, a partir de variables 
craneomaxilares, ya que sería relevante encontrar su ubicación y así poder construir 
medidas ilimitadas que demuestren tamaño y forma mandibular. 
 
Usando un kernel lineal, se realizó la predicción y se determinó el error cuadrático medio 
por landmark mandibular en radiografías de perfil (Tabla 4-7) y en radiografías 
posteroanteriores (Tabla 4-9); posteriormente, se realizó un coeficiente de correlación 
entre el valor predicho y el valor original, por medio de una regresión de arista o ridge 
regression, debido a que las unidades a-dimensionales daban valores del RMSE (error 
cuadrático medio) difíciles de interpretar; en la regresión, los valores cercanos al 1 
(correlación: r) son los que presentaban un mejor modelo de predicción y de esta manera 
se estimó la capacidad predictiva de las máquinas de vectores de soporte en radiografías 
de perfil (Tabla 4-8) y posteroanteriores (Tabla 4-10). 
 
3.9.2 Predicción de medidas mandibulares seleccionadas en 
radiografías de perfil 
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Al no tener resultados relevantes con la predicción de coordenadas (Tablas 4-8 y 4-10), 
se tuvo en cuenta la predicción de medidas lineales y angulares mandibulares 
seleccionadas, obtenidas por la unión de landmarks, que se pueden observar en la 
Figura 3- 6 y se detallan en la Tabla 3-12. 
 
Figura 3-6: Esquema de variables mandibulares a predecir en radiografía de perfil  
 
 











B-Id-Poam-1 Poam-B-Id Cd-Id-Poam-1 Poam-Cd-Id Go-Gn-Id-1 Gn-Go-Id 
B-Id-Poam-2 B-Id-Poam Cd-Id-Poam-2 Poam-Id-Cd Go-Gn-Id-2 Go-Id-Gn 
B-Id-Poam-3 B-Poam-Id Cd-Id-Poam-3 Cd-Poam-Id Go-Gn-Id-3 Id-Gn-Go 
Cd-Go-Gn-1 Go-Cd-Gn Gn-Id-Poam-1 Id-Gn-Poam Me-Gn-Pg-1 Pg-Me-Gn 
Cd-Go-Gn-2 Cd-Go-Gn Gn-Id-Poam-2 Gn-Id-Poam Me-Gn-Pg-2 Me-Gn-Pg 
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Cd-Go-Gn-3 Go-Gn-Cd Gn-Id-Poam-3 Gn-Poam-Id Me-Gn-Pg-3 Gn-Pg-Me 
Cd-Go-Me-1 Go-Cd-Me Go-Gn-B-1 Gn-Go-B Pg-B-Id-1 B-Pg-Id 
Cd-Go-Me-2 Cd-Go-Me Go-Gn-B-2 Go-Gn-B Pg-B-Id-2 Pg-B-Id 
Cd-Go-Me-3 Go-Me-Cd Go-Gn-B-3 Gn-B-Go Pg-B-Id-3 Pg-Id-B 
 
Estas medidas mandibulares fueron predichas a partir de todas las 727 variables 
craneomaxilares determinadas en las radiografías de perfil por medio de una máquina de 
vectores de soporte con un kernel lineal; se expresaron en términos de error cuadrático 
medio (Tabla 4-11) y en coeficientes de correlación por medio de una ridge regression 
(Tabla 4-12). 
 
3.9.3 Predicción de medidas mandibulares a partir de medidas 
craneomaxilares seleccionadas en radiografías de perfil 
 
Dada la mejoría de los resultados con la metodología de selección de atributos 
mandibulares (Tabla 4-12), se planteó la idea de también escoger variables 
craneomaxilares. Igualmente se excluyeron las variables que contuvieran al punto Poam 
debido a que depende más de la parte dental que de la esquelética, por lo tanto las 
variables a predecir fueron: B-Id, Cd-Gn, Cd-Go, Cd-Go-Gn, Cd-Go-Me, Cd-Me, Gn-B, 
Gn-Id, Gn-Pg, Go-Gn, Go-Gn-B, Go-Me, Id-Gn-Go, Me-Gn, Me-Gn-Pg, Pg-B y  Pg-B-Id 
(Figura 3-7).  
 
Figura 3-7: Variables Mandibulares a predecir 




Después se seleccionaron 4 conjuntos de características de entrada o variables 
craneomaxilares para predicción las cuales fueron: 
 
 Variables Sintéticas 
 
La primera metodología consistió en escoger las 10 variables más discriminantes dadas 
por los pesos de las máquinas de vectores de soporte en el proceso de clasificación en 
radiografías de perfil que se pueden observar en la Tabla 4-4 y cuya descripción gráfica 
se encuentra en la Figura 4-6.  
 
 Variables de la literatura 
 
Teniendo en cuenta el protocolo usado en el método de Metronukak y una revisión más 
profunda de otras variables craneomaxilares (2, 22, 29, 134-139, 141-145), se escogieron 
12 trazos de variables estandarizadas usadas en ortodoncia y antropología las cuales 
fueron: ENA-Pr, ENP-ENA, N-Ba, N-ENA, N-S, S-N-A, A-S-N, N-A-S, N-S-Ba, S-Ba-N, 
Ba-N-S y S-Ba (Figura 4-7). 
 
 Combinación de Variables sintéticas y de literatura 
 
En este caso se usaron las 22 variables dadas a partir de la combinación de las 10 
variables más discriminantes, más las 12 variables estándares (Figura 4-8). 
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 Combinación de Variables sintéticas, de literatura y distancias de las 
variables sintéticas 
 
En la Tabla 4-4 se puede observar que las variables que determinan la mejor 
clasificación son angulares, por lo tanto, además de tener en cuenta las variables 
sintéticas y las de la literatura, se agregaron las medidas lineales que se obtienen de los 
ángulos de las variables sintéticas, siendo 11 en total, dando 33 variables 
craneomaxilares (ENP-A-Pr, Zm-A-Pr, Te-Pr-A, Pr-A-Te, Rhi-A-Pr, A-Pr-Rhi, A-Te-Pr, A-
N-Pr, N-Pr-A y Pr-A-N, ENP-A, ENP-Pr, A-Pr, Zm-A, Zm-Pr, Te-Pr, Te-A, Rhi-A, Rhi-Pr, 
A-N, N-Pr, ENA-Pr, ENP-ENA, N-Ba, N-ENA, N-S, S-N-A, A-S-N, N-A-S, N-S-Ba, S-Ba-
N, Ba-N-S y S-Ba), se pueden ver gráficamente en la Figura 4-9. 
Estas variables de entrada, permitieron usar tanto las máquinas de vectores de soporte 
como las redes neuronales, cuyos coeficientes de correlación se pueden observar en las 
Tablas 4-13 y 4-14 respectivamente. Los valores de los parámetros para los análisis 
fueron en default para las redes neuronales (500 ciclos, taza de aprendizaje de 0.3 y 
momentum de 0.2), y para las máquinas de vectores de soporte (C=0.0), donde se 
usaron kernels lineales en todas las pruebas y adicionalmente para los conjuntos de 
características de entrada de combinación de Variables sintéticas y de literatura (22 
variables craneomaxilares) y éstas más las distancias de las variables sintéticas (33 
variables craneomaxilares), se hicieron pruebas también con kernels de función de base 
radial (RBF) y polinomiales. 
En la Tabla 4-15 se observa el error cuadrático medio de las variables mandibulares 
predichas en máquinas de vectores de soporte y en la Tabla 4-16 se encuentra el error 
cuadrático medio dado con las redes neuronales. En la Tabla 4-17 se observa la 
comparación de los RMSE entre redes neuronales y máquinas de vectores de soporte. 
3.9.4 Predicción de medidas mandibulares seleccionadas en 
radiografías posteroanteriores 
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Realizando los mismos pasos de predicción de medidas mandibulares en radiografías de 
perfil (Ítem 3.9.2) se seleccionaron líneas y ángulos mandibulares para predicción en 
radiografías posteroanteriores que se observan gráficamente en la Figura 3-8 y se 
describen en la Tabla 3-13. Estas se predijeron a partir de las 8126 variables 
craneomaxilares de las radiografías posteroanteriores y se usó una máquina de vectores 
de soporte con un kernel lineal. 
 













Cdi-Cdd Agi- Me -Agd 
Cdi-Me-Cdd Me-Id 
Cdi-Goi Poamd-Id 
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Cdi- Agi -Me Cdd-Agd 
Poami-Poamd    
 
De la misma manera el error cuadrático medio y los coeficientes de correlación fueron 
determinados y se observan en las Tablas 4-18 y 4-19 respectivamente.  
3.9.5 Predicción de medidas mandibulares a partir de medidas 
craneomaxilares seleccionadas en radiografías 
posteroanteriores 
 
Las variables mandibulares anteriormente mencionadas exceptuando aquellas que 
contienen los puntos postalverion mandibular (Poam) y antegonial (Ag) fueron usadas 
para predecirse (Figura 3-9). Se seleccionaron medidas craneomaxilares estándar, 
después de realizar una revisión de literatura más profunda, encontrando 17 variables 
craneomaxilares,   las cuales son: Fzd-Fzi, ZgTd-ZgTi, MasTd-MasTi, Jd-Ji, Cr-ENA, Cr-
Jd, Cr-Ji, ENA-Pr, N-Nasi, N-Nasd, Nasd-Nasi, Jd-Cr-Ji, Jd-Ji-Cr, Cr-Jd-Ji, Nasd-N-Nasi, 
Nasi-Nasd-N y N-Nasi-Nasd. (Figura 3-10).  
 
Figura 3-9: Variables mandibulares a predecir 
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Se predijeron con redes neuronales y máquinas de vectores de soporte con un kernel 
lineal, con un kernel de función de base radial y con un kernel polinomial. El resultado de 
los coeficientes de correlación se observa en la Tabla 4-20 y la comparación entre las 
máquinas de vectores de soporte y las redes neuronales en términos de error cuadrático 









































4.1 Pruebas con algoritmos de Aprendizaje para 
clasificación con método de medición Metronukak 
 
Tabla 4-1: Porcentaje de precisión (accuracy) en la clasificación con redes neuronales 
 





















Sin Balancear 63.08% 44.62% 64.24% 






















Sin Balancear 75.38% 38.3% 76.90% 
Balanceado 78.72% 38.3% 85.11%* 
* Optimización de parámetros 
 
Tabla 4-2: Porcentaje de precisión (accuracy) en la clasificación con máquinas de 
vectores de soporte 
 
SVM Perfil Posteroanterior Todo 
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Sin Balancear 61.54%* 50.77%* 46.21%* 






















Sin Balancear 75.38% 27.66% 78.75% 
Balanceado 78.72% 27.66% 85.11%* 
* Optimización de parámetros 
 
Figura 4-1: Detalles del porcentaje de precisión de las redes neuronales 
 
 
Tabla 4-3: Porcentaje de precisión (accuracy) en la clasificación con sólo variables 
craneomaxilares 
n=216 
Perfil Posteroanterior Todo 
SVM ANN SVM ANN SVM ANN 
Balanceado 29.79% 42.55% 28.26% 45.65% 42.55% 51.06% 
 
El valor más alto obtenido fue dado con las redes neuronales con las variables 
combinadas de las radiografías de perfil y posteroanteriores, estos datos no son muy 
relevantes, por lo tanto se hizo necesaria la aplicación de una nueva metodología. 
4. Resultados 67 
 
4.2 Clasificación de maloclusiones esqueléticas con 
medidas creadas a partir de landmarks  
 
4.2.1 Clasificación de maloclusiones esqueléticas en 
radiografías de perfil 
 
Para las radiografías de perfil el sistema determinó que el mejor parámetro C era de 
225 con una precisión de 0.823, al probar el sistema con las mejores variables 
discriminantes dadas por los pesos de las máquinas de vectores de soporte con el 
kernel lineal se obtuvo una precisión de 72.55% con dos modelos. En el primer modelo 
se clasificó en 57.89%, 86.6%, y 76.47% en las maloclusiones clase I, II, y III 
respectivamente, explicado por 9 variables angulares: Pr-N-A, A-Pr-N, N-A-Pr, Pr-Te-A, 
A-Pr-Te, Te-A-Pr, A-Pr-Rhi, Rhi-A-Pr, Zm-A-Pr; mientras que el otro modelo presentaba 
un porcentaje de 58,8%, 75% y 83,3% en la Clase I, II y III respectivamente, explicado 
por 6 ángulos que son: Pr-N-A, A-Pr-N, N-A-Pr, Pr-Te-A, A-Pr-Rhi, Rhi-A-Pr. 
 
A pesar de lo anteriormente mencionado, el parámetro C de 225 resulta ser un número 
grande y muy flexible por lo tanto se probó con uno de los parámetros C más pequeños 
que contuviera un valor relativamente grande en la precisión de la optimización, el 
parámetro C de 9.0 cumplía con estas características con una precisión de 0.7058, al 
realizar las pruebas con este parámetro la precisión aumentó a un 74.51%, clasificando 
en un 62.50%, 77.78% y 82.35% a la clase I, II y III respectivamente como se observa 
en la Figura 4-2, explicada por 7, 8, 9, y/o 10 variables, donde no hubo cambio en los 




Figura 4-2: Precisión en clasificación de maloclusiones esqueléticas en radiografías de 
perfil 
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Tabla 4-4: Variables explicativas del modelo de clasificación 
 
Attribute Weight 
N-Pr-A-3 (Pr-A-N) 1.0 
N-Pr-A-2 (N-Pr-A) 0.9992825974392485 
N-Pr-A-1 (A-N-Pr) 0.9381866135837863 
Te-Pr-A-1 (A-Te-Pr) 0.9312172763658201 
Rhi-Pr-A-2 (A-Pr-Rhi) 0.9234872813143992 
Rhi-Pr-A-3 (Rhi-A-Pr) 0.8916160403329001 
Te-Pr-A-3 (Pr-A-Te) 0.8878987731197967 
Te-Pr-A-2 (Te-Pr-A) 0.8676857371403237 
Zm-Pr-A-3 (Zm-A-Pr) 0.82792865086668 
ENP-Pr-A-3 (ENP-A-Pr) 0.8068279727005031 
 
Estas fueron las variables sintéticas seleccionadas como conjunto de características de 
entrada o variables craneomaxilares para la predicción de morfología mandibular 
descrita en el ítem 3.9.3, así mismo con estas variables se combinaron las variables de 
la literatura, y  finalmente, las distancias o medidas lineales de estos ángulos fueron las 
11 variables adicionadas para el conjunto de características de 33 variables 
craneomaxilares. 
 
4.2.2 Clasificación de maloclusiones esqueléticas en 
radiografías posteroanteriores 
 
Se seleccionó el mejor parámetro C, dando como resultado un C de 279.0 que daba 
una precisión de 0.7058. No obstante teniendo en cuenta los resultados de las 
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radiografías de perfil, el C de 3.0 fue finalmente escogido ya que daba una precisión de 
0.64 y no era un parámetro tan grande. 
 
La precisión arrojada fue del 66%, clasificando 71.43%, 70% y 60.87% para la Clase I, 
II y III respectivamente (Figura 4-3) explicado por 17 variables, sin embargo al probar el 
modelo con las 17 variables dio como resultado una precisión de 38%. Esto se debió a 
una falla en la selección de atributos donde todos los pesos asignados para las 
variables craneomaxilares fueron de 1, por lo tanto al seleccionar las 17 variables el 
sistema las escogió arbitrariamente y dio dicho valor bajo. 
 





Una de las características que presenta esta clasificación es que no supo discriminar la 
Clase II de la III y viceversa, por lo tanto no es confiable su uso en términos de 
clasificación. 
 
4.2.3 Optimización y clasificación de maloclusiones 
esqueléticas en radiografías de perfil y posteroanteriores 
 
Ya que en la metodología de clasificación por Metronukak los resultados fueron más 
relevantes al combinar las variables de las radiografías de perfil con las 
posteroanteriores, se procedió a determinar el mejor parámetro C el cual fue de 222.0 
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que daba una precisión de 0.8235, el mejor de los parámetros C más pequeños fue de 
3.0 que daba una precisión de 0.7647.  
 
68% de precisión dio como resultado (Figura 4-4) definido por 8765 variables, 
clasificando en 80%, 50% y 76.47% a la Clase I, II y III respectivamente. Al usar este 
número para confirmar los resultados del modelo dio un 54%. Al aplicar un número 
menor de variables (19 variables) que dio en la optimización un valor de precisión 
teórico similar de 0.64, el sistema no respondió como se esperaba y tuvo una precisión 
del 40%. Esto fue debido a la falla en la selección de variables por pesos similar a lo 
que ocurrió en las radiografías posteroanteriores. En este caso el sistema tampoco 
pudo discriminar entre la clase II y la clase III y viceversa. 
 
Figura 4-4: Precisión en clasificación de maloclusiones esqueléticas en radiografías de 




4.2.4 Clasificación de maloclusiones esqueléticas a partir del 
valor predicho del ángulo ANB en radiografías de perfil 
 
En la predicción del ángulo ANB en las radiografías de perfil el error cuadrático medio 
fue de 0.034 (Tabla 4-5) y al optimizar los parámetros el sistema con un kernel lineal 
detectó que el mejor C correspondía a -1.0 (Tabla 4-6). 
 
Tabla 4-5: Desempeño del conjunto de datos en predicción de ANB 
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Raíz del error cuadrático medio 0.034 + / - 0.000 
Error absoluto 0.028 + / - 0.020 
Error relativo 81.28% + / - 145.15% 
Raíz del error cuadrático relativo 0.923 
Error cuadrático 0.001 + / - 0.001 
Promedio de predicción 0.063 + / - 0.037 
 
 
Tabla 4-6: Mejor parámetro C 
C Abs_err Predict_avg Squ_error Relative_error 
-1.0 0.02787 0.06346 0.00116 0.81279 
 
 
Al usar el parámetro de -1.0, el sistema no lo pudo tener en cuenta ya que el límite 
inferior es a partir de 0.0, por eso en el modelo se implementó ese parámetro de 0.0 
dando una precisión de 70.59%, clasificando en 55%, 70.59% y 92.86% a la clase I, II, 
y III respectivamente (Figura 4-5). 
 




Este tipo de clasificación aunque no fue superior a la metodología de radiografías de 
perfil, resulta ser muy importante en la Clase III esquelética ya que obtuvo un valor muy 
alto y la discriminó de la Clase II esquelética. 
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4.3 Predicción de variables mandibulares a partir de 
variables craneomaxilares 
4.3.1 Predicción de coordenadas mandibulares en radiografía 
de perfil 
 















2.95% +/- 3.79% 3.22% +/- 4.65% 





3.12% +/- 2.91% 3.32% +/- 3.26% 





3.90% +/- 3.96% 4.25% +/- 4.83% 





7.25% +/- 5.37% 8.20% +/- 6.64% 





3.85% +/- 3.06% 4.11% +/- 3.48% 





14.89% +/- 10.67% 
19.62% +/- 
17.12% 





3.62% +/- 2.90% 3.86% +/- 3.28% 





15.24% +/- 11.03% 
20.40% +/- 
18.88% 





3.45% +/- 2.80% 3.67% +/- 3.16% 





12.38% +/- 9.07% 
15.52% +/- 
13.58% 





3.11% +/- 2.80% 3.30% +/- 3.18% 





8.67% +/- 6.78% 
10.15% +/- 
8.81% 





2.84% +/- 2.60% 3.00% +/- 2.94% 



















Cdx  0.942 0.988 1362.968 0.275 0.076 757.793 +/- 37.367 








0.326 0.107 901.586 +/- 40.053 




0.267 0.071 791.822 +/- 45.090 




0.483 0.233 489.710 +/- 49.097 




0.508 0.258 1253.550 +/- 65.073 




0.611 0.373 248.917 +/- 54.161 




0.544 0.296 1311.586 +/- 64.474 




0.556 0.309 257.136 +/- 56.470 




0.543 0.295 1324.929 +/- 62.517 




0.520 0.270 315.024 +/- 55.456 




0.512 0.262 1320.568 +/- 58.218 




0.437 0.191 402.905 +/- 49.064 




0.573 0.328 1354.107 +/- 56.036 




0.381 0.145 462.787 +/- 48.188 
 
 
Tabla 4-8: Coeficiente de correlación ‘r’ de las coordenadas mandibulares predichas en 
radiografías de perfil  
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Variable R Variable R 
Cdx  0,02388406 Cdy  0,03773104 
Gox  0,00467488 Goy  0,07931749 
Mex 0,05562793 Mey 0,11017454 
Gnx 0,06808338 Gny 0,09457891 
Pgx  0,07065528 Pgy  0,0834909 
Bx  0,06530454 By  0,05703395 
Idx  0,09974782 Idy 0,05875873 
 
El mejor valor de r fue dado por la coordenada en Y del punto mentón (Me) con 0.11, 
sin embargo ninguno de estos valores resulta ser relevante para la predicción.  
4.3.2 Predicción de coordenadas mandibulares en radiografías 
posteroanteriores 
 




root mean squared 
error 










1.86% +/- 1.88% 1.94% +/- 2.05% 





6.23% +/- 5.61% 7.06% +/- 6.92% 





7.17% +/- 6.46% 8.33% +/- 8.86% 





6.27% +/- 5.60% 7.10% +/- 6.96% 





2.53% +/- 2.06% 2.64% +/- 2.22% 





12.73% +/- 10.03% 16.36% +/- 15.56% 





6.70% +/- 5.59% 7.61% +/- 7.12% 





13.32% +/- 10.18% 17.24% +/- 16.20% 





2.69% +/- 2.52% 2.84% +/- 2.79% 





21.16% +/- 15.70% 34.92% +/- 43.18% 
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2.46% +/- 2.59% 2.60% +/- 2.89% 





10.43% +/- 9.40% 13.09% +/- 13.96% 





2.22% +/- 1.95% 2.31% +/- 2.12% 





14.01% +/- 9.98% 18.11% +/- 15.80% 





5.59% +/- 5.11% 6.27% +/- 6.31% 



















Cdix 0.860 0.927 888.428 +/- 2009.382 0.657 0.431 
1114.776 +/- 
32.160 
Cdiy 0.946 1.024 
5298.105 +/- 
8171.878 
 0.307  0.094 
839.994 +/- 
71.085 
Cddx 0.914 0.944 663.189 +/- 1198.616  0.520  0.270 
254.358 +/- 
27.292 
Cddy 0.939 1.015 
5248.397 +/- 
8245.390 
 0.291  0.085 
833.842 +/- 
71.370 












Godx 0.952 0.979 945.175 +/- 1496.197 0.378 0.143 
338.636 +/- 
31.413 






Mex 0.945 0.983 669.377 +/- 1242.811 0.360 0.130 
689.970 +/- 
26.324 






Idx 0.922 0.982 616.301 +/- 1349.428 0.462 0.214 
684.455 +/- 
25.288 
Idy 0.914 1.006 
5226.792 +/- 
8124.077 
 0.401  0.161 
486.412 +/- 
71.859 
Agix 0.915 0.941 897.502 +/- 1643.182 0.574 0.329 
998.030 +/- 
31.827 






Agdx 0.958 0.979 931.379 +/- 1912.451 0.326 0.106 
376.461 +/- 
31.164 
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Tabla 4-10: Coeficiente de correlación ‘r’ de las coordenadas mandibulares predichas  
 
Variable R Variable R 
Cdix 0,14101085 Cdiy 0,071096 
Cddx 0,10964578 Cddy 0,06151 
Goix  0,09624766 Goiy 0,044759 
Godx 0,04215927 Gody 0,03846871 
Mex 0,03405333 Mey 0,04437172 
Idx 0,03621679 Idy 0,1033357 
Agix 0,11399379 Agiy 0,01182559 
Agdx 0,04098421 Agdy 0,031918 
 
Los datos observados en la Tabla 4-10 demostraron que al igual que las radiografías de 
perfil (Tabla 4-8) no hay ningún resultado relevante en la predicción de landmarks, por 
lo tanto fue necesario considerar otra metodología para establecer un modelo de 
predicción.  
 
4.4 Predicción de medidas mandibulares seleccionadas 
en radiografías de perfil 
 
Tabla 4-11: Error cuadrático medio de las variables mandibulares predichas  
727 Variables craneomaxilares 
Variable RMSE Variable RMSE 
B-Id 12,124 +/- 0,000 Cd-Gn 48,201 +/- 0,000 
Poam-B-Id 0,132 +/- 0,000 Gn-Pg 6,788 +/- 0,000 
B-Id-Poam 0,126 +/- 0,000 Go-Gn 32,410 +/- 0,000 
B-Poam-Id 0,033 +/- 0,000 Gn-Go-B 0,025 +/- 0,000 
Cd-Go 36,646 +/- 0,000 Go-Gn-B 0,083 +/- 0,000 
Go-Cd-Gn 0,051 +/- 0,000 Gn-B-Go 0,092 +/- 0,000 
Cd-Go-Gn 0,108 +/- 0,000 Gn-Go-Id 0,030 +/- 0,000 
Go-Gn-Cd 0,047 +/- 0,000 Go-Id-Gn 0,081 +/- 0,000 
Go-Cd-Me 0,048 +/- 0,000 Id-Gn-Go 0,089 +/- 0,000 
Cd-Go-Me 0,090 +/- 0,000 Go-Me 32,213 +/- 0,000 
Go-Me-Cd 0,049 +/- 0,000 Id-Poam 16,544 +/- 0,000 
Poam-Cd-Id 0,031 +/- 0,000 Me-Gn 9,545 +/- 0,000 
Poam-Id-Cd 0,048 +/- 0,000 Pg-Me-Gn 0,130 +/- 0,000 
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Cd-Poam-Id 0,076 +/- 0,000 Me-Gn-Pg 0,196 +/- 0,000 
Cd-Poam 35,292 +/- 0,000 Gn-Pg-Me 0,116 +/- 0,000 
Gn-B 16,607 +/- 0,000 Pg-B 15,572 +/- 0,000 
Gn-Id 21,475 +/- 0,000 B-Pg-Id 0,054 +/- 0,000 
Id-Gn-Poam 0,059 +/- 0,000 Pg-B-Id 0,120 +/- 0,000 
Gn-Id-Poam 0,085 +/- 0,000 Pg-Id-B 0,078 +/- 0,000 
Gn-Poam-Id 0,048 +/- 0,000   
 
Tabla 4-12: Coeficiente de correlación ‘r’ de las medidas mandibulares predichas  
727 Variables craneomaxilares 
Variable R Variable R 
B-Id 0,20998208 Cd-Gn 0,23149664 
Poam-B-Id 0,30067 Gn-Pg 0,18792051 
B-Id-Poam 0,38275 Go-Gn 0,20342029 
B-Poam-Id 0,40300968 Gn-Go-B 0,4275 
Cd-Go 0,22914484 Go-Gn-B 0,34549 
Go-Cd-Gn 0,29775 Gn-B-Go 0,31399 
Cd-Go-Gn 0,66551 Gn-Go-Id 0,40758 
Go-Gn-Cd 0,26889 Go-Id-Gn 0,40959 
Go-Cd-Me 0,33952504 Id-Gn-Go 0,72559 
Cd-Go-Me 0,25444 Go-Me 0,20371497 
Go-Me-Cd 0,21969031 Id-Poam 0,15696477 
Poam-Cd-Id 0,36672 Me-Gn 0,10196329 
Poam-Id-Cd 0,3915 Pg-Me-Gn 0,18929 
Cd-Poam-Id 0,36472 Me-Gn-Pg 0,74227 
Cd-Poam 0,29257392 Gn-Pg-Me 0,19468 
Gn-B 0,25992475 Pg-B 0,1864443 
Gn-Id 0,28431979 B-Pg-Id 0,25014 
Id-Gn-Poam 0,55877 Pg-B-Id 0,18857 
Gn-Id-Poam 0,43533 Pg-Id-B 0,17909 
Gn-Poam-Id 0,54844401   
 
Los resultados más altos fueron: el ángulo Cd-Go-Gn con un r de 0.665, el ángulo Id-
Gn-Go con un r de 0.725 y el ángulo Me-Gn-Pg con un r de 0.742. La capacidad 
predictiva de las redes neuronales no se pudo establecer en el presente modelo, ya 
que las redes tuvieron dificultad por la gran cantidad de variables de entrada, por lo 
tanto los objetivos no se pudieron cumplir y se hizo necesario un cambio de 
metodología.   
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4.5 Predicción de medidas mandibulares a partir de 
medidas craneomaxilares seleccionadas en 
radiografías de perfil 
 
 Conjuntos de características de entrada o variables craneomaxilares 
seleccionadas: 
 




Figura 4-7: Variables de la literatura (12 Variables) 
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Figura 4-8: Combinación variables sintéticas y de literatura (22 Variables) 
 
Figura 4-9: Combinación variables sintéticas de literatura y distancias de las variables 




Tabla 4-13: Coeficiente de correlación ‘r’ de las medidas mandibulares predichas en 
máquinas de vectores de soporte 
  
R 
Variable 10 Variables 12 Variables 22 Variables 
  Lineal RBF Polinomial 
B-Id 0,033618 0,157659 0,159511 0,103277 0,075729 
Cd-Gn 0,092541 0,357428 0,330469 0,029349 0,074929 
Cd-Go 0,010277 0,267096 0,221982 0,038487 0,072787 
Cd-Go-Gn 0,092560 0,102580 0,112466 0,502360 0,059384 
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Cd-Go-Me 0,103580 0,124130 0,135445 0,496968 0,065831 
Cd-Me 0,083439 0,315990 0,319640 0,028897 0,069306 
Gn-B 0,000870 0,343712 0,301947 0,069666 0,088399 
Gn-Id 0,011093 0,381962 0,320916 0,060460 0,100238 
Gn-Pg 0,004230 0,145725 0,135018 0,179537 0,065438 
Go-Gn 0,087287 0,320291 0,333862 0,035634 0,054950 
Go-Gn-B 0,132950 0,222280 0,265630 0,476161 0,143956 
Go-Me 0,087756 0,247697 0,306537 0,043023 0,060265 
Id-Gn-Go 0,290990 0,233110 0,335000 0,532435 0,202902 
Me-Gn 0,005310 0,086049 0,101994 0,122580 0,000910 
Me-Gn-Pg 0,040129 0,077040 0,084946 0,833912 0,044472 
Pg-B 0,001300 0,248500 0,219532 0,083079 0,062967 
Pg-B-Id 0,024390 0,042370 0,044390 0,636022 0,020903 
 
33 Variables 
 Lineal RBF Polinomial 
B-Id 0,279120 0,103261 0,098342 
Cd-Gn 0,531272 0,029359 0,075064 
Cd-Go 0,381854 0,038501 0,071844 
Cd-Go-Gn 0,105853 0,502384 0,049177 
Cd-Go-Me 0,187450 0,497025 0,061957 
Cd-Me 0,476466 0,028902 0,068889 
Gn-B 0,392533 0,069673 0,098448 
Gn-Id 0,491729 0,060464 0,113640 
Gn-Pg 0,157826 0,179493 0,066851 
Go-Gn 0,365943 0,035639 0,052368 
Go-Gn-B 0,291109 0,476264 0,056570 
Go-Me 0,308331 0,043023 0,053210 
Id-Gn-Go 0,316717 0,532360 0,138670 
Me-Gn 0,102954 0,122612 0,005951 
Me-Gn-Pg 0,136002 0,833932 0,017848 
Pg-B 0,295717 0,083091 0,061018 
Pg-B-Id 0,171158 0,635963 0,006509 
 
Los coeficientes dados por la regresión son poco significativos en su gran mayoría. El 
comportamiento del kernel de función de base radial fue muy similar en los conjuntos 
de características de entrada de 22 y 33 variables craneomaxilares donde se 
encontraron algunos valores superiores al 0.5; los valores más altos se dieron en el 
ángulo Pg-B-Id con un coeficiente de 0.636 y en el ángulo Me-Gn-Pg con un coeficiente 
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de 0.833, este último súperó al kernel lineal usado en la predicción de medidas 
mandibulares a partir de todas las variables craneomaxilares (Tabla 4-12), ya que en 
esa metodología el valor de Me-Gn-Pg fue de 0.745. 
 
 




Variable 10 Variables 12 Variables 22 Variables 33 Variables 
B-Id 0,21493 0,4894 0,80864 0,95887 
Cd-Gn 0,16578 0,79083 0,89634 0,93417 
Cd-Go 0,26007 0,86145 0,93094 0,98976 
Cd-Go-Gn 0,27658 0,30916 0,99043 0,97580 
Cd-Go-Me 0,16335 0,4155 0,66291 0,86807 
Cd-Me 0,21476 0,78952 0,83066 0,84191 
Gn-B 0,16624 0,81824 0,95333 0,86424 
Gn-Id 0,20273 0,95764 0,85914 0,93104 
Gn-Pg 0,04382 0,5755 0,84817 0,72744 
Go-Gn 0,23509 0,51106 0,91832 0,67469 
Go-Gn-B 0,22613 0,47111 0,78032 0,88976 
Go-Me 0,20297 0,38935 0,89558 0,16680 
Id-Gn-Go 0,35484 0,5348 0,93827 0,93297 
Me-Gn 0,08103 0,53474 0,89880 0,96299 
Me-Gn-Pg 0,1782 0,35237 0,75576 0,96771 
Pg-B 0,16933 0,54867 0,84527 0,618775348 
Pg-B-Id 0,09046 0,17073 0,79254 0,92876 
 
En el conjunto de características de 10 variables craneomaxilares (variables sintéticas) 
no hubo ningún valor mayor a 0.5. La mejor dependencia funcional de la variable Gn-Id 
ocurrió en el conjunto de características de 12 variables craneomaxilares con un 
coeficiente r de 0,957; los mejores coeficientes r de las variables Cd-Go-Gn, Gn-B, Gn-
Pg, Go-Gn, Go-Me, Id-Gn-Go y Pg-B se dieron en la combinación de variables 
sintéticas y las de la literatura con valores de 0.99, 0.95, 0.84, 0.91, 0.89, 0.93 y 0.84 
respectivamente. En el conjunto de características de 33 variables craneomaxilares se 
obtuvo la mayoría de coeficientes más altos, estos fueron dados en las variables B-Id, 
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Cd-Gn, Cd-Go, Cd-Go-Me, Cd-Me, Go-Gn-B, Me-Gn, Me-Gn-Pg y Pg-B-Id con 
coeficientes de 0.95, 0.93, 0.98, 0.86, 0.84, 0.88, 0.96, 0.96 y 0.92 respectivamente. 
 
 
Tabla 4-15: Error cuadrático medio de las variables mandibulares predichas en 
máquinas de vectores de soporte 
RMSE 
Variable 10 Variables 12 Variables 22 Variables 
  Lineal Lineal Lineal RBF Polinomial 
B-Id 13,409 +/- 0,000 12,519 +/- 0,000 12,505 +/- 0,000 12,917 +/- 0,000 13,114 +/- 0,000 
Cd-Gn 52,377 +/- 0,000 44,075 +/- 0,000 44,990 +/- 0,000 54,170 +/- 0,000 52,883 +/- 0,000 
Cd-Go 41,523 +/- 0,000 35,732 +/- 0,000 36,816 +/- 0,000 40,927 +/- 0,000 40,191 +/- 0,000 
Cd-Go-Gn 0,098 +/- 0,000 0,100 +/- 0,000 0,097 +/- 0,000 0,073 +/- 0,000 0,100 +/- 0,000 
Cd-Go-Me 0,097 +/- 0,000 0,098 +/- 0,000 0,095 +/- 0,000 0,073 +/- 0,000 0,099 +/- 0,000 
Cd-Me 52,654 +/- 0,000 45,486 +/- 0,000 45,365 +/- 0,000 54,198 +/- 0,000 53,058 +/- 0,000 
Gn-B 19,314 +/- 0,000 15,639 +/- 0,000 16,129 +/- 0,000 18,620 +/- 0,000 18,432 +/- 0,000 
Gn-Id 25,243 +/- 0,000 19,956 +/- 0,000 20,918 +/- 0,000 24,605 +/- 0,000 24,078 +/- 0,000 
Gn-Pg 7,579 +/- 0,000 6,962 +/- 0,000 7,005 +/- 0,000 6,823 +/- 0,000 7,282 +/- 0,000 
Go-Gn 34,692 +/- 0,000 29,938 +/- 0,000 29,638 +/- 0,000 35,661 +/- 0,000 35,302 +/- 0,000 
Go-Gn-B 0,092 +/- 0,000 0,090 +/- 0,000 0,090 +/- 0,000 0,071 +/- 0,000 0,091 +/- 0,000 
Go-Me 34,479 +/- 0,000 31,311 +/- 0,000 30,061 +/- 0,000 35,314 +/- 0,000 34,995 +/- 0,000 
Id-Gn-Go 0,099 +/- 0,000 0,099 +/- 0,000 0,095 +/- 0,000 0,077 +/- 0,000 0,100 +/- 0,000 
Me-Gn 10,125 +/- 0,000 9,629 +/- 0,000 9,545 +/- 0,000 9,435 +/- 0,000 10,081 +/- 0,000 
Me-Gn-Pg 0,208 +/- 0,000 0,207 +/- 0,000 0,203 +/- 0,000 0,086 +/- 0,000 0,207 +/- 0,000 
Pg-B 17,259 +/- 0,000 14,966 +/- 0,000 15,252 +/- 0,000 16,531 +/- 0,000 16,711 +/- 0,000 




Lineal RBF Polinomial 
B-Id 11,581 +/- 0,000 12,917 +/- 0,000 12,952 +/- 0,000 
Cd-Gn 37,644 +/- 0,000 54,170 +/- 0,000 52,879 +/- 0,000 
Cd-Go 32,816 +/- 0,000 40,927 +/- 0,000 40,211 +/- 0,000 
Cd-Go-Gn 0,097 +/- 0,000 0,073 +/- 0,000 0,100 +/- 0,000 
Cd-Go-Me 0,096 +/- 0,000 0,073 +/- 0,000 0,099 +/- 0,000 
Cd-Me 39,794 +/- 0,000 54,198 +/- 0,000 53,070 +/- 0,000 
Gn-B 15,046 +/- 0,000 18,620 +/- 0,000 18,330 +/- 0,000 
Gn-Id 18,097 +/- 0,000 24,605 +/- 0,000 23,898 +/- 0,000 
Gn-Pg 6,912 +/- 0,000 6,823 +/- 0,000 7,276 +/- 0,000 
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Go-Gn 28,916 +/- 0,000 35,660 +/- 0,000 35,350 +/- 0,000 
Go-Gn-B 0,090 +/- 0,000 0,071 +/- 0,000 0,096 +/- 0,000 
Go-Me 30,022 +/- 0,000 35,314 +/- 0,000 35,126 +/- 0,000 
Id-Gn-Go 0,095 +/- 0,000 0,077 +/- 0,000 0,104 +/- 0,000 
Me-Gn 9,540 +/- 0,000 9,435 +/- 0,000 10,042 +/- 0,000 
Me-Gn-Pg 0,207 +/- 0,000 0,086 +/- 0,000 0,210 +/- 0,000 
Pg-B 14,488 +/- 0,000 16,531 +/- 0,000 16,729 +/- 0,000 
Pg-B-Id 0,126 +/- 0,000 0,075 +/- 0,000 0,124 +/- 0,000 
 
Tabla 4-16: Error cuadrático medio de las variables mandibulares predichas en redes 
neuronales 
RMSE 
Variable 10 Variables 12 Variables 22 Variables 33 Variables 
B-Id 12,398 +/- 0,000 11,195 +/- 0,000 11,002 +/- 0,000 5,825 +/- 0,000 
Cd-Gn 74,109 +/- 0,000 32,407 +/- 0,000 22,579 +/- 0,000 24,377 +/- 0,000 
Cd-Go 39,146 +/- 0,000 29,011 +/- 0,000 25,490 +/- 0,000 17,781 +/- 0,000 
Cd-Go-Gn 0,098 +/- 0,000 0,094 +/- 0,000 0,099 +/- 0,000 0,057 +/- 0,000 
Cd-Go-Me 0,094 +/- 0,000 0,089 +/- 0,000 0,077 +/- 0,000 0,061 +/- 0,000 
Cd-Me 49,288 +/- 0,000 31,629 +/- 0,000 28,600 +/- 0,000 21,868 +/- 0,000 
Gn-B 18,843 +/- 0,000 13,365 +/- 0,000 13,365 +/- 0,000 8,656 +/- 0,000 
Gn-Id 23,404 +/- 0,000 26,250 +/- 0,000 14,690 +/- 0,000 11,186 +/- 0,000 
Gn-Pg 9,238 +/- 0,000 6,428 +/- 0,000 6,623 +/- 0,000 3,932 +/- 0,000 
Go-Gn 33,967 +/- 0,000 29,292 +/- 0,000 27,551 +/- 0,000 20,712 +/- 0,000 
Go-Gn-B 0,096 +/- 0,000 0,076 +/- 0,000 0,089 +/- 0,000 0,050 +/- 0,000 
Go-Me 39,917 +/- 0,000 28,833 +/- 0,000 20,945 +/- 0,000 32,951 +/- 0,000 
Id-Gn-Go 0,108 +/- 0,000  0,100 +/- 0,000 0,069 +/- 0,000 0,053 +/- 0,000 
Me-Gn 11,355 +/- 0,000 8,490 +/- 0,000 7,205 +/- 0,000 9,138 +/- 0,000 
Me-Gn-Pg 0,197 +/- 0,000 0,229 +/- 0,000 0,196 +/- 0,000 0,108 +/- 0,000 
Pg-B 18,829 +/- 0,000 16,081 +/- 0,000 10,824 +/- 0,000 10,659 +/- 0,000 




Tabla 4-17: Comparación del error cuadrático medio más bajo entre redes neuronales y 
máquinas de vectores de soporte 
 
ANN SVM 
B-Id 5,825 +/- 0,000 11,581 +/- 0,000 
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Cd-Gn 22,579 +/- 0,000 37,644 +/- 0,000 
Cd-Go 17,781 +/- 0,000 32,816 +/- 0,000 
Cd-Go-Gn 0,057 +/- 0,000 0,073 +/- 0,000 
Cd-Go-Me 0,061 +/- 0,000 0,073 +/- 0,000 
Cd-Me 21,868 +/- 0,000 39,794 +/- 0,000 
Gn-B 8,656 +/- 0,000 15,046 +/- 0,000 
Gn-Id 11,186 +/- 0,000 18,097 +/- 0,000 
Gn-Pg 3,932 +/- 0,000 6,823 +/- 0,000 
Go-Gn 20,712 +/- 0,000 28,916 +/- 0,000 
Go-Gn-B 0,050 +/- 0,000 0,071 +/- 0,000 
Go-Me 20,945 +/- 0,000 30,022 +/- 0,000 
Id-Gn-Go 0,053 +/- 0,000 0,077 +/- 0,000 
Me-Gn 7,205 +/- 0,000 9,435 +/- 0,000 
Me-Gn-Pg 0,108 +/- 0,000 0,086 +/- 0,000 
Pg-B 10,659 +/- 0,000 14,488 +/- 0,000 
Pg-B-Id 0,100 +/- 0,000 0,075 +/- 0,000 
 
Con respecto a la comparación de las redes neuronales artificiales con las máquinas de 
vectores de soporte en términos de error cuadrático medio, se puede observar que en 
la mayoría de variables fue más bajo en las redes neuronales, no obstante en las 
variables Me-Gn-Pg y Pg-B-Id el error fue más bajo para las máquinas de vectores de 
soporte; este valor no se refleja en las correlaciones ya que para Me-Gn-Pg y Pg-B-Id 
los valores de correlación de las ANN fueron de 0.96 y 0,92 respectivamente y los 
valores de correlación de las SVM fueron de 0.83 y 0.63  
 
4.6 Predicción de medidas mandibulares seleccionadas 
en radiografías posteroanteriores 
 
Tabla 4-18: Error cuadrático medio de las variables mandibulares predichas 
Variable RMSE Variable RMSE 
Agi-Agd 35,683 +/- 0,000 Cdi-Poami 28,907 +/- 0,000 
Cdd-God 37,688 +/- 0,000 God-Me 32,167 +/- 0,000 
Cdd-God-Me 0,077 +/- 0,000 Goi-God 45,553 +/- 0,000 
Cdd-Me 41,948 +/- 0,000 Goi-Me-God 0,119 +/- 0,000 
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Cdd-Agd-Me 0,123 +/- 0,000 Goi-Me 31,937 +/- 0,000 
Cdd-Poamd 29,498 +/- 0,000 Me-Agd 28,410 +/- 0,000 
Cdi-Agi 35,074 +/- 0,000 Me-Agi 27,075 +/- 0,000 
Cdi-Cdd 38,028 +/- 0,000 Agi- Me -Agd 0,132 +/- 0,000 
Cdi-Me-Cdd 0,033 +/- 0,000 Me-Id 19,589 +/- 0,000 
Cdi-Goi 33,798 +/- 0,000 Poamd-Id 18,572 +/- 0,000 
Cdi-Goi-Me 0,073 +/- 0,000 Poami-Id 14,929 +/- 0,000 
Cdi-Me 41,103 +/- 0,000 Poami-Id-Poamd 0,110 +/- 0,000 
Cdi- Agi -Me 0,069 +/- 0,000 Cdd-Agd 38,373 +/- 0,000 
Poami-Poamd  23,419 +/- 0,000 
 
Tabla 4-19: Coeficiente de correlación ‘r’ de las medidas mandibulares predichas 
Variable R Variable R 
Agi-Agd 0,1176415 Cdi-Poami 0,23135006 
Cdd-God 0,11800427 God-Me 0,12473234 
Cdd-God-Me 0,55517915 Goi-God 0,09434929 
Cdd-Me 0,1952037 Goi-Me-God 0,6050273 
Cdd-Agd-Me 0,28681668 Goi-Me 0,11315787 
Cdd-Poamd 0,23624311 Me-Agd 0,13690599 
Cdi-Agi 0,15050473 Me-Agi 0,11038288 
Cdi-Cdd 0,16243176 Agi- Me -Agd 0,58018863 
Cdi-Me-Cdd 0,82091194 Me-Id 0,26579511 
Cdi-Goi 0,148971 Poamd-Id 0,10957633 
Cdi-Goi-Me 0,59037086 Poami-Id 0,09795319 
Cdi-Me 0,19507976 Poami-Id-Poamd 0,65100544 
Cdi- Agi -Me 0,58465631 Cdd-Agd 0,12258984 
Poami-Poamd 0,09505870 
 
El resultado más significativo fue un r de 0.82 en el ángulo Cdi-Me-Cdd, las medidas 
lineales al igual que el método en las radiografías de perfil no fueron satisfactorias. No 
se pudieron usar las redes neuronales por tener muchas variables de entrada. 
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4.7 Predicción de medidas mandibulares a partir de 
medidas craneomaxilares seleccionadas en 
radiografías posteroanteriores 
 
Tabla 4-20: Coeficiente de correlación ‘r’ de las medidas mandibulares predichas 
 
R en Radiografías posteroanteriores 
Variable ANN Lineal RBF Polinomial 
Cdd-God 0,72363 0,293578589 0,033753516 0,02853648 
Cdd-God-Me 0,46807 0,26044 0,588754476 0,10493911 
Cdd-Me 0,82533 0,359805647 0,032402293 0,02941411 
Cdi-Cdd 0,77391 0,555103416 0,036224742 0,06830001 
Cdi-Goi 0,64353 0,317234884 0,029743953 0,03868287 
Cdi-Goi-Me 0,57634 0,32010 0,553809467 0,12524775 
Cdi-Me 0,86908 0,465312864 0,033710987 0,04524007 
Cdi-Me-Cdd 0,6252 0,410654138 0,353333591 0,21747926 
God-Me 0,54597 0,146717606 0,040598034 0,0083961 
Goi-God 0,7626 0,276820943 0,030741131 0,02761002 
Goi-Me 0,53732 0,227637984 0,040232696 0,02089815 
Goi-Me-God 0,6204 0,404966141 0,796120207 0,1717763 
Me-Id 0,42017 0,342711387 0,068784799 0,06180366 
 
En esta metodología, en las máquinas de vectores de soporte los resultados fueron 
mayores en varias medidas lineales con respecto a la metodología de predicción a 
partir de todas las medidas craneomaxilares; el coeficiente más alto se dio en la medida 
Cdd-God-Me con 0.588, el cual fue mayor incluso comparado a las redes neuronales. 
Exceptuando por la variable God-Me, las ANN tuvieron valores de coeficientes más 
altos que las SVM, no obstante, esta metodología de las redes neuronales con 
variables craneomaxilares seleccionadas no logró superar al coeficiente del ángulo Cdi-
Me-Cdd que fue de 0.82 (Tabla 4-19). 
 
 
Tabla 4-21: Error cuadrático medio de las variables mandibulares predichas 
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RMSE Radiografías posteroanteriores 
Variable ANN Lineal RBF Polinomial 
Cdd-God 26,581 +/- 0,000 40,229 +/- 0,000 39,617 +/- 0,000 39,724 +/- 0,000 
Cdd-God-Me 0,088 +/- 0,000 0,111 +/- 0,000 0,074 +/- 0,000 0,109 +/- 0,000 
Cdd-Me 26,464 +/- 0,000 46,632 +/- 0,000 45,942 +/- 0,000 46,013 +/- 0,000 
Cdi-Cdd 22,469 +/- 0,000 41,533 +/- 0,000 40,861 +/- 0,000 40,176 +/- 0,000 
Cdi-Goi 24,172 +/- 0,000 36,809 +/- 0,000 36,302 +/- 0,000 36,134 +/- 0,000 
Cdi-Goi-Me 0,089 +/- 0,000 0,109 +/- 0,000 0,076 +/- 0,000 0,106 +/- 0,000 
Cdi-Me 23,479 +/- 0,000 45,786 +/- 0,000 45,095 +/- 0,000 44,825 +/- 0,000 
Cdi-Me-Cdd 0,050 +/- 0,000 0,071 +/- 0,000 0,063 +/- 0,000 0,069 +/- 0,000 
God-Me 28,749 +/- 0,000 34,405 +/- 0,000 33,682 +/- 0,000 34,243 +/- 0,000 
Goi-God 46,688 +/- 0,000 47,714 +/- 0,000 47,036 +/- 0,000 47,112 +/- 0,000 
Goi-Me 25,914 +/- 0,000 33,793 +/- 0,000 33,126 +/- 0,000 33,458 +/- 0,000 
Goi-Me-God 0,144 +/- 0,000 0,180 +/- 0,000 0,085 +/- 0,000 0,172 +/- 0,000 
Me-Id 19,851 +/- 0,000 22,755 +/- 0,000 22,003 +/- 0,000 22,085 +/- 0,000 
 
Por otro lado, comparando las máquinas de vectores de soporte y las redes neuronales 
en radiografías posteroanteriores en términos de RMSE, el error es más pequeño en 
las redes neuronales en las variables Cdd-God, Cdd-Me, Cdi-Cdd, Cdi-Goi, Cdi-Goi-
Me, Cdi-Me-Cdd, Goi-God y Goi-Me-God. La variable Cdd-God-Me tiene un error más 
bajo en las SVM de kernel de función de base radial, coincidiendo con el coeficiente 








La predicción y clasificación en odontología y antropología han sido un tema de interés 
de muchos investigadores a través del tiempo incluso antes del inicio del empleo de las 
radiografías en estos campos (147). Muchas de las investigaciones de predicción son 
estudios longitudinales donde pretenden pronosticar el éxito de un tratamiento en una 
maloclusión específica (32, 148-151) o la conformación craneofacial que el paciente 
tomará debido a las condiciones de crecimiento y desarrollo (9, 10, 32, 152-154). En 
muchos de estos estudios se han tenido en cuenta estadísticas paramétricas que se 
enfocan en establecer estándares funcionales y estéticos, aunque existe la tendencia de 
etiquetar al paciente como normal y anormal, pero no se tiene en cuenta lo anormal como 
una variedad biológica y genética (155). 
 
Existen publicaciones que correlacionan estructuras óseas para predicción de 
crecimiento, tal es el caso de Pileski et al. que relacionaron los picos de crecimiento 
mandibulares con la aparición del hueso sesamoideo, por medio de estadística 
descriptiva y curvas de crecimiento donde los resultados más altos eran una correlación 
de 0.42 y 0.36 no siendo muy satisfactorios (156).  Sin embargo hay muy pocos estudios 
de corte transversal que pretenden relacionar esas estructuras óseas para fines 
reconstructivos, más aun para la reconstrucción de la mandíbula a pesar de su 
justificación forense (2) e incluso quirúrgica (3). 
 
En el presente estudio se pretendió predecir la morfología mandibular y realizar una 
previa clasificación de maloclusiones esqueléticas a partir de variables únicamente 
craneomaxilares de forma automatizada usando sistemas semiparamétricos como las 
redes neuronales y sistemas no paramétricos como las máquinas de vectores de soporte, 
las cuales son diseñadas principalmente para estos fines en otras aplicaciones (25).  
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Para la realización del primer objetivo específico que era clasificar individuos en Clase I, 
II y III esquelética utilizando técnicas de aprendizaje automatizado, se emplearon 
medidas lineales y angulares estandarizadas en protocolos ortodónticos y antropológicos 
(2, 134-139), se eliminaron los ángulos ANB, SNA y SNB, y se clasificaron con SVM y 
ANN, al ver que los resultados no eran tan satisfactorios se balancearon las clases y 
también se predijo con la red neuronal para después clasificar con dicha predicción; este 
análisis se realizó en radiografías de perfil, posteroanteriores y combinación de perfil y 
posteroanteriores; el valor más alto obtuvo una precisión del 85.11% en la clasificación 
con el ángulo ANB predicho con variables de ambos tipos de radiografías (Tabla 4-1 y 
Tabla 4-2). 
 
Para el enfoque del estudio la metodología presentaba dos falencias relevantes, la 
primera fue el no haber excluido a la variable Ao-Bo correspondiente a Witts ya que es 
una proyección en el plano oclusal de los puntos A y B que son esenciales para la 
clasificación, además muchas veces se usa como clasificador principal o para confirmar 
la clasificación dada por en ángulo ANB (135).  
 
A pesar de esto los datos son relevantes si se les aplican otros enfoques por ejemplo 
para diferenciación de características esqueléticas con fines de diagnóstico ortodóntico 
en pacientes, ya que el sistema clasificó correctamente a la Clase I, II y III en 81.25%, 
82.35%, 92.86% respectivamente (Figura 4-1) y supo diferenciar de manera adecuada la 
Clase II de la III y viceversa ya que no hubo pacientes mal clasificados entre estas 
clases. 
 
En muchos casos esa diferenciación de clases se han hecho incluso sin excluir al ángulo 
ANB, tal es el caso de Harris et al., que comparó pacientes Clase I y Clase II por medio 
de estadística descriptiva y análisis de función discriminante determinando al ángulo ANB 
como mejor discriminante aunque era distinto en comparación a los valores reportados 
por Steiner. Para la Clase I se clasificó con 81% y para la Clase II con un 88.6% (157), 
que resultan ser valores similares a los proporcionados en la primera experimentación de 
este estudio. En casos como diferenciación de características raciales (158), patrones 
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familiares (159), predicción de tratamientos (151), relación con patrones faciales (160), 
entre otros, sería útil esta metodología realizada.  
 
La segunda falencia fue utilizar medidas mixtas debido a que había un número muy 
limitado tanto de medidas propiamente mandibulares como de medidas propiamente 
maxilares, en respuesta a dicha problemática se decidió ampliar los atributos mediante el 
uso de landmarks y realizar combinaciones lineales y angulares excluyendo las variables 
mixtas y dentales. A partir de esas medidas se determinó el ángulo ANB para reclasificar 
a los pacientes y realizar una posterior clasificación definitiva de maloclusiones. 
 
Con esta metodología se pretendió cumplir de manera definitiva el primer objetivo 
específico. En la radiografía de perfil usando una optimización de parámetros por el 
método GRID se escogió el mejor parámetro C que fue de 225 y se hizo la 
experimentación con 6 y 9 variables explicativas dando una precisión de 72.55% en cada 
una, a pesar que el optimizador decía que tenía una precisión de 82.3%; esto fue debido 
a que el parámetro C no debe ser tan grande ya que resulta ser muy flexible como 
clasificador permitiendo errores (25); debido a esto se escogió un parámetro C más 
pequeño como el 9.0 con una precisión alta de 70,50%. La precisión aumentó a un 
74.51% con una clasificación del 62.50%, 77.78% y 82.35% en la Clase I, II y III (Figura 
4-2), los pacientes Clase I que fueron mal clasificados pertenecían aquellos pacientes 
que se encuentran en los límites de clasificación como medidas hacia 4º ó hacia 0º, sin 
embargo diferenció adecuadamente la Clase II de la Clase III.  
 
Las variables explicativas de la mejor clasificación (ENP-A-Pr, Zm-A-Pr, Te-Pr-A, Pr-A-
Te, Rhi-A-Pr, A-Pr-Rhi, A-Te-Pr, A-N-Pr, N-Pr-A y Pr-A-N) no son medidas 
convencionales,  todas son angulares e incluyen a los puntos Pr y A demostrando una 
gran importancia de estos dos landmarks en la clasificación (Tabla 4-4). Sin embargo la 
importancia del Pr es escasa en la literatura y del punto A es relevante en combinación 
con N y con S en el complejo craneomaxilar, para la formación del ángulo SNA debido a 
que este determina la posición del maxilar superior con respecto a la base craneal 
anterior (161). 
 
Adicionalmente Rhinion (Rhi) se considera importante en el área forense en la relación 
entre landmarks nasales y craneofaciales siendo también base para el punto Rhinion de 
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tejidos blandos, según los hallazgos reportados por Inada et al., aunque no se le da valor 
en clasificación esquelética, ni en predicción de estructuras craneofaciales (162); así 
mismo el punto zygomáticomaxilar (Zm), toma importancia en la alta correlación con 
landmarks maxilares y mandibulares, según el estudio de Adams et al., sin embargo el 
método además de usarse en coordenadas se hizo en cráneos secos comparando la 
precisión en la ubicación de estas entre métodos tridimensionales (Tomografía 
computarizada) y bidimensionales (cefalometría tradicional), no obstante no se tuvieron 
en cuenta la formación de medidas, ni una metodología de predicción, ni de clasificación 
(163).  
 
Usando la reclasificación por el ángulo ANB y optimizando parámetros, se realizaron 
tareas de clasificación en radiografías posteroanteiores determinando un  parámetro C de 
3.0 que daba una precisión de 64%, la precisión dada por el sistema fue del 66%, 
clasificando 71.43%, 70% y 60.87% para la Clase I, II y III respectivamente (Figura 4-3), 
la clasificación resulta ser muy buena teniendo en cuenta que las clasificaciones de 
maloclusiones se hacen a través de radiografías de perfil y sus respectivas variables y no 
por medio de radiografías posteroanteriores, por lo tanto es normal que el modelo no 
pueda distinguir entre las Clases II y III, aunque sorprendentemente no hubo en la Clase I 
pacientes mal clasificados como Clase II.  
 
En la metodología de clasificación de Metronukak los valores más altos en la precisión se 
dieron combinando las variables de las radiografías posteroanteriores y de perfil; usando 
un C de 3.0 que daba un 76% de precisión en la optimización, se procedió a clasificar 
dando un 68% de precisión que fue más bajo que en la clasificación en radiografías de 
perfil, este resultado fue definido por 8765 variables, clasificando en 80%, 50% y 76.47% 
a la Clase I, II y III respectivamente (Figura 4-4), a pesar que el sistema es bueno para la 
Clase I y la III, el sistema confundió a la Clase II y a la Clase III debido a los atributos de 
las radiografías posteroanteriores.  
 
La optimización de parámetros del sistema tuvo varias fallas, aunque funcionó bien para 
las radiografías de perfil, para las radiografías posteroanteriores y las variables de 
radiografías combinadas no fueron muy satisfactorias; en la primera el sistema indicaba 
que la clasificación era definida por 17 variables, pero al probar el programa con dichas 
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variables dio una precisión del 38%, además al observar los pesos, todas las variables 
tenían el mismo valor de 1 (el cual es el máximo valor); en la segunda al aplicar las 8765 
variables para probar el modelo, dio un 54% y al aplicar un número más bajo de variables 
(19 atributos) con una precisión relativamente cercana a la dada (64%) tuvo una 
precisión del 40%. Aunque no se sabe con seguridad cuál es el problema, es necesario 
probar otros optimizadores para confirmar si es algún inconveniente del optimizador del 
Rapidminer ó existe un comportamiento de los datos que hace que el optimizador permita 
dichos errores. 
 
Finalmente, se hizo una predicción del ángulo ANB en radiografías de perfil dando un 
error cuadrático medio de la predicción de 0.034 (Tabla 4-5), con ese valor predicho se 
optimizaron los parámetros de clasificación determinando que el C de -1.0 era el más 
adecuado (Tabla 4-6), sin embargo el sistema no lo tuvo en cuenta debido a que el límite 
inferior que permitía era un C de 0.0. Usando ese parámetro dio una precisión de 
clasificación de 70.59%, clasificando en 55%, 70.59% y 92.86% a la clase I, II, y III 
respectivamente (Figura 4-5); este modelo en la Clase II clasificó erróneamente a un 
individuo como Clase III, lo que da para pensar en su efectividad en tan sólo la Clase III. 
 
Se observó con las tareas de clasificación que las precisiones dadas con el método de 
landmarks fueron mayores al método de clasificación del Metronukak con sólo variables 
craneomaxilares (Tabla 4-3) debido a que el mayor valor obtenido con este último fue de 
51.06% que resulta ser un valor de clasificación bajo. 
 
Por otro lado para cumplir los objetivos de predicción que fueron estimar la capacidad 
predictiva de las redes neuronales y las máquinas de vectores de soporte, determinar las 
relaciones de dependencia funcional de las variables morfológicas mandibulares con 
respecto a las craneomaxilares y comparar las redes neuronales artificiales con las 
máquinas de vectores de soporte en términos de error cuadrático medio de la predicción, 
se consideró inicialmente determinar la ubicación de los landmarks por medio de las 
coordenadas en X y Y y de esa manera poder construir medidas ilimitadas para explicar 
la morfología mandibular. Se estableció el error cuadrático medio y se realizó una Ridge 
Regression. Los coeficientes arrojados por el sistema no fueron relevantes ni para las 
radiografías de perfil ni para las radiografías posteroanteriores (Tablas 4-7, 4-8, 4-9 y 4-
10). Para este tipo de predicción se ha tomado una tendencia en varios estudios de 
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determinar los landmarks tanto en máquinas de vectores de soporte (118-121) como en 
las redes neuronales (164-170) mediante combinaciones de algoritmos de imágenes y 
escala de grises, los cuales a comparación de lo visto en este trabajo, muestran 
resultados satisfactorios. 
 
Teniendo en cuenta lo anterior se pensó en la alternativa de predicción de medidas 
mandibulares seleccionadas a partir de todas las medidas craneomaxilares (727 
variables) en la radiografía de perfil, usando una metodología similar a la anterior. 
Usando máquinas de vectores de soporte se detectó el error cuadrático medio y se 
determinaron los coeficientes de correlación siendo importantes el ángulo Cd-Go-Gn, Id-
Gn-Go y Me-Gn-Pg con r de 0.665, 0.725 y 0.742 respectivamente (Tabla 4-11), los 
cuales son valores relevantes. En cuanto a las radiografías posteroanteriores el 
coeficiente más significativo se dio en el ancho bicondilar (Cdi-Me-Cdd) que fue de 0.82 
(Tabla 4-19). 
 
Sin embargo no se podían cumplir los objetivos específicos debido a que las redes 
neuronales estaban manejando datos de entrada muy grandes, por lo cual el sistema no 
podía concluir sus tareas por falta de memoria, representando una ventaja para las 
máquinas de vectores de soporte.  
 
En respuesta a esto se diseñó un método donde se seleccionaron conjuntos de 
características de entrada o variables craneomaxilares. Para la estimación de la 
capacidad predictiva de ambas técnicas de aprendizaje, se usó la ridge regression. Para 
determinar las relaciones de dependencia funcional se usaron los coeficientes de la 
regresión, explicando a cada variable mandibular mediante un grupo de variables 
craneomaxilares específico. Y teniendo resultados con redes neuronales fue posible 
comparar ambas técnicas en términos de error cuadrático medio. 
 
En radiografías de perfil se tuvieron en cuenta 4 conjuntos de características de entrada, 
la primera correspondía a las mejores variables craneomaxilares obtenidas con la 
clasificación o variables sintéticas (10 variables), la segunda correspondía a variables 
estándar contenidas en protocolos ortodónticos y antropológicos (12 variables), la tercera 
correspondía a la combinación de las variables  sintéticas y de literatura (22 variables) y 
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la cuarta correspondía a la adición de 11 variables correspondientes a las distancias de 
los ángulos de las variables sintéticas (33 variables). 
 
La capacidad predictiva de las redes neuronales (Tabla 4-14) fue mucho mejor que en las 
máquinas de vectores de soporte ya que el valor más alto en las SVM fue en la variable 
Me-Gn-Pg con un coeficiente de 0.83 en el kernel de función de base radial (Tabla 4-13), 
que respondió mucho mejor que el kernel lineal y el polinomial, aunque la mayoría de 
resultados no fueron tan relevantes.  
 
En las radiografías posteroanteriores se escogieron solamente variables craneomaxilares 
estándar, debido a que en el proceso de clasificación no se pudieron determinar las 
variables más relevantes, los mejores coeficientes se dieron en las redes neuronales 
menos en el ángulo Cdd-God-Me que fue mejor en el kernel de función de base radial 
aunque su relevancia es moderada (r=0.588). Los mejores coeficientes fueron dados en 
las medidas Cdd-Me y Cdi-Me con un 0.82 y 0.86 respectivamente con redes neuronales 
(Tabla 4-20); a pesar de esto en el ángulo Cdi-Me-Cdd no se logró superar el coeficiente 
de 0.82 determinado a partir de todas las medidas craneomaxilares, es decir las 8126 
variables (Tabla 4-19), al parecer existen datos en las radiografías posteroanteriores que 
responden mejor con una mayor cantidad de datos de entrada, sin embargo resulta 
complicado comprobarse con las redes neuronales. 
 
Con estos resultados se refuta que las máquinas de vectores de soporte responden 
mejor que las redes neuronales si los datos son pequeños, y se confirma que al aplicar 
un método de análisis detallado donde haya una integración de métodos de regresión, 
existe una ventaja de las redes neuronales con respecto a las máquinas de vectores de 
soporte, como ocurrió en el estudio de Boyaciouglu et al. en la predicción de fallas 
financieras (118), o en el caso de Kara et al. para la predicción de movimientos de 
cotización de precios donde se encontraron ventajas de las redes neuronales frente a las 
máquinas de vectores de soporte (119). 
 
Por otro lado, comparando las máquinas de vectores de soporte y las redes neuronales 
en términos de RMSE, tanto para las radiografías de perfil (Tabla 4-17) como para las 
radiografías posteroanteriores (Tabla 4-21), la mayoría fueron más bajas en las redes 
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neuronales, sin embargo, en algunas variables fueron más bajas para las máquinas de 
vectores de soporte en el kernel de función de base radial, lo cual coincide sólo en 
algunos coeficientes de la regresión, lo que indica que además de presentar valores no 
estándares (entre 0 y 1) para una evaluación en términos de error cuadrático medio 
debido al comportamiento de las unidades a-dimensionales, son más confiables y 
entendibles los valores dados por la regresión.  
 
En el estudio realizado por Guevara et.al, se predijeron variables mandibulares con redes 
neuronales y se evaluaron a través del error cuadrático medio donde los valores eran 
cercanos al 0 y no superaban al 1, el ángulo SNB fue relevante en pacientes Clase I a 
pesar de ser una medida mixta y la medida Cod-Coi también fue importante (2), esta 
corresponde a la medida Cdd- Cdi que fue relevante en el presente estudio, aunque 
evaluado por medio de una ridge regression. 
 
Siguiendo con las medidas mandibulares y su predicción, en el estudio de Sato et al., la 
longitud mandibular (Cd-Gn) fue relevante para probar dos métodos de predicción del 
potencial de crecimiento (171), en el caso de la tesis fue uno de los puntos que mejor 
respondió al modelo. 
 
Infante y López clasificaron estructuras óseas en radiografías de perfil como en 
posteroanteriores dando una buena relación de las medidas craneomaxilares con la 
medida Go-Gn (1). Halazonetis al usar morfometría geométrica y determinar por un 
análisis de componentes principales observó que el ángulo goníaco (Cd-Go-Gn) hacía 
parte de los tres principales componentes que mejoraban el diagnóstico ortodóntico (34). 
 
Teniendo en cuenta lo anterior se puede decir que se confirmó la relevancia de muchos 
puntos establecidos y se observaron las combinaciones de otros puntos para formar 
medidas que no se encuentran en la literatura, asimismo se prueban las ventajas de los 
sistemas automatizados semi y no paramétricos que permiten tener una visión alternativa 
en el análisis de datos, rápida y efectiva. 
 
 
6. Conclusiones y recomendaciones 
6.1 Conclusiones 
 
 La clasificación de maloclusiones esqueléticas a partir de medidas craneomaxilares en 
radiografías de perfil resultó tener una mejor precisión comparada con los otros métodos 
de clasificación. 
 
 En la clasificación de radiografías de perfil se lograron determinar nuevas variables 
que no son comúnmente utilizadas, indicando un aporte importante para fines de 
clasificación de maloclusiones esqueléticas. 
 
 Al seleccionar variables craneomaxilares y predecir variables mandibulares, se 
obtuvieron mejores resultados con las redes neuronales artificiales, obteniendo 
coeficientes de correlación mayores a 0.8. 
 
 En las SVM de los tres kernel aplicados el que mejor respondió fue el de función de 
base radial, aunque los datos no fueron muy relevantes comparados con los obtenidos 
con las ANN. 
 
 En radiografías posteroanteriores las medidas de Cdd-God, Cdd-Me, Cdi-Me, Cdi-Cdd 
y Goi-God  respondieron mejor con las redes neuronales, mientras  que los ángulos Goi-
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Es de vital importancia darle continuidad a esta tesis con fines de reconstrucción 
mandibular en aspectos forenses y realizar la representación gráfica de las variables 
predichas por medio de softwares gráficos bi y/o tridimensionales, es decir, es necesario 
encontrar la morfología mandibular a través de variables craneomaxilares en cráneos de 
restos esqueletizados; asimismo  sería interesante aplicar la metodología para predicción 
de tratamientos, predicciones de crecimiento o predicciones de otras estructuras 
craneofaciales. 
 
Se debe considerar el uso de otros optimizadores para confirmar los problemas del 
método GRID si es por el comportamiento de los datos o una falla en el software 
Rapidminer. 
 
Finalmente se debe aumentar la muestra para alimentar la base de datos del Proyecto de 
Biometría de la Maestría en Odontología de la Universidad Nacional de Colombia y de 
esa manera realizar más estudios en el futuro sin necesidad de balancear las clases y 
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