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Abstract
This paper is concerned with the asymptotic behavior of solution to the Cahn–Hilliard
equation
@u
@t
¼ Dm;
m ¼ Du  u þ u3; ðx; tÞAO Rþ
8<
: ð0:1Þ
subject to the following dynamic boundary conditions:
ssDjju  @nu þ hs  gsu ¼ 1Gs ut; t40; xAG;
@nm ¼ 0; t40; xAG
8<
: ð0:2Þ
and the initial condition
ujt¼0 ¼ u0ðxÞ; xAO; ð0:3Þ
where O is a bounded domain in Rn ðnp3Þ with smooth boundary G , and Gs40; ss40; gs40;
hs are given constants; Djj is the tangential Laplacian operator, and n is the outward normal
direction to the boundary.
This problem has been considered in the recent paper by Racke and Zheng (Adv.
Differential Equations 8 (1) (2003) 83) where the global existence and uniqueness were proved.
In a very recent manuscript by Pru¨ss, Racke and Zheng (Konstanzer Schrift. Math. Inform.
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189 (2003)) the results on existence of global attractor and maximal regularity of solution have
been obtained. In this paper, convergence of solution of this problem to an equilibrium, as
time goes to inﬁnity, is proved.
r 2004 Elsevier Inc. All rights reserved.
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1. Introduction
This paper is concerned with the asymptotic behavior of solution to the following
Cahn–Hilliard equation:
@u
@t
¼ Dm;
m ¼ Du  u þ u3; ðx; tÞAO Rþ
8<
: ð1:1Þ
subject to the following dynamic boundary conditions:
ssDjju  @nu þ hs  gsu ¼ 1Gs ut; t40; xAG;
@nm ¼ 0; t40; xAG
8<
: ð1:2Þ
and the initial condition
ujt¼0 ¼ u0ðxÞ; xAO; ð1:3Þ
where O is a bounded domain in Rn ðnp3Þ with smooth boundary G; and Gs40;
ss40; gs40; hs are given constants; Djj is the tangential Laplacian operator, and n is
the outward normal direction to the boundary.
The Cahn–Hilliard equation arises from the study of spinodal decomposition of
binary mixtures that appears, for example, in cooling process of alloys, glass or
polymer mixtures (see [1,15,23], and the references cited therein). Boundary
condition (1.2) is usually called the dynamic boundary condition since it also
involves the time derivative of dependent function u: It is derived when the effective
interaction between the wall (i.e., the boundary G) and two mixture components are
short ranged (see [15]). This problem has been considered in the recent paper by
Racke and Zheng [27] where the global existence and uniqueness were proved. In a
very recent manuscript by Pru¨ss, Racke and Zheng [26] the results on maximal
regularity and existence of a global attractor have been obtained. We would also like
to mention that for the Cahn–Hilliard equation subject to the following usual
boundary conditions:
@nu ¼ 0; t40; xAG;
@nm ¼ 0; t40; xAG

ð1:4Þ
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the extensive study has been made. We refer e.g., to [3] for the global existence and
uniqueness, [33,22,9,28] for convergence to an equilibrium; see also [20,31, Chapter
3.4.2] or [29, Chapter 5.5.5] and the references cited in these books for the existence
of a global attractor. In connection to the problem studied in this paper, in
particular, in the paper [28], convergence of the solution to an equilibrium for the
Cahn–Hilliard equation in higher space dimension subject to the usual boundary
conditions (1.4) was proved.
Let V be the Hilbert space which, as introduced in [27], is the completion of C1ð %OÞ
with the following inner product and the associated norm: for any u; vAV
ðu; vÞV ¼
Z
O
ru 
 rv dx þ
Z
G
ðssrjju 
 rjjv þ gsuvÞ ds: ð1:5Þ
Then the following is the main result of this paper.
Theorem 1.1. For any initial datum u0AV ; the solution uðx; tÞ to problem (1.1)–(1.3)
converges to an equilibrium cðxÞ in the topology of H3ðOÞ as time goes to infinity, i.e.,
lim
t-þN jjuð
; tÞ  cjjH3ðOÞ ¼ 0: ð1:6Þ
Here cðxÞ is an equilibrium to problem (1.1)–(1.3), i.e., a solution to the following
nonlinear boundary value problem:
Dc cþ c3 ¼ Const:; xAO;
ssDjjc @ncþ hs  gsc ¼ 0; xAG;R
O cðxÞ dx ¼
R
O u0ðxÞ dx:
8><
>: ð1:7Þ
Before giving the detailed proof of Theorem 1.1, let us ﬁrst recall some related
results in the literature. The study of asymptotic behavior of solutions to nonlinear
dissipative evolution equations has attracted a lot of interest of many mathemati-
cians for a long period of time. In 1978, Matano [19] considered the initial boundary
value problems for nonlinear parabolic equation in one space dimension, and proved
that if the global solution is bounded for all time, then as time goes to inﬁnity, the
solution must converge to an equilibrium. In other words, the o-limit set consists of
a single point. We also refer to the paper by Zelenyak [32] in this direction. Since
then, many attempts have been made to extend this result to higher space dimension
(see e.g., [24] and the references cited there). However, the situation in higher space
dimension is very different. An example has been given in [24] that for a nonlinear
parabolic equation with a special nonlinear term of class Cm with m being arbitrary,
but ﬁxed, the corresponding initial Dirichlet boundary value problem has a bounded
solution whose o-limit set is diffeomorphic to the unit circle S1: Later on the paper
[25] extends the above result to the case that the nonlinear term is of class CN: On
the other hand, various assumptions have been made in the literature to assure that
any bounded global solution will converge to an equilibrium. Among these attempts,
in 1983 Simon [30] proved that if the nonlinear term is analytic in unknown function
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u; then convergence to an equilibrium holds. His idea relies on generalization of the
Lojasiewicz inequality for analytic functions deﬁned in ﬁnite-dimensional space Rm:
Since then, a lot of work in this direction have been done; see e.g., [12–14,28] and the
references cited there. To our knowledge, all work are concerned with homogeneous
Dirichlet or Neumann boundary conditions. However, our problem has the
following features: the ﬁrst boundary condition in (1.2) is a dynamic boundary
condition which also involves the tangential Laplacian operator; the second
boundary condition in (1.2) is nonlinear with respect to u and the corresponding
stationary problem (1.7) is unusual in the sense that c and the constant have to be
determined together, while an additional constraint
R
O c dx ¼
R
O u0 dx has to be
satisﬁed. It turns out that we have to overcome the corresponding mathematical
difﬁculties, and to extend the usual Simon–Lojasiewicz inequality in our proof.
As far as parabolic equations with dynamic boundary condition is concerned, we
refer to [4–6,11] where the local existence and uniqueness of solutions to quasilinear
parabolic equations with dynamic boundary conditions has been established.
This paper is organized as follows: In Section 2 we study the stationary problem
(1.7) and solvability of its linearized problem. In Section 3 we give the detailed proof
of Theorem 1.1.
Throughout this paper, we simply denote by jj 
 jj the norm in L2ðOÞ and by
HmðOÞ the Sobolev spaces Hm;2ðOÞ with norm jj 
 jjHm :
2. Stationary problem
Let
EðuÞ ¼
Z
O
1
2
jruj2 þ 1
4
u4  1
2
u2
 	
dx þ
Z
G
ss
2
jrjjuj2 þ gs
2
u2  hsu

 
dS: ð2:1Þ
Then it has been proved in [27] that EðuÞ serves as a Lyapunov functional
for problem (1.1)–(1.3). In other words, for the smooth solution u to problem
(1.1)–(1.3), we have
d
dt
EðuÞ þ
Z
O
jrmj2 þ 1
Gs
Z
G
jutj2 dS ¼ 0: ð2:2Þ
Let
K ¼ u j uAV ;
Z
O
u dx ¼
Z
O
u0 dx
 
ð2:3Þ
which clearly is a convex closed set in V : Now we have the following result on the
stationary problem (1.7).
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Lemma 2.1. Suppose that cAH3ðOÞ and a constant satisfy (1.7). Then c is a critical
point of the functional EðuÞ over K. Conversely, if cAV is a critical point of EðuÞ over
K ; then cACN and it is a solution to problem (1.7).
Proof. If cAH3 and a constant satisfy (1.7), then for any vAV ;
R
O v dx ¼ 0; it
follows from (1.7) that
Z
O
ðDc cþ c3Þv dx ¼ 0: ð2:4Þ
By integration by parts and the boundary condition in (1.7), we get
Z
O
ðrc 
 rv  cv þ c3vÞ dx þ
Z
G
ðssrjjcrjjv  hsv þ gscvÞ dS ¼ 0 ð2:5Þ
which, by a straightforward calculation, is just the following
dEðcþ evÞ
de

e¼0
¼ 0: ð2:6Þ
Thus, c is a critical point of EðcÞ on K :
Conversely, if c is a critical point of E over K; then (2.4) holds for any vAV withR
O v dx ¼ 0: It turns out that c is a weak solution to problem (1.7). By the regularity
result for the elliptic boundary value problem in the sense of Ho¨rmander (see [27, p.
92]), and the bootstrap argument, we can conclude that cACN; and it is a classical
solution to problem (1.7). Thus, the proof is complete. &
The following lemma claims that problem (1.7) admits at least a classical solution.
Lemma 2.2. The functional EðuÞ has at least a minimizer vAK such that
EðvÞ ¼ inf
uAK
EðuÞ: ð2:7Þ
In other words, problem (1.7) admits at least a classical solution.
Proof. It is easy to see that EðuÞ is bounded from below since by the Young
inequality,
Z
O
u2 dxpe
Z
O
u4 dx þ jOj
4e
; ð2:8Þ
Z
G
hsu dSpe
Z
G
u2 dS þ h
2
s jGj
4e
; ð2:9Þ
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where jOj; jGj are the measure of O and G; respectively. Therefore, there is a
minimizing sequence unAK such that
EðunÞ- inf
uAK
EðuÞ: ð2:10Þ
Since E can be written in the form
EðuÞ ¼ 1
2
jjujj2V þ FðuÞ ð2:11Þ
with
FðuÞ ¼
Z
O
1
4
u4  1
2
u2
 	
dx 
Z
G
hsu dS; ð2:12Þ
it follows that un is bounded in V : It turns out that there is a subsequence, still
denoted by un; such that un weakly converges to v in V : Thus, vAK : Since np3; we
infer from the Sobolev imbedding theorem that un strongly converges to v in L
4: It
turns out that FðunÞ-FðvÞ: Since jjujj2V is weakly lower semi-continuous, it follows
from (2.10) that EðvÞ ¼ infuAK EðuÞ: The proof is completed. &
In preparations for the proof of Theorem 1.1, for vACN; we consider the
following linearized problem:
Luh  Dh þ 3u2h  h ¼ Const:; xAO;
Bh  ssDjjh  @nh  gsh ¼ 0; xAG;R
O h dx ¼ 0;
8><
>: ð2:13Þ
where u ¼ v þ c with c being a ﬁxed critical point of E: Let
L20ðOÞ ¼ vjvAL2ðOÞ;
Z
O
v dx ¼ 0
 
; ð2:14Þ
which is a closed subspace of L2 equipped with the usual L2 norm. We denote by P
the project operator from L2 onto L20: It turns out that for any gAL
2;
Pg ¼ g  1jOj
Z
O
g dx; ð2:15Þ
where jOj is the volume of O: For simplicity, in the following we always denote
f ðuÞ ¼ u3  u: Let
LðvÞh ¼ PðLuhÞ ¼ PðDh þ f 0ðv þ cÞhÞ ð2:16Þ
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with the domain deﬁned as follows:
DomðLðvÞÞ
¼ hAV ; LuhAL2jBhjG  ssDjjh  @nh  gshjG ¼ 0;
Z
O
h dx ¼ 0
 
: ð2:17Þ
Then if we project (2.13) onto L20ðOÞ; we get
LðvÞh  PðDh þ f 0ðv þ cÞhÞ ¼ 0; xAO;
Bh  ssDjjh  @nh  gsh ¼ 0; xAG;R
O h dx ¼ 0:
8><
>: ð2:18Þ
It is obvious that DomðLðvÞÞCL20ðOÞ is dense in L20ðOÞ; and LðvÞ maps DomðLðvÞÞ
into L20: Now we have the following result:
Lemma 2.3. LðvÞ is a self-adjoint operator on DomðLðvÞÞ:
Proof. For any two functions w1; w2ADomðLðvÞÞ; we have
ðLðvÞw1; w2Þ
¼
Z
O
ðDw1 þ f 0ðv þ cÞw1Þw2 dx
¼
Z
O
ðrw1 
 rw2 þ f 0ðv þ cÞw1w2Þ dx þ
Z
G
ðssrjjw1 
 rjjw2 þ gsw1w2Þ dS
¼
Z
O
ðDw2 þ f 0ðv þ cÞw2Þw1 dx
¼ ðw1; LðvÞw2Þ: ð2:19Þ
Thus we can easily see that LðvÞ is a self-adjoint operator in L20: &
Associated with LðvÞ; we deﬁne the bilinear form aðw1; w2Þ on V0 ¼
fwjwAV ; RO w dx ¼ 0g as follows.
aðw1; w2Þ ¼
Z
O
ðrw1 
 rw2 þ f 0ðv þ cÞw1w2Þ dx
þ
Z
G
ðssrjjw1 
 rjjw2 þ gsw1w2Þ dS: ð2:20Þ
Then, as the same for the usual second-order elliptic operator, LðvÞ þ lI with l40
being sufﬁciently large is invertible and its inverse is compact in L20: It turns out from
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the Fredholm theorem that KerðLðvÞÞ is ﬁnite dimensional. It is well known that
RanðLðvÞÞ ¼ ðKerðLðvÞÞ>: ð2:21Þ
Thus, we infer from Lemma 2.3 that
RanðLðvÞÞ ¼ ðKerðLðvÞÞÞ> ð2:22Þ
and
RanðLðvÞÞ"KerðLðvÞÞ ¼ L20ðOÞ ð2:23Þ
Next, we introduce two orthogonal projections PK and PR in L20ðOÞ; namely, PK is
the projection onto the kernel of Lð0Þ while PR is the projection onto the range of
Lð0Þ: Then, we have the following result:
Lemma 2.4. For
Lð0Þw ¼ fR
with fRAH1ðOÞ-PRL20ðOÞ; there exists a unique solution wRAH3ðOÞ-PRL20ðOÞ and
the following estimate holds:
jjwRjjH3ðOÞpCjj fRjjH1ðOÞ: ð2:24Þ
Proof. By the Fredholm alternative theorem and the regularity theorem for the
elliptic operator (see [27, p. 92]), we have a function wADomðLð0ÞÞ-H3 such that
Lð0Þw ¼ fR: Moreover, w is unique if we require wAðKer Lð0ÞÞ>; and (2.24) follows
from the elliptic regularity theory. &
3. Proof of Theorem 1.1
The proof consists of several steps.
Step 1: As was proved in [26,27], for any u0AV ; there is a unique smooth global
solution u to problem (1.1)–(1.3) such that for t40; uACN and the following
estimates hold (see [26, (5.19), (5.20), (5.27), (5.31) and (5.38)]):
jjuðtÞjj2V þ
Z t
0
jjrmjj2 þ 1
Gs
jjutjj2L2ðGÞ
 	
dtpC 8tX0; ð3:1Þ
Z t
0
tjjutjj2H1 dtpCð1þ tÞ 8t40; ð3:2Þ
ARTICLE IN PRESS
H. Wu, S. Zheng / J. Differential Equations 204 (2004) 511–531518
sup
0ptpt
ðt2jjutðtÞjj2H1ÞpCð1þ t2Þ 8t40; ð3:3Þ
Z t
0
t2 jjrmtjj2 þ
1
Gs
jjuttjj2L2ðGÞ
 
dtpCð1þ t2Þ 8t40: ð3:4Þ
In the above, C is a positive constant depending only on jju0jjV :
Moreover, for any d40; 8tXd40;
jjuðtÞjjH3pCd; jjutðtÞjjH1ðGÞpCd; jjuðtÞjjH3ðGÞpCd; jjmjjH1ðOÞpCd; ð3:5Þ
where Cd is a positive constant depending only on jju0jjV and d:
Lemma 3.1. For any given u0AV ; d40;
jjuðtÞjjH4pCd 8tXd40; ð3:6Þ
which turns out that
S
tXd uðtÞ is relatively compact in H3ðOÞ:
Proof. Let u be the solution to problem (1.1)–(1.3). Differentiating the equation
m ¼ Du þ u3  u ð3:7Þ
with respect to t twice, we get
mtt ¼ Dutt þ 3u2utt þ 6uðutÞ2  utt: ð3:8Þ
Multiplying (3.4) by utt; integrating over O and using the boundary conditions, we
obtain
jjruttjj2 þ ssjjrjjuttjj2L2ðGÞ þ gsjjuttjj2L2ðGÞ þ
1
2
d
dt
jjrmtjj2
þ 1
2Gs
d
dt
jjuttjj2L2ðGÞ þ
Z
O
3u2u2tt dx
¼ jjuttjj2 
Z
O
6uuttu
2
t dx
p2jjuttjj2 þ 9
Z
O
u2u4t dx: ð3:9Þ
To estimate the ﬁrst term on the right-hand side, we infer from the equation in (1.1)
and integration by parts that
jjuttjj2 ¼
Z
O
uttDmt dx ¼ 
Z
O
ruttrmt dxpjjruttjjjjrmtjjp12 jjruttjj2
þ 1
2
jjrmtjj2: ð3:10Þ
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To estimate the second term, using the Ho¨lder inequality and the Sobolev imbedding
theorem that when np3; H1ðOÞ+L6ðOÞ; we getZ
O
u2u4t dxpjju2jjL3ðOÞjju4t jj
L
3
2ðOÞ
¼ jjujj2L6ðOÞjjutjj4L6ðOÞpCjjujj2H1ðOÞjjutjj4H1ðOÞ: ð3:11Þ
Combining (3.9)–(3.11) yields
ssjjrjjuttjj2L2ðGÞ þ gsjjuttjj2L2ðGÞ þ
1
2
d
dt
jjrmtjj2 þ
1
2Gs
d
dt
jjuttjj2L2ðGÞ þ
Z
O
3u2u2tt dx
pjjrmtjj2 þ Cjjujj2H1ðOÞjjutjj4H1ðOÞ: ð3:12Þ
Multiplying (3.12) by t3; integrating with respect to t; and using (3.1)–(3.4), we
obtain
t3
2
jjrmtjj2 þ
t3
2Gs
jjuttjj2L2ðGÞ þ
Z t
0
t3ðssjjrjjuttjj2L2ðGÞ dtþ gsjjuttjj2L2ðGÞÞ dt
þ
Z t
0
t3
Z
O
3u2u2tt dx dt
p
Z t
0
t3jjrmtjj2 dtþ C
Z t
0
t3jjujj2H1ðOÞjjutjj4H1ðOÞ dtþ
3
2
Z t
0
t2jjrmtjj2 dt
þ 3
2Gs
Z t
0
t2jjuttjj2L2ðGÞ dt
p t þ 3
2
 	Z t
0
t2jjrmtjj2 dtþ C sup
0ptpt
t2jjutðtÞjj2H1
Z t
0
tjjutjj2H1 dt
þ 3
2Gs
Z t
0
t2jjuttjj2L2ðGÞ dt
pCð1þ t3Þ: ð3:13Þ
Dividing (3.13) by t3; then combining the resultant with (3.5) yields that for tXd40;
jjrmtjj2 þ jjuttjj2L2ðGÞpCd; ð3:14Þ
where Cd is a positive constant depending on d and jju0jjV :
By the elliptic estimate (cf. [27, (4.11), 26, p. 20]), we have
jjuðtÞjjH4ðOÞpCðjjmjjH2 þ jjutjj
H
3
2ðGÞ
þ jjhsjj
H
3
2ðGÞ
Þ: ð3:15Þ
Applying the elliptic estimates to the following boundary value problem
Dm ¼ ut;
@nmjG ¼ 0

ð3:16Þ
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yields
jjmjjH2pCðjjutjj þ jjmjjÞpCd 8tXd40: ð3:17Þ
From the dynamic boundary condition in (1.2) we infer that
1
Gs
uttjG ¼ ssDjjut  @nut  gsutjG: ð3:18Þ
By the elliptic regularity for Djj; we get for tXd40;
jjutðtÞjjH2ðGÞp CðjjuttðtÞjjL2ðGÞ þ jj@nutðtÞjjL2ðGÞ þ jjutðtÞjjL2ðGÞÞp Cd; ð3:19Þ
due to (3.5), (3.4).
Combining (3.15) with (3.19), (3.17), we obtain that for tXd40;
jjuðtÞjjH4ðOÞpCd ð3:20Þ
with Cd being a positive constant depending only on d and the norm of initial data in
V : Thus, the lemma is proved. &
The o-limit set of u0 is deﬁned as follows:
oðu0Þ ¼ fcðxÞj (tn s:t: uðx; tnÞ-cðxÞ in V ; as tn-þNg:
Then we have
Lemma 3.2. For any u0AV ; the o-limit set of u0 is a compact connect subset in H3ðOÞ:
Furthermore,
(i) oðu0Þ is invariant under the nonlinear semigroup SðtÞ defined by the solution
uðx; tÞ; i.e, SðtÞoðu0Þ ¼ oðu0Þ for all tX0:
(ii) EðuÞ is constant on oðu0Þ: Moreover, oðu0Þ consists of equilibria.
Proof. Since our system has a continuous Lyapunov functional E; the conclusion of
the present lemma follows from the well-known results in the dynamical system (e.g.,
[2, Propositions 2.1 and 2.2], [10, Theorem 4.3.3], [31, Lemma I.1.1]). Thus, the
lemma is proved. &
Step 2: Let LðvÞ : H3ðOÞ-DomðLðvÞÞ-H1-L20ðOÞ be deﬁned as follows:
LðvÞw ¼ PKw þ LðvÞw; ð3:21Þ
where, as indicated in Section 2, PK is the project operator from L20 onto KerðLð0ÞÞ:
Then it follows from Lemmas 2.3 and 2.4 that Lð0Þ is one to one, and onto.
Moreover, its inverse L1ð0Þ is a linear bounded operator from H1-L20ðOÞ to
H3-L20ðOÞ:
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Lemma 3.3. There exists a small positive constant bo1 depending on c such that if
vAH3-L20ðOÞ; jjvjjH3pb; and fAH1-L20ðOÞ; then the equation
LðvÞw ¼ f ð3:22Þ
has a unique solution w such that wAH3ðOÞ-L20ðOÞ and BwjG ¼ 0: Moreover, the
following estimate holds:
jjwjjH3pCjj f jjH1 : ð3:23Þ
Proof. By Lemma 2.4, Lð0Þ is invertible, and its inverse L1ð0Þ is a linear bounded
operator from H1-L20 into H3-L20: To see the solvability of (3.22), we rewrite (3.22)
in the form:
ðL1ð0ÞðLðvÞ  Lð0ÞÞ þ IÞw ¼ L1ð0Þf : ð3:24Þ
By the deﬁnition, ðLðvÞ  Lð0ÞÞw ¼ Pð f 0ðv þ cÞ  f 0ðcÞÞw: Since np3; we infer
from the Sobolev imbedding theorem that for jjvjjH3pbo1;
jjPð f 0ðv þ cÞ  f 0ðcÞÞwjjH1pCjjvjjH3 jjwjjH3 : ð3:25Þ
Therefore, it follows that when b is sufﬁciently small, L1ð0ÞðLðvÞ  Lð0ÞÞ is a
contraction from H3 into H3:
jjL1ð0ÞðLðvÞ  Lð0ÞÞjjLðH3;H3Þp12: ð3:26Þ
By the contraction mapping theorem, (3.24) is uniquely solvable which implies that
when jjvjjH3pbo1; LðvÞ is invertible, and (3.23) holds. Thus, the lemma is
proved. &
For any given initial datum u0AV ; by Lemma 3.2 there is an equilibrium c and a
sequence tn; tn-þN such that uðx; tnÞ-c in H3: We now prove the following
generalized Simon–Lojasiewicz inequality which extends the original one by Simon
[30] for the second-order nonlinear parabolic equation, and also the one by Rybka
and Hoffmann [28] for the Cahn–Hilliard equation with the usual boundary
condition.
Lemma 3.4. Let c be a critical point of EðuÞ belonging to oðu0Þ: Then there exist
constants yAð0; 12Þ and b040 depending on c such that for 8uAH3ðOÞ;
R
O u dx ¼R
O c dx ¼
R
O u0 dx; jju  cjjH3pb0pb; we have
jjrmjj þ jjssDjju  @nu  gsu þ hsjjL2ðGÞXjEðuÞ  EðcÞj1y ð3:27Þ
where m ¼ Du þ u3  u; as indicated in (1.1).
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Proof. As in Section 2, we denote u ¼ v þ c; and deﬁne
EðvÞ ¼ EðuÞ ¼ Eðv þ cÞ: ð3:28Þ
Let
MðvÞ ¼ PðDðv þ cÞ þ f ðv þ cÞÞ; ð3:29Þ
where P is the project operator from L2 into L20; as introduced in Section 2. Then,
we have
jjMðvÞjjH1 ¼ jjrMðvÞjj ¼ jjrmjj: ð3:30Þ
Here the equivalent H1 norm in H1-L20 is used. Furthermore, MðvÞ maps
vAH3ðOÞ-L20ðOÞ into H1-L20ðOÞ:
Let N be a nonlinear operator from vAH3-L20-fjjvjjH3pbg into H1-L20 deﬁned
as follows:
NðvÞ ¼ PKv þ MðvÞ: ð3:31Þ
Hence, NðvÞ is holomorphic and its Frechet derivative is LðvÞ:
DNðvÞh ¼ LðvÞh: ð3:32Þ
Since LðvÞ is invertible for jjvjjH3pb; by the abstract implicit function
theorem (see, e.g., [21]), there exist neighborhoods of the origin
W1ð0ÞCH3-L20ðOÞ and W2ð0ÞCH1-L20ðOÞ; and a holomorphic inverse
projection C of N such that C : W2ð0Þ-W1ð0Þ is a one-to-one and onto mapping.
Moreover,
NðCðgÞÞ ¼ g 8gAW2ð0Þ; ð3:33Þ
CðN ðvÞÞ ¼ v 8vAW1ð0Þ ð3:34Þ
and
jjCðg1Þ Cðg2ÞjjH3pCjjg1  g2jjH1 8g1; g2AW2ð0Þ; ð3:35Þ
jjN ðv1Þ  N ðv2ÞjjH1pCjjv1  v2jjH3 8v1; v2AW1ð0Þ: ð3:36Þ
It follows from N ½CðgÞ ¼ g that DN 
 DC ¼ I : Therefore, DCðgÞ ¼ L1ðCðgÞÞ: We
infer from Lemma 3.3 that jjDCjjLðH1;H3ÞpC:
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Let f1;y;fm be the orthogonal unit vectors spanning Ker Lð0Þ: Since C is
holomorphic, it turns out that
GðxÞ :¼ E C
Xm
i¼1
xifi
 ! !
ð3:37Þ
is analytic for small jxj such that PKv ¼
Pm
i¼1
xifiAW2ð0Þ:
In what follows we will show that for any v satisfying PKv ¼
Pm
i¼1
xifiAW2ð0Þ; we
have
jrGðxÞjpCðjjMðvÞjjH1 þ jjssDjjv  @nv  gsvjjL2ðGÞÞ: ð3:38Þ
Indeed, a straightforward calculation, using (3.37) and integration by parts, yields
@GðxÞ
@xi
¼
Z
O
MðCðPKvÞÞDCðPKvÞfi dx
þ
Z
G
ðssDjjCðPKvÞ  @nCðPKvÞ  gsCðPKvÞÞDCðPKvÞfi dS
:¼ I1 þ I2: ð3:39Þ
For the ﬁrst part on the right-hand side of (3.39), we have
jI1jp jjMðCðPKvÞÞjj 
 jjDCðPKvÞfijj
pCjjMðCðPKvÞÞjjH1
pCðjjMðCðPKvÞÞ  MðvÞjjH1 þ jjMðvÞjjH1Þ: ð3:40Þ
Recalling the deﬁnition of C and noticing that v ¼ CðPKv þ MðvÞÞ; and LðvÞ is a
continuous operator from H3ðOÞ to H1ðOÞ; we have
jjMðCðPKvÞÞ  MðvÞjjH1
p
Z 1
0
Lðtv þ ð1 tÞCðPKvÞÞðCðPKv þ MðvÞÞ CðPKvÞÞ dt




H1
pCjjCðPKv þ MðvÞÞ CðPKvÞjjH3
¼ C
Z 1
0
DCðPKv þ tMðvÞÞMðvÞ dt




H3
: ð3:41Þ
From Lemma 3.4, and jjDCjjLðH1;H3ÞpC we infer that
jjMðCðPKvÞÞ  MðvÞjjH1pCjjMðvÞjjH1 : ð3:42Þ
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Combining (3.40) with (3.42) yields
jI1jpCjjMðvÞjjH1 ð3:43Þ
and
jjCðPKvÞ  vjjH3 ¼ jjCðPKvÞ CðPKv þ MðvÞÞjjH3pCjjMðvÞjjH1 : ð3:44Þ
Next for I2; using the trace theorem and applying (3.44), we get
jI2jpCjjssDjjCðPKvÞ  @nCðPKvÞ  gsCðPKvÞjjL2ðGÞ
pCðjjssDjjðCðPKvÞ  vÞ  @nðCðPKvÞ  vÞ  gsðCðPKvÞ  vÞjjL2ðGÞ
þ jjssDjjv  @nv þ gsvjjL2ðGÞÞ
pCðjjCðPKvÞ  vjjH2ðGÞ þ jjssDjjv  @nv þ gsvjjL2ðGÞÞ
pCðjjCðPKvÞ  vjjH3 þ jjssDjjv  @nv þ gsvjjL2ðGÞÞ
pCðjjMðvÞjjH1 þ jjssDjjv  @nv þ gsvjjL2ðGÞÞ: ð3:45Þ
Combining (3.45) with (3.40) yields that for 1pipm;
@GðxÞ
@xi

pCðjjMðvÞjjH1 þ jjssDjjv  @nv þ gsvjjL2ðGÞÞ: ð3:46Þ
It turns out that
jrGðxÞj ¼
Xm
i¼1
@GðxÞ
@xi


2
 !1
2
p CðjjMðvÞjjH1 þ jjssDjjv  @nv þ gsvjjL2ðGÞÞ: ð3:47Þ
We now want to estimate jEðCðPKvÞÞ  EðvÞj: By the Newton–Leibniz formula, we
have
jEðCðPKvÞÞ  EðvÞj
p
Z 1
0
Z
O
Mðv þ tðCðPKvÞ  vÞÞðCðPKvÞ  vÞ dx dt


þ
Z 1
0
Z
G
½ssDjjðv þ tðCðPKvÞ  vÞÞ  @nðv þ tðCðPKvÞ  vÞÞ

 gsðv þ tðCðPKvÞ  vÞÞðCðPKvÞ  vÞ dS dt

:¼ I3 þ I4: ð3:48Þ
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Using v ¼ CðMðvÞ þPKvÞ and referring to (3.42), for I3 we have
I3p max
0ptp1
jjMðv þ tðCðPKvÞ  vÞÞjj 
 jjCðPKvÞ  vjj
pCjjMðvÞjjH1 max
0ptp1
jjMðv þ tðCðPKvÞ  vÞÞ  MðvÞjjH1 þ jjMðvÞjjH1
 	
pCjjMðvÞjjH1 C max
0ptp1
jjv þ tðCðPKvÞ  vÞ  vjjH3 þ jjMðvÞjjH1
 	
pCjjMðvÞjj2H1 : ð3:49Þ
By the Ho¨lder inequality and the trace theorem, we have the following estimate for
I4:
I4p max
0ptp1
ðjjssDjjv  @nv  gsvjjL2ðGÞ þ tjjssDjjðCðPKvÞ  vÞ
 @nðCðPKvÞ  vÞ  gsðCðPKvÞ  vÞjjL2ðGÞÞjjCðPKvÞ  vjjL2ðGÞ
pCðjjssDjjv  @nv  gsvjjL2ðGÞ þ jjCðPKvÞ  vjjH3ÞjjCðPKvÞ  vjjH3 : ð3:50Þ
Combining (3.50) with (3.44) yields
I4pCðjjssDjjv  @nv  gsvjjL2ðGÞ þ jjMðvÞjjH1ÞjjMðvÞjjH1 : ð3:51Þ
Finally, from (3.51), (3.48) we deduce the following estimate on jEðCðPKvÞÞ  EðvÞj:
jEðCðPKvÞÞ  EðvÞj
pCðjjssDjjv  @nv  gsvjjL2ðGÞ þ jjMðvÞjjH1ÞjjMðvÞjjH1
pCðjjssDjjv  @nv  gsvjjL2ðGÞ þ jjMðvÞjjH1Þ2: ð3:52Þ
Since GðxÞ ¼ EðCðPKvÞ : Rm-R is real analytic for small jxj and rGð0Þ ¼ 0; we
have the following Lojasiewicz inequality on analytic functions deﬁned on Rm (see
[16–18]): for jxjpb1pb;
jrGðxÞjXjGðxÞ  Gð0Þj1y0 ; ð3:53Þ
where y0Að0; 1
2
Þ:
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Thus from (3.47), (3.53) and (3.52) we infer that
CðjjMðvÞjjH1 þ jjssDjjv  @nv þ gsvjjL2ðGÞÞ
XjrGðxÞjXjGðxÞ  Gð0Þj1y0
¼ jGðxÞ  EðvÞ þ EðvÞ  Gð0Þj1y0
X
1
2
jEðvÞ  Gð0Þj1y0  C1jGðxÞ  EðvÞj1y
0
X
1
2
jEðvÞ  Gð0Þj1y0  C1ðjjssDjjv  @nv  gsvjjL2ðGÞ
þ jjMðvÞjjH1Þ2ð1y
0Þ: ð3:54Þ
Hence,
jEðvÞ  Gð0Þj1y0
pðjjssDjjv  @nv  gsvjjL2ðGÞ þ jjMðvÞjjH1Þ
 ð2C þ 2C1ðjjssDjjv  @nv  gsvjjL2ðGÞ þ jjMðvÞjjH1Þ2ð1y
0Þ1Þ: ð3:55Þ
Since 0oy0o12; 2ð1 y0Þ  140: Thus, we can choose smaller b2ob1 such that when
jjvjjH3pb2;
ðjjssDjjv  @nv  gsvjjL2ðGÞ þ jjMðvÞjjH1Þ2ð1y
0Þ1o1: ð3:56Þ
Then it follows from (3.55) that
jEðvÞ  Gð0Þj1y0pCðjjssDjjv  @nv  gsvjjL2ðGÞ þ jjMðvÞjjH1Þ: ð3:57Þ
Next we choose e , 0oeoy0 and b0ob2 such that for jjvjjH3pb0;
1
C
jEðvÞ  Gð0ÞjeX1: ð3:58Þ
Setting y ¼ y0  eAð0; 1
2
Þ; we ﬁnally have for jjvjjH3pb0;
jjssDjjv  @nv  gsvjjL2ðGÞ þ jjMðvÞjjH1XjEðvÞ  Gð0Þj1y ¼ jEðuÞ  EðcÞj1y: ð3:59Þ
By (3.30), (3.59) is exactly (3.27). Thus, the lemma is proved. &
Step 3: After the previous preparations, we now proceed to ﬁnish the proof of
Theorem 1.1, following a simple argument introduced in [13] in which the key
observation is that after certain time t0; the solution u will fall into the small
neighborhood of c; and stay there forever.
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As shown before, there is a sequence tn; tn-þN such that
uðx; tnÞ-cðxÞ ð3:60Þ
in H3: On the other hand, it follows from (2.2) that EðuÞ is decreasing with time. We
now consider all possibilities.
(1) If there is t040 such that at this time EðuÞ ¼ EðcÞ; then for all t4t0; we deduce
from (2.2) that u is independent of t: Since uðx; tnÞ-c; the theorem is proved.
(2) If there is t040 such that for all tXt0; v ¼ u  c satisﬁes the condition of
Lemma 3.4, i.e., jjvjjH3pb0; then for yAð0; 12Þ as introduced in Lemma 3.4, we
have
d
dt
ðEðuÞ  EðcÞÞy ¼ yðEðuÞ  EðcÞÞy1dEðuÞ
dt
: ð3:61Þ
Combining it with (3.27), (2.2) yields
d
dt
ðEðuÞ  EðcÞÞy þ y
2
minf1;Gsg jjrmjj þ 1Gs jjutjjL2ðGÞ
 	
p0: ð3:62Þ
Integrating from t0 to t; we get
ðEðuÞ  EðcÞÞy þ y
2
minf1;Gsg
Z t
t0
jjrmjj þ 1
Gs
jjutjjL2ðGÞ
 	
dt
pðEðuðt0ÞÞ  EðcÞÞy: ð3:63Þ
Since EðuÞ  EðcÞX0; we haveZ t
t0
ðjjrmjj þ 1
Gs
jjutjjL2ðGÞÞ dtoþN: ð3:64Þ
Noticing (1.1), (1.2), we have
Dm ¼ ut;
@nmjG ¼ 0:

ð3:65Þ
If we denote the dual space of H1-L20 by H1; then it easily follows from the above
that jjrmjj ¼ jjutjjH1 : Thus, we deduce from (3.64) that for all tXt0;Z t
t0
jjutjjH1 dtpC ð3:66Þ
which easily implies that as t-þN; uðx; tÞ converges in H1: Since the orbit is
compact in H3; we can deduce from uniqueness of limit that (1.6) holds, and the
theorem is proved.
(3) It follows from (3.60) that for any e40 with eob0; there exists an integer N such
that when nXN;
jjuð
; tnÞ  cjjH1pjjuð
; tnÞ  cjjH3p
e
2
; ð3:67Þ
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1yminfGs; 1g ðEðuðtnÞÞ  EðcÞÞ
yoe
4
: ð3:68Þ
Deﬁne
%tn ¼ supft4tnj jjuð
; sÞ  cjjH3ob0 8sA½tn; tg: ð3:69Þ
It follows from (3.68) and continuity of the orbit in H3 that %tn4tn for all nXN: Then
there are two possibilities:
(i) If there exists n0XN such that %tn0 ¼ þN; then from the previous discussions in
(1), (2), the theorem is proved.
(ii) Otherwise, for all nXN; we have tno%tnoþN; and for all tA½tn; %tn;
EðcÞoEðuðtÞÞ: Then from (3.63) with t0 being replaced by tn; and t being
replaced by %tn we deduce thatZ %tn
tn
jjutjjH1 dtp
2
yminfGs; 1gðEðuðtnÞÞ  EðcÞÞ
yoe
2
: ð3:70Þ
Thus, it follows that
jjuð%tnÞ  cjjH1pjjuðtnÞ  cjjH1 þ
Z %tn
tn
jjutjjH1 dtoe ð3:71Þ
which implies that when n-þN;
uð%tnÞ-c in H1ðOÞ:
Since
S
tXd
uðtÞ is relatively compact in H3ðOÞ; there exists a subsequence of fuð%tnÞg;
still denoted by fuð%tnÞg converging to c in H3ðOÞ; i.e., when n is sufﬁciently
large,
jjuð%tnÞ  cjjH3 ob0
which contradicts the deﬁnition of %tn that jjuð
; %tnÞ  cjjH3 ¼ b0: Thus, the theorem is
proved.
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