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1. Introduction
The mutual interaction between a fluid flow and a deforming structure is re-
ferred to as fluid-structure interaction (FSI). Life-saving examples are the opening
of a parachute [1] or an air bag [2]. Undesired occurrences of fluid-structure inter-
action are collapses of bridges [3] and cooling towers due to wind and also flutter
of aircraft wings [4] and turbine blades [5]. In the biomedical field, the interaction
between an elastic artery [6, 7] or a heart chamber [8] and the blood that flows
through them is of interest. Also for the design of artificial heart valves [9, 10],
fluid-structure interaction needs to be taken into account.
For the simulation of fluid-structure interaction, there are two approaches.
Monolithic simulation techniques solve the governing equations of the fluid flow
and the structure simultaneously [11–14]. Conversely, partitioned techniques solve
the flow equations and the structural equations separately. An advantage of the
partitioned approach to simulate this coupled problem is that the flow equations
and the structural equations can be solved with a different solution technique.
Moreover, the partitioned approach allows to couple existing flow solvers and
structural solvers.
In this article, the focus lies on partitioned simulation techniques which couple
the flow solver and the structural solver as ‘black boxes’, which means that the dis-
cretization and solution techniques of the solvers do not have to be known. These
techniques can be categorized as explicit or implicit. Several explicit (also known
as loosely or weakly coupled) partitioned techniques exist [4, 15–18], which are
suitable for aeroelastic simulations [19]. These techniques solve the flow equa-
tions and the structural equations separately and only once (or a fixed number of
times) in each time step. Therefore, these techniques do not impose the equilib-
rium of the traction and velocity (or displacement) on the fluid-structure interface,
which results in restrictions on the time step for stability reasons [19–21].
Implicit (or strongly coupled) partitioned techniques enforce the equilibrium
of the traction and velocity (or displacement) on the fluid-structure interface in
each time step. This can be achieved by, for example, Gauss-Seidel iterations or
Newton-Raphson iterations. During Gauss-Seidel iterations in a time step, the
flow equations and the structural equations are solved successively until some
convergence tolerance is reached. After the solution of the flow equations, the
boundary condition on the solid side of the interface is updated and vice versa.
Once these coupling iterations within the time step have converged, the solution
is the same as would have been found with a monolithic solver. Several strongly
coupled partitioned techniques are able to couple ‘black-box’ solvers, for example
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Gauss-Seidel iterations with Aitken relaxation [22–24], the Interface Generalized
Minimal Residual method (Interface-GMRES) [25], the Interface Block Quasi-
Newton technique with an approximation for the Jacobians from Least-Squares
models (IBQN-LS) [26] and the Interface Quasi-Newton technique with an ap-
proximation for the Inverse of the Jacobian from a Least-Squares model (IQN-
ILS) [27]. The convergence and stability properties of various of these methods
are compared in [28].
Vector extrapolation [29, 30] can also be used. However, Küttler and Wall
[31] conclude that Aitken relaxation is much simpler to implement and yields a
faster simulation in many cases. Vector extrapolation methods perform a number
of Gauss-Seidel iterations (with relaxation) before they extrapolate. By contrast,
quasi-Newton methods like IQN-ILS perform only one Gauss-Seidel iteration at
the beginning of the time step, followed by quasi-Newton steps. This is a major
difference between the vector extrapolation methods and the quasi-Newton meth-
ods. Nevertheless, there is a similarity between the extrapolation itself and the
rank-one update of the Jacobian’s inverse by the quasi-Newton method. For a
more detailed comparison, the reader is referred to [32].
Also the coupling iterations of the implicit partitioned techniques can suffer
from stability issues. Consider, for example, Gauss-Seidel coupling iterations for
a given fluid-structure interaction problem with a Dirichlet-Neumann decomposi-
tion. Once the coupling iterations have converged, the final solution of the time
step takes into account the interaction between the fluid and the structure (up to the
convergence tolerance of the coupling iterations). However, during the solution
of the flow equations, all structural degrees of freedom are fixed and vice versa.
Hence, this coupling technique treats the interaction implicitly in each time step
but explicitly in each coupling iteration within a time step. The explicit treatment
of the interaction during the coupling iterations can cause divergence of the Gauss-
Seidel iterations with a Dirichlet-Neumann decomposition. Implicit treatment of
the interaction during the coupling iterations can be achieved with (quasi-)Newton
techniques.
Several stability analyses have been performed for the incompressible, invis-
cid flow in a straight, elastic tube. The parameters in these analyses are the length,
radius and thickness of the tube, the density of the fluid and the structure, and
the elastic properties of the structure. Causin et al. [20] determined the maxi-
mal relaxation factor that leads to convergence of Gauss-Seidel iterations for a
Dirichlet-Neumann and a Neumann-Dirichlet decomposition of the fluid-structure
interaction problem. Badia et al. [33] did the same for Robin-Dirichlet and Robin-
Neumann decomposition. Degroote et al. performed a Fourier decomposition of
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the difference between the correct interface displacement and the interface dis-
placement during a Gauss-Seidel coupling iteration with a Dirichlet-Neumann
decomposition, first using an independent rings model without inertia in the struc-
ture [34] and later using an interacting segments model with structural inertia [35].
These Fourier analyses showed that typically only a fraction of all Fourier modes
is unstable, notably the modes with a low wave number. Moreover, van Brum-
melen [28] come to the same conclusion using a semi-infinite open fluid domain
bounded by a string or a beam, which demonstrates that this conclusion is not
model dependent.
The above mentioned difference between the correct interface displacement
and the interface displacement during a coupling iteration is further referred to
as the error. Figure 1 depicts the amplification of the different wave numbers in
this error during Gauss-Seidel coupling iterations for the calculation of the flow
in a 1D flexible tube with a Dirichlet-Neumann decomposition (see Section 5.1
for the model description) [34]. In this figure, the time step is small and the
structural stiffness is low. In every Gauss-Seidel coupling iteration, the amplitude
of each Fourier mode in the error is multiplied with the amplification factor for
the corresponding wave number. In this case, the modes with a wave number
between 0 and π/4 are unstable because they have an amplification factor larger
than one and so they will grow in each Gauss-Seidel iteration. One unstable mode
is sufficient to cause divergence of the Gauss-Seidel iterations.
From these stability analyses and Figure 1, two lessons can be learnt, as will be
explained below. While the standard, one-level IQN-ILS technique only takes ad-
vantage of the first one, the multi-level IQN-ILS (ML-IQN-ILS) technique, which
is introduced in this article, takes advantage of both of them.
From Figure 1, it can be observed that only a fraction (approximately a quarter
in this case) of the modes is unstable during Gauss-Seidel coupling iterations with
a Dirichlet-Neumann decomposition. As mentioned above, Gauss-Seidel itera-
tions with a Dirichlet-Neumann decomposition treat the interaction between the
fluid and the structure explicitly during a coupling iteration because they solve the
flow equations with all structural degrees of freedom fixed and vice versa. Thus
only a fraction of the Fourier modes is unstable in the case of explicit treatment of
the interaction during the coupling iterations. Only these unstable modes need to
be treated implicitly during the coupling iterations. For the modes with an error
amplification smaller than one in Figure 1, Gauss-Seidel iterations are an accept-
able solutions strategy. From the Fourier analyses, it can thus be derived that no
full-rank exact Jacobian is required to obtain fast convergence, which explains
the performance of quasi-Newton methods like standard IQN-ILS and IBQN-LS.
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The first lesson is that if a quasi-Newton technique like IQN-ILS is used for the
implicit treatment of the interaction, then only a low-rank approximation for the
exact Jacobian is required, as long as it represents the behaviour of the small
fraction of unstable and slowly converging modes. For the modes which are not
included in the Jacobian of this quasi-Newton technique, the inverse of this Ja-
cobian corresponds with minus the identity matrix so the quasi-Newton iterations
are equivalent to Gauss-Seidel iterations (see Eq. (30)) [32].
It can also be noticed in Figure 1 that the error modes with a low wave number
have the highest amplification and are consequently most unstable. Based on this
insight, the second lesson is that, due to their low wave number, the behaviour of
the unstable modes can be determined on a relatively coarse grid. The new ML-
IQN-ILS technique uses more than one grid level, each with a different number of
grid points. It first calculates the coupled solution on the coarsest grid level and
constructs the low-rank approximation for the inverse of the Jacobian as present
in standard IQN-ILS while doing so. Subsequently, coupling iterations are per-
formed on the second, finer grid level, during which the approximation for the
inverse of the Jacobian obtained on the coarsest grid level is further improved by
performing coupling iterations. This procedure is then repeated until the solution
on the finest grid level has been found. This procedure will be explained in detail
further in this work.
The goal of the multi-level IQN-ILS technique is thus to obtain the low-rank
approximation for the inverse of the Jacobian required for the convergence of the
coupling iterations on the finest grid level at a lower cost, by constructing it partly
on coarser grid levels. As this reduces the number of coupling iterations on the
finest grid level and as the cost of the coupling iterations on the coarser grid levels
is low, the total time required to solve the coupled problem decreases. This new
multi-level approach is depicted in Figure 2 for two grid levels. As only data
on the fluid-structure interface is exchanged, this partitioned multi-level coupling
technique can couple black-box solvers.
The name multi-grid is not used because it already refers to a common solution
technique [36], which has been used for fluid-structure interaction simulations in
for example [14, 37, 38] and which is different from the ML-IQN-ILS coupling
technique presented here. A major difference is that in the standard multi-grid
technique, the coarse grids provide a correction for the smooth error components
on the fine grids. By contrast, the presented ML-IQN-ILS technique uses the
coarse grids to generate an approximation for the inverse of the Jacobian on the
fine grids. Accordingly, the ML-IQN-ILS technique begins each time step on
the coarsest grid and ends on the finest grid. Hence, at variance with the stan-
5
dard multi-grid technique, the presented ML-IQN-ILS technique does not revisit
the coarse grids during the solution process for a time step. While the different
grid levels in multi-grid techniques are hierarchical, they are completely indepen-
dent in the ML-IQN-ILS technique. As can be seen in Figure 2, the presented
ML-IQN-ILS technique uses no communication between the different grid levels
during the coupling iterations in a time step. Only data on the fluid-structure in-
terface is exchanged between the different grid levels of the fluid and structure
subdomains and the so-called ‘coupling grid’ which has a fine resolution.
Although not required, the calculation in the fluid and/or structure subdomains
on each grid level could be performed with a multi-grid solver. In that case, how-
ever, the coarse grids used in the multi-grid solver would be independent of and
totally unrelated to the coarse grids used on the different levels by the ML-IQN-
ILS coupling technique presented in this article. Also no coupling iterations would
be performed between the coarse grid problems of the multi-grid solvers. In fact,
the solution techniques used in the flow solver and structural solver are not inter-
fering with the ML-IQN-ILS coupling technique, which allows both solvers to be
black-box solvers.
From the wide range of applications, the standard IQN-ILS coupling algorithm
can be considered suitable for the partitioned solution of fluid-structure interac-
tion problems in general, especially if they require implicit coupling and if the user
wants to treat the flow solver and the structural solver as black boxes. Conversely,
the presented multi-level algorithms are particularly developed for problems with
fine grids where the phenomena driving the fluid-structure interaction can be de-
scribed on a coarser grid. This will be demonstrated by the numerical examples.
The remainder of this article is organized as follows. Section 2 gives a brief
overview of the governing equations and the notations. The interpolation between
the different grid levels is described in Section 3, before the detailed explana-
tion of ML-IQN-ILS in Section 4. As multi-level IBQN-LS (ML-IBQN-LS) is
obtained from IBQN-LS in a similar way as ML-IQN-ILS from IQN-ILS, this
derivation is provided in Appendix A. Numerical results in Section 5 for the flow
in a one-dimensional (1D) tube and the propagation of a pressure wave in a three-
dimensional (3D) tube illustrate the performance of ML-IQN-ILS and ML-IBQN-
LS compared to the standard, one-level IQN-ILS and IBQN-LS. Finally, Section 6
offers the conclusions. Appendix B compares IQN-ILS with Interface-GMRES.
6
2. Governing equations
Figure 3 depicts an abstract fluid-structure interaction problem. The subdo-
mains are indicated as Ωf and Ωs and their boundaries as Γf and Γs, with the
subscripts f and s respectively denoting fluid and structure. The fluid-structure
interface Γfs = Γf ∩ Γs is the common boundary of these subdomains. ~ex, ~ey
and ~ez are the unit vectors in the horizontal, vertical and out-of-plane direction,
respectively.
2.1. Flow equations
This article only considers incompressible fluids as they prove to be most
challenging for the partitioned fluid-structure interaction techniques. However,
it would be no problem to consider compressible fluids instead. The unsteady
flow of an incompressible fluid is governed by the conservation of mass and the
Navier-Stokes equations, given by




+ ρf∇ · (~v~v)−∇ · σ̄f = ~ff (1b)
for ~x ∈ Ωf . In these equations, ρf is the fluid density, ~v the fluid velocity and t the
time. ~ff represents the body forces per unit of volume on the fluid. For Newtonian
fluids with dynamic viscosity µf , the stress tensor σ̄f is defined as
σ̄f = −pĪ + 2µf ε̄f (2a)














−∇ · σ̄s = ~fs (3)
for ~x ∈ Ωs with ρs the structural density and ~fs the body forces per unit volume on
the structure. The Cauchy stress tensor σ̄s relates forces in the deformed configu-
ration to areas in the deformed configuration, whereas the second Piola-Kirchhoff
7
stress tensor S̄ combines forces in the reference configuration with areas in the
reference configuration. The relation between these tensors is given by
S̄ = JF̄−1σ̄sF̄
−T (4)
with F̄ the deformation gradient tensor and J = det(F̄ ). In large displacement
calculations, the relation between the second Piola-Kirchhoff stress tensor S̄s and
the Green-Lagrange strain tensor Ēs is imposed by the constitutive equation of the





∇~u+ (∇~u)T + (∇~u)T∇~u
]
(5)
for large displacements. All displacements are relative to the initial geometry.
2.3. Equilibrium conditions






and the dynamic condition
σ̄f · ~nf = −σ̄s · ~ns, (7)
which stipulate that the velocity and the traction have to be the same on both sides
of the interface. The vector ~nf (~ns) is the unit normal that points outwards from
the subdomain Ωf (Ωs). Appropriate boundary conditions are imposed on Γf \Γfs
and on Γs \Γfs, depending on the problem at hand. A Dirichlet-Neumann decom-
position of the fluid-structure interaction problem is applied, so the flow equations
are solved with a given velocity (or displacement) of the fluid-structure interface
and the structural equations are solved with a given traction on the interface.
2.4. Discrete equations
The flow equations and the structural equations are discretized in space and
time with a method of choice, which results in a system of coupled discrete equa-
tions with the flow variables and the structural variables as unknowns. The dis-
crete flow equations are represented by F, the discrete structural equations by S.
The vector v groups all flow variables (velocity, pressure, etc.) in Ωf ; the vector
u groups all structural variables (displacement, stress, etc.) in Ωs. The displace-
ment of the interface Γfs with respect to the initial geometry is represented by
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the vector d and the traction on the interface by the vector s. In the case of
a Dirichlet-Neumann decomposition, the displacement of the interface is consid-
ered as a function of the structural degrees of freedom (d = d(u)) and the traction
on the interface as a function of the flow degrees of freedom (s = s(v)). Hence,
the coupled problem can be written as
{
F(v,d(u)) = 0
S(u, s(v)) = 0
(8)
in which all variables are at the new time level tn+1; the dependence of the solution
on the variables at tn, tn−1, . . . is hidden.
The flow solver calculates the flow variables v that satisfy F(v,d(u)) = 0
for a given interface displacement d. From the flow field v, the traction on the
interface s is extracted. Therefore, the flow solver is represented by the function
s = F(d). (9)
Similarly, the structural solver calculates the structural variables u that satisfy
S(u, s(v)) = 0 for a given traction on the interface s. The displacement of the
interface d is subsequently extracted fromu, so the structural solver is represented
by
d = S(s). (10)
The flow solver and the structural solver defined above are considered as black-
box functions, which can be evaluated for a given value of their argument but
whose Jacobian matrices are inaccessible. The input and output of these functions
are limited to the fluid-structure interface.
3. Interpolation on the interface
As the multi-level coupling techniques use several grid levels for the flow
equations and the structural equations, data has to be interpolated between dif-
ferent discretizations of the fluid-structure interface. However, even though the
discretization of the interface inside the flow solver and the structural solver de-
pends on the grid level, all operations of the coupling algorithm are performed
on a unique grid, the so-called ‘coupling grid’ (see Figure 2). For the examples
shown in this work, this coupling grid is identical to the interface discretization of
the finest fluid grid.
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Four different interpolations on the fluid-structure interface are required per
coupling iteration. In each coupling iteration, the displacement is interpolated
from the coupling grid to the interface of the current fluid grid, the flow equations
are solved and the resulting distribution of the traction vector is interpolated from
the interface of the fluid grid to the coupling grid. Subsequently, a distribution
of the traction vector is interpolated from the coupling grid to the interface of the
structural grid and the structural equations are solved, followed by interpolation
of the displacement from the interface of the structural grid to the coupling grid.
In line with the definition of the flow solver and structural solver as black-
box functions, the interpolation on the interface should not require access to the
discretization in the solvers. Therefore, interpolation with radial basis functions is
applied [39–41]. However, if a single interpolant would be created using all points
on the interface, then a linear system with dimension proportional to the number
of points on the interface would have to be solved to calculate the interpolation
coefficients. The sparsity and condition number of this system would depend
on the radius of the radial basis functions. To avoid the solution of this relatively
large linear system, a local interpolant is constructed in the neighbourhood of each
point on the interface. The coefficients of the local interpolant at a given point are
calculated by solving a small linear system, based on the points in the immediate
vicinity, as explained below. Many other interpolation techniques could be used
instead but the interpolation is not the focus of this work.
The interpolation of a general variable z from grid a to grid b is described
below. The variable z represents a component of the interface displacement ~u or
traction σ̄ · ~n in direction ~ex, ~ey or ~ez. As values are interpolated between the
coupling grid and the fluid or structural side of the interface, either grid a or grid
b is equal to the coupling grid and the other one is the fluid-structure interface of
a grid level in either the fluid or structure subdomain. For each point ~xb,k (k =
1, . . . ,mb) on grid b, three different steps are performed, namely first selection
of the m points on grid a nearest to ~xb,k, then construction of the interpolant and
finally the interpolation itself. Apart from the selection of the nearest points, the
computing time of this interpolation procedure scales linearly with the number of
points on the interface.
The selection of the m nearest points in the first step is based on the Euclidean
distance between the point ~xb,k and the points ~xa,j (j = 1, . . . ,ma) on grid a.
Without countermeasures, incorrect points could be selected if the structure con-
tains surfaces which are close to each other or sharp corners (see Figure 4). To
avoid such problems, the fluid-structure interface has to be divided into a number
of surfaces manually. Of course, the fluid grid, the structural grid and the cou-
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pling grid have to be divided in the same way so that there is a one-to-one relation
between the surfaces on the different grids. Corners should only be present at the
common boundary of two surfaces and not within a surface. For point ~xb,k on a
given surface of grid b, only the points ~xa,j on the corresponding surface of grid a
are considered when the nearest points are searched.
Through the values za,j at the points ~xa,j (j = 1, . . . ,m) around ~xb,k, a radial




αjφr(||~x− ~xa,j||) + p(~x). (11)
The scalars αj are the coefficients of the scaled basis function φr(|| · ||) which is
radial with respect to the Euclidean distance
||~x|| =
√
x21 + . . .+ x
2
d, (12)
with d the dimension. In this work, a function introduced by Wendland [40] is
used as basis function, namely
φ(||~x||) = (1− ||~x||)4+(4||~x||+ 1). (13)
The plus-sign behind the first term denotes that this term is zero if 1 − ||~x|| < 0
such that φ has a compact support, which means that it is zero if ||~x|| > 1. The
scaled basis function φr(|| · ||) with radius r is then defined as
φr(||~x||) = φ(||~x||/r). (14)




||~xa,j − ~xb,k||. (15)
The term p in Eq. (11) is a low-degree polynomial. Combined with the radial
basis function in Eq. (13), a linear polynomial
p(~x) = β0 + β1x1 + . . .+ βdxd (16)
yields a unique interpolant [40]. Moreover, linear polynomials are captured ex-
actly by the interpolant, so rigid body translations are exactly recovered when z
represents a component of the displacement.
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The coefficients αj (j = 1, . . . ,m) and βj′ (j′ = 0, . . . , d) are determined by
the interpolation conditions
z(~xa,j) = za,j (17)
for j = 1, . . . ,m and the additional conditions
m∑
j=1
αjq(~xa,j) = 0 (18)
for all polynomials q with a degree lower than the degree of p. All these conditions














with the vector za ∈ Rm×1 containing the za,j , α ∈ Rm×1 the αj and β ∈
R(d+1)×1 the βj′ . The symmetric matrix Φ ∈ Rm×m has as elements the evalua-
tions of the basis function
Φk,j = φr(||~xa,k − ~xa,j||) (20)
and the j th row of matrix P ∈ Rm×(d+1) is given by
[
1 xa,j,1 . . . xa,j,d
]
. (21)
After the calculation of the coefficient vector from Eq. (19), the value of z at

















with the row matrix Φ′ ∈ R1×m containing the evaluations of the basis function
Φ′1,j = φr(||~xb,k − ~xa,j||) (23)
and the row matrix P ′ ∈ R1×(d+1) given by
P ′ =
[
1 xb,k,1 . . . xb,k,d
]
. (24)











as the last d + 1 columns are always multiplied by zero. Hence, the interpolation
can be written as
z(~xb,k) = Hza. (26)
As H does not depend on z, each component of the displacement or traction at a
given point of grid b is interpolated with the same H . In this article, the matrices
H are calculated once using the initial position of the grids, but it is of course
possible to recalculate these matrices in each coupling iteration.
4. ML-IQN-ILS
In the explanation of this coupling algorithm, a prime denotes the Jacobian
matrix of a function and a hat refers to an approximation. The output of a solver
is indicated with a tilde as it is often not the same as the input of the other solver.
For example, the displacement calculated by the structural solver is indicated with
a tilde because it is different from the displacement used by the flow solver in the
same coupling iteration. The grid level is indicated with a subscript i and the
coupling iteration within time step n + 1 with a superscript k. The superscript
n + 1 is omitted wherever possible. The standard algorithm with a single grid
level is described first, followed by the multi-level algorithm with g grid levels.
The first grid level is the coarsest grid level and the gth grid level is the finest one.
The FSI problem reformulated as a set of nonlinear equations in the interface’s
displacement
R(d) = S ◦F(d)− d = 0 (27)
can be solved by means of Newton-Raphson iterations
solve R′k∆dk = −rk (28a)
dk+1 = dk + ∆dk (28b)
with the residual calculated as
rk = R(dk) = S ◦F(dk)− dk = d̃k − dk. (29)
R′k denotes the Jacobian of R, evaluated at dk. The Newton-Raphson iterations
in the time step have converged when ||rk||2 ≤ ε with ε the convergence toler-
ance. However, the exact Jacobian of R is unknown as the Jacobians of F and S
are unavailable. Moreover, the linear system in Eq. (28a) with as dimension the
number of degrees of freedom in the displacement of the fluid-structure interface
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has to be solved in each Newton-Raphson iteration. If the Jacobian R′ is approxi-
mated and quasi-Newton iterations are performed, black-box solvers can be used.
However, the linear system in Eq. (28a) still needs to be solved. As will be ex-
plained below, it is more advantageous to approximate the inverse of the Jacobian
by applying the least-squares technique introduced by Vierendeels et al. [26] on a
particular set of vectors, which is done by the standard IQN-ILS algorithm. The
quasi-Newton iterations with the approximation for the inverse of the Jacobian
can be written as











dn − 2dn−1 + 1
2
dn−2 (31)
which is an extrapolation based on the previous time steps. Lower order extrapo-
lations are used for the first two time steps.
It can be seen from Eq. (30) that the approximation for the inverse of the Ja-
cobian does not have to be created explicitly; a procedure to calculate the product
of this matrix with the vector −rk is sufficient. The vector −rk is the difference
between the desired residual, i.e. 0, and the current residual rk and it is further de-
noted as ∆r = 0−rk = −rk. The matrix-vector product in Eq. (30) is calculated
from information obtained during the previous quasi-Newton iterations. Eq. (29)
shows that the flow equations and structural equations are solved in quasi-Newton
iteration k, resulting in d̃k = S ◦ F(dk) and the corresponding residual rk. So,
at the beginning of quasi-Newton iteration k + 1, a set of known residual vectors
rk, rk−1, . . . , r1, r0 (32a)
and the corresponding set of vectors d̃
d̃k, d̃k−1, . . . , d̃1, d̃0 (32b)
are available. After each coupling iteration, the difference between the vectors
from the current coupling iteration and the vectors from the previous coupling
iteration is calculated
∆rk−1 = rk − rk−1 (33a)
∆d̃k−1 = d̃k − d̃k−1. (33b)
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This yields a set of differences ∆rj and the corresponding set of differences ∆d̃j
which both grow in each coupling iteration (j = 0, . . . , k − 1). These vectors are
stored as the columns of the matrices
V k =
[






∆d̃k−1 ∆d̃k−2 . . . ∆d̃1 ∆d̃0
]
. (34b)
The number of columns in V k and W k is indicated with v which is not always
equal to k as will be explained further and which is generally much smaller than
the number of rows u. Nevertheless, in simulations with a low number of degrees
of freedom on the interface, it is possible that the number of columns has to be
limited to u by discarding the rightmost columns.
The vector ∆r = 0−rk is approximated as a linear combination of the known
∆rj
∆r ≈ V kck (35)
with ck ∈ Rv×1 the coefficients of the decomposition. Because v ≤ u, Eq. (35)
is an overdetermined set of equations for the elements of ck and hence the least-
squares solution to this linear system is calculated. For that reason, the so-called
economy-size QR-decomposition of V k is calculated using Householder transfor-
mations [42]
V k = QkRk, (36)
withQk ∈ Ru×v an orthogonal matrix andRk ∈ Rv×v an upper triangular matrix.




using back substitution. If a ∆rj′ vector is (almost) a linear combination of other
∆rj vectors, one of the diagonal elements ofRk will (almost) be zero. Therefore,
the equation corresponding to that row of Rk cannot be solved during the back
substitution. If a small diagonal element is detected, the corresponding columns
in V k and W k are removed. Subsequently, the QR-decomposition (Eq. (36)) is
performed again. This procedure is repeated until none of the diagonal elements is
too small. The tolerance εs for the detection of small diagonal elements depends
on how accurately the flow equations and structural equations are solved. An
appropriate value for εs can be determined by analyzing the change of the vector
d̃ due to a small perturbation of the vector d. If the perturbation is too small, the
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resulting change will be numerical noise. The value of εs should be chosen so that
the change of d̃ has a physical meaning if the perturbation of d has an L2-norm
larger than εs. If the solution of the flow equations and the structural equations is
calculated with more significant digits, for example by using stricter convergence
criteria inside the solvers, then a smaller value of εs can be used.
The ∆d̃ that corresponds to ∆r is subsequently calculated as a linear combi-
nation of the previous ∆d̃j , analogous to Eq. (35), giving
∆d̃ = W kck. (38)
From Eq. (29), it follows that
∆r = ∆d̃−∆d (39)
and substitution of Eq. (38) in Eq. (39) results in
∆d = W kck −∆r. (40)
Because the coefficients ck are a function of ∆r, Eq. (40) shows how ∆d can
be approximated for a given ∆r. Hence, Eq. (40) can be seen as a procedure to
calculate the product of the approximation for the inverse of the Jacobian and a





∆r = W kck + rk. (41)
The standard IQN-ILS algorithm with one grid level as described above has
a lot in common with the Interface-GMRES algorithm [25], but there are also
significant differences, which are discussed in Appendix B.
Algorithm 1 shows the Multi-Level IQN-ILS (ML-IQN-ILS) algorithm in de-
tail. Lines 8 to 18 are the standard IQN-ILS algorithm as described above. Around
the standard algorithm, an additional loop over the grid levels is added (line 5).
First, the coupled solution is calculated on the coarsest grid level. Then, starting
from that solution, coupling iterations on the following, finer grid level are per-
formed. These steps are subsequently repeated for all grid levels until the solution
on the finest grid has been found. The variable ` ensures that at least one coupling
iteration is performed on each grid level. A simplified flowchart of ML-IQN-ILS
is depicted in Figure 5.
The displacement and the residual are not changed when the grid level i changes,
as both are defined on the coupling grid. As explained above, the coupling algo-
rithm itself works with a unique coupling grid, which determines the dimension
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Algorithm 1 The multi-level IQN-ILS (ML-IQN-ILS) algorithm.
1: k = ` = 0
2: dk = 5
2
dn − 2dn−1 + 1
2
dn−2
3: d̃k = S1 ◦F1(dk)
4: rk = d̃k − dk
5: for i = 1 to g do
6: while ||rk||2 > εi or ` = 0 do
7: ` = 1
8: if k = 0 then
9: dk+1 = dk + ωrk
10: else
11: construct V k andW k
12: calculate QR-decomposition V k = QkRk
13: solveRkck = −QkTrk
14: dk+1 = dk +W kck + rk
15: end if
16: d̃k+1 = Si ◦F i(dk+1)
17: rk+1 = d̃k+1 − dk+1
18: k = k + 1
19: end while
20: ` = 0
21: end for
22: for i = 1 to g − 1 do
23: synchronize F i and Si with F g and Sg
24: end for
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of the approximation for the inverse of the Jacobian. The different grid levels
that are used for the multi-level technique are only present inside the flow solver
and structural solver. The solvers have to interpolate the data from the boundary
of their grid to the coupling grid of the coupling code. The interpolation on the
fluid-structure interface is thus the responsibility of the solvers (or a layer around
the actual solvers). In this way, the acceleration of the coupling iterations and the
interpolation of the data on the fluid-structure interface are completely separated,
which facilitates the implementation.
Because the coupling algorithm operates on the coupling grid, the difference
between r and d̃ in consecutive coupling iterations is always interpolated to a
fixed number of grid points, regardless of the current grid level. As a result, the
modes that have been generated on a coarse grid level can be used to accelerate
the coupling iterations on the finer grid levels. The same least-squares model is
used for all grid levels so the number of columns in the matrices V k and W k
increases on each grid level.
Michler et al. [43] demonstrated that Krylov vectors from previous iterations
and/or time steps can be reused to accelerate the convergence of the coupling
iterations in a time step for Interface-GMRES. The reuse of vectors from previous
time steps has also successfully been applied to IQN-ILS and IBQN-LS [44]. In
ML-IQN-ILS, a similar approach is followed but now data is reused from previous
(=coarser) grid levels instead of from previous iteration and/or time levels.
Because the matrices V k and W k have to contain at least one column to per-
form a quasi-Newton step, a Gauss-Seidel step using relaxation with factor ω
(line 9) is performed in each time step when k = 0. The relaxation is added be-
cause for most strongly coupled problems, Gauss-Seidel iterations without relax-
ation are unstable and the displacement of the interface could change significantly
in that case. Often, the flow solver and/or structural solver would then not be able
to calculate the solution without this relaxation because their respective inputs
would be too far from the previous coupling iteration. Without this relaxation, ex-
cessive grid distortion could occur, possibly leading to divergence of the iterations
inside the solvers. The counter k is only set to zero at the beginning of the time
step (line 1) and not when the coupling iterations on a following grid level start.
As a result, this single relaxation step is only performed on the coarsest grid level.
The numerical experiments in Section 5 indicate that vectors ∆rj and ∆d̃j
from a coarse grid level can accelerate the coupling iterations on a fine grid level.
However, it should be noted that the difference between r and d̃ in the last cou-
pling iteration on a certain grid level i and the first coupling iteration on the fol-
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lowing grid level i+ 1,
∆rj−1 = Ri+1(dj)−Ri(dj−1) (42a)
∆d̃j−1 = Si+1 ◦F i+1(dj)− Si ◦F i(dj−1), (42b)
should not be added to V k andW k. Otherwise, the approximation for the inverse
of R′ would not only relate a change of the residual to a change of the interface’s
displacement, but would also represent the additional features that become visi-
ble due to a change of the grid level. If these differences are added to V k and
W k nonetheless, the convergence of the coupling iterations on grid level i + 1 is
hampered in the numerical experiments. Although it would be useful to know the
change Si ◦ F i(dj) − Si ◦ F i(dj−1) due to Ri(dj) −Ri(dj−1) or the change
Si+1 ◦ F i+1(dj) − Si+1 ◦ F i+1(dj−1) due to Ri+1(dj) −Ri+1(dj−1), the dif-
ferences in Eqs. (42) are biased because the terms have been calculated on two
different grid levels. The differences in Eqs. (42) do not only contain information
on the change from coupling iteration k to k+ 1, but also on the change from grid
level i to i+ 1. As grid level i+ 1 is finer than grid level i, additional features can
be resolved on grid level i + 1. When the differences in Eqs. (42) are not used,
the number of columns in V k and W k at the end of the time step is equal to the
number of coupling iterations minus the number of grid levels.
On line 6, it can be seen that the convergence criterion depends on the grid
level. This makes it possible to use a less stringent criterion for the coupling
iterations on the coarse grid levels as no accurate solution of the coupled problem
is desired there. An alternative is to limit the number of coupling iterations on the
coarse grid levels.
Lines 22 to 24 show that synchronization is necessary at the end of the time
step. Once the solution has been found on the finest grid level, all degrees of
freedom on the coarser grid levels have to be corrected. A possible approach to
the synchronization is to interpolate the data in the entire fluid and solid domain
from the finest grid level to all other grid levels. If no such mechanism is available
because the solvers are black boxes, the interface displacement and traction cal-
culated during the coupling iterations on the finest grid level can be applied to the
interface of the coarser grid levels and the flow equations and structural equations
can be solved once more on all but the finest grid level, with this displacement and
traction as boundary condition. However, this approach can result in a difference
between the solution in the fluid and solid domain after a (large) number of time
steps. For example, some vortices can be resolved on a fine grid but not on a
coarse grid, which can lead to a different flow field in time. The synchronization
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of all coarse grid levels can be performed in parallel.
As ML-IBQN-LS is obtained from IBQN-LS in a similar way as ML-IQN-ILS
from IQN-ILS, this derivation is provided in Appendix A.
5. Numerical results
All numerical results have been obtained using a dedicated cluster node with
two quad-core Intel Xeon X5355 processors.
5.1. Unsteady flow in a 1D tube
The first example is the unsteady, incompressible flow in a straight, flexible
tube with a circular cross-section and length L, depicted in Figure 6. This example
is straightforward to implement and yet it is a representative test for a coupling
technique [34, 35]. The numerical model is one-dimensional and gravity and
viscosity are not taken into account. The flow is governed by the continuity and






















with z the coordinate along the axis of the tube, a = πr2 the cross-sectional area
of the tube and r the inner radius. t is the time, v the velocity along the axis of the
tube, p the pressure and ρf the density of the fluid.
The behaviour of the elastic tube wall is described with a Hookean constitutive
relation. The structure contains no mass, as the inertia of the tube wall is neglected
with regard to that of the fluid. An axisymmetric model is used in the coordinate
system (r,ϕ,z), with ϕ the angle in the cross-sectional plane as indicated in Fig-






with E the Young’s modulus and ro the radius for which σϕϕ = σϕϕo. As other
stress components are neglected, this model only allows for radial motion of the
tube wall. The force balance on the fluid-structure interface is
rp = σϕϕh (45)
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with h the thickness of the tube wall. By substituting the constitutive equation




































The tube is discretized using a one-dimensional grid with N cells of length
∆z, as indicated in Figure 6. The fluid velocity and pressure are stored in the cell
centres. Central discretization is used for all terms in the continuity and momen-
tum equation, except for the convective term in the momentum equation which
is discretized with a first-order upwind scheme. The time discretization scheme
is backward Euler and the time step is indicated with ∆t. The conservation of
mass and momentum in a control volume around cell centre j is expressed by the
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for vj ≥ 0. The subscripts j, j+1 and j−1 indicate the cell centres (j = 1, . . . , N )
and the subscript j ± 1/2 signifies the values calculated at the cell interfaces,
vj−1/2 = (vj−1 + vj)/2 and vj+1/2 = (vj + vj+1)/2. A pressure stabilization term
[45] with coefficient α = ao/ (vo + ∆z/∆t) has been added in the continuity
equation to prohibit pressure wiggles due to central discretization of the pressure
in the momentum equation, with vo the reference fluid velocity.
The equation for the structure (Eq. (46)) does not require further discretization
as it can directly be used to calculate the cross-sectional area of a segment for















which takes into account the dependence of c on p (Eq. (48)) in the integration
from time level n to n+ 1. At the inlet, the velocity is imposed as




The pressure at the inlet and the velocity at the outlet are linearly extrapolated
pin = 2p1 − p2 (53a)
vout = 2vN − vN−1. (53b)
















In all simulations presented in this section, the dimensionless stiffness is κ = 10
and the dimensionless time step is τ = 0.01. One period of the inlet boundary con-
dition, i.e. 100 time steps, is simulated. The initial conditions are a dimensionless
velocity of v/co = 0.1, a dimensionless cross-sectional area of a/ao = 1 and a
dimensionless pressure of p/(ρfc2o) = 0. The interpolation on the fluid-structure
interface is performed as described in Section 3 with m = 5. The convergence
tolerance is εi = 10−5||r0||2 for all grid levels.
Table 1 demonstrates that if a coarse grid level with 103 points and a fine
grid level with 104 points are used, both ML-IQN-ILS and ML-IBQN-LS lead
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to a reduction in the overall simulation time by approximately 35 % compared to
IQN-ILS and IBQN-LS. The average number of coupling iterations per time step
on the fine grid level is approximately half of that in a simulation with a fine grid
only. If a coarse grid level with 4×103 points and a fine grid level with 104 points
are used, the reduction of the simulation time obtained by using the multi-level
techniques is smaller. Therefore, it can be concluded that the ratio of the number
of degrees of freedom on the fine grid level to the number of degrees of freedom
on the coarse grid level has to be sufficiently large to obtain a significant reduction
of the simulation time. In this one-dimensional simulation, the grid is refined with
a factor 10. For two- and three-dimensional simulations, a smaller factor (e.g. 4)
will yield the required difference in terms of number of degrees of freedom.
By adding an intermediate grid level with 4 × 103 grid points between the
coarse grid level with 103 points and the fine grid level with 104 points, the average
number of coupling iterations on the finest grid level decreases slightly compared
to the simulation with two grid levels. However, the additional coupling iterations
on the intermediate grid level more or less outweigh the small reduction of the
number of coupling iterations on the fine grid so that the duration of the simu-
lation with three grid levels is similar to the duration of the simulation with two
grid levels. Therefore, only two grid levels will be used in the remainder of this
work. Nevertheless, more than two grid levels might reduce the duration of the
simulation significantly compared to two grid levels in other cases, for example if
there is a larger difference in number of degrees of freedom between the coarsest
and finest grid level.
The normalized time 1.0 in Table 1 refers to an absolute time of 3m45s for
the entire simulation with 100 time steps and 10000 grid points on the fine level
using a single core of an Intel Xeon X5355 processor. However, more than 99 %
of this time is spent in the flow solver but not in the coupling algorithm itself.
The absolute time thus mainly measures the efficiency of the implementation of
the flow solver for this 1D example. Absolute time information can only be used
as a means of comparison between different partitioned techniques if exactly the
same solvers, the same compiler settings and the same hardware are used. By
contrast, the average number of coupling iterations per time step (as listed in Ta-
ble 1) is more or less independent of these factors. Nevertheless, the absolute time
can be useful for a comparison with monolithic solution techniques, but it is also
dependent on hardware and implementation.
Figure 7 shows the convergence of the coupling iterations during the first time
step when using ML-IQN-ILS and ML-IBQN-LS with two and three grid levels.
When the coupling algorithm proceeds from the first grid level to the second, finer
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grid level, the residual increases but the initial residual on the second grid level is
approximately a factor 102 smaller than the initial residual on the first grid level.
Moreover, the residual decreases faster in the first few coupling iterations on the
second (and third) grid level than in the first few coupling iterations on the first
grid level. The difference between the initial residual on the second and third grid
level is smaller than between the first and second grid level.
As mentioned above, different convergence tolerances or a limited number of
coupling iterations can be used on the different grid levels to avoid that the cou-
pled solution is calculated too accurately on the coarser grid levels. Table 2 lists
the number of coupling iterations per time step as well as the relative duration
of simulations with different limits for the number of coupling iterations on the
coarse grid. In the first test with each algorithm, the number of coarse grid cou-
pling iterations is not limited. Then, the number of coarse grid coupling iterations
is successively limited to 8, 7 and 6. As the number of coarse grid iterations is
reduced, the number of fine grid iterations increases slowly, which offsets the gain
on the coarse grid. As a result, this limit on the number of coarse grid iterations
causes an increase of the duration of the simulation.
5.2. Propagation of a pressure wave in a 3D tube
The second case is a simulation of a straight flexible tube with radius 0.005 m
and length 0.05 m, as described by Fernandez and Moubachir [46], Formaggia
et al. [47], Gerbeau and Vidrascu [48]. This tube is a simplified model for a large
artery. The finite volume flow solver uses second-order discretization for the pres-
sure and first-order upwind for the momentum. It solves the Navier-Stokes equa-
tions in arbitrary Lagrangian-Eulerian (ALE) formulation with PISO pressure-
velocity coupling and the first-order backward Euler time integration scheme. A
spring model is used for the ALE grid movement in the flow solver. In this model,
the grid edges are replaced by linear springs and the resulting equations are solved
by performing 20 fixed-point iterations. The finite element structural solver uses
implicit Hilber-Hughes-Taylor time integration of shell elements with 8 nodes and
takes into account the geometric nonlinearities due to the large deformation of the
structure.
The tube’s wall is a linear elastic material with density 1200 kg/m3, Young’s
modulus 3×105 N/m2, Poisson’s ratio 0.3 and thickness 0.001 m. The structure is
clamped in all directions at the inlet and outlet. The fluid is incompressible and has
a density of 1000 kg/m3 and a viscosity of 0.003 Pas. Both the fluid and the struc-
ture are initially at rest. During the first 3×10−3 s, an overpressure of 1333.2 N/m2
24
is applied at the inlet. The wave propagates through the tube during 10−2 s, simu-
lated with time steps of 10−4 s. Pressure contours on the fluid-structure interface
are shown in Figure 8 and they correspond well with those in [46–48].
Table 3 lists the number of coupling iterations per time step and per grid level,
averaged over the entire simulation, and the relative duration of the simulations.
Only two grid levels with an unlimited number of coupling iterations on the coarse
grid have been used, as the 1D simulations with three grid levels and a limited
number of coarse grid iterations did not result in significant reductions of the sim-
ulation’s duration. The coarse grid level contains 34944+1824 degrees of freedom
for the flow and the structure, respectively. For the fine grid level, each direction
is refined with a factor 4, giving 2247168+28032 degrees of freedom. Because
the structure is not a volume but a surface with one layer of shell elements, the
number of degrees of freedom for the solid increases with a factor 16 and not
64. The interpolation on the fluid-structure interface is performed as described in
Section 3 with m = 81, which provides a sufficiently smooth interpolation.
In the simulation with two grid levels, the number of coupling iterations on
the fine grid is reduced by approximately 50 % compared to a simulation with a
fine grid only. ML-IQN-ILS and ML-IBQN-LS are equally fast for this case. As
the cost of the coupling iterations on the coarse grid level is relatively small, the
duration of the simulation also decreases by approximately 50 %. In this simula-
tion, six cores are used for the fluid and two cores for the solid. Moreover, the
same number of cores is used on both grid levels. The convergence tolerance is
εi = 10
−3||r0||2 for all grid levels.
The normalized time 1.0 in Table 3 refers to an absolute time of 20h33m for
the entire simulation with 100 time steps. However, more than 99 % of this time
is spent in the flow solver and structural solver. The absolute time thus mainly
measures the efficiency of these solvers. While absolute time can be useful for a
comparison with monolithic solution techniques, the average number of coupling
iterations per time step should be used for a comparison with other partitioned
techniques.
The optimal number of grid levels and the ratio between the number of degrees
of freedom in the different levels is obviously problem dependent. Nevertheless,
based on the numerical experiments, the authors suggest using two grid levels.
The ratio between the number of degrees of freedom in the fine and coarse levels
is recommended to be 10 or more.
Figure 9 depicts the convergence of the coupling iterations in the first time
step for ML-IQN-ILS and ML-IBQN-LS. When the coupling algorithm proceeds
from the coarse to the fine grid level, the residual increases but the initial residual
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on the fine grid level is still at least 2 orders of magnitude smaller than the initial
residual on the coarse grid level. Moreover, the convergence during the first few
coupling iterations on the fine grid level is faster than during the first few coupling
iterations on the coarse grid level.
From the numerical results presented above, the performance improvement
of the multi-level IQN-ILS and IBQN-LS over the standard, one-level IQN-ILS
and IBQN-LS is clear. The comparison with other partitioned techniques can be
derived by combining these results with [44], which indicates that standard IQN-
ILS and IBQN-LS are faster than Interface-GMRES and Gauss-Seidel iterations
with Aitken relaxation.
6. Conclusions
A new class of multi-level coupling techniques for partitioned simulation of
fluid-structure interaction has been developed. These techniques are based on the
fundamental insight from stability analyses on Gauss-Seidel coupling iterations
with a Dirichlet-Neumann decomposition that in the difference between the cur-
rent and the correct interface displacement, the Fourier modes with a low wave
number are most unstable. The ML-IQN-ILS technique has been described in
detail, starting from the standard algorithm with one grid level. This multi-level
technique first calculates the coupled solution on the coarsest grid level and sub-
sequently uses that solution as the starting point for the coupling iterations on the
following, finer grid level. Moreover, the approximation for the inverse of the
Jacobian constructed on the coarser grid levels accelerates the convergence of the
coupling iterations on the finer grid levels. The ML-IBQN-LS technique can be
derived similarly. The numerical results show that these multi-level algorithms
can reduce the duration of a partitioned fluid-structure interaction simulation, if
the difference in number of degrees of freedom between the grid levels is suffi-
cient.
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Appendix A ML-IBQN-LS
In this appendix, it is explained how the ML-IBQN-LS algorithm can be de-
rived from the standard IBQN-LS technique. The standard IBQN-LS coupling
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technique solves the FSI problem written as
{
F(d)− s = 0
S(s)− d = 0 (55)













is thus first solved for ∆d, followed by an update of d and the right-hand side.
Subsequently, the modified system is solved for ∆s and afterwards s is updated.
The input and output of the flow solver are denoted as dk+1 and s̃k+1 and the input
and output of the structural solver as sk+1 and d̃k+1.
Starting from the displacement dk that was given as input to the flow solver in
the previous coupling iteration, the displacement dk+1 = dk + ∆dk is calculated
by solving the system
(
I − Ŝ ′kF̂ ′k
)
∆dk = d̃k − dk + Ŝ ′k(s̃k − sk) (57)
for ∆dk. As the Jacobians of the black-box functions are unknown, they are ap-
proximated by a least-squares model. The linear system in Eq. (57) is solved in
a matrix-free way with an iterative Krylov solver like the Generalized Conjugate
Residual (GCR) method [49] or the mathematically equivalent Generalized Mini-
mal Residual (GMRES) method [50]. The matrix on the left-hand side of Eq. (57)
and thus the approximate Jacobians F̂ ′k and Ŝ ′k do not have to be calculated ex-
plicitly; a procedure to calculate the product of these matrices with a vector is
sufficient.
The procedure to calculate the product of the approximate Jacobian F̂ ′k with
a vector uses the previous inputs
dk, . . . , d0 (58a)
and the corresponding outputs
s̃k = F(dk), . . . , s̃0 = F(d0). (58b)
of the flow solver. After each coupling iteration, the difference between the vec-
tors from the current coupling iteration and the vectors from the previous coupling
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iteration is calculated.
∆dk−1 = dk − dk−1 (59a)
∆s̃k−1 = s̃k − s̃k−1 (59b)
All ∆dj and ∆s̃j (j = 0, . . . , k − 1) from the current time step are stored as
columns of the matrices V kf and W
k
f , with the subscript f referring to the flow
solver. Subsequently, the economy-size QR-decomposition of V kf is calculated.








is solved for ckf , after which the matrix-vector product is calculated as
F̂ ′k∆d = W kfckf . (61)
The product of Ŝ ′k with a vector is calculated analogously, based on the inputs
and outputs of the structural solver.
Once dk+1 has been obtained, the corresponding traction distribution s̃k+1 =
F(dk+1) is calculated and the matrices V k+1f , W k+1f , Qk+1f and Rk+1f are con-
structed. To calculate the traction distribution sk+1 = sk + ∆sk that has to be
applied on the structure, the system
(
I − F̂ ′k+1Ŝ ′k
)
∆sk = s̃k+1 − sk + F̂ ′k+1(d̃k − dk+1) (62)
is solved, again with the matrix-free iterative solver. Each time the solution to ei-
ther the flow problem or the structural problem has been calculated, the procedure
for the product of the corresponding solver’s approximate Jacobian with a vector
is improved by means of that solver’s latest input and output.






s have to contain at least one column to
calculate the quasi-Newton update; otherwise a relaxation with factor ω is used for
the interface’s displacement (line 11 in Algorithm 2) and the traction distribution
is passed on without modification (line 20).
Algorithm 2 shows the Multi-Level IBQN-LS (ML-IBQN-LS) algorithm. Lines 10
to 29 are the standard IBQN-LS algorithm, which is wrapped in a loop over the
grid levels (line 7). Coupling iterations are first performed on the coarsest grid
level. The solution of these coupling iterations is then used as initial value for
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Algorithm 2 One time step with the multi-level IBQN-LS (ML-IBQN-LS) algo-
rithm.
1: k = ` = 0
2: dk = 5
2
dn − 2dn−1 + 1
2
dn−2
3: s̃k = F1(dk)
4: sk = s̃k
5: d̃k = S1(sk)
6: rk = d̃k − dk
7: for i = 1 to g do
8: while ||rk||2 > εi or ` = 0 do
9: ` = 1
10: if k = 0 then
11: dk+1 = dk + ωrk
12: else
13: construct V ks andW
k
s





15: solve Eq. (57) for ∆dk
16: dk+1 = dk + ∆dk
17: end if
18: s̃k+1 = F i(dk+1)
19: if k = 0 then
20: sk+1 = s̃k+1
21: else
22: construct V k+1f andW
k+1
f





24: solve Eq. (62) for ∆sk
25: sk+1 = sk + ∆sk
26: end if
27: d̃k+1 = Si(sk+1)
28: rk+1 = d̃k+1 − dk+1
29: k = k + 1
30: end while
31: ` = 0
32: end for
33: for i = 1 to g − 1 do
34: synchronize F i and Si with F g and Sg
35: end for
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the coupling iterations on the following, finer grid level. This procedure is subse-
quently repeated until the solution on the finest grid has been found. The variable
` ensures that at least one coupling iteration is performed on each grid level.
The coupling algorithm works with the coupling grid for all calculations, so
all interpolations between the different grid levels and the coupling grid occur
inside the flow solver and the structural solver. As a result, the same least-squares
models for the flow solver and the structural solver can be used for all grid levels
so that the coarse grid data accelerate the coupling iterations on the finer grid
levels. The counter k is also set to zero at the beginning of the time step (line 1)
only. Hence, the relaxation of the displacement on line 11 and the copy of the
tractions on line 20 are only performed on the coarsest grid level. By means of a
convergence tolerance depending on the grid level (line 8) or a limitation of the
number of coupling iterations on the coarser grid levels, it can be avoided that the
solution of the coupled problem is calculated too accurately on the coarse grid
levels.
Because of the influence of the grid level, the difference between d and s̃ in
the last coupling iteration on a certain grid level i and the first coupling iteration
on the following grid level i+ 1,
∆dj−1 = dj − dj−1 (63a)
∆s̃j−1 = F i+1(dj)−F i(dj−1), (63b)
should not be added to V kf andW
k
f . Similarly, the difference between s and d̃ in
the last coupling iteration on a certain grid level i and the first coupling iteration
on the following grid level i+ 1,
∆sj−1 = sj − sj−1 (64a)
∆d̃j−1 = Si+1(sj)− Si(sj−1), (64b)
should not be added to V ks and W
k
s . All these differences are biased because the
terms have been calculated on two different grid levels.
Synchronization between the different grid levels is also necessary for the
ML-IBQN-LS algorithm (lines 33 to 35). Again, the interface displacement and
traction resulting from the coupling iterations on the finest grid level have to be
applied to the fluid-structure interface of all other grid levels. The fluid and struc-
ture subdomains of the other grid levels have to be updated accordingly, either by
solving the equations once more or by interpolating the data from the finest grid
level.
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Appendix B Comparison between IQN-ILS and Interface-GMRES
The standard IQN-ILS algorithm with one grid level has a lot in common with
the Interface-GMRES algorithm [25], as both algorithms use changes of the in-
terface data from one coupling iteration to another and as both solve least-squares
problems. However, there are also some significant differences. The major differ-
ence, as will be explained below, is that IQN-ILS constructs an approximation for
the inverse of the Jacobian with ∆rj and ∆d̃j (j = 0, . . . , k− 1), while Interface-
GMRES uses ∆rj and ∆dj .
To perform a quasi-Newton step, IQN-ILS decomposes the residual of the last
quasi-Newton step ∆r = −rk on the set of ∆rj = rj+1 − rj (j = 0, . . . , k − 1)
by solving the least-squares problem






j+1 − rj)||2. (65)
Using Eq. (41), the new interface displacement is then calculated as










j+1 − d̃j) (66c)
= S ◦F(dk) +
k−1∑
j=0
ckj (S ◦F(dj+1)− S ◦F(dj)). (66d)
Interface-GMRES, on the other hand, decomposes the residual of the previous
quasi-Newton step ∆r = −r∗ on a set of ∆rj = rj+1 − rj (j = 0, . . . , k − 1),
coming from a sequence of Gauss-Seidel iterations, by solving the least-squares
problem






j+1 − r∗)||2. (67)
The interface displacement d∗∗ in the new quasi-Newton step is then calculated as
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j+1 − d∗), (68b)
with d∗ the interface displacement from the previous quasi-Newton step. Hence,
the interface displacement resulting from a quasi-Newton step is a linear combi-
nation of previous interface displacements in the case of Interface-GMRES, but
not in the case of IQN-ILS.
As d∗∗ is a linear combination of previous interface displacements, the dimen-
sion of the basis spanned by the ∆dj is not increased in the quasi-Newton steps of
Interface-GMRES. The least-squares model thus improves in the quasi-Newton
steps of IQN-ILS but not in those of Interface-GMRES. Therefore, Interface-
GMRES needs a number of Gauss-Seidel iterations (optionally with relaxation
and/or orthogonalization) between two quasi-Newton steps in order to improve
the least-squares model. From Eq. (65), it can be seen that if rk is orthogonal to
the basis spanned by the ∆rj (j = 0, . . . , k − 1), then all decomposition coef-
ficients ckj are zero. In that case, the quasi-Newton step of IQN-ILS is actually
a Gauss-Seidel step (dk+1 = dk + rk = d̃k) while Interface-GMRES does not
change d. In a comparison between the performance of both techniques, IQN-ILS
appeared to be faster than Interface-GMRES [44].
References
[1] T. Tezduyar, S. Sathe, K. Stein, Solution techniques for the fully discretized
equations in computation of fluid-structure interactions with the space-time
formulations, Computer Methods in Applied Mechanics and Engineering
195 (41–43) (2006) 5743–5753.
[2] M. Khan, M. Moatamedi, M. Souli, T. Zeguer, Multiphysics out of position
airbag simulation, International Journal of Crashworthiness 13 (2) (2008)
159–166.
[3] K. Billah, R. Scanlan, Resonance, Tacoma Narrows Bridge Failure, and Un-
dergraduate Physics Textbooks, American Journal of Physics 59 (2) (1991)
118–124.
32
[4] C. Farhat, K. van der Zee, P. Geuzaine, Provably second-order time-accurate
loosely-coupled solution algorithms for transient nonlinear computational
aeroelasticity, Computer Methods in Applied Mechanics and Engineering
195 (17–18) (2006) 1973–2001.
[5] K. Willcox, J. Paduano, J. Peraire, Low Order Aerodynamic
Models For Aeroelastic Control Of Turbomachines, in: 40th
AIAA/ASME/ASCE/AHS/ASC Structures, Structural Dynamics and
Materials Conference, St Louis, MO, USA, 1–11, 1999.
[6] J.-F. Gerbeau, M. Vidrascu, P. Frey, Fluid-structure interaction in blood flows
on geometries based on medical imaging, Computers & Structures 83 (2–3)
(2005) 155–165.
[7] W. Wall, T. Rabczuk, Fluid-structure interaction in lower airways of CT-
based lung geometries, International Journal for Numerical Methods in Flu-
ids 57 (5) (2008) 653–675.
[8] C. Peskin, Numerical analysis of blood flow in the heart, Journal of Compu-
tational Physics 25 (3) (1977) 220–252.
[9] C. Peskin, Flow patterns around heart valves: a numerical method, Journal
of Computational Physics 10 (2) (1972) 252–271.
[10] K. Dumont, J. Vierendeels, R. Kaminsky, G. Van Nooten, P. Verdonck,
D. Bluestein, Comparison of the hemodynamic and thrombogenic perfor-
mance of two bileaflet mechanical heart valves using a CFD/FSI model,
Journal of Biomechanical Engineering - Transactions of the ASME 129 (4)
(2007) 558–565.
[11] K.-J. Bathe, H. Zhang, M. Wang, Finite element analysis of incompressible
and compressible fluid flows with free surfaces and structural interactions,
Computers & Structures 56 (2–3) (1995) 193–213.
[12] K.-J. Bathe, H. Zhang, Finite element developments for general fluid flows
with structural interactions, International Journal for Numerical Methods in
Engineering 60 (1) (2004) 213–232.
[13] M. Heil, An efficient solver for the fully coupled solution of large-
displacement fluid-structure interaction problems, Computer Methods in
Applied Mechanics and Engineering 193 (1–2) (2004) 1–23.
33
[14] J. Hron, S. Turek, A monolithic FEM/Multigrid Solver for ALE formula-
tion of fluid structure interaction with application in biomechanics, in: H.-J.
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Figure 1: The amplification of the different wave numbers in the error during Gauss-Seidel cou-
pling iterations for the calculation of the flow in a 1D flexible tube with a Dirichlet-Neumann
decomposition (see Section 5.1 for the model description). This error is defined as the difference
between the correct interface displacement and the interface displacement during the coupling it-
eration. Only a fraction of the wave numbers is unstable (i.e. amplification larger than one) and
the low wave numbers are most unstable [34].
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Figure 2: The coarse and fine fluid grid (left) and the coarse and fine structural grid (right),
together with the unique coupling grid (centre) in a multi-level simulation with two grid levels.
d represents the displacement of the interface while s represents the traction distribution on the
interface. F denotes the flow solver and S the structural solver. The output of a solver is indicated
with a tilde as this value is not always directly given as input to the other solver. In the multi-
level IQN-ILS algorithm, coupling iterations are first performed on the coarse grid level (level 1)
to construct the approximation for the inverse of the Jacobian as present in IQN-ILS at a lower
cost. Subsequently, this approximation for the inverse of the Jacobian is used and improved further
during the coupling iterations on the fine grid level (level 2), resulting in fewer coupling iterations
on the fine grid level. Combined with the low cost of the coupling iterations on the coarse grid,
this yields a reduction of the total time required to solve the coupled problem. All interface data on
the different grid levels are interpolated to and from the unique coupling grid, which determines




   
 
 
Figure 3: The abstract representation of the fluid subdomain Ωf , the structure subdomain Ωs,
their boundaries Γf and Γs and the fluid-structure interface Γfs.
40
Figure 4: The selection of the two points of the dark grey grid (•) nearest to a point of the light
grey grid (×), without (left) and with (right) division of the interface into surfaces. The three
different surfaces are indicated with different line styles at the bottom of the figure.
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i ≤ g
i = k = 1
||rk||2 > ǫi
yes






d̃k+1 = Si ◦F i(dk+1)
rk+1 = d̃k+1 − dk+1
k = k + 1
no
i = i+ 1
no
1
















Figure 6: The 1D model for the unsteady flow in a flexible tube, with details of the cross-section
and a control volume used in the discretization of the governing equations.
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Figure 7: The convergence of the coupling iterations in the first time step for the unsteady flow
in a 1D tube. When the coupling algorithm proceeds to the following, finer grid level, the residual
increases but it is still smaller than the initial residual on the previous grid level. Moreover, the
convergence during the first few coupling iterations on the second (and third) grid level is faster
than during the first few iterations on the first grid level.
44
Figure 8: The pressure contours (in Pa) on the fluid-structure interface of the finest grid level
for the propagation of a pressure wave in a 3D tube after 10−3 s (left), 5×10−3 s (centre) and
9×10−3 s (right).
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Figure 9: The convergence of the coupling iterations in the first time step for the propagation
of a pressure wave in a 3D tube. When the coupling algorithm proceeds from the coarse to the
fine grid level, the residual increases but it is still smaller than the initial residual. Moreover, the
convergence during the first few coupling iterations on the fine grid level is faster than during the
first few coupling iterations on the coarse grid level.
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Tables
Algorithm Grid points Iterations Duration
IQN-ILS 104 9.2 1.6
ML-IQN-ILS(2) 103 104 9.2 5.2 1.0
ML-IQN-ILS(2) 4× 103 104 9.2 4.2 1.2
ML-IQN-ILS(3) 103 4× 103 104 9.2 5.1 3.9 1.0
IBQN-LS 104 8.6 1.6
ML-IBQN-LS(2) 103 104 8.6 4.5 1.2
ML-IBQN-LS(2) 4× 103 104 8.6 3.6 1.3
ML-IBQN-LS(3) 103 4× 103 104 8.6 4.3 3.8 1.1
Table 1: The influence of the number of grid levels for the flow in a 1D flexible tube. The g
in the notations ML-IQN-ILS(g) and ML-IBQN-LS(g) denotes the number of grid levels. The
convergence tolerance is εi = 10−5||r0||2 for all grid levels. The number of coupling iterations
per time step has been averaged over the entire simulation.
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Algorithm Iterations Duration
ML-IQN-ILS(2) 9.2 5.2 1.0
ML-IQN-ILS(2) 8 5.4 1.0
ML-IQN-ILS(2) 7 5.7 1.0
ML-IQN-ILS(2) 6 6.4 1.1
ML-IBQN-LS(2) 8.6 4.5 1.2
ML-IBQN-LS(2) 8 4.5 1.1
ML-IBQN-LS(2) 7 4.8 1.1
ML-IBQN-LS(2) 6 4.9 1.1
Table 2: The influence of the number of coarse grid iterations for the flow in a 1D flexible tube.
The g in the notations ML-IQN-ILS(g) and ML-IBQN-LS(g) denotes the number of grid levels.
The number of grid points is 103 on the first grid level and 104 on the second grid level. The
number of coarse grid iterations is limited to respectively 8, 7 and 6 in the second, third and fourth
simulation with each algorithm. The number of coupling iterations per time step has been averaged




ML-IQN-ILS(2) 12.1 7.0 1.0
IBQN-LS 13.3 2.0
ML-IBQN-LS(2) 12.5 6.6 1.0
Table 3: The comparison between one and two grid levels for the propagation of a pressure wave
in a 3D tube. The g in the notations ML-IQN-ILS(g) and ML-IBQN-LS(g) denotes the number
of grid levels. The number of coupling iterations per time step has been averaged over the entire
simulation.
49
