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Abstract - The article contains a theoretical study and 
description of general algorithm for predicting a stock 
market fiasco caused by non-financial and other factors. 
Market fiasco is considered as non-periodical, sudden and 
random event which can arise due to the many latent 
reasons. Methods of technical and fundamental analysis are 
useless to solve this problem, therefore, the use of systems 
analysis methods is proposed. The author’s idea is the 
numerical calculation of search queries entropy as a part of 
global information space. Decrease in the Renyi’s entropy, 
associated with rapid grow search queries, containing key 
terms from the subject area, indicates the possible stock 
market fiasco in the near future. This article presents an 
algorithm for the dynamic calculation of Renyi’s entropy, 
allowing predict rare events which are not reflected in 
statistical data (or frequency of their realizations is too 
small). The method and algorithm can be realized in trade 
information systems and decision-making systems in 
economic sphere. 
Keywords - Stock market, uncertainty, risk, forecasting, 
fiasco, collapse, Renyi entropy, information space, 
frequency, algorithm, technology. 
1. INTRODUCTION 
The recent events, dramatic for the global economy, 
highlight a number of systemic problems in the area of 
management, forecasting, data analysis and decision 
making. There is an necessity to develop new effective 
technologies for forecasting and risk management in 
economic systems that can predict the emergence of 
"black swans" [1], i.e. rare and unpredictable events which 
were not reflected in historical data for past years within 
the foreseeable time horizon. 
To mitigate the consequences of the stock market 
fiasco (to reduce the loss of resources) or try to avoid them 
we need to predict this undesirable event in advance. 
Development of information technology for forecasting 
the market fiasco (market failure, market shock) is very 
promising project and this allows us to reduce uncertainty 
[2] and be ready in the future for a sudden market collapse 
with change in the structure of economic relations. 
II. THE PROBLEM OF MARKET FIASCO                              
FORECASTING  BY TRADITIONAL METHODS 
There are a large number of tools [3] which allow 
predict economic parameters, many of them are based on 
time series analysis [4] and the hypothesis of the stationary 
time series. 
On the charts of prices and returns, we can sometimes 
observe bursts, price jumps, which are described as 
random outliers (or market shocks). Stabilized period 
follows after such extreme change of values, then, the 
process of changing the values becomes stationary again. 
During the market fiasco (collapse, market shock), a 
surge is observed on the price and yield charts - a rapid 
increase or decrease of the parameter (price jump), then 
long transition process is, and then either a process is 
slowly diminish, or, in most cases, the market comes back 
to a conditionally stable state and the time series become 
periodical and stationary again. 
Such surge and the following stabilization period are 
modeled by the logistic curve (sigmoid) [5], which is 
given by the function: 
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      𝑓𝑓(𝑥𝑥) = 𝑀𝑀𝑀𝑀(𝑥𝑥0)
(𝑀𝑀−𝑀𝑀(𝑥𝑥0))𝑒𝑒−𝑟𝑟𝑟𝑟+𝑀𝑀(𝑥𝑥0)
,                       (1) 
 
where: e is natural logarithm (Euler's number), f(x0) is 
the function value at initial time (f(x0) ≠ 0), r is the logistic 
growth rate (steepness of the curve), M is maximal growth 
value. 
We can predict changes in economic parameters 
during the market fiasco if parameters f(x0), M, r are 
correctly determined before. However, we can determine 
parameters of logistic curve by a posteriori analysis when 
the market has already collapsed and we know the peak 
values, amplitude and duration of the surge. For the 
market fiasco forecasting, such analysis is useless, 
because each stock market fiasco is caused by particular 
reasons and has individual evolution scenario. 
Accordingly, the values of r and M are unknown before 
the collapse. 
For predicting of random events, such as a stock 
market fiasco, which realize due to the influence of 
unidentified latent factors in time, traditional methods, 
based on time series analysis, are not suitable. 
Fundamental analysis [6] is also useless here, since 
financial and production indicators are used only while a 
market fiasco can realize due to many random and 
unpredictable events, including events of non-financial 
nature. 
III. ENTROPY AND ANALYSIS OF INFORMATION                         
SEARCH QUERIES SPACE 
A complex non-trivial problem can be solved by 
interdisciplinary approach [7], based on the methods of 
system analysis, applied to large amount of initial data 
(BigData). 
The authors' idea is to develop a technology for 
predicting the stock market fiasco (collapse) based on the 
numerical calculation of the information space entropy, 
and, more specifically, search queries entropy. 
Information space is a set of databases, which includes 
publications from accredited mass media, the content of 
information sites, blogosphere and social networks. 
Entropy is a measure of the uncertainty of a system [8]. 
In our interpretation, the information space entropy 
describes the uncertainty of the content of publications in 
the media and the blogosphere, and the variability of their 
themes. 
In a stable period with low volatility, the media inform 
us about a variety of topics, variability and entropy are 
high. If large problems appear and the volatility stock 
market increases, media is paid more attention to these 
problems, therefore, the media content has similar topics, 
variability decreases, entropy also decreases. The 
increased frequency of same terms in different media 
sources makes the content more predictable. 
The methodology for calculation the index of 
economic policy uncertainty EPU [9, 10, 11] is based on 
the frequency of certain key terms. The EPU is a set of 
indices that are important factor influencing on choice an 
investment strategy [11]. The set includes the world index, 
countries and regional indexes. Also, local indexes can be 
defined, for example, for a specific region. EPU values are 
also lagging in time because they are determined by a 
posteriori analysis of press publications, when undesirable 
event have realized. Since the world EPU index are 
calculated monthly, the delay in the value is about a 
month. 
The information space structure can be presented, 
generally, as two fundamental units: information field and 
information flows. Information field is a set of databases 
(data storages) but information flows are  set of inquiries 
and set of  corresponding responses. 
We can estimate the probability of a stock market 
fiasco a priori by analysis of search queries in the 
information space. In [12] authors studied the relationship 
between the sentiment of messages in the Internet 
(publications in the media and social networks) and 
changes in the yields of specific stocks. Data about 3238 
stocks was used from 2005 to 2009. The authors observed 
the relationship between the number of publications (and 
the number of discussions) and the trading volume but 
stocks of different companies demonstrate different 
sensitivity to the tone of publications (airlines are more 
sensitive to the tone of the media, IT companies are less 
sensitive). The authors emphasize, if we apply strategies 
based on the analysis of publications in the media, blogs 
or social networks, these strategies provide the best results 
on short forecast horizons because the market quickly 
responds to news [13]. 
The Google Domestic Trends tool allows predict 
market fiasco using analysis of popular search queries 
[14]. 
Forecasting other events, leading to the market fiasco 
and caused by non-financial reasons (for example, the 
spread of a viral infection) is also possible for short 
horizons by analysis of popular queries using contextual 
data analysis [15]. For example, the Google Flu Trends 
service allows predict influenza epidemic in short 
horizons (about two weeks before the epidemic) by 
analyzing search queries. 
These tools use a single principle for analysis the state 
of the subject area. For each area, a set of appropriate 
keywords is identified, then, a chart is plotted by the 
number of search queries. The chart is used for analysis of 
the public interest in a particular area and we can assume 
how the market state will change corresponding to public 
interest. 
Nevertheless, there is some skepticism among 
specialists about the practical application of these tools 
[16]. 
Skepticism is caused by inaccurate predictions, which, 
in our opinion, are explained by the fact that the above 
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tools analyze frequencies of separate requests, while a 
rapid increase in the frequency of requests, containing 
keywords only, cannot indicate an impending event 
without a doubt. 
To overcome this problem, we propose to take into 
account not only increasing frequency of queries, 
containing key terms, but also changing entropy in search 
queries space. There is always some nonempty set of 
terms, which may indicate future fiasco and have implicit 
context sense, but not included in set of key terms. 
Frequencies of such terms can also correlate with 
frequencies of key terms. Calculation of entropy allow us 
to take into account the influence of these terms and 
significance of secondary factors [17] that lead to the 
predicted event. This is important part of the information 
space analysis.  
Search queries are a part of the information space and 
can be used to estimate the likely future changes in the 
entire space. In other words, in practice, search queries are 
a good proactive indicator of the system’s state (both the 
stock market and society before a virus pandemic). The 
search query space also has entropy, a change in entropy 
can inform us about future change in the information space 
entropy. 
We propose to predict the stock market fiasco based 
on the dynamic calculation of the entropy of search 
queries: a decrease in entropy indicates an imminent 
collapse of the market, an increase inform about future 
stable state. Note, in thermodynamics we have a similar 
situation: in a nonequilibrium (irreversible) process (all 
real physical processes are irreversible) - the closer the 
system’s state to equilibrium (stability), the greater the 
entropy [18]. A stable state corresponds to maximum 
entropy. 
Let's denote a set of search terms as Ω. Each search 
query is described by the presence (or absence) key terms 
and a region parameter. 
To calculate the entropy, we introduce a finite set of 
key terms ST = {s1 ,  s2 ,  …, sk } ,  associated with a finite 
set Ψ containing negative factors with various nature. Let 
us denote by Z = {z1, z2, …, zn} the set of all terms, which 
frequency in search queries exceeds a certain set 
frequency threshold wad, and ST⊆ Z . 
Let suppose, at time t each of the terms si, i =1, …, k 
has a frequency of occurrence in messages ωi, i =1, …, k. 
If we consider the search queries space at sequential times 
t1, t2, …, tm, , then at each time ti we will get frequency 
vector {ω1t1, ω2 t1, …, ωkt1}, {ω1t2, ω2 t2, …, ωkt2}, …, 
{ω1tm, ω2 tm, …, ωktm}. 
The volume of queries in time t around the world is 
huge, so, we can assume, frequencies ωi, i =1, …, k, 
exceeding frequency threshold wad, are close to the 
objective values of probabilities pi of realizations the 
terms si at time t in a set of messages. The vector of 
probabilities {p1, p2, …, pk} corresponds to the vector of 
terms {s 1 ,  s2 ,  …, s k} . 
The random variable S takes the value si, i =1, …, k 
from the set {s 1 ,  s 2 ,  …, sk }  with probability pi, i =1, …, 
k. 
To analyze the query space, we will use the 
generalized Renyi entropy [19, 20], which describes the 
quantitative diversity of the randomness of queries. The 
Renyi entropy is calculated by the formula: 
 
       𝐻𝐻𝑎𝑎(𝑆𝑆) =
1
1−𝑎𝑎
⋅ 𝑙𝑙𝑙𝑙𝑙𝑙(∑ 𝑝𝑝𝑖𝑖𝑎𝑎)𝑛𝑛𝑖𝑖=1 ,                            (2) 
 
where pi = P(S = si) is the probability the discrete 
random variable S will be equal to the corresponding 
possible value of si; n is the total number of different 
possible values of the random variable S, that is, the 
number of given terms zi for which ωi > wad, i = 1, …, n; 
a - a given real number that meets the requirements a ≥  0, 
a ≠ 1. 
Theoretically, when the situation is stable and the 
market fiasco is not expected in the near future, we have a 
uniform distribution and the probabilities are so close to 
each other that they can be considered as equal, i.e. p1 = p2 
= … = pn = 1/n, the Renyi entropy is Ha(S) = log n. 
Otherwise, the entropy starts to decrease with increasing 
a. Renyi entropy is used in ecology and statistics as indices 
of diversity, as well as in quantum information theory, 
where Renyi entropy is a measure of complexity. 
In our problem, the Renyi entropy formula is needed 
for special cases: 
1. a = 0, we obtain Ha(S) = log n, where n is the 
cardinality of the area of possible values of a finite random 
variable S, i.e. n is the number of different terms belonging 
to the set of possible values Z. 
2. a = 1, in this case Ha(S), according to L'Hôpital's 
rule, reduces to the Shannon’s information entropy: 
 
         𝐻𝐻1(𝑆𝑆) = −∑ 𝑝𝑝𝑖𝑖 ⋅ 𝑙𝑙𝑙𝑙(𝑝𝑝𝑖𝑖)𝑛𝑛𝑖𝑖=1                             (3) 
 
The algorithm for dynamic analysis of the information 
space of queries looks like a regular sequence of following 
operations: 
1. Define the set Ψ with all possible factors that can 
cause a sudden fiasco (collapse) of the market; 
2. Define the set ST={s1 ,  s2 ,  …, sk } ,  containing key 
terms related to the set Ψ ; 
3. Define the set Z = {z1, z2, …, zn}, containing a set of 
terms, having a high correlation with key terms, the 
frequency of these terms in search queries exceeds the 
specified threshold wad  in current time tm; 
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4. Determine frequencies ωi, and probabilities pi for 
the terms s i ,  i =1, …, k , using the tools of semantic 
analysis of queries; 
5. Calculate the numerical value of the entropy Ha(S) 
by the formula (2) with the value a = 0, or a = 1, 
depending on the values of pi, i =1, …, k. 
If we observe a decrease in entropy in comparison with 
value in the previous time tm-1, then this is a signal about 
imminent market fiasco. 
IV. CONCLUSION 
The proposed method has good perspectives for 
practical application but there are a number of problems 
that still need to be researched: 
1. Time horizon of forecasting. There are no exact 
numerical estimations, only empirical data obtained from 
the results of using GoogleTrends tool; 
2. Recommendations for the choice wad value can be 
formulated only after testing of the algorithm. To this 
moment, authors can only recommend to choose this value 
by the method of iterative approximation, based on the 
results of the preliminary semantic analysis of queries. 
The correct choice of the value will reduce the dimension 
of the task without losing the information and 
completeness of the set. We need more research to provide 
accurate recommendations. 
3. We don’t know whether the value of the change in 
entropy indicates the scale of the coming crisis. If we take 
into account the region parameter, then a decrease in the 
the search query space entropy in a particular region can 
predict financial problems only in this region.  
4. Determination a set of key terms ST is a non-trivial 
problem. The solution will require data processing and 
frequency analysis for large number of queries. 
Nevertheless, due to large cardinality of the set Z, the 
stated theoretical developments and the algorithm can be 
used in artificial intelligence systems for risk management 
that support the technology of processing and analyzing 
big data. 
The proposed algorithm can be applied in complex 
technical systems also, if functioning processes in large 
industrial corporations are united into the integrated 
information space within the framework, offered by 
"Industry 4.0" concept [21]. In this case, a change in 
entropy of large data arrays may indicate about 
accumulating problems (the "snowball" effect), which will 
eventually find a way to be realized in the production and 
management system of a corporation through uncontrolled 
functionally weak links (the so-called "Swiss cheese 
holes" effect [22]) and will lead to the collapse or systemic 
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