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Abstract
This thesis is a collection of works which seek to address certain aspects of the following
puzzles: quantum gravity, initial conditions of the universe, the cosmological constant
problem, and baryonic processes in clusters of galaxies.
The causal set theory approach to quantum gravity postulates that the fundamental
structure of spacetime is a partially ordered and locally finite set. Within this framework,
we formulate a statistical correspondence for judging when a causal set is well approximated
by a Lorentzian manifold. To that end, we prove a theorem which shows that the number-
volume correspondence, if required to hold even for arbitrarily small regions, is best realized
via Poisson sprinkling. Surprisingly, we also show that 1+1 dimensional Lorentzian lattices
provide a much better N–V correspondence than Poisson sprinkling for macroscopically
large volumes.
We then study phenomenological implications of wave propagation on causal sets. We
introduce a family of generalized d’Alembertian operators ρ in D-dimensional Minkowski
spacetime which are manifestly Lorentz-invariant, retarded, and non-local, the extent of
the nonlocality being governed by a single parameter ρ. These operators arise as averages
of matrix operators meant to describe the propagation of a scalar field in a causal set.
We compute their action on plane waves and show that their spectrum g(p) (p being the
momentum-vector) contains also an imaginary part for timelike p, whose sign depends
on whether p is past or future-directed. For small p, g(p) is necessarily proportional to
p · p, but for large p it becomes constant, raising the possibility of a genuinely Lorentzian
perturbative regulator for quantum field theory. We also address the question of whether
or not the evolution defined by ρ is stable, finding evidence that the original 4D causal
set d’Alembertian is unstable, while its 2D counterpart is stable.
Motivated by the construction of a quantum field theory on a background causal set, we
proceed to define a distinguished “ground state” or “vacuum” for a free scalar quantum field
in a globally hyperbolic region of an arbitrarily curved spacetime. This state, which we call
the Sorkin-Johnston (SJ) state, is defined for all compact regions and for many noncompact
ones. In a static spacetime we find that the SJ vacuum coincides with the usual ground
state. We then determine it for a massive free scalar field in D = d+1 dimensional de Sitter
space. In cases where it is well-defined, the SJ vacuum always corresponds to one of the de
Sitter-invariant α-vacua, with the value of α depending on (i) whether the mass of the field
is in the complementary or principal series, (iii) whether it is evaluated on the complete
de Sitter manifold or its Poincare´ half-space, and (iii) whether the spacetime dimension is
even or odd. We determine the SJ state also for a radiation-filled, spatially homogeneous
iii
and isotropic cosmos, and show that the super-horizon correlations are approximately the
same as those of a thermal state. Finally, we illustrate the inherent non-locality of our
prescription with the example of a spacetime which sandwiches a region with curvature
in-between flat initial and final regions.
The cosmological constant “problem” refers to the huge discrepancy between the ob-
served value of the cosmological constant and our expectations from the vacuum energy
of quantum fields. We explore a modified-gravity proposal which addresses this puzzle by
decoupling the quantum vacuum from space-time geometry via an incompressible fluid,
known as Gravitational Aether. We discuss classical predictions of this theory along with
its compatibility with cosmological and experimental tests of gravity. We argue that devi-
ations from General Relativity (GR) in this theory are sourced by pressure or vorticity. In
particular, the theory predicts that the gravitational constant for radiation is 33% larger
than that of non-relativistic matter, which we show is consistent at the ∼ 2σ level with
(most pre-Planck) cosmic microwave background (CMB), Ly-α forest, and light element
abundance observations. It is further shown that all Parametrized Post-Newtonian (PPN)
parameters have the standard GR values aside from the anomalous coupling to pressure
ζ4. A more subtle prediction of this model (assuming irrotational aether) is that the so-
called gravitomagnetic effect is 33% larger than the GR prediction. This is consistent with
current limits from LAGEOS and Gravity Probe B at ∼ 2σ level.
Finally, we present a statistically-optimal and model-independent method to extract the
pressure profile of hot gas in the intracluster medium (ICM). Using the thermal Sunyaev-
Zeldovich effect, we constrain the mean pressure profile of the ICM by appropriately con-
sidering all primary CMB and instrumental noise correlations, while using the maximum
resolution and sensitivity of all frequency channels. As a first application, we analyze CMB
maps of WMAP 9-year data through a study of the Meta-Catalogue of X-ray detected Clus-
ters of galaxies (MCXC). We constrain the universal pressure profile out to 4R500 with 15σ
confidence, though our measurements are only significant out to R200. Using a temperature
profile constrained from X-ray observations, we measure the mean gas mass fraction out to
R200. Within statistical and systematic uncertainties, our constraints are compatible with
the cosmic baryon fraction and the expected gas fraction in halos. While Planck multi-
frequency CMB data are expected to reduce statistical uncertainties by a factor of ∼ 20,
we argue that systematic errors in determining mass of clusters dominate the uncertainty
in gas mass fraction measurements at the level of ∼ 20 percent.
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Chapter 1
Introduction
The past four years, during which the material presented in this thesis was prepared,
have been incredibly exciting for fundamental physics. The Standard Model Higgs boson
was observed by the ATLAS detector at the Large Hadron Collider, with a measured
mass of 126.0 ± 0.4(stat)±0.4(sys) GeV [1]. It is somewhat reassuring for the purposes
of this thesis,1 and cosmological models in general, that a fundamental scalar field exists
in nature. There have also been important advances in observational cosmology. We
now have all-sky measurements of the temperature anisotropies of the cosmic microwave
background (CMB) by the Planck satellite. These measurements have unprecedented
precision and span a much wider range of frequencies (30–857 GHz) compared to the
Wilkinson Microwave Anisotropy Probe (WMAP) CMB data [116]. One of the most
notable findings of the Planck team was the absence of any detectable primordial non-
Gaussianity [119]. Previous constraints came from 9-year WMAP data, which obtained
(as an example) f locNL = 37.2 ± 19.9 for the primordial local bispectrum amplitude [25].
Planck ’s measurement of the same quantity is f locNL = 2.7± 5.8, shrinking the error bar by
a factor of ∼ 3.5. In Chapters 5 and 6 of this thesis, we will encounter two other cases
where Planck ’s CMB measurements make a decisive difference.
Another recent exciting development has been the detection of the so-called B-mode
component of the CMB polarization, as claimed by the BICEP2 experiment [28]. This
“curl” component of the polarization pattern cannot be generated by linear gaussian den-
sity perturbations and is considered an indirect detection of primordial gravitational waves.
The BICEP2 team has obtained r = 0.20+0.07−0.05, where r is the ratio of the amplitude of
primordial gravitational waves to that of the scalar fluctuations. Let us assume for the
1 Chapters 3 and 4 consider only scalar fields.
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moment that the BICEP2 experiment has indeed measured primordial gravitational waves.
In the context of the simplest inflationary models, this measurement fixes the energy scale
of inflation to be ∼ 1016 GeV (see e.g. [98]). That is, with the BICEP2 result, we would
have probed an energy scale of ∼ 1016 GeV, only 5 orders of magnitude short of the Planck
scale. Furthermore, the inflationary predictions are in the context of linearized quantum
gravity, meaning that we would have seen evidence for quantum fluctuations of spacetime
itself. We need not be married to the inflationary paradigm to appreciate that a detection
of primordial gravitational waves could potentially guide us towards the correct theory of
the early universe, and hopefully quantum gravity. For instance, in the causal set theory
approach to quantum gravity (which is the subject of Chapters 2 and 3 of this thesis), it
is hoped that the currently probed initial conditions of the universe are remnants of the
quantum gravity era. Therefore, depending on whether or not tensorial perturbations are
suppressed primordially, one may choose to pursue a different route towards the quantum
dynamics of causal sets. Unfortunately, it is not clear at the moment whether the BI-
CEP2 experiment has really detected primordial gravitational waves or not. The trouble
seems to be that the detected signal can also be explained by significant dust polarization
(see e.g. [63, 103]). The Planck CMB polarization data and future observations should
eventually be able to settle this debate.
As a final example of an exciting moment in the past four years, I cannot help but
mention the claim that OPERA had detected superluminal neutrinos [2].2 Interestingly
enough, by this point I had spent some time working out Lorentz-preserving phenomeno-
logical implications of causal set theory, one of whose core assumptions is that Lorentz
symmetry is fundamental. Had the OPERA result not have been due to experimental
error, I may have had no reason to include Chapters 2 and 3 in this thesis.
As fruitful as the recent years have been, we still face many unanswered questions.
A long-lasting mystery is the problem of quantum gravity: a theory which reduces to
general relativity on the one hand, and the standard model of particle physics on the
other hand, in certain appropriate limits. It is hoped that such a theory would provide
insights into important physical questions such as the nature of black holes and the big
bang, where general relativity breaks down. The initial conditions of the universe pose
another important (and probably related) puzzle. What set of initial conditions should
one consider as “natural”? To what extent is it possible to do away with “fine tuning”?
At lower energies and larger scales, we face the fact that (optically) visible matter makes
up only ∼ 5% of the energy budget of the universe [118]. We have learned a lot about dark
matter through its gravitational interaction, but have yet to detect it directly or indirectly.
The other dark component of the universe, i.e. dark energy (or more appropriately any
2 See version 1 on the arXiv:1109.4897v1.
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mechanism which can explain the recent accelerated expansion of the universe), is another
long-standing puzzle, often referred to as the “cosmological constant problem”.
This thesis is a collection of works which seek to address certain aspects of the afore-
mentioned problems. The topics covered can be broadly categorized as causal set quantum
gravity, quantum field theory in curved spacetimes, modified gravity, and cluster cosmol-
ogy. In the next section, I will provide an overview of the material presented in all chapters,
as well as how they connect and fit in the big picture. I have tried to make every chapter
as self-contained as possible, so that the reader could explore each one in isolation. For
the convenience of the reader, I have also provided details of (almost all) derivations and
calculations in the appendices. In some cases, the appendices also include derivations of
standard results which are quoted but not properly documented in the literature.
1.1 Outline
Our journey starts with the problem of quantum gravity in Chapter 2. One way to hope for
a deeper understanding of spacetime is to question the initial assumptions of our current
theories, especially those which are suspected to lead to trouble down the road. A core
assumption of most known physical theories, including general relativity (GR), is that
spacetime is continuous. We argue that the continuum description of spacetime should be
given up on physical grounds, mentioning amongst other reasons the problematic infinities
of general relativity (i.e. singularities) and quantum field theory. On our way to abandoning
the continuum, we suggest that causal order information should be retained because it
does not depend too heavily on the assumption of continuity and contains a great deal of
information: the topology, differential structure, and metric of a Lorentizian geometry can
be recovered from its causal order up to a local conformal factor [73, 94]. We point out
that the missing information about absolute scale can be recovered in a discrete setting,
through the counting of elements. This leads us to causal set theory, which postulates that
the fundamental structure of spacetime is that of a partially ordered and locally finite set,
or in short a causal set (causet).
We then proceed to explore certain aspects of the question: when is a causal set well-
approximated by a Lorentzian manifold? In particular, we begin by seeking a formal notion
of encoding volume information through counting of causal set elements: a spacetime re-
gion with volume V should contain “about” ρV causal set elements, where ρ ∼ l−4p sets
the fundamental discreteness scale. We provide a statistical formulation of this so-called
number–volume (N–V) correspondence. The attitude in the causal set program is that the
N–V correspondence is best realized (i.e. with the least noise) through Poisson sprinkling,
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which is a procedure for generating a causal set from a Lorentzian manifold (M, g): ran-
domly select points from (M, g) at a given density ρ using the Poisson process, and endow
the selected points with their causal order information from (M, g). The main reason for
this expectation is that, unlike in a Riemannian setting, random lattices preserve Lorentz
invariance much better than regular lattices [33]. To that end, we prove a theorem which
shows that the N–V correspondence is best realized via Poisson sprinkling for arbitrarily
small volumes. Unfortunately, this result has little physical significance because the causal
set–continuum correspondence is only physically meaningful on scales much larger than the
discreteness scale. In order to show that nothing really beats Poisson sprinkling, our result
would have to be generalized to the case of larger volumes. Quite surprisingly, though, we
present a counter-example: 1 + 1 dimensional Lorentzian lattices. A Lorentzian lattice is
a regular lattice which is invariant under a discrete subgroup of the Lorentz group. We
show that 1+1 dimensional Lorentzian lattices provide a much better N–V correspondence
than Poisson sprinkling for large volumes. However, we present evidence that this feature
should not persist in 3 + 1 dimensions and conjecture that the Poisson process does indeed
provide the best N–V correspondence for macroscopically large spacetime regions.
An intriguing observation about causal sets is that their marriage of discreteness with
causal order implies that physics cannot remain local at all scales. To appreciate why this
should be, consider how one might define a notion of “closeness” in a causal set, confining
ourselves to causal sets C which are obtained from Poisson sprinklings of a Lorentzian
manifold M . Given such a causet, any intrinsically defined notion of closeness between
two elements of C will reflect their Lorentzian distance in the embedding spacetime. But a
small Lorentzian distance between two points of M does not mean that they are confined
to a small neighbourhood within M . Rather, the second point can be “arbitrarily distant”
from the first, as long as it is located near to the lightcone of the latter. Thus, an element
of C will inevitably possess very many “nearest neighbours”, no matter how that notion is
formalized. In this manner, the concept of locality provided by the topology of a continuous
spacetime manifold is lost. Chapter 3 seeks to explore phenomenological implications of
this observation.
This nonlocality manifests itself concretely when one seeks to describe the wave propa-
gation of a scalar field on a causal set by defining a discrete counterpart of the d’Alembertian
operator, . For the aforementioned reasons, it seems impossible to proceed in analogy
with what one does when, for example, one (locally) discretizes the Laplacian operator in a
Riemannian spacetime. Nevertheless, a non-local operator was suggested in [142] which on
average reproduces  in the appropriate continuum limit for 1+1 dimensional Minkowski
spaceM2 (i.e. for causets derived by sprinklingM2). In this proposal, one starts with a dis-
crete operator Bρ on the causal set, where ρ (dimensionally an inverse spacetime volume) is
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a volume-scale that controls the extent of the non-locality. In the case of causal sets which
are well-approximated byM2, averaging Bρ over all such causets (i.e. over all Poisson sprin-
klings of M2) leads to a non-local, retarded, and manifestly Lorentz-invariant continuum
operator ρ, which has the crucial property that it reproduces the usual d’Alembertian in
the limit of zero non-locality scale: ρφ → φ as ρ → ∞. The expression introduced in
[142] was generalized to D = 4 dimensions in [24] and recently to arbitrary D in [56, 67].
A natural question then arises: might such a nonlocality in the wave propagation of
matter fields show up at energy-scales accessible by current experiments? Ideally, one
would address this question in the fully discrete setting, but it seems much easier to begin
with the continuum version of the same question by asking what changes when the local
operator  is replaced by the nonlocal operator ρ. We make a start on answering this
question in Chapter 3 by analysing the “spectral properties” (Fourier transform) of ρ in
D–dimensional Minkowski space MD. Along the way, we generalize the original proposals
[142, 24] to an infinite family of “Generalized Causet Box (GCB) operators” which are
parametrized by a set of coefficients, {a, bn}, for which we derive explicit equations that
ensure the usual flat space d’Alembertian is recovered in the infrared limit (for all dimen-
sions). We compute the action of all Poisson-averaged GCB operators on plane waves,
or equivalently their Fourier transforms g(p) [p being the momentum-vector]. Quite re-
markably, for timelike p, g(p) has an imaginary part whose sign depends on whether p is
past or future-directed. For small p, g(p) is necessarily proportional to p · p, but for large
p it becomes constant. In real space, this UV behaviour corresponds to a delta-function
contribution to the propagator, meaning that the nonlocality has made the UV divergences
worse, which is the opposite of what one would have expected. We use this behaviour to
raise the possibility of a genuinely Lorentzian perturbative regulator for quantum field the-
ory in MD. Finally, we address the question of whether or not the evolution defined by the
(classical) equation ρφ = 0 is stable. We devise a numerical method to test for stability
and present strong evidence that the original 4D causal set d’Alembertian is unstable in
this sense, while its 2D counterpart is stable.
So far we have described the propagation of a classical scalar field on the causal set.
What about a quantum field, though? After a moment of thought, it becomes clear that
the standard canonical quantization procedure in the continuum has no natural extension
to the causal set. For instance, it has proven difficult to define an intrinsic notion of a
spacelike hypersurface on the causal set. This immediately rules out the possibility of
posing equal-time commutation relations. More generally, the entire quantization process
in the continuum— as usually conceived — boils down to selecting an appropriate subspace
of the solution space of the Klein-Gordon equation. But that way of organizing the problem
seems to break down in the case of a causal set. There, the notion of “approximate solution”
5
seems to be the best that is available, and one therefore requires a different starting point.
In [84], Steven Johnston found such a starting point in (the discrete analog of) the retarded
Green’s function. On that basis a complete counterpart of the quantum field theory of a
free scalar field was built up, and a unique “vacuum state” was derived.
It was then noticed by Rafael Sorkin that Johnston’s proposal can be generalized to
quantum fields on continuum curved spacetimes, in order to tackle a long-lasting problem
in the framework “quantum field theory in curved spacetime”: the absence of a unique
notion of vacuum. Chapter 4 describes this so-called Sorkin-Johnston (SJ) proposal, which
defines a distinguished vacuum state for a free scalar quantum field in an arbitrarily curved
spacetime. The availability of a distinguished vacuum could be welcome especially in
relation to cosmology, where great interest attaches to the question whether certain sorts
of states can be regarded as “natural” for the early universe.
We start by showing that the SJ state is well-defined for all compact globally-hyperbolic
spacetimes. We then prove that for static spacetimes, the SJ state coincides with the usual
ground state. This is reassuring because in static spacetimes a natural choice of vacuum
exists, namely the state which minimizes the Hamiltonian (which in this case is time
independent).
We then proceed to determine the SJ vacuum for a massive free scalar field in D = d+1
dimensional de Sitter space. In those cases where the prescription is well-defined, we find
that the SJ vacuum always corresponds to one of the de Sitter-invariant α-vacua. We show
that the SJ vacuum depends on (i) whether the mass of the field is in the complementary
or principal series (i.e. below or above the critical value (D − 1)/(2`), where ` is the
de Sitter radius), (ii) whether it is evaluated on the complete de Sitter manifold or its
Poincare´ half-space, and (iii) whether the spacetime dimension is even or odd. For a field
of mass m < (D− 1)/(2`) on the Poincare´ patch, the SJ prescription cannot be applied to
the entire spacetime, but only a bounded globally hyperbolic subregion of it. We find that
the SJ vacuum in de Sitter space does not in general correspond to the Bunch-Davies or
Euclidean state, and as a result is not always Hadamard.
Using the discrete SJ formalism on a causal set, we also determine the SJ state on a
sprinkling of a causal diamond in 1 + 1 dimensional de Sitter space. Our simulation shows
that the mean of the discrete SJ two-point function is consistent with that of an α-vacuum
and in particular with that of the Euclidean vacuum in the centre of the diamond (away
from the edges) for a field of mass m  √ρ, where ρ is the sprinkling density. This is
encouraging, since the QFT defined on causal sets by the SJ formalism seems to reproduce
what one would expect: a state that respects the spacetime isometries in the appropriate
“continuum limit”. It is quite remarkable that the SJ formalism on the causal set allows
6
us to simulate quantum field theories on curved background.
Furthermore, to make a start on exploring the phenomenological implications of the
SJ state in relation to cosmology, we determine it for a scalar field of mass m ≥ 0 in a
radiation-filled, spatially flat, homogeneous and isotropic cosmos. In that connection we
also compute an “effective temperature” that can be defined for the super-horizon modes
of the massive field. The correlations found thereby could open up a new perspective on
the question of primordial fluctuations and the so-called “horizon problem”.
Finally, we point out a peculiar aspect of the SJ prescription, namely its temporal non-
locality. We demonstrate this feature by the example of a spacetime which sandwiches a
region with curvature in-between flat initial and final regions. In a cosmological setting, this
temporal nonlocality poses a puzzle because it is not clear what portion of spacetime one
should use to compute the SJ vacuum. For instance, should one consider the behaviour
of late-time cosmology to determine the SJ vacuum for the early universe? Of course,
the SJ proposal is not the only setting in which there is a connection between late-time
cosmology and the physics of the very small. The so-called cosmological constant problem,
which is the subject of Chapter 5, is perhaps the most puzzling manifestation of this sort
of connection.
The discovery of recent acceleration of cosmic expansion was one of the most surprising
findings in modern cosmology [130, 112]. The standard cosmological model drives this
expansion with a cosmological constant, which is consistent with nearly all current cosmo-
logical observations. There is, however, something unsettling about the extremely small
(in Planck units) but nonzero value of the cosmological constant. This becomes even more
puzzling when we consider the vacuum energy of quantum fields 〈Tµν〉 = −〈ρV 〉gµν + · · · ,
as they too act like a cosmological constant. Of course, 〈ρV 〉 is formally divergent. In prac-
tical calculations, one needs to use a regulator which preserves general covariance, such as
dimensional regularization, to even arrive at 〈Tµν〉 = −〈ρV 〉gµν + · · · . Naively speaking
though, if we believe general relativity is the correct description of gravity up to an energy
scale EΛ, we would expect 〈ρV 〉 ∼ E4Λ. Taking the cut-off EΛ to be on the the order of
Planck energy, we find the famous discrepancy of some 120 orders of magnitude between
〈ρV 〉 and the observed vacuum energy density. This is the so-called cosmological constant
“problem”: how is it that the vacuum energy of quantum fields, each of which is expected
to contribute ∼ E4Λ, cancel out to such remarkable precision (e.g. 120 decimal places), to
produce the observed value?
If our expectations from high energy physics are reasonable, there is no choice but to
abandon the idea that vacuum energy should gravitate. This, however, requires modify-
ing Einstein’s theory of gravity, in which all sources of energy gravitate. In [3], Afshordi
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proposed a novel approach in which quantum vacuum fluctuations (of linear order in the
metric) are decoupled from gravity through the introduction of a fluid called the Grav-
itational Aether (GA). In Chapter 5, we explore in detail the predictions of this theory
in the context of cosmology and solar-system tests of gravity. We show that deviations
from general relativity can only be significant in situations with relativistic pressure or
(potentially) relativistic vorticity. The most prominent prediction of this theory is that
gravity should be 33% stronger in the cosmological radiation era than GR predictions. In
other words, the effective gravitational coupling of relativistic matter, which we called GR,
is given in the radiation era by GR =
4
3
GN .
Comparing theoretical prediction of big bang nucleosynthesis with the observational
light element abundances provides a constraint on GN/GR. We show that every light
element abundance agrees with the gravitational aether theory to within 2σ. In fact, the
7Li primordial abundance prefers the prediction of gravitational aether to that of general
relativity, which is of course GR = GN .
We also study the evolution of cosmological perturbations in the gravitational aether
framework. In doing so, we introduce the Generalized Gravitational Aether (GGA) theory,
which interpolates between general relativity and gravitational aether through an extra
gravitational coupling constant GR. This allows us to constrain GN/GR using cosmic
microwave background (CMB) measurements from WMAP, as well as other data sets. The
gravitational aether theory is consistent at the ∼ 2σ level with all different combinations
of data sets. In some cases, the gravitational aether prediction is even preferred to that
of general relativity. Our analysis has recently been repeated using CMB data from the
Planck satellite [109]. Based on their measurements, the gravitational aether prediction is
ruled out at the 2.5–5σ level, depending on the combination of data sets used. In contrast,
observational constraints at lower redshifts, in particular data of the Ly-α forest [138],
prefer the aether prediction.
We then examine the implications for precision tests of gravity using the Parameterized
post-Newtonian (PPN) formalism, and show that the only PPN parameter that deviates
from its GR value is ζ4, the anomalous coupling to pressure, that has only recently been
measured in [109], thanks to the GGA formalism. Moreover, we argue that current tests of
Earth’s gravitomagnetic effect mildly prefer a co-rotation of aether with matter, although
they are consistent with an irrotational aether at 2σ level.
Finally, we point out a curious fact about the behaviour of quantum corrections of
matter fields in the gravitational aether theory. We show that the gravitational aether
theory is not stable against quantum corrections in the matter sector, in the sense that
any bare equation of state for aether gets renormalized to the value 1/3.
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Another interesting implication of this theory is for the cosmic baryon fraction. As we
increase the gravity due to radiation, we need to increase the dark matter density to keep
the redshift of equality constant, since it is well constrained by the CMB power spectrum
(see e.g., [87]). This implies that the total matter density should be bigger by a factor of
4/3 (Fig. 5.2). Given that baryon density is insensitive to this change, the cosmic baryon
fraction will decrease by a factor of 3/4, i.e. from 17% [87] to 13%. This leads us to
the final chapter of this thesis, where we introduce a model-independent and statistically
optimal method for measuring the pressure profile of galaxy clusters, which has immediate
implications for the cosmic baryonic budget.
Clusters of galaxies have long been recognized as remarkable laboratories to test cosmo-
logical theories. They are the largest gravitationally bound objects in the universe, thought
to have formed from the eventual collapse of initially overdense dark matter perturbations.
Their abundance and large scale properties are sensitive to the expansion and initial con-
ditions of the universe, making them excellent tools to constrain cosmological models. On
smaller scales, physics of clusters is dominated by complex baryonic processes such as gas
cooling, star formation, and feedback from supernovae and active galactic nuclei. In or-
der to use clusters as standard probes of the geometry and dynamics of the universe, it
is necessary to reliably model these processes and distinguish amongst different feedback
mechanisms [88, 13].
The main baryonic budget of clusters is a hot plasma of ionized hydrogen and helium
in the intracluster medium (ICM), making it the natural target for studying the complex
astrophysical processes at play. The thermal Sunyaev-Zeldovich (tSZ) effect [151] is an
important probe of the ICM: as the CMB photons inverse-Compton scatter off of the hot
electrons in the ICM, their blackbody spectrum is distorted. An important feature of the
tSZ effect is that it is directly proportional to the integrated pressure of free electrons along
the line of sight, which makes it a powerful probe of the ICM in the outskirts, where X-ray
emission is extremely faint.
Resolving the tSZ signal for individual clusters requires high resolution CMB measure-
ments, which have become available only in the recent years. In fact, the only all-sky CMB
survey with high enough resolution and sensitivity to detect individual SZ clusters is Planck.
Even with Planck ’s sensitivity, it is necessary to combine the tSZ signal from many clusters
to meaningfully constrain physical quantities of interest, such as baryonic mass fraction
[121]. Luckily, there is fairly strong evidence from X-ray observations and numerical simu-
lations that clusters are self-similar to a good approximation (see e.g. [107, 16]). This fact
justifies combining SZ signatures of many clusters to obtain constraints on the mean ICM
properties.
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In Chapter 6, we present a statistically-optimal and model-independent method to ex-
tract the pressure profile of hot gas in the intracluster medium (ICM). Using the thermal
Sunyaev-Zeldovich effect, we constrain the mean pressure profile of the ICM by appropri-
ately considering all primary cosmic microwave background (CMB) and instrumental noise
correlations, while using the maximum resolution and sensitivity of all frequency channels.
As a first application, we analyze CMB maps of WMAP 9-year data through a study of the
Meta-Catalogue of X-ray detected Clusters of galaxies (MCXC). We constrain the univer-
sal pressure profile out to 4R500
3 with 15σ confidence, though our measurements are only
significant out to R200. Using a temperature profile constrained from X-ray observations,
we measure the mean gas mass fraction out to R200. Within statistical and systematic
uncertainties, our constraints are compatible with the cosmic baryon fraction and the ex-
pected gas fraction in halos. While Planck multi-frequency CMB data are expected to
reduce statistical uncertainties by a factor of ∼ 20, we argue that systematic errors in
determining mass of clusters dominate the uncertainty in gas mass fraction measurements
at the level of ∼ 20 percent.
1.2 Published Material
The research presented in this thesis has either been published or submitted for publication.
All these papers have been a collaborative effort. Chapter 2 is based on [134], which has
been submitted for publication to Classical and Quantum Gravity. Chapter 3 is based on
[20]. Chapter 4 is based on the two papers [5, 17]. Finally, Chapters 5 and 6 are based on
[19] and [18], respectively.
3 The quantity R∆ is defined as the radius up to which the matter density is ∆ times the critical
mass-density of the universe.
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Chapter 2
Causal Sets and their Continuum
Approximation
2.1 Introduction
What is the fundamental structure of spacetime? Our best answer currently comes from the
general theory of relativity: spacetime is a smooth Lorentzian manifold whose dynamics
is governed by the Einstein field equations. Although general relativity (GR) has been
remarkably successful, it is well known that it cannot be the whole story. Because of the
presence of spacetime singularities, for instance, GR cannot describe the physics at the
big bang or the centre of black holes. Moreover, general relativity is a classical theory
and it should ultimately be replaced by some appropriate “quantum version”. It is widely
believed that such a theory of “quantum gravity” would resolve spacetime singularities
and tell us more about the big bang and black holes. Over the years, many approaches
to quantum gravity have been proposed and pursued. This chapter focuses on one such
proposal: causal set theory.
One way to hope for a deeper understanding of spacetime is to question the initial
assumptions of the current theory, especially those which are suspected to lead to trouble
down the road. A core assumption of most known physical theories, including general rel-
ativity, is that spacetime is continuous. In this picture, spacetime events can be arbitrarily
close to one another. This is certainly a mathematically convenient assumption, but should
it be re-examined on physical grounds? Interestingly enough, this question seems to have
had troubled Einstein himself [144]:1
1 This is a translation of (part of) a letter which Einstein had written to Walter Da¨llenbach in Nov.
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But you have correctly grasped the drawback that the continuum brings. If
the molecular view of matter is the correct (appropriate) one, i.e., if a part of
the universe is to be represented by a finite number of moving points, then the
continuum of the present theory contains too great a manifold of possibilities.
I also believe that this too great is responsible for the fact that our present
means of description miscarry with the quantum theory. The problem seems
to me how one can formulate statements about a discontinuum without calling
upon a continuum (space-time) as an aid; the latter should be banned from
the theory as a supplementary construction not justified by the essence of the
problem, which corresponds to nothing real. But we still lack the mathematical
structure unfortunately. How much have I already plagued myself in this way!
There are compelling reasons to question the continuum description of spacetime. The
problematic infinities of general relativity (i.e. singularities) and quantum field theory
(QFT) are caused by the lack of a minimum length cut-off in the local degrees of free-
dom. Although the renormalisation procedure ameliorates these problems in QFT, they
return in naive attempts to quantise gravity. Moreover, given what we know about the
uncertainty principle of quantum mechanics, resolving arbitrarily close spacetime events
is simply impossible: measuring very small distances (e.g. order of the Planck length)
requires inputting such an enormous amount of energy that a black hole would eventually
form and swallow the entire laboratory whole. Finally, to mention a more practical prob-
lem, there are technical difficulties with defining the path integral in the continuum, since
it is necessary to integrate over a continuous history space. If spacetime is discrete, the
path integral becomes a sum, thus eliminating the problem.
If we are to abandon the continuum, however, how should we go about discretizing
spacetime? Perhaps, a guiding principle could be looking for features in the usual descrip-
tion that do not depend too heavily on the assumption of continuity. One feature that
is undoubtedly foundational to the theory of relativity is causality (i.e. the knowledge of
which events could influence or be influenced by other events). As it turns out, the causal
structure of spacetime is incredibly rich. It has been proven that a Lorentzian geometry
can be recovered from its causal order almost completely [73, 94]. To be more precise, the
topology, differential structure, and the metric of a Lorentizian geometry can be recovered
from its causal order up to a local conformal factor. (We will explain how this can be done
in the next section.) Although these results are grounded in the context of Lorentzian
geometry, where continuity is a key assumption, nothing keeps us from retaining causal
order information but giving up continuity. In fact, by discretizing spacetime, we gain the
1916. See references 16− 17 of [144] for details regarding translation and precise referencing.
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missing information about absolute scale or volume2 in the continuum through counting.3
Riemann himself had appreciated this point [144]:4
The question of the validity of the presuppositions of geometry in the infinitely
small hangs together with the question of the inner ground of the metric rela-
tionships of space. In connection with the latter question, which probably can
still be reckoned to be part of the science of space, the above remark applies,
that for a discrete manifold, the principle of its metric relationships is already
contained in the concept of the manifold itself, whereas for a continuous man-
ifold, it must come from somewhere else. Therefore, either the reality which
underlies physical space must form a discrete manifold or else the basis of its
metric relationships must be sought for outside it, in binding forces that act on
it;
and also
Definite portions of a manifold, distinguished by a criterion or a boundary, are
called quanta. Their quantitative comparison happens for discrete magnitudes
through counting, for continuous ones through measurement.
It would then seem that a combination of causal order and discreteness should be enough
to recover all information about the topology, differential structure, and metric of the
continuum spacetime. Causal set theory is in essence nothing but a realization of this
observation:
Order +Number = Geometry. (2.1)
It is also interesting to notice that causal order singles out the Lorentzian signature of
spacetime, (−,+,+,+) in 4 dimensions, as the only one consistent with the notion of
past and future. A note of historical significance is that the idea described so far (and
summarized in the slogan 1) was proposed independently several times by J. Myrheim
[106], G. tHooft [152] and finally L. Bombelli, J.H. Lee, D. Meyer and R. Sorkin [34].
Before defining what a causal set is, let us make the arguments presented so far more
concrete.
2 The freedom in local conformal transformations of the metric can be translated directly into not
having fixed a volume element
√−gd4x.
3 We will formalize this notion in Section 2.4.
4 These passages have been translated into English in [144]. See reference 15 therein.
13
2.2 Towards Causal Sets
In the previous section, we claimed that a Lorentzian geometry (i.e. its topology, differ-
ential structure, and metric) can be recovered from its causal order up to local conformal
transformations. The following two theorems give precise meaning to this claim:5
Malament’s Theorem [94]. If (M, g) and (M ′, g′) are past and future distinguishing
spacetimes and if f : M →M ′ is a causal isomorphism (i.e., a bijection where both f and
f−1 preserve the causal order ), then f must be a homeomorphism.
Hawking’s Theorem [73]. Suppose (M, g) and (M ′, g′) are spacetimes and f : M →
M ′ is a homeomorphism where both f and f−1 preserve future directed continuous null
geodesics. Then f is a smooth conformal isometry.
Malament’s theorem shows that the topology of a spacetime which is both past and
future distinguishing is completely determined by its causal order. Before this result was
proven, it was known that the Alexandroff topology (one whose base topology on M is
all sets of form I+(p) ∩ I−(q)) is equal to the manifold topology for all strongly causal
spacetimes. Malament’s theorem shows that a weaker condition of past and future dis-
tinguishing spacetimes suffices. Moreover, he demonstrates in [94] that this assertion no
longer applies if this condition is relaxed any further. Hawking’s theorem shows that dif-
ferential structure (i.e. that f is smooth) and 9/10 components of the metric (i.e. that f
is a conformal isometry) can be recovered from causal order information only. Let us give
an example of how a geometrical object can be reconstructed from causal relations. Con-
sider, for instance, reconstructing light rays in Minkowski space. Define the causal interval
I(p, q) between any two points p and q by I(p, q) = J+(p) ∩ J−(q) = {x ∈ M |p  x  q}.
Also, a subset S ⊂ M is called a chain if for all p, q ∈ S either p  q or q  p. We can
now define a light ray l to be a maximal6 chain such that for all p, q ∈ l, I(p, q) is also
a chain. Similarly, it is possible to define all other geometrical objects such as spacelike
lines, planes, vectors, etc [144].
Let us now turn to the other side of the story: discreteness. What should we take as the
discreteness scale? On dimensional grounds, we would expect that effects of discreteness
become important at about the Planck length lp =
√
G~/c3. There is, however, a more
satisfying argument that brings us to the same conclusion: the black hole entropy. We
5 See Section A.1 of Appendix A for definitions relevant to these theorems. Here a spacetime (M, g)
is assumed to be a connected, four-dimensional smooth manifold M without boundary, together with a
smooth Lorentzian metric g.
6 A maximal chain is one that can not be enlarged while remaining a chain.
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know from Hawking’s calculation of black hole radiance that the entropy associated with
a black hole is SBH = kBA/(4l
2
p), where kB is the Boltzmann constant and A is the area
of the event horizon. Suppose we discretize the horizon by little plackets of area l2min , so
that the total number of plackets is N = A/l2min. Now imagine that every placket could
have a value of either 1 or 0. The total number of microstates is then Ω = 2N , and the
associated entropy can be calculated from Boltzmann’s formula: S = kB ln Ω = kB ln 2
A
l2min
.
Equating this result with SBH , we find lmin = 2
√
ln 2lp. It is important to notice that in
the limit where ~ → 0, the discreteness scale also vanishes. This means that the classical
limit is necessarily a continuum limit, suggesting that spacetime discreteness is inherently
quantum.
We are now in a position to define precisely what a causal set is.
2.3 Causal Set Kinematics
A causal set (causet), as proposed in [34], is a partially ordered and locally finite set.
Concretely, a causal set (C,≺) is a set C endowed with a binary relation ≺ such for all
x, y, z ∈ C the following axioms are satisfied:
1. Transitivity: x ≺ y & y ≺ z ⇒ x ≺ z,
2. Irreflexivity: x ⊀ x,
3. Local finiteness: card{y ∈ C|x ≺ y ≺ z} <∞,
where ‘card’ stands for cardinality. The first two axioms encode causal order information.
Notice that causal cycles are not permitted because x0 ≺ x1 ≺ x2 ≺ · · · ≺ x0 implies x0 ≺
x0 by transitivity, which contradicts irreflexivity.
7 Local finiteness formalizes the notion of
discreteness, so that the causal interval between any two points contains a countably finite
number of events.
Causets have many representations, the most intuitive one (perhaps) as a graph or
family tree. If x ≺ y, x is said to be an ancestor of y, and y a descendent of x. Figure. 2.1
shows an example of a causet with 5 elements represented by a so-called Hasse diagram. In
this representation, causet elements are represented by vertices and causal relations that do
7 Sometimes the irreflexivity axiom is replaced by (i) x ≺ x (reflexivity) and (ii) x ≺ y & y ≺ x⇒ x = y
(acyclicity).
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not follow from transitivity are represented by lines. A causal set can also be represented
by a matrix M , whose rows and columns are labeled by the elements and Mij = 1 if i ≺ j
and 0 otherwise. This representation is useful for computer codes.
Figure 2.1: Hasse diagram of a causet with 5 elements. Only relations not implied by
transitivity are drawn. For instance, since x ≺ y and y ≺ z, no line is drawn between x
and z.
2.4 Approximating the Continuum
From the viewpoint of causal set theory, the continuum spacetime of general relativity is
only fundamental to the extent that it provides a good approximation to an underlying
causal set [34, 142, 144, 55, 74]. Once a full dynamical theory of causal sets is available, it
is necessary to judge whether or not the result of evolution looks anything like the universe
we observe at low energies. Therefore, criteria must be established to determine how well
a Lorentzian geometry (M, g) approximates a causal set (C,≺). One natural criterion is
to require the existence of an injective map f : C → M which preserves causal relations:
∀ x, y ∈ C, x ≺ y if and only if f(x) ∈ J−(y) (see Section A.1 of Appendix A for the
definition of J−(y)). We would then say that C is embeddable in M . Of course, it is not
very likely for a causal set which has emerged out of the dynamics to be exactly embeddable
in any spacetime. Close to the discreteness scale, for instance, one would expect the causal
set to be fairly chaotic. Therefore, a certain degree of coarse graining must be done before
embedding is possible. It might also be necessary to introduce some notion of approximate
embedding, because matching all causal relations exactly (and there would be a lot of them)
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seems too stringent a requirement. Once these issues are settled and embedding is possible,
one last piece of information is required: scale. This is because preserving causal relations
cannot distinguish between spacetimes whose metrics are conformally related. Causal sets
contain information about scale implicitly through counting of elements, because they
are locally finite (i.e. discrete). To make use of this property, one also requires a number–
volume (N–V) correspondence: the number NS of embedded points in any spacetime region
S ⊂M should “reflect” its volume VS:
NS ≈ ρVS = ρ
∫
S
√
−g(x)dDx, (2.2)
where ρ is a constant, thought to be set by the Planck scale, which represents the number
density of points. Of course, this correspondence cannot be exactly true, the most obvious
reason being that ρVS is not always an integer. Also, for any embedding, there would
always be infinitely many empty regions meandering through the embedded points. These
issues can be addressed by first settling on the types of “test regions” S, and then requiring
the correspondence in a statistical sense. To do so, let us first note that the causal set–
continuum correspondence is only physically meaningful on scales much larger than the
discreteness scale. Therefore, S should be a region whose spacetime volume is much larger
than that set by the discreteness scale. The shape of S can be picked to disallow regions
that meander through the embedded points but have large volumes. A natural choice, given
that spacetime is Lorentzian, is the causal interval I(x, y): given any two timelike points
x ≺ y ∈ M , I(x, y) is the collection of all points in the causal future of x and the causal
past of y. Having decided on the types of test regions, the number–volume correspondence
can be formulated as follows: pick at random M causal intervals S1, S2, . . . , SM with the
same volume V  ρ−1, and let N1, N2, . . . , NM be the number of embedded elements in
these regions, respectively. We then require that as M →∞:
〈N〉=ρV, δN〈N〉 =
√〈(N − 〈N〉)2〉
〈N〉  1. (2.3)
Having the N–V formulation at hand,8 the key question becomes: what is the map that
realizes the number–volume correspondence with the least noise?
The attitude in the causal set program is that this mapping is best done through Poisson
sprinkling. In this approach, one first reverses direction by obtaining a causal set C(M)
8 It may seem more natural to require instead |NS−ρVS |  ρVS for all test regions S. This requirement,
however, is a bit too stringent. Even if there is only one region which violates this condition, the N–V
correspondence would be rendered unsatisfied. Requiring (2.3) ensures that almost all regions have volumes
representative of the number of embedded points in them.
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from a given spacetime (M, g): randomly select points from M using the Poisson process
at density ρ and endow the selected points with their causal relations. The probability of
selecting n points from a region with volume V is9
P (n) =
(ρV )ne−ρV
n!
. (2.4)
Both the expectation value and variance of the number of selected points in a region with
volume V is equal to ρV :
〈N〉Pois=ρV, δNPois〈N〉Pois =
1√
ρV
. (2.5)
The causal set–continuum correspondence is then judged as follows: a Lorenztian manifold
(M, g) is well-approximated by a causal set C if and only if C could have arisen from
a sprinkling of (M, g) with “high probability”. This definition is consistent with the N–V
requirement formulated above: if C is embeddable as a “large enough” sprinkling of (M, g),
(2.3) would be satisfied because of the ergodic nature of the Poisson process. The “high
probability” requirement is necessary to ensure that a large enough sprinkling is indeed
obtained. Ultimately, one needs to decide how high “high probability” is. A practical
meaning could be that observables (such as dimension, proper time, etc) are not too wildly
far from their mean [74]. It is interesting to note that any embeddable C has a finite
probability of being realized through a Poisson sprinkling. This formulation of the causal
set–continuum correspondence can be used for any point process (i.e. not just Poisson)
which satisfies the N–V requirement on average.
Poisson sprinkling has many desirable features. It has been proven that not even its
realizations select a preferred frame in Minkowski space [33]. If this mapping really does
provide the best causal set–continuum dictionary, it is intriguing that Lorentz invariance
should follow as a biproduct. Also, Poisson sprinkling works in any curved background.
Even the extra requirement of the shape of test regions as causal intervals is not necessary
in this context. On the way to proving that the causal set structure is (in principle)
rich enough to give rise to a smooth Lorentzian manifold, Poisson sprinkling has played a
central role. But is it unique?
The remainder of this chapter contains two results which (hopefully) shed some light on
certain aspects of this question. The first result is that the number–volume correspondence,
9 The Poisson process can be obtained by dividing spacetime into small regions of volume dV so that
(i) in each infinitesimal region one point can be selected at most, and (ii) this selection happens with the
probability ρdV independent of outside regions. Then, the probability of selecting n points in a volume V
is P (n) =
(
V/dV
n
)
(ρdV )n(1− ρdV )V/dV−n, which converges to (2.4) in the limit dV → 0.
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if required to hold even for arbitrarily small regions, is best realized via Poisson sprinkling.
The second result concerns a family of lattices in 1+1 dimensional Minkowski space, known
as Lorentzian lattices, which we show provide a better number–volume correspondence than
Poisson sprinkling for large volumes.10 By way of providing an example, however, we will
argue that this feature should not persist in higher dimensions and that it is special to
1+1 dimensional Lorentzian lattices. We conclude by conjecturing that Poisson sprinkling
provides the best number–volume correspondence in 3 + 1 dimensions, even for spacetime
regions with macroscopically large volumes.
2.5 Nothing beats Poisson for Planckian volumes
In this section, we prove that the number–volume correspondence is best realized via
Poisson sprinkling for arbitrarily small volumes. We set ρ = 1 in the statement and proof
of the theorem.
Theorem 1. Let ξ be a point process whose realizations are points of a smooth Lorentzian
manifold (M, g). Let NS be the random variable which counts the number of points in
a causal interval S ⊂ M : it takes on a value n ∈ {0, 1, 2, . . . } with probability PS(n).
Assume also that ξ realizes the number–volume correspondence on average ∀ S: 〈NS〉 =∑∞
n=0 nPS(n) = VS, where VS is the spacetime volume of S. Then, @ ξ such that ∀ S:
〈(NS − VS)2〉 ≤ αVS where 0 ≤ α < 1. (2.6)
Proof. It is shown in Section A.2 of Appendix A that the variance of any random variable
NS which takes on a value n ∈ {0, 1, 2, . . . } with probability PS(n), and whose mean is
VS > 0, must satisfy the inequality
〈(NS − VS)2〉 ≥ (VS − n∗)(n∗ + 1− VS), (2.7)
where n∗ is the largest integer which is smaller than or equal to VS. To see why this should
be true, consider choosing PS(n) to obtain the least possible variance for NS. Intuitively,
this can be done by letting PS(n) = 0 ∀ n 6= n∗, n∗ + 1. Requiring 〈NS〉 = VS and∑∞
n=0 PS(n) = 1 then implies PS(n∗) = n∗+ 1− VS and PS(n∗+ 1) = VS − n∗, which leads
to the variance (VS − n∗)(n∗ + 1− VS). The formal proof of this result is given in Section
A.2 of Appendix A.
10 The existence of Lorentzian lattices in 1 + 1 dimensional Minkowski space, as well as the possibility
that they might realize the number–volume correspondence better than Poisson sprinkling, was pointed
out by Aron Wall to Rafael Sorkin, who then mentioned it to us.
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Let us now proceed to prove the theorem by contradiction. Assume there exists 0 ≤
α < 1 such that 〈(NS − VS)2〉 ≤ αVS for all S. It then follows from (2.7) that
(VS − n∗)(n∗ + 1− VS) ≤ αVS ∀ S. (2.8)
This, however, is clearly false because any region S with VS < 1−α violates this condition.
The proof of this theorem rests heavily on regions with Planckian volumes. For instance,
had we required condition (2.6) for regions with VS > 1, the proof would not have gone
through. As we mentioned previously though, the causal set–continuum correspondence
is only physically meaningful on scales much larger than the discreteness scale. In order
to show that nothing really beats Poisson, our result would have to be generalized to the
case of larger volumes. We have, however, found a counter example to this conjecture in
the case of 1 + 1 dimensional Minkowski space. As we shall see in the next section, 2D
Lorentzian lattices realize the number–volume correspondence much better than Poisson
sprinkling for large volumes.
2.6 Lorentzian Lattices
Why is a random, as opposed to regular, embedding of points thought to provide the best
number–volume correspondence? Consider, for instance, a causal set which is embeddable
as a regular lattice in 1 + 1 dimensional Minkowski space. Our intuition from Euclidean
geometry would suggest that such a lattice should at least match, if not beat, a random
sprinkling in uniformity. Why not, then, use a regular lattice as opposed to Poisson sprin-
kling? Figure 2.2a shows what goes wrong in Lorentzian signature. Although the lattice
is regular in one inertial frame, it is highly irregular for a boosted observer. Therefore,
there are many empty regions with large volumes, which leads to a poor realization of
the number–volume correspondence. Are there any regular lattices in 1 + 1 that do not
have this problem? As it turns out, the answer is yes: Lorentzian lattices. These are
lattices which are invariant under a discrete subgroup of the Lorentz group. Such a lattice
is shown in Figure 2.2b: it goes to itself under the action of a discrete set of boosts. We
have classified all 2D Lorentzian lattices in Section A.3 of Appendix A. In the case of the
integer lattice shown in Figure 2.2a, the more it is boosted, the more irregular it becomes.
A Lorentzian lattice, however, does not have this problem because it eventually goes to
itself. It is then reasonable to expect a better number–volume correspondence in this case.
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Figure 2.2: (a) The black dots show a lattice on the integers. The red dots are an active
boost of this lattice by velocity v = tanh(1.5). The red diamond is a causal interval in the
boosted frame which contains no points. The black diamond is the same causal interval as
seen in the original frame. (b) The black dots show a Lorentzian lattice generated by the
timelike vector ξ(0) = (
√
5/2, 1/2), and the spacelike vector ξ(1) = (0, 1). The red dots are
boosts of the Lorentzian lattice by v =
√
5/3, showing that this particular boost takes the
lattice to itself.
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We have investigated the N–V correspondence for various Lorentzian lattices using
simulations. Figure 2.3 shows the result of one such analysis on the lattice shown in Figure
2.2b. The setup is as follows: we consider 1000 different causal diamonds with the same
volume V , whose centres and shapes vary randomly throughout the lattice.11 For each
realization, the number of lattice points inside the causal diamond is counted, leading to a
distribution of the number of points for a given volume V . This procedure is then repeated
for different volumes. As it can be seen from Figure 2.3, the Lorentzian lattice shown in
Figure 2.2b realizes the number–volume correspondence with much less noise than Poisson
sprinkling for macroscopic volumes. In fact, Figure 2.3b shows that the dispersion about
the mean is barely growing with volume at all. The same exercise with the integer lattice
results in a huge dispersion, much larger than that of Poisson, which is to be expected.
What about Lorentzian lattices in 3 + 1 dimensions? Would they also realize the
number–volume correspondence better than Poisson sprinkling? What is quite surprising
is that the integer lattice is a Lorentzian lattice in both 2 + 1 and 3 + 1 dimensions [135].12
We know from the 1+1-dimensional integer lattice, however, that a boost along any spatial
coordinate direction would create huge voids in any higher-dimensional integer lattice.
Therefore, one would expect a poor number–volume realization in this case. We have
confirmed this intuition for the 2 + 1 dimensional integer lattice using simulations similar
to those discussed previously (see Figure 2.4). What makes 1 + 1 dimensional Minkowski
space special is that boosts can only be performed along one direction. Therefore, a
Lorentzian lattice does not “change” too drastically under the action of an arbitrary boost.
This feature does not seem to persist in higher dimensions, which leads us to conclude
that Lorentzian lattices in higher dimensions are not likely to realize the number–volume
correspondence better than Poisson sprinkling.
2.7 A Conjecture
Based on the results of the previous Sections, we conjecture the following:
Conjecture 1. Let ξ be a point process whose realizations are points of a 3+1-dimensional
smooth Lorentzian manifold (M, g). Let NS be the random variable which counts the number
of points in a causal interval S ⊂M : it takes on a value n ∈ {0, 1, 2, . . . } with probability
11 We made sure to include “stretched out” causal diamonds, such as the black diamond shown in Figure
2.2a, as they are responsible for the poor realization of the number–volume correspondence in the integer
lattice.
12 In 2 + 1, for instance, the following boosts take the integer lattice to itself: vx = vy = 2/3 and
vx = 18/35, vy = 6/7.
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Figure 2.3: The number–volume correspondence for the Lorentzian lattice shown in Figure
2.2b. (a) The mean and standard deviation of the number of points. (b) The histogram of
the number of points for different volumes.
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Figure 2.4: The number–volume correspondence for the 2 + 1 dimensional integer lattice.
For a given volume V , 200 different causal diamonds with the same volume V but randomly
varying shapes are considered. The mean and standard deviation of the number of points
(blue) is compared with that of the Poisson process (red).
PS(n). Assume also that ξ realizes the number–volume correspondence on average ∀ S:
〈NS〉 = VS, where VS is the spacetime volume of S. Then, @ ξ and V∗ > 0 such that for all
causal intervals S with volume VS > V∗:
〈(NS − VS)2〉 ≤ αVS where 0 ≤ α < 1. (2.9)
2.8 Conclusions
Causal set theory maintains that all information about the continuum spacetime of general
relativity is contained microscopically in a partially order and locally finite set. Discreteness
allows one to count elements, which is thought to provide information about scale: a
spacetime region with volume V should contain about ρV causal set elements, where
ρ ∼ l−4p sets the fundamental discreteness scale. In this Chapter, we proved a theorem which
shows that this number–volume correspondence is best realized via Poisson sprinkling
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for arbitrarily small volumes. Quite surprisingly, we also showed that 1 + 1 dimensional
Lorentzian lattices provide a much better number–volume correspondence than Poisson
sprinkling for large volumes. We presented evidence, however, that this feature should not
persist in 3+1 dimensions and conjectured that the Poisson process should indeed provide
the best number–volume correspondence for macroscopically large spacetime regions.
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Chapter 3
Causal Set d’Alembertians and their
Phenomenology
3.1 Introduction
Causal set theory postulates that the fundamental structure of spacetime is that of a
locally finite partially ordered set (see e.g. Chapter 2). Thus a causal set (causet) is in a
certain sense both Lorentzian and discrete. Its marriage of discreteness with causal order
implies that physics cannot remain local at all scales. To appreciate why this should be,
let us consider how one might define a notion of “closeness” in a causal set, confining
ourselves to causal sets C which are obtained from Poisson sprinklings of a Lorentzian
manifold M .1 Given such a causet, any intrinsically defined notion of closeness between
two elements of C will reflect their Lorentzian distance in the embedding spacetime. But a
small Lorentzian distance between two points of M does not mean that they are confined
to a small neighbourhood within M . Rather, the second point can be “arbitrarily distant”
from the first, as long as it is located near to the lightcone of the latter. Thus, an element
of C will inevitably possess very many “nearest neighbours”, no matter how that notion is
formalized. In this manner, the concept of locality provided by the topology of a continuous
spacetime manifold is lost.
This nonlocality manifests itself concretely when one seeks to describe the wave propa-
gation of a scalar field on a causal set by defining a discrete counterpart of the d’Alembertian
operator, . For the aforementioned reasons, it seems impossible to proceed in analogy
1 See Section 2.4 of Chapter 2 for the definition of Poisson sprinkling.
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with what one does when, for example, one discretizes the Laplacian operator in a Rie-
mannian spacetime. Nevertheless, a non-local operator was suggested in [145] which on
average reproduces  in the appropriate continuum limit for 1+1 dimensional Minkowski
space M2 (i.e. for causets derived by sprinkling M2). The expression introduced in [145]
was generalized to D = 4 dimensions in [24] and recently to arbitrary D in [56, 67].
We shall denote a discrete causal set d’Alembertian designed for MD by B(D)ρ , where ρ
(dimensionally an inverse spacetime volume) is a volume-scale that controls the extent of
the non-locality. In the case of causal sets which are well-approximated by D-dimensional
Minkowski space MD, averaging B(D)ρ over all such causets (i.e. over all Poisson sprinklings
ofMD) leads to a non-local and retarded continuum operator (D)ρ defined inMD. We shall
refer to this operator as the continuum causal set d’Alembertian. Its crucial property is that
it reproduces the usual d’Alembertian in the limit of zero non-locality scale: (D)ρ φ→ φ
as ρ→∞ for test-functions φ of compact support.
Although the causet operator B
(D)
ρ is necessarily nonlocal, one might expect that the
range of its nonlocality could be confined to the discreteness scale itself. In other words,
one might expect that ρ ∼ `−4, ` being the — presumably Planckian — discreteness length.
However, one can also cite reasons why one might need to have ρ `−4, leading to a more
long-range nonlocality.2 Although these reasons are not conclusive, let us accept them
provisionally. A natural question then arises: might such a “mesoscopic” nonlocality show
up at energy-scales accessible by current experiments?
Ideally, one would address this question in the fully discrete setting, but it seems
much easier to begin with the continuum version of the same question by asking what
changes when the local operator  is replaced by the nonlocal operator (D)ρ . In this
Chapter, we make a start on answering this question by analysing the “spectral prop-
erties” (Fourier transform) of a family of continuum operators (D)ρ . In Section 3.2, we
discuss the continuum operators corresponding to the original 2D [145] and 4D [24] causet
d’Alembertians, and in Section 3.3 we generalize the discussion to an infinite family of op-
erators parametrized by a set of coefficients, {a, bn}, for which we derive explicit equations
that ensure the usual flat space d’Alembertian is recovered in the infrared limit. Based on
2 The issue here concerns the behavior of B
(D)
ρ for one particular sprinkling versus its behavior after
averaging over all sprinklings. The latter converges to  as ρ → ∞ but the former incurs fluctuations
which grow larger as ρ→∞ and which therefore will be sizable if ρ is the sprinkling density, `−4. Which
behavior is relevant physically? In full quantum gravity some sort of sum over different causets will be
involved, including in particular a sum over sprinklings. Such a sum differs from a simple average and
might or might not damp out the fluctuations, or they might cancel in other ways. But if neither of these
things happens, the only way out [145] would be to choose ρ small enough that the necessary averaging
will occur within each individual causet.
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the UV behaviour of these operators (which we determine for all dimensions and coeffi-
cients {a, bn}), we propose a genuinely Lorentzian perturbative regulator for quantum field
theory (QFT). Finally, we address the question of whether or not the evolution defined
by the (classical) equation (D)ρ φ = 0 is stable. We devise a numerical method to test
for stability and present strong evidence that the original 4D causal set d’Alembertian is
unstable in this sense, while its 2D counterpart is stable.
Throughout the Chapter we use the metric signature (−+ + · · · ) and set ~ = c = 1.
3.2 The Original 2D and 4D Causet d’Alembertians
In this Section we discuss the original continuum causet d’Alembertians for dimensions
two [145] and four [24]. Let us start by establishing some terminology. Given any two
elements x, y of a causal set C, we define the order interval Int(x, y) between them as the
set of all elements common to the (exclusive) future of x and the (exclusive) past of y:
Int(x, y) = {z ∈ C|x ≺ z ≺ y}. Notice that in our convention, Int(x, y) does not include x
or y. An element y ≺ x is then considered a past nth neighbour of x if Int(y, x) contains n
elements. For instance, y is a 0th neighbour of x if Int(y, x) is empty, a first neighbour if
Int(y, x) contains one element, and so on (see Figure 3.1 for an example). We denote the
set of all past nth neighbours of x by In(x).
Throughout the Chapter, we will only consider causal sets which are obtained by Pois-
son sprinklings of Minkowski space at density ρ.
3.2.1 2D
The original causet d’Alembertian for dimension 2, which we denote by B
(2)
ρ , acts on a
scalar field Φ(x) on the causal set in the following way [145]:
ρ−1(B(2)ρ Φ)(x) = a
(2)Φ(x) +
2∑
n=0
b(2)n
∑
y∈In(x)
Φ(y), (3.1)
where
a(2) = −2, b(2)0 = 4, b(2)1 = −8, b(2)2 = 4. (3.2)
Figure 3.1 illustrates how B
(2)
ρ is defined, given a Poisson sprinkling of 2D Minkowski space
M2. The continuum operator (2)ρ is obtained by averaging B(2)ρ over all such Poisson
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Figure 3.1: A Poisson sprinkling of 1 + 1 Minkowski space at density ρ = 80. Here y0 is a
0th neighbour of x because there are no elements which are both to the future of y0 and
the past of x. Similarly, y1 is a first neighbour of x. The contributions of the points y0
and y1 to ρ
−1(B(2)ρ Φ)(x) are b
(2)
0 Φ(y0) and b
(2)
1 Φ(y1), respectively. The continuum limit, or
rather average, of (B
(2)
ρ Φ)(x) can be understood as follows: fix the point x, keep sprinkling
at density ρ and compute (B
(2)
ρ Φ)(x) for every sprinkling. The average of all these values
is equal to ((2)ρ Φ)(x).
sprinklings at density ρ :
ρ−1((2)ρ Φ)(x) = a(2)Φ(x) + ρ
2∑
n=0
b
(2)
n
n!
∫
J−(x)
e−ρV (x−y)[ρV (x− y)]nΦ(y) d2y . (3.3)
Here J−(x) denotes the causal past of x, and V (x−y) is the spacetime volume enclosed by
the past lightcone of x and the future lightcone of y. Note that (2)ρ is a retarded operator,
in the sense that (3.3) uses information only from the causal past of x. The operator
(2)ρ can be studied by analysing its action on plane waves. Due to translation symmetry
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of Minkowski space,3 any plane wave eip·x is an eigenfunction of (2)ρ (provided that the
integrals in (3.3) converge, so that the left hand side is well defined):
(2)ρ eip·x = g(2)ρ (p)eip·x, (3.4)
where p · x ≡ ηµνpµxν and ηµν = diag(−1, 1). Interestingly enough, g(2)ρ (p) in this case can
be expressed in closed form:4
ρ−1g(2)ρ (p) = −ZeZ/2E2(Z/2), (3.5)
where E2(z) is a generalized exponential integral function (see e.g. 8.19 of [154]) and
Z ≡ ρ−1p · p. (3.6)
Here, as illustrated in Figure 3.2, E2(z) assumes its principal value, with a branch cut
along the negative real axis. For real and spacelike momenta (Z > 0), g(2) is real. For
real and timelike momenta (Z < 0), its value above/below the branch cut corresponds
to past/future-directed momentum-vectors. There, g
(2)
ρ is complex and changes to its
complex conjugate across the cut. That the spectrum is different for past and future-
directed momenta should come as no surprise, given that (2)ρ is retarded by definition.
We will see in Section 3.3 that these features persist in all dimensions and for a much
broader class of causet d’Alembertians.
The infrared (IR) and ultraviolet (UV) behaviours of g
(2)
ρ (p) are easily deduced from
the asymptotic forms of E2(Z) (see e.g. 8.11.2, 8.19.1, and 8.19.8 of [154]):
ρ−1g(2)ρ (p)
Z→0−−−→ −Z + · · · (3.7)
ρ−1g(2)ρ (p)
Z→∞−−−→ −2 + 8
Z
+ · · · . (3.8)
The first of these two equations shows that the usual d’Alembertian  is indeed reproduced
in the limit of zero non-locality. The second equation, on the other hand, reveals a UV
behaviour quite unlike that of the usual d’Alembertian; in Section 3.3.2 it will lead us to
propose a new regularization scheme for quantum field theory.
An important question is whether the evolution defined by (2)ρ Φ = 0 is stable or
not. To a large extent this is answered by the fact that the only zero of g
(2)
ρ (p) occurs at
3 This is why the volume V in (3.3) is a function only of the difference, x− y.
4 This formula is derived in Section B.3 of Appendix B, using the general formalism developed in Section
3.3.
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Figure 3.2: (a) The principal branch of ρ−1g(2)ρ (p), which (for real p) depends only on
Z = ρ−1p · p , and on sgn(p0) when p is timelike. (b) The spectrum g(2)ρ (p) of the original
2D continuum causet d’Alembertian for real momenta p . For spacelike momenta (p·p > 0),
g(2)(p) is real. For timelike momenta, it is complex with an imaginary part whose sign is
opposite for past-directed and future-directed momenta.
Z = ρ−1p·p = 0. To demonstrate this, we note that g(2)ρ (p) has the following representation
(see e.g. 8.19.1 and 8.6.4 of [154]):
ρ−1g(2)ρ (p) = −Zf(Z), f(Z) ≡
∫ ∞
0
te−t
t+ Z/2
dt. (3.9)
It therefore suffices to prove that f(Z) has no zeros when Z 6= 0. But the imaginary part
of f(Z) is
Im(f(Z)) = −Im(Z)
2
∫ ∞
0
te−t[
t+ Re(Z)
2
]2
+
[
Im(Z)
2
]2 dt. (3.10)
Because the integral that multiplies −Im(Z)/2 in (3.10) is strictly positive, Zf(Z) could
vanish only for real Z. Obviously, it does vanish for Z = 0, but elsewhere on the real axis,
it remains nonzero, as illustrated in Figure 3.2b.
What we have just proven is that a plane wave solves the equation (2)ρ Φ = 0 iff it solves
the equation Φ = 0. To the extent that the general solutions of these two wave equations
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can be composed of plane waves, they therefore share the same space of solutions. This, of
course, is an important result in itself. But it also, a fortiori, answers the stability question
in the affirmative, since we know that the evolution corresponding to  is stable.
If there remains any doubt about stability or about the fact that both Φ = 0 and
(2)ρ Φ = 0 yield the same evolution, it springs from a possible uncertainty about boundary
conditions. In the usual situation (that of the ordinary d’Alembertian ), one understands
how to relate a general solution to its initial data on an arbitrary Cauchy surface, and
when Φ falls off suitably at infinity, its total energy is defined and conserved. From energy
conservation, stability also follows — relative to the given choice of boundary conditions.
On the other hand in the case of (2)ρ , a connection between solutions and Cauchy data
remains to be found, as does a better understanding of appropriate falloff conditions. But
absent some such boundary condition there is nothing to exclude complex momenta p that
lead to exponential growth in time, e.g. an imaginary multiple of a real lightlike vector.
For these reasons, we would like to discuss stability from a slightly different angle,
which also will be helpful when we come to deal with the 4D case. Quite generally,
instabilities tend to be associated with exponentially growing “modes” (in this case plane
waves). Let us then assume that we can take this as our criterion of (in)stability. And
to exclude the kind of “fake instability” mentioned above, let us also require any putative
unstable mode, Φ(x) = eip·x, to be bounded at spatial infinity in at least one Lorentz frame.
(Unfortunately we cannot say “in all Lorentz frames”, since for a plane wave, exponential
growth in time induces exponential growth in space via a Lorentz boost.) We might hope
that the condition just formulated is equivalent to the following more natural one: consider
only solutions of (2)ρ Φ(x) = 0 which have compact support on every Cauchy hypersurface
(compact spatial support in every frame.)
Be that as it may, if this criterion is accepted, then we can establish stability very
simply in the present case, because an unstable mode, Φ(x) = eip·x, is then precisely
one such that p possesses a future-directed timelike imaginary part: p = pR + ipI with
pI · pI < 0 and p0I > 0. This, however, is impossible for Z = 0, as one sees from the
equation 0 = p · p = pR · pR − pI · pI + 2ipR · pI , whose right-hand side has a strictly
positive real part when pI is timelike and pR · pI = 0. For logical completeness, we should
also observe that (3.5) is valid for all complex p whose imaginary parts are timelike and
future-directed. (For more general complex momenta, the integral defining (2)ρ Φ might
not converge, a circumstance that, depending once again on the choice of falloff conditions,
might or might not impinge on the claimed identity between our solutions and those of the
ordinary wave equation.)
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3.2.2 4D
The causet d’Alembertian for dimension 4, has the same general form as that for M2, but
with different coefficients [24] :
ρ−
1
2 (B(4)ρ Φ)(x) = a
(4)Φ(x) +
3∑
n=0
b(4)n
∑
y∈In(x)
Φ(y), (3.11)
where
a(4) = − 4√
6
, b
(4)
0 =
4√
6
, b
(4)
1 = −
36√
6
, b
(4)
2 =
64√
6
, b
(4)
3 = −
32√
6
. (3.12)
The continuum average (4)ρ then also takes a similar form:
ρ−
1
2 ((4)ρ Φ)(x) = a(4)Φ(x) + ρ
3∑
n=0
b
(4)
n
n!
∫
J−(x)
e−ρV (x−y)[ρV (x− y)]nΦ(y)d4y. (3.13)
We will show in Section 3.3.1 that the “spectrum” of (4)ρ , as defined by (4)ρ eip·x =
g
(4)
ρ (p)eip·x, is given by
ρ−1/2g(4)ρ (p) = a
(4) + 4piZ−1/2
3∑
n=0
b
(4)
n
n!
Cn4
∫ ∞
0
s4n+2e−C4s
4
K1(Z
1/2s) ds, (3.14)
where K1 is a modified Bessel function of the second kind and
Z ≡ ρ−1/2p · p, C4 = pi
24
. (3.15)
All functions in (3.14) assume their principal values with branch cuts along the negative
real axis. Many properties of the 2D function g
(2)
ρ (p) carry over to g
(4)
ρ (p) . For timelike
p, the value of g
(4)
ρ (p) above/below the branch cut corresponds to past/future-directed
momenta, and it changes to its complex conjugate across the cut. Also, g
(4)
ρ is real for
spacelike momenta. Figure 3.3b shows the behaviour of g
(4)
ρ (p) for real momenta.
The IR and UV behaviours of g
(4)
ρ (p), which are derived in Sections 3.3.2 and 3.3.3, are
given by
ρ−1/2g(4)ρ (p)
Z→0−−−→ −Z + · · · (3.16)
ρ−1/2g(4)ρ (p)
Z→∞−−−→ − 4√
6
+
32pi√
6Z2
+ · · · . (3.17)
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Figure 3.3: (a) An unstable zero of g
(4)
ρ (p). Contours of constant |ρ−1/2g(4)ρ | are plotted as
a function of the real and imaginary parts of Z = ρ−1/2p · p. (b) Spectrum g(4)ρ (p) of the
original 4D causet d’Alembertian for real momenta p. For spacelike momenta (p · p > 0),
g(4)(p) is real. For timelike momenta, it contains also an imaginary part whose sign is
opposite for past-directed and future-directed momentum-vectors.
Again, the IR behaviour confirms that the usual d’Alembertian is reproduced in the limit
of zero non-locality. The UV limit has the form of a constant plus a term proportional to
p−4. The inverse of g(4)ρ (p), which defines the retarded Green’s function in Fourier space,
takes exactly the same form in the UV:
ρ1/2
g
(4)
ρ (p)
Z→∞−−−→ −
√
6
4
− 2pi
√
6
Z2
+ · · · . (3.18)
In any QFT based on (4)ρ , the propagator associated with internal lines in Feynman
diagrams would presumably have the same UV behaviour. Subtracting the constant term
from the propagator (which corresponds to subtracting a δ-function in real space) would
then render all loops finite. This procedure could be the basis of a genuinely Lorentzian
regularization and renormalization scheme for QFT. We will discuss these things more
generally in Sections 3.3.3 and 3.3.4.
We have only been able to address the question of stability by numerical means in this
case, and we refer the reader to Section 3.3.5. It turns out that g
(4)
ρ (p) does in fact have
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unstable modes in the sense that there exist complex momentum-vectors p which satisfy
g
(4)
ρ (p) = 0, and whose imaginary parts are timelike and future-directed. Such a mode
corresponds to a complex zero of g
(4)
ρ in the complex Z-plane, and Figure 3.3a shows one
such zero (the other one being its complex conjugate).
3.3 The Generalized Causet Box (GCB) Operators
The key property of the causet d’Alembertians introduced in the previous Section is that
they reproduce  in the continuum-averaged (averaged over all sprinklings) and local
(ρ → ∞) limit. In this Section, we explore a larger family of operators B(D)ρ which share
the same property. We place the following conditions on B
(D)
ρ :
1. Linearity: when B
(D)
ρ acts on a scalar field Φ, the result at an element x of the
causet should be a linear combination of the values of Φ at other elements y (possibly
including x itself). This is a natural requirement because  itself is linear.
2. Retardedness: (B
(D)
ρ Φ)(x) should depend only on Φ(y), with y in the causal past
of x. This requirement allows for a consistent evolution of a partial solution specified
on any “downward closed” subset of the causet.
3. Label invariance: B
(D)
ρ should be invariant under relabellings of causal set elements.
This is the discrete analogue of general covariance.
4. Neighbourly democracy: all nth neighbours of x should contribute to (B
(D)
ρ Φ)(x)
with the same coupling.
Considering all these requirements, (B(D)Φ)(x) can be expressed in the following general
form
ρ−
2
D (B(D)ρ Φ)(x) = aΦ(x) +
Lmax∑
n=0
bn
∑
y∈In(x)
Φ(y), (3.19)
where {a, bn} are dimensionless coefficients and In(x) is the set of all nth neighbours to the
past of x (see beginning of Section 3.2). This is a straightforward generalization of (3.1)
and (3.11), where we have now allowed ourselves up to Lmax neighbours. We will soon
see that recovering  requires keeping a minimum number of layers: e.g. Lmax ≥ 2 in 2D
and Lmax ≥ 3 in 4D. The original 2D and 4D proposals are then the minimal cases in this
sense.
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The continuum-average (D)ρ of B(D)ρ acts on a scalar field Φ(x) in the following way:
ρ−2/D((D)ρ Φ)(x) = aΦ(x) + ρ
Lmax∑
n=0
bn
n!
∫
J−(x)
e−ρV (x,y)[ρV (x, y)]nΦ(y)dDy. (3.20)
Here as before, J−(x) denotes the causal past of x, while V (x, y) is the spacetime volume
enclosed by the past light cone of x and the future light cone of y.
The occurrence of the factor e−ρV in (3.20) shows that the parameter ρ (which di-
mensionally is an energy-density) functions as a kind of “nonlocality scale” controlling the
distance over which the operator (D)ρ acts. As our definitions stand so far, this nonlocality-
scale directly reflects the fundamental discreteness-scale, because (3.20) was derived under
the assumption that ρ was the sprinkling-density in MD. However it turns out that one
can decouple the two scales by tweaking the definition (3.19) in such a way as to produce
a more general causet operator whose sprinkling-average reproduces the same continuum
operator (3.20), even when ρ is smaller than the sprinkling density. With this operator,
the nonlocality can extend over a much greater distance than that of the fundamental
discreteness-scale. Although modifying B
(D)
ρ in this way has the disadvantge of introduc-
ing a second, independent length scale, it allows one to overcome a potential difficulty
pointed out in [145], namely that (3.19) with fixed coefficients leads to fluctuations in
(B
(D)
ρ Φ)(x) which grow with ρ, rather than diminishing. We have provided the definition
of this “tweaked” operator and the derivation of its continuum average in Section B.4 of
Appendix B; but henceforth, we will concern ourselves exclusively with the continuum
operator (D)ρ , without worrying about its relationship with any underlying discreteness.
Correspondingly, ρ will henceforth denote a non-locality-scale with no necessary relation to
any discreteness scale.
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3.3.1 Spectrum
That any plane wave eip·x is an eigenfunction of (D)ρ in MD follows from translational
symmetry: V (x, y) = V (x− y). It can be shown in fact that
(D)ρ eip·x = g(D)ρ (p) eip·x, (3.21)
ρ−2/Dg(D)ρ (p) = a+
Lmax∑
n=0
(−1)nρn+1
n!
bn
∂n
∂ρn
χ(p, ρ), (3.22)
χ(p, ρ) =
∫
J+(0)
e−ρV (y) e−ip·y dDy, (3.23)
where V (y) = V (O, y) is the spacetime volume enclosed by the past light cone of y and
the future light cone of the origin:
V (y) = CD |y · y|D/2, CD =
(
pi
4
)D−1
2
DΓ(D+1
2
)
. (3.24)
Evaluating χ(p, ρ) amounts to computing the Laplace transform of a retarded, Lorentz-
invariant function, which has been done in [52]. It follows from their result that
χ(p, ρ) = 2(2pi)D/2−1(p · p) 2−D4
∫ ∞
0
sD/2e−ρCDs
D
KD
2
−1(
√
p · ps) ds, (3.25)
where Kν is the modified Bessel function of the second kind. All functions in (3.25) assume
their principal values, with a branch cut along the negative real axis. This result is valid
for all p whose imaginary part is timelike and future-directed, i.e. pI · pI < 0 and p0I > 0,
where p = pR + ipI and the Lorentzian norm is given by p · p = pR · pR − pI · pI + 2ipR · pI .
For momenta satisfying these conditions, the integral that defines χ(p, ρ), and consequently
(D)ρ eip·x, is absolutely convergent. Plugging (3.25) into (3.22) we find
ρ−2/Dg(D)ρ (p) = a+ 2(2pi)
D/2−1Z
2−D
4
Lmax∑
n=0
bn
n!
CnD
∫ ∞
0
sD(n+1/2)e−CDs
D
KD
2
−1(Z
1/2s) ds,
(3.26)
where Z is a dimensionless quantity defined by
Z ≡ ρ− 2D p · p. (3.27)
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For real p = pR, g
(D)
ρ (p) can be defined by first adding a small future-pointing and
timelike imaginary part pI to pR, and then taking the limit as p

I shrinks:
g(D)ρ (pR) := lim
→0+
g(D)ρ (pR + ip

I), p

I · pI = −2. (3.28)
When pR is timelike, this amounts to changing Z = ρ
− 2
D pR · pR on the right hand side of
(3.26) to Z + i for past-directed, and Z − i for future-directed pR. This is illustrated in
Figure 3.2a. Because of the appearance of Z1/2 in (3.26) and the fact that Kν(z¯) = Kν(z),
it follows for timelike p that
g(D)ρ (−p) = g(D)ρ (p). (3.29)
Therefore, g
(D)
ρ (p) differs for past- and future-directed timelike p. This is to be expected,
since requiring (D)ρ to be retarded builds in a direction of time. For spacelike momenta
(Z > 0), g
(D)
ρ (p) is real, as follows from the fact that Kν(z) is real when ν is real and
ph(z) = 0 [154].
3.3.2 IR Behaviour
We want to choose the coefficients a and bn so that the usual d’Alembertian operator is
recovered in the limit of zero non-locality:
lim
ρ→∞
(D)ρ φ = φ. (3.30)
This requirement is equivalent to demanding
g(D)ρ (p)
Z→0−−−→ −p · p . (3.31)
In Section B.1 of Appendix B, we derive equations for a and bn which guarantee this
behaviour for an arbitrary spacetime dimension D. We expand Z
2−D
4 KD
2
−1(Z
1/2s) on the
right hand side of (3.26) about Z = 0, and arrange a, bn so that the terms which grow
faster than Z vanish, while the coefficient of the term proportional to Z is −1. We state
the main results here and refer the reader to Section B.1 of Appendix B for the details.
In even dimensions, letting D = 2N + 2 with N = 0, 1, 2, . . . , the equations that
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need to be satisfied are
Lmax∑
n=0
bn
n!
Γ(n+
k + 1
N + 1
) = 0, k = 0, 1, . . . , N + 1 (3.32a)
a+
2(−1)N+1piN
N !D2CD
Lmax∑
n=0
bnψ(n+ 1) = 0, (3.32b)
Lmax∑
n=0
bn
n!
Γ(n+
N + 2
N + 1
)ψ(n+
N + 2
N + 1
) =
2(−1)N(N + 1)!
piN
D2C
N+2
N+1
D , (3.32c)
where ψ(n) is the digamma function. Equations (3.32a) and (3.32c) determine bn, after
which (3.32b) fixes a. The minimum number of terms required to solve these equations is
determined by Lmax ≥ N + 2. In 2D and 4D in particular, keeping this minimum number
of terms leads to the solutions (3.2) and (3.12), respectively.
In odd dimensions, letting D = 2N + 1 with N = 0, 1, 2, . . . , the equation are
Lmax∑
n=0
bn
n!
Γ(n+
2k + 2
2N + 1
) = 0, k = 0, 1, . . . , N (3.33a)
a+
(−1)NpiN+ 12
DCDΓ(N +
1
2
)
Lmax∑
n=0
bn = 0, (3.33b)
Lmax∑
n=0
bn
n!
Γ(n+
2N + 3
2N + 1
) =
4(−1)N−1Γ(N + 3
2
)
piN+
1
2
DC
2N+3
2N+1
D . (3.33c)
Similarly to the even case, Equations (3.33a) and (3.33c) determine bn, after which (3.33b)
fixes a. The minimum number of terms is determined by Lmax ≥ N + 1.
3.3.3 UV Behaviour and the Retarded Green’s Function
The UV behaviour of g
(D)
ρ (p), as derived in Section B.2 of Appendix B, is
ρ−2/Dg(D)ρ (p)
Z→∞−−−→ a+ 2D−1piD2 −1Γ(D/2) b0 Z−D2 + · · · . (3.34)
Thus, g
(D)
ρ (p) behaves as a constant plus a term proportional to (p · p)−D/2. Let us explore
the consequences of this fact for the retarded Green’s function GR(x, y) associated with
(D)ρ , which satisfies the usual equation
(D)ρ GR(x, y) = δ(D)(x− y), (3.35)
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subject to the boundary condition GR(x, y) = 0 ∀ x  y.
Of course, translation invariance implies GR(x, y) = GR(x− y). The Fourier transform
G˜R(p) of GR(x− y) is given by the reciprocal of g(D)ρ (p):
GR(x− y) =
∫
dDp
(2pi)D
G˜R(p)e
ip·(x−y) =
∫
dDp
(2pi)D
1
g
(D)
ρ (p)
eip·(x−y). (3.36)
Figure 3.4a shows the path of integration in the complex p0 plane. When g
(D)
ρ (p) has no
zero in complex plane apart from at p · p = 0, this choice of contour ensures that GR is
indeed retarded. As we will argue in the next Section, the presence of such zeros implies
that evolution defined by (D)ρ is unstable. Therefore, we shall ignore these cases for our
current discussion.
The behaviour of GR(x − y) in the coincidence limit x → y is determined by the
behaviour of G˜R(p) at large momenta:
ρ2/DG˜R(p)
Z→∞−−−→ 1
a
− 2D−1piD2 −1Γ(D/2) b0
a2
Z−
D
2 + · · · (3.37)
Here we have assumed a 6= 0. When a = 0, G˜R(p) scales as pD for large momenta, a badly
divergent UV behaviour. Therefore we will confine ourselves to cases where a 6= 0.
The constant term 1
a
represents a δ-function in real space. The other terms in the series
have the form
∫
dDp p−nD, n = 1, 2, · · · , and it can be shown that they are all finite. It
then looks like subtracting 1
a
δ(D)(x − y) from ρ2/DGR(x − y) must result in a completely
smooth function in the coincidence limit, and we will now show this is indeed the case.
Although D = 4 is the dimension of greatest interest, the proof which we shall present
is valid in all even dimensions. Let us define
ρ2/DG(x− y) ≡ ρ2/DGR(x− y)− 1
a
δ(D)(x− y). (3.38)
Our task is then to show G(x − y) is a smooth function at x = y. It follows from (3.36)
that
ρ2/DG(x− y) =
∫
dDp
(2pi)D
[
1
ρ−2/Dg(D)ρ (p)
− 1
a
]
eip·(x−y). (3.39)
Because GR(x− y) is retarded by definition,∫
dDp
(2pi)D
1
g
(D)
ρ (p)
eip·(x−y) = 0, x  y . (3.40)
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−|~p| |~p| Re(p0 )
Im(p0 )
(a)
C1
C2
C3
C4
Re(Z)
Im(Z)
(b)
Figure 3.4: (a) The integration path in the complex p0 plane which defines the retarded
Green’s function. (b) The contour of integration used for counting the unstable modes of
(D)ρ . The direction of integration is taken to be counter-clockwise.
From this it follows for all x  y that∫
dDp
(2pi)D
1
g
(D)
ρ (p)
eip·(x−y) =
∫
dDp
(2pi)D
1
g
(D)
ρ (p)
e−ip·(x−y)
xy
= 0 , (3.41)
where the first equality is obtained by changing p → −p and then using (3.29), and the
second equality is a direct consequence of (3.40) with x and y interchanged. Returning to
(3.39), and subtracting zero in the form of (3.41), we obtain
G(x− y) xy=
∫
dDp
(2pi)D
[
1
g
(D)
ρ (p)
− 1
g
(D)
ρ (p)
]
eip·(x−y) (3.42)
=
∫
p2<0
dDp
(2pi)D
[
1
g
(D)
ρ (p)
− 1
g
(D)
ρ (p)
]
eip·(x−y) , (3.43)
where the second equality is true because g
(D)
ρ (p) is real for space-like momenta. (Note
that the 1
a
term contributes only when x = y.) In what follows, we let
ρ−2/Dg(D)ρ (p) ≡ g˜(Z), (3.44)
as given in the right hand side of (3.26).
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The integral in (3.43) can be divided into two integrals over p0 > 0 and p0 < 0. For a
fixed sign of p0, g
(D)
ρ (p) is only a function of p · p, making (3.43) the Laplace transform of
a Lorentz-invariant function. Similarly to how we derived (3.25), we use the result of [52]
to compute G(x− y):
ρ2/DG(x− y) xy= 2
pi(2pi)D/2
∫ ∞
0
dξ ξD/2
× Re
[(√
s2
)1−D
2
KD
2
−1(
√
s2 ξ)
(
1
g˜(−ξ2 + i) −
1
g˜(−ξ2 + i)
)]
,
(3.45)
where s2 = −(tx − ty + i)2 + |~rx − ~ry|2 and  is a small positive number which should be
taken to zero at the end of calculations. When x − y is timelike and future-directed, we
can let
√
s2 = −iτxy where τxy > 0. Using properties of Bessel functions (see e.g. 10.27.9
of [154]), (3.45) can be simplified into the following form for even D:
ρ2/DG(x− y) xy= −i(−1)
D
2 τ
1−D
2
xy
(2pi)D/2
∫ ∞
0
dξ ξD/2
(
1
g˜(−ξ2 + i) −
1
g˜(−ξ2 + i)
)
JD
2
−1(τxyξ)
=
2(−1)1+D2 τ 1−
D
2
xy
(2pi)D/2
∫ ∞
0
dξ ξD/2
Im [g˜(−ξ2 + i)]
|g˜(−ξ2 + i)|2 JD2 −1(τxyξ). (3.46)
Using (x/2)1−D/2JD
2
−1(x)
x→0−−→ Γ(D/2)−1 (see e.g. 10.2.2 of [154]) and the fact that
Im [g˜(−ξ2 + i)] is exponentially damped for large ξ (see Section B.2.1 of Appendix B),
it can be verified that
lim
x→y
ρ2/DG(x− y) = 2
2−D
2 (−1)1+D2
(2pi)
D
2 Γ(D
2
)
∫ ∞
0
dξ ξD−1
Im [g˜(−ξ2 + i)]
|g˜(−ξ2 + i)|2 . (3.47)
Thus G(x− y) approaches a constant in the coincidence limit.5 Strictly speaking, the dis-
cussion above only analyzes the behavior of G(x−y) as τxy approaches 0, and consequently
5One can understand intuitively why GR(x− y) is the sum of a δ-function with a bounded remainder
by noticing that (up to an overall numerical factor) our nonlocal d’Alembertian operator has the form
1 − S, where the ‘1’ corresponds to the first term in (3.3) or (3.20) and the remainder S is given by
an integral-kernel which is both bounded and retarded. The inverse operator GR would then be GR =
(1 +S)−1 = 1 +SGR = 1 +S +S2 +S3 · · · , a series that should converge sufficiently near to x = y. Since
the operator 1 is represented by a term of δ(x− y) in GR(x− y), one sees that GR(x− y) is the sum of a
δ-function with a term involving only smooth bounded functions.
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it does not exclude the presence of terms which blow up discontinuously on the light cone,
such as δ(τ 2xy). However, a similar treatment for the case where x − y 6= 0 is null rather
than timelike removes this loophole.
3.3.4 A Possible Regularization Scheme for Quantum Field Theoy
As was shown in the previous Section, changing the usual d’Alambertian to the nonlocal
operator (D)ρ makes the coincidence limit more divergent, rather than smoothing it out as
one might have initially expected. But it does so in an interesting way: all the divergences
have now been absorbed into one δ-function at x = y. This feature has a natural application
as a regularization tool for quantum field theory. In any QFT based on (D)ρ , one would
expect the propagator associated with internal lines in Feynman diagrams to have the same
UV behaviour as (3.37). Subtracting the constant term in (3.37) (which corresponds to
subtracting a δ-function in real space) would then render all loops finite. This would be a
genuinely Lorentzian regulator, with no need for Wick rotation. It would also be physically
motivated, with the “UV completion” being understood as a theory on the causal set. It
would be interesting to apply this technique to the renormalization of some well-understood
scalar field theories.
3.3.5 Stability
Is the evolution defined by (D)ρ stable? As we discussed in Section 3.2.1, instabilities are
in general associated with “unstable modes”, and we agreed to use this as our criterion
of instability for purposes of this Chapter. More specifically, we took such a mode to
be a plane-wave Φ(x) = eip·x satisfying the equation of motion (D)ρ Φ(x) = 0, with the
wave-vector p possessing a future-directed timelike imaginary part (i.e. p = pR + ipI where
pI · pI < 0 and p0I > 0).
The necessary and sufficient condition for avoiding unstable modes is then
g˜(Z) 6= 0 , ∀ Z 6= 0, (3.48)
where g˜(Z) is defined in (3.44). Let us argue why this is the case. First observe that
plane solutions of our wave-equation correspond exactly with zeros of g˜(Z). If the above
condition is verified, then the only such zero is at Z = 0, just as for the usual d’Alembertian.
But we know (as is also easy to demonstrate ab initio) that there are no unstable modes
in the usual case. Conversely, when the above condition is violated for some complex
43
Z 6= 0, it is always possible to find a corresponding p with a timelike and future-directed
imaginary part which satisfies p · p = ρ 2DZ. To see this, we let p = pR + ipI and take
pR =< pi
0
R, ~piR > and pI =< piI ,~0 > with piI > 0. This is always possible because pI is
timelike and future-directed. The equations that need to be satisfied are
pR · pR − pI · pI = ρ 2DRe(Z), 2pR · pI = ρ 2D Im(Z). (3.49)
Substituting for pI leads to
pi0R =
ρ
2
D Im(Z)
−2piI , |~piR|
2 = ρ
2
DRe(Z) +
ρ
4
D Im(Z)2
4pi2I
− pi2I . (3.50)
This system of equations always has a solution. In fact, there is a whole family of such
unstable modes parametrized by piI . Note however that the condition |~piR|2 > 0 puts an
upper bound on the value of piI , and therefore on the growth rate of such an instability.
We have thus reduced the question of whether or not (D)ρ has unstable modes to the
question of whether g˜(Z) has zeros other than Z = 0 in the complex plane. We can answer
this question by counting the zeros of g˜(Z) with the aid of the “argument principle” of
complex analysis:
1
2pii
∮
C
g˜′(Z)
g˜(Z)
dZ = N − P, (3.51)
where N and P are the number of zeros and poles, respectively, inside of the closed contour
C, which we choose as shown in Figure 3.4b. The number of poles inside C is zero because
all terms appearing in g˜(Z) are finite in that region (at least when Lmax is finite). As
shown in Figure 3.4b, the path of integration C comprises four pieces: C2 and C4 run from
−∞ to 0 a distance  above and below the negative real axis respectively, C3 is a semicircle
of radius  about the origin, and C1 is (almost) a circle whose radius should be taken to
infinity. For large Z we have from (3.34),
g˜′(Z)
g˜(Z)
Z→∞−−−→ −D2
D−1pi
D
2
−1Γ(D/2)
2a
b0Z
−D
2
−1 + · · · , (3.52)
and it follows that ∫
C1
g˜′(Z)
g˜(Z)
dZ = 0. (3.53)
(We remind the reader of our standing assumption that a 6= 0. See the remarks following
(3.37).) On the other hand the IR behaviour, g˜(Z)
Z→0−−−→ −Z, leads to∫
C3
g˜′(Z)
g˜(Z)
dZ = ipi. (3.54)
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Also, because g˜(x+ i) = g˜(x− i) for x < 0:∫
C2+C4
g˜′(Z)
g˜(Z)
dZ = 2i
∫
C2
Im
[
g˜′(Z)
g˜(Z)
]
dZ. (3.55)
Performing this last integral will allow us to determine whether (D)ρ has unstable modes
or not.
Given a choice of the parameters a and bn, the last integral can be computed numeri-
cally. In the minimal 4D case discussed in Section 3.2.2, we find that (4)ρ has precisely two
“unstable zeros”. (Notice that because g˜(Z¯) = g˜(Z), if Z is a zero of g˜(Z), so also is Z¯.)
We have located these zeros numerically, as shown in Figure 3.3a. With different choices
of the parameters {a, bn}, the number of zeros can change, but we have not been able to
find any choice that would make (4)ρ stable. It would be interesting to find an analytical
method to check for stability.
3.4 Summary and Remarks
We have defined an infinite family of scalar-field operators on causal sets which we dubbed
Generalized Causet Box (GCB) operators. For causal sets made by sprinklingD-dimensional
Minkowski space MD, these operators reproduce the usual d’Alembertian  = ∇µ∇µ when
one averages over all sprinklings and takes the limit of infinite sprinkling-density ρ. If, on
the other hand, one averages over all sprinklings while holding ρ fixed, one obtains an in-
tegral operator (D)ρ in MD which is manifestly Lorentz-invariant, retarded, and nonlocal,
with the degree of nonlocality set by ρ. In the present Chapter, we have been concerned
primarily with these continuum operators, whose nonlocality can be regarded as a “meso-
scopic” residue of the underlying causal set discreteness.
The GCB operators B
(D)
ρ and their continuum averages (D)ρ are parametrized by a
set of coefficients, and we derived the equations in these coefficients which ensure that
 is recovered in the infrared limit. The minimal solutions of these equations turned
out to reproduce the original operators proposed in [145]. We also computed the Fourier
transform of (D)ρ , or equivalently its “spectrum of eigenvalues” obtained by applying it
to an arbitrary plane wave. For spacelilke momenta the spectrum is real. For timelike
momenta it contains also an imaginary part, which changes sign under interchange of past
with future. The UV behaviour of the spectrum differs from that of  in a way which led
us to propose a genuinely Lorentzian, perturbative regulator for quantum field theory.
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We also studied the question of whether the evolution defined by the continuum-
averaged GCB operators is stable. This is of interest in relation to nonlocal field theo-
ries based on (D)ρ ; it can also serve as an indicator of the stability or instability of the
corresponding causet operator B
(D)
ρ . The continuum-average of the minimal 2D causal
set d’Alembertian was shown to be stable by a direct proof. In 4D we did not settle the
question analytically, but we devised a numerical diagnostic that applies to all the opera-
tors (D)ρ , and which disclosed a pair of unstable modes when applied to the minimal 4D
causal set d’Alembertian. Are any of the continuum-averaged GCB operators stable in
3 + 1 dimensions? We were not able to find any, but there are an infinite number of such
operators and a definitive search could only be conducted by analytical means.6 Finally, it
bears repeating that there might be more reliable indicators of instability than simply the
existence of an exponentially growing plane-wave solution, which a priori tells us nothing
about the behavior of solutions of limited spatial extent. For that reason, it would be
worthwhile to analyze directly the late-time behavior of the Green function GR(x − y)
which is inverse to (D)ρ . If it were bounded that would imply stability, and if it grew
exponentially, that would imply instability.
Our results also suggest other problems for further work. It would be interesting,
for example, to work out the continuum-averaged GCB operators in curved spacetimes.
It was found in [24] that the minimal 4D operator has the following limit as ρ → ∞:
(4)ρ Φ→ Φ− 12RΦ, where R is the Ricci scalar. (In fact one obtains the same limit in all
dimensions D [67].) Would this feature persist for all of the GCB operators? This feature
has also been used to define an action-functional for causal sets [24]. A final question then
is whether the instability found above has any consequences for this causal set action?
6Also interesting would be an unstable operator whose corresponding growth-time was either very large
(cosmological) or very small (Plankian). In the former case, the instability would be irrelevant physically,
in the latter case it might still be compatible with stability of the corresponding discrete evolution. We
were not able to find any such operator in 4D either.
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Chapter 4
A Distinguished Vacuum State for a
Quantum Field in a Curved
Spacetime
4.1 Introduction
The framework known as “quantum field theory in curved spacetime” concerns the interac-
tion of quantum fields with gravity, but only in an asymmetrical sense. Non-gravitational,
“matter” fields are treated in accord with quantum principles while their gravitational
“back reaction” is either ignored entirely or described by a semiclassical form of the Ein-
stein equations. Although not a fundamental theory of nature, this framework has provided
us with profound insights into an eventual theory of quantum gravity. Important exam-
ples include Hawking radiation by black holes [72], the Unruh effect [31, 155], and the
generation of Gaussian-distributed random perturbations in the theory of cosmic inflation
[105]. In all these examples a choice of vacuum — or at least a reasonable reference state
of the field — is of crucial importance. It therefore seems unsatisfactory that as it stands,
quantum field theory lacks a general notion of “vacuum” which extends very far beyond
flat spacetime.
Formulations of quantum field theory in Minkowski spacetime do provide a distin-
guished vacuum, but it rests heavily on a particle interpretation of the field that is closely
tied to the properties of the Fourier transform and the availability of plane waves. More
abstract treatments tend to trace the uniqueness of the vacuum to Poincare´-invariance, but
that is tied even more closely to flat space. It is thus unclear how one might extend the
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notion of vacuum beyond the case of spacetimes with a high degree of symmetry. More-
over, even a large symmetry-group does not always yield a unique vacuum without further
input. In de Sitter space, for example, there exist one complex-parameter family of vacua,
the so-called “α-vacua” [12], all of which are invariant under the full de Sitter group.To
single one value of α out from the rest, one needs to impose the further condition that the
two-point function take the so-called Hadamard form.
One might even question whether a quantum field theory is well-defined at all before
a vacuum is specified. What is probably the best studied mathematical framework for
quantum field theory in flat space, that of the Wightman axioms, incorporates assertions
about the vacuum among its basic assumptions, and it relies on them in proving such
central results as the CPT and spin-statistics theorems. It is therefore noteworthy that
the so-called algebraic approach to quantum field theory has been able to proceed a great
distance without relying on a notion of vacuum, or indeed any unique representation of the
quantum fields at all. In place of a Poincare´-invariant vacuum, it has been proposed to rely
on a distinguished class of states, the so-called Hadamard states (which are well-suited to
renormalization of the stress-tensor by “point-splitting”), supplemented by an assumption
about a short-distance asymptotic expansion for products of quantum fields, namely the
operator product expansion or “OPE” (see for example [158], [159] and references therein).
If such a “purely algebraic” approach were to establish itself more generally, it might
diminish the interest in distinguished “vacua” for curved spacetimes. Conversely, if a
reasonable definition of a preferred vacuum state could be obtained, it might remove some
of the motivation for a purely algebraic formulation of quantum field theory.1
Let us remark also that histories-based formulations of quantum mechanics tend to fuse
the concept of state with that of equation of motion. This shows up clearly in formulations
that start from the “quantum measure” [57, 143, 146] or “decoherence functional” [71],
neither of which can be defined without furnishing a suitable set of “initial conditions”. In
this sense, one has no dynamical law at all before a distinguished “initial state” is specified.
At a less formal level, the ability to think in terms of particles offers an obvious benefit
to one’s intuition. And, especially in relation to cosmology, great interest attaches to the
question whether certain sorts of states can be regarded as “natural” to certain regions
of spacetime, a question we return to briefly in Section 4.6.2. These, then, are two more
reasons why the availability of a distinguished vacuum could be welcome, whether or not
it is logically necessary to quantum field theory as such.
1We suspect that lasting enlightenment about the “best” formulation of quantum field theory will only
arrive together with a solution of the problem of quantum gravity, by means of a greater theory within
which that of quantum field theory in curved spacetime will have to be subsumed.
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Moreover, what is logically necessary can change drastically if one passes from the
spacetime continuum to some more fundamental structure, especially if that structure is
discrete. As we will review later, the entire quantization process — as usually conceived —
boils down to selecting an appropriate subspace of the solution space of the Klein-Gordon
equation. But that way of organizing the problem seems to break down in the case of
a causal set. There, the notion of “approximate solution” seems to be the best that is
available, and one therefore requires a different starting point.
In [84], such a starting point was found in (the discrete analog of) the retarded Green’s
function. On that basis a complete counterpart of the quantum field theory of a free scalar
field was built up, and a unique “vacuum state” was derived. Herein, we generalize that
derivation to quantum fields on continuum spacetimes, showing thereby that there is a
sensible way to uniquely define a vacuum state for a scalar field in any globally hyperbolic
spacetime or region of spacetime. More precisely, we consider the case of a free scalar
field in a globally hyperbolic spacetime or region of spacetime, and in that context we put
forward a definition of distinguished vacuum state that applies to all compact regions and
to a large class of noncompact regions. We will refer to this state as the Sorkin-Johnston
(SJ) vacuum.2
It is thus possible to carry the concept of vacuum far beyond the confines of Minkowski
space by means of definitions we expose in detail below. Although, for all of the reasons
indicated above, this possibility is of interest in itself, one naturally wants to know to
what extent, and in what sense, our proposal is “the right one”? To that question, only
a sufficient number of particular instances of our vacuum would seem to be germane.
The examples of Minkowski spacetime and of globally static spacetimes furnish important
evidence, but they contain little that is new physically. To judge the ultimate fruitfulness
of our prescription, one should, for example, test it against the behavior of the “matter
fields” that one actually encounters in the early universe. In Sections 4.5 and 4.6 we make
a start on this kind of test, beginning with de Sitter space, as well as the case of a spatially
homegeneous and isotropic cosmology.
The rest of this Chapter is organized as follows. In Section 4.2, we review the quan-
tization of a free real scalar field in a globally hyperbolic spacetime. The SJ prescription
is then introduced in Section 4.3. We prove in Section 4.4 that the SJ vacuum agrees
with the ground state of the Hamiltonian in the case of static spacetimes. In Section 4.5,
we determine the SJ vacuum for general d + 1 dimensional de Sitter space, in both the
2 In [84], Steven Johnston defined a free scalar quantum field theory on a causal set, using only the
discrete analogue of the retarded Green’s function. Rafael Sorkin then noticed that Johnston’s derivation
can be generalized to quantum fields on continuum curved spacetimes.
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Poincare´ and global patches. Section 4.6 applies the SJ prescription to a massive and mass-
less field in a spatially homegeneous and isotropic universe filled with radiation only. In
Section 4.7, we illustrate the inherent non-locality of the SJ prescription with the example
of a spacetime which sandwiches a region with curvature in-between flat initial and final
regions. Finally, in Section 4.8, we compute the SJ vacuum on a causal set corresponding
to a causal diamond in 1 + 1 dimensional de Sitter space.
4.2 Quantum Field Theory in Curved Spacetime
In this Section, we briefly review the quantization, along traditional lines, of a free real
scalar field φ(x) in a D = d+ 1 dimensional globally hyperbolic spacetime (M, gµν).
3 Such
a spacetime admits a foliation by Cauchy surfaces Σt labelled by a time coordinate t. The
classical equation of motion of the field is given by the Klein-Gordon (KG) equation
(−m2)φ(x) = 0, (4.1)
where φ = 1√−g∂µ (
√−ggµν∂νφ) is the d’Alembertian operator and g is the determinant of
the metric. The retarded and advanced Green’s functions GR,A(x, y) associated with (4.1)
are solutions to
(−m2)GR,A(x, y) = 1√−g δ
(D)(x− y), (4.2)
where by definition GR(x, y) = 0 unless x  y (meaning that x is inside or on the future
light cone of y) and GA(x, y) = 0 unless y  x. These solutions are unique when (M, gµν)
is globally hyperbolic [158]. Let us also define the Klein-Gordon “inner product” (· , ·)KG
on pairs of complex solutions to (4.1):
(f, g)KG := i
∫
Σt
(
fnµ∇µg − gnµ∇µf
)
dΣt, (4.3)
where bar denotes complex conjugation, Σt is an arbitrary Cauchy surface in M , n
µ is the
future-directed unit normal to Σt, and dΣt is the induced volume element on Σt. This is
a well-defined “inner product” because it is independent of t for solutions of the Klein-
Gordon equation. (See Section C.1 of Appendix C for a proof.) The reason we have
surrounded “inner product” in quotation marks is that (· , ·)KG is not positive-definite. It
may checked, for instance, that (f, f)KG = 1 implies (f, f)KG = −1. Nevertheless, we will
continue to refer to (· , ·)KG as an inner product.
3We use signature (−+ + + · · · ) and set ~ = c = 1.
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To quantize the theory, we promote φ(x) to an operator (more appropriately an operator-
valued distrbution) φ̂(x) which satisfies the KG equation
(−m2)φ̂(x) = 0, (4.4)
and the commutation relations
[φ̂(x), φ̂(y)] = i∆(x, y), (4.5)
where ∆(x, y) is the Pauli-Jordan function, defined as the difference between the retarded
and advanced Green’s functions:
∆(x, y) := GR(x, y)−GA(x, y). (4.6)
This is the so-called Peierls form of the commutation relations, which is entirely equivalent
to (but more explicitly covariant than) the more commonly seen equal-time commutation
relations. (See Section C.2 of Appendix C for a proof.) A simple but important observation
is that ∆(x, y) satisfies the KG equation:
(x −m2)∆(x, y) = (x −m2)GR(x, y)− (x −m2)GA(x, y)
=
1√−g δ
(D)(x− y)− 1√−g δ
(D)(x− y)
= 0.
(4.7)
It is because of this fact that the commutation relations (4.5) are consistent with the
equation of motion (4.4).4
To construct a Hilbert spaceH and a representation of the field operators φ̂(x), consider
a set {uk(x)} of complex solutions of the KG equation:
(−m2)uk(x) = 0, ∀ k. (4.8)
We assume that {uk(x)}, together with their complex conjugates {uk(x)}, span the space
of all complex solutions of the KG equation. We require these so-called modefunctions to
be orthornormal with respect to the KG inner product in the following sense
(uk, uq)KG = −(uk, uq)KG = δkq, (uk, uq)KG = 0. (4.9)
Throughout the text, we will refer to any set {uk(x)} of complex functions which satisfy
(4.8) and (4.9) as an orthornormal basis of the KG solution space. The vector space
4 0 = [(x −m2)φ̂(x), φ̂(y)] = (x −m2)[φ̂(x), φ̂(y)] = i(x −m2)∆(x, y) = 0.
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spanned by {uk(x)} and equipped with the KG inner product forms a (genuine) Hilbert
space H. The Hilbert space H of physical states is then taken to be the symmetric Fock
space associated with H, with the operators φ̂(x) defined as
φ̂(x) =
∑
k
uk(x)âk + uk(x)â
†
k, (4.10)
where âk and â
†
k are the annihilation and creation operators associated with {uk(x)}. They
satisfy the usual commutation relations
[âk, â
†
k′ ] = δkk′ , [âk, âk′ ] = [â
†
k, â
†
k′ ] = 0. (4.11)
The vacuum state |0〉 associated with this expansion is defined by the condition that
âk|0〉 = 0 ∀ k. We will refer to the state |0〉 defined in this manner as the “vacuum state
associated with the modefunctions {uk(x)}”.
To see that (4.10) defines a valid representation, first note that the right hand side
satisfies the KG equation. (This follows trivially from (4.8).) It is less obvious to see why
the commutation relations (4.5) are also satisfied. By substituting the right hand side of
(4.10) in [φ̂(x), φ̂(y)] and using (4.11), we find
[φ̂(x), φ̂(y)] =
∑
k
[uk(x)uk(y)− uk(x)uk(y)] . (4.12)
Therefore, the commutation relations (4.5) are satisfied if and only if
i∆(x, y) =
∑
k
[uk(x)uk(y)− uk(x)uk(y)] , (4.13)
which is indeed the case (see Section C.3 of Appendix C for a proof).
As is well-known, the construction outlined above is not unique. A different set of
modes {u′k(x)} defined by a so-called Bogoliubov transformation of the modes {uk(x)},
u′k(x) =
∑
q
Akquq(x) +Bkquq(x), (4.14)
define a different representation
φ̂(x) =
∑
k
u′k(x)â′k + u
′
k(x)â
′†
k, (4.15)
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which is also consistent with the commutation relations (4.5) so long as∑
k
AakBbk −BakAbk = 0∑
k
AakAbk −BakBbk = δab.
(4.16)
The vacuum state |0′〉 associated with these modes, i.e. the state defined by â′k|0′〉 = 0 ∀ k,
is different from |0〉 unless Bkq = 0 ∀ k,q, since otherwise â′k|0〉 6= 0.
The Wightman (two-point) function of the field in the state |0〉 is defined as
W0(x, y) := 〈0|φ(x)φ(y)|0〉. (4.17)
When |0〉 is a Gaussian state, knowledge of this function fully specifies the quantum theory,
since Wick’s theorem then guarantees that all field correlators reduce to polynomials in
W0(x, y). We will assume that |0〉 is Gaussian, since we are dealing with a non-interacting
field. Using the definition of the commutation relations and the Wightman function, it
follows that
W0(x, y) =
1
2
H0(x, y) +
i
2
∆(x, y), (4.18)
where we have defined the Hadamard function or anticommutator
H0(x, y) := 2Re [W0(x, y)] = 〈0|{φ(x), φ(y)}|0〉. (4.19)
We see that the choice of a ground state |0〉 specifies the function H0(x, y), which in turn
fully encodes the state, since any state consistent with the canonical commutation relations
will have the same Pauli-Jordan function.
4.3 The Sorkin–Johnston (SJ) Vacuum
4.3.1 The SJ Proposal
The SJ formalism defines a unique vacuum state on any bounded globally hyperbolic region
(M, gµν) of spacetime, by identifying the two-point function WSJ(x, y) with the “positive
part” of i∆(x, y) = iGR(x, y)−iGA(x, y). Let us explain what is meant by this. The kernel
i∆(x, y) has two basic properties:
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• Antisymmetric — i.e. i∆(y, x) = −i∆(x, y), because GA(x, y) = GR(y, x),5
• Hermitian — i.e. i∆(y, x) = i∆(x, y).
Informally, if we think of i∆(x, y) as a hermitian and antisymmetric matrix [i∆]xy, its
nonzero eigenvalues are all real and appear in pairs with equal magnitude but opposite
signs. The SJ prescription then amounts to throwing away the negative eigenvalues and
defining [WSJ ]xy as the positive part of [i∆]xy. Let us look at a concrete example. Suppose,
for instance, that spacetime has only two points and that
GR =
(
1 1
0 1
)
, ∆ = GR −GTR =
(
0 1
−1 0
)
. (4.20)
This is a valid example because ∆ is antisymmetric and real. The orthonormal eigenvectors
of i∆ are
v+ =
1√
2
(
1
−i
)
, v− =
1√
2
(
1
i
)
, (4.21)
which have corresponding eigenvalues +1 and −1. In other words:
i∆v+ = v+, i∆v− = −v−, v†+v+ = v†−v− = 1, v†+v− = 0. (4.22)
In this eigen basis, i∆ can be written as
i∆ = 1× v+v†+ − 1× v−v†−. (4.23)
The SJ prescription then amounts to defining the two-point function WSJ to be the positive
part of i∆, in the sense that only eigenvectors with positive eigenvalues are kept in the
above expansion:
WSJ = 1× v1v†1 =
1
2
(
1 i
−i 1
)
. (4.24)
With the general idea in mind, let us state the SJ prescription more carefully. Consider
the space L2(M) of all square-integrable functions on M with the usual inner product
(∀f, g ∈ L2(M))
〈f, g〉 :=
∫
M
f(x)g(x)dVx, (4.25)
5See Section C.4 of Appendix C for a proof.
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where dVx =
√−g(x)dDx is the natural volume element on (M, g). We define the Pauli-
Jordan operator as the integral operator whose kernel is i∆(x, y):
(i∆f)(x) =
∫
M
i∆(x, y)f(y)dVy. (4.26)
Then, i∆ defines a self-adjoint (or hermitian) operator on L2(M), meaning that 〈f, i∆g〉 =
〈i∆f, g〉:
〈f, i∆g〉 =
∫
M
f(x)(i∆g)(x) dVx
=
∫
M
∫
M
i∆(x, y)f(x)g(y) dVx dVy
= −
∫
M
∫
M
i∆(y, x)f(x)g(y) dVx dVy
=
∫
M
(i∆f)(y)g(y) dVy
= 〈i∆f, g〉,
(4.27)
where in the second line we have used the fact that ∆(x, y) is antisymmetric. There
is an important technical issue which we have overlooked here: i∆ defines a symmetric
operator on a dense subset of L2(M) (smooth functions of compact support) only when
M is bounded.6 In this case, as is shown in Section C.5 of Appendix C, i∆ is actually a
bounded operator on L2(M), which then implies that it is self-adjoint. Therefore, for the
SJ formalism to go through, it is necessary to consider only bounded globally hyperbolic
spacetimes. The spectral theorem then guarantees that i∆ has a set of real eigenvalues
{λa}, as well as a complete orthonormal set of eigenvectors {ua(x)} which satisfy [129]
i∆ua = λaua, λa ∈ R. (4.28)
Since ∆(x, y) is a real function, it follows (by complex conjugating both sides of (4.28))
that
i∆ua = λaua(x) =⇒ i∆ua = −λaua, (4.29)
which means that the non-zero eigenvectors of i∆ come in pairs:
i∆u±a = ±λau±a , (4.30)
6 Bounded = having compact closure.
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where by definition λa > 0 and u
−
a = u
+
a . Moreover, these functions are orthonormal in
the L2(M) inner product:
〈u±a , u±b 〉 = δab, 〈u+a , u−b 〉 = 0. (4.31)
We can now split i∆(x, y) into a positive and negative part
i∆(x, y) =
∑
a
Q(x, y)−Q(x, y), (4.32)
where
Q(x, y) =
∑
a
λau
+
a (x)u
+
a (y). (4.33)
The SJ vacuum |SJ〉 is then defined by
WSJ(x, y) = 〈SJ |φ̂(x)φ̂(y)|SJ〉 := Q(x, y). (4.34)
In Section C.6 of Appendix C we show that this definition is valid also when the spectrum
of i∆ is degenerate. It follows from (4.33) and (4.34) that the field operator φ̂(x) can be
expanded as a mode sum
φ̂(x) =
∑
a
uSJa (x)âa + u
SJ
a (x)â
†
a, (4.35)
where the SJ modefunctions {uSJa } are given by
uSJa (x) :=
√
λau
+
a (x), (4.36)
and the corresponding creation and annihilation operators satisfy the usual commutation
relations
[âa, â
†
a′ ] = δaa′ , [âa, âa′ ] = [â
†
a, â
†
a′ ] = 0. (4.37)
The SJ vacuum is then defined by âa|SJ〉 = 0 ∀ a.
Is WSJ(x, y) a valid definition for a two-point function? Certainly, not every function
of two variables is. To our knowledge, any Wightman function W (x, y) = 〈0|φ̂(x)φ̂(y)|0〉
must have the following properties:
1. 〈f,Wf〉 ≥ 0 ∀f . To see why this should be true, notice that
〈f,Wf〉 =
∫
M
∫
M
W (x, y)f(x)f(y) dVx dVy
=
(∫
M
〈0|φ̂(x)f(x) dVx
)(∫
M
f(y)φ̂(y)|0〉 dVy
)
.
(4.38)
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Defining |ψ〉 = ∫
M
f(y)φ̂(y)|0〉 dVy, the second line in (4.38) becomes 〈ψ|ψ〉, which is
always greater of equal to zero.
2. W (x, y)−W (y, x) = i∆(x, y). This should be true because
W (x, y)−W (y, x) = 〈0|φ̂(x)φ̂(y)|0〉 − 〈0|φ̂(y)φ̂(x)|0〉
= 〈0|[φ̂(x), φ̂(y)]|0〉
= i∆(x, y),
(4.39)
where we have assumed that |0〉 is normalized.
3. (x −m2)W (x, y) = 0. (This follows trivially from (4.4).)
The SJ two-point function WSJ(x, y) satisfies all these conditions because
1. it is positive semi-definite:
〈f,WSJf〉 =
∫
M
∫
M
{∑
a
λau
+
a (x)u
+
a (y)
}
dVx dVy
=
∑
a
λa
(∫
M
u+a (x) dVx
)(∫
M
u+a (y) dVy
)
=
∑
a
λa
∣∣∣∣∫
M
u+a (x) dVx
∣∣∣∣2 ≥ 0.
(4.40)
2. its anti-symmetrization produces i∆(x, y), by definition.
3. it satisfies the KG equation: (x−m2)WSJ(x, y) =
∑
a λa(x−m2)u+a (x)u+a (y) = 0.
To see why the last equality is true, recall that (x−m2)∆(x, y) = 0. Therefore, (x−
m2)(i∆f)(x) = 0 for all f , which implies (x−m2)u+a (x) = (x−m2)(i∆u+a )(x)/λa =
0.
Before delving into the diagonlization of i∆, a few generic remarks about the SJ for-
malism are in order. Although selfadjointness of i∆ might seem to be merely a technical
issue, it highlights the fact that the SJ vacuum depends on a choice of (globally hyperbolic)
spacetime region. Indeed, as we have already argued, the SJ prescription is not guaranteed
to be well defined unless one chooses a region that is bounded, both spatially and temporally.
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Thus arise two questions: To what extent does the SJ prescription depend on boundary
condtions, and to what extent does it remain well-defined in unbounded spacetimes?
In answering the first question, one must distinguish between spatial boundaries (also
referred to as timelike boundaries) and temporal ones. Spatial boundaries are familiar to
us from putting fields in a box, Casimir effect, etc; and they seem unproblematic. When
they are present the SJ vacuum will be sensitive to one’s choice of boundary conditions,
because the retarded and advanced Green’s functions depend on them. But this is as it
should be since the physics genuinely depends on the boundary conditions. We will also
consider below regions which are unbounded spatially, but no special difficulties will arise
from that feature.
The case of a temporal boundary (spacelike or null) is less familiar. The first thing
to notice is that boundary conditions are neither needed nor possible in this case, since
the region is (by assumption) globally hyperbolic. Mathematically, this very satisfactory
feature stems from the fact that ∆ is not a differential operator but an integral one.
Nevertheless, one must bear in mind that the “ground state” one ends up with, does
depend on the region with which one begins. In itself, this dependence on the region merely
expresses the nonlocal character of our definition. One might for example be interested in
which “vacuum” would be appropriate to an early stage of expansion of the cosmos, and
one would not want in that case to apply our definition to the full spacetime, including
its whole future development. However, one might also want to apply the definition to
unbounded spacetimes like Minkowski space, and in such cases one needs to worry about
dependence on an eventual infrared cutoff. If the metric is static, for instance, why should
time play any role in what the vacuum state looks like?
In dealing with such instances, it is always possible to work first in a truncated space-
time, and later send the temporal boundary to infinity. In Section C.7 of Appendix C,
we apply this method to the simple harmonic oscillator and show that it succeeds in the
sense that the resulting SJ vacuum is the minimum energy state of the Hamiltonian. As
we will later demonstrate, this continues to be true for all static spacetimes. Another ex-
ample of such a calculation can be found in [6], where the spectrum of i∆ is computed in
a 1+1 dimensional causal-diamond, and it is found that (up to the usual infrared ambigui-
ties that affect massless scalars in 2d) the resulting two-point function has the correct (i.e.
Minkowski) limiting behaviour as the boundaries of the diamond tend to infinity. However,
there are also cases where taking a temporal cutoff to infinity is an ill-defined procedure.
We will later show that the so-called Poincare´ patch of de Sitter space provides an example
of such a case. (We suspect that this kind of ambiguity can be understood intuitively as
the failure of i∆ to admit a selfadjoint extension which is unique. However we don’t know
how to pose such a question properly, because ∆ is densely defined only as a quadratic
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form on L2(M), not as an operator from L2(M) to itself.)
4.3.2 Diagonalizing i∆
Diagonalizing i∆, i.e. solving the eigenvalue problem (4.28), can be reduced to a set
of algebraic equations as follows. Given any expansion of the field in terms of a set of
modes {uk(x)} which form an orthonormal basis of the KG solution space, the commutator
function i∆(x, y) can be expressed as the mode sum (4.13). It then follows from (4.26)
and (4.25) that
i∆uSJa (x) =
∑
q
〈uq, uSJa 〉uq(x)− 〈uq, uSJa 〉uq(x). (4.41)
This implies that we can rewrite (4.28) for an eigenfunction uSJa with positive eigenvalue
λa as
uSJa (x) =
∑
q
Aaquq(x) +Baquq(x), (4.42)
where we have defined
Aaq = λ
−1
a 〈uq, uSJa 〉,
Baq = −λ−1a 〈uq, uSJa 〉.
(4.43)
As the notation is meant to indicate, these coefficients define a Bogoliubov transformation.
Acting on (4.42) with 〈uk, · 〉 and 〈uk, · 〉 yields
Aak =
1
λa
∑
q
Aaq〈uk, uq〉+Baq〈uk, uq〉, (4.44)
Bak =
−1
λa
∑
q
Aaq〈uk, uq〉+Baq〈uq, uk〉. (4.45)
Complementing these equations with the L2 orthonormality conditions (4.31) on the SJ
modes, we find the Bogoliubov conditions∑
k
AakBbk −BakAbk = 0 (4.46)∑
k
AakAbk −BakBbk = δab. (4.47)
Finding the SJ vacuum now reduces to solving the above system of equations for Aak and
Bak. Note again that this construction is only valid in a bounded region of spacetime,
since otherwise the inner products might diverge.
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Lemma 1. If the algebraic relations (4.44)–(4.47) imply Bak = 0, then the SJ state |SJ〉
coincides with the vacuum state |0u〉 corresponding to the modefunctions {uk(x)}.
Proof. To see why this is, note that:
〈SJ |φ̂(x)φ̂(y)|SJ〉 =
∑
a
uSJa (x)u
SJ
a (y)
=
∑
qq′
uq(x)uq′(y)
∑
a
AaqAaq′
=
∑
q
uq(x)uq(y)
= 〈0u|φ̂(x)φ̂(y)|0u〉,
(4.48)
where in the second equality we have substituted the right hand side of (4.42) for uSJa (x)
with Bak = 0, and the third equality follows from (4.47). Since the theory at hand is
non-interacting by assumption, this is enough to show that |SJ〉 = |0u〉.
Interestingly, it can be shown that Bak = 0 whenever 〈uk, uq〉 = 0 ∀ k, q.
Theorem 2. The SJ proposal picks the orthonormal basis {uk(x)} of the Klein-Gordon
solution space which enjoys the addition property 〈uk, uq〉 = 0 ∀ k, q.
Proof. Define the matrices Ukq = 〈uk, uq〉 and Λaa′ = λaδaa′ . Note that both U and Λ
are positive matrices:
f †Λf =
∑
a,a′
faΛaa′fa′ =
∑
a
λa|fa|2 > 0. (4.49)
and
f †Uf =
∑
k,q
fkUkqfq =
∑
k,q
fk〈uk, uq〉fq
=
∑
k,q
fk
(∫
M
uk(x)uq(x)dVx
)
fq
=
∫
M
(∑
k
fkuk(x)
)(∑
q
fquq(x)
)
dVx
=
∫
M
∣∣∣∣∣∑
k
fkuk(x)
∣∣∣∣∣
2
dVx > 0.
(4.50)
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When 〈uk, uq〉 = 0, (4.45) simplifies to
ΛB = −BU. (4.51)
Multiplying both side of (4.51) with B† from the left:
B†ΛB = −B†BU. (4.52)
The left hand side of (4.52) is a positive-definite operator because Λ is positive:
f †B†ΛBf = (Bf)†Λ(Bf) ≥ 0. (4.53)
The right hand side of (4.52), however, need not be positive. For instance, if we let f be
an eigenvector of U with eigenvalue γf > 0 (γf is positive because U is a positive matrix):
− f †B†BUf = −γff †B†Bf = −γf (Bf)†(Bf) ≤ 0. (4.54)
This can only happen if B = 0, or equivalently Bak = 0. As was shown in Lemma (1),
when this is the case, the SJ state coincides with the corresponding vacuum state of the
modefunctions {uk(x)}.
Note that the matrices U, Λ, etc, are really infinite dimensional matrices. Therefore, it
could happen that the sums involved in the matrix multiplications above do not converge,
in which case, this proof does not go through.
4.4 The SJ Vacuum on Static Spacetimes
In static spacetimes, i.e. spacetimes which admit an everywhere time-like and hypersurface-
orthogonal Killing vector ξµ, a natural choice of vacuum modefunctions exists. These are
the solutions of the Klein-Gordon equation which are purely positive frequency with respect
to the Killing time. The corresponding vacuum state minimizes the Hamiltonian, which
in this case is time independent. In this Section, we show that the SJ state coincides with
this usual ground state in static spacetimes, for a free massive scalar field.
Let us first review the construction of the natural positive frequency modefunctions.
In static spacetimes, it is always possible to choose a coordinate system in which the line
element takes the form
ds2 = −N2(x)dt2 + γij(x)dxidxj, (4.55)
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where N(x) is any smooth and everywhere-positive lapse function, γij is the induced metric
on the spatial hypersurface Σ, and i, j ∈ {1, · · · , d}. The Klein-Gordon equation for a
massive scalar field φ(x) then reads(
∂2
∂t2
+K
)
φ(x) = 0, (4.56)
whereK = N2(x)
{
− 1√
γ(x)N(x)
∂i
[√
γ(x)N(x)γij(x)∂j
]
+m2
}
is a purely spatial differential
operator. We keep m > 0 to avoid potential infrared difficulties with zero modes. Let L2(Σ)
denote the Hilbert space of all L2 functions on Σ with inner product
〈f, g〉S =
∫
Σ
f(x)g(x)
√
γ(x)
||ξ(x)|| d
dx, (4.57)
where ||ξ|| = √−ξµξµ = N(x), and γ is the determinant of γij. Let us assume that K is a
self-adjoint and strictly positive operator on L2(Σ), so that it has a well-defined positive
spectrum
(Kψk)(x) = ω(k)
2ψk(x), ω(k) > 0. (4.58)
We also assume that {ψk(x)} form an orthonormal basis (which can always be arranged):
〈ψk, ψq〉S = δkq. (4.59)
Then, it is always possible to find complex solutions of the Klein-Gordon equation of the
form
uk(t,x) =
e−iω(k)t√
2ω(k)
ψk(x). (4.60)
These modefunctions also form an orthonormal basis of the Klein-Gordon solution space:7
(uk, uq)KG =
ω(k) + ω(q)√
2ω(k)
√
2ω(q)
eit(ω(k)−ω(q))〈ψk, ψq〉S = δkq (4.61)
(u¯k, uq)KG =
ω(q)− ω(k)√
2ω(k)
√
2ω(q)
e−it(ω(k)+ω(q))〈ψ¯k, ψq〉S = 0. (4.62)
7 The KG norm is defined in (4.3). The unit normal to Σ is nµ = ξ
µ
||ξ|| . Note that (u¯k, uq)KG also
vanishes when ω(k) 6= ω(q) because in that case 〈ψ¯k, ψq〉S = 0. This follows from the fact that ψ¯k is
also an eigenfunction of K with eigenvalue ω(k)2. Therefore, when ω(k) 6= ω(q), ψ¯k and ψq are two
eigenfunctions of K with different eigenvalues, which implies that their inner product must vanish.
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The corresponding vacuum state of these positive-frequency modefunctions is indeed the
ground state of the Hamiltonian.
We now turn to the SJ prescription. It Section 4.3.2, it was shown how the SJ mode-
functions can be constructed from any orthonormal basis of the KG solution space {uk(x)}.
Using the positive frequency modes described above for our calculation, it can be shown
that
〈uk, uq〉 = piδ(ω(k) + ω(q))√
ω(k)ω(q)
∫
ψk(x)ψq(x)N(x)
√
γddx = 0, (4.63)
where we have taken t ∈ (−∞,∞). The last equality follows because ω(k) > 0, and
therefore δ(ω(k) + ω(q)) = 0. By theorem 2, this is sufficient to show that the SJ state
coincides with the corresponding vacuum state of the positive-frequency modefunctions
{uk(x)}.
It is worth noting that the foregoing analysis does not apply to stationary spacetimes
that are not static, including cases where the Killing vector under consideration is not
everywhere timelike. It would be particularly interesting to investigate the SJ vacuum in
the spacetime of a rotating star with an ergo-region.
4.5 The SJ Vacuum on de Sitter Space
In this Section, we apply the SJ formalism to a free massive scalar field in D = d + 1
dimensional de Sitter space, which is a particularly interesting setting for various reasons.
Firstly, as we saw in the previous Section, the SJ vacuum agrees with the ground state of
the Hamiltonian in static spacetimes. Because de Sitter space and its half spaces are not
static (or stationary), computing the SJ vacuum thereon is not merely another “consis-
tency check”. Secondly, the SJ formalism is sensitive to the global structure of spacetime.
(Section 4.7 explores this feature in greater detail.) By evaluating it on the the full de
Sitter hyperboloid as well as its Poincare´ half space, we can investigate further its nonlocal
nature. Thirdly, as was mentioned in Section 4.3.1, strictly speaking, the SJ vacuum is
only defined on bounded regions of spacetime. One strategy to find the SJ vacuum on an
unbounded region is to first compute it for a bounded globally hyperbolic subregion, and
then take the appropriate limits to recover the entire spacetime. In the case of de Sitter
space, we will see that this procedure gives meaningful answers in most circumstances, but
that it also fails in some cases. Fourthly, it is worth investigating whether, or in which
circumstances, the SJ vacuum obeys the so-called Hadamard condition. An explicit calcu-
lation in [62] shows that the SJ vacuum is not always Hadamard. We find that for certain
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ranges of the scalar field mass and values of spacetime dimension, the SJ vacuum on de
Sitter space is also not Hadamard. Finally, de Sitter space is appropriate for studying
potential phenomenological applications of the SJ vacuum to cosmology.
In order to diagonalise i∆, as described in Section 4.3.2, we need to pick an arbitrary
complete set of modes {uk}, in terms of which we can obtain the SJ modes. A conve-
nient choice are the modes associated with the so-called Euclidean or Bunch-Davies (BD)
state [41]. The modes that define this vacuum on the full space (denoted dSD) and on
the Poincare´ half-space (denoted dSDP ) will be referred to as the Euclidean modes u
E
Lj(xG),
and BD modes uBDk (xP ), respectively, where xG and xP denote the coordinates on the two
patches. These modes define the same state on dSDP , i.e. their two-point functions are
identical. The Euclidean/BD state belongs to a two-real-parameter family of de Sitter-
invariant vacuum states, known as the Mottola-Allen or α-vacua [104, 12]. We have listed
some relevant facts about de Sitter geometry and α-vacua in Sections C.8 and C.9 of
Appendix C, respectively.
4.5.1 The SJ vacuum on the Poincare´ patch
In cosmological coordinates, the de Sitter metric reads (see Section C.8.2 of Appendix C)
ds2 =
`2
η2
[
−dη2 +
d∑
i=1
dx2i
]
, (4.64)
where η ∈ (−∞, 0), and xi ∈ (−∞,+∞). The positive-frequency modes that define the
BD vacuum |BD〉 on dSDP take the form (see Section C.9.1 of Appendix C)
uBDk (η,x) =
eik·x
(2pi)d/2
χk(η), χk(η) =
√
pi`
4
eipi(
ν
2
− d+2
4 )
(−η
`
)d/2
H(1)ν (−kη), (4.65)
where
ν = `
√
m2∗ −m2, m∗ =
d
2`
, k = |k|. (4.66)
We shall refer to m∗ as the critical mass. As m increases from 0 to m∗, ν decreases along
the real line from d
2`
to 0, and as m increases further across m∗, ν moves up the imaginary
axis. (The critical mass plays a central role in the representation theory of the de Sitter
group; see [153, 37] for some considerations on the physical significance of m∗.) As shown
in Section C.9.1 of Appendix C, these modes satisfy the KG equation and are orthonormal
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with respect to the KG inner product. The L2 inner product (see (4.25)) of these modes
is also of interest to us:
〈uBDk , uBDq 〉 = δ(d)(k− q)〈χk, χk〉η, (4.67)
〈uBDk , uBDq 〉 = δ(d)(k + q)〈χk, χk〉η, (4.68)
where we have defined the inner product 〈·, ·〉η for functions of η only:
〈f, g〉η :=
∫ ηmax
ηmin
f(η)g(η)
(−`
η
)d+1
dη. (4.69)
We have introduced ηmin and ηmax as regulators which will be sent to −∞ and 0 (respec-
tively) after the SJ vacuum has been computed. The algebraic relations (4.44)–(4.47) can
now be solved for:
Akq = δ
(d)(k− q) cosh(αk)
Bkq = δ
(d)(k + q) sinh(αk)e
iβk
λk =
√
〈χk, χk〉2η − |〈χk, χk〉η|2, (4.70)
where
αk =
1
2
tanh−1|rk|, βk = arg(rk) + pi, (4.71)
and
rk :=
〈χk, χk〉η
〈χk, χk〉η . (4.72)
The SJ modefunctions (4.42) are then given by
uSJk (x) = cosh(αk)u
BD
k (x) + sinh(αk)e
iβkuBD−k (x). (4.73)
The above expressions are valid only when |rk| 6= 1. When |rk| = 1, the Bogoliubov coef-
ficients blow up and the SJ prescription is no longer valid. In Section C.10.1 of Appendix
C, we have computed rk in the limit ηmin → −∞ and ηmax → 0:
rk =
{
eipi(ν−
d
2) if m ≤ m∗,
e−ipi
d
2 sech(pi|ν|) if m ≥ m∗.
(4.74)
We see that for masses m ≤ m∗, the SJ prescription is not well defined in the limit
ηmax → 0, since in that case |rk| → 1. When m > m∗, we find that the Bogoliubov
coefficients are
αk = tanh
−1 e−pi|ν| and βk = −D + 1
2
pi. (4.75)
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This corresponds to the particular α-vacuum known as the out-vacuum (see Section C.9.3
of Appendix C). More specifically, when m > m∗, the two point function of the SJ vacuum
in the Poincare´ patch is equal to the restriction of the out-vacuum two-point function in
this region.
4.5.2 The SJ vacuum on the global patch
In global coordinates, the de Sitter metric reads (see Section C.8.1 of Appendix C)
ds2 = −dt2 + `2 cosh2(t/`) dΩ2d, (4.76)
where dΩ2d is the line element on the d−Sphere (Sd) and t ∈ (−∞,+∞). Letting z(t) =
1 + e2t/`, the positive-frequency modes that define the Euclidean vacuum on dSD take the
form (see Section C.9.2 of Appendix C)
uELj(t,Ω) = y
E
L (t)YLj(Ω), y
E
L (t) = NLe(a+ν)t/` coshL(t/`)F (a, a+ν; 2a; z(t)−i), (4.77)
where
NL = e
ipi
2
(a+ν)
2a`
d−1
2
√
Γ(a+ ν)Γ(a− ν)
Γ(a+ 1
2
)
, a = L+ d/2. (4.78)
Here F denotes the hypergeometric function 2F1 and −i determines the side of the branch
cut (from 1 to ∞ along the real axis) where it should be evaluated. The functions YLj(Ω)
are spherical harmonics on Sd, whose relevant properties we have included in Section C.9.1
of Appendix C. Also, L ∈ {0, 1, 2, . . . } and j is a collective index for j1, j2, . . . , jd−1, which
run over values |jd−1| ≤ jd−2 ≤ · · · ≤ j1 ≤ L. These modes satisfy the Klein-Gordon
equation and are orthonormal with respect to the Klein-Gordon inner product. The L2
inner products of interest are
〈uELj, uEL′j′〉 = 〈yEL , yEL 〉tδLL′δjj′ , (4.79)
〈uELj, uEL′j′〉 = 〈yEL , yEL 〉t(−1)LδLL′δjj′ , (4.80)
where we have defined an inner product 〈·, ·〉t for functions of t only:
〈f, g〉t =
∫ T
−T
f(t)g(t)`d coshd(t/`)dt. (4.81)
We have introduced T as a regulator which will be sent to ∞ once the SJ vacuum is
computed. This procedure clearly breaks de Sitter invariance, but we shall see that when
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the limit is taken, we obtain a state that is de Sitter invariant. The algebraic relations
(4.44)–(4.47) can now be solved for in complete analogy with the previous section:
ALj,L′j′ = cosh(αL)δLL′δjj′
BLj,L′j′ = sinh(αL)e
iβLδLL′δjj′
λLj =
√
〈yEL , yEL 〉2t −
∣∣〈yEL , yEL 〉t∣∣2, (4.82)
where
αL =
1
2
tanh−1|rL|, βL = arg(rL) + pi, (4.83)
and
rL := (−1)L 〈y
E
L , y
E
L 〉t
〈yEL , yEL 〉t
. (4.84)
The SJ modefunctions (4.42) are then given by
uSJLj (x) = cosh(αL)u
E
Lj(x) + sinh(αL)e
iβLuELj(x). (4.85)
In Section C.10.2 of Appendix C, we have computed rL in the limit T →∞:
rL =

sin
D
2
pi sechpi|ν| if m ≥ m∗,
sin
[(
D
2
− ν
)
pi
]
if 0 < m ≤ m∗.
(4.86)
Regardless of the spacetime dimension or mass of the field, the SJ vacuum is invariant
under the full de Sitter group in the global patch (see Section C.9.3 of Appendix C). As
a result, it is always an α-vacuum. The case of even and odd spacetime dimensions look
quite different, so we consider them in turn. For even D, (4.86) reduces to
rL =
{
0 if m ≥ m∗,
(−i)D−2 sin piν if 0 < m ≤ m∗,
(4.87)
and for odd D we have
rL =
{
(−i)D−1sechpi|ν| if m ≥ m∗,
(−i)D−1 cos piν if 0 < m ≤ m∗.
(4.88)
When m ≥ m∗ and D is even, αL = 0 and the SJ vacuum is equal to the Euclidean state.
In odd spacetime dimensions and above the critical mass we have
αL = tanh
−1 e−pi|ν| and βL = −D + 1
2
pi, (4.89)
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which means that the SJ vacuum is the in/out-vacuum. (The in and out-vacua are the
same in odd dimensions [36, 89].) Below the critical mass, the Bogoliubov coefficients for
even D are:
αL =
1
2
tanh−1 | sin piν| and βL =
[
D
2
+ θ(− sin(piν))
]
pi (4.90)
and for odd D:
αL =
1
2
tanh−1 | cos piν| and βL =
[
D + 1
2
+ θ(− cos(piν))
]
pi, (4.91)
where θ(x) is the Heaviside step function. In even dimensions, we obtain α = 0 whenever
|ν| is an integer, in which case the SJ vacuum then corresponds to the Euclidean state.
Whenever |ν| is a half-integer, the Bogoliubov coefficients diverge. The same holds in odd
dimensions but with integer↔ half-integer. It is worth noting that the conformally coupled
massless field corresponds in every spacetime dimension to the value ν = 1
2
8 Let us take
a closer look at the case of macroscopic physical spacetime, D = 3 + 1. As we have shown
above, the SJ vacuum is the Euclidean state when m ≥ m∗ = 3/2`. Below the critical
mass, the SJ vacuum is a de Sitter invariant α-vacuum, except when m = mcc =
√
2/`,
in which case the SJ prescription is not well-defined because the Bogoliubov coefficients
diverge. The magnitude of the second Bogoliubov coefficient as a function of m is shown
in Figure 4.1.
4.6 SJ Vacuum of a Radiation-Filled Cosmos
Quantum field theory on time-dependent backgrounds is of particular importance because
the universe we live in is not static. The choice of vacuum in such cases is not at all trivial.
8 A free massless conformally coupled scalar field φ obeys the equation
(− ξ(D)R)φ = 0, (4.92)
where R is the Ricci scalar and
ξ(D) =
D − 2
4(D − 1) . (4.93)
If φ is a solution to (4.92) in spacetime (M, gµν), then φ˜ = Ω
1−D2 φ is a solution to (˜ − ξ(D)R˜)φ˜ = 0 in
spacetime (M, g˜µν = Ω
2gµν). In de Sitter space R = D(D− 1)/`2 is constant and (4.92) can be written as
(−m2eff )φ = 0, meff =
√
D(D − 2)
2`
. (4.94)
It then follows that in this case ν = `
√
m2∗ −m2eff = 1/2.
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Patch Spacetime Dimension SJ state for m ≥m∗ SJ state for m < m∗
Global
even Euclidean α-vacuum (4.90)
odd in = out α-vacuum (4.91)
Poincare´
even out not defined
odd in = out not defined
Table 4.1: The Sorkin-Johnston vacuum in the global and Poincare´ patches of de Sitter
space. Depending on the mass m of the field, the SJ vacuum corresponds to different
α-vacua (the Euclidean, in- and out- vacua are all special cases of α-vacua and in odd
spacetime dimensions the in- and out-vacua coincide). The critical mass that marks these
transitions is m∗ = D−12` , where D is the spacetime dimension and ` is the de Sitter radius.
For example, in a Friedmann-Lemaˆıtre-Robertson-Walker (FLRW) spacetime, one choice
of instantaneous vacuum is obtained by minimizing the Hamiltonian at the given instant
in time. This might seem like a natural generalization from static spacetimes, but as is
well-known by now, it suffers from severe physical problems like infinite particle production
[66].
In this section, we will work out the SJ vacuum state in a 3+1 dimensional spatially-flat
FLRW spacetime for some specific cases. The metric reads
ds2 = a(η)2[−dη2 + dx2], (4.95)
where a(η) is the scale factor and η ∈ (0,∞) is the conformal time. An orthornomal
basis9{uk(x)} for the Klein-Gordon solution space may be constructed as
uk(η,x) =
eik·x√
(2pi)3
gk(η)
a(η)
, (4.96)
where k is the comoving Fourier wavenumber and gk(η) satisfies(
∂2η + k
2 +m2a2 − a
′′
a
)
gk(η) = 0 (4.97)
gk(η)g
′
k(η)− gk(η)g′k(η) = i. (4.98)
9 See below (4.9) for the definition of “basis”.
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Figure 4.1: The Sorkin-Johnston (SJ) vacuum in the global patch of 3 + 1 dimensional de
Sitter space. The SJ modefunctions uSJLj are related to those of the Euclidean vacuum u
E
Lj
by the Bogoliubov transformation uSJLj = cosh(α)u
E
Lj +sinh(α)e
iβuELj, the second coefficient
of which is plotted here. Depending on the product m`, where m is the mass of the
field and ` is the de Sitter radius, the SJ vacuum corresponds to different α-vacua. For
m` ≥ 3/2 and m` = √5/4, it coincides with the Euclidean vacuum. The prescription fails
for m` =
√
2.
Here k = |k| and ′ denotes differentiation with respect to η. It may be verified that
satisfying (4.97) and (4.98) is equivalent to satisfying the Klein-Gordan equation and the
orthonromality relations (4.9), respectively. The L2 inner products take the form
〈uk, uk′〉 = 〈gk, gk〉ηδ(3)(k− k′) (4.99)
〈uk, uk′〉 = 〈gk, gk〉ηδ(3)(k + k′), (4.100)
where we have defined the inner product 〈·, ·〉η for functions of η only:
〈f, g〉η ≡
∫ ηmax
0
f(η)g(η)a2(η) dη. (4.101)
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We have introduced ηmax as a regulator which will be sent to ∞ after the SJ vacuum has
been computed. The algebraic relations (4.44)–(4.47) can now be solved for:
Akq = δ
(3)(k− q) cosh(αk)
Bkq = δ
(3)(k + q) sinh(αk)e
iβk
λk =
√
〈gk, gk〉2η − |〈gk, gk〉η|2, (4.102)
where
αk =
1
2
tanh−1|rk|, βk = arg(rk) + pi, (4.103)
and
rk :=
〈gk, gk〉η
〈gk, gk〉η . (4.104)
The SJ modefunctions (4.42) are then given by
uSJk (x) = cosh(αk)uk(x) + sinh(αk)e
iβku−k(x). (4.105)
We shall now specialize to the case of a radiation-filled universe, where the scale factor
takes the form
a(η) =
η
η0
, (4.106)
where η0 is conformal time at which a = 1.
4.6.1 Massless Field
We begin by considering a massless field, i.e. we set m = 0. It may be verified that in this
case
gk(η) =
1√
2k
e−ikη, (4.107)
satisfies both (4.97) and (4.98). Also:
lim
ηmax→∞
|rk| = lim
ηmax→∞
| ∫ ηmax
0
e−2ikηη2 dη|∫ ηmax
0
η2 dη
= 0. (4.108)
It then follows from (4.103) and (4.105) that
uSJk (η,x) =
η0/η√
(2pi)32k
e−i(kη−k·x). (4.109)
These are the so-called adiabatic-vacuum modefunctions, for which an exact solution exists
in the case of a massless scalar field in a radiation dominated cosmos [30].
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4.6.2 Massive Field
For a massive field in the radiation era, (4.97) can still be solved analytically. Let
z = im˜2η2, m˜ =
√
m/η0, (4.110)
and define the function G through the relation
gk(η) ≡ G(im˜
2η2)√
2mη/η0
. (4.111)
With these definitions, (4.97) is equivalent to
∂2G
∂z2
+
(− 1
4
− i(k/m˜)
2
4z
+
3
16z2
)
G = 0. (4.112)
This equation has two independent solutions W−ik2
4m˜2
, 1
4
(z) and W ik2
4m˜2
, 1
4
(−z), called Whittaker
functions (see e.g. Chapter 13 of [154]). In our case, these two functions are complex
conjugates of one another. Using the properties of Whittaker functions (see e.g. 13.14.30
of [154]), it can be shown that gk(η) satisfies the Wronskian condition (4.98) with the
normalization:
gk(η) =
e
−pik2
8m˜2√
2mη/η0
W−ik2
4m˜2
, 1
4
(im˜2η2). (4.113)
Let us now turn to the inner products 〈gk, gk〉η and 〈gk, gk〉η, which are important for
computing the SJ vacuum. These inner products do not suffer any divergences in the
η → 0 limit, since |gk(η)| is constant for small η (see e.g. 13.14.18 of [154]). Divergences
arise for large η, though. In this regime, Wλ,µ(z) −→ e− 12 zzλ (see e.g. 13.14.21 of [154])
and plugging this into (4.113) we find:
gk(η)
η→∞−−−→ 1√
2mη/η0
e−
i
2
[m˜2η2+ k
2
2m˜2
ln(m˜2η2)]. (4.114)
It can then be verified that 〈gk, gk〉η diverges quadratically in ηmax, while 〈gk, gk〉η oscillates∼
e−im˜
2η2max . Therefore, in the ηmax →∞ limit:
lim
ηmax→∞
|rk| = lim
ηmax→∞
〈gk, gk〉η
〈gk, gk〉η = 0. (4.115)
It then follows from (4.103) and (4.105) that the SJ modefunctions are
uSJk (η,x) =
eik·xe
−pik2
8m˜2√
2m(2pi)3(η/η0)3/2
W−ik2
4m˜2
, 1
4
(im˜2η2). (4.116)
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It is reasonable to ask whether this vacuum state could potentially have observable
effects. One way of approaching this problem is to calculate the response rate of a comoving
detector, such as the Unruh-Dewitt detector, when the field is in the SJ vacuum state.
Even more ambitiously, one could (in principle) derive the SJ vacuum for a general scale-
factor a(η) (with reasonable boundary conditions), and study its back-reaction on the
underlying geometry via the renormalized stress-energy-momentum tensor. Unfortunately,
these computations are fairly cumbersome and a detailed treatment of them is beyond
the scope of this Chapter. In order to gain some intuition, however, we will compute
〈SJ |ρ̂|SJ〉 ≡ −〈SJ |T̂ 00|SJ〉 = a−2〈SJ |T̂00|SJ〉, where the expectation value of the (un-
renormalized) energy momentum tensor T̂µν takes the form [30]:
〈SJ |T̂µν |SJ〉 =
∫
Tµν
[
uSJk , u
SJ
k
]
d3k, (4.117)
where
Tµν [φ, ψ] = ∇µφ∇νψ − 1
2
gµν
[∇αφ∇αψ +m2φψ] . (4.118)
It can be checked that
T00
[
uSJk , u
SJ
k
]
=
1
2
∣∣∂ηuSJk ∣∣2 + 12δij∂iuSJk ∂juSJk + 12m2a2 ∣∣uSJk ∣∣2 . (4.119)
Substituting (4.116) for uSJk in (4.119) we find
〈SJ |ρ̂(η)|SJ〉 =
∫
d3p(η)
(2pi)3
√
p(η)2 +m2(nSJ +
1
2
), (4.120)
where
nSJ =
1
4
e−ipiλ√
p2
m2
+ 1

(
p2
m2
+ 1
) ∣∣∣Wλ, 1
4
(z)
∣∣∣2 − 1
z2
∣∣∣∣∣2z dWλ, 14 (z)dz − 32Wλ, 14 (z)
∣∣∣∣∣
2
−12 . (4.121)
The variables used above are defined as follows:
p(η) =
k
a(η)
=
k
η/η0
, H(η) =
a′
a2
=
η0
η2
, z = im˜2η2 = i
m
H
, (4.122)
λ =
−ik2
4m˜2
=
−ip2
4mH
, k = |k|, p(η) = |p(η)|. (4.123)
Note that H(η) is the Hubble parameter and p(η) is the physical momentum of the Fourier
mode with comoving wavenumber k at conformal time η.
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For a thermal bath of relativistic bosons at temperature T , the energy density takes
the form ρ =
∫
d3p
(2pi)3
E(p)nBE(p), where E(p) =
√
p2 +m2 and nBE =
1
eE/T−1 is the Bose-
Einstein distribution. This relation can be inverted to get T = E
ln
(
1+ 1
nBE
) . In order to see
how “close to thermal” our state is, we similarly define the “effective temperature” of a
mode as
TSJ(p) =
√
p2 +m2
ln
(
1 + 1
nSJ
) . (4.124)
The “more constant” TSJ is as a function of p, the closer the distribution nSJ is to be-
ing thermal. Here we define nSJ to include only excitations above the state |GS〉 that
minimizes the Hamiltonian at a particular instant of time, and for which 〈GS|ρ̂|GS〉 =∫
d3~p
(2pi)3
1
2
√
p2 +m2. Then 〈SJ |ρ̂|SJ〉 − 〈GS|ρ̂|GS〉 = ∫ d3p
(2pi)3
√
p2 +m2 nSJ .
Figure 4.2 shows the behaviour of TSJ for different ratios of
m
H
and p
m
. It is evident that
the long wavelength modes are in fact at a constant effective temperature. For example, in
the regime where m H and p √mH, the Whittaker function has a simple asymptotic
expansion
Wλ, 1
4
(z) −→
√
pi
Γ(3
4
− λ)z
1
4 − 2
√
pi
Γ(1
4
− λ)z
3/2 +O(z5/4), (4.125)
using which it can be shown that
TSJ(p) ∼ pi
4 |Γ(3/4)|2
H3/2√
m
. (4.126)
This result suggests that there are correlations on super-horizon scales. It is noteworthy
that these correlations have appeared without the help of any previous epoch of accelerated
expansion. Potentially, they could therefore open up a new perspective on the question of
primordial fluctuations and on the related puzzle sometimes called “horizon problem”.
4.7 Causality and the SJ Vacuum
Like other vacuua, the SJ vacuum is defined globally, and it depends on both the causal past
and future of the spacetime. Consider for example a spacetime which is first static, then
expands for a short time, then goes back to being static again. 10 In light of the inherent
time-reversal symmetry of the conditions defining the SJ vacuum-state, it is clear that this
10Of course, such a spacetime is not necessarily a solution to the Einstein equations.
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state can agree neither with the early-time vacuum (the state of minimum energy at that
time), nor with the late-time vacuum. Rather, it must strike some sort of “compromise”
between them.
In the present section we will illustrate this behavior with a simple example, but before
doing so, we would like to dwell for a bit on the question of whether one should interpret this
type of dependence on the future as a failure of causality. By construction, our definition
of the vacuum depends on the full spacetime geometry. That it thereby fails to be what
John Bell called “locally causal” is no surprise because, as is well understood by now,
any reasonable quantum state must incorporate nonlocal correlations and entanglement.
Certainly the Minkowski vacuum does so. But does this type of nonlocality also imply
genuine acausality?
The prior question that begs for an answer here is what is meant by acausality in the
context of quantum field theory, considering also that quantum field theory must ultimately
find its place within a theory of full quantum gravity. If we remain within the “opera-
tionalist” framework of external agents, “measurements” and state-vector collapse, then
causality (in the sense of relativistic causality) reduces to the impossibility of superluminal
signalling. In this sense, there is no question of acausality as long as the twin conditions
of spacelike commutativity and hyperbolicity of the field equations are respected, which
by construction they are in the field theory we are working with in this paper.11 On the
other hand, if we try to adopt a more “objective” framework which dispenses with external
agents, then we seem to be left without any clear definition of relativistic causality at all.
That is, we lack an intrinsic criterion which could decide whether or not physical influences
are propagating outside the light cone or “into the past”. But without such a criterion,
the meaning of relativistic causality in general is called into question.
A further observation also seems relevant here, even if it does not turn out to be decisive.
Namely, the assumption we have made of a fixed, non-dynamical spacetime is already
“anticausal” in a certain sense. In a full quantum gravity theory the future geometry
must evolve together with, and in mutual dependence on the future matter-field. Hence,
any attempt to specify the geometry in advance amounts to imposing a future boundary
condition on the combined system of metric plus scalar field. Given this, it would not be
surprising if a correct semiclassical treatment of the scalar were also to involve some degree
of “dependence on the future”.
The specific model we will consider is a 1+1 dimensional FLRW universe with metric
ds2 = C(η)(−dη2 +dx2), where C(η) = A+B tanh(ρη). In the infinite past C(η)→ A−B
11The theory of [84] retains spacelike commutativity, but hyperbolicity becomes, together with the notion
of field-equation itself, approximate at best.
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and in the infinite future C(η) → A + B. It is known that there are modefunctions
uink (η, x) (which form an orthonormal basis of the KG solution space) that behave like
positive frequency Minkowski-space modes in the remote past η → −∞: (see Section 3.4
of [30])
uink (η, x) =
1√
4piωink
eikx−iω
+
k η−(iω−k /ρ) ln[2 cosh(ρη)]
× F
(
1 + iω−k /ρ, iω
−
k /ρ; 1− iωink /ρ;
1 + tanh(ρη)
2
)
η→−∞−−−−→ 1√
4piωink
eikx−iω
in
k η, (4.127)
where F denotes the hypergeometric function 2F1 and
ωink =
√
k2 +m2(A−B)
ωoutk =
√
k2 +m2(A+B)
ω±k =
1
2
(ωoutk ± ωink ). (4.128)
Similarly, there are orthonormal modes uoutk (η, x) that behave like the positive frequency
Minkowski-space modes in the remote future η →∞:
uoutk (η, x) =
1√
4piωoutk
eikx−iω
+
k η−(iω−k /ρ) ln[2 cosh(ρη)]
× F
(
1 + iω−k /ρ, iω
−
k /ρ; 1 + iω
out
k /ρ;
1− tanh(ρη)
2
)
η→∞−−−→ 1√
4piωoutk
eikx−iω
out
k η. (4.129)
The in and out modes are related to eachother by the following Bogolubov transformation
uink (η, x) = γku
out
k (η, x) + µku¯
out
−k , (4.130)
where
γk =
√
ωoutk
ωink
Γ(1− iωink /ρ)Γ(−iωoutk /ρ)
Γ(1− iω+k /ρ)Γ(−iω+k /ρ)
(4.131)
µk =
√
ωoutk
ωink
)
Γ(1− iωink /ρ)Γ(−iωoutk /ρ)
Γ(1 + iω−k /ρ)Γ(iω
−
k /ρ)
. (4.132)
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The modes uink and u
out
k define vacuum states at early and late times, respectively. If the
system is at first (η → −∞) in the in-vacuum state, i.e. the no particle state, it will
have |µk|2 particles of momentum k with respect to the out-vacuum after the expansion
(η →∞). The SJ vacuum has a different nature, simply because the vacuum state in the
η → −∞ region depends on what happens in the infinite future (and vice-versa).
Let us now turn to computing the SJ modefunctions. Define gink (η) through
uink (η, x) =
eikx√
2pi
gink (η). (4.133)
The L2 inner products take the form
〈uink , uink′ 〉 = 〈gink , gink 〉ηδ(k − k′) (4.134)
〈uink , uink′ 〉 = 〈gink , gink 〉ηδ(k + k′), (4.135)
where we have defined the inner product 〈·, ·〉η for functions of η only:
〈f, g〉η ≡
∫ ηmax
−ηmax
f(η)g(η)C(η) dη. (4.136)
We have introduced ηmax as a regulator which will be sent to ∞ after the SJ vacuum has
been computed. The algebraic relations (4.44)–(4.47) can now be solved for:
Akq = δ(k − q) cosh(αk)
Bkq = δ(k + q) sinh(αk)e
iβk
λk =
√
〈gink , gink 〉2η −
∣∣〈gink , gink 〉η∣∣2, (4.137)
where
αk =
1
2
tanh−1|rk|, βk = arg(rk) + pi, (4.138)
and
rk :=
〈gink , gink 〉η
〈gink , gink 〉η
. (4.139)
The SJ modefunctions (4.42) are then given by
uSJk (η, x) = cosh(αk)u
in
k (η, x) + sinh(αk)e
iβkuin−k(η, x). (4.140)
78
The asymptotic behaviour of gink (η) is given by:
gink (η)
η→−∞−−−−→ 1√
2ωink
e−iω
in
k η (4.141)
gink (η)
η→∞−−−→ 1√
2ωoutk
(γke
−iωoutk η + µkeiω
out
k η), (4.142)
using which it can be shown that
lim
ηmax→∞
rk =
2γkµk
|γk|2 + |µk|2 + ωoutωin A−BA+B
. (4.143)
Fig. 4.3 shows the difference between the SJ and “in” vacuua for a specific set of parameters
and frequencies. As one would expect, this deviation is only significant for low-frequency
modes, which are more sensitive to the rate of expansion ρ.
4.8 The SJ vacuum on a causal set
While the methods of canonical quantisation are not available on a causal set, the SJ
formalism admits a natural discrete formulation [84, 85]. In fact, on a causal set, the
formalism is free of many of the technicalities that arise in the continuum and accordingly
simpler to outline. For the massive scalar field in D = 1 + 1 dimensional flat space, it has
been shown numerically that the mean of the discrete SJ two-point function approximates
that of the continuum Minkowski vacuum state [84] in the appropriate “continuum limit”.
In this section, we will carry out a similar analysis in the case of two-dimensional de Sitter
space.
4.8.1 Causal sets and the discrete SJ vacuum
Let us briefly review the necessary background on causal sets. 12 A causal set (C,) is a
set C with a partial order relation  which is
(i) reflexive : x  x
(ii) acyclic : x  y  x =⇒ x = y
(iii) transitive : x  y  z =⇒ x  z
(iv) locally finite : |I(x, y)| <∞
12 Although causal sets are introduced in Chapter 2, we summarize the necessary background here for
the convenience of the reader.
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Figure 4.3: The deviation between the SJ and “in” vacuua, as measured by sinh(αk)
2 (see
(4.140)). The parameters used here are A = 2.0, B = 1.0, and m = 1.0.
for all x, y, z ∈ C, where I(x, y) := {z ∈ C |x  z  y} is the (inclusive) order interval
between two elements x, y ∈ C and | · | denotes cardinality. We write x ≺ y when x  y
and x 6= y.
A causal set is fully encoded in its adjacency or causal matrix C, defined as the |C|×|C|-
matrix with entries
Cij :=
{
1 if νi ≺ νj
0 otherwise,
(4.144)
for νi, νj ∈ C, where i, j ∈ {1, 2, . . . , |C|} are indices that label the elements in C.
A sprinkling is a procedure for generating a causal set (CM ,) given a continuum
spacetime region (M, gµν). Points are placed at random in M using a Poisson process
with “density” ρ := |CM |/VM , where VM denotes the spacetime volume of M , in such a
way that the expected number of points in any region of spacetime volume V is ρV . This
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generates a causal set whose elements are the sprinkled points, and whose partial order
relation can be “read off” from that of the underlying spacetime. Such a causal set provides
a discretisation of (M, gµν) which, unlike a regular lattice, is statistically Lorentz invariant
(see Chapter 2). In order to reduce the computational cost of the simulations described
below, we keep the geodesic distance information of (M, gµν) for all pairs of causally related
elements in CM , meaning that for all such pairs νi, νj ∈ CM with coordinates xi, xj in M ,
we record the values dij := d(xi, xj), where d(xi, xj) denotes geodesic distance in (M, gµν).
While this information is not explicitly contained in (CM ,), it can be recovered by known
algorithms [79].
Let (CM ,) be an N -element causal set generated by a sprinkling into a 1 + 1 dimen-
sional spacetime region (M, gµν). To define the SJ vacuum on the causal set, we start with
the “discrete retarded propagator”, which in two dimensions can be defined for a scalar
field of mass m on CM as [85]
R =
1
2
C
(
1 +
m2
2ρ
C
)−1
, (4.145)
where C denotes the causal matrix defined in (4.144). It has been shown that if (M, gµν) is
a causal diamond13 in two-dimensional Minkowski space, the mean of Rij as a function of
the geodesic distance dij is in agreement with the known continuum retarded propagator
GR(x, y) for high sprinkling density and mass range 0 < m √ρ [85]. We have obtained
similar evidence for the case where (M, gµν) is a causal diamond in de Sitter space (see
below). Given a retarded propagator, we define the discrete Pauli-Jordan function ∆ on
CM in analogy with its continuum counterpart:
∆ := R−RT , (4.146)
where T denotes the matrix transpose. It is then natural to define the discrete SJ two-point
function as the positive spectral projection of i∆:
WSJ := Pos(i∆). (4.147)
Since i∆ is now a finite Hermitian matrix (at least for causal sets of finite cardinality),
its positive part is completely well-defined and specifies WSJ uniquely. We also define the
discrete analogue of the Hadamard function
HSJ := 2ReWSJ , (4.148)
13A causal diamond is the intersection of the interior of the past lightcone of a point q with the interior
of the future light cone of a point p that lies to the causal past of q.
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Figure 4.4: An N = 1010 element sprinkling with density ρ = 76`−2 into a causal diamond
of length τ = 8` in two-dimensional de Sitter space, visualised in the embedding three-
dimensional Minkowski space (see Section C.8 of Appendix C). The de Sitter radius has
been set to ` = 1.
such that
WSJ =
1
2
HSJ +
i
2
∆. (4.149)
To compare the discrete SJ two-point function with the known propagators in contin-
uum de Sitter space, we evaluate it on a causal set that is obtained by a sprinkling into
a causal interval (diamond) in 1 + 1 dimensional continuum de Sitter space. For any two
points x ≺ y, the causal interval between them is the intersection of the future of x with
the past of y. In de Sitter space, the spacetime volume V of the causal interval between
two timelike points depends only on their Lorentzian distance τ : V = 4`2 ln(cosh(τ`−1/2)).
We shall refer to a causal diamond of length τ as one whose volume is given by the formula
above.
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4.8.2 Simulation results
In order to compare causal set results with those of the continuum, we have computed
the retarded propagator R, and subsequently the discrete Hadamard function HSJ , on an
N = 1010 element sprinkling into a causal diamond of length τ = 8` in 1 + 1 dimensional
de Sitter space (implying ρ ' 76`−2). The sprinkling is shown in Figure 4.4, where we
have set ` = 1.
Figure 4.5 shows values of the retarded propagator Rij for all pairs of related events
(νi, νj) ∈ CM , plotted as a function their geodesic distance dij. There is good agree-
ment between the mean of R and the continuum retarded Green function, which further
validates the proposal (4.145). At large τ  `, we see a slight deviation between the
mean of the causal set data and the continuum retarded Green function. This discrepancy
can be associated with edge-effects due to the finite size of the causal diamond: pairs of
points separated by a geodesic distance comparable to the size of the diamond will feel the
boundaries of the spacetime region (the effect of spacetime boundaries has been addressed
in more detail in [6]). Figure 4.6 shows the discrete SJ Hamadard function HSJ , com-
puted for both timelike and spacelike pairs of events. Since we have no expression for the
continuum SJ vacuum in the causal diamond itself, we cannot compare HSJ with its exact
continuum counterpart. However, the expectation would be that the discrete SJ two-point
function approximates that of a de Sitter invariant vacuum in the centre of the diamond
(where the boundaries of the diamond are felt the least). Indeed, Figure 4.6 shows a very
good agreement between the mean of HSJ and the Hadamard function associated with
the Euclidean vacuum (α = 0). At large τ  `, the boundary effects become noticeable
again. To highlight the particular agreement with the Euclidean (α = β = 0) Hadamard
function, we have also plotted in Figure 4.6 the Hadamard function of two other α-vacua
with (α, β) = (1, 0) and (α, β) = (0.1, 0). Note that Hα,β(x, y) is more sensitive to varia-
tions in α for spacelike separated arguments because of the extra antipodal singularity at
d(x, y) = pi`, i.e. Z(x, y) = −1, present in every α-vacuum except the Euclidean one (see
Section C.9.3 of Appendix C). For instance, for the range of parameters we have probed
in our simulations, including those of Figure 4.6, the function H0.1,0 as a function of the
geodesic distance can be distinguished from the Euclidean Hadamard function for space-
like separated arguments, whereas it lies on top of the Euclidean Hadamard function for
timelike separated arguments (and has thus been omitted from the timelike plot). With
the parameters probed in our simulations, we cannot discriminate between the in/out and
the Euclidean vacua, since they are very “close” unless m ∼ m∗. Indeed, for the values
presented here we have αin = αout = O(10−4). Discriminating between the in/out and
Euclidean vacua is more demanding computationally. A full treatment of this matter will
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Figure 4.5: The retarded propagator R, computed on a causal set obtained via a N = 1010
sprinkling into a causal diamond of length τ = 8` in 1+1 dimensional de Sitter space. The
mass of the field is m = 2.36`−1 and the de Sitter radius ` is set to unity. The geodesic
distance |d| between the two arguments of the function is plotted on the horizontal axis.
The error bars show the standard deviation about the mean of R for binned values of |d|.
The continuum propagator GR is shown with the thick orange line.
require more extensive simulations.
4.9 Conclusions and Discussions
We have defined a distinguished vacuum for a free quantum field in a globally hyperbolic
region of an arbitrarily curved spacetime. This Sorkin–Johnston (SJ) state is well-defined
for all compact regions and for a large class of noncompact ones. We have shown that for
static spacetimes, it coincides with the usual ground state.
We have determined the SJ vacuum for massive free scalar field in D = d + 1 dimen-
sional de Sitter space. In those cases where the prescription is well-defined, we find that
the SJ vacuum always corresponds to one of the de Sitter-invariant α-vacua. This is re-
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(a) Timelike (b) Spacelike
Figure 4.6: The Hadamard function HSJ on a causal set obtained through an N = 1010
sprinkling of a causal diamond of length τ = 8` in 1 + 1 dimensional de Sitter space. The
mass of the field is taken to be m = 2.36`−1, and the de Sitter radius ` is set to unity.
The geodesic distance |d| between the two arguments of the function is plotted on the
horizontal axis for (a) timelike and (b) spacelike separated points. The error bars show the
standard deviation about the mean of HSJ for binned values of |d|. Hα,β(x, y) refers to the
Hadamard function of the α-vacua (see Section C.9.3 of Appendix C). The function H0.1,0
has been omitted in (a), since it is indistinguishable from the Euclidean function HE.
assuring, because a covariant approach should give rise to a vacuum state that respects
the symmetries of the underlying spacetime. We find that the SJ vacuum depends on (i)
whether the mass of the field is in the complementary or principal series (i.e. below or
above the critical value (D − 1)/(2`), where ` is the de Sitter radius), (ii) whether it is
evaluated on the complete de Sitter manifold or its Poincare´ half-space, and (iii) whether
the spacetime dimension is even or odd. For a field of mass m < (D − 1)/(2`) on the
Poincare´ patch, the SJ prescription cannot be applied to the entire spacetime, but only a
bounded globally hyperbolic subregion of it.It would be interesting to investigate whether
a physical account can be given for the failure of the procedure in this particular case (an
example of another vacuum prescription which fails for light masses is the instantaneous
ground state of the Hamiltonian, particularly in the global patch [65]). Here it is worth
noting that the complementary and principal series also exhibit different behaviours in the
case of interacting theories [95, 82]. For instance, quantum-corrected fields whose bare
mass belong to the principal series, unlike the complementary series, decay faster than the
free KG field in past/future infinity. This has important consequences for objects such as
the S-matrix for QFTs on global de Sitter space [96, 38, 37].
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We find that the SJ vacuum in de Sitter space does not in general correspond to the
Bunch-Davies or Euclidean state, and as a result is not always Hadamard [12]. (See [62] for
another instance where the SJ state is not Hadamard.) The main advantage of Hadamard
states is that for such states it is known how to construct physically relevant expectation
values, such as those of the stress-energy tensor, on arbitrarily curved spacetimes [39, 76,
77]. Although it has not been proven that this cannot be done for α-vacua, it is known
that standard prescriptions such as point-splitting and normal ordering fail [40]. Exploring
the consequences of these facts for the SJ formalism would certainly be of interest.
Using the discrete SJ formalism on a causal set, we have determined the SJ state on
a sprinkling of a causal diamond in 1 + 1 dimensional de Sitter space. As part of our
analysis, we have found evidence that the “discrete retarded propagator” proposed in [83]
agrees well with the continuum retarded propagator in de Sitter space. Our simulation also
shows that the mean of the discrete SJ two-point function is consistent with that of an α-
vacuum and in particular with that of the Euclidean vacuum in the centre of the diamond
(away from the edges) for a field of mass m  √ρ. This is encouraging, since the QFT
defined on causal sets by the SJ formalism seems to reproduce what one would expect:
a state that respects the spacetime isometries in the appropriate “continuum limit”. It
would be interesting to carry out further simulations to determine, with more statistical
significance, which continuum state is best approximated by the discrete SJ state. This
might be particularly illuminating when m < 1/(2`), since the procedure in the continuum
becomes pathological in the Poincare´ patch in that case.
It is natural to wonder whether the SJ formalism could have phenomenological impli-
cations in relation to cosmology. We would like to raise two potential difficulties in this
direction. Firstly, because of its non-local nature, it is not clear what portion of spacetime
one should use to compute the SJ vacuum. For instance, should one consider the behaviour
of late-time cosmology to determine the SJ vacuum for the early universe? Secondly, if we
ultimately aim to make a prediction for the primary anisotropy spectrum of the Cosmic
Microwave Background, how are we to interpret the scalar field whose vacuum state we
compute using the SJ formalism? Does it also involve scalar metric perturbations? If so,
one is likely to run into trouble with gauge-invariance, because the SJ formalism is not
invariant under field re-definitions.
To gain some intuition in this regard, however, we have computed the SJ state for a
scalar field of mass m ≥ 0 in a radiation-filled, spatially flat, homogeneous and isotropic
cosmos. In that connection we also computed an “effective temperature” that can be
defined for the super-horizon modes of the massive field. The correlations found thereby
could open up a new perspective on the question of primordial fluctuations and the so-called
“horizon problem”.
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A peculiar aspect of the SJ prescription is its temporal non-locality. We demonstrated
this feature by the example of a spacetime which sandwiches a region with curvature
in-between flat initial and final regions, but we did not explore its phenomenological im-
plications any further.
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Chapter 5
Phenomenology of Gravitational Aether
as a Solution to the Old Cosmological
Constant Problem
5.1 Introduction
The discovery of recent acceleration of cosmic expansion was one of the most surprising
findings in modern cosmology [130, 112]. The standard cosmological model (also known
as the concordance model) drives this expansion with a cosmological constant Λ, which
appears in the Einstein field equations
Gµν + Λgµν = 8piGNTµν . (5.1)
The value of Λ has been measured with remarkable percision:
Λ = 3.57× 10−52ΩΛh2m−2 = 9.32× 10−122ΩΛh2lp−2, (5.2)
where lp =
√
~GN/c3 is the Planck length and recent measurements from the Planck
satellite give [118]
ΩΛ = 0.692± 0.01, h = 0.6780± 0.0077.1 (5.3)
The cosmological constant is consistent with (nearly) all current cosmological observations.
There is, however, something unsettling about its extremely small (in Planck units) and
yet nonzero value, especially if we are to accept it as a fundamental constant.
1 See Table 5 of [118]. We have used the Planck +WP + highL+BAO values here.
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This becomes even more puzzling when we consider the vacuum energy of quantum
fields. We expect from general covariance that the vacuum expectation value of the energy
momentum tensor should take the form 〈Tµν〉 = −〈ρV 〉gµν + · · · . Therefore, the zero
point energy of quantum fields acts just like a cosmological constant in linear order. Of
course, 〈ρV 〉 is formally divergent. In practical calculations, one needs to use a regulator
which preserves general covariance, such as dimensional regularization, to even arrive at
〈Tµν〉 = −〈ρV 〉gµν + · · · . Naively speaking though, if we believe general relativity is the
correct description of gravity up to an energy scale EΛ, we would expect 〈ρV 〉 ∼ E4Λ. Taking
the cut-off EΛ to be on the the order of Planck energy, we find the famous discrepancy of
some 120 orders of magnitude between 〈ρV 〉 and ρΛ ≡ Λ/(8piGN) (see e.g. [44] and [161]).
Even if we cut off the theory at energy scales well below the Planck scale, say ∼ 1 GeV, a
huge discrepancy remains. This is the so-called cosmological constant “problem”: how is it
that the vacuum energy density of quantum fields, each of which is expected to contribute
∼ E4Λ, cancel out to such remarkable precision (e.g. 120 decimal places), to produce the
observed value ρΛ? Often, this puzzle is split into two parts (largely for historical reasons):
(i) finding a mechanism which drives 〈ρV 〉 to zero or decouples it from gravity (the old
cosmological constant “problem”) and (ii) explaining why the cosmological constant has
the specific nonzero value that it does (the new cosmological constant “problem”).
We prefer using the word puzzle as opposed to problem because there is no logical
inconsistency here. Strictly speaking, quantum field theory does not predict anything
since 〈ρV 〉 is formally divergent. The argument which is typically put forth for the “realty”
of zero-point vacuum energy is the Casimir effect (see e.g. [27] and references therein).
Casimir showed that quantum fluctuations in the space between two conducting plates
which are at a distance d from one another produce a force per unit area of ~cpi2/240d4
(see e.g. [30]). To obtain this finite value value, however, it is necessary to subtract the
zero-point energy of empty space from that between the plates (after regularizing both
values, of course). If anything, this calculation suggests that only the change in zero-
point vacuum energy is physical, and not the infinite zero-point energy of empty space
itself. Furthermore, the context in which this puzzle is being posed is that of semi-classical
gravity, where the dynamics are governed by a semiclassical form of the Einstein equations:
Gµν + Λgµν = 8piGN〈Tµν〉. It may very well be that this is the wrong framework to use,
and that a full theory of quantum gravity, where both matter and gravitational degrees of
freedom are “quantized”, is needed.
In this chapter, we will take the viewpoint that the QFT expectation of the nature and
magnitude of zero-point quantum fluctuations is reasonable. Once this is assumed, there
is no choice but to abandon the idea that vacuum energy should gravitate. This, however,
requires modifying Einstein’s theory of gravity, in which all sources of energy gravitate.
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Attempts in this direction have been proposed in the context of massive gravity [59], or
braneworld models of extra dimensions such as cascading gravity [49, 51], or supersym-
metric large extra dimensions (e.g., [42]). However, efforts to find explicit cosmological
solutions that de-gravitate vacuum have proven difficult (e.g., [11, 50]). In [3], Afshordi
proposed a novel approach in which quantum vacuum fluctuations (of linear order in the
metric) are decoupled from gravity through the introduction of a fluid called the Gravita-
tional Aether (GA). In this Chapter, we will explore in detail the predictions of this theory
in the context of cosmology and solar-system tests of gravity.
5.2 Gravitational Aether
In [3], Afshordi proposed a modification to the right hand side of the Einstein field equations
as follows:2
(8piG˜)−1Gµν = Tµν − 1
4
Tααgµν + T˜µν , (5.4)
where Tµν and T˜µν denote the energy-momentum tensor of ordinary matter and the aether
fluid, respectively. The only constant of the theory is G˜, which we will later show is related
to Newton’s gravitational constant GN . The point of subtracting the trace part of Tµν is
that any contribution of the form T vacµν = Λgµν , where Λ is constant, drops out of the right
hand side of (5.4):
T vacµν −
1
4
gαβT vacαβ gµν = 0. (5.5)
As with ordinary general relativity, it is assumed that the energy-momentum tensor of
ordinary matter is conserved
∇µTµν = 0. (5.6)
Choosing to “de-gravitate” quantum vacuum fluctuations in this fashion, and further as-
suming the conservation of matter, makes it necessary to add T˜µν to the right hand side
of (5.4). To see why this should be, let us apply ∇µ to both sides of (5.4). Noting that
∇µGµν = 0 (by the Bianchi identities) and ∇µTµν = 0 (by definition), we find
∇µT˜µν = 1
4
∇νT, (5.7)
where T = Tαα. Had we taken T˜µν = 0, we would have ended up with the constraint
T = const, which is of course nonsense. In principle, T˜µν has 10 independent components,
2 Our metric signature is (−,+,+,+). Throughout the paper we set the speed of light c=1.
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since it is a symmetric rank-2 tensor. However, only 4 of these would be constrained
through (5.7). In order not to add any new degrees of freedom,3 Afshordi assumed T˜µν to
be an incompressible perfect fluid (which only has 4 independent components):
T˜µν = p˜(u˜µu˜ν + gµν), u˜
µu˜µ = −1, (5.8)
where p˜ and u˜µ are the pressure and four-velocity of aether, respectively. Given this form
of the aether fluid, (5.7) can be cast as a relativistic version of the continuity and Euler
equations: (see Section D.1 of Appendix D)
p˜∇µu˜µ = −1
4
u˜µ∇µT, (5.9)
p˜u˜µ∇µu˜ν = −∇˜⊥ν (p˜− T/4), (5.10)
where
∇˜⊥ν = ∇ν + u˜ν u˜σ∇σ. (5.11)
Are p˜ and u˜µ uniquely determined by (5.9) and (5.10) once T is specified? This is an
important question, especially in relation to solving the initial value problem of the field
equations (5.4). Let us imagine we have specified initial data for the metric and the matter
sector on a spacelike hypersurface. Would this set of initial data be sufficient to obtain a
unique evolution of the metric using the gravitational aether field equations (5.4)? This
depends on whether or not p˜ and u˜µ are uniquely determined from (5.9)–(5.10). As we
will see throughout this Chapter, there are many situations in which the aether degrees
of freedom are fully constrained by the matter sector. However, there are situations in
which this is not the case, as the following example will demonstrate. Let us choose a
coordinate system which is co-moving with the aether fluid, i.e. u˜i = 0, and consider only
vacuum solutions (for which T = 0). Also, let the initial data for the metic be gµν = ηµν
and ∂αgµν = 0. It then follows from u˜µu˜
µ = −1 that u˜0 = 1 and ∂0u˜0 = 0 on the initial
hypersurface. Therefore, ∇µu˜µ = 0 and (5.9) is satisfied trivially. Furthermore, the only
nonreduntant information contained in (5.10) is ∇ip˜ = 0, which implies p˜ = p˜0 on the
initial hypersurface (p˜0 being constant). Additional input is required to fix p˜0 as well as
how it evolves from one hypersurface to the next. Such peculiarities, although certainly
worth investigating, will not concern us for the rest of this Chapter.
Let us now turn our attention to the only constant of the theory, G˜, whose value
can be fixed by looking at the Newtonian limit of (5.4). In Section D.1 of Appendix
3 This is one motivation for choosing the aether fluid to be an incompressible fluid. Another is the
behaviour of a particular class of scalar field theories which have an infinite speed of sound but are causal
[8, 7], the reason being they only couple to observables as constraints.
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D, we show that when matter is a perfect fluid with a constant equation of state, i.e.
Tµν = (ρ + p)uµuν + pgµν where p = wρ and w is constant, the gravitational aether field
equations reduce to
(8piG˜)−1Gµν =
3
4
(1 + w)Tµν . (5.12)
In the Newtonian limit, Tµν is well approximated by a perfect fluid with w = 0. Therefore,
in order to recover Einstein’s field equations in this limit, we must have
G˜ =
4
3
GN . (5.13)
Before delving into the detailed predictions of the gravitational aether theory, a few
generic remarks are in order. First, let us emphasize that GA is designed to solve the
old cosmological constant problem, by way of degravitating quantum fluctuations. The
present-day acceleration of cosmic expansion, or the so-called “new” cosmological constant
problem, is not addressed by this proposal. Within the context of the same theory, however,
it is argued in [128, 4] that quantum gravity effects in the presence of astrophysical black
holes could lead to accelerated expansion of the universe. This is an intriguing proposal,
but we will not pursue it any further in this Chapter. Whenever needed, we will use a
standard cosmological constant to model the late-time acceleration of cosmic expansion.
Secondly, it is not known whether the gravitational aether field equations can be derived
from an action principle. This is likely to create a setback in any quantum-mechanical
setting, where having an action principle is (almost always) necessary. At the classical
level, however, having an equation of motion is all that is needed, as is the case with the
Navier-Stokes fluid equations.
5.3 Cosmological Constraints on Gravitational Aether
As mentioned in the previous Section, when matter can be approximated by a perfect
fluid with a constant equation of state w, the solutions to the gravitational aether theory
become identical to those of general relativity, except with a renormalized gravitational
constant:4
GN → Geff = (1 + w)GN . (5.14)
In other words, the gravitational coupling is not a constant anymore, and can change
significantly for fluids with relativistic pressure. Not surprisingly, for the vacuum equation
of state w = −1, Geff = 0, which implies that vacuum does not gravitate.
4 This follows from combining (5.13) and (5.12).
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In particular, in the case of Friedmann-Lemaˆıtre-Robertson-Walker (FLRW) cosmol-
ogy where the perfect fluid approximation is valid, this theory predicts that the effective
gravitational constant is different in the matter and radiation eras:
GN
GR
≡ Geff(w = 0)
Geff(w = 1/3)
=
3
4
. (5.15)
This is the first cosmological prediction of this theory: radiation energy gravitates more
strongly than non-relativistic matter. We will examine the consequences of this prediction
for big bang nucleosynthesis in Section 5.3.1, and the evolution of cosmological perturba-
tions in Section 5.3.2.
Before doing so, let us note that this result can also be thought of as a prediction for
the effective number of neutrinos, which is often what is quoted in the literature. The
expansion history in the radiation era depends on the product Gρrad, and is constrained
through different observational probes. The constraints are often described as the bound
on the effective number of neutrinos N effν , which quantifies the total radiation density ρrad.
We can translate the constraints to those on Geff by requiring
Geffρrad(N
eff
ν = 3) = GNρrad(N
eff
ν = 3 + ∆Nν). (5.16)
For example, at about T ' 1 MeV, the relativistic species that contribute most signifi-
cantly to ρrad are photons and neutrinos, the latter being decoupled from thermal equilib-
rium by this time. The effective “temperature” of neutrinos is given by Tν = (4/11)
1/3Tγ,
where Tγ is the temperature of photons (see e.g. [162]). The energy density of a gas of
relativistic particles in thermal equilibrium at temperature T is given by n × pi2
30
T 4 for
bosons, and n × 7
8
pi2
30
T 4 for fermions, where n is the number of degrees of freedom (e.g.
number of helicity states, spin states, anti particles, etc). It then follows that
ρrad = nγ
pi2
30
T 4γ + nν
7
8
pi2
30
T 4ν
=
pi2
30
T 4γ
[
2 +N effν × 2×
7
8
(
4
11
)4/3]
, (5.17)
where we have used nγ = 2 and nν = N
eff
ν × 2. Combining (5.17), (5.16) and Geff = 43GN
we find:
∆Nν = 2.5. (5.18)
It is important to emphasize that this correspondence is only meaningful for a homogeneous
and radiation-dominated universe.
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5.3.1 Big Bang Nucleosynthesis
It has been known that the increase of the gravitational constant at around T = O(1)
MeV epoch induces earlier freezeout of the neutron to proton ratio because of a speed-up
effect of the increased cosmic expansion. This raises the abundance of 4He sensitively and
deuterium (D) mildly, and can lower the abundance of 7Be through 7Be (n, p)7Li(p, α)4He
(Note that the second p is thermal proton). For a relatively large baryon to photon ratio
η & 3× 10−10, the dominant mode to produce 7Li is the electron capture of 7Be at a later
epoch through 7Be + e− → 7Li + νe. Therefore, the decrease of 7Be makes the fitting
better because so far any observational 7Li abundances have been so low that they could
not have agreed with theoretical prediction in Standard BBN (SBBN) at better than 3
σ [48].
Figure 5.1: Allowed regions with 2 σ lines for D/H, Yp and
7Li/H are shown. The upper and
lower horizontal dashed lines indicate GR and gravitational aether predictions, respectively.
The thickness of Yp means the uncertainty in measurements of neutron lifetime [108, 139].
We can translate the vertical axis into ∆Nν by using a relation GN/GR ' 1/(1+0.135∆Nν).
In this study, we adopt the following observational light element abundances as pri-
mordial values: the mass fraction of 4He, Yp = 0.2561 ± 0.0108 (stat) [22], the deu-
terium to hydrogen ratio, D/H=(2.80 ± 0.20) × 10−5 [113], and the 7Li to hydrogen ratio
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Log10(
7Li/H) = −9.63 ± 0.06 [101] 5. Theoretical errors come from experimental uncer-
tainties in cross sections [141, 47, 48] and neutron lifetime [108, 139].
Comparing theoretical prediction with the observational light element aubndances pro-
vides a constraint on GN/GR. Fig. 6.1 shows the results of a comprehensive analysis for
4He, D, and 7Li. We also plotted a band for baryon to photon ratio, η which was re-
ported from CMB observations by WMAP 7-year, η = (6.225 ± 0.170) × 10−10 in case of
GN/GR = 1 [87]. Then we can see that every light element agrees with the Gravitational
Aether theory within 2 σ. It is notable that 7Li in this theory fits the data better than that
in SBBN. Performing χ2 fitting for three elements with three degree of freedom, however,
the model is allowed only at 99.7% (3 σ) in total.
However, notice that the main discrepancy is with deuterium abundance observed in
quasar absorption lines, which suffer from an unexplained scatter. Moreover, deuterium
could be depleted by absorption onto dust grains that would make its primordial value
closer to our prediction (see [125] for a discussion).
5.3.2 Cosmological Fluctuations
In this Section we derive the equations which govern the behaviour of small cosmological
fluctuations in the gravitational aether theory. These are then used to test the theory
against cosmological observations, specifically the observed power spectrum of the cosmic
microwave background.
We start by noting that the gravitational aether field equations can be derived as a
special case of a more general theory, which we call the Generalized Gravitational Aether
(GGA) theory. The GGA field equations are
(8pi)−1Gµν = GRTµν − (GR −GN)Tααgµν + 4(GR −GN)T˜µν , (5.19)
where GR is a free constant and all other quantities are defined as before. When GR = GN ,
the GGA field equations reduce to those of GR. When GR =
4
3
GN , they reduce to those of
the gravitational aether theory. Therefore, this theory interpolates nicely between GR and
GA through the parameter GR, which can be constrained using cosmological observations.
As was the case for gravitational aether, the Bianchi identities and the conservation of
ordinary matter imply (5.7).
In analysing the evolution of cosmological perturbations, it is necessary to adequately
model the late time expansion of the universe at the homogeneous level. However, the
5See also Log10(
7Li/H) = −9.90± 0.09 [35] for the lower value which makes fitting worse.
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gravitational aether theory (at least as presented here) does not explain the late time
acceleration of the cosmic expansion.6 Therefore, to carry out our analysis of cosmological
perturbations, we will add a cosmological constant Λ to the left hand side of the GGA field
equations:
(8pi)−1(Gµν + Λgµν) = GRTµν − (GR −GN)Tααgµν + 4(GR −GN)T˜µν . (5.20)
We are now in a position to tackle cosmological perturbations. Let us start by describing
the dynamics at the background level. We will assume a spatially-flat, homogeneous, and
isotropic FLRW universe. The metric reads
ds2 = a(τ)2(−dτ 2 + dx2), (5.21)
where τ is the conformal time. (We have listed all relevant geometric objects derivable
from this metric in Section D.2 of Appendix D.) As is shown in Section D.1 of Appendix
D, when the matter energy-momentum tensor Tµν =
∑
i T
(i)
µν consists of a collection of co-
moving perfect fluids T
(i)
µν = (ρi+pi)uµuν +pigµν , each of which is separately conserved, i.e.
∇µT (i)µν = 0 ∀ i, and has a constant equation of state, i.e. pi = wiρi where wi is constant,
then
u˜µ = uµ, p˜ =
1
4
∑
i
(1 + wi)(3wi − 1)ρi (5.22)
solves equation (5.7), or equivalently (5.9) and (5.10). Substituting p˜ and u˜µ in (5.20), it
may be verified that the GGA field equations simplify to
(8pi)−1(Gµν + Λgµν) = GR
∑
i
{1 + (1−GN/GR)(3wi − 1)}T (i)µν . (5.23)
In the case of homogeneous cosmology, the main constituents of the universe are matter
T
(m)
µν and radiation T
(r)
µν , which are well-approximated by perfect fluids with equations of
state w = 0 and w = 1/3, respectively. Furthermore, at the background level, matter and
radiation are co-moving and separately conserved. It then follows from (5.23) that the
GGA field equations reduce to
(8pi)−1(Gµν + Λgµν) = GRT
(r)
µν +GNT
(m)
µν . (5.24)
If we let
T
(m)
µν = ρ¯mu¯µu¯ν , T
(r)
µν =
4
3
ρ¯ru¯µu¯ν +
1
3
ρ¯rg¯µν , u¯µ = (−a(τ), 0, 0, 0), (5.25)
6 See remarks at the end of Section 5.2.
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where gµν = a(τ)
2ηµν is the FLRW metric, the two independent GGA field equations
become (
a˙
a
)2
=
8piGNa
2
3
{
GR
GN
ρ¯r + ρ¯m + ρΛ
}
, (5.26)(
a˙
a
)2
− 2 a¨
a
=
8piGNa
2
3
{
GR
GN
ρ¯r − 3ρΛ
}
, (5.27)
where dot denotes differentiation with respect to conformal time and
ρΛ =
Λ
8piGN
. (5.28)
Also, the conservation equations ∇µT (m)µν = 0 and ∇µT (r)µν = 0 are equivalent to
˙¯ρm + 3
a˙
a
ρ¯m = 0, ˙¯ρr + 4
a˙
a
ρ¯r = 0. (5.29)
Equations (5.26)–(5.29) then completely specify the dynamics at the background level.
We now turn to the perturbations. Our main focus will be solving the equations
that couple aether to matter, i.e. (5.9) and (5.10), to first order in perturbation theory.
Interestingly, we will be able to do this without having to choose any particular gauge.
In what follows, b, dm, m, and r stand for baryon, dark matter, matter, and radiation,
respectively. Also, all barred quantities are unperturbed. We define the perturbed metric
as
gµν = gµν + hµν , (5.30)
where hµν is the small perturbation about the background metric gµν . We will take the
content of the universe to consist of baryons, cold dark matter, and radiation:
Tµν = T
b
µν + T
dm
µν + T
r
µν , (5.31)
where
T bµν = T
b
µν + δT
b
µν , T
dm
µν = T
dm
µν + δT
dm
µν , T
r
µν = T
r
µν + δT
r
µν . (5.32)
At the homogeneous level, baryons and dark matter act like dust
T
b
µν = ρ¯bu¯µu¯ν , T
dm
µν = ρ¯dmu¯µu¯ν , (5.33)
and constitute the non-relativistic matter component of the universe, i.e.
T
m
µν = T
b
µν + T
dm
µν , ρ¯m = ρ¯b + ρ¯dm. (5.34)
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For each of these fluids, will use the following definitions for the perturbed part of the
energy-momentum tensor:
δT 00 = −δρ, (5.35)
δT 0i = (ρ¯+ p¯)
δui
a
, (5.36)
δT ij = δpδij + Σ
i
j, (5.37)
where Σij is the traceless anisotropic shear stress perturbation. The aether pressure and
four-velocity perturbations are defined as follows:
p˜ = −ρm
4
+ δp˜, (5.38)
u˜µ = u
dm
µ + δu˜µ, (5.39)
where
ρm = ρb + ρdm = ρ¯m + (δρb + δρdm), u
dm
µ = u¯µ + δu
dm
µ . (5.40)
Dark matter only interacts gravitationally and can be treated as a pressureless perfect fluid
T dmµν = ρdmu
dm
µ u
dm
ν , g
µνudmµ u
dm
ν = −1, (5.41)
which is separately conserved: (the following equations are equivalent to ∇µT dmµν = 0)
∇µ(ρdmudmµ ) = 0 (5.42)
udmµ ∇µudmν = 0. (5.43)
We assume negligible energy transfer between baryons and relativistic particles,7 i.e.
∇µ(ρbubµ) = 0, (5.44)
where ubµ is the four-velocity of baryons:
ubµ = u¯µ + δu
b
µ, g
µνubµu
b
ν = −1. (5.45)
We also assume
δpr = δρr/3, δpb = 0, (5.46)
7 Baryons and photons are tightly coupled through matter-radiation equality and can be considered as
one fluid because they exchange momentum.
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so that
Tαα = −ρb − ρdm = −ρm. (5.47)
Then, to first order in perturbation theory (5.9) and (5.10) give: (see Section D.3 of
Appendix D for a detailed derivation)
3
a˙
a2
δp˜ =
ρ¯m
4
∂i(δu˜
i +
ρ¯b
ρ¯m
δwi) (5.48)
∂iδp˜ =
aρ¯m
4
(δ ˙˜ui + 2
a˙
a
δu˜i), (5.49)
where δwi = a−2(δudmi − δubi) and δu˜i = a−2δu˜i. Taking the comoving divergence of (5.49)
and applying the comoving Laplacian to (5.48), we can eliminate δp˜:
3
a˙
a3
∂τ (a
2Ω)−∇2Ω = ρ¯b
aρ¯m
∇2(δ˙b − δ˙dm), (5.50)
where
Ω ≡ ∂iδu˜i, δdm = δρdm
ρ¯dm
, δb =
δρb
ρ¯b
, (5.51)
and we have used the fact that ∂iδw
i = 1
a
(δ˙b− δ˙dm).8 In Fourier space, this equation can be
numerically integrated for modes of different wavelength, given the equations that govern
δdm and δb. Once Ω is known, (5.48) can be used to find δp˜:
δp˜ =
ρ¯ma
2
12a˙
[
Ω +
ρ¯b
aρ¯m
(δ˙b − δ˙dm)
]
. (5.52)
The rotational part of δui can be ignored because it decays with the expansion of the
universe. To see this let δui = ∂iuS + ∂δu
i
V where ∂iδu
i
V = 0. Taking the curl of (5.49), it
follows that ∇× δ~uV ∝ 1a2 . As a result, the rotational part of the aether fluid decays and
does not play a major role in cosmology. As a result, given Ω we can find δui in Fourier
space (∂j → ikj):
δuj = −i kj
k2
Ω, (5.53)
where k2 = δijkikj.
So far, we did not need to choose a particular gauge. In order to write down Einstein’s
field equations, however, we will use the Conformal Newtonian Gauge [92]:
ds2 = a2(τ){−[1 + 2ψ(τ, ~x)]dτ 2 + [1− 2φ(τ, ~x)]dx2}. (5.54)
8 See Section D.3 of Appendix D for a detailed proof.
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We have listed all relevant (perturbed and unperturbed) geometric objects derivable from
this metric in Section D.2 of Appendix D. Here we have confined ourselves to scalar per-
turbations of the metric only. The perturbed GGA equations are
(8piGN)
−1δGµν = δT µν , (5.55)
where
δT µν =
GR
GN
δT µν −
(
GR
GN
− 1
)
δTααδ
µ
ν + 4
(
GR
GN
− 1
)
δT˜ µν . (5.56)
Let us consider the different components. It can be checked that (8piGN)
−1δG00 = δT 00
leads, in Fourier space, to
k2φ+ 3
a˙
a
(
φ˙+
a˙
a
ψ
)
= 4piGNa
2
[
ρdmδdm + ρbδb +
GR
GN
ρrδr
]
, (5.57)
where as before δ = δρ/ρ for every component (see (5.51)). Also, it follows from
(8piGN)
−1δij∂jδG0i = δ
ij∂jδT 0i
that
k2
(
φ˙+
a˙
a
ψ
)
= 4piGNa
2×{
ρdmθdm + ρbθb +
4
3
GR
GN
ρrθr +
(
1− GR
GN
)[
aρmΩ + ρb(δ˙b − δ˙dm)
]}
, (5.58)
where for every component θ = iδijkiδuj/a. Taking the trace of the spatial part
(8piGN)
−1δGii = δT ii
we find
k2
3
(φ− ψ) + φ¨+
[
2
a¨
a
−
(
a˙
a
)2]
ψ +
(
a˙
a
)
(2φ˙+ ψ˙) =
4piGR
3
a2×{
1
3
ρ¯rδr +
(
1− GN
GR
)
1
aH
[
aρmΩ + ρb(δ˙b − δ˙dm)
]}
, (5.59)
where H = a˙
a2
is the Hubble parameter. Finally
(8piGN)
−1δjk(∂i∂k − 1
3
δik)δG
i
j = δ
jk(∂i∂k − 1
3
δik)δT ij
100
GN/GR
WMAP+ACT 0.73+0.31−0.21
WMAP+ACT+SPT 0.88+0.17−0.13
WMAP+ACT+Hubble+BAO+Sne 0.89+0.13−0.11
WMAP+ACT+SPT+Hubble+BAO+Sne 0.94+0.10−0.09
WMAP+ACT+Sne+Ly-α (free Yp) 0.68
+0.32
−0.25
WMAP+ACT+SPT+Sne+Ly-α (free Yp) 0.90
+0.27
−0.23
Table 5.1: Summary of the constraints on GN/GR and the associated 95% confidence intervals
for different combinations of observational data.
leads to
k2(φ− ψ) = 12piGNa2
[
ρdmσdm + ρbσb +
4
3
GR
GN
ρrσr
]
. (5.60)
where σ is defined through (ρ¯ + p¯)σ ≡ (−kikj
k2
+
δij
3
)Σij. Equations (5.57)–(5.60), once
accompanied with (5.50) and the conservation equations (5.42)–(5.44), constitute the full
set of (scalar) equations at first order in perturbation theory.
In [19], we modified the cosmological code Cmbeasy [53, 54] (using the GGA field
equations derived in this Section) to constrain GN/GR using 7-year cosmic microwave
background (CMB) data from WMAP [87]. The analysis assumed three massless neu-
trino species. Together with small-scale observations from the Atacama Cosmology Tele-
scope (ACT) [58], the analysis yields GN/GR = 0.73
+0.31
−0.21 at 95%-confidence. Just like
any additional relativistic component can be compensated by a higher fraction of dark
matter in order to keep the time of matter-radiation equality constant, there is a high
amount of degeneracy between GN/GR and Ωmh
2 and h (see Figure 5.2). Data from
the South Pole Telescope (SPT), which measured the CMB power spectrum in the mul-
tipole range 650 < ` < 3000, significantly tightens the constraint and yields 0.88+0.17−0.13.
(For the combination of ACT and SPT data we adopted the SPT treatment of fore-
ground nuisance parameters). A similar effect can be seen when adding Baryonic Acous-
tic Oscillations (BAO) [111] and constraints on the Hubble rate. Here we adopted the
value of H0 = 73.8 ± 2.4 km−1 Mpc−1 [131]. Then, by breaking the degeneracy between
the matter content and h, the combination WMAP+ACT+BAO+Sne+Hubble results in
GN/GR = 0.89
+0.13
−0.11. The supernovae data of the Union catalog [14] do not significantly con-
tribute to this constraint. Note that for both cases, i.e. adding either SPT data or adding
the Hubble constraints to the basic WMAP+ACT set, move the gravitational Aether value
of GN/GR = 0.75 to the border or just outside of the 95% confidence interval, while the
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Figure 5.2: Constraints at the 95% confidence level for GN/GR from
WMAP 7-year (background, green), WMAP+ACT+SPT (middle, blue) and
WMAP+ACT+SPT+Sne+BAO+Hubble data (front, red). The white lines show the
68% confidence levels. Note that the Gravitational Aether prediction is GN/GR = 0.75,
while in General Relativity GR = GN .
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Figure 5.3: Constraints at the 95% confidence level forGN/GR from WMAP+ACT+Sne+Ly-
α (background, green) and WMAP+ACT+SPT+Sne+Ly-α (front, red). The white lines
show the 68% confidence levels. Note that the Gravitational Aether prediction is GN/GR =
0.75, while in General Relativity GR = GN .
GR value of GN/GR = 1.0 is well compatible with all combinations of data. Consequently,
the full combination of data, i.e. WMAP+ACT+SPT+Hubble+BAO+Sne, constrains
GN/GR to 0.94
+0.10
−0.09.
In contrast, observational constraints at lower redshifts, in particular data of the Ly-α
forest [138] prefer the aether prediction. Furthermore, additional degeneracies with e.g. the
Helium mass fraction Yp might shift the preferred values. Combining WMAP+ACT+Sne
with the Ly-α forest constraints yields, GN/GR = 0.68
+0.32
−0.25 at 95% level, with Yp as a
free parameter. However, we should note that this result is more prone to systematic
uncertainties due to the quasilinear nature of the Ly-α forest. Also, including the SPT
data in this combination changes this result to the higher value of 0.90+0.27−0.23. A summary
of the constraints with different combinations of data is provided in Table 5.1.
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Our analysis has recently been repeated using CMB data from the Planck satellite in
[109]. They include also tensorial perturbations. Figure 5.4 shows the results of their
measurements. It is quite remarkable how much smaller the error bars have gotten (almost
by a factor of 5). It can be seen that the gravitational aether prediction GN/GR = 0.75 is
ruled out at the 2.5–5σ level, depending on the combination of data sets used. (For certain
combinations, GR is also ruled out at the 2.5σ level.) Although this is disappointing for
the gravitational aether theory, it should be noted that the GGA formalism provides a way
of measuring how pressure sources gravity in cosmology. Constraints on GN/GR can be
directly translated to the anomalous pressure coupling to gravity ζ4, which is introduced
in the next Section.
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Figure 5.4: Measurement of GN/GR, by [109], using different data sets. The error bars
show 68% confidence levels. WP and HighL refer to WMAP-9 polarization data and the
higher multipole data sets ACT and SPT, respectively. (This Figure is taken from [109].)
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5.4 Precision Tests of Gravity
Gravity on millimeter to solar system scales is well described by general relativity, which
has passed many precision tests on these scales with flying colors (see e.g., [163] for a
review). That is why it is hard to imagine how an order unity change in the theory
such as that of (5.4) can be consistent with these tests, without introducing any fine-tuned
parameter. In this section, we argue that nearly all these tests are with gravitational sources
that have negligible pressure or vorticity, which source deviations from GR predictions in
gravitational aether theory.
5.4.1 Parametrized Post-Newtonian (PPN) formalism
In Section 5.3, we argued that for any perfect fluid with constant equation of state, w, the
solutions of gravitational aether theory are identical to those of GR with a renormalized
gravitational constant ∝ (1 + w). However, for generic astrophysical applications, w is
not constant except for pure radiation, or in the pressureless limit of w = 0. Focusing on
the latter case, and given that pressure is 1st order in post-Newtonian expansion, we can
quantify the gravitational aether theory through the Parametrized Post-Newtonian (PPN)
formalism.
The Parametrized Post-Newtonian (PPN) formalism is defined in a weak field, slow
motion limit, and describes the next-to-Newtonian order gravitational effects in terms
of a standardized set of potentials and ten parameters. These PPN parameters will be
determined by solving the field equations (5.4) order-by-order with a perfect fluid source
in a standard coordinate gauge. The conventional introductory details of the formalism
will be skipped over (see [64] for a more detailed explanation of the procedure and the
general PPN formalism).
To be clear, though, we will assume a nearly globally Minkowskian coordinate system
and basis with respect to which, at zeroth order, the metric is the Minkowski metric
(gµν = ηµν) and the fluid four-velocity u
µ is purely timelike (u0 = 1, ui = 0). The stress-
energy tensor is taken to have the form Tµν = (ρ + ρΠ + p)uµuν + pgµν where uµ, ρ, Π
and p are the the unit four-velocity, rest-mass-energy density, internal energy density, and
isotropic pressure of the fluid source, respectively. The fluid variables are assigned orders of
ρ ∼ Π ∼ p
ρ
∼ u2i ∼ 1PN. In the weak field limit, the metric can be written as a purturbation
of the Minkowski metric: gµν = ηµν +hµν . The components of the metric perturbations hµν
with respect to this basis will be assumed to be of orders: h00 ∼ 1PN + 2PN, hij ∼ 1PN,
and h0i ∼ 1.5PN. This choice preserve the Newtonian limit while allowing one to determine
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just the first post-Newtonian corrections. Furthermore, the aether four-velocity u˜µ will be
assumed to be of the same order as that of the matter fluid.
Solving (5.9)–(5.10) to 1PN gives p˜ = −ρ/4, which can be used in (5.4) to solve for g00
and gij to 1PN:
h00 = 2U (5.61)
hij = 2Uδij, (5.62)
where U is the Newtonian potential and the following gauge condition is imposed: ∂jhij =
1
2
(∂ihjj − ∂ih00). Comparing the continuity equations for matter and aether (i.e. (5.9) to
1.5 PN), it can be shown that
u˜i − ui = ti, (5.63)
where ti satisfies ∇i(tiρ) = 0. This implies that the rotational component of aether is not
fixed by matter within the PN expansion formalism. Here we will make the assumption
that ti = 0 so that aether is completely dragged by matter. We will discuss this choice
further in Section (5.4.2).
Previously we mentioned that in this case, an exact solution for u˜µ and p˜ exists when
matter has a constant equation of state. (It is worth noting that in the ti = 0 case, higher
PN equations appear to imply a nonstandard condition on the pressure ∇a(uap) = 0, which
is satisfied for a constant equation of state.) Using this solution and an additional gauge
condition ∂ih0i = 3∂0U , the field equations can be solved for g0i and g00 to 1.5PN and 2PN,
respectively:
h0i = −7
2
Vi − 1
2
Wi, (5.64)
h00 = 2U − 2U2 + 4φ1 + 4φ2 + 2φ3 + 6(1 + 1
3
)φ4, (5.65)
where Appendix D.4 includes the definition for all potentials. Collecting all the results
(5.61), (5.62), (5.64), and (5.65) indicates that all metric components are as in standard
GR, except for the term in g00 with the pressure-dependent potential ζ4. Consulting the
parametrization rubric indicates that all PPN parameters have the standard values except
ζ4, which equals
ζ4 =
1
3
, (5.66)
which was already pointed out in [3]. The most precise measurement of ζ4 to date has been
done in the context of cosmology, using the Generalized Gravitional Aether formalism intro-
duced in Section 5.3.2 [109]. It is generically hard to measure ζ4 because one needs to probe
the relationship between gravity and pressure of an object with near-relativistic pressures.
A notable exception is observation of neutron stars (or their mergers, via gravitational
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wave observations), which can potentially measure ζ4, assuming that the uncertainties in
nuclear equation of state are under control [86].
5.4.2 Gravitomagnetic Effect
In the previous Section, we showed that rotation of aether is not fixed by matter in the
non-relativistic regime. We further assumed that aether rotates with matter. Here we will
argue that observational bounds on the gravitomagnetic effect provide a mild prefernce for
this assumption.
Spacetime around a rotating object with a weak gravitational field, like earth, can be
described in terms of a set of potentials. With appropriate definitions, these potentials
satisfy equations analogous to Maxwell’s equations [133]. Consider the gravitational field
equations
Gµν = 8piG˜T
eff
µν . (5.67)
For GR, we have G˜ = GN and T
eff
µν = Tµν . For gravitational aether, G˜ =
4
3
GN and T
µν
eff is
given by the RHS of (5.4). The gravitomagnetic effect describes the dragging of spacetime
around a rotating object and can be quantified by a gravitomagnetic field B defined as:
B = −43(r · S)r− r
2S
2r5
, (5.68)
Si = 2G˜
∫
ijkx
jT 0keff d
3x. (5.69)
where r is the position vector measured from the center of the object and ijk is the
three-dimensional Levi-Civita tensor. The gravitomagnetic field causes the precession of
the orbital angular momentum of a free falling test particle. The angular velocity of this
precession is [133]
Ω = −B
2
. (5.70)
If the aether fluid is irrotational, it can be checked that T 0keff = T
0k to within the accuracy
of linearized theory. It then follows from G˜ = 4
3
GN that
Ωaether =
4
3
ΩGR. (5.71)
Gravity Probe B (GP-B) is an experiment that measures the precession rate 〈Ω〉
of four gyroscopes orbiting the earth. In [61], GP-B reported a frame-dragging drift
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rate of −37.2 ± 7.2 mas/yr, to be compared with the GR prediction of −39.2 mas/yr
(‘mas’=milliarc-second). Laser ranging to the LAGEOS and LAGEOS II satellites also
provides a measurement of the frame-dragging effect. The total uncertainty in this case is
still being debated; with optimistic estimates of 10%− 15% (e.g., [46]), and more conser-
vative estimates as large as 20%− 30% (e.g., [80]).
Therefore, we conclude that even though perfect co-rotation of aether by matter is
preferred by current tests of intrinsic gravitomagnetic effect, an irrotational aether is still
consistent with present constraints at 2σ level.
5.5 Quantum Correction of Matter Fields and Grav-
itational Aether
In this Section we point out a curious fact about the behaviour of quantum corrections
of matter fields in the gravitational aether theory. It is well known that the vacuum
expectation value of the energy-momentum tensor 〈T̂µν〉vac of a quantum field (e.g. a free
scalar field) is divergent. The singularity structure of 〈T̂µν〉vac is usually purely geometrical,
because the divergences are ultraviolet (or short-distance) in nature.9 In 3 + 1 dimensions,
a generally covariant regularization scheme would leads to
〈T̂µν〉vac = cggµν + cGGµν + cR2O(R2) + finite terms, (5.72)
where cg, cG, and cR2 are regularized constants which go to infinity as the regulator is
removed. For instance, for a free minimally coupled scalar field with mass m, dimensional
regularization for Hadamard states leads to [30]
cg = − m
4
32pi2
{
1
n− 4 +
1
2
[γ + 2 ln(m/µ)]
}
(5.73)
cG =
m2
384pi2
{
1
n− 4 +
1
2
[γ + 2 ln(m/µ)]
}
, (5.74)
where µ is the renormalization mass scale.
In general relativity, cg and cG merely renormalize the cosmological constant and the
gravitational constant, respectively. Generically, theO(R2) terms can only be renormalized
9 This is not always the case, but it is true for the so-called Hadamard states (see e.g. [30]).
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away if higher order terms are included in the gravitational action.10 For the purpose of
our current discussion, we shall ignore these terms. In the case of the gravitational aether
theory, this story changes because the field equations are modified as
(8piG˜b)
−1Gµν = Tµν − 1
4
Tααgµν + {p˜(1 + 1/w˜b)u˜µu˜ν + p˜gµν} , (5.75)
where we have given the aether fluid an equation of state w˜b, for reasons which will be
discussed shortly. The subscript b reminds us that the constants G˜b and w˜b are bare
quantities. Let
Tµν = 〈T̂µν〉div + T clµν , (5.76)
where
〈T̂µν〉div = cggµν + cGGµν , (5.77)
and T clµν stands for the energy momentum tensor of “classical matter”, as well as (possibly
non-local) the finite-term corrections in (5.72). Note that
〈T̂µν〉div − 1
4
〈T̂αα〉divgµν = cGGµν −
cg
4
Gααgµν
= cGGµν − 2piG˜b(3− 1/w˜b)cGp˜gµν ,
(5.78)
where in the last line we have used the fact that Gαα = 8piG˜b(3 − 1/w˜b)p˜, which can be
obtained by taking the trace of (5.72). By plugging (5.76) into (5.75), it may be verified
that the gravitational aether field equations can be rewritten as[
(8piG˜b)
−1 − cG
]
Gµν = T
cl
µν −
1
4
T clgµν + {p˜eff(1/w˜eff + 1)u˜µu˜ν + p˜effgµν} , (5.79)
where
p˜eff =
[
1− 2piG˜b(3− 1/w˜b)cG
]
p˜, w˜eff =
1− 2piG˜b(3− 1/w˜b)cG
1/w˜b + 2piG˜b(3− 1/w˜b)cG
. (5.80)
Therefore, both the bare gravitational constant G˜b and aether equation of state w˜b get
renormalized. Of course, we ought to require
(8piG˜b)
−1 − cG = (8piG˜)−1, (5.81)
10 A notable exception is a massless conformally coupled scalar field, in which case cR2 is rendered finite
as the regulator is removed, and one finds the trace anomaly (see e.g. [30]).
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where G˜ = 4
3
GN . Solving for G˜b = G˜/(1 + 8piG˜cG) and plugging it back to (5.80), we find
after removing the regulator, i.e. cG →∞ (e.g. n→ 4 in (5.74)):
w˜eff =
1
3
, (5.82)
regardless of what the bare equation of state w˜b is. This seems to suggest that the gravi-
tational aether equation of state is not stable against higher order quantum corrections in
the matter sector. I would be interesting further pursue the consequences of this fact.
5.6 Conclusions and Discussions
In this chapter, we studied the phenomenological implications of the gravitational aether
theory, a modification of general relativity which decouples quantum vacuum fluctuations
from gravity through the introduction of an incompressible perfect fluid called the gravi-
tational aether. In doing so, this proposal provides a solution to the so-called “old” cos-
mological constant problem. We showed that deviations from general relativity can only
be significant in situations with relativistic pressure, or (potentially) relativistic vorticity.
The most prominent prediction of this theory is that gravity should be 33% stronger in
the cosmological radiation era than GR predictions. In other words, the effective gravita-
tional coupling of relativistic matter, which we called GR, is given in the radiation era by
GR =
4
3
GN .
Comparing theoretical prediction of big bang nucleosynthesis with the observational
light element abundances provides a constraint on GN/GR. We showed that every light
element abundance agrees with the gravitational aether theory within 2σ. It is worth
noting that the 7Li primordial abundance prefers the prediction of gravitational aether to
that of general relativity, which is of course GR = GN .
Furthermore, we studied the evolution of cosmological perturbations in the gravita-
tional aether framework. In doing so, we introduced the generalized gravitational aether
theory, which interpolates between general relativity and gravitational aether through an
extra gravitational coupling constant GR. This allowed us to constrain GN/GR using cos-
mic microwave background (CMB) measurements from WMAP, as well as other data sets.
A summary of the constraints with different combinations of data is provided in Table 5.1.
The gravitational aether theory is consistent at the ∼ 2σ level with all different combina-
tions of data sets. In some cases, the gravitational aether prediction is preferred to that
of general relativity. Our analysis has recently been repeated using CMB data from the
Planck satellite [109]. Based on their measurements, the gravitational aether prediction is
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ruled out at the 2.5–5σ level, depending on the combination of data sets used. (For certain
combinations, GR is also ruled out at the 2σ level.) In contrast, observational constraints
at lower redshifts, in particular data of the Ly-α forest [138], prefer the aether prediction.
Furthermore, additional degeneracies with e.g. the Helium mass fraction Yp might shift
the preferred values. However, we should note that this result is more prone to systematic
uncertainties due to the quasilinear nature of the Ly-α forest.
We then examined the implications for precision tests of gravity using the PPN formal-
ism, and showed that the only PPN parameter that deviates from its GR value is ζ4, the
anomalous coupling to pressure, that has only recently been measured in [109], thanks to
the generalized gravitational aether formalism. Moreover, we argued that current tests of
Earth’s gravitomagnetic effect mildly prefer a co-rotation of aether with matter, although
they are consistent with an irrotational aether at 2σ level.
Finally, we pointed out a curious fact about the behaviour of quantum corrections of
matter fields in the gravitational aether theory. We showed that the gravitational aether
theory is not stable against higher order quantum corrections in the matter sector, in the
sense that any bare equation of state for aether gets renormalized to the value 1/3.
Another interesting implication of this theory is for the cosmic baryon fraction. As
we increase the gravity due to radiation, we need to increase the dark matter density to
keep the redshift of equality constant, since it is well constrained by CMB power spectrum
(see e.g., [87]). This implies that the total matter density should be bigger by a factor of
4/3 (Fig. 5.2). Given that baryon density is insensitive to this change, the cosmic baryon
fraction will decrease by a factor of 3/4, i.e. from 17% [87] to 13%. This leads us to
the final Chapter of this thesis, where we introduce a model-independent and statistically
optimal method for measuring the pressure profile of galaxy clusters, which has immediate
implications for the cosmic baryonic budget.
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Chapter 6
An Optimal and Model-Independent
Measurement of the Intracluster
Pressure Profile
6.1 Introduction
Clusters of galaxies have long been recognized as remarkable laboratories to test cosmolog-
ical theories. They are the largest gravitationally bound objects in the universe, thought
to have formed from the eventual collapse of initially overdense dark matter perturbations.
Their abundance and large scale properties are sensitive to the expansion and initial con-
ditions of the universe, making them excellent tools to constrain cosmological models. On
smaller scales, the physics of clusters is dominated by complex baryonic processes such as
gas cooling, star formation, and feedback from supernovae and active galactic nuclei. In
order to use clusters as standard probes of the geometry and dynamics of the universe, it
is necessary to reliably model these processes and distinguish amongst different feedback
mechanisms (for recent reviews see [88, 13]).
The main baryonic budget of clusters is a hot plasma of ionized hydrogen and helium
in the intracluster medium (ICM), making it the natural target for studying the complex
astrophysical processes at play. This virialized plasma emits bremsstrahlung radiation in
X-ray, making it possible to probe the dense regions of the ICM.1 Historically, most of our
observational understanding of the ICM has come from X-ray observations, leading to a
1This is because X-ray luminosity is proportional to the square of gas density (e.g. [162]).
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fairly consistent picture of the scaling and structural properties of low-redshift clusters (see
e.g. [32, 157, 16, 126, 149, 127]).
The thermal Sunyaev-Zeldovich (tSZ) effect [151] is another important probe of the
ICM: as the Cosmic Microwave Background (CMB) photons inverse-Compton scatter off
of the hot electrons in the ICM, their blackbody spectrum is distorted. The tSZ effect
has the unique property that its signal is independent of redshift, making it a powerful
observational tool for detecting clusters at cosmological redshifts, and hence a promising
cosmological probe of dark energy (e.g. [29, 43]). Within the last few years, cluster surveys
exploiting the SZ effect have started delivering cluster samples (e.g. [148, 97, 164, 120]) as
well as constraints on cosmological parameters [156, 137]. Another important feature of the
tSZ effect is that it is directly proportional to the integrated pressure of free electrons along
the line of sight, which makes it a powerful probe of the ICM in the outskirts (r & R200),
where X-ray emission is extremely faint.
Resolving the tSZ signal for individual clusters requires high resolution CMB measure-
ments, which have become available only in the recent years. In fact, the only all-sky
CMB survey with high enough resolution and sensitivity to detect individual SZ clus-
ters is Planck. Even with Planck ’s sensitivity, it is necessary to combine the tSZ signal
from many clusters to meaningfully constrain physical quantities of interest, such as bary-
onic mass fraction [121]. Luckily, there is fairly strong evidence from X-ray observations
and numerical simulations that clusters are self-similar to a good approximation (see e.g.
[107, 16]). This fact justifies combining SZ signatures of many clusters to obtain constraints
on the mean ICM properties. There have been quite a few efforts in this direction over
the past few years. By analyzing WMAP-1 (WMAP-3 respectively) CMB data for 116
(193 respectively) X-ray detected clusters, [10, 9] (respectively) provided constraints on
the ICM pressure profile out to ∼ R200. Other similar works include WMAP-3 stacking
of over 700 clusters by [21], WMAP-5 analysis of about 900 ROSAT NORAS/REFLEX
clusters [102], WMAP-7 analysis of 175 Planck ESZ clusters [93], and SZ measurements
of 15 massive X-ray selected clusters obtained with the South Pole Telescope [115]. Most
notably, [121] have studied the tSZ signal of 62 low-redshift massive clusters by using CMB
data from the Planck satelite, constraining the mean pressure profile of the ICM out to
3R500 with unprecedented precision.
The practice of averaging signals from many clusters goes under the title “stacking”.
The basic idea is the following: the main sources of uncertainty in extracting the tSZ
signal are the primary CMB anisotropies and instrumental noise. Since these sources
of noise are random in nature, they “drop out” if the temperature profile around many
clusters is averaged over. This procedure, in its various forms, is not statistically optimal for
multiple reasons. Firstly, large-angle correlations of primary CMB fluctuations are ignored
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when stacking. Secondly, it is not clear how contributions from different clusters should
be optimally weighed in the averaging process. Typically, different weighing methods are
adopted to see whether the effect on the extracted tSZ signal is significant or not (e.g. [21]).
Thirdly, when using multiple frequency channels, the final resolution of the reconstructed
tSZ map is determined by the lowest resolution of the combined frequency maps (e.g. [121]).
Finally, the 3D pressure profiles are usually obtained a posteriori by deprojecting the tSZ
signal, which may lead to noise amplification. For these reasons, stacking procedures either
result in an underestimation of error or loss of statistical information.
We believe all the aforementioned shortcomings of stacking procedures can be overcome
with the methodology we have formulated in this Chapter, which is more in line with op-
timized template fitting procedure of [87]. Our analysis includes an all-sky multi-channel
fit to the mean pressure profile of the ICM which appropriately takes into account pri-
mary CMB and noise correlations on all scales, while using the maximum resolution and
sensitivity of all channels to their full potential. Furthermore, following [9], our method
is completely model-independent, thus eliminating any systematic uncertainty associated
with theoretical modelling of the ICM. As a first application of our methodology, we will
apply our formalism to WMAP-9 CMB data using the Meta-Catalogue of X-ray detected
Clusters of galaxies [114].
The rest of this Chapter is organized as follows. In Sections 6.2.1 and 6.2.2, we re-
view the tSZ effect and the concept of a universal pressure profile, describing how model-
independence can be achieved. Sections 6.2.3 and 6.2.4 contain our main statistical and
numerical methodology, outlining in detail how the mean pressure profile of ICM can be
optimally constrained. Section 6.3 describes the CMB data and cluster sample we use to
test our methodology, and is followed by a discussion of the resulting pressure profiles in
Section 6.4.1. Section 6.4.2 presents gas mass fraction measurements of various subsam-
ples of our cluster catalogue. We discuss future work and how we anticipate our results
to improve by using Planck CMB data in Section 6.5, before concluding our findings in
Section 6.6.
Throughout this Chapter we assume a ΛCDM cosmology with present matter density
Ωm = 0.3, dark energy density ΩΛ = 0.7, and Hubble parameterH0 = 100 h km s
−1Mpc−1with
h = 7
10
h70 = 0.7. We also denote the normalized Hubble parameter at redshift z by
E(z) ≡ H(z)
H0
=
√
Ωm(1 + z)3 + ΩΛ.
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6.2 Extracting the Pressure Profile
This Section contains the statistical and numerical methodology we use to extract the
mean ICM pressure profile from a full-sky CMB experiment. Section 6.2.1 reviews the tSZ
effect and how it is related to the electron pressure profile. In Section 6.2.2, we reduce the
problem of finding the exact profile of each cluster to a single, universal up to normalization,
pressure profile. In Section 6.2.3, we derive the maximum likelihood estimator of the profile
and its covariance matrix. Finally, in Section 6.2.4, we describe how the components of
the estimator are in practice computed numerically.
6.2.1 tSZ Effect Model
The contribution of the tSZ effect to the CMB temperature anisotropy at frequency ν and
location n̂ on the sky is proportional to the integral of the electron pressure along the line
of sight: (see §2.5 of [162] for a derivation)
δT SZ(n̂; ν) =
σTTCMB
mec2
F
(
hν
kBTCMB
)∫
dln̂Pe(ln̂),
F (x) ≡ x coth(x/2)− 4, (6.1)
where σT is the Thomson scattering cross-section, me is the mass of the electron, c is the
speed of light, kB is the Boltzmann constant, h is the Planck constant,
2 TCMB = 2.725 K
is the mean CMB temperature [99], and Pe(ln̂) is the pressure of free electrons along the
line of sight direction n̂.
Our task is to constrain Pe through the tSZ effect. We will assume that Pe is spherically
symmetric to a good approximation and denote the pressure profile of the ath cluster by
P
(a)
e (r). Furthermore, since it is not possible to constrain a continuous function without
introducing model-dependence, we consider spherical bins around the centre of clusters, in
each of which the pressure is assumed to be constant:
P (a)e (r) =

P
(a)
1 if 0 < r < r
(a)
1
P
(a)
2 if r
(a)
1 < r < r
(a)
2
...
P
(a)
Nb
if r
(a)
Nb−1 < r < r
(a)
Nb
.
(6.2)
2We’ve used h to denote Planck’s constant only in Equations (6.1) and (6.4). Throughout the rest of
our paper, h is the reduced Hubble constant.
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Figure 6.1: The kth bin of the ath cluster. The contribution of this bin to the temperature
anisotropy of the CMB at frequency ν and location n̂ on the sky is given by P
(a)
k t
(a)
k (n̂; ν),
where t
(a)
k (n̂; ν) is defined in Equation (6.4).
Here P
(a)
1 , . . . , P
(a)
Nb
are all constants with units of pressure, r is the radius away from the
centre of cluster, and Nb is the total number of bins. The value of the pressure in each
bin may be better understood as the volume-weighed average of the pressure in that bin.
With these simplifications, Equation (6.1) may be written as
δT SZ(n̂; ν) =
Nb∑
k=1
Nc∑
a=1
P
(a)
k t
(a)
k (n̂; ν), (6.3)
where Nc is the total number of clusters and t
(a)
k (n̂; ν) is given by:
t
(a)
k (n̂; ν) =
σTTCMB
mec2
F
(
hν
kBTCMB
)
×2

l
(a)
k+1(n̂)− l(a)k (n̂) if w(a)(n̂) ≤ r(a)k
l
(a)
k+1(n̂) if r
(a)
k ≤ w(a)(n̂) ≤ r(a)k+1
0 if w(a)(n̂) ≥ r(a)k+1.
(6.4)
115
The functions used in Equation (6.4) are defined as follows:
l
(a)
k (n̂) =
√
[r
(a)
k ]
2 − [w(a)(n̂)]2, (6.5a)
w(a)(n̂) ≡ d(a) sin(θ(a)(n̂)), (6.5b)
cos(θ(a)(n̂)) = n̂ · n̂(a), (6.5c)
where d(a) is the angular diameter distance to the ath cluster and n̂(a) is the unit vector
pointing to its centre.3 Figure 6.1 shows the basic geometry that underlies Equations (6.3-
6.5).
6.2.2 Universal Pressure Profile
In principle, the analysis that will follow can be used to optimally estimate all parameters
P
(a)
1 , . . . , P
(a)
Nb
. Unfortunately, this is too computationally-intensive for a large sample of
clusters, given the large angle correlations of primary CMB anisotropies and the current
resolution of CMB experiments. However, there is fairly concrete evidence that the pressure
profile of the hot gas in clusters is self-similar (see e.g. [107, 16]). This means that for
a given cluster, there is a self-similarity scale r
(a)
c such that the pressure profile takes the
form
P (a)e (r) = P(r/r(a)c )P (a)c , (6.6)
where P
(a)
c is a constant characteristic pressure of the ath cluster, and P(x) is the so-called
universal pressure profile. Within this context, it is natural to construct the radial bins so
that r
(a)
k = nkr
(a)
c , where {nk}k=1−Nb are positive numbers satisfying n1 < n2 < · · · < nNb .
With these assumptions, discretization of the electron pressure profile amounts to P
(a)
k =
PkP (a)c , and the tSZ contribution (6.3) to the CMB anisotropy takes the form
δT SZ(n̂; ν) =
Nb∑
k=1
Pkt(ν)k (n̂), (6.7a)
t
(ν)
k (n̂) =
Nc∑
a=1
P (a)c t
(a)
k (n̂; ν). (6.7b)
3 Angular diameter distance to the ath cluster with redshift z is given by d(a)(z) =
c/H0
1+z
∫ z
0
dy√
ΩΛ+Ωm(1+y)3
.
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If the characteristic scales r
(a)
c and P
(a)
c are fixed by external observations (such as X-ray’s)
for each cluster, our task is simplified to finding best estimate values (and their associated
uncertainties) for Nb parameters: P1, . . . ,PNb .
We use R
(a)
500 as the self-similarity length scale of the a
th cluster (i.e. we set r
(a)
c = R
(a)
500).
The quantity R
(a)
∆ is defined as the radius up to which the matter density is ∆ times the
critical mass-density of the universe:
M
(a)
∆ ≡
∫ R(a)∆
0
ρ(a)m (r)4pir
2dr
= ∆× 4
3
pi[R
(a)
∆ ]
3 × ρcrit(za), (6.8)
where za is the redshift of the a
th cluster, and ρcrit(z) =
3H(z)2
8piG
. We consider 8 bins with
radii r
(a)
k = 0.5k × R(a)500, where k ∈ {1, 2, . . . , 8}. This is equivalent to setting nk = 0.5k.
We use two proposals for the characteristic cluster-dependent pressure P
(a)
c :
P (a)c = 1.65× 10−3E(za)8/3h270
[
M
(a)
500
3× 1014h−170 M
]2/3+δ
keV cm−3, (6.9)
with δ = 0 and δ = 0.12. The former corresponds to the mass variation expected in
the standard self-similar model based purely on gravitation (see [107, 16]). The δ = 0.12
case is a modification to the standard self-similar model proposed by [16], which is a first
approximation to quantifying how the mass scaling of P
(a)
c changes with radius in the
REXCESS sample [32]. Using the δ = 0.12 scaling makes for a meaningful comparison of
our results with those of [121], since this is what is used in their analysis.
6.2.3 Statistical Methods
We use the principle of maximum likelihood to find best-estimate values for the param-
eters P1, . . . ,PNb . (For template fitting on CMB sky, see e.g. [68, 81, 87]). We assume
that the only contributions to the temperature anisotropies of the CMB are the primor-
dial anisotropies δTPA, the tSZ effect δT SZ (given by Equation (6.7)), possible residual
monopole and dipole components, and the instrumental noise. Furthermore, we assume
that primordial anisotropies follow the statistics of an isotropic Gaussian random field, for
which we know the angular power spectrum C`.
4
4 We use the CAMB code to generate the expected values of C`’s for the WMAP concordance ΛCDM
cosmology [91, 78].
117
Let Lp (Lν) denote the set of all pixels (frequency channels) we wish to use in our
analysis. In Section E.1.1 of Appendix E we show that the log-likelihood of the observed
temperature fluctuations {δTiν}ν∈Lνi∈Lp , given the binned pressure profile {Pk}, is analytic
and equal to
− 1
2
χ2({δTiν}ν∈Lνi∈Lp |{Pk}) = −
1
2
(δT − δT SZ)TC−1(δT − δT SZ), (6.10)
where
C = CS + CN. (6.11)
Here CS is the covariance matrix of the primary CMB fluctuations and CN is the covariance
of the instrumental noise. The former is related to the angular power spectrum C` through
[CS]iν,i′ν′ ≡ 〈δTPAiν δTPAi′ν′〉 =
`max∑
`=0
(
2`+ 1
4pi
)
C`B`νB`ν′W
2
` P`(n̂i · n̂i′), (6.12)
where B`ν is the spherically averaged beam transfer function for the mode ` and frequency
channel ν, W` is the spherically averaged pixel transfer function, n̂i is the sky direction
of the ith pixel, and P` is the `-th degree Legendre polynomial. We use `max = 2 × Nside
throughout our analysis, where Nside = 512 is set by the HEALPix [69] resolution of the
WMAP sky maps.
In the case of WMAP, the instrumental noise is largely uncorrelated both between
pixels and between different frequency channels. Its properties are adequately modelled by
a Gaussian distribution with covariance matrix
[CN]iν,i′ν′ = n
2
iνδii′δνν′ . (6.13)
In Equation (6.10), we have used δT SZiν to stand for a pixelized version of Equation (6.7):
δT SZiν =
Nb∑
k=1
Pkt(ν)k (i), (6.14a)
t
(ν)
k (i) =
lmax∑
l=0
l∑
m=−l
(t
(ν)
k )lmBlνWlYlm(n̂i), (6.14b)
where (t
(ν)
k )lm are the spherical harmonic coefficients of t
(ν)
k (n̂). In practice, we generate
the templates at HEALPix resolution 12 (Nside = 4096), and then downgrade to resolution
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9 (Nside = 512).
5 We then convolve all templates with instrumental beams to obtain the
quantities t
(ν)
k (i).
Let us note again that Pk is the universal pressure of the kth bin and t(ν)k (i) is the coef-
ficient that multiplies it at pixel i and frequency channel ν. Assuming a uniform prior on
(P̂1, . . . , P̂Nb), the posterior probability function of these variables is also a Gaussian distri-
bution which peaks at the maximum of the log-likelihood function given in Equation (6.10),
which is
P̂k =
Nb∑
k′=1
[α−1]k,k′βk′ , (6.15a)
αk,k′ =
∑
ν∈Lν
∑
i∈Lp
t
(ν)
k (i)X
(ν)
k (i), (6.15b)
βk =
∑
ν∈Lν
∑
i∈Lp
δTiνX
(ν)
k (i), (6.15c)
where we have introduced the inverse covariance weighed template
X
(ν)
k (i) =
∑
ν′∈Lν
∑
i′∈Lp
[C−1]iν,i′ν′t
(ν′)
k (i
′). (6.16)
Finally, the covariance matrix CP of {Pk} is determined by the Hessian of the log-likelihood
(6.10). Its matrix elements are
[CP]k,k′ =
〈(
P̂k − Pk
)(
P̂k′ − Pk′
)〉
= [α−1]k,k′ . (6.17)
This matrix does not involve further computations as it is already required to obtain the
best estimates {P̂k}. All the measurements on the pressure profiles and their attached
error bars are obtained using only the expressions indicated in this Section.
In Section E.1.4 of Appendix E, we have shown how any residual monopole or dipole
contribution can be conveniently accounted for in this formalism.
5 To be more specific, following the notation of Section 6.2.2, we give the value t
(ν)
k (n̂i) to the i-th pixel
of the k-th template in frequency channel ν, where n̂i is the centre of the i-th pixel at a resolution 12. (At
this resolution, the first radial bin of all MCXC clusters occupies at least one pixel.) We then downgrade
the templates to resolution 9 and finally convolve all templates with the instrumental beams.
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6.2.4 Numerical Methods
It is clear from Equation (6.15) that all quantities of interest can be calculated once the
weighed templates X
(ν)
k are known. This is impossible to achieve by direct computation,
which would involve inversion of the full covariance matrix C. In this section, we will
describe how we compute X
(ν)
k numerically.
We start by establishing some notation. The set of all masked (unmasked) pixels is
denoted by Lp¯ (Lp), so that L = Lp¯∪Lp contains all pixels in the sky. We denote the total
number of pixels (i.e. the size of L) by NT .
In the statistical modelling described in Section 6.2.3, the covariance matrices CS and
CN are only computed on the observed pixels Lp. However, numerical manipulation of
these matrices is more efficient in harmonic space, using the spherical harmonic transform,
which itself requires the knowledge of all pixels. Therefore, it is advantageous to compute
the quantities of interest by extending the domain of CS and CN to the entire sky. We
refer the reader to Section E.1.2 of Appendix E for details on how this can be achieved
and state the final result here (see also [160, 90]).
We encode information about masking of pixels into a diagonal NT × NT matrix M,
with elements Mii = 0 if i ∈ Lp¯, and Mii = 1 if i ∈ Lp. Furthermore, we let S be the full
pixel to pixel covariance matrix due to primary CMB fluctuations: (i, j ∈ L)
[S]ij =
`max∑
`=0
C`
(
2`+ 1
4pi
)
P`(n̂i · n̂j), (6.18)
Nν the pixel-to-pixel covariance matrix of the instrumental noise:
[Nν ]ij = n
2
iνδij, (6.19)
and Bν a model of the complete beam (pixelization and instrumental):
[Bν ]ij = Apix
`max∑
`=0
(
2`+ 1
4pi
)
B`νW`P`(n̂i · n̂j), (6.20)
where Apix is the area of one pixel (which is equal to 4pi/NT for all pixels in the HEALPix
scheme). We further define the square root of S:
[S1/2]ij ≡
√
Apix
`max∑
`=0
√
C`
(
2`+ 1
4pi
)
P`(n̂i · n̂j). (6.21)
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Equation (6.15) may now be rewritten using the full covariance matrices, temperature
data, and templates:
P̂k =
M∑
k′=1
(α−1)k,k′βk′ , (6.22a)
αk,k′ =
∑
ν∈Lν
∑
i∈L
t
(ν)
k (i)X
(ν)
k (i), (6.22b)
βk =
∑
ν∈Lν
∑
i∈L
δTiνX
(ν)
k (i). (6.22c)
where
X
(ν)
k (i) =
∑
ν′∈Lν
∑
i′∈L
[Gν,ν′ ]ii′t
(ν′)
k (i
′), (6.23a)
Gν,ν′ = MN
−1
ν Mδν,ν′ −MN−1ν MBνS1/2D−1S1/2Bν′MN−1ν′ M, (6.23b)
D = 1 + S1/2
(∑
ν∈Lν
BνMN
−1
ν MBν
)
S1/2. (6.23c)
The computation of X
(ν)
k is now reduced to solving for the quantities g
(ν)
k = D
−1t˜(ν)k ,
where t˜
(ν)
k ≡ S1/2BνMN−1ν Mt(ν)k . The other operations may be done trivially as all involved
operators are either diagonal in pixel space or in harmonic space. Computing g
(ν)
k is
equivalent to solving the equation Dg
(ν)
k = t˜
(ν)
k , for which a number of numerical techniques
are available. We use the algorithm of the conjugate gradient method with preconditioning
(see e.g. [140]), which is an iterative prescription for solving large linear systems equations
of the type
Ax = y. (6.24)
To speed up the convergence, we construct a preconditioner matrix D−10 (essentially
an approximation of D−1) as follows: the block corresponding to all harmonic modes with
` ≤ 60 is taken to be the exact inversion of the same block in D, which is computed
using a Cholesky decomposition. The rest of D−10 is taken to be diagonal, the elements of
which are reciprecals of the corresponding diagonal element of D. This preconditioner has
already been used in other works (see e.g. [60]). We stop the conjugate gradient algorithm
whenever the relative error
n =
||Axn − y||2
||y||2 (6.25)
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is less than a specified threshold. In the case of this work, we take n < 10
−6. We have
checked that changing this threshold to 10−5 does not change the results, indicating that
the solution has indeed converged (see Section E.2 of Appendix E for detailed convergence
tests).
Finally, we note that all {g(ν)k } are independent and thus may be computed in parallel.
We fully employ this property. Our software, ABYSS (the sphericAl BaYesian Statistical
Sampler), runs in 25 hours and 52 minutes on seven nodes (16 cores) to solve for the 12
templates on an Intel Xeon E5620. We note that the monopole and dipole take significant
more time to reach the same level of precision as the other maps.
6.3 Data
6.3.1 CMB Data
We use co-added inverse-noise weighted data from nine-year maps observed by WMAP at
41 GHZ (Q-band), 62 GHZ (V-band), and 94 GHz (W-band).6 These maps are foreground
cleaned [25] and are at HEALPix resolution 9 (Nside = 512). The standard deviation of
the pixel noise in each map is given by (using notation of Section 6.2.4)
niν =
σ
(ν)
0√
N obsi
, (6.26)
where ν ∈ Lν = {Q, V,W}, i ∈ L, and σ(Q)0 = 2.188 mK, σ(V )0 = 3.131 mK, σ(W )0 = 6.544
mK. The number of observations N obsi at pixel i is included in the maps available from the
LAMBDA website. In all of our analysis, we use the ‘extended temperature data analysis
mask’ to exclude foreground-contaminated regions of the sky from the analysis. The beam
transfer function for every differencing assembly is also provided on the LAMBDA web-
site. For a single value of `, we average beam transfer function values for all differencing
assemblies belonging to the same frequency channel. This is how we obtain the quantities
B`ν introduced in Section 6.2.3.
6 http://lambda.gsfc.nasa.gov
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6.3.2 Cluster Sample
We use the Meta-Catalogue of X-ray detected Clusters of galaxies (MCXC) to extract
the universal pressure profile of the ICM [114].7 The MCXC provides (amongst other
quantities) sky coordinates, redshift, and M500 data for all clusters. With a few exceptions,
luminosity is used as a mass proxy for all clusters (see equation (2) of [114]).
We perform our analysis on all 1743 MCXC clusters, as well as a subsample of 162
clusters whose first radial bin (= 0.5 × R500, as discussed in the next Section) is resolved
by the W frequency channel of WMAP. More specifically, we obtain this subsample by
requiring d(z)θ(W ) < 0.5R500, where θ
(W ) = 0.12◦ is the effective angular radius of the
(averaged) W -channel detector beam. We will refer to clusters in this subsample as resolved
MCXC clusters. Figure 6.2 shows the redshift-R500 distribution of all MCXC clusters,
differentiating between the resolved and unresolved ones. The redshift of all (resolved)
MCXC clusters range from 0.0031 − 1.26 (0.0031 − 0.077) with a median of 0.14 (0.028),
and their masses range from M500
1014M
= 0.0096− 22.1 (0.0096− 7.27) with a median of 1.77
(0.86).
Since most MCXC clusters cannot be resolved, one expects numerical uncertainties to
become important. This is why we have chosen to study a subsample in which all clusters
are resolved. However, even unresolved clusters contribute to the tSZ signal, especially in
the outer bins. Therefore, the price one pays for ignoring unresolved clusters is statistical
information. We have analyzed both samples to see how this trade-off manifests itself in
practice.
We also analyze subsamples of MCXC clusters binned according to mass. This allows
us to study the dependence of various quantities, such as pressure and gas mass fraction, on
the mass of clusters. Table 6.1 shows the mass range and number of clusters in every bin.
We have subdivided the resolved MCXC clusters into three mass bins, and the entire MCXC
sample into four bins. These bins have been chosen so that they lead to roughly similar
signal-to-noise properties, characterized by the null chi-squared of pressure measurements.
We have excluded the 45 most massive clusters because none of them are resolved, resulting
in a measurement with extremely low significance and a nearly degenerate covariance
matrix.
7 All information about MCXC clusters may be found here: http://vizier.cfa.harvard.edu/
viz-bin/VizieR?-source=J/A+A/534/A109
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Figure 6.2: The redshift-R500 distribution of MCXC clusters. The red points represent
clusters whose first radial bin is resolved by the W frequency channel of WMAP. The
three lines plot d(z)θ(ν) for different WMAP frequency bands, where θ(ν) =
√
Ω(ν)/pi is the
angular radius of the disk with the same effective area as the detector beam in frequency
channel ν. Here Ω(ν) is the beam solid angle of frequency channel ν, which is provided on
the LAMBDA website: Ω(Q) = 0.512, Ω(V ) = 0.352, and Ω(W ) = 0.222 (deg2). The curve
labeled ‘Pix’ is constructed similarly and reflects the resolution associated with pixelization.
6.4 Results
In this section, we describe our two main results. Section 6.4.1 discusses WMAP constraints
on the universal pressure profile P, and Section 6.4.2 includes our gas mass fraction mea-
surements.
6.4.1 WMAP Constraints on the Universal Pressure Profile of
the ICM
Figure 6.3 shows the result of our pressure measurements as applied to all MCXC clusters,
as well as the resolved subsample defined in Section 6.3.2. As was mentioned in Section
6.2.2, we perform our analysis using the standard self-similar model P
(a)
c ∝ M2/3500 (δ = 0
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Table 6.1: Binning MCXC clusters according to their mass.
Bin number M500 range (10
14M) Number of clusters
1 0.0096-2.41 1140
2 2.41-4.17 364
3 4.18-5.31 124
4 5.32-7.27 70
(a) All but the 45 most massive MCXC clusters.
Bin number M500 range (10
14M) Number of clusters
1 0.0096-2.71 138
2 2.83-4.56 15
3 5.17-7.27 9
(b) Resolved MCXC clusters.
in Equation (6.9)), as well as the modified scaling P
(a)
c ∝ M2/3+0.12500 (δ = 0.12 in Equation
(6.9)). These results are shown in Figure 6.3a and Figure 6.3b, respectively. There is
essentially no signal beyond 1.5R500. The best fit pressure values even become negative
for some bins in this regime. We have decided not to impose positivity of pressure as a
prior in order to keep the statistics Gaussian and not spoil the analytic results (6.15) and
(6.17). Repeating these measurements with Planck CMB data is expected to provide a
significantly tighter constraint on the universal pressure profile (see Section 6.5 below).
In Figure 6.3a, we have compared our pressure measurements with two sets of simu-
lations [107, 23], which include treatment of radiative cooling, star formation and energy
feedback from supernova explosions. It is worth noting that [23] also account for feedback
from active galactic nuclei, while [107] consider the effect that electrons and ions are not
kept in thermal equilibrium in the outskirts [132]. Comparison of our measurements with
the simulated profiles of [107] is straightforward because they compute the exact same
quantity. This is not the case for [23], however, because they use R200 as the self-similarity
scale and also consider the variation of P with mass and redshift. In this case, we use the
c200 −M200 relation of [26] to compute R200, and use the fitting formula of [23] (equations
(11-12) and table 1) to compute P for all MCXC clusters. In Figure 6.3a we have plot-
ted in green the average of these profiles, as well as the standard deviation about their
mean. Where there is signal, our pressure measurements are slightly more consistent with
those of [23]. Due to the large statistical uncertainties, however, we cannot meaningfully
discriminate between the two.
In Figure 6.3b, we have compared our pressure measurements with those of [121]. Given
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Nagai et al. (2007)
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(a) Standard self-similar scaling of pressure with mass (δ = 0 in Equation (6.9)). The shaded
areas mark the dispersion about the mean profiles of simulated clusters from [107] (gray), and
[23] (green).
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(b) Modified self-similar scaling of pressure with mass (δ = 0.12 in Equation (6.9)). The black
curve is the best fit GNFW profile to pressure measurements of Planck. The black points are
obtained by a volume weighed average of Planck ’s best fit profile over our radial bins.
Figure 6.3: WMAP-9 constraints on the universal pressure profile P of the ICM. The blue
(red) data points are the resulting pressure profiles for all (only resolved) MCXC clusters.
A cluster is considered resolved if its first radial bin subtends a solid angle larger than the
effective beam area of the W frequency channel (see Section 6.3.2). Defined in Equation
(6.9), δ characterizes deviation from the standard self-similar model. δ = 0 corresponds to
the mass variation expected in the standard self-similar model (see [107, 16]), and δ = 0.12
is a modification which better captures the variation of mass scaling with radius in the
REXCESS sample [16, 32].
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Table 6.2: Level of detection for various pressure measurements. δ = 0 (0.12) corresponds
to measurements presented in Figure 6.3a (6.3b), respectively. The null chi-squared is
given by χ20 = P̂
T
C−1P P̂, where P̂ are the best fit pressure measurements and CP is their
associated covariance matrix. The level of detection is calculated for 8 degrees of freedom,
i.e. number of radial bins.
Measurement χ20 Detection (σ)
All MCXC clusters, δ = 0 259.3 15.1
All MCXC clusters, δ = 0.12 262.2 15.2
Resolved MCXC clusters, δ = 0 115.6 9.5
Resolved MCXC clusters, δ = 0.12 118.6 9.6
that we use different radial bins, and more importantly that Planck ’s measurements are
a lot more precise, it suffices to compare our measurements with their best fit generalized
Navarro-Frenk White (GNFW) profile [110, 107]. We discretize this profile by a volume-
weighed average over our radial bins, which makes for a more meaningful comparison with
the discretized universal pressure profile we have defined, i.e. {Pk}. Our measurements
are in good agreement.
Table 6.2 shows the level of confidence for our various pressure measurements. The
difference between the standard and modified scalings of P
(a)
c with mass is very small.
However, the significance of detection reduces from 15.1σ to 9.5σ if we limit our sample
to the resolved clusters. This may seem surprising because, looking at Figure 6.3, the
uncertainties are similar in both cases and the best fit pressure values are even consistently
higher in the case of resolved clusters. Note, however, that Figure 6.3 does not compare the
off-diagonal elements of the covariance matrices − i.e. correlation between different bins.
In fact, the extra statistical information coming from unresolved clusters is encoded almost
entirely in the off-diagonal correlations. We refer the reader to Section E.5 of Appendix
E for the full covariance matrix and numerical values of {P̂k}. To get some sense for the
nature of correlations, however, we have shown a normalized version of CP for both samples
in Table 6.3. Nearby bins are anti-correlated in both cases, but more so for the sample
containing all clusters. The extra information contained in these anti-correlations can be
quantitatively described by examining the eigenvalues and eigenvectors of the covariance
matrix CP. We refer the reader to Section E.4 of Appendix E for a detailed discussion of
this point and state the results here. In the case of the resolved clusters, the eigenvectors
with the three largest eigenvalues are responsible for most of the contribution to χ20. For the
whole MCXC sample, however, all eigenvectors contribute more or less equally. Moreover,
eigenvectors corresponding to larger eigenvalues carry most of their weight from the inner
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Table 6.3: The normalized covariance matrix of the universal pressure profile for all
MCXC clusters (blue or top-right), as well as only the resolved ones (red or bottom-left).
The modified self-similar model is used for these measurements (i.e. δ = 0.12 in Equation
(6.9)). To construct these matrices, let CallP be the covariance matrix for analysis done
on all MCXC clusters. Construct a diagonal matrix ∆all such that ∆allk,k =
√
[CallP ]k,k,
where k runs over the different radial bins. We define the normalized covariance matrix
via Dall = [∆all]−1CP[∆all]−1, which normalizes all diagonal elements of CallP to one. By
the same construction, let Dres be the resulting normalized covariance matrix for analysis
done on resolved MCXC clusters. The blue or top-right (red or bottom-left) numbers in
this table denote the off-diagonal elements of Dall (Dres), respectively.
blue Bin 1 Bin 2 Bin 3 Bin 4 Bin 5 Bin 6 Bin 7 Bin 8
Bin 1 1.000 -0.727 0.282 -0.082 0.029 -0.022 0.011 -0.001
Bin 2 -0.612 1.000 -0.671 0.214 -0.051 0.005 -0.003 0.006
Bin 3 0.277 -0.497 1.000 -0.633 0.144 0.000 -0.023 0.018
Bin 4 -0.069 0.232 -0.445 1.000 -0.598 0.109 0.009 -0.014
Bin 5 0.033 -0.039 0.147 -0.434 1.000 -0.594 0.117 -0.004
Bin 6 -0.024 -0.007 -0.013 0.091 -0.451 1.000 -0.597 0.156
Bin 7 -0.001 -0.023 -0.041 -0.015 0.108 -0.442 1.000 -0.697
Bin 8 -0.011 -0.043 -0.044 -0.075 -0.053 0.085 -0.476 1.000
bins. Therefore, in the case of resolved clusters, mostly the inner bins are contributing
to the signal, whereas for the whole MCXC sample, there is also contribution from outer
bins. This analysis reassures us that even unresolved clusters contribute to the tSZ signal
in the outskirts of the ICM.
Although the unresolved clusters add to the tSZ signal in the outer bins, one expects
numerical uncertainties associated with them. This is especially worrisome for those on
sub-pixel scales, where certain approximations, such as a spherically averaged pixel transfer
function, break down. In order to get an estimate for how large such uncertainties are,
we performed our analysis on all MCXC clusters using higher resolution WMAP sky maps
(Nside = 1024). The result is shown in Section E.2.2 of Appendix E. For all radial bins,
this discrepancy is at most at the 1σ level and is random in nature.
Our pressure measurements are also affected by the uncertainty present in determining
masses of clusters. In Section E.3 of Appendix E, we have investigated this issue by
considering 62 MCXC clusters which are also in the Early Release SZ (ESZ) sample [120].
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The ESZ mass estimates are systematically higher on average by about 12 percent. This
results in systematically lower pressure measurements (where there is actual signal), but
it is only at the 1σ level (see Section E.3 of Appendix E for details). We will return to this
issue in Section 6.4.2, because this effect is no longer small when determining gas mass
fraction.
The results of our analysis as applied to the cluster subsamples introduced in Table 6.1
are included in Section E.5 of Appendix E. Because of the large statistical uncertainties,
comparing the pressure profile of different mass bins is not terribly illuminating. We will,
however, discuss the implications for gas mass fraction in the next Section.
6.4.2 Gas Mass Fraction
The density of gas ρ
(a)
g (r) in the ath cluster with temperature profile T (a)(r) takes the form
ρ(a)g (r) =
µempP
(a)
e (r)
kBT (a)(r)
, (6.27)
where mp is the proton mass and µe =
2
X+1
' 1.14 is the mean molecular weight per free
electron for a cosmic hydrogen abundance of X ' 0.76.8 As it has been the case for the
electron pressure profile (see Equation (6.6)), we assume a universal temperature profile
T (a)(r) = T (a)c T(r/r(a)c ), (6.28)
which in turn implies
ρ(a)g (r) = ρ
(a)
c
P(r/r(a)c )
T(r/r(a)c )
, (6.29a)
ρ(a)c ≡
µempP
(a)
c
kBT
(a)
c
. (6.29b)
The volume-averaged gas density at radius r takes the form
ρ¯(a)g (< r) =
1
4
3
pir3
∫ r
0
ρ(a)g (r
′)4pir′2dr′
= 3ρ(a)c (r/r
(a)
c )
−3
∫ r/r(a)c
0
P(x)
T(x)
x2dx. (6.30)
8 The free electron number density is ne = nH + 2nHe, where nH and nHe are the Hydrogen and
Helium number density. The cosmic hydrogen abundance is X = nH/(nH + 4nHe). It then follows that
ρb = mp(nH + 4nHe) =
2mp
X+1ne =
2mp
X+1
Pe
kBT
, where mp is the proton mass.
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Given that we have considered radial bins throughout which P is constant, we shall also
bin the temperature profile:
Tk =
1
4pi
3
(n3k − n3k−1)
∫ nk
nk−1
T(x)x2dx, (6.31)
where nk is the value of the k
th radial bin in units of r
(a)
c , with n0 ≡ 0 (see Section 6.2.2).9
It then follows that
ρ¯(a)g (< r) = ρ
(a)
c
Nb∑
k=1
Vk(r/r
(a)
c )Pk, (6.32)
where Nb is the total number of radial bins and
Vk(x) =

1
Tkx3
[
n3k − n3k−1
]
if k ≤ k∗
1
Tkx3
[
x3 − n3k∗
]
if k = k∗ + 1
0 if k > k∗ + 1.
(6.33)
Here k∗ is an integer defined via nk∗ ≤ x < nk∗+1. We assume the total matter density of
the ath cluster to be of the NFW form:
ρ(a)m (r) =
ρ
(a)
s
r/r
(a)
s
(
1 + r/r
(a)
s
)2 . (6.34)
Defining c
(a)
∆ ≡ R(a)∆ /r(a)s and δ(a) = ρ(a)s /ρcrit(za), it may be checked that the total mass
enclosed within a radius r is equal to 10
M (a)m (< r) =
m(c
(a)
∆ r/R
(a)
∆ )
m(c
(a)
∆ )
M
(a)
∆ , (6.35a)
m(x) ≡ ln(1 + x)− x
1 + x
, (6.35b)
where R
(a)
∆ and M
(a)
∆ were defined in Equation (6.8). Also, it follows from Equation (6.8)
that
m(c
(a)
∆ )
[c
(a)
∆ ]
3
=
∆
3δ(a)
. (6.36)
9 We will discretize all continuous profiles over our radial bins, because our pressure measurements are
discrete by construction. In the case of temperature, it might seem more natural from Equation (6.30) to
discretize 1/T instead of T. We have checked that the difference between these discretization schemes is
insignificant.
10 Here we have adopted the notation of [26].
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Therefore, knowing c
(a)
∆ (for any ∆) determines δ
(a), or equivalently ρ
(a)
s . We estimate the
concentration parameter from the c200 −M200 relation of [26]:
c200 = 5.9D(z)
0.54ν(M200, z)
−0.35, (6.37a)
ν(M, z) ' 1
D(z)
[
1.12
(
M
5× 1013h−1M
)0.3
+ 0.53
]
, (6.37b)
where D(z) is the linear growth factor normalized to 1 at z = 0.11 As was the case with
the temperature of baryons, we similarly bin ρ
(a)
m (r)
ρ
(a)
m,k =
M
(a)
m (< r
(a)
k )−M (a)m (< r(a)k−1)
4pi
3
{
[r
(a)
k ]
3 − [r(a)k−1]3
} , (6.39)
where as before r
(a)
k = nkr
(a)
c . Finally, the volume-averaged matter density ρ¯
(a)
m up to radius
r is
ρ¯(a)m (< r) =
Nb∑
k=1
V˜k(r/r
(a)
c )ρ
(a)
m,k, (6.40)
where (k∗ being defined as above)
V˜k(x) =

1
x3
[
n3k − n3k−1
]
if k ≤ k∗
1
x3
[
x3 − n3k∗
]
if k = k∗ + 1
0 if k > k∗ + 1.
(6.41)
The average gas mass-fraction up to radius r in the ath cluster takes the form:
f (a)gas(< r) ≡
ρ¯
(a)
g (< r)
ρ¯
(a)
m (< r)
=
ρ
(a)
c
ρ¯
(a)
m (< r)
Nb∑
k=1
Vk(r/r
(a)
c )Pk. (6.42)
11 A good approximation to D(z) is given by D(z) = D1(z)D1(0) , where (see [45])
D1(z) ' 5Ωm(z)
2(1 + z)
{
Ωm(z)
4/7 − ΩΛ(z) + [1 + Ωm(z)/2] [1 + ΩΛ(z)/70]
}−1
. (6.38)
Here Ωm(z) = Ωm(1 + z)
3/E(z)2 and ΩΛ(z) = ΩΛ/E(z)
2.
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In order to make a meaningful comparison with the universal gas mass-fraction, we average
this quantity over all clusters
fgas(< x) ≡ 1
Nc
Nc∑
a=1
f (a)gas(< xr
(a)
c ),
= A(x)
Nb∑
k=1
Vk(x)Pk, (6.43a)
A(x) ≡ 1
Nc
Nc∑
a=1
ρ
(a)
c
ρ¯
(a)
m (< xr
(a)
c )
. (6.43b)
Since fgas(< x) is a linear combination of {Pk}, it is a Gaussian random variable with
mean and variance
〈fgas(< x)〉 = A(x)
Nb∑
k=1
Vk(x)P̂k (6.44)
σ2fgas(<x) ≡
〈
[fgas(< x)− 〈fgas(< x)〉]2
〉
= A(x)2
Nb∑
k,k′=1
Vk(x)Vk′(x)[CP]kk′ . (6.45)
The averaging scheme we have adopted in Equation (6.43) may seem arbitrary. One could,
for instance, assign different weights to different clusters. If P
(a)
c and T
(a)
c scale similarly
with mass, different averaging schemes would differ by a negligible amount. This is because
the only variation in fgas amongst different clusters would be due to the scaling of c500 with
mass, which is fairly mild. As a result, given the temperature profile we have adopted (see
Equation (6.46)), we use the standard self-similar scaling of P
(a)
c with mass (δ = 0 in
Equation (6.9) below) to compute fgas.
We use the average temperature profile of [157]:
T(x) = 1.35
(x/0.045)1.9 + 0.45
(x/0.045)1.9 + 1
1
[1 + (x/0.6)2]0.45
, (6.46a)
T
(a)
c
5 keV
=
[
M
(a)
500E(z)
3.41× 1014h−1M
]1/1.51
. (6.46b)
This is an approximation to the averaged profile of about a dozen low-redshift X-ray clus-
ters, with measurements obtained for r < R500 [157]. The scatter about the mean profile
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is about 15 percent. The assumption of universality (i.e. Equation (6.28)) may be easily
relaxed if temperature measurements for individual clusters are available. In the case of
our present work, however, this option is not viable since a large cluster sample is required
to compensate for WMAP’s insufficient sensitivity. To get an estimate for how this as-
sumption affects our fgas measurements, consider an average 100 percent scatter about the
universal profile. For a relatively large sample of clusters, as is the case with our measure-
ments, changing the individual temperature profiles by ∼ 100 percent would introduce a
systematic uncertainty of order 2 in fgas.
12 Given the large statistical uncertainties in our
pressure measurements, this effect is small.
Systematic uncertainties associated with estimating masses of clusters have a more
significant effect on gas mass fraction. As mentioned in the previous section, we have
investigated this issue in Appendix E.3 by considering 62 MCXC clusters which are also
in the ESZ sample [120]. The ESZ mass estimates are systematically higher by about 12
percent, which causes lower pressure measurements at the 1σ level. Because of the scaling
of temperature with mass (Equation (6.46)), this decreases fgas by about 20 percent (see
Figure E.3). Repeating our analysis with Planck CMB data is expected to reduce statistical
errors significantly (see Section 6.5 and [121]). In that case, fgas measurements would
be solely dominated by systematic uncertainties associated with determining masses of
clusters.
Figure 6.4 shows the result of our analysis, as applied to all MCXC clusters, as well
as just the resolved ones. Given the large statistical and systematic uncertainties, we
extrapolated the temperature profile of [157] out to R200. The black solid curves show the
average gas mass fraction, computed using Equation (6.44). The shaded areas represent the
standard deviation in the measurement of fgas as given by Equation (6.45). The dashed
black lines show the expected systematic uncertainty about the mean gas mass profile
(∼ 20 percent), mostly due to cluster mass estimates. Considering both statistical and
systematic errors, our results are fully consistent with the cosmic baryonic fraction up to
R200. Given the large error bars, accounting for all baryons in stars does not change this
conclusion.
Figure 6.5 shows the dependence of gas mass fraction (up to R500) on the cluster sub-
samples which we have binned according to mass (see Table 6.1). A general trend of
increasing fgas with M500 can be seen. Due to the large error bars, however, we cannot
12 This is because fgas ∝
∑
a 1/T
(a), where T (a) is the temperature of the ath cluster. Let {a}
be realizations of a gaussian random variable with zero mean and standard deviation . Changing the
temperature T (a) → T (a)(1 + a) is equivalent to
∑
a 1/T
(a) →∑a 1/T (a)(1− a + 2a + · · · ). When T (a)
doesn’t change drastically from cluster to cluster, the contribution of the term linear in a is on the order
of
√
N, while the second order term contributes about N2. When N > 1/2, the 2 term dominates.
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(a) Gas mass fraction for all MCXC clusters.
0.2 0.4 0.6 0.8 1.0 1.2 1.4
x=r/R500
0.05
0.10
0.15
0.20
0.25
0.30
f g
a
s(
<
x
)
Mean Profile of Resolved MCXC Clusters
Systematic Uncertainties
Cosmic Baryon Fraction
(b) Gas mass fraction for resolved MCXC clusters.
Figure 6.4: Gas mass fraction of all MCXC, as well as the resolved subsample. A cluster
is considered resolved if its first radial bin subtends a solid angle larger than the effective
beam area of the W frequency channel (see Section 3.2). The standard self-similar model
of pressure is assumed for both measurements (δ = 0 in Equation (6.9)). The black solid
curves show the average gas mass fraction, computed using Equation (6.44). The shaded
areas represent the standard deviation in the measurement of fgas as given by Equation
(6.45). The dashed black lines show the expected systematic uncertainty about the mean
gas mass profile, mostly due to cluster mass estimates. The cosmic gas mass fraction
is obtained by fitting ΛCDM to WMAP9+SPT+ACT data and is equal to Ωb/Ωm =
0.165± 0.005 [75].
134
1 2 3 4 5 6 7
M500(×1014M¯)
0.0
0.1
0.2
0.3
0.4
f g
a
s(
<
R
5
00
)
WMAP9: All MCXC Clusters
Systematic Uncertainties
Cosmic baryon fraction
V06+APP07+S09
Z11+S09
Planelles et al. (2013)
(a) Binning the entire MCXC sample according to mass, as shown in Table 6.1a.
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(b) Binning the resolved MCXC sample according to mass, as shown in Table 6.1b.
Figure 6.5: Dependence of fgas on the mass of clusters. All mass bins are defined in Table
6.1. The black dots show fgas measurements up to R500, with black vertical bars denoting
statistical errors. The red vertical bars show systematic uncertainties expected due to
cluster mass estimates. Following [124], we compare our measurements with two different
observational samples: a combined sample of 41 clusters and groups from [157], [15] and
[150] (V06+APP07+S09), shown as the green region, and the sample obtained from the
combination of the data by [165] and [150] (Z11+S09), shown as the yellow area (see Table
1 of [124]). The black stars show fgas obtained from hydrodynamical simulations carried
out by [124], which include radiative cooling, star formation and feedback from supernovae
and active galactic nuclei.
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make any statistically significant statement about this dependence. Following [124], we
compare our measurements with two different observational samples: a combined sample
of 41 clusters and groups from [157], [15] and [150] (V06+APP07+S09), shown as the
green region, and the sample obtained from the combination of the data by [165] and [150]
(Z11+S09), shown as the yellow area (see Table 1 of [124]). The black stars show fgas
obtained from hydrodynamical simulations carried out by [124], which include radiative
cooling, star formation and feedback from supernovae and active galactic nuclei. Consider-
ing both statistical and systematic errors, our measurements are consistent with both the
observational and numerical results.
6.5 Discussion and Future Work
To get an idea for how much our measurements could improve using Planck CMB data,
we estimate here the pressure covariance matrix CP expected from Planck. We consider
the six Planck -HFI channels, which have central frequencies 100, 143, 217, 353, 545, and
857 GHz, at HEALPix resolution Nside = 2048. We assume a homogeneous detector noise
constructed by averaging the noise variance of all pixels for a given frequency channel:
[CN]iν,i′ν′ = n
2
νδνν′δii′ , (6.47)
where n100 = 50.6 µK, n143 = 20.1 µK, n217 = 27.1 µK, n353 = 0.1 mK, n545 = 28.1 mK,
n857 = 27.9 mK. We assume Gaussian instrumental beams with Full-Width-Half-Maximum
(FWHM) of 9.5, 7.1, 5.0, 5.0, 5.0, 5.0 arcmins, for the six HFI channels in order of increasing
frequency [123]. Finally, we assume no masking (i.e. M = 1) but remove all clusters that
are masked out from our templates.
Because we have assumed a homogeneous detector noise and no masking, the matrix
D introduced in Equation (6.23) can be inverted analytically, resulting in the pressure
covariance matrix:
[C−1P ]kk′ =
`max∑
`=0
∑`
m=−`
∑
ν
(t¯
(ν)
k )lm(t
(ν)
k′ )lmξ
(ν)
`
− C`
1 + C`ξ`
[∑
ν
(t¯
(ν)
k )lmξ
(ν)
`
][∑
ν
(t
(ν)
k′ )lmξ
(ν)
`
]
, (6.48)
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where
ξ
(ν)
` =
(B`νW`)
2
N
(ν)
`
(6.49a)
ξ` =
∑
ν
ξ
(ν)
` (6.49b)
N
(ν)
` = Apixn
2
ν . (6.49c)
Here Apix denotes the pixel area and all other quantities are defined in Sections 6.2.3 and
6.2.4.
We generate our templates t
(ν)
k using the resolved MCXC clusters which are not masked
(total of 122 clusters), with a standard self-similar pressure-dependent scaling (δ = 0 in
Equation (6.9)). In order to make sure this estimate is reasonable, we computed the
same quantity with WMAP9 data, using the Q, V , and W channels. Assuming the best-fit
pressure values P̂ remain the same, this leads to a null chi-squared of χ20 = 124.551, which is
reasonably close to the actual value χ20 = 115.626. (We use the same 8 radial bins as for our
pressure measurements, i.e. there are 8 degrees of freedom here.) Estimating the covariance
matrix for Planck and using the same best-fit pressure values, we obtain χ20 = 66154.8.
Therefore, assuming that the signal does not change, we expect the statistical uncertainties
to reduce by a factor of ∼ √66154.8/124.551 = 23.9. This is a significant improvement,
which will allow us to consider finer bins and possibly probe the ICM pressure to larger
radii. Figure 6.6 compares the expected error for different bins with those of WMAP9.
Our analysis does not account for the uncertainty present in modelling of beams. In
the case of Planck, the beam uncertainty is modelled by
B`ν = B
mean
`ν exp
[
nmodes∑
k=1
gkEk`ν
]
, (6.50)
where {gk} are independent Gaussian random variables with unit variance, and Ek`ν is the
kth eigenmode of the beam covariance matrix [117].13 In order to see how this uncertainty
affects our results, we have computed the best-fit pressure profile {P̂k} for 100 different
realizations of the beams. To do so, we created mock CMB skies which contain the SZ
signal, primary CMB and noise, and repeated the analysis outlined above for our Planck
forecast.14 We find δP̂k ∼ 0.01
√
[CP]kk, where δP̂k denotes the standard deviation of the
13 The coefficients Ek`ν are contained in the RIMO beam files of Planck. Also, we use nmodes = 5.
14 The input pressure profile needed to create the SZ signal is taken to be the best-fit pressure values
used in our Planck forecast analysis.
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Figure 6.6: Comparison of the statistical noise expected from analysis with Planck CMB
data vs. WMAP9. The blue data points are the estimated noise expected from repeating
our analysis with Planck CMB data (see Equation (6.48)). The red points correspond to
the same quantity for WMAP9 measurements, applied to the resolved MCXC clusters with
standard self-similar pressure-dependent scaling (δ = 0 in Equation (6.9)). The green and
black curves show the expected pressure signal from simulated clusters of [23] and [107],
respectively.
100 values of P̂k obtained through our simulations. Therefore, effects of beam modeling are
quite small relative to the statistical uncertainty due to primary CMB and instrumental
noise.
We have also ignored the impact of foreground residuals in our formalism. Our current
model is sufficient for WMAP foreground cleaned maps but not for Planck, because dust
emission dominates at high frequencies and there are other emissions (e.g. CIB, radio and
infrared point sources) which are not negligible and can not be modelled easily. To get an
estimate for this effect, we consider foreground templates created by taking the difference
of low and high frequency sky maps. More specifically, we created four templates by
taking the difference between 030 − 044, 044 − 070, 353 − 545, and 545 − 857 Planck
sky maps. Because different frequency channels have different beam and noise properties,
we smoothed these maps using a Gaussian window function with FWHM= 0.006 radians
= 21′. Considered as a template, each difference-map contributes a different coefficient to
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the total temperature anisotropy, depending on the frequency band. We then estimated
the expected pressure covariance matrix as above, this time using only 100, 143, 217 GHz
frequency channels. Assuming the same best-fit pressure values, accounting for foreground
residuals decreases the null chi-squared by about 0.5 percent.
We have not addressed the issue of point source contamination so far. In our framework,
it is not feasible to fit locally for contribution of point sources, given the large number of
clusters. We did try to account for them by assigning a constant absolute luminosity
per frequency channels to all clusters. The results, however, change only by a negligible
amount.
6.6 Conclusions
We have introduced a statistically-optimal and model-independent framework for extract-
ing the universal pressure profile of the hot gas in the intracluster medium. The thermal
Sunyaev-Zeldovich effect makes this possible because it is linearly proportional to the in-
tegral of the electron pressure along the line of sight. We use the principle of maximum
likelihood to find best-estimate values for the radially binned values of the pressure profile,
as well as the full covariance matrix governing their uncertainties. Once reformulated in
the proper mathematical framework, the main technical challenge is solving a very large
system of linear equations, which we do numerically by employing the conjugate gradient
method.
We applied our methodology to WMAP9 data and various subsamples of the MCXC
catalogue. In the case of all MCXC clusters, we extract the pressure profile with a high ac-
curacy at ∼ 15σ confidence, with possible systematics uncertainties dragging our detection
down to ∼ 14σ. We also considered a subsample of the MCXC clusters completely resolved
by the W frequency channel of WMAP, resulting in a ∼ 9σ detection. An estimation of the
pressure covariance matrix expected from Planck suggests that the current signal-to-noise
will improve by a factor of ∼ 24.
Assuming a temperature profile motivated by X-ray observations, we computed the
average gas mass fraction as a function of radius. We argued that systematic uncertainties
associated with estimating mass of clusters could have a drastic effect (∼ 20 percent) on
gas mass fraction. Considering both statistical and systematic errors, our results are fully
consistent with the cosmic baryonic fraction and the expected gas mass fraction in halos,
up to R200.
We also made a first attempt at studying the dependence of gas mass fraction on the
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mass of clusters. Due to the large error bars, we cannot make any statistically significant
statements about this dependence. Nevertheless, our measurements suggest that gas mass
fraction increases with the mass of clusters, which is consistent with findings from X-ray
measurements [157, 15, 150, 165] and numerical simulations [124] .
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Appendix A
Supplementary material for Chapter
2
A.1 Definitions regarding causal structure of space-
time
Let (M, g) be a connected, four-dimensional smooth manifold M without boundary, to-
gether with a smooth pseudo-Riemannian metric of Lorentzian signature g. Further, as-
sume that (M, g) is temporally oriented.
Definition 1. The chronological future (past) I+(p) (I−(p)) of a point p ∈M is the set of
points q ∈M such that there exists a future (past)-directed smooth timelike curve γ : I →M
(i.e. a smooth curve whose tangent vector is everywhere non-vanishing, timelike, and future
(past)-pointing) and points t1, t2 ∈ I such that t1 ≤ t2, γ(t1) = p and γ(t2) = q. Here I is
a connected subset of the real line. If q ∈ I+(p), we write p ≺ q, and simililary if q ∈ I−(p)
we write p  q.
Definition 2. The causal future (past) J+(p) (J−(p)) of a point p ∈M is the set of points
q ∈M such that there exists a future (past)-directed smooth non-spacelike (i.e. timelike or
null) curve γ : I → M and points t1, t2 ∈ I such that t1 ≤ t2, γ(t1) = p and γ(t2) = q.
Here I is a connected subset of the real line. If q ∈ J+(p), we write p  q, and simililary
if q ∈ J−(p) we write p  q.
Definition 3. A spacetime (M, g) is future (past) distinguishing if and only if for all
p, q ∈M : I+(p) = I+(q)⇒ p = q (I−(p) = I−(q)⇒ p = q).
142
Definition 4. Given two spacetimes (M, g) and (M ′, g′), a bijection f : M → M ′ is a
smooth conformal isometry if and only if f and f−1 are smooth, and there is a smooth non
vanishing map Ω : M ′ → R such that f∗(g) = Ω2g′, where f∗ is the push-forward map.
Definition 5. Given two spacetimes (M, g) and (M ′, g′), a map f : M → M ′ is a causal
isomorphism if it is a bijection and for all points x, y ∈ M , x′, y′ ∈ M ′ : x  y ⇔ f(x) 
f(y) and similarly x′  y′ ⇔ f−1(x′)  f−1(y′).
A.2 Proof of Inequality (2.7)
Theorem 3. Let NV be a discrete random variable which takes on a value n ∈ {0, 1, 2, · · · }
with probability PV (n), and whose mean is V > 0:
〈NV 〉 =
∞∑
n=0
nPV (n) = V. (A.1)
NV has the least variance when PV (n) = 0 ∀ n 6= n∗, n∗+ 1, where n∗ is the largest integer
which is smaller than or equal to V . Equivalently:
〈(NV − V )2〉 ≥ (V − n∗)(n∗ + 1− V ), (A.2)
where the inequality is saturated for the aforementioned process.
Proof. The following three conditions must be true
∞∑
n=0
PV (n) = 1, (A.3)
∞∑
n=0
PV (n)n = V, (A.4)
0 ≤ PV (n) ≤ 1 ∀ n. (A.5)
We denote the random variable which we claim has the least variance by NmV , and its
probability mass function by PmV . It follows from (A.3) and (A.4) that
PmV (n∗) = n∗+ 1−V, PmV (n∗+ 1) = V −n∗, 〈(NmV −V )2〉 = (V −n∗)(n∗+ 1−V ).
(A.6)
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Let us now show that for any other probability mass function PV (n):
σ2V ≡
∞∑
n=0
PV (n)(n− V )2 ≥ (V − n∗)(n∗ + 1− V ). (A.7)
To this end, we define the following
AV ≡
n∗∑
n=0
PV (n), (A.8)
BV ≡
n∗∑
n=0
PV (n)(V − n) =
∞∑
n=n∗+1
PV (n)(n− V ), (A.9)
where the last equality follows from (A.4). On the one hand,
BV =
n∗∑
n=0
PV (n)(V − n) ≥ (V − n∗)
n∗∑
n=0
PV (n) = AV (V − n∗). (A.10)
On the other hand,
BV =
∞∑
n=n∗+1
PV (n)(n− V ) ≥ (n∗ + 1− V )
∞∑
n=n∗+1
PV (n) = (n∗ + 1− V )(1−AV ). (A.11)
It then follows from (A.10) and (A.11) that
1− BV
n∗ + 1− V ≤ AV ≤
BV
V − n∗ , (A.12)
which in turn implies that
BV ≥ (V − n∗)(n∗ + 1− V ). (A.13)
Consider now the variance:
σ2V =
n∗−1∑
n=0
PV (n)(n− V )2 +
∞∑
n=n∗+2
PV (n)(n− V )2
+ PV (n∗)(V − n∗)2 + PV (n∗ + 1)(n∗ + 1− V )2. (A.14)
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For all n 6= n∗, n∗ + 1, (n− V )2 > |V − n|, from which it follows that
σ2V ≥
n∗−1∑
n=0
PV (n)(V − n) +
∞∑
n=n∗+2
PV (n)(n− V )
+ PV (n∗)(V − n∗)2 + PV (n∗ + 1)(n∗ + 1− V )2 (A.15)
= 2BV + (n∗ − V )(n∗ + 1− V ) [PV (n∗) + PV (n∗ + 1)] . (A.16)
The equality in the last line follows from recognizing that
∞∑
n=n∗+2
PV (n)(n− V ) =
n∗+1∑
n=0
PV (n)(V − n). (A.17)
Finally, using the inequality (A.13):
σ2V ≥ 2(V − n∗)(n∗ + 1− V ) + (n∗ − V )(n∗ + 1− V ) [PV (n∗) + PV (n∗ + 1)] (A.18)
= (V − n∗)(n∗ + 1− V ) [2− PV (n∗)− PV (n∗ + 1)] (A.19)
≥ (V − n∗)(n∗ + 1− V ), (A.20)
where the last inequality follows from the fact that PV (n∗)+PV (n∗+1) ≤ 1. This concludes
the proof of the theorem.
A.3 2D Lorentzian Lattices: Details
We wish to construct a lattice that is invariant under the action of a discrete subgroup of
the Lorentz group. We shall work in D-dimensional Minkowski space and use the metric
signature −+ + · · · . Consider D vectors ξ(d), with d ∈ {0, 1, 2, · · · , D− 1}, which generate
the lattice. In other words, any element of the lattice X can be written as
X = n(d)ξ(d), (A.21)
where n(d) are integers and the summation over d is implicit. Let Λ be an element of the
Lorentz group. We require that for all points X on the lattice, ΛX is also a point on the
lattice:
ΛX = n(d)Λξ(d) = m
(d)ξ(d), (A.22)
where m(d) are integers. We may decompose Λξ(d) in the basis of the generators:
Λξ(d) = A
(d′)
(d) ξ(d′), (A.23)
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where A
(d′)
(d) are constants which depend on Λ and ξ(d). It then follows from (A.22) that
n(d)A
(d′)
(d) = m
(d′). (A.24)
Therefore, A
(d′)
(d) must be an integer for all d and d
′ if our lattice is to be invariant under
the action of Λ. In order to compute A, we can“dot” both sides of (A.23) by ξ(d′′):
Λξ(d) · ξ(d′′) = A (d
′)
(d) ξ(d′) · ξ(d′′). (A.25)
Defining the matrices B and C as,
B
(d′)
(d) ≡ ξ(d) · ξ(d′), C (d
′)
(d) ≡ Λξ(d) · ξ(d′), (A.26)
it follows that
A = CB−1. (A.27)
Consider now the case of 1 + 1 Minkowski space, i.e. D = 2. Let ξ(0) and ξ(1) be the
timelike and spacelike generators:
ξ(0) = 
(
coshψ
sinhψ
)
, ξ(1) = δ
(
sinh θ
cosh θ
)
, (A.28)
where , δ > 0. Also, since in 1 + 1 we only have boosts to consider:
Λ =
(
coshφ sinhφ
sinhφ coshφ
)
. (A.29)
Defining the following quantities,
γ =
δ

, χ = ψ − θ, (A.30)
it follows from (A.26) that
B = 2
( −1 γ sinhχ
γ sinhχ γ2
)
, C = 2
( − coshφ γ sinh(φ+ χ)
γ sinh(χ− φ) γ2 coshφ
)
. (A.31)
Using (A.27):
A =
1
coshχ
(
cosh(φ+ χ) 1
γ
sinhφ
γ sinhφ cosh(φ− χ)
)
. (A.32)
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We need to pick φ, χ and γ so that all elements of A are integers. Let k1 − k4 be integers
and require
cosh(φ+ χ)
coshχ
= k1,
1
γ
sinhφ
coshχ
= k2, γ
sinhφ
coshχ
= k3,
cosh(φ− χ)
coshχ
= k4. (A.33)
Note that
k1, k4 > 0, sgn(k2) = sgn(k3). (A.34)
The second and third equations in (A.33) are equivalent to
γ2 =
k3
k2
,
sinh2 φ
cosh2 χ
= k2k3. (A.35)
Also, the first and fourth equations in (A.33) imply
2 coshφ = k1 + k4, 2 sinhφ tanhχ = k1 − k4. (A.36)
The first equation in (A.36) fixes φ up to a sign, using which the second equation in (A.35)
fixes χ up to a sign. Putting these together in the second equation in (A.36), we obtain
the following constraint on the integers k1 − k4:
k1k4 − k2k3 = 1. (A.37)
This equation can be satisfied for various integers, and therefore there are many Lorentzian
lattices in 1 + 1.
To summarize: find integers k1 − k4 that satisfy the conditions (i) k1, k4 > 0, (ii)
sgn(k2)=sgn(k3), (iii) k1k4 − k2k3 = 1. Then, if we let cosh(φ) = k1+k42 , γ =
√
k3/k2, and
sinh(χ) = k1−k4
2
√
k2k3
, the lattice generated by ξ(0) and ξ(1) goes to itself under the action of
Λ(φ), with ψ, θ, δ,  satisfying (A.30). Figure 2.2b shows an example of a Lorentzian lattice
with k1 = 2, k2 = k3 = k4 = 1, δ = 1, and θ = 0.
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Appendix B
Supplementary material for Chapter
3
B.1 IR Behaviour of the GCB Operators: Details
Here we will derive the equations that the constants a and {bn} should satisfy in order
for (D)ρ to have the desired IR behaviour (3.30), or equivalently (3.31), which in turn is
equivalent to
g˜(Z)
Z→0−−−→ −Z, (B.1)
where g˜(Z) is defined by
ρ−2/Dg(D)ρ (p) ≡ g˜(Z), (B.2)
as given in the right hand side of (3.26).
B.1.1 Even Dimensions
Let D = 2N + 2 where N = 0, 1, 2, . . . . Then
g˜(Z) = a+ 2(2pi)N
Lmax∑
n=0
bn
n!
CnD
∫ ∞
0
s2(N+1)n+2N+1e−CDs
D
(Z1/2s)−NKN(Z1/2s) ds. (B.3)
In order to examine the behaviour of g˜(Z) as Z → 0, we need to expand (Z1/2s)−NKN(Z1/2s)
in this regime. From the power series expansion of KN (see e.g. 10.31.1 and 10.25.2 of
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[154]), it follows that
(Z1/2s)−NKN(Z1/2s) =2N−1(Zs2)−N
N−1∑
k=0
Γ(N − k)
k!
(−Zs2/4)k (B.4a)
+
(−1)N+1
2N+1N !
ln(Z) (B.4b)
+
(−1)N
2N+1N !
[−2 ln(s/2) + ψ(1) + ψ(N + 1)] (B.4c)
+
(−1)N+1s2
2N+3(N + 1)!
Z ln(Z) (B.4d)
+
(−1)N
2N+3(N + 1)!
[−2 ln(s/2) + ψ(2) + ψ(N + 2)] s2Z (B.4e)
+O(Z2),
where ψ(n) is the digamma function. Because we need the leading behaviour of ρ−
2
D g˜(Z)
to be −Z, we have only considered terms up to this order. All the terms in (B.4a) and
(B.4b) diverge as Z → 0, forcing us to pick the bn such that none of them contribute to
g˜(Z) in the Z → 0 limit. The contribution of the term (B.4d) is also unwanted and should
be made to vanish by choosing bn appropriately. This leads us to the following series of
equations:
Lmax∑
n=0
bn
n!
CnD
∫ ∞
0
s2(N+1)n+2k+1e−CDs
D
ds = 0, k = 0, 1, . . . , N + 1. (B.5)
The integration over s can be performed (see e.g. 5.9.1 of [154]) to give us the condition
reproduced above as equation (3.32a):
Lmax∑
n=0
bn
n!
Γ(n+
k + 1
N + 1
) = 0, k = 0, 1, . . . , N + 1. (B.6)
Requiring the contribution of the constant term (B.4c) to vanish yields
a+
(−1)N+12piN
N !
Lmax∑
n=0
bn
n!
CnD
∫ ∞
0
s2(N+1)n+2N+1e−CDs
D
ln(s) ds = 0. (B.7)
We can perform the integral over s by using the formula (see e.g. 5.9.19 and 5.9.1 of [154])∫ ∞
0
sµe−as
D
ln(s) ds =
Γ(µ+1
D
)
D2a
µ+1
D
[
ψ(
µ+ 1
D
)− ln(a)
]
, (B.8)
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leading to (3.32b):
a+
2(−1)N+1piN
D2CDN !
Lmax∑
n=0
bnψ(n+ 1) = 0. (B.9)
Finally, requiring the contribution of (B.4e) to reproduce the desired −Z behaviour leads
to
Lmax∑
n=0
bn
n!
CnD
∫ ∞
0
s2(N+1)n+2N+3e−CDs
D
ln(s) ds =
2(−1)N(N + 1)!
piN
. (B.10)
Performing the integral using (B.8) furnishes (3.32c):
Lmax∑
n=0
bn
n!
Γ(n+
N + 2
N + 1
)ψ(n+
N + 2
N + 1
) =
2(−1)N(N + 1)!
piN
D2C
N+2
N+1
D . (B.11)
B.1.2 Odd Dimensions
Let D = 2N + 1 where N = 0, 1, 2, . . . . Then
g˜(Z) = a+ 2(2pi)N−1/2
Lmax∑
n=0
bn
n!
CnD
∫ ∞
0
s2(N+1)n+2Ne−CDs
D
(Z1/2s)−N+1/2KN−1/2(Z1/2s) ds.
(B.12)
From the power series expansion of KN (see 10.27.4 of and 10.25.2 of [154]), it follows that
(Z
1
2 s)−N+
1
2KN− 1
2
(Z
1
2 s) =(−1)N−12N− 32pi(Z 12 s)−2N+1
N∑
k=0
(Zs2/4)k
k!Γ(k −N + 3
2
)
(B.13a)
+
(−1)N2−N− 12pi
Γ(N + 1
2
)
(B.13b)
+
(−1)N2−N− 52pi
Γ(N + 3
2
)
s2Z (B.13c)
+O(Z3/2).
As before, we have only kept track of terms up to Z. The contributions of all the terms in
(B.13a) should be made to vanish; this leads to the equation
Lmax∑
n=0
bn
n!
CnD
∫ ∞
0
s2(N+1)n+2k+1e−CDs
D
ds = 0, k = 0, 1, . . . , N. (B.14)
150
Performing the integral over s gives us (3.33a):
Lmax∑
n=0
bn
n!
Γ(n+
2k + 2
2N + 1
) = 0, k = 0, 1, . . . , N. (B.15)
Requiring the contribution of the constant term (B.13b) to vanish yields
a+
(−1)NpiN+ 12
Γ(N + 1
2
)
Lmax∑
n=0
bn
n!
CnD
∫ ∞
0
s2(N+1)n+2Ne−CDs
D
ds = 0 , (B.16)
which is equivalent to (3.33b):
a+
(−1)NpiN+ 12
DCDΓ(N +
1
2
)
Lmax∑
n=0
bn = 0 . (B.17)
Finally, requiring the contribution of (B.13c) to reproduce the desired −Z behaviour leads
to
(−1)NpiN+ 12
4Γ(N + 3
2
)
Lmax∑
n=0
bn
n!
CnD
∫ ∞
0
s2(N+1)n+2N+2e−CDs
D
ds = −1, (B.18)
which furnishes (3.33c):
Lmax∑
n=0
bn
n!
Γ(n+
2N + 3
2N + 1
) =
(−1)N−14Γ(N + 3
2
)
piN+
1
2
DC
2N+3
2N+1
D . (B.19)
B.2 UV Behaviour of the GCB Operators: Details
Here we derive the UV behaviour of (D)ρ . We will make use of the following identity [52],
which holds for arbitrary natural number m:
Kp(Z
1
2 s)
Z
p
2
= (−1)m
(
2
s
)m
dm
dZm
{
Kp−m(Z
1
2 s)
Z
p−m
2
}
. (B.20)
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B.2.1 Even Dimensions
Let D = 2N + 2 where N = 0, 1, 2, . . . , and p = m = N in (B.20). It then follows that
Z−N/2KN(Z
1
2 s) = (−1)N
(
2
s
)N
dN
dZN
K0(Z
1
2 s). (B.21)
Substituting this in the definition of g˜(Z), as given by (B.3), produces
g˜(Z) = a+ (−1)N22N+1piN
Lmax∑
n=0
bn
n!
CnD
dN
dZN
I(D)n (Z) , (B.22)
where
I(D)n (Z) ≡
∫ ∞
0
sDn+1e−CDs
D
K0(Z
1
2 s) ds . (B.23)
It then suffices to study the behaviour of this integral as Z → ∞. It follows from 10.29.4
of [154] that
K0(Z
1
2 s) =
−1
Z
1
2 s
d
ds
(
sK1(Z
1
2 s)
)
. (B.24)
Plugging this relation in (B.23) and integrating by parts yields
I(D)n (Z) = −
1
Z
1
2
{
sDn+1e−CDs
D
K1(Z
1
2 s)
∣∣∣∞
0
−
∫ ∞
0
sK1(Z
1
2 s)
d
ds
(sDne−CDs
D
) ds
}
. (B.25)
The first term vanishes when evaluated at ∞. When evaluated at 0, it is non-zero only
when n = 0, because K1(Z
1
2 s)→ Z 12 s−1 when s→ 0. It then follows that
I(D)n (Z) =
1
Z
1
2
{
δn0
Z
1
2
+
∫ ∞
0
sK1(Z
1
2 s)
d
ds
(sDne−CDs
D
) ds
}
. (B.26)
From 10.29.3 of [154],
K1(Z
1
2 s) =
−1
Z
1
2
d
ds
K0(Z
1
2 s). (B.27)
Plugging this back into (B.26) and integrating once again by parts yields
I(D)n (Z) =
1
Z
{
δn0 +
∫ ∞
0
K0(Z
1
2 s)
d
ds
[
s
d
ds
(sDne−CDs
D
)
]
ds
}
. (B.28)
It can be shown that
lim
Z→∞
∫ ∞
0
K0(Z
1
2 s)
d
ds
[
s
d
ds
(sDne−CDs
D
)
]
ds = 0. (B.29)
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With the aid of (B.22), it then follows that for large Z,
g˜(Z) = a + 2D−1pi
D
2
−1Γ(D/2)b0 Z−
D
2 + · · · (B.30)
Notice that both these terms are real for both positive and negative Z, because D/2 is
an integer when D is even. In order to produce the sub-leading terms, one can continue
integrating by parts in (B.28). The sub-leading terms are thus also real, whence the
imaginary part of g˜(Z) must, for even D, decay faster than any power of Z for Z → ∞.
This behavior can be seen in Figures 3.2b and 3.3b.
B.2.2 Odd Dimensions
Let D = 2N + 1 where N = 0, 1, 2, . . . , and p = m− 1
2
= N − 1
2
in (B.20). It then follows
that
Z
1−2N
4 KN− 1
2
(Z
1
2 s) = (−1)N
(
2
s
)N
dN
dZN
{Z 14K− 1
2
(Z
1
2 s)}. (B.31)
From 10.39.2 of [154], we have that
K− 1
2
(Z
1
2 s) = Z−
1
4
( pi
2s
) 1
2
e−Z
1
2 s , (B.32)
whence
Z
1−2N
4 KN− 1
2
(Z
1
2 s) =
(−1)N2N− 12pi 12
sN+
1
2
dN
dZN
e−Z
1
2 s. (B.33)
Substituting this into the definition of g˜(Z), as given by (B.12), produces
g˜(Z) = a+ (−1)N22NpiN
Lmax∑
n=0
bn
n!
CnD
dN
dZN
I(D)n (Z), (B.34)
where
I(D)n (Z) ≡
∫ ∞
0
sDne−CDs
D
e−Z
1
2 s ds. (B.35)
It then suffices to study the behaviour of this integral as Z →∞:
I(D)n (Z) = −Z−
1
2
∫ ∞
0
sDne−CDs
D d
ds
e−Z
1
2 s ds
= −Z− 12
{
sDne−CDs
D−Z 12 s
∣∣∣∞
0
−
∫ ∞
0
e−Z
1
2 s d
ds
(sDne−CDs
D
)
}
= Z−
1
2
{
δn0 +
∫ ∞
0
e−Z
1
2 s d
ds
(sDne−CDs
D
)
}
. (B.36)
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Again, because
lim
Z→∞
∫ ∞
0
e−Z
1
2 s d
ds
(sDne−CDs
D
) = 0, (B.37)
we can deduce from (B.34) that
g˜(Z) = a + 2D−1pi
D
2
−1Γ(D/2)b0Z−
D
2 + · · · . (B.38)
B.3 Derivation of Equation (3.5)
From the general equations, (3.22) and (3.25), we have
ρ−1g(2)ρ (p) = a
(2) + ρ
2∑
n=0
(−1)nρn
n!
b(2)n
∂n
∂ρn
χ(p, ρ), (B.39)
where {a(2), b(2)n } are given in (3.2) and
χ(p, ρ) = 2
∫ ∞
0
se−ρs
2/2K0(
√
p · ps) ds. (B.40)
From the relation (see e.g. 8.6.6 and 8.19.1 of [154]),
eZE1(Z) = 2
∫ ∞
0
e−tK0(
√
2zt) dt, (B.41)
it follows that
χ(p, ρ) = ρ−1eZ/2E1(Z/2) , Z = ρ−1p · p. (B.42)
Furthermore, using the identities (see e.g. 8.9.14 and 8.19.12 of [154]),
d
dz
[ezEp(z)] = e
zEp(z)
(
1 +
p− 1
z
)
− 1
z
, (B.43)
pEp+1(z) + zEp(z) = e
−z, (B.44)
it can be shown that
ρ2
∂χ
∂ρ
= eZ/2E2(Z/2)− eZ/2E1(Z/2) (B.45)
ρ3
∂2χ
∂ρ2
= eZ/2E1(Z/2) [2 + Z/2]− eZ/2E2(Z/2) [3 + Z/2] . (B.46)
Equation (3.5) results from plugging these expressions back into (B.39) and using (B.44):
ρ−1g(2)ρ (p) = −ZeZ/2E2(Z/2). (B.47)
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B.4 Damping the fluctuations
In reference [145] a prescription was given to get from the causet d’Alembertian B
(2)
ρ of
(3.1) a new operator B˜
(2)
ρ, , whose fluctuations are damped, but which has the same mean
over sprinklings as B
(2)
ρ˜ with ρ˜ = ρ. Here we generalize this prescription to the class of
causet d’Alembertians B
(D)
ρ defined in (3.19). (See Sections 3.2 and 3.3 for any symbol
which is not defined in what follows.)
Given the causal set d’Alembertian,
ρ−2/D(B(D)ρ Φ)(x) = aΦ(x) +
Lmax∑
m=0
bm
∑
y∈Im
Φ(y), (B.48)
we construct as follows a new operator B˜
(D)
ρ, whose effective non-locality energy-density
scale is ρ:
ρ˜−2/D(B˜(D)ρ, Φ)(x) = aΦ(x) +
∞∑
n=0
b˜n
∑
y∈In
Φ(y), (B.49)
with
b˜n = (1− )n
Lmax∑
m=0
(
n
m
)
bm
m
(1− )m ,  = ρ˜/ρ. (B.50)
(Here, the binomial coefficient
(
n
m
)
is zero by convention for m > n.)
Let us demonstrate that the continuum limit of B˜
(D)
ρ, , which we will denote by ˜(D)ρ˜ , is
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equal to (D)ρ˜ :
ρ˜−2/D(˜(D)ρ˜ Φ)(x)− aΦ(x)
= ρ
∞∑
n=0
b˜n
n!
∫
J−(x)
e−ρV (x,y)[ρV (x, y)]nφ(y)dVy
= ρ
Lmax∑
m=0
bm
m
m!
∫
J−(x)
e−ρV (x,y)
{ ∞∑
n=m
(1− )n−m
(n−m)! [ρV (x, y)]
n
}
φ(y)dVy
= ρ˜
Lmax∑
m=0
bm
m!
∫
J−(x)
e−ρV (x,y)
{ ∞∑
n=m
(1− )n−m
(n−m)! [ρV (x, y)]
n−m
}
[ρV (x, y)]m φ(y)dVy
= ρ˜
Lmax∑
m=0
bm
m!
∫
J−(x)
e−ρV (x,y)e(1−)ρV (x,y) [ρ˜V (x, y)]m φ(y)dVy
= ρ˜
Lmax∑
m=0
bm
m!
∫
J−(x)
e−ρ˜V (x,y) [ρ˜V (x, y)]m φ(y)dVy.
= ρ˜−2/D((D)ρ˜ Φ)(x)− aΦ(x).
Of course, we have not proven here that the fluctuations of B˜
(D)
ρ˜ are actually damped.
This has been confirmed numerically for the minimal 2D and 4D operators in [145] and
[24]. It would be interesting to confirm it also for the full set of GCB operators in all
dimensions.
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Appendix C
Supplementary material for Chapter
4
C.1 Klein-Gordon Inner-Product
Here we show that the KG inner product (4.3) is independent of the Cauchy surface on
which it is evaluated, for solutions of the Klein-Gordon equation. Let M be the region
bounded by a pair of Cauchy surfaces Σt1 and Σt2 , such that Σt1 is to the causal past of
Σt2 . Let f(x) and g(x) be two complex solutions of the KG equation
(−m2)f(x) = 0, (−m2)g(x) = 0, (C.1)
which induce initial data of compact support on all Σt. Then:
0 = i
∫
M
{
f(x)(−m2)g(x)− g(−m2)f(x)} dVx (C.2)
= i
∫
M
{
f(x)∇µ∇µg(x)− g(x)∇µ∇µf(x)
}
dVx (C.3)
= i
∫
M
∇µ
(
f(x)∇µg(x)− g(x)∇µf(x)) dVx (C.4)
= i
∫
∂M
(
f(x)kµ∇µg(x)− g(x)kµ∇µf(x)
)
dS, (C.5)
where dVx =
√−gdDx and in arriving at the last equality we have used Stoke’s theorem.
Here kµ is the unit normal to the boundary ∂M and dS is the induced volume element on
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∂M. Because f and g induce initial data of compact support on all equal-time spatial slices
Σt (by definition), there is no contribution to (C.5) from timelike boundaries. Therefore,
the only non-vanishing contributions to (C.5) are the integrals over Σt1 and Σt2 . Recall
that nµ appearing in (4.3) is the future-pointing unit normal to Σt, therefore n
µ|Σt1 = kµ|Σt1
and nµ|Σt2 = −kµ|Σt2 . It then follows that
0 = i
∫
∂M
(
fkµ∇µg − gkµ∇µf
)
dS (C.6)
= i
∫
Σt1
(
fnµ∇µg − gnµ∇µf
)
dΣt1 − i
∫
Σt2
(
fnµ∇µg − gnµ∇µf
)
dΣt2 , (C.7)
or equivalently
i
∫
Σt1
(
fnµ∇µg − gnµ∇µf
)
dΣt1 = i
∫
Σt2
(
fnµ∇µg − gnµ∇µf
)
dΣt2 . (C.8)
C.2 Commutation Relations
Here we show that the Peierls form of the commutation relations is equivalent to the more
usually quoted canonical equal-time commutation relations. We consider a D = d + 1-
dimensional globally hyperbolic spacetime (M, gµν), use the metric signature −+ + + · · · ,
and set ~ = c = 1.
The retarded and advanced Green’s functions GR,A(x, y) are solutions to
(x −m2)GR,A(x, y) = 1√−g δ
(D)(x− y), (C.9)
where by definition GR(x, y) = 0 unless x  y (meaning that x is inside or on the future
light cone of y) and GA(x, y) = 0 unless y  x. The Peierls form of the commutation
relations is then
[φ̂(x), φ̂(y)] = i∆(x, y), (C.10)
where ∆(x, y) is the Pauli-Jordan function, defined as the difference between the retarded
and advanced Green’s functions:
∆(x, y) := GR(x, y)−GA(x, y). (C.11)
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To state the canonical commutation relations, we start with the classical action func-
tional for the real scalar field φ(x):
S =
∫
L(φ, ∂µφ)dDx, L = −1
2
√−g (gµν∂µφ∂νφ+m2φ2) . (C.12)
The conjugate momentum Π(x) is given by
Π(x) =
∂L
∂ (∂0φ)
= −√−gg0µ∂µφ. (C.13)
The equal-time commutation relations then read
[φ̂(x0,x), Π̂(x0,y)] = iδ(d)(x− y), (C.14)
[φ̂(x0,x), φ̂(x0,y)] = 0. (C.15)
It is easy to see that (C.15) is a direct consequence of (C.10): GR(x, y) and GA(x, y) vanish,
by definition, when x and y are spacelike. It then follows that ∆(x, y), and consequently
[φ̂(x), φ̂(y)], vanish when x and y are spacelike. Therefore, all that is left to prove is that
(C.14) also follows from (C.10).
To do so, let us start by noting that
GR(x, y) = θ(x
0 − y0)∆(x, y), (C.16)
where θ is the Heaviside function. Then:
(x −m2)
(
θ(x0 − y0)[φ̂(x), φ̂(y)]
)
= i(x −m2)
(
θ(x0 − y0)∆(x, y)) (C.17)
= i(x −m2)GR(x, y) (C.18)
= i
δ(D)(x− y)√−g(y) , (C.19)
where the first, second, and third equalities follow from (C.10), (C.16), and (C.9), respec-
tively. Smearing the above equality with a suitable test function f over M :∫
M
(x −m2)
(
θ(x0 − y0)[φ̂(x), φ̂(y)]
)
f(y)
√
−g(y)dDy = if(x). (C.20)
It will be shown in what follows that∫
M
(x −m2)
(
θ(x0 − y0)[φ̂(x), φ̂(y)]
)
f(y)
√
−g(y)dDy
=
∫
[φ̂(x0,x), Π̂(x0,y)]f(x0,y)
√
−g(x0,y)
−g(x0,x)d
dy. (C.21)
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which when combined with (C.20), implies the commutation relation (C.14) as desired.
It then remains to prove (C.21). Using the definition of the d’Alembertian x =
1√
−g(x)
∂
∂xµ
(√−g(x)gµν(x) ∂
∂xν
)
, it may be verified that
(x −m2)
(
θ(x0 − y0)[φ̂(x), φ̂(y)]
)
= θ(x0 − y0)[(x −m2)φ̂(x), φ̂(y)] (C.22)
+ gµ0(x)[
∂
∂xµ
φ̂(x), φ̂(y)]δ(x0 − y0) (C.23)
+
1√−g(x) ∂∂xµ
(√
−g(x)gµ0(x)δ(x0 − y0)[φ̂(x), φ̂(y)]
)
.
(C.24)
The term (C.22) vanishes identically because the quantum field satisfies the Klein-Gordon
equation: (x −m2)φ̂(x) = 0. Smearing (C.23) with a test function f :∫
M
gµ0(x)[
∂
∂xν
φ̂(x), φ̂(y)]δ(x0 − y0)f(y)
√
−g(y)dDy (C.25)
=
∫
gµ0(x)[
∂
∂xν
φ̂(x), φ̂(x0,y)]f(x0,y)
√
−g(x0,y)ddy (C.26)
=
∫
[φ̂(x0,y), Π̂(x0,x)]f(x0,y)
√−g(x0,y)√−g(x0,x)ddy, (C.27)
where the first equality follows from performing the integration over y0, and the second
equality from (C.13). Smearing (C.24) with a test function f :∫
M
1√−g(x) ∂∂xµ
(√
−g(x)gµ0(x)δ(x0 − y0)[φ̂(x), φ̂(y)]
)
f(y)
√
−g(y)dDy (C.28)
=
1√−g(x) ∂∂xµ
(√
−g(x)gµ0(x)
∫
δ(x0 − y0)[φ̂(x), φ̂(y)]f(y)
√
−g(y)dDy
)
(C.29)
=
1√−g(x) ∂∂xµ
(√
−g(x)gµ0(x)
∫
[φ̂(x0,x), φ̂(x0,y)]f(x0,y)
√
−g(x0,y)ddy
)
(C.30)
=0, (C.31)
where the third equality follows from performing the integration over y0, and the last
equality from (C.15). At last, (C.21) follows from putting (C.27) and (C.31) together,
which, as explained above, is sufficient to prove the equivalence of the Peierls form of the
commutation relations with the canonical equal-time commutation relations.
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C.3 Equation (4.13) as an equality between distribu-
tions
Here we show that the right and left hand sides of (4.13) are equal if they are integrated
against a smooth test function of compact support. To do so, we start by proving a useful
theorem. Let (M, gµν) be a globally hyperbolic spacetime which admits a foliation by
Cauchy surfaces Σt labelled by a time coordinate t. Also, let C
∞
0 (M) be the space of all
real and smooth functions of compact support on M .
Theorem 4. 1 For all f ∈ C∞0 (M) and solutions φ of the Klein-Gordon equation (i.e. all
φ which satisfy (−m2)φ = 0):2
(φ, i∆f)KG = 〈φ, f〉. (C.32)
Proof. Let M be the region bounded by a pair of Cauchy surfaces Σt1 and Σt2 , such that
Σt1 is to the causal past of Σt2 and f(x) = 0 for all x /∈ M. Also, let (GR,Af)(x) denote
the retarded and advanced solutions of the Klein-Gordon equation with source f :
(GR,Af)(x) =
∫
M
GR,A(x, y)f(y)dVy, (C.33)
where dVy =
√−g(y)dDy. It follows from (4.2) that
(−m2)(GR,Af)(x) = f(x). (C.34)
The corresponding integral operator to ∆(x, y) is defined similarly:
(∆f)(x) =
∫
M
∆(x, y)f(y)dVy (C.35)
= (GRf)(x)− (GAf)(x), (C.36)
1This is a generalization of Lemma 3.2.1 of [158].
2 See (4.3) and (4.25) for the definition of the KG inner product (·, ·)KG and the L2 inner product 〈·, ·〉.
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where the last line follows from the definition of ∆(x, y) (see (4.6)). Then:
〈φ, f〉 =
∫
M
φ(x)f(x) dVx =
∫
M
φ(x)f(x) dVx
=
∫
M
φ(x)(∇µ∇µ −m2)(GAf)(x) dV
=
∫
M
{∇µ [φ(x)∇µ(GAf)(x)]−∇µ(GAf)(x)∇µφ(x)−m2φ(x)(GAf)(x)} dVx
=
∫
M
{∇µ [φ(x)∇µ(GAf)(x)− (GAf)(x)∇µφ(x)]+ (GAf)(x)(−m2)φ(x)} dVx
=
∫
∂M
{φ(x)nµ∇µ(GAf)(x)− (GAf)(x)nµ∇µφ(x)} dS, (C.37)
where in arriving at the last equality we have used Stoke’s theorem, as well as the fact
that φ satisfies the KG equation. Here nµ is the unit normal to the boundary ∂M and
dS is the induced volume element on ∂M. Because GAf induces initial data of compact
support on all equal-time spatial slices Σt, there is no contribution to (C.37) from timelike
boundaries. Also, since GAf vanishes outside of the causal past of the support of f :
GAf |Σt2 = 0. Therefore, the only non-vanishing contribution to (C.37) is the integral over
Σt1 . Because GRf vanishes outside of the causal future of the support of f , it follows that
∆f |Σt1 = GRf |Σt1 −GAf |Σt1 = −GAf |Σt1 . Putting these facts together:
〈φ, f〉 =
∫
∂M
{φ(x)nµ∇µ(GAf)(x)− (GAf)(x)nµ∇µφ(x)} dS
=
∫
Σt1
{φ(x)nµ∇µ(GAf)(x)− (GAf)(x)nµ∇µφ(x)} dΣt1
= i
∫
Σt1
{φ(x)nµ∇µ(−iGAf)(x)− (−iGAf)(x)nµ∇µφ(x)} dΣt1
= i
∫
Σt1
{φ(x)nµ∇µ(i∆f)(x)− (i∆f)(x)nµ∇µφ(x)} dΣt1
= (φ, i∆f)KG,
(C.38)
which concludes the proof.
We are now in a position to show that (4.13) is an equality between distributions. It
follows from (4.7) that for any f ∈ C∞0 (M)
(−m2)(∆f)(x) = 0. (C.39)
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Since ∆f is a solution of the KG equation, we can expand it out in terms of {uk} and
{uk}:
i∆f(x) =
∑
k
αkuk(x) + βkuk(x), (C.40)
where αk’s and βk’s are constants. It may be verified using the orthonormality conditions
(4.9) that
αk = (uk, i∆f)KG, βk = −(uk, i∆f)KG. (C.41)
Then,
i∆f(x) =
∑
k
(uk, i∆f)KGuk(x)− (uk, i∆f)KGuk(x)
=
∑
k
〈uk, f〉uk(x)− 〈uk, f〉uk(x)
=
∫
M
[∑
k
uk(x)uk(y)− uk(x)uk(y)
]
f(y) dVy,
(C.42)
where in arriving at the second line we have used (C.32).
C.4 Proof of GR(x, y) = GA(y, x)
Let M be the region bounded by a pair of Cauchy surfaces, one to the future of both x
and z, the other to their past. Then
GR(x, y)−GA(y, x) =
∫
M
{
GR(z, y)δ
4(z − x)−GA(z, x)δ4(z − y)
}
d4z
=
∫
M
{
GR(z, y)(z −m2)GA(z, x)−GA(z, x)(z −m2)GR(z, y)
}
dVz
=
∫
M
{
GR(z, y)zGA(z, x)−GA(z, x)zGR(z, y)
}
dVz
=
∫
M
∇zµ
{
GR(z, y)∇µzGA(z, x)−GA(z, x)∇µzGR(z, y)
}
dVz
=
∫
∂M
{
GR(z, y)n
µ(z)∇zµGA(z, x)−GA(z, x)nµ(z)∇zµGR(z, y)
}
dSz = 0,
where dVz =
√−g(z) d4z, and a super- or subscript of z on  or ∇ reminds us that
the derivatives are being taken with respect to the variable z. In the last line, we have
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used Stoke’s theorem to recast the spacetime volume of the total divergence in terms
of an integral over the boundary ∂M , whose unit normal and induced volume element
are denoted by nµ and dS, respectively. Let us now explain why the last expression is
identically zero. By definition, it is only when z is in the causal future of y and the causal
past of x where this expression could be nonzero. However, because z is being evaluated
at the boundary this is never possible in a globally hyperbolic spacetime.
C.5 When is i∆ self-adjoint?
Here, we will show that i∆ is self-adjoint for a bounded region of 3 + 1 dimensional
Minkowski (M4) space, and will argue that this conclusion should continue to hold in all
curved spacetimes. The retarded Green’s function in M4 takes the form
GR(t,x; t
′,x′) = − 1
2pi
θ(t− t′)δ((t− t′)2 − |x− x′|2)
+
m
4pi
θ(t− t′)θ((t− t′)2 − |x− x′|2)J1(m
√
(t− t′)2 − |x− x′|2)√
(t− t′)2 − |x− x′|2 ,
(C.43)
where J1 is the Bessel function of the first kind and m is the mass of the scalar field. By
definition, GR(t,x; t
′,x′) satisfies
(−∂2t +∇2x −m2)GR(t,x; t′,x′) = δ(t− t′)δ(3)(x− x′). (C.44)
Consider a spacetime box t,x ∈ [−L,L] about the origin in M4. We shall denote this
region by L4. The action of i∆ on a function f(x) in L4 is given by
(i∆f)(t,x) = i(GRf)(t,x)− i(GAf)(t,x), (C.45)
where
(GRf)(t,x) =
∫
L4
GR(t,x; t
′,x′)f(t′,x′) dt′ d3x′, (C.46)
(GAf)(t,x) =
∫
L4
GR(t
′,x′; t,x)f(t′,x′) dt′ d3x′. (C.47)
We will now show that i∆ is a bounded operator on the space L2(L4) of all square
integrable functions in L4. In other words, we will prove there exists N > 0 such that
||i∆f || ≤ N ||f || ∀ f ∈ L2(L4), (C.48)
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where || · || denotes the L2(L4) norm.3 If i∆ is bounded on L2(L3), it would mean that
it is Hermitian (or symmetric) on all of L2(L3). This then implies, using standard results
from functional analysis, that i∆ is self-adjoint [129].
Before delving into the details of the proof, let us make the following definitions:
G
(0)
R (t,x; t
′,x′) = − 1
2pi
θ(t− t′)δ((t− t′)2 − |x− x′|2), (C.50)
G
(m)
R (t,x; t
′,x′) =
m
4pi
θ(t− t′)θ((t− t′)2 − |x− x′|2)J1(m
√
(t− t′)2 − |x− x′|2)√
(t− t′)2 − |x− x′|2 , (C.51)
so that
GR(t,x; t
′,x′) = G(0)R (t,x; t
′,x′) +G(m)R (t,x; t
′,x′), (C.52)
or equivalently (for all f ∈ L2(L4))
(GRf)(t,x) = (G
(0)
R f)(t,x) + (G
(m)
R f)(t,x). (C.53)
We start by noting that it suffices to show GR and GA are bounded on L
2(L4), because by
the triangular inequality:
||i∆f || = ||iGRf − iGAf || ≤ ||GRf ||+ ||GAf ||. (C.54)
It follows from |J1(x)|/x ≤ 1/2 (see e.g. 10.14.4 of [154]) that
|G(m)R (t,x; t′,x′)| ≤
m2
8pi
, (C.55)
which in turn implies
|(G(m)R f)(t,x)|2 =
∣∣∣∣∫
L4
G
(m)
R (t,x; t
′,x′)f(t′,x′) dt′ d3x′
∣∣∣∣2
≤
{∫
L4
|G(m)R (t,x; t′,x′)|2 dt′ d3x′
}
×
{∫
L4
|f(t′,x′)|2 dt′ d3x′
}
≤
(
m2
8pi
)2
(2L)4||f ||2 =
(
m2L2
2pi
)2
||f ||2, (C.56)
3 The L2 inner product 〈·, ·〉 and norm || · || on L4 are defined as usual:
〈f, g〉 =
∫
L4
f¯(t,x)g(t,x) dtd3x, ||f || =
√
〈f, f〉. (C.49)
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where in the second line we have used the Cauchy-Schwarz inequality and the last line
follows from (C.55). Furthermore:
||G(m)R f ||2 =
∫
L4
|(G(m)R f)(t,x)|2 dt d3x (C.57)
≤ (2L)4
(
m2L2
2pi
)2
||f ||2 =
(
2m2L4
pi
)2
||f ||2, (C.58)
or equivalently
||G(m)R f || ≤
2m2L4
pi
||f ||. (C.59)
Let us now turn our attention to G
(0)
R f . It can be checked that:
(G
(0)
R f)(t,x) = −
1
4pi
∫
L3
f(t− |x− x′|,x′)
|x− x′| θ(t− |x− x
′|+ L) d3x′. (C.60)
Using the Cauchy-Schwarz inequality:
|(G(0)R f)(t,x)|2 ≤
1
16pi2
{∫
L3
d3x′
|x− x′|2
}
× (C.61){∫
L3
|f(t− |x− x′|,x′)|2θ(t− |x− x′|+ L) d3x′
}
. (C.62)
Also ∫
L3
d3x′
|x− x′|2 =
∫ L
−L
dx′1
∫ L
−L
dx′2
∫ L
−L
dx′3
1∑3
i=1(x
′
i − xi)2
=
∫ L−x1
−L−x1
dy1
∫ L−x2
−L−x2
dy2
∫ L−x3
−L−x3
dy3
1∑3
i=1 y
2
i
≤
∫
(2L)3
d3y
|y|2
≤
∫
S3(2
√
3L)
d3y
|y|2 =
∫ 2√3L
0
4pi|y|2
|y|2 d|y| = 8
√
3piL,
(C.63)
where (2L)3 is the spatial box around the origin whose sides are 4L long, and S3(2
√
3L) is
a solid sphere with radius 2
√
3L. In the second line we have changed integration variables
to y = x′−x, and the last inequality is true because S3(2√3L) contains (2L)3. Therefore:∣∣∣(G(0)R f)(t,x)∣∣∣2 ≤ √3L2pi
∫
L3
|f(t− |x− x′|,x′)|2 θ(t− |x− x′|+ L) d3x′. (C.64)
166
It then follows that
||G(0)R f ||2 =
∫
L3
d3x
∫ L
−L
dt
∣∣∣(G(0)R f)(t,x)∣∣∣2
≤
√
3L
2pi
∫
L3
d3x
∫ L
−L
dt
∫
L3
d3x′ |f(t− |x− x′|,x′)|2 θ(t− |x− x′|+ L)
=
√
3L
2pi
∫
L3
d3x
∫
L3
d3x′
∫ L
−L
dt |f(t− |x− x′|,x′)|2 θ(t− |x− x′|+ L)
=
√
3L
2pi
∫
L3
d3x
∫
L3
d3x′
∫ L−|x−x′|
−L
dt′ |f(t′,x′)|2
≤
√
3L
2pi
∫
xf
d3x
∫
L3
d3x′
∫ L
−L
dt′ |f(t′,x′)|2
=
√
3L
2pi
(2L)3||f ||2 = 4
√
3L4
pi
||f ||2,
(C.65)
where in the fourth line we have changed integration variables to t′ = t − |x − x′|. In
summary:
||G(0)R f || ≤
(
48
pi2
)1/4
L2||f ||. (C.66)
Putting together (C.66), (C.66), and using the triangular inequality:
||GRf || = ||G(0)R f +G(m)R f || ≤ ||G(0)R f ||+ ||G(m)R f ||
≤ 2m
2L4
pi
||f ||+
(
48
pi2
)1/4
L2||f || =
[
2
pi
(mL)2 +
(
48
pi2
)1/4]
L2||f ||. (C.67)
A similar analysis for the advanced solution GAf results in the same bound. Finally, using
(C.54), we arrive at
||i∆f || ≤ 2
[
2
pi
(mL)2 +
(
48
pi2
)1/4]
L2||f ||. (C.68)
It should be clear that the boundedness of i∆ has everything to do with the singularity
structure of i∆(x, y) (once we restrict ourselves to bounded spacetimes). It is not terri-
bly unrealistic to assume that this singularity structure remains (more or less) the same
in curved spacetimes. This is certainly true in the coincidence limit, if the equivalence
principle is respected. Based on these arguments, we assume in this chapter that i∆ is a
self-adjoint operator on L2(M), for all bounded globally-hyperbolic spacetimes M .
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C.6 Degeneracy of the Spectrum of i∆
There are often (infinitely) many linearly independent eigenfunctions of i∆ which have
the same eigenvalue. In the subspace spanned by all eigenfunctions which share the same
eigenvalue, there is no unique orthonormal basis. We had glossed over this issue when
introducing the SJ formalism. Here we show that the positive part of i∆(x, y), as defined
in Section 4.3.1, is insensitive to this choice.
Let {λa} denote the set of all positive eigenvalues of i∆, with the corresponding set
of orthonormal eigenvectors {u+a,b(x)} (now accounting also for any degeneracy, with the
subscript b):
i∆u+a,b = λau
+
a,b, 〈u+a,b, u+a′,b′〉 = δaa′δbb′ . (C.69)
The SJ formalism then defines the two-point function in the SJ state to be the positive
part of i∆(x, y) as follows:
WSJ(x, y) :=
∑
a
λa
∑
b
u+a,b(x)u
+
a,b(y). (C.70)
Consider now the set of functions {v+a,b(x)} defined by:
v+a,b(x) =
∑
b′
αbb′u
+
a,b′(x). (C.71)
It can be easily shown that {v+a,b(x)} also form an orthonormal set of eigenfunctions of i∆:
i∆v+a,b = λav
+
a,b, 〈v+a,b, v+a′,b′〉 = δaa′δbb′ , (C.72)
if and only if ∑
c
αbcαb′c = δbb′ , (C.73)
or in matrix language
αα† = 1. (C.74)
Defining the SJ two-point function using {v+a,b(x)}, as opposed to {u+a,b(x)}, leads to the
exact the same answer, because:∑
b
v+a,b(x)v
+
a,b(y) =
∑
c,c′
u+a,c(x)u
+
a,c′(y)
∑
b
αbc′αbc (C.75)
=
∑
c,c′
u+a,c(x)u
+
a,c′(y)[α
†α]c′c (C.76)
=
∑
c
u+a,c(x)u
+
a,c(y). (C.77)
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C.7 The SJ Vacuum and the Simple Harmonic Oscil-
lator
This simple example illustrates the technical difficulties one faces when diagonalizing i∆,
and how they can be resolved. Consider a simple harmonic oscillator with unit mass and
frequency ω, whose position q(t) satisfies ( d
2
dt2
+ ω2)q(t) = 0. The associated retarded
Green’s function satisfies ( d
2
dt2
+ω2)GR(t, t
′) = −δ(t− t′), with GR(t, t′) = 0 for t < t′. The
solution to this equation is GR(t, t
′) = −θ(t− t′) sin[ω(t−t′)]
ω
, which in turn gives
∆(t, t′) = GR(t, t′)−GR(t′, t) = −sin[ω(t− t
′)]
ω
. (C.78)
Equivalently:
i∆(t, t′) =
1
2ω
[
e−iω(t−t
′) − eiω(t−t′)]. (C.79)
Taking t ∈ (−∞,∞), it may be verified that, formally,
i∆e±iωt =
∫ ∞
−∞
i∆(t, t′)e±iωt
′
dt′ =
∓piδ(0)
ω
e±iωt. (C.80)
Keeping the δ(0)’s around, we see that u∓(t) = e
±iωt√
2piδ(0)
are orthonormal eigenfunctions of
i∆ with eigenvalues λ± = ±piδ(0)ω . According to our prescription, the resulting SJ mode-
function is uSJ(t) =
√
λ+u
+(t) = e
−iωt√
2ω
, which is completely well defined and agrees with
the ground state of the harmonic oscillator, i.e. the state |SJ > annihilated by â operator
expansion q̂(t) = uSJ(t)â + u¯SJ(t)â† is ithe minimum energy state of the Hamiltonian.
Therefore, the infinities appearing in the spectrum of i∆ end up being harmless. In other
words, this example seems to suggest that the SJ vacuum state should not depend on how
δ(0) is regularized.
One regularization scheme, for example, is to first restrict the time interval to t ∈ I =
[−T, T ]. The L2(I) inner product and the action of i∆ are now defined (for all functions
f(t) and g(t)) as
(i∆f)(t) =
∫ T
−T
i∆(t, t′)f(t′) dt′, 〈f, g〉 =
∫ T
−T
f¯(t)g(t) dt. (C.81)
We can now diagonalize i∆ and then take the limit T → ∞ once the spectrum of i∆
has been computed. To do so, let u(t) = e
−iωt√
2ω
so that i∆(t, t′) = u(t)u¯(t′) − u(t)u¯(t′). It
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can then be confirmed that i∆ has two orthonormal eigenfunctions u+(t) and u¯+(t), with
corresponding eigenvalues λ > 0 and −λ:
uSJ(t) =
√
λu+(t) = Au(t) +Bu¯(t), (C.82)
where
A = cosh(α), B = sinh(α)eiβ, α =
1
2
tanh−1 |r|, (C.83)
β = arg(r) + pi, r =
〈u¯, u〉
〈u, u〉 , λ =
√
〈u, u〉2 − |〈u, u¯〉|2. (C.84)
All quantities above are now completely well-defined, since the inner products are finite.
In the limit T →∞, the ratio |<u,u¯>|2
<u,u>2
→ 0 and we recover uSJ(t) = e−iωt√
2ω
.
C.8 Geometry of de Sitter Space
De Sitter space is the maximally symmetric spacetime of constant positive curvature (a
comprehensive review of de Sitter geometry can be found in [136]). We denote de Sitter
space in D = d+ 1 dimensions by dSD. It can be viewed as the hyperboloid
X ·X = +`2 (C.85)
in an embedding D+1 dimensional Minkowski space MD+1 with Cartesian coordinates Xa
(a = 0, 1, . . . , D) and a Lorentzian metric ηab = diag(−1, 1, . . . , 1) that defines the product
X ·Y = ηabXaY b. The de Sitter metric gµν (µ = 0, . . . , D− 1) is induced by the restriction
of ηab onto the hyperboloid.
The geodesic distance between two points p, q ∈ dSD takes a particularly simple form
in terms of the product between the embedding coordinates, which we denote by
Z(p, q) := `−2X(p) ·X(q). (C.86)
In terms of Z, the geodesic distance is
d(p, q) :=
∫ λf
λi
√
gµν
dxµ
dλ
dxν
dλ
dλ = ` cos−1 Z(p, q), (C.87)
where λ parametrises the geodesic xµ(λ), and p and q have coordinates xµ(λi) and x
µ(λf ),
respectively. For points that can be joined by a geodesic, the range of Z is −1 ≤ Z <∞,
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where Z > 1, Z = 1 and −1 ≤ Z < 1 correspond to timelike, null, and spacelike separa-
tions, respectively.
One of the symmetries of de Sitter space that will be relevant below is the antipodal
map A : p → pA, which sends a point p ∈ dSD to its “antipode”, denoted by pA. In
embedding coordinates, A takes the simple form of a reflection about the origin of MD+1:
Xa(pA) = −Xa(p). (C.88)
It is clear from the invariance of (C.85) under A that p ∈ dSD ⇐⇒ pA ∈ dSD. Note also
that Z(p, q) and d(p, q) are invariant under the action of A.
We will consider two coordinate charts on de Sitter space: closed global coordinates,
which cover the entire de Sitter manifold defined by (C.85), and cosmological coordinates,
which cover only the half space X0 + X1 > 0, known as the (expanding) Poincare´ patch
(the contracting Poincare´ patch corresponds to the other half X0 + X1 < 0). We will
denote the Poincare´ patch by dSDP . It is highlighted in Figure C.1 and corresponds to
the causal future of an observer at the north pole of the d-Sphere (Sd) at past timelike
infinity (the bottom left corner of the Penrose diagram). De Sitter space, as well as its
upper and lower half spaces, constitute globally hyperbolic manifolds in their own right,
but neither admits a global timelike Killing vector field [147] that would serve to define a
unique “minimum energy” state.
C.8.1 Global patch of de Sitter (dSD)
The global chart is given by the coordinates xµG = (t, θ
1, . . . , θd) defined by
X0 = ` sinh(t/`)
X i = ` cosh(t/`)ωi 1 ≤ i ≤ D, (C.89)
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Figure C.1: The Penrose diagram of de Sitter space. The shaded area represents the
(expanding) Poincare´ patch. Dotted lines are surfaces of constant t (d-spheres), dashed
lines are surfaces of constant η (d-planes).
where θi are the standard hyperspherical coordinates on Sd and ωi are given by
ω1 = cos(θ1)
ω2 = sin(θ1) cos(θ2)
ω3 = sin(θ1) sin(θ2) cos(θ3)
...
ωD−1 = sin(θ1) . . . sin(θd−1) cos(θd)
ωD = sin(θ1) . . . sin(θd−1) sin(θd).
(C.90)
These coordinates range over the values
t ∈ (−∞,∞), θ1, . . . , θd−1 ∈ [0, pi], θd ∈ [0, 2pi). (C.91)
The metric in global coordinates takes the form
ds2 = −dt2 + `2 cosh2(t/`) dΩ2d, (C.92)
where dΩ2d is the line element on S
d. The antipode of a point p with coordinates xµG(p) =
(t, θ1, θ2, . . . , θd) has coordinates xµG(p
A) = (−t, pi − θ1, pi − θ2, . . . , pi − θd−1, θd ± pi), where
the + and − are for 0 ≤ θd < pi and pi ≤ θd < 2pi, respectively.
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C.8.2 Cosmological/Poincare´ patch of de Sitter (dSDP )
The cosmological chart is defined by the coordinates xµP = (η,x) where x ∈ Rd and
X0 =
−1
2η
(
`2 − η2 + x2)
X1 =
−1
2η
(
`2 + η2 − x2)
X i =
−1
η
xi−1 2 ≤ i ≤ D,
(C.93)
with x2 =
∑d
i=1(x
i)2. The range of the (conformal) time coordinate is η ∈ (−∞, 0), i.e. we
work in the convention where time flows in the positive η-direction. The spatial coordinates
range over the whole real line. The line element is then given by
ds2 =
`2
η2
[
−dη2 +
d∑
i=1
dx2i
]
, (C.94)
which corresponds to an exponentially expanding Friedmann-Lemaˆıtre-Robertson-Walker
universe with flat spatial sections.
The antipodal map A is not defined on dSDP : if q is a point on the Poincare´ patch, its
antipode qA is not a point on the Poincare´ patch, since the antipodal map in cosmological
coordinates takes the form xµP (q) = (η,x) =⇒ xµP (qA) = (−η,x), and η is only defined
on the negative real line. Bearing this in mind, we shall still use the notation xAP on
cosmological coordinates to mean “switch the sign of η” in xP .
C.9 Vacuum states on de Sitter space
Here we review the so-called Euclidean or Bunch-Davies (BD) vacuum state for a massive
free scalar field on de Sitter space. The Euclidean/BD state belongs to a two-real-parameter
family of de Sitter-invariant vacuum states, known as the Mottola-Allen or α-vacua. We
review below how these states are constructed and how they are related to each other.
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C.9.1 Bunch-Davies modes on dSDP
In cosmological coordinates, the de Sitter metric is given by (C.94). Consider the mode
functions
uk(η,x) =
eik·x
(2pi)d/2
χk(η), χk(η) = Nk(−η)d/2ψk(η), (C.95)
where Nk is a normalisation constant and k := |k|. These modes satisfy the Klein-Gordon
equation if ψk(η) satisfies Bessel’s differential equation:
z2
d2ψk
dz2
+ z
dψk
dz
+ (z2 − ν2)ψk = 0, (C.96)
where
z = −kη, ν2 = d
2
4
−m2`2. (C.97)
The BD positive-frequency modes are taken to be ψBDk (η) = H
(1)
ν (−kη), where H(1)ν is the
Hankel function of the first kind. In order to fix the normalisation Nk, we use the fact that
these modes should be orthonormal with respect to the Klein-Gordon inner-product:
(uBDk , u
BD
q ) = −(uBDk , uBDq ) = δ(d)(k− q), (uBDk , uBDq ) = 0. (C.98)
These conditions require the norm of Nk to be |Nk| =
√
pi
4
`
−d+1
2 e−piIm(ν)/2, while leaving
its phase unconstrained.4 We choose the phase of Nk such that the mode functions satisfy
the property uk(xP ) = u−k(xAP ), where x
A
P is the antipode of xP . The function χk(η) has
4 To derive this, note that in this foliation n0 = −ηl , n
i = 0, and dΣ =
(
−`
η
)d
ddx. (See (4.3) for the
definition of these quantities). Then
(uBDk , u
BD
q ) = i
∫
ei(q−k)·x
(2pi)d
(−`
η
)d−1 [
χk∂ηχq − χq∂ηχk
]
= i|Nk|2`d−1
∫
ei(q−k)·x
(2pi)d
(−η)
[
H
(1)
ν (−kη)∂ηH(1)ν (−qη)−H(1)ν (−qη)∂ηH
(1)
ν (−kη)
]
.
Since this inner product is conserved with time, it suffices to evaluate it for η → −∞, where the Hankel
function has the simple asymptotic form Hν(−kη) →
√
−2
pikη e
−i(kη+piν2 +pi4 ) (see 10.2.5 of [154]). Plugging
this back into the above expression, we find
(uBDk , u
BD
q ) = `
d−1 4
pi
epiIm(ν)|Nk|2δ(d)(k− q). (C.99)
The desired result now follows by requiring (C.98).
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a branch cut that can be taken to be the negative real axis, so the more precise statement
is that we require
uk(η,x) = u−k(−η − i,x). (C.100)
When ν is either purely real or imaginary, H
(1)
ν (x) = −eipiRe(ν)H(1)ν (−x+ i) for real x > 0
and small positive . 5 Using this fact, we find that (C.100) will be satisfied if the phase
of Nk is eipi(
Re(ν)
2
− d+2
4 ) and so
Nk = |Nk|eipi(
Re(ν)
2
+ d
4) =
√
pi
4
`
−d+1
2 eipi(
ν
2
− d+2
4 ). (C.101)
Collecting our results, the positive-frequency modes that define the BD vacuum |BD〉 take
the form
uBDk (η,x) =
eik·x
(2pi)d/2
χk(η), χk(η) =
√
pi`
4
eipi(
ν
2
− d+2
4 )
(−η
`
)d/2
H(1)ν (−kη). (C.102)
It may also be verified that these modes minimise the Hamiltonian on the spatial slice
at η → −∞.
C.9.2 Euclidean modes on dSD
Our introduction of the Euclidean modes will follow that of [36], with some relevant addi-
tional details spelt out. In global coordinates, the de Sitter metric is given by (C.92). Since
the spatial sections are d-spheres, it is natural to introduce spherical harmonics YLj(Ω),
which are a complete and orthonormal eigenbasis of the Laplacian ∇2
Sd
on Sd:
∇2SdYLj = −L(L+ d− 1)YLj, (C.103)∑
Lj
YLj(Ω)Y Lj(Ω
′) = δ(d)(Ω,Ω′),
∫
YLj(Ω)Y Lj(Ω)dΩ = δLL′δjj′ . (C.104)
Here L ∈ {0, 1, 2, . . . } and j is a collective index for j1, j2, . . . , jd−1, which run over values
|jd−1| ≤ jd−2 ≤ · · · ≤ j1 ≤ L. We work with a particular choice of harmonics YLj(Ω) (see
[36]), which enjoy the useful property
Y Lj(Ω) = (−1)LYLj(Ω) = YLj(ΩA), (C.105)
5 It follows from 10.11.9 and 10.11.5 of [154] that H
(1)
ν (−z) = −e−ipiνH(1)ν (z). Letting z = x − i, we
find H
(1)
ν (x) = −e−ipiνH(1)ν (−x+ i). For real ν, the desired relation follows. For purely imaginary ν, we
get the same result by using H
(1)
−ν (z) = e
ipiνH
(1)
ν (z) (10.4.6 of [154]).
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where ΩA is the antipodal point to Ω on Sd. Consider the modefunctions
uLj(t,Ω) = yL(t)YLj(Ω), yL(t) = e
(a+ν)t/` coshL(t/`)vL(t), (C.106)
where ν is given by (C.97) and
a = L+ d/2. (C.107)
These modes satisfy the Klein-Gordon equation if vL(t) is a solution to the hypergeometric
differential equation
z(1− z)d
2vL
dz2
+ [c− (a+ b+ 1) z] dvL
dz
− abvL = 0, (C.108)
where c = 2a, b = a+ ν and
z = z(t) = 1 + e2t/`. (C.109)
The Euclidean mode functions are defined by
vL(t) = NLF (a, a+ ν; 2a; z(t)− i), (C.110)
where F is the hypergeometric function 2F1 and NL is a normalisation constant. More
precisely, F stands for the hypergeometric function obtained by introducing a cut from
1 to ∞ on the real axis. This is exactly the range of interest to us and −i determines
the side of the branch cut on which the function should be evaluated. The normalisation
constant NL is determined by requiring the modes to be orthonormal in the KG norm:
(uLj, uL′j′) = −(uLj, uL′j′) = δLL′δjj′ , (uLj, uL′j′) = 0, (C.111)
which is equivalent to
i = `d coshd(t/`)
[
yL
dyL
dt
− dyL
dt
yL
]
=
`d−1
22a−1
z2a(z − 1)Re(ν)
{
(z − 1)
[
vL
dvL
dz
− vLdvL
dz
]
− iIm(ν)vLvL
}
. (C.112)
Since the above expression is conserved in time, it suffices to look at the z → ∞ (i.e.
t→∞) limit. In that limit:
F (a, a+ ν; 2a; z(t)− i) z→∞−−−→ z−ae−ipia [γ + ξe−ν ln ze−ipiν] (C.113)
d
dz
F (a, a+ ν; 2a; z(t)− i) z→∞−−−→ z−a−1e−ipi(a+1) [aγ + (a+ ν)ξe−ν ln ze−ipiν] ,(C.114)
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where all functions assume their principal values 6 and
γ =
Γ(ν)Γ(2a)
Γ(a+ ν)Γ(a)
, ξ =
Γ(−ν)Γ(2a)
Γ(a− ν)Γ(a) . (C.115)
This expression is valid when ν 6= 0,±1,±2, . . . , a 6= ν. 7 Note that because Γ(z) = Γ(z),
both γ and ξ are real when ν is real, and γ = ξ when ν is purely imaginary. Using these
facts, evaluating (C.112) in the limit z →∞ constrains the norm of NL to: 8
|NL|2 = e
−piIm(ν)
22a`d−1
Γ(a+ ν)Γ(a− ν)
Γ(a+ 1
2
)2
. (C.119)
Although the derivation of this result uses relations which are only valid for ν 6= 0, 1, 2, . . . ,
the final result is completely well-defined for such values. Therefore, we could imagine a
limiting procedure in which we add a tiny amount  to an integer value of ν, go through
the same derivation, and then let  go to zero.
We use the freedom in the phase of NL to choose mode functions with the useful
property
uLj(x
A
G) = uLj(xG). (C.120)
6If z and c are two complex numbers, then zc = ecLog(z), where Log(z) = ln(|z|) + iΘ, with z = |z|eiΘ
and −pi < Θ ≤ pi.
7To arrive at these expressions, we have used 15.1.1, 15.1.2, and 15.8.2 of [154] to obtain
sin(pi(b− a))
piΓ(c)
F (a, b; c; z) =
1
Γ(b)Γ(c− a)Γ(a− b+ 1)(−z)
−aF (a, a− c+ 1; a− b+ 1; 1/z)
+
1
Γ(a)Γ(c− b)Γ(b− a+ 1)(−z)
−bF (b, b− c+ 1; b− a+ 1; 1/z).
(C.116)
Here all functions assume their principal values, |ph(−z)| < pi, and (b−a) 6= 0,±1, . . . Then using (C.148)
to rewrite sin(pi(b−a)) in terms of Gamma functions and (C.147) to get Γ(±(a−b)+1) = ±(a−b)Γ(±(a−b)),
we find
F (a, b; c; z) =
Γ(b− a)Γ(c)
Γ(b)Γ(c− a) (−z)
−aF (a, a− c+ 1; a− b+ 1; 1
z
)
+
Γ(a− b)Γ(c)
Γ(a)Γ(c− b) (−z)
−bF (b, b− c+ 1; b− a+ 1; 1
z
).
(C.117)
We can also relate the derivative of F to another hypergeometric function using 15.5.1 of [154]:
d
dz
F (a, b; c; z) =
ab
c
F (a+ 1, b+ 1; c+ 1; z). (C.118)
Noting that for any complex number c and 1 < z < ∞ we have (z − i)c = ec ln zeicpi, and also using the
fact that F (a, b; c; 0) = 1, the desired expressions follow.
8Here we have used 15.5.5 of [154] to rewrite Γ(2a) = pi−1/222a−1Γ(a)Γ(a+ 1/2).
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Given that we have chosen spherical harmonics with the property Y Lj(Ω) = YLj(Ω
A), this
condition reduces to
yL(−t) = yL(t), (C.121)
which can be achieved by setting 9
NL = |NL|eipi2 [a+Re(ν)]. (C.127)
Collecting our results, the Euclidean modes are
uELj(t,Ω) = y
E
L (t)YLj(Ω), y
E
L (t) = NLe(a+ν)t/` coshL(t/`)F (a, a+ ν; 2a; z(t)− i),
(C.128)
where z(t) = 1 + e2t/`, a = L+ d/2 and
NL = e
ipi
2
(a+ν)
2a`
d−1
2
√
Γ(a+ ν)Γ(a− ν)
Γ(a+ 1
2
)
. (C.129)
C.9.3 Two-point functions and α-vacua
That the Euclidean and the BD modes define the same physical state is made apparent
by the fact that the two-point function WE associated with the Euclidean modes (C.128),
when restricted to the Poincare´ patch, coincides with the two-point function WBD associ-
ated with the Bunch-Davies modes (C.102). (They are functions of the geodesic distance
9 To see this, let NL = |NL|eiΘ. It follows from the definition of F (see e.g. 15.2.1 of [154]) and
Γ(z) = Γ(z):
F (a, a+ ν; 2a; z − i) =
{
F (a, a+ ν; 2a; z + i) ν real
F (a, a− ν; 2a; z + i) ν imaginary. (C.122)
Using 15.8.1 of [154], it may be checked that
F (a, a+ ν; 2a; z(t) + i) = (1− z(t)− i)−a−νF (a, a+ ν; 2a; z(t)/ (z(t)− 1)− i) (C.123)
= e−2(a+ν)t/leipi(a+ν)F (a, a+ ν; 2a; z(−t)− i). (C.124)
Using the relations above when ν is real, it follows from the definition of yL(t) that yL(−t) =
e2iΘe−ipi(a+ν)yL(t). The same formula in [154] also guarantees
F (a, a− ν; 2a; z(t) + i) = (1− z(t)− i)−aF (a, a+ ν; 2a; z(t)/ (z(t)− 1)− i) (C.125)
= e−2at/leipiaF (a, a+ ν; 2a; z(−t)− i). (C.126)
Using this expression and (C.122) when ν is purely imaginary, it follows that yL(−t) = e2iΘe−ipiayL(t).
Combining these results we find Θ = pi2 [a+ Re(ν)].
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and the causal relation between their arguments, which are both coordinate independent
quantities [41, 153].) For the Euclidean state, the two-point function is given by [153]
WE(x,y) =
Γ[h+]Γ[h−]
4pi`2Γ[D
2
]
2F1
(
h+, h−,
D
2
;
1 + Z(x, y) + i sign(x0 − y0)
2
)
, (C.130)
where h± = d2 ± ν and 2F1(a, b, c; z) is the hypergeometric function (see (C.86) and (C.97)
for the definitions of Z and ν). The i prescription selects the side of the branch cut
from Z = 1 to Z = +∞ on which the function should be evaluated when x and y are
causally related (when x and y are spacelike, then Z < 1 and the values of the function
below and above the real line coincide). The Hadamard function is equal to the real part
HE(x, y) = Re [WE(x, y)], which depends only on the coordinate-independent quantity
Z(x, y). The Pauli-Jordan function and the retarded Green function can be written in
terms of WE(x, y), since i∆(x, y) = 2Im [WE(x, y)] and GR(x, y) = θ(x
0 − y0)∆(x, y).
We denote the two-real-parameter family of dS-invariant α-vacua by |α, β〉. Their
modefunctions can be obtained through a Bogoliubov transformation [12]
u
(α,β)
k = cosh(α)u
BD
k + sinh(α)e
iβuBD−k , (C.131)
for the BD modes, and
u
(α,β)
Lj = cosh(α)u
E
Lj + sinh(α)e
iβuELj, (C.132)
for the Euclidean modes. Here α ∈ R+ and β ∈ R is defined modulo 2pi. Recall the
relations between negative frequency modes and positive frequency modes taking antipodal
arguments, which can be obtained for both the Euclidean modes (C.120) [12], and the
Poincare´ modes (C.100) by appropriate choices of the arbitrary complex phases in the
normalisation factors. Because of these relations, it is possible to express the two-point
function Wα,β(x, y) associated to an arbitrary α-vacuum in terms of the Euclidean/BD
two-point function WE(x, y) (C.130). The imaginary part of Wα,β(x, y) is always equal to
i∆(x, y) and hence identical for all α-vacua. The real part, i.e. the Hadamard function,
depends on α and β. By computing the mode sums using the α-modes, the family of de
Sitter invariant Hadamard functions Hα,β(x, y) can be obtained and reads [12]:
Hα,β(x, y) = cosh 2αHE(x, y) + sinh 2α
[
cos β HE(x
A, y)− sin β∆(xA, y)] . (C.133)
The two-point function for an α-vacuum is thus given by Wα,β(x, y) =
1
2
Hα,β(x, y) +
i
2
∆(x, y). In this particular parametrisation of the α-vacua [12], the Euclidean state cor-
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responds to α = 0.10 The derivation of (C.133) for modes on the Poincare´ patch requires
evaluating the BD Hadamard function outside its domain of validity. Specifically, one uses
the property that
HBD(ηx,x;−ηy − i,y) :=
∫
ddk
[
uBDk (ηx,x)u
BD
k (−ηy − i,y) + uBDk (ηx,x)uBDk (−ηy − i,y)
]
= HE(x, yA), (C.134)
where HE(x, yA) is the Hadamard function of the Euclidean vacuum, which is of course
defined on all of de Sitter space. This implies that for a given choice of α and β, the two-
point function associated with the modes (C.131) is the restriction of the global α-vacua
two-point function, defined via the modes (C.132), to the Poincare´ patch.
Two α-vacua which will be of special interest to us are the in- and out-vacua [104, 36]
:
αin = αout = tanh
−1 e−pi|ν|, βin = −βout = D + 1
2
pi, (C.135)
which have no incoming/outgoing particles at past/future infinity, respectively. 11 In other
words, they minimise the Hamiltonian on spatial slices at t → ±∞ in global coordinates,
as shown in Figure C.1. Notice that in odd spacetime dimensions, the in and out-vacua
are the same, i.e. they are related by a trivial Bogoliubov transformation, since then
exp(iβin) = exp(iβout) (“odd-dimensional de Sitter space is transparent” [36, 89]). It is
also worth pointing out that for masses much larger than the Hubble radius, m  m∗ =
(D − 1)/2`, the in/out states are “exponentially close” to the Euclidean state, since then
|ν| = 1
2
`
√
m2 −m2∗  1 and sinh(α) ∼ e−pi|ν|.
10The relation between the parametrisation used here and that of [104, 36], which uses a single complex
parameter α˜, is Re(α˜) = ln tanhα and Im(α˜) = β. The notation used here will be more convenient in the
analysis of the SJ vacuum on a causal set, because the Euclidean state then corresponds to a finite value
α = 0 instead of α˜ = −∞.
11 The modefunctions associated with these choices of α and β correspond to φ˜inLj and φ˜
out
Lj defined in
[36], which differ from the usually defined in/out modes by a constant phase. Of course, these two choices
define the same vacuum state because the two-point function is insensitive to any constant-phase rescaling
of modefunctions.
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C.10 Calculation of Inner Products
C.10.1 Poincare´ chart
Here we shall evaluate (4.72):
rk =
〈χk, χk〉η
〈χk, χk〉η . (C.136)
It follows from the definition of χBDk that
〈χk, χk〉η =
pi`
4
eipi(ν−
d+2
2 )
∫ ηmax
ηmin
[
H(1)ν (−kη)
]2(−`
η
)
dη (C.137)
〈χk, χk〉η = pi`
4
e−piIm(ν)
∫ ηmax
ηmin
∣∣H(1)ν (−kη)∣∣2(−`η
)
dη. (C.138)
Changing integration variables to x = −kη, and defining  = −kηmin, xm = −kηmax, we
find:
rk = e
ipi(Re(ν)− d+22 )F (, xm) where F (, xm) =
∫ xm

dx
x
[
H
(1)
ν (x)
]2
∫ xm

dx
x
∣∣∣H(1)ν (x)∣∣∣2 . (C.139)
Let us list a few useful properties of the Hankel function H
(1)
ν (z). It satisfies the Bessel
equation [z2 d
2
dz2
+ z d
dz
+ (z2 − ν2)]H(1)ν (z) = 0 and has the defining property (see 10.2.5 of
[154])
H(1)ν (z)→
√
2
piz
ei(z−
piν
2
−pi
4 ), (C.140)
as z →∞ in −pi+ δ ≤ phz ≤ 2pi− δ, where δ is an arbitrary small positive number. It has
a branch point at z = 0 and its principal branch corresponds to the principal value of the
square root in (C.140), with a branch cut along (−∞, 0]. 12 From here on out H(1)ν (z) will
denote the principal value of this function. The asymptotic behaviour of H
(1)
ν (z) as z → 0
12PV(z−
1
2 ) = e−
1
2 Log(z), where Log(z) = ln(r) + iΘ with z = reiΘ and −pi < Θ ≤ pi.
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is also of interest to us: 13
H
(1)
0 (z)→
(
2i
pi
)
Log(z) (C.141)
H(1)ν (z)→ −
(
i
pi
)
Γ(ν)e−νLog(z/2), Re(ν) > 0 (C.142)
H
(1)
iν (z)→ AνeiνLog(z/2) +Bνe−iνLog(z/2), ν ∈ R, ν 6= 0. (C.143)
where
Aν =
1 + coth(piν)
Γ(1 + iν)
, Bν = − csch(piν)
Γ(1− iν) . (C.144)
Since our goal is to evaluate (C.139), we are only interested in positive values of z, for which
Log(z) = ln(x). For finite , as can be seen from (C.140), both integrals in the numerator
and denominator of F (, xm) converge as xm →∞. Moreover, (C.141)−(C.143) show that
both integrals diverge in the limit → 0, which means we can let xm =∞ and only concern
ourselves with the behaviour of the integrands close to zero. Doing so, (C.141) and (C.142)
imply
lim
→0
xm→∞
F (, xm) = −1 for ν ≥ 0. (C.145)
Similarly, (C.142) implies
lim
→0
xm→∞
F (, xm) =
2AνBν
|Aν |2 + |Bν |2 = −sech(pi|ν|) for ν = i|ν|, ν 6= 0. (C.146)
To derive this last equality, we have used the following properties of the Gamma function
(see 5.5.1, 5.5.3 and 5.4.3 of [154]):
Γ(z + 1) = zΓ(z) (C.147)
Γ(z)Γ(1− z) = pi
sin(piz)
z 6= 0,±1,±2, . . . (C.148)
|Γ(iy)| =
√
pi
y sinh(piy)
y ∈ R. (C.149)
It then follows that
Γ(1 + i|ν|)Γ(1− i|ν|) = (i|ν|)Γ(i|ν|)Γ(1− i|ν|) = i|ν|pi/ sin(ipi|ν|) = pi|ν|/ sinh(pi|ν|)
(C.150)
13In [154] see 10.7.2 for (C.141), 10.7.7 for (C.142), and a combination of 10.4.3, 10.7.3, and 10.7.6 for
(C.141).
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and
|Γ(1± i|ν|)| = | ± i|ν|Γ(±i|ν|)| =
√
pi|ν|/ sinh(pi|ν|). (C.151)
Using these expressions we obtain
2AνBν
|Aν |2 + |Bν |2 =
−2[1 + coth(pi|ν|)]csch(pi|ν|)
[1 + coth(pi|ν|)]2 + csch2(pi|ν|) = −sech(pi|ν|).
Figure C.2 provides numerical evidence for these calculations. We have computed |F (, xm)|
numerically and plotted its behaviour as a function of . These results are consistent with
the analytical arguments provided above.
Summarising our results:
rk =
{
eipi(ν−
d
2) if m ≤ m∗,
e−ipi
d
2 sech(pi|ν|) if m ≥ m∗.
(C.152)
C.10.2 Global chart
Here we shall evaluate (4.84):
rL := (−1)L 〈y
E
L , y
E
L 〉t
〈yEL , yEL 〉t
. (C.153)
It follows from (C.121) that
〈yEL , yEL 〉t = 2
∫ T
0
|yEL (t)|2ld coshd(t/l)dt (C.154)
〈yEL , yEL 〉t = 2
∫ T
0
Re
[
yEL (t)
2
]
ld coshd(t/l)dt. (C.155)
Changing integration variables to z(t) = 1 + e2t/l, these integrals become
〈yEL , yEL 〉t =
ld+1
22a
Re
{∫ zT
2
N 2LI1(z)dz
}
, 〈yEL , yEL 〉t =
ld+1
22a
∫ zT
2
|NL|2I2(z)dz, (C.156)
where
I1(z) :=
1
N 2L
vL(z)
2(z − 1)ν−1z2a, I2(z) := 1|NL|2 |vL(z)|
2(z − 1)Re(ν)−1z2a. (C.157)
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Figure C.2: Behaviour of |F (, xm)| as a function of . The dependence on xm is negligible
for small .
Here zT = z(T ) and all other quantities have been defined in Section C.9.2. With these
definitions:
lim
zT→∞
〈yEL , yEL 〉t
〈yEL , yEL 〉t
= lim
zT→∞
Re
{N 2L ∫ zT2 I1(z)dz}
|NL|2
∫ zT
2
I2(z)dz
. (C.158)
The lower limit of these integrals is completely well-behaved, but they diverge in the limit
where zT →∞. Therefore, it suffices to study the integrands in this limit only. Using the
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asymptotic behaviour of the hypergeometric function given in (C.113), it can be checked
that when ν is real: (see Section C.9.2 for definition of γ and ξ)
I1(z)
z→∞−−−→ γ2e−2ipiazν−1, I2(z) z→∞−−−→ |γ|2zν−1. (C.159)
Given that both quantities have the same scaling with z in this limit, their ratio must
converge to a constant when zT →∞:
lim
zT→∞
〈yEL , yEL 〉t
〈yEL , yEL 〉t
=
Re
{|NL|2e2iΘe−2ipia}
|NL|2 = cos[pi(ν − a)], (C.160)
where Θ = pi
2
[a+ Re(ν)]. Here we have used the fact that γ = γ when ν is real. When ν
is imaginary, it follows from (C.113) that
I1(z)
z→∞−−−→ e−2ipiaz−1 [2γξepi|ν| + γ2ei|ν| ln(z) + ξ2epi|ν|e−i|ν| ln z] (C.161)
I2(z)
z→∞−−−→ z−1 [|γ|2 + |ξ|2e2pi|ν| + γξei|ν| ln(z)epi|ν| + γξe−i|ν| ln(z)epi|ν|] . (C.162)
Again, since both quantities have the same scaling with z in this limit, the ratio of their
integrals converges to a constant as zT →∞:
lim
zT→∞
〈yEL , yEL 〉t
〈yEL , yEL 〉t
=
Re
{
2γξ|NL|2e2iΘe−2ipia
}
|NL|2(|γ|2 + |ξ|2e2piν) (C.163)
= cos(pia)sech(pi|ν|), (C.164)
having used the fact that γ = ξ when ν is imaginary. Notice that
cos [pi(ν − a)] = cos(piL+ pid/2− piν) = (−1)L cos(pid/2− piν) (C.165)
= (−1)L cos(piD/2− piν − pi/2) = (−1)L sin(piD/2− piν). (C.166)
Similarly, cos(pia) = (−1)L sin(piD/2). Summarising our results:
rL =

sin
D
2
pi sechpi|ν| if m ≥ m∗,
sin
[(
D
2
− |ν|
)
pi
]
if 0 < m ≤ m∗.
(C.167)
C.11 Sprinkling into a diamond in dS2
To produce a sprinkling CM into a causal diamond M in dS2, we need to pick a coordinate
chart. The cosmological coordinates xµP defined in (C.93) are well suited because they
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have a conformally flat metric, which makes it particularly simple to compute the causal
relation between points, given their coordinate values. Even though this chart only covers
half of de Sitter space, there is no loss of generality because the symmetries of de Sitter
space imply that any causal diamond can be isometrically mapped to a causal diamond
entirely contained in the Poincare´ patch.
Let M be a causal diamond between two points p, q ∈ dS2P such that p ≺ q. Denote the
(timelike) geodesic distance between p and q by τ . Since any two causal diamonds with
the same value of τ are isometric, we choose xµp = (ητ , 0) and x
µ
q = (`
2/ητ , 0) with
ητ = −`eτ/2` < −`, (C.168)
without loss of generality. To obtain a sprinkling CM into M we first generate a uni-
form Poisson distribution of N points in the square [0, 1]2 using a Mersenne Twister
algorithm [100]. We use Cartesian coordinates y1, y2 on [0, 1]
2 and find an embedding
ϕ : [0, 1]2 → R, which for any subset A ⊂ [0, 1]2 satisfies
VM
∫
A
dy1dy2 =
∫
ϕ(A)
d2x
√−g. (C.169)
The factor VM on the left hand side guarantees that the embedding scales the volume
correctly. Its value for the causal diamond of length τ is
VM = 4`
2 ln cosh
τ
2`
. (C.170)
By inspection it can be shown that the embedding ϕ : (y1, y2)→ (η, x) defined by
η =
−`eτ/2`
1 + y1(eτ/` − 1) ,
r = (1− 2y2) sinh τ
2`
,
(C.171)
satisfies the above condition (C.169). By keeping only such points for which |x| < min(ητ−
η, η − `2/ητ ) and recording the causal relations among them, we obtain a sprinkling CM
into M . Note that, as explained above, we also calculate the geodesic distance between
any two points using the metric on the manifold, even though this data is not explicitly
part of CM .
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Appendix D
Supplementary material for Chapter
5
D.1 Gravitational Aether Fluid Equations
The full set of equations that define the Gravitational Aether theory are
(8piG˜)−1Gµν = Tµν − 1
4
Tααgµν + T˜µν , (D.1)
T˜µν = p˜(u˜µu˜ν + gµν), u˜
µu˜µ = −1, (D.2)
∇µTµν = 0, (D.3)
where T˜µν , p˜, and u˜µ are the energy-momentum tensor, pressure, and normalized four-
velocity of the aether fluid, respectively. The energy-momentum tensor Tµν of “conven-
tional” matter (i.e. dust, radiation, humans, etc.) is assumed to be conserved. By applying
∇µ to both sides of (D.1) and using ∇µGµν = 0 and ∇µTµν = 0, we find
∇µT˜µν = 1
4
∇νT. (D.4)
This equation can be cast as a relativistic version of the continuity and Euler equations for
an incompressible fluid. Before doing so, let us go through some useful relativistic algebra.
Consider any perfect fluid with pressure p, density ρ, and normalized four-velocity uµ:
Tµν = (ρ+ p)uµuν + pgµν , u
µuµ = −1, (D.5)
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It can then be checked that 1
uν∇µTµν = −uµ∇µρ− (ρ+ p)∇µuµ, (D.6)
P σν∇µTµσ = (∇ν + uνuσ∇σ)p + (ρ+ p)uµ∇µuν , (D.7)
where P σν is the tensor which de-projects the component of any vector along u
ν : (i.e.
P σνu
ν = 0)
P σν = δ
σ
ν + u
σuν . (D.8)
Aether is a perfect fluid with zero density. Applying u˜ν to both sides of (D.4) and using
(D.6) with ρ = 0, p = p˜, uµ = u˜µ, we find
p˜∇µu˜µ = −1
4
u˜µ∇µT. (D.9)
This is the relativistic continuity equation for the aether fluid. Similarly, by applying
P˜ σν = δ
σ
ν + u˜
σu˜ν to both sides of (D.4) and using (D.7), we get the relativistic Euler
equation:
p˜u˜µ∇µu˜ν = −∇˜⊥ν (p˜− T/4), (D.10)
where
∇˜⊥ν = ∇ν + u˜ν u˜σ∇σ. (D.11)
Lemma 2. Let the matter energy-momentum tensor Tµν =
∑
i T
(i)
µν consist of a collection
of co-moving perfect fluids T
(i)
µν = (ρi+pi)uµuν+pigµν, each of which is separately conserved,
i.e. ∇µT (i)µν = 0 ∀ i. Assume that all T (i)µν have a constant equation of state, i.e. pi = wiρi
where wi is constant. Then,
u˜µ = uµ, p˜ =
1
4
∑
i
(1 + wi)(3wi − 1)ρi, (D.12)
solves (D.4) and the GA field equations (D.1) become
(8piG˜)−1Gµν =
3
4
∑
i
(1 + wi)T
(i)
µν . (D.13)
1 In arriving at these expressions, it is useful to note that uµ∇νuµ = 0. This can be derived by applying
∇ν to both sides of uµuµ = −1.
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Proof. Conservation of each T
(i)
µν is equivalent to (see (D.6) and (D.7))
uµ∇µρi + (ρi + pi)∇µuµ = 0, (D.14)
∇⊥ν pi + (ρi + pi)uµ∇µuν = 0, (D.15)
where ∇⊥ν = ∇ν +uνuσ∇σ. With this at hand let us now turn to (D.1), which we showed is
equivalent to (D.9) and (D.10). Let us show that (D.9) is satisfied when the aether pressure
and four-velocity are given by (D.12). Note that Tαα =
∑
i(3pi − ρi) =
∑
i(3wi − 1)ρi.
Then
p˜∇µu˜µ + 1
4
u˜µ∇µT = 1
4
∑
i
(1 + wi)(3wi − 1)ρi∇µuµ + 1
4
∑
i
(3wi − 1)uµ∇µρi
=
1
4
∑
i
(3wi − 1) {(1 + wi)ρi∇µuµ + uµ∇µρi}
=
1
4
∑
i
(3wi − 1) {(ρi + pi)∇µuµ + uµ∇µρi}
= 0,
(D.16)
where the last line follows from (D.14). To see that (D.10) is also satisfied:
p˜u˜µ∇µu˜ν + ∇˜⊥ν (p˜− T/4) =
1
4
∑
i
(1 + wi)(3wi − 1)ρiuµ∇µuν
+
1
4
∑
i
(1 + wi)(3wi − 1)∇⊥ν ρi −
1
4
∑
i
(3wi − 1)∇⊥ν ρi
=
1
4
∑
i
(1 + wi)(3wi − 1)ρiuµ∇µuν + (3wi − 1)wi∇⊥ν ρi
=
1
4
∑
i
(3wi − 1)
{
(ρi + pi)u
µ∇µuν +∇⊥ν pi
}
= 0,
(D.17)
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where the last line follows from (D.15). Finally, (D.13) is true because
(8piG˜)−1Gµν = Tµν − 1
4
Tααgµν + T˜µν
=
∑
i
(1 + wi)ρiuµuν + pigµν − 1
4
∑
i
(3wi − 1)ρigµν
+
1
4
∑
i
(1 + wi)(3wi − 1)ρi(uµuν + gµν)
=
3
4
∑
i
(1 + wi) {(1 + wi)ρi + wiρigµν}
=
3
4
∑
i
(1 + wi)T
(i)
µν .
(D.18)
D.2 Conformal Newtonian Gauge
In the Conformal Newtonian Gauge the metric reads (see e.g. [92])
ds2 = a2(τ){−(1 + 2ψ)dτ 2 + (1− 2φ)δijdxidxj}. (D.19)
We define the perturbation in any geometric quantity S by δS = S − S, where S is the
unperturbed value of S. The unperturbed components of the metric are
g00 = −a2, gi0 = 0, gij = a2δij. (D.20)
The unperturbed non-zero components of the Christoffel symbols are
Γ
0
00 =
a˙
a
, Γ
0
ij = Γ
i
0j =
a˙
a
δij. (D.21)
where ˙ denotes differentiation with respect to conformal time τ . The unperturbed compo-
nents of the Ricci tensor take the form
R00 = 3
[
(a˙/a)2 − a¨/a] , R0i = 0, Rij = [(a˙/a)2 + a¨/a] δij, , (D.22)
using which it can be shown that the unperturbed Ricci scalar is
R = 6
a¨
a3
. (D.23)
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Finally, the components of the unperturbed Einstein tensor Gµν = Rµν − 12Rgµν are
G00 = 3(a˙/a)
2, G0i = 0, Gij =
[
(a˙/a)2 − 2a¨/a] δij. (D.24)
We now list the important perturbed geometric quantities. The metric perturbations
hµν = gµν − gµν are 2
h00 = −2a2ψ, h0i = 0, hij = −2a2φδij (D.25)
h00 = 2a−2ψ, h0i = 0, hij = 2a−2φδij. (D.26)
The Christoffel symbol perturbations δΓαµν are
δΓ000 = ψ˙, δΓ
0
0i = ∂iψ, δΓ
0
ij = −
[
2
a˙
a
(ψ + φ) + φ˙
]
δij (D.27)
δΓi00 = ∂iψ, δΓ
i
0j = −φ˙δij, δΓijk = ∂iφδjk − ∂jφδik − ∂kφδji. (D.28)
The Ricci tensor and Ricci scalar perturbations are
δR00 = 3
[
φ¨+ (a˙/a)(ψ˙ + φ˙)
]
+∇2ψ (D.29)
δR0i = 2∂iφ˙+ 2
a˙
a
∂iψ (D.30)
δRij = ∂i∂j(φ− ψ) +
{
(∇2 − ∂2τ )φ− 2
[
a¨/a+ (a˙/a)2
]
(ψ + φ)− a˙
a
(ψ˙ + 5φ˙)
}
δij (D.31)
a2δR = −6φ¨+ 4∇2φ− 2∇2ψ − 12(a¨/a)ψ − 6(a˙/a)(ψ˙ + 3φ˙). (D.32)
Finally, the Einstein tensor perturbations δGµν are
δG00 = −6(a˙/a)φ˙+ 2∇2φ (D.33)
δG0i = 2∂iφ˙+ 2(a˙/a)∂iψ (D.34)
δGij = ∂i∂j(φ− ψ) +
{
2φ¨−∇2φ+ [4a¨/a− 2(a˙/a)2] (φ+ ψ) + (a˙/a)(4φ˙+ 2ψ˙) +∇2ψ} δij
(D.35)
2 The metric perturbations with upper indices hµν are defined so that gµνgνσ = (g
µν+hµν)(gνσ+hνσ) =
δµσ, which implies h
µρ = −gµνhνσgσρ.
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Also useful to know are δGµν :
δG00 = 2a
−2
{
−∇2φ+ 3(a˙/a)
[
φ˙+ (a˙/a)ψ
]}
(D.36)
δG0i = −2a−2∂i
[
φ˙+ (a˙/a)ψ
]
= −δGi0 (D.37)
a2δGij = ∂i∂j(φ− ψ) +
{
2φ¨−∇2φ+ [4a¨/a− 2(a˙/a)2]ψ + (a˙/a)(4φ˙+ 2ψ˙) +∇2ψ} δij.
(D.38)
D.3 Aether Perturbations Through Equality
Here we derive Equations (5.48)–(5.50). In what follows, we will only need to use the
unperturbed metric and Christoffel symbols, all of which are listed in Section D.2 of this
Appendix.
Equation (D.9) can be written as
∇µ(p˜u˜µ)− u˜µ∇µ(p˜− T/4) = 0. (D.39)
It follows from (5.47) and (5.38) that p˜−T/4 = δp˜. Then, perturbing (D.39) to first order,
we find
0 = gµν∇µ
[(−ρb − ρdm
4
)(
udmν + δu˜ν
)]− uµ∂µδp˜
= −1
4
gµν∇µ(ρbudmν )−
1
4
gµν∇µ(ρmδu˜ν) + gµν∇µ(δp˜uν)− uµ∂µδp˜
= −1
4
gµν∇µ(ρb(udmν − ubν))−
1
4
gµν∇µ(ρmδu˜ν) + gµν∇µ(δp˜uν)− uµ∂µδp˜
= −1
4
gµν∇µ(ρb(δudmν − δubν))−
1
4
gµν∇µ(ρmδu˜ν) + gµν∇µ(δp˜uν)− uµ∂µδp˜,
(D.40)
where∇µ denotes the covariant derivative with respect to the unperturbed metric gµν3 , and
in arriving at the second and third equalities we have used (5.42) and (5.44), respectively.
If we let
δwν = δu
dm
ν − δubν , (D.41)
then to first order in perturbation theory (D.39) becomes
δp˜∇µuµ = 1
4
gµν∇µ(ρbδwν + ρmδu˜ν). (D.42)
3 Concretely: ∇µVν = ∂µVν − ΓαµνVα.
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Let us now turn to (D.10). We start by computing u˜µ∇µu˜ν to first order in perturbation
theory:
u˜µ∇µu˜ν = gαβu˜α∇βu˜ν
= gαβ(udmα + δu˜α)∇β(udmν + δu˜ν)
= gαβudmα ∇βudmν + gαβuα∇βδu˜ν + gαβδu˜α∇βuν
= gαβuα∇βδu˜ν + gαβδu˜α∇βuν ,
(D.43)
where in arriving at the third equality we have used (5.43). Substituting this in (D.10) we
find
∇⊥ν δp˜ =
ρm
4
(
gαβuα∇βδu˜ν + gαβδu˜α∇βuν
)
, (D.44)
We will now show that δu˜0 = δw0 = 0. To show δu˜0 = 0, note that
−1 = gµν u˜µu˜ν
= gµν(udmµ + δu˜µ)(u
dm
ν + δu˜ν)
= −1 + 2gµνuµδu˜ν ,
(D.45)
which implies gµνuµδu˜ν = a
−1δu˜0 = 0, or δu˜0 = 0. Also, to show δw0 = δudm0 − δub0 = 0,
note that
−1 = gµνudmµ udmν
= (gµν + hµν)(uµ + δu
dm
µ )(uν + δu
dm
ν )
= −1 + 2gµνuµδudmν + hµνuµuν ,
(D.46)
which implies
2a−1δudm0 + a
2h00 = 0. (D.47)
Similarly, using gµνubµu
b
ν = −1 one finds
2a−1δub0 + a
2h00 = 0. (D.48)
By subtracting the two equations (D.47) and (D.48) we arrive at the desired result:
δw0 = δu
dm
0 − δub0 = 0. (D.49)
It can now be checked that (D.42) is equivalent to
3a˙δp˜ =
1
4
δij(ρb∂iδwj + ρm∂iδu˜j). (D.50)
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Moreover, the ith component of (D.44) takes the form
∂iδp˜ =
ρm
4
a−1δ ˙˜ui. (D.51)
Equations (5.48) and (5.49) then follow from (D.50) and (D.51), respectively, by letting
δu˜i = a−2δu˜i, δwi = a−2δwi. (D.52)
Let us now turn to deriving (5.50). Applying δij∂j to (5.49) and the Laplacian ∇2 = δij∂i∂j
to (5.48), δp˜ can be eliminated to arrive at
3
a˙
a3
∂τ (a
2Ω)−∇2Ω = ρ¯b
ρ¯m
∇2(∂iδwi). (D.53)
It then remains to show that ∂iδw
i = a−1(δ˙b − δ˙dm). To do so, note that
gµν∇ν(udmµ − ubµ) = gµν∇νδwµ
= a−2δij∂iδwj
= ∂iδw
i.
(D.54)
It follows from (5.42) that
gµν∇µudmν = −
gµνudmµ ∂νρdm
ρdm
= −(g
µν + hµν)(uµ + δu
dm
µ )(∂νρdm + ∂νδρdm)
ρdm(1 + δρdm/ρdm)
=
ρ˙dm
ρdm
(ah00 − a−1 + a−2δudm0 )− a−1
d
dτ
(
δρdm
ρdm
)
= −3 a˙
a
(ah00 − a−1 + a−2δudm0 )− a−1δ˙dm,
(D.55)
where in arriving at the last line we have used the homogeneous conservation equation
ρ˙dm + 3
a˙
a
ρdm = 0 and defined
δdm =
δρdm
ρdm
. (D.56)
The same derivation for baryons leads to
gµν∇µubν = −3
a˙
a
(ah00 − a−1 + a−2δub0)− a−1δ˙b, (D.57)
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where
δb =
δρb
ρb
. (D.58)
We then have that
∂iδw
i = gµν∇ν(udmµ − ubµ)
= −3 a˙
a3
(δudm0 − δub0)− a−1(δ˙dm − δ˙b)
= a−1(δ˙b − δ˙dm),
(D.59)
where in arriving at the last equality we have used (D.49).
D.4 PPN notations
The metric components are in terms of particular potential functions, thus defining the
PPN parameters:
g00 = −1 + 2U − 2βU2 − 2ξφW + (2γ + 2 + α3 + ζ1 − 2ξ)φ1
+ 2(3γ − 2β + 1 + ζ2 + ξ)φ2 + 2(1 + ζ3)φ3
+ 2(3γ + 3ζ4 − 2ξ)φ4 − (ζ1 − 2ξ)A (D.60)
gij = (1 + 2γU)δij (D.61)
g0i = −1
2
(4γ + 3 + α1 − α2 + ζ1 − 2ξ)Vi
− 1
2
(1 + α2 − ζ1 + 2ξ)Wi (D.62)
The potentials are all of the form
F (x) = GN
∫
d3y
ρ(y)f
|x− y| (D.63)
and the correspondences F : f are given by
U : 1 φ1 : uiuj φ2 : U φ3 : Π φ4 : p/ρ
φW :
∫
d3z ρ(z)
(x− y)j
|x− y|2
[(y − z)j
|x− z| −
(x− z)j
|y − z|
]
A :
(vi(x− y)i)2
|x− y|2
Vi : u
i Wi :
uj(xj − yj)(xi − yi)
|x− y|2 . (D.64)
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Appendix E
Supplementary material for Chapter
6
E.1 Technical Details
E.1.1 Likelihood Function
Given an underlying temperature field1
δT (n̂) =
`max∑
`=0
∑`
m=−`
δT`mY`m(n̂), (E.1)
the value of the discretized temperature map at pixel i and frequency band ν is given by
δTiν =
`max∑
`=0
∑`
m=−`
δT`mB`νW`Y`m(n̂i), (E.2)
where B`ν is the isotropicized beam transfer function for the mode ` and frequency channel
ν, and W` is the isotropicized pixel transfer function. In case of the primordial anisotropies,
because δTPAiν are linear functionals of δT
PA(n̂), they are correlated Gaussian random
variables with zero mean and two-point function
[CS]iν,i′ν′ ≡ 〈δTPAiν δTPAi′ν′〉 =
`max∑
`=0
(
2`+ 1
4pi
)
C`B`νB`ν′W
2
` P`(n̂i · n̂i′), (E.3)
1 We follow the HEALPix conventions for spherical harmonic transforms [70].
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where P` is the `-th degree Legendre polynomial and we have used 〈δTPAlm δTPAl′m′〉 = Clδll′δmm′ .
Finally, the log-likelihood probability −χ2/2 of jointly measuring the CMB temperature
values {δTiν}ν∈Lνi∈Lp given the tSZ contribution {δT SZiν }ν∈Lνi∈Lp and the primary CMB fluctuations
{δTPAiν }ν∈Lνi∈Lp is
− 1
2
χ2({δTiν}ν∈Lνi∈Lp |{δT SZiν }ν∈Lνi∈Lp , {δTPAiν }ν∈Lνi∈Lp ) =
− 1
2
δT PA
T
CS
−1δT PA − 1
2
(δT − δT PA − δT SZ)TC−1N (δT − δT PA − δT SZ), (E.4)
where CN is the noise covariance matrix and Lp (Lν) is the set containing pixels (frequency
channels) we wish to use in our analysis.2 After integrating over all possible primary
fluctuations δT PA, which can be done analytically, the log-likelihood takes the form
− 1
2
χ2({δTiν}ν∈Lνi∈Lp |{δT SZiν }ν∈Lνi∈Lp ) = −
1
2
(δT − δT SZ)TC−1(δT − δT SZ), (E.6)
with
C = CS + CN . (E.7)
This proves Equation (6.10).
E.1.2 Masking
All quantities used (and not defined) here are introduced in Sections 6.2.3 and 6.2.4.
Let Lp¯ (Lp respectively) denotes the set of all masked (unmasked respectively) pixels,
so that L = Lp¯ ∪ Lp contains all pixels on the sky. In what will follow, CSf (CS) will
denote the signal covariance matrix defined on L (Lp). The same notation will be used for
the noise covariance matrix. Consider now the full covariance matrix Cf = CSf + CNf . It
is related to C = CS + CN via C = CP
TCfCP, where [CP]iν,jν′ = Pijδνν′ is a projection
matrix with i ∈ L and j ∈ Lp, such that all components of P are zero except Pii = 1
for i ∈ Lp. Construct from Cf another matrix C˜f with the same entries, except that
2 The matrix notation used here is explicitly:
δTPA
T
CS
−1δTPA =
∑
ν,ν′∈Lν
∑
i,i′∈Lp
[CS
−1]iν,i′ν′δTPAiν δT
PA
i′ν′ , (E.5)
where we are considering CS as a matrix whose rows and columns are labeled by iν.
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[C˜f ]iν,iν = x for all i ∈ Lp¯. Then, it can be shown from the definition of the inverse of a
matrix that 3
C−1 = lim
x→∞
CP
T C˜f
−1
CP. (E.9)
Because [CNf ]iν,i′ν′ = [N˜ν ]ii′δνν′ , we may construct C˜f as follows: [C˜f ]iν,i′ν′ = [N˜ν ]ii′δνν′ +
CSf , where N˜ν has the same elements as Nν except [N˜ν ]ii = x for all i ∈ Lp¯. Since
[Nν ]ii′ = n
2
iνδii′ is diagonal, it follows that [N˜
−1
ν ]ii′ = 1/[N˜ν ]ii′ , which then implies
lim
x→∞
N˜
−1
ν = MN
−1
ν M, (E.10)
where M = PPT is the masking matrix defined in Section 6.2.4. Moreover, we show in
Section E.1.3 of this Appendix that 4
[C˜f
−1
]iν,i′ν′ =
N˜−1ν δν,ν′ − N˜−1ν BνS1/2
{
1 + S1/2
(∑
µ∈Lν
BµN˜
−1
µ Bµ
)
S1/2
}−1
S1/2Bν′N˜
−1
ν′

ii′
.
(E.11)
Using the above two equations we find
lim
x→∞
[C˜f
−1
]iν,i′ν′ = [Gν,ν′ ]ii′ , (E.12)
where Gν,ν′ is given by (6.23b).
Finally, let [Vf ]iν and [Wf ]iν be two vectors defined on every pixel on the sky (i.e.
i ∈ L). Also, let V and W be the corresponding vectors defined only on the unmasked
3 As a simple example, consider the case where there are only two pixels, one frequency channel,
and one of the pixels is masked out: Lp = {1}, Lp¯ = {2}. In this case CP = P =
[
1
0
]
, C = [Cf ]11,
C˜f =
[
[Cf ]11 [Cf ]12
[Cf ]21 x
]
and C˜f
−1
= 1
x[Cf ]11−[Cf ]212
[
x −[Cf ]12
−[Cf ]12 [Cf ]11
]
. Equality (E.9) can now be easily
verified:
lim
x→∞CP
T C˜f
−1
CP = lim
x→∞
x
x[Cf ]11 − [Cf ]212
=
1
[Cf ]11
= C−1. (E.8)
4Note that the proof presented in Appendix E.1.3 proceeds in the exact same fashion when Nν is
replaced by N˜ν .
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pixels: V = CP
TVf , W = CP
TWf . Then
V TC−1W = lim
x→∞
Vf
TCPCP
T C˜−1f CPCP
TWf (E.13)
=
∑
i,i′∈L
∑
ν,ν′∈Lν
[MGν,ν′M]ii′ [Vf ]iν [Wf ]i′ν′ (E.14)
=
∑
i,i′∈L
∑
ν,ν′∈Lν
[Gν,ν′ ]ii′ [Vf ]iν [Wf ]i′ν′ , (E.15)
where we have used the fact that [CPCP
T ]iν,i′ν′ = Mii′δνν′ , as well as M
2 = M, which
combined with (E.12) implies MGν,ν′M = Gν,ν′ . This justifies the equality between the
corresponding equations in (6.15) and (6.22).
E.1.3 Covariance Matrix Re-loaded
All quantities used (and not defined) here are introduced in Sections 6.2.3 and 6.2.4. Also,
all matrices are defined on the entire sky.
Using the definition of matrices Bν and S as given in Section 6.2.4, it may be checked
that
[CS]iν,i′ν′ ' [BνSBν′ ]ij , (E.16)
where we have used
Apix
∑
i∈L
Ylm(n̂i)Y¯l′m′(n̂i) '
∫
Ylm(n̂)Y¯l′m′(n̂)d
2n = δll′δmm′ . (E.17)
It then follows that
[C]iν,i′ν′ = [BνSBν′ ]ii′ + [Nν ]ii′ δνν′ . (E.18)
Let us now prove the following
[C−1]iν,i′ν = [Gν,ν′ ]ii′ , (E.19)
where
Gν,ν′ = N
−1
ν δν,ν′ −CPN−1ν BνS1/2D−1S1/2Bν′N−1ν′ , (E.20)
D = 1 + S1/2
(∑
ν∈Lν
BνN
−1
ν Bν
)
S1/2. (E.21)
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That this is true may be easily checked:∑
j∈L
∑
µ∈Lν
[C]iν,jµ[Gµ,ρ]jk =
∑
j∈L
∑
µ∈Lν
[BνSBν ]ij[N
−1
µ ]jkδµ,ρ + [Nν ]ij[N
−1
µ ]jkδµ,ρδνµ
−
∑
j∈L
∑
µ∈Lν
[Nν ]ij[N
−1
µ BνS
1/2D−1S1/2BνN−1ρ ]jkδνµ
−
∑
j∈L
∑
µ∈Lν
[BνSBν ]ij[N
−1
µ BνS
1/2D−1S1/2BνN−1ρ ]jk
= [BνSBνN
−1
ρ ]ik + [NνN
−1
ρ ]ikδνρ − [BνS1/2D−1S1/2CfN−1ρ ]ik
−
[
BνS
1/2
{
1 + S1/2
(∑
µ∈Lν
BνN
−1
ρ Bν
)
S1/2
}
D−1S1/2BνN−1ρ
]
ik
+ [BνS
1/2D−1S1/2BνN−1ρ ]ik
= [BνSBνN
−1
ρ ]ik + δikδνρ − [BνS1/2DD−1S1/2BνN−1ρ ]ik
= δikδνρ, (E.22)
where we have used S1/2S1/2 = S, which may be checked using (E.17).
E.1.4 Fitting the Monopole and the Dipole
Let us briefly discuss how any possible residual monopole and dipole CMB components
can be accounted for in our framework. We denote monopole and dipole contributions by
δT `=0 and δT `=1, respectively. They take the form
δT `=0(n̂) = a00Y00(n̂), (E.23a)
δT `=1(n̂) = a10Y10(n̂) + 2Re(a11)Re(Y11(n̂))− 2Im(a11)Im(Y11(n̂)). (E.23b)
These components should be added to the tSZ signal:
δT SZ(n̂, ν)→ δT SZ(n̂, ν) + δT `=0(n̂) + δT `=1(n̂). (E.24)
This may be conveniently done by making the following definitions:
PNb+1 = a00, PNb+2 = a10, PNb+3 = Re(a11), PNb+4 = Im(a11), (E.25a)
and
t
(ν)
Nb+1
(n̂) = Y00(n̂), t
(ν)
Nb+2
(n̂) = Y10(n̂), (E.25b)
t
(ν)
Nb+3
(n̂) = 2Re(Y11(n̂)), t
(ν)
Nb+4
(n̂) = −2Im(Y11(n̂)), (E.25c)
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where Nb is the total number of radial bins. The statistical machinery developed in Section
6.2.3 now goes through exactly the same way, except that Nb → Nb+4. Once the matrix α
is found (see (6.15)), which is now (Nb+ 4)× (Nb+ 4) dimensional, the pressure covariance
matrix becomes the restriction of its inverse to the bins of physical interest: [CP]kk′ =
[α−1]kk′ where k, k′ ∈ {1, . . . , Nb}.
E.2 Robustness Tests
As it was shown in Section 6.2.4, the most important part of our analysis is solving a linear
equation of the form Ax = b, where A is a very large (∼ 106 × 106) matrix. In order to
be certain that our numerical methods are correct, we perform two tests.
E.2.1 Simulations
We create sky maps with known tSZ amplitudes (i.e. the quantities of interest Pk and
other parameters such as the monopole and dipole anisotropies) and see if the outcome
of the pipeline matches with what is inputted. More specifically, we generate N random
realizations of the CMB primary anisotropies, add the tSZ signal with known amplitudes
P̂k, and finally add random detector noise. The outcome of every fitting procedure is
the set of values P(i)k , with i ∈ {1, . . . , N} denoting the i-th simulation, and the covariance
matrix [CP]k,k′ (see Section 6.2.3). The covariance matrix [CP]k,k′ does not change from one
simulation to the other since it only depends on the tSZ templates, and the detector noise
and primary CMB covariance matrices. If P(i)k really are realizations of a gaussian random
variable with mean P̂k and variance [CP]k,k, then their mean Pk = 1N
∑N
i=1 P
(i)
k should
converge to P̂k as N becomes large. More specifically, the expected error in determining the
true value of the mean is
√
< (Pk − P̂k)2 > =
√
[CP]k,k/N . Similarly the best estimator of
the variance σ2k =
1
N−1
∑N
i=1(P
(i)
k −Pk)2 should converge to [CP]k,k′ , with an expected error
of
√
< (σ2k − [CP]k,k)2 > =
√
2
N−1 [CP]k,k. Figure E.1 shows the results of our simulations
for a few templates (i.e. values of k). As it can be seen, all estimators converge to the
values computed by our pipeline.
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Figure E.1: Testing the pipeline with random primary CMB+noise simulations. The
shaded area represents the expected error in the quantity of interest (see text for more
details.)
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E.2.2 Different Resolutions
We performed our analysis on all MCXC clusters using WMAP7 sky maps at two different
HEALPix resolutions of 9 (Nside = 512) and 10 (Nside = 1024). The modified self-similar
scaling of pressure with mass is used for these measurements (i.e. δ = 0.12 in Equation
(6.9)). Figure E.2 shows the results. The null chi-squared for the Nside = 512 (Nside =
1024) measurement is χ20 = 246.8 (χ
2
0 = 272.1), corresponding to a 14.68σ (15.50σ)
detection.
0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0
x=r/R500
0.4
0.2
0.0
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(x
)
× 
x
5
/4
Nside=512
Nside=1024
Figure E.2: Results of our analysis of WMAP7 sky maps at two different resolutions.
E.3 Effect of Uncertainty in Mass of Clusters
Our entire analysis depends crucially on the self-similarity length/mass scales of clusters.
Therefore, it is important to investigate how our measurements are affected by the un-
certainty present in determining masses of clusters. [121] use 62 clusters from the Early
Release SZ (ESZ) sample [120] which also belong to the MCXC catalogue [122]. To get an
idea for the degree of uncertainty present in mass estimates, we compare ESZ and MCXC
masses of these clusters. This is shown in Figure E.3a. The ESZ mass estimates are sys-
tematically higher on average by about 12 percent. To investigate how such systematics
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affect our pressure measurements, we randomly changed masses of all MCXC clusters ac-
cording to the distribution in Figure E.3a. (We used the standard self-similar scaling to
create our templates, i.e. we set δ = 0 in Equation (6.9).) The resulting pressure profile is
shown in Figure (E.3b). In the first three bins, where there is signal, the pressure values
decrease systematically. This difference, however, is at most at the 1σ level. As shown in
Figure E.3c, this is no longer the case for gas mass fraction, which decreases by about 20
percent on average.
E.4 All vs. Resolved MCXC clusters
Let us provide a quantitative explanation for how statistical information is lost when
unresolved clusters are not accounted for. The discussion that will follow is based on
measurements presented in Figure 6.3b, i.e. the modified scaling of pressure with mass
(δ = 0.12 in Equation (6.9)). The same analysis for the standard self-similar scaling (i.e.
measurements presented in Figure 6.3b) gives the same results. Let λn and Tn denote
the eigenvalues and eigenvectors of CP, respectively. We choose the labels n such that
λ1 < λ2 < · · · < λNb , where Nb = 8 is the total number of radial bins. Since CP is a
positive symmetric matrix, its eigenvalues are positive and its eigenvectors are real. The
null chi-squared can be re-expressed as
χ20 = P̂
T
C−1P P̂ =
Nb∑
n=1
(P̂TTn)2/λn. (E.26)
Figure E.4 shows the eigenvalues λn and the contribution (P̂TTn)2/λn of the different
eigenmodes to χ20. In the case of the resolved clusters, the modes with the three largest
eigenvalues are responsible for most of the contribution to χ20. For the whole MCXC sample,
however, all eigenmodes contribute more or less equally. Eigenvectors corresponding to
larger eigenvalues carry most of their weight from the inner bins. To see this, we have
plotted the components of all eigenvectors in Figure E.5. We denote the kth component of
the eigenvector Tn by Tn,k. As in the text, k = 1 . . . Nb labels the radial bins around clusters
with k = 1 and k = Nb corresponding to the inner and outer-most bins, respectively.
It is clear from Figure E.5 that for eigenvectors with larger eigenvalues, the components
corresponding to the inner bins dominate, and vice versa. Therefore, in the case of resolved
MCXC clusters, the fact that most of the contribution to χ20 comes from modes with the
three largest eigenvalues indicates that mostly the inner bins are contributing to the signal.
Whereas for the whole MCXC sample, there is also contribution from outer bins. This
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(a) ESZ vs. MCXC mass estimates of 62 clus-
ters common to both catalogues [122].
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Figure E.3: Effect of systematic uncertainties associated with the mass of clusters. (a) Dif-
ference between ESZ and MCXC mass estimates of 62 clusters common to both catalogues
[122]. (b) Effect of changing MCXC masses on the universal pressure profile. The entire
MCXC sample is used and the standard self-similar model is assumed (δ = 0 in Equation
(6.9)). The blue data points show the result of our measurements using MCXC mass es-
timates. The red points show measurements for which the MCXC masses are randomly
changed according to the distribution shown in (a). (c) Gas mass fraction, computed us-
ing Equation (6.44), corresponding to pressure measurements in (b). The shaded areas
represent the standard deviation in the measurement of fgas as given by Equation (6.45).
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Figure E.4: Spectrum of the covariance matrix and the contribution of different eigenmodes
to χ20.
analysis reassures our intuition that even unresolved clusters contribute to the tSZ signal
in the outskirts of the ICM.
E.5 Pressure Measurements: the Exact Numbers
Here we report exact numbers corresponding to the measurement of P, i.e. the best fit
universal pressure value P̂ and its associated covariance matrix CP. As before, δ quantifies
deviation from the standard self similar model (see Equation (6.9)). We give in Table
E.1 (E.2) P̂ and CP in the case of all clusters (resolved clusters), with δ = 0. Similarly,
Table E.3 (E.4) shows our measurements in the case of all clusters (resolved clusters),
with δ = 0.12. In Tables E.5−E.8, we show the result of our analysis on mass bins 1 − 4
introduced in Table 6.1a, respectively (with δ = 0). Similarly, Tables E.9−E.11 provide
the best fit universal pressure values and the corresponding covariance matrix for mass
bins 1− 3 introduced in Table 6.1b, respectively (with δ = 0).
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(a) All MCXC clusters.
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(b) Resolved MCXC clusters.
Figure E.5: Components Tn,k of the eigenvectors Tn of the covariance matrix. Here n
labels different eigenvectors, chosen so that the eigenvalues satisfy λ1 < λ2 < · · · < λNb .
The label k runs over all radial bins.
Table E.1: Pressure measurement of all MCXC clusters with the standard self-similar
model (δ = 0 in Equation (6.9)).
Bin 1 Bin 2 Bin 3 Bin 4 Bin 5 Bin 6 Bin 7 Bin 8
Pressure 2904.845 503.878 111.528 -8.831 8.515 54.610 -21.088 8.990
(a) Best fit pressure values P̂ (×10−3)
Bin 1 Bin 2 Bin 3 Bin 4 Bin 5 Bin 6 Bin 7 Bin 8
Bin 1 359.047 -82.359 16.095 -2.989 0.872 -0.540 0.220 -0.016
Bin 2 -82.359 36.703 -12.792 2.632 -0.470 0.052 -0.023 0.018
Bin 3 16.095 -12.792 10.142 -4.167 0.720 -0.010 -0.067 0.031
Bin 4 -2.989 2.632 -4.167 4.320 -1.928 0.298 0.010 -0.017
Bin 5 0.872 -0.470 0.720 -1.928 2.405 -1.162 0.200 -0.008
Bin 6 -0.540 0.052 -0.010 0.298 -1.162 1.577 -0.786 0.132
Bin 7 0.220 -0.023 -0.067 0.010 0.200 -0.786 1.094 -0.476
Bin 8 -0.016 0.018 0.031 -0.017 -0.008 0.132 -0.476 0.432
(b) Covariance matrix CP (×10−3)
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Table E.2: Pressure measurement of resolved MCXC clusters with the standard self-similar
model (δ = 0 in Equation (6.9)).
Bin 1 Bin 2 Bin 3 Bin 4 Bin 5 Bin 6 Bin 7 Bin 8
Pressure 3156.051 652.465 163.366 2.700 48.387 78.075 -14.598 14.782
(a) Best fit pressure values P̂ (×10−3)
Bin 1 Bin 2 Bin 3 Bin 4 Bin 5 Bin 6 Bin 7 Bin 8
Bin 1 385.004 -76.888 18.073 -2.839 1.073 -0.664 -0.018 -0.199
Bin 2 -76.888 42.837 -11.045 3.328 -0.439 -0.052 -0.177 -0.240
Bin 3 18.073 -11.045 11.960 -3.454 0.846 -0.087 -0.154 -0.136
Bin 4 -2.839 3.328 -3.454 5.082 -1.641 0.291 -0.054 -0.141
Bin 5 1.073 -0.439 0.846 -1.641 2.785 -1.022 0.214 -0.084
Bin 6 -0.664 -0.052 -0.087 0.291 -1.022 1.812 -0.677 0.102
Bin 7 -0.018 -0.177 -0.154 -0.054 0.214 -0.677 1.281 -0.466
Bin 8 -0.199 -0.240 -0.136 -0.141 -0.084 0.102 -0.466 0.745
(b) Covariance matrix CP (×10−3)
Table E.3: Pressure measurement of all MCXC clusters with the modified self-similar model
(δ = 0.12 in Equation (6.9)).
Bin 1 Bin 2 Bin 3 Bin 4 Bin 5 Bin 6 Bin 7 Bin 8
Pressure 2819.487 515.355 97.656 -15.799 4.248 50.901 -22.110 8.053
(a) Best fit pressure values P̂ (×10−3)
Bin 1 Bin 2 Bin 3 Bin 4 Bin 5 Bin 6 Bin 7 Bin 8
Bin 1 352.226 -82.197 16.578 -3.117 0.820 -0.496 0.211 -0.018
Bin 2 -82.197 36.333 -12.687 2.618 -0.467 0.035 -0.018 0.023
Bin 3 16.578 -12.687 9.842 -4.026 0.683 0.001 -0.075 0.036
Bin 4 -3.117 2.618 -4.026 4.114 -1.830 0.269 0.019 -0.019
Bin 5 0.821 -0.467 0.683 -1.830 2.273 -1.093 0.179 -0.004
Bin 6 -0.496 0.035 0.001 0.268 -1.093 1.487 -0.740 0.121
Bin 7 0.211 -0.018 -0.075 0.019 0.179 -0.740 1.034 -0.451
Bin 8 -0.018 0.023 0.036 -0.019 -0.004 0.121 -0.451 0.405
(b) Covariance matrix CP (×10−3)
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Table E.4: Pressure measurement of resolved MCXC clusters with the modified self-similar
model (δ = 0.12 in Equation (6.9)).
Bin 1 Bin 2 Bin 3 Bin 4 Bin 5 Bin 6 Bin 7 Bin 8
Pressure 3095.361 672.793 159.082 0.880 46.378 75.526 -16.262 8.843
(a) Best fit pressure values P̂ (×10−3)
Bin 1 Bin 2 Bin 3 Bin 4 Bin 5 Bin 6 Bin 7 Bin 8
Bin 1 378.015 -77.464 18.369 -2.951 1.042 -0.619 -0.015 -0.185
Bin 2 -77.463 42.440 -11.029 3.331 -0.412 -0.058 -0.166 -0.237
Bin 3 18.369 -11.029 11.612 -3.340 0.811 -0.060 -0.153 -0.126
Bin 4 -2.951 3.331 -3.340 4.854 -1.554 0.263 -0.036 -0.140
Bin 5 1.042 -0.412 0.811 -1.554 2.639 -0.959 0.193 -0.072
Bin 6 -0.619 -0.058 -0.060 0.263 -0.959 1.713 -0.638 0.094
Bin 7 -0.015 -0.166 -0.153 -0.036 0.193 -0.638 1.214 -0.442
Bin 8 -0.185 -0.237 -0.126 -0.140 -0.072 0.094 -0.442 0.711
(b) Covariance matrix CP (×10−3)
Table E.5: Pressure measurement of Mass-bin 1 of all MCXC clusters, as defined in Table
6.1a (δ = 0 in Equation (6.9)).
Bin 1 Bin 2 Bin 3 Bin 4 Bin 5 Bin 6 Bin 7 Bin 8
Pressure 2864.897 143.372 165.443 82.563 57.910 -22.757 53.503 37.140
(a) Best fit pressure values P̂ (×10−3)
Bin 1 Bin 2 Bin 3 Bin 4 Bin 5 Bin 6 Bin 7 Bin 8
Bin 1 1351.387 -266.076 30.865 0.085 1.519 -0.727 -0.089 0.199
Bin 2 -266.075 117.062 -37.249 5.581 0.115 0.093 -0.088 -0.025
Bin 3 30.866 -37.249 34.247 -13.720 2.080 0.136 0.038 -0.086
Bin 4 0.084 5.582 -13.720 16.293 -7.307 1.239 0.070 -0.055
Bin 5 1.520 0.115 2.080 -7.307 9.706 -4.636 0.856 -0.025
Bin 6 -0.728 0.093 0.136 1.239 -4.636 6.452 -3.190 0.559
Bin 7 -0.089 -0.088 0.038 0.070 0.856 -3.190 4.424 -1.869
Bin 8 0.199 -0.025 -0.086 -0.055 -0.025 0.559 -1.869 1.832
(b) Covariance matrix CP (×10−3)
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Table E.6: Pressure measurement of Mass-bin 2 of all MCXC clusters, as defined in Table
6.1a (δ = 0 in Equation (6.9)).
Bin 1 Bin 2 Bin 3 Bin 4 Bin 5 Bin 6 Bin 7 Bin 8
Pressure 2546.299 226.786 253.102 18.308 -79.667 204.195 -123.737 -7.187
(a) Best fit pressure values P̂ (×10−3)
Bin 1 Bin 2 Bin 3 Bin 4 Bin 5 Bin 6 Bin 7 Bin 8
Bin 1 2504.452 -719.122 230.700 -84.783 37.468 -19.648 10.328 -3.445
Bin 2 -719.123 311.542 -137.925 54.001 -22.478 10.146 -4.269 1.271
Bin 3 230.702 -137.925 99.347 -53.731 22.694 -9.263 3.633 -0.946
Bin 4 -84.785 54.002 -53.731 46.988 -27.135 11.806 -4.740 1.355
Bin 5 37.469 -22.479 22.695 -27.135 26.089 -15.997 6.810 -1.871
Bin 6 -19.648 10.146 -9.264 11.806 -15.997 16.275 -9.554 2.819
Bin 7 10.328 -4.269 3.633 -4.740 6.809 -9.554 9.325 -3.905
Bin 8 -3.445 1.271 -0.946 1.355 -1.871 2.819 -3.905 2.673
(b) Covariance matrix CP (×10−3)
Table E.7: Pressure measurement of Mass-bin 3 of all MCXC clusters, as defined in Table
6.1a (δ = 0 in Equation (6.9)).
Bin 1 Bin 2 Bin 3 Bin 4 Bin 5 Bin 6 Bin 7 Bin 8
Pressure 2614.687 599.174 -119.300 -23.585 9.475 161.234 -148.958 139.492
(a) Best fit pressure values P̂ (×10−3)
Bin 1 Bin 2 Bin 3 Bin 4 Bin 5 Bin 6 Bin 7 Bin 8
Bin 1 816.335 -142.117 21.841 -11.060 7.061 -4.547 1.150 0.328
Bin 2 -142.117 90.898 -31.204 6.198 -3.173 1.336 -0.726 0.394
Bin 3 21.841 -31.204 33.339 -13.358 2.133 -0.887 0.478 -0.212
Bin 4 -11.060 6.198 -13.358 16.314 -6.910 1.096 -0.559 0.262
Bin 5 7.061 -3.173 2.133 -6.911 9.575 -4.265 0.700 -0.205
Bin 6 -4.547 1.336 -0.887 1.096 -4.265 6.279 -2.804 0.305
Bin 7 1.150 -0.726 0.478 -0.559 0.700 -2.804 4.368 -1.827
Bin 8 0.328 0.394 -0.212 0.262 -0.205 0.305 -1.827 1.997
(b) Covariance matrix CP (×10−3)
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Table E.8: Pressure measurement of Mass-bin 4 of all MCXC clusters, as defined in Table
6.1a (δ = 0 in Equation (6.9)).
Bin 1 Bin 2 Bin 3 Bin 4 Bin 5 Bin 6 Bin 7 Bin 8
Pressure 4522.423 811.544 140.014 -63.051 -16.867 10.731 60.649 -94.528
(a) Best fit pressure values P̂ (×10−3)
Bin 1 Bin 2 Bin 3 Bin 4 Bin 5 Bin 6 Bin 7 Bin 8
Bin 1 4322.774 -1224.992 307.886 -40.992 -10.662 8.444 -1.387 -0.802
Bin 2 -1224.992 434.752 -126.640 19.097 2.756 -3.787 0.775 0.135
Bin 3 307.888 -126.641 59.055 -15.870 0.103 1.643 -0.966 0.207
Bin 4 -40.993 19.097 -15.870 13.835 -4.773 -0.305 0.650 -0.317
Bin 5 -10.663 2.756 0.103 -4.773 6.955 -2.669 -0.122 0.219
Bin 6 8.445 -3.788 1.643 -0.305 -2.669 4.461 -1.854 0.077
Bin 7 -1.387 0.775 -0.966 0.650 -0.122 -1.854 3.298 -1.417
Bin 8 -0.803 0.135 0.207 -0.316 0.219 0.077 -1.417 1.642
(b) Covariance matrix CP (×10−3)
Table E.9: Pressure measurement of Mass-bin 1 of resolved MCXC clusters, as defined in
Table 6.1b (δ = 0 in Equation (6.9)).
Bin 1 Bin 2 Bin 3 Bin 4 Bin 5 Bin 6 Bin 7 Bin 8
Pressure 2970.143 -124.936 58.889 102.331 97.592 54.978 75.993 94.229
(a) Best fit pressure values P̂ (×10−3)
Bin 1 Bin 2 Bin 3 Bin 4 Bin 5 Bin 6 Bin 7 Bin 8
Bin 1 1375.649 -236.216 47.033 -2.420 2.119 -1.271 -1.240 -0.716
Bin 2 -236.214 129.290 -31.665 8.192 -0.684 -0.393 -0.512 -0.764
Bin 3 47.036 -31.667 38.119 -11.362 2.634 -0.653 -0.387 -0.557
Bin 4 -2.420 8.192 -11.361 17.521 -6.171 1.401 -0.481 -0.385
Bin 5 2.120 -0.685 2.634 -6.171 10.149 -4.066 1.023 -0.461
Bin 6 -1.271 -0.392 -0.653 1.401 -4.066 6.674 -2.656 0.468
Bin 7 -1.240 -0.512 -0.387 -0.481 1.023 -2.656 4.630 -1.700
Bin 8 -0.716 -0.764 -0.557 -0.385 -0.461 0.468 -1.700 2.578
(b) Covariance matrix CP (×10−3)
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Table E.10: Pressure measurement of Mass-bin 2 of resolved MCXC clusters, as defined in
Table 6.1b (δ = 0 in Equation (6.9)).
Bin 1 Bin 2 Bin 3 Bin 4 Bin 5 Bin 6 Bin 7 Bin 8
Pressure 2482.111 747.796 -29.912 -32.605 2.269 180.980 -115.173 74.383
(a) Best fit pressure values P̂ (×10−3)
Bin 1 Bin 2 Bin 3 Bin 4 Bin 5 Bin 6 Bin 7 Bin 8
Bin 1 682.399 -103.800 28.794 -8.645 4.760 -4.283 0.648 -0.521
Bin 2 -103.799 88.006 -19.527 7.560 -3.040 0.400 -1.156 -0.276
Bin 3 28.794 -19.527 31.489 -8.677 2.714 -1.348 -0.072 -0.722
Bin 4 -8.645 7.560 -8.676 15.190 -4.710 1.212 -0.803 -0.205
Bin 5 4.760 -3.040 2.714 -4.710 8.745 -3.022 0.850 -0.533
Bin 6 -4.283 0.400 -1.348 1.212 -3.022 5.652 -1.930 0.398
Bin 7 0.648 -1.156 -0.072 -0.803 0.850 -1.930 3.906 -1.247
Bin 8 -0.521 -0.276 -0.722 -0.205 -0.533 0.398 -1.247 2.349
(b) Covariance matrix CP (×10−3)
Table E.11: Pressure measurement of Mass-bin 3 of resolved MCXC clusters, as defined in
Table 6.1b (δ = 0 in Equation (6.9)).
Bin 1 Bin 2 Bin 3 Bin 4 Bin 5 Bin 6 Bin 7 Bin 8
Pressure 3737.228 1220.556 334.228 7.300 34.974 23.814 7.113 -101.074
(a) Best fit pressure values P̂ (×10−3)
Bin 1 Bin 2 Bin 3 Bin 4 Bin 5 Bin 6 Bin 7 Bin 8
Bin 1 3842.297 -1117.928 295.139 -49.881 -6.830 7.859 -1.586 -0.158
Bin 2 -1117.928 417.687 -116.036 26.214 2.461 -3.534 0.417 -1.168
Bin 3 295.139 -116.036 58.291 -14.939 1.537 1.550 -1.007 -0.033
Bin 4 -49.882 26.214 -14.939 14.707 -4.168 0.113 0.563 -0.664
Bin 5 -6.829 2.461 1.537 -4.168 6.989 -2.360 0.175 0.093
Bin 6 7.858 -3.534 1.550 0.113 -2.360 4.449 -1.665 0.203
Bin 7 -1.586 0.417 -1.007 0.563 0.175 -1.665 3.262 -1.232
Bin 8 -0.158 -1.168 -0.033 -0.664 0.093 0.203 -1.232 2.008
(b) Covariance matrix CP (×10−3)
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