


















proportional fair [10, 11, 12]
: $s\in S:=\{1,2, \ldots, S\}$
$\mathcal{U}_{s}(x):=\log x(x\in \mathbb{R}_{+}\backslash \{0\})$ .
$S:=\{1,2, \ldots, S\}$
:
$\mathcal{U}(x);=\sum_{s\in \mathcal{S}}\mathcal{U}_{s}(x_{S})(x:=(x_{S})_{s\in\mathcal{S}}\in \mathbb{R}_{+}^{S}\backslash \{0\})$
. (1)
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$D_{s}:=\{(x_{s})_{s\in \mathcal{S}}\in \mathbb{R}^{S}:x$ $\geq r_{s}\}(s\in S)$ .







$x\in \mathbb{R}^{s}$ $D_{s}$ 2 $\Phi(x)$ ,
$\sum_{s\in S}w_{8}=1$ $w_{s}\in(0,1)(s\in S)$
$\Phi(x) :=\frac{1}{2}\vee\sum_{s\in S}w_{s}d(x, D_{s})^{2}=\frac{1}{2}\sum_{s\in S}w_{s}(_{y}\min_{\in D_{s}}\Vert x-y\Vert)^{2}(x\in \mathbb{R}^{s})$
:
$C_{\Phi}:= \{x^{*}\in C:\Phi(x^{*})=\min_{y_{\in c}}\Phi(y)\}\neq\emptyset.$
$C_{\Phi}$ $C \cap\bigcap_{s\in S}D_{s}=\emptyset$ $C$ $\Phi$
$C_{\Phi}\neq\emptyset$ $C \cap\bigcap_{s\in S}D_{s}\neq\emptyset$ $C_{\Phi}=$
$C \cap\bigcap_{s\in S}D$ $C_{\Phi}$ $C \cap\bigcap_{s\in S}D_{s}$









1. [6, 2] $C$
$C$
1.2 2
( $C_{\Phi}$ $\mathcal{U}$ ) ( [6,
Section $II$], [$2$ , Subsection 1.2] ). 1.2 3





$H$ $\cdot$ $\rangle$ , $\Vert\cdot\Vert$
:
2.1(3 ).
(I) $T:Harrow H$ Fix$(T);=\{x\in H:T(x)=x\}\neq\emptyset$ 2,
(II) $fi:Harrow H$ $\nabla fi:Harrow H$ $L_{1^{-}}$
3,
VI $($Fix$(T),$ $\nabla fi)$
$:=\{x^{*}\in$ Fix$(T):\langle x-x^{*},$ $\nabla f_{1}(x^{*})\rangle\geq 0(x\in$ Fix$(T))\}\neq\emptyset.$
(III) $f_{2}:Harrow H$ $\nabla f_{2}:Harrow H$ $\alpha$-
4, $L_{2^{-}}$
$x^{\star}$ 5.
$\{x^{\star}\}=$ VI $($VI $($Fix$(T),$ $\nabla f_{1}),$ $\nabla f_{2})$
$:=\{x^{\star}\in VI(Fix(T), \nabla f_{1}):\langle x-x^{\star}, \nabla f_{2}(x^{\star})\rangle\geq 0(x\in VI(Fix(T), \nabla f_{1}))\}.$
1 [13,8]
[2]
$2T:Harrow H$ $\Vert T(x)-T(y)\Vert\leq\Vert x-y\Vert(x,y\in H)$
$T$ Fix$(T)$
$3A:Harrow H$ $L>0$ $||A(x)-.$ $A(y)\Vert\leq L\Vert x-y\Vert$
$(x, y\in H)$ $A$ L-
$4A:Harrow H$ $\alpha>0$ $\langle x-y,$ $A(x)-A(y)\rangle\geq\alpha\Vert x-y\Vert^{2}$
$(x, y\in H)$ $A$ $\alpha$-
5VI $($Fix$(T),$ $\nabla fi)$ $\nabla f_{2}$
VI$(VI(Fix(T), \nabla fi), \nabla f_{2})$ [4, p.585].
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1.2 2.1 $T:\mathbb{R}^{s}arrow \mathbb{R}^{s}$
$T:=P_{\mathbb{R}_{+}^{S}}P_{C_{1}}\cdots P_{C_{L}}$






VI $($Fix$(T),$ $\nabla f_{1})=\{x^{*}\in C:\Phi(x^{*})=\min_{y\in C}\Phi(y)\}=C_{\Phi}\neq\emptyset$
$f_{2}(x):=- \mathcal{U}(x)=-\sum_{s\in S}\log x_{s}(x:=(x_{s})_{s\in S}\in \mathbb{R}_{+}^{S}\backslash \{0\})$
7.






Step $0.$ $(\alpha_{n})_{n\in \mathbb{N}},$ $(\lambda_{n})_{n\in \mathbb{N}}\subset(0, \infty),$ $\mu>0$ $x_{0}\in H$
$n:=0$
Step 1. $x_{n+1}\in H$
$\{\begin{array}{l}y_{n}:=T(x_{n}-\lambda_{n}\nabla f_{1}(x_{n})) ,x_{n+1}:=y_{n}-\mu\alpha_{n}\nabla f_{2}(y_{n}) .\end{array}$
$n:=n+1$ Step 1
2.1 [4, Theorem 4. 1]:
2.1. $(y_{n})_{n\in \mathbb{N}}$ $\mu\in(0,2\alpha/L_{2})$ $(\alpha_{n})_{n\in \mathbb{N}}\subset(0,1],$




(b) $\lim_{narrow\infty}\Vert x_{n}-y_{n}\Vert=0,$ $\lim_{narrow\infty}\Vert x_{n}-T(x_{n})\Vert=0.$
(c) $\Vert x_{n}-y_{n}\Vert=o(\lambda_{n})$ $(x_{n})_{n\in N}$ 2.1
6 $D\subset H$ $P_{D}$ $P_{D}$
7 [2, Remark 3.1 $(a)$ ]
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3 2.1
2 3 ( 1, [12, Fig.2.1])
1 $C_{l}$ D : $C_{l}:=$
$\{(x_{1}, x_{2}, x_{3})^{T}\in \mathbb{R}^{3}:x_{l}+x_{3}\leq c_{l}\}(l=1,2),$ $D_{s};=\{(x_{1}, x_{2}, x_{3})^{T}\in \mathbb{R}^{3}:x_{s}\geq r_{ }\}$
$(s=1,2,3)$ . $c_{1}:=3,$ $c_{2}:=4,$ $r_{1}:=3,$ $r_{2}:=4,$ $r_{3}:=5$
$C \cap D=\mathbb{R}_{+}^{3}\cap\bigcap_{l=1}^{2}C_{l}\cap\bigcap_{s=1}^{3}D$ $=\emptyset$
$C_{\Phi}:= \{x^{*}\in C:\Phi(x^{*})=\min_{y\in c}\Phi(y)\},$ $\Phi(x):=\frac{1}{2}\sum_{s=1}^{3}\frac{1}{3}d(x, D_{s})^{2}(x\in \mathbb{R}^{3})$
:
$u(x^{\star})= \max \mathcal{U}(y)$ x$\star\in C\Phi$ (3)
$y\in c_{e}$
(3) [6] [13]
(hybrid steepest descent method (HSDM))
8.
[HSDM]
$x_{n+1}:=P_{\mathbb{R}_{+}^{3}\cap C_{1}}[0.9P_{C_{2}}+ \sum_{s=1}^{3}\frac{0.1}{3}P_{D_{\epsilon}}](x_{n}+\frac{1}{10^{3}\sqrt{n+1}}\nabla \mathcal{U}(x_{n}))(n\in \mathbb{N})$ .
HSDM $C_{\Psi}$ $u$ [13, 6].
$C_{\Psi}:= \{\overline{x}\in \mathbb{R}_{+}^{3}\cap C_{1}:\Psi(\overline{x})=\min_{y\in \mathbb{R}_{+}^{3}\cap C_{1}}\Psi(y)\},$
$\Psi(x) :=\frac{1}{2}\cdot 0.9d(x, C_{2})^{2}+\frac{1}{2}\sum_{s=1}^{3}\frac{0.1}{3}d(x, D_{s})^{2}(x\in \mathbb{R}^{3})$ .







1: $c_{1}:=3,$ $c_{2}:=4,$ $r_{1}:=3,$ $r_{2}:=4$ , 2: HSDM 2.1
$r_{3}:=5$ 2 3 1 $x_{n}-T(x_{n})\Vert$ $=$ $\Vert x_{n}-$
$P_{\mathbb{R}_{+}^{3}}P_{C_{1}}P_{C_{2}}(x_{n})\Vert$
3: 2.1 4:HSDM 2.1
$(X_{n})_{n=1}^{100}$ $:=(\sqrt{n+1}\Vert x_{n}-y_{n}\Vert)_{n=1}^{100}$ $\mathcal{U}(x)$ $:= \sum_{ =1}^{3}\log x_{8}$ (
2.1 $x_{100}$
CPU 0.01 )
HSDM 2.1 $C:=\mathbb{R}_{+}^{3}\cap C_{1}\cap C_{2}$
$\Vert x-T(x)\Vert :=\Vert x-.P_{\mathbb{R}_{+}^{3}}P_{C_{1}}P_{C_{2}}(x)\Vert(x\in \mathbb{R}^{3})$
$C:=\mathbb{R}_{+}^{3}\cap C_{1}\cap C_{2}\neq\emptyset$ $x\in \mathbb{R}^{3}$ $\Vert x-T(x)\Vert=0$
$x\in C$ 2 HSDM 2.1 (Proposed)
$\Vert x_{n}-T(x_{n})\Vert(n=1,2, \ldots, 100)$ HSDM
$(\Vert x_{n}-T(x_{n})\Vert)_{n\in \mathbb{N}}$ $0$ HSDM $C$




8 HSDM $C$ $v_{2}:=0.9,$ $u:=u_{s}=$
$0.1/3(s=1,2,3)$ [6, 2]
9
$v_{2}$ 0.99 HSDM $C$
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$(X_{n})_{n\in N}$ $0$
2.1 $\Vert x_{n}-y_{n}\Vert=o(1/\sqrt{n+1})$ $1$ .
2.1 (c) 2.1 (3)
2.1 CPU 4
2.1 $n\geq 10$ $X_{100}$ CPU 0.01
2-4 2.1 2.1 $(xi\approx 1.387,$
$x_{2}^{\star}\approx 2.387,$ $x_{3}^{\star}\approx 1.613)$ HSDM $n\geq 20$
2 HSDM $C$ (3)
(C)(
23500090) (B)( 23760077)
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