This work is devoted to the study of optimal control of stochastic functional differential equations (SFDEs) and its application to mathematical finance. By using the Dynkin formula and solution of the Dirichlet-Poisson problem, the Hamilton-Jacobi-Bellman (HJB) equation and the converse HJB equation are derived. Furthermore, applications are given to an optimal portfolio selection problem.
Introduction
This work is devoted to the study of optimal control of stochastic functional differential equations (SFDEs). We believe that SFDEs are useful dynamical models to understand the behavior of natural process that take into 1 Supported by CAPES Grant 4437/08-0 consideration the influence of past events on the current and future states of the system [1, 7, 9] . This view is especially appropriate in the study of financial variables, since predictions about their evolution take strongly into account the knowledge of their past [6, 13] .
The SFDEs are very important object that has many applications. One of the problems in the theory of SFDEs is the study of optimal control that has also many applications including finance. The main idea in finance is to find the optimal portfolio of an investor to maximize his wealth or cost function. In this way, the SFDEs with controlled parameters are the main object of investigation of this paper.
The article is organized in the following way: in Section 2 we present the basic spaces, the norms, properties and notation which we are going to work with in the following sections and formulation of the problem that is the goal of this work. In Section 3 we stated the results on existence and uniqueness of the solution of the SFDEs. We proved that the pair of processes, one with delayed parameter and another one as the solution of the SFDEs, is a strong Markov process. With this result in hands and ussing the weak infinitesimal generator of the Markov process (see [14] , Lemma 9.3) we can apply the theory of controlled Markov processes to the solution of our optimization problem. We found the sufficient conditions for the optimality of the solution and derived the Hamilton-Jacobi-Bellman equation (HJB) equation and the converse of the HJB equation. In Section 4, the results obtained in Section 3 are applied to optimal portfolio selection problem where we found the optimal in explicit form.
Preliminaries and formulation of the problem
Let a > 0, U be a closed set of R m and Ω, F, (F t ) 0≤t≤a , P be a complete filtered probability space. Assume also that each F t contains all the sets of measure zero in F. Let r > 0, J := [−r, 0, ] and T := [0, a].
, with respective norms and inner products · V , ·, · V , and · H , ·, · H . Assume µ :
V × R n × U → R n , and σ : V × R n × U → R n×d are measurable. Now, we consider the following stochastic functional differential equation (SFDE)
where φ is an initial path in V,
→
x an initial vector in R n and W (t) is an F t − adapted d−dimensional Brownian motion, and u(s) is defined below.
The solution {S(t)} −r≤t≤a of (1) is an n−dimensional stochastic process.
Its segment process {S t : t ∈ T } is defined by
The function u(t) := u(t) = u(t, S t , S(t)) will be called Markov control law. A Markov control law u : J × ×R n → U is admissible if it is a Borel measurable function and it satisfies:
y ∈ R n and holds
for some constant K 1 for all φ ∈ V, t ∈ J, → x∈ R n . We denote by U the set of all admissible Markov control laws.
Let G ⊆ V × R n be a open connected subset with boundary Γ := ∂(G). Let ψ(·, ·) be a continuous function on the closure of the set G and bounded on Γ and L(·, ·, ·) be a continuous function on G × U be such that
where τ G is the first exit time from the set G, and E (φ, → x ) the expectation with respect the probability laws P (φ,
Now we are given a cost function(or performance criterion)
The problem is to find the number Φ(φ,
where the infimum is taken over all F t −adapted process u ∈ U . If a such control u ⋆ exists then it is called an optimal control and Φ is called the optimal performance.
We denote by B b (V × R n ) the Banach space of all real bounded Borel functions, endowed with the sup norm.
Controlled Stochastic Differential Delay Equations
Given the Markov control u(t) = u(S t , S(t)) and a function g(φ, → x , u), we use the notation
Then (1) can be write as
such that E → x 2 < +∞ and F 0 mensurable. Assume that there exists a constant K such that
and
Then we have a unique measurable solution S(t) to (6) with continuous trajectories {(S t , S(t)), t ∈ T } adapted to (F t ) t∈T .
Proof:
The proof is by using the method of successive approximations (see [10] , page 227).
To the case n = 1 we can still assure the existence and uniqueness of solution to (6) under weaker conditions. Theorem 3.2 Under the same notations of Theorem (3.1) and n = 1. Let
+∞ and F 0 −mensurable. Assume that there exists a constant K such that
for all φ ∈ V,
And for each N there exists K N for which
Proof: See [5] , Theorem 3, page 45.
We can solve the following equation at time
We denote by S(·, t 1 , φ, → x ) the solution of (11).
Moreover, the solution have similar properties that the solutions of stochastic differential equations. 
Proof: The proof is using similar ideas as in the case of no delay (see [3] , Theorem 9.1) and similat to Theorem 3.1, page 41 from [10] .
Let A ∈ B(R n ) ⊗ B(V ), we define the transition probability
We will show now, following [5] , that the process (S t , S(t)) , t ∈ T , is a
Markov process with transition probability p t 1 , (φ,
Lemma 3.1 Assume that S(t) is solution to (6) . Then (S t , S(t)) will be a
Proof: Denote by G t the σ−algebra generated by W (s) − W (t) for t ≤ s. We observe that G t and F t are independent. We observe that S(t) = S(t, t 1 , S t 1 , S(t 1 )) for t > t 1 , because both are solutions of the equation:
Let B ∈ F t 1 . Since
, we prove first that P (t 1 , ., t, A) is measurable for fixed t, t 1 , A, since (S t 1 , S(t 1 )) is measurable with respect to σ−algebra generated by (S t 1 , S(t 1 )) we finish the proof.
With similar arguments we can prove the following theorem. See for example [3] , Theorem 9.8.
be the solution to (11) . For arbi-
Now, following [3] we will prove that the solutions to (6) are a strong Markov process.
Theorem 3.5 (The strong Markov property) Let S(t) as in the Theorem
, τ a stopping time with respect to F t , τ < ∞ a.s.
for all h ≥ 0.
Proof: We prove (17) as in [3] , Theorem 9.14 page 255 using the properties of Theorem 3.3.
For every f ∈ B b (V × R n ) and (φ,
The weak infinitesimal operator of P t (or of (S t , S(t))),
The set of functions f such that the limit (18) exists in (φ,
x ) and D A u denotes the set of functions such that the limit (18) exists for all (φ,
Let e j for j = 1, . . . , d be the canonical basis of R d for (φ,
Then, for each s ∈ J, t ∈ T,
Denote by Γ t for t ∈ T the weakly continuous contraction semigroup of the shift operators defined on C b (V × R n ) (see [10] , Chapter 4) by
Denote by Γ the weak infinitesimal operator of Γ t with domain D(S) and
S t is strongly continuous} . Now we have a formula for the weak infinitesimal operator A u similar to no delay case this is a sum of differential operators and depend of the coefficients µ u and σ u . Theorem 3.6 Let S(t) be the solution to (6) 
Proof: Is consequence of Lemma 9.3 of [14] .
Remark 3.2 Let L denote the differential operator given by the right hand side of (21). The Theorem 3.6 above says that A u and L coincide on f ∈
Lemma 3.2 (Dynkin formula). Let S(t) be the solution of (6). Let
Proof: From Dynkin [2] , corollary of Theorem 5.1.
Definition 3.2 Let S(t) the solution of (6). The characteristic operator
where the U ′ s are open sets U k decreasing to the point (φ,
We denote by D A u the set of functions f such that the limit (23) exists for all (φ,
Where L is defined in Remark 3.2.
Proof: See [11] , Theorem 7.5.4.
Let ψ ∈ C(∂(G)) be bounded and let g ∈ C(G) satisfy
Then a)
b) Moreover, if there exists a function w 1 ∈ C 2 (G) and a constant C such that
and w 1 satisfies (27) and (28), then w 1 = w.
Proof:
The proof follows similar arguments as [11] Theorem 9.3.3.
with boundary data
Here ∂ * (G) denotes a closed subset of ∂(G) such that P (φ,
Lemma 3.3 Let S(t) be the solution to (6) , f in C 2 (G), with F continuous and bounded. Suppose that P (φ,
If f is a solution of (30) and (31) for all (φ,
S(t))
The dynamic programming equation is:
with the boundary data
and L as in (3).
We assume that
for some constant c.
One of the fundamental results in stochastic control theory is the sufficient condition for a minimum. The sufficient condition requires a suitably behaved solution f of the dynamic programming equation (34) and a control law u ⋆ satisfying (37). This result is called a verification theorem.
Theorem 3.9 (Sufficient conditions for optimality) Let f be a solution of
for all choices of initial data (φ,
Proof: (a). It is sufficient to consider those u for which J(φ,
The Chebishev inequality, (36) and the boundedness of ψ on ∂ * (G), implies
We conclude the proof by using the Lemma (3.
Otherwise the point (φ,
The verification theorem gives sufficient conditions for optimality. The following theorem gives necessary conditions for optimality, under sufficiently strong assumptions.. 
Suppose that Φ ∈ C 2 (G) C G is bounded and that an optimal Markov control u ⋆ exists and that ∂(G) is regular for
The infimum in (38) 
Proof:
If (φ, → x ) ∈ ∂(G) then τ G = 0 a.s. and we get (39). From (41) and Theorem
we obtain (40).
The proof is complete if we prove (38). Following [11] , fix (φ, → x ) ∈ G and choose a Markov control u. Let α ≤ τ G be a bounded stopping time. Since
using the Theorem 3.5 and the properties of the shift operator θ · (see [11] sections 7.2 and 9.3) we have
Now, we consider W ⊂ G and α := inf {t ≥ 0; (S t , S(t)) / ∈ W } . Suppose an optimal control u ⋆ (φ, → x) exists, let v ∈ U arbitrary we define
from this, (42) and using the Dynkin formula we obtain
therefore
Taking in account that L v (·) and A v (·) are continuous, we obtain
. From this and (40) we obtain (38).
4 Example: An Optimal Portfolio Selection Problem Let S(t) denote the wealth of a person at time t. The person has two investments. Let P (t) be a risk free investment:
And the another investment is a risky one:
and we assume that k < µ. At each instant t the person can choose what fraction u(t) of this wealth he will invest in the risky asset, then investing 1 − u(t) in the risk free asset. Suppose that the past has influence over the wealth, S(t), under the following SFDE dS(t) = µu(t)
and (S 0 , S(0)) = (φ, x) with φ > 0 and x > 0. By the Theorem 3.2 there is a solution S(t) with initial condition (φ, x).
Assume that we do not allow any borrowing (i.e. require u(t) ≤ 1) and we do not allow any shortselling (i.e. require 0 ≤ u(t)) and ψ : [0, ∞) → [0, ∞), ψ(0) = 0, (fixing this function) the problem is to find Ξ(φ, x) and a control u ⋆ = u ⋆ (S t , S(t)), 0 ≤ u ⋆ ≤ 1, such that Ξ(φ, x) = sup {J u (φ, x) : u Markov control, 0 ≤ u ≤ 1} = J u ⋆ (φ, x),
where J u (φ, x) = E (φ,x) ψ(S u τ G , S u (τ G )) and τ G is the first exit time from G = (φ, x) ∈ V × R : x, φ > 0 and 
Replacing this in (45) we obtain the following boundary value problem
f ( φ, x) = ψ(φ, x) for (φ, x) ∈ ∂G (48)
Consider ψ(φ, x) = x p where 0 < p < 1.
We try to find a solution of (47) and (48) of the form
Substituting into (47) and using the definition of Γ we obtain
1+ φ + φ(0) 2 − φ(−r) 2 = 0. Using (46) we obtain the optimal control u ⋆ (φ, x) = (µ − k)(1 + φ ) σ 2 (1 − p) .
If 0 <
(µ−k)(1+ φ ) σ 2 (1−p) < 1, this u ⋆ is the solution to the problem.
