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Recovering Valuations on Demushkin Fields
Jochen Koenigsmann and Kristian Strømmen
Abstract
Let K be a field with GK(2) ≃ GQ2(2), where GF (2) denotes the maximal pro-2
quotient of the absolute Galois group of a field F . We prove that then K admits a
(non-trivial) valuation v which is 2-henselian and has residue field F2. Furthermore,
v(2) is a minimal positive element in the value group Γv and [Γv : 2Γv] = 2. This forms
the first positive result on a more general conjecture about the structure of pro-p Galois
groups which we formulate precisely (cf. Conjecture 1). As an application, we prove a
strong version of the birational section conjecture for smooth, complete curves X over
Q2, as well as an analogue for varieties.
1. Introduction
One of the most fruitful philosophies of modern number theory has been that one can understand
the arithmetic of a field K by understanding the structure of the absolute Galois group GK =
Gal(Ksep/K), where Ksep is a separable closure of K. If K1 and K2 are algebraic number fields,
one has the celebrated Neukirch-Uchida Theorem which states that if GK1 ≃ GK2 then K1 ≃ K2.
A similar result for p-adic local fields was obtained by Mochizuki in [Moc97], provided one adds
some minimal extra structure on the Galois group.
More generally, one could ask what structure of an abstract field is determined by its absolute
Galois group. It is well known (by work of Artin-Schreier et. al.) that a field K is real-closed if
and only if GK ≃ GF , where F is a real-closed field. The equivalent result for p-adically closed
fields was obtained in [Koe95]. In particular, GK ≃ GQp iff K is elementarily equivalent to Qp
in the language of rings. This was used in [Koe05] to give a proof of the section conjecture in
birational anabelian geometry for p-adic fields. In both cases the idea is to show that the abstract
structure of the Galois group encodes the existence of an ordering (resp. a henselian valuation),
and the existence of the ordering (resp. valuation) determines the arithmetic of the field.
One may reasonably follow up by asking if it suffices to consider smaller quotients of GK .
Of particular interest are the maximal pro-l quotients GK(l) of GK , since for p-adic fields these
quotients are well understood. Indeed, if ζl is a primitive l-th root of unity, l 6= p, then GQp(ζl)(l) ≃
Zl ⋊ Zl via the action of the cyclotomic character. Conversely, it is shown in [Koe03] that if K
is a field containing ζl and GK(l) ≃ Zl ⋊ Zl, then K admits a non-trivial l-henselian valuation1
with residue field of characteristic different from l. The valuation is recovered using the theory
of ‘rigid elements’ (see e.g. [EP05], Section 2.2.3) via a combinatorial argument. The existence
of suitable rigid elements is in turn inferred from the structure of GK(l), which implies that K
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satisfies a form of ‘local reciprocity’ in the form of a bijection between extensions of degree l and
subgroups of K× of index l given by the norm map.
The case l 6= p lives in the ‘tamely ramified’ part of the Galois group. Much more mysterious
is the ‘wild’ case l = p. Here the structure of GQp(ζp)(p) is known by work of Demushkin, Labute
and Serre (cf. [Ser02], 5.6). It is an example of a pro-p Demushkin group given by generators
and relations which can be specified (see section 2): the same is true for any finite extension of
Qp containing ζp, and these fields are therefore canonical examples of what we call Demushkin
fields (see Section 2.2). Taking into account that different extensions of Qp can have the same
pro-p Galois group2, we have the following conjecture:
Conjecture 1. Let F/Qp be a finite extension, K an arbitrary field, where both F and K
contain ζp. Suppose GF (p) ≃ GK(p). Then we conjecture that the characteristic of K must be 0.
Furthermore, we conjecture that there exists a non-trivial valuation v on K such that for some
finite extension F ′/Qp with GF ′(p) ≃ GF (p) and p-adic valuation w on F ′, the following holds:
(1) v is p-henselian
(2) F ′w = Kv
(3) [Γv : pΓv] = p
(4) There is a uniformizer π of (F ′, w) such that π ∈ K ∩ Q and v(π) is a minimal positive
element in Γv (that is, the valuation is discrete
3).4
Thus conjecturally, the ‘wild’ part of GK sees a lot more of the structure of the field than the
‘tame’ part. In fact, in accordance with the Elementary Type Conjecture (see e.g. the introduc-
tion of [JW89] as well as [Efr99]), it is expected that the following conjecture holds:
Conjecture 2. Suppose GK(p) is a finitely generated pro-p Demushkin group of rank > 3. Then
there is a finite extension F/Qp containing ζp such that GK(p) ≃ GF (p).
That is, one expects that essentially the only examples of finitely generated pro-p Galois groups
which are Demushkin are the ones coming from finite extensions of Qp(ζp), and that the structure
implied by being Demushkin is already enough to force the existence of a valuation which is as
close to being p-adic as one could reasonably hope. A proof of this would be a major step in the
programme of classifying all finitely generated pro-p Galois groups (see e.g. [Efr99]).
Remark 1.1. Observe that in Conjecture 1, one should not expect the valuation to be rank 1,
since e.g. Qp((Q)) has absolute Galois group isomorphic to that of Qp, and the associated p-adic
valuation has higher rank. Here Qp((Q)) denotes the field of formal power series with coefficients
in Qp and powers in Q.
2See Remark 2.8.
3Note that this is meant in the more general valuation-theoretic sense that the value group has a minimal positive
element, not that the value group is isomorphic to Z.
4Here Kv and Γv denote the residue field and value group of the valuation respectively.
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The most significant previous work on these conjectures was done by Efrat in [Efr03]. He proved
a conditional result that a field K satisfying the conditions of Conjecture 1 must be so-called
“arithmetically Demushkin”, equivalent to the existence of a valuation on K of a p-adic nature.
The additional assumption required was thatK already admitted a valuation with non-p-divisible
value group and whose decomposition field in GK(p) does not contain all roots of unity. It was
conjectured that in fact all Demushkin fields are arithmetically Demushkin. Under the same
assumption, a proof of Conjecture 2 is also obtained. By comparison, Conjecture 1 here represents
a significant sharpening of this: ifK admits a valuation with the properties specified in Conjecture
1, then K is necessarily arithmetically Demushkin, by way of taking a suitable coarsening5.
The main difficulty in all these conjectures is to first actually produce any non-trivial valua-
tion whatsoever. In this paper we will prove the following unconditional result, which represents
the first successful attempt at overcoming this hurdle so far:
Theorem 1. Conjecture 1 is true in the case F = Q2. That is, if K is any field with GK(2) ≃
GQ2(2), then there exists a non-trivial 2-henselian valuation v on K such that the residue field
Kv is F2, the value group Γv is discrete with v(2) a minimal positive element and [Γv : 2Γv] = 2.
The proof hinges on the fact that any field K for which GK(p) is Demushkin satisfies a ‘local
reciprocity’ law induced by the norm map (see Proposition 2.11), established in Section 2. The
proof then proceeds in three steps. First, one uses the explicit structure of GQ2(2) to make some
preliminary observations about K×/(K×)2, which in turn imply that char(K) = 0. Secondly,
putting k = K ∩Q, we show using the Albert-Brauer-Hasse-Noether local-global principle that,
unless we are in an exceptional case, k embeds into Q2∩Q and hence thatK×/(K×)2 is generated
as an F2-vector space by −1, 2 and 5. Assuming we are not in the exceptional case, a consequence
of this and ‘local reciprocity’ is that the ‘lattice’ of norm subgroups Norm(K(
√
a)×) 6 K× for
a ∈ K \K2 is identical to that of Q2. Thirdly, we use an adaptation of the rigid element method
to construct a valuation ring which satisfies all the desired properties. The fact that our con-
struction yields a valuation ring depends on checking that certain elements in K are elements
of certain norm subgroups. It turns out that this depends purely on the ‘combinatorics’ of the
lattice of norm subgroups. Therefore, the existence of the desired valuation ring is effectively
‘lifted’ from k to K. The verification of this part is carried out via explicit computations which
have a distinctly K-theoretic flavour. Indeed, one could aptly describe the technique as intersect-
ing multiple Steinberg relations in order to force aforementioned elements to live in the correct
norm subgroups. However, while the computations could be presented entirely in a K-theoretic
(or even Galois-cohomological) manner, we will present things purely from a field-theoretic per-
spective. This is because all our attempts to obtain a more structural, cohomological proof were
thwarted, and we ultimately only succeeded by means of actually working explicitly with the
field arithmetic, where the calculations are most transparent.
Many of these calculations are relegated to the appendices to aid exposition. Finally, we show
that the exceptional case simply cannot occur, by showing that in this case, 3 must be either 1
or 2 modulo squares, and obtain a contradiction in either case.
We do not have any new ideas of how to prove Conjecture 2, so the result in [Efr03] remains
the state of the art.
5Note that if K is as in Conjecture 1, then GK(p) necessarily is Demushkin of rank > 3, since GF (p) has rank at
least 3 when F is a p-adic field containing ζp. Therefore K satisfies the conditions in [Efr03]
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It is the opinion of the authors that the general framework of the proof should be possible
to generalize to cases where p > 2. If one can recover the correct norm-lattice, then similar
computations should suffice to extract the required valuation. In fact, since the rigid element
construction is simpler in the case p > 2, these computations may end up being conceptually
simpler. However, the methods used here to pin down the norm-lattice depended on properties
specific to p = 2 and it is therefore unclear how to proceed in the general case.
Finally, as an application, in Section 5 we show that Theorem 1 has the following corollary,
which gives a significant strengthening of the birational section conjecture (see [Koe05]) over Q2.
Corollary 1. Suppose X is a smooth, complete curve over K = Q2. Then every group-theoretic
section of the exact sequence
1→ GK(X)(2)→ GK(X)(2)→ GK(2)→ 1
is induced by a unique rational point6 a ∈ X(K), where K(X) is the function field of X and
K(X) = K ⊗K K(X).
In fact, by more closely analysing the proof of the main theorem, we show that one can get
away with an even smaller quotient of the Galois group, the so-called maximal Z/p elementary
meta-abelian quotient (see the introduction to [Pop10]). Thus we recover as a consequence of our
work the main result of [Pop10] in the case where the base field is Q2. We also prove a statement
for varieties, strengthening the main result of [Sti13].
2. Preliminaries
We collect some technical definitions and results used in the proof.
2.1 p-Henselianity
Given a valuation v on a field K, we let Kv denote the residue field and Γv the value group. The
valuation ring will be denoted by Ov. For all the results on valuations required in this paper, one
can refer to [EP05]. However, we will remind the reader of the following
Definition 2.1. For a field K and a prime p, we write K(p) for the maximal pro-p Galois
extension of K (within some fixed algebraic closure of K), i.e., the compositum of all finite
Galois extensions of K of order a power of p.
If v is a valuation on K, we say v is p-henselian if v has a unique extension to K(p), or,
equivalently, if Hensel’s lemma holds for polynomials that split in K(p).
Fact 2.2. A field (K, v) is p-henselian if and only if v extends uniquely to every Galois extension
of degree p.
2.2 Demushkin Fields and the ‘Local Reciprocity Law’
We start by recalling some basic facts about Demushkin groups and Brauer groups. For a reference
on this and more see e.g. [Ser02], [Lam05], [NSW07] and [Fro11].
Definition 2.3. Let G be a finitely generated pro-p group for some prime p. We say G is
Demushkin if
6See Section 5 for the precise meaning of this.
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(i) dimFp(H
1(G,Z/pZ)) = n <∞
(ii) dimFp(H
2(G,Z/pZ)) = 1
(iii) The cup product H1(G,Z/pZ)×H1(G,Z/pZ)→ Z/pZ is a non-degenerate bilinear pairing.
The number n = dimFp(H
1(G,Z/pZ)) is the rank of G, i.e., the minimal number of topological
generators of G as a pro-p group.
Definition 2.4. Let p be prime. For a field F and a ∈ F× \ (F×)p, define
NF (a) := NormF ( p
√
a)/F (F (
p
√
a)×)
Since F ( p
√
a) = F ( p
√
b) whenever a/b ∈ (F×)p, we will by abuse of notation also write NF (a)
for a ∈ F×/(F×)p, with a denoting both an element of F× and its class modulo p-th powers.
Remark 2.5. If the base-field in question is clear, we will just write N(a) for ease of notation.
Definition 2.6. Let K be a field containing ζp. We say that K is a Demushkin field whenever
GK(p) is a Demushkin group.
Examples of Demushkin fields are finite extensions K of Qp containing ζp ([Ser02], 5.6). In
this case, the structure of GK(p) is known: it is generated by N + 2 elements subject to a single
relation r. Here N = [K : Qp] and the relation r can be specified (see below).
Let K now be any Demushkin field. Kummer Theory provides, upon choosing a p-th root of
unity, an isomorphism
H1(GK(p),Z/pZ) ≃ K×/(K×)p
and the theory of Brauer groups gives
H2(GK(p),Z/pZ) ≃ pBr(K) ≃ Z/pZ
where pBr(K) is the p-torsion subgroup of the Brauer group of K. The cup-product pairing can,
thanks to the Merkurjev-Suslin Theorem [MS82], be identified with the Hilbert symbol
K×/(K×)p ×K×/(K×)p → Z/pZ
sending the pair a, b to the symbol (a, b)K representing the central simple K-algebra with gen-
erators x, y subject to the relations xp = a, yp = b, xy = ζpyx. If p = 2 these are exactly the
quaternion algebras over K. We have (a, b)K = 0 iff a ∈ N(b) iff b ∈ N(a).
If we denote by ps the maximal power of p such that ζps ∈ K, then work by Demushkin,
Labute and Serre ([Dem], [Lab67], [Ser02]) shows that one can pick generators x1, . . . , xN+2 such
that
r = xp
s
1 [x1, x2]...[xN+1, xN+2]
if ps 6= 2 and N is even. If ps = 2 and N is odd,
r = x21x
4
2[x2, x3][x4, x5] . . . [xN+1, xN+2]
where [a, b] denotes the commutator. Passing to the abelianization it is not hard to see the fol-
lowing:
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Fact 2.7. Let K be a finite extension of Qp containing ζp, with N and s as above. If p
s 6= 2, or
ps = 2, N = 1 (i.e., K = Q2), then
GK(p)
ab ≃ Z/psZ× ZN+1p
Remark 2.8. Since the isomorphism type of GK(p) is determined entirely by the integers N and
s, we see that for example Q2(
√
2) and Q2(
√
5) have the same pro-2 Galois groups, as neither
extension adds any new 2k-th roots of unity.
Remark 2.9. Note that ifK = Qp(ζp), then ifK
′ is an arbitrary finite extension of Qp containing
ζp, we have GK ′(p) ≃ GK(p) if and only if K = K ′, as K is the only such extension with
Demushkin invariants N = p− 1, s = 1. Therefore in this case, K ′ may be taken to be K in the
statement of Conjecture 1.
The crucial fact about Demushkin fields which we use is that they satisfy a sort of ‘local
reciprocity law’, as noted and proved by Frohn in her thesis [Fro11]. In fact, it will follow as a
consequence of the following more general fact from linear algebra
Proposition 2.10. Let ( , ) : V × V → W be a symmetric or skew-symmetric bilinear pairing,
where V andW are finite-dimensional vector spaces over a finite field L, such thatW is generated
by the elements (v,w) for v,w ∈ V . Then the following statements are equivalent:
(1) The pairing is non-degenerate and dimL(W ) = 1.
(2) The map Ψ : {U 6 V | dimL(U) = 1} → {U 6 V | codimL(U) = 1} given by
Ψ(Lv) = v⊥ = {u ∈ V | (v, u) = 0}
is a bijection, where Lv denotes the 1-dimensional subspace spanned by v.
Proof. Assume that (1) holds: we will show that Ψ is a bijection. First observe that as dim(W ) =
1, given a fixed and non-zero w ∈ V , bilinearity implies the induced map
V → L
v 7→ (v,w)
is surjective, being non-trivial by virtue of non-degeneracy of the pairing. Its kernel w⊥ is therefore
a subspace with codimension 1: thus the map Ψ is well-defined.
Next, note that both the range and domain of Ψ are finite sets of the same size, since given a
subspace U of V one can always find a complement U ′ of U with codim(U ′) = dim(U). Therefore
it suffices to show that Ψ is injective, by the pigeon-hole principle.
Let v,w ∈ V be such that Ψ(Lv) = Ψ(Lw), i.e. v⊥ = w⊥. If v = 0 then so is w since the
pairing is non-degenerate, and conversely. So assume v and w are non-zero. Then, as the pairing
is non-degenerate, there exists x ∈ V such that (v, x) 6= 0. Since dim(W ) = 1, it follows that
there exists λ ∈ L such that (w, x) = λ(v, x). Next, let y ∈ V be arbitrary. Then, again as W is
1-dimensional, there exists µ ∈ L such that µ(v, x) = (v, y). By bilinearity, (v, µx − y) = 0, so
µx− y ∈ v⊥ = w⊥. Hence also µ(w, x) = (w, y). Finally,
(λv − w, y) = λ(v, y) − (w, y)
= λµ(v, x)− µ(w, x) = µ(w, x)− µ(w, x) = 0.
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This being true for all y, it follows by non-degeneracy that w = λv, whence Lv = Lw as desired.
Now assume (2) holds true. We will show the pairing is non-degenerate and that dim(W ) = 1.
It follows at once from the defining property of the image of Ψ that for any v ∈ V , v⊥ is a subspace
of codimension 1, and hence is not all of V . Thus the pairing is non-degenerate. It remains to
show dim(W ) = 1.
Choose any v0, w0 ∈ V such that (v0, w0) ∈W is non-zero. We will show (v0, w0) generates all
of W , completing the proof. By assumption, every element of W is a finite sum of terms (v,w)
for some v,w ∈ V . We will show that (v,w) ∈ 〈(v0, w0)〉, the subspace generated by (v0, w0),
which will complete the proof. Let us first prove this is the case in a special case.
Subclaim: If at least one of Lv0, Lw0 equal one of Lv,Lw, then (v,w) ∈ 〈(v0, w0)〉.
Indeed, assume that Lv = Lv0, the other cases being similar. Then v = λv0 for some λ ∈ L.
Since (v0, w0) 6= 0, w0 6∈ v⊥0 . Thus V = 〈w0〉 + v⊥0 . It follows that there exists µ ∈ L such that
w ∈ µw0 + v⊥0 , so w − µw0 ∈ v⊥0 . Bilinearity gives
0 = (v0, w − µw0) = (v0, w)− µ(v0, w0)
Hence
(v,w) = (λv0, w) = λµ(v0, w0) ∈ 〈(v0, w0)〉
as desired.
Armed with this special case, suppose next that (v,w) 6= 0 is arbitrary. Choose any x ∈
V \ (w⊥0 ∪ v⊥). Applying the special case above first to (v0, w0) and (x,w0), then (v,w) and
(v, x) gives that (v,w) ∈ 〈(v, x)〉 and (x,w0) ∈ 〈(v0, w0)〉. But applying it again to (v, x) and
(x,w0) gives (v, x) ∈ 〈(x,w0)〉, so that finally (v,w) ∈ 〈(v0, w0)〉.
Proposition 2.11. (‘Local Reciprocity’) Let K be a Demushkin field with respect to p. Then
for each a ∈ K× \ (K×)p, N(a) is a subgroup of K× of index p, and the map
φ : {K( p√a) : a ∈ K× \ (K×)p} → {H 6 K×/(K×)p : H has index p}
given by K( p
√
a) 7→ N(a) is a bijection between Galois extensions of degree p and subgroups
of K×/(K×)p of index p. Conversely, any field K containing ζp for which φ is a bijection is
necessarily Demushkin.
Proof. Apply Proposition 2.10 in the case where V = H1(GK(p),Z/pZ),W = H
2(GK(p),Z/pZ),
both being finite-dimensional Fp-spaces, and the pairing is the cup-product. The statement then
follows at once from the discussion following Definition 2.6.
Remark 2.12. In the case p = 2, we get from this that N(a) = N(b) if and only if a and b are
equal modulo squares. This will be crucially exploited in what follows.
3. The structure of K×/(K×)2
For the rest of the paper we now fix once and for all a field K with
GK(2) ≃ GQ2(2).
Definition 3.1. For any field L, and a prime p, let
qp(L) := dimFpL
×/(L×)p.
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For x, y ∈ L×, we write x ∼ y if the classes of x and y in L×/(L×)p are the same, i.e., if
x/y ∈ (L×)p. If x1, . . . , xn ∈ L×, we write
〈x1, . . . , xn〉
for the subspace of L×/(L×)p generated by x1(L×)p, . . . , xn(L×)p. So as a multiplicative group,
〈x1, . . . , xn〉 is generated by the various products xi1 . . . xik and their powers.
In this section we aim to prove that the structure of K×/(K×)2 is essentially the same as
that of Q×2 /(Q
×
2 )
2. Let us first recall the structure of the latter group.
Proposition 3.2. The group Q×2 /(Q
×
2 )
2 has dimension q2(Q2) = 3. A basis is given by the
square classes of −1, 2 and 5. Hence Q×2 = {±1,±2,±5,±10} modulo squares.
Proof. See e.g. [Ser73] Chapter 2.
We will show that the same is true for K×/(K×)2. Indeed, we will show the stronger state-
ment that any relation between square classes of algebraic elements in Q2 also holds in K. For
example, in Q2, it is true that 3 ∼ −5, so the same will also hold in K. This will be made precise
in Proposition 3.10 below.
First observe that by Kummer Theory, we have isomorphisms of F2-vector spaces
K×/(K×)2 ≃ Hom(GK(2),Z/2Z) ≃ Hom(GQ2(2),Z/2Z) ≃ Q×2 /(Q×2 )2
and hence q2(K) = q2(Q2) = 3.
Let us now show that −1 and 2 are independent, non-trivial square classes in K×/(K×)2.
We will make use of the following lemma.
Lemma 3.3. (i) There is a quadratic extension of Q2 which does not embed into a Z/4Z-
extension of Q2, i.e., a Galois extension L/Q2 with Galois group Gal(L/Q2) ≃ Z/4Z.
(ii) There is no open subgroup H of GabQ2(2) of index 2 such that
H ≃ Z/2sZ× Z32
with s > 3.
Proof. By Fact 2.7,
GabQ2(2) ≃ Z/2Z × Z22
from which one may readily deduce the first claim.
For (ii), note that any such subgroup would correspond to a quadratic extension of Q2 con-
taining ζ8, since for a Demushkin field, the cyclotomic 2-height is encoded by the torsion part of
GabQ2(2) (see the discussion preceeding Fact 2.7). But since ζ8 = 1/
√
2 + i/
√
2 and
√
2 6∈ Q2(i),
any such extension would have to have degree at least 4.
Lemma 3.4. (i) The characteristic of K is not 2, and −1 6∈ K2. In particular, 2 ∈ K×.
(ii) 2 6∈ K(√−1)2
(iii) −1 is not the sum of two squares, and char(K)=0.
Proof. The property (i) in the previous lemma is evidently equivalent to a statement about
GQ2(2), and hence the statement is also true of K. But if char(K)=2, or
√−1 ∈ K, then every
(separable) quadratic extension embeds into a Z/4Z-extension. In particular 2 is non-zero in K.
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For (ii), note that if
√
2 ∈ K(i), then K(i) contains ζ8, and hence, by Fact 2.7, K(i) corre-
sponds to an open subgroup of GabK (2) of index 2 with torsion part Z/2
sZ, s > 3. This contradicts
part (ii) of the previous Lemma.
For (iii), note that by (ii), it follows that −1 and 2 are independent and non-trivial square
classes in K×/(K×)2. If −1 were a sum of two squares, that is, if −1 ∈ N(−1), then since
2 ∈ N(−1) also, N(−1) = 〈−1, 2〉. So −2 ∈ N(−1) whence −1 ∈ N(−2), and so N(−2) =
〈−1, 2〉 = N(−1). By Proposition 2.11 and Remark 2.8, 2 is a square: contradiction.
In particular, since in any finite field, −1 is a sum of two squares, the characteristic of K
must be 0.
By the above lemma, we may now define the field k := K ∩Q. That is, k is the relative alge-
braic closure of Q in K. Our next goal is to elucidate the structure of k, and show that except for
one ‘bad case’, k admits a ‘2-adic’ valuation, i.e., a valuation such that the henselization kh of k
is isomorphic to Q2 ∩Q. Note that this latter field can be identified with the henselization Qh of
Q with respect to the 2-adic valuation, and is elementarily equivalent to Q2 (c.f. e.g [PR80]). In
particular, k is a subfield of Q2 ∩Q.
Before proceeding with the next proposition, let us recall some results about extensions of
p-adic fields.
Lemma 3.5. Let L/Qp be an algebraic extension containing a primitive p-th root of unity ζp.
(i) If the extension is finite, then qp(L) = [L : Qp] + 2
(ii) If p∞ divides [L : Qp], then pBr(L) = 0.
Both statements are also true if we replace Qp with Q
h, the henselization of Q with respect to
the p-adic valuation.7
Proof. See e.g. [Ser02], 5.6, Lemma 3 and Theorem 4, for the proofs of (i) and (ii). It remains
to show that we may replace Qp by Q
h in both statements.
However, it is a well-known consequence of Krasner’s Lemma that Qp = QQp, and so the
restriction GQp → GQh is an isomorphism. Since qp(L) = dimFpH1(GL(p)) and pBr(L) ≃
H2(GL(p)), the claim follows.
We will also require the following well known result of class field theory:
Theorem 3.6. (Albert-Brauer-Hasse-Noether) Let a, b ∈ k, with k a number field. Then the
Hilbert symbol (a, b)k = 1 if and only if (a, b)kˆv = 1 for every completion kˆv with respect to a
valuation v on k.
Remark 3.7. As with the above lemma, the statement is still true if we consider henselizations
and real closures rather than completions, by similar reasoning.
We are now ready for the crucial lemma.
Lemma 3.8. Given k = K ∩Q, one of the following cases holds:
7This is an example of the well known slogan that as far as algebra is concerned, henselizations are as good as
completions.
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(A) The restriction map GK(2) → Gk(2) is an isomorphism, and there exists a valuation on k
with henselization kh = Q ∩Q2;
(B) Gk(2) is not Demushkin and 3 is either square or twice a square in k.
Proof. Choose any chain of number fields k0 = Q ⊆ k1 ⊆ . . . ⊂ k such that k =
⋃∞
i=0 ki. By
Lemma 3.4, −1 6∈ NK(−1), so also −1 6∈ Nk(−1) and −1 6∈ Nki(−1) for any i. If we let Σi denote
a set of orderings and valuations v of ki for which −1 6∈ Nkvi (−1), where kvi is a real-closure,
resp. a henselization, of ki with respect to v, then by the Albert-Brauer-Hasse-Noether Theorem
every Σi is non-empty. For i < j, each valuation in Σj lies above a valuation in Σi. Now, it is
easy to see that Σ0 contains the archimedean valuation of Q. Since it is only for p = 2 that the
Hilbert symbol (−1,−1)p = −1, we see that Σ0 consists of exactly the Archimedean valuation
and the 2-adic valuation, and hence every valuation in Σi lies above one of these. Each Σi is
also finite, due to the well-known fact that the Hilbert symbol trivialises in the Henselization
of all but finitely many valuations. Since the Σi form an inverse system of finite, non-empty
sets, their inverse limit Σ∞ is non-empty. Further, every valuation v ∈ Σ∞ is either archimedean
(corresponding to an ordering) or duadic, as it must lie over one of these two valuations on k0.
We now distinguish between two cases.
Case A: Suppose that Σ∞ contains a duadic valuation v. If we let kh denote the henselization
of k with respect to v, then −1 6∈ Nkh(−1). If we denote by Qh a henselization of Q with respect
to the 2-adic valuation (which we may without loss of generality take to be Q2 ∩ Q) then there
is a natural embedding Qh →֒ kh. Let F := kh. We claim that the extension F/Qh is finite.
Indeed, first notice that if 2∞ divides [F : Qh], then 2Br(F ) = 0 by Lemma 3.6. But the
Brauer group of F contains the non-trivial degree-two element (−1,−1), so this cannot be the
case. Therefore there is a finite extension L/Qh such that F/L has odd, possibly infinite, degree.
Since F/L is of odd degree, the canonical map
L×/(L×)2 → F×/(F×)2 (1)
is injective, and the same is true if we replace L by any finite subextension L′/L of F . Hence for
any such L′, q2(F ) > q2(L′). But now, by Artin approximation, the canonical map
k×/(k×)2 → F×/(F×)2
is surjective8. Also, note that as k ⊂ K, and q2(K) = 3, then q2(k) 6 3. Putting this together,
we get
3 > q2(k) > q2(F ) > q2(L
′)
for any finite subextension L′/L of F . But by Lemma 3.5,
q2(L
′) = [L′ : Qh] + 2 > 3 (2)
and so it must be that [L′ : Qh] = 1. As this is true for any such finite subextension L′/L of F ,
it follows that F = Qh. Thus k →֒ kh = Qh = Q2 ∩Q. Additionally, we see that q2(k) = 3.
Since q2(k) = 3, and −1, 2 and 5 form a basis for Qh×/(Qh×)2, it follows that −1, 2 and 5
also form a basis for k×/(k×)2. We also know that 3 ∼ −5 in k, since this is true in kh. Since
3 = 1 + 2 is visibly in N(−2), we have −5 ∈ N(−2). Since Gkh(2) is Demushkin of rank 3, the
norm groups of k are generated by exactly 2 elements. We now have enough information to work
out all the norm groups Nk(a) for a ∈ {−1,±2,±5,±10}. They are as follows:
8Another way of seeing this is that the map Q2(k) → Q2(kˆ), where kˆ is the completion of k, is surjective, since k
is dense in its completion. But then kˆ is also the completion of kh.
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Nk(−1) = 〈2, 5〉
Nk(2) = 〈−1, 2〉
Nk(5) = 〈−1, 5〉
Nk(10) = 〈−1, 10〉
Nk(−2) = 〈2,−5〉
Nk(−5) = 〈−2, 5〉
Nk(−10) = 〈−2,−5〉
Indeed, it is easy to check that the right-hand sides are all contained in the left-hand sides.
The only generators not clearly a norm of the right shape are −5 ∈ N(−2) and equivalently
−2 ∈ N(−5), which we considered above. The rest are routine (e.g. 2 = 12 + 12, 5 = 12 + 22,
so 〈2, 5〉 ⊂ Nk(−1)). The generators are independent because they are independent already in
Qh
×
/(Qh
×
)2. Finally, none of the norm-groups on the left-hand side can be strictly bigger than
the corresponding right-hand side, as that would imply they are bigger also in kh, which we know
they are not.
It follows by Proposition 2.11 that k is Demushkin of rank 3. Hence GK(2) and Gk(2) are
Demushkin with the same invariants, and so are isomorphic finitely generated pro-2 groups. Thus
the epimorphism GK(2) → Gk(2) is an isomorphism, by the profinite pigeon-hole principle (see
[RZ10] Proposition 2.5.2).
Case B: Suppose Σ∞ does not contain a duadic valuation. Then k is formally real. If q2(k) =
2, then k×/(k×)2 = 〈−1, 2〉. Because sums of squares are positive, Nk(−1) = 〈2〉. Also, 1+2a2 > 0
for any a ∈ k, hence Nk(−2) = 〈2〉. But we always have −1 and 2 in Nk(2), due to the trivial
identity −1 = 1 − 2. Therefore Nk(2) = 〈−1, 2〉. Since the norm-groups have different size, it
follows from Theorem 2.11 that k is not Demushkin.
On the other hand, suppose q2(k) = 3. Then k
×/(k×)2 = 〈−1, 2, c〉 for some c ∈ k×. We
know as before that the norm groups are generated by at most 2 elements. In particular, either
Nk(−1) = 〈2〉 (2 = 12 + 12) or we can choose c such that Nk(−1) = 〈2, c〉. Suppose, for a
contradiction, that Nk(−1) = 〈2〉. Note that Nk(−1) ⊂ ∩P , where the intersection is over all
positive cones P of distinct orderings of k. If any such ordering P also contains c, then P = 〈2, c〉,
as it clearly can’t contain −1,−2,−c or −2c. Since k is not Pythagorean (2 6∈ k2), the squares do
not form an ordering, and so the only possible positive cones are 〈2〉 and 〈2, c〉, whence ∩P = 〈2〉.
Since 〈2〉 has index 4 in k×, and any single ordering has index 2, k must in fact admit at least
two distinct orderings. Each of these will prolong in two distinct ways to k(
√
2), which therefore
admits 4 distinct orderings. Notice next that 1 + 1√
2
has norm 1/2, hence is not a square, but is
positive with respect to any ordering on k(
√
2). Hence k(
√
2) is also not Pythagorean. Therefore
none of the 4 orderings equals k(
√
2)2. But as they each contain k(
√
2)2 and are distinct, they
must each contain a unique non-square, all of which are independent of each other. It follows
that q2(k(
√
2)) > 5. But one also has q2(K(
√
2)) = q2(Q2(
√
2)) = 4, since by Lemma 3.5 (i), any
open subgroup of GK(2) of index 2 must have H
1 of dimension 4. This gives a contradiction,
since k(
√
2) is relatively algebraically closed in K(
√
2).
We conclude that Nk(−1) = 〈2, c〉, and k admits a unique ordering with positive cone Nk(−1).
Note that since Nk(2) = 〈−1, 2〉, c 6∈ Nk(2). However, being positive, c ∈ Nkr(2), where kr is the
real closure of k. As in the start of the proof we can consider the chain of fields ki ⊂ k, starting
this time not at k0 but at kj where j is the smallest index for which c ∈ kj . Let Σ∗i be the set of
valuations/orderings on ki for which c 6∈ Nkhi (2). These are, as before, finite and non-empty by
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the Albert-Brauer-Hasse-Noether theorem, and so their inverse limit Σ∗∞ is non-empty: it can be
identified as the set of valuations on k for which c 6∈ Nkh(2). By construction, it does not contain
any real places.
If Σ∗∞ contains a duadic valuation, say v, then putting F = k
h, we know that 2Br(F ) 6= 0,
as it contains the non-trivial element (2, c). We can now proceed identically as in the argument
of Case A above, and find that condition (A) of the claim is satisfied.
It remains to consider the case where Σ∗∞ does not contain a duadic valuation. Then it must
contain a p-adic valuation v for which v(c) is not 2-divisible, and by choosing c such that c = 1+a2
for some a ∈ k, v(c) is positive and not 2-divisible. Furthermore, −1 is a square in the residue
field, while 2 is not, and hence p ≡ 5 (8). Finally, the Witt ring of k is isomorphic to Z×Z/2Z3,
as it satisfies the conditions of Case 2 in Chapter 2, Example 5.7 in [Lam05]. The Galois group
can then be deduced as the one corresponding to position 4 of Table 5.3 in [JW89]: we get
Gk(2) ≃ Z/2Z ∗2 (Z2 ⋊ Z2) with presentation 〈a, b, c : a2 = b4[b, c] = 1〉. Here Z/2Z = Gkr(2),
and Z2 ⋊ Z2 ≃ Gkh(2), where kr (resp. kh) is the real closure (resp. henselization) of k. In this
case, Gk(2) is not Demushkin, as Demushkin groups are visibly torsion-free.
We have shown that whether q2(k) = 2 or 3, Gk(2) is not Demushkin. It remains to show
that in this case either 3 is a square or twice a square. Observe now that 3 = 1+2 ∈ Nk(−2). In
the case where q2(k) = 2, we already showed Nk(−2) = 〈2〉, implying that 3 is a square or twice
a square.
Consider then the case where q2(k) = 3. We showed then that Nk(−1) = 〈2, c〉, whence
reciprocity quickly gives us Nk(2), Nk(c) and Nk(2c). For example, consider Nk(2). Since 2 ∈
N(−1), reciprocity gives −1 ∈ N(2). But −2 ∈ N(2) is trivial. Therefore N(2) contains 〈−1, 2〉.
Since N(2) can’t be any bigger, they must be equal. The other cases are similar. Because Gk(2) is
not Demushkin, we cannot have −c ∈ Nk(−2). Indeed, otherwise Nk(−2) = 〈2, c〉, from which we
quickly obtain Nk(−c) = 〈−2, c〉 and Nk(−2c) = 〈−c, 2c〉, again by liberal use of reciprocity and
size considerations. Since all the norm groups then have index 2 and are distinct, Proposition
2.11 implies that Gk(2) would be Demushkin. Hence also in this case we find Nk(−2) = 〈2〉,
implying that 3 is square or twice a square.
However, we can also show that
Proposition 3.9. Case B in the above Lemma cannot occur. Hence we are always in Case A.
The proof may be found in Appendix C. It is obtained by explicitly working with the arithmetic
of the field K, using in essence the ‘norm-combinatorics’ machinery developed in the next section.
The reader is therefore recommended to leave the verification of this Proposition to the end. Note
that in both the cases occurring in Case B (i.e. q2(k) = 2 or 3), the abstract group Gk(2) does
appear as a quotient of GK(2). Therefore, Case B cannot be ruled out by purely group-theoretic
reasons, and some form of appeal to the field structure is required.
Proposition 3.10. An F2-basis for K
×/(K×)2 is given by the classes of −1, 2 and 5. For any
q ∈ k, q ∼ 1 in K if and only if q ∼ 1 in Q2 (in particular, this holds for all q ∈ Q). The quadratic
norm groups N(a) of K are as follows:
NK(−1) = 〈2, 5〉
NK(2) = 〈−1, 2〉
NK(5) = 〈−1, 5〉
NK(10) = 〈−1, 10〉
12
Recovering Valuations on Demushkin Fields
NK(−2) = 〈2,−5〉
NK(−5) = 〈−2, 5〉
NK(−10) = 〈−2,−5〉.
Proof. By Proposition 3.9, we are necessarily in Case A of Lemma 3.8. In that case, −1, 2 and 5
form a basis for k×/(k×)2 and they are therefore independent modulo squares. Since K×/(K×)2
has dimension 3, these also form a basis of K×/(K×)2. The structure of the norm groups for K
must be the same as that of k, since K×/(K×)2 has the same basis as k and the norm groups
have the same size. These were calculated in the proof of the above lemma, resulting in the above
list. For the last part, note that q ∼ 1 in K iff q ∼ 1 in k, since if q were a non-square in k, it
could only become a square in K if one of ±1,±2,±5,±10 become square in k, which we know
can’t happen. Since k embeds into Q2, the same argument shows that q ∼ 1 in k iff q ∼ 1 in
Q2.
4. Construction of the Valuation: Norm Combinatorics
In Q2, we can detect the valuation ring via norms by the equality
Norm(Q2(
√
5)×) = Z×2 · (Q×2 )2
which follows from the fact that Q2(
√
5) is the (unique) unramified quadratic extension of Q2. We
will use this observation along with the following construction from the theory of ‘rigid elements’
(see e.g. [EP05], Section 2.2.3) to construct the valuation of Theorem 1. The general setup is as
follows.
Let p be a rational prime, F a field, T 6 F× a subgroup containing (F×)p. Define the sets
O1(T ) := {x ∈ F \ T : 1 + x ∈ T} (3)
O2(T ) := {x ∈ T : xO1(T ) ⊆ O1(T )} (4)
and
O(T ) := O1(T ) ∪ O2(T ).
The following key construction of valuations has its roots in the work of Arason, Elman and
Jacob (see [AEJ87]) who first recognized the importance of the condition 1 −O1(T )O1(T ) ⊆ T
(called “pre-additivity” in their paper) and its connection to valuations.
Lemma 4.1. Suppose that for any x, y ∈ O1(T ), one has 1 − xy ∈ T . Then O is a (non-trivial)
valuation ring of F with O× ⊂ T and O1 · O1 ⊂ O2.
Proof. This is a straightforward adaptation of Theorem 2.2.7 and its proof in [EP05].
Now fix a field K such that GK(2) ≃ GQ2(2) with k = K ∩Q. As we are in Case A of Lemma
3.8, k ⊂ Q2 ∩Q.
Consider the above valuation construction with p = 2, F = K and T = N(5). In this case
we write O1 instead of O1(T ) etc. Notice that for K = Q2, the elements in O1 (other than 0)
are those with positive, odd valuation, by the ultrametric inequality, and so O2 consists of the
2-adic integers with even valuation. Therefore in this case O is indeed just Z2. We will show that
the condition of the lemma holds for our abstract K as well, and then deduce that the valuation
ring O(N(5)) satisfies the additional properties desired.
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Remark 4.2. One may be tempted to use directly the statement in [EP05] Theorem 2.2.7 for
p = 2. However, there appears to be no obvious way to exclude the possibility that the subgroup
T1 of K
× obtained for which O(T1) is a valuation ring, is in fact the whole of K×. That is, there
is no way of telling if the valuation obtained is trivial or not. To show that T1 may be taken
to be N(5) (i.e., to show non-triviality), the only apparent strategy is to show directly that the
specified condition holds.
The idea of the proof is to decompose the term 1−xy in several ways, all of which are visibly
in certain norm groups N(a). Working on a case by case basis, depending on the square classes
of x, y, 1 + x and 1 + y, this places 1− xy in the intersection of several norm groups, which are
known by Proposition 3.10. In all cases, the possible square classes of 1− xy thus obtained are
always in N(5). As an intermediate step, we need to establish that ±1,±5 and ±1/5 ∈ O2, i.e.,
that these numbers are ‘units’ in O; of course we expect this to be true since these numbers are
units in Z2. Doing this amounts to computing the square class of expressions 1+ax when x ∈ O1
and a ∈ {±1,±5,±1/5}. This is again done by writing 1+ax as a norm in several different ways,
thereby severely restricting its possible square class. Chief among the identities used repeatedly
is the Steinberg relation:
1− x ∈ N(x)
for any x 6= 0, 1. We will use this identity without comment in all calculations.
The proof shows that the square class of expressions like 1+ax, for a ∈ k, x ∈ K, is determined
entirely by the square class of x, 1+x and the ‘lattice’ of norm-groups. If such a statement could
be made rigorous and then proved, one could deduce that O(N(5)) is a valuation ring simply
because it is one for k. Unfortunately, such a structural proof still eludes us, and we instead
resort to direct computations.
The full computations and details can be found in Appendix A.
Remark 4.3. Notice that 0 ∈ O1(T ) for any T . In the calculations and lemmas established in
the following, we always ignore this case, as it can easily be seen that 0 will satisfy all the claims
made, or that the resulting computation gives 0, which we know to be in O1.
Before we begin, let us for ease of exposition introduce some notation. For ai ∈ K×, we write
{a1, a2, . . . , an}
as shorthand for the subset
a1(K
×)2 ∪ a2(K×)2 ∪ . . . ∪ an(K×)2
of K×.
The key lemma, where the bulk of the computations take place, is the following:
Lemma 4.4. Let x ∈ O1. Then 1 + ax ∈ N(5) for a = ±1,±2,±4,±5,±1/5. Furthermore, given
a specific choice of x ∈ O1, the values of these expressions (modulo squares) can be uniquely
constrained, and depend only on the value of x and 1 + x (modulo squares).
Proof. See Appendix A. The proof uses explicit calculations on a case by case basis, as explained
above. These are tedious, but elementary, and can be carried out following a straightforward
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algorithm. Note that the cases a = ±1,±5,±1/5 are essentially capturing the fact that these
numbers are units with respect to the duadic valuation, while the cases a = ±2,±4 are capturing
the fact that v(2) > 0.
We are now ready to prove the critical
Proposition 4.5. For any x, y ∈ O1, 1− xy ∈ N(5).
Proof. The key point is to note that for any a ∈ K, we have the following decompositions,
already present in [AEJ87]:
1− xy = (1 + ay)
(
1 + (1 + x/a)
−ay
1 + ay
)
= (1 + ax)
(
1 + (1 + y/a)
−ax
1 + ax
)
Now define the following subsets of K×/(K×)2:
D1a(x, y) = (1 + ay)N(a(1 + x/a)y(1 + ay))
D2a(x, y) = (1 + ax)N(a(1 + y/a)y(1 + ax))
Da(x, y) = D
1
a(x, y) ∩D2a(x, y) ∩N(xy)
Then it is a consequence of the above decompositions that 1 − xy ∈ Da(x, y). By Lemma 4.4,
for a = ±1,±5,±1/5, we can pin down the values of 1 + ax, 1 + ay, 1 + x/a and 1 + y/a, and
this allows one to compute the sets Da(x, y). It turns out that intersecting all the constraints
obtained in this way always uniquely pins down the value of 1−xy modulo squares, and one can
check, case by case, that this value is always in N(5). The details are found in Appendix A.
Corollary 4.6. The set O is a non-trivial valuation ring of K with residue characteristic 2.
Proof. Non-triviality is clear since O× ⊂ N(5). Also, since 2 6∈ N(5), the value of 2 is strictly
positive, whence 2 becomes trivial in the residue field.
Remark 4.7. We will choose a valuation v with Ov = O, and denote the value group, maximal
ideal and residue field of v as Γ, M and Kv respectively.
We now elucidate the structure of O2 further. Put
A := {x ∈ N(5) : 1 + 2x ∈ N(5)} (5)
In Q2, this set coincides, by the ultrametric inequality, with the 2-adic integers with even valu-
ation. Hence we expect the following
Lemma 4.8. O2 = A.
Proof. One direction is trivial: if x ∈ O2 then as 2 ∈ O1, we have 2x ∈ O1 so that 1+2x ∈ N(5).
That is, x ∈ A.
For the other direction, note that if x ∈ A then 2x ∈ O1. Since O1 is invariant under
multiplication by a = ±1,±5 and ±5−1, we have that 1 + 2ax ∈ N(5). Therefore given x ∈ A,
ax also satisfies the conditions required to be in A, for any a = ±1,±5 and ±5−1, and so A is
invariant under multiplication by these numbers. Suppose therefore that we can prove that for
any x ∈ A with x ∼ 1, that x ∈ O2. Then as O2 is also invariant under multiplication by those
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numbers, it easily follows that x ∈ O2 also when x ∼ −1 or ±5. Because O2 ⊂ N(5) = {±1,±5},
these are the only possible square classes of x. If x ∼ 1, then in addition we know 1 + 2x ∈
N(5) ∩N(−2) = {1,−5}. Thus we need only consider the following two cases:
– 1 + 2x ∼ 1 We need to show that for any y ∈ O1, xy ∈ O1. Since O1 is invariant under
±1,±5,±5−1, as before, we can assume that y ∼ 2, whence 1− y ∈ N(5) ∩N(2) = {±1}.
Suppose first 1−y ∼ 1. Then if 1+2x = a2, we get 1+2xy = (1−y)+a2y ∈ N(−1)∩N(−2).
But it’s also in N(5) since −2x, y ∈ O1 whence 1 − (−2x)y ∈ N(5) by Proposition 4.5. So
1 + 2xy ∼ 1. Hence 1 + 5xy = (1 + 2xy) + 3xy ∈ N(−10) ∩ N(10) = {1, 10}, using that
3 ∼ −5. If 1 + 5xy ∼ 10, we get 1 + 4xy = (1 + 5xy) − xy ∈ 2N(5). But since O is a ring,
2xy ∈ O2 and so 4xy ∈ O1, whence 1 + 4xy ∈ N(5), contradiction. So 1 + 5xy ∈ N(5),
whence it follows that 5xy ∈ O1 and hence so is xy.
Suppose now that 1 − y ∼ −1. Then 1 + 2xy ∈ N(2) ∩ N(5) ∩ N(−1) = {1}. Arguing as
above, 1 + 5xy ∈ N(5) and we’re done also in this case.
– 1 + 2x ∼ −5 First suppose y ∼ 2, 1 − y ∼ 1. Then 1 + 2x = −5a2 for some a, whence
1 + 2xy = (1 − y)− 5a2y. Since 2x ∈ O1, 1 + 2xy ∈ N(5) as well. Consequently 1 + 2xy ∈
N(5) ∩N(−1) ∩N(10) = {1}.
It follows that 1 + xy = (1 + 2xy) − xy ∈ N(−2) ∩ N(2) = {1, 2}. If 1 + xy ∼ 2, then
1 + 4xy = (1 + xy) + 3xy ∈ 2N(5). But as 4xy ∈ O1, 1 + 4xy ∈ N(5) as well, giving a
contradiction. Hence 1 + xy ∼ 1 and we’re done.
Next suppose y ∼ 2, 1− y ∼ −1. Then as above, we get 1 + 2xy = (1− y)− 5a2y for some
a, and so 1 + 2xy ∈ N(5) ∩ −N(−10) ∩ N(−1) = {5}. Now 1 + 5xy = (1 + 2xy) + 3xy ∈
5N(2)∩N(−10) = {−5, 10}. If 1+5xy ∼ 10, then 1+4xy = (1+5xy)−xy ∈ −2N(5)∩N(5)
which is empty. Hence we must have 1 + 5xy ∼ −5. That is, 5xy ∈ O1, so xy ∈ O1 as well.
Since O× ⊂ O2, we have
Corollary 4.9. The units are
O× = {x ∈ N(5) : 1 + 2x ∈ N(5) and 2 + x ∈ N(5)} (6)
and the maximal ideal is the disjoint union M = O1 ⊔B where
B := {x ∈ N(5) : 1 + 2x ∈ N(5) and 2 + x 6∈ N(5)} (7)
Proposition 4.10. B = 2O1.
Proof. If x ∈ B, then as 2+x 6∈ N(5), 1+x/2 ∈ N(5), so x/2 ∈ O1, whence x ∈ 2O1. The other
direction follows easily from the previous Lemma in a similar fashion.
Proposition 4.11. v(2) is a minimal positive element in Γ.
Proof. Since O1 ⊂M, v(2) > 0. Now suppose we have x ∈ M with v(x) < v(2), i.e., 2/x ∈ M =
O1 ∪ 2O1. If 2/x ∈ 2O1, then x−1 ∈ O1, contradicting v(x) > 0. If 2/x ∈ O1, then it cannot
be the case that x ∈ O1, or else 2 ∈ O1 · O1 ⊂ O2. Hence x ∈ 2O1, so x = 2y, y ∈ O1. Then
v(2) > v(x) = v(2y) > v(2), which is absurd.
Since v(2) > 0, it is clear that Kv has characteristic 2. In fact, more detailed calculations
show that the residue field is exactly F2.
Proposition 4.12. If x ∈ O×, then 1+x ∈ M. In particular, O/M contains only two elements,
so is F2.
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Proof. As usual, one proceeds on a case by case basis.
Suppose x ∈ O× with x ∼ 1. Then we aim to show 1 + x 6∈ N(5) and so in particular is not
a unit. Indeed, 1 + 2x ∈ N(5) ∩N(−2) = {1,−5} and 2 + x ∈ N(5) ∩ N(−2) as well. Suppose
1 + 2x ∼ 1, equalling a2 say. Then 2 + x = a2/2 + 3/2, and since 3 ∼ −5, this is in 2N(5), a
contradiction.
So 1 + 2x ∼ −5, and a similar calculation shows 2 + x ∈ N(−1), so 2 + x ∼ −5.
Now 1+x ∈ N(−1), so if it were also in N(5), it would be equivalent to 1 or 5. But it is easy
to check that both of these possibilities contradict 2 + x ∼ −5.
The other cases are similar. One shows either that 1 + x 6∈ N(5), or that 3 + x 6∈ N(5); the
former implies 1 + x ∈ O1, while the latter implies 1 + x ∈ 2O1. The remaining cases may be
found in Appendix B.
Next, we would like to show 2-henselianity. We shall see that in our case, this property is
inherited from the 2-henselianity of k = K ∩Q.
Proposition 4.13. The valuation O is 2-henselian.
Proof. It suffices to show that O extends uniquely to every quadratic extension of K, by Fact
2.2. We will do this indirectly by computing the ramification indices e and inertia degrees f of
K with respect to the finitely many quadratic extensions. The result will then follow by general
valuation theory.
Recall that kh can be identified with the henselization of Q with respect to the 2-adic valua-
tion. Hence kh is henselian, and the ramification indices and inertia degrees with respect to the
different quadratic extensions are known: we have e = 1, f = 2 for the extension kh(
√
5), and
e = 2, f = 1 for all the other extensions. Furthermore, note that both K and kh have residue
fields F2, and that the restriction Ok := O∩k of the valuation O on K equals the 2-adic valuation
on kh. Additionally, as the residue fields are the same, f(O/Ok) = 1.
So let O′ be any extension of O to K(√5), and let O′k := O′ ∩ kh(
√
5). By multiplicativity of
inertia degrees, we have
2 > f(O′/O) = f(O′/O)f(O/Ok) = f(O′/O′k)f(O′k/Ok) > 2
since f(O′k/Ok) = 2 by the above observations. Hence also f(O′/O) = 2.
For all the other quadratic extensions L = K(
√
a), we know that since e(OL/O) 6 2, where
OL is any prolongation of O to L, we have that the index is either equal to 2 or the value
groups ΓK and ΓL are isomorphic. Let k
′ = L ∩ Q = k(√a). Then since Γkh = ΓK ∩ ΓQ and
Γ(k′)h = ΓL ∩ ΓQ, it follows that if ΓK = ΓL, then Γkh = Γ(k′)h . Since for a 6∼ 5, the ramification
index with respect to (k′)h/kh is always 2, these value groups are not equal. It follows that the
ramification index must also be 2 for L/K.
We have shown that for any quadratic extension of K, ef = 2 always holds, which implies by
the fundamental inequality for valuations ([EP05] Theorem 3.3.4) that there is always at most
one extension of O to any such field. Hence the valuation is 2-henselian.
Theorem 4.14. SupposeGK(2) ≃ GQ2(2). Then there is a valuation v onK which is 2-henselian,
has discrete value group with v(2) as a minimal positive element, residue field F2 and [Γ : 2Γ] = 2.
Proof. The only thing remaining to prove is that [Γ : 2Γ] = 2. Note that Γ = K×/O×, and
O×(K×)2 = N(5). Since v(O×(K×)2) = 2Γ, and N(5) has index 2 in K×, this implies that
Γ/2Γ ≃ K
×
O×(K×)2
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has order 2.
Upon reviewing the proof, one finds that we didn’t need all of GK(2), only the significantly
smaller quotient Gal(K ′′/K), where K ′′ is the so-called maximal Z/2Z elementary meta-abelian
extension of K. Indeed, Lemma 3.3 and 3.4 clearly only need this quotient, and it is well known
(see e.g. [Pop10]) that the Galois cohomology used is already seen by Gal(K ′′/K). Therefore,
Proposition 3.10 can be obtained using only this quotient, and this is all that is required in the
norm-combinatorics.
5. The Birational Section Conjecture
We conclude with an application to the birational section conjecture (see [Koe05] for background
details). Recall that given a smooth, complete curve X over a field K, there is a canonical exact
sequence of Galois groups
1→ GK(X) → GK(X) → GK → 1 (8)
where K(X) is the function field of X and K(X) = K ⊗K K(X).
Given any a ∈ X(K), we can assign to it a ‘bouquet’ of group-theoretic sections sa : GK →
GK(X). Indeed, let va be the valuation on K(X) corresponding to a, and w the valuation on
K(X) corresponding to a preimage of a in X := X ⊗K K (so w extends v). If we let Iw and
Dw denote the inertia and decomposition group of w/v inside GK(X), then we get by Hilbert
Decomposition Theory a commutative diagram
1 GK(X) GK(X) GK 1
1 Iw Dw Gw 1
≃
with exact rows. Here Gw denotes the Galois group of the residue field extension. It is known
that the bottom row admits sections (see e.g. [KPR86]). Any choice of such induces a section sw
of (8) such that s(GK) ⊂ Dw, which is unique up to conjugation by an element of GK(X). Any
member of the ‘bouquet’ of sections obtained in this manner is said to lie over a. In a similar
manner, if v is a valuation which is trivial on K and has residue field K, the same discussion
shows that v induces a ‘bouquet’ of sections which are said to lie over v. We call such valuations
K-valuations.
The birational anabelian section conjecture of Grothendieck says that, for certain fields K,
every section of (8) lies over a unique a ∈ X(K). This was proved in [Koe05] in the case where
K is a finite extension of Qp. Pop later showed in [Pop10] that one could obtain a bijection
already by considering a much smaller quotient of (8), the maximal Z/pZ elementary meta-
abelian quotient. Conjecture 1 implies that if the groundfield contains ζp, then one obtains a
bijection when considering the maximal pro-p quotient. This already follows from Pop’s Theorem,
but the proof we give is independent.
We also note that the generality of our main theorem means we can prove a statement for
varieties, not just curves. The birational analogue of the section conjecture in higher dimensions
was proven by Stix in [Sti13]. Here one finds that every section lies over a unique K-valuation.
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When X is a curve, it is well known that such valuations correspond exactly to points. For higher
dimensions, such valuations always imply the existence of a point, but the valuation itself need
not be induced by this point. That is, non-geometric sections exist. In [Pop15], Pop generalized
this again to the metabelian setting, but only in the case when p > 2. Our main result allows us
to partially fill this gap.
Proposition 5.1. Assume Conjecture 1 holds, and suppose X is a smooth, projective variety
over F of dimension n > 0, where F is a finite extension of Qp containing ζp. Then given any
section s of
1→ GF (X)(p)→ GF (X)(p)→ GF (p)→ 1 (9)
there is a finite extension F ′ of Qp containing ζp such that GF ′(p) ≃ GF (p) and s′(GF ′(p)) ⊂ Dw′
for a unique F ′-valuation w′. Here s′ : GF ′(p)→ GF ′(X)(p) is the section induced by s.
Proof. Let s : GF (p) → GF (X)(p) be a section, and let K be the fixed field in F (X)(p) of
s(GF (p)). Then GK(p) ≃ s(GF (p)) ≃ GF (p). By Conjecture 1, there is a finite extension F ′/Qp
and a valuation v on K satisfying the properties of the Conjecture. In particular, the residue
field is finite and v(π) is a minimal positive element in Γv, where π is a uniformizer in F
′. Then
the restriction w of v to F ′(X) still has residue field F ′v and w(π) is a minimal positive element.
Consider the subgroup H of Γw generated by w(π). It is a convex subgroup isomorphic to
Z. Since F ′ is complete, it admits no immediate extensions of transcendence degree n. Therefore
H 6= Γw. Let w′ be the valuation obtained from w with value group Γw/H. By construction, w′
is trivial on F ′ and has residue field F ′, since w′(π) = 0. Since w′ is a coarsening of a p-henselian
valuation, it is itself p-henselian. Hence w′ is an F ′-valuation with s(GF (p)) ⊂ Dw′ .
To show uniqueness, suppose w′′ is another valuation such that s(GF ′(p)) ⊂ Dw′′ . Then as
both are p-henselian with residue field not p-closed, they are necessarily comparable9. If w′ is a
coarsening of w′′, then the quotient valuation w′′/w′ is a p-henselian valuation on an algebraic
extension of F ′ with residue field F ′, and hence must be trivial. That is, w′′ = w′. The argument
is identical if w′′ is a coarsening of w′.
Remark 5.2. By Remark 2.9, if F = Qp(ζp), then F
′ = F in the statement of the above.
Corollary 5.3. Assume Conjecture 1 holds, and suppose X is a smooth, projective variety
over F , where F is a finite extension of Qp containing ζp. Then there is a section of (9) if and
only if X(F ) 6= ∅.
Proof. Note that the valuation w′ of Proposition 5.1 defines an F ′-rational place of F (X), and
hence gives rise to a point in X(F ′). Indeed, we may always choose a generic point in F (X) with
positive value. Its image under the place gives a rational point a ∈ X(F ′). Since the restriction
map GK(p) → GF (p) is an isomorphism, F is relatively algebraically closed in K, and because
X is defined over F , in fact a ∈ X(F ), as desired.
Corollary 5.4. Assume Conjecture 1 holds, and suppose X is a smooth, projective curve over
F , where F is a finite extension of Qp containing ζp. Then every section of the exact sequence
(8) lies over a unique F -rational point a ∈ X(F ).
Proof. This follows from the above corollary at once using Lemma 1.7 from [Koe05]. Alterna-
tively, it is a classical result that for curves, all K-valuations come from K-rational points.
9This follows from the general valuation theory underpinning the definition of the notion of the canonical p-
henselian valuation, c.f. for example [Koe03].
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The main theorem therefore yields the following unconditional result:
Corollary 5.5. Suppose X is a smooth, complete variety over Q2. Then any group-theoretic
section of the exact sequence
1→ G
Q2(X)
(2)→ GQ2(X)(2)→ GQ2(2)→ 1
lies above a unique Q2-valuation v, which corresponds to a Q2-rational point if X is a curve. In
both cases, the existence of a section implies that X(Q2) 6= ∅.
As noted before, one actually obtains the same conclusion using just the maximal Z/2Z elemen-
tary meta-abelian quotients.
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Appendix A.
Outline of computation method and computer verification
In the appendices we will detail the computations missing from the main text. While all com-
putations are included and were initially verified by hand by way of a form of ‘yoga’ of norm-
combinatorics, to aid the reader and demonstrate the fundamentally algorithmic nature of the
procedure, we have also verified the computations using a computer program. The program,
written in Python, can be found at
https://github.com/KristianJS/norm-combinatorics
The GIT repository can be checked out and run on any computer with Python 2.7 installed10. The
script ‘GenerateProof.py’ will produce a several text-files, which comprise a fully fleshed out proof
of Proposition 4.5. For the reader not interested in running code, the text-files ‘ProofOfProposi-
ton.txt’ and ‘DetermineValuesCaseN.txt’ (N=1,..8) can be downloaded directly and viewed. The
file ‘ProofOfProposition’ is the main proof file, with the other files containing details for how to
pin down values of 1 + ax for various a.
Detailed annotations are included in the program code, explaining the algorithm used. The
basic idea is, however, simple, and can be explained as follows. Suppose we know the square
value of x and 1+x and wish to work out the square value of 1+2x. Since 1+2x = (1+x)+x =
(1+x)(1+x/(1+x)), the Steinberg relation gives that 1+2x ∈ N(−2x)∩ (1+x)N(−x/(1+x)).
This immediately constrains the possible square value of 1 + 2x. However, it is not usually the
case that this alone constrains 1 + 2x to be in N(5). So we simply consider each possibility in
turn. For example, suppose N(−2x) ∩ (1 + x)N(−x/(1 + x)) = {A,B}. We first assume that
1 + 2x ∼ A. Then we may consider the possible values of 1 + ax for the remaining values of a.
Each of these can now be constrained in 3 different ways, coming from the fact that we know
x, 1 + x and 1 + 2x. This therefore provides us with possible values for 1 + ax, usually just one
or two for each a. Finally, if we for example succeeded in constraining 1 + bx, for some b, to just
one possibility, then we can use this to further constrain all the other values of 1 + ax. At this
point, if our initial choice 1 + 2x ∼ A was bad, we will obtain a contradiction: one of the 1 + ax
will be forced to lie in the empty set by virtue of all the existing constraints. If this happens, we
can discount A as a possible value of 1 + 2x and conclude that 1 + 2x ∼ B.
Having in this way computed 1+2x, we can consider 1+3x. We obtain now an even stronger
initial constraint. If this still fails to pin down the exact value, we proceed case by case as above,
discounting all but one value. Carrying on in this manner we can compute 1 + ax for every a.
Remark A.1. Repeated use is made of the fact that we know the square class in k of every in-
teger, since it must be the same as in Q2 by Proposition 3.10. As the computations only involve
expressions in x with integer coefficients, this suffices.
Verifying Proposition 4.5 is now easy. The program simply computes all the decompositions
Da(x, y) for a = ±1,±5. The square values of 1+ax and 1+ay are known by virtue of the above
10The only non-standard package required is the module Sympy, which can be found at
http://www.sympy.org/en/index.html
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computations. Intersecting all the constraints obtained in this way turns out to be enough to pin
down the value of 1− xy precisely, and it can be seen to be in N(5) in all cases.
To keep the exposition self-contained, the computations, which were derived by hand before
being verified with the computer program, are all included here.
A.1 Proof of Lemma 4.4 and Proposition 4.5
Let us begin by proving Lemma 4.4. We want to show that for x ∈ O1, 1 + ax ∈ N(5) for
a = ±1,±2,±3,±4,±5,±1/5. This is done by way of the strategy outlined in the previous
section. To aid exposition, we make some preliminary definitions. Note that given integers n,m,
we have
1 + nx = (1 +mx) + (n −m)x (10)
Define the following subset of K×/(K×)2:
Cnm(x) = N(−nx) ∩ (1 +mx)N(−(1 +mx)(n−m)x)
Then equation (10) implies that 1+nx ∈ Cnm(x), which we can compute explicitly, as long as we
know the value of 1 +mx. Since we always know this for m = 1, by assumption, we obtain our
initial constraints for 1+2x, and from there follow the algorithm outlined earlier, by intersecting
progressively more and more constraints Cnm(x).
The constraints Cnm(x) will take care of all values of a except a = ±1/5. For these, we will
use the fact that we will have already determined the values of 1 +mx for certain integers m.
First note that to determine 1 + x/n for n = ±5, it suffices to determine n+ x. Now note that
if 1 +mx ∼ k, then 1 +mx = kb2 for some b ∈ K. Therefore, we find by simple arithmetic that
x = − 1
m
+mkc2
for some c ∈ K, and hence
n+ x =
(
n− 1
m
)
+mkc2
=
nm− 1
m
+mkc2. (11)
Define the following subset of K×/(K×)2:
Fnm(x) = nN(−nx) ∩m(nm− 1)N(−(nm− 1)(1 +mx))
By equation (11), we have n + x ∈ Fnm(x). Intersecting several such subsets corresponding to
values m = ±1,±2,±3,±4,±5 provides a sufficiently stringent constraint on n+ x to pin down
its value uniquely in all cases. The values n − x can be obtained via n − x = −(−n + x), using
the same constraints.
We remind the reader that in Q2, and hence also in K, we have 3 ∼ −5 and 7 ∼ −1. This
allows one to easily reduce the value of any integer appearing in the proof to one of ±1,±2,±5
or ±10.
Finally, by convention we set N(1) = {±1,±2,±5,±10}.
Proof. We proceed by cases, based on the square classes of x and 1 + x. We write x ∼ y to
denote that x and y have the same square class, i.e., x/y is a square in K. Throughout we use
freely Proposition 3.10 to determine intersections of various norm groups. The constraints from
the decompositions Cnm(x) are made explicit in the first few cases, and then quoted without
comment.
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Note also that x ∈ O1 implies x ∼ ±2,±10. If x ∼ 2, then 1 + x ∈ N(5) ∩N(−2) = {1,−5},
and similarly when x ∼ −2 or ±10. Therefore the cases considered below are indeed exhaustive.
x ∼ 2, 1 + x ∼ 1
– 1+2x ∈ C21(x) = N(−2x)∩(1+x)N(−(1+x)x) = N(−1)∩N(−2) = {1, 2}. Hence first-order
constraints did not suffice to pin down the value uniquely. Assume therefore that 1+2x ∼ 2.
Then we have 1+3x ∈ C31 (x) = N(−3·2)∩1·N(−1·1·(3−1)·2) = N(10)∩N(−1) = {1, 10}.
The constraint from C32(x) gives nothing new in this case, so we have 1 + 3x ∼ 1 or 10.
∗ Suppose 1 + 3x ∼ 1. Then C51 (x) = N(−10) ∩ N(−2) = {1,−5}, and C52 (x) =
N(−10) ∩ 2N(5) = {−2, 10}. Hence 1 + 5x ∈ C51 (x) ∩ C52(x) = ∅: contradiction.
∗ Suppose 1 + 3x ∼ 10. The same computation as above gives a contradiction once
more.11
Hence our assumption that 1 + 2x ∼ 2 must have been false, implying that 1 + 2x ∼ 1.
– We have showed that 1+2x ∼ 1. Thus 1+3x ∈ C31 (x)∩C32 (x) = N(10)∩N(−1)∩N(−2) =
{1}.
– Similarly, we can now compute that 1 + 4x ∈ C41 (x) ∩ C42 (x) ∩C43 (x) = {1}.
– 1 + 5x ∈ C51 (x) ∩ C52 (x) ∩C53 (x) ∩ C54 (x) = {1}.
– Intersecting all available constraints gives 1− 2x ∈ {1}.
– Intersecting all available constraints gives 1− 3x ∈ {1}.
– Intersecting all available constraints gives 1− 4x ∈ {1}.
– Intersecting all available constraints gives 1− 5x ∈ {1}.
– Intersecting all available constraints gives 1− x ∈ {1}.
– We have 5 + x ∈ F 51 (x) = 5N(−10) ∩ N(−1) = {2, 5}. Also, 5 + x ∈ F 53 (x) = 5N(−10) ∩
3(15 − 1)N(−(15 − 1) · 1) = 5N(−10) ∩ 10N(−2) = {5,−10}, using that 14 ∼ −2. Hence
5 + x ∈ {2, 5} ∩ {5, 10} = {5}.
– We have 5− x ∈ −F−51 (x) ∩ −F−52 (x) = {5, 2} ∩ {−2, 5} = {5}.
x ∼ 2, 1 + x ∼ −5
– 1 + 2x ∈ C21 (x) = {2, 5}.
∗ Assume 1 + 2x ∼ 2. Then 1 + 3x ∈ C31 (x) ∩ C32 (x) = {1}. But then 1 + 5x ∈
C51 (x) ∩ C52 (x) ∩ C53 (x) = ∅: contradiction.
Hence 1 + 2x ∼ 5.
– All further values, including fractional ones, are now obtained immediately by successively
constraining, in order, the remaining values. This gives: 1 + 3x ∼ −1, 1 + 4x ∼ 1, 1 + 5x ∼
−5, 1− 2x ∼ 5, 1 − 3x ∼ −5, 1− 4x ∼ 1, 1− 5x ∼ −1, 1− x ∼ −1, 5 + x ∼ −1, 5 − x ∼ −5.
x ∼ −2, 1 + x ∼ 1
– 1 + 2x ∈ C21 (x) = N(2) = {1,−1, 2,−2}.
11Note that in this particular case, the assumption about 1+ 2x alone was enough to get a contradiction, but this
is not always the case. Typically the extra constraint from 1 + 3x is required.
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∗ Assume 1 + 2x ∼ −1. Then 1 + 3x ∈ C31 (x) ∩C32 (x) = {10,−2}.
· If 1 + 3x ∼ 10, then 1− 4x ∈ C−41 (x) ∩ C−42 (x) ∩ C−43 (x) = ∅.
· If 1 + 3x ∼ −2, then 1− 2x ∈ C−21 (x) ∩C−22 (x) ∩ C−23 (x) = ∅.
∗ Assume 1 + 2x ∼ 2. Then 1 + 3x ∈ C31 (x) ∩ C32 (x) = N(−10) = {1,−2,−5, 10}.
Irrespective of what choice one picks for 1+3x, a contradiction is obtained by considering
1− 3x.
∗ Assume 1+2x ∼ −2. Then 1+3x ∈ C31 (x)∩C32 (x) = {−5,−2}. Irrespective of what
choice one picks for 1 + 3x, a contradiction is obtained by considering 1 + 5x.
Hence it must be that 1 + 2x ∼ 1.
– 1 + 3x ∈ C31 (x) ∩ C32 (x) = {1,−2}.
∗ Assume that 1 + 3x ∼ −2. Then 1 + 4x ∈ C41 (x) ∩ C42 (x) ∩ C43 (x) = {−2}, so
1 + 4x ∼ −2. But now a contradiction is obtained by considering 1 + 5x.
Hence it must be that 1 + 3x ∼ 1.
– 1 + 4x ∈ C41 (x) ∩ C42 (x) ∩ C43 (x) = {1,−2}. If we assume 1 + 4x ∼ −2, a contradiction is
obtained by considering 1 + 5x. Hence 1 + 4x ∼ 1.
– All further values, including fractional values, are now obtained by successively constrain-
ing the values remaining, in order. This gives 1 + 5x ∼ 1, 1 − 2x ∼ 1, 1 − 3x ∼ 1, 1 − 4x ∼
1, 1 − 5x ∼ 1, 1 − x ∼ 1, 5 + x ∼ 5, 5 − x ∼ 5.
x ∼ −2, 1 + x ∼ −1
– 1 + 2x ∈ C21 (x) = {−1,−2, 5, 10}.
∗ Assume 1+2x ∼ −1. Then 1+3x ∈ C31 (x)∩C32 (x) = {−2}. But now a contradiction
is obtained by considering 1− 4x.
∗ Assume 1 + 2x ∼ −2. Then 1 + 3x ∈ C31 (x) ∩C32 (x) = {−2,−5}.
· If 1 + 3x ∼ −2, obtain a contradiction by considering 1− 3x.
· If 1 + 3x ∼ −5, obtain a contradiction by considering 1 + 4x.
∗ Assume 1+2x ∼ 10. Then 1+3x ∈ C31 (x)∩C32 (x) = {−2}. But now a contradiction
is obtained by considering 1− 5x.
Hence we must have 1 + 2x ∼ 5.
– 1 + 3x ∈ C31 (x) ∩ C32 (x) = {−2,−5}.
∗ Assume 1 + 3x ∼ −2. Then 1 + 4x ∈ C41 (x) ∩ C42 (x) ∩ C43 (x) = {−1}. Now obtain a
contradiction by considering 1− 3x.
Hence 1 + 3x ∼ −5.
– All further values, including fractional values, are now obtained by successively constraining
the values remaining, in order. This gives: 1 + 4x ∼ 1, 1 + 5x ∼ −1, 1 − 2x ∼ 5, 1 − 3x ∼
−1, 1− 4x ∼ 1, 1− 5x ∼ −5, 1− x ∼ −5, 5 + x ∼ −5, 5− x ∼ −1.
x ∼ 10, 1 + x ∼ 1
– 1 + 2x ∈ C21 (x) = {1,−2}.
∗ Assume 1 + 2x ∼ −2. Then 1 + 3x ∈ C31 (x) ∩ C32 (x) = {−2}. Now a contradiction is
obtained by considering 1− 2x.
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Hence 1 + 2x ∼ 1.
– 1 + 3x ∈ C31 (x) ∩ C32 (x) = {1,−2}.
∗ Assume 1 + 3x ∼ −2. Then 1 + 4x ∈ C41 (x) ∩ C42 (x) ∩ C43 (x) = {−2}. Now a
contradiction is obtained by considering 1 + 5x.
Hence 1 + 3x ∼ 1.
– 1 + 4x ∈ C41 (x) ∩ C42 (x) ∩C43 (x) = {1,−2}.
∗ Assume 1 + 4x ∼ −2. Then a contradiction is obtained by considering 1 + 5x.
Hence 1 + 4x ∼ 1.
– All further values, including fractional values, are now obtained by successively constraining
the values remaining, in order. This gives: 1 + 5x ∼ 1, 1 − 2x ∼ 1, 1 − 3x ∼ 1, 1 − 4x ∼
1, 1 − 5x ∼ 1, 1 − x ∼ 1, 5 + x ∼ 5, 5 − x ∼ 5.
x ∼ 10, 1 + x ∼ −5
– 1 + 2x ∈ C21 (x) = {5,−10}.
∗ Assume 1 + 2x ∼ −10. Then 1 + 3x ∈ C31 (x) ∩ C32 (x) = {1,−1, 2,−2}.
· If 1 + 3x ∼ 1, obtain a contradiction by considering 1− 2x.
· If 1 + 3x ∼ 2, obtain a contradiction by considering 1− 5x.
· If 1 + 3x ∼ −1, obtain a contradiction by considering 1 + 5x.
· If 1 + 3x ∼ −2, obtain a contradiction by considering 1 + 5x.
Hence 1 + 2x ∼ 5.
– 1 + 3x ∈ C31 (x) ∩ C32 (x) = {−1,−2}.
∗ Assume 1 + 3x ∼ −2. Then 1 + 4x ∈ C41 (x) ∩ C42 (x) ∩ C43 (x) = {10}. Now obtain a
contradiction by considering 1 + 5x.
Hence 1 + 3x ∼ −1.
– 1 + 4x ∈ C41 (x) ∩ C42 (x) ∩C43 (x) = {1, 10}.
∗ Assume 1 + 4x ∼ 10. Then one obtains a contradiction by considering 1 + 5x.
Hence 1 + 4x ∼ 1.
– All further values, including fractional values, are now obtained by successively constraining
the values remaining, in order. This gives: 1 + 5x ∼ −5, 1 − 2x ∼ 5, 1 − 3x ∼ −5, 1 − 4x ∼
1, 1 − 5x ∼ −1, 1 − x ∼ −1, 5 + x ∼ −1, 5− x ∼ −5.
x ∼ −10, 1 + x ∼ 1
– 1 + 2x ∈ C21 (x) = {1,−1}.
∗ Assume 1 + 2x ∼ −1. Then a contradiction is obtained by considering 1 + 3x.
Hence 1 + 2x ∼ 1.
– All further values, including fractional values, are now obtained by successively constraining
the values remaining, in order. This gives: 1 + 3x ∼ 1, 1 + 4x ∼ 1, 1 + 5x ∼ 1, 1 − 2x ∼
1, 1 − 3x ∼ 1, 1 − 4x ∼ 1, 1 − 5x ∼ 1, 1 − x ∼ 1, 5 + x ∼ 5, 5− x ∼ 5.
x ∼ −10, 1 + x ∼ −1
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– 1 + 2x ∈ C21 (x) = {5,−1}.
∗ Assume 1 + 2x ∼ −1. Then 1 + 3x ∈ C31 (x) ∩ C32 (x) = {2}. Now a contradiction is
obtained by considering 1 + 4x.
Hence 1 + 2x ∼ 5.
– All further values, including fractional values, are now obtained by successively constraining
the values remaining, in order. This gives: 1 + 3x ∼ −5, 1 + 4x ∼ 1, 1 + 5x ∼ −1, 1 − 2x ∼
5, 1 − 3x ∼ −1, 1− 4x ∼ 1, 1− 5x ∼ −5, 1− x ∼ −5, 5 + x ∼ −5, 5− x ∼ −1.
This completes the proof.
The results of these computations that are used in the proof of Proposition 4.5 are summarized
in Table 1:
Table 1. Stability of O1 under N(5)
x 1 + x 1− x 1 + 5x 1− 5x 1 + 5−1x 1− 5−1x
2 1 1 1 1 1 1
2 -5 -1 -5 -1 -5 -1
-2 1 1 1 1 1 1
-2 -1 -5 -1 -5 -1 -5
10 1 1 1 1 1 1
10 -5 -1 -5 -1 -5 -1
-10 1 1 1 1 1 1
-10 -1 -5 -1 -5 -1 -5
We are now ready to prove Proposition 4.5. The proof strategy was explained in the main
text. Table 1 gives us all the information required to produce strong constraints on the possible
values of 1− xy for each pair x, y ∈ O1. We specify sufficient decompositions Da(x, y),Da(y, x)
in each such case to force 1− xy ∈ N(5).
Before proceeding, observe that any x ∈ O1 is of the form 2ab2 where a ∈ {±1,±5}. Since
for any such a and any other y ∈ O1, ay ∈ O1, we can without loss of generality always assume
that x ∼ 2. We also freely exploit symmetry in x and y to reduce the number of cases to those
done below.
Proof. (Proposition 4.5) By the above discussion, we only need to check the following cases:
x ∼ 2, 1 + x ∼ 1, y ∼ 2, 1 + y ∼ 1
1− xy ∈ D1(x, y) ∩D−1(x, y) ∩D5(x, y) = {1} ⊂ N(5).
x ∼ 2, 1 + x ∼ 1, y ∼ 2, 1 + y ∼ −5
1− xy ∈ D1(x, y) ∩D−1(x, y) ∩D5(x, y) = {1} ⊂ N(5).
x ∼ 2, 1 + x ∼ 1, y ∼ −2, 1 + y ∼ 1
1− xy ∈ D1(x, y) ∩D5(x, y) = {1} ⊂ N(5).
x ∼ 2, 1 + x ∼ 1, y ∼ −2, 1 + y ∼ −1 :
1− xy ∈ D1(x, y) ∩D−1(x, y) = {1} ⊂ N(5).
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x ∼ 2, 1 + x ∼ 1, y ∼ 10, 1 + y ∼ 1
1− xy ∈ D1(x, y) = {1,−1} ⊂ N(5).
x ∼ 2, 1 + x ∼ 1, y ∼ 10, 1 + y ∼ −5
1− xy ∈ D1(x, y) = {1,−5} ⊂ N(5).
x ∼ 2, 1 + x ∼ 1, y ∼ −10, 1 + y ∼ 1
1− xy ∈ D1(x, y) ∩D−1(x, y) = {1} ⊂ N(5).
x ∼ 2, 1 + x ∼ 1, y ∼ −10, 1 + y ∼ −1
1− xy ∈ D1(x, y) ∩D5(x, y) = {1} ⊂ N(5).
x ∼ 2, 1 + x ∼ −5, y ∼ 2, 1 + y ∼ −5
1− xy ∈ D1(x, y) ∩D−1(x, y) ∩D5(x, y) = {5} ⊂ N(5).
x ∼ 2, 1 + x ∼ −5, y ∼ −2, 1 + y ∼ 1
1− xy ∈ D1(x, y) ∩D−1(x, y) = {1} ⊂ N(5).
x ∼ 2, 1 + x ∼ −5, y ∼ −2, 1 + y ∼ −1
1− xy ∈ D1(x, y) ∩D5(x, y) = {5} ⊂ N(5).
x ∼ 2, 1 + x ∼ −5, y ∼ 10, 1 + y ∼ 1
1− xy ∈ D1(x, y) = {1,−5} ⊂ N(5).
x ∼ 2, 1 + x ∼ −5, y ∼ 10, 1 + y ∼ −5
1− xy ∈ D1(x, y) = {5,−5} ⊂ N(5).
x ∼ 2, 1 + x ∼ −5, y ∼ −10, 1 + y ∼ 1
1− xy ∈ D1(x, y) ∩D5(x, y) = {1} ⊂ N(5).
x ∼ 2, 1 + x ∼ −5, y ∼ −10, 1 + y ∼ −1
1− xy ∈ D1(x, y) ∩D−1(x, y) = {5} ⊂ N(5).
In all cases 1− xy ∈ N(5), completing the proof.
Appendix B. Determination of the Residue Field
We complete the proof of Proposition 4.12. As remarked there, it suffices to show in all cases
either that 1 + x 6∈ N(5), or that 3 + x 6∈ N(5); the former implies 1 + x ∈ O1, while the latter
implies 1 + x ∈ 2O1.
Lemma B.1. If x ∈ O×, x ∼ −1, then 3 + x 6∈ N(5).
Proof. By assumption, and Corollary 4.9, 1+2x ∈ N(5). We have 1+2x ∈ N(5)∩N(2) = {±1}.
Suppose 1+2x ∼ 1, with 1+2x = a2 say. Then 2+x = a2/2+3/2 = 2A2− 10B2 for some A,B.
Hence 2 + x ∈ 2N(5), a contradiction. Thus 1 + 2x ∼ −1.
Write 1 + 2x = −a2 for some a. Then 2+ x ∈ N(−5) by a calculation identical to the above.
Also 2 + x ∈ N(2) is immediate, while by Corollary 4.9, 2 + x ∈ N(5) as well, forcing 2 + x ∼ 1.
Thus 3 + x ∈ −N(−5) ∩N(−1) = {2, 10}.
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Lemma B.2. If x ∈ O×, x ∼ 5, then 1 + x 6∈ N(5).
Proof. 1 + 2x ∈ N(5) ∩ N(−10) = {1,−5}. If 1 + 2x ∼ 1, say equalling a2, then we find
2 + x ∈ 2N(5) as in the above lemma. Therefore we must have 1 + 2x ∼ −5. Again using
Corollary 4.9, 2+x ∈ −N(−1)∩N(5) = {−1,−5}. Also, 2+x = 2+5b2 for some b, which can’t
be −5 modulo squares, since 2 6∈ −N(−1). Hence 2 + x ∼ −1.
If 1+x ∈ N(5)∩N(−5) = {1, 5}, then 1+x ∼ 1 gives 2+x ∈ N(−1), contradiction. Similarly,
1 + x ∼ 5 gives 2 + x ∈ N(−5), contradiction.
Hence 1 + x 6∈ N(5).
Lemma B.3. If x ∈ O×, x ∼ −5, then 3 + x 6∈ N(5).
Proof. 1+2x ∈ N(5)∩N(10) = {±1}. As in the proofs of the above cases, 1+2x is not a square,
so 1 + 2x ∼ −1, giving 2 + x ∈ N(−5) ∩N(5) = {1, 5}. Also, 2 + x = 2− 5b2 for some b, which
gives 2 + x ∼ 5. Thus 3 + x ∈ N(−5).
But in addition, 3 + x ∈ −N(−1) is visible, so 3 + x ∈ {−2,−10}, as desired.
This completes all the cases, and hence the proof that Kv ≃ F2.
Appendix C. Ruling out the exceptional case
In this section we aim to prove Proposition 3.9, i.e. that the exceptional Case B of Lemma 3.8
cannot occur.
Let us assume therefore that we are in the situation of Case B. The key information used will
be that 3 ∼ 1 or 3 ∼ 2 in this case. Now, recall that q2(K) = 3, and we have independent elements
−1 and 2 in K×/(K×)2, with each norm-group having dimension 2. Therefore we may pick c ∈ K
independent of −1 and 2, with c ∈ NK(−1). Hence K×/(K×)2 = {1,−1, 2,−2, c,−c, 2c,−2c}.
Thus we automatically haveNK(−1) = 〈2, c〉, andNK(2) = 〈−1, 2〉. ConsiderNK(c). Trivially
we have −c ∈ NK(c). If 2 ∈ NK(c), then c ∈ NK(2) by reciprocity. As this is not the case,
we have 2 6∈ NK(c). This rules out ±2c being in NK(c) as well, which implies we must have
NK(c) = 〈−1, c〉. Using the fact that the norm groups need to be entirely distinct, since K is
Demushkin, one can proceed similarly to determine the norm groups of K. We end up with the
following ‘lattice’:
NK(−1) = 〈2, c〉
NK(2) = 〈−1, 2〉
NK(c) = 〈−1, c〉
NK(2c) = 〈−1, 2c〉
NK(−2) = 〈2,−c〉
NK(−c) = 〈c,−2〉
NK(−2c) = 〈−c,−2〉
In the analysis of Case B carried out in Lemma 3.8, we had, assuming that q2(k) = 3, that
k admits both an ordering and a p-adic valuation with p ≡ 5 (8) and a residue field that is
not 2-closed. Let kh denote the henselization of k with respect to this p-adic valuation. In this
case, 2 is a square in the real closure of k but not in k, so we must have that 2 6∈ (kh)2 and
so, by henselianity, 2 6∈ (khvp)2. Thus kh(
√
2) is the unique unramified extension of kh, and so
O(Nk(2)) defines the p-adic valuation ring in kh, and hence also in k. The norm-combinatorics
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machinery suggests that O(NK(2)) should also define a valuation on K, again with residue field
not 2-closed. This would provide a contradiction, using the main results from [Koe03].
The process of attempting to carry through the norm-combinatorics in this case lead the
authors to a contradiction which depends only on the fact that 3 ∼ 1 or 2 in Case B, along with
the above lattice of norm-groups. The contradiction can be understood conceptually as showing
that k not being Demushkin forces K to not be Demushkin as well, by showing that certain
elements cannot exist. These are elements which cannot exist in k because of the existence of the
ordering, and since, ‘morally’ speaking, K should inherit the valuation-theoretic information of
k, these elements should therefore not exist in K either.
We need two preliminary lemmas, which shows that certain arithmetic features of K are in
this case independent of whether 3 ∼ 1 or 2.
Lemma C1. Assume 3 ∼ 2. Let x ∈ K be such that x ∼ c, 1 +x ∼ −2, and y ∈ K be such that
y ∼ −2c, 1 + y ∼ −1. Then it is necessarily the case that 1− x ∼ 1 and 1− y ∼ 1.
Proof. Let us first show the claim about x.
– First note that 1 − x = (1 + x) − 2x ∈ NK(c) ∩ −2NK(−c) = {1, c}. If 1 − x ∼ c, then
1 + 2x = (1 + x) + x = (1 − x) + 3x ∈ NK(−2c) ∩ −2NK(2c) ∩ cNK(−2) = {−2}, so
1 + 2x ∼ −2. But then 1 + 3x = (1 + x) + 2x = (1 + 2x) + x = (1− x) + 4x ∈ NK(−2c) ∩
2NK(c) ∩ −2NK(2c) ∩NK(−1) = ∅: contradiction. Hence it must be that 1− x ∼ 1.
Next we show the claim about y.
– We have 1 − y = (1 + y) − 2y ∈ N(−2c) ∩ N(c) = {1,−c}. Suppose 1 − y ∼ −c. Then
we find 1 + 2y = (1 + y) + y = (1 − y) + 3y ∈ N(c) ∩ −N(−2c) ∩ −N(−1) = {−1}. Also,
1− 2y = (1 + y)− 3y = (1− y)− y = (1 + 2y)− 4y ∈ N(−c) ∩N(c) ∩ cN(2) ∩N(2c) = ∅:
contradiction. Hence 1− y ∼ 1.
Lemma C2. Assume 3 ∼ 1. Let x ∈ K be such that x ∼ c, 1 +x ∼ −2, and y ∈ K be such that
y ∼ −2c, 1 + y ∼ −1. Then it is necessarily the case that 1− x ∼ 1, 1− y ∼ 1.
Proof. Let us first show the claim about x.
– Firstly, 1 − x = (1 + x) − 2x ∈ N(c) ∩ −2N(−c) = {1, c}. Assume that 1 − x ∼ c. Then
1 + 2x = (1 + x) + x = (1 − x) + 3x ∈ N(−2c) ∩ −2N(2c) ∩ N(−1) = ∅: contradiction.
Therefore 1− x ∼ 1.
Next we show the claim about y.
– Firstly, 1 − y = (1 + y) − 2y ∈ N(−2c) ∩ N(c) = {1,−c}. Suppose 1 − y ∼ −c. Then we
find 1+ 2y = (1+ y) + y = (1− y) + 3y ∈ N(c)∩−N(−2c)∩−cN(−2) = ∅: contradiction.
Hence 1− y ∼ 1.
With these lemmas at hand, we are ready to obtain our contradiction, which proves Propo-
sition 3.9.
Proof. (Proposition 3.9) We will show that we cannot have bothNK(−c) = 〈−2, c〉 and NK(2c) =
〈−1, 2c〉. Therefore, one of these two norm-groups must have dimension 1, contradicting the fact
that K is Demushkin.
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So suppose otherwise. Then −2 ∈ NK(−c), so, after dividing by suitable squares, we may pick
an element x ∈ K with x ∼ c and 1 + x ∼ −2. Also, since −1 ∈ NK(2c), we may similarly pick
an element y ∈ K with y ∼ −2c, 1+ y ∼ −1. By Lemmas C1 and C2, we know then, irrespective
of the square value of 3, that 1− x ∼ 1, 1 − y ∼ 1.
Now consider 1− xy. Note that we have, as in Case A, the canonical decompositions
1− xy = (1 + ay)
(
1 + (1 + a−1x)
−ay
1 + ay
)
(12)
for any a ∈ K. If we define, as before,
Da(x, y) = (1 + ay)N(a(1 + a
−1x)y(1 + ay))
then 1 − xy ∈ Da(x, y) by equation (12). Similarly, 1 − xy ∈ Da(y, x). We also trivially have
1− xy ∈ N(xy) = N(−2). We now compute, using the results of Lemmas C1 and C2, that
D1(x, y) = −1 ·N(−2 · (−2c) · (−1)) = −N(−c)
D−1(x, y) = 1 ·N(−1 · 1 · (−2c) · 1) = N(2c).
Hence
1− xy ∈ N(−2) ∩ −N(−c) ∩N(2c) = ∅,
which gives the required contradiction.
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