Abstract-In the domain of image-set based classification, a considerable advance has been made by representing original image sets as covariance matrices which typical lie in a Riemannian manifold. Specifically, it is a Symmetric Positive Definite (SPD) manifold. The kernel-based method has been utilized to embed the Riemannian manifold to a high dimensional Hilbert space. A more recently proposed method studied a geometry-aware dimensionality reduction from the original manifold to a lower-dimensional, more discriminative new manifold. These methods inevitably have the property of high computational complexity or weak performance of the feature representation. In order to overcome these limitations, we propose a very simple Riemannian manifold network for image set classification. Inspired by deep learning architectures, we design a fully connected layer to generate more novel, more powerful SPD matrices. However we exploit the rectifying layer to prevent the input SPD matrices from being singular. We also introduce a non-linear learning of the proposed network with an innovative objective function. Furthermore we devise a pooling layer to further reduce the redundancy of the input SPD matrices, and the log-map layer to project the SPD manifold to the Euclidean space by utilizing the Log-Euclidean Riemannian metric. For learning the connection weights between the input layer and the fully connected layer, we use Two-directional two-dimensional Principal Component Analysis ((2D) 2 PCA) algorithm. The proposed Riemannian manifold network (RieMNet) avoids complex computing and can be built and trained extremely easy and efficient. We have also developed a deep version of RieMNet, named as DRieMNet. The components of it are almost the same as RieMNet but the only difference is DRieMNet is deeper than RieMNet. The proposed RieMNet and DRieMNet are evaluated on three tasks: video-based face recognition, set-based object categorization, and set-based cell identification. Extensive experimental results show the superiority of our method over the state-of-the-art.
I. INTRODUCTION
N contrast to the traditional object classification task which is based on single-shot images, image-set based object classification problems have recently been attracting increasing attention [1, 2, 3, 4, 5, 6, 7] . In the task of image set based classification, each set generally contains a number of images with a wide range of rigid and non-rigid transformation variations as well as illumination changes. The selection of both gallery and probe sets is always arbitrary. We can randomly choose one or more sets for training and the rest for testing. Image-set based classification has extensive applications, including video-based face recognition [8] , object categorization [9] , and action recognition [10] .
It is well known that, traditional recognition methods based on single-shot images have achieved impressive success [11, 12] . However in the era of big data, the content of images is always complex, and their real structure is always non-Euclidean which underlies a specific Riemannian manifold [9, 10, 13] . Actually, the application of the methods based on Euclidean geometry, which are used directly on non-Euclidean SPD matrices often leads to poor performance and undesirable effects [14] . As a considerable measure, [14, 15, 16] advocated some metrics that were designed for Riemannian manifold, including affine-invariant Riemannian metric (AIRM) [14] , Log-Euclidean metric (LEM) [15] , and Stein divergence [16] .
By utilizing these well-studied Riemannian metrics, some Riemannian computing methods map the manifold into a tangent space which is an approximate Euclidean space [9] , and others project it to a high dimensional Hilbert space via Riemannian kernels [8] . As a matter of fact, these Riemannian computing methods typically convey the idea of approximation and cannot make use of the truly Riemannian geometry. Recently, some Riemannian manifold dimensionality reduction methods [9, 10, 13] have been put forward to directly perform a mapping from the original high-dimensional Riemannian manifold to a lower-dimensional, more discriminative one. However, the linear mapping process is implemented on non-linear manifold, which inevitably leads to sub-optimal results. There has been a growing need to develop effective computations for SPD matrix learning. Recently, some authors try to apply multiple statistical features which can provide complementary information for multimedia data classification or retrieval tasks [19, 20, 21] . Zhang et al. in [21] proposed an excellent work that combines manifold learning with cross-modal retrieval. As to different statistical features lie on 
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2 different topological spaces, a unified metric learning framework was devised for better matching heterogeneous multimedia data. The superiority results demonstrates the effectiveness of this algorithm, however, the manifold geometry of the data is not fully preserved. Deep neural network is a vital learning tool in machine learning, and its performance has greatly surpassed the traditional Euclidean based linear and non-linear learning methods in the field of artificial intelligence and pattern recognition. The advantages of deep networks stem both from the ability to extract powerful feature representation and from the effective non-linear training procedure based backpropagation. Inspired by these merits, a deep Riemannian manifold framework has been suggested by Huang, named as SPDNet [22] , which is made up of some spectral layers, and opens up a new direction of SPD matrix non-linear learning. For network optimization, the Riemannian matrix backpropagation is exploited under the generalized stochastic gradient descent (SGD) algorithm on Stiefel manifold, and the achieved good results demonstrate its effectiveness. In order to better study Riemannian deep learning networks, Huang et al. [23] tried to perform deep learning on Grassmann manifold, and developed a deep Grassmannian network (GrNet) for orthogonal matrix learning. The well documented Riemannian manifold networks also contains DeepO2P [24] , which has been presented to develop global structured computation into deep computation architecture, and GCNN [25] , a generalized CNN framework for the learning of hierarchical task-specific feature representations on non-Euclidean manifolds.
For deep Riemannian manifold networks, such as SPDNet [22] , its success derive both from the non-linear learning scheme for SPD matrix on their underlying SPD manifold in an end-to-end architecture, and from the proposed Riemannian matrix backpropagation for updating parameters. As a matter of fact, the Riemannian matrix backpropagation computing of SPDNet is time consuming, and with the increase of the number of stages, its resulted feature representation tends to be high dimensional, which would aggravate the time consumption. In order to resolve this apparent limitation of SPDNet, we plan to design a simple Riemannian manifold network for SPD matrix non-linear learning which is easy and efficient to train.
Actually, we should point out that there exists some essential differences between the proposed RieMNet and SPDNet in the following aspects. Firstly, for the learning of the key parameters, RieMNet utilizes the simple but efficient (2D) 2 PCA [26] algorithm for unsupervised learning, while SPDNet applies the Riemannian matrix backpropagation technique. Secondly, on the tail of the network, SPDNet makes use of the classical Euclidean network layers to further learn the feature representations, yet, RieMNet exploits subspace learning algorithm, such as LDA and KDA. As a result, training of RieMNet is easy and efficient. Finally, the Euclidean based pooling operation is extended to RieMNet to further reduce the complexity of the proposed framework, but SPDNet does not adopt this. In this paper, our main contributions can be summarized as: 1) In this paper we introduce a simple Riemannian manifold network for SPD matrices learning and manifold dimensionality reduction under a non-linear learning procedure. 2) For the learning of the connection weights, we utilizing the (2D) 2 PCA algorithm rather than the Riemannian matrix backpropagation technique, which can avoid complex computation and make the proposed architecture be trained extremely easy and efficient. 3) We also develop the traditional pooling operation to Riemannian manifold to reduce the complexity of the proposed network. 4) The proposed RieMNet and its simple variant DRieMNet both show good performance on the classification tasks, which justifies the remarkable advantages of the cascaded feature learning architecture.
II. RELATED WORK
For the tasks of image set based classification, the covariance matrix is often applied to model the image set. Its advantages are the simplicity, flexibility, and sufficiency as a tool to describe the distribution of the image set. The success of SPD matrix learning is well documented in three aspects. The first is kernel based methods [8, 27, 28, 29] , which map the SPD manifold into a high dimensional Hilbert space via well studied Riemannian kernels, and the Euclidean based learning algorithms can therefore be applied for classification. Wang et al. [8] devises a Riemannian kernel that is derived from Log-Euclidean metric (LEM) [17] to embed the data from Riemannian manifold to a generalized Euclidean space, and Kernel Discriminant Analysis (KDA) [30] is applied for classification. Wang et al. [] derives a series of probabilistic kernels to encode the SPD manifold of Gaussians in kernel space, which is then further reduced to a discriminative lower-dimensional subspace via a devised weighted KDA algorithm. However, these methods tend to be computationally expensive and ignore the manifold geometry.
To overcome these shortcomings, some SPD manifold dimensionality reduction algorithms [9, 10] have been suggested to jointly perform linear mapping and metric learning, and therefore a discriminative lower-dimensional SPD manifold can be generated. Harandi et al. [10] produce a lower-dimensional SPD manifold with an orthogonal mapping obtained by a discriminative metric learning method that implemented on the original high-dimensional one. Similarly, Huang et al. [9] design a Log-Euclidean metric learning framework to directly embed the original tangent space into a lower-dimensional, more discriminative one. With the advantage of fully preservation of the manifold geometry, these mentioned algorithms show good performance. Yet, they also suffer from the limitation as the linear transformation procedure is carried out on non-linear geometry.
In the domain of deep learning, there exists many excellent deep neural networks such as LeNet-5 [31] , AlexNet [32] , VGG [33] , ResNet [34] , WRNS [35] , and RCNN [36] , to name a few, and they all have the ability to perform powerful feature learning. As is well known, how to effectively measure the > REPLACE THIS LINE WITH YOUR PAPER IDENTIFICATION NUMBER (DOUBLE-CLICK HERE TO EDIT) < 3 similarity between image sets is an open and challenging topic, and the above mentioned manifold learning methods have their special contributions to tackle this problem. Inspired by the proven effectiveness of deep neural networks, Sun et al. [37] propose Deep Match Kernels (DMK) framework for image set classification, which aggregates the deep local match kernels that build upon arc-cosine kernels by imitating deep neural architectures into a global match kernel for more discriminative similarity measurement. To further take discriminative feature representation into account, Lu et al. [38] propose to combine CNN with manifold metric leaning, and design a Multi-Manifold Deep Metric Learning (MMDML) algorithm to extract nonlinear discriminative class specific information for classification. However, they still remain a research gap to extract more desirable image set representations for further feature learning and classification. More recently, some researchers develop the ideology of deep learning to Riemannian manifold, and devise some manifold networks, such as SPDNet [22] , DeepO2P [24] , GCNN [25] , and GrNet [23] , to fetch up the gap.
For deep learning architecture, its inherent error backpropagation technique for optimizing the parameters always leads to high computational costs. Meanwhile, the situation of requiring massive samples for training is not suitable for some practical applications. Recently, Chan et al. have designed a very simple deep learning network-PCANet [39] , which does not need complex numerical optimization solver to learn the filters, and can be regarded as a good baseline for studying simple and efficient deep learning frameworks based classification tasks. The verified success of PCANet help us to be more convinced that designing such a simple Riemannian manifold network for SPD matrix learning is logically feasible.
III. RIEMANNIAN MANIFOLD NETWORK
The proposed Riemannian Manifold Network (RieMNet) provides a new direction for image-set based classification tasks on deep learning. It does not need complex back propagation computing and massive parameter adjustments in the proposed network. Similar to the traditional network structure, the proposed network has fully connected layers, rectifying layers, pooling layers and Log-Map layers respectively. For the fully connected layer, it preforms transformations on the input SPD matrices to generate some new SPD matrices which are lower dimensional and more discriminative by utilizing (2D) 2 PCA technique. As the classical ReLU layers, the designed rectifying layers endow non-linear capability by this RieMNet with rectifying the small eigenvalues of the resulting SPD matrices with a non-linear function. The procedure of the pooling layers of RieMNet is coincide with CNN, but we should emphasize that when pooling on the SPD matrices, the matrix logarithm should first be applied to map the data from the Riemannian manifold to an Euclidean space and then project it back to manifold via the matrix exponential map. Since the SPD matrices lie on the Riemannian manifold, it should be noted that applying learning algorithms based on Euclidean space to them directly would result in sub-optimal solutions. For this reason, we design the log-map layers to carry out the matrix logarithm computation on the resulting SPD matrices. As a result of this operation, the SPD matrices are transformed into general symmetric matrices, which lie on Euclidean space. It is then apt to apply the Euclidean learning algorithms on them. The proposed Riemannian manifold network is illustrated in Fig.1 .
A. Fully Connected Layer
The most important step of the RieMNet is to generate more desirable new SPD matrices on Riemannian manifold. With this objective, we design the fully connected layer to apply the (2D) 2 PCA algorithm to transform the input SPD matrices into lower-dimensional, more discriminative new SPD matrices. This procedure can be expressed as: Input layer Output layer d -dimensional, the two-dimensional covariance matrix can be defined as [28] :
where X is the mean of all the covariance matrices that computed by Eq.2. We can see Eq.3 is computed from row direction of the covariance matrix i X , however, we can also compute it from the column direction:
It is easy to find Eq.3 is equal to Eq.4, thereby, no matter which direction we adopt, we can get the same projection matrices. For (2D) 2 PCA algorithm, it aims to minimize the reconstruction error:
where P I is an identity matrix of size PP  . The solution for Eq.5 is composed by P principal eigenvectors which can be achieved by applying Eigen-Decomposition to the covariance matrix .
Get the connection weights. For each resulting SPD matrix of k -th layer, the size of them should be same, so the weight i k W can therefore be defined as: 
By utilizing the fully connected layer, the input SPD matrices reside on the original SPD manifold are transformed into lower-dimensional, more discriminative new SPD matrices. To ensure the matrix k X lies on a valid SPD manifold, the transformation matrix k W is required to satisfy column full-rank.
As we can see that, the procedure of the fully connected layer is different from the SPDNet [22] and most deep learning algorithms [32, 33, 34, 35] . When applying the (2D) 2 PCA algorithm to learn the transformation matrix k W , we avoid complex computation while maintaining the manifold property. In other words, the extracted manifold features are efficient and with low redundancy.
B. Rectifying Layer
The rectified linear unit (ReLU) plays a very important role in the domain of deep learning due to its good property of improving the discriminative performance of the architecture [34, 35, 36] . Therefore, the design of effective rectifying layers for the domain of the Riemannian manifold network is also essential. Inspired by the non-linear function   max 0, x , we adopt the designed rectifying layer to rectify the small positive eigenvalue of the input SPD matrices by adding small perturbations to them. Obviously, the non-negative property of the input SPD matrices will be compromised by this operation. This procedure can also be regarded as a non-linear learning phase which can improve the discriminatory ability of the RieMNet. We can formulate this operation in the k -th layer as:
where 11 , kk U   are the corresponding eigenvectors associated with leading eigenvalues which are obtained by singular value decomposition (SVD) on the input SPD matrix as 
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Actually, most of the input matrices for the rectifying layer are already non-singular after applying (2D) 2 PCA algorithm on the fully connected layer. Nevertheless, the discriminatory ability of the features will be further improved based on the resulting SPD matrices of the former layer and non-linear learning in this layer.
C. Pooling Layer
In the domain of the traditional deep learning, pooling layer is always applied to induce robustness to registration errors and to reduce the number of parameters [32, 35, 36] . As a result, the complexity of the calculation is also be simplified. Hence, in the domain of the Riemannian manifold network, the pooling layer is also needed to reduce the dimensionality of the data which resides on the manifold. Nevertheless, as the underlying structure of the data is the non-linear manifold rather than Euclidean space, we should first apply the matrix logarithm map to project it to an Euclidean space. The matrix exponential map should also be adopted to map it back to Riemannian manifold after pooling operation. We think it is necessary for us to introduce the definition and the really used forms of the matrix logarithm map and exponential map for better understanding this process. 
  respectively. As a result, the exponential map at the point x can be defined as.
 
exp : : exp 1; ,
For all log : :
which is uniquely defined around a small neighborhood Û of the point x . For several
  log x S can be computed by the tangent vector with the smallest norm. We can formulate the used form of matrix logarithm map as:
Where   [15, 40] . We use a schematic diagram (Fig.2) to show this procedure intuitively. We should point out that, in this paper the patch size that we set is 22  , and the method that we apply to pooling is to get the mean value of every patch. After the pooling operation, the dimension of the new SPD matrices is changed to
. As a result, the redundancy of the extracted features is further reduced and the computational efficiency is improved.
D. Log-Map Layer
After utilizing the pooling layer, the resulting SPD matrices still lie on the Riemannian manifold, and the classical Euclidean computations can not be applied to them directly. In order to maintain the effectiveness and completeness of the RieMNet, we need to transform the SPD manifold which spanned by the SPD matrices into an approximate Euclidean space. As we know that the Log-Euclidean Riemannian metric [17] can form a Lie group structure for SPD matrices, as a result the SPD manifold is mapped to a flatten space under the matrix logarithm operator. This mapping process can be expressed as:
where
is the logarithm of the eigenvalues of the diagonal matrix, and the equation
is derived by the lemma in [41] .
After this operation, the input SPD matrices have been transformed from the Riemannian manifold into an Euclidean space which is spanned by the usual symmetric matrices and the Euclidean computation is applicable.
E. Output Layer
So as to better facilitate the subsequent computations, we vectorize each output symmetric matrix of the Log-Map layer and integrate them into a vector. This process can be expressed as:
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matrix generated by the Log-Map layer, and l is the number of feature maps of each layer. As to () res M , it is a function that can convert a matrix into a vector form. For each output feature map of Log-Map layer, the feature representation ability of them are different, and in order to improve the generalization ability of the proposed RieMNet, each vector is multiplied by a weighting which can be defined as:
, and k i  represents the k -th eigenvalue which obtained by applying Eigen-Decomposition to the i -th output symmetric matrix of Log-Map layer.
We can see after utilizing the proposed network, each input covariance matrix which resides on the Riemannian manifold has been transformed into a Euclidean vector. In other words, each original train image set is now represented by a novel vector： S . For probe, each image set also needs to be transformed into a vector form by utilizing the well trained network. The LDA and KDA learning algorithms can therefore be applied for classification. LDA: When applying LDA algorithm for feature learning, we need to compute the intra-class and inter-class scatter matrices, and they are expressed as: 
where  is the target transformation matrix, K is the kernel Gram matrix:
, and E is a block diagonal matrix. The solution of Eq.19 is equal to an eigen-problem:
, which is made up of 1 c  largest eigenvectors [30] .
F. A simple variation: DRieMNet
As can be seen from the foregoing description, the RieMNet is a very simple network and it is very convenient for us to train. Inspired by the deep structure of the traditional deep neural network, we developed a deep version of RieMNet. Fig.3 shows its schematic diagram.
From the figure, we can see it also consists of fully connected layer, rectifying layer, and log-map layer, meanwhile its mathematical operations of each layer are same as RieMNet. But their differences lie in two aspects: (1) the extended version is deeper than RieMNet, we call it DRieMNet. (2) DRieMNet has no pooling layer. For RieMNet, the pooling layer can further reduce the redundancy of the learned features, thus, the discriminatory ability of the whole network may be improved. But in DRieMNet, after two projection operations and two rectifying operations, the extracted feature representations are already desirable, under this circumstances, applying pooling layer may bring about the loss of essential feature information, and leads to a bad performance in classification tasks.
IV. EXPERIMENTS
To evaluate the proposed RieMNet and DRieMNet of this paper, we have performed the method on four tasks: video-based face recognition, set-based object categorization , set-based cell identification, and dynamic scene classification respectively. For the task of face recognition, we employ a much challenging benchmark dataset: YouTube Celebrities (YTC) [8] . As for the object categorization task, we use the 
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benchmark dataset: ETH-80 [9] and another challenging dataset Virus [40] is applied for the task of cell identification. In order to better test the proposed method, the MDSD [37, 42] dataset is adopted to do dynamic scene classification. In this paper we compare our proposed methods with other five methods including: Covariance Discriminant Learning (CDL) [8] , Projection Metric Learning (PML) [13] , Grassmann Discriminant Analysis (GDA) [6] , Log-Euclidean Metric Learning (LEML) [9] , SPD Manifold Learning (SPDML) [10] , and SPD Manifold Network (SPDNet) [22] . For SPDML, we utilize its two different forms: SPDML based on stein divergence [21] (SPDML-Stein) and SPDML based on affine-invariant metric (AIM) [17] (SPDML-AIM). The method CDL-NN can be treated as a simplified version of CDL which directly applies the NN classifier on the resulting symmetric matrices.
We should point out the classification results of these comparative methods are all implemented by ourselves except for SPDML. As to SPDML, we exploit the results that has already been listed in [9] . Since the source code of SPDNet has been released, we use it to make experiments with tuning the parameters according to [22] . For fair comparison, the parameters that we set in this paper are empirically tuned according to the original works. For CDL, KDA is used for discriminative subspace learning and we choose the same settings as [8] on YTC and ETH-80 datasets. In PML, the dimensionality of target manifold, the number of iterations, and the value of trade-off coefficient are set according to the original author [13] . For GDA, we make use of the Projection Metric [13] and its corresponding projection kernel, moreover, the number of basis vectors for subspace in GDA is determined by cross-validation and we report the best result. For LEML, the settings are consistent with [9] . In SPDNet, the size of the transformation matrices are configured to 400 200  , 200 100  , and 100 50  respectively. Other parameters such as the number of epochs and the size of input data are set to 500 and 400 400  , while the learning rate and batch size are chosen by cross-validation. On all of the four datasets, we run ten times different combinations of gallery/probe and report the average classification accuracies of different methods.
For RieMNet, we just apply four layers to bulid this architecture: fully connected layer  rectifying layer  pooling layer  Log-Map layer. For DRieMNet, we construct its architecture with five layers: fully connected layer  rectifying layer  fully connected layer  rectifying layer  Log-Map layer. The original input SPD matrices that lie on the SPD manifold are transformed into Euclidean vectors after utilize the RieMNet and DRieMNet. Hence, the Linear Discriminant Analysis (LDA) [43] and Kernel Discriminant Analisis (KDA) [30] are directly applied on them to verify the efficiency of the learned feature representations.
A. Set-based object categorization
The dataset of ETH-80 consists of 8 categories: cows, cups, horses, dogs, tomatoes, cars, pears, and apples with each category contains 10 image sets. There are 41 images of different views in each image set. The size of each image is 256 256  , in order to keep consistent with the original works [8, 9, 42] , we extract the grayscale features for the original images and resize each to 20 20  . Moreover, we randomly choose five objects in each category for gallery and the rest for probes. Tab.1 shows the average classification accuracy of each method.
From Tab.1 we can see the classification accuracy of the RieMNet-1 which just applies the fully connected layer is 83.25%, lower than CDL-NN, which demonstrates the Euclidean computing cannot be directly applied to Riemannian manifold. When further utilize the Log-Map layer (RieMNet-2), it produces a classification accuracy of 92.25%, better than RieMNet-1 and some comparative methods. This shows the 
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Riemannian computing is necessary. On the basis of RieMNet-2, the rectifying layer is adopted on the tail of the fully connected layer for non-linear learning theme (RieMNet-3) and obtain a result of 92.25%, same as RieMNet-2, which dues to the input matrices of rectifying layer are already non-singular. For the purpose of reducing the complexity of the proposed network, we design a Riemannian pooling layer after the rectifying layer (RieMNet-4). Because of the foreground and background of the images in ETH-80 dataset can be clearly distinguished, as a result the pooling operation would cause the loss of principle components and leads to weak performance. We also study the performance of DRieMNet, the reported 91.75% classification accuracy is comparable with other algorithms, which verifies the feasibility of this case. It is intuitively to find, when applying LDA and KDA algorithms for RieMNet and DRieMNet respectively, the classification performance are both improved, and outperform the state-of-the-art. It is also interesting to see no matter which learning algorithm we choose, the standard deviations of DRieMNet are lower than that of others, which indicates the feature representations learned from DRieMNet are more robust. Besides, the performance of SPDNet is inferior to ours, which may demonstrate it is not suitable for small scale datasets.
B. Video-based face recognition
The much challenging video-based dataset YouTube Celebrities has been widely used in the domain of computer vision, which contains 1910 video clips of 47 subjects that collected from YouTube. Each clip consists of hundreds of frames, most of which are low resolution and high compressed with the property of low quality and subjected to the noise. The number of image sets in each subject is also not fixed. Following the previous works [8, 9, 10, 42] , in our experiments we resize each face image to an 20 20  intensity image and in order to eliminate the effects of lighting, histogram equalization is adopted for pre-processing. As for the sample selection, we randomly choose 3 image sets in each subject for training and 6 for testing, which is also comply with the settings of prior works. The mean recognition accuracy of each method is listed in Tab.2.
According to Tab.2 we can intuitively see the performance of RieMNet-2 is improved significantly than RieMNet-1, which further verifies the necessity of Riemannian computing. After exploiting the rectifying layer, RieMNet-3 shows a better performance than RieMNet-2 in terms of recognition rate and standard derivation, which justify the proposed non-linear learning scheme may enhance the discriminatory ability and robustness of the extracted features. Furthermore, after making use of the pooling layer, the generated result of RieMNet-4 is a bit lower than RieMNet-3. The reason is inevitable loss of feature information caused by pooling operation. However, we can notice that RieMNet-4 achieves a lower standard derivation, and this statistics illustrates its effectiveness for handling low quality face images. We also investigate DRieMNet on this dataset, it produces a comparable performance with RieMNet, but the lower standard derivation evidences its robustness.
When we directly feed the vectors of the output layer into KDA, Both of RieMNet and DRieMNet are obtain the state-of-the-art results. As a matter of fact, for YTC dataset there exists a certain degree of overlapping between different classes, therefore, when applying LDA algorithm which depends on the relationship between intra-class and inter-class may lead to misclassification. For SPDNet, its performance further confirms that the small training datasets may not suitable for it.
C. Set-based cell identification
The challenging dataset Virus used in this paper is for the task of set-based cell identification, which was obtained from Transmission Electron Microscopy technique. This dataset consists of 15 categories with each has 100 different cell images which are low resolution, and meanwhile the apparent information is not obvious. In our experiments we divide each category into 5 image sets, and in order to be consistent with the settings on the other two datasets, the size of each cell image has been resized to 20 20  with its grayscale features. For evaluation, we randomly choose 3 image sets of each class for gallery and the rest for probes. Tab.3 summarizes the average identification accuracy of each method.
Most of the images in the Virus dataset have the common characteristics, such as low revolution, no sufficient apparent information, and blurred contour information. As a result, after applying LDA for subsequent feature learning, the achieved results may be unsatisfactory, which has already been proven in Tab.3. It is also apparently to notice the designed each layer in RieMNet has made a contribution to the final identification rate, which verifies their effectiveness. From Tab.3, we are also interested to find there still remains a gap between the SPDNet and ours in terms of identification accuracy. By the way, we also make experiment to evaluate the impact of the pooling layer to DRieMNet (DRieMNet-NN-Pooling). Undoubtedly, its classification performance is obviously inferior to DRieMNet, which confirms that the pooling operation may not > REPLACE THIS LINE WITH YOUR PAPER IDENTIFICATION NUMBER (DOUBLE-CLICK HERE TO EDIT) < 9 suitable for deeper models. Besides, the best two identification rates obtained by DRieMNet-KDA and RieMNet-KDA demonstrate the learned feature representations from the proposed architectures are more discriminative.
D. Dynamic Scene Classification
In computer vision, dynamic Scene classification has been a challenging task, which can be resolved as image-set classification now. In order to assess the proposed network, we choose the MDSD dataset for this task. The MDSD dataset is composed of 13 different categories of dynamic scenes, with each class consists of 10 videos. Due to the large variation in illumination, resolution, and background, this classification seems very challenging. In our experiments we follow the same way that has been employed on the other used datasets for data preprocessing, and the seventy-thirty-ratio (STR) protocol, which typically build gallery and probes by randomly selecting 7 videos for training and the rest for testing in each class, is used to test our method. The classification accuracies of those algorithms are given in Tab. 4 .
From the table we can intuitively notice that after adopting the Log-Map layer to the proposed RieMNet, its classification performance is greatly improved. This phenomenon also can be observed from the added rectifying layer and pooling layer, which validates the effectiveness of each component in RieMNet. It is also interesting to find the 32.82% recognition rate generated by RieMNet-KDA outperforms all the competitors. Besides, on the four used datasets, the classification results obtained by SPDNet are inferior to ours, which may due to the insufficient training data.
E. Study of the parameters and pooling methods
According to the previous analysis, we can easy to know that the number of feature maps in each layer, the target dimensionality of the fully connected layer, and the added small perturbation of the rectifying layer are the key parameters of the proposed network. Hence, it is necessary to study the impact of them to the final classification performance. Firstly, we fix other parameters to observe the affect of the small perturbation on ETH-80 dataset. From Fig.4a we can see when the added perturbation is quite big, the proposed network has an extremely bad performance. The main reason is the added perturbation has significantly changed the original feature information. The best perturbation value that we set is 3E-4, and we can see when it exceed 5E-4, the algorithm shows good stability to the change of it, which demonstrates the robustness of our network.
Then, the number of feature maps and the added perturbation are fixed to evaluate the impact of the target dimensionality to the network classification ability on Virus dataset. As is shown in Fig.4b , the most suitable value we set in this paper is 26. We also study the influence of the number of feature maps to the final recognition scores on YTC dataset, this observation is drawn in Fig.4c . The most appropriate number of the feature maps we use in this paper is 4.
For conventional convolutional networks, the max pooling operation and mean pooling operation are both widely used. In order to evaluate which one is more suitable for the proposed architecture, we experiment on ETH-80 and YTC datasets, and the final classification results are listed in Tab.5 (P1 and P2 represent the max pooling and mean pooling respectively). From this table we can easy to find the performance of the listed methods which apply max pooling is inferior to that of mean pooling, which declares the mean pooling strategy may be more suitable for the proposed framework.
F. Study of the rectifying layer and pooling layer
To better understand the feasibility and effectiveness of the designed rectifying layer and pooling layer, we conduct experiments on the two challenging datasets: YTC and MDSD, and the achieved classification accuracies are reported in Tab.6. According to the results listed in this table, we can easily find when combine RieMNet-2 with LDA, its classification ability is poor than RieMNet-3-LDA. Moreover, after using the pooling layer, the recognition rates produced by RieMNet-4-LDA are further improved. These observations proves the necessity of applying rectifying layer and pooling layer for the proposed architecture. We can also notice that RieMNet-4-KDA achieves comparable results with RieMNet-3-KDA, but its lower standard derivation confirms the effectiveness of the Riemannian pooling operation. We also investigate the performance of the proposed DRieMNet without using rectifying layer, and the experimental results demonstrate the proposed non-linear learning scheme is working.
G. Comparison of computational time
In this paper, we also compare the running time of the proposed network with other algorithms on YTC dataset. The experiment is implemented on Windows 7 and Matlab2015a. The CPU type is Inter(R) Core(TM) i5-4460 (3.2GHz), and the RAM of our computer is 12GB. The training and testing time are given in Tab.7. Comparing with GDA and LEML, the training and testing time of the proposed method has been significantly reduced. However, the testing time of RieMNet is somewhat larger than PML and CDL, which dues to the Riemannian pooling operation costs some time. We also report the running time of RieMNet-KDA and its performance is inferior to RieMNet for the reason of constructing the kernel matrices. As for SPDNet, its time mainly consumed in end-to-end computing. In general, this table justifies the superiority of proposed architecture in terms of computational time.
V. CONCLUSION
In this paper, we have proposed a novel simple Riemannian manifold network (RieMNet) for SPD matrix learning. In the proposed architecture, we mainly devise a fully connected layer to generate more desirable SPD matrices, we introduce a rectifying layer to perform the non-linear learning, and a pooling layer is also designed to further reduce the complexity of the whole network. Then we devise a log-map layer to demonstrate the necessity of Riemannian computing. Once the parameters of number of layers, the patch size, the target dimensionality, and the number of feature maps are fixed, the training of the Riemannian manifold network is extremely simple and efficient. For the connection weights learning in RieMNet, we apply (2D) 2 PCA algorithm instead of backpropagation optimization technique, which has reduced the computational complexity significantly. The evaluations on four benchmark datasets show the effectiveness of the proposed Riemannian architecture for SPD matrix learning.
Furthermore, we have developed a deep version of RieMNet which is called DRieMNet. The experimental results obtained on different tasks show its good capacity of feature learning. In future, we would like to increase the number of the layers of the proposed network to make it going deeper for Riemannian manifold learning. Another work is to transfer the Euclidean deep neural networks into the RieMNet. 
