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ASSOCIATIVE STRING FUNCTIONS
ERKKO LEHTONEN, JEAN-LUC MARICHAL, AND BRUNO TEHEUX
Abstract. We introduce the concept of associativity for string functions,
where a string function is a unary operation on the set of strings over a given
alphabet. We discuss this new property and describe certain classes of asso-
ciative string functions. We also characterize the recently introduced preasso-
ciative functions as compositions of associative string functions with injective
unary maps. Finally, we provide descriptions of the classes of associative and
preassociative functions which depend only on the length of the input.
1. Introduction
Throughout this paper, X denotes a nonempty set, called the alphabet, and its
elements are called letters. The symbol X∗ stands for the free monoid
⋃
n>0X
n
generated by X , and its elements are called strings, where the empty string ε is
such that X0 = {ε}. Thus, we assume that X∗ is endowed with the concatenation
operation for which the empty string ε is the neutral element. We denote the
elements of X∗ by bold roman letters x, y, z. If we want to stress that such
an element is a letter of X , we use non-bold italic letters x, y, z, . . . For every
string x and every integer n > 0, the power xn stands for the string obtained
by concatenating n copies of x. In particular, we have x0 = ε. The notation x∗
stands for the set of all powers of x. The length of a string x is denoted by |x|. In
particular, we have |ε| = 0.
Let Y be a nonempty set. Recall that, for every integer n > 0, a function
F : Xn → Y is said to be n-ary. We say that a function F : X∗ → Y has an
indefinite arity or, more simply, is variadic or ∗-ary (pronounced “star-ary”). In
particular, we say that a variadic function F : X∗ → X∗ is a string function over
the alphabet X . Finally, we say that a variadic function F : X∗ → Y is standard if
it satisfies the condition
F (x) = F (ε) ⇐⇒ x = ε.
We now introduce the associativity property for string functions. Equivalent
conditions are given in Proposition 2.3.
Definition 1.1. We say that a string function F : X∗ → X∗ is associative if it
satisfies the condition
(1) F (xyz) = F (xF (y)z) , x,y, z ∈ X∗.
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Data processing can be seen as the computation of string functions. Many com-
monplace data processing tasks correspond to associative string functions, e.g.,
sorting data in alphabetical order, transforming a string of letters into upper case.
In this context, associativity may be a desirable property because it allows one to
work locally on small pieces of data at a time. For instance, the string function
which corresponds to sorting the letters of every string in alphabetical order is as-
sociative and standard whereas the string function which consists in removing from
every string all occurrences of a given letter is associative but not standard.
Fact 1.2. Let F : X∗ → X∗ be an associative function. Then the following condi-
tions hold.
(a) F is idempotent w.r.t. composition, i.e., we have F ◦ F = F (take xz = ε
in Eq. (1)).
(b) If F is standard, then F (ε) = ε (here associativity can be replaced by the
weaker condition F (F (ε)) = F (ε)).
(c) If F is not standard, then there exists a ∈ X∗ \ {ε} such that F (xz) =
F (xaz) for every x, z ∈ X∗.
In Section 2 of this paper we investigate the associativity property (1) for string
functions. In particular, we provide different equivalent definitions of this property.
We also investigate the subclass of associative functions F : X∗ → X∗ satisfy-
ing the condition |F (x)| 6 m for every x ∈ X∗, where m is a fixed nonnegative
integer (when m = 1 this subclass consists of the associative variadic functions
F : X∗ → X ∪ {ε}, whose standard versions have been investigated in [2]). In
Section 3 we investigate the class of preassociative functions, which was recently
introduced in [2]. In particular we characterize these functions as compositions of
associative string functions with injective unary maps. Finally, in Section 4 we
provide descriptions of the classes of associative and preassociative functions which
depend only on the length of the input.
The following notation will be used in this paper. We let N denote the set
of nonnegative integers. For every n ∈ N and for every function F : X∗ → Y ,
we denote by Fn the n-ary part of F , i.e., the restriction F |Xn of F to the set
Xn. The domain and range of any function f are denoted by dom(f) and ran(f),
respectively. The identity function on any nonempty set is denoted by id.
2. Associative functions
As mentioned in the introduction, in this section we investigate associativity for
string functions. Clearly, the identity function on X∗ is associative and standard.
The following two examples provide nontrivial instances of associative functions.
Example 2.1 (Letter removing). Let a ∈ X be fixed. Let the map Fa : X
∗ → X∗
be defined inductively by Fa(z) = z if z 6= a, Fa(a) = ε, and Fa(xz) = Fa(x)Fa(z).
Let also the map Ga : X
∗ → X∗ be defined by Ga(x) = a, if x ∈ a
∗, and Ga(x) =
Fa(x), if x /∈ a
∗. Then both Fa and Ga are associative but not standard. Moreover,
Fa(ε) = ε and Ga(ε) = a 6= ε.
Example 2.2 (Duplicate removing). Define the function ofo: X∗ → X∗ by the
following procedure. Given a string x ∈ X∗, delete all repeated occurrences of
letters, keeping only the first occurrence of each letter; the resulting string is ofo(x).
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In other words, the function ofo outputs the letters of its input in the order of first
occurrence (hence the acronym ofo). For example,
ofo(indivisibilities) = indvsblte ,
ofo(subdermatoglyphic) = subdermatoglyphic .
It is easy to verify that the function ofo is associative and standard.
The following result, which was already established in [1] for associative and
standard functions F : X∗ → X ∪ {ε}, gives equivalent definitions of associativity
under the condition F (ε) = ε. Note that this latter condition need not hold for
associative functions (to give an example, take any constant function whose value
is distinct from ε).
Proposition 2.3. Let F : X∗ → X∗ be a function such that F (ε) = ε. The
following conditions are equivalent.
(i) F is associative.
(ii) For any x,y, z,x′,y′, z′ ∈ X∗ such that xyz = x′y′z′ we have F (xF (y)z) =
F (x′F (y′)z′).
(iii) For any x,y, z ∈ X∗ we have F (F (xy)z) = F (xF (yz)).
(iv) For any x,y ∈ X∗ we have F (xy) = F (F (x)F (y)).
Proof. (i) =⇒ (ii) =⇒ (iii). Trivial.
(iii) =⇒ (iv). Taking yz = ε shows that F satisfies F ◦ F = F . Taking x = ε
and then z = ε, we obtain F (xF (y)) = F (F (x)y) = F (F (xy)) = F (xy) and
therefore F (F (x)F (y)) = F (xy).
(iv) =⇒ (i). F clearly satisfies F ◦ F = F (take y = ε). Repeated applications
of (iv) then give
F (xF (y)z) = F (F (xF (y))F (z)) = F (F (F (x)F (F (y)))F (z))
= F (F (F (x)F (y))F (z)) = F (F (xy)F (z)) = F (xyz),
which completes the proof. 
The following proposition shows that the definition of associativity remains un-
changed if the length of the string xz is bounded above by one.
Proposition 2.4. A function F : X∗ → X∗ is associative if and only if F (xyz) =
F (xF (y)z) for any x,y, z ∈ X∗ such that |xz| 6 1.
Proof. Necessity is obvious. For sufficiency, assume that F (xyz) = F (xF (y)z)
for any x,y, z ∈ X∗ such that |xz| 6 1. We prove by induction on |xz| that
F (xyz) = F (xF (y)z) holds for all x,y, z ∈ X∗. The basis of the induction is clear
from our assumption. Assume that the claim holds if |xz| = k for some k > 1. Let
x,y, z ∈ X∗ be such that |xz| = k + 1. If |x| > 1, then x = ax′ for some a ∈ X ,
x′ ∈ X∗, with |x′| = |x| − 1, and we have
F (xF (y)z) = F (aF (x′F (y)z)) = F (aF (x′yz)) = F (xyz),
where the first and the third equalities hold by our assumption, and the second
equality holds by the induction hypothesis since |x′z| = |xz| − 1 = k. A similar
argument shows that F (xF (y)z) = F (xyz) if |z| > 1. This completes the proof,
because at least one of x and z is nonempty. 
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It is noteworthy that any associative function F : X∗ → X∗ satisfies the following
equation
(2) F (x1 · · ·xn) = F (F (x1 · · ·xn−1)xn) , n > 1,
or equivalently,
(3) F (x1 · · ·xn) = F (F (· · ·F (F (ε)x1) · · · )xn) , n > 1.
Equation (2) clearly shows that every associative function F : X∗ → X ∪ {ε} is
completely determined by its nullary, unary, and binary parts (note however that
if F0(ε) 6= ε, then we have F1(x) = F2(F0(ε)x) and hence F1 is also determined
by F0 and F2). The following proposition gives an extension of this observation to
string functions.
Definition 2.5. Let D be a nonempty set and let m ∈ N. We say that a map
F : D → X∗ is m-bounded if |F (x)| 6 m for every x ∈ D.
For instance, the 1-bounded string functions are exactly the functions F : X∗ →
X ∪ {ε}.
Proposition 2.6. Let F : X∗ → X∗ be an associative function and let m ∈ N.
(a) F is m-bounded if and only if F0, . . . , Fm+1 are m-bounded.
(b) If F is m-bounded, then F is uniquely determined by its parts of arity at
most m+1, i.e., if G : X∗ → X∗ is an associative m-bounded function such
that Gi = Fi for i = 0, . . . ,m+ 1, then F = G.
Proof. (a) Necessity is trivial. For sufficiency, assume that F0, . . . , Fm+1 are m-
bounded. We show by induction on k that Fk is m-bounded. Assume that
Fk is m-bounded for some k > m + 1. Let x ∈ X
k+1. By associativity we
have Fk+1(x1 · · ·xk+1) = F (Fk(x1 · · ·xk)xk+1). Since Fk is m-bounded we have
|Fk(x1 · · ·xk)xk+1| 6 m + 1, and so F (Fk(x1 · · ·xk)xk+1) = Fj(Fk(x1 · · ·xk)xk+1)
for some j ∈ {1, . . . ,m+1}. Since Fj ism-bounded, we have |F (Fk(x1 · · ·xk)xk+1)| 6
m and hence Fk+1 is m-bounded.
(b) Let F : X∗ → X∗ and G : X∗ → X∗ be associative m-bounded functions
such that Gi = Fi for i = 0, . . . ,m+ 1. We show by induction on k that Fk = Gk
for all k ∈ N. Assume that Fk = Gk for some k > m+ 1. Let x ∈ X
k+1. We then
have
Gk+1(x1 · · ·xk+1) = G(Gk(x1 · · ·xk)xk+1) = G(Fk(x1 · · ·xk)xk+1)
= F (Fk(x1 · · ·xk)xk+1) = Fk+1(x1 · · ·xk+1),
where the first equality holds by associativity of G, the second equality holds by
the inductive hypothesis, the third equality holds since F is m-bounded and by the
inductive hypothesis, and the last equality holds by associativity of F . We conclude
that F = G. 
Setting m = 1 in Proposition 2.6(a) and using Fact 1.2(b), we immediately
obtain the following corollary.
Corollary 2.7. An associative and standard function F : X∗ → X∗ ranges in
X ∪ {ε} if and only if ran(F1) ⊆ X and ran(F2) ⊆ X.
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The following result gives necessary and sufficient conditions for an m-bounded
function F : X∗ → X∗ to be associative. This result was established in [2, Proposi-
tion 3.3] in the special case of standard functions F : X∗ → X ∪ {ε} satisfying the
condition F (ε) = ε.
Proposition 2.8. Let m ∈ N. An m-bounded function F : X∗ → X∗ is associative
if and only if the following conditions are satisfied.
(a) F ◦ Fk = Fk for k = 0, . . . ,m+ 1.
(b) F (x) = F (xF (ε)) for all x ∈ X.
(c) F (F (xy)z) = F (xF (yz)) for all x ∈ X, y ∈ X∗, and z ∈ X such that
|xyz| 6 m+ 2.
(d) Condition (2) or condition (3) holds.
Proof. Conditions (a)–(d) clearly follow from associativity. We prove that condi-
tions (a)–(d) are sufficient. By conditions (b)–(d) and Proposition 2.4, it is enough
to show that F ◦F = F and that F (xyz) = F (xF (yz)) for all xyz ∈ X∗ such that
|xyz| > m + 2. For the second assertion, we proceed by induction on k = |xyz|.
Assume that the condition holds for some k > m+2 and let u ∈ X . We then have
F (xyzu) = F (F (xyz)u) = F (F (xF (yz))u) = F (xF (F (yz)u)) = F (xF (yzu)) ,
where the first equality is obtained by condition (d) and the other equalities by the
induction hypothesis, condition (c), and the fact that F is m-bounded.
It remains to prove that F ◦F = F , or equivalently, F ◦Fk = Fk for every k ∈ N.
According to condition (a), we may assume that k > m + 2. Setting x = yz such
that |x| > m+ 2, we have
F (x) = F (yz) = F (F (y)z) = F (F (F (y)z)) = F (F (yz)) = F (F (x)),
where the second and the fourth equality are obtained by condition (d) and the
third by condition (a) and the fact that F is m-bounded. 
The following important result immediately follows from Proposition 2.8. It
gives necessary and sufficient conditions on F0, . . . , Fm+1 for anm-bounded function
F : X∗ → X∗ to be associative.
Theorem 2.9. Let m ∈ N. For k = 0, . . . ,m + 1, let Fk : X
k → X∗ be an m-
bounded function. Then there exists an associative m-bounded function G : X∗ →
X∗ such that Gk = Fk for k = 0, . . . ,m + 1 if and only if conditions (a)–(c) of
Proposition 2.8 hold. Such a function is then uniquely determined by the condition
G(yz) = G(G(y)z) for every y ∈ X∗ and every z ∈ X.
Remark 1. Let F : X∗ → X∗ be an associative m-bounded function and let k ∈
{0, . . . ,m}. From Proposition 2.8 it follows that if we replace Fj with the identity
function on Xj for j = 0, . . . , k, then the resulting function is still associative and
m-bounded.
It is clear that the identity function onX∗ is an associative and standard function
that is not m-bounded for any m ∈ N. The following examples provide other
instances of associative and standard functions that are not m-bounded.
Example 2.10. Let | be a fixed letter of the alphabet X , and define the string
function F : X∗ → X∗ by the following procedure: given an input string, insert the
letter | between any two consecutive letters neither one of which is |. For example,
F (a) = a , F (ab) = F (a|b) = a|b , F (||) = || , F (||ab|||cd) = ||a|b|||c|d .
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It is an easy exercise to verify that the function F is associative and standard. It
is also clear that F is not m-bounded for any m ∈ N.
Example 2.11. Let m ∈ N and let c ∈ X . Assume that F : X∗ → X∗ is an
associative function that satisfies |Fk(x)| = k for k = 0, . . . ,m. The function
G : X∗ → X∗ defined by G0 = F0, . . . , Gm = Fm, and Gk = c
k for every k > m+1,
is associative and standard.
Remark 2. It is an open problem whether Example 2.11 would remain true if we
replaced the equality |Fk(x)| = k with the inequality |Fk(x)| 6 k.
We end this section by investigating the associative functions which are injective.
Actually, as the following result shows, associative functions are never injective
(except the identity function) and hence cannot be used as coding functions.
Proposition 2.12. If F : X∗ → X∗ is injective and satisfies F = F ◦ F , then
it is equal to the identity. In particular, any associative and injective function
F : X∗ → X∗ is equal to the identity.
Proof. Applying F−1 to both sides of F = F ◦ F immediately shows that F is the
identity function. The second statement follows immediately by Fact 1.2(a). 
Remark 3. Proposition 2.12 can be refined as follows. Suppose that F : X∗ → X∗
satisfies F = F ◦ F , ran(Fk) ⊆ X
k, and Fk is injective for some k ∈ N. Then
Fk = id|Xk .
Proposition 2.12 raises the question of measuring how far an associative function
different from the identity is from being injective. The following proposition shows
that such a function is in a sense highly non-injective.
Definition 2.13. Let  be the quasiorder (i.e., reflexive and transitive binary
relation) defined on the set of string functions by setting F  G if ker(G) ⊆ ker(F ),
that is,
G(x) = G(y) =⇒ F (x) = F (y), x, y ∈ X∗.
We denote by ≺ the irreflexive part of .
Proposition 2.14. Let F : X∗ → X∗ be an associative function different from the
identity. Then there is an infinite sequence of associative functions (Fm : X∗ →
X∗)m>1 such that F  F
1 ≺ F 2 ≺ · · · ≺ id.
Proof. First, we note that there exists (x0,x1) ∈ ker(F ) such that x0 6= x1 and
ε 6∈ {x0,x1}. Indeed, since F is not injective there exists (y0,y1) ∈ ker(F ) such
that y0 6= y1. If y0 = ε, it follows that for every x ∈ X
∗, we have F (x) = F (xε) =
F (xF (ε)) = F (xF (y1)) = F (xy1). Therefore, we can choose (x0,x1) = (x,xy1),
where x 6= ε.
For any integer m > 0, denote by θm the equivalence relation defined as follows:
we say that two strings are θm-equivalent if one can be obtained from the other by
substituting some occurrences of x2
m
0 with x
2m
1 and some occurrences of x
2m
1 with
x2
m
0 . It follows that θm+1 ⊂ θm for every m > 0 and by definition θ0 ⊆ ker(F ).
For every integer m > 1 we denote by πm the quotient map πm : X
∗ → X∗/θm
and we let gm : X
∗/θm → X
∗ be a map satisfying gm(x/θm) ∈ x/θm. Let us
prove that the sequence (Fm : X∗ → X∗)m>1 defined as F
m = gm ◦πm satisfies the
conditions of the statement. It is clear that Fm maps any x ∈ X∗ to a distinguished
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element in x/θm. Hence by definition we have ker(F
m) = θm for all m > 1. Thus,
it remains the prove that the functions Fm are associative.
Let m > 1 and let x,y, z ∈ X∗. Since Fm(y) = (gm ◦ πm)(y) we obtain that y
and Fm(y) are θm-equivalent. It follows easily from the definition of θm that the
strings xyz and xFm(y)z are θm-equivalent, that is, F
m(xyz) = Fm(xFm(y)z).

3. Preassociative functions
The concept of preassociativity has been recently introduced in [2] for standard
variadic functions F : X∗ → Y . Actually, this concept can be immediately applied
to every variadic function F : X∗ → Y .
Definition 3.1. We say that a function F : X∗ → Y is preassociative if it satisfies
the condition
F (y) = F (y′) =⇒ F (xyz) = F (xy′z) , x,y,y′, z ∈ X∗.
Fact 3.2. Let F : X∗ → Y be a preassociative function. If F is not standard, then
there exists a ∈ X∗ \ {ε} such that F (xz) = F (xaz) for every x, z ∈ X∗.
Example 3.3. The function F : X∗ → N defined by F (x) = |x| (number of letters
in x) is preassociative and standard. For every a ∈ X , the function F : X∗ → N de-
fined by F (x) = |Fa(x)| (number of letters in x distinct from a), where Fa is defined
in Example 2.1, is preassociative but not standard. For every a ∈ X , the function
F : X∗ → N defined by F (x) = |Ga(x)|, where Ga is defined in Example 2.1, is
not preassociative. Indeed, for every b ∈ X \ {a}, we have F (b) = F (ε) = 1 but
F (b2) = 2 6= 1 = F (b). The function F : X∗ → N defined by F (x) = |ofo(x)|
(number of distinct letters in x), where ofo is defined in Example 2.2, is not
preassociative. Indeed, for distinct a, b ∈ X , we have F (a) = F (b) = 1 but
F (aa) = 1 6= 2 = F (ab). Finally, for every a ∈ X , the functions Fa and Ga are
preassociative but not standard. The function ofo is preassociative and standard.
Remark 4. Example 3.3 motivates the following open question. Find necessary
and sufficient conditions on an associative function F : X∗ → X∗ for the function
x 7→ |F (x)| to be preassociative.
The following two assertions are straightforward adaptations of results reported
in [2, Propositions 4.3 and 4.5].
Proposition 3.4. Let F : X∗ → Y be a preassociative (resp. preassociative and
standard) function and let g : Y → Y ′ be a function. If g|ran(F ) is injective, then
the function H : X∗ → Y ′ defined as H = g◦F is preassociative (resp. preassociative
and standard).
Proposition 3.5. A function F : X∗ → X∗ is associative if and only if it is pre-
associative and satisfies F = F ◦ F .
We now define a new concept which will prove to be closely related tom-bounded
string functions (see Proposition 3.7).
Definition 3.6. Let m ∈ N. We say that a map F : X∗ → Y has an m-determined
range if ran(F ) =
⋃m
k=0 ran(Fk).
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We immediately observe that the property of having an m-determined range
is preserved under left composition with unary maps: if F : X∗ → Y has an m-
determined range, then so has g ◦ F for any map g : Y → Y ′, where Y ′ is an
nonempty set.
Proposition 3.7. Let m ∈ N. Any map F : X∗ → Y satisfying F = F ◦H, where
H : X∗ → X∗ is m-bounded, has an m-determined range.
Proof. Let F : X∗ → Y be a function satisfying F = F ◦ H , where H : X∗ →
X∗ is m-bounded, and let x ∈ X∗. Since H is m-bounded, there exists k ∈
{0, . . . ,m} such that F (x) = (F◦H)(x) = (Fk◦H)(x). Therefore, we have ran(F ) ⊆⋃m
k=0 ran(Fk). Since the other inclusion is obvious, F has an m-determined range.

We now give a characterization of the preassociative (resp. preassociative and
standard) functions F : X∗ → Y as compositions of the form F = f ◦ H , where
H : X∗ → X∗ is associative (resp. associative and standard) and f : ran(H)→ Y is
injective. This result answers a question raised in [2] and is stated in Theorem 3.10
below.
First recall that a function g is a quasi-inverse [3, Sect. 2.1] of a function f if
f ◦ g|ran(f) = id|ran(f) and ran(g|ran(f)) = ran(g).
The set of quasi-inverses of a function f is denoted by Q(f). Under the assumption
of the Axiom of Choice (AC), the set Q(f) is nonempty for any function f . In fact,
the Axiom of Choice is just another form of the statement “every function has a
quasi-inverse”. Note also that the relation of being quasi-inverse is symmetric: if
g ∈ Q(f) then f ∈ Q(g); moreover, we have ran(g) ⊆ dom(f) and ran(f) ⊆ dom(g)
and the functions f |ran(g) and g|ran(f) are injective.
The following two lemmas are extensions of results reported in [2, Proposition 2.2
and Lemma 4.8].
Lemma 3.8. Assume AC and let F : X∗ → Y be a function. For any g ∈ Q(F ),
define the function H : X∗ → X∗ by H = g ◦F . Then the following conditions hold.
(a) We have F = F ◦H, H = H ◦H, and the map F |ran(H) is injective.
(b) F is standard if and only if so is H. In either case, we have H(ε) = ε.
Moreover, if F has an m-determined range for some m ∈ N, then g can always be
chosen so that ran(g) ⊆
⋃m
k=0 X
k and therefore H is m-bounded. Conversely, if H
is m-bounded for some m ∈ N, then F has an m-determined range.
Proof. By definition of H we have F ◦H = F ◦ g ◦ F = F , H ◦H = g ◦ F ◦ g ◦ F
= g ◦ F = H , and the map F |ran(g) = F |ran(H) is injective. Now, if F is standard,
then from the identity F (H(ε)) = F (ε) we immediately derive H(ε) = ε. Moreover,
if H(x) = ε, then we have F (x) = F (H(x)) = F (ε) and therefore x = ε, which
shows that H is standard. Conversely, if H is standard, then from the identity
F (x) = F (ε) we obtain H(x) = (g ◦F )(x) = (g ◦F )(ε) = H(ε) and therefore x = ε,
which shows that F is standard.
Now, if F has an m-determined range for some m ∈ N, then there always exists
g ∈ Q(F ) such that ran(g) ⊆
⋃m
k=0 X
k; indeed, if y ∈ ran(Fk) for some k ∈
{0, . . . ,m}, then we can take g(y) ∈ F−1k {y} ⊆ X
k. Therefore H = g ◦ F is
m-bounded. Conversely, if H is m-bounded for some m ∈ N, then F has an m-
determined range by Proposition 3.7. 
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Lemma 3.9. Assume AC and let F : X∗ → Y be a function. The following asser-
tions are equivalent.
(i) F is preassociative (resp. preassociative and standard).
(ii) For every g ∈ Q(F ), the function H : X∗ → X∗ defined by H = g ◦ F is
associative (resp. associative and standard).
(iii) There is g ∈ Q(F ) such that the function H : X∗ → X∗ defined by H = g◦F
is associative (resp. associative and standard).
For any m ∈ N, the same equivalence holds if we add the condition that F has an
m-determined range in assertion (i) and the conditions ran(g) ⊆
⋃m
k=0X
k and H
is m-bounded in assertions (ii) and (iii).
Proof. (i) =⇒ (ii). Let g ∈ Q(F ) and H = g ◦ F . We know by Lemma 3.8 that
H = H ◦ H . Since g|ran(F ) is injective, we have that H is preassociative (resp.
preassociative and standard) by Proposition 3.4. It follows from Proposition 3.5
that H is associative (resp. associative and standard).
(ii) =⇒ (iii). Trivial.
(iii) =⇒ (i). By Proposition 3.5, H is preassociative (resp. preassociative
and standard). Since g|ran(F ) is an injective function from ran(F ) onto ran(g) =
ran(H), we have F = (g|ran(F ))
−1 ◦ H . It follows from Proposition 3.4 that F is
preassociative (resp. preassociative and standard).
The last part of the result follows from Lemma 3.8. 
Theorem 3.10. Assume AC and let F : X∗ → Y be a function. The following
conditions are equivalent.
(i) F is preassociative (resp. preassociative and standard).
(ii) There exists an associative (resp. associative and standard) function H : X∗ →
X∗ and an injective function f : ran(H)→ Y such that F = f ◦H.
Moreover, we have the following.
(a) If condition (ii) holds, then we have f = F |ran(H), f
−1 ∈ Q(F ), and we
may choose H = g ◦ F for any g ∈ Q(F ).
(b) For any m ∈ N, the equivalence between (i) and (ii) still holds if we add
the condition that F has an m-determined range in assertion (i) and the
condition that H is m-bounded in assertion (ii). In this case the condition
ran(g) ⊆
⋃m
k=0X
k must be added in statement (a).
Proof. (i) =⇒ (ii). Let H : X∗ → X∗ be defined by H = g ◦ F , where g ∈ Q(F ).
By Lemma 3.8 we have F = f ◦H , where f = F |ran(H) is injective. By Lemma 3.9,
H is associative (resp. associative and standard).
(ii) =⇒ (i). By Proposition 3.5 we have that H is preassociative (resp. pre-
associative and standard). Then also F is preassociative (resp. preassociative and
standard) by Proposition 3.4.
(a) If condition (ii) holds, then F ◦H = f ◦H ◦H = f ◦H and hence F |ran(H) =
f |ran(H) = f . Moreover, since f is injective we have H = f
−1 ◦ F and hence
F ◦ f−1 ◦ F = F ◦H = f ◦H ◦H = f ◦H = F , which shows that f−1 ∈ Q(F ).
(b) Follows from Proposition 3.7 and Lemmas 3.8 and 3.9. 
Example 3.11. As already observed in [2] and Example 3.3, the function F : X∗ →
N defined by F (x) = |x| is preassociative and standard. The function g : N → X∗
defined by g(n) = an for some fixed a ∈ X is a quasi-inverse of F . The function
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H = g ◦ F , from X∗ to X∗, is then defined by H(x) = a|x| and the function
f = F |ran(H), from ran(H) to N, is defined by f(a
n) = n. In accordance with
Theorem 3.10, we have F = f ◦H , where f is injective and H is associative and
standard.
Remark 5. (a) The restriction of Theorem 3.10 to standard functions having
a 1-determined range was obtained in [2, Theorem 4.9]. Here we have
extended this factorization result to any preassociative function.
(b) It is noteworthy that, by making an appropriate choice of g ∈ Q(F ) in
Lemma 3.8, Lemma 3.9, and Theorem 3.10, the function H |F−1(ran(Fk))
can always be made k-bounded for every k ∈ N. Indeed, for every function
F : X∗ → X∗, define the map ℓ : ran(F )→ N by
ℓ(y) = min{j ∈ N : Xj ∩ F−1{y} 6= ∅}.
We say that a quasi-inverse g of F is length-optimized if g(y) ∈ Xℓ(y) for
every y ∈ ran(F ). Under AC we have ∅ 6= Qℓ(F ) ⊆ Q(F ), where Qℓ(F )
denotes the set of length-optimized quasi-inverses of F . Now, under the
assumptions of Lemma 3.8, if g ∈ Qℓ(F ), then for every k ∈ N the function
H |F−1(ran(Fk)) is k-bounded. Indeed, if x ∈ F
−1(ran(Fk)), then k ∈ {j ∈
N : Xj∩F−1{F (x)} 6= ∅} and therefore |H(x)| = |g(F (x))| = ℓ(F (x)) 6 k.
Combining Proposition 2.6 and Theorem 3.10, we immediately derive the follow-
ing corollary.
Corollary 3.12. Assume AC and letm ∈ N. Any preassociative function F : X∗ →
Y having an m-determined range is completely determined by its parts of arity at
most m+1, i.e., if G : X∗ → Y is a preassociative function having an m-determined
range and such that Gi = Fi, for i = 0, . . . ,m+ 1, then F = G.
Remark 6. If F : X∗ → Y is preassociative and has an m-determined range for
some m ∈ N, then by combining Eq. (2) with Theorem 3.10 we see that F can be
computed recursively from F0, . . . , Fm+1 by
Fn(x1 · · ·xn) = F ((g ◦ Fn−1)(x1 · · ·xn−1)xn), n > m+ 2,
where g ∈ Q(F ) satisfies ran(g) ⊆
⋃m
k=0X
k. For instance, let F : R∗ → R ∪ {ε}
be the preassociative function having a 1-determined range and such that F (ε) =
ε, F (x1) = x1, and F (x1x2) = x1 + x2 for all x1, x2 ∈ R. Then, the function
g : R ∪ {ε} → R∗ defined by g(ε) = ε and g(x) = x for all x ∈ R is a quasi-inverse
of F and therefore we have
F3(x1x2x3) = F ((g ◦ F2)(x1x2)x3) = x1 + x2 + x3,
and even Fn(x) =
∑n
i=1 xi for every integer n > 1.
We now provide necessary and sufficient conditions on the parts F0, . . . , Fm+1
for a function F : X∗ → Y to be preassociative and have an m-determined range.
The result is stated in Theorem 3.14 below and follows from the next proposition.
Proposition 3.13. Assume AC and let m ∈ N. A function F : X∗ → Y is preas-
sociative and has an m-determined range if and only if ran(Fm+1) ⊆
⋃m
k=0 ran(Fk)
and there exists g ∈ Q(F ), with ran(g) ⊆
⋃m
k=0 X
k, such that
(a) F (x) = F (xH(ε)) for all x ∈ X,
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(b) F (H(xy)z) = F (xH(yz)) for all x ∈ X, y ∈ X∗, and z ∈ X such that
|xyz| 6 m+ 2,
(c) F (yz) = F (H(y)z) for all y ∈ X∗ and all z ∈ X,
where H = g ◦ F .
Proof. (Necessity) Let F : X∗ → Y be preassociative and have an m-determined
range. Then clearly ran(Fm+1) ⊆ ran(F ) =
⋃m
k=0 ran(Fk). Let g ∈ Q(F ) such
that ran(g) ⊆
⋃m
k=0X
k and let H = g ◦ F . By Lemma 3.9, H is associative and
m-bounded, and therefore conditions (a)–(c) hold by Proposition 2.8.
(Sufficiency) Let F : X∗ → Y be a function satisfying ran(Fm+1) ⊆
⋃m
k=0 ran(Fk)
and conditions (a)–(c) for some g ∈ Q(F ) such that ran(g) ⊆
⋃m
k=0 X
k. Since
H = g ◦ F is m-bounded, by condition (c) we must have ran(Fn) ⊆ ran(Fm+1) ⊆⋃m
k=0 ran(Fk) for every n > 1 and hence F has an m-determined range.
Let us show that F is preassociative. By Lemma 3.9, it suffices to show that
H = g ◦ F is associative. By Proposition 2.8 it suffices to show that H ◦Hk = Hk
or equivalently g ◦ F ◦ g ◦ Fk = g ◦ Fk for k = 0, . . . ,m + 1. This identity clearly
holds by definition of g. 
Theorem 3.14. Assume AC and let m ∈ N. For k = 0, . . . ,m+1, let Fk : X
k → Y
be functions. Then there exists a preassociative function G : X∗ → Y having an
m-determined range and such that Gk = Fk for k = 0, . . . ,m + 1 if and only if
ran(Fm+1) ⊆
⋃m
k=0 ran(Fk) and there exists g ∈ Q(F ), with ran(g) ⊆
⋃m
k=0 X
k,
such that conditions (a) and (b) of Proposition 3.13 hold, where H = g ◦ F . Such
a function G is then uniquely determined by G(yz) = G((g ◦ G)(y) z) for every
yz ∈ X∗.
We end this section by giving equivalent conditions for a function F : X∗ → Y
to have an m-determined range. This result generalizes Proposition 2.4 in [2].
Proposition 3.15. Assume AC, let F : X∗ → Y be a function, and let m ∈ N.
The following assertions are equivalent.
(i) F has an m-determined range.
(ii) There exists an m-bounded function H : X∗ → X∗ such that F = F ◦H.
(iii) There exists an m-bounded function H : X∗ → X∗, with Hk = id|Xk for
k = 0, . . . ,m, and a function f : X∗ → Y such that F = f ◦ H. In this
case, fk = Fk for k = 0, . . . ,m.
(iv) There exist functions H : X∗ → X∗ and f : X∗ → Y such that F = f ◦H
and there exists a partition {A0, . . . , Am} of X
∗ such that ran(H |Ak) ⊆ X
k
and H |Ak = Hk ◦H |Ak for k = 0, . . . ,m. In this case, F |Ak = Fk ◦H |Ak
for k = 0, . . . ,m.
(v) There exists a function H : X∗ → X∗ having an m-determined range and
a function f : X∗ → Y such that F = f ◦H.
Proof. (i) =⇒ (ii) Follows from Lemma 3.8.
(ii) =⇒ (iii) Modifying Hk into id|Xk for k = 0, . . . ,m and taking f = F , we
obtain F = f ◦H . We then have Fk = f ◦Hk = fk for k = 0, . . . ,m.
(iii) =⇒ (iv) The first part is trivial. We can take, e.g., Ak = H
−1(Xk). Also,
we have Fk ◦H |Ak = f ◦Hk ◦H |Ak = f ◦H |Ak = F |Ak for k = 0, . . . ,m.
(iv) =⇒ (v) If y ∈ ran(H), then there exists k ∈ {0, . . . ,m} such that y ∈
ran(H |Ak) ⊆ ran(Hk). Hence H has an m-determined range.
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(v) =⇒ (i) Follows from the fact that the property of having an m-determined
range is preserved under left composition with unary maps. 
Corollary 3.16. Let m ∈ N and let F : X∗ → Y have an m-determined range. If
F0, . . . , Fm are injective, then there exists a unique m-bounded function H : X
∗ →
X∗ such that F = F ◦H.
Proof. By Proposition 3.15 there exists an m-bounded function H : X∗ → X∗ such
that F = F ◦ H . Also, there exists a partition {A0, . . . , Am} of X
∗ such that
F |Ak = Fk ◦H |Ak , or equivalently, H |Ak = F
−1
k ◦ F |Ak for k = 0, . . . ,m. Hence H
is uniquely determined. 
4. Functions depending only on the length of the input
We now consider the special class of string functions that depend only on the
length of the input. Our aim is to characterize associativity and preassociativity
within this class.
Definition 4.1. We say that a function F : X∗ → X∗ is weakly length-based if
for every x,y ∈ X∗ we have |F (x)| = |F (y)| whenever |x| = |y|. We say that a
function F : X∗ → Y is length-based if for every x,y ∈ X∗ we have F (x) = F (y)
whenever |x| = |y|.
Note that F is length-based if and only if there exists a map φ : N → X∗ such
that F = φ ◦ | · |, i.e., F (x) = φ(|x|) for all x ∈ X∗.
Example 4.2. Any standard function F : X∗ → X ∪ {ε} such that F (ε) = ε is
weakly length-based. It is easy to see that if φ satisfies |φ(n)| = n for all n ∈ N,
then the function F : X∗ → X∗ given by F = φ ◦ | · | is associative and standard.
For another example, let φ : N→ X∗ be any map satisfying |φ(0)| = 0, |φ(1)| = 1,
|φ(2k)| = 4, |φ(2k + 1)| = 5, for all integers k > 1. Then F : X∗ → X∗ given
by F = φ ◦ | · | is associative and standard. Finally, for every integer k > 1, the
function F : X∗ → N defined by F = | · | mod k is preassociative.
Proposition 4.3. Let F : X∗ → X∗ be a function.
(a) If F is associative and weakly length-based, then there is a map α : N→ N
such that ran(Fk) ⊆ X
α(k) for all k ∈ N and
(4) α(n+ k) = α(α(n) + k), for all n, k ∈ N.
In this case, F is standard if and only if α satisfies
(5) α(n) = 0 ⇐⇒ n = 0, for all n ∈ N.
(b) F is associative and length-based if and only if F = ψ ◦ α ◦ | · | for some
ψ : N → X∗ satisfying |ψ(n)| = n for all n ∈ N and some α : N → N
satisfying (4).
Proof. (a) Since F is weakly length-based, there is a function α : N→ N such that
ran(Fk) ⊆ X
α(k) for all k ∈ N. By associativity, we have F (xy) = F (F (x)y)
for all x,y ∈ X∗ with |x| = n and |y| = k. Since |F (xy)| = α(n + k) and
|F (F (x)y)| = α(α(n) + k), it follows that α(n+ k) = α(α(n) + k) for all n, k ∈ N.
The last part of the statement follows from the fact that ε is the only zero-length
string.
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(b) (Necessity) By (a) and since F is length-based, there is a map α : N → N
satisfying (4) and some yk ∈ X
α(k) for every k ∈ N such that F (x) = yk for all
k ∈ N and all x ∈ Xk.
Together with associativity, this implies that if |F (x)| = |F (y)|, then
F (x) = F (F (x)) = y|F (x)| = y|F (y)| = F (F (y)) = F (y).
Therefore, we can decompose F as F = ψ ◦ α ◦ | · | for some ψ : N→ X∗ such that
|ψ(n)| = n for all n ∈ N.
(Sufficiency) The function F = ψ ◦ α ◦ | · | is clearly length-based. In order to
verify associativity, let x,y, z ∈ X∗ with |x| = a, |y| = b, |z| = c. By condition (4)
we have
F (xF (y)z) = f(α(a+ α(b) + c)) = f(α(a+ b+ c)) = F (xyz).
This completes the proof. 
Remark 7. It is not difficult to see that the converse statement of Proposition 4.3(a)
does not hold. As a counterexample, take F : {0, 1}∗ → {0, 1}∗ defined as F (ε) = ε
and F (x1 · · ·xn) = x1 · · ·xn for every integer n > 1, where x = 1 − x. We have
F ◦ F 6= F and hence F is not associative. However, we have ran(Fk) ⊆ X
α(k) for
all k ∈ N, where α = id satisfies Eq. (4).
By Proposition 4.3, the problem of characterizing the length-based associative
functions reduces to the problem of characterizing the functions α : N → N satis-
fying (4). In what follows, we find an explicit description of such functions α (see
Proposition 4.7). We first need to establish a few auxiliary results. We begin by
reformulating condition (4) in order to simplify the analysis.
Lemma 4.4. Condition (4) is equivalent to
α(α(n)) = α(n) and(6)
α(n) = α(n′) =⇒ α(n+ k) = α(n′ + k), for all n, n′, k ∈ N.(7)
Proof. Condition (6) is a special case of (4) with k = 0. Under the assumption
that α(n) = α(n′), it follows from condition (4) that
α(n+ k) = α(α(n) + k) = α(α(n′) + k) = α(n′ + k).
Condition (4) follows from (6) and (7) by taking n′ = α(n). 
A function α : N → N is (n1, p)-periodic if for all n > n1 it holds that α(n) =
α(n+ p). It is clear that if α is (n1, p)-periodic, then it is (n
′
1, p
′)-periodic for every
n′1 > n1 and for every multiple p
′ of p.
The following lemma is folklore. We provide a proof for the sake of self-contained-
ness.
Lemma 4.5. If the function α : N → N is (n1, p1)-periodic and (n2, p2)-periodic,
then α is (min(n1, n2), gcd(p1, p2))-periodic.
Proof. Assume, without loss of generality, that n1 6 n2. Let d = gcd(p1, p2). We
need to show that α(n) = α(n+ d) whenever n > n1.
By Be´zout’s lemma, there exist integers c1 and c2 such that d = c1p1 + c2p2.
Note that one of c1 and c2 is nonnegative and the other is nonpositive. Consider
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first the case that c1 6 0 and c2 > 0. Let k ∈ N be a large enough integer such that
(kp2 + c1)p1 > n2 − n1. Then, for n > n1, we have
α(n+ d) = α(n+ c1p1 + c2p2 + kp1p2)
= α(n+ (kp2 + c1)p1 + c2p2) = α(n+ (kp2 + c1)p1) = α(n),
where the first equality holds by Be´zout’s identity and because α is (n1, p1)-periodic;
the second equality is the result of a simple algebraic rearrangement; the third
equality holds because n+(kp2+ c1)p1 > n2 and α is (n2, p2)-periodic; and the last
equality holds because α is (n1, p1)-periodic.
In the case when c1 > 0 and c2 6 0 we choose k in such a way that (kp1+c2)p2 >
n2−n1. Then a similar argument shows that if n > n1 then α(n+ d) = α(n) holds
also in this case. 
Lemma 4.6. Assume that α : N→ N satisfies conditions (6) and (7). If α(n) 6= n,
then α is (n0, n
′
0 − n0)-periodic, where n0 = min{n, α(n)} and n
′
0 = max{n, α(n)}.
Proof. By (6), we have α(α(n)) = α(n); hence α(n0) = α(n
′
0). It follows from (7)
that for all k ∈ N,
α(n0 + k + (n
′
0 − n0)) = α(n
′
0 + k) = α(n0 + k). 
We are now in position to describe how the length of the output depends on the
length of the input in a length-based associative function.
Proposition 4.7. Let α : N→ N. The following conditions are equivalent.
(i) α satisfies conditions (6) and (7).
(ii) Either α is the identity function on N or there exist integers n1 > 0 and
ℓ > 0 such that
(a) α(n) = n whenever 0 6 n < n1,
(b) α is (n1, ℓ)-periodic,
(c) α(n) > n and α(n) ≡ n (mod ℓ) whenever n1 6 n < n1 + ℓ.
In addition, α satisfies condition (5) if and only if α is the identity function on N
or α satisfies conditions (a)–(c) with n1 > 0.
Proof. (i) =⇒ (ii). If α is not the identity function, then the set D = {n ∈ N :
α(n) 6= n} is nonempty. Let g(D) = {α(n) : n ∈ D}, let n1 be the minimum
element of D∪α(D), and let ℓ be the minimum of the set L = {|n−α(n)| : n ∈ D}.
In view of Lemmas 4.5 and 4.6, α is (n1, ℓ)-periodic. Moreover, α(n) = n whenever
n < n1 and n1 > 0 if α(0) = 0.
Let n ∈ {n1, . . . , n1 + ℓ − 1}. Suppose, on the contrary, that α(n) < n. If
α(n) < n1 then n1 would not be the minimum element of D∪α(D), a contradiction.
If n1 6 α(n) < n then |n− α(n)| < ℓ, which contradicts the minimality of ℓ in the
set L. We conclude that α(n) > n.
Suppose then, on the contrary, that α(n) 6≡ n (mod ℓ). Then α(n)− n = qℓ+ r
for some q > 0 and 0 < r < ℓ. Since α is (n1, ℓ)-periodic, we have
α(n+ qℓ) = α(n) = n+ qℓ+ r.
By Lemma 4.6, this contradicts again the minimality of ℓ in the set L. We conclude
that α(n) ≡ n (mod ℓ).
Finally, note that if α satisfies condition (5), then necessarily n1 > 0.
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(ii) =⇒ (i). The identity function on N clearly satisfies conditions (5), (6), and
(7). If α satisfies conditions (a)–(c) with n1 > 0, then α also satisfies condition (5).
Assume that α is not the identity function.
If 0 6 n 6 n1 − 1, then α(n) = n by (a); hence α(α(n)) = α(n). If n > n1,
then n ≡ m (mod ℓ) for some m ∈ {n1, . . . , n1 + ℓ− 1}. By (b), α(n) = g(m), and
by (c), α(m) > n1 and α(m) ≡ m (mod ℓ). Consequently, α(α(n)) = α(α(m)) =
α(m) = α(n). Thus, α satisfies condition (6).
Assume then that α(n) = α(n′). If α(n) 6 n1 − 1, then n = n
′ and α(n+ k) =
α(n′ + k) holds trivially for all k ∈ N. If α(n) > n1, then both n and n
′ are greater
than or equal to n1 and n ≡ n
′ (mod ℓ). Consequently, for all k ∈ N, it holds that
n+ k ≡ n′ + k (mod ℓ) and α(n+ k) = α(n′ + k) by (b). 
We now apply Theorem 3.10 to characterize length-based preassociative func-
tions.
Proposition 4.8. Assume AC and let F : X∗ → Y be a function. The following
conditions are equivalent.
(i) F is preassociative and length-based.
(ii) There exist functions µ : N→ X∗ and f : X∗ → Y such that F = f ◦µ◦ | · |,
where f |ran(µ◦|·|) is injective and the function α : N→ N defined by α(n) =
|µ(n)| satisfies condition (ii) of Proposition 4.7.
Moreover, the equivalence still holds if we add the condition that F is standard in
(i) and the condition µ(0) = ε in (ii).
Proof. (i) =⇒ (ii). If F is preassociative, then by Theorem 3.10 there is a
associative function H : X∗ → X∗ and a map f : X∗ → Y such that F = f ◦H and
f |ran(H) is injective. If F is length-based, then so is H and, by Propositions 4.3
and 4.7, we have H = ψ ◦ α ◦ | · | for some function α : N→ N satisfying condition
(ii) of Proposition 4.7 and some function ψ : N → X∗ such that |ψ(n)| = n for all
n ∈ N. It suffices to set µ = ψ ◦ α to obtain the desired result.
(ii) =⇒ (i). The function F = f ◦ µ ◦ | · | is clearly length-based. Moreover,
according to Propositions 4.3 and 4.7, the function µ◦| · | is associative. By Theorem
3.10, the function F is preassociative.
The last part of the statement is again a consequence of Propositions 4.3 and
4.7. 
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