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Abstract
We consider the following boundary value problem:
ny(k) = P(k; y;y; : : : ;n−1y); k = 0; : : : ; m;
jy(ki) = 0; j = 0; : : : ; ni − 1; i = 1; : : : ; r;
where r>2; ni>1 for i = 1; : : : ; r;
Pr
i=1 ni = n and 0 = k1<k1 + n1<k2<k2 + n2<   <kr6kr + nr − 1 = m + n:
Values of  are characterized so that the boundary value problem has, in certain sense, a \positive" solution. In fact, we
oer criteria for values of  to form a bounded=unbounded interval. Further, the intervals of  are explicitly given. We
also include examples to dwell upon the importance of the results obtained. c© 2000 Elsevier Science B.V. All rights
reserved.
MSC: 34B15
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1. Introduction
Let y(k) = y(k + 1)− y(k) and for j>2; jy(k) =(j−1y(k)). For a nonnegative integer ‘;
the factorial expression k (‘) is dened as k (‘) =
Q‘−1
i=0 (k − i) with k (0) = 1. Given integers c; d (>c);
we shall denote the discrete interval Z[c; d] = fc; c + 1; : : : ; dg:
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For i = 1; : : : ; r (>2); let ni (>1) and ki be integers with n =
Pr
i=1 ni. In this paper we shall
consider the multipoint conjugate boundary value problem
ny(k) = P(k; y;y; : : : ;n−1y); k 2Z[0; m];
jy(ki) = 0; j = 0; : : : ; ni − 1; i = 1; : : : ; r;
(MC)
where > 0 and 0 = k1<k1 + n1<k2<k2 + n2<   <kr6kr + nr − 1 = m+ n.
It is clear that a solution y : Z[0; m+ n]! R of (MC) fullls
y(k) = 0; k 2Z[ki; ki + ni − 1]; 16i6r:
We say that y is a positive solution of (MC) if it is nontrivial and satises (MC), and for each
16i6r − 1,
(−1)ni+1++nry(k)> 0; k 2Z[ki + ni; ki+1 − 1]:
If, for a particular > 0; the boundary value problem (MC) has a positive solution y, then  is
called an eigenvalue and y a corresponding eigenfunction of (MC). We shall denote the set of
eigenvalues of (MC) by E, i.e.,
E = f> 0j(MC) has a positive solutiong:
This paper aims to establish criteria for E to be a bounded=unbounded interval and also derive
explicit subintervals of E.
The motivation for the present work stems from the fact that multipoint boundary value prob-
lem of the type (MC) describes various dynamical systems with n degrees of freedom in which
n states are observed at n times, see Meyer [19]. To cite some examples, (MC) models a vast
spectrum of nonlinear phenomena such as gas diusion through porous media, nonlinear diusion
generated by nonlinear sources, thermal self-ignition of a chemically active mixture of gases in
a vessel, catalysis theory, chemically reacting systems, infectious diseases, adiabatic tubular reac-
tor processes, as well as concentration in chemical or biological problems [7{10,15,16,18,20,21].
It is frequent that in most of these models, only positive solutions are meaningful. Recently, spe-
cial cases of (MC), namely, second-order problem (n = r = 2) and two-point problem (r = 2),
have been tackled by several authors [3,4,12,14]. Further, related investigations on other boundary
value problems such as Sturm{Liouville type, focal type, Lidstone type as well as (n; p) type are
documented in the monographs [1,2,5,6]. Our results, besides complementing and extending the lit-
erature to multipoint problem, also serve as an improved discrete analog to the work of Eloe and
Henderson [11].
The paper is organized as follows. In Section 2 we shall state a xed point theorem due to
Krasnosel’skii [17] and present an inequality for certain Green’s function which is an improved
extension of Eloe and Henderson [13] to the discrete case. By dening an appropriate Banach space
and cone, the set E is characterized in Section 3. Finally, in Section 4 we shall establish explicit
subintervals of E.
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2. Preliminaries
Theorem 2.1 (Krasnosel’skii [17]). Let B be a Banach space; and let C(B) be a cone. Assume

1; 
2 are open subsets of B with 02
1; 
1
2; and let
S : C \ ( 
2n
1)! C
be a completely continuous operator such that; either
(a) kSyk6kyk; y2C \ @
1; and kSyk>kyk; y2C \ @
2; or
(b) kSyk>kyk; y2C \ @
1; and kSyk6kyk; y2C \ @
2.
Then; S has a xed point in C \ ( 
2n
1).
To obtain a solution for (MC), we require a mapping whose kernel G(k; ‘) is the Green’s function
of the boundary value problem
ny(k) = 0; k 2Z[0; m];
jy(ki) = 0; j = 0; : : : ; ni − 1; i = 1; : : : ; r:
For each ‘2Z[0; m]; dene
kG(; ‘)k= max
k 2 Z[0;m+n]
jG(k; ‘)j: (2.1)
Throughout, for each 16i6r − 1; we shall denote
i =
rX
j=i+1
nj and Ii = Z[ki + ni; ki+1 − 1]:
The following is well known [1,22]:
(−1)iG(k; ‘)>0; (k; ‘)2Z[ki; ki+1] Z[0; m]; i = 1; : : : ; r − 1; (2.2)
(−1)iG(k; ‘)> 0; (k; ‘)2 Ii  Z[0; m]; i = 1; : : : ; r − 1: (2.3)
From denitions (2.1) and (2.2), it immediately follows that
(−1)iG(k; ‘)6kG(; ‘)k; (k; ‘)2Z[ki; ki+1] Z[0; m]; i = 1; : : : ; r − 1: (2.4)
Further, from Agarwal [1, p. 595] we have
jG(k; ‘)j6

n− 1
n
n−1 (m+ n)n−1
n!
; (k; ‘)2Z[0; m+ n] Z[0; m] (2.5)
which readily gives
kG(; ‘)k6

n− 1
n
n−1 (m+ n)n−1
n!
; ‘2Z[0; m]: (2.6)
230 P.J.Y. Wong, R.P. Agarwal / Journal of Computational and Applied Mathematics 113 (2000) 227{240
The following lemma provides a lower bound for jG(k; ‘)j in terms of kG(; ‘)k: It is an improve-
ment and extension of the work of Eloe and Henderson [13] to the discrete case.
Lemma 2.1 (Wong [22]). For (k; ‘)2 Ii  Z[0; m]; i = 1; : : : ; r − 1; we have
(−1)iG(k; ‘)>LikG(; ‘)k
where 0<Li61 is a constant dened by
Li =min

minfp(ki + ni); p(ki+1 − 1)g
maxk 2 Z[0;m+n] p(k)
;
minfq(ki + ni); q(ki+1 − 1)g
maxk 2 Z[0;m+n] q(k)

;
p(k) =

r−1Y
j=1
(k − kj)(nj)
 (m+ n− k)(nr−1) and q(k) = k (n1−1)

rY
j=2
(k − kj)(nj)
 :
For the purpose of clarity, we shall list the conditions that are needed later. In these conditions,
it is assumed that the functions f; a and b are such that f : R! [0;1) and a; b : Z[0; m]! R.
(A1) If ju1j>ju2j; then f(u1)>f(u2).
(A2) For k 2Z[0; m] and (u; u1; : : : ; un−1)2Rn,
a(k)6
P(k; u; u1; : : : ; un−1)
f(u)
6b(k):
(A3) The function a is nonnegative and is not identically zero on Z[0; m]; and there exists a number
0<61 such that a(k)>b(k) for k 2Z[0; m].
Further, we introduce the notations
f0 = limjuj!0+
f(u)
juj and f1 = limjuj!1
f(u)
juj :
3. Characterization of eigenvalues
For y : Z[0; m+ n]! R; let
=
mX
‘=0
kG(; ‘)kb(‘)f(y(‘)) (3.1)
and
  =
mX
‘=0
kG(; ‘)ka(‘)f(y(‘)): (3.2)
If (A2) and (A3) hold, then it is clear that
> >>0: (3.3)
Further, we dene the constants
i = Li; i = 1; : : : ; r − 1; (3.4)
where Li is given in Lemma 2.1. It is noted that 0<i61 for each 16i6r − 1:
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Let the Banach space B=fyjy :Z[0; m+n]! Rg be equipped with norm kyk=maxk 2 Z[0;m+n]jy(k)j:
Dene
C = fy2B jy(k) = 0 for k 2Z[kr; m+ n]; for each 16i6r − 1;
(−1)iy(k)>0 for k 2Z[ki; ki+1] and min
k 2 Ii
(−1)iy(k)>ikykg:
We note that C is a cone in B. Further, let C(M) = fy2C j kyk6Mg:
We dene the operator S : C ! B by
Sy(k) =
mX
‘=0
G(k; ‘)P(‘; y(‘);y(‘); : : : ;n−1y(‘)); k 2Z[0; m+ n]: (3.5)
To obtain a positive solution of (MC), we shall seek a xed point of the operator S in the cone C.
If (A2) and (A3) hold, then in view of (2.2) it is clear that for k 2Z[ki; ki+1]; 16i6r − 1;
(−1)i
mX
‘=0
G(k; ‘)a(‘)f(y(‘))6(−1)iSy(k)6(−1)i
mX
‘=0
G(k; ‘)b(‘)f(y(‘)): (3.6)
Lemma 3.1. Let (A2) and (A3) hold. Then; the operator S maps C into itself.
Proof. Let y2C. From the properties of Green’s function, it is obvious that
Sy(k) = 0; k 2Z[kr; m+ n]: (3.7)
Next, in view of (3.6) and (A3), for k 2Z[ki; ki+1]; 16i6r − 1 we have
(−1)iSy(k)>
mX
‘=0
(−1)iG(k; ‘)a(‘)f(y(‘))>0: (3.8)
On the other hand, it follows from (3.6), (2.4) and (3.1) that for k 2Z[ki; ki+1]; 16i6r − 1,
(−1)iSy(k)6
mX
‘=0
(−1)iG(k; ‘)b(‘)f(y(‘))6
mX
‘=0
kG(; ‘)kb(‘)f(y(‘)) = :
Hence, noting (3.7) we immediately get
kSyk6: (3.9)
Now, applying (3.6), Lemma 2:1, (3.2), (3.3), (3.9) and (3.4), we nd for k 2 Ii; 16i6r − 1;
(−1)iSy(k) > 
mX
‘=0
(−1)iG(k; ‘)a(‘)f(y(‘))
> 
mX
‘=0
LikG(; ‘)ka(‘)f(y(‘))
= Li >Li>LikSyk= ikSyk:
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Therefore,
min
k 2 Ii
(−1)iSy(k)>ikSyk; 16i6r − 1: (3.10)
Combining (3.7), (3.8) and (3.10), we see that Sy2C.
Theorem 3.1. Let (A1){(A3) hold. Then; there exists c> 0 such that the interval (0; c]E.
Proof. Let M > 0 be given. Dene
c =
M
f(M)
"
mX
‘=0
kG(; ‘)kb(‘)
#−1
: (3.11)
Let 2 (0; c]: We shall prove that (S)(C(M))C(M). To begin, let y2C(M). By Lemma 3.1,
we already have Sy2C. Thus, it remains to show that kSyk6M . Using (3.6), (2.4), (A1) and
(3.11) successively, for k 2Z[ki; ki+1]; 16i6r − 1 we obtain
(−1)iSy(k)6 
mX
‘=0
kG(; ‘)kb(‘)f(y(‘))6
mX
‘=0
kG(; ‘)kb(‘)f(M)
6 c
mX
‘=0
kG(; ‘)kb(‘)f(M) =M:
Once again, noting (3.7) it follows immediately that
kSyk6M:
Thus, we have shown that (S)(C(M))C(M). Also, the standard arguments yield that S is
completely continuous. By the Schauder xed point theorem, S has a xed point in C(M).
Clearly, this xed point is a positive solution of (MC) and therefore  is an eigenvalue of (MC).
Since 2 (0; c] is arbitrary, it follows immediately that the interval (0; c]E.
Next, we have the following result. Refer to Agarwal et al. [5] for details of its proof.
Theorem 3.2. Let (A1){(A3) hold and suppose that 0 2E. Then; for each 0<<0; 2E.
The following corollary is immediate from Theorem 3.2.
Corollary 3.1. Let (A1){(A3) hold. Then; E is an interval.
We shall now establish conditions under which E is a bounded or an unbounded interval. For
this, we need the following result.
Theorem 3.3. Let (A1){(A3) hold. Suppose that  is an eigenvalue of (MC) and y2C is a
corresponding eigenfunction. Further; let d= kyk. Then;
>
d
f(d)
"
mX
‘=0
kG(; ‘)kb(‘)
#−1
(3.12)
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and
6
d
f(1d)
2
4 X
‘2 I1\Z[0;m]
(−1)1G(k2 − 1; ‘)a(‘)
3
5
−1
: (3.13)
Proof. First, we shall prove (3.12). For this, let k 2Z[k‘; k‘+1] for some ‘2f1; : : : ; r − 1g be such
that
d= kyk= (−1)‘y(k):
Then, in view of (3.6), (2.4) and (A1), we nd
d= (−1)‘y(k) = (−1)‘Sy(k)
6 
mX
‘=0
(−1)‘G(k; ‘)b(‘)f(y(‘))
6 
mX
‘=0
kG(; ‘)kb(‘)f(d)
from which (3.12) is immediate.
Next, to verify (3.13), we employ (3.6), (A1) and the fact that min‘2 I1 jy(‘)j>1d to get
d>(−1)1y(k2 − 1) > 
mX
‘=0
(−1)1G(k2 − 1; ‘)a(‘)f(y(‘))
> 
X
‘2 I1\Z[0;m]
(−1)1G(k2 − 1; ‘)a(‘)f(y(‘))
> 
X
‘2 I1\Z[0;m]
(−1)1G(k2 − 1; ‘)a(‘)f(1d)
which reduces to (3.13).
Theorem 3.4. Let (A1){(A3) hold. Dene
FB =

f
 jujf(u) is bounded for u2R

;
F0 =

f
 limjuj!1 jujf(u) = 0

;
F1 =

f
 limjuj!1 jujf(u) =1

:
(a) If f2FB; then E = (0; c) or (0; c] for some c2 (0;1):
(b) If f2F0; then E = (0; c] for some c2 (0;1).
(c) If f2F1; then E = (0;1).
Proof. (a) This is immediate from (3.13).
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(b) Since F0FB; it follows from Case (a) that E = (0; c) or (0; c] for some c2 (0;1): In
particular,
c = supE: (3.14)
Let fig1i=1 be a monotonically increasing sequence in E which converges to c; and let fyig1i=1 in C
be a corresponding sequence of eigenfunctions. Further, let di = kyik: Then, (3.13) implies that no
subsequence of fdig1i=1 can diverge to innity. Thus, there exists M > 0 such that di6M for all
i: So yi is uniformly bounded. Hence, there is a subsequence of fyig1i=1; relabeled as the original
sequences, which converges uniformly to some y2C. Noting that iSyi = yi; we have
cSyi =
c
i
yi: (3.15)
Since fcSyig1i=1 is relatively compact, yi converges to y and i converges to c; by allowing i !1
in (3.15) we obtain
cSy = y;
i.e., c2E: This completes the proof for Case (b).
(c) This follows from Theorem 3.2 and (3.12).
Example 3.1. Consider the boundary value problem
6y = 
1
[k (3)(k − 5)(2)(k − 10)]2z + c (y
2z + c); k 2Z[0; 4];
y(0) = y(0) = 2y(0) = y(5) = y(5) = y(10) = 0;
where > 0; c> 0 and z 2f1; 2; : : :g:
Here, n= 6; r = 3 and m= 4: Let f(y) = y2z + c: Then, since
P(k; y;y; : : : ;5y)
f(y)
=
1
[k (3)(k − 5)(2)(k − 10)]2z + c ;
we may take
a(k) = b(k) =
1
[k (3)(k − 5)(2)(k − 10)]2z + c :
It can be checked that the conditions (A1){(A3) are satised with =1 and f2F0: By Theorem
3.4(b), the set E is a half-closed interval. Moreover, we note that when = 720; the corresponding
eigenfunction is given by y(k)= k (3)(k−5)(2)(k−10): Hence, in view of Theorem 3.2, we conclude
that (0; 720]E:
4. Explicit intervals of eigenvalues
For each 16i6r − 1; we shall dene the number ki 2Z[ki + ni; ki+1 − 1] asX
‘2 Ii\Z[0;m]
(−1)iG(ki ; ‘)a(‘) = maxk 2 Z[ki ;ki+1]
X
‘2 Ii\Z[0;m]
(−1)iG(k; ‘)a(‘):
P.J.Y. Wong, R.P. Agarwal / Journal of Computational and Applied Mathematics 113 (2000) 227{240 235
Theorem 4.1. Let (A2) and (A3) hold. Then; for each  satisfying
1<<2 (4.1)
where
1 =

f1

min
16j6r−1
j
X
‘2 Ij\Z[0;m]
(−1)jG(kj ; ‘)a(‘)
−1
and
2 =
"
f0
mX
‘=0
kG(; ‘)kb(‘)
#−1
;
the boundary value problem (MC) has a positive solution.
Proof. We shall apply Theorem 2.1 here. To begin, let  fulll (4.1) and let > 0 be such that

(f1 − )

min
16j6r−1
j
X
‘2 Ij\Z[0;m]
(−1)jG(kj ; ‘)a(‘)
−1
66
"
(f0 + )
mX
‘=0
kG(; ‘)kb(‘)
#−1
:
(4.2)
Next, we choose w> 0 so that
f(u)6(f0 + )juj; 0< juj6w: (4.3)
Let y2C be such that kyk= w: Then, applying (3.6), (2.4), (4.3) and (4.2) successively, we nd
for k 2Z[ki; ki+1]; 16i6r − 1;
(−1)iSy(k)6 
mX
‘=0
kG(; ‘)kb(‘)f(y(‘))
6 
mX
‘=0
kG(; ‘)kb(‘)(f0 + )jy(‘)j
6 
mX
‘=0
kG(; ‘)kb(‘)(f0 + )kyk6kyk
which, together with (3.7), results in
kSyk6kyk: (4.4)
If we set 
1 = fy2B j kyk<wg; then (4.4) holds for y2C \ @
1:
Further, let T > 0 be such that
f(u)>(f1 − )juj; juj>T: (4.5)
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Let y2C be such that kyk=T 0  max f2w; T=min16j6r−1 jg : Then, we have for ‘2 Ii; 16i6r−1;
jy(‘)j>ikyk>i  Tmin16j6r−1 j>T;
which, in view of (4.5), provides
f(y(‘))>(f1 − )jy(‘)j; ‘2 Ii; 16i6r − 1: (4.6)
Employing (3.6), (4.6) and (4.2), we nd for any 16i6r − 1;
(−1)iSy(ki )> 
mX
‘=0
(−1)iG(ki ; ‘)a(‘)f(y(‘))
> 
X
‘2 Ii\Z[0;m]
(−1)iG(ki ; ‘)a(‘)f(y(‘))
> 
X
‘2 Ii\Z[0;m]
(−1)iG(ki ; ‘)a(‘)(f1 − )jy(‘)j
> 
X
‘2 Ii\Z[0;m]
(−1)iG(ki ; ‘)a(‘)(f1 − )ikyk
>  min
16j6r−1
X
‘2 Ij\Z[0;m]
(−1)jG(kj ; ‘)a(‘)(f1 − )jkyk>kyk:
Hence,
kSyk>kyk: (4.7)
If we set 
2 = fy2B j kyk<T 0g; then (4.7) holds for y2C \ @
2:
Now that we have obtained (4.4) and (4.7), it follows from Theorem 2.1 that S has a xed point
y2C \ ( 
2n
1) such that w6kyk6T 0: Obviously, this y is a positive solution of (MC):
The following corollary is immediate from Theorem 4.1.
Corollary 4.1. Let (A2) and (A3) hold. Then;
(1; 2)E
where 1 and 2 are dened in Theorem 4:1.
Theorem 4.2. Let (A2) and (A3) hold. Then; for each  satisfying
3<<4 (4.8)
where
3 =

f0

min
16j6r−1
j
X
‘2 Ij\Z[0;m]
(−1)jG(kj ; ‘)a(‘)
−1
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and
4 =
"
f1
mX
‘=0
kG(; ‘)kb(‘)
#−1
;
the boundary value problem (MC) has a positive solution.
Proof. Once again we shall employ Theorem 2.1 here. Suppose that  satises (4.8) and pick > 0
so that
(f0 − )

min
16j6r−1
j
X
‘2 Ij\Z[0;m]
(−1)jG(kj ; ‘)a(‘)
−1
66
"
(f1 + )
mX
‘=0
kG(; ‘)kb(‘)
#−1
:
(4.9)
Let w> 0 be such that
f(u)>(f0 − )juj; 0< juj6 w: (4.10)
Further, let y2C be such that kyk = w: Then, an application of (3.6), (4.10) and (4.9) gives for
any 16i6r − 1;
(−1)iSy(ki )> 
mX
‘=0
(−1)iG(ki ; ‘)a(‘)f(y(‘))
> 
X
‘2 Ii\Z[0;m]
(−1)iG(ki ; ‘)a(‘)f(y(‘))
> 
X
‘2 Ii\Z[0;m]
(−1)iG(ki ; ‘)a(‘)(f0 − )jy(‘)j
> 
X
‘2 Ii\Z[0;m]
(−1)iG(ki ; ‘)a(‘)(f0 − )ikyk
>  min
16j6r−1
X
‘2 Ij\Z[0;m]
(−1)jG(kj ; ‘)a(‘)(f0 − )jkyk>kyk:
Therefore, inequality (4.7) follows immediately. By setting 
1 = fy2B j kyk < wg; we see that
(4.7) holds for y2C \ @
1:
Next, we may choose T > 0 such that
f(u)6(f1 + )juj; juj> T : (4.11)
There are two cases to consider, namely, f is bounded and f is unbounded.
Case 1: Suppose that f is bounded. Then, there exists some M > 0 such that
f(u)6M; u2R: (4.12)
We dene
T1 = max
(
2 w; M
mX
‘=0
kG(; ‘)kb(‘)
)
:
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Let y2C be such that kyk= T1: Applying (3.6),(2.4) and (4.12), we nd for k 2Z[ki; ki+1]; 16i6
r − 1;
(−1)iSy(k)6 
mX
‘=0
kG(; ‘)kb(‘)f(y(‘))
6 
mX
‘=0
kG(; ‘)kb(‘)M6T1 = kyk:
In view of (3.7), we see that (4.4) follows immediately.
Case 2: Suppose that f is unbounded. Then, there exists T1>maxf2 w; Tg such that
f(u)6max ff(T1); f(−T1)g ; juj6T1: (4.13)
Let y2C be such that kyk = T1: Then, successive application of (3.6), (2.4), (4.13), (4.11) and
(4.9) gives for k 2Z[ki; ki+1]; 16i6r − 1;
(−1)iSy(k)6 
mX
‘=0
kG(; ‘)kb(‘)f(y(‘))
6 
mX
‘=0
kG(; ‘)kb(‘)max ff(T1); f(−T1)g
6 
mX
‘=0
kG(; ‘)kb(‘)max f(f1 + )T1; (f1 + )T1g
= 
mX
‘=0
kG(; ‘)kb(‘)(f1 + )kyk6kyk:
Therefore, together with (3.7) we see that (4.4) holds.
In both Cases 1 and 2, if we set 
2 = fy2B j kyk<T1g ; then (4.4) holds for y2C \ @
2:
Having obtained (4.7) and (4.4), an application of Theorem 2.1 leads to the existence of a xed
point y of S in C \ ( 
2n
1) such that w6kyk6T1: It is clear that this y is a positive solution of
(MC):
Theorem 4.2 leads to the following corollary.
Corollary 4.2. Let (A2) and (A3) hold. Then;
(3; 4)E
where 3 and 4 are dened in Theorem 4:2.
Remark 4.1. If f is superlinear (i.e., f0 =0 and f1=1) or sublinear (i.e., f0 =1 and f1=0),
then we conclude from Corollaries 4.1 and 4.2 that E = (0;1); i.e., the boundary value problem
(MC) has a positive solution for any > 0: We remark that superlinearity and sublinearity conditions
have also been well discussed in other boundary value problems, see [2{6,11,12,14].
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Example 4.1. Consider the boundary value problem
3y = 
0:001jyj+ 1− exp(−600jyj − 1)
0:001jk(k − 2)(k − 8)j+ 1− exp(−600jk(k − 2)(k − 8)j − 1) ; k 2Z[0; 5];
y(0) = y(2) = y(8) = 0;
where > 0:
In this example, n= r = 3 and m= 5: By choosing f(y) = 0:001jyj+ 1− exp(−600jyj − 1); we
may take
a(k) = b(k) =
1
0:001jk(k − 2)(k − 8)j+ 1− exp(−600jk(k − 2)(k − 8)j − 1) :
Conditions (A2) and (A3) are satised with = 1: Moreover, we have f0 =1 and f1 = 0:001:
We shall apply Corollary 4.2 and obtain a subinterval of E: Indeed, using (2.6) we nd
4 =
"
f1
mX
‘=0
kG(; ‘)kb(‘)
#−1
>
"
f1
mX
‘=0

n− 1
n
n−1 (m+ n)n−1
n!
b(‘)
#−1
= 32:52: (4.14)
Thus, we conclude from Corollary 4.2 and (4.14) that
(0; 32:52)E:
As an example, when  = 62 (0; 32:52); the corresponding eigenfunction is given by y(k) =
k(k − 2)(k − 8):
Our last example illustrates a case of non-separable P(k; y;y; : : : ;n−1y):
Example 4.2. Consider the boundary value problem
7y = [k(jyj4 + 3jyj) + jyj4 + jyj]; k 2Z[0; 3];
y(0) = y(3) = y(3) = y(7) = y(7) = 2y(7) = 3y(7) = 0;
where > 0:
Here, n= 7 and r = m= 3: Further, with f(y) = jyj4 + 3jyj; we have
a(k)  k + 1
3
6
P(k; y;y; : : : ;6y)
f(y)
= k +
jyj4 + jyj
jyj4 + 3jyj6k + 1  b(k):
Condition (A3) is fullled with = 13 : We compute that f0 =3 and f1=1: Moreover, by (2.6) we
have
2 =
"
f0
mX
‘=0
kG(; ‘)kb(‘)
#−1
>
"
f0
mX
‘=0

n− 1
n
n−1 (m+ n)n−1
n!
b(‘)
#−1
= 4:236 10−4:
(4.15)
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It follows from Corollary 4.1 and (4.15) that
(0; 4:236 10−4)E:
Hence, the boundary value problem has a positive solution for any 2 (0; 4:236 10−4):
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