




3.1 Jenis Penelitian 
      Pada penelitian ini digunakan jenis penelitian kuantitatif yaitu data 
terdiri atas angka – angka. Berdasarkan metode penelitian yang 
dilakukan, penelitian ini termasuk penelitian deskriptif. Menurut Sugiyono 
(2003), penelitian kuantitatif adalah penelitian dengan memperoleh data 
yang berbentuk angka atau data kualitatif yang diangkakan. Paradigma 
dalam penelitian kuantitatif adalah positivisme, yaitu suatu keyakinan 
dasar yang berakar dari paham ontologi realisme yang menyatakan 
bahwa realitas itu ada (exist) dalam kenyataan yang berjalan sesuai 
dengan hukum alam (natural laws).Dengan demikian penelitian berusaha 
untuk mengungkapkan kebenaran realitas yang ada, dan bagaimana 
realitas tersebut senyatanya berjalan (Salim, 2001:39) 
3.2 Ruang Lingkup Penelitian  
      Dalam penelitian ini akan digunakan ruang lingkup penelitian yang 
menitikberatkan permasalahan yang dibahas yaitu menganalisis variabel 
tingkat Independensi Bank Sentral yang mempengaruhi Stabilitas Sistem 
Keuangan pada Bank Sentral Di Asia khususnya negara Indonesia, , 
Malaysia, Philipina, Thailand, dan Singapura setelah krisis Asia tahun 
1998. Penelitian ini dilakukan pada tahun 1998 sampai tahun 2014, 
karena pasca krisis banyak bank sentral yang meningkatkan 
independensinya termasuk di Asia. Penelitian ini mendiskripsikan 
pengaruh dari variabel Independensi bank sentral yaitu CBI terhadap 
variabel Stabilitas Sistem Keuangan (SSK). 
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3.3 Variabel Penelitian dan Definisi Operasional 
      Variabel yang digunakan dalam penelitian adalah sebagai berikut : 
Variabel Dependen 
   Stabilitas Sistem Keuangan yang diwakilkan oleh Bank Z Score yaitu 
menangkap kemungkinan default sistem perbankan suatu negara, yang 
dihitung sebagai rata-rata tertimbang dari nilai z dari masing-masing bank 
individual (bobotnya didasarkan pada total aset bank individu). Z-score 
membandingkan buffer (kapitalisasi dan return bank) dengan volatilitas 
return tersebut. Diperkirakan sebagai (ROA + (ekuitas / aset)) / sd (ROA); 
Sd (ROA) adalah standar deviasi ROA. Popularitas z score memiliki fakta 
yang menunjukkan hubungan yang jelas (negatif) dengan probabilitas 
kebangkrutan lembaga keuangan, yaitu probabilitas bahwa nilai asetnya 
menjadi lebih rendah dari nilai hutangnya 
Variabel Independen 
      Variabel Independen (variabel stimulus / prediktor / antecendent / 
eksogen / bebas) Adalah variabel yang mempengaruhi atau yang menjadi 
sebab perubahan atau timbulnya variabel dependen (terikat) 
(Sugiyono,2009:39).  
      Independensi Bank Sentral (CBI) yang diukur meggunakan Indeks 
Cukierman atau Indeks CWN dengan melihat 4 aspek yang terdiri dari 16 
variabel dengan penilaian skala independensi tingkat rendah dari 0 
sampai independensi tinggi 1. 
1. Independensi dalam prosedur pengangkatan dan masa jabatan  Chief 
Executive Officer (CEO), yaitu diproksi ke dalam masa periode 
pemerintahan, pemecatan gubernur bank sentral,siapa yang menunjuk 
gubernur, dan boleh tidaknya merangkap jabatan. 
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2. Independensi dalam pembuatan formulasi kebijakan dan anggaran  
(policy formulation), proksinya mencakup siapa penyusun kebijakan, 
keterlibatan dalam keputusan akhir, dan tingkat partisipasi bank sentral 
dalam merumuskan budget pemerintah. 
3. Independensi dalam menetukan tujuan bank sentral (objectives), terdiri 
dari apakah bank sentral memiliki satu target (stabilitas harga) ataukah 
berbagai tujuan (stabilitas harga, pertumbuhan, pengangguran). 
4. Independensi dalam pemberian kredit kepada pemerintah pemerintah 
(limitation on lending to the goverment), sekuritisasi pinjaman 
(advances and securities lending), kewenangan bank sentral dalam 
menentukan jatuh tempo pinjaman, potensi peminjaman dari bank 
sentral, jenis batasan pinjaman, jatuh tempo pinjaman, suku bunga 
pinjaman, dan pelarangan bagi bank sentral untuk membeli surat 
berharga pemerintah pada pasar primer. 
Variabel Makroekonomi 
1. Pertumbuhan ekonomi (GDP Growth) : merupakan proses perubahan 
kondisi perekonomian suatu negara secara berkesinambungan menuju 
keadaan yang lebih baik selama periode tertentu. Pertumbuhan 
ekonomi dapat diartikan juga sebagai proses kenaikan kapasitas 
produksi suatu perekonomian yang diwujudkan dalam bentuk kenaikan 
pendapatan nasional. Adanya pertumbuhan ekonomi merupakan 
indikasi keberhasilan pembangunan ekonomi. GDP per kapita untuk 
mengendalikan perbedaan dalam pembangunan ekonomi 
2. Inflasi : inflasi yang timggi dapat menyebabkan ketidakstabilan sistem 
keuangan. Inflasi yang digunakan adalah data IHK setiap negara 
terhadap US dollar 
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3. Perubahan nilai tukar (Exchange rate Change) : Eksposur tak terduga 
dan berlebihan terhadap risiko nilai tukar mata uang asing) dapat 
menyebabkan ketidakstabilan sistem keuangan 
Variabel Sektor Riil 
      Kebebasan Bisnis (Freedom of Business) : merupakan tingkat 
kebebasan berbisnis di suatu negara, diukur menggunakan skala 0 
sampai 100. FOB digunakan untuk mewakili bagaimana pengaruh 
sektor riil terhadap stabilitas sistem keuangan. 
Variabel Sektor Keuangan 
1. Neraca (Balance of Payment) : merupakan catatan arus transaksi 
perdagangan neraca pembayaran internasional yang menunjukkan 
nilai surplus atau defisit. 
2. Foreign Direct Investment (FDI) : merupakan arus modal dari luar 
negeri yang mendirikan atau memperluas usahanya di suatu negara, 
variabel ini menunjukkan bagaimana pengaruh arus dana di sektor 
keuangan untuk membantu investasi di sektor usaha terhadap 
stabilitas sistem keuangan 
3.4  Jenis dan Sumber Data 
      Jenis data yang digunakan dalam penelitian ini adalah data panel 
yaitu terdiri dari data time series dan data cross-section. Teknik 
pengumpulan  data adalah secara sekunder  yaitu berupa data tahunan 
dari tahun 1998 sampai 2014 yang dihimpun dari situs resmi World Bank 
(www.worldbank.org) dan The Heritage Foundation (www.heritage.org) 
untuk indikator Stabilitas Sistem Keuangan dan variabel makroekonomi. 
Data CBI tahun 1998 sampai 2010 menggunakan penelitian Crowe dan 
51 
 
Meade (2014) dengan pengukuran indeks Cukierman. Sedangkan data 
untuk tahun 2011 samapi 2014 dihimpun secara sekunder melalui situs 
Bank Sentral yaitu Bank Indoesia (www.bi.go.id), Bank Negara Malaysia 
(www.bnm.gov.my), Bank of Thailand (www.bot.or.th), Bangko Sentral ng 
Philipinas (www.bsp.gov.ph), dan Monetary Authority of Singapore 
(www.mas.gov.sg).  
3.5 Metode Analisis Data 
      Analisis data merupakan suatu proses mencari dan menyusun secara 
sistematis data yang diperoleh sehingga dapat mudah dipahami, dan 
temuannya dapat diinformasikan kepada orang lain (Bogdan dalam 
Sugiyono, 2013). Teknik analisis yang digunakan adalah teknik analisis 
data kuantitatif. Analisis data yang digunakan adalah analisis data panel 
yaitu menentukan model fixed effect atau random effect. 
3.5.1 Uji Asumsi Klasik 
      Uji asumsi klasik bertujuan untuk mengetahui apakah hasil estimasi 
regresi yang dilakukan benar-benar bebas dari adanya gejala (gangguan) 
yang dapat menggangu ketepatan hasil analisis. Menurut Iqbal,14 regresi 
data panel memberikan alternatif model, Common Effect, Fixed Effect dan 
Random Effect. Model Common Effect dan Fixed Effect menggunakan 
pendekatan Ordinary Least Squared (OLS) dalam teknik estimasinya, 
sedangkan Random Effect menggunakanGeneralized Least Squares 
(GLS) sebagai teknik estimasinya. Uji asumsi klasik yang digunakan 
dalam regresi linier dengan pendekatan Ordinary Least Squared (OLS) 




      Mengutip beberapa pendapat bahwa data panel adalah regresi yang 
menggabungkan data time series dan data cross section. Ada beberapa 
keuntungan yang diperoleh dengan menggunakan estimasi data panel. 
Pertama, meningkatkan jumlah observasi (sampel), dan kedua, 
memperoleh variasi antar unit yang berbeda menurut ruang dan variasi 
menurut waktu. Data panel sedikit terjadi kolinearitas antar variabel 
sehingga sangat kecil kemungkinan terjadi multikolinearitas. Berdasarkan 
uraian tersebut asumsi klasik yang digunakan dalam penelitian adalah uji 
autokorelasi dan uji heterokedastisitas. Kesimpulannya uji asumsi pada 
data panel tidak menjadi sesuatu yang wajib dipenuhi terutama pada 
penelitian yang menggunakan data sekunder dimana data tersebut sudah 
merupakan data dalam bentuk matang atau jadi, akan tetapi pada 
penelitian ini akan dilakukan pembobotan dengan cara menggunakan 
prosedur Generalized Least Square (GLS) dengan cara mengubah field 
parameter yang disediakan oleh software eviews 9 untuk meningkatkan 
kualitas hasil estimasi, sehingga hasil tersebut dapat diperbandingkan 
pada uji asumsi klasik. 
 Uji Asumsi Klasik tersebut adalah: 
1. Uji Autokorelasi  
      Widarjono (2016) menjelaskan bahwa autokorelasi 
adalah secara harfiah adanya korelasi antara anggota 
observasi satu dengan observasi lainnya dalam waktu yang 
berbeda. Sedangkan dalam metode OLS, autokorelasi berarti 
korelasi antara variabel gangguan yang ada dengan variabel 
gangguan yang lainnya. Akibat dari adanya autokorelasi adalah 
estimator OLS tidak menghasilkan estimator yang BLUE. Untuk 
menguji apakah terjadi masalah autokorelasi dapat dengan 
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menggunakan metode Durbin-Watson d, yaitu, dengan 
melakukan regresi OLS dan mendapatkan nilai residual-
residual, setelah itu hitung nilai d dan tentukan nilai dL dan du.  
2. Uji Heteroskedastisitas 
      Gujarati (2010) menjelaskan bahwa asumsi kritis 
pada classical linear regression model (CLRM) adalah faktor 
gangguan memiliki varians yang sama dan jika asumsi ini tidak 
terpenuhi, maka terdapat masalah heteroskedatisitas. 
Heteroskedastisitas merupakan suatu pelanggaran asumsi 
dalam persamaan regresi dimana varians dari setiap error 
variabel bebas tidak konstan dari waktu ke waktu yang  
menyebabkan hasil estimasi dengan OLS akan menghasilkan 
parameter bias, tidak efisien dan konsisten. Koefisien yang 
dihasilkan bukan dari varians error terkecil. 
      Masalah heteroskedastisitas sering muncul pada data 
cross-section. Untuk menguji adanya masalah 
heteroskedatisitas atau tidak, menggunakan uji 
heteroskedatisitas White umum. Jika terdapat masalah 
heteroskedastisitas dalam model maka dilakukan pengobatan 
dengan menggunakan model generalized least square. Dengan 
menggunakan data panel maka model diberi perlakuan cross 
section weight dan white heteroscdasticity-consistent standar 
error dan covariance untuk mengantisispasi adanya data yang 
bersifat heteroskedastisitas. Implikasi terjadi autokorelasi dan 
heterokedastisitas pada data panel dapat diperbaiki dengan 




3.6 Teknik Analisis Data  
      Untuk mengetahui variabel-variabel apa saja yang mempengaruhi 
stabilitas sistem keuangan digunakan regresi data panel. Data panel 
adalah gabungan time series dan cross section data. Dalam penelitian ini 
digunakan hubungan fungsional dengan persamaan linier sebagai berikut: 
SSK𝑖𝑡= 𝛼i +𝛽1CBI𝑖𝑡 + 𝛽2GDPG𝑖𝑡  + 𝛽3IHK𝑖𝑡  + 𝛽4ER𝑖𝑡  + 𝛽5FOB𝑖𝑡  + 
𝛽4BOP𝑖𝑡 + 𝛽4FDI𝑖𝑡  + μ𝑖𝑡                    
Dimana:  
SSK𝑖𝑡 = Bank  Z Score 
CBI = Independensi Bank Sentral 
GDPG = Pertumbuhan Ekonomi 
IHK = Indeks Harga Konsumen 
ER = Excange rate change 
FOB = Freedom of Business 
BOP = Balance of Payment 
FDI = Foreign Direct Investment 
𝛼𝑖 = Intersep model regresi  
𝛽 = Konstanta  
𝑖 = Negara  
𝑡 = Periode Waktu  
μ = Error Term 
3.6.1  Analisis Regresi Data Panel 
      Pemilihan model yang tepat sangat penting dalam mendeskripsikan 
hasil regresi data panel.Hasil pemilihan model diuji berdasarkan asumsi 
klasik untuk memperkuat model.Tahap terakhir merupakan pengujian 
hipotesis yaitu pengujian terhadap variabel penelitian. Widarjono (2009) 
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menyatakan terdapat beberapa metode yang biasa digunakan dalam 
mengestimasi model regresi dengan data panel, yaitu Pooling Least 
Square (Common Effect), pendekatan efek tetap (Fixed Effect), 
pendekatan efek random (Random Effect). 
1.  Pooling Least Square (Common Effect)  
      Model common effect menggabungkan data cross section dengan 
time series dan menggunakan metode OLS untuk mengestimasi model 
data panel tersebut (Widarjono, 2009). Model ini merupakan model 
paling sederhana dibandingkan dengan kedua model lainnya. Model ini 
tidak dapat membedakan varians antara silang tempat dan titik waktu 
karena memiliki intercept yang tetap, dan bukan bervariasi secara 
random (Kuncoro, 2012).  
2. Pendekatan Efek Tetap (Fixed Effect)  
      Pengertian model fixed effect adalah model dengan intercept 
berbeda-beda untuk setiap subjek (dalam hal ini 3 perusahaan bank), 
tetapi slope setiap subjek tidak berubah seiring waktu (Gujarati, 2012). 
Model ini mengasumsikan bahwa intercept adalah berbeda setiap 
subjek sedangkan slope tetap sama antar subjek. Model ini sering 
disebut dengan model Least Square Dummy Variables (LSDV).  
3. Pendekatan Efek Random (Random Effect)  
      Random effect disebabkan variasi dalam nilai dan arah hubungan 
antar subjek diasumsikan random yang dispesifikasikan dalam bentuk 
residual (Kuncoro, 2012). Model ini mengestimasi data panel yang 
variabel residual diduga memiliki hubungan antar waktu dan antar 
subjek. Menurut Widarjono (2009) model random effect digunakan 
untuk mengatasi kelemahan model fixed effect yang menggunakan 
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variabel dummy. Metode analisis data panel dengan model random 
effect harus memenuhi persyaratan. 
3.6.2 Uji Penentuan Model  
      Penentuan model terbaik antara common effect, fixed effect, dan 
random effect menggunakan dua teknik estimasi model. Dua teknik ini 
digunakan dalam regresi data panel untuk memperoleh model yang tepat 
dalam mengestimasi regresi data panel. Tiga uji yang digunakan, pertama 
Chow test digunakan untuk memilih antara model common effect atau fixed 
effect. Kedua, Hausman test digunakan untuk memilih antara model fixed 
effect atau random effect yang terbaik dalam mengestimasi regresi data 
panel. Ketiga, LM test untuk memilih common effect atau random effect. 
Penggunaan ketiga pengujian tersebut dalam pemilihan model terbaik 
regresi data panel ditunjukkan oleh gambar berikut : 
1. Chow Test  
      Chow test merupakan uji untuk membandingkan model 
common effect dengan fixed effect (Widarjono, 2009). Chow test dalam 
penelitian ini menggunakan program Stata. H0 ditolak jika P-value lebih 
kecil dari nilai α. Sebaliknya, H0 diterima jika P-value lebih besar dari 
nilai α. Nilai α yang digunakan sebesar 5%.Hipotesis yang dibentuk 
dalam Chow test adalah sebagai berikut: 
  H0 : Model Common Effect  
  H1 : Model Fixed Effect  
2. Hausman Test  
      Pengujian ini membandingkan model fixed effect dengan random 
effect dalam menentukan model yang terbaik untuk digunakan sebagai 
model regresi data panel (Gujarati, 2012). Hausman test menggunakan 
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program yang serupa dengan Chow test yaitu program Stata. Jika nilai 
P-Value < α, maka cukup bukti untuk melakukan penolakan terhadap H0 
begitu pula sebaliknya. Dalam pengujian ini dilakukan hipotesis sebagai 
berikut:  
   H0 : Model Random Effect 
   H1 : Model Fixed Effect 
3. Lagrange Multiplier Test (Uji LM)  
      Pengujian ini dilakukan untuk membandingkan model common effect 
dengan random effectdalam menentukan model yang terbaik untuk 
digunakan sebagai model regresi data panel (Gujarati, 2012). Uji 
LMmenggunakan program yang serupa dengan Chow test dan 
Hausman test yaitu program Stata. Jika nilai P-Value < α, maka cukup 
bukti untuk melakukan penolakan terhadap H0 begitu pula sebaliknya. 
Dalam pengujian ini dilakukan hipotesis sebagai berikut:  
  H0 :Common Effect 
  H1 :Random Effect 
3.6.3  Uji Hipotesis 
1.  Uji T-statistic 
      Uji ini dimaksudkan untuk mengetahui tingkat signifikansi 
pengaruh masing-masing variabel bebas terhadap variabel terikat 
dengan asumsi variabel bebas yang lain tidak berubah (ceteris 
paribus). Langkah-langkahnya adalah sebagai berikut: 
a) Menentukan formulasi  
H0 : variabel bebas (CBI, GDP Growth, Inflasi (IHK), Exchange 
Rate Change, Freedom of Business, Balance of Payment, 
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Foreign Direct Investment) tidak bepengaruh positif terhadap 
variabel terikat (SSK) 
H1 : variabel bebas (CBI, GDP Growth, Inflasi (IHK), Exchange 
Rate Change, Freedom of Business, Balance of Payment, 
Foreign Direct Investment) bepengaruh positif terhadap 
variabel terikat (Bank Z Score) 
b) Menentukan kesimpulan menolak H0 atau menerima H1 
Jika | t hitung | > t tabel berarti H0 ditolak 
Jika | t hitung | ≤ t tabelberarti H1 diterima 
2.  Uji F-statistic 
      Uji statistik F pada dasarnya menunjukkan apakah semua variabel 
independen dalam model mempunyai pengaruh secara bersama-sama 
terhadap variabel dependen.Pengujian ini dilakukan untuk melihat 
pengaruh secara simultan variabel independen terhadap variabel 
dependen.Pengujian ini dilakukan dengan derajat kepercayaan 
sebesar 5%. Pengujian ini dilakukan jika probabilitas nilai F statistic ≥ 
0,05. Jika H0 diterima atau menolak H1, sebaliknya jika probabilitas 
nilai F statistic < 0,05 maka H0 ditolak atau menerima H1. H0 ditolak 
artinya semua variabel independen secara simultan mempengaruhi 
variabel dependen. Langkah-langkah untuk menentukan uji-F adalah 
sebagai berikut: 
H0 : semua variabel independen secara simultan tidak mempengaruhi 
variabel dependen. 




      Jika probabilitas nilai F statistic < 0,05 maka H0 ditolak atau 
menerima H1. H0 ditolak artinya semua variabel independen secara 
simultan mempengaruhi variabel dependen. 
3.  Koefisien Determinasi (AdjustedR²) 
      Koefisien determinasi (adjusted R²) berfungsi untuk melihat sejauh 
mana keseluruhan variabel independen dapat menjelaskan variabel 
dependen.Apabila angka koefisien determinasi semakin mendekati 1, 
maka pengaruh variabel independen terhadap variabel dependen 
adalah semakin kuat, yang berarti variabel-variabel independen 
memberikan hampir semua informasi yang dibutuhkan untuk 
memprediksi variasi variabel dependen.Sedangkan nilai Koefisien 
determinasi (adjusted R²) yang kecil berarti kemampuan variabel 
independen dalam menjelaskan variasi variabel dependen adalah 
terbatas (Ghozali, 2006). 
 
