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P300 DETECTION
For the P300 detection, two different machine learning 
approaches were explored. Both methods take as an 
input subsampled averaged (over several trials) EEG‐data 
from all 8 channels and map it into the scalar value 
(score) which is further used in classification.
The first approach uses the Group Method of Data 
Handling [2] for the optimal selection of a set of simple 
amplitude‐based features. The second approach extracts 
features by a linear transformation which maximizes the 
mutual information between extracted features and class 
labels [3, 4]. Each column and each row are treated 
separately.
The classifier selects a row and a column which have “the 
best” classification score among all other rows and 
columns. The character belonging to the “winners” (row 
and column) is considered as a result.
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RESULTS AND CONCLUSIONS
The results show that the feature extraction method is more efficient than the feature
selection method in terms of speed as well as accuracy. We also compared both
methods with the state‐of‐the‐art mind‐typer reported in [5]. As it can be seen from
the Figure 5, the accuracy of the presented system is comparable. However, our
system benefits from its simple design which supports a power‐efficient on‐chip
implementation (on an ASIC).
Although four subjects are not enough to draw any categorical conclusion, the
simplicity of our algorithm in comparison with the kernel‐based SVM used by
Thulasidas et al. has the advantage of leading to minimized computation time and to
the possibility of an easy on‐chip implementation (e.g., on ASIC chip).
INTRODUCTION
The oddball paradigm consists in having a subject to distinguish 2 kinds of events, one being rarely
represented. The rare event will elicit in the Electroencephalograph (EEG) an Event Related Potential
(ERP) with an enhanced positive‐going component and a latency around 300 ms (P300 ERP). The
P300 Speller BCI [1] allows subjects to spell words by focusing on a character contained in the 6‐by‐6
P300 matrix, while rows and columns of the matrix are consecutively and randomly highlighted.
Highlighting of a row or column containing the target character will elicit a P300 ERP and by
detecting this ERP, the BCI is able to retrieve the desired character (see Fig. 1).
The detection of P300 is complicated by low signal‐to‐noise ratio of this ERP. A common practice is to
repeat sequence of highlighting and average recorded data over the trials (see Fig. 2). This, in turn,
leads to a dramatic increase of the time needed to communicate each character. Thus, in order to
reduce the number of trials, new techniques of feature selection/extraction and classification are
needed.
EXPERIMENT
The EEG recordings were performed using a prototype of an ultra low‐power
battery‐operated 8‐channel wireless EEG system, which consists of two
parts: an amplifier coupled with a wireless transmitter and a receiver, which
is connected through a USB interface to the PC (see Fig. 3). Recordings were
collected from eight electrodes in the parietal and occipital areas, namely in
positions Cz, CPz, P1, Pz, P2, PO3, POz, PO4 (see Fig. 4). The reference and
ground electrodes were respectively linked to the left and right mastoids.
We used a braincap with large filling holes and sockets for ring electrodes.
We used the same visual stimuli paradigm as in the P300‐based speller of
Farwell and Donchin [1]. The subjects were asked to count the number of
intensifications of the attended symbol. Four healthy male subjects (aged 23‐
36 with average age of 31) participated in the experiments. For training the
classifier, the subjects were asked to consecutively focus on the 36 symbols
depicted in the display. To estimate the accuracy of the classifier, its
performance was measured during a “test session” where participants were
asked to “mind type” words of their choice (about 30‐50 symbols).
Figure 1. Scheme of a P300‐based mind‐speller
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Figure 4. Used electrode positions
Figure 2. A typical  example of averaged responses 
to target and non‐target stimuli.
Figure 3. Wireless EEG device. Left: amplifier and 
transmitter. Right: USB stick receiver.
Figure 5. Averaged over subjects accuracy of feature selection and 
feature extraction ‐based classification methods versus number of 
trials. The averaged result from [5] is also plotted.
