Consider the simple setting of point exposure, outcome and confounding variables, all of which are discrete. As is well known, parametric modeling of outcome given exposure and confounders and also exposure given confounders can yield a double-robust estimator. This has the property of being consistent as long as at least one of the two specified models is correct. Such an estimator can also be cast as arising from a compromise between the parametric outcome model and a nonparametric or saturated outcome model. This brings to mind an alternate compromise based on Bayesian model averaging, and prompts comparisons between the double-robust method and the Bayesian method.
Introduction
Double-robust estimators, as pioneered about a decade ago (Scharfstein, Rotnitzky, and Robins, 1999 , Robins, Rotnitzky, and van der Laan, 2000 , Robins and Rotnitzky, 2001 , have great appeal. The modeler need only get one of two model specifications correct in order to obtain consistent parameter estimation. These estimators have attracted great interest in the causal inference and missing data domains, with literature searches turning up hundreds of papers developing or using double-robust methods over the last decade. Some key references include van der Laan and Robins (2003) , Lunceford and Davidian (2004) , Bang and Robins (2005) , Kang and Schafer (2007) , and Tan (2010) . In the causal inference domain, double-robust estimators require modeling the outcome variable given exposure and confounders as well as the exposure given confounders, with consistent estimation arising provided at least one of the specified models is correct.
Bayesians have been rather left out of the excitement surrounding double-robust estimation. A Bayesian is obliged to model all aspects of the observable data. Particularly, this calls for joint inference on parameters in an outcome model and parameters in an exposure model. However, typical targets of inference, such as average causal effects, depend only on outcome model parameters, along with the distribution of confounders. Thus, at least if exposure model parameters and outcome model parameters are judged to be independent a priori, a Bayesian's fortunes seem hitched to outcome modeling, with exposure model parameters uninvolved. The purpose of this paper is to point out that, at least in simple settings, Bayesian estimators and doublerobust estimators are not quite as disparate as first meets the eye. Both can be cast as arising from compromises between parametric and nonparametric outcome models, and this provides a point of comparison between the two approaches.
for all c ∈ C, whereby no combination of confounders completely determines exposure status. The observed data d 1:n arise as n independent realizations d i = (y i , x i , c i ) of (Y, X, C).
Taking the average causal effect ∆ = E(Y 1 − Y 0 ) as the target of inference, it is well known that ∆=E{E(Y |X = 1, C) − E(Y |X = 0, C)}.
(
Thus fitting an outcome model for (Y |X, C) and then averaging the effect of exposure across the empirical or fitted distribution of C is a route to estimating the target. Specifically, say the outcome regression model is parameterized by β, with m j (C;β) = E(Y |X = j, C). Then (1) motivates the estimator
where the subscript P reminds us that this estimator is based on a parametric outcome model. It is also well known that the average causal effect can be alternately expressed as
Upon fitting a parametric exposure or 'propensity' model for (X|C) of the form π(C;α) = P r(X = 1|C), (3) motivates an inverse-probability-weighted estimator,ˆ∆
While (4) is helpful conceptually, a version with stabilized weights is typically much more efficient. However, (4) suffices to develop the arguments of this paper. While numerous double-robust estimators have been proposed for the causal inference setting, Tan (2010) points out that many of them have the formˆ∆
Here a standard and simple choice of estimator for the exposure model fits would beπ(c i ) = π(c i ;α) as in (4), and similarlyˆm j (c i ) = m j (c i ;ˆβ) for the outcome model fits, as in (2). These choices correspond to the double-robust estimator that Lunceford and Davidian (2004) compared to other estimators. As emphasized by Tan (2010) , however, more intricate double-robust estimators arise by using estimators of m j () that depend in part onπ(), or iterative estimates withm j () andπ() informing one another. Tan (2010) reviews a large number of such estimators and their properties. It is straightforward to verify that (5) is consistent if one or both of the outcome model and the exposure model is correctly specified, i.e., if at least one of π() and {m 0 (), m 1 ()} are consistently estimated. A Bayesian seems to have little to say about the estimator (5). The rigors of combining a prior and a likelihood to form a posterior cannot produce something of this form. Working with a likelihood that factors into a term from the outcome model (which is free of α) and a term from the exposure model (which is free of β), we have that a priori independence of α and β leads to a posteriori independence. Moreover, since the target of interest can be expressed as a function of β and the distribution of C, inference on the target is the same whether the (X|C) relationship is modeled or unmodeled. The situation becomes more nuanced if α and β are judged to be dependent a priori, as investigated by Wang, Parmigiani, and Dominici (2011) . The relationship between their work and ours is commented on in Section 5.
The gulf between the double-robust world and the Bayesian world appears to diminish somewhat if we simply rewrite (5). Recall we are in the simple setting where the n observations of (Y, X, C) can be cross-classified into a 2 × 2 × |C| table, and denote cell counts as n cxy = n i=1 I{c i = c, x i = x, y i = y}. A 'dot' notation indicates marginal counts, e.g., n cx• = n cx0 + n cx1 and n c•• = n c0• + n c1• . Further, letP r denote sample proportions with respect to the data table. The data are said to obey sample positivity if for all C values realized in the sample there is at least one unexposed subject and at least one exposed subject, i.e.,P r(C = c) > 0 implies 0 <P r(X = 1|C = c) < 1. If sample positivity holds, then (5) can be recast as follows. Consider the first part of (5) which estimates E(Y 1 ). This can be rewritten according to
where
Â ssembling the pieces, we have E(Y 1 ) estimated according to
The analogous argument for Y 0 gives
Thusˆ∆ D can be viewed as the difference between (6) and (7), i.e.,
Despite the fact that they play a weighting role in (8), we refer to w 0 (c) and w 1 (c) as 'discrepancies' to avoid confusion with inverse-probability weights. Particularly, w 0 (c) and w 1 (c) reflect the discrepancy between parametric and nonparametric (or 'saturated') exposure model fits. The structure of (8) reveals that the estimator can be viewed as involving a weighted compromise between the model-based estimator for (Y |X, C) and the saturated estimator for (Y |X, C), with the provisos that (i), the weighting is different for estimating E(Y 1 ) than for estimating E(Y 0 ), i.e., w j (c) varies with j, (ii), the weighting is different within different C strata, i.e., w j (c) depends on c, and (iii), the weights w j (c) and 1 − w j (c) sum to one, but are not constrained to be in the unit interval.
A casual user of double-robust estimators might be a little surprised to see such estimators cast in a form like (8). Whereas the double-robust intuition suggests a compromise between the parametric outcome model and the parametric exposure model, (8) appears to be more of a compromise between a parametric outcome model and a saturated outcome model. Noting that the exposure model residualP r(X = 1|C = c) −π(c) determines the numerators of w 0 (c) and w 1 (c), the nature of the compromise between the parametric and saturated outcome models is governed by the fit of the exposure model. Though it can't actually arise in practice, if all the discrepancies were set equal to one, i.e., w 0 (c) = w 1 (c) = 1 for all c ∈ C, then (8) would reduce to (2), the estimator based on the parametric outcome model. On the other hand, if all the discrepancies were set to zero, (8) reduces to an estimator based only on the saturated outcome model. This situation can be approached in practice by making the exposure model bigger. That is, the saturated exposure model limit of the double-robust estimator and the saturated outcome model limit of the regression estimator coincide. As an aside, this is consistent with the point of Tan (2007) , that the semiparametric information bound is approached from below by making the outcome model bigger and approached from above by making the exposure model bigger.
More to the point for present purposes, Bayesians might perk up a bit upon seeing (8). It vaguely resembles an average of two estimators arising from two competing models: a smaller outcome model parameterized by β and a saturated or nonparametric outcome model. Such model-averaged estimation is a core tool in the Bayesian toolbox. However, the form of the compromise in (8) seems strange. More weight is given to the saturated outcome model relative to the parametric outcome model when the parametric exposure model fits the data better. It would seem much more natural to instead give more weight to the saturated outcome model when the parametric outcome model fits the data worse. An obvious tweak to try is then to replace the two Cdependent discrepancies, w 0 (c), w 1 (c), with a single value w B not varying with c. This results in an estimator of the form
Specifically, we can set w B to be the posterior probability that the parametric outcome model is correct, relative to the two-model universe whereby either this model or the encompassing saturated model are the only possibilities. Then (9) is indeed a Bayesian model-averaged estimate of the target, reducing to the parametric outcome model estimator in the case of overwhelming evidence in favor of this model (w B → 1), and reducing to the saturated outcome model estimator in the case of overwhelming evidence against the parametric model (w B → 0). To be clear, the exposure model plays no role in (9).
It is a point of natural curiosity to see how (9) compares to its doublerobust 'cousin' (8). Whereas there are many comparisons of double-robust estimators with parametric outcome model estimators (i.e., comparisons ofˆ∆ D andˆ∆ P , see, for instance, Lunceford and Davidian 2004 , Kang and Schafer 2007 , Lefebvre and Gustafson 2010 , their similar flavor as per (8) and (9) suggests that comparison ofˆ∆ D andˆ∆ B is more pertinent.
Implementation Details
To formalize the implementation of the Bayesian model-averaged estimator (9) it is necessary to specify a Bayesian version of the saturated outcome model. Let q be the probability vector of length |C| giving the distribution of C via q c = P r(C = c), and assign the prior q ∼ Dirichlet(k q , . . . , k q ). Similarly, let p cx = P r(Y = 1|X = x, C = c) and assign the prior p cx ∼ Beta(k p , k p ) for each c ∈ C and x ∈ {0, 1}. Note that the hyperparameter choices k q = 1 and k p = 1 give rise to uniform prior distributions. Note also that the average causal effect can be expressed as
Under this prior specification, q and each p cx are a posteriori independent, with (q|d 1:n ) distributed as Dirichlet with parameters k q + n c•• for each c ∈ C. Similarly, (p cx |d 1:n ) ∼ Beta(k p + n cx1 , k p + n cx0 ). Thus the posterior mean of the target, which we will refer to as the saturated outcome-model estimator, isˆ∆
Similarly, the posterior variance can be worked out. We motivated consideration of Bayesian model averaging by writing the double-robust estimator in the form (8), which only applies to datasets obeying sample positivity. However, provided proper priors are chosen (k q > 0, k p > 0), the posterior distribution underlying (10) exists regardless of data sparsity. Thus one could apply (10) to a dataset arising under violations of positivity without triggering a 'red flag.' In contrast, an exposure model producing some
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The International Journal of Biostatistics, Vol. 8 [2012 ], Iss. 2, Art. 4 DOI: 10.2202 /1557 -4679.1349 fitted valuesπ(c i ) very near zero or one would be viewed with some alarm. Thus reliance on outcome modeling alone could possibly hide a problem from view. On the other hand, a dataset violating sample positivity would involve some zero values for n c1• and/or n c0• , which in turn would inflate the posterior variance accompanying (10). Implicitly then, the limitations of sparse data are acknowledged. Note as well that for a dataset obeying sample positivity, in the improper prior limit of k q = k p = 0, (10) does indeed reduce to the intuitive saturated model estimator based strictly on cell proportions.
For Bayesian model averaging we need to determine the marginal density of the data, i.e, with parameters integrated out. Since we only differ in the nonparametric versus parametric treatment of (Y |X, C), for purposes of model comparison we can ignore the contributions of (X|C) and (C). The conjugate beta-binomial structure immediately gives
Note that in the case of a uniform prior, k p = 1, this reduces to f S (y|x, c) = 1 x=0 c∈C (n cx• + 1) −1 . This suggests some stability of (11) in the non-sparse case that P r(X = x, C = c) is non-negligible for any combination of (x, c), and n is large relative to |C|. On the other hand, as k p ↓ 0, (11) tends to 1 x=0 c∈C n cx• /{n cx0 n cx1 }, which could also suffer from stability problems due to a rare outcome (or a rare non-outcome).
For the parametric outcome model parameterized by β and giving rise to∆ P , we take a prior of the form β ∼ N (0, Σ), where typically Σ would be chosen to be very large, for the sake of comparability with a diffuse prior in the saturated outcome model. Then the marginal density can be approximated using the basic marginal density identity (Chib, 1995) and normal approximation. That is, for any choice ofβ,
where β * and Σ * are approximations to the posterior mean and variance of β. For instance, denoting the log-likelihood function as l() and the MLE asβ, we can take (Σ * ) −1 = Σ −1 − l (β) and β * = Σ * {−l (β)}β, and then setβ = β * .
The form of (12) reminds us that marginal densities are very sensitive to prior specification, via the second term in the numerator. For a given dataset we can compute f S (y|x, c) according to (11) and f P (y|x, c) according to (12) . With a prior assigning probability κto the correctness of the parametric outcome model, and consequently probability 1 −κ to the saturated model, Bayes theorem gives the posterior probability assigned to the parametric model as
.
In turn this value is used in determining the model-averaged estimator (9).
Simulation Comparisons
Some simulations are carried out to compareˆ∆ D andˆ∆ B . We presume that C is comprised of r = 4 binary confounders, whose distribution arises from thresholding (at zero) four jointly normal variates with standardized marginals and all pairwise correlations being ρ = 0.3. The data-generating mechanisms for (X|C) and (Y |X, C) are taken as logitP r(X = 1|C) = −0.75
for selected values of (γ, λ). For a given setting the true value of ∆ can be computed numerically via (1), upon noting that
, where g(c) = r j=1 c j , Z ∼ N(0, 1), and Φ() is the standard normal cdf. Under each condition we simulate 10, 000 datasets of size n = 1000 each. This choice of n, in tandem with the data-generating mechanisms chosen above, leads to non-sparse (C, X) data. The parametric exposure and outcome models fitted are both logistic models with intercepts plus main effects only. Thus αand βhave five and six components respectively. Note that the exposure model is correctly specified, but the outcome model is only correctly specified under the simulation condition λ= 0, since otherwise the true relationship involves a three-way interaction between confounders. Initially we simulate under the condition γ= 0, so that the true causal effect is null, i.e., ∆=0. To study an interesting range of settings where the data are equivocal 8
The International Journal of Biostatistics, Vol. 8 [2012] , Iss. 2, Art. 4 DOI: 10.2202 /1557 -4679.1349 about the appropriateness of the fitted outcome model, some pilot simulations were used to decide on three values of λ (0.6, 1.0, 1.4), corresponding to differing levels of empirical detectability of the outcome model misspecification. Since a given simulated dataset can be cast as 2 r+1 = 32 binomial responses with appreciable sample sizes, the deviance-based goodness-of-fit test for a generalized linear model can assess the evidence against the fit of the parametric outcome model. The three values of λ are selected so that this test, at significance level 0.05, has power around 20%, 50%, and 80%. We also simulate under the condition λ = 0, in which case the fitted outcome model is correct. However, results under λ = 0 and λ = 0.6 are generally similar, so the former are not shown.
Only the simple and intuitive form of the double-robust estimator is considered, withπ(c) = π(c;α) andm j (c) = m j (c;β) in (5). The Bayesian estimator is implemented with hyperparameters k q = k p = 1, particularly in light of the increased stability of the marginal density compared to smaller k p values, as mentioned earlier. Equal prior weight is given to the parametric and saturated outcome models, i.e., κ = 0.5. For the parametric model we use a very diffuse prior for β by setting Σ = (30 2 )I 6 . We do indeed find that the Bayesian model comparison is sensitive to this choice, and pragmatically this setting is chosen because it yields a rough calibration: the Bayesian model comparison tends to not overwhelmingly support the parametric outcome model when the goodness-of-fit test has medium power to detect the misspecification of this model.
In the case of a null effect (γ = 0) and medium power to detect outcome model misspecification (λ = 1), the left panel of Figure 1 plots the estimatorŝ ∆ B and∆ D against one another. While they are highly correlated, it should be noted that∆ P and∆ S are mutually highly correlated with them as well. The plot in the right panel is more telling, as it compares w B , the posterior weight on the parametric model in the Bayesian estimator, against a 'reverseengineered' weight for the double-robust estimator, Having confirmed thatˆ∆ D andˆ∆ B are making quite different compromises betweenˆ∆ P andˆ∆ S , we proceed to evaluate the effectiveness of these compromises. The first two panels of Figure 2 compare root-mean-squared estimation error (RMSE) under the conditions γ= 0 and γ= 0.7, the latter constituting a fairly strong causal exposure-outcome association. Unsurprisingly, the RMSE ofˆ∆ B tends to fall between that ofˆ∆ P andˆ∆ S . Therebyˆ∆ B mitigates possible outcome model misspecification without necessarily having to incur all the variance of the saturated model estimator. A point of curiosity is thatˆ∆ S performs very well when γ= 0 and λ= 0. Presumably this arises because the hyperparameter choices k p = k q = 1 induce some shrinkage toward the null value of ∆ = 0, which happens to be the correct value in this setting. The performance when γ= 0.7 is more predictable, with the RMSE 'winner' betweenˆ∆ P andˆ∆ S switching as the extent of the outcome model misspecification increases.
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A third simulation condition is constructed by retaining the outcome generating mechanism (14) , with γ = 0.7, but introducing exposure model misspecification by replacing (13) with logitP r(X = 1|C) = −0.75 + 2C 1 C 2 . The results appear in the third panel of Figure 2 . As is to be expected,∆ D does particularly poorly when both exposure and outcome models are misspecified. On the other hand,∆ B 'learns' the outcome model misspecification and has RMSE almost as low as∆ S .
A fourth simulation condition is constructed by restoring (13) as the data-generating mechanism for X, but replacing (14) with logitP r(Y = 1|X, C) = −1.25 + λXC 2 (1 − C 3 ), again with λ ∈ {0.6, 1.0, 1.4}. The misspecification now arises because the fitted outcome model cannot capture the effect modification which is present. Results, which appear in the final panel of Figure 2 , are broadly compatible with those of the other conditions.
Discussion
To reiterate, double-robust estimators in the causal inference setting can be cast as compromise estimators, with the compromise being between the postulated parametric outcome model for (Y |X, C) and a saturated model treatment of (Y |X, C). The compromise, which differs across strata of C, is such that a smaller exposure model residual for a stratum gives rise to less weight on the parametric version of the outcome model and more weight on the saturated version of the outcome model. This scheme lacks logical coherence, and a much more obvious strategy is to give more weight to the parametric outcome model when it fits the data better, as per a Bayesian model-averaged estimator. Viewed in this light, the double-robust and Bayesian model-averaged estimators do appear to be 'cousins.' Their empirical performance suggests that perhaps they are not such close cousins though. At least in the simple simulation settings here, the Bayesian estimator performed better than the double-robust estimator. 
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