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Abstract. The goal is to construct three related “prismatization" functors from the cate-
gory of p-adic formal schemes to that of formal stacks. This should provide a good category
of coefficients for prismatic cohomology in the spirit of F -gauges.
In this article we define and study the three versions of the prismatization of Spf Zp.
Please inform the author about any mistakes and typos. His address:
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1. Introduction
Let p be a prime.
In their remarkable work [BS] B. Bhatt and P. Scholze introduced prismatic cohomology.
This is a new cohomology theory for p-adic formal schemes (which is definitely “the right
one"). In the case of Fp-schemes (which is a particular type of p-adic formal schemes)
prismatic cohomology turns out to be equal to crystalline cohomology, see [BS, §5].
B. Bhatt and J. Lurie realized that the theory of [BS] has a stacky reformulation; it is
based on a certain functor X 7→ X∆ defined on the category of p-adic formal schemes, which
is called prismatization.
The author’s goal is to write up the construction of the functor X 7→ X∆ as well as its
refined versions1 X 7→ X∆
′
and X 7→ X∆
′′
. This article is the first step towards this goal:
we define and study the stacks
Σ = (Spf Zp)
∆, Σ′ = (Spf Zp)
∆
′
, Σ′′ = (Spf Zp)
∆
′′
.
Let us note that Σ is closely related to the “absolute prismatic site" of Spf Zp (in the sense
of [BS, Remark 4.6]).
1.1. Format of the Bhatt-Lurie approach to prismatic theory. Let ŜchZp be the
category of p-adic formal schemes, so
ŜchZp = lim
←−
n
SchZ/pnZ ,
where SchZ/pnZ is the category of schemes over Z/p
nZ.
1Presumably, the refinements produce a good theory of coefficients for prismatic cohomology (see §1.8) and
provide a natural approach to the Nygaard filtration from [BS, Thm. 1.15].
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For every X ∈ ŜchZp one defines a certain stack
2 X∆ over Spf Zp equipped with an endo-
morphism F : X∆ → X∆; moreover, F is a lift of Frobenius (i.e., the endomorphism of the
stack X∆⊗Fp induced by F is isomorphic to the Frobenius, and one fixes an isomorphism).
The assignment X 7→ X∆ is a functor; this functor is called prismatization.
Define a crystal on X to be a complex of O-modules on X∆. Define an F -crystal on X
to be a crystal M on X equipped with a morphism3 F ∗M →M .
A morphism f : X → Y in ŜchZp induces a morphism f
∆ : X∆ → Y ∆ and a functor f∆∗
from the category of F -crystals on X to the category of F -crystals on Y . The prismatic
cohomology of X with respect to f is essentially the F -crystal f∆∗ (OX∆) (at least, under mild
assumptions on X, Y, f).
1.2. The stack Σ = (Spf Zp)
∆.
1.2.1. Definition of Σ = (Spf Zp)
∆. Let W be the ring scheme (over Z) of p-typical Witt
vectors. Let x0, x1, . . . be the usual coordinates on W . Let Wprim be the formal completion
of W along the locally closed subscheme of W defined by the equations p = x0 = 0 and the
inequality x1 6= 0.
The group scheme W× acts onWprim by multiplication, so we can form the quotient stack
4
(1.1) Σ :=Wprim/W
×.
Since Wprim is a formal scheme, Σ is not an algebraic stack but rather a formal one.
Note that the Witt vector Frobenius F : W → W induces a canonical endomorphism
F : Σ→ Σ whose reduction modulo p is the Frobenius endomorphism of Σ⊗ Fp.
Let us also note that the elements p, V (1) ∈ W (Zp) yield morphisms p : Spf Zp → Σ and
V (1) : Spf Zp → Σ.
1.2.2. S-points of Σ. Given a scheme S, let WS := W × S; this is a ring scheme over S. By
a WS-module we mean a commutative affine group scheme over S equipped with an action
of WS. A WS-module is said to be invertible if it is locally isomorphic to WS. An invertible
WS-module is essentially the same as a W
×
S -torsor.
Now let us describe Σ(S), i.e., the groupoid of S-points of Σ. We say that S is p-nilpotent
if p ∈ H0(S,OS) is locally nilpotent. The above definition of Σ implies that if S is not
p-nilpotent then Σ(S) = ∅, and if S is p-nilpotent then Σ(S) identifies with the groupoid of
pairs (M, ξ), where M is an invertible WS-module and ξ :M →WS is a WS-morphism such
that for every s ∈ S one has
(Ms)red ⊂ Ker ξ1, (Ms)red 6⊂ Ker ξ2,
where ξn : M → (Wn)S is the composite map M
ξ
−→ WS ։ (Wn)S.
2By a stack we mean a stack of groupoids on the category of schemes equipped with the fpqc topology. In
the case of a stack over Spf Zp it suffices to consider p-nilpotent schemes.
3One could also try to impose a certain condition for the morphism F ∗M → M (it should be an “isogeny"
in some sense). However, this is not strictly necessary (e.g., because there is a notion of effective F -gauge,
see §1.8).
4This stack is only slightly beyond the familiar world, see Proposition 4.3.4(vii).
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1.3. Cones. The set-up that we are going to introduce now is used in the outline of the
construction of the prismatization functor given in §1.4 below. A part of the set-up (excluding
the sketchy §1.3.4) is also used in the main body of the article.
1.3.1. Cone of a morphism of abelian groups. If a group G acts on a set X then the quotient
groupoid is defined as follows: the set of objects is X, a morphism x → x′ is an element
g ∈ G such that gx = x′, and the composition of morphisms is given by multiplication in G.
Let d : A→ B be a homomorphism of abelian groups. Then A acts on the set B: namely,
a ∈ A acts by b 7→ b + f(a). In this situation the quotient groupoid will be denoted by
Cone(d). It has an additional structure of Picard groupoid (i.e., a symmetric monoidal
category in which all objects and morphisms are invertible); moreover, this Picard groupoid
is strictly commutative. The details are explained in [SGA4, Exposé XVIII, §1.4], where the
Picard groupoid in question is denoted by ch(f).
There is no conflict between this understanding of Cone(d) and the usual one5: as explained
in loc. cit., there is a canonical equivalence between the 2-category of strictly commutative
Picard groupoids and the full subcategory of the DG category of complexes of abelian groups
formed by complexes with cohomology concentrated in degrees −1 and 0; moreover, this
equivalence takes our Cone(d) to the usual cone of d.
1.3.2. Cone of a morphism of commutative group schemes. Now let S be a scheme and
d : A→ B a morphism of commutative group schemes over S. One can consider A and B as
fpqc sheaves of abelian groups on the category of S-schemes. So sheafifying §1.3.1, one gets
a strictly commutative Picard stack Cone(d) over S. The details are explained in [SGA4,
Exposé XVIII, §1.4].
As a stack, Cone(d) is just the quotient of B by the action of A by translations. So if A is
flat over S then the stack Cone(d) is algebraic in the sense of Definition 2.3.4. Note that A
is not required to have finite type over S (e.g., one can take A = WS). This is because the
class of algebraic stacks in our sense is larger than the one from [LM].
1.3.3. Quasi-ideals. Let C be a (commutative) ring. By a quasi-ideal in C we mean a pair
(I, d), where I is a C-module and d : I → C is a C-linear map such that d(x) · y = d(y) · x
for all x, y ∈ I.
Now let C be a ring scheme over some scheme S. Then by a quasi-ideal in C we mean
a pair (I, d), where I is a commutative group S-scheme equipped with an action of C and
d : I → C is a C-linear morphism such that for every S-scheme S ′ and every x, y ∈ I(S ′)
one has d(x) · y = d(y) · x.
A more detailed discussion of the notion of quasi-ideal can be found in §3.1.
1.3.4. Cone of a quasi-ideal. By a ring groupoid we mean a ring object in the (2, 1)-category
of groupoids; what this means is explained in [Lu1, §5.5.8] following an idea of Lawvere.
Similarly, one defines a notion of ring S-stack, where S is a scheme or a stack.
If C is a (commutative) ring and (I, d) is a quasi-ideal in C then the structure of strictly
commutative Picard groupoid on Cone(d) can be upgraded to that of a ring groupoid. Si-
milarly, if C is a ring scheme over S and (I, d) is a quasi-ideal in C then the structure of
strictly commutative Picard S-stack on Cone(d) can be upgraded to that of a ring S-stack.
5The usual cone of d : A→ B is an object of the DG category of complexes of abelian groups (namely, the
complex 0→ A→ B → 0, where B is placed in degree 0).
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The author hopes to give more details in a subsequent article.
1.4. Outline of the construction of the prismatization functor. Prismatization is a
functor X 7→ X∆ from ŜchZp (i.e., the category of p-adic formal schemes) to the 2-category
of pairs (X , F ), where X is a stack algebraic over Σ and F : X → X is a lift of Frobenius.
For the precise meaning of the words “algebraic over", see §2.5 (which relies on §2.1.1 and
§2.3).
Here we give only a brief sketch of the construction of the functor X 7→ X∆. The author
hopes to give more details in a subsequent article.
1.4.1. The ring stack R = (A1⊗ˆZp)
∆. Let A1⊗ˆZp denote the p-adic completion of A
1 = A1Z.
Then (A1⊗ˆZp)
∆ := R, where R is the ring stack over Σ defined below.
Given a scheme S, we identify Σ(S) with the groupoid of pairs (M, ξ) as in §1.2.2. For
(M, ξ) ∈ Σ(S), we set
(1.2) RM,ξ := Cone(M
ξ
−→WS).
RM,ξ is a ring stack over S because (M, ξ) is a quasi-ideal in WS. The formation of RM,ξ
commutes with base change S ′ → S, so the ring stacks RM,ξ define a ring stack R over Σ.
1.4.2. Prismatization of affine p-adic formal schemes. Let X = Spf A ∈ ŜchZp . Then the
stack X∆ is defined as follows: for any scheme S, an object of the groupoid X∆(S) is a triple
(M, ξ, α), where (M, ξ) ∈ Σ(S) and α : A→ RM,ξ(S) is a morphism of ring groupoids.
One checks that (Spf Zp)
∆ = Σ and (A1⊗ˆZp)
∆ = R, as promised.
1.4.3. Remark. If S is affine then RM,ξ(S) = Cone(M(S)
ξ
−→ W (S) because H1(S,M) = 0
(here we use the assumption that M is an invertible WS-module).
1.4.4. Prismatization of arbitrary p-adic formal schemes. One checks that the construction
ofX∆ is Zariski-local (and even etale-local). This allows one to define X∆ for any X ∈ ŜchZp .
1.4.5. Prismatization of SpecFp. One checks that (SpecFp)
∆ = Spf Zp.
1.4.6. Derived version. The above prismatization functor has a derived version, which pro-
duces a derived stack from a derived p-adic formal scheme. Derived prismatization commutes
with projective limits; this is not true for the non-derived version considered above.
1.5. Specializations of X∆. This subsection is sketchy (just as the previous one). One
of its goals is to point out a drawback of the stack Σ (see §1.5.3); fixing it is one of the
motivations for introducing the more complicated stacks Σ′ and Σ′′.
1.5.1. XdR and de Rham cohomology. For X ∈ ŜchZp let X
dR be the stack over Spf Zp
obtained by base-changing the morphism X∆ → Σ via the map p : Spf Zp → Σ defined at the
end of §1.2.1. The notation XdR is motivated by part (3) of [BS, Thm. 1.8], which essentially
says that if X is smooth over Spf Zp then RΓ(X
dR,OXdR) canonically identifies with the de
Rham cohomology of X. A slightly different motivation is provided by Proposition 3.5.1
of this article, which describes the stack (A1⊗ˆZp)
dR = Cone(W
p
−→ W )⊗ˆZp in terms of a
divided power version of the additive group (denoted by G♯a).
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1.5.2. Other specializations of X∆. Given a morphism S → Σ, we get a cohomology theory
which to X ∈ ŜchZp associates the cohomology of X
∆ ×Σ S with coefficients in O. E.g., we
already mentioned that the morphism p : Spf Zp → Σ gives rise to de Rham cohomology.
On the other hand, the morphism V (1) : Spf Zp → Σ defined at the end of §1.2.1 gives rise
to “Hodge-Tate" cohomology, see part (2) of [BS, Thm. 1.8].
Thus one can think of Σ as a stack parametrizing p-adic cohomology theories.
1.5.3. A drawback of Σ. Hodge cohomology is a very simple cohomology theory: if X is
smooth over Spf Zp then the Hodge cohomology of X is
⊕
i
RΓ(X,ΩiX). Unfortunately,
Hodge cohomology cannot be obtained using the procedure of §1.5.2. Fixing this is one of
the motivations for introducing Σ′ and Σ′′ (another one is to introduce a good category of
coefficients for prismatic cohomology, see §1.8).
1.6. The c-stacks Σ′ and Σ′′.
1.6.1. C-stacks and g-stacks. By a c-stack (resp. g-stack) we mean a stack of categories
(resp. of groupoids) on the category of schemes equipped with the fpqc topology. We often
say “stack" instead of “g-stack". All c-stacks considered so far were g-stacks.
By the underlying g-stack of a c-stack X we mean the g-stack whose category of S-points
is obtained from X (S) by removing all non-invertible morphisms.
1.6.2. Idea of the definition of Σ′. In §1.2.2 the WS-module M was invertible. To define Σ
′,
we replace invertibility by a weaker admissibility property from Definition 3.11.6. See §5 for
more details. Let us note that the spectral sequences relating Hodge cohomology with de
Rham and Hodge-Tate cohomology are built into the definition6 of Σ′.
1.6.3. Defining Σ′′. It turns out that Σ′ has disjoint open substacks Σ+ and Σ− canonically
isomorphic to Σ. We define a c-stack Σ′′ by gluing Σ+ with Σ−.
The underlying g-stack of Σ′′ contains Σ as an open substack. The corresponding open
c-substack of Σ′′ itself is a kind of quotient of Σ by the action of F : Σ→ Σ, denoted by ΣF
(see §8.1.4 for the precise definition of ΣF ).
1.6.4. Remark. Instead of the c-stacks Σ′ and Σ′′, one could consider their underlying g-
stacks. We use c-stacks to define the notion of effective gauge, see §1.8 below. However,
there is an equivalent definition in more traditional terms. The author does not know
whether the benefits of working with c-stacks outweigh the costs.
1.7. The functors X 7→ X∆
′
and X 7→ X∆
′′
. Similarly to §1.4.1, one defines a ring stack
R ′ over Σ′ (the only difference is that Remark 1.4.3 does not hold if M is assumed to be
admissible rather than invertible). Then one descends R ′ to a ring stack R ′′ over Σ′′. Using
R ′ and R ′′, one defines X∆
′
and X∆
′′
similarly to §1.4.2 and §1.4.4.
The author hopes to give more details in a subsequent article.
6Presumably, the closed substack ∆′0 ⊂ Σ
′ (see §5.8-5.9) provides the “Hodge to Hodge-Tate" spectral
sequence, and the stack Σ′
dR
over Σ′ defined in §5.10 provides the “Hodge to de Rham" spectral sequence.
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1.7.1. The case X = SpecFp. The author hopes to prove there that for every scheme S such
that p ∈ H0(S,OS) is locally nilpotent, (SpecFp)
∆
′
(S) is the category of diagrams
OS
v+
−→ L
v−
−→ OS,
where L is a line bundle on S and v−v+ = p; if p ∈ H
0(S,OS) is not locally nilpotent then
(SpecFp)
∆
′
(S) = ∅. Moreover, (SpecFp)
∆
′′
is obtained from (SpecFp)
∆
′
by gluing together
the open substacks (SpecFp)
∆
± ⊂ (SpecFp)
∆
′
, where (SpecFp)
∆
± is defined by the condition
of invertibility of v± (both (SpecFp)
∆
+ and (SpecFp)
∆
− are isomorphic to Spf Zp).
1.8. Gauges and F -gauges. Given X ∈ ŜchZp , we define a gauge (resp. an F -gauge) on
X to be a complex of O-modules on the underlying g-stack of X∆
′
(resp. of X∆
′′
); we define
an effective gauge (resp. an effective F -gauge) on X to be a complex of O-modules7 on X∆
′
(resp. on X∆
′′
). One can define a canonical functor from the category of effective F -gauges
to that of F -crystals (the latter was defined in §1.1).
If X is the spectrum of a perfect field of characteristic p, these definitions turn out to be
equivalent to those from [FJ]. (The relation between the notation of [FJ] and that of §1.7.1
is as follows: the f and v from [FJ, §1.1] correspond to our v+ and v−, respectively.)
The author hopes to give more details in a subsequent article.
It seems that F -gauges (or maybe effective F -gauges) in the above sense form the natural
category of coefficients for prismatic cohomology. (The idea that this category should be in
the spirit of [FJ] was suggested to me by P. Scholze).
1.9. Organization of the article. §2 is devoted to generalities on c-stacks (including g-
stacks).
In §3 we first discuss the ring scheme W . In particular, in Lemma 3.2.6 and Proposi-
tion 3.5.1 we construct canonical isomorphisms
Ker(W
F
−→W )
∼
−→ G♯a, Cone(W
p
−→W )
∼
−→ Cone(G♯a → Ga),
where G♯a is the p-divided power version of the additive group (the second isomorphism was
already mentioned in §1.5.1). Then we discuss WS-modules; in particular, we define and
study the notion of admissible WS-module.
In §4 we study the stack Σ. Let us note that §4 relies only on a small part of §2 and §3
(namely, §2.3-2.5, §2.9.4, and §3.2-3.3 are essentially enough to read §4).
In §5 we define and study the c-stack Σ′.
In §6 we give an “explicit” description of Σ′ as a quotient stack; to obtain it, we use another
realization of Σ′ of this type, which is less economic (see §6.4.3). As an application, we prove
Corollary 6.7.1, which describes the reduced part of Σ′ in very understandable terms.
In §7 we give one more description of Σ′. Thus the total number of descriptions of Σ′ given
in this article is 4 (which agrees with the story about four blind men feeling an elephant).
In §8 we define the c-stack Σ′′. This section is very sketchy (the author hopes to give the
details in a later version of this e-print).
In Appendix A we give an “explicit" description of the c-stack of admissible WS-modules.
Using this, we give in Appendix B an “explicit" description of Σ′, which is used in §6.
7More precisely, a complex of contravariant O-modules in the sense of §2.7.1.
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2. Generalities on c-stacks
2.1. C-stacks and g-stacks.
2.1.1. By a c-stack (resp. g-stack) we mean a stack of categories (resp. of groupoids) on the
category of schemes equipped with the fpqc topology. Sometimes we say “stack" instead of
“g-stack".
2.1.2. By the underlying groupoid of a category C we mean the groupoid obtained from C by
removing all non-invertible morphisms. By the underlying g-stack of a c-stack X we mean
the g-stack whose category of S-points is the groupoid underlying X (S).
We think of a c-stack as a g-stack with additional structure; we call it c-structure.
2.1.3. Given categories A,B, C and functors F : A → C and G : B → C, we have the fiber
product A ×C B; this is the category of triples (a, b, f), where a ∈ A, b ∈ B, and f is an
isomorphism F (a)
∼
−→ G(b). Accordingly, we have the notion of fiber product for c-stacks.
2.1.4. A substack of a c-stack X is the following data: for each scheme S we are given a
strictly full subcategory Y (S) ⊂ X (S) so that Y is a c-stack. The latter condition means
that
(i) for every morphism f : S ′ → S one has f ∗(Y (S)) ⊂ Y (S ′);
(ii) if x ∈ X (S) and if for some fpqc covering family of morphisms fi : Si → S one has
f ∗i (x) ∈ Y (Si) then x ∈ Y (S).
If C is a category then there is a canonical bijection between strictly full subcategories of
C and strictly full subcategories of the underlying groupoid of C. Similarly, if X is a c-stack
then there is a canonical bijection between substacks of X and substacks of the underlying
g-stack of X .
2.1.5. Let X be a c-stack. A substack Y ⊂ X is said to be open (resp. closed) if for every
scheme S and every morphism S → X , the fiber product Y ×X S is an open (resp. closed)
subscheme of S. If Y ⊂ X is a closed substack then there is a unique open substack U ⊂ X
such that for every scheme S and every morphism S → X one has U ×X S = S \(Y ×X S);
the substack U is denoted by X \ Y .
2.1.6. The topological space associated to a c-stack. Following [LM, §5], to a c-stack X one
associates a topological space |X | as follows. Given fields k1 and k2, we say that x1 ∈ X (k1)
is equivalent to x2 ∈ X (k2) if there exists a diagram of fields k1 → k12 ← k2 such that the
images of x1 and x2 in X (k12) are isomorphic
8. Let |X | be the set of equivalence classes.
For every scheme S over X , we have a map S = |S| → |X |. Equip |X | with the weakest
topology such that all such maps are continuous. Note that |X | depends only on the g-stack
underlying X .
8To check transitivity, note that given a diagram of fields k1 → k12 ← k2 → k23 ← k3, we have k12⊗k2k23 6= 0,
so k12 ⊗k2 k23 admits a homomorphism to a field.
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If U ⊂ X is an open substack then |U | is an open subset of |X |. Thus one gets a
bijection between open substacks of X and open subsets of |X |.
2.1.7. The reduced part of a c-stack. If X is a c-stack let Xred denote the smallest closed
substack of X containing all field-valued points of X . We call Xred the reduced part of
X . We say that X is reduced if Xred = X . The author does not know whether an open
substack of any reduced c-stack is reduced.
2.2. Some simple c-stacks. Here are some examples of c-stacks. The c-stack (A1/Gm)−
is very important for us.
2.2.1. The c-stacks (A1/Gm)±. Let (A
1/Gm)+ (resp. (A
1/Gm)−) be the c-stack whose cat-
egory of S-points is the category of pairs consisting of an invertible OS-module L and a
morphism OS → L (resp. a morphism L → OS). These c-stacks have the same underlying
g-stack (namely, the usual quotient g-stack A1/Gm).
2.2.2. A generalization. In §5.9.3 we will use the following generalization of the c-stacks
(A1/Gm)±. Let X be a c-stack equipped with an action of the multiplicative monoid A
1
m
(by which we mean A1 equipped with the multiplication operation). Then we define c-
stacks (X /Gm)± as follows: if S is a scheme then (X /Gm)+(S) (resp. (X /Gm)−(S)) is
the category of pairs consisting of a line bundle L on S and an A1m-equivariant morphism
L ∗ → X (resp. L → X ); here L and L ∗ are viewed as schemes and “morphism" means
“morphism of c-stacks".
2.2.3. A c-stack related to the hyperbolic action of Gm on A
2. Consider the c-stack whose
category of S-points is the category of diagrams
(2.1) OS
v+
−→ L
v−
−→ OS,
where L is an invertible OS-module. This c-stack maps to A
1: to a diagram (2.1) one
associates v−v+ ∈ H
0(S,OS). The g-stack underlying our c-stack is the quotient of A
2 by
the hyperbolic action of Gm.
2.2.4. Gluing (A1/Gm)+ with (A
1/Gm)−. Let X be the c-stack whose category of S-points
is the category of pairs (L , E), where L is a line bundle on S and E ⊂ L ⊕ OS is a line
subbundle. The underlying g-stack of X is just P1/Gm. Let X+ (resp. X−) be the open
substack of X defined by the condition that the projection E → OS (resp. E → L ) is an
isomorphism. Then X± = (A
1/Gm)± and X+ ∩X− = Gm/Gm = SpecZ.
2.3. Pre-algebraic and algebraic c-stacks. Let X be a c-stack. Given a scheme S and
objects x1, x2 ∈ X (S), we have the following contravariant functor on the category of pairs
(T, f), where T is a scheme and f : T → S is a morphism:
(T, f) 7→ Mor(f ∗x1, f
∗x2).
This functor will be denoted by Mor(x1, x2).
Definition 2.3.1. A c-stack X is said to be pre-algebraic if for every scheme S and every
x1, x2 ∈ X (S), the functor Mor(x1, x2) is representable (by an S-scheme).
E.g., any ind-scheme is a pre-algebraic g-stack.
10
Remark 2.3.2. The author does not take Definition 2.3.1 too seriously. E.g., one could allow
Mor(x1, x2) to be an algebraic space rather than a scheme. On the other hand, one could
require the morphism Mor(x1, x2)→ S to be quasi-compact (and maybe quasi-separated).
Definition 2.3.3. We say that a morphism of schemes Y1 → Y2 is faithfully flat if it is flat
and every quasi-compact open U ⊂ Y2 is the image of some quasi-compact open V ⊂ Y1.
This is stronger than faithful flatness in the sense of EGA (i.e., flatness+surjectivity).
In practice, there will be no conflict between the two notions of faithful flatness since all
schemes that are relevant for this article are quasi-compact.
Definition 2.3.4. A pre-algebraic c-stack X is said to be algebraic if there exists a faithfully
flat morphism f : X → X with X being a scheme. The words “faithfully flat" mean here
that for every scheme S over X , the morphism of schemes S ×X X → S is faithfully flat.
Remark 2.3.5. The morphism f : X → X from Definition 2.3.4 is not assumed to be locally
of finite type.
Remark 2.3.6. Let X be a pre-algebraic c-stack. Then X is algebraic if and only if its
underlying g-stack is.
Example 2.3.7. The c-stacks from §2.2 are algebraic (to construct f : X → X , fix a
trivialization of L ).
2.4. Algebraic c-stacks and algebraic categories.
Definition 2.4.1. An algebraic groupoid (resp. algebraic category) is a groupoid (resp. cat-
egory) in the category of schemes.
Remark 2.4.2. Let X be a c-stack and X a scheme equipped with a morphism f : X → X .
Given a scheme S, let CS be the category with Ob CS = X(S) such that for every x1, x2 ∈
X(S) one has MorCS(x1, x2) = MorX (S)(f(x1), f(x2)). The assignment S 7→ CS is a con-
travariant functor from the category of schemes to the 1-category of categories. If X is
pre-algebraic then the functor S 7→ CS is representable by an algebraic category. (This is
more familiar if X is a g-stack, in which case we get an algebraic groupoid.)
Remark 2.4.3. Let X be an algebraic c-stack and let f : X → X be as in Definition 2.3.4.
Let Γ be the algebraic category from the previous remark. Let Γ∗ be the algebraic groupoid
underlying Γ. The groupoid Γ∗ is flat (indeed, the scheme of morphisms of Γ∗ is X ×X X,
and the projections X ×X X → X are flat). In fact, a triple (X , X, f) as above is the same
as a pair (X,Γ), where X is a scheme and Γ is an algebraic category with ObΓ = X whose
underlying groupoid Γ∗ is flat. One reconstructs X from (X,Γ) as follows: associating to a
scheme S the category of S-points of Γ, one gets a pre-stack, and X is the associated stack.
In this situation we write X = X/Γ; this notation is standard if X is a g-stack (i.e., if Γ is
a groupoid).
2.5. Algebraic morphisms of c-stacks.
2.5.1. Algebraic and schematic morphisms. Let f : X → Y be a morphism of c-stacks. We
say that f is algebraic or that X is algebraic over Y if for every morphism S → Y with S
being a scheme, the fiber product X ×Y S is an algebraic c-stack.
We say that f is schematic if for every morphism S → Y with S being a scheme, the fiber
product X ×Y S is a scheme.
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2.5.2. Faithfully flat morphisms. We say that a morphism of c-stacks g : X1 → X is very
surjective if for every morphism f : S → X with S being a scheme, there exists a faithfully
flat morphism h : S1 → S such that for some f1 : S1 → X1 the following diagram commutes:
S1
h
//
f1

S
f

X1
g
// X
An algebraic morphism of c-stacks is said to be faithfully flat if it is flat and strongly
surjective. (This agrees with the usage of “faithfully flat" in Definitions 2.3.3 and 2.3.4.)
2.6. Left and right fibrations.
2.6.1. Left and right fibrations of categories. Let C and D be categories. A functor Φ : C → D
is said to be a left fibration9 if for every c ∈ C the functor Cc/ → DΦ(c)/ induced by Φ is an
equivalence; here Cc/ is the category of objects of C equipped with a morphism from c.
A left fibration over D is the same as a category cofibered in groupoids over D (we always
understand the word “cofibered" in Street’s “weak" sense rather than in Grothendieck’s
“strong" sense).
A functor C → D is said to be a right fibration if the corresponding functor between the
opposite categories is a left fibration.
2.6.2. A particular case. If C is a strictly full subcategory of D then the embedding C → D
is a left fibration if and only if for every D-morphism with source in C the target is also in C.
2.6.3. Left and right fibrations of c-stacks. Amorphism of c-stacks X → Y is said to be a left
fibration (resp.right fibration if for every scheme S the corresponding functor X (S)→ Y (S)
is a left (resp. right) fibration. In this situation we also say that X is left-fibered (resp. right-
fibered) over X .
Suppose that X is left-fibered over Y . Then for every scheme S equipped with a morphism
f : S → Y the fiber product XS,f := X ×Y ,f S is a g-stack. Moreover, XS,f depends
functorially on f ∈ Y (S), and the formation of XS,f commutes with base change S
′ → S.
In fact, a c-stack X left-fibered over Y is the same as such a collection of g-stacks XS,f .
2.6.4. C-stacks left-fibered over (A1/Gm)±. In §2.2.1 we introduced the c-stacks (A
1/Gm)±.
A left fibration X → (A1/Gm)± defines a g-stack X := X ×(A1/Gm)± A
1 equipped with a
morphism π : X → A1. In fact, a c-stack left-fibered over (A1/Gm)± is the same as a g-stack
X equipped with a morphism π : X → A1 and a certain additional piece of structure. In the
case of (A1/Gm)+ the additional piece of structure is an action of the multiplicative monoid
A1 on X such that the π is equivariant. In the case of (A1/Gm)− the additional piece of
structure is less familiar: it is an “anti-action" of the multiplicative monoid on X. Roughly,
this means that given λ, µ ∈∈ A1(S) we are given a morphism Xλµ → Xλ so that certain
diagrams commute (here Xλ is the base change of X with respect to λ : S → A
1).
Anti-actions are discussed in [D1] (in particular, in [D1, §2.1.14 ] and in Appendix C
of [D1]). In this article we avoid anti-actions; instead, we treat c-stacks left-fibered over
(A1/Gm)− as explained in §2.6.3.
9This terminology was introduced by A. Joyal in the more general setting of ∞-categories and then used in
[Lu1, §2.1].
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Lemma 2.6.5. Let X be a c-stack. The following properties of a substack Y ⊂ X are
equivalent:
(i) Y is left-fibered over X ;
(ii) if S is a scheme and ϕ is a morphism in X (S) whose source is in Y (S) then the
target of ϕ is in Y (S);
(iii) for any scheme S, any morphisms f, g : S → X , and any morphism f → g in X (S)
one has f−1(Y ) ⊂ g−1(Y ).
Proof. By §2.6.2, we have (i)⇔(ii). In the situation of (iii) the inclusion f−1(Y ) ⊂ g−1(Y )
means that for every morphism of schemes ϕ : S ′ → S if ϕ∗(f) ∈ Y (S) then ϕ∗(g) ∈ Y (S).
So (iii)⇔(ii). 
Remark 2.6.6. Lemma 2.6.5 remains valid if one replaces “left" by “right" in (i), interchanges
“source" and “target" in (ii), and replaces ⊂ by ⊃ in (iii).
Corollary 2.6.7. Let X be a c-stack. If a closed substack Y ⊂ X is left-fibered (resp. right-
fibered) over X then the open substack X \ Y ⊂ X is right-fibered (resp. left-fibered)
over X .
Proof. Use the equivalence (i)⇔(iii) from Lemma 2.6.5. 
2.7. O-modules on c-stacks. Let X be a c-stack.
2.7.1. Contravariant and covariant OX -modules. By a contravariant OX -module we mean
a collection of contravariant functors
(2.2) X (S)→ {quasi-coherent OS-modules}, S ∈ {Schemes},
which is compatible with base change S˜ → S. Contravariant OX -modules form a symmetric
monoidal category with respect to ⊗.
One also has a similar notion of covariant OX -module. Note that if X is a g-stack then
a covariant OX -module is the same as a contravariant one.
The category of contravariant or covariant OX -modules is not abelian, in general (e.g.,
kernels do not always exist). However, it is abelian if X is algebraic.
2.7.2. Duality. Suppose that a contravariant OX -module M is locally free and finitely gen-
erated (i.e., f ∗M is a vector bundle for any morphism f : S → X with S being a scheme).
Then for any morphism f : S → X with S being a scheme one has the OS-module (f
∗M)∗.
These modules give rise to a covariant OX -module M
∗. Similarly, if M is a covariant
OX -module then M
∗ is a contravariant one.
2.7.3. Weakly invertible OX -modules. A covariant or contravariant OX -module M is said to
be weakly invertible if its pullback to the underlying g-stack of X is invertible. In this case
we often write M−1 or M⊗−1 instead of M∗. The word “weakly" emphasizes the fact that
passing to the inverse interchanges covariant and contravariant modules.
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2.7.4. Strongly invertible OX -modules. Invertible objects of the tensor category of covariant
(resp. contravariant) OX -modules are called strongly invertible covariant (resp. contravari-
ant) OX -modules. A covariant (resp. contravariant) OX -module is strongly invertible if
and only if it is weakly invertible and each of the corresponding functors (2.2) takes all
morphisms to isomorphisms. Inverting these isomorphisms, one gets a canonical equiva-
lence between the category of strongly invertible covariant OX -modules and that of strongly
invertible contravariant OX -modules; we will not distinguish the two categories.
2.7.5. The relative Spec. By a contravariant OX -algebra we mean a commutative algebra in
the symmetric monoidal category of contravariant OX -modules. One has an anti-equivalence
A 7→ SpecA between the category of contravariant OX -algebras and the category of affine
left fibrations over X . If S is a scheme then an S-point of SpecA is a pair (f, α), where
f ∈ Mor(S,X ) = X (S) and α : f ∗A → OS is an OS-algebra homomorphism. Following
EGA, for any contravariant OX -module M we write
V(M) := Spec Sym(M);
V(M) is an affine left fibration over X .
2.7.6. The affine fibration corresponding to a weakly invertible OX -module. Let X be a
c-stack and L a weakly invertible covariant OX -module. Then V(L
∗) is called the affine
fibration corresponding to L ; this is a left fibration over X (because L ∗ is a contravariant
OX -module).
2.7.7. Quotients of OX and closed substacks of X . A quotient of OX in the category of
contravariant OX -modules has a unique algebra structure. The functor Spec gives a bijection
between such quotients and closed substacks of OX left-fibered over X . The quotient of
OX corresponding to a closed substack Y
i
→֒ X will usually be denoted by OY rather
than i∗OY .
2.8. Infinitesimal neighborhoods and conormal sheaves. Let X be a c-stack and
Y ⊂ X a closed substack. By the n-th infinitesimal neighborhood of Y in X we mean the
closed substack Yn ⊂ X such that for any scheme S the subscheme Yn ×X S ⊂ S is equal
to the n-th infinitesimal neighborhood of Y ×X S in S.
Lemma 2.8.1. If Y is left-fibered (resp. right-fibered) over X then so is Yn.
Proof. Use the equivalence (i)⇔(iii) from Lemma 2.6.5 and its right-fibered analog. 
2.8.2. Conormal sheaf. As before, let Y1 be the first infinitesimal neighborhood of Y in X .
Suppose that the c-stack Y1 is algebraic; then the category of contravariant (or covariant)
OY1-modules is abelian.
If Y is left-fibered over X we have the contravariant OY1-module OY (see §2.7.7), which
is a quotient of OY1 . Then Ker(OY1 ։ OY ) is a contravariant OY -module. It is called the
conormal sheaf of Y in X .
Similarly, if Y is right-fibered over X one defines the conormal sheaf of Y in the category
of covaraint OY -modules. If Y is neigher left-fibered nor right-fibered over X we can only
define the conormal sheaf as an O-module on the underlying g-stack of Y .
2.9. Formal schemes and formal c-stacks.
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2.9.1. Definitions. By a formal c-stack we mean a c-stack X which can be represented as
(2.3) X = lim
−→
(X1 →֒ X2 →֒ . . .),
where each Xi is an algebraic c-stack, the morphisms Xi → Xi+1 are closed embeddings,
and for each i and each quasi-compact scheme S over X the ideal of Xi×X S in Xi+1×X S
is nilpotent. We say that X is a formal scheme if X admits a presentation (2.3) such that
each Xi is a scheme
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Any formal c-stack is clearly pre-algebraic.
2.9.2. Relation to Grothendieck’s notion of formal scheme. Let X be a formal scheme in
the sense of §2.9.1. Given a presentation (2.3), the underlying topological space of Xn does
not depend on n; denote it by X . Let OX be the following sheaf of topological rings on X :
if U ⊂ X is a quasi-compact open subset then H0(U,OX ) is the projective limit of the
discrete rings H0(U,OXn). Then (X ,OX ) is a formal scheme in the sense of EGA I. It does
not depend on the choice of a presentation (2.3). Thus the category of formal schemes in
the sense of §2.9.1 identifies with a full subcategory of the category of formal schemes in the
sense of EGA I.
2.9.3. Affine formal schemes. From now on, the words “formal scheme" are understood in
the sense of §2.9.1. A formal scheme is said to be affine if all its closed subschemes are. In
terms of a presentation (2.3) this just means that Xn is affine for all (or some) n.
Associating to an affine formal scheme X the ring of regular functions on X equipped
with its natural topology (see §2.9.2), one gets a fully faithful contravariant functor from the
category of affine formal schemes to that of topological rings. A topological ring A is in its
essential image if and only if A is separated, complete, and has a countable base of neigh-
borhoods of zero formed by topologically nilpotent ideals. The formal scheme corresponding
to such A is denoted by Spf A. If S is a quasi-compact scheme then an S-point of Spf A is
the same as a homomorphism A→ H0(S,OS) with open kernel. If open ideals I1 ⊃ I2 ⊃ . . .
in A form a base of neighborhoods of zero then Spf A is the inductive limit of the schemes
Spec(A/In).
2.9.4. S-points of Spf Zp. Let p be a prime. A scheme S is said to be p-nilpotent if the
element p ∈ H0(S,OS) is locally nilpotent. A ring R is said to be p-nilpotent if p is nilpotent
in R.
It is clear that if S is p-nilpotent then the formal scheme Spf Zp = lim
−→
Spec(Z/pnZ) has
exactly one S-point; otherwise Spf Zp has no S-points.
So a c-stack over Spf Zp is the same as a c-stack X with the following property: X (S) 6= ∅
only if S is p-nilpotent. (We are mostly interested in such c-stacks.)
2.9.5. p-adic formal schemes. We say that a formal scheme X is p-adic if it has a repre-
sentation (2.3) with the following properties: each Xn is a scheme over Z/p
nZ and for each
n the morphism Xn →֒ Xn+1 induces an isomorphism Xn
∼
−→ Xn+1 ⊗ (Z/p
nZ). Such a
representation is unique if it exists: namely, Xn = X ⊗ (Z/p
nZ). So
ŜchZp = lim
←−
n
SchZ/pnZ ,
10One can show that then for every presentation (2.3) each Xi is a scheme.
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where ŜchZp is the category of p-adic formal schemes and SchZ/pnZ is the category of schemes
over Z/pnZ.
2.9.6. p-adic completion. The p-adic completion of a c-stack X is defined to be the c-stack
X ⊗ˆZp := X × Spf Zp = lim
−→
n
(X × Spec(Z/pnZ)).
In other words, for any p-nilpotent scheme S one has (X ⊗ˆZp)(S) = X (S), and if S is not
p-nilpotent then (X ⊗ˆZp)(S) = ∅.
If X is an algebraic c-stack then X ⊗ˆZp is algebraic over Spf Zp. If X is a scheme then
X ⊗ˆZp is a p-adic formal scheme.
2.9.7. Strongly adic c-stacks. Let X be a c-stack. Let Xn be the n-th infinitesimal neigh-
borhood of Xred (see §2.8 and §2.1.7). We say that X is strongly adic if
(i) each Xn is algebraic,
(ii) X = lim
−→
Xn,
(iii) the ideal of Xred in Xn is finitely generated for each n (or equivalently, for n = 1).
It is clear that strongly adic c-stacks are formal.
2.10. Effective Cartier divisors on pre-algebraic stacks.
2.10.1. Pre-divisors on schemes. Let S be a scheme. A quasi-coherent ideal I ⊂ OS is said
to be locally principal if it satisfies any of the following equivalent conditions:
(i) there exists a Zariski covering of S by schemes Si such that the pullback of I to each
Si is a principal ideal;
(ii) there exists an fpqc covering with this property;
(iii) I is finitely generated and the fiber of the OS-module I at each point of S has
dimension ≤ 1.
We say that a closed subscheme D ⊂ S is a pre-divisor on S if the corresponding ideal ID
is locally principal.
IfD1, D2 ⊂ S are pre-divisors then the ideal ID1 ·ID2 is locally principal; the corresponding
pre-divisor is denoted by D1 +D2. Thus pre-divisors on S form a commutative monoid; we
denote it by Pre-div(S).
If f : S ′ → S is a morphism and D ⊂ S is a pre-divisor then f−1(D) ⊂ S ′ is a pre-divisor.
The map Pre-div(S)→ Pre-div(S ′) defined by D 7→ f−1(D) is a homomorphism of monoids.
2.10.2. Pre-divisors on stacks. Let X be a c-stack. Let SchX be the category of schemes
over X g, where X g is the underlying g-stack of X . By a pre-divisor on X we mean
a closed substack D ⊂ X such that for every scheme S ∈ SchX the closed subscheme
D ×X S ⊂ S is a pre-divisor on S. Let Pre-div(X ) be the set of all pre-divisors on X . If
D1, D2 ∈ Pre-div(X ) there is a unique D ∈ Pre-div(X ) such that for every S ∈ SchX one
has D ×X S = (D1 ×X S) + (D2 ×X S); we write D = D1 + D2. Thus Pre-div(X ) is a
commutative monoid.
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2.10.3. What will be done. We will define a submonoid of Pre-div(X ), whose elements are
called effective Cartier divisors. This definition is reasonable in the case of stacks which
are pre-algebraic in the sense of Definition 2.3.1 (e.g., in the case of formal stacks). More
precisely, in the case of pre-algebraic g-stacks one has the usual relation between effective
Cartier divisors and line bundles (see §2.11).
2.10.4. Definition of effective Cartier divisor. Let D ∈ Pre-div(X ). For S ∈ SchX , let
ID,S ⊂ OS be the ideal of D ×X S ⊂ S. The OS-module ID,S is the pushforward of an
invertible O-module on some closed subscheme YD,S ⊂ S. If f : S → S
′ is a morphism in
SchX then f(YD,S) ⊂ YD,S′, and if f is flat then f
−1(YD,S′) = YD,S.
We say that f is D-good if f(S) ⊂ YD,S′. Note that if f is D-good then so is g ◦ f , where
g is any SchX -morphism with source S
′.
We say that S isD-good if there exists aD-goodX -morphism S → S ′ for some S ′ ∈ SchX .
We say that D is an effective Cartier divisor if for every S ∈ SchX there exists a faithfully
flat morphism S˜ → S with S˜ being D-good. The set of all effective Cartier divisors on X
is denoted by Div+(X ). By definition, Div+(X ) depends only on the underlying g-stack of
X .
According to Lemma 2.10.9 below, if X is algebraic then the above notion of effective
Cartier divisor is equivalent to the usual one; this is quite obvious if X is a scheme.
Lemma 2.10.5. Let D ∈ Div+(X ), D
′ ∈ Pre-div(X ), and D′ ⊂ D. Then D′ ∈ Div+(X ).
Proof. Follows from the inclusion YD,S ⊂ YD′,S, S ∈ SchX . 
Example 2.10.6. Let X = Spf Zp and D = Spec(Z/p
mZ). Then the pre-divisor D ⊂ X
is an effective Cartier divisor. Indeed, if S is a scheme over Spec(Z/pnZ) then the morphism
S → Spec(Z/pn+mZ) is D-good.
Example 2.10.7. Let X be the inductive limit of a diagram of schemes
X1 →֒ X2 →֒ . . .
(all arrows in the diagram are monomorphisms, and the inductive limit is taken in the
category of fpqc sheaves on the category of schemes); for example, X could be a formal
scheme. Then X is a pre-algebraic stack. If D ⊂ X is a pre-divisor then the ideal of
D ×X Xn in Xn is an invertible sheaf on a closed subscheme Yn ⊂ Xn. It is easy to see
that D is an effective Cartier divisor if and only if for every n and every quasi-compact open
U ⊂ Xn there exists N ≥ n such that the morphism Xn → XN maps U to YN .
Example 2.10.8. Let X = Spf A be an affine formal scheme. Then an effective Cartier
divisor on X is the same as an invertible A-submodule I ⊂ A satisfying the following
condition: the induced topology on I is the same as the one that comes from I being
a finitely generated projective A-module. By the Artin-Rees lemma, the condition holds
automatically if A is noetherian and the topology on A is adic.
Lemma 2.10.9. If X is algebraic then the notion of effective Cartier divisor from §2.10.4
is equivalent to the usual one.
Proof. Choose a faithfully flat morphism X → X .
If D ⊂ X is an effective Cartier divisor in the usual sense then D ∈ Div+(X ): indeed,
for every S ∈ SchX the X -scheme S×X X is D-good because the morphism S×X X → X
is D-good.
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Let us show that if D ∈ Div+(X ) then D is an effective Cartier divisor in the usual sense.
After changingX, we can assume thatX isD-good, so there exists aD-good SchX -morphism
f : X → X ′. The problem is to show that idX : X → X is D-good. Let X
′′ := X ′ ×X X.
The morphisms f and idX define a morphism h : X → X
′′. Since X ′′ is flat over X ′, we
have YD,X′′ = YD,X′ ×X′ X
′′. Since f is D-good, we see that h is D-good. The composite
morphism X
h
−→ X ′′ → X equals idX , so idX is D-good. 
Lemma 2.10.10. Let g : X1 → X be a morphism of stacks. Let D ⊂ X be a closed
substack and D1 := g
−1(D).
(i) If g is a flat algebraic morphism and D ∈ Div+(X ) then g
−1(D) ∈ Div+(X1).
(ii) If g is very surjective in the sense of §2.5.2 and D1 ∈ Div+(X1) then D ∈ Div+(X ).
In particular, statement (ii) applies if g is algebraic and faithfully flat in the sense of §2.5.2.
Proof. (i) Let S ∈ SchX1 and suppose that an SchX -morphism f : S → S
′ is D-good. Then
the stack Y := S ′ ×X X1 is algebraic, so there exists a faithfully flat morphism S
′
1 → Y .
Let S˜ := S ×Y S
′
1 (this is a scheme because Y is algebraic). We have an X1-morphism
S˜ → S ′1. It is D1-good because YD1,S′1 = YD,S′ ×S′ S
′
1 by flatness of S
′
1 over S
′.
(ii) Let S be a scheme and f : S → X a morphism. Let h : S1 → S and f1 : S1 → X1 be
such that for some f1 : S1 → X1 the diagram
S1
h
//
f1

S
f

X1
g
// X
commutes. Then h−1(D ×X S) = D ×X S1 = D1 ×X1 S1 is a pre-divisor in S1. Since h is
faithfully flat, this implies that D ×X S is a pre-divisor in S. A D1-good SchX1-morphism
S1 → S
′ is also a D-good SchX -morphism. 
Lemma 2.10.11. Div+(X ) is a submonoid of Pre-div(X ).
Proof. For every S ∈ SchX there is a diagram S
π
← S˜
f
→ S ′
π′
← S˜ ′
f ′
→ S ′′ such that π, π′
are faithfully flat, f is D1-good, and f
′ is D2-good. Then the morphism f˜ : S˜ ×S′ S˜
′ → S˜ ′
is D1-good. Using this and D2-goodness of f
′, one checks that f ′ ◦ f˜ : S˜ ×S′ S˜
′ → S ′′ is
(D1 +D2)-good. 
2.11. Divisors and line bundles. In this subsection we assume that X is a pre-algebraic
g-stack.
Proposition 2.11.1. (i) Let D ∈ Div+(X ). Then the morphism OX ։ OD admits a kernel
OX (−D) in the (possibly non-abelian) category of quasi-coherent OX -modules. Moreover,
the OX -module OX (−D) is invertible.
(ii) Let D ∈ Div+(X ). Let L be an invertible OX -module and ϕ : L → OX a morphism
with Cokerϕ = OD. Then ϕ induces an isomorphism L
∼
−→ OX (−D).
(iii) If D1, D2 ∈ Div+(X ) then the morphism OX (−D1)⊗OX (−D2)→ OX that comes
from the canonical morphisms OX (−Di)→ OX induces an isomorphism
OX (−D1)⊗OX (−D2)
∼
−→ OX (−(D1 +D2)).
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Proof. (i) Let S ∈ SchX be D-good. Let C be the category of pairs (S
′, f), where S ′ ∈ SchX
and f : S → S ′ is a D-good SchX -morphism. The category C is non-empty (because
S is D-good), and each two objects of C have a Cartesian product in C (because X is
pre-algebraic). These two facts are known to imply that the nerve N(C) is contractible11.
Given (S ′, f) ∈ C, define an invertible OS-module LS′,f by LS′,f = f
∗ID,S′, where ID,S′
is the ideal of D ×X S
′ ⊂ S ′ (viewed as an OS′-module). The assignment (S
′, f) 7→ LS′,f is
a functor from C to the groupoid of invertible OS-modules. Since N(C) is contractible, such
a functor is the same as an invertible OS-module LS (if you wish, LS is the projective limit
of the functor). The line bundles LS define an invertible OX -module L ; it is equipped with
a morphism ϕ : L → OX such that Cokerϕ = OD.
The pair (L , ϕ) is the kernel of the morphism OX ։ OD: indeed, ifM is a quasi-coherent
OX -module and g : M → OX is such that Im(gS : MS → OS) ⊂ ID,S for S ∈ SchX then g
uniquely factors as M → L
ϕ
−→ OX .
(ii) It is clear that ϕ induces an epimorphism L ։ OX (−D). Since L and OX (−D) are
invertible it is automatically an isomorphism.
(iii) Apply statement (ii) for L = OX (−D1)⊗OX (−D2) and D = D1 +D2. 
Remark 2.11.2. Let L be an invertible OX -module and ϕ : L → OX a morphism. Let
D ⊂ X be the closed substack such thatCokerϕ = OD. It is clear thatD is a predivisor. It is
also clear thatD is an effective Cartier divisor if and only if ϕ satisfies the following condition:
for every S ∈ SchX there exists a diagram S
π
← S˜
f
→ S ′ in SchX such that π is faithfully
flat and the morphism f ∗LS′ → LS˜ kills f
∗KS′, where KS′ := Ker(ϕS′ : LS′ → OS′).
Remark 2.11.3. By Proposition 2.11.1(i-ii), an effective Cartier divisor on X is the same as
a pair (L , ϕ) satisfying the condition from the previous remark.
3. WS-modules
In most of this section we work with arbitrary schemes (rather than schemes over Z(p)
or Zp).
3.1. Quasi-ideals.
3.1.1. Definition. Let C be a (commutative) ring. By a quasi-ideal in C we mean a pair
(I, d), where I is a C-module and d : I → C is a C-linear map such that
(3.1) d(x) · y = d(y) · x
for all x, y ∈ C. Note that a quasi-ideal (I, d) with Ker d = 0 is the same as an ideal in C.
3.1.2. Remarks. (i) Condition (3.1) holds automatically if the C-module I is invertible.
(ii) If (I, d) is a quasi-ideal in C then I is a (non-unital) ring with respect to the multipli-
cation operation (x, y) 7→ d(x) · y.
(iii) If (I, d) is a quasi-ideal in a ring C then one can define a DG ring A as follows:
A0 = C, A−1 = I, Ai = 0 for i 6= 0, 1, the differential in A is given by d : I → C, and the
multiplication maps
A0 ×A0 → A0, A0 × A−1 → A−1
11Here is a proof, which I learned from Omar Antolin Camarena’s webpage. Choose c0 ∈ C and define
F,G : C → C by F (c) := c × c0, G(c) = c0. By [Q, §1, Prop. 2], the natural transformations G ← F → idC
induce homotopies between the corresponding maps N(C)→ N(C).
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come from the ring structure on C and the C-module structure on I; note that the Leibnitz
rule in A is equivalent to (3.1). Thus one gets an equivalence between the category of triples
(C, I, d) and the category of DG rings A such that Ai = 0 for i 6= 0, 1.
3.1.3. Quasi-ideals in ring schemes. Now let C be a ring scheme over some scheme S. Then
by a quasi-ideal in C we mean a pair (I, d), where I is a commutative group S-scheme
equipped with an action of C and d : I → C is a C-linear morphism such that for every
S-scheme S ′ and every x, y ∈ C(S ′) condition (3.1) holds.
3.2. The group scheme G♯a.
3.2.1. Definition of G♯a. Let G
♯
a := SpecA, where A ⊂ Q[x] is the subring generated by the
elements
un := x
pn/p
pn−1
p−1 , n ≥ 0.
It is easy to see that the ideal of relations between the un’s is generated by the relations
upn = pun+1.
Since p
pn−1
p−1 ∈ (pn)! · Z×p , there is a unique homomorphism ∆ : A → A ⊗ A such that
∆(x) = x ⊗ 1 + 1 ⊗ x. The pair (A,∆) is a Hopf algebra over Z. So G♯a is a group scheme
over Z.
3.2.2. Remarks. (i) G♯a ⊗ Z(p) is just the PD-hull of zero in Ga ⊗ Z(p).
(ii) The embedding Z[x] →֒ A induces a morphism of group schemes
(3.2) G♯a → Ga.
(iii) The morphism (3.2) induces an isomorphism G♯a ⊗Q→ Ga ⊗Q.
Lemma 3.2.3. Let un ∈ A be as in §3.2.1. If n > 0 then ∆(un) − un ⊗ 1 − 1 ⊗ un is not
divisible by any prime.
Proof. As a Z-module, A has a basis formed by elements of the form
∏
i
uaii , where 0 ≤ ai < p
and almost all numbers ai are zero. The coefficient of u0 ⊗
n−1∏
i=0
up−1i in ∆(un) equals 1. 
3.2.4. G♯a as a quasi-ideal in Ga. There is a unique action of the ring scheme Ga on G
♯
a
inducing the usual action of Ga ⊗ Q on G
♯
a ⊗ Q = Ga ⊗ Q. Thus G
♯
a is a Ga-module.
Moreover, the morphism (3.2) makes G♯a into a quasi-ideal in Ga (in the sense of §3.1.3).
3.2.5. W (F ) as a quasi-ideal in Ga. Let W be the ring scheme over Z formed by p-typical
Witt vectors. Let W (F ) := Ker(F : W → W ). The action of W on W (F ) factors through
W/VW = Ga. The composite map
W (F ) →֒ W ։ W/VW = Ga
is a morphism of Ga-modules, which makes G
♯
a into a quasi-ideal in Ga.
Lemma 3.2.6. G♯a and W
(F ) are isomorphic as quasi-ideals in Ga. Such an isomorphism
is unique.
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Proof. Uniqueness is clear. To construct the isomorphism, G♯a
∼
−→ W (F ), we will use the
approach to W developed by Joyal [J85] (an exposition of this approach can be found in
[B16] and [BG, §1]).
Let B be the coordinate ring of W . Let F ∗ : B → B be the homomorphism corresponding
to F : W →W . The map W ⊗ Fp →W ⊗ Fp induced by F is the usual Frobenius, so there
is a map δ : B → B such that F ∗(b) = bp + pδ(b) for all b ∈ B (of course, the map δ is
neither additive nor multiplicative).
The pair (B, δ) is a δ-ring in the sense of [J85]. The main theorem of [J85] says that
B is the free δ-ring on y0, where y0 ∈ B corresponds to the canonical homomorphism
W → W/VW = Ga. This means that as a ring, B is freely generated by the elements
yn := δ
n(y0), n ≥ 0. We have F
∗(yn) = y
p
n + pyn+1. The closed subscheme
{0} ⊂W = SpecB
identifies with SpecB/(y0, y1, . . .). This implies that the closed subscheme W
(F ) ⊂W iden-
tifies with Spec(B/I), where the ideal I ⊂ B is generated by ypn + pyn+1, n ≥ 0. On the
other hand, B/I identifies with the ring A from §3.2.1 via the epimorphism B ։ A that
takes yn to (−1)
nun. 
3.3. The group schemes W× and (W×)(F ).
Lemma 3.3.1. Let R be a p-nilpotent ring. Then
(i) a Witt vector α ∈ W (R) is invertible if and only if its 0th component is;
(ii) α ∈ W (R) is invertible if and only if F (α) is.
Proof. The ideal Ker(W (R) → W (R/pR)) is nilpotent. So we can assume that R is an
Fp-algebra.
To prove (i), it suffices to show that for any x ∈ W (R) one has 1+ V x ∈ W (R)×. Indeed,
since V F = FV = p we have (V x)n = pn−1V (xn) = V n(F n−1x), so V x is topologically
nilpotent.
Statement (ii) follows from (i) because F : W ⊗ Fp → W ⊗ Fp is the usual Frobenius. 
Remark 3.3.2. For any ring R one can show by induction that an element of Wn(R) is
invertible if and only if all of its ghost components are.
3.3.3. The group scheme (W×)(F ). Let
(W×)(F ) := Ker(F : W× →W×),
where W× is the multiplicative group of the ring scheme W . Then (W×)(F ) identifies with
the multiplicative group of the non-unital ring scheme12 W (F ).
On the other hand, let G♯m be the multiplicative group of the non-unital ring scheme G
♯
a;
here G♯a is equipped with the multiplication that comes as explained in §3.1.2(ii) from the
quasi-ideal structure described in §3.2.4. Note that G♯m⊗Z(p) is the PD-hull of 1 in Gm⊗Z(p).
Lemma 3.2.6 provides an isomorphism G♯a
∼
−→W (F ). It is an isomorphism between quasi-
ideals in Ga and therefore a ring homomorphism. So it induces an isomorphism of group
schemes
(3.3) (W×)(F )
∼
−→ G♯m.
12By definition, the multiplicative group of a non-unital ring A is Ker(A˜× → Z×), where A˜ := Z⊕A is the
ring obtained by formally adding the unit to A.
21
3.4. Faithful flatness of F : W → W and F : W× → W×. Joyal’s description of W (see
the proof of Lemma 3.2.6) shows that the morphism F : W → W is faithfully flat.
Here is another proof. It suffices to check faithful flatness of F : Wn+1 → Wn for each n.
This reduces to proving faithful flatness of the two maps
F :Wn+1 ⊗ Z[1/p]→Wn ⊗ Z[1/p], F : Wn+1 ⊗ Fp →Wn ⊗ Fp.
The first map can be treated using ghost components. The second map is just the composite
of the projection Wn+1 ⊗ Fp →Wn ⊗ Fp and the usual Frobenius.
The same argument proves faithful flatness of F :W× →W×.
3.5. The Picard stack Cone(G♯a → Ga) in terms of W . We will be using the notation
Cone from §1.3.2.
Proposition 3.5.1. One has a canonical isomorphism of Picard stacks over Z
Cone(G♯a → Ga)
∼
−→ Cone(W
p
−→W )
Proof. By Lemma 3.2.6, Cone(G♯a → Ga) = Cone(W
(F ) →W/VW ). We have
Cone(W (F ) →W/VW ) = Cone(VW →W/W (F )) = Cone(VW
F
−→W ),
where the second equality follows from §3.4. But Cone(VW
F
−→ W ) = Cone(W
FV
−→ W )
and FV = p. 
3.6. Generalities on WS-modules. Let WS :=W × S; this is a ring scheme over S. By a
WS-module we mean a commutative affine group scheme over S equipped with an action of
the ring scheme WS.
3.6.1. HomW and HomW . IfM and N areWS-modules we write HomW (M,N) for the group
of all WS-morphisms M → N .
Let A be the category of fpqc-sheaves of abelian groups on the category of S-schemes.
Sometimes it is convenient to embed the category of WS-modules into the bigger category of
objects of A equipped with aWS-action. GivenWS-modulesM and N , one defines an object
HomW (M,N) in the bigger category; namely, HomW (M,N) is the contravariant functor
S ′ 7→ HomW (M ×S S
′, N ×S S
′).
In some important cases this functor turns out to be representable; then HomW (M,N) is a
WS-module.
3.6.2. The functor M 7→ M (n). Let n ∈ Z, n ≥ 0. Let M be a WS-module. Precomposing
the action of WS on M with F
n : WS → WS, we get a new WS-module structure on the
group scheme underlying M ; the new WS-module will be denoted by M
(n).
3.7. Examples of WS-modules. Define WS-modules (Ga)S and (G
♯
a)S as follows:
(Ga)S := Ga × S, (G
♯
a)S := G
♯
a × S,
where the ring schemeW acts on Ga via the canonical ring epimorphismW ։ W/VW = Ga.
Applying §3.6.2 to the WS-modules WS and (Ga)S, we get WS-modules W
(n)
S and (Ga)
(n)
S for
each integer n ≥ 0.
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We have a WS-module homomorphism F : WS → W
(1)
S , which is a faithfully flat map
by §3.4. Its kernel is denoted by W
(F )
S . By Lemma 3.2.6, we have a canonical isomorphism
W
(F )
S
∼
−→ (G♯a)S.
In addition to the exact sequence
(3.4) 0→W
(F )
S →WS
F
−→W
(1)
S → 0.
we have the exact sequence
(3.5) 0→ W
(1)
S
V
−→ WS → (Ga)S → 0.
3.8. Duality between exact sequences (3.4) and (3.5). The goal of this subsection is to
prove Proposition 3.8.3.
Lemma 3.8.1. (i) If n > 0 then HomW (W
(F )
S , (Ga)
(n)
S ) = 0.
(ii) The WS-module morphisms W
(F )
S →֒ WS ։ (Ga)S induce an isomorphism
H0(S,OS) = HomW ((Ga)S, (Ga)S)
∼
−→ HomW (W
(F )
S , (Ga)S).
Proof. By Lemma 3.2.6, we can replace W
(F )
S by (G
♯
a)S. We can assume that S is affine,
S = SpecR. Let A and un be as in §3.2.1. Recall that (G
♯
a)S = Spec(A⊗R).
Let f ∈ HomW (W
(F )
S , (Ga)
(n)
S ). Since f commutes with the action of Teichmüller elements
of the Witt ring, we see that the function f ∈ A⊗R is homogeneous of degree pn. So f = cun
for some c ∈ R. If n > 0 then c = 0 by Lemma 3.2.3. 
Lemma 3.8.2. (i) The multiplication pairing
(3.6) WS ×WS →WS
kills W
(F )
S × V (W
(1)
S ) ⊂WS ×WS.
(ii) The kernel of the morphismWS → HomW (V (W
(1)
S ),WS) induced by (3.6) equalsW
(F )
S .
(iii) The kernel of the morphismWS → HomW (W
(F )
S ,WS) induced by (3.6) equals V (W
(1)
S ).
Proof. Statement (i) is clear. To prove (ii), use the section V (1) of the S-scheme V (W
(1)
S ).
Statement (iii) follows from (i) and the equality
Ker((Ga)S → HomW (W
(F )
S ,W
(F )
S ) = 0;
this equality is clear because W
(F )
S = (G
♯
a)S. 
By Lemma 3.8.2(i), the pairing (3.6) and the exact sequences (3.4)-(3.5) yield WS-bilinear
pairings
(3.7) W
(1)
S ×W
(1)
S →WS,
(3.8) (Ga)S ×W
(F )
S →WS.
The pairing (3.7) is symmetric; in fact, this is just the multiplication W
(1)
S ×W
(1)
S → W
(1)
S
followed by V : W
(1)
S →֒WS. The pairing (3.8) is the composite
(Ga)S ×W
(F )
S → W
(F )
S →֒ WS,
where the first map is the action of (Ga)S on W
(F )
S .
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Proposition 3.8.3. The pairings (3.7) and (3.8) induce isomorphisms
(3.9) W
(1)
S
∼
−→ HomW (W
(1)
S ,WS),
(3.10) W
(F )
S
∼
−→ HomW ((Ga)S,WS),
(3.11) (Ga)S
∼
−→ HomW (W
(F )
S ,WS).
Proof. The statements about HomW (W
(1)
S ,WS) and HomW ((Ga)S,WS) are easy because
W
(1)
S and (Ga)S appear as quotients of WS. More precisely, they are equivalent to Lem-
mas 3.8.2(iii) and 3.8.2(ii), respectively.
To prove the statement about HomW (W
(F )
S ,WS), use Lemma 3.8.1 and the filtration
(3.12) WS ⊃ V (W
(1)
S ) ⊃ V
2(W
(2)
S ) ⊃ . . . ,
whose successive quotients are the WS-modules (Ga)
(n)
S , n ≥ 0. 
3.9. More computations of HomW .
Proposition 3.9.1. (i) The action of (Ga)S on W
(F )
S induces an isomorphism
(Ga)S
∼
−→ HomW (W
(F )
S ,W
(F )
S ).
(ii) HomW (W
(F )
S ,W
(1)
S ) = 0.
(iii) The morphism F : WS →W
(1)
S induces isomorphisms
(3.13) HomW (W
(1)
S ,W
(1)
S )
∼
−→ HomW (WS,W
(1)
S ) = W
(1)
S ,
(3.14) HomW (W
(1)
S ,W
(F )
S )
∼
−→ Ker(W
(F )
S → (Ga)S) = Ker((G
♯
a)S → (Ga)S).
Proof. Statement (i) follows from (3.11). Statement (ii) is deduced from Lemma 3.8.1(i) using
the filtration (3.12). The isomorphism (3.13) follows from the fact that the WS-module W
(1)
S
is killed by W
(F )
S ⊂WS. The isomorphism (3.14) follows from (3.11). 
3.9.2. Remarks. (i) Although the map G♯a ⊗ Z[1/p] → Ga ⊗ Z[1/p] is an isomorphism, it is
easy to see from §3.2.1 that Ker(G♯a → Ga) 6= 0.
(ii) By Proposition 3.5.1, the r.h.s. of (3.14) can be rewritten as Ker(WS
p
−→ WS).
3.10. Extensions of W
(1)
S by W
(F )
S . Given WS-modules M and N , let ExW (M,N) denote
the Picard stack over S whose S ′-points are extensions of N×S S
′ byM×S S
′. The following
statement strengthens formula (3.14).
Proposition 3.10.1. One has a canonical isomorphism
(3.15) ExW (W
(1)
S ,W
(F )
S )
∼
−→ Cone(W
(F )
S → (Ga)S) = Cone((G
♯
a)S → (Ga)S).
In particular, the stack ExW (W
(1)
S ,W
(F )
S ) is algebraic.
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Proof. Let S ′ be an S-scheme. Pushing forward the canonical extension
0→W
(F )
S′ → WS′
F
−→ W
(1)
S′ → 0
via a morphism W
(F )
S′ →W
(F )
S′ , one gets a new extension
(3.16) 0→W
(F )
S′ →M
π
−→W
(1)
S′ → 0.
Thus one gets an isomorphism of Picard groupoids
Cone(HomW (WS′,W
(F )
S′ ))→ HomW (W
(F )
S′ ,W
(F )
S′ ))
∼
−→ ExgoodW (W
(1)
S′ ,W
(F )
S′ ),
where ExgoodW (W
(1)
S′ ,W
(F )
S′ ) is the groupoid of those extensions (3.16) for which there exists
a section S ′ → π−1(1) ⊂ M . For any extension (3.16), such a section exists fpqc-locally
on S ′ (because π is faithfully flat and therefore π−1(1) is faithfully flat over S ′). So we get
an isomorphism of Picard stacks
Cone(W
(F )
S → HomW (W
(F )
S ,W
(F )
S ))
∼
−→ ExW (W
(1)
S ,W
(F )
S ).
To get (3.15), it remains to use the canonical isomorphism (Ga)S
∼
−→ HomW (W
(F )
S ,W
(F )
S ),
see Proposition 3.9.1(i). 
Combining Propositions 3.10.1 and 3.5.1, we get a canonical isomorphism
(3.17) ExW (W
(1)
S ,W
(F )
S )
∼
−→ Cone(WS
p
−→WS).
We will also give its direct construction (see §3.10.4 below). It is based on the following
Lemma 3.10.2. For every scheme S, every exact sequence 0→ W
(F )
S
i
−→ M
π
−→W
(1)
S → 0
Zariski-locally on S admits a rigidification of the following type: a WS-morphism
r : M →WS
such that r|
W
(F )
S
= id. All such rigidifications form a torsor over HomW (W
(1)
S ,WS) ≃W
(1)
S .
Proof. The lemma is a consequence of the following fact, which can be easily deduced from
Proposition 3.9.1(i): every extension of W
(1)
S by WS splits Zariski-locally on S.
Here is a slightly more direct proof. We already know that HomW (W
(1)
S ,WS) ≃ W
(1)
S ,
see (3.9). Since every W
(1)
S -torsor is Zariski-locally trivial, it suffices to prove that r exists
fpqc-locally. So we can assume that there exists a WS-morphism σ : WS → M such that
π ◦σ = F . A choice of σ realizes our exact sequence as a pushforward of the canonical exact
sequence
(3.18) 0→ W
(F )
S → WS
F
−→W
(1)
S → 0
via some h : W
(F )
S → W
(F )
S . Constructing r is equivalent to extending h to a morphism
WS →WS. This is possible by Proposition 3.9.1(i). 
Corollary 3.10.3. Every extension of W
(1)
S by W
(F )
S can be Zariski-locally on S obtained as
a pullback of (3.18) via some ζ ∈ EndW (W
(1)
S ). 
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3.10.4. Direct construction of (3.17). By Lemma 3.10.2 and Corollary 3.10.3,
ExW (W
(1)
S ,W
(F )
S ) = Cone(HomW (W
(1)
S ,WS)
g
−→ HomW (W
(1)
S ,W
(1)
S )),
where the map g comes from F : WS →W
(1)
S . Using (3.9), (3.13), and the formula FV = p,
one identifies g with the map W
(1)
S
p
−→W
(1)
S .
Lemma 3.10.5. Let S be a perfect Fp-scheme. Then the Picard groupoid of WS-module
extensions of W
(1)
S by (G
♯
a)S = W
(F )
S identifies with the group H
0(S,OS) as follows: the
extension corresponding to u ∈ H0(S,OS) is the pushforward of the canonical extension
0→ W (F )S → WS
F
−→W (1)S → 0
via u :W
(F )
S →W
(F )
S .
Proof. By Proposition 3.10.1, a WS-module extension of W
(1)
S by W
(F )
S is the same as an S-
point of the S-stack Cone(W
(F )
S → (Ga)S), i.e., aW
(F )
S -torsor T over S equipped with aW
(F )
S -
equivariant S-morphism T → (Ga)S. It remains to show that any W
(F )
S -torsor T has one
and only one section σ : S → T . Uniqueness is clear because S is reduced. To construct σ,
first note that the absolute Frobenius FrT : T → T factors as T ։ T/W
(F )
S = S
f
−→ T ; then
set σ := f ◦ Fr−1S (by perfectness, FrS is invertible). 
3.11. Admissible WS-modules.
Definition 3.11.1. A WS-module is said to be invertible if it is locally isomorphic to WS.
Remark 3.11.2. In the above definition the word “locally" can be understood in either the
Zariski or fpqc sense (the W ∗-torsors are the same).
3.11.3. Notation. Let L be a line bundle on S. Then L is a module over the ring scheme
(Ga)S, and we set
L
♯ := L ⊗(Ga)S W
(F )
S = L ⊗(Ga)S (G
♯
a)S.
If S is a Z(p)-scheme then L
♯ is the PD-hull of the group scheme L along its zero section.
Lemma 3.11.4. (i) The functor M 7→ M (1) from §3.6.2 induces an equivalence between
the category of invertible WS-modules and the category of WS-modules locally isomorphic
to W
(1)
S .
(ii) The functor L 7→ L ♯ induces an equivalence between the category of line bundles L
on S and the category of WS-modules locally isomorphic to W
(F )
S . The inverse functor is
M 7→ HomW (W
(F )
S ,M).
Proof. Statement (i) follows from (3.13). Statement (ii) follows from Proposition 3.9.1(i). 
3.11.5. Remark. Similarly to Remark 3.11.2, in the above lemma the word “locally" can be
understood in either the Zariski or fpqc sense.
Definition 3.11.6. AWS-moduleM is said to be admissible if there exists an exact sequence
of WS-modules
(3.19) 0→M0 →M → M
′ → 0,
where M0 is locally isomorphic to W
(F )
S and M
′ is locally isomorphic to W
(1)
S .
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Lemma 3.11.7. The exact sequence (3.19) is essentially unique if it exists. Moreover, it is
functorial in M .
Proof. Follows from Proposition 3.9.1(ii). 
3.11.8. Remarks. (i) By the previous lemma, admissibility of a WS-module is a local prop-
erty.
(ii) By Lemma 3.11.4(ii), the exact sequence (3.19) can be rewritten as
(3.20) 0→ L ♯ →M → M ′ → 0,
where L is a line bundle on S. Here L = LM := HomW (W
(F )
S ,M0) = HomW (W
(F )
S ,M).
(iii) The exact sequence (3.4) shows that any invertible WS-module M is admissible. In
this case
(3.21) M ′ =M ⊗W
(1)
S
and L = M ⊗ (Ga)S. Formula (3.21) can be rewritten in the spirit of Lemma 3.11.4(i) as
M ′ = N (1), where N =M ⊗WS ,F WS.
(iv) If S is a Z[p−1]-scheme then all admissible WS-modules are invertible because for
every open S ′ ⊂ S one has ExW (W
(1)
S′ ,W
(F )
S′ ) = 0 by (3.15) or (3.17).
Lemma 3.11.9. Let S = Spec k, where k is a field of characteristic p. Then
(i) the admissible WS-module W
(F )
S ⊕W
(1)
S is not invertible;
(ii) if k is perfect then any admissible WS-module is isomorphic to WS or to W
(F )
S ⊕W
(1)
S .
Proof. Statement (i) is clear because W
(F )
S is not reduced as a scheme. Statement (ii) can be
deduced from (3.17) and the fact thatW (k)/pW (k) = k (which follows from perfectness). 
Lemma 3.11.10. Let M be an admissible WS-module. Then
(i) HomW (M,WS) exists as a scheme affine over S;
(ii) the exact sequence (3.19) induces an exact sequence
0→ HomW (M
′,WS)→ HomW (M,WS)→ HomW (M0,WS)→ 0.
Proof. This is a reformulation of Lemma 3.10.2. 
Lemma 3.11.11. Let M be an admissible WS-module and ξ : M → WS a WS-morphism.
Then (M, ξ) is a quasi-ideal in WS.
Proof. We have to show that for every S-scheme S ′ one has
(3.22) ξ(α)β − ξ(β)α = 0 for all α, β ∈M(S ′).
We can assume that M is an extension of W
(1)
S by W
(F )
S .
By (3.11), the identity (3.22) holds if α and β are sections of W
(F )
S . So considering the
l.h.s. of (3.22) when α is a section of W
(F )
S and β is arbitrary, we get a WS-bilinear pairing
W
(F )
S ×W
(1)
S →WS. But all such pairings are zero by (3.13) and Proposition 3.9.1(ii).
Thus the l.h.s. of (3.22) defines aWS-bilinear pairing B : W
(1)
S ×W
(1)
S →WS. It is strongly
skew-symmetric (i.e.,the restriction of B to the diagonal is zero). So using the epimorphism
F : WS ։W
(1)
S , we see that B = 0. 
3.12. The c-stack Adm and the g-stacks AdmL .
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3.12.1. Definition of Adm. For a scheme S, let Adm(S) be the category whose objects are
admissible WS-modules and whose morphisms are those WS-linear maps M1 → M2 that
induce an isomorphism M ′1
∼
−→M ′2. We have a functor
Adm(S)→ {line bundles on S}, M 7→ LM ,
where LM is as in Remark 3.11.8(ii). This functor is a left fibration in the sense of §2.6.1;
equivalently, it makes Adm(S) into a category cofibered in groupoids over the category of
lines bundles on S.
By Lemma 3.11.7 or Remark 3.11.8(i), the assignment S 7→ Adm(S) is a c-stack for the
fpqc topology (not merely a c-prestack).
3.12.2. Definition of AdmL . Now fix a scheme S and a line bundle L on S. Define a g-
stack AdmL over S as follows: for an S-scheme S
′, let AdmL (S
′) be the groupoid of objects
M ∈ Adm(S ′) equipped with an isomorphism LM
∼
−→ L ×S S
′.
The g-stackAdmL depends functorially on L , and the assignment L 7→ AdmL commutes
with base change S˜ → S. We can think of the c-stack Adm as such a collection of g-
stacks AdmL .
Proposition 3.12.3. (i) The c-stack Adm is algebraic.
(ii) The g-stacks AdmL are algebraic.
Proof. Statements (i) and (ii) are equivalent. Statement (ii) follows from algebraicity of the
stack ExW (W
(1)
S ,W
(F )
S ), see Proposition 3.10.1 or formula (3.17). 
In Appendix A we will describe a concrete presentation of Adm and of the algebraic
c-stacks defined in the next subsection.
3.13. The diagram Adm+ → A˜dm→ Adm.
3.13.1. The stack Inv. Let Inv(S) be the groupoid of invertibleWS-modules. The g-stack Inv
is algebraic: this is just the classifying stack ofW×. By §3.11.8(iii), all invertible WS-module
are admissible, so we get a functor Inv(S)→ Adm(S).
Recall that a scheme S is said to be p-nilpotent if the element p ∈ H0(S,OS) is locally
nilpotent.
Lemma 3.13.2. (i) If S is p-nilpotent then the functor Inv(S)→ Adm(S) is fully faithful.
(ii) For every n ∈ N, the morphism Inv⊗Z/pnZ → Adm⊗Z/pnZ is an affine open
immersion. It is also a right fibration in the sense of §2.6.
Statement (ii) will be slightly refined in Proposition 3.13.8.
Proof. If R is a ring in which p is nilpotent and w ∈ W (R) is such that F (w) ∈ W (R)× then
w ∈ W (R)× by Lemma 3.3.1(ii). Statement (i) follows.
To prove the first part of (ii), we have to show that for any p-nilpotent scheme S and any
M ∈ Adm(S), the corresponding fiber product S×Adm Inv is an open subscheme of S which
is affine over S. By Corollary 3.10.3, we can assume that M is the extension of W
(1)
S by
W
(F )
S obtained as a pullback of the canonical exact sequence
(3.23) 0→ W
(F )
S → WS
F
−→W
(1)
S → 0
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via some ζ ∈ EndW (W
(1)
S ) =W
(1)(S). We will show that in this situation
(3.24) S ×Adm Inv = D(ζ0),
where ζ0 is the 0th component of the Witt vector ζ ∈ W
(1)(S) and D(ζ0) ⊂ S is the open
subscheme ζ0 6= 0. It suffices to prove (3.24) if ζ0 is either invertible or zero.
Suppose that ζ0 is invertible. Then ζ is invertible by Lemma 3.3.1(i). So the ζ-pullback
of (3.23) is isomorphic to (3.23). Therefore M is invertible.
To finish the proof of the first part of (ii), it remains to show that if ζ0 = 0 and S is the
spectrum of a perfect field of characteristic p then M is not invertible. Indeed, perfectness
implies that ζ is divisible by p, so the ζ-pullback of (3.23) splits by (3.17). But W
(F )
S ⊕W
(1)
S
is not invertible, see Lemma 3.11.9(i).
To prove the second part of (ii), we have to show that if S is a p-nilpotent scheme and
f : M1 → M2 is a morphism in Adm(S) then invertibility of M2 implies that of M1. We
have proved that invertibility is an open condition, so we can assume that S is the spectrum
of a perfect field. By Lemma 3.11.9(ii), in this case this amounts to checking that there are
no WS-morphisms g : W
(F )
S ⊕W
(1)
S → WS such that the composite morphism
W
(1)
S →֒ W
(F )
S ⊕W
(1)
S
g
−→ WS
F
−→W
(1)
S
is an isomorphism. This is clear because every morphism W
(1)
S → WS lands into the sub-
module V (W
(1)
S ) ⊂WS, see fromula (3.9). 
3.13.3. The stacks Adm+ and A˜dm. Let Adm+(S) be the category whose objects are triples
(P,M, f), where P ∈ Inv(S), M ∈ Adm(S), and f is an Adm(S)-morphism P → M ;
by a morphism (P1,M1, f1) → (P2,M2, f2) we mean a pair (g, h), where g : P1 → P2 is an
isomorphism, h : M1 →M2 is an Adm(S)-morphism, and hf1 = f2g.
Let A˜dm(S) be the category whose objects are triples (P,M, φ), where P ∈ Inv(S), M ∈
Adm(S), and φ : P ′
∼
−→ M ′ is an isomorphism; by a morphism (P1,M1, φ1) → (P2,M2, φ2)
we mean a pair (g, h), where g : P1 → P2 is an isomorphism, h : M1 → M2 is an Adm(S)-
morphism, and h′φ1 = φ2g
′.
The stacks Adm+ and A˜dm are algebraic because Adm and Inv are (see Proposition 3.12.3
and §3.13.1). We have the forgetful morphisms
(3.25) Adm+ → A˜dm→ Adm .
They are left fibrations in the sense of §2.6.3.
3.13.4. The morphism Adm+ → Inv. Let (P,M, f) ∈ Adm+(S). Then we have line bundles
L = LM := HomW (W
(F ),M) and LP := P/V (P
′) ≃ HomW (W
(F ), P ). Moreover, f
induces a morphism ϕ : LP → L . Note that the exact sequence 0→ L
♯ → M → M ′ → 0
is just the pushforward of the exact sequence 0 → L ♯P → P → P
′ → 0 with respect to
ϕ♯ : L ♯P → L
♯. So we can think of Adm+(S) as follows: an object of Adm+(S) is a
triple (P,L , ϕ : LP → L ), where P ∈ Inv(S) and L is a line bundle on S; a morphism
(P1,L1, ϕ1) → (P2,L2, ϕ2) is a pair (g, h), where g : P1 → P2 is an isomorphism, h : L1 →
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L2 is a morphism, and the corresponding diagram
LP1
ϕ1
//

L1
h

LP2
ϕ2
// L2
commutes.
Thus the morphism Adm+ → Inv is very simple. Indeed, one can think of ϕ : LP → L
as a section of the line bundle N = L ⊗−1P ⊗L , so we get an isomorphism
(3.26) Adm+
∼
−→ Inv×(A1/Gm)+,
where (A1/Gm)+ is the c-stack whose S-points are line bundles on S equipped with a section.
3.13.5. The open immersion j : Inv →֒ Adm+. For every scheme S, the groupoid Inv(S)
identifies with the full subcategory of triples (P,M, f) ∈ Adm+(S) such that f is invertible.
Invertibility of f is equivalent to invertibility of the morphism ϕ : LP → L from §3.13.4.
So we get an open immersion j : Inv →֒ Adm+. One has
(3.27) j(Inv) = Adm+ \Adm
0
+,
where Adm0+ ⊂ Adm+ is the closed substack defined by the equation ϕ = 0.
The isomorphism (3.26) identifies j(Inv) ⊂ Adm+ with Inv×(Gm/Gm) ⊂ Inv×(A
1/Gm)+.
Proposition 3.13.6. (i) The morphisms (3.25) are faithfully flat.
(ii) The morphism A˜dm→ Adm is a G♯m-gerbe.
(iii) The morphism Adm+ → A˜dm is an H-torsor, where H is the following group scheme
over A˜dm: an S-point of H is a quadruple (P,M, φ, σ), where (P,M, φ) ∈ A˜dm(S) and σ is
a section of the group scheme (L ⊗−1P ⊗LM)
♯.
Proof. Statement (ii) follows from the isomorphism (3.3). Statement (iii) is clear. State-
ment (i) follows from (ii) and (iii). 
Proposition 3.13.7. There exists a morphism Adm⊗Fp → Adm+⊗Fp such that each of
the composite morphisms
Adm+⊗Fp → A˜dm⊗ Fp → Adm⊗Fp → Adm+⊗Fp ,
A˜dm⊗ Fp → Adm⊗Fp → Adm+⊗Fp → A˜dm⊗ Fp ,
Adm⊗Fp → Adm+⊗Fp → A˜dm⊗ Fp → Adm⊗Fp
is isomorphic to the Frobenius. Here the morphisms Adm+⊗Fp → A˜dm ⊗ Fp → Adm⊗Fp
come from (3.25).
Proof. Let us start with some general remarks. If S is an Fp-scheme then for any scheme X
over S we have the geometric Frobenius F : X → Fr∗S X. If X = WS then Fr
∗
SX =WS, and
the geometric Frobenius WS → WS equals the Witt vector Frobenius WS → WS (so there
is no risk of confusion between the two F ’s). If M is a WS-module then F : M → Fr
∗
SM is
F -linear with respect to the WS-action; in other words, we have a WS-linear morphism
(3.28) F : M → (Fr∗S M)
(1).
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Now let us construct the promised functor Adm(S)→ Adm+(S), where S is an Fp-scheme.
Let M be an admissible WS-module. By Lemma 3.11.4(i), we can write M
′ = P (1) for a
unique invertible WS-module P . The morphism (3.28) kills the submodule M0 ⊂ M , so it
induces a morphism M ′ → (Fr∗SM)
(1) or equivalently, a morphism f : P → Fr∗SM . The
triple (P,Fr∗SM, f) is an object of Adm+(S). 
Proposition 3.13.8. There exists a weakly invertible covariant O-module13 A on Adm⊗Fp
and a section σ ∈ H0(Adm⊗Fp,A) such that the substack Inv⊗Fp ⊂ Adm⊗Fp is the
complement of the substack of zeros of σ.
This is a slight refinement of Lemma 3.13.2(ii). To deduce the second part of Lemma 3.13.2(ii)
from the proposition, note that the closed substack
Spec Coker(A−1
σ
−→ OAdm⊗Fp) ⊂ Adm⊗Fp
is left-fibered over Adm⊗Fp by §2.7.7, so its complement is right-fibered over Adm⊗Fp
by §2.6.7.
Proof. Let h : Adm⊗Fp → Adm+⊗Fp ⊂ Adm+ be the morphism constructed in the proof of
Proposition 3.13.7. Then the h-preimage of the open substack j(Inv) ⊂ Adm+ from §3.13.5
equals Inv⊗Fp. So Inv⊗Fp = (Adm⊗Fp) \ h
−1(Adm0+), where Adm
0
+ ⊂ Adm+ is as in
(3.27). By definition, Adm0+ is the substack of zeros of a certain weakly invertible covariant
O-module on Adm+.
Let S be an Fp-scheme andM ∈ Adm(S). Let f : P → Fr
∗
S M be as in the proof of Proposi-
tion 3.13.7. Then f induces a morphism B → Fr∗L = L ⊗p, where B := (M ′)(−1)⊗WS (Ga)S
is a line bundle. This gives a section σ ∈ H0(S,A), where A := B−1 ⊗ L ⊗p. It has the
required property. 
4. The stack Σ
From now on, we fix a prime p. Recall that a scheme S is said to be p-nilpotent if the
element p ∈ H0(S,OS) is locally nilpotent; this is a natural class of “test schemes", as
explained in §2.9.4.
4.1. The formal scheme Wprim.
4.1.1. A locally closed subscheme of W . Let A ⊂ W ⊗ Fp be the locally closed subscheme
obtained by removing Ker(W ։ W2)⊗ Fp from Ker(W ։ W1)⊗ Fp. In terms of the usual
coordinates x0, x1, . . . on the scheme W , the subscheme A ⊂ W is defined by the equations
p = x0 = 0 and the inequality x1 6= 0.
4.1.2. Definition of Wprim. Define Wprim to be the formal completion of W along the locally
closed subscheme A from §4.1.1.
In other words, for any scheme S, an S-point of Wprim is a morphism S → W which
maps Sred to A. If S is p-nilpotent and if we think of a morphism S → W as a sequence of
functions xn ∈ H
0(S,OS) then the condition is that x0 is nilpotent and x1 is invertible. If S
is not p-nilpotent then Wprim(S) = ∅.
13This notion was introduced in §2.7.3. Recall that a weakly invertible O-module defines a line bundle on
the underlying g-stack.
31
It is clear that Wprim is a formal affine scheme. In terms of the usual coordinates x0, x1, . . .
on W , the coordinate ring of Wprim is the completion of Zp[x0, x1, . . .][x
−1
1 ] with respect to
the ideal (p, x0) or equivalently, the p-adic completion of Zp[x1, x
−1
1 , x2, x3, . . .][[x0]].
Probably Wprim should be called the formal scheme of primitive
14 Witt vectors of degree 1.
However, we always skip the words “of degree 1" (primitive Witt vectors of degrees different
from 1 never appear in this work).
Lemma 4.1.3. (i) The morphism F : W → W induces a morphism Wprim → Wprim (also
denoted by F ).
(ii) The morphism F : Wprim →Wprim is schematic and faithfully flat.
(iii) The following diagram is Cartesian:
Wprim
F
//

Wprim

W
F
// W
Proof. The morphism F : W ⊗ Fp → W ⊗ Fp is the usual Frobenius. Combining this with
the description of Wprim(S) from §4.1.2, we see that for any scheme S, the preimage of
Wprim(S) ⊂ W (S) with respect to F : W (S) → W (S) equals Wprim(S). This proves (i)
and (iii). Statement (ii) follows from (iii) and §3.4. 
4.2. Definition of Σ.
4.2.1. Σ as a quotient stack. The stack Σ is defined as follows:
(4.1) Σ :=Wprim/W
×.
In other words, Σ is the fpqc-sheafification of the presheaf of groupoids
R 7→ Wprim(R)/W (R)
×.
It is also the Zariski sheafification of this presheaf (because allW×-torsors are locally trivial).
It is clear that Σ is a formal stack in the sense of §2.9.1 and moreover, a strongly adic stack
in the sense of §2.9.7.
To describe S-points of Σ, we need the following definition.
Definition 4.2.2. Let S be a p-nilpotent scheme and M a WS-module in the sense of §3.6.
A WS-morphism ξ : M →WS is said to be primitive
15 if for every s ∈ S one has
(Ms)red ⊂ Ker ξ1, (Ms)red 6⊂ Ker ξ2,
where ξn : M → (Wn)S is the composite map M
ξ
−→ WS ։ (Wn)S.
14The word “primitive" is used in a similar context in [FF, §2.2.2.1] and [SW, Definition 6.2.9].
15The true name should be “primitive of degree 1", see the end of §4.1.2.
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4.2.3. S-points of Σ. Recall that a WS-module is said to be invertible if it is locally
16 iso-
morphic to WS. An invertible WS-module is essentially the same as a W
×
S -torsor. Note that
if a WS-module M is invertible then (Ms)red = Ms for all s ∈ S.
It is clear from (4.1) that if S is a p-nilpotent scheme then Σ(S) identifies with the groupoid
of pairs (M, ξ), where M is an invertible WS-module and ξ : M → WS is a primitive WS-
morphism. If S is not p-nilpotent then Σ(S) = ∅.
The following lemma is not used in the rest of the article. It is a variant of the last
statement of [BS, Lemma 3.6].
Lemma 4.2.4. If S is affine and (M, ξ) is as in §4.2.3 then M⊗p is (noncanonically) trivial.
Proof. Using the Teichmüller embedding Gm ⊂W
×, we can factor the morphism Wprim → Σ
as follows:
Wprim →Wprim/µp → Wprim/Gm → Wprim/W
× = Σ.
It suffices to show that the functor Mor(S,Wprim/µp) → Mor(S,Σ) is essentially surjective.
The functor Mor(S,Wprim/Gm)→ Mor(S,Σ) is essentially surjective because S is affine and
the group W×/Gm is pro-unipotent. Finally, the morphism Wprim/µp → Wprim/Gm admits
a section given by the equation xp0/x1 = 1, where xi’s are the usual coordinates on W . 
4.2.5. The morphism F : Σ→ Σ. By (4.1), the morphisms
F : Wprim →Wprim , F : W
× →W×
induce a morphism F : Σ→ Σ. By Lemma 4.1.3, the morphism F : Σ→ Σ is algebraic and
faithfully flat.
For any p-nilpotent scheme S, the functor F : Σ(S)→ Σ(S) has the following description
in terms of §4.2.3:
F (M, ξ) = (M, ξ)⊗WS ,F WS.
4.2.6. The morphism Σ → Aˆ1/Gm. Let Aˆ
1 be the formal completion of A1 at the point
0 ∈ A1 ⊗ Fp ; in other words, Aˆ
1 = Spf Zp[[x]]. The morphism W ։ W1 = Ga = A
1 induces
morphisms
(4.2) Wprim → Aˆ
1,
(4.3) Σ =Wprim/W
× → Aˆ1/Gm.
Lemma 4.2.7. Σ is algebraic and flat over Aˆ1/Gm.
Proof. Follows from a similar property of the morphism (4.2), which is clear from §4.1.2. 
4.3. Some properties of Σ.
Lemma 4.3.1. Let S be a perfect Fp-scheme. Then Σ(S) is a point.
Proof. By §4.2.1, Σ is the Zariski sheafification of the presheaf of groupoids
R 7→ Wprim(R)/W (R)
×.
So it suffices to show that if R is a perfect Fp-algebra then the groupoid Wprim(R)/W (R)
× is
a point. Since R is reduced, all elements ofWprim(R) have the form V y, where y ∈ W (R)
×. If
16The word “locally" can be understood in either the Zariski or fpqc sense (the W ∗-torsors are the same).
33
y ∈ W (R)× then there is a unique u ∈ W (R)× such that V y = u ·V (1): namely, u = F−1(y)
(note that F−1 exists by perfecteness of R). 
Corollary 4.3.2. The set |Σ| (see §2.1.6) has exactly one element.
4.3.3. The stacks Σn. Similarly to §4.1.2, define for each n ∈ N a formal scheme (Wn)prim to
be the formal completion of Wn along the following locally closed subscheme An ⊂ Wn: A1
is the point 0 in W1 ⊗ Fp = A
1
Fp
, and if n > 1 then An is obtained by removing Ker(Wn ։
W2)⊗ Fp from Ker(Wn ։ W1)⊗ Fp. Set Σn := (Wn)prim/W
×
n , where W
×
n acts on (Wn)prim
by multiplication.
Proposition 4.3.4. (i) Σ is the projective limit of the stacks Σn.
(ii) Σ1 is the formal stack Aˆ
1/Gm, and (Σ1)red = (Spf Fp)/Gm.
(iii) Each morphism Σn+1 → Σn is algebraic, of finite presentation, smooth, and of pure
relative dimension 0.
(iv) Let Yn ⊂ Σn be the preimage of the closed substack
(Spf Zp)/Gm = {0}/Gm ⊂ Aˆ
1/Gm = Σ1.
Then Yn is canonically isomorphic to the classifying stack (Spf Zp)/Hn, where
Hn = Ker(W
×
n
F
−→W×n−1).
(v) Let X be any stack which is algebraic over Σ and flat over Σ1 = Aˆ
1/Gm. Then X is
flat over Σ.
(vi) The canonical morphism Aˆ1 → Σ1 can be lifted to a morphism Aˆ
1 → Σ.
(vii) Any morphism Aˆ1 → Σ as in (vi) is a flat universal homeomorphism17 of infinite
type. (In particular, it yields a presentation of Σ as a quotient of Aˆ1 by a flat groupoid of
infinite type.)
According to (vii), the formal stack Σ is not far from the familar world.
Proof. Statements (i)-(iii) are clear.
Let us prove (iv). We have a locally closed embedding V : W×n−1 →֒ W , and Yn is the
p-adic completion of the stack V (W×n−1)/W
×
n . The element V (1) ∈ W (Z) gives a Z-point of
V (W×n−1). Using this point and the identity u ·V w = V ((Fu) ·w), we identify V (W
×
n−1)/W
×
n
with Cone(W×n
F
−→ W×n−1) (here Cone is understood in the sense of §1.3.2). By §3.4, the
morphism F : W×n →W
×
n−1 is faithfully flat, so Cone(W
×
n
F
−→ W×n−1) = (SpecZ)/Hn.
Let us prove (v). Since X is flat over Σ1, it suffices to show that X ×Σ1 (Σ1)red is flat
over Σ×Σ1 (Σ1)red. This is automatic because Σ×Σ1 (Σ1)red is the classifying stack of a group
scheme over Fp: indeed, statement (iv) implies that Σn ×Σ1 (Σ1)red = (SpecFp)/(Hn ⊗ Fp).
Statement (vi) is a formal consequence of the smoothness part of (iii), but it is clear
anyway.
The flatness part of (vii) follows from (v). To prove that the morphism Aˆ1 → Σ is
a universal homeomorphism of infinite type, it suffices to note that this is true for the
morphism SpecFp = (Aˆ
1)red → Σred : indeed, the scheme lim
←−
(Hn ⊗ Fp) = (W
×)(F ) ⊗ Fp has
infinite type, and its reduced part equals SpecFp. 
17A schematic morphism of stacks X → Y is said to be a universal homeomorphism if it becomes such after
any base change S → Y with S being a scheme.
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Remark 4.3.5. By Proposition 4.3.4(iv), for every algebraically closed field k of characteris-
tic p and each n the stack Σn has one and only one isomorphism class of k-points. However,
let us warn that the geometric fiber of the morphism (Σn+1)red → (Σn)red is quite big. Indeed,
Proposition 4.3.4(iv) implies that this fiber is the stack Cone(Hn+1 → Hn) ⊗ k, which is a
gerbe over a curve.
The following lemma gives some idea about Σ; it can be skipped by the reader.
Lemma 4.3.6. (i) If R is a perfect Fp-algebra then the groupoid Mor(SpfW (R),Σ) is a set.
(ii) The functor that to a perfect Fp-algebra R associates Mor(SpfW (R),Σ) is repre-
sentable by a perfect affine Fp-scheme. This scheme is isomorphic (non-canonically) to the
product of countably many copies of the perfection of A1Fp.
Proof. The sheaf R 7→ Mor(SpfW (R),Σ) is the Zariski sheafification of the presheaf of
groupoids
(4.4) R 7→ Mor(SpfW (R),Wprim)/W (W (R))
×.
The ring W (R) is p-torsion-free, so the ghost map
W (W (R))→W (R)×W (R)× . . .
is injective. By Dwork’s lemma18, it identifies W (W (R)) with the ring of all elements
(y0, y1, . . .) ∈ W (R)×W (R)× . . .
such that yn+1−F (yn) ∈ p
n+1W (R) for all n. Such an element is invertible if and only if yn
is invertible for all (or some) n. Moreover, Mor(SpfW (R),Wprim) is the set of all elements
(y0, y1, . . .) ∈ W (W (R)) such that y0 ∈ pW (R), y1 6∈ p
2W (R) (then yn ∈ pW (R) and
yn 6∈ p
2W (R) for all n > 0). Now it is easy to see that (4.4) is a presheaf of sets; moreover,
it identifies with the presheaf R 7→ R × R × . . . via the map that takes (y0, y1, . . .) ∈
Mor(SpfW (R),Wprim) to the sequence (z0, z1, . . .), where zn ∈ R is the reduction of the
element
p−n(yn+1 − F (yn))/yn+1 = p
−n−1(yn+1 − F (yn))/(p
−1yn+1) ∈ W (R)
modulo p. 
4.4. The morphisms p : Spf Zp → Σ and V (1) : Spf Zp → Σ. Applying Lemma 4.3.6 for
R = Fp, we see that the groupoid Mor(Spf Zp,Σ) is a set. The elements p, V (1) ∈ W (Zp)
define morphisms Spf Zp → Wprim; composing them with the morphism Wprim → Σ, we get
elements p, V (1) ∈ Mor(Spf Zp,Σ).
The morphism F : Σ→ Σ induces a map F : Mor(Spf Zp,Σ)→ Mor(Spf Zp,Σ) such that
F (V (1)) = F (p) = p.
Moreover, using the description ofMor(Spf Zp,Σ) from the proof of Lemma 4.3.6 it is easy
to check that F (u) = p for all u ∈ Mor(Spf Zp,Σ). We will not use this fact.
4.5. The effective Cartier divisors ∆n ⊂ Σ.
18E.g., see §4.6 on p. 213 of [Laz, Ch. VII].
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4.5.1. The Hodge-Tate locus ∆0 ⊂ Σ. We have a canonical morphism Σ→ Aˆ
1/Gm, see (4.3).
Let ∆0 ⊂ Σ be the preimage of {0}/Gm ⊂ Aˆ
1/Gm. By Lemma 4.2.7, ∆0 is an effective
Cartier divisor on Σ (in the sense of §2.10.4); moreover, ∆0 ⊗ Fp is an effective Cartier
divisor on Σ⊗ Fp. The divisor ∆0 is called the Hodge-Tate locus in Σ.
The line bundle OΣ(−∆0) can be described as follows. If (M, ξ) ∈ Σ(S) then M/V (M
′) is
a line bundle on S equipped with a morphism to OS with cokernel OS×Σ∆0 . Letting S and
(M, ξ) vary, one gets a line bundle on Σ, which is nothing but OΣ(−∆0).
Note that the element V (1) ∈ Mor(Spf Zp,Σ) is in Mor(Spf Zp,∆0) while the element
p ∈ Mor(Spf Zp,Σ) is not in Mor(Spf Zp,∆0).
The following lemma describes ∆0 as a classifying stack.
Lemma 4.5.2. The morphism V (1) : Spf Zp → ∆0 induces an isomorphism
(4.5) (Spf Zp)/G
♯
m
∼
−→ ∆0.
Proof. By Proposition 4.3.4(i,iv), ∆0 = (Spf Zp)/(W
×)(F ). By (3.3), (W×)(F ) = G♯m. 
Lemma 4.5.3. The following diagram commutes:
(4.6) ∆0

  // Σ
F

Spf Zp
p
// Σ
Proof. Follows from the identity FV = p. 
4.5.4. Remarks related to Lemma 4.5.2. (i) It is easy to show that for any G♯m-module M
over Fp one has H
i(G♯m,M) = 0 for i > 1. This fact easily implies that Σ has cohomological
dimension 1. According to B Bhatt, this is not clear from [BS] and was one of the reasons
why he and Lurie suggested the stacky approach to prismatic cohomology.
(ii) Deligne and Illusie [D-I] gave a proof of the degeneration of the “Hodge to de Rham"
spectral sequence in characteristic 0. The relation between G♯m and Σ given by Lemma 4.5.2
can be used to translate their argument into the prismatic language.
4.5.5. The divisors ∆n ⊂ Σ. For n ≥ 0 let ∆n := (F
n)−1(∆0) ⊂ Σ. By §4.2.5, the morphism
F : Σ→ Σ is flat, so each ∆n is an effective Cartier divisor on Σ. We also have the effective
Cartier divisor Σ⊗ Fp ⊂ Σ.
Lemma 4.5.6. (i) If m < n then ∆m ∩∆n = ∆m ⊗ Fp.
(ii) The effective Cartier divisor ∆m ⊗ Fp ⊂ Σ ⊗ Fp equals p
m · (∆0 ⊗ Fp). In particular,
∆m ⊗ Fp ⊂ ∆m+1 ⊗ Fp.
(iii) Σ⊗ Fp =
∞⋃
m=0
(∆m ⊗ Fp).
(iv) Let f : S → Σ be a morphism with S being a quasi-compact scheme. Then f−1(∆n) =
S ⊗ Fp for n big enough.
Part (iv) of the lemma says that in a certain sense ∆n “tends" to Σ⊗ Fp as n goes to ∞.
Toy model: instead of Σ and ∆n, consider Spf R[[x, y]] and Dn := Spf R[[x, y]]/(y − x
pn);
then Dn “tends" to Spf R[[x, y]]/(y) as n goes to ∞. IS THIS OK?
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Proof. To prove (i), we can assume that m = 0. The divisor ∆n ×Σ Wprim ⊂ Wprim is given
by the equation
(4.7) xp
n
0 + px
pn−1
1 + . . .+ p
nxn = 0,
where the xi’s are the usual coordinates onW . So (∆0∩∆n)×ΣWprim is given by the system
of equations x0 = x
pn
0 + px
pn−1
1 + . . . + p
nxn = 0. It is equivalent to the system x0 = p = 0
(because x1 is invertible on Wprim).
Statements (ii)-(iii) are clear because F : Σ⊗ Fp → Σ⊗ Fp is the usual Frobenius.
Let us prove (iv). There exists l such that xl0 = 0 on S ×Σ Wprim. If p
n ≥ l then
f−1(∆n) = S ⊗ Fp because on the formal subscheme of Wprim defined by x
l
0 = 0 equation
(4.7) becomes equivalent to p = 0. 
4.5.7. Remark. Using Proposition 4.3.4(vii), one can show that the stacks Σ, ∆n, and Σ⊗Fp
are “regular" in the following sense: each of them can be represented as (Spf A)/Γ, where
A is a complete regular local ring and Γ is a flat groupoid acting on Spf A (the morphisms
Γ→ Spf A have infinite type).
Proposition 4.5.8. The monoid of effective Cartier divisors on Σ is freely generated by
Σ⊗ Fp and ∆n, n ≥ 0.
A proof is sketched on p. 3 of [D2].
4.6. The contracting property of F : Σ→ Σ.
4.6.1. Generalities on contracting functors. Let C be a category and F : C → C a functor. In
this situation one defines CF to be the category of pairs (c, α), where c ∈ C and α : c
∼
−→ F (c)
is an isomorphism; CF is called the category of fixed points of F : C → C. The canonical
functor CF → C is faithful but not necessarily fully faithful.
On the other hand, one sets
C[F−1] := lim
−→
(C
F
−→ C
F
−→ C
F
−→ . . .);
the category C[F−1] is called the localization of C with respect to F .
We say that F : C → C is contracting if C[F−1] is a point (i.e., a category with one object
and one morphism).
Lemma 4.6.2. If F : C → C Is contracting then CF is a point.
Proof. (i) Any c1, c2 ∈ C have isomorphic images in C[F
−1], so F n(c1) ≃ F
n(c2) for some n.
(ii) If c1, c2 ∈ C, F (c1) ≃ c1, and F (c2) ≃ c2 then c1 ≃ c2: this follows from (i).
(iii) Let us show that CF 6= ∅. Since C[F−1] 6= ∅ we have C 6= ∅. Choose c ∈ C and apply
(i) for c1 = c, c2 = F (c). We see that there exists n such that F
n(c) ≃ F n(F (c)) = F (F n(c)),
so F n(c) belongs to the essential image of the functor CF → C.
(iv) The lemma holds if C is a set: this follows from (ii) and (iii).
(iv) To prove the lemma in general, it remains to show that if c, c′ ∈ CF then MorCF (c, c
′)
is a point. Let S := MorC(c, c
′). Since c, c′ ∈ CF , the functor F induces a map
f : S → MorC(F (c), F (c
′)) = MorC(c, c
′) = S,
and MorCF (c, c
′) is just the set of fixed points Sf . The map f is contracting because F is.
So Sf is a point by (iv). 
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Remark 4.6.3. Lemma 4.6.2 is a consequence of the following general statement: if C is a
category and F,G : C → C are functors equipped with an isomorphism GF
∼
−→ FG then
the canonical functor (CG)[F−1]→ (C[F−1])G is an equivalence. To deduce the lemma from
this statement, take G = F .
Now let us return to the stack Σ.
Proposition 4.6.4. For every quasi-compact quasi-separated p-nilpotent scheme S, the func-
tor Σ(S)→ Σ(S) induced by the morphism F : Σ→ Σ is contracting.
The proof will be given in §4.6.8.
Corollary 4.6.5. Let ΣF be the stack such that ΣF (S) = Σ(S)F for every scheme S. Then
(i) ΣF = Spf Zp;
(ii) the morphism Spf Zp = Σ
F → Σ is the morphism p : Spf Zp → Σ from §4.4.
Proof. Statement (i) follows from Lemma 4.6.2 and Proposition 4.6.4. Statement (ii) follows
from (i) and the fact that p ∈ W (Zp) satisfies F (p) = p. 
4.6.6. Warnings. (i) According to Proposition 4.7.1 below, the morphism ΣF → Σ does not
factor through any closed substack of Σ different from Σ.
(ii) The following lemma shows that ΣF is not a substack of Σ.
Lemma 4.6.7. The morphism p : Spf Zp → Σ is not a monomorphism.
Proof. Recall that Σ := Wprim/W
×, so it suffices to show that the stabilizer of the point
p ∈ Wprim(Fp) in W
×⊗ˆFp is nontrivial. In Wprim(Fp) one has p = V (1), so the stabilzer in
question equals (W×)(F ) ⊗ Fp, which is nontrivial. 
4.6.8. Proof of Proposition 4.6.4. By definition, Σ is the stack associated to the pre-stack
S 7→ Wprim(S)/W
×. So it suffices to prove the following two lemmas.
Lemma 4.6.9. Let R be a p-nilpotent ring and x ∈ Wprim(R). Then there exists n ∈ N such
that F n(x) = pu for some u ∈ W (R)×.
Proof. Write x = [x0] + V y, where x0 ∈ R, y ∈ W (R). The assumption x ∈ Wprim(R)
means that x0 is nilpotent and the 0-th component of the Witt vector y is invertible. Then
y ∈ W (R)× by Lemma 3.3.1(i). If n ∈ N is such that xp
n
0 = 0 then F
n(x) = pF n(y) and
F n(y) ∈ W (R)×. 
Lemma 4.6.10. Let R be a p-nilpotent ring. Let u ∈ W (R)× and pu = p. Then F n(u) = 1
for some n ∈ N.
Proof. Since p ∈ R is nilpotent, it suffices to show that for every n ∈ N one has
(4.8) F n(u− 1) ∈ W (pnR) := Ker(W (R)։ W (R/pnR)).
We will proceed by induction. Let n = 1. Let u¯ ∈ W (R/pR) be the iamge of u. We
have FV (u¯ − 1) = p(u¯ − 1) = 0. In W (R/pR) we have FV = V F , so V F (u¯ − 1) = 0 and
F (u¯− 1) = 0 (by injectivity of V ).
Now assume that (4.8) holds for some n. Then
V F n+1(u− 1) = V (1) · F n(u− 1) = (V (1)− p) · F n(u− 1)
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(the second equality holds because p(u− 1) = 0). Since V (1)− p ∈ W (pR), we get
V F n+1(u− 1) ∈ W (pR) ·W (pnR) ⊂ W (pn+1R).
But V : W (R/pn+1R)→W (R/pn+1R) is injective, so F n+1(u− 1) ∈ W (pn+1R). 
4.7. Density of the image of p : Spf Zp → Σ.
Proposition 4.7.1. Let Y ⊂ Σ be a closed substack such that the morphism p : Spf Zp → Σ
factors through Y . Then Y = Σ.
Before proving the proposition, let us formulate the following
Corollary 4.7.2. The canonical homomorphism Zp → H
0(Σ,OΣ) is an isomorphism.
Proof. Let ϕ : H0(Σ,OΣ) → Zp be the pullback with respect to p : Spf Zp → Σ. The
composite map Zp → H
0(Σ,OΣ)
ϕ
−→ Zp equals idZp . On the other hand, Kerϕ = 0 by
Proposition 4.7.1. 
To prove Proposition 4.7.1, we need two lemmas.
Lemma 4.7.3. There exists a ∈ W (Zp) such that pa = [p
2].
Proof. The element [p2] has ghost components p2p
n
, n = 0, 1, 2, . . .. So we have to prove
the existence of an element of W (Zp) with ghost components p
2pn−1. By Dwork’s lemma, it
suffices to show that p2p
n−1 − p2p
n−1−1 is divisble by pn for each n ≥ 1. Indeed, it is easy to
check that 2pn−1 − 1 ≥ n for n ≥ 1. 
Lemma 4.7.4. Let R be a p-nilpotent ring. Suppose that the image of z ∈ W (R) in
W (R/p2R) equals p. Then z = pu for some u ∈ W (R)×.
Proof. We have z = p +
∞∑
i=0
V i[p2bi] for some bi ∈ R. So z = pu, where u = 1 +
∞∑
i=0
V i(a[bi])
and a ∈ W (Zp) is as in Lemma 4.7.3. Invertibility of u follows from Lemma 3.3.1(i) because
a− p ∈ V (W (Zp)). 
4.7.5. Proof of Proposition 4.7.1. Since Σ =Wprim/W
×, it suffices to prove that if Y ⊂ Wprim
is a W×-stable closed formal subscheme such that p : Spf Zp → Wprim factors through Y
then Y = Wprim. Let us show that if f is a regular function on Wprim which vanishes on Y
then f = 0. Lemma 4.7.4 tells us that for any p-nilpotent ring R and any element z ∈ W (R)
whose image inW (R/p2R) equals p the pullback of f via z : SpecR→ W is zero. This easily
implies that the Taylor series of f at the point p ∈ Mor(Spf Zp,W ) is zero. So f = 0. 
5. The c-stack Σ′
In this section we define the c-stack Σ′ and the basic pieces of structure on it. In §5.11
(which is independent of §5.2-5.10) we describe a “toy model" for Σ′.
The reader may prefer to replace some proofs given in this section by arguments based
on an explicit presentation of Σ′ as a quotient stack. A convenient presentation of this type
will be given in §6.
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5.1. Definition of Σ′.
Definition 5.1.1. If S is a p-nilpotent scheme, let Σ′(S) be the category of pairs (M, ξ),
where M is an admissible WS-module (see Definition 3.11.6) and ξ : M →WS is a primitive
WS-morphism (see Definition 4.2.2). If S is not p-nilpotent then Σ
′(S) := ∅.
By Remark 3.11.8(i), Σ′ is a c-stack on the category of schemes equipped with the fpqc
topology.
Remark 5.1.2. By Lemma 3.11.11, if M is an admissible WS-module then any morphism
M → WS makes M into a quasi-ideal in WS. So the above definition of Σ
′ is natural from
the point of view of the program outlined in §1.7 and §1.4.1).
Lemma 5.1.3. If S is the spectrum of a perfect field of characteristic p then Σ′(S) has
exactly 3 isomorphism classes. Here are their representatives:
M = WS, ξ = p; M =W
(F )
S ⊕W
(1)
S , ξ = (0, V ); M = W
(F )
S ⊕W
(1)
S , ξ = (1, V ).
Proof. Use Lemma 3.11.9. 
Corollary 5.1.4. The set |Σ′| (see §2.1.6) has exactly 3 elements. 
For a description of |Σ′| as a topological space, see Corollary 5.11.7.
5.2. The open substack Σ+ ⊂ Σ
′. Let Σ+(S) ⊂ Σ
′(S) be the full subcategory of pairs
(M, ξ) ∈ Σ′(S) such that M is invertible. By §4.2.3, the groupoid Σ(S) is obtained from
Σ+(S) be removing all non-invertible morphisms. But according to the following lemma,
there are no such morphisms.
Lemma 5.2.1. Σ+ is a g-stack. In other words, Σ+ = Σ.
Proof. We have to show that if R is a ring and α, β ∈ W (R) are such that β ∈ Wprim(R)
and αβ ∈ Wprim(R) then α ∈ W (R)
×. We can assume that R is a reduced Fp-algebra. Then
β = V x for some x ∈ W (R)×. So αβ = V (F (α) ·x). Since αβ ∈ Wprim(R), we see that F (α)
is invertible by Lemma 3.3.1(i). So α is invertible by Lemma 3.3.1(ii). 
Lemma 5.2.2. Σ+ ⊂ Σ
′ is an open substack, which is affine over Σ′.
Proof. Follows from Lemma 3.13.2(ii). 
Later we will show that Σ+ is right-fibered over Σ
′, see Corollary 5.3.4.
5.3. The morphism F ′ : Σ′ → Σ. Let S be a p-nilpotent scheme, M an admissible WS-
module, and ξ :M →WS aWS-linear morphism. LetM
′ be the invertibleW
(1)
S -module from
Definition 3.11.6. The second part of Lemma 3.11.7 implies that ξ induces a W
(1)
S -module
morphism ξ′ : M ′ →W
(1)
S .
Lemma 5.3.1. ξ is primitive if and only if ξ′ is.
The notion of primitivity of ξ′ makes sense because as a ring scheme, W
(1)
S is the same
as WS.
Proof. Since S is p-nilpotent, the morphism F : WS → W
(1)
S = WS is bijective; moreover,
for every s ∈ S and n ∈ N it induces a bijective morphism (Wn)s → (Wn)s. So the lemma
follows directly from Definition 4.2.2. 
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By Lemma 5.3.1, the assignment (M, ξ) 7→ (M ′, ξ′) is a functor Σ′(S) → Σ+(S). By
Lemma 5.2.1, Σ+(S) = Σ(S). Thus we get a morphism
F ′ : Σ′ → Σ, F ′(M, ξ) := (M ′, ξ′).
It is easy to see that the restriction of F ′ to Σ+ = Σ equals F : Σ→ Σ.
Lemma 5.3.2. For any morphism f : (M1, ξ1) → (M2, ξ2) in Σ
′(S), the corresponding
morphism f ′ : M ′1 → M
′
2 is an isomorphism.
Proof. f ′ : (M ′1, ξ
′
1)→ (M
′
2, ξ
′
2) is a morphism in the category Σ+(S), which is a groupoid by
Lemma 5.2.1. 
Corollary 5.3.3. The assignment (M, ξ) 7→M defines a morphism
(5.1) Σ′ → Adm,
where Adm is the c-stack from §3.12.1.
Proof. Follows from Lemma 5.3.2 (which is necessary because of the definition of morphisms
in Adm(S) given in §3.12.1). 
Corollary 5.3.4. Σ+ is right-fibered over Σ in the sense of §2.6.
Proof. Follows from Corollary 5.3.3 and Lemma 3.13.2(ii). 
Theorem 5.3.5. (i) The morphism F ′ : Σ′ → Σ is algebraic.
(ii) The morphism (5.1) has the following property: for any morphism S → Adm with S
being an affine scheme, Σ′ ×Adm S is an affine formal scheme.
Since Σ is a formal stack, statement (i) implies that Σ′ is a formal c-stack in the sense
of §2.9.1. Later we will show that this formal c-stack is very nice (see Corollary 5.12.6 and
especially §6.8).
Proof. To prove statement (i), it suffices to construct a Cartesian square
(5.2) Σ′
F
//

Σ

S ′ // S
where S and S ′ are algebraic c-stacks.
Let S := W/W×; this is an algebraic g-stack. The morphism Σ = Wprim/W
× → S is
clear.
Let Adm be the c-stack from §3.12.1. For any scheme S, let S ′(S) be the category of
pairs (M, ξ), where M ∈ Adm(S), ξ ∈ HomW (M,WS). The morphism S
′ → Adm is affine
by Lemma 3.11.10(i). The c-stack Adm is algebraic by Proposition 3.12.3(i). So the c-stack
S ′ is algebraic.
The morphism S ′ → S takes (M, ξ) ∈ S ′(S) to (M ′, ξ′) ∈ S (S).
The canonical morphism Σ′ → S ′ is clear from Corollary 5.3.3.
Diagram (5.2) clearly commutes. Moreover, it is Cartesian by Lemma 5.3.1.
Thus we have proved (i). To prove (ii), note that (5.1) factors as Σ′ → S ′ → Adm. The
morphism S ′ → Adm is affine (see above), and the Cartesian square (5.2) shows that Σ′ is
the formal completion of S ′ along a closed substack. 
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Composing F ′ : Σ′ → Σ with the morphism (4.3), we get a morphism
(5.3) Σ′ → Aˆ1/Gm.
Combining Theorem 5.3.5(i) with Lemma 4.2.7, we get
Corollary 5.3.6. Σ′ is algebraic over Aˆ1/Gm. 
5.4. The left fibration Σ′ → (A1/Gm)−. Let (M, ξ) ∈ Σ
′(S). Then by §3.11.8(ii), we get
a canonical commutative diagram
(5.4) 0 // L ♯ //
v−

M //
ξ

M ′ //
ξ′

0
0 // (G♯a)S // WS
F
// W
(1)
S
// 0
where L is a line bundle on S. By Lemma 3.11.4(ii), the morphism v− : L
♯ → (G♯a)S comes
from a unique morphism of line bundles v− : L → OS. The pair (L , v− : L → OS) is an
S-point of the c-stack (A1/Gm)− from §2.2.1.
Thus we have constructed a morphism
(5.5) Σ′ → (A1/Gm)−.
It is a left fibration in the sense of §2.6.3 (this easily follows from Lemma 5.3.2).
5.5. The open substack Σ− ⊂ Σ
′.
5.5.1. Definition of Σ−. Let Σ−(S) be the category of pairs (M, ξ) ∈ Σ
′(S) such that the
corresponding map v− : L → OS is an isomorphism. In other words, Σ− is the preimage of
the open substack Gm/Gm ⊂ (A
1/Gm)− with respect to the left fibration (5.5). The substack
Σ− ⊂ Σ
′ is clearly open and affine over Σ′. It is also clear that the morphisms Σ− → Σ
′ and
Σ− → (A
1/Gm)− are left fibrations.
Let us note that the morphisms Σ+ → Σ
′ and Σ+ → (A
1/Gm)− are not left fibrations.
19
Lemma 5.5.2. The morphism F ′ : Σ′ → Σ induces an isomorphism Σ−
∼
−→ Σ.
Proof. A diagram (5.4) whose left vertical arrow is an isomorphism is uniquely reconstructed
from its right vertical arrow. 
We will always identify Σ− with Σ using the isomorphism F
′ : Σ−
∼
−→ Σ from the lemma.
Thus we have open substacks Σ± ⊂ Σ
′, each of which is a copy of Σ. Moreover, the
restriction of F ′ to Σ+ (resp. Σ−) equals F : Σ→ Σ (resp. id : Σ
∼
−→ Σ).
Lemma 5.5.3. Σ+ ∩ Σ− = ∅.
Proof. The restriction of (5.5) to Σ+ is the morphism Wprim/W
× → A1/Gm induced by the
homomorphism π : W ։ W1 = Ga. One has π
−1(Gm) ∩Wprim = ∅. 
5.6. A point of view on the morphism F ′ : Σ′ → Σ = Σ−.
19Moreover, Corollary 5.7.4 below says that every object of Σ′(S) fpqc-locally on S receives a morphism
from some object of Σ+(S).
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5.6.1. An abstract categorical remark. Let D be a category with a final object d0. Let
Φ : C → D be a left fibration. Let Cd0 ⊂ C be the fiber over d0 (i.e., the category of
objects c ∈ C equipped with an isomorphism Φ(c)
∼
−→ d0). Then for every c ∈ C there is
an essentially unique morphism c → c′ such that c′ ∈ Cd0 ⊂ C. The assignment c 7→ c
′ is a
functor; denote it by Ψ : C → Cd0 . This functor is left adjoint to the inclusion Cd0 →֒ C.
5.6.2. What F ′ is. Now let S be a scheme. Let C = Σ′(S) and D = (A1/Gm)−(S). Let
Φ : C → D be the left fibration induced by (5.5). The category D has a final object d0
(namely, the unique S-point of Gm/Gm ⊂ (A
1/Gm)−). Then Cd0 = Σ−(S) ⊂ Σ
′(S), and the
functor Ψ : C → Cd0 from §5.6.1 equals F
′ : Σ′(S)→ Σ(S) = Σ−(S).
5.7. The c-stack Σ′+. We will construct a c-stack Σ
′
+, which is closely related to Σ
′ but
more understandable because of the Cartesian square (5.9). We will use Σ′+ to study Σ
′.
(However, the reader may prefer to find alternative proofs of statements about Σ′ using the
presentation Σ′ = Z /G from §6.)
Informally, Σ′+ is a “convenient but slightly wrong" version of Σ
′. (Let me add that Σ′+
was my first guess of what Σ′ should be.)
5.7.1. The diagram Σ′+ → Σ˜
′ → Σ′. In §3 we constructed algebraic c-stacks Adm, Adm+,
A˜dm, and a diagram of left fibrations Adm+ → A˜dm→ Adm, see §3.12.1, §3.13.3, and for-
mula (3.25). Base-changing this diagram via the morphism Σ′ → Adm from Corollary 5.3.3,
we get a diagram
(5.6) Σ′+ → Σ˜
′ → Σ′,
whose arrows are left fibrations.
5.7.2. Explicit description of (5.6). An object of Σ˜′(S) consists of an object (M, ξM) ∈ Σ
′(S),
an invertible WS-module P , and an isomorphism P
′ ∼−→ M ′; the functor Σ˜′(S) → Σ′(S)
forgets P .
The category Σ′+(S) has three equivalent descriptions
20:
(i) Σ′+(S) is the category of triples consisting of an object (M, ξM) ∈ Σ
′(S), an object
(P, ξP ) ∈ Σ+(S), and a morphism (P, ξP )→ (M, ξM).
(ii) An object of Σ′+(S) is an object (P, ξP ) ∈ Σ+(S) with an additional piece of data.
To define it, note that ξP gives rise to a line bundle LP := P/V (P
′) and a morphism
ξ¯P : LP → OS . The additional piece of data is a factorization of ξ¯P as
(5.7) LP
v+
−→ L
v−
−→ OS
for some line bundle L .
(iii) An object of Σ′+(S) consists of an object (M, ξM) ∈ Σ
′(S), an invertibleWS-module P ,
and a morphism P →M inducing an isomorphism P ′
∼
−→M ′.
The functor Σ′+(S) → Σ˜
′(S) is clear if one thinks of Σ′+(S) in terms of (iii): the functor
forgets the morphism P → M but remembers the isomorphism P ′
∼
−→ M ′.
20Description (iii) is a tautological reformulation of the definition of Σ′+ from §5.7.1. To see that (i) and (ii)
are equivalent to (iii), one can use Lemma 5.3.2.
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Proposition 5.7.3. (a) The morphisms (5.6) are algebraic and faithfully flat.
(b) The morphism Σ˜′ → Σ′ is a G♯m-gerbe.
(c) The morphism Σ′+ → Σ˜
′ is a torsor with respect to a flat group scheme over Σ˜′; the
group scheme is fpqc-locally isomorphic to G♯a × Σ˜
′.
(d) The morphism Σ′+ → Σ
′ is an isomorphism over the open substack Σ+ ⊂ Σ
′.
Proof. Statements (a)-(c) follow from Proposition 3.13.6. Statement (d) immediately follows
from Lemma 5.2.1 if one thinks of Σ′+ in terms of §5.7.2(i). 
By §5.7.2(i), faithful flatness of the morphism Σ′+ → Σ
′ can be reformulated as follows.
Corollary 5.7.4. Let S be a quasi-compact scheme. Then for every object (M, ξ) ∈ Σ′(S)
there exists a quasi-compact faithfully flat S-scheme S˜ such that the image of (M, ξ) in Σ′(S˜)
receives a morphism from an object of Σ+(S˜). 
5.7.5. Σ′+ in terms of Σ. Let Y be the following c-stack
21: for any scheme S, an object of
Y (S) is a diagram
(5.8) L → M → OS
of line bundles over S, and a morphism in Y (S) is a morphism of diagrams (5.8) inducing
an isomorphism between the line bundles L . Forgetting the middle term of (5.8), we get a
morphism from Y to the g-stack A1/Gm.
The description of Σ′+ from §5.7.2(ii) yields a Cartesian square
(5.9) Σ′+
//

Y

Σ // A1/Gm
whose lower horizontal arrow is obtained by composing the morphism (4.3) with the mor-
phism Aˆ1/Gm → A
1/Gm.
It is easy to see that the diagram
(5.10) Σ′+ //

Σ′
F ′

Σ
F
// Σ
commutes; here the upper horizontal arrow comes from (5.6), and the lower vertical arrow
comes from (5.9).
Lemma 5.7.6. All morphisms in diagram (5.10) are algebraic and faithfully flat.
Proof. The horizontal arrows of (5.10) are algebraic and faithfully flat by §4.2.5 and Propo-
sition 5.7.3(a). It remains to show that the left vertical arrow is algebraic and faithfully flat.
This follows from the Cartesian square (5.9), whose right vertical arrow is clearly faithfully
flat. 
Corollary 5.7.7. The morphism (5.3) is flat.
21
Y is a variant of the c-stack from §2.2.3.
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We already know that the morphism (5.3) is algebraic, see Corollary 5.3.6.
Proof. By definition, (5.3) is the composite morphism Σ′
F ′
−→ Σ → Aˆ1/Gm. The morphism
F ′ : Σ′ → Σ is flat by Lemma 5.7.6. By Lemma 4.2.7, Σ is flat over Aˆ1/Gm. 
Lemma 5.7.8. Let D± ⊂ Σ
′
+ be the closed substack defined by the equation v± = 0, where
v+ and v− are as in (5.7).
(i) D± is an effective Cartier divisor on Σ
′
+, and D± ⊗ Fp is an effective Cartier divisor
on Σ′+ ⊗ Fp.
(ii) Let m,n ∈ Z, m,n ≥ 0. The effective Cartier divisor mD++nD− is right-fibered over
Σ′+ if m ≤ n and left-fibered if m ≥ n (in particular, D+ is left-fibered over Σ
′
+ and D− is
right-fibered).
(iii) The pullback to Σ′+ of the effective Cartier divisor ∆0 ⊂ Σ equals D+ +D−.
(iv) Σ± ×Σ′ Σ
′
+ = Σ
′
+ \D±.
(v) The morphism Σ′+ → Σ induces an isomorphism Σ
′
+ \D±
∼
−→ Σ.
(vi) The composite morphism Σ
∼
−→ Σ′+ \D+ = Σ+ ×Σ′ Σ
′
+ → Σ+ = Σ equals idΣ.
(vii) The composite morphism Σ
∼
−→ Σ′+ \D− = Σ− ×Σ′ Σ
′
+ → Σ− = Σ equals F .
Proof. D+ and D− are pre-divisors in the sense of §2.10.1-2.10.2, whose sum is equal to
∆0 ×Σ Σ
′
+; in particular, D± ⊂ ∆0 ×Σ Σ
′
+. By Lemmas 5.7.6 and 2.10.10(i), ∆0 ×Σ Σ
′
+
is an effective Cartier divisor on Σ′+, and ∆0 ×Σ (Σ
′
+ ⊗ Fp) is an effective Cartier divisor
on Σ′+ ⊗ Fp. So statement (i) follows from Lemma 2.10.5.
Let Y be the c-stack from §5.7.5. By definition, D± is the preimage of a certain effective
Cartier divisor DY± ⊂ Y . So statement (ii) follows from a similar statement formD
Y
+ +nD
Y
− ,
which is checked straightforwardly using §2.6.2.
The proof of the remaining statements of the lemma is straightforward. 
Proposition 5.7.9. (i) There exists a morphism g : Σ′ ⊗ Fp → Σ
′
+ ⊗ Fp such that each of
the composite morphisms
Σ′+ ⊗ Fp → Σ˜
′ ⊗ Fp → Σ
′ ⊗ Fp
g
−→ Σ′+ ⊗ Fp ,
Σ˜′ ⊗ Fp → Σ
′ ⊗ Fp
g
−→ Σ′+ ⊗ Fp → Σ˜
′ ⊗ Fp ,
Σ′ ⊗ Fp
g
−→ Σ′+ ⊗ Fp → Σ˜
′ ⊗ Fp → Σ
′ ⊗ Fp
is isomorphic to the Frobenius and the diagram
(5.11) Σ′ ⊗ Fp
g
//
F ′
%%▲
▲▲
▲▲
▲▲
▲▲
▲
Σ′+ ⊗ Fp

Σ⊗ Fp
commutes. Here the morphisms Σ′+ ⊗ Fp → Σ˜
′ ⊗ Fp → Σ
′ ⊗ Fp come from (5.6), and the
vertical arrow of (5.11) comes from (5.9).
(ii) If S is a perfect Fp-scheme then the functors Σ
′
+(S) → Σ˜
′(S) → Σ′(S) induced by
(5.6) are equivalences.
Proof. To prove (i), define the morphism g : Σ′ ⊗ Fp → Σ
′
+ ⊗ Fp = Σ
′ ×Adm′ (Adm
′
+⊗Fp) to
be induced by the maps Σ′ ⊗ Fp
Fr
−→ Σ′ ⊗ Fp →֒ Σ
′ and Σ′ ⊗ Fp → Adm
′⊗Fp → Adm
′
+⊗Fp,
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where the map Adm′⊗Fp → Adm
′
+⊗Fp is as in Proposition 3.13.7. In other words, for every
Fp-scheme S the functor g : Σ
′(S)→ Σ′+(S) takes (M, ξ) ∈ Σ
′(S) to the diagram
P
f
−→ Fr∗SM
Fr∗S ξ−→WS,
where P is such that P (1) = M ′ and the morphism f : P → M comes from the geometric
Frobenius M → Fr∗SM
(1).
Statement (ii) follows from (i). 
Lemma 5.7.10. The morphism g : Σ′ ⊗ Fp → Σ
′
+ ⊗ Fp constructed in the proof of Propo-
sition 5.7.9 induces an isomorphism Σ− ⊗ Fp
∼
−→ (Σ′+ \ D−) ⊗ Fp, where D− is as in
Lemma 5.7.8. Its inverse is the reduction modulo p of the isomorphism Σ′+ \D−
∼
−→ Σ from
Lemma 5.7.8(v).
Proof. Since the composite map Σ′ ⊗ Fp
g
−→ Σ′+ ⊗ Fp → Σ
′ ⊗ Fp is the Frobenius, we see
that g(Σ− ⊗ Fp) ⊂ (Σ
′
+ \D−)⊗ Fp. The rest follows from commutativity of (5.11) and the
fact that F ′ : Σ′ → Σ induces an isomorphism Σ−
∼
−→ Σ. 
Lemma 5.7.11. (i) The Frobenius endomorphism of Σ′+ ⊗ Fp is algebraic and flat.
(ii) The Frobenius endomorphisms of Σ˜′ ⊗ Fp and Σ
′ ⊗ Fp are algebraic and flat.
(iii) The morphism g : Σ′ ⊗ Fp → Σ
′
+⊗ Fp constructed in the proof of Proposition 5.7.9 is
algebraic and flat.
Proof. We will be using the following observation. Let π : Z1 → Z2 be an algebraic mor-
phism of Fp-stacks, which is faithfully flat in the sense of §2.5.2. If FrZ1 : Z1 → Z1 is
algebraic and flat then so is FrZ2 : Z2 → Z2.
Diagram (5.9) yields a faithfully flat algebraic morphism Wprim ×A1 A
2 → Σ′+, where the
map Wprim → A
1 takes a Witt vector to its zeroth component and the map A2 → A1 is
(x, y) 7→ xy. The Frobenius endomorphism of (Wprim ×A1 A
2) ⊗ Fp is algebraic and flat.
Statement (i) follows.
By Proposition 5.7.3(a), statement (ii) follows from (i).
Statement (iii) follows from Proposition 5.7.3(a) and the fact that the composite map
Σ′+ ⊗ Fp → Σ
′ ⊗ Fp
g
−→ Σ′+ ⊗ Fp is equal to the Frobenius. 
5.8. The Hodge-Tate locus ∆′0 ⊂ Σ
′.
5.8.1. Definition of ∆′0. For every scheme S, let ∆
′
0(S) be the category of pairs (M, ξ) ∈
Σ′(S) such that the corresponding map v− : L → OS from §5.4 is zero. It is clear that ∆
′
0
is a closed substack of Σ′. It is called the Hodge-Tate locus in Σ′.
By definition, ∆′0 ∩ Σ+ = ∆0, where ∆0 ⊂ Σ is as in §4.5.1. On the other hand, Σ− =
Σ′ \∆′0, so ∆
′
0 ∩ Σ− = ∅.
Remark 5.8.2. The equality Σ+ \ ∆
′
0 = Σ+ ∩ Σ− = ∅ means that Σ+ is contained in the
formal neighborhood of ∆′0. Note that Σ+ 6⊂ ∆
′
0 because Σ+ ∩∆
′
0 = ∆0 6= Σ+.
Proposition 5.8.3. (i) ∆′0 is an effective Cartier divisor on Σ
′, and ∆′0⊗Fp is an effective
Cartier divisor on Σ′ ⊗ Fp.
(ii) The substack ∆′0 ⊂ Σ
′ is right-fibered over Σ′.
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Proof. Statement (ii) is clear by §2.6.2.
By Lemmas 2.10.10(ii) and 5.7.6, to prove statement (i) it suffices to check that ∆′0×Σ′Σ
′
+
is an effective Cartier divisor on Σ′+ and ∆
′
0 ×Σ′ (Σ
′
+ ⊗ Fp) is an effective Cartier divisor on
Σ′+ ⊗ Fp. This follows from Lemma 5.7.8(i) because ∆
′
0 ×Σ′ Σ
′
+ = D−. 
5.8.4. The weakly invertible OΣ′-module OΣ′(∆
′
0). We will be using the terminology of §2.7.
Let S be a scheme over Σ′. Then we have (M, ξ) ∈ Σ′(S). Let LS be the line bundle
on S corresponding to M by §3.11.8(ii). Let L shS be the sheaf of sections of LS; this is an
invertible OS-module (while LS is a commutative group S-scheme with an action of (Ga)S).
One has L = V((L shS )
−1) := Spec Sym((L shS )
−1).
As S varies, the invertible OS-modules L
sh
S give rise to a weakly invertible covariant
OΣ′-module L. Then L
−1 is a contravariant OΣ′-module.
For each scheme S over Σ′ we have the canonical morphism v− : L
sh
S → OS induced by
ξ : M → WS. As S varies, we get a canonical morphism v− : L → OΣ′ , whose cokernel
equals O∆′0 . Let (Σ
′)g denote the underlying g-stack of Σ′; by Proposition 2.11.1(i-ii), the
pullback of L to (Σ′)g (resp. (Σ′ ⊗ Fp)
g) equals O(Σ′)g(−∆
′
0) (resp. O(Σ′⊗Fp)g(−∆
′
0)).
By abuse of notation, we will often write OΣ′(−∆
′
0) instead of L and OΣ′(∆
′
0) instead
of L−1. Similarly, we will write OΣ′⊗Fp(∓∆
′
0) to denote the pullback of L
±1 to Σ′ ⊗ Fp.
5.9. ∆′0 as a c-stack. Recall that the g-stack ∆0 = ∆
′
0 ∩Σ+ canonically identifies with the
classifying stack (Spf Zp)/G
♯
m (see Lemma 4.5.2). In this subsection we well get a description
of the whole c-stack ∆′0 in the same spirit, see Lemma 5.9.4 and §5.9.5.
Lemma 5.9.1. (i) For any p-nilpotent scheme S, the category ∆′0(S) identifies with the
category of pairs consisting of a line bundle L on S and a WS-module extension of W
(1)
S by
L ♯ = L ⊗W
(F )
S . (If S is not p-nilpotent then ∆
′
0(S) is, of course, empty.)
(ii) The following diagram commutes:
(5.12) ∆′0

  // Σ′
F ′

Spf Zp
p
// Σ
Note that diagram (5.12) extends diagram (4.6) (assuming that the upper right term of
(4.6) is interpreted as Σ+).
Proof. If (M, ξ) ∈ ∆′0(S) then ξ : M → WS factors as M ։ M
′ → WS. By (3.9), any
morphism M ′ → WS factors through V (W
(1)
S ) ⊂WS. So ξ : M → WS factors as
M ։M ′
g
−→W
(1)
S
V
→֒ WS.
Then ξ′ : M ′ → W
(1)
S equals FV g = pg. Since ξ
′ is primitive, the morphism g : M ′ → W
(1)
S
is an isomorphism, so we can identify M ′ with W
(1)
S using g.
Thus an object of ∆′0(S) is the same as a pair consisting of a line bundle L on S and an
exact sequence 0→ L ♯ →M → W
(1)
S → 0. This proves (i).
Recall that ξ′ = pg. So after identifying M ′ with W
(1)
S using g, we have ξ
′ = p. This
proves (ii). 
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We do not yet have the functor X 7→ XdR promised in §1.5.1; however, let us give an
ad hoc definition:
(5.13) (A1⊗ˆZp)
dR := Cone(G♯a → Ga)⊗ˆZp,
where ⊗ˆZp stands for the p-adic completion (see §2.9.6) and Cone is understood as a Picard
stack, see §1.3.2.
Lemma 5.9.2. The g-stack underlying ∆′0 is canonically isomorphic to (A
1⊗ˆZp)
dR/Gm,
where the action of Gm on (A
1⊗ˆZp)
dR is induced by its action on Ga and G
♯
a.
Proof. Follows from Lemma 5.9.1 and the isomorphism
(5.14) ExW (W
(1)
S ,W
(F )
S )
∼
−→ Cone((G♯a)S → (Ga)S)
from Proposition 3.10.1. 
5.9.3. The c-stack ((A1⊗ˆZp)
dR/Gm)+. The g-stack (A
1⊗ˆZp)
dR carries an action of the multipli-
cative monoid A1m (not merely the multiplicative group Gm). So according to §2.2.2, one has
the c-stack ((A1⊗ˆZp)
dR/Gm)+. Here is an explicit description of ((A
1⊗ˆZp)
dR/Gm)+ (which
could be used as a definition): if S is a p-nilpotent scheme then ((A1⊗ˆZp)
dR/Gm)+(S) is the
category of pairs consisting of a line bundle L on S and an S-morphism
S → Cone(L ♯ → L );
if S is not p-nilpotent then ((A1⊗ˆZp)
dR/Gm)+(S) = ∅.
The A1m-equivariant morphism A
1⊗ˆZp → (A
1⊗ˆZp)
dR induces a canonical morphism
(5.15) (A1/Gm)+⊗ˆZp → ((A
1⊗ˆZp)
dR/Gm)+,
where (A1/Gm)+ is the c-stack from §2.2.1. In terms of the above description of the category
((A1⊗ˆZp)
dR/Gm)+(S), the map (5.15) comes from the canonical morphism
L → Cone(L ♯ → L ).
Lemma 5.9.4. The c-stack ∆′0 is canonically isomorphic to ((A
1⊗ˆZp)
dR/Gm)+.
Proof. Similarly to (5.14), for any line line bundle L on S one has a canonical isomorphism
(5.16) ExW (W
(1)
S ,L
♯)
∼
−→ Cone(L ♯ → L ),
see formula (A.6) from Appendix A. It remains to combine (5.16) with Lemma 5.9.1. 
5.9.5. On the isomorphism ∆0
∼
−→ (Spf Zp)/G
♯
m. Recall that ∆0 is an open substack of ∆
′
0.
In Lemma 4.5.2 we constructed a canonical isomorphism ∆0
∼
−→ (Spf Zp)/G
♯
m. Combining
it with Lemma 5.9.2, we get an open embedding
(5.17) (Spf Zp)/G
♯
m →֒ (A
1⊗ˆZp)
dR/Gm.
Here is a way to think of (5.17). Similarly to (5.13), let
(Gm⊗ˆZp)
dR := Cone(G♯m → Gm)⊗ˆZp;
then (Spf Zp)/G
♯
m = (Gm⊗ˆZp)
dR/Gm, and (5.17) is the morphism
(Gm⊗ˆZp)
dR/Gm → (A
1⊗ˆZp)
dR/Gm
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induced by the canonical morphism j : (Gm⊗ˆZp)
dR → (A1⊗ˆZp)
dR. One could give an ad hoc
definition of “canonical" in this situation. However, in a subsequent article the author hopes
to define a functor X 7→ XdR from the category of p-adic formal schemes to that of stacks.
5.10. The morphisms Σ′Hdg → Σ
′
dR
→ Σ′. The stacks Σ′Hdg, Σ
′
dR
, and the morphisms
Σ′Hdg → Σ
′
dR
→ Σ′ will be defined abstractly. However, the notation is motivated by their
relation to the “Hodge to de Rham" spectral sequence (which is beyond the scope of this
article).
5.10.1. The stack Σ′
dR
. Recall that if S is a p-nilpotent scheme then Σ′(S) is the category
of pairs (M, ξ), where M is an admissible WS-module and ξ : M → WS is a primitive WS-
morphism. Now define a c-stack Σ′
dR
as follows: Σ′
dR
(S) is the category of pairs (M, ξ) ∈
Σ′(S) equipped with a splitting σ : M ′ → M , where M ′ is as in Definition 3.11.6. By
definition, we have a canonical morphism
(5.18) Σ′
dR
→ Σ′.
Lemma 5.10.2. Σ′
dR
×Σ′ Σ+ = ∅.
Proof. If (M, ξ) ∈ Σ+(S) then M is invertible, so a splitting M
′ →M cannot exist. 
Remark 5.10.3. Recall that Σ− = Σ
′ \ ∆′0. Similarly, one can think of Σ
′
dR
as a “kind of
complement" to Σ+ except that Σ
′
dR
is not a substack of Σ′, see Lemma 5.10.4(iv) below.
On the other hand, in Proposition 5.12.1 and Corollary 6.7.3(i) we will describe the true
complement of Σ+ ⊗ Fp in Σ
′ ⊗ Fp, denoted by Y+; see also Remark 6.7.5.
Lemma 5.10.4. (i) The composite map Σ′
dR
→ Σ′ → (A1/Gm)−⊗ˆZp is an isomorphism.
Its inverse
(5.19) p : (A1/Gm)−⊗ˆZp
∼
−→ Σ′
dR
is as follows: if S is a p-nilpotent scheme and L is a line bundle on S equipped with a
morphism v− : L → OS then p(L , v−) = (M, ξ, σ), where M = L
♯ ⊕W
(1)
S , σ : W
(1)
S → M
is the obvious embedding, and ξ : L ♯ ⊕W
(1)
S →WS equals (v−, V ).
(ii) Σ′
dR
×Σ′ Σ− = Spf Zp.
(iii) The morphism Spf Zp = Σ
′
dR
×Σ′ Σ− → Σ− = Σ equals p ∈ Σ(Zp).
(iv) The morphism (5.18) is not a monomorphism.
(v) The following diagram commutes:
(5.20) Σ′
dR

// Σ′
F ′

Spf Zp
p
// Σ
Proof. Similarly to the proof of Lemma 5.9.1, one shows that if (M, ξ, σ) ∈ Σ′
dR
(S) then the
composite map M ′
σ
−→ M
ξ
−→ WS induces an isomorphism M
′ ∼−→ V (W
(1)
S ) and therefore
an isomorphism V −1ξσ : M ′
∼
−→W
(1)
S . Statement (i) follows.
To prove (v), we have to compute the morphism ξ′ : M ′ → W
(1)
S induced by ξ. We have
ξ′ = Fξσ = FV ◦ (V −1ξσ) = p · (V −1ξσ). Statement (v) follows.
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Statement (ii) follows from (i) because Σ− is the preimage in Σ
′ of the open substack
Spf Zp = (Gm/Gm)⊗ˆZp ⊂ (A
1/Gm)−⊗ˆZp.
Statement (iii) follows from (v) because the restriction of F ′ : Σ′ → Σ to Σ− = Σ is the
identity morphism.
Statement (iv) follows ffrom (iii) because the morphism p : Spf Zp → Σ is not a monomor-
phism (see Lemma 4.6.7). 
5.10.5. The stack Σ′Hdg. Let Σ
′
Hdg := Σ
′
dR
×Σ′ ∆
′
0. We will give an explicit description of
Σ′Hdg and the morphisms Σ
′
dR
← Σ′Hdg → ∆
′
0.
Let {0} ⊂ A1 = SpecZ[x] be the closed subscheme x = 0; then {0} ≃ SpecZ. The
c-stacks ({0}/Gm)± from §2.2.2 are canonically isomorphic to each other: for any scheme S,
both ({0}/Gm)+(S) and ({0}/Gm)−(S) is just the category of line bundles on S.
By Lemma 5.10.4(i), the composite map Σ′
dR
→ Σ′ → (A1/Gm)−⊗ˆZp is an isomorphism.
By the definition of Σ′Hdg, this isomorphism induces an isomorphism
Σ′Hdg
∼
−→ ({0}/Gm)−⊗ˆZp ⊂ (A
1/Gm)−⊗ˆZp.
By Lemma 5.9.4, ∆′0 = ((A
1⊗ˆZp)
dR/Gm)+. The canonical morphism Σ
′
Hdg → ∆
′
0 is
just the morphism ({0}/Gm)−⊗ˆZp = ({0}/Gm)+⊗ˆZp → ((A
1⊗ˆZp)
dR/Gm)+ induced by the
composite map {0}⊗ˆZp →֒ A
1⊗ˆZp → (A
1⊗ˆZp)
dR.
5.11. A toy model for Σ′.
5.11.1. What will be done. In the first part of this subsection we define a very simple algebraic
c-stack S′ over Fp and a morphism S
′ → Σ′ such that for any perfect Fp-scheme S the
corresponding functor S′(S) → Σ′(S) is an equivalence. We think of S′ as a toy model for
Σ′. Let us note that according to §1.7.1, S′ = (SpecFp)
∆
′
⊗ Fp.
In the second part of this subsection (which begins in §5.11.8) we factor the morphism
S′ → Σ′ as S′ → S → Σ′ so that for any perfect Fp-scheme S the functors
S′(S)→ S (S)→ Σ′(S)
are equivalences. The c-stack S is very simple (just as S′). In §6 we will show that the
morphism S → Σ′ identifies Σ′red with the classifying stack of a certain flat group scheme of
infinite type over S , see Corollary 6.7.1.
5.11.2. The c-stack S′. Let S′ be the c-stack over Fp whose category of S-points is the
category of diagrams
(5.21) OS
v+
−→ L
v−
−→ OS, v−v+ = 0,
where L is an invertible OS-module.
The c-stack S′ is clearly algebraic. Note that S′ is a closed substack of the c-stack
from §2.2.3. Also note that the closed substack of S′ defined by the equation v− = 0
(resp. v+ = 0) identifies with (A
1/Gm)+⊗ Fp (resp. (A
1/Gm)−⊗ Fp), where (A
1/Gm)± is as
in §2.2.1.
Let C := SpecFp[v+, v−]/(v+v−). Taking L = OS in diagram (5.21), one gets a canonical
faithfully flat morphism C → S′. This morphism identifies the underlying g-stack of S′
with C/Gm, where Gm acts on C so that deg v± = ±1. By Remark 2.4.3, the c-stack S
′
itself identifies with C/Γ′, where Γ′ is an algebraic category (in the sense of Definition 2.4.1),
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whose scheme of objects is C. (Despite the abstract words, one can draw a picture of Γ′, see
§5.11.3 below.).
Let S± ⊂ S
′ be the open substack v± 6= 0. Then S± ≃ SpecFp.
We think of (S′,S+,S−) as a toy model for (Σ
′,Σ+,Σ−); this point of view will be justified
by Proposition 5.11.5 below.
5.11.3. Remark. One could draw a picture of Γ′ as follows: draw the “coordinate cross" C
and on the axis v− = 0 (resp. v+ = 0) draw arrow(s) pointing towards (0, 0) (resp. away
from (0, 0)). The arrows symbolize morphisms from the points of the line v− = 0 to (0, 0)
and from (0, 0) to the points of the line v+ = 0.
5.11.4. Defining a morphism S′ → Σ′. Let S be an Fp-scheme
22. Let L , v+, v− be as in
diagram (5.21). Pushing forward the canonical WS-module extension
0→ (G♯a)S →WS
F
−→ W
(1)
S → 0
via v+ : (G
♯
a)S → L
♯, one gets an extension 0→ (G♯a)S →M → W
(1)
S → 0 and a commuta-
tive diagram
0 // (G♯a)S //
v+

WS
F
//

W
(1)
S
//
id

0
0 // L ♯ // M // W
(1)
S
// 0
Its left square is a push-out diagram, and the diagram
(5.22) (G♯a)S
  //
v+

WS
p

L ♯
v−
// WS
commutes (because S is an Fp-scheme). So (5.22) yields a morphism ξ : M →WS. The pair
(M, ξ) defines an S-point of Σ′. So we have constructed a morphism
(5.23) S′ → Σ′.
It is easy to check that S′ ×Σ′ Σ± = S±.
Recall thatS± ≃ SpecFp. Lemma 4.3.1 says that if S is a perfect Fp-scheme then Σ(S) is a
point; equivalently, it says that if S is perfect the functor S±(S)→ Σ±(S) is an equivalence.
Proposition 5.11.5. If an Fp-scheme S is perfect then the functor S
′(S) → Σ′(S) con-
structed in §5.11.4 is an equivalence.
Proof. Let (M, ξ) ∈ Σ′(S) and let (M ′, ξ′) ∈ Σ(S) be as in §5.4. By Lemma 4.3.1 and
perfectness of S, the category Σ(S) is a point, so there exists a unique isomorphism
(M ′, ξ′)
∼
−→ (W
(1)
S , p).
22Essentially the same construction works for any p-nilpotent scheme if in diagram (5.22) one replaces
p : WS →WS by V (1) : WS →WS .
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Thus diagram (5.4) can be rewritten as
(5.24) 0 // L ♯ //
v−

M //
ξ

W
(1)
S
//
p

0
0 // (G♯a)S // WS
F
// W
(1)
S
// 0
Commutativity of the right square of (5.24) means that (ξ− p)(M) ⊂ (G♯a)S or equivalently,
ξ(M) ⊂ (G♯a)S. So we can think of ξ as a splitting of the v−-pushforward of the upper row
of (5.24).
Thus we have shown that the groupoid of objects of Σ′(S) corresponding to a given pair
(L , v− : L → OS) equals
(5.25) Ker(ExW (W
(1)
S ,L
♯
S)
v−
−→ ExW (W
(1)
S , (G
♯
a)S)),
where ExW stands for the Picard groupoid of WS-module extensions and Ker denotes the
categorical fiber over 0. On the other hand, the groupoid of objects of S′(S) corresponding
to a given pair (L , v−) is the set
(5.26) Ker(H0(S,L )
v−
−→ H0(S,OS)).
By Lemma 3.10.5, (5.25) is equal to (5.26). 
Remark 5.11.6. One has S′ = Σ′+×Σ SpecFp, where the morphism SpecFp → Σ comes from
p ∈ W (Fp) (to see this, think of Σ
′
+ in terms of §5.7.2(ii)). Moreover, the morphism S
′ → Σ′
from §5.11.4 is the composite map Σ′+ ×Σ SpecFp → Σ
′
+ → Σ
′, where the second map is as
in §5.7.1-5.7.2. So Proposition 5.11.5 follows from Lemma 4.3.1 and Proposition 5.7.9(ii).
Corollary 5.11.7. (i) The morphism (5.23) induces a homeomorphism |S′| → |Σ′|, where
|S′| and |Σ′| are the topological spaces corresponding to S′ and Σ′ (see §2.1.6).
(ii) The substacks Σ± ⊂ Σ
′ are the only open substacks of Σ′ different from ∅ and Σ′.
Proof. Statement (i) immediately follows from Proposition 5.11.5.
Recall that the underlying g-stack of |S′| is C/Gm, where C is the coordinate cross over Fp.
The topological space |S′| = |C/Gm| is a quotient of |C|; as a set, |S
′| is the set of Gm-orbits
on C. So statement (ii) follows from (i) and the equality S′ ×Σ′ Σ± = S±. 
5.11.8. The c-stack S . For every Fp-scheme S, we define S (S) to be the category of dia-
grams
(5.27) L
v−
−→ OS
u
−→ L ⊗p, uv− = 0,
where L is a line bundle on S. Forgetting u, we get an affine left fibration
(5.28) S → (A1/Gm)− ⊗ Fp
It is clear that S is an algebraic c-stack whose underlying g-stack is a quotient of an
Fp-scheme of finite type by an action of Gm.
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5.11.9. The morphisms S′ ⇄ S . In §5.11.2 we defined a c-stack S′ over Fp as follows: for
any Fp-scheme S, an S-point of S
′ is a diagram
(5.29) OS
v+
−→ L
v−
−→ OS, v−v+ = 0,
where L is an invertible OS-module. Given such a diagram, we get a diagram (5.27) by
setting u := v⊗p+ ; thus we get a morphism S
′ → S . Define a morphism S → S′ by
associating to a diagram (5.27) the diagram
L
⊗p
v⊗p−
−→ OS
u
−→ L ⊗p.
Each of the composite morphisms S′ → S → S′ and S → S′ → S is isomorphic to the
Frobenius.
Note that the above morphisms S′ → S and S → S′ are not flat.
5.11.10. The morphism S → Σ′. To an Fp-scheme S and a diagram (5.27) we have to
associate an object (M, ξ) ∈ Σ′(S). To this end, we will use the Teichmüller functor L 7→
[L ] from §A.2 of Appendix A. We have a canonical exact sequence
(5.30) 0→ L ♯ −→ [L ]
F
−→ [L ]′ → 0.
and a canonical isomorphism [L ]′
∼
−→ [L ⊗p](1), see (A.4) and (A.3). Let u be as in (5.27).
Pulling back (5.30) via the morphism [u](1) : W
(1)
S → [L
⊗p](1) = [L ]′, we get an exact
sequence 0→ L ♯ −→ M −→W
(1)
S → 0, which fits into a commutative diagram
(5.31) 0 // L ♯ // M //

W
(1)
S
//
[u](1)

0
0 // L ♯ // [L ]
F
// [L ]′ // 0
By definition, M is a submodule of [L ] ×S W
(1)
S . Now define ξ : M → WS to be the
restriction of the morphism [L ]×S W
(1)
S
([v−],V )
−→ WS. One has a commutative diagram
0 // L ♯ //
v−

M //
ξ

W
(1)
S
//
p

0
0 // W
(F )
S
// WS
F
// W
(1)
S
// 0
Lemma 5.11.11. The morphism S′ → Σ′ constructed in §5.11.4 is equal to the composite
morphism S′ → S → Σ′, where the first arrow is as in §5.11.9 and the second one is as in
§5.11.10.
Proof. Suppose we are given an S-point of S′, i.e., a diagram (5.29). Applying to it the
construction of §5.11.4, we get an object (M, ξ) ∈ Σ′(S). Applying to the same S-point of
S′ the morphisms S′ → S → Σ′, we get an object (M, ξ) ∈ Σ′(S). Let us identify M
with M (checking that after this identification ξ = ξ is left to the reader). To this end,
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consider the diagram
0 // (G♯a)S //
v+

WS
F
//
[v+]

W
(1)
S
//
[u](1)

0
0 // L ♯ // [L ]
F
// [L ⊗p](1) // 0
[L ]′
where v+ is as in (5.29) and u = v
⊗p
+ . The diagram commutes, so the pushforward of
the upper row via v+ : (G
♯
a)S → L
♯ identifies with the pullback of the lower row via
[u](1) :W
(1)
S → [L
⊗p](1). Thus M identifies with M . 
5.12. On the reduced part of Σ′. In this subsection we prove that Σ′red is a Cartier divisor
in Σ′ ⊗ Fp; more precisely, we show that Σ
′
red = Y+ + Y−, where Y+,Y− ⊂ Σ
′ ⊗ Fp are the
effective Cartier divisors defined below.
Proposition 5.12.1. Let Y+ := g
−1(D+ ⊗ Fp), where g : Σ
′ ⊗ Fp → Σ
′
+ ⊗ Fp is as in
Proposition 5.7.9(i) and D+ ⊂ Σ
′
+ is as in Lemma 5.7.8. Then
(i) Y+ is the smallest closed substack of Σ
′ containing all field-valued points of Σ−;
(ii) Σ′ \ Y+ = Σ+;
(iii) Y+ ∩ Σ− = ∆0 ⊗ Fp, where ∆0 really means the image of the substack ∆0 ⊂ Σ from
§4.5.1 under the isomorphism Σ
∼
−→ Σ−;
(iv) Y+ is an effective Cartier divisor on Σ
′ ⊗ Fp, whose pullback to Σ
′
+ ⊗ Fp is equal
to p · (D+ ⊗ Fp).
Proof. Recall that the composite morphism Σ′+ ⊗ Fp → Σ
′ ⊗ Fp
g
−→ Σ′+ ⊗ Fp is equal to the
Frobenius. So the pullback of Y+ to Σ
′
+ ⊗ Fp is the effective Cartier divisor p · (D+ ⊗ Fp).
By Lemma 2.10.10(ii) and faithful flatness of Σ′+ over Σ
′, this implies that Y+ is an effective
Cartier divisor on Σ′ ⊗ Fp. Thus we have proved (iv).
Let us note that the first part of (iv) also follows from Lemma 5.7.11(iii).
The proof of (ii) is straightforward. Statement (iii) follows from Lemma 5.7.10.
Let us prove (i). A closed substack of Σ′ containing all field-valued points of Σ− has to
contain ∆0⊗Fp ⊂ Σ−, which is the same as Y+∩Σ−. The preimage of Y+∩Σ− in Σ
′
+ equals
(Y+ ×Σ′ Σ
′
+) \D−. By faithful flatness of Σ
′
+ over Σ
′, it remains to show that Y+ ×Σ′ Σ
′
+ is
the smallest closed substack of Σ′+ ⊗ Fp containing (Y+ ×Σ′ Σ
′
+) \ D−. This becomes clear
after base change Σ′+ ×Σ Wprim → Σ
′
+. 
Let Y− := ∆
′
0 ⊗ Fp, where ∆
′
0 ⊂ Σ
′ is the Hodge-Tate locus, see §5.8. By Proposi-
tion 5.8.3(i), Y− is an effective Cartier divisor in Σ
′⊗Fp. We have Σ
′ \Y− = Σ−. Combining
this with Proposition 5.12.1(ii), we see that
(5.32) Σ′ \ Y± = Σ±.
Let Σ′red be the reduced part of Σ
′, i.e., the smallest closed substack of Σ′ containing all
field-valued points of Σ′.
Lemma 5.12.2. The c-stack Σ′red is algebraic.
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Proof. Recall that Σred = ∆0⊗Fp is an algebraic stack. By Theorem 5.3.5(i), the morphism
F ′ : Σ′ → Σ is algebraic, so the substack (F ′)−1(∆0 ⊗ Fp) ⊂ Σ
′ is algebraic. It is clear that
Σ′red is a closed susbtack of (F
′)−1(∆0 ⊗ Fp). 
Remark 5.12.3. Using Proposition 5.12.1(iv), and the commutative diagram (5.10), it is easy
to check that the preimage of ∆0⊗Fp with respect to F
′ : Σ′⊗Fp → Σ⊗Fp equals Y++pY−.
Clearly Σ′red ⊂ Σ
′ ⊗ Fp.
Proposition 5.12.4. (i) Σ′red is equal to the effective Cartier divisor Y+ + Y− ⊂ Σ
′ ⊗ Fp.
(ii) Σ′red ∩ Σ± = (Σ±)red.
Note that (Σ±)red is equal to the image of ∆0 ⊗ Fp under the canonical isomorphism
Σ
∼
−→ Σ±.
Proof. Let X := Y+ + Y− ⊂ Σ
′ ⊗ Fp. By (5.32), Σ
′ \X = Σ+ ∩ Σ− = ∅, so Σ
′
red ⊂ X .
We have Y− ∩ Σ+ = (∆
′
0 ⊗ Fp) ∩ Σ+ = (Σ+)red. By Proposition 5.12.1(iii), we have
Y+ ∩ Σ− = (Σ−)red. Combining this with (5.32), we see that X ∩ Σ± = (Σ±)red.
It remains to show that X is the smallest closed substack of Σ′ containing X ∩(Σ+∪Σ−).
Just as in the proof of Proposition 5.12.1(i), this can be checked after base change to Σ′+
and then to Σ′+ ×Σ Wprim. 
Corollary 5.12.5. The preimage of Σ′red in Σ
′
+ ⊗ Fp equals p(D+ ⊗ Fp) + (D− ⊗ Fp).
Proof. Follows from Proposition 5.12.4, Proposition 5.12.1(iv), and the fact that the preimage
of Y− in Σ
′
+ ⊗ Fp equals D−. 
Corollary 5.12.6. The c-stack Σ′ is strongly adic in the sense of §2.9.7.
Proof. Comparing Remark 5.12.3 with Proposition 5.12.4(i), we see that the ideal of Σ′red in
(F ′)−1(Σred) = (F
′)−1(∆0 ⊗ Fp) is nilpotent (its p-th power is zero). By Theorem 5.3.5(i),
the morphism F ′ : Σ′ → Σ is algebraic. Properties (i)-(ii) from §2.9.7 follow. Property (iii)
from §2.9.7 holds because Σ′red is an effective Cartier divisor in Σ
′ ⊗ Fp. 
In §6 we will describe the c-stacks Σ′red and (F
′)−1(∆0 ⊗ Fp) very explicitly, see Corollar-
ies 6.6.2 and 6.7.1.
6. Σ′ as a quotient
Convention: by a group scheme over a c-stack X we mean a c-stack left-fibered in group
schemes over X .
In this section we identify Σ′ with Z /G , where Z is a certain c-stack left-fibered in formal
schemes over (A1/Gm)−⊗ˆZp and G is a certain group scheme over (A
1/Gm)−⊗ˆZp.
This will allow us to get an explicit description of the c-stacks Σ′red and (F
′)−1(Σred)⊗ Fp
(see Corollaries 6.6.2 and 6.7.1). We also get a nice presentation of Σ′ as a projective limit,
see §6.8.
6.1. Definition of Z . For any scheme S, let Z (S) be the category of the following data:
a line bundle L , a morphism v− : L → OS, and a section ̺ : S → [L
⊗p] such that
(6.1) [v⊗p− ](̺) + p ∈ Wprim(S).
Here Wprim is as in §4.1.2 and [L
⊗p] is the invertible WS-module obtained from L
⊗p by
applying the Teichmüller functor (see §A.2 of Appendix A).
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Write ̺ as
∞∑
i=0
V i[̺i], where ̺i ∈ H
0(S,L ⊗p
i+1
). If S is p-nilpotent then (6.1) means that
(i) the function v⊗p− (̺0) ∈ H
0(S,OS) is nilpotent,
(ii) the function [v⊗p
2
− ](̺1) + 1 ∈ H
0(S,OS) is invertible.
If S is not p-nilpotent then Z (S) = ∅ because Wprim(S) = ∅.
We have a morphism Z → (A1/Gm)−⊗ˆZp (forgetting ̺). It is a left fibration. Moreover,
for any scheme S over (A1/Gm)−⊗ˆZp the fiber product of Z and S over (A
1/Gm)−⊗ˆZp is
an affine formal scheme.
6.2. Definition of G and G (F ).
6.2.1. Remark. For any Z[λ]-algebra R, let G(R) be the set {x ∈ R | 1+λx ∈ R×} equipped
with the operation x1 ∗ x2 = x1 + x2 + λx1x2. Then G is a group scheme over SpecZ[λ]
(the λ-rescaled version of Gm). The restriction of G to F := SpecZ[λ]/(λ) is (Ga)F , and
the restriction of G to U := SpecZ[λ, λ−1] is isomorphic to (Gm)U (the isomorphism is
x 7→ 1 + λx). The group G is a prototype of the group scheme G defined below.
6.2.2. Definition of G . Let S be a scheme over (A1/Gm)−⊗ˆZp, i.e., a p-nilpotent scheme S
equipped with a line bundle L and a morphism v− : L → OS . Define G (S) to be the set
of sections α : S → [L ⊗p] such that the Witt vector 1− [v⊗p− ](α) ∈ W (S) is invertible.
Equip G (S) with the operation
α1 ∗ α2 = α1 + α2 − [v
⊗p
− ](α1) · α2.
Then G (S) is a group. So G is a group scheme over (A1/Gm)−⊗ˆZp.
If S is the spectrum of a field then the fiber product G ×(A1/Gm)− S is isomorphic to W
×
S
if v− 6= 0 and to WS if v− = 0.
6.2.3. Definition of G (F ). Let G (F ) ⊂ G be the group subscheme defined by the condition
F (α) = 0. If S is the spectrum of a field then G×(A1/Gm)−S is isomorphic to (W
×
S )
(F ) = (G♯m)S
if v− 6= 0 and to W
(F )
S = (G
♯
a)S if v− = 0. Note that the map G
(F ) → (A1/Gm)−⊗ˆZp is a flat
universal homeomorphism of infinite type (because as a scheme, G (F ) is just the Cartesian
product of W (F ) and (A1/Gm)−⊗ˆZp).
6.3. Action of G on Z . Let S be as in §6.2. Let α ∈ G (S), i.e., α is a section S → [L ⊗p].
To such α we associate the automorphism of Z ×(A1/Gm)− S ⊂ [L
⊗p] given by
(6.2) ̺ 7→
̺+ pα
1− [v⊗p− ](α)
;
this is the affine-linear transformation with matrix
(6.3)
(
1 pα
0 1− [v⊗p− ](α)
)
Thus one gets an action of G on Z .
6.4. The isomorphism Z /G
∼
−→ Σ′. We will construct a morphism
(6.4) Z /G → Σ′.
Then we will prove that it is an isomorphism.
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6.4.1. Defining the morphism (6.4). We have to define a G -equivariant WZ -module M and
a G -equivariant morphism ξ : M → WZ .
Let us define M . Let S be a scheme over (A1/Gm)−⊗ˆZp, i.e., a p-nilpotent scheme S
equipped with a line bundle L and a morphism v− : L → OS. Then M(S) is the set
of triples (̺, x, y), where ̺ ∈ [L ⊗p](S) satisfies (6.1) (in other words, ̺ ∈ Z (S)) and
x ∈ [L ](S), y ∈ W (S) satisfy the equation
(6.5) Fx = y̺.
M is a group scheme over Z : the morphism M → Z forgets x, y, and the group operation
is addition of pairs (x, y). Moreover, M is a WZ -module: an element a ∈ W (S) acts on
M(S) by
(̺, x, y) 7→ (̺, ax, F (a)y).
This module is admissible: the pullback of M to S is equipped with a faithfully flat homo-
morphism to W
(1)
S (forgetting x), whose kernel is L
♯.
The action of G on Z lifts to an action of G on M as follows: α ∈ G (S) acts by
(6.6) (̺, x, y) 7→ (˜̺, x˜, y˜), ˜̺ :=
̺+ pα
1− [v⊗p− ](α)
, x˜ := x+ V (αy), y˜ := (1− [vp−](α))y.
Note that (6.5) implies that F x˜ = y˜ ˜̺.
To define a morphism Z /G → Σ′ one also needs a WZ -morphism ξ : M →WZ , which is
primitive and preserved by the action (6.6). It is as follows:
ξ(̺, x, y) := (̺, [v−]x+ V y).
To show that ξ is primitive, note that
(6.7) F ([v−]x+ V y) = y([v
⊗p
− ](̺) + p),
and use (6.1).
Theorem 6.4.2. The morphism (6.4) is an isomorphism.
Before proving the theorem, let us recall some material from Appendix B.
6.4.3. A summary of a part of Appendix B. Let Σ′Rig be the following c-stack: an object of
Σ′(S) is an object (M, ξ) ∈ Σ′(S) plus a commutative diagram with exact rows
(6.8) 0 // L ♯ // M
π
//
r

W
(1)
S
//
r′

0
0 // L ♯ // [L ]
F
// [L ⊗p](1) // 0
where L is a line bundle on S and the lower row is obtained from (A.4) via (A.3).
Σ′Rig(S) also has another realization: an object of Σ
′
Rig(S) is a quadruple
(6.9) (L , v−, γ, ζ),
where (L , v−) ∈ (A
1/Gm)−(S), γ ∈ W (S), ζ ∈ [L
⊗p](S) satisfy the following condition:
(6.10) [v⊗p− ](ζ) + pγ ∈ Wprim(S).
The two realizations are related as follows:
r′ = ζ (1), ξ = [v−] ◦ r + V γπ,
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where r, r′, π are as in (6.8). This implies that ξ′ :W
(1)
S → [L
⊗p](1) equals ([v⊗p− ](ζ)+ pγ)
(1),
which explains (6.10).
According to Appendix B, Σ′ = Σ′Rig/G, where G is the following group scheme over
(A1/Gm)−⊗ˆZp: if S is a scheme over (A
1/Gm)−⊗ˆZp and L is the corresponding line bundle
over S then G×(A1/Gm)− S =W
×
S ⋉ [L
⊗p]. One can think of G(S) as the group of matrices
(6.11)
(
a b
0 1
)
, a ∈ W (S)×, b ∈ [L ⊗p](S).
It remains to describe the action of G on Σ′Rig. In terms of the second realization of Σ
′
Rig,
the group W×(S) acts on pairs (γ, ζ) by homotheties, and α ∈ [L ⊗p](S) acts by
(6.12) (ζ, γ) 7→ (ζ + pα, γ − [v⊗p− ](α)).
6.4.4. Idea of the proof of Theorem 6.4.2. The ̺ from §6.4.1 equals γ−1ζ , where γ and ζ are
as in §6.4.3.
6.4.5. Proof of Theorem 6.4.2. Setting γ = 1 in (6.9), one gets a morphism
(6.13) Z → Σ′Rig, (L , v−, ̺) 7→ (L , v−, 1, ̺).
One also has a group homomorphism
(6.14) G → G, α 7→
(
(1− [v⊗p− ](α))
−1 0
0 1
)
·
(
1 α
0 1
)
;
here we think of G in terms of matrices (6.11).
One checks that the morphism (6.13) is equivariant with respect to (6.14) and induces an
isomorphism23
(6.15) Z /G
∼
−→ Σ′Rig/G.
One also checks that the morphism (6.4) is obtained by composing (6.15) with the isomor-
phism Σ′Rig/G
∼
−→ Σ′ mentioned in §6.4.3.
6.5. Who is who.
6.5.1. Some preimages. Let us describe the preimages in Z of some substacks of Σ′.
(i) The closed substack ∆′0×Σ′Z ⊂ Z is given by the equation v− = 0. The open substack
Σ− ×Σ′ Z ⊂ Z is given by the inequality v− 6= 0.
Recall that Y− := ∆
′
0 ⊗ Fp. So Y− ×Σ′ Z is the effective Cartier divisor in Z ⊗ Fp given
by the equation v− = 0.
(ii) In Proposition 5.12.1 we defined the effective Cartier divisor Y+ in Σ
′⊗Fp. One checks
that the divisor Y+ ×Σ′ Z ⊂ Z ⊗ Fp is given by the equation ̺0 = 0. Reality check: this
locus is G -stable (because of p in the matrix (6.3)).
The open substack Σ+ ×Σ′ Z ⊂ Z is the complement of Y+ ×Σ′ Z in Z , so it is given
by the inequality ̺0 6= 0.
(iii) Zred is an effective Cartier divisor in Z ⊗ Fp. It is the sum of the effective Cartier
divisors Y− ×Σ′ Z and Y+ ×Σ′ Z . One has Σ
′
red ×Σ′ Z = Zred.
(iv) In Lemma 5.10.4(i) we defined a section
p : (A1/Gm)−⊗ˆZp
∼
−→ Σ′
dR
→ Σ′
23Note that if v− = 0 then γ is invertible by (6.10).
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of the morphism Σ′ → (A1/Gm)−⊗ˆZp. Using §6.4.1, one checks that this section is equal to
the composite morphism (A1/Gm)−⊗ˆZp → Z → Z /G = Σ
′, where the first arrow is given
by setting ̺ = 0.
6.5.2. Some morphisms. (i) Formula (6.7) implies that the morphism
(6.16) Z /G
∼
−→ Σ′
F ′
−→ Σ =Wprim/W
×
is induced by the morphism
(6.17) Z →Wprim, (L , v−, ̺) 7→ ξ
′ := [v⊗p− ](̺) + p.
(ii) The isomorphism (Z ×Σ′ Σ−)/G
∼
−→ Σ−
∼
−→ Σ is the restriction of (6.16). The fact
that this restriction is an isomorphism is clear from (6.17): indeed, if v− is invertible then ̺
can be expressed in terms of ξ′.
(iii) The morphism Z ×Σ′ Σ+ → Σ+ = Σ is given by
(6.18) (L , v−, ̺) 7→ (M, ξ̺ :M →WS), M := [L ], ξ̺ := [v−] + V (̺
−1).
Here ̺−1 is a section of [L ⊗(−p)] = [L −1]′ and V is a morphism [L −1]′ → [L −1] (see §A.2),
so V (̺−1) is a section of [L −1], i.e., a morphism [L ]→ WS. Let us note that the morphism
V (̺−1) : [L ]→WS is equal to the composite map
[L ]
F
−→ [L ]′ = [L ⊗p](1)
(̺−1)(1)
−→ W
(1)
S
V
−→WS.
(iii′) The factorization of the morphism (6.18) as Z ×Σ′ Σ+ → (Z ×Σ′ Σ+)/G
∼
−→ Σ can
be seen from the following: one can check that if ˜̺ = ̺+pα
1−[v⊗p− ](α)
then ξ ˜̺ = (1+V (̺
−1α))−1ξ̺.
6.6. Description of the c-stack (F ′)−1(∆0) ⊗ Fp. Let T ⊂ Z ⊗ Fp be the divisor
[v⊗p− ](̺0) = 0, where ̺0 is the 0th component of the “Witt vector" ̺. By §6.5.2(i), the
preimage of the substack (F ′)−1(∆0) ⊂ Σ
′ equals T , so the isomorphism from §6.4 induces
an isomorphism
(6.19) T /G
∼
−→ (F ′)−1(∆0)⊗ Fp.
Let Z Tei ⊂ Z be defined by the equation ̺ = [̺0] (in other words, by the condition that
̺ is Teichmüller). Let T Tei := T ∩Z Tei.
Proposition 6.6.1. Let G (F ) be the group scheme from §6.2.3. Then
(i) the action of G (F ) on T is trivial;
(ii) the action morphism (G /G (F ))×(A1/Gm)− T → T induces an isomorphism
(G /G (F ))×(A1/Gm)− T
Tei ∼−→ T .
Proof. Let S be a scheme over (A1/Gm)−⊗Fp. If ̺0 ∈ H
0(S,L ⊗p) is such that v⊗p− (̺0) = 0
then for every section α : S → [L ⊗p] we have
(6.20)
[̺0] + pα
1− [v⊗p− ](α)
= [̺0] + V ((h(F (α)))), where h(β) :=
β
1− [v⊗p
2
− ](β)
.
(We have used the identity V F = p, which holds because S is over Fp.) Formula (6.20) implies
that the action of G (F ) on T Tei is trivial. It also implies (ii). Statement (i) follows. 
Combining Proposition 6.6.1 with (6.19), we get
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Corollary 6.6.2. The morphism T Tei → T /G = (F ′)−1(∆0)⊗Fp identifies (F
′)−1(∆0)⊗Fp
with the classifying stack of the pullback of G (F ) to T Tei. 
6.7. Description of Σ′red. In §5.11.8 we defined a c-stack S , and in §5.11.10 we defined a
morphism S → Σ′. It factors through Σ′red because S is reduced.
Corollary 6.7.1. The morphism S → Σ′red from §5.11.10 identifies Σ
′
red with the classifying
stack of the pullback of G (F ) to S , where G (F ) is as in §6.2.3.
Proof. We have Σ′red ⊂ (F
′)−1(∆0) ⊗ Fp and Zred ⊂ T . Moreover, the isomorphism
Zred/G
∼
−→ Σ′red is the restriction of (6.19). So by Corollary 6.6.2, Σ
′
red identifies with
the classifying stack of the pullback of G (F ) to Zred ∩ Z
Tei. The description of Zred from
§6.5.1(iii) shows that Zred ∩ Z
Tei identifies with the c-stack S from §5.11.8 so that the
morphism Zred ∩Z
Tei → Σ′ identifies with the morphism S → Σ′ from §6.4.1. 
Recall that by definition, S is the c-stack over Fp whose S-points are diagrams
L
v−
−→ OS
u
−→ L ⊗p, uv− = 0,
where L is a line bundle on S. Let Sv−=0 (resp. Su=0) be the closed substack of S defined
by the condition v− = 0 (resp. u = 0).
Lemma 6.7.2. One has
(6.21) S ×Σ′ Y− = Sv−=0 ,
(6.22) S ×Σ′ Y+ = Su=0 .
Proof. (6.21) is clear because Y− := ∆
′
0 ⊗ Fp. One has S = Zred ∩Z
Tei, so (6.22) follows
from §6.5.1(ii). 
Corollary 6.7.3. (i) Y+ identifies with the classifying stack of the pullback of G
(F ) to Su=0.
(ii) Y− identifies with the classifying stack of the pullback of G
(F ) to Sv−=0.
Note that the pullback of G (F ) to Sv−=0 is an fpqc-locally constant group scheme with
fiber G♯a.
Proof. Combine Corollary 6.7.1 and Lemma 6.7.2. 
Remark 6.7.4. One can easily deduce Corollary 6.7.3(ii) from the description of ∆′0 given
in §5.9 (recall that Y− := ∆
′
0 ⊗ Fp).
Remark 6.7.5. One has Su=0 = Σ
′
dR
⊗ Fp, where Σ
′
dR
is as in §5.10. More precisely, both
Su=0 and Σ
′
dR
⊗Fp are c-stacks over Σ
′⊗Fp, and it is straightforward to check that they are
uniquely isomorphic as such. Thus Corollary 6.7.3(i) describes the relation between Σ′
dR
⊗Fp
and the closed substack Y+ ⊂ Σ
′ ⊗ Fp.
6.8. Σ′ as a projective limit. Proposition 4.3.4 provides a nice presentation of Σ as a
projective limit. We will describe a similar presentation of Σ′.
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6.8.1. The stacks Σ′n. For each n ∈ N define Gn similarly to the definition of G in §6.2.2
but with [L ⊗p] replaced by [L ⊗p]n := [L
⊗p]/V n([L ⊗p
n+1
]). Define Zn similarly to the
definition of Z in §6.1 but with [L ⊗p] replaced by [L ⊗p]n and Wprim replaced by the formal
scheme (Wn)prim from §4.3.3. Set
Σ′n := Zn/Gn.
By Theorem 6.4.2, Σ′ = Z /G , so
(6.23) Σ′ = lim
←−
n
Σ′n.
6.8.2. Description of Z1. The case n = 1 is easy because [L
⊗p]1 = L
⊗p. In particular, Z1 is
as follows. Consider the c-stack A of finite presentation over Z whose S-points are diagrams
L
v−
−→ OS
u
−→ L ⊗p, where L is a line bundle on S. Then Z1 is the formal completion of
A along the closed substack defined by the equations uv− = 0, p = 0. Note that
(Z1)red = S ,
where S is as in §5.11.8.
6.8.3. Σ′1 ⊗ Fp and (Σ
′
1)red. The action of G1 on Z1 ⊗ Fp is trivial (the upper right element
of the matrix (6.3) becomes zero). So Σ′1 ⊗ Fp is the classifying stack of the pullback of G1
to Z1 ⊗ Fp, and (Σ
′
1)red is the classifying stack of the pullback of G1 to (Z1)red = S .
Lemma 6.8.4. (i) Σ′1 is the formal completion of a smooth algebraic c-stack over Z of
relative dimension 0 along an effective divisor in its reduction modulo p.
(ii) Each morphism Σ′n+1 → Σ
′
n is an algebraic left fibration. It is smooth, of finite
presentation, and of pure relative dimension 0. 
6.8.5. Σ± as a projective limit. Let (Σ−)1 ⊂ Σ
′
1 be the open substack v− 6= 0. Let (Σ+)1 ⊂ Σ
′
1
be the open substack whose preimage in Z1 is the locus u 6= 0, where u is as in §6.8.2.
By §6.5.1(i-ii), Σ± = Σ
′ ×Σ′1 (Σ±)1, so
Σ± = lim
←−
(Σ±)n , where (Σ±)n := Σ
′
n ×Σ′1 (Σ±)1.
On the other hand, one has a canonical isomorphism Σ±
∼
−→ Σ, and Σ is the projective limit
of the stacks Σn from §4.3.3. Thus we get three presentations of Σ as a projective limit. It
is easy to check that they are related as follows:
(Σ−)n = Σn, (Σ+)n = Σn+1.
6.8.6. A morphism Z1 → Σ
′. Consider the closed substack Z Tei ⊂ Z defined by the equa-
tion ̺ = [̺0] (i.e., by the condition that ̺ is Teichmüller). The map Z
Tei → Z1 is an
isomorphism, so we get a closed embedding Z1 →֒ Z and therefore a morphism
(6.24) Z1 → Σ
′.
The morphism (6.24) is schematic because the morphism Z1 → Σ
′
1 is.
Proposition 6.8.7. (i) Let X be any stack which is algebraic over Σ′ and flat over Σ′1.
Then X is flat over Σ′.
(ii) The morphism (6.24) is a flat universal homeomorphism24 of infinite type.
24A schematic morphism of stacks X → Y is said to be a universal homeomorphism if it becomes such after
any base change S → Y with S being a scheme.
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Combining statement (ii) with §6.8.2, we see that the formal stack Σ′ is not far from the
familiar world.
To prove Proposition 6.8.7, we need the following
Lemma 6.8.8. Suppose we have a commutative diagram of algebraic stacks
P
f
// R1
g
//
π1

R2
π2
}}⑤⑤
⑤⑤
⑤⑤
⑤⑤
R3
in which π1 and π2 are gerbes. If g ◦ f is flat then so is f .
Proof. We can assume that π2 is an isomorphism, so g is a gerbe. Factor f as P
α
−→
P ×R2 R1
β
−→ R1. We claim that α and β are flat. Indeed, β is a base change of the flat
morphism g◦f : P → R2, and α is a base change of the diagonal morphism R1 → R1×R2R1,
which is flat because g is a gerbe. 
Proof of Proposition 6.8.7. To prove (i), apply Lemma 6.8.8 in the following situation:
R1 = Σ
′
red, R2 = (Σ
′
1)red, R3 = S , P = X ×Σ′ Σ
′
red = X ×Σ′ (Σ
′
1)red .
Lemma 6.8.8 is applicable by Corollary 6.7.1 and §6.8.3.
The flatness part of (ii) follows from (i). To prove that (6.24) is a universal homeomorphism
of infinite type, it suffices to prove these properties for the morphism S = (Z1)red → Σ
′
red
induced by (6.24). They follow from Corollary 6.7.1 because the map G (F ) → (A1/Gm)−⊗ˆZp
is a universal homeomorphism of infinite type (see §6.2.3). 
7. Σ′ in terms of locally free WS-modules
We will define a c-stack !Σ
′
, which is canonically isomorphic to Σ′ but more manageable
(because the definition of !Σ
′
involves only locally free WS-modules). As an application, we
describe the conormal sheaf of (Σ′)red (see §7.5).
We will be using the Teichmüller functor (see §A.2 of Appendix A).
7.1. Definition of !Σ
′
. Let S be a scheme. Consider the following data:
(a) a line bundle L on S equipped with a morphism v− : L → OS ,
(b) an exact sequence of WS-modules
(7.1) 0→ [L ⊗p]
i
−→ E
π
−→ N → 0
in which N is an invertible WS-module,
(c) morphisms ρ : E → [L ⊗p] and µ : E →WS such that
25 ρ ◦ i = p, µ ◦ i = −[v⊗p− ].
In this situation the morphism pµ+ [v⊗p− ] ◦ ρ : E → WS kills the image of i, so it induces
a morphism η : N → WS.
Definition 7.1.1. If S is p-nilpotent then !Σ
′
(S) is the category of data (a)-(c) such that
the corresponding morphism η : N → WS is primitive in the sense of Definition 4.2.2. If S
is not p-nilpotent then !Σ
′
(S) = ∅.
25The identity ρ ◦ i = p can be interpreted by saying that ρ is a p-splitting of the exact sequence (7.1) (i.e.,
a splitting of the extension obtained by multiplying the extension (7.1) by p).
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Remark 7.1.2. By Lemma 5.2.1, a morphism in !Σ
′
(S) induces an isomorphism between the
corresponding WS-modules N .
Objects of !Σ
′
(S) will be denoted by (L , v−, E, i, ρ, µ).
Lemma 7.1.3. Let (L , v−, E, i, ρ, µ) ∈
!Σ
′
(S). Then µ is surjective.
Proof. We can assume that S is the spectrum of a field of characteristic p. If v− = 0 then
η = pµ, so primitivity of µ implies that µ is surjective. If v− 6= 0 then use the equality
µ ◦ i = −[v⊗p− ]. 
Remark 7.1.4. If v− = 0 then primitivity of η is equivalent to surjectivity of µ. If v− is
invertible then µ is automatically surjective, and η is primitive if and only if the restriction
of ρ to the invertible WS-module Kerµ is primitive.
7.2. The isomorphism !Σ
′ ∼
−→ Z /G .
7.2.1. A rigidification of !Σ
′
. Define a c-stack !Σ
′
Rig as follows: an object of
!Σ
′
Rig(S) is an
object of !Σ
′
(S) plus a WS-submodule of E such that the restrictions of both π : E → N
and µ : E → WS to the submodule are isomorphisms
26. Equivalently, an object of !Σ
′
Rig(S)
is an object (L , v−, E, i, ρ, µ) ∈
!Σ
′
(S) plus an isomorphism (E, i, µ)
∼
−→ (E0, i0, µ0), where
E0 := [L
⊗p] ⊕WS, i0 is the canonical embedding [L
⊗p] →֒ E0, and µ0 is the morphism
[L ⊗p]⊕WS → WS given by (−[v
⊗p
− ], 1).
7.2.2. The isomorphism !Σ
′
Rig
∼
−→ Z . Once (E, i, µ) is identified with (E0, i0, µ0), our ρ
becomes a morphism [L ⊗p] ⊕WS
(p,̺)
−→ [L ⊗p], where ̺ is a section of the S-scheme [L ⊗p].
Moreover, the morphism η : N →WS from Definition 7.1.1 (which is required to be primitive)
identifies with p+ [v⊗p− ](̺) ∈ W (S). So
!Σ
′
Rig identifies with the c-stack Z from §6.
7.2.3. The isomorphism !Σ
′ ∼
−→ Z /G . The above isomorphism !Σ
′
Rig
∼
−→ Z induces an
isomorphism !Σ
′ ∼
−→ Z /G , where G is as in §6. The group scheme G appears here as the
automorphism group of (E0, i0, µ0).
7.3. The isomorphism !Σ
′ ∼
−→ Σ′. Combining the isomorphism !Σ
′ ∼
−→ Z /G from §7.2
with the isomorphism Z /G
∼
−→ Σ′ from §6, we get a canonical isomorphism !Σ
′ ∼
−→ Σ′.
Here is a direct construction of the same isomorphism.
7.3.1. The morphism !Σ
′
→ Σ′. Given (L , v−, E, i, ρ, µ) ∈
!Σ
′
(S), one defines (M, ξ) ∈ Σ′(S)
as follows.
Since ρi = p and FV = p, we have a complex of WS-modules
(7.2) 0→ [L ⊗p](1)
(i(1),V )
−→ E(1) ⊕ [L ]
(ρ(1),−F )
−→ [L ⊗p](1) → 0.
Define M to be its middle cohomology. (The other cohomologies are zero because Ker i = 0
and CokerF = 0.) The WS-module M is an extension of N
(1) by L ♯; in particular, M is
admissible. Define ξ :M →WS to be the map induced by the morphism
E(1) ⊕ [L ]
f
−→WS, f := (V ◦ µ
(1), [v−]).
26In other words, the submodule is transversal to both Im i and Kerµ
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The equality F ◦ f = (pρ(1), [v⊗p− ]F ) implies that the morphism N
(1) =M ′
ξ′
−→W
(1)
S induced
by ξ equals η(1), where η : N →WS is as in Definition 7.1.1. Since η is primitive, so is ξ.
The fact that the above morphism !Σ
′
→ Σ′ is an isomorphism can be proved directly
using the following description of the category of admissible WS-modules in terms of locally
free ones.
Proposition 7.3.2. For any scheme S, the construction of §7.3.1 gives an equivalence be-
tween the category of admissible WS-modules and the category of the following data:
(i) a line bundle L on S and an invertible WS-module N ;
(ii) a WS-module extension
(7.3) 0→ [L ⊗p]
i
−→ E
π
−→ N → 0
equipped with a morphism ρ : E → [L ⊗p] such that ρ ◦ i = p.
Proof. This is essentially a reformulation of the following slight generalization of the isomor-
phism (A.7) from Appendix A: for any line bundle L on S and any invertible WS-module N
one has a canonical isomorphism
ExW (N
(1),L ♯)
∼
−→ Cone(R(1)
p
−→ R(1)), R := HomW (N, [L
⊗p]).

7.4. On the c-stacks Σ′n. One can use the language of §7.1 to give an equivalent definition
of the c-stacks Σ′n from §6.8.1: if n > 1 then just replace WS by (Wn)S in the definition
of !Σ
′
(S) from §7.1, and if n = 1 then add the condition that µ is surjective and require
the morphisms between objects of Σ′1(S) to induce isomorphisms between the modules N (if
n > 1 both conditions follow from primitivity of η).
Thus Σ′1(S) = ∅ if S is not p-nilpotent, and for every p-nilpotent scheme S an object of
Σ′1(S) is the following data:
(a) a line bundle L on S equipped with a morphism v− : L → OS ,
(b) an exact sequence of OS-modules
(7.4) 0→ L ⊗p
i
−→ E
π
−→ N → 0
in which N is invertible.
(c) a morphism ρ : E → L ⊗p and an epimorphism µ : E → OS such that ρ ◦ i = p,
µ ◦ i = −v⊗p− , and at every point of S either v− or ρ vanishes.
According to 6.8.4(i), Σ′1 is the formal completion of a smooth algebraic c-stack over
Z along an effective divisor D in its reduction modulo p. This is clear from the above
description of Σ′1: the c-stack over Z is obtained by removing the p-nilpotence condition and
the vanishing condition in (c), and the effective divisor D is as follows. Note that if S is an
Fp-scheme then ρ is a morphism N → L
⊗p, and the preimage of D in S is the scheme of
zeros of the morphism v−ρ : N → L
⊗(p−1).
7.5. The substack Σ′red ⊂ Σ
′ and its conormal sheaf.
7.5.1. Relation between Σ′red and D. It is easy to check that the effective divisor D defined
at the end of §7.4 is reduced. So Lemma 6.8.4(ii) implies that Σ′red = Σ
′ ×Σ′1 D.
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7.5.2. The goal. It is easy to see that D is left-fibered over Σ′1. So Σ
′
red is left-fibered over Σ
′.
So by §2.8.2, the conormal sheaves of Σ′red in Σ
′ ⊗ Fp and in Σ
′ are defined as contravariant
O-modules on Σ′red. Our goal is to describe them explicitly.
7.5.3. The conormal sheaf of Σ′red in Σ
′ ⊗ Fp. For any scheme S over Σ
′
1 we have the line
bundle N ⊗ L ⊗(1−p), where N and L are as in §7.4. Letting S vary, we get a weakly
invertible contravariant O-module (in the sense of §2.7) on the c-stack Σ′1. Its pullback to
Σ′red is the conormal sheaf of Σ
′
red in Σ
′ ⊗ Fp (this follows from the description of D at the
end of §7.4).
7.5.4. The conormal sheaf of Σ′red in Σ
′. This is a rank 2 vector bundle containing O, and
the quotient is the conormal sheaf of Σ′red in Σ
′ ⊗ Fp. The rank 2 vector bundle is described
below.
Let S be a scheme over Σ′1. Then we have data (a)-(c) from §7.4. Define E¯ by the
pushforward diagram
0 // L ⊗p
v−

i
// E

π
// N // 0
0 // L ⊗(p−1) // // E¯ // N // 0
whose upper row is (7.4). As S varies, the vector bundles E¯∗ and N provide contravariant27
O-modules on Σ′1, denoted by E¯
∗ and N .
Proposition 7.5.5. (i) The conormal sheaf of Σ′red in Σ
′ canonically identifies with the
pullback of E¯ ∗ ⊗N to Σ′red.
(ii) The conormal sheaf of D in Σ′1 canonically identifies with the pullback of E¯
∗ ⊗N to
D.
Proof. It suffices to prove (ii). To this end, it suffice to construct a section
σ ∈ H0(Σ′1, E¯ ⊗N
−1)
whose locus of zeros equals D.
Let S be a scheme over Σ′1. Then we have data (a)-(c) from §7.4. The endomorphism
p − iρ ∈ EndE kills Im i, so p − iρ = ρ′π for some ρ′ : N → E; moreover, πρ′ = p.
(The morphisms ρ and ρ′ are different ways to think about the same p-splitting of the
exact sequence (7.4).) The composite morphism N
ρ′
−→ E → E¯ provides a section σS ∈
H0(S, E¯ ⊗N−1) whose subscheme of zeros equals D ×Σ′1 S. As S varies, we get the desired
section σ ∈ H0(Σ′1, E¯ ⊗N
−1). 
7.6. Who is who.
7.6.1. Some substacks of !Σ
′
. Recall that the closed substack ∆0 ⊂ Σ
′ is given by the equation
v− = 0, and the open substack Σ− ⊂ Σ
′ is given by the inequality v− 6= 0.
The open substack !Σ+ ⊂
!Σ
′
corresponding to Σ+ ⊂ Σ
′ is given by the condition of
surjectivity of ρ : E → [L ⊗p].
The effective Cartier divisor Y+ ⊂ Σ
′ ⊗ Fp =
!Σ
′
⊗ Fp is given by the condition ρ0 = 0,
where ρ0 : E/V (1)E → [L
⊗p]/V (1) · [L ⊗p] = L ⊗p is induced by ρ. Note that for a test
27For N this follows from Remark 7.1.2.
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scheme S over Fp, the morphism ρ0 is really a morphism N/V (1)N → L
⊗p, so the condition
ρ0 = 0 is a single equation rather than a system.
Both Y+ and ∆0 ⊗ Fp are effective Cartier divisors in
!Σ
′
, and their sum equals !Σ
′
red.
7.6.2. Some moprhisms. In Lemma 5.10.4(i) we defined a section
p : (A1/Gm)−⊗ˆZp
∼
−→ Σ′
dR
→ Σ′
of the morphism Σ′ → (A1/Gm)−⊗ˆZp. The corresponding morphism (A
1/Gm)−⊗ˆZp →
!Σ
′
is
as follows: given a p-nilpotent scheme S, a line bundle L on S and a morphism v− : L → OS,
set E = [L ⊗p] ⊕WS, let i : [L
⊗p] → E and π : E → WS be the obvious maps, and define
ρ : E → [L ⊗p] and µ : E →WS by
ρ := (p, 0), µ := (−[v⊗p− ], 1).
The morphism F ′ : !Σ
′
= Σ′ → Σ takes (L , v−, E, i, ρ, µ) to (N, η : N → WS). The
restriction of F ′ to Σ− is an isomorphism (indeed, if v− is invertible then µ : E → WS
provides a splitting of (7.1)). The inverse morphism Σ
∼
−→ Σ− ⊂
!Σ
′
is defined by
L := OS, v− := id, E := OS ⊕N, i := (1, 0), π := (0, 1), ρ := (p, η), µ := (−1, 0).
The isomorphism !Σ
′ ∼
−→ Σ′ from §7.3 induces an isomorphism !Σ+
∼
−→ Σ+ = Σ. The
morphism !Σ+ → Σ is clear from §7.3. To construct the inverse morphism, one has to explain
how to construct the data of Proposition 7.3.2 from an invertible WS-module M . Here is
the construction.
We have an exact sequence 0→ [L ]′ →M×L [L ]→M → 0. The embeddings L
♯ →֒ M
and L ♯ →֒ [L ] yield an embedding L ♯ →֒ M ×L [L ]. Then (M ×L [L ])/L
♯ is a free
W
(1)
S -module of rank 2, so it equals E
(1) for some free WS-module E of rank 2. To define
π, i, ρ, it suffices to define π(1), i(1), ρ(1). Let π(1) : E(1) ։ M (1) = M/L ♯ be the morphism
induced by the projection M ×L [L ] ։ M . Let i
(1) : [L ]′ →֒ E(1) be induced by the map
[L ]′
(0,V )
−→ M ⊕ [L ]. Finally, let ρ(1) : E(1) ։ [L ]′ be induced by the map M ⊕ [L ]
(0,F )
−→ [L ]′.
8. The c-stack Σ′′
8.1. An abstract categorical construction. Let Z+ ⊂ Z be the submonoid of non-
negative integers.
Definition 8.1.1. Given a category C and a functor Φ : C → C, let CΦ denote the following
category: CΦ has the same set of objects as C, for any objects c, c
′ one has
MorCΦ(c, c
′) :=
⊔
m∈Z+
MormCΦ(c, c
′), MormCΦ(c, c
′) := MorC(Φ
m(c), c′),
and the composition of f ∈ MorC(Φ
m(c), c′) and g ∈ MorC(Φ
n(c′), c′′) is the morphism
g ◦ Φn(f) ∈ MorC(Φ
m+n(c′), c′′).
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8.1.2. Ways to think about CΦ. (i) If Φ is an equivalence there is a construction similar to CΦ
but with Z+ replaced by Z. This construction is very familiar if C is a groupoid (e.g., a set); in
this case the result is called the quotient groupoid of C by the action of Z corresponding to Φ.
For this reason we think of CΦ as a kind of quotient of C by the action of Z+ corresponding
to Φ. One could call it the lax quotient.
(ii) For each c ∈ C one has a canonical element fc ∈ Mor
1
CΦ
(c,Φ(c)): it corresponds
to idΦ(c). In fact, CΦ is generated by C-morphisms and the morphisms fc with the following
defining relations: for u ∈ MorC(c, c
′) one has fc′u = Φ(u)fc.
(iii) By definition, the category CΦ is Z+-graded. Equivalently, one has a functor
CΦ → BZ+,
where BZ+ is the category with one object whose monoid of endomorphisms is Z+. This
functor is a co-Cartesian fibration. In fact, passing from (C,Φ) to CΦ is a particular case
of the Grothendieck construction. The functor Φ defines an action of Z+ on C, which gives
rise to a functor from BZ+ to the 2-category of categories. The Grothendieck construction
encodes such a functor by a category co-fibered over BZ+.
Remark 8.1.3. The canonical functor C → CΦ induces an isomorphism between the underlying
groupoids (because the only invertible element of the monoid Z+ is 0).
8.1.4. Variant for stacks. Let X be a c-stack and Φ : X → X a morphism. Then for every
scheme S we have the category X (S)Φ from Definition 8.1.1. Let XΦ be the c-stack obtained
by sheafifying the assignment S 7→ X (S)Φ. One has a canonical morphism X → XΦ. We
think of XΦ as a kind of quotient of X by the action of Z+ corresponding to Φ (see §8.1.2(i)).
Using Remark 8.1.3, one gets the following description of the category XΦ(S) for any
scheme S: it has the same objects as X (S), and its morphisms and their composition are
described similarly to Definition 8.1.1 but with Z+ replaced by the monoid of locally constant
functions S → Z+.
8.2. Definition and key properties of Σ′′. We have the canonical open immersions
j± : Σ
∼
−→ Σ± →֒ Σ
′.
Definition 8.2.1. Σ′′ := Coeq(Σ
j+
⇒
j−
Σ′), where Coeq stands for the coequalizer in the
2-category of c-stacks.
Applying §8.1.4 to the morphism F : Σ→ Σ, we get a c-stack ΣF .
Theorem 8.2.2. (i) The morphism Σ→ Σ′′ factors as Σ→ ΣF →֒ Σ
′′, where the morphism
ΣF →֒ Σ
′′ is an open immersion.
(ii) Let (Σ′)g and (Σ′′)g be the g-stacks underlying Σ′ and Σ′′. Then
(Σ′′)g = Coeq(Σ
j+
⇒
j−
(Σ′)g).
(iii) The c-stack Σ′′ is strongly adic in the sense of §2.9.7. In particular, Σ′′ is a formal
c-stack.
(iv) The ring stack R ′ over Σ′ mentioned in §1.7 descends to a ring stack R ′′ over Σ′′.
The author hopes to write a proof of the theroem in a future version of the article.
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8.3. A toy model for Σ′′.
8.3.1. The c-stack S′′. In §5.11.2 we defined a c-stack S′ over Fp and its open substacks
S± ⊂ S
′ such that S+ ≃ SpecFp ≃ S−. Let S
′′ be the c-stack obtained from S′ by
identifying S+ with S−.
Proposition 8.3.2. The c-stack S′′ is algebraic. The g-stack corresponding to S′′ is obtained
from the g-stack corresponding to S′ by gluing S+ with S−. 
8.3.3. The “coordinate cross" and the nodal curve. Just as in §5.11.2, let
C := SpecFp[v+, v−]/(v+v−);
in other words, C is the “coordinate cross" on the plane A2Fp with coordinates v+, v−. Let
U± ⊂ C be the open subscheme v± 6= 0.
Let ∝ be the nodal curve obtained from P1Fp by gluing 0 with ∞. Let f : C → ∝ be the
morphism obtained by gluing the composite maps
SpecFp[v+, v−]/(v−)
(v+:1)
−→ P1Fp →∝ and SpecFp[v+, v−]/(v+)
(1:v−)
−→ P1Fp →∝.
Then f is surjective and etale. It exhibits ∝ as a quotient of C by an etale equivalence
relation. More precisely, ∝ is obtained from C by gluing U+ with U− via the inversion map.
Proposition 8.3.2 implies the following
Corollary 8.3.4. The g-stack corresponding to S′′ canonically identifies with ∝/Gm, where
the action of Gm on ∝ is induced by its usual action on P1Fp. 
Remark 8.3.5. One could visualize S′′ using the device from §5.11.3 with C replaced by the
projective nodal curve ∝.
Appendix A. An explicit description of the c-stack Adm and some related
c-stacks
A.1. The goal of this appendix. Fix a scheme S and a line bundle L on S. In §3.12.2
we defined an algebraic g-stack AdmL over S. Base-changing diagram (3.25) with respect
to the morphism AdmL → Adm, we get a diagram of algebraic g-stacks
(A.1) Adm+,L → A˜dmL → AdmL ,
whose morphisms are faithfully flat by Proposition 3.13.6. Diagram (A.1) depends functori-
ally on L and is compatible with base change S˜ → S. We can think of diagram (3.25) as
such a collection of diagrams28 (A.1) for all possible S and L .
In this appendix we will describe diagram (A.1) very explicitly (functoriality in L and
compatibility with base change S˜ → S will be obvious from the description). In particular,
each term of (A.1) will be described as a quotient of an explicit S-scheme by an explicit
group action. A brief formulation of the answer is given in §A.5.
28This is a particular case of the approach to left fibrations of c-stacks explained at the end of §2.6.3. Note
that the c-stack Adm is a left-fibered over the c-stack S 7→{category of line bundles on S}.
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A.2. The Teichmüller functor L 7→ [L ]. Let S be a scheme. A line bundle L on S is
the same as a Gm-torsor on S. Applying to this Gm-torsor the Teichmüller homomorphism
(A.2) Gm → W
×, λ 7→ [λ],
one gets a W×-torsor on S, which is the same as an invertible WS-module. We denote this
WS-module by [L ].
For any S-scheme T , a T -point of [L ] is the same as a Gm-equivariant
29 (non-additive)
morphism L ∗ ×S T → W , where L
∗ is the dual line bundle and Gm acts on W via (A.2).
So the assignment L 7→ [L ] is a functor from the category of line bundles on S to that of
invertible WS-modules. We call it the Teichmüller functor. Of course, this functor is not
additive on morphisms.
Note that
(A.3) [L ]′ = [L ]⊗WS W
(1)
S = [L
⊗p](1).
Tensoring the morphisms WS
F
−→W
(1)
S
V
−→WS by [L ], we get morphsims
[L ]
F
−→ [L ]′
V
−→ [L ].
Tensoring the exact sequences (3.4)-(3.5) by [L ], we get exact sequences
(A.4) 0→ L ♯ −→ [L ]
F
−→ [L ]′ → 0.
(A.5) 0→ [L ]′
V
−→ [L ] −→ L → 0,
(Recall that L ♯ := L ⊗(Ga)S W
(F )
S = L ⊗(Ga)S (G
♯
a)S.)
Here is a variant of Proposition 3.10.1.
Proposition A.2.1. Let L a line bundle on S. Then there are canonical isomorphisms of
Picard stacks
(A.6) ExW (W
(1)
S ,L
♯)
∼
−→ Cone(L ♯ → L ),
(A.7) ExW (W
(1)
S ,L
♯)
∼
−→ Cone([L ]′
p
−→ [L ]′),
which are functorial in L .
Proof. (i) The first isomorphism comes from the exact sequence
0→W
(F )
S →WS
F
−→W
(1)
S → 0.
(ii) The exact sequence (A.4) induces a morphism
Cone([L ]′
p
−→ [L ]′) −→ ExW (W
(1)
S ,L
♯).
It is an isomorphism by Lemma 3.10.2 or Corollary 3.10.3. 
29Equivariance with respect to the multiplicative group implies equivariance with respect to the multiplicative
monoid.
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A.3. Some “rigidifications" of AdmL . We will include the morphism A˜dmL → AdmL
into a diagram of algebraic g-stacks
(A.8) AdmRig,L → Admrig,L → A˜dmL → AdmL
such that AdmRig,L is a very explicit S-scheme (A.12) and each term of (A.8) is a quotient
of AdmRig,L by an action of a certain flat group S-scheme, see §A.3.2-A.3.3.
A.3.1. Constructing diagram (A.8). Let T be an S-scheme and LT := L ×S T .
Recall that objects of AdmL (T ) are WT -module extensions
(A.9) 0→ L ♯T →M →M
′ → 0,
where M ′ is an invertible W
(1)
T -module.
Recall that objects of A˜dmL (T ) are triples consisting of an extension (A.9), an invertible
WT -module P , and an isomorphism φ : P
′ ∼−→ M ′.
Let
(A.10) Admrig,L := ExW (W
(1)
S ,L
♯).
In other words, Admrig,L (T ) is the groupoid of WT -module extensions
0→ L ♯T
i
−→M
π
−→ W
(1)
T → 0.
The morphism Admrig,L (T )→ A˜dmL (T ) is given by P = WT , φ = id.
Finally, let AdmRig,L (T ) be the groupoid of commutative diagrams of extensions
(A.11) 0 // L ♯T
i
// M
r

π
// W
(1)
T
ζ

// 0
0 // L ♯T
// [LT ]
F
// [LT ]
′ // 0
whose lower row is the exact sequence (A.4). Such a diagram is completely determined by
ζ : W
(1)
T → [LT ]
′ (the upper row is just the ζ-pullback of the lower one), and ζ is the same
as ζ(1) ∈ [L ]′(T ). Thus we get a canonical S-isomorphism
(A.12) AdmRig,L
∼
−→ [L ]′.
A.3.2. The group acting on AdmRig,L . Define group S-schemes GL and GL by
(A.13) GL := W
×
S ⋉ [L ]
′, GL := GL /(W
(F )
S )
× = (W
(1)
S )
× ⋉ [L ]′;
here the action of W×S and (W
(1)
S )
× on [L ]′ comes from the W
(1)
S -module structure on [L ]
′.
Thus we have canonical homomorphisms
[L ]′ → GL → GL .
Note that [L ]′, GL and GL are flat and affine over S.
Let us define an action of GL on AdmRig,L over AdmL . For an S-scheme T , we think of
AdmRig,L (T ) in terms of (A.11). The action of GL (T ) on AdmRig,L (T ) preserves M and i
from diagram (A.11)(which ensures that the action is over AdmL ), and the maps π, r from
(A.11) are changed as follows:
(i) an element α ∈ [L ]′(T ) = Hom(W
(1)
T , [LT ]
′) acts by (π, r) 7→ (π, r + V απ),
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(ii) an element β ∈ (W
(1)
S )
×(T ) = Hom(W
(1)
T , [LT ]
′) acts by (π, r) 7→ (β−1π, r).
In terms of (A.12), the above action corresponds to the following action of GL on [L ]
′:
the action of (W
(1)
S )
× comes from the W
(1)
S -module structure on [L ]
′, and the subgroup
[L ]′ ⊂ GL acts on [L ]
′ by p-scaled translations, i.e., α ∈ [L ]′(T ) takes ζ ∈ [L ]′(T ) to
ζ + pα.
A.3.3. Diagram (A.8) in terms of quotient stacks. It is easy to check that the morphisms
(A.8) and the GL -action from §A.3.2 induce isomorphisms
(A.14) Admrig,L
∼
−→ AdmRig,L /[L ]
′
(A.15) A˜dmL
∼
−→ AdmRig,L /GL ,
(A.16) AdmL
∼
−→ AdmRig,L /GL ,
so (A.8) identifies with the diagram
AdmRig,L → AdmRig,L /[L ]
′ → AdmRig,L /GL → AdmRig,L /GL .
Note that by (A.10) and (A.12), formula (A.14) is just a reformulation of (A.7).
A.4. The big diagram.
A.4.1. Constructing the big diagram. Base-changing diagram (A.8) with respect to the mor-
phism Adm+,L → A˜dmL , we get a commutative diagram of algebraic stacks
(A.17) Adm+,Rig,L //

AdmRig,L

Adm+,rig,L //

Admrig,L

Adm+,L // A˜dmL

AdmL
whose squares are Cartesian. By §A.3.2-A.3.3, the group GL acts on Adm+,Rig,L over
Adm+,L , and one has canonical isomorphisms
(A.18) Adm+,rig,L
∼
−→ Adm+,Rig,L /[L ]
′
(A.19) Adm+,L
∼
−→ Adm+,Rig,L /GL
∼
−→ Adm+,rig,L /W
×
S .
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A.4.2. The upper square of (A.17). Recall that if T is an S-scheme then AdmRig,L (T ) is the
groupoid of commutative diagrams of extensions (A.11), and AdmRig,L identifies with [L ]
′,
see (A.12).
On the other hand, Adm+,rig,L (T ) is the groupoid of commutative diagrams of extensions
(A.20) 0 // (G♯a)T

// WT
ρ

F
// W
(1)
T
// 0
0 // L ♯T
i
// M
π
// W
(1)
T
// 0
Such a diagram is completely determined by its left vertical arrow, i.e., by a section of LT .
So we get a canonical S-isomorphism
(A.21) Adm+,rig,L
∼
−→ L .
Finally, a T -point of Adm+,Rig,L is a pair of diagrams (A.11) and (A.20). Such a pair is
determined by the composite map WT
ρ
−→ M
r
−→ [LT ], where ρ comes from (A.20) and r
from (A.11) . A homomorphism WT → [LT ] is the same as a section of [LT ], so we get a
canonical isomophism
(A.22) Adm+,Rig,L
∼
−→ [L ].
Thus the upper square of (A.17) can be rewritten as
(A.23) [L ]
F
//

[L ]′

L // ExW (W
(1)
S ,L
♯)
The left vertical arrow of this diagram is the one from (A.5).
A.4.3. The horizontal arrows. The morphism Adm+,rig,L → Admrig,L is an L
♯-torsor; in
terms of diagram (A.20), L ♯ acts by adding to ρ a homomorphism WT → L
♯
T . Therefore
the morphism Adm+,Rig,L → AdmRig,L is an L
♯-torsor.
The corresponding action of L ♯ on the left column of (A.23) is clear: it acts by translations
via the homomorphisms L ♯ → L and L ♯ ≃ (Ker[L ]
F
−→ [L ]′) →֒ [L ].
Let us note that the lower horizontal arrow in (A.23) is related to the isomorphism (A.6).
As already mentioned in §A.3.3, the right vertical arrow of (A.23) is related to (A.7).
A.4.4. The group G+
L
and its action on Adm+,Rig,L . Let
(A.24) G+
L
:= GL ⋉L
♯ =W×S ⋉ ([L ]
′ ⊕L ♯).
Here the action of W×S on [L ]
′⊕L ♯ comes from the WS-module structure, and GL acts on
L ♯ via the homomorphism GL ։ W
×
S .
By §A.4.1 and §A.4.3, the groups GL and L
♯ act on Adm+,Rig,L over A˜dmL . It is easy
to check that the two actions combine into an action of G+
L
on Adm+,Rig,L over A˜dmL .
By (A.22), it induces an action of the group G+
L
= W×S ⋉ ([L ]
′ ⊕L ♯) on [L ]. One checks
that the latter action is as follows: W×S acts by multiplication and [L ]
′ ⊕ L ♯ acts by
translations via the homomorphisms V : [L ]′ → [L ] and L ♯ ≃ (Ker[L ]
F
−→ [L ]′) →֒ [L ].
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A.4.5. Quotients of Adm+,Rig,L by subgroups of G
+
L
. Each term of diagram (A.17) except
AdmL is a quotient of Adm+,Rig,L by an explicit normal subgroup of G
+
L
. The corresponding
diagram of subgroups is as follows:
(A.25) {0} 

//
 _

L ♯ _

[L ]′ 

//
 _

L ♯ ⊕ [L ]′
 _

GL
  // G+
L
In particular, one has canonical isomorphisms
(A.26) A˜dmL
∼
−→ Adm+,Rig,L /G
+
L
∼
−→ Adm+,rig,L /(W
×
S ⋉L
♯)
∼
−→ AdmRig,L /GL .
Remark A.4.6. The morphisms Adm+,Rig,L → AdmL and Adm+,rig,L → AdmL are faith-
fully flat. So AdmL = Adm+,Rig,L /ΓRig = Adm+,rig,L /Γrig, where ΓRig and Γrig are certain
flat groupoids. I do not know whether these groupoids come from group actions.
A.5. Brief summary. Formula (A.13) defines group S-schemes GL , GL and an epimor-
phism GL ։ GL . The group GL acts on the scheme [L ]
′, see the end of §A.3.2. The group
GL acts on the scheme [L ], see the end of §A.4.4. Finally, the morphism F : [L ]→ [L ]
′ is
GL -equivariant, and diagram (A.1) identifies with the diagram
[L ]/GL → [L ]
′/GL → [L ]
′/GL .
One can also rewrite [L ]′/GL as [L ]/G
+
L
; the group scheme G+
L
and its action on the
scheme [L ] are described in §A.4.4. Finally, one has canonical isomorphisms
[L ]/GL
∼
−→ L /W×S , [L ]/G
+
L
∼
−→ L /(W×S ⋉L
♯),
which are induced by the morphism [L ]→ L from (A.5).
Appendix B. An explicit description of Σ′, Σ˜′, and Σ′+
The material of this appendix is similar to and based on Appendix A.
B.1. The goal of this appendix. In §5 we constructed a diagram of c-stacks
(B.1) Σ′+ → Σ˜
′ → Σ′ → (A1/Gm)− ,
whose arrows are left fibrations, see (5.5)-(5.6). The goal is to describe it explicitly. More
details are explained in §B.1.1-§B.1.3 below.
B.1.1. Reducing c-stacks to g-stacks. As explained in §2.6.3, it is convenient to replace
(B.1) by a diagram of g-stacks obtained by base-changing (B.1) via an arbitrary morphism
S → (A1/Gm)−, where S is a scheme. Such a morphism is the same as a pair (L , v−),
where L is a line bundle on S and v− ∈ Hom(L ,OS). Thus we get a diagram
(B.2) Σ′+,L ,v− → Σ˜
′
L ,v−
→ Σ′L ,v−
formed by g-stacks over S. Diagram (B.2) depends functorially on (L , v−) and is compatible
with base change S˜ → S. We can think of diagram (B.1) as such a collection of diagrams
(B.2).
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B.1.2. A bigger diagram. Combining (B.2) with (5.10), we get the following commutative
diagram of g-stacks over S:
(B.3) Σ′+,L ,v−
//

Σ˜′
L ,v−

Σ× S
F×idS %%❏
❏❏
❏❏
❏❏
❏❏
❏
Σ′
L ,v−

Σ× S
B.1.3. What will be done. In §B.2-B.3 we will describe diagram (B.3) very explicitly; func-
toriality in (L , v−) and compatibility with base change S˜ → S will be obvious from the
description. In particular, each term of (B.3) will be described as a quotient of an explicit
formal S-scheme by an explicit group action.
B.2. Applying the constructions and results of Appendix A.
B.2.1. Construction. Diagram (B.2) can be obtained by base-changing diagram (A.1) via
the morphism
(B.4) Σ′L ,v− → AdmL .
Recall that diagram (A.1) is a part of diagram (A.17), whose squares are Cartesian. Base-
changing the whole diagram (A.17) via (B.4) and combining the result with (B.3), we get
the following diagram of g-stacks over S, whose squares are Cartesian:
(B.5) Σ′+,Rig,L ,v−
//

Σ′Rig,L ,v−

Σ′+,rig,L ,v−
//

Σ′rig,L ,v−

Σ′+,L ,v−
//

Σ˜′
L ,v−

Σ× S
F×idS ''◆
◆◆
◆◆
◆◆
◆◆
◆◆
◆
Σ′
L ,v−

Σ× S
Lemma B.2.2. (i) All morphisms in diagram (B.5) are algebraic.
(ii) Σ′+,Rig,L ,v−, Σ
′
Rig,L ,v−
, and Σ′+,rig,L ,v− are formal schemes (rather than merely formal
stacks). They are affine over S.
Proof. All stacks in diagram (A.17) are algebraic. This implies (i).
Recall that Adm+,Rig,L ,v−, AdmRig,L ,v− , and Adm+,rig,L ,v− are schemes affine over S, see
formulas (A.12), (A.21), (A.22). So statement (ii) follows from Theorem 5.3.5(ii). 
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B.2.3. Group actions. In §A.3.2 and §A.4.4 we defined group S-schemes
GL := W
×
S ⋉ [L ]
′, GL := GL /(W
(F )
S )
× = (W
(1)
S )
× ⋉ [L ]′,
G+
L
:= GL ⋉L
♯ =W×S ⋉ ([L ]
′ ⊕L ♯).
Here we are using the notation of §A.2.
The G+
L
-action from §A.4.4 induces an action of G+
L
on Σ′+,Rig,L ,v−. The GL -action from
§A.3.2 induces an action of GL on Σ
′
Rig,L ,v−
. The upper horizontal arrow of (B.5) induces a
GL -equivariant isomorphism Σ
′
+,Rig,L ,v−
/L ♯
∼
−→ Σ′Rig,L ,v− .
The upper three rows of (B.5) are formed by quotients of Σ′+,Rig,L ,v− by certain normal
subgroups of G+
L
; these subgroups are listed in (A.25). Moreover, the action of GL on
Σ′Rig,L ,v− factors through GL , and Σ
′
L ,v−
= Σ′Rig,L ,v−/GL .
It remains to give an explicit description of the diagram
(B.6) Σ′+,Rig,L ,v−
//

Σ′Rig,L ,v−

Σ× S
F×idS
// Σ× S
(which is a part of (B.5)) and the action of G+
L
on Σ′+,Rig,L ,v−. This is done in the next
subsection, see formula (B.8) and §B.3.2-B.3.3.
B.3. Explicit description of diagram (B.6).
B.3.1. Describing Σ′+,Rig,L ,v− and Σ
′
+,rig,L ,v−
. We will construct canonical isomorphisms
(B.7) Σ′+,rig,L ,v−
∼
−→ L ×A1×S (Wprim × S),
(B.8) Σ′+,Rig,L ,v−
∼
−→ [L ]×A1×S (Wprim × S),
where the fiber products are formed using the morphisms
[L ]։ L
v−
−→ A1 × S, Wprim →֒W ։W1 = A
1.
We have
Σ′+,rig,L ,v− = Σ
′
+,L ,v−
×
A˜dmL
Admrig,L , Σ
′
+,Rig,L ,v−
= Σ′+,L ,v− ×A˜dmL AdmRig,L ,
where Admrig,L and AdmRig,L are as in §A.3.1.
Let T be an S-scheme. By §5.7.2(ii), a T -point of Σ′+,L ,v− is an object (P, ξ) ∈ Σ+(T )
plus a factorization of ξ¯ : LP := P/V (P
′)→ Ga × T as
LP
v+
−→ L ×S T
v−
−→ Ga × T.
A T -point of Σ′+,rig,L ,v− is a T -point of Σ
′
+,L ,v−
plus an isomorphism P
∼
−→ WT . Using this
isomorphism, we consider v+ as an element of MorS(T,L ) and ξ as an element of Wprim(T );
then ξ¯ is the image of ξ ∈ Wprim(T ) in A
1(T ). Thus we get (B.7).
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A T -point of Σ′+,Rig,L ,v− is a T -point of Σ
′
+,rig,L ,v−
plus the following additional structure
on the WT -module M from §5.7.2. Recall that M is defined by the push-out diagram
(B.9) W
(F )
T
v+

  // WT

L ♯
  // M
The additional structure on M is a morphism M → [L ] extending the canonical embedding
L ♯ →֒ L from (A.4). Using the push-out diagram (B.9), we see that this structure amounts
to lifting v+ ∈ MorS(T,L ) to an element of MorS(T, [L ]). Thus we get (B.8).
B.3.2. The G+
L
-action. The group S-scheme G+
L
acts on [L ] (see the end of §A.4.4); it also
acts on Wprim×S via the epimorphism G
+
L
։W×S . It is easy to check that the isomorphism
(B.8) is G+
L
-equivariant. In particular, the action of L ♯ ⊂ G+
L
on Σ′+,Rig,L ,v− corresponds
to the action of L ♯ on [L ] by translations.
B.3.3. Describing diagram (B.6). We have the projection ξ : Σ′+,Rig,L ,v− → Wprim × S (this
is the ξ from §B.3.1, which corresponds to ξP from §5.7.2). It yields a G
+
L
-equivariant
commutative diagram
(B.10) Σ′+,Rig,L ,v−
//
ξ

Σ′+,Rig,L ,v−/L
♯
ξ′

Wprim × S
F×idS
//

W
(1)
prim × S

Σ× S
F×idS
// Σ× S
whose outer rectangle identifies with diagram (B.6). In particular, one has a canonical
isomorphism Σ′Rig,L ,v−
∼
−→ Σ′+,Rig,L ,v−/L
♯.
B.3.4. Another description of Σ′+,Rig,L ,v− and Σ
′
Rig,L ,v−
. Let us describe the quotient formal
scheme Σ′+,Rig,L ,v−/L
♯ explicitly.
As a first step, let us slightly reformulate (B.8). Let [v−] : [L ] → WS be the morphism
induced by v− : L → A
1 × S. Then for any S-scheme T , a T -point of Σ′+,Rig,L ,v− can
be viewed as a triple (ξ, η, γ), where ξ ∈ Wprim(T ), γ ∈ W
(1)(T ), and η ∈ [L ](T ) :=
MorS(T, [L ]) satisfy the condition
(B.11) ξ = [v−]η + V γ.
This is just a reformulation of (B.8): indeed, since V is a monomorphism, one can regard
(B.11) as a condition for ξ and η; the condition says that ξ and η have the same image
in A1(T ).
Accordingly, a T -point of the formal scheme Σ′Rig,L ,v− = Σ
′
+,Rig,L ,v−
/L ♯ is a triple (ξ′, ζ, γ),
where ξ′ ∈ W
(1)
prim(T ), γ ∈ W
(1)(T ), and ζ ∈ [L ]′(T ) satisfy the condition
(B.12) ξ′ = [v−]
′ζ + pγ,
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where [v−]
′ : [L ]′ →W
(1)
S is induced
30 by [v−] : [L ]→WS. The map Σ
′
+,Rig,L ,v−
→ Σ′Rig,L ,v−
is given by
ξ′ = Fξ, ζ = Fη.
Of course, one can eliminate ξ′ from (B.12). Then Σ′Rig,L ,v−(T ) identifies with the set of
pairs (ζ, γ), where ζ ∈ [L ]′(T ), γ ∈ W (1)(T ), and [v−]
′ζ ∈ W
(1)
prim(T ).
As mentioned in §B.2.3, Σ′Rig,L ,v− carries an action of GL := (W
(1)
S )
× ⋉ [L ]′. In terms
of triples (ξ′, ζ, γ), this action is as follows: (W
(1)
S )
× acts by multiplication, and α ∈ [L ]′(T )
acts by (ξ′, ζ, γ) 7→ (ξ′, ζ + pα, γ − [v−]
′α).
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