Abstract-This note concerns a particular case of the minimality problem in positive system theory. A standard result in linear system theory states that any th-order rational transfer function of a discrete time-invariant linear single-input-single-output (SISO) system admits a realization of order . In some applications, however, one is restricted to realizations with nonnegative entries (i.e., a positive system), and it is known that this restriction may force the order of realizations to be strictly larger than . A general solution to the minimality problem (i.e., determining the smallest possible value of ) is not known. In this note, we consider the case of transfer functions with nonnegative multiple poles, and give sufficient conditions for the existence of positive realizations of order = . With the help of our results we also give an improvement of an existing result in positive system theory.
I. INTRODUCTION
Assume we are given the transfer function H(z) = p1z n01 + 111 + pn z n + q1z n01 + 111 + qn p j ; q j 2 ; for all 1 
j n of a discrete time-invariant linear single-input-single-output (SISO)
system of McMillan degree n.
It is a standard result in linear system theory (see, e.g., [10, Ch. 9] )
that an nth order realization of H(z) (i.e., a triple A 2 n2n ; b; c 2 n such that H(z) = c T (zI 0 A) 01 b holds) can always be constructed. In this note, however, we are interested in the positive realization problem, i.e., finding A; b; c with nonnegative entries. The nonnegativity restriction on the entries of A; b; c reflect physical constraints in applications. Such positive systems appear for example in modeling bio-systems, chemical reaction systems, and socioeconomic systems, as described in detail in the monograph [10] . A thorough overview of the positive realization problem and related results has recently been given in [3] . It is well known, although maybe surprising, that the constraint of positivity may force the dimension N of realizations to be strictly larger than n (see [2] , [5] , and [15] for different reasons why this phenomenon may occur). Therefore, the minimality problem (i.e., finding the lowest possible value of N ) is essential, and has been dealt with in a number of recent papers (see [6] - [8] , [12] - [14] , and [16] ). The problem is highly nontrivial and a general algorithm of determining the lowest possible value of N is still not known. Several particular cases are settled in the papers mentioned previously. Let us mention here that, in contrast with the minimality problem, the existence problem (i.e., determining whether a transfer function H(z) admits a positive realization or not)
has already been solved in [1] and [9] (cf. also [11] Recent applications of positive system theory include a MOS-based technology for discrete-time filtering (the so-called charge routing networks, see [7] ), and the design of fiber optic filters [4] . In fact, the theoretical background in these applications is the following modified version of the positive realization problem: Decompose an arbitrary transfer function H(z) as the difference H(z) = H 1 (z) 0 H 2 (z) of two transfer functions with positive realizations of dimension N1; N2, respectively, and give a priori estimates on the values of N 1 and N 2 . This problem will be referred to as the positive decomposition problem. For a more detailed description of how the positive realization problem and the positive decomposition problem are related, see [7] and Section II.
In this note, we are concerned with transfer functions having nonnegative multiple poles. On the one hand, concerning the original positive realization problem, we obtain minimal positive realizations for a class of transfer functions. On the other hand, concerning the positive decomposition problem, we give a generalization of a result of [7] . In fact, the case of multiple poles, in general, is not covered by the method given in [7] , and is left open (see the "Concluding Remarks" of that paper). We attempt to make a step toward the solution by considering the presence of nonnegative multiple poles.
II. TRANSFER FUNCTIONS WITH NONNEGATIVE MULTIPLE POLES
In this section, we provide an algorithm to find a minimal positive realization for a class of transfer functions with nonnegative multiple poles.
Before stating our results, let us make some preliminary remarks. It is well known that a necessary condition for the existence of positive realizations of H(z) is that one of the dominant poles (i.e., poles with maximal modulus) must be nonnegative. The transfer function H(z) is called primitive if it has a unique dominant pole. We will deal only with the case of primitive transfer functions with a simple dominant pole at 0 0. We will exclude the trivial case 0 = 0 and assume that 0 > 0.
Throughout this note, we will also use the trivial fact that the impulse response sequence t 1 ; t 2 ; . . . of a first-order transfer function T (z) = (c)=(z 0 ); (c 2 ; 0) is given by tj = c j01 .
We will also need the following general result of Hadjicostis (see [12, Th. 5] The proof of this lemma is a direct construction (see [12] for the details, and Example 1 for an application).
We can now state our first result concerning transfer functions with nonnegative multiple poles. Proof: The method of the Proof of Theorem 1 applies directly, as descried in Example 1.
Before giving a numerical example, we remark that in positive system theory it is customary to assume (without loss of generality) that the dominant pole 0 = 1, and its residue c 0 = 1. What makes this normalization possible is that for any positive constants a1; a2 a transfer function H(z) has a positive realization of some dimension N if and only if the function a 1 H(a 2 z) has a positive realization of the same dimension N (see, e.g., [1] for the easy proof). We will also use this standard normalization in Example 1. We now apply the general method of [12] in order to obtain a positive realization of G(y). Namely, we define (in the notation below we indicated the general construction of [12] 
:
One can have the impression that Theorem 1 and Corollary 1 can only be directly applied to a relatively small class of transfer functions because the conditions are rather restrictive. However, the iteration of the construction above leads us to a more general case. Namely, we can obtain a minimal positive realization of transfer functions with several distinct nonnegative multiple poles. The statement of this result is given in the spirit of [7] , keeping in mind subsequent applications to the positive decomposition problem (see Corollary 2). Proof: The idea of the construction in this general case is the iteration of the method described in Theorem 1. This is illustrated by Example 2. We can assume without loss of generality that 1 < 2 < 11 1 < r . Introduce the new variable y = z 0 1, and let G(y) = H(z).
Assume now that the impulse response sequence g 1 ; g 2 ; . . . of G(y) (with repect to y, of course) is nonnegative. It is clear that this nonnegativity condition will be satisfied if R > 0 is chosen sufficiently large. We will need the nonnegativity of the sequence g 1 ; g 2 ; . . . when applying Lemma 1 later. Note also that the function G(y) has poles of order 1; lr; lr01; . . . ; l2; l1 at locations 0 0 1; r 0 1; r01 0 1 ; . . . ; 2 0 1 ; 0, respectively. We can now proceed by deleting the first l1 terms of the impulse response sequence of G(y). It is also clear that this construction supplies a minimal positive realization of H(z), because the dimension equals the McMillan degree.
We illustrate the construction described previously by the following. Although the result of Theorem 2 is rather vague with respect to the original minimality problem of positive realizations (i.e., it does not provide an explicit estimate on how large the value of R must be compared to the coefficients c j;k ), it can be appreciated better in connection with the positive decomposition problem (which, in turn, may even be more important in applications, as described in [7] and [4] ). Namely, the case of transfer functions with multiple poles was left as an open problem in the "Concluding Remarks" of [7] , and we can now make a small step toward the solution. The combination of the result of [7, Th. 8] and our Theorem 2 gives the following.
Corollary 2: Let H(z) be a strictly proper asymptotically stable rational transfer function (i.e., its poles lie in the interior of the unit disk), with arbitrary simple (possibly complex) poles, and nonnegative poles of possibly higher order. Let N 1 denote the sum of the orders of the nonnegative poles, and N2 the number of negative real poles. Let Pj (j 3) denote the set of points in the complex plane that lie in the interior of the regular polygon with j edges having one vertex in point 1 and center at 0. Pj can formally be defined in polar coordinates as in [7] P j := (; ) Note that in Corollary 2 we cannot claim minimality of the obtained realization (cf. [7] ). However, the main point, as explained in more detail in [7] , is that we have a reasonably good a priori upper estimate on the dimension of the realization.
It is also clear that the case of negative real or pairs of complex conjugate multiple poles falls outside the scope of our considerations and remains open.
III. CONCLUSION
In this note, we provided a construction to obtain a minimal and positive realization for a class of transfer functions with nonnegative multiple poles. The results also enabled us to generalize an existing result in positive system theory concerning the positive decomposition problem.
I. INTRODUCTION
Consider an investor who holds a share of stock whose price at time t is X(t). The investor's goal is to find the "best" selling time to maximize the discounted expected payoff, i.e., the value function is max 1 E x [e 0r (X 0K)], where K is the amount to be paid back when the investor sells the stock, X(0) = x, and r is the discount factor (e.g., due to inflation). Assume also that the investor is not clairvoyant. This is an optimal stopping time problem with the stopping time t measurable to the "information" available up to time t (characterized by the -algebra generated by X(s); 0 s t). Clearly, the choice of an optimal stopping rule will be dictated by the underlying model for X( 1 ).
This problem was first studied by McKean [6] in the 1960s. Assuming that X(t) follows a geometric Brownian motion (now well known as the Black-Scholes model) such that dX(t) = X(t)dt + X(t)dW (t), and with (X 0 K) modified equivalently by (X 0 K) + , he solved the problem explicitly. He showed that if > r, then one can patiently "wait and see" and the value function is infinite; if < r, then there exists an x 3 = x 3 (; r; ; K) so that the optimal stopping time 3 = infft > 0; X(t) x 3 g; = r is a degenerate case for which the value function is x, the initial value of X(t), with the corresponding 3 = 1, a.s.
If we assume more realistically that the market fluctuates between "bull" and "bear" states and that and take different values in different market states, then the problem of this investor can be cast in a regime switching model, or the Markov-modulated Brownian motion model. More precisely, we consider the following switching diffusion process: dX(t) = X(t) (t) dt + X(t) (t) dW (t); X(0) = x (1) where (t) 2 f1; 2; . . . ; Sg is a finite-state continuous-time Markov chain, and W (t) is a standard Wiener process defined on a probability space (; F;P). Here, we assume that W ( 1 ) and ( 1 ) are independent, and i and i are known parameters for any given (t) = i.
Note that McKean's solution corresponds to the special case when the parameters and , respectively, are identical in different states. This regime switching model has been studied by many researchers in various contexts; see, for example, [1] , [3] , and [9] . The work in [3] dealt with perpetual lookback option pricing and solved a related optimal stopping time problem by extending the well-known technique of smooth fit. The work in [9] used a two-point-boundary-value approach and provided a suboptimal selling rule involving target and cut-loss levels, which is optimal in that particular context.
In this note, we exploit the techniques developed in [3] to derive an optimal selling rule for this investor, assuming (1). For explicitness, we assume that S = 2 and the generator of (t) is of the form ( 0 1 1 2 02 ), with 1 ; 2 > 0. We derive explicitly a general optimal selling rule and the corresponding value function in a closed-form. We show that when r < B 1 (=f 1 0 1 + 2 0 2 + [( 1 0 1 ) 0 ( 2 0 2 )] 2 + 4 1 2 g=2),it is optimal to wait and get an infinite return; when r > max(1; 2) B 1 , the optimal stopping rule is of a threshold type for each state; r = B 1 is the degenerate case for which the value is x = X(0) and the waiting time is infinite. (The case of r 2 (B1; max(1; 2)) remains unsolved). The proof of optimality is via the Dynkin's formula and local martingales. Finally, we numerically illustrate the dependence of our optimal threshold levels on various parameters and the difference between our solution and that in [9] .
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