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R~sum~. Le but de eette 6tude est de d~terminer le support des morphismes ur un alphabet 
A = {a 1 , . . . ,  ag} dont le rayon spectral de la matrice associ6e vaut 1. On caraet~rise tout d'abord 
ces morphismes (appel~s unispeetraux) ~ l'aide de leur graphe, puis on d~montre que si s est 
point fixe d'un tel morphisme, alors le support de s (ou le compl~mentaire dans N de celui-ci) 
est une r6union finie d'ensembles de la forme {P~g_l(n)+Pg_l(nl)+.. "+Pg-i+t(ni-0ln, < 
• • .<n~<n,  n~N}, oh i>-2 et Vj~{1,..  ., i -1}:  Ps-~° (respectivement Pg_y) est un polynSme 
coefficients rationnels de degr6 inf6rieur ou 6gal ~ g -  1 (respeetivement g - j ) .  On en d~duit que 
l'ensemble normal assoei~ au support d'un point fixe d'un morphisme unispectral est exactement 
R -O.  
Introduction 
Issue de la th6orie des langages formels (cf. [1, 8, 9, 13, 19, 26, 27, 28, 29]), la 
notion de morphisme ou de substitution, sous-jacente ~ celles de pavage et de fractal 
(of. [5, 7, 18, 23]) est au centre d'un grand nombre de recherches dans dittdrents 
domaines des math6matiques, de l'informatique t de la physique. 
Citons par exemple l'6tude des systbmes dynamiques associ6s aux substitutions 
(ef. [6, 10, 11, 12, 15, 16, 20, 21]), ainsi que r&ude des propd6t6s adthm6tiques 
des suites d'entiers engendr6es par des automates finis ou par des substitutions de 
longueur non constante (of. [2, 3, 4, 14, 17, 22, 23, 24, 25]). 
Dans [17] nous avons 6tudi6 les propri6t6s statistiques des points fixes des 
morphismes de longueur constante t nous nous int6ressons maintenant au eas des 
morphismes de longueur non constante. 
Dans ee travail, on caract6dse les morphismes, appel6s "unispectraux', dont le 
rayon spectral de la matrice associ6e vaut exactement 1, et qui sont done en un 
certain sens minimaux. 
En particulier, nous montrons que si un morphisme unispectral sur un alphabet 
A = {al, •. •, ag} admet un point fixe s, alors, pour tout i e {1 , . . . ,  g - 1}, l'ensemble 
des rangs d'apparit ion de la lettre ai darts le mot infini s est une r6union finie 
d'ensembles de la forme 
{ po_,(n ) + Pg_,(n,) + . . -+  P=- ,+, (n , -O ln , - ,  <""  < n, < n, n N}, 
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of 1 o Ps-~ (respectivement Ps-J) est un polynfme h coefficients rationnels de degr~ 
inf6rieur ~ g -1  (respectivement g - j ) .  
1. D6finitions et notations 
Dans toute cette 6tude, g d6signe un entier sup6rieur ou 6gal h 2 et A un alphabe 
g lettres A ={a l , . . . ,  as}. Si k~N,  on d6signe par A k l'ensemble des mots dq 
longueur k et on pose A*=l,..Jk~o Ak. Si m~A* et si i~{1, . . . ,  g}, on note Iml, 1, 
nombre d'apparitions de la lettre a, dans le mot m. En particulier, Iml= E,~0 Im 
d6signe la longueur du mot m. 
D6finition 1.1 (Morphisme h sur A).  Soit h un morphisme sur A. g = card A ser: 
appel6 largeur du morphisme. Nous supposerons que, pour tout i~{1, . . . ,g}  
Ih(ai)l f> 1. Le morphisme h peut s'6cdre comme suit: 
V i ~ {1 , . . . ,  g}: h(ai) = a,r,O) • • - ao',(Ih(a,)l), 
06 O'~ est une application de {1 , . . . ,  Ih(a,)l} dans {1 , . . . ,  g}. 
D6finition 1.2. Soit 
M = (Mq)(ij)~tl ..... g) ~= (Ih(ai)b-)(i,j)~1l ..... g}2. 
M est appel6e matrice associe'e au morphisme h, ou h-matrice (cf. [26, p. 31]). 
i n Le morphisme h permet de d6finir g suites de mots (Sn)n~N = (h (a i ) )n~,  pou 
i e{1 , . . . ,g} .  
On a alors, si Is,[ = T([s~I, . . . ,  Is~l)~ Ns, Is, l= M'lsol avec Isol= T(1 , . . . ,  1). Et, e 
posant M ~ = ( M~)) ( t j )~ I  ..... g~, 
Via{ I , . . . ,  g}: I,' 1 = LL ,  
Le probl~me que nous 6tudions ne pr6sentant un int6rSt que dans le cas o6  
existe i e {1 , . . . ,  g} tel que lira, ]s~[ = oo, nous supposerons dans tout ce qui suit qu 
le rayon spectral p(M)  de la h-matrice M est sup6deur ou 6gal ~ 1. 
D6finition 13. On dit que le morphisme h est unispectral si le rayon spectral de I 
h-matrice est 6gal a 1. 
D6finition 1.4. M &ant une matrice ~ coefficients entiers positifs, on consid6re (
le graphe associ6 ~ M. L'ensemble des sommets de G est {a l , . . . ,  as}, le nombi 
de fl6ches allant de ai vers aj pour (/,j) ~ {1, . . . ,  g}2 6tant 6gal fi M#. G est appel 
graphe associd au morphisme h, ou h-graphe. 
Si F est un sous-graphe de G, on rappelle que son nombre cyclomatique y ( I  
est 6gal au nombre d'arcs de F plus 1 moins le nombre de sommets de F. 
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Exemple 1.5. Soit A = {al, a2, a3} et h(al)  = ala2, h(a2) = aaa3a2 , h(a3) = a3. Alors, 
la h-matrice M est 
( i  1 ! )  M= 
0 
et le h-graphe G est represent6 par 
• ) • ~ • 
a l  a2 f13 
avec y(til) = y(ti2) = y(t~3) = 1. 
2. Caract~risation des morphismes unispectraux 
Proposition 2.1. h est un morphisme unispectral si et settlement si toute composante 
fortement connexe du h-graphe a un nombre cyclomatique ~gal fi 0 ou 1. 
D6monstration. En effet, supposons qu'il existe i e {1, . . . ,  g} tel que Y(as)1>2 (Js 
d6signe la composante fortement connexe du sommet as dans G). I1 existe donc 
A/l(h) ~ n h e N tel que ---ss 2, et on en d6duit par r6currence surn que Vn > 0: M~ h) >I 2 , 
ce qui implique p(M)> 1 (cf. [30, p. 65]). 
R6ciproquement, supposons que, pour tout ie  {1, . . . ,  g}, y(tis) e {0, 1} et con- 
sid6rons ~, une num6rotation des composantes fortement connexes de G (prolonge- 
ment ~ G d'une num6rotation du graphe quotient sans boucle G/ -  of~ ~ d6signe 
la relation de forte connexit6). Cette num6rotation des sommets de G nous permet 
de r6ordonner A de fa~on ~ ce que 
z,(al) = 1, i <j===> t/(ai) ~ p(a j ) .  
On a ainsi 
M= 
* • .'o 
°°  
. , °  0 
avec, pour tout i~ {1, . . .  ,p}, Mi matrice associ6e ~ une composante fortement 
connexe de nombre cyclomatique 6gal fi 0 ou 1 (c'est-fi-dire simple sommet ou 
boucle). En particulier, on a soit Ms = 0, soit M~ = I~, (Is d6signant la longueur de 
la boucle) et, par cons6quent, si 1= ppcms(li), M z= D+N avec N nilpotente t D 
diagonale form6e uniquement de 0 et de 1; donc, p(M)<~ 1. [] 
On voit de plus que si h est un morphisme unispectral, es valeurs propres de la 
h-matrice M appartiennent ~ U u {0} (U d~signant l'ensemble des nombres com- 
plexes de module 1). 
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Proposition 2.2. h est un morphisme unispectral si et seulement si ses valeurs propres 
appartiennent ti U u {0}. 
La d~monstration pr6c6dente nous montre au passage que, quitte $ remplacer h 
par h z, on peut supposer que la h-matrice M est triangulaire sup~rieure d'~l~ments 
diagonaux 6gaux ~ 0 ou 1, ce que nous ferons d~sormais. On a done, pour i 
{1 , . . . ,g} ,  
h(ai) = a,,,(1).., a~,~(l~l), 
avec Is'd}, ~,(k)>~i et M,e{O, 1}. 
On remarque alors que, pour tout i e {1 , . . . ,  g}, la restriction de h ff l 'alphabet 
{a , . . . ,  as} est un morphisme unispectral de largeur (g - i+ l )  sur {a~,. . . ,  %}. 
Nous noterons ce morphisme obtenu ~ partir de h. 
2.1 Etudes des supports associJs £z un morphisme unispectral 
S in  e N, on note Qn[X] l'ensemble des polynSmes de degr6 inf6rieur ou 6gal 
n et ~ coefficients rationnels. 
Lemme 2.3. Pour tout i ~ {1, . . . ,  g}, il existe l' ~ Qg_,[X] tel que Vn >~ g: ]s~] = l'(n). 
D6monstration. Mettons M sous la forme de Jordan 
M = P(D + N)P  -1, 
avec Pc  GL(g, Q), D diagonale form6e uniquement de 0 et de 1, N nilpotente et 
oil D et N commutent. 
n 
Vn~N:  M"  = 
kffiO 
(:).o. 
Or, Ng=O, et si 0<~k<n,  Dn-k=D; done si n>~g, 
Soit, en posant pour tout k dans {0, . . . ,  g -  1} 
bk = ~ (PDNkp-~)1s~Q, Is~l = ~" M(~)=k~=obk~ ) =l~(n), 
j= l  j= l  k 
of  1 
g-~ 1) . . -  (X -k+1)  /~(X)= Z bk X(x -  
k--O k! 
Og_,[X]. 
Le lemme est done montr6 pour i = 1, et pour i ~ {1 , . . . ,  g}, il suffit d'appliquez 
ce r~sultat au morphisme hho~...,,~} pour obtenir le r6sultat 6none6. [] 
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D6finition 2.4. Pour tout ( i , j )  ~ {1, . . . ,  g}2 tel que M U i> 1, notons r~(1), . . . ,  r~(Mo) 
les rangs d'apparition de la lettre aj dans le mot h(a~): 
ai --> h ( ai ) = . . .  aj . . . . . .  aj . . . . . . . . . . . . . . . . . . . . . . . .  aj. . . 
. . .  r~(1). . ,  r~(2) . . . . . . . . . . . . . . . . . . . . .  r~(Mo). 
A tout re  {1 , . . . ,  Mo} on associe alors le polyn~me A~'j'" 
A t3,r .._ ~, lO'i(k) 
k<r~(r) 
(si M~ = 0, A ~'~ d6signera, pour tout entier r, le polyn6me nul). Si i =j, on posera 
ri(1) = r~ et A ~1 = A ~. 
Exemple 2.5. Si A = {at, a2, aa} et h(al)  = a2ala2a3a2, h(a2) = a3a3a2, h(a3) = aa, 
alors I t (X )=3X2+X+ 1, 12(X)=2X+ 1, 13(X)= 1 et 
A~(X) =2X+ 1, A 1-2,1(X) = 0, AL2.2(X)=3X2+3X+2,  
A 1.2,3(X) = 3X2+ 5X+4,  A t,3,t(X) = 3X2+ 5X+3,  
A2(X) =2, A2.a,i(x) = O, A2,3,2(X) = 1, A3(X) =0. 
D6finition 2.6. Consid6rons ~(aj) l'616ment de {0, 1}* obtenu en rempla~ant, pour 
i i tout k~{1, . . . ,  g}, ak par 8kj (symbole de Kronecker) darts sn. sn(a i) est donc un 
mot de longueur [sin[ form6 de 0 et de 1. 
On note alors [s~(aj)] le support de s~(aj), c'est-~-dire l'ensemble des entiers N 
i 
= [sn(a j ) ]  = 0).  tels que la (N+ 1)i~me lettre du mot s~(aj) soit 1 (si M U 0, 
Par exemple, si ~ = sn(aj) = 101101010, [s~(aj)] {0, 2, 3, 5, 7}. 
On rappelle que si A e Net  S c N, A + S = {A + s, s E S}. 
Proposition H v Pour tout alphabet d g lettres A = {al, .  • •, a~} et pour tout morphisme 
unispectral h de largeur g sur A,  on a, pour tout n >~ g, 
(i) si [s~(at)] # 0, alors il exist e Ps- t ~ Og-t[ X]  tel que, pour tout n >~ g, [s~(at) ] = 
(ii) si 1 < i < get  si [s~(ai)] # O, alors il existe K ~ N-  {0}, et pout tout (k , j )  
{1, . . . ,  K} x {1, . . . ,  i -  1}, il existe Ps-t° ~ Og_t[X] et pg_jk ~ Qg_j[X] tels que, pour 
tout n >~ g, 
K 
k < [s~(a,)]= [,.J {P°_ , (n)+ Pk_t (n l )+""  "+ Pg- ,+l (n i - t ) [nH "" "<n l  <n}. 
kf f i l  
D~monstratlon. Montrons tout d'abord que, pour tout g~2,  Hg(i) est vraie. En 
effet, si Ml1 = 0, [s~(at)] = 0 et si Mr1 # 0, on a, pour tout n t> g, 
[ s~+l (a l ) ]=Al (n )+[s~(a l ) ] ,  [s l (at ) ]={A~},  
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ofl 
1 
k<g k<r I 
Donc, pour tout n t> g, [s~(a~)] ={it~+it l (g )+. . .  +it ~(n - 1)}. 
it~ &ant combinaison lin6aire des polyn6mes l ~ avec i/> 2, on a, d'apr~s le Lemme 
2.3, it I e O~_2[X] et, par cons6quent, si l 'on pose pour tout n I> g 
Pg_ l (n )= i t~+i t l (g )+. . .+ i t ' (n -1 )  si n>~g+l 
Ps_l(g) = it 1 g~ 
l 'applieation --) Pg-l(n) est la restriction d'une application polyn6miale associ6e 
un polyn6me Pg_~ ~ Og_~[X]. 
Nous avons ainsi montr6 Hg(i) et donc que H2 est vraie. Nous allons maintenant 
montrer Hg par r6eurrenee sur g en montrant que si g/> 3 et si H2 , . . . ,  H~_~ sont 
vraies, alors Hg est vraie. 
Consid6rons donc i e {2 , . . . ,  g -  1} et Cerivons pour tout n >i g 
i M~j 
[s~+~(a,)]=(it ~(n)+[s~(a,)])w I...J [..J (it ~a'~(n)+[s~(a,)]). 
j=2  r= l  
Pour tout j ~ {2 , . . . ,  i}, la Proposition H~_~+~ appliqu6e au morphisme de largeur 
(g - j+  1) hl{~,....o,} nous montre que 
, 
[Sn(ai)] = 1.0, 
avec Pg-i ~ O~_,[X], et que si j e {2, . . . ,  i - 1), 
J'" ' "  Pg-j( nl) + ' ' "  + P~-i+l( ni-j) [ ni-j < ' ' "  < nl < n}, 
k=l  
• Lk avec V(k, 77) ~ {1 , . . . ,  Kj} x {£ . . . ,  i -  1}: P~_j e Q,_ j [X]  et Pg_,~ e Og_,[X].  On en 
d6duit que, pour tout n 1> g, 
[ s~+l( ai) ] = ( it l( n ) + [ s l,( a,) ]) 
j=2 r=l k=l  
j ,k j ,k + Pg_ j (n , )+- . .  + Pg_,+,(n,_j) ln,_j <""  < nl < n} 
et qu'il existe (puisque Vj I> 2, Vr ~> 1: it 1j., ~ Qg_1[X]) un ent ier / (  et des polynfmes 
-k  k (Ps-~)k~O ..... gt et (Ps-j)(k.j)~O ..... g~×(2.....i-~) avee V(k, j)  ~ {1 , . . . , / (}  x {2 , . . . ,  i -  1}: 
--k pk_j[ X]  ~ O~_j[X] tels que Pg-1 e Og-x[X] et 
[s~+l(ai)]=(A l(n)+[s~(a,)]) 
+ k u (_J { /5k_x(n)+pk_2(n l )+ ' ' "  Pg_,+l(ni_2)lni_2<...<nl<n} 
k=,,l 
pour tout n I> g. 
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Pg_ , (n )= A ' (g )+- - -+AI (n -  1) si n~ >g+ 1, pOg_,(g)=0 et Si l 'on pose o 
Vk~{1,  - , /~}: k .. P,_ , (n)= P~_, (n) -P°_ l (n+ 1), 
on a alors 
[ s~(a,) ] = (P°_ , (n)  + [ s~(a,) ]) 
n--1 /~ 
U U {po_,(n)+P~_l(no) 
no=g k=l  
k 
+'"  "+ Pg-i+,(n,_2)]n,_2<" "<n~ <no} 
avec Vk~{0, K}: k • " ,  Ps - I  ~ Qs- I [X] -  
I1 existe done un entier K = / (+card[s~(a i ) ]  et des polynSmes p~_~o et 
k 0 (P,-~)(k,j)~{1 ..... Kt×(~ ..... ~-1) avec Pg-1 ~ Qg_~[X] et 'C(k, j )  ~ {1,. , K} x {1 , . . . ,  i -  1}: 
k e Q~_j[X] tels que, pour tout n/> g, Pg-J  
K 
[s~(a,)] = U {P°_~(n)+P~-~(no)+""  k + P~-,+,(n, -2) ln, -2 <""  < no < n}, 
k=l 
ce qui d6montre notre proposit ion. [] 
D6finition 2.7. Supposons maintenant que h(al)~ a~A*. On rappelle que dans ce 
1 cas (s,),~N converge dans A ~ vers s 1, point  fixe de h (cf. [3]). Consid6rons alors 
pour  tout i~{1, . . . ,  g} 
sl(a,) = l im s~(a,) ~ {0, 1} N 
N---I. OO 
et [s~(a,)] le support du pointfixe sl(ai),  c'est-~-dire l 'ensemble des entiers N tels 
que la (N+ 1)i~me lettre du mot sg(ai) soit 1 (on suppose [$1(ai)] ~ 0). 
Si g = 2, on a [s~(al)] = {0} et [s~(a2)] = N\{0}, et si g 1> 3, la Proposit ion H s nous 
montre le th6or~me suivant. 
Th6or~me 2.8. (i) Si i = 1, [s ' (a l ) ]  = {0}. 
(ii) Si i6 {2, . . . ,  g -  1}, [s l(ai)]  est r~union finie d'ensembles de la forme 
{P°_ l (n )  + Pg- l (n l )+""  "+ P~-,+~(n,-O I n .  < . ' -<  nl < n, n ~N}, 
avec Vj~ {1, . . . ,  i - 1}: P°_l  ~ Qg_I[X] et Ps-J ~ Qg- i [X]  • 
(iii) Si i = g, [s l (ag)]  est le compldmentaire dans N d'une r~union finie d'ensembles 
de la forme prdcddemment i diqu~.e. 
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Exemple 2.9. Soit A = {a~, a2, a3, a,,} et h(a l )  = ala2, h(a2) = a2a3, 
h(a4) = a4. Alors, 
[sl(aO] = {0}, [sl(a2)]={~(n+ 1) (n2-n+6) lneN},  
[sl(a3)] = {~(n + 1)(n 2 -  n +6) +½nl(nl + 1) + 11n1< n, n e N}. 
h(a3)  = a3a4, 
3. Propri6t6s statistique du support d'un point fixe de h 
On suppose maintenant g >I 3 et on consid~re pour tout i~ {2 , . . . ,  g} la suite 
i 
ui: u~< u i< ' - .  < u', < . . .  des 616ments de [sl(a~)]. Alors, si l 'on pose, pour tout 
entier N, D~(N) = Card{n < N In ~ u~}, on a le  r6sultat suivant concemant la densit6 
de u ~. 
Lemme 3.1. Si i ~ {2, . . . ,  g -  1}., 
1 
D lim 1Dg(N)  lim -~ ,(N) = 0, 
N~oo xt~ t N~oo 
=1. 
D6monstration. La d6monstration du Lemme 2.3 nous a montr6 que, pour tout 
i~{1, . . . ,g} ,  il existe Mi~Qs_I [X]  tel que Vn~>g: M~7 )=Mi(n) .  Posons 
deg(Ms) = d ~< g - 1. Alors deg(/1) = d, et si i ~ {1 , . . . ,  g - 1}, on a deg(M~) < d. En 
ellet, Vn>~g: Ms(n+l )=~=l  Mi(n)Mis: avec Vi~{1, . . . ,g}. :  Mis~>0 et M~g = 1. 
Donc Vn~g:  Mg(n+l ) -  g-i Ms(n)=~,i= 1 MiaMi(n), ce qui implique que, pour tout 
i ~ {1 , . . . ,  g - 1}., deg(Mi) < d et, puisque 11 = Y.~=l M~, deg(/~) = d. 
Pour tout N I>/l(g), consid6rons maintenant l'unique couple (No, no) tel que 
N = ll(no) + no, 
0<~ no< l~(No + 1)~-11(No). 
Pour tout i~{2, . . . ,g -1} ,  
__ Di(ll(No)) + no 11( No + 1 ) - 11(No) 1 Di(N) <~ <~ Mi(No) + 
N ll(No) tl(No) 
Pour n t> g, l 'application ~ M~(n) + ll(n + 1) - ll(n) &ant une application poly- 
nSmiale de degr6< d, on en d6duit que limN_~oo (1/N)D~(N)=O. D'autre part, si 
i=g ,  
1 Mg(No) 
-N Ds(N) ll(No + 1) =/1(No+ 1) 
et 
lim 1Dg(  N)  >~ lim Ms(N°) 
N~co No~oO l l(No+ 1) -- 1. 
[] 
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Nous allons maintenant montrer que, pour tout i ~ {2 , . . . ,  g} tel que la suite u ~ 
soit infinie, l'ensemble normal associ6 ~ la suite u ~ est exactement R\Q, c'est-~-dire, 
que la suite (u~,. a ) ,~  est 6quir6partie modulo 1 si et seulement si a ~ R\Q. 
Th6or~me 3.2. L'ensemble normal associd au support infini d'un point fixe d'un 
morphisme unispectral est exactement R\Q. 
D6monstration. L'examen des densit6s des suites i (u , )~N pour i ~ {2, . . . ,  g -  1} et 
i = g nous montre qu'il suflit de v66fier que, si Uo < Ul <" "< u, < . .  • d6signe la 
suite ordonn6e des 616ments de 
{e°_l(n) q- Pg-l(nl) -I--.- "k Pg_,+,(n,_l)ln,_l <""  < n, < n, n ~ N} 
(avec Pg-~+l non constant), on a. pour tout irrationnel a, 
1 
lira ~ ~ e(u.a)  = 0 (en posant e(x) = e2i"~). 
N-.-}co 2~ .<N 
le th6or6me d6coulant alors du crit6re de Weyl (cf. [22, p. 16]). 
Posons 
S~(a) = E E e((P°-l(n)+ Pg-l(nl)+"" "+ Pg-i+l(nH))a), 
.<N . i _ l< ' "<. l<  II 
]SN(a)]~< E n/-=l~,_2(a)], 
. t _ _2<- - -<r i<N 
oil 
lim.,_,-.oo S.,_2(a) = 0 (cf [22, p. 47]) et puisque 
ni_2<..,<n<N 
on a limN--,OOlSN(a)/$N(O)l=o. 
Pour tout entier N, consid6rons maintenant 
couple (No, no) tel que 
O~no \ i - l / "  
On a 
Sn,_2(a) = ( l /n,-2) ~.,_,<.,_~ e(Pg-,+l(n~-l) a . a 6tant irrationnel 
VN(a) ----Y.,<N e(u,,a) et l'unique 
( '~) +.o-1 
V~,( a ) = S,,o( a ) + Y~ e( u.a ), 
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d'ofi 
1 --1 
et donc limN__}oo(1/N)lVN(a)[=O. [] 
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