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PROOF OF CLUCKERS-VEYS’S CONJECTURE ON
EXPONENTIAL SUMS FOR POLYNOMIALS WITH
LOG-CANONICAL THRESHOLD AT MOST A HALF
SASKIA CHAMBILLE AND KIEN HUU NGUYEN
Abstract. In this paper, we will give two proofs of the Cluckers-
Veys conjecture on exponential sums for the case of polynomials in
Z[x1, . . . , xn] having log-canonical thresholds at most one half. In par-
ticular, these results imply Igusa’s conjecture and Denef-Sperber’s con-
jecture under the same restriction on the log-canonical threshold.
1. Introduction
Let n ≥ 1 be a natural number and let f ∈ Z[x1, . . . , xn] be a non-
constant polynomial in n variables, for which we assume that f(0, . . . , 0) = 0.
For homogeneous polynomials f , Igusa has formulated, on page 2 of [10], a
conjecture on the exponential sum
Em,p(f) :=
1
pmn
∑
x∈(Z/pmZ)n
exp
(2πif(x)
pm
)
,
where p is a prime number and m ∈ N. More precisely, he predicted that
there exist a constant σ, which depends on the geometric properties of f ,
and a positive constant C, independent of p and m, such that for all primes
p and for all m ≥ 1,
|Em,p(f)| ≤ Cm
n−1p−mσ.
In particular, his conjecture implies an adèlic Poisson summation formula.
A local version of this sum,
E0m,p(f) :=
1
pmn
∑
x∈(pZ/pmZ)n
exp
(2πif(x)
pm
)
,
was considered by Denef and Sperber in [8]. Under certain conditions on
the Newton polyhedron ∆ of f , they proved that there exist constants σ, κ,
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depending only on ∆, and a positive constant C, independent of p and m,
such that for all m ≥ 1 and almost all p, we have
|E0m,p(f)| ≤ Cm
κ−1p−mσ.
In [1], Cluckers proved both conjectures in the case that f is non-degenerate.
To generalise these facts, Cluckers and Veys formulated, in [4], a conjecture
related to the log-canonical threshold of an arbitrary polynomial f . We will
recall the definition of the log-canonical threshold in the next section. They
also introduced the following local exponential sum, for each y ∈ Zn:
Eym,p(f) :=
1
pmn
∑
x∈y+(pZ/pmZ)n
exp
(2πif(x)
pm
)
.
We restate their conjecture here.
Conjecture 1.1 (Cluckers-Veys). There exists a positive constant C (that
may depend on the polynomial f), such that for all primes p, for all m ≥ 2
and for all y ∈ Zn, we have
|Em,p(f)| ≤ Cm
n−1p−ma(f)
and
|Eym,p(f)| ≤ Cm
n−1p−may,p(f).
Here a(f) is the minimum, over all b ∈ C, of the log-canonical thresholds of
the polynomials f(x) − b. And, for y ∈ Zn, ay,p(f) is the minimum of the
log-canonical thresholds at y′ of the polynomials f(x)− f(y′), where y′ runs
over y + pZnp .
In this article, we will prove a special case of the Cluckers-Veys conjecture.
More concretely, we will prove the case in which the log-canonical threshold
of f is at most a half. We will consider in detail the local sum where y = 0 and
we will afterwards discuss how one can adapt the proofs to obtain uniform
upper bounds for |Eym,p(f)|, for y ∈ Zn, and an upper bound for |Em,p(f)|.
Our main theorems will be the following.
Main Theorem 1.2. Let n ≥ 1 and let f ∈ Z[x1, . . . , xn] be a non-constant
polynomial with f(0) = 0. Put σ = min
{
c0(f),
1
2
}
, where c0(f) is de log-
canonical threshold of f at 0. Then there exists a positive constant C, not
depending on p and m, and a natural number N , such that for all m ≥ 1
and all primes p > N , we have
|E0m,p(f)| ≤ Cm
n−1p−mσ.
Main Theorem 1.3. Let n ≥ 1 and let f ∈ Z[x1, . . . , xn] be a non-constant
polynomial. Put σ = min
{
a(f), 12
}
. Then there exists a positive constant C,
not depending on p and m, and a natural number N , such that for all m ≥ 2
and all primes p > N , we have
|Em,p(f)| ≤ Cm
n−1p−mσ
3Remark that by [8], [9] and [10], there exists, for each prime p, a positive
constant Cp, such that
|E0m,p(f)| ≤ Cpm
n−1p−mc0(f)
and
|Em,p(f)| ≤ Cpm
n−1p−ma(f),
for all m ≥ 1. Therefore we know that once the Main Theorems 1.2 and 1.3
are proven, they will hold for N = 1, possibly after enlarging the constant
C.
Notice that the homogeneous polynomials f in two variables that are not
yet covered by Igusa in [10], all satisfy that a(f) ≤ 12 . Hence our results
can be seen as a generalisation of a result of Lichtin from [12] or of Wright
from [17], in which they proved Igusa’s conjecture for any homogeneous
polynomial of two variables.
Remark 1.4. We observe that if m = 1, then |E01,p(f)| =
1
pn . Hence the Main
Theorem 1.2 is trivial for m = 1 and we only need to prove it for m ≥ 2.
We will give two approaches to our main theorems and for the Main The-
orem 1.2 we will give the details of these approaches. The first approach, in
Section 3, will make use of model theory, an estimate of the dimension of arc
spaces as in [13], the Cluckers-Loeser motivic integration theory and an es-
timate of Weil on finite field exponential sums in one variable (see [16]). We
will also use an idea which is close to the construction of the local Artin map
by Lubin-Tate theory. More concretely, we will prove that certain functions
do not depend on the choice of a uniformiser in Qp, but only on the angular
component of the chosen uniformiser. Hence, when varying uniformisers,
we obtain orbits of points that have the same image under these functions.
In fact, these orbits depend on actions of the group µp−1(Qp), the group
of (p − 1)th roots of unity of Qp, on the set of uniformisers of Qp and on
Qp. The second approach, in Section 4, will use a concrete expression of
cohomology, as in [5]. Both of these approaches will use not only Lang-Weil
estimates ([11]) for the number of points on varieties over finite fields, but
also the theory of Igusa’s local zeta functions. In Section 2 we will give some
background on log-canonical thresholds, exponential sums and Igusa’s local
zeta functions. In Section 5, we will explain how the results from Section
4 can be used to prove the Main Theorem 1.3. We will end this paper by
explaining, in Section 6, how to obtain uniform upper bounds for all local
sums Eym,p. We will do this both from the geometric, as well as from the
model theoretic point of view.
We remark that our results can be extended to the ring of integers OK of
any number field K, but we only work with Z and Q to simplify notation.
2. Log-canonical Thresholds and exponential sums
2.1. Log-canonical Threshold. In this section we will recall two possible
definitions of the log-canonical threshold of a polynomial f .
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Definition 2.1. Let f be a non-constant polynomial in n variables over an
algebraically closed field K of characteristic zero. Let π : Y → Kn be a
proper birational morphism on a smooth variety Y . For any prime divisor
E on Y , we denote by N and ν − 1 the multiplicities along E of the divisors
of π∗f and π∗(dx1 ∧ . . . ∧ dxn), respectively. For each x ∈ Z(f) ⊂ K
n,
the log-canonical threshold of f at x, denoted by cx(f), is the real number
infπ,E
{
ν
N
}
, where π runs over all proper birational morphisms to Kn and E
runs over all prime divisors on Y such that x ∈ π(E). If we fix any embedded
resolution π of the germ of f = 0 at x, then
cx(f) = min
E:x∈π(E)
{ ν
N
}
.
Furthermore we always have cx(f) ≤ 1. We denote by c(f) = infx∈Z(f) cx(f)
the log-canonical threshold of f .
By the following theorem from [13], which is true for any algebraically
closed field K of characteristic zero, there exists a description of the log-
canonical threshold in terms of arc spaces and jet spaces.
Theorem 2.2 ([13], Corollaries 0.2 and 3.6). Let f be a non-constant poly-
nomial over K in n variables and let m be a natural number. We set
Cont≥m(f) := {x ∈ K[[t]]n | f(x) ≡ 0 mod tm}
and
Cont≥m0 (f) := {x ∈ (tK[[t]])
n | f(x) ≡ 0 mod tm}.
We denote by πm the projection from K[[t]]
n to (K[t]/(tm))n and we consider
the codimensions of πm(Cont
≥m(f)) and πm(Cont
≥m
0 (f)) in (K[t]/(t
m))n ∼=
Knm. We denote these two values by codim Cont≥m(f) and codim Cont≥m0 (f),
respectively. Then the log-canonical threshold of f equals the real number
c(f) = inf
m≥1
codim Cont≥m(f)
m
,
and if f(0) = 0, then the log-canonical threshold of f at 0 equals the real
number
c0(f) = inf
m≥1
codim Cont≥m0 (f)
m
.
2.2. Exponential sum and Igusa local zeta function. In this section we
will discuss formulas for the exponential sums Em,p(f) and E
0
m,p(f). These
formulas can be found in the works of Igusa and Denef on Igusa local zeta
functions. Most of the theory in this section comes from [7]. We will just
introduce the necessary notation here.
Let K be a number field, O the ring of algebraic integers of K and p any
maximal ideal of O. We denote the completions of K and O with respect to
p by Kp and Op. Let q = p
m be the cardinality of the residue field kp of the
local ring Op, then kp = Fq. For x ∈ Kp, we denote by ord(x) ∈ Z ∪ {+∞}
5the p-valuation of x, |x| = q− ord(x) and ac(x) = xπ− ord(x), where π ∈ Op is
a fixed uniformising parameter for Op.
Let χ : O×p → C
× be a character on the group of unitsO×p ofOp, with finite
image. By the order of such a character we mean the number of elements
in its image. The conductor c(χ) of the character is the smallest c ≥ 1 for
which χ is trivial on 1+pc. We formally put χ(0) = 0. Let f(x) ∈ K[x] be a
polynomial in n variables, x = (x1, . . . , xn), with f 6= 0, and let Φ : K
n
p → C
be a Schwartz-Bruhat function, i.e., a locally constant function with compact
support. We say that Φ is residual if Supp(Φ) ⊂ Onp and Φ(x) only depends
on x mod p. Thus if Φ is residual, it induces a function Φ : knp → C. Now
we associate to these data Igusa’s local zeta function
ZΦ(Kp, χ, s, f) :=
∫
Knp
Φ(x)χ
(
ac(f(x))
)
|f(x)|s|dx|.
In [10], Igusa showed that ZΦ(Kp, χ, s, f) is a rational function in t = q
−s.
From now on we will write ZΦ(p, χ, s, f), whenever we have fixed K.
Let Ψ be the standard additive character on Kp, i.e. for z ∈ Kp,
Ψ(z) := exp(2πiTrKp/Qp(z)),
where TrKp/Qp denotes the trace map. We set
EΦ(z, p, f) :=
∫
Knp
Φ(x)Ψ(zf(x))|dx|.
Whenever Φ = 1Onp or Φ = 1(pOp)n and K is fixed, we will simply denote
this function by Ep(z, f) or E
0
p (z, f), respectively. When K = Q, p = pZ,
z = p−m and Φ = 1Znp or Φ = 1(pZp)n we will simplify notation even more
by writing Em,p(f) or E
0
m,p(f), respectively, and this notation coincide with
the notation in Section 1 by an easy calculation.
We recall the following proposition from [7], that relates the exponential
sums to Igusa’s local zeta functions.
Proposition 2.3 ([7], Proposition 1.4.4). Let u ∈ O×p and m ∈ Z. Then
EΦ(uπ
−m, p, f) is equal to
ZΦ(p, χtriv, 0, f) + Coefftm−1
((t− q)ZΦ(p, χtriv, s, f)
(q − 1)(1 − t)
)
+
∑
χ 6=χtriv
gχ−1χ(u)Coefftm−c(χ)
(
ZΦ(p, χ, s, f)
)
,
where gχ is the Gaussian sum
gχ =
q1−c(χ)
q − 1
∑
v∈(Op/pc(χ))×
χ(v)Ψ(v/πc(χ)).
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Now we will describe a formula for Igusa’s local zeta function using reso-
lution of singularities
Let K and f be as above. Put X = SpecK[x] and D = SpecK[x]/(f).
We take an embedded resolution (Y, h) for f−1(0) over K. This means
that Y is an integral smooth closed subscheme of projective space over X,
h : Y → X is the natural map, the restriction h : Y \h−1(D) → X\D is an
isomorphism, and (h−1(D))red has only normal crossings as subscheme of Y .
Let Ei, i ∈ T , be the irreducible components of (h
−1(D))red. For each i ∈ T ,
let Ni be the multiplicity of Ei in the divisor of f ◦ h on Y and let νi − 1 be
the multiplicity of Ei in the divisor of h
∗(dx1 ∧ . . . ∧ dxn). The (Ni, νi)i∈T
are called the numerical data of the resolution. For each subset I ⊂ T , we
consider the schemes
EI := ∩i∈IEi and
◦
EI := EI\ ∪j∈T\I Ej.
In particular, when I = ∅ we have E∅ = Y . We denote the critical locus of
f by Cf .
If Z is a closed subscheme of Y , we denote the reduction mod p of Z by Z
(see [15]). We say that the resolution (Y, h) of f has good reduction modulo
p if Y and all Ei are smooth, ∪i∈TEi has only normal crossings, and the
schemes Ei and Ej have no common components whenever i 6= j. There
exists a finite subset S of SpecO, such that for all p /∈ S, we have f ∈ Op[x],
f 6≡ 0 mod p and the resolution (Y, h) for f has good reduction mod p (see
[6], Theorem 2.4).
Let p /∈ S and I ⊂ T , then it is easy to prove that EI = ∩i∈IEi. We put
◦
EI := EI\ ∪j /∈I Ej. Let a be a closed point of Y and Ta = {i ∈ T |a ∈ Ei}.
In the local ring of Y at a we can write
f ◦ h = u
∏
i∈Ta
gNii ,
where u is a unit, (gi)i∈Ta is a part of a regular system of parameters and
Ni is as above.
In two cases, depending on the conductor c(χ) of the character χ, we will
give a more explicit description of Igusa’s zeta function ZΦ(p, χ, s, f). In the
first case we consider a character χ on O×p of order d, which is trivial on
1 + pOp, i.e., c(χ) = 1. Then χ induces a character (denoted also by χ) on
k×p . We define a map
Ωχ : Y (kp)→ C
as follows. Let a ∈ Y (kp). If d|Ni for all i ∈ Ta, then we put Ωχ(a) = χ(u(a)),
otherwise we put Ωχ(a) = 0. This definition is independent of the choice
of gi. In the following theorem we recall the formula of Igusa’s local zeta
function.
7Theorem 2.4 ([5], Theorem 2.2 or [7], Theorem 3.4). Let χ be a character
on O×p of order d, which is trivial on 1+ pOp. Supose that p /∈ S and that Φ
is residual, then we have
ZΦ(p, χ, s, f) = q
−n
∑
I⊂T,
∀i∈I:d|Ni
cI,Φ,χ
∏
i∈I
(q − 1)q−Nis−νi
1− q−Nis−νi
,
where
cI,Φ,χ =
∑
a∈
◦
EI(kp)
Φ(h(a))Ωχ(a).
If Φ = 1Onp or Φ = 1(pOp)n we will denote cI,Φ,χ by cI,χ or c
0
I,χ, respectively.
We note that cI,Φ,χ = 0, if there exists i ∈ I, such that d ∤ Ni. Therefore
the number of characters χ, for which c(χ) = 1 and cI,Φ,χ 6= 0 for some
I ⊂ T , will have an upper bound M , which will only depend on the numer-
ical data of (Y, h), hence does not depend on char(kp).
Now in the second case we consider a character χ on O×p , which is non-
trivial on 1 + pOp, i.e. c(χ) > 1. Then we have the following theorem by
Denef.
Theorem 2.5 ([5], Theorem 2.1 or [7], Theorem 3.3). Let χ be a character
on O×p , which is non-trivial on 1 + pOp. Suppose that Φ is residual, p /∈ S,
Ni /∈ p for all i ∈ T , and Cf ∩ Supp(Φ) ⊂ f
−1
(0). Then ZΦ(p, χ, s, f) = 0
As a consequence of these results, one can obtain the following description
of the exponential sums EΦ(z, p, f). This result and its proof are very similar
to that of Corollary 1.4.5 from [7].
Corollary 2.6. Suppose that Φ is residual, p /∈ S, Ni /∈ p for all i ∈ T , and
Cf ∩ Supp(Φ) ⊂ f
−1
(0). Then EΦ(z, p, f) is a finite C-linear combination
of functions of the form χ(ac(z))|z|λ(logq |z|)
β with coefficients independent
of z, where λ ∈ C is a pole of (qs+1− 1)ZΦ(p, χtriv, s, f) or of ZΦ(p, χ, s, f),
for χ 6= χtriv, and β ∈ N, such that β ≤ (multiplicity of pole λ)− 1, provided
that |z| is big enough.
Proof. It is easy to prove by combining the Theorems 2.3, 2.4 and 2.5. 
3. The first approach by Model theory
The first part of this section will contain some background on the theory
of motivic integration. For the details we refer to [3] or [2]. In the second
part we will use this theory to give our first proof of the Main Theorem 1.2.
3.1. Constructible Motivic Functions.
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3.1.1. The language of Denef-Pas. Let K be a valued field, with valuation
map ord : K× → ΓK for some additive ordered group ΓK , and let OK be the
valuation ring of K with maximal idealMK and residue field kK . We denote
by x → x the projection OK → kK modulo MK . An angular component
map (moduloMK) on K is any multiplicative map ac : K
× → k×K satisfying
ac(x) = x for all x with ord(x) = 0. It can be extended to K by putting
ac(0) = 0.
The language LDP of Denef-Pas is the three-sorted language
(Lring,Lring,Loag, ord, ac)
with as sorts:
(i) a sort VF for the valued field-sort,
(ii) a sort RF for the residue field-sort, and
(iii) a sort VG for the value group-sort.
The first copy of Lring is used for the sort VF, the second copy for RF and
the language Loag, the language (+, <) of ordered abelian groups, is used for
VG. Furthermore ord denotes the valuation map from non-zero elements of
VF to VG, and ac stands for an angular component map from VF to RF.
As usual for first order formulas, LDP-formulas are built up from the LDP-
symbols together with variables, the logical connectives ∧ (and), ∨ (or), ¬
(not), the quantifiers ∃,∀, the equality symbol =, and possibly parameters
(see [14] for more details).
Let us briefly recall the statement of the Denef-Pas theorem on elimination
of valued field quantifiers in the language LDP. Denote by Hac,0 the LDP-
theory of the above described structures whose valued field is Henselian and
whose residue field is of characteristic zero. Then the theory Hac,0 admits
elimination of quantifiers in the valued field sort, as stated in the following
theorem.
Theorem 3.1 (Pas, [14]). The theory Hac,0 admits elimination of quantifiers
in the valued field sort. More precisely, every LDP-formula φ(x, ξ, α) (without
parameters), with x denoting variables in the VF-sort, ξ variables in the RF-
sort and α variables in the VG-sort, is Hac,0-equivalent to a finite disjunction
of formulas of the form
ψ
(
acf1(x), . . . , acfk(x), ξ
)
∧ ϑ
(
ord f1(x), . . . , ord fk(x), α
)
,
where ψ is an Lring-formula, ϑ an Loag-formula and f1, . . . , fk polynomials
in Z[X].
This theorem implies the following, useful corollary.
Corollary 3.2 ([3], Corollary 2.1.2). Let (K, k,Γ) be a model of the theory
Hac,0 and S a subring of K. Let TS be the set of atomic LDP ∪ S-sentences
and negations of atomic sentences ϕ such that S |= ϕ. We take HS to be the
union of Hac,0 and TS. Then Theorem 3.1 holds with Hac,0 replaced by HS,
LDP replaced by LDP ∪ S, and Z[X] replaced by S[X].
9It is important to remark that by compactness, this theorem and its corol-
lary are still true in the case of Qp for p sufficiently large.
We will need the following notion. Let k be a fixed field of characteristic
zero. We denote by LDP,k the language obtained by adding constant symbols
to the language LDP in the VF, resp. RF sort, for every element of k((t)),
resp. k. Then for any field K containing k, (K((t)),K,Z) is an LDP,k-
structure.
3.1.2. Constructible motivic functions. In this section we will recall very
quickly the definition of constructible motivic functions. For the details
we refer to [3].
We fix a field k of characteristic zero. Denote by Fieldk the category of
all fields containing k. For any LDP,k-formula φ, we denote by hφ(K) the
set of points in
h[m,n, r](K) := K((t))m ×Kn × Zr,
which satisfy φ. We call the assignment K 7→ hφ(K) a k-definable subassign-
ment and we define Defk to be the category of k-definable subassignments. A
point x ofX ∈ Defk is a tuple x = (x0,K) where x0 ∈ X(K) andK ∈ Fieldk.
In general, for S ∈ Defk we define the category DefS of definable subassig-
ments X with a definable map X → S. We denote RDefS for the category
of definable subassignments of S × h[0, n, 0] where n ∈ N. We recall that
the Grothendieck semigroup SK0(RDefS) is the quotient of the free abelian
semigroup over symbols [Y → S], with Y → S in RDefS , by the relations
(1) [∅ → S] = 0;
(2) [Y → S] = [Y ′ → S], if Y → S is isomorphic to Y ′ → S;
(3) [(Y ∪ Y ′) → S] + [(Y ∩ Y ′) → S] = [Y → S] + [Y ′ → S], for Y and
Y ′ definable subassignments of some S[0, n, 0] = S × h[0, n, 0] → S.
Similarly, we recall that the Grothendieck group K0(RDefS) is the quotient
of the free abelian group over the symbols [Y → S], with Y → S in RDefS ,
by the relations (2) and (3). The Cartesian fiber product over S induces a
natural semi-ring (resp. ring) structure on SK0(RDefS) (resp. K0(RDefS))
by setting
[Y → S]× [Y ′ → S] = [Y ×S Y
′ → S].
We consider a formal symbol L and the ring
A := Z
[
L,L−1,
( 1
1− L−i
)
i>0
]
.
For every real number q > 1, there is a unique morphism of rings ϑq : A→ R
mapping L to q, and it is obvious that ϑq is injective for q transcendental.
We define a partial ordering on A by setting a ≥ b if, for every real number
q > 1, ϑq(a) ≥ ϑq(b). Furthermore we denote by A+ the set {a ∈ A|a ≥ 0}.
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Definition 3.3. Let S be a definable subassignment in Defk and denote by
|S| its set of points. The ring P(S) of constructible Presburger functions on
S is defined as the subring of the ring of functions |S| → A, generated by
• the constant functions |S| → A;
• the functions α̂ : |S| → Z that correspond to a definable morphism
α : S → h[0, 0, 1];
• the functions Lβ̂ : |S| → A that correspond to a definable morphism
β : S → h[0, 0, 1].
We denote by P+(S) the semiring of funtions in P(S) with values in A+.
Definition 3.4. Let Z be in Defk. For Y a definable subassignment of Z, we
denote by 1Y the function in P(Z) with value 1 on |Y | and 0 on |Z\Y |. We
denote by P0Z (resp. P
0
+(Z)) the subring (resp. subsemiring) of P(Z) (resp.
P+(Z)) generated by the functions 1Y , for all definable subassignments Y
of Z, and by the constant function L − 1. Notice that we have a canonical
ring morphism P0(Z) → K0(RDefZ) (resp. semiring morphism P
0
+(Z) →
SK0(RDefZ)) sending 1Y to the class of the inclusion morphism [i : Y → Z]
and L−1 to LZ−1. By LZ we mean the class of the element [Z×h[0, 1, 0] →
Z] in K0(RDefZ) (resp. SK0(RDefZ)).
Definition 3.5. We say that a function ϕ ∈ P(S×Zr) is S-integrable, if for
every s ∈ S, the family (ϕ(s, i))i∈Zr is summable. We denote by ISP(S×Zr)
the P(S)-module of S-integrable functions.
Now we define the semiring C+(Z) of positive constructible motivic func-
tions on Z as
C+(Z) = SK0(RDefZ)⊗P0+(Z) P+(Z)
and the ring C(Z) of constructible motivic functions on Z as
C(Z) = K0(RDefZ)⊗P0(Z) P(Z).
Let Z be a subassignment of h[m,n, r]. We denote by dimZ the dimension
of Zariski closure of p(Z) for p the projection h[m,n, r] → h[m, 0, 0]. For
a natural number d, we denote by C≤d the ideal of C(Z) generated by all
elements of the form 1Y with Y a subassignment of Z such that dimY ≤ d.
We set Cd = C≤dupslopeC≤d−1 and C(Z) = ⊕d≥0Cd.
For each Y in DefS we can define a graded subgroup IS(Y ) of C(Y ), as
in [3], together with a map f! : IS(Y ) → IS(Z), for any map f : Y → Z in
DefS . When S = h[0, 0, 0] and f : Y → h[0, 0, 0], the map f! is exactly the
same as taking the integral over Y .
3.1.3. The language LO. Now we suppose that K is a number field with O
its ring of integers. We denote by FO the set of all non-archimedean local
fields over O, which is endowed the structure of an O-algebra. For N ∈ N
we denote by FO,N the set of all local fields in FO with residue field of
characteristic at least N . The language LO is obtained from the language
LDP,K by restricting the constant symbols to O[[t]] for the valued field sort
and to O for the residue field sort.
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Let F ∈ FO, we write kF for its residue field, qF for the number of
elements in kF , OF for its valuation ring and MF for its maximal ideal.
For each choice of a uniformising element ̟F of OF , there is a unique map
ac̟F : F
× → k×F , which extends the map O
×
F → k
×
F and sends ̟F to 1.
Then (F, kF ,Z) has an LDP-structure with respect to ̟F . Moreover F can
be equipped with the structure of an O[[t]]-algebra via the morphism:
λ̟F : O[[t]]→ F ;∑
i≥0
ait
i 7→
∑
i≥0
ai̟
i
F .
By intepreting a ∈ O[[t]] as λ̟F (a), an LO-formula φ defines, for each
F ∈ FO, a definable subset φ(F ) of F
m × knF × Z
r for some m,n, r ∈ N.
If we have two LO-formulas φ1, φ2 which define the same subassignment of
h[m,n, r], then, by compactness, φ1(F ) = φ2(F ), for all F ∈ FO,N , for some
large enough N ∈ N, which does not depend on the choice of a uniformising
element.
If a definable subassignment is defined in the language LO, then we say
that it belongs to DefLO . In the same way we also say that a constructible
function θ belongs to C(X,LO).
If X ∈ DefLO , then X is defined by a formula φ in LO. By the above
discussion we can define XF = φ(F ), for any F ∈ FO. Also if f : Y → Z in
DefLO , then we can define a map fF : YF → ZF , for any F ∈ FO.
Now we will explain how to interprete a constructible function θ ∈ C(X,LO)
in a field F ∈ FO. If θ ∈ P(X) we will replace L by qF and a definable func-
tion α : X → h[0, 0, 1] by a function αF : XF → Z. If θ ∈ K0(RDefX,LO) is
of the form [Y
π
→ X] with π : Y → X defined by an LO-formula, then we
interpret θ by setting, for all x ∈ XF ,
θF (x) := #(π
−1(x)).
Notice that these interpretations can depend on the choice of formulas.
3.1.4. Cell decomposition. The structure of the sets appearing in a definable
subassignment, can be better understood by decomposing the subassignment
into ‘cells’.
Definition 3.6. Cells. Let S be in DefK and C a definable subassignment
of S. Let α, ξ, c be definable morphisms α : C → h[0, 0, 1], ξ : C → h[0, 1, 0]
and c : C → h[1, 0, 0]. The 1-cell ZC,α,ξ,c with basis C, order α, center c,
and angular component ξ, is the definable subassignment of S[1, 0, 0], defined
by the formula
y ∈ C ∧ ord(z − c(y)) = α(y) ∧ ac(z − c(y)) = ξ(y),
where y belongs to S and z to h[1, 0, 0]. Similarly the 0-cell ZC,c with basis
C and center c, is the definable subassignment of S[1, 0, 0], defined by the
formula
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y ∈ C ∧ z = c(y).
A definable subassignment Z of S[1, 0, 0] will be called a 1-cell, resp. a 0-cell,
if there exists a definable isomorphism
λ : Z → ZC = ZC,α,ξ,c ⊂ S[1, s, r],
resp. a definable isomorphism
λ : Z → ZC = ZC,c ⊂ S[1, s, 0],
for some r, s ≥ 0, some basis C ⊂ S[0, s, r], resp. S[0, s, 0], and some 1-cell
ZC,α,ξ,c, resp. 0-cell ZC,c, such that the morphism π◦λ, with π the projection
on the S[1, 0, 0]-factor, is the identity on Z. The data (λ,ZC,α,ξ,c), resp.
(λ,ZC,c), will be called a presentation of the cell Z and denoted for short by
(λ,ZC).
Theorem 3.7 ([3], Thm 7.2.1). Suppose that K is a field of characteristic
0. Let X be a definable subassignment of S[1, 0, 0] with S in DefK .
(1) The subassignment X is a finite disjoint union of cells.
(2) For every ϕ ∈ C(X), there exists a finite partition of X into cells
Zi with presentation (λi, ZCi), such that ϕ|Zi = λ
∗
i p
∗
i (ψi), with ψi ∈
C(Ci) and pi : ZCi → Ci the projection. Similar statements hold for
ϕ in C+(C), in P(X), in P+(X), in K0(RDefZ) and in SK0(RDefZ).
Corollary 3.8. Theorem 3.7 still holds, if we replace DefK by DefLO .
Proof. The proof is the same as the proof of Theorem 3.7, but we replace
LDP,K by LO ⊂ LDP,K. 
3.2. Proof of the main theorem. We will give a proof of the Main The-
orem 1.2 by splitting the exponential sum E0m,p(f) into three subsums.
E0p,m(f) =
1
pnm
∑
x∈(pZ/pmZ)n,
ordp(f(x))≤m−2
exp
(
2πi
pm
f(x)
)
+
1
pnm
∑
x∈(pZ/pmZ)n,
ordp(f(x))=m−1
exp
(
2πi
pm
f(x)
)
+
1
pnm
∑
x∈(pZ/pmZ)n,
ordp(f(x))≥m
exp
(
2πi
pm
f(x)
)
.
In three different lemmas we will analyse each of these sums.
For the first subsum we will introduce a constructible function G, that
expresses, for a certain input z ∈ Zp with ordp(z) ≤ m − 2, how many
x ∈ (pZp)n are mapped close to z by f . We will apply the Cell Decompo-
sition Theorem to G and with some further techniques like eliminiation of
quantifiers, we will show that certain values z of f occur equally often. In
the exponential sum these values will cancel out.
Lemma 3.9. Let f ∈ Z[x1, . . . , xn] be a non-constant polynomial such that
f(0) = 0. There exists N ∈ N such that, for all m ≥ 1 and all prime numbers
13
p > N , we have ∑
x∈(pZ/pmZ)n,
ordp(f(x))≤m−2
exp
(
2πif(x)
pm
)
= 0.
Proof. The statement is obvious when m = 1 or m = 2, so we can assume
that m > 2. Let φ be the LZ-formula given by
φ(x1, . . . , xn, z,m) =
n∧
i=1
(ord(xi) ≥ 1)∧(ord(z) ≤ m−2)∧(ord(z−f(x1, . . . , xn)) ≥ m),
where xi, z are in the valued field-sort and m is in the value group-sort.
To shorten notation we set x = (x1, . . . , xn). For each prime p, we fix
a uniformiser ̟p of Qp, then φ defines, for each p, a definable set Xp ⊂
(pZp)n × Zp × Z. More precisely, we have
Xp = {(x, z,m) ∈ (pZp)
n × Zp × Z | ordp(f(x)− z) ≥ m, ordp(z) ≤ m− 2}.
It is obvious that Xp does not depend on ̟p.
We denote by X ⊂ h[n+1, 0, 1] the definable subassignment defined by φ.
Let F := 1X ∈ Ih[0,0,1](h[n+1, 0, 1]) and π the projection from h[n+1, 0, 1]
to h[1, 0, 1]. Then we have G := π!(F ) ∈ Ih[0,0,1](h[1, 0, 1]). For each prime
p and each uniformiser ̟p of Qp, there exist the following interpretations of
F and G in Qp:
F̟p = 1Xp
and
G̟p(z,m) =
∫
Xp,z,m
|dx| = p−mn#{x ∈ (pZ/pmZ)n | f(x) ≡ z mod pm},
if ordp(z) ≤ m− 2, where Xp,z,m is the fiber of Xp over (z,m), and
G̟p(z,m) = 0,
if ordp(z) ≥ m − 1. We can see that both F̟p(x, z,m) and G̟p(z,m) do
not depend on ̟p.
Now we use Corollary 3.8 for G ∈ Ih[0,0,1](h[1, 0, 1]). This means that there
exists a finite partition of h[1, 0, 1] into cells Zi (for i in some finite set I) with
presentation (λi, ZCi,αi,ξi,ci), such that G|Zi = λ
∗
i p
∗
i (Gi) with Gi ∈ C(Ci) and
pi : ZCi,αi,ξi,ci → Ci the projection. Note that Ci ⊂ h[0, ri, si + 1] for some
ri, si ∈ N. We denote by θi(z, η, γ,m) the LZ-formula defining ci, where z ∈
h[1, 0, 0], η ∈ h[0, ri, 0], γ ∈ h[0, 0, si] and m ∈ h[0, 0, 1]. By elimination of
quantifiers (Corollary 3.2), there exist polynomials f1, . . . , fr in one variable
z with coefficients in Z[[t]], such that θi(z, η, γ,m) is equivalent to the formula∨
j
(
ζij
(
acf1(z), . . . , acfr(z), η
)
∧ νij
(
ord f1(z), . . . , ord fr(z)
)
, γ,m
)
,
where ζij is an Lring-formula and νij an Loag-formula. Since ci is a function,
we know that, for each (η, γ,m) ∈ Ci, there exists a unique z = ci(η, γ,m)
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such that θi(z, η, γ,m) is true. We claim now that there exists 1 ≤ l ≤ r such
that fl(z) = 0. Indeed, if fl(z) 6= 0, for all l, then there exists a small open
neighborhood V of z and there exists an index j, such that, for all y ∈ V ,
(y, η, γ,m) will satisfy the formulas ζij, ηij . Since this would contradict the
uniqueness of z, we must have that fl(z) = 0 for some l. We deduce that
A := {ci(η, γ,m) ∈ h[1, 0, 0] | i ∈ I, (η, γ,m) ∈ Ci} ⊂ ∪
r
j=1Z(fj).
From the definition of Gi we see that, if we fix (η, γ,m) ∈ Ci, then G(·,m)
will be constant on the ball
{y ∈ h[1, 0, 0] | ac(y − ci(η, γ,m)) = ξi(η, γ,m), ord(y − ci(η, γ,m)) = αi(η, γ,m)}.
Now, for each m > 2, we set
Bm := A ∩ {z ∈ h[1, 0, 0] | m− 2 ≥ ord(z) ≥ 1}
and
Um := {y ∈ h[1, 0, 0] | ord(z − y) < m− 1,∀z ∈ Bm}.
So Um will be a union of balls of radius m− 1. Because f(0) = 0, we can see
that G(·,m) will be zero on the set {z ∈ h[1, 0, 0] | ord(z) ≤ 0}, if m > 2.
Claim 3.10. If m > 2, ord(z) ≥ 1 and z ∈ Um, then G(·,m) will be constant
on the ball B(z,m− 1) (the ball with center z and radius m− 1).
From the cell decomposition of h[1, 0, 1], we know that there exist i ∈ I and
(η, γ) ∈ h[0, ri, si], such that (z, η, γ,m) ∈ ZCi,αi,ξi,ci . Hence (η, γ,m) ∈ Ci
and z belongs to the ball
B = {y ∈ h[1, 0, 0] | ac(y − ci(η, γ,m)) = ξi(η, γ,m), ord(y − ci(η, γ,m)) = αi(η, γ,m)}.
We will distinguish three cases, depending on the value of ci(η, γ,m). First of
all, if ci(η, γ,m) ∈ Bm, then we see that αi(η, γ,m) = ord(z− ci(η, γ,m)) <
m− 1. Therefore the ball B will contain the ball B(z,m− 1), thus G(·,m)
will be constant on B(z,m − 1). Second of all, if ord(ci(η, γ,m)) ≤ 0,
and since ord(z) ≥ 1, we have αi(η, γ,m) ≤ 0 < m − 1 so we have the
same situation as above. Thirdly, if ord(ci(η, γ,m)) ≥ m− 1, then the case
αi(η, γ,m) < m− 1 has already been treated above. Hence we can assume
that αi(η, γ,m) ≥ m− 1, in which case we have B(z,m− 1) = B(0,m− 1).
By definition of G we have G(·,m)|B(0,m−1) = 0. This proves the claim.
Now there existsN0 ∈ N, independent ofm > 2, for which we can interpret
all of the above discussion in Qp, with any choice of uniformiser ̟p ∈ Zp
and for any p > N0, by applying the map λ̟p to the coefficients of the
polynomials f1, . . . , fr. Because Um,̟p is an {m,̟p}-definable set in the
language LDP, it can vary when changing ̟p. This suggests us to set Um,p :=
∪̟pUm,̟p with ̟p running over the set of all uniformisers of Qp. Then Um,p
is given by an LDP-formula.
Claim 3.11. There exists N ∈ N, such that Um,p = Qp, for all m > 2 and
for all p > N .
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From the definition of Um,̟p we see that Vm,p := Qp \ Um,p is a union of
dm,p balls of radiusm−1, contained in pZp, where dm,p ≤
∑r
j=1 deg fj. More-
over, Vm,p will given by a LDP-formula. We use elimination of quantifiers
(Theorem 3.1) for the formula defining Vm,p. Hence there exist polynomials
q1, . . . , qr˜ of one variable z with coefficients in Z and formulas ϕj in Lring
and νj in Loag, for 1 ≤ j ≤ s, such that
z ∈ Vm,p ⇔
s∨
j=1
ϕj
(
ac̟p(q1(z)), . . . , ac̟p(qr˜(z))
)
∧νj
(
ordp(q1(z)), . . . , ordp(qr˜(z)),m
)
,
for any p > N0 (after enlarging N0 if necessary) and any uniformiser ̟p.
We note that if z ∈ Vm,p, then ordp(z) ≥ 1. Since qi has coefficients in
Z, we can assume, by possibly enlarging N0, that ac̟p(qi(z)) only depends
on ac̟p(z) and ordp(qi(z)) only depends on ordp(z), for any p > N0. This
follows from the t-adic version of this statement by a compactness argument.
So if z1 and z2 satisfy that
• ordp(z1) = ordp(z2) ≥ 1,
• there exist two uniformisers ̟1,p and ̟2,p, such that ac̟1,p(z1) =
ac̟2,p(z2),
then we see that z1 ∈ Vm,p if and only if z2 ∈ Vm,p. It implies that
Vm,p := ac̟p(Vm,p) does not depend on ̟p, for any p > N0. In partic-
ular, since B(0,m− 1) * Vm,p, we see that the number of elements in Vm,p
is at most
∑r
j=1 deg fj, for all p > N0.
In what follows we will show that if Vm,p were not empty, then the set
Vm,p would grow with p. This will give the desired contradiction. We set
B∞ = A ∩ {z ∈ h[1, 0, 0] | ∞ > ord(z) ≥ 1} ⊂ ∪
r
j=1Z(fj),
thus B∞ is a finite set with 0 /∈ B∞ and Bm ⊂ B∞ for all m > 2. Looking
at the order of the coefficients of fj we see that there exists M ∈ N such
that ordp(z) ≤ M for all z ∈ Z(fj,̟p)\{0}, for all 1 ≤ j ≤ r, for all p > N0
and for all uniformiser ̟p. So ordp(z) ≤ M for all z ∈ B∞,̟p, for all ̟p.
It follows that ordp(z) ≤ M for all z ∈ Vm,p, for all m > 2 and p > N0.
Indeed, since B(0,m− 1) * Vm,p we have ordp(z) < m− 1 for all z ∈ Vm,p,
so it is true if m − 1 ≤ M . On the other hand, if m − 1 > M , then for
each z ∈ Vm,p and each uniformiser ̟p, there exists z0 ∈ B∞,̟p such that
ordp(z − z0) ≥ m − 1 > M ≥ ordp(z0), thus ordp(z) = ordp(z0) ≤ M .
Now put N := max{N0, 1 +M
∑r
j=1 deg fj}. Suppose for a contradiction,
that for some p > N , there exists z ∈ Vp,m. Then ac̟p(z) ∈ Vm,p, for
every uniformiser ̟p, and so {ac̟p(z) | ordp(̟p) = 1} ⊂ Vm,p. Suppose
that acp(̟p) = u, then u
ordp(z)ac̟p(z) = acp(z), so we have {ac̟p(z) |
ordp(̟p) = 1} = {u
− ordp(z)acp(z) | u ∈ F×p }. Therefore #{u
− ordp(z)acp(z) |
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u ∈ F×p } ≤
∑r
j=1 deg fj. But
#{u− ordp(z)acp(z) | u ∈ F
×
p } =
p− 1
gcd(ordp(z), p − 1)
≥
p− 1
ordp(z)
≥
p− 1
M
,
where gcd(a, b) is the greatest common divisor of a and b. Then we have
p − 1 ≤ M
∑r
j=1 deg fj ≤ N − 1. This is a contradiction, since p > N . So
this proves the claim.
We know from Claim 3.10 that if m > 2 and z ∈ Um,̟p such that 1 ≤
ordp(z) ≤ m − 2, then G̟p(.,m) will be constant on the ball B(z,m − 1).
Thus we have
#{x ∈ (pZ/pmZ)n | f(x) ≡ y mod pm} = #{x ∈ (pZ/pmZ)n | f(x) ≡ z mod pm}
for all y ∈ pZ/pmZ with y ≡ z mod pm−1. Hence∑
x∈(pZ/pmZ)n,
f(x)≡z mod pm−1
p−mn exp
(2πif(x)
pm
)
= G(z,m)·
∑
y∈pZ/pmZ,
y≡z mod pm−1
exp
(2πiy
pm
)
= 0.
This implies that ∑
x∈(pZ/pmZ)n,
f(x)∈Um,p
p−mn exp
(2πif(x)
pm
)
= 0,
where Um,p := {z ∈ pZ/pm−1Z | z ∈ Um,p,m − 2 ≥ ordp(z) ≥ 1}. For
all m > 2 and p > N , we have Um,p = Qp, so Um,p = {z ∈ pZ/pm−1Z |
ordp(z) ≤ m− 2}. Therefore we have∑
x∈(pZ/pmZ)n,
ordp(f(x))≤m−2
p−mn exp
(2πif(x)
pm
)
= 0. 
In the proof of the following lemma we will introduce again a constructible
function G, similar to the one from the previous proof. For this exponential
sum the different values z of f do not cancel out completely. By using the
Lang-Weil estimation (see [11]) and Theorem 2.2 we obtain the following
upper bound for the second subsum.
Lemma 3.12. Let f ∈ Z[x1, . . . , xn] be a non-constant polynomial, such that
f(0) = 0. Put σ = min{c0(f),
1
2}, where c0(f) is the log-canonical threshold
of f at 0. Then there exist, for each integer m > 1, a natural number Nm
and a positive constant Dm, such that, for all p > Nm, we have∣∣∣ ∑
x∈(pZ/pmZ)n,
ordp(f(x))=m−1
p−mn exp
(
2πif(x)
pm
) ∣∣∣ ≤ Dmp−mσ.
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Proof. Let φ, φ be two LZ-formulas given by
φ(x1, . . . , xn, z,m) =
n∧
i=1
(ord(xi) ≥ 1) ∧ (ord(z) = m− 1) ∧ (ord(z − f(x1, . . . , xn)) ≥ m),
φ(x1, . . . , xn, ξ,m) =
n∧
i=1
(ord(xi) ≥ 1) ∧ (ord(f(x1, . . . , xn) = m− 1) ∧ (ac(f(x1, . . . , xn)) = ξ),
where xi, z are in the valued field-sort, m is in the valued group-sort and ξ
is in the residue field-sort. To shorten notation we set x = (x1, . . . , xn). For
each prime p, we fix a uniformiser ̟p of Qp, then φ, φ define, for each p, two
definable sets Xp ⊂ (pZp)n × Zp × Z and Xp ⊂ (pZp)n × Fp × Z given by
Xp = {(x, z,m) ∈ (pZp)
n × Zp × Z | ordp(f(x)− z) ≥ m, ordp(z) = m− 1}
and
Xp = {(x, ξ,m) ∈ (pZp)
n × Fp × Z | ordp(f(x)) = m− 1, ac̟p(f(x)) = ξ}.
It is obvious that Xp does not depend on ̟p.
We denote by X ⊂ h[n + 1, 0, 1], resp. X ⊂ h[n, 1, 1], the definable sub-
assignments defined by φ, resp. φ. Let F := 1X ∈ Ih[0,0,1](h[n+ 1, 0, 1]) and
π the projection from h[n+ 1, 0, 1] to h[1, 0, 1]. Then we have G := π!(F ) ∈
Ih[0,0,1](h[1, 0, 1]). For each prime p and each uniformiser ̟p of Qp, there
exist the following interpretations of F and G in Qp.
F̟p = 1Xp
and
G̟p(z,m) =
∫
Xp,z,m
|dx| = p−mn#{x ∈ (pZ/pmZ)n | f(x) ≡ z mod pm},
if ordp(z) = m− 1, where Xp,z,m is the fiber of Xp over (z,m), and
G̟p(z,m) = 0,
if ordp(z) 6= m − 1. We can see that both F̟p(x, z,m) and G̟p(z,m) do
not depend on ̟p. So we can set G(z,m, p) := G̟p(z,m). The idea is to
partition pm−1Zp\pmZp into sets on which G(·,m, p) is constant. First of
all, we can see that G(·,m, p) is constant on balls of the form
{z ∈ Zp | ordp(z) = m− 1, ac̟p(z) = ξ0},
with ξ0 ∈ F×p . Now we will look more closely on which of these balls
G(·,m, p) takes the same value. In what follows we will show is that for
p big enough, if ̟p,̟
′
p are two uniformiser, then G(·,m, p) will be the same
on the sets {z ∈ Zp | ordp(z) = m−1, ac̟p(z) = ξ0} and {z ∈ Zp | ordp(z) =
m− 1, ac̟′p(z) = ξ0}. When this holds, we can see that G will be constant
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on the orbits of an action of the group µp−1(Qp) on Qp.
We take F := 1X ∈ Ih[0,0,1](h[n, 1, 1]) and π the projection from h[n, 1, 1]
to h[0, 1, 1]. Then we have G := π!(F ) ∈ Ih[0,0,1](h[0, 1, 1]). For each prime
p and each uniformiser ̟p of Qp, there exist the following interpretations of
F and G in Qp.
F̟p = 1Xp
and
G̟p(ξ,m) =
∫
Xp,ξ,m
|dx|
= p−mn#{x ∈ (pZ/pmZ)n | ordp(f(x)) = m− 1, ac̟p(f(x)) = ξ},
where Xp,ξ,m the fiber of Xp over (ξ,m).
Since G ∈ Ih[0,0,1](h[0, 1, 1]), we can write G in the form
G(ξ,m) =
∑
i∈I
niαi(ξ,m)L
βi(ξ,m)[Vi],
where ni ∈ Z, αi, βi are LZ-definable functions from h[0, 1, 1] to h[0, 0, 1] and
[Vi] ∈ K0(RDefh[0,1,1],LZ). We use elimition of quantifiers (Corollary 3.2) for
the formulas defining αi, βi, Vi, hence there exist N ∈ N, and (Lring ∪ Z)-
formulas φij, θij , ςij and (Loag ∪ Z)-formulas ηij , νij , τij, where j ∈ J , such
that for all p > N and all uniformiser ̟p, we have
αi,̟p(ξ,m) = η ⇔ ∨j∈J(φij(ξ) ∧ ηij(η,m));
βi,̟p(ξ,m) = ν ⇔ ∨j∈J(θij(ξ) ∧ νij(ν,m));
(ξ,m, ς) ∈ Vi,̟p ⇔ ∨j∈J(ςij(ς, ξ) ∧ τij(m)).
From these formulas we can see that G̟p(ξ,m) does not depend on the
uniformiser ̟p, so we will write G(ξ,m, p) instead of G̟p(ξ,m). But by
definition of G andG we can see thatG(z,m, p) = G̟p(z,m) = G̟p(ξ,m) =
G(ξ,m, p), if ac̟p(z) = ξ and ord p(z) = m−1. Therefore, form > 1, p > N
and ord p(z1) = ord p(z2) = m−1, we have G(z1,m, p) = G(z2,m, p), if there
exist two uniformisers ̟1,p,̟2,p such that ac̟1,p(z1) = ac̟2,p(z2) ∈ F
×
p . Let
d = gcd(m− 1, p− 1), then by the same reasoning as in Lemma 3.9 we have
that G(·,m, p) will be constant on the sets{
z | ord p(z) = ord p(z0) = m− 1 ∧ acp
( z
z0
) p−1
d
= 1
}
,
for any z0 ∈ Zp with ord p(z0) = m−1. So we can decompose pm−1Zp\pmZp
into d of these sets, each of them will consist of p−1d disjoint balls of vol-
ume p−m and G(·,m, p) will be constant on these sets. We denote these
sets by Y1, . . . , Yd and the values of G(·,m, p) on these sets by G1, . . . , Gd
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respectively. We remark that if ordp(z) = m− 1, then
exp
(2πiz
pm
)
= exp
(2πi acp(z)
p
)
,
so ∣∣∣ ∑
y∈Yi/pmZp
exp
(2πiy
pm
)∣∣∣ = ∣∣∣ ∑
ξ∈acp(Yi)
exp
(2πiξ
p
)∣∣∣
=
∣∣∣ ∑
u∈F×p
exp
(2πiudξ0
p
)∣∣∣
for any ξ0 ∈ ac(Yi). By the last result from [16] we have∣∣∣ ∑
u∈F×p
exp
(2πiudξ0
p
)∣∣∣ = ∣∣∣ ∑
u∈Fp
exp
(2πiudξ0
p
)
− 1
∣∣∣ ≤ (d− 1)p 12 + 1 ≤ dp 12 ,
hence ∣∣∣ ∑
x∈(pZ/pmZ)n,
ordp(f(x))=m−1
p−mn exp
(2πif(x)
pm
)∣∣∣ =
∣∣∣ ∑
06=z∈pm−1Zp/pmZp
G(z,m, p) exp
(2πiz
pm
)∣∣∣ =
∣∣∣ d∑
i=1
Gi
∑
y∈Yi/pmZp
exp
(2πiy
pm
)∣∣∣ ≤ ∣∣∣ d∑
i=1
Gidp
1
2
∣∣∣.
We also have
d∑
i=1
p− 1
d
Gi =
∑
06=z∈pm−1Zp/pmZp
G(z,m, p)
= p−mn#{x ∈ (pZ/pmZ)n | ordp(f(x)) = m− 1}
= p−mn#Ap,m
where Ap,m := {x ∈ (pZp/pmZp)n | ordp(f(x)) = m − 1}. When we view
Ap,m as a subvariety of Fmnp , then, by the Lang-Weil estimation (see [11]),
there exists a constant D′m, not depending on p, such that
#Ap,m = D
′
mp
dimFp (Ap,m) +O(pdimFp (Ap,m)−
1
2 ).
By Theorem 2.2 we have
c0(f) ≤
(m− 1)n − dimFp(A˜p,m)
m− 1
,
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where A˜p,m is the image of Ap,m under the projection πm : (Zp/pmZp)n →
(Zp/pm−1Zp)n, viewed as a subvariety of Fmn−np . Then we have
dimFp(Am,p) ≤ n+ dimFp(A˜m,p) ≤ mn− (m− 1)c0(f).
And now we finish the proof by showing that for all p big enough,∣∣∣ ∑
x∈(pZ/pmZ)n,
ordp(f(x))=m−1
p−mn exp
(2πif(x)
pm
)∣∣∣ ≤ ∣∣∣ d∑
i=1
Gidp
1
2
∣∣∣
= d2
p−mn+
1
2
p− 1
#Ap,m
≤ 2d2p−mn−
1
2D′mp
mn−(m−1)c0(f)
≤ Dmp
−mσ,
because σ = min
{
1
2 , c0(f)
}
. Here Dm = 2(m− 1)
2D′m. 
The last subsum can be easily estimated by use of the Lang-Weil estima-
tion (see [11]) and Theorem 2.2.
Lemma 3.13. Let f ∈ Z[x1, . . . , xn] be a non-constant polynomial, such that
f(0) = 0. Put σ = min{c0(f),
1
2}, where c0(f) is the log-canonical threshold
of f at 0. Then there exist, for each integer m > 1, a natural number Nm
and a positive constant Dm, such that, for all p > Nm, we have∣∣∣ ∑
x∈(pZ/pmZ)n,
ordp(f(x))≥m
p−mn exp
(2πif(x)
pm
)∣∣∣ ≤ Dmp−mσ.
Proof. If ordp(f(x)) ≥ m, then exp
(
2πif(x)
pm
)
= 1 so we have∣∣∣ ∑
x∈(pZ/pmZ)n,
ordp(f(x))≥m
p−mn exp
(2πif(x)
pm
)∣∣∣ = p−mn#Bp,m,
where Bp,m := {x ∈ (pZp/pmZp)n | ordp(f(x)) ≥ m}. We can view Bp,m
as a subvariety of Fmnp . Then by the Lang-Weil estimation (see [11]), there
exists a number Dm, which does not depend on p, such that
#Bp,m = Dmp
dimFp (Bm,p) +O(pdimFp (Bm,p)−
1
2 ).
By Theorem 2.2 we have c0(f) ≤
mn− dimFp(Bm,p)
m
, so dimFp(Bm,p) ≤
mn−mc0(f). Hence, for all p big enough,∣∣∣ ∑
x∈(pZ/pmZ)n,
ordp(f(x))≥m
p−mn exp
(2πif(x)
pm
)∣∣∣ ≤ p−mnDmpmn−mc0(f)
≤ Dmp
−mσ. 
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We will now put the three lemmas together to prove one of our main
theorems. The essential ingredient in this proof is the expression that was
obtained in Corollary 2.6.
Proof of the Main Theorem 1.2. From the Lemmas 3.9, 3.12 and 3.13 it fol-
lows that, for each m > 1, there exists a natural number Nm and a positive
constant Cm, such that for all p > Nm, we have
(3.1) |E0m,p(f)| ≤ Cmp
−σm.
By Corollary 2.6 (with Supp(Φ) = {0}), there exist constants s,M ′, N ′ ∈ N,
and for each 1 ≤ i ≤ s, there exist constants βi ∈ N, λi ∈ Q and a definable
set Ai ⊂ N in the Presburger language LPres, such that for all p > N ′ and
for all 1 ≤ i ≤ s, there exists ai,p ∈ C for which the formula
E0m,p(f) =
s∑
i=1
ai,pm
βip−λim1Ai(m)
holds, for all m > M ′. Moreover from the results in Section 2 we can deduce
that 0 ≤ βi ≤ n− 1 and c0(f) ≤ λi for all 1 ≤ i ≤ s. After enlarging M
′ and
removing some small elements from Ai, we can assume that, for each subset
I ⊂ {1, . . . , s}, the set ∩i∈IAi\ ∪i/∈I Ai is either empty or infinite. Notice
that for each m > M ′, there is a unique subset I ⊂ {1, . . . , s}, such that
m ∈ ∩i∈IAi\ ∪i/∈I Ai.
Claim 3.14. There exist M0 > M
′, N0 > N
′ and a positive constant C0,
such that for all m > M0, p > N0 and 1 ≤ i ≤ s, we have
|ai,pp
−λim| ≤ C0p
−σm.
Since there are only finitely many subsets I ⊂ {1, . . . , s}, it is sufficient to
fix a subset I and prove the claim for m restricted to the set ∩i∈IAi\∪i/∈IAi.
Without loss of generality, we can assume that I = {1, . . . , r}. If p > N ′,
m ∈ ∩i∈IAi\ ∪i/∈I Ai and m > M
′, then we have
E0m,p(f) =
r∑
i=1
ai,pm
βip−λim.
From Equation 3.1 we can see that, for such m and for all p > max{N ′, Nm},
we have
|E0m,p| =
∣∣∣ r∑
i=1
ai,pm
βip−λim
∣∣∣ ≤ Cmp−σm.
This implies that ∣∣∣ r∑
i=1
ai,pm
βip(σ−λi)m
∣∣∣ ≤ Cm.
It is easy to see that there existm1, . . . ,mr ∈ ∩i∈IAi\∪i/∈IAi, all bigger than
M ′, and NI > max{N
′, Nm1 , . . . , Nmr}, such that all of the determinants of
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the size r and r − 1 submatrices of the matrix Bp = (m
βi
j p
(σ−λi)mj )1≤j,i≤r
are different from zero for every p > NI . We set
CI := max{Cmi | 1 ≤ i ≤ r};
cj,p :=
r∑
i=1
ai,pm
βi
j p
(σ−λi)mj , for 1 ≤ j ≤ r;
Dp := det(Bp);
Dk,l,p := (−1)
k+l det
(
(mβij p
(σ−λi)mj )j 6=k,i 6=l
)
, for 1 ≤ k, l ≤ r.
If we write xp = (a1,p, . . . , ar,p)
T and cp = (c1,p, . . . , cr,p)
T , then xp is a
solution of the equation Bpx = cp. By our assumption on m1, . . . ,mr we see
that Dp 6= 0 and Dk,l,p 6= 0 for every 1 ≤ k, l ≤ r and for p > NI . Using
Cramer’s rule we have
ai,p =
∑r
j=1 cj,pDj,i,p
Dp
,
for all 1 ≤ i ≤ r and p > NI . We remark that |cj,p| ≤ CI , for all p > NI ,
and that λi ≥ σ, for all 1 ≤ i ≤ r. This gives us
|ai,p| ≤
∑r
j=1 |cj,pDj,i,p|
|Dp|
≤ CI
∑r
j=1 |Dj,i,p|
|Dp|
,
for all 1 ≤ i ≤ r and p > NI . Then, by the definition of determinant, there
exists α, such that, for 1 ≤ i ≤ r and p > NI we have |ai,p| ≤ p
α. Let
1 ≤ i0 ≤ r, we will now distinguish two cases.
If λi0 > σ, then there exists Mi0 > M
′ such that, for every m > Mi0 and
p > NI we have
|ai0,pp
−mλi0 | ≤ pα−mλi0 ≤ p−mσ.
If λi0 = σ, we observe that
Dp =
r∑
j=1
m
βi0
j p
(σ−λi0 )mjDj,i0,p =
r∑
j=1
m
βi0
j Dj,i0,p.
By the definition of determinant, there exist γj , dj , for each 1 ≤ j ≤ r, such
that Dj,i0,p = djp
γj , when p→∞. By changing m1, . . . ,mr if necessary, we
can assume that there exists d > 0, such that |Dp| = dp
γ , when p → ∞,
where γ = max{γj | 1 ≤ j ≤ r}. Thus there exist C0 > 0 and Ni0 > NI ,
such that
|ai0,p| ≤ CI
∑r
j=1 |Dj,i0,p|
|Dp|
≤ C0,
for all p > Ni0 . And so
|ai0,pp
−mλi0 | ≤ C0p
−mσ,
for all p > Ni0 and all m > 1. This proves the claim.
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Hence we have
|E0p,m(f)| =
∣∣∣ s∑
i=1
ai,pm
βip−λim1Ai(m)
∣∣∣ ≤ sC0mn−1p−mσ,
for all m > M0, p > N0. By Equation 3.1 we also have, for each 1 < m ≤
M0, an upper bound for |E
0
m,p(f)| in terms of some constant Cm. Now let
N := max{Ni | i ∈ {0, 2, . . . ,M0}} and C := max{sC0, C2, . . . , CM0}, then
we have
|E0p,m| =
∣∣∣ s∑
i=1
ai,pm
βip−λim1Ai(m)
∣∣∣ ≤ Cmn−1p−mσ,
for all m > 1, p > N . 
4. The second approach by geometry
We take f ∈ Z[x1, . . . , xn] a nonconstant polynomial with f(0) = 0 and
we put σ = min{c0(f),
1
2}, where c0(f) is the log-canonical threshold of f
at 0. We use the notation of Section 2.2 with (Y, h) an embedded resolution
of f−1(0), K = Q and OK = Z. Then by Theorem 2.5 and the discussion
preceding that theorem, there exist M0, N0 ∈ N, such that for all p > N0,
there exist at mostM0 non-trivial characters χ of Z×p with ZΦp(p, χ, s, f) 6= 0,
where Φp = 1(pZp)n , i.e., Supp(Φp) = {0}. Moreover any such character has
conductor c(χ) = 1. To simplify we will omit Φp and f in the notation of
Igusa’s local zeta functions.
We can suppose that f has good reduction mod p for all p > N0 (after
enlarging N0 if necessary). Let p > N0 and let E be an irreducible compo-
nent of h−1(Z(f)), such that 0 ∈ h(E), then h(E) ∩ pZnp 6= ∅. Remark that
h is proper, so h(E) is a closed subvariety of An. Therefore, after possibly
enlarging N0 again, we can assume that if 0 /∈ h(E), then h(E) ∩ pZnp = ∅,
for all p > N0. Hence, for p > N0, 0 ∈ h(E) implies 0 ∈ h(E). So the map
E 7→ E is a bijection between
{Ei | i ∈ T, 0 ∈ h(Ei)} and {Ei | i ∈ T, 0 ∈ h(Ei)},
where T is as in Section 2, hence
(4.1) c0(f) = min
i∈T :0∈h(Ei(Fp))
{ νi
Ni
}
.
Now to prove the Main Theorem 1.2, we use Proposition 2.3 for p > N0,
u = 1, π = p and m > 1. This tells us that E0p,m(f) is equal to
Z(p, χtriv, 0)+Coefftm−1
(t− p)Z(p, χtriv, s)
(p− 1)(1 − t)
+
∑
χ 6=χtriv
gχ−1Coefftm−1Z(p, χ, s).
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Lemma 4.1. There exist a positive constant C and a natural number N ,
such that for all m > 1, p > N , we have
Z(p, χtriv, 0) + Coefftm−1
(t− p)Z(p, χtriv, s)
(p− 1)(1 − t)
≤ Cmn−1p−mc0(f).
Proof. We use Theorem 2.4 which tells us that there exists a natural number
N ′, such that for all p > N ′,
Z(p, χtriv, 0) = p
−n
∑
I⊂T
c0I,χtriv
∏
i∈I
(p− 1)p−νi
1− p−νi
;(4.2)
Z(p, χtriv, s) = p
−n
∑
I⊂T
c0I,χtriv
∏
i∈I
(p− 1)tNip−νi
1− tNip−νi
.
From the formula (t−p)(p−1)(1−t) = −
1
p−1 −
1
1−t we get
Coefftm−1
(t− p)Z(p, χtriv, s)
(p − 1)(1− t)
= −Coefftm−1
Z(p, χtriv, s)
p− 1
−Coefftm−1
Z(p, χtriv, s)
1− t
,
where
Coefftm−1
Z(p, χtriv, s)
p− 1
=
∑
I⊂T
p−nc0I,χtriv(p − 1)
#I 1
p− 1
Coefftm−1
∏
i∈I
tNip−νi
1− tNip−νi
;
(4.3)
Coefftm−1
Z(p, χtriv, s)
1− t
=
∑
I⊂T
p−nc0I,χtriv(p − 1)
#ICoefftm−1
1
1− t
∏
i∈I
tNip−νi
1− tNip−νi
.
(4.4)
Notice that if I ⊂ T , such that
◦
EI ∩ h
−1
(0) = ∅, then c0I,χtriv = 0. Hence we
can assume that
◦
EI ∩ h
−1
(0) 6= ∅. For such I ⊂ T we have
Coefftm−1
∏
i∈I
tNip−νi
1− tNip−νi
=
∑
(ai)i∈I∈JI,m
p−
∑
i∈I νi(ai+1);(4.5)
Coefftm−1
1
1− t
∏
i∈I
tNip−νi
1− tNip−νi
=
∑
(ai)i∈I∈J
′
I,m
p−
∑
i∈I νi(ai+1),(4.6)
where JI,m := {(ai)i∈I ∈ N#I |
∑
i∈I Ni(ai + 1) = m − 1} and J
′
I,m :=
{(ai)i∈I ∈ N#I |
∑
i∈I Ni(ai + 1) ≤ m − 1}. When (ai)i∈I ∈ JI,m and
p > N0, we can use Equation 4.1 for the following estimate:
−
∑
i∈I
νi(ai + 1) = −
∑
i∈I
Niσi(ai + 1)
= −
∑
i∈I
Ni(ai + 1)(σi − c0(f))− (m− 1)c0(f)
≤ −(m− 1)c0(f),
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where σi =
νi
Ni
≥ c0(f), since we assumed that
◦
EI ∩ h
−1
(0) 6= ∅. We also
deduce from this assumption that #I ≤ n, thus by Equation 4.5,
(4.7)
Coefftm−1
∏
i∈I
tNip−νi
1− tNip−νi
≤ #(JI,m)p
−(m−1)c0(f) ≤ mn−1p−(m−1)c0(f),
for all p > N0. Using Equation 4.6 we can see that, in order to find an upper
bound for the difference of 4.2 and 4.4, we need to analyse the expression
∏
i∈I
p−νi
1− p−νi
−
∑
(ai)i∈I∈J ′I,m
p−
∑
i∈I νi(ai+1) =
∑
(ai)i∈I∈N#I
p−
∑
i∈I νi(ai+1) −
∑
(ai)i∈I∈J
′
I,m
p−
∑
i∈I νi(ai+1) =
∑
(ai)i∈I∈J
′′
I,m
p−
∑
i∈I νi(ai+1),
where J ′′I,m := {(ai)i∈I ∈ N
#I |
∑
i∈I Ni(ai + 1) ≥ m}. Let mI := m +
max{Ni | i ∈ I} and J I,m := {(ai)i∈I ∈ N#I | m ≤
∑
i∈I Ni(ai + 1) ≤ mI}.
Afters some calculations we find that
∑
(ai)i∈I∈J
′′
I,m
p−
∑
i∈I νi(ai+1) ≤
(
1 +
∏
i∈I
1
1− p−νi
) ∑
(ai)i∈I∈JI,m
p−
∑
i∈I νi(ai+1).
But if (ai)i∈I ∈ JI,m+1, then, for all p > N0,
−
∑
i∈I
νi(ai + 1) = −
∑
i∈I
Niσi(ai + 1)
≤ −
∑
i∈I
Ni(ai + 1)(σi − c0(f))−mc0(f)
≤ −mc0(f).
Therefore, for all p > N0, we have,
(4.8)∑
(ai)i∈I∈J
′′
I,m
p−
∑
i∈I νi(ai+1) ≤ (1+ 2#(I))#(J I,m)p
−mc0(f) ≤ CIm
n−1p−mc0(f),
where CI is a constant which does not depend on m and p, for example
CI = (1 + 2
#(I))(max{Ni | i ∈ I}+ 1).
Now if I ⊂ T , then, by the Lang-Weil estimate (see [11]), there exists a
constant DI and a natural number NI , depending only on I, such that for
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all p > NI , we have
(4.9)
c0I,χtriv =
∑
a∈
◦
EI∩h
−1
(0)
Ωχtriv(a) = #
( ◦
EI ∩ h
−1
(0)
)
≤ #
( ◦
EI
)
≤ DIp
n−#I .
Putting together the inequalities 4.7, 4.8 and 4.9 with the formulas 4.2, 4.3
and 4.4, we find that there exists a natural number N > max{N0, N
′, (NI)I⊂T },
such that for all p > N , we have
Z(p, χtriv, 0) + Coefftm−1
(t− p)Z(p, χtriv, s)
(p− 1)(1 − t)
≤
∑
I⊂T :
◦
EI∩h
−1
(0)6=∅
p−nc0I,χtriv(p − 1)
#Imn−1
(p−mc0(f)+c0(f)
p− 1
+ CIp
−mc0(f)
)
≤
∑
I⊂T :
◦
EI∩h
−1
(0)6=∅
p−nDIp
n−#I(p − 1)#Imn−1
(p−mc0(f)+c0(f)
p− 1
+ CIp
−mc0(f)
)
≤
∑
I⊂T :
◦
EI∩h
−1
(0)6=∅
DI(CI + 2)m
n−1p−mc0(f) ≤ Cmn−1p−mc0(f),
where C =
∑
I⊂T DI(CI + 2) is a constant that is independent of p and m
and where we have used the fact that c0(f) ≤ 1. 
Lemma 4.2. There exist a positive constant C and a natural number N ,
such that for all m > 1, p > N , we have∣∣∣ ∑
χ 6=χtriv
gχ−1Coefftm−1Z(p, χ, s)
∣∣∣ ≤ Cmn−1p−mσ.
Proof. We continue to use Theorem 2.4, hence there exists a natural number
N ′, such that for all p > N ′,
Z(p, χ, s) = p−n
∑
I⊂T,
∀i∈I:d|Ni
c0I,χ
∏
i∈I
(p− 1)tNip−νi
1− tNip−νi
,
with χ a character of order d on Z×p with conductor c(χ) = 1.
For a subset I ⊂ T , such that d|Ni,∀i ∈ I, and
◦
EI ∩ h
−1
(0) 6= ∅, we have
Coefftm−1
∏
i∈I
tNip−νi
1− tNip−νi
=
∑
(ai)i∈I∈JI,m
p−
∑
i∈I νi(ai+1),
where JI,m is as in the proof of Lemma 4.1. By the equations 4.5 and 4.7
we have ∑
(ai)i∈I∈JI,m
p−
∑
i∈I νi(ai+1) ≤ mn−1p−mc0(f)+c0(f).
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We use the Lang-Weil estimate ([11]) again, as we did in Lemma 4.1. So
there exist a constant DI and a natural number NI , depending only on I,
such that for all p > NI , we have
|c0I,χ| =
∣∣∣ ∑
a∈
◦
EI∩h
−1
(0)
Ωχ(a)
∣∣∣ ≤ ∑
a∈
◦
EI∩h
−1
(0)
1 = #
( ◦
EI ∩ h
−1
(0)
)
≤ #
( ◦
EI
)
≤ DIp
n−#(I).
If we take N ′′ > max
I⊂T
NI , then we find that for all p > N
′′,
|Coefftm−1Z(p, χ, s)| ≤
∑
I⊂T,
∀i∈I:d|Ni
p−nDIp
n−#(I)(p− 1)#(I)mn−1p−mc0(f)+c0(f)
≤
∑
I⊂T,
∀i∈I:d|Ni
DIm
n−1p−mc0(f)+c0(f)
≤ C ′mn−1p−mc0(f)+c0(f),
where C ′ :=
∑
I⊂T DI . Furthermore, by a standard result on Gauss sums,
we can see that, if χ 6= χtriv, then |gχ−1 | ≤ Dp
− 1
2 , for some constant D, that
does not depend on χ and p. By Theorem 2.5 and the discussiong preceding
this theorem, we know that for p > N0, the set Υp of non-trivial characters
χ such that Z(p, χ, s) is not zero, has atmost M0 elements, for some positive
integer M0. Moreover, all these characters have conductor 1. So there exists
a natural number N > max{N0, N
′′}, such that for all p > N and m > 1,
we have∣∣∣ ∑
χ 6=χtriv
gχ−1Coefftm−1Z(p, χ, s)
∣∣∣ = ∣∣∣ ∑
χ∈Υp
gχ−1Coefftm−1Z(p, χ, s)
∣∣∣
≤
∑
χ∈Υp
|gχ−1 |C
′mn−1p−mc0(f)+c0(f)
≤
∑
χ∈Υp
C ′Dmn−1p−mσ+σ−
1
2
≤ Cmn−1p−mσ
where C =M0C
′D is a constant that is independent of p and m and where
we have used the fact that σ = min{c0(f),
1
2}. 
Remark 4.3. These two proofs still work if we take Φp = 1Up instead of
1(pZp)n , where Up is a union of some multiballs y + (pZp)
n in Znp , such that
Cf∩U p ⊂ f
−1
(0) (this is needed in the proof of Lemma 4.2 to apply Theorem
2.5). We have to replace c0(f) for example by c(f),
◦
EI ∩ h
−1
(0) by
◦
EI ∩
h
−1
(U p) and c
0
I,χtriv
by cI,1Up ,χtriv. The constant C and the natural number
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N that are found in these proofs, do not depend on Up. They do depend
however on f and on the embedded resolution (Y, h) of f .
Proof of the Main Theorem 1.2. The proof follows by combining the two Lem-
mas 4.1 and 4.2 and using the fact that σ ≤ c0(f). 
5. Proof of the Main Theorem 1.3
In this section we will prove the Main Theorem 1.3 by adapting the proofs
from Section 4. First, we need the following lemma.
Lemma 5.1. Let f ∈ Z[x1, . . . , xn] and Vf,p be the set of critical values z
of f in Qp. Then #(Vf,p) has an upper bound d, that does not depend on p.
Furthermore, there exists N , such that for all p > N , the following holds:
(1) for all z ∈ Vf,p, we have ordp(z) = 0;
(2) for any two distinct points z1, z2 in Vf,p, we have ordp(z1 − z2) = 0;
(3) if x ∈ Znp such that ordp(f(x)− z) = 0 for all z ∈ Vf,p, then x, resp.
x, is a regular point of f , resp. f := (f mod p).
Proof. Remark that we can uniquely extend the valuation ordp to Qp (the
algebraic closure of Qp). We denote by Op = {z ∈ Qp| ordp(z) ≥ 0} the ring
of integers of Qp and by Mp = {z ∈ Qp| ordp(z) > 0} its maximal ideal.
The set of critical values Vf of f is a definable set in Lring given by
z ∈ Vf ⇔ ∃y
[
z = f(y) ∧
∂f
∂x1
(y) = 0 ∧ . . . ∧
∂f
∂xn
(y) = 0
]
.
By elimination of quantifiers in the ACF0-theory, i.e., the theory of alge-
braically closed fields of characteristic 0, and because of the fact that Vf is a
finite set, there exist non-zero polynomials T (z) ∈ Z[z] and R(z) ∈ Q[z], such
that Vf = Z(R) ⊂ Z(T ). Moreover, we can assume that T (z) and R(z) only
have simple roots in Q. By logical compactness, there exists N0, such that
for all p > N0, Tp(z) ∈ Fp(z) and Rp(z) ∈ Fp(z) also only have simple roots
in Fp and Vf = Z(Rp) ⊂ Z(Tp) ⊂ Fp, where Tp := (T mod p) and Rp := (R
mod Mp). Since Vf,p ⊂ Vf , we have #(Vf,p) ≤ #(Vf ) = deg(R) =: d. Be-
cause Z(T ) ⊂ Q is a finite set of algebraic numbers, there exists N ≥ N0,
such that for all p > N , the conditions (1) and (2) are satisfied, not only for
Vf,p, but for Z(T ) and Z(R) as well.
To prove condition (3), we take p > N and x ∈ Znp such that ordp(f(x)−
z) = 0 for all z ∈ Vf,p. Then f(x) /∈ Vf,p, so x is a regular point of f .
Suppose, for a contradiction, that x is a critical point of f , then z′ := f(x) ∈
Vf = Z(Rp) ⊂ Z(Tp). From the facts that Tp has only simple roots in Fp,
z′ ∈ Fp and Tp(z′) = 0, it follows by Hensel’s lemma that there exists z1 ∈ Zp
such that T (z1) = 0 and z1 = z
′. Hence ordp(f(x)− z1) > 0, and therefore
z1 /∈ Vf,p. On the other hand, Rp has also only simple roots in Fp and
z′ ∈ Z(Rp), so, by Hensel’s lemma, there exists z2 ∈ Op such that R(z2) = 0
and z2 = z
′. From the facts that z1 and z2 are both roots of T , z1 = z
′ = z2
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and the conditions (1) and (2) are true for Z(T ), it follows that z1 = z2.
Hence z1 ∈ Z(R) = Vf , and we knew already that z1 ∈ Zp so z1 ∈ Vf,p. This
contradiction proves that condition (3) also holds. 
Proof of the Main Theorem 1.3. LetN, d be as in Lemma 5.1 and write Vf =
{z1, . . . , zd}. We fix p > N , then we can assume that Vf,p = {z1, . . . , zr} with
r ≤ d. For each 1 ≤ i ≤ r, we put Φi,p := 1{x∈Znp |ordp(f(x)−zi)>0} : Q
n
p → C.
Because f ∈ Z[x1, . . . , xn] and by Lemma 5.1 we see that Φi,p is residual, for
all 1 ≤ i ≤ r, and that Supp(Φi,p) ∩ Supp(Φj,p) = ∅, if i 6= j. We denote
Φ0,p := 1Znp −
∑r
i=1Φi,p, then Φ0,p will also be residual. Now we have
Ep(z, f) =
∫
Znp
Ψ(zf(x))|dx|
=
r∑
i=0
∫
Znp
Φi,p(x)Ψ(zf(x))|dx|
=
r∑
i=1
∫
Znp
Φi,p(x)Ψ(z(f(x) − zi)) exp(2πizzi)|dx|+ EΦ0,p(z, p, f)
=
r∑
i=1
exp(2πizzi)EΦi,p(z, p, fi) + EΦ0,p(z, p, f),
where fi(x) = f(x)− zi for 1 ≤ i ≤ r.
If 1 ≤ i ≤ r, we note that Cf i ∩ Supp(Φi,p) ⊂ f
−1
i (0). So we can use
Theorems 2.4 and 2.5 for fi. According to Remark 4.3, the Main Theorem
1.2 is still true for the exponential sum EΦi,p(z, p, fi), where we take σi =
min
{
c(fi),
1
2
}
. In the proofs from Section 4 we need to replace c0I,χ by
cI,Φi,p,χ and
◦
EI ∩ h
−1
(0) by
◦
EI ∩ h
−1
i (Z(f i)), with hi : Yi → Q(zi)
n an
embedded resolution for Z(fi). For each 1 ≤ i ≤ r, there exist a constant Ci
and a natural number Ni > N , only depending on the critical value zi ∈ Vf
and the chosen resolution hi of fi, such that, if p > Ni and zi ∈ Vf,p, then
we have
|EΦi,p(z, p, fi)| ≤ Cim
n−1p−mσi .
We remark that by definition of Φ0,p and by condition (3) from Lemma 5.1,
we have Cf ∩ Supp(Φ0,p) = ∅, for all p > N , and thus it is well known that
EΦ0,p(z, p, f) = 0, for |z| > p (see [7], Remark 4.5.3).
We recall that a(f) is the minimum, over all b ∈ C, of the log-canonical
thresholds of the polynomials f(x)−b. Therefore, if we set σ = min
{
a(f), 12
}
,
then σ ≤ min
1≤i≤d
σi, hence there exist a constant C > max
1≤i≤d
Ci and a natural
number N ′ > max
1≤i≤d
Ni, such that for all p > N
′ and m ≥ 2, we have
|Em,p| ≤ Cm
n−1p−mσ. 
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6. The uniform version of the Main Theorem 1.2
In this section f ∈ Z[x1, . . . , xn] is a nonconstant polynomial. We will
describe how to adapt the Sections 3 and 4 to obtain a constant C and a
natural number N , such that for all y ∈ Zn and for all m ≥ 1, p > N , we
have
(6.1) |Eym,p(f)| :=
∣∣∣ 1
pmn
∑
x∈y+(pZ/pmZ)n
exp
(2πif(x)
pm
)∣∣∣ ≤ Cmn−1p−mσy,p .
Here we take σy,p = min{ay,p(f),
1
2}. We recall that ay,p(f) is the minimum
of the log canoncial thresholds at y′ of the polynomials f(x)− f(y′), where
y′ runs over y + (pZp)n. Notice that the case m = 1 is covered by Remark
1.4. Hence we can assume that m ≥ 2.
Let Vf = {z1, . . . , zd} ⊂ Q be the set of critical values of f in Q, where d
is as in Lemma 5.1. For each 1 ≤ j ≤ d we put fj(x) := f(x)− zj and we fix
an embedded resolution (Yj , hj) of f
−1
j (0) over Q(zi). Let N
′
j be a natural
number, such that for all p > N ′j , (Yj, hj) has good reduction modulo p.
Furthermore, let N ′0 be a natural number, such that for all p > N
′
0, we have
Vf,p = Vf∩Qp ⊂ Zp, any two distinct points z, z′ in Vf,p satisfy ordp(z−z′) =
0 and if x ∈ Znp such that ordp(f(x) − z) = 0 for all z ∈ Vf,p, then x, resp.
x, is a regular point of f , resp. f (see Lemma 5.1). We put N ′ := max
0≤i≤d
N ′i
and for each p > N ′ we consider a partition of Zn =
⋃d
j=0Aj,p ∪
⋃d
j=1Bj,p,
where
Aj,p := {y ∈ Z
n | ordp(fj(y)) > 0 and f has a critical point in y + (pZp)
n},
Bj,p := {y ∈ Z
n | ordp(fj(y)) > 0 and f has no critical points in y + (pZp)
n},
for 1 ≤ j ≤ d, and
A0,p := Z
n\
d⋃
j=1
(Aj,p ∪Bj,p).
First of all, for p > N ′, we observe that if y ∈ A0,p, then ordp(f(y)− zj) ≤ 0
for all 1 ≤ j ≤ d. In particular, ordp(f(y) − zj) = 0 for all zj ∈ Vf ∩ Zp =
Vf,p. So y is a regular point of f , by Lemma 5.1, hence the condition
Cf ∩ Supp(Φy,p) = ∅, with Φy,p := 1y+(pZp)n , is satisfied. Thus, by Re-
mark 4.5.3 from [7], we get that Eym,p(f) = 0, for all m ≥ 2, p > N ′ and
y ∈ A0,p.
Secondly, if 1 ≤ j ≤ d, p > N ′, and y ∈ Bj,p, then fj has no critical points
in y+(pZp)n. So by 1.4.1 from [7], we have E
y
m,p(fj) = 0, form large enough.
Using Corollary 1.4.5 from [7], we see that (ps+1 − 1)ZΦy,p(p, χtriv, s, fj)
and ZΦy,p(p, χ, s, fj), for χ 6= χtriv, cannot have any poles. Because the
resolution (Yj, hj) of fj has good reduction modulo p, for p > N
′, and
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Cfj
∩ Supp(Φy,p) ⊂ f
−1
j (0), for y ∈ Bj,p, the Theorem 2.5 applies. By
combining it with Proposition 2.3, we get that for all p > N ′ and y ∈ Bj,p,
the sum Eym,p(fj) equals
ZΦy,p(p, χtriv, 0, fj) + Coefftm−1
((t− p)ZΦy,p(p, χtriv, s, fj)
(p− 1)(1 − t)
)
(6.2)
+
∑
χ 6=χtriv,
c(χ)=1
gχ−1χ(u)Coefftm−1(ZΦy,p(p, χ, s, fj)).
Since ZΦy,p(p, χ, s, fj) does not have any poles for χ 6= χtriv, we can see
that, for m big enough, Coefftm−1(ZΦy,p(p, χ, s, fj)) will not depend on m.
Also the total expression 6.2 is independent of m, for m big enough (be-
cause it is equal to 0). Therefore the part Coefftm−1
(
(t−p)ZΦy,p(p,χtriv,s,fj)
(p−1)(1−t)
)
must be independent of m as well, for m big enough. This can only be the
case if
(t−p)ZΦy,p(p,χtriv,s,fj)
(p−1)(1−t) , as a function in t, has at most two poles, one
pole at t = 1 of order 1 and one pole at t = 0. However, the explicit for-
mula of ZΦy,p(p, χtriv, s, fj) implies that it can not have poles at t = 0. So
(t−p)ZΦy,p(p,χtriv,s,fj)
(p−1)(1−t) has at most one pole, and this pole (if it exists) must be
of order 1 at t = 1.
According to 4.1.1 from [7], the degree of ZΦp(p, χ, s, fj) ≤ 0 (as a rational
function in t), for all p > N ′ and all charachters χ with conductor c(χ) = 1.
This implies that
(t−p)ZΦy,p (p,χtriv,s,fj)
(p−1)(1−t) is of the form c+
d
1−t , for certain c, d ∈
C, and that ZΦy,p(p, χ, s, fj) is equal to a constant function, for χ 6= χtriv.
Now we can easily see that for all m ≥ 2, Coefftm−1
(
(t−p)ZΦy,p(p,χtriv,s,fj)
(p−1)(1−t)
)
and Coefftm−1(ZΦy,p(p, χ, s, fj)), for χ 6= χtriv, are indepent of m. We con-
clude that Eym,p(fj) = 0, for all m ≥ 2, p > N
′ and y ∈ Bj,p.
The last case is the one where y ∈ Aj,p, for 1 ≤ j ≤ d. We will show
that in this case there exists a constant Cj and a natural number Nj (only
depending on j, not on y), such that for all p > Nj , m ≥ 2 and y ∈ Aj,p, we
have
(6.3) |Eym,p(fj)| ≤ Cjm
n−1p−mσy,p .
By taking N := max{N ′, N1, . . . , Nd} and C := max{C1, . . . , Cd} (both
independent of y), the formula 6.1 will hold for all y ∈ Zn, p > N and
m ≥ 1. In what follows, we will show how to adapt the proofs of both
Sections 3 and 4, to obtain the formula 6.3.
6.1. Adapting Section 4. If we want to be able to use the method of proof
that was outlined in Section 4, then we need to show the following result,
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for all j > 0, y ∈ Aj,p and p > N
′:
(6.4) ay,p(f) = min
E:y∈hj(E(Fp))
{ ν
N
}
,
where E is an irreducible component of h−1j (Z(fj)) with numerical data
(N, ν). When we compare this to the Formula 4.1, we see that, by replacing
c0(f) by ay,p(f), we can adapt the results of Section 4 to fj with Φp =
1y+(pZp)n . Indeed the condition Cfj
∩ Supp(Φp) ⊂ f
−1
j (0) is satisfied. This
proves the Formula 6.3 and by Remark 4.3 we know that the constant Cj
and the natural number Nj only depend on fj and the chosen resolution
(Yj, hj).
All that is left, is to prove Equation 6.4 for y ∈ Aj,p and j > 0. We remark
that if y′ ∈ y+(pZp)n is not a critical point of f , then cy′(f(x)− f(y′)) = 1.
If y′ ∈ y + (pZp)n is a critical point of f , then we know by Lemma 5.1
that f(y′) = zj, hence fj(y
′) = f(y′) − f(y′) = 0. Since (Yj , hj) has good
reduction modulo p, for p > N ′, we know that, after possibly enlarging N ′
as we did for 4.1, we have
cy′(f(x)− f(y
′)) = cy′(fj) = min
E:y′∈hj(E(Fp))
{ ν
N
}
= min
E:y∈hj(E(Fp))
{ ν
N
}
≤ 1.
If y ∈ Aj,p, then y+(pZp)n contains at least one critical point of f , in which
case Equation 6.4 holds.
6.2. Adapting Section 3. For j > 0 and y ∈ Aj,p, we will split the ex-
ponential sum Eym,p(fj) into three subsums in exactly the same way as in
Section 3. In each of the Lemmas 3.9, 3.12, 3.13 and in the proof of the Main
Theoreom 1.2 from Section 3 we need to make some changes.
Lemma 6.1. Let f ∈ Z[x1, . . . , xn] be a nonconstant polynomial and let
zj ∈ Vf be a critical value of f . There exists a natural number N0 > N
′,
such that for all m ≥ 1, for all p > N0 and for all y ∈ Aj,p, we have∑
x∈y+(pZ/pmZ)n,
ordp(fj(x))≤m−2
exp
(
2πifj(x)
pm
)
= 0.
Remark that if Aj,p 6= ∅, then zj ∈ Vf,p ⊂ Zp, so the term exp
(
2πifj(x)
pm
)
is well-defined.
To prove this lemma, we adapt the proof of Lemma 3.9 as follows. We
replace the formula φ by
φj(x1, . . . , xn, z, ξ1, . . . , ξn,m) =
n∧
i=1
(xi = ξi) ∧ (ord(z − zj) ≤ m− 2) ∧ (ord(z − f(x1, . . . , xn)) ≥ m),
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where xi, z are in the valued field-sort, ξi are in the residu field-sort and m
is in the value group-sort. This is an LZ ∪ {zj}-formula, with zj a constant
symbol in the valued field-sort. We remark that the function OK → kK :
x 7→ x = (x mod MK) is definable in LDP.
Now φj induces a definable subassignment Xj ⊂ h[n + 1, n, 1] and con-
structible functions Fj := 1Xj and Gj := π!(Fj), where π : h[n + 1, n, 1] →
h[1, n, 1] is the projection onto the last n+2 coordinates. For each prime p,
for each uniformiser ̟p of Qp and for each y ∈ Ai,p, we have the following
interpretation of Gj in Qp:
Gj,̟p(z, y,m) = #{x
(m) ∈ y(m) + (pZ/pmZ)n | f(x) ≡ z mod pm},
if ordp(z − zj) ≤ m− 2, and
Gj,̟p(z, y,m) = 0,
if ordp(z − zj) ≥ m − 1. Here the notation x
(m) means the class of (x
mod pm). Note however that Gj,̟p actually only depends on (y mod p),
i.e., on y. We remark that if Aj,p 6= ∅, then zj ∈ Qp, which makes it possible
to interprete ord(z − zj) (and other formulas that contain the symbol zj) in
Qp. We apply Corollary 3.8 to Gj to obtain a cell decomposition where the
centers ci are given by LZ∪{zj}-formulas θj(z, ξ, η, γ,m). By elimination of
quantifiers, θi is equivalent to the formula
∨
k
(
ζik
(
acg1(z), . . . , acgs(z), ξ, η
)
∧ νik
(
ord g1(z), . . . , gs(z), γ,m
))
,
where ζik is an Lring-formula and νik an Loag-formula, and g1, . . . , gs ∈
(Z[zj ][[t]])[z]. The rest of the proof of Lemma 3.9 still applies if we re-
place ord(z) by ord(z− zj) everywhere. By going over the proof, we can see
that the natural number N0 that is obtained in the proof, only depends on
j.
Lemma 6.2. Let f ∈ Z[x1, . . . , xn] be a nonconstant polynomial and let
zj ∈ Vf be a critical value of f . There exists, for each integer m > 1,
a natural number Nm > N
′ and a positive constant Dm, such that for all
p > Nm and for all y ∈ Aj,p, we have
∣∣∣ ∑
x∈y+(pZ/pmZ)n,
ordp(fj(x))=m−1
p−mn exp
(
2πifj(x)
pm
) ∣∣∣ ≤ Dmp−mσy,p .
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To prove this lemma, we adapt the proof of Lemma 3.12 as follows. We
replace the formulas φ and φ by
φj(x1, . . . , xn, z, ξ1, . . . , ξn,m) =
n∧
i=1
(xi = ξi) ∧ (ord(z − zj) = m− 1) ∧ (ord(z − f(x1, . . . , xn)) ≥ m),
φj(x1, . . . , xn, ξ, ξ1, . . . , ξn,m) =
n∧
i=1
(xi = ξi) ∧ (ord(f(x1, . . . , xn)− zj) = m− 1) ∧ ac(f(x1, . . . , xn)− zj) = ξ),
where xi, z are in the valued field-sort, ξi, ξ are in the residue field-sort and
m is in the value group-sort. These are also LZ∪{zj}-formulas. Most of the
other modifications in the proof of Lemma 3.12 are the same as we discussed
above for Lemma 6.1.
The only moment that we have to be more careful, is when estimating
#{x(m) ∈ y(m) + (pZp/pmZp)n | ordp(fj(x)) = m− 1}. From Section 6.1 we
know that if p > N ′ and if y ∈ Aj,p, then there exists y
′ ∈ y + (pZp)n, such
that ay,p(f) = cy′(fj). By Corollary 3.6 from [13], we have
ay,p(f) = cy′(fj) ≤
(m− 1)n− dimFp(A˜p,m,y)
m− 1
,
where Ap,m,y := {x
(m) ∈ y(m)+(pZp/pmZp)n | ordp(fj(x)) = m−1}, viewed
as a subvariety of Fmnp , and where A˜p,m,y is the image of Ap,m,y under the
projection πm : (Zp/pmZp)n → (Zp/pm−1Zp)n, viewed as a subvariety of
Fmn−np . Then #Ap,m,y ≤ #A˜p,m,y · p
n. By the Lang-Weil estimate, there
exists a constant D′m,y, not depending on p, such that
#A˜p,m,y = D
′
m,yp
dimFp(A˜p,m,y) +O(pdimFp (A˜p,m,y)−
1
2 ).
By looking at the arcspace of Z(fj), we can see that, for each m, there are
finitely many schemes Z
(m)
1 , . . . , Z
(m)
km
, such that for all p and y, A˜p,m,y ∼=
Z
(m)
i (Fp) for some i ∈ {1, . . . , km}. This means that the constant D
′
m,y,
which we know already to be independent of p, only depends on the set of
schemes {Z
(m)
1 , . . . , Z
(m)
km
}. Hence there exists a constant D′m,j , such that
D′m,j ≥ D
′
m,y for all y ∈ Aj,p. By going over the rest of the proof of Lemma
3.12, we can see that the natural number Nm and the constant Dm, that are
obtained in the proof, only depend on m and j.
We need to make similar adjustments in the proof of Lemma 3.13, to
obtain the following lemma.
Lemma 6.3. Let f ∈ Z[x1, . . . , xn] be a nonconstant polynomial and let
zj ∈ Vf be a critical value of f . There exists, for each integer m > 1,
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a natural number Nm > N
′ and a positive constant Dm, such that for all
p > Nm and for all y ∈ Aj,p, we have∣∣∣ ∑
x∈y+(pZ/pmZ)n,
ordp(fj(x))≥m
p−mn exp
(
2πifj(x)
pm
) ∣∣∣ ≤ Dmp−mσy,p .
The final step after these three lemmas, is to modify the proof of the
Main Theorem 1.2 at the end of Section 3. According to Corollary 2.6 and
its proof, there exist natural numbers sj,Mj , N
′′
j , such that for all p > N
′′
j ,
m > Mj and y ∈ Aj,p, we have
(6.5) Eym,p(fj) =
sj∑
i=1
ai,p,ym
βijp−λijm1Aij (m).
We can easily see that βij , λij and Aij only depend on fj and not on y. By
going through the proof of Claim 3.14 we obtain a constant C0 and natural
numbers M˜, N˜ (that depend on βij , λij and Aij , but not on ai,p,y), such that
for all m > M˜ , p > N˜ , y ∈ Aj,p and 1 ≤ i ≤ sj, we have
|ai,p,yp
−λijm| ≤ C0p
−σy,pm.
Now 6.3 follows easily.
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