RNA viruses comprise vast populations of closely related, but highly genetically diverse, entities known as quasispecies. Understanding the mechanisms by which this extreme diversity is generated and maintained is fundamental when approaching viral persistence and pathobiology in infected hosts. In this paper we access quasispecies theory through a phenotypic model, to better understand the roles of mechanisms resulting in viral diversity, persistence and extinction. We accomplished this by a combination of computational simulations and the application of analytic techniques based on the theory of multitype branching processes. In order to perform the simulations we have implemented the phenotypic model into a computational platform capable of running simulations and presenting the results in a graphical format in real time. Among other things, we show that the establishment virus populations may display four distinct regimes from its introduction to new hosts until achieving equilibrium or undergoing extinction. Also, we were able to simulate different fitness distributions representing distinct environments within a host which could either be favorable or hostile to the viral success. We addressed the most used mechanisms for explaining the extinction of RNA virus populations called lethal mutagenesis and mutational meltdown. We were able to demonstrate a correspondence between these two mechanisms implying the existence of a unifying principle leading to the extinction of RNA viruses.
Introduction
Viruses with RNA genomes, the most abundant group of human pathogens [24] , exhibit high mutational rates, fast replicative kinetics, large population sizes, and high genetic diversity. Current evidences also indicate that RNA virus populations consist of a wide and interrelated distribution of variants, which can display complex evolutionary dynamics. The complex evolutionary properties of RNA virus populations features the modulation of viral phenotypic traits, the interplay between host and viral factors, and other emergent properties [26, 25] . During viral infections, these features allow viral populations to escape from host pressures represented by the actions from the immune system, from vaccines and to develop resistance antiviral drugs. Taken together these features represent the major obstacle for the success and implementation of effective therapeutic intervention strategies.
In order o describe the evolution of RNA viruses and its relationship with their hosts and antiviral therapies, theoretical models of virus evolution have been developed. These models employ mathematical and computational tools as methodological instruments allowing one to address evolutionary questions from a different perspective than the commonly seen use of modern experimental technologies. This kind of approach allows the implementation of low-cost research projects addressing evolutionary questions that are usually investigated by experimental methods. In a deeper level, they provide a systematic perspective of the biological phenomenon, when viewed as proof-of-concept models [87] . Verbal or pictorial models have long been used in evolutionary biology to formulate abstract hypotheses about processes and mechanisms that operate among diverse species and across vast time scales. Used in many fields, proofof-concept-models test the validity of verbal or pictorial models by laying out the underlying assumptions in a mathematical framework.
Eigen and Schuster [34, 36] proposed and analyzed a deterministic model for the evolution of polynucleotides in a dialysis reactor based on a system of ordinary, differential equations called quasispecies model. Subsequently, Demetrius et al. [21] proposed a stochastic quasispecies model in order to overcome some drawbacks of the deterministic quasispecies model of Eigen and Schuster [36] . The approach of Demetrius et al. [21] employed very powerful methods based on the theory of stochastic branching processes. This theory, originally developed to deal with the extinction of family names (Watson and Galton [93] ), has been applied since the forties to a great variety of physical and biological problems [46, 6, 55] . On the experimental side, an early study of the RNA phage Qβ reporting that sequence variation in a population was high but approximately stable over time around a consensus sequence, gave the initial stimulus to consider the notion of quasispecies in the broader context of RNA viruses [27] . Since then, quasispecies theory has been recognized as a subset of theoretical population genetics -being mathematically equivalent to the theory of multiloci mutation-selection balance in the limit of infinite populations [94, 89, 19, 14] -and, due to is a capability to deal with high mutation rates, has been widely applied to model the evolution of viruses with RNA genomes [35] .
Inspired by the stochastic quasispecies model of Demetrius et al. [21] and based on branching process techniques, Antoneli et al. [4, 5] proposed a mathematical framework aimed at understanding the basic mechanisms and phenomena of the evolution of highly-mutating viral populations replicating in a single host organism, called phenotypic (quasispecies) model. It is denominated "phenotypic" due to the fact that it only comprises probabilities associated to the occurrence of deleterious, beneficial and neutral effects that operate directly on the replicative capability of viral particles, without any explicit reference to their genotypes. In [20] Dalmau introduced another generalization of the stochastic quasispecies model also based on multitype branching processes but retaining the genotypic character of Demetrius et al. [21] .
The phenotypic model [4, 5] is defined through a probability generating function which formally determines the transition structure of the process. By performing a thorough analysis of the corresponding matrix of mean values we were able to show that the phenotypic model is "exactly solvable" in certain sense, when beneficial effects are absent. In a second stage, we set up a perturbation theory in order to treat the general case (this time including beneficial effects). This approach has provided a complete description of the average behavior of the model.
In the present paper, we further address the biological implications of modeling RNA virus populations in terms of the phenotypic model. We achieved this goal by a combination of computational simulations and the basic analytic techniques of the theory of multitype branching processes. In order to perform the simulations we have implemented the phenotypic model into a computational platform capable of running the simulation and presenting the results in graphical format in real time.
As we shall see, the phenotypic model is fully specified by three fundamental parameters: the probabilities of occurrence of deleterious and beneficial effects d and b -the probability of occurrence of neutral effects is fixed by the complementarity relation c = 1 − d − b -and the maximum replicative capability R. By an exhaustive analysis of this "parameter space" were able portray a fairly detailed outline of all possible behaviors of the model. Transient phase and recovery time. The initial phase of the time evolution of the branching process, which corresponds to the beginning of the viral infection occurring after a transmission bottleneck when a very limited number of particles are transmitted. It comprises the acute infection phase and is characterized by an initial exponential growth of the population, resulting in a viremia peak, followed by a slower viral load decrease towards the stabilization of the population size (also referred as viral set point in clinical settings). The expected time (represented in the model by the number of viral generations) for the relaxation towards an equilibrium is called recovery time. We put forward a natural way to define the recovery time in terms of a characteristic time derived from the decay of the mean auto-correlation function of the branching process and we deduce an expression for the characteristic time in terms of d, b and R.
Stationary regime. At the end of transient phase the viral population starts to exhibit a rather stable viral load and the stabilization of the relative frequencies of almost all variants. At this point the viral population has recovered its phenotypic diversity and becomes better adapted to the new host environment. It represents an advanced stage of the infection, called chronic infection phase. In the phenotypic model this moment corresponds to the stationary regime is represented by the asymptotic behavior of a super-critical branching process. We obtain explicit expressions for the relative frequencies of the replicative classes and other quantities derived from them such as the average reproduction rate of the viral population, the phenotypic diversity and the phenotypic entropy.
Threshold of extinction. The threshold of extinction takes place when the deleterious rate is sufficiently high that it prevents the viral population of reaching the stationary regime but not high enough to induce the extinction of the population in the short run. In the phenotypic model, the threshold of extinction is represented by a critical branching process. We show that this regime is completely determined by a particular value of the deleterious probability, called critical deleterious probability. We provide an explicit expression for this quantity. We also find an asymptotic expression for the maximum beneficial probability at which the extinction threshold disappears and the population no longer can extinguished.
Mechanisms of extinction.
A virus population can be become extinct or eradicated from the host by the fulfillment of an unifying principle involving only the probability of occurrence of deleterious effects d and the maximum replicative capability R. Even further, in the absence of beneficial or compensatory effects, the fate of the population becomes entirely settled whether the product R(1 − d) is greater or lesser than 1. Based on this unifying principle we show that there is a correspondence between two well known distinct mechanisms for the process of extinction:
(a) Lethal Mutagenesis. The process of extinction of the viral population due to the increment of the deleterious rate [8, 9] . In the phenotypic model, the lethal mutagenesis is represented by a sub-critical branching process. It is characterized by a distinct signature observed in the time series of the average reproduction rate, during a simulation: an explosive growth in the variation of the average reproduction rate as it approaches the extinction time. We given an expression for the expected time to extinction in terms of the parameters d, R and the critical deleterious probability. We also show that when then deleterious probability approaches its critical value, and the branching process approaches its extinction threshold, the model displays a scaling law that resembles a "phase transition" with critical exponent 1.
(b) Mutational Meltdown. The process of extinction of the viral population through the step-wise loss of the fittest replicative classes due to random drift associated to the finite population size effect [64, 63] . Here there is a new component of the phenotypic model: the carrying capacity K. Initially, the carrying capacity is introduced as a convenient device for the computational implementation of the phenotypic model, by providing an upper bound for the population size. Nevertheless, it can be seen as genuine component of the phenotypic model if we regard the model as a self-regulated branching process, instead of a "pure" branching process. Within this new framework, we show that a phenotypic analogue of the mutational meltdown criteria for extinction comes out from the same relation that determines the fate of the population during the lethal mutagenesis. Furthermore, we observe that the process of extinction in this case has a very distinct signature, when compared with the lethal mutagenesis, resembling a "lingering ratchet", which "clicks" each time a replicative class is purged.
The correspondence between the two mechanisms results from the following observations. Lethal mutagenesis occurs by the loss of the fittest replicative classes when the deleterious mutational rate is sufficiently high. This will occur even when the carrying capacity reaches infinite values. Mutational meltdown also occurs when the fittest replicative classes are lost by random drift due to the finite size effect induced by the carrying capacity. In the mutational meltdown the deleterious rate may not be negligible but is much lower than in lethal mutagenesis. Therefore, losing the best adaptative classes due to increasing mutagenesis or to small population size effects in a phenotypic model framework are indeed "two sides of the same coin" [67] .
The fitness distributions of the phenotypic model are location-scale families of discrete distributions that control progeny sizes at each replication cycle. These distributions represent distinct "compartments" in the host which can be more favorable or pose restrictions to the viral replication process. Example of favorable compartments would be sites associated with immune privilege, or with lower concentration of antiviral drugs, or allowing for cell to cell virus transmission. Unfavorable compartments are sites with high antiviral drug penetration, small number of target cells, or accessed by elements of host responses as antibodies, citotoxic cells and others. Therefore, fitness distributions act as the environmental component during viral evolution. It is worth to note that fitness distributions can be exchanged during the simulation allowing for the representation of virus particles reaching different areas in the host which can be more favorable or unfavorable. Also it allows the user to simulate situations when a new drug was introduced to a antiviral treatment or fluctuations in the immune response as patients reaching immunodeficiency following HIV infection. For instance, some distributions have a positive influence on the replication, by enhancing the replication of particles in the higher replicative classes, while other distributions have an opposite effect. We showed that the impact of the fitness distributions on the branching process is subtle and can not be detected by quantities that depend only on the first moments of the process. Nevertheless, a new quantity, called populational variance, is capable to detect the influence of different fitness distributions.
Phenotypic Model for Viral Evolution
In this section we introduce the phenotypic model for viral evolution first by laying out the underlying biological foundations on which it is based on and then presenting its natural mathematical description as a multitype branching process.
Biological Foundations
It is usual in population genetics to consider that the whole set of individuals composing a population reproduce at the same time in such a way that the evolution of the population is described as a discrete succession of generations [61, 15] . The time between any two successive generations is called generation time. In the context of viral populations the generation time will depend on the cellular status and extracellular environment. Because viruses are obligate intracellular parasites, production of progeny particles may vary in time and in exuberance depending on the metabolic status of an infected cell at the time of virus production. As a result, the meaningful concept of virus generation time is a distribution of generation times with a well-defined mean value. Thus, the generation time can represent, in the study of viral evolution, the average duration of time between two identical and successive replication cycles of a viral population. Under these conditions, one may consider that no particle can be part of two successive generations, that is, the generations are discrete and non-overlapping. Therefore, the dynamics of the population proceeds in replication cycles, in which each viral particle of a generation produces, according to its replicative capability, the viral particles of the next generation.
In natural systems, the replicative capability of a viral particle is a phenotypic trait, and is product of a complex interaction between the expressed genotypic composition of the particle and the intracellular and extracellular environments in which it is inserted. Consequently the same replicative capability can be expressed by different viral genotypes, a phenomenon known as robustness [91, 59] , which has been identified to occur in sets of diverse viral sequences bearing mutations that are selectively neutral and connected through neutral networks [91, 44] . On the other hand, viruses with the same genome composition may show different replication capabilities if they infect cells at different cellular status. The variation of cellular status over time may influence the number of progeny particles that are produced by different cells yielding broad distributions of progeny sizes [96] , called fitness distributions. For this reason, it makes sense to consider subsets of particles that have the same "potential replicative capability", as comprising replicative classes within the viral population and representing viral genotypes that express the same fitness distribution. Therefore, each replicative class may be characterized be a well defined mean replicative capability that is a non-negative integer ranging from zero to a fixed maximum value R, called maximum replicative capability. The maximum replicative capability of a population reflects the intrinsic limitations of the virus replication machinery and the host organism environment (such as space restriction, availability and finiteness of resources, etc.). Formally, the maximum replicative capability is defined as the maximum number of progeny a viral particle can produce from one infected cell. This particles will go on to establish infections in other cells.
In general, the measurement of R is highly non-trivial. One may write R as the product of two quantities, S and B (R = SB), where S is the success rate, corresponding to the success of progeny particles in establishing infections in new cells, and B is the burst size, corresponding to the number of total viable viral offspring released from a cell infected by a virus particle [8] . Typically, the burst size B is a number much larger than 1 while the success rate S is always strictly smaller than 1 thus, R may be much less than the number of offspring B per infected cell, because the success rate may be very low. Indeed, histological observations on plants inoculated with tobacco mosaic virus suggest that R may be as low as 3 to 6 particles per cell [65] and, on the other hand, the in vivo burst size of SIV was estimated to be of the order of 10 4 virions per cell [16] , which together suggest that the success rate might be as low as 10 −4 .
The evolution of RNA viral populations is a physical process strongly influenced by randomness, which is ultimately represented by the incorporation of random mutations. The effects of new mutations on the fitness are often classified as being deleterious, neutral or beneficial, but there is, in reality, a continuous distribution of fitness effects, stretching from those that are lethal to mutations that are highly beneficial [37] . Mutations produce the genetic variability of viral populations over which selective pressures act on. The high mutation rates of RNA viruses, ranging from 10 −4 to 10 −6 nucleotide substitutions per site per genome replication [33, 86] , are primarily associated to the intrinsic low fidelity of their replication machinery. Furthermore, the chances of mutations to have an impact on fitness are increased in RNA viruses due to the relatively small size of their genome, the presence of overlapping open reading frames and the fact that mostly all nucleotides have structural and coding information.
When rates of spontaneous mutation are expressed per genome replication, different broad groups of organisms display characteristic values [31, 32] : of the order of 0.001 for DNA-based microbes (including both viral and cellular organisms); of the order of 0.01 for higher eukaryotes; from the order of 0.01 to the order of 0.1 for retroviruses and from the order of 0.1 to the order of 1 for RNA viruses exclusive of retroviruses [47, 88, 3, 30] . This wide range of mutation rates of RNA viruses suggests that it is inappropriate to gather RNA viruses together into a single group that is subject to different evolutionary rules than organisms with DNA genomes. Nevertheless, accurate quantification of those rates is difficult, most notably due to their dependence on tiny mutation reporter sequences that may not well represent the whole genome and the uncertainty due to the combination of mutation frequencies and population history to calculate mutation rates [29] . In addition, independent estimates may give the same order of magnitude but have fairly different significant digits. For instance, three estimates of the HIV-1 mutation rate [66, 76, 1] In a purely phenotypic approach to evolution there is no direct reference to random mutations, since there is no phenotype-to-genotype map. Therefore, the action of mutations as a driving force of evolution is indirectly represented by changes in the distribution of fitness effects [37] . Moreover, from the phenotypic point of view an effect associated to a neutral mutation is undistinguishable from the non occurrence of a mutation, since both result in no (or negligible) change in the relative fitness. By including the non-occurrence of mutations in the neutral effects one may consider that a fitness effect occurs with probability 1 to every progeny particle produced during a replication cycle. Therefore, the combined action of genetic and non-genetic causes produces three types of fitness effects applicable to every single replication event:
Deleterious effects. These effects cause changes that eventually occur during the production of the viral progeny that may decrease the replicative capability of the progeny. In RNA viruses, the deleterious effects of genetic mutations results in a progeny displaying a lower replication capability because these mutations affects sites that code for amino acids important for the functionality of viral proteins or disturb the formation of three-dimensional structures of the viral RNA. Indirectly, in a strict phenotypic model we should consider as deleterious effects pressures exerted by humoral and cellular immune responses as well as antiviral treatments, since they altogether will reduce the virus replicative capability.
Beneficial effects. These effects cause changes that eventually occur during the production of the viral progeny that may increase the replicative capability of the progeny. This increase can be caused, for example, by point or multiple mutations that allow the particle to improve its replication efficiency, escape from the responses of the immune system, escape from the antiviral drug activity or by environmental changes favorable for viral adaptation. The probability of occurrence of a beneficial effect is less than or equal to the probability occurrence of a deleterious or neutral effects. The relative frequencies between beneficial, deleterious and neutral mutations appearing in a replicating population have been already measured by prior studies [69, 48, 51, 77, 85, 13, 37, 78, 82] . Taking their results together, it is reasonable to conclude that beneficial mutations could be as low as 1000 less frequent than either neutral or deleterious mutations. As a result, the viral population would be submitted to a large number of successive deleterious and neutral changes and a comparatively small number of beneficial changes.
Neutral effects. These are effects that cause changes that eventually occur during the production of the viral progeny that do not increase or decrease the replicative capability of the progeny. Changes that eventually occur during the replication can be neutral when, for example, they do not replace the amino acids coded by the viral genome (synonymous mutations) and they do not replace genomic sequence associated with structural RNA function. Or it might represent situations in which the cellular and extracellular environments have not undergone substantial changes that could affect the general fitness of viral particles.
Consequently, a phenotypic model concentrates all the above mentioned fitness effects in probabilities the act independently on every single particle in the population. As a result, when discussing the simulations we mention that the replicative capability of a particle has changed, we are taking into account all the above mentioned effects.
In a model where fitness is the only feature that can be "observed" the mean number of successful offspring per individual particle, called average reproduction rate and denoted by µ, is the most relevant quantity to be considered. In the context of virus infections host, it may be seen as a measure of whether a virus can establish a new infection or not. It is the mean number of particles infecting cells that will produce particles able to infect other cells when there is no limitations in the number of target cells. In a mutation-free population it is expected that µ is equal to the maximum replicative capability R. However, in the case of RNA viruses that replicate under high mutational rates the mutational spectra and its effects should be taken into account. If only deleterious and neutral effects are present then µ is expected to be proportional to R, namely µ = Rw, wherew represents the relative fitness level and is a function of the probabilities of occurrence of deleterious and/or neutral effects. The product of the relative fitness levelw by the maximum replicative capability R furnishes a measure of populational fitness, i.e., mean number of progeny per particle. In vivo estimates of µ have been accomplished in some cases, for instance, in [81] the value of mean reproduction rate during acute HIV-1 infection was estimated to be 8.0 with an interquartile range of 4.9 to 11.
The importance of the mean reproduction rate µ stems from the fact that it is the key quantity associated to the the mechanism of lethal mutagenesis, put forward by Bull et al. [8] to explain the extinction process of viral populations. If µ is less than 1, on average an infected cell will produce a progeny able to infect less than 1 susceptible cell, and the infection will die out; if µ is greater than 1, on average an infected cell will produce a progeny able to infect more than 1 susceptible cell, and generally the infection will spread. It turns out, as shown in [4, 5] , that phenotypic model affords a natural interpretation of the relative fitness level µ in the context of branching processes, which allowed us to obtain a simple expression for µ that is formally equivalent to the extinction criterion of the theory of lethal mutagenesis for viruses of Bull et al. [8] . In the absence of beneficial effects, it follows thatw is exactly the probability of occurrence of a neutral effect and, in general, this holds approximately, up to first order in perturbation with respect to the probability of occurrence a beneficial effect (see equation (7)). The branching process formulation allows for an interpretation of µ as the average exponential growth rate of the population, called the malthusian parameter [55] . Within this framework, a new interpretation of the lethal mutagenesis criterion [8] emerges naturally as the sub-criticality of a branching process: it is a sufficient condition for the population to become extinct in finite time.
The lethal mutagenesis extinction threshold is, to some extent, related to the error catastrophe derived by Eigen [34] for the deterministic model. In fact, Demetrius et al. [21] already observed that the extinction criterion provided by the classification of a branching process, in the context of their stochastic quasispecies model, formally resembles the deterministic error catastrophe. But, while the deterministic error catastrophe refers to the condition to replicate with a fidelity above the error threshold, the stochastic extinction criterion refers to the probability of extinction. Consequently, the demand to function above the extinction threshold is always a stronger condition than the corresponding requirement of the deterministic error threshold. However, the error catastrophe phenomenon as such, makes no statements about population extinction. Even though the concept of error catastrophe has been widely cited as the underlying theory in several studies reporting the occurrence of extinction of virus populations [79, 17, 3] , it is the notion of lethal mutagenesis (and the corresponding extinction criterion) that is relevant to the occurrence of extinction in viral populations [94, 89] .
Inspired by ideas from population genetics, more specifically the "Muller's Ratchet", Lynch and Gabriel [64] a mechanism for the process of extinction of asexual populations, in particular, RNA virus populations, called mutational meltdown. The "Muller's Ratchet" [72, 39] describes the step-wise loss of the fittest class of individuals in a population and the associated reduction in absolute fitness due to the accumulation of deleterious effects. The mechanism of mutational meltdown works only for finite populations and is based on the action of random drift. The mutational meltdown theory predicts the eventual extinction of the population if there is no compensatory or beneficial effects. In the absence of compensatory mechanisms the process leads the population to the "meltdown" phase (Lynch et al. [63] ): the population will face extinction when the mean viabilityw (the probability of occurrence of a neutral effect per mutation raised to mean number of mutations carried by an individual) decreases below the reciprocal of the absolute growth rate R (the maximum number of offspring an individual can produce).
Despite the different backgrounds from which the lethal mutagenesis and the mutational meltdown were developed, there is a considerable amount of parallelism between them. There seems to be a strait correspondence between the notions of "relative fitness level" and "maximum replicative capability" derived from the lethal mutagenesis theory and "mean viability" and "absolute growth rate" derived from the mutational meltdown theory. Furthermore, the apparent disparity between the two approaches -at least in their simplest forms, "Error Threshold" versus "Muller's Ratchet" -has been addressed by Wagner and Krall [92] , who observed that the discrepancy is due to different assumptions regarding the possible fitness values the mutants are allowed to assume.
Mathematical Definition
Based on the general aspects of the phenomenon of viral replication described before it is compelling to model it in terms of a branching process. In this perspective we shall consider a discrete-time multitype Galton-Watson branching process for the evolution of an initial population with types or classes which are indexed by a non-negative integer r ranging from 0 to the average maximum replicative capability R. The branching process is described by a sequence of vector-valued random variables Z n = (Z 0 n , . . . , Z R n ), (n = 0, 1, . . .), where Z r n is the number of particles of replicative class r in the n-th generation. The initial population Z 0 is represented by a vector of non-negative integers (also called multi-index ) which is non-zero and non-random. The time evolution of the population is determined by a vector-valued discrete probability distribution ζ(i) = ζ r (i) , defined on the set of multi-indices i = (i 0 , . . . , i R ), called the offspring distribution of the process, which is usually encoded as the coefficients of a vector-valued multivariate power series f (z) = f r (z) called probability generating function (PGF):
At each replicative cycle, each parental particle in the replicative class r produces a random number of progeny particles that is independently drawn according to the corresponding fitness distribution belonging to a location-scale family of discrete probability distributions t r (r = 0, . . . , R) assuming non-negative integer values and normalized so that their expectation value is k k t r (k) = r and t 0 (k) = δ k0 . Therefore, each particle in the viral population is characterized by the mean value of its fitness distribution, called mean replicative capability. Viral particles with replicative capability equal to zero (0) do not generate progeny; viral particles with replicative capability one (1) generate one particle on average; viral particles with replicative capability two (2) (b) the family of Poisson distributions: t r (k) = e −r r k k! . Note that in the first example, the replicative capability is completely concentrated on the mean value r -that is, the particles have deterministic fitness. On the other hand, in the second example the fitness is truly stochastic.
During the replication, each progeny particle always undergoes one of the following effects:
deleterious effect: the mean replication capability of the respective progeny particle decreases by one. Note that when the particle has capability of replication equal to 0 it will not produce any progeny at all.
beneficial effect: the replication capability of the respective progeny particle increases by one. If the mean replication capability of the parental particle is already the maximum allowed then the mean replication capability of the respective progeny particles will be the same as the replicative capability of the parental particle.
neutral effect: the mean replication capability of the respective progeny particle remains the same as the mean replication capability of the parental particle.
To define which effect will occur during a replication event, probabilities d, b and c are associated, respectively, to the occurrence of deleterious, beneficial and neutral effects. The only constraints these numbers should satisfy are 0 d, b, c 1 and b+c+d = 1. In the case of in vitro experiments with homogeneous cell populations the probabilities c, d and b essentially refer to the occurrence of mutations. The determination the offspring probability distribution ζ of the phenotypic model is more transparent if one assumes first that b = 0 and t r (k) = δ kr . In this case, we have that d + c = 1 and the number of progeny particles produced by any particle of replicative class r is exactly r. Then ζ r (i) is non-zero only when the multi-index i is of the form i = (0, . . . , i r−1 , i r , . . . , 0), since a particle with replicative capability r can only produce progeny particles of the replication capability r or r−1. Moreover, the entries i r−1 and i r satisfy i r−1 +i r = r. Thus we just need to compute the probabilities ζ r for the multi-indices of the form (0, . . . , r − k, k, . . . , 0). Suppose that a viral particle with replicative capability r (0 r R) replicates itself producing r new virus particles v 1 , . . . , v r . For each new particle v j , there are two possible outcomes regarding the type of change that may occur: neutral or deleterious, with probabilities c = 1 − d and d, respectively. Representing the result of the j-th replication event by a variable X j , which can assume two values: 0 if the effect is deleterious (failure) and 1 if the effect is neutral (success), the probability distribution of X j is that of a Bernoulli trial with probability of occurrence of a neutral effect c = 1 − d (success), that is,
The total number of neutral effects that occur when the original virus particle reproduces is a random variable S r = X 1 + · · · + X r given by the sum of all variables X j , since each copy is produced independently of the others. That is, S r counts the total number of neutral effects (successes) that occurred in the production of r virus particles v 1 , . . . , v r . It also represents the total number of particles that will have the same replication capability r of the original particle v. It is well known [38] that a sum of r independent and identically distributed Bernoulli random variables with probability c = 1−d of success has a probability distribution given by the binomial distribution:
Since this is the probability that a class r virus particle produces k progeny particles with the same replicative capability as itself, one has ζ r (0, . . . , r − k, k, . . . , 0) = binom(k; r, 1 − d) .
From the previous calculation one obtains that the PGF of the phenotypic model with b = 0 and t r (k) = δ kr is
Note that the functions f r (z 0 , z 1 , . . . , z R ) are polynomials whose coefficients are exactly the probabilities of the binomial distribution binom(k; r, 1 − d). Now it is easy to obtain the PGF in the case with general beneficial effects and with a general family of fitness distribution (which reduces to the previous PGF for the particular case discussed before).
Note that in the last equation the beneficial effect acts like the neutral effect. This is a kind of "consistency condition" ensuring that the populational replicative capability is, on average, upper bounded by R. Even though it is possible that a parental particle in the replicative classes R eventually has more than R progeny particles when t r is not deterministic, the average progeny size is always R. Finally, it is easy to see that the PGF of the two-dimensional case of the phenotypic model with b = 0 and z 0 = 1 (and ignoring f 0 ) reduces to
This is formally identical to the PFG of the single-type model proposed by [21, p. 255, eq. (49)] for the evolution of polynucleotides. In their formulation, c = p ν is the probability that a given copy of a polynucleotide is exact, where the polymer has chain length of ν nucleotides and p is the probability of copying a single nucleotide correctly. The replication distribution t(k) provides the number of copies a polynucleotide yields before it is degraded by hydrolysis.
Analysis and Simulation of the Phenotypic Model
In this section we recall some basic results, obtained in Antoneli et al. [4, 5] , on the mathematical properties of the phenotypic model and introduce a computational platform (the VirusSim program) for its simulation.
Mathematical Basis of the Phenotypic Model
A remarkable property of the phenotypic model that was fully explored in Antoneli et al. [4, 5] is the fact that when b = 0 the phenotypic model is "exactly solvable" in a very specific sense. One of the main quantities associated to a multitype branching process is its "asymptotic growth rate", which is measured by the malthusian parameter µ. It may be defined as the limit when number of particles goes to infinity of the "average reproduction rate", namely, the average number of of offspring per particles per generation. From the general theory of branching processes it follows that µ can be obtained as the largest eigenvalue of the matrix of first moments of the process.
The mean matrix or the matrix of first moments M = {M ij } of a multitype branching process describes how the average number of particles in each replicative class evolves in time and is defined by
. In terms of the probability generating function f = (f 0 , . . . , f R ) it is given by
where 1 = (1, 1, . . . , 1). It is straightforward form the generating function (2), using formula (4), that the matrix of the phenotypic model is given by
Note that the mean matrix does depend on the family of fitness distributions t r only through their mean values, since they are normalized to have the same value for all location-scale families. Assume for a moment that b = 0 (hence c = 1 − d). Then the mean matrix becomes upper-triangular and hence its eigenvalues are the diagonal entries λ r = r(1 − d) and the malthusian parameter µ is the largest eigenvalue λ R :
Now suppose that b = 0 is small compared to d and c (hence c = 1−d−b). Then spectral perturbation theory allows one to write the malthusian parameter µ as a power series
where µ 0 is the malthusian parameter for the case b = 0 and µ j are functions of the form Rμ j (d, R). A lengthy calculation (see [5] ) gives the following result:
Let us return to the case b = 0 and consider the eigenvectors corresponding to the malthusian parameter µ. The right eigenvector u = (u 0 , . . . , u R ) and the left eigenvector v = (v 0 , . . . , v R ) may be normalized so that v t u = 1 and 1 t u = 1, where t denotes the transpose of a vector. In [5] it is shown that the normalized right eigenvector u = (u 0 , . . . , u R ) is given by
The fact that u is a binomial distribution is not accidental. Indeed, it can be shown that u is the probability distribution of a quantitative random variable defined on the set of replicative classes {0, . . . , R}, called the asymptotic distribution of classes, such that u r = binom(r; R, 1−d) gives the limiting proportion of particles in the r-th replicative class. Finally, when b = 0 is small, spectral perturbation theory ensures that
The phenotypic model is completely specified by the choice of the two probabilities b and d (since c = 1 − b − d), the maximum replicative capability R and a choice of a location-scale family of fitness distributions. Independently of the choice of family of fitness distributions the parameter space of the model is the Figure 1 ). In this parameter space one can consider the critical curves µ(b, d, R) = 1, where µ(b, d, R) is the malthusian parameter as a function of the parameters of the phenotypic model. For each fixed R, the corresponding critical curve is independent of the fitness distributions and represents the parameter values (b, d) such that the branching process is critical. Moreover, each curve splits the simplex into two regions representing the parameter values where the branching process is super-critical (above the curve) and sub-critical (below the curve).
The classification of multitype branching processes with irreducible mean matrices [46, 6, 55] is formulated in terms of the vector of extinction probabilities γ = (γ 0 , . . . , γ R ), where 0 γ r 1 for all r. The component γ r is the probability that the process eventually become extinct given that initially there was exactly one particle of replicative class r. There are only three possible regimes for a multitype branching process:
Super-critical: If µ > 1 then 0 γ r < 1 for all r and with positive probability ω = 1 − max r {γ r } the population may survive indefinitely.
Sub-critical: If µ < 1 then γ r = 1 for all r and with probability 1 the population becomes extinct in finite time.
Critical: If µ = 1 then γ r = 1 for all r and with probability 1 the population becomes extinct, however, the expected time to the extinction is infinite.
One of the main results of [5] is a proof of the lethal mutagenesis criterion [8] for the phenotypic model, provided one assumes that all fitness effects are of a purely mutational nature. Recall that [8] assumes that all mutations are either neutral or deleterious and consider the mutation rate U = U d + U c , where the component U c comprises the purely neutral mutations and the component U d comprises the mutations with a deleterious fitness effect. Furthermore, R max denotes the maximum replicative capability among all particles in the viral population. The lethal mutagenesis criterion proposed by [8] states that a sufficient condition for extinction is
According to [8, 9] , e −U d is both the mean fitness level and also the fraction of offspring with no non-neutral mutations. Moreover, in the absence of beneficial mutations and epistasis [56] the only type of non-neutral mutations are the deleterious mutations. Therefore, in terms of fitness effects, the probability e −U d corresponds to 1 − d = c. Since the evolution of the mean matrix depends only on the expected values of the fitness distribution t r , it follows that R max corresponds to R. That is, the lethal mutagenesis criterion of (10) is formally equivalent to extinction criterion
which is exactly the condition for the phenotypic model to become sub-critical. Formula (7) for the malthusian parameter provides a generalization of the extinction criterion (11) without the assumption that that all effects are either neutral or deleterious. If b > 0 is sufficiently small (up to order O(b 2 )) and
then, with probability one, the population becomes extinct in finite time.
On the other hand, a deeper exploration of the implications of non-zero beneficial effects allowed for the discovery of a non-extinction criterion. If b > 0 is sufficiently small (up to order O(b 2 )), R is sufficiently large (R 10 is enough) and
then, asymptotically almost surely, the population can not become extinct by increasing the deleterious probability d towards its maximum value 1 − b (see [5] for details). In other words, a small increase of the beneficial probability may have a drastic effect on the extinction probabilities, possibly rendering the population impervious to become extinct by lethal mutagenesis (i.e., by increase of deleterious effects). In order to analyze the case when b = 0 it is useful to introduce the active maximum replicative capability at generation n, defined by r * (n) = max{r : Z r n = 0}, where Z n = (Z 0 n , . . . , Z R n ) is the vector whose component Z r n is the number of particles in the r-th replicative class at generation n 0. If the initial population Z 0 = (Z 0 0 , . . . , Z R 0 ) has r * (0) < R then all the quantities that depend on R can must be calculated with r * (n) in the place of R, at the generation n.
Note that if b = 0 then, for all purposes, r * = r * (0) acts as the maximum replicative capability. Even when b = 0, the parameter r * (n) acts as an "instantaneous" maximum replicative capability, which changes only when a particle in the highest replicative class r * (n) produces a progeny particle in the next replicative class, namely r * (n + 1) = r * (n) + 1, that is retained in the population.
The VirusSim Program
The VirusSim program is a cross-platform application developed to simulate the phenotypic model. The software contains a graphical interface to input data, visualize graphics in real time, and export the output data to CSV format, which can be used with a wide range of statistical analysis tools. It was written in C++ programming language using the Qt framework to design the graphical user interface. It was exhaustively tested on Linux operating systems.
The main window of the program has several tabs with the first called "Data Input" where the user can set the values of several parameters that completely specify the model, as follows (see Figure 2 ). • Total probability (u): the probability that a progeny particle will undergo some fitness effect. It should be a number between 0 and 1. The effect of this probability is to renormalize the other probabilities (p → u p) and its default value is u = 1 (no renormalization).
• Beneficial probability (b): the probability of occurrence of a beneficial effect. It should be a number between 0 and 1. • Replicative classes (R): the number of non-zero replicative classes, hence there are R + 1 replicative classes (maximum replicative capability).
• Max population size (K): the maximum population size (carrying capacity).
• Maximum generation time (N ): the total number of generations to be simulated. Each generation corresponds to a replication cycle.
• Multi-core processor : controls the recruitment of processors by the program.
• Initial population: the number of particles in each replicative class that will initiate the process.
• Distribution: location-scale family of fitness distributions (see Table 1 ).
Distribution Family (r 1) Variance
Deterministic
Power law t r (k) = z r (k) +∞ Table 1 : Location-scale families of fitness distributions (t 0 (k) = δ 0k always). All distributions are normalized so that the expectation value of t r is r. See Appendix B for the definition of the family of distributions z r (k).
The remaining tabs ("Progeny", "Class Distribution", "Average", "Diversity", "Entropy", "Variance") display graphics of the above quantities in real time as the simulation proceeds. The tab "Data Output" displays a table with all the data generated during the simulation. This data can be saved to a file (button "Save to File") or copied to the memory (button "Copy to Memory") and then it can be directly pasted into a spreadsheet.
The button "Process" starts the simulation, the button "Finish" ends the simulation at any time and the button "Exit" closes the program. If the total number of particles in a generation is equal to zero, it is assumed that the population has become extinct and hence the simulation stops. The button "Video" pauses the simulation, without ending the simulation, and allows the user to change the above parameter settings and continue the simulation with the new setting. This feature is used to emulate the changes in the environment -the host organism -where the reproduction process takes place.
The evolution of the population can be measured through a few simple quantities that vary as a function of the generation number n 0. Let Z n = (Z 0 n , . . . , Z R n ) denote the vector whose component Z r n is the number of particles in the r-th replicative class at generation n.
• Progeny size: total number of particles |Z n | = r Z r n at generation n. • Relative growth rate: the relative growth rate at generation n given by (for n > 1) µ(n) = |Z n | |Z n−1 | It is a multidimensional version of the Lotka-Nagaev estimator [62, 73] , which gives an empirical estimator of the malthusian parameter.
• Asymptotic distribution of classes: the proportion of particles in the r-th replicative class at generation n given by
The vector u(n) = u 0 (n), . . . , u R (n) is called asymptotic distribution of classes (or simply the class distribution).
• Average reproduction rate: the average reproduction rate (mean of the class distribution) at generation n given by (n) = R r=0 r u r (n)
It can be shown that the average reproduction rate equals to the relative growth rate: (n) = µ(n) for all n > 1 (see Appendix A for details).
• Phenotypic diversity: the variance (or standard deviation) of the class distribution at generation n given by
• Phenotypic entropy: the variance (or standard deviation) of the class distribution at generation n given by
Here we use the convention "0 ln 0 ≡ 0". This quantity behaves very much like the phenotypic diversity.
• Normalized populational variance: the normalized populational variance at generation n given by
where σ 2 is the empirical estimator of the variance corresponding to the malthusian parameter µ(n) (see Appendix A for details).
Strictly speaking, a surviving population described by branching process which does not becomes extinct grows indefinitely, at an exponential rate proportional to µ n . Hence, in order to simulate a branching process it is necessary to impose a cut off on the progeny size, otherwise it would blow up the memory of the computer. This cut off is done by setting the maximum population size K which controls how much the population can grow unconstrained, acting in a similar fashion as the carrying capacity of the logistic growth [12, 58] . If the total number of particles that comprises the current generation is greater than the maximum population size N , a random sampling procedure is performed to choose N particles to be used as parental particles for the next generation. In particular, the progeny size curve resembles a logistic curve (see Figure 3 ).
Finally, there are also some other additional settings that alter the way the program behaves. "Produce zero class particles" allows to set if the particles of replicative capability r = 0 will be considered in the calculations or not. "Previous last generation/Do not preserve last generation" allows to choose if the particles in previous generation will be carried over to current generation. This was included in order to account for the possibility of a replication strategy that does not implement the disassemble of the parental particle. In most cases the replication strategy used by RNA viruses implements the disassemble of the virus particle during the replication. Retroviruses replication process is performed by the reverse transcriptase enzyme. The process of reverse transcription involves the synthesis of complementary DNA from the single-stranded RNA followed by the degradation of the intermediate RNA-DNA hybrid form. The preservation of the parental generation in the model of viral evolution can allow one or more particle to be preserved during several generations, in contrast with the above-mentioned replication strategies of the RNA viruses.
Predictions of the Phenotypic Model
In this section we deepen and refine the properties of the phenotypic model presented in the previous section by combining findings obtained by simulation with theoretical arguments based on branching process theory. The discussion is subdivided into several parts corresponding to distinct features of the model that are classified according to the possible regimes and phases of the time evolution of a multitype branching process.
Transient Phase and Recovery Time
A heterogeneous population replicating in a constant environment typically undergoes an initial period of high stochastic fluctuations in the relative frequency of each variant, until it reaches a stationary regime where the relative frequencies become constant. This initial period, called transient phase, is marked by the beginning of the viral infection, after the bottleneck event when one or more particles are transmitted to a host organism and initiates the process of (re)establishment of the viral population in the new host. The transient phase comprises the acute infection phase [40, 68] , which is characterized by an initial exponential growth of the population, the attainment of the viremia peak, followed by a slower decrease towards a stabilization of the population size (see Figure 3 ). In the phenotypic model the transient regime corresponds to the beginning of the time evolution of the process. It is characterized, as noted before, by an instability of the relative frequencies of the replicative classes, an exponential growth of the progeny size, a decrease of the average reproduction rate (see the initial segment of the time series in Figure 4 ) and an increase of both the phenotypic diversity and the phenotypic entropy. In addition, from observation of the population size time series is not possible to predict what will be the ultimate fate of the population (extinction in finite time or indefinite survival).
The expected time (as function of the number of generations) of the relaxation towards an equilibrium after the bottleneck event, called recovery time may be naturally expressed in terms of characteristic time derived from the decay of the mean auto-correlation function. When the mean auto-correlation, as function of the generation number, is of the form exp(−λ n) the decay rate is λ and the expected characteristic time to achieve stationarity is T char ∼ 1/λ. It can be shown that if µ > 1 then C(n) ≈ exp(− log(µ) n) (see [5] ) and hence it follows that T char ∼ 1/ log(µ). The dependence of the recovery time on the initial population is proportional to ln Z r * 0 where r * is the active maximum replicative capability of the initial population. Let us assume, as usual, that the beneficial probability b ≈ 0 and the founding population has r * (0) < R. Then one observes that the progeny size, the average reproduction rate, the phenotypic diversity and phenotypic diversity display a time series with several plateaus. The "length" of each plateau is the number of generations that the population remains with the same value of r * (n) and the higher the plateau the longer, on average, is its length. The presence of a jump indicates that a progeny particle form a parental particle in the replicative class r * (n) has undergone a beneficial effect, that is, the active maximum replicative capability increases by 1 unit: r * (n + 1) = r * (n) + 1. The occurrence of jumps can go on until r * (n) = R. Therefore, the "length" of each plateau represents the time, in number of generations, required for a beneficial effect to occur on a particle at the highest replicative class and be retained in the population. The probability P jump in r * (n) of occurrence of a jump event, when r * (n) < R, may be estimated using formula (9) as
where u r * (n) is the proportion of particles in the r * (n)-th replicative class at generation n, which is the active maximum replicative capability at time n. Notice that, as r * (n) increases, u r * (n) decreases monotonically and therefore, P jump in r * (n) → 0 when r * (n) → ∞. This result highlights the asymmetry between the contributions of the beneficial probability versus the deleterious probability to the recovery time.
The "height" of a jump in the average reproduction rate time series is independent of the plateau where the jump occurs. In order to estimate the "height", consider two consecutive levels on the time series of the average reproduction rate, the first "height" µ(n 1 ) measured at generation n 1 and the second "height" µ(n 2 ) measured at generation n 2 , with n 1 < n 2 not necessarily consecutive, such that r * (n 2 ) = r * (n 1 ) + 1 and µ is approximately constant around n 1 and n 2 . Thus, the difference µ(n 2 ) − µ(n 1 ) gives an estimate of the height of the jump between two consecutive plateaus. When b ≈ 0, equation (7) implies that µ(n) ≈ r * (n)(1 − d) and hence
For instance, in Figure 4 it can be readily seen that the height of the jumps is about 0.5 and, in fact, d = 0.50, b = 0.000001 and hence 1 − d = 0.4999999.
Stationary Regime
The advanced stage of the infection, also called chronic infection phase [40, 68] , is comprised by the stationary regime where the viral population has recovered its phenotypic (and genotypic) diversity and becomes better adapted to the new host environment. This regime comes after the end of the transient phase when the viral population starts to exhibit a rather stable viral load and the stabilization of the relative frequencies of almost all variants.
In the phenotypic model the stationary regime corresponds to the asymptotic behavior of a super-critical branching process (µ > 1). But, as mentioned before, a surviving population described by super-critical branching process is never stationary and therefore this association is not straightforward. Nevertheless, the normalized process W n = Z n /µ n is stationary and, when n → ∞, the random variable Z r n /|Z n | converges to the asymptotic relative frequency u r of r-th replicative class. Consequently, the average reproduction rate (n) = µ(n), the phenotypic diversity σ 2 (n) and the phenotypic entropy h (n) remain essentially constant in time. Moreover, the maximum population size K cut off ensures that the total progeny size remains constant in time with expected value |Z n | ≈ µ(n) K.
During the stationary regime, the stability of the relative frequency of each class is maintained by a steady "flow of particles" from a replicative class to its adjacent classes, due to the deleterious probability d and the beneficial probability b. The probability c contributes maintenance of a constant proportion of particles in each replicative class. When the beneficial probability b = 0 the asymptotic distribution of classes u r is independent of the configuration of the founding population and, when n is large enough, r * (n) = R.
More importantly, when b ≈ 0, the replicative classes that are most representative in the population are the classes near the mode of the distribution of classes u r , also known as "most probable replicative capability". The mode of u r = binom(r; R, 1 − d) is given by m(u r ) = (R + 1)(1 − d) , except when (R + 1)(1 − d) happens to be an integer, then the two replicative classes corresponding to (R + 1)(1 − d) − 1 and (R + 1)(1 − d) are equally "most probable" (see [38] , here, x denotes the greatest integer less than x). When (1−d) ≈ 1/2 the mode is close to the average reproduction rate µ(n) = (n) (see Figure 5 ). 
Threshold of Extinction
The threshold of extinction takes place when the deleterious rate is sufficiently high that it prevents the viral population of reaching the stationary regime but not high enough to induce the extinction of the population in the short run. Therefore, any small increase in the deleterious rate can push the population toward extinction, while any small decrement can allow the population to reach the stationary regime. In the phenotypic model, the threshold of extinction corresponds to a critical branching process (µ = 1) and is characterized by instability of the relative frequency of the replicative classes, the average replicative rate and the phenotypic diversity. The instability observed represents the impossibility of the viral population to preserve, due to the deleterious effects, particles with high replicative capability. The occurrence of an eventual extinction of the population is almost certain, although the time of occurrence of the extinction may be arbitrarily long if the initial population is sufficiently large. In other words, the threshold of extinction looks like an infinite transient phase and is the borderline between the stationary regime, where the transient phase ends at an stationary equilibrium, and the extinction in finite time.
Setting the parameters of the phenotypic model in order to obtain a critical branching process is a matter of "fine tuning", since it requires that the probabilities d, b and the maximum replicative capability R satisfy the algebraic equation µ(b, d; R) = 1 -which is a non-generic condition (see Figure 6 ). Using the expressions for the malthusian parameter obtained in [5] , it is easy to show that the following approximations hold (when R → ∞)
Here, one uses that b + d c (b ) = 1 and d c (0) = 1 − 1/R. Comparison of critical deleterious probability given by equations (14) with the correct values obtained by numerical computation using the mean matrix, shown in Table 2 , indicate that the asymptotic expressions converge to the real values when R → ∞. Table 2 : Critical deleterious probabilities d c (0) and d c (b ). The real values of d c (b ) were obtained by numerical computation using the mean matrix and the values denoted byd c (b ) were obtained using equations (14) .
Extinction by Lethal Mutagenesis
The process of extinction of the viral population induced by increase of the deleterious rate is called lethal mutagenesis [8] . In the phenotypic model, the lethal mutagenesis corresponds to a sub-critical branching process (µ < 1). It is characterized by continuous decrease of the average replicative rate and by increase of the phenotypic diversity followed by a sudden decrease in the subsequent generations. The progeny size and the phenotypic diversity increase during the first generations because the founding population replicates, increasing its size and filling new replicative classes, before it generates particles that display replication capability equal to zero. Increasing the size of the founding population does not prevent the extinction, it only increases the time required for the extinction to occur. Increase in the deleterious probability d decreases the time required for extinction, and increase in beneficial probability b can prevent extinction and if the condition of no-extinction criterion (13) is satisfied the probability of extinction to occur becomes zero.
Note that when b = 0 the population cannot achieve a replicative capability higher than the one present in the founding population. In this case, a population transmitted to a new host organism via a bottleneck event will have maximum replicative capability less or equal to the maximum replicative capability of the original population.
Interesting enough, there is a signature of the extinction process which may be directly observed in the behavior of the average reproduction rate curve µ(n). It is marked by an explosive growth in the variation of µ(n) as n approaches the extinction time n * (see Figure 7 ). The phenomenon of explosive growth near the extinction event may be detected by the oscillation of µ(n) in an interval ending at the last non-zero generation: osc(µ) = max n<n * µ(n) − min n<n * µ(n) . Even when the process is slightly super-critical, it is expected that the oscillation of µ(n) remains very small, with osc(µ) ∼ 10 −3 for all n. On the other hand, when a slightly sub-critical process is approaching the extinction time n * one typically observes osc(µ) ∼ 10 −1 .
The expected time to extinction T ext of a branching process was determined in [49] : if µ 1 then
where κ > 0 depends only on the parameters of the model (not on the initial population). It is easy to show that at the critical value of the malthusian parameter (µ = 1) equilibrium is never reached. A scaling exponent characterizing the behavior of expected time to extinction in a neighborhood of the critical value of the malthusian parameter can be obtained by considering the first order expansion of T ext about 1:
When b = 0 one may write T ext as a function of the deleterious probability and the critical deleterious probability d c = 1 − 1/R as
This scaling law is formally identical to the one obtained in [45] for the error threshold of the deterministic quasispecies model as a function of the mutation rate.
Finite Population Size and Mutational Meltdown
Recently, Matuszewski et al. [67] reviewed the literature about theories and and models describing the extinction of populations owing to the excessive accumulation of deleterious mutations or effects and distinguished two apparently distinct lines of research, represented by the lethal mutagenesis models [8] and the mutational meltdown models [64] which, nonetheless, display a considerable amount of similarity. Indeed, as shown in [8, 4, 5] , lethal mutagenesis is independent of population size, hence it is fundamentally a deterministic process that operates even on very large populations. Although the outcome of lethal mutagenesis is deterministic, other aspects of the population dynamics (such as extinction time, individual trajectories of progeny size, etc.) are not. On the other hand, the mutational meltdown generally works within the context of "small" population sizes in which stochastic effects caused by random drift play an important role.
We believe that the approach presented here may help shed some light on this issue. There is one ingredient in the mutational meltdown theory that is absent in the lethal mutagenesis theory: the carrying capacity. This is true even for models with finite population, such as [21] and the phenotypic model, in their theoretical formulations as branching process. However, as seen before, the computational implementation of the phenotypic model required the introduction a cut off K in order to bound the growth of the population. If the cut off is taken as basic constituent of the phenotypic model, and not merely a convenient device, then it can play a role similar to a carrying capacity and the model may no longer be considered a "pure" branching process, but a self-regulating branching process [70, 71] .
In a self-regulating branching process not all the offspring produced in a given generation will to produce offspring in the next generation and hence, it is necessary to introduce a survival probability distribution to stochastically regulate the survival of offspring at any generation n as a function of the total population size T n = |Z n |. The motivation behind this definition is the following: if the population size at a generation n exceeds the carrying capacity of the environment then, due to competition for resources, it is less likely that an offspring produced in that generation will survive to produce offspring at generation n + 1. Let S(n|T n ) denote the conditional probability that any offspring produced at generation n survives to produce offspring at generation n + 1, given that the population has T n individuals at generation n. If we define the conditional probability S as
then the phenotypic model becomes a self-regulating process with carrying capacity K. Moreover, when K → ∞ the self-regulating process reduces to a "pure" branching process. On the other hand, if K is not large enough then a kind of random drift effect due to finite population size may take place, which happens when the fittest replicative classes are lost by pure chance, since its frequency is typically very low (they are the lesser represented replicative class in the population). If the loss of the fittest replicative class occurs a sufficient number of times then the population will undergo extinction. Note that this may happen even when the process is super-critical, namely, it is far from the extinction threshold. This is not a contradiction, since a super-critical process still has a positive probability to become extinct. Now suppose that b = 0, the initial population has active maximum replicative capability r * (0) and the carrying capacity K is sufficiently small (we shall give an estimate of K in a moment). Then, as mentioned before, the value r * = r * (0) acts as the maximum replicative capability for that population. Moreover, if the highest replicative class r * is lost by chance, that is, if r * (n + 1) = r * (n) − 1, then it can not be recovered anymore and hence, from that time on the maximum replicative capability for that population has dropped by 1 unit. This may be seen as a manifestation of the "Muller's Ratchet", since the population has accumulated a deleterious effect in an irreversible manner.
For sake of concreteness, let us assume that r * = R and d are such that (R − 1)(1 − d) < 1, but R(1 − d) > 1. Then, at the beginning of the process, the malthusian parameter is µ = R(1 − d) > 1 and the process is super-critical. However, if at some generation n, the R-th replicative class is lost by chance, then R drops by 1 and µ = (R−1)(1−d) < 1, so the process becomes sub-critical and the population becomes extinct very quickly. In this case, the frequency of the R-th replicative class is (1 − d) R and fraction of particles that are purged, at each generation, is R(1 − d) − 1, hence the fraction of particles that are left in the R-th replicative class, at each generation, is
If K ≈ 1/ν R then there will be, on average, 1 particle of class R per generation -it is very unlikely that this replicative class will be retained for a long period of time. Therefore, in order to avoid the random drift effect K should be at least of the order of 10 × R(1 − d)/ν R , or higher.
At each "click of the ratchet" the fittest replicative class is lost and there is a drop in the malthusian parameter by (1 − d) , until r * (1 − d) becomes less than 1, where r * is the maximum replicative capability at the current generation. This drop occurs in the phenotypic diversity and the phenotypic entropy, as well (see Figure 8 ). If one writes the condition for occurrence of extinction r * (1 − d) < 1 as (1 − d) < 1/r * then this is a phenotypic version of the mutational meltdown extinction criterion, since r * is the phenotypic analogue of absolute growth rate of the population at time n and c = (1 − d), the probability of occurrence of a neutral fitness effect per individual particle, is the phenotypic analogue of the mean viability.
Populational Variance and Fitness Distributions
All properties of the phenotypic model that have been discussed so far are related to the mean matrix of the model, that is, they depend only on the first moments of the branching process and may be called "first order properties". In particular, they are independent of the choice of the family of fitness distributions. If we want to see how the type of fitness distribution influences the evolution of the population we have to look at the "second order properties" of the model, since they are expected to depend on the second moments of the fitness distributions, which are distinct among the location-scale families of distributions (see Table 1 ).
The simplest property of second order is given by the population variance σ 2 associated to the malthusian parameter µ (namely, the relative growth rate). Furthermore, the difference between the populational variance and the (squared) phenotypic diversity, called normalized populational variance and denoted by φ is a very interesting quantity to be measured, since it satisfies
In other words, φ is a weighted average of the variances σ 2 r of the fitness distributions. See Appendix A for the precise definition of σ 2 and the proof of the second equality in formula (15) . Therefore, given a location-scale family of fitness distributions t r such that σ 2 r is at most a quadratic polynomial on r, formula (15) allows one to write the corresponding normalized population variance φ in terms of the average reproduction rate and the phenotypic diversity σ 2 . Hence, φ can be exactly computed for all location-scale families of distributions used in the VirusSim program (see Table 3 ). Power law +∞ +∞ Table 3 : Location-scale families of fitness distribution of the VirusSim program, their variance and the corresponding normalized populational variances.
Assume that b = 0 (then c = 1 − d). From the expression of the asymptotic distribution of classes (8) one obtains: = µ = R(1 − d) and σ 2 = Rd(1 − d). Moreover, when b = 0 is sufficiently small, formula 9 ensures that and σ 2 are approximated by the corresponding values when b = 0 and hence φ might be, as well, approximated by the corresponding values listed in Table 3 .
For instance, in Figure 9 we show the graph of the normalized population variance φ(n), at generation n, from a simulation in which we switched among the four families of fitness distributions with finite variance using the "Video" function of the VirusSim program to pause the simulation and change the type of fitness distribution.
Finally, it is worth to remark that the impact of the power law family of fitness distribution on the evolution of the population is very distinct from the other families, because, unlike the other fitness distributions, it has infinite variance.
One of the consequences of this property is the appearance of intense bursts of progeny production clearly seen on the times series of progeny size and the average reproduction rate (see Figure 10 ). The instability caused by unbounded fluctuations coupled with the finite population size effect (even for large K) is responsible for the generation of a train of sparse and intense bursts of progeny production. On the other hand, this instability coupled with finiteness effect may also provoke sudden drops on the progeny size driving the population to a premature extinction, even if the malthusian parameter is above 1. Because of these extreme phenomena one would be led to believe that the phenotypic model with the power law family of fitness distributions is an exception to a previous result saying that any property derived from the mean matrix is independent of the fitness distribution. It is not the case. In fact, if one considers the time-average of any quantity that is time-dependent over a time interval [n 0 , N ] during the stationary regime, let's saȳ
then it is expected thatμ(N ) becomes very close to the asymptotic value of the relative growth rate µ when N is sufficiently large. For instance, in Figure 10 the time-average of the progeny size is around 14, 000, while the expected progeny size for the model is µK = R(1 − d)K = 2 × 0.7 × 10 4 = 1.4 × 10 4 . 
Conclusion and Outlook
In this paper we have exhaustively explored a phenotypic model for the evolution of RNA virus. Our model was formulated as a multivariate branching process. Branching processes provide a theoretical suitable framework endowed with concepts and tools allowing for the investigation of evolutionary aspects of RNA viruses propagating along different adaptive landscapes. One of the greatest virtues of a phenotypic model is its simplicity. By the adoption of only 3 parameters we were to obtain an almost complete quantitative description of all possible behaviors of the model. The maximum replication capacity R and the probabilities of occurrence of deleterious d effects entirely determine whether a viral population becomes extinct infinite time or not. On the other hand, the third parameter, the probability of occurrence of beneficial effects b plays a distinct role from the other two probabilities. It works as a threshold parameter classifying the model according to which: (i) the model have three regimes of a branching process, or (ii) the model has only the supercritical regime and the population is no longer extinguished.
Besides the many virtues and capability to produce striking results, the phenotypic model has some important drawbacks. The first limitation is the lack of feedback from the host organism on the virus population, since the probabilities of fitness effects are independent of time. This shortcoming is partially handled in the VirusSim program by the "Video" function, which allows one to pause the simulation and change the probabilities and emulate the host's "response" against the virus. The second limitation is the lack of the phenotype-to-genotype map, i.e, the relationship between genotypic and phenotypic change. The motivation to use a phenotypic approach was to avoid the severe difficulties in modeling this kind of mapping [2, 41] .
Although simple, our model allowed us to draw some soft qualitative conclusions regarding RNA virus evolution. For example, under the assumption that the mutation rate U is sufficiently high (between 0.1 and 1), the probability that a spontaneous mutation produces a deleterious effect may be estimated as follows: if we assume that the number of mutations in a genome follows a Poisson distribution then d sp ≈ 1 − e −f d , where f d is the probability that a spontaneous mutation has a deleterious effect [56] . Values of f d have been measured in vitro for a few viruses and are shown in Table 4 , along with the respective mutation rates U .
Virus
Group Table 4 :
Measured values of f d , the corresponding deleterious probability d sp = 1 − e −f d and genome-wide spontaneous mutation rate U . Now, d sp provides a lower bound for the deleterious probability and since the value d sp ≈ 1/2 seems to be typical for RNA viruses, the interval 1/2 < d < d c = 1 − 1/R is more likely to be the range of the parameter d. Moreover, it is easy to see that the phenotypic diversity and the phenotypic entropy are maximal when d is near 1/2, for any value of R [4] . One could speculate that this is a universal property for RNA viruses that replicate under high mutational rates associated to a maximization principle that seeks to improve the chances of survival.
Maintenance of high mutation rates makes it difficult for a population to retain its fittest replicative classes. As a consequence, the most adapted replicative classes are not usually the ones most represented in a RNA virus the population. Indeed, when b ≈ 0, the distribution of classes u r is approximately a binomial distribution. Hence, the most frequent replicative classes in the population are the ones whose replicative capability is near the mode of u r , also known as "most probable replicative capability". This behavior may be seen as a manifestation of the "Survival of the Flattest" phenomenon [95] .
According to the phenotypic model -as long as the probabilities for fitness effects remain constant -the maximum replicative capability R determines the success of an incoming virus population because the corresponding criticality threshold is uniquely determined by R. This observation suggests that minimum innoculums must have at least one particle with a sufficiently high replicative capability. It has been shown that only a limited number of particles, and in some cases even one particle, is enough to start a new infectious process in a host [50, 81, 97] . We speculate that those particles with sufficiently high replicative capability should constitute the effective innoculum of [97] . In fact, the experimental data about HIV innocculums have shown that the majority of patients are infected by a single virus particles and others started their infections with 1 to 5 particles [50, 81] .
By a meticulous exploration of the parameter space we were able to uncover its "generic behaviors", which are the most likely the outcomes of the models dynamics. We show that the establishment of a virus population may display four distinct phases/regimes: (i) transient phase, (ii) stationary regime, (iii) threshold of extinction, (iv) extinction in finite time. The transient phase corresponds to the beginning of the models evolution and when this phase is over any one of the other three regimes can take place, according to the values of d, b and R. One of the main results of the model is the identification of a unifying principle tied to the probability of occurrence of deleterious effects d and the maximum replicative capability R. These are essentially the main forces that drive a RNA virus population into its own extinction. Based on this unifying principle we show that there is a correspondence between the two principal mechanisms leading RNA viruses populations into extinction: lethal mutagenesis and mutational meltdown. Therefore, as far as the phenotypic model is concerned, this result is a proof of the claim [67] that these two mechanisms are "two sides of the same coin".
The addition of fitness distributions to the model was motivated by the results and observations made by authors [96] on the distribution of single cell progeny sizes of RNA viruses. In their study the authors demonstrated that even in a most controlled experiment, using the same viral isolate, same infection parameters and clonally expanded target cells, progeny sizes can vary substantially. The variance on progeny sizes in such uniform environment indicates that RNA viruses replication bears in some way a portion of unpredictability. In this manner, it is impossible to know how many particles will be produced by a cell until the infection takes place and the progeny is released. So including fitness distributions to the model was a way to accommodate the unpredictability to each viral replication cycle. In our model each viral replicative class has a mean progeny size. However,different fitness distributions will allow the occurrence of large or smaller progenies within a single replicative class at the same time preserving the mean progeny size of this class. If in a fitness distribution replication events leading to above the median progeny size take place, this fitness distribution is thought to be favorable for the virus. On the contrary, fitness distributions with frequent bellow the median progeny sizes are unfavorable for virus. In a different way of saying, fitness distributions could represent distinct "compartments" in which viruses are replicating inside the host organism. As mentioned before, the heterogeneous nature of the host environment displays sites more favorable or unfavorable for the virus. So these distributions act as the environmental component having an impact on the evolution of RNA viruses. In fact according to our model, some types of fitness distributions may have a substantial consequence on the evolution of viruses, most notably the power law. The extreme behavior produced by the power law shown in Figure 10 resembles that of the "viral load blips" frequently observed in HIV patients under highly active antiretroviral therapy (HAART) [23, 75, 74, 60, 43, 84, 83] with undetectable or low viral loads. This particular prediction of the model agrees with the suggestion that these events are purely random fluctuations since viral loads blips return to basal load values soon after their occurrence.
Finally, during the modeled viral evolution process presented here we have considered three types of fitness effects; the deleterious, beneficial and neutral. By doing this, our model was kept simple and the computational simulations can be easily handled and analyzed by different users. However, fitness effects represent a broad group forces acting on virus replication and one direction for further investigation would be to ungroup some of these forces and test them. For example, on the deleterious side, the inclusion of defective interfering particles could yield a particular extinction mechanism, whereas on the beneficial side, the inclusion of recombination could help the viral population escape from extinction.
In particular, equation (18) implies that the malthusian parameter is the asymptotic relative growth rate of the population µ = lim n→∞ |Z n | |Z n−1 | = lim
since |Z n−1 | may be interpreted as the set of "parental particles" of the particles in the n-th generation and |Z n | is the sum of the "progeny sizes" #[ j ] of the "parental particles" j from the previous generation. Now consider the quantitative random variable defined on the set of replicative classes {0, . . . , R} and having probability distribution (u 0 , . . . , u R ), called the asymptotic distribution of classes. Since the replicative classes are indexed by their expectation values the variable associates to a random viral particle its expected replicative class P( = r) = u r .
Therefore, one can define the average reproduction rate of the population as = R r=0 r u r .
Using equations (16) , (17), (18) one can show that the average reproduction rate is equal to the malthusian parameter:
The average population size at the n-th generation is | Z n | = R r=0 Z r n . Then for n → ∞, equation (16) gives | Z n | ≈ µ n | W n | ≈ µ n W and so µ = lim n→∞ | Z n | | Z n−1 |
On the other hand, from the definition of mean matrix and its form (5) where here we used equations (17) and (18) in the third equality from left to right.
In analogy with the characterization of the malthusian parameter as given by equation (19) we define the asymptotic populational variance
and in analogy with the mean reproduction rate we define the (squared) phenotypic diversity as
By decomposing the sum in equation (23) according to the replicative classes one obtains
where j r runs over the particles of class r for r = 0, . . . , R and #[ j r ] are independent random variables with distribution t r . Now, denoting the variance of the fitness distribution t r by σ 2 r , we can rewrite the limit in equation (23) Then equations (18), (21) and (24) give
The difference between the asymptotic populational variance and the (squared) phenotypic diversity, called normalized populational variance, is the weighted average of the variances of the fitness distributions
In particular, when the family of fitness distributions is deterministic the populational variance is the same as the phenotypic diversity and φ = 0. This is an expected result since the Delta distributions t r (k) = δ rk have variance 0 and hence the only source of fluctuation of the population size is due to its stratification into replicative classes, which is expressed by the phenotypic diversity. Unlike the malthusian parameter, the normalized populational variance does depend on the choice of the family of fitness distributions. Recall that the malthusian parameter depends only on the mean matrix, which depends on the fitness distributions t r only through its expectation values. Since we have imposed the same normalization condition that the expectation value of t r is r for all families of fitness distributions, it follows that the mean matrix, and hence the malthusian parameter, does not depend on the family of fitness distributions. On the other hand, the variances of different families of fitness distributions are not necessarily the same. For instance, if t r is the family of Poisson distributions then σ 2 r = r and thus φ = µ.
B Power Law Distribution Family
It is typical to parameterize power law distributions by the exponent s, which measures the "weight of the tail" of the distribution. However, we need to have a location-scale parameterized family in order to impose the same normalization as we have done for the other types of distributions. Therefore, we define the power law distribution with mean value r by Namely, s = ϕ −1 (r) for r 1 and hence when 1 r < ∞ the exponent s satisfies 3 < s < 2. Moreover, the Laurent series expansion for r → ∞ (s → 2) is given by:
The constant C in the previous formula is given by
where γ is Euler's constant and ζ (2) is the derivative of ζ(s) evaluated at 2. Observe that when the mean value r 1, the exponent s < 3, which means that the variance of z r (k) is infinite.
The implementation of the pseudo-random generation of samples from the distribution z r (k) in the VirusSim program is based on the algorithm of [22] for the Zipf distribution on the positive integers, using formula 27 for the computation of the exponent s given the mean value r.
