Abstract-Gaussian process classification (GPC) provides a flexible and powerful statistical framework describing joint distributions over function space. Conventional GPCs however suffer from (i) poor scalability for big data due to the full kernel matrix, and (ii) intractable inference due to the non-Gaussian likelihoods. Hence, various scalable GPCs have been proposed through (i) the sparse approximation built upon a small inducing set to reduce the time complexity; and (ii) the approximate inference to derive analytical evidence lower bound (ELBO). However, these scalable GPCs equipped with analytical ELBO are limited to specific likelihoods or additional assumptions. In this work, we present a unifying framework which accommodates scalable GPCs using various likelihoods. Analogous to GP regression (GPR), we introduce additive noises to augment the probability space for (i) the GPCs with step, (multinomial) probit and logit likelihoods via the internal variables; and particularly, (ii) the GPC using softmax likelihood via the noise variables themselves. This leads to unified scalable GPCs with analytical ELBO by using variational inference. Empirically, our GPCs showcase better results than state-of-the-art scalable GPCs for extensive binary/multi-class classification tasks with up to two million data points.
I. INTRODUCTION
A S a non-parametric Bayesian model which is explainable and provides confidence in predictions, Gaussian process (GP) has been widely investigated and used in various scenarios, e.g., regression and classification [1] , active learning [2] , unsupervised learning [3] , and multi-task learning [4] , [5] . The central task in GP is to infer the latent function f , which follows a Gaussian process GP(0, k(.)) where the kernel k(.) describes the covariance among inputs, from n observations X = (x 1 , · · · , x n )
T with labels y = (y 1 , · · · , y n ) T . The inference can be performed through the type-II maximum likelihood which maximizes over the model evidence p(y).
We herein focus on GP classification (GPC) [6] , [7] with discrete class labels. It is more challenging than the GP regression (GPR). Specifically, current GPC paradigms are facing two main challenges. The first is the poor scalability to tackle massive datasets. The inversion and determinant of the kernel matrix K nn = k(X, X) ∈ R n×n incur O(n 3 )
time complexity for inference. This cubic complexity severely limits the applicability of GP, especially in the era of big data. It becomes more serious for multi-class classification, since we need to infer C latent functions for C classes. The second is the intractable inference for the posterior p(f |y) where f is the latent function values at data points. Due to the commonly used non-Gaussian likelihoods p(y|f ), e.g., the step likelihood, the (multinomial) probit/logit likelihoods and the softmax likelihood, the Bayesian rule p(f |y) ∝ p(y|f )p(f ) incurs however intractable inference.
Inspired by the success of scalable GPR in recent years [8] - [10] , alternatively, we could address the two major issues in GPC by regarding the classification with discrete labels as a regression task. For example, we could either directly treat GPC as GPR, like [11] ; or we interpret the class labels as the outputs of a Dirichlet distribution to encourage the GPR-like inference [12] .
A more principled alternative is adopting the GPC framework to handle binary/multi-class cases. To address the inference issue, various approximate inference algorithms, e.g., laplace approximation (LA), expectation propagation (EP) and variational inference (VI), have been developed, the core of which is approximating the non-Gaussian p(f |y) with a tractable Gaussian q(f ) [13] .
As for the scalability issue, it has been extensively exploited in the regime of GPR [14] . Particularly, the sparse approximations [9] , [10] , [15] , [16] seek to distill the entire training data through a global inducing set {X m , u} comprising m (m n) points, thus reducing the time complexity from O(n 3 ) to O(nm 2 ). This is achieved either by modifying the joint prior as p(f , f * ) ≈ q(f , f * ) where f * is the latent function value at the test point x * [8] ; or through directly approximating the posterior p(f |y) ≈ q(f ) [9] . The time complexity can be further reduced to O(m 3 ) by recognizing an evidence lower bound (ELBO) for log p(y). The ELBO factorizes over data points [10] , [17] , [18] , thus allowing efficient stochastic variational inference [19] . Moreover, by exploiting the specific structures, e.g., the Kronecker and Toeplitz structures, in the inducing set, the time complexity can be dramatically reduced to O(n) [16] , [20] , [21] .
Hence, scalable GPCs could inherit the sparse framework from GPR, with the difficulty being that the model evidence or ELBO should be carefully built up in order to overcome the intractable Gaussian integrals. To this end, the fully independent training conditional (FITC) assumption p(f |u) = n i=1 p(f i |u) [15] is employed to build scalable arXiv:1909.06541v1 [stat.ML] 14 Sep 2019 binary GPC [22] . 1 The scalability has been further improved for binary/multi-class classification through the stochastic variants [24] , [25] , which derive a closed-form ELBO factorized over data points, thus supporting stochastic EP [26] . Differently, for binary classification, variational inference is adopted to derive a simple ELBO expressed as a one-dimensional Gaussian integral which can be calculated through GaussHermite quadrature [27] . 2 This model has been further extended to multi-class classification [28] . Particularly, when using the logit likelihood, the Pòlya-Gamma data augmentation [29] can be used such that the ELBO and the posterior are analytical in the augmented probability space [30] . This augmentation strategy has been recently extended to multiclass classification using logistic-softmax likelihood [31] . 3 Besides, a decoupled approach [32] , [33] from the weightspace view removes the coupling between the mean and the covariance of a GP, resulting in lower complexity and an expressive prediction mean.
Though showing high scalability for handling big data, existing scalable GPCs derive analytical ELBO (i) using additional assumptions which may limit the representational capability [24] , [25] , and (ii) only for specific likelihoods, e.g., the step or probit likelihood [25] , [27] , [30] , [31] , [33] .
Hence, this article proposes a unifying scalable GPC framework which accommodates various likelihoods without additional assumptions. Specifically, by interpreting the GPC as a noisy model analogous to GPR, we describe the step and (multinomial) probit/logit likelihoods over a general Gaussian error, and the softmax likelihood over a Gumbel error. Thereafter, we augment the probability space for (i) the GPCs using step and (multinomial) probit/logit likelihoods via the internal variables; and particularly, (ii) the GPC using softmax likelihood via the noises themselves. This leads to scalable GPCs with analytical ELBO by using variational inference. We empirically demonstrate the superiority of our GPCs on extensive binary/multi-class classification tasks with up to two million data points. Python implementations built upon the GPflow library [34] are available at https://github.com/ LiuHaiTao01/GPCnoise.
The reminder of this article is organized as follows. We introduce the proposed scalable binary/multi-class GPCs with additive noise in sections II and III, respectively. Thereafter, section IV conducts numerical experiments to assess the performance of proposed GPCs against state-of-the-art GPCs. Finally, section V offers concluding remarks.
II. BINARY GPCS WITH ADDITIVE NOISE

A. Interpreting binary GPCs with additive noise
For the binary classification with y ∈ {−1, 1}, the GPC model in Fig. 1(a) is usually expressed as The GPC with additive Gaussian noise c i ∈ N (0, a). This model is augmented by introducing the internal function g, which offers a unifying description and helps derive closed-form ELBO. By marginalizing g out and varying over a, we recover the GPC in (a) using step and (multinomial) probit/logit likelihoods. (c) Particularly, for multi-class GPC using softmax likelihood, instead of introducing g, we directly use the Gumbel error i to augment the probability space for deriving analytical ELBO.
where the likelihood p(y|f ) employs an inverse link function π(.) ∈ [0, 1] to squash the latent function f into the class probability space. Commonly used π(.) for binary GPC includes
where
It is known that similar to the GPR y(x) = f (x) + (x), the GPC in (1) can also be interpreted as a noisy model. Specifically, we introduce a GPR-like internal latent function g and the internal step likelihood, resulting in
where (x) is an independent and identically distributed (i.i.d.) noise which follows a distribution with probability density function (PDF) φ(.) and cumulative distribution function (CDF) Φ(.). The additional variable g in (3) augments the probability space, and incurs the conditional independence y ⊥ f |g, which is crucial for deriving the analytical ELBO below. The conventional likelihoods in (2) can be recovered by marginalizing the internal g out as
It is observed that (i) when follows the Dirac-delta distribution φ D ( ) which is zero everywhere except at the origin where it is infinite, Eq. (4) recovers the step likelihood; (ii) when follows the normal distribution φ N ( |0, 1), Eq. (4) recovers the probit likelihood; and finally, (iii) when follows the standard logistic distribution φ L ( |0, 1), Eq. (4) recovers the logit likelihood.
More interestingly, we could use a general Gaussian error ∼ N (0, a) to describe the above three kinds of errors in a unifying way, since all of them are symmetric, bell-shaped distributions. It is observed that (i) when a → 0, the Gaussian error degenerates to the Dirac-delta error; 5 (ii) when a = 1, the Gaussian error is equivalent to the normal error; and (iii) when a = 2.897, the Gaussian error produces a well CDF approximation to that of the logistic error with the maximum difference as 0.009, see Fig. 5 in Appendix A. Bowling and Khasawneh [35] proposed using the logistic function to approximate the normal CDF Φ N . Inversely, we here use the Gaussian error to approximate the logistic error. Note that the optimal a for logistic error is derived in terms of CDF rather than PDF since we focus on the approximation quality of the likelihood (4) . Now the internal model g(x) = f (x) + N ( |0, a) with additive Gaussian noise, as depicted in Fig. 1(b) , helps (i) describe the binary GPCs using different likelihoods uniformly; and moreover, (ii) derive unifying and analytical ELBO and prediction in section II-B.
B. Binary GPCs using step, probit and logit likelihoods 1) Evidence lower bound: Different from (3), we here introduce a robust parameter δ like [36] , resulting in the likelihoods
The parameter δ, which is pretty small (e.g., 10 −3 ), (i) prevents the ELBO below from being infinite, which is caused by the logarithm form log p(y|g); and (ii) gives a degree of robustness to outliers. Note that with δ, p(y|g) is still a distribution since we have p(y|g) = {1 − δ, δ}.
Given the data {X, y} we have the joint prior
. Thereafter, we have the likelihoods p(g|f ) = N (g|f , aI) and p(y|g) = n i=1 p(y i |g i ). To improve the scalability for dealing with big data, we consider m inducing variables u, which follow the same GP prior p(u) = N (u|0, K mm ), for the latent variables f . 6 In the statistical model, a central task is deriving the posterior p(g, f , u|y) ∝ p(y|g)p(g|f )p(f |u) given the observations. It however is intractable for GPC due to the non-Gaussian likelihood p(y|g).
Instead, we introduce a variational distribution q(g, f , u) = p(g|f )p(f |u)q(u) 7 to approximate the exact posterior p(g, f , u|y). We then minimize their KL divergence KL(q(g, f , u)||p(g, f , u|y)) = log p(y) − L, which is equivalent to maximizing the evidence lower bound (ELBO) L expressed as
where . q(.) is the expectation over distribution q(.), and
derive an analytical posterior q(g). Specifically, given that q(u) = N (u|m, S), we have
where (6), we obtain a closed-form ELBO factorized over data points as
The maximization of L permits inferring the variational parameters and hyperparameters simultaneously. Besides, the sum term in the right-hand side of L allows using efficient stochastic optimizer, e.g., the Adam [37] , for model training. 8 It is observed from (8) that (i) when a = 0, we obtain the bound L for the binary GPC using step likelihood; (i) when a = 1, we obtain the binary GPC using probit likelihood; and (i) when a = 2.897, we obtain the binary GPC using logit likelihood. The unifying bound (8) reveals that the binary GPCs using step, probit and logit likelihoods have similar behavior.
2) Prediction:
Similarly, we obtain the prediction for g * at x * as p(g * |y) = p(g * |g)q(g)dg = N (g * |µ g * , ν g * ), where µ g * = µ f * and ν g * = ν f * + a. Finally, we have the closed-form class probability for y * = 1 as
C. Discussions
We would like to emphasize that the binary GPCs proposed in section II-B are different from that in section 3.2 of [27] . Hensman et al. [27] borrowed the bound L g for log p(g) in [10] , which is equivalent to maximizing KL(q(f , u|g)||p(f , u|g)), and substituted it into the augmented joint distribution p(y, g, f ). This results in log p(y) ≥ log p(y|g) exp(L g )dg = L HS . When using robust p(y|g), we have
which is different from our bound (8) . Let X m = X so that u = f , L HS has a unique optimum where m * = K nn ∂α(m)/∂m and S * = (K −1 nn + I) −1 with α(m) being the first term in the right-hand side of L HS . The ineffective estimations m * and S * are not due to the decoupling y⊥f |g. They occur since L HS seeks to infer q(f |g) rather than the interested q(f |y).
In contrast, our binary GPCs use VI to directly approximate log p(y) via maximizing KL(q(g, f , u|y)||p(g, f , u|y). The improvement occurs that the internal variables g and the general Gaussian error help derive completely analytical ELBOs for binary GPCs using step, probit and logit likelihoods. Let X m = X, our bound L in (8) has a unique optimum where m * = K nn ∂β(a, m, S)/∂m and S * = (K
−1 with β being the first term in the righthand side of L. This optimum, which is similar to that of the KL method rather than the Laplace approximation in [13] , is more informative than that of L HS .
III. MULTI-CLASS GPCS WITH ADDITIVE NOISE A. Interpreting multi-class GPCs with additive noise
The more complicated multi-class GPC with the label y ∈ {1, · · · , C}, C > 2, is expressed by introducing the internals
where f c and g c are independent latent functions, and c is the i.i.d. noise for class c (1 ≤ c ≤ C). For notations, we first define
We adopt the internal step likelihood
Thereafter, by integrating g i out, we obtain the conventional likelihood
It is observed that (i) when i ∼ φ D ( ), Eq. (13) recovers the multi-class step likelihood; (ii) when i ∼ φ N ( |0, 1), Eq. (13) recovers the multinomial probit likelihood; (iii) when i ∼ φ L ( |0, 1), Eq. (13) recovers the multinomial logit likelihood; and finally, (iv) when using the Gumbel error i ∼ φ G ( |0, 1), Eq. (13) recovers the softmax likelihood, i.e.,
9 We omit the superscript in
i since Eq. (13) has removed the dependency on other error terms { c i } c =y i .
Similarly, as depicted in Fig. 1(b) , we can employ a Gaussian error ∼ N (0, a) to describe the first three symmetric errors with a → 0, a = 1, and a = 2.897, respectively. But this is not the case for the asymmetric Gumbel error, see Fig. 5 in Appendix A. Hence, section III-B introduces the sparse multiclass GPCs using step and multinomial probit/logit likelihoods in a unifying framework; particularly, section III-D introduces the sparse multi-class GPC using softmax likelihood.
B. Multi-class GPCs using step and multinomial probit/logit likelihoods 1) Evidence lower bound: Similar to (5), we employ the robust likelihoods as
. Again, by introducing the independent inducing set u c for
. The term S i is interpreted as the probability that the function value corresponding to the observed class y i is larger than the others at x i . Note that this one dimensional Gaussian integral can be evaluated using fast Gauss-Hermite quadrature with high precision. The unifying ELBO (18) herein describes the multi-class GPCs using step likelihood (a = 0), multinomial probit likelihood (a = 1) and multinomial logit likelihood (a = 2.897). Note that when a = 0, the model is equivalent to the one presented in [36] .
2) Prediction: Finally, the prediction for 
C. A possible generalization?
It is found that the unifying ELBOs in (8) and (18) respectively recover the binary and multi-class GPCs using step and (multinomial) probit/logit likelihoods by varying over the Gaussian noise variance a. It indicates that the GPCs using these three symmetric likelihoods would produce similar results, which will be verified in the numerical experiments in section IV.
Besides, the parameter a inspires us to think of a more general GPC model, like standard GPR, by treating the variance a as a hyperparameter and inferring it from data. However, as discussed in Appendix B, the ELBOs in (8) and (18) increase with decreasing a. That means, L arrives at the maximum with a = 0. This is because the internal likelihood p(y|g) does not take into account the noise variance.
We name the GPCs using step and (multinomial) probit/logit likelihoods as GPC-I, GPC-II and GPC-III, respectively. It is found that given the same configuration of hyperparameters, the ELBO satisfies L I > L II > L III , which again verifies that the noise variance a is not a proper hyperparameter.
D. Multi-class GPC using softmax likelihood 1) Evidence lower bound: According to (13) , the softmax likelihood used in the noisy multi-class GPC is equivalent to
where for the standard Gumbel error, the PDF is φ G (x) = exp(−x − e −x ) and the CDF is Φ G (x) = exp(−e −x ). Instead of introducing the internal g, we here directly use the noise variables = { i } n i=1 to augment the probability space due to the expectation form in (20) , as depicted in Fig. 1(c) . Hence, the augmented model with i has the following conditional distributions as 
i . Note that though the optimal p( i |y i , f i ) has an analytic form, directly using p( i |y i , f i ) will make the ELBO intractable. Hence, we adopt a general distribution q( i |f i ) = Gumbel( i | log θ i , 1) which satisfies θ i > 1 and already contains the optimal distribution.
Thereafter, the closed-form ELBO, which is detailed in Appendix C, is reorganized as,
where P i = exp
fi . Furthermore, in order to obtain a tight bound, let the derivative of L w.r.t.
to be zero, we have the optimal value θ *
We here name the GPC using softmax likelihood as GPCsm.
2) Prediction:
To predict the latent function values f * at the test point x * , we substitute the approximate posteriors into the predictive distribution p(f * |y) = p(f * |u)q(u)du = 
The resulting integral however is intractable. Simply, we estimate the mean prediction p(y * |y) via markov chain monte carlo (MCMC) by drawing samples from the Gaussian p(f * |y). Due to the independent latent functions, we draw samples from the posterior p(f * |y) as follows: let t ∼ N (0, I), we have the sample x = µ f * + √ ν f * • t where the symbol • represents the point-wise product.
IV. NUMERICAL EXPERIMENTS
This section verifies the performance of the proposed GPCs (GPC-I, GPC-II, GPC-III and GPCsm) on multiple binary/multi-class classification tasks. We compare them against state-of-the-art scalable GPCs including (i) the binary/multi-class GPC using EP (GPCep) [24] , [25] (R codes available at http://proceedings.mlr.press/v51/hernandez-lobato16.html and http://proceedings.mlr.press/v70/villacampa-calvo17a.html), (ii) the binary/multi-class GPC using data augmentation (GPCaug) [30] , [31] (Julia codes available at https: //github.com/theogf/AugmentedGaussianProcesses.jl), and (iii) the binary/multi-class GPC using orthogonally decoupled basis functions (ORTH) [33] (Python codes available at https://github.com/hughsalimbeni/orth decoupled var gps). We run the experiments on a Linux workstation with eight 3.20 GHz cores, nvidia GTX1080Ti, and 32GB memory. Table I summarizes the capabilities of existing scalable GPCs for handling various likelihoods. Specifically, the GPCep and ORTH employ the probit likelihood for binary case and the step likelihood for multi-class case; and the GPCaug uses the logit likelihood for binary case and the logisticsoftmax likelihood 10 for multi-class case. Step lik. Probit lik. Logit lik. Softmax lik. GPCep [24] , [25] (m) (b) GPCaug [30] , [31] (b) (m) ORTH [33] (m) (b)
A. Comparative results
1) Toy examples:
We showcase the proposed GPCs on two illustrative binary and multi-class cases. The binary case is the banana dataset used in [27] ; the synthetic three-class case samples three latent functions from a GP prior, and applies the rule y(x) = argmax c f c (x) to them. For the two classification datasets, we use m = 32 and the Matérn32 kernel for GPCs. The models are trained using the Adam optimizer [37] over 5000 iterations.
As shown in Fig. 2 , it is observed that (i) the proposed GPCs well classify the two datasets; and (ii) the variational inference framework pushes the optimized inducing points towards the 10 Similar to the softmax (14) , this likelihood expresses as p(y i |f i ) = σ(f Fig. 2 . Illustration of the proposed GPCs on a binary case (top row) and a three-class case (bottom row). The black curves represent the contours at which the predicted class probability is 0.5. The black circles represent the optimized locations of inducing points.
GPC-I GPC-II GPC-III
GPC-I GPC-II GPC-III GPCsm
decision boundaries, which is similar to [27] Tables III  and IV in Appendix E. Note that for the fully-connected neural networks using Selu activations, we use the results reported in [39] . For ORTH, we use the results reported in [33] . 12 It is observed that for binary benchmarks, the proposed three GPCs using different likelihoods outperform the others, and they are competitive in terms of average acc. Besides, compared to the GPC-I using step likelihood, GPC-II and GPC-III have a slightly better performance in terms of nll. As for multi-class benchmarks, all the proposed GPCs outperform the competitors, and particularly, the GPCsm using softmax likelihood provides remarkable performance in terms of nll.
As for GPCep [24] , [25] , in order to have scalable and analytical ELBO, it employs (i) the FITC assumption p(f |u) = n i=1 p(f i |u), and (ii) an approximation to the integral in (6) of [25] . It is found that EP has a better approximation than VI for standard GPC [13] . The GPCep in our experiments indeed is very competitive, especially in terms of nll and convergence (see for example Fig. 4(b)-(d) ), in comparison to the proposed GPCs for almost all the datasets except mushroom, nursery and wine-quality-white. The capability of GPCep may be limited, because (i) the additional assumption and approximation may worsen the prediction [23] ; and (ii) the R package sometimes is unstable, e.g., it fails in 4 out of the 10 runs on the mushroom dataset.
The ORTH has acceptable acc results but provides relatively poor nll results in comparison to GPCep. Finally, the GPCaug exhibits competitive performance on the binary benchmarks. But the multi-class results of GPCaug are not attractive. For 11 The FITC assumption in [24] , [25] incurs overlapped inducing points. This has also been observed in regression tasks [23] . 12 [33] employs the Matérn52+RBF kernel for ORTH. To be fair, the proposed GPCs use the same combination kernel and produce the results in Table V in Appendix E. It is found that the proposed scalable GPCs outperform ORTH. example, it fails on the waveform-noise dataset. Besides, the GPCaug sometimes suffers from slow convergence, see for example Fig. 4(c) and (d) . This may be caused by the coordinate ascent optimizer deployed in the GPCaug package. Finally, the proposed GPCs are much more efficient than GPCaug and GPCep due to the flexible tensorflow framework with GPU acceleration. For instance, the proposed GPCs require around 5 minutes to run on the miniboone dataset; while GPCep requires 7.9 hours and GPCaug requires 2.3 hours.
3) The airline dataset: We finally assess the performance of the GPCs on the large-scale airline dataset containing the information of USA flights between January and April of 2008 [27] . The dataset has eight inputs including age of the aircraft, distance covered, airtime, departure time, arrival time, day of the week, day of the month and month. According to [25] , we treat the dataset as a classification task to predict the flight delay with three statuses: on time, more than 5 minutes of delay, or more than 5 minutes before time. We partition the dataset into 2M training points and 10000 test points. We employ the RBF kernel, and use m = 200 for the proposed GPCs, GPCep and GPCaug, and β = 200 and γ = 500 for ORTH; we run the Adam optimizer over 100000 iterations using a mini-batch size of 1024 and the learning rate of 0.01.
As shown in Fig. 3 , the proposed GPCs, especially GPCsm, converge with superior results in terms of both acc and nll. The ORTH provides reasonable acc results, but suffers from poor nll results. In contrast, the GPCep converges with the second best nll results. Finally, the GPCaug has a stable but relatively poor performance on this dataset. B. Discussions of proposed GPCs 1) Can we use a fixed δ?: The parameter δ is originally introduced in the robust step likelihoods (5) and (15). It prevents the logarithm in ELBOs (8) and (18) from being infinite; and plays the role of noise, like GPR, to be robust to outliers [40] . A fixed δ, e.g., 10 −3 is suggested by [28] , [36] for classification. But we would like to argue that a fixed δ will worsen the predictive distribution, especially the predictive variance.
To verify this, we run the proposed GPCs on the binary dataset adult and the multi-class dataset waveform-noise using a fixed δ and a free δ, respectively, in Fig. 4(a)-(d) . Particularly, Fig. 4 (e) and (f) showcase the estimations of latent predictive mean {µ fi } n i=1 and variance {ν fi } n i=1 in GPC-I using fixed or optimized δ on the adult dataset. f using fixed f Fig. 4 . The accuracy (acc) and negative log likelihood (nll) of scalable GPCs on the multi-class waveform-noise dataset (top) and the binary adult dataset (medium); the bottom is the {µ f i } n i=1 and {ν f i } n i=1 estimated by GPC-I with fixed or optimized δ on the adult dataset. Note that the poor results of GPCaug for waveform-noise are not included.
We observe that the fixed δ brings a poor nll performance, e.g., it even increases during the training on the adult dataset. This phenomenon has also been observed in [25] . Taking the binary GPCs for example, we find that they have an optimum
for the bound (8) . When using a fixed δ, the model has to over-/under-estimate µ fi and ν fi in order to maximize L, see Fig. 4 (e) and (f). These ineffective estimations, especially the overestimated ν fi , bring poor nll results. Hence, we treat δ > 0 as a free hyperparameter and infer it from data in order to (i) relieve this issue, see Fig. 4(b) and (d) ; and (ii) keep the sum formulation in (8) , which is crucial for stochastic optimization.
2) Pros & cons of proposed GPCs: From the foregoing classification results, we have the following findings:
• It is found that the bounds (8) and (18) for the proposed GPCs using these three likelihoods (step, probit and logit) are expressed uniformly. Hence, the symmetric and bell-shaped error distributions help GPC-I, GPC-II and GPC-III perform similarly. Besides, increasing the noise variance a in Gaussian error (step→probit→logit) brings softer likelihood and slightly better nll results; • The introduction of δ helps derive analytical ELBOs for GPC-I, GPC-II and GPC-III. And compared to the usage of a fixed δ, optimizing δ significantly improves the nll results. However, it is found that the GPCs using δ have worse nll results than the counterparts on some binary/multi-class datasets, see for example Fig. 4 ; • Different from GPC-I, GPC-II and GPC-III, the asymmetric and varying Gumbel errors
help GPCsm describe the heteroscedasticity, thus outperforming the others in terms of nll. But the GPCsm may suffer from slow convergence in the early stage due to the complicated model structure, see for example Fig. 4(b) .
V. CONCLUSION
This work presents a novel unifying framework which derives analytical ELBO for scalable GPCs using various likelihoods. This is achieved by introducing additive noises to interpret the GPCs in an augmented probability space through the internal variables g or directly the noises themselves. The superiority of our GPCs has been empirically demonstrated on extensive binary/multi-class classification tasks against stateof-the-art scalable GPCs. 
APPENDIX A THE GAUSSIAN APPROXIMATION TO VARIOUS ERROR
DISTRIBUTIONS
As discussed before, the step and (multinomial) probit/logit likelihoods can be recovered by varying over different error distributions in the GPC models (3) and (11) . Particularly, for the symmetric Dirac-delta, normal and logistic errors, since they are similar, we can describe them using a unifying Gaussian error N ( |0, a), resulting in a unifying GPC framework. As illustrated in Fig. 5 , the Dirac-delta error can be approximated by letting a → 0; the logistic error can be approximated by having a = 2.897, which is derived by minimizing their maximal CDF difference.
For the skewed Gumbel error, which relates to the specific softmax likelihood for multi-class GPC, we should however tackle it using another strategy, which is detailed in section III-D. For the binary GPC with additive noise in section II-B, by treating the noise variance a ≥ 0 as hyperparameters, we obtain the derivative of L in (8) w.r.t a as
It is found that µ fi represents the prediction mean at x i . When the binary GPC provides sensible predictions, we have y i µ fi > 0. Hence, we have ∂L/∂a < 0, which means that the ELBO L arrives at the maximum when a = 0. Similarly, for the multi-class GPC with additive noise in section III-B, we obtain the derivative of L in (18) w.r.t a as
where ∂a dg
Hence, we again have ∂S i /∂a < 0 and furthermore ∂L/∂a < 0, which means that the ELBO L arrives at the maximum when a = 0. The above analysis reveals that a cannot play a role of hyperparameter.
APPENDIX C THE ELBO FOR MULTI-CLASS GPC USING SOFTMAX
LIKELIHOOD
The original ELBO of multi-class GPC using softmax likelihood in section III-D is
For the first double-expectation term in the right-hand side of L, we first calculate the inner expectation as
Then, the outside expectation is analytically expressed as
For the KL divergence
According to the above computations, the ELBO is reorganized as
,
The double-sum in the right-hand side of L over data points and classes implies that we could obtain an unbiased estimation of L via a subset of both data points and classes, which is potential for large categorical cases [41] .
APPENDIX D DETAILS FOR UCI EXPERIMENTS
For the experiments on 19 UCI classification benchmarks, similar to [33] , we employ the experimental settings detailed as follows.
As for data preprocessing, we use the package Bayesian Benchmarks 13 which normalizes the inputs of datasets to have zero mean and unit variance along each dimension, and randomly chooses 10% of the data as the test set.
As for the kernel function, the results of ORTH in [33] Tables III and IV in Appendix E. Additionally, to compare with ORTH, Table V in Appendix E offers the results of proposed GPCs using the Matérn52+RBF kernel.
As for optimization, we use m = 300 inducing points initialized through the k-means technique, and a mini-batch size of 1024. We employ the Adam optimizer for all the scalable GPCs except GPCaug, 14 and run it over 10000 iterations with a learning rate of 0.01. We here do not employ the natural gradient descent (NGD) strategy for optimizing the variational parameters. Because in comparison to the regression task, the NGD+Adam optimizer brings little benefits for classification [33] , [38] .
Finally, as for likelihoods, the ORTH and GPCep employ the probit likelihood for binary case and the step likelihood for multi-class case; the GPCaug adopts the logit likelihood for binary case and the logistic-softmax likelihood for multi-class case; and our GPCs have no limit and run with all likelihoods. DETAILED RESULTS Tables III and IV provide the average results (over 10 runs) of scalable binary/multi-class GPCs on 19 UCI benchmarks in terms of accuracy and negative log likelihood. Additionally, Table V shows the average results of proposed GPCs using the Matérn52+RBF kernel on 19 UCI benchmarks. 
