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Abstract  
 
Magnetic resonance is a well-established tool for structural characterisation of porous media. 
Features of pore-space morphology can be inferred from NMR diffusion-diffraction plots or the 
time-dependence of the apparent diffusion coefficient. Diffusion NMR signal attenuation can be 
computed from the restricted diffusion propagator, which describes the distribution of diffusing 
particles for a given starting position and diffusion time.  
 
We present two techniques for efficient evaluation of restricted diffusion propagators for use in 
NMR porous-media characterisation. The first is the Lattice Path Count (LPC). Its physical 
essence is that the restricted diffusion propagator connecting points A and B in time t is 
proportional to the number of distinct length-t paths from A to B. By using a discrete lattice, the 
number of such paths can be counted exactly. The second technique is the Markov transition 
matrix (MTM). The matrix represents the probabilities of jumps between every pair of lattice 
nodes within a single timestep. The propagator for an arbitrary diffusion time can be calculated 
as the appropriate matrix power. For periodic geometries, the transition matrix needs to be 
defined only for a single unit cell. This makes MTM ideally suited for periodic systems.  
 
Both LPC and MTM are closely related to existing computational techniques: LPC, to 
combinatorial techniques; and MTM, to the Fokker-Planck master equation. The relationship 
between LPC, MTM and other computational techniques is briefly discussed in the paper. Both 
LPC and MTM perform favourably compared to Monte Carlo sampling, yielding highly accurate 
and almost noiseless restricted diffusion propagators. Initial tests indicate that their 
computational performance is comparable to that of finite element methods. Both LPC and 
MTM can be applied to complicated pore-space geometries with no analytic solution. We 
discuss the new methods in the context of diffusion propagator calculation in porous materials 
and model biological tissues.  
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INTRODUCTION AND BACKGROUND  
 
Diffusion magnetic resonance. Molecular diffusion is a physical phenomenon that arises from 
random thermal motion of molecules [1]. The molecules in a liquid undergo continuous 
translational motion due to their possessing a non-zero kinetic energy ("thermal energy") [2]. 
The molecules continuously interact and collide with each other, resulting in a chaotic, quasi-
random motion pattern. The trajectory of a diffusing molecule is therefore represented by a 
random walk. A well-known property of diffusion is that the mean-squared displacement of the 
diffusing molecules, <Δx2>, is proportional to time:  
 
 2 2x DtΔ =   (1) 
 
where t is the time elapsed and D is known as the diffusion coefficient. In an isotropic liquid, 
there is no preferred diffusion direction, and Eq. (1) describes the displacement of molecules in 
any given direction. On a more detailed level, the distribution of molecular displacements is 
described by the probability density function known as the diffusion propagator:  
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Analysis of Eq. (2) shows that the characteristic width of the molecules’ distribution grows as 
2 Dt  − in other words, the molecules spread away from their original positions. This 
behaviour is exploited in diffusion-sensitive nuclear magnetic resonance (NMR) spectroscopy.  
 
The basic setup of a diffusion NMR measurement can be illustrated using the experiment known 
as pulsed field gradient spin echo (PGSE) [3], which is illustrated in Fig. 1. The first 
radiofrequency (RF) pulse in this sequence (the 90o RF pulse) converts the equilibrium 
longitudinal nuclear magnetisation into a uniform comb of transverse magnetisation, while the 
first gradient pulse winds this comb into a helix of the pitch 2π/γgδ, where γ, g and δ are the 
magnetogyric ratio of the nucleus, the amplitude and the duration of the field gradient pulse, 
respectively. It is convenient to introduce the diffusion wavevector q, whose amplitude describes 
the tightness of the magnetisation helix:  
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 q g= γ δ   (3) 
 
where Δ is the diffusion interval shown in Fig. 1. Due to random molecular diffusion during the 
interval Δ, the magnetisation components of different phases become mixed up, causing 
attenuation of the amplitude of the helix. Assuming that δ is short, the magnetisation helix at the 
end of the diffusion interval Δ can be described as a convolution of the original helix and the 
propagator given by Eq. (2). The magnetisation is then refocused into a detectable (but 
attenuated) comb using the 180o RF pulse and the second gradient pulse. The diffusive 
attenuation of the refocused magnetisation and the relative amplitude of the measured signal are 
given by [4]:  
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where t is the effective diffusion time (for the PGSE experiment, t = Δ − δ/3). 
 
The diffusion coefficient can be extracted by repeating the spin-echo experiment multiple times 
with different values of q and plotting the logarithm of the signal, ln(S), versus the quantity tq2 = 
γ2g2δ2(Δ − δ/3). This plot is known as the Stejskal−Tanner plot.  In solution (or, more generally, 
in the case of unrestricted diffusion), this plot is a straight line whose slope is the negative of the 
diffusion coefficient.  
 
Diffusion NMR for porous media characterisation. Diffusion in solution is non-directional, 
meaning that the 3D generalisation of the diffusion propagator given by Eq. (2) is spherically 
symmetric and Gaussian. However, this is not generally the case for diffusion within porous 
media. The diffusional motion of molecules within porous media is obstructed by the walls 
forming the pore space; this is known as restricted diffusion. The walls can be either solid walls 
(e.g., in sedimentary rocks) or, in biological tissues, cell membranes or components of the 
extracellular matrix. In general, these structures have a two-fold effect on the motion of diffusing 
molecules: first, some locations are no longer available for the molecules to diffuse into; and 
second, the presence of obstructions cuts out some of the paths that would otherwise be present 
for a molecule diffusing from an available location r to another available location r′. As a result, 
the mathematical function describing the restricted diffusion propagator P(r | r′,  t) is in general 
no longer Gaussian. This function can become very complicated and, in most cases, cannot be 
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expressed in a compact analytic form. Nevertheless, the diffusion propagator and the detected 
PGSE signal are still related in the short-δ limit via the convolution operation:  
 
 ( ) ( ) ( ) ( ) 3 3, , iS g P e d d′⋅ −′ ′Δ = ρ Δ  q r rr r r r r  (5) 
 
Here, the function ρ(r) describes the spin density within the pore space; it is zero within solid 
walls but non-zero within the pores themselves. As seen from Eq. (5), the restricted diffusion 
propagator P(r | r′, Δ) provides the link between the pore space geometry and the diffusive signal 
attenuation measured in NMR experiments [5,6]. Analysis of the diffusion propagator can 
therefore enable an improved understanding of the relationship between the NMR signal and 
features of the pore space morphology. The restricted diffusion propagator is therefore a crucial 
construct for the interpretation of NMR diffusion measurements. 
 
Besides providing a link between the pore space geometry and the MR signal, the diffusion 
propagator is significant in its own right. In diffusion propagator imaging and related techniques 
[7,8], the ensemble average propagator is used to characterise tissue microstructure.  
 
Techniques for calculation of the diffusion propagator. The techniques presented in this paper 
draw on the wide field of existing approaches to diffusion propagator calculation in porous 
media and biological tissues. Representative approaches include:  
(1) Analytic solution: This entails solving the diffusion equation subject to the boundary 
conditions, which are determined by the nature of the pore space. The boundary conditions 
typically encountered in physical or biological systems are reflecting walls (∂P/∂x = 0 at the 
boundary), absorbing walls (P = 0 at the boundary), and partially reflecting walls (∂P/∂x across 
the boundary is related to the concentration difference and the permeability of the boundary). 
The solution of the diffusion equation describes the distribution of the diffusing molecules as a 
function of time and position for a given starting position and the given pore space. For simple 
pore geometries, the solution may be able to be expressed analytically, often as an infinite series. 
Analytic solution of the diffusion equation often benefits from the use of special techniques, e.g. 
the Laplace transform [9,10] or fractional calculus [11-13]. Nevertheless, the set of pore space 
geometries for which a compact analytic solution is feasible remains limited and includes only 
relatively simple geometries. Approximate analytic methods are available for more complicated 
pore-space geometries [14].  
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(2) Eigenfunction expansion: This approach is closely related to the analytic approach and entails 
representation of the propagator as a combination of eigenfunctions of the diffusion operator 
subject to the given boundary conditions. The boundary conditions determine the eigenvalues of 
the diffusion operator, and these in turn determine the valid set of eigenfunctions. The 
propagator then has the form of a linear combination of the eigenfunctions that exponentially 
decay in time at a rate determined by the respective eigenvalue. This approach can also be prone 
to complications. For example, in the classic problem considered by Tanner [15], an equidistant 
stack of semipermeable bilayers separates N compartments of water (see Fig. 2). The eigenvalues 
in this problem occur in tightly spaced groups of (N−2). Within each group the characteristic 
function oscillates extremely rapidly, making accurate determination of the eigenvalues very 
challenging for an N greater than ~8. In this particular system the complication has been 
overcome through the use of Laplace transform [16]. Approximate eigenfunction-based 
approaches are also available [17].  
 
(3) Finite element (FE) and finite difference (FD) methods: This is a broad family of numerical 
methods where the diffusion equation is solved numerically on a mesh. This approach is very 
powerful and computationally efficient. It has significantly evolved over recent decades and is 
capable of producing numerical solutions for pore spaces of arbitrary geometry [18-21]. The 
applicability of this approach can be limited by its convergence properties, especially in 
complicated, multiscale pore spaces or when a sharp initial distribution of particles is involved.  
 
(4) Monte Carlo and Langevin dynamics simulations:  These are two closely related methods 
where diffusion is sampled statistically using an ensemble of tracer molecules and a series of 
time steps. In every time step, the simulation is based directly on the molecular-level interaction 
of the tracer with the environment. The simulation is therefore straightforward, makes a minimal 
number of physical assumptions and can be applied to complicated pore space geometries. Fig. 3 
illustrates results previously published by our group [22,23], where Monte Carlo or Langevin 
dynamics simulations were used to sample the fractional anisotropy of the water diffusion tensor 
in partially aligned networks of fibres. The networks serve as models of the collagen network in 
articular cartilage. Figure 3 also reveals a drawback of the Monte Carlo approach: its inherent 
noise, which is proportional to 1/ PN , the inverse square root of the number of tracer particles. 
The results shown in Fig. 3 were obtained with NP = 150,000; even with such a large number of 
tracer particles, the amount of noise is significant. Each data point in Fig. 3 represents a 
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simulation that took between an hour and 10 hours of parallel execution on 20-25 processors on 
a supercomputer. This example illustrates the high computational cost of accurate and precise 
Monte Carlo sampling of restricted diffusion. On the other hand, Monte Carlo's advantage is that 
it is naturally able to sample the average diffusion propagator, taking into account the 
distribution of the starting positions of diffusing particles.  
 
In the following we present two new computational techniques that complement the existing 
methods for the calculation of restricted diffusion propagators. The first technique is the called 
Lattice Path Count (LPC). Its name is due to the fact that it evaluates the diffusion propagator by 
literally counting the number of distinct length-t paths on a discrete lattice. The propagator 
connecting points A and B in time t is proportional to the number of such paths from A to B. 
Lattice path counting in general is a well-established branch of combinatorics [24,25]; however, 
to our knowledge, the present work is the first explicit application of lattice path counting to 
restricted diffusion.  
 
The second technique presented is the Markov transition matrix (MTM). The name of this 
technique is due to the fact that diffusion is simulated using a Markovian matrix containing the 
probabilities of jumps between every pair of lattice nodes within a single timestep. The matrix 
description of Markovian processes is well-established in the literature [26,27]. MTM is also 
closely related to the operator description of diffusion processes, most notably the Fokker-Planck 
master equation [28,29]. Nevertheless, MTM is sufficiently distinct from the existing techniques 
to be viewed as a new method. To our knowledge, this work describes its first explicit 
application to restricted diffusion.  
 
In the following, we present a brief introduction to both methods with a view to publishing a 
more comprehensive technical description in subsequent manuscripts. We briefly discuss the 
relationship between LPC, MTM and the existing techniques, as well as the elements of novelty 
of the two new methods in the context of restricted diffusion in porous media. For the purposes 
of this introduction, we illustrate applications of the two methods using relatively simple 
systems: LPC using a simplified model of articular cartilage [22,23,30] and MTM using a system 
of parallel stacked bilayers [15]. Nevertheless, both methods are generally applicable to complex, 
irregular pore-space geometries with no analytic solutions. We discuss the applications of both 
methods to porous media and their respective advantages and limitations.  
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METHODS   
 
Lattice Path Count (LPC). The LPC method considers the diffusion of a particle on a regular 
discrete lattice. The idea underpinning this method is that, for a particle undergoing a random 
walk consisting of N time steps, every distinct length-N path is equally probable. This 
assumption is valid when the translational diffusion is completely random and there is no bias in 
the particle’s translational displacement within a given time step. It then follows that the 
probability for the particle known to start at an initial location A to diffuse to a final location B 
over N time steps is simply the relative number of distinct length-N paths connecting A and B. 
This idea is easily illustrated for unobstructed diffusion, where the number of such paths can be 
obtained analytically. For an N-step random walk in one dimension, there are 2N distinct paths 
that connect the starting location (say x0 = 0) with some final location. For the particle to arrive 
at the final location x, it must take, in any order, N+ = (N + x)/2 steps to the right and N− = (N − 
x)/2 steps to the left. Simple combinatorial analysis shows that the absolute conditional 
probability for the particle starting at x0 = 0 to end up at x after N time steps is  
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Equation (6) is the discretised diffusion propagator describing the distribution of translational 
displacements of the diffusing particles. It is easily seen that the expression in Eq. (6) is 
normalised: the sum of the probabilities over all possible values of x = −N, −N+2, ..., N−2, N is 1 
for any value of N. Plotting Eq. (6) vs x for various values of N reveals that at large N the 
discrete propagator asymptotically approaches the Gaussian propagator given by Eq. (2), where t 
= N and D = ½. Therefore, by applying the appropriate scale of spatial discretisation relative to 
the RMS diffusional displacement of the particles, Eq. (6) can be used to calculate the 
unrestricted diffusion propagator with any desired degree of accuracy.  
 
The presence of absorbing or reflecting walls (“obstructions”) has the effect of making some of 
the paths unavailable to the diffusing particles. The reduction of the number of available paths is 
dependent in a complicated way upon the geometry of the obstructions, the initial and the final 
positions of the diffusing particle, and the nature of the boundary conditions (e.g. absorbing, 
reflecting or semipermeable). In general, it is not possible to obtain a compact analytic 
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expression similar to Eq. (6) for restricted-diffusion situations. However, the number of the 
available paths can still be counted numerically for an arbitrary pore-space geometry. It is worth 
emphasising that the paths themselves need not be memorised – only their number needs to be 
evaluated. This is accomplished in a computationally efficient way by using a Pascal triangle-
like counting algorithm generalised to the two- or three-dimensional case and taking into account 
the reflection or absorption at the boundaries. The number of paths available is astronomically 
large even for modest-size random walks, and their counting is still a challenging computational 
problem. However, the paths can be counted exactly through the use of unlimited-length integers. 
As was the case for unrestricted diffusion, the normalised number of paths is the discretised 
restricted-diffusion propagator describing the distribution of translational displacements of the 
diffusing particles.  
 
Markov Transition Matrix (MTM). The MTM method can also be illustrated using one-
dimensional unrestricted diffusion as an example. Consider a discretised random walk on an 
equidistantly spaced grid. Such a random walk can be viewed as a Markovian process whereby 
the system performs transitions between available discrete states. Following well-established 
methodology [26,27], the evolution of the distribution of occupied states can be described by the 
Markov transition matrix M. The elements of M are the probabilities of transition from an initial 
location xi to a final location xf within time step Δt:  
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Equation (7), which is illustrated in Fig. 4(a), is a discretised version of the unrestricted diffusion 
propagator given by Eq. (2). The coefficients Ci arise out of the discretisation and ensure that the 
probabilities given by Eq. (7) are normalised. These coefficients can be calculated numerically as 
the sum of the matrix elements Mfi over all values of f; in the limit of extremely fine 
discretisation Ci tends to 1.  
 
The distribution of the diffusing particles in the MTM formalism is represented as a column 
vector whose elements correspond to the probability for a particle to be at a given position. For 
particles starting from the same initial position, the initial vector v0 is a vector of all zeroes and a 
single 1. The distribution of the diffusing particles at the end of the time step Δt is then the 
matrix product M⋅v0, as illustrated in Fig. 5. The distributions at a longer time t = N Δt can be 
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computed as MN⋅v0, where N is the integer number of time steps and the matrix MN is computed 
numerically as the N-th matrix power of M.  
 
The presence of obstructions can be easily incorporated into the MTM method by employing 
small time steps. If the RMS displacement during time step Δt is significantly smaller than the 
characteristic distance between obstructions, then it is extremely improbable for the diffusing 
particle to encounter more than one obstruction during a single time step. Under these 
circumstances, all obstructions can be considered single-sided and the diffusion propagator near 
an obstruction can be calculated analytically. For example, for diffusion near a single reflecting 
or absorbing wall the propagator to be discretised is given by  
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where the "+" and the "−" signs apply in the reflecting and the absorbing case, respectively, and 
x0 is the initial position of the diffusing particles. The elements of the matrix M corresponding to 
the initial positions near obstructions can then be calculated by discretising the respective 
analytic propagator in the manner similar to Eq. (7). Discretisation near reflecting and absorbing 
walls is illustrated in Figs. 4(b) and 4(c), respectively. Semipermeable barriers can also be 
treated and are considered as an example in the following section.  
 
For a long diffusion time t, it is computationally efficient to select a time step Δt such that t is a 
power-of-2 multiple of Δt: t = 2K Δt. The N-step Markov matrix can then be computed in K = 
log2N rather than N steps:  
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Although the MTM method exhibits a superficial similarity to Finite Difference and Finite 
Element methods, it is in fact distinct from these two families of methods. The differences 
between MTM and FD/FE are outlined in the following section.  
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RESULTS AND DISCUSSION  
 
Lattice Path Count. A significant advantage of the LPC method is its ability to enumerate the 
exact number of distinct lattice paths available to the diffusing particles through the use of 
unlimited-length integers. While the numerical answer for the computed propagator must 
inevitably be rounded off, the rounding can occur as the last stage of the computation process, 
significantly reducing the potential for error accumulation.  
 
The application of LPC is illustrated in Fig. 6 for a regular network of perfectly aligned fibres. 
The fibre network serves as an idealised model of the extracellular matrix of articular cartilage 
[22,30]. The diffusing particles start at the centre of the simulation volume and perform a 
random walk of NT = 9000 time steps. Figure 6 presents a comparison of the diffusion propagator 
computed using Monte Carlo sampling [Fig. 6(a)] and Lattice Path Count [Fig. 6(b)]. The LPC 
simulation was carried out on a three-dimensional grid of 400 × 400 × 400 nodes; the 3D (rather 
than the much faster 2D) implementation was done for the purpose of comparison with the past 
MC simulations for the same system [22]. As can be expected from an examination of Fig. 3, the 
Monte Carlo propagator exhibits a significant level of noise. The LPC propagator exhibits a 
negligible level of noise compared to Monte Carlo. The two diffusion propagators exhibit no 
significant systematic differences. Intuitively, the significant difference in the precision of the 
two propagators can be attributed to the fact that the LPC method performs an exact count of all 
the available diffusion paths (89000 ≈ 6⋅108127 paths), while Monte Carlo samples only a very 
limited subset of NP = 108 paths.  
 
The other important difference between the Monte Carlo and LPC propagators is the spatial 
distribution of the sampling errors. Because Monte Carlo sampling is statistical, its accuracy is 
non-uniform: the uncertainty of the computed propagator is proportional not only to the square 
root of the number of tracer particles, but also to the square root of the value of the propagator 
itself:  
 
 ( ) ( ), ,PP t N P tΔ ∝ ⋅r r   (10) 
 
The LPC method does not suffer from this artifact and provides a spatially uniform sampling 
accuracy.  
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We have not comprehensively examined the computational efficiency of LPC; however, it 
appears to be in the same ballpark as FE methods. For example, in Nguyen et al [18] a FE 
solution of the Bloch-Torrey equation on a 3D lattice of ~400,000 nodes took ~40 minutes. 
Allowing a 4-fold shorter time for the computationally less demanding diffusion equation and 
rescaling the computation time for a lattice of (400)3 nodes, the estimated time of the FE 
calculation would have been (10 min) × 64,000,000 / 400,000 = 1,600 min = 27 hours, which is 
comparable to the 72 hour LPC computation time. No claim is being made by us as to whether 
LPC has the capacity, with the appropriate algorithmic and code optimisations, to exceed the 
computational efficiency of FE. Nevertheless, computational efficiency was not the principal 
motivation in the development of this technique. In our view, the insight into the physical 
meaning of the diffusion propagator as the relative number of paths of a certain length 
connecting a pair of points is in itself a valuable feature of LPC. Furthermore, LPC appears 
attractive for calculation of path-based metrics of the pore space, e.g. tortuosity.   
 
The key disadvantage of LPC is its inherent requirement of a finite simulation volume bounded 
by absorbing, reflecting or periodic boundaries. This limits the applicability of LPC to very long 
diffusion times. Nevertheless, LPC is an excellent technique when an extremely precise 
restricted-diffusion propagator at short to intermediate diffusion times (the number of steps of a 
few hundred to a few thousand) is required.  
 
Markov Transition Matrix. The use of Markov chains has been explored previously for the 
modelling of transport processes in heterogeneous systems [31-33]. A significant advantage of 
the MTM method is the computational complexity that scales with the number of time steps as 
log2N. This feature makes MTM ideally suited for very long diffusion times. To illustrate the 
application of MTM, we use Tanners's stacked-bilayer system shown in Fig. 2 [15]. The system 
simulated here had the dimensionless permeability, κ = ap/D0, of 0.18 (where a is the bilayer 
spacing, p is the permeability in m/s, and D0 is the bulk diffusion coefficient of water). The range 
of the dimensionless diffusion times probed, T = D0Δ/a2, was from T = 0.002 to T = 262 (where 
Δ is the diffusion time in seconds). Figure 7 shows the simulated dependence of the apparent 
diffusion coefficient on the diffusion time. The time axis in this Figure is logarithmic: every next 
point corresponds to double the diffusion time of the previous point. The plot clearly 
demonstrates the three diffusion regimes characteristic of porous media. The short-Δ regime, 
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where the diffusion coefficient is nearly identical to that of bulk water (D0), is represented by 
points 1−4. The long-Δ regime, where the apparent diffusion coefficient is limited by the bilayer 
permeability and approaches the asymptotic value D∞ = κD0/(κ+1), is represented by points 
11−18. Points 5-10 represent the intermediate-Δ regime, where the apparent diffusion coefficient 
exhibits a strong dependence upon the diffusion time Δ. The width of the long-Δ range sampled 
in this example is at least a 100-multiple of the time corresponding to the onset of the long-Δ 
regime. The simulations were performed overnight on an average desktop PC using Mathematica. 
This is an outstanding computational performance in terms of sampling very long diffusion times, 
especially considering the lack of pre-compiled code or any computational optimisation of the 
MTM simulations. This example illustrates the excellent suitability of MTM for sampling the 
asymptotic long-Δ regime of restricted diffusion in porous media.  
 
From the computational point of view, the matrix M describing the transition probabilities within 
a single time step Δt has a near-diagonal form, which corresponds to the fact that the 
displacement of the diffusing particles during a short Δt can be only a few lattice nodes at the 
most. As t increases, the N-step transition matrix MN becomes more diffuse, with the relative 
size of off-diagonal terms growing. At large values of t it eventually becomes necessary to 
increase the size of M, corresponding to the need to include a greater number of nodes for long 
diffusion times compared to intermediate times. This requirement is not unique to MTM and 
applies equally to FD/FE simulations.   
 
MTM exhibits a similarity with Finite Difference methods in that both methods make use of a 
regular grid of lattice points and propagate small time-step increments in order to obtain a 
solution at longer times. Nevertheless, this similarity is superficial, and the following important 
differences between MTM and FD exist. The first, procedural, difference is that FD involves the 
solution of the discretised diffusion equation, while MTM directly models a dispersive stochastic 
process (the spreading out of the distribution of particles). While the MTM and FD solutions are 
identical in the limiting case, they are arrived at in very different ways. The second difference is 
computational and relates to the treatment of boundary conditions. FD calculation requires that 
absorbing or reflecting boundary conditions be handled on a step-by-step basis. On the other 
hand, in MTM boundary conditions are implicitly “built into” the Markov transition matrix M as 
shown in Eq. (8) and Figs. 4(b) and (c). This obviates the need for handling the boundary 
conditions at every time step Δt, providing a computational advantage at long diffusion times. 
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The third important distinction is summarised by Eq. (9), which demonstrates that the 
computational complexity of MTM scales with the diffusion time as O(log2t) rather than O(t). 
This further enhances MTM's attractiveness for the analysis of asymptotic long-Δ diffusion 
regime, as discussed above.  
 
In analysing the computational efficiency of MTM, it should be kept in mind that the method is 
not limited to the simple system used to illustrate it in the present work. A facile analytic 
solution exists for Tanner’s stacked-bilayer system [16]; and any numerical method, including 
MTM, is unlikely to be computationally faster than that solution. However, MTM is a general 
method that can be applied to complex pore-space geometries for which no analytic solution 
exists.  
 
The other important advantage of MTM is its efficiency in handling restricted diffusion in 
periodic systems. Periodic boundary conditions are commonly used in order to limit the size of 
the simulation volume required to be considered [34]. However, special precautions are needed 
in order for periodic-BC simulations to be suitable for the calculation of the apparent 
translational diffusion coefficient. This requirement arises from the distortion of the diffusing 
particles' positions by boundary crossings. In Monte Carlo simulations, an unbiased diffusion 
coefficient can be reconstructed by keeping track of the number of boundary crossings for each 
particle and reconstructing the particles' true positions [22]. The same objective can be achieved 
in MTM as follows. In the presence of periodic boundary conditions the transition matrix shown 
in Fig. 5 has the structure comprising three clusters: the near-diagonal cluster representing the 
particles remaining in the same periodic unit cell during the time step Δt, as well as upper-right 
and lower-left corner clusters that represent boundary crossings to the right and to the left, 
respectively. By selecting a sufficiently small time step Δt, the three clusters can be kept well 
separated. In calculating evolution of the particles distribution according to the scheme shown in 
Eq. (9), it is also possible to keep different crossover orders separate and thus enable the 
reconstruction of the particles' true positions, yielding an unbiased diffusion propagator and 
apparent diffusion coefficient. As a result, MTM enables computational handling of restricted 
diffusion in unbounded periodic systems without requiring the introduction of an unbounded 
spatial grid. This further adds to MTM's capacity to significantly simplify restricted-diffusion 
simulations at very long diffusion times.  
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CONCLUSIONS  
 
The Lattice Path Count (LPC) method enables calculation of extremely accurate restricted 
diffusion propagators at short to intermediate diffusion times. Importantly, it also provides 
insight into the physical meaning of the diffusion propagator as the relative number of paths of a 
certain length connecting a pair of points. This makes LPC attractive for calculation of path-
based metrics of the pore space, such as tortuosity.  
 
The Markov Transition Matrix (MTM) method is suitable for periodic or quasi-periodic pore 
space geometries. It is also compares very favourably to Monte Carlo with respect to simulating 
restricted diffusion at very long times and sampling the asymptotic tail of the apparent diffusion 
coefficient. MTM is also amenable to the inclusion of spin relaxation or surface interactions, 
which can both be built into the transition matrix. Finally, as a matrix-based formalism, MTM 
appears attractive in terms of solving the inverse problem, using the diffusion propagator in order 
to characterise the morphology of the pore space and thus expanding the applications of 
diffusion NMR to morphological characterisation of porous materials.  
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Figure Captions  
 
 
Fig. 1  The PGSE diffusion experiment: the NMR pulse sequence and the state of transverse 
magnetisation within the sample. The solid rectangles in the pulse sequence are RF pulses; the 
hatched rectangles are gradient pulses. The 90o RF pulse converts the equilibrium longitudinal 
magnetisation into a uniform comb of transverse magnetisation. The first gradient pulse winds 
the comb into a helix of the pitch 2π/γgδ, sensitising the magnetisation to diffusion. Diffusion 
during the interval Δ mixes the magnetisation of different phases, causing the helix to attenuate. 
The 180o RF pulse and the second gradient pulse refocus the helix into a uniform (but 
attenuated) comb; its amplitude is the amplitude of the measured signal. The interval TE is the 
echo time. The diffusive attenuation of the signal is given by Eq. (4).  
 
 
Fig. 2  The stacked bilayer problem considered by Tanner [15]: an equidistant stack of parallel 
semipermeable bilayers separated by distance a. The compartments between the bilayers are 
filled with water. Water molecules are able to cross a bilayer from one compartment into the 
next; however, this crossing is not effortless and a certain fraction of molecules are reflected by 
the bilayer. As a result, the concentration profile of the diffusing molecules exhibits 
discontinuities at the bilayers. The internal boundary conditions are given by two sets of 
equations: the first postulates the continuity of the concentration gradient (and therefore the flux) 
at each semipermeable boundary [Eq. (6) in ref. [15]]; the second set relates the flux across each 
boundary to the bilayer permeability [Eq. (6) in ref. [15]]. Furthermore, either end of the 
simulation volume is treated as an absorbing boundary.  
 
 
Fig. 3  The fractional anisotropy (FA) of the simulated water diffusion tensor in networks of 
partially aligned collagen fibres. The independent variables are collagen volume fraction (φ) and 
the fibre order parameter (α). The surface is an expansion of the simulated FA using polynomial 
functions of φ and real spherical-harmonic functions of α. The insert shows the fit residuals, 
illustrating the noise inherent in Monte Carlo sampling. Based on the results previously 
published by Tourell et al [22].  
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Fig. 4  Discretisation of the diffusion propagator in the MTM method: (a) for unrestricted 
isotropic diffusion, the Gaussian propagator given by Eq. (2) is discretised, resulting in the 
transition matrix given by Eq. (7). (b) For diffusion near a single reflecting wall, a similar 
discretisation procedure is performed, but for the analytic propagator that takes into account the 
presence of the reflecting boundary condition, ∂P(0)/∂x = 0. The corresponding solution is given 
by Eq. (8) with the "+" sign. (c) Diffusion near a single absorbing wall: the boundary condition is 
P(0) = 0. The analytic propagator being discretised is given by Eq. (8) with the "−" sign.  
 
 
 
 
Fig. 5  Calculation of the distribution of positions of the diffusing particles in the MTM method. 
The column vector on the left-hand side represents the initial distribution of the particles. The 
matrix is the Markov transition matrix corresponding to time t, calculated as the N-th power of 
the infinitesimal transition matrix if t = N Δt (see text). The greyscale qualitatively corresponds 
to the relative amplitude of the matrix elements. The final distribution of the diffusing particles, 
represented by the column vector on the right-hand side, is the matrix product of the transition 
matrix and the initial-distribution vector.  
 
 
 
 
Fig. 6  Comparison of the diffusion propagator within a regular network of identically aligned 
collagen fibres computed using: (a) Monte Carlo sampling with NP = 108 tracer molecules and 
(b) LPC on a 400 × 400 × 400 discrete grid. The LPC propagator is practically noiseless, while 
the Monte Carlo propagator exhibits a considerable amount of sampling noise. The simulation 
volume was subject to reflecting boundary conditions. The execution times were 86 hours for 
Monte Carlo and 72 hours for LPC.  
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Fig. 7  The apparent diffusion coefficient of water in Tanner's stacked bilayer system [15] 
computed for a range of diffusion times using the MTM method. The system simulated consisted 
of N = 33 water compartments with 55 grid points per compartment; the resulting size of the 
Markov matrix M was 1817 × 1817. The end bilayers on either side were treated as absorbing; 
the remaining bilayers were treated as semipermeable with the dimensionless permeability κ = 
ap/D0 = 0.18. The dimensionless diffusion times sampled, T = D0Δ/a2, were 0.001⋅2K, where K 
ranged from 1 to 18. The time axis of the plot is logarithmic, with each point corresponding to 
double the diffusion time of the previous point.  
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