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Abstract
We present a novel method for learning a set of
disentangled reward functions that sum to the orig-
inal environment reward and are constrained to
be independently obtainable. We define indepen-
dent obtainability in terms of value functions with
respect to obtaining one learned reward while pur-
suing another learned reward. Empirically, we
illustrate that our method can learn meaningful
reward decompositions in a variety of domains
and that these decompositions exhibit some form
of generalization performance when the environ-
ment’s reward is modified. Theoretically, we de-
rive results about the effect of maximizing our
method’s objective on the resulting reward func-
tions and their corresponding optimal policies.
1. Introduction & Related Work
We introduce a novel method for discovering disentangled
structure in the reinforcement learning (RL) setting by learn-
ing a decomposition of the agent’s reward function, such
that the pursuit of one decomposed reward does not result
in the collection of another, i.e., the individual rewards in
the decomposition are independently-obtainable. In the
following sections we briefly discuss related work, detail
our method, and empirically and theoretically explore the
resulting structure learned from the reward decomposition.
Related Work When viewed through the lens of RL,
methods for learning disentangled representations can be
classified according to how they utilize their learned repre-
sentations.
Some methods seek robust interpretable disentangled fea-
tures (Achille et al., 2018; Mathieu et al., 2016; Yingzhen
& Mandt, 2018; Tran et al., 2017). For example, Higgins
et al. (2016) does so by creating an “information bottle-
neck” (Tishby & Zaslavsky, 2015) that pressures the latent
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representation to be unit Gaussian. Chen et al. (2016) ac-
complishes a similar goal by maximizing the mutual infor-
mation between components of their latent representation
and other independent random variables. Methods such as
these have been leveraged in RL to decompose the state
of the environment. In particular, Laversanne-Finot et al.
(2018) have applied β-VAE to learn disentangled, “modular”
representations of the environment state for use in many
goals RL (Kaelbling, 1993).
However, in Laversanne-Finot et al. (2018), the decomposi-
tion of environment state and learning corresponding control
policies are treated as separate processes. There has been
other work that explores jointly learning state decompo-
sitions and corresponding policies. Thomas et al. (2017)
defines an alternative notion of disentanglement: “indepen-
dent controllability” which pairs together components of
the learned state representation with control policies and
measures the degree to which policies can control their cor-
responding components independently of other components.
While Laversanne-Finot et al. (2018) and Thomas et al.
(2017) each leverage some notion of disentanglement to
address RL problems, their methods do not take into ac-
count the reward function. This motivates our exploration
into directly decomposing the reward function of the envi-
ronment (of course, rewards are functions of state and have
corresponding policies and hence decomposing rewards also
implicitly decomposes states as well as policies).
In addition to those that decompose parts of the environment,
many methods exist that exploit existing decompositions.
Guestrin et al. (2002) and Kok & Vlassis (2006) rely on
existing state factorizations to efficiently coordinate agents
in the multi-agent learning setting (Hu et al., 1998); Van Sei-
jen et al. (2017) and Russell & Zimdars (2003) propose
methods of learning given an existing reward factorization.
Such works are complementary to our own.
2. RL Framework & Reward Decomposition
RL Framework We consider RL problems formulated
as Markov Decision Processes (MDPs; Sutton et al. 1998),
which we represent here by the tuples: 〈S,A,R, T , γ〉,
where S is a set of states that the environment can be in, A
is a set of actions that an agent operating in the environment
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can perform at any time,R : S 7→ R is a function mapping
environment states to their corresponding rewards, T : S ×
A × S 7→ [0, 1] represents the probability of transitioning
between two particular states when an action is taken, and
0 ≤ γ < 1 is a discount factor that makes future reward less
valuable than more immediate reward.
The goal of an RL agent is to act so as to maximize the ex-
pected discounted reward, or value, over an infinite horizon,
defined as follows:
V pi(s) = E
[ ∞∑
t=0
γtR(st)
∣∣∣∣∣ pi, s0 = s
]
,
where the expectation is over trajectories generated by start-
ing at state s in the environment and behaving according to
the policy pi (a policy maps states to actions or more gener-
ally distributions over actions). RL methods learn optimal
policies defined as follows: pi∗ = argmax
pi
V pi.
Reward Decomposition The central aim of our method
is to learn an additive factorization (henceforth, decomposi-
tion) of the reward functionR of the following form:
R(s) =
n∑
i=1
Ri(s) (1)
where each Ri(s) : S 7→ R can be thought of as a type
of sub-reward (below we add constraints that make these
sub-rewards independently obtainable).
Given such a decomposition, we get a Factored Markov
Decision Process (fMDP; Degris & Sigaud 2013) as fol-
lows: 〈S,A,R1, . . . ,Rn, T , γ〉. Value functions and poli-
cies with respect to pursuing individual reward functions in
the fMDP can be defined as follows:
Upii (s) = E
[ ∞∑
t=0
γtRi(st)
∣∣∣∣∣ pi, s0 = s
]
, and
pi∗i = argmax
pi
Upii .
(2)
Note that throughout we will use {Ui} to denote value
functions for the learned rewards {Ri} and V for the value
functions for the environment rewardR.
Motivating and Defining Disentangled Reward Decom-
positions Notice that for any MDP there exist an endless
array of different decompositions, many of them “uninter-
esting”. For example, the following two decompositions:
Ri(s) = 1
n
R(s) ∀i ∈ [n], and
Ri(s) = R(s) if i = 1 else 0,
are valid in that they sum to the environment reward func-
tion, but uninteresting in that they encode no additional
information about the environment not present in the unfac-
tored reward function.
In this paper, we propose that one approach to encouraging
“interesting” reward decompositions is for them to satisfy
the following two desiderata as best possible:
1. Each reward should be able to be obtained indepen-
dently of other rewards. (i.e., the policy that optimally
obtainsRi should not obtainRj for any i 6= j).
2. Each reward should be non-trivial. (an example of a
trivial reward is of the formRi(s) = 0 ∀s ∈ S).
We can roughly codify these properties using the factor-
specific value functions defined in the following equations:
Jindependent(R1, . . . ,Rn) = Es∼µ
∑
i 6=j
αi,j(s)U
pi∗j
i (s)

(3)
Jnontrivial(R1, . . . ,Rn) = Es∼µ
[
n∑
i=1
αi,i(s)U
pi∗i
i (s)
]
(4)
where µ is some distribution with support on S and αi,j(s)
are functions that can be used to control the weighting of
different value function terms in Jindependent and Jnontrivial.
For ease of exposition we set αi,j(s) = 1 for all i, j ∈ [n]
and s ∈ S in subsequent equations (for our choice of αi,j
in our experiments, see Section 3.1) .
Intuitively, the above two desiderata make it possible to
view each reward function as a different “resource” that an
agent can collect in the world. Jindependent then encodes the
degree to which the i’th resource (reward) is collected when
the agent is attempting to collect the j( 6= i)’th resource
(reward). In line with our first desideratum, we should
expect “interesting” reward decompositions to have small
values of Jindependent. Similarly, large values of Jnontrivial
should ensure that each of the factors encodes something
about the environment: that they are non-trivial under the
second desideratum.
Capturing the two desiderata, we define one reward decom-
position as more disentangled than another if it has a larger
value of
Jdisentangled = Jnontrivial − Jindependent.
Next we present our method for learning reward decomposi-
tions in MDPs by maximizing Jdisentangled.
3. Proposed Method
We use a parameterized reward decomposition network
(neural network with parameters θ) that learns a function
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F θ : S 7→ Rn. The outputs of this function are used to
define a reward decomposition through a softmax function
Rθi (s) = R(s) ·
exp(F θi (s))∑n
j=1 exp(F
θ
j (s))
, (5)
whereR is the environment reward function. The vector of
decomposed rewards is thus Rθ(s) = (Rθ1(s), . . . , R
θ
n(s)).
See Figure 1a for a visualization.
Note that θ defines the reward decomposition which in turn
defines the matrix of value functions used in the definition
of Jdisentangled and so for ease of notation we can refer to
Jdisentangled(R
θ
1, . . . , R
θ
n) as just Jdisentangled(θ). We similarly
abbreviate Jnontriv and Jindep when appropriate.
We use approximate gradient ascent to update the parame-
ters θ as follows:
∇θJdisentangled(θ) = ∇θ (Jnontriv − Jindep)
= E
 n∑
i=1
∇θUpi
∗
i
i (s)−
∑
i 6=j
∇θUpi
∗
j
i (s)

∇θUpi
∗
j
i (s) = ∇θE
[ ∞∑
t=0
γtRθi (st)
∣∣∣∣∣ pi∗j , s0 = s
]
≈ E
[
T∑
t=0
∇θγtRθi (st)
∣∣∣∣∣ pi∗j , s0 = s
]
,
(6)
where T is a cutoff on the number of time-steps that a
trajectory is rolled out for and ∇θRθi (st) depends on the
details of the form of the F θ functions (which will be neural
networks in our empirical work below).
Notice that computing the gradient of the disentanglement
objective with respect to θ requires learning the optimal
policies for each factor of the reward decomposition after
each change to θ. In practice, for sample efficiency, we
do incremental updates of the policies and value functions
as we adapt θ. We use Deep Q-Networks (DQNs; Mnih
et al. 2015) to learn optimal policies for the decomposed
rewards (collectively called the Policy Networks; see Fig-
ure 1b). Additionally, in order to compute Jdisentangled we
must be able to collect multiple trajectories from the same
starting state (see Equation 6). This requires that our envi-
ronments be resettable to specific states (more details for
our specific implementations are in Algorithm 1 presented
in Appendix A).
3.1. Illustrative Results
Before we present our theoretical results and substantive
empirical results, we present an empirical illustration of the
kinds of reward decompositions achieved by our method
in a 5x5 grid with a rewarding square at each corner (see
image labeled “Gridworld” in Figure 2a). The agent can
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<latexit sha1_base64="IPLIJyyiyGUWQMPrp67GMfbLPnc=">AAAB6HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MVjC/YD2lA220m7drMJuxuhhP4CLx4U8epP 8ua/cdvmoK0vLDy8M8POvEEiuDau++0UNja3tneKu6W9/YPDo/LxSVvHqWLYYrGIVTegGgWX2DLcCOwmCmkUCOwEk7t5vfOESvNYPphpgn5ER5KHnFFjraYelCtu1V2IrIOXQwVyNQblr/4wZmmE0jBBte55bmL8jCrDmcBZqZ9qTCib0BH2LEoaofazxaIzcmGdIQljZZ80ZOH+nshopPU0CmxnRM1Yr9bm5n+1XmrCGz/jMkkNSrb8KEwFMT GZX02GXCEzYmqBMsXtroSNqaLM2GxKNgRv9eR1aF9VPcvN60r9No+jCGdwDpfgQQ3qcA8NaAEDhGd4hTfn0Xlx3p2PZWvByWdO4Y+czx/ep4z3</latexit><latexit sha1_base64="IPLIJyyiyGUWQMPrp67GMfbLPnc=">AAAB6HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MVjC/YD2lA220m7drMJuxuhhP4CLx4U8epP 8ua/cdvmoK0vLDy8M8POvEEiuDau++0UNja3tneKu6W9/YPDo/LxSVvHqWLYYrGIVTegGgWX2DLcCOwmCmkUCOwEk7t5vfOESvNYPphpgn5ER5KHnFFjraYelCtu1V2IrIOXQwVyNQblr/4wZmmE0jBBte55bmL8jCrDmcBZqZ9qTCib0BH2LEoaofazxaIzcmGdIQljZZ80ZOH+nshopPU0CmxnRM1Yr9bm5n+1XmrCGz/jMkkNSrb8KEwFMT GZX02GXCEzYmqBMsXtroSNqaLM2GxKNgRv9eR1aF9VPcvN60r9No+jCGdwDpfgQQ3qcA8NaAEDhGd4hTfn0Xlx3p2PZWvByWdO4Y+czx/ep4z3</latexit><latexit sha1_base64="IPLIJyyiyGUWQMPrp67GMfbLPnc=">AAAB6HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MVjC/YD2lA220m7drMJuxuhhP4CLx4U8epP 8ua/cdvmoK0vLDy8M8POvEEiuDau++0UNja3tneKu6W9/YPDo/LxSVvHqWLYYrGIVTegGgWX2DLcCOwmCmkUCOwEk7t5vfOESvNYPphpgn5ER5KHnFFjraYelCtu1V2IrIOXQwVyNQblr/4wZmmE0jBBte55bmL8jCrDmcBZqZ9qTCib0BH2LEoaofazxaIzcmGdIQljZZ80ZOH+nshopPU0CmxnRM1Yr9bm5n+1XmrCGz/jMkkNSrb8KEwFMT GZX02GXCEzYmqBMsXtroSNqaLM2GxKNgRv9eR1aF9VPcvN60r9No+jCGdwDpfgQQ3qcA8NaAEDhGd4hTfn0Xlx3p2PZWvByWdO4Y+czx/ep4z3</latexit><latexit sha1_base64="IPLIJyyiyGUWQMPrp67GMfbLPnc=">AAAB6HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MVjC/YD2lA220m7drMJuxuhhP4CLx4U8epP 8ua/cdvmoK0vLDy8M8POvEEiuDau++0UNja3tneKu6W9/YPDo/LxSVvHqWLYYrGIVTegGgWX2DLcCOwmCmkUCOwEk7t5vfOESvNYPphpgn5ER5KHnFFjraYelCtu1V2IrIOXQwVyNQblr/4wZmmE0jBBte55bmL8jCrDmcBZqZ9qTCib0BH2LEoaofazxaIzcmGdIQljZZ80ZOH+nshopPU0CmxnRM1Yr9bm5n+1XmrCGz/jMkkNSrb8KEwFMT GZX02GXCEzYmqBMsXtroSNqaLM2GxKNgRv9eR1aF9VPcvN60r9No+jCGdwDpfgQQ3qcA8NaAEDhGd4hTfn0Xlx3p2PZWvByWdO4Y+czx/ep4z3</latexit>R(s)
<latexit sha1_base64="F/8CJybE7gNF2DuTgq0jDEIGEgk=">AAAB9XicbVDLSgMxFL2pr1pfVZdugkWomzIjgi6LblxWsQ9ox5JJM21oJjMkGaUM/Q83LhRx 67+482/MtLPQ1gOBwzn3ck+OHwuujeN8o8LK6tr6RnGztLW9s7tX3j9o6ShRlDVpJCLV8YlmgkvWNNwI1okVI6EvWNsfX2d++5EpzSN5byYx80IylDzglBgrPfRCYkaUiPRuWtWn/XLFqTkz4GXi5qQCORr98ldvENEkZNJQQbTuuk5svJQow6lg01Iv0SwmdEyGrGupJCHTXjpLPcUnVhngIFL2SYNn6u+NlIRaT0LfTmYp9aKXif95 3cQEl17KZZwYJun8UJAIbCKcVYAHXDFqxMQSQhW3WTEdEUWosUWVbAnu4peXSeus5lp+e16pX+V1FOEIjqEKLlxAHW6gAU2goOAZXuENPaEX9I4+5qMFlO8cwh+gzx8whJJK</latexit><latexit sha1_base64="F/8CJybE7gNF2DuTgq0jDEIGEgk=">AAAB9XicbVDLSgMxFL2pr1pfVZdugkWomzIjgi6LblxWsQ9ox5JJM21oJjMkGaUM/Q83LhRx 67+482/MtLPQ1gOBwzn3ck+OHwuujeN8o8LK6tr6RnGztLW9s7tX3j9o6ShRlDVpJCLV8YlmgkvWNNwI1okVI6EvWNsfX2d++5EpzSN5byYx80IylDzglBgrPfRCYkaUiPRuWtWn/XLFqTkz4GXi5qQCORr98ldvENEkZNJQQbTuuk5svJQow6lg01Iv0SwmdEyGrGupJCHTXjpLPcUnVhngIFL2SYNn6u+NlIRaT0LfTmYp9aKXif95 3cQEl17KZZwYJun8UJAIbCKcVYAHXDFqxMQSQhW3WTEdEUWosUWVbAnu4peXSeus5lp+e16pX+V1FOEIjqEKLlxAHW6gAU2goOAZXuENPaEX9I4+5qMFlO8cwh+gzx8whJJK</latexit><latexit sha1_base64="F/8CJybE7gNF2DuTgq0jDEIGEgk=">AAAB9XicbVDLSgMxFL2pr1pfVZdugkWomzIjgi6LblxWsQ9ox5JJM21oJjMkGaUM/Q83LhRx 67+482/MtLPQ1gOBwzn3ck+OHwuujeN8o8LK6tr6RnGztLW9s7tX3j9o6ShRlDVpJCLV8YlmgkvWNNwI1okVI6EvWNsfX2d++5EpzSN5byYx80IylDzglBgrPfRCYkaUiPRuWtWn/XLFqTkz4GXi5qQCORr98ldvENEkZNJQQbTuuk5svJQow6lg01Iv0SwmdEyGrGupJCHTXjpLPcUnVhngIFL2SYNn6u+NlIRaT0LfTmYp9aKXif95 3cQEl17KZZwYJun8UJAIbCKcVYAHXDFqxMQSQhW3WTEdEUWosUWVbAnu4peXSeus5lp+e16pX+V1FOEIjqEKLlxAHW6gAU2goOAZXuENPaEX9I4+5qMFlO8cwh+gzx8whJJK</latexit><latexit sha1_base64="F/8CJybE7gNF2DuTgq0jDEIGEgk=">AAAB9XicbVDLSgMxFL2pr1pfVZdugkWomzIjgi6LblxWsQ9ox5JJM21oJjMkGaUM/Q83LhRx 67+482/MtLPQ1gOBwzn3ck+OHwuujeN8o8LK6tr6RnGztLW9s7tX3j9o6ShRlDVpJCLV8YlmgkvWNNwI1okVI6EvWNsfX2d++5EpzSN5byYx80IylDzglBgrPfRCYkaUiPRuWtWn/XLFqTkz4GXi5qQCORr98ldvENEkZNJQQbTuuk5svJQow6lg01Iv0SwmdEyGrGupJCHTXjpLPcUnVhngIFL2SYNn6u+NlIRaT0LfTmYp9aKXif95 3cQEl17KZZwYJun8UJAIbCKcVYAHXDFqxMQSQhW3WTEdEUWosUWVbAnu4peXSeus5lp+e16pX+V1FOEIjqEKLlxAHW6gAU2goOAZXuENPaEX9I4+5qMFlO8cwh+gzx8whJJK</latexit>
s
<latexit sha1_base64="IPLIJyyiyGUWQMPrp67GMfbLPnc=">AAAB6HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MVjC/YD2lA220m7drMJuxuhhP4C Lx4U8epP8ua/cdvmoK0vLDy8M8POvEEiuDau++0UNja3tneKu6W9/YPDo/LxSVvHqWLYYrGIVTegGgWX2DLcCOwmCmkUCOwEk7t5vfOESvNYPphpgn5ER5KHnFFjraYelCtu1V2IrIOXQwVyNQblr/4wZmmE0jBBte55bmL8jCrDmcBZqZ9qTCib0BH2LEoaofazxaIzcmGdIQljZZ80ZOH+nshopPU0CmxnRM1Yr9bm5n +1XmrCGz/jMkkNSrb8KEwFMTGZX02GXCEzYmqBMsXtroSNqaLM2GxKNgRv9eR1aF9VPcvN60r9No+jCGdwDpfgQQ3qcA8NaAEDhGd4hTfn0Xlx3p2PZWvByWdO4Y+czx/ep4z3</latexit><latexit sha1_base64="IPLIJyyiyGUWQMPrp67GMfbLPnc=">AAAB6HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MVjC/YD2lA220m7drMJuxuhhP4C Lx4U8epP8ua/cdvmoK0vLDy8M8POvEEiuDau++0UNja3tneKu6W9/YPDo/LxSVvHqWLYYrGIVTegGgWX2DLcCOwmCmkUCOwEk7t5vfOESvNYPphpgn5ER5KHnFFjraYelCtu1V2IrIOXQwVyNQblr/4wZmmE0jBBte55bmL8jCrDmcBZqZ9qTCib0BH2LEoaofazxaIzcmGdIQljZZ80ZOH+nshopPU0CmxnRM1Yr9bm5n +1XmrCGz/jMkkNSrb8KEwFMTGZX02GXCEzYmqBMsXtroSNqaLM2GxKNgRv9eR1aF9VPcvN60r9No+jCGdwDpfgQQ3qcA8NaAEDhGd4hTfn0Xlx3p2PZWvByWdO4Y+czx/ep4z3</latexit><latexit sha1_base64="IPLIJyyiyGUWQMPrp67GMfbLPnc=">AAAB6HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MVjC/YD2lA220m7drMJuxuhhP4C Lx4U8epP8ua/cdvmoK0vLDy8M8POvEEiuDau++0UNja3tneKu6W9/YPDo/LxSVvHqWLYYrGIVTegGgWX2DLcCOwmCmkUCOwEk7t5vfOESvNYPphpgn5ER5KHnFFjraYelCtu1V2IrIOXQwVyNQblr/4wZmmE0jBBte55bmL8jCrDmcBZqZ9qTCib0BH2LEoaofazxaIzcmGdIQljZZ80ZOH+nshopPU0CmxnRM1Yr9bm5n +1XmrCGz/jMkkNSrb8KEwFMTGZX02GXCEzYmqBMsXtroSNqaLM2GxKNgRv9eR1aF9VPcvN60r9No+jCGdwDpfgQQ3qcA8NaAEDhGd4hTfn0Xlx3p2PZWvByWdO4Y+czx/ep4z3</latexit><latexit sha1_base64="IPLIJyyiyGUWQMPrp67GMfbLPnc=">AAAB6HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MVjC/YD2lA220m7drMJuxuhhP4C Lx4U8epP8ua/cdvmoK0vLDy8M8POvEEiuDau++0UNja3tneKu6W9/YPDo/LxSVvHqWLYYrGIVTegGgWX2DLcCOwmCmkUCOwEk7t5vfOESvNYPphpgn5ER5KHnFFjraYelCtu1V2IrIOXQwVyNQblr/4wZmmE0jBBte55bmL8jCrDmcBZqZ9qTCib0BH2LEoaofazxaIzcmGdIQljZZ80ZOH+nshopPU0CmxnRM1Yr9bm5n +1XmrCGz/jMkkNSrb8KEwFMTGZX02GXCEzYmqBMsXtroSNqaLM2GxKNgRv9eR1aF9VPcvN60r9No+jCGdwDpfgQQ3qcA8NaAEDhGd4hTfn0Xlx3p2PZWvByWdO4Y+czx/ep4z3</latexit>
DQN
Q(s, a1), . . . Q(s, am)
<latexit sha1_base64="yqylTyLNgxKjEOMNi3wk7/8Tb0w=">AAACBHicbZDLSgMxFIYz9VbrbdRlN8EitFDKjAi6LLpx2YK9QDsMmUymDU0yQ5IRytCFG1/FjQtF3PoQ7nwb03YW2vpD4OM/53By/iBhVGnH+bYKG5tb2zvF3dLe/ sHhkX180lVxKjHp4JjFsh8gRRgVpKOpZqSfSIJ4wEgvmNzO670HIhWNxb2eJsTjaCRoRDHSxvLtcruq6hD5bq0OhyyMtYK5w2u+XXEazkJwHdwcKiBXy7e/hmGMU06ExgwpNXCdRHsZkppiRmalYapIgvAEjcjAoECcKC9bHDGD58YJYRRL84SGC/f3RIa4UlMemE6O9Fit1ubmf7VBqqNrL6MiSTUReLkoShnUMZwnAkMqCdZsagBhSc1fIR4jibA2uZVMCO7qyevQvWi4htuXleZNHkcRlMEZqAIXXIEmuAMt0AEYPIJn8ArerCfrxXq3PpatBSufOQV/ZH3+AKL4lYc=</lat exit><latexit sha1_base64="yqylTyLNgxKjEOMNi3wk7/8Tb0w=">AAACBHicbZDLSgMxFIYz9VbrbdRlN8EitFDKjAi6LLpx2YK9QDsMmUymDU0yQ5IRytCFG1/FjQtF3PoQ7nwb03YW2vpD4OM/53By/iBhVGnH+bYKG5tb2zvF3dLe/ sHhkX180lVxKjHp4JjFsh8gRRgVpKOpZqSfSIJ4wEgvmNzO670HIhWNxb2eJsTjaCRoRDHSxvLtcruq6hD5bq0OhyyMtYK5w2u+XXEazkJwHdwcKiBXy7e/hmGMU06ExgwpNXCdRHsZkppiRmalYapIgvAEjcjAoECcKC9bHDGD58YJYRRL84SGC/f3RIa4UlMemE6O9Fit1ubmf7VBqqNrL6MiSTUReLkoShnUMZwnAkMqCdZsagBhSc1fIR4jibA2uZVMCO7qyevQvWi4htuXleZNHkcRlMEZqAIXXIEmuAMt0AEYPIJn8ArerCfrxXq3PpatBSufOQV/ZH3+AKL4lYc=</lat exit><latexit sha1_base64="yqylTyLNgxKjEOMNi3wk7/8Tb0w=">AAACBHicbZDLSgMxFIYz9VbrbdRlN8EitFDKjAi6LLpx2YK9QDsMmUymDU0yQ5IRytCFG1/FjQtF3PoQ7nwb03YW2vpD4OM/53By/iBhVGnH+bYKG5tb2zvF3dLe/ sHhkX180lVxKjHp4JjFsh8gRRgVpKOpZqSfSIJ4wEgvmNzO670HIhWNxb2eJsTjaCRoRDHSxvLtcruq6hD5bq0OhyyMtYK5w2u+XXEazkJwHdwcKiBXy7e/hmGMU06ExgwpNXCdRHsZkppiRmalYapIgvAEjcjAoECcKC9bHDGD58YJYRRL84SGC/f3RIa4UlMemE6O9Fit1ubmf7VBqqNrL6MiSTUReLkoShnUMZwnAkMqCdZsagBhSc1fIR4jibA2uZVMCO7qyevQvWi4htuXleZNHkcRlMEZqAIXXIEmuAMt0AEYPIJn8ArerCfrxXq3PpatBSufOQV/ZH3+AKL4lYc=</lat exit><latexit sha1_base64="yqylTyLNgxKjEOMNi3wk7/8Tb0w=">AAACBHicbZDLSgMxFIYz9VbrbdRlN8EitFDKjAi6LLpx2YK9QDsMmUymDU0yQ5IRytCFG1/FjQtF3PoQ7nwb03YW2vpD4OM/53By/iBhVGnH+bYKG5tb2zvF3dLe/ sHhkX180lVxKjHp4JjFsh8gRRgVpKOpZqSfSIJ4wEgvmNzO670HIhWNxb2eJsTjaCRoRDHSxvLtcruq6hD5bq0OhyyMtYK5w2u+XXEazkJwHdwcKiBXy7e/hmGMU06ExgwpNXCdRHsZkppiRmalYapIgvAEjcjAoECcKC9bHDGD58YJYRRL84SGC/f3RIa4UlMemE6O9Fit1ubmf7VBqqNrL6MiSTUReLkoShnUMZwnAkMqCdZsagBhSc1fIR4jibA2uZVMCO7qyevQvWi4htuXleZNHkcRlMEZqAIXXIEmuAMt0AEYPIJn8ArerCfrxXq3PpatBSufOQV/ZH3+AKL4lYc=</lat exit>
⇡n
<latexit sha1_base64="6qJnkjZVIvVVpDW9bxze7yDjxTs=">AAAB7HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MVjBdMW2lA22027dLMJuxOhhP 4GLx4U8eoP8ua/cdvmoK0vLDy8M8POvGEqhUHX/XZKG5tb2zvl3cre/sHhUfX4pG2STDPus0QmuhtSw6VQ3EeBkndTzWkcSt4JJ3fzeueJayMS9YjTlAcxHSkRCUbRWn4/FQM1qNbcursQWQevgBoUag2qX/1hwrKYK2SSGtPz3BSDnGoUTPJZpZ8ZnlI2oSPes6hozE2QL5adkQvrDEmUaPsUkoX7eyKnsTHTOLSdM cWxWa3Nzf9qvQyjmyAXKs2QK7b8KMokwYTMLydDoTlDObVAmRZ2V8LGVFOGNp+KDcFbPXkd2ld1z/LDda15W8RRhjM4h0vwoAFNuIcW+MBAwDO8wpujnBfn3flYtpacYuYU/sj5/AHTHY6u</latexit><latexit sha1_base64="6qJnkjZVIvVVpDW9bxze7yDjxTs=">AAAB7HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MVjBdMW2lA22027dLMJuxOhhP 4GLx4U8eoP8ua/cdvmoK0vLDy8M8POvGEqhUHX/XZKG5tb2zvl3cre/sHhUfX4pG2STDPus0QmuhtSw6VQ3EeBkndTzWkcSt4JJ3fzeueJayMS9YjTlAcxHSkRCUbRWn4/FQM1qNbcursQWQevgBoUag2qX/1hwrKYK2SSGtPz3BSDnGoUTPJZpZ8ZnlI2oSPes6hozE2QL5adkQvrDEmUaPsUkoX7eyKnsTHTOLSdM cWxWa3Nzf9qvQyjmyAXKs2QK7b8KMokwYTMLydDoTlDObVAmRZ2V8LGVFOGNp+KDcFbPXkd2ld1z/LDda15W8RRhjM4h0vwoAFNuIcW+MBAwDO8wpujnBfn3flYtpacYuYU/sj5/AHTHY6u</latexit><latexit sha1_base64="6qJnkjZVIvVVpDW9bxze7yDjxTs=">AAAB7HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MVjBdMW2lA22027dLMJuxOhhP 4GLx4U8eoP8ua/cdvmoK0vLDy8M8POvGEqhUHX/XZKG5tb2zvl3cre/sHhUfX4pG2STDPus0QmuhtSw6VQ3EeBkndTzWkcSt4JJ3fzeueJayMS9YjTlAcxHSkRCUbRWn4/FQM1qNbcursQWQevgBoUag2qX/1hwrKYK2SSGtPz3BSDnGoUTPJZpZ8ZnlI2oSPes6hozE2QL5adkQvrDEmUaPsUkoX7eyKnsTHTOLSdM cWxWa3Nzf9qvQyjmyAXKs2QK7b8KMokwYTMLydDoTlDObVAmRZ2V8LGVFOGNp+KDcFbPXkd2ld1z/LDda15W8RRhjM4h0vwoAFNuIcW+MBAwDO8wpujnBfn3flYtpacYuYU/sj5/AHTHY6u</latexit><latexit sha1_base64="ck8pdC+ekZH4nUmSP+ZG7r8lEyk=">AAAB2XicbZDNSgMxFIXv1L86Vq1rN8EiuCozbnQpuHFZwbZCO5RM5k4bmskMyR2hDH 0BF25EfC93vo3pz0JbDwQ+zknIvSculLQUBN9ebWd3b/+gfugfNfzjk9Nmo2fz0gjsilzl5jnmFpXU2CVJCp8LgzyLFfbj6f0i77+gsTLXTzQrMMr4WMtUCk7O6oyaraAdLMW2IVxDC9YaNb+GSS7KDDUJxa0dhEFBUcUNSaFw7g9LiwUXUz7GgUPNM7RRtRxzzi6dk7A0N+5oYkv394uKZ9bOstjdzDhN7Ga2MP/LB iWlt1EldVESarH6KC0Vo5wtdmaJNChIzRxwYaSblYkJN1yQa8Z3HYSbG29D77odOn4MoA7ncAFXEMIN3MEDdKALAhJ4hXdv4r15H6uuat66tDP4I+/zBzjGijg=</latexit><latexit sha1_base64="yVTrhSQgksFz83jEuoo7e0tTvgE=">AAAB4XicbZDNSgMxFIXv1L9aq1a3boJFcFVm3OhScOOygtMK7VAy6Z02NJMZkjtCGf oMblwo4ku5821MfxbaeiDwcU5C7j1xrqQl3//2KlvbO7t71f3aQf3w6LhxUu/YrDACQ5GpzDzF3KKSGkOSpPApN8jTWGE3ntzN8+4zGisz/UjTHKOUj7RMpODkrLCfy4EeNJp+y1+IbUKwgias1B40vvrDTBQpahKKW9sL/JyikhuSQuGs1i8s5lxM+Ah7DjVP0UblYtgZu3DOkCWZcUcTW7i/X5Q8tXaaxu5mymls1 7O5+V/WKyi5iUqp84JQi+VHSaEYZWy+ORtKg4LU1AEXRrpZmRhzwwW5fmquhGB95U3oXLUCxw8+VOEMzuESAriGW7iHNoQgQMILvMG7p71X72NZV8Vb9XYKf+R9/gCsiY1X</latexit><latexit sha1_base64="yVTrhSQgksFz83jEuoo7e0tTvgE=">AAAB4XicbZDNSgMxFIXv1L9aq1a3boJFcFVm3OhScOOygtMK7VAy6Z02NJMZkjtCGf oMblwo4ku5821MfxbaeiDwcU5C7j1xrqQl3//2KlvbO7t71f3aQf3w6LhxUu/YrDACQ5GpzDzF3KKSGkOSpPApN8jTWGE3ntzN8+4zGisz/UjTHKOUj7RMpODkrLCfy4EeNJp+y1+IbUKwgias1B40vvrDTBQpahKKW9sL/JyikhuSQuGs1i8s5lxM+Ah7DjVP0UblYtgZu3DOkCWZcUcTW7i/X5Q8tXaaxu5mymls1 7O5+V/WKyi5iUqp84JQi+VHSaEYZWy+ORtKg4LU1AEXRrpZmRhzwwW5fmquhGB95U3oXLUCxw8+VOEMzuESAriGW7iHNoQgQMILvMG7p71X72NZV8Vb9XYKf+R9/gCsiY1X</latexit><latexit sha1_base64="aSx/IUROtoaib8yzGy0ed7Q66OA=">AAAB7HicbZBNS8NAEIYn9avWr6hHL4tF8FQSL3osevFYwbSFNpTNdtMu3WzC7kQoob /BiwdFvPqDvPlv3LY5aOsLCw/vzLAzb5RJYdDzvp3KxubW9k51t7a3f3B45B6ftE2aa8YDlspUdyNquBSKByhQ8m6mOU0iyTvR5G5e7zxxbUSqHnGa8TChIyViwShaK+hnYqAGbt1reAuRdfBLqEOp1sD96g9TlidcIZPUmJ7vZRgWVKNgks9q/dzwjLIJHfGeRUUTbsJiseyMXFhnSOJU26eQLNzfEwVNjJkmke1MK I7Nam1u/lfr5RjfhIVQWY5cseVHcS4JpmR+ORkKzRnKqQXKtLC7EjammjK0+dRsCP7qyevQvmr4lh+8evO2jKMKZ3AOl+DDNTThHloQAAMBz/AKb45yXpx352PZWnHKmVP4I+fzB9Hdjqo=</latexit><latexit sha1_base64="6qJnkjZVIvVVpDW9bxze7yDjxTs=">AAAB7HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MVjBdMW2lA22027dLMJuxOhhP 4GLx4U8eoP8ua/cdvmoK0vLDy8M8POvGEqhUHX/XZKG5tb2zvl3cre/sHhUfX4pG2STDPus0QmuhtSw6VQ3EeBkndTzWkcSt4JJ3fzeueJayMS9YjTlAcxHSkRCUbRWn4/FQM1qNbcursQWQevgBoUag2qX/1hwrKYK2SSGtPz3BSDnGoUTPJZpZ8ZnlI2oSPes6hozE2QL5adkQvrDEmUaPsUkoX7eyKnsTHTOLSdM cWxWa3Nzf9qvQyjmyAXKs2QK7b8KMokwYTMLydDoTlDObVAmRZ2V8LGVFOGNp+KDcFbPXkd2ld1z/LDda15W8RRhjM4h0vwoAFNuIcW+MBAwDO8wpujnBfn3flYtpacYuYU/sj5/AHTHY6u</latexit><latexit sha1_base64="6qJnkjZVIvVVpDW9bxze7yDjxTs=">AAAB7HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MVjBdMW2lA22027dLMJuxOhhP 4GLx4U8eoP8ua/cdvmoK0vLDy8M8POvGEqhUHX/XZKG5tb2zvl3cre/sHhUfX4pG2STDPus0QmuhtSw6VQ3EeBkndTzWkcSt4JJ3fzeueJayMS9YjTlAcxHSkRCUbRWn4/FQM1qNbcursQWQevgBoUag2qX/1hwrKYK2SSGtPz3BSDnGoUTPJZpZ8ZnlI2oSPes6hozE2QL5adkQvrDEmUaPsUkoX7eyKnsTHTOLSdM cWxWa3Nzf9qvQyjmyAXKs2QK7b8KMokwYTMLydDoTlDObVAmRZ2V8LGVFOGNp+KDcFbPXkd2ld1z/LDda15W8RRhjM4h0vwoAFNuIcW+MBAwDO8wpujnBfn3flYtpacYuYU/sj5/AHTHY6u</latexit><latexit sha1_base64="6qJnkjZVIvVVpDW9bxze7yDjxTs=">AAAB7HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MVjBdMW2lA22027dLMJuxOhhP 4GLx4U8eoP8ua/cdvmoK0vLDy8M8POvGEqhUHX/XZKG5tb2zvl3cre/sHhUfX4pG2STDPus0QmuhtSw6VQ3EeBkndTzWkcSt4JJ3fzeueJayMS9YjTlAcxHSkRCUbRWn4/FQM1qNbcursQWQevgBoUag2qX/1hwrKYK2SSGtPz3BSDnGoUTPJZpZ8ZnlI2oSPes6hozE2QL5adkQvrDEmUaPsUkoX7eyKnsTHTOLSdM cWxWa3Nzf9qvQyjmyAXKs2QK7b8KMokwYTMLydDoTlDObVAmRZ2V8LGVFOGNp+KDcFbPXkd2ld1z/LDda15W8RRhjM4h0vwoAFNuIcW+MBAwDO8wpujnBfn3flYtpacYuYU/sj5/AHTHY6u</latexit><latexit sha1_base64="6qJnkjZVIvVVpDW9bxze7yDjxTs=">AAAB7HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MVjBdMW2lA22027dLMJuxOhhP 4GLx4U8eoP8ua/cdvmoK0vLDy8M8POvGEqhUHX/XZKG5tb2zvl3cre/sHhUfX4pG2STDPus0QmuhtSw6VQ3EeBkndTzWkcSt4JJ3fzeueJayMS9YjTlAcxHSkRCUbRWn4/FQM1qNbcursQWQevgBoUag2qX/1hwrKYK2SSGtPz3BSDnGoUTPJZpZ8ZnlI2oSPes6hozE2QL5adkQvrDEmUaPsUkoX7eyKnsTHTOLSdM cWxWa3Nzf9qvQyjmyAXKs2QK7b8KMokwYTMLydDoTlDObVAmRZ2V8LGVFOGNp+KDcFbPXkd2ld1z/LDda15W8RRhjM4h0vwoAFNuIcW+MBAwDO8wpujnBfn3flYtpacYuYU/sj5/AHTHY6u</latexit><latexit sha1_base64="6qJnkjZVIvVVpDW9bxze7yDjxTs=">AAAB7HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MVjBdMW2lA22027dLMJuxOhhP 4GLx4U8eoP8ua/cdvmoK0vLDy8M8POvGEqhUHX/XZKG5tb2zvl3cre/sHhUfX4pG2STDPus0QmuhtSw6VQ3EeBkndTzWkcSt4JJ3fzeueJayMS9YjTlAcxHSkRCUbRWn4/FQM1qNbcursQWQevgBoUag2qX/1hwrKYK2SSGtPz3BSDnGoUTPJZpZ8ZnlI2oSPes6hozE2QL5adkQvrDEmUaPsUkoX7eyKnsTHTOLSdM cWxWa3Nzf9qvQyjmyAXKs2QK7b8KMokwYTMLydDoTlDObVAmRZ2V8LGVFOGNp+KDcFbPXkd2ld1z/LDda15W8RRhjM4h0vwoAFNuIcW+MBAwDO8wpujnBfn3flYtpacYuYU/sj5/AHTHY6u</latexit><latexit sha1_base64="6qJnkjZVIvVVpDW9bxze7yDjxTs=">AAAB7HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MVjBdMW2lA22027dLMJuxOhhP 4GLx4U8eoP8ua/cdvmoK0vLDy8M8POvGEqhUHX/XZKG5tb2zvl3cre/sHhUfX4pG2STDPus0QmuhtSw6VQ3EeBkndTzWkcSt4JJ3fzeueJayMS9YjTlAcxHSkRCUbRWn4/FQM1qNbcursQWQevgBoUag2qX/1hwrKYK2SSGtPz3BSDnGoUTPJZpZ8ZnlI2oSPes6hozE2QL5adkQvrDEmUaPsUkoX7eyKnsTHTOLSdM cWxWa3Nzf9qvQyjmyAXKs2QK7b8KMokwYTMLydDoTlDObVAmRZ2V8LGVFOGNp+KDcFbPXkd2ld1z/LDda15W8RRhjM4h0vwoAFNuIcW+MBAwDO8wpujnBfn3flYtpacYuYU/sj5/AHTHY6u</latexit>
s
<latexit sha1_base64="IPLIJyyiyGUWQMPrp67GMfbLPnc=">AAAB6HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MVjC/YD2lA220m7drMJuxuhhP4C Lx4U8epP8ua/cdvmoK0vLDy8M8POvEEiuDau++0UNja3tneKu6W9/YPDo/LxSVvHqWLYYrGIVTegGgWX2DLcCOwmCmkUCOwEk7t5vfOESvNYPphpgn5ER5KHnFFjraYelCtu1V2IrIOXQwVyNQblr/4wZmmE0jBBte55bmL8jCrDmcBZqZ9qTCib0BH2LEoaofazxaIzcmGdIQljZZ80ZOH+nshopPU0CmxnRM1Yr9bm5n +1XmrCGz/jMkkNSrb8KEwFMTGZX02GXCEzYmqBMsXtroSNqaLM2GxKNgRv9eR1aF9VPcvN60r9No+jCGdwDpfgQQ3qcA8NaAEDhGd4hTfn0Xlx3p2PZWvByWdO4Y+czx/ep4z3</latexit><latexit sha1_base64="IPLIJyyiyGUWQMPrp67GMfbLPnc=">AAAB6HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MVjC/YD2lA220m7drMJuxuhhP4C Lx4U8epP8ua/cdvmoK0vLDy8M8POvEEiuDau++0UNja3tneKu6W9/YPDo/LxSVvHqWLYYrGIVTegGgWX2DLcCOwmCmkUCOwEk7t5vfOESvNYPphpgn5ER5KHnFFjraYelCtu1V2IrIOXQwVyNQblr/4wZmmE0jBBte55bmL8jCrDmcBZqZ9qTCib0BH2LEoaofazxaIzcmGdIQljZZ80ZOH+nshopPU0CmxnRM1Yr9bm5n +1XmrCGz/jMkkNSrb8KEwFMTGZX02GXCEzYmqBMsXtroSNqaLM2GxKNgRv9eR1aF9VPcvN60r9No+jCGdwDpfgQQ3qcA8NaAEDhGd4hTfn0Xlx3p2PZWvByWdO4Y+czx/ep4z3</latexit><latexit sha1_base64="IPLIJyyiyGUWQMPrp67GMfbLPnc=">AAAB6HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MVjC/YD2lA220m7drMJuxuhhP4C Lx4U8epP8ua/cdvmoK0vLDy8M8POvEEiuDau++0UNja3tneKu6W9/YPDo/LxSVvHqWLYYrGIVTegGgWX2DLcCOwmCmkUCOwEk7t5vfOESvNYPphpgn5ER5KHnFFjraYelCtu1V2IrIOXQwVyNQblr/4wZmmE0jBBte55bmL8jCrDmcBZqZ9qTCib0BH2LEoaofazxaIzcmGdIQljZZ80ZOH+nshopPU0CmxnRM1Yr9bm5n +1XmrCGz/jMkkNSrb8KEwFMTGZX02GXCEzYmqBMsXtroSNqaLM2GxKNgRv9eR1aF9VPcvN60r9No+jCGdwDpfgQQ3qcA8NaAEDhGd4hTfn0Xlx3p2PZWvByWdO4Y+czx/ep4z3</latexit><latexit sha1_base64="IPLIJyyiyGUWQMPrp67GMfbLPnc=">AAAB6HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MVjC/YD2lA220m7drMJuxuhhP4C Lx4U8epP8ua/cdvmoK0vLDy8M8POvEEiuDau++0UNja3tneKu6W9/YPDo/LxSVvHqWLYYrGIVTegGgWX2DLcCOwmCmkUCOwEk7t5vfOESvNYPphpgn5ER5KHnFFjraYelCtu1V2IrIOXQwVyNQblr/4wZmmE0jBBte55bmL8jCrDmcBZqZ9qTCib0BH2LEoaofazxaIzcmGdIQljZZ80ZOH+nshopPU0CmxnRM1Yr9bm5n +1XmrCGz/jMkkNSrb8KEwFMTGZX02GXCEzYmqBMsXtroSNqaLM2GxKNgRv9eR1aF9VPcvN60r9No+jCGdwDpfgQQ3qcA8NaAEDhGd4hTfn0Xlx3p2PZWvByWdO4Y+czx/ep4z3</latexit>
DQN
Q(s, a1), . . . Q(s, am)
<latexit sha1_base64="yqylTyLNgxKjEOMNi3wk7/8Tb0w=">AAACBHicbZDLSgMxFIYz9VbrbdRlN8EitFDKjAi6LLpx2YK9QDsMmUymDU0yQ5IRytCFG1/FjQtF3PoQ7nwb03YW2vpD4OM/53By/iBhVGnH+bYKG5tb2zvF3dLe/ sHhkX180lVxKjHp4JjFsh8gRRgVpKOpZqSfSIJ4wEgvmNzO670HIhWNxb2eJsTjaCRoRDHSxvLtcruq6hD5bq0OhyyMtYK5w2u+XXEazkJwHdwcKiBXy7e/hmGMU06ExgwpNXCdRHsZkppiRmalYapIgvAEjcjAoECcKC9bHDGD58YJYRRL84SGC/f3RIa4UlMemE6O9Fit1ubmf7VBqqNrL6MiSTUReLkoShnUMZwnAkMqCdZsagBhSc1fIR4jibA2uZVMCO7qyevQvWi4htuXleZNHkcRlMEZqAIXXIEmuAMt0AEYPIJn8ArerCfrxXq3PpatBSufOQV/ZH3+AKL4lYc=</lat exit><latexit sha1_base64="yqylTyLNgxKjEOMNi3wk7/8Tb0w=">AAACBHicbZDLSgMxFIYz9VbrbdRlN8EitFDKjAi6LLpx2YK9QDsMmUymDU0yQ5IRytCFG1/FjQtF3PoQ7nwb03YW2vpD4OM/53By/iBhVGnH+bYKG5tb2zvF3dLe/ sHhkX180lVxKjHp4JjFsh8gRRgVpKOpZqSfSIJ4wEgvmNzO670HIhWNxb2eJsTjaCRoRDHSxvLtcruq6hD5bq0OhyyMtYK5w2u+XXEazkJwHdwcKiBXy7e/hmGMU06ExgwpNXCdRHsZkppiRmalYapIgvAEjcjAoECcKC9bHDGD58YJYRRL84SGC/f3RIa4UlMemE6O9Fit1ubmf7VBqqNrL6MiSTUReLkoShnUMZwnAkMqCdZsagBhSc1fIR4jibA2uZVMCO7qyevQvWi4htuXleZNHkcRlMEZqAIXXIEmuAMt0AEYPIJn8ArerCfrxXq3PpatBSufOQV/ZH3+AKL4lYc=</lat exit><latexit sha1_base64="yqylTyLNgxKjEOMNi3wk7/8Tb0w=">AAACBHicbZDLSgMxFIYz9VbrbdRlN8EitFDKjAi6LLpx2YK9QDsMmUymDU0yQ5IRytCFG1/FjQtF3PoQ7nwb03YW2vpD4OM/53By/iBhVGnH+bYKG5tb2zvF3dLe/ sHhkX180lVxKjHp4JjFsh8gRRgVpKOpZqSfSIJ4wEgvmNzO670HIhWNxb2eJsTjaCRoRDHSxvLtcruq6hD5bq0OhyyMtYK5w2u+XXEazkJwHdwcKiBXy7e/hmGMU06ExgwpNXCdRHsZkppiRmalYapIgvAEjcjAoECcKC9bHDGD58YJYRRL84SGC/f3RIa4UlMemE6O9Fit1ubmf7VBqqNrL6MiSTUReLkoShnUMZwnAkMqCdZsagBhSc1fIR4jibA2uZVMCO7qyevQvWi4htuXleZNHkcRlMEZqAIXXIEmuAMt0AEYPIJn8ArerCfrxXq3PpatBSufOQV/ZH3+AKL4lYc=</lat exit><latexit sha1_base64="yqylTyLNgxKjEOMNi3wk7/8Tb0w=">AAACBHicbZDLSgMxFIYz9VbrbdRlN8EitFDKjAi6LLpx2YK9QDsMmUymDU0yQ5IRytCFG1/FjQtF3PoQ7nwb03YW2vpD4OM/53By/iBhVGnH+bYKG5tb2zvF3dLe/ sHhkX180lVxKjHp4JjFsh8gRRgVpKOpZqSfSIJ4wEgvmNzO670HIhWNxb2eJsTjaCRoRDHSxvLtcruq6hD5bq0OhyyMtYK5w2u+XXEazkJwHdwcKiBXy7e/hmGMU06ExgwpNXCdRHsZkppiRmalYapIgvAEjcjAoECcKC9bHDGD58YJYRRL84SGC/f3RIa4UlMemE6O9Fit1ubmf7VBqqNrL6MiSTUReLkoShnUMZwnAkMqCdZsagBhSc1fIR4jibA2uZVMCO7qyevQvWi4htuXleZNHkcRlMEZqAIXXIEmuAMt0AEYPIJn8ArerCfrxXq3PpatBSufOQV/ZH3+AKL4lYc=</lat exit>
⇡2
<latexit sha1_base64="BT6wUhZJIjtnNlJLLlbo0yvAw/M=">AAAB7HicbZBNS8NAEIYn9avWr6pHL4tF8FSSIuix6MVjBdMW2lA220m7dLMJuxuhh P4GLx4U8eoP8ua/cdvmoK0vLDy8M8POvGEquDau++2UNja3tnfKu5W9/YPDo+rxSVsnmWLos0QkqhtSjYJL9A03ArupQhqHAjvh5G5e7zyh0jyRj2aaYhDTkeQRZ9RYy++nfNAYVGtu3V2IrINXQA0KtQbVr/4wYVmM0jBBte55bmqCnCrDmcBZpZ9pTCmb0BH2LEoaow7yxbIzcmGdIYkSZZ80ZOH+nshprPU0Dm1 nTM1Yr9bm5n+1XmaimyDnMs0MSrb8KMoEMQmZX06GXCEzYmqBMsXtroSNqaLM2HwqNgRv9eR1aDfqnuWHq1rztoijDGdwDpfgwTU04R5a4AMDDs/wCm+OdF6cd+dj2VpyiplT+CPn8wd4LY5y</latexit><latexit sha1_base64="BT6wUhZJIjtnNlJLLlbo0yvAw/M=">AAAB7HicbZBNS8NAEIYn9avWr6pHL4tF8FSSIuix6MVjBdMW2lA220m7dLMJuxuhh P4GLx4U8eoP8ua/cdvmoK0vLDy8M8POvGEquDau++2UNja3tnfKu5W9/YPDo+rxSVsnmWLos0QkqhtSjYJL9A03ArupQhqHAjvh5G5e7zyh0jyRj2aaYhDTkeQRZ9RYy++nfNAYVGtu3V2IrINXQA0KtQbVr/4wYVmM0jBBte55bmqCnCrDmcBZpZ9pTCmb0BH2LEoaow7yxbIzcmGdIYkSZZ80ZOH+nshprPU0Dm1 nTM1Yr9bm5n+1XmaimyDnMs0MSrb8KMoEMQmZX06GXCEzYmqBMsXtroSNqaLM2HwqNgRv9eR1aDfqnuWHq1rztoijDGdwDpfgwTU04R5a4AMDDs/wCm+OdF6cd+dj2VpyiplT+CPn8wd4LY5y</latexit><latexit sha1_base64="BT6wUhZJIjtnNlJLLlbo0yvAw/M=">AAAB7HicbZBNS8NAEIYn9avWr6pHL4tF8FSSIuix6MVjBdMW2lA220m7dLMJuxuhh P4GLx4U8eoP8ua/cdvmoK0vLDy8M8POvGEquDau++2UNja3tnfKu5W9/YPDo+rxSVsnmWLos0QkqhtSjYJL9A03ArupQhqHAjvh5G5e7zyh0jyRj2aaYhDTkeQRZ9RYy++nfNAYVGtu3V2IrINXQA0KtQbVr/4wYVmM0jBBte55bmqCnCrDmcBZpZ9pTCmb0BH2LEoaow7yxbIzcmGdIYkSZZ80ZOH+nshprPU0Dm1 nTM1Yr9bm5n+1XmaimyDnMs0MSrb8KMoEMQmZX06GXCEzYmqBMsXtroSNqaLM2HwqNgRv9eR1aDfqnuWHq1rztoijDGdwDpfgwTU04R5a4AMDDs/wCm+OdF6cd+dj2VpyiplT+CPn8wd4LY5y</latexit><latexit sha1_base64="BT6wUhZJIjtnNlJLLlbo0yvAw/M=">AAAB7HicbZBNS8NAEIYn9avWr6pHL4tF8FSSIuix6MVjBdMW2lA220m7dLMJuxuhh P4GLx4U8eoP8ua/cdvmoK0vLDy8M8POvGEquDau++2UNja3tnfKu5W9/YPDo+rxSVsnmWLos0QkqhtSjYJL9A03ArupQhqHAjvh5G5e7zyh0jyRj2aaYhDTkeQRZ9RYy++nfNAYVGtu3V2IrINXQA0KtQbVr/4wYVmM0jBBte55bmqCnCrDmcBZpZ9pTCmb0BH2LEoaow7yxbIzcmGdIYkSZZ80ZOH+nshprPU0Dm1 nTM1Yr9bm5n+1XmaimyDnMs0MSrb8KMoEMQmZX06GXCEzYmqBMsXtroSNqaLM2HwqNgRv9eR1aDfqnuWHq1rztoijDGdwDpfgwTU04R5a4AMDDs/wCm+OdF6cd+dj2VpyiplT+CPn8wd4LY5y</latexit>
s
<latexit sha1_base64="IPLIJyyiyGUWQMPrp67GMfbLPnc=">AAAB6HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MVjC/YD2lA220m7drMJuxuhhP4C Lx4U8epP8ua/cdvmoK0vLDy8M8POvEEiuDau++0UNja3tneKu6W9/YPDo/LxSVvHqWLYYrGIVTegGgWX2DLcCOwmCmkUCOwEk7t5vfOESvNYPphpgn5ER5KHnFFjraYelCtu1V2IrIOXQwVyNQblr/4wZmmE0jBBte55bmL8jCrDmcBZqZ9qTCib0BH2LEoaofazxaIzcmGdIQljZZ80ZOH+nshopPU0CmxnRM1Yr9bm5n +1XmrCGz/jMkkNSrb8KEwFMTGZX02GXCEzYmqBMsXtroSNqaLM2GxKNgRv9eR1aF9VPcvN60r9No+jCGdwDpfgQQ3qcA8NaAEDhGd4hTfn0Xlx3p2PZWvByWdO4Y+czx/ep4z3</latexit><latexit sha1_base64="IPLIJyyiyGUWQMPrp67GMfbLPnc=">AAAB6HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MVjC/YD2lA220m7drMJuxuhhP4C Lx4U8epP8ua/cdvmoK0vLDy8M8POvEEiuDau++0UNja3tneKu6W9/YPDo/LxSVvHqWLYYrGIVTegGgWX2DLcCOwmCmkUCOwEk7t5vfOESvNYPphpgn5ER5KHnFFjraYelCtu1V2IrIOXQwVyNQblr/4wZmmE0jBBte55bmL8jCrDmcBZqZ9qTCib0BH2LEoaofazxaIzcmGdIQljZZ80ZOH+nshopPU0CmxnRM1Yr9bm5n +1XmrCGz/jMkkNSrb8KEwFMTGZX02GXCEzYmqBMsXtroSNqaLM2GxKNgRv9eR1aF9VPcvN60r9No+jCGdwDpfgQQ3qcA8NaAEDhGd4hTfn0Xlx3p2PZWvByWdO4Y+czx/ep4z3</latexit><latexit sha1_base64="IPLIJyyiyGUWQMPrp67GMfbLPnc=">AAAB6HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MVjC/YD2lA220m7drMJuxuhhP4C Lx4U8epP8ua/cdvmoK0vLDy8M8POvEEiuDau++0UNja3tneKu6W9/YPDo/LxSVvHqWLYYrGIVTegGgWX2DLcCOwmCmkUCOwEk7t5vfOESvNYPphpgn5ER5KHnFFjraYelCtu1V2IrIOXQwVyNQblr/4wZmmE0jBBte55bmL8jCrDmcBZqZ9qTCib0BH2LEoaofazxaIzcmGdIQljZZ80ZOH+nshopPU0CmxnRM1Yr9bm5n +1XmrCGz/jMkkNSrb8KEwFMTGZX02GXCEzYmqBMsXtroSNqaLM2GxKNgRv9eR1aF9VPcvN60r9No+jCGdwDpfgQQ3qcA8NaAEDhGd4hTfn0Xlx3p2PZWvByWdO4Y+czx/ep4z3</latexit><latexit sha1_base64="IPLIJyyiyGUWQMPrp67GMfbLPnc=">AAAB6HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MVjC/YD2lA220m7drMJuxuhhP4C Lx4U8epP8ua/cdvmoK0vLDy8M8POvEEiuDau++0UNja3tneKu6W9/YPDo/LxSVvHqWLYYrGIVTegGgWX2DLcCOwmCmkUCOwEk7t5vfOESvNYPphpgn5ER5KHnFFjraYelCtu1V2IrIOXQwVyNQblr/4wZmmE0jBBte55bmL8jCrDmcBZqZ9qTCib0BH2LEoaofazxaIzcmGdIQljZZ80ZOH+nshopPU0CmxnRM1Yr9bm5n +1XmrCGz/jMkkNSrb8KEwFMTGZX02GXCEzYmqBMsXtroSNqaLM2GxKNgRv9eR1aF9VPcvN60r9No+jCGdwDpfgQQ3qcA8NaAEDhGd4hTfn0Xlx3p2PZWvByWdO4Y+czx/ep4z3</latexit>
DQN
Q(s, a1), . . . Q(s, am)
<latexit sha1_base64="yqylTyLNgxKjEOMNi3wk7/8Tb0w=">AAACBHicbZDLSgMxFIYz9VbrbdRlN8EitFDKjAi6LLpx2YK9QDsMmUymDU0yQ5IRytCFG1/FjQtF3PoQ7nwb03YW2vpD4OM/53By/iBhVGnH+bYKG5tb2zvF3dLe/ sHhkX180lVxKjHp4JjFsh8gRRgVpKOpZqSfSIJ4wEgvmNzO670HIhWNxb2eJsTjaCRoRDHSxvLtcruq6hD5bq0OhyyMtYK5w2u+XXEazkJwHdwcKiBXy7e/hmGMU06ExgwpNXCdRHsZkppiRmalYapIgvAEjcjAoECcKC9bHDGD58YJYRRL84SGC/f3RIa4UlMemE6O9Fit1ubmf7VBqqNrL6MiSTUReLkoShnUMZwnAkMqCdZsagBhSc1fIR4jibA2uZVMCO7qyevQvWi4htuXleZNHkcRlMEZqAIXXIEmuAMt0AEYPIJn8ArerCfrxXq3PpatBSufOQV/ZH3+AKL4lYc=</lat exit><latexit sha1_base64="yqylTyLNgxKjEOMNi3wk7/8Tb0w=">AAACBHicbZDLSgMxFIYz9VbrbdRlN8EitFDKjAi6LLpx2YK9QDsMmUymDU0yQ5IRytCFG1/FjQtF3PoQ7nwb03YW2vpD4OM/53By/iBhVGnH+bYKG5tb2zvF3dLe/ sHhkX180lVxKjHp4JjFsh8gRRgVpKOpZqSfSIJ4wEgvmNzO670HIhWNxb2eJsTjaCRoRDHSxvLtcruq6hD5bq0OhyyMtYK5w2u+XXEazkJwHdwcKiBXy7e/hmGMU06ExgwpNXCdRHsZkppiRmalYapIgvAEjcjAoECcKC9bHDGD58YJYRRL84SGC/f3RIa4UlMemE6O9Fit1ubmf7VBqqNrL6MiSTUReLkoShnUMZwnAkMqCdZsagBhSc1fIR4jibA2uZVMCO7qyevQvWi4htuXleZNHkcRlMEZqAIXXIEmuAMt0AEYPIJn8ArerCfrxXq3PpatBSufOQV/ZH3+AKL4lYc=</lat exit><latexit sha1_base64="yqylTyLNgxKjEOMNi3wk7/8Tb0w=">AAACBHicbZDLSgMxFIYz9VbrbdRlN8EitFDKjAi6LLpx2YK9QDsMmUymDU0yQ5IRytCFG1/FjQtF3PoQ7nwb03YW2vpD4OM/53By/iBhVGnH+bYKG5tb2zvF3dLe/ sHhkX180lVxKjHp4JjFsh8gRRgVpKOpZqSfSIJ4wEgvmNzO670HIhWNxb2eJsTjaCRoRDHSxvLtcruq6hD5bq0OhyyMtYK5w2u+XXEazkJwHdwcKiBXy7e/hmGMU06ExgwpNXCdRHsZkppiRmalYapIgvAEjcjAoECcKC9bHDGD58YJYRRL84SGC/f3RIa4UlMemE6O9Fit1ubmf7VBqqNrL6MiSTUReLkoShnUMZwnAkMqCdZsagBhSc1fIR4jibA2uZVMCO7qyevQvWi4htuXleZNHkcRlMEZqAIXXIEmuAMt0AEYPIJn8ArerCfrxXq3PpatBSufOQV/ZH3+AKL4lYc=</lat exit><latexit sha1_base64="yqylTyLNgxKjEOMNi3wk7/8Tb0w=">AAACBHicbZDLSgMxFIYz9VbrbdRlN8EitFDKjAi6LLpx2YK9QDsMmUymDU0yQ5IRytCFG1/FjQtF3PoQ7nwb03YW2vpD4OM/53By/iBhVGnH+bYKG5tb2zvF3dLe/ sHhkX180lVxKjHp4JjFsh8gRRgVpKOpZqSfSIJ4wEgvmNzO670HIhWNxb2eJsTjaCRoRDHSxvLtcruq6hD5bq0OhyyMtYK5w2u+XXEazkJwHdwcKiBXy7e/hmGMU06ExgwpNXCdRHsZkppiRmalYapIgvAEjcjAoECcKC9bHDGD58YJYRRL84SGC/f3RIa4UlMemE6O9Fit1ubmf7VBqqNrL6MiSTUReLkoShnUMZwnAkMqCdZsagBhSc1fIR4jibA2uZVMCO7qyevQvWi4htuXleZNHkcRlMEZqAIXXIEmuAMt0AEYPIJn8ArerCfrxXq3PpatBSufOQV/ZH3+AKL4lYc=</lat exit>
⇡1
<latexit sha1_base64="FIc5GjL5UDZUkCCVNYIR9WAPZyQ=">AAAB7HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MVjBdMW2lA22027dLMJuxOhh P4GLx4U8eoP8ua/cdvmoK0vLDy8M8POvGEqhUHX/XZKG5tb2zvl3cre/sHhUfX4pG2STDPus0QmuhtSw6VQ3EeBkndTzWkcSt4JJ3fzeueJayMS9YjTlAcxHSkRCUbRWn4/FQNvUK25dXchsg5eATUo1BpUv/rDhGUxV8gkNabnuSkGOdUomOSzSj8zPKVsQke8Z1HRmJsgXyw7IxfWGZIo0fYpJAv390ROY2OmcW g7Y4pjs1qbm//VehlGN0EuVJohV2z5UZRJggmZX06GQnOGcmqBMi3sroSNqaYMbT4VG4K3evI6tK/qnuWH61rztoijDGdwDpfgQQOacA8t8IGBgGd4hTdHOS/Ou/OxbC05xcwp/JHz+QN2qY5x</latexit><latexit sha1_base64="FIc5GjL5UDZUkCCVNYIR9WAPZyQ=">AAAB7HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MVjBdMW2lA22027dLMJuxOhh P4GLx4U8eoP8ua/cdvmoK0vLDy8M8POvGEqhUHX/XZKG5tb2zvl3cre/sHhUfX4pG2STDPus0QmuhtSw6VQ3EeBkndTzWkcSt4JJ3fzeueJayMS9YjTlAcxHSkRCUbRWn4/FQNvUK25dXchsg5eATUo1BpUv/rDhGUxV8gkNabnuSkGOdUomOSzSj8zPKVsQke8Z1HRmJsgXyw7IxfWGZIo0fYpJAv390ROY2OmcW g7Y4pjs1qbm//VehlGN0EuVJohV2z5UZRJggmZX06GQnOGcmqBMi3sroSNqaYMbT4VG4K3evI6tK/qnuWH61rztoijDGdwDpfgQQOacA8t8IGBgGd4hTdHOS/Ou/OxbC05xcwp/JHz+QN2qY5x</latexit><latexit sha1_base64="FIc5GjL5UDZUkCCVNYIR9WAPZyQ=">AAAB7HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MVjBdMW2lA22027dLMJuxOhh P4GLx4U8eoP8ua/cdvmoK0vLDy8M8POvGEqhUHX/XZKG5tb2zvl3cre/sHhUfX4pG2STDPus0QmuhtSw6VQ3EeBkndTzWkcSt4JJ3fzeueJayMS9YjTlAcxHSkRCUbRWn4/FQNvUK25dXchsg5eATUo1BpUv/rDhGUxV8gkNabnuSkGOdUomOSzSj8zPKVsQke8Z1HRmJsgXyw7IxfWGZIo0fYpJAv390ROY2OmcW g7Y4pjs1qbm//VehlGN0EuVJohV2z5UZRJggmZX06GQnOGcmqBMi3sroSNqaYMbT4VG4K3evI6tK/qnuWH61rztoijDGdwDpfgQQOacA8t8IGBgGd4hTdHOS/Ou/OxbC05xcwp/JHz+QN2qY5x</latexit><latexit sha1_base64="FIc5GjL5UDZUkCCVNYIR9WAPZyQ=">AAAB7HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEeqx6MVjBdMW2lA22027dLMJuxOhh P4GLx4U8eoP8ua/cdvmoK0vLDy8M8POvGEqhUHX/XZKG5tb2zvl3cre/sHhUfX4pG2STDPus0QmuhtSw6VQ3EeBkndTzWkcSt4JJ3fzeueJayMS9YjTlAcxHSkRCUbRWn4/FQNvUK25dXchsg5eATUo1BpUv/rDhGUxV8gkNabnuSkGOdUomOSzSj8zPKVsQke8Z1HRmJsgXyw7IxfWGZIo0fYpJAv390ROY2OmcW g7Y4pjs1qbm//VehlGN0EuVJohV2z5UZRJggmZX06GQnOGcmqBMi3sroSNqaYMbT4VG4K3evI6tK/qnuWH61rztoijDGdwDpfgQQOacA8t8IGBgGd4hTdHOS/Ou/OxbC05xcwp/JHz+QN2qY5x</latexit>
R✓1<latexit sha1_base64="RBkw7b9gXvKANePqpmYXYoQPWLQ=">AAAB8XicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY9OKxiv3ANpbNdtMu3WzC7kQoof/CiwdFvPpvvPlv3LY5aOsLCw /vzLAzb5BIYdB1v53Cyura+kZxs7S1vbO7V94/aJo41Yw3WCxj3Q6o4VIo3kCBkrcTzWkUSN4KRtfTeuuJayNidY/jhPsRHSgRCkbRWg93Pe+xi0OOtFeuuFV3JrIMXg4VyFXvlb+6/ZilEVfIJDWm47kJ+hnVKJjkk1I3NTyhbEQHvGNR0YgbP5ttPCEn1umTMNb2KSQz9/dERiNjxlFgOyOKQ7NYm5r/1Tophpd+JlSSIlds/lGYSoIxmZ5P+kJzhnJsgTIt7K6EDammDG1IJRuC t3jyMjTPqp7l2/NK7SqPowhHcAyn4MEF1OAG6tAABgqe4RXeHOO8OO/Ox7y14OQzh/BHzucPJk+QkA==</latexit><latexit sha1_base64="RBkw7b9gXvKANePqpmYXYoQPWLQ=">AAAB8XicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY9OKxiv3ANpbNdtMu3WzC7kQoof/CiwdFvPpvvPlv3LY5aOsLCw /vzLAzb5BIYdB1v53Cyura+kZxs7S1vbO7V94/aJo41Yw3WCxj3Q6o4VIo3kCBkrcTzWkUSN4KRtfTeuuJayNidY/jhPsRHSgRCkbRWg93Pe+xi0OOtFeuuFV3JrIMXg4VyFXvlb+6/ZilEVfIJDWm47kJ+hnVKJjkk1I3NTyhbEQHvGNR0YgbP5ttPCEn1umTMNb2KSQz9/dERiNjxlFgOyOKQ7NYm5r/1Tophpd+JlSSIlds/lGYSoIxmZ5P+kJzhnJsgTIt7K6EDammDG1IJRuC t3jyMjTPqp7l2/NK7SqPowhHcAyn4MEF1OAG6tAABgqe4RXeHOO8OO/Ox7y14OQzh/BHzucPJk+QkA==</latexit><latexit sha1_base64="RBkw7b9gXvKANePqpmYXYoQPWLQ=">AAAB8XicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY9OKxiv3ANpbNdtMu3WzC7kQoof/CiwdFvPpvvPlv3LY5aOsLCw /vzLAzb5BIYdB1v53Cyura+kZxs7S1vbO7V94/aJo41Yw3WCxj3Q6o4VIo3kCBkrcTzWkUSN4KRtfTeuuJayNidY/jhPsRHSgRCkbRWg93Pe+xi0OOtFeuuFV3JrIMXg4VyFXvlb+6/ZilEVfIJDWm47kJ+hnVKJjkk1I3NTyhbEQHvGNR0YgbP5ttPCEn1umTMNb2KSQz9/dERiNjxlFgOyOKQ7NYm5r/1Tophpd+JlSSIlds/lGYSoIxmZ5P+kJzhnJsgTIt7K6EDammDG1IJRuC t3jyMjTPqp7l2/NK7SqPowhHcAyn4MEF1OAG6tAABgqe4RXeHOO8OO/Ox7y14OQzh/BHzucPJk+QkA==</latexit><latexit sha1_base64="ck8pdC+ekZH4nUmSP+ZG7r8lEyk=">AAAB2XicbZDNSgMxFIXv1L86Vq1rN8EiuCozbnQpuHFZwbZCO5RM5k4bmskMyR2hDH0BF25EfC93vo3pz0JbDwQ+zk nIvSculLQUBN9ebWd3b/+gfugfNfzjk9Nmo2fz0gjsilzl5jnmFpXU2CVJCp8LgzyLFfbj6f0i77+gsTLXTzQrMMr4WMtUCk7O6oyaraAdLMW2IVxDC9YaNb+GSS7KDDUJxa0dhEFBUcUNSaFw7g9LiwUXUz7GgUPNM7RRtRxzzi6dk7A0N+5oYkv394uKZ9bOstjdzDhN7Ga2MP/LBiWlt1EldVESarH6KC0Vo5wtdmaJNChIzRxwYaSblYkJN1yQa8Z3HYSbG29D77odOn4MoA7n cAFXEMIN3MEDdKALAhJ4hXdv4r15H6uuat66tDP4I+/zBzjGijg=</latexit><latexit sha1_base64="1MVFvi/UvvCKLCrQ9Lt7Ondo2As=">AAAB5nicbZBLSwMxFIXv1FetVatbN8EiuCozbnQpuHFZxT6wHUsmvW1DM5khuSOUof/CjQtF/Enu/Demj4W2Hgh8nJ OQe0+UKmnJ97+9wsbm1vZOcbe0V94/OKwclZs2yYzAhkhUYtoRt6ikxgZJUthODfI4UtiKxjezvPWMxspEP9AkxTDmQy0HUnBy1uN9L3jq0giJ9ypVv+bPxdYhWEIVlqr3Kl/dfiKyGDUJxa3tBH5KYc4NSaFwWupmFlMuxnyIHYeax2jDfD7xlJ05p88GiXFHE5u7v1/kPLZ2EkfuZsxpZFezmflf1slocBXmUqcZoRaLjwaZYpSw2fqsLw0KUhMHXBjpZmVixA0X5EoquRKC1ZXX oXlRCxzf+VCEEziFcwjgEq7hFurQAAEaXuAN3j3rvXofi7oK3rK3Y/gj7/MH69yPNA==</latexit><latexit sha1_base64="1MVFvi/UvvCKLCrQ9Lt7Ondo2As=">AAAB5nicbZBLSwMxFIXv1FetVatbN8EiuCozbnQpuHFZxT6wHUsmvW1DM5khuSOUof/CjQtF/Enu/Demj4W2Hgh8nJ OQe0+UKmnJ97+9wsbm1vZOcbe0V94/OKwclZs2yYzAhkhUYtoRt6ikxgZJUthODfI4UtiKxjezvPWMxspEP9AkxTDmQy0HUnBy1uN9L3jq0giJ9ypVv+bPxdYhWEIVlqr3Kl/dfiKyGDUJxa3tBH5KYc4NSaFwWupmFlMuxnyIHYeax2jDfD7xlJ05p88GiXFHE5u7v1/kPLZ2EkfuZsxpZFezmflf1slocBXmUqcZoRaLjwaZYpSw2fqsLw0KUhMHXBjpZmVixA0X5EoquRKC1ZXX oXlRCxzf+VCEEziFcwjgEq7hFurQAAEaXuAN3j3rvXofi7oK3rK3Y/gj7/MH69yPNA==</latexit><latexit sha1_base64="1BUT1TDnI8QLP6ANLm3B0cW6uB0=">AAAB8XicbZA9SwNBEIbn/IzxK2ppcxgEq3Bno2XQxjKK+cDkDHubuWTJ3t6xOyeEkH9hY6GIrf/Gzn/jJrlCE19YeH hnhp15w1QKQ5737aysrq1vbBa2its7u3v7pYPDhkkyzbHOE5noVsgMSqGwToIktlKNLA4lNsPh9bTefEJtRKLuaZRiELO+EpHgjKz1cNf1Hzs0QGLdUtmreDO5y+DnUIZctW7pq9NLeBajIi6ZMW3fSykYM02CS5wUO5nBlPEh62PbomIxmmA823jinlqn50aJtk+RO3N/T4xZbMwoDm1nzGhgFmtT879aO6PoMhgLlWaEis8/ijLpUuJOz3d7QiMnObLAuBZ2V5cPmGacbEhFG4K/ ePIyNM4rvuVbr1y9yuMowDGcwBn4cAFVuIEa1IGDgmd4hTfHOC/Ou/Mxb11x8pkj+CPn8wclD5CM</latexit><latexit sha1_base64="RBkw7b9gXvKANePqpmYXYoQPWLQ=">AAAB8XicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY9OKxiv3ANpbNdtMu3WzC7kQoof/CiwdFvPpvvPlv3LY5aOsLCw /vzLAzb5BIYdB1v53Cyura+kZxs7S1vbO7V94/aJo41Yw3WCxj3Q6o4VIo3kCBkrcTzWkUSN4KRtfTeuuJayNidY/jhPsRHSgRCkbRWg93Pe+xi0OOtFeuuFV3JrIMXg4VyFXvlb+6/ZilEVfIJDWm47kJ+hnVKJjkk1I3NTyhbEQHvGNR0YgbP5ttPCEn1umTMNb2KSQz9/dERiNjxlFgOyOKQ7NYm5r/1Tophpd+JlSSIlds/lGYSoIxmZ5P+kJzhnJsgTIt7K6EDammDG1IJRuC t3jyMjTPqp7l2/NK7SqPowhHcAyn4MEF1OAG6tAABgqe4RXeHOO8OO/Ox7y14OQzh/BHzucPJk+QkA==</latexit><latexit sha1_base64="RBkw7b9gXvKANePqpmYXYoQPWLQ=">AAAB8XicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY9OKxiv3ANpbNdtMu3WzC7kQoof/CiwdFvPpvvPlv3LY5aOsLCw /vzLAzb5BIYdB1v53Cyura+kZxs7S1vbO7V94/aJo41Yw3WCxj3Q6o4VIo3kCBkrcTzWkUSN4KRtfTeuuJayNidY/jhPsRHSgRCkbRWg93Pe+xi0OOtFeuuFV3JrIMXg4VyFXvlb+6/ZilEVfIJDWm47kJ+hnVKJjkk1I3NTyhbEQHvGNR0YgbP5ttPCEn1umTMNb2KSQz9/dERiNjxlFgOyOKQ7NYm5r/1Tophpd+JlSSIlds/lGYSoIxmZ5P+kJzhnJsgTIt7K6EDammDG1IJRuC t3jyMjTPqp7l2/NK7SqPowhHcAyn4MEF1OAG6tAABgqe4RXeHOO8OO/Ox7y14OQzh/BHzucPJk+QkA==</latexit><latexit sha1_base64="RBkw7b9gXvKANePqpmYXYoQPWLQ=">AAAB8XicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY9OKxiv3ANpbNdtMu3WzC7kQoof/CiwdFvPpvvPlv3LY5aOsLCw /vzLAzb5BIYdB1v53Cyura+kZxs7S1vbO7V94/aJo41Yw3WCxj3Q6o4VIo3kCBkrcTzWkUSN4KRtfTeuuJayNidY/jhPsRHSgRCkbRWg93Pe+xi0OOtFeuuFV3JrIMXg4VyFXvlb+6/ZilEVfIJDWm47kJ+hnVKJjkk1I3NTyhbEQHvGNR0YgbP5ttPCEn1umTMNb2KSQz9/dERiNjxlFgOyOKQ7NYm5r/1Tophpd+JlSSIlds/lGYSoIxmZ5P+kJzhnJsgTIt7K6EDammDG1IJRuC t3jyMjTPqp7l2/NK7SqPowhHcAyn4MEF1OAG6tAABgqe4RXeHOO8OO/Ox7y14OQzh/BHzucPJk+QkA==</latexit><latexit sha1_base64="RBkw7b9gXvKANePqpmYXYoQPWLQ=">AAAB8XicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY9OKxiv3ANpbNdtMu3WzC7kQoof/CiwdFvPpvvPlv3LY5aOsLCw /vzLAzb5BIYdB1v53Cyura+kZxs7S1vbO7V94/aJo41Yw3WCxj3Q6o4VIo3kCBkrcTzWkUSN4KRtfTeuuJayNidY/jhPsRHSgRCkbRWg93Pe+xi0OOtFeuuFV3JrIMXg4VyFXvlb+6/ZilEVfIJDWm47kJ+hnVKJjkk1I3NTyhbEQHvGNR0YgbP5ttPCEn1umTMNb2KSQz9/dERiNjxlFgOyOKQ7NYm5r/1Tophpd+JlSSIlds/lGYSoIxmZ5P+kJzhnJsgTIt7K6EDammDG1IJRuC t3jyMjTPqp7l2/NK7SqPowhHcAyn4MEF1OAG6tAABgqe4RXeHOO8OO/Ox7y14OQzh/BHzucPJk+QkA==</latexit><latexit sha1_base64="RBkw7b9gXvKANePqpmYXYoQPWLQ=">AAAB8XicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY9OKxiv3ANpbNdtMu3WzC7kQoof/CiwdFvPpvvPlv3LY5aOsLCw /vzLAzb5BIYdB1v53Cyura+kZxs7S1vbO7V94/aJo41Yw3WCxj3Q6o4VIo3kCBkrcTzWkUSN4KRtfTeuuJayNidY/jhPsRHSgRCkbRWg93Pe+xi0OOtFeuuFV3JrIMXg4VyFXvlb+6/ZilEVfIJDWm47kJ+hnVKJjkk1I3NTyhbEQHvGNR0YgbP5ttPCEn1umTMNb2KSQz9/dERiNjxlFgOyOKQ7NYm5r/1Tophpd+JlSSIlds/lGYSoIxmZ5P+kJzhnJsgTIt7K6EDammDG1IJRuC t3jyMjTPqp7l2/NK7SqPowhHcAyn4MEF1OAG6tAABgqe4RXeHOO8OO/Ox7y14OQzh/BHzucPJk+QkA==</latexit><latexit sha1_base64="RBkw7b9gXvKANePqpmYXYoQPWLQ=">AAAB8XicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY9OKxiv3ANpbNdtMu3WzC7kQoof/CiwdFvPpvvPlv3LY5aOsLCw /vzLAzb5BIYdB1v53Cyura+kZxs7S1vbO7V94/aJo41Yw3WCxj3Q6o4VIo3kCBkrcTzWkUSN4KRtfTeuuJayNidY/jhPsRHSgRCkbRWg93Pe+xi0OOtFeuuFV3JrIMXg4VyFXvlb+6/ZilEVfIJDWm47kJ+hnVKJjkk1I3NTyhbEQHvGNR0YgbP5ttPCEn1umTMNb2KSQz9/dERiNjxlFgOyOKQ7NYm5r/1Tophpd+JlSSIlds/lGYSoIxmZ5P+kJzhnJsgTIt7K6EDammDG1IJRuC t3jyMjTPqp7l2/NK7SqPowhHcAyn4MEF1OAG6tAABgqe4RXeHOO8OO/Ox7y14OQzh/BHzucPJk+QkA==</latexit> R✓2<latexit sha1_base64="NCm68g5IzkOmlqI/HoPWnYQAFx4=">AAAB8XicbZBNS8NAEIY3ftb6VfXoZbEInkpSBD0WvXisYj+wjWWznbRLN5uwOxFK6L/w4kERr/4bb/4bt20O2v rCwsM7M+zMGyRSGHTdb2dldW19Y7OwVdze2d3bLx0cNk2cag4NHstYtwNmQAoFDRQooZ1oYFEgoRWMrqf11hNoI2J1j+ME/IgNlAgFZ2ith7te9bGLQ0DWK5XdijsTXQYvhzLJVe+Vvrr9mKcRKOSSGdPx3AT9jGkUXMKk2E0NJIyP2AA6FhWLwPjZbOMJPbVOn4axtk8hnbm/JzIWGTOOAtsZMRyaxdrU/K/WSTG89DOhkhRB8flHYSopxnR6Pu0LDRzl2ALjWthdKR8yz TjakIo2BG/x5GVoViue5dvzcu0qj6NAjskJOSMeuSA1ckPqpEE4UeSZvJI3xzgvzrvzMW9dcfKZI/JHzucPJ9qQkQ==</latexit><latexit sha1_base64="NCm68g5IzkOmlqI/HoPWnYQAFx4=">AAAB8XicbZBNS8NAEIY3ftb6VfXoZbEInkpSBD0WvXisYj+wjWWznbRLN5uwOxFK6L/w4kERr/4bb/4bt20O2v rCwsM7M+zMGyRSGHTdb2dldW19Y7OwVdze2d3bLx0cNk2cag4NHstYtwNmQAoFDRQooZ1oYFEgoRWMrqf11hNoI2J1j+ME/IgNlAgFZ2ith7te9bGLQ0DWK5XdijsTXQYvhzLJVe+Vvrr9mKcRKOSSGdPx3AT9jGkUXMKk2E0NJIyP2AA6FhWLwPjZbOMJPbVOn4axtk8hnbm/JzIWGTOOAtsZMRyaxdrU/K/WSTG89DOhkhRB8flHYSopxnR6Pu0LDRzl2ALjWthdKR8yz TjakIo2BG/x5GVoViue5dvzcu0qj6NAjskJOSMeuSA1ckPqpEE4UeSZvJI3xzgvzrvzMW9dcfKZI/JHzucPJ9qQkQ==</latexit><latexit sha1_base64="NCm68g5IzkOmlqI/HoPWnYQAFx4=">AAAB8XicbZBNS8NAEIY3ftb6VfXoZbEInkpSBD0WvXisYj+wjWWznbRLN5uwOxFK6L/w4kERr/4bb/4bt20O2v rCwsM7M+zMGyRSGHTdb2dldW19Y7OwVdze2d3bLx0cNk2cag4NHstYtwNmQAoFDRQooZ1oYFEgoRWMrqf11hNoI2J1j+ME/IgNlAgFZ2ith7te9bGLQ0DWK5XdijsTXQYvhzLJVe+Vvrr9mKcRKOSSGdPx3AT9jGkUXMKk2E0NJIyP2AA6FhWLwPjZbOMJPbVOn4axtk8hnbm/JzIWGTOOAtsZMRyaxdrU/K/WSTG89DOhkhRB8flHYSopxnR6Pu0LDRzl2ALjWthdKR8yz TjakIo2BG/x5GVoViue5dvzcu0qj6NAjskJOSMeuSA1ckPqpEE4UeSZvJI3xzgvzrvzMW9dcfKZI/JHzucPJ9qQkQ==</latexit><latexit sha1_base64="NCm68g5IzkOmlqI/HoPWnYQAFx4=">AAAB8XicbZBNS8NAEIY3ftb6VfXoZbEInkpSBD0WvXisYj+wjWWznbRLN5uwOxFK6L/w4kERr/4bb/4bt20O2v rCwsM7M+zMGyRSGHTdb2dldW19Y7OwVdze2d3bLx0cNk2cag4NHstYtwNmQAoFDRQooZ1oYFEgoRWMrqf11hNoI2J1j+ME/IgNlAgFZ2ith7te9bGLQ0DWK5XdijsTXQYvhzLJVe+Vvrr9mKcRKOSSGdPx3AT9jGkUXMKk2E0NJIyP2AA6FhWLwPjZbOMJPbVOn4axtk8hnbm/JzIWGTOOAtsZMRyaxdrU/K/WSTG89DOhkhRB8flHYSopxnR6Pu0LDRzl2ALjWthdKR8yz TjakIo2BG/x5GVoViue5dvzcu0qj6NAjskJOSMeuSA1ckPqpEE4UeSZvJI3xzgvzrvzMW9dcfKZI/JHzucPJ9qQkQ==</latexit>
R✓n<latexit sha1_base64="xMKAmDzf6Hb2ZOuYRYCGzVqDpi4=">AAAB8XicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY9OKxiv3ANpbNdtMu3WzC7kQoof/CiwdFvPpvvPlv3LY5a OsLCw/vzLAzb5BIYdB1v53Cyura+kZxs7S1vbO7V94/aJo41Yw3WCxj3Q6o4VIo3kCBkrcTzWkUSN4KRtfTeuuJayNidY/jhPsRHSgRCkbRWg93PfXYxSFH2itX3Ko7E1kGL4cK5Kr3yl/dfszSiCtkkhrT8dwE/YxqFEzySambGp5QNqID3rGoaMSNn802npAT6/RJGGv7FJKZ+3sio5Ex4yiwnRHFoVmsTc3/ap0Uw0s/EypJkSs2/yhMJcGYTM8nfaE5Qzm2QJkWdl fChlRThjakkg3BWzx5GZpnVc/y7XmldpXHUYQjOIZT8OACanADdWgAAwXP8ApvjnFenHfnY95acPKZQ/gj5/MHhG6QzQ==</latexit><latexit sha1_base64="xMKAmDzf6Hb2ZOuYRYCGzVqDpi4=">AAAB8XicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY9OKxiv3ANpbNdtMu3WzC7kQoof/CiwdFvPpvvPlv3LY5a OsLCw/vzLAzb5BIYdB1v53Cyura+kZxs7S1vbO7V94/aJo41Yw3WCxj3Q6o4VIo3kCBkrcTzWkUSN4KRtfTeuuJayNidY/jhPsRHSgRCkbRWg93PfXYxSFH2itX3Ko7E1kGL4cK5Kr3yl/dfszSiCtkkhrT8dwE/YxqFEzySambGp5QNqID3rGoaMSNn802npAT6/RJGGv7FJKZ+3sio5Ex4yiwnRHFoVmsTc3/ap0Uw0s/EypJkSs2/yhMJcGYTM8nfaE5Qzm2QJkWdl fChlRThjakkg3BWzx5GZpnVc/y7XmldpXHUYQjOIZT8OACanADdWgAAwXP8ApvjnFenHfnY95acPKZQ/gj5/MHhG6QzQ==</latexit><latexit sha1_base64="xMKAmDzf6Hb2ZOuYRYCGzVqDpi4=">AAAB8XicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY9OKxiv3ANpbNdtMu3WzC7kQoof/CiwdFvPpvvPlv3LY5a OsLCw/vzLAzb5BIYdB1v53Cyura+kZxs7S1vbO7V94/aJo41Yw3WCxj3Q6o4VIo3kCBkrcTzWkUSN4KRtfTeuuJayNidY/jhPsRHSgRCkbRWg93PfXYxSFH2itX3Ko7E1kGL4cK5Kr3yl/dfszSiCtkkhrT8dwE/YxqFEzySambGp5QNqID3rGoaMSNn802npAT6/RJGGv7FJKZ+3sio5Ex4yiwnRHFoVmsTc3/ap0Uw0s/EypJkSs2/yhMJcGYTM8nfaE5Qzm2QJkWdl fChlRThjakkg3BWzx5GZpnVc/y7XmldpXHUYQjOIZT8OACanADdWgAAwXP8ApvjnFenHfnY95acPKZQ/gj5/MHhG6QzQ==</latexit><latexit sha1_base64="xMKAmDzf6Hb2ZOuYRYCGzVqDpi4=">AAAB8XicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY9OKxiv3ANpbNdtMu3WzC7kQoof/CiwdFvPpvvPlv3LY5a OsLCw/vzLAzb5BIYdB1v53Cyura+kZxs7S1vbO7V94/aJo41Yw3WCxj3Q6o4VIo3kCBkrcTzWkUSN4KRtfTeuuJayNidY/jhPsRHSgRCkbRWg93PfXYxSFH2itX3Ko7E1kGL4cK5Kr3yl/dfszSiCtkkhrT8dwE/YxqFEzySambGp5QNqID3rGoaMSNn802npAT6/RJGGv7FJKZ+3sio5Ex4yiwnRHFoVmsTc3/ap0Uw0s/EypJkSs2/yhMJcGYTM8nfaE5Qzm2QJkWdl fChlRThjakkg3BWzx5GZpnVc/y7XmldpXHUYQjOIZT8OACanADdWgAAwXP8ApvjnFenHfnY95acPKZQ/gj5/MHhG6QzQ==</latexit>
Figure 1. A representation of the architecture used in Algo-
rithm 1 presented in Appendix A. Left: our “reward decom-
position network” which takes a state s and produces F θ =
(F θ1 (s), . . . , F
θ
n(s))). The environment reward is then ap-
plied as in Equation 5 to produce the decomposed rewards
(Rθ1(s), . . . , R
θ
n(s)). Right: collection of DQNs: Qφ1 , . . . Qφn
that learn policies for each decomposed reward.
move left, right, up and down. Upon reaching a rewarding
square, the agent is teleported to a random square.
Learned Reward Decompositions Figure 2a illustrates
the types of reward decompositions obtained when we learn
2, 3 and 4 reward functions respectively (the numbers/colors
denote which reward sources were put into the same learned
reward). Notice how our disentanglement objective en-
courages the environment reward to be divided among the
learned reward functions in a way that can be “indepen-
dently obtained” by their associated policies. As the number
of learned reward functions increases, this results in increas-
ingly fine divisions of the environment reward: two reward
functions divides the reward between halves of the environ-
ment, three reward functions separates the top half of the
environment from the bottom and further divides the bot-
tom half into bottom left and right corners and four reward
functions associates each corner of the environment with a
separate reward function.
Training Stability and Correspondence to Jdisentangled
Despite our disentanglement objective discouraging the
learning of trivial (i.e., zero-everywhere) reward functions,
we observed that such degenerate decompositions can still
emerge as a result of our training procedure. Particularly,
this can occur in early training as illustrated in Figure 2b
where in the early (shaded in blue) part the Jdisentangled score
for two runs (denoted (1) and (2)) “drops” to lower values,
while the score for one run (denoted (3)) continues to in-
crease with training. The drops coincide with individual
learned reward functions becoming trivial during early train-
ing. This can be seen in Figure 2c where we show the cor-
responding reward decompositions. Note that run (1) puts
all 4 reward sources into the same reward function while
run (2) puts three reward source in one reward function and
the fourth reward source in a second reward function. Only
in run (3), where the Jdisentangled score does increase during
learning do we find the disentanglement we were looking
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Figure 2. (a) Visualization of the gridworld environment (labeled “Gridworld”) and reward decompositions learned as the number of
learned reward functions ranges from 2 to 4. (b) Illustration of the type of instability that can occur in early training. Each curve is
cherry-picked to correspond to a different asymptotic value of Jdisentangled. (c) Corresponding reward disentanglements for each curve
depicted in (b).
for, each reward source is in a separate reward function. It is
comforting and useful that our Jdisentangled score is useful as
an indicator of the quality of reward decompositions found.
How do we mitigate the above instability? As seen in Algo-
rithm 1 presented in the Appendix A, updating the learned
reward functions depends on having policies that can obtain
some environment reward, and a given policy’s ability to ob-
tain environment reward depends on its learned reward func-
tion being non-trivial. If a learned reward function becomes
trivial before the corresponding policy learns to obtain some
environment reward, it can get stuck there. We found that
the prevalence of this problem could be significantly reduced
with a specific choice of the αi,j(s) coefficients defined in
Equations 3 and 4. For all of our experiments we used
αi,j(s) =
10 ·
exp−2Upi
∗
i
i (s)∑n
i=1 exp−2U
pi∗
i
i (s)
i = j
1 i 6= j
which corresponds to taking a softened minimum with tem-
perature 2 over the terms in Equation 4. The intuition behind
this choice is that by approximately maximizing the minimal
U
pi∗i
i (s) term, the optimization procedure is able to dynami-
cally attend to the learned reward functions which are most
in danger of becoming trivial. This choice yielded the best
empirical stability among the choices we considered.
4. Theoretical Properties
In this section we detail various theoretical properties that
result from the optimization of our Jdisentangled objective. The
following theorems characterize the nature of the reward
functions and their corresponding policies learned by our
method.
Non-Overlapping Visitation Frequencies Our first the-
oretical result illustrates that the optimization of our
Jdisentangled objective results in policies whose state-visitation
frequencies have a low degree of overlap. This provides a
concrete sense of the resulting disentanglement.
Define the discounted visitation frequency of s′ starting
from s under policy pi as:
µpis (s
′) =
Ψpi(s, s
′)∫
S Ψpi(s, s
′)ds′
where Ψpi(s, s′) is defined as
Ψpi(s, s
′) = E
[ ∞∑
t=0
γt1{st = s′}
∣∣∣∣∣ s0 = s, pi
]
.
Specifically, we show that if two learned reward functions,
i and j, are sufficiently disentangled in that Upi
∗
i
i (s) −
U
pi∗j
i (s) > C, then the state visitation frequencies of their
corresponding optimal policies must also be at least some-
what different.
Theorem 1. If Upi
∗
i
i (s) − U
pi∗j
i (s) > C and R(s′) ≥ 0 for
all s′ ∈ S then
δ(µ
pi∗j
s , µ
pi∗i
s ) ≥ (1− γ)C
2Rmax
where Rmax is the maximum environment reward and δ(·, ·)
represents total variation distance.
Proof. We can alternatively represent value functions in
terms of Ψpi as:
U
pi∗j
i (s) =
∑
s′∈S
Ψpi∗j (s, s
′)Ri(s′)ds′.
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Our constraints imply that
C ≤ Upi∗ii (s)− U
pi∗j
i (s)
=
∑
s′∈S
Ri(s
′)
(
Ψpi∗i (s, s
′)−Ψpi∗j (s, s′)
)
≤ Rmax
∑
s′∈S
∣∣∣Ψpi∗i (s, s′)−Ψpi∗j (s, s′)∣∣∣
= 2Rmax(1− γ)−1δ(µpi
∗
j
s , µ
pi∗i
s )
as needed.
Saturation of Softmax-Parameterization We refer to a
reward decomposition as saturated if for each rewarding
state there is exactly one reward function that is non-zero
(i.e., the decomposition never splits an environment reward
between two or more reward functions).
Theorem 2. For αi,j(s) = 1 for all i, j ∈ [n] and s ∈ S
and under conditions described in Appendix C, the optimal
reward decomposition under Jdisentangled is saturated.
Proof.
Jnontriv(θ
′) = Es∼µ
[
n∑
i=1
U
piθi
Rθi
(s)
]
= Es∼µ
[
n∑
i=1
E
[ ∞∑
t=0
γtRθi (st) |s0 = s
]]
=
∑
s∈S
R(s)
n∑
i=1
µγi,θ(s)F
θ
i (s)
where µγi,θ(s) =
∑∞
t=0 γ
tµti,θ(s) and µ
0
i,θ(s) = µ(s) for all
i ∈ [n] and s ∈ S.
Suppose we chose an alternate parameterization θ′ with the
property that
F θ
′
i (s) =
1 if i = min argmaxj µ
γ
j,θ(s)
0 else.
This alternate parameterization yields
Es∼µ
[
n∑
i=1
U
piθi
Rθ
′
i
(s)
]
≥ Es∼µ
[
n∑
i=1
U
piθi
Rθi
(s)
]
with strict inequality if F θi (s) 6= F θ
′
i (s) for any pair of
i, s. Next notice that piθi represents the best policy to collect
the i’th reward under parameterization θ. Under the new
parameterization θ′, there is a new optimal policy piθ
′
i . It
thus follows that:
Jnontriv(θ
′) = Es∼µ
[
n∑
i=1
U
piθ
′
i
Rθ
′
i
(s)
]
≥ Es∼µ
[
n∑
i=1
U
piθi
Rθ
′
i
(s)
]
≥ Es∼µ
[
n∑
i=1
U
piθi
Rθi
(s)
]
= Jnontriv(θ).
Finally note that:
Jindep(θ
′)− Jindep(θ)
≤ S(piθ1:n, piθ
′
1:n)− (Jnontriv(θ′)− Jnontriv(θ))
where S(piθ1:n, pi
θ′
1:n) is defined in Appendix C.
This implies that if S(piθ1:n, pi
θ′
1:n) is sufficiently small then
Jdisentangled(θ
′) ≥ Jdisentangled(θ).
5. Experimental Results
We present three classes of experimental results here. First,
we demonstrate the qualitative and quantitative properties
of our reward decompositions and associated policies on the
Atari 2600 games: Assault, Pacman and Seaquest. We con-
nect these qualitative properties with the theoretical proper-
ties discussed in Section 4. Second, we compare the policies
learned by our method to those learned by an alternative
method: Independently Controllable Factors (ICF; Thomas
et al. 2017). Third, we illustrate that the policies optimal
for our learned reward functions can be used as actions
to obtain environment reward and further show that these
policies exhibit some degree of generalization performance
when applied to tasks with modified environment reward
functions.
Common Experimental Procedure For all experiments
involving learning a decomposition, we produce 4 decompo-
sitions and select the best run, i.e., the decomposition from
the run that achieves the best disentanglement score. Unless
otherwise stated, all curves seen in the subsequent sections
should be regarded as the average of four runs with different
random seeds all using the best-decomposition discussed
above. For further details regarding experimental procedure
and hyperparameter selection, see Appendix B.
5.1. Qualitative & Quantitative Analyses
Reward Function Visualization Methodology Atari
2600 games have too many states to enumerate the learned
rewards, necessitating an approximate visualization. For
each game we select a “game-element” (see Figure 3) and
visualize its position as reward is received from the different
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Figure 3. An illustration of the relationship between selected “game-elements” and different learned reward functions. The game-elements
for Seaquest and Pacman are the agents that the player controls. The game-element for Assault is the horizontal location of the agent’s
laser. Images in this figure are arranged in three ways: instances of learning different numbers of reward functions (i.e., 2,3,5,8) are
grouped together in blocks, individual Atari 2600 games are grouped together by row and within each row and block are representations
of individual learned reward functions. Neon green regions in each image depict corresponding spatial regions in which the agent received
a reward under a particular decomposed reward.
learned reward functions. To construct our visualization, we
discretize the environments spatially into 10× 10 pixel bins.
We then execute a random policy for 100, 000 time-steps;
every time an environment reward is received we store its
associated reward decomposition in the appropriate bin de-
termined by the location of the game-element. Finally, we
compute the distribution over learned reward functions at
each bin and produce images for each reward function with
regions of high-reward shaded in green. This is depicted in
Figure 3.
Reward Function Visualization Analysis In Figure 3
each image shows the location of the game-element when a
specific learned reward is obtained. We observe that each
learned reward function generally yields reward in separate
regions of the environment’s state-space. This effect is most
pronounced when the number of reward functions is small
but persists as more are added, suggesting that the location
of the game-element plays a significant role in our learned
decompositions. The learning of location-dependent reward
functions is consistent with Theorem 1 which implies that
the optimization of Jdisentangled results in optimal policies
with different occupancy frequencies.
Empirical Reward Saturation Theorem 2 predicts that
under certain conditions, the optimal reward decomposition
never splits the environment reward of a state between its
learned factors. We term this property “saturation.” To illus-
trate the degree to which our method learns saturated reward
functions empirically, we define the following “saturation
score:”
Psat(R
θ
1(s), . . . , R
θ
n(s)) =
maxiR
θ
i (s)/R(s)− 1/n
1− 1/n (7)
which is defined when the environment reward is nonzero
and ranges from 0 to 1 as the reward decomposition becomes
more saturated at s.
Table 1 depicts the average saturation scores over all in-
stances of positive reward obtained during the execution of
a random policy across our selection of Atari 2600 games
as the number of learned reward functions varies. We ob-
serve that, under Equation 7, our learned decompositions
are extremely saturated, suggesting that Theorem 2 holds in
practice.
5.2. Comparison to ICF
We now compare our method against a competing approach,
ICF, which learns a set of latent factors as a state decompo-
sition with the property that each factor can be controlled by
a corresponding policy without changing the other factors
by optimizing a “selectivity score.” While ICF does not
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Reward Factors Pacman Seaquest Assault
2 .989 .986 .995
3 .979 .974 .993
5 .955 .940 .991
8 .947 .989 .990
Table 1. A table depicting the “saturation scores” defined in Equa-
tion 7 for our selected Atari 2600 games as the number of reward
factors varies.
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Figure 4. An illustration of the different types of policies generated
by ICF (left) and our own method (right) on the gridworld domain.
Notice that ICF generated policies that correspond to moving in the
four cardinal directions of the game, whereas the policies generated
by our method are directed toward the different sources of reward
in the environment.
involve the reward function, we can empirically compare its
resultant policies1 against those generated by our method.
Qualitative Gridworld Comparison We examine the be-
haviors of the policies found by ICF with 4 policies and our
method with 4 reward functions on the gridworld domain in
Figure 4. In this setting ICF learns policies corresponding
to the cardinal directions of the domain, with each pol-
icy performing a single action (i.e., up, down, left, right)
irrespective of the state. Conversely, given four reward func-
tions, our approach learns policies that are directed to the
four sources of reward.
Quantitative Policy Comparison on Atari As a further
comparison between ICF and our method on Atari 2600
games, we collect two statistics on the policies learned by
each: the value of the environment reward averaged over all
the policies, and the average degree to which each policy
changes actions with respect to state. We denote this latter
quantity as “state-dependence” and define it for a policy pi
as follows:
Psdep(pi) =
1
|A|
∑
a∈A
σs∼τpi (pi(a|s)) (8)
where τpi denotes states sampled from a trajectory generated
according to policy pi and σp(·) denotes standard deviation
with respect to distribution p.
1We use the directed variant of the selectivity score proposed
in (Thomas et al., 2017). In the comparisons reported here, unless
otherwise stated, we allot ICF two directed policies for every policy
we let our method learn.
Figure 5. Illustration of the restrictions placed on the rewards of
the Atari 2600 environments in generalization experiments. The
golden region represents the portion of the screen that the agent
must be located in in order to receive reward. From left to right:
Seaquest, Assault and Pacman.
We display the results of these comparisons in Table 2.
Notice how the average values of the our method’s poli-
cies achieve higher average environment-reward-based
value than the ICF policies and substantially higher state-
dependencies. While we expect this trend in average value
(since our method considers the environment reward), the
near-zero state-dependencies of the ICF policies is more
surprising and suggests that the policies learned by ICF are
not influenced by the environment state.
5.3. Control using Induced MDPs
We also explore whether the policies generated from disen-
tangled rewards can be useful for learning control with a
DQN (Mnih et al., 2015). Replacing the actions in the origi-
nal MDP with the policies found by our method “induces”
an MDP in which selecting a policy in a state executes the
action in the original MDP the policy takes in that state. The
top row of Figure 6 shows that the game score in the induced
MDP rises faster but asymptotes lower than the baseline of
learning in the original MDP in Seaquest and Assault. We
conjecture the faster rise is because the policies learned
for the disentangled rewards produced by our method are
also good at obtaining environment reward. Of course, the
lower asymptote is expected because the baseline method
is not limited in the behaviors that can be executed. We
should also expect the use of the learned policies as actions
to generalize to changes in the environment reward and we
see this in the bottom row of Figure 6. The specific reward
changes to each Atari game are explained in the caption of
Figure 5. In both Seaquest and Assault, the induced agent
not only learns faster than the baseline but also achieves an
asymptote that is competitive with it.
Another expected but nonetheless interesting result is that
in both Seaquest and Assault performance gets better in
general as we increase the number of learned rewards for
both the top and bottom row of Figure 6b. In Pacman, the
results are a bit less consistent: on the one hand in the top
row learning with 3 policies as actions does a bit better
than the baseline, on the other hand performance is not
necessarily better with increasing numbers of policies.
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Average Policy Values Average State-Dependence
Factors Pacman Seaquest Assault Pacman Seaquest AssaultRD ICF RD ICF RD ICF RD ICF RD ICF RD ICF
2 194.06 109.77 57.95 4.17 178.07 27.10 0.161 0.005 0.185 0.000 0.278 0.000
3 170.75 92.32 39.09 9.14 152.20 30.34 0.200 0.004 0.142 0.002 0.266 0.003
5 98.18 75.64 31.25 2.36 136.87 26.84 0.156 0.004 0.125 0.001 0.271 0.012
8 65.43 72.15 21.62 9.22 78.91 36.42 0.137 0.002 0.102 0.001 0.259 0.012
Table 2. Table of the average policy values and average state-dependencies (as defined in Equation 8) for both our reward decomposition
method (RD) and ICF.
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Figure 6. Each row depicts a comparison on various Atari 2600 games between learning control with our method’s learned policies
(labeled: 2 Reward, 3 Reward, 5 Reward and 8 Reward) in the induced MDP setting and the original original MDP (labeled: DQN). The
top row depicts this comparison on the original Atari 2600 games. The bottom row shows the performance of our method’s policies
applied on modified versions of the games with restricted reward function (see Figure 5).
6. Conclusion and Future Work
In this work we presented and explored a novel formula-
tion for additively-decomposing rewards into independently
obtainable components. With empirical investigations, we
showed that our disentanglement score is predictive of qual-
itatively interesting decompositions, that our algorithm is
able to learn independently obtainable rewards for 3 Atari
games better than a recent approach to disentangling states
and policies, and that the policies optimal with respect to the
learned rewards are useful in that they also obtain portions of
the environment reward. With theoretical investigations, we
showed that when our rewards are independently obtainable
their optimal policies occupy non-overlapping states and
that our gradient-based method for finding the reward de-
composition yields saturated rewards in which each state’s
environment reward is allocated entirely to one learned re-
ward.
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A. Algorithm Description
Algorithm 1 Learning Independently-Obtainable Rewards
Randomly initialize θ and φ1:n for Rθ1:n and Q
φ1 , . . . , Qφn
respectively
Initialize empty replay buffer D
Randomly choose I ∈ [n].
while True do
Choose -greedy action a using QφI .
Take action a and observe state s′ and reward r.
If state is terminal, re-sample I .
D = D ∪ (s, a, r, s′)
for i ∈ [n] do
Sample minibatch (st, at, rt, s′t)
N
t=1 from D.
Replace each rt with Ri(s′t).
Update φj using the Q-Learning algorithm.
end
Sample minibatch of starting states (st)Nt=1 from D.
for i, j ∈ [n], k ∈ [N ] do
Sample T -step trajectory τ ij starting from sk follow-
ing Qφi .
Compute trajectory values under each Rθj .
end
Approximate ∇θJdisentangled(θ) as in Equation 6 using
the sampled trajectory values.
θ ← θ + η∇θJdisentangled(θ).
end
B. Experimental Details
Data Preprocessing For Atari 2600 games we concate-
nate the last 3 frames before passing them to our networks.
We do not do this for our gridworld experiments. We clip
all Atari 2600 rewards between 0 and 1 and do not mark any
states as terminal.
General All networks are trained for 107 steps. All net-
work training is done with a batch-size of 32. A single
replay buffer is shared across DQN instances with a capac-
ity of 105. We annealed our epsilon greedy behavior policy
from  = 1 to  = 0.01 over the course of 106 time-steps.
We updated our Policy networks every 4 time-steps and our
Reward Decomposition networks every 20 time-steps. For
all experiments we use a discount value of γ = 0.99.
Reward Decomposition Network The Reward Decom-
position (RD) network was trained using the Adam opti-
mizer with a learning rate of 5 · 10−5.
Our RD network maps states to vectors of n decomposed
rewards and consists of 3 convolutional layers followed by 2
fully connected layers. The convolutional layers have filter
sizes: 8, 4, 3; numbers of filters: 32, 64, 64; strides: 4, 2, 1
and activations: relu, relu, relu. The fully connected layers
have widths: 128, n and activations: relu, softmax.
When approximating value functions as in Equation 6, we
roll out each policy for 10 steps. We do not compute gradi-
ents through the weighting functions αi,j .
Policy Networks (DQNs) Our Policy networks are repre-
sented as dueling DQNs adapted from the OpenAI baselines
repository.2 These networks each use a learning rate of
10−4, a target update frequency of 104 time-steps. Each
network consists of 3 convolutional layers followed by 2
fully connected layers. The convolutional layers have filter
sizes: 8, 4, 3; numbers of filters: 32, 64, 64; strides: 4, 2, 1
and activations: relu, relu, relu. The fully connected layers
have widths: 256, |A| and activations: relu, unit.
ICF Our network for replicating ICF was adapted from
the authors’ git respository,3 leaving the majority of settings
unchanged. The network, when applied to an image with
n channels, consists of an autoencoder with an auxiliary
branch that outputs the latent state representation and pol-
icy distributions. The encoder consists of 3 convolutional
layers with filter sizes: 3, 3, 3; numbers of filters: 32, 64,
64; strides: 2,2,2 and activations: relu, relu, relu. The de-
coder consists of 3 transpose-convolutional layers with filter
sizes: 3,3,3; numbers of filters 64, 32, n; strides: 2,2,2 and
activations: relu,relu, unit. The auxiliary network branch
has a single fully-connected layer with width 32 and relu
activation before splitting two branches for latent factors
and policy distributions respectively.
C. Mathematical Results
Relationship between Jindep and Jnontriv We next illus-
trate that the Jindep and Jnontriv terms defined in Equations 3
and 4 can be related to each other by a function that does
not directly depend on the choice of reward decomposi-
tion, but on the behavior of the agents resulting from the
decomposition.
For a set of policies pi1, . . . , pin, we define this function as:
V(pi1:n) = Es∼µ
[
n∑
i=1
V pii(s)
]
which intuitively captures the “total value” obtained by a
the policies pi1, . . . , pin.
Lemma 1. If αi,j(s) = C for all s ∈ S and i, j ∈ [n] it
follows that:
Jindep + Jnontriv = C · V(pi∗1:n)
2https://github.com/openai/baselines
3https://github.com/bengioe/implementations/tree/master/DL/ICF simple
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Proof. The statement can be shown by simple algebraic
manipulations:
Jindep + Jnontriv
= Es∼µ
∑
i 6=j
αi,j(s)U
pi∗j
i (s) +
n∑
i=1
αi,i(s)U
pi∗i
i (s)

= C · Es∼µ
 n∑
i=1
n∑
j=1
U
pi∗j
i (s)

= C · Es∼µ
 n∑
j=1
V pi
∗
j (s)
 = C · V(pi∗1:n)
as needed.
We can then define the “sensitivity” of an MDP’s total value
with respect to a change in policies as:
S(pi1:n, pi
′
1:n) = |V(pi1:n)− V(pi′1:n)|.
