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Abstract
Modern nonlinear control theory seeks to endow systems with properties such as stability and
safety, and has been deployed successfully across various domains. Despite this success, model
uncertainty remains a significant challenge in ensuring that model-based controllers transfer to real
world systems. This paper develops a data-driven approach to robust control synthesis in the pres-
ence of model uncertainty using Control Certificate Functions (CCFs), resulting in a convex opti-
mization based controller for achieving properties like stability and safety. An important benefit of
our framework is nuanced data-dependent guarantees, which in principle can yield sample-efficient
data collection approaches that need not fully determine the input-to-state relationship. This work
serves as a starting point for addressing important questions at the intersection of nonlinear control
theory and non-parametric learning, both theoretical and in application. We validate the proposed
method in simulation with an inverted pendulum in multiple experimental configurations.
Keywords: robust control, data-driven, Lyapunov, barriers
1. Introduction
Ensuring properties such as stability and safety is of significant importance in many modern control
applications, including autonomous driving, industrial robotics, and aerospace vehicles. In practice,
the models used to design these controllers are imperfect, with model uncertainty arising due to
unmodeled dynamics and parametric errors. In the presence of such uncertainty, controllers may fail
to render systems stable or safe. As real world control systems become increasingly complex, the
potential for detrimental modeling errors increases, and thus it is critical to study control synthesis
in the presence of uncertainty.
In this work, we consider a data-driven approach for capturing model uncertainty in the control
synthesis process using certificate functions (Boffi et al., 2020), which provide a relationship be-
tween system dynamics, controllers, and desired properties such as stability and safety. Data-driven
. 1 These authors contributed equally to this work.
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and machine learning based approaches have shown great promise for controlling systems with an
uncertain model or with no model at all (Kober et al., 2013; Shi et al., 2019; Cheng et al., 2019; Lee
et al., 2020). Furthermore, the integration of techniques from nonlinear control theory for achiev-
ing stability and safety with data-driven methods has become increasingly popular (Aswani et al.,
2013; Beckers et al., 2019; Berkenkamp and Schoellig, 2015; Gillula and Tomlin, 2012; Qu et al.,
2020). Many of these approaches (Khansari-Zadeh and Billard, 2014; Lederer et al., 2020a; Choi
et al., 2020; Cohen and Belta, 2020; Castañeda et al., 2020) rely on the use of certificate functions
to provide control theoretic guarantees.
Uncertainty in the effect of actuation remains a major challenge in achieving control-theoretic
guarantees with data-driven methods. Many existing approaches assume certainty in how actuation
enters the dynamics (Fisac et al., 2018; Umlauft et al., 2018; Zheng et al., 2020), or use structured
controllers requiring strong characterizations of this uncertainty (Beckers et al., 2019; Lederer et al.,
2020b). Other methods require high coverage datasets with (nearly) complete characterizations of
the input-to-state relationship (Berkenkamp et al., 2016, 2017); in practice, collecting such data can
be prohibitively costly or damage the system. There remains a need for data-driven approaches for
characterizing actuation uncertainty without requiring data that is difficult or infeasible to collect.
Our contribution: The contribution of this work is a novel approach for robust data-driven
control synthesis for control-affine systems in the presence of model uncertainty, including actu-
ation uncertainty. We develop this approach through the guarantee-based context of control cer-
tificate functions, which generalize popular tools from nonlinear control for achieving stability and
safety such as Control Lyapunov Functions (Artstein, 1983), Control Barrier Functions (Ames et al.,
2014a), and Control Barrier-Lyapunov Functions (Prajna and Jadbabaie, 2004). Data is incorporated
into a convex-optimization based control synthesis problem as affine inequality constraints which
restrict possible model uncertainties, enabling the choice of robust control inputs over convex un-
certainty sets. By taking this approach, rather than requiring a full characterization of how input
enters the system, we utilize the affine structure of certificate function dynamics to choose inputs
such that actuation uncertainty has little impact on the evolution of the certificate function and does
not prevent guarantees of stability and safety. In summary, our results show that good performance
can be achieved when training data provides sufficiently dense coverage of the state space with
targeted excitation in input directions. We believe that the approach proposed in this paper pro-
vides a unique perspective for unifying nonlinear control and non-parametric machine learning that
is well positioned to pursue answers to both theoretical and application oriented questions at this
intersection.
2. Background
This section provides a review of certificate-based nonlinear control synthesis and an overview of
how model uncertainty impacts these synthesis methods.
2.1. Control Certificate Functions
Consider a nonlinear control affine system given by:
ẋ = f(x) + g(x)u, (1)
where x ∈ Rn, u ∈ Rm, and f : Rn → Rn and g : Rn → Rn×m are locally Lipschitz continuous on
Rn. Further assume that the origin is an equilibrium point of the uncontrolled system (f(0) = 0).
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Control-affine systems naturally capture many real-world systems such as robotic (Murray et al.,
1994) and automotive systems (Ioannou and Chien, 1993). For simplicity of exposition, in this work
we assume that u may be chosen unbounded. Given a locally Lipschitz continuous state-feedback
controller k : Rn → Rm, the closed-loop system dynamics are:
ẋ = fcl(x) , f(x) + g(x)k(x). (2)
The assumption on local Lipschitz continuity of f , g, and k implies that fcl is locally Lipschitz
continuous. Thus for any initial condition x0 , x(0) ∈ Rn there exists a maximum time interval
I(x0) = [0, tmax) such that x(t) is the unique solution to (2) on I(x0) (Perko, 2013). In the case
that fcl is forward complete, tmax =∞.
The qualitative behavior (such as stability or safety) of the the closed-loop system (2) can be
described via the notion of a continuously differentiable certificate function ϕ : Rn → R. Given
a comparison function α : R → R (specific to the qualitative behavior of interest), certification is
specified as an inequality on the derivative of the certificate function along solutions to the closed-
loop system:
ϕ̇(x) = ∇ϕ(x)>fcl(x) ≤ −α(ϕ(x)) . (3)
Certifying that this property of the closed-loop system (2) is met may be impossible if the controller
k was not chosen to enforce the desired property. This motivates the following definition of a
Control Certificate Function:
Definition 1 (Control Certificate Function (CCF)) A continuously differentiable functionϕ : Rn →








u ≤ −α(ϕ(x)). (4)
where Lfϕ : Rn → R and Lgϕ : Rn → Rm. The control-affine nature of the system dynamics
are preserved by the CCF, such that the evolution of the certificate function is impacted only by the
component of the input in the direction of Lgϕ(x). Given a CCF ϕ for (1) and a corresponding





∣∣∣ ∇ϕ(x)> (f(x) + g(x)u) ≤ −α(ϕ(x))} . (5)
Any nominal locally Lipschitz continuous controller kd : Rn → Rm can be modified to take values






s.t. ∇ϕ(x)> (f(x) + g(x)u) ≤ −α(ϕ(x)).
Before providing particular examples of certificate functions useful in control synthesis, we
review the following definitions. We denote a continuous function α : [0, a) → R+, with a >
0, as class K (α ∈ K) if α(0) = 0 and α is strictly monotonically increasing. If a = ∞ and
limr→∞ α(r) = ∞, then α is class K∞ (α ∈ K∞). A continuous function α : (−b, a) → R, with
a, b > 0, is extended class K (α ∈ Ke) if α(0) = 0 and α is strictly monotonically increasing.
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If a, b = ∞, limr→∞ α(r) = ∞, and limr→−∞ α(r) = −∞, then α is extended class K∞ (α ∈
K∞,e). Finally, we note that c ∈ R is referred to as a regular value of a continuously differentiable
function h : Rn → R if h(x) = c =⇒ ∇h(x) 6= 0n.
Example 1 (Stability via Control Lyapunov Functions) In the context of stabilization to the ori-
gin, a control certificate function V : Rn → R with a class K comparison function α ∈ K that
satisfies:
α1(‖x‖) ≤ V (x) ≤ α2(‖x‖), (6)
for α1, α2 ∈ K, is a Control Lyapunov Function (CLF) (Artstein, 1983; Sontag, 1989), with stabi-
lization to the origin achieved by controllers taking values in the point-wise set Kccf given by (5)
(Ames et al., 2017).
Example 2 (Safety via Control Barrier Functions) In the context of safety, defined as forward
invariance (Blanchini, 1999) of a set C, a control certificate function h : Rn → R with 0 a regular
value and a comparison function α ∈ K∞e that satisfies:
x ∈ C =⇒ h(x) ≤ 0, (7)
is a Control Barrier Function (CBF) (Ames et al., 2014a, 2017), with safety of the set C achieved
by controllers taking values in the point-wise set Kccf given by (5) (Ames et al., 2019). Note that
we adopt the opposite sign convention for h so satisfying (4) guarantees safety.
CLFs and CBFs have been successfully deployed in the context of bipedal robotics (Ames et al.,
2014b; Nguyen et al., 2016), adaptive cruise control (Ames et al., 2014a), robotic manipulators
(Khansari-Zadeh and Billard, 2014), and multi-agent systems (Pickem et al., 2017).
2.2. Model Uncertainty
In practice, uncertainty in the dynamics (1) of the system exists due to parametric error and unmod-
eled dynamics, such that the functions f and g are not precisely known. Control affine systems are
a natural place to study actuation uncertainty as uncertainty in g can be interpreted as uncertainty in
a linear gain multiplying the input. In this setting, control synthesis is done with a nominal model
that estimates the true dynamics of the system:̂̇x = f̂(x) + ĝ(x)u, (8)
where f̂ : Rn → Rn and ĝ : Rn → Rn×m are locally Lipschitz continuous. Adding and subtracting
this expression to and from (1), we see that the system evolves under the differential equation:
ẋ = f̂(x) + ĝ(x)u + f(x)− f̂(x)︸ ︷︷ ︸
f̃(x)
+(g(x)− ĝ(x))︸ ︷︷ ︸
g̃(x)
u, (9)
where f̃ : Rn → Rn and g̃ : Rn → Rn×m are the unmodeled dynamics. This uncertainty in the






















ϕ : Rn → R, and Lĝϕ,Lg̃ϕ : Rn → Rm. The presence of uncertainty in the CCF
time derivative makes it impossible to verify whether a given control input satisfies the inequality
in (4), and can lead to failure to achieve the desired qualitative behavior. This model decomposition
reveals an important feature of the actuation uncertainty in that if Lg̃ϕ can be restricted such that
there exists a direction s ∈ Rm with Lĝϕs > Lg̃ϕs, then by the unboundedness of u, the value of
the true CCF time derivative can be made to satisfy the CCF condition (4) by choosing inputs along
the direction−s. This may be interpreted as choosing inputs along a direction for which the infinite
gain margin property inherent in CCF controllers holds (Jankovic, 2018). Two assumptions that we
make on the uncertainty in the dynamics are as follows:
Assumption 1 The function ϕ : Rn → R is a valid CCF with comparison function α : R→ R for
the uncertain dynamic system (9). Mathematically this assumption appears as:
inf
u∈Rm
∇ϕ(x)> (f(x) + g(x)u) ≤ −α(ϕ(x)).
Assumption 2 The functions f̃ and g̃ are locally Lipschitz continuous with known (but not neces-
sarily strict) Lipschitz constants L
f̃
and Lg̃.
Intuitively the first assumption implies the control problem is well-posed in that the desired
qualitative behavior can be achieved on the uncertain system dynamics (9), though the presence of
model-uncertainty makes it impossible to verify if the inequality (4) is met for a given controller.
The validity of this assumption has been demonstrated in multiple settings with reasonable model
uncertainty (Taylor et al., 2019, 2020), and is made implicitly when transferring these control ap-
proaches to real systems. The local Lipschitz continuity in the second assumption follows from the
assumption of local Lipschitz continuity of the true dynamics (1) and nominal model (8). Knowl-
edge of strict Lipschitz constants is not necessary, but tighter Lipschitz constants are associated with
improvements in the performance of data-driven robust control methods. Approaches for learning
Lipschitz coefficients from data have also recently been considered (Fazlyab et al., 2019).
3. Data-Driven Robust Control Synthesis
In this section we explore how data can be incorporated directly into an optimization based con-
troller to robustly achieve a desired qualitative behavior specified via a Control Certificate Function.
Consider a dataset consisting of N tuples of states, inputs, and corresponding state time deriva-
tives, D = {(xi,ui, ẋi)}Ni=1, with xi ∈ Rn, ui ∈ Rm, and ẋi ∈ Rn for i = 1, . . . , N . It may not be
possible to directly measure the state time derivatives ẋi, but they can approximated from sequential
state observations xi (Taylor et al., 2019, 2020). For simplicity of exposition, we do not consider
noise in this formulation. However, the resulting construction may be modified to account for the
impact of bounded noise in the data. Considering the uncertain model (9) evaluated at a state and
input pair (xi,ui) in the data set yields:
F̃i , ẋi − (f̂(xi) + ĝ(xi)ui) = f̃(xi) + g̃(xi)ui, (11)
where F̃i ∈ Rn can be interpreted as the error between the true state time derivative and the nominal
model (8) evaluated at the state and input pair (xi,ui).
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Considering a state x ∈ Rn (that is not necessarily part of the data set D) and noting that by the
second equality in (11) it follows that:
f̃(x) + g̃(x)ui − F̃i = f̃(x)− f̃(xi) + (g̃(x)− g̃(xi))ui. (12)
This expression provides a relationship between the possible values of the unmodeled dynamics f̃
and g̃ at the state x and the values of the unmodeled dynamics at the data point xi. Using the local
Lipschitz continuity of the unmodeled dynamics yields the following bound:∥∥∥f̃(x) + g̃(x)ui − F̃i∥∥∥
2
=









‖x− xi‖2 , εi(x). (13)
We see that the bound grows with the magnitude of the Lipschitz constants L
f̃
and Lg̃ and distance
of the state x from the data point xi. The values of Lf̃ and Lg̃ are not explicitly data dependent,
and thus the bound can be improved for a given data set by reducing the possible model uncertainty
through improved modeling. Given this construction we may define the point-wise uncertainty set:
Ui(x) ,
{
(A,b) ∈ Rn×m × Rn
∣∣∣∣ ∥∥∥b + Aui − F̃i∥∥∥2 ≤ εi(x)
}
⊂ Rn×m × Rn, (14)
noting that (g̃(x), f̃(x)) ∈ Ui(x) and Ui(x) is convex. Considering this construction over the entire




Ui(x) ⊂ Rn×m × Rn, (15)
noting that (g̃(x), f̃(x)) ∈ U(x) and U(x) is convex. Therefore, U(x) consists of all possible
model errors that are consistent with the observed data. This allows us to pose the following data
robust control problem:






s.t. ̂̇ϕ(x,u) +∇ϕ(x)> (b + Au) ≤ −α(ϕ(x)) for all (A,b) ∈ U(x).
By construction we have that (g̃(x), f̃(x)) ∈ U(x), implying that krob(x) ∈ Kccf(x) when the
problem is feasible. Thus the closed-loop system (2) under krob satisfies inequality (3). We next
present one of our main results, using robust optimization (Ben-Tal et al., 2009) to yield a convex
problem for synthesizing such a robust controller, proven in the Appendix A
Theorem 1 (Robust Control Synthesis) Let ϕ : Rn → R be a control certificate with comparison
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4. Analysis
In this section we provide an analysis of features of the controller proposed in Section 3.
Convexity & Dimensionality: The inequality constraint in (DR-CCF-SOCP) is convex in each
λi since εi(x) ≥ 0. As the remainder of the constraints are affine in u and each λi and the cost
function is convex, this optimization problem is convex. Although this means that a global optimizer
can be found efficiently, we note that the problem is high-dimensional, as each data point used in
the construction of the optimization problem adds n decision variables via λi. However, if the value
of εi(x) is large for a given data point (i.e. the data point xi is far from the evaluation point x), the
magnitude of λi will be vanishingly small so that the inequality constraint is met. This suggests that
the dimensionality of this controller can be reduced by using subsets of the data that are spatially
close to the evaluation point. It will therefore be important to develop a mathematical understanding
of which data point are most relevant to the controller in regions of the state space, and build data
structures to segment data such that it can be efficiently accessed by the closed-loop controller, such
as in work by Lederer et al. (2020c).
Feasibility: The feasibility of the the controller (DR-CCF-SOCP) at a given state x is determined by
the structure of the uncertainty set U(x) defined in (15). The following lemma provides a condition
on the diversity of inputs in the data set that implies U(x) is bounded for all x ∈ Rn:
Lemma 1 (Bounded Uncertainty Sets) Consider the data set D with N data points satisfying






are linearly independent, then the uncertainty set U(x) is bounded (and
thus compact) for any x ∈ Rn.
Again, this result shows that input diversity is sufficient to assert boundedness of the uncertainty set
as a uniform property over the entire state space. As seen in the proof, the bound on this set may
be very large if the values of εi(x) are large (as is the case when x is far away from the data points
xi associated with the inputs used to construct the bound). Alternatively, the uncertainty set will be
small for a point x if there is local input diversity within the training dataset. To understand how the
size of U(x) impacts feasibility of the optimization problem, we define the following sets:
Ũϕ(x) ,
{











where ⊕ denotes a Minkowski sum. The set Ũϕ(x) can be interpreted as the projection of the
dynamics uncertainty set U(x) along the gradient of the control certificate function ϕ, creating an
m+1 dimensional set which represents the possible uncertainties in the Lie derivatives of ϕ. The set
Uϕ(x) is the recentering of this set around the estimate of the Lie derivatives (Lĝϕ(x)>, Lf̂ϕ(x)) ∈
Rm+1, such that it captures the possible true Lie derivatives of ϕ. The continuous differentiability
of ϕ implies that if U(x) is bounded, then Ũϕ(x) and Uϕ(x) are bounded. Furthermore, as
multiplication by ∇ϕ(x)> is a linear transformation, Ũϕ(x) and Uϕ(x) are convex. We now state
a necessary and sufficient condition for feasibility of the optimization problem:
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Theorem 2 (Feasibility of Data-Driven Robust Controller) For a state x ∈ Rn, let the sets
U(x), Ũϕ(x), and Uϕ(x) be defined as in (15), (16), and (17), respectively. Assume that U(x)
is bounded, and define the rayR ⊂ Rm+1 asR = {0m}× [−α(ϕ(x)),∞). The data-driven robust
controller (DR-CCF-SOCP) is feasible at x 6= 0 if and only if:
Uϕ(x) ∩R = ∅. (18)
We note the controller is trivially feasible at x = 0. A proof of Lemma 1 and Theorem 2 are
provided in Appendix B. Intuitively, the ray R represents Lie derivative pairs that do not satisfy
the certificate function condition with no actuation and cannot be modified through actuation. By
Assumption 1, the Lie derivatives of the true system are not contained inR, but the possible uncer-
tainties permitted by data need not necessarily reflect this. If one possible uncertainty pair in the set
Uϕ(x) is contained inR, it is impossible to meet the certificate condition for that uncertainty pair.
5. Simulation
To demonstrate the behavior of the proposed controller, we run simulated experiments in the setting
of a inverted pendulum. The true system has modified inverted pendulum dynamics with x = [θ, θ̇],
m = ` = 0.7, and a state-dependent input gain given by 1−0.75 exp(−θ2). The input attenuation is
highest when the pendulum is vertical. We explore data-driven stability and safety with this system
for different methods of gathering training data. We compare the robust data-driven controller
with an oracle controller, which knows the true model, and a nominal controller, which treats the
estimated model as if it were true. In each setting, the estimated model mis-specifies the pendulum
mass and length and assumes that the input gain is 1. As a result, the Lipschitz constants of the errors
can be bounded by L
f̃
= g|`− ˆ̀|/(`ˆ̀) and Lg̃ = 0.75 exp(−0.25)/(m`2). The certificate functions
of interest are quadratic functions with parameter P = [[1.73205081, 1], [1, 1.73205081]]. In all
settings, the comparison function is linear with α(r) = λmin(P )r. All simulations are integrated
with Runge-Kutta 4(5) at 100 Hz.
Stabilizing with dense data. We first consider the task of stabilization with ϕ(x) = x>Px and
kd(x) given by a feedback linearizing controller designed with the estimated system. In this setting,
the estimated system underestimates the mass and length by 10%. Training data is collected as a
grid over θ and θ̇ with grid sizes εθ = 6.25×10−3 and εθ̇ = 1.25×10














0 2 4 6 8 10 12 14
t (sec)oracle nominal robust
Figure 1. The value of the certificate function ϕ(x) and input u over time for the dense data settings.
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in state space, we sample two control actions u = ±1. The derivatives ẋ are computed exactly. We
include a slack variable in the robust optimization problem for numerical stability. The left panel
of Figure 1 displays a system rollout starting at x(0) = [0.8, 0.1]. The nominal controller fails
to stabilize the system, as evident by the non-decreasing certificate function. However, the robust
controller does so successfully.
Safety with dense data. We next consider the task of ensuring safety via the invariance of an
ellipsoidal set with ϕ(x) = x>Px − 0.2 and kd(x) = 0. We suppose that the pendulum length
and mass are underestimated to ̂̀= m̂ = 0.5, or about 28%. As above, training data is collected
in a grid with positive and negative inputs. The grid is not as dense, with εθ = 1.25 × 10−2 and
εθ̇ = 5 × 10
−2. The right panel in Figure 1 displays a system rollout starting within the safe set at
x(0) = [0.1, 0.1]. The nominal controller fails to keep the system safe, as evident by the positive
certificate function. The robust controller successfully maintains safety, though it converges to a
different point than the oracle controller.
Safety with trajectory data. In this setting, we consider the same safety task as above with the
pendulum mass and length underestimated by 10%. Rather than using a grid, we collect training
data from closed-loop operation. We construct a training set using a time-varying proportional
control law, u(θ, t) = −(25 + sin(2πt/100))θ. This controller results in trajectories which are
oscillatory and unstable. Training data consists of four trajectories with initial conditions at [θ0, 0]
for θ0 ∈ {0.07, 0.08, 0.09, 0.1}, and the derivatives ẋ are computed using numerical differentiation
along the recorded trajectory. The resulting data is displayed the right panel of Figure 2. The left
panel of Figure 2 displays the timeseries for a system rollout starting at x(0) = [0.1, 0.1], while
the right panel displays the phase plot. As before, the nominal controller fails to keep the system
safe. The robust data-driven controller successfully ensures safety, though it again converges to a
different point than the oracle controller. This setting demonstrates that data entirely from unsafe
and unstable trajectories provides sufficient information to synthesize a safe controller.
Safety with episodic data. Finally, we consider the above safety task performed over multiple
episodes, collecting and aggregating data after each. For this setting, we remove the exponential




























Figure 2. (Left) The value of the certificate function ϕ(x) and input u over time for the trajectory data setting. (Right)
The corresponding trajectories in state space and the training data (blue).
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Figure 3. (Left) The state distribution observed during each episode and the boundary of the safe set (black dashed).
(Center) The value of the certificate function ϕ(x) over time for each episode and the maximum permissible value (black
dashed). (Right) The total additional input compensating for remaining uncertainty during each episode.
proportional control law u(θ) = −25θ, starting from the initial condition [0.1, 0]. The derivatives ẋ
are computed exactly. We collect data from a system rollout starting at x(0) = [0.1, 0.1] using the
robust controller with the initial training data. The observed trajectory is subsampled by a factor of
10 and added to the training data. We repeat rollouts and data aggregation for a total of 20 episodes.
Aggregation of state data is shown in the left panel of Figure 3, and the value of the certificate
function during each episode is shown in the center panel of Figure 3. In early episodes, the robust
controller does not have enough data to safely allow the system to approach the boundary of the
safe set. As the episodes progress and data is collected in regions of the state space closer to the
boundary, the reduced uncertainty in these regions allows the system to approach the boundary. We
compare the actions of the robust controller to the actions that the oracle controller would have taken
on the same trajectories, measuring the total additional input compensating for uncertainty over an
episode; this measurement is shown as a function of number of episodes in the right panel of Figure
3. As more data is collected, the performance of the robust controller more closely matches that
of the oracle controller. Importantly, this occurs while providing the robust controller only with
additional data inside the safe set collected with a safe controller; we do not have to collect data
outside the safe set or with unsafe excitations to exhibit these changes.
6. Future Work
In this paper, we propose a novel approach for robust data-driven control synthesis in the presence
of model uncertainty and show that good performance can be achieved when training data provides
sufficiently dense coverage of the state space with targeted excitation in input directions. We believe
that this approach is well positioned to make progress on both theoretical and application-oriented
problems at the intersection nonlinear control and non-parametric machine learning. There are
several open directions for future work. To enable efficient computation for closed-loop control,
it is important to investigate strategies for data organization and segmentation, which may arise
from a careful analysis of Lagrange multiplier support. It is also important to understand how
data collection can be targeted to tasks, and make connections to imitation learning. Finally, it
is important to understand properties of the resulting controller, such as continuity, and develop
practical implementation considerations for use in real systems.
10
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Appendix A. Equivalence Proof
In this appendix we provide a proof of Theorem 1 demonstrating the equivalence between the robust
optimization problem (DR-CCF-OP) and the second-order cone form (DR-CCF-SOCP).




̂̇ϕ(x,u) +∇ϕ(x)>(b + Au)
s.t. ‖b + Aui − F̃i‖2 ≤ εi(x) for all i ∈ 1, . . . , N,
is less than or equal to −α(ϕ(x)). Each inequality constraint can be rewritten as set membership in




̂̇ϕ(x,u) +∇ϕ(x)> (b + Au)
s.t.
(
b + Aui − F̃i, εi(x)
)
∈ Qn for all i ∈ 1, . . . , N,
where Qn ⊂ Rn+1 denotes the Lorentz cone Qn = {(y, t) ∈ Rn × R : ‖y‖2 ≤ t}. The associated
Lagrangian for this optimization problem is given by:






b + Aui − F̃i
εi(x)
]

























b + ̂̇ϕ(x,u)− N∑
i=1
(
λ>i F̃i − νiεi(x)
)
,
where (λi, νi) ∈ Qn are Lagrange multipliers corresponding to the constraints imposed by the data


















‖λi‖2 ≤ νi for all i ∈ 1, . . . , N.
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For any (xi,ui), choosing Lagrange multipliers such that νi > ‖λi‖2 increases the corresponding

















This optimization problem can then be substituted in for the initial robust constraint in (DR-CCF-OP)
to yield the final optimization problem (DR-CCF-SOCP).
Appendix B. Feasibility Proofs
In this appendix we provide proofs of the lemma and theorem presented on feasibility of the robust
optimization problem in Section 4.
B.1. Proof of Lemma 1









For arbitrary x ∈ Rn, let (A,b) ∈ U(x). By definition of the individual uncertainty sets Ui(x) and
U(x) given in (14) and (15), respectively, we have that:∥∥∥Aui + b− F̃i∥∥∥
2
≤ εi(x), (20)
for ui ∈ Su. Taking the square of both sides and summing over the inputs in Su we arrive at:
m+1∑
i=1







Defining vi , Aui + b− F̃i, we can rewrite the left-hand side as:
m+1∑
i=1







|Vji|2 = ‖V‖2F , (22)
where ‖ · ‖F is the Frobenius norm and V =
[
v1 · · · vm+1
]
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By factoring the preceding term we arrive at:
m+1∑
i=1




























































































































proving that the uncertainty set U(x) is bounded.
B.2. Proof of Theorem 2
Proof The proof of Theorem 2 proceeds from the original structure of the robust control problem
(DR-CCF-OP). The constraint that must be met in this controller by an input u∗ ∈ Rm is given by:
L
f̂
ϕ(x) +∇ϕ(x)>b + (Lĝϕ(x) +∇ϕ(x)>A)u∗ ≤ −α(ϕ(x)). (30)
for all (A,b) ∈ U(x). Given the definitions of Ũϕ(x) and Uϕ(x) in (16) and (17), this constraint
can equivalently be written as:
q + p>u∗ ≤ −α(ϕ(x)) (31)
for all (p, q) ∈ Uϕ(x).
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B.2.1. ONLY IF DIRECTION
To see the only if direction, assume that:
Uϕ(x) ∩R 6= ∅. (32)
This implies that there exists a (p, q) ∈ Uϕ(x) such that q > −α(ϕ(x)) and p = 0m. Thus for any
choice of an input u ∈ Rm, we have that:
q + p>u = q > −α(ϕ(x)), (33)
violating the constraint in (31). Thus the optimization problem is infeasible.
B.2.2. IF DIRECTION
The other direction of the proof takes considerably more effort. To illuminate the various elements
in the proof, we will proceed by proving a sequence of three statements of increasing strength:
first when actuation is unnecessary for certification, then when there is an infinite gain margin, and
finally in general.
Actuation unnecessary. For the first statement, we make the following assumption:











where 〈·, ·〉 is the Euclidean inner product. This implies that for all (p, q) ∈ Uϕ(x) we have
q ≤ −α(ϕ(x)). This implies that (31) is met for all (p, q) ∈ Uϕ(x) with u∗ = 0. Intuitively,
this assumption implies that for all possible Lie derivative pairs in Uϕ(x), the certificate function
condition is met with no input. Geometrically, this can be interpreted as the set Uϕ(x) lying below
the hyperplane H ⊂ Rm+1 defined by normal n =
[
0>m 1








Figure 4. Geometric interpretation of the first statement in proving stability. The set Uϕ(x) lies entirely below the
hyperplaneH, implying the certificate function condition is met for all possible values of Lie derivatives with u = 0.
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Infinite gain margin. For the second statement, we begin by defining the projection function
Π : Rm × R→ Rm such that for (p, q) ∈ Rm × R we have:
Π((p, q)) = p. (35)
As Π is a linear transform, the image of Uϕ(x) under Π, defined as Π(Uϕ(x)), is compact and
convex. We make the following assumption to prove the second statement:
Π(Uϕ(x)) ∩ {0m} = ∅. (36)
Compared to the first statement, this allows for possible Lie derivative pairs (p, q) ∈ Uϕ(x) with
q > −α(ϕ(x)), such that u = 0 is no longer a feasible solution. This assumption does imply that
for all possible Lie derivative pairs (p, q) ∈ Uϕ(x), p 6= 0. Geometrically this appears in Figure 5,
where now a portion of Uϕ(x) is strictly above the hyperplaneH, but does not intersect the vertical







Figure 5. Geometric interpretation of the second statement in proving stability. The set Uϕ(x) no longer lies entirely
below the hyperplaneH, implying that input will be need to ensure the certificate function condition is met for all possible
values of Lie derivatives.
may use the strict separating hyperplane theorem (Boyd and Vandenberghe, 2004) to conclude the
existence of a hyperplane,Hβ ⊂ Rm, defined by unit normal s ∈ Rm and offset β > 0 such that:
∀ p ∈ Π(Uϕ(x)), 〈s,p〉 ≥ β. (37)
As β > 0, a similar hyperplane H0 ⊂ Rm with the same normal s that passes through the origin
can be defined. This can be further visualized by looking down the vertical axis, as seen in Figure
6, where the hyperplaneH has been omitted.
These hyperplanes can be extended back into the ambient space Rm×R by defining hyperplanes
H′β ⊂ Rm × R and H′0 ⊂ Rm × R with normal vector s′ =
[
s> 0
]> and respective offsets β
and 0. These hyperplanes serve to separate the vertical axis 0m × R from the cylinder defined by
Π(Uϕ(x))× R, which contains Uϕ(x). By definition we have that:
















Figure 6. Top down view of the the second statement in proving feasibility. The green region corresponds to Π(Uϕ(x))
while the orange region highlights the portion of the set Uϕ(x) lying above the hyperplane with normal n and offset
−α(ϕ(x)). The line Hβ represents the strictly separating hyperplane with normal s and offset β, while H0 is the
hyperplane shifted to pass through the origin.
The function 〈s′, ·〉 : Uϕ(x) → R is continuous on a compact domain, implying it obtains a mini-













: Uϕ(x)→ R is continuous on a compact domain, implying
it obtains a maximum at a point (p??, q??) ∈ Uϕ(x) such that:





















We assume that q?? > −α(ϕ(x)), or this setting reverts to the case proven in the first statement.
Given these facts, our goal is to find an input u∗ ∈ Rm such that:
∀ (p, q) ∈ Uϕ(x), q + p>u? ≤ −α(ϕ(x)), (41)
implying u∗ is a feasible solution for the robust optimization problem. To find an explicit value of
u∗ that satisfies this property, let us set u∗ = −γs with γ > 0. Using the minimum found above,
we have that:
∀ (p, q) ∈ Uϕ(x), 〈s,p〉 ≥ 〈s,p?〉 ≥ β > 0 (42)
or
∀ (p, q) ∈ Uϕ(x), 〈−γs,p〉 ≤ 〈−γs,p?〉 ≤ −γβ < 0 (43)
Using the maximum found above, we then have that:
∀ (p, q) ∈ Uϕ(x), q + p>u∗ = q − γp>s ≤ q?? − γβ (44)






TOWARDS ROBUST DATA-DRIVEN CONTROL SYNTHESIS
noting β > 0 by strict separation, we have the desired condition in (31), implying feasibility.
Another way to interpret this preceding result that is useful in proving the last statement begins
with defining the set:
U ′ϕ(x,u) =
{
(p′, q′) ∈ Rm × R
∣∣ ∃ (p, q) ∈ Uϕ(x) s.t. (p′, q′) = (p, q + p>u)} . (46)
This set can be interpreted as a transformation of the set Uϕ(x) that depends on an input u, noting
















implying that U ′ϕ(x,u) is compact and convex. If for some u∗ the transformed set U ′ϕ(x,u∗) satis-
fies:











such that it lies below the hyperplane H, the input u? is a feasible solution for the robust optimiza-
tion problem as:
∀ (p, q) ∈ Uϕ(x), q + p>u? ≤ −α(ϕ(x)). (49)
General case. The third statement requires only the main assumption in Theorem 2 such that:
Uϕ(x) ∩R = ∅. (50)
In particular, we no longer require that:
Π(Uϕ(x)) ∩ {0m} = ∅. (51)
To proceed, we define the following set:
Uϕ(x) =
{












which corresponds to the Lie derivative pairs in the set Uϕ(x) that do not meet the certificate
function condition under no input. As Uϕ(x) is defined as an intersection of the convex set Uϕ(x)
and a half-space, it is also convex. We consider the projection of this set, which is convex and by
assumption satisfies:
Π(Uϕ(x)) ∩ {0m} = ∅. (53)
Once again we may use the strict separating hyperplane theorem, this time to separate the set
Π(Uϕ(x)) from {0m} with the hyperplane Hβ with unit normal s and offset β. This hyperplane
can also be shifted to pass through the origin, given by H0. This results in the configuration seen
in Figure 7. These hyperplanes can be extended back into the ambient space Rm × R by defining




offsets β and 0. These hyperplanes serve to separate the vertical axis 0m × R from the cylinder
defined by Π(Uϕ(x))× R. By definition we have that:

















Figure 7. Top down view of the third statement in proving feasibility. The green region corresponds to Π(Uϕ(x)) while
the orange region highlights the set Uϕ(x) lying above the hyperplaneH. The lineHβ represents the strictly separating
hyperplane with normal s and offset β, whileH0 is the hyperplane shifted to pass through the origin.
The function 〈s′, ·〉 : Uϕ(x) → R is continuous on a compact domain, implying it obtains a mini-













: Uϕ(x)→ R is continuous on a compact domain, implying
it obtains a maximum at a point (p??, q??) ∈ Uϕ(x) such that:





















We assume that q?? > −α(ϕ(x)), or this setting reverts to the case proven in the first statement. As





Unlike before, this only ensures that the condition (31) is met for (p, q) ∈ Uϕ(x), rather than


















For a point (p, q) ∈ H−0 we have that:
p>u∗ = −γp>s > 0, (60)
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or that the input u∗ is working against meeting the certificate function condition for (p, q). The
hyperplane H′0 separates points for which u∗ improves or worsens the certificate condition, as il-
lustrated in Figure 8. We must then verify that this choice of u∗ does not lead to violations of the










Figure 8. Top down view of the the third statement in proving feasibility. The blue rising hatched region corresponds
to H+0 for which the input u∗ = −γs works to improve the certificate condition. The pink falling hatched region
corresponds toH−0 for which the input u∗ = −γs worsens the certificate condition. They are separated by the hyperplane
H0.
To this end we define the set:
U ′ϕ(x,u) =
{











with U ′ϕ(x,0) = Uϕ(x). The set U
′
ϕ(x,u) contains the points in U ′ϕ(x,u) that are in or above
the hyperplaneH. We note that it is a convex set, and that by strict separation, we have:
U ′ϕ(x,0) ∩H′0 = ∅. (62)
Furthermore, for any value of γ, we have:
U ′ϕ(x,−γs) ∩H′0 = ∅. (63)
This implies that for any choice of γ, any point (p, q) ∈ Uϕ(x) ∩ H′0 will satisfy condition (31).
Likewise, considering a point (p,q) ∈ H+0 \ U
′
ϕ(x,0) (for which condition (31) is met with no
input and the satisfaction of the certificate condition improves), for all γ > 0 we have that:
p>u∗ < 0, (64)
implying that condition (31) is met for (p,q). By continuously varying γ, we may conclude that
there exists γ∗ ∈ R satisfying:










∣∣ (p′, q′) ∈ U ′ϕ(x,−γ∗s)} = −α(ϕ(x)). (66)
Importantly, for γ = γ∗, we have that all points (p, q) ∈ H+0 satisfy condition (31), and that at
least one point, denoted v+ ∈ U ′ϕ(x,−γ∗s) ∩ H+0 , satisfies it with equality. Now assume for
contradiction that:
U ′ϕ(x,−γ∗s) ∩H−0 6= ∅, (67)
or that there exists v− ∈ U ′ϕ(x,−γ∗s) ∩H−0 . As the set U
′
ϕ(x,−γ∗s) is convex, we have that:
∀ λ ∈ [0, 1], v(λ) , λv+ + (1− λ)v− ∈ U ′ϕ(x,−γ∗s). (68)
For any value of λ ∈ [0, 1], taking the inner product of v(λ) with the normal vector s′ defining H′0
yields:
〈s′,v(λ)〉 = λ〈s′,v+〉+ (1− λ)〈s′,v−〉. (69)
Noting that 〈s′,v+〉 > 0 and 〈s′,v−〉 < 0, let us define:
λ∗ = − 〈s
′,v−〉
〈s′,v+〉 − 〈s′,v−〉
∈ (0, 1). (70)
It follows that:
〈s′,v(λ∗)〉 = 0, (71)
implying v(λ∗) ∈ U ′ϕ(x,−γ∗s) ∩H′0. This contradicts the fact:
U ′ϕ(x,−γ∗s) ∩H′0 = ∅, (72)
implying:
U ′ϕ(x,−γ∗s) ∩H−0 = ∅, (73)
or that all points (p, q) ∈ Uϕ(x) satisfy condition (31) for the input u∗ = −γ∗s, ensuring feasibility.
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