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Abstract. It is exponentially unlikely that a sparse random graph or
hypergraph is connected, but such graphs occur commonly as the giant
components of larger random graphs. This simple observation allows us
to estimate the number of connected graphs, and more generally the num-
ber of connected d-uniform hypergraphs, on n vertices with m = O(n)
edges. We also estimate the probability that a binomial random hyper-
graph Hd(n;p) is connected, and determine the expected number of edges
of Hd(n;p) conditioned on its being connected. This generalizes prior
work of Bender, Caneld, and McKay [2] on the number of connected
graphs; however, our approach relies on elementary probabilistic meth-
ods, extending an approach of O'Connell, rather than using powerful
tools from enumerative combinatorics. We also estimate the probability
for each t that, given k = O(n) balls in n bins, every bin is occupied by
at least t balls.
1 Introduction and Results
A d-uniform hypergraph H consists of a set V of vertices and a set E of edges,
which are subsets of V of cardinality d. Thus, a 2-uniform hypergraph is just a
graph. A vertex w is reachable in H from a vertex v if either v = w or there is
a sequence e1;:::;ek of edges such that v 2 e1, w 2 ek, and ei \ ei+1 6= ; for
i = 1;:::;k 1. Reachability in H is an equivalence relation, and the equivalence
classes are the connected components of H. We say that H is connected if there
is only one component.
Connectedness is perhaps the most basic property of graphs and hypergraphs,
and estimating the number of connected graphs or hypergraphs with a given
number of vertices and edges is a fundamental combinatorial problem. In most
applications, one is interested in asymptotic results, where the number of ver-
tices/edges tends to innity. The main result of this paper is a formula for the
asymptotic number of connected d-uniform hypergraphs; or, equivalently, an es-
timate of the probability that a random d-uniform hypergraph is connected.
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Hd(n;m) in which the number of vertices and edges is xed, and a binomial
model Hd(n;p) in which each possible edge appears with probability p; in the
latter case we also calculate the expected number of edges conditioned on the
graph being connected. Furthermore, we obtain a simple algorithm for generating
a connected hypergraph uniformly at random.
We obtain these results using a new probabilistic approach. Rather than using
powerful techniques of enumerative combinatorics such as generating functions
and complex analysis, our calculations are for the most part elementary, and
rely on the fact that a connected (hyper)graph of a given order and size is
likely to occur as the giant component of a larger one. We believe that this
approach is of interest in its own right, and can be applied to a number of
problems in combinatorics and random (hyper)graph theory; to illustrate this,
we also calculate the probability that every bin in a balls-and-bins experiment
is occupied by at least t balls.
For the special case of graphs, i.e., for d = 2, the results we present in this
paper (and, in some cases, stronger results) are already known. Compared to
graphs, little is known about d-uniform hypergraphs where d  3, although
several papers deal with their component structure (cf. Section 2 for details).
Given a hypergraph H = (V;E), its order is its number of vertices jV j, and
its size is its number of edges jEj. The degree dH(v) of a vertex v 2 V is the
number of edges e 2 E such that v 2 e. Note that if H is d-uniform, its average
degree is djEj=n, Throughout, V = f1;:::;ng is a xed set of n labeled vertices
and d  2 is a xed integer. We let Cd(n;m) signify the number of connected
d-uniform hypergraphs of order n and size m. Observe that if a hypergraph is
connected, then its average degree is at least d=(d   1).
Two natural random models present themselves. In Hd(n;m), we select one
of the
 (
n
d)
m

sets of m possible edges at random. In Hd(n;p), each of the
 n
d

edges
appears independently with probability p, in which case the expected number
of edges is p
 n
d

 pnd=d! and the expected degree is p
 n 1
d 1

 pnd 1=(d   1)!.
Thus we will compare Hd(n;m) where m = cn=d with Hd(n;p) where p =
c(d   1)!=nd 1. While these two models are interchangeable in many respects,
with respect to large deviations they are not; in particular, as we will see, their
probabilities of connectedness dier by an exponential factor.
The following theorem determines the asymptotic probability of connect-
edness of Hd(n;m), or equivalently the number of connected d-uniform hy-
pergraphs, up to a constant factor in the regime where the average degree is
c > d=(d   1).
Theorem 1. Let c > d=(d 1) be a constant independent of n, and let m = cn=d.
Let a = a(c) be the unique solution in (0;1) of the equation
1   a = exp

 ca 
1   (1   a)d 1
1   (1   a)d

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Fig.1. Left gure: the functions 3(c) (black) and 	3(c) (gray) in the range 1:5 < c < 3.
Right gure: the functions 3(c) (black) and c 7! c (gray) in the range 0:5 < c < 5.
and set d(c) = a1 c (1   a)(1=a) 1 (1   (1   a)d)c=d : Then the probability that
Hd(n;m) is connected is (d(c)n), and so Cd(n;m) = 

d(c)n (
n
d)
m

(as
n ! 1).
Theorem 1 addresses the combinatorial problem of estimating the number of
connected hypergraphs. But there is also a corresponding algorithmic problem:
can we sample a connected hypergraph of a given order and size uniformly at
random? We answer this question in the armative.
Theorem 2. Let c > d=(d   1), and let m = cn=d. There is a randomized
algorithm that samples a connected hypergraph of order n and size m uniformly
at random in expected polynomial time.
Our next theorem gives an result analogous to Theorem 1 for Hd(n;p).
Theorem 3. Let c > 0 be a constant, and let p = c(d   1)!=nd 1. Let a be the
unique solution in (0;1) of the equation
1   a = exp

 c 
1   (1   a)d 1
ad 1

(2)
and set 	d(c) = a(1 a)(1=a) 1 exp

c
d 
1 a
d (1 a)
d
ad

. Then the probability that
Hd(n;p) is connected is (	d(c)n). For d = 2, 	2(c) = 1   exp( c).
To illustrate Theorems 1 and 3 we plot the functions 3(c) and 	3(c) in Fig-
ure 1. In fact 	3 is larger than 3, i.e., Hd(n;p) is exponentially more likely to be
connected than Hd(n;m) even when the two have the same (expected) average
degree. The reason for this is that in Hd(n;p) the number of edges is a random
variable; we can think of Hd(n;p) as rst choosing a number of edges m0 ac-
cording to the binomial distribution Bin(
 n
d

;p), and then choosing a Hd(n;m0).
Thus Hd(n;p) can boost its probability of being connected by including a larger
number m0 of edges. Indeed, if we condition on Hd(n;p) being connected, the
conditional expectation of the number of edges will be signicantly larger than
p
 n
d

. Our next theorem quanties this observation.Theorem 4. As in Theorem 3, let c > 0 be a constant independent of n, let
p = c(d   1)!=nd 1, and let a be the unique solution in (0;1) of Equation (2).
Set
d(c) = c

1   (1   a)d
ad

:
The expected number of edges of Hd(n;p) conditioned on the event that Hd(n;p)
is connected is nd(c)=d  o(n), so the expected average degree is d(c)  o(1).
For d=2, 2(c) = c  (ec + 1)=(ec   1) = c  coth(c=2).
The proof of Theorem 4 consists of maximizing the product of d(c = dm=n)n
times the binomial distribution Bin(
 n
d

;p). Figure 1 shows 3(c). As c ! 1,
d(c) ! c, since connectedness becomes a less unusual condition as c increases.
As c ! 0, c(d) ! d=(d   1), the minimum average degree required for connec-
tivity.
One ingredient of the proofs of Theorems 1{4 is the component structure of
random hypergraphs Hd(n;m) and Hd(n;p). We say that Hd(n;m) or Hd(n;p)
has a certain property with high probability (w.h.p.) if the probability that the
property holds tends to 1 as n ! 1. Suppose that the average degree c =
dm=n (resp. c = pnd 1=(d   1)! is a constant greater than 1=(d   1). Then,
just as for graphs [6], w.h.p. there is a unique giant component of order 
(n)
in Hd(n;p), and all other connected components are of order O(lnn) [7,13]. To
prove Theorems 1{4, it is crucial to have a rather tight estimate on the order
and size of the giant component.
We say that a random variable X dened on Hd(n;m) or Hd(n;p) is concen-
trated in width y about x if for each " > 0 there is a number C(") independent of
n such that Pr[jX   xj > C(")y] < ". Further, we write f(n) = ~ O(g(n)) if there
is a constant c > 0 such that jf(n)j  jg(n)jln
c n for all suciently large n.
Theorem 5. Suppose that c > 1=(d 1). Let a = a(c) be the unique solution in
(0;1) of the equation
1   a = exp
 
 c
 
1   (1   a)
d 1
and let b = b(c) = 1   (1   a)d. Let m = cn=d and let p = c(d   1)!=nd 1.
Then, the expected order (resp. size) of the giant component of Hd(n;m) and
of Hd(n;p) is an + ~ O(1) (resp. bm + ~ O(1)). Moreover, the order (resp. size) of
the giant component of both Hd(n;m) and Hd(n;p) is concentrated in width
p
n
about an (resp. bm).
Note that setting d = 2 in Theorem 5 recovers the classic result 1 a = e ca
for random graphs [6]. To further illustrate the applicability of our approach, we
solve a type of occupancy problem. Suppose k balls are placed randomly in n
bins; the following theorem estimates the probability qt(k;n) that every bin is
occupied by at least t balls.Theorem 6. Let t  1 be an integer, let r > t be a constant independent of n,
and let k = rn. Let  = (r) and  = (r) be the unique solutions in (0;1) to
the pair of equations
 = 1  
t 1 X
j=0
e r=(r=)j
j!
;  = 1  
t 2 X
j=0
e r=(r=)j
j!
Set r1 = r 
1 

1 
 , and let  = (r) be the unique solution of the equation
Pt 1
j=1

j
(j 1)! = r1
Pt 1
j=0

j
j! unless t = 1, in which case set  = 1. Then set
(r) = 1 r(1   )
1
+r(1  1
 ) 1
0
@r
r1
1 e r1
t 1 Y
j=0
1
b
bj
j (j!)bj
1
A
1 1=
where bj =

j=j! Pt 1
`=0 j=j!. Then, qt(k;n) = ((r)n) as n ! 1.
For t = 1 in particular, Theorem 6 gives  = 1   e r,  = 1, and r1 = 0,
 = 1, and b0 = 1. Then q1(k;n) = 
 
(1 rer( 1))n
: The proof of Theorem 6
is similar to the proofs of Theorems 1 and 3 and is omitted.
2 Related Work
The asymptotic number of connected graphs with a given number of edges and
vertices was determined by Bender, Caneld, and McKay [2]. Their proof is
based on generating functions, and is stronger than Theorem 1 in that it de-
termines the number of connected graphs up to a multiplicative factor 1 + o(1)
instead of a constant. The same authors have determined the probability that
a random graph Gn;p is connected as well as the expected number of edges of
Gn;p conditioned on connectedness [3], corresponding to the case d = 2 of The-
orems 3 and 4; however, they give the asymptotic distribution of the number of
edges conditioned on connectedness, not just its expectation. An algorithm for
generating random connected graphs (the case d = 2 of Theorem 2) immediately
follows from the results in [2,3]. Pittel and Wormald [12] presented an alternative
approach based on enumerating graphs of minimum degree 2 to derive slightly
improved versions of the results in [2]. Among other things, O'Connell [11] has
estimated the probability that a random graph Gn;p is connected using a prob-
abilistic approach. However, the result in [11] is somewhat less precise than [3].
Using large-deviation methods from statistical physics, Engel, Monasson, and
Hartmann [4] have investigated exponentially unlikely component structures of
random graphs, including connectedness and, more generally, a specied number
of components per vertex.
The asymptotic order and size of the giant component of random graphs (the
case d = 2 of Theorem 5) has been known since the pioneering work of Erd} os
and Renyi (cf. [6] for a unied treatment). Furthermore, Barraez, Boucheron,and Fernandez de la Vega [1] give a description of the asymptotic distribution
of the order and size of the giant component of random graphs.
For d-uniform hypergraphs, d  3, on the other hand, little seems to be
known. Karonski and   Luczak [8] determined the number of connected hyper-
graphs of order n and size m = n=(d   1) + k where k = o(lnn=lnlnn) (i.e.,
just above the number of edges necessary for connectedness) up to a factor of
1+o(1) via purely combinatorial techniques. Since Theorem 1 addresses the case
m = cn=d for c > d=(d   1), our results and those of [8] are incomparable.
Schmidt-Pruzan and Shamir [13] have shown that in a very general model of
random hypergraphs a phase transition phenomenon occurs: there is a certain
averagedegree c such that for all c < (1 ")c the largest component of Hd(n;m)
with m = cn=d has order O(lnn), whereas for c > (1 + ")c there is a unique
giant component of order 
(n). In the case of d-uniform hypergraphs, the critical
average degree is c = 1=(d 1). Karonski and   Luczak [7] have studied this phase
transition in greater detail. To the best of our knowledge, the expected order
and size of the giant component as given in Theorem 5 have not been stated
before (although our proof relies on standard methods).
With regardsto the occupancy problem, in the case t = 1, more precise results
for q1(k;n), can be obtained from asymptotic formulas for Stirling numbers of
the second kind due to Temme [14] and Moser and Wyman [10]. However, these
results rely on generating functions and complex analysis, while our approach
is elementary. For t > 1, to the best of our knowledge the results stated in
Theorem 6 are new.
3 Techniques and Outline
While most of the previous work relies on rather heavy machinery from enumer-
ative combinatorics, our approach is quite dierent and purely probabilistic, and
yields shorter and simpler proofs. For instance, to prove Theorem 1 the basic
idea is as follows. Suppose that m = cn=d for some c > 1=(d   1), and let a;b
be as in Theorem 5. Then, by Theorem 5, w.h.p. there is a unique giant com-
ponent in Hd(n;m), which|conditioned on its order and size|is a uniformly
random connected hypergraph. As we shall see in Section 5, we can express the
number Cd(an;bm) of connected hypergraphs of order an and size bm in terms
of the probability (an;bm) that the giant component of Hd(n;m) has precisely
order an and size bm. Then, in Section 6, we reduce the problem of computing
(an;bm) to a balls-and-bins problem. Section 4 contains the proof of Theo-
rem 5. The algorithm for Theorem 2 drops out of our proof of Theorem 1 in
Section 6 immediately.
Our approach is related to that of O'Connell [11], but goes beyond it consid-
erably. O'Connell shows that Pr[Gn;p is connected] = 	2(np)n+o(n) by observing
that w.h.p. the giant component of Gn;p has order an+o(n) where 1 a = e ac
(the d = 2 case of Theorem 5). However, due to the o(n) error term, in [11] it
is necessary to prove that a certain rate function is continuous. This proof relies
heavily on the independence of the edges in Gn;p, and therefore is not easy toadapt to the Gn;m model. By contrast, we do not need to work with rate func-
tions, because we estimate the probability that the giant component of Gn;p has
exactly order an. In eect, we determine Pr[Gn;p is connected] up to a constant,
rather than subexponential, factor.
4 The Giant Component of Hd(n;m) and Hd(n;p)
To estimate the expected order and size of the giant component of a random hy-
pergraph Hd(n;p), we establish an analogy between a Galton-Watson branching
process with a suitable successor distribution and exploring the components of
a random hypergraph. For graphs, a similar approach is well known (cf. [6]). To
estimate the expected order/size of the giant component of a hypergraph up to
an additive error of ~ O(1), we need to rene this approach slightly.
Let us rst describe the branching process. During the process there are two
kinds of \organisms": living and dead ones. In the beginning, there is only one
organism, which is alive. In the i'th step, a living organism is chosen, produces
a number Zi of children, and dies. The Zi's are independent and is distributed
as a multiple (d   1)  Po(c) of a Poisson random variable with mean c. We say
that the process dies out if at some step i the last living organism dies without
producing any ospring. General results [5, p. 297] imply that the probability
 that the process dies out is the unique solution in (0;1) of the equation  =
exp
 
c(d 1   1)

.
Now, for random hypergraphs H = Hd(n;p), consider the following process,
which explores the connected component of a vertex v. During the process, the
vertices of H are either dead, alive, or neutral. Initially, only v is alive, and all
other vertices are neutral. In each step, a living vertex w is chosen. We investigate
all edges e of H that contain w, at least one neutral vertex, but no dead vertex
(since a dead vertex indicates that that edge has already been explored). All
neutral vertices contained in such edges are made live, and w dies. Let Zw be
the number of vertices made live from w. When there are no living vertices left,
the set of dead vertices is precisely the connected component of v.
Recall that a random variable X dominates Y if Pr[Y  t]  Pr[X  t] for
all t. Let Bin(N;p) denote a binomial random variable with parameters N and
p. Then, on the one hand, Zw is dominated by (d   1)Bin(
 n 1
d 1

;p), since the
degree of w in Hd(n;p) is distributed as Bin(
 n 1
d 1

;p). On the other hand, Zw
dominates the following random variable Sk: with probability 1  ~ O(1=n), Sk has
distribution (d   1)Bin(
 n k
d 1

;p), and with the remaining probability Sk = 0.
Using these estimates, a similar argument as in [6, proof of Theorem 5.4] yields
the following.
Lemma 7. Let a;b be as in Theorem 5. The expected number of vertices outside
the giant component is (1 a)n+ ~ O(1), and the expected number of edges outside
the giant component is (1   b)m + ~ O(1).
Lemma 7 establishes the rst part of Theorem 5. In order to show that the
order and size of the giant component of Hd(n;p) are concentrated about theirmeans, we show that both have variance O(n), and apply Chebyshev's inequality.
A similar approach works for Hd(n;m).
5 The Number of Connected Hypergraphs
Suppose that m = cn=d for some c > 1=(d 1). Following the outline in Section 3,
in this section we reduce the problem of counting connected hypergraphs to
estimating the probability that the giant component of Hd(n;m) has a given
order and size. Let a;b be as in Theorem 5, and set
 (x;y) =

n
x
 x
d

y
 n x
d

m   y
 n
d

m
 1
: (3)
Let cd(an;bm) = Cd(an;bm)
 (
an
d )
bm
 1
be the probability that Hd(an;bm) is con-
nected. Then,  (an;bm)  cd(an;bm) is the expected number of components of
order an and size bm in Hd(n;m). Furthermore, if H is a hypergraph, then we
let N(H) (resp. M(H)) denote the order (resp. size) of the component with
the most vertices (resp. edges). Then letting (x;y) be the probability that
H = Hd(n;m) satises N(H) = x and M(H) = y, we obtain
(an;bm)   (an;bm)  cd(an;bm) (4)
(for d = 2, a similar inequality has been derived in [9]). Furthermore,  (an;bm)
cd(an;bm)Pr[N(Hd(n an;m bm)) < an] is the probability that in Hd(n;m)
there is precisely one component of order an and size bm. Hence,
 (a;b)  cd(an;bm)  Pr[N(Hd(n   an;m   bm)) < an]  (an;bm): (5)
Let us rst get rid of the term Pr[N(Hd(n   an;m   bm)) < an].
Lemma 8. Pr[N(Hd(n   an;m   bm)) < an]  1.
Lemma 8 follows from the analogy between random hypergraphs and branch-
ing processes discussed in Section 4. Lemma 8, (4) and (5) yield
(an;bm)   (an;bm)  cd(an;bm) : (6)
Thus, we have reduced the problem of computing cd(an;bm) to the problem of
computing (an;bm). The following lemma, which we prove in Section 6, does
this within a multiplicative constant.
Lemma 9. (an;bm) = ((nm) 1=2).
Combining Lemma 9 and (6) gives cd(an;bm) = 
 
(nm) 1=2 (an;bm) 1
.
Let  = an and  = bm. Expanding  (an;bm) using Stirling's formula yields
cd(;) =
(ab(1   a)(1   b)nm)
1=2
((nm)1=2)
 aan(1   a)(1 a)n (7)

  n
d

bm
 an
d

m
!bm   n
d

(1   b)m
 (1 a)n
d

m
!(1 b)mLet  = d=, i.e., the average degree of the giant component if it has order 
and size . Plugging the relation (1   a)d = 1   b into (7), we obtain
(cd(;)) =

a1 (1   a)
1 a
a
 
1   (1   a)d=d
:
Finally, using 1   a = exp
 
 c
 
1   (1   a)d 1
and b = 1   (1   a)d from
Theorem 5 and writing c = dm=n = a=b, we get
1   a = exp

 a 
1   (1   a)d 1
1   (1   a)d

;
thereby proving Theorem 1.
To prove Theorem 3, we write an equation analogous to (3). If cd(n;p) is the
probability that Hd(n;p) is connected, then the expected number of connected
components of order x is
 n
x

(1   p)(
n
d) (
x
d) (
n x
d )  cd(x;p) : We also have the
following lemma, analogous to Lemma 9.
Lemma 10. Let a be as in Theorem 5. The giant component of Hd(n;p) has
order an with probability (n 1=2).
Theorem 3 then follows from Lemma 10 and algebraic manipulations similar to
those for Theorem 1.
To prove Theorem 2, we observe that Lemma 9 yields a very simple ran-
domized algorithm for generating a uniformly random connected hypergraph of
order  and size  =  for constant  > d=(d 1) in expected polynomial time.
First, x n;m;c such that a(c)n =  and b(c)m =  where a = a(c), b = b(c)
are as in Theorem 5. Then construct a random hypergraph Hd(n;m) and nd
its giant component C. Since C is uniformly random conditioned on its order and
size, we output it if it has order  and size , and if not we repeat. By Lemma 9,
this simple rejection sampling approach succeeds in expected time polynomial.
6 The Probability of Getting a Giant Component of a
Given Order and Size
Lemma 9 is a rather uncommon statement about random hypergraphs, since it
concerns the probability that the order and size of the giant component attain
exactly one particular value. A more common type of result (which is, of course,
interesting in its own right) would be to characterize the asymptotic distribu-
tion of e.g. N(Gn;m). For instance, in [1] it is shown that N(Gn;m)=
p
n has an
asymptotically normal distribution. However, as this statement allows for addi-
tive errors of size o(
p
n), it does not imply Lemma 9. In this section, we shall
prove that the following lemma on uctuations in the classical balls-and-bins-
problem implies Lemma 9. (Lemma 10 can be derived analogously.)
Lemma 11. Suppose that we throw r balls into n bins uniformly at random and
independently, where r = n for some constant  > 0. Let Z denote the number
of empty bins. Then for each C > 0 there is a  > 0 such that for all z satisfying
jz   E(Z)j  C
p
n we have Pr[Z = z]  n 1=2.There are (at least) two ways to prove Lemma 11. On the one hand, one can
derive the lemma from rather involved combinatorial results such as [14]. On
the other hand, there is also a simple probabilistic argument using sums of
independent random variables (details omitted).
Here is the basic idea for how to employ Lemma 11 to prove Lemma 9. We
expose the edges of the random hypergraph Hd(n;m) in two stages. First, we
throw in m1 = (1 ")m random edges, thereby obtaining H1 = Hd(n;m1). Here
" > 0 is a suciently small constant. Let C denote the giant component of H1.
Then, we obtain Hd(n;m) by adding a set F of m2 = "m further random edges
to H1. Let Fball be the set of all edges in F that have d 1 vertices in C and whose
d'th vertex either is an isolated vertex of H1 or belongs to an isolated edge of H1.
Then, we rst add the edges in F nFball to H1. Finally, we add the edges in Fball,
thereby attaching isolated vertices and edges to the giant component. We shall
model the number of isolated edges/vertices that we attach as a balls-and-bins
experiment, the edges in Fball being the balls, and the isolated edges/vertices of
H1 being the bins. By Theorem 5, N(Hd(n;m) = H1 +F) and M(H1 +F) are
concentrated in width
p
n about their means an, bm. Thus, in order to achieve
e.g. that the order of H1+F is precisely an, we need that the number of vertices
attached to the giant component via Fball is precisely an   N(H1 + F n Fball),
and indeed Lemma 11 estimates the probability that this is the case. We need to
consider both isolated vertices and edges, because we wish to prove a statement
on both the order and the size of the giant component.
However, there are some details that we have glossed over so far. For instance,
there could be edges in F that fall into V n C and \eat up" isolated vertices
that the edges in Fball would like to use as bins. Moreover, probably there will
be edges in F that contain vertices in the giant component of H1 and several
isolated vertices, etc. Therefore, we need to consider a ner partition of F. First,
we add those edges that either land inside the giant component of H1 or inside
its complement entirely: let
F1 = fe 2 Fj e  Cg; F2 = fe 2 Fj e  V n Cg; H2 = H1 + F1 + F2 :
If " is small enough, then w.h.p. all components of H2 C will have order O(lnn),
so that C is still the giant component of H2. As a next step, we add
{ the set F3 of edges in F that join a component of order > d of H2   C to C,
{ the set F4 of all edges e 2 F that are incident with less than d   1 vertices
in C,
{ and the set F5 of edges e 2 F that share precisely d 1 vertices with another
edge e 6= e0 2 F.
All edges in F3 [ F4 [ F5 join vertices in the giant component C of H2 with
vertices in V n C. Let H3 = H2 + F3 + F4 + F5, and let C0 be the vertex set
of the giant component of H3. Furthermore, let F 0 be the set of all edges in
e 2 F n (F1 [  [ F5) that join a component of order 1 or of order d (i.e. an
isolated edge) of H3 to C0. By the choice of F4 and F5, F 0 has the following two
properties.i. Each e 2 F 0 has d   1 vertices in C  C0.
ii. For any two edges e;e0 2 F 0 we have e \ C 6= e0 \ C.
The edges in F 0 will be our \balls". Finally, let F6 = F n(F1[[F5 [F 0); and
H4 = H3 +F6. Then, the edges in F6 connect C with an isolated vertex/edge of
H2, but we can't use these edges as \balls", because their isolated vertex/edge
is also connected with C through another edge in F. Observe that all vertices of
edges in F6 lie inside the giant component of H3, so that the vertex set of the
giant component of H4 is still C0.
Let Y1 (resp. Y2) be the set of isolated vertices (resp. edges) of H4, and set
Yi = #Yi. Moreover, let F 0
1 (resp. F 0
2) be the set of all e 2 F 0 that connect an
isolated vertex (resp. edge) of H4 with C0, and set Zi = #F 0
i. Finally, let X1
(resp. X2) be the number of isolated vertices (resp. edges) that the edges in F 0
1
(resp. F 0
2) connect with C0. The following observation is crucial for our argument.
Proposition 12. If we condition on any specic outcome of (Y1;Y2;Z1;Z2),
then X1;X2 are independent. Moreover, the conditional distribution of Xi is
precisely the distribution of the number of non-empty bins when Zi balls are
thrown into Yi bins uniformly at random and independently.
Corollary 13. Let i(Zi) = E(Xi j Zi = zi). Conditioned on Z1 = z1 and
Z2 = z2, both X1 and X2 are concentrated in width
p
n about 1(z1), 2(z2).
Sketch of proof. Condition on the event that Z1 = z1, Z2 = z2, and Y1 = y1,
Y2 = y2. By the proposition, X1;X2 are independent and distributed as in a balls-
and-bins experiment. Therefore, a standard application of Azuma's inequality
(cf. [6, p. 37]) shows that both X1 and X2 are concentrated in width
p
n. u t
As a next step we prove that the number of balls and bins is of the same
order of magnitude as n.
Lemma 14. With probability  1   n 10 we have Y1;Y2;Z1;Z2 = 
(n).
Observe that the number of vertices that the edges in F 0 attach to the giant
component C0 of H4 is X1 + dX2. Furthermore, the number of edges (including
the ones in F 0) joined to C0 via F 0 is Z1 + Z2 + X2.
Lemma 15. Let C > 0 be a suciently large constant. Let Z denote the set of
all pairs (z1;z2) such that the following holds:
Pr

jN(H4)   an   (1(z1) + d2(z2))j < C
p
n and (8)
jM(H4)   bm   (z1 + z2 + 2(z2))j < C
p
n j Z1 = z1;Z2 = z2

 1=2 :
Then Pr[(Z1;Z2) 2 Z]  99=100.
Sketch of proof. Let  > 0 be a suciently large constant. On the one hand, by
Corollary 13, the probability that the number of isolated vertices or the number
of isolated edges attached to C deviates by more than 
p
n from the expectation
1(Z1);2(Z2) is less than . On the other hand, by Theorem 5, the order and
the size of the giant component of Hd(n;m) are concentrated in width
p
n. u tProof of Lemma 9 (sketch). To prove the lower bound 
((nm) 1=2), condition on
the following event E1: we have Y1;Y2;Z1;Z2 = 
(n) and the outcome (z1;z2) of
(Z1;Z2) is such that (8) holds. By Lemmas 14 and 15, Pr[E1]  9=10. Moreover,
by Lemma 15, the conditional probability that H4 satises
jN(H4) an (1(z1)+d2(z2))j; jM(H4) bm (z1+z2+2(z2))j < C
p
n (9)
is at least 1=2. We additionally condition on the event E2 that (9) holds. Then,
Proposition 12 and Lemma 11 entail
Pr[X1+dX2 = an N(H4); Z1+Z2+X2 = bm M(H4)jE1\E2] = (nm)  1
2:
Furthermore, Pr[E1 \ E2]  9=20, thereby proving the lower bound claimed in
Lemma 9. The (even simpler) proof of the upper bound is omitted. u t
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