Abstract-In content-based image retrieval (CBIR), content of an image can be expressed in terms of different features such as color, texture, shape, or text annotations. Retrieval based on these features can be various by the way how to combine the feature values. Most of the existing approaches assume a linear relationship between different features, and the usefulness of such systems was limited due to the difficulty in representing high-level concepts using lowlevel features.
Introduction
A fundamental difference between a computer vision pattern recognition system and an image retrieval system is that a human is an indispensable part of the latter system. In general, we receive the imperfect search results in the first result. In that case, it is indispensable to query the database using another query. Early literature emphasizes "fully automated systems" and tries to find a "single best features". In such an approach, the "best" features and representations and their corresponding weights are fixed, which cannot effectively model high-level concepts and user's perception subjectivity. Furthermore, specification of weights imposes a great burden on the user as it requires the user to have a comprehensive knowledge of the low-level feature representations used in the retrieval system, which is normally not the case.
Motivated by the limitations of such an approach, recent research focus in CBIR has moved to "interactive systems"
and "human in the loop" that involves a human as part of the retrieval process [1, 2, 3, 4] . Examples include interactive region segmentation [5] , interactive image database annotation [2, 6] , usage of supervised learning before the retrieval [7, 8] , and interactive integration of keywords and high-level concepts to enhance image retrieval performance [9, 10] .
Following the current research achievements, visual data in a database can be considered to contain feature vectors representing the content of the data. A feature vector represents one of the color, texture, and shape features. The similarity between two images is determined based on the distance between feature vectors of the images in the feature space. Features in color, texture, and shape are normally generated using different computation methods. Thus, different features may have different similarity measures. Because of this, content-based retrieval process is normally performed on individual features [11] .
In this paper, we propose a new human-computer interaction system model of content-based image retrieval with nonlinear combination of heterogeneous features of the images. The approach Neural Network-based Flexible Image Retrieval (NNFIR) is based on Radial Basis Function (RBF) network model [12] . NNFIR can be used to determine nonlinear relationship between different features in images. The input to the RBFN is the set of metric values of each pair of images and the output is a number between 0 and 1 signifying similarity of images based on various input features.
The RBF network itself contains trained weight matrices to combine the heterogeneous features. Using a set of training data, NNFIR assigns weights to the features and refines those using the feedback from users. NNFIR offers a new method of combining image features. Using combined rather than individual features is especially efficient for generic image databases, for which no single feature is outstanding. Experimental evaluation will demonstrate that the proposed model can achieve both efficiency and flexibility on content-based image retrieval using heterogeneous features of images. This paper is organized as follows. In section 2, we describe the issues in combining heterogeneous features. In section 3, we introduce the proposed architecture of contentbased image retrieval system. In section 4, we present the approach to combine the heterogeneous features based on the RBF network. The evaluation of the proposed approach is presented in section 5. Concluding remarks are offered in section 6.
Related work
The content of an image can be represented by the feature vectors in different feature classes, such as color, texture, shape, or text annotation. Different types of features can be extracted in each of these feature classes. For example, color histograms are usually used as the features for color feature class. Other methods such as color sets [13] , or coherence color vector [14] are also proposed to extract color features. Features in texture can be generated using wavelet-based feature extraction methods [15, 16] . Some of the proposed methods for shape features are in [17] . The similarity between two images is usually determined based on the distance between feature vectors of the images in the feature space. Since features in color, texture, and shape are generated using different computation methods, different features may have different similarity measurements. Because of this, the content-based retrieval process is normally performed on individual feature classes. In human perception, these feature classes do not have the same importance in distinguishing images. Thus, visual retrieval systems must consider the degree of importance of each feature class to determine the overall similarity of database images to the query image.
Given a query image, a set of relevant images can be selected based on individual features. However, a final set of similar images to the query must be derived by combining the individual features of these images. Most of the current image content-based retrieval systems such as Photobook [18] , QBIC [19] , Virage [20] and NETRA [21] . We call such weighted linear combination of similarity measurements as "linear combining", for short. However, studies have shown that various feature classes are not necessarily linearly-related. For example, the similarity measures of color and texture do not generally show a linear exchange. An important step in combining heterogeneous features is to apply a nonlinear transformation on each similarity measurement to make them more commensurate. One such transformation is the rank of retrieved images when ordered by the relevance score. Rather than combining scores (which differ in range, mean, and variance), we may combine ranks to get new measures according to which the retrieved images may be ordered [22] . Usually, the minimum, average, or maximum of the ranks are used. This method has shown good results for document retrieval and has been applied to combine different texture feature classes [23] . However, Sheikholeslami [11] pointed that combining just based on rank, may not guarantee a correct overall rank of images.
Another important issue is the weights of the feature classes. In the existing systems, the user should directly specify the weights [24] . For example, the user should say "retrieve images using 50% of color content, 30% of texture content, and 20% of shape content". But users do not naturally sort images by similarity using this kind of language. In particular, as the number of feature classes increases, intuition about how to pick relative weights among features is lost [6] . Also, since all the measurements of similarities are usually in the range of zero to one, the common practice is to normalize the distance measurements and convert them into similarity values. But normalization process for each feature class will be different, because of difference in the feature spaces and distribution of feature vectors.
NNFIR system
In this section, we first describe the structure of the proposed NNFIR system. Figure 1 shows the main components of the NNFIR system and the control flows among them. where j = 7,8,9. By applying the biorthogonal wavelet decomposition [25] to the image q until three level, we obtain the following coefficient matrices: level-one approximation, horizontal, vertical and diagonal details, level-two horizontal, vertical and diagonal details, and level-three horizontal, vertical and diagonal details. f f10 19 ,..., are the means of these wavelet coefficients and f f20 29 ,..., are the variances of each these wavelet coefficients. Metric values Combiner using RBFN (MC) combines the compared metric values vi using RBF network, and yields the ranked list of retrieved images, which will be described in section 4.
DB Searcher (DS)
User Feedback (UF) receives the user's judgement for the images retrieved by the MC for a given query image q . If the user is not satisfied with the result, for each of the retrieved images, the user marks it as 'alike', 'similar', or 'different', according to his information need and perception subjectivity. The retrieval process is as follows.
Step 1: Given a query image q Q ∈ , FE extracts its
Step 2: DS compares each query feature vector fi q with the features of the images in the image database and returns the metric values vi .
Step 3: MC combines the metric values vi using RBF network, and yields the ranked list of the retrieved images.
Step 4: UF receives the user's feedback.
Step 5: IL trains RBF network incrementally according to UF.
Step 6: Go to step 3 with adjusted RBF network. Steps 3, 4, 5, 6 are the essential and important parts of retrieval based on heterogeneous features and user's feedback. We propose a new method to combine the results of heterogeneous feature vectors using RBF network as explained in the next section.
Radial Basis Function network to combine the heterogeneous features
In this section, we describe the Radial Basis Function (RBF) network [12] to combine the metric values. The input to the RBF network is the set of measurements vk between images I 1 and I 2 for all the feature classes. If all the features of images I 1 and I 2 are similar, we want that the output of the RBF network to be close to 1. However, if I 1 and I 2 are not similar, the output should be close to 0. As it is described in Appendix A, the network implements a set of functions t F v , ,..., . RBF network has been proven to be a universal function approximator [26] . Consequently, our RBF network model does not restrict relationship between feature classes to be linear and can support nonlinearity. The details about RBFN is described in Appendix A.
To train the RBF network and find the weights, a set of images that are visually similar (positive examples) and a set of images that are not similar (negative examples) are provided. The system then finds the similarity (or dissimilarity) between images based on different feature classes and feeds these measurements to the RBF network. Once the network is trained, the feature classes have the proper weights, so they can be used in combining heterogeneous features. In this approach, user need not worry about assigning weights to feature classes. Using the feedback by human perception, the RBF network refines the weights. Contrary to linear combining, in NNFIR, each feature class can be measured in terms of similarity or distance, independent of others and the combination of these similarities and distances can be directly fed into the RBF network. In this respect, it makes the RBF network model more flexible than the previous linear-combining approaches. Figure 2 shows the RBFN training algorithm. ∈ , and the set of metric value vectors vi as defined in section 3, our goal is to find the most relevant images in DB with respect to all the heterogeneous features. Using the trained RBF network, we find the similarity between the query image q and each image in DB based on the metric value vectors. In each step, the similarity measurements of heterogeneous feature classes of the query image and an image in DB are fed into the RBF network. The output value of the network is the similarity between the two images. Figure 3 shows the combine algorithm using the trained RBFN. We sort the images in DB based on the output of the combine algorithm.
The following section will demonstrate the retrieval result of the proposed approach.
Algorithm Combine(p, w1, b1, w2, b2) // p -metric values // w1, b1, w2, b2 -trained parameters of RBFN Begin a1 = exp(-w1-p /b1); a2 = add b2 to each column of [w2*a1]; return (a2); End Figure 3 . Combine algorithm of metric values using the trained RBFN
Experimental results
To study the retrieval performance of NNFIR, we implemented a prototype image retrieval system. To compare its retrieval performance with the typical linear combining method [18, 19, 20, 21] , we also implemented a linear combining method. In the following, we first briefly describe the implementation of the linear combining method and then describe the experimental setup, the method of performance measurement, and the experimental results. Implemented linear combining method consists of feature extraction step, similarity measuring step, and similarity combining step. For the feature extraction and similarity measuring steps, we use the same procedures of NNFIR as described in section 3. In the similarity combining step, given the similarity measurements v v vr We set all the values of weights to 1 r for simplicity.
In the experiments reported here, we test NNFIR and linear combining method over one image database (Web Clip Empire) which is provided by the XOOM, Inc. It contains more than 4,000 images covering a range of 90 categories. The experiments were carried out on a PC using 450 MHz Pentium III CPU with Windows NT 4.0 operating system and 128 MB memory.
For the test DB, the visual features used are color histograms and color moments for the color feature, and wavelet transform results for the texture feature as explained in section 3. Our proposed NNFIR architecture is an open retrieval architecture. Other visual features or feature representations can be easily incorporated if needed.
We conducted the experiments in two ways: first, linear combining of features without relevance feedback, and second, the proposed approach, nonlinear combining of features with relevance feedback.
Two statistical measures were computed to assess system performance, based on two measures commonly used in information retrieval, namely recall and precision [27] . Recall consists of the proportion of target images (i.e. images from the same class as the query) that have been retrieved among all the relevant images in the database, given a certain value of W. This measure is clearly monotonically increasing with W and attains 100% when W includes the whole dataset. For simplicity we only computed the value of recall for the number of images that could fit into a display window of size W = 8. Precision consists of the proportion of target images that are retrieved up to the last correct one, which corresponds to 100% recall. A high value of precision therefore indicates that the top-ranked hits all contain target images. Table 1 shows the retrieval performances of the proposed method and linear combining method. The average recall and precision measures of each method were computed from 48 experiments. In each experiment one query image was randomly selected from the database of 277 images and matched against the rest of the database, partitioned into 122 classes. In case of NNFIR, on average 81.7 % of the best 8 images displayed belong to the target class, and the target images represent 54.22 % of all the images that need to be displayed in order not to miss any target. This result shows that the proposed approach has better recall and precision performance than the linear combining method. NNFIR shows only some increase in time. But since it has a very high accuracy and supports nonlinear relationship between similarity measurements, it is a very cost-effective method. Furthermore, the RBF network model is a good choice for implementation in parallel environment where both training and using of the model can be sped up. A typical retrieval process of NNFIR is given in Figures  4 and 5 . In our implementation of NNFIR, 29 input neurons receive the metric value vector for each pair of images. The result obtained from the single output is the similarity of the images. To train the RBF network, 225 pair of data with known output was fed to the network. Figure 6 shows the sum of squared errors (SSE) versus number of epochs after initial training (a) and after one relevance feedback (b) in RBFN incremental training. 
Conclusion
In this paper, we introduced Neural Network-based Flexible Image Retrieval (NNFIR) system, a humancomputer interaction approach to CBIR. Unlike the linear combining approach, where the user has to precisely decompose his information need into different feature representations and precisely specify all of the weights associated with them, the proposed nonlinear combining approach allows the user to submit a coarse initial query, and continuously refine his information need via relevance feedback. By applying the Radial Basis Function (RBF) network, this approach determines nonlinear relationship between features so that more accurate similarity comparison between images can be supported. NNFIR is also able to learn from user interaction, allowing incremental learning by relevance feedback. The latter technique is based on RBF network integrating positive and negative examples provided by the user. Although the proposed retrieval model is for CBIR, it can be easily expanded to handle other media types, such as video and audio.
Appendix A. Radial Basis Function Network
Let the n-dimensional input vector and the scalar output be x x x xn = 1 2 , ,..., and y , respectively. We describe the
where f is an unknown function and ε is the random noise with zero mean. Given R observations x y
, the RBF network generates the smooth function f that minimizes the following functional:
where D is usually a differential operator with radial symmetry, • is usually the Euclidean norm, and λ is a positive constant called regularization parameter. The first term measures the distance between the data and the desired solution f, and the second term measures the cost associated with the deviation from the smoothness. The regularization parameter λ determines the tradeoff between the two terms.
With a proper choice of Df 2 , the solution to (7. 
The matrix G I + λ is always invertible when λ ≥ 0 [28] . The parameter λ is adjusted empirically so that problems of overfitting and oversmoothing do not occur. A larger λ yields a smoother approximation, while the discrepancy between the data point and the network output becomes larger. It has been reported that λ should be proportioned to the amount of noise in the data [29] . Also σ must be tuned so that the Gaussian functions are not too peaked or too flat. The determination is difficult in general cases since the appropriate value is very sensitive to the number and the distribution of RBF centers. In this case, however, the difficulty can be avoided, because σ is fixed in advance and the centers are added to the network until the sum-squared error falls beneath an error goal or a maximum number of centers has been reached.
