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Abstract
We derive expansion formulas up to arbitrary order in vibrational coordinates for
the tetrahedral and octahedral vibronic Hamiltonians that involve T and E states, and
t and e vibrations. These states feature both Jahn-Teller (JT) and pseudo-Jahn-Teller
(pJT) effects, and the vibrations are the most JT and pJT active. We first derive the
formulas for 92 problems of T and Td symmetries involving up to two vibrational modes.
The formulas can be easily generalized to problems of Th, O, and Oh symmetries, and
problems involving more than two vibrational modes. They can also be adapted to
describe spin-orbit vibronic Hamiltonians of tetrahedral p-type problems. Overall, this
work makes crucial preparations for future studies on vibronic coupling problems of
tetrahedral and octahedral systems. Most importantly, a new, simple, modularized
approach to construct vibronic Hamiltonians for a set of related problems, instead of
particular problems one by one, is presented.
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1 Introduction
Highly symmetric nonlinear polyatomic systems with the principal axis (proper or improper)
equal to or higher than three fold allow for orbital degeneracy. Paradoxically, this degeneracy
forces the systems to abandon their high symmetry structures and eliminate the degeneracy
itself. This is because the degenerate states are linearly coupled by non-totally symmetric vi-
brations. This interesting spontaneous symmetry breaking was first proposed and explained
by Jahn and Teller in 1937,1 through a bit of spade work (Teller’s words2). All effects re-
lated to this symmetry breaking are consequently called Jahn-Teller (JT) effects. When
the distortion-induced coupling between a non-degenerate state and other states is strong
enough, the non-degenerate state is also subject to symmetry lowering, and all relevant ef-
fects are termed pseudo-Jahn-Teller (pJT) effects. The JT and pJT effects are ubiquitous in
photochemistry, stereochemistry, solid-state chemistry, and material chemistry. A plethora
of studies, experimental and theoretical, have been dedicated to those effects since they were
proposed 80 years ago.3–12
Since the JT (and often the pJT) effects are closely related to orbital (pseudo)degeneracy
in electronic states, the Born-Oppenheimer approximation of adiabatically separating the
electronic and vibrational motions is not applicable; we need to consider the intimate coupling
of the two types of motions and treat them on an equal footing. Therefore, an accurate
vibronic Hamiltonian is indispensable to describe and understand a JT/pJT problem. A
vibronic Hamiltonian is usually expanded at a high-symmetry reference structure using a
subset of strongly coupled electronic states and the vibrational modes that mediate their
couplings. (Quasi-)diabatic electronic states13 are used so that the Hamiltonian matrix
elements are smooth functions of the vibrational coordinates and support a Taylor expansion.
Traditionally, the expansion is truncated at the second order. This is often deemed adequate:
the linear terms provide the symmetry-breaking force and the quadratic terms have given
all qualitative features of the relevant adiabatic potential energy surfaces (PESs).14
However, the importance of higher order expansions has been demonstrated by more and
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more studies. The diabatic energies can be highly anharmonic.15–18 This is especially true
when the so-called intramolecular collision occurs:19 when JT-active bending modes bring
atoms close to each other, it is necessary to use higher order expansions to describe the pos-
itive anharmonicity.20,21 For instance, up to 12th order expansion in the t2 H-C-H bending
coordinates is needed to describe the T2 ⊗ t2 Hamiltonian of the ground state of CH+4 .22
The anharmonicity is also important for JT/pJT problems that involve bond dissociation.18
It is noteworthy that high-order expansions are not only of concern to theoreticians. They
are needed to give satisfactory interpretation for complicated vibronic spectrum.23–26 They
are also needed to fit spectra and obtain reasonable empirical JT/pJT parameters, e.g., JT
stabilization energy, barrier for hindered pseudo-rotation, etc.27 Unfortunately, our knowl-
edge of general expansions of vibronic Hamiltonians up to arbitrary order is highly limited.
While state-of-the-art quantum chemistry calculations and the latest developed diabatiza-
tion schemes28–33 bring us highly accurate numerical values for vibronic matrix elements, we
very often can only fit them using low-order functions of vibrational coordinates, regretfully
compromising the accuracy. In this sense, the development of vibronic coupling modelling
lags behind the development of quantum chemistry and diabatization schemes.
Early attempts to derive high-order formalism for vibronic Hamiltonians were dedicated
to textbook problems, e.g., the E⊗e problem in C3v symmetry, the T2⊗t2, and T2⊗e problems
in Td symmetry.
15,22,34 Inspired by these case-specific pioneering works, we recently managed
to derive vibronic Hamiltonian expansions up to arbitrary order for 153 (E + A) ⊗ (e+ a)
problems for systems with trigonal symmetry.35 The expansions are concise, complete, and
convenient to use (CCC). Encouraged by this success, we, in this study, move on to derive
general expansion formulas for the more challenging tetrahedral and octahedral systems,
whose importance in chemistry can never be overstated. Our derivations are focused on
the states and vibrations of T and E irreducible representations (irreps) because they are
the most JT and pJT active. Vibronic problems with up to two sets of vibrational modes
are considered because: (1) this is usually enough, with one set of stretching and one set
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of bending mode; (2) a problem with more than two modes (e.g., T1 ⊗ (t1 + t2 + e) can be
decomposed into several double-mode problems (e.g., T1 ⊗ (t1 + t2), T1 ⊗ (t1 + e), and T1 ⊗
(t2 + e)). Terms with more than two modes’ coordinates are believed to be of less significance
and can usually be neglected; (3) even when these terms are needed, it is straightforward
(e.g., see Eq. 24) to extend double-mode expansion formulas to include more modes. Our
derived formulas apply to both molecules and local formations in solids. Therefore, the more
generic term “systems” is used.
However, do we need the general expansion formalism? For any vibronic problem that
involves N vibrational coordinates (Q1−N), one can first construct the n-th order preliminary
Hamiltonian as
Hˆ
(n)
0 = |χI〉 〈χJ |hIJi1i2···iNQi11 Qi22 · · ·QiNN . (1)
Throughout this paper, Einstein’s convention of summing over duplicated indices is followed,
unless the summation sign is explicitly used. In Eq. 1, {χ} denote the diabatic states
(diabats),
{
hIJi1i2···iN
}
stand for expansion coefficients, and the power indices {ik} run over
all possible values that satisfy
∑N
k=1 ik = n. In diabatic representation, the nuclear kinetic
operator does not take part in vibronic coupling, and is hence not discussed. The Symmetry-
Adapted Hamiltonian (HˆSA) at the same order can be obtained as
Hˆ
(n)
SA =
∑
S
SˆHˆ
(n)
0 Sˆ
−1, (2)
where the summation runs over all symmetry operators
{
Sˆ
}
of the point group. This is just
to extract the totally symmetric component in Hˆ
(n)
0 using projection operator, and we call
it the brute-force method. A large number of terms need to be handled as the order and
the number of vibrational modes increase. This makes the brute-force method vulnerable to
numerical errors and redundant terms in the final expansion. More elegant methods based on
the same projection strategy have been proposed to alleviate these drawbacks.36,37 Another
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more traditional way to construct symmetry-adapted Hamiltonians is to employ Clebsch-
Gordan coefficients and elementary polynomials of vibrational coordinates that transform
following the irreps of the relevant point group.2,38 All these methods can be programmed,
and we can leave the construction of vibronic Hamiltonians to computer; the derivation
of the general expansion formalism seems unnecessary. However, the hand-written formal-
ism features the aforementioned CCC advantages. It is immune to any numerical errors and
redundancy, it saves the efforts of programming to symmetrize the Hamiltonian, and further-
more, it clearly reveals connections between vibronic problems. Overall, derived formalism
vs. program-generated expansion is analogous to analytical vs. numerical solution. We can
always gain from knowing the analytical solution.
This paper is organized as follows. Section 2 gives a preparation for the derivation,
in which we introduce the notation to be used and the transformations of the diabats and
functions of vibrational coordinates under the tetrahedral symmetry operations. In Section 3
we present the derivations for 92 important tetrahedral vibronic Hamiltonian expansions. A
numerical example is given in Section 4 to examine our formalism. Some of the derived
formulas can be adapted to describe spin-orbit vibronic Hamiltonians of tetrahedral p-type
problems. This is discussed in Section 5. Section 6 extends the formalism to octahedral
systems and concludes the paper.
2 Settings
Shown in Figure 1 is a neopentane molecule model of Td symmetry, with a standard molecular-
fixed frame being attached to it. The C3 axis pointing from C1 to C5 trisects the x-, y-, and
z-axes and we call it the Cxyz3 axis. The x-, y-, and z-axes are the three C2 axes, called C
x
2 ,
Cy2 , and C
z
2 , respectively. When an object is symmetric with respect to the Cˆ
xyz
3 and the Cˆ
z
2
operations, it is symmetric with respect to all 12 symmetry operations of the T point group.
Therefore, Cˆxyz3 and Cˆ
z
2 are two representative symmetry operators of T symmetry. They
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are randomly chosen to be the representatives and are not different from the other Cˆ3 and
Cˆ2 operators of the point group. For Th symmetry, the center-inversion Iˆ is an additional
representative symmetry operator. For Td symmetry, the σˆ
x
d reflection is chosen as the addi-
tional representative symmetry operator. In the neopentane model, such a reflection is with
respect to the C2-C1-C5 plane that contains the x-axis, which explains the meaning of the
superscript “x”. The C3-C1-C4 plane also contains the x-axis. However, in this paper, σ
x
d is
reserved for the plane that bisects the first and third quadrants of the y-z plane. Similarly,
σzd is defined to be the symmetric plane that contains the z-axis and bisects the first and
third quadrants of the x-y plane.
Figure 1: A model neopentane molecule that demonstrates the symmetry elements of the Td
point group.
For a generic T degenerate state (including T1,2 in Td and Tg,u in Th) or a generic t
degenerate mode (also including the subscript-dressing ones), we set its three components
to transform as the three polar (e.g., momentum) or axial (e.g., angular momentum) vectors
with the same length along the x-, y-, and z-axes under Cˆxyz3 and Cˆ
z
2 . Correspondingly, we
label the three T diabats as |X〉, |Y 〉, and |Z〉, and the coordinates of the t mode x, y, and
z. For an E state or an e mode, we set its two components to transform as the 2x2− y2− z2
and
√
3 (y2 − z2) functions, and correspondingly label the diabats as |Θ〉 and |Ξ〉, and the
vibrational coordinates qθ and qξ, respectively. Sometimes it is convenient to use the complex
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representation for the E state and the polar coordinates for the e vibration in the derivation:
 |+〉
|−〉
 = 1√
2
 1 i
1 −i

 |Θ〉
|Ξ〉
 ; qθ = ρ cosφ, qξ = ρ sinφ. (3)
With these settings, the E and T diabats and a generic function of an arbitrary number
of sets of e and t coordinates, f ({ρ, φ} , {x, y, z}), transform under the symmetry operations
as:
Cˆxyz3 (|+〉 , |−〉 , |X〉 , |Y 〉 , |Z〉) =
(
e−i
2pi
3 |+〉 , ei 2pi3 |−〉 , |Y 〉 , |Z〉 , |X〉
)
;
Cˆxyz3 f ({ρ, φ} , {x, y, z}) = f
({
ρ, φ− 2pi
3
}
, {y, z, x}
)
;
Cˆz2 (|+〉 , |−〉 , |X〉 , |Y 〉 , |Z〉) = (|+〉 , |−〉 ,− |X〉 ,− |Y 〉 , |Z〉) ;
Cˆx2 f ({ρ, φ} , {x, y, z}) = f ({ρ, φ} , {x,−y,−z}) ;
Cˆy2f ({ρ, φ} , {x, y, z}) = f ({ρ, φ} , {−x, y,−z}) ;
Cˆz2f ({ρ, φ} , {x, y, z}) = f ({ρ, φ} , {−x,−y, z}) , (4)
In Th symmetry,
Iˆ (|+〉 , |−〉 , |X〉 , |Y 〉 , |Z〉) = (±E |+〉 ,±E |−〉 ,±T |X〉 ,±T |Y 〉 ,±T |Z〉) ;
Iˆf ({ρ, φ} , {x, y, z}) = f ({±eρ, φ} ,{±tx,±ty,±tz}) . (5)
The “+” (“−”) of “±” applies to gerade (ungerade) states and modes. State and mode irrep
symbols are added as superscripts to the “±”s to clarify to which states or coordinates the
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sign selections apply. In Td symmetry,
σˆxd (|+〉 , |−〉 , |X〉 , |Y 〉 , |Z〉) =
(|−〉 , |+〉 ,±T |X〉 ,±T |Z〉 ,±T |Y 〉) ;
σˆxdf ({qθ, qξ} , {ρ, φ} , {x, y, z}) = f
({qθ,−qξ} , {ρ,−φ} ,{±tx,±tz,±ty}) ;
σˆzdf ({qθ, qξ} , {ρ, φ} , {x, y, z}) =
f
({
−1
2
qθ +
√
3
2
qξ,
1
2
qξ +
√
3
2
qθ
}
,
{
ρ,−φ+ 2pi
3
}
,
{±ty,±tx,±tz}) . (6)
The “+” (“−”) of “±T” and “±t” applies to states and modes of T2 (T1) irrep. The trans-
formations of both the cartesian and polar coordinates of e vibrations under σˆxd are shown.
Transformations in Eqs. 4 to 6 are used frequently in the following derivations. Throughout
this paper, upper case symbols are reserved for electronic states, and lower case for modes
and orbitals. Unless further specified, symbols starting with i, j, k, l, m, n and their upper
case analogues stand for integers. However, “i” itself is reserved for the imaginary unit.
We would like to emphasize that all derivations below adopt the settings here. In order to
use the resultant expansion formulas in actual vibronic calculations, one needs to orient the
components of the degenerate states and modes so that they transform following Eqs. 4 to 6.
When subscripts of Mulliken symbols are not given in the text below, “T”, “E”, and their
lower case analogues are used generically to denote all relevant states and modes containing
the letters. For instance, “(T + E) ⊗ (t+ e) problems in Td” refers to problems with all
possible combinations of the subscripts 1 and 2 for the T and t symbols in Td symmetry.
The subscripts “α”, “β”, etc. are used to differentiate states or modes with the same
irrep symbols. The greek subscripts on states and coordinates are independent: the same
α of |Xα〉 and xα does not mean that the state and the mode share the same irrep. In
the derivations, we separate the discussions for inter- and intra-term couplings. “Inter-term
coupling” means the part of the vibronic Hamiltonian that couples states of two term symbols
and corresponds to pJT interaction. “Intra-term coupling” couples states within one term
symbol and corresponds to JT interaction. One example of a vibronic Hamiltonian among
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two T term symbols is given in Figure 2 to show the difference between the two types of
coupling.
Tα( )1×3 , T
β( )1×3( )
H3×3αα H3×3αβ
H3×3αβ( )
† H3×3ββ
⎛
⎝
⎜
⎜
⎜
⎞
⎠
⎟
⎟
⎟
Tα( )3×1
T β( )3×1
⎛
⎝
⎜
⎜
⎜
⎞
⎠
⎟
⎟
⎟
Figure 2: The matrix form of the vibronic coupling Hamiltonian that involve two T term
symbols. The green and blue diagonal blocks of the H matrix give the intra-term couplings,
and the red off-diagonal blocks give the inter-term coupling.
3 Derivations and Results
The derivation follows the same “root-branch” procedure as in our previous work:35 we first
tackle the problems of T symmetry, whose expansion formulas are called the root formulas.
We then impose constraints on the root formulas to obtain branch formulas for the higher Th
and Td symmetries. As shown below, it is straightforward to obtain intra-term formulas from
inter-term formulas. We hence first derive inter-term formulas and then impose constraints
to obtain intra-term formulas.
3.1 (T + T ) coupling
The most general form of the inter-term coupling Hamiltonian between two T states reads
Hˆ = (|Xα〉 〈Xβ|+ |Xβ〉 〈Xα|)HXαXβ + (|Yα〉 〈Yβ|+ |Yβ〉 〈Yα|)HYαYβ + (|Zα〉 〈Zβ|+ |Zβ〉 〈Zα|)HZαZβ
+ (|Xα〉 〈Yβ|+ |Yβ〉 〈Xα|)HXαYβ + (|Yα〉 〈Zβ|+ |Zβ〉 〈Yα|)HYαZβ + (|Zα〉 〈Xβ|+ |Xβ〉 〈Zα|)HZαXβ
+ (|Xβ〉 〈Yα|+ |Yα〉 〈Xβ|)HXβYα + (|Yβ〉 〈Zα|+ |Zα〉 〈Yβ|)HYβZα + (|Zβ〉 〈Xα|+ |Xα〉 〈Zβ|)HZβXα .
(7)
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All matrix elements are real since the diabats are real. Under the Cˆxyz3 operation (henceforth
abbreviated as Cˆ3),
Cˆ3HˆCˆ
−1
3 = (|Yα〉 〈Yβ|+ |Yβ〉 〈Yα|) Cˆ3HXαXβ + (|Zα〉 〈Zβ|+ |Zβ〉 〈Zα|) Cˆ3HYαYβ
+ (|Xα〉 〈Xβ|+ |Xβ〉 〈Xα|) Cˆ3HZαZβ + (|Yα〉 〈Zβ|+ |Zβ〉 〈Yα|) Cˆ3HXαYβ
+ (|Zα〉 〈Xβ|+ |Xβ〉 〈Zα|) Cˆ3HYαZβ + (|Xα〉 〈Yβ|+ |Yβ〉 〈Xα|) Cˆ3HZαXβ
+ (|Yβ〉 〈Zα|+ |Zα〉 〈Yβ|) Cˆ3HXβYα + (|Zβ〉 〈Xα|+ |Xα〉 〈Zβ|) Cˆ3HYβZα
+ (|Xβ〉 〈Yα|+ |Yα〉 〈Xβ|) Cˆ3HZβXα . (8)
The transformations of the ket-bra dyad simply follow the Cˆ3-transformations in Eq. 4. The
Hamiltonian is required to satisfy Cˆ3HˆCˆ
−1
3 = Hˆ. Through equating the matrix elements
associated with the same dyads in Eqs. 7 and 8, we readily see that the symmetry requirement
imposes the following relations between the matrix elements:
HXαXβ = Cˆ
2
3HYαYβ = Cˆ3HZαZβ ;HXαYβ = Cˆ
2
3HYαZβ = Cˆ3HZαXβ ;HXβYα = Cˆ
2
3HYβZα = Cˆ3HZβXα .
(9)
Evidently, Hˆ involves only three independent matrix elements: HXαXβ , HXαYβ , and HXβYα ,
written as W , V , and U , respectively. Hˆ can then be rewritten as
Hˆ = (|Xα〉 〈Xβ|+ |Xβ〉 〈Xα|)W + (|Yα〉 〈Yβ|+ |Yβ〉 〈Yα|) Cˆ3W + (|Zα〉 〈Zβ|+ |Zβ〉 〈Zα|) Cˆ23W
+ (|Xα〉 〈Yβ|+ |Yβ〉 〈Xα|)V + (|Yα〉 〈Zβ|+ |Zβ〉 〈Yα|) Cˆ3V + (|Zα〉 〈Xβ|+ |Xβ〉 〈Zα|) Cˆ23V
+ (|Xβ〉 〈Yα|+ |Yα〉 〈Xβ|)U + (|Yβ〉 〈Zα|+ |Zα〉 〈Yβ|) Cˆ3U + (|Zβ〉 〈Xα|+ |Xα〉 〈Zβ|) Cˆ23U.
(10)
The fact that symmetry reduces the number of independent matrix elements is related to
the Wigner-Eckart Theorem: only the reduced matrix elements are needed.39 Note that W ,
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V , and U are not the actual reduced matrix elements, as the vibrational part of the vibronic
problem has not been specified yet.
Under the Cˆz2 operation, Hˆ becomes (see the Cˆ
z
2 -transformation in Eq. 4)
Cˆz2Hˆ
(
Cˆz2
)−1
= (|Xα〉 〈Xβ|+ |Xβ〉 〈Xα|) Cˆz2W + (|Yα〉 〈Yβ|+ |Yβ〉 〈Yα|) Cˆz2 Cˆ3W
+ (|Zα〉 〈Zβ|+ |Zβ〉 〈Zα|) Cˆz2 Cˆ23W + (|Xα〉 〈Yβ|+ |Yβ〉 〈Xα|) Cˆz2V
− (|Yα〉 〈Zβ|+ |Zβ〉 〈Yα|) Cˆz2 Cˆ3V − (|Zα〉 〈Xβ|+ |Xβ〉 〈Zα|) Cˆz2 Cˆ23V
+ (|Xβ〉 〈Yα|+ |Yα〉 〈Xβ|) Cˆz2U − (|Yβ〉 〈Zα|+ |Zα〉 〈Yβ|) Cˆz2 Cˆ3U
− (|Zβ〉 〈Xα|+ |Xα〉 〈Zβ|) Cˆz2 Cˆ23U. (11)
By equating the matrix elements of the corresponding dyads in Eqs. 10 and 11, we find the
following symmetry constraints on W , V , and U in order to satisfy Cˆz2Hˆ
(
Cˆz2
)−1
= Hˆ:
W = Cˆx2W = Cˆ
y
2W = Cˆ
z
2W ;V = −Cˆx2V = −Cˆy2V = Cˆz2V ;U = −Cˆx2U = −Cˆy2U = Cˆz2U.
(12)
Multiplication relations of symmetry operators are used to obtain these equalities. For
instance, to equate the matrix elements of the (|Yα〉 〈Yβ|+ |Yβ〉 〈Yα|) dyads in Eqs. 10 and 11,
we need Cˆ3W = Cˆ
z
2 Cˆ3W , i.e., W = Cˆ
2
3 Cˆ
z
2 Cˆ3W . And because Cˆ
2
3 Cˆ
z
2 Cˆ3 = Cˆ
y
2 , we need
W = Cˆy2W .
Extending the vibronic formalism from T to Th symmetry is trivial (see the paragraph
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following Eq. 24). For Td symmetry (see the σ
x
d -transformations in Eq. 6),
σˆxdHˆ (σˆ
x
d)
−1 = ±TT (|Xα〉 〈Xβ|+ |Xβ〉 〈Xα|) σˆxdW ±TT (|Zα〉 〈Zβ|+ |Zβ〉 〈Zα|) σˆxd Cˆ3W
±TT (|Yα〉 〈Yβ|+ |Yβ〉 〈Yα|) σˆxd Cˆ23W ±TT (|Xα〉 〈Zβ|+ |Zβ〉 〈Xα|) σˆxdV
±TT (|Zα〉 〈Yβ|+ |Yβ〉 〈Zα|) σˆxd Cˆ3V ±TT (|Yα〉 〈Xβ|+ |Xβ〉 〈Yα|) σˆxd Cˆ23V
±TT (|Xβ〉 〈Zα|+ |Zα〉 〈Xβ|) σˆxdU ±TT (|Zβ〉 〈Yα|+ |Yα〉 〈Zβ|) σˆxd Cˆ3U
±TT (|Yβ〉 〈Xα|+ |Xα〉 〈Yβ|) σˆxd Cˆ23U. (13)
“+” of “±TT” applies to (T1 + T1) and (T2 + T2) problems, while “−” to (T1 + T2) problems.
Since the sign selection is determined by a pair of T states, it is dressed by the “TT”
superscript. This sign selection clearly indicates that all (T1 + T1) inter-term problems share
the same expansion formalism as their (T2 + T2) conterparts. This is also true for T1 and T2
intra-term problems. Obviously, the formula-sharings result from the equality of the direct
products: T1⊗T1 = T2⊗T2 = A1 +E+T1 +T2, and the symmetrized products: [T1 ⊗ T1] =
[T2 ⊗ T2] = A1 + E + T2. Comparing Eqs. 10 and 13 and employing the multiplication
relations between symmetry elements, we see that in order to have σˆxdHˆ (σˆ
x
d)
−1 = Hˆ, we
need
σˆxdW = ±TTW ; σˆzdV = ±TTU. (14)
All constraints on the matrix elements are now known. We can start to derive their expansion
formulas for specific vibronic problems.
3.1.1 (T + T )⊗ (t+ t), (T + T )⊗ t, T ⊗ (t+ t), and T ⊗ t
For generic (T + T )⊗ (t+ t) problems, W , V , and U are now functions of two sets of t co-
ordinates, e.g., W (xα, yα, zα, xβ, yβ, zβ). The monomials that contribute to their expansions
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have the most general form
xl1αx
l2
β y
m1
α y
m2
β z
n1
α z
n2
β . (15)
All these monomials are eigenfunctions of Cˆx,y,z2 :
Cˆx2x
l1
αx
l2
β y
m1
α y
m2
β z
n1
α z
n2
β = (−1)mod(m1+m2,2)+mod(n1+n2,2) xl1αxl2β ym1α ym2β zn1α zn2β ;
Cˆy2x
l1
αx
l2
β y
m1
α y
m2
β z
n1
α z
n2
β = (−1)mod(l1+l2,2)+mod(n1+n2,2) xl1αxl2β ym1α ym2β zn1α zn2β ;
Cˆz2x
l1
αx
l2
β y
m1
α y
m2
β z
n1
α z
n2
β = (−1)mod(l1+l2,2)+mod(m1+m2,2) xl1αxl2β ym1α ym2β zn1α zn2β .
(16)
mod (N, 2) means the modulo function to obtain the remainder of N/2. Obviously, only the
monomials with
mod (l1 + l2, 2) = mod (m1 +m2, 2) = mod (n1 + n2, 2) = 1 or 0 (17)
are symmetric with respect to all Cˆx,y,z2 . They can contribute to W to make it satisfy Eq. 12.
These monomials have the general form
(
xα/βyα/βzα/β
)K
xlαx
2k1−l
β y
m
α y
2k2−m
β z
n
αz
2k3−n
β ,
K = 0, 1; l,m, n, k1,2,3 = 0, 1, 2, · · · ; l ≤ 2k1;m ≤ 2k2;n ≤ 2k3. (18)
The ranges of indices are maintained in the text below unless further specified. Throughout
this paper, “α/β” means either α or β can be taken. K = 0 and 1 correspond to the 0 and
1 cases in Eq. 17, respectively. W of the (T + T ) ⊗ (t+ t) problem in T symmetry hence
takes the following expansion formula:
W = a
xα/βyα/βzα/β ,K
l,2k1,m,2k2,n,2k3
(
xα/βyα/βzα/β
)K
xlαx
2k1−l
β y
m
α y
2k2−m
β z
n
αz
2k3−n
β . (19)
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When K = 0, the “α/β” subscripts are trivial and we simply set them all to be α. Please
note that all monomials in the expansion in Eq. 19 differ in power(s) of the vibrational
coordinate(s); there is no linear dependency among them and the expansion is redundancy-
free. This redundancy-free argument is applicable to the other expansion formulas below
that consist of similar, straightforward combinations of monomials.
The monomials with
mod (l1 + l2, 2) = mod (m1 +m2, 2) = 0 and mod (n1 + n2, 2) = 1 (20)
and
mod (l1 + l2, 2) = mod (m1 +m2, 2) = 1 and mod (n1 + n2, 2) = 0 (21)
are antisymmetric with respect to Cˆx,y2 and symmetric with respect to Cˆ
z
2 . They have the
form
(
zα/β
)
xlαx
2k1−l
β y
m
α y
2k2−m
β z
n
αz
2k3−n
β or
(
xα/βyα/β
)
xlαx
2k1−l
β y
m
α y
2k2−m
β z
n
αz
2k3−n
β . (22)
Only these monomials contribute to the V and U expansions:
V (U) =
[
b
zα/β
l,2k1,m,2k2,n,2k3
(
zα/β
)
+ b
xα/βyα/β
l,2k1,m,2k2,n,2k3
(
xα/βyα/β
)]
xlαx
2k1−l
β y
m
α y
2k2−m
β z
n
αz
2k3−n
β .
(23)
Note that the V and U formulas take different expansion coefficients. Eqs 10, 19, and 23
give the general expansion formulas of the (T + T )⊗ (t+ t) Hamiltonian in T symmetry.
Extending the formulas to the (T + T ) ⊗ (t+ t+ t) problem in T symmetry (and even
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with more t modes) is straightforward:
W = a
xα/β/γyα/β/γzα/β/γ ,K
l1,l2,2k1,m1,m2,2k2,n1,n2,2k3
(
xα/β/γyα/β/γzα/β/γ
)K
xl1αx
l2
β x
2k1−l1−l2
γ y
m1
α y
m2
β y
2k2−m1−m2
γ z
n1
α
zn2β z
2k3−n1−n2
γ ;
V (U) =
[
b
zα/β/γ
l1,l2,2k1,m1,m2,2k2,n1,n2,2k3
(
zα/β/γ
)
+ b
xα/β/γyα/β/γ
l1,l2,2k1,m1,m2,2k2,n1,n2,2k3
(
xα/β/γyα/β/γ
)]
xl1αx
l2
β x
2k1−l1−l2
γ y
m1
α y
m2
β y
2k2−m1−m2
γ z
n1
α z
n2
β z
2k3−n1−n2
γ . (24)
Due to this simplicity, we will not discuss similar mode extensions in the text below.
Obviously, Eqs. 19 and 23 can be used for the (Tg,u + Tg,u) ⊗ (tg + tg) problems in Th.
Throughout the paper, the composite subscripts of Mulliken symbols match in order, e.g.,
(Tg,u + Tg,u) means (Tg + Tg) and (Tu + Tu). The expansions can be easily adapted for the
other Th cases. For the (Tg,u + Tg,u)⊗ (tu + tu) problems, only the even order terms shall be
kept, while for the (Tg + Tu)⊗ (tu + tu) problem, only the odd order terms remain. For the
(Tg,u + Tg,u)⊗ (tg + tu) ((Tg + Tu)⊗ (tg + tu)) problems, only the terms with an even (odd)
summation of the powers of the tu coordinates shall be kept. The rule is that the parities
of the monomials and the dyads must match. Keeping this simple rule in mind, we will not
discuss any problems in Th symmetry below.
It is only slightly more involved to obtain the expansions for problems in Td symmetry
following the constraints in Eq. 14. According to Eq. 6, acting σxd on the monomials in Eq. 18
results in
((
±txα/βxα/β
)(
±tzα/βzα/β
)(
±tyα/βyα/β
))K (±tα±tβ)l+m+n xlαx2k1−lβ zmα z2k2−mβ ynαy2k3−nβ . (25)
Since there are two t modes, “±t”s are differentiated by “±tα” and “±tβ”. When the sign
selection is determined by one specific coordinate that may belong to the α or β mode, e.g.,
xα/β, symbols like “±t
x
α/β” are used. The monomials in Eqs. 18 and 25 are then symmetrized
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to expand W for Td problems:
W = a
xα/βyα/βzα/β ,K
l,2k1,m,2k2,n,2k3
[(
xα/βyα/βzα/β
)K
xlαx
2k1−l
β y
m
α y
2k2−m
β z
n
αz
2k3−n
β
±TT
((
±txα/βxα/β
)(
±tzα/βzα/β
)(
±t
y
α/βyα/β
))K (±tα±tβ)l+m+n xlαx2k1−lβ zmα z2k2−mβ ynαy2k3−nβ ] ,
k3 ≤ k2. (26)
k3 ≤ k2 is introduced to avoid double-counting the terms, so that the expansion is redundancy-
free. Similar constraints on the summation (power) indices are introduced below for some
expansion formulas for the same reason; the rationalization is not repeated, except for sev-
eral cases whose constraints require further explanations, or even derivations (given in the
Supporting Information (SI)). Td symmetry does not impose further constraints on V , but
connects it to U through σˆzd (Eq. 14). Therefore, V takes the same expansion as in Eq. 23,
and correspondingly
U = ±TT
[
b
zα/β
l,2k1,m,2k2,n,2k3
(
±tzα/βzα/β
)
+ b
xα/βyα/β
l,2k1,m,2k2,n,2k3
((
±tyα/βyα/β
)(
±txα/βxα/β
))]
(±tα±tβ)l+m+n ylαy2k1−lβ xmα x2k2−mβ znαz2k3−nβ . (27)
Please note that the order of the yα/βxα/β factor in Eq. 27 and the xα/βyα/β factor in Eq. 23
are connected by an x↔ y swapping while maintaining the α/β selection.
The general expansions for all (T + T ) ⊗ (t+ t) problems in T and Td symmetries have
been derived. (T + T )⊗ t problems are their subproblems with one set of the t coordinates
being zero; their expansion formulas are immediately obtained. Please note that setting one
set of coordinates to be zero does not alter the redundancy-free nature of the expansion
formulas. For the (T + T )⊗ t problem in T symmetry,
W = aK2k1,2k2,2k3 (xyz)
K x2k1y2k2z2k3 ;
V (U) =
[
bz2k1,2k2,2k3 (z) + b
xy
2k1,2k2,2k3
(xy)
]
x2k1y2k2z2k3 , (28)
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Again V and U share the same expansion formula but with different expansion coefficients.
For (T + T )⊗ t problems in Td symmetry:
W = aK2k1,2k2,2k3 (xyz)
K x2k1
[
y2k2z2k3 ±TT (±t)K z2k2y2k3] , k3 ≤ k2, (29)
V takes the same expansion in Eq. 28, and correspondingly,
U = ±TT [bz2k1,2k2,2k3 (±tz)+ bxy2k1,2k2,2k3 (xy)] y2k1x2k2z2k3 . (30)
It is straightforward to obtain the expansions for the intra-term T ⊗ (t+ t) coupling from
the inter-term (T + T )⊗ (t+ t) formulas. The intra-term Hamiltonian reads
Hˆ = |X〉 〈X|W + |Y 〉 〈Y | Cˆ3W + |Z〉 〈Z| Cˆ23W + (|X〉 〈Y |+ |Y 〉 〈X|)V
+ (|Y 〉 〈Z|+ |Z〉 〈Y |) Cˆ3V + (|Z〉 〈X|+ |X〉 〈Z|) Cˆ23V. (31)
The Cˆ3- and Cˆ
x,y,z
2 -transformations of the intra-term ket-bra dyads are identical to those of
the inter-term analogues and that is why the intra-term Hamiltonian has the same form as
in Eq. 10, except that only two independent elements, W and V , are needed. Also, W and V
have the same symmetry properties as in Eq. 12, and hence are expanded in the monomials
in Eqs. 18 and 22. The only difference is in Td symmetry,
σˆxdW = W ; σˆ
z
dV = V. (32)
Obviously, the intra-term dyads can only take the + of the “±TT” in Eq. 14, and the role of
U has been replaced by V .
Given these considerations, we know that the T ⊗ (t+ t) problem in T symmetry takes
the same expansions as in Eqs. 19 and 23. For problems in Td, W takes the “+” (of the
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“±TT”) expansion in Eq. 26. V takes the symmetrized version of Eq. 23:
V = b
zα/β
l,2k1,m,2k2,n,2k3
[(
zα/β
)
xlαx
2k1−l
β y
m
α y
2k2−m
β +
(±tα±tβ)l+m+n (±tzα/βzα/β) ylαy2k1−lβ xmα x2k2−mβ ] znαz2k3−nβ
+b
xα/βyα/β
l,2k1,m,2k2,n,2k3
[(
xα/βyα/β
)
xlαx
2k1−l
β y
m
α y
2k2−m
β
+
(±tα±tβ)l+m+n ((±tyα/βyα/β)(±txα/βxα/β)) ylαy2k1−lxmα x2k2−m] znαz2k3−nβ , k2 ≤ k1. (33)
Setting one set of t coordinates to be zero in these T ⊗ (t+ t) expansions gives us the
corresponding T ⊗ t expansions. The T ⊗ t problem in T symmetry takes the expansions in
Eq. 28. For the analogous problems in Td, W takes the “+” of “±TT” in Eq. 29. V takes
the symmetrized version of the expansion in Eq. 28:
V = bz2k1,2k2,2k3
[
x2k1y2k2 +
(±t) y2k1x2k2] z2k3+1
+bxy2k1,2k2,2k3
[
x2k1y2k2 + y2k1x2k2
]
xyz2k3 , k2 ≤ k1. (34)
We have finished deriving the general expansions up to arbitrary order for all (T + T )⊗
(t+ t), (T + T ) ⊗ t, T ⊗ (t+ t),and T ⊗ t problems. Most of them are presented for the
first time, except those of the T2 ⊗ (t2 + t2) and T2 ⊗ t2 problems in Td, which were derived
using Weyl’s polarization method.22,40 Explicit expansions of all 29 of the four classes of
Hamiltonians in T and Td symmetries are given up to 4th order in Section S.1 in SI. The
robustness of our derivations is demonstrated by the perfect agreement between our formulas
for the T2 ⊗ (t2 + t2) and T2 ⊗ t2 problems and those derived in Ref. 22 (see Section S.1.15
and Section S.1.18).
3.1.2 (T + T )⊗ (e+ e), (T + T )⊗ e, T ⊗ (e+ e), and T ⊗ e
W , V , and U are now functions of two sets of e coordinates, W (ρα, φα, ρβ, φβ), etc. Eqs. 4
and 12 impose the following condition on V (and likewise U):
V (ρα, φα, ρβ, φβ) = −V (ρα, φα, ρβ, φβ) . (35)
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Therefore, V = U = 0. This nullification arises from the fact that the e vibrations are
invariant with respect to Cˆx,y,z2 . For the same invariance, any arbitrary W (ρα, φα, ρβ, φβ)
function satisfies Eq. 12. The inter-term vibronic Hamiltonian hence adopts the following
form:
Hˆ = (|Xα〉 〈Xβ|+ |Xβ〉 〈Xα|)W (ρα, φα, ρβ, φβ) + (|Yα〉 〈Yβ|+ |Yβ〉 〈Yα|)W
(
ρα, φα − 2pi
3
, ρβ, φβ − 2pi
3
)
+ (|Zα〉 〈Zβ|+ |Zβ〉 〈Zα|)W
(
ρα, φα +
2pi
3
, ρβ, φβ +
2pi
3
)
, (36)
and W has a free expansion. In cartesian e-coordinates:
W = ak1,k2,k3,k4q
k1
θα
qk2ξαq
k3
θβ
qk4ξβ , k1−4 = 0, 1, 2, · · · (37)
The φ− 2pi
3
(φ+ 2pi
3
) rotation in the second (third) term in Eq. 36 corresponds to replacing qθ
and qξ in Eq. 37 by −12qθ+
√
3
2
qξ and −
√
3
2
qθ− 12qξ (−12qθ−
√
3
2
qξ and
√
3
2
qθ− 12qξ), respectively.
Following the σˆxd -transformation in Eq. 6, we simply keep the terms with k2 + k4 being
even, i.e.,
W = ak1,k2,k3,k4q
k1
θα
qk2ξαq
k3
θβ
q2k−k2ξβ , 2k ≥ k2, (38)
for the “+” case of “±TT” in Eq. 14, and those with k2 + k4 being odd, i.e.,
W = ak1,k2,k3,k4q
k1
θα
qk2ξαq
k3
θβ
q2k+1−k2ξβ , 2k + 1 ≥ k2, (39)
for the “−” case. Expansions of W for all (T + T )⊗ (e+ e) problems in Td are obtained.
The expansions for (T + T )⊗e problems are obtained by setting qθβ = qξβ = 0 in Eqs. 37
to 39: for the (T + T )⊗ e problem in T symmetry,
W = ak1,k2q
k1
θ q
k2
ξ ; (40)
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for (T + T )⊗ e problems in Td symmetry,
W = ak1,k2q
k1
θ q
2k2
ξ (41)
for the “+” case of “±TT” in Eq. 14, and
W = ak1,k2q
k1
θ q
2k2+1
ξ (42)
for the “−” case.
The intra-term T ⊗ (e+ e) Hamiltonian reads
Hˆ = |X〉 〈X|W (ρα, φα, ρβ, φβ) + |Y 〉 〈Y |W
(
ρα, φα − 2pi
3
, ρβ, φβ − 2pi
3
)
+ |Z〉 〈Z|W
(
ρα, φα +
2pi
3
, ρβ, φβ +
2pi
3
)
. (43)
Eq. 37 also applies to the W of the T ⊗ (e+ e) problem in T symmetry. For T ⊗ (e+ e)
problems in Td symmetry, only the “+” of “±TT” in Eq. 14 applies, and therefore, it takes
the W expansion in Eq. 38. Following the same route, the W expansions for T ⊗ e problems
are readily obtained. The T ⊗ e problem in T symmetry takes the W expansion in Eq. 40,
and for T ⊗ e problems in Td symmetry, the W expansion in Eq. 41 applies.
General expansions for all (T + T )⊗(e+ e), (T + T )⊗e, T ⊗(e+ e), and T ⊗e problems
have thus been derived. This derivation clearly demonstrates the origin of the well-known
diagonal vibronic Hamiltonian of the T ⊗ (e+ e+ · · · ) problems with an arbitrary number
of e modes: the invariance of the e vibration with respect to Cˆx,y,z2 (Eq. 4) is incompatible
with the sign-flipping of the off-diagonal ket-bra dyads (Eq. 35). Explicit expansions up to
4th order of all 14 of these problems are given in Section S.2. Again, it is encouraging to see
that our T2 ⊗ e expansion in Td symmetry is in perfect agreement with the one derived by
Opalka et al.34 (see Section S.2.10). In this pioneering work, the authors employed a set of
nonorthogonal e coordinates to tackle the problem in order to have a compact expansion and
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to avoid square roots in the Hamiltonian matrix. We hereby show that using the conventional
orthogonal coordinates also leads to a compact (maybe the most compact) expansion (see
Eq. 41). As mentioned above, square roots emerge in HY Y and HZZ after carrying out the
φ∓ 2pi
3
rotations. Nevertheless, they do not complicate our derivation, since HXX (W ) is the
only independent matrix element that we need to work on.
Before ending this part, let us examine the T ⊗ (e+ e) Hamiltonian in Td symmetry in
Eq. 43, with the W expansion in Eq. 38:
Hˆ = |X〉 〈X| ak1,k2,k3,2kqk1θαqk2ξαqk3θβq2k−k2ξβ
+ |Y 〉 〈Y | ak1,k2,k3,2k
(
−1
2
qθα +
√
3
2
qξα
)k1 (
−1
2
qξα −
√
3
2
qθα
)k2 (
−1
2
qθβ +
√
3
2
qξβ
)k3 (
−1
2
qξβ −
√
3
2
qθβ
)2k−k2
+ |Z〉 〈Z| ak1,k2,k3,2k
(
−1
2
qθα −
√
3
2
qξα
)k1 (
−1
2
qξα +
√
3
2
qθα
)k2 (
−1
2
qθβ −
√
3
2
qξβ
)k3 (
−1
2
qξβ +
√
3
2
qθβ
)2k−k2
.(44)
Setting qξα = qξβ = 0 in the equation above,
Hˆ = ak1,k2,k3,2k
[
|X〉 〈X| qk1θαqk3θβ +
(
−1
2
)k1+k3 (3
4
)k
qk1+k2θα q
k3+2k−k2
θβ
(|Y 〉 〈Y |+ |Z〉 〈Z|)
]
.
(45)
This is the Hamiltonian when the system is distorted only along the eθ directions. Certainly,
|Y 〉 and |Z〉 are degenerate in this distorted Hamiltonian. This is consistent with the well-
known fact that the eθ distortion lowers the symmetry to the D2d epikernel and then partially
lifts the 3-fold degeneracy of a T2 (T1) state to a non-degenerate B2 (A2) and a 2-fold
degenerate E state.41 Our expansion formula fully captures this partial degeneracy-lifting.
Following a similar route, the T⊗(e+ e) Hamiltonian in T symmetry along the eθ distortions
reads
Hˆ = ak1,k2,k3,k4
|X〉 〈X| qk1θαqk3θβ + (−12
)k1+k3 (√3
2
)k2+k4
qk1+k2θα q
k3+k4
θβ
(
(−1)k2+k4 |Y 〉 〈Y |+ |Z〉 〈Z|
) .
(46)
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The (−1)k2+k4 factor breaks the degeneracy between |Y 〉 and |Z〉. This is consistent with
the fact that the eθ distortion itself has lowered the T symmetry to the abelian D2 kernel
and fully lifts the 3-fold symmetry of the T state.
3.1.3 (T + T )⊗ (t+ e) and T ⊗ (t+ e)
Due to the Cˆx,y,z2 -invariance of the e coordinates, we can simply multiply the monomials of the
t coordinates in Eq. 28 by any monomials of the e coordinates to obtain symmetry-adapted
monomials to expand W , V , and U of the (T + T )⊗ (t+ e) problem in T symmetry:
W = aK2k1,2k2,2k3,k4,k5 (xyz)
K x2k1y2k2z2k3qk4θ q
k5
ξ ;
V (U) =
(
bz2k1,2k2,2k3,k4,k5 (z) + b
xy
2k1,2k2,2k3,k4,k5
(xy)
)
x2k1y2k2z2k3qk4θ q
k5
ξ .
(47)
Recalling Eq. 35, bz0,0,0,k4,k5 = b
xy
0,0,0,k4,k5
= 0. For (T + T ) ⊗ (t+ e) problems in Td, we can
modify Eq. 29 according to the power of qξ to have the symmetry-adapted W :
W = aK2k1,2k2,2k3,k4,k5 (xyz)
K x2k1
(
y2k2z2k3 ±TT (±t) (−1)k5 z2k2y2k3) qk4θ qk5ξ , k2 ≥ k3.(48)
V retains its expansion in Eq. 47. Given the σˆzd-transformation in Eq. 6 and following Eq. 14,
we have
U = ±TTV
(
−1
2
qθ +
√
3
2
qξ,
1
2
qξ +
√
3
2
qθ,±ty,±tx,±tz
)
. (49)
The U expansion formula is readily obtained through changing the arguments in the V in
Eq. 47.
For the T ⊗ (t+ e) intra-term problem in T symmetry (see Eq. 31 for the Hamiltonian),
W and V take the same expansions as in Eq. 47, while U is not applicable. For T ⊗ (t+ e)
problems in Td symmetry, W can only take the “+” of “±TT” in Eq. 48. For the V expansion,
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it is more convenient to define a new set of e coordinates,
(
q′θ, q
′
ξ
)
, whose bases transform as
the 2z2 − x2 − y2 and √3 (x2 − y2) functions. The new coordinates are adapted to σˆzd:
σˆzdf
(
q′θ, q
′
ξ
)
= f
(
q′θ,−q′ξ
)
, (50)
and they are related to the original e coordinates as
f
(
q′θ, q
′
ξ
)
= f
(
−1
2
qθ −
√
3
2
qξ,−1
2
qξ +
√
3
2
qθ
)
. (51)
Eq. 34 can now be slightly modified and multiplied by q′k4θ q
′k5
ξ monomials to give the expan-
sion for T ⊗ (e+ t) problems in Td symmetry:
V = bz2k1,2k2,2k3,k4,k5
[
x2k1y2k2 + (−1)k5 (±t) y2k1x2k2] z2k3+1q′k4θ q′k5ξ
+bxy2k1,2k2,2k3,k4,k5
[
x2k1y2k2 + (−1)k5 y2k1x2k2
]
xyz2k3q′k4θ q
′k5
ξ , k1 ≥ k2. (52)
It can be easily converted to a function of the original e coordinates using Eq. 51 (see
Section S.3.7 and Section S.3.8).
We believe that none of the general expansion formulas derived in this subsection have
been presented. The T2 ⊗ (t2 + e) is one of the most important tetrahedral vibronic prob-
lems.41–49 The ground state of CH+4 features such a JT interaction. When a linear JT model
is used to simulate the CH4 photoelectron spectrum, only qualitative agreement with exper-
iment is obtained.45 A quadratic model including bilinear terms of the e and t2 coordinates
substantially improves the agreement to semi-quantitative.46 Higher order terms are needed
to achieve even higher accuracy. The formulas presented here will certainly facilitate fu-
ture studies of this class of problems. Explicit expansions of all 12 (T + T ) ⊗ (t+ e) and
T ⊗ (t+ e) problems up to 4th order are given in Section S.3.
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3.2 A summary of our derivations, a modularized approach
Before entering the discussions for the E-related problems, let us summarize the procedure
of our derivations: (1) for the class of (T + T ) inter-term coupling, we first infer the number
of independent matrix elements and the generic Hamiltonian expressed using the elements.
This is the process of obtaining Eq. 10; (2) we infer the symmetry requirements on the inde-
pendent matrix elements (eq. Eqs. 12 and 14). These two steps do not require information
of the vibrations that mediate the coupling. Therefore, their results are applicable for all
(T + T ) problems; (3) for a particular (T + T ) vibronic problem whose mediating vibrations
are specified, symmetry-adapted monomials of the vibrational coordinates are selected (e.g.,
Eqs. 18 and 22) or linearly combined (e.g., Eq. 26) following the requirements in Step (2).
The vibronic Hamiltonian expansion is hence obtained; (4) the T intra-term coupling inher-
its the generic Hamiltonian from the (T + T ) inter-term coupling, with slight modification
and additional symmetry requirements (e.g., Eqs. 31 and 32). The inter-term Hamiltonian
formulas can then be adopted or adapted to describe the corresponding intra-term Hamil-
tonian with the same mediating vibrations; (5) single-mode problems are subproblems of
double-mode problems and their Hamiltonians are obtained through allowing only the set of
interesting vibrational coordinates to be nonzero.
The advantage of this five-step procedure is to separate the considerations of the electronic
(Steps 1, 2, and 4) and vibrational parts (3 and 5). The symmetry-adapted monomials
and symmetrized combinations of monomials can be considered as modules that meet the
needs of the electronic part. Problems that share the same symmetry requirements (e.g.,
(T1 + T1) and (T2 + T2)) adopt the same modules. For problems that differ by a sign-flipping
(e.g., (T1 + T2) vs. (T2 + T2)), one can easily adapt the modules for one problem to the
other. Such a modularization strategy significantly increases the efficiency in deriving the
Hamiltonians and clearly reveals connections between different problems. It enables us to
construct vibronic Hamiltonians for a set of related problems in one shot, instead of particular
problems one by one. It is universally applicable, regardless of the electronic states that are
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coupled, the vibrations that couple them, and the fundamental symmetry (all point groups,
including the highest symmetries Oh, Ih, etc.). We consider this modularized approach as
the most important theoretical advance of this work. Please note that we are not the first
to consider the electronic and vibrational parts separately.15,16 We exploit this strategy to
maximize the efficiency in deriving vibronic Hamiltonians.
3.3 (E + E) coupling
The (E + E) JT and pJT problems mediated by a set of e modes already exist in trigonal
systems. We therefore leave those problems to future work dedicated to trigonal systems.
Here, we only consider the (E + E) problems that are relevant to tetrahedral systems, i.e.,
those involving at least one t mode. In the complex representation of the E states, the
inter-term Hamiltonian reads
Hˆ = (|+α〉 〈+β|+ |−β〉 〈−α|)H+α+β + (|+α〉 〈−β|+ |+β〉 〈−α|)H+α−β + c.c. (53)
“c.c.” means taking the complex conjugate of the matrix elements and swapping the bra and
ket of each dyad in the explicitly given part of the operator. There are only two independent
matrix elements: the time-reversal symmetry forces the dyads within each pair of parentheses
to share the same matrix element (see Eqs. 6 and 7 in Ref. 35 for more discussion on the
similar sharing of matrix elements). We set H+α+β = W and H+α−β = V . Since complex-
valued diabats are used, W and V are complex, unlike in the (T + T ) problems above.
The transformations of the E states in Eq. 4 indicate that
Cˆ3HˆCˆ
−1
3 = (|+α〉 〈+β|+ |−β〉 〈−α|) Cˆ3W + ei
2pi
3 (|+α〉 〈−β|+ |+β〉 〈−α|) Cˆ3V + c.c.(54)
Cˆ3HˆCˆ
−1
3 = Hˆ requires
Cˆ3W = W ; Cˆ3V = e
−i 2pi
3 V. (55)
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Since the E states are invariant to Cˆx,y,z2 ,
Cˆx,y,z2 Hˆ
(
Cˆx,y,z2
)−1
= (|+α〉 〈+β|+ |−β〉 〈−α|) Cˆx,y,z2 W + (|+α〉 〈−β|+ |+β〉 〈−α|) Cˆx,y,z2 V + c.c.
(56)
Cˆx,y,z2 Hˆ
(
Cˆx,y,z2
)−1
= Hˆ requires
Cˆx,y,z2 W = W ; Cˆ
x,y,z
2 V = V. (57)
Note that being symmetric with respect to Cˆ3 and all three Cˆ2 operators is equivalent to
being symmetric with respect to Cˆ3 and one of the Cˆ2 operators. We here consider all three
Cˆ2 operators because the derivation is easier. In Td symmetry,
σˆxdHˆ (σˆ
x
d)
−1 = (|−α〉 〈−β|+ |+β〉 〈+α|) σˆxdW + (|−α〉 〈+β|+ |−β〉 〈+α|) σˆxdV + c.c. (58)
σˆxdHˆ (σˆ
x
d)
−1 = Hˆ requires
σˆxdW = W
∗; σˆxdV = V
∗. (59)
3.3.1 (E + E)⊗ (t+ e), (E + E)⊗ e, E ⊗ (t+ e), and E ⊗ t
Since monomials of e coordinates are invariant with respect to Cˆx,y,z2 , we can multiply the t
monomials that are Cx,y,z2 -invariant with arbitrary e monomials to give the t+ e monomials
that make W and V satisfy Eq. 57. Such t monomials are all contained in the W expansion
in Eq. 28. Acting the projection operators of the three irreps of the C3 point group onto
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those monomials, we obtain the eigenfunctions of Cˆ3:
F 0m,2k1,2k2 = (xyz)
m (x2k1y2k2 + y2k1z2k2 + z2k1x2k2) ;
F±m,2k1,2k2 = (xyz)
m
(
x2k1y2k2 + e∓
i2pi
3 y2k1z2k2 + e±
i2pi
3 z2k1x2k2
)
,
m, k1, k2 = 0, 1, 2, · · · (60)
A further constraint on the summation indices is that if k1 = 0, then k2 = 0. This is to avoid
redundancy when k1 or k2 = 0: F
0
m,2k,0 = F
0
m,0,2k; F
±
m,2k,0 = e
∓i 2pi
3 F±m,0,2k. The functions have
the following eigenvalues:
Cˆ3F
0
m,2k1,2k2
= F 0m,2k1,2k2 ; Cˆ3F
±
m,2k1,2k2
= e±
i2pi
3 F±m,2k1,2k2 . (61)
The F 0/± functions still satisfy Eq. 57 because the projection operators (specifically, the
underlying Cˆ3 operator) only permute the powers of x, y, and z (say l, m, n respectively);
the equalities (see Eq. 17 for their origin) of
mod(l, 2) = mod(m, 2) = mod(n, 2) = 1 or 0 (62)
are unaltered by Cˆ3.
The similar eigenfunctions in the e coordinates read:
G03N,2M = ρ
|3N |+2Mei3Nφ;G±3N,2M = ρ
|3N∓1|+2Mei(3N∓1)φ,
N = · · · ,−1, 0, 1, · · · ;M = 0, 1, 2, · · · ;
Cˆ3G
0
3N,2M = G
0
3N,2M ; Cˆ3G
±
3N,2M = e
± i2pi
3 G±3N,2M . (63)
The |3N | + 2M and |3N ∓ 1| + 2M powers of ρ guarantee that these functions can be
expressed as polynomials of (qθ, qξ) (see Eq. 24 and the relevant discussion in Ref. 35). The
G0/± functions with different Cˆ3-eigenvalues are linearly independent, and the functions with
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the same eigenvalue differ in either the angular phase factor of φ or the power of ρ; there
is no redundancy among the G0/± functions. With the F and G functions, the W and V
expansions that satisfy Eq. 55 are readily obtained:
W = a+−,3N,2Mm,2k1,2k2 G
+
3N,2MF
−
m,2k1,2k2
+ a00,3N,2Mm,2k1,2k2G
0
3N,2MF
0
m,2k1,2k2
+ a−+,3N,2Mm,2k1,2k2 G
−
3N,2MF
+
m,2k1,2k2
V = b−0,3N,2Mm,2k1,2k2 G
−
3N,2MF
0
m,2k1,2k2
+ b0−,3N,2Mm,2k1,2k2 G
0
3N,2MF
−
m,2k1,2k2
+ b++,3N,2Mm,2k1,2k2 G
+
3N,2MF
+
m,2k1,2k2
.
(64)
The a and b coefficients are complex. These are the expansion formulas for the (E + E) ⊗
(t+ e) problem in T symmetry. The direct product of the respectively linearly independent
F 0/± and G0/± functions give a set of linear independent functions. Therefore, the expansions
in Eq. 64 are redundancy-free. This argument is applicable to any expansions that consist
of products of two sets of linearly independent functions, and is not repeated.
To facilitate the derivation for problems in Td symmetry, we separate each set of the F
functions in Eq. 60 into two groups:
F 0m,2k1,2k2,y = (xyz)
m (x2k1y2k2 + y2k1z2k2 + z2k1x2k2) ;
F 0m,2k1,2k2,z = (xyz)
m (x2k1z2k2 + y2k1x2k2 + z2k1y2k2) ;
F±m,2k1,2k2,y = (xyz)
m
(
x2k1y2k2 + e∓
i2pi
3 y2k1z2k2 + e±
i2pi
3 z2k1x2k2
)
;
F±m,2k1,2k2,z = (xyz)
m
(
x2k1z2k2 + e∓
i2pi
3 y2k1x2k2 + e±
i2pi
3 z2k1y2k2
)
;
k2 ≤ k1. (65)
Function redundancies occur: (1) when k1 = k2, F
0
m,2k1,2k1,y
= F 0m,2k1,2k1,z and F
±
m,2k1,2k1,y
=
e±i
2pi
3 F±m,2k1,2k1,z; (2) when k2 = 0, F
0/±
m,2k1,0,y
= F
0/±
m,2k1,0,z
. The redundancies are trivial because
those duplicated pairs are always added or subtracted in the final expansion formulas (Eqs. 71
and 72), which are redundancy-free. With the σˆxd -transformation in Eq. 6, we readily see
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that
σˆxdF
0/±
m,2k1,2k2,y/z
=
(±t)m F 0/∓m,2k1,2k2,z/y; σˆxdG0/±3N,2M = G0/±3N,2M ∗ = G0/∓−3N,2M . (66)
Written as an expansion in the new set of F functions, W in Eq. 64 becomes
W = G+3N,2M
(
a+−,3N,2Mm,2k1,2k2,yF
−
m,2k1,2k2,y
+ a+−,3N,2Mm,2k1,2k2,zF
−
m,2k1,2k2,z
)
+G03N,2M
(
a00,3N,2Mm,2k1,2k2,yF
0
m,2k1,2k2,y
+a00,3N,2Mm,2k1,2k2,zF
0
m,2k1,2k2,z
)
+G−3N,2M
(
a−+,3N,2Mm,2k1,2k2,yF
+
m,2k1,2k2,y
+ a−+,3N,2Mm,2k1,2k2,zF
+
m,2k1,2k2,z
)
.
(67)
Using Eq. 66,
σˆxdW = G
−
−3N,2M
(±t)m (a+−,3N,2Mm,2k1,2k2,yF+m,2k1,2k2,z + a+−,3N,2Mm,2k1,2k2,zF+m,2k1,2k2,y)
+G0−3N,2M
(±t)m (a00,3N,2Mm,2k1,2k2,yF 0m,2k1,2k2,z + a00,3N,2Mm,2k1,2k2,zF 0m,2k1,2k2,y)
+G+−3N,2M
(±t)m (a−+,3N,2Mm,2k1,2k2,yF−m,2k1,2k2,z + a−+,3N,2Mm,2k1,2k2,zF−m,2k1,2k2,y) , (68)
while
W ∗ = G−−3N,2M
(
a+−,3N,2Mm,2k1,2k2,y
∗
F+m,2k1,2k2,y + a
+−,3N,2M
m,2k1,2k2,z
∗
F+m,2k1,2k2,z
)
+G0−3N,2M
(
a00,3N,2Mm,2k1,2k2,y
∗
F 0m,2k1,2k2,y + a
00,3N,2M
m,2k1,2k2,z
∗
F 0m,2k1,2k2,z
)
+G+−3N,2M
(
a−+,3N,2Mm,2k1,2k2,y
∗
F−m,2k1,2k2,y + a
−+,3N,2M
m,2k1,2k2,z
∗
F−m,2k1,2k2,z
)
. (69)
To have σˆxdW = W
∗, we need
a
+−/00/−+,3N,2M
m,2k1,2k2,z
=
(±t)m a+−/00/−+,3N,2Mm,2k1,2k2,y ∗. (70)
Implementing these constraints in Eq. 67, we obtain the symmetry-adapted W expansion
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for (E + E)⊗ (t+ e) problems in Td symmetry:
W = G+3N,2M
(
a+−,3N,2Mm,2k1,2k2 F
−
m,2k1,2k2,y
+
(±t)m a+−,3N,2Mm,2k1,2k2 ∗F−m,2k1,2k2,z)
+G03N,2M
(
a00,3N,2Mm,2k1,2k2F
0
m,2k1,2k2,y
+
(±t)m a00,3N,2Mm,2k1,2k2∗F 0m,2k1,2k2,z)
+G−3N,2M
(
a−+,3N,2Mm,2k1,2k2 F
+
m,2k1,2k2,y
+
(±t)m a−+,3N,2Mm,2k1,2k2 ∗F+m,2k1,2k2,z) . (71)
The V expansion is obtained through a similar route:
V = G−3N,2M
(
b−0,3N,2Mm,2k1,2k2 F
0
m,2k1,2k2,y
+
(±t)m b−0,3N,2Mm,2k1,2k2 ∗F 0m,2k1,2k2,z)
+G03N,2M
(
b0−,3N,2Mm,2k1,2k2 F
−
m,2k1,2k2,y
+
(±t)m b0−,3N,2Mm,2k1,2k2 ∗F−m,2k1,2k2,z)
+G+3N,2M
(
b++,3N,2Mm,2k1,2k2 F
+
m,2k1,2k2,y
+
(±t)m b++,3N,2Mm,2k1,2k2 ∗F+m,2k1,2k2,z) . (72)
Setting the e coordinates to zero in the formulas above give the W and V expansions for
(E + E)⊗ t problems. For (E + E)⊗ t problem in T symmetry,
W = am,2k1,2k2F
0
m,2k1,2k2
;V = bm,2k1,2k2F
−
m,2k1,2k2
. (73)
For (E + E)⊗ t problems in Td symmetry,
W = am,2k1,2k2F
0
m,2k1,2k2,y
+
(±t)m am,2k1,2k2∗F 0m,2k1,2k2,z;
V = bm,2k1,2k2F
−
m,2k1,2k2,y
+
(±t)m bm,2k1,2k2∗F−m,2k1,2k2,z. (74)
The a and b coefficients in Eqs. 73 and 74 are, in general, complex.
The E ⊗ (t+ e) intra-term Hamiltonian in T symmetry reads
Hˆ = (|+〉 〈+|+ |−〉 〈−|)W + |+〉 〈−|V + |−〉 〈+|V ∗, (75)
with W and V satisfying Eqs. 55 and 57, and W being real. Therefore, V takes the same
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expansion as in Eq. 64, while W only takes the real part of the W expansion there:
W = Re
(
a+−,3N,2Mm,2k1,2k2 G
+
3N,2MF
−
m,2k1,2k2
+ a00,3N,2Mm,2k1,2k2G
0
3N,2MF
0
m,2k1,2k2
)
. (76)
Since the G+F− and G−F+ terms are complex conjugate to each other, we only keep the
former in taking the real part. A more explicit W formula is given in Eq. S.68. For E⊗(t+ e)
problems in Td symmetry, V also needs to satisfy Eq. 59, and it takes the same expansion
as in Eq. 72. Since W is real, it simply takes the real part of Eq. 71:
W = Re
[
G+3N,2M
(
a+−,3N,2Mm,2k1,2k2,yF
−
m,2k1,2k2,y
+
(±t)m a+−,3N,2Mm,2k1,2k2,y∗F−m,2k1,2k2,z)
+G03N,2M
(
a00,3N,2Mm,2k1,2k2,yF
0
m,2k1,2k2,y
+
(±t)m a00,3N,2Mm,2k1,2k2,y∗F 0m,2k1,2k2,z)] . (77)
Again, the G−F+ terms have been dropped. A more explicit W formula is given in Eq. S.71.
E⊗t intra-term problems take the expansions for E⊗(t+ e) problems with the e coordinates
set to zero. The E ⊗ t problem in T symmetry takes the same W and V expansions as in
Eq. 73, with the a coefficients being real. E ⊗ t problems in Td take the same W and V
expansions as in Eq. 74, with the a coefficients being real.
All general expansions for (E + E)⊗(t+ e), (E + E)⊗ t, E⊗(t+ e), and E⊗ t problems
have thus been derived and they can be transformed to the expansions in the real representa-
tion of the E states using the matrix in Eq. 3. Explicit expansions of vibronic Hamiltonians
of all 12 of these problems are given up to 4th order in Section S.4, in both the complex and
the real representations.
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3.3.2 (E + E)⊗ (t+ t) and E ⊗ (t+ t)
The monomials of two sets of t coordinates that satisfy Eq. 57 are given in Eq. 18, and they
can be rewritten and separated into two groups:
f e,l,m,nk1,k2,k3 = x
l
αx
2k1−l
β y
m
α y
2k2−m
β z
n
αz
2k3−n
β ; f
o,l,m,n
k1,k2,k3
= xlαx
2k1−l+1
β y
m
α y
2k2−m+1
β z
n
αz
2k3−n+1
β ,
l,m, n, k1, k2, k3 = 0, 1, 2, · · · ; l ≤ 2k1 (+1) ;m ≤ 2k2 (+1) ;n ≤ 2k3 (+1) for f e (f o) . (78)
The “e, o” superscripts indicate the even or odd total power of the monomials. The functions
are constructed to be eigenfunctions of Cˆ3:
F
e/o,0,l,m,n
k1,k2,k3
= f
e/o,l,m,n
k1,k2,k3
+ Cˆ3f
e/o,l,m,n
k1,k2,k3
+ Cˆ23f
e/o,l,m,n
k1,k2,k3
= f
e/o,l,m,n
k1,k2,k3
+ f
e/o,n,l,m
k3,k1,k2
+ f
e/o,m,n,l
k2,k3,k1
F
e/o,±,l,m,n
k1,k2,k3
= f
e/o,l,m,n
k1,k2,k3
+ e∓i
2pi
3 Cˆ3f
e/o,l,m,n
k1,k2,k3
+ e±i
2pi
3 Cˆ23f
e/o,l,m,n
k1,k2,k3
= f
e/o,l,m,n
k1,k2,k3
+ e∓i
2pi
3 f
e/o,n,l,m
k3,k1,k2
+ e±i
2pi
3 f
e/o,m,n,l
k2,k3,k1
. (79)
The following constraints on the summation indices are imposed on F
e/o,0/±,l,m,n
k1,k2,k3
to remove
function redundancies (see Section S.5): (1) k3 ≤ k1, k2; (2) if k1 = 0, then k2 = 0; (3) in the
situation of k1 = k2 = k3, n ≤ l,m and if l = 0, then m = 0. F e/o,0,l,m,nk1,k2,k3 are the two modes
analogues of F
0/±
m,2k1,2k2,2k3
in Eq. 60 and are obtained following a similar procedure. These
functions form a basis set to expand W and V satisfying Eq. 55:
W = a
e/o,l,m,n
k1,k2,k3
F
e/o,0,l,m,n
k1,k2,k3
;V = b
e/o,l,m,n
k1,k2,k3
F
e/o,−,l,m,n
k1,k2,k3
. (80)
The a and b coefficients are complex. They are the expansions for the (E + E) ⊗ (t+ t)
problem in T symmetry.
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The f
e/o,l,m,n
k1,k2,k3
monomials can be further separated into two groups:
f e,l,m,nk1,k2,k3,y = x
l
αx
2k1−l
β y
m
α y
2k2−m
β z
n
αz
2k3−n
β ; f
e,l,m,n
k1,k2,k3,z
= xlαx
2k1−l
β z
m
α z
2k2−m
β y
n
αy
2k3−n
β ,
k3 ≤ k2, (81)
and similar for f o,l,m,nk1,k2,k3,y and f
o,l,m,n
k1,k2,k3,z
. The two groups are related by σˆxd :
σˆxdf
e/o,l,m,n
k1,k2,k3,y/z
=
(±tα±tβ)l+m+n (±tβ)Ieo f e/o,l,m,nk1,k2,k3,z/y. (82)
Ieo = 0 for f
e and 1 for f o. The functions are symmetrized to be Cˆ3-eigenfunctions:
F
e/o,0,l,m,n
k1,k2,k3,y/z
= f
e/o,l,m,n
k1,k2,k3,y/z
+ Cˆ3f
e/o,l,m,n
k1,k2,k3,y/z
+ Cˆ23f
e/o,l,m,n
k1,k2,k3,y/z
= f
e/o,l,m,n
k1,k2,k3,y/z
+ f
e/o,n,l,m
k3,k1,k2,y/z
+ f
e/o,m,n,l
k2,k3,k1,y/z
;
F
e/o,±,l,m,n
k1,k2,k3,y/z
= f
e/o,l,m,n
k1,k2,k3,y/z
+ e∓i
2pi
3 Cˆ3f
e/o,l,m,n
k1,k2,k3,y/z
+ e±i
2pi
3 Cˆ23f
e/o,l,m,n
k1,k2,k3,y/z
= f
e/o,l,m,n
k1,k2,k3,y/z
+ e∓i
2pi
3 f
e/o,n,l,m
k3,k1,k2,y/z
+ e±i
2pi
3 f
e/o,m,n,l
k2,k3,k1,y/z
. (83)
In addition to the constraints introduced below Eq. 79, k2 ≤ k1 (see Section S.5). These
functions are the two-mode analogues of Eq. 65 and satisfy
σˆxdF
e/o,0/±,l,m,n
k1,k2,k3,y/z
=
(±tα±tβ)l+m+n (±tβ)Ieo F e/o,0/∓,l,m,nk1,k2,k3,z/y . (84)
It is straightforward to use these functions to construct W and V for (E + E) ⊗ (t+ t)
problems in Td symmetry:
W = a
e/o,l,m,n
k1,k2,k3
F
e/o,0,l,m,n
k1,k2,k3,y
+
(±tα±tβ)l+m+n (±tβ)Ieo ae/o,l,m,nk1,k2,k3 ∗F e/o,0,l,m,nk1,k2,k3,z ;
V = b
e/o,l,m,n
k1,k2,k3
F
e/o,−,l,m,n
k1,k2,k3,y
+
(±tα±tβ)l+m+n (±tβ)Ieo be/o,l,m,nk1,k2,k3 ∗F e/o,−,l,m,nk1,k2,k3,z , (85)
which satisfy Eq. 59.
As discussed in Section 3.3.1, the V expansions are invariant when switching from
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(E + E) ⊗ (t+ t) to the corresponding E ⊗ (t+ t) problems, while the W expansions only
keep the real parts. Therefore, E⊗ (t+ t) problems in T and Td symmetries take the W and
V expansions in Eqs. 80 and 85, respectively, but with all a coefficients being real. Explicit
expansions up to 4th order are given for all 8 (E + E)⊗ (t+ t) and E ⊗ (t+ t) problems in
Section S.6. Even up to 4th order, the expansions are already cumbersome. This arises from
the large number of the summation indices in the F
e/o,0/±,l,m,n
k1,k2,k3
and F
e/o,0/±,l,m,n
k1,k2,k3,y/z
functions
and their consequently large number of combinations.
3.4 (E + T ) coupling
Lastly, we investigate the inter-term coupling between an E and a T state. The generic
Hamiltonian in the complex representation of the E state and real representation of the T
state reads
Hˆ = (|+〉 〈X|+ |X〉 〈−|)H+X + (|+〉 〈Y |+ |Y 〉 〈−|)H+Y + (|+〉 〈Z|+ |Z〉 〈−|)H+Z
+c.c. (86)
The time-reversal symmetry forces the ket-bra dyads within each pair of parentheses to
share the same matrix element. The matrix elements are complex. Following the Cˆ3-
transformations in Eq. 4,
Cˆ3HˆCˆ
−1
3 = e
−i 2pi
3
[
(|+〉 〈Y |+ |Y 〉 〈−|) Cˆ3H+X + (|+〉 〈Z|+ |Z〉 〈−|) Cˆ3H+Y
+ (|+〉 〈X|+ |X〉 〈−|) Cˆ3H+Z
]
+ c.c. (87)
Clearly, Cˆ3HˆCˆ
−1
3 = Hˆ requires
H+X = e
i 2pi
3 Cˆ23H+Y = e
−i 2pi
3 Cˆ3H+Z . (88)
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There is only one independent matrix element, H+X = V , and
Hˆ = (|+〉 〈X|+ |X〉 〈−|)V + (|+〉 〈Y |+ |Y 〉 〈−|) e−i 2pi3 Cˆ3V + (|+〉 〈Z|+ |Z〉 〈−|) ei 2pi3 Cˆ23V
+c.c. (89)
Following the Cˆz2 -transformations in Eq. 4,
Cˆz2Hˆ
(
Cˆz2
)−1
= − (|+〉 〈X|+ |X〉 〈−|) Cˆz2V − (|+〉 〈Y |+ |Y 〉 〈−|) e−i
2pi
3 Cˆz2 Cˆ3V
+ (|+〉 〈Z|+ |Z〉 〈−|) ei 2pi3 Cˆz2 Cˆ23V + c.c.
= − (|+〉 〈X|+ |X〉 〈−|) Cˆz2V − (|+〉 〈Y |+ |Y 〉 〈−|) e−i
2pi
3 Cˆ3Cˆ
y
2V
+ (|+〉 〈Z|+ |Z〉 〈−|) ei 2pi3 Cˆ23 Cˆx2V + c.c. (90)
Cˆz2 Cˆ3 = Cˆ3Cˆ
y
2 and Cˆ
z
2 Cˆ
2
3 = Cˆ
2
3 Cˆ
x
2 have been used to obtain the second equality. Clearly,
Cˆz2Hˆ
(
Cˆz2
)−1
= Hˆ requires
V = Cˆx2V = −Cˆy2V = −Cˆz2V. (91)
In Td symmetry, the σˆ
x
d -transformations in Eq. 6 lead to
σˆxdHˆ (σˆ
x
d)
−1 = ±T (|−〉 〈X|+ |X〉 〈+|) σˆxdV ±T (|−〉 〈Z|+ |Z〉 〈+|) e−i
2pi
3 σˆxd Cˆ3V
±T (|−〉 〈Y |+ |Y 〉 〈+|) ei 2pi3 σˆxd Cˆ23V + c.c. (92)
σˆxdHˆ (σˆ
x
d)
−1 = Hˆ requires σˆxdV = ±TV ∗. All symmetry requirements on V are now known.
3.4.1 (E + T )⊗ (t+ t) and (E + T )⊗ t
Switching x and z in Eq. 22, we obtain the monomials of two sets of t coordinates that
satisfy Eq. 91. This is a manifestation of the module-adaptation mentioned in Section 3.2.
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Therefore, for the (E + E)⊗ (t+ t) problem in T symmetry,
V =
(
b
xα/β
l,2k1,m,2k2,n,2k3
xα/β + b
yα/βzα/β
l,2k1,m,2k2,n,2k3
yα/βzα/β
)
xlαx
2k1−l
β y
m
α y
2k2−m
β z
n
αz
2k3−n
β , (93)
with complex b coefficients. For problems in Td symmetry, we again separate each of the x
and yz types of monomials into two groups:
F
xα/β ,l,m,n
2k1,2k2,2k3,y
=
(
xα/β
)
xlαx
2k1−l
β y
m
α y
2k2−m
β z
n
αz
2k3−n
β ;
F
xα/β ,l,m,n
2k1,2k2,2k3,z
=
(
xα/β
)
xlαx
2k1−l
β z
m
α z
2k2−m
β y
n
αy
2k3−n
β ;
F
yα/βzα/β ,l,m,n
2k1,2k2,2k3,y
=
(
yα/βzα/β
)
xlαx
2k1−l
β y
m
α y
2k2−m
β z
n
αz
2k3−n
β ;
F
yα/βzα/β ,l,m,n
2k1,2k2,2k3,z
=
(
zα/βyα/β
)
ylαx
2k1−l
β z
m
α z
2k2−m
β y
n
αy
2k3−n
β ,
k3 ≤ k2. (94)
Please note the
(
yα/βzα/β
)
and
(
zα/βyα/β
)
factors in F
yα/βzα/β ,l,m,n
2k1,2k2,2k3,y
and F
yα/βzα/β ,l,m,n
2k1,2k2,2k3,z
are
related by the y ↔ z swapping but maintaining the α/β selection. The two groups of
functions are connected by σˆxd :
σˆxdF
xα/β ,l,m,n
2k1,2k2,2k3,y
=
(
±txα/β
) (±tα±tβ)l+m+n F xα/β ,l,m,n2k1,2k2,2k3,z;
σˆxdF
yα/βzα/β ,l,m,n
2k1,2k2,2k3,y
=
(
±tyα/β±tzα/β
) (±tα±tβ)l+m+n F yα/βzα/β ,l,m,n2k1,2k2,2k3,z . (95)
Please note that the sign of ±ty,zα/β is determined by whether the yα/β and zα/β coordinates
in the F
yα/βzα/β ,l,m,n
2k1,2k2,2k3,y
functions, NOT in the F
yα/βzα/β ,l,m,n
2k1,2k2,2k3,z
functions, are t1 or t2 coordinates.
Using these functions, we can construct the V expansion:
V = b
xα/β ,l,m,n
2k1,2k2,2k3
F
xα/β ,l,m,n
2k1,2k2,2k3,y
±T
(
±txα/β
) (±tα±tβ)l+m+n bxα/β ,l,m,n2k1,2k2,2k3∗F xα/β ,l,m,n2k1,2k2,2k3,z
+b
yα/βzα/β ,l,m,n
2k1,2k2,2k3
F
yα/βzα/β ,l,m,n
2k1,2k2,2k3,y
±T
(
±tyα/β±tzα/β
) (±tα±tβ)l+m+n byα/βzα/β ,l,m,n2k1,2k2,2k3 ∗F yα/βzα/β ,l,m,n2k1,2k2,2k3,z ,
(96)
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which satisfy σˆxdV = ±TV ∗.
As usual, setting one set of t coordinates to be zero in the expansion formulas above give
those for (E + T )⊗ t problems: for the (E + T )⊗ t problem in T symmetry,
V =
(
bx2k1,2k2,2k3x+ b
yz
2k1,2k2,2k3
yz
)
x2k1y2k2z2k3 ; (97)
for (E + T )⊗ t problems in Td,
V =
(
bx2k1,2k2,2k3x+ b
yz
2k1,2k2,2k3
yz
)
x2k1y2k2z2k3
±T ((±t) bx2k1,2k2,2k3∗x+ byz2k1,2k2,2k3∗yz)x2k1z2k2y2k3 , k3 ≤ k2. (98)
Explicit expansions up to 4th order of all 12 (E + T )⊗ (t+ t) and (E + T )⊗ t problems are
given in Section S.7.
3.4.2 (E + T )⊗ (t+ e) and (E + T )⊗ e
Following the same procedure of getting Eq. 47 from Eq. 28, we obtain from Eq. 97 the V
expansion for the (E + T )⊗ (t+ e) problem in T symmetry,
V =
(
bx2k1,2k2,2k3,k4,k5x+ b
yz
2k1,2k2,2k3,k4,k5
yz
)
x2k1y2k2z2k3qk4θ q
k5
ξ . (99)
All coefficients are complex. This expansion formula is symmetrized as
V =
(
bx2k1,2k2,2k3,k4,k5y
2k2z2k3 ±T (±t) (−1)k5 bx2k1,2k2,2k3,k4,k5∗z2k2y2k3)x2k1+1qk4θ qk5ξ
+
(
byz2k1,2k2,2k3,k4,k5y
2k2z2k3 ±T (−1)k5 byz2k1,2k2,2k3,k4,k5
∗z2k2y2k3
)
yzx2k1qk4θ q
k5
ξ , k3 ≤ k2,
(100)
to satisfy σˆxdV = ±TV ∗. This is the general V expansion formula for (E + T ) ⊗ (t+ e)
problems in Td symmetry.
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Setting the t coordinates to zero gives the expansion formulas for (E + T )⊗ e problems.
However, all those expansions only contain odd powers of the t coordinates and therefore,
V = 0 for (E + T )⊗ e problems: an e mode does not mediate vibronic interaction between
an E and a T state. This is because the direct product E ⊗ T = T + T in T symmetry. It
does not contain E and A, which arise from self-products of E. It can hence be generalized
that there are no (E + T ) ⊗ (e+ e+ · · · ) inter-term vibronic couplings, regardless of the
number of e modes. Explicit expansions up to 4th order are given for all 5 (E + T )⊗ (t+ e)
problems in Section S.8.
4 A numerical example
Within this paper, it is unfeasible to give numerical examples for all 92 problems whose
expansion formulas are just derived. Here, we examine one representative yet simple case
whose formulas are unknown prior to this work, the T1⊗t1 problem in Td symmetry. This JT
problem can occur for neopentane. Removing an electron from neopentane’s t1 HOMO−1
set results in a 2T1 state. Since the t1 orbital contains substantial C-H σ-bonding character,
the 2T1 state is expected to experience a substantial vibronic coupling along the t1 H-C-H
bending mode. The x components of the t1 orbital and mode are shown in Figure 3. We
are more interested in the correctness of our formalism than the actual 2T1 ⊗ t1 problem.
Therefore, we put aside the full vibronic problem and only examine a 1-electron model
problem: the t1 orbital forms the 1-electron T1 state and the Hamiltonian contains the 1-
electron kinetic operator and the nuclei-electron attraction. All t1 orbital components are
frozen against the t1 nuclear vibration; they are strict diabatic states. The Hamiltonian
matrix elements of the frozen t1 orbital are calculated on a 3-D grid of the t1 bending
normal mode coordinates (x, y, z). Both the orbital and the normal mode are obtained from
the B3LYP density functional theory calculation of the ground state neopentane, using the
GAMESS-US package.50,51
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Figure 3: The x component of the t1 HOMO−1 degenerate orbital and the x component of
the t1 H-C-H bending normal mode of neopentane. The molecule has a similar orientation
as in Figure 1 and therefore, the axes are not shown.
The calculated HXX (W ) and HXY (V ) are fitted using a polynomial with all 34 x
lymzn
monomials up to 4th order. The W value at the undistorted structure is taken to be zero.
The fitting results are:
W = 0.098778x2 + 0.150010y2 + 0.149999z2 − 0.012058x4 − 0.018998y4 − 0.018998z4
−0.035637x2y2 − 0.035625x2z2 − 0.055627y2z2;
V = −0.229226xy + 0.175309x2z − 0.175235y2z − 0.043888x3y − 0.043885y3x
+0.612812z2xy. (101)
The other terms have coefficients that are too small to be considered. W and V are in Hartree
and the mass-weighted normal mode coordinates are in
√
uA˚. Evidently, with numerical
errors < 10−4, the fitted W and V bear the following expressions:
W (1−4) = a02,0,0x
2 + a00,2,0
(
y2 + z2
)
+ a04,0,0x
4 + a00,4,0
(
y4 + z4
)
+ a02,2,0x
2
(
y2 + z2
)
+a00,2,2
(
y2z2 + z2y2
)
;
V (1−4) = bxy0,0,0xy + b
z
0,0,0
(
x2 − y2) z + bxy2,0,0 (x2 + y2)xy + bxy0,0,2xyz2, (102)
which are obtained by taking ±t = −1 for the t1 mode in Eqs. 29 and 34, respectively.
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Our formulas fully capture the symmetries of the matrix elements. Please note that the
a00,2,2 (y
2z2 + z2y2) term in the W expansion manifests the trivial redundancy mentioned
under Eq. 65: the two identical terms y2z2 and z2y2 are (always) added (or subtracted in
other expansions) so that the redundancy does not occur.
Similar calculations and fittings have been carried out for the (T1 + T2)⊗t1 and (T1 + T2)⊗
e inter-term problems, with the same T1 state and t1 mode, the T2 state being the t2 HOMO,
and the e mode being the e H-C-H bending. The fitted expansions are all in good agreement
with the analytical formulas (see Section S.9). These numerical examples are far from being
complete. Nevertheless, their agreements with analytical formulas do reflect the robustness
of our derivations.
5 Expansion of spin-orbit matrix elements in the p-
type tetrahedral vibronic problems
Spin-orbit coupling (SOC) is another mechanism that couples different electronic states and
its magnitude increases along with the nuclear charge.52–54 The interplay between SOC and
JT/pJT effects has been a long lasting research subject.55–70 For JT/pJT systems with
heavy nuclei, it is necessary to include the spin-orbit interaction in the vibronic Hamiltonian
expansion. Very recently, Domcke et al.71 showed that there is a neat connection between the
SOC and the electrostatic Hamiltonian matrix elements for a set of p Gaussian orbitals. This
finding facilitates the construction of the spin-orbit vibronic Hamiltonians for the relevant
problems.
The Domcke formalism applies to SOC problems that can be approximately described
using spin-orbit matrix elements between a set of px,y,z Gaussian orbitals, which we term
the “p-type problems”. Tetrahedral systems with a heavy p-block atoms at the centre, e.g.,
PbH4, fall into this class of problems. The p-orbitals are of t, tu, and t2 irreps in T , Th, and
Td symmetries, respectively. Correspondingly, we can use the W and V expansion formulas
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of the T , Tu, and T2 intra-term couplings to describe the spin-orbit vibronic Hamiltonians
of tetrahedral p-type problems. These two elements are generically labelled as WTp and VTp
below. Another element is needed, and it corresponds to the Φ00 in Eq. 16 in Ref. 71. This
element is symmetric with respect to all symmetry operations. Certainly, it should have the
same expansion formula as the W in the E intra-term coupling (see Section 3.3.1), which is
labeled as WE below. Substituting WTp , VTp , and WE into Eqs 14 to 21 of Ref. 71, we obtain
the following expressions for the six fundamental p-type SOC matrix elements:
hSOpxpy = i
(
WTp + Cˆ3WTp
)
−WE;
hSOpxpz = iCˆ3VTp ;
hSOpypz = −iCˆ23VTp ;
hSOpxp¯y = −iCˆ23VTp − Cˆ3VTp ;
hSOpxp¯z = iVTp −WTp − Cˆ23WTp +WE;
hSOpy p¯z = iCˆ3WTp + iCˆ
2
3WTp − iWE − VTp . (103)
The other elements are either zero or related to the six by sign-flipping and/or taking the
complex conjugate.71 In the expressions above, orbitals with β spin are denoted by overhead
bar, while those with α spin are not denoted. One can substitute the corresponding WTp ,
VTp , and WE formulas into the expressions above and use the Cˆ3-transformation in Eq. 4
to obtain the SOC matrix elements’ expansions in different tetrahedral vibronic problems.
Clearly, the calculation of all SOC matrix elements in a vibrational basis set is reduced to
the calculation of the WTp , VTp , and WE matrix elements. This is a substantial saving in
computing time.
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6 Further Discussion and Conclusion
We have derived general, redundancy-free expansion formulas up to arbitrary order for 92
vibronic coupling problems in T and Td symmetries. These problems include the Jahn-Teller
problems of an E or a T term, as well as the (T + T ), (E + E), and (E + T ) type pseudo-
Jahn-Teller problems, coupled by up to two t and/or e vibrational modes. They cover the
most interesting vibronic problems of tetrahedral systems. This work has thus laid a solid
foundation for future studies of tetrahedral vibronic problems. Let us take the simplest
tetrahedral system CH4 as an example and consider its double ionization that leaves two
holes in the t2 HOMO set. It results in a
3T1, a
1T2, a
1E, and a 1A1 state; the first three
experience both JT and pJT interactions. Prior to this work, only the general expansion
formulas of handling the T2 JT problem were available. This work sets a cornerstone for
investigating all the other vibronic problems of the three states by offering their Hamiltonian
formulas. The formulas for T symmetries can be readily adapted to the problems in Th
symmetry, and it is straightforward to generalize the formulas to include more vibrational
modes. Also, the formulas derived for electrostatic vibronic Hamiltonians can be adapted to
describe spin-orbit vibronic Hamiltonians.
We have not derived any formulas for octahedral systems yet. However, this is unneces-
sary. The Td and O point groups are isomorphic; they share the same expansion formulas.
Please note that this formula-sharing critically relies on the consistency in settings. The
x-, y-, and z-axes coincide with the three C2 axes of Td symmetry (e.g., see Figure 1).
Correspondingly, they need to coincide with the three C4 axes of O symmetry. The same
procedure used to obtain Th expansion formulas from T formulas can be used to obtain Oh
formulas from O formulas. Therefore, this work has also laid a solid foundation for vibronic
studies of octahedral systems. Overall, the applicability of the results in this work extends
far beyond the 92 problems.
Most of the formulas are presented for the first time, except those for the T2 ⊗ t2, T2 ⊗
(t2 + t2), and T2⊗e problems. For these three problems, our formulas are in perfect agreement
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with those derived using the Weyl’s polarization method. This agreement corroborates the
correctness of our formalism. Our formalism is concise. Fewer than two expansion formulas
(W and/or V ; U , when applicable, is related to V ) are needed for each problem, and most
of them can be written within two lines. The formulas are convenient to use in actual
vibronic calculations. With the help of a spreadsheet, all allowed summation indices are
easily generated, and explicit expansions are readily obtained. This is how we prepared the
explicit expansions up to 4th order for the 92 problems in SI. Our derivations are simple
and transparent to chemists. They require no more than point group theory and a few
algebraic tricks. Most importantly, we present a modularized approach to construct vibronic
Hamiltonians for a set of related problems in one shot, instead of particular problems one
by one. The knowledge acquired in this work has paved the way for deriving Hamiltonian
formulas for the even more complicated icosahedral vibronic problems.
The derivations clearly demonstrate connections between different problems. For in-
stance, all (t+ t) problems involve the three monomials in Eqs. 18 and 22 (which are the
most adaptable modules). The same set of matrix elements of those monomials in vibrational
basis are hence applicable in simulating all those problems. Many problems are shown to
share identical vibronic Hamiltonians (e.g., T1 ⊗ (t2 + t2) and T2 ⊗ (t2 + t2)), or only have a
sign difference (e.g., (T1 + T2)⊗ (t2 + t2) vs. (T1 + T1)⊗ (t2 + t2)). Guided by the formulas,
one can easily adapt a program designed for one problem to another problem, or connect the
interpretation of one vibronic spectrum to another. These are the gainings from knowing the
analytical formulas. More gainings will be perceived in using the formulas in actual vibronic
studies.
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constraints on the power indices for the F
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