We construct the inverse Shapovalov form of a simple complex quantum group from its universal R-matrix based on a generalized Nagel-Moshinsky approach to lowering operators. We establish a connection between this algorithm and the ABRR equation for dynamical twist.
Introduction
There are two important bilinear forms related to the triangular decomposition U q (g) = U q (g − ) ⊗ U q (h) ⊗ U q (g + ) of the Drinfeld-Jimbo quantum group U q (g). One of them has a classical analog that plays a role in the repsentation theory of simple Lie algebras. This form was introduced by Shapovalov and studied by Jantzen for, respectively, ordinary and parabolic Verma modules, [1, 2] . It is responsible for irreducibility of highest weight modules while its inverse, for generic weights, yields singular vectors in tensor product modules and invariant star product on coadjoint orbits, [3] . This is also applicable to quantized universal enveloping algebras, [4] , whose representation theory is in parallel to the classical setting, and the quantum Shapovalov form can be as well defined on quantum Verma modules and their quotients, [2, 5] .
At the same time, there is another impotant object that is special to quantum groups and that can be interpreted as a bilinear pairing between the Borel subalgebras U q (b ± ) = U q (h)U q (g ± ). They are in duality as Hopf algebras, and the inverse form is given by the universal R-matrix R ∈ U q (b + ) ⊗ U q (b − ), [4] . We establish a relation between the two forms constructing the Shapovalov inverse from R. As the latter is explicitly expressed through generators of the quantum group, [6, 7] , we result in an explicit formula for the inverse Shapovalov form.
Our approach originates from the Nagel-Moshinsky construction of the lowering/raising operators of the classical non-exceptional Lie algebras, [8] - [11] . In combination with the R-matrix, it was applied to the natural representations of orthosymplectic quantum groups in [12] , to construct generators of Mickelsson algebras. In this paper we extend those ideas to all Drinfeld-Jimbo quantum groups and all weight modules, V . As a result, we obtain explicit expressions for singular vectors in tensor products V ⊗ M λ , where M λ is a Verma module of generic highest weight λ. For V a fundamental representation, that yields lowering operators of Mickelsson algebras. For V the negative Verma module M * λ of lowest weight −λ, the singular vector of zero weight in M * λ ⊗ M λ is the inverse of the invariant Shapovalov form M λ ⊗ M * λ → C. We also construct a lift of the Shapovalov inverse toÛ q (b + ) ⊗Û q (b − ) (the hat means extension over a ring of fractions of U q (h)) in purely algebraic terms, as a "universal tensor".
The key element of the theory is tensor F = 1 q−q −1 (q −h⊗h R − 1 ⊗ 1) ∈ U q (g − ) ⊗ U q (g + ),
where h⊗h ∈ h ⊗ h is the inverse of the canonical inner form on h * . It satisfies a sort of intertwining identity that is equivalent to R∆(x) = ∆ op (x)R, x ∈ U q (g). In the classical limit, F tends to α∈R + e α ⊗ f α ∈ g + ⊗ g − (the inverse of the ad-invariant form restricted to g − ⊗ g + ) as = log q goes to 0, so the theory applies to the classical universal enveloping algebras either as a limit case or directly, despite of degeneration of the R-matrix.
Our main result can be described as follows. Choosing an orthogonal basis {h s } ⊂ h we
for all simple positive roots α, and define
, introduce a linear operator D on the zero weight subalgebra in
The operator q 2D −id q−q −1 preserves the zero weight subalgebra in U q (g + )g + ⊗Û q (b − )g − and is invertible on it. Here the hat designates extension over a localized Cartan subalgebra. Put F (0) = 1 ⊗ 1 and, by induction,
is a lift of the inverse of the Shapovalov form to
Remark that the Cartan subalgebra is sitting in the right tensor leg ofF, which is special to the method.
It follows thatF satisfies a linear equation, which is close to the ABRR equation for dynamical twist, [13, 14] . Thus we explain the ABRR equation from the generalized NagelMoshinsky algorithm. In contrast with the solution given in [14] in the form of infinite product, we present it as a series truncate in every finite dimensional representation while the product is still infinite.
The paper is organized as follows. Section 2 collects the basics on quantum groups and R-matrix. There we define the matrix F . In Section 3, we introduce partial ordering on weight lattices of representations and define a certain map h * → h+C that plays a role in the sequel. Section 4 is devoted to "localization" of the action of positive Chevalley generators on a Verma module. With this data we construct a matrixF , which is the image ofF in End(V ) ⊗Û q (b − ). This part of the paper is a direct generalization of [8] . In Section 5 we construct the universal matrix F which is specializing toF in the representation V .
We prove thatF is the inverse Shapovalov form in Section 6. As an intermediate step,
we construct singular vectors in the tensor product of V with a Verma module. We give sufficient conditions for irreducibility of (vector) parabolic Verma modules over U q (g) and prove that they are irreducible for generic weights. Finally, we demonstrate the relation of our construction with the ABRR approach.
Preliminaries
Let g be a simple complex Lie algebra with a fixed Cartan subalgebra h and triangular
Denote by R the root system of g with the subsystem of positive roots R + ⊂ R and the basis of simple roots Π + ⊂ R + . Let ( · , · ) designate the canonical inner product on h * . We normalize it so that (α, α) ∈ N for all α ∈ Π + . Assuming q ∈ C is not a root of unity, we write
2 . The quantum group U q (g) is a C-algebra generated by e ±α and q ±hα subject to
1)
are the entries of the Cartan matrix. The assignment e ±α → e ∓α , q ±hα → q ±hα extends to an antialgebra automorphism σ called Chevalley involution.
Note that the right identity (2.1) does not involve q α as in the usual definition of U q (g), see e.q. [15] . It is a result of rescaling of the conventional negative Chevalley generators,
] q e −β , which does not affect the homogeneous Serre relations.
We work with the comultiplication defined on the generators by
for all α ∈ Π + . The counit acts by ǫ(1) = 1 = ǫ(q ±hα ) and ǫ(e ±α ) = 0. The antipode is
For all β ∈ R there are elements e β ∈ U q (g) (higher root vectors), which generate a Poincare-Birghoff-Witt type basis in U q (g) over U q (h), [15] . We denote by U q (g ± ) the subalgebras in U q (g) generated by, respectively, g ± = {e ±α } α∈R + . Furthermore, the U q (b ± ) ⊂ U q (g) denote the quantum Borel subgroups generated by U q (g ± ) and U q (h). The algebras U q (b ± ) are equipped with Z-grading assigning deg(e ±α ) = 1 and deg(q
are graded subalgebras in U q (b ± ).
We fix the quasitriangular structure on U q (g) so that the R-matrix belongs to an extended
It intertwines the coproduct ∆(x) and its opposite ∆ op (x),
In particular, R(q hα ⊗ q hα ) = (q hα ⊗ q hα )R and R(e α ⊗ q hα + 1 ⊗ e α ) = (q hα ⊗ e α + e α ⊗ 1)R for all α ∈ Π + . The explicit expression for R can be found in [15] , Theorem 8.3.9. Let h⊗h = s h s ⊗h s ∈ h⊗h denote the inverse of canonical inner product, where the summation is done over an orthogonal basis {h s } rkg s=1 ⊂ h. Then
3)
. The product is ordered in accordance with the normal ordering in R + relative thePBW basis, see [15] for details.
It follows that q −h⊗h R belongs to the tensor product U q (g + ) ⊗ U q (g − ) completed in the topology relative to the natural grading (inverse limit). Introduce the tensor F =
It plays the central role in our theory due to
It is an immediate consequence of (2.2).
Remark that F has the classical limit F 0 = β∈R + e β ⊗ e −β as = log q → 0. The intertwining relation (2.4) has the obvious limit
This makes our method directly applicable to the classical universal enveloping algebras with F 0 in place of F .
Posets associated with representations
In this section we introduce a partial ordering on a basis of a fixed U q (g)-module. This data will be used in construction of the inverse Shapovalov form in what follows.
Let Γ denote the root lattice, Γ = ZΠ + , and Γ + the semigroup
diagonalizable and its weight spaces are finite dimensional. Fix a weight basis {v i } i∈I ⊂ V and let ε i ∈ Λ(V ) be the weight of v i , i ∈ I.
We introduce a partial ordering on Λ(V ) by writing ν µ if ν − µ ∈ Γ + . The ordering on Λ(V ) induces an ordering on I, which we denote by the same symbol: for i, j ∈ I we write i > j if and only if ε i > ε j . It is convenient to use the language of Hasse diagram H associated with the poset I: the arrows are marked with simple roots directed towards superior nodes.
The subset of all pairs (i, j) such ε i − ε j = α ∈ Γ + will be denoted by P (α). The pair
We can write π(e α ) = (l,r)∈P (α) π α lr e lr , where π α ij are the entries of matrix π(e α ) in the basis {v i } i∈I and e ij ∈ End(V ) are the standard matrix units,
where ρ is the half-sum of all positive roots. Put η ij = η ε i −ε j for each pair i, j ∈ I such that i > j.
Proof. It is known that (α, ρ) = 1 2 ||α|| 2 for all α ∈ Π + , hence the first statement. Further,
In what follows, we have to extend the Cartan subalgebra to its localization,Û q (h) over the multiplicative system generated by
] q with integer m α , k α . We extend all quantum groups containing U q (h) accordingly, in the straightforward way, and mark them with hat, e.g.Û q (g) etc. The apperance of h ε i ∈ h, ε i ∈ Λ(V ), formally requires an appropriate extension ofÛ q (h). However, the resulting formulas depend only on the differences ε i − ε j ∈ Γ, and such an extension will be suppressed.
Construction of intertwiner
We 
Given a route
are the entries of the matrix F = (π ⊗ id)(F ). Fix an ordered pair (i, j), i > j, and consider a rightÛ q (h)-module Φ ij freely generated by all f m such that m ∈ (i ← j).
For each simple pair (l, r) ∈ P (α) we introduce an operator ∂ lr : Φ ij →Û q (g) as follows.
Suppose that ( ℓ, l, r, ρ) ∈ (i ← j) is a route. Then put
If {l, r} ∩ m = ∅ or m ∪ {l, r} is not a route from (i ← j), then we set ∂ lr f m = 0. Having defined ∂ lr on the generators, we extend it to the entire Φ ij byÛ q (h)-linearity.
Proof. First of all, observe that both operators commute with the right U q (h)-action modulo U q (g)g + , therefore we can prove the equality on the basis {f m } ⊂ Φ ij replacing the left-hand side with the commutator f m → [e α , f m ], on identification of f m with its image p(f m ). In the fixed basis of V , the intertwining relation (2.4) translates to
Denote by B(α) the union of all {l, r} ⊂ I such that (l, r) ∈ P (α). Fix a route m ∈ (i ← j).
Suppose that m ∩ B(α) = ∅. The commutator with e α differentiates the product f m making it into a sum of terms where e α acts on just one factor:
If [e α , f ab ] = 0, then either a or b belongs to B(α). There are three possibilities:
, where (l, r) ∈ P (α) and r > b and a > l. Then
in these three cases. We can assume that (l, r)∪ m is a route, since otherwise r > b ⇒ f rb = 0, 
Note that A 
assuming ℓ = ∅ = ρ. Also, we define boundary (l, r)-chains as
where ℓ = ∅ and ρ = ∅. In particular, the pair (i, j) is assumed non-simple. Proof. Applying the local operator ∂ lr to (4.7) we get
.
Division by
of the factor in the brackets gives
Therefore this factor is zero, and the proof is complete.
Lemma 4.3. The local operators ∂ act on boundary chains by
Proof. Put α = ε j ′ − ε j . Application of ∂ j ′ j to the right chain gives
since η j ′ j = h α , by Lemma 3.1. To prove the left formula, we put α
The expression in the brackets is equal to −
. Now recall that the weight of f (i ′ , ρ,j) is ε j − ε i ′ and push the factor q hα = q hε i −hε i ′ to the leftmost position. This completes the proof.
Define a matrixF ∈ End(V ) ⊗Û q (b − ) bŷ
We can also definef ii = 1 andf ij = 0 if i j makingF = i,j∈I e ij ⊗f ij . Since all weight subspaces are finite dimensional, the number of routes in (i ← j) is finite and summation is well defined.
Proof. We need to prove e αfij = − r∈I π(e α ) ir q . So, by (4.6), e αfij = −π(e α ) ij q hα moduloÛ q (g)g + . Finally, the obvious equality e αfij = 0 modÛ q (g)g + for i = j completes the proof.
Remark 4.5. The matrixF can be obviously defined for every weight module V over U q (b + ).
Moreover, it depends only on the structure of U q (g + )-module on V . For example, it coincides for all Verma modules of lowest weight, see Section 6.
Universal matrixF
In this section, we introduce a "universal matrix"F producingF in representations. Upon 10) where the tensor product is completed in the topology relative to the natural grading in
Proposition 5.1. For every representation π :
Proof. Both matrices have their (i, j)-entries equal to 1 if i = j and to 0 if i < j or incomparable. Now suppose that i > j and write
where f (k+1) ij are the entries of the matrix (π ⊗ id)(F (k+1) ) = i,j∈I e ij ⊗ f (k+1) ij . In the above summation, we retain only the terms with i > m 1 > . . . > m k > j, since one of the f -factors turns zero otherwise. Observe that ϕ(D)(e ij ⊗ X ij ) = e ij ⊗ X ij A j i for every element X ij ∈Û q (b − ) of weight ε j − ε i . Then one can easily check that each summand is equal to
Varying m = (m 1 , . . . , m k ) within i > m > j including m = ∅ we cover all routes in (i ← j),
Corollary 5.2. The tensorF is independent of basis in V . Let V and V ′ be weight U q (b + )-
Proof. Readily follows from the existence of the universal matrixF .
It is also convenient to refine the ordering on I. We write i ≻ Proof. Observe that f ij = Tr(e ji F 1 )F 2 = 0 for i > j but i ≻ j, where F 1 ⊗ F 2 = F is the Sweedler notation. Therefore, the product f m turns zero if m is a route with respect to > but not ≻. Finally, the coefficients A j i depend only on weights, hence the proof.
Next we show that the matrix associated with a factor-module can be obtained from the the covering module. 
Proof. Take ≻ for the partial ordering in I and I ′ . We have an embedding H ′ ⊂ H of the Hasse diagrams. Moreover, H ′ is a full subdiagram, since f ij = 0 for all i, j ∈ I ′ simultaneously in H and H ′ . Furthermore, all H-routes between i, j ∈ H ′ are routes in H ′ .
Indeed, letV ′ ⊂ V be the kernel of φ spanned by w i , i ∈Ī ′ . Let m be a route from j to i in H. If a simple pair (l, r) ∈ m is such that l ∈Ī ′ and r ∈ I ′ , then all nodes m l including i belong toĪ ′ , which is a contradiction. Therefore m is in H ′ .
Singular vectors and inverse Shapovalov form
In this section we show that the tensorF For all weights λ ∈ h * consider one-dimensional representations C λ of U q (h) defined by q hα → q (λ,α) . Extend them to representations of U q (b ± ) by nil on U q (g ± ) and define
, with e 0 = 1. Then {e i 1 * λ } i∈I is a basis in M * λ . Recall that a vector u in a U q (g)-module is called singular if e α u = ǫ(e α )u = 0 for all α ∈ Π + . It is known that, in the case of finite dimensional V and generic λ there is a singular vector u j ∈ V ⊗ M λ of weight λ + ε j for all j ∈ I. For the reader's convenience we present the construction via the inverse of a special invariant pairing M λ ⊗ M * λ → C. We call it Shapovalov form because it is equivalent to the usual contravariant form on M λ , [2] .
The form in question is determined by the requirements 1 λ , 1 the dual basis to {e i 1 * λ } i∈I for those λ where the inverse is defined, and S λ is independent of the choice of {e i } i∈I . It readily follows from the invariance of S λ that i∈I e i v j ⊗ f i 1 λ is a singular vector in V ⊗ M λ .
Proposition 6.1. Suppose that the modules M λ , M λ+ε , ∀ε ∈ Λ(V ), are irreducible. Then
Proof. Let V * be the right dual to V and let {v j } j∈I be the dual basis to
Observe that v j has weight −ε j . Since the Verma modules are irreducible, their Shapovalov forms are non-degenerate. We have two module homomorphisms
They amount to the homomorphisms
By irreducibility, the through map
is the Sweedler notation for ∆(f i ). Indeed, since the weights of e i f 
Theorem 6.2. Suppose that q 2(λ+ρ,α)−m||α|| 2 = 1 for all α ∈ R + and m ∈ N. Then the tensor
is the inverse of the Shapovalov form S λ .
Proof. For fixed q, the vectors f i are rational in q (λ,α) , α ∈ Π + . Since S λ is independent of basis {e i } i∈I , it is sufficient to prove the statement for λ ∈ĥ * reg (M * λ ) and do analytical continuation to h * reg (M * λ ), where the module M λ is still irreducible. According to [5] , it is the set of λ such that q 2(λ+ρ,α)−m||α|| 2 = 1 for all m ∈ N and all α ∈ R + .
Given a finite dimensional irreducible U q (g)-module V with the lowest vector v 0 of weight −µ, there is a unique singular vector i∈I e i v 0 ⊗f i 1 λ of weight −µ+λ in V ⊗M λ , up to a scalar multiplier. On the other hand, it is equal toF (v 0 ⊗1 λ ), therefore they coincide up to a scalar.
Since this holds for all finite dimensional modules V , we have i∈I e i ⊗f i 1 λ ∼ i∈I e i ⊗f i0 1 λ , which is obviously an equality, by comparison at i = 0. 
* is the U q (l)-invariant pairing and hence non-degenerate. Present V = Z * ⊕Z * and W = Z ⊕Z, the direct sums of U q (h)-modules. Clearly Z,Z * = 0 = Z , Z * as the weight subspaces in Z andZ (respectively, Z * andZ * ) have zero intersection. Let i∈I ′ e i0 ⊗f i ∈ End(Z * )⊗U q (g − ) be a lift of the inverse of the U q (l)-invariant form Z ⊗Z * → C, which can be chosen independent of µ. If {v i } i∈I ′ ⊂ Z * and {v i } i∈Ī ′ ⊂Z * are weight bases, then their union is a basis in V , with the lowest weight vector v 0 ∈ Z * . Identifying V with a subspace in M * λ , putF
Proof. Observe that V and W are irreducible for λ such that q 2(λ+ρ,α) = q (α,α) for all α ∈ Γ + (M * µ )\Γ + (Z * ), as the specialization ofF ′ at λ is well defined. ThenF ′ (v 0 ⊗ w 0 ), were w 0 is the highest weight vector in W , is the Shapovalov inverse.
Let us show that the set of admissible λ is not empty. We have 2(λ + ρ, α) − ||α|| 2 = 2(µ, α) − ||α − ρ − ν|| 2 + ||ρ + ν|| 2 .
(6.11)
The last two terms are integers, and do not jointly exceed ||ρ + ν|| 2 . Choose µ such that 2(µ, γ) < ||ρ + ν|| 2 for all γ ∈ Π + g \Π + l . If |q| = 1, that does the job. If |q| = 1, then, additionally, all (µ, γ) can be taken from Q since q is not a root of unity. In fact, admissible µ = λ − ν are dense in the set of U q (l)-characters in the Euclidian topology.
ABRR equation revisited
Formula (5.10) readily implies thatF satisfies the linear identitŷ RF = q 2⊗d (F )q −2⊗d ,R = q −h⊗h R = 1 ⊗ 1 + (q − q −1 )F .
12)
The tensorF lies in the kernel of the operator X → q −2D (RX)−X. The latter is continuous in the topology on U q (g + )⊗Û q (b − ) relative to the decreasing filtration induced by the grading.
Its diagonal part q −2D − id is invertible when restricted to the zero weight subalgebra of positive degree. Therefore,F is a unique solution of (7.12) with the zero degree component
There is a unique tensorŜ ∈ U q (g + )⊗U q (g − )⊗Û q (h) such that (Ŝ 1 1 * λ )⊗(Ŝ 2 1 λ )λ(Ŝ 3 ) = S λ .
The linear isomorphism ι ′ : U q (g + ) ⊗Û q (b − ) → U q (g + ) ⊗ U q (g − ) ⊗Û q (h) (an extension of tensor product required) takesF toŜ. Denote by J the image ofŜ under the linear
is an algebra homomorphism.
Therefore J = ι(F ) satisfies the equation The tensors J andŜ are expressed through each other by
3 ⊗Ŝ
3 ,Ŝ = J 1 ⊗ J 2 γ(J
3 ) ⊗ J
3 ,
where the Sweedler notation ∆(x) = x (1) ⊗ x (2) is used for the coproduct. We also havê F = J 1 ⊗ J 2 ǫ(J 3 ). The tensor J is known to be a dynamical twist, [13] . The algebra automorphism of U q (h) determined by q hα → q hα−2(ρ,α) , α ∈ Π + , preserves the dynamical twist identity and takes (7.13) to the ABRR equation of [14] . The image of J under this transformation coincides with the twist of [14] due to its uniqueness.
Remark that the dynamical twist is obtained in [14] in the form of infinite product via Picard iterations. Even in a finite dimensional representation, it involves infinite number of factors, while the series (5.10) turns to a finite sum. The highest degree of F (k) in the truncate series forF ∈ End(V ) ⊗Û q (b − ) is equal to the length of longest path in Λ(V ).
