Abstract. We obtain a formula for the Schwartz kernel of the scattering operator in terms of the Schwartz kernel of the fundamental solution of the wave operator on asymptotically hyperbolic manifolds. If there are no trapped geodesics, this formula is used to show that the scattering operator is a Fourier integral operator that quantizes the scattering relation.
Introduction
The main purpose of this paper is to study the global microlocal nature of the scattering operator on asymptotically hyperbolic manifolds, which we shall denote by AHM. We will use properties of the resolvent of the Laplace operator on AHM to analyze the asymptotic behavior of solutions of the wave equation, more specifically the radiation fields and the scattering operator, after Friedlander [9, 10] . We prove three novel results: First we obtain a formula for the Schwartz kernel of the scattering operator in terms of the kernel of the fundamental solution of the wave operator-no assumptions about trapping are necessary, see Theorem 1.1. We then restrict ourselves to the class of non-trapping manifolds (recall that a complete Riemannian manifold is non-trapping if any maximally extended geodesic leaves any compact subset in finite time and in both directions of the curve, in particular there are no closed geodesics) and we use Theorem 1.1 and the microlocal structure of the Schwartz kernel of the fundamental solution of the wave operator to define the scattering relation on non-trapping AHM and to prove that the scattering operator on non-trapping AHM is a Fourier integral operator of an appropriate class which quantizes the scattering relation. Sá Barreto and Wunsch [34] studied the Schwartz kernel of the radiation fields acting on compactly supported functions for non-trapping asymptotically Euclidean and non-trapping asymptotically hyperbolic manifolds, and showed that they are Lagrangian distributions with respect to the sojourn relation. Our third result gives a uniform description of the Schwartz kernel of the radiation fields on non-trapping AHM up to infinity, which refines the result of [34] for AHM.
There is a long series of papers on scattering theory on AHM starting with the work of Fadeev, Fadeev & Pavlov and Lax & Phillips [7, 8, 23, 24, 25] . Agmon [1] , Guillemin [13] , and Perry [30, 31] also studied scattering on hyperbolic quotients. Mazzeo & Melrose [27] constructed a parametrix for the resolvent for the Laplacian on general AHM and used it to show that the resolvent continues meromorphically to C, with the exception of a discrete set of points. Guillarmou showed that the points excluded in the meromorphic continuation of the resolvent by Mazzeo and Melrose can in fact be essential singularities, unless additional assumptions are imposed on the metric. Vasy [41] has given a new proof of the meromorphic continuation of the resolvent without constructing a parametrix for metrics that satisfy the conditions imposed by Guillarmou. Scattering theory on AHM was studied by Borthwick and Perry [2] , Guillopé [14] , Guillopé and Zworski [15] , Melrose [28] , Joshi and Sá Barreto [22] and Graham and Zworski [12] . Sá Barreto [33] studied the Friedlander radiation fields and the scattering operator on AHM and proved that the scattering matrix can be obtained from the scattering operator by conjugation with the Fourier transform. He also studied the inverse problem and proved that the scattering operator determines the manifold (including its topology and C ∞ structure) and the metric up to isometries that fix the boundary. Hora and Sá Barreto [16] showed that the scattering operator restricted to an open subset of the boundary determines the manifold and the metric up to isometries that fix the open subset where the scattering operator was defined. Isozaki and Kurylev [19] have also studied scattering and inverse scattering on AHM.
Melrose, Sá Barreto and Vasy [29] , Chen and Hassell [3] and Wang [42] studied the semiclassical resolvent on AHM. Sá Barreto and Wang [35] studied the semiclassical resolvent and the semiclassical scattering matrix on AHM and on conformally compact manifolds with variable curvature at infinity, and showed that the semiclassical scattering matrix is a Fourier integral operator associated to the semiclassical scattering relation (which can be obtained from the scattering relation defined in this paper by setting σ = −1 and projecting in the s variable).
IfX denotes the interior of a C ∞ compact manifold with boundary X of dimension n + 1, ρ is a defining function of ∂X, and g is a C ∞ metric onX such that ρ 2 g is smooth and non-degenerate up to ∂X, the Riemannian manifold (X, g) is called conformally compact. According to Mazzeo and Melrose [27] the manifold (X, g) is complete and its sectional curvatures approach − |dρ| ∂X | 2 h 0 as ρ ↓ 0 along any curve, where h 0 = ρ 2 g| ∂X . In the particular case when |dρ| ∂X | h 0 = 1, (1.1) (X, g) is said to be an asymptotically hyperbolic manifold (AHM). This class of manifolds includes the hyperbolic space and its quotients by certain groups of symmetry, see for example [1, 30, 31] .
It follows from the definition that if (X, g) is a conformally compact manifold, the metric g determines a conformal structure on ∂X. It was shown in [11, 22] , that if (X, g) is an AHM, then for each member h 0 of the equivalence class of ρ 2 g| ∂X , where ρ is a boundary defining function, there exists a unique boundary defining function x in a neighborhood U of ∂X and a map Ψ : [0, ε) × ∂X −→ U such that
where h(x) is a C ∞ family of Riemannian metrics on ∂X parametrized by x.
As a motivation for the definition of the scattering relation on non-trapping AHM, we recall the definition of the scattering relation for non-trapping compactly supported metric perturbations of the Euclidean space. Suppose that g = n i,j=1 g ij (x)dx i dx i is a C ∞ non-trapping Riemannian metric on R n and suppose that g ij (x) = δ ij if x ∈ K ⊂ R n , where K is compact. Let B be a bounded ball such that K ⊂ B. A light ray coming from R n \ B enters B at a point z ∈ ∂B in the direction ζ, is scattered by the metric in K and goes out of B at a point z ′ ∈ ∂B with direction ζ ′ , the map (z, ζ) −→ (z ′ , ζ ′ ) is called the scattering relation, see Fig.1 . One can also take into account the time t that it takes for the geodesic to travel across B, which is called the travel (or sojourn) time. If the geodesics are parametrized by the arc-length, the sojourn time coincide with the distance between points on the boundary. By assumption, travel times are always finite, since the geodesics are do not get trapped inside the region. This can also be described in terms of the submanifold Λ ⊂ T * (R × R n × R n ) \ 0 given by Λ = {(t, 1, z, ζ, z ′ , ζ ′ ) : (z, ζ) = exp(tH q )(z ′ , ζ ′ )}, where q = Figure 1 . The scattering relation for non-trapping compactly supported perturbations of the Euclidean metric and for hyperbolic space. the scattering relation is then re-defined to be
The scattering relation is intrinsically related to the Dirichlet-to-Neumann Map (DNM) for the wave equation. If u(t, z) satisfies
the DNM for the wave equation is the map
where ∂ ν denotes the normal derivative with respect to the metric g. Sylvester and Uhlmann [39] showed that the DNM for the wave equation determines the scattering relation on a manifold with boundary without conjugate points, and Uhlmann [40] removed the assumptions on non-existence of caustics. Uhlmann, Pestov and Uhlmann, Stefanov and Uhlmann [32, 36, 37, 38] studied the lens rigidity and boundary rigidity inverse problems, where one wants to obtain information about the manifold from its scattering relation. In this article we show the analogue of Uhlmann's result for the scattering operator on non-trapping AHM and we also build a framework which makes it possible to pose the lens rigidity question for AHM. In the case of asymptotically hyperbolic manifolds, or even the hyperbolic space, one faces several difficulties to define the scattering relation. First, the wave operator corresponding to the metric is degenerate at the boundary, the length of its bicharacteristics go to infinity as they approach the boundary, the projections of the bicharacteristics, which are geodesics of the metric, always intersect ∂X orthogonally, see Fig.1 . To define the analogue of the scattering relation on AHM, we first discuss the scattering operator, which is the analogue of the DNM, defined in [33] , and we begin by recalling the definitions of the radiation fields and the scattering operator from [33] . Let u(t, z) be the solution of
(1.4)
It was shown in [33] that for any choice of a boundary defining function x such that (1.2) holds, then for z = (x, y), and for s + = t + log x, and s − = t − log x,
where ½ ± (t) = 1 for ±t > 0 and ½ ± (t) = 0 for ±t < 0. Following Friedlander [9, 10] , Lax [25] and Lax and Phillips [24] , the forward and backward radiation fields for AHM were defined in [33] as
Of course these operators depend on the choice of the boundary defining function x, and we will pick one particular x for which (1.2) is satisfied. One can modify the definition to make it independent of the choice of x by having these operators act on appropriate bundles, but we will not pursue this here.
It was shown in [33] that the maps R ± have extensions
as isometric isometries, where E ac (X) is the space of functions (f 1 , f 2 ) with finite energy which are orthogonal to the eigenfunctions of ∆ g , and where h 0 = x 2 g| ∂X is the metric on ∂X induced by g and x. While the restrictions V ± | {x=0} are well-defined, they are not necessarily L 2 functions, and the reason for taking the derivative in s ± of V ± in the definition of R ± , is to make these maps unitary.
We shall say that an AHM (X, g) is non-trapping if any maximally extended geodesic γ(t) → ∂X as ±t → ∞. Sá Barreto and Wunsch [34] proved that, for non-trapping asymptotically Euclidean and asymptotically hyperbolic manifolds, K R ± (s, y, z ′ ), the Schwarz kernel of R ± , are Lagrangian distributions associated with the sojourn relation. Theorem 4.2 below strengthens the result of [34] in the AHM case by describing the behavior of K R ± (s, y, z ′ ) as z ′ → ∂X.
The wave group U (t) is the map
where u(t) solves (1.4). The operators R ± are translation representations of U (t) as in the LaxPhillips theory [24] , i.e.
The scattering operator is defined to be the map
which is unitary in L 2 (∂X × R) and, in view of (1.9), commutes with translations in the s variable. Therefore, it is a convolution operator in the s-variable, and there exists K ∈ C −∞ (R × ∂X × ∂X) such that the Schwartz kernel of S satisfies
Let E + (t, z, z ′ ) and E − (t, z, z ′ ) denote the Schwartz kernel of forward and backward fundamental solutions of the wave equation. In other words
where d g is the distance function of the metric g.
(1.12)
We will first prove a formula connecting the kernel of the scattering operator to E + (t, z, z ′ ) :
) be an AHM and let E + (t, z, z ′ ) be defined in (1.12). Let x be a defining function of ∂X such that (1.2) holds, and denote z = (x, y) and
is the Schwartz kernel of the scattering operator S, then
and lim
(1.14)
The analogue of (1.13) for asymptotically Euclidean manifolds is conjectured by Friedlander on page 15 of [10] . We prove (1.13) in the AHM case, but its analogue should be true for manifolds where the radiation fields are well defined and unitary, as for example asymptotically Euclidean manifolds and asymptotically complex hyperbolic manifolds. The analogue of this formula on the frequency side was proved in [15, 22] , see equation (4.10) below. Of course, the problem is to show that the Fourier transform commutes with the limits.
This formula does not say much about the microlocal nature of K S (s, y, s ′ , y ′ ). In the case of nontrapping AHM we can prove that the limit (1.13) is a Lagrangian distribution of an appropriate class on R × ∂X × ∂X × R, but before we can state our result, we need to recall the definition of the zero stretched product introduced by Mazzeo and Melrose [27] . Let
denote the diagonal inX ×X. The closure of this submanifold meets the boundary of X × X at
The 0-stretched product X × 0 X is the blow-up of the manifold X × X along the submanifold ∂Diag. As a set, X × 0 X is given by
where S ++ (∂Diag) denotes the inward pointing spherical bundle of T * ∂Diag (X × X). X × 0 X is then equipped with a topology and smooth structure of a manifold with corners such that the blow-down map
The manifold X × 0 X has three boundary hypersurfaces, which we denote the left face L = β By abuse of notation, we will also denote
We will work with the projection of X × 0 X to {ρ L = 0} and to {ρ R = 0}, and as observed in [12, 15, 22] , these define manifolds with corners ∂X × 0 X and X × 0 ∂X obtained by blowing up ∂X × ∂X and X × ∂X along the manifolds
respectively, and where
are the associated blow-down maps. As above, by abuse of notation, we shall also denote
As also observed in [12, 15, 22] , the projection of X × 0 X to {ρ R = ρ L = 0} defines the manifold with boundary ∂X × 0 ∂X obtained by blowing ∂X × ∂X along its diagonal
Again, by abuse of notation, we will use β ∂ to denote either of the blow-down maps
(1.16)
Now we can state our second result:
) be a non-trapping AHM. Fix a defining function x of ∂X for which (1.2) holds and let K S be the Schwartz kernel of the corresponding scattering operator. Then
where β ∂ is the map defined in (1.16), Λ f ∂± are the Lagrangian submanifolds defined in (3.27) and ρ ff 0 is a defining function of the boundary of ∂X × 0 ∂X.
In view of Theorem 1.2 we shall say that 3) of the scattering relation for metric perturbations mentioned above, and in this case the variable s plays the role of time. This is called the sojourn time, and is related to the Busemann function used in differential geometry. This will be made more clear in Section 3.
The reader might think that (1.17) contradicts the fact that S is bounded on L 2 (R × ∂X), but this is explained by the following
Proof. Using the notation from [18] , A(s, y) is microlocally given by an oscillatory integral
where Φ(s, y, θ) locally parametrizes Λ in the sense that
Therefore Λ is a Lagrangian submanifold, Ψ(s, s ′ , y, θ) parametrizes Λ and
So we conclude that
Therefore, except for the singular term −2 log ρ ff 0 , S is a Fourier integral operator (FIO) of oder zero.
The scattering operator and the wave group
The goal of this section is to prove Theorem 1.1, and we will rely on spectral methods based on the work of Guillopé [14] , Joshi and Sá Barreto [22] , Mazzeo and Melrose [27] and Sá Barreto [33] .
The Laplace operator ∆ g is a self adjoint unbounded operator on L 2 (X) and its domain is given by
where V j is a vector field vanishing at ∂X}.
In local coordinates (x, y) for which (1.2) holds a vector fields vanishes at ∂X if and only if it is locally given by V = a(x, y)x∂ x + n j=1 a j (x, y)x∂ y j , where a, a j ∈ C ∞ . According to [27] , the spectrum of ∆ g is given by a finite point spectrum σ pp ⊂ (0, n 2 4 ) and the continuous spectrum
Then according to the spectral theorem, the resolvent
:
is a bounded operator which is meromorphic in λ for | Im λ| > 0 with a finite number of poles given by ± i|µ| where − µ 2 is an eigenvalue of ∆ g − n 2 4 and the multiplicity of the pole is equal to the multiplicity of the eigenvalue.
Let us first take the part of R(λ) which is holomorphic in Im λ << 0, which we shall denote by R + (λ). Mazzeo and Melrose showed that R + (λ) continues meromorphically to C\{i(k+ 1 2 ), k ∈ N}, as a family of operators (2.4) and Guillarmou showed that generically the points i(k + 1 2 ) are essential singularities of R + (λ) unless the family of metrics on ∂X denoted by h(x) in (1.2) is a function of x 2 . We shall call R + (λ) the forward resolvent.
Similarly, if we say that R − (λ) is the part of R(λ) which is holomorphic in Im λ >> 0, the result of Mazzeo and Melrose guarantees that R − (λ) continues meromorphically to C\{−i(k+ 1 2 ), k ∈ N} as a family of operators satisfying (2.4). We shall call R − (λ) the backward resolvent.
Let u(t, z) satisfy (1.4) with initial data (ϕ,
If E + and E − are the forward and backward fundamental solutions of the wave operator, then
Since u(t, z) has finite energy, u + (t, z) is tempered in t, and hence
where
We conclude from (2.6) that if R + (λ, z, z ′ ) denotes the Schwartz kernel of R + (λ), then
One can do the analogue construction for the backward fundamental solution, and the backward resolvent. Namely, we take the Fourier transform in t of u − (t, z), and since
and therefore
If E − (t, z, z ′ ) is Schwartz kernel of the backward fundamental solution of the wave equation defined in (1.12) and if R − (λ, z, z ′ ) denotes the Schwartz kernel of R − (λ), then
We set s + = t + log x, s − = t − log x, and define
So we deduce from (2.6) and (1.6) that
(2.10)
If u(t, z) satisfies (1.4) with initial data (ϕ, ψ), and if we set
, and take Fourier transform in s ± , then for x > 0 we obtain
It turns out that the restriction of the Schwartz kernels
are well defined, and are the Schwartz kernels of the adjoint of the forward and backward Poisson operators studied in [12, 22, 28] . In fact, P ± (λ, y, z ′ ) also meromorphically continue from the set {λ ∈ C : ± Im λ < 0} to C \ {±i(k + 1 2 ), k ∈ N}. However, even though V ± (x, λ, y)| {x=0} are well defined, it is not clear they are equal to the Fourier transform of the radiation fields R ± (s, y, z ′ ) in the variable s, and we need the following Lemma 2.1. Let u(t, z) be the solution of (1.4) with initial data (ϕ, ψ) ∈ E ac (X), ϕ, ψ ∈ C ∞ 0 (X). Let V ± (x, s, y) be defined as above, then for every f (y) ∈ C ∞ (∂X), and for ± Im λ < 0,
Proof. We prove the result in the case of V + . As usual, multiplying (1.4) by ∂ t u and integrating by parts, we find that the wave equation has a conserved energy given by 13) provided the initial data is orthogonal to the eigenfunctions of ∆ g − n 2
4 . Otherwise, one would have exponentially growing solutions of the form u(t, z) = e ±µ j t ψ j (z), where (∆ g − n 2 4 + µ 2 j )ψ j = 0. Moreover, this energy is positive if and only if ϕ is orthogonal to the eigenfunctions of ∆ g .
We know from (2.3) that for C > 0 large,
Throughout the proof we will use C to denote a constant which may change from line to line. Since ∆ g commutes with the wave operator, if u(t, z) satisfies (1.4) with initial data (ϕ, ψ) ∈ E ac (X), ϕ, ψ ∈ C ∞ 0 (X), we deduce from (2.13) and (2.14) that
In particular, if U ∼ [0, ε) × ∂X is a collar neighborhood of ∂X where (1.2) holds and for any µ ≤ ε,
, and since for each t > 0,
In particular this shows that
In particular, if we restrict this inequality to the curve t + log µ = s, µ ≤ ε, and since by definition
Now we use the Cauchy-Schwartz inequality and the fact that ∂X is compact to conclude that
We know that by finite speed of propagation there exists s 0 ∈ R so that V + (µ, s, y) = 0 for s ≤ s 0 , therefore (2.12) follows by the dominated convergence theorem and the fact that Im λ < 0.
It follows from Lemma 2.1 that if u(t, z) satisfies (1.4) with initial data (ϕ, ψ), then
, it follows from (2.12) and the fact that P ± continues meromorphically to Im λ = 0, that
, this also shows that P ± has at most a simple pole at λ = 0.
It was shown in [33] , using arguments of the proof of Proposition 2.2 of [14] , that the maps
extend to maps
In particular, if we denote A = ∆ g − n 2
4 , we have
It follows from (2.10) that
For λ > 0, the scattering matrix is defined to be the operator
If we switch λ to −λ, we have
and so
and we still have
and therefore A(λ)P − (λ) = P + (λ), λ > 0 and A(λ)P − (λ) = P + (λ), λ < 0, and in particular
In view of (2.6), the scattering operator is the map
where F denotes the Fourier transform in s. But since 2 π ½ ± (λ)λP ± (λ) is a unitary operator, before we translate the right hand side of this equation into the s variable, we need to consider (2.16), and rewrite
and therefore (2.19) implies that
where ½ ± (D s ) is the operator defined by
So we only need to analyze each one of the terms of (2.24) separately. Perhaps it is worth explaining this fact in terms of propagation of singularities. The characteristic variety of the wave operator splits in two connected components corresponding to the sign of τ = σ, which are the variables dual to t and s respectively. Since the coefficients of the wave operator do not depend on t, τ remains constant along the bicharacteristics, and in particular the sign of τ remains constant. Therefore equation (2.24) just says that the scattering operator splits into two parts corresponding to the sign of τ. This will be discussed more thoroughly in the next section.
The fundamental solution of the Cauchy problem (1.4) with data (0, ψ), is the odd part of the wave group U (t) which is given by A −1 sin(tA), where sin(tA) = 1 2i (e itA − e −itA ). It follows from (2.6) that if Z(t, z, z ′ ) denotes the kernel of A −1 sin(tA), then
and we will compute
, in the sense of (1.14).
and in particular, it also satisfies
Then in view of (2.6),
But we know from (2.18) that
and therefore we conclude that lim
(2.28)
If we now work with the group W − (t) = e −itA , then v(t, z) = e −itA ψ(z) satisfies
ac (X). If we proceed as above, and now use −A in place of A in (2.27), we obtain
(2.29)
We will now compute lim
Notice that since t and s ′ remain fixed, the factor ½ + becomes irrelevant. Since W (t, z, z ′ ) is the Schwartz kernel of e itA , we know by the group property that
.
Then for t > 0 and t ′ = −s ′ − log x ′ > 0, we have
where we used that W (t, w, z) = W (−t, w, z). We deduce from (2.28) that for ψ ∈ C ∞ 0 (X) ∩ L 2 ac (X), the limit as x ′ ց 0 is equal to
, for all k and it was shown in [16] using the energy estimates established in [33] that if (f 1 , f 2 ) ∈ E ac (X) and if V ± (x, s, y) is defined as in (1.5), then (1.6) still makes sense. Even though V ± is not C ∞ , but the restrictions of (1.6) are well defined, see the discussion between equation (3.15) and (3.18) of [16] . So we conclude that in the sense of distributions lim
(2.30)
Now we can take the second limit, and we pick
and hence we deduce from (2.28), and again the fact that the limit (1.6) still makes sense for data in E ac (X), that
(2.31)
So we conclude that, in the sense of distributions
So finally we arrive at
where K S + is the Schwartz kernel of
Perhaps one should also explain this in terms of propagation of singularities. The characteristic variety of the operator D t − A is given by {τ = σ(A)}, where σ(A) is the principal symbol of A. Hence τ > 0, and the corresponding scattering operator is restricted to the {τ > 0} component of the characteristic variety of D 2 t − A 2 . Next we need to do the same computations for t = −s + s ′ + log x + log x ′ . But we now work with the group W − (t) = e −itA = W (−t). Again, by the group property we have
We then proceed exactly as in the previous case, and now use (2.29) instead of (2.28), and if we repeat the same arguments used above, we find that
where K S − is the Schwartz kernel of
Here of course, τ < 0 on the characteristic variety of D t +A, and hence the corresponding scattering operator is restricted to the {τ < 0} component of the characteristic variety of the wave operator. So we finally conclude from (2.24) that
and this proves (1.13).
The underlying Lagrangian submanifolds
The microlocal structure of the Schwartz kernel of W(t) = A −1 sin(tA), A = ∆ g − n 2
4 , as a distribution in R ×X ×X is well known due the work of Hörmander [17] when t > 0 and to Duistermaat and Hörmander [4] and Melrose and Uhlmann [26] up to t = 0. In particular, if the manifold (X, g) is non-trapping, we know that for t > 0, W = W + + W − where the Schwartz kernel of W ± , which we denote by K W ± (t) , is a Lagrangian distribution in
and Λ ± is defined below in (3.7), see for example Theorem 5.1.2 of [6] . The non-trapping condition is necessary to guarantee that Λ ± are C ∞ Lagrangian submanifolds, see for example [6, 18] .
Our goal is to understand the microlocal structure of the limit (1.13), and to do that we first investigate the global microlocal structure of (xx ′ ) − n 2 K W ± (s − log x − log x ′ , z, z ′ ) and then investigate their behavior as x, x ′ ց 0. We will work in T * (R t ×X ×X) \ 0 equipped with the canonical 2-form
where (z, ζ) and (z ′ , ζ ′ ) will denote coordinates on the left and right factors of T * X × T * X respectively.
We will work with −
), and we also distinguish between the lifts of the wave operator to the right or left factors of X × X. The principal symbol on the right and left factors of T * R × T * X × T * X are defined to be respectively
where g * is the dual metric to g, and we will think of these as functions on T * (R ×X ×X). Their characteristic varieties are N Q• = {(t, τ, z, ζ, z ′ , ζ ′ ) : Q • = 0}.
In local coordinates, the Hamilton vector field of Q • , • = R, L, with respect to the canonical form ω is given by
and
We define the bicharacteristic relation for
This definition is unchanged if we use Q R instead of Q L , since this just switches the roles of (z, ζ) and (z ′ , ζ ′ ). We can also define Λ as the flow-out of
Since the vector fields H Q R and H Q L commute,
Notice that τ is constant along the integral curves of H Q• , • = R, L, and in view of the nontrapping assumption, Λ is a C ∞ , conic, closed Lagrangian submanifold in T * (R ×X × R ×X) \ 0, see Theorem 26.1.13 of [18] . Since N Q• \ 0 consists of two disjoint components
We shall denote
Of course, in view of (3.5) , the definition of Λ ± is independent of the choice of either Q • . So the vector fields
The vector fields H ±R and H ±L obviously commute, and therefore, for t 1 , t 2 ∈ R and a point
Moreover, away from
Observe that the relations Λ ±,R and Λ ±,L , with the same sign are the inverse to each other. To see that one just has to realize that if (t, τ, z, ζ) = exp(γH
But to understand the global behavior of Λ ± , and the geometric structure of the radiation fields, we will need to work on the blown-up space X × 0 X defined above and to deal with the radiation fields we define
We define the corresponding forward and backward blow-ups
We will prove the following Theorem 3.1. Let (X, g) be a non-trapping AHM. Let ρ L , ρ R be boundary defining functions of L and R respectively. Let Λ ± ⊂ T * (R t ×X ×X) be the C ∞ Lagrangian submanifolds defined in (3.11) and let β * 1f Λ ± and β * 1b Λ ± denote the lifts of Λ ± by β 1f and β 1b respectively in the interior of X × 0 X. Then β * 1f Λ ± and β * 1b Λ ± have smooth extensions up to the boundary of T * (R s × X × 0 X) which intersect the right, left and front faces transversally and are closed in
A slightly different version of this theorem was proved in [35] , but we will prove it for the convenience of the reader. Similar results associated with the construction of the semiclassical resolvent were proved by Melrose, Sá Barreto and Vasy [29] , Chen and Hassell [3] and by Wang [42] .
Notice that the change of variables t −→ s = t + γ, where γ = log ρ R + log ρ L induces a map on T * (R × X × 0 X) which amounts to the shift along the fibers of T * (X × 0 X) by dγ. Namely,
One can reinterpret Theorem 3.1 as
The analogue of (3.15) in the semiclassical case was observed by Chen and Hassell [3] and by Wang [42] and by Sá Barreto and Wang [35] The key to proving this result, see Proposition 3.2 below, is that if
) and the Hamilton vector fields H q •L and H q •R are tangent to R s × ff and away from σ = 0 (where σ is the dual variable to s) H q •R is transversal to R s × R, and tangent to R s × L, while H q •L is transversal to R s × L and tangent to R s × R.
Proof. We will work with β 1f , but the case of β 1b is identical. First, notice that the result is independent of the choice of ρ R or ρ L . Ifρ L ,ρ R are boundary defining functions of the left and
, and the map (s, m) → (s, m) is a global diffeomorphism of R s × X × 0 X.
As mentioned above, the main ingredient in the proof of Theorem 3.1 is the following Proposition 3.2. Let ρ R , ρ L ∈ C ∞ (X × 0 X) be defining functions of R and L respectively. Let β 1f and β 1b be the maps defined in (3.12) and let
) and the Hamilton vector fields H q •L and H q •R are tangent to R s × ff. Moreover, if σ is the dual variable to s, then away from
The proof of this result is carried out in in a more general setting in Theorem 6.1 and Theorem 6.8 of [35] , but we will do it again here in this particular case, for the convenience of the reader.
Proof. We will prove this Proposition in local coordinates valid near ∂(R s × X × 0 X). First, we choose local coordinates z = (x, y) and z ′ = (x ′ , y ′ ) in which (1.2) holds. We divide the boundary of R s × X × 0 X into four regions: Region 1: Near R s × L and away from R s × (R ∪ ff), or near R s × R and away from R s × (L ∪ ff). Region 2: Near R s × (L ∩ ff) and away from R s × R, or near R s × (R ∩ ff) and away from R s × L.
First we analyze region 1, near R s × L but away from R s × R and R s × ff. The case near R s × R but away from R s × L and R s × ff is identical. Since we are away from R, we have ρ R > δ, for some δ > 0, and hence log ρ R is C ∞ . In this region we may take x as a defining function of L, and instead of (3.12), we set s = t + log x. In fact, the map (s, m) −→ (s + log ρ R , m) is a diffeomorphism in the region where ρ R > δ, and hence the statements about q L and H q L in the lemma are true in this region whether we take s = t + log x or s = t + log x + log ρ R . In the case near R s × R but away from R s × L and R s × ff one sets s = t + log x ′ . These particular cases were studied in [34] .
The change of variables
induces the symplectic change on T * (R ×X ×X) (x, y, ξ, η, t, τ ) −→ (x, y, ξ, η, s, σ),
, and hence
We have
In particular, σ remains constant along the integral curves of H q R , and
Next we work in region 2 near R s × (L ∩ ff), but away from R s × R. The case near R s × (R ∩ ff) but away from R s × L is very similar. In this case, ρ R = x ′ /R > δ, and so it is better to use projective coordinates
In this case, X is a boundary defining function for L and x ′ is a boundary defining function for ff. Since β 0 is a diffeomorphism in the interior of X × 0 X, it induces a symplectic change of variables
and here we used the fact that h(x, y, η) is homogeneous of degree two in η.
Away from the face R, ρ R > δ, for some δ, and the function log ρ R is smooth. Therefore, as argued above in the case of region 1, the transformation (s, m) → (s + log ρ R , m) is a C ∞ map away from {ρ R = 0}, and so it suffices to take (3.19) s = t + log X.
The change of variable (3.19) induces the following symplectic change of variables 20) and the canonical 2-form on T * (R s × X × 0 X) is given by
and we conclude that
Hence vector field H q L is given by
where T is a smooth vector field in
Next we analyze region 3, near R s × (L ∩ R) and away from R s × ff. Here x, x ′ are boundary defining functions for R s × L and R s × R respectively. In this case, as discussed above, we can take
which induces the following symplectic change of variable
The symbols can be computed as in the case near R s × L away from R s × ff and R s × R. In particular,
The Hamilton vector fields are given by
We conclude that, away from
Finally, we analyze region 4, near the co-dimension 3 corner R s × (L ∩ ff ∩ R). Here we also work with suitable projective coordinates, and without loss of generality, as in [29] we may take ρ ff = y 1 − y ′ 1 ≥ 0 and take the following coordinates
Here w, w ′ and u are boundary defining functions for R s × L, R s × R and R s × ff faces respectively. The induced symplectic change of variables
In these coordinates, the symbols of Q L and Q R are given by
In this case, we set (3.24) s = t + log w + log w ′ , which induces the symplectic transformation
Here the canonical 2-form on T * (R s × X × 0 X) is given by
The lifts of the symbols Q L and Q R become
. Therefore, in these coordinates
Hence the Hamilton vector fields are of the form 25) where T L , T R are smooth vector fields on T * (R s × X × 0 X) with no
terms. Notice that these vector fields are C ∞ up to the front face, and that away from σ = 0, the vector H q L is transversal to R s × L and H q R is transversal to R s × R. This shows that the transversality to L and R holds up to the corner. This ends the proof of the Lemma. Now we conclude the proof of Theorem 3.1. Since in the interior of X × 0 X, β 0 is a C ∞ diffeomorphism between C ∞ open manifolds, β * 0Λ is a C ∞ Lagrangian manifold in the interior of R t × X × 0 X, and it is defined as
In projective coordinates
valid near ff and L, β * 0 Σ can be written as
which is a C ∞ submanifold of T * (R t × X × 0 X) that extends smoothly up to the front face R t × ff = {x ′ = 0}. Since β * 0 Σ does not intersect either R s × L or R s × R, these properties do not change if we set s = t + log ρ R + log ρ L , and hence β * 1 Σ is a C ∞ submanifold of T * (R s × X × 0 X) that has a C ∞ extension up to R s × ff.
In the interior of R s × X × 0 X, β * 1 Q L and β * 1 Q R vanish on β * 1Λ , and hence the integral curves of H q L and H q R on β * 1Λ coincide with the integral curves of H β * 1 Q L and H β * 1 Q R respectively. Therefore, in the interior of R s × X × 0 X and across to the front face, β * 1Λ is the union of integral curves of H q L and H q R emanating from β * 1 Σ. Since Q R and Q L do not depend on t, it follows that q L and q R do not depend on s, and hence σ remains constant along the integral curves of q L and q R . Since σ = τ = 0 on β * 1 Σ, it follows that σ = 0 on β * 1Λ in the interior of R s × X × 0 X. However, we have also shown that, up to the front face, in the region
Recall from (3.21) that H q L and H q R are C ∞ up to R s × ff and are tangent to R s × ff. So, β *
1Λ
extends up to R s × ff as the joint flow-out of β * 1 Σ by H q R and H q L . So the integral curves of H q L can be continued smoothly up to R s × L and the integral curves of H q R can be continued smoothly up to R s × R. Therefore β * 1Λ can be extended up to the face {ρ R = 0} because H q R is tangent to β * 1Λ and transversal to {ρ R = 0}. The same holds for the left face. This shows that β * 1Λ , which is in principle is defined in the interior of R s × X × 0 X, extends to a C ∞ manifold up to ∂(R s × X × 0 X) which intersects R s × L and R s × R transversally.
We can make this more precise if we work suitable local symplectic coordinates valid near a point on the fiber over the corner ff ∩ L ∩ R. We know that R, L and ff intersect transversally. So one can choose local coordinates x = (x 1 , x 2 , x 3 , x ′ ) in R 2n+2 valid near ff ∩ L ∩ R such that ff = {x 3 = 0}, R = {x 1 = 0} and L = {x 2 = 0}.
and that the symplectic form ω 0 = dσ ∧ ds + dξ ∧ dx. For example, this can be accomplished by using local coordinates defined in (3.22) and setting u = x 3 , w = x 2 and w ′ = x 1 , (y ′ , Z) = x ′ .
We know that β * 0Λ is a Lagrangian submanifold of T * (R s × R 2n+2 ) contained in {x 1 > 0, x 2 > 0, x 3 ≥ 0}, which intersects ff = {x 3 = 0} transversally. There are commuting Hamilton vector fields H q R and H q L tangent to β * 0Λ that are C ∞ up to {x 1 = 0} ∪ {x 2 = 0} ∪ {x 3 = 0}, and as long as σ = 0, H q R transversal to R and tangent to L and ff and H q L is transversal to L and tangent to R and ff. Also, since q R and q L do not depend on s, σ remains constant along the integral curves of H q R and H q L .
Let
, and let p = (s, σ, 0, ξ 1 , 0, ξ 2 , x 3 , ξ 3 , x ′ , ξ ′ )), σ = 0, denote a point on F. Since q R and q L do not depend on s, σ remains constant along the integral curves of H q R and H q L . Moreover, in the region σ = 0, the vector fields H q R and H q L are smooth, non-degenerate up to the boundaries. H q R is tangent to ff and L, while H q L is tangent to ff and R. So, for ε small enough we define
Since the vector fields H q R , H q L commute and ∂ x 1 and ∂ x 2 commute, both maps are C ∞ map and moreover,
Moreover, if ω 0 is the symplectic form on T * (R × X × 0 X), in coordinates (3.22) valid near F,
) is a C ∞ Lagrangian in {x 1 > 0, x 2 > 0, x 3 ≥ 0} which intersects {x 3 = 0} transversally, and both ∂ x 1 and ∂ x 2 are tangent to Υ. But this implies that for any point p ∈ Υ, the integral curves of ∂ x j , j = 1, 2 starting at a point p ∈ Υ are contained in Υ. Therefore, for any p = (x 1 , ξ 1 , x 2 , ξ 2 , x 3 , ξ 3 , x ′ , ξ ′ ) ∈ Υ, with x 1 and x 2 small enough, the set {x 1 − t 1 , ξ 1 , x 2 − t 2 , ξ 2 , x 3 , ξ 3 , x ′ , ξ ′ } ⊂ Υ. By taking t 1 and t 2 large enough, this gives an extension Υ of Υ to {x 1 ≤ 0} ∪ {x 2 ≤ 0}. Now Ψ(Υ) is the desired Lagrangian extension of β * 0Λ . Notice that in fact, it extends past the boundaries {x 1 = 0} and {x 2 = 0}. The construction in the other regions, away from the co-dimension three corners follows by the same argument.
We still need to verify that Λ * ∩T * {ρ•=0} (X × 0 X) is a C ∞ Lagrangian submanifold of T * {ρ • = 0}. To see that, observe that we have constructed local symplectic coordinates (x, ξ) near a point p ∈ Λ * ∩ {ρ R = ρ L = 0} such that R = {x 1 = 0} and L = {x 2 = 0} and
it follows that ξ 1 (p) = ξ 2 (p) = 0, and so C 1 = C 2 = 0. So ξ 1 = ξ 2 = 0 on Υ. But Υ is foliated by submanifolds
which are Lagrangian submanifolds of T * {x j = a}, j = 1, 2 because ξ j = 0 on Υ. In particular this shows that Υ 0 = Λ * ∩ {ρ R = 0} ⊂ T * {ρ R = 0} and β * Λ ∩ {ρ L = 0} ⊂ T * {ρ L = 0} are Lagrangian submanifolds. The same argument shows that and
As in the notation of Theorem 3.1, we shall denote
We know from Theorem 3.1 that
respectively, in the sense that they can be extended to a C ∞ manifold across the boundary of
We also define (3.27) and these are Lagrangian submanifolds of T * (R × ∂X × 0 ∂X). Away from the front face of R × ∂X × 0 ∂X, each one of the manifolds Λ
has an extension up to the boundary of R × X × 0 X such that
Rs×∂X× 0 ∂X ).
(4.1)
Proof. Since β 1 is a diffeomorphism in the interior of R s × X × 0 X, it follows that, away from Diag 0 ,
and one would like to extend this regularity up to the left boundary of R s × X × 0 X. We have shown in Theorem 3.1 that β * 1f Λ ± can be extended smoothly up across the boundary and intersects the boundary transversally. So one expects that β * 1f ((xx ′ ) − n 2 K W ± ) can be extended across the boundary of R s × X × 0 X, and to do this one needs to analyze the behavior of the symbol of these distributions up to the boundary. We work with β * 1f ((xx ′ )
, the other case is identical, and we prove the result on each face separately.
We work with the operator x n 2 L x − n 2 . The transport equation for the principal symbol of (xx ′ )
where L H Q L is the Lie derivative with respective to the vector field H Q L , and c is subprincipal
Since the manifold is non-trapping, the symbol is well defined in T * (R ×X × X). In the interior of T * (R × X × 0 X), the map β 0 is a diffeomorphism and in view of (3.15) the manifold β * 1f Λ + is obtained from β * 0 Λ + by the map (t, τ, m, ν) −→ (s, σ, ν + dγ). Again, in the interior this is a C ∞ symplectic change of variables, and therefore is a C ∞ symbol in ρ L > 0. The term 2n + 2 is the dimension of X × 0 X. We will show that a extends smoothly up to {ρ L = 0}. We will do the computation in the region near L and away from R ∪ ff, and the other cases are left to the reader. The computations are very similar to the ones done in the proof of Theorem 3.2. As for the order of the operators, one sees that the number of variables θ stays the same, while the dimension drops by one for the projection to {ρ • = 0}, • = R, L and by two for the projection to {ρ R = ρ L = 0}. Since a ∈ S Proof. The first step is to interpret (1.13) in terms of the blow-ups defined above. We claim that, the case of non-trapping AHM manifolds, the limit (1.13) holds in a stronger sense than in (1.14). In fact, we have
In other words, the kernel of (xx ′ ) − n 2 E + is pulled back by β 1f , projected to {ρ R = ρ L = 0} and then pushed forward to R × ∂X × ∂X × R by β ∂ . Since one is taking the limit in x ′ first and then in x, and since x = ρ ff ρ L , x ′ = ρ ff ρ R , it follows that ρ ff = 0. So one is in fact restricting to the right face, and then to the left face, which is exactly (4.8). Then it follows from (1.13) and (4.8) that if K S denotes the kernel of the scattering matrix, then This ends the proof of Theorem 1.2.
The analogue of this formula in terms of the scattering matrix and the resolvent was established in [22] , see also [15, 12] , and it shows that the lift of the Schwartz kernel of A(λ) by β ∂ can be obtained from the Schwartz kernel of the (forward) resolvent by But as we know from (2.7) that R + (λ, z, z ′ ) = E + (λ, z, z ′ ), and thus (4.10) is in some sense the Fourier transform of (1.13). We know from Lemma 2.1 that we can commute the Fourier transform and the projection to either {ρ R = 0} or {ρ L = 0}, but we cannot show directly that the Fourier transform commutes with the second restriction.
Finally we remark that Proposition 4.1 can be used to say more about the microlocal structure of the Schwartz kernel of the radiation fields. Recall that R + (f 1 , f 2 ) = lim 
Rs×∂X× 0 X ).
Sá Barreto and Wunsch [34] proved that K R + is a Lagrangian distribution in R × ∂X ×X, which is in essence Theorem 4.2 in the region away from the front face of ∂X × 0 X and the lift of ∂X × ∂X. Theorem 4.2 gives a uniform version of the result of [34] up to the front face of ∂X × 0 X and the lift of ∂X × ∂X by β 0L .
