Optical simulations of GaAs/AlGaAs thin-film waveguides were performed for investigating the dependence of the modal behavior on waveguide geometry and the resulting analytical sensitivity. Simulations were performed for two distinct mid-infrared wavelengths, thereby demonstrating the necessity of individually designed waveguide structures for each spectral regime of interest. Hence, the modal behavior, sensitivity, and intensity of the evanescent field were investigated via modeling studies at 1600 and 1000 cm −1 , thereby confirming the utility of such simulations for designing mid-infrared sensors based on thin-film waveguide technology.
INTRODUCTION
Mid-infrared (MIR, 3-20 μm) spectroscopy is based on the excitation of vibrational and rotational modes associated with organic and inorganic molecules interacting with MIR photons. This spectral regime is particularly attractive for optical chem/bio sensing scenarios due to the inherent molecular selectivity. However, appropriate strategies enabling miniaturizing and integrating each optical component of the sensing system are required for enabling on-chip MIR sensor technologies providing advanced, miniaturized, and portable diagnostic systems [1] . Among the available MIR radiation sources, quantum cascade lasers (QCLs) [2, 3] , and, more recently, interband cascade lasers (ICLs) [4, 5] are accepted as the most promising light source technology for the development of integrated MIR photonic sensing platforms. These semiconductor lasers are based on advanced quantum heterostructures, and generate light emission via interband and intersubband transitions. Next to their particularly compact dimensions, they provide high output power, long lifetimes, robust operation, and availability across almost the entire MIR spectral regime. Last, but not least, wavelength tunability up to 300 cm −1 and beyond has been demonstrated for individual laser devices [3, 6, 7] . MIR waveguides and, in particular, fiber optics are usually fabricated from a limited set of infrared (IR)-transparent materials dominated by polycrystalline silver halides [8, 9] , tellurium halides, and amorphous chalcogenides [10] at crosssectional dimensions of conventionally few hundreds of micrometers. In contrast, MIR-transparent semiconductor materials facilitate the fabrication of on-chip integrated waveguide structures, thereby enabling integrated photonic devices to pave the way toward on-chip MIR chem/bio sensors. While QCL and ICL technology has significantly matured over the past two decades, frequency-matched thin-film waveguide strategies based on semiconductor materials have only recently emerged [11] [12] [13] . Correspondingly, only few studies modeling such waveguides have been reported, thus aiming at defining suitable optical conditions ensuring single-mode behavior. For example, silver halide waveguides were simulated to operate single-mode between 6.5 and 14 μm and were then successfully tested at a wavelength of 10.6 μm [11] . Channel waveguides based on chalcogenide glasses were modeled, which demonstrated single-mode radiation propagation at 8.4 μm [14] . Telluridebased single-mode rib waveguides were reported for a wavelength of 10 and 20 μm [15] . Mizaikoff and collaborators have recently reported the first generation of semiconductor (i.e., GaAs∕Al 0.2 Ga 0.8 As) thin-film waveguides. The modal behavior was investigated at a wavelength of 10.3 and 6 μm leading to ultrasensitive slab and ridge waveguides as well as on-chip integrated MIR Mach-Zehnder interferometers [12, 13, 16] .
In this contribution, the modal behavior and the resulting analytical sensitivity of GaAs/AlGaAs semiconductor thinfilm waveguides was theoretically studied within two analytically relevant wavelength regions, as detailed below. Using the RF module of COMSOL Multiphysics 4.4 (COMSOL, Burlington, Massachusetts, USA), a finite-element based simulation was used to solve Maxwell's and material equations in 2D. Simulations were performed for the wavelength range 1800-1600 cm −1 (i.e., relevant for amide vibrations in proteins), and 1200-1000 cm −1 (i.e., carbohydrate-associated vibrations). Both frequency regimes are important for investigating biological samples including e.g., cereal, corn, etc. according to potential contaminations with mycotoxins [17, 18] . While it has fundamentally been demonstrated that contamination of such samples may indeed be determined using conventional IR spectroscopic techniques (e.g., IR attenuated total reflection spectroscopy using macroscopic waveguides and conventional Fourier transform IR spectrometers), the more widespread application of IR diagnostics in this application domain requires a major enhancement in sensitivity. Hence, it is anticipated that the combination of broadly tunable QCLs with frequency-matched thin-film waveguides maximizing mode confinement will lead to analytical devices of yet unprecedented sensitivity facilitating evanescent field absorption measurements. Consequently, the modal behavior of such waveguides was investigated for providing optimized waveguide geometries suitable for the spectral regions of interest. During these studies the critical design aspect was predicting the analytical sensitivity of thin-film waveguides, and determining whether common waveguide dimensions suitable for the entire relevant spectral range of 1800-1000 cm −1 , or if optimized individual waveguide structures for each wavelength regime of interest are required. Subsequently, the waveguide dimensions facilitating singlemode propagation behavior, which ideally matches the radiation output provided by QCLs, were further optimized for maximizing the analytical sensitivity via the fraction of the mode propagating as an evanescent field along the waveguide surface. Based on these design considerations, optimized waveguide structures and geometries may be fabricated leading to maximum analytical sensitivity in the MIR spectral regime of interest during evanescent field absorption measurements.
SIMULATION SETUP
The basic optical structure studied herein comprises a GaAs/ AlGaAs thin-film waveguide, as shown in Fig. 1 . The refractive indices of GaAs and Al 0.2 Ga 0.8 As were fixed at 3.3 and 3.2, respectively. The thickness of the AlGaAs optical buffer layer and the actually waveguiding GaAs layer were fixed at 6 μm each, as this system was already experimentally studied [12, 13] . Consequently, the waveguide width (w) was varied to optimize the sensitivity and the fraction of light propagating as an evanescent field for different wavelength ranges. The analytical sensitivity of such GaAs waveguides was calculated by varying either the refractive index of the outer medium (n 0 ) or by simulating an absorbing analyte layer with varying thickness (d l ) at a fixed refractive index (n l ) [19] . A dimensional cross section of the entire model (i.e., semiconductor structures and surrounding air) of 50 μm × 50 μm was selected with at least 15 μm of bulk air surrounding the waveguide. Furthermore, a 20 μm GaAs substrate was modeled, thus ensuring a robust and constant model used during all simulated parameters reported herein. The computational model was meshed using a tetrahedral grid with a maximum element size of S max < λ∕20 [20] . Thereafter, Maxwell's equations were solved to determine the electric field distribution of transversal magnetic polarized radiation within a GaAs thin-film waveguide according to
where E is the electric field intensity (V/m), ε r is the relative permittivity of the material, and k 0 is the free-space wavenumber.
MODE ANALYSIS
In order to perform a comprehensive mode analysis, a cross section of a GaAs/AlGaAs waveguide structure (see Fig. 1 ) was used during simulations as a repetitive building block.
The outer medium was selected as air with a refractive index of n o 1. Preliminary simulations revealed an early cutoff of the guided mode for widths <8 μm at 1000 cm −1 and multimode behavior for widths >8 μm at 1600 cm −1 . Below the cutoff, light may not propagate within the waveguide structure. In addition, no further signal improvement is expected above the multimode regime. Hence, calculations were performed individually for both spectral regions of interest using different simulation parameters for the waveguide width. Consequently, the waveguide width was varied from 3 to 8 μm for the wavelength regime at 1800-1600 cm −1 and from 8 to 20 μm for the wavelength regime at 1200-1000 cm −1 , respectively. A summary of the simulated modal behavior is illustrated in Fig. 2 , where the effective refractive index (N eff ) of the guided mode is plotted versus the waveguide width.
The cutoff represents the region where light may not propagate within the waveguide, and only a leaky mode is present as a consequence of the waveguide dimensions (i.e., in terms of geometric dimensions for supporting at least one guided mode). In the single-mode regime, the analytically most sensitive waveguide structure is anticipated as illustrated in Fig. 2 .C for a 5 μm wide and 6 μm thick waveguide. By further increasing the waveguide width at a constant thickness, first a second mode (Fig. 2.D) , and later multiple modes appear, which results in lower analytical sensitivity, as the energy of the evanescent field is distributed among several light modes. In addition, leakage into the substrate (Fig. 2.D) , which is mainly an issue for longer wavelengths, has to be taken into account, as the overall light throughput of the waveguide structure may be, accordingly, significantly reduced. The simulations executed in the present study revealed that singlemode waveguiding is ensured for a waveguide width of 4-7 μm at 1600 cm −1 and of 10-16 μm at 1000 cm −1 . The effective refractive index of a waveguide can be either varied by changing the absolute refractive index in the sensing area (i.e., bulk sensitivity) or by adapting the thickness of an adjacent absorbing analyte layer (i.e., surface sensitivity) following Both options for modulating the sensitivity were calculated, thus facilitating an estimation on their influence on the effective refractive index and, hence, for determining the optimal waveguide width (i.e., providing the highest analytical sensitivity).
Surface sensitivity (η s ) has been defined as the variation of the effective refractive index (N eff ) with respect to the variation of the thickness of an absorbing layer (d l ) within the sensing volume at a fixed refractive index. For these considerations, the refractive index of the absorbed layer was fixed at 1.3, which is a reasonable approximation for most solid and liquid samples. The thickness of that layer was subsequently increased from 1 to 2000 nm, and the corresponding effective refractive index was calculated and plotted against the thickness of the absorbing analyte layer (Fig. 3) . The exponential correlation between the thickness of the absorbed layer and the effective refractive index fit well to the exponential decay of the intensity of the evanescent field.
The obtained data points for N eff versus d l have been fitted with a first-order exponential function according to yx A 1 e x∕t 1 y:
After Taylor expansion, the quantity A 1 ∕t 1 provides a value for the surface sensitivity in the linear region. As expected, the surface sensitivity increases with decreasing waveguide width, as a larger fraction of the propagating mode is forced toward the waveguide/sample interface leading to an increased evanescent field. In turn, the maximum surface sensitivity was evident for a 5 μm wide waveguide at 1600 cm −1 and for a 13 μm wide structure at 1000 cm −1 . Although smaller waveguide widths (i.e., <13 μm) are still single-mode, it appears that leakage into the substrate superimposes the gain resulting from a reduction of the waveguide width, thus providing an overall lower surface sensitivity.
The bulk sensitivity of such devices is defined as the variation of the effective refractive index (N eff ) with respect to a variation of the absolute refractive index within the sensing volume (n o ). Hence, the refractive index n o was varied from 1.0 to 1.3, and the effective refractive index was calculated for each waveguide width. As shown in Fig. 4 , the bulk sensitivity has then been evaluated as the slope of N eff versus n o (i.e., following a linear relationship). Then, the calculated slopes were plotted versus the waveguide width to determine the maximum of the bulk sensitivity. Again, it was evident that a narrower waveguide will increase the sensitivity of the device. Finally, the relationship between the evanescent field intensity in the sensing area and the width of the waveguide was determined, and the mode profiles of the individual (i.e., single) modes were calculated. The normalized electric field component was then plotted along a perpendicular line through the middle of the waveguide, as shown in Fig. 5 (red line) .
The fraction of the electric field component above the waveguide structure was calculated by integrating the normalized electric field, thus providing the energy within the evanescent field. Evidently, narrowing the waveguide width results in an increased fraction of energy above the waveguide. Hence, the increased sensitivity for narrow waveguides is a direct consequence of the increased intensity of the electric field emanating from the waveguide surface. However, reducing the width of the waveguide may also increase the fraction of light leaking into the substrate, as shown in Fig. 5 for a 4 μm wide waveguide.
CONCLUSIONS
Simulations were performed for semiconductor GaAs/AlGaAs thin-film waveguides, thus determining optimal waveguide geometries for two wavelength regimes relevant to chem/bio sensing applications of such structures. The most sensitive waveguide structure for the amide region was found at a width of 5 μm, while 13 μm appears most suitable for the carbohydrate region, respectively. Optimizing MIR thin-film waveguides for analytical applications requires that the longest wavelength of interest is considered in order to provide sufficient optical throughput within the desired wavelength regime. The achievable sensitivity of thin-film waveguides is a key parameter for analytical strategies aiming at label-free detection of minute quantities of biomolecules such as proteins, DNA, etc. Consequently, optimization of the waveguide structure toward higher sensitivities is crucial for MIR chem/ bio sensing and assay platforms. Simulations of frequencymatched thin-film waveguides may furthermore facilitate design and development of sophisticated on-chip resonator and interferometer systems with superior sensitivity taking advantage of the inherent molecular selectivity provided by MIR radiation. 
