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BLOW-UP AND GLOBAL EXISTENCE FOR SEMILINEAR PARABOLIC SYSTEMS
WITH SPACE-TIME FORCING TERMS
AHMAD Z. FINO, MOHAMED JLELI, BESSEM SAMET
Abstract. We investigate the local existence, finite time blow-up and global existence of sign-changing
solutions to the inhomogeneous parabolic system with space-time forcing terms
ut −∆u = |v|
p + tσw1(x), vt −∆v = |u|
q + tγw2(x), (u(0, x), v(0, x)) = (u0(x), v0(x)),
where t > 0, x ∈ RN , N ≥ 1, p, q > 1, σ, γ > −1, σ, γ 6= 0, w1, w2 6≡ 0, and u0, v0 ∈ C0(RN ). For
the finite time blow-up, two cases are discussed under the conditions wi ∈ L1(RN ) and
∫
RN
wi(x) dx >
0, i = 1, 2. Namely, if σ > 0 or γ > 0, we show that the (mild) solution (u, v) to the considered
system blows up in finite time, while if σ, γ ∈ (−1, 0), then a finite time blow-up occurs when N
2
<
max
{
(σ+1)(pq−1)+p+1
pq−1
,
(γ+1)(pq−1)+q+1
pq−1
}
. Moreover, if N
2
≥ max
{
(σ+1)(pq−1)+p+1
pq−1
,
(γ+1)(pq−1)+q+1
pq−1
}
,
p > σ
γ
and q > γ
σ
, we show that the solution is global for suitable initial values and wi, i = 1, 2.
1. Introduction
This paper is concerned with the Cauchy problem for the inhomogeneous semilinear parabolic system with
space-time forcing terms {
ut −∆u = |v|p + tσw1(x), x ∈ RN , t > 0,
vt −∆v = |u|q + tγw2(x), x ∈ RN , t > 0,
(1.1)
supplemented with the initial conditions
(1.2) (u(0, x), v(0, x)) = (u0(x), v0(x)), x ∈ R
N ,
where u0, v0 ∈ C0(RN ), N ≥ 1, p, q > 1, σ, γ > −1, σ, γ 6= 0, and w1, w2 6≡ 0. Here, C0(RN ) denotes the set
of all continuous functions decaying to zero at infinity. Namely, we investigate the finite time blow-up and
global existence of sign-changing solutions to problem (1.1)–(1.2). We mention below some motivations for
studying the considered problem.
In the special case w1 = w2 ≡ 0 and u, v ≥ 0, (1.1) reduces to the homogeneous parabolic system{
ut −∆u = vp, x ∈ RN , t > 0,
vt −∆v = uq, x ∈ RN , t > 0.
(1.3)
Escobedo and Herrero [5] studied problem (1.3)–(1.2), where u0, v0 ≥ 0, bounded and continuous. It was
shown that the critical exponent for this problem is equal to 1 + 2
N
(max{p, q}+ 1), i.e.
(a) if 1 < pq ≤ 1 + 2
N
(max{p, q}+ 1), then any nontrivial solution to (1.3)–(1.2) blows up in finite time;
(b) if pq > 1 + 2
N
(max{p, q}+ 1), then (1.3)–(1.2) admits global solutions for small initial values.
Observe that in the case p = q and u0 = v0, (1.3)–(1.2) reduces to a scalar Cauchy problem, namely{
ut −∆u = up, x ∈ RN , t > 0,
u(x, 0) = u0(x), x ∈ RN .
(1.4)
From Fujita [8] (see also [1, 11]), it is knwon that,
(a) if 1 < p ≤ 1 + 2
N
and u0 ≥ 0, then any nontrivial solution to (1.4)–(1.2) blows up in finite time;
(b) if p > 1 + 2
N
and u0 > 0 is smaller than a small Gaussian, then (1.4)–(1.2) admits global positive
solutions.
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These are precisely the conditions obtained in [5] under the assumption p = q. The number 1 + 2
N
is said to
be critical in the sense of Fujita.
In the special case σ = γ = 0, (1.1) reduces to
{
ut −∆u = |v|p + w1(x), x ∈ RN , t > 0,
vt −∆v = |u|
q + w2(x), x ∈ R
N , t > 0.
(1.5)
Problem (1.5)–(1.2) was investigated by Bandle et al. [2]. To prove global nonexistence, it was assumed that
for i = 1, 2,
(1.6)
∫
RN
wi(x) dx > 0,
∫
|x|>R
w−i (y)
|x− y|N−2
dy =
o(1)
|x|N−2
, R≫ 1,
where w±i = max{±w, 0}. Namely, it was shown that,
(a) if p ≥ q > 1 and p(q+1)
pq−1 >
N
2 , problem (1.5)–(1.2) possesses no global solution, when both w1 and w2
satisfy (1.6);
(b) if p ≥ q > 1 and p(q+1)
pq−1 =
N
2 , problem (1.5)–(1.2) possesses no global solution, when either of w1 or
w2 satisfies (1.6) and u0, v0 ≥ 0;
(c) if p ≥ q > 0 and p(q+1)
pq−1 <
N
2 , then problem (1.5)–(1.2) has global positive solutions whenever
w1(x), w2(x), u0(x), v0(x) are all nonnegative and are bounded above by
ǫ
(1+|x|N+τ) for some τ > 0
and some sufficiently small ǫ > 0.
Note that system (1.5) (with positive solutions) was invetigated by Zhang [15] in a non-compact complete
Riemannian manifold. For other contributions related to inhomogeneous problems, see, for example [3, 13, 14]
and the references therein.
Very recently, Jleli et al. [10] studied the scalar case of problem (1.1), namely{
ut −∆u = |u|p + tσw(x), x ∈ RN , t > 0,
u(x, 0) = u0(x), x ∈ RN ,
(1.7)
where N ≥ 2, p > 1, σ > −1, σ 6= 0 and w 6≡ 0. When σ > 0, it was shown that, if w ∈ Cα0 (R
N ) ∩ L1(RN )
for some α ∈ (0, 1), u0 ∈ C0(RN ) and
∫
RN
w(x) dx > 0, then for all p > 1, the solution to (1.7) blows up in
finite time. In the case −1 < σ < 0, it was proved that the critical exponent for (1.7) is equal to N−2σ
N−2−2σ in
the following sense:
(a) if 1 < p < N−2σ
N−2−2σ and
∫
RN
w(x) dx > 0, then for any u0 ∈ C0(RN ), the solution to (1.7) blows up
in finite time;
(b) if p ≥ N−2σ
N−2−2σ , then the solution to (1.7) exists globally whenever u0 ∈ C0(R
N ) ∩ Ld(RN ) and
w ∈ Lk(RN ) are such that ‖u0‖Ld + ‖w‖Lk is sufficiently small, where d =
N(p−1)
2 and k =
d
p(σ+1)−σ ·
Motivated by the above contributions, in particular by [10], our goal in this paper is to study the corresponding
system to (1.7), namely problem (1.1)–(1.2).
Before stating our main results, we give the
Definition 1.1 (Mild solution). Let u0, v0, w1, w2 ∈ C0(RN ), σ, γ > −1 and T > 0. We say that (u, v) ∈
C([0, T ], C0(R
N )× C0(RN )) is a mild solution to (1.1)–(1.2), if
u(t) = S(t)u0 +
∫ t
0
S(t− s)|v(s)|p ds+
∫ t
0
sσS(t− s)w1 ds, 0 ≤ t ≤ T,
v(t) = S(t)v0 +
∫ t
0
S(t− s)|u(s)|q ds+
∫ t
0
sγS(t− s)w2 ds, 0 ≤ t ≤ T,
(1.8)
where S(t) = et∆ is the heat semigroup on RN .
We first study the local existence of mild solutions to (1.1)–(1.2).
Theorem 1.2 (Local existence). Let u0, v0, w1, w2 ∈ C0(RN ), σ, γ > −1, and p, q > 1. Then the following
holds:
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(i) There exist 0 < T <∞ and a unique mild solution
(u, v) ∈ C([0, T ], C0(R
N )× C0(R
N ))
to (1.1)–(1.2).
(ii) The solution (u, v) can be extended to a maximal interval [0, Tmax), 0 < Tmax ≤ ∞. Moreover, if
Tmax <∞, then
lim
t→T−max
(
‖u‖L∞((0,t)×RN ) + ‖v‖L∞((0,t)×RN )
)
=∞ (finite time blow-up).
(iii) If, in addition u0, v0, w1, w2 ∈ L
r(RN ) for some 1 ≤ r <∞, then
u, v ∈ C([0, Tmax), C0(R
N ) ∩ Lr(RN )).
Next, we study the finite time blow-up of mild solutions to (1.1)–(1.2).
Theorem 1.3 (Blow-up). Let σ, γ > −1, σ, γ 6= 0. Suppose that u0, v0 ∈ C0(R
N ) and wi ∈ C0(R
N )∩L1(RN )
are such that
∫
RN
wi(x) dx > 0, i = 1, 2. Then the following holds:
(i) If σ, γ ∈ (−1, 0) and
(1.9)
N
2
< max
{
(σ + 1)(pq − 1) + p+ 1
pq − 1
,
(γ + 1)(pq − 1) + q + 1
pq − 1
}
,
then the mild solution (u, v) to (1.1)–(1.2) blows up in finite time.
(ii) If σ > 0 or γ > 0, then for any p, q > 1, the mild solution (u, v) to (1.1)–(1.2) blows up in finite
time.
For the proofs of the above blow-up results, we make use of the test function method (see e.g. [7, 12, 16]).
Remark 1.4. Note that no sign conditions are imposed on the initial values in Theorem 1.3.
We state below the obtained global existence result. Let us point out that the conditions ensuring the
global existence depend on the norms of the initial conditions and forcing terms.
For σ, γ ∈ (−1, 0) and p, q > 1, let
(1.10) d1 =
N(pq − 1)
2(p+ 1)
, d2 =
N(pq − 1)
2(q + 1)
and
(1.11) k1 =
N(pq − 1)
2[(pq − 1)(1 + σ) + p+ 1]
, k2 =
N(pq − 1)
2[(pq − 1)(1 + γ) + q + 1]
.
Theorem 1.5 (Global existence). Let σ, γ ∈ (−1, 0),
u0 ∈ C0(R
N ) ∩ Ld1(RN ), v0 ∈ C0(R
N ) ∩ Ld2(RN ), wi ∈ C0(R
N ) ∩ Lki(RN ), i = 1, 2,
and (u, v) be the corresponding mild solution to (1.1)–(1.2). If
(1.12)
N
2
≥ max
{
(σ + 1)(pq − 1) + p+ 1
pq − 1
,
(γ + 1)(pq − 1) + q + 1
pq − 1
}
and
(1.13) p > max
{
σ
γ
, 1
}
, q > max
{γ
σ
, 1
}
,
then (u, v) ∈ C([0,∞), C0(RN )× C0(RN )) for ‖u0‖Ld1 + ‖v0‖Ld2 + ‖w1‖Lk1 + ‖w2‖Lk2 sufficiently small.
Remark 1.6. Under condition (1.12), it is still an open question if we have blow-up or global existence for
one of the following cases:
(a) −1 < σ < γ < 0 and p ≤ σ
γ
.
(b) −1 < γ < σ < 0 and q ≤ γ
σ
.
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Consider now the special case of (1.1) when σ = γ > −1, σ 6= 0. Namely,{
ut −∆u = |v|p + tσw1(x), x ∈ RN , t > 0,
vt −∆v = |u|q + tσw2(x), x ∈ RN , t > 0.
(1.14)
Let
N∗(σ, p, q) := 2
(
σ + 1 +
α+ 1
pq − 1
)
, α = max{p, q}.
From Theorems 1.3 and 1.5, one deduces that N∗(σ, p, q) is critical for problem (1.14)–(1.2) in the following
sense.
Corollary 1.7. Let σ = γ ∈ (−1, 0) and p, q > 1. Then the following holds:
(i) If u0, v0 ∈ C0(RN ), wi ∈ C0(RN ) ∩ L1(RN ),
∫
RN
wi(x) dx > 0, i = 1, 2, and
N < N∗(σ, p, q),
then the mild solution (u, v) to (1.14)–(1.2) blows up in finite time.
(ii) If u0 ∈ C0(RN ) ∩ Ld1(RN ), v0 ∈ C0(RN ) ∩ Ld2(RN ), wi ∈ C0(RN ) ∩ Lki(RN ), i = 1, 2, and
N ≥ N∗(σ, p, q),
then (u, v) exists globally for ‖u0‖Ld1 + ‖v0‖Ld2 + ‖w1‖Lk1 + ‖w2‖Lk2 sufficiently small.
The rest of the paper is organized as follows. In Section 2, we prove the local existence result given by
Theorem 1.2. The blow-up results stated by Theorem 1.3 are proved in Section 3. The study of the global
existence is investigated in Section 4, where we prove Theorem 1.5.
2. Local existence
This section is devoted to the proof of Theorem 1.2. We first recall some fundamental properties related
to S(t), the heat semigroup on RN (see e.g. [4, 6, 9]), and fix some notations.
There exists a constant C > 0 such that for any 1 ≤ ζ ≤ ̺ ≤ ∞, one has
(2.1) ‖S(t)ϑ‖L̺ ≤ Ct
−N2 (
1
ζ
− 1
̺ )‖ϑ‖Lζ , ϑ ∈ L
ζ(RN ).
In particular, one has
(2.2) ‖S(t)ϑ‖Lζ ≤ ‖ϑ‖Lζ , ϑ ∈ L
ζ(RN ).
Furthermore, for all ϑ ∈ C0(RN ), it holds that
lim
t→0+
S(t)ϑ(x) = ϑ(x), x ∈ RN .
We denote by ‖ · ‖∞ the L∞–norm in RN . Let
δ∞(f, g) = max{‖f‖∞, ‖g‖∞}, f, g ∈ C0(R
N )
and
δr(f, g) = max{‖f‖Lr , ‖g‖Lr}, f, g ∈ L
r(RN ), 1 ≤ r <∞.
Given 0 < T <∞, we denote by ‖ · ‖T,∞ the L∞–norm in (0, T )× RN .
Proof of Theorem 1.2. (i) We first prove uniqueness in the functional space
C([0, T ], C0(R
N )× C0(R
N ))
for an arbitrary 0 < T < ∞. Let (u, v), (u˜, v˜) ∈ C([0, T ], C0(RN ) × C0(RN )) be two mild solutions to
(1.1)–(1.2). Using (1.8), property (2.1) and the inequality
(2.3) |ar − br| ≤ rmax{ar−1, br−1}|a− b|, r > 1, a, b ≥ 0,
for all 0 ≤ t ≤ T , one obtains
‖u(t)− u˜(t)‖∞ + ‖v(t)− v˜(t)‖∞ ≤ C
∫ t
0
(‖u(s)− u˜(s)‖∞ + ‖v(s)− v˜(s)‖∞) ds.
Next, by Gronwall’s inequality, the uniqueness follows.
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For arbitrary 0 < T <∞, we introduce the Banach space (ET , |||·|||) defined by
ET =
{
(u, v) ∈ C([0, T ], C0(R
N )× C0(R
N )) : |||(u, v)||| ≤ 2 (δ∞(u0, w1) + δ∞(v0, w2)) := 2M
}
,
where
|||(u, v)||| = ‖u‖T,∞ + ‖v‖T,∞, (u, v) ∈ ET .
For every U = (u, v) ∈ ET , let Ψ(U) = (Ψ1(U),Ψ2(U)), where
Ψ1(U) = S(t)u0 +
∫ t
0
S(t− s)|v(s)|p ds+
∫ t
0
sσS(t− s)w1 ds, t ∈ [0, T ]
and
Ψ2(U) = S(t)v0 +
∫ t
0
S(t− s)|u(s)|q ds+
∫ t
0
sγS(t− s)w2 ds, t ∈ [0, T ].
Since u0, v0, w1, w2 ∈ C0(R
N ), σ, γ > −1, one can check easily that
Ψ(ET ) ⊂ C([0, T ], C0(R
N )× C0(R
N )).
On the other hand, using (2.2), for all U = (u, v) ∈ ET , for all 0 < t < T , one has
‖Ψ1(U)‖∞ ≤ ‖u0‖∞ +
∫ t
0
‖S(t− s)|v|p‖∞ ds+
∫ t
0
sσ‖w1‖∞ ds
≤ ‖u0‖∞ + T ‖v‖
p
T,∞ +
T σ+1
σ + 1
‖w1‖∞
≤ ‖u0‖∞ + T 2
pMp +
T σ+1
σ + 1
M
= ‖u0‖∞ +
(
2pTMp−1 +
T σ+1
σ + 1
)
M,
which yields
(2.4) ‖Ψ1(U)‖T,∞ ≤ ‖u0‖∞ +
(
2pTMp−1 +
T σ+1
σ + 1
)
M.
Similarly, one obtains
(2.5) ‖Ψ2(U)‖T,∞ ≤ ‖v0‖∞ +
(
2qTM q−1 +
T γ+1
γ + 1
)
M.
Combining (2.4) with (2.5), one deduces that
|||Ψ(U)||| ≤M + 2max
{
2pTMp−1 +
T σ+1
σ + 1
, 2qTM q−1 +
T γ+1
γ + 1
}
M.
Hence, by choosing 0 < T ≪ 1 small enough so that
(2.6) max
{
2pTMp−1 +
T σ+1
σ + 1
, 2qTM q−1 +
T γ+1
γ + 1
}
≤
1
2
,
one obtains |||Ψ(U)||| ≤ 2M , i.e.
Ψ(ET ) ⊂ ET .
Next, we shall prove that Ψ : ET → ET is a contraction mapping, and by Banach contraction principle, the
existence follows.
For U = (u, v), V = (u˜, v˜) ∈ ET , again using (2.2) and (2.3), for all 0 < t < T , one has
‖Ψ1(U)−Ψ1(V )‖∞ ≤
∫ t
0
‖S(t− s) (|v(s)|p − |v˜(s)|p)‖∞ ds
≤
∫ t
0
‖|v(s)|p − |v˜(s)|p‖∞ ds
≤ T 2p−1pMp−1‖v − v˜‖T,∞,
which yields
(2.7) ‖Ψ1(U)−Ψ1(V )‖T,∞ ≤ 2
p−1pMp−1T ‖v − v˜‖T,∞.
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Similarly, one has
(2.8) ‖Ψ2(U)−Ψ2(V )‖T,∞ ≤ 2
q−1qM q−1T ‖u− u˜‖T,∞.
Combining (2.7) with (2.8), it holds that
|||Ψ(U)−Ψ(V )||| ≤ 2max
{
2p−1pMp−1, 2q−1qM q−1
}
T |||U − V |||.
Therefore, taking 0 < T <∞ so that (2.6) is satisfied and
2max
{
2p−1pMp−1, 2q−1qM q−1
}
T < 1,
one obtains that Ψ : ET → ET is a contraction mapping.
(ii) Using the uniqueness of solutions, we conclude the existence of a maximal interval [0, Tmax), where
Tmax = sup
{
τ > 0 : (u, v) is a mild solution to (1.1)− (1.2) in C([0, τ ], C0(R
N )× C0(R
N ))
}
.
Furthermore, if Tmax <∞, applying similar arguments as in [10], one concludes that
‖u‖L∞((0,t)×RN ) + ‖v‖L∞((0,t)×RN ) −→∞ as t→ T
−
max.
(iii) If u0, v0, w1, w2 ∈ Lr(RN ) ∩ C0(RN ) for some 1 ≤ r < ∞, repeating the fixed point argument in the
functional space
ET,r = {(u, v) ∈ L
∞((0, T ), (C0(R
N ) ∩ Lr(RN ))× (C0(R
N ) ∩ Lr(RN ))) :
|||(u, v)||| ≤ 2 (δ∞(u0, w1) + δ∞(v0, w2)) , |||(u, v)|||r ≤ 2 (δ∞(u0, w1) + δr(v0, w2))},
instead of ET , where
|||(u, v)|||r = ‖u‖L∞((0,T ),Lr(RN )) + ‖v‖L∞((0,T ),Lr(RN )),
and estimating ‖up‖Lr by ‖u‖p−1∞ ‖u‖Lr (the same for v) in the contraction mapping argument, one obtains
a unique solution (u, v) in ET,r , and we see that
u, v ∈ C([0, Tmax), C0(R
N )) ∩ C([0, Tmax), L
r(RN )).
This ends the proof of Theorem 1.2. 
3. Blow-up results
In this section, we prove the blow-up results given by Theorem 1.3. First, we give the
Definition 3.1 (Weak solution). Let T > 0, σ, γ > −1, p, q > 1 and wi ∈ L1Loc(R
N ), i = 1, 2. We say that
(u, v) ∈ Lq((0, T ), LqLoc(R
N ))× Lp((0, T ), LpLoc(R
N ))
is a weak solution to (1.1)–(1.2), if
(3.1)
∫ T
0
∫
RN
|v|p(t, x)ϕ(t, x) dx dt +
∫ T
0
∫
RN
tσw1(x)ϕ(t, x) dx dt
= −
∫ T
0
∫
RN
u(t, x)∆ϕ(t, x) dx dt −
∫ T
0
∫
RN
u(t, x)ϕt(t, x) dx dt
and
(3.2)
∫ T
0
∫
RN
|u|q(t, x)ϕ(t, x) dx dt +
∫ T
0
∫
RN
tγw2(x)ϕ(t, x) dx dt
= −
∫ T
0
∫
RN
v(t, x)∆ϕ(t, x) dx dt −
∫ T
0
∫
RN
v(t, x)ϕt(t, x) dx dt,
for all compactly supported test function ϕ ∈ C1([0, T ], C2(RN )) with supp(ϕ) ⊂ (0, T )× RN .
The following Lemma is crucial in the proof of Theorem 1.3.
Lemma 3.2 (Mild =⇒ Weak). Let T > 0, σ, γ > −1, p, q > 1 and u0, v0, wi ∈ C0(RN ), i = 1, 2. If
(u, v) ∈ C([0, T ], C0(RN ) × C0(RN )) is a mild solution to (1.1)–(1.2), then (u, v) ∈ Lq((0, T ), L
q
Loc(R
N )) ×
Lp((0, T ), LpLoc(R
N )) is a weak solution to (1.1)–(1.2).
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Proof. The proof of this Lemma is similar to that of [7, Lemma 4.2]. For the completeness of this paper, we
will do it in details.
Let (u, v) ∈ C([0, T ], C0(RN ) × C0(RN )) be a mild solution to (1.1)–(1.2). Given a compactly supported
test function ϕ ∈ C1([0, T ], C2(RN )) with supp(ϕ) ⊂ (0, T ) × RN , multiplying (1.8) by ϕ and integrating
over RN , for all 0 ≤ t ≤ T , one obtains∫
RN
u(t, x)ϕ(t, x) dx =
∫
RN
S(t)u0(x)ϕ(t, x) dx +
∫
RN
∫ t
0
S(t− s)|v(s)|p dsϕ(t, x) dx
+
∫
RN
∫ t
0
sσS(t− s)w1(x) dsϕ(t, x) dx
and ∫
RN
v(t, x)ϕ(t, x) dx =
∫
RN
S(t)v0(x)ϕ(t, x) dx +
∫
RN
∫ t
0
S(t− s)|u(s)|q dsϕ(t, x) dx
+
∫
RN
∫ t
0
sγS(t− s)w2(x) dsϕ(t, x) dx.
Differentiating with respect to t, it holds that
(3.3)
d
dt
∫
RN
u(t, x)ϕ(t, x) dx
=
∫
RN
d
dt
(S(t)u0(x)ϕ(t, x)) dx+
∫
RN
d
dt
(∫ t
0
S(t− s)|v(s)|p dsϕ(t, x)
)
dx
+
∫
RN
d
dt
(∫ t
0
sσS(t− s)w1(x) dsϕ(t, x)
)
dx
and
(3.4)
d
dt
∫
RN
v(t, x)ϕ(t, x) dx
=
∫
RN
d
dt
(S(t)v0(x)ϕ(t, x)) dx+
∫
RN
d
dt
(∫ t
0
S(t− s)|u(s)|q dsϕ(t, x)
)
dx
+
∫
RN
d
dt
(∫ t
0
sγS(t− s)w2(x) dsϕ(t, x)
)
dx.
As u0, w1, |v(s)|p ∈ C0(RN ), for all s ∈ [0, T ], it follows from the properties of the semigroup S(t) (see [6,
Theorem 1, p. 47]) that
(3.5)
∫
RN
d
dt
(S(t)u0(x)ϕ(t, x)) dx
=
∫
RN
∆(S(t)u0(x))ϕ(t, x) dx +
∫
RN
S(t)u0(x)ϕt(t, x) dx
=
∫
RN
S(t)u0(x)∆ϕ(t, x) dx +
∫
RN
S(t)u0(x)ϕt(t, x) dx,
(3.6)
∫
RN
d
dt
(∫ t
0
S(t− s)|v(s)|p dsϕ(t, x)
)
dx
=
∫
RN
|v(t, x)|pϕ(t, x) dx +
∫
RN
∫ t
0
∆(S(t− s)|v(s, x)|p) dsϕ(t, x) dx
+
∫
RN
∫ t
0
S(t− s)|v(s, x)|p dsϕt(t, x) dx
=
∫
RN
|v(t, x)|pϕ(t, x) dx +
∫
RN
∫ t
0
S(t− s)|v(s, x)|p ds∆ϕ(t, x) dx
+
∫
RN
∫ t
0
S(t− s)|v(s, x)|p dsϕt(t, x) dx
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and
(3.7)
∫
RN
d
dt
(∫ t
0
sσS(t− s)w1(x) dsϕ(t, x)
)
dx
=
∫
RN
tσw1(x)ϕ(t, x) dx +
∫
RN
∫ t
0
sσ∆(S(t− s)w1(x)) dsϕ(t, x) dx
+
∫
RN
∫ t
0
sσS(t− s)w1(x) dsϕt(t, x) dx
=
∫
RN
tσw1(x)ϕ(t, x) dx +
∫
RN
∫ t
0
sσS(t− s)w1(x) ds∆ϕ(t, x) dx
+
∫
RN
∫ t
0
sσS(t− s)w1(x) dsϕt(t, x) dx.
Similarly, one has
(3.8)
∫
RN
d
dt
(S(t)v0(x)ϕ(t, x)) dx =
∫
RN
S(t)v0(x)∆ϕ(t, x) dx +
∫
RN
S(t)v0(x)ϕt(t, x) dx,
(3.9)
∫
RN
d
dt
(∫ t
0
S(t− s)|u(s)|q dsϕ(t, x)
)
dx
=
∫
RN
|u(t, x)|qϕ(t, x) dx +
∫
RN
∫ t
0
S(t− s)|u(s, x)|q ds∆ϕ(t, x) dx
+
∫
RN
∫ t
0
S(t− s)|u(s, x)|q dsϕt(t, x) dx
and
(3.10)
∫
RN
d
dt
(∫ t
0
sγS(t− s)w2(x) dsϕ(t, x)
)
dx
=
∫
RN
tγw2(x)ϕ(t, x) dx +
∫
RN
∫ t
0
sγS(t− s)w2(x) ds∆ϕ(t, x) dx
+
∫
RN
∫ t
0
sγS(t− s)w2(x) dsϕt(t, x) dx.
Thus, using (1.8), (3.5)–(3.10), one deduces from (3.3) and (3.4) that
d
dt
∫
RN
u(t, x)ϕ(t, x) dx =
∫
RN
u(t, x)∆ϕ(t, x) dx +
∫
RN
u(t, x)ϕt(t, x) dx
+
∫
RN
|v(t, x)|pϕ(t, x) dx +
∫
RN
tσw1(x)ϕ(t, x) dx
and
d
dt
∫
RN
v(t, x)ϕ(t, x) dx =
∫
RN
v(t, x)∆ϕ(t, x) dx +
∫
RN
v(t, x)ϕt(t, x) dx
+
∫
RN
|u(t, x)|qϕ(t, x) dx +
∫
RN
tγw2(x)ϕ(t, x) dx.
Finally, integrating in time over [0, T ] and using the fact that supp(ϕ) ⊂ (0, T )×RN , one obtains that (u, v)
satisfies (3.1) and (3.2), i.e. (u, v) is a weak solution to (1.1)–(1.2). 
Proof of Theorem 1.3. (i) Suppose, on the contrary, that (u, v) is a global mild solution to (1.1)–(1.2). Then,
for all T ≫ 1, (u, v) ∈ C([0, T ], C0(RN ) × C0(RN )) solves (1.8). By Lemma 3.2, one deduces that (u, v)
solves (3.1)-(3.2), for all T ≫ 1 and any compactly supported test function ϕ ∈ C1([0, T ], C2(RN )) with
supp(ϕ) ⊂ (0, T )× RN .
We introduce the cut-off functions ξi ∈ C∞([0,∞)), i = 1, 2, satisfying
ξ1 ≥ 0, ξ1 6≡ 0, supp(ξ1) ⊂ (0, 1)
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and
0 ≤ ξ2 ≤ 1, ξ2 ≡ 1 in [0, 1], ξ2 ≡ 0 in [2,∞).
Next, for T ≫ 1, we take
(3.11) ϕ(t, x) = ϕ1(t)ϕ2(x), (t, x) ∈ [0, T ]× R
N ,
where
ϕ1(t) = ξ1
(
t
T
)ℓ
, 0 ≤ t ≤ T,
ϕ2(x) = ξ2
(
|x|2
T
)ℓ
, x ∈ RN
and ℓ ≫ 1. Clearly, ϕ ∈ C1([0, T ], C2(RN )) is a compactly supported function and supp(ϕ) ⊂ (0, T )× RN .
Hence, using (3.1) and (3.2), one obtains
(3.12)
∫
ΩT
|v|p(t, x)ϕ(t, x) dx dt +
∫
ΩT
tσw1(x)ϕ(t, x) dx dt
≤
∫
ΩT
|u(t, x)||∆ϕ(t, x)| dx dt +
∫
ΩT
|u(t, x)||ϕt(t, x)| dx dt
and
(3.13)
∫
ΩT
|u|q(t, x)ϕ(t, x) dx dt +
∫
ΩT
tγw2(x)ϕ(t, x) dx dt
≤
∫
ΩT
|v(t, x)||∆ϕ(t, x)| dx dt +
∫
ΩT
|v(t, x)||ϕt(t, x)| dx dt,
where ΩT = (0, T )× RN .
We claim that
(3.14)
∫
ΩT
tσw1(x)ϕ(t, x) dx dt ≥ C T
σ+1
∫
RN
w1(x) dx
and
(3.15)
∫
ΩT
tγw2(x)ϕ(t, x) dx dt ≥ C T
γ+1
∫
RN
w2(x) dx,
where we denote by C a positive constant (independent of T ), whose value may change from line to line.
Indeed, by (3.11), one has
(3.16)
∫
ΩT
tσw1(x)ϕ(t, x) dx dt =
(∫ T
0
tσξ1
(
t
T
)ℓ
dt
)(∫
RN
w1(x)ξ2
(
|x|2
T
)ℓ
dx
)
.
By the dominated convergence theorem and due to the fact that w1 ∈ L1(RN ), we get
lim
T→∞
∫
RN
w1(x)ξ2
(
|x|2
T
)ℓ
dx =
∫
RN
w1(x) dx > 0,
which implies, for sufficiently large T > 0, that
(3.17)
∫
RN
w1(x)ξ2
(
|x|2
T
)ℓ
dx ≥
1
2
∫
RN
w1(x) dx.
On the other hand, one has
(3.18)
∫ T
0
tσξ1
(
t
T
)ℓ
dt = T σ+1
∫ 1
0
sσξℓ1(s) ds.
Combining (3.16), (3.17) and (3.18), one obtains (3.14). Using the same argument, (3.15) follows.
10 AZ. FINO, M. JLELI, B. SAMET
Next, to estimate the right-hand sides of (3.12)–(3.13), we use Ho¨lder’s inequality to obtain
(3.19)
∫
ΩT
|u(t, x)||ϕt(t, x)| dx dt
≤
(∫
ΩT
|u(t, x)|qϕ(t, x) dx dt
) 1
q
(∫
ΩT
ϕ(t, x)
−1
q−1 |ϕt(t, x)|
q
q−1 dx dt
) q−1
q
and
(3.20)
∫
ΩT
|u(t, x)||∆ϕ(t, x)| dx dt
≤
(∫
ΩT
|u(t, x)|qϕ(t, x) dx dt
) 1
q
(∫
ΩT
ϕ(t, x)
−1
q−1 |∆ϕ(t, x)|
q
q−1 dx dt
) q−1
q
.
Similarly, one has
(3.21)
∫
ΩT
|v(t, x)||ϕt(t, x)| dx dt
≤
(∫
ΩT
|v(t, x)|pϕ(t, x) dx dt
) 1
p
(∫
ΩT
ϕ(t, x)
−1
p−1 |ϕt(t, x)|
p
p−1 dx dt
) p−1
p
and
(3.22)
∫
ΩT
|v(t, x)||∆ϕ(t, x)| dx dt
≤
(∫
ΩT
|v(t, x)|pϕ(t, x) dx dt
) 1
p
(∫
ΩT
ϕ(t, x)
−1
p−1 |∆ϕ(t, x)|
p
p−1 dx dt
) p−1
p
.
Hence, using (3.12), (3.14), (3.19) and (3.20), one deduces that
(3.23)
∫
ΩT
|v(t, x)|pϕ(t, x) dx dt + C T σ+1
∫
RN
w1(x) dx ≤
(∫
ΩT
|u(t, x)|qϕdxdt
) 1
q
A,
where
A = C
((∫
ΩT
ϕ(t, x)
−1
q−1 |ϕt(t, x)|
q
q−1 dx dt
) q−1
q
+
(∫
ΩT
ϕ(t, x)
−1
q−1 |∆ϕ(t, x)|
q
q−1 dx dt
) q−1
q
)
.
Similarly, using (3.13), (3.15), (3.21), (3.22), one obtains
(3.24)
∫
ΩT
|u(t, x)|qϕ(t, x) dx dt + C T γ+1
∫
RN
w2(x) dx ≤
(∫
ΩT
|v(t, x)|pϕdxdt
) 1
p
B,
where
B = C
((∫
ΩT
ϕ(t, x)
−1
p−1 |ϕt(t, x)|
p
p−1 dx dt
) p−1
p
+
(∫
ΩT
ϕ(t, x)
−1
p−1 |∆ϕ(t, x)|
p
p−1 dx dt
) p−1
p
)
.
Combining (3.23) with (3.24), it holds that
(3.25) I + T σ+1
∫
RN
w1(x) dx ≤ CI
1
pqB
1
qA
and
(3.26) J + T γ+1
∫
RN
w2(x) dx ≤ CJ
1
pqA
1
pB,
where
I =
∫
ΩT
|v(t, x)|pϕ(t, x) dx dt and J =
∫
ΩT
|u(t, x)|qϕ(t, x) dx dt.
Next, by Young’s inequality, one obtains
(3.27) CI
1
pqB
1
qA ≤
1
pq
I + CA
pq
pq−1B
p
pq−1 .
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Similarly,
(3.28) CJ
1
pqA
1
pB ≤
1
pq
J + CB
pq
pq−1A
q
pq−1 .
It follows from (3.25) and (3.27) that
(3.29) T σ+1
∫
RN
w1(x) dx ≤ CA
pq
pq−1B
p
pq−1 .
Similarly, using (3.26) and (3.28), one obtains
(3.30) T γ+1
∫
RN
w2(x) dx ≤ CB
pq
pq−1A
q
pq−1 .
On the other hand, using (3.11), for r > 1, one obtains∫
ΩT
ϕ(t, x)
−1
r−1 |ϕt(t, x)|
r
r−1 dx dt
=
(∫ T
0
ϕ1(t)
−1
r−1 |ϕ′1(t)|
r
r−1 dt
)(∫
RN
ϕ2(x) dx
)
=
∫ T
0
ξ1
(
t
T
) −ℓ
r−1
∣∣∣∣∣ ddt ξ1
(
t
T
)ℓ∣∣∣∣∣
r
r−1
dt
(∫
RN
ξ2
(
|x|2
T
)ℓ
dx
)
= CT
−1
r−1
(∫ 1
0
ξ1(s)
ℓ− r
r−1 |ξ′1(s)|
r
r−1 ds
)
T
N
2
(∫
RN
ξ2(|y|
2)ℓ dy
)
= CT
N
2 −
1
r−1 ,
which yields
(3.31)
(∫
ΩT
ϕ(t, x)
−1
r−1 |ϕt(t, x)|
r
r−1 dx dt
) r−1
r
= CT
N
2 (
r−1
r )−
1
r , r > 1.
Using similar calculations, one obtains
(3.32)
(∫
ΩT
ϕ(t, x)
−1
r−1 |∆ϕ(t, x)|
r
r−1 dx dt
) r−1
r
= CT
N
2 (
r−1
r )−
1
r , r > 1.
Taking r = q in (3.31)–(3.32), it holds
(3.33) A = CT
N
2 (
q−1
q )−
1
q .
Similarly, taking r = p in (3.31)–(3.32), it holds
(3.34) B = CT
N
2 (
p−1
p )−
1
p .
Next, (3.29), (3.33) and (3.34) yield
T σ+1
∫
RN
w1(x) dx ≤ CT
N
2 −
p+1
pq−1 ,
i.e.
(3.35)
∫
RN
w1(x) dx ≤ CT
θ1 ,
where
θ1 =
N
2
−
p(q + 1)
pq − 1
− σ.
Similarly, (3.30), (3.33) and (3.34) yield
(3.36)
∫
RN
w2(x) dx ≤ CT
θ2 ,
where
θ2 =
N
2
−
q(p+ 1)
pq − 1
− γ.
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Note that (1.9) is equivalent to θ1 < 0 or θ2 < 0. If θ1 < 0, passing to the limit as T → ∞ in (3.35), one
obtains
∫
RN
w1(x) dx ≤ 0. If θ2 < 0, passing to the limit as T →∞ in (3.36), one obtains
∫
RN
w2(x) dx ≤ 0.
Therefore, in both cases, one obtains a contradiction with the fact that
∫
RN
wi(x) dx > 0, i = 1, 2. This
completes the proof of part (i) of Theorem 1.3.
(ii) As in the proof of (i), we argue by contradiction by supposing that (u, v) is a global mild solution to
(1.1)–(1.2). Repeating the same calculations made previously using the test function (3.11) with
ϕ2(x) = ξ2
(
|x|2
R2
)ℓ
, x ∈ RN ,
where 1≪ R < T is a large positive constant independent on T , one obtains
(3.37)
∫
RN
w1(x) dx ≤ C
(
T−σ−
p(q+1)
pq−1 RN + T−σ−
p
pq−1RN−
2pq
pq−1 + T−σ−
pq
pq−1RN−
2p
pq−1 + T−σRN−
2pq
pq−1
)
and
(3.38)
∫
RN
w2(x) dx ≤ C
(
T−γ−
q(p+1)
pq−1 RN + T−γ−
q
pq−1RN−
2pq
pq−1 + T−σ−
pq
pq−1RN−
2q
pq−1 + T−γRN−
2pq
pq−1
)
.
If σ > 0, fixing R and passing to the limit as T → ∞ in (3.37), one obtains
∫
RN
w1(x) dx ≤ 0. Similarly,
if γ > 0, fixing R and passing to the limit as T → ∞ in (3.38), one obtains
∫
RN
w2(x) dx ≤ 0. Hence, in
both cases, one has a contradiction with the fact that
∫
RN
wi(x) dx > 0, i = 1, 2. This completes the proof
of Theorem 1.3. 
4. Global existence
In this section, we give the proof of the global existence result stated by Theorem 1.5. Jsut before, we
need some Lemmas.
Lemma 4.1. Let σ, γ ∈ (−1, 0) and p > 1. If
(4.1) N ≥
2[(pq − 1)(1 + γ) + q + 1]
pq − 1
and q > max
{γ
σ
, 1
}
,
then
(4.2) 2q[σ(pq − 1) + p+ 1]−N(pq − 1) < 0,
(4.3) 2q(p+ 1)− (N + 2q)(pq − 1) < 0
and
(4.4) 2q[γp(pq − 1) + p+ 1]−N(pq − 1) < 0.
Proof. Let
g(s) = 2q[σ(pq − 1) + p+ 1]− s(pq − 1), s ∈ R.
Since g′(s) = −(pq − 1) < 0, s ∈ R, one deduces that g is a decreasing function. Hence, from (4.1), it holds
that
2q[σ(pq − 1) + p+ 1]−N(pq − 1)
= g(N)
≤ g
(
2[(pq − 1)(1 + γ) + q + 1]
pq − 1
)
= 2(pq − 1)(qσ − γ) + 2(1− q)
< 0,
which proves (4.2). Inequalities (4.3) and (4.4) follow using a similar argument. 
Similarly, one has the
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Lemma 4.2. Let σ, γ ∈ (−1, 0) and q > 1. If
N ≥
2[(pq − 1)(1 + σ) + p+ 1]
pq − 1
and p > max
{
σ
γ
, 1
}
,
then
(4.5) 2p[γ(pq − 1) + q + 1]−N(pq − 1) < 0,
(4.6) 2p(q + 1)− (N + 2p)(pq − 1) < 0
and
(4.7) 2p[σq(pq − 1) + q + 1]−N(pq − 1) < 0.
Lemma 4.3. Let σ, γ ∈ (−1, 0). If (1.12)–(1.13) are satisfied, then there exist q1, q2 > 0 such that
max
{
1
qd2
,
1
k1
−
2
N
}
<
1
q1
< min
{
1
d1
,
1
q
}
,
max
{
1
pd1
,
1
k2
−
2
N
}
<
1
q2
< min
{
1
d2
,
1
p
}
,
(4.8)
and 
p
q2
−
1
q1
<
2
N
,
q
q1
−
1
q2
<
2
N
,
(4.9)
where ki, di, i = 1, 2, are defined by (1.10) and (1.11).
Proof. Let
α1 = max
{
1
qd2
,
1
k1
−
2
N
}
, α2 = min
{
1
d1
,
1
q
}
and
α3 = max
{
1
pd1
,
1
k2
−
2
N
}
, α4 = min
{
1
d2
,
1
p
}
.
First, we shall prove that 0 < α1 < α2 and 0 < α3 < α4. Since
1
qd2
> 0, then α1 > 0. As p, q > 1 and d2 > 1,
one deduces that 1
qd2
< α2. Moreover, σ < 0 implies that
1
k1
− 2
N
< 1
d1
. Furthermore, 1
k1
− 2
N
< 1
q
follows
from (4.2). This proves that 0 < α1 < α2. Similarly, since
1
pd1
> 0, then α3 > 0. As p, q > 1 and d1 > 1, one
can see that 1
pd1
< α4. Moreover, γ < 0 implies that
1
k2
− 2
N
< 1
d2
. Furthermore, 1
k2
− 2
N
< 1
p
follows from
(4.5). This proves that 0 < α3 < α4. Then
Λ :=
{
(a, b) ∈ R2 : 0 < α1 < a < α2, 0 < α3 < b < α4
}
6= ∅.
Next, we have to show that
(4.10) Λ ∩Φ 6= ∅,
where
Φ :=
{
(a, b) ∈ [0, 1]× [0, 1] : 0 < pb− a <
2
N
, 0 < qa− b <
2
N
}
.
Note that Λ is a rectangle in [0, 1] × [0, 1] with vertices (α1, α3), (α2, α3), (α2, α4), (α1, α4), while Φ is a
quadrilateral in [0, 1] × [0, 1] with vertices (0, 0), ( 2
qN
, 0), ( 1
d1
, 1
d2
), (0, 2
pN
). To prove (4.10), we have to
distinguish four cases.
• Case 1: (α2, α4) =
(
1
d1
, 1
d2
)
(see Figure 1). As the two vertices on the right of the two areas Λ and Φ are
the same, it is obvious that Λ ∩ Φ 6= ∅. Namely, one can take
Nα3 + 2
Nq
< a <
Nα1 + 2(p+ 1)
Npq
and
Nα1 + 2
Np
< b <
Nα3 + 2(q + 1)
Npq
.
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a
b
O 2
qN
q
a
−
b
=
2
/N
α2
2
pN
pb
−
a
=
2/
N
α4
α1
α3
Figure 1. The region Λ ∩ Φ (case 1)
• Case 2: α2 <
Nα4+2
Nq
and α4 <
Nα2+2
Np
. Graphically (see Figure 2), it is obvious that the two areas Λ and
Φ intersect at least for one point. Namely, we can find it analytically. For example, let (a, b) be such that
max
{
α1, pα4 −
2
N
}
< a < α2 and max
{
α3, qα2 −
2
N
}
< b < α4.
Then qa < qα2 and −b < −qα2 +
2
N
(resp. pb < pα4 and −a < −pα4 +
2
N
), which yield qa− b < 2
N
(resp.
pb− a < 2
N
).
a
b
O 2
qN
q
a
−
b
=
2
/N
d−11
2
pN
pb
−
a
=
2/
N
d−12
α1 α2
α3
α4
Nα4+2
Nq
Nα2+2
Np
Figure 2. The region Λ ∩ Φ (case 2)
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• Case 3: α2 ≥
Nα4+2
Nq
and α4 <
Nα2+2
Np
. By (4.6)–(4.7), one can check that α1 <
Nα4+2
Nq
. So graphically (see
Figure 3), one can see that Λ ∩Φ 6= ∅. Namely, one can take (a, b) such that
max
{
α1, pα4 −
2
N
}
< a <
Nb+ 2
Nq
and
max
{
α3, qmax
{
α1, pα4 −
2
N
}
−
2
N
}
< b < α4.
a
b
O 2
qN
qa
−
b
=
2/
N
d
−1
1
2
pN
pb
−
a
=
2/
N
d
−1
2
α1 α2
α3
α4
Nα4+2
Nq
Nα2+2
Np
Figure 3. The region Λ ∩ Φ (case 3)
• Case 4: α4 ≥
Nα2+2
Np
and α2 <
Nα4+2
Nq
. By (4.3)–(4.4), one can check that α3 <
Nα2+2
Np
. So graphically (see
Figure 4), one can see that Λ ∩Φ 6= ∅. Namely, one can take (a, b) such that
max
{
α1, pmax
{
α3, qα2 −
2
N
}
−
2
N
}
< a < α2
and
max
{
α3, qα2 −
2
N
}
< b <
Na+ 2
Np
.
Hence, in all cases, we proved that (4.10) holds. This completes the proof of Lemma 4.3. 
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a
b
O 2
qN
qa
−
b
=
2/
N
d−11
2
pN
pb
−
a
=
2/
N
d−12
α1 α2
α3
α4
Nα2+2
Np
α4N+2
Nq
Figure 4. The region Λ ∩ Φ (case 4)
Now, we are ready to prove the global existence.
Proof of Theorem 1.5. Let q1, q2 > 0 be two constants satisfying (4.8)–(4.9). Note that by Lemma 4.3, such
constants exist. It follows that
(4.11) q1 > q, q1 > d1 > k1 ≥ 1 and q2 > p, q2 > d2 > k2 ≥ 1.
Let
β1 =
N
2
(
1
d1
−
1
q1
)
, β2 =
N
2
(
1
d2
−
1
q2
)
,
β3 =
N
2
(
p
q2
−
1
q1
)
, β4 =
N
2
(
q
q1
−
1
q2
)
and
β5 =
N
2
(
1
k1
−
1
q1
)
, β6 =
N
2
(
1
k2
−
1
q2
)
.
From (4.8)–(4.9), one can easily see that
(4.12) 0 < βi (i = 1, 2), 0 < βi < 1 (3 ≤ i ≤ 6), β1q < 1 and β2p < 1.
Moreover, one has
(4.13) β1 + σ − β5 + 1 = β2 + σ − β6 + 1 = β1 − β3 − β2p+ 1 = β2 − β4 − β1q + 1 = 0.
As u0 ∈ L
d1 and v0 ∈ L
d2 , using (2.1), we get
sup
t>0
tβ1‖S(t)u0‖Lq1 ≤ C‖u0‖Ld1 = η1 <∞,
sup
t>0
tβ2‖S(t)v0‖Lq2 ≤ C‖v0‖Ld2 = η2 <∞.
(4.14)
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Set
(4.15) Ξ =
{
U = (u, v) ∈ L∞
(
(0,∞), Lq1(RN )× Lq2(RN )
)
: ess sup
t>0
(
tβ1‖u(t)‖Lq1 + t
β2‖v(t)‖Lq2
)
≤ k
}
,
where k > 0 is to be chosen sufficiently small. We endow Ξ with the metric
dΞ(U, V ) = ess sup
t>0
{
tβ1‖u1(t)− v1(t)‖Lq1 + t
β2‖u2(t)− v2(t)‖Lq2
}
,
for all U = (u1, u2), V = (v1, v2) ∈ Ξ. Then (Ξ, dΞ) is a complete metric space. Let
Θ(U) = (Θ1(U),Θ2(U)), U ∈ Ξ,
where
Θ1(U)(t) = S(t)u0 +
∫ t
0
S(t− s)|v(s)|p ds+
∫ t
0
sσS(t− s)w1 ds.
Θ2(U)(t) = S(t)v0 +
∫ t
0
S(t− s)|u(s)|q ds+
∫ t
0
sσS(t− s)w2 ds,
for t ≥ 0, a.e. By (2.1), (4.11), (4.12), (4.13), (4.14) and (4.15), one has
tβ1‖Θ1(U)(t)‖Lq1 ≤ η1 + Ct
β1
∫ t
0
(t− s)−β3‖v(s)‖pLq2 ds+ Ct
β1
∫ t
0
sσ(t− s)−β5‖w1‖Lk1 ds
= η1 + Ct
β1
∫ t
0
(t− s)−β3‖v(s)‖pLq2 ds+ Ct
β1+σ−β5+1‖w1‖Lk1
≤ η1 + Ck
ptβ1
∫ t
0
(t− s)−β3s−β2p ds+ C‖w1‖Lk1
= η1 + Ck
ptβ1−β3−β2p+1 + C‖w1‖Lk1
= η1 + Ck
p + C‖w1‖Lk1
and
tβ2‖Θ2(U)(t)‖Lq2 ≤ η2 + Ct
β2
∫ t
0
(t− s)−β4‖u(s)‖qLq1 ds+ Ct
β2
∫ t
0
sσ(t− s)−β6‖w2‖Lk2 ds
= η2 + Ct
β2
∫ t
0
(t− s)−β4‖u(s)‖qLq1 ds+ Ct
β2+σ−β6+1‖w2‖Lk2
≤ η2 + Ck
qtβ2
∫ t
0
(t− s)−β4s−β1q ds+ C‖w2‖Lk2
= η2 + Ck
qtβ2−β4−β1q+1 + C‖w2‖Lk2
= η2 + Ck
q + C‖w2‖Lk2 .
By choosing k > 0 small enough and using the fact that the initial data and forcing terms are sufficiently
small, we deduce that
tβ1‖Φ1(U)(t)‖Lq1 + t
β2‖Φ2(U)(t)‖Lq2 ≤ η1 + η2 + C‖w1‖Lk1 + C‖w2‖Lk2 + C(k
p + kq) ≤ k,
which yields
Θ(Ξ) ⊂ Ξ.
Similar calculations show that Θ : Ξ → Ξ is a contraction, so it has a fixed point
U = (u, v) ∈ L∞
(
(0,∞), Lq1(RN )× Lq2(RN )
)
, which is a global solution to (1.8).
Now, we shall prove that
(4.16) U ∈ C([0,∞), C0(R
N )× C0(R
N )).
First, let us show that for T > 0 small enough, one has U ∈ C([0, T ], C0(RN ) × C0(RN )). Indeed, for any
T > 0 (small enough), one observes that the above argument yields uniqueness in
ΞT =
{
U = (u, v) ∈ L∞((0, T ), Lq1(RN )× Lq2(RN )) : ess sup
0<t<T
(
tβ1‖u(t)‖Lq1 + t
β2‖v(t)‖Lq2
)
≤ k
}
.
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Let U˜ = (u˜, v˜) be the local mild solution to (1.1)–(1.2) constructed in Theorem 1.2. Since
(u0, v0) ∈ (C0(R
N )× C0(R
N )) ∩ (Ld1(RN )× Ld2(RN )), qi > di, i = 1, 2,
one deduces that (u0, v0) ∈ Lq1(RN )× Lq2(RN ). Hence, by assertion (iii) of Theorem 1.2, it holds that
U˜ ∈ C
(
[0, Tmax), L
q1(RN )× Lq2(RN )
)
∩ C
(
[0, Tmax), C0(R
N )× C0(R
N )
)
.
It follows that sup
0<t<T
(
tβ1‖u˜(t)‖Lq1 + t
β2‖v˜(t)‖Lq2
)
≤ k if T > 0 is sufficiently small. Therefore, by uniqueness,
one obtains U = U˜ on [0, T ], so that
(4.17) U ∈ C([0, T ], C0(R
N )× C0(R
N )).
Next, using a bootstrap argument, we shall show that U ∈ C([T,∞), C0(RN )×C0(RN )). Indeed, for t > T ,
we write
u(t)− S(t)u0 −
∫ t
0
sσS(t− s)w1 ds =
∫ T
0
S(t− s)|v(s)|p(s) ds+
∫ t
T
S(t− s)|v(s)|p(s) ds
=: I1(t) + I2(t)
and
v(t)− S(t)v0 −
∫ t
0
sγS(t− s)w2 ds =
∫ T
0
S(t− s)|u(s)|q(s) ds+
∫ t
T
S(t− s)|u(s)|q(s) ds
=: J1(t) + J2(t).
On the other hand, from (4.17), one has I1, J1 ∈ C([T,∞), C0(RN )). Also, by the calculations used to
construct the fixed point, using the fact that t−βi ≤ T−βi <∞ and qi > ki, i = 1, 2, it follows that
I1 ∈ C([T,∞), C0(RN )× Lq1(RN )),
J1 ∈ C([T,∞), C0(R
N )× Lq2(RN ))
(4.18)
and 
∫ t
0
sσS(t− s)w1 ds ∈ C([T,∞), C0(R
N ) ∩ Lq1(RN )),
∫ t
0
sγS(t− s)w2 ds ∈ C([T,∞), C0(R
N ) ∩ Lq2(RN )).
(4.19)
Next, (4.9) implies that
q1 <
Nq2
Np− 2q2
and q2 <
Nq1
Nq − 2q1
.
Therefore, there exist ri ∈ (qi,∞], i = 1, 2, such that
N
2
(
p
q2
−
1
r1
)
< 1 and
N
2
(
q
q1
−
1
r2
)
< 1.
Then, for T˜ > T , using (2.1) and the fact that |u|q ∈ L∞((T, T˜ ), L
q1
q (RN )) and |v|p ∈ L∞((T, T˜ ), L
q2
p (RN )),
we deduce that I2 ∈ C([T,∞), Lr1(RN )) and J2 ∈ C([T,∞), Lr2(RN )). By (4.18)–(4.19), and the fact that
S(t)u0 ∈ C([T,∞), C0(R
N )) ∩C([T,∞), Lq1(RN )),
S(t)v0 ∈ C([T,∞), C0(RN )) ∩ C([T,∞), Lq2(RN )),
we infer that U ∈ C([T,∞), Lr1(RN ) × Lr2(RN )). Iterating this procedure a finite number of times, one
deduces that
(4.20) U ∈ C([T,∞), C0(R
N )× C0(R
N )).
Hence, (4.16) follows from (4.17) and (4.20). This completes the proof of Theorem 1.5. 
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