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FREE ANALYSIS QUESTIONS II:
THE GRASSMANNIAN COMPLETION AND
THE SERIES EXPANSIONS AT THE ORIGIN
DAN-VIRGIL VOICULESCU
Abstract. The fully matricial generalization in part I, of the dif-
ference quotient derivation on holomorphic functions, in which C
is replaced by a Banach algebra B, is extended from the affine
case to a Grassmannian completion. The infinitesimal bialgebra
duality, the duality transform generalizing the Stieltjes transform
and the spectral theory with non-commuting scalars all extend to
this completion. The series expansions of fully matricial analytic
functions are characterized, providing a new way to generate fully
matricial functions.
1. Introduction
In our first paper in this series [16], we produced a fully matricial ob-
ject which generalizes from the complex numbers C to a unital Banach
algebra B the structure on C in which on each open subset of C we are
given the bialgebra of scalar analytic functions with the comultiplica-
tion defined by the difference quotient derivation. One main theme of
the present paper can be described as the extension of the construction
from the affine line to the Riemann sphere. This means that with C
replaced by B, we will exhibit a fully matricial object generalizing the
Riemann sphere and the bialgebras of analytic functions on open sets
with respect to the difference quotient. This will be achieved by tying
together certain Grassmannians for the matrices Mn(B).
Among the other main questions we study are the series expansions
at the origin for fully matricial functions. Using our results on the series
expansions we are able to clarify the structure of fully matricial analytic
functions. For the bounded functions in the matricial analogue of the
disk we show that the non-commutative H∞-spaces which arise are
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connected to certain non-self-adjoint algebras in full free product C∗-
algebras (Mk∗CC(T) in case B = Mk and the full free group C
∗-algebra
in case B = Cn). A further feature of these matricial holomorphic
functions is that they naturally have a large N limit which lives in
certain non-self-adjoint subalgebras of free group II1-factors.
There are several reasons for passing to the Grassmannian comple-
tion. One reason is the duality transform for the coalgebra of the free
difference quotient ([16] see also [15]). We used only a part of the
corepresentations (i.e., group-like elements) which arise from general-
ized matricial resolvents. Clearly, this means the matricial analytic
functions of the duality transform have analytic extensions to a larger
natural domain of definition and we should try to find these extensions.
Another motivation is provided by spectral theory. Duality for the
free difference quotient can be viewed as an extension of the spectral
analysis of an operator from the case of complex scalars C to the case of
an algebra B of scalars which may not commute with the operator. To
handle the behavior at infinity of the generalized resolvents it is natural
to use the Grassmannian. This is also convenient for dealing with
unbounded self-adjoint operators. Note that similar motives underlie
the use of Grassmannians in operator theory problems of electrical
engineering (see [6]).
The point at infinity of the Grassmannian completion is also well
suited for dealing with the fully matricial version of the operator-valued
R-transform ([13]). The result on the series expansion when applied
to this fully matricial R-transform yields a noncommutative series R-
transform, which in view of formal analogies coincides with the unsym-
metrized R-transform of [5] (where also the relation to free comulants
[10] is discussed).
A central result of our paper, the proof of which is scattered through
several sections, can be stated roughly as follows.
Fact. If B is a unital complex Banach algebra and Ω a fully matri-
cial B-set of the Grassmannian, then the fully matricial scalar analytic
functions A(Ω) form a “topological” infinitesimal bialgebra ([8], [1]) (or
GDQ ring in the terminology which we used in [15], [16]) (A(Ω), µ, ∂˜)
with multiplication µ : A(Ω; Ω)→ A(Ω) and comultiplication-derivation
∂˜ : A(Ω) → A(Ω; Ω) and with coassociativity requirements stated in
terms of A(Ω; Ω; Ω). Moreover, there is a coderivation Λ : A(Ω) →
A(Ω) with respect to ∂˜ such that Λ − id is a derivation of A(Ω). If
B is a Banach algebra with involution and Ω = Ω∗, then there is an
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involution on A(Ω), compatible with (A(Ω), µ, ∂˜,Λ) (that is, satisfying
the “topological” version of Definition 5.1 of [15]).
For the precise definitions of certain terms in the previous statement,
it is necessary to read the paper beyond the introduction. Note also,
that the fully matricial affine space, to which the considerations in [16]
were restricted, is an open subset of the Grassmannian. In case B = C,
∂˜ is the difference quotient (z1−z2)
−1(f(z1)−f(z2)) acting on analytic
functions on an open subset of the Riemann sphere. The difference
quotient ∂˜ is not invariant under automorphisms of P1(C) and there is
a certain vanishing of ∂˜f at infinity.
Another main result is the extension of the duality transform to the
Grassmannian context. Part of this can also be seen as the extension of
the related non-commutative spectral theory, with particular emphasis
on the cases of unitary and self-adjoint operators. While the properties
of the duality transform relative to an operator, or graph of operator,
and an “algebra of scalars” depend on whether certain technical con-
ditions are satisfied, we show in the unitary and self-adjoint cases that
one can always pass to the universal such operators which satisfy these
requirements and use the corresponding universal duality transforms.
We have also included in this second paper new results in the affine
context, like the sub-bialgebra of polynomial functions on the fully ma-
tricial affine space. This clarifies the action of the generalized difference
quotient and underlies the series expansions at the origin and the be-
ginnings of a corresponding study of functions in the analogue of the
disk.
It is not clear whether the non-commutative H∞-spaces which we en-
counter here can benefit from the recent progress on the non-commutative
H∞-spaces arising from generalizations of the shift operator and of Fock
spaces (see for instance [9] and the references therein).
There is a certain peculiarity of the Grassmannian completion that
should be pointed out. In the affine framework of the preceding paper
([16]), for most purposes it was sufficient to assume that B is just a
Banach space with a distinguished unit vector and sometimes to add
to this a conjugate-linear involution. The Grassmannian completion
uses the fact that B is an algebra, that is that there is a multiplica-
tion operation. It is conceivable that while the multiplication may be
necessary, its associativity could be relaxed.
The paper has seventeen sections, including the introduction and
there are also two Appendices. Some preliminaries from [16] are briefly
recalled in section 2, but we could only cover a part of the instances
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where it is necessary to go back to [16]. Section 3 introduces the fully
matricial Grassmannian and its fully matricial sets and fully matricial
functions. Grassmannian resolvents and resolvent sets are the subject
of section 4. The long section 5 is devoted to the definition of the gen-
eralization of the difference quotient derivation to the fully matricial
B-Grassmannian and to checking its basic properties. Section 6 is also
one of the longer sections of the paper and deals with the Grassman-
nian resolvent equation and duality transform. The important algebras
LR(pi;B) of coefficients of Grassmannian resolvents are also introduced
in section 6. The polynomial bialgebra on the fully matricial affine
space and some basic remarks about the fully matricial affine space are
the subject of section 7. We then return to the Grassmannian in sec-
tion 8 and we define the coderivation Λ and check its properties with
respect to the bialgebra structure and duality transform. In section 9
we turn to the involution on the Grassmannian and to its properties
with respect to the bialgebra structure and duality transform. (This
is an instance when the arguments in the affine case are substantially
shorter.) We take up dual positivity and duality transforms of positive
functionals in the Grassmannian context in section 10. The gener-
alizations to our context of certain spectrally important sets such as
half-planes and the unit ball leads to stably matricial sets, which are
more general than fully matricial sets, and to which we devote sec-
tion 11. We also introduce in section 11 the mixed unit balls and the
mixed half-planes, which are always present in the fully matricial resol-
vents of unitary and respectively of hermitian elements in addition to
the usual unit ball and upper and lower half-planes. We conclude sec-
tion 11 with results about the use of stably matricial sets for obtaining
fully matricial inverse function results. Section 12 collects some further
remarks on the duality transforms for unitary and hermitian elements
and introduces the universal unitary and hermitian Grassmmannian
elements. We show that certain technical assumptions for the dual-
ity transform appearing in previous sections hold in the universal case.
Section 13 establishes the form of the series expansions at the origin for
fully matricial analytic functions and their behavior under composition
of such functions. We should mention that using automorphisms of the
fully matricial Grassmannian this also can be used for instance for the
series expansions for the point at infinity or for “B-points of the affine
space” that is for fully matricial sets ({b ⊗ In})n∈N. In section 14 we
find the analogue in case B = Mk for the formulae connecting Fourier
coefficients of boundary values on the circle to coefficients of the Taylor
series at the origin. The analogue of the integrations on the circle is
here the limit of the integrations over the unitary groups U(MN(Mk)).
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We also show that the analogue of the H∞-algebra in this case is re-
lated to a subalgebra of the full free product Mk ∗CC(T). In section 15
we use the results of the preceding section to show in the case B = Mk
the existence of a large N limit of the functions which are in the ana-
logue of H∞ of the unit disk. The large N limit is in a non-self-adjoint
subalgebra of a II1-factor. Section 16 deals with the analogues in case
B = Ck of the results of sections 14 and 15. Here the related C∗-
algebra is the full C∗-algebra of a free group C∗(Fk) and the related
von Neumann algebra is the free group factor L(Fk). In section 17, we
give a construction of pathological fully matricial analytic functions in
the absence of boundedness conditions.
For a better perspective we give in Appendix I the classical case
of the difference quotient bialgebra duality on the Riemann sphere.
Checking the duality relations amounts to familiar applications of the
Cauchy integral formula. In a second appendix (Appendix II) we briefly
explain how the B-valued R-transform ([13]) gives rise naturally to a
fully matricial R-transform and this in turn to a noncommutative series
R-transform which is precisely the unsymmetrized R-transform of [5].
In this way all B-moments, not only the symmetric ones, are encoded
in a generalization of the analytic R-transform.
2. Preliminaries
2.1. Let E be a complex Banach algebra with 1 and 1 ∈ B ⊂ E a
Banach subalgebra and let X ∈ E. The Banach algebra B will play
the role of “scalars” in the spectral analysis of X . Note that X and B
do not commute in general. Also for the considerations in this section
we could have replaced B by a Banach subspace U , 1 ∈ U ⊂ E. Later
on we will be especially interested in the case where E = B(H) is the
algebra of bounded operators on a Hilbert space H, B a C∗-subalgebra
of E and X is a self-adjoint operator. The material in this section
(with slight adaptations) is from [16].
2.2. The n × n matrices with entries in B, denoted Mn(B) can be
identified with Mn ⊗ B, where Mn is short for Mn(C) and the tensor
product is over C. Then In ⊗ X ∈ Mn ⊗ E ≃ Mn(E) is the diago-
nal matrix with diagonal entries equal X , which we will also denote
sometimes by X ⊕ · · · ⊕X︸ ︷︷ ︸
n
.
For each n ≥ 1, the n-th B-resolvent set of X , is the set
ρn(X ;B) = {β ∈Mn(B) | In ⊗X − β invertible}.
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The sequence of sets ρ(X ;B) = (ρn(X ;B))n∈N will be called the full
B-resolvent set of X .
2.3. The full B-resolvent set of X is an example of a fully matricial
B-set. More generally, if U is a Banach space over C, a fully matricial
U-set Ω is a sequence Ω = (Ωn)n∈N, Ωn ⊂ Mn(U) so that Ωm+n ∩
(Mm(U)⊕Mn(U)) = Ωm ⊕ Ωn and
(AdS ⊗ IU)(Ωn) = Ωn
if S ∈ GL(n;C) ⊂Mn(C). Here AdS denotes the inner automorphism
T  STS−1 of Mn and IU is the identity operator on U .
2.4. On each set ρn(X ;B) there is an analytic function
Rn(X ;B) : ρn(X ;B)→Mn(E)
defined by
Rn(X ;B)(β) = (In ⊗X − β)
−1.
The sequence R(X ;B) = (Rn(X ;B))n∈N is called the full B-resolvent
of X .
2.5. The full B-resolvent of X is an example of a fully matricial E-
valued function. More generally if Ω = (Ωn)n∈N is a fully matricial
U-set and V is another Banach space, then a fully matricial V-valued
function on Ω is a sequence f = (fm)n∈N where
fn : Ωn →Mn(V)
and
fm+n | Ωm ⊕ Ωn = fm ⊕ fn
and
(AdS ⊗ Iv) ◦ fn = fn ◦ (AdS ⊗ In)|Ωn,
when S ∈ GL(n;C).
3. The Grassmannian completion
3.1. For the affine theory it is sufficient to consider fully matricial
functions and sets with respect to a Banach space with a specified
non-zero element.
To construct the Grassmannian completion the Banach space must
be upgraded to a Banach algebra over C with unit.
Throughout this section B is a Banach algebra over C with unit
1 ∈ B. The Grassmannian Grn(B) is defined to be the set
GL2(Mn(B))/λ˜n
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where (
a b
c d
)
λ˜n
(
a′ b′
c′ d′
)
if there is t ∈ GL1(Mn(B)) so that bt = b
′, dt = d′. We may describe
alternatively Grn(B) as the set of rightMn(B) submodules ofMn(B)⊕
Mn(B) which are isomorphic to Mn(B) and have a complement of the
same kind. The submodule corresponding to
(
a b
c d
)/
λ˜n is then{(
bξ
dξ
)
∈Mn(B)⊕Mn(B) | ξ ∈Mn(B)
}
.
Note also that the equivalence relation ρ˜n on GL2(Mn(B))(
a b
c d
)
ρ˜n
(
a′ b′
c′ d′
)
if at = a′, ct = c′ for some t ∈ GL1(Mn(B)), provides an alternative
realization of Grn(B).
3.2. If
pij =
(
aj bj
cj dj
)/
λ˜nj ∈ Grnj (B)
j = 1, 2, we define
pi1 ⊕ pi2 =
(
a1 ⊕ a2 b1 ⊕ b2
c1 ⊕ c2 d1 ⊕ d2
)/
˜λ(n1 + n2) ∈ Grn1+n2(B).
Also if
pi =
(
a b
c d
)/
λ˜n ∈ Grn(B)
and g ∈ GL2(Mn(B)) we see that gpi =
(
g
(
a b
c d
))/
λn is well-
defined (i.e., depends only on g and pi). We will use extensively the
action of GL1(Mn(C)) (≃ GLn(C)), denoted s · pi where
s · pi =
(
s 0
0 s
)
pi
and (
s 0
0 s
)
∈ GL2(Mn(C)) ⊂ GL2(Mn(B)).
Clearly
s · pi =
(
sa sb
sc sd
)/
λ˜n =
(
sas−1 sbs−1
scs−1 sds−1
)/
λ˜n.
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3.3. By definition a fully matricial B-set of the Grassmannian is a
sequence of sets Ω = (Ωn)n∈N where Ωn ⊂ Grn(B) and the following
two conditions are satisfied:
(i) Ωm+n ∩ (Grm(B)⊕Grn(B)) = Ωm ⊕ Ωn
(ii) s · Ωn = Ωn if s ∈ GL(n;C) (= GL1(Mn(C))).
3.4. If Ω = (Ωn)n∈N is a fully matricial B-set of the Grassmannian and
U is a Banach space over C, then a fully matricial U-valued function
on Ω is a hierarchy of functions f = (fn)n∈N where fn : Ωn → Mn(U)
are such that:
(i) fn1+n2(pi1 ⊕ pi2) = fn1(pi1)⊕ fn2(pi2).
(ii) fn(s · pi) = sfn(pi)s
−1 if s ∈ GL(n;C).
3.5. We can also define if A,B are unital Banach algebras and if Ω,Θ
are fully matricial A and respectively B sets of the Grassmannian,
fully matricial maps F : Ω → Θ as sequences (Fn)n≥1 Fn : Ωn → Θn
satisfying Fn1+n2(pi1⊕pi2) = Fn1(pi1)⊕Fn2(pi2) and Fn(s ·pi) = s ·Fn(pi)
(s ∈ GL(n,C)).
3.6. To emphasize the distinction between fully matricial B-sets of the
Grassmannian and fully matricial B-sets we will sometimes refer to the
latter as affine fully matricial B-sets.
3.7. The Grassmannian Grn(B) is naturally a Banachic complex an-
alytic manifold, so that a map defined on an open set ω of Grn(B) is
analytic iff it is analytic when composed with the surjection
p−1n (ω)→ ω
where pn is the surjection
GL2(Mn(B)→ Grn(B).
This can be checked along standard lines using charts{((
a b
c d
)(
1 f
0 1
))/
λ˜n | f ∈Mn(B), ‖f‖ < ε
}
for suitably small ε > 0 (a reference for analytic functions on Banach
space is [7]).
Remark that the largest affine fully matricial B-set (Mn(B))n∈N can
be identified with a fully matricial B-set of the Grassmannian Ω =
(Ωn)n∈N where
Ωn =
{(
1 f
0 1
)/
λ˜n ∈ Grn(B) | f ∈Mn(B)
}
.
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We will call Ωn the affine part of Grn(B). This identification also turns
every affine fully matricial B-set into a fully matricial B-set of the
Grassmannian. Fully matricial analytic maps of open affine matricial
B-sets then become analytic fully matricial maps of the fully matricial
B-set of the Grassmannian.
3.8. Note also, in a converse direction, that Ω = (Ωn)n∈N is a fully
matricial B-set of the Grassmannian iff p−1(Ω) = (p−1n (Ωn))n∈N is an
affine fully matricialM2(B)-set. Here p
−1(Ω) is identified with a subset
of (GLn(M2(B)))n∈N via the appropriate identifications
GLn(M2(B)) ≃ GL2(Mn(B)).
3.9. Note that for K-theory reasons for instance Grn(B) may not be
connected and thus Ωn the affine part of Grn(B) not only will not be
dense in Grn(B) in this case, but even more it will not even be a set of
uniqueness for analytic functions (consider for instance functions which
are constant on the connected components). This occurs if for instance
there is u ∈ GL(2;B) such that [u] its K1-class is not in the subgroup
{[v] ∈ K1(B) | v ∈ GL(1;B)}. Indeed, since Gr2(B) = GL(2;B)/T
where T =
{(
a 0
b d
)
∈ GL(2;B) | a, d ∈ GL(1, B)
}
we will have that
u/λ˜2 is not in the connected component of
(
0 1
1 0
)/
λ˜2 in Gr2(B).
Note also that if
(
a b
c d
)
∈ GL(2;B) is such that b is a nonunitary
isometry, then
(
a b
c d
)/
λ˜2 will not be in the closure of the affine
part of Gr2(B). If in B the invertible elements are dense (i.e., B has
topological stable rank 1), then the affine part of Grn(B) is dense in
Grn(B).
3.10. Let B1, . . . , Bp be unital Banach algebras over C. A fully mul-
timatricial (B1, . . . , Bp))-set of the Grassmannians is a family of sets
Ω = (Ωn1,...,np)(n1,...,np)∈Np where
Ωn1,...,np ⊂ Grn1(B1)× . . .×Grnp(Bp)
and for each 1 ≤ j ≤ p and pik ∈ Grnk(Bk) k ∈ {1, . . . , jˆ, . . . , p},
(Ωn1,...,nj−1,n,nj+1,...,np∩({(pi1, . . . , pij−1)}×Grn(Bj)×{(pij+1, . . . , pip)}))n∈N
is a fully matricial Bj-set of the Grassmannian. A fully multimatricial
U-valued function on Ω is a family of functions f = (fn1,...,np)(n1,...,np)∈Np
where fn1,...,np : Ωn1,...,np → Mn1 ⊗ · · · ⊗Mnp ⊗ U and for each fixed
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n1, . . . , nj−1, nj+1, . . . , np and pik as above fn1,...,nj−1,n,nj+1,...,np gives rise
to a fully matricial
Mn1 ⊗ · · · ⊗Mnj−1 ⊗Mnj+1 ⊗ · · · ⊗Mnp ⊗ U
valued functions on
(Ωn1,...,nj−1,n,nj+1,...,np∩({(pi1, . . . , pij−1)}×Grn(Bj)×{(pij+1, . . . , pip)}))n∈N.
4. Grassmannian resolvents and resolvent sets
4.1. Let E be a complex Banach algebra with 1 an 1 ∈ B ⊂ E a Ba-
nach subalgebra. Let further pi =
(
a b
c d
)/
λ˜1 ∈ Gr1(E). We define
the n-th Grassmannian B-resolvent set of pi to be the set ρ˜n(pi;B) =
{σ ∈ Grn(B) | σ is a complement of pi ⊕ · · · ⊕ pi︸ ︷︷ ︸
n-times
}. If σ =
(
α β
γ δ
)/
λ˜n
where α, β, γ, δ ∈Mn(B), then σ ∈ ρ˜n(pi;B) is equivalent to requiring
that 
β
b O
. . .
O b
δ
d O
. . .
O d

∈ GL(2n;E).
It is easily seen that ρ˜(pi;B) = (ρ˜n(pi;B))n∈N is a fully matricial
B-set of the Grassmannian. The direct sum property is obvious and
the similarity property follows from the fact that s · (pi ⊕ · · · ⊕ pi︸ ︷︷ ︸
n
) =
pi ⊕ · · · ⊕ pi︸ ︷︷ ︸
n
if s ∈ GL(n;C) and σ is a complement of pi ⊕ · · · ⊕ pi︸ ︷︷ ︸
n
iff
s · σ is a complement of s · (pi ⊕ · · · ⊕ pi). We shall call ρ˜(pi;B) the full
Grassmannian B-resolvent of pi.
4.2. On ρ˜n(pi;B) we define theMn(E)-valued analytic function R˜n(pi;B).
If σ ∈ ρ˜n(pi;B) and pi are like in the preceding subsection, let ζ ∈
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Mn(E) be so that 
b O
. . .
O b
β
d O
. . .
O d
δ

−1
=
(
∗ ∗
∗ ζ
)
,
Then we define R˜n(pi;B)(σ) = βζ. If τ ∈ GL1(Mn(B)), t ∈ GL1(E),
then replacing β, δ, b, d by βτ, δτ, bt, dt will lead to replacing ζ by τ−1ζ .
Since βζ = (βτ)(τ−1ζ) we see that R˜n(pi;B)(σ) is well-defined. We will
call R˜n(pi;B) the n-th Grassmannian B-resolvent of pi and R˜(pi;B) =
(R˜n(pi;B))n∈N the full Grassmannnian B-resolvent of pi. It is easy to
check that R˜(pi;B) is a fully matricial E-valued analytic function on
ρ˜(pi;B).
4.3. As a first step toward fitting the “affine” resolvents into this
framework, we shall see what happens if pi is the graph of an element
Y ∈ E, that is, if
pi =
(
O 1
1 Y
)/
λ˜1 ∈ Gr1(E).
Remark that in this case
pi ⊕ · · · ⊕ pi =
(
O In ⊗ 1
In ⊗ 1 In ⊗ Y
)/
λ˜n.
We shall denote the corresponding resolvents and resolvent sets with
pi replaced by Y and call them Grassmannian resolvents of Y , so that
ρ˜n(Y ;B) is the n-th Grassmannian resolvent set of Y for instance.
Lemma. We have (
α β
γ δ
)/
λ˜n ∈ ρ˜n(Y ;B)
iff δ − (In ⊗ Y )β is invertible.
Moreover, then
R˜n(Y ;B)
((
α β
γ δ
)/
λ˜n
)
= β(δ − (In ⊗ Y )β)
−1.
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Proof. The iff part follows from(
In ⊗ 1 β
In ⊗ Y δ
)
=
(
In ⊗ 1 0
In ⊗ Y δ − (In ⊗ Y )β
)(
In ⊗ 1 β
0 In ⊗ 1
)
.
The factorization also implies(
In ⊗ 1 β
In ⊗ Y δ
)−1
=
(
∗ ∗
∗ (δ − (In ⊗ Y )β)
−1
)
.

4.4. If σ =
(
α In ⊗ 1
γ δ
)/
λ˜n ∈ ρ˜n(Y ;B) then R˜n(Y ;B)(σ) = (δ −
In ⊗ Y )
−1 and δ ∈ ρn(Y ;B) (the affine n-th resolvent). Thus the
Grassmannian resolvent set and resolvent extend the affine ones.
4.5. Transversality. We will say that pi =
(
a b
c d
)/
λ˜n and pi′ =(
a′ b′
c′ d′
)/
λ˜n in Grn(B) are transversal if
(
b′ b
d′ d
)
is invertible. It is
easily seen that the relation is symmetric and well-defined (i.e., depends
only on the equivalence classes/λ˜n). Clearly, in terms of transversality,
if θ ∈ Gr1(E) and σ ∈ Grn(B) then σ ∈ ρ˜n(θ;B) means precisely that
σ and θ ⊕ · · · ⊕ θ are transversal. We will frequently use in this paper
the following rather obvious fact.
Lemma. Let pi, pi′ ∈ Grn(B) and g ∈ GL2(Mn(B)). Then pi, pi
′ are
transversal iff gpi and gpi′ are transversal.
Corollary. Let γ ∈ GL2(B), g = In ⊗ γ ∈ GL2(Mn(B)) and pi ∈
Gr1(E). Then we have ρ˜n(γpi;B) = gρ˜n(pi;B).
5. The derivation ∂˜ on fully matricial functions of the
Grassmannian
5.1. Let Ω be a fully matricial open B-set of the Grassmannian. We
shall denote by A(Ω) the algebra of C-valued (that is scalar) fully
matricial analytic functions on Ω, under pointwise multiplication of
the matricial values. More generally we get an algebra A(Ω) for a fully
multimatricial (B1, . . . , Bp)-set of the Grassmannians. In particular, if
Ω is a fully matricial open B-set of the Grassmannian, then Ω×Ω is a
fully multimatricial (B,B)-set and we shall denote the corresponding
algebra by A(Ω; Ω). More generally we have algebras A(Ω; . . . ; Ω).
This extends the construction in the affine case [16]. The aim of this
section will be to extend the construction of the derivation ∂ from the
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affine case to a derivation ∂˜ in the Grassmannian framework. Like in
the affine case the construction rests on two technical lemmas.
5.2. Lemma. Let Ω = (Ωn)n∈N be an open fully matricial B-set of the
Grassmannian and let(
aj bj
cj dj
)/
λ˜nj ∈ Ωnj (j = 1, 2).
Then for all x, y, z, t ∈Mn1,n2(B)
a1 x b1 y
0 a2 0 b2
c1 z d1 t
0 c2 0 d2

/
˜λn1 + n2 ∈ Ωn1+n2.
Proof. Since Ω is open, for any given x, y, z, t there is ε 6= 0 so that the
conclusion of the lemma holds with x, y, z, t replaced by εx, εy, εz, εt.
To obtain the result without ε, it suffices to use the GL(n1 + n2;C)
invariance with s =
(
In1 0
0 εIn2
)
. 
5.3. Lemma. Let Ω be an open fully matricial B-set of the Grass-
mannian and f ∈ A(Ω) and let aj , bj, cj , dj, t be like in the preceding
lemma. Then, there is k ∈Mn1,n2(C) so that
fn1+n2


a1 0 b1 0
0 a2 0 b2
c1 0 d1 t
0 c2 0 d2

/
˜λn1 + n2

=
fn1
((
a1 b1
c1 d1
)/
λ˜n1
)
k
0 fn2
((
a2 b2
c2 d2
)/
λ˜n2
)

and k depends linearly on t. In fact we have
(
0 k
0 0
)
=
d
dε
fn1+n2


a1 0 b1 0
0 a2 0 b2
c1 0 d1 εt
0 c2 0 d2

/
˜λn1 + n2

∣∣∣∣∣∣∣∣
ε=0
.
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Proof. Assume the right-hand side of the first equality is
(
u k
h v
)
.
Then by the GL(n1+ n2;C) equivariance of fn1+n2 applied to the sim-
ilarity
(
εIn1 0
0 In2
)
we find that
(
u εk
ε−1h v
)
converges as ε → 0 tofn1
((
a1 b1
c1 d1
)/
λn1
)
0
0 fn2
((
a2 b2
c2 d2
)/
λn2
)
. This, then, im-
plies h = 0 and that
(
0 k
0 0
)
is given by the second formula in the
statement of the lemma, since f as an analytic function is differen-
tiable. In turn, this formula which identifies the map taking t to k
with a partial differential of fn1+n2 shows that this map is a C-linear
map. 
5.4. To define ∂˜n1,n2fn1+n2, we shall use the isomorphism
αn1,n2 : Mn1 ⊗Mn2 → L(Mn1,n2)
which takes A⊗B to the linear map X → AXB in L(Mn1,n2).
Definition. Let Ω1, f, aj , bj , cj, dj be like in 5.3 and let T ∈ L(Mn1,n2)
be the linear map, so that T (t) = k when t ∈ Mn1,n2(C) ⊂ Mn1,n2(B)
and
(
0 k
0 0
)
=
d
dε
fn1+n2


a1 0 b1 0
0 a2 0 b2
c1 0 d1 εtb2
0 c2 0 d2

/
˜λn1 + n2

∣∣∣∣∣∣∣∣
ε=0
.
Then we define
(∂˜n1,n2fn1+n2)
((
a1 b1
c1 d1
)/
λ˜n1;
(
a2 b2
c2 d2
)/
λ˜n2
)
= α−1n1,n2(T ) ∈Mn1 ⊗Mn2.
Note that if zj ∈ GL1(Mnj(B)) then
(
z1 0
0 z2
)
∈ GL1(Mn1+n2(B))
and
fn1+n2


a1 0 b1z1 0
0 a2 0 b2z2
c1 0 d1z1 εtb2z2
0 c2 0 d2z2

/
λn1 + n2

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= fn1+n2


a1 0 b1 0
0 a2 0 b2
c1 0 d1 εtb2
0 c2 0 d2

/
λn1 + n2

so that ∂˜n1,n2fn1+n2 is well-defined.
It is also easy to see that ∂˜ extends the definition of ∂ in the affine
case ([16]). Indeed if we take aj = Inj ⊗ 1, cj = 0, bj = Inj ⊗ 1 in
the preceding formulae we get exactly the formulae in the affine case,
corresponding to the embedding
Mn(B) ∋ β →
(
In ⊗ 1 In ⊗ 1
0 β
)/
λn ∈ Grn(B).
5.5. Starting with this subsection and continuing in 5.6 and 5.7 we will
check that ∂˜ turns A(Ω) into a “topological” infinitesimal bialgebra.
Since sections 5.5–5.7 are just a technical extension of the affine case
(sections 7.7–7.10 in [16]), our exposition will be more compressed.
The first step is to check that
∂˜f = (∂˜m,nfm+n)(m,n)∈N2 ∈ A(Ω; Ω).
Since analyticity of the ∂˜m,nfm+n is obvious, we are left with checking
GL(m)×GL(n) equivariance and the direct sum properties.
In view of the equivariance property of αm,n (see 7.7 in [16]) it suffices
to remark that if S ′ ∈ GL(m) and S ′′ ∈ GL(n) then assuming t, k ∈
Mm,n and
(
0 k
0 0
)
=
d
dε
fm+n


a1 0 b1 0
0 a2 0 b2
c1 0 d1 εtb2
0 c2 0 d2

/
λ˜m+ n

∣∣∣∣∣∣∣∣
ε=0
we also have(
0 S ′kS ′′−1
0 0
)
=
d
dε
fm+n


S ′a1S
′−1 0 S ′b1S
′−1 0
0 S ′′a2S
′′−1 0 S ′′b2S
′′−1
S ′c1S
′−1 0 S ′d1S
′−1 ε(S ′tS ′′−1)(S ′′b2S
′′−1)
0 S ′′c2S
′′−1 0 S ′′d2S
′′−1

/
λ˜m+ n

∣∣∣∣∣∣∣∣
ε=0
.
The last equality is a consequence of the GL(m+n) equivalence of fm+n
applied to
(
S ′ 0
0 S ′′
)
. We thus have proved that ∂˜m,nfm+n satisfies
GL(m)×GL(n) equivariance.
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The direct sum properties to be checked are: if pi ∈ Ωm, σ ∈ Ωn and
m = m′ +m′′, pi′ ∈ Ωm′ , pi
′′ ∈ Ωm′′
n = n′ + n′′, σ′ ∈ Ωn′ , σ
′′ ∈ Ωn′′
then
(∂˜m,nfm+n)(pi
′ ⊕ pi′′, σ) = ∂˜m′,nfm′+n(pi
′, σ)⊕ ∂˜m′′,nfm′′+n(pi
′′, σ)
(∂˜m,nfm+n)(pi, σ
′ ⊕ σ′′) = ∂˜m,n′fm+n′(pi, σ
′)⊕ ∂˜m,n′′fm+n′′(pi, σ
′′).
We will only discuss the first equality to be checked, the second being
obtainable along similar lines.
Since the isomorphism α has the property:
α−1m′+m′′,n(T1 ⊕ T2) = α
−1
m′,n(T1)⊕ αm′′,n(T2)
if T1 ∈ L(Mm′,n), T2 ∈ L(Mm′′,n) it is easily seen that what we must
prove boils down to the following.
We have
fm′+m′′+n


a′1 0 0 β
′
1 0 0
0 a′′1 0 0 b
′′
1 0
0 0 a2 0 0 b2
c′1 0 0 d
′
1 0 t
′
0 c′′1 0 0 d
′′
1 t
′′
0 0 c2 0 0 d2

/
˜λm′ +m′′ + n

=

fm′
((
a′1 b
′
1
c′1 d
′
1
)/
λ˜m′
)
0 k′
0 fm′′
((
a′′1 b
′′
1
c′′1 d
′′
1
)/
λ˜m′′
)
k′′
0 0 fn
((
a2 b2
c2 d2
)/
λ˜n
)

where
fm′+n


a′1 0 b
′
1 0
0 a2 0 b2
c′1 0 d
′
1 t
′
0 c2 0 d2

/
˜λm′ + n

=
fm′
((
a′1 b
′
1
c′1 d
′
1
)/
λ˜m′
)
k′
0 fn
((
a2 b2
c2 d2
)/
λ˜n
)

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and
fm′′+n


a′′1 0 b
′′
1 0
0 a2 0 b2
c′′1 0 d
′′
1 t
′′
0 c2 0 d2

/
˜λm′′ + n

=
fm′′
((
a′′1 b
′′
1
c′′1 d
′′
1
)/
λ˜m′′
)
k′′
0 fn
((
a2 b2
c2 d2
)/
λ˜n
)
 .
If we define k′ and k′′ by the last two equalities (with Lemma 5.3 in
mind) we get
fm′+m′′+n


a′1 0 0 b
′
1 0 0
0 a′′1 0 0 b
′′
1 0
0 0 a2 0 0 b2
c′1 0 0 d
′
1 0 t
′
0 c′′1 0 0 d
′′
1 t
′′
0 0 c2 0 0 d2

/
˜λm′ +m′′ + n

=

fm′
((
a′1 b
′
1
c′1 d
′
1
)/
λ˜m′
)
∗ ∗
0 fm′′
((
a′′1 b
′′
1
c′′1 d
′′
1
)/
λ˜m′′
)
k′′
0 0 fn
((
a2 b2
c2 d2
)/
λ˜n
)

and
fm′′+m′+n


a′′1 0 0 b
′′
1 0 0
0 a′1 0 0 b
′
1 0
0 0 a2 0 0 b2
c′′1 0 0 d
′′
1 0 t
′′
0 c′1 0 0 d
′
1 t
′
0 0 c2 0 0 d2

/
˜λm′′ +m′ + n

=

fm′′
((
a′′1 b
′′
1
c′′1 d
′′
1
)/
λ˜m′′
)
∗ ∗
0 fm′
((
a′1 b
′
1
c′1 d
′
1
)/
λ˜m′
)
k′
0 0 fn
((
a2 b2
c2 d2
)/
λ˜n
)
 .
Using a similarity which permutes the first two summands in Cm
′
⊕
Cm
′′
⊕ Cn, we get that the 13-block in the formula for fm′+m′′+n(. . . )
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is k′. Thus all we must still do is to show that the 12-block in that
formula is zero. This in turn is immediate from Lemma 5.3 applied to
f(m′ +m′′) + n and fm′+m′′ . Thus we concluded checking that
(∂˜m,nfm+n)(m,n)∈N2 ∈ A(Ω; Ω).
5.6. Our next task is to show that ∂˜ : A(Ω)→ A(Ω; Ω) is a derivation.
Lemma. Let f, g ∈ A(Ω) and let pi′ =
(
a′ b′
c′ d′
)/
λ˜m ∈ Ωm, pi
′′ =(
a′′ b′′
c′′ d′′
)/
λ˜n ∈ Ωn and t ∈Mm,n. Then we have
αm,n((∂˜m,n(fg)m+n)(pi
′; pi′′))(t) = fm(pi
′)αm,n((∂˜m,ngm+n)(pi
′; pi′′))(t)
+ αm,n((∂˜m,nfm+n)(pi
′; pi′′))(t)gn(pi
′′).
Proof. To simplify notations put
ξ = αm,n((∂˜m,nfm+n)(pi
′; pi′′))(t) ∈Mm,n,
η = αm,n((∂˜m,ngm+n)(pi
′; pi′′))(t) ∈Mm,n,
ζ = αm,n((∂˜m,n(fg)m+n)(pi
′; pi′′))(t) ∈Mm,n
and
pi =

a′ 0 b′ 0
0 a′′ 0 b′′
c′ 0 d′ tb′′
0 c′ 0 d′′

/
λ˜m+ n ∈ Ωm+n.
Then, by Lemma 5.3 and Definition 5.4 we have
(fg)m+n(pi) =
(
fm(pi
′)gm(pi
′) ζ
0 fm(pi
′′)gn(pi
′′)
)
fm+n(pi)
(
fm(pi
′) ξ
0 fn(pi
′′)
)
and
gm+n(pi) =
(
gm(pi
′) η
0 gn(pi
′′)
)
.
The lemma then follows from the equality of matrices derived from
(fg)m+n(pi) = fm+n(pi)gm+n(pi).

Corollary. ∂˜ : A(Ω)→ A(Ω; Ω) is a derivation.
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Proof. Take into account that if f, g ∈ A(Ω) and h ∈ A(Ω; Ω) then
the A(Ω)-bimodule structure A(Ω; Ω) is given by the homomorphisms
f → f ⊗ 1 and g → 1 ⊗ g where (f ⊗ 1)m,n(pi
′, pi′′) = fm(pi
′) ⊗ In,
(1 ⊗ g)m,n(pi
′, pi′′) = Im ⊗ gn(pi
′′), and that if A ∈ Mm, B ∈ Mn,
T ∈ L(Mm,n) then
α−1m,n(AT (·)B) = (A⊗ In)α
−1
m,n(T (·))(Im ⊗ B),
the Corollary is immediately inferred from the Lemma. 
5.7. We pass now to the proof of the co-associativity property of ∂˜.
Like in the affine case (7.10 in [16]) since A(Ω; Ω) and A(Ω; Ω; Ω) have
not been identified with some topological tensor products of two and
respectively three copies of A(Ω), we will have to define the maps id⊗∂˜ :
A(Ω; Ω)→ A(Ω; Ω; Ω) and ∂˜ ⊗ id : A(Ω; Ω)→ A(Ω; Ω; Ω).
Let k˜ ∈ A(Ω; Ω) and put k = k˜m,n+p, which is an analytic function on
Ωm×Ωn+p with values inMm⊗Mn+p. Let further pi =
(
a b
c d
)/
λ˜m ∈
Ωm, pi
′ =
(
a′ b′
c′ d′
)/
λ˜n ∈ Ωn, pi
′′ =
(
a′′ b′′
c′′ d′′
)/
λ˜p ∈ Ωp. We define:
((id⊗∂˜)m,n,pk)(pi; pi
′; pi′′)
=
∑
1≤a,b≤m
1≤c,d≤n
1≤e,f≤p
 ddεk
pi;

a′ 0 b′ 0
0 a′′ 0 b′′
c′ 0 d′ ε(ed,e ⊗ 1)b
′′
0 c′′ 0 d′′

/
λ˜n + p

∣∣∣∣∣∣∣∣
ε=0

(a,b)(c,n+f)
e
(m)
ab ⊗ e
(n)
cd ⊗ e
(p)
ef
where e
(r)
ij are the matrix-units in Mr and the index (a, b)(c, n + f)
indicates the coefficient of e
(m)
ab ⊗e
(n+p)
c,n+f of an element ofMm⊗Mn+p. It
is easy to see that if k˜ = f⊗g, where f, g ∈ A(Ω) then (id⊗∂˜)(f⊗g) =
f ⊗ ∂˜g. We also leave it to the reader to check that id⊗∂˜ takes values
in A(Ω; Ω; Ω). This involves arguments of the type used in showing
that ∂˜ takes values in A(Ω; Ω).
Similarly, we define
((∂˜ ⊗ id)m,n,pk)(pi; pi
′; pi′′)
=
∑
1≤a,b≤m
1≤c,d≤n
1≤e,f≤p

 ddεk

a 0 b 0
0 a′ 0 b′
c 0 d ε(eb,c ⊗ 1)b
′
0 c′ 0 d′

/
λ˜m+ n; pi′′

∣∣∣∣∣∣∣∣
ε=0

(a,m+d),(e,f)
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e
(m)
ab ⊗ e
(n)
cd ⊗ e
(p)
ef .
Checking that (id⊗∂˜) ◦ ∂˜ = (∂˜⊗ id) ◦ ∂˜, after all these questions are
put aside, boils down, like in the affine case to permuting the order in
which we take two derivatives.
Lemma. If h˜ ∈ A(Ω) an h = h˜m+n+p, then
(id⊗∂˜)m,n,p∂˜m,n+ph = (∂˜ ⊗ id)m,n,p∂˜m+n,ph.
Proof. Using the notations already introduced in this subsection, we
have:
((id⊗∂˜)m,n,p ◦ ∂˜m,n+ph)(pi; pi
′; pi′′)(a,b)(c,d)(e,f)
=
d
dε1

d
dε1
h


a 0 0 b 0 0
0 a′ 0 0 b′ 0
0 0 a′′ 0 0 b′′
c 0 0 d ε1(eb,c ⊗ 1)b
′ 0
0 c′ 0 0 d′ ε2(ed,e ⊗ 1)b
′′
0 0 c′′ 0 0 d′′

/
˜λm+ n+ p


(a,m+n+f)
∣∣∣∣∣∣∣∣∣∣∣∣
ε1=0

∣∣∣∣∣∣∣∣∣∣∣∣∣
ε2=0
.
Similarly we have:
((∂˜ ⊗ id)m,n,p ◦ ∂˜m+n,ph)(pi; pi
′; pi′′)(a,b)(c,d)(e,f)
=
d
dε2

d
dε1
h


a 0 0 b 0 0
0 a′ 0 0 b′ 0
0 0 a′′ 0 0 b′′
c 0 0 d ε2(eb,c ⊗ 1)b
′ 0
0 c′ 0 0 d′ ε1(ed,e ⊗ 1)b
′′
0 0 c′′ 0 0 d′′

/
˜λm+ n+ p


(a,m+n+f)
∣∣∣∣∣∣∣∣∣∣∣∣
ε1=0

∣∣∣∣∣∣∣∣∣∣∣∣∣
ε2=0
.
Clearly the two quantities are equal (the only difference is that inside
the 6 × 6 matrix we have replaced ε1 by ε2 and ε2 by ε1, so that the
equality is just a permutability of partial derivatives). 
6. The resolvent equation and the duality transform
6.1. We shall use the same framework as in sections 4 and 5, to carry
out the computations which yield the functional equation for the Grass-
mannian resolvent (R˜n(pi,B)(·))n∈N where
pi =
(
a b
c d
)/
λ˜1 = Gr1(E).
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Let
σ′ =
(
α′ β ′
γ′ δ′
)/
λ˜m ∈ ρ˜m(pi;B)
and let
σ′′ =
(
α′′ β ′′
γ′′ δ′′
)/
λ˜n ∈ ρ˜n(pi;B).
We then consider
σ =

α′ 0 β ′ 0
0 α′′ 0 β ′′
γ′ 0 δ′ tβ ′′
0 γ′′ 0 δ′′

/
˜λ(m+ n) ∈ ρ˜m+n(pi;B)
where t ∈ Mm,n(C) ⊂Mm,n(B). To compute R˜m+n(pi;B)(σ) we must
examine the matrix
Ξ =
Im+n ⊗ b
β ′ 0
0 β ′′
Im+n ⊗ d
δ′ tβ ′′
0 δ′′
 .
Permuting indices 2 and 3 in the above matrix, viewed as a 4 × 4
block-matrix, we get
Θ =

Im ⊗ b β
′ 0 0
Im ⊗ d δ
′ 0 tβ ′′
0 0 In ⊗ b β
′′
0 0 In ⊗ d δ
′′

=

∗ ∗
∗ ζ ′
y
0 0
0 0
∗ ∗
∗ ζ ′′

where
y = −
(
∗ ∗
∗ ζ ′
)(
0 0
0 tβ ′′
)(
∗ ∗
∗ ζ ′′
)
=
(
∗ ∗
∗ −ζ ′ + β ′′ζ ′′
)
and β ′ζ ′ = R˜m(pi;B)(σ
′), β ′′ζ ′′ = R˜n(pi;B)(σ
′′). This gives that
Θ =

∗ ∗ ∗ ∗
∗ ζ ′ ∗ −ζ ′tβ ′′ζ ′′
0 0 ∗ ∗
0 0 ∗ ζ ′′

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so that switching indices 2 and 3 we get
Ξ =

∗ ∗ ∗ ∗
0 ∗ 0 ∗
0 ∗ ζ ′ −ζ ′tβ ′′ζ ′′
0 ∗ 0 ζ ′′
 .
The last formula implies
R˜m+n(pi;B)(σ) =
(
β ′ 0
0 β ′′
)(
ζ ′ −ζ ′tβ ′′ζ ′′
0 ζ ′′
)
=
(
R˜m(pi;B)(σ
′) −R˜m(pi;B)(σ
′)tRn(pi;B)(σ
′′)
0 R˜n(pi;B)(σ
′′)
)
.
Comparing this with the definition of ∂˜m,nR˜(pi;B) we find that we have
proved the following result.
Lemma.
(idE ⊗∂˜m,n)R˜m+n(pi;B)(σ
′; σ′′) = −R˜m(pi;B)(σ
′)⊗E R˜n(pi;B)(σ
′′).
In the statement of the Lemma idE ⊗∂˜m,n refers to applying ∂˜ to a E-
valued fully matricial analytic function. The ⊗E among two matrices
with entries in E amounts to( ∑
1≤i,j≤m
c′ij ⊗ e
(m)
ij
)
⊗E
( ∑
1≤k,l≤n
c′′kl ⊗ e
(n)
kl
)
=
∑
i,j,k,l
c′ijc
′′
kl ⊗ e
(m)
ij ⊗ e
(n)
kl .
We can write the resolvent equation also in a more compact form.
Proposition.
(idE ⊗∂˜)R˜(pi;B) = −R˜(pi;B)⊗E R˜(pi;B).
6.2. Matrix entries of resolvents. An extension of the duality trans-
form of [16], from the case of Y ∈ E to the case of pi ∈ Gr1(E), includes
in particular also the possibility of working with “unbounded operators
Y ” represented by their graph and therefore the definition of the alge-
bra RA(Y ;B) in 9.1 of [16], which includes Y , must be replaced in our
considerations here by the definition of an algebra where Y does not
appear. By CR(pi;B) we shall denote the set of matrix coefficients of
{−R˜n(pi;B)(σ) | n ∈ N, σ ∈ ρ˜n(pi;B)}. By LR(pi;B) we shall denote
the linear span of CR(pi;B).
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Lemma. CR(pi;B) is closed under multiplication. In particular LR(pi;B)
is a subalgebra of E.
Proof. The lemma is a consequence of the computations in 6.1. In-
deed let a, b be the (i, j) and respectively the (k, l) matrix-coefficient of
−R˜m(pi;B)(σ
′) and −R˜n(pi;B)(σ
′′) and let σ be defined like in 6.1 with
t = ejk. Then the computation of −R˜m+n(pi;B)(σ), we did, shows that
its (i,m+l)-entry is exactly the (i, l)-entry of (−R˜m(pi;B)(σ
′))ejk(−R˜n(pi;B)(σ
′′))
which is ab. 
6.3. The duality transform. Let E1 be the closure in E of LR(pi;B).
We will define the duality transform associated with pi and B on the
topological dual Ed1 of E1. In general, the bialgebra structure is only
“partially” defined on Ed1 for analysis reasons, which cannot be dealt
in this generality, we will therefore often look for formulations which
avoid such problems or we will introduce extra assumptions (as we
did in [16]). Some important instances when these assumptions are
satisfied will be shown in §12.
If ϕ ∈ Ed1 , we define U(ϕ) ∈ A(ρ˜(pi;B)) by U(ϕ) = (U(ϕ)n)n∈N
where
U(ϕ)n(σ) = (idMn ⊗ϕ)(R˜n(pi;B)(σ))
for σ ∈ ρ˜n(pi;B). Since idMn ⊗ϕ is Mn-linear on Mn(B) we infer that
U(ϕ) is fully matricial since R˜(pi;B) is fully matricial. The continuity
assumption on ϕ is necessary to obtain the analyticity of U(ϕ).
We also remark that U(ϕ) = 0 implies ϕ = 0, that is U is injective.
Indeed, U(ϕ) = 0 implies ϕ | LR(pi;B) = 0 and E1 is the closure of
LR(pi;B).
Up to now LR(pi;B) is only an algebra so we have only a coalgebra
structure on the dual (modulo technical problems). The behavior of U
with respect to this comultiplication is recorded in the next proposition.
Proposition. If ϕ ∈ Ed1 , σ
′ ∈ ρ˜m(pi;B) and σ
′′ ∈ ρ˜n(pi;B), then we
have
(idMm ⊗ idMn ⊗ϕ)(R˜m(pi;B)(σ
′)⊗E R˜n(pi;B)(σ
′′))
= −∂˜m,n(U(ϕ)m+n)(σ
′; σ′′).
Proof. The proposition is exactly what we obtain from Lemma 6.1
when we apply idMm ⊗ idMn ⊗ϕ to the equality there. 
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To justify our assertion that the above proposition shows that the
behavior of U with respect to the comultiplication, note that the right-
hand side is the (m,n)-component of −∂˜U(ϕ), while the left-hand side
corresponds to (U ⊗ U)(ϕ ◦ µ) with µ denoting the multiplication on
LR(pi;B) (see also the proof of Lemma 6.2).
6.4. Further properties of the duality transform arise when there is an
appropriate derivation-comultiplication on LR(pi;B). To avoid ques-
tions such as the action of the derivation on elements of the Grassman-
nian, we will resort to a somewhat tautological (from the point of view
of the duality transform) characterization of the derivation.
We will assume there is a derivation
∂pi:B : LR(pi;B)→ LR(pi;B)⊗LR(pi;B)
such that
(idMn ⊗∂pi:B)R˜n(pi;B)(σ) = R˜n(pi;B)(σ)⊗Mn R˜n(pi;B)(σ)
for all n ∈ N and σ ∈ ρ˜n(pi;B).
For the universal unitary and hermitian Grassmannian elements this
will be proved in §12.
Remark that in view of Lemma 6.2 the linear map ∂pi:B is completely
determined by the relation we assume. Thus the assumption means
that this unique linear map exists and that it is a derivation. Note also
that Lemma 6.2 similarly implies that ∂pi:B, if it exists, is coassociative.
Proposition. If ϕ1, ϕ2, ϕ3 ∈ E
d
1 are such that ϕ1(a) = (ϕ2 ⊗ ϕ3) ◦
∂pi:B(a) if a ∈ LR(pi;B), then we have
U(ϕ1) = U(ϕ2)U(ϕ3).
Proof. The proposition is almost obvious in view of the way we defined
∂pi:B. 
Of course, as the reader probably already observed, the condition
characterizing ∂pi:B replace in the Grassmannian context the conditions
∂B = 0, ∂Y = 1 ⊗ 1 we required in the affine case (see 9.2 in [16]),
which corresponds to pi =
(
0 1
1 Y
)/
λ˜1.
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6.5. The duality transform of traces. In this section we return to
the context of 6.3, that is we will not use the derivation-comultiplication
of LR(pi;B). We will record here that Proposition 9.5 of [16] on trans-
forms of traces in the affine case extends immediately to the Grass-
mannian setting.
Proposition. An element ϕ ∈ Ed1 satisfies the trace-condition ϕ([E1, E1]) =
0 if and only if
∂˜m,n(U(ϕ))m+n(σ1; σ2) = ε ◦ ∂˜n,m(U(ϕ))m+n(σ2; σ1)
for all σ1 ∈ ρ˜m(pi;B), σ2 ∈ ρ˜n(pi;B), m ∈ N, n ∈ N. (Here ε :
Mm ⊗Mn →Mn ⊗Mm permutes the two factors.)
Proof. The trace condition ϕ([E1, E1]) is equivalent to
ϕ([R˜m(pi;B)(σ1)i,j, R˜n(pi;B)(σ2)k,l])
for all σ1 ∈ ρ˜m(pi;B), σ2 ∈ ρ˜n(pi;B) and indices i, j, k, l. The last
equality is then equivalent, by Proposition 6.3 to
∂˜m,n(U(ϕ))m+n(σ1; σ2) = ε ◦ ∂˜n,m(U(ϕ))m+n(σ2; σ1).

7. More on the fully matricial affine space
Roughly, a large part of this section is about the analogue of poly-
nomials in the context of fully matricial analytic functions on the fully
matricial affine space. Besides providing a way to construct fully ma-
tricial analytic functions, this material will also underlie the series ex-
pansions in §13.
7.1. The polynomial sub-bialgebra Z(Bd) of A(M(B)). Through-
out 7.1 it will suffice to assume that B is a complex Banach space and
1 ∈ B is a non-zero vector (used in the definition of ∂), there is no need
for a multiplication on B here.
The fully matricial affine space over B, that is the largest fully ma-
tricial B-set will be denoted M(B) = (Mn(B))n∈N.
By 1 ∈ A(M(B)) we denote the unit element 1 = (In ⊗ 1)n∈N
(constant functions). If ϕ ∈ Bd (the topological dual of B) we define
z(ϕ) = (z(ϕ)n)n∈N ∈ A(M(B)) by
z(ϕ)n
b11 . . . b1n... ...
bn1 . . . bnn
 =
ϕ(b11) . . . ϕ(b1n)... ...
ϕ(bn1) . . . ϕ(bnn)
 ∈Mn(C).
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Since z(ϕ)n is linear the definition of ∂ immediately gives
∂z(ϕ) = ϕ(1)1 ⊗ 1 .
We shall denote by Z(Bd) the subalgebra of A(M(B)) generated by
1 and {z(ϕ) | ϕ ∈ Bd}. It is easy to see that Z(Bd) is isomor-
phic to the tensor-algebra T (Bd) over the vector-space Bd. Indeed,
if ϕ1, . . . , ϕn are linearly independent in B
d we can find b1, . . . , bn ∈ B
so that ϕi(bj) = δij . If P ∈ C〈X1, . . . , Xn〉 is a polynomial in the
noncommuting indeterminates X1, . . . , Xn so that P 6= 0, then there is
N ∈ N so that we can find N × N matrices Ak ∈ MN(C), 1 ≤ k ≤ n
so that P (A1, . . . , An) 6= 0. Then P (z(ϕ1), . . . , z(ϕn)) evaluated at
b1A1 + · · · + bnAn ∈ MN(B) is precisely P (A1, . . . , An) ∈ MN(C).
Thus z(ϕ1), . . . , z(ϕn) are algebraically free. This suffices to guarantee
that the natural unital homomorphism T (Bd)→ A(M(B)) defined by
the linear map Bd ∋ ϕ→ z(ϕ) ∈ A(M(B)) is injective.
The fact that ∂z(ϕ) = ϕ(1)1 ⊗ 1 implies that Z(Bd) is a subcoal-
gebra of A(M(B)), that is
∂Z(Bd) ⊂ Z(Bd)⊗ Z(Bd).
Also the structure of ∂ on Z(Bd) is easy to identify. Let 1⊥ = {ϕ ∈
Bd | ϕ(1) = 0} and choose some element θ ∈ Bd so that θ(1) = 1.
Let then Z(1⊥) ⊂ Z(Bd) be the subalgebra of Z(Bd) generated by
{z(ϕ) | ϕ ∈ 1⊥} and which is isomorphic to T (1⊥). Then clearly Z(Bd)
identifies with (Z(1⊥))〈z(θ)〉 and Z(1⊥) is in ker ∂ while ∂z(θ) = 1⊗1.
This means that the bialgebra Z(Bd) with the structure induced from
A(M(B)) is isomorphic to (T (1⊥))〈X〉, ∂X:T (1⊥)). Note in particular
that
ker ∂ ∩ Z(Bd) = Z(1⊥).
Moreover, if B is a Banach space with a continuous conjugate-linear
involution b→ b∗, then Z(Bd) has an involution (z(ϕ))∗ = z(ϕ∗) where
ϕ∗(b) = ϕ(b∗).
Also, at the end of 8.2 we will point out in a Remark an additional
feature of Z(Bd).
7.2. Decomposable and reducible points in M(B). Like in 7.1,
also in 7.2, we will only require that B be a Banach space.
In view of the similarity and direct sum requirements for “fully ma-
tricial” objects, we are led to look at properties of points connected
with these requirements.
Definition. An element β ∈ Mn(B) is decomposable if there are β
′ ∈
Mp(B), β
′′ ∈Mq(B) and S ∈ GL(n;C), so that n = p+q, p > 0, q > 0
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and SβS−1 = β ′ ⊕ β ′′. An element β ∈Mn(B) is reducible if there are
β ′ ∈Mp(B), β
′′ ∈Mq(B), γ ∈Mp,q(B) and S ∈ GL(n;C) so that
SβS−1 =
(
β ′ γ
0 β ′′
)
and p > 0, q > 0. An element β ∈ Mn(B) is approximately decompos-
able (resp. reducible) if it is in the closure of the decomposable (resp.
reducible) elements. Elements which are not decomposable (reducible,
approximately decomposable, approximately reducible) will be called
indecomposable (resp. irreducible, strongly indecomposable, strongly
irreducible).
7.3. To conclude this section of remarks about the fully matricial affine
space, we should point out that there is a fully matricial action of the
additive group B on M(B). For each b ∈ B there are fully matricial
maps T (b) = (T (b)n)n∈N : M(B)→M(B) where T (b)n(β) = β+ b⊗ In
which give an action of B on M(B).
In case B is a Banach algebra, there is also a multiplication action
given by fully matricial maps L(b) = (L(b)n)n∈N, R(b) = (R(b)n)n∈N so
that L(b)β = (b⊗ In)β and R(b)β = β(b⊗ In).
Note also that even if B is only a Banach space there is a multiplica-
tive action of C on M(B).
8. More on the fully matricial B-Grassmannian and on ∂˜
In this section we present further properties of the fully matricial
B-Grassmannian Gr(B) = (Grn(B))n∈N. This includes the action by
fully matricial automorphisms of GL(2;B) on Gr(B) and the existence
of a coderivation Λ such that Λ − id plays the role of a grading of the
bialgebras A(Ω). We also discuss the properties of Λ in connection
with the duality transform.
8.1. The GL(2;B) action on Gr(B). We recall that in 3.2 we de-
fined gpi if g ∈ GL2(Mn(B)) and pi ∈ Grn(B) and s ·pi if s ∈ GL(n;C).
An element h =
(
b11 b12
b21 b22
)
∈ GL(2;B) gives rise to elements hn ∈
GL2(Mn(B)) where hn =
(
In ⊗ b11 In ⊗ b12
In ⊗ b21 In ⊗ b22
)
. We define C(h) :
Gr(B)→ Gr(B) by mapping pin ∈ Grn(B) to hnpin. It is easy to check
that hm+n(pim⊕pin) = (hmpim)⊕ (hnpin) and that hn(s ·pin) = s · (hnpin)
if s ∈ GL(n;C). This establishes that C(h) is a fully matricial map of
Gr(B) into Gr(B). It is immediate from the definition that C(·) is an
action of GL(2;B) by fully matricial automorphisms of Gr(B).
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It is easily seen that C(h) preserves transversality in each Grn(B).
Clearly, when B = C the GL(2;C)-action on Gr1(C) is the usual
action on the Riemann sphere by fractional linear transformations.
8.2. The coderivation Λ. Let f = (fn)n∈N ∈ A(Ω), where Ω =
(Ωn)n∈N is a fully matricial open B-set of the Grassmannian. We define
Λf = (Λnfn)n∈N ∈ A(Ω), by
Λf =
d
dt
(
etf ◦ C
((
1 0
0 et
)))∣∣∣∣
t=0
which, componentwise, amounts to
(Λnfn)(pin) =
d
dt
(
etf
((
1 0
0 et
)
n
pin
))∣∣∣∣
t=0
.
Since
Λf − f =
d
dt
(
f ◦ C
((
1 0
0 et
)))∣∣∣∣
t=0
it follows that Λ− id is a derivation of A(Ω).
To prove that Λ is a coderivation amounts to proving that
∂˜ ◦ Λ = (Λ⊗ id+ id⊗Λ) ◦ ∂˜.
This will be a consequence of the following lemma.
Lemma. We have
∂˜
(
f ◦ C
((
1 0
0 et
)))
= et(∂˜f) ◦
(
C
((
1 0
0 et
))
× C
((
1 0
0 et
)))
.
Proof. Let pim =
(
a1 b1
c1 d1
)/
λ˜m, pin =
(
a2 b2
c2 d2
)/
λ˜n and let T
and T ′ be defined by
T = αm,n
(
∂˜m,n
(
f ◦ C
((
1 0
0 et
)))
(pim, pin)
)
,
T ′ = αm,n
(
∂˜m,n(f)
((
1 0
0 et
)
m
pim,
(
1 0
0 et
)
pin
))
.
Since αm,n is an isomorphism, it will suffice to prove that T (s) = T
′(ets)
for all s ∈Mm,n(C). Indeed, we have:
fm+n
(1 00 et
)
m+n

a1 0 b1 0
0 a2 0 b2
c1 0 d1 sb2
0 c2 0 d2

/
λ˜m+ n

FREE ANALYSIS QUESTIONS II 29
= fm+n


a1 0 b1 0
0 a2 0 b2
etc1 0 e
td1 e
tsb2
0 etc2 0 e
td2

/
λ˜m+ n

=
fm
((
1 0
0 et
)
m
(
a1 b1
c1 d1
)/
λ˜m
)
T (s)
0 fn
((
1 0
0 et
)
n
(
a2 b2
c2 d2
)/
λ˜n
)

=
fm
((
a1 b1
etc1 e
td2
)/
λ˜m
)
T ′(ets)
0 fn
((
a2 b2
etc2 e
td2
)/
λ˜n
)
 ,
which implies T (s) = T ′(ets). 
To conclude the proof of the fact that Λ is a coderivation it will
suffice to remark that taking the derivative d
dt
at t = 0 of the equality
in the preceding lemma gives
∂˜(Λf − f) = ∂˜f + ((Λ− id)⊗ id+ id⊗(Λ− id))∂˜f,
which immediately implies
∂˜Λf = (Λ⊗ id+ id⊗Λ)∂˜f.
Proposition. Λ− id is a derivation of A(Ω) and Λ is also a coderiva-
tion, that is ∂˜ ◦ Λ = (Λ⊗ id+ id⊗Λ) ◦ ∂˜.
8.3. The derivation D of LR(pi;B). In the next section we will show
that the coderivation Λ discussed in the previous section is natural from
the point of view of the duality transform. This will involve describing
what the natural coderivation L on LR(pi;B) should be so that for
the duality described in Theorem 5.3 of [15], the dual coderivation
corresponds under the duality transform to Λ. Since in 6.4 we assumed
the existence of a derivation-comultiplication ∂pi:B on LR(pi;B), we will
handle L similarly based on an additional assumption.
Remark. In the affine case of M(B), we have ΛZ(Bd) ⊂ Z(Bd) and
Λ(z(ϕ1) . . . z(ϕn)) = (n + 1)z(ϕ1) . . . z(ϕn).
Like in 6.2 we let pi ∈ Gr1(E) and we consider LR(pi;B). The
assumption about L is roughly that on LR(pi;B) there is a linear map
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D corresponding to the infinitesimal deformation of pi into
(
1 0
0 et
)
1
pi
with t→ 0. We will show thatD must then be a derivation of LR(pi;B)
with values in itself. (In case pi is the graph of an element Y ∈ E, the
deformation is Y → etY with t→ 0.)
More precisely our assumption can be formulated as follows: We
assume there is a linear map D : LR(pi;B)→ E so that
(idMn ⊗D)R˜n(pi;B)(σ) =
d
dt
R˜n
((
1 0
0 et
)
1
pi;B
)
(σ)
∣∣∣∣
t=0
for all σ ∈ ρ˜n(pi;B), n ∈ N. There is a simple identity which we will
use to show that D takes values in LR(pi;B).
Lemma. We have σ ∈ ρ˜n
((
1 0
0 et
)
1
pi;B
)
iff
(
1 0
0 e−t
)
n
σ ∈ ρ˜n(pi;B).
Moreover, then
R˜n
((
1 0
0 et
)
1
pi;B
)
(σ) = e−tR˜n(pi;B)
((
1 0
0 e−t
)
n
σ
)
.
Proof. Let pi =
(
a b
c d
)/
λ˜1, σ =
(
α β
γ δ
)/
λ˜n and let also pi′ =(
In ⊗ a In ⊗ b
In ⊗ c In ⊗ d
)/
λ˜n and a′ = In ⊗ a, b
′ = In ⊗ b, c
′ = In ⊗ c, d
′ =
In ⊗ d. Then σ ∈ ρ˜n
((
1 0
0 et
)
1
pi;B
)
means
(
b′ β
etd′ δ
)
is invertible
and this is obviously equivalent to
(
b′ β
d′ e−tδ
)
being invertible, which
is that
(
1 0
0 e−t
)
n
σ ∈ ρ˜n(pi;B).
Moreover if
(
b′ β
etd′ δ
)−1
=
(
∗ ∗
∗ ζ
)
and
(
b′ β
d′ etδ
)−1
=
(
∗ ∗
∗ ξ
)
,
then ζ = e−tξ. The last part of the lemma follows from the two Grass-
mannian resolvents being equal to βζ and βξ respectively. 
With the notations used in the proof of the lemma, to show that
D(LR(pi;B) ⊂ LR(pi;B)) we must prove in view of the definition of
D that the entries of d
dt
(βζ(t))|t=0 are in LR(pi;B) or equivalently the
entries of d
dt
(e−tβξ(t))|t=0. Since βξ(0) = βζ(0) is a resolvent, its entries
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are in LR(pi;B), so we are left with showing β
(
d
dt
ξ(t)
)∣∣
t=0
has entries
in LR(pi;B). We have(
∗ ∗
∗ d
dt
ξ(t)
)
=
d
dt
(
b′ β
d′ e−tδ
)−1
=
(
∗ ∗
∗ ξ
)(
0 0
0 e−tδ
)(
∗ ∗
∗ ξ
)
.
Hence we infer that (
d
dt
ξ(t)
)∣∣∣∣
t=0
= ξ(0)δξ(0)
and we must show that βξ(0)δξ(0) has entries in LR(pi;B). It is easily
seen that the (2, 4)-block entry of the 4× 4 block matrix
Γ−1 =

b′ β 0 0
d′ δ 0 δ
0 0 b′ β
0 0 d′ δ

−1
is precisely ξ(0)δξ(0). On the other hand if S is the permutation matrix
S =

In 0 0 0
0 0 In 0
0 In 0 0
0 0 0 In

we see that
SΓ−1S−1 =

b′ 0 β 0
0 b′ 0 β
d′ 0 δ δ
0 d′ 0 δ

−1
=
(
∗ ∗
∗ Z
)
where
(
β 0
0 β
)
Z is an R˜2n(pi;B)(µ) for some µ = ρ˜2n(pi;B). Hence
the entries of
(
β 0
0 β
)
Z are in LR(pi;B). Returning to Γ−1 we see
that the (2, 4)-block entry of Γ−1 coincides with the (3, 4)-block entry
of SΓ−1S−1 which is the (1, 2)-block entry of Z (the blocks are n× n).
This concludes the proof that D maps LR(pi;B) into itself.
To prove that D is a derivation we return to the proof of Lemma 6.2
where we showed CR(pi;B) is closed under multiplication. With the
notation of Lemma 6.2 we have
−(R˜m+n(pi;B)(σ))i,m+l = (R˜m(pi;B)(σ
′))ij(R˜n(pi;B)(σ
′′))kl
where σ′, σ′′, (i, j), (k, l) were given. Then the definition of D applied
to the above equality shows that D is a derivation. Concluding we have
proved
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Proposition. Under our assumptions D is a derivation of LR(pi;B)
into itself.
8.4. The coderivation L of LR(pi;B). In this section we assume
the existence of ∂pi:B with the properties outlined in 6.4 and we also
assume the existence of the linear map D like in 8.3 and which implies
that D is a derivation of LR(pi;B). In addition, we will assume that
∂pi:B is closed as an operator on LR(pi;B) endowed with the norm from
E.
We define
L : D + id : LR(pi;B)→ LR(pi;B).
Clearly L− id is a derivation of LR(pi;B).
Lemma. The map L is a coderivation of (LR(pi;B), ∂pi:B), that is
∂pi:B ◦ L = (id⊗L+ L⊗ id) ◦ ∂pi:B.
Proof. Since LR(pi;B) is the linear span of CR(pi;B) it suffices to
check that the equality to be proved holds for the entries of R˜n(pi;B)(σ).
In view of the definitions of ∂pi:B and L this boils down to showing that
(idMn ⊗∂pi:B)
(
d
dt
R˜n(pi;B)
((
1 0
0 e−t
)
n
σ
))∣∣∣∣
t=0
=
d
dt
R˜n(pi;B)
((
1 0
0 e−t
)
n
σ
)∣∣∣∣
t=0
⊗Mn R˜n(pi;B)(σ)
+ R˜n(pi;B)(σ)⊗Mn
d
dt
R˜n(pi;B)
((
1 0
0 e−t
)
n
σ
)∣∣∣∣
t=0
.
It is immediate that the right-hand side equals
d
dt
(
R˜n(pi;B)
((
1 0
0 e−t
)
n
σ
)
⊗Mn R˜n(pi;B)
((
1 0
0 e−t
)
n
σ
))∣∣∣∣
t=0
=
d
dt
(idMn ⊗∂pi:B)R˜n(pi;B)
((
1 0
0 e−t
)
n
σ
)∣∣∣∣
t=0
.
Thus the equality to be proved reduces to showing that
d
dt
(idMn ⊗∂pi:B)R˜n(pi;B)
((
1 0
0 e−t
)
n
σ
)∣∣∣∣
t=0
= (idMn ⊗∂pi:B)
(
d
dt
R˜n(pi;B)
((
1 0
0 e−t
)
n
σ
)∣∣∣∣
t=0
)
.
Clearly, the last equality is a consequence of the assumption that ∂pi:B
is closed. 
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8.5. The coderivations L and Λ and the duality transform. In
this section the same assumptions as in 8.4 will hold throughout.
Let E1 be the closure of LR(pi;B) in E and let ϕ ∈ E
d
1 so that ϕ
is in the domain of Ld, that is ϕ ◦ L defined on LR(pi;B) is bounded
(extends to an element of Ed1 ).
Recall that the n-th component of the duality transform is defined
by
U(ϕ)n(σ) = (idMn ⊗ϕ)(R˜n(pi;B)(σ)).
We have
U(Ldϕ)n(σ) = (idMn ⊗ϕ)(idMn ⊗L)(R˜n(pi;B)(σ))
= (idMn ⊗ϕ)
d
dt
R˜n(pi;B)
((
1 0
0 e−t
)
n
(σ)
)∣∣∣∣
t=0
=
d
dt
(idMn ⊗ϕ)
(
R˜n(pi;B)
((
1 0
0 e−t
)
n
(σ)
))∣∣∣∣
t=0
= −
d
dt
U(ϕ)n
((
1 0
0 et
)
n
σ
)∣∣∣∣
t=0
= −((Λ − id)U(ϕ)n)(σ) = (id−Λ)U(ϕ)n(σ).
Thus we have proved the following proposition.
Proposition. We have U(Ldϕ) = (id−Λ)U(ϕ).
Note that the way the coderivation should be transformed under du-
ality given in [15, Thm. 5.3] is in agreement with the above Proposition.
9. The Grassmannian involution
Throughout this section B will be a unital Banach algebra with
involution. We will discuss the corresponding involutions onGr(B) and
bialgebras A(Ω), and the properties of the duality transform related to
the involutions.
9.1. The involution on Gr(B). On the affine fully matricial space
the involution amounts simply to the conjugate-linear antiautomor-
phism T → T ∗ on Mn(B), n ∈ N. The extension to an antiholomor-
phic automorphism of the fully matricial B-Grassmannian has some
additional technical points.
We will first define the orthogonal pi1 of pi ∈ Grn(B) and then we
shall define pi∗ =
(
0 1
−1 0
)
n
pi⊥.
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If pi =
(
a b
c d
)/
λ˜n we define pi⊥ =
(
z∗ x∗
t∗ y∗
)/
λ˜n where
(
x y
z t
)
=(
a b
c d
)−1
. To check that pi⊥ is well-defined we begin with a simple al-
gebraic lemma.
Lemma. Suppose that
(
a b
c d
)−1
=
(
x y
z t
)
and
(
a′ b
c′ d
)−1
=
(
x′ y′
z′ t′
)
.
Then
(
x y
z′ t′
)
is invertible and there is w invertible so that wx = x′,
wy = y′.
Proof. Since (
x y
z′ t′
)(
a b
c d
)
=
(
1 0
∗ 1
)
is invertible, we infer
(
x y
z′ t′
)
is invertible.
On the other hand(
x y
z′ t′
)(
a′ b′
c′ d′
)
=
(
w 0
0 1
)
is invertible, so that w is invertible and we have(
x y
z′ t′
)
=
(
w 0
0 1
)(
x′ y′
z′ t′
)
which gives x = wx′, y = wy′. 
Corollary. The map pi → pi⊥ is well-defined.
Proof. We have two things to check.
First, using the same notation as in the lemma, since
pi =
(
a b
c d
)/
λ˜n =
(
a′ b
c′ d
)/
λ˜n
we must show that(
z∗ x∗
t∗ y∗
)/
λ˜n =
(
z′∗ x′∗
t′∗ y′∗
)/
λ˜n.
This is indeed so, since w∗ is invertible and x∗w∗ = x′∗, y∗w∗ = y′∗.
Secondly if u is invertible and(
x′′ y′′
z′′ t′′
)
=
(
a bu
c du
)−1
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then it is easily seen that x = x′′, y = y′′ and hence clearly(
z′′∗ x′′∗
t′′∗ y′′∗
)/
λ˜n =
(
z∗ x∗
t∗ y∗
)/
λ˜n.

Remark also that the definition of pi⊥ can also be written
pi⊥ =
((
a b
c d
)∗−1(
0 1
1 0
))/
λ˜n =
((
a b
c d
)(
0 1
1 0
))∗−1/
λ˜n.
Proposition. We have pi∗∗ = pi and pi⊥⊥ = pi. The maps pi → pi∗ and
pi → pi⊥ are antiholomorphic automorphisms of Grn(B).
Proof. That pi∗∗ = pi and pi⊥⊥ = pi follows immediately using the
formula for pi∗ and the fact that pi∗ =
(
0 1
−1 0
)
n
pi⊥. Because of the
definition of pi∗ via pi⊥, it suffices to show that pi → pi⊥ is antiholomor-
phic.
The antiholomorphicity needs only to be checked in charts{((
a b
c d
)(
1 f
0 1
))/
λ˜n
∣∣∣∣ f ∈Mn(B)} .
If pi =
((
a b
c d
)(
1 f
0 1
))/
λ˜n then pi⊥ =
((
a b
c d
)∗−1(
1 0
−f ∗ 1
)(
0 1
1 0
))/
λ˜n
which clearly is antiholomorphic as a function of f ∈Mn(B). 
That the definition of pi∗ extends the definition of the involution
on the affine space is easily seen. Indeed, then pi =
(
0 1
1 d
)/
λ˜n,
pi⊥ =
(
1 −d∗
0 1
)/
λ˜n and pi∗ =
(
0 1
−1 d∗
)/
λ˜n.
We conclude this subsection remarking that in the formula for pi⊥
the matrix
(
0 1
1 0
)
can be replaced by
(
0 1
−1 0
)
, since this does not
affect the second column in the result. Hence the formula for pi∗ can
be written also in the form
pi∗ =
(
−
(
0 1
−1 0
)(
a b
c d
)∗−1(
0 1
−1 0
)−1)/
λ˜n.
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Note also that this gives (C(g)pi)∗ = C(Wg∗−1W−1)pi∗ where W =(
0 1
−1 0
)
and g = GL(2, B).
9.2. The involution and the bialgebras A(Ω). It is easy to see
that (pi⊕σ)∗ = pi∗⊕σ∗ and that (s ·pi)∗ = s∗−1 ·pi∗ where σ ∈ Grm(B),
pi ∈ Grn(B), s ∈ GL(n;C).
It follows that if Ω = (Ωn)n∈N is a fully matricial set of the B-
Grassmannian then the same holds for Ω∗ = (Ω∗n)n∈N, where Ω
∗
n =
{pi∗ | pi ∈ Ωn}. Clearly Ω is open iff Ω
∗ is open.
If fn : Ωn → Mn, we define f
∗
n : Ω
∗
n → Mn by (fn(pi))
∗ = f ∗n(pi
∗),
where pi ∈ Ωn. If fn is analytic then so is f
∗
n and if f = (fn)n∈N ∈ A(Ω)
then f ∗ = (f ∗n)n∈N ∈ A(Ω) and the map f → f
∗ is a conjugate-linear
antiisomorphism. More generally there is a conjugate-linear antiiso-
morphism f → f ∗ of A(Ω1; Ω2; . . . ; Ωp) and A(Ω
∗
1,Ω
∗
2; . . . ; Ω
∗
p) where
f ∗n1,...,np(ω
∗
1; . . . ;ω
∗
p) = (fn1,...,np(ω1; . . . ;ωp))
∗.
If Ω = Ω∗ then A(Ω) is an algebra with involution. More generally
A(Ω1; . . . ; Ωp) is an algebra with involution when Ωj = Ω
∗
j , 1 ≤ j ≤ p.
To state the property of ∂˜ with respect to the involution we will
denote by
σ1,2 : A(Ω; Ω)→ A(Ω; Ω)
the automorphism permuting the variables, that is
(σ1,2f)m,n(σ, pi) = εm,n ◦ fn,m(pi, σ)
with εm,n : Mm ⊗Mn →Mn ⊗Mm the tensorial permutation isomor-
phism.
Proposition. If f ∈ A(Ω), then
∂˜f ∗ = σ1,2(∂˜f)
∗.
In particular if Ω = Ω∗, this is the compatibility of the involution and
comultiplication of A(Ω).
Proof. If L ∈ L(Mm,n) and L
∗ ∈ L(Mn,m) is defined by L
∗(y) =
(L(y∗))∗ then
εm,n((αm,n(L))
∗) = αn,m(L
∗).
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In view of this it is easily seen that the proposition will follow if we
prove that:
f ∗m,n

Γ

a b 0 0
c d 0 tb′
0 0 a′ b′
0 0 c′ d′
Γ−1

/
λ˜m+ n

= S
fn+m

Γ′

α′ β ′ 0 0
γ′ δ′ 0 t∗β
0 0 α β
0 0 γ δ
Γ′−1

/
λ˜n+m


∗
S−1
where Γ,Γ′, S are permutation matrices, the first two having the effect
by conjugation of permuting second and third rows and columns in 4×4
block matrices and S permuting first and second rows and columns in
a 2×2 block matrix (the sizes of blocks corresponding tom+m+n+n,
n+ n+m+m and n+m respectively). The other notations used are
t ∈Mm,n(C) and((
a b
c d
)/
λ˜m
)∗
=
(
α β
γ δ
)/
λ˜m((
a′ b′
c′ d′
)/
λ˜n
)∗
=
(
α′ β ′
γ′ δ′
)/
λ˜n.
Remark that the right-hand side of the equality to be proved is equal
to fn+m
S ·
Γ′

α′ β ′ 0 0
γ′ δ′ 0 t∗β
0 0 α β
0 0 γ δ
Γ′−1

/
λ˜n+m


∗
.
Hence by the definition of f ∗m+n it will suffice to show that
Γ

a b 0 0
c d 0 tb′
0 0 a′ b′
0 0 c′ d′
Γ−1

/
λ˜m+ n

∗
= S ·
Γ′

α′ β ′ 0 0
γ′ δ′ 0 t∗β
0 0 α β
0 0 γ δ
Γ′−1

/
λ˜m+ n.
Writing the equality in the form A/λ˜m+ n = B/λ˜m+ n the problem
amounts to showing that A−1B is a lower triangular 2×2 block matrix
38 DAN-VIRGIL VOICULESCU
with invertible diagonal blocks. Denoting by Θ and Ξ the 4×4 explicitly
written matrices in A and B and by Σ and W the matrices
(
S 0
0 S
)
and
(
0 I
−I 0
)
, we have:
A = −WΓΘ∗−1Γ−1W−1
B = ΣΓ′ΞΓ′−1Σ−1.
Hence
A−1B = −WΓΘ∗Γ−1W−1ΣΓ′ΞΓ′−1Σ−1
= −WΓΘ∗UΞU−1Γ−1W−1
where U = Γ−1W−1ΣΓ′. It is easily seen that
U =

0 0 0 −Im
0 0 Im 0
0 −Im 0 0
In 0 0 0

and hence that
UΞU−1 =

δ −γ 0 0
−β α 0 0
t∗β 0 δ′ −γ′
0 0 −β ′ α′
 .
To compute Ξ∗UΞU−1 remark first that in view of the formula for pi∗,
we may assume (
a b
c d
)−1
=
(
−δ∗ β∗
γ∗ −α∗
)
as well as the primed analogue of this. Equivalently we have(
δ −γ
−β α
)−1
= −
(
a∗ c∗
b∗ d∗
)
= −
(
a b
c d
)∗
and its primed analogue. We get
Θ∗UΞU−1 =

(
a b
c d
)∗
0 0
0 0
0 0
0 b′∗t∗
(
a′ b′
c′ d′
)∗


δ −γ 0 0
−β α 0 0
t∗β 0 δ′ −γ′
0 0 −β ′ α′

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=

I 0 0 0
0 I 0 0
a′∗t∗β 0 I 0
0 b′∗t∗α 0 I
 .
This in turn gives
−WΓ(Θ∗UΞU−1)Γ−1W−1 = −W

I 0 0 0
a′∗t∗β I 0 0
0 0 I 0
0 0 b′∗t∗α I
W−1
= −

I 0 0 0
b′∗t∗α I 0 0
0 0 I 0
0 0 a′∗t∗β I

which is a matrix of the desired kind. 
9.3. The involution and the coderivation Λ. In this subsection
we check the compatibility of Λ with the involution.
Proposition. If f ∈ A(Ω) then we have
Λf ∗ = (Λf)∗
(the same Λ denotes the coderivations in A(Ω) and in A(Ω∗)).
Proof. If pi =
(
a b
c d
)/
λ˜n ∈ Ωn, then((
1 0
0 et
)
n
pi
)∗
=
(
0 1
−1 0
)
n
(
1 0
0 et
)∗−1
n
(
0 1
−1 0
)−1
pi∗
=
(
e−t 0
0 1
)
n
pi∗ =
(
1 0
0 et
)
n
pi∗
from which the proposition follows immediately using the formula for
Λ. 
9.4. The involution and Grassmannian resolvents. In this sub-
section we check the behavior of resolvents with respect to the involu-
tion.
We will need an algebraic lemma which provides explicit formulae
for resolvents.
Lemma. Assume that, with entries in some unital ring, we have(
a b
c d
)−1
=
(
x y
z t
)
and
(
α β
γ δ
)−1
=
(
r s
u v
)
. Then the matrix
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b β
d δ
)
is invertible iff xβ + yδ is invertible, which is also iff rb+ sd
is invertible. Moreover we then have:(
b β
d δ
)−1
=
(
(rb+ sd)−1r (rb+ sd)−1s
(xβ + yδ)−1x (xβ + yδ)−1y
)
.
Proof. Since (
x y
z t
)(
b β
d δ
)
=
(
0 xβ + yδ
1 zβ + tδ
)
we get the “iff xβ + yδ is invertible” part of the statement and(
b β
d δ
)−1
=
(
0 xβ + yδ
1 zβ + tδ
)−1(
x y
z t
)
=
(
∗ ∗
(xβ + yδ)−1 0
)(
x y
z t
)
=
(
∗ ∗
(xβ + yδ)−1x (xβ + yδ)−1y
)
.
Similarly, since (
r s
u v
)(
b β
d δ
)
=
(
rb+ sd 0
ub+ vd 1
)
we get the “iff rb+ sd is invertible” part of the statement and(
b β
d δ
)−1
=
(
rb+ sd 0
ub+ vd 1
)−1(
r s
u v
)
=
(
(rb+ sd)−1 0
∗ ∗
)(
r s
u v
)
=
(
(rb+ sd)−1r (rb+ sd)−1s
∗ ∗
)
.

The framework for resolvents will be a unital Banach algebra with
involution E and a Banach subalgebra with the same involution 1 ∈
B ⊂ E.
Proposition. Let pi ∈ Gr1(E) and σ ∈ Grn(B) be such that σ ∈
ρ˜n(pi;B). Then σ
∗ ∈ ρ˜n(pi
∗;B) and (R˜n(pi;B)(σ))
∗ = R˜n(pi
∗;B)(σ∗).
Proof. Remark that it suffices to prove the proposition when B = E
and n = 1. Indeed, replacing E by Mn(E) we get the reduction to the
case n = 1.
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Let pi =
(
a b
c d
)/
λ˜1, σ =
(
α β
γ δ
)/
λ˜1 and use the notation for
the inverses of the two matrices which we used in the lemma. Then we
have R˜1(pi;E)(σ) = β(xβ + yδ)
−1y and σ ∈ ρ˜1(pi;E) is equivalent to
the invertibility of xβ + yδ by the lemma.
On the other hand we have
pi∗ =
(
−t∗ y∗
z∗ −x∗
)/
λ˜1
σ∗ =
(
−v∗ s∗
u∗ −r∗
)/
λ˜1
and (
−t∗ y∗
z∗ −x∗
)−1
=
(
−d∗ b∗
c∗ −a∗
)
.
Applying again the lemma, to these new matrices, we get that σ∗ ∈
ρ˜1(pi
∗;E) is equivalent to the invertibility of−d∗s∗−b∗r∗ and R˜1(pi
∗;E)(σ∗) =
−s∗(d∗s∗+b∗r∗)−1b∗. Since −d∗s∗−b∗r∗ is invertible iff rb+sd is invert-
ible, the equivalence of σ∗ ∈ ρ˜1(pi
∗;E) with σ ∈ ρ˜1(pi;E) is precisely
the equivalence of the invertibility of rb+ sd and of xβ + yd.
To conclude the proof of the proposition we must show that
(β(xβ + yδ)−1y)∗ + s∗(d∗s∗ + b∗r∗)−1b∗ = 0,
or equivalently, that
β(xβ + yδ)−1y + b(rb+ sd)−1s = 0.
This is a consequence of the last assertion of the lemma, which gives
that (
b β
d δ
)(
(rb+ sd)−1r (rb+ sd)−1s
(xβ + yδ)−1x (xβ + yδ)−1y
)
=
(
∗ 0
∗ ∗
)
.

9.5. The involution and the duality transform. Like in the pre-
vious section 1 ∈ B ⊂ E will be Banach algebras with involution. Since
we will consider the duality transforms with respect to pi, B and with
respect to pi∗, B we will use the notations Upi(·) and respectively Upi∗(·)
to distinguish the two.
Proposition. We have (LR(pi;B))∗ = LR(pi∗;B) and (Upi(ϕ))
∗ =
Upi∗(ϕ
∗).
The proof is a straightforward consequence of Proposition 9.4 and
of the definitions of LR(pi;B) and of the duality transform and will
therefore be omitted.
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10. Dual Positivity
10.1. The Definition. The Grassmannian extension of the notion of
dual positivity is quite straightforward. Here B will be a unital Banach
algebra with involution.
Definition. If Ω = Ω∗ an element f ∈ A(Ω) is dual-positive if f = f ∗
and ∇n,nf(σ, σ
∗) is a positive map of Mn into Mn for all σ ∈ Ωn and
n ∈ N (∇m,nf(σ
′, σ′′) denotes the map αm,n∂˜m,nf(σ
′, σ′′)).
Like in the affine case we have a few equivalent conditions.
Proposition. If Ω = Ω∗ and f ∈ A(Ω), the following are equivalent:
(i) f is dual positive
(ii) f = f ∗ and for any σ(j) ∈ Ωn(j), 1 ≤ j ≤ p,
⊕
1≤i,j≤p(∇n(i),n(j)f)(σ
(i), σ(j)∗)
is a positive linear map of
⊕
i,j Mn(i),n(j), identiied withMn(1)+···+n(p)
into itself.
(iii) f = f ∗ and for any σ ∈ Ωn, the map (∇n,nf)(σ, σ
∗) : Mn →Mn
is completely positive.
The proof from the affine case [16, Prop. 8.2] immediately carries
over to this more general case and will not be repeated.
10.2. The duality transforms of the positive functionals. Here
1 ∈ B ⊂ E will be an inclusion of unital Banach algebras with involu-
tion. By E1 we shall denote the closure of LR(pi;B) where pi = pi
∗ ∈
Gr1(E). A functional ϕ ∈ E
d
1 is positive, denoted ϕ ≥ 0, if ϕ = ϕ
∗
and ϕ(y∗y) ≥ 0 for all y ∈ E1 (the hermiticity follows actually from
the second requirement).
Proposition. If ϕ ∈ Ed1 , then ϕ ≥ 0 iff −U(ϕ) is dual positive in
A(ρ˜(pi;B)).
Proof. a) ϕ ≥ 0⇒ −U(ϕ) dual positive. We shall use Proposition 6.3,
which implies that
(idMn ⊗ idMn ⊗ϕ)(R˜(pi;B)(σ)⊗E R˜(pi;B)(σ
∗)) = −∂˜n,nU(ϕ)(σ, σ
∗).
Since pi = pi∗, we have
R˜(pi;B)(σ) = (R˜(pi∗;B)(σ∗))∗.
Hence, if xij ∈ E1 are such that R˜(pi;B)(σ) =
∑
i,j eij ⊗ xij then
−∂˜n,nU(ϕ)(σ; σ
∗) =
∑
1≤i,j,k,l≤n
ϕ(xijx
∗
lk)eij ⊗ ekl.
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We must check that
αn,n(−∂˜n,nU(ϕ)(σ; σ
∗))
(∑
p,q
cpc¯qepq
)
≥ 0.
In view of the definition of α, this is equivalent to∑
1≤i,j,k,l≤n
cj c¯kϕ(xijx
∗
lk)eil ≥ 0.
Let ai =
∑
1≤j≤n cjxij ∈ E1. Then the inequality we must prove,
becomes ∑
1≤i,l≤n
ϕ(aia
∗
l )eil ≥ 0
or equivalently, for all λ1, . . . , λn ∈ C∑
1≤i,l≤n
ϕ(aia
∗
l )λiλ¯l ≥ 0.
Putting y =
∑
1≤i≤n λiai, we get ϕ(yy
∗) ≥ 0, which is indeed so.
b) −U(ϕ) dual positive ⇒ ϕ ≥ 0. We have
((−∇n,nU(ϕ)(σ, σ
∗))ejk)il = ϕ((R˜n(pi;B)(σ))ij(R˜n(pi;B)(σ))
∗
lk).
We must show that ϕ(ξξ∗) ≥ 0 if ξ ∈ LR(pi;B). Using instead of
σ′, σ′′, σ′′′, . . . the direct sum σ = σ′ ⊕ σ′′ ⊕ σ′′′ ⊕ . . . we can assume ξ
is a linear combination of matrix entries of R˜n(pi;B)(σ). So, we must
show that ∑
1≤i,j,k,l≤n
cij c¯lkϕ((R˜n(pi;B)(σ))ij(R˜n(pi;B)(σ))
∗
lk) ≥ 0
which is equivalent to∑
1≤i,j,k,l≤n
(−∇n,nU(ϕ)(σ; σ
∗))(ejk))ilcij c¯lk ≥ 0.
Let Φ = −∇n,nU(ϕ)(σ; σ
∗). The complete positivity of Φ gives that
0 ≤ Θ =
∑
1≤j,k≤n
Φ(ejk)⊗ ejk =
∑
1≤i,j,k,l
(Φ(ejk))ileil ⊗ ejk.
If el is the canonical basis in C
n and η =
∑
1≤l,k≤n c¯lkel⊗ek ∈ C
n⊗Cn,
then
0 ≤ 〈Θη, η〉 =
∑
1≤i,j,k,l≤n
(Φ(ejk))ilcij c¯lk
which concludes the proof. 
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11. Stably Matricial Sets, Matricial Half-Planes and
Unit Balls
11.1. Stably matricial sets. Matricial half-planes, unit balls, which
are fundamental in operator theory, don’t satisfy the similarity require-
ment of fully matricial sets. These matricial sets have somewhat weaker
properties, and will be called stably matricial. Stably matricial sets can
easily be turned into fully matricial sets. Since affine space is part of the
Grassmannian we will only give the Grassmannian definition, though,
the easy adaptation to the affine case, will often be easier to work with.
Definition. a) If Ξ = (Ξn)n∈N, where Ξn ⊂ Grn(B) we will call
Ξ a stably matricial B-set of the Grassmannian if the following two
conditions are satisfied.
1◦ if pi ∈ Grm(B), σ ∈ Grn(B) then pi ⊕ σ ∈ Ξm+n ⇔ pi ∈ Ξm,
σ ∈ Ξn.
2◦ if pi ∈ Grm(B), σ ∈ Grn(B) and s ∈ GL(m+ n;C) is such that
s·(pi⊕σ) ∈ Ξm+n, then there are s
′ ∈ GL(m;C), s′′ ∈ GL(n;C),
so that s′ · pi ∈ Ξm, s
′′ · σ ∈ Ξn.
b) If Ξ = (Ξn)n∈N is stably matricial and f = (fn)n∈N, where
fn : Ξn → Mn, then we will say f is a stably matricial function on
Ξ if
1◦ fm+n(pi ⊕ σ) = fm(pi)⊕ fn(σ) when pi ∈ Ξm, σ ∈ Ξn.
2◦ if pi, pi′ ∈ Ξn and s ∈ GLn(C) is such that s · pi = pi
′, then
Ad s(fn(pi)) = fn(pi
′).
Remark. The reader can easily adapt part b) of the definition to
functions with fn : Ξn → Mn(X ), where X is some Banach space or
even more generally fn : Ξn → Θn, where Θ = (Θn)n∈N is a stably
matricial A-set, where A is some Banach algebra. In another direc-
tion, there are several variables stably matricial functions. For instance
for two variables we consider f = (fm,n)(m,n)∈N2 , fm,n : Ξm × Ξn →
Mm ⊗Mn satisfying: fm′+m′′,n′+n′′(pi
′ ⊕ pi′′, σ′ ⊕ σ′′) = fm′,n′(pi
′, σ′) ⊕
fm′′,n′(pi
′′, σ′)⊕ fm′,n′′(pi
′, σ′′)⊕ fm′′,n′′(pi
′′, σ′′) and the similarity condi-
tion (Ad s1⊗Ad s2)fm,n(pi, σ) = fm,n(pi
′, σ′) when pi, pi′ ∈ Ξm, σ, σ
′ ∈ Ξn
and s1 ∈ GL(m,C), s2 ∈ GL(n;C) are such that s1 ·pi = pi
′, s2 ·σ = σ
′.
The corresponding extensions of part b) of the next proposition is also
an easy exercise left to the reader.
Proposition. a)If Ξ = (Ξn)n∈N is a stably matricial B-set of the
Grassmannian, then Ξ˜ = (Ξ˜n)n∈N, where Ξ˜n = GL(n;C) ·Ξn, is a fully
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matricial B-set of the Grassmannian. Moreover, if Ξ is open, then Ξ˜
is also open.
b)If f = (fn)n∈N is a stably matricial function (fn here is Mn-
valued), then there is a unique extension f˜ = (f˜n)n∈N to Ξ˜ so that
f˜n(s · pi) = Ad s(f˜n(pi)). The extension f˜ is fully matricial. Moreover
if Ξ is open and f is analytic, then f˜ is fully matricial analytic. Sim-
ilar statements hold for the more general f considered in the remark
preceding the proposition.
c) If Ξ is a stably matricial B-set of the Grassmannian and g ∈
GL(2;B), then C(g)Ξ is also stably matricial and the map pi → C(g)pi
defines a stably matricial isomorphism of Ξ and C(g)Ξ, which is ana-
lytic when Ξ is open.
The proof is quite straightforward checking and will be left to the
reader.
Corollary. If Ξ, Ξ˜ are like in the proposition then the restriction maps
A(Ξ˜) → A(Ξ), A(Ξ˜, Ξ˜) → A(Ξ,Ξ) (the A(Ξ), A(Ξ,Ξ) denoting the
analytic stably matricial functions in the case of stably matricial sets)
are bijective. In particular A(Ξ) becomes via the isomorphism a bial-
gebra with coderivation Λ, isomorphic to A(Ξ˜).
11.2. The stably matricial unit disk D0(B). Starting with this
subsection and throughout the rest of section 11 we shall assume B is
a unital C∗-algebra.
Let D0(B)n = {T ∈ Mn(B) | ‖T‖ < 1} be the open unit ball of
Mn(B) with respect to the C
∗-norm and let Dcl0 (B)n be the closed unit
ball. We shall also denote by U(n;B) the unitary group of Mn(B). Of
course being subsets of Mn(B) these sets are also subsets of Grn(B).
Proposition. The matricial sets D0(B) = (D0(B)n)n∈N, D
cl
0 (B) =
(D0(B)
cl
n )n∈N and U(B) = (U(n;B))n∈N are stably matricial B-sets.
Also, if g1, . . . , gk ∈ GL(2;B), then more generally
C(g1)D0(B)∩· · ·∩C(gk)D0(B) = (C(g1)D0(B)n∩· · ·∩C(gk)D0(B)n)n∈N
is an open stably matricial set.
Proof. The only part of the statement which is perhaps not immedi-
ately clear is property 2◦ of part a) of Definition 11.1. In view of Propo-
sition 11.1 part c), the statement about C(g1)D0(B)∩· · ·∩C(gk)D0(B)
needs only to be checked in case g1 = I2, since we may move the
set by the automorphism defined by g−11 , which replaces g1, . . . , gk
by 1, g−11 g2, . . . , g
−1
1 gk. Thus, the considered sets will all be affine
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and it will simplify notations to work in the affine context. Assume
s(x⊕y)s−1 ∈ Ξm+n, where s ∈ GL(m+n;C), x ∈Mm(B), y ∈Mn(B)
and where Ξ denotes one of the matricial sets we are considering. We
must show there is s′ ∈ GL(m;C) such that s′xs′−1 ∈ Ξm (the state-
ment is symmetric in x and y, so only one half needs to be proved).
Let V = s(Cm ⊕ 0n) ⊂ C
m+n and assume B has been identified with
a C∗-algebra of operators on some Hilbert space H . Then Mn(B) be-
comes a C∗-algebra of operators acting on Cn ⊗ H and V ⊗ H is an
invariant subspace for s(x⊕ y)s−1 and T = s(x⊕ y)s−1 | V ⊗H is an
operator of norm < 1, ≤ 1 or unitary, depending on which of our first
three possible Ξ we consider (for the unitary case the restriction is iso-
metric, but being similar to x which is invertible, it must be unitary).
In the fourth case we already know ‖T‖ < 1 and if g−1j =
(
b1 b2
b3 b4
)
any
2 ≤ j ≤ k, then IV ⊗ b1 + (IV ⊗ b2)T is invertible because it is similar
to Im ⊗ b1 + (Im ⊗ b2)x which is invertible and we have
‖(IV ⊗ b3 + (IV ⊗ b4)T )(IV ⊗ b1 + (IV ⊗ b2)T )
−1‖
≤ ‖(In ⊗ b3 + (In ⊗ b4)(s(x⊕ y)s
−1))(In ⊗ b1 + (In ⊗ b2)(s(x⊕ y)s
−1))−1‖ < 1.
If u : V → Cm is a unitary operator and if s′ = u(V |s|Cm⊕0n), then
s′xs′−1 is unitarily equivalent to s(x⊕ y)s−1|V⊗H and hence in Ξn. 
An obvious characterization of C(g)D0(B)n which we used in the
proof and which will be useful also in what follows, is that:(
α β
γ δ
)/
λ˜n ∈ C(g)D0(B)n,
where g ∈ GL(2;B) and g−1 =
(
b1 b2
b3 b4
)
if and only if (b1 ⊗ In)β +
(b2 ⊗ In)δ is invertible and
‖((b3 ⊗ In)β + (b4 ⊗ In)δ)((b1 ⊗ In)β + (b2 ⊗ In)δ)
−1‖ < 1.
Similarly
(
α β
γ δ
)/
λ˜n ∈ C(g)U(n;B) iff (b1 ⊗ In)β + (b2 ⊗ In)δ is
invertible and
((b3 ⊗ In)β + (b4 ⊗ In)δ)((b1 ⊗ In)β + (b2 ⊗ In)δ)
−1 ∈ U(n;B).
11.3. The stably matricial upper and lower half-planes (H±(B)).
We will define some of the matricial sets which underly the noncom-
mutative spectral analysis of a hermitian element with respect to B.
This will be done via transformations C(g) from D0(B) and U(B).
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It will be convenient to have also a notation for the open stably
matricial disk at infinity D∞(B) = C
((
0 1
1 0
))
D0(B). The open
upper and lower stably matricial half planes H+(B) = (H+(B)n)n∈N
and H−(B) = (H−(B)n)n∈N are then defined by
H+(B) = C
((
−i i
1 1
))
D0(B)
H−(B) = C
((
i −i
1 1
))
D0(B)
(which is just the familiar Cayley transforms in the notations we use).
Equivalently we have
H+(B) = C
((
i −i
1 1
))
D∞(B)
H−(B) = C
((
−i i
1 1
))
D∞(B)
and
D0(B) =
(
i 1
−i 1
)
H+(B) =
(
−i 1
i 1
)
H−(B).
Since D0(B)
∗ = D0(B) we can use the formula
(C(g)pi)∗ = C(Wg∗−1W−1)pi∗
where W =
(
0 1
−1 0
)
. This then easily gives
D∞(B)
∗ = D∞(B) and
H+(B)
∗ = H−(B).
The hermitian stably matricial set H(B) = (H(B)n)n∈N is obtained
from U(B) by “Cayley transform”
H(B) = C
((
i −i
1 1
))
U(B).
Since U(B) = U(B)∗ and U(B) = C
((
0 1
1 0
))
U(B), etc., it is easy
to see that
H(B) = H(B)∗
and also
H(B) = C
((
−i i
1 1
))
U(B).
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Remark. We have left out in the above discussion, because it seemed
too well-known, the important fact that the affine partMn(B)∩H+(B)n
of H+(B)n consists of those β ∈ Mn(B) such that Im β ≥ 0 and Im β
is invertible, that is Im β ≥ εIn⊗ 1 for some ε > 0. To take this to the
Grassmannian leads to Krein spaces (see [6]).
11.4. Mixed unit balls ∆p,q(B) and half-planes Xp,q(B) in the
matricial resolvents of unitary and hermitian elements. Let E
be a unital C∗-algebra so that 1 ∈ B ⊂ E and let u ∈ U(1;E) and
χ ∈ H(E)1. We will show that in ρ˜(u;B) and ρ˜(χ;B), the subsets
D0(B)n, D∞(B)n, H±(B)n are part of some more general families of
“unit balls” and “half-planes”. Of course the questions for χ and u are
equivalent via Cayley transform.
If x ∈ D0(B)n then x ∈ ρ˜n(u;B) and In⊗u−x = (In⊗u)(In⊗1−(In⊗
u∗)x) is invertible because ‖(In ⊗ u
∗)x‖ < 1. Since C
((
0 1
1 0
))
u =
u−1 ∈ U(1;E) we also have C
((
0 1
1 0
))
D0(B) = D∞(B) ⊂ ρ˜(u;B).
Hence, ρ˜(u;B) being fully matricial, if x ∈ D0(B)p, y ∈ D0(B)q then
x⊕C
((
0 1
1 0
))
y ∈ ρ˜p+q(u;B). Since ρ˜p+q(u;B) is open, butD0(B)p⊕
C
((
0 1
1 0
))
D0(B)q isn’t, if p > 0, q > 0, there should be a larger open
set in ρ˜p+q(u;B) containing it. Such a set is ∆p,q(B) ⊂ Grp+q(B).
Using the action of GL(2(p+ q),C) on Grp+q(B) we define
∆p,q(B) = gp,qD0(B)p+q
where
gp,q =

Ip 0 0 0
0 0 0 Iq
0 0 Ip 0
0 Iq 0 0
 ∈ GL(2(p+ q),C).
In particular ∆p,0(B) = D0(B)p and ∆0,q(B) = D∞(B)q.
From here we also define
∆˜p,q(B) = GL(p+ q;C) ·∆p,q(B),
Xp,q(B) = C
((
−i i
1 1
))
∆p,q(B),
X˜p,q(B) = GL(p+ q;C) ·Xp,q(B)
= C
((
−i i
1 1
))
∆˜p,q(B).
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Since the definition of ∆p,q(B) is tied to the special decomposition
Cp+q = Cp ⊕ Cq, it is natural to consider also sets like
∆̂p,q(B) = U(p + q;C) ·∆p,q(B)
X̂p,q(B) = U(p + q;C) ·Xp,q(B).
Clearly Xp,0(B) = H+(B)p, X˜p,0(B) = H˜+(B)p, X0,q(B) = H−(B)q,
X˜0,q(B) = H˜−(B)q.
Lemma. We have σ ∈ ∆p,q(B) if and only if for some(
x y
z t
)
∈ D0(B)p+q
we have
σ =

0 0 Ip ⊗ 1 0
0 Iq ⊗ 1 z t
Ip ⊗ 1 0 x y
0 0 0 Iq ⊗ 1

/
λ˜p+ q.
The proof is a straightforward computation which will be omitted.
Proposition. We have ∆˜p,q(B) ⊂ ρ˜p+q(u;B) and X˜p,q(B) ⊂ ρ˜p+q(x;B).
Moreover C
((
0 1
1 0
))
∆̂p,q = ∆̂q,p, C
((
0 1
1 0
))
∆˜p,q = ∆˜q,p and
X̂∗p,q = X̂q,p, X˜
∗
p,q = X˜q,p.
Proof. To establish the two inclusions it suffices to show ∆p,q(B) ⊂
ρ˜p+q(u;B), since ρ˜(u;B) is fully matricial and we can use Cayley trans-
form to pass from u to χ. In view of the lemma, we must show that
V =

Ip ⊗ 1 0 Ip ⊗ 1 0
z t 0 Iq ⊗ 1
x y Ip ⊗ u 0
0 Iq ⊗ 1 0 Iq ⊗ u

is invertible when (
x y
z t
)
∈ D0(B)p+q.
This is equivalent to the invertibility of
gp,qV
(
Ip+q+p ⊗ 1 0
0 Iq ⊗ u
−1
)
=

Ip ⊗ 1 0 Ip ⊗ 1 0
0 Iq ⊗ 1 0 Iq ⊗ 1
x y Ip ⊗ u 0
z t 0 Iq ⊗ u
−1
 .
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Multiplying to the right by(
Ip+q ⊗ 1 −Ip+q ⊗ 1
0 Ip+q ⊗ 1
)
we see that the invertibility of V is equivalent to the invertibility of
−
(
x y
z t
)
+
(
Ip ⊗ u 0
0 Iq ⊗ u
−1
)
=
(
Ip ⊗ u 0
0 Iq ⊗ u
−1
)(
Ip+q ⊗ 1−
(
Ip ⊗ u
−1 0
0 Iq ⊗ u
)(
x y
z t
))
which follows from the fact that∥∥∥∥(Ip ⊗ u−1 00 Iq ⊗ u
)(
x y
z t
)∥∥∥∥ < 1.
Let sp,q =
(
0 Ip
Iq 0
)
∈ U(p + q;C). The transformation of ∆̂p,q and
∆˜p,q into ∆̂q,p and ∆˜q,p via C
((
0 1
1 0
))
is a consequence of
C
((
0 1
1 0
))
∆p,q = sp,q ·∆q,p
which in turn follows from the easy to check matrix equality(
0 Ip+q
Ip+q 0
)
gp,q =
(
sp,q 0
0 sp,q
)
gq,p
(
sq,p 0
0 sq,p
)
.
Passing to the action of the involution on X˜p,q, X̂p,q we observe that
if σ ∈ Grn(B) and γ ∈ GL(2n;C) then (γσ)
∗ = (Wnγ
∗−1W−1n )σ
∗ where
Wn =
(
0 In
−In 0
)
. If pi ∈ Xp,q then there is σ ∈ D0(B)p+q so that
pi = Cp+qgp,qσ
where Cp+q stands for
(
−iIp+q iIp+q
Ip+q Ip+q
)
. It is easily seen that g∗−1p,q =
gp,q, C
∗−1
p+q =
1
2
Cp+q andWp+qCp+qW
−1
p+q = −iCp+q
(
0 Ip+q
Ip+q 0
)
. Hence
pi∗ = Cp+qΓp+qWp+qgp,qW
−1
p+qσ
∗
where Γn =
(
0 In
In 0
)
. Let dp,q =
(
Ip 0
0 −Iq
)
∈ U(p+ q;C). It is easy
to see that Wp+qgp,qW
−1
p+q = gp,q
(
dp,q 0
0 dp,q
)
so that
pi∗ = Cp+qΓp+qgp,q(dp,q · σ
∗).
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Since dp,qσ
∗ ∈ D0(B)p+q we have
pi∗ ∈ C
((
−i i
1 1
))
C
((
0 1
1 0
))
∆p,q = C
((
−i i
1 1
))
sp,q ·∆q,p
= sp,q ·Xq,p.
Thus we have proved
X∗p,q ⊂ sp,qXq,p.
This easily implies
X̂∗p,q ⊂ X̂q,p and
X˜∗p,q ⊂ X˜q,p
which by symmetry must be equalities. 
11.5. Extending the invertibility of stably matricial functions.
Inverse function theorems usually provide local inverses and this raises
the question whether we can use them to get fully matricial inverses.
We prove here the results on stably matricial functions which make
such uses of inverse function theorems possible.
Lemma. Let Ξ be an open stably matricial B-set and let f = (fn)n∈N
be an X -valued continuous stably matricial function on Ξ (X a Banach
space). If f is injective then also its fully matricial extension f˜ to Ξ˜ is
injective.
Proof. Assume pi, pi′ ∈ Ξn and s, s
′ ∈ GL(n;C) are such that f˜n(s·pi) =
f˜n(s
′ · pi′). Let s′′ =
(
0 s−1s′
s′−1s 0
)
∈ GL(2n;C) and let pi′′ = pi⊕ pi′ ∈
Ξ2n. We have f˜2n(s
′′ · pi′′) = f˜2n(pi
′′) or equivalently (Ad s′′)f2n(pi
′′) =
f2n(pi
′′). This implies that the matrix f2n(pi
′′) with entries in X com-
mutes with the scalar matrix s′′. It is easily seen that this implies
f2n(pi
′′) commutes with any matrix σ in the algebra generated by I2n
and s′′. We may then choose σ to be a logarithm of s′′. We will then
have
(Ad(exp tσ))f2n(pi
′′) = f2n(pi
′′)
for all t ∈ C.
Since Ξ is open, there is ε > 0 such that (exp tσ) · pi′′ ∈ Ξ if |t| < ε.
Since f is injective we infer that (exp tσ) · pi′′ = pi′′ if |t| < ε. If m ∈ N
is such that m > ε−1 then we have s′′ ·pi′′ = (expm−1σ) ·pi′′ = pi′′. This
in turn implies that s−1s′ · pi′ = pi and hence we have s · pi = s′ · pi′. 
Proposition. Let Ξ be an affine open stably matricial B-set and let
f be a B-valued injective stably matricial function on Ξ. Assume f is
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continuous and open. Then f˜(Ξ˜) = (f˜n(Ξ˜n))n∈N is an open fully ma-
tricial B-set and each map f˜n is a homeomorphism of Ξ˜n onto f˜n(Ξ˜n).
Moreover the inverse map f˜−1 = (f˜−1n )n∈N is fully matricial. If addi-
tionally f is analytic, then so is f˜−1.
Proof. The lemma guarantees that each f˜n is a bijection of Ξ˜n onto
f˜n(Ξ˜n). Since f is continuous and open and f˜n is GL(n;C)-equivariant
it follows f˜n is a homeomorphism onto an open set. Also since f˜ pre-
serves the structures involved (direct sum, equivariance, topology) its
inverse is also fully matricial. In the analytic case f˜−1 is clearly ana-
lytic. 
A typical application of the preceding proposition would run as fol-
lows. If X is a Banach space and f : {x ∈ X | ‖x‖ < R} → X ,
f(0) = 0, is a holomorphic map so that ‖f(x)‖ ≤ C when ‖x‖ < R
and ‖(Df)(0)−1‖ = M < ∞, then the usual inverse function re-
sults give that there exist ε1 > 0 and ε2 > 0 which depend only
on R−1CM such that the restriction of f to {x ∈ X | ‖x‖ < ε1R}
is an analytic isomorphism onto an open subset of X which contains
{x ∈ X | ‖x‖ < ε2RM
−1}. (Replacing f by R−1((Df)(0))−1 ◦ f(R·)
this reduces to the case R = 1 and (Df)(0) = I.) Assuming B is
a C∗-algebra (for control of matricial norms) and remarking that the
differential of a stably matricial B-valued function in RD0(B) has as
components at the origin the multiples of the differential of the first
component, we can apply the inverse function result to the compo-
nents of the function and combine this with the Proposition to get the
following corollary.
Corollary. Assume B is a C∗-algebra and assume f is a B-valued
analytic stably matricial map on RD0(B) such that f1(0) = 0 and
f(RD0(B)) ⊂ CD0(B). Suppose (Df1)(0)
−1 exists and ‖(Df1)(0)
−1‖ <
M , then there are ε1 > 0, ε2 > 0 which depend only on R
−1CM so
that f˜ is a fully matricial isomorphism of ε1RD˜0(B) onto an open fully
matricial affine B-set which contains ε2RM
−1D˜0(B). In particular the
inverse of f˜ is defined on a fully matricial set containing ε2RM
−1D˜0(B)
and is fully matricial holomorphic.
12. More about duality transforms for unitary and
hermitian elements of the Grassmannian
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12.1. Universal duality transforms for unitary and hermitian
elements. The universal duality transforms which we construct in this
subsection are the duality transforms for some universal unitary and
hermitian Grassmannian elements relative to a given unital C∗-algebra
B. We will then prove in 12.2–12.5 that certain technical assumptions
we made in connection with the duality transform in 6.4 and in 8.3 are
fulfilled in the universal case (8.3 only for the unitary case).
Let E(B) = B ∗ C(T) be the unital full free product C∗-algebra
(that is, the C∗-algebra free product with amalgamation over C 1) of
B and C(T). We shall identify B and C(T) with the corresponding
C∗-subalgebras of E(B). Identifying T with the unit circle in C, the
function T → C giving the embedding, is then a unitary element u ∈
E(B), so that C(T) ∋ f → f(u) ∈ E(B) is the inclusion of C(T) into
E. We shall also denote by u the element in Gr1(E(B)) corresponding
to u, that is
(
0 1
1 u
)/
λ˜1. The universal hermitian element is then
χ = C
((
−i i
1 1
))
u =
(
i i(u− 1)
1 u+ 1
)/
λ˜1 ∈ Gr1(E(B)). If E is a
unital C∗-algebra with a given unitary element v and containing B as
a unital C∗-subalgebra, then there is a unique unital ∗-homomorphism
j : E(B)→ E acting as the identity on B and so that j(u) = v. Then
the duality transform Uv : E
d → A(ρ˜(v;B)) is so that ρ˜(u;B) ⊂ ρ˜(v;B)
and Uv(ϕ)|eρ(v;B) = Uu(ϕ ◦ j). Along the same lines, in the hermitian
case, if E is now a unital C∗-algebra containing B and h ∈ Gr1(E)
is a hermitian element, then there is v ∈ E a unitary element so that
h = C
((
−i i
1 1
))
v and there is j : E(B) → E, j|B = idB, j(u) = v.
Then Uh(ϕ)|eρ(χ;B) = Uχ(ϕ ◦ j).
Note that several universal objects arise from working in E(B) with
u and χ. The resolvent sets ρ˜(u;B), ρ˜(χ;B) are universal, in the sense
that any resolvents ρ˜(v;B) and ρ˜(h;B) as above contain these. Also
the algebras LR(u;B) and LR(χ;B) are universal as they map into
LR(v;B)’s and LR(h;B)’s respectively.
12.2. A strengthened assumption 6.4 is satisfied by the uni-
versal unitary element. We shall prove assumption 6.4 for the uni-
versal unitary element u ∈ E(B) in a stronger form where LR(u;B) is
replaced by the larger algebra QR(u;B) which is the inverse closed
subalgebra of E(B) generated by B ∪ LR(u;B). Note that since
0 ∈ ρ1(u;B) we have u
−1 ∈ LR(u;B) and hence B〈u〉 ⊂ QR(u;B).
That assumption 6.4 in its original form, holds for the universal
unitary element, will then be obtained as a corollary.
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Proposition. There is a derivation
∂Qu:B : QR(u;B)→ QR(u;B)⊗QR(u;B)
such that
(idMn ⊗∂
Q
u:b)R˜n(u;B)(σ) = R˜n(u;B)(σ)⊗Mn R˜n(u;B)(σ)
for all n ∈ N and σ ∈ ρ˜n(u;B). Moreover we have
∂Qu:b|B = 0 and ∂
Q
u:Bu = 1⊗ 1.
Proof. Let µ be a faithful representation of E(B) on some Hilbert
space H. The universal property of the full free product implies that
for any fixed H = H∗ ∈ B(H) and all ε ∈ R there are representations
µε : E(B) → B(H) so that µε | B = µ | B and µε(u) = UU(ε) where
U = µ(u) and U(ε) = exp(iεH). It will be convenient to identify
B with µ(B) (that is, to assume B is a C∗-subalgebra of B(H)). If
σ =
(
α β
γ δ
)/
λ˜n ∈ ρ˜n(u;B), then (δ − (In ⊗ UU(ε))β)
−1 exists and
(idMn ⊗µε)(R˜n(u;B)(σ)) = β(δ − (In ⊗ UU(ε))β)
−1.
It follows that µε(x) is differentiable at ε = 0, as a function of ε ∈ R,
when x ∈ LR(u;B) and since µε(b) is constant for b ∈ B, differentia-
bility actually holds for x ∈ B∪LR(u;B) and hence for x ∈ QR(u;B).
This yields a derivation
dH : QR(u;B)→ B(H)
with respect to the QR(u;B)-bimodule structure on B(H) defined by
µ, where
dH(x) = −i
d
dε
µε(x)
∣∣∣∣
ε=0
.
We then have
(idMn ⊗dH)(R˜n(u;B)(σ)) = R˜n(U ;B)(σ)(In ⊗ UH)R˜n(U ;B)(σ)
= (idMn ⊗µ)(R˜n(u;B)(σ))(In ⊗ UH)(idMn ⊗µ)(R˜n(u;B)(σ))
and moreover
dH |B = 0 and dHu = UH.
We may extend by complex linearity the map H  dH to B(H) and
get derivations dT : QR(u;B)→ B(H) with T ∈ B(H). Putting these
together yields a derivation
d : QR(u;B)→ B(H)B(H)
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where d(x) = (dT (x))T∈B(H) and the QR(u;B)-bimodule structure on
B(H)B(H) is deduced from µB(H). We also have a QR(u;B)-bimodules
map
ϕ : QR(u;B)⊗QR(u;B)→ B(H)B(H)
where
ϕ(x⊗ y) = (µ(x)UTµ(y))T∈B(H).
It is easily seen that ϕ is injective and that we have
(idMn ⊗d)(R˜n(u;B)(σ)) = (idMn ⊗ϕ)(R˜n(u;B)(σ)⊗Mn R˜n(u;B)(σ)),
d|B = 0 and d(u) = ϕ(1⊗ 1).
The formula for (idMn ⊗d)(R˜n(u;B)(σ)) implies that
d(LR(u;B)) ⊂ ϕ(LR(u;B)⊗ LR(u;B)).
The set
{x ∈ QR(u;B) | d(x) ∈ ϕ(QR(u;B)⊗QR(u;B))}
is an inverse-closed subalgebra ofQR(u;B) and since it contains LR(u;B)
and B it is equal to QR(u;B). From
d(QR(u;B)) ⊂ ϕ(QR(u;B)⊗QR(u;B))
we infer the existence of a linear map ∂Qu:B : QR(u;B)→ QR(u;B)⊗
QR(u;B), such that ϕ ◦ ∂Qu:B = d. Since d is a derivation we easily
infer that ∂Qu:B is also a derivation and the properties of ∂
Q
u:B are easily
obtained from those of d. 
Corollary. There is a derivation
∂u:B : LR(u;B)→ LR(u;B)⊗ LR(u;B)
such that
(idMn ⊗∂u:B)R˜n(u;B)(σ) = R˜n(u;B)(σ)⊗Mn R˜n(u;B)(σ)
for all n ∈ N and σ ∈ ρ˜n(u;B).
Proof. We can take
∂u:B = ∂
Q
u:B | LR(u;B)
and remark, like we did in the proof of the Proposition that the formula
for (idMn ⊗∂
Q
u:b)(R˜n(u;B))(σ)) implies that
∂Qu:B(LR(u;B)) ⊂ LR(u;B)⊗ LR(u;B).

Remark. It is easy to see that the larger algebra MQR(u;B) ⊃
QR(u;B), which is the closure under taking entries of the inverses of
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invertible square matrices with entries in the algebra, is still contained
in the domain of definition of the derivations dH. This yields a proof of
the modified Proposition with QR(u;B) replaced by MQR(u;B) and
∂Qu:B by a derivation
∂MQu:B : MQR(u;B)→MQR(u;B)⊗MQR(u;B).
12.3. Assumption 8.3 is satisfied by the universal unitary ele-
ment. We shall prove the following result (assumption 8.3) about the
universal unitary element u ∈ E(B).
Proposition. There is a linear map D : LR(u;B)→ E(B) so that
(idMn ⊗D)(R˜n(u;B)(σ)) =
d
dt
R˜n(e
tu;B)(σ)
∣∣∣∣
t=0
for all n ∈ N and σ ∈ ρ˜n(u;B).
Proof. Since E(B) is a free product of B and C(T), there is a
one-parameter group of automorphisms α(t), t ∈ R of E(B) such
that α(t)|B = idB and α(t)(u) = e
itu. It follows that ρ˜n(u;B) =
ρ˜n(α(t)u;B).
On the other hand it is easily seen that R˜n(e
tu;B) is holomorphic
in t in a neighborhood of zero. This gives
d
dt
R˜n(e
tu;B)(σ)
∣∣∣∣
t=0
= −i
d
dt
R˜n(α(t)u;B)(σ)
∣∣∣∣
t=0
= −i
d
dt
(idMn ⊗α(t))R˜n(u;B)(σ)
∣∣∣∣
t=0
taking into account that the automorphism of the Grassmannian in-
duced by α(t) leaves σ fixed since it lies in Grn(B).
By the definition of R˜n(u;B)(σ), since In ⊗ u is in the domain of
definition of the infinitesimal generator of idMn ⊗α(t) we infer that
R˜n(u;B)(σ) is also in the domain of definition of the infinitesimal gen-
erator of idMn ⊗α(t). This in turn gives that the matrix-coefficients of
R˜n(u;B)(σ) are in the domain of definition of the infinitesimal gen-
erator P = d
dt
α(t)
∣∣
t=0
of α(t). Thus LR(u;B) is in the domain of
definition of P and we can define D to be −iP . 
12.4. The relation of LR(χ;B) and R˜n(χ;B) toQR(u;B), R˜n(u;B)
and R˜n(u
−1;B). Since χ was defined as a “fractional-linear transform”
of u certain results about χ can be derived from results about u. We
collect in this section some technical facts underlying the passage from
u to χ.
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Since χ = C
((
−i i
1 1
))
u it is immediate that ρ˜n(χ;B) = Cn
((
−i i
1 1
))
ρ˜n(u;B).
Also, since there is an automorphism γ of E(B) such that γ | B = idB
and γ(u) = u−1, we have ρ˜n(u;B) = ρ˜n(u
−1;B). On the other hand
C
((
0 1
1 0
))
u = u−1 and hence Cn
((
0 1
1 0
))
ρ˜n(u;B) = ρ˜n(u
−1;B)
and Cn
((
0 1
1 0
))
ρ˜n(u;B) = ρ˜n(u;B).
Lemma. Let σ =
(
α β
γ δ
)/
λ˜n ∈ ρ˜n(u;B), σ
−1 = Cn
((
0 1
1 0
))
σ =(
γ δ
α β
)/
λ˜n and let ν = Cn
((
−i i
1 1
))
σ ∈ ρ˜n(χ;B). We have:
a) (In ⊗ u)(R˜n(u;B)(σ))(In ⊗ u) + In ⊗ u = −R˜n(u
−1;B)(σ−1)
b) LR(u−1;B) ⊂ QR(u;B)
c) R˜n(χ;B)(ν) = −
i
2
R˜n(u
−1;B)(σ−1)(In ⊗ 1− In ⊗ u
−1)
+ i
2
R˜n(u;B)(σ)(In ⊗ 1− In ⊗ u)
d) LR(χ;B) ⊂ QR(u;B).
Proof. a) implies b), since {u} ∪ LR(u;B) ⊂ QR(u;B).
On the other hand, a) is equivalent to
(In ⊗ u)R˜n(u;B)(σ) + R˜n(u
−1;B)(σ−1)(In ⊗ u
−1) = −In ⊗ 1.
This follows from the computation of the left hand side, which is equal
to
(In ⊗ u)β(δ − (In ⊗ u)β)
−1 + δ(β − (In ⊗ u
−1)δ)−1(In ⊗ u
−1)
= (In ⊗ u)β(δ − (In ⊗ u)β)
−1 + δ((In ⊗ u)β − δ)
−1
= ((In ⊗ u)β − δ)(δ − (In ⊗ u)β)
−1 = −In ⊗ 1.
Since
{u, u−1} ∪ LR(u;B) ∪ LR(u−1;B) ⊂ QR(u;B)
we see that d) is a consequence of c). So, the only thing we still must
prove is c).
In view of the definition of χ and ν, to compute R˜n(χ;B)(σ) we
must first compute the 22-entry of the block-matrix((
−iIn ⊗ 1 iIn ⊗ 1
In ⊗ 1 In ⊗ 1
)(
In ⊗ 1 β
In ⊗ u δ
))−1
=
1
2
((
In ⊗ 1 O
In ⊗ u δ − (In ⊗ u)β
)(
In ⊗ 1 β
O In ⊗ 1
))−1(
iIn ⊗ 1 In ⊗ 1
−iIn ⊗ 1 In ⊗ 1
)
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=
1
2
(
In ⊗ 1 −β
O In ⊗ 1
)(
In ⊗ 1 O
−(δ − (In ⊗ u)β)
−1(In ⊗ u) (δ − (In ⊗ u)β)
−1
)(
iIn ⊗ 1 In ⊗ 1
−iIn ⊗ 1 In ⊗ 1
)
=
(
∗ O
−1
2
(δ − (In ⊗ u)β)
−1(In ⊗ u)
1
2
(δ − (In ⊗ u)β)
−1
)(
iIn ⊗ 1 In ⊗ 1
−iIn ⊗ 1 In ⊗ 1
)
=
(
∗ ∗
∗ 1
2
(δ − (In ⊗ u)β)
−1(In ⊗ (1− u))
)
.
To get R˜n(χ;B)(ν), we must multiply this entry to the left by the
12-entry of ν, which is i(β − δ). Thus we have
R˜n(χ;B)(ν) =
i
2
(β − δ)(δ − (In ⊗ u)β)
−1(In ⊗ (1− u))
=
i
2
(R˜n(u;B)(σ))(In ⊗ (1− u))−
i
2
δ((In ⊗ u
−1)δ − β)−1(In ⊗ u
−1)(In ⊗ (1− u))
=
i
2
(R˜n(u;B)(σ))(In ⊗ (1− u))−
i
2
(R˜n(u
−1;B)(σ−1))(In ⊗ (1− u
−1)).

12.5. Assumption 6.4 is satisfied by the universal hermitian
element χ.
Proposition. Let ∂χ:Bξ be defined for ξ ∈ LR(χ;B) by
∂χ:Bξ =
i
2
(1⊗ (1− u))(∂Qu:bξ)((1− u)⊗ 1).
Then ∂χ:B is a derivation of LR(χ;B) into LR(χ;B)⊗LR(χ;B) such
that
(idMn ⊗∂χ:B)R˜n(χ;B)(ν) = R˜n(χ;B)(ν)⊗Mn R˜n(χ;B)(ν)
for all n ∈ N and ν ∈ ρ˜n(χ;B).
Proof. Remark that ∂χ:B is well-defined as a derivation of LR(χ;B)
intoQR(u;B) in view of the results in 12.2 and 12.4 and of the fact that
the map η  −i(1⊗(1−u))η((1−u)⊗1) is a QR(u;B)-bimodule map
of QR(u;B)⊗QR(u;B) into itself. It will suffice to prove the formula
for (idMn ⊗∂χ:B)R˜n(χ;B)(ν), since this formula completely determines
∂χ:B and establishes that its range lies in LR(χ;B)⊗LR(χ;B).
Using Lemma 12.4 a) and c) we have:
R˜n(χ;B)(ν) =
i
2
(R˜n(u;B)(σ))(In ⊗ (1− u))
+
i
2
(In ⊗ u)(R˜n(u;B)(σ))(In ⊗ (u− 1))
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+
i
2
(In ⊗ (u− 1))
=
i
2
((In ⊗ (1− u))(R˜n(u;B)(σ))(In ⊗ (1− u))− In ⊗ (1− u)).
Since
(idMn ⊗∂χ:B)(R˜n(χ;B)(ν))
=
i
2
(In ⊗ 1⊗ (1− u))(idMn ⊗∂
Q
u:B)(R˜n(χ;B)(ν))(In ⊗ (1− u)⊗ 1))
and
(idMn ⊗∂
Q
u:B)(R˜n(χ;B)(ν))
=
i
2
(−(In ⊗ 1)⊗Mn ((R˜n(u;B)(σ))(In ⊗ (1− u)))
− ((In ⊗ (1− u))(R˜n(u;B)(σ))⊗Mn (In ⊗ 1) + In ⊗ 1⊗ 1
+ ((In ⊗ (1− u))(R˜n(u;B)(σ))⊗Mn ((R˜n(u;B)(σ))(In ⊗ (1− u)))
we get that
(idMn ⊗∂χ:B)(R˜n(χ;B)(ν))
=
1
4
((In ⊗ (1− u))⊗Mn (In ⊗ (1− u))(R˜n(u;B)(σ))(In ⊗ (1− u))
+ (In ⊗ (1− u))(R˜n(u;B)(σ))(In ⊗ (1− u))⊗Mn (In ⊗ (1− u))
− (In ⊗ (1− u))⊗Mn (In ⊗ (1− u))
− (In ⊗ (1− u))(R˜n(u;B)(σ))(In ⊗ (1− u))
⊗Mn (In ⊗ (1− u))(R˜n(u;B)(σ))(In ⊗ (1− u)))
= −
1
4
((In ⊗ (1− u))R˜n(u;B)(σ)(In ⊗ (1− u))− In ⊗ (1− u))
⊗Mn ((In ⊗ (1− u))R˜n(u;B)(σ)(In ⊗ (1− u))− In ⊗ (1− u))
= −
1
4
(−2iR˜n(χ;B)(ν))⊗Mn (−2iR˜n(χ;B)(ν))
= (R˜n(χ;B)(ν))⊗Mn (R˜n(χ;B)(ν)).

13. The series expansion at the origin of a fully
matricial analytic function
13.1. Since we will deal with a local question, we will work in the affine
framework and we will use only the Banach space structure of B (like
in section 7). We will assume throughout sections 13.1–13.8 that B is
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finite-dimensional and then in section 13.9 give the general nonsense
argument extending the result about the series expansion to the case
of general B.
Let Ω = (Ωn)n≥1 be a fully matricial open B-set so that Ωn ∋ 0n
(the zero element of Mn(B)) and let f = (fn)n≥1 ∈ A(Ω). The series
expansion of fn at 0n is
fn(β) = fn(0n) +
∑
k≥1
1
k!
dkfn(0n)[β, . . . , β]︸ ︷︷ ︸
k-times
where dkfn(0n) is viewed as a symmetric k-linear map of Mn(B) ×
. . . × Mn(B) (k-times) into Mn and where it is assumed that some
disk {zβ | z ∈ C, |z| < 1 + ε} is in Ωn. Our aim here is to iden-
tify the (dkfn(0n))n≥1,k≥1 which occur taking into account the “fully
matricial”—conditions (convergence question aside).
13.2. Let Fn,k(β) = d
kfn(0n)[β, . . . , β], where β ∈Mn(B).
Lemma. We have (Fn,k)n≥1 ∈ A(Mn(B)).
Proof. The lemma is an immediate consequence of taking k-th order
differentials at the origin of the two equalities (equivariance and direct
sum conditions) which are satisfied by the fully matricial function f .

13.3. Since Fn,k was derived from d
kfn(0n), there are linear maps Φn,k :
(Mn)
⊗k ⊗B⊗k →Mn, satisfying the symmetry condition
Φn,k(A1 ⊗ · · · ⊗ Ak ⊗ b1 ⊗ · · · ⊗ bk)
= Φn,k(Aσ(1) ⊗ · · · ⊗ Aσ(k) ⊗ bσ(1) ⊗ · · · ⊗ bσ(k))
for all σ ∈ Sk, so that
Fn,k(A⊗ b) = Φn,k(A⊗ · · · ⊗ A⊗ b⊗ · · · ⊗ b).
To recover Φn,k from Fn,k one uses the fact that k!Φn,k(A1⊗· · ·⊗Ak⊗
b1 ⊗ · · · ⊗ bk) is the coefficient of λ1 . . . λk in Fn,k(λ1A1 ⊗ b1 + · · · +
λkAk ⊗ bk) which is a polynomial of degree k in λ1, . . . , λk ∈ C. The
properties of (Fn,k)n≥1 in Lemma 13.2, then translate immediately into
properties of the Φn,k which we record in the next lemma.
Lemma. a) We have
Φn,k(SA1S
−1 ⊗ · · · ⊗ SAkS
−1 ⊗ b1 ⊗ · · · ⊗ bk)
= SΦn,k(A1 ⊗ · · · ⊗ Ak ⊗ b1 ⊗ · · · ⊗ bk)S
−1,
where S ∈ GL(n,C).
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b) If n = n′ + n′′ and if we put
Φ˜n,k(A1 ⊗ b1 ⊗ A2 ⊗ b2 ⊗ · · · ⊗ Ak ⊗ bk)
= Φn,k(A1 ⊗ · · · ⊗Ak ⊗ b1 ⊗ · · · ⊗ bk),
we then have
Φ˜n,k((A
′
1 ⊗ b
′
1)⊕ (A
′′
1 ⊗ b
′′
1))⊗ · · · ⊗ ((A
′
k ⊗ b
′
k)⊕ (A
′′
k ⊗ b
′′
k))
= Φ˜n′,k(A
′
1 ⊗ b
′
1 ⊗ · · · ⊗ A
′
k ⊗ b
′
k)⊕ Φ˜n′′,k(A
′′
1 ⊗ b
′′
1 ⊗ · · · ⊗A
′′
k ⊗ b
′′
k)
where A′j ∈Mn′, A
′′
j ∈Mn′′, b
′
j , b
′′
j ∈ B.
13.4. Let ρn,k ∈ Sk → L((C
n)⊗k) ≃M⊗kn be the representation of Sk
which permutes the Cn factors in the k-fold tensor product.
Lemma. Let Φn,k : (Mn)
⊗k ⊗ B⊗k → Mn be linear maps satisfying
conditions a) and b) of Lemma 13.3 and let Ψn,k : (Mn)
⊗(k+1)⊗B⊗k →
C denote the map Ψn,k(A1⊗· · ·⊗Ak+1⊗ b1⊗· · ·⊗ bk) = Tr(Φn,k(A1⊗
· · · ⊗ Ak ⊗ b1 ⊗ · · · ⊗ bk)Ak+1). Then there are ϕσ ∈ (B
⊗k)d so that
Ψn,k(A1 ⊗ · · · ⊗Ak+1 ⊗ b1 ⊗ · · · ⊗ bk)
=
∑
σ∈Sk+1
Tr((A1 ⊗ · · · ⊗Ak+1)ρn,k+1(σ))ϕσ(b1 ⊗ · · · ⊗ bk)
for all n ∈ N. If n ≥ k+1 the ϕσ for which the previous formula holds
for that value of n are unique.
Proof. Condition a) implies that
Ψn,k(SA1S
−1 ⊗ · · · ⊗ SAk+1S
−1 ⊗ b1 ⊗ · · · ⊗ bk)
= Ψ(A1 ⊗ · · · ⊗ Ak+1 ⊗ b1 ⊗ · · · ⊗ bk).
Keeping n and b1, . . . , bk fixed, this is a linear map Tr(·X) for some
X ∈ (Mn)
k+1 and we must have S⊗(k+1)X(S⊗(k+1))−1 = X for S ∈
GL(n;C). By the theorem of Weyl X =
∑
σ∈Sk+1
cσρn,k+1(σ). It is
easy to see that for fixed n ∈ N we can find ϕσ ∈ (B
⊗k)d so that we
will have X =
∑
σ∈Sk+1
ϕσ(b1⊗· · ·⊗ bk)ρn,k+1(σ) (ϕσ is the linear map
interpolating between the coefficient cσ for the b1 ⊗ · · · ⊗ bk with the
bj ’s running over a fixed basis of B).
We still have to prove that the functionals ϕσ can be chosen inde-
pendent of n. This can be seen as follows. On one hand if n ≥ k + 1
the ρn,k+1(σ), σ ∈ Sk+1, are linearly independent and the coefficients
cσ and functionals ϕσ are unique. On the other hand condition b) in
Lemma 13.3 applied to b′j = b
′′
j and A
′′
j = 0 shows that
Φn,k((A
′
1 ⊕ 0)⊗ · · · ⊗ (A
′
k ⊕ 0)⊗ b1 ⊗ · · · ⊗ bk)
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= Φn′,k(A
′
1 ⊗ · · · ⊗ A
′
k ⊗ b1 ⊗ · · · ⊗ bk)⊕ 0n′′,
which implies
Ψn′,k(A
′
1 ⊗ · · · ⊗A
′
k+1 ⊗ b1 ⊗ · · · ⊗ bk)
= Ψn,k((A
′
1 ⊕ 0)⊗ · · · ⊗ (A
′
k+1 ⊕ 0)⊗ b1 ⊗ · · · ⊗ bk).
Since
Tr((A′1 ⊗ · · · ⊗ A
′
k+1)ρn′,k+1(σ))
= Tr(((A′1 ⊕ 0)⊗ · · · ⊗ (A
′
k+1 ⊕ 0))ρn,k+1(σ)),
we infer that the ϕσ which work for n can also be used for n
′ < n. Thus
the ϕσ in the formula for some n ≥ k+1 can be used for all n ∈ N. 
13.5. The result of the preceding section did not draw all the conse-
quences from condition b) of Lemma 13.3 as we shall see in this section.
Remark first that
Tr((A1⊗· · ·⊗Ak+1)ρn,k+1(σ)) =
∏
{(i1,...,ip)|(i1,...,ip) cycle of σ}
Tr(Aip . . . Ai1),
(the product is over disjoint cycles of σ, that is without repetitions).
Let Ck+1 ⊂ Sk+1 be the cycles of length k + 1.
Lemma. The conclusion of Lemma 13.4 holds with the sum taken only
over Ck+1 (that is ϕσ = 0 if σ /∈ Ck+1).
Proof. We begin by remarking that Lemma 13.3 b) implies
Ψnm,k((A1 ⊕ · · · ⊕A1)︸ ︷︷ ︸
m
⊗ · · · ⊗ (Ak+1 ⊕ · · · ⊕ Ak+1)︸ ︷︷ ︸
m
⊗ b1 ⊗ · · · ⊗ bk)
= Tr(Φ˜nm,k((A1 ⊕ · · · ⊕A1)⊗ b1 ⊗ . . . (Ak ⊕ · · · ⊕ Ak)⊗ bk ⊗ (Ak+1 ⊕ · · · ⊕ Ak+1))
= mTr(Φn,k(A1 ⊗ · · · ⊗ Ak ⊗ b1 ⊗ · · · ⊗ bk)Ak+1)
= mΨn,k(A1 ⊗ · · · ⊗Ak+1 ⊗ b1 ⊗ · · · ⊗ bk).
On the other hand, if c(σ) is the number of cycles of the permutation
σ, we have
Tr(((A1 ⊕ · · · ⊕ A1)⊗ · · · ⊗ (Ak+1 ⊕ · · · ⊕ Ak+1))ρmn(σ))
=
∏
(i1...ip) cycle of σ
Tr((Aip ⊕ · · · ⊕Aip) . . . (Ai1 ⊕ · · · ⊕ Ai1))
=
∏
(i1,...,ip) cycle of σ
mTr(Aip . . . Ai1)
= mc(σ) Tr((A1 ⊗ · · · ⊗ Ak+1)ρn(σ)).
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Hence Lemma 13.4 applied to nm and Aj ⊕ · · · ⊕ Aj︸ ︷︷ ︸
m
instead of n and
Aj gives that
mΨn,k(A1 ⊗ · · · ⊗ Ak+1 ⊗ b1 ⊗ · · · ⊗ bk)
=
∑
σ∈Sk+1
mc(σ) Tr((A1 ⊗ · · · ⊗ Ak+1)ρn,k+1(σ))ϕσ(b1 ⊗ · · · ⊗ bk).
By the uniqueness of the ϕσ when n ≥ k + 1 we infer that ϕσ = 0 if
c(σ) > 1. 
13.6. We shall now translate the result of 13.5 in terms of the Φn,k.
Since Ck+1 is parametrized by Sk by putting each cycle in the form
pi = (k + 1, θ(k), . . . , θ(1)) for some θ ∈ Sk, we have that
Tr((A1 ⊗ · · · ⊗ Ak+1)ρn,k+1(pi)) = Tr(Aθ(1) . . . Aθ(k)Ak+1).
Lemma. Let Φn,k : (Mn)
⊗k ⊗ B⊗k → Mn be linear maps satisfying
conditions a) and b) of Lemma 13.3. Then there are ψθ ∈ (B
⊗k)d for
θ ∈ Sk so that
Φn,k(A1⊗· · ·⊗Ak ⊗ b1⊗· · ·⊗ bk) =
∑
θ∈Sk
ψθ(b1⊗· · ·⊗ bk)Aθ(1) . . . Aθ(k)
for all n ∈ N. If n ≥ k + 1 the ψθ are unique.
Proof. In view of the remarks preceding the Lemma, this is an
immediate consequence of Lemma 13.5 with ψθ = ϕpi, where pi =
(k + 1, θ(k), . . . , θ(1)). 
13.7. Since B is finite-dimensional, we can express Φ˜n,k in terms of a
basis ϕ1, . . . , ϕN of B
d. We will use for this the fully matricial functions
z(ϕ) defined in 7.1.
Lemma. Let Φn,k : (Mn)
⊗k ⊗ B⊗k → Mn be linear maps satisfy-
ing conditions a) and b) of Lemma 13.3 and let Φ˜n,k be defined as
in Lemma 13.3. Then there are numbers a(θ; j(1), . . . , j(k)), where
θ ∈ Sk and 1 ≤ j(1), . . . , j(k) ≤ N , so that
Φ˜n,k(A1 ⊗ b1 ⊗ · · · ⊗ Ak ⊗ bk)
=
∑
θ∈Sk
∑
1≤j(p)≤N
1≤p≤k
a(θ; j(1), . . . , j(k))z(ϕj(1))n(Aθ(1) ⊗ bθ(1)) . . . z(ϕj(k))(Aθ(k) ⊗ bθ(k))
for all n ∈ N. If n ≥ k+1, the numbers a(θ; j(1), . . . , j(k)) are unique.
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Proof. This is essentially a reformulation of Lemma 13.6. We define
the numbers a(θ; j(1), . . . , j(k)) so that
ψθ(b1⊗· · ·⊗ bk) =
∑
1≤j(p)≤N
1≤p≤k
a(θ; j(1), . . . , j(k))ϕj(1)(bθ(1)) . . . ϕj(k)(bθ(k)).
Remark that given ψθ, these numbers are unique, which will give
uniqueness of the numbers a(. . . ) once the ψθ are unique for n ≥ k+1.
The fact that this lemma is a consequence of 13.6 becomes obvious
after noting that
z(ϕ)n(A⊗ b) = ϕ(b)A.

Corollary. If in the preceding lemma the Φ˜n,k satisfy the symmetry
condition
Φ˜n,k(Aα(1) ⊗ bα(1) ⊗ · · · ⊗Aα(k) ⊗ bα(k)) = Φ˜n,k(A1 ⊗ b1 ⊗ · · · ⊗Ak ⊗ bk)
for all α ∈ Sk, then the numbers a(θ; j(1), . . . , j(k)) will not depend
on θ.
Proof. This follows immediately from the uniqueness part of the
lemma. 
13.8. We are now ready to return to the context of 13.1 and to de-
scribe the series expansion of f ∈ A(Ω) at the origin. We will assume
ϕ1, . . . , ϕN is a basis of B
d.
Theorem. If Ω is a fully matricial affine B-set containing the origin
and f ∈ A(Ω), then for each k ∈ N there are numbers ak(j(1), . . . , j(k))
so that
dkfn(0n)[β1, . . . , βk]
=
∑
θ∈Sk
∑
1≤j(p)≤N
1≤p≤k
ak(j(1), . . . , j(k))z(ϕj(1))n(βθ(1)) . . . z(ϕj(k))(βθ(k)).
Equivalently if Fk = (Fn,k)n≥1 where
Fn,k(β) = d
kfn(0n)[β, . . . , β]
then
(k!)−1Fk =
∑
1≤j(p)≤N
1≤p≤k
ak(j(1), . . . , j(k))z(ϕj(1)) . . . z(ϕj(k)).
FREE ANALYSIS QUESTIONS II 65
The formula for dkfn(0n) determines the numbers ak uniquely if n ≥
k + 1. The series expansion of f at the origin is
f = (fn(0n))n≥1 +
∑
k≥1
∑
1≤j(p)≤N
1≤p≤k
ak(j(1), . . . , j(k))z(ϕj(1)) . . . z(ϕj(k)).
Proof. This follows easily from an application of Lemma 13.7 and
Corollary 13.7 to
Φn,k(A1 ⊗ · · · ⊗ Ak ⊗ b1 ⊗ · · · ⊗ bk) = d
kfn(0n)[A1 ⊗ b1, . . . , An ⊗ bn]
(that these Φn,k have the required properties is a consequence of 13.2
and 13.3). 
Remark. The constant term in the series expansions (fn(0n))n≥1 has
a particularly simple form since f is fully maticial fn(0n) = f1(0)In⊗1
or with the notations in 7.1 we can write f1(0)1 for (fn(0n))n≥1.
13.9. The series expansion for X -valued fully matricial ana-
lytic functions and general B. After having dealt with the algebraic
questions assuming that dimB < ∞ and that the fully matricial ana-
lytic function f is scalar-valued, it is now easy to remove the restriction
on the dimension and get the result for an arbitrary Banach space B
and additionally allow the function f to be X -valued, where X is some
other complex Banach space.
If α ∈ L(B b⊗k,X ) where ⊗̂k is the k-th projective tensor power of B,
then α is a bounded k-linear map of B× . . .×B (k-times) into X . We
define a fully matricial analytic function Zk(α) on M(B) with values
in X by
Zk(α)n(β) = (idMn ⊗α)(β ⊗Mn · · · ⊗Mn β)
where β ∈Mn(B) and the last ⊗Mn is k-fold. If β =
∑
1≤i,j≤n eij ⊗ bij
this means
Zk(α)n(β) =
∑
1≤i1,...,ik+1≤n
ei1i2 . . . eikik+1 ⊗ α(bi1i2 ⊗ . . . bikik+1)
=
∑
1≤i1,...,ik+1≤n
ei1ik+1 ⊗ α(bi1i2 ⊗ bi2i3 ⊗ · · · ⊗ bikik+1).
It is easily seen that Zk(α) = (Zk(α)n)n≥1 is a fully matricial analytic
function on M(B) with values in X .
If k = 1 and X = C then z(ϕ) defined in 7.1 coincides with Z1(ϕ).
Also if ϕ1, . . . , ϕk ∈ B
d then ϕ1⊗· · ·⊗ϕk ∈ L(B
⊗k,C) and z(ϕ1) . . . z(ϕk) =
Zk(ϕ1⊗· · ·⊗ϕk). If dimB <∞ then Theorem 13.8 is precisely the fact
that (dkf(0))n[β, . . . , β] equals (Zk(α))n(β) for some α ∈ L(B
⊗k,C).
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Note also that taking n = k + 1 and β = e12 ⊗ b1 + · · ·+ ekk+1 ⊗ bk we
have
Zk(α)k+1(β) = e1k+1 ⊗ α(b1 ⊗ · · · ⊗ bk).
Theorem. If Ω is a fully matricial affine B-set containing the origin
and f is a fully matricial X -valued analytic function on Ω, then for
each k ∈ N there is a unique αk ∈ L(B
b⊗k,X ) so that
dkfn(0n)[β, . . . , β] = Zk(αk)n(β)
for β ∈Mn(B). The series expansion of f at the origin is
f1(0)1 +
∑
k≥1
(k!)−1Zk(αk).
Proof. The case dimB < ∞ and X = C is just Theorem 13.8 as
already noted. Also if dimB < ∞ and N = dimX < ∞ we have
that f = 1f ⊗ x1 + · · · + Nf ⊗ xN where jf ∈ A(Ω), 1 ≤ j ≤ N and
x1, . . . , xN ∈ X . The theorem in this case follows from the theorem
applied to each of the jf .
Next, assume dimB < ∞, but place no restriction on X . For each
ϕ ∈ X d there is αϕ ∈ L(B
⊗k,C) so that
dk(M(ϕ) ◦ f)(0) = Zk(αϕ).
Both sides being linear in ϕ, since αϕ is unique, we infer ϕ  αϕ is
a linear map X d → L(B⊗k,C). It follows that there can be at most
(dimB)k linearly independent αϕ’s and this implies that the linear span
in X of the union of ranges of (θ ⊗ idX )((d
kf)(0))n with n ∈ N is a
finite-dimensional subspace X0 ⊂ X . Thus (d
kf)(0) is essentially a
fully-matricial X0-valued analytic function on M(B), which is equal to
its k-th differential at the origin. Hence (dkf)(0) = Zk(α) where α ∈
L(B⊗k,X0) is viewed as X -valued by composition with the inclusion
X0 ⊂ X .
Finally we pass to the general case, i.e., no restrictions on the di-
mensions of B and X . For each finite dimensional subspace C of B
let fC = f | M(C) and let αC ∈ L(C
⊗k,C) be such that dkfC(0) =
Zk(αC). If C1 ⊂ C2 we have αC2 | C
⊗k
1 = αC1 . Putting these together
yields a linear map α′ : B⊗k → C. Clearly to conclude the proof it will
suffice to show that α′ extends by continuity to B b⊗k or equivalently
that α′ corresponds to a bounded k-linear map B × . . . × B → X . If
b1, . . . , bk ∈ B let β = e12⊗ b1+ e23⊗ b2+ · · ·+ ekk+1⊗ bk and recall the
remark preceding the statement of the theorem, that (Zk(αC))k+1(β) =
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e1k+1 ⊗ αC(b1 ⊗ · · · ⊗ bk) where C = Cb1 + · · ·+ Cbk ⊂ B. It follows
that
(dkfk+1(0))(β) = (d
kf(0))k+1(β) = e1k+1 ⊗ α
′(b1 ⊗ · · · ⊗ bk).
For any crossnorms on Mn(B) = Mn⊗B and Mn(X ) = Mn⊗X there
is a constant K such that
‖(dkfk+1(0))(β)‖ ≤ K‖β‖
k
which gives for some other constant K ′ that
‖α′(b1 ⊗ · · · ⊗ bk)‖ ≤ K
′(‖b1‖+ · · ·+ ‖bk‖)
k.
If ‖b1‖ = · · · = ‖bk‖ we get
‖α′(b1 ⊗ · · · ⊗ bk)‖ ≤ K
′kk‖b1‖ . . . ‖bk‖.
Obviously this implies the inequality also without the assumption on
the equality of norms. 
13.10. The series expansion of a composition of fully matricial
analytic functions. This section records the fact that the noncommu-
tative series expansion of a composition of fully matricial holomorphic
maps coincides with the composition of the series. More precisely we
have the following proposition.
Proposition. Let B(j) (j = 1, 2, 3) be Banach spaces and let Ω(j)
be affine fully matricial B(j)-sets containing the origin. Let further
g : Ω(1) → Ω(2) and f : Ω(2) → Ω(3) be fully matricial holomorphic
maps which send the origin to the origin. With the notations of 13.9
let
αk ∈ L(B(1)
b⊗k, B(2)),
βk ∈ L(B(2)
b⊗k, B(3)),
γk : L(B(1)
b⊗k, B(3))
be multilinear maps so that
(dkgn)(On)[β, . . . , β] = k!Z(αk)n(β)
(dkfn)(On)[β, . . . , β] = k!Z(βk)n(β)
(dk(fn ◦ gn))(On)[β, . . . , β] = k!Z(γk)n(β).
Then we have
γk =
∑
i1+···+il=k
ij≥1
βl ◦ (αi1 ⊗ · · · ⊗ αil).
68 DAN-VIRGIL VOICULESCU
The proposition follows in a straightforward way from the formulae
for dk(f ◦ g)n in terms of the differentials of fn and gn. Indeed we have
(k!)−1dk(f ◦ g)n =
∑
1≤l≤k
i1+···+il=k
ij≥1
(l!i1! . . . il!)
−1dlfn ◦ (d
i1gn ⊗ · · · ⊗ d
ilgn)
when applied to n copies of
β =
∑
1≤i,j≤n
eij ⊗ bij
the left-hand side gives∑
1≤p1,...,pk+1≤n
ep1pk+1 ⊗ γk(bp1p2 ⊗ · · · ⊗ bpkpk+1)
while the right-hand side is∑
1≤p1,...,pk≤n
ep1pk+1 ⊗ Sp1...pk+1
where
Sp1...pk+1 =
∑
1≤l≤k
i1+···+il=k
ij≥1
βl(αi1(bp1p2 ⊗ · · · ⊗ bpi1pi1+1) · · ·
⊗ αil(bpi1+···+il−1+1,pi1+···+il−1+2 ⊗ · · · ⊗ bpi1+···+il ,pi1+···+il+1)).
Comparing the two proves the proposition.
14. The Asymptotic Integral Formula for the
Coefficients in the Unit Disk when B = Mk
14.1. We will build on the series expansion results to study stably
matricial analytic functions in the unit disk. We will prove stably ma-
tricial analogues of the classical facts about density of polynomials and
about the identification of the coefficients with the Fourier coefficients
of the restriction to the unit circle. Here the role of the unit circle
will be taken by the stably matricial unitary group U(B). Integration
on U(B) will be the large N limit of integrations with respect to Haar
measures. We will assume that B = Mk(C) in 14.3 and 14.4. The case
B = Ck will be the subject of section 16.
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14.2. Polynomial approximation for totally bounded analytic
functions.
Definition. A B2-valued stably matricial function f on the stably
matricial B1-set Ξ, where Bk are C
∗-algebras is totally bounded if for
some t > 0, tf factors through the inclusion Dcl0 (B2) ⊂ M(B2). We
define the uniform norm ‖f‖∞,Ξ of f to be the infimum of the t
−1 or
equivalently to be
sup
n∈N
sup
β∈Ξn
‖fn(β)‖
where Mn(B2) is endowed with the C
∗-norm. If Ξ = RD0(B1) we shall
also write ‖f‖∞,R for ‖f‖∞,Ξ.
If Ξ is an open stably matricial set, we shall put
H∞(Ξ) = {f ∈ A(Ξ) | ‖f‖∞,Ξ <∞}.
Proposition. If B is a finite-dimensional C∗-algebra and f ∈ H∞(R′D0(B))
then given 0 < R < R′ and ε > 0, there is Z ∈ Z(Bd) so that
‖f − Z‖∞,R < ε.
Proof. If g : {z ∈ C | |z| < R′} → X , where X is a Banach space,
is an analytic function and if sup|z|<R′ ‖g(z)‖ = M then we have the
well-known bound
sup
|z|≤R
∥∥∥∥∥g(z)− ∑
0≤n<N
cnz
n
∥∥∥∥∥ ≤ M(R/R′)N(1−R/R′)−1
where
∑
n≥0 cnz
n is the series expansion of g at zero.
Since the series expansion at the origin of fn restricted to any one-
dimensional subspace ofMn(B) is the series expansion of the restriction
of fn to that subspace, we infer that if β ∈Mn(B), ‖β‖ ≤ R then∥∥∥∥∥fn(β)− f1(0)In − ∑
1≤k<N
(k!)−1dkfn(0n)[β, . . . , β]
∥∥∥∥∥
≤ C(R/R′)N(1−R/R′)−1
where C is the uniform norm of f on R′D0(B).
By Theorem 13.8 and Remark 13.8 this means that
‖f − Z‖∞,R ≤ C(R/R
′)N(1− R/R′)−1
for a polynomial function Z ∈ Z(Bd). Choosing N large enough the
right-hand side will be < ε. 
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14.3. The asymptotic integral formula for the coefficients. We
precede the proof of the integral formula by some free probability prepa-
rations.
Lemma. Let (A,ϕ) be a noncommutative probability space and let
U ∈ A be an invertible element and let 1 ∈ M ⊂ A be a subalgebra of
A, so that M and {U, U−1} are free. Assume further that ϕ(Uk) = δk,0
for k ∈ Z and that a1, . . . , am, b1, . . . , bn, c ∈M . Then we have
ϕ(a1Ua2U . . . amUcU
−1bn . . . U
−1b2U
−1b1)
=
{
0 if m 6= n
ϕ(a1b1) . . . ϕ(ambm)ϕ(c) if m = n.
Proof. We shall denote by Φ the left-hand side of the equality to be
proved. Replacing U by etU does not change the assumptions of the
lemma, but Φ changes to et(m−n)Φ. It follows that Φ = 0 if m 6= n.
Next, observe that it suffices to show that ϕ(c) = 0 ⇒ Φ = 0.
Indeed, assuming we have proved this, the formula for Φ follows by
induction over m = n. Indeed, if c− ϕ(c)1 = c′ we have ϕ(c′) = 0 and
ϕ(a1U . . . anUcU
−1bn . . . U
−1b1)
= ϕ(c)ϕ(a1U . . . an−1UanbnU
−1bn−1 . . . U
−1b1) + 0
and this equals
ϕ(c)ϕ(anbn)ϕ(a1b1) . . . ϕ(an−1bn−1)
if we have proved the formula up to n− 1.
To conclude the proof, assume that ϕ(c) = 0 and replace each aj
by ϕ(aj)1 + a
′
j with ϕ(a
′
j) = 0 and similarly bj = ϕ(bj)1 + b
′
j with
ϕ(b′j) = 0. This reduces the proof to showing that
ϕ(a1U . . . anUcU
−1bn . . . U
−1b1) = 0
when ϕ(c) = 0 and aj , bj ∈ {1} ∪ (M ∩ kerϕ). In this case
ϕ(a1U . . . anUcU
−1bn . . . U
−1b1)
is the expectation of an alternating product of elements from the two
sets M ∩ kerϕ and {Uk | k ∈ Z\{0}} and this by freeness equals
zero. 
Another ingredient in the proof of the integral formula will be an
asymptotic freeness result for random Haar unitary matrices which can
be found in [18], [14] or [3]. We record it here as the next proposition.
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Proposition. Let UN be the tautological function on U(Nk) ≃ U(N ;Mk)
with values in MNk viewed as an element of the noncommutative proba-
bility space (AN ,ΦN ), where AN = MNk(L
∞(U(Nk); dµN )) and where
ΦN (T ) =
∫
U(Nk)
(Nk)−1 Tr TdµN
with µN denoting Haar measure. Let further ρN : Mk → AN be the
unital inclusion which identifies a ∈ Mk with the constant matrix a ⊗
IN ∈ Mk ⊗MN ≃ MNk. Then, as N → ∞ the sets {UN , U
−1
N } and
ρN(Mk) are asymptotically free in (AN ,ΦN).
To deal with the polynomials Z(Bd) when B = Mk we will need to
identify certain elements in Mdk. If A ∈ Mk we shall note by ϕA ∈
M
d
k the functional ϕA(X) = Tr(XA
t) (t denotes the transpose). In
particular if by epq we denote the matrix-units in Mk then we shall
also write ϕpq for ϕepq .
Theorem. If B = Mk and α1, . . . , αm, β1, . . . , βn ∈Mk then we have
lim
N→∞
∫
U(N ;B)
N−1Tr(z(ϕα1)(ω) . . . z(ϕαm)N(ω)(z(ϕβ1)N(ω) . . . z(ϕβn)N(ω))
∗dµN(ω)
=
{
0 if m 6= n∏
1≤j≤m k
−1Tr(αjβ
∗
j ) if m = n.
Proof. It is easily seen that it suffices to prove the theorem in case
αi = epiqi and βj = erjsj .
Note also that with the notations of the preceding proposition the
function
U(Nk) ∋ ω → z(ϕpq)N(ω)
can be identified with the first N ×N block of ρN (e1p)UρN (eq1). Using
this observation, the left-hand side of the equality we want to prove
becomes
lim
N→∞
kΦN (ρN (e1p1)UρN (eq11) . . . ρN(e1pm)UρN (eqm1)ρN (e1sn)U
∗ρN (ern1) . . . ρN (e1s1)U
∗ρN(er11)).
By the asymptotic freeness recorded in the proposition the limit is
equal to
kΦ(Ueq1p2Ueq2p3 . . . UeqmsnU
−1ernsn−1U
−1ern−1sn−2 . . . U
−1er1p1)
where Φ is the free product trace-state on C(T) ∗ Mk, where C(T)
is given the Haar state and Mk its unique trace-state. We may now
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invoke the lemma at the beginning of this section to get that this is
further equal to 0 if m 6= n and if m = n equal to
k1−(m+1) Tr er1p1 Tr eqmsm(Tr eqm−1pmermsm−1) . . . (Tr eq1p2er2s1)
= k−mδr1p1δqmsm(δqm−1sm−1δpmrm) . . . (δq1s1δp2r2).
On the other hand the right-hand side of the equality to be proved is
k−m
∏
1≤j≤m
Tr epjqjesjrj = k
−m
∏
1≤j≤m
δpjrjδqjsj
which concludes the proof. 
Corollary. Assume f ∈ A((1 + ε)D0(Mk)) for some ε > 0 is totally
bounded. Then the Taylor expansion of f at the origin is
f = a01 +
∑
m≥1
∑
1≤pi,qi≤k
1≤i≤m
am(p1, q1; . . . ; pm, qm)z(ϕp1q1) . . . z(ϕpmqm)
where
a0 =
∫
U(N ;Mk)
N−1Tr fN (ω)dµN(ω)
for all N ≥ 1, and where
am(p1, q1; . . . ; pm, qm)
= km lim
N→∞
∫
U(N ;Mk)
N−1Tr fN(ω)(z(ϕp1q1)N (ω) . . . z(ϕpmqm)N(ω))
∗dµN(ω).
In particular we have
dmfN(0N)[β, . . . , β]
= m!
∑
1≤pi,qi≤1
1≤i≤m
am(p1, q1; . . . ; pmqm)z(ϕp1q1)N (β) . . . z(ϕpmqm)N(β).
Proof. That the Taylor series of f has the form written in the state-
ment of the corollary for some constants a0, am(. . . ) is the content of
13.8. To check the integral formulae for the coefficients we can re-
duce the proof to the case when f is given by a polynomial function in
Z(Bd). Indeed by the proof of Proposition 14.2 the sequence of polyno-
mial functions given by the n-th order Taylor expansion convergences in
the norm ‖·‖∞,1 to f and hence the limits of integrals for these converge
to those for f . From polynomial functions in Z(Bd) the proof then re-
duces to the case when f is 1 or some product z(ϕp1q1) . . . z(ϕpmqm).
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The statement is then a consequence of the preceding theorem and of
the fact that∫
U(N ;B)
z(ϕp1q1)(ω) . . . z(ϕpmqm)(ω)dµN(ω) = 0,
which follows immediately from the invariance of the integration under
ω → eiθω. 
14.4. Totally bounded holomorphic functions on D0(Mk). The
norm ‖ ‖∞,1 of totally bounded functions in A(D0(Mk)) is related to
a compression of the full free product C∗-algebra Mk ∗CC(T) (i.e., Mk
and C(T) have the same unit element). More precisely if eij , 1 ≤ i, j ≤
k are the matrix units ofMk ⊂Mk∗CC(T) and u ∈ C(T) ⊂Mk∗CC(T)
is the unitary element corresponding to the identical function in C(T)
we shall work with the C∗-algebra Bk = e11(Mk ∗C C(T))e11 and use
the elements uij = e1iuej1 ∈ Bk. The C
∗-algebra Mk ∗C C(T) has
sufficiently many finite dimensional representations and representations
are in bijection with pairs (ρ, U) where U is a unitary operator and
ρ a unital ∗-representation of Mk on the same Hilbert space (these
observations are certainly not new).
Lemma. Let β : Z(Mdk) → Bk be the unital homomorphism so that
β(Z(ϕij)) = uij, 1 ≤ i, j ≤ k. We have
‖β(f)‖ = ‖f‖∞,1.
Proof. Each element of U(N ;Mk) is a unitary operator on C
Nk ≃
CN ⊗Ck on which we have the representation T → IN ⊗ T of Mk. Up
to unitary equivalence these are the pairs of unitary operator and rep-
resentation of Mk for all finite-dimensionaal representations of Mk ∗C
C(T). Remark also that if f ∈ Z(Mdk) and ω ∈ U(N ;Mk) then fN(ω)
is just the image of β(f) via the representation of Bk obtained from
restricting the representation of Mk ∗ C(T) corresponding to ω to the
subalgebra Bk. Thus
‖β(f)‖ = sup
N
sup
ω∈U(N ;Mk)
‖fN(ω)‖.
Since fN is holomorphic
sup
ω∈U(N ;Mk)
‖fN(ω)‖ = sup
ω∈(D0(Mk))N
‖fN (ω)‖
and hence ‖β(f)‖ = ‖f‖∞,1. 
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Using the proof of Proposition 14.2 it follows that β extends by
continuity to an isometric homomorphism (which we shall still denote
by β) of H∞((1 + ε)D0(Mk)) endowed with the ‖ ‖∞,1-norm into Bk.
If f ∈ H∞(D0(Mk)) we apply this result to f(r·) 0 < r < 1, to obtain
the following proposition.
Proposition. Let f ∈ H∞(D0(Mk)) have the series expansion
a01 +
∑
m≥1
∑
1≤pi,qi≤k
1≤i≤m
am(p1, q1; . . . ; pm, qm)z(ϕp1q1) . . . z(ϕpmqm).
Then for each 0 < r < 1 the series (summation over m ≥ 1)
β(f(r·)) = a01 +
∑
m≥1
∑
1≤pi,qi≤k
1≤i≤m
am(p1, q1; . . . ; pm, qm)up1q1 . . . upmqm
is convergent in Bk and we have
‖β(f(r·))‖ = ‖f(r·)‖∞,1
and
‖f‖∞,1 = sup
0<r<1
‖β(f(r·))‖.
14.5. Extending the coefficient formula to H∞(D0(Mk)). Some
standard arguments about boundary values of bounded holomorphic
functions can be used to extend the Corollary of section 14.3 to func-
tions in H∞(D0(Mk)). By basic facts about boundary values for holo-
morphic functions (see 6.10 in ch. III of [11]) given f ∈ H∞(D0(Mk))
for each N ≥ 1, there is
βN(fN ) ∈ L
∞(U(N ;Mk);µN)⊗MN ,
where µN is Haar measure on U(N ;Mk) ≃ U(Nk), so that βN (fN)(u) =
limr↑1 fN (ru) for µN—almost all u ∈ U(N ;Mk).
If f ∈ A(tD0(Mk)) for some t > 0, it will be convenient to denote by
Tm(f) and Pm(f) the Taylor polynomial of order m of f and respec-
tively its leading term (i.e., (m!)−1 times the m-th order differential)
viewed as elements of Z(Mdk), so that Tm(f) = P0(f) + P1(f) + · · ·+
Pm(f).
Theorem. Assume f ∈ H∞(D0(Mk)). Then the Taylor expansion of
f at the origin is
f = a01 +
∑
m≥1
∑
1≤pi,qi≤k
1≤i≤m
am(p1, q1; . . . ; pm, qm)z(ϕp1q1) . . . z(ϕpmqm)
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where
a0 =
∫
U(N ;Mk)
N−1Tr βN (fN)(ω)dµN(ω)
for all N ≥ 1, and where
am(p1, q1; . . . ; pm, qm)
= km lim
N→∞
∫
U(N ;Mk)
N−1Tr(βN (fN)(ω)(z(ϕp1q1)N(ω) . . . z(ϕpmqm)(ω))
∗)dµN(ω).
Proof. It will be convenient to use the following notations in this
proof:
QN (ω) = z(ϕp1q1)N(ω) . . . z(ϕpmqm)(ω)
and if F is an integrable MN -valued function on U(N ;Mk)
Φ˜N (F (ω)) = N
−1
∫
U(N ;Mk)
TrF (ω)dµN(ω).
We shall apply the corollary in 14.2 to f(r·) ∈ H∞(r−1D0(Mk)). The
Taylor expansion of f(r·) being
a01 +
∑
m≥1
∑
1≤pi,qi≤k
1≤i≤m
rmam(p1, q1; . . . ; pm, qm)z(ϕp1q1) . . . z(ϕpmqm)
we have
a0 = Φ˜N (fN(rω))
for all N ≥ 1 and which as r ↑ 1 gives the formula for a0 using βN(fN).
For m ≥ 1 we get
rmam(p1, q1; . . . ; pmqm) = k
m lim
N→∞
Φ˜N (fN(rω)(QN(ω))
∗).
To prove the theorem we must show that
lim
r↑1
lim
N→∞
Φ˜N (fN(rω)(QN(ω))
∗) = lim
N→∞
Φ˜N (βN(fN)(ω)(QN(ω))
∗).
The integral in the left-hand side for fixed 0 < r < 1, because of the
uniform convergence of the Taylor series equals∑
n≥0
Φ˜N(Pn(f)N(rω)(QN(ω))
∗).
The terms with n−m 6= 0 vanish since the integrand is homogeneous
of degree n − m with respect to ω → eiθω. Thus the left-hand side
equals
lim
r↑1
lim
N→∞
Φ˜N (Pm(f)N(rω)(QN(ω))
∗
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= lim
r↑1
lim
N→∞
rmΦ˜N (Pm(f)N(ω)(QN(ω))
∗)
= lim
N→∞
Φ˜N (Pm(f)N(ω)(QN(ω))
∗).
On the other hand using dominated convergence the right-hand side of
the equality we want to prove equals
lim
N→∞
lim
r↑1
Φ˜N(fN (rω)(QN(ω))
∗)
which by the same homogeneity argument used for the left-hand side
equals
lim
N→∞
lim
r↑1
Φ˜N (Pm(f)N(rω)(QN(ω))
∗)
= lim
N→∞
Φ˜N (Pm(f)N(ω)(QN(ω))
∗)
which concludes the proof. 
15. The Large N Limit of a Totally Bounded
Holomorphic Function when B = Mk
15.1. We will show in this section that there is a large N limit for
the boundary values on U(Mk) of a function in H
∞(D0(Mk)), which
is an operator in a certain subalgebra of a II1-factor. The asymptotic
integral formulae for coefficients give rise to formulae involving the large
N limit for the coefficients of the function.
15.2. The limit algebras L∞k and H
∞
k . Let L
∞(T) ∗ Mk be the
von Neumann algebra with the free-product trace-state µ ∗ k−1Tr,
where µ is Haar measure and let U be the Haar unitary arising from
the identical function in L∞(T) and consider the matrix units eij from
Mk, 1 ≤ i, j ≤ k, viewed as elements of the free product. We de-
fine L∞k to be the compression e11(L
∞(T) ∗Mk)e11 which is generated
by the elements vij = e1iUej1, 1 ≤ i, j ≤ k. With respect to the
trace-state ψ on L∞k (which is a II1-factor), we have that the elements
{vp1q1 . . . vpmqm | m ≥ 1, 1 ≤ pj , qj ≤ k, 1 ≤ j ≤ m} form an orthog-
onal family in L2(L∞k , ψ) and |vp1q1 . . . vpmqm|2 = k
−m/2 (an immediate
consequence of the lemma in 14.3).
We defineH∞k to be the weakly closed subalgebra of L
∞
k generated by
the vij 1 ≤ i, j ≤ k (the weak topology is with respect to the standard
form of L∞k ).
Since Haar measure µ on T is invariant under rotations we get that
these yield automorphisms of the free product L∞(T)∗Mk which act as
the identity on Mk. We infer the existence of automorphisms α(e
iθ) of
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L∞k so that α(e
iθ)(vpq) = e
iθvpq for 1 ≤ p, q ≤ k. Also H
∞
k is invariant
under the α(eiθ).
For 0 ≤ r < 1 let Pr(e
iθ) = (1− r2)|eiθ − r|−2 be the Poisson kernel
and if x ∈ L2(L∞k , ψ) let
γ(r)(x) = (2pi)−1
∫ 2pi
0
Pr(e
iθ)α(eiθ)(x)dθ
which is defined in the L2-sense. Then γ(r) is an ultra-weakly contin-
uous unital completely positive and completely contractive map γ(r) :
L∞k → L
∞
k . It is also easily seen that γ(r) leaves H
∞
k invariant and that
γ(r)(vp1q1 . . . vpmqm) = r
mvp1q1 . . . vpmqm. Moreover limr↑1 |γ(r)(x) −
x|2 = 0 for all x ∈ L
2(L∞k , ψ).
15.3. The large N limit map β∞. The construction of the large N
limit homomorphism β∞ : H
∞(D0(Mk))→ H
∞
k will be done in several
steps.
Step 1. On Z(Mdk) we define β∞ as the linear map such that
β∞(z(ϕp1q1) . . . z(ϕpmqm)) = vp1q1 . . . vpmqm
and β∞(1 ) = 1. From the large N limit result in the proposition of
14.3 it follows easily that ‖β∞(f)‖ ≤ ‖f‖∞,1 for f ∈ Z(M
d
k).
Step 2. Since β∞ is contractive we can extend its definition to a
contractive homomorphism of the closure of Z(Mdk) in ‖ · ‖∞,1-norm.
This Banach subalgebra of H∞(D0(Mk)) contains in particular all f(r·)
where f ∈ H∞(D0(Mk)) and 0 < r < 1 in view of the proof of the
proposition in 14.2.
Step 3. If f ∈ Z(Mdk) and if
a01 +
∑
m≥1
∑
1≤pi,qi≤k
1≤i≤m
am(p1, q1; . . . ; pm, qm)z(ϕp1q1) . . . z(ϕpmqm)
is its (finite) series expansion then
|a0|
2 +
∑
m≥1
∑
1≤pi,qi≤k
1≤i≤m
|am(p1, q1; . . . ; pm, qm)|
2k−m
= |β∞(f)|
2
2 ≤ ‖β∞(f)‖
2 ≤ ‖f‖∞,1.
Hence, more generally, if f is in the ‖ ‖∞,1 closure of Z(M
d
k) we have
β∞(f) = a01 +
∑
m≥1
∑
1≤pi,qi≤k
1≤i≤m
am(p1, q1; . . . ; pm, qm)vp1,q1 . . . vpm,qm
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where the series converges in | |2-norm and
|a0|
2 +
∑
m≥1
∑
1≤pi,qi≤k
1≤i≤m
|am(p1, q1; . . . ; pm, qm)|
2k−m ≤ ‖f‖2∞,1.
Step 4. If f ∈ H∞(Mdk) we can apply the result of Step 3 to the f(r·)
for 0 < r < 1 and we get that
‖f‖21,∞ ≥ ‖f(r·)‖
2
∞,1 ≥ |a0|
2+
∑
m≥1
∑
1≤pi,qi≤k
1≤i≤m
|am(p1, q1; . . . ; pm, qm)|
2r2mk−m.
Hence, letting r ↑ 1 we find that
‖f‖21,∞ ≥ |a0|
2 +
∑
m≥1
∑
1≤pi,qi≤k
1≤i≤m
|am(p1, q1; . . . ; pm, qm)|
2k−m.
Step 5. We define β∞(f) ∈ L
2(Lk;ψ) for f ∈ H
∞(D0(Mk)), using the
result of Step 4, to be
β∞(f) = a01 +
∑
m≥1
∑
1≤pi,qi≤k
1≤i≤m
am(p1, q1; . . . ; pm, qm)vp1q1 . . . vpmqm
which coincides on the ‖ ‖∞,1 closure Z(M
d
k) with the β∞ already
constructed. Moreover ‖f‖∞,1 ≥ |β∞(f)|2 for general f . Remark that
with this definition
|β∞(f)− β∞(f(r·))|2 → 0
as r ↑ 1 and since
‖β∞(f(r·))‖ ≤ ‖f(r·)‖1,∞ ≤ ‖f‖∞,1
we infer that ‖β∞(f)‖ ≤ ‖f‖∞,1 and β∞(f(r·)) converges to β∞(f)
∗-strongly and hence is in H∞k .
We will record our conclusions as the following proposition.
Proposition. If f ∈ H∞(D0(Mk)) then β∞(f) is defined by the series
convergent in | |2-norm
β∞(f) = a01 +
∑
m≥1
∑
1≤pi,qi≤k
1≤i≤m
am(p1, q1; . . . ; pm, qm)vp1q1 . . . vpmqm
and we have β∞(f) ∈ H
∞
k and ‖β∞(f)‖ ≤ ‖f‖∞,1. Moreover
|β∞(f)− β∞(f(r·))‖2 → 0
as r →∞ and β∞ is a homomorphism of Banach algebras.
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Proof. The only assertion we still must prove is that β∞ is multiplica-
tive. This is clear on Z(Mdk) by the definition and hence also on its
‖ ‖∞,1-closure. Thus we have
β∞((fg)(r·)) = β∞(f(r·))β∞(g(r·))
and for r ↑ 1 the equality converges strongly to
β∞(fg) = β∞(f)β∞(g).

Corollary. If f ∈ H∞(D0(Mk)) then we have a0 = ψ(β∞(f)) and
k−mam(p1, q1; . . . ; pm, qm) = ψ(β∞(f)v
∗
pmqm . . . v
∗
p1q1
).
15.4. Remark. It is a natural question whether the formal expression
1⊗ 1 +
∑
m≥1
∑
1≤pi,qi≤k
1≤i≤m
kmvp1q1 . . . vpmqm ⊗ v
∗
pmqm . . . v
∗
p2q2
which plays the role of the Cauchy kernel of the large N limit gives
rise to an unbounded affiliated operator of the von Neumann algebra
L∞k ⊗ L
∞
k or perhaps L
∞
k ⊗ (L
∞
k )
op (op denotes the opposite algebra).
It is also not clear whether there is a chance that the formal kernel
1 ⊗ 1 +
∑
m≥1
∑
1≤pi,qi≤k
1≤i≤m
z(ϕp1q1) . . . z(ϕpmqm)⊗ v
∗
pmqm . . . v
∗
p1q1
exhibits some good analytic properties. It is also natural to ask whether
some group object is involved here, possibly a free quantum group (see
[3] and references therein).
16. The Asymptotic Integral Formula and the Large N
Limit in the Unit Disk when B = Ck
16.1. Here we will work out the analogue of the results of sections 14
and 15 in the case of the commutative C∗-algebra Ck, which is at times
somewhat simpler. Often the arguments will be quite similar to those
for B = Mk and our presentation will be more compressed. Note that
when B = Ck the components of the stably matricial unitary group
are U(N ;Ck) ≃ U(N)k.
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16.2. The series expansion when B = Ck. The natural basis in
Bd when B = Ck is ϕ1, . . . , ϕk, where ϕj(w1, . . . , wk) = wj, 1 ≤ j ≤ k
and the Taylor series for a fully matricial holomorphic function can be
written
f1(0)1 +
∑
m≥1
∑
1≤jp≤k
1≤p≤m
a(j1, . . . , jm)z(ϕj1) . . . z(ϕjn).
Note that an element β ∈ MN(C
k) identifies with a k-tuple β =
(β1, . . . , βk) ∈ (MN(C))
k and z(ϕj1)N(β) . . . z(ϕjm)N(β) = βj1βj2 . . . βjm.
16.3. The asymptotic integral formula for the coefficients. The
asymptotic integral formula for the coefficients is a consequence of our
basic asymptotic freeness result for random Haar unitary matrices [12].
We record the result as the next lemma.
Lemma ([12]). Let U1,N , . . . , Uk,N be the k projection functions on
U(N)k ≃ U(N ;Ck) with values in MN viewed as elements of the non-
commutative probability space (AN ,ΦN), where AN = MN(L
∞(U(N)k; dµN))
and where
ΦN (T ) =
∫
U(N)k
N−1 Tr TdµN
with µN denoting Haar measure. Then {U1N , U
−1
1,N}, . . . , {UkN , U
−1
kN}
are asymptotically free as N →∞ in (AN ,ΦN).
Remarking that Uj,N = z(ϕj)N this immediately implies the asymp-
totic integral formula for coefficients. Indeed in the large N limit the
Uj,N behave like the generating unitaries in a free group algebra with
respect to the von Neumann trace.
Proposition. If B = Ck and i1, . . . , im, j1, . . . , jn ∈ {1, . . . , k} then
lim
N→∞
∫
U(N ;B)
N−1Tr(z(ϕi1)N(ω) . . . z(ϕim)N (ω)(z(ϕj1)N(ω) . . . z(ϕjn)N (ω))
∗)dµN(ω)
=
{
0 if m 6= n
δi1j1 . . . δimjm if m = n.
If n = 0 and m > 0 the above integral is zero.
The same argument as in the proof of Corollary 14.3 then yields the
following corollary.
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Corollary. Assume f ∈ H∞((1+ ε)D0(C
k)) for some ε > 0. Then the
Taylor expansion of f at the origin is
f = a01 +
∑
m≥1
∑
1≤jp≤k
1≤p≤m
a(j1, . . . , jm)z(ϕj1) . . . z(ϕjm)
where
a0 =
∫
U(N ;Ck)
N−1Tr fN(ω)dµN(ω)
for all N ≥ 1, and where
a(j1, . . . , jm)
= lim
N→∞
∫
U(N ;Ck)
N−1Tr fN(ω)(z(ϕj1)N(ω) . . . z(ϕjm)N(ω))
∗dµN(ω).
16.4. Totally bounded holomorphic functions on D0(C
k). In
case B = Ck the norm ‖ ‖∞,1 and totally bounded functions in
A(D0(C
k)) are connected with the full C∗-algebra of the free group
on k generators Fk. We shall denote by u1, . . . , uk the k generating
unitary elements of the full C∗-algebra of Fk C
∗(Fk). Unital repre-
sentations of C∗(Fk) are in bijection with unitary representations of
Fk which in turn are in bijection with k-tuples of unitary operators
on Hilbert spaces and C∗(Fk) has sufficiently many finite-dimensional
representations. This immediately implies the following lemma.
Lemma. Let β : Z((Ck)d) → C∗(Fk) be the unital homomorphism so
that β(z(ϕj)) = uj, 1 ≤ j ≤ k. We have
‖β(f)‖ = ‖f‖∞,1.
Using the proof of Proposition 14.2 it follows that β extend by con-
tinuity to an isometric homomorphism (which we shall still denote by
β)of H∞((1 + ε)D0(C
k)) endowed with the ‖ ‖∞,1-norm into C
∗(Fk).
If f ∈ H∞(D0(C
k)) we apply this result to f(r·), 0 < r < 1, to obtain
the following proposition.
Proposition. Let f ∈ H∞(D0(C
k)) have the series expansion
a01 +
∑
m≥1
∑
1≤jp≤k
1≤p≤m
a(j1, . . . , jm)z(ϕj1) . . . z(ϕjm).
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Then for each 0 < r < 1 the series (summation over m ≥ 1)
β(f(r·)) = a01 +
∑
m≥1
 ∑
1≤jp≤k
1≤p≤m
rma(j1, . . . , jm)uj1 . . . ujm

is convergent in C∗(Fk) and we have
‖β(f(r·))‖ = ‖f(r·)‖1,∞
and
‖f‖∞,1 = sup
0<r<1
‖β(f(r·))‖.
It is also possible to strengthen the asymptotic integral formula to
H∞(D0(C
k)). Like in the case of Mk also for C
k there is a bound-
ary value map βN(fN )(u) = limr↑1 fN(ru) for µN—almost all u ∈
U(N ;Ck) ≃ (U(N))k and βN(fN ) ∈ MN(L
∞(U(N ;Ck); dµN)) (see
ch. III of [11]).
Theorem. Assume f ∈ H∞(D0(C
k)). Then the Taylor expansion of
f at the origin is
f = a01 +
∑
m≥1
∑
1≤jp≤k
1≤p≤m
a(j1, . . . , jm)z(ϕj1) . . . z(ϕjm)
where
a0 =
∫
U(N ;Ck)
N−1Tr βN(fN )(ω)dµN(ω)
for all N ≥ 1, and where
a(j1, . . . , jm)
= lim
N→∞
∫
U(N ;Ck)
N−1Tr(βN(fN)(z(ϕj1)N(ω) . . . z(ϕjm)N(ω))
∗dµN(ω).
The proof is along the same lines as in the case of Mk and will be
omitted.
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16.5. The large N limit homomorphism β∞ when B = C
k. In
case B = Ck the role of L∞k ,H
∞
k will be played by the free group II1-
factor L(Fk) and by H(Fk) the weakly closed nonselfadjoint subalgebra
of L(Fk) generated by 1 and the unitary operators λ(g1), . . . , λ(gk)
corresponding to the generators of Fk. Also here there is an action of
T by automorphisms of α(eiθ) of L(Fk) where α(e
iθ)λ(gj) = e
iθλ(gj)
and this gives rise to the semigroup of completely positive maps γ(r),
0 ≤ r ≤ 1, where
γ(r)(x) = (2pi)−1
∫ 2pi
0
Pr(e
iθ)α(eiθ)(x)dθ
with Pr(e
iθ) = (1 − r2)|eiθ − r|−2. Then γ(r)(λ(gi1) . . . λ(gim)) =
rmλ(gi1) . . . λ(gim).
The construction of the homomorphism β∞ : H
∞(D0(C
k))→ H(Fk)
is also similar to the construction in case B = Mk.
Step 1. On Z((Ck)d) we define β∞ as the linear map so that β∞(1 ) =
1 and β∞(z(ϕj1) . . . z(ϕjm)) = λ(gj1) . . . λ(gjm). Comparing with the
lemma and proposition in 16.3, we see that β∞ arises from β via the
homomorphism C∗(Fk) → L(Fk) which passes via the reduced C
∗-
algebra and as such ‖β∞(f)‖ ≤ ‖f‖∞,1 for f ∈ Z((C
k)d) and this
extends by continuity to the norm-closure of Z((Ck)d) in ‖ ‖∞,1-norm.
This shows in particular that if f ∈ H∞(D0(C
k)) then β∞(f(r·)) is
defined for 0 < r < 1 and ‖β∞(f(r·))‖ ≤ ‖f(r·)‖∞,1.
Step 2. Like in the case ofMk also in the case of C
k if f ∈ H∞(D0(C
k))
has series expansion
a01 +
∑
m≥1
∑
1≤jp≤k
1≤p≤m
a(j1, . . . , jm)z(ϕj1) . . . z(jm)
we find that
|a0|
2 +
∑
m≥1
∑
1≤jp≤k
1≤p≤m
|a(j1, . . . , jm)|
2 ≤ ‖f‖2∞,1.
This is first shown when the sum is finite, then for f(r·) and then in
full generality.
Step 3. If f ∈ H∞(D0(C
k)) we define β∞(f) as an element of L
2(L(Fk), τ)
(τ the unique trace-state) by
β∞(f) = a01 +
∑
m≥1
∑
1≤jp≤k
1≤p≤m
a(j1, . . . , jm)λ(gj1) . . . λ(gjm).
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We have limr↑1 |β∞(f) − β∞(f(r·))|2 = 0 and sup0<r<1 ‖β∞(f(r·))‖ ≤
‖f‖∞,1 from which we infer that β∞(f) is bounded and ‖β∞(f)‖ ≤
‖f‖∞,1 and β∞(f) is the ∗-strong limit of β∞(f(r·)) as r ↑ 1.
We conclude that β∞ has properties similar to those in the case of
Mk.
Proposition. If f ∈ H∞(D0(C
k)) then β∞(f) is defined by the series
convergent in | |2-norm
β∞(f) = a01 +
∑
m≥1
∑
1≤jp≤k
1≤p≤m
a(j1, . . . , jp)λ(gj1) . . . λ(gjm)
and we have β∞(f) ∈ H(Fk) and |β∞(f) − β∞(f(r·))|2 → 0 as r →
∞ and β∞ is a homomorphism of Banach algebras. Moreover a0 =
τ(β∞(f)) and a(j1, . . . , jm) = τ(β∞(f)λ(g
−1
jm ) . . . λ(g
−1
j1
)).
17. Unbounded Fully Matricial Analytic Functions
17.1. We saw in the preceding sections that totally bounded fully ma-
tricial analytic functions behave well with respect to the large N limit.
In this section we show that without the totally boundedness assump-
tion the components of a fully matricial analytic function may increase
wildly.
Theorem. Let B be a finite-dimensional C∗-algebra with dimB > 1.
Then there is f = (fk)k≥1 ∈ A(M(B)) so that each fk is a polynomial
function and ‖f‖∞,R =∞ for all R > 0.
Underlying the proof of the theorem is the following lemma.
Lemma. Let B be a finite-dimensional C∗-algebra, with dimB > 1
and let ϕ1, . . . , ϕn be a basis of B
d. Let mj = z(ϕα(1,j)) . . . z(ϕα(N,j)) ∈
Z(Bd), 1 ≤ j ≤ p be monomials of the same degree N and which are al-
gebraically free in the free semigroup of all monomials in z(ϕ1), . . . , z(ϕn)
and let g =
∑
σ∈Sp
sign(σ)mσ(1) . . .mσ(p) be the total antisymmetriza-
tion of m1 . . .mp. If g = (gk)k≥1, then each gk is a polynomial function
and gk ≡ 0 if k
2 < p, but there is some N such that gN is not identically
zero.
Proof of the lemma. If β ∈Mk(B) then gk(β) is the total antisym-
metrization of the product of p matrices of size k× k. Since the vector
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space of k × k matrices has dimension k2, there are no non-zero anti-
symmetric p-tensors in Mk ⊗ · · · ⊗Mk︸ ︷︷ ︸
p-times
if p > k2. On the other hand
Z(Bd) is a free algebra with generators z(ϕ1), . . . , z(ϕd) so g is non-
zero in Z(Bd) ⊂ A(M(B)) and hence for some N , gN is not identically
zero. 
Proof of the theorem. Using the lemma, we can find a sequence
1 < N1 < N2 < . . . so that Nj+1 > N
2
j+1 for all j ∈ N and gj =
(gjk)k≥1 ∈ Z(B
d) ⊂ A(M(B)) so that k ≤ Nj ⇒ gjk ≡ 0 and gjNj+1
is not identically zero (gj is an N
2
j+1-antisymmetrization). Recursively,
replacing gj by some multiple λjgj, λj ∈ C we can make sure that
sup
β∈MNj+1(B)
‖β‖<1/j
‖(g1Nj+1 + · · ·+ gjNj+1)(β)‖ > j.
Note that gpk ≡ 0 if p > j and k ≤ Nj+1. Hence we may define
g =
∑
1≤j≤∞ gj, which will have the desired properties. 
Appendix I: Duality for the difference quotient
bialgebras on the Riemann sphere
We present here the duality result for the difference quotient bial-
gebras on the Riemann sphere, which is perhaps the simplest case of
such duality.
Let K ⊂ C be a nonempty compact set and let G = C\K and
G˜ = G∪{∞} = P1(C)\K be its complements in C and in the Riemann
sphere.
Then O(K), the algebra of germs of holomorphic functions around
K becomes a topological infinitesimal bialgebra when endowed with the
comultiplication-derivation given by the difference-quotient ∂f(z1, z2) =
(z1− z2)
−1(f(z1)−f(z2)). Moreover there is a coderivation Lf = (zf)
′
with respect to ∂, so that Lf − f is a derivation of the algebra O(K).
On the other hand O∞(G˜), the algebra of holomorphic functions
g : G˜ → C which vanish at infinity, g(∞) = 0, is also a topological
infinitesimal bialgebra with a coderivation. Here, the comultiplication-
derivation is given by −∂, the negative of the difference-quotient
−∂g(ζ1, ζ2) = −(ζ1 − ζ2)
−1(g(ζ1)− g(ζ2))
(if one or both ζ1, ζ2 is the point at infinity ∂g vanishes). We also define
Λg = (ζg)′ which is a coderivation and Λ-id is a derivation.
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The well-known duality pairing between O(K) and O∞(G˜) can be
described by
〈f | g〉 =
1
2pii
∫
γ
f(z)g(z)dz
where f is defined in an open neighborhood ω of K, g ∈ O∞(G˜) and
γ for each ω is a finite collection of smooth oriented simple noninter-
secting curves in ω, such that the total winding number of γ is 0 or
1 around any point outside its support and for the points of K the
winding number is 1 (for such γ the Cauchy integral formula for points
in K holds with integration over γ, see for instance [2]).
Then we have the kind of duality relations like in Thm. 5.3 of [15].
Fact. If f, f1, f2 ∈ O(K) and g, g1, g2 ∈ O∞(G˜), then
〈∂f | g1 ⊗ g2〉 = 〈f | g1g2〉,
〈f1f2 | g〉 = −〈f1 ⊗ f2 | ∂g〉,
〈Lf | g〉+ 〈f | Λg〉 = 〈f | g〉.
Proof. By density results for holomorphic functions, it suffices to check
the first duality relation for the functions f(z) = (ζ − z)−1 for some
ζ ∈ C\K. After computing ∂f = (ζ − z1)
−1(ζ − z2)
−1 we can apply
three times the Cauchy integral for the outer region of γ (containing
∞) to g1, g2 and g1g2 and show that the left-hand side is g1(ζ)g2(ζ) and
the right-hand side (g1g2)(ζ).
One can deal along similar lines with the second duality relation.
One first chooses an open neighborhood ω of K where f1 and f2 are
defined and a suitable γ. The second duality relation, written as an
equality of integrals over γ and γ × γ, respectively, can be reduced by
a density argument to the case when g(ζ) = (ζ − w)−1 where w ∈ ω
is a point around which γ has winding number 1. After computing
−∂g = (ζ1−w)
−1(ζ2−w)
−1 we can apply 3 times the Cauchy integral
formula and reduce the equality to the obvious one
(f1f2)(w) = f1(w)f2(w).
The last duality relation is just that
〈Lf | g〉+ 〈f | Λg〉 = (2pii)−1
∫
γ
((zf)′g + f(zg)′)dz
= (2pii)−1
∫
γ
((zfg)′ + fg)dz
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= (2pii)−1
∫
γ
fgdz.

Remark. In case K is invariant under complex conjugation z ∈ K ⇒
z¯ ∈ K, then the same holds for G˜ and this yields involutions f ∗(z) =
f(z¯) in O(K) and g∗(ζ) = g(ζ¯) in O∞(G˜). We leave it as an easy
exercise to check that with these definitions the bialgebra structures,
coderivations and duality are compatible with the involutions along the
lines of Thm. 5.3 in [15].
Appendix II: The Fully Matricial R-transform
It is a rather straightforward fact that the operator-valuedR-transform
[13] is actually part of a fully matricial R-transform. We explain this
here in the case of a bounded variable, but it is clear that the Grass-
mannian completion we developed is the appropriate context to deal
also with unbounded variables. We also explain how taking the series
expansion of the fully matricial R-transform one arrives at the unsym-
metrized R-transform of [5]. In particular the additivity of the unsym-
metrized R-transform can then be inferred from that of the (symmetric)
operator-valued R-transform [13].
We shall assume 1 ∈ B ⊂ E is a unital inclusion of C∗-algebras and
Φ : E → B is a conditional expectation which is a projection of norm
1. Let further a ∈ E be an element which will be viewed as a B-valued
noncommutative random variable in (E,Φ).
Let Ga(b) = Φ((1 − ba)
−1b) which is defined for ‖b‖ < ‖a‖−1 and
which corresponds to Φ applied to the resolvent of a at b−1, when
b is invertible. Since Ga(0) = 0 and the differential of Ga at 0 is the
identity, using the inverse function theorem there is a local inverse La of
Ga. Since we can make ‖ idB −DGa(b)‖ arbitrarily small choosing ‖b‖
small, it is an exercise for the reader, that there is ε > 0, depending only
on C > 0 so that if ‖a‖ < C, then La(b) is defined for {b ∈ B | ‖b‖ < ε}
and we have ‖La(b)‖ < (3C)
−1.
Let Ha(b) =
∑
k≥1(ab)
k−1a which is convergent and holomorphic
on {b ∈ B | ‖b‖ < C−1}. Then if ‖b‖ < C−1 we have Ga(b) =
Φ(b+ bH(a)b). If ‖b‖ < ε, then ‖La(b)‖ < C
−1 and we have
b = Ga(La(b)) = La(b) + La(b)Φ(Ha(La(b)))La(b).
Then Ra(b) which corresponds to “(La(b))
−1 − b−1” is defined as
Ra(b) = (1 + Φ(Ha(La(b)))La(b))
−1Φ(Ha(La(b)))
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=
∑
k≥1
(−1)k−1(Φ(Ha(La(b)))La(b))
k−1Φ(Ha(La(b))).
Remark that if ‖b‖ < ε then ‖La(b)‖ < (3C)
−1 and ‖Ha(La(b))‖ < C/2
which gives ‖Φ(Ha(La(b)))La(b)‖ < 1/6. This insures that the series
for Ra(b) is convergent.
The same considerations apply to a⊗ In ∈Mn(E) as an element of
(Mn(E),Φ⊗ idMn). Note that the constants C and ε stay the same for
all n ∈ N.
Note further that the Ga⊗In are the components of a stably matricial
function on C−1D0(B). It follows then using 11.5 that the inverse func-
tions La⊗In are the components of a stably matricial function and also
the Ha⊗In(La⊗In) are the components of a stably matricial function.
This then leads to the same conclusion for the Ra⊗In and moreover this
function is also totally bounded. Thus we obtain the following result.
Fact. If a ∈ E is a noncommutative B-valued random variable in
(E,Φ), then there is ε > 0, which depends only on ‖a‖, such that
the R-transforms (Ra⊗In)n∈N form a B-valued totally bounded stably
matricial holomorphic function on εD0(B). In particular (Ra⊗In)n∈N
has a fully matricial extension to ˜εD0(B).
Remark. Since (Ra⊗In)n∈N gives rise to a fully matricial function
the results about the series expansion apply and the Taylor series has
the special form we found in section 13. If a1, a2 ∈ E are B-free in
(E,Φ), then a1 ⊗ In, a2 ⊗ In being Mn(B)-free in (Mn(E),Mn(Φ)) =
(E⊗Mn,Φ⊗ idMn) we infer [13] that (R(a1+a2)⊗In)n∈N = (Ra1⊗In)n∈N+
(Ra2⊗In)n∈N is some α˜D0(B), α > 0. Clearly the same additivity prop-
erty holds for the Taylor series expansions at the origin. This gives rise
to series-versions of the fully matricial R-transform. As noted in [5]
the equations defining the operator-valued R-transform of [13] and the
unsymmetrized R-transform formally coincide and hence also formally
coincide with the equations defining the fully matricial R-transform.
Hence we may invoke 13.10 to derive that the series expansion of the
fully matricial R-transform is the unsymmetrized R-transform.
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