Relevant component analysis (RCA) is a recently proposed metric learning method for semi-supervised learning applications. It is a simple and efficient method that has been applied successfully to give impressive results. However, RCA can make use of supervisory information in the form of positive equivalence constraints only.
Introduction
Many pattern recognition algorithms rely on some metric or non-metric distance functions either explicitly or implicitly. Very often, the performance of an algorithm depends critically on how good the distance function is. Instead of predefining a distance function based on some prior knowledge about the application at hand, a more appealing approach is to learn an appropriate distance function automatically using supervisory information available.
Distance function learning for supervised learning applications has a long history which can be dated back to the 1970s. However, distance function learning for semi-supervised learning applications has only been studied recently. Among the algorithms proposed, relevant component analysis (RCA) is a simple and efficient algorithm proposed by Bar-Hillel et al. [1, 2] for the learning of Mahalanobis metrics in a semi-supervised fashion using positive equivalence constraints. However, RCA cannot make use of negative equivalence constraints which may also be available in some applications.
In the next section, we briefly summarize the RCA algorithm and propose an extension to it that can incorporate both positive and negative equivalence constraints in a natural way. We then show empirically in Section 3 that the extended RCA algorithm can outperform the original algorithm in situations where the negative equivalence constraints available can provide useful supervisory information that cannot be provided by positive equivalence constraints.
RCA and Our Extension
Let X = {x 1 , . . . , x n } be a data set of n points in some input space and The original RCA algorithm first computes the so-called within-chunklet covariance matrix as
where m i denotes the sample mean of the ith chunklet and v T denotes the transpose of vector v. Based on C, a whitening transformation matrix W is computed as W = C − 1 2 and each input data point x i is linearly transformed to y i = Wx i . The subsequent pattern recognition task, such as clustering, is then performed on the transformed data set Y = {y 1 , . . . , y n }. In case the input dimensionality is large compared with the number of points in the chunklets, C is singular and hence its inverse does not exist. In this case, [2] proposed applying a dimensionality reduction step before performing the whitening transformation.
We propose in this paper an extension to RCA that allows both positive and negative equivalence constraints to be used. Let S and D denote the sets of positive and negative equivalence constraints, respectively. We define the following matrix based on S as:
where |S| denotes the cardinality of S. Note that this form is similar to that above by treating each pair in S as a chunklet. This slight variation makes it easier to extend RCA to incorporate negative equivalence constraints as well into metric learning. Similar to C S , we define the following matrix based on D:
Let
D . We then define the linear transformation matrix W as
Each input data point x i is first linearly transformed to z i = W 1 x i using the positive equivalence constraints. z i is then linearly transformed to Similar to the original RCA algorithm, dimensionality reduction may also be applied if necessary.
Experiments
In this section, we perform some experiments on both toy data and real data to demonstrate the efficacy of the proposed method. Figure 1 shows the performance of the extended RCA algorithm on a toy data set consisting of two elongated Gaussian distributed classes as shown in Figure 1(a) . The positive and negative equivalence constraints are represented as point pairs in Figure 1 (b) and (d), respectively. We center each point pair by subtracting the mean from the points it contains, and represent each covariance matrix as an ellipse. Figure 1(c) and (e) show the centered pairs together with the covariance ellipses corresponding to C S and C D , respectively. The data set after applying the extended RCA transformation is shown in Figure 1(f) . Notice that the positive equivalence constraints do not help much because the covariance ellipse corresponding to C S is close to a circle. On the other hand, the negative equivalence constraints can play a complementary role. Figure 2 shows another illustrative example which is similar to the toy data set in [1] where standard RCA with positive equivalence constraints only can learn a good metric. We assume that only negative equivalence constraints are available as shown in Figure 2 (a). Our extended RCA algorithm can still lead to compact clusters in the transformed data set as shown in Figure 2 (c).
Illustrative Examples

Semi-Supervised Clustering on UCI Data
Besides the toy examples, we also assess the effectiveness of the extended RCA algorithm indirectly by how much it can improve the clustering results in semi-supervised clustering tasks with both positive and negative equivalence constraints. We use the Euclidean distance without metric learning for baseline comparison. In summary, the following five distance measures for the k-means clustering algorithm are included in our comparative study: (1) From the results, we can see that standard RCA generally improves the clustering performance. Extended RCA with only negative constraints is generally worse than standard RCA with only positive constraints. From the results of paired t-test with significance level 0.05, we can conclude that the extended RCA algorithm with both positive and negative equivalence constraints gives the best results for the Iris, Ionosphere and Diabetes data sets, while it is statistically comparable to standard RCA with the same number of equivalence constraints for the other three data sets.
Conclusion
In this paper, we have proposed the extended RCA algorithm that can incorporate both positive and negative equivalence constraints. The extension is natural and very effective. Experimental results on both toy and real data show that the extended RCA algorithm can outperform the original algorithm in situations where the negative equivalence constraints available can provide useful supervisory information not available from positive equivalence constraints. 
