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Abstract
Let A be a Banach algebra. We call a pair (G,A) a Gelfand theory for A if
the following axioms are satisfied: (G 1) A is a C∗-algebra, and G : A → A is a
homomorphism; (G 2) the assignment L 7→ G−1(L) is a bijection between the sets
of maximal modular left ideals of A and A, respectively; (G 3) for each maximal
modular left ideal L of A, the linear map GL : A/G−1(L) → A/L induced by G has
dense range. The Gelfand theory of a commutative Banach algebra is easily seen
to be characterized by these axioms. Gelfand theories of arbitrary Banach algebras
enjoy many of the properties of commutative Gelfand theory. We show that unital,
homogeneous Banach algebras always have a Gelfand theory. For liminal C∗-algebras
with discrete spectrum, we show that the identity is the only Gelfand theory (up to
an appropriate notion of equivalence).
Keywords : non-commutative Gelfand theory; homogeneous Banach algebras; C∗-algebras.
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1 Introduction, motivation, and definition
Let A be a commutative Banach algebra with character space ΦA. Then its Gelfand
transform GA is the algebra homomorphism from A into C0(ΦA) defined through
(GAa)(φ) := 〈a, φ〉 (a ∈ A, φ ∈ ΦA).(1)
Without doubt, Gelfand theory is one of the most important tools in the theory of com-
mutative Banach algebras.
At the first glance, Gelfand theory seems to be an exclusively commutative phe-
nomenon: For non-commutative A, the character space ΦA is often empty, and even
if ΦA 6= ∅, the Gelfand transform GA : A → C0(ΦA) as defined in (1) vanishes on all
commutators in A, so that a lot of information may be lost if we pass from A to GA. It
∗Part of this paper was written while the author was visiting the University of Alberta in March 2001.
Financial support from the University of Alberta is gratefully acknowledged.
†Research supported by NSERC under grant no. 227043-00.
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thus doesn’t seem to make much sense to develop Gelfand theory for non-commutative
Banach algebras.
The picture changes, however, if we adopt a more abstract point of view: C0(ΦA) is a
C∗-algebra, and G∗A : C0(ΦA)∗ → A∗ induces a homeomorphism of ΦC0(ΦA) and ΦA. The
Gelfand transform is thus a homomorphism from A into a C∗-algebra A which induces a
one-to-one correspondence between the maximal modular ideals of A and A.
For an arbitrary, not necessarily commutative Banach algebra, let ΛA denote the set of
maximal modular left ideals of A. For fixed A, we consider pairs (G,A) with the following
properties:
(G 1) A is a C∗-algebra, and G : A→ A is a homomorphism.
(G 2) The assignment ΛA ∋ L 7→ G−1(L) is a bijection between ΛA and ΛA.
(G 3) For each L ∈ ΛA, the linear map GL : A/G−1(L) → A/L induced by G has dense
range.
If A is commutative, (GA, C0(ΦA)) clearly satisfies (G 1), (G 2), and (G 3). It is less
obvious that these properties already characterize the Gelfand transform of a commutative
Banach algebra:
Proposition 1.1 Let A be a commutative Banach algebra, let (G,A) be a pair satisfying
(G 1), (G 2), and (G 3). Then there is an isomorphism θ : A → C0(ΦA) such that
GA = θ ◦ G.
Proof By (G 2) and (G 3), A is necessarily commutative. Since A is a commutative
C∗-algebra, G is automatically continuous by the classical Gelfand–Rickart theorem. The
adjoint map G∗ : A∗ → A∗ induces a homeomorphism of the Gelfand spaces ΦA and ΦA.
Identifying A and C0(ΦA) via the Gelfand–Naimark theorem, we define
θ : A→ C0(ΦA), f 7→ f ◦ G∗.
It is routinely verified that GA = θ ◦ G. ⊓⊔
Proposition 1.1 motivates the following definition:
Definition 1.2 Let A be a Banach algebra.
(i) A pair (G,A) satisfying (G 1), (G 2), and (G 3) is called a Gelfand theory for A; the
homomorphism G is called the corresponding Gelfand transform.
(ii) We say that two Gelfand theories (G1,A1) and (G2,A2) for A are equivalent if there
is an isomorphism θ : A1 → A2 such that G2 = θ ◦ G1.
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(iii) If any two Gefland theories for A are equivalent, we say that A has a unique Gelfand
theory .
Remarks 1. By Proposition 1.1, commutative Banach algebras have a unique Gelfand
theory, so that we can speak of the Gelfand transform of a commutative Banach
algebra without ambiguity.
2. From (G 2), it is obvious that the kernel of a Gelfand transform is the Jacoboson
radical.
3. It does not make much sense in Definition 1.2(ii) to require that θ be a ∗-homomor-
phism: For example, let A be a C∗-algebra, and let τ : A→ A be an automorphism
of A which is not a ∗-automorphism. If we had required that θ in Definition 1.2 be
an ∗-automorphism, then (idA, A) and (τ,A) would be inequivalent Gelfand theories
for A.
With Definition 1.2 made, several questions arise naturally: Does every Banach algebra
have a Gelfand theory? If not, which are the Banach algebras with a Gelfand theory? Is
a Gelfand theory necessarily unique? Which properties do Gelfand theories in the sense
of Definition 1.2 have in common with Gelfand theory for commutative Banach algebras?
We shall investigate these (and related) questions in this paper.
Acknowledgment
The possibility of a Gelfand theory for homogeneous Banach algebra was indicated to the
third author by D. W. B. Somerset during a visit to Aberdeen.
2 Basic properties of Gelfand transforms
It is an elementary fact, that the Gelfand transform of a commutative Banach algebra is
continuous (in fact: contractive). In Definition 1.2, we have not required a Gelfand trans-
form to be continuous. As our first theorem shows, a Gelfand transform is automatically
continuous.
Lemma 2.1 Let A be a Banach algebra, let (G,A) be a Gelfand theory for A, let L ∈ ΛA,
and let πL : A → B(A/L) the corresponding irreducible representation of A. Then πL ◦ G
is continuous.
Proof Let EL again be the image of GL in A/L, so that EL is a pre-Hilbert space. Since
G−1(L) is a maximal modular ideal of A by (G 2), it follows that
A→ B(EL), a 7→ (πL ◦ G)(a)|EL
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is an irreducible representation of A on a normed space and thus continuous by [B–D,
Theorem 25.7], i.e. there is C ≥ 0 such that
‖(πL ◦ G)(a)|EL‖B(EL) ≤ C‖a‖ (a ∈ A).(2)
By (G 3), EL is dense in A/L so that the left hand side of (2) is in fact the operator norm
of (πL ◦ G)(a) on A/L. This yields the claim. ⊓⊔
Theorem 2.2 Let A be a Banach algebra, and let (G,A) be a Gelfand theory for A. Then
G is continuous.
Proof Let (an)
∞
n=1 be a sequence in A such that there is b ∈ A with
an → 0 and G(an)→ b.
For L ∈ ΛA with corresponding irreducible representation πL, the map πL◦G is continuous
by Lemma 2.1, so that
πL(b) = lim
n→∞
(πL ◦ G)(an) = 0.
Since A is semisimple, i.e.
⋂
L∈ΛA
ker πL = {0}, it follows that b = 0. By the closed graph
theorem, G is continuous. ⊓⊔
If A is a commutative Banach algebra and a is an element of A, then the spectra of a
in A and GAa in C0(ΦA) essentially coincide:
σA(a) ∪ {0} = σC0(ΦA)(GAa) ∪ {0}.(3)
Since ΦA may be compact for non-unital A, (3) is the best result we can hope for. It will
turn out that the same is true for Gelfand transfroms in the sense of Definition 1.2.
Lemma 2.3 Let A be a unital Banach algebra, and let (G,A) be a Gelfand theory for A.
Then A is unital, and G is a unital homomorphism.
Proof Let e ∈ A be the identity of A. Let L ∈ ΛA, and let πL be the corresponding
irreducible represenation of A on A/L. As in the proof of Lemma 2.1, let EL denote the
range of GL in A/L. It is clear that (πL ◦ G)(e) acts as the identity on EL. Since EL is
dense in A/L by (G 3), it follows that (πL ◦ G)(e) = idA/L. Since A is semisimple, this
means that Ge is the identity of A. ⊓⊔
Lemma 2.4 Let A be a Banach algebra, and let (G,A) be a Gelfand theory for A. Then,
for a ∈ A, the element Ga is quasi-invertible in GA if and only if it is quasi-invertible in
A.
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Proof Assume that Ga is quasi-invertible in A, but not in GA. Consequently, a cannot be
left quasi-invertible in A. By [Pal 2, Theorem 2.4.6(e)], this means that there is L˜ ∈ ΛA
such that a is a right modular identity for L˜. By (G 2), there is a unique L ∈ ΛA such
that G−1(L) = L˜. With EL and πL as in the proofs of Lemmas 2.1 and 2.3, respectively,
let x := GL(a+ L˜) ∈ EL \ {0}, and note that
πL(Ga)x = GL(a2 + L˜) = GL(a+ L˜) = x.
Let b ∈ A be the quasi-inverse of Ga in A. Then we have
x = πL(Ga)x = πL(bGa− b)x = πL(b)πL(Ga)x − πL(b)x = πL(b)x− πL(b)x = 0,
which is a contradiction. ⊓⊔
Remark The proof of Lemma 2.4, is essentially a verbatim copy of the proof of [Pal 2,
Theorem 4.2.10(c)⇒ (a)]. Note that we cannot just apply [Pal 2, Theorem 4.2.10] because
GA need not be dense in A.
In perfect analogy with the commutative situation, we have:
Theorem 2.5 Let A be a Banach algebra, and let (G,A) be a Gelfand theory for A. Then,
if A is unital,
σA(a) = σA(Ga) (a ∈ A),(4)
and, if A is non-unital,
σA(a) = σA(Ga) ∪ {0} (a ∈ A),(5)
Proof It is immediate from Lemma 2.4 that
σA(a) ∪ {0} = σA(Ga) ∪ {0} (a ∈ A),
no matter if A has an identity or not. If A is non-unital, 0 ∈ σA(a) for every a ∈ A. This
establishes (5).
Suppose that A is unital. If 0 /∈ σA(a), i.e. if a is invertible in A, then Ga is invertible
in A by Lemma 2.3, so that 0 /∈ σA(Ga). Let a ∈ A be such that 0 /∈ σA(Ga), and assume
that 0 ∈ σA(a), i.e. a is not invertible in A. We first treat the case where a is not left
invertible. Then there is L˜ ∈ ΛA with a ∈ L, and by (G 2), there is a unique L ∈ ΛA such
that L˜ = G−1(L). This, however, means that a ∈ L, which is impossible because Ga is
invertible in A. Assume now that a has a left inverse b ∈ A. Then Gb = (Ga)−1, so that
0 /∈ σA(Gb). Since b has a as its right inverse, b cannot be left invertible in A (otherwise
b would be invertible with inverse a and thus 0 /∈ σA(a)). But as we have just seen, this
is impossible. ⊓⊔
Remark In both Theorem 2.2 and 2.5, we have not made use of the fact that A is a
C∗-algebra. All we need is that A is semisimple.
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3 Existence of Gelfand theories
Which Banach algebras do have Gelfand theories? Of course, the commutative ones.
Also, if A is a C∗-algebra, then (idA, A) is trivially a Gelfand theory for A. What about
non-trivial examples?
Our first result is negative; it shows that there are Banach algebras without Gelfand
theories.
Proposition 3.1 Let E be the Banach space c0 or ℓ
p with p ∈ (1,∞) \ {2}. Then there
is no Gelfand theory for B(E).
Proof Assume that there is a C∗-algebra A and a homomorphism G : B(E) → A such
that (G 2) and (G 3) are satisfied. Fix x ∈ E \ {0}. Then L˜ := {T ∈ B(E) : Tx = 0}
is a maximal modular left ideal of B(E); note that A/L˜ ∼= E. By assumption, there is a
maximal modular left ideal L of A such that L˜ = G−1(L). Since, by Theorem 2.2, G is
continuous, the same is true for GL : E ∼= A/L˜ → A/L. Hence, since E is separable, the
Hilbert space A/L must be separable as well, i.e. A/L ∼= ℓ2. Therefore, G induces a non-
zero homomorphism from B(E) into B(ℓ2). This is impossible by [B–P, 6.15 Corollary].
⊓⊔
Our first positive result is about homogeneous Banach algebras. Recall that a Banach
algebra A is called n-homogeneous for some n ∈ N if all its irreducible representations
have dimension n. If we don’t want to emphasize for which n ∈ N the algebra A is
n-homogeneous, we call A simply homogeneous.
Lemma 3.2 Let n ∈ N, let A be an n-homomogeneous Banach algebra, and let P ∈ ΠA,
the set of all primitive ideals of A. Then there is an algebra homomorphism πP : A→Mn
with P = kerπP and ‖πP ‖ ≤
√
n.
Proof Let π : A → A/P be the quotient map. Since A is n-homogeneous, we have
(algebraically) A/P ∼= Mn. By [D–R, Lemma 2], there is an isomorphism α : A/P → Mn
with ‖α‖ ≤ √n. Let πP := α ◦ π. ⊓⊔
Theorem 3.3 Let A be a unital homogeneous Banach algebra. Then there is a Gelfand
theory for A.
Proof Let n ∈ N be such that A is n-homogeneous. For each P ∈ ΠA, let πP : A → Mn
be as in Lemma 3.2. Define
G : A→ ℓ∞-
⊕
P∈ΠA
Mn, a 7→ (πP (a))P∈ΠA ,
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and let A denote the C∗-subalgebra of ℓ∞-
⊕
P∈ΠA
Mn generated by GA. Clearly, (G,A)
satisfies (G 1).
Let P ∈ ΠA. Since A — as a subalgebra of ℓ∞-
⊕
P∈ΠA
Mn — satisfies the polynomial
identity S2n = 0, it follows from [A–D, Lemma 3.4] that A/P ∼= Mm for some m ∈ N
with m ≤ n. Let π : A → A/P be the quotient map. Then π ◦ G is a non-zero algebra
homomorphism from A into A/P ∼=Mm. Since A is n-homomogeneous, and since m ≤ n,
it follows that G−1(P ) = ker(π ◦ G) ∈ ΠA (so that, in fact, m = n). We thus have a map
ΠA→ ΠA, P 7→ G−1(P ).(6)
From the definition of A, it is clear that (6) is surjective. Let P1, P2 ∈ ΠA with A ∩
G−1(Pj) = A ∩ G−1(P2), and let πj : A→Mn be ∗-homomorphisms such that Pj = ker πj
for j = 1, 2. The each πj induces a unital contractive homomorphism from πP (A) to Mn.
As unit preserving contractions, these homomorphisms are necessarily positive and thus
∗-homomorphisms. Hence, they are unitarily equivalent. It follows that π1 and π2 are
unitarily equivalent, so that P1 = kerπ1 = kerπ2 = P2. Consequently, (6) is also injective.
From the preceeding discussion, it has become clear that A is also n-homogeneous. Hence,
for each P ∈ ΠA, we have a canonical isomorphism
A/G−1(P ) ∼= A/P.
It follows that (G,A) satisfies (G 2) and (G 3) as well and thus is a Gelfand theory for A.
⊓⊔
Let A be a Banach ∗-algebra. Then there is a largest C∗-seminorm γA on A; the
completion of A/ ker γA with respect to γA is called the enveloping C
∗-algebra of A and
is denoted by C∗(A). If, for example, A = L1(G) for some locally compact group G, the
enveloping C∗-algebra A is just the usual group C∗-algebra. We denote the canonical
∗-homomorphism from A into C∗(A) by ιA. Recall that A is said to be hermitian if each
self-adjoint element of a has real spectrum in A. It is thus immediate from Theorem 2.5
that (ιA, C
∗(A)) is a Gelfand theory for A only if A is hermitian.
In fact, the converse holds as well:
Proposition 3.4 Let A be a Banach ∗-algebra. Then (ιA, C
∗(A)) is a Gelfand theory for
A if and only if A is hermitian.
Proof Suppose that A is hermitian. Let L ∈ ΛC∗(A), and let φ be a pure state on C∗(A)
such that
L = {a ∈ C∗(A) : 〈a∗a, φ〉 = 0}
(see [Mur, Theorem 5.3.5]). By [Pal 2], we have ι−1A (L) ∈ ΛA, and every maximal modular
ideal of A arises in this fashion. Since ιA(A) is dense in C
∗(A), a pure state on C∗(A) is
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already determined by the values it takes on A. This establishes (G 2). The density of
ιA(A) in C
∗(A) also implies (G 3). ⊓⊔
4 Hereditary properties
What happens to the existence of Gelfand theories when we pass from a Banach algebra
to a quotient, to a closed ideal, etc.?
We first deal with the question of how the existence of Gelfand theories is affected if
we adjoin an identity. The following algebraic lemma is standard, but for the reader’s
convenience, we outline a proof:
Lemma 4.1 Let A be an algebra, let I be an ideal of A, and let π be an irreducible repre-
sentation of I on a linear space E. Then π extends to a unique irreducible representation
of A on E. Conversely, if π is an irreducible representation of A on a linear space E,
then π|I is an irreducible representation of I on E.
Proof Let a ∈ A, and let x ∈ E. Since π is irreducible, there are b ∈ I and y ∈ E such
that x = π(b)y. Define π(a)x := π(ab)x. It is routinely checked that this definition is
independent of the choices of b and x and yields an irreducible representation of A on E.
Assume that π has two such extensions π1 and π2. Let a ∈ A, and x = π(b)y with b ∈ I
and y ∈ E. Then we have
π1(a)x = π1(a)π(b)y = π(ab)y = π2(a)π(b)y = π2(a)x,
so that π1 = π2.
Let π be an irreducible representation of A on a linear space E. Let x ∈ E. Since
π(I)x is invariant under π(A), it follows that π(I)x = E or π(I)x = {0}. Hence, π|I is
irreducible. ⊓⊔
The correspondence between irreducible representations and maximal modular left
ideals ([B–D, Proposition 24.5]) then yields immediately:
Corollary 4.2 Let A be a Banach algebra, and let I be a closed ideal of A. Then
{L ∈ ΛA : I 6⊂ L} → ΛI , L 7→ I ∩ L
is a bijection.
We apply Corollary 4.2 to establish first hereditary properties of the existence of
Gelfand theories:
Proposition 4.3 Let A be a non-unital Banach algebra which has a Gelfand theory. Then
A# has also a Gelfand theory.
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Proof Let (G,A) be a Gelfand theory for A. Let A# denote the unconditional unitization
of A, i.e. if A already has an identity, we adjoin another one. Define a homomorphism
G# : A# → A#, a+ λeA# 7→ Ga+ λeA# .
By Corollary 4.2, (G#,A#) satisfies (G 2).
If A is non-unital, one obtains a C∗-norm on A# through a faithful representation of
A on some Hilbert space. If A is unital, we have a ∗-isomorphism
A# → A⊕ C, a+ λeA# 7→ a+ λeA⊕ λ,
which again endows A# with a C∗-norm. Hence, (G#,A#) satisfies (G 1) as well.
It is routinely verified that (G 3) also holds, so that (G#,A#) is indeed a Gelfand
theory for A#. ⊓⊔
Proposition 4.4 Let A be a Banach algebra which has a Gelfand theory, and let I be a
closed ideal of A. Then I has a Gelfand theory.
Proof Let (G,A) be a Gelfand theory for A. Let
I :=
⋂
{L ∈ ΛA : GI ⊂ L}.
Obviously, I is a closed left ideal of A. We claim that I is in fact a two-sided ideal of A
and thus a C∗-algebra. Let L ∈ ΛA be such that GI ⊂ L, and let
P := {a ∈ A : aA ⊂ L}.
It is clear that
G−1(P ) ⊂ {a ∈ A : aA ⊂ G−1(L)} =: Q.(7)
Conversely, let a ∈ Q, and let πL denote the irreducible representation of A on A/L. Let
EL be the image of GL in A/L. Then πL(Ga) vanishes on EL by the definition of Q.
Since EL is dense in A/L by (G 3), it follows that πL(Ga) = 0, i.e. a ∈ G−1(P ). Hence,
the inclusion (7) is an equality. Since I ⊂ G−1(L), it follows that I ⊂ G−1(P ) and thus
GI ⊂ P . Hence,
I =
⋂
{P ∈ ΠA : GI ⊂ P}
is a two-sided ideal of A.
From Corollary 4.2, it is now straightforward that (G|I ,I) satisfies (G 2). Furthermore,
for any L ∈ ΛA, we have canonical isomorphisms
I/I ∩ L ∼= A/L and I/I ∩ G−1(L) ∼= A/G−1(L).
This establishes (G 3) for (G|I ,I). ⊓⊔
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Combining Propositions 4.3 and 4.4, we obtain:
Corollary 4.5 Let A be a non-unital Banach algebra. Then A has a Gelfand theory if
and only if A# has one.
We next turn to quotients:
Proposition 4.6 Let A be a Banach algebra with a Gelfand theory, and let I be a closed
ideal of A. Then A/I has a Gelfand theory.
Proof Let (G,A) be a Gelfand theory for A, and let again
I :=
⋂
{L ∈ ΛA : GI ⊂ L}.
Let π : A → A/I be the quotient map. By the definition of I, π ◦ G vanishes on I and
thus induces an algebra homomorphism G˜ : A/I → A/I. With Corollary 4.2, it is easy to
see that (G˜,A/I) is a Gelfand theory for A/I. ⊓⊔
5 Gelfand theory for C∗-algebras
If A is a C∗-algebra, then (idA, A) is trivially a Gelfand theory for A. But what can we say
about arbitrary Gelfand theories (G,A) for A? Is a Gelfand theory necessarily equivalent
to (idA, A)? What if we impose additional conditions on G and A?
Let A be a C∗-algebra, and let (G,A) be a Gelfand theory for A. Then, for each
L ∈ ΛA, the spaces A/G−1(L) and A/L are Hilbert spaces ([Dix, 2.8.5 Corollary]). For
any Hilbert space H and ξ, η ∈ H, define a rank one operator
ξ ⊙ η : H→ H, x 7→ 〈x, η〉ξ.
Lemma 5.1 Let A be a C∗-algebra, let (G,A) be a Gelfand theory for A, and let a ∈ A be
such that πG−1(L)(a) = ξ⊙G∗Lη with ξ ∈ A/G−1(L) and η ∈ A/L. Then πL(Ga) = GLξ⊙ η
holds.
Proof Since
GL ◦ πG−1(L)(a) = πL(Ga) ◦ GL,(8)
and since GL has dense range, it follows that πL(Ga) is also a rank one operator, whose
range is spanned by GLξ. Hence, there is a unique η˜ ∈ A/L such that πL(Ga) = GLξ ⊙ η˜.
By (8), we have
〈x,G∗Lη〉 = 〈GLx, η〉 (a ∈ A/G−1(L))
and thus η˜ = η. ⊓⊔
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Recall that a C∗-algebra A is called liminal if π(A) = K(H) for each irreducible ∗-
representation of A on Hilbert space H. If we only have π(A) ⊃ K(H), then we say that
A is postliminal (see [Dix]).
Corollary 5.2 Let A be a C∗-algebra, and let (G,A) be a Gelfand theory for A. Then, if
A is postliminal, so is A, and if A is liminal, so is A.
Proof Suppose that A is postliminal, and let L ∈ ΛA. By Lemma 5.1, we thus have
πL(A)∩K(A/L) 6= {0}. Since πL is irreducible, this already implies that K(A/L) ⊂ πL(A).
Suppose that A is liminal. By the first part of the proof, A is postliminal. Let I be
the largest, closed, liminal ideal of A, and assume that I ( A. Then there is L ∈ ΛA
such that I ⊂ L. Since GL is injective, so is G∗L. It follows that the closed linear span of
{ξ ⊙ G∗Lη : ξ ∈ A/G−1(L), η ∈ A/L} is all of K(A/G−1(L)). From Lemma 5.1 again, we
conclude that GA ⊂ I and thus G−1(L) = A /∈ ΛA. This contradicts (G 2). ⊓⊔
This enables us to prove a first, modest uniqueness result for Gelfand theories:
Proposition 5.3 Let A be a unital, postliminal C∗-algebra, and let (G,A) be a Gelfand
theory for A such that ‖G‖ ≤ 1. Then (G,A) and (idA, A) are equivalent.
Proof Since A is unital, so is A, and G is a unital homomorphism. Hence, G is an
injective ∗-homomorphism, and GA is a C∗-subalgebra of A. By Corollary 5.2, A is also
postliminal. From (G 2), it follows that the hypotheses of the non-commutative Stone–
Weierstraß theorem [Dix, 11.1.8 The´ore`me] are satisfied. Hence, we have A = GA. ⊓⊔
To obtain better uniqueness results, we require both stronger tools and further restric-
tions on the C∗-algebra A.
Our next lemma is a subscript to a deep theorem by U. Haagerup ([Pis, Theorem 7.5]):
Lemma 5.4 Let A be a C∗-algebra, and let π be a bounded representation of A on a H
such that there is a cyclic vector ξ ∈ H for π, i.e. π(A)ξ is dense in H. Then there is an
invertible operator S ∈ B(H) with ‖S‖‖S−1‖ ≤ (1 + 2‖π‖)4 such that
A→ B(H), a 7→ Sπ(a)S−1
is a ∗-representation.
Proof If A is unital, the presence of a cyclic vector forces π to be unital. Hence, in this
case, the claim follows immediately from [Pis, Theorem 7.5] (with a much better norm
estimate).
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Suppose that A is not unital. Adjoin an identity, and let π# : A∗ → B(H) be the
unital extension of π. Let φ ∈ ΦA# be the character corresponding to the maximal ideal
A. Then we have
‖π#(a)‖ = ‖〈a, φ〉idH+ π(a− 〈a, φ〉)‖ ≤ (1 + 2‖π‖)‖a‖ (a ∈ A#).
The claim then follows again from [Pis, Theorem 7.5]. ⊓⊔
Lemma 5.5 Let A be a liminal C∗-algebra, and let (G,A) be a Gelfand theory for A.
Then, for each L ∈ ΛA, the Gelfand transform G induces an isomorphism of K(A/G−1(L))
and K(A/L) whose inverse has norm at most (1 + 2‖G‖)4.
Proof As we have already remarked in the proof of Corollary 5.2, the closed linear span
of {ξ ⊙ G∗Lη : ξ ∈ A/G−1(L), η ∈ A/L} is dense in K(A/G−1(L)), it follows that the
homomomorphism G˜ : K(A/G−1(L)) → K(A/L) induced by G has dense range. By (G 3)
every non-zero vector in the range of GL is cyclic for G˜. By Lemma 5.4, this means that
there is an invertible operator S ∈ B(A/L) with ‖S‖‖S−1‖ ≤ (1 + 2‖G˜‖)4 ≤ (1 + 2‖G‖)4
such that
K(A/G−1(L))→ K(A/L), a 7→ S(G˜a)S−1(9)
is a ∗-homomorphism and thus has closed range. Hence, (9) and G˜ are in fact isomor-
phisms. The claim about ‖G˜−1‖ follows from the estimate for ‖S‖‖S−1‖ and the fact the
∗-isomorphisms are always isometric. ⊓⊔
For the next lemma, recall that, for any Banach algebra A, the set ΠA of primitive
ideals of A is canonically equipped with its Jacoboson topology ([B–D, Definition 26.3]).
Lemma 5.6 Let A be a liminal C∗-algebra, and let (G,A) be a Gelfand theory for A.
Then
ΠA→ ΠA, P 7→ G−1(P )(10)
is a continuous bijection.
Proof It was shown implicitly in the proof of Proposition 4.4 that (10) is well-defined
and surjective (this is true for any Banach algebra A).
Let P1, P2 ∈ ΠA be such that G−1(P1) = G−1(P2) =: P , and assume that P1 6= P2. By
Lemma 5.5, G induces isomorphism Gj : A/P → A/Pj for j = 1, 2. Let L ∈ ΛA/P ⊂ ΛA
(with the appropriate identification). Let π : A → A/P1 ∩ P2 ∼= A/P1 ⊕ A/P2. Let
L1 := π
−1(A/P1 ⊕G2(L)) and L2 := π−1(G(L1)⊕A/P2). It follows that L = G−1(Lj) for
j = 1, 2, which violates the injectivity hypothesis in (G 2). Hence, (10) is injective.
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Let F ⊂ ΠA be closed. Then there is a closed ideal I of A such that F = {P ∈ ΠA :
I ⊂ P}. Let
I :=
⋂
{L ∈ ΛA : GI ⊂ L}.
In the proof of Proposition 4.4, we have seen that I is an ideal of A. Let P ∈ ΛA. By
Lemma 5.5, we have
G−1(P ) =
⋂
{L ∈ ΛA : G−1 ⊂ L} =
⋂
{G−1(L) : L ∈ ΛA, P ⊂ L}.
This implies for P ∈ ΠA that
G−1(P ) ∈ F ⇐⇒ P ⊃ I.
Hence, the inverse image of F under (10) is {P ∈ ΠA : I ⊂ P} and thus closed in ΠA.
⊓⊔
Theorem 5.7 Let A be a liminal C∗-algebra such that ΠA is discrete. Then A has a
unique Gelfand theory.
Proof Let (G,A) be a Gelfand theory for A. By Corollary 5.2, A is liminal as well. Let
P ∈ ΠA. Since ΠA is discrete, {G−1(P )} is open in ΠA. The continuity assertion of
Lemma 5.6, then implies that {P} is open in ΠA. Hence, ΠA is discrete as well.
The general theory of liminal C∗-algebras with Hausdorff spectrum ([Dix, Chapter
10]) implies that there are families (Hα)α and (Kα)α of Hilbert spaces such that
A ∼= c0-
⊕
α
K(Hα) and A ∼= c0-
⊕
α
K(Kα).
By Lemma 5.5, G induces, for each index α an isomorphism Gα : K(Hα) → K(Kα) such
that ‖G−1α ‖ ≤ (1 + 2‖G‖)4. It follows that G is bounded below and thus an isomorphism.
⊓⊔
Without any restrictions placed on the C∗-algebra under consideration, the following
is the strongest assertion we can make about Gelfand theories of C∗-algebras:
Proposition 5.8 Let A be a C∗-algebra and let (G,A) be a Gelfand theory for A. Then
GA is closed in A.
Proof For each L ∈ ΛA, let πL denote the corresponding irreducible ∗-representation of
A on A/L, and let EL be the image of GL in A/L. Define ρL := πL ◦ G. Then ρL is a
bounded representation of A on A/L with ‖ρL‖ ≤ ‖G‖. As in the proof of Lemma 5.5, we
obtain an invertible operator SL ∈ B(A/L) with ‖SL‖‖S−1L ‖ ≤ (1 + 2‖G‖)4 such that
A→ B(A/L), a 7→ SLρL(a)S−1L
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is a ∗-homomorphism. Define
θ : A→ ℓ∞-
⊕
L∈ΛA
B(A/L), a 7→ (SLπL(a)S−1L )L∈ΛA .
Then θ◦G : A→ ℓ∞-⊕L∈ΛA B(A/L) is a ∗-homomorphism, whose range is a C∗-subalgebra
of ℓ∞-
⊕
L∈ΛA
B(A/L), which we may identify with A.
Let (an)
∞
n=1 be a sequence in A such that Gan → b ∈ A. Since an = θ(Gan) for n ∈ N,
the sequence (an)
∞
n=1 is Cauchy in A and thus convergent to some a ∈ A. It is clear that
b = Ga. ⊓⊔
6 Outlook
The results we have obtained in this paper certainly leave room for improvement. Here
are a few questions which are natural, but which we have been unable to settle:
1. Let (G,A) be a Gelfand theory for a Banach algebra A. Does GA generate A as a
C∗-algebra (at least if A is postliminal)?
2. Let A be a Banach algebra, and let I be a closed ideal of A such that I and A/I
both have Gelfand theories. Does A have a Gelfand theory?
3. Does a homogeneous Banach algebra have a unique Gelfand theory?
4. Does a C∗-algebra A have a unique Gelfand theory (at least if A is postlimi-
nal/liminal/liminal with Hausdorff spectrum)?
Also, the axioms (G 1), (G 2), and (G 3) were chosen mainly to allow for a simultaneous
treatment of commutative Gelfand theory and the enveloping C∗-algebra of a Banach ∗-
algebra. Possibly, in order to develop a farther reaching non-commutative Gelfand theory,
one has to consider a different set of axioms.
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