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Designing Multimodal Mobile 
interaction for a Text Messaging 
application for Visually impaired 
Users
Carlos Duarte1*, Simon Desart2, David Costa1 and Bruno Dumas2
1 LASIGE, Faculdade de Ciências, Universidade de Lisboa, Lisbon, Portugal, 2 PReCISE Research Centre, University of 
Namur, Namur, Belgium
While mobile devices have experienced important accessibility advances in the past 
years, people with visual impairments still face important barriers, especially in specific 
contexts when both their hands are not free to hold the mobile device, like when walking 
outside. By resorting to a multimodal combination of body based gestures and voice, we 
aim to achieve full hands and vision free interaction with mobile devices. In this article, 
we describe this vision and present the design of a prototype, inspired by that vision, of 
a text messaging application. The article also presents a user study where the suitability 
of the proposed approach was assessed, and a performance comparison between our 
prototype and existing SMS applications was conducted. Study participants received 
positively the prototype, which also supported better performance in tasks that involved 
text editing.
Keywords: non-visual interaction, body-based interaction, gestures, voice, multimodal interaction, accessibility
1. inTrODUcTiOn
Today’s mobile devices are flat touchscreens where you interact through touch and gestures. While 
this seems simple and easy for the average sighted person, persons with visual impairments have 
increased difficulties to do standard operations with their mobile phones. However, valid acces-
sibility solutions have been developed during the last decade. Current solutions consist in screen 
exploration techniques for navigation and text input. While they enable easier interaction for the 
blind, those techniques can still turn out to be very cumbersome and slow.
Novel technologies and research projects in input sensing have opened up new ways to interact 
with computers and other devices. Body interaction explores taps on skin, mid-air gestures or 
natural movements in order to trigger actions in interactive devices. Moreover, performing actions 
that involve our own body does not require any form of visual attention. These techniques, combined 
with our proprioceptive capabilities, are interesting alternatives for interacting with, for example, 
mobile devices.
Still, the range of operations that are done today in mobile devices introduces requirements that 
will not be dealt with body based interaction techniques. For example, text input is a common 
operation in mobile devices. For text input, other alternatives are, probably, more efficient than 
body based ones. To be able to address the multiple requirements, a multimodal solution combining 
different input modalities is more efficient.
This work addresses accessibility issues affecting persons with visual impairments when inter-
acting with their smartphones. We introduce a new multimodal approach, based on on-body 
interaction and speech, aiming to improve the accessibility of smartphone’s user interfaces. To 
demonstrate its applicability, we present the design of a prototype of a text messaging application 
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following the proposed approach. We conducted a user study 
with 9 participants with visual impairments, where our prototype 
was compared with the current way text messages are entered 
by the study’s participants. Not only did we receive positive 
feedback from the study’s participants, we found that with our 
prototype they were able to perform different operations with a 
text messaging application quicker, even though they were not 
experienced with the proposed approach.
In the following section, we present previous research on 
mobile accessibility, with a particular focus on text entry, and on 
body based interaction. Section 3 presents our approach to the 
design of accessible interaction in mobile devices. The user study 
is presented and its findings discussed in the next section. Finally, 
section 5 concludes the article.
2. relaTeD WOrK
In a 2014 study, Ye et  al. (2014) stated that 85% of visually 
impaired interviewed, own a smartphone. This is an interesting 
fact since touchscreens offer more accessibility barriers than 
non-smartphones. However, not only smartphones offer features 
that are not available in other phones, but visually impaired 
people also want to be trendy, even if they have to face interac-
tion difficulties. Hence the importance of offering accessibility 
features and alternatives that accompany novel technologies.
2.1. Mobile accessibility
A lot of research has been done in the last years to ease the 
interaction of visually impaired users with their smartphones, 
achieving better results than traditional methods. For instance, 
(Kane et al., 2008) presented an alternative solution to the stand-
ard features offered by mobile device’s developers. The authors 
implemented Slide Rule, an interaction technique to improve the 
accessibility of multitouch screens when used by visual impaired 
users based on four main gestures.
Guerreiro et al. (2008a,b) developed NavTouch, a technique 
based on directional strokes to navigate through the alphabet in a 
way that decreased the cognitive load of memorizing the position 
of where the characters are located on the screen.
Bonner et  al. (2010) presented a novel solution for touch-
screen’s accessibility issues when used by visually impaired 
people. No-look Notes is an eyes-free text entry system that uses 
multitouch input and auditory feedback. It offers a two-step 
access to the 26 characters of the alphabet with a small number of 
simple gestures and an 8-segment pie UI that removes the precise 
targeting required, for example, by QWERTY keyboards layouts.
Southern et al. (2012) proposed BrailleTouch, a six-key chord 
braille keyboard for touchscreens. This technique was designed 
to use the smartphone’s screen faced away from the user and held 
by both hands. The screen was divided in 6 parts in the same 
way that BrailleType did and other control keys, such as space, 
backspace, or enter, were implemented through flick gestures.
In addition to text input via Braille Cells proposed in 
BrailleTouch, Holibraille (Nicolau et al., 2015) offers multitouch 
capabilities to perform text editing (e.g., navigation through 
words, text selection). Two finger gestures combined with non-
dominant hand gestures allow the user to edit and navigate in the 
text. The same authors also developed a novel correction system 
for these types of input (Nicolau et al., 2014).
2.2. Body interaction
Recent technological advances and research projects about 
wearable technology and sensing devices have opened up new 
possibilities for using our body as an interaction platform. The 
always present skin, when combined with our propriocep-
tive capabilities, plus the control we can exert over our limbs 
are a sound alternative for interacting with personal devices, 
such as smartphones. This is an area with a great potential for 
improving the accessibility of interactive systems for multiple 
population groups, which is demonstrated by some recent works 
on this topic.
Virtual Shelves (Li et al., 2009) uses the proprioceptive capabili-
ties to support eyes-free interaction by assigning spatial regions 
centered around the user’s body to applications shortcuts. To 
measure the different angles (θ and ø planes, i.e., up–down move-
ment and left–right movement) between the body and the arm 
holding the cellphone, the system uses an accelerometer and a 
gyroscope.
In Li et al. (2010), an extension of Virtual Shelves (Li et al., 2009) 
is presented. This interaction technique leverages proprioception 
to access application shortcuts. However, it was not meant for 
visually impaired people to use. Therefore, the authors performed 
a study to measure the directional accuracy of visual impaired 
persons and adapt the system for them. Also, the original work 
was not intended for mobile devices while the scope of this work 
was to enable mobile interaction (e.g., launch applications) when 
walking on the street.
Oakley and O’Modhrain (2005) developed a motion based 
vibrotactile interface for mobile devices. The authors use 3-axial 
acceleration sensing to directly control list positions, instead of 
using this sensor to control the rate of scrolling or directional 
movement. The goal is to link or associate certain specific orienta-
tions to specific list items.
Dementyev and Paradiso (2014) developed WristFlex, a sys-
tem that makes use of pressure sensors to detect pulse gestures 
and is capable of distinguishing subtle finger pinch gestures with 
accuracy over 80%.
Matthies et al. (2015) describe a novel interaction technique, 
Botential, that makes use of sEMG and capacitive sensing, placed 
on a wristband, to detect the different body parts that it is in 
contact with.
Other recent approaches, such as Skinput (Harrison et  al., 
2010) and PUB (Lin et al., 2011) use the skin as a means of inter-
action. These projects use bio-acoustics and ultrasonic signals, 
respectively, to locate finger taps on body.
The latest efforts by Makino et  al. (2013) go beyond just 
touching and tapping actions by using a new technique with 
photo reflective sensors, enabling pinching, pulling, twisting and 
caressing.
Dezfuli et al. (2012) present a palm-based imaginary interface 
to control the TV. While the average effectiveness of the palm 
touches was around 96.8%, to track the hand movements and 
gestures a Kinect was used, making this not suitable for mobile 
environments.
FigUre 1 | The three steps of the overall design process and the supporting design techniques.
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2.3. social acceptability
These novel interaction techniques were also subject of several 
social acceptability studies. The willingness to perform these 
gestures will largely be dictated by how appropriate those actions 
look and feel when performed in public. Profita et al. (2013) and 
Rico and Brewster (2009, 2010) findings show that there is a 
significant relation between audience or location and the will-
ingness to perform certain gestures. This factor must be taken 
into account when building such systems. Findings also show 
that users are fonder of subtle movements, movements that are 
similar to what already exists in current technology (e.g., gestures 
similar to the ones in touch devices), and movements similar to 
the ones used in our everyday lives and enjoyable movements. 
On the other hand, participants in these studies stated that 
uncommon, large or noticeable movements would look weird in 
public settings.
In a work previous to these social acceptability studies, 
Costanza et  al. (2007) already used surface electromyography 
(sEMG) signals to capture subtle gestures, ones that are difficult 
for observers to perceive when someone is performing them.
Wiliamson et al. (2011) developed a multimodal application 
with gesture recognition and audio feedback (speech and sounds). 
Despite being based on subtle gestures, the authors observed that 
some gestures were considered unacceptable in certain settings by 
the participants in the study. Consequently, the study participants 
developed new ways of performing the same gesture. To address 
this issue, such systems must be flexible and develop correction 
mechanisms in the recognition process. Additionally, the authors 
found that the willingness to perform gestures in a public setting 
does not depend only on the type of audience but also if they are a 
sustained spectator (e.g., other passenger on a bus) or a transitory 
spectator (e.g., a person walking in the street).
3. Designing MOBile accessiBle 
inTeracTiOn
Although there is an increasing number of projects emerging 
in the body interaction field, its potential for improving mobile 
accessibility is being underestimated so far. We propose to explore 
body based interaction techniques, combined with speech in a 
multimodal system (Dumas et al., 2013), toward this goal.
When exploring solutions designed for the visually impaired 
population, one must make sure that interaction is reliable, robust 
and adaptive to the user and the different contexts of use. In the 
proposed design space, it is necessary to understand how the 
human body can be used as a mean of interaction considering, 
in particular, the characteristics of this user group. Albeit vision 
is considered the primary spatial reference, there is no consensus 
(Jones, 1975; Thinus-Blanc and Gaunet, 1997) if the level of 
spatial awareness within the body range is affected negatively or 
positively by vision impairments. The ability of accurately tapping 
in very specific parts of the body (e.g., dominant index finger tap-
ping on the distal phalanx of the ring finger in the other hand) 
can also be affected by how long the person is blind or by the 
training received to develop proprioceptive skills. Moreover, as 
people with visual impairments do not have full notion of their 
surroundings, some gestures may be considered uncomfortable 
to perform in public settings (e.g., pointing may hit another person).
Thus, the overall design process will require several steps 
(Figure 1). First, we have to study how body based techniques 
can improve the different activities performed in mobile devices. 
For that, it is necessary to understand their limitations. UI 
(user interface) navigation and text input on mobile devices are 
examples of activities we will focus on. We will investigate if a 
body-based interaction technique is appropriate for single or 
multiple activities. For instance, is a technique suitable only for 
application navigation (e.g., sliding a finger over the forearm to 
move through interactive elements) and target selection (e.g., 
performing a mid-air gesture to select an item), or can it be also 
used for content input?
Second, we will explore where the novel interaction techniques 
can replace existing techniques, where they cannot, and where 
they can complement those. Thus it is important to understand 
what existing traditional input modalities can be replaced or 
complemented by this novel interaction technique, such that the 
device retains the same level of functionality.
Finally, we want to consider how body interaction can be used 
as an intelligent interaction mechanism. Given that perceptual, 
motor and cognitive capabilities vary from person to person, and 
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in the case of visually impaired persons many factors can affect 
those capabilities (e.g., born blind, disease that affected vision, 
etc.), we want to study adaptive mechanisms that are able to map 
the user’s capabilities to the potentially complex location of skin 
based interactive points and gestures.
To explore these interaction techniques, a set of prototypes 
will be iteratively designed (Hinman, 2012), in collaboration with 
end user representatives, i.e., it will be developed based on a user 
centered design approach (Norman and Draper, 1986; Svanaes 
and Seland, 2004; Kangas and Kinnunen, 2005). Depending 
on the requirements, these prototypes can target interaction or 
technological validation. In the latter group, prototypes can range 
from acoustic sensors capable of capturing and defining a large 
set of positions on the hand or forearm; light sensitive sensors that 
capture skin displacement when sliding for instance the finger on 
the forearm; to sensors sensitive to muscle movements which can 
capture gestures or movements. For the former group, interac-
tive techniques will be tested with multiple fidelity prototypes, 
sometimes resorting to Wizard of Oz techniques, whenever the 
technology is not at an adequate readiness level (Molin, 2004).
Our hypothesis is that by combining body based gestural 
and voice input we are able to increase the performance of users 
with visual impairments when interacting with mobile devices. 
One possible implementation is assigning gestures to specific 
application commands or shortcuts to certain applications. 
Through this, we aim to reduce the time a user spends navigating 
the smartphone UI until the desired application or contextual 
command is reached. UI navigation can represent a significant 
percentage of the interaction time for the visually impaired, thus 
we focus on a feature with a large potential to be useful. While it is 
true that the proposed solution may increase the users’ cognitive 
load, we intend to take advantage of being able to memorize a 
set of gestures without overwhelming them. With the current 
accessibility solutions, users also end up memorizing the number 
of navigation steps required to reach the desired option to speed 
the navigation process.
In what concerns text input, we propose to use voice rec-
ognition in substitution of the current traditional methods 
(e.g., QWERTY keyboard display). The goal is to rely on the 
increasingly robust and accurate voice recognition technology 
to decrease the time and effort that visually impaired people 
have to put into writing a text. Nevertheless, in the future we will 
consider body based solutions for text input, like those based on, 
for instance, the Lorm alphabet (Gollner et al., 2012; Caporusso 
et al., 2014). By offering multiple modalities we will address the 
need for text input in contexts where speech recognition could 
not be socially or technically feasible.
Combining these two forms of input, body-based and voice, 
we are able to offer an eyes and hands-free input interaction 
with the mobile device, making it suitable to interact in multiple 
contexts. In the next section we describe the design of a prototype 
of an application for text messaging that takes advantage of these 
combined input modalities.
3.1. case study: sMs application
Sending text messages is one of the most basic and most used 
features in every mobile device. This section presents a first 
prototype of an SMS application based on non-traditional inter-
action methods: body-based gestures and voice recognition.
Inspired by the interaction approach presented above, a multi-
modal SMS application for the Android platform was developed, 
offering the standard SMS service features:
 1. The user can enter a message.
 2. The user has the possibility to review and edit the message if 
necessary.
 3. The user can find and select the message addressee.
 4. The user can send the entered message to the selected 
addressee.
Following our approach, by not relying on a visual inter-
face, the user should be able to access every functionality 
without the need to navigate through a list of commands. To 
meet this goal, different actions are available to the user, with 
each action triggered by a specific gesture. This approach has 
the added benefit of allowing users to command the mobile 
application without having to hold the smartphone on their 
hands.
Existing gesture recognizers based on sEMG sensors, like the 
one presented in Costa and Duarte (2015), could prove useful 
for this scenario. However, they are not capable yet to reliably 
address a per-user on-the-fly customizable set of gestures. 
Therefore, for our prototype we decided to use the Wizard-of-Oz 
technique in the user studies. Gestures made by study’s partici-
pants are interpreted by a human that inputs the command in the 
application. Voice commands are recognized using the speech 
recognizer available in the Android API.
The possible actions are triggered by gestures, with commands 
being a combination of gestures and voice input:
 1. Add a message: after recognizing the “add a message” gesture, 
the speech recognizer is turned on and the user is notified by 
a sound. The user then dictates the message.
 2. Review the message: after recognizing the “review message” 
gesture, the text to speech engine is turned on and the message 
is read word by word.
 3. Edit a specific word in the message: during the message 
review, the user can stop the speech engine (by performing 
a gesture) whenever she wants to edit a word. Whenever that 
gesture is recognized, the application speaks the chosen word 
and turns on the speech recognizer. The user then dictates the 
new word. After that, the system informs the user that she 
will have to choose between five proposals. The application 
reads the proposals and the user stops it (by making a gesture) 
whenever she wants to select the desired proposal. The appli-
cation speaks the selected proposal and the change is carried 
out in the message.
 4. Enter a token to search for a contact: after recognizing the 
“enter contact” gesture, the speech recognizer is turned on and 
the user says the name of the contact or a word that begins 
with the same letter of the contact’s name. Then the applica-
tion speaks how many contacts match this search. The user 
can add other tokens to refine the search, or proceed to hear 
the names returned by the search.
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 5. List the contact that match the current search: the application 
reads all the contacts that match the search token previously 
entered and the user can stop the application to select the 
desired contact. The application orally notifies the user of the 
chosen contact.
 6. Send message: after recognizing the gesture the message is 
sent and the user is notified.
The design decision of presenting five proposals during text 
editing is to counter possible misrecognitions of the speech 
recognizer. The same motivation was behind the decision to 
consider only the first letter when entering a search token. Special 
attention was given to the message editing process to make it more 
accessible. Indeed, Azenkot and Lee’s survey showed that people 
with visual impairment spend 80% of their time editing when 
using speech recognition which can be frustrating (Azenkot and 
Lee, 2013).
4. User sTUDY
The conducted user study had two main goals. The first was to 
understand and study the behavior of visually impaired persons 
when interacting with the proposed approach, i.e., observe what 
type of gestures would persons with visual impairments perform 
for certain tasks and if they would feel comfortable to do so in 
different contexts. The second goal of the study was to compare, 
performance wise, the developed prototype with the applications 
that participants currently use to send text messages.
4.1. Methodology
To address the study’s goals, we collected both quantitative and 
qualitative data through questionnaires, interviews and task 
observation.
This study was carried out in accordance with the recommen-
dations of Regulamento da Comissão de Ética para a Recolha e 
Protecção de Dados de Ciências with written informed consent 
from all subjects. All subjects gave written informed consent in 
accordance with the Declaration of Helsinki. The protocol was 
approved by the Comissão de Ética para a Recolha e Protecção 
de Dados de Ciências.
The first step was to complete a short characterization ques-
tionnaire divided in two sections: personal information and 
mobile phone usage habits. A final question was asked in order 
to perceive the acceptability of doing midair gestures in a public 
setting.
In the next step, the performance of the prototype and the 
standard text message application used by the participants were 
compared. Participants were divided into two groups following 
a counterbalancing design. One group begun by using their 
standard messaging application. The other group begun by using 
the prototype.
Before using the prototype, all participants were asked to 
define gestures for the available commands:
•	 Start application;
•	 write message;
•	 review message;
•	 edit specific word during the reading;
•	 confirm a proposal;
•	 enter a search token to find the contacts;
•	 list the contents that match the search token;
•	 confirm one of the contacts while reviewing the list;
•	 send the message.
Participants were told they had no constraints about the 
gestures they could select, i.e., they could do mid-air gestures, 
gestures on their body, or whatever they found appropriate. The 
test moderator exemplified gestures of the different categories 
before asking the participants to define gestures for the requested 
commands. While the participants were defining the gestures, no 
guidance was provided besides explaining what the command 
was supposed to perform. All participants defined and performed 
all gestures while seated on a chair.
Being a novel form of interaction, before completing the 
tasks in the prototype participants were given a training task to 
get acquainted with the flow of the application and recall all the 
gestures they defined moments before.
Participants were then asked to perform the same set of tasks 
in both the prototype and their usual messaging application. 
To compare their performance, a quantitative evaluation was 
designed based on time to perform different tasks on both appli-
cations. We provided a smartphone with our prototype for one of 
the conditions. For the other condition, participants used their 
own smartphones and their preferred messaging application. 
We requested access to the participants’ smartphone before start-
ing the tasks to collect data about their list of contacts in order 
to make sure that all tasks had similar difficulty. We did not store 
this data. It was only used for preparing the tasks to be executed. 
Three different tasks with increasing difficulty levels were defined:
 1. Easy task: the participant is asked to enter a text message (the 
message was: “Hello, can you call me back as soon as possible”). 
The participant is requested to review the message entered. No 
edition of the message is requested. The addressee is easily 
findable (maximum 3 results in the prototype condition and a 
contact figuring at the beginning or the end of the contact list 
for the standard application in the participants’ smartphone).
 2. Normal task: the participant is asked to enter a text message 
(the message was: “I am waiting for you at the entrance of 
the store”). The participant is requested to review the message 
entered. The edition of 1 word of the message is asked (replace 
“waiting” with “looking”). The addressee is moderately easy 
to find (maximum 5 results in the prototype condition and a 
contact figuring in the first or last quarter of the contact list 
for the standard application in the participants’ smartphone).
 3. Hard task: the participant is asked to enter a text message 
(the message was: “Can you show me where Bruno is?”). The 
participant is requested to review the message entered. The 
edition of 2 words of the message is asked (replace “show” with 
“tell” and “is” with “went”). The addressee is more difficult 
to find (more than 5 results in the prototype condition and 
a contact figuring in the middle the contact list with a name 
beginning with a frequent letter for the standard application 
in the participants’ smartphone).
FigUre 2 | Most common gestures for: (a) writing a message,  
(B) confirming a selection, and (c) sending a message.
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To ensure that the text entering and the contact finding tasks 
done on the participant’s smartphone and the prototype had 
similar levels of difficulty, we (1) asked them to enter the same 
message in both devices; (2) artificially controlled the position of 
the contact in the list of contacts in the prototype and, as afore-
mentioned, previously reviewed the participant’s contact list and 
selected one contact in a similar position.
The first application used in the trial and the order of the 
three tasks were both counterbalanced. Each task was timed by 
an observer, registering the time each task and sub task (e.g., write 
message, review, etc.) took to complete and the errors made.
An evaluation concerning the delay between the reading of 
two words during message review or contact listing was also 
performed. Participants were asked to choose between 3 possible 
delays (1, 1.5, and 2 s) the one preferred. The order of presentation 
of the delays was randomized.
The final step consisted in filling two System Usability Scale 
(SUS) (Brooke, 1996) based satisfaction questionnaires: one for 
the standard application and one for the prototype.
Given the time needed to complete all tasks, approximately 1 h 
and 45 min as found in pretrials, it was decided to split the tasks 
by application into two sessions of 1 h each in two different days.
4.2. results
In this section, we present the results found in the user study.
4.2.1. Participants
The group of participants was composed by 9 persons (3 females). 
Their ages ranged from 24 to 56 years old (M = 32.78, SD = 9.62). 
Eight of the participants lost their vision between 14 and 31 years 
old and one has partial vision since birth.
Regarding mobile phone consumption habits, 6 participants 
stated to own a smartphone for less than 2 years. Five persons 
own an Android phone and four an iPhone. When asked to 
assess their expertise in the use of the built in assistive technol-
ogy (Talkback or VoiceOver), 3 considered themselves experts, 
3 proficient, 2 average, and one a beginner. In the specific case 
of using messaging application, 2 considered themselves to be 
experts, 4 proficient, 2 average users, and 1 considered himself 
as a beginner. Nearly all participants send and receive messages 
everyday (8 out of 9).
When asked if when walking outside, they stop to answer an 
incoming call or an SMS or they ignore it, 6 participants stated to 
answer while walking. Regarding the acceptability of performing 
midair gestures in any context, public or not, 4 participants stated 
they would do it. The other 5 participants stated that it would 
depend on the gestures and location.
4.2.2. Gestures Definition
Participants were asked to define a gesture for each one of the 9 
used commands. In total, 81 gestures were registered. Despite the 
high number of gestures, few were repeated among participants. 
Nevertheless, we could observe a trend for 4 commands:
 1. Adding text. Movement similar to writing with the fingers on 
leg (Figure 2A).
 2. Select a proposal. Index finger touch (Figure 2B).
 3. Selecting a contact during the list review. Index finger touch 
(Figure 2B).
 4. Send message. Swipe Right (Figure 2C).
Other interesting findings were observed in the gesture defini-
tion phase. For instance, all participants concluded that using the 
same gesture for confirmation and selection purposes would be 
the best solution, decreasing the number of gestures to memorize. 
Regarding the gesture’s visibility, 3 out of 9 participants defined 
subtle gestures, with most made beside the participant’s pockets 
or on an available surface.
Additionally, we observed that several gestures meant different 
actions depending of the participant:
 1. Thumbs up. One participant considered this the gesture to 
start writing the message while another participant chose this 
gesture to send the SMS.
 2. Swipe up with two fingers. This gesture was defined to 
review the message but also to listen to the contacts list.
 3. Drawing the letter C. One participant chose this gesture to 
enter a search token to find a contact while other participant 
did the same gesture to listen to the contacts list that matched 
with the token.
 4. Index finger double touch. This gesture was defined to start 
writing the message and also to listen to the list of contacts 
that matched the search token.
 5. Point with index finger. One participant chose this gesture to 
open the application while other chose it to start writing the 
message.
4.2.3. Learning Effect
While performing the tasks on the prototype, 26 gesture-related 
errors were registered. We considered errors: (1) forgetting what 
gesture to do to trigger an action; (2) performing the wrong ges-
ture; and (3) selecting a wrong list item due to taking too long to 
recall the gesture. On average 0.96 errors occurred per participant 
(SD = 1.20).
It is interesting to analyze if those errors diminished over 
time. We registered the number of errors during the first task 
(M = 1.33, SD = 1.5), second task (M = 1.00, SD = 1.32), and third 
task (M = 0.56, SD = 0.73) as depicted in Figure 3. Observing 
the mean values, data suggests that participants progressively 
memorized the gestures needed to complete the tasks. For this 
reason, a statistical analysis was conducted. In order to check 
for any significant differences between task errors, we began 
FigUre 3 | Average number of errors by task.
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by assessing the normality of the data. The results for all tasks 
showed that normality was not verified (p1 = 0.077; p2 = 0.005; 
p3  =  0.008). Consequently, we conducted a non-parametric 
Friedman test, comparing the errors made in each task, which 
revealed that there was not a statistically significant difference 
(χ2(2) = 1.826; p = 0.401).
4.2.4. Reading Speed Preferences  
for Selection Tasks
Participants were asked to rate their preference of 3 different 
reading speeds on two contexts: selecting a word from the mes-
sage; and selecting a contact from the list of contacts. The purpose 
was to understand how fast they are able to react and perform 
the gesture to select a word or contact.
Findings show that despite 22% of the participants fail to select 
the right word while using the fastest speed, over 55% preferred 
this option. Those who failed stated they could do it with more 
training. On the other hand, when selecting a contact from the 
list, there was not a preferred reading speed choice. Four partici-
pants preferred the fastest speed and other 4 preferred the middle 
one. However, 33% of the participants failed when selecting a 
contact in the fastest speed mode.
4.2.5. Task Execution Times
Figure  4 presents the time taken to complete the three tasks 
with both applications. When using the developed prototype, 
participants took, on average, 34.78 s (SD = 10.77) to complete 
the easy task. For the normal task, participants took, on average, 
83.22 s (SD = 20.94) to finish it. Finally, for the hard task, partici-
pants needed 118.89 s (SD = 21.03), on average, to complete it. 
When using the standard SMS application, participants took 39 s 
(SD = 21.54) to complete the easy task, on average. Participants 
completed the normal task in 146.11 s (SD = 66.08), on average. 
The hard task took, on average, 238.11 s (SD = 112.74) to finish.
By observing the data, two trends seem to emerge. More dif-
ficult tasks took more time to complete, as expected, and tasks 
were completed quicker when made with the prototype. To 
validate these observations we need to look for the effects of the 
independent variables (task difficulty and application) on the 
dependent variable (time to complete the task). We began by 
assessing the normality of the data. The results showed that the 
data follows a normal distribution except for one group (easy task 
on standard application).
Because of its robustness regarding violation of normality, 
a parametric two-way repeated measures ANOVA test was 
FigUre 4 | Time to complete tasks by difficulty level and application.
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still performed. Results show that there is a significant interac-
tion between the two independent variables (F(2,16) =  8.024, 
p = 0.004). In order to understand this interaction we need to 
determine the difference between the groups at each level of each 
factor.
The first factor to be analyzed was the application used. We 
computed a simple main effect test to observe the differences 
between the two applications for each level of task difficulty. Results 
showed that for the easy task we could not find any significant 
difference between the two applications (p = 0.664). However, we 
found statistical differences in the normal (p = 0.026) and hard 
(p = 0.012) tasks. We can conclude that our prototype allowed the 
study participants to complete the tasks quicker than the standard 
SMS application in the tasks that required message editing, i.e., 
the normal and hard tasks. In the task that simply required text 
input and the selection of a contact in the beginning of the list of 
contacts there were no differences between the applications, even 
though, on average, our prototype was still more than 4 s quicker 
than the standard application.
The second factor analyzed was the task difficulty. We ran 
another simple main effect test to assess the differences between 
task difficulty within each application. Observing the pairwise 
comparisons, the results show a significant difference for easy 
and normal tasks (p < 0.001), easy and hard tasks (p < 0.001), 
and normal and hard tasks (p =  0.001) for the prototype. The 
same results occurred in the standard application. Findings 
show that there is also a significant difference between easy and 
normal (p = 0.001) tasks, easy and hard tasks (p < 0.001), and 
normal and hard tasks (p = 0.012). Regarding task difficulty, we 
can conclude that more difficult tasks take more time to complete, 
independently of the application used, which is an expected result.
4.2.6. SUS Analysis
Both applications rated high on the SUS scale. The prototype 
averaged 74.44 points, while the standard SMS applications rated, 
on average, 74.72 points. To check for any statistically significant 
differences regarding the SUS scores for both the standard applica-
tions and the developed prototype, we first assessed the normality 
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of the data. The results of Shapiro–Wilk test showed data with a 
normal distribution for both conditions. A paired t-test showed 
that there was not a significant effect (t(8) = −0.0322, p = 0.975) 
on the SUS score when comparing the results between the stand-
ard SMS applications (M = 74.72, SD = 20.78) and the prototype 
(M = 74.44, SD = 10.66).
4.3. Discussion
One of our goals was to understand how participants would 
react to a different form of interaction with their smartphones, 
namely one that involved performing gestures but not on their 
smartphones’ touchscreen. Our findings are in accordance with 
previous work by Profita et  al. (2013) and (Rico and Brewster, 
2009, 2010). Our subjects are conscious of their actions in a 
public setting and some state they would feel embarrassed 
performing such gestures. However, if those gestures could be 
performed more subtly they are willing to use them if that would 
bring interaction advantages.
Regarding the definition of gestures, the most significant 
conclusion is that every confirmation command should be trig-
gered by the same gesture, independently of the context. This 
supports a consistent interaction and reduces the number of 
gesture to memorize. Another significant observation is that we 
could hardly find repeated gestures for the same action across 
participants. Even though the sample of participants recruited is 
small, the diversity of proposed gestures leads to the conclusion 
that, for this kind of interaction, users need to be able to define 
their own gestures, thus the interface should support customi-
zation. Still, one participant suggested to replicate the already 
known touch gestures, for the actions where this solution could 
be applied. This would reduce the cognitive load and the need to 
learn new gestures.
The majority of participants preferred quicker reading veloci-
ties despite not being able to select an item in time, arguing that 
with enough training they would be able to perform correctly. 
This opens up an opportunity to assist users, through a correc-
tion algorithm that would adapt the selection as a function of the 
users’ reaction time.
When comparing participants’ performance in their usual 
text messaging application and a prototype developed following 
our proposed approach, we were able to find advantages in our 
prototype. While there were no significant differences when the 
task required no editing of the message, we found that our pro-
totype supported quicker message correction than the standard 
solutions available. This results from the careful design of the 
message navigation and correction mechanisms. This prototype 
was designed to take advantage of the possibility to have com-
mands issued by the user, through on-body gestures, while 
aurally inspecting the entered message. Additionally, since those 
commands need not be entered via the smartphone’s touch-
screen, users are able to instantly input different commands, 
instead of having to navigate a list of commands, which is the 
current paradigm.
Regarding the brief usability assessment, through the SUS 
questionnaire, findings showed no statistically significant differ-
ence between the standard SMS application and the developed 
prototype. Still, both achieved a high SUS score of 74 points. 
According to the SUS scoring system,1 results higher than 68 
are above average therefore considered usable. Additionally, 5 
participants stated that “this application is much easier than the 
one that already exists for the blind” and two other participants 
said it to be “very functional upon learning the gestures.” Moreover, 
8 participants stated that the “keyboard is too small which can 
lead to errors while writing the message” when discussing current 
applications. However, two participants raised concerns about 
using an online voice recognizer, stating the limitations of being 
required to be always connected to the Internet because of the 
lack of performance of current offline versions.
The quantitative findings of this study have limited gener-
alization capability due to the small number of participants. 
Nevertheless, the qualitative findings are important from a forma-
tive perspective, offering initial support for the future design 
and development of applications relying on body interaction 
techniques, especially for, but not limited to, visually impaired 
users. Another limitation of the proposed approach is the reliance 
on sEMG sensors and their low accuracy for gesture recognition 
if we wish to be able to recognize subtle gestures. One possibility 
to overcome this limitation is using sensors based on different 
signals, as long as they remain as inconspicuous as possible. One 
such sensor can be the FlickTek,2 which can be used in a bracelet, 
and works based on the biometric signals generated by the move-
ment of tendons to recognize finger gestures.
5. cOnclUsiOn
Despite including accessibility options, both Android and iOS 
mobile systems still lack decent support for some types of activi-
ties and contexts of usage. For instance, writing text is still a time-
consuming task for users who suffer from some kind of visual 
impairment. Besides, to write a message, users currently have to 
use both hands. This is particularly important when considering 
this user group since they need to hold a cane or a guide dog in 
one hand while walking.
Our approach envisions to make the interaction with mobile 
devices 100% hands free by exploring the advantages of mul-
timodal techniques, specially the use of mid-air and on-body 
gestures combined with voice recognition. While the ultimate 
challenge is to design an interaction model for the whole sys-
tem, this article presented an initial case study focused on an 
application for the sending of text messages. A user study was 
conducted and results showed positive feedback from the par-
ticipants regarding the use of body based interaction. We also 
found the proposed design to have a better performance when 
text editing was required, when compared with current available 
text messaging applications. Other findings raised the need for 
socially acceptable or conspicuous gestures, and the usefulness of 
customized and adaptive interaction techniques.
Reserved for the future is the integration of a fully functional 
gesture recognizer which takes into account the feedback obtained 
during this first experiment (e.g., subtle gestures, possibility to 
1 http://www.measuringu.com/sus.php
2 http://www.flicktek.com/
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customize gestures). Moreover, we intend to expand and gen-
eralize this novel interaction method into the whole operating 
system, making it available as an accessible service so that all 
applications can benefit from it.
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