Abstract
Introduction

22
A ship that is moored in a harbour or coastal region is subject to the local wave field, which may cause 23 the moored ship to move. When the motions of the ship become too large, ship operations may need to be 24 terminated, resulting in undesired economic losses. Therefore, an accurate prediction of the local wave field, 25 the hydrodynamic loads acting on the ship (the forces and moments), and the resulting ship motions are of 26 vital importance to ensure safe and continuous operations of a moored ship.
surface, and an inner domain where the flow is pressurised. In this framework, the governing equations read, 
147 where u(x, z, t) is the velocity in x direction, w(x, z, t) is the velocity in z direction, g is the gravitational 148 acceleration, τ (x, z, t) represents the turbulent stresses, p(x, z, t) is the non-hydrostatic pressure (normalised 149 by a reference density), and ζ(x, t) is the piezometric head (which is equivalent to the free surface in the 150 outer domain, see Fig. 1 ). At the top and bottom interfaces, the following kinematic boundary conditions 151 apply,
152
w| z=ζ = ∂ζ ∂t + u ∂ζ ∂x ,
153 w| z=−S = −u ∂S ∂x ,
154
w| z=−d = −u ∂d ∂x .
155
At the bottom, we approximate the effect of bottom friction using a quadratic friction law,
1 H u dz is the depth-
158
averaged velocity. In this study, we computed c f using the Manning-Strickler formulation (c f = gn 2 /H 1/3 ,
159
where n is the Manning roughness coefficient). The turbulent stresses are evaluated using a turbulent 160 viscosity approximation (e.g., τ xx = ν h ∂u ∂x in which ν h is the horizontal eddy viscosity, and τ xz = ν v ∂u ∂z in 161 which ν v is the vertical eddy viscosity ). In a 3D framework, the horizontal viscosities are estimated using a
162
Smagorinsky-type formulation (Smagorinsky, 1963) . In this work, the model is applied with a coarse vertical To close the set of equations, we derive an extra equation to determine the piezometric head. Integrating 
Spatial and temporal discretisation 191
The governing equations are discretised on a structured grid with a fixed number of layers K between 192 the top and bottom interface, where k = 1 is the bottom layer, and k = K is the top layer. The resulting 193 grid has a spatially varying layer thickness of h k = H/K, and a constant width ∆x. A staggered grid is used 194 to arrange the variables: the piezometric head is located at a cell centre, the u velocities are located at the 195 centre the horizontal cell faces and the w velocities are located at the centre of the vertical cell faces (see Fig. 196 3). In the outer domain, the non-hydrostatic pressure variables are located at a vertical cell face following 197 the Keller-Box scheme (Lam and Simpson, 1976) . Compared to the traditional cell centred arrangement
198
(e.g., Stansby and Zhou, 1998; Casulli and Stelling, 1998) , this cell face arrangement significantly improves 199 the dispersive properties of the model (e.g., Stelling and Zijlema, 2003; Smit et al., 2014) . For typical coastal
200
and harbour applications, two layers are generally sufficient to resolve the dispersion of the wave field. In 201 the simulations of this paper, two vertical layers were used as well. is bounded by a top (k + 1 /2) and bottom interface (k − 1 /2), and the left (i − 1 /2) and right (i + 1 /2) grid interfaces. The variable arrangement is depicted for the outer domain (illustrated in the red control volume) and the inner domain (illustrated in the green control volume).
In the inner domain, the piezometric head and velocity variables are arranged in a similar fashion.
203
However, the non-hydrostatic pressure variables are arranged using the cell centred arrangement instead limiter (Van Leer, 1979) to determine the water depth and layer thickness at a horizontal cell face (e.g.,
218
Zijlema et al., 2011) . Note that the water depth follows from H = d − S if a cell is located in the inner 219 domain. Here, the water depth and the layer thickness at a cell face can be directly computed from the 220 position of the bottom and the ship, and do not require interpolation.
221
To simulate the simultaneous occurrence of free surface and pressurised flows, the numerical method 222 must be unconditionally stable with respect to the celerity, which is infinite in the pressurised region (e.g.,
223
Casulli and Stelling, 2013). For this purpose, we use an (semi) implicit method to discretise the velocities 224 in the global continuity equation (8) and the piezometric head and the non-hydrostatic pressure in the 225 momentum equations (2-3). The advective and turbulent stress terms in the momentum equations (2-3) are 226 discretised using the same methods as in SWASH. As such, the vertical advective and turbulent stress terms 227 are discretised using the semi-implicit θ-scheme (with θ = 1 /2), to prevent a time step restriction when the 228 water depth becomes small (e.g., in the case of flooding and drying at a beach). Explicit schemes are used to 229 discretise the horizontal advective (the second-order accurate MacCormack scheme) and the turbulent stress 230 terms (the first-order accurate explicit Euler scheme). In space, the turbulent terms are discretised using
231
(second-order) central differences. For the spatial discretisation of the advective terms, various numerical 232 techniques can be used in SWASH (e.g., first-order upwind, flux limiters, and central differences). In this 233 work, the advective terms in the u−momentum equation are discretised using the MUSCL limiter. In the 234 w−momentum equation, the horizontal advective terms are discretised using the second-order BDF scheme,
235
and the vertical term is discretised using the first-order upwind scheme.
236
In the following, we present the discretised versions of the layer-averaged equations, and the solution 237 algorithm that we adopted to include a floating body. To improve the readability of the paper, we focus on 238 the aspects that are affected by including a floating body in the domain. As the inclusion of the body does 239 not affect the integration of the equations over a layer, we omit their details as they have been extensively 240 treated before (Stelling and Zijlema, 2003; Zijlema and Stelling, 2005 The global continuity equation (8) is discretised in time using the θ-method. For brevity, we will write 245 the semi-implicit terms that arise due to this method for some variable φ as φ n+θ = θφ n+1 + (1 − θ)φ n , in 246 which n indicates the time level (t n = n∆t, where ∆t is a fixed time step) and θ is an implicitness factor
247
(with an allowable range of 1 /2 ≤ θ ≤ 1). With θ = 1 the θ-method is equivalent to the first-order accurate 248 implicit Euler method, and with θ = 1 /2 it is equivalent to the second-order Crank Nicholson method. A 249 global mass conserving discretisation of Eq. (8) is given by,
in which U is the approximated depth-averaged velocity (U = 1/H K k=1 h k u k , where u k is the layer-averaged 252 u−velocity). In this work, a spatially varying θ i± 1 /2 parameter is adopted to account for the different flow is pressurised, the value of θ i± 1 /2 is set at 1 when a horizontal grid interface i ± 1 /2 is located in the inner 255 domain. If an interface is located in the outer domain, θ i± 1 /2 = 1 /2 to prevent numerical wave damping.
256
A local mass conserving discretisation of the local continuity equation (1) is given by, The layer-averaged version of the u-momentum equation (2) is discretised as,
263
where P u 
269
The layer-averaged non-hydrostatic pressure term is evaluated as,
271
Discretising this term yields different expressions in the outer and inner domain due to the differences in 272 the arrangement of the non-hydrostatic pressure variable (Fig. 3) . In discretised form, P u n+1 i+ 1 /2,k reads, condition at the free surface in the outer domain (i.e., p| z=ζ = 0), to prescribe the pressure variables at the 278 free surface.
279
The layer-averaged version of the w-momentum equation (3) is discretised as, 
295
The gradient at one interface lower,
, is evaluated similarly. A subsequent substitution of these 296 gradient terms into P w k+ 1 /2 results in the following expression,
298
To close this expression, the vertical gradient of the non-hydrostatic pressure needs to be evaluated at the 299 bottom (i.e., ∂p 1/2 ∂z ). This term is neglected in this work as its contribution is zero when the bottom is flat, 300 which is the case in the simulations of this study.
301
In the inner domain, we approximate the non-hydrostatic pressure term in a different manner,
303
In conclusion, the discretised form of P w
305
In the outer domain, this equation implies that Eq. (13) We employ a fractional step method that is known as the pressure projection method (e.g., Chorin,
310
1968) to solve the system of discretised equations. With this method, the time integration from n to n + 1 311 is split into two steps. In the first step (or hydrostatic step), a provisional velocity field (u * ) and the 312 piezometric head ζ n+1 are computed using a reduced number of terms in the momentum equations (11,13).
313
In the second step (or non-hydrostatic step), the non-hydrostatic pressure p n+1 and the velocity field u n+1 314 and w n+1 are computed. Within the present framework, this fractional step procedure implies that the 315 horizontal momentum equation (11) is solved in two steps. First, a provisional u−velocity is computed in 316 the hydrostatic step,
318 Subsequently, the u velocity at n + 1 is computed in the non-hydrostatic step, In the hydrostatic step, the global continuity equation (9) First, we predict an estimate of u * based on the piezometric head at the previous time step,
327 Subsequently, the provisional velocity field can be computed based on the piezometric head correction
330 for u n+1 (16) and u * (18) in the global continuity equation (9) yields an implicit equation for ∆ζ, In the non-hydrostatic step, the velocity field at n + 1 is computed based on the non-hydrostatic pressure
344
at n + 1. The u n+1 velocity is computed following Eq. (16), and w n+1 is computed as,
346
To solve these equations, p n+1 is first computed based on the local continuity equation (10 The solution algorithm can be summarised as follows,
354
2 In the case of two horizontal dimensions, the system is pentadiagonal and solved using a preconditioned conjugate gradient method (e.g., Barrett et al., 1994) .
1. Start the computation with ζ n , u n , w n , p n , from the initial conditions or from the previous time step. wave damping in the outer domain.
376
(a) are found by integrating the total pressure over the wet surface of the body,
where F = (F x , F y , F z ), P is the total pressure (i.e., the combined hydrostatic and non-hydrostatic pressure),
391
H represents the wet surface of the body, and n is the unit vector normal to the body surface. The individual 392 components of F are known as the surge force (F x ), the sway force (F y ), and the heave force (F z ). The 393 moments around the centre of gravity of the body are computed as, In the analytic solution of Cointe et al. (1991) , the domain is divided in three sub-domains (up wave, down 407 wave and below the pontoon), in which the velocity potential is expressed by the appropriate eigenfunction The temporal and grid resolution that was used in the SWASH simulations is based on the wave charac-429 teristics. The number of vertical layers was chosen based on the normalised water depth kd (in which k is 430 the wave number), which determines the dispersive properties of the waves. In this test case, the kd values 431 ranged between 0.15 − 1. For this range, two vertical layers are sufficient to resolve the wave dispersion 432 (e.g., Zijlema et al., 2011; Smit et al., 2014) . The horizontal grid resolution was set at 100 points per wave 433 length (resulting in ∆x ∼ 0.008 − 0.04 m), which provides sufficient grid points to capture the wave shape.
434
Finally, the time step was set at 300 points per wave period (resulting in ∆t ∼ 0.003 − 0.02 s) to minimise 435 the numerical dissipation of the waves as they propagated through the relatively large domain. wave periods, wave reflections reduce as the transmission increases (Fig. 6a-b) . The model captures this 439 trend, and the magnitude of the coefficients for the considered range of wave periods (Fig. 6a-c) . Similarly, Compared to the force components, discrepancies are larger for M y (which is typically under predicted),
444
although its trend and especially its phase difference with F z are reproduced well (Fig. 6f) the model is first order when predicting the hydrodynamic loads on a floating body (Fig. 7) . is characterised by an initially positive elevation that is followed by a depression and some small oscillations
480
( Fig. 8b) . At roughly the same time, the transmitted wave arrived at sensor 2 (Fig. 8c) . At both wave The spatial and temporal resolution of the SWASH model were chosen based on the wave characteristics.
498
The grid resolution was set at ∆x = ∆y = 0.05 m, corresponding to at least 50 points per wave length.
499
The temporal resolution was set at 100 points per wave period, which resulted in ∆t = 0.015 − 0.03 s. Two 500 vertical layers were used, which is sufficient to capture the wave dispersion for the range of normalised water after approximately 20 s (Fig. 10a) . For this relatively short-wave period, the waves reflected significantly 509 at the pontoon and the wave transmission was very small, which is illustrated by the high wave elevation 510 at sensor 7 and the low elevation at sensor 10. Due to the diffraction of waves in the lee of the pontoon,
511
the wave elevation at sensor 13 is larger compared to the signal at sensor 10. At all sensors, the predicted 512 wave signals agree well with the measurements. A small phase difference between the measurements and 513 the predictions can be observed at sensors 12-14 (where the wave field is progressive). This is attributed 514 to a small difference between the analytical and numerical wave celerity (∼ 0.5%). For the simulation that 515 considers a longer wave period, the waves experienced a stronger transmission and diffraction (Fig. 10b ).
516
The model reproduced the (irregular) wave elevation that was measured at all sensors, which illustrates that 517 it captured this pattern. Overall, the model predictions agree well with the measurements of this laboratory The ship, a 1 : 100 scale model of a Panamax container ship, was restrained by six force transducers 530 that fixed the ship to a steel frame. Based on these transducers, the forces and moments were measured 531 relative to a ship coordinate system (x − y , illustrated in Fig. 11) , in which the horizontal coordinates 532 are rotated with 120
• relative to the global coordinate system (x − y in Fig. 11 ). With this set-up, small 533 Table 1 : Wave parameters at the wavemaker for the irregular wave conditions of the experimental program. Listed are the wave height H m0 , the peak wave period Tp, the directional distribution of the wave spectrum D (θ) (which was constant over the frequencies), and the duration of the experiment Texp. The directional distribution is defined as D (θ; f ) =
(e.g., Holthuijsen, 2007) , where S ζ (f, θ) is the frequency-direction spectrum and S ζ (f ) is the frequency spectrum of the surface elevation (see also Appendix B.1). D (θ) = δ corresponds to long-crested waves, in which δ is the Dirac delta function. The mean wave angle of all wave conditions is perpendicular to the wavemaker. was present, five additional wave sensors were positioned in the vicinity of the ship (see Fig. 11 ).
539
Waves were forced using a piston-type wavemaker, including second-order wave control and reflection both long-crested and short-crested wave fields were generated, of which the bulk wave parameters are listed 547 in Table 1 . In these test cases, the wave conditions differed mainly in the wave period, and in directional 548 spreading. They varied from long-crested waves with a relatively long peak period (e.g., OWi2 and HBi2),
549
to short-crested sea states with relatively short peak periods (e.g., OWi3 and HBi3).
550
Similar to the previous test cases, the temporal and spatial grid resolution of the model were chosen based 551 on the characteristics of the wave conditions. Two vertical layers were sufficient to capture the dispersion of at the default value used in SWASH, n = 0.019 s/m 1/3 . Waves were generated at the numerical wavemaker 560 using weakly nonlinear wave theory to include the bound infragravity waves (Rijnsdorp et al., 2015) , based 561 on the wave parameters of the laboratory experiment (e.g., Table 1 ). The model simulations were run with 562 the same duration as the laboratory experiment, except for the regular wave conditions which were run for 563 5 min (corresponding to ∼300 waves). The wave guides, harbour walls, and gravel slopes were schematised 564 as a porous structure (see Appendix A for a brief description). The impermeable wave guides and harbour 565 walls were schematised with a porosity equal to zero, and the gravel slopes were schematised with a porosity 566 of 0.45, and a characteristic stone size of 2 cm.
567
In the numerical model, the hull of the ship is represented as a single valued function in x − y space.
568
A panel model of the Panamax ship (Fig. 12a ) was converted into a single valued function ( 
581
Given these scales, all simulations of this laboratory experiment were ran with 120 cores on Cartesius, the 582 Dutch national supercomputer. The model showed an excellent parallel scaling on Cartesius (Fig. 13) . The 
587
The model results and measurements are compared based on time series for the regular wave conditions,
588
and based on spectral results for the irregular wave conditions. We compared spectral results for the irregular 589 wave conditions instead of time series as they allow us to gain more insight in the frequency dependence of 590 the wave field and the hydrodynamic loads. In the following, we will focus on the results of the irregular sea 591 states. The results of the two regular wave conditions can be found in Appendix C.
592
To assess the model performance quantitatively, several bulk parameters were computed: the root-mean-593 square wave height (H rms ) and the mean wave period (T m02 ) for the wave field, and the bulk load (e.g.,
594
as follows: measures < 15% are considered good, measures between 15% and 30% indicate reasonable 598 agreement, and measures > 30% indicate significant discrepancies.
599
First, we discuss detailed spectral results of the surface elevation and hydrodynamic loads for two rep-600 resentative simulations. These two simulations represent the results with the best and the worst overall 601 scatter index (SI). This overall SI was computed by averaging the SI over all bulk parameters. The first 602 simulation (case OWi4) corresponds to the lowest SI value (best comparison), and the second (case HBi3) 603 corresponds to the highest SI value (worst comparison).
604
For the simulation with the lowest scatter index (OWi4), the ship was moored in open water and subject 605 to a short-crested wave field ( Table 1) . The model reproduced the typical shape and the energy levels of 606 the surface elevation spectra S ζ near the wavemaker (Fig. 14a) , except for an over prediction near f p . This 607 is confirmed by the bulk wave parameters (|RB| < 0.08). The predicted and observed wave spectra are 608 comparable to the target wave spectrum (depicted by the dash-dot gray line in Fig. 14a ). This indicates 609 that the wave field was dominated by the waves generated at the wavemaker, and that the influence of waves 610 reflected at the ship was relatively small. Therefore, these results illustrate that the wavemaker in the model moments S M acting on the ship (e-g) for OWi4. The surface elevation spectra plotted in panel (a) is the average of the spectra at sensor 1-3. In panel (a), the thin dash-dot gray line indicates the target JONSWAP spectrum with which the physical and numerical wavemakers were forced. In each panel, the relative bias (RB) of the two bulk parameters are depicted in the top right corner. For brevity, the bulk loads are denoted with rms, and the mean load periods are denoted with m02 .
reproduced the wave field that was generated in the laboratory experiment.
14a). The predicted force and moment spectra generally agree well with the measurements, especially for 614 the three force components and the pitch moment (M y ). This is confirmed by the low RB values of their 615 bulk parameters (|RB| < 0.09), which indicate that they were reproduced with a similar accuracy as that 616 of the wave field. In contrast, the predicted M x and M z show bigger discrepancies as their spectral levels 617 are under predicted. Nonetheless, their spectral shape was reproduced well and their bulk parameters were 618 predicted with reasonable accuracy (|RB| < 0.25).
619
In HBi3, the ship was moored inside the harbour and subject to a short-crested wave field ( Table 1 ). The 620 predicted spectra and bulk wave parameters agree with the measurements near the wavemaker (Fig. 15a) .
621
Here, the wave field is dominated by the waves generated at the wavemaker as the spectra compare well with 622 the target wave spectrum. In the harbour basin, the predicted and observed wave spectra and bulk wave the results at the sensors near the wavemaker. Furthermore, the model captured the irregularity of the wave spectra, which is indicative for the occurrence of a (partially) standing wave field. These results show that 626 the model captures the overall wave field in the harbour.
627
Overall, the spectral shape and the spectral levels were reproduced well for the three force components
628
( Fig. 15e-g ), including most of the distinct spectral features (e.g., the additional peaks in F z , see Fig.   629 15g). The forces on the moored ship were reproduced with larger discrepancies compared to the wave field,
630
although the errors in the bulk parameters were of similar order (|RB| ≤ 0.28 versus RB ≤ 0.11). In contrast 631 with the forces, the moments were predicted with significant errors (Fig. 15h-j) . Only M y was reproduced 632 well ( Fig. 15i) , both in terms of the irregular spectral shape and the bulk moment parameters (for which 633 |RB| ≤ 0.13).
634
To present the main findings of this test case, Fig. 16 and Table 2 show a comparison between the 635 predicted and measured bulk parameters for all conditions that were considered. Near the wavemaker, the 636 predicted H rms agree well with the measurements (blue dots in Fig. 16a ). Inside the harbour basin, the scatter is typically larger (red pluses in Fig. 16a) . Overall, the model reproduced the wave height with a scatter of 18%. Note that the average RB is smaller than SI, because H rms is both over and under predicted.
639
The outliers in Fig. 16a correspond to case HBr (see Fig. C. 2). The model systematically over predicted
640
T m02 with a relatively small bias of 5% (Fig. 16b) , and there is no clear difference between predictions outside 641 or inside the harbour. Overall, the discrepancies between the predictions and measurements are larger in 642 subset HB than in OW (Table 2 ). This is likely related to the increased complexity of the conditions in 643 subset HB, as a standing wave pattern occurred inside the harbour basin.
644
The bulk forces and the mean force periods were predicted with an accuracy that is comparable to the 645 wave field (Fig. 16c-d) . The F z and F y force components were typically an order of magnitude larger than 646 F x , whereas their mean periods were similar. These trends were reproduced well by the model. Overall, F z 647 was reproduced with good statistical agreement (SI ≤ 0.05, see Table 2 ). Discrepancies were larger for the 648 horizontal force components F x and F y , which were in reasonable agreement with the measurements (SI ≤ 649 0.12 and SI ≤ 0.22, respectively, see Table 2 ). In contrast to the forces, the bulk moments were predicted 650 with significant deviations (Fig. 16e) , although their mean periods agreed well (Fig. 16f ). Discrepancies was reproduced with an SI that is comparable to the forces (see Table 2 ). These findings mirror the results
653
of the individual force components. For example, the error in M x (which depends on F y and F z ) is larger 654 than the error in M y (which depends on F x and F z ) as the error in F y is larger than the error in F x (see 655   Table 2 ). These results highlight the sensitivity of the moments to relatively small discrepancies in the 656 force predictions. Although the errors in the predicted moments were significant, the model captured the 657 variation of the bulk moments for the variety of wave conditions that were considered in this work (Fig.   658 16e).
659
To summarise, these findings show that the wave-induced forces were predicted with an accuracy that 660 is comparable to the wave field, whereas the moments were predicted with more significant discrepancies.
661
This is not surprising given the relatively coarse schematisation of the ship's hull (e.g., the bulbous bow was 662 not included in the simulations), and to difficulties in measuring the moments that act on a restrained ship
663
(e.g., Van der Molen, 2006 that a coarse vertical resolution sufficed to capture these interactions, which highlights that the model retains 678 this favourable property of the non-hydrostatic approach when a floating body is included.
679
Compared to the variety of models that have been developed to solve the wave-ship interactions (e.g.,
680
Newman , 2005; Hadžić et al., 2005; Yan and Ma, 2007; Bouscasse et al., 2013) , the primary advantage of the 681 present approach is that it does not rely on predictions of the wave field in the vicinity of the moored ship.
682
To date, the most advanced methodology that was developed to solve both the evolution of waves and their 683 impact on a moored ship coupled a wave model based on the Boussinesq or non-hydrostatic approach with 684 a panel model (Bingham, 2000; Van der Molen and Wenneker, 2008; Dobrochinski, 2014 is similar for these experimental conditions.
694
The key features of the present approach are thus that (i) it can relatively efficiently resolve the evolution 695 of waves in coastal waters (Zijlema et al., 2011; Smit et al., 2013 Smit et al., , 2014 , including the infragravity waves 696 which are known to disrupt harbour operations (Rijnsdorp et al., 2014 (Rijnsdorp et al., , 2015 De Bakker et al., 2016) The modified equations in the outer domain read,
where n is the porosity, u n = u n is the seepage velocity inside a porous medium, f l is a laminar friction 736 factor, and f t is a turbulent friction factor. The friction factors are given by (e.g., Madsen, 1983) ,
where ν is the kinematic viscosity of water, D is a characteristic stone size, and α e and β e are empirical 740 coefficients. In this study, the empirical coefficient were set at their default values (α e = 1000, and β e = 2.8). and the mean wave period T m02 = m 0 /m 2 , in which m n = f n S ζ (f )df , and S ζ (f ) is the surface elevation 747 spectrum. The H rms provides a measure of the total wave energy, and T m02 provides a measure of the mean 748 wave period. Furthermore, T m02 gives some information on the frequency distribution of the wave energy.
749
Similar to the bulk wave parameters, we computed bulk parameters for the hydrodynamic loads to gain where Q p is a predicted parameter, and Q o is an observed parameter in a sample of size N . We computed 765 these statistical measures for the parameters of several groups of simulations. In total we considered three 766 groups, of which one represents all simulations, and of which the two others represent the two simulation 767 subsets (OW and HB). The measures were computed for each bulk parameter of the forces and moments
768
(e.g., F x ,rms ), by taking the summation over the simulations belonging to a group (i.e., N = 5 for group 769 OW and HB, and N = 10 for the group that contains all simulations). For the wave heights and mean 770 periods, the measures were computed by taking the summation over all available wave measurements in the 771 group.
772
First, we compare predictions and measurements of the surface elevation and hydrodynamic loads for
775
OWr, in which the moored ship was subject to a monochromatic wave. In this experiment, the first waves 776 arrived at the wave sensors after approximately 10 s (Fig. C.1a-c) , and about 10 s later they reached 777 the moored ship (Fig. C.1d-i) . The signals are roughly sinusoidal for t > 60 s, which indicates that the In panel (a-c) , the RB of the wave height Hrms and the mean wave period T m02 are shown. In panel (d-i), the RB of the bulk hydrodynamic loads (e.g., F x ,rms ) and the mean period of the loads (e.g., F x ,m02 ) are shown. For brevity, the bulk loads are denoted with rms, and the mean load periods are denoted with m02 . Note that in this case the scatter index is equal to the absolute value of RB. due to wave reflections at the harbour walls and wave guides. Here, the conditions became approximately 816 stationary for t > 80 s (see Fig. C.2b-i) . Near the harbour entrance at sensor 4, the predicted wave field 817 differs in magnitude and phase compared to the measurements (Fig. C.2b) , whereas the predicted wave field 818 agrees well at sensor 6 which is located inside the harbour (Fig. C.2c ). On average, the discrepancies in the 819 predicted wave field are larger compared to the results of OWr. This is likely due to the increased complexity 820 of the conditions in subset HB due to the partial reflections at the gravel slopes and the occurrence of a 821 standing wave field inside the harbour. Differences between the physical and numerical domain (e.g., due 822 to the discretisation of the harbour) and small errors in the numerical phase velocity may not only result in 823 phase differences, but also in amplitude differences between the predicted and observed wave field (possibly 824 explaining the differences observed at sensor 4). and observed hydrodynamic load signals, the dash-dot gray line in the insets of (d-i) shows the predicted hydrodynamic load signal including a time shift of −0.23 s.In each panel, the relative bias (RB) of the two bulk parameters are depicted in the top left corner. For brevity, the bulk wave heights and loads are denoted with rms, and the mean wave and load periods are denoted with m02 . Note that in this case the scatter index is equal to the absolute value of RB.
