Introduction
When designing deductive databases, deduction rules and integrity constraints have to be checked for various weU-formedness properties in order to prevent deficiencies at update or query time. Current research in deductive databases is focussing mainly on databases with definite deduction rules. A necessary well-formedness property for definite databases is the finite satisfiability (i.e., the existence of a finite model) of the set of all deduction rules and integrity constraints (considered as first-order formulas).
A method able to detect f'mite satisfiability of formulas is therefore highly desirable, e.g. as part of an automated design system for definite databases.
Though finite satisfiability is undecidable [TRAC 50] , it is at least semi-decidable (like, e.g., unsatisfiability). Therefore checking methods guaranteed to terminate for every finitely satisfiable input may exist. Finite satisfiability has been studied by logicians only indirectly. Since Hilbert's dream of a solution to the decision problem and Church's proof of its unsolvability, various special classes of formulas for which decision procedures may exist have been investigated. Many of these so-called solvable classes are in fact finitely controllable (a term introduced in [DG 79]), i.e., satisfiability and finite satisfiability coincide for these classes. [DG 79 ] provides a systematic and unified study of solvable classes in general and of finitely controllable classes in particular. However, decision methods for most of the finitely controllable classes are not known. Furthermore, these classes are characterized by means of rather strong syntactical restrictions which are too stringent for being acceptable in a database context. Dreben and Goldfarb in addition provide a finite model lemma characterizing finitely satisfiable sets of formulas in general by means of term-mappings. In most cases, these mappings don't have any direct practical relevance either, as they are defined on the whole (usually infinite) Herbrand universe. We therefore give a new characterization of finite satisfiability in terms of Herbrand levels and special termmappings of these finite subsets of the Herbrand universe. This characterization gives rise to extending refutation procedures based on the Herbrand's theorem -i.e., based on a model-theoretic paradigm -into semi-decision procedures for both, unsatisfiability as well as finite satisfiability. When applied to sets of formulas in a finitely controllable class, this extension is a decision procedure for the respective class.
Although it is well-known that direct implementations of Herbrand's theorem are inherently inefficient -as they are based on exhaustive instantiation -a treatment of finite satisfiability in the context of a Herbrand procedure provides valuable insight into the principle techniques on which efficient procedures may rely. Such a more efficient implementation of an instantiation-based proof procedure and its extension into a semi-decision procedure for finite satisfiability have been developped by the authors.
They are documented in [MB 87, BDM 88] . In many cases this approach is competitive even if compared with sophisticated resolution-based techniques [MB 88 ].
This article consists of six sections. Section 1 is this introduction. Section 2 provides a more elaborate motivation of the relevance of finite satisfiability for databases. In Section 3, the Herbrand's theorem and the Herbrand procedure are recalled. Section 4 contains the above-mentioned characterization of finite satisfiability and the corresponding extension of the Herbrand procedure. In Section 5 the extended method is improved. It is combined in Section 6 with a model building approach to deciding propositional satisfiability. Section 7 is a conclusion.
Terminology and Notations
Where appropriate, we consider clauses instead of formulas. We assume that all function symbols denote Skolem functions. Skolemizing (i.e., replacing existentially quantified variables by Skolem terms) does not preserve logical equivalence. A formula F and one of its Skolem forms Sk(F) do not have the same interpretations, since interpretations of Sk(F) assign functions to Sl~olem function symbols, while interpretations of F ignore these symbols. However, interpretations of Sk(F) induce interpretations of F, and interpretations of F extend into interpretations of Sk(F): Skolemization preserves satisfiability. The proof of this result (see, e.g., [LOVE 78 , p. 41] ) can easily be adapted to proving that skolemization also preserves finite satisfiability.
The character S will always be used for denoting a finite set of clauses. H s denotes the Herbrand universe of S, HS i the i th level of H S. Asi denotes the difference set Hsi \ Hsi'I. Given a subset T of H S, T[S] denotes the saturation of S over T, i.e., the set of all ground clauses obtained by instantiating variables in clauses in S with terms in T.
Given a clause C and a set of pairs of (possibly ground) terms o={(tl,Ul), (t2,u2), ..., (ti,u i) .... } the clause Co is obtained by replacing simultaneously for all i each occurrence of a u i in C by t i. E.g., p(f(a), x) { (a,f(a)) } = p(a, x). The set c is called a substitution.
If a set A is the union of two disjoint sets B and C, we write A = B + C. For other notions, refer to [MEND 69, LOVE 78] .
Databases and Finite Satisfiability
A deductive database can be formalized in logic [GMN 84, REIT 84] as a triple DB = (F,DR,IC) where:
1. F is a finite set of variable-free atomic formulas.
(The set of facts, or extensional database.)
2. DR is a finite set of closed first-order fromulas, used to derive new facts from F.
(The set of deduction rules, or intentional database.) 3. IC is a finite set of closed fLrst-order formulas expressing conditions imposed on the extensional as well as intentional databases.
(The set of integrity constraints.)
If DR is empty, DB is a conventional relational database.
In order to preclude derivation of irreducible disjunctive formulas -a formula FlVF 2 is irreducible if This version of the Herbrand's theorem induces a basic refutation procedure -called the Herbrand procedure -that successively generates the level-saturations Hsi[s] and checks them for propositional unsatisfiability (which is a decidable property). If an unsatisfiable saturation is found, the procedure terminates: Unsatisfiability of S has been shown. In case all Skolem terms in S are constants (i.e., S corresponds to a formula of the Beranys-Schoenfinkel class), H s is finite and all Hsi are identica.l. In this case, satisfiability of HS0 implies finite satisfiability of S. Otherwise there are infinitely many levels to be considered, and the Herbrand procedure runs forever if S is satisfiable. All procedures introduced in the following are based on the Herbrand procedure:
Herbrand Procedure:
1. Initialization i := 0, if HS0 is unsafisfiable then report unsatisfiability of S and stop else if HS0 = Hsl then report finite satisfiability of S and stop else goto 2.
Unsatisfiability Check
is unsatisfiable then report unsatisfiability of S and stop else goto 2.
A Characterization of Finite Satisfiability
The Herbrand procedure detects f'mite satisfiability only if the Herbrand universe H S is finite. There are, however, finitely satisfiable sets of clauses with infinite Herbrand universe. Proposition 3 characterizes these sets by means of the concept of term-mapping we first define:
Let T be a subset of H s.
A term-mapping a ofT is a surjective function from T onto T.
A term-mapping o of a set Tff, H s induces a substitution {(c~(t),t) I t~ T}. This substitution is also denoted by c. This is the the characterization by Dreben and Goldfarb mentioned in the introduction. A method able to detect finite satisfiability must necessarily provide a feature that corresponds to the search for a termmapping with finite range, Instead of searching for term-mappings of the Herbrand universe as a whole, we can restrict attention to special mappings of Herbrand levels only.
Definition 4:
A term-mapping (r of an Herbrand level Hsi is regular iff
c(Hsi) is subterm-closed (i.e., if te o(Hsi), then all subterms of t are in o(Hs i) as well)

o(t) = t for all te o(Hsi)
Proposition 5:
S is finitely satisfiable iff there is a Herbrand level Hsi and a regular term-mapping (r of Hsi+I such that c(Hsi+I)~Hs i and Hsi[S]cJ is satisfiable.
[Proofi (sketched) Necessary condition: If a regular term-mapping of Hsi+I is given, it extends naturally into a mapping of H S, By Proposition 3, S is f'mitely satisfiable.
Sufficient condition: Assume S is finitely satisfiable. Consider a term-mapping o of H s such that cr(Hs) is finite and Hs[S] is satisfiable, the existence of which follows from Proposition 3.
Let < be a total order on H s compatible with the Herbrand level hierarchy, i.e., such that: 1. t i < tJ if ti~ HS i, tie HsJ, and i <j 2. f(tll,...,tn 1) < f(tl2,...,tn 2) if f is an n-ary function symbol, the tk 1 are in H s and (tl 1 ..... tnl) <L (tl2,"',tn 2) in the lexicographical order <L induced by <.
Let ~ the equivalence relation on H s defined from o by t 1 ~ t 2 iff o(t I) = o(t2).
Since o(Hs) is finite, HS/a is finite. Let HS/a = {Ct,...,Cn} and let c k be the <-smallest element Procedure 1 stops for finitely satisfiable as well as for unsatisfiable S and runs forever iff S is an axiom of infinity. In the following sections, we propose optimizations of this finite satisfiability check.
An Improved Procedure
The efficiency of Procedure 1 can be considerably improved, if an optimization technique is applied that is often called A-optimization, for example in recursion theory [BAYE 85 However, not all possible augmentations are acceptable. Consider Herbrand levels Hsl = {a, f(a), g(a)} and HS2 = {a, f(a), g(a), f2(a), f(g(a)), g(f(a)), g2(a)} and the following regular term-mapping ~j1 of HSI:
The fact that a 1 replaces f(a) by a and leaves g(a) unchanged already "predetermines" the assignments of a to f2(a), and of g(a) to g(f(a)) in any acceptable extension of cr I. Therefore only replacements for the remaining terms g2(a) and f(g(a)) have to be chosen when constructing a possible 5 2. We say that ~5 2 has to be oil-compatible. This property is formally defined as follows:
Let q3 i'l be a term-mapping ofHs i and 8 i a term-mapping of hSi.
5i is (e-compatible iff for every term t = f(t 1 ..... tn) e Asi, we have:
The previous remarks lead to the following procedure sound and complete for both unsatisfiability and finite satisfiability. (A term-mapping ¢r is expressed as a set of pairs (o(t),t).) A g-model M of a set S of ground clauses is a set of unit clauses such that:
1. M does not contain complementary literals.
Every clause in S contains a literal in M.
Combining level saturation and construction of g-models leads to a characterization of unsafisfiability that can be seen as a corollary to the Herbrand's theorem, Proposition 8: S is unsafisfiable iff some level saturation Hsi [s] has no g-model.
In a similar way we characterize finite safisfiability by applying regular term-mappings directly to the g-models of level saturations: We conclude this section with a semi-decision procedure for finite satisfiability and unsafisfiability based on g-models. As an example consider the following set S of clauses, expressing that every human has an ancestor, nobody is his own ancestor, and there are humans ('a' is a Skolem constant, 'f' is a Skolem function): not anc(X,X) not human(X) human(f(X)) not human(X) anc(X,f(X)) human(a) M 0 consists of the identity mapping on HS0, and G O consists of the only g-model of HS0 gO = {not anc(a,a), human(a), human(f(a)), anc(a,f(a))} There are two possible ways how to map Asl = {f(a)} on HS1 = {a, f(a)}. Both are compatible with the mapping in M0; thus M 1 contains ~11 = {(a,a),(f(a),a)} and c21 = {(a,a),(f(a),f(a)}. The ftrst of these mappings is not yet sufficient because g0g 11 contains the complementary unit clauses 'ane(a,a)' and 'not anc(a,a)'. The second is not sufficient as ~21(Hs 1) --HS1 is not a subset of HS0. There is only one possibility how to extend gO into gl = gO u {not anc(f(a),f(a),human(f2(a)),anc(f(a),f2(a))} Now c21 can be extended into ~12 = {(a,a), (f(a),f(a)), (f2(a),a)}. As ~12(Hs 2) = HS1, and gl~12 = {not anc(a,a), human(a), human(f(a)), anc(a,f(a)), anc(f(a),a), not anc(f(a),f(a))} is satisfiable, finite satis-1 2 fiability has been conftrmed: g a 1 constitutes a finite model of S.
In this article, we have proposed an extension of the Herbrand procedure into a semi-decision method complete for both finite satisfiability and unsatisfiability. This procedure is justified by a new characterization of f'mite satisfiability based on the finite model lemma of Dreben and Goldfarb. It is shown how the additional feature we propose combines with model building refutation procedures. A practical procedure following this approach is described in [BDM 88] . It has been implemented in Prolog as a component of a database design system. The present paper provides a theoretical justification for this implementation.
Other approaches to finite satisfiability checking are possible. One of them, outlined in [BM 86], relies on resolution. Its main difference with the procedures described here is that it delays instantiation as much as possible as opposed to the "instantiation-first" strategy of Herbrand-like procedures. However the resolution-based approach cannot rely on a linear strategy, but requires a saturation strategy in order to reach all finite models.
Whatever approach is chosen, one has to be aware that the capability to detect finite satisfiability necessarily introduces a severe overhead in case the set of formulas under consideration turns out to be unsatisfiable.
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