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Abstract
Random graph models have become extremely popular due to their relevance as models
of complex networks. While the famous Erdös-Rényi model and the configuration model
have been around for decades helping us gain enormous insight of the relevance of network
structure for complex phenomena, these two models lack a fundamental element of real
networks, the presence of short loops. Amazingly, there is no easy extension of traditional
models to produce random loopy graphs that mimic real loopy networks. Only in the past
decade have manageable loopy random graphs been properly developed. In this thesis
we will present maximum entropy loopy models with a tuneable amount of short loops.
Amazingly, even the simplest cases will present a rich phenomenology with nontrivial
transitions. For the spectral calculations of these ensembles we introduce an extension of
the traditional replica method that require certain replica limits where dimensions take
imaginary values, contrary to the traditional n→ 0 case.
In the first part of the thesis we present a maximum entropy ensemble of random
loopy graphs with a fixed degree sequence and a tuneable number of short loops. For the
particular case of 2-regular graphs we present an exact solution of the model. It shows the
range of tuneability of all loops of different lengths up to any finite value K. A transition
from a connected to a disconnected phase is characterized, showing the nontrivial necessary
scaling of the parameters with the system size. We extend the case of a triangle bias to a
model with an arbitrary degree distribution. Through a simple yet powerful approximation
of the generating function of the model we find a general theory applying to all degree
distributions with well defined first and second moments. This ensemble undergoes a
transition from a weak clustering regime where triangles do not interact, in the sense that
they do not share edges, into a regime where triangles begin to cluster. We refer to this
transition as the clustering transition. Eventually, triangles ”break off” in the form of
isolated cliques to maximize the triangle density. We refer to this last transition as the
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shattering transition. We present accurate analytical estimates for the triangle density in
the weak clustering regime. For the case of bounded degree distributions the scaling of the
shattering transition with system size is also presented. We present the counter-intuitive
result that every loop density will eventually fall in the shattered regime, no matter how
small, if the graph is large enough. Overall we provide a complete picture of the behaviour
of this ensemble validated by MCMC numerical sampling methods.
In the second part of the thesis we present the spectrally constrained maximum entropy
ensemble. In this case we aim to bias the eigenvalue density at each point of the spectrum.
For this we introduce a functional Lagrange parameter %̂(µ) that biases the spectral density
at point µ. We develop an analytic theory based on the method of imaginary replicas in
order to calculate the generating function of this model. Following insight from the first
part, we develop the theory up to subleading terms in the system size, N , of O (1/N). We
present a set of distributional equations that depend on the choice of model %̂(µ). We are
able to recover the prediction for the loop density of the first part for the weak clustering
regime, since the triangle bias is a particular case of this ensemble. With this theory we are
also able to provide an analytic expression for the average eigenvalue density in the loopy
regime. For the case of regular graphs an exact analytic solution is presented. For the
case of an arbitrary degree distribution p(k) the equations must be solved with numerical
methods. A good agreement is found in all cases. The functional imaginary replica theory
opens the door to other nontrivial ensembles beyond the triangle bias. These are explored
easily for regular graphs thanks to the exact solution.
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√
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Networks have proven to be fundamental in modelling many real world phenomena. If we
go to the beginning of graph theory, it was introduced in 1741 to solve the problem of the
seven bridges Königsberg, [1]. Euler noted that stripping all unnecessary detail of reality
to solve this problem, the only thing left was a set of 4 nodes and 7 links between them, we
call these type of abstract objects graphs now. Nowadays, in network science it is typical
to work with far bigger graphs. But the objective is the same, take away a great deal of
detail and filter down your problem to nodes and links between them. With the advent of
powerful computers accessible to almost all researchers, it is normal for network scientists
to work with real networks of nodes ranging from thousands to millions on a daily basis.
The field of network science and graph theory has proliferated so much precisely be-
cause there are in fact a lot of cases when a problem can be solved, or at least better
understood, just by looking at the network structure alone. Just as in the case of the
Köngisberg problem, for many problems we can strip all unnecessary detail and work only
with nodes and links. At this point it is a good idea to mention that we will almost always
speak of networks and graphs indistinctly. There is a tendency to refer to graphs as the
abstract mathematical objects and to networks as the real observed objects, but we will
not be strict about that difference. Mainly because we will not deal with any concrete
”real world” problem in this thesis, but it is very important to keep this difference in
mind. Especially because the use of a network theory approach to understand a real world
problem is something that needs to be validated a posteriori and it should not be assumed
to be sufficient a priori, as many of the researchers in the field of network science seem
to believe. The fast and widespread use of network science tools is itself an important
motivation of this thesis. It is fundamental to understand theoretically the tools that may
15
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soon be used on a daily basis, otherwise we are at risk of blindly using tools that are only
adequate in appearance.
When studying any phenomenon occurring on a graph one wants to understand how
certain properties of the graph affect the process occurring. In some cases it may be
possible to ”solve” the problem for a particular instance of a graph, that is taking the
whole information of the set of nodes and edges and produce a result either analytically
or numerically. Nevertheless, from the point of view of theory, one might be interested
in understanding how a particular property of the graph affects the processes of which
it is the infrastructure. For this it is easier to imagine a family of graphs defined by a
certain number of particular properties and see how the model behaves on a member of
this family. For this we introduce the notion of random graphs.
By random graphs we refer to a family of graphs where each instance might occur with
a certain probability. If the properties of these graphs can be tuned then it is possible to
explore in a controlled way how certain properties affect models on networks by studying
a very large amount of different graphs with the same properties.
1.1 Random graphs
1.1.1 First definitions
Formally a graph G = (V,E) is an ordered pair of two sets. A set of N nodes, V =
{1, . . . , N}, and a set of edges between nodes, E ⊆ V × V = {(i, j)|i, j ∈ V }. We will
speak of edges or links indistinctly. While this is the formal definition we will work with
graphs using the language of linear algebra, that is through the use of adjacency matrices.
They will be denoted by A and are defined in the following way, A ∈ {0, 1}N×N ,
Aij =
 1 if (i, j) ∈ E0 if (i, j) 6∈ E . (1.1)
Therefore we can work with matrices instead of sets. Throughout the whole thesis we will
only focus on a specific type of graphs called simple. This means that they do not contain
any self connections, (i, i) 6∈ E, and that they are undirected, meaning that all links exist
in both directions, (i, j) ∈ E ⇒ (j, i) ∈ E. In terms of adjacency matrices, it will mean
that all matrices will be symmetric, Aij = Aji and all diagonal elements are zero, Aii = 0.
The degree of a node is defined as the number of incident edges on it, ki(A) =
∑
j Aij .
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Needless to say, graphs are a very interesting combinatorial object themselves. As we
will see, their study reveals fascinating theories connected to other branches of mathemat-
ics. Therefore, studying graphs per se is an important and interesting scientific endeavour.
As a matter of fact most of the first part of the thesis uses heavily rigorous results from
traditional random graph theory developed by abstract mathematicians.
To define an ensemble of random graphs we only need to define a probability distri-
bution over the space of 0 − 1 symmetric matrices with no diagonal elements. We will
denote them by p(A). Averages over the graph ensemble will be denoted by 〈f(A)〉p(A) =∑
A p(A)f(A) or just simply 〈f(A)〉 if p(A) can be inferred from the context.
One might wonder, why is it useful to define these ensembles? What can we learn
about real networks from them? As scientists it is natural to ask a very simple question
regarding the networks we have observed, what is typical and what is atypical? This is
common for anyone with a statistical training as it is common to speak of null models in
hypothesis testing, [2]. Random graphs are very good candidates to play the role of null
models of real networks.
The simplest random graph ensembles focus only on the number of links and connec-
tivity of each node. The simplest ensemble was introduced by Solomonoff and Rappoport
in [3] and later reintroduced by Paul Erdös and Alfréd Rényi in [4], it is defined by making
all edges statistically independent and identically distributed. It is famously referred as















Where we have scaled with N the probability of each edge so that the expected number
of edges is O (N). In this model the number of links is variable. Alternatively one can
define an ensemble where all the degrees are fixed. It was introduced by Bollobas in [5],
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Here Nk corresponds to the total number of graphs that have exactly the specified degree
sequence k = (ki)i=1,...,N . We will typically consider that the set of ki’s are sampled from
a target degree distribution, p(k). By the law of large numbers we know that for large







As simple as these ensembles may look, they have been object of intense study over
the years. Their popularity is due mainly because models of interacting systems defined
on their typical graph instances can often be solved analytically, and because sampling
graphs from these ensembles is easy. Both properties derive mainly from the fact that ER
and CM graphs are typically locally tree like (no short loops), which enables the applica-
tion of many relatively simple mathematical and numerical approaches. In fact, nearly all
mathematical and computational techniques currently available for analysing processes on
large graphs (cavity methods, belief propagation and other message passing algorithms,
generating functional analysis, conventional replica methods, etc) rely explicitly or implic-
itly on being able to neglect the presence of short loops, or on being able to treat such
loops as perturbations of a fundamentally tree-like architecture.
Ironically it is precisely this property that makes the problems solvable the same prop-
erty that makes them unrealistic. Real networks typically contain many short loops, [6,
7]. It also means that these models are useless as null models in the sense that every
observed real network will be extremely atypical. Therefore we are required to add more
properties to the graphs in a rational way, particularly loops. We deal with this in the
following section.
1.1.2 Maximum entropy ensembles
The following step with random graph models was to introduce ensembles that included
other observables, {f`(A)}`=1,...,K . We introduce the notion of maximum entropy (ME)




` for ` = 1, . . . ,K. (1.5)
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p(A) log p(A). (1.6)
In this way we guarantee that among all possible ensembles that satisfy (1.5), we are
choosing the fairest possible. That is, the distribution of graphs is not biased by any other
property besides the desired ones.












Each α` should be chosen so that (1.5) is satisfied. If we choose the desired observable to
be the total number of edges we recover the ER model, f(A) = 12
∑N
ij Aij . This means
that the ER model is a maximum entropy ensemble.
Note that we can also impose hard constraints. This implies we want all the graphs
to satisfy a certain set of properties. Therefore, we need to restrict the support of p(A)
to the subset of graphs that satisfied the desired constraints.
∀m∈{1,...,M} ∀A∈supp(p) Ωm(A) = Ω?m. (1.8)
In this case the ME solution is simply the uniform distribution over all the graphs that








If we choose the family of observables to be the degrees of all nodes then we recover the
configuration model, Ωi(A) = ki(A).
Finally, we can define a combination of soft and hard constraints giving rise to a mixed
model. In this case the maximization of S[p] has to be done only over the distributions
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In practice we will give the following interpretation to this ensemble. Consider the hard







and then we can regard the set of α`’s as biases with respect to the observable f`(A).
This interpretation is useful as it is actually difficult to solve the set of equations (1.11).
It is more common to simply study how the ensemble behaves as the parameters α` are
varied.
In order to study ensembles like (1.10) it is useful to have a way to sample from them
numerically. Luckily it has been found that through the Markov Chain Monte Carlo
method (MCMC) it is possible to sample from many ensembles of that type. While this
thesis will not go to deep into those methods, we refer the reader to [6, 9] for the main
references of the sampling methods used in this book. A very brief recap is included in
Appendix A.
1.1.3 Loopy random graphs
A random graph ensemble of loopy graphs is the natural improvement over the ER or the
CM. The simplest and very intuitive idea is to simply add the number of triangles as an






Where L(A) = 12
∑




which is exactly the number of triangles in the graph. As intuitive and simple as this model
may be, it turns out it is of very little use. Strauss immediately noticed the ensemble
condensed very quickly into dense graphs. And even though it has been proved that there
is a small range of tuneability, [11], it is overall very hard to use. It quickly loses any
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resemblance to real networks. There is a long history of studies aiming to understand this
transition, [11–14], which was found to be a quite general feature of this type of ensemble
with soft constraints.
There are two alternatives to solve the problem of the Strauss model. The first one
is changing the ensemble into one with a hard constraint both on the number of single
edges and the number of triangles around each node. This is the so called Newman-Miller
model [15, 16]. Defining si(A) as the number of single links around node i and ti(A) the








Where the sequences {si} and {ti} have to be sampled from given distributions p(s)
and p(t). There have been important advances with this model both numerically and
theoretically, studied before in [17–22] . Nevertheless, with this model it is difficult to
keep the target degree distribution and the target total number of triangles under control,
[23].
The other option is to keep the hard constraint on degrees but to add a soft constraint












This is the ensemble we will study thoroughly in this thesis. As we will see, it will avoid
the problems of the Strauss model but that does not mean it is perfectly controllable. As
we shall see it has its own nontrivial transitions. The graphs change dramatically from a
phase where triangles are not sharing edges or nodes into a clustered regime where trian-
gles are packed together. This model was originally studied numerically in [24]. However,
the sampling algorithm used in that case was incorrect as the acceptance probabilities
chosen did not ensure convergence to the target distribution. This was pointed out in
[6, 9], nontrivial acceptance probabilities are needed, as explained in Appendix A. Never-
theless, the overall phenomenology presented in [24] coincides with our results. A similar
version but for dense Poissonian graphs, has also been studied. It also showed a similar
phenomenology, [25–30]
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1.2 The statistical physics approach and spectral methods
Th purpose of this thesis is mainly to advance the understanding the theoretical knowledge
of loopy random graph ensembles. While we will rely on numerical sampling through
MCMC, the main results presented here will be analytical. This is typically an extremely
difficult task for loopy models. Rather than pursuing a rigorous approach we will make
use of tricks from statistical physics to extract very accurate approximations that will
describe analytically the models presented here.
We actually mean two different things when speaking of the statistical physics approach.
The first refers to exploiting the fact that ME ensembles are of an exponential form, just
like the Boltzmann distribution. This allows to take advantage of the intuition of statistical
physics and of its jargon.
The main trick comes from the fact that in order to work with exponential models of
this kind, (1.10), it is only necessary to calculate the generating function of the model.
















The expected value of all the observables that define the ensemble can be found by taking


























As simple as this manipulation can look, it turns out it is extremely powerful. The change
of focus from the generating function to the counting of states, φ(α)→ N (f), is extremely
helpful when trying to do calculations analytically. In our case we will show its power in
Chapters 2 and 3 to characterize very accurately the behaviour of the ensemble even
beyond the O (1/N) regime, by using this trick in conjunction with known results from
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the theory of uniform random graph models. It also plays a crucial role in the complicated
calculations of the second part of the thesis, as it allows us to transform integrals into a
form suitable for the saddle point approximation, [31].
The second application of statistical physics will be described in the following section
where we actually introduce new variables to map our original problem into a new setting
amenable to a statistical physics type calculation. But first we need to introduce notions
of spectral graph theory.
1.2.1 Brief introduction to spectral graph theory
Spectral graph theory deals with studying the properties of the eigenvalues of the adjacency
matrices of graphs. For our purposes, the main relationship to be used is that for simple
graphs the traces of the adjacency matrix correspond to the number of closed paths of
a given length in the graph. This can be easily proved if it is noted that the indicator
function of a given path in a graph, i→ j → k → `, is precisely the product of the entries
of the adjacency matrix for those links, I(i→ j → k → `) = AijAjkAk`.
Tr(A`) = # of closed paths of length `. (1.19)
Given that we are dealing with symmetric matrices, we know that the traces can be written






where {µi(A)}i=1,...,N correspond to the ordered eigenvalues of A. Since we will only be
interested in quantities like (1.20) summed over all nodes, we can focus on calculating the














Nevertheless, note that %(µ|A) is not exactly a function, since δ(x) is not really a
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function. The Dirac delta, δ(x), can be formalized as a distribution or measure, but it is
not a continuous function. Expression (1.21) is inconvenient since it requires the knowledge
of each eigenvalue. Therefore we will hardly ever work directly with it. Instead we focus










This can become a continuous function. Nevertheless, it is still almost impossible to
calculate for an arbitrary p(A) for an arbitrary N . There are very nice examples where it
is possible, but this is mostly for fully connected random matrices, [32]. The only other
thing we can do is then to go to the so called asymptotic limit, N → ∞. This is also a
common strategy in statistical physics. It should be said that this strategy is only useful
to compare with particular instances of very large graphs A if the model is self-averaging,
in this case that means V ar[%(µ|A)] N→∞−−−−→ 0. This will be the case for the models studied
here. Note that while we are not interested in infinite random graphs, we want to know a
limiting behaviour that will be very close or almost indistinguishable from a finite instance.
Actually for loop models it is very important not to take the limit N →∞ but rather to
calculate the asymptotic value plus corrections of O (1/N).
We will not go into the full mathematical rigor of this field, but we will use many
of the tools introduced for its study, see [32] for a nice introduction. Of these, the most
important perhaps is the Stieltjes transform. Which is defined (in our convention) for an







Note that while %(µ|A), (1.21), is a sum of Dirac deltas and not a continuous function,
its Stieltjes transform would not only be continuous but actually analytic! This will be












While it is still hard to calculate for an arbitrary matrix it is a much more manageable
expression than (1.21) since it involves an explicit formula and it is analytic.
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This is useful because in order to calculate the average spectral density (1.23), we can do
it by first calculating the Stieltjes transform, then doing the ensemble average, and then













This formula as it is combined with large N arguments is extremely useful to calculate
asymptotic spectral densities. See [32] for examples. For the case of graphs, combined
with the Schur complement formula, (1.25) is the basis for the cavity method for spectral
densities, [33], valid for instances of locally tree-like graphs.
More recently (1.25) has been used as the starting point for spectral calculations of
loopy graphs. A formalism of message passing with loops was shown in [22], allowing for
spectral calculations of instances of the Newman-Miller model. Average spectral densities
of the Newman-Miller model with a small amount of loops were calculated in [20] starting
from (1.27). Spectral densities of regular trees of loops where calculated in [34] also starting
from (1.25) in combination with the Schur complement formula. This approach turns out
to be closely related to the replica formalism we develop in the thesis as we will mention
in further chapters.
While this form (1.27) is useful, it still needs to be transformed to be used with the
replica formalism in the context of statistical physics.
As a final commentary we point out that actually (1.25) can be used as a smooth
















Thanks to the Sokhotski–Plemelj formula, [35], this is actually a very good approximation
for the spectral density, not only visually, but it is also useful to calculate integrals over
it as long as the domain of integration is finite. In that way we avoid the divergent tails
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This means we can approximate the integral on the LHS of (1.29) with any desired accuracy
with an integral over %ε(µ), provided ε is small enough.
1.2.2 Replica formalism for spectral densities
In order to bring the spectral calculation into the realm of statistical physics it is only




















This is the famous Edwards-Jones (EJ) formula , [36]. We say it has been mapped into
a statistical physics setting because the Gaussian integral Z(µε|A) can be regarded as




i(Aij−µεδij)φj . This is almost like actual problems studied in statistical
physics, see [37]. The main difference is that the Hamiltonian is complex in this case, but
the analogy is very useful. One important consequence of having a complex Hamiltonian
is that the log in (1.30) is not uniquely defined as it is a complex logarithm. It is some-
times incorrectly claimed that if the principal branch is chosen, Log, then the formula is
valid. However, a careful analysis reveals that spurious negative δ’s appear when taking
the derivative ddµ , and that they do not disappear even after taking the ensemble aver-
age. The appropriate way of fixing the branch of this complex logarithm to the correct
value is by remembering that after taking the derivative ddµ logZ(µε|A) it should match
(1.25). That means logZ(z|A) should be an analytic function and its derivative should be
d
dz logZ(z|A) = (1/2)S(z|A), while this may pass as a triviality this is actually an active
choice of a branch, since finding ddz log f(z) 6= f
′(z)/f(z) is possible for complex numbers.
The equality is only true on a certain branch. This will be further discussed in Chapter 4.
The most important use of (1.30) is actually to calculate average spectral densities,
〈%(µ|A)〉. This because we have changed the role of A in the calculation. Before we were
looking at A as the variable of study, in the context of (1.30) A is actually a disorder
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in the Hamiltonian and the variable is the vector φ. This is important as it is precisely
this that will allow us to use the replica trick from statistical physics, [38]. According to













In this case φ(µε) corresponds to minus the average free energy density of our system of
soft spins φ with disorder A. The replica trick, [38], was introduced precisely for this,
to calculate correct asymptotic expressions for the free energy density averaged over the








log 〈Z(µε|A)n〉 . (1.32)
The trick consists of first calculating the last expression for positive integers n, where Zn





























We will discuss at length how these integrals are calculated in the second part of the thesis.




























Where we have assumed ddµ log e
Nf(µε|n) = Nf ′(µε|n), note that this also involves a choice
of branch, which we discuss further in Chapter 4. Even though there are a few more tech-
nical details, overall the statistical physics approach offers a very clear path to calculating
the desired observable %(µ). It has been successfully used many times, in particular for
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graphs in [39–41]. In our case we will actually take this procedure one step further and
take the replica limit not to 0 but to an imaginary value. We leave the presentation of
that formula to Chapter 4, which is devoted to present that whole procedure.
Calculating only for integer n and then assuming it has a continuous value has been
contested many times, in particular for spectral densities in [42, 43], nevertheless there is
no evidence of it giving wrong results for spectral densities. Even in the case of graphs it
has been proven to be equivalent to other more rigorous methods like the super-symmetric
one, [44]. It is important to remember that without a formal proof one has to be cautious
and always consider the possibility of the replica trick giving the wrong result. But this is
not our concern as we are trying to find expressions to test against numerical simulations
and not aiming to write down proofs.
As a curious historical note, the replica trick was invented in a different form by Mark
Kac, [45], for the problem of calculating the spectral density of modes of a disordered
spring chain. The result obtained was actually a first version of the general equation more
recently described in [39].
1.3 Outline of the thesis
The thesis can be summarized very quickly in the following three bullet points:
• In the first part we study and characterize a random graph ensemble with a tuneable
number of triangles and fixed degree sequence.
• We calculate its spectral properties by introducing a functional formalism with imag-
inary replicas.
• On the way we show the functional formalism has the potential of being applied to
more complicated ensembles than just a triangle bias.
The thesis is divided in two parts. The first part deals with studying the random graph
ensembles with a triangle bias.
In Chapter 2 we present the simple possible nontrivial random loopy graph ensemble.
It consists of random 2-regular graphs with a bias for short loops. While these graphs
might seem too simple, they turn out to be extremely useful as they already show many
similarities with more general models. The ensemble also possesses an exact asymptotic
solution which is formally similar to the solution of the more complicated ensembles.
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Chapter 3 deals with a general loopy graph ensemble. It consists of a mix between
a hard constraint on all degrees, in the same way as the configuration model, plus a
bias for triangles. The phenomenology turns out to be rich and interesting. The general
behaviour observed is a transition from an initial regime of noninteracting triangles into
a clustered regimes where triangles are packed together is observed. Accurate analytic
estimates validated by MCMC simulations are shown.
In the second part of the thesis the imaginary replica functional formalism is presented.
In Chapter 4 the formalism is introduced in such a way that is valid for random matrices
in general. There is a step by step derivation of the main calculations to show similarities
and dissimilarities with the traditional replica method. As this formalism relies on many
non rigorous assumptions the objective is to generate a clean list of all the procedure for
further verification.
In Chapter 5 the imaginary replica functional formalism is applied to regular graphs.
The results from previous chapters are reproduced and the average spectral density is
calculated. The leading order and subleading orders in N , the system size, are successfully
obtained analytically. The main advantage of the regular case is that it allows for exact
solutions. The results are compared with extensive numerical simulations, including tests
with more complicated models.
In Chapter 6 the results from the previous chapter are generalized to an arbitrary
degree distribution. The fact that the degree distribution is not specified eliminates the
possibility of an exact analytic solution. Nevertheless it is possible to extract some results
that are successfully compared against numerical simulations.
The last chapter presents conclusions and outlooks.
Part I




Exactly solvable loopy model
In this chapter we introduce the simplest possible loopy random graph model. It consists
of biasing 2-regular graphs with respect to short loops. The simplicity of the possible
loopy graph topologies in this case allows one to get an exact solution. Amazingly, the
phenomenology of this model is similar to the more general model studied in the next
chapter. The calculation presented here also served as inspiration for the one of the
general case.
2.1 The model
We define a random graph ensemble over the set of undirected simple regular graphs of
degree 2, which we denote by GN . Any graph in GN is necessarily a set of disjoint closed
loops. The probability assigned to each graph A ∈ GN is chosen proportional to the
exponential of a weighted sum of the number of triangles, squares, pentagons, . . . , K-












Here n`(A) denotes the number of length `-loops, i.e. closed paths of length ` without
backtracking and without over-counting, and β = (β3, . . . , βK) ∈ IRK−2 is a vector of
control parameters. Note that isolated nodes (` = 1) and dimers (` = 2) cannot occur
due to the degree constraint. The factors ` in (2.1) are included in the exponent for later
convenience. We are effectively biasing with respect to the total number of `-loops starting
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at a given node through the introduction of the field β`.








Expression (2.1) defines a maximum entropy random graph ensemble with respect to the
K−2 observables n`(A), whose ensemble averages are controlled by varying the parameters
β. We choose K to be a fixed number for all values of N . This exponential form is a
particular version of the one presented in equation (1.1) of [13]. It is an ensemble where we
are interested in controlling the expected values of a finite number of graph observables.







A p(A)f(A). Following the statistical mechanics route, we define a
generating function φN (β):
φN (β) = N
−1 log[ZN (β)/N !]. (2.4)
The main quantities of interest (2.3) for our graph ensemble (2.1) can be computed from
(2.4) via
m` = ∂φN (β)/∂β`. (2.5)
The generating function φN (β) is the free entropy, apart from a factor N ! which reflects
(topologically irrelevant) node label permutations. Including this factor will ensure that
the limit φ(β) = limN→∞ φN (β) exists.
2.2 Analytical solution
2.2.1 Summation over graphs
To evaluate the partition function (2.2) we need to perform a sum over graphs. Such sums
are usually not analytically tractable, especially when the ensemble definition involves
loops, as is the case in (2.1). Here we are able to perform the summation by rewriting it







`=3 `β`n` , (2.6)
with n = (n3, . . . , nN ) ∈ INN−2. This decomposition reflects the fact that, in the particular
case of GN , we are fortunate that each graph has to be a collection of loops, and can
therefore be identified fully by a sequence n = (n3, . . . , nN ) that specifies the number of
loops of each possible length up to N , and a labelling of the nodes. The sum over graphs is
then performed by summing over all possible sequences n, keeping track of the multiplicity













Apart from the condition N =
∑N
`=3 `n`, this density is proportional to N ! but corrected
for over-counting due to the indistinguishability of different length-` loops, giving a divisor
n`!, and due to the different ways one can number the nodes in each `-loop without altering
the graph (` cyclic permutations, plus ` anti-cyclic permutations), giving a further divisor
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An exact expression for (2.9), valid for any finite N , would require to perform the integral
in it. Instead, we proceed in the usual way as in statistical physics. We look at the
thermodynamic limit, focusing then on φ(β) = limN→∞ φN (β). This will allow us to
calculate the asymptotic expressions for (2.3), which should differ from the finite size
values by O(1/N) corrections.
The limit N → ∞ of (2.9) can now be obtained by evaluating the integral over ω in




The extremum is found by solving ∂fN (ω,β)/∂ω = 0.
2.2.2 Scaling with N control parameters
We observe that for finite {β`} our model cannot exhibit nonzero loop densities m` in
the infinite size limit, since the β-dependent term in (2.10) vanishes for N →∞. We are
therefore led to redefining the parameters β with a size dependent shift,




where β̃` = O(1). An intuitive explanation for this scaling is presented in section 2.3. We
denote the vector of shifted O(1) control parameters by β̃ = (β̃3, . . . , β̃K), and we define
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This last identity, in combination with (2.14), prompts us to introduce m∞ = 1−
∑
`≤K m`,
with m` ∈ [0, 1], which gives the fraction of the nodes that are not in loops of length K or








It follows from (2.15), that the physical saddle point ω, after contour deformation, must
be purely imaginary. We switch accordingly to the new variable x = e−iω ∈ IR+0 , in terms


























2.2.3 Phase phenomenology of the ensemble
We will now demonstrate that the solutions to the coupled equations (2.17,2.18) give rise
to two phases of our graph ensemble. A disconnected phase is characterized by the fact
that all nodes are typically in loops of length K or less, so m∞ = 0. A second phase, the
connected phase, is characterized by finding a finite fraction of the nodes in longer loops,
so here m∞ > 0. The transition separating the phases is marked by bifurcation of m∞ > 0
solutions.
If limN→∞ xN = x < 1, the second term of (2.17) vanishes for N → ∞, and we
immediately obtain m∞ = 0. Hence we are in the disconnected phase, and here the
asymptotic observables m` are simply found by solving









The condition x < 1 for this solution to exist will be met for large values of {β̃`}. Upon
reducing the control parameters {β̃`}, the value of x will increase, and a transition to the
connected phase occurs exactly when x = 1. This happens at the critical manifold in the
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K−2 dimensional parameter space, defined by validity of
K∑
`=3
e`β̃` = 2. (2.21)
To confirm the equations of the connected phase, we need to investigate how the
solution xN of (2.17) scales with N as we approach x = 1. Substituting xN = 1 − ξ/N ,










and the link between ξ and m∞ is m∞ = (1−e−ξ)/2ξ.
It turns out that all loops of finite length L > K will always have vanishing density
for N → ∞. This can be seen simply by replacing K → L in the previous analysis, but
with β` = 0 for all K < ` ≤ L. The newly added control parameters with ` > K will give




`/N = 0, in both phases.
We knew that in the disconnected phase all nodes will typically be in the controlled short
loops of length K or less. We may now conclude that, in the connected phase, those nodes
that are not in the controlled short loops (the fraction m∞ > 0) will typically be found in
loops of diverging length.































3 , the leading order will for large N always scale as
N log(N), and be bounded according to SN ≥ 23N log(N) + O(N), but with a reduced
prefactor if we increase the fraction of nodes in short loops. The lower bound is achieved
in the disconnected phase, when m3 = 1 and m`>3 = 0.
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2.2.4 Spectral densities of adjacency matrices
A graph can be represented uniquely by its adjacency matrix {Aij}, where Aij ∈ {0, 1},
and Aij = 1 if and only if there is a link from j to i. The set GN contains only simple
nondirected graphs, so our adjacency matrices are symmetric and with zero diagonal






contains valuable information on the statistics of loops in the graph. Here the sum runs
over the set of (real) eigenvalues {µi(A)}i=1,...,N of A, taking into account multiplicities.
For instance, the number of closed paths in A is proportional to
∫
dµ %(µ|A)µ`. Our main
quantity of interest will be the expected density, averaged over the ensemble probabilities






The adjacency matrix of a graph that consists of a single loop of length ` has the





















The set of eigenvalues for each A ∈ GN will just be the union of all the sets of eigenvalues





















Upon averaging over the ensemble, using (2.3) and our earlier observation that for N →∞
Chapter 2 Exactly solvable loopy model 38
the fraction of nodes in loops of finite length L > K vanishes, we immediately obtain the






Since we are working with regular graphs, we can immediately recover the spectrum of
the Laplacian operator (L = 2I−A) by the change of variable µ→ 2− λ.
2.3 Grand Canonical approach
Within the canonical approach one finds that, if N is sufficiently large, graphs generated
randomly from (2.1) will all display the same values of the main intensive quantities, such
as the fraction of `-loops (modulo finite size fluctuations). We expect a similar claim to
hold if we sample randomly both the graphs and the number N of nodes, i.e. if we work
with grand canonical graph ensembles. The grand partition function of our ensemble with
weights wN = e





with ZN (β) defined in (2.2). The divisor N ! in wN will simplify our calculation, with-
out losing the benefits of the thermodynamic limit (since we will find that for µ → 0



























































`/` = − log(1−x). From Q(β) we obtain, in turn, the grand potential















Its partial derivatives with respect to µ and β yield the average system size, via 〈N〉 =
∂Ω(β)/∂µ, and the average number of length-` loops (for ` = 3, . . . ,K), via 〈n`(A)〉 =































Clearly, 〈N〉 diverges for µ → 0, which gives our thermodynamic limit. In this limit we














Similar to the canonical case, any µ-independent β will asymptotically always yield a
vanishing fraction of nodes in loops of length ` ≤ K. It is clear from (2.34) that without
a re-parametrization, the expected value of `-loops only increases exponentially with β`
in the thermodynamic limit. We need to re-parametrize in such a way that the expected
number of `-loops increases as the expected system size increases. The re-parametrization
required to obtain a nontrivial thermodynamic limit is β` = β̃` + `
−1 log〈N〉. Upon fol-
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Figure 2.1: Examples of the evolution of the fraction m3 of nodes in triangles, measured
during MCMC simulations, for K = 3. Time is defined as the number of accepted edge
swap moves per link. The bottom two curves correspond to the connected phase of the
ensemble, equilibrating to the values m3 = 0.125 for β̃3 =
1
3 log(0.25), and to m3 = 0.45
for β̃3 =
1
3 log(0.9). The top curve corresponds to the disconnected phase, here the MCMC
process is equilibrating to the value m3 = 1.










The re-parametrization of β now depends on β itself, via 〈N〉, and has to be consistent
with a nonnegative value for (2.37), i.e. with 12
∑K
`=3 e
(β̃`−µ)` ≤ 1. Expression (2.36) gives
us the physical interpretation
∑K




`β̃` ≤ 2. In the case of inequality we have
∑K
`=3 `〈n`〉/〈N〉 < 1, so we
are in the connected phase. The case of equality reproduces our earlier phase transition
condition (2.21) and we enter the disconnected phase; here the thermodynamic limit is
reached already for nonzero µ, and we can again recover our canonical equations, with
exp(−µ) now playing the role of the canonical order parameter x.
2.4 Numerical simulations
Calculating ZN (β) by numerical enumeration for large values of N is not a realistic option,
since the size of the set GN grows super-exponentially with N . Instead, to test our theoret-
ical predictions we have sampled graphs from the ensemble (2.1) using the Markov Chain
Monte Carlo (MCMC) method described in appendix A, presented in [6, 9]. Starting
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Figure 2.2: Values of m3 shown versus β̃3 for ensembles with K = 3. Numerical results,
measured upon equilibration of the MCMC processes, are shown as black dots with error
bars for N = 1000, and as squares for N = 5000 (error bars for N = 5000 are not shown;
their sizes are similar to or smaller than the squares). The solid line is the prediction of
(2.38).
from an arbitrary 2-regular N -node graph, this stochastic process is based on executing
repeated (degree-preserving) edge swap moves with appropriate nontrivial move accep-
tance probabilities, constructed such that the Markov chain’s equilibrium distribution is
the target measure (2.1). In each simulation experiment, the MCMC process was first run
for 105 to 106 accepted moves per link. After this randomization stage, the instantaneous
state A arrived at by the chain was defined to be our graph sample. We have limited our
simulations to ensembles with K = 3 and K = 4. The degree of equilibration achieved by
the MCMC during a run of 105 accepted moves per link is illustrated in Figure 2.1, where
we show typical evolution curves of the order parameter m3 during the stochastic process.
For K = 3 we have just one control parameter β̃3, and the order parameter is the
fraction m3 of nodes in triangles. The theory claims that, for large N , the graphs from our
ensemble will be collections of triangles and large rings. The key equations (2.20,2.21,2.22)
reduce to the following predictions, with β̃c =
1
3 log(2) ≈ 0.23105 . . . :
β̃3 < β̃c : m3 =
1
2e
3β̃3 , connected phase,
β̃3 > β̃c : m3 = 1, disconnected phase.
(2.38)
Numerical simulations with sizes N = 1000 and N = 5000 show excellent agreement with
these predictions, as shown in Figure 2.2, both in terms of the values of m3 and in terms
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Figure 2.3: Left panel: the plane of control parameters for K = 4. The solid black line is
the critical line e3β̃3 + e4β̃4 = 2 (here m∞ = 0). The dashed lines correspond to parameter
combinations with constant m∞, taking the values m∞ ∈ {0.75, 0.5, 0.25}, from bottom to
top. The markers represent parameter combinations chosen for MCMC simulations. Right
panel: the fractions (m3,m4) associated with the control parameter combinations in the
left panel. Here the markers represent the simulation results, measured after execution of
104 accepted moves per node in the MCMC to secure equilibration. The results are indeed
found on the respective lines predicted by the theory. Note that the theory predicts that
all parameter combinations in the disconnected phase e3β̃3 + e4β̃4 ≥ 2, should be mapped
to the line m1 +m2 = 1 in the right panel. Error bars were omitted, as they are as big as
or smaller than the markers.
of the location of the transition.
For K = 4 we have two control parameters, β̃3 and β̃4, and the theory claims that
for large N the graphs from our ensemble will now be collections of triangles, squares
and large rings. Here the key equations (2.20,2.21,2.22) predict that the transition line in
parameter space is given by e3β̃3 + e4β̃4 = 2, and that the fractions m3 and m4 of nodes
found in triangles and squares, respectively, are solved (together with the auxiliary order
parameter x, in the disconnected phase) from:

















Figure 2.3 (left panel) shows the resulting predicted phase diagram in the (β̃3, β̃4) plane.
The mapping (β̃3, β̃4) 7→ (m3,m4) will map the lower region of the phase diagram (the
connected phase) to the interior of the triangle m3+m4 < 1 in the right panel of Figure 2.3.
The upper region of the phase diagram on the left (the disconnected phase), including the
Chapter 2 Exactly solvable loopy model 43



























































































































































































































































































































































































































































































































































































































































































































interacts with interacts with interacts with interacts with interacts with




































































































































interacts with interacts with
interacts with
interacts with
interacts with interacts with
interacts with interacts with
interacts with
interacts with
interacts with interacts with
interacts with


















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































interacts withinteracts with interacts withinteracts withinteracts withinteracts with interacts withinteracts with interacts withinteracts withinteracts withinteracts withinteracts withinteracts with interacts withinteracts with
interacts withinteracts with interacts withinteracts withinteracts withinteracts with interacts withinteracts withinteracts withinteracts with interacts withinteracts withinteracts with interacts withinteracts withinteracts with
interacts withinteracts with
interacts withinteracts with
interacts withinteracts withinteracts withinteracts with interacts withinteracts with interacts withinteracts with interacts withinteracts withinteracts withinteracts withinteracts withinteracts with
interacts with interacts withinteracts withinteracts with interacts withinteracts with interacts with interacts with interacts with
interacts with




















interacts with interacts with interacts withinteracts with interacts withinteracts with















interacts withinteracts with interacts withinteracts with interacts with
























interacts withinteracts withinteracts withinteracts with interacts withinteracts withinteracts withinteracts withinteracts withinteracts with interacts withinteracts withinteracts withinteracts with




























































































































































































interacts with interacts with







interacts withinteracts with interacts with


























































































interacts withinteracts withinteracts withinteracts with
interacts with interacts with
interacts with interacts with





































































































































interacts with interacts with























































































































































interacts with interacts with interacts with
interacts with interacts with interacts with




















































































































interacts withinteracts withinteracts with











interacts withinteracts with interacts with interacts with
interacts with












interacts with interacts with




interacts with interacts with
interacts with interacts with





interacts with interacts with
interacts with interacts with
189 116672 432 9 26 7117 537








669825 727721914819 685709800 876 708 951995
776791 530 498 897971522
618 655546575 478572 560 472 610601 551 569 528852 999
389506131 439 274488 229
939 803541862 416899419978582994
2 9 301 212 9 147 158 7 7
474 415 612 476 521
366 115 466 570 956 221 608
163 953 510 339 100113
438 434 424 830 538 562 412
349 605 156 972 144394
310
169 508
















































































































































9 7105106109 9 49 5 9 3111













































































8 78 89 09 1
440441447470
































































159 151 150 148 140 138 137
276
























































































































































































































































































































































































































































































































































































































































interacts with interacts with
interacts withinteracts with
interacts withinteracts withinteracts withinteracts with interacts withinteracts with interacts withinteracts with
interacts withinteracts withinteracts withinteracts withinteracts withinteracts with interacts withinteracts with interacts withinteracts with interacts withinteracts withinteracts withinteracts with interacts withinteracts with















interacts withinteracts withinteracts withinteracts with interacts withinteracts withinteracts with
interacts withinteracts withinteracts withinteracts withinteracts withinteracts withinteracts withinteracts with
interacts with
interacts with
interacts withinteracts withinteracts withinteracts with interacts withinteracts with
interacts with
interacts withinteracts with interacts withinteracts with interacts withinteracts withinteracts withinteracts withinteracts withinteracts with
interacts withinteracts with interacts withinteracts with interacts withinteracts with interacts withinteracts with interacts withinteracts with interacts withinteracts with interacts withinteracts with interacts withinteracts with
interacts withinteracts with interacts withinteracts with
interacts with
interacts withinteracts with
interacts withinteracts withinteracts with interacts with interacts withinteracts withinteracts withinteracts withinteracts with


















interacts withinteracts with interacts withinteracts with interacts withinteracts withinteracts with interacts withinteracts with










interacts with interacts with
interacts with interacts withinteracts with
interacts with interacts with








interacts withinteracts withinteracts withinteracts withinteracts withinteracts withinteracts withinteracts with





interacts withinteracts with interacts with













































interacts withinteracts with interacts with
interacts withinteracts with interacts withinteracts withinteracts with interacts withinteracts with interacts with interacts withinteracts with
interacts withinteracts with interacts withinteracts with interacts withinteracts with interacts withinteracts with interacts withinteracts with interacts withinteracts with
interacts with interacts with interacts with interacts with interacts withinteracts with interacts withinteracts with interacts withinteracts with interacts withinteracts with
interacts withinteracts withinteracts withinteracts with interacts withinteracts with interacts with
interacts withinteracts with interacts withinteracts with




interacts with interacts withinteracts with
interacts with interacts withinteracts with interacts withinteracts with interacts withinteracts with interacts withinteracts withinteracts withinteracts withinteracts withinteracts with interacts withinteracts withinteracts with interacts withinteracts with


















































interacts with interacts with








































































interacts with interacts with
interacts with







interacts with interacts with interacts with



































































































interacts withinteracts with interacts with interacts withinteracts with









































































































































































215224 220 218219 214 209210230 193 179184 181190196197







304510 361 620 341851931 337 904
2636 69 1 237 234 1732 4 6












291 520 265 3842277 1 6 13 6












597 655 593 989 592 934 581 734998598
























867429571633 465 591699 442


























































786 325 371 496 662 8 8 642
615
835
723 175 357 174 276 467 669 157 339






7 6 1 4 5 7 2 03 1 6 4 102 1 7 114 140 123 4 6
776 8 5 389 833 462 681
8 7 273 532 942
8 2 8 4 4 1 1 3 4 5
616485183331 409946 682
189 205 178 177 820 578












476 539 544 628264262 8 67 4 1 9
813668887 925 730690995758 921 756 837 856 868 721 884855 896


















































































































































































125 122 120 119
µ µ µ
%(µ)
Figure 2.4: Top row: typical graphs sampled numerically via MCMC from the canonical
ensemble (2.1) of 2-regular nondirected simple graphs, for N = 1000. Left: (m3,m4) =
(0.0, 0.06) and m∞ = 0.94. Middle: (m3,m4) = (0.25, 0.56) and m∞ = 0.19. Right:
(m3,m4) = (0.39, 0.61) and m∞ = 0. The bottom row shows the eigenvalue spectra of the
corresponding three adjacency matrices, computed by direct numerical diagonalization.
The locations of the peaks are seen to agree with the theoretical predictions of (2.29).
Note the different scale in the third spectrum graph, to emphasize the weights of the
δ-peaks.
critical line, will be mapped to the line m3 +m4 = 1 in the right panel. To test also these
predictions against numerical simulations, we have chosen multiple points (β̃3, β̃4) in both
regions of the phase diagram, grouped such that the predicted values of m∞ = 1−m3−m4
were always in the set {0.25, 0.5, 0.75}. The prediction would therefore be that in the
(m3,m4) plane these groups of points should be found on the linesm3+m4 = 1−m∞. Upon
measuring the fractions m3 and m4 via MCMC in the corresponding graph ensembles,
these predictions are once more validated convincingly. See Figure 2.3.
Graphs sampled from our ensemble with K = 4 do indeed typically consist of controlled
numbers of triangles and squares, and a long ring. Figure 2.4 shows examples of such
graphs, obtained via MCMC, together with the eigenvalue spectra of their adjacency
matrices (obtained by numerical diagonalization). Also the observed spectra agree with
the corresponding theoretical predictions (2.29).
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2.5 Discussion
In this chapter we presented an analytical solution for an exponential random graph en-
semble with a controllable density of short loops. Whereas one would normally not expect
such non-treelike graph ensembles to be solvable, here this is possible as a consequence of
imposing a local degree constraint of strict 2-regularity. We found a second order phase
transition, which separates a connected phase with large and small loops from a discon-
nected phase where the graphs are typically formed only of extensively many short loops.
The short loops appear in controlled proportions, for which we found analytical expres-
sions in terms of the ensemble’s parameters. We also derived an analytical expression for
the critical submanifold in the phase diagram, and for the expected eigenvalue spectrum
of the graphs’ adjacency matrices.
We analyzed both the canonical and the grand canonical formulation of the ensemble.
The canonical version was solved via steepest descent integration. In the grand canonical
version one avoids steepest descent integration, but (as always) the chemical potential
takes over the role of the steepest descent integration variable of the canonical version.
In the thermodynamic limit, the canonical and grand canonical routes result in identical
equations. These equations are found to give highly accurate predictions already for
modest graph sizes, such as N = 1000, as we confirmed in numerical simulations.
The parameter K represents the largest loop length that is controlled in our model.
For K = 3 one controls only the number of triangles, and our ensemble becomes similar
to that of Strauss [10–12] with average degree two. The remaining difference is that in
the Strauss model the average degree is imposed implicitly via an overall ‘soft’ constraint,
while in the present model all degree values are imposed as local ‘hard’ constraints. Due
to this difference, the degeneration of the Strauss model to a phase where the complete
clique has probability one (so the number of triangles can no longer be tuned) is avoided
in the present ensemble. The complete clique is simply no longer an allowed configuration,
and hence the number of triangles becomes fully tuneable, if the model parameters scale
appropriately with the system size. In addition, in [14] it is shown that the ’soft’ version
of our model would have a phase diagram reminiscent of ours. In both cases the sign of a
linear combination of functions of the parameters determines the phase of the ensemble.
However, in the ’soft’ case of [14] there is a transition from an almost ER-like phase to a
clique, while our model exhibits tuneability of the densities in both phases.
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The generalization of the present model to other degree distributions has been studied
numerically for other degree distributions by other authors in the last decade, [24, 26].
Nevertheless in both studies there is no mention of any use of the correct nontrivial ac-
ceptance probabilities (A.5). This would in principle make their works incorrect, but as
we will show in the next chapter the overall phenomenology observed agrees with what
we found using the correct MCMC algorithm.
In our view, the main merit of the present model is that its analytical solution helps us
understand more complicated ‘loopy’ graph ensembles. We are aware that the analytical
route taken in this case is surely impossible for other models. Nevertheless, it provides
an explicit analytical solution that reproduces the main features of non-treelike random
graph ensembles with hard degree constraints. It helps us understand phenomenology
that had so far only been studied numerically. The generalizations presented in the next
chapters bear important resemblance to equations presented here, such as (2.10) where
the loop series can be appreciated. It will also serve as a benchmark model against which
more general solution strategies for non-treelike random graphs can be tested, such as
[47], which deals with spectrally constrained maximum entropy graph ensembles. This is
developed in Chapters 5 and 6. The moments of a graph’s spectral density are related to
its numbers of loops, via the traces of powers of the adjacency matrix. In fact, the present
model is a special case of the family of ensembles studied in further chapters, from which
it can be obtained by choosing 2-regular degrees and an appropriate polynomial functional
Lagrange parameter. The analytical and numerical results of this chapter suggest that,
to obtain phase transitions, the functional Lagrange parameters in spectrally constrained
maximum entropy graph ensembles may need to have a specific scaling with the system
size.
In the next chapters we will present the generalization of this ensemble to an arbitrary
degree distribution. The phenomenology of the connected-disconnected transition will
become richer but not drastically different. For the rest of this thesis we will work with
biases of traces α`Tr(A
`) instead of biases of loop counters β``n`(A). In general changing
from β` to α` is a complicated task, except for the particular case of ` = 3 where the
mapping is simple, β3 = 2α3.
Chapter 3
Random loopy graphs with an
arbitrary degree distribution
In this chapter we introduce a general model of loopy random graphs. In this case we
consider an ensemble of random graphs with an arbitrary degree biased with respect to
the number of triangles.
3.1 The model
We will study a random graph ensemble defined on the set of N node graphs with a
given degree distribution. Formally a graph is an ordered pair (V,E) of nodes and edges
respectively. We will look at graphs through their adjacency matrices A defined as (A)ij =
Aij = 1 if (i, j) ∈ E and 0 otherwise. We will only be concerned with simple undirected
graphs, which in terms of the adjacency matrix means they will all be symmetric and
have zeros for all diagonal elements. The degree of a node is the number edges around it,
ki(A) =
∑
j Aij . Throughout this chapter we will work with graphs that have exactly the
same degree sequence {ki}i=1,...,N . Such sequences will be taken to be a sample of a given
distribution p(k). In the large N limit we know that the empirical distribution of degrees




In the matrix language, the number of triangles inside a graph is very simple to cal-
culate provided we identify them with the loops of length three up to overcounting. We
say that there is a loop of length three (`3) around node i if there exists j and k such that
(i, j) ∈ E, (j, k) ∈ E, and (k, i) ∈ E. Since our graph is simple it follows that necessarily
i, j, k are all different. In the language of the adjacency matrix the indicator function for
46
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a given loop takes the following very simple form,
I [(i→ j → k → i) ∈ A] = AijAjkAki. (3.1)





I [(i→ j → k → i) ∈ A] = Tr(A3). (3.2)
Following the discussion from the introduction, we now define an ensemble of random
graphs such that the average number of triangles can be controlled using a parametrized
distribution over graphs denoted by p(A). Our choice is a maximum entropy (ME) en-





and such that the degree sequence {ki}i=1,...,N is followed exactly. Among all the possible
distributions p(A) that share these two properties we choose the one that maximizes the
Shannon entropy, S[p] = −
∑
A p(A) log p(A). This will guarantee that the distribution
is statistically unbiased, [8].












The product over deltas enforces the degree sequence of the graph. Notice that for α = 0
the ensemble is simply the configuration model (CM), a uniform distribution over all
graphs with degree sequence k = (ki)i=1,...,N .
Our main observable of the ensemble will be the number of 3-loops per node, making
















A p(A)f(A). This quantity reflects the typical number of loops in
the neighborhood of node. Each node can have a different maximum number of triangles
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depending on its degree ki. Once a random graph ensemble like (3.4) is defined it is
desirable to have both an algorithm to generate samples numerically and an analytic
theory of its statistical properties.
In order to generate samples from an exponential ensemble such as (3.4) we chose to
use a Markov Chain Monte Carlo (MCMC) approach. The algorithm consists of starting
with a seed graph satisfying the degree sequence and evolving it by performing degree
preserving edge swaps as the one shown in Figure A.1. Not all edge swaps are performed,
they are either accepted or rejected with a given nontrivial acceptance probability that
not only takes into account the specific ensemble (3.4) but that also takes into account
the availability of possible edge swaps as the graph evolves. The theory of this MCMC
algorithm was developed in [9] and pedgagogically presented in the book [6]. We include
a summary in Appendix A.





























Ideally the knowledge of functions φ(α) and m(α) would allow us to generate random
graphs with any desired loop density. Although it is not possible to calculate (3.6) analyt-
ically, in section 3.3 we will show that a small α approximation will give very good results
for a wide range of values. Additionally we will give a description of the general behavior
of this ensemble for the whole range of α.
It turns out that another very important observable of the ensemble is the amount of
interaction between the triangles in the graph. By interaction we mean the number of
edges and nodes that different triangles share. The level of interaction varies in a nontrivial
unexpected way for different values of α and different system sizes N . In order to measure









∈ [0, 3]. (3.8)
Where Θ(x) = 1 if x > 0 and zero otherwise. This is the ratio of triangle vertices to
triangles, it is independent of the total number of triangles in the graph. If r(A) = 3 it
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Figure 3.1: Plots for: r(α), loop interaction (3.8) - solid line, values on left axis; m(α),
loop density - dashed line, values on right axis; n(α), number of connected components
- dashed dotted line, right axis. (a) p(k) = bim(k|3, 7), (b) p(k) = Poiss(k|10), (c)
p(k) = exp(k|4), (d) p(k) = PL(k). Size N = 1000 in all cases. Error bars are omitted for
clarity, see figures 3.5, 3.6 for examples.
means that regardless of the number of triangles, they are all noninteracting in the sense
that they do not share edges or nodes. As r(A) goes below 3 it means that they are sharing
either edges or nodes. Some simple examples are shown on the top row of Figure 3.5. In
the particular case when graphs form cliques of q + 1 nodes we have r(A) = 6/(q2 − q),
this is a natural lower bound for graphs of maximum degree q.
3.2 Main results
We are now going to outline the main results of our analysis of the ensemble (3.4).
We found the same initial behavior for all degree distributions for initial values of α,
that is as it is increased from α = 0. The main quantities defining the initial behaviour




−1f(ki). For the case of bounded degree distributions the maximum degree,
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q = maxi=1,...,N{ki}, will also be of importance. Even though we consider only the case of
finite system size, N , we will assume N is sufficiently large, at least Np(q) >> q + 1, so
that all degrees are represented with an extensive number of nodes.
In Figure 3.1 we can see that the loop density is as expected a growing function of
α. We can also see that there are clearly different regimes, as had already been observed
for regular graphs in [48]. Interestingly, to really understand the nature of the different
regimes of the ensemble it is necessary to also look at two other graph observables: the level
of interaction between loops, measured with r(A) as defined in (3.8), and the number of
connected components of the graph, n(A). We define their respective ensemble averages,
r(α) = 〈r(A)〉 and n(α) = 〈n(A)〉.
The observed regimes are the following ones.
• α ∈ [0, α1(N)]: connected regime










The only quantities that depend on p(k) are the proportionality constant and the
transition point α1(N). This explicit and general formula is one of the main results of
this work. It allows for an explicit calculation of α given a desired loop density, simply
by inverting (3.9). For α = 0 it is the expected loop density for large graphs, [5].
The degree of interaction between loops is as low as r(A) ∼ 3 for large graphs. The
number of components of the graph is the same as in the α = 0 case. It is relatively
easy to obtain samples in this regime with the MCMC edge swap dynamics.
• α ∈ [α1(N), α2(N)]: clustered regime
We see that the triangle density m(α) grows faster than what is predicted by (3.9),
making this formula inaccurate in this regime. Depending on the degree distribution
the growth can have sudden jumps or it can be more smooth. The main difference
with the previous regime is that loops start sharing edges. This can be seen since
〈r(A)〉 drops quickly from values around 3 to lower values. Nodes start to form
clusters of similar degree. We call this the clustered phase and α1(N) the clustering
transition point.
• α ∈ [α2(N),∞): disconnected regime









Figure 3.2: Results of numerical sampling simulations of the random graph ensemble
(3.4), with N = 500 and p(k) = 12δk,3 +
1
2δk,9. The four different images correspond to
four different values of α, with different loop densities m(α), as indicated.
There is a topological change associated with the transition at α2(N). The graph
breaks down beyond the typical number of connected components of the correspond-
ing CM. Small disconnected cliques of k+1 nodes will maximize the number of loops
around a node of degree k, see Figures 3.2 and 3.3. Cliques of the maximum de-
gree q will appear first and next the lower degrees. Even if due to finite size effects
there are not enough nodes to generate cliques the graphs break down into small
incomplete cliques. For this reason we call α2(N) the shattering transition, and
[α2(N),∞) the disconnected phase or shattered phase. The rest of the nodes will
continue to be connected and follow qualitatively similar regimes but now for a new
degree distribution that excludes the separated nodes.
We make the distinction between bounded and unbounded degree distributions p(k)
because it affects the way in which the ensemble behaves with N , for example in the






m = 24.3 α = 0.7
m = 26.4
Figure 3.3: Results of numerical sampling simulations of the random graph ensemble





. The four different images correspond to four
different values of α, with different loop densities m(α), as indicated. Zero degree nodes
are omitted.
asymptotics of α1(N) and α2(N). For the case of large graphs with bounded degree
distributions the behavior is quite clear. In this case both transitions are quite close,
α1(N) ≈ α2(N). There is a sudden appearance of disconnected cliques of q+1 nodes giving
rise to a very sharp jump in m(α). There is strong numerical evidence and mathematical
arguments to argue that both α1(N) and α2(N) scale as O (logN) for large N . In the case
of graphs with unbounded p(k) the maximum degree will diverge slowly with N , therefore
there are not many nodes of large degree to create cliques so the structures created when
the graphs shatter are not so clear. We believe that the asymptotics of α1(N) and α2(N)
should depend heavily on the tail of p(k) as this is what governs the growth of the maximum
degree with N . Nevertheless, in both cases the ensemble will end in a set of disconnected
cliques as this is the graph that maximizes the number of loops around each node. The
difference can be clearly seen when comparing Figure 3.3 and Figure 3.2, were different
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degree distributions are chosen. For the graph with a bimodal degree distribution in
Figure 3.3 the cliques appear immediately as the graph clusters, while for the one with an
exponential distribution in Figure 3.2 one can see clusters appearing before the breaking
down of the graph.
We point out that we will avoid speaking of transitions in the typical sense of statistical
physics, since we are assuming very large N but not taking N to ∞. For this reason, the
definitions given for α1(N) and α2(N) are rather of a descriptive nature, marking the
values when 〈r(A)〉 drops for the first time and when 〈n(A)〉 increases for the first time,
respectively. It will become apparent in the following section, the systems size N affects
severely the ensemble.
In general, dealing analytically with expressions like (3.6) is very hard, especially for
an arbitrary value of N . A typical approach is to derive exact results in the N →∞ and
then show these are also good approximations for finite N . In contrast, in our case we
found that it was necessary not to take the limit N →∞ strictly, but rather to work with





important example is that of the connected noninteracting loopy regime. Here equation
(3.9) shows that m(α) = 0 asymptotically, while just reporting this would be correct, it
is the way in which it approaches 0 that gives us formula (3.9) which is seen to be very
accurate. One would typically scale α with N to avoid this effect, but it will become
clear that in that case m(α1(N)) → 0 for any proper scaling of α with N , meaning the
description of the first regime would vanish, which is not something that we want.
Regarding the MCMC sampling we point out that convergence from a given random
initial condition into equilibration takes increasingly more edge swaps as α is increased,
which is to be expected. Only for values of α in the connected regime, α ∈ [0, α1(N)),
does equilibration occur quickly enough to sample in a reasonable amount of time on a
personal computer. As one might expect, close to the transitions there is a very significant
divergence of relaxation times. We conjecture that the main reason for this dynamical
change is precisely the clustering of triangles. In order to break a clique one has to destroy
many triangles, an event that becomes extremely unlikely to be observed in the dynamics
for large graphs. Therefore we expect there to be an effective ergodicity breaking when
sampling with MCMC for α > α2(N) and large N .
For this reason, from the point of view of applied network science, working with our
loopy ensemble (3.4) is easy but it has to be done carefully. We can summarize all previous
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points by saying, that given a network, it is possible to randomize it through edge swaps
while keeping the same loop density. But there will be two different problems. First, it
could be that it takes a long time to sample correctly, and second it could be that the
samples generated have a completely different topology, while still sharing the same loop
density as seen through the value of r(A). The first problem is a matter of computing
power and speed, which can be eventually alleviated because the power of computers is
constantly improving. The second problem is more difficult and essentially unsolvable
without modifying (3.4). It is just a hard fact that if the graph you want to randomize has
a different value of r(A) to the corresponding value of 〈r(A)〉 with the same loop density,
then all the samples will be typically very different in structure even though they share
the same loop density.
In the following sections we will give analytic approximations and estimates for the
density in the first regime, and an estimate on when the relevant transitions occur. It is
important to note that both transitions have a clear system size dependence. The scaling
of the different quantities with N will also be presented when possible.
3.3 The connected regime
We will now present a tractable approximation for the generating function (3.6). It is
analogous to the one presented in [48], but generalized for an arbitrary degree distribution
p(k) with finite first and second moments.
We use a small α (or large N) approximation in order to derive (3.9) using a known
result about the distribution of triangles in the CM. Amazingly it gives very good results,
suggesting it could be exact asymptotically, at least for bounded degree distributions. We
note that the number of 3-loops corresponds to six times the number of triangles. If we
denote by T (A) the number of triangles in A we get
Tr(A3) = 6T (A). (3.10)
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Where we have introduced,





















The main approximation now consists of replacing PN (T ) by the known asymptotic dis-
tribution of isolated triangles, that is triangles that do not share edges or nodes. This has
been rigorously established to be Poissonian in [5].












































This formula has a very simple interpretation. At α = 0 it correctly predicts the expected
number of loops of a CM, where one pictures this exact number of triangles very ”far”
away from each other. When α > 0 this finite number of triangles is multiplied by e6α,
giving another finite but larger amount of triangles when N → ∞. In this scenario we
would picture these triangles to simply be further and further apart as the system size
grows. This picture will be revisited and investigated in the following section.
This approximation has been tested extensively with numerical simulations. We gen-
erated samples from (3.4) for many different degree distributions, shown in Table 3.1. The
results can be seen in Figure 3.4, where we have plotted the results observed for systems
of many sizes, N ∼ 100 − 4000. In order to have a better visualization we plot values of














e6α̃ for α̃ ≤ α̃1(N). (3.18)
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Table 3.1: List of different degree distributions used for numerical experiments done with
MCMC edge swap dynamics.
type name formula p(k) parameter values






c+1 c = 3, 4, 5, 10
unbounded Poissonian Poiss(k|c) = e−c ckk! c = 3, 4, 5, 10
unbounded power law PL(k) = Ak−γ k ≥ 2 γ = 4 (k ≈ 2.5)
bounded bimodal bim(k|3, q) = 12(δk,3 + δk,q) q = 5, 7, 9
bounded uniform u(k) = 15
∑5
j=1 δk,j -
bounded non uniform v(k) =
∑5
j=1wjδk,j w = (.1, .2, .3, .3, .1)
For this regime we used waiting times of 2·104 attempted edge swaps per link (a.e.s.p.l.)
and 20 samples spaced by 2·103 a.e.s.p.l. To show the accuracy of the theory with a modest
number of samples, we simply plot the average of the loop density over the whole time
series of loop densities between samples. We do this not only to reduce noise, but also
because in fact our theory applies to the average (3.7) and not to graph instances since
there is no self averaging at finite sizes. For graphs larger than 500 nodes error bars are
of the order of magnitude of the markers. For smaller graphs the order magnitude can be
appreciated on the right panel of Figure 3.6. In the rest of loop density plots they were
omitted for clarity.
Note that this scaling in (3.18) collapses all curves of the same degree distribution up
to a certain value α̃1(N). As we will show in the following section the loop density at the
transition is seen to go to 0 as N →∞, m(α̃1(N))→ 0. This can be clearly seen in Figure
3.4.
So far, the accuracy of (3.9) suggests it could be the exact asymptotic result when
N →∞. This would imply that a bias of the form (3.4) with α = O (1) only modifies the
number of expected triangles in large graphs by an O (1) finite amount, implying that the
loop density will still vanish asymptotically. To achieve a nonvanishing loop density in the
asymptotic limit a different scaling of α should be introduced, as was done in the previous
chapter, [27], for 2-regular graphs, that is p(k) = δk,2. Nevertheless, as will be discussed
in the following section, the effect of scaling α with N is much more complicated than in
the 2-regular case.
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Figure 3.4: The loop density m as measured in numerical MCMC simulations
of the ensemble (5.6), plotted against the rescaled control parameter α̃ = α −
1




2δk9 (circles, for system sizes N =
100, 200, 300, 400, 500, 750, 1000, 2000, 4000, from right to left), and p(k) = 15
∑5
j=1 δkj
(squares, for system sizes N = 500, 750, 1000, 2000, from right to left). Right panel:
p(k) = exp(k|5) (circles), p(k) = Poiss(k, 5) (squares), and p(k) = PL(k) (triangles), all
for system sizes N = 500, 1000, 2000. See Table 3.1 for the relevant definitions. Error
bars were omitted for clarity. The solid lines correspond to the corresponding theoretical
prediction (3.18).
3.4 The clustered and disconnected regimes
We will now investigate the behaviour of the ensemble after the clustering transitions
α1(N), when (3.9) fails to reproduce the correct loop density.
For the 2-regular case the only 3-loopy structure that can exist is an isolated triangle,
therefore it is possible for (3.18) to be the exact description asymptotically. For other
degree distributions many other loop structures can appear in the graph. As we will
now show, it seems that structures with very interacting triangles dominate entropically.
Therefore the statistics of different structures need to be taken into account, making (3.9)
insufficient to describe the ensemble for all values of α.
The simple picture is that when α < α1(N) the desired loop density is achieved by
creating more triangles that are independent and far from each other; such that they do not
share edges or nodes. Then, when α > α1(N) it is the opposite, the desired loop density
is achieved by creating triangles that share edges as much as possible. The reason for this
change seems to be purely entropic as the latter regime appears for all loop densities as
long as the system is large enough, that is even for very small values of m. By this we
mean that the transition does not happen because there are too many triangles and they
need to start sharing edges out of lack of space, as one might guess initially. The transition
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r = 3 r = 2.5 r = 2 r = 0.5
Figure 3.5: Top row: examples of small graphs and their corresponding values of r(A).
Bottom row: plots of r(α) as measured in simulations, shown versus α, with stan-
dard deviations shown as error bars. Left: p(k) = 12δk3 +
1
2δ5k, with graph sizes N =
100, 200, 300, 400, 500, 750, 1000, 2000, 4000 (from left to right). Right: p(k) = e−55k/k!,
with graph sizes N = 500, 1000, 2000 (from left to right).
happens because for a given loop density the number of graphs one can create by ”leaving
triangles aside” in small clusters is larger than the number of graphs one can create by
embedding them in the graph in a noninteracting way. While we have no way of proving
this assertion rigorously we have a lot of numerical experiments to support this claim.
We measured the interaction between loops in samples of (3.4) using r(A) as defined in
(3.8). The empirical value of r(α) = 〈r(A)〉 was measured in all the numerical experiments
listed in Table 3.1. For values of α > α1(N) we increase the number of attempted edge
swaps per link by factor ten, that is waiting times of 2 · 105 a.e.s.p.l. and 2 · 104 a.e.s.p.l.
in between samples. In all the experiments we observe the same behavior as the two cases
shown in Figure 3.5. First, an initial phase of 〈r(A)〉 ∼ 3, describing noninteracting loops,
followed by a sudden drop to 〈r(A)〉 = rmin(N) < 1, interacting loops. The value of α
where this sudden drop occurs is what we have defined to be α1(N), the graph has become
clustered in order to achieve the desired loop density. This point coincides precisely with
the point where (3.9) stops working, which can be seen clearly in Figure 3.1.
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When increasing the system size N, it is clear that the initial part of the curves tends
to flatten to a plateau at r = 3. This is consistent with the fact that equation (3.9),
which very accurately describes the loop density in this regime, was derived assuming an
underlying Poissonian distribution of triangles. The Poissonian distribution in this case
was derived in [5] assuming that triangles are noninteracting, .
The remaining question is how do the other two values, α1(N) and rmin(N), behave
with N .
We can distinguish the following possibilities for rmin(N)
1. limN→∞ rmin(N) = r
∗ > 0.
2. limN→∞ rmin(N) = 0 .
Given that for a finite graph r(A) is always lower bounded by r = 6/(q2 − q), the second
option is only a possibility for unbounded graphs.
For α1(N) we have the following possibilities, with the different physical implications.
1. limN→∞ α1(N) = ∞, in this case asymptotically the loop density vanishes for all
values of α.
2. limN→∞ α1(N) = α
∗ > 0. There is a first order phase transition at α∗.
3. limN→∞ α1(N) = 0. Besides α = 0, all α values have a finite density loop density,
m(α) > 0.
We have made the distinction between bounded and unbounded distributions precisely
because we believe that the behavior of these quantities might not be the same for the two
cases. As can already be seen in the bound r(A) ≥ 6/(q2−q), if q is growing with N , then
it is possible for r to approach 0 indefinitely, contrary to the bounded case. This fact can
already be appreciated in Figure 3.5, for the exponentially distributed degree distribution
it is possible to see that 〈r(A)〉 reaches a lower value for larger N.
For the case of bounded distributions the maximum degree q asymptotically ensures
there are enough nodes to create cliques that will achieve the desired loop density, see
for example Figure 3.3. If the desired loop density is higher then it will just be realized
with cliques of the next degree in descending order. For unbounded degree distributions
this picture is not the same, since one cannot guarantee the abundance of such cliques,
therefore the observed topology seems to remain connected for a longer regime in α, what
we have denominated the clustered regime.
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Figure 3.6: Plots of m against rescaled variable γ = α − [2(q + 1)]−1 logN , showing the
collapse of the second (shattering) transition point for different system sizes, predicted
by (3.29). Left: p(k) = 12δk3 +
1





sizes were N = 200, 300, 400, 500, 750, from bottom to top. Error bars are omitted to
reduce cluttering. Right: close-up in the neighbourhood of the shattering transition, for
p(k) = 12δk3 +
1
2δk7, for system sizes N = 200, 300, 400 (from bottom to top). Here the
error bars correspond to average plus/minus one standard deviation.
In the following subsection we show that some theory for the case bounded degree
distributions can be developed.
3.4.1 Description for bounded degree distributions
As we mentioned before, numerical simulations suggest the need to include the statistics
of the cliques formed by nodes of maximum degree. We denote by Kq(A) the number of
fully connected cliques of q+1 nodes. We now denote by T (A) the triangles not in cliques
of degree q. We can then decompose the total number of 3-loops in the following way,
Tr(A3) = 6T (A) + (q + 1)q(q − 1)Kq(A). (3.19)
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Our main approximation is to now assume that asymptotically T,K become independent
and that each is described by a Poisson distribution with expected values λt and λKq(N)
respectively. This means we are again assuming that the major contribution of triangles
for T (A) comes from isolated triangles, leaving all other possible structures out of this
approximation. Since isolated triangles and cliques are almost independent and rare events
in the CM, one could argue that according to the Poisson Paradigm described by Alon
and Spencer in [49], they should both be Poissonian random variables. For a similar
argument regarding loops of different length see [50]. Even if this were not the exact
asymptotic distribution, we make this choice to obtain a tractable solution to be tested
against numerical data.
PN (T,K) ∼ Poiss(T |λt)Poiss(K|λKq(N)). (3.22)














































Contrary to the regular case discussed in Chapter 5, [48], there is no established rigorous
result in literature for the expected number of cliques, λK(N), for an arbitrary p(k).
Nevertheless, there is a good idea of what the correct scaling with N should be, [51]. In
general for large N the expected number of appearances of isomorphisms of a given strictly
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and v(H) are the number of edges and nodes of H respectively. In the case of a clique of
q + 1 nodes these are, e(Kq) =
1













q(q−1)−1 · q(q2 − 1)
. (3.25)
We have included the factor q(q2 − 1) in the denominator for convenience. With this we














We identify in this expression two contributions. The first term corresponds to the
density due to isolated triangles at low density. We denote this by mt(α). The second term
corresponds to the contribution of triangles present in the previously described cliques,
we denote as mK(α). We note that it is naturally bounded since the number of cliques of
q + 1 nodes is bounded as well. This gives,
mK(α) =
 1Nd cqeq(q
2−1)α if α ≤ α2(N)
p(q)q(q − 1) if α ≥ α2(N)
. (3.27)
Where d = 12q(q − 1). It is convenient to define the shattering transition as the point
where all the cliques of degree q have appeared. This automatically gives us an estimate













This result depends on the degree distribution p(k) explicitly through q and p(q), but
also implicitly through cq that is a function of the whole distribution. Note that, given
that we do not know cq, we can not test the accuracy of this prediction. For the case of
regular graphs it was possible and it was very accurate as shown in Figure 5.4 Chapter
5. Nevertheless, we can do other validity tests. Equation (3.26) predicts a collapse of the











q+1 e6γ γ ≤ γ1(N)
cqe
q(q2−1)γ for γ1(N) ≤ γ ≤ γ2(N)
. (3.29)
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Even though sampling very precisely in the clustering regime is very hard given that the
waiting time of the MCMC algorithm is very large, overall the curves collapse nicely, as
can be seen in Figure 3.6. We stress that close to the transition waiting times were so long
that points on the steep part of the left panel on Figure 3.6 were probably not equilibrated
for system sizes N ≥ 1000. For this reason we show on the right panel that for system sizes
N = 200, 300, 400 we do see an almost perfect collapse of the curves. In spite of stronger
finite size effects, only for these small sizes was it possible to have more confidence in the
equilibration of the MCMC algorithm so close to the transition. The predicted slope of
1
2(q+1) for α2(N) in (3.28) was also tested. Results are presented in Table 3.2. We find
a very good agreement for the bimodal degree distributions. For distributions u(k) and
v(k) the prediction is close enough to the predicted value 0.83, but the observed value
of 0.10(1) in both cases is actually closer to what we would observe with q = 4. This is
consistent with the fact that for this particular distributions both degrees have a similar
density and k = 4 is more abundant in the case of v(k).
With this estimate (3.28) for α2(N) we can also write down an upper bound on the
loop density achieved in the connected regime,





(k2/c− 1)3(p(q)q(q − 1)/cq)
6
q(q2−1) . (3.30)
This value corresponds to the loop density that would be reached if the contribution of
cliques were not present. Given that cliques appear before, it is impossible to reach this
density mu in the connected phase. Even though cq is an unknown quantity we can
conclude that this number vanishes when N → ∞, this is consistent with the numerical
experiments, as can be seen in Figure 3.7. The results are very good for the chosen bimodal
degree distributions, p(k) = bim(k|3, q). In Figure 3.7 we can see the accurate prediction
of two things. First, if we look at the last value of the loop density before the steep jump
into the clustered phase we can see that this value actually scales with N as predicted
by (3.30). Second, the end value of the jump at α2(N) coincides with the prediction
p(q)q(q − 1) as indicated by the dotted dashed line on Figure 3.7.
As a final comment, we point out that the Poissonian assumption of (3.22) implies that
the shattering transition is of an entropic nature. Given that probability distributions in
a uniform model as the CM are essentially proportional to the number of graphs with a
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Table 3.2: Comparison of the slope of α2(N) plotted against logN , as measuerd from data
in Figure 3.7, versus the theoretically predicted value [2(q + 1)]−1 of (3.28). The degree
distributions bim(k|a, b), u(k) and v(k) are defined as in Table 1.
p(k) bim(k|3, 5) bim(k|3, 7) bim(k|3, 9) u(k) v(k)
theory 0.083̄ 0.0625 0.05 0.083̄ 0.083̄
simulation 0.079(5) 0.066(2) 0.057(3) 0.10(1) 0.10(1)




# of graphs with degree sequence k and T isolated triangles
# of graphs with degree sequence k and K q-regular cliques
. (3.31)
If we fixed the loop density to any arbitrary value m∗ < p(q)q(q − 1) it can be achieved
























This means that no matter how small m∗ is, for a large enough system there will always
be more graphs that achieve it via cliques than via isolated triangles.
3.5 Discussion
In this chapter we have presented a random graph ensemble were samples are both sparse
and loopy. Even though ensemble (3.4) can be regarded as the simplest random loopy
graph ensemble, we can see that it has quite nontrivial behavior. While one would hope
for a smooth and easy controllability of the loop density we see that in fact there are very
special nontrivial regimes of α and surprisingly a very strong influence of the number of
nodes in the graphs, i.e. the system size.
We hope that with appropriate care this ensemble could be used as a null model of
loopy networks by practitioners of network science. Assume there is a real network A0
one wants to compare with random samples having the same loop density m(A0). We







































































Figure 3.7: Top: scatter plots of triangle density m shown versus system size N . The
width of the markers is proportional to the number of connected components. Top left:
p(k) = bim(k|3, 7), with dashed-dotted line corresponding to the prediction p(q)q(q−1) of
(3.26). The observed slope of −0.64(5) is consistent with the predicted −0.625 of (3.30).
Top right: p(k) = PL(k), and inset p(k) = exp(k|5). Here solid lines are only guides to
the eye. Bottom left: linear/log plot of α2(N) versus N from simulation data. Dotted
line shows linear fit in good agreement with theoretical prediction (3.28), see Table 3.2.
Bottom right: conjectured phase diagram of the ensemble (3.4), in the (m,N) plane.
propose that the following steps should be taken:
1. Calculate the properties of your initial graph: k(A0),m(A0), r(A0), n(A0).
2. Sample from (3.4) and vary α until one finds the value α∗ that makes loop den-
sities match, m(α∗) = m(A0). A good initial guess might be the value α0 =
1
6 log(m(A0)N/(k
2/c− 1)3) but it is not necessary the case if α1(N) < α0.
3. Once loop densities are matched, compare the other properties.
• If n(α∗) ≈ n(A0) and r(α∗) ≈ r(A0), then (3.4) is a suitable null model for A0.
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• If n(α∗) and n(A0) or r(α∗) and r(A0) are different, it means that A0 is still
extremely atypical in (3.4) and thus it is not a suitable null model.
Even if all observables match, it still could be the case that waiting times of the MCMC
are very large. For graphs of more than a thousand nodes it could take days or more to
get well mixed samples on fast multi-core computers. This just shows how the applied
network scientist should be cautious when applying tools like edge swapping without a
proper theory previously developed.
To summarize, we present our conjectured phase diagram in Figure 3.7 (d). With
an exact solution for (3.6) one could find analytic expressions for the phase boundaries
shown in Figure 3.7 (d). The main lessons are that the same loop densities may have very
different topologies for different systems sizes, and that sampling anywhere outside the
connected regime takes a very long time, potentially days or weeks for large graphs, even
on fast multi-core machines. We conjecture that for any model any desired loop density
eventually falls in the disconnected regime as N grows. For the case of bounded degree
distributions with Np(q) >> q + 1 the clustered region practically vanishes.
There are many directions to pursue further research, ranging from practical to the-
oretical. From a rigorous point of view it would be interesting to see how to prove or
disprove any of the assertions made in this work, that is extending rigorous results of CM
beyond uniform models. Additionally, longer and more extensive simulations should be
made to try to determine the exact dependence with N of α1(N) and α2(N), especially to
find out if there is indeed a transition without scaling parameters for unbounded degree
distributions.
The enormous waiting times seem to be due in part to the fact that in the clustered and
disconnected phases many loops have to broken in a row to get rid of certain structures
like cliques. Given that this is unlikely, an alternative MCMC with moves that involve
more edges rather than only 2 could be studied, in order to speed up the algorithm and
let it explore more quickly the graph space.
Finally, there are many interesting questions about the spectral properties of (3.4) to
discover. First, in [48] an analytic expression for the spectral density was found for the
case of regular graphs in the connected regime. The generalization to include (3.4) is
presented in Chapter 6. The formation of clusters after the clustering transition points to
a localization transition for the eigenvectors of A. A similar observation has been made for
dense graphs in [30] where such graphs were found to have nontrivial spectral properties,
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such spectral analysis has not been done yet for the sparse case like ours.
Overall there are many open question when it comes to presenting random counter
parts of real networks. It is safe to say that they are not defined by loopiness alone. It
seems like real networks occupy a very small part of the abstract graph space. Finding
the correct properties that will make a maximum entropy ensemble sample from a pool
of realistically looking graphs is still an open problem. An alternative is to impose a
constraint on the full set of eigenvalues of the adjacency matrix, in this way all loop lengths
would be controlled simultaneously. This full spectral constraint has been discussed in [47,
48, 52] and will be treated in the following part of the thesis.
Part II




New spectral methods for random
graphs and random matrices
4.1 Motivation
In the previous chapters we have given a general idea of how a degree constrained ensemble
of random graphs with a bias with respect to the number of triangles behaves. Besides the
fact that the number of triangles is controllable it is also safe to say that the topology is not.
While an ensemble like (3.4) might be useful to model certain types of graphs with many
noninteracting triangles or where triangles cluster together, it is not useful for lattice like
ensembles. In Chapter 2 we have observed in numerical experiments similar behavior when
one biases with respect to other geometric figures, like squares for example. The picture
is very similar to the one with triangles. At first squares will appear in a noninteracting
way until suddenly graphs with many disconnected fully connected bipartite graphs will
appear, as shown in [6]. These are the analogue of the cliques when one biases squares
instead of triangles. We already described the simplest possible case for the 2-regular
graphs, and we expect a very similar picture for other degree distributions. For arbitrary
degree distributions there is no easy analytic way of working with loop counters such as
n`(A). Instead we need to introduce the notion of closed paths of arbitrary length `. A
path of length ` on a graph is a sequence of `+ 1 pairwise connected nodes. A closed path
starts and ends in the same node. Loops are closed paths without repetition of nodes,
except for the first and the last node. The formula for the total number of closed paths
69
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of a given length in a graph A is, apart from a simple overcounting factor,
Tr(A`) = # of closed paths of length `. (4.1)














This is close to a generalization of the random graph ensemble (2.1) from Chapter
2, the main difference is that here we have a bias for each trace rather than for each
loop length. That is, Tr(A`) = 2`n`(A) + . . . For example, biasing Tr(A
5) will also favor
triangles as they also contribute to that trace. This is because Tr(A`) counts the number of
all the possible closed paths of length `, including backtracking and self intersecting ones.
Nevertheless, in general we can say we are biasing loops of lengths up to K. Given the
phenomenology we have observed in previous sections, we can conjecture that controlling
a finite number of moments will eventually lead to a graph shattering for large enough
system sizes. This motivates the idea of defining an ensemble that controls all the loop














In order to make it practically possible to assign an infinite amount of biases we use the
fact that traces of matrix A can be expressed in terms of its eigenvalues, which in turn can
be expressed as integrals over the spectral density of the matrix A. This is only possible













Given that Tr(A`) for ` = 0, 1, 2 are constants equal to N , 0,
∑N
i=1 ki respectively, we
can add α0,1,2 without changing the measure (4.3). Therefore, if we can find a function
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Figure 4.1: Both plots compare two spectral densities between graphs with the same de-
gree distribution but different topological properties. The left plot shows the comparison
between the asymptotic spectral distribution of a 4-regular graph (blue) and a 2 dimen-
sional lattice (orange). The right compares a configuration model (blue) with a graph
with a core-periphery structure (orange).
%̂(µ) such that %̂(µ) =
∑∞
`=0 α`µ

























This corresponds to the maximum entropy ensemble subject to a hard constraint on the
degree sequence and soft constraints on the values of the spectral density at each point.
For this reason we will speak of %̂ as the functional Lagrange parameter, it induces a bias
for each value of µ.
Note that even though we motivated this definition from a topological feature such
as the number of closed paths, we have arrived at an ensemble that can be interpreted
by itself. That is, we can think of (4.5) as an ensemble where we are biasing certain
points or regions of the spectrum to have more or fewer eigenvalues. While it is hard
to picture intuitively what effect would ensue from putting more or less eigenvalues in a
certain region, it clearly has important nontrivial effects. We know this by looking at the
spectral distributions of certain structured matrices. For example if we compare lattices
to regular graphs of the same degree, we can see that the asymptotic spectral densities are
quite different, [46, 53]. All d−dimensional square lattices are 2d−regular graphs. The
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first difference we will see is that while the spectrum of a 2d regular graph is supported




2d− 1], the spectrum of a square lattice will be supported
in the interval [−2d, 2d]. The lattice spectra also seems to have a peaks at µ = 0. The
comparison can be seen clearly on the left panel of figure 4.1.
We find a similar situation when looking at core-periphery equitable graphs, see [41]
for details on these types of graphs. In this particular case we compare graphs with only
two degrees, 5 and 1. The core-periphery graph will be such that nodes are divided into
two groups, core and periphery. All nodes in the core will link to exactly three other
nodes in the cored and two nodes in the periphery. This gives the degree distribution
p(k) = (1/3)δk,5 + (2/3)δk,1. In the right panel of Figure 4.1 we compare the spectral
distribution of the core-periphery graph with that of a configuration model with the same
degree distribution. There is a very noticeable and clear difference, there is a massive gap
in the middle of the spectral density of the core-periphery graph.
In summary we can say that,






• The core-periphery structure created a gap in the neighborhood of µ = 0.
Given the above observations, it is natural to try to work in the inverse way: move
eigenvalues around to create interesting topological structures. While we will not pursue
this idea further in the thesis we do believe that it is an important motivation for the
study of (4.5). In [34] other loopy structures were explored showing similar effects of the
loopiness on the spectral density.
We have then arrived with the choice (4.5) at a very flexible ensemble. We can recover
simpler models by simply choosing %̂(µ) = αµ3, that would recover (3.4). We can choose
biasing just certain specific eigenvalue regions, for example we could choose just biasing
the number of eigenvalues in the interval [a, b] %̂(µ) = y[θ(µ− a)− θ(µ− b)]. This would
lead to equations similar to the ones developed in other works looking at large deviations
of eigenvalues inside a given interval, [54–58].
Dealing with an ensemble like (4.5) is clearly not a trivial analytical task. We will
present a possible approach based on the method of imaginary replicas. Although it might
not be applicable for all possible choices of %̂, it is certainly useful in many instances both
for graphs and for random matrices in general. We will show how the full formalism works
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in the following chapters for unweighted graphs with arbitrary degree distributions. For
weighted graphs simpler versions of this approach that also use imaginary replicas have
been successfully used in [54–58].
4.2 Introducing a functional approach for spectrally con-
strained ensembles
To keep this discussion more general we will introduce the following family of tilted en-
sembles for random matrices H. We will change notation from A to H to stress that this
discussion could be applied to any sort of random matrix ensemble including weighted
graphs and fully connected ensembles. Suppose we have a matrix ensemble p0(H), we can





























= 〈%(µ|H)〉p(H) . (4.7)
Where we use the notation 〈〉0 := 〈〉p0(H)
This theory is functional in nature as now the theory depends on the function %̂. The
derivative is defined as a functional derivative.
4.2.1 Transforming the ensemble into a suitable form with the Stieltjes
transform
We need to introduce a way to deal with the integral analytically, so we represent it via















Where P corresponds to the Cauchy principal value.
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ImTr(H − µεI)−1 (4.9)
Which means that we are effectively approximating the true spectral density with the
ε−smooth version of the spectral density (1.28), discussed previously in Chapter 1. Note
that while the integral would diverge if taken over the whole real line, the bound µ0 keeps
it convergent. We can then consider that at finite ε we are working with an ε ensemble,


























This formulation allows us to highlight that at finite ε > 0 the functional derivative must
be the imaginary part of an analytic function, a harmonic function, at least when the
average over p(H) is over a finite set (for example in the case of unweighted graphs).
In order to continue with the calculation we then need to work with the integral. For
that we will carry out the following manipulations in order to be able to approximate the





























































0 if x < 0
1
2 if x = 0
1 if x > 0
. (4.13)
Note that we have assumed that we can choose an interval [−µ0, µ0] to contain all eigenval-
ues. This can always be done for a fixed H, that is µ0 = µ0(H) such that I(µ0|H) = N
and I(−µ0|H) = 0.
The final transformation is to rotate the argument in the following way,
− 1
π
Im Log(µi − µε) = −
1
π




















−1 if x < 0
0 if x = 0
1 if x > 0
. (4.15)








































Note that we have been using the notation Log to represent the principal branch of
logarithm, but in this case we are changing notation to log f(z) to represent the logarithm










Where one has to specify the integration path, and the complex constants b and a. Note
that if f ′/f has no poles then it will be independent of the chosen path. In our case f ′/f
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Tr(H − zI)−1. (4.18)














Where this is only well defined when Imz > 0. Therefore we can define the logarithm





























































%̂′(µ) [−2Im logZ(µε|H)] .
(4.21)
Given that we have now mapped it to a Riemann integral we can approximate it by a

















We have intentionally made the effort to write the integral as a limit of ε and ∆ to justify
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Given that we have the identity in (4.21), if we assume that the support of p0(H) is finite,














∣∣∣∣∣ < δ. (4.24)
It is only a matter of fixing µ0 = maxH µ0(H), and then (ε,∆) = minH(ε(H),∆(H)).
The existence of these global parameters allows us to be able to confidently approxi-
mate the generating function of the original ensemble with the generating function of the






































4.2.2 The imaginary replica trick
Note that so far we have taken extreme care in only using expressions with complex





Given ε,∆ we can regard the generating function as a function of 2M complex numbers,
































This means that we want φε,∆ to be the cumulant generating function (divided by N) for
the random vector (logZ(µε|H), logZ(µε|H))µ. It is a multivariate power series where
the coefficients can be obtained by noting that taking derivatives of φε,∆ and then setting
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We will now proceed with the replica tick which consists in finding the value of this
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Our final remark regards the log in the exponent. While a log present in the exponent is
not requiring the branch to be specified, it is necessary to choose one that will be suitable
for calculations. Therefore we chose log such that the resulting function is the cumulant


























Since the function of which log is taken has no zeros there should not be any problem with

























While compact, this is still a very complicated expression, due to the presence of the
cumulant generating function. At this point one would want to proceed with the integral
through a saddle point argument. However, it is not strictly possible to do so since formally
the dimensionality should not grow with N, and in this case we are integrating over Rd×N .
Therefore it is necessary to reduce or at least fix the dimensionality in such a way that N
just becomes a parameter.
To achieve our goal we need to exploit the fact that we will be mostly working with
ensembles that do not privilege any particular node, this means that a probability of a
given matrix is invariant under permutations. This means that any appearance of ϕi will
be preceded by a
∑








We are assuming then that we can write the cumulant generating function in the following
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way,












i,ϕj ,ϕk, N) + . . .
=N
∫







dϕdϕ′dϕ′′P (ϕ)P (ϕ′)P (ϕ′′)κ3(ϕ,ϕ
′,ϕ′′, N) + . . . . (4.37)
We then proceed in the typical way by enforcing the definition (4.36) through the use
of delta distributions. In this case functional delta distributions are needed, which we
introduce by discretizing Rd into hypercubes of hypervolume ∆ϕ and introducing a Dirac



































By taking the limit ∆ϕ → 0 the above integral has formally become ill-defined, but this is
typical for field integrals of this kind. It is important to have this in mind, but ultimately
we are not constructing a rigorous mathematical proof but rather a way of calculating
observables that we will validate via numerical sampling of the ensemble. It might also
lead to correct results that can be proven later once the answer is known.












2ϕ·µϕ−iP̂ (ϕ) . (4.39)
In this form, even though the integral is infinite dimensional in nature, its structure clearly
suggest a saddle point calculation. Discarding all subleading terms in χ∗[P ] we get the
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This extremely difficult equation is a generalization of the one presented in [59], as it is
a general expression and does not assume sparsity or anything besides invariance under
node permutation and that the leading order of χ∗ is O (1).
4.2.3 Taking the imaginary replica limit for the replica symmetric ansatz
In order to continue with the calculation it is necessary to introduce a replica symmetric
ansatz. We should point out that so far replica symmetry has always been assumed without
problems when calculating spectral densities. It has been found that for the calculation of
certain higher order observables like eigenvalue correlations one does need to include an






























Where X is a diagonal matrix,
X =

x (µ1) Inµ1 0 . . . 0
0
. . . 0
0 x (µM ) InµM 0
...
... 0 x (µ1)Imµ1 0
0
. . . 0
0 . . . 0 x (µM )ImµM

. (4.43)
While in general this will only induce an even harder equation for the distribution W (X),
we just point out that when evaluating (4.40) all the terms will be functions of X as all the
moments of a Gaussian are determined by the second moments. The resulting expressions
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Note that we keep the notation µε = µ+ iε to make explicit the fact that f is a complex
function that depends on µε. This is crucial as this is what allows us to define the correct







This might seem trivial but it is highly nontrivial since, given that nµ and mµ are integers,






























































And the crucial observation is that given that both r(µ), t(µ) are integers, its derivative
in (4.49) should be 0 or a δ function. But it cannot be a δ function because at finite ε > 0
the functional derivative should generate imaginary parts of analytic functions, as pointed
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out before in (4.10). Therefore it makes sense to keep only the first term for consistency.
Our conjecture is then that the condition (4.46) defines the replica symmetric solution
in a unique way without having to worry about the issues with analytic continuation.
Although unlikely, it could be that f alone is not the correct function that gives the
correct analytic derivative. This sort of issue has never been observed and is the main
reason why it is rarely discussed. If it were the case that (4.46) gave the wrong answer
then our conjecture is that the following recipe is the correct one for the replica limit.
In summary, our conjecture is,


















Where loga f(µε) means taking the branch such that
d
dµ loga f(µε) is an analytic
function of µε.
With this conjecture, (4.40) can be calculated and the functional derivative can be calcu-












Note that we can also analyze the traditional replica limit in this light and conjecture






= loga f(µε) such that
d
dµ
loga f(µε) is analytic (4.52)
So far all authors using the replica method for spectral densities of finitely connected
graphs have worked with this choice, either consciously or unconsciously.
4.3 Discussion
We have shown a way to solve analytically a functional ensemble that allows to calculate
the following two different objects in a unified way.
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1. The generating function for a particular model when evaluating the generating func-
tion for a specific %̂(µ), for example %̂(µ) = αµ3
2. The average spectral density for that model when substituting the specific %̂(µ) in
the functional derivative δφ[%̂]/δ%̂(µ)
In the subsequent chapters we will work out the theory for the particular case where


















Along the way we have also clarified certain doubts on what is the correct way to take
the imaginary replica limit and what it means. Although it had not really been an issue
in literature so far, in Chapter 6 we will show certain expressions where it is necessary
to choose the correct branch by hand or otherwise get incorrect results, see the discussion
below (6.49).
The biggest question for this general approach is how much one can deviate from the
original untilted ensemble p0(H). Looking at equation (4.41) we can see that it heavily
depends on χ∗[P ] which only depends on p0(H) and not on %̂, the dependence on %̂ is
recovered when taking the replica limit for the saddle point equation itself. But it could
be that the initial use χ∗[P ] has left out valuable contributions. For the case of (4.53) and
%̂(µ) = αµ3 this will not be so.
Chapter 5
Imaginary replica analysis of loopy
regular random graphs
In this chapter we introduce a random graph ensemble of random regular graphs with
a spectral constraint. In order to work with it we use the imaginary replica trick. The
regularity of the degree distribution will allow for an exact solution of the theory up to
O (1/N).
5.1 Definitions
We study ensembles of simple nondirected N -node regular graphs with degree q. Each
graph is defined by its symmetric N × N adjacency matrix A, with entries Aij = 1 if
nodes i and j are connected, and Aij = 0 otherwise (Aii = 0 for all i). The formula for
the total number of closed paths of a given length in a graph A is, apart from a simple
overcounting factor,
Tr(A`) = # of closed paths of length `. (5.1)
It follows from the relation Tr(A`) = N
∫
dµ%(µ|A)µ`. that controlling the numbers of
closed paths of all lengths ` in random graphs is equivalent to controlling the moments of
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where µi(A) is the i-th eigenvalue of A.
In exponential spectrally constrained ensembles [47], the graph probabilities p(A) on
the set G of simple nondirected N -node graphs are determined by maximising the Shannon
entropy S[p] = −
∑
A∈G p(A) log p(A), subject to prescribed values of all degrees and a

























Here %̂(µ) is a functional Lagrange multiplier. By construction, (5.3) defines the most
unbiased ensemble of q-regular nondirected graphs with a prescribed adjacency matrix
spectrum. We write averages over (5.3) as 〈f(A)〉 =
∑
A∈G p(A)f(A). The expected




, φ[%̂] = N−1 logZ[%̂]. (5.5)
Our main interest is in finding an analytical expression for the expected density %(µ) in
terms of the functional Lagrange parameter %̂(µ).
For the simple choice %̂(µ) = αµ3 we recover from (5.3) the model of [27], in which the

























3). The generating function associated with (5.6) is φ(α) = N−1 logZ(α).
From m(α) = ∂φ(α)/∂α = N−1〈Tr(A3)〉 follows the average clustering coefficient
〈C(A)〉 = m(α)/q(q − 1). For q = 2 one can compute φ(α) using standard combinatorics
[27], for both α = O (1) and α = O (logN). For arbitrary q, the expected loop density
m(α) always vanishes for N → ∞ if α = O (1). As in [27], one could rescale α with a
factor logN . While this could give an asymptotic theory with finite loop densities, we will
find that it would not be a useful network model for applications.
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5.2 Evaluation of the generating function
5.2.1 Imaginary replica approach
We note that all q-regular graphs of size N have identical probabilities in an Erdös-Renyi



































Upon using the Edwards-Jones formula [36] for %(µ|A), writing the integral over eigenval-
ues as
∫
dµ . . . = lim∆→0 ∆
∑
µ . . ., and after some modest manipulations, the key quantity
in this expression can be written as follows, with infinitely many imaginary replicas (two
for each eigenvalueµ, nµ and mµ):
eN
∫
























One initially takes nµ,mµ ∈ N, in order to perform the calculation, followed by analytic
continuation to the relevant imaginary values. In its above form, (5.9) appeared first in
[47, 52], but similar formulae involving limits of replica dimensions to non-zero values
have been introduced in different contexts, in particular when counting the number of
eigenvalues in certain intervals for random matrix ensembles, see e.g. [54–58, 61, 62]. We













































. To simplify our notation we





















and the following d×d diagonal matrix µ, in which µ ∈ {µ1, . . . , µM} and In denotes the
n dimensional identity matrix:
µ =

µ1εInµ1 0 . . . 0
0
. . . 0
0 µMεInµM 0
...
... 0 µ1εImµ1 0
0
. . . 0
0 . . . 0 µMεImµM

. (5.14)
Here M denotes the number of µ-values in the discretized eigenvalue integral, so M →∞











The above definitions, together with the integral form of the Kronecker delta, δnm =
(2π)−1
∫ π
−πdω exp[iω(n−m)], enable us to compute the generating function (5.8) following
[47], which in turn is reminiscent of previous spectral calculations for sparse random graphs
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Since we intend to compute finite size spectrum fluctuations, in expanding the logarithm












































We now introduce the order parameter





δ(ϕ−ϕi)δ(ω − ωi) (5.18)
We enforce it by inserting the following functional integral, obtained by writing delta func-























DPDP̂ eNS[P,P̂ ] +O( 1
N2
), (5.20)
































It was shown in [63] how this type of integral can be reduced to an integral over a single

























































Finally, following [64] we may use the following identity1:
Tr(T`) = (q−1)`[Tr(M`)−1] + (−1)` (5.27)
with M(ϕ,ϕ′) = r[W0(ϕ)]U1(ϕ,ϕ











Expression (5.28) was originally presented in [63], and we have indeed chosen our nota-
tion at the start deliberately to emphasize and exploit the similarity. However, although
identical in structure, the present formula (5.28) differs from the one in [63] in the under-
lying definitions of the fields ϕ, the dot product ϕ ·ϕ′ and the function ν(ϕ), which here
all involve the full eigenvalue spectrum and describe our present controlled non-uniform
measures over the space of graphs.
5.2.2 Replica symmetric solution
In order to continue, we assume that the order parameter W0(ϕ) is replica symmetric
(RS), i.e. invariant under all permutations of all replicas (noting that in the present
problem we have a separate replica index for each eigenvalue µ, and that W0(ϕ) is not a
normalized distribution). The RS assumption is necessary to carry on with the calculation
formally. For the present type of spectral calculations, RS has in the past always shown
accurate results, [39, 54, 55, 57, 58, 61–63]. Many of these RS analyses reproduced
1The proof of this interesting identity follows directly from the operator properties MB = BM = B2 =
I, where M(ϕ,ϕ′) = r[W0(ϕ)]U1(ϕ,ϕ
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rigorous expressions for both the asymptotic spectral density, [46, 65], and the finite
size fluctuations, [66]. The need to break replica symmetry has only been observed so
far when calculating higher order objects like average correlations of eigenvalues in [62],
therefore we do not see a need to consider replica symmetry breaking at this stage to get
exact results. To represent W0(ϕ) in a RS way we choose a superposition of zero mean
complex Gaussian distributions, following [37, 39] where it was shown that this family of
distributions is appropriate and natural for a quadratic interaction among the variables
ϕ, such as in (5.10). The exactness of our final results will validate this specific choice a



























where X ∈ Rd×d is a diagonal matrix with the following structure:
X =

x (µ1) Inµ1 0 . . . 0
0
. . . 0
0 x (µM ) InµM 0
...
... 0 x (µ1)Imµ1 0
0
. . . 0
0 . . . 0 x (µM )ImµM

. (5.31)
Expression (5.30) is indeed invariant under all permutations of replica indices with any
fixed value of µ, that is {φµ,1, . . . , φµ,nµ} and {ψµ,1, . . . , ψµ,mµ}. The new RS order pa-
rameter is the distribution W (X), where each X is specified by M complex numbers
x(µ). Hence the integration in (5.13) is over the real and imaginary part of each x(µ), so
dX =
∏
µ d Re[x(µ)]d Im[x(µ)]. For (5.29) to be well defined, we must restrict all x(µ) to
have Im x(µ) < 0. We may assume that
∫
dX W (X) = 1, since possible non-normalization
of W0 is reflected in the inclusion in (5.30) of a constant C.
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Insertion of our RS ansatz (5.30) into the full order parameter equation (5.23) shows, using
































C2 = Zq−1/Zq. (5.35)








The above RS order parameter equations (5.33,5.34) have one specific simple solution,
namely the delta distribution W (X) = δ(X−X?), in which the entries of X? satisfy




Of the two possible solutions of this equation we must choose the one with Im x(µ) < 0:






















and hence also C2 = Z(X?)/Z(X?−(X?)−1). The kernel M which appears in the generating
function (5.28) will now have the following entries:
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Where Z(µε|A?`,µ) denotes the original complex Gaussian integral defined in (5.10), and
A?`,µ is now the `× ` adjacency matrix of a loop of length ` in the presence of a complex





= δk,k′+1 + δk,k′−1 +
2−q
x?(µ)
δkk′ (with k mod `). (5.44)
Substituting (5.36) and (5.44) into expression (5.28) for the generating function, followed





















5.2.3 Imaginary replica limits
At this stage we can safely take the three limits defined in (5.15). For this we follow the

































In particular, application to f(µ) = [2π/ix?(µ)]
1
2 and to f(µ) = Z(µε|A?`,µ) gives






Im log x?(µ) (5.48)
















































` log x?(µ)+2 logZ(µε|A?`,µ)
]
. (5.50)
Since δφ[%̂]/δ%̂(µ) = 〈%(µ|A)〉, the first line of (5.50) is the generator of the asymptotic
spectrum in the limit N →∞, whereas the second line will give us the O (1/N) finite size
corrections to the spectrum. In C.3 we show that, upon taking the limit ε→ 0, the factor
inside the curly brackets in the first line indeed works out to be exactly the Kesten-McKay














This shows that, for regular graphs, the deformation of the measure in the ensemble (5.6)
does not alter the resulting spectrum in leading order, but in sub-leading order O(N−1).
In regular graphs, the Lagrange parameter %̂(µ) apparently needs to be rescaled further
with N to induce a spectrum that in leading order differs from (5.51), similar to what was
found in [27].
Having simplified the first line of (5.50) to
∫
dµ %̂(µ)%0(µ), we now work out further




















We can evaluate the second term in the exponent using the eigenvalues λk = 2 cos(2πk/`)
of the adjacency matrix Aij = δi,j+1 + δi,j−1 (mod `) of a length-` loop, and the identity





























































With the above simplifications we can write both the leading two orders in N of the
generating function φ[%̂] and of the resulting average spectrum %(µ) = δφ[%̂]/δ%̂(µ) for our
ensemble (5.3), for Lagrange parameters %̂(µ) = O(1), in the following transparent form,






































The first and leading order term %0 corresponds to the Kesten-McKay law, as was
explained before. The second term is the so called loop series. It is a sum over loop
lengths ` (hence it starts at ` = 3), and it need not always be convergent, but this has
been shown not to necessarily pose problems [63, 64, 68]. The coefficient (q− 1)`/2`
in each term of the series is exactly the asymptotic expected number of loops of finite
length ` inside a random regular graph [69]. It is amazing that this number can be
recovered with a replica calculation just by carefully calculating the sub-leading order in
1/N , and leads to an intuitive interpretation of (5.55). In our present ensemble (5.3),
the number of loops of a given length is given by the usual number found in random
regular graphs, multiplied by a factor that depends on the spectral Lagrange parameter
%̂(µ), being exp(`
∫
dµ %̂(µ) ddµ [g`(µ)−h(µ)]). This means that the number of loops of each
length ` can be either increased or decreased depending of the choice of %̂. The correction
to the Kesten-McKay spectrum formula due to the appearance of a single loop of length `
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will be given by ` ddµ [g`(µ)−h(µ)], as discussed in [63, 64]. Given that the effect of the loops
is additive in (5.55), we must expect that these spectral corrections come from isolated
and well separated loops in the graph. In sections 4.2 and 4.4 we verify this interpretation
with numerical simulations. When tuning the number of loops of length ` individually,
we observe precisely that the plot of ` ddµ [g`(µ) − h(µ)] scales as described in (5.55). The
case where many loops appear that are not isolated from each other is discussed in section
4.3, here indeed it is necessary to add more terms. We wish to point out that, while a
cavity approach could account for the presence of loops, it would not be able to provide
information on their average number in an ensemble such as (5.3). The imaginary replica
approach presented here, in contrast, has simultaneously provided for the ensemble (5.3)
both the spectrum formula and the expected number of loops.
5.2.4 Remaining integrals over eigenvalues
In our present theory we have an as yet arbitrary functional Lagrange parameter %̂(µ)
which controls the dependence of the graph probabilities on their expected spectra. In







While expressions (5.52,5.53) for h(µ) and g`(µ) will turn out useful in establishing links
with previous research in a subsequent section, here we will continue the further evaluation
of J`[%̂] using the earlier forms
h(µ) = − 1
π
























































Chapter 5 Imaginary replica analysis of loopy regular random graphs 97





















In this expression we recognize the generating function of the Chebyshev polynomials Tn(t)















Tn(t)Tm(t) = δnm(1 + δm0) (5.62)
as well as
Tn(cos(θ)) = cos(nθ), Tn(−t) = (−1)nTn(t). (5.63)
The first five Chebyshev polynomials are [70]:
T0(t) = 1, T1(t) = t, T2(t) = 2t
2 − 1,
T3(t) = 4t
3 − 3t, T4(t) = 8t4 − 8t2 + 1.
(5.64)










2 for |x| < 1 (5.65)
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We next use dx?(µ)/dµ = −ix?(µ)/
√

























































If µ2 < 4(q−1) one has |x?(µ)|2 = q− 1 and
√
4(q−1)−µ2 ∈ [0,∞). For µ2 > 4(q−1), on
the other hand, we have x?(µ) ∈ IR and
√
4(q−1)−µ2 is purely imaginary. We also note













= (−1)n(q−1)n/2 Tn(t). (5.69)













































The above result shows that the Chebyshev polynomials form the natural basis in terms of
which to express the functional Lagrange parameter %̂(µ), and is inserted into our spectrum
formula (5.55) to give
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It is instructive to work out J`[%̂] for ` ≥ 3 and some simple choices of %̂(µ):
• %̂(µ) = µ3:
This choice corresponds to random regular graphs in which the number of triangles
is controlled. We use t3 = 14T3(t) +
3
























δ3,p` = 2δ`3. (5.72)
• %̂(µ) = µ4:
This choice corresponds to random regular graphs in which the number of squares




























δ4,p` = 2δ`4. (5.73)
5.3 Applications of the general theory
5.3.1 Recovering previous results as a test
Upon making the trivial choice %̂(µ) = 0 we return to the conventional ensembles with uni-
form probabilities, and our equations (5.54,5.55) recover the natural spectrum fluctuations
of random regular graphs, as previously studied in detail in [66] and with the traditional
replica method (where n→ 0) in [63]:
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This series was summed in [63], and we can connect the result of the summation, in the
notation of [63], directly to the theory developed in the present chapter as follows:



















gc(µ) = −1/x?(µ), (5.77)
K(g) = (q−1)g + q(q−1)g2 + (q−1)2g4. (5.78)
Here h(µ) and x?(µ) are given in (5.52) and (5.38), respectively.
As a second test we can make the special choices q = 2 and %̂(µ) = αµ3, resulting in
the ensemble that was studied in Chapter 2, [27], via direct combinatorics, i.e. without
the replica method. This particular model represents the simplest solvable non-uniform
random graph ensemble with tuneability of the frequency of short loops. First, by setting


































Upon inserting also %̂(µ) = αµ3 into (5.55) we need the values of
∫












) = 2δ`3 + 8δ`1 (5.82)
With this the ensemble spectrum becomes
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q = 3 q = 5
µ µ
δ%(µ)
Figure 5.1: Average spectral densities for q-regular graphs sampled from (5.6). We show
the rescaled finite size deviations from the standard Kersten-McKay formula %0(µ), by
plotting δ%(µ) = N [%(µ) − %0(µ)] = %1(µ) + %̃1(µ). Left panel: q = 3, N = 1000 and
α = 0.416, giving average clustering coefficient 〈C(A)〉 = 0.016. Right figure: q = 5,
N = 2000 and α = 0.431, giving average clustering coefficient 〈C(A)〉 = 0.02. Each
marker shows the average spectral density contribution obtained from 200 histograms of
samples of (5.6), generated with an appropriate MCMC process, and error bars indicate
± one standard deviation. The dotted line shows the theoretical prediction (5.85,5.87),
and circles show the density prediction computed for exactly the eigenvalue bins that were
also used for the histograms of the simulation samples.
and for the triangle density m(α) =
∫
dµ %(µ)µ3 we obtain
m(α) = N−1e6α (5.84)
These results are indeed identical to those derived combinatorially in [27].
5.3.2 Triangularly constrained regular graph ensemble with arbitrary
degree
We proceed to apply the general theory developed in the previous section to the graph
ensemble (5.6) with controlled numbers of triangles, i.e. with %̂(µ) = αµ3, but now for
arbitrary values of the degree q where the direct combinatorial approach of [27] is no longer
possible. We can start directly by inserting (5.72) into (5.71), upon adding the control
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parameter α, giving



























Here %1(µ) is the function (5.75) that already appeared in the spectrum of the non-
deformed ensembles of [63], and for which we can use the resummation (5.76). The impact
of controlling the graph probabilities (5.6) with a nonzero Lagrange parameter %̂(µ) = αµ3
is fully concentrated in %̃1(µ). We next insert our earlier expressions for g`(µ) and h(µ)










































The results of testing this prediction against numerical simulations are shown in Figure
5.1, and reveal excellent agreement. In the simulations we sampled numerically from (5.6)
with an edge swap based Markov Chain Monte Carlo algorithm (MCMC) with nontrivial
acceptance probabilities. Edge swaps are accepted or rejected depending on the change
in the number of loops and on the change in the possible number of possible swaps.
This corrects for entropic effects, see e.g. [9] or [6]. Since we work with a system of
finite size N , our predictions refer to the average eigenvalue density, not to the density
of individual graph instances. The error bars in Figure 5.1 are computed following 10
different initialization seeds of the MCMC algorithm, consisting of distinct regular graphs
sampled uniformly with a configuration model algorithm. Following each initialization, 20
samples were taken, separated in algorithmic time by ∼ 103 accepted MCMC swaps per
link in the graph.
We can also calculate the expected triangle density m(α) =
∫
dµ %(µ)µ3 for the en-
semble (5.6). It is easier to do this by integrating over (5.71) rather than via (5.85,5.87),
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(q − 1)3e6α + o( 1
N
). (5.88)
This formula gives very accurate results for α values up to a certain point, defined as
α1(N) in the next section. This can be seen very clearly in figures 5.2 and 5.4, where we
test its predictions for ensembles (5.6) with q = 3. Since m(α) represents an ensemble
average, we compare (5.88) against the average loop density over multiple graphs drawn




m). Figures 5.2 and 5.4 show averages and
standard deviations of the estimator m̂(α), for 50 different small samples sampled during
MCMC simulations, separated in algorithmic time by ∼ 103 swaps per link (in order to
ensure independence of the M samples).
We have developed a theory that quantifies the O (1/N) effects on the eigenvalue
spectrum of probability deformations in ensembles of the general family (5.3), in which
loops can be induced via the functional Lagrange parameter %̂(µ), and we applied our
results to a specific member (5.6) of this family. As mentioned before, the theory implicitly
assumes that loops inside the graph are far away from each other. As the control parameter
α in (5.6) is increased for fixed system size N , we must therefore expect the behaviour of
the ensemble to start deviating from the predictions (5.85,5.87,5.88) as soon as the loops
start to interact. This can indeed be seen in figure 5.2. As α increases the clustering
coefficient starts deviating from (5.88), which is shown as a dashed line. Mathematically,
one can explain the deviations from (5.88) as the emergence of higher order corrections to
the saddle point approximation, O (N−γ) with γ > 1, that were not incorporated into the
replica calculation. These would account for the presence of loops that are not isolated
from each other. The accuracy of (5.85,5.87) and (5.88) suggests that calculating higher
order corrections in the replica calculation would improve our predictions, but this would
require of course a much more complicated calculation. In the next section we will explore
what happens as we keep increasing α beyond the validity of our replica calculation.
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Figure 5.2: Plot of the clustering coefficient C(A) versus α. Circles show results from
MCMC sampling with N = 1000, q = 3 (average plus/minus one standard deviation).
Solid line: predicted values computed from the theory (5.88), via 〈C(A)〉 = m(α)/q(q−
1). We also show separately the two distinct contributions to the theoretical prediction,
viz. 〈C(A)〉T (those from disconnected triangles, dashed line) and 〈C(A)〉K (those from
triangles in cliques, dotted dashed line). Typical graph examples generated within each α
regime are shown in Figure 5.3.
5.3.3 Phases of the ensemble and the shattering transition
We will now give a qualitative picture of the behaviour of the ensemble (5.6) for all values
of α ∈ [0,∞). We will focus on q ≥ 3, since the case q = 2 was already covered in Chapter
2, [27]. A similar discussion is already included in Chapter 3, nevertheless this one is
specific to the regular case as the availability of more exact expressions and less possible
subgraphs makes it special. In MCMC simulations one observes three distinct regimes,
which are not phases in a rigorous thermodynamic sense, but size dependent ranges of α
values that exhibit qualitatively different phenomenology:
• Small α: connected phase
The triangle promoting probability bias in the ensemble introduces isolated loops
embedded in the giant component. Here the analysis of the previous section should
apply, as is confirmed in figures 5.2 and 5.4 for different values of q. Indeed one
observes only small deviations from (5.88), as one approaches the next phase.
• Intermediate α: partially connected phase




connected phase partially connected phase disconnected phase
Figure 5.3: Three typical 3-regular graphs, of size N = 1000, sampled numerically via
MCMC from the canonical ensemble (5.6). The value of the tuning parameter α increases
from left to right, and each graph shown is generated from one of the three distinct phases
defined in Figure 5.2.
Edges can now be part of more than one triangle, and the graphs contain an increas-
ing number of cliques of q +1 nodes, denoted by Kq+1. The triangle density and
hence the clustering coefficient grow considerably faster than in the previous phase,
increasingly so for larger degrees q.
• Large α: disconnected phase
Here the graphs break down completely into large collections of those cliques that
had started to appear in the previous phase. The resulting configurations correspond
to q regular graphs with the maximum possible number of triangles. In analogy with
physics, we call these ground states.
We label the transition points between the phases α1(N) and α2(N), see figure 5.2. Both
α1(N) and α2(N) grow logarithmically with N . We refer to the transition from connected
to partially connected as the shattering transition to highlight its topological nature. In
figure 5.3 we show typical graphs sampled via MCMC in the three phases.
In order to complement the previous distinctions with quantitative estimates, we will
present the results from Chapter 3 for the specific case of regular graphs. The generating
function φ(α), (3.23, and the loop density m(α), (3.17) using an Poissonian approximation
for the distribution of triangles in cliques. For regular graphs both expected values are
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Figure 5.4: In this figure we show the agreement between the clustering coefficients
predicted by (5.91), with lines, and the values measured MCMC simulations (markers,
showing average plus/minus one standard deviation) with N = 1000. Full details on the
number of samples generated and their separation in MCMC edge swaps are given in the
main text. These results confirm that (5.91) captures the essence of the phenomenology
of the ensemble.













See C.4 for details.






αq(q2−1) − λt − λK + logNq
]
. (5.90)















The first term coincides with formula (5.88) from the previous section. The second term
in (5.91) represents the impact of cliques, and, according to figure 5.4, accounts for most
of the deviations from (5.88). In spite of our approximation of only accounting for isolated
loops and isolated cliques, the resulting description is seen to give very good agreement
with simulations for the whole range of α values.
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As one might expect, the MCMC sampling algorithm slows down as it approaches the
ground state. While we will not carry out a detailed dynamical analysis, we will mention
the MCMC process slows down considerably precisely in the partially connected phase.
To obtain good (i.e. sufficiently independent) samples even close to the ground state, we
increased the number of accepted swaps per link in between samples beyond α1(N) to
values in the range of 104 − 105 accepted swaps per link. We also increased considerably
the waiting time before the first sample to ∼ 108 accepted swaps per link, to allow the
system to escape from possible metastable states.
Expression (5.91) has a clear interpretation: the expected number of subgraphs of the
types T and K are boosted independently when increasing α, each with an exponential
factor in accordance with the model (5.6). This already provides an explanation for the
phases described previously. If we denote by mt(α) and mK(α) the first and second term
of (5.91), then we can describe the phases in terms of the relation between these two terms.
• Small α: connected phase
Here we have mt(α)  mK(α). Even though cliques Kq+1 may be present, their
probability is too small to be relevant.
• Intermediate α: partially connected phase
Here mK(α) becomes significant. We may define the onset α1(N) of the partially
connected phase to be the point where mK(α) = ηmt(α) for some finite η ∈ (0, 1).
Here we chose η = 1/10, which was found appropriate in the ranges q ≤ 6 and



















• Large α: disconnected phase
Here the contribution from mK(α) dominates, and the whole graph is made of dis-
connected cliques. The critical value α2(N) marking the start of this phase is defined
by the instance where m(α2(N)) = q(q−1), i.e. where the maximum possible density
of loops is achieved. We can replace m(α2(N)) by mK(α2(N)) since the contribution
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Figure 5.5: The upper bound Cmax on the tuneable level of clustering within the giant
component, for graphs from the ensemble (5.6), plotted against the graph size N . This
is shown for different degrees of the regular random graphs. Values for clustering above
the lines cannot be achieved in the connected phase, but would require the formation of
isolated cliques.
Even though mK(α) in (5.91) has a higher power of 1/N compared to mK(α), the prefactor
of α for mK(α) is higher in the exponential, viz. (q+1)q(q−2) > 6 for q ≥ 3. This means
that for any N , the clique contribution mK(α) will always grow faster with α than mt(α),
which implies it will always surpass it for large enough α. We do not claim that graphs
will only be made either of isolated loops in a giant component, but only that knowing
the behaviour of the two quantities mt(α) and mK(α) appears sufficient to understand
the overall behaviour of the loopy ensemble (5.6).
Let us briefly discuss the potential practical utility of (5.6) in light of the previous
results. Our ensemble is the maximally unbiased random graph ensemble over regular
graphs that satisfies the condition of having a particular clustering coefficient C. In order
to achieve one’s desired value of C it is only necessary to find the appropriate α(C) by
solving C = C(α) = m(α)/q(q−1) using (5.91). However, if one’s interest is in using (5.6)
as a null model for real networks with link clustering, the presence of cliques is undesirable.
If we aim to generate graphs with a single component and a nontrivial number of loops,
we need to stay in the connected phase. Moreover, in this phase we have a very accurate
control of m(α) and the spectral density through (5.85). We conclude that (5.6) can be a
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While the shattering transition occurs at α = α1(N), the finite size nature of the problem
makes it possible that some cliques appear already somewhat earlier. However, it is clear
from Figure 5.2 that an upper bound to the level of clustering achievable without cliques
is given by Cmax = CT (α2(N)), the contribution to clustering from disconnected triangles
at the transition point to the disconnected phase. Values C ≥ Cmax are impossible to
achieve in the ensemble (5.6) without triangles appearing outside the giant component,
and additional constraints would have to be introduced into the model to prevent the
formation of isolated cliques. This dependence on N of the hard upper bound, shown also





CT (α2(N)) = 0. (5.95)
Hence for very large sizes, N  1, even very small clustering coefficients are not accessible
in the connected regime. This can be understood intuitively as an entropic effect as
discussed in Chapter 3, see Appendix B.
5.3.4 Other ensembles
So far we have focused specifically on the ensemble (5.6) as the simplest nontrivial instance
of the more general family (5.5), suitable for testing limits and for developing further our
intuition for the phenomenology of ‘loopy’ random graph ensembles. However, we have
the more general results (5.70,5.71), applicable to any functional Lagrange parameter %̂[µ],
with the key integral expressed as an expansion in Chebyshev polynomials. We will now
turn to other choices for %̂[µ].
Our first choice is %̂[µ] = αµ3 + βµ4, which generalizes the ensemble (5.6) in that we
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Figure 5.6: Average spectral densities for more complicated spectrally constrained q-
regular graph ensembles. As before we show the rescaled finite size deviations from the
Kesten-MacKay law δ%(µ) = N [%(µ)− %0(µ)]. Left: results for the ensemble (5.98), with
q = 3, N = 2000, and α = β = 0.2. Right: results for the ensemble (5.100), with
q = 3, N = 1000, and α = 0.5. Markers show the average density computed from
from histograms of samples obtained via MCMC simulations. The dotted line shows the
theoretical predictions, circles show the density prediction for the exact bins as those used
for the histograms of the numerical samples. See the main text for further details.
The calculations for this ensemble (5.96) are very similar to those carried out for (5.6),
which allows us to be brief. We have already computed the relevant integrals in (5.72,5.73),
and we can therefore immediately proceed to the spectral density:






























[g4(µ)−h(µ)] + o(N−1), (5.98)
in which the functions g`(µ) and h(µ) are given in (5.57,5.58). A comparison of the
predicted spectrum (5.98) with measurents in MCMC simulations, for N = 2000 and
α = β = 0.2, is shown in the left panel of Figure 5.6. The MCMC algorithm used was
similar to the one described before, but now they also require monitoring the evolution
of Tr(A4) (in addition to Tr(A3)), as both appear in the move acceptance probabilities.
In each run 100 samples were generated from each initial seed, after a burn-in (waiting
time) of ∼ 103 swaps per link. Error bars give the standard deviation corresponding to
fluctuations between 10 different initial seeds, so that a total of 1000 graphs were averaged.
As in the previous case, we recover the results from [27] when setting q = 2. As one would
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expect, (5.98) is only valid in the vicinity of (α, β) = (0, 0), to avoid the emergence of
extensively many small fully connected q-regular bipartite graphlets, which maximize the
number of 4−loops around a node.
Our second alternative choice for %̂[µ] is the following block function, which introduces
a bias in the graph probabilities depending on the number of eigenvalues inside the interval
[−1, 1]:
%̂(µ) = α θ(1− |µ|). (5.99)
Now we have N
∫
dµ %̂(µ)%(µ|A) = αI(A|[−1, 1]), where I(A|[−1, 1]) denotes the num-
ber of eigenvalues of A inside the interval [−1, 1]. In contrast to powers of µ, under-
standing intuitively the topological effects of the choice (5.99) is not straightforward,
notwithstanding the clear nontrivial effect on the observed spectrum. In this case we have
J`[%̂] = α
∫
dµ θ[1−|µ|] ddµ [g`(µ)−h(µ)] 6= 0 for all `, so we introduce a (sufficiently large)
cutoff L in the summation of (5.71). Since |J`[%̂]|  1 we set this integral to zero for
` > L, as was done previously in [64], leaving the truncation




















in which the integrals can be worked out in more explicit form, as we did for the previous
cases. In figure 5.6 (right panel) we compare the prediction (5.100) with results from
numerical MCMC samples, and observe a good agreement. We point out that generating
graph samples from the spectrally constrained ensemble (5.5, 5.99) numerically is consid-
erably more computationally expensive than for the previous models. Here, instead of
the number of triangles or squares, the number of eigenvalues inside the interval [−1, 1]
has to be monitored. This requires that the full set of eigenvalues of the graph A has
to be calculated after each edge swap, which necessitated parallel execution in multi-core
computers, to reduce CPU time to a few weeks. We seen in Figure 5.6 that the deviations
from %0(µ) are quite small, nevertheless they are nontrivial and are predicted accurately.
To measure spectra at this level of detail, we averaged over 104 graphs, separated during
the MCMC process by ∼ 1 swaps per link. Error bars are obtained by splitting this data
set in groups of 10.
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The above results are similar in form to the ones derived for weighted graphs in [58],
the main difference is that in [58] a second set of replicas with the traditional limit n→ 0 is
introduced to get the spectrum. It is interesting to see that with the functional formalism
(5.5) both the observable
∫
dµ %̂(µ)%(µ) and the spectrum %(µ) itself are calculated at the
same time.
5.4 Discussion
In this chapter we have extended and applied an analytic approach for describing con-
strained maximum entropy ensembles of finitely connected random loopy graphs of large
but finite size. We focused on regular random graphs with soft constrained adjacency ma-
trix eigenvalue spectra. We were able to develop a general theory describing the O (1/N)
contributions to the expected eigenvalue spectrum, through the use of an infinite number
of replica indices taking values in the imaginary axis [47], and building on techniques from
earlier studies such as [39, 58, 63, 64].
The simplest nontrivial spectrally constrained ensembles are those in which the spectral
constraint reduces to a soft constraint on the number of triangles. We quantified the
behaviour of such systems, which following [27] we have come to regard as the ‘harmonic
oscillators’ of loopy graph ensembles, and showed how they allow for fine tuning of their
average clustering coefficients. A limitation on their use as null models for regular graphs
with nontrivial clustering is that there is a maximum achievable clustering coefficient,
whose value depends on the size of the graph, beyond which the ensemble undergoes
a transition into a new phase, where high clustering levels are achieved by the graph
fracturing into extensively many disconnected cliques. We presented a precise analytic
estimate for an upper bound on the maximum clustering coefficient that is achievable
without fracturing of the graph. We also showed how the general theory applies to other
spectrally constrained ensembles, such as those where both the number of triangles and
the number of squares are controlled, and to ensembles where the spectral constraint
reduces to a count of the number of adjacency matrix eigenvalues in a given interval.
We carried out numerical simulations via MCMC processes based on edge swaps with
nontrivial acceptance probabilities, which are themselves generally nontrivial in view of
the need to recompute eigenvalue spectra after each accepted move. In comparing triangle
counts and spectra, we found excellent agreement between the theoretical predictions and
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the MCMC measurements in all cases, provided we remain in the parameter regime where
higher orders in N of the generating function are not yet important.
The most natural generalization of the presently studied family of models would be
to extend the imaginary replica approach to sparse graphs with an arbitrary degree dis-
tribution p(k). This is done in the next chapter. In addition, controlling larger finite
loop lengths, in the same way as in [27], could be explored. As an example we could set
%̂(µ) = αµ5, which would introduce a bias for the closed paths of length 5. The spectral
calculation upon making this modification would only be a matter of calculating J5[%̂].
Our analysis in section 4.3 relies on splitting the number of loops among different possi-
ble subgraphs favoured by the bias. Since the statistical properties of these subgraphs in
uniform RRG’s is detailed in [71], it is possible to develop a similar approximation as in
(5.90). The range of validity of this approximation is yet to be tested numerically, but
we anticipate a quick transition into a disconnected phase. Work in both this direction is
currently being explored by the author.
In addition, it would be interesting to explore further the possibility of controlling
short loops in finitely connected graphs without this being realized microscopically by
such graphs fracturing into extensively many disconnected graphlets, even at high loop
densities. This would seem to require more complicated choices of the functional Lagrange
parameter %̂(µ) than the ones studied so far, possibly including choices that scale differently
with N . Also further research in this direction is currently being explored by the author.
Chapter 6
Imaginary replicas for graphs with
arbitrary degree distribution
In this chapter, we present the extension of the previous case of regular graphs to the case
of graphs with arbitrary degree distribution. We assume the degree sequence of the graph
{ki}i=1,...,N is a sample of a given degree distribution p(k). We will only require the first
and second moments of this distribution to be finite to develop our theory.
In the previous chapter the solution of the problem was reduced to solving the dis-
tributional equation for W (X), (5.33). In that case the solution was a δ-distribution,
W (X) = δ(X − X∗), where X∗ could be written out explicitly in terms of µε. For an
arbitrary degree distribution the solution is typically much more complicated, and to this
day no analytical solutions have been found for this type of equation, nevertheless it is
possible to approach it numerically with a variation of the population dynamics algorithm.
We show how we can recover previously developed theory for the uniform case and also
get nontrivial results for %̂(µ) = αµ3.
6.1 The model
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=%(µ) = 〈%(µ|A)〉p(A) (6.2)
In the same way as in the previous chapter we change the sum over graphs in the
generating function to an expected value over the ER ensemble with the same average



















To calculate the generating function we use the same discretization of the integral and
replica trick described in the previous chapter. All definitions from the previous chapter
follow directly, see equations (5.9)-(5.15). The main difference being the non-uniformity






























DPDP̂ eNS[P,P̂ ] +O( 1
N2
), (6.5)



































The main difference now comes in the appearance of the degree distribution p(k), which
assumes that N is large enough for the empirical degree sequence 1N
∑
i δk,ki to be well
approximated by p(k). The path forward with the calculation is the same, one needs to
introduce the Fourier components of P (ϕ, ω) and P̂ (ϕ, ω) w.r.t. ω, and integrate most of
Chapter 6 Imaginary replicas for graphs with arbitrary degree distribution 116
them out. In Appendix D we prove that it can be converted into the following integral


























































To perform the integral we approximate it using the saddle point approximation, in-




















Where W0(ϕ) satisfies the saddle point equation
δS0
δW
[W0] = 0. (6.10)
















The two subleading terms in (6.9) correspond to the subleading terms of the exponent
and to the logarithm of the determinant of the Hessian operator of S0 evaluated at W0,
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As in the previous case it can actually be written down in terms of auxiliary operators of
the following three auxiliary operators, T,M,B.





























′) = 1, so we can





























with the identity log det(A) = Tr log(A). It turns out the S1[W0] terms cancel with some
of the first terms of the log series. Contrary to the regular degree case, the operators M
and B do not commute, MB 6= BM. Therefore no further simplification can be done at
this moment before introducing replica symmetry.
6.1.1 Replica symmetric ansatz
We introduce the same replica symmetric (RS) ansatz as before, a superposition of Gaus-
sian distributions with complex diagonal covariance matrix −iX−1.






























where we now have to solve for W (X), this is a distribution of diagonal matrices. The
matrices have the same structure as in the previous chapter,
X =

x (µ1) Inµ1 0 . . . 0
0
. . . 0
0 x (µM ) InµM 0
...
... 0 x (µ1)Imµ1 0
0
. . . 0
0 . . . 0 x (µM )ImµM

. (6.16)
Therefore the distribution W (X) is over the elements of the diagonal, {x(µi)}i=1,...,M . The



































Note that the matrix δ function can be seen simply as a product over deltas for the diagonal
entries. Since each diagonal entry is a complex number, the deltas are acting over the
real and imaginary parts. In order for (6.15) to be well defined the complex numbers x(µ)
should have a positive imaginary part, that is x(µ) ∈ H(−) where H(−) = {z ∈ C|Im z < 0}.
Therefore the limit ε → 0 should only be taken at the very end, to be sure that our
Chapter 6 Imaginary replicas for graphs with arbitrary degree distribution 119
expressions are well defined.




























It is also convenient to introduce the following effective degree distribution, we can see it


















Using the fact that Zk = CkZk we can rewrite the generating function under the RS ansatz

















































and used the identity proven in Appendix D.
C−2 =
∫
dXdX′W (X)W (X′)K(X,X′). (6.23)
In order to calculate the subleading contributions we only need to calculate two types of
traces, pure products of M, that is Tr(M`), and of products of M with insertions of B’s,
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such as Tr(M3B2M5B6). Their exact expressions can be found in Appendix D. To avoid
unnecessary repetition we will only show them in the main text after taking the imaginary
replica limit
6.1.2 Imaginary replica limit



























In the limit ∆→ 0 (M →∞) we recover the integral over µ. This means that our theory
becomes functional in form. That is we will now look for a distribution over the space of







dRe[x(µ)]dIm[x(µ)] and W (X)→W [x]. (6.25)
We can then write down the saddle point equation as a distributional equation for the








































Note that these equations are very reminiscent of equations derived for graphs sampled
from the configuration model, [39]. Nevertheless they have several key differences:
• The unknown is a distribution over functions, x(µ), and not over a finite number
of complex numbers. Specifically, W [x] is a distribution over curves in the complex
lower-half plane, that is functions x : [−µ0, µ0] ⊆ R→ H(−).
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• The effective degree distribution is not simply p(k)k/c, it is tilted with a factor
Zk−1/Zk.
• The distribution fk−1[x] is also weighted with an extra factor eA[x].
Similar equations with the extra weight fact have also been observed for weighted graphs in
[54–56, 58], but without the functional nature. Before discussing possible ways of solving,
we will finish writing down all the elements of the theory.



































Here we have included all the previously ignored constant (w.r.t %̂) terms in a single term
φ̃0(N). As we mentioned before, all the subleading terms can be written in terms of just
two types of traces. It turns our that they both have a very clear interpretation and
pictorial representation, as it was already hinted at the previous chapter. All the traces
coming from expanding the order ` term, Tr[(M−B)`, correspond to subgraphs of ` edges.
The pure traces of M, Tr(M`), correspond to loops of length ` embedded in a graph,
where the degree of each node is drawn with probability distribution p̃(k), (6.19). The




correspond to embedded chains, one for each B.

















































Figure 6.1: Pictorial representation of elements containing only M in the series in (6.27).
Each node of the loop has degree kp sampled form p̃(kp). Each node is connected to two
other nodes in the loop and receives kp − 2 fields of value −1/x(µ) from the rest of the
graph, for this reason they are sampled from W [x].
Where we have defined A∗`,µ to be the family of adjacency matrices of a ring of length `
with complex fields µ+ xp(µ) on the diagonal.
(A∗`,µ)p,p′ = δp,p′−1 + δp,p′+1 + (µ+ xp(µ))δp,p′ (with p mod `). (6.29)
Note that since the distribution of xp is distributed according to fkp−2[xp] this means
that in the diagonal there are kp− 2 fields with values −(x(µ))−1 distributed according to
W [x]. This has a natural interpretation as an isolated embedded ring receiving ”messages”
from an infinite tree-like graph with degree distribution p(k). See Figure 6.1. This points
towards a possible cavity derivation of this expression.
It is very important to notice that ddµg`(µ|{xp(µ)}p=1,...,`) looks like the EJ formula
(1.30) for a finite `×`matrix A∗`,µ, but it is not. The reason being that in this case we have a
different matrix A∗`,µ for each value of µ. This means that
d
dµg`(µ) is typically a continuous
function and not a discrete sum of δ’s. In the previous chapter there was only one g`(µ)
and it was shown to be a continuous function, examples of ddµg`(µ|{xp(µ)}p=1,...,`)’s can
be seen in Figure 6.4.
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In this case C∗`+1,µ corresponds to an embedded open chain of length ` (with ` + 1
nodes), with k − 2 complex fields in the inner nodes, and k − 1 fields on the first and last
nodes.
C∗`+1,µ = δp,p′−1 + δp,p′+1 + (µ+ xp(µ))δp,p′ . (6.32)
Similarly to g`(µ) of (6.28), c`(µ) looks like the EJ formula for a single matrix but it is
actually a continuous function due to the presence of the complex fields. Examples in
Figure 6.4.
Therefore the terms Tr(
∏s
t=1 M
`t−1Bmt+1) contribute with s open chains of lengths
{`t}t=1,...,s each, and
∑s
t=1mt links (chains of length 1). See Figure 6.2 for visual repre-
sentation of this terms. Note that even though they are not connected, the endpoints of
the chains share the same degree.
All the terms in the traces can then be represented either loops as in Figure 6.1 or by
combinations of diagrams as in Figure 6.2.
























Figure 6.2: Pictorial representation of elements containing M and B in the series in (6.27).
The diagram contains ` edges and can be constructed by building a loop of length ` but
each B disconnects a new chain. Each node of the loop has degree kp sampled form p̃(kp).
Each internal node is connected to two other nodes in the chain and therefore receives
kp − 2 fields of value −1/x(µ), the end points receive kp − 1. All the fields are sampled
from W [x]. The dotted lines indicate the nodes that share the same degree value, they
do not represent edges.
6.1.3 Formula for the spectrum
Finally we show the formula for the average spectrum, it is obtained by taking the func-
tional derivative of the generating function (6.27) w.r.t %̂(µ). Given that W [x] is a station-




















































Chapter 6 Imaginary replicas for graphs with arbitrary degree distribution 125

































For the subleading terms the story is not so simple, as we cannot in general discard the
δW/δ%̂(µ) terms coming from the chain rule. Although it is possible to write an implicit
equation for this derivative starting from (6.26), we will not pursue this path. It will not
be necessary as we will show in the following section that δW/δ%̂(µ) = 0 for our case of
interest, and we will still be able to extract nontrivial results.
6.2 State of the theory and simple tests
At this point we can sum up the general state of the theory. We have developed a general
theory to calculate the generating function φ[%̂] for the spectrally constrained ensemble
(6.1) in leading order in N , the O (1) contributions, and in subleading order the O (1/N)
contributions. This theory suggest the next approach:
• Choose a function %̂ such that %̂(µ) = O (1) , such that it represents the desired
observable. For example, for a bias like αTr(A`) choose %̂(µ) = αµ`.
• Solve the saddle point equation (6.26) for this choice of %̂.
• Evaluate both O (1) and O (1/N) terms of the generating function (6.27).
• Evaluate the leading order term of the spectral density according to (6.33).
• If it is possible to calculate δW/δ%̂(µ) then it is also possible to calculate the O (1/N)
corrections to the spectral density.
It is very important to point out that this theory does not guarantee that the most





with δ < 1 exist. They would not correspond to finite size corrections due to
loops or chains as the ones described so far. While we have not observed these anomalous
finite size corrections for any of the models presented in this thesis, it is a possibility that
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should not be discarded. They have been observed in low temperature spin glass models
on random regular graphs in [72].
The only rigorous proof known to the author is for regular graphs, p(k) = δk,q, and
for the %̂(µ) = 0 case. In [66] it is proved that fluctuations are O (1/N) and that they
correspond exactly to the ones predicted by this theory, as shown in Chapter 5.
6.2.1 Solving the equations numerically
While finding a general solution of (6.26) is most likely an impossible task, it is possible to
write down an algorithm to numerically approximate its solutions with a variation of the
population dynamics algorithm, [39]. The main difference will come from the introduction
of weights due to the presence of the imaginary replicas. We have already introduced the
effective degree distribution p̃(k) in (6.19), we will see that the other part can also be
interpreted as a probability distribution, the conditional distribution of x given k > 0.








Note P (x|1) = δ(x+ µ), since A[−µ] = %̂(0).
With this we can then define a dynamical process for a population of function x(µ)
such that it should converge to a population distributed according to W [x] in (6.26).
The weighted population dynamics algorithm for the functional equation (6.26) is the
following one:
1. Choose a finite interval [−µ0, µ0] and divide in to M − 1 equal intervals of length
∆ = 2µ0/(M − 1). Denote by {µi}i=1,...,M the edges of such intervals. Also choose
a small regularization parameter 0 < ε << 1 and a maximum degree q0.
2. Create a random population of L complex vectors with positive imaginary part of
complex dimension M . That is {~xa}a=1,...,L with ~xa ∈ HM(−), where H(−) = {z ∈
C|Imz < 0}. They constitute the discrete approximation of a sample from W [x].
Averages are calculated empirically over the population,
∫ ∏̀
p=1
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Integrals are calculated in this way inspired by the integration by parts theorem for
Stieltjes integrals, [73]. In this way we avoid taking a numerical derivative of the
noisy object g(x(µ)) and take them instead of the known function f(µ).
3. Calculate Zk−1 and Zk for k such that p(k)k > 0 and k ≤ q0 by averaging empirically
eA[x].
4. Draw a degree k according to p̃(k) = p(k)kc
Zk−1
Zk .
5. Choose k−1 elements at random from {~xa}a=1,...,L and calculate a new ~x according
to x(µ) = −µε +
∑k−1
`=1 1/x`(µ).
6. Calculate w = eA[x]/Zk−1. Replace bwc elements from {~xa}a=1,...,L with ~x. Replace
an additional random element with probability w − bwc. Where bac denotes the
floor function.
7. Repeat steps 3. to 6. T times until equilibration.
Once one has a large population of {~xa}a=1,...,L, any observable can be calculated with
the same prescription as in point 2.
This algorithm is an adaptation of the one presented in [55] for a similar family of
random matrices. In that case the functional formalism was not used but it also contained
imaginary replicas. For this reason similar equations with weights were obtained, therefore
the authors of [55] proposed the weighted population dynamics algorithm.
We include the algorithm for completeness, but as a matter of fact for the purpose
of this work it will not be necessary to use it as it turns out the trivial solutions (those
with %̂ = 0) are enough for the cases studied here. This was shown analytically for regular
graphs in Chapter 5.
6.2.2 Test of the leading order with %̂(µ) = 0
As a first test for the theory we will recover the theory for the spectral density of random
graphs with an specified degree distribution sample uniformly, [39]. This is achieved by
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In order to link the formula for the spectrum presented here (6.33) with the one of [39]























This is exactly the equation derived in [39], with just minor convention differences.
Now we need to show the formula for the spectrum is also the same as the one in
[39]. Note that when %̂(µ) = 0 we get the following simplifications due to normalization
of W [x],
WK[x,x
′] =W [x]W [x′],
Wk[x] =fk[x]. (6.41)






If we take out of the integrals the µ derivative in (6.33) we can write everything in terms





















To proceed we need to assume that ∂∂µw(x|µ) = ∂µw(x|µ) exists. Then, we can carry out
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Here we have used the saddle point equation and the fact that
∫
dx∂µw(x|µ) = 0 due
to normalization of w(x|µ). This again is exactly the expression for the spectral density
shown in [39].
In particular this implies that we have found an analytic expression not only for
























This result is analogous to the one found in [54] for sparse graphs as well.
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Figure 6.3: Samples of W [x|0] generated with the population dynamics algorithm de-
scribed in the text. On the left panel we show example of curves x(µ) ∈ C, notice these
are not plots but they are actually the curves themselves on the complex plane. On the




dµ Im log x(µ),
of each sample with the same color.
6.3 Applying the general theory for %̂(µ) = αµ3
We now discuss the case of a triangle bias, which in spectral terms means %̂(µ) = αµ3.
In previous chapters we have studied this model at length through MCMC sampling
methods and theoretically with combinatorial arguments. Our aim is to use the developed
replica theory to recover the same O (1/N) formula for m(α) as in Chapter 3 and to
additionally provide a formula for the average spectral density on that regime. This
implies a generalization of the previous chapter.
6.3.1 The generating function for %̂(µ) = αµ3
As we showed in Chapters 2 and 3, we do not expect a bias of this kind to have any effect on
the leading order of this model. This implies that it could be that solving our functional
saddle point equation with %̂(µ) = αµ3 gave back the same solutions as if %̂(µ) = 0.
Actually looking at the structure of the saddle point equation (6.26), it is not hard to
convince oneself that solutions to the unbiased equation (6.38) should also be solutions
of (6.26). Given that it is well known that graphs sampled from the configuration model
have a symmetric spectral density asymptotically (because they have only a finite number
of loops, [5]), it is just natural to imagine the contributions of each functional message
should be symmetric as well. This can be seen in Figure 6.3 where we show typical
samples from W [x]. These are curves in the complex plane. Introducing the notation
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h(µ) = − 1π Im log x(µ), we also show
d
dµh(µ) in Figure 6.3. We can see that as expected
they are symmetric in all cases. If we introduce the notation W [x|%̂] to mean the solution







Im log x(µ) = 0
if x(µ) is a sample of W [x|0]
and %̂(µ) and odd function.
(6.46)
We have tested this claim numerically with the population dynamics algorithm described
in 6.2.1. For simplicity we chose the simplest nontrivial degree distribution, p(k) = 12(δk,3+
δk,5). For a population of L = 2 × 104 vectors, ε = 10−13, and ∆ = 0.1, we find that the






dµ%̂(µ) ddµ Im log xa(µ) = 0.001(2). Note that
(6.46) is a claim for all x(µ) sampled from W [x], the small standard deviation of the
empirical average is consistent with this fact. This also gives us an idea that our theory
with these parameters for the population dynamics has approximately that accuracy.
Knowing (6.46), we are then sure that the solution for %̂(µ) = 0 will also satisfy the
equation for %̂(µ) = αµ3. In our notation,
W [x|0] = W [x|αµ3] for all α (6.47)
Note that we have already observed this for regular graphs in the previous chapter. In that
case it was easy to prove with the exact solution which was simply a δ-function, here we
claim that it actually extends to other degree distributions p(k). As mentioned in Chapter
3, we expect this to be true at least for bounded degree distributions. For unbounded
degree distributions it is still not clear if there may perhaps be loops asymptotically for
some values of α = O (1), as discussed in (3). Nevertheless even if that were the case, it is
unlikely that these set of equations would describe the situation as we would not expect
an equation with such a strong resemblance to the cavity method to describe it. As a
simple indication, the equations found in this chapter (6.28) required the eigenvalues of
actual loops to give loopy contributions.
The amazing thing is that even though the identity (6.47) implies that the leading
order of φ[%̂(µ) = αµ3] is the same as the %̂(µ) = 0 case, the O (1/N) can be modified by
the presence of this bias, similarly to the regular case explained in the previous chapter.
Given the interpretation of g`(µ|{xp}p=1,...,`) as the spectral contribution of a loop of
length ` embedded in the graph, we expect the moments of g`(µ) to reflect the average
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Figure 6.4: Spectral contributions from loops and chains on large graphs with degree
distribution p(k) = 12(δk,3 + δk,5). On the left panel we show the average spectral contri-





, is shown separately for the four
combinations of degrees an embedded triangle can have in this case. On the right panel





, for four combinations of degrees. See (6.28) and (6.31)
for definitions.
Table 6.1: In this table we show the mean and standard deviation of a sample of 1000
different of integral (6.48) and of (6.49). For each sample a different set {(kp,xp)}p=1,...,`
and {(k,x), (kp,xp)}p=1,...,` was drawn to calculate g`(µ) and c`(µ) respectively. The digit
in parenthesis corresponds to the standard deviation and is of the order of the last digit to
its left. The incredibly small variation shows that all samples individually are very close
to the conjectured values of 2 for g3(µ) and 0 for the rest.
Integral ` = 3 ` = 4 ` = 5 ` = 6 ` = 7∫
dµµ3 ddµg`(µ) 1.995(8) 0.0010(7) -0.001(1) 0.0008(6) 0.0005(4)∫
dµµ3 ddµc`(µ) 0.0006(6) 0.0007(6) 0.0006(5) 0.0007(5) 0.0007(5)
number of closed paths around each node. Note that given that we interpret this loop
as being infinitely far away from any other loop in the graph, we do not expect to be
any other contributions into the moments from non backtracking paths from the rest of
the graph except for the loop itself. This is because the rest of the graph has a tree-like
topology. For odd `’s we observe asymmetric contributions as odd moments are related to
the number of odd loops, this is the case as can be seen in Figure 6.4. For the case of the
chain contributions, c`(µ|{x, xp}p=1,...,`) we expect all of its odd moments to vanish since
the spectra of chains are symmetric, an example in Figure 6.4.
For the specific choice of %̂(µ) = αµ3 we can then conjecture that only the terms with
g3(µ) will contribute as no other integral will be non zero. That is, we expect that for any
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when the xp’s are samples
of fkp−2[xp]
. (6.48)
Since no other term contains a loop of length 3.





c`(µ|x, {xp}p=1,...,`) = 0
when x and the xp’s are sampled
from fk−2[x] and fk−1[x] according to (6.31)
(6.49)
This has also been tested extensively numerically and the results agree. In Table 6.1
we show the empirical averages over 103 samples from the population for the integrals
for ` up to 7. Note that the statistics reported in Table 6.1 are for different draws of
{(kp,xp)}p=1,...,` and {(k,x), (kp,xp)}p=1,...,`. This is important as conjectures (6.48) and
(6.49) are for each instance in particular and not results that hold only on average. The
small standard deviations observed in Table 6.1, of at most 8× 10−3, reflect the fact that
almost all elements where in fact very close to the conjectured values.
We would like to point out that to calculate these integrals, (6.48) and (6.49), ac-
curately the correct value for g`(µ) and c`(µ) had to be used, according to definitions
(6.28) and (6.31). This means choosing the correct branch of log or otherwise getting
the incorrect value of the integral. Numerically this means calculating TrLog(A) and not
Log det(A), confirming for this case the choice discussed in Chapter 4, (4.50)
We can then evaluate the generating function by using the fact that W [x|αµ3] =
W [x|0] and that for the O (1/N) contributions (6.48) and (6.49) imply that
R({kp}p=1,...,`) =2αδ3,`
C(k, {kp}p=1,...,`) =0. (6.50)
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First we note that the generating function can be written in the following way (with
a slight abuse of notation for the functional dependence), for the case %̂(µ) = 0 all the %̂





















































Where we have used the fact that Tr(MpBq)|R`,C`=0 = (k2/c − 1)p(k2/c)q, the binomial
expansion, and the logarithm series.
We now evaluate the generating function for %̂(µ) = αµ3, that is φ[αµ3]. In this
approximation (6.27) of φ[αµ3] differs from φ[0] by only on term, the one with Tr(M3).
This is because according to (6.50), all the other terms have also have zero in the exponents.
This leads to the following familiar results,






















We have thereby recovered exactly the results (3.16) and (3.17) from Chapter 3. These
results were deduced by swapping the finite size triangle distribution of the CM with the
known Poissonian asymptotic result, found in [5]. Amazingly we have deduced the same
pair of formulae without using the rigorous result from [5], the replicas and the integrals
have done all the work for us. It is incredible how integrals can recover such precise
combinatorial results of discrete problems asymptotically, in this case the exact expected
number of triangles in an infinitely large random graph.
At this point we are amazed that the replicas recovered a previous result, validating
this formalism at least for the present problem. Much more can be done with a little
extra effort. The replica method is not only good to recover the generating function by
substituting a particular %(µ), it can also help estimate the average spectral density by
taking a functional derivative δ/δ%̂(µ), we will pursue this in the following section.
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6.3.2 Formula for the spectrum for %̂(µ) = αµ3
To calculate a formula for the average spectral density we need to take the functional
derivative w.r.t %̂(µ) of the generating function. As we have argued in the previous section,
according to (6.47) we have in this case δW/δ%̂(µ)|%̂(µ)=αµ3 = 0, therefore we only need to
look at explicit variations of the generating function w.r.t %̂. It is only a matter of looking
at how the derivatives act on the two types of traces presented.


























Where we have introduced,
WR[{(kp,xp)}p=1,...,`] =
∏`
















Note that the last equality is only valid because for %̂(µ) = αµ3 we are assuming (6.48), the






can be seen on the
left of Figure 6.4 for different degree combinations. Note that all loopy contributions come






that is also normalized. This is natural
because corrections to the leading order that is already normalized should integrate to 0.
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With,




























Here the last equalities on the second lines of (6.57) and (6.58) are only valid for this
particular case of %̂(µ) = αµ3 using (6.48) and (6.49). The first lines of (6.57) and (6.58)






can be seen in the right panel
of Figure 6.4
We can now follow a similar reasoning to the previous section, we first look at what

































We have already proven in section 6.2.2 that %0(µ) is equal to (6.43), it is the known result
for the spectral density of the CM. Contrary to (6.52), the subleading order %1(µ) in this
case we expect to be a diverging series, as is the case for regular graphs p(k) = δk,q, as
was shown in the previous chapter. While we cannot offer an analytic resummation of the
series analogous to (5.76), we can simply postulate its existence as we expect the O (1/N)
corrections to the unbiased case to be finite, %1(µ) = O (1).
Again, using (6.48) and (6.49) we can claim that for %̂(µ) = αµ3 the formula for the
spectral density differs from the %̂(µ) = 0 case only by the term with Tr(M3). This leads
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Figure 6.5: We compare theory versus numerical samples for the spectral density of loopy
graphs with degree distribution p(k) = 12(δk,3 + δk,5). On the left panel we show the
average spectral density of a sample of 10 graphs of N = 750 nodes with α = 0.35 and
m = 0.1. Orange circles correspond to the samples obtained via MCMC, the purple
dashed line corresponds to the spectral density for the unbiased CM with the same degree
distribution, %0(µ). The solid blue line corresponds to %0(µ) plus the loopy contribution
%̃1(µ). On the right panel we plot δR(µ), the scaled deviations of the CDF from R0(µ)
defined in (6.64). Orance circles correspond to the numerical samples and the solid blue




































Note this is the generalization of (5.86) to an arbitrary degree distribution.
To test this expression we sampled loopy graphs from the ensemble with the MCMC
method, choosing p(k) = 12(δk,3 + δk,5), N = 750, and α = 0.35. For this values the
expected loop density is m = 0.37 while the observed one is mMCMC = 0.36(4), one order
of magnitude than the one expected for the CM in this case, which is m0 ≈ 0.04. This has
a noticeable effect on the average spectral density, which should then be asymmetrical.
This can be observed in Figure 6.5. We observe a good agreement between simulations and
theory (6.62). In this case we are only comparing the average of 10 samples, nevertheless
the agreement is decent enough. To better show the power of the theory we show the
difference between CDF’s which are less noisy. Since all the derivatives ddµ in (6.62)
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Note we have discarded the typical fluctuations %1(µ) as they are one order of magnitude
below for this value of α as pointed out before. In Figure 6.5 a good agreement can be
seen. The differences are probably due to finite size effects of a higher order than 1/N or
to the missing terms %1(µ) not calculated.
6.4 Discussion
We have presented a general approach for spectrally constrained ensembles with a pre-
scribed degree sequence, generalizing the results of Chapter 5 for regular graphs. We
demonstrated that it recovers the previous theory for the spectral density of degree con-
strained random graphs sampled uniformly, [39], while opening the door to new extensions.
We show its validity for the nontrivial case of a triangle bias. We highlight that we were
able to recover for (6.53) both the exponential factor e6α and the prefactor 16(k
2/c− 1)3,
which corresponds to the expected number of triangles in the CM. It is very interesting
that we were able to recover a result from graph theory just by solving the integral of
the imaginary replica formalism through the saddle point approximation. Additionally we
point out we did not restrict ourselves to the conventional ER or regular cases, the result
was derived for an arbitrary degree distribution p(k). It is also interesting to observe
that with the same formalism we were able to recover both the number of loops and the
spectral contribution of each loop. A purely cavity like approach would probably be able
to calculate the contribution of a single loop, like in [22], but it would not enable one to
estimate the number of triangles, as it only deals with a particular instance and not with
an ensemble. The number of loops in graph instances has to be added by hand.
So far, finite size corrections due to loops in uniform models on sparse graphs had
only been tested for regular and ER graphs, for spin glasses, [64, 68], and for spectral
calculations on regular graphs, [63]. Actually this series of papers inspired the author’s
calculations for both this chapter and the previous one, [48]. For the case of spin systems
an scaling of the summands of the series in the O (1/N) terms was found, and thus it
was possible to evaluate the finite size corrections without calculating an extremely large
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amount of terms at an extreme computational cost. For the case of regular graph the series
is divergent but is possible to give a finite answer thanks to exact analytic expression. For
the case of an arbitrary degree distribution we would need to study how such complicated
multiple integrals over distributions behave. So far we are not aware of any work were
such a complicated diverging sum has been tamed. Nevertheless it was not necessary, as
with the triangle bias we were able to single out a contribution, Tr(M3) in this case, and
prove the formulas presented. We expect the same to be true for other kinds of bias, as
long as the effect of the bias is of larger magnitude than the natural fluctuations of the
ensemble. It would be interesting to attempt to do a resummation of a series like (6.33)
or to find an argument for a scaling behavior for large `.
The are many future directions to be explored. We aim to investigate if the theory
recovers correctly the finite size corrections for other choices of %̂(µ) and even more if there
exist %̂(µ) such that equations (6.26) describe a leading order which is different than the
one for CM. So far it seems like the integral is only taking into account tree-like structures
at leading order, nevertheless it could still include degree correlations, for example.
Another natural extension is to include weights in the graphs. This would add minor
modifications if the weights are independent and identically distributed when %̂(µ) = 0.
Such extensions have been studied for a particular case of %̂(µ) = y[θ(µ−a)− θ(µ− b)] on
weighted graphs on [55, 58]. There it was shown that indeed a bias on the leading order
could be induced and the weighted populations dynamics described in section 6.2.1 was
used successfully. This gives strong indication that at least the weighted version of this
ensemble could work at leading order for a certain family of biases %̂(µ).
Chapter 7
Conclusions and outlook
In this thesis we have explored in depth a certain family of exponential random loopy
graphs. Both theoretically and numerically. We believe that anyone who wishes to work
with ensemble (3.4) now has a very good picture of the overall behavior of this ensemble.
This should provide a good starting point for further research.
As the magnitude of the Lagrange parameter α is increased, the loopy ensemble (3.4)
has a nice controllable first regime of weakly interacting loops and then quickly transitions
into a clustered regime and eventually shatters into many small graphs. For anyone
attempting to use it as a random graph null ensemble we have provided good analytic
estimates for the first regime and a good estimate of where and why the transition occurs.
The size dependence of the phenomenology of this ensemble is quite striking. Especially its
entropic nature. It is quite counter-intuitive to note that the local moves, the edge swaps,
will produce dramatically different graphs on initial conditions where the only difference
is the number of nodes. This is an important lesson, as entropic transitions will probably
be present in other random graph ensembles.
A possible fix to the shattering transition observed for ensemble (3.4) would be to
add as an additional hard constraint the property of having only one giant component.
This would allow to explore the space of loop connected graphs for larger graph sizes.
While this would prevent the shattering transition to occur by definition, the clustering
transition might still occur early on. To prevent the clustering transition from occurring
so dramatically, one could also include a soft constraint on the interaction between loops
r(A). In order to play with these ideas numerically a careful revision of the MCMC
algorithm should be done. As we have mentioned, sampling from (3.4) requires nontrivial
acceptance probabilities, (A.5), in order to ensure correct sampling. Any modification of
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the hard constraints would require a careful revision of the MCMC algorithm as well.
As mentioned before, in light of the phenomenology of (3.4), even though less straight-
forward to analyze, the spectrally constrained ensemble (5.3) seems like a good alternative.
The functional imaginary replica approach was originally introduced to try to describe net-
works with an extensive number of loops, [47]. While we have not achieved that quite yet,
it turned out to correctly describe ensembles with a triangle bias in the weak clustering
regime. This is highly nontrivial as it was shown to be useful for modest graph sizes all the
way down to N = 750. This provides an analytical tool with which to investigate the effect
of a small amount of loopiness in processes determined by the spectral density, for example
in the spherical model [53, 74]. Even though it has only been tested so far for a triangle
bias, the enormous zoo of diagrams that emerged in the series expansion promises inter-
esting contributions with direct topological interpretability when testing different kinds
of biases. For example we could test which kind of subgraphs are favored when enforcing
nontrivial spectral biases, at least at the level of O (1/N) corrections. This could range
from biasing certain types of loops, to certain degree correlations.
Additionally, the rich structure of the solutions of the functional saddle point equation,
shown in Figure 6.3, points towards possible interesting connections with other branches
of abstract mathematics like algebraic geometry. Also, the fact that simpler theories on
weighted random graphs [55] do show effects in the leading order makes the prospect of
studying more complicated models of weighted sparse random graphs with the functional
imaginary replica method promising. It is only a matter of investigating what is the
interpretation of biasing a degree constrained model with respect to the moments of the
weighted adjacency matrix. The most interesting result would be to find correlations
between weights. We think that at least the functional approach provides a very robust
and unified way of phrasing many different ensembles in a single set of equations, including
O (1/N) corrections.
Finally, the spectrally constrained ensemble (4.5) can also be tested numerically, with-
out worrying about the analytic solution. This is a very demanding task computationally.
It requires an MCMC algorithm that diagonalizes the adjacency matrix for each proposed
edge swap, as described in section 5.3.4 of Chapter 5. As a numerical experiment, we bi-









12)]. Preliminary results do
in fact show the formation of loopy structures on a 4-regular graph 100 nodes without
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Figure 7.1: Results of sampling numerical via MCMC from (6.1 ) with a functional La-




12)] with p(k) = δk,4 and N = 100.
On the left a single graph obtained vi the MCMC showing a higher presence of squares,
i.e. not locally tree-like. On the right comparison between the average spectral density
of this ensemble (purple), 104 samples, the spectral density of a 4-regular random graph
(blue), and the spectral density of a 2 dimensional lattice (orange).
breaking it into smaller graphs. This can be seen in Figure 7.1 where we show one exam-
ple of a graph sampled from this ensemble. In this case the density of squares around each
node is 6.4, close to the value 8 for a 2 dimensional lattice but still very far from 36 which
would correspond to the shattered phase of square bias. We also show the average spectral
density obtained through the MCMC sampling compared with that of random 4-regular
graph and to that of a 2 dimensional lattice. A closer resemblance to the spectral density
of a 2 dimensional lattice could be achieved by adding further biases in a larger amount
of intervals. These preliminary results suggest that it could be a good strategy to simply
randomize a real network with edge swaps while trying to keep the same spectral density
as that of the observed network in order to generate realistic looking graphs. This shows
that it is a promising direction to develop further analytic theory of spectrally constrained
ensembles beyond the one presented in this thesis constrained to finite size corrections of
O (1/N).
Our ensemble can be generalized in many natural ways, including either loops of longer
length, degree correlations, other spectral observables, etc. Nevertheless the question
remains what properties should be included to generate more realistic looking random
networks. It is hard to imagine that there is a single observable or set of observables
that upon tuning will make the ensemble mimic real networks very accurately. In fact it
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is unlikely that such a universal ensemble exists, for the reason that real networks come
from many different contexts. Networks themselves are a projection of a more complicated
object, an abstraction or simplification of reality. It is conceivable that to generate realistic
looking graphs one needs to consider their particular field of origin.
It is safe to say the subject of random loopy graphs is far from being solved. Not
only due to the technical difficulty of tackling this problem analytically but also due to
the nontrivial behavior of such models. We hope this thesis provides important steps in
further developments of this very interesting subject.
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Appendix A
Numerical sampling of graphs via
MCMC edge swap dynamics
In order for this thesis to be self-contained, we will present a brief recap of the algorithms
described in [6, 9] used to generate the samples.










2. The allowed transitions come from a limited set Φ of elementary moves
F : ΩF ⊆ ΩM → ΩM
3. For each F ∈ Φ there exists a unique inverse F−1 that acts on the same set of graphs,
ΩF−1 = ΩF
With these conditions we will be able to define a dynamical process that will allow us to
sample effectively from ensemble (5.6). The reason we need nontrivial moves is to be sure
we respect the degree constraint, a single edge dynamics cannot achieve this. The move we
choose for this case is called an edge swap. It is done by choosing a pair of non-touching
edges and interchanging them, see Figure A.1.
We now need to define the transition probabilities. They are chosen to obey detailed
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Figure A.1: Edge swap for MCMC dynamics in the space of simple nondirected graphs.
This is the simplest type of move that leaves all degrees invariant.
balance with (5.6), W (A|A′)p∞(A′) = W (A′|A)p∞(A), as a necessary condition to satisfy














Where we use the following definitions,
Ω′ = {F ∈ Φ|∃A ∈ ΩM s. t. FA 6= A}
IF (A) =





A(FA|A) : acceptance probability of move A→ FA (A.3)
The interpretation of these transition probabilities is as follows. At each step a move is
chosen uniformly at random from all possible moves. this is done with probability 1/n(A).
After a move is chosen, it is accepted or rejected with probability A(FA|A). We fix the
value of A(FA|A) by enforcing detailed balance
(∀A ∈ Ω)(∀F ∈ Ω′) : A(FA|A)e−H(A)/n(A) = A(A|FA)e−H(FA)/n(FA) (A.4)
There are different choices that enforce this condition, but the one we take is the following


















Here we have defined an effective energy E(A) = H(A) + log n(A) to stress the fact that
the acceptance probability depends not only on the particular function H(A) but also on
the current state through n(A) for any particular ensemble. In [6] it is shown that n(A)






































The ergodicity of this process is proven in [75].
Appendix B
Entropic argument for shattering
transition
We define T and K to be the random variables corresponding to the number of isolated
triangles in a graph, T (A), and the number of cliques of degree q in a graph, Kq(A), in
the uniform configuration model respectively. Their distributions are:


























Let us assume that both T and K are Poissonian random variables.
PN (T ) =Poiss(T |λt)
QN (K) =Poiss(K|cq/Nd−1) (B.2)
We choose d − 1 for consistency with the definition in the main body of the text. Since
PN and QN are probabilities of the uniform distribution over the degree constrained A’s
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Our question is, for a given loop density, are there more graphs that realize it asymptoti-
cally through triangles or through cliques? For this we need to write down the number of















































































This means that for a fixed m and sufficiently large N there are always more graphs that
achieve such loop density by creating isolated cliques than by triangles embedded in a
larger component.
Appendix C
Appendices for the case of regular
loopy graphs
In this appendix we include additional material necessary for Chapter 5.
C.1 The functional integral
C.1.1 Transformation to Fourier components
In this Appendix we simplify expression (5.20,5.21) for our generating function φ[%̂]. We
first introduce a number of definitions to compactify our formulae. We begin by introduc-
ing the Fourier coefficients of our functional order parameters:









dω P (ϕ, ω)e−i`ω, (C.1)









P̂ (ϕ, ω)ei`ω. (C.2)
We then write S[P, P̂ ] strictly in terms of the Fourier transforms {W`(ϕ), Ŵ`(ϕ)}, noting
that ω ∈ [−π, π]. The result is
S[P, P̂ ] = S[W1, Ŵ1,W2, Ŵ2] + S0[{W`, Ŵ`}], (C.3)
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where, using the notation r = {r` ≥ 0, ` ∈ Z},





















































The integration in (5.20) can be replaced by integration over the functional Fourier com-
ponents, since (apart from an irrelevant multiplicative constant) the Jacobian of this









2π/N∆ϕ], where δ(x) is the ordinary
delta distribution, so that for any smooth F [W ] we will have:
∫




dϕ W (ϕ)Ŵ (ϕ)], (C.6)










With (A.6), integration over the Fourier components with ` = 1, 2 has become trivial:
∫ ∏
`/∈{1,2}
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dϕ W (ϕ)Ŵ (ϕ)− q
2
∫









where we used the short-hands Un(ϕ,ϕ
′) = exp(−inϕ ·ϕ′) and V (ϕ) = U1(ϕ,ϕ).
C.1.2 Gaussian functional integrals
Both S1[Ŵ ] and S2[Ŵ ] involve complex Gaussian functional integrals, of the following






































U is the matrix of discretized values U(ϕ,ϕ′). The entries of the inverse functional
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We can now work out (C.10) and (C.11), and find













dϕdϕ′ Ŵ (ϕ)U−11 (ϕ,ϕ
′)Ŵ (ϕ′)
, (C.15)



































































We transform Ŵ2(ϕ) → Ŵ2(ϕ)/N − qiV (ϕ)/2N and expand for large N , following [63].
1 This assures that φ[%̂] remains well-defined and nontrivial, and that the leading orders







































We can now integrate over Ŵ2, and with the short-hand




1Note that we could also have chosen the transformation Ŵ2(ϕ) → Ŵ2(ϕ)/
√
N − qie−iϕ·ϕ/2N , but
this would in subsequent stages of the calculation have prompted a further rescaling of Ŵ2 by
√
N .
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dϕ ν(ϕ)[−iŴ1(ϕ)]q/q!− 12 q
∫
dϕ R[Ŵ1(ϕ)]V (ϕ)+O(N−1). (C.20)
Finally we transform Ŵ1(ϕ) = i
∫
dϕ′ U1(ϕ,ϕ























































C.1.3 Leading two orders via saddle point integration
Expression (C.21) allows us in the usual manner to calculate the leading two orders in N
of the generating function, by substituting W = W0 + N
− 1
2W1, where W0 is the saddle
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What remains is to compute W0(ϕ) and Γ(ϕ,ϕ
′). Setting δS0/δW = 0, and using the











































































We could also have written the curvature in the form Γ = −qU
1




symmetric kernel T, but since we only require the determinant of Γ this would not make
a difference. Various terms in φ[%̂] can be simplified using equations (C.27,C.28). For






















dϕ r[W (ϕ)]V (ϕ). (C.32)
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two terms in this sum give, after some simple manipulations:
Tr(T) =
∫
dϕ T (ϕ,ϕ) = (q−1)
∫
dϕ r[W0(ϕ)]V (ϕ)− q, (C.34)
Tr(T2) =
∫
dϕdϕ′ T (ϕ,ϕ′)T (ϕ′,ϕ)





Thus the first two terms ` = 1, 2 precisely remove those non-constant terms in φ[%̂] that
originated from S1[W0]. This simplifies φ[%̂] to the following expression, modulo additive
constants and O(N−
3




















C.2 Replica symmetric value of the traces
Here we compute the traces Tr(M`), that appear in the generating function φ[%̂], for the





Chapter C Appendices for the case of regular loopy graphs 162
We can write the `-th trace of M as follows, with the identification ϕ`+1 ≡ ϕ1, and that
































































Here Z(µε|A?`,µ) denotes the original complex Gaussian integral defined in (5.10), and A?`,µ
is now the adjacency matrix of a loop of length ` in the presence of a complex field acting





= δk,k′+1 + δk,k′−1 +
2−q
x?(µ)
δkk′ (with k mod `). (C.39)
C.3 Recovering the Kesten-MacKay law
Here we derive expressions (5.51) and (5.52). The factor between curly brackets in the
first line of the generating function (5.50), which will give the eigenvalue spectrum for
graphs from the ensemble (5.6) in the limit N →∞, is given by the following expression,








































= 0 for any real a, and thus %0(µ) = 0. For eigenvalues µ
2 < 4(q−1), on the
other hand, we may use identities such as dArg(z)/dµ = Im(z−1dz/dµ) and dx?(µ)/dµ =


















































In the same way we derive expression (5.52) for the function h(µ):

















C.4 Expected number of subgraphs in a RRG
Here we restate and apply a result in [71] on the expected number E[J] of strictly balanced
subgraphs J with k nodes and ` edges, in a random regular graph A with N nodes and
degree q (see [71] for the precise definition of strictly balanced subgraphs, here we only
require that these include loops and cliques). This number is given by
E[J] = P (J ⊂ A) [N ]k
a(J)













Here P (J ⊂ A) is the probability of J being a subgraph of A, ji is the degree of node i
when computed only via incident links that belong to J, [r]s = r!/(r−s)!, and a(J) is the
number of automorphisms of J. For the case of a length-` loop, J = A`, we have k = `
and a(J) = 2`, and hence
E[A`] = (q − 1)`/2` (C.45)











Functional integral for arbitrary
degree distribution p(k)
In this Appendix we simplify expression (6.5,6.6) for our generating function φ[%̂].
The first part has a very strong resemblance to Appendix C.1, nevertheless the deriva-
tion is not exactly the same. We have included a different version of the calculation to
show how different choices lead to the same result. Additionally some definitions are
slightly modified to better suit the general case.
D.1 Tranformation to Fourier components
We first introduce a number of definitions to compactify our formulae. We begin by
introducing the Fourier coefficients of our functional order parameters:









dω P (ϕ, ω)e−i`ω, (D.1)









P̂ (ϕ, ω)ei`ω. (D.2)
We then write S[P, P̂ ] strictly in terms of the Fourier transforms {W`(ϕ), Ŵ`(ϕ)}, noting
that ω ∈ [−π, π]. The result is
S[P, P̂ ] = S[W1, Ŵ1,W2, Ŵ2] + S0[{W`, Ŵ`}], (D.3)
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where, using the notation r = {r` ≥ 0, ` ∈ Z},
























































The integration in (6.5) can be replaced by integration over the functional Fourier
components, in exactly the same manner as in Apppendix C.1.










With (A.6), integration over the Fourier components with ` = 1, 2 has become trivial:
∫ ∏
`/∈{1,2}


















































From experience we know that Ŵ2 will be associated with the O (1/N) fluctuations, so we
introduce the scaling Ŵ2 → Ŵ/N . This allows us to discard the r ≥ 2 in the sum over r
and to expand the logarithm. Hence (6.5) can be written as follows:
























































































The integral over Ŵ2 gives a functional delta, δ[R[Ŵ1(ϕ)] +W2(ϕ)], so the integral over
W2 becomes trivial. It is just a matter of substituting W2(ϕ) with −R[Ŵ1(ϕ)]. The










































Note that the Jacobian is precisely the determinant outside the integral,∣∣∣∣∣∂Ŵ1∂W
∣∣∣∣∣ ∝ |det (cU1)| . (D.12)
Therefore, getting rid of constants, we can rewrite our integral in the following way.































































D.2 Saddle point approximation

































































We can perform the integral by saddle point approximation. If we assume fluctuations
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we can do the following substitution,
W = W0 +
1√
N

























Denoting Γ = δ2S the Hessian of S evaluated at W0.
D.2.1 Saddle point equation
The saddle point needs to be calculated with the leading order term, that is
δS0
δW
[W0] = 0. (D.17)
















D.2.2 Hessian, the Γ operator
Evaluated at the stationary solution, W0, we can rewrite Γ in the following way.































































This expression will show its full meaning once the RS assumption is made.
D.3 Replica symmetric theory
































































These equations lead to the following saddle point action, the leading order.








dXdX′W (X)W (X′)K(X,X′). (D.23)























From W satisfying the saddle point equations we can prove the following identity,
C−2 =
∫
dXdX′W (X)W (X′)K(X,X′). (D.25)
Note it is equivalent to proving
C2
∫
dXdX′W (X)W (X′)K(X,X′) = 1. (D.26)
Which can be done by simply using the saddle point equation.
C2
∫














































For the subleading terms we first need to calculate the RS forms of r(ϕ) and B(ϕ,ψ),





































Once we have calculated these, we can then proceed to calculate the traces of the products
of operators M and B.
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Where we have defined
(A∗`,µ)p,p′ =δp,p′−1 + δp,p′+1 + (µε + xp(µ))δp,p (with p mod `). (D.31)
This expression corresponds to a loop of length ` with complex fields of value µ + xp(µ)
in the diagonal, where xp(µ) is distributed according to fkp−2[xp]. Due to the definition
of fkp−2[x], this means that each node is receiving kp − 2 ”messages” of value −1/x(µ)



















In order to understand how to write down the other elements, we will proceed by writing
out a few simpler examples before the general expression.
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C∗`+1,µ = δp,p′−1 + δp,p′+1 + (µε + xp(µ))δp,p′ . (D.35)
In this case C∗`+1,µ corresponds to an embedded open chain of length ` (with `+ 1 nodes),
with k − 2 complex fields in the inner nodes, and k − 1 fields on the first and last nodes.
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D.3.1 Imaginary replica limit of leading order terms
We now proceed to show the value of the RS expression of the previous sections once
both the imaginary replica limit and the ∆ → 0 limit are taken. Due to the RS we
get expressions where we can take the limits according to (4.46) of Chapter 4. These
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We note the following replica limits ,






Im log x(µ). (D.40)























































Note that we can define and effective degree distribution for the equations and rewrite the
















It is in this form that the weighted population dynamics algorithm presented in (6.2.1)
can be clearly understood.
D.3.2 Imaginary replica limits of subleading order terms
For the RS form of the subleading order terms it is only necessary to calculate the replica
limit of function R({kp}p=1,...,`) and C(k, {kp}p=1,...,`) since we proved in the previous
section that all the different traces can be expressed as combinations of these two functions.












































































D.3.3 Derivatives with respect to %̂(µ) in the δW/δ%̂(µ) = 0 direction.
























Where we have introduced,
WR[{(kp,xp)}p=1,...,`] =
∏`
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Where one only needs to expand the traces and substitute (D.46) and (D.48) accordingly.
