Preuves de non réalisabilité et filtrage de domaines pour les problèmes de satisfaction de contraintes : application à la confection d'horaires by Paroz, Sandrine
UNIVERSITE DE MONTREAL 
PREUVES DE NON REALISABILITE ET FILTRAGE DE DOMAINES POUR LES 
PROBLEMES DE SATISFACTION DE CONTRAINTES : APPLICATION A LA 
CONFECTION D'HORAIRES 
SANDRINE PAROZ 
DEPARTEMENT DE MATHEMATIQUES ET DE GENIE INDUSTRIEL 
ECOLE POLYTECHNIQUE DE MONTREAL 
THESE PRESENTEE EN VUE DE L'OBTENTION 
DU DIPLOME DE PHILOSOPHIC DOCTOR (Ph.D.) 
(MATHEMATIQUES DE L'INGENIEUR) 
AVRIL 2009 
© Sandrine Paroz, 2009. 
1*1 Library and Archives Canada 
Published Heritage 
Branch 
395 Wellington Street 





Patrimoine de I'edition 
395, rue Wellington 
Ottawa ON K1A0N4 
Canada 
Your file Votre reference 
ISBN: 978-0-494-49423-3 
Our file Notre reference 
ISBN: 978-0-494-49423-3 
NOTICE: 
The author has granted a non-
exclusive license allowing Library 
and Archives Canada to reproduce, 
publish, archive, preserve, conserve, 
communicate to the public by 
telecommunication or on the Internet, 
loan, distribute and sell theses 
worldwide, for commercial or non-
commercial purposes, in microform, 
paper, electronic and/or any other 
formats. 
AVIS: 
L'auteur a accorde une licence non exclusive 
permettant a la Bibliotheque et Archives 
Canada de reproduire, publier, archiver, 
sauvegarder, conserver, transmettre au public 
par telecommunication ou par Plntemet, prefer, 
distribuer et vendre des theses partout dans 
le monde, a des fins commerciales ou autres, 
sur support microforme, papier, electronique 
et/ou autres formats. 
The author retains copyright 
ownership and moral rights in 
this thesis. Neither the thesis 
nor substantial extracts from it 
may be printed or otherwise 
reproduced without the author's 
permission. 
L'auteur conserve la propriete du droit d'auteur 
et des droits moraux qui protege cette these. 
Ni la these ni des extraits substantiels de 
celle-ci ne doivent etre imprimes ou autrement 
reproduits sans son autorisation. 
In compliance with the Canadian 
Privacy Act some supporting 
forms may have been removed 
from this thesis. 
Conformement a la loi canadienne 
sur la protection de la vie privee, 
quelques formulaires secondaires 
ont ete enleves de cette these. 
While these forms may be included 
in the document page count, 
their removal does not represent 
any loss of content from the 
thesis. 
Canada 
Bien que ces formulaires 
aient inclus dans la pagination, 
il n'y aura aucun contenu manquant. 
UNIVERSITE DE MONTREAL 
ECOLE POLYTECHNIQUE DE MONTREAL 
Cette these intitulee : 
PREUVES DE NON REALISABILITE ET FILTRAGE DE DOMAINES POUR LES 
PROBLEMES DE SATISFACTION DE CONTRAINTES : APPLICATION A LA 
CONFECTION D'HORAIRES 
presentee par : PAROZ Sandrine 
en vue de l'obtention du diplome de : Philosophias Doctor 
a ete dument acceptee par le jury d'examen constitue de : 
M. SOUMIS Francois, Ph.D., president 
M. HERTZ Alain, Doct. es Sc, membre et directeur de recherche 
M. GALINIER Philippe, Doct., membre et codirecteur de recherche 
M. GENDRON Bernard, Ph.D., membre 
M. AMALDI Edoardo, Doct. es Sc, membre externe 
IV 
A mes parents 
V 
REMERCIEMENTS 
Tout d'abord je tiens a remercier mon directeur Alain Hertz pour m'avoir encouragee 
a faire cette these, pour sa disponibilite a repondre a mes questions et mes doutes et 
pour son soutien financier. Je remercie aussi mon codirecteur Philippe Galinier pour son 
financement et pour ses remises en question qui m'ont permise d'avoir un autre point de 
vue sur certains sujets. 
Merci aussi a mes collegues et ex-collegues de bureau, en particulier Christian pour 
son aide informatique et Rim pour nos petites discussions. 
Un tres grand merci a mes parents et a mon frere qui m'ont soutenue tout au long de 
mes etudes et qui m'ont encouragee a distance avec la meme intensite que si j'etais 
presente aupres d'eux. 
Finalement, un merci particulier a mon conjoint Marcel pour m'avoir aussi appuyee 
et motivee et surtout pour avoir supporte et apaise toutes mes angoisses et mon stress de 
fin de these. 
VI 
RESUME 
De nombreux problemes, theoriques ou appliques, de grande taille et tres contraints 
n'ont aucune solution qui respecte toutes les contraintes. Nous allons travailler avec des 
problemes de ce type-la et qui peuvent etre modelises comme des problemes de satis-
faction de contraintes (CSP). Nous allons particulierement nous interesser aux causes de 
la non realisabilite. En effet, il est tres interessant et tres utile de pouvoir comprendre 
la cause de la non realisabilite afin de pouvoir modifier les problemes initiaux pour les 
rendre realisables. 
Afin de faire cela, nous voulons pouvoir detecter des sous-problemes de l'instance de 
depart, plus petits, non realisables et irreductibles et qui permettent d'expliquer la non 
realisabilite du probleme original. Nous appelons de tels sous-ensembles des sous-
ensembles incoherents irreductibles de contraintes ou de variables. Comme exemple 
theorique, nous allons etudier le probleme de satisfaisabilite booleenne (probleme SAT). 
A titre d'exemple pratique, nous traiterons un probleme de fabrication d'horaires pour le 
personnel navigant aerien. En effet, dans ces cas-la, les gestionnaires qui fabriquent les 
horaires aimeraient pouvoir detecter la cause de la non realisabilite des problemes afin 
de pouvoir modifier certaines donnees pour obtenir un horaire realisable. 
D'un autre cote, pour les problemes realisables, il arrive frequemment qu'une valeur du 
domaine d'une variable soit impossible dans le sens qu'il n'existe aucune solution veri-
fiant toutes les contraintes dans laquelle la variable a cette valeur. Dans de tels cas, nous 
voulons pouvoir supprimer ces valeurs impossibles des domaines des variables. Cette 
technique est appelee le filtrage des domaines. 
Cette these a deux buts principaux. Le premier consiste a mettre en oeuvre des outils qui 
reperent automatiquement les sous-ensembles irrealisables irreductibles de contraintes 
ou de variables pour des problemes non realisables. Ces algorithmes seront adaptes pour 
vn 
deux sortes de problemes: le probleme de satisfaisabilite booleenne et un probleme de 
confection d'horaires pour le personnel navigant aerien. Le deuxieme but consiste a 
developper un algorithme de filtrage des domaines dans le cas de problemes realisables. 
Nous allons developper un tel algorithme de filtrage pour une contrainte globale de CSP 
bien definie: la contrainte SomeDifTerent. 
Comme les problemes que nous traitons sont de grande taille et tres contraints, nous util-
isons des heuristiques de recherche tabou pour effectuer la recherche de sous-ensembles 
incoherents irreductibles ou pour supprimer les valeurs impossibles des problemes orig-
inaux. Ensuite, nous utilisons des algorithmes exacts pour verifier les resultats obtenus. 
La premiere partie de la these traite de la recherche de sous-ensembles irrealisables ir-
reductibles de contraintes et de variables pour le probleme de satisfaisabilite booleenne 
communement appele probleme SAT. 
La deuxieme partie presente un algorithme de filtrage des domaines pour la contrainte 
SomeDifTerent. 
Finalement, dans la troisieme partie, nous appliquons les outils de detection de sous-
ensembles irrealisables de contraintes a des problemes de confection d'horaires pour le 
personnel navigant aerien. 
viii 
ABSTRACT 
A significant number of large and very constrained problems, be it theoretical or ap-
plied, have no solution that satisfies all the constraints. The present work focuses on 
this kind of problems that can be modeled as constraint satisfaction problems (CSP). We 
will be particularly interested in investigating the causes of impossibility of a feasible 
solution. Explaining the causes of failure to achieve a feasible solution is in fact ex-
tremely important and useful; since it may allow us to reformulate the original problem 
and transform it into a problem with a feasible solution. 
For that purpose, we wish to detect smaller, incoherent and irreducible subproblems of 
the considered infeasible problem. We will call such subsets infeasible irreducible sub-
sets (IIS) of constraints or variables. As a theoretical example, we will study the boolean 
satisfiability problem. And as a practical example, we will consider a crew scheduling 
problem, for which managers in charge of building a schedule would like to be able to 
detect the reasons of an infeasibility, in order to modify some of the constraints and ob-
tain a feasible schedule. 
On the other hand, for some of the feasible problems, it also frequently happens that 
a value in the domain of a variable is impossible in the sense that there is no solution 
verifying all the constraints in which the variable has this value. In those cases, we want 
to be able to delete these impossible values from the domains of the variables. Such a 
technique is called domain filtering and will be studied for a specific global CSP con-
straint: the SomeDifferent constraint. 
This thesis has two main goals. The first goal is to implement tools that automati-
cally detect the infeasible irreducible subsets of constraints or variables for infeasible 
problems. Such algorithms will be adapted for two problems: the boolean satisfiability 
problem and a crew scheduling problem. The second goal is to develop a domain filter-
IX 
ing algorithm for feasible problems. 
As the considered problems are very constrained and of large size, we will use tabu 
search heuristics in our algorithms to extract infeasible irreducible subsets of constraints 
or variables in infeasible problems, and to detect impossible values in the domains of the 
variables in feasible problems. Then, we will use exact algorithms to validate the results 
produced by our heuristic methods. 
The first part of the thesis focuses on the search of infeasible irreducible subsets of 
constraints and variables for the boolean satisfiability problem commonly called SAT 
problem. 
The second part of the thesis presents a domain filtering algorithm for the SomeDifferent 
constraint. 
Finally, in the third part, the detection tools of infeasible irreducible subsets of con-
straints are applied to a crew scheduling problem. 
X 
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1 
INTRODUCTION 
De nombreux problemes theoriques ou issus de la pratique peuvent etre modelises 
comme des problemes de realisabilite ayant certaines contraintes bien definies. Nous 
verrons dans la suite du texte que ces problemes sont appeles des problemes de satisfac-
tion de contraintes ou CSP (de l'anglais constraint satisfaction problems). 
Les CSP ont d'abord ete developpes dans le cadre de 1'intelligence artificielle, mais 
servent maintenant a modeliser de nombreux problemes d'optimisation. Des algorithmes 
et des logiciels ont ete developpes pour resoudre les CSP en general ou pour resoudre 
certains CSP en particulier. 
II arrive frequemment que les contraintes definissant un probleme soient non realisables, 
en ce sens qu'il n'existe aucune solution satisfaisant l'ensemble des contraintes du pro-
bleme. Dans ces cas-la, il est interessant et utile de pouvoir determiner un sous-ensemble 
de contraintes ou de variables du probleme original tel que ce sous-ensemble soit aussi 
non realisable et qu'il soit, si possible, de taille plus petite que le probleme de depart. 
Un tel sous-ensemble peut, par exemple, etre utile pour prouver la non realisabilite du 
probleme de depart ou pour savoir comment modifier le probleme initial dans le but de 
le rendre realisable (afin d'obtenir la realisabilite, la recherche d'un tel sous-ensemble 
devra peut-etre etre repetee plusieurs fois pour eliminer toutes les causes rendant le pro-
bleme non realisable). 
Par ailleurs, il arrive que lorsqu'un CSP est realisable, certaines valeurs du domaine des 
variables ne participent jamais a une solution verifiant une contrainte specifique. Dans 
de tels cas, il est interessant de developper un algorithme permettant de supprimer ces 
valeurs. 
Dans cette these, nous etudions plusieurs CSP et differentes contraintes specifiques de 
CSP. Nous presenterons des algorithmes permettant de rechercher des sous-ensembles 
2 
non realisables irreductibles pour les CSP non realisables et un algorithme peraiettant 
de supprimer les valeurs impossibles des variables pour une contrainte particuliere. 
Dans la suite de cette introduction, nous presentons de maniere informelle le contexte 
global dans lequel se situe la these et les problemes qui vont etre etudies dans la these. 
Toutes les definitions formelles seront donnees dans le chapitre 2. A la fin de cette intro-
duction, nous presentons les objectifs et la structure de la these. 
1.1 Contexte global 
Les problemes que traiterons dans cette these peuvent etre modelises comme des pro-
blemes de satisfaction de contraintes ou CSP. Ces problemes sont definis au moyen de 
variables, chaque variable ayant un domaine de valeurs admissibles, et de contraintes 
limitant les combinaisons possibles des variables. La definition formelle des CSP est 
donnee a la section 2.2. 
Nous travaillerons avec les CSP "theoriques" suivants : le probleme de satisfaisabilite 
booleenne communement appele probleme SAT (la definition formelle est donnee a la 
section 2.3), le probleme de A>coloration de graphes (definition formelle donnee a la 
section 2.1.1) et le probleme de D-coloration de graphes (definition formelle donnee a 
la section 2.1.2). Afin de rendre les definitions de CSP plus concretes, nous presenterons 
un CSP definissant un probleme reel de confection d'horaires pour le personnel navigant 
aerien. Ce probleme va pouvoir etre modelise en utilisant un CSP ou les variables sont 
les taches a effectuer et les domaines sont les employes pouvant effectuer les taches. 
Les contraintes sont de trois types : il y a des contraintes de non-chevauchement entre 
des taches ayant lieu en meme temps, des contraintes de qualifications et des contraintes 
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de charge de travail minimale et maximale pour les employes. Nous travaillerons aussi 
avec une contrainte globale de CSP : la contrainte SomeDifferent qui impose a certaines 
variables bien definies d'obtenir des valeurs distinctes. 
Quand un probleme de satisfaction de contraintes est non realisable (i.e., quand il n'est 
pas possible d'attribuer a chaque variable une valeur appartenant a son domaine de telle 
sorte que toutes les contraintes soient satisfaites), il est tres interessant et tres utile de 
pouvoir extraire un sous-ensemble de contraintes ou de variables du probleme original 
de telle sorte que le sous-probleme induit par le sous-ensemble de contraintes ou de 
variables soit aussi non realisable et qu'il soit irreductible (i.e., que si on enleve n'im-
porte quelle contrainte ou n'importe quelle variable du sous-probleme celui-ci devient 
realisable). Nous allons appeler de tels sous-ensembles des sous-ensembles incoherents 
irreductibles de contraintes ou de variables et nous utiliserons l'abreviation IIS (de l'an-
glais infeasible irreducible subset) de contraintes ou de variables. 
Dans cette these, nous allons chercher des IIS de contraintes et de variables pour le pro-
bleme SAT et des IIS de contraintes pour le probleme de confection d'horaires pour le 
personnel navigant aerien. En effet, il est tres courant que le CSP modelisant le probleme 
de confection d'horaires pour le personnel navigant aerien soit non realisable. Afin que 
la personne gestionnaire de la creation de tels horaires soit capable de modifier certaines 
contraintes ou certains domaines, nous voulons mettre en place des outils de detection 
automatique de sous-problemes incoherents minimaux. 
Quand un probleme de satisfaction de contraintes est realisable, il arrive frequemment 
que certaines valeurs des domaines des variables ne participent jamais a une solution 
satisfaisant toutes les contraintes du probleme. II est alors tres interessant de pouvoir 
supprimer ces couples variable-valeur impossibles. Nous verrons a la section 2.4.2 que 
nous appelons ceci le filtrage des domaines. Dans cette these, nous developperons un 
algorithme de filtrage pour une contrainte globale de CSP : la contrainte SomeDifferent. 
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Nous verrons au chapitre 2 que la plupart des problemes que nous traiterons dans cette 
these sont NP-difficiles ou NP-complets. Pour cette raison, nous allons utiliser des me-
thodes de recherche locale et plus particulierement Falgorithme de recherche tabou. 
Nous supposons dans cette these que le lecteur est familier avec les methodes de re-
cherche locale, mais les personnes qui veulent se rafraichir la memoire peuvent consulter 
l'annexe I a la page 260 dans laquelle sont presentees les methodes de recherche locale 
et plus particulierement Falgorithme de descente et l'algorithme de recherche tabou. 
1.2 Objectifs de cette these 
Les principaux objectifs de cette these sont les suivants. 
Nous developperons trois algorithmes de detection d'HS de contraintes ou de variables 
pour le probleme SAT et deux algorithmes de detection d'HS de contraintes pour le 
probleme de confection d'horaires pour le personnel navigant aerien. Nous utiliserons 
principalement des algorithmes de recherche tabou pour 1'implementation de tels algo-
rithmes. Dans le cas du probleme de confection d'horaires, nous presenterons aussi un 
algorithme exact permettant de verifier la non realisabilite des sous-ensembles obtenus. 
De plus, nous allons aussi mettre en oeuvre des techniques permettant de supprimer les 
couples variable-valeur impossibles pour la contrainte SomeDifferent. A nouveau, nous 
allons en partie utiliser l'algorithme de recherche tabou pour effectuer ce filtrage. Pour 
le probleme de confection d'horaires pour le personnel navigant, nous testerons si ces 
outils de filtrage permettent de gagner du temps lors de la recherche d'HS lorsque le 
filtrage est effectue avant la recherche d'HS. 
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1.3 Organisation de la these 
Nous allons maintenant decrire le plan de la these. 
Dans le deuxieme chapitre, sont presentees les definitions formelles des differentes no-
tions et des differents problemes utilises dans la these : problemes de coloration de 
graphes, problemes de satisfaction de contraintes, probleme SAT, programmation par 
contraintes, filtrage, contraintes AHDifferent et SomeDifferent et sous-ensembles inco-
herents irreductibles (IIS). 
Le troisieme chapitre est une revue de la litterature des techniques existantes de re-
cherche d'HS pour differents problemes. Premierement, sont decrites des techniques ge-
nerates existantes de detection d'HS pour les problemes de satisfaction de contraintes. 
Puis, nous decrivons des methodes existantes pour l'extraction d'HS pour le probleme de 
A;-coloration. Apres cela, nous presentons quelques methodes de resolution du probleme 
SAT et des methodes de recherche de sous-ensembles incoherents minimaux pour SAT. 
Dans le quatrieme chapitre, nous decrivons les methodes developpees par Galinier et 
Hertz [48] dans le but de trouver des sous-ensembles incoherents minimaux. Nous ex-
pliquons comment nous avons adapte ces methodes pour le probleme SAT et nous mon-
trons comment nous utilisons Falgorifhme tabou pour resoudre un probleme Max-SAT 
pondere. Des techniques permettant d'accelerer la recherche d'HS ou de trouver des IIS 
plus petits sont aussi donnees. Finalement, nous donnons de nombreux resultats experi-
mentaux pour illustrer le comportement de nos methodes sur differents types d'instances. 
Dans le chapitre 5, nous faisons une revue de la litterature de certaines methodes de 
filtrage existantes pour les contraintes globales AHDifferent et SomeDifferent et pour 
quelques autres contraintes globales de CSP. 
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Dans le sixieme chapitre, nous presentons les outils developpes pour le filtrage des va-
leurs impossibles des domaines des variables pour la contrainte SomeDifferent. Nous 
montrons comment nous avons adapte un algorithme tabou afin de pouvoir filtrer tres ra-
pidement le plus de valeurs possible et comment nous avons utilise un algorithme exact 
afin de verifier les valeurs non filtrees par l'algorithme de recherche tabou. Nous presen-
tons egalement des techniques de reduction de graphes permettant d'accelerer ce filtrage. 
Finalement, nous presentons des resultats experimentaux sur des instances provenant de 
problemes reels et sur des instances aleatoires. 
Dans le chapitre 7, nous detaillons le probleme de confection d'horaires pour le per-
sonnel navigant dans le transport aerien et presentons une revue de litterature des outils 
existants pour resoudre ce probleme. 
Dans le tantieme chapitre, nous exposons comment les outils presentes aux chapitres 
4 et 6 peuvent etre adaptes au probleme de confection d'horaires pour le personnel na-
vigant aerien. Pour cela, nous presentons comment nous avons adapte les methodes de 
recherche d'HS pour ce probleme particulier. Ensuite, nous montrons comment nous 
avons adapte un algorithme tabou pour effectuer la recherche d'HS. Afin de pouvoir ve-
rifier les IIS trouves, nous montrons comment nous avons modifie un algorithme exact 
pour la A>coloration de graphes afin de pouvoir tenir compte des contraintes supplemen-
taires de ce probleme reel, ce qui nous permet d'avoir un algorithme exact pour verifier 
les supposes IIS foumis par nos heuristiques. Finalement, nous presentons differents re-
sultats experimentaux. 
A la fin de la these, nous presenterons une discussion et une conclusion mettant en relief 




Dans ce chapitre, nous presentons les definitions formelles des differentes notions 
necessaires a la comprehension de la these ainsi que les methodes de programmation par 
contraintes. Nous commencons d'abord avec les problemes de coloration de graphes, 
puis nous presentons les problemes de satisfaction de contraintes et ensuite le probleme 
SAT de satisfaisabilite booleenne. A la section 2.4, nous presentons la programmation 
par contraintes. Ensuite, nous presentons les contraintes globales AllDifferent et Some-
Different. La derniere section de ce chapitre presente les definitions de sous-ensembles 
incoherents minimaux de contraintes et de variables. 
2.1 Problemes de coloration de graphes 
Dans cette section, nous presentons les problemes de /c-coloration de graphes et de 
D-coloration de graphes. 
2.1.1 Probleme de /c-coloration de graphes 
Dans cette section, nous presentons le probleme de /c-coloration de graphes. 
Soit G — (V, E) un graphe compose d'un ensemble de sommets V (vertices) et d'un 
ensemble d'aretes E (edges) entre certaines paires de sommets. 
La coloration des sommets d'un graphe consiste a attribuer une couleur a chaque sommet 
du graphe de telle sorte que deux sommets voisins (i.e., relies par une arete) recoivent 
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des couleurs differentes. 
Definition 2.1.1. Une k-coloration de G ,k e N, est une fonction c : V -+ {l,...,k} 
qui attribue une couleur c(v) a chaque sommet v e V. 
Definition 2.1.2. Etant donne une A;-coloration de G, une arete est en conflit si ses deux 
extremites ont la meme couleur. La couleur de ces deux sommets est aussi en conflit. 
Definition 2.1.3. Une ^-coloration de G est legale si elle n'a aucun conflit, i.e., 
c ( i ) ^ c ( j ) V ( t , j ) eE. 
Definition 2.1.4. Le nombre chromatique x(G) d'un graphe G, est le plus petit nombre 
entier k tel qu'il existe une /c-coloration legale de G (done e'est le plus petit nombre 
de couleurs dont on a besoin pour colorer legalement les sommets de G sans creer de 
conflit). 
Le graphe presente dans la Figure 2.1 peut etre colore en trois couleurs differentes 
mais pas en deux couleurs a cause du triangle abf ou du pentagone bedef. Son nombre 
chromatique est done 3. 
V 
Figure 2.1 - Graphe ayant un nombre chromatique 3. 
Le probleme consistant a determiner le nombre chromatique d'un graphe G est connu 
sous le nom de probleme de coloration des sommets d'un graphe et est un probleme NP-
difficile [55]. 
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Definition 2.1.5. Le probleme de k-coloration de graphe consiste a trouver une /c-colo-
ration legale ou a montrer qu'il n'en existe aucune. 
2.1.2 Probleme de D-coloration de graphes 
Nous considerons maintenant un probleme de coloration d'un graphe G ou chaque 
sommet v peut obtenir seulement une couleur appartenant a un domaine Dv et ou les 
domaines de tous les sommets ne sont pas forcement les memes. 
Plus formellement, soit un graphe G — (V, E) avec l'ensemble de sommets 
V = {l, . . . ,n} ayant pour domaines D = {D>i,..., Dn}, et l'ensemble d'aretes E. 
Nous dirons que Dv est Vensemble des couleurs de v et nous utiliserons la notation 
D(U) =\J Dv pour chaque U C V. 
v€U 
Definition 2.1.6. Une D-coloration de G est une fonction c : V —> D(V) qui affecte 
une couleur c(v) G Dv a chaque sommet de telle sorte que c(u) ^ c(y) pour chaque 
arete (w, v) 6 E 
Le graphe G est D-colorable si une telle affectation existe. Le probleme de coloration 
par liste consiste a determiner si un graphe G, ayant les ensembles de couleurs D, est 
D-colorable. C'est un probleme NP-complet, meme s'il est restreint aux graphes d'in-
tervalles [21] ou aux graphes bipartis [79]. 
Un exemple de probleme de £>-coloration est presente dans la Figure 2.2. Les couleurs 
appartenant au domaine de chaque sommet sont indiquees au-dessus des sommets entre 
accolades. Ainsi, Da = {1,2}, Db = {1}, Dc = {1,3}, Dd = {2,3}, De - {1,2} 
et Df = {1, 2,3}. II existe une seule .D-coloration legale c, dans laquelle les sommets 
obtiennent les couleurs suivantes c(a) = 2, c(b) = 1, c(c) = 3, c(d) — 2, c(e) = 1 et 







Figure 2.2 - Graphe G ayant une Z)-coloration (a) et son unique D-coloration legale (b). 
2.2 Les problemes de satisfaction de contraintes 
Un probleme de satisfaction de contraintes [135] consiste a determiner si un ensemble 
de contraintes agissant sur un ensemble de variables discretes, chacune de ces variables 
prenant sa valeur dans un domaine, peut etre satisfait. Plus formellement, la definition 
suivante peut etre donnee. 
Definition 2.2.1. Un probleme de satisfaction de contraintes {constraint satisfaction 
problem, CSP), V(X, V, C), consiste en : 
1. Un ensemble de n variables X — {xx, ...,xn}. 
2. Pour chaque variable Xj € X est defini un domaine de valeurs admissibles 
Di = Dom[xi] e V. 
3. Un ensemble de m contraintes C = {Ci, ...,Cm} agissant sur les variables X. 
Chaque contrainte Cj definit les relations entre les variables en limitant les com-
binaisons possibles de leurs valeurs. 
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Le probleme consiste a savoir s'il est possible d'attribuer a chaque variable x* G X une 
valeur rfj appartenant a son domaine A> telle que chaque contrainte Cj 6 C soit satis-
faite. 
Definition 2.2.2. Un etat du probleme est defini par une affectation a chaque variable 
d'une valeur appartenant a son domaine. Une affectation est aussi appelee dans la littera-
ture une assignation, une instanciation ou une interpretation du probleme. Une affecta-
tion qui ne viole aucune contrainte est dite realisable, consistante, coherente ou legale. 
Une telle affectation est appelee une solution de V ou un modele de V. 
Definition 2.2.3. Soit une variable x$ € X. Une valeur d G A est dite supportee s'il 
existe une solution de V dans laquelle x* a la valeur d. Parfois, on dit que d est un support 
dexj . 
Definition 2.2.4. Un CSP qui a au moins une solution est dit satisfiable en anglais. Dans 
la suite du texte, nous allons utiliser le terme realisable. Les synonymes de realisable 
qui se retrouvent dans la litterature sont satisfaisable, coherent ou consistant. 
De meme, un CSP qui n'est pas satisfaisable est dit unsatisfiable en anglais et nous allons 
utiliser par analogie le terme non realisable pour le reste de la these. Les synonymes de 
non realisables utilises dans la litterature sont insatisfaisable, incoherent ou inconsistant. 
Le probleme de &;-coloration de graphe presente a la section 2.1.1 est un CSP. En ef-
fet, un des encodages possibles consiste a considerer le CSP ou chaque variable x £ X 
correspond a un sommet v € V, les domaines des variables sont composes des couleurs 
{1, • • • , k} et il y a une contrainte binaire C € C par arete (i,j) € E du graphe. La 
contrainte C est satisfaite si c{i) ^ c(j). 
De meme, le probleme de D-coloration est aussi un CSP. La seule difference avec le pro-
bleme de A;-coloration est que les domaines des variables X ne sont pas tous les memes 
et correspondent aux domaines des sommets V du probleme de D-coloration. 
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De nombreux autres problemes peuvent s'exprimer comme des problemes de satisfac-
tion de contraintes, comme par exemple le probleme SAT, les problemes d'ordonnance-
ment ou de confection d'horaires. Le probleme de confection d'horaires pour le person-
nel navigant aerien que nous presenterons au chapitre 7 est un CSP qui peut se modeliser 
au moyen d'un probleme de D-coloration avec contraintes additionnelles (de qualifica-
tions et de credits de vol minimum et maximum). 
Definition 2.2.5. Une contrainte globale d'un CSP est une contrainte complexe qui agit 
sur plusieurs ou toutes les contraintes du CSP. 
II existe de nombreuses contraintes globales comme par exemple les contraintes All-
Different et SomeDifferent. Ces contraintes sont presentees de facon detaillee a la sec-
tion 2.4.5. 
Nous allons maintenant definir de facon plus detaillee un autre probleme pouvant s'ex-
primer comme un CSP : le probleme SAT. 
2.3 Probleme SAT de satisfaisabilite booleenne 
Avant de pouvoir dormer la definition formelle du probleme SAT, nous allons intro-
duire certaines notions. 
Soit un ensemble de n variables booleennes X = {xx, x2,..., xn}. Cela veut dire que 
le domaine de chaque variable Xj est Di = {vrai, faux} = {1,0} pour tout i = 1 , . . . n. 
Un litteral ^ est une variable Xi (litteral positif) ou sa negation X{ (litteral negatif). 
Une clause C est une disjonction de litteraux, comme par exemple 
C = x\ V x2 V x3 V x4. 
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La longueur d'une clause C est le nombre de litteraux qui la composent et est notee \C\. 
Si \C\ = k, alors C est une k-clause. 
Definition 2.3.1. Une clause est unitaire si sa longueur est un, i.e., elle est composee 
d'un seul litteral. 
Definition 2.3.2. Une formule propositionnelle T est dans la forme normale conjonc-
tive (Conjunctive Normal Form, ou CNF) si c'est une conjonction de m clauses d'un 
ensemble C — {Ci,..., Cm}, 
T=CX AC 2A.. . ACm. 
rn \Ci\ 
i = l ji=l 
Le probleme est defini si on connait ses m clauses. 
Definition 2.3.3. On dit qu'une clause est tautologique si elle contient un litteral / et sa 
negation I. 
La clause vide, C = 0, notee aussi • , est interpretee comme fausse. Par contre, la 
formule conjonctive vide, T = 0, est interpretee comme vraie. 
La longueur d'une formule T, est la somme des longueurs de ses clauses, notee \T\ = 
m 
EM-
i = l 
Dans ce travail, nous faisons l'hypothese que toutes les formules booleennes utilisees 
sont sous la forme normale conjonctive (CNF). Ainsi, nous pouvons utiliser l'appella-
tion SAT, sans preciser SAT-CNF. 
Definition 2.3.4. Etant donne n variables et m clauses, le probleme SAT consiste a trou-
ver une affectation des variables de X de telle sorte que la formule T soit evaluee a vraie 
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ou a montrer qu'aucune affectation de la sorte ne peut etre trouvee. Le probleme est dit 
realisable si une affectation evaluee a vraie existe, sinon il est dit non realisable. 
Le probleme SAT est bien un CSR II existe plusieurs facons de l'encoder comme un 
CSP [137]. L'encodage le plus proche de la formulation CNF donne un CSP qui a les 
variables X avec les domaines {vrai, faux}. Les contraintes sont les clauses. 
Exemple 2.3.5. 
Soit la formule CNF Tx. 
X = {x1,x2,x3} 
C = {Ci,C2,C3} 
Tx = CXNC2NC3 
ou 
C\ = xi V x2 
C2 = x2 V x3 
C3 = x2 V x3 
La formule T\ de l'Exemple 2.3.5 est realisable. En effet, il suffit d'affecter les va-
leurs suivantes aux variables x\ = 1, x2 — 1 et x3 — 1 pour que les trois contraintes C\, 
C2 et Cz soient satisfaites. 
Par contre, la formule T2 de l'Exemple 2.3.6 est non realisable. En effet, si nous posons 
xi = 1, alors les clauses C\ et C3 sont satisfaites. Pour satisfaire C2 il faut imposer 
x2 = 0 et pour satisfaire C4 il faut imposer x3 — 0. Ceci implique que C5 n'est pas 
satisfaite. Si a l'origine, nous posons x\ = 0, alors les clauses C2 et C4 sont satisfaites. 
Pour satisfaire C\ il faut imposer x2 = 1 et pour satisfaire C3 il faut imposer x3 — 1. 
Ceci implique que Ce n'est pas satisfaite. 
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Exemple 2.3.6. 













= d A C 2 
= Xi V x2 
— Xi V x2 
= S1VX3 
= S1VJ3 
= x2 V Xz 
= x 2 V i 3 
SAT fait partie du premier groupe de problemes NP-complets connus (demontre par 
Cook en 1971 [32]). Selon Gu et al. [70], le probleme SAT est tres important par exemple 
dans la logique, l'informatique theorique, la vision par ordinateur ou les bases de don-
nees. De plus, le probleme SAT est utilise dans les domaines suivants : la verification et 
le diagnostic d'erreurs dans le materiel informatique [85, 89,90,126,128,129], l'exis-
tence de quasi-groupes (les quasi-groupes modelisent une grande variete de problemes 
reels tels que la confection d'horaires de tournois) [138,139], la planification [86], l'or-
donnancement [34] ainsi que dans les circuits integres [45]. Des problemes comme par 
exemple la A>coloration de graphes peuvent etre transformes en problemes SAT afin 
d'etre resolus [57]. 
Des restrictions peuvent etre imposees sur la longueur des clauses. Une formule nor-
male conjonctive ou chaque clause est composee exactement de k litteraux est appelee 
un k-SAT ou k-CNF. Le probleme 3-SAT est done un probleme SAT ou chaque clause 
contient exactement 3 litteraux. Le probleme k-SAT est NP-complet pour k > 3 mais 
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est resoluble en temps polynomial pour k — 2 [55]. Un algorithme de resolution est 
dit polynomial s'il est garanti de terminer avec un nombre d'etapes qui est une fonction 
polynomiale de la taille du probleme [55]. 
Le k-SAT le plus etudie est le 3-SAT. On peut, en effet, reduire n'importe quelle formule 
normale conjonctive en un 3-SAT. 
A part le probleme 2-SAT, d'autres classes de problemes SAT sont resolubles en temps 
polynomial comme par exemple les instances de Horn (chaque clause ne contient pas 
plus d'un litteral positif) ou instances renommables de Horn (tous les litteraux peuvent 
etre renommes de facon uniforme de telle sorte que 1'instance avec les litteraux renom-
mes soit de type Horn). 
Definition 2.3.7. Le probleme Max-SAT consiste a satisfaire le plus grand nombre de 
contraintes. 
Max-SAT est un probleme NP-difficile [55] (et contrairement a 2-SAT qui est poly-
nomial, meme Max-2-SAT est NP-difficile [131]) et est fondamental pour resoudre plu-
sieurs problemes pratiques en informatique [72]. C'est une generalisation du probleme 
SAT. 
Definition 2.3.8. Le probleme Max-SATpondere {weighted Max-SAT) est une variante 
du probleme de satisfaisabilite booleenne ou chaque clause d e C a un poids Wi G R, 
et le but est de trouver une affectation qui maximise la somme des poids de toutes les 
clauses satisfaites : max V^ w,. 
i € {l , . . . ,m} 
C^ est satisfaite 
Grace a ces poids, on peut indiquer une preference sur les clauses qu'on desire sa-
tisfaire. Max-SAT pondere est une generalisation de Max-SAT : il suffit en effet de fixer 
tous les poids egaux a 1 (wi = 1, V i = 1 , . . . , m) et ainsi on cherche a satisfaire le plus 
de contraintes possibles. Done le probleme Max-SAT pondere est aussi un probleme 
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NP-difficile. 
Max-SAT a de nombreuses applications en intelligence artificielle, optimisation com-
binatoire, systemes experts et pour la coherence des bases de donnees [10,16,17,30,51, 
72,108]. 
Les instances de k-SAT aleatoires sont des instances particulieres du probleme SAT. 
Trois parametres sont importants pour les instances de k-SAT aleatoires : 
1. k = la longueur de chaque clause; 
2. n = le nombre de variables; 
3. m = le nombre de clauses. 
Les m clauses sont construites de facon aleatoire. Pour chacune d'entre elles, k litteraux 
differents sont tires au hasard. Certains algorithmes se specialised uniquement dans la 
resolution de telles instances. 
Un phenomene important se produit avec les k-SAT aleatoires : c'est le phenomene du 
seuil de transition. Si un probleme a beaucoup de variables et tres peu de clauses, il sera 
tres probablement realisable et au contraire un probleme avec beaucoup de clauses et 
tres peu de variables sera tres probablement non realisable. En fait, la probabilite qu'un 
probleme aleatoire soit realisable depend du ratio ^ . II existe un point au-dessous duquel 
presque toutes les formules sont realisables et au-dessus duquel elles sont presque toutes 
non realisables. Pour les 3-SAT aleatoires, le seuil a ete mesure de facon experimentale 
et se situe a environ 4.24. Ce phenomene est important pour construire des instances 
difficiles. 
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2.4 Programmation par contraintes 
Dans cette section, nous allons decrire brievement les definitions de coherence, le fil-
trage des domaines, les methodes de propagation de contraintes, les schemas generaux 
de resolution des CSP et les contraintes globales AllDifferent et SomeDifferent. Les de-
finitions et les methodes donnees dans cette section sont principalement tirees de Bartak 
[13-15] et Apt [8]. 
2.4.1 Techniques de coherence 
Nous decrivons ici des techniques de coherence qui sont utilisees par les methodes de 
programmation par contraintes car ces algorithmes ont generalement pour but d'obtenir 
une "coherence locale". 
II existe plusieurs techniques de coherence [8,14,15]. Les noms de ces techniques de 
coherence sont derives des notions de la theorie des graphes. En effet, les CSP peuvent 
etre representes au moyen d'un graphe des contraintes (de l'anglais constraint graph) 
ou les noeuds represented les variables et les aretes les contraintes entre deux variables. 
Afin de pouvoir effectuer cette representation sous forme de graphe, il faut que le CSP 
soit sous la forme de CSP binaire, i.e., qu'il ne contienne que des contraintes unaires 
(qui ne concernent qu'une seule variable) ou binaires (qui concement deux variables). 
Historiquement, les premieres techniques de coherence ont ete developpees pour les 
contraintes binaires principalement pour deux raisons : premierement, la modelisation 
de problemes en utilisant des contraintes globales est apparue apres la modelisation de 
problemes en utilisant des contraintes binaires, et deuxiemement, parce que chaque CSP 
peut etre transforme en un CSP binaire [13]. C'est pour cette raison que, dans le texte qui 
suit, nous allons d'abord presenter les principales techniques pour les contraintes unaires 
ou binaires : coherence de noeuds, d'arc, directionnelle d'arcs et de chemins. Puis, nous 
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allons aussi nous interesser a la coherence de contraintes globales aussi appelee cohe-
rence de domaine. 
Commencons avec la coherence de noeuds. 
Definition 2.4.1. Une contrainte unaire C agissant sur la variable x est noeud-coherente 
si routes les valeurs du domaine de x sont coherentes avec C (i.e., sont des solutions de 
C). Un CSP est noeud-coherent si toutes ses contraintes unaires sont noeud-coherentes. 
Done la technique permettant d'obtenir la coherence de noeuds d'un CSP reduit les 
domaines de chaque variable aux valeurs qui satisfont les contraintes unaires sur ces 
variables. Quand un CSP est noeud-coherent, alors les contraintes unaires peuvent etre 
supprimees car les domaines de chaque variable en tiennent compte. 
Exemple 2.4.2. Par exemple, la contrainte x > 4 ou Dx = {3,4, 5,6} n 'estpas cohe-
rente par rapport aux noeuds. Ilfaut enlever les valeurs 3 et 4 du domaine de x pour 
que ce soit coherent par rapport aux noeuds. 
Etudions maintenant la coherence d'arcs qui concerne les contraintes binaires. 
Definition 2.4.3. Soit C une contrainte binaire sur les variables x et y ayant les domaines 
Dx et Dy. C est dite arc-coherente si 
- V vx e Dx alors 3vy £ Dy tel que C est satisfaite (i.e., (x = vx, y = vy) est une 
solution de C), 
- V vy G Dy alors 3vxeDx tel que C est satisfaite (i.e., (x = vx, y = vy) est une 
solution de C). 
Definition 2.4.4. Un CSP V est dit arc-coherent si toutes ses contraintes binaires sont 
arc-coherentes. 
20 
Exemple 2.4.5. L'exemple represents dans la Figure 2.3 sur les variables x et y oil 
Dx = {1, 2, 3,4, 5, 6, 7} et Dy = {3,4, 5, 6} et oil la contrainte binaire consideree est 
C : x > y n 'est pas arc-coherent. En effet, les valeurs 1, 2 et 3 de Dx ne sont pas 
coherentes avec C (car elles ne peuvent pas verifier la contrainte x > y). 
{1,2,3,4,5,6,7} {3,4,5,6} 
Figure 2.3 - Exemple d'une contrainte binaire non arc-coherente. 
Par contre, I 'exemple presente dans la Figure 2.4 est arc-coherente. Toutes les valeurs 
des domaines de Dx et Dy participent a une solution de la contrainte x > y. 
{4,5,6,7} {3,4,5,6} 
Figure 2.4- Exemple d'une contrainte binaire arc-coherente. 
Remarquons que les contraintes binaires peuvent ne pas etre arc-coherentes mais le 
CSP peut etre realisable. Par exemple, Apt [8] propose l'exemple presente dans la Figure 
2.5. En effet, afin d'obtenir 1'arc-coherence pour cet exemple, il faut enlever la valeur b 
du domaine de x. 
{a, b] {a} 
Figure 2.5 - Exemple d'un CSP realisable avec une contrainte binaire non arc-coherente. 
De meme, le cas contraire peut aussi se produire, i.e., qu'un CSP, ou toutes les 
contraires binaires sont arc-coherentes, peut etre non realisable . Apt [8] propose l'exem-
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pie presente dans la Figure 2.6 pour illustrer ceci. Les deux contraintes sont en effet arc-
coherentes car toutes les valeurs des domaines de x et y peuvent participer a une solution 
concernant chaque contrainte individuellement, par contre le CSP est non realisable. 
o 
{a,6} = {a,6} 
Figure 2.6 - Exemple d'un CSP non realisable ou les contraintes binaires sont arc-
coherentes. 
Les techniques permettant d'obtenir 1'arc-coherence sur une contrainte binaire C 
agissant sur les variables x et y enlevent les valeurs des domaines des variables x et 
y qui sont incoherentes avec la contrainte C. 
Cette notion d'arc-coherence peut etre modifiee pour tenir compte d'un ordre lineaire 
-< (en anglais linear ordering) sur les variables considerees. L'idee est que l'existence 
de supports est requise dans un sens seulement. Cela permet de donner la definition 
d'arc-coherence directionnelle. 
Definition 2.4.6. Soit C une contrainte binaire sur les variables x et y ayant les domaines 
Dx etDy.C est dite directionnellement arc-coherente avec le respect de -< si exactement 
une des deux conditions suivantes est verifiee pour C 
- si x ~< y : V vx € Dx alors 3 vy € Dy tel que C est satisfaite etant donne x -< y 
(i.e., (x = vX: y = vy) est une solution de C), 
- si y -< x : V vy G Dy alors 3 vx G Dx tel que C est satisfaite etant donne y < x 
(i.e., [x = vx, y = vy) est une solution de C). 
Un CSP est dit directionnellement arc-coherent avec le respect de -< si toutes ses con-
traintes binaires sont directionnellement arc-coherentes avec le respect de -<. 
Apt donne 1'exemple suivant d'une contrainte directionnellement arc-coherente. 
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Exemple 2.4.7. Considerons la contrainte representee dans la Figure 2.7. Cette con-
trainte est directionnellement arc-coherente etant donne y -< x (par contre elle n 'est 
pas arc-coherente). En effet, pour chaque valeur vy G {3,4, 5, 6, 7} // existe une valeur 
vx G {2, 3,4, 5,6, 7,8, 9,10} telle que x < y. 
{2,3,4,5,6,7,8,9,10} {3,4,5,6,7} 
Figure 2.7 — Exemple d'une contrainte directionnellement arc-coherente etant donne 
y -< x. 
D'autres valeurs peuvent etre enlevees des domaines des variables grace aux tech-
niques concernant la coherence de chemin. Afin de pouvoir donner cette definition, in-
troduisons les notations suivantes. Soit Cx^y l'ensemble des contraintes binaires sur les 
variables x et y. 
Definition 2.4.8. Un CSP est dit chemin-coherent si pour chaque sous-ensemble 
{x, y, z) de ses variables la condition suivante est verifiee : pour tout a G Dx et c € Dz, 
si (x = a, z = c) verifie l'ensemble des contraintes binaires CXjZ alors il existe b G Dy 
tel que (x = a,y = b) verifie l'ensemble des contraintes binaires Cx,y et (y = b, z = c) 
verifie l'ensemble des contraintes Cy^z. 
Exemple 2.4.9. Considerons le CSP represente dans la Figure 2.8. Ce CSP est chemin-
coherent. 
(1,2) (8,10} 
Figure 2.8 — Exemple d'un CSP chemin-coherent. 
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Done la coherence de chemin requiert que pour chaque paire de valeurs des domaines 
des variables x et z respectant les contraintes binaires sur x et z, il existe une valeur pour 
chaque variable y le long d'un chemin entre x et z telle que toutes les contraintes bi-
naires du chemin soient satisfaites. 
Nous pouvons maintenant generaliser la notion de coherence d'arcs pour des contraintes 
globales : e'est la notion de coherence de domaine. Intuitivement une contrainte C est 
domaine-coherente si toutes les valeurs des domaines des variables sur lesquelles C agit 
participent a une solution de C. Plus formellement, nous avons la definition suivante. 
Definition 2.4.10. Soit une contrainte C agissant sur les variables xi,...,xn ayant 
les domaines respectifs D1,..., Dn. C est dite domaine-coherente si pour chaque % £ 
[ 1 , . . . , n] et a G A il existe lx £ Dx,..., k-i £ A - i , h+i £ A+i , • • • Jn € Dn tels 
que la contrainte C soit satisfaite. 
Un CSP est dit domaine-coherent si toutes ses contraintes globales sont domaine-cohe-
rentes. 
Cette notion de domaine-coherence est appelee parfois hyper-arc coherence ou arc-
coherence generalisee et est equivalente a 1'arc-coherence mais pour les contraintes glo-
bales. 
En s'assurant de la coherence de domaine d'une contrainte globale, le niveau de cohe-
rence locale obtenu est plus fort que celui obtenu en s'assurance de la coherence d'arc 
des contraintes binaires equivalentes a la contrainte globale. Pour montrer ceci, consi-
derons Fexemple suivant: les variables sont {xi, x2,x3} et les domaines des variables 
sont : Di = {1,2}, D2 = {1,2}, D3 = {1,2}. Si nous considerons les contraintes 
binaires suivantes xi ^ x2, x\ ^ x3, x2 ^ x2, alors ces trois contraintes sont arc-
coherentes, par contre il n'existe pas de solution. La contrainte globale 
AllDifferent(xi, x2, £3) modelisant exactement le meme CSP n'est pas domaine-cohe-
rente. 
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Dans cette these, la notion de coherence locale que nous cherchons a obtenir est la co-
herence de domaine puisque les contraintes que nous allons utiliser sont des contraintes 
globales. 
2.4.2 Filtrage des domaines 
Les methodes consistant a obtenir la coherence de domaine pour une contrainte glo-
bale de CSP sont generalement appelees methodes de filtrage ou methodes de filtrage 
des domaines. Ces methodes consistent a enlever certaines valeurs des domaines des va-
riables qui ne peuvent jamais etre attributes aux variables dans une solution legale. Par 
exemple, dans la Figure 2.9, le sommet c ne peut jamais obtenir la couleur 1 ou la couleur 
2, car les deux sommets qui lui sont adjacents o et b sont obligatoirement colores avec 
ces couleurs (la seule couleur possible pour a est 2 et la seule couleur possible pour b 
est 1). Dans ces cas-la, ces valeurs peuvent etre supprimees des domaines des variables. 
Dans le cas de la Figure 2.9, le domaine de c peut done etre reduit a Dc = {3}. 
Figure 2.9 - Probleme de D-coloration ou certaines valeurs du domaine du sommet c 
peuvent etre filtrees. 
Dans ce travail, nous allons presenter des outils pour faire du filtrage de domaine pour 
la contrainte globale SomeDifferent presentee a la section 2.4.5. Dans notre cas, ceci va 
etre effectue comme un pretraitement general pour accelerer les methodes de detection 
d'HS et non comme methode de resolution du CSP. 
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2.4.3 Propagation de contraintes 
Les algorithmes qui permettent d'obtenir la coherence locale sont appeles des algo-
rithmes de propagation de contraintes. Comme Apt le precise dans [8], dans la littera-
ture de nombreux autres noms ont ete donnes pour ces algorithmes, en voici quelques 
exemples (avec a chaque fois le terme en anglais entre parentheses) : algorithmes de co-
herence (consistency algorithms), algorithmes de coherence locale (local consistency 
algorithms), algorithmes de propagation locale (local propagation algorithms), algo-
rithmes d'imposition de coherence (consistency enforcing algorithms), algorithmes de 
filtrage (filtering algorithms), algorithme de filtrage des domaines et algorithmes de re-
trecissement (narrowing algorithms). Comme nous le verrons a la section 2.4.4, ces al-
gorithmes forment un element principal du schema general des algorithmes de program-
mation par contraintes. 
La propagation de contrainte consiste a supprimer des valeurs des domaines des va-
riables ne participant a aucune solution du probleme. Un algorithme de propagation de 
contraintes traite les differentes contraintes du probleme l'une apres l'autre, il identifie 
et supprime les valeurs des domaines des variables qui n'apparaissent dans aucune so-
lution de la contrainte considered selon le niveau de coherence locale recherche. Ainsi, 
l'espace de recherche devient plus petit. II se peut que certaines des variables qui ont vu 
leur domaine reduit par l'algorithme apparaissent dans d'autres contraintes. Alors, ces 
contraintes sont traitees par l'algorithme de propagation et le meme processus est effec-
tue sur elles. L'effet de reduction des domaines est done propage. Quand, a une certaine 
etape de cette recherche, aucune nouvelle valeur incoherente ne peut etre filtree, l'algo-
rithme a alors atteint un certain niveau de coherence locale. Comme nous l'avons vu, il 
y a plusieurs niveaux de coherence locale qui peuvent etre atteints, chacun supprimant 
plus ou moins de valeurs des domaines. Afin d'avoir un algorithme de propagation de 
contraintes efficace, il faut trouver le bon compromis entre le niveau de coherence locale 
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obtenu et le temps pour obtenir cette coherence locale. 
Parfois un CSP peut etre resolu uniquement en utilisant un algorithme de propagation 
de contraintes. En effet, il est possible qu'apres avoir obtenu un certain niveau de cohe-
rence locale des contraintes, il ne reste qu'une seule valeur dans le domaine de chaque 
contrainte et que ces valeurs forment une solution du CSP. 
Selon Bartak [14], il y a deux families principales de schemas de verification de cohe-
rence : le schema regard en arriere (en anglais look back) et le schema par anticipation 
(en anglais look ahead). 
Le schema "regard en arriere" utilise des verifications de coherence parmi les variables 
deja affectees. Un simple schema de retour-arriere, abrege frequemment BT pour back-
tracking, utilise cette strategic dans le sens que si une affectation est faite sur une va-
riable, il s'assure que l'affectation faite est compatible avec les valeurs deja donnees 
aux variables jusque-la et si ce n'est pas possible effectue un retour-arriere. D'autres 
techniques utilisant un schema de "regard en arriere" sont la methode de saut en arriere 
(abregee BJ en fonction du terme anglais backjumping) ou marquage arriere (abrege 
BM pour le terme anglais backmarking). 
Le principal desavantage de ces methodes est la detection tardive des incoherences, i.e., 
elles resolvent l'incoherence quand elle se produit mais ne la previennent pas. C'est pour 
cela que les methodes appelees d'anticipation (de l'anglais look ahead) ont ete decrites. 
Ces techniques previennent les incoherences futures. 
La premiere de ces techniques est la verification vers I'avant (abrege FC de l'anglais 
forward checking). Etant donne une affectation partielle des variables, cette methode 
s'assure de la coherence entre toutes les paires de variables ou une des variables est af-
fectee et l'autre n'est pas affectee. Quand une valeur est affectee a une variable, toutes 
les valeurs des variables non encore affectees et qui sont incoherentes avec cette valeur 
sont supprimees temporairement du domaine. Done cette methode s'assure que, locale-
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ment, pour chaque variable non affectee, il y ait au moins une valeur de son domaine qui 
soit coherente avec les valeurs des variables deja affectees. 
La strategic de recherche qui applique 1'arc-coherence a chaque noeud de l'arbre de 
recherche (i.e., lors de chaque affectation d'une variable) s'appelle Maintien de la co-
herence d'arcs (abrege MAC pour le terme anglais maintaining arc consistency). La 
difference entre les strategies FC et MAC est que la premiere verifie la coherence par 
rapport a une seule variable non affectee a la fois, tandis que MAC verifie aussi la cohe-
rence entre les paires de variables non affectees. 
Les methodes de filtrage pour les contraintes globales (telles que les contraintes Al 1 -
D i f f e r e n t et SotneDif fe ren t ) sont generalement plus complexes et tres speci-
fiques aux contraintes. Quelques exemples de telles methodes sont presentes au chapitre 
5 a la page 140. 
2.4.4 Recherche d'une solution 
Les problemes de satisfaction de contraintes peuvent etre definis sur des domaines fi-
nis (comme par exemple le probleme de A>coloration de graphes que nous avons vu dans 
1'introduction) ou sur des domaines infinis. Le terme programmation par contraintes, 
abrege PC ou CP en anglais, est utilise pour definir certaines methodes de resolution 
des CSP. Bartak [14] precise qu'il y a deux branches de programmation par contraintes : 
la premiere concerne les problemes pour lesquels les domaines des variables sont finis et 
la deuxieme concerne les problemes pour lesquels les domaines des variables sont infi-
nis. Dans le cas fini, il utilise le terme satisfaction de contraintes (de l'anglais constraint 
satisfaction) et dans le cas des domaines infinis ou plus complexes, il utilise le terme 
resolution de contraintes (de l'anglais constraint solving). Dans cette these, nous allons 
considerer uniquement des CSP avec des domaines finis et nous allons simplement uti-
liser le terme general "programmation par contraintes". 
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Dans la plupart des problemes reels, nous ne voulons pas uniquement trouver une so-
lution, mais trouver une bonne solution, nous allons appeler de tels problemes, des pro-
blemes d"optimisation sous contraintes. Cela veut dire que la valeur de la solution est 
mesuree par une fonction dite fonction objectif qui est minimisee ou maximisee selon le 
probleme. 
Apt [8] decrit la programmation par contraintes comme un processus de transforma-
tion des CSP. En effet, durant la resolution, les CSP sont transformes jusqu'a ce qu'une 
solution (ou toutes les solutions selon le but recherche) soit trouvee ou jusqu'a ce qu'il 
soit prouve qu'il n'existe aucune solution. Les CSP sont transformes de telle sorte a ce 
qu'ils soient equivalents au CSP original. 
La facon la plus simple et la plus naive de resoudre un CSP est la procedure generer 
et tester (abregee GT pour le terme en anglais generate and test). Cette procedure ge-
nere une affectation complete des variables et teste si cette affectation satisfait toutes 
les contraintes du CSP. Si oui, alors une solution est trouvee et la procedure s'arrete, 
sinon une autre affectation est generee. Ce processus est repete jusqu'a ce qu'aucune 
nouvelle affectation ne puisse etre generee ou jusqu'a ce qu'une solution soit trouvee. 
Cette methode de resolution n'est pas tres efficace et elle est generalement utilisee quand 
toutes les autres methodes de resolution ont echoue. Afm d'ameliorer son efficacite, il 
est possible d'utiliser des generateurs intelligents (ou informes) par exemple en utilisant 
des methodes de recherche locale ou alors de la combiner avec un testeur qui verifie la 
realisabilite d'une contrainte des que toutes ses variables sont affectees. Cette methode 
est utilisee par l'approche avec retour-arriere. 
La recherche avec retour-arriere (de Panglais backtracking) part de la racine de l'arbre et 
le parcourt en profondeur d'abord. Quand une feuille est rencontree la recherche retourne 
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en arriere vers le noeud parent de cette feuille et ensuite visite le prochain descendant 
de ce parent. Ce processus continue jusqu'a ce que la recherche atteigne a nouveau le 
noeud racine et que tous ses descendants aient ete visites. Cette methode augmente done 
de facon incremental une solution partielle (dont les valeurs des variables affectees sont 
coherentes) vers une solution complete. Les variables sont affectees sequentiellement et 
des que toutes les variables impliquees dans une contrainte sont affectees alors la va-
lidity de la contrainte est verifiee. Des qu'une affectation partielle viole au moins une 
contrainte, alors un retour-arriere est effectue, et les noeuds en-dessous du noeud cou-
rant ne sont pas evalues. La Figure 2.10 montre une recherche avec retour-arriere. Dans 
Figure 2.10 - Exemple d'un arbre de recherche avec retour-arriere. 
ce cas-ci tous les noeuds et les feuilles de l'arbre de recherche sont des CSP. Dans les 
feuilles se trouve soit la resolution du CSP (si le CSP est realisable) soit une preuve de 
1' incoherence de la solution partielle menant a la feuille. Si le but est de trouver une 
solution, alors la recherche s'arrete des qu'une feuille "resolue" est trouvee. Sinon, si le 
but est de trouver toutes les solutions, alors la recherche continue jusqu'a ce que toutes 
les feuilles soient visitees. 
La recherche par separation et evaluation progressive (de 1'anglais branch-and-bound) 
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est une variante du backtracking dans le cas des problemes d'optimisation sous con-
traintes. Cela veut dire qu'il y a une fonction objectif et le but est de trouver une solu-
tion qui minimise (ou maximise selon les cas) la valeur de la fonction objectif. L'algo-
rithme de separation et evaluation progressive utilise une fonction heuristique qui evalue 
Faffectation partielle du noeud courant. Cette fonction heuristique represente une sous-
estimation (dans le cas d'une minimisation) de la fonction objectif pour l'affectation 
partielle. L'algorithme parcourt l'arbre de recherche. II y a plusieurs facons de parcourir 
l'arbre de recherche : la facon la plus courante est la recherche en profondeur {depth-
first search), d'autres parcours sont la recherche en largeur (breadth-first search) ou la 
recherche meilleur d'abord (best-first search). Des que le domaine d'une variable est 
reduit a une seule valeur (ce qui correspond virtuellement a affecter cette valeur a la 
variable), la valeur de la fonction heuristique pour cette nouvelle affectation partielle 
est calculee. Si cette valeur excede la borne actuelle, alors les noeuds enfants du noeud 
actuel ne sont pas evalues et le sous-arbre est elague. Au depart, la borne est fixee a 
+00 (dans le cas d'une minimisation) et durant la recherche cette valeur est mise a jour 
et stocke la plus petite valeur rencontree. La Figure 2.11 montre une recherche de type 
"separation et evaluation progressive" ou les branches non explorees sont en pointilles. 
Nous allons maintenant voir comment sont developpes les algorithmes plus evolues 
de programmation par contraintes. 
Apt [8] propose comme schema general de la programmation par contraintes le schema 
presente dans la Figure 2.12. 
La procedure generate est done recursive. Nous allons maintenant decrire les proce-
dures et les variables qu'elle emploie. La variable Continuer est booleenne et permet 
d'arreter Reso lu t ionCP) quand la procedure Tes tDomaines retourne vrai. Cette 
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Figure 2.11 - Exemple d'un arbre de separation et evaluation progressive. 
R e s o l u t i o n ^ ) 
Entree : Un CSP V. 
Sortie : Une solution ou toutes les solutions du CSP ou une preuve qu'il n'en existe 
aucune. 
Continuer «— vrai; 
tant que Continuer est vrai et B u t A t t e i n t est faux faire 
P r e t r a i t e m e n t ; 
P r o p a g a t i o n C o n t r a i n t e s ; 
si non B u t A t t e i n t alors 
si Tes tDomaines alors Continuer <— faux; 
sinon 
V' <- P a r t a g e r (F); 
pour chaque V[ € V faire 
|_ R e s o l u t i o n ^ ' ) ; 
Figure 2.12 - Schema general de la programmation par contraintes 
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procedure Tes tDomaines verifie s'il vaut la peine de partager le CSP. Elle retourne 
vrai si tous les domaines des variables sont des singletons (auquel cas le CSP est satis-
fait) ou si un des domaines est vide (auquel cas le CSP n'est pas satisfait). II est possible 
d'etendre ce test des domaines et la procedure peut retourner vrai si aucune recherche 
plus avancee n'est necessaire (par exemple parce que le CSP est resolu). 
La procedure B u t A t t e i n t retourne vrai si le but initial pour le CSP original est atteint 
et retourne faux sinon. Le but recherche depend des applications et est fixe d'avance. II 
peut etre par exemple : une solution a ete trouvee, toutes les solutions ont ete trouvees 
ou une incoherence a ete detectee. 
La procedure P r e t r a i t e m e n t a pour but d'amener le CSP original dans la forme 
syntaxique voulue pour la resolution. 
La procedure P a r t a g e r consiste a subdiviser le CSP en deux (ou plus) nouveaux 
CSP. Ceci peut etre fait soit en partageant un domaine ou en partageant une contrainte. 
Par exemple, pour un probleme de /c-coloration ou la variable x a le domaine D = 
{1,2,3,4}. Une premiere facon de partager le domaine de x pourrait etre de le parta-
ger de facon a creer deux CSP. Le premier CSP peut avoir comme domaine pour x : 
D — {1} (i.e., la valeur 1 est affectee a x) et le deuxieme CSP a comme domaine de 
x : D = {2,3,4}. Une autre facon de partager ce domaine peut amener a la creation de 
quatre nouveaux CSP : dans le premier x a comme domaine D = {1}, dans le deuxieme 
x a comme domaine D = {2}, dans le troisieme x a comme domaine D = {3} et dans 
le quatrieme x a comme domaine D = {4}, i.e., dans chacun des quatre CSP la valeur 
de x est affectee. 
La procedure P r o p a g a t i o n C o n t r a i n t e s est la procedure qui transforme le CSP 
en utilisant les methodes de propagation de contraintes presentees a la section 2.4.3. 
Apres le partage du CSP V en nouveaux CSP V[, l'ordre dans lequel ces nouveaux CSP 
sont considered depend de la technique de recherche utilisee. En fait, un arbre de CSP est 
cree par l'utilisation repetee de la procedure P a r t a g e r . Les deux techniques les plus 
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utilisees pour parcourir cet arbre de CSP sont celles que nous avons decrites ci-dessus, 
i.e., la recherche avec retour-arriere (backtracking) et, dans le cas de problemes d'opti-
misation sous contraintes, la recherche par separation et evaluation progressive (branch 
and bound). 
Nous allons maintenant decrire les contraintes globales AllDifferent et SomeDif-
ferent. 
2.4.5 Les contraintes globales AllDifferent et SomeDifferent 
Une variation du probleme de .D-coloration de graphes presente a la section 2.1.2 
peut etre utilisee pour resoudre une contrainte globale de CSP : la contrainte SomeDif-
ferent. Cette contrainte est elle-meme une variation d'une autre contrainte globale tres 
connue : la contrainte AllDifferent. La contrainte A l l D i f f e r e n t [119,136] impose 
que chaque paire de deux variables doit avoir des valeurs differentes et est presente dans 
de nombreux problemes combinatoires. 
Definition 2.4.11. Soit les variables xi,...,xn ayant les domaines respectifs D\,..., Dn 
Alors la contrainte AllDifferent est definie de la facon suivante : 
Al lDifferent(xi , . . . , xn) = { (a i , . . . , an) | a* € A et a* ^ dj V̂  ̂  j}. 
Nous pouvons observer qu'une contrainte AllDifferent sur n variables est equivalente a 
n{-n~l> contraintes de non-egalite binaires. En effet, il y a une contrainte de non-egalite 
binaire a* ^ a,j pour chaque i — 1,..., n et chaque j — i + 1,..., n. 
Exemple 2.4.12. Le probleme des n reines peut se modeliser grace a des contraintes 
AllDifferent. Ce probleme consiste a placer n reines sur un echiquier de taille n x n (ou 
n > 3) de telle sorte qu 'aucune reine n 'attaque une autre reine. Une premiere facon de 
modeliser ce probleme consiste a introduire n variables entieres x\,..., xn, chaque Xi 
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ayant le domaine Di = { 1 , . . . , n). L'idee est que X{ determine la position (= numero 
de la ligne) de la reine placee dans la i-eme colonnedel'echiquier. Alors les contraintes 
de "non-attaque"peuvent s 'exprimer de lafacon suivante : 
Xi 7̂  Xj pour 1 < i < j< < n, (2.1) 
X{~ Xj ^ i — j pour 1 < i < j < n, (2.2) 
Xi — Xj 7̂  j — i pour 1 < i < j < n, (2.3) 
Xj6{ l , . . . ,n} pour 1 < % < n. (2.4) 
Les contraintes (2.1) imposent que deux reines ne soient pas dans la meme ligne. Les 
contraintes (2.2) et (2.3) imposent que deux reines ne soient pas sur la meme diagonale. 
Les contraintes (2.2) et (2.3) peuvent etre reecrites de lafagon suivante : 
Xi — i 7̂  Xj — j pour 1 < i < j < n, (2.2) 
Xi + i 7̂  Xj + j pour 1 < i < j < n. (2.3) 
Ce qui nous permet d'utiliser des contraintes AllDifferentpour les contraintes de type 
(2.1), (2.2) et (2.3). 
AllDifferent(a;i,... ,xn), (2.5) 
AllDif f erent(xi — 1,. . . , xn — n), (2.6) 
AllDif f erent(xi + 1,. . . , xn + n), (2.7) 
Xi € {1 , . . . , n} pour 1 < i < n. (2.8) 
La contrainte AllDifferent est tres importante en programmation par contraintes. 
C'est une des premieres contraintes globales a avoir ete decrite. De nombreux articles 
utilisent la contrainte AllDifferent pour montrer que son utilisation permet de resoudre 
plus rapidement certains problemes. Cette contrainte permet de modeliser de nombreux 
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problemes comme le decrit Van Hoeve dans son etude [136], par exemple pour la gestion 
du trafic aerien ou des problemes d'horaires. 
Parfois ce n'est pas chaque paire de variables qui doivent obtenir une valeur differente 
mais seulement un sous-ensemble de paires de variables. Richter et al. [122] ont etudie 
une telle contrainte globale et l'ont appelee SomeDif f e r e n t . 
Definition 2.4.13. Soit les variables xi,...,xn € X ayant les domaines respectifs 
D\,... ,Dn et un graphe G = (X,E). Alors la contrainte SomeDif f e r e n t est de-
finie de la facon suivante : 
SomeDifferent(xi,... ,xn) = {(a i , . . . ,an) | Oj G A Vi eta, ^ a,j V(i, j) G E}. 
La contrainte SomeDifferent peut etre decrite en utilisant un modele de £>-coloration 
de graphe. En effet, soit un probleme SomeDifferent decrit au moyen de l'ensemble 
de variables X — {xi, ...,x„} ayant les domaines D = {£>1;..., Dn}, et d'un graphe 
G = {X, E). II est possible de construire un graphe G' = (V, E) avec l'ensemble de 
sommets V = {1, ...,n} et l'ensemble d'aretes E. Chaque sommet v de G' a le do-
maine Dv de couleurs possibles. Le probleme SomeDifferent revient a chercher une 
.D-coloration des sommets de G'. 
Chaque arete (u, v) £ E impose d'attribuer des valeurs distinctes pour u et v. Si G" est 
une clique, alors aucune paire de sommets ne peut avoir la meme valeur, ce qui corres-
pond a la contrainte usuelle A l l D i f f e r e n t . Sinon, seulement les paires de sommets 
relies par une arete doivent avoir des valeurs distinctes ce qui correspond a la contrainte 
SomeDi f f e ren t , qui est done plus generale. 
Un exemple d'application pratique d'utilisation de la contrainte SomeDifferent est le 
probleme de planification de la main-d'oeuvre comme le decrivent Richter et al. [122]. 
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Etant donne une liste de taches a effectuer (ayant chacune une date de debut et de fin), 
une liste d'employes et une liste specifiant quels employes peuvent effectuer chaque 
tache, le but est de trouver une affectation telle que chaque tache soit effectuee. Ceci peut 
etre modelise de la facon suivante : chaque tache correspond a une variable et chaque 
employe est une couleur. Le domaine de chaque variable est forme par la liste des cou-
leurs des employes qui peuvent effectuer la tache correspondant a la variable. On ajoute 
une arete entre les variables correspondant aux taches qui se chevauchent dans le temps. 
D'autres exemples d'applications pratiques de ce probleme sont la conception de cir-
cuits, la creation d'horaires d'examens ou la creation d'horaires d'occupation de ma-
chines [122]. 
Dans le chapitre 6, nous presentons un algorithme de filtrage pour la contrainte So-
meDifferent. Pour cette raison, nous precisons maintenant quelques notions dont nous 
avons besoin afin de presenter la coherence de domaine de la contrainte SomeDifferent. 
Definition 2.4.14. Un couple sommet-couleur pour une contrainte SomeDifferent est 
une paire (v, i) ou v G V et i G Dv. 
Un couple sommet-couleur (v, i) est dit supporte dans G s'il existe une D—coloration 
c de G ou le sommet v a la couleur c(v) = i. Si un couple sommet-couleur (v, i) n'est 
pas supporte dans G, alors la couleur i peut etre supprimee du domaine Dv et on dit que 
le couple sommet-couleur peut etre filtre de G. Notre but est d'obtenir la coherence de 
domaine ce qui correspond a trouver de nouveaux domaines D[,..., D'n de telle sorte que 
i € D'v si et seulement si (v, i) est un couple sommet-couleur supporte dans G. Done 
le but du filtrage est d'enlever toutes les valeurs i G Dv telles que (v, i) ne sont pas des 
couples sommet-couleur supportes. Ce probleme est NP-difficile [122]. 
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2.5 Sous-ensembles incoherents irreductibles 
II arrive frequemment que, quand un CSP est non realisable, ce ne sont pas toutes les 
variables ou toutes les contraintes qui sont impliquees dans 1'incoherence mais qu'une 
partie d'entre elles explique deja l'incoherence. 
Definition 2.5.1. Un sous-ensemble de contraintes est incoherent ou inconsistant s'il est 
impossible de satisfaire toutes les contraintes de cet ensemble. Nous appellerons un tel 
ensemble un IS (pour infeasible subset) de contraintes. 
II est incoherent minimal (au sens de l'inclusion) ou incoherent irreductible s'il est non 
realisable, mais devient realisable des qu'on lui supprime n'importe quelle contrainte. 
Nous appelons un tel sous-ensemble un IIS (pour infeasible irreducible subset) de con-
traintes et nous allons utiliser la notation IIS-C. 
Selon le type de CSP, les IIS de contraintes peuvent porter des noms differents. Par 
exemple, pour le probleme SAT, ils sont appeles MUSC {minimum unsatisfiable subset 
of clauses) par Desrosiers et al. [40]. Ceci va etre precise dans le chapitre 3. 
Si nous reprenons l'exemple de la Figure 2.1 (page 8) et que nous essayons de trou-
ver une 2-coloration, nous pouvons remarquer que ce probleme est non realisable. II y a 
dans cet exemple deux sous-ensembles de contraintes qui forment des IIS de contraintes : 
le premier est forme par les aretes du triangle (a, b), (a, / ) et (b, / ) et le deuxieme est 
forme par les aretes du pentagone (b, c), (c, d), (d, e), (e, / ) , (/, b). 
Definition 2.5.2. Pour un CSP donne, une affectationpartielle est une affectation d'une 
partie des variables (mais pas forcement de toutes), chaque valeur affectee a une variable 
faisant partie du domaine de la variable. Une affectation partielle est aussi appelee une 
assignation partielle, une instanciation partielle ou une interpretation partielle. Quand 
toutes les variables recoivent une valeur, l'affectation est dite complete. 
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Definition 2.5.3. Une affectation partielle satisfait une contrainte C si elle peut etre 
etendue a une affectation complete qui satisfait C. 
Une affectation partielle est dite legale si elle satisfait toutes les contraintes du CSP. 
Definition 2.5.4. Un sous-ensemble W de variables d'un CSP est incoherent s'il n'existe 
pas d'affectation partielle legale des variables de W, sinon il est dit coherent. W est 
incoherent minimal (au sens de l'inclusion) ou incoherent irreductible s'il est incoherent 
mais devient coherent des que n'importe quelle variable de W est supprimee. Un tel 
sous-ensemble est appele un IIS de variables et nous allons le noter IIS-V. 
A nouveau, selon le type de CSP, les IIS de variables peuvent porter des noms dif-
ferents. Si nous reprenons l'exemple de la Figure 2.1 et que nous cherchons une 2-
coloration des sommets, ce probleme n'est pas realisable. II y a deux IIS de variables : le 
premier est forme par les variables {a, b, / } et le deuxieme par les variables {&, c, d, e, / } . 
Precisons la difference entre les termes minimal et minimum : minimal est equivalent 
a irreductible, i.e., qu'il n'est pas possible d'enlever une variable ou une contrainte sans 
rendre le sous-probleme obtenu realisable (et nous allons utiliser ces deux termes "mi-
nimal" et "irreductible" indifferemment) tandis que minimum signifie irreductible et 
de cardinality minimum. De plus, nous allons dire qu'un sous-ensemble incoherent de 
contraintes ou variables est minimise si des contraintes ou des variables lui sont enlevees 
afin de le rendre incoherent minimal. 
La detection des IIS dans les CSP est un probleme tres interessant. Les principaux avan-
tages de cette detection sont: 
- comprendre pourquoi le probleme est non realisable; 
- permettre de savoir quelles sont les contraintes a modifier dans le probleme original 
pour obtenir un CSP realisable; 
- permettre de demontrer plus facilement ou plus rapidement la non realisabilite d'un 
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probleme. En effet, si nous parvenons a demontrer la non realisabilite d'un sous-
probleme, nous avons la preuve de la non realisabilite du probleme original. De 
plus, comme un IIS est generalement de taille plus petite que Pinstance de depart, 
la preuve de la non realisabilite devrait se faire plus rapidement (en pratique, cette 
derniere assertion n'est toutefois pas toujours verifiee). 
Dans ce travail, nous allons notamment presenter des techniques de detection automa-
tique d'HS de contraintes et de variables pour le probleme SAT et pour un probleme de 
confection d'horaires pour le personnel navigant aerien. 
2.6 Conclusion 
Ce chapitre nous a permis de defmir formellement les differentes definitions et les 
differents problemes qui sont utilises dans cette these. 
Les chapitres suivants sont groupes par deux (a chaque fois, le premier etant une revue 
de la litterature et le deuxieme presentant les developpements originaux effecrues) et 
concernent les trois developpements qui ont ete faits dans le cadre de cette these : 
- recherche d'HS de contraintes et de variables pour le probleme SAT, 
- algorithme de filtrage pour la contrainte SomeDifferent, 
- recherche d'HS de contraintes pour le probleme de confection d'horaires pour le 
personnel navigant aerien. 
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CHAPITRE 3 
REVUE DE LA LITTERATURE CONCERNANT L'EXTRACTION D'HS DANS 
LES CSP, LA RESOLUTION DU PROBLEME SAT ET L'EXTRACTION D'HS 
POUR LE PROBLEME SAT 
Dans ce chapitre, nous presentons d'abord une revue de la litterature concemant l'ex-
traction d'HS dans les CSP generaux et dans les problemes de £;-coloration de graphes. 
Puis, nous presentons une revue de la litterature des methodes de resolution du probleme 
SAT et decrivons les methodes existantes pour l'extraction d'HS de contraintes pour le 
probleme SAT. 
3.1 Detection de sous-ensembles incoherents dans des CSP 
Nous presentons maintenant quelques methodes generales de recherche d'HS dans 
les CSP. Puis, nous presentons des methodes qui ont ete developpees particulierement 
pour le probleme de &>coloration de graphes. Les methodes de recherche d'HS pour le 
probleme SAT vont etre presentees dans la section 3.2 qui est entierement consacree au 
probleme SAT. 
3.1.1 Extraction de sous-problemes incoherents dans les CSP generaux 
Dans cette section, nous presentons des techniques generales d'extraction d'HS. Ga-
linier et Hertz [48] presentent trois algorithmes exacts pour resoudre le probleme de 
recouvrement de grands ensembles (de l'anglais Large Set Covering Problem, LSCP). 
lis montrent comment Fextraction d'HS de contraintes et variables dans des problemes 
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de satisfaction de contraintes sont des cas particuliers du LSCP. Deux de leurs algo-
rithmes permettent de trouver des sous-ensembles incoherents minimaux, ce sont les 
methodes appelees Removal et I n s e r t i o n et la troisieme, H i t t i n g S e t , trouve 
des sous-ensembles incoherents de cardinalite minimum. Comme nous allons adapter 
ces techniques pour l'extraction d'HS de contraintes et de variables pour le probleme 
SAT et l'extraction d'HS de contraintes pour le probleme de confection d'horaires, nous 
allons presenter en detail ces methodes dans le Chapitre 4. Galinier et Hertz presentent 
aussi des versions heuristiques de ces trois algorithmes ainsi que plusieurs procedures 
permettant de trouver des bornes inferieures sur la taille des IIS. 
Afin de pouvoir presenter des methodes d'extraction d'HS, nous introduisons d'abord 
quelques nouvelles definitions. 
Definition 3.1.1. Un sous-ensemble satisfaisable maximal, MSS (maximal satisfiable 
subset) est un sous-ensemble realisable de contraintes C de T tel que si nous ajoutons 
n'importe quelle contrainte C € T\C aC, alors la sous-formule obtenue est incohe-
rente. 
Toute solution du probleme Max-SAT definit aussi un MSS. En effet, une solution 
de Max-SAT est de cardinalite maximum. Aucune autre contrainte ne peut etre ajoutee 
a cette solution sans que la formule obtenue ne devienne non realisable. Par contre, les 
MSS pouvant etre de tailles differentes, ils ne sont pas tous des solutions de Max-SAT. 
Definition 3.1.2. Le complementaire d'un MSS C est appele un coMSS et 
coMSS(C) =CJ = C\C. 
Definition 3.1.3. Soit S une collection de sous-ensembles d'un ensemble fini D. Un 
hitting set H de S est un sous-ensemble H C D tel que V Si €E S, H n Si ^ 0. Chaque 
ensemble Si de S doit contenir au moins un element de H. Un hitting set H est minimal 
ou irreductible si aucun sous-ensemble h C H n'est un hitting set de S (aucun element 
ne peut etre enleve a H sans qu'il ne perde sa propriete de hitting set). 
42 
Le probleme de recherche d'un hitting set est NP-difficile [55]. 
Afin de trouver tous les IIS-C de systemes de contraintes de Herbrand utilisees en 
"correction d'erreurs (error type debugging)" et "detection d'erreurs (error finding)", 
Bailey et Stuckey [11] adaptent un algorithme nomme Dualize and Advance, DAA, qui 
a ete propose auparavant par Gunopulos et al. [71] dans le cadre du Data Mining pour 
trouver des collections de motifs frequents maximaux. L'idee de leur methode se base 
sur la dualite entre les IIS-C et les MSS. En effet, si nous notons Q l'ensemble de tous 
les MSS d'une formule T, alors Q est l'ensemble de tous les coMSS, et l'ensemble de 
tous les IIS-C de T est trouve en cherchant tous les hitting sets de Q. Bailey et Stuckey 
[11] donnent l'exemple suivant. 
Exemple3.1.4. Supposonsqu'unproblemeV aquatrecontraintesC = {Ci,d,d,d} 
et supposons quel 'ensemble Q des MSS est Q = {{d},{Ci},{d}}- A lors I 'ensemble 
des coMMSs est Q = {{d, C2, d}, {d, C2, C3}, {d, C3, d}} et les IIS-C sont les 
hitting sets minimaux de Q, i.e., {{Ci}, {C2, C4}, {C2, C3}, {C3, C4}}. 
DAA construit les MSS de maniere directe en les augmentant. II part d'un ensemble de 
contraintes X realisables (cet ensemble X est vide a la premiere iteration). Un MSS M 
est construit en ajoutant successivement chacune des contraintes restantes de la formule 
a cet ensemble X et en gardant seulement les contraintes qui ne creent pas de conflit. 
L'ensemble M ainsi construit est bien un MSS car les contraintes non ajoutees sont celles 
qui auraient rendu le probleme non realisable. 
Chaque fois qu'un MSS est trouve de cette fafon, son complement (le coMSS) est ajoute 
a l'ensemble augmentant des coMSS. A cette etape, les hitting sets de l'ensemble des 
coMSS sont calcules pour obtenir des IIS-C candidats et/ou obtenir un nouvel ensemble 
de depart X (pour la recherche de MSS). Chaque hitting set qui est non realisable est un 
IIS-C. Des qu'un des hittings sets trouves est realisable alors celui-ci est utilise comme 
nouvel ensemble de depart X pour la prochaine iteration de recherche d'un MSS et 1'al-
gorithme passe a la prochaine iteration. L'ensemble de depart X ainsi cree est assure de 
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n'avoir aucune intersection commune avec les precedents MSS trouves parce qu'il a ete 
cree a partir des coMSS (pour chaque MSS trouve auparavant le nouvel MSS contiendra 
au moins une contrainte qui n'en faisait pas partie). Quand a une iteration, aucun des 
hitting sets trouves n'est realisable, l'algorithme s'arrete. 
La recherche des hitting sets peut se faire de plusieurs facons. Ce probleme est aussi 
connu sous le nom hypergraph transversal problem. Bailey et Stuckey ont implements 
une facon simple de trouver les hitting sets de Q s'inspirant de Berge [20]. 
Dans le contexte de la programmation lineaire, Amaldi et al. [6,7] et Gleeson et Ryan 
[61] ont propose des methodes pour l'extraction d'HS de contraintes. 
Dans le cas de systemes d'inegalites lineaires avec variables a valeurs entieres, Chinneck 
[31] a propose des methodes additives et soustractives pour trouver des IIS de contrain-
tes. De plus, Chinneck [31] donne une revue de litterature etendue des autres methodes 
existantes pour extraire des IIS de contraintes en programmation lineaire. 
Gregoire et al. [68] et Hemery et al. [73] appellent les IIS de contraintes dans les CSP 
des MUC (pour minimally unsatisfiable cores). 
Hemery et al. [73] proposent un algorithme pour extraire un IIS-C qui se deroule en 
deux phases : wcore et DC(wcore). Pendant la premiere phase, une procedure appelee 
wcore extrait un sous-probleme non realisable (pas forcement minimal). Ensuite, une 
deuxieme phase supprime des contraintes du sous-probleme non realisable obtenu pre-
cedemment afin de le rendre irreductible (c'est la phase dite de minimisation). La pre-
miere phase se base sur le fait que quand un algorithme de branchement prouve qu'un 
CSP est non realisable, il peut en extraire un sous-probleme non realisable (montre par 
Bakker et al. [12]). Ceci se fait grace aux contraintes dites actives. Etant donnee une 
affectation partielle des variables d'un CSP, une contrainte C est dite active si lors de 
l'operation de maintien de coherence d'arc (MAC vu a la page 27), C a provoque par 
arc-coherence, le retrait d'une valeur du domaine d'une variable du CSP. Done si une 
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affectation partielle des variables de V est effectuee, les contraintes actives sont celles 
qui ont permis de reduire l'espace des solutions (car elles ont enleve des valeurs dans 
les domaines des variables). Lorsqu'une recherche complete d'une solution est effectuee 
avec un algorithme de branchement, differentes affectations partielles sont rencontrees. 
C'est l'union des contraintes actives dans ces affectations partielles qui permet de de-
duire un sous-probleme incoherent (pas minimal). Done l'utilisation d'une recherche 
complete prouvant la non realisabilite d'un CSP suffit a trouver un IS de contraintes du 
CSP. Afin de trouver ce sous-ensemble incoherent, il suffit de marquer les contraintes 
actives durant la recherche complete. En effet, les autres contraintes (contraintes non 
actives) ne participent pas a la preuve de non realisabilite car elles n'ont pas reduit le 
domaine d'une variable. Done, ces contraintes non actives peuvent etre supprimees du 
probleme et le sous-probleme obtenu est toujours non realisable. L'efficacite de cette 
methode depend du choix des variables affectees a chaque etape du branchement. Pour 
cela les auteurs utilisent l'heuristique dom/wdeg de choix de la variable de branchement 
de Boussemart et al. [24]. Cette heuristique associe un compteur a chaque contrainte C 
du probleme. Ces compteurs permettent de ponderer les contraintes. Quand, lors de la 
propagation de contraintes, une contrainte est montree insatisfaite, son poids est aug-
ments de 1. Le poids wdeg d'une variable X est defini comme la somme des poids 
des contraintes agissant sur X et sur au moins une variable non affectee. Ensuite, pour 
chaque variable X le ratio dom/wdeg est calcule ou dom est la taille courante du do-
maine de X, et l'heuristique choisit la variable avec le plus petit ratio dom/wdeg. Cette 
technique d'extraction de sous-probleme non realisable peut etre iteree pour extraire un 
nouveau sous-probleme incoherent. Pour la deuxieme phase, ils proposent trois tech-
niques de minimisation : une constructive, une destructive et une dichotomique. Pour 
chacune de ces trois methodes, ils determinent la contrainte C* telle que le CSP forme 
par {Ci , . . . , Ci-x) est realisable tandis que le CSP forme par {d,..., Q} est non rea-
lisable. Cette contrainte Ci est appelee contrainte de transition. Toutes les contraintes 
Cj avec j > i peuvent alors etre enlevees du CSP. Au depart, un ordre de traitement des 
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contraintes est fixe. L'approche constructive detecte une contrainte de transition en ajou-
tant successivement des contraintes a un CSP courant (au depart vide) jusqu'a ce que le 
CSP devienne non realisable. L'approche destructive detecte une contrainte de transition 
en partant du CSP courant (au depart le CSP original) et en supprimant successivement 
des contraintes jusqu'a ce que le CSP devienne realisable. L'approche dichotomique de-
tecte une contrainte de transition en utilisant une recherche dichotomique. En utilisant 
une des methodes decrites ci-dessus, une premiere contrainte de transition C* est trouvee. 
Toutes les contraintes Cj avec j > i sont supprimees ce qui permet d'obtenir un nouveau 
CSP V. Ensuite, un nouvel ordre de traitement des contraintes est fixe en s'assurant que 
Cj est le dernier element de cet ordre et le processus de recherche recommence jusqu'a 
ce que toutes les contraintes restantes soient des contraintes de transition. Gregoire et al. 
[68] proposent une amelioration de la premiere etape. 
3.1.2 Detection des sous-ensembles incoherents dans le probleme de /,-coloration 
de graphe 
Dans cette section, nous presentons des methodes d'extraction de sous-problemes 
incoherents minimaux pour le probleme de ^-coloration de graphe. 
Definition 3.1.5. Un graphe G est sommet-critique si x{H) < x(G) pour chaque sous-
graphe H C G obtenu en enlevant n'importe quel sommet de G. De meme, G est arete-
critique si le fait d'enlever n'importe quelle arete de G diminue strictement x{G). 
Definition 3.1.6. Etant donne un entier k e N un sous-graphe k-sommet-critique de G 
est un sous-graphe sommet-critique G' C G tel que x(G') = k. De meme, un sous-
graphe k-arete-critique de G est un sous-graphe arete-critique G' Q G tel que x(G') = 
k. 
Definition 3.1.7. Un sous-graphe /c-arete-critique (respectivement ^-sommet-critique) 
est minimum si G n'a pas d'autre sous-graphe critique contenant moins d'aretes (resp. 
sommets). 
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Done en fait, un sous-graphe /c-arete-critique (resp. /c-sommet-critique) de G est un 
IIS de contraintes (resp. variables) pour le CSP qui correspond a trouver une (k — 1)-
coloration de G. 
Comme nous l'avons precise dans le chapitre 2, trouver le nombre chromatique x(G) 
d'un graphe G est NP-difficile [55]. Done, les algorithmes exacts developpes pour ce 
probleme [25,88,104,115] ne peuvent etre appliques que sur des petites instances. II est 
possible d'utiliser des heuristiques [44,47] pour les plus grands problemes, mais ceux-ci 
ne fournissent que des bornes superieures sur x(G). 
Herrmann et Hertz [74] proposent un nouvel algorithme exact qui utilise cette notion 
de sous-graphe critique pour calculer le nombre chromatique d'un graphe G. Leur algo-
rithme combine l'utilisation d'une methode exacte, ExactCol, et d'une methode heuris-
tique, HeurCol, pour la determination du nombre chromatique. lis precisent les notations 
suivantes. Si G = (V, E) est un graphe et si x € V est un sommet de G, alors G—x est le 
sous-graphe de G induit par V \ {x}. Si G' = (V, E') est un sous-graphe de G = (V, E) 
et si x 6 V \ V, alors G' + x est le sous-graphe de G induit par V U {x}. Leur algo-
rithme fonctionne de la facon suivante. Dans une phase d'initialisation, HeurCol calcule 
une borne superieure k de x(G). Ensuite une phase descendante est effectuee. Celle-ci 
a pour but de trouver un sous-graphe induit critique G' de G tel que x(G') = x(G) et 
fonctionne comme suit. Au depart G' est pose egal a G, puis les sommets x de G" sont 
retires successivement selon un ordre fixe et lors de chaque retrait HeurCol calcule une 
borne superieure sur \(G' — x) et compare si e'est egal a la borne superieure obtenue sur 
x(G'). Si e'est bien le cas, la suppression continue avec le sommet suivant dans l'ordre 
fixe. Sinon le sommet x est reintroduit dans G' et la suppression continue avec le som-
met suivant. Quand tous les sommets ont ete testes alors ExactCol calcule le nombre 
chromatique exact x(G') du graphe G' actuel. Si x{G') = k, alors G' est un sous-graphe 
critique de G et x{G') = x(G) et l'algorithme s'arrete. II peut arriver que x(G') < k. 
Dans de tels cas, une phase augmentante debute dans laquelle des sommets sont ajou-
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tes a G' jusqu'a ce que soit x(G') = k soit G' — G. Afin de faire cela, une liste L de 
sommets est creee. Au depart L est vide, puis sont ajoutes a L les sommets x de G \ G' 
(i.e., les sommets retires de G') tels que la borne superieure k' calculee par HeurCol sur 
x(G' + x) soit strictement plus grande que la valeur exacte x(G'). Si a la fin de la phase 
augmentante L n'est pas vide, alors un sommet de L est choisi et ajoute a G', ce qui fait 
que x(G') augmente de 1. Ce processus est ensuite repete soit jusqu'a ce que L soit vide, 
soit jusqu'a ce que x(G') = k. Afin de trouver les sous-graphes critiques les plus pe-
tits possibles, Herrmann et Hertz proposent que l'ordre de traitement des sommets dans 
la phase descendante corresponde avec l'ordre ascendant des degres des sommets de G 
(i.e., d'abord sont supprimes les sommets ayant le moins de sommets adjacents). 
Desrosiers et al. [39] ont adapte les techniques Removal, I n s e r t i o n et H i t t i n g -
S e t presentees par Galinier et Hertz [48] afin de trouver des sous-graphes aretes-cri-
tiques et sommets-critiques d'un graphe donne G et montrent comment ces techniques 
peuvent etre utilisees pour determiner le nombre chromatique de G. Comme nous al-
lons aussi utiliser ces trois techniques pour trouver des IIS de contraintes et de variables 
pour le probleme SAT et des IIS de contraintes pour le probleme d'horaire de personnel 
navigant, nous allons presenter ces methodes en detail dans la Section 4.1. La methode 
Removal est semblable a celle presentee ci-dessus par Herrmann et Hertz. Desrosiers 
et al. utilisent des heuristiques de recherche tabou afin d'estimer le nombre chromatique. 
De plus, ils presentent un algorithme permettant de calculer des bornes inferieures sur le 
nombre chromatique d'un graphe G. 
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3.2 Le probleme SAT et sa resolution 
3.2.1 Algorithmes de resolution du probleme SAT 
Avant de presenter les methodes d'extraction de sous-formules incoherentes mini-
males pour le probleme SAT, nous allons presenter differents algorithmes de resolution 
du probleme SAT. 
II existe deux grandes categories d'algorithmes de resolution du probleme SAT : les al-
gorithmes complets et les algorithmes incomplets. 
3.2.1.1 Algorithmes complets 
Ces algorithmes vont trouver une solution de facon certaine ou demontrer qu'il n'en 
existe pas. Pour les formules normales conjonctives non realisables, ce sont les seuls 
algorithmes qui peuvent repondre a cette question de maniere exacte. Afin d'y parvenir, 
ils parcourent un arbre de recherche avec retour-arriere (presentes de facon generate a la 
page 28). Comme dans le cas du probleme SAT les domaines des variables sont tous de 
taille 2 (seules les valeurs vrai=l ou faux=0 sont possibles), a chaque noeud de l'arbre, 
il y a deux nouvelles branches possibles. C'est pour cette raison que, dans ce cas-ci, ces 
arbres sont appeles des arbres binaires de recherche. Comme nous l'avons vu, nous ap-
pelons un noeud de l'arbre un probleme ou une variable recoit une affectation donnee. 
Si le probleme a n variables, alors il y a 2" noeuds possibles dans l'arbre de recherche 
binaire. A chaque noeud, il faut verifier s'il vaut la peine d'explorer les branches en-
dessous, done il faut evaluer la coherence de l'affectation partielle. Or comme le nombre 
de noeuds total possible est 2n, cela vaut la peine de pouvoir couper le plus vite possible 
les branches aboutissant a des solutions non realisables. C'est pour cela que la plupart 
des algorithmes sont bases sur le principe de Vechec d'abord (de l'anglais First Fail) : 
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le but est de trouver rapidement une contradiction dans les branches aboutissant a des 
affectations non realisables. Pour y parvenir, deux "outils" sont principalement utilises 
dans les algorithmes complets : ce sont la saturation et la simplification. 
La saturation est aussi appelee la resolution. Le principe de saturation [18] consiste 
a generer des nouvelles clauses (appelees resolvantes) soit jusqu'a l'obtention d'une 
clause vide (signifiant que la formule est non realisable) soit jusqu'a ce qu'aucune nou-
velle clause resolvante ne puisse etre creee. 
La saturation agit sur deux clauses C\ — zVAetC2 = z\/B, ayant une variable z en 
commun : Cx contient le litteral positif z et C2 contient le litteral negatif z. La saturation 
reunit les deux parties differentes A et B pour creer une nouvelle clause C3 = A V B 
(qui ne modifie pas la satisfaisabilite du probleme initial). 
Exemple 3.2.1. 
Prenons comme exemple, T\. 
X = {xi,x2,x3,x4,xrnxG,x7} 
C — {Ci, C2, C3, C4, C5} 
Tx = d AC2AC3AC4AC5 
ou 
C\ = xi 
C2 = x2 V x3 V x4 
C3 = X 2 V 1 5 V x6 
Ci = XiV x7 
C5 = xi V x6 
C2 et C3 ont la variable x2 en commun (avec les deux litteraux opposes x2 dans C2 et 
x2 dans C3) et C4 et C5 ont la variable x\ en commun (avec les deux litteraux opposes 
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x\ dans C& et xi dans C5). 
La saturation va creer les deux nouvelles clauses suivantes. 
A partir de C2 et C3 : 
C*6 = x3 V £4 V x5 V x6 
Et a partir de C4 et C5 : 
Ci = x7 V x6 
Et finalement a partir de C& et C7 (variable x6 en commun): 
Cs = £3 V X4 V £5 V £7 
Exemple 3.2.2. 
Si nous prenons comme autre exemple, la formule T2 suivante : 
J-2 = C1AC2 
ou 
Ci = £1 
C 2 = Si 
La saturation cree la clause C3 = 0, car C\ contient le litteral positif x\ tandis que C2 
contient son oppose. Ainsi, on aboutit a une clause vide ce qui montre que la formule est 
non realisable. 
Pour certaines formules, l'ordre dans lequel les clauses sont saturees peut avoir un effet 
sur 1'effort demande pour les resoudre. 
Trois techniques de simplification sont principalement utilisees. 
La premiere consiste a propager les clauses composees d'un unique litteral ([92] et 
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[18]) et est appelee p r o p a g a t i o n des c l a u s e s u n i t a i r e s ou plus simple-
ment p r o p a g a t i o n u n i t a i r e . Pour que la formule soit verifiee, il y a une seule 
affectation possible pour les clauses composees d'un seul litteral. Ensuite, cette valeur 
est propagee aux autres clauses, i.e., toutes les clauses contenant le litteral sont suppri-
mees car elles sont verifiees et toutes les fois ou apparait le litteral oppose dans une 
clause, celui-ci est supprime de la clause (mais la clause est conservee). 
Reprenons l'exemple 3.2.1 (avec les clauses obtenues par saturation) : la clause C\ im-
plique que xi doit etre fixee a vraie. Ainsi, par propagation, C4 est verifiee et C$ devient 
C5 — £6, done C$ est une nouvelle clause unitaire. 
Ainsi, XQ doit etre fixee a vraie et C3 = £2 V £5 et CQ — £3 V £4 V £5 et CV est verifiee 
(car C7 = £7 V £6). 
Si une formule T contient deux clauses C\ et C2 telles que C1 est incluse dans C2, alors 
la clause C2 peut etre supprimee. Cette technique est parfois appelee la subsomption. 
Exemple 3.2.3. 
Pour illustrer cette deuxieme technique, considerons que Ton a une formule T^ qui com-
prend deux clauses. 
X = {x1,x2iX3,x4} 
C = {C^Ca} 
Tz = CXNC2 
C\ = £1 V £ 2 
C 2 = £1 V £ 2 V £3 V £4 
Comme C\ est incluse dans C2, C2 peut etre supprimee car des que C\ est satisfaite, C2 
est aussi satisfaite. 
Cette technique est tres rarement utilisee en pratique, car elle trop couteuse. 
La troisieme technique de simplification est la regie du litteral pur [38] (aussi connue 
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sous le nom de la "regie positive-negative"). Afin de pouvoir la definir nous allons pre-
ciser la notation suivante. Soit T une formule normale conjonctive, alors (J7, x = 1) est 
la formule T dans laquelle la variable x est fixee a vraie dans toutes les clauses. 
Un litteral est pur si toutes ses occurrences dans T sont soit toutes positives soit toutes 
negatives. Si seul le litteral positif x apparait dans les clauses de T, alors on peut rempla-
cer T par (F, x = 1) et supprimer les clauses ainsi verifiees. De meme, si seul le litteral 
negatif, x, apparait dans les clauses de T, alors on peut remplacer T par (J7, x — 0) et 
supprimer les clauses ainsi verifiees. Dans les deux cas, le litteral en question est ditpur. 
Exemple 3.2.4. 
Cet exemple illustre la regie du litteral pur. 
X = {x1,x2,x3,x4,x5} 
C = {Ci,C2, Cz,Ci} 
JT3 = dAC2AC3AC4 
C\ = X\ V x2 V rr3 
C2 = x2 V xz V x4 
C3 = Si V x3 
C4 = x5 V x3 V x4 
Le litteral x5 apparait une seule fois dans T3 comme un litteral positif. On le fixe a 
vrai, x5 = 1. Ainsi, C4 est verifiee. 
T3 devient: T3 = Cx A C2 A C3. 
Le litteral x4 apparait alors une seule fois (dans C2), comme litteral positif. On fixe x4 a 
vrai, x4 — 1. Ainsi, C2 est verifiee. 
JF3 devient: T3 = C\ A C3. 
Le litteral x2 devient alors un litteral pur positif. On fixe x2 a vrai, x2 = 1 et Ci est 
verifiee. 
^3 devient: ^3 = C3. 
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II suffit done de fixer x\ ou x3 a faux pour pouvoir satisfaire T. 
La regie du litteral pur etant aussi tres couteuse, elle n'est pas souvent utilisee en pra-
tique. 
Le premier algorithme complet a ete decrit par Davis et Putnam en 1960 [38]. II utilisait 
les techniques decrites ci-dessus. A chaque etape, des clauses sont ajoutees par satura-
tion et des clauses sont supprimees par simplification. Le desavantage est que le nombre 
de clauses ajoutees peut rapidement augmenter. En effet, on ajoute a une formule F tous 
les contraintes resolvantes possibles obtenues a partir de clauses faisant intervenir Xi et 
Xi. Si Xi apparait dans k clauses et x* dans I clauses, on cree k • I nouvelles clauses et on 
en supprime k + I. 
La procedure de Davis et Putnam, notee DP(J^), est decrite dans la Figure 3.1. Si la 
resolution s'effectue sur la variable xt, la procedure de saturation va produire des nou-
velles clauses qui ne contiennent pas x*. Ensuite, toutes les clauses contenant xt sont 
supprimees de T. Le resultat final est une clause vide si et seulement si 1'etape de reso-
lution produit une clause vide. Done, si Falgorithme produit une clause vide, le resultat 
retourne est NON REALISABLE. 
Dans cet algorithme, ChoixProchaineVariable() est une procedure qui choisit la pro-
chaine variable traitee. Apres l'algorithme 3.3 sont presentes des heuristiques de choix 
de la prochaine variable. S a t u r a t ion(C a , Cb) est la fonction qui effectue la saturation 
telle que decrite precedemment. 
Le principal desavantage de cet algorithme est, qu'en plus d'avoir une complexite ex-
ponentielle en termes de temps de calcul (SAT est NP-complet), le nombre de clauses 
resolvantes peut etre exponentiel lui aussi. 
Ensuite, Davis avec Logemann et Loveland, [37], ont etendu ces recherches pour ob-
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D?(f,X) 
Entree : une formule CNF T ayant 1'ensemble de variables X 
Sortie : la reponse NON REALISABLE (si la saturation cree une clause vide) ou 
REALISABLE 
si T = 0 alors retourner REALISABLE; 
si T contient une clause vide alors retourner NON REALISABLE; 
x +— ChoixProchaineVariable(); 
Resolvantes •— 0; 
pour chaque (Ca, Cb) tq Ca € T et Cb € T et x e Ca et x € Cb faire 
|_ Resolvantes*—Resolvantes U S a t u r a t i o n (Ca,Cb); 
Cx <- {C € JF| x € C}; 
J- <— J- — Cx; 
T <— ^ U Resolvantes; 
# < - * \ { x } ; 
retourner DP(F, X); 
Figure 3.1 - Procedure D P ^ , ^ ) originate 
tenir des techniques encore plus performantes. Ces techniques sont aujourd'hui appe-
lees Procedures DLL ou DPLL . Les procedures DPLL construisent un arbre binaire de 
recherche, chaque appel recursif constituant un noeud de l'arbre. A chaque etape, l'al-
gorithme separe le probleme en deux sous-problemes. Le branchement se fait sur une 
variable x*, dans une branche on affecte X{ a vrai et dans 1'autre a faux. Pour chaque 
noeud, cela donne deux sous-problemes, appeles problemes enfants. On applique en-
suite a chacun de ces deux enfants la propagation des clauses unitaires. Le parcours de 
cet arbre se fait en profondeur. A la racine se trouve la formule conjonctive de depart. A 
chaque noeud, se trouve une formule conjonctive resultante de l'affectation successive 
des variables. On doit stocker le chemin parcouru afin de faire un retour en arriere (back-
track) pour explorer d'autres branches. Si, pendant le parcours, on arrive a un noeud ou 
la resultante donne un ensemble vide de clauses, alors on a une solution de la formule 
(il suffit de parcourir les chemins a 1'envers). Par contre, si, a un noeud, on trouve une 
clause contredite, alors la branche peut etre abandonnee. 
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La procedure DPLL telle qu'elle est le plus souvent utilisee (i.e., avec la propagation 
unitaire, mais sans la subsomption, la regie du litteral pur ni la saturation) est decrite 
dans la Figure 3.2. Cette procedure utilise la procedure de Simplification decrite dans la 
Figure 3.3. 
DPLL 
Entree : Une formule normale conjonctive 
Sortie : La reponse REALISABLE ou NON REALISABLE 
si T — 0 alors 
[_ retourner REALISABLE; 
si T contient une clause vide alors 
L retourner NON REALISABLE; 
si T contient une clause unitaire Ck = I alors 
|_ retourner DPLL fS impl i f i c a t i o n (T,l)); 
x <— C h o i x P r o c h a i n e V a r i a b l e () 
si DPLL (F, {x = l}) = REALISABLE alors 
L retourner REALISABLE; 
sinon 
|_ retourner DPLL (F, {x = 0}); 
Figure 3.2 - Procedure DPLL(^) 
Le point essentiel de cette procedure DPLL est le choix de la variable sur laquelle on 
va brancher (Cho ixP rocha ine Va r i a b l e ( ) ) . C'est ce facteur-la qui va determiner 
la performance de ralgorithme. 
Les deux types principaux d'heuristiques pour le choix de la variable de branchement 
sont: MOMS (Maximum Occurrences in Minimum Size clauses) [46,123], et la propa-
gation unitaire (UP, Unit Propagation) [33,46,92]. Ces deux techniques sont decrites 
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Simplification^,/) 
Entree : Une formule normale conjonctive T ainsi qu'un litteral I 
Sortie : La formule T simplified 
Affecter la valeur de verite a / afin de satisfaire {/} et simplifier T en supprimant 
les clauses contenant / et en supprimant Tdes clauses le contenant; 
retourner T simplifiee; 
Figure 3.3 - Simplification^, I) 
ci-dessous. 
MOMS (Maximum Occurrences in Minimum Size clauses) [46,123] 
Avec cette technique, on cherche a brancher sur une variable apparaissant le plus sou-
vent dans les clauses les plus courtes. En effet, intuitivement, les litteraux appartenant 
aux clauses les plus courtes sont les litteraux les plus contraints de la formule. Un bran-
chement sur ces litteraux devrait maximiser l'effet de la propagation unitaire (voir para-
graphe suivant) et la vraisemblance d'atteindre une contradiction rapidement dans l'arbre 
de recherche pour les formules non realisables. Plus precisement, notons 
- fn(l) le nombre d'occurrences du litteral I dans les clauses de longueur n, 
- /*(/) le nombre d'occurrences du litteral / dans les plus courtes clauses. En pra-
tique, f*(l) est generalement remplace par /2(0-
Alors, le but de l'heuristique est de choisir la variable I telle que min{/*(Z), /*(/)} est 
maximum. 
Pour y arriver, le score de chaque variable / est calcule de la facon suivante (si le but 
est de maximiser les variables apparaissant le plus dans des clauses binaires) : 
s(i) = (/2(0 • /2(0) * 2* + (/2(0 + /2([)) 
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Le but de multiplier le premier terme de la somme par 2K est de forcer la preference 
pour les variables I telles que les valeurs /2(7) et /2(T) sont non-nulles et que ces deux 
valeurs sont a peu pres egales. Les autres termes de la somme servent a trier les variables 
ou une de ces deux valeurs est 0. La variable K est fixee arbitrairement grande au debut 
et est diminuee s'il y a un debordement de memoire. On branche sur la variable obtenant 
le plus grand score. 
La raison pour laquelle cette heuristique fonctionne bien est le fait que les variables choi-
sies pour le branchement sont les variables apparaissant le plus dans les clauses les plus 
contraintes (car elles sont de plus petite taille). 
Cette methode presente deux desavantages. Le premier est que l'efficacite de cette heu-
ristique depend considerablement du nombre de clauses binaires dans la formule nor-
male conjonctive donnee. En revanche, cette heuristique fonctionne en general bien sur 
les problemes reels, car ceux-ci ont tendance a contenir une large proportion de clauses 
binaires (montre par Freeman [46]). 
Le deuxieme desavantage est qu'il guide peu la recherche pour des formules contenant 
des clauses de meme longueur, i.e., des k-SAT ou k ^ 1 ou k ^ 2. 
MOMS donne done une approximation facile mais non exacte du nombre de propaga-
tions unitaires qu'une affectation particuliere d'une variable peut produire. 
Propagation unitaire {UP heuristic) [33,46,92] 
Alternativement, on peut utiliser une heuristique de propagation unitaire (abregee heu-
ristique UP) qui calcule le nombre exact de propagations qui seraient causees par 1'af-
fectation particuliere d'une variable. 
La propagation unitaire est aussi appelee Boolean Constraint Propagation (BCP). 
Etant donne une variable x, une heuristique UP examine x en ajoutant respectivement 
la clause unitaire x et x a la formule SAT et fait independamment deux propagations 
unitaires. Le nombre precis de propagations unitaires produites est ensuite utilise pour 
evaluer la variable de branchement. Contrairement a MOMS, cette heuristique evalue le 
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nombre exact de propagations unitaires engendrees par une affectation d'une variable. 
Le principal desavantage de cette heuristique est le fait qu'elle est tres couteuse car 
elle evalue chaque variable restant a estimer a chaque noeud de l'arbre de separation et 
evaluation progressive. De ce fait, cette heuristique est souvent combinee avec une heu-
ristique MOMS pour pouvoir optimiser la propagation unitaire qui va decouler du choix 
de la variable, [46], [33]. MOMS est utilisee pour choisir un petit nombre de variables 
candidates, chacune d'entre elles etant ensuite evaluee de facon exacte en utilisant l'heu-
ristique de propagation (qui est plus couteuse). 
Les algorithmes Satz de Li et Anbulagan [92], et zChaff de Moskewicz et al. [107] fonc-
tionnent de cette maniere. 
Parmi les autres heuristiques de choix de la variable de branchement, citons encore la 
methode de Jeroslow et Wang [81]. lis estiment la contribution que chaque litteral pour-
rait avoir dans le processus de propagation unitaire de la facon suivante. Le score de 
chaque litteral I est le suivant: scoreil) = \ J 2""'cl Le branchement est ensuite 
l€ contrainte C 
effectue sur le litteral qui a le plus grand score. 
3.2.1.2 Algorithmes incomplete 
Un algorithme incomplet est un algorithme qui ne parcourt pas tout l'espace de re-
cherche. II est possible qu'un tel algorithme ne trouve pas de solution, meme s'il en 
existe une. Les algorithmes incomplets sont bases principalement sur la recherche locale 
ou sur l'utilisation des probabilites. 
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3.2.1.2.1 Methodes de type PPSZ 
Ces methodes utilisent les probabilities pour resoudre des formules k-SAT realisables. 
La plupart de ces algorithmes se concentrent sur les 3-SAT. 
En 1988, Paturi et al. [113] proposent un algorithme aleatoire pour le probleme SAT. Soit 
T une formule normale conjonctive et X un ensemble de n variables. Leur algorithme 
se deroule en deux etapes. 
1. Une premiere etape de pretraitement applique le principe de saturation pour aug-
menter le nombre de clauses de J7. La longueur de chaque clause generee ne peut 
exceder une limite fixee. 
2. Ensuite, une etape de recherche utilise une procedure aleatoire gloutonne pour 
chercher une affectation des variables satisfaisant la formule T. 
Les variables sont traitees selon un ordre n determine aleatoirement. Un vecteur y 
de taille n est cree. Ce vecteur y stocke une affectation courante. 
Pour i — lan,y(i) recoit aleatoirement la valeur 0 ou 1. 
Pour k = 1 a n, la variable xw(k) est traitee (les variables sont ensuite parcourues 
selon l'ordre n): 
xn(k) re?oit temporairement la valeur y(7r(k)). 
Si la variable x^^) apparait dans une clause unitaire, alors la propagation du litte-
ral unitaire est effectuee. 
Si la variable x^k) apparait dans deux clauses unitaires contradictoires, alors l'al-
gorithme recommence depuis le debut. 
Si aucun de ces deux cas ne se produit, alors la variable x^(k) recoit definitivement 
la valeur y(k). 
A chaque etape, une verification est effectuee pour decider si la formule T est sa-
tisfaite par l'affectation donnee par y et si c'est le cas alors l'algorithme s'arrete. 
Ceci est repete jusqu'a ce qu'une affectation satisfaisant la formule T soit trouvee, 
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ou jusqu'a une certaine limite de temps fixee. 
En 2005, les memes auteurs [114] presenters quelques ameliorations afin d'optimiser le 
temps de resolution. 
3.2.1.2.2 Methodes de recherche locale 
Dans cette section, nous presentons brievement quelques algorithmes utilisant la re-
cherche locale pour resoudre des problemes SAT. Certaines de ces methodes donnent de 
bons resultats pour des instances realisables. Par contre, le principal desavantage de ces 
methodes est le fait que, pour les instances non realisables, elles ne peuvent pas exhiber 
une preuve de l'incoherence. 
Un des premiers algorithmes a employer la recherche locale pour le probleme SAT est 
GSAT (G pour greedy), propose en 1992 par Selman et al. [127,129]. Le pseudo-code de 
Falgorithme est presente dans la Figure 3.4. GSAT execute une recherche locale glou-
tonne pour trouver une affectation des variables satisfaisant la formule SAT. Pour chaque 
variable v on calcule score{v) qui est la difference entre le nombre de clauses satisfaites 
si la valeur de v est changee ("flippee") et le nombre de clauses satisfaites dans 1'affec-
tation actuelle (score(v) peut etre positif, nul ou negatif). Selman et al. [129] precisent 
que si le meilleur score est negatif, alors ils ignorent de tels mouvements et l'algorithme 
recommence avec une autre affectation (ils ont effectue quelques tests en autorisant de 
tels mouvements, mais le taux de satisfaction d'instances realisables est faible). Selman 
et al. ont compare le fait d'effectuer un mouvement de score nul ou non. Ils appellent les 
mouvements qui ont un score nul des mouvements de cote ( s ideways move). Ils ont 
effectue quelques comparaisons et le fait d'effectuer les mouvements de score nul ame-
liore le taux de reussite done ces mouvements sont pris en compte dans leur algorithme. 
Le score de chaque variable est mis a jour a chaque etape de l'algorithme. L'algorithme 
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commence avec une affectation generee aleatoirement. Ensuite, il change l'affectation de 
la variable v qui a le plus grand score(v), i.e., qui va engendrer la plus grande augmen-
tation de clauses satisfaites (ces mouvements sont appeles "flips"). Si plusieurs variables 
ont le meme score maximal, alors une variable est choisie au hasard selon une distri-
bution uniforme et la valeur de cette variable est modifiee. De tels changements sont 
repetes jusqu'a ce qu'un des deux cas suivants soit atteint: soit une affectation satisfai-
sant la formule est trouvee, soit un nombre maximum de changements (MAX-FLIPS) 
est atteint. Si c'est le deuxieme cas qui est atteint, alors 1'algorithme recommence avec 
une nouvelle affectation generee aleatoirement. Ce processus est repete au plus MAX-
ESSAIS fois. 
Cet algorithme a contribue au developpement des algorithmes incomplets pour SAT ba-
ses sur la recherche locale. 
GSAT 
pour i = la MAX-ESSAIS faire 
T <— affectation aleatoire des variables de T\ 
pour j = 1 a MAX-FLIPS faire 
si T satisfait T alors 
|_ retourner T; 
sinon 
v <— variable tq score(v) > 0 et score(v) est maximum; 
|_ T <— T avec valeur de v est inversee; 
retourner "aucune affectationsatisfaisantTn'a ete trouvee"; 
Figure 3.4 - Procedure GSAT 
GSAT a donne de bons resultats sur differentes instances realisables. 
HSAT [58] est une variante de GSAT ou les iterations de recherche locale utilisent des 
informations basees sur l'historique de la recherche. Quand plusieurs variables ont le 
meme score, HSAT choisit la variable dont la valeur a ete changee le moins recemment. 
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La methode GSAT avec marche aleatoire proposee par Selman et al. [126,128] combine 
la marche aleatoire (random walk) avec des algorithmes derives de GSAT. A chaque 
etape, dans le but d'echapper aux minima locaux, la marche aleatoire effectue avec pro-
bability p un mouvement aleatoire et avec probabilite 1 — p un mouvement du type de 
GSAT. Si un mouvement aleatoire est effectue, une contrainte violee C est choisie au 
hasard et la valeur d'une variable de C est modifiee afin de satisfaire C. 
La methode WalkSAT est une variante de GSAT avec marche aleatoire, dont les idees ont 
ete premierement proposees par Selman et al. [128] et qui ont par la suite ete precisees 
par McAllester et al. [103]. La procedure WalkSat est detaillee dans la Figure 3.5. 
WalkSat 
repeter 
Ci *— clause non satisfaite choisie aleatoirement; 
si il existe une variable v dans Q tq bv{v) — 0 alors 
|_ changer la valeur de v; 
sinon 
avec probabilite p 
v 1— une variable de Ci choisie aleatoirement; 
changer la valeur de v; 
avec probabilite (1 — p) 
v <— une variable de d avec le plus petit bv(v); 
|_ changer la valeur de v; 
jusqu'a ce qu 'une solution soit trouvee ; 
Figure 3.5 - Procedure WalkSat 
WalkSAT fonctionne en deux phases. A chaque etape, une premiere phase consiste 
a choisir de maniere aleatoire une clause Ci non satisfaite. Ensuite, dans la deuxieme 
phase, la valeur d'une des variables de Ci est modifiee pour obtenir une nouvelle af-
fectation. Dans ce cas, la fonction de score est differente de celle utilisee par GSAT 
avec marche aleatoire. Dans ce cas-ci, nous allons l'appeler bv(v) (elle est appelee break 
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value par McAllester et al. [103]) et bv(v) indique le nombre de clauses qui sont actuel-
lement satisfaites mais qui deviendraient non satisfaites si la valeur de v est changee. En 
pratique, ce score est une bonne mesure du changement total de nombre de clauses in-
satisfaites quand une variable v est modifiee. Si dans Cj il existe une variable v telle que 
bv(v) — 0 , i.e., le changement de sa valeur permet de satisfaire Cj et n'augmente pas le 
nombre de clauses non satisfaites, alors cette variable est choisie. Un mouvement de la 
sorte augmente le nombre de clauses satisfaites d'au moins un. Si aucune variable de la 
sorte n'existe alors, avec probabilite p, une variable v de Cj est choisie aleatoirement et, 
avec probabilite 1 — p, une variable v avec le plus petit bv(v) est choisie et sa valeur est 
changee. La difference entre GSAT avec marche aleatoire et WalkSAT est subtile. GSAT 
avec marche aleatoire peut etre vue comme ajoutant de la marche aleatoire a un algo-
rithme glouton, tandis que WalkSAT peut etre vue comme ajoutant un element glouton 
a une heuristique de marche aleatoire. 
L'algorithme Novelty presente par McAllester et al. [103] combinent des algorithmes 
bases sur 1'architecture de WalkSAT avec une methode de selection des variables basee 
sur l'historique des mouvements comme HSAT. 
Citons encore la methode GRASP (greedy randomized adaptative search procedure) 
de Resende et Feo [121] qui est une heuristique randomisee qui fonctionne de facon 
iterative. Chaque iteration de GRASP consiste en deux phases : une etape de construc-
tion ou une solution admissible est construite iterativement de facon gloutonne et une 
etape de recherche locale. A chaque iteration de l'etape de construction, afin de choi-
sir le prochain element qui va etre ajoute, les candidats sont ordonnes selon une liste 
en respectant une fonction gloutonne. La methode est adaptative car le score associe a 
chaque candidat par cette fonction est mis a jour a chaque etape de la construction selon 
les changements apportes par le choix de l'element de l'etape precedente. La methode 
est probabiliste car l'element choisi a chaque etape n'est pas forcement celui en haut de 
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la liste, mais est choisi au hasard parmi les premiers elements de la liste. Comme les 
solutions de cette phase de construction ne sont pas garanties d'etre des minima locaux, 
une recherche locale est ensuite appliquee dans le but d'ameliorer cette solution. 
Precisons qu'il existe dans la litterature un autre algorithme pour SAT qui s'appelle lui 
aussi GRASP pour Generic seaRch Algorithm for the Satisfiability Problem developpe 
par Marques-Silva et Sakallah [100] et qui n'est pas heuristique. C'est un algorithme 
complet axe sur 1'inevitability des conflits durant la recherche. Un de ses points forts est 
l'augmentation du nombre de retour-arrieres grace a une procedure d'analyse de conflits 
tres efficace. 
Mazure et al. [102] proposent une heuristique tabou. Cet algorithme, appele TSAT, garde 
une liste tabou de longueur fixe des variables modifiees ("flips") et interdit aux variables 
de la liste d'etre modifiees pendant un certain temps. 
Le probleme SAT etant tres etudie, une multitude d'algorithmes derives de ceux pre-
sented ci-dessus existent ainsi que d'autres utilisant par exemple la recherche locale dy-
namique. Comme le but de cette these n'est pas de trouver un nouvel algorithme pour 
SAT mais de detecter des sous-ensembles incoherents minimaux, les autres methodes ne 
vont pas etre detaillees. Par contre, nous pouvons referer le lecteur interesse par d'autres 
methodes a lire les articles suivants qui passent en revue les differentes methodes et qui 
les evaluent: Gu et al. [70], Gent et Walsh [57] et Hoos et Stiitzle [76] pour les methodes 
utilisant la recherche locale. 
3.2.2 Methodes de resolution des problemes Max-SAT et Max-SAT ponderes 
La plupart des heuristiques developpees pour le probleme SAT et decrites auparavant 
peuvent etre directement appliquees au probleme Max-SAT car elles essaient de deter-
miner si le probleme est realisable en construisant des affectations qui satisfont le plus de 
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clauses possibles a chaque etape et qu'elles essaient d'augmenter ce nombre de clauses 
satisfaites. 
L'heuristique GSAT de Selman et al. [129] decrite precedemment a ete etendue pour les 
problemes Max-SAT ponderes par Jiang et al. [82]. De meme, la methode GRASP de 
Resende et Feo [121] peut aussi etre appliquee aux problemes Max-SAT et Max-SAT 
pondere. 
En 1990, Hansen et Jaumard [72] ont propose pour le probleme Max-SAT une methode 
similaire a Tabou qu'ils ont appelee Steepest Ascent Mildest Descent. Leur methode a 
ete developpee specialement pour resoudre un probleme Max-SAT, mais elle peut aussi 
resoudre un probleme SAT et elle vaut toutes les methodes de recherche locale resolvant 
le probleme SAT presentees a la section 3.2.1.2.2. 
Pour d'autres algorithmes de recherche locale pour le probleme Max-SAT, le lecteur 
peut se referer a Particle de Stutzle, Hoos et Roli [131]. 
La plupart des algorithmes exacts developpes pour les problemes Max-SAT ou Max-
SAT ponderes [4,5,93,94] sont bases sur des algorithmes de type "Branch & Bound" 
en profondeur avec retour-arriere. A chaque noeud de l'arbre de recherche, 1'algorithme 
compare la borne superieure {UB pour upper bound) qui est la valeur de la meilleure 
solution trouvee jusque-la pour une affectation complete des variables, avec la borne in-
ferieure {LB pour lower bound) qui est la somme du nombre de clauses non satisfaites 
par l'affectation courante plus une sous-estimation du nombre de clauses qui vont deve-
nir non satisfaites si l'affectation partielle courante est completee. Si LB > UB 1'algo-
rithme n'evalue pas la branche en dessous du noeud courant et fait un retour-arriere. Si 
LB < UB, 1'algorithme essaie de trouver une meilleure solution en augmentant l'affec-
tation partielle courante en affectant une variable de plus, ce qui ajoute deux nouvelles 
branches a l'arbre courant. La solution de Max-SAT est la valeur que prend UB quand 
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l'arbre entier a ete explore. La propagation unitaire, presentee precedemment pour les 
methodes de type DPLL, [37], pour resoudre le probleme SAT ne peut pas etre appliquee 
pour le probleme Max-SAT car elle peut augmenter le nombre minimum de clauses non 
satisfaites (et done diminuer le nombre maximum de clauses satisfaites). En effet, par 
exemplelaformuleT = {XI}A{XIVX2}/\{XI\/X2}A{XI\/X3}A{X1\/X2} peutsatisfaire 
4 contraintes au maximum. La premiere clause est unitaire. Si nous imposons x\ = 1 et 
que nous propageons cela, nous obtenons la formule : T' — {x2} A {x2} A {x3} A {x3}. 
Done, T' combinee avec le fait que x\ = 1 est satisfaite obtient un maximum de trois 
contraintes satisfaites. Quand un branchement est fait sur le litteral I, toutes les clauses 
contenant I sont supprimees et I est supprime de toutes les clauses le contenant, mais les 
clauses unitaires obtenues par ces operations ne sont pas propagees. De meme, la regie 
de la saturation peut augmenter le nombre de clauses non satisfaites. Par contre, la regie 
du litteral pur ou de la subsomption peuvent etre appliquees. 
Borchers et Furman [23] presentent un algorithme exact pour les problemes Max-SAT 
et Max-SAT ponderes fonctionnant en deux phases. Dans la premiere phase, ils utilisent 
Fheuristique GSAT pour trouver une premiere bonne solution au probleme. Ensuite, 
dans la deuxieme phase, ils utilisent une procedure d'enumeration basee sur un algo-
rithme de type DPLL pour trouver une solution optimale (prouvable). En fait, la pre-
miere phase permet d'optimiser la deuxieme phase, car elle fournit une borne superieure 
sur le nombre minimum de clauses non satisfaites et ceci permet d'elaguer des branches 
de l'arbre de recherche de la deuxieme phase. La valeur de leur borne inferieure est le 
nombre de clauses non satisfaites par l'affectation partielle courante. De plus, quand la 
difference entre la borne inferieure et la borne superieure est exactement un, ils utilisent 
la regie de propagation unitaire, car dans ce cas-la son utilisation ne peut pas augmen-
ter le nombre de clauses non satisfaites par Max-SAT (comme vu precedemment, cette 
regie ne peut pas etre utilisee dans les autres cas, car son application peut augmenter le 
nombre de clauses non satisfaites par Max-SAT). 
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Alsinet et al. [4] presentent un algorithme appele Lazy pour Max-SAT pondere utilisant 
le meme schema que Borchers et Furman, mais en ajoutant des raffinements utilisant des 
pretraitements et des structures de donnees bien adaptees. 
Li et al. [93] presentent cinq facons de calculer la borne inferieure. Comme nous l'avons 
vu ci-dessus, la borne inferieure, LB, est la somme du nombre de clauses non satisfaites 
par l'affectation courante plus une sous-estimation du nombre de clauses qui vont de-
venir non satisfaites si l'affectation partielle courante est completee. Plus precisement, 
Li et al. presentent cinq facons d'evaluer cette sous-estimation du nombre de clauses 
qui vont devenir non satisfaites. Pour cela, ils comptent le nombre de sous-ensembles 
incoherents disjoints qui peuvent etre detectes en utilisant la propagation unitaire. 
Li et al. [94] proposent de nouvelles regies de simplification d'une formule Max-SAT 
ou Max-SAT pondere. Arm de prouver que ces regies ne modifient pas la formule ori-
ginale, ils donnent des preuves en utilisant la transformation en programme en nombres 
entiers d'une formule Max-SAT. Leur algorithme MaxSatz utilise ces nouvelles regies 
de simplification dans le but d'ameliorer la qualite des bornes inferieures. 
Bonet et al. [22] presentent une nouvelle regie de simplification pour les problemes Max-
SAT et Max-SAT ponderes. Dans le probleme Max-SAT, les clauses repetees doivent etre 
gardees. Cette nouvelle regie est appelee regie de resolution Max-SAT et contrairement 
aux regies classiques de resolution, supprime les clauses originales ayant provoque l'uti-
lisation de la regie. Cette resolution Max-SAT fonctionne de la facon suivante. 
Supposons que les deux clauses originales sont: a V xi V . . . V Xi et a V y\ V . . . V yj. 
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Alors les clauses obtenues par la regie de resolution Max-SAT sont: 
X\ V . . . V Xi V yi V . . . V Uj 
a V X\ V . . . V Xi V ?/i 
a V x i V . . . V i i V j / i V | / 2 
a V X\ V . . . V Xi V j/i V . . . V t/j-i V jr, 
a V 2/1 V . . . V yj V xi 
a V 2/i V . . . V yj V Xi V x2 
a V 2/1 V . . . V 2/j V Xi V . . . V Xj_i V z, 
Cette regie est appliquee aux ensembles de clauses dans lesquels une clause peut etre re-
petee. Cette regie preserve le nombre de clauses non satisfaites pour chaque affectation 
des variables. Bonnet et al. presentent un algorithme complet, qui peut etre vu comme 
une extension pour Max-SAT de ralgorithme de Davis et Putnam [38], utilisant cette 
nouvelle regie pour Max-SAT. De plus, ils proposent une regie similaire pour la version 
ponderee. 
Citons encore que des algorithmes utilisant la programmation en nombres entiers ont 
ete developpes. Par exemple, pour Max-2-SAT, Lewin et al. [91] utilisent un algorithme 
de plans coupant pour trouver une approximation de la valeur optimale. 
De meme, Joy et al [84] presentent un algorithme de branchements et coupes (branch 
and cut) qui utilise GSAT comme heuristique primaire au debut de Falgorithme. Puis, a 
chaque noeud de l'arbre de recherche, ils resolvent une relaxation du programme lineaire 
associe a Max-SAT et ajoutent des coupes. 
De meme, des algorithmes d'approximation ont ete developpes, par exemple par John-
son [83] et Dantsin et al. [36]. 
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3.2.3 Recherche de sous-ensembles incoherents minimaux 
Nous precisons d'abord les definitions d'HS de contraintes et de variables dans le cas 
particulier du probleme SAT. 
Definition 3.2.5. Etant donne une formule propositionnelle non realisable T ayant pour 
ensemble de clauses C, un sous-ensemble incoherent irreductible de clauses, IIS-C, 
M C C, est un sous-ensemble de clauses non realisable qui devient realisable des qu'on 
lui enleve n'importe quelle clause. 
Comme nous l'avons deja dit, pour le probleme SAT, un IIS-C est souvent appele un 
MUS (ou MUS signifie minimal unsatisfiable subformulaes) ou un MUSC (par exemple 
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Figure 3.6 - Exemple d'une instance SAT non realisable. 
La figure 3.6 montre une instance CNF comprenant 9 clauses et 5 variables. Ce pro-
bleme CNF est non realisable et a trois IIS-C, chacun permettant d'expliquer l'incohe-
rence de cette formule. Par exemple, Mi exprime l'impossibilite d'affecter des valeurs 
a xi, x2, et x3 de telle facon a ce que les quatre premieres clauses soit simultanement 
satisfaites. 
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II est parfois plus facile de comprendre pourquoi un probleme est non realisable en 
considerant simplement les variables, plutot que les contraintes, qui sont impliquees 
dans 1'incoherence. En effet, les problemes originaux ont generalement moins de va-
riables que de contraintes et les IIS de variables sont generalement plus petits que les IIS 
de contraintes. Nous allons voir dans le chapitre 4 qu'il est souvent plus facile de trouver 
d'abord un IIS de variables puis, a partir de ce dernier, il est possible d'en extraire un IIS 
de contraintes. Etant donne une formule propositionnelle T agissant sur 1'ensemble des 
variables X, et etant donne un sous-ensemble Q C X, la sous-formule de T induite par 
Q, notee TQ, est la formule composee par les clauses Cj dont toutes les variables qui les 
composent appartiennent a Q. On dit qu'un sous-ensemble Q de variables est realisable 
si et seulement si TQ est realisable. Par consequent, etant donne une affectation partielle 
dans laquelle seulement les variables de Q obtiennent une valeur, chaque clause C, qui 
contient au moins une variable non affectee Xj £ Q est considered comme satisfaite. La 
raison de cela est qu'il est toujours possible de donner une valeur a Xj afm que d soit 
evaluee a vrai. Ceci conduit a une variation du probleme Max-SAT ou des affectations 
partielles sont autorisees et ou le but est de trouver une affectation du plus grand sous-
ensemble de variables Q C X possible afin que la sous-formule correspondante TQ 
soit evaluee a vrai. De plus, ce probleme peut etre etendu en donnant a chaque variable 
xi G X un poids Wi, et en ayant pour but de trouver une affectation qui maximise la 
somme des poids des variables affectees (ou minimise le poids des variables non affec-
tees). 
On peut donner une definition equivalente a la definition precedente en parlant des va-
riables. 
Definition 3.2.6. Etant donne une formule propositionnelle non realisable T ayant comme 
ensemble de variables X, un sous-ensemble incoherent irreductible de variables, IIS-V, 
W C X, est un sous-ensemble de variables de X, tel que si on retire n'importe quelle 
variable de ce sous-ensemble W, alors la sous-formule obtenue est realisable. 
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Desrosiers et al. [40] appellent les IIS-V pour le probleme SAT des MUSV. Si les va-
riables des contraintes composant un IIS-C n'apparaissent pas dans d'autres contraintes 
du probleme, alors elles forment un IIS-V. Par contre, il se peut que l'ensemble des 
contraintes ne contenant que les variables d'un IIS-V ne constituent pas un IIS-C. 
Si nous considerons l'exemple de la Figure 3.6, nous remarquons que celui-ci contient 
deux IIS-V : {xi,X2,xs} et {xi,x3,x^,x5}. Le premier IIS-V donne la sous-formule 
correspondant aux clauses C\, Ci, Cz et C4, qui est aussi la sous-formule correspondant 
a l'IIS-C Mi. Par contre, le second IIS-V donne la sous-formule correspondant aux 
clauses C3, C4, C$, Ce, CV, C8 et C9, qui n'est pas minimal dans le sens des IIS-C (i.e., 
C\ peut etre enlevee sans rendre la sous-formule realisable). 
3.2.3.1 Extraction d'un IIS-C 
Contrairement aux methodes que nous allons presenter au Chapitre 4, qui permettent 
l'extraction d'HS-C ou d'HS-V, les algorithmes qui ont ete developpes par les autres 
chercheurs se concentrent uniquement sur la recherche d'HS-C. Nous allons presenter 
dans cette section une revue des methodes existantes pour l'extraction d'un IIS-C. 
Bruni [26] propose une methode adaptative de recherche d'HS-C. Sa procedure classifie 
les clauses selon leur "difficulte" qui est definie en analysant l'historique de recherche 
d'un algorithme complet de type DPLL. En fait, la "difficulte" est proportionnelle au 
nombre de fois qu'une clause est "visitee" et "echouee" durant la recherche d'un algo-
rithme complet. 
Une clause Cj est dite visitee si durant l'exploration d'un arbre de recherche (d'un al-
gorithme complet) une affectation d'une variable de Cj est faite dans le but de satisfaire 
Une clause Cj est dite echouee si un des deux cas suivants se produit: 
- une affectation ayant pour but de satisfaire Cj produit une clause vide; 
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- Cj elle-meme devient vide suite a une autre affectation. 
Soit Vj le nombre de visites a la clause Cj, /_,• le nombre d'echecs dus a Cj (i.e., dus 
aux deux cas decrits ci-dessus), p une valeur (constante) penalisant les echecs, et lj la 
longueur de Cj. 
L'evaluation de la difficulte de Cj dans T est donnee par 
<Kcj) = (vj+P-fj)/ij 
La procedure de recherche adaptative fonctionne de la facon suivante. 
D'abord, il y a une phase de pretraitement de propagation des clauses unitaires. Puis, d 
branchements sont effectues sur T (ou moins si T est resolue avant). Le sous-ensemble 
initial de clauses, K0, est vide. 
Lors de 1'initialisation, un pourcentage fixe c de clauses de !F est ajoute a K0 pour former 
K\, en donnant la priorite aux clauses les plus difficiles. Les clauses restantes forment 
A l'iteration k, b branchements sont effectues sur le sous-ensemble Kk (ou moins que b 
si Kk est resolu avant). Un des trois cas suivants se produit. 
1. Kk est non realisable, done T est non realisable, et Kk est un sous-ensemble non 
realisable. 
2. II n'y a pas de resultat apres b branchements. Alors, une phase de contraction est 
effectuee, i.e., un nouveau sous-ensemble, Kk+X est forme en selectionnant un 
pourcentage c fixe des clauses de Kk, en donnant la priorite aux clauses les plus 
difficiles. Ensuite, on pose k := k + 1 et on recommence. 
3. Kk est satisfait par une solution £&. Alors, une phase d'expansion est effectuee. 
Un nouveau sous-ensemble Kk+i est cree en ajoutant un pourcentage fixe c de 
clauses de Ok. Ensuite, on pose k := k + 1 et on recommence. 
Bruni a teste son algorithme sur des instances du Dimacs. Cette procedure fonctionne 
bien sur des petits exemples, mais tres mal sur des grands. De plus, souvent les sous-
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ensembles non realisables obtenus par cette procedure ne sont pas minimaux. 
Un polyedre P est un ensemble decrit de la facon suivante : P = {x G Mn | Ax > b} 
ou A est une matrice de taille m x n et b est un vecteur de taille m x 1. Done, 1'en-
semble des solutions admissibles d'un programme lineaire est un polyedre. Defmissons 
un point entier comme un point ayant toutes ses composantes entieres. Un polyedre 
non vide ayant au moins un point interieur entier verifie la propriete de point interieur 
entier, (integral-point property). Bruni [27] propose une methode d'extraction d'HS-C 
pour des classes de formules CNF ayant la propriete de point interieur entier. II utilise 
pour cela une variante du lemme de Farkas et la resolution d'un programme lineaire. 
II presente des resultats encourageants sur des instances provenant de problemes reels. 
Par contre, seulement quelques sortes de formules CNF verifient la propriete de point 
interieur entier : parmi elles figurent les instances de Horn (chaque clause a au plus un 
litteral positif) et renommables de Horn (tous les litteraux peuvent etre renommes de fa-
con unifonne de telle sorte que l'instance avec les litteraux renommes soit de type Horn). 
L'algorithme AMUSE de Oh et al. [109] est base sur un algorithme complet de type 
DPLL. A chaque clause de la formule de depart, une variable supplementaire est ajou-
tee. Ensuite, un algorithme complet de recherche est modifie afin de trouver un ensemble 
non realisable de clauses (non forcement minimal) grace aux variables ajoutees. Suppo-
sons que la formule CNF originale soit T — C\ A ... A Cm ou les variables originales 
sont X = {#i,..., xn}. La nouvelle formule obtenue apres l'ajout des variables y est 
f ' = ( y 1 V C 1 ) A . . . A ( y m V C m ) 
ou y = {yi,..., ym} et y n X = 0. En posant yt = 0, la clause Q est desactivee et en 
posant yi — 1, la clause Ct est activee. Le probleme de trouver un IIS-C de T est reduit 
a trouver une affectation des variables y, notee y* telle que F' avec les variables 3̂ * 
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soit non realisable et F avec les variables y est realisable ou les variables de y' sont 
obtenues a partir des variables y* en remplacant un yi = 1 en y{ = 0. 
L'algorithme AMUSE utilise un algorithme complet de type DPLL sur T1 pour implici-
tement rechercher un sous-ensemble non realisable de clauses de T. Pour cela, AMUSE 
traite les variables de X et y differemment durant la recherche. Les variables de X sont 
traitees de facon normale : elles sont soit affectees par le processus d'affectation soit 
forcees par le processus de deduction (lors de la propagation des clauses unitaires) et 
elles sont desaffectees lors des retour-arrieres effectues en presence de conflits. Les va-
riables y servent a identifier les clauses qui forment le sous-ensemble non realisable. 
L'algorithme "force" une variable d e ^ a avoir la valeur 1 pour indiquer que la clause 
correspondante de T est candidate de l'IS. Afin de trouver cet IS, Falgorithme stocke 
les variables dans differents ensembles : XaffecU est forme par l'ensemble des variables 
de X qui ont ete affectees par le processus d'affectation ou de deduction et ^V/orce- est 
forme par l'ensemble de variables de y qui ont ete forcees a prendre la valeur 1 (nous 
verrons ci-dessous quand ceci a lieu). Au depart, les ensembles Xajfect6 et yforce sont 
vides, et ils sont graduellement etendus. Comme la formule T n'est pas realisable, a 
un certain moment de Pexecution de la recherche arborescente sur T', il va y avoir une 
contrainte C\ dont toutes les variables appartenant a X sont non satisfaites. Ceci va for-
cer yi a prendre la valeur 0 pour que T' soit satisfaite. Ceci indique que la clause d doit 
etre desactivee afin de trouver une solution pour T' et que l'algorithme puisse identifier 
Ci comme clause candidate a l'IS en construction. Alors, une des variables de Xaffecte-
ayant provoque cette situation (i.e., ayant implique yx — 0) est desaffectee et yt est force 
a prendre la valeur 1. 
La recherche se poursuit jusqu'a ce que la combinaison de Xaffecu et yforce provoque la 
creation d'une clause apprise to. Si la formule de depart T est bien non realisable, alors 
obligatoirement une des clauses apprises obtenues lors de l'execution de l'algorithme va 
contenir uniquement des variables de y : UJ3•, = yix V • • • Vi/,-fc. Ceci se produit quand 1'af-
fectation actuelle des variables y^,--- , yjk_1 force une variable yik a prendre la valeur 
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0 (i.e., aucune variable de X n'est implique dans le processus ayant force yjk a prendre 
la valeur 0). Cette clause Uj identifie implicitement un sous-ensemble non realisable de 
clauses de taille k forme par les clauses Cjl, • • • , Cjk. 
Les differentes decisions faites sur les variables de X lors de la recherche arborescente 
permettent d'obtenir des IS de clauses differents. Sur certaines instances les IS de clauses 
obtenus sont des IIS de clauses. Les auteurs presentent des resultats de leur algorithme 
sur des instances provenant de problemes reels (DaimlerChrysler benchmarks). Cet algo-
rithme fonctionne bien sur de petites instances mais est moins performant sur de grandes 
instances. 
Zhang et Malik [140] proposent une methode appelee zCore pour extraire des sous-
ensembles non realisables minimaux basee sur l'apprentissage lors de l'execution d'un 
algorithme complet. Cette methode travaille sur le graphe de resolution qui peut etre 
genere lors de la resolution d'une formule SAT. Un exemple de graphe de resolution est 
presente dans la Figure 3.7. 
Le graphe de resolution est un graphe oriente sans cycle. Chaque sommet du graphe 
est une clause. Les sommets sans predecesseur sont les clauses du probleme de depart. 
Les noeuds interieurs sont les clauses generees dans le processus de resolution (dites 
clauses apprises). Les arcs represented la resolution. Le noeud final (sans successeur) 
represente la clause vide obtenue lors de la resolution permettant de dire que la formule 
est non realisable. Les sommets (clauses) initiaux a partir desquels un chemin jusqu'au 
sommet final (clause vide) existe forment le sous-ensemble de clauses qui forme un sous-
ensemble incoherent de contraintes. Les clauses racines qui ne sont pas des ancetres de 
la clause vide ne sont pas necessaires a la preuve de non realisabilite. Par exemple, dans 
la Figure 3.7, les clauses C3, C4, CQ, C7 et C$ forment un sous-ensemble incoherent de 
contraintes. Ce processus peut etre repete et applique au sous-ensemble incoherent de 
contraintes trouve precedemment afin d'extraire un nouveau sous-ensemble incoherent 
de contraintes de taille plus petite. Les sous-ensembles de contraintes obtenus sont inco-
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,' Clause vide 
\^J Clauses originates 
^ p Clauses apprises 
^ P Clause vide 
Figure 3.7 - Un exemple de graphe de resolution. 
herents mais pas forcement minimaux. 
Cet algorithme est developpe pour des grandes instances provenant d'applications reelles. 
Un des desavantages d'une telle procedure est qu'elle peut echouer sur des grandes ins-
tances a cause d'un depassement de memoire. 
Zhang et Malik presentent des tests sur des instances provenant de problemes reels. Les 
resultats montrent que leur algorithme fonctionne bien pour extraire des petits IIS-C. 
Gershman et al. [59] ont repris les idees de Zhang et Malik afin de creer un algorithme, 
appele Trimmer, pour trouver des petits sous-ensembles incoherents (pas forcement 
minimaux). Trimmer parcourt le graphe de resolution et determine quels noeuds du 
graphe domine d'autres noeuds, afin d'eliminer rapidement le parcours de ces autres 
noeuds. 
Mazure et al. [101] proposent une methode de recherche de sous-ensembles incohe-
rents minimaux basee sur un algorithme du type de TSAT. Leur algorithme est base sur 
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l'hypothese que les clauses les plus souvent non satisfaites durant l'execution d'une re-
cherche locale devraient appartenir aux IIS-C de la formule. Quand TSAT, ou un autre 
algorithme de type GSAT, est utilise sur une instance SAT non realisable, des comp-
teurs leur permettent de separer le probleme en deux parties : une realisable et une non 
realisable. Plus precisement, quand TSAT est utilise sur une instance SAT, ils utilisent 
des compteurs sur les instances pour lesquelles l'algorithme echoue a montrer que l'ins-
tance est realisable. Une trace de TSAT est enregistree : pour chaque clause, en prenant 
chaque changement ("flip") comme pas de temps, le nombre de fois durant lesquelles 
cette clause est non satisfaite est mis a jour. Une trace similaire est enregistree pour 
chaque litteral en comptant le nombre de fois qu'il apparait dans des clauses non satis-
faites. Ils avancent l'hypothese que les clauses les plus souvent non satisfaites devraient 
appartenir a un IIS-C de l'instance SAT. De meme, ils avancent l'hypothese que les lit-
teraux ayant les plus grands scores devraient faire partie de 1TIS-C. 
Ces idees sont reprises par Gregoire et al. [63-66] et modifiees de la facon suivante. 
La version de Mazure et al. [101] augmente le compteur des contraintes falsifiees lors 
de chaque flip meme si celles-ci ne font pas partie d'un IIS-C. Pour essayer de contrer 
cela, il faut tenir compte du voisinage des clauses falsifiees et n'augmenter le score 
d'une clause non satisfaite que si le fait de la rendre satisfaite aboutirait a la non sa-
tisfaction d'autres clauses. Ils definissent les notions de clause unisatisfaite et critique. 
Une clause C est unisatisfaite par une affectation des variables si et seulement si exac-
tement un litteral de C est satisfait. Une clause C non satisfaite par rapport a une af-
fectation des variables est critique par rapport a cette affectation si et seulement si l'op-
pose de chacun des litteraux de C est le seul litteral satisfait d'au moins une clause 
unisatisfaite. Par exemple, supposons que 1'ensemble des clauses d'une formule non 
satisfaite est C = {C\ = {xi V x2 V x3}, C2 = {xi V x2}, C3 = {x2 V x3}, C4 = 
{xi V x3}, C5 = {xj V x2 V x3}} et supposons que nous ayons l'affectation suivante des 
variables x\ = 1, x2 = 1, x3 = 1. Alors, les clauses unisatisfaites sont C2, C3 et C4 et 
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la contrainte C5 est critique. Le but de leur methode est alors d'augmenter uniquement 
les compteurs des clauses critiques. De plus, le score des celles-ci est pondere par le 
nombre de clauses unisatisfaites qui leur sont liees (afin de tenir compte de la longueur 
des clauses critiques). L'idee generate de leur algorithme AOMUS {Approximate One 
MUS) est de partir d'une formule non realisable. Ensuite, tant que la recherche locale 
n'arrive pas a trouver une affectation des variables satisfaisant toutes les variables de la 
formule actuelle, les clauses avec les plus petits scores sont supprimees de la formule. A 
chaque etape, l'ensemble des clauses constituant la formule actuelle est sauvegarde. La 
derniere etape pour laquelle la recherche locale n'arrive pas a satisfaire la formule est 
verifiee par une methode exacte. Si l'incoherence est verifiee alors on a un IS de clauses. 
Ensuite a partir de cet IS de clauses, on peut definir exactement un IIS-C en le minimi-
sant. Ceci se fait en supprimant successivement chacune des clauses de 1'approximation 
et en testant si la sous-formule obtenue est toujours non realisable. Si tel est le cas, on 
peut effectivement faire cette suppression. 
De recents travaux theoriques ont montre que le fait de decider si une formule CNF 
contient un IIS-C de deficience fixee k (la deficience k est la difference entre le nombre 
de clauses et le nombre de variables), pour tout k G N, est NP-complet, mais des algo-
rithmes efficaces ont pu etre developpes pour des petites valeurs de k [28,43]. 
3.2.3.2 Methodes de minimisation 
La plupart des methodes decrites ci-dessus permettent de trouver des sous-formules 
non realisables, mais n'offrent pas de garantie de minimalite (au sens de l'inclusion). 
En effet, verifier l'incoherence minimale est un probleme difficile connu pour etre Dp-
complet (montre par Papadimitriu et Wolfe [111]). La classe Dp est definie par tous 
les "langages" qui peuvent etre consideres comme la difference de deux langages dans 
NP ou de facon equivalente qui sont 1'intersection d'un langage dans NP et d'un dans 
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CoNP (Papadimitriu et Wolfe [111] et Papadimitriu et Yannakakis [112]). Un probleme 
DF-complet est equivalent a resoudre un probleme SAT - NON SAT defini de la facon 
suivante : etant donne deux fonnules propositionnelles T\ et T?,, est-il vrai que T\ est 
realisable et T<i est non realisable? Les problemes .Dp-complets sont a la fois NP-
difficiles et CoiVP-difficiles. 
Du fait que certaines applications demandent la minimalite des sous-formules incohe-
rentes, des algorithmes ont ete developpes afin de minimiser les sous-ensembles incohe-
rents de clauses trouves. 
L'algorithme MUP de Huang [78] permet de prouver l'incoherence minimale de certaines 
instances et permet d'extraire un IIS-C a partir d'une sous-formule non realisable (non 
forcement minimale). II est particulierement interessant d'utiliser MUP apres avoir uti-
lise un algorithme rapide d'extraction d'une sous-formule non realisable (comme par 
exemple zCore ou AMUSE) et de verifier la minimalite de celui-ci ou alors de le mini-
miser avec MUP. 
L'algorithme de Huang se base sur deux principes. Premierement, il reduit le probleme 
de defmir si une formule est incoherente minimale en un probleme de comptage de mo-
deles (nombre d'affectations des variables telles que la formule est evaluee a vraie) d'une 
formule CNF augmentee. II effectue le comptage de modeles ainsi que 1'elimination des 
clauses superflues a l'aide de diagrammes binaires de decision (BDD). 
Comme pour AMUSE, Huang ajoute des nouvelles variables a sa formule originale, par 
contre il en ajoute moins que le nombre de clauses. Soit F = C\ A ... A Cm la formule 
qu'on veut verifier. Soit Ti la formule obtenue en enlevant la clause Cj. Le but est de 
montrer la non satisfaisabilite de F et la satisfaisabilite de tous les J^. II y a done m + 1 
formules a tester. 
Huang introduit k = \log(m + 1)] nouvelles variables Y — {yl5..., y^}. A partir de ces 
k nouvelles variables il construit des nouveaux termes qu'il appelle "minterms". Ceux-
ci sont construits de la facon suivante : e'est une conjonction de k litteraux ou chaque 
variable apparait exactement une fois. II y a 2k minterms. Par exemple, si k = 2, les 4 
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minterms sont y± A y2, y~\ A 2/2, Vx A §2, §1 A t/2- Ensuite, les m differents minterms, notes 
M^ sont ajoutes a T afin de former J7' = f^t.1{Mi V Cj). Pour chaque affectation des 
variables Y, il y a un unique Mi? 1 < i < 2
k, qui est evalue a vrai, les autres sont evalues 
a faux. L'evaluation de Mj a vrai permet de desactiver la clause Cj et son affectation a 
faux permet au contraire d'activer Cj. La formule est non realisable minimale si et seule-
ment si T' possede exactement m modeles sur les variables de Y. Pour pouvoir compter 
les modeles et done decider si la formule est minimale non realisable, Huang utilise des 
diagrammes de decision binaires (BDD) sur les variables Y. Ceci permet aussi en cas de 
non minimalite de determiner les clauses a enlever en repetant le processus d'utilisation 
des BDD. 
MUP est surtout efficace pour prouver la minimalite d'une sous-formule incoherente ou 
pour minimiser une sous-formule incoherente trouvee par un autre algorithme (zCore 
ou AMUSE par exemple), mais n'est pas ideal pour chercher un IIS-C a partir de la for-
mule de depart. 
Zhang et Malik [140] proposent en meme temps que leur algorithme zCore un al-
gorithme de minimisation appele zMinimal . Celui-ci enleve successivement toutes les 
clauses de la formule et teste avec z Chaff si la sous-formule obtenue est toujours in-
coherente ou non. Si tel est le cas, alors la clause est definitivement supprimee et l'algo-
rithme continue avec la clause suivante. Cet algorithme est tres similaire a Falgorithme 
Removal presente pour resoudre le LSCP par Galinier et Hertz [48] et que nous allons 
presenter a la section 4.1.2. 
3.2.3.3 Extraction de tous les IIS-C d'un probleme 
Pour restaurer la satisfaisabilite d'une formule SAT il faut reparer tous ses IIS-C. 
C'est pour cela que de certains chercheurs se sont interesses a 1'extraction de tous les 
IIS-C d'un probleme. 
81 
Comme nous Taverns vu dans la Section 3.1, Bailey et Struckey [11] ont propose une 
adaptation de la methode DAA pour trouver tous les MSS d'un probleme. 
Liffiton et Sakallah [95] proposent un algorithme similaire a celui de Bailey et Stuckey 
dans le sens qu'eux aussi utilisent la dualite entre les MSS et les IIS-C. Leur algorithme 
CAMUS fonctionne en deux phases, et le but de cet algorithme est d'obtenir tous les IIS-
C. Pendant la premiere phase, 1'algorithme construit l'ensemble G de tous les coMSS. 
Pendant la deuxieme phase, il construit tous les hitting sets minimaux de G, i.e., tous les 
IIS-C. Dans la premiere phase, pour trouver tous les coMSS, ils doivent trouver tous les 
MSS. Ceux-ci sont trouves de facon incremental en resolvant des problemes Max-SAT. 
Pour cela, ils considerent le probleme ou chaque clause est augmentee du litteral negatif 
d'une nouvelle variable (comme pour AMUSE) afin de pouvoir activer ou desactiver la 
clause. Ils utilisent une borne qui fixe le nombre maximal de nouvelles variables pou-
vant etre fixees a faux (done le nombre de clauses pouvant etre desactivees). Cette borne 
vaut 1 au depart et augmente a chaque iteration. A la deuxieme phase, ils proposent une 
methode pour extraire un IIS en temps polynomial. Pour cela, a chaque iteration, un 
coMSS est choisi parmi l'ensemble des coMSS et une clause de ce coMSS est choisie. 
La clause est ajoutee a 1TIS en construction. Ensuite, toutes les autres clauses du coMSS 
choisi sont supprimees du probleme restant. Puis chacun des coMSS contenant la clause 
choisie est supprime. Quand il ne reste plus de coMSS, 1'algorithme s'arrete. Ensuite, 
en combinant la technique pour extraire un IIS et un branchement sur les deux decisions 
que sont le choix du coMSS et de la clause, ils parviennent a extraire tous les IIS. Cet 
algorithme donne de meilleurs resultats que celui de Bailey et Stuckey. 
Dans un autre article, Liffiton et Sakallah [96] presentent plus en detail les bases theo-
riques sur lesquelles est basee leur methode et proposent certaines variantes pour ex-
traire des resultats partiels quand l'extraction de tous les IIS-C prend trop de temps. Les 
coMSS sont ici appeles des ensembles de correction minimaux, MCS (pour minimal 
82 
correction subset). 
Gregoire et al., [67] et [69], combinent la methode de Liffiton et Sakallah [95] pour 
trouver tous les IIS-C a un pretraitement utilisant la recherche locale. Celle-ci joue le 
role d'oracle pour trouver des coMSS potentiels. En fait, c'est uniquement la premiere 
phase de l'algorithme de Liffiton et Sakallah qu'ils modifient. La methode de Gregoire 
et al. s'appelle HYCAM pour HYbridization for Computing All Muses. Leur methode est 
basee sur la notion des clauses critiques (vues a la page 77) et sur la propriete suivante. 
Soit une formule propositionnelle T et une affectation / de T et soit C un sous-ensemble 
des contraintes de T tel que toutes les clauses de C sont falsifiees par I, alors C ne peut 
pas etre un coMSS quand il existe au moins une clause de C qui n'est pas critique par 
rapport a / . Cette recherche locale pour trouver les coMMS est plus efficace en termes de 
temps de calcul que la methode de Liffiton et Sakallah. Par contre, elle n'est pas garantie 
d'etre complete, car elle peut manquer des coMSS et certains des candidats identifies 
peuvent ne pas etre des coMSS. 
3.2.3.4 Extraction de HIS-C de cardinality minimum 
Certains auteurs se sont interesses a l'extraction de l'IIS-C de cardinality minimum 
(appeles parfois MCUS pour le terme anglais minimum cardinality unsatisfiable subfor-
mulas). 
C'est le cas de Lynce et Marques-Silva [98]. Comme pour l'algorithme AMUSE, ils 
ajoutent a la formule de depart m nouvelles variables y. Les contraintes sont modi-
fiers de la facon suivante. II y a une nouvelle variable yt par contrainte C, qui permet 
ou non de selectionner la clause. Les nouvelles clauses C[ sont constitutes de la facon 
suivante : C[ = & A Cj. Appelons la nouvelle formule T'. Si toutes les variables yi 
obtiennent la valeur 0, alors T' est realisable. Pour chaque affectation des variables yt 
aboutissant a une formule non realisable, le nombre de variables de y qui ont la va-
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leur 1 indique le nombre de clauses que contient le sous-ensemble non realisable. Done 
le sous-ensemble non realisable de taille minimum est obtenu par l'affectation des va-
riables z/j ayant le plus petit nombre de variables avec la valeur 1 et tel que T' est non 
realisable. L'idee de leur algorithme pour trouver un IIS-C de cardinalite minimum est 
d'utiliser un algorithme de type DLL connu, zChaff de Zhang et Malik [140], sur le nou-
veau probleme. Les variables sont organisees en deux ensembles disjoints X (variables 
originales) et y (nouvelles variables). Les decisions sont d'abord faites sur les variables 
y et apres sur les variables X. Chaque fois que la recherche effectue un retour-arriere 
en passant d'un niveau d'une variable de X a un niveau d'une variable de y, alors un 
sous-ensemble non realisable de clauses est trouve. Cet IIS-C est forme par les clauses 
Ci pour lesquelles yi = 1. Apres que toutes les affectations des variables y aient ete 
evaluees, le sous-ensemble non realisable avec le plus petit nombre de clauses est 1'IIS-
C de cardinalite minimum recherche. Cette methode de recherche teste done toutes les 
combinaisons de contraintes afin de trouver 1'IIS de cardinalite minimum. Comme l'es-
pace de recherche est tres grand (taille 2n + m), ils proposent des ameliorations afin de le 
reduire. La premiere consiste a trouver un premier sous-ensemble non realisable avec 
zChaff [140] et ensuite a utiliser la taille de celui-ci comme borne superieure sur la taille 
du sous-ensemble minimal lors de la recherche en ajoutant une contrainte de cardina-
lite au probleme. De meme, chaque nouveau sous-ensemble trouve en cours d'execution 
peut ameliorer cette borne. Les autres ameliorations consistent a utiliser les clauses ap-
prises lors de l'execution du branch-and-bound afin de reduire l'espace de recherche et 
d'eviter de trouver deux fois la meme solution. Comme le nombre de sous-formules non 
realisables peut etre exponentiel par rapport au nombre de ses variables, meme avec les 
ameliorations proposees, la taille des problemes qui peuvent etre resolus par cette me-
thode est tres petite. 
Mneihmeh et al. [106] presentent un algorithme de type Branch-And-Bound qui utilise 
les solutions du probleme Max-SAT de facon iterative afin de generer des bornes infe-
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rieures et superieures sur la taille de l'IIS-C de cardinality minimum et afin de verifier 
les sous-ensembles obtenus et de pouvoir brancher sur des sous-formules particulieres 
afin de trouver l'IIS-C de cardinality minimum. 
Precisons aussi que les methodes essayant d'extraire tous les IIS-C d'une formule pro-
positionnelle (vues precedemment a la Section 3.2.3.3), donnent l'IIS-C de cardinality 
minimum dans le cas ou elles ont reussi a extraire tous les IIS-C. 
L'algorithme H i t t i n g S e t de Galinier et Hertz [48] applique a un CSP permet d'ex-
traire un IIS de cardinality minimum. II est done applicable au probleme SAT. Comme 
nous allons utiliser cet algorithme pour extraire des IIS de variables et de contraintes de 
cardinality minimum, nous le presenterons en detail a la section 4.1.4. 
3.3 Conclusion 
Dans ce chapitre, nous avons presente une revue de la litterature des methodes de 
recherche d'HS dans des CSP generaux et pour le probleme de /c-coloration de graphe. 
Puis, nous avons presente des methodes de resolution du probleme SAT ainsi qu'une 
revue de la litterature des methodes d'extraction d'HS pour le probleme SAT. 
Dans le chapitre qui suit (chapitre 4), nous presentons des algorithmes de detection au-
tomatique d'HS de contraintes ou de variables pour le probleme SAT. 
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CHAPITRE 4 
UTILISATION D'HEURISTIQUES POUR TROUVER DES 
SOUS-ENSEMBLES INCOHERENTS MINIMAUX POUR LE PROBLEME SAT 
Dans ce chapitre nous presentons des algorithmes originaux permettant d'obtenir 
des IIS de contraintes et de variables pour le probleme SAT. Nous montrons que ces 
algorithmes peuvent etre appliques a de relativement grandes instances, grace a l'uti-
lisation d'heuristiques. Nous presentons aussi un algorithme permettant d'obtenir des 
IIS de cardinality minimum. Puis, nous donnons des heuristiques qui aident a trouver 
des IIS plus petits ou plus denses, ceux-ci etant plus utiles pour diagnostiquer des sys-
temes incoherents, ainsi qu'une heuristique permettant d'accelerer la recherche. Puis, 
nous presentons des resultats experimentaux et nous comparons ces resultats avec ceux 
de [26,78,95,101,106,109,140]. 
Les resultats de ce chapitre sont presentes dans [40], qui a ete accepte pour publication 
dans Journal of Combinatorial Optimization. 
4.1 Algorithmes de detection d'lIS 
Les algorithmes presentes dans ce chapitre sont bases sur les methodes proposees par 
Galinier et Hertz [48] pour le probleme de recouvrement de grands ensembles {large set 
covering problem, LSCP). Leur article demontre que le probleme consistant a trouver 
des IIS dans des problemes de satisfaction de contraintes non realisables peut etre for-
mule comme un probleme de recouvrement de grands ensembles (LSCP). Or, comme 
nous l'avons vu dans le chapitre 2, le probleme SAT est un probleme de satisfaction de 
contraintes. Done, les algorithmes de Galinier et Hertz [48] peuvent etre appliques au 
probleme SAT. Ces algorithmes ont auparavant ete appliques avec succes pour trouver 
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des sous-graphes critiques du point de vue des aretes et des sommets et resoudre le pro-
bleme de coloration de graphe (Desrosiers et al. [39]). De plus, comme les proprietes 
donnees dans l'article de Galinier et Hertz [48] sont valides pour tout CSP, nous nous 
refererons a cet article pour les preuves. 
Definition 4.1.1. Soit E un ensemble de n elements. Soit E\,..., Em m sous-ensembles 
m 
de E dont l'union vaut E (i.e., M £"j = E). Un sous-ensemble I de { 1 , . . . , m} tel que 
i=i 
M Et = E est appele un recouvrement de E. Le probleme de recouvrement a cout 
unitaire (de l'anglais unicost set covering problem, USCP) consiste a determiner un 
recouvrement I de E de cardinality minimum. 
Definition 4.1.2. Soit E un ensemble de n elements. Soit E\,..., Em m sous-ensembles 
de E dont l'union vaut E. E et les sous-ensembles E\ ne sont pas donnes en extension 
{1 si e e Ei 0 sinon 
De plus, soit une fonction u qui associe un poids u{i) a chaque ensemble Et et une 
procedure MinW(u) qui retourne un element e G E tel que 2_. u(i) e s t minimum. 
Le probleme de recouvrement de grands ensembles (de l'anglais Large Set Covering 
Problem, LSCP) consiste a determiner grace a ip et MinW un recouvrement minimal de 
E (i.e., au sens de 1'inclusion si on supprime n'importe quel ensemble de MinW, alors 
les ensembles restants ne forment plus un recouvrement de E). De plus, le probleme 
minimum LSCP consiste a determiner avec (p et MinW un recouvrement minimum de 
E (i.e., de cardinality minimum). 
La recherche d'HS de contraintes ou de variables dans des CSP non realisables sont 
des cas particuliers du LSCP. En effet, supposons que nous ayons un CSP non realisable. 
Si nous voulons faire la recherche d'un IIS de contraintes, nous definissons les ele-
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ments de E comme n'importe quelle affectation complete des variables de X. A chaque 
contrainte Ci de C, nous associons le sous-ensemble E{ de E contenant toutes les affec-
tations qui violent d. Un recouvrement minimal de E est done un IIS de contraintes. 
{1 si l'affectation complete e viole d 0 sinon 
La fonction u> pondere les contraintes du CSP et la procedure MinW {to) retourne une 
affectation complete e qui minimise la somme des poids des contraintes violees par e. 
Dans le cas de la recherche d'un IIS de variables d'un CSP non realisable, nous defi-
nissons un element de E comme n'importe quelle affectation partielle legale. A chaque 
variable X{ de X est associe le sous-ensemble Ei de E qui contient toutes les affectations 
partielles legales dans lesquelles £j n'est pas affectee. A nouveau, la resolution du pro-
bleme LSCP permet de trouver un IIS de variables. Pour cela, la procedure tp est definie 
t 
1 si Xi n'est pas affectee dans l'affectation 
de la fa9on suivante : ip(e, i) = \ partielle e, 
0 sinon 
Aussi, u pondere les variables de X et MinW retourne une affectation partielle legale 
e qui minimise la somme des poids des variables non affectees dans e. 
La procedure MinW resout principalement des problemes NP-difficiles, que ce soit 
dans la recherche d'HS de variables ou de contraintes. C'est pour cette raison, que sui-
vant le type de CSP auquel nous sommes confrontes il pourra etre utile de remplacer 
cette procedure par une version heuristique. 
Dans la section suivante, nous allons presenter les trois algorithmes proposes par Ga-
linier et Hertz [48], i.e., Removal, I n s e r t i o n et H i t t i n g S e t de facon generale 
(exacte et heuristique) et nous allons preciser comment nous les avons adaptes au pro-
bleme SAT. 
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4.1.1 Presentation generate des algorithmes d'extraction de sous-problemes inco-
herents minimaux 
Pour detecter des sous-ensembles incoherents minimaux de contraintes ou de va-
riables, trois types d'approches sont etudiees par Galinier et Hertz [48]. 
1. Par suppression : On part d'un ensemble non realisable de contraintes (ou va-
riables) et Ton supprime des contraintes (ou variables) tant que Pensemble reste 
non realisable. 
2. Par insertion : On part de l'ensemble vide et on ajoute des contraintes (variables), 
une a une, jusqu'a ce que l'ensemble de contraintes (variables) devienne non rea-
lisable. 
3. Par recouvrement: On determine des sous-ensembles de contraintes (variables) 
tels que si on supprime n'importe lequel de ces sous-ensembles, le systeme de-
vient realisable. Ensuite, on determine un recouvrement minimal de ces sous-
ensembles. 
Afin de presenter une seule version des algorithmes de detection d'HS, nous allons intro-
duire des notations generiques qui vont avoir une signification differente selon que nous 
cherchons un IIS de variables ou de contraintes. 
Ainsi, si notre but est de trouver des IIS de contraintes, notons S l'ensemble des con-
traintes C d'un CSP non realisable et S' un sous-ensemble de S. Comme nous l'avons vu 
precedemment, e est une affectation complete des variables. Notons /5(e) le nombre de 
contraintes de S violees par Faffectation e. Soit Si et S2 deux sous-ensembles disjoints 
de contraintes. Alors MIN(Si, S2) est une procedure qui produit une affectation qui mi-
nimise la fonction a-fs1 (e) +fs2 (e) ou a est plus grand que |521. Done cela veut dire que 
MIN(Si, S2) determine une affectation complete des variables qui satisfait le plus de 
contraintes possibles de S\ et, parmi toutes ces affectations possibles, produit celle qui 
viole le moins de contraintes de S2. Les contraintes de Si sont considerees comme dures 
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et celles de £2 comme molles. Alors, 5" est non realisable si et seulement si n'importe 
quelle affectation e obtenue comme valeur de sortie de MIN(S', 0) ou MIN{$, S') est 
telle que fs>(e) > 0. 
Par contre, si notre objectif est de trouver des IIS de variables, S est l'ensemble des 
variables X d'un CSP non realisable, e est une affectation partielle legale des variables 
de S et S' est un sous-ensemble de variables de S. Dans ce cas-ci, /5(e) est le nombre 
de variables non affectees dans e. Soit Si et 52 deux sous-ensembles de variables de 
S. Alors MIN(Si, S2) est une procedure qui produit une affectation partielle optimale 
qui minimise la fonction a • fs1(e) + fs2(
e)> o u a e s t u n nombre plus grand que \S2\. 
Done, en fait, MIN(S\, S2) determine une affectation partielle legale qui affecte le plus 
de variables possible de Si et parmi toutes ces affectations possibles retourne celle qui 
contient le moins de variables de S2 non affectees. Le sous-ensemble S' est non reali-
sable si et seulement si MIN(S', 0) ou MIN(Q, S') est tel que fs>{e) > 0. 
Dans le cas particulier du probleme SAT, MIN correspond a une procedure resolvant le 
probleme Max-SAT pondere (que nous allons abreger dans la suite du texte MaxWSAT) 
et ou toutes les contraintes ou les variables de S ont un poids associe. 
Nous utilisons les notations suivantes. FSi(ei) est forme par l'ensemble des contraintes 
de Si violees par 1'affectation e; si nous effectuons une recherche d'HS de contraintes et 
est forme par l'ensemble des variables de Si non affectees dans 1'affectation ej si nous 
effectuons une recherche d'HS de variables. fSi(ei) est le nombre de contraintes de Si 
violees par ej ou de variables de Si non affectees dans ej. 
Nous allons aussi presenter des versions heuristiques des algorithmes de recherche d'HS. 
Dans ces cas-la, une version heuristique de MIN est utilisee et elle est appelee HMIN. 
Dans le cadre du probleme SAT, HMIN est une heuristique resolvant le probleme 
MaxWSAT. 
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4.1.2 L'algorithme Removal 
L'algorithme Removal est peut-etre le plus simple de tous les algorithmes de re-
cherche d'HS. En effet, etant donne un probleme non realisable, 1'algorithme Removal 
precede avec une approche "de haut en bas", supprimant les contraintes ou les variables 
une par une, et reintroduisant celles qui rendent le probleme realisable. Comme deja 
mentionne dans le Chapitre 3 (revue de la litterature) des approches similaires ont deja 
ete proposees, comme par exemple l'algorithme zMminimal de Zhang et Malik [140] 
pour le probleme SAT, l'algorithme de suppression de Chinneck [31] pour la program-
mation lineaire, ou l'algorithme de Herrmann et Hertz [74] pour la detection de sous-
graphes sommets-critiques pour le probleme de k-coloration de graphes. 
Dans la Figure 4.1 est presente ralgorithme Removal exact. II determine un IIS en 
\S\ etapes. 
Removal 
Entree : un ensemble non realisable S. 
Sortie : un IIS S'. 
choisir un ordre si,...,st,...,s\s\ pour le traitement des elements de S et poser S' <— S 
pour i = ljusqu'a \S\ faire 
soit e l'output de MIN(S' - {s,}, 0); 
_ si fs>-{Si}(e) > 0 alors poser S' <- S' - { s j ; 
Figure 4.1 - Algorithme de suppression : Removal 
Nous avons alors la propriete suivante [48]. 
Proposition 4.1.3. L 'algorithme Removal produit un IIS en un nombrefini d'etapes. 
Comme 1'ensemble 52 utilise par la procedure MIN(Si, S2) de l'algorithme Remo-
v a l (Figure 4.1) est egal a 1'ensemble vide, nous pouvons utiliser un algorithme resol-
vant SAT pour MIN (a la place d'un algorithme resolvant MaxWSAT). Done, dans ce 
91 
cas-ci uniquement, MIN(S' - { s j , 0) est un algorithme SAT qui resout le probleme du 
meme nom pour la formule CNF induite par S' — {SJ} (la formule CNF induite par un 
ensemble de clauses C est la formule comprenant les clauses de C et les variables sur 
lesquelles agissent les clauses de C, alors que la formule CNF induite par un ensemble 
de variables X' est la formule comprenant ces variables et les clauses qui contiennent 
uniquement des variables de X'). Voutput e de MIN(S' — {SJ}, 0) est alors VRAI ou 
FAUX et fs.-{si}(VRAI) = 0 et fs,_{8i}(FAUX) > 0. 
Afin d'illustrer l'algorithme Removal, considerons comme but de trouver un IIS-C 
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Figure 4.2 - Exemple d'une instance SAT non realisable. 
Supposons que les clauses sont enlevees selon le numero de leur indice. 
1. Au depart, S *- C et S' *- 5. 
2. La sous-formule induite par S' — {Ci} est toujours non realisable, done C\ est 
enleve de S', "detruisant" ainsi M\ et M3. 
3. La sous-formule induite par S' — {C2} est toujours non realisable, done C2 est 
supprime de S'. 
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4. La sous-formule induite par S' — {C3} est realisable, done il faut garder C3. 
5. La sous-formule induite par S' — {C4} est non realisable done C4 est supprime de 
S'. 
6. Ensuite, les sous-formules induites respectivement par S' — {CJ pour 
i = 5,6, 7,8,9 sont realisables, done il faut garder ces clauses Cj, et l'IIS-C trouve 
est M?. 
Notons que l'ordre dans lequel les clauses ou les variables sont supprimees affecte les 
resultats de Falgorithme. En effet, si nous avions enleve les clauses en suivant l'ordre 
inverse de leur indice, M2 et M.3 auraient ete detruits en premier, et M.\ aurait ete re-
tourne. 
Illustrons maintenant comment fonctionne l'algorithme Removal pour chercher un IIS-
V sur ce meme exemple de la Figure 4.2. Considerons d'abord l'ordre de traitement des 
variables selon le numero de leur indice. 
1. Au depart, S <- X et S' *- S. 
2. La sous-formule induite par S' — {x1} est realisable, done la variable x\ est gardee. 
3. La sous-formule induite par S' — {x2} est non realisable, done x2 est supprime de 
S'. 
4. La sous-formule induite par respectivement S' — { x j pour % — 3,4,5 est reali-
sable, done ces variables sont conservees. L'IIS-V retourne est {xi,xs, x4, x5}. 
A nouveau, l'ordre dans lequel les variables sont traitees affecte l'IIS-V obtenu. En effet, 
si les variables avaient ete traitees selon l'ordre inverse du numero de leur indice, nous 
aurions obtenu l'IIS-V {x\, x2, x3}. 
Dans la figure 4.3 est presentee la version heuristique de l'algorithme de suppression 
pour rechercher des IIS. Dans ce cas-ci, HMIN est la version heuristique de MIN. HMIN 
peut etre implements en utilisant un algorithme de recherche locale. 
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HRemoval 
Entree : un ensemble non realisable S. 
Sortie : un sous-ensemble S' qui est possiblement non realisable. 
choisir un ordre s i , . . . , Sj , . . . , s\g\ pour le traitement des elements de S etposer S' •*— S 
pour i — ljusqu'a \S\ faire 
soit e l'output de HMIN(S' - {Si}, 0); 
si fs'-{si}ie) > 0 alors poser S' <— S' — {si}; 
Figure 4.3 - Heuristique de suppression, HRemoval 
Nous avons la propriete suivante [48]. 
Proposition 4.1.4. Si l'output de I'algorithme HRemoval est un ensemble non reali-
sable, alors c 'est un IIS. 
II est possible que le sous-ensemble S' obtenu comme sortie de I'algorithme HRemo -
v a l ne soit pas un IIS. Ceci va dependre de l'heuristique utilisee pour HMIN. En effet, 
nous pouvons illustrer ceci en reprenant l'exemple de la Figure 4.2 que nous avons vu ci-
dessus pour trouver un IIS-C. Dans le cas particulier du probleme SAT, HMIN est done 
une procedure heuristique pour le probleme SAT. Imaginons que jusqu'au traitement 
de la contrainte C$ la procedure heuristique ne fasse pas d'erreur et que pour la sous-
formule induite par S' — {C9} la procedure heuristique retoume FAUX, alors C9 est 
supprime de S' et la sous-formule retournee est realisable. 
4.1.3 L'algorithme I n s e r t i o n 
Le nombre d'etapes (i.e., d'appels a la procedure MIN) requis par I'algorithme 
Removal afin de trouver un IIS-C ou un IIS-V est egal au nombre de contraintes ou 
de variables du probleme original, sans egard a la taille de son IIS. Ceci n'est pas tres 
efficace dans les cas ou 1TIS est beaucoup plus petit que le probleme original. Dans 
de tels cas, il est plus sense d'utiliser une approche de "bas en haut", ou un probleme 
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initialement vide est augmente jusqu'a ce qu'il devienne non realisable. L'algorithme 
I n s e r t i o n , montre dans la Figure 4.4, est une telle approche. 
I n s e r t i o n 
Entree : un ensemble non realisable S. 
Sortie : un IIS S'. 
poser So <- 0, T0 <- S et i <- 0; 
repeter 
poser ej <- MIN(Si, Tj); 
tifsifa) >0alors 
L STOP : Si est un IIS; 
sinon 
soit S{ un element de Fxt (ej); 
poser Si+1 ^StU {Si}, Ti+1 <- 7} \ FTi(ei); 
|_ i •*— i + 1; 
jusqu'a ce que l'algorithme s 'arrete ; 
Figure 4 . 4 - Algorithme exact d'insertion, I n s e r t i o n 
Proposition 4.1.5. L'algorithme Insert ion produitun IIS [48]. 
L'algorithme I n s e r t i o n selectionne un IIS avec un nombre d'etapes egal a la taille 
de cetIIS. 
L'algorithme commence par poser les poids de toutes les clauses ou toutes les variables 
de S a 1. Ensuite, il modifie ces poids de la facon suivante. Quand nous voulons donner 
plus d'importance a une clause ou une variable s G S, nous fixons son poids a a > |,S|, et 
nous disons que nous rendons s dure. Ce sont les variables ou les clauses introduites dans 
Si+i qui sont durcies et done ce sont elles qui obtiennent un poids a. D'un autre cote, 
quand nous ne voulons pas prendre une clause ou un variable s en compte, nous fixons 
son poids a 0, et nous disons que s est supprimee. Ce sont les variables ou les clauses de 
FTi(ei) \ {si} qui obtiennent un poids nul (car ce sont les variables ou les clauses, sauf 
s^ qui sont supprimees de Ti). Ceci incite la procedure MaxWSAT a satisfaire toutes les 
clauses dures de Si dans le cas de recherche d'un IIS-C ou affecter une valeur a toutes les 
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variables dures de Si dans le cas d'un IIS-V, et ignorer toutes celles qui sont supprimees. 
A chaque iteration, MaxWSAT retourae une affectation ê  telle que l'ensemble Fr^i) 
contient au moins une clause ou une variable de chaque IIS restant de T. Ensuite, il 
durcit une clause ou une variable de F^ (ej) et supprime les autres. Quand l'ensemble des 
clauses ou des variables dures devient non realisable, MaxWSAT obtiendra fsX^i) > 0 
et l'algorithme retourne cet ensemble Si. 
Illustrons maintenant 1'execution de l'algorithme I n s e r t i o n pour la recherche 
d'un IIS-C dans la formule CNF de la Figure 4.2. 
1. Au depart, S <— C, S0 <— 0, T0 <— S. Les poids de toutes les contraintes sont 1. 
2. Comme l'ensemble i*r0(eo) retourne par MaxWSAT doit contenir une contrainte 
de chacun des trois IIS-C et doit etre minimum, il va contenir C3. Alors, 
Si = {C3} et Xi = {Ci, C2, C4, C5, CQ, C7, Cg, Cg}. 
3. L'affectation ei doit satisfaire la contrainte C3 appartenant a Si car son poids est 
a et satisfaire le plus de contraintes de 7\. Supposons que cette affectation ei soit 
(0,1,1,1,0), alors FTl(ei) = {C4,C7}. Choisissons si = C7, done 
S2 = {C3, C-j} et T2 = {Ci, C2, C5, C6, C$, C9}. 
4. L'affectation e2 doit satisfaire les contraintes de 52 et satisfaire le plus de contrain-
tes de T2. Une telle affectation est e2 = (0,1,1,1,1). Ainsi, FT2(e2) = {Ce} et 
s2 = C6, done S3 = {C3, C6, C7} et T3 = {C1? C2, C5, C8, C9}. 
5. L'affectation e3 doit satisfaire les contraintes de S3 et satisfaire le plus de contrain-
tes de T3. Par exemple, e3 peut etre e3 = (1,0,0,1,0). Ce qui donne 
-^3(63) = {Ci,Cs}. Choisissons s3 = C8, et ainsi 04 — {C3) CQ, C7, C%\ et 
T4 = {C2, C5, Cg}. 
6. L'affectation e4 doit satisfaire les contraintes de 54 et satisfaire le plus de contrain-
tes de T4, done par exemple e4 = (1,0,0,0,0). Ce qui donne FTA{ei) = {Cg} et 
s4 = Cg, S5 = |C 3 , CQ, C7, Cg, Cg} et T5 = {C2, C5}. 
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7. L'affectation e6 doit satisfaire les contraintes de 65 et satisfaire le plus de contrain-
tes de T5, done par exemple e5 = (1,0,0,0,1) et FT5 (e5) = {C5}, done s5 = C5, 
Se = {C3, C5, Ce, C7, Cg, Cg} et T6 — {C2}. 
8. A cette etape-la, n'importe quelle affectation e6 ne satisfait pas au moins une 
contrainte de S& et done fs6(e&) > 0 et l'algorithme s'arrete et renvoie 56. En 
fait, e'est l'IIS-C M2 de la Figure 4.2. 
Illustrons l'algorithme I n s e r t i o n avec la detection d'un IIS-V dans la formule 
CNF de la Figure 4.2. 
1. Au depart, S <— X, So «— 0, T0 <— S. Les poids de toutes les variables sont 1. 
2. Comme l'ensemble Fx0(e0) retourne par MaxWSAT doit contenir une variable de 
chacun des deux IIS-V {xi, x2, x3} et {xi,x3, x4, x5}, et comme fr0{eo) doit etre 
minimum, FTo(e0) peut soit contenir xi ou x3, supposons que e'est x3. Cette va-
riable est ensuite durcie, done Si = {x3} et 7\ = {x1? x2, x4, x5}. 
3. Le prochain ensemble FTX (ei) contient x\, qui est a son tour durcie. Ainsi, 52 = 
{xi, x3} et T2 = {x2, x4, x5}. 
4. Le prochain Fx2(e2) contiendra alors x2 et une variable du second IIS-V, disons 
x4. Nous devons alors choisir de durcir une de ces variables (i.e., l'ajouter a S2) 
et supprimer l'autre. Supposons que x4 est durcie. Alors, S3 = {xi,x3 ,x4} et 
Tz = {x5}. 
5. Le prochain FT3(e3) contient alors x$. Ainsi, S4 = {xi, x3, x4, x5} et T3 = {0}. 
Les variables de 54 (=variables dures) sont telles que /s4(e4) > 0, elles forment 
done un IIS-V qui est retourne. 
A nouveau, le choix de la variable a durcir determine quel IIS-V sera retourne. Ainsi, 
si nous avions choisi de durcir x2 a la place de x4, 1'IIS-V selectionne precedemment 
aurait ete detruit et un autre aurait ete trouve : {xi, x2, x3}. Notons finalement, que l'al-
gorithme I n s e r t i o n peut ne pas etre capable de trouver tous les IIS d'une formule 
donnee. En effet, au debut de l'algorithme tous les poids valent 1. Si nous considerons le 
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cas ou nous cherchons un IIS de contraintes et que chaque clause de 1'IIS de plus petite 
taille appartient a au moins un autre IIS-C. A la premiere iteration, l'ensemble -Fr0(e0) 
retourne par MaxWSAT contient toutes les clauses de cet IIS de plus petite taille. Une 
des clauses de cet IIS-C est alors durcie (poids de a) tandis que les autres obtiennent 
un poids nul et done cet IIS est detruit. Done, dans ce cas particulier, cet IIS-C sera tou-
jours detruit lors de la premiere iteration de Falgorithme I n s e r t ion . Considerons, par 
exemple, la recherche d'un IIS-C dans la formule CNF de la Figure 4.5. Supposons que 
toutes les clauses ont le poids 1, l'ensemble FTo(e0) optimal, retourne par MaxWSAT, 
clairement contient C\ et C*2. Comme il contient ces deux clauses, M.\, qui est les plus 



























Figure 4.5 - Un exemple ou Falgorithme I n s e r t i o n ne peut pas trouver tous les IIS-
C. 
Dans la Figure 4.6 est presentee la version heuristique de Falgorithme d'insertion. 
Dans ce cas-ci HMIN est une heuristique. Dans le cas du probleme SAT e'est 
une heuristique appelee MaxWSAT resolvant le probleme Max-SAT pondere. Comme 
MaxWSAT est une heuristique, il peut arriver que T devienne realisable (i.e., fst (&%) — 0 
e t frX^i) — 0), auquel cas un echec est rapporte. L'algorithme peut aussi essayer de 
reparer cette erreur en utilisant la procedure R e p a r e r qui est presentee dans la Figure 
4.7. Comme nous Favons dit, les clauses ou les variables appartenant a Si ont un poids 
de a, les clauses ou variables appartenant a Tj ont un poids de 1 et les clauses ou va-
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H I n s e r t i o n 
Entree : un ensemble non realisable S. 
Sortie : un sous-ensemble possiblement non realisable S' ou ERREUR. 
poser So <- 0, T0 <- S et i <- 0; 
repeter 
poser ei^-HMIN(Si,Ti); 
si/Si(ei) > Oalors 
STOP : Si est un sous-ensemble qui est possiblement non realisable; retourner 
L s < of, 
sinon si /^(ei) = 0 alors 
STOP : Si U Ti est un ensemble realisable et nous avons une preuve que 
Falgorithme s'est trompe a une etape precedente; 
retourner ERREUR ou OK_REP <- Reparer (Ti, eh FTi_1 (e^-i) \ {SJ-I}); 
si OK_REP est faux alors 
L retourner ERREUR 
sinon 
soit Si un element de F^ (et); 
poser Si+i *- Si U {Si}, Ti+1 *-Ti\ FTi(ei); 
\_ ii—i + 1; 
jusqu'a ce que I'algorithme s 'arrete et retourne soit S' soit ERREUR ; 
Figure 4.6 - Heuristique d'insertion, H I n s e r t i o n 
riables de S \ {Si U T,} ont un poids de 0. La procedure R e p a r e r reinsere des clauses 
ou des variables de FTi_1 (ej_i) \ {SJ_I} a T, (i.e., en remettant leur poids egal a 1), jus-
qu'a ce que T devienne a nouveau non realisable ou jusqu'a ce que toutes les clauses ou 
variables de F^ .^e j - i ) \ {SJ_I} aient ete reinserees. Les clauses ou les variables que 
nous reintroduisons sont celles qui, a part Sj_i, avaient ete enlevees de Tj_ : (nous ne 
considerons pas Si_i car son poids a ete fixe a a a l'etape precedente). Si R e p a r e r ne 
reussit pas a rendre la formule a nouveau non realisable, alors la procedure R e p a r e r 
retourne FAUX et I'algorithme H I n s e r t i o n s'arrete. 
Proposition 4.1.6. Si le sous-ensemble obtenu comme sortie de I'algorithme HInser-
tion est non realisable, alors c 'est un IIS [48]. 
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Reparer(Tj , e*, L) 
Entree : L'ensemble actuel Tj ainsi que l'affectation actuelle e; et un ensemble L des 
contraintes ou variables enlevees de Tj_i a 1'iteration precedente. 
Sortie : VRAI ainsi que T* modifie si l'algorithme a reussi a reparer l'erreur, FAUX si 
l'algorithme n'a pas reussi a reparer son erreur. 
OK <- VRAI; 
STOP <- FAUX; 
tant que L ^ 0 ef #we STOP est FAUX faire 
Choisir I £ L; 
L^L\{1}; 
Ti^-TiU {I}; 
si/Ti(ei) > Oalors 
STOP <- FiL47; 
L retourner F-RAT et 7*; 
si STOP erf F,4[/X alors 
1_ retourner FAUX; 
Figure 4.7 - Procedure R e p a r a t i o n qui essaie de reparer une sous-formule realisable. 
4.1.4 L'algorithme Hi t t i n g S e t 
L'algorithme Hi t t i n g S e t differe des deux autres algorithmes parce qu'il trouve 
des sous-ensembles incoherents minimaux de cardinalite minimum. L'algorithme Hi t -
t i n g S e t exact est presente dans la Figure 4.8. Etant donne p ensembles Wi,... Wp, 
nous notons HSiWi,..., Wp) la procedure qui determine le plus petit sous-ensemble 
possible de W\ U . . . U Wp qui intersecte chaque W^ Cette procedure HS resout le 
probleme du hitting set qui, comme nous l'avons vu a la Section 3.1.1, est NP-difBcile. 
Proposition 4.1.7. L 'algorithme Hi t tingSe t produit un IIS de cardinalite minimum 
[48]. 
Bien que l'algorithme Hi t t i n g S e t soit un algorithme fini, son nombre d'iterations 
peut etre exponentiel dans la taille de |5 | . Mais il peut etre stoppe a tout moment afin 
d'obtenir vine borne inferieure sur la taille d'un IIS. 
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H i t t i n g S e t 
Entree : un ensemble non realisable S. 
Sortie : un IIS. 
poser So <— 0 et i <— 0; 
repeter 
poser a <- MIN(Si,S - Si); 
si/s<(et) >0alors 
STOP : Sj est un IIS minimum; 
[_ retourner Sf, 
sinon 
poser i <— i + 1; 
|_ poser $ <- HS{Fs{e0),... i ^ - i ) ) 
jusqu'a ce gwe I'algorithme s'arrete ; 
Figure 4.8 - Algorithme exact H i t t i n g S e t 
L'algorithme H i t t i n g S e t est base sur le fait que, etant donne une formule non 
realisable, une solution optimale du probleme Max-SAT pondere, a l'iteration i, donne 
un ensemble Fs(ei) de clauses non satisfaites ou de variables non affectees qui in-
tersecte chaque IIS. Un IIS M. est par consequent un ensemble intersectant ou hit-
ting set en anglais (i.e., un ensemble intersectant chaque ensemble d'une collection) 
de {Fs(e0):..., Fs(ej)}. Evidemment, un IIS de cardinality minimum est un ensemble 
intersectant minimum (MHS) de la collection {.Fs(eo), • • •, Fs(ei)}. A chaque iteration, 
la procedure HS retourne un MHS ^j+i d'une collection Fs{e0)... Fs(ei). Les clauses 
ou variables de S sont alors modifiees de telle sorte que seulement celles dans Si+i de-
viennent dures. Si l'ensemble FSi(ei) retourne par la procedure MaxWSAT est non vide, 
alors Sj+i est un IIS de cardinalite minimum et est retourne. Sinon, Fs{ei) est ajoute a 
la collection et le meme processus est repete. 
La Figure 4.9 illustre un exemple d'execution de l'algorithme H i t t i n g S e t pour 
la recherche d'un IIS-C dans la formule CNF de la Figure 4.2. Chaque ligne donne le 
hitting set minimum produit par HS, de meme que Faffectation optimale e, trouvee par 
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Figure 4.9 - Illustration de l'algorithme H i t t i n g S e t sur 1'exemple de la Figure 4.2 
pour trouver un IIS-C. 
1. L'affectation e0 retournee par MaxWSAT viole la contrainte C3, done le hitting-set 
Si contient C3. 
2. L'affectation e\ retournee par MaxWSAT viole les contraintes C\ et Cg, done le 
hitting-set minimum 52 contient C3 et soit C\ soit Cg, dans ce cas Cg. 
3. L'affectation e2 viole les contraintes C4 et C7, done le hitting-set minimum £3 
contient C3 et une contrainte parmi {Ci,Cg} ainsi qu'une contrainte parmi 
{C4, C7}, supposons que S3 = {C3, C4, Cg}. 
4. L'affectation e3 viole les contraintes C\ et C%, et le hitting-set minimum S4 est 
forme par C\, C3 et une contrainte parmi C4 ou Cj, supposons C4. 
5. L'affectation e4 viole les contraintes C2 et C%, et le hitting-set minimum ^5 est 
forme par Ci,C2, C3 et C4. 
6. L'affectation e5 viole C3 et l'algorithme s'arrete car /s5(e5) > 0. 
La Figure 4.10 illustre 1'execution de l'algorithme H i t t i n g S e t pour la recherche 
d'un IIS-V dans la formule CNF de la Figure 4.2. Chaque ligne donne le hitting set 
minimum produit par HS, de meme que l'affectation optimale ej trouvee par MaxWSAT 
et l'ensemble Fs(ei) correspondant, a une iteration donnee. Notons que les ensembles 
Fs(ej) des trois premieres iterations sont identiques a ceux obtenus dans 1'exemple 
donne pour l'algorithme I n s e r t i o n . Le hitting-set minimum de Piteration 3 doit 
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Figure 4.10 - Illustration de Falgorithme H i t t i n g S e t sur l'exemple de la Figure 4.2 
pour trouver un IIS-V. 
1'IIS forme des variables %\, x2 et x3 est ensuite detruit. Cependant, rensemble Fs(e3) 
doit une fois de plus contenir x2, de telle sorte que le seul hitting set minimum possible 
a l'iteration 4 est 1'IIS de cardinalite minimum {xi, x2, x3}. 
Bien que Falgorithme H i t t i n g S e t produise un IIS de cardinalite minimum, (ce 
qui n'etait pas necessairement le cas pour les algorithmes Removal et I n s e r t i o n ) , 
il peut avoir besoin d'un nombre exponentiel d'etapes. Par consequent, cet algorithme 
convient mieux pour des petites instances. 
Bien que Falgorithme H i t t i n g S e t partage certaines similarites avec Falgorithme 
CAMUS de Liffiton et Sakallah [95], des differences fondamentales separent ces deux 
methodes. Premierement, alors que CAMUS se focalise sur Fextraction de tous les IIS, 
H i t t i n g S e t essaie seulement d'en trouver un avec le plus petit nombre de variables 
ou clauses. De plus, CAMUS requiert de trouver Fensemble de tous les coMSS, ce qui 
limite le nombre d'instances qui peuvent etre resolues avec cet algorithme. Finalement, 
Hi 11 i n g S e t utilise des heuristiques a la place d'un algorithme exact pour le probleme 
SAT, ce qui permet de travailler avec des instances SAT plus difficiles. Des resultats com-
paratifs peuvent etre trouves dans la Section 4.5 contenant les resultats experimentaux. 
Dans la Figure 4.11 est presentee la version heuristique de Falgorithme de hitting 
set. Cet algorithme utilise une procedure heuristique HHS(Wi,..., Wv) qui produit un 
sous-ensemble minimal (au sens de F inclusion) de W\ U . . . U Wp qui intersecte chaque 
Wi. 
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H H i t t i n g S e t 
Entree : un ensemble non realisable S. 
Sortie : un sous-ensemble S' qui est possiblement un IIS. 
poser So <— 0 et i «— 0; 
repeter 
poser a *- HMIN(Si, S - Si); 
si fsMi) > Oalors 
STOP : Si est possiblement un IIS; 
|_ retourner Sf, 
sinon 
poser i <— i + 1; 
|_ poser Si <- HHS(Fs(e0),... i ^ e ^ ) ) 
jusqu'a ce que I'algorithme s'arrete ; 
Figure 4.11 - Heuristique H H i t t i n g S e t 
Proposition 4.1.8. Si le sous-ensemble obtenu comme sortie de I'algorithme HH.it-
tingSe t est un sous-ensemble non realisable, alors c 'est un IIS [48]. 
4.2 Autres procedures 
Nous pouvons essayer d'accelerer les methodes que nous avons presentees ci-dessus. 
Nous avons developpe et implemente des procedures qui vont dans ce sens et qui tentent 
aussi d'obtenir des IIS plus petits. Dans ce qui suit, nous presentons les differentes pro-
cedures que nous avons developpees. 
4.2.1 L'algorithme P r e F i l t e r i n g 
Quand nous travaillons avec des grandes instances, il peut etre utile de supprimer ra-
pidement autant de variables ou de clauses que possible, en en laissant moins pour l'al-
gorithme de recherche d'un IIS. L'algorithme P r e F i l t e r i n g , dont le pseudo-code 
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est donne dans la Figure 4.12, est une variation de l'algorithme I n s e r t i o n , ou toutes 
les clauses ou variables de FTi(ei) sont durcies a chaque iteration, i.e., elles sont toutes 
inserees dans St+i et leur poids est fixe a a. Ceci permet d'obtenir rapidement un IS 
de clauses ou de variables sur lequel est ensuite applique un algorithme de recherche 
d'HS. Comme au moins une clause ou une variable de chaque IIS devient dure a chaque 
iteration, probablement les plus petits IIS vont rester dans la sous-formule CNF T non 
realisable obtenue. L'algorithme P r e F i l t e r i n g agit done comme une heuristique qui 
tente d'isoler des IIS plus petits. En effet, cet algorithme est un pretraitement supprimant 
des contraintes ou des variables. Ensuite, une des methodes de recherche d'HS est utili-
sed. 
Considerons a nouveau la recherche d'un IIS-C dans la formule CNF de la Figure 4.5, 
pour laquelle l'algorithme I n s e r t i o n est incapable de trouver l'IIS-C de cardina-
lity minimum M\. Le premier ensemble FTo(e0) retourne par MaxWSAT contient C\ 
et C2. Ces deux clauses sont durcies, de telle sorte que l'algorithme retourne M.\. Par 
contraste avec l'algorithme I n s e r t i o n , l'algorithme P re f i l t e r i n g combine avec 
l'algorithme I n s e r t i o n reussit a trouver 1'IIS de cardinality minimum. 
4.2.2 Heuristique basee sur le poids du voisinage 
Tout d'abord, nous precisons la notion de densite d'une formule SAT. La densite est 
m 
definie par le ratio — ou m est le nombre de clauses et n le nombre de variables. Plus le 
n 
ratio est grand, plus la densite est definie comme grande. 
Rappelons-nous que, dans l'algorithme I n s e r t i o n , le choix de la clause ou de la va-
riable a durcir a chaque iteration determine quel IIS va etre obtenu. L'heuristique basee 
sur le poids du voisinage utilise l'information dans les poids des clauses ou des variables 
afin de faire des choix qui devraient conduire vers des IIS plus denses et possiblement 
plus petits. Nous definissons les voisins M(C) d'une clause C € C comme l'ensemble 
des clauses, excepte C, qui contiennent au moins une des variables contenues dans C. Le 
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Algorithme 14 : P r e F i l t e r i n g 
Entree : Un ensemble non realisable S; 
Sortie : Un sous-ensemble non realisable de clauses ou de variables. 
Initialisation; 
pour t = l a \S\ faire Wi <— 1; 
poser So <- 0, T0 <- S et % <- 0; 
Construction; 
repeter 
poser e, •- MIN(Si,Ti); 
*i/Si(ct) >0alors 
|_ STOP : 5j est un ensemble non realisable; 
sinon 
pour chaque Si € Fr^ei) faire 
|_ poser Si+1 <- Si U { s j ; 
Z W i ^ T U F r - t e ) ; 
L i«— i + 1; 
jusqu'a ce g«e Valgorithme s 'arrete ; 
Figure 4.12 -L'algorithme P r e F i l t e r i n g . 
poids du voisinage de C est la somme des poids des clauses dans M{C). De la meme fa-
con, les voisins N(x) d'une variable x £ X sont composes par 1'ensemble des variables, 
excepte x, qui sont contraintes par au moins une des clauses contenant x. Le poids du 
voisinage de x est done la somme des poids des variables dans Af(x). 
Quand tous les poids sont egaux (comme par exemple apres Pinitialisation), le poids du 
voisinage d'une clause ou d'une variable peut etre considere comme une mesure de la 
densite de la region autour de cette clause ou variable. Quand les clauses ou variables 
sont durcies, le poids du voisinage evalue alors la "difficulte" du voisinage. II est inte-
ressant d'essayer d'extraire des IIS denses, car les IIS les plus denses ont habituellement 
moins de variables et moins de clauses. En choisissant de rendre dure une clause ou 
une variable ayant un voisinage de plus grand poids, nous augmentons done la den-
site des IIS obtenus. Comme Palgorithme I n s e r t i o n fixe a chaque iteration le poids 
d'une contrainte ou d'une variable a a > \S\, 1'heuristique de poids de voisinage utilisee 
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avec l'algorithme I n s e r t i o n va choisir en premier (quand un choix doit etre fait) la 
contrainte ou la variable de plus grand poids de voisinage (ainsi, cela devrait conserver 
les IIS les plus denses). 
Reprenons l'exemple de la Figure 4.2 pour l'illustration de l'algorithme I n s e r t i o n 
lors de la detection d'un IIS-C donne a la page 95. Dans ce cas-ci la Figure 4.13 donne 
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Figure 4 .13- Figure indiquant les voisins de chaque contrainte de l'exemple de la Figure 
4.2. 
1. Au depart, S <— C, So <— 0, T0 <— S. Les poids de toutes les contraintes sont a 1 
et les poids de voisinage sont donnes dans le tableau 4.1 ou w^c est le poids du 
voisinage de C. 
Tableau 4.1 - Les poids de voisinage lorsque i — 0. 
Contrainte 
WMC 
Oi O2 O3 U4 O5 L/6 O7 U s U9 
5 5 8 8 6 6 6 8 8 
Comme l'ensemble Fx0(e0) retourne par MaxWSAT doit contenir une contrainte 
de chacun des trois IIS-C et doit etre minimum, il va contenir C3. Alors, Si = 
{C3} et Ti = {Ci, C2, C4, C5, C6, C7, C8, Cg}. Le poids de C3 est fixe a a > 
|C| = 9 
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2. Les poids de voisinage a cette etape sont donnes dans le tableau 4.2. 
Ctr 
WjVc 
Tableau 4.2 - Les poids de voisinage lorsque i = 1 
C\ C2 C*3 C4 C5 CQ CI C% Cg 
4 + a 4 + a 8 7 + a 5 + a 5 + a 5 + a 7 + a 7 + a 
U affectation ei doit satisfaire la contrainte C3 appartenant a S1! car son poids est 
a et satisfaire le plus de contraintes de Tx. Supposons que cette affectation e\ 
soit (0,1,1,1,0), alors FTl(ej) = {C4,C7}. Comme le poids de voisinage de 
C4 est plus grand que celui de CV, si = C4 et done S? = {C3, C4} et T2 = 
{Ci, C2, C5, CQ, CS, CQ}. 
3. Les poids de voisinage a cette etape sont donnes dans le tableau 4.3. 
Ctr 
WATc 
Tableau 4.3 - Les poids de voisinage lorsque i = 2 
C\ C2 C3 C4 C5 CQ Ci Cs CQ 
3 + la 3 + 2 a 7 + a 7 + a 4 + 2 a 4 + 2 a 4 + 2 a 6 + 2 a 6 + 2 a 
L'affectation e2 doit satisfaire les contraintes de 52 et satisfaire le plus de contraintes 
deT2,parexemplee2 = (1,1,1,1,0) .Ainsi , /^ ,^) = {C2}et£3 - {C2,C3,C4} 
et T2 = {Ci, C5, CQ: C%, Cg}. 
4. Les poids de voisinage a cette etape sont donnes dans le tableau 4.4. 
Ctr 
WATC 
Tableau 4.4 - Les poids de voisinage lorsque i — 3 
C\ C2 C3 C4 C5 Ce C7 Cs Cg 
2 + 3 a 3 + 2 a 6 + 2a 6 + 2 a 4 + 2 a 4 + 2 a 5 + 3a 5 + 3a 5 + 3a 
L'affectation e3 doit satisfaire les contraintes de £3 et satisfaire le plus de contraintes 
de T3, par exemple e3 = (1, 0,1,1, 0). Ce qui donne, FTs(e3) — {C±} et s3 — C\, 
done 54 = {Cx, C2, C3, C4} et T2 = {C5, C6, C8, C9}. 
5. L'algorithme s'arrete car n'importe quelle affectation e4 viole une contrainte de 
#4 (i-e., /r4(e4) > 0) et done S4 est un IIS-C, e'est l'IIS-C Mi de la Figure 4.2, 
done e'est l'IIS-C de cardinalite minimum. 
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Cette strategic peut aussi etre utilisee dans l'algorithme Removal en considerant les 
poids des clauses ou variables supprimees comme etant 0 et les autres etant 1. Comme 
1'IIS selectionne a une premiere clause ou variable supprimee en dernier, nous suppri-
mons ceux avec le plus petit poids de voisinage en premier, ce qui preserve les plus 
denses. Illustrons ceci, avec les contraintes de la formule CNF de la Figure 4.2. 
1. Au depart (i.e., pour i — 0), toutes les contraintes ont un poids de 1 et les poids de 
voisinage pour chaque contrainte sont donnes dans la Figure 4.5. 





















L'algorithme supprime une clause de plus petit poids de voisinage, dans ce cas-ci 
C\ ou C-i sont possibles. Supposons que ralgorithme supprime C\, done le poids 
de C\ est fixe a 0. 
2. Pour i = 1, les poids de voisinage sont donnes dans la Figure 4.6 L'algorithme 





















supprime done C2 (done son poids vaut 0). 
3. Pour i = 2, les poids de voisinage sont donnes dans la Figure 4.7. 





















Comme tous les poids sont egaux, la formule essaie de supprimer une clause parmi 
celles restantes, disons C3. Or, la sous-formule obtenue devient realisable, done 
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il faut garder C3. L'algorithme essaie de supprimer une autre contrainte, disons 
C4. Les poids de toutes les contraintes restantes diminuent a 5. Ensuite, quand 
l'algorithme essaie de supprimer les contraintes C5 a C9, la sous-formule devient 
realisable, done ces contraintes doivent etre conservees. L'lIS-C ainsi obtenu est 
M2 de la Figure 4.2. 
Precisons qu'avec cette technique, nous n'obtenons pas necessairement 1'IIS de car-
dinality minimum. Nous avons vu clairement, dans la version contraintes de l'exemple 
ci-dessus (avec Removal), que l'IIS-C obtenu n'est pas celui de cardinality minimum. 
4.2.3 Acceleration des heuristiques de selection 
Cette section presente une technique qui peut etre utilisee pour accelerer la recherche 
d'HS quand les versions heuristiques des algorithmes I n s e r t i o n et P r e F i l t e r i n g 
sont utilisees. Dans ces algorithmes, la procedure MaxWSAT est une heuristique, plutot 
qu'une methode exacte. Etant donne une formule T, si cette procedure retourne une 
affectation ê  et un ensemble FTi{ei) de contraintes non satisfaites ou de variables non 
affectees avec fxt (e )̂ = 1 (ou / retourne le nombre de clauses non satisfaites ou de va-
riables non affectees), nous savons que soit T est realisable, soit l'unique contrainte ou 
variable s de FTi (e )̂ fait partie de l'intersection des IIS. Supposons que T n'est pas rea-
lisable, la seule clause ou variable dans FTi(ei) appartient necessairement a tous les IIS 
de T, nous pouvons directement la durcir. De plus, si Falgorithme MaxWSAT est imple-
mente comme une heuristique de recherche locale, un grand nombre d'affectations pour 
lesquelles frMt) — 1 peuvent etre visitees. Nous pouvons ainsi memoriser les clauses 
insatisfaites ou les variables non affectees correspondant a ces affectations, et les durcir 
toutes une fois que la recherche locale est terminee. Cette technique est particulierement 
efficace quand T contient un seul IIS. Dans de tels cas, une seule iteration de l'algo-
rithme de recherche d'HS (done un seul appel a MaxWSAT) suffit souvent pour trouver 
1'IIS en entier. Cette idee peut aussi etre utilisee pour prouver que les formules non 
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realisables obtenues en utilisant l'algorithme I n s e r t i o n ou P r e F i l t e r i n g sont 
minimales. Par consequent, si MaxWSAT trouve fa (ej) = 1 a chaque iteration de l'algo-
rithme de recherche d'HS (en excluant la derniere iteration ou fa (e )̂ > a), nous savons 
que soit la sous-formule trouvee est le seul IIS du probleme, soit elle est realisable. 
4.3 Algorithme tabou pour MaxWSAT 
Dans les algorithmes de selection, les procedures SAT et MaxWSAT peuvent etre 
exactes ou heuristiques. Cependant, comme le probleme SAT est NP-complet et le pro-
bleme Max-SAT pondere est NP-difficile, les algorithmes exacts peuvent avoir certaines 
difficultes a resoudre des grandes instances, et, dans ces cas-la, nous devons nous tour-
ner vers des heuristiques. Afin de resoudre ces problemes de facon efficace, nous avons 
implements une heuristique de recherche locale basee sur 1'algorithme de recherche 
tabou [62]. Desrosiers et al. [39] ont utilise avec succes de telles heuristiques pour 
trouver des sous-graphes sommets-critiques et aretes-critiques dans le cas du probleme 
de fc-coloration pour des grandes instances. Lors de nos experiences avec Falgorithme 
Removal, nous avons utilise une procedure SAT exacte : l'algorithme zChaf f de Mos-
kewicz et al. [107]. Par contre, pour les algorithmes I n s e r t i o n et H i t t i n g S e t , 
nous avons utilise des procedures MaxWSAT heuristiques utilisant la recherche tabou. 
En effet, pour le probleme SAT il existe de nombreux algorithmes exacts tres perfor-
mants; par contre, pour le probleme Max-SAT pondere, il existe moins d'algorithmes 
exacts et ils ne sont pas aussi performants que ceux existants pour SAT. 
Pour la detection d'HS de contraintes, Palgorithme tabou pour MaxWSAT est presente 
dans la Figure 4.14. Nous utilisons comme espace des solutions S Fensemble des af-
fectations completes possibles notees s : X —» {0,1} (nous employons cette lettre 
S pour designer l'ensemble des solutions, car c'est la notation qui est principalement 
utilisee dans la litterature sur les methodes de recherche tabou; cependant, il faut faire 
I l l 
attention de ne pas confondre avec le terme S des algorithmes de detections d'HS, qui 
peut etre un ensemble de contraintes ou de variables). La fonction de cout fw(s) servant 
a mesurer la qualite d'une affectation s est la somme des poids des clauses insatisfaites 
par s, que nous minimisons. Si, a une certaine iteration, plusieurs mouvements menent 
a des affectations de meme cout minimum, un parmi ceux-ci est choisi au hasard. Etant 
donne une affectation complete s, un voisin de s est obtenu en inversant la valeur de 
verite d'une seule variable. Quand nous cherchons le meilleur voisin s' de s, nous ne 
recalculons pas le cout de chaque voisin. En effet, pour connaitre en temps constant 
le cout de chaque mouvement, nous maintenons a jour une matrice Gamma de taille 
nombre de variables par deux (valeurs 0 et 1) telle que Gamma(x, i) stocke le cout de 
1'affectation de i a x. Lorsqu'un mouvement est effectue qui modifie la valeur de x en 
changeant s{x) par s'{x), l'augmentation ou la diminution du cout actuel est donne par le 
calcul suivant Gamma(x, s'(x)) — Gamma(x, s(x)). Quand un mouvement (x1, s'(x')) 
est effectue, la ligne de la variable x' de la matrice Gamma est mise a jour. De plus, afin 
d'eviter de cycler, pour s'echapper des minima locaux, l'algorithme de recherche tabou 
interdit, durant r iterations, de changer la valeur de la variable affectee, a moins que 
cela ameliore le meilleur cout trouve a ce moment. Nous avons implemente trois facons 
differentes de calculer r. Premierement, il est possible de lui attribuer une valeur fixe 
pour toutes les iterations. Deuxiemement, il est possible de donner deux valeurs Tmin et 
Tmax et a chaque iteration r est choisi au hasard dans l'intervalle [Tmin, rmax]. Troisie-
mement, il est possible de choisir r au hasard dans l'intervalle [A\A/W, 2\\/NV — 1] 
ou A est un parametre et NV est le nombre de contraintes violees. Pour les resultats 
experimentaux que nous presentons dans la Section 4.5, nous avons utilise la troisieme 
methode de calcul pour r avec A = 1.5 ou 3.0. Afin de savoir si un mouvement (x, s(x)) 
est tabou, nous conservons dans A(x, s(x)) l'iteration a partir de laquelle le mouvement 
n'est plus tabou. A chaque fois qu'un mouvement (x, s(x)) est effectue, alors la valeur 
de A(x, s(x)) est mise a jour et vaut le numero de l'iteration courante + r. La valeur 
retournee par MaxWSAT est une affectation complete des variables s* et 1'ensemble U 
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de clauses non satisfaites par la solution s* tel que fw(s*) est la plus petite valeur de 
la fonction objectif rencontree. L'algorithme s'arrete soit apres un nombre maximal fixe 
d'iterations ou un nombre maximal d'iterations sans amelioration ou apres un temps 
d'execution cpu maximal. 
La procedure expliquant comment U est mise a jour est presentee dans la Figure 4.15 : 
si une contrainte C etait non satisfaite au debut de l'iteration et devient satisfaite par le 
changement de la valeur de x', alors C est supprimee de U; dans le cas contraire ou C 
etait satisfaite au debut de l'iteration et devient non satisfaite par le changement de la 
valeur de x alors C est ajoutee a U. 
D'un autre cote, pour la detection des IIS de variables, la procedure tabou pour 
MaxWSAT est presentee dans la Figure 4.16. Dans ce cas-ci, l'espace des solutions S de 
MaxWSAT est 1'ensemble de toutes les affectations partielles legales s : X —> {0,1, — }, 
ou "-" signifie qu'il est possible qu'une variable ne soit pas affectee. La fonction de cout 
fw(s) calcule la somme des poids des variables non affectees et le but est de minimi-
ser fw(s). Une solution voisine de s est obtenue en donnant une valeur a une variable 
non affectee de s, et si necessaire en desaffectant des variables appartenant a des clauses 
insatisfaites, en commencant avec celles qui sont impliquees dans le plus de clauses 
insatisfaites, jusqu'a ce que l'affectation soit evaluee a vraie. 
Ce processus d'affectation et de desaffectation est effectue par la procedure 
A f f e c t a t i o n dont le pseudo-code est donne dans la Figure 4.17. Dans cette pro-
cedure, nous notons Xc V ensemble des variables de X participant a la contrainte C. 
Lorsqu'une affectation d'une variable x est testee ou est effectuee, il faut parcourir les 
contraintes et memoriser les contraintes auxquelles participe x qui ne sont pas satis-
faites (i.e., ou toutes les variables sont affectees et dont aucune variable ne satisfait la 
contrainte). Le processus de desaffectation s'effectue de maniere gloutonne en desaf-
fectant d'abord les variables impliquees dans le plus de contraintes non satisfaites. En 
cas d'egalite entre plusieurs variables possibles pour la desaffectation, une des variables 
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MaxWSAT(^", W) tabou pour une affectation complete des variables 
Entree : Une formule CNF T non realisable et l'ensemble W des poids des clauses. 
Sortie : Une affectation complete des variables s* et un sous-ensemble U de clauses non 
satisfaites. 
Initialisation 
pour chaque x € X faire 
s(x) <— attribution aleatoire de la valeur 0 ou 1; 
_ A(x,0) < -0e tA(x , l ) <-0; 
s* <- s et iter <- 1 et C7 <- 0; 
pour chaque C € C faire 
|_ si C n'est pas satisfaite alors (7* - !7U{C}; 
Tabou 
tant que aucun critere d'arret n 'est rencontre faire 
ListeFar <— 0 et /&est < hoo; 
pour chaque variable x appartenant a une clause de U faire 
s' <— s; 
s'(x) <— 1 — s(x); 
si iter > A(x, s'(x)) ou /«,(«') < fw(s*) alors 
si fw(s') < fbest o u ListeVar = 0 alors 
ListeVar <— {x}; 
|_ J best < Jw\S J J 
sinon si /w(s') = /6 e s t alors 
|_ ListeVar <— ListeVar U {x}; 
si ListeVar = 0 alors 
|_ x' <— choisir au hasard une variable appartenant a une clause de £/; 
sinon 
|_ x' +— choisir au hasard une variable appartenant a ListeVar; 
s{x') <— 1 — s(x); 
A(x', s(x')) <— iter + r; 
si /w(s) < /to(s*) alors s* <- s; 
M e t t r e A J o u r (U, C, (x', s(x')); 
iter <— iter + 1; 
retourner U; 
Figure 4.14 - Algorithme tabou pour MaxWSAT pour une affectation complete des va-
riables (lors de la recherche d'HS de contraintes). 
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MettreAJour(£/,C,(y, s(x'))) 
Entree : L'ensemble U des clauses non satisfaites, l'ensemble C de toutes les clauses et la 
variable changee x' ainsi que sa valeur s(x'). 
Sortie : L'ensemble U mis a jour 
pour chaque C € C contenant x' faire 
si C € U et C est maintenant satisfaite par x' alors 
L u+-u\{cy, 
sinon siC ^. U et C est maintenant non satisfaite par x' alors 
l_ u^uu{cy, 
Figure 4.15 - Procedure mettant a jour U. 
est tiree au hasard. Ce processus est repete jusqu'a ce que toutes les clauses soient sa-
tisfaites. Dans notre implementation pratique de cet algorithme tabou, cette procedure 
A f f e c t a t i o n n'est pas appelee pour tester les couts de tous les mouvements a chaque 
iteration, mais elle est appelee une seule fois a la fin de Palgorithme quand le mouvement 
est effectue. En effet, arm de connaitre le cout de chaque mouvement en temps constant, 
nous maintenons a jour une matrice appelee Gamma de taille nombre de variables par 
trois (valeurs 0, 1 ou — quand une variable n'est pas affectee) telle que Gamma(x, i) 
stocke le cout de l'affectation de i a x. Le calcul Gamma(x, s'(x)) — Gamma(x, s(x)) 
donne le cout du mouvement consistant a affecter s'(x) a x a la place de s(x). Quand un 
mouvement est effectue, la ligne de la variable affectee ainsi que les lignes de la ou des 
variables desaffectees de la matrice Gamma sont mises a jour. 
Une fois de plus, la recherche tabou interdit, durant r iterations, de donner a une variable 
non affectee la valeur qu'elle vient juste de perdre, a moins que cela ameliore le meilleur 
cout trouve. Comme pour la recherche d'HS de contraintes, nous avons implemente les 
trois memes facons de calculer la valeur de r (dans le troisieme cas, NV est le nombre 
de variables non affectees). A nouveau, A(x, s(x)) stocke Fiteration a partir de laquelle 
le mouvement n'est plus tabou. La valeur retournee par MaxWSAT est une affectation 
partielle des variables s* et l'ensemble U des variables non affectees dans s* tel que 
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MaxWSAT^.F, W) tabou pour une affectation partielle de variables 
Entree : Une formule CNF T non realisable et l'ensemble W des poids des variables. 
Sortie : Une affectation partielle des variables s* et le sous-ensemble U des variables non 
affectees de s*. 
Initialisation 
£/<-0; 
pour chaque x e X faire 
s{x) •*— "-" : aucune variable ne recoit une valeur ; 
_ A(x, 0) <- 0 et A(x, 1) <- 0 et U <- U U {x}; 
s* <— s = et iter +— 1; 
Tabou 
tant que aucun critere d'arret n 'est rencontre faire 
ListeMvt <— 0 et /f,esi <—Koo; 
pour chaque variable x € U faire 
pour chaque y € {0,1} faire 
s' <— A f f e c t a t i o n (.F, u>, s, (x, y)); 
si iter > A(x, y) ou /«,(«') < fw(s*) alors 
si /«;(«') < h est ou ListeMvt — 0 alors 
ListeMvt <— {(x, y)}; 
[_ J best < Jw\s )•> 
sinon si fw(s') = fbest alors 
|_ ListeMvt <- ListeMvt U {(x, y)}; 
si ListeMvt = 0 alors 
x' <— choisir au hasard une variable non affectee; 
|_ y' *— choisir au hasard une valeur parmi 0 ou 1; 
sinon (x', y') <— choisir au hasard un mouvement appartenant a ListeMvt; 
s' <— A f f e c t a t i o n (p, U, w, s, (x', y')); 
U^U\{x'}; 
pour chaque variable x desaffectee par la procedure A f f e c t a t i o n faire 
A(x, s{x)) <— iter + r ; 
|_ U^UU{x}; 
s <— s'; 
si fw(s) < fw(s*) alors s* <- s; 
iter <— iter + 1; 
retourner U; 
Figure 4.16 - Algorithme tabou pour MaxWSAT pour une affectation partielle des va-
riables (lors de la recherche d'HS de variables). 
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Affec ta t ion^ , U,w,s, (x,y)) 
Initialisation 
score(v) = 0 V variable v; 
s(x) = y; 
pour chaque contrainte C tq x € Xc faire 
[_ si C n 'estplus satisfaite alors L < - L u { C } ; 
pour chaque variable vEX\Utqv^x faire 
pour chaque C € L faire 
|_ si v G Afc alors score(v) <— score(u) + 1 
tant que L / 0 faire 
Choisir v tq score(-u) est maximum; 
s(v) = - ; 
score{v) — 0; 
pour chaque C tq v € Xc faire 
L^L\{C}; 
pour chaque iw € «¥<? tqw^v faire 
|_ score(ii;) •*— score(w) — 1; 
Figure 4.17-Procedure A f f e c t a t i o n . 
fw{s*) est la plus petite valeur de la fonction objectif rencontree. 
A nouveau, l'algorithme s'arrete soit apres un nombre maximal fixe d'iterations ou un 
nombre maximal d'iterations sans amelioration ou apres un temps d'execution cpu maxi-
mal. 
Nous presentons maintenant un exemple de deroulement de l'algorithme tabou pour 
rechercher un IIS-V sur l'exemple de la Figure 4.2. Entre parentheses se trouve d'abord 
l'affectation actuelle, puis nous donnons le cout actuel et le cout des mouvements pos-
sibles. Supposons que la longueur tabou est fixe et vaut 4 dans cet exemple. Nous mon-
trons 1'initialisation et les sept premieres iterations de l'algorithme 
- Initialisation : ( ) : Toutes les variables sont non affectees, done le cout 
actuel vaut 5. Tous les mouvements possibles ont un cout de -1 . Choisissons le 
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mouvement (5,0), i.e., d'attribuer la valeur 0 a la variable x$. 
- Iteration 1 : ( 0) : Le cout total vaut 4. Tous les mouvements possibles ont 
un cout de -1 sauf (3,1) qui a un cout de 0 (en effet si nous mettions x3 a vrai, il 
faudrait desaffecter x5 car la contrainte C7 ne serait plus satisfaite). Le mouvement 
choisi est (1,1). 
- Iteration 2 : (1 0) : Le cout total vaut 3. Les mouvements (4,1) et (3,0) ont 
un cout de -1 et les mouvements (2,0), (2,1), (4,0) et (3,1) ont un cout de 0 car il 
faudrait desaffecter une variable. Choisissons le mouvement (4,1). 
- Iteration 3 : (1 - - 1 0) : Le cout total vaut 2. Les mouvements (2,0), (2,1), (3,0) 
et (3,1) ont un cout de 0 car il faut desaffecter une variable. Le mouvement choisi 
est (3,0), une seule contrainte devient non satisfaite : la contrainte C8, alors il faut 
desaffecter une variable de cette contrainte, soit la variable X\ soit la variable x5 
et le choix se fait au hasard. Choisissons x\ et alors le mouvement (1,1) est rendu 
taboujusqu'a l'iteration 7. 
- Iteration 4 : (- - 0 1 0): Le cout total vaut 2. Les mouvements (1,0) et (1,1) (tabou) 
sont de cout 0 et les mouvements (2,0) et (2,1) sont de cout -1 . le mouvement (2,1) 
est choisi. 
- Iteration 5 : (- 1 0 1 0) : Le cout total est 1. Le mouvement (1,1) est tabou, le seul 
mouvement possible est alors (1,0) de cout 0 car il faut desaffecter la variable x3 
car sinon la contrainte C3 serait non satisfaite. Alors le mouvement (3,0) est rendu 
tabou jusqu'a l'iteration 9. 
- Iteration 6 : (0 1 - 1 0) : de cout total de 1. Le mouvement (3,0) est tabou. Le 
seul mouvement possible est (3,1) de cout 1. En effet, les contraintes C4 et C7 sont 
non satisfaites, comme elles n'ont aucune variable en commun il faut desaffecter 
deux variables : x\ et x5. Les mouvements (1,0) et (5,0) sont rendus tabou jusqu'a 
l'iteration 10. 
- Iteration 7 : (- 1 1 1 -) : de cout total 2. Le seul mouvement non tabou possible est 
(5,1) de cout 0. La contrainte C6 devient alors non satisfaite et il faut desaffecter 
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xz. Done le mouvement (3,1) est rendu tabou jusqu'a l'iteration 11. 
4.4 Details ^implementation 
Nous utilisons un algorithme exact afin de resoudre le probleme de hitting set mini-
mum (procedure HS de la Figure 4.8). En effet, ce probleme de hitting set minimum est 
formule en termes d'un programme lineaire en nombres entiers et est resolu a l'aide de 
CPLEX. 
m 







Xi G {0,1}, 1 < i < m 
Les Uj sont les sous-ensembles Fs(ej) produits par l'affectation e, obtenue par la pro-
cedure MIN de la Figure 4.8, K est la cardinality du hitting set obtenu a l'iteration prece-
dente de l'algorithme H i t t i n g S e t , et xi est egal a 1 si et seulement si la i-eme clause 
ou variable est incluse dans le hitting set. Le role de la contrainte (4.2) est d'accelerer 
la recherche en reduisant la taille de l'espace des solutions, car il ne peut pas y avoir de 
hitting set avec strictement moins que K elements. 
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4.5 Resultats experimentaux 
Dans cette section, nous presentons les experiences faites pour evaluer nos algo-
rithmes de selection d'HS en utilisant differentes instances aleatoires ou provenant de 
problemes reels. Nous avons teste trois methodes differentes. 
- Dans la premiere methode, nominee "Removal", nous utilisons d'abord l'algo-
rithme exact Removal pour trouver un IIS-V en supprimant des variables dans un 
ordre aleatoire. Ensuite, nous supprimons des clauses de cet IIS-V, en utilisant la 
version "contraintes" de Falgorithme Removal, pour trouver un IIS-C. 
- Dans la deuxieme methode, nominee " P + I n s e r t ion", nous utilisons d'abord 
l'algorithme P r e F i l t e r i n g afin de reduire le nombre de variables. Nous uti-
lisons ensuite l'algorithme I n s e r t i o n afin de trouver un IIS-V, et repetons le 
meme processus sur l'IIS-V, cette fois pour trouver un IIS-C. Nous utilisons un des 
deux algorithmes de recherche tabou decrits a la section 4.3 : si nous cherchons un 
IIS-V c'est l'algorithme presente dans la Figure 4.16 et si nous cherchons un IIS-C 
c'est l'algorithme presente dans la Figure 4.14, pour resoudre le probleme Max-
SAT pondere. De plus, nous utilisons l'heuristique basee sur le poids du voisinage 
pour selectionner les clauses et variables a inserer dans 1'IIS, et aussi la technique 
d'acceleration decrite a la Section 4.2.3 afin d'accelerer l'extraction. Parce que 
cette methode utilise une heuristique pour resoudre le probleme Max-SAT pon-
dere, elle est enclinea faire des erreurs quipeuventrendre le sous-ensemble SiUTi 
de la Figure 4.6 de clauses ou variables realisable. Dans ces cas-la, nous utilisons 
la procedure R e p a r e r de la Figure 4.7 qui re-introduit aleatoirement des clauses 
ou variables supprimees precedemment jusqu'a ce que le sous-ensemble Si U T; 
redevienne non realisable, i.e., jusqu'a ce que fsiUT{ (ei) > 0, ou jusqu'a ce qu'elle 
ait la preuve qu'elle ne puisse pas reparer. 
- Dans la troisieme methode, nous trouvons des IIS de cardinalite minimum en utili-
sant l'algorithme H i t t i n g S e t avec un des algorithmes de recherche tabou (se-
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Ion qu'il s'agit d'un IIS-C ou d'un IIS-V) pour resoudre le probleme Max-SAT 
pondere et l'algorithme exact decrit a la Section 4.4 pour resoudre le probleme de 
hitting set minimum. Contrairement aux deux autres methodes, nous trouvons des 
IIS de cardinalite minimum de variables et clauses separement, et ecrivons "HS - V" 
et "HS-C", la methode H i t t i n g S e t qui trouve respectivement des IIS-V ou des 
IIS-C. 
Nous comparons ces trois methodes avec plusieurs des algorithmes populaires exis-
tants pour extraire des IIS-C. Premierement, zCore de Zhang et Malik [140] et AMUSE 
de Oh et al. [109] sont des algorithmes disponibles sur internet qui produisent des sous-
formules non realisables (non necessairement minimales). lis peuvent etre combines 
avec 1'algorithme zMinimal de Zhang et Malik [140] (aussi disponible sur internet) 
qui est similaire a notre algorithme Removal pour trouver des IIS-C. Nous utilisons la 
sortie de zCore et AMUSE comme entree de zMinimal. La combinaison de zCore et 
AMUSE avec zMinimal estnotee zCore+ et AMUSE+. 
Nous comparons aussi nos resultats avec ceux obtenus en utilisant les algorithmes MUP 
de Huang [78], SMUS de Mneimneh et al. [106] et CAMUS de Liffiton et al. [95] qui pro-
duisent tous des IIS-C. L'algorithme SMUS offre en plus la garantie que l'IIS-C obtenu 
en sortie est de cardinalite minimum (en nombre de clauses). De plus, comme 1'algo-
rithme CAMUS extrait tous les IIS-C d'une formule CNF, il trouve aussi celui avec le 
nombre minimum de clauses. 
Les algorithmes proposes par Brum [26] et Mazure et al. [101] trouvent des sous-for-
mules non realisables non necessairement minimales. Comme ils ne sont pas dispo-
nibles sur internet, nous ne pouvons pas combiner la sous-formule obtenue en sortie avec 
zMinimal. 
Toutes les experimentations ont ete effectuees sur un PC 2GHz Intel Pentium IV avec 
512kB de cache et 1 GB de RAM, sous Linux CentOS release 4.2. Tous les temps d'exe-
cution sont en secondes a part les valeurs de temps finissant par un "h", dans ces cas-la 
les valeurs sont en heures. Pour nos methodes, nous avons effectue dix relances en uti-
121 
lisant des graines differentes, et nous donnons les valeurs moyennes des relances qui 
ont reussi. Pour les algorithmes HS-V et HS-C, toutes les valeurs qui ne sont pas des 
bornes inferieures (i.e., qui ne sont pas precedees par le signe ">") correspondent a 10 
reussites pour chaque instance. Pour la methode Removal, comme nous employons une 
version exacte le nombre de reussites est de 10 pour chaque instance. Pour la methode 
P + I n s e r t ion , le nombre de reussites va etre precise pour chaque type d'instances. 
Toutes les valeurs rapportees pour zCore+ et AMUSE+ ont ete obtenues sur notre or-
dinateur (puisque ces algorithmes peuvent etre telecharges sur internet). Pour les autres 
algorithmes, les solutions et les temps rapportes sont pris des articles correspondants 
(quand ils sont disponibles). Bruni a effectue ses experimentations sur un PC Pentium 
450MHz (beaucoup plus lent que notre ordinateur), Mazure et al. sur un PC Pentium 
133MHz (beaucoup plus lent que notre ordinateur), MUP a ete teste sur un pentium IV 
2.4GHz (un peu plus rapide que notre ordinateur), SMUS sur un Pentium IV 2GHZ (equi-
valent a notre ordinateur) et CAMUS sur un Opteron 2.2GHZ avec 8GB de RAM (un petit 
peu plus rapide que notre ordinateur, mais surtout avec huit fois plus de memoire vive). 
Dans les tableaux de resultats qui suivent, "Nom" donne le nom de l'instance testee, "V" 
et "C" sont le nombre de variables et de clauses de l'instance originale ou de 1'IIS. De 
plus, " C " refere au nombre de clauses de 1TIS-C obtenu apres avoir reduit un IIS-V, et 
"t" donne le temps CPU. 
4.5.1 Instances DIMACS 
Le premier ensemble d'instances, qui peut etre trouve sur le site ftp du Dimacs [1], 
provient du deuxieme Challenge DIMACS. Ces instances sont de quatre types differents. 
Les instances AIM, fournies par Asahiro et al. [9], sont des instances 3-SAT artificielles. 
Les instances JNH, foumies par Hooker, sont des instances aleatoires difficiles generees 
en rejetant les clauses unitaires et en fixant la densite (ratio du nombre de clauses par le 
nombre de variables) a une valeur difficile : comme nous l'avons vu dans le chapitre 2, 
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le seuil autour duquel les instances sont difficiles est 4.24 pour les instances de 3-SAT. 
Finalement, les instances SSA et BF, fournies par Van Gelder et Tsuji, sont des instances 
provenant de problemes reels d'analyse d'erreurs dans des circuits. 
Instances AIM Les instances AIM sont relativement petites et n'ont qu'un IIS-C a part 
deux d'entre elles qui ont deux IIS-C de meme taille. Pour ces instances, nous avons 
trouve des IIS de variables et de clauses avec les algorithmes Removal, P + I n s e r -
t i o n , HS - V et HS - C. Les resultats sont presentes dans le Tableau 4.8 et sont compares 
avec ceux obtenus par zCore+, AMUSE+, Mazure et al. et par Bruni. Pour chacune des 
instances AIM, toutes les dix relances de la methode P + I n s e r t i o n ont reussi. Nous 
observons que nos methodes trouvent des IIS-C avec un nombre plus petit ou egal de 
variables et clauses que les sous-ensembles incoherents (pas forcement minimaux) trou-
ves par les autres algorithmes. Pour l'instance aim 100-1.6-2, Mazure et al. trouvent un 
IIS-C avec une clause de moins que nous. Nous sommes surs que ceci est une erreur car 
HS-C a prouve que notre IIS-C ayant 53 clauses est minimum en tennes de cardinality. 
Nous pouvons remarquer que dans presque tous les cas, les IIS sont obtenus de facon tres 
rapide. Par exemple, tant la methode Removal que HS-C trouvent des IIS-C en moins 
de 3 secondes. La methode P + I n s e r t i o n est legerement plus lente que Removal. 
Ceci est du au fait que zChaff resout ces instances de maniere exacte en tres peu de 
millisecondes, beaucoup plus rapidement que le temps requis par notre algorithme de 
recherche tabou. En plus, nous observons que les algorithmes zCore+ et AMUSE+ sont 
nettement plus rapides que les autres algorithmes. 
Instances JNH Contrairement aux instances AIM, les instances JNH ont genera-
lement plusieurs IIS-C. Pour ces instances, nous avons teste les methodes Removal, 
P + I n s e r t i o n , HS-V, HS-C avec une limite de temps d'une heure, et nous avons 


























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































resultats sont presented dans le Tableau 4.9. Pour HS-V et HS-C, les valeurs donnees 
representent la cardinalite des hitting sets trouves par chaque algorithme. Quand la li-
mite de temps etait atteinte, les valeurs sont precedees par un ">" pour indiquer qu'elles 
representent des bornes inferieures sur le nombre de variables ou clauses d'un IIS. Pour 
ces instances, la methode P + I n s e r t i o n a obtenu 10 reussites pour l'instance j n h 2 , 
par contre pour les autres instances il n'y avait pas 10 reussites mais toujours au moins 
trois reussites en mode variables et sept reussites en mode contraintes. Nous observons 
que pour ces grandes instances, HS-V et HS-C n'ont pas pu trouver des IIS avec un 
nombre minimum de clauses ou de variables a l'exception de l'instance jnh2. De plus, 
l'algorithme P+ I n s e r t i o n a pu extraire un IIS-V mais aucun IIS-C pour les instances 
jnhl6 Q\jnhl8 avec la limite de temps d'une heure (cpu). 
Nous observons aussi que Removal et P + I n s e r t i o n trouvent, dans la plupart des 
cas, des IIS contenant moins de variables et clauses que ceux trouves par les autres al-
gorithmes. Cependant, zCore+ et AMUSE+ sont significativement plus rapides. Bien 
qu'il soit plus lent, Palgorithme P + I n s e r t i o n extrait des IIS avec beaucoup moins 
de variables et de clauses que Removal. Ainsi, pour l'instance jnhl3, Removal ob-
tient un IIS-C de 66 variables et 92 clauses (avec une moyenne de 77.3 variables et 92.0 
clauses), alors que P + I n s e r t i o n trouve un IIS-C de 45 variables et 55 clauses (avec 
une moyenne de 45.2 variables et 55.0 clauses). Ceci est du au fait que l'heuristique 
basee sur le poids du voisinage guide la methode I n s e r t i o n vers des IIS plus petits. 
Finalement, nous pouvons voir que les bornes obtenues par les methodes HS sont ge-
neralement loin des valeurs obtenues par les deux autres methodes. Par contre, nous ne 
savons pas si ces bornes sont tres proches ou tres eloignees des veritables cardinalites 
minimum d'un IIS. 
Instances SSA et BF Les instances SSA et BF ont beaucoup plus de variables et 
clauses que les instances AIM et JNH (quelques milliers versus quelques centaines). Le 
tableau 4.10 presente les resultats obtenus avec zCore+, AMUSE+, Removal, 
P + I n s e r t i o n et Falgorithme de Mazure et al. Ces instances sont trop grandes pour 
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Tableau 4.9 - Resultats pour les instances JNH. 
Instance 
Norn V C 
jnh2 100 850 
jnh3 100 850 
jnh4 100 850 
jnh5 100 850 
jnh6 100 850 
jnh8 100 850 
jnh9 100 850 
jnhlO 100 850 
jnhll 100 850 
jnhl3 100 850 
jnhl4 100 850 
jnhl5 100 850 
jnh!6 100 850 
jnhl8 100 850 
jnhl9 100 850 
jnh20 100 850 
zCore+ 
V C t 
61 69 0.2 
96 215 0.9 
86 128 0.3 
69 80 0.2 
95 181 0.6 
67 80 0.2 
79 104 0.2 
81 119 0.3 
88 140 0.3 
46 54 0.1 
66 78 0.2 
86 145 0.4 
100 451 10.9 
96 196 0.6 
90 143 0.4 
74 95 0.2 
AMUSE+ 
V C t 
48 54 0.2 
91 190 0.9 
71 102 0.3 
85 131 0.4 
81 152 0.6 
84 136 0.4 
66 87 0.2 
72 99 0.3 
90 168 0.6 
62 71 0.2 
70 92 0.2 
82 134 0.5 
99 384 10.6 
94 223 0.9 
86 153 0.5 
79 121 0.3 
Bruni 
V C t 
51 60 3.2 
92 173 29.7 
86 140 8.2 
85 125 7.7 
88 159 22.9 
70 91 0.6 
78 118 1 
95 161 0.1 
79 129 19 
77 106 0.1 
87 124 0.5 
87 140 1.4 
100 321 55.8 
91 168 40.6 
78 122 7.4 
81 120 0.7 
Removal 
V C C t 
63.1 181.3 45.0 1.2 
89.0 516.3 168.0 2.9 
84.6 247.9 134.0 2.3 
74.2 277.8 82.0 1.5 
79.1 332.1 130.0 2.2 
74.3 268.2 86.0 2.2 
80.5 350.0 114.0 1.9 
75.6 307.2 77.0 1.8 
81.0 356.1 116.0 2.0 
77.3 310.3 92.0 1.7 
73.1 271.0 70.0 1.5 
77.0 313.2 114.0 1.8 
93.7 634.6 281.0 7.6 
88.0 491.7 166.0 2.9 
79.3 344.0 110.0 2.0 
79.9 336.5 128.0 2.0 
P+Insertion 
V C C t 
44.5 76.1 45.0 54.9 
82.0 473.0 148.5 198.3 
64.0 177.0 102.0 146.4 
64.7 174.7 74.3 106.1 
73.0 263.0 127.9 145.0 
60.0 150.3 79.2 102.9 
57.0 126.5 71.9 114.6 
58.5 137.8 73.0 96.5 
70.0 211.0 110.7 263.8 
45.2 88.7 55.0 66.9 
57.0 133.8 68.0 96.2 
66.5 194.0 92.6 188.6 
92.0 600.0 - >lh 
81.0 364.5 - >lh 
72.0 239.0 116.0 100.9 





































les methodes H i t t i n g S e t . A nouveau, nous observons que P + I n s e r t i o n obtient 
dans de nombreux cas des IIS-C avec moins de variables et clauses que ceux obtenus 
par les autres algorithmes, bien qu'il soit significativement plus lent que zCore+ et 
AMUSE+. Rappelons que tant zCore+ que AMUSE+ utilisent l'algorithme zMinimal 
qui est similaire a notre algorithme Removal pour trouver des IIS-C. La difference des 
resultats sur les IIS obtenus (en termes du nombre de contraintes et de variables) entre 
notre Removal et zCore+ et AMUSE+ provient certainement de la premiere partie de 
ces deux algorithmes, i.e., zCore et AMUSE et non de l'utilisation de zMinimal. Le 
petit nombre de variables dans les IIS-C trouves par Removal peut etre explique par 
sa premiere phase qui consiste a appliquer Removal pour trouver un IIS-V (duquel des 
clauses sont ensuite enlevees pour obtenir un IIS-C). 
De plus, nous remarquons que, comme attendu, la methode P + I n s e r t i o n est plus 
rapide que Removal pour trouver des IIS contenant peu de variables et clauses, mais 
beaucoup plus lente dans les autres cas. Ainsi, pour l'instance ssa6288-047, P + I n s e r -
t i o n trouve le meme IIS-C que Removal dans un temps moyen de 373.9 secondes, 
alors que le temps moyen de Removal est de 1440.0 secondes. Pour ces instances, a part 
pour l'instance ssa6288-047 nous n'avons pas obtenu 10 reussites sur les 10 relances de 
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la methode P + I n s e r t ion . Bien entendu, quand le signe '-' apparait dans une colonne 
c'est qu'il n'y a eu aucune reussite. Quand un resultat est donne, il y a eu au moins trois 
reussites. 
Tableau 4.10 - Resultats pour les instances SSA et BF. 
Instance 
Nom V C 
ssa0432-003 435 1027 
ssa2670-130 1359 3321 
ssa2670-141 986 2315 
ssa6288-047 10410 34238 
bfi)432-007 1040 3668 
bn355-075 2180 6778 
bH 355-638 2177 4768 
bG670-001 1393 3434 
zCore+ 
V C t 
307 323 1.2 
559 787 7.5 
580 1303 17.9 
24 25 1.7 
671 1355 25.5 
81 152 0.9 
82 153 0.9 
74 133 0.5 
AMUSE+ 
V C t 
303 328 1.3 
558 712 7.2 
580 1280 26.3 
24 25 2.9 
664 1333 46.2 
80 151 1.4 
81 152 1.1 
77 137 0.8 
Mazure 
V C t 
306 320 0.8 
552 669 2.23ft 
579 1247 1.84ft 
- >24ft 
674 1252 85.3 
82 185 26.2 
83 154 32.6 
79 139 519.4 
Removal 
V C C t 
296.6 586.6 309.0 10.3 
552.4 1280.4 669.0 83.0 
575.0 1366.0 1277.0 87.9 
24.0 45.0 25.0 0.4ft 
597.7 1421.3 1151.0120.9 
79.0 199.0 150.0 127.6 
81.0 203.0 152.0 126.3 
74.0 152.0 141.0 43.9 
P+lnsertion 
V C C t 
335.0 714.5 ->10ft 
570.0 1346.0 ->10h 
587.0 1386.0 ->10ft 
24.0 45.0 25.0 373.9 
659.0 1616.0 ->10h 
80.0 203.0 150.0 88.3 
82.0 207.0 153.0 128.1 
73.0 147.0 132.0 51.3 
4.5.2 Instances Daimler Chrysler 
Le second ensemble d'instances de test, qui peut etre trouve en [2], represente diffe-
rentes proprietes de consistance de la base de donnees des lignes de voitures de Daimler 
Chrysler. Les resultats obtenus pour ces instances sont presentes dans les Tableaux 4.11, 
4.12, 4.13 et 4.14. Dans le Tableau 4.11, nous montrons les resultats sur les instances 
testees par Huang [78] (avec MUP) obtenus avec zCore+, AMUSE+, MUP, Removal, 
P + I n s e r t i o n , HS-C et HS-V. Nous avons impose une limite de temps de 10 heures. 
Nous observons que Removal est beaucoup plus lent que zCore+, AMUSE+ et MUP, 
tout en produisant des IIS-C ayant environ la meme taille. De plus, nous voyons une 
fois de plus que P+ I n s e r t i o n est plus rapide que Removal quand les IIS sont petits, 
mais echoue a trouver des IIS plus grands. Finalement, nous remarquons que la methode 
H i t t i n g S e t convient mieux pour trouver des IIS de cardinalite minimum de clauses 
que de variables. De plus, la methode HS-C trouve en une heure un IIS de cardinalite 
minimum pour chaque instance. 
127 
Dans le Tableau 4.12, nous comparons les resultats sur les instances testees par Mneim-
neh et al. [106] (pour leur algorithme SMUS) obtenus avec zCore+, AMUSE+, SMUS, 
Removal, HS-C et HS-V avec une limite de temps de 10 heures. Ces instances etaient 
trop difficiles pour l'heuristique tabou de MaxWSAT de notre methode I n s e r t i o n , 
c'est pour cela que nous ne reportons pas de resultats pour P + I n s e r t ion . Dans les 
cas ou SMUS a echoue a trouver un IIS de cardinalite minimum, nous donnons a la place 
des bornes inferieures et superieures, separees par un " :", sur le nombre de clauses d'un 
IIS. Comme nous pouvions nous y attendre, puisque notre algorithme HS-C et SMUS 
garantissent de trouver des IIS de cardinalite minimum, ils trouvent effectivement des 
IIS-C avec le meme nombre de clauses. HS-C requiert moins de temps de calcul que 
SMUS, meme si les experimentations faites avec SMUS ont ete effectuees sur un ordina-
teur plus performant. De plus, bien que HS-C trouve des IIS qui ont un nombre minimum 
de clauses, il est plus rapide que Removal. Ceci est du au fait que, contrairement a l'al-
gorithme Removal, il construit les IIS avec une approche constructive, et en plus les 
IIS de cardinalite minimum ont beaucoup moins de clauses que les instances originales. 
A nouveau, zCore+ et AMUSE+ sont les methodes les plus rapides. 
Dans les Tableaux 4.13 et 4.14, nous comparons les resultats obtenus sur toutes les ins-
tances Daimler Chrysler avec zCore+, AMUSE+, CAMUS et HS - C. Quand CAMUS reus-
sit a trouver tous les IIS d'une instance avec la limite de temps CPU de 600 secondes, 
"#IIS" donne le nombre d'HS differents contenus dans cette instance, alors que "Taille 
IIS" donne le plus petit et plus grand nombre de clauses de ces IIS. Sinon, si "#IIS" est 
precede par ">", les valeurs donnees sont celles calculees en utilisant les IIS trouves 
avant Farret. Finalement, si "-" est donne pour toutes ces valeurs, alors aucun IIS n'a 
ete trouve par leur algorithme dans la limite de temps imposee. Nous voyons que, alors 
que CAMUS a ete capable de determiner le plus petit nombre de clauses d'un IIS pour 32 
des 84 instances, avec la limite de temps de 600 secondes, notre methode HS - C a trouve 
cette valeur pour 79 instances avec la meme limite de temps. A nouveau, zCore+ et 
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AMUSE+ sont les algorithmes les plus rapides, mais ils n'exhibent pas forcement un 
IIS-C avec le plus petit nombre de clauses. Le nombre de reussites pour la methode 
P + I n s e r t i o n a toujours ete de 10 (sur 10) pour le mode contraintes. En mode va-
riables, l'instance 168_FW_UT_2468 a obtenu 4 reussites et l'instance 202_FS_RZ_44 


















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Tableau 4.12 - D'autres resultats pour les instances Daimler Chrysler. 
Instance 
Nom V C 
168 FW SZ 107 
168 FW SZ 41 
168 FW SZ 66 
168 FW UT 2463 
168 FW UT 2469 
168 FW UT 714 
168 FW UT 851 
170 FR RZ 32 
170 FR SZ 58 
170 FR SZ 92 
170 FR SZ 96 
202 FS RZ 44 
202 FS SZ 104 
202 FS SZ 121 
202 FS SZ 122 
202 FS SZ 74 
202 FS SZ 84 
202 FS SZ 97 
202 FW RZ 57 
202 FWSZJOO 
202 FW SZ 103 
202 FW SZ 123 
202 FW SZ 61 
202 FW SZ 77 
202 FW SZ 98 
208 FA RZ 43 
208 FA SZ 120 
208 FA SZ 87 
208 FA UT 3254 
208 FA UT 3255 
210 FS RZ 23 
210 FS RZ 38 
210 FS RZ 40 
210 FS SZ 103 
210 FS SZ 107 
210 FS SZ 123 
210 FS SZ 78 
210 FW RZ 57 
210 FW RZ 59 
210 FW SZ 106 
210 FW SZ 111 
210_FW_SZ_128 
210_FW_SZ_90 
210 FW SZ 91 
220 FV RZ 12 
220 FV RZ 13 
220 FV RZ 14 
220 FV SZ 46 





































































































































204 219 1.2 
26 33 0.4 
30 213 1.0 
22 26 0.4 











































216 279 3.1 
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> 1 0 / i 










168 FW SZ 128 
168 FW SZ 41 
168 FW SZ 66 







168 FW UT 2463 1909 
168 FW UT 2468 1909 
168 FW UT 2469 1909 
168 FW UT 714 
168 FW UT 851 
168 FW UT 852 
168 FW UT 854 
168 FW UT 855 
170 FR RZ 32 
170 FR SZ 58 
170 FR SZ 92 
170 FR SZ 95 
170 FR SZ 96 
202 FS RZ 44 
202 FS SZ 104 
202 FS SZ 121 
202 FS SZ 122 
202 FS SZ 74 
202 FS SZ 84 
202 FS SZ 95 
202 FS SZ 97 
202 FW RZ 57 
202 FW SZ 100 
202 FW SZ 103 
202 FW SZ 118 
202 FW SZ 123 
202 FW SZ 124 
202 FW SZ 61 
202 FW SZ 77 
202 FW SZ 87 
202 FW SZ 96 



































































202 FW UT 2814 2038 11352 
202 FW UT 2815 2038 11352 
zCore+ 
V C t 
41 47 0.8 
30 96 0.6 
27 30 0.3 
12 16 0.2 
47 48 0.3 
35 38 0.5 
32 35 0.5 
30 33 0.4 
6 9 0.4 
9 10 0.4 
9 10 0.4 
9 10 0.4 
9 10 0.4 
30 327 0.8 
47 49 0.3 
46 131 0.5 
22 63 0.3 
22 64 0.3 
12 18 0.3 
30 35 0.3 
20 22 0.3 
19 33 0.3 
34 150 0.7 
204 219 1.2 
11 13 0.3 
26 33 0.4 
30213 1.0 
22 26 0.4 
139 158 2.5 
47 130 0.8 
21 37 0.5 
19 33 0.4 
16 18 0.4 
34 156 0.8 
243 379 3.1 
205 210 1.5 
6 8 0.4 
22 28 0.6 
22 28 0.6 
AMUSE+ 
V C t 
43 50 1.1 
29 96 0.7 
25 27 0.5 
12 16 0.5 
47 48 0.5 
35 38 0.7 
32 35 0.8 
30 33 0.7 
6 9 0.7 
9 10 0.7 
9 10 0.7 
9 10 0.7 
9 10 0.7 
30 327 0.7 
47 49 0.4 
46 131 0.6 
21 62 0.5 
22 63 0.4 
21 27 0.5 
29 34 0.5 
21 23 0.5 
19 33 0.6 
34 150 0.7 
205 220 1.2 
13 15 0.5 
24 34 0.6 
30213 1.3 
29 30 0.8 
138 156 3.4 
47 130 0.9 
21 37 0.7 
19 33 0.8 
16 18 0.7 
34 156 1.0 
244 398 3.6 
215 220 1.8 















0.3 102 8 
0.3 102 8 
0.3 102 8 
0.3 102 8 
0.8 32768 227 
7.5 218692 46 
0.1 1 131 
- >23301932 53 
- > 10383703 67 
- >7764186 29 
- >4803992 70 
0.1 4 22 
0.1 1 33 
. 
. 
- >6173760 35 
- >5466033 99 




0.2 4 36 
































































































































Tableau 4.14 - D'autres resultats pour les instances Daimler Chrysler. 
Instance 
Norn 
208 FA RZ 43 
208_FA_RZ_64 
208 FA SZ 120 
208 FA SZ 121 
208 FA SZ 87 
208 FA UT 3254 
208 FA UT 3255 
208 FC RZ 65 
208 FC RZ 70 
208 FC SZ 107 
208 FC SZ 127 
208 FC SZ 128 
210 FS RZ 23 
210 FS RZ 38 
210 F S R Z 4 0 
210 FS SZ 103 
210 FS SZ 107 
210 FS SZ 123 
210 FS SZ 129 
210 FS SZ 130 
210 FS SZ 55 
210 FS SZ 78 
210 FW RZ 30 
210 FW RZ 57 
210 FW RZ 59 
210 FW SZ 106 
210 FW SZJ11 
210 FW SZ 128 
210 FW SZ 129 
210 FW SZ 135 
210 FW SZ 136 
210 FW SZ_80 
210 FW SZ90 




































210 FW UT 8630 2024 9721 
210 FW UT 8634 2024 9719 
220 FV RZ 12 
220 FV RZ 13 
220 FV RZ 14 
220 FV SZ 114 
220 FV SZJ21 
220 FV SZ 39 
220 FV SZ 46 
220 FV SZ 55 











V C t 
8 9 0.2 
29 212 0.7 
19 34 0.2 
18 32 0.2 
17 20 0.2 
40 68 0.5 
40 68 0.5 
12 14 0.2 
29 212 0.8 
36 47 0.3 
19 34 0.2 
18 32 0.3 
22 35 0.3 
17 28 0.3 
29 140 0.6 
35 45 0.3 
11 15 0.3 
49 176 0.7 
20 33 0.3 
19 310.3 
28 45 0.3 
37 170 0.7 
22 39 0.4 
14 26 0.4 
29 140 0.6 
39 55 0.4 
11 15 0.4 
14 23 0.4 
49 176 0.9 
20 33 0.4 
19 31 0.4 
39 173 0.8 
216 279 3.1 
214 277 2.6 
29 38 0.6 
28 32 0.5 
10 110.2 
9 10 0.2 
10 110.2 
47 132 0.5 
14 58 0.3 
199 205 2.2 
16 17 0.2 
240 304 3.8 
18 23 0.2 
AMUSE+ 
V C t 
6 8 0.4 
29 212 0.7 
19 34 0.4 
18 32 0.4 
17 19 0.4 
41 70 0.8 
41 70 0.8 
11 12 0.4 
29 212 0.7 
38 50 0.5 
19 34 0.5 
18 32 0.5 
23 41 0.6 
19 34 0.5 
29 140 0.6 
39 50 0.6 
11 15 0.5 
49 176 0.8 
20 33 0.5 
19 310.5 
27 46 0.6 
37 170 0.8 
27 48 0.8 
17 32 0.7 
29 140 0.8 
42 53 0.8 
11 15 0.6 
13 23 0.7 
49 176 1.0 
20 33 0.7 
19 31 0.7 
35 175 1.0 
228 291 3.9 
2162793.1 
25 38 1.1 
28 35 1.0 
13 14 0.4 
13 14 0.3 
10 110.4 
47 132 0.6 
14 58 0.4 
211 217 2.8 
31 32 0.4 
238 305 4.6 















































































































































































































209.0 274.0 1225.7 
























4.5.3 Instances dif'fieiles provenant de la coloration de graphes 
Les instances considerees jusqu'a maintenant sont relativement faciles a resoudre 
pour les algorithmes exacts (comme z Chaff), ce qui permet de trouver facilement des 
IIS tant avec notre algorithme Removal qu'avec les techniques comme zCore+ et 
AMUSE+. Dans le but de tester nos algorithmes dans un contexte different, nous avons 
genere des instances qui sont beaucoup plus difficiles pour les algorithmes exacts. Ces 
cinq nouvelles instances ont ete generees a partir de problemes aleatoires de /c-coloration 
de graphe en utilisant le convertisseur de Culberson [35]. Cette conversion d'un pro-
bleme de k-coloration de graphe en un probleme SAT fonctionne de la facon suivante. 
Supposons que nous ayons un probleme de /c-coloration pour un graphe G — (V, E) tel 
que | V | = net \E\ = m. Pour transformer ce probleme de /c-coloration en un probleme 
SAT, pour chaque sommet v EV, nous creons k variables : xvi,..., xvk. Si xvi est vraie 
alors v obtient la couleur i. Ensuite, nous ajoutons les clauses suivantes. 
- Pour chaque sommet v € V, il y a une clause % V . . . V xvk- Ces contraintes 
imposent qu'au moins une couleur soit affectee pour chaque sommet v. 
- Pour chaque arete (v, w) G E et pour chaque couleur i — 1 , . . . , k, il y a une clause 
xVi V xWi. Ces contraintes imposent qu'une couleur i ne peut pas etre affectee en 
meme temps aux deux extremites d'une arete. 
Le probleme SAT CNF correspondant comporte done kn variables et n + mk clauses. 
Prenons pour exemple le graphe de la Figure 4.18 et interessons-nous au probleme de 
2-coloration de ce graphe. 
La transformation de ce probleme de 2-coloration pour ce graphe en un probleme SAT 
CNF est la suivante. Les 10 variables sont xai, xa2, Xbi, xb2, xcl,xC2, xoy, Xdi, xei,
 xe2, et 
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Figure 4.18 - Exemple illustrant la transformation d'un probleme de 2-coloration de 
graphe en probleme SAT CNF. 






















































































Nous nous sommes demandes si les sous-ensembles incoherents obtenus correspon-
daient toujours a un sous-graphe du graphe original. Or, dans l'exemple presente ci-
dessus il est possible que l'IIS-C obtenu par nos algorithmes ne corresponde pas a un 
sous-graphe du graphe original. Par exemple, si nous utilisons P+ I n s e r t i o n ou HS - C 
nous obtenons toujours l'IIS-C correspondant au triangle. Par contre, si nous utilisons 
Removal ou I n s e r t i o n sans heuristique du poids du voisinage nous pouvons obtenir 
l'IIS-C suivant qui comporte 10 variables et 13 contraintes. 
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C\ = Xai V Xa2 
C2 = Xbi V Xb2 CU = Xb2 V Xc2 
C3 = xcl V xc2 C12 = xbl V xdi 
CA = xdl V xd2 
C5 = Xei V Xe2 C14 — Xci V Xej 
Ce = xai V xbl 
C7 = xa2 V xb2 
Cg = Xo l V Xcl Cyj = Xd2 V Xe2 
C9 = xa2 V xc2 
Cet IIS peut facilement se verifier si nous reflechissons en termes de couleurs et re-
gardons les contraintes de 1'IIS. Les contraintes C\ a C5 imposent que chaque sommet 
doit avoir une couleur. Les contraintes C6 et C7 imposent que a et b doivent obtenir des 
couleurs differentes et les contraintes C8 et C% imposent que a et c doivent obtenir des 
couleurs differentes. Si a a la couleur 1, par la clause Cu bet cue peuvent pas avoir tous 
les deux la couleur 2. Si a a la couleur 2, alors nous pouvons donner la couleur 1 a b et 
c, mais alors par les clauses C\2 et Cu il faudrait donner la couleur 2 a d et e, or ceci est 
impossible a cause de la clause Cyj. 
En utilisant cette conversion, nous avons genere cinq instances difficiles. Pour chacune 
de ces instances, nous trouvons un IIS-V potentiel en utilisant la methode I n s e r t ion . 
Ensuite, nous determinons si ce sous-ensemble est realisable en utilisant z Chaff. Si ce 
sous-ensemble est non realisable, nous avons une preuve que 1'instance originale etait 
non realisable. Le Tableau 4.15 resume les resultats de ces experimentations. Les co-
lonnes etiquetees "zChaff' et "Verif" donnent les temps d'execution requis par zChaf f 
pour resoudre les instances originales et les sous-formules extraites, avec une limite 
de temps de 24 heures. Nous pouvons observer que parmi les cinq instances testees, 
zChaf f n'a pu resoudre qu'une seule instance originale dans la limite de temps, alors 
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qu'il a reussi a resoudre trois des sous-formules extraites. De plus, nous remarquons que 
z Chaff a requis beaucoup moins de temps pour resoudre les sous-formules extraites. 
Par exemple, alors qu'il a echoue a resoudre l'instance DGHP50_5 en 24 heures, il a ete 
capable de resoudre sa sous-formule extraite en 7.74 heures. Etant donne que cela prend 
0.87 heures pour extraire la sous-formule non realisable, le temps total necessaire pour 
prouver que cette instance est non realisable est 8.61 heures. Notons que zCore+ et 
AMUSE + etaient incapables de traiter ces instances avec la limite de temps de 24 heures. 
Comme ces instances sont difficiles, le nombre de reussites (parmi les dix relances) est 
faible : seulement une reussite pour les instances DGHP50_1 a DGHP50_4 et 3 reussites 
pour l'instance DGHP50J. 
Tableau 4.15 - Resultats pour des instances provenant de la coloration de graphes. 
Instance 
Nom V C 
DGHP50 1 350 3641 
DGHP50_2 400 4618 
DGHP50 3 400 4650 
DGHP50_4 400 4602 









V C t 
259 2277 0.43ft 
*336 *3450 1.43ft 
288 2796 0.70ft 
*288 *2724 2.22ft 








4.5.4 Discussion generate des resultats 
Dans la section precedente, nous avons clairement observe que les algorithmes pro-
poses sont plus lents que d'autres algorithmes tels que zCore+ et AMUSE+ pour extraire 
des IIS-C. lis ont, cependant, plusieurs avantages quand ils sont compares avec les algo-
rithmes les plus populaires. Premierement, nos algorithmes peuvent trouver non seule-
ment des IIS-C mais aussi des IIS-V. Ainsi, par exemple, alors que la version contraintes 
de Removal est similaire a zMinimal, nous avons montre que la version variables de 
Removal peut d'abord etre employee afin de reduire la taille d'une instance, et ensuite 
un IIS-C peut etre extrait en utilisant la version IIS-C de Removal. L'algorithme re-
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sultant, appele Removal, a parfois extrait des IIS-C avec beaucoup moins de variables 
et clauses que les autres algorithmes. L'algorithme P + I n s e r t i o n non seulement suit 
la meme approche (i.e., enlevant des clauses d'un IIS-V afin d'obtenir un IIS-C), mais 
aussi utilise une heuristique basee sur le poids du voisinage dans le but d'extraire des 
petits IIS. Nous avons observe qu'une telle technique rend possible, dans plusieurs cas, 
le fait d'obtenir des IIS-C avec significativement moins de clauses. 
II y a d'autres differences importantes entre les algorithmes I n s e r t i o n et Removal. 
Par exemple, l'algorithme I n s e r t i o n utilise une heuristique de recherche tabou pour 
resoudre le probleme Max-SAT pondere, alors que Removal utilise l'algorithme exact 
z Chaff pour resoudre le probleme SAT. Dans plusieurs cas, l'algorithme de recherche 
tabou etait plus lent que zChaf f, expliquant pourquoi l'algorithme I n s e r t i o n etait 
souvent plus lent que Removal. Cependant, nous avons construit des instances difficiles 
de coloration, qui sont tires difficiles a resoudre pour z Chaff, mais encore resolvables 
pour notre heuristique tabou. Pour ces instances, l'algorithme I n s e r t i o n etait le seul 
capable de trouver des IIS-V pour prouver la non realisabilite de ces instances. Une autre 
difference est que l'algorithme I n s e r t i o n construit des IIS d'une facon constructive. 
Done, quand l'heuristique de recherche tabou ne fait aucune erreur, le nombre d'etapes 
est plus petit ou egal au nombre de clauses de l'IIS-C. Ainsi, il n'est pas surprenant que 
l'algorithme I n s e r t i o n soit parfois plus rapide que l'algorithme Removal quand les 
IIS-C ont beaucoup moins de clauses que l'instance originale. 
La version contraintes de l'algorithme Hi t t i n g S e t (i.e., HS - C) extrait des IIS-C avec 
un nombre minimum de clauses. Par contre, dans le pire cas, contrairement aux algo-
rithmes Removal et I n s e r t i o n , le nombre d'etapes de HS-C peut etre exponentiel 
dans la taille du nombre de clauses. Done, il n'est pas surprenant que cet algorithme 
ait echoue a resoudre plusieurs instances, en particulier quelques grandes instances DI-
MACS. Cependant, quand il est compare avec SMUS et CAMUS sur les instances Daimler 
Chrysler, HS - C a ete l'unique algorithme capable de resoudre toutes ces instances, ge-
neralement en moins d'une heure. II est de plus interessant d'observer les differences 
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importantes entre les algorithmes HS-C et CAMUS. Comme mentionne dans la Section 
3.2.3.3, CAMUS construit d'abord Fensemble de tous les coMSS et ensuite tous les IIS-C. 
Quand il reussit, cet algorithme est beaucoup plus rapide que notre methode HS - C. Ce-
pendant, cet algorithme peut echouer (durant la phase 1) si le nombre de coMSS est trop 
grand ou meme (durant la phase 2) si le nombre d'HS-C est trop grand. Contrairement a 
CAMUS, notre algorithme HS-C essaie de trouver un IIS de cardinality minimum en ge-
nerant seulement un nombre limite de complementaires de sous-ensembles realisables 
(non necessairement minimaux) : ce sont les ensembles notes Fs(ei) dans la Figure 
4.8. Ceci rend possible la resolution de certaines instances qui sont hors de portee pour 
CAMUS. 
4.6 Conclusion 
Nous avons presente des nouveaux algorithmes permettant de trouver des sous-en-
sembles incoherents minimaux (IIS) de clauses ou variables d'un probleme SAT donne. 
Nous avons aussi decrit un algorithme qui trouve des IIS avec un nombre minimum de 
clauses ou variables. Nous avons vu que ces algorithmes d'extraction garantissent la non 
realisabilite et la minimalite quand ils sont utilises avec un algorithme exact, et qu'une 
garantie de minimalite peut etre obtenue, dans certains cas, quand ils sont utilises avec un 
algorithme heuristique. De plus, nous avons presente des techniques additionnelles d'ac-
celeration de l'extraction d'un IIS et permettant de trouver des IIS contenant moins de 
variables et clauses. Finalement, nous avons evalue nos algorithmes en faisant plusieurs 
experimentations avec differentes instances, et nous avons compare nos resultats avec 
ceux obtenus par d'autres algorithmes existants pour la recherche d'HS-C : zCore+, 
AMUSE+, MUP, SMUS, CAMUS. Ces experimentations ont montre que nos algorithmes 
ne sont pas les plus rapides, mais ils produisent generalement des IIS avec moins de 
variables et clauses que les sous-ensembles incoherents obtenus par les algorithmes aux-
quels nous nous sommes compares. Pour de tres grandes instances sur lesquelles les 
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algorithmes exacts (p.ex. zChaf f) ne peuvent pas etre appliques pour prouver leur non 
realisabilite, notre algorithme I n s e r t i o n a ete le seul capable d'extraire des IIS. Aussi 
notre algorithme HS - C peut determiner des IIS-C de cardinality minimum sur des ins-
tances qui sont hors de portee pour des algorithmes comme CAMUS. En resume, les 
algorithmes proposes represented une alternative interessante aux algorithmes existants 
pour l'extraction d'HS. 
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CHAPITRE 5 
REVUE DE LA LITTERATURE CONCERNANT LE FILTRAGE DE 
CONTRAINTES GLOBALES DE CSP 
Dans ce chapitre, nous presentons quelques exemples de methodes permettant de fil-
trer les domaines des variables des contraintes globales afin d'obtenir la coherence de 
domaine. Tout d'abord, nous rappelons les definitions de contrainte globale et de cohe-
rence de domaine. Les contraintes globales d'un CSP sont les contraintes complexes qui 
agissent sur plusieurs ou toutes les variables du CSP. Une contrainte globale C agissant 
sur les variables x\, • • • , xn est domaine-coherente si pour chaque i e [1, • • • , n] et pour 
chaque valeur a e A il existe l\ e D\,..., k-i E A - i , k+i £ A+i , • • • Jn G Dn tels 
que la contrainte C soit satisfaite. 
Comme les contraintes globales sont plus complexes que les contraintes binaires, les 
algorithmes developpes pour obtenir la coherence de domaine sont generalement crees 
pour une contrainte globale bien definie, car ils utilisent les particularites et les informa-
tions globales de la contrainte pour effectuer le filtrage. Done, ce ne sont generalement 
pas des algorithmes generiques pouvant etre utilises pour plusieurs types de contraintes 
globales. 
Dans ce qui suit, nous presentons d'abord la methode de filtrage de Regin [119] pour 
la contrainte AllDifferent. Cette methode a une grande importance en propagation de 
contraintes, car e'est une des premieres methodes a obtenir la coherence de domaine pour 
une contrainte globale d'une facon relativement simple a mettre en place. Ensuite, nous 
allons presenter le filtrage de Richter et al. [122] pour la contrainte SomeDifferent. Puis, 
nous allons presenter brievement d'autres travaux concernant le filtrage des contraintes 
globales. 
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5.1 Algorithme de filtrage pour la contrainte AHDifferent 
Dans cette section, nous presentons 1'algorithme de Regin [119] qui permet de filtrer 
les domaines des variables afin d'obtenir la coherence de domaine pour la contrainte 
AHDifferent. 
Les contraintes AHDifferent sont aussi appelees contraintes de difference. Rappelons 
que la contrainte AHDifferent est definie de la facon suivante. 
AHDifferent (xi,..., xn) = {(a^ . . . , an) | a, G -D, et a^^ a^ V i ^ j}. 
Toutes les variables doivent avoir une valeur differente. 
Van Hoeve [136] precise qu'il existe au moins six algorithmes de filtrage pour la 
contrainte AHDifferent, chacun atteignant un niveau different de coherence locale ou 
l'atteignant de facon plus rapide. L'information globale de la contrainte AHDifferent 
est utilisee par Falgorithme de filtrage de Regin qui traite simultanement toutes les 
contraintes de non-egalite et qui permet d'obtenir la coherence de domaine. Cet algo-
rithme est base sur la theorie du couplage. 
Soit Xc l'ensemble de variables sur lesquelles la contrainte de difference est definie. 
Pour une contrainte de difference C nous pouvons definir un graphe biparti 
GV(C) = (XC,D(XC),E) oil (xi,a) e E si et seulement si a 6 DXi (i.e., a ap-
partient au domaine de Xi). Ce graphe GV{C) est appele graphe des valeurs de C (en 
anglais value graph). La Figure 5.1 montre le graphe biparti obtenu si les variables sont 
X = {xi, x2, £3} et les domaines sont D\ — {1, 3}, D2 = {1,4,5}, D3 = {2,4}. 
Definition 5.1.1. Un sous-ensemble d'aretes d'un graphe G = (X, E) est un couplage 
M si aucune paire d'aretes n'a un sommet en commun. Un couplage maximum est un 
couplage de cardinality maximale. Un couplage M dans un graphe G est dit couvrant si 
chaque sommet de X est l'extremite d'une arete de M. 
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Figure 5.1 - Une contrainte de difference representee comme un couplage dans un 
graphe biparti. 
Regin [119] donne le theoreme suivant concernant la coherence de la contrainte All-
Different. 
Theoreme 5.1.2. Soit C une contrainte AllDifferent. Soit GV{C) = (Xc, D(XC), E) le 
graphe des valeurs de C. Alors C est domaine-coherente si et settlement si chaque arete 
de GV{C) appartient a un couplage couvrant M. 
Regin utilise une propriete enoncee par Berge [19] qui dit qu'une arete appartient a 
au moins un couplage couvrant si et seulement si, pour un couplage couvrant arbitraire 
M, cette arete appartient soit a une chaine alternee paire qui commence a un sommet 
libre, soit a un cycle alterne pair. 
Grace a cette propriete, Regin enonce la propriete suivante pour la coherence de do-
maine. 
Proposition 5.1.3. Soit C une contrainte AllDifferent. Soit une variable x impliquee 
dans C et soit d € Dx. Soit GV(C) le graphe des valeurs de C et soit M un couplage 
couvrant de GV(C). Alors le couple (x, d) est supporte par C si et seulement si I'une 
des conditions suivantes est verifiee : 
- Varete (x, d) appartient a M, 
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- I'arete (x, d) appartient a une chaine alternee paire de GV(C) qui commence a 
un sommet libre, 
- I 'arete (x, d) appartient a un cycle alterne pair de GV(C). 
L'exemple de la Figure 5.2 represente le graphe des valeurs de la contrainte All-
Different(a;1,a:2,X3) ou Dx = {1,2}, D2 = {1,2}, D3 = {2,3}. Les aretes en gras 
representent un couplage couvrant et l'arete en pointille represente un couple {x, d) non 
supporte. En effet, le couple (x3,2) n'est pas supporte car il ne peut jamais appartenir a 
un couplage couvrant. II faut done supprimer la valeur 2 du domaine de x3 pour avoir la 
coherence de domaine pour cette contrainte AllDifferent. 
Figure 5.2 - Une contrainte de difference representee comme un couplage dans un 
graphe biparti avec en gras les aretes d'un couplage couvrant et en pointille une arete 
representant un couple (x, d) impossible. 
L'algorithme que Regin propose construit le graphe biparti GV(C) decrit ci-dessus 
et cherche un couplage couvrant les sommets Xc. Ensuite, les aretes de GV(C) sont 
orientees de la facon suivante : les aretes de M sont orientees dans le sens de D{XC) 
vers Xc (valeurs vers variables) et les aretes n'appartenant pas a M sont orientes dans le 
sens oppose. A partir de cela, il est possible d'identifier les aretes appartenant a un cycle 
alterne pair ou a une chaine alternee paire. Ceci se fait en effectuant une recherche en 
profondeur d'abord a partir des noeuds libres des GV(C) afin de determiner les chaines 
alternees paires et en cherchant les composantes fortement connexes du graphe ainsi 
oriente. 
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Soit n = \Xc\ le nombre de sommets de Xc et m — 2,I A|> la recherche d'un cou-
plage couvrant peut etre fait en 0{rtiyjn) (montre par Hopcroft et Karp [77]). Done la 
verification de la satisfaisabilite d'une contrainte AllDifferent est en 0(my/n). La re-
cherche des composantes fortement connexes et des chaines altemees peut etre faite en 
0(m + n) (montre par Tarjan [132]). Ainsi le filtrage en lui-meme (apres avoir verifie la 
satisfaisabilite de la contrainte) peut etre fait en 0(m + n). L'avantage de cet algorithme 
de filtrage est done que sa complexite est lineaire. 
Regin precise que cette methode est incrementale. En effet, si certaines valeurs des do-
maines sont supprimees par le filtrage d'autres contraintes, alors un nouveau couplage 
peut etre calcule en utilisant le precedent. 
5.2 Algorithme de filtrage de domaines pour la contrainte SomeDifferent 
Nous avons vu qu'une contrainte AllDifferent impose a chaque paire de variables 
d'avoir une valeur differente. Or, parfois ce ne sont pas toutes les variables qui doivent 
obtenir des valeurs differentes mais seulement certaines. Richter et al. [122] ont appele 
cette contrainte SomeDifferent. 
Nous presentons dans cette section l'algorithme de filtrage propose par Richter et al. 
[122] afin d'obtenir la coherence de domaine pour la contrainte SomeDifferent. 
Tout d'abord nous rappelons la definition de la contrainte SomeDifferent : 
SomeDifferent (x i , . . . , xn) = { (a l 5 . . . , am) | ctj G A \/i et a, 7̂  a, V (i,j) £ E}. 
Richter et al. ont developpe un algorithme de filtrage pour ce probleme qui enumere 
les ensembles U C V tels que \D(U)\ < \U\ ou D(U) = \Jv€U Dv. Pour chaque en-
semble U et chaque paire (v,i) telle que veV\UetieDvn D(U), ils verifient 
si le couple sommet-couleur (v,i) peut etre filtre de G en determinant si le sous-graphe 
induit par U est D-colorable quand la valeur i est enlevee de l'ensemble des couleurs des 
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voisins de v. Ceci peut etre fait en transfomiant le probleme de D-coloration de graphe 
en probleme de coloration de graphe classique et en utilisant l'algorithme D s a t u r de 
Peemoeller [115]. Comme nous avons aussi applique cette transformation dans notre al-
gorithme, la transformation va etre presentee en detail dans le Chapitre 6. Pour accelerer 
leur algorithme, Richter et al. presentent des procedures de simplification. Premiere-
ment, ils simplifient le graphe original en supprimant les aretes superflues et ensuite, le 
decomposent en composantes connexes. Ces etapes sont presentees en detail a la sec-
tion 6.1.2. Des qu'un couple sommet-couleur (v, i) est detecte comme non supporte, la 
couleur i est supprimee de Dv. 
5.3 Autres travaux concernant le filtrage de contraintes globales 
Regin [120] propose un algorithme de filtrage pour la contrainte globale de cardina-
lite abregee gcc (du terme anglais global cardinality constraint). Une contrainte gcc est 
defmie sur un ensemble de variables X = {x\,..., xn} qui prennent leurs valeurs dans 
un sous-ensemble de U = {ux,..., un}. Elle contraint le nombre de fois qu'une valeur 
Ui E U est affectee a une variable de X a etre dans un intervalle [/*, Cj]. Cette contrainte 
s'utilise dans des problemes d'horaires ou d'ordonnancement (par exemple de voitures 
sur une chaine de montage). Afin de pouvoir definir plus formellement cette contrainte 
nous allons introduire quelques nouvelles notations. Soit X,.. .fe un sous-ensemble de X. 
Un tuple de valeurs des domaines Di x ... x Dk est appele un tuple de X^...^- Soit 
Xc — {xt,..., Xk} les variables impliquees dans la contrainte C et D(C) l'union des 
domaines des variables de Xc, i.e., D(C) = M Dj. Alors, T(C) est l'ensemble des 
tuples des domaines A x . . . x Dk qui sont permis par la contrainte C. Notons #(a, t) 
le nombre d'occurrences de la valeur a dans le tuple t. 
Definition 5.3.1. Une contrainte globale de cardinality est une contrainte C pour la-
quelle chaque valeur a,i € D{C) est associee a deux entiers positifs U et Ci et telle que 
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T(C) — {t out est un tuple de Xc et Vaj € D(C) : k < #(aj, t) < Q } . 
L'algorithme de filtrage que propose Regin [120] pour cette contrainte est base sur la 
theorie des flots. Afin de pouvoir appliquer un algorithme de flots, il construit le reseau 
oriente suivant. 
Definition 5.3.2. Soit C une contrainte gcc. Le reseau de valeurs de C est un graphe 
oriente G(C) = (V, A) avec des capacites et des homes inferieures sur chaque arc. 
L'ensemble des noeuds de G(C) est forme par I'ensemble Xc, I'ensemble D(C) et deux 
autres noeuds notes s et t. Les arcs de G(C) sont construits de la/agon suivante : 
- il y a un arc entre une valeur a £ D(C) et une variable x G Xc si et seulement 
si a 6 Dx. Pour ces arcs (a, x) la borne inferieure vaut lax = 0 et la capacite est 
- ily a un arc entre s et chaque valeur a, G D(C). Pour ces arcs (s, a^), la borne 
inferieure vaut lsai = li et la capacite est csai = C{, 
- il y a un arc entre chaque valeur x £ Xc et t. Pour ces arcs (x, t), la borne 
inferieure vaut lxt — 1 et la capacite est cxt = 1, 
- ily a un arc (t, s) avec lts — cts = \Xc\-
Afin de pouvoir determiner la coherence d'une contrainte gcc, Regin donne la propo-
sition suivante. 
Proposition 5.3.3. Soit C une contrainte gcc telle que \XC\ = k et soit G(C) le reseau 
de valeurs de C. Alors les proprietes suivantes sont equivalentes : 
- C est coherente, 
- ily a unflot maximum de s vers t dans G(C) de valeur k. 
Etant donne un flot / d'un graphe G, afin de pouvoir determiner le flot maximum il 
faut construire le graphe residuel R(f). Ce graphe est construit de la facon suivante : 
soit (u, v) G A, 
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- si /(it, v) < cuv alors (it, v) € A(R(f)) et sa capacite est ruv = cuv — /(it, v), 
- si /(it, v) > luv alors (v, u) € A(R(f)) et sa capacite est rvu = /(it, v) — luv, 
- toutes les bornes inferieures sur la capacite sont nulles. 
De plus, afin de pouvoir deteraiiner quelles sont les valeurs des domaines qu'il faut 
filtrer, il donne la proposition suivante. 
Proposition 5.3.4. Soit C une contraintegcc coherente et f unflot maximum dans G(C) 
de s vers t. Une valeur a d'une variable x n 'estpas coherente avec C si et seulement si 
f(a, x) — 0 et a et x n 'appartiennentpas a la meme composante fortement connexe de 
R(f)\{(s,t)}. 
C'est en se basant sur cette derniere proposition que Regin [120] peut donner un al-
gorithme permettant de filtrer toutes les valeurs incoherentes avec une contrainte gcc. 
Dans un autre article, Regin [118] presente un algorithme de filtrage pour les contraintes 
globales de cardinalite avec couts qui utilise la recherche de flots a cout minimum. 
Pesant [116] presente un algorithme de filtrage pour la contrainte stretch qui est frequem-
ment rencontree dans des problemes de confection d'horaires de personnel. La contrainte 
stretch est definie sur une sequence de variables. Elle specifie des bornes inferieures et 
superieures sur le nombre de valeurs consecutives identiques dans cette sequence de va-
riables. L'algorithme de filtrage precede en determinant des intervalles dans lesquels un 




Dans ce chapitre, nous avons presente une revue de la litterature de quelques exemples 
de methodes de filtrage de contraintes globales de CSP. 
Dans le chapitre qui suit (chapitre 6), nous presentons un nouvel algorithme de filtrage 
pour la contrainte SomeDifferent qui combine un algorithme de recherche tabou avec 
une methode exacte. 
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CHAPITRE 6 
ALGORITHME DE FILTRAGE POUR LA CONTRAINTE SOMEDIFFERENT 
Rappelons tout d'abord brievement la definition de la contrainte SomeDifferent. 
Soit les variables Xi,..., xn £ X ayant les domaines respectifs Di,..., Dn et un graphe 
G = (X, E). Alors la contrainte SomeDi f f e r en t est definie de la facon suivante : 
SomeDifferent (x i , . . . , xn) = {(oi , . . . , an) e D j X ... x Dn | a* ^ a,j V (i, j) € E}. 
Comme nous l'avons vu dans le chapitre 2, cette contrainte SomeDifferent peut etre 
decrite au moyen d'un probleme de D-coloration d'un graphe G = (V, E) ou V — 
{ 1 , . . . , n} . Une D-coloration est une fonction c : V —> D(V) qui une affecte une 
couleur c(v) G Dv a chaque sommet v eV de telle sorte que c(u) ^ c(v) V (u, v) 6 E. 
Dans ce chapitre, nous presentons un algorithme pennettant de filtrer les domaines des 
variables pour la contrainte SomeDifferent. Cet algorithme combine une recherche tabou 
afin de trouver rapidement un support pour le plus de couples sommet-couleur possible, 
et un algorithme exact afin de valider ou filtrer les couples sommet-couleur restants. Les 
resultats de ce chapitre ont ete presentes dans [50] et [49]. Nous decrivons d'abord de 
facon generate l'algorithme de filtrage, puis nous presentons en detail les procedures que 
cet algorithme utilise, ainsi que des techniques d'acceleration basees sur des procedures 
de reduction. A la fin de ce chapitre, nous presentons les resultats experimentaux que 
nous avons obtenus. 
6.1 Description de l'algorithme de filtrage 
Dans cette section, nous decrivons un algorithme de filtrage ayant pour but d'obtenir 
la coherence de domaine pour la contrainte SomeDifferent en utilisant sa modelisation 
comme sous-structure de coloration de graphe. Cet algorithme utilise un algorithme de 
150 
recherche tabou appele TabuSD decrit dans la Section 6.1.1. TabuSD est utilise dans 
deux buts : il peut aider a obtenir une preuve qu'un graphe G donne est D-colorable; 
il peut aussi etre utilise pour detecter autant de couples sommet-couleur supportes que 
possible dans G. 
L'algorithme de filtrage utilise aussi des techniques de simplification qui enlevent des 
aretes de G et reduisent les ensembles de couleurs D. Le graphe G' restant associe avec 
les ensembles de couleurs reduits D'v C Dv a la propriete que G est £>-colorable si et 
seulement si G' est ZP'-colorable. Par consequent, toutes les couleurs i qui appartiennent 
a Dv mais pas a D'v sont telles que (v, i) sont des couples sommet-couleur non suppor-
tes et peuvent done etxe fibres de G. Ces techniques de simplifications sont rassemblees 
dans une procedure appelee R e d u c t i o n qui est decrite a la Section 6.1.2. 
Un autre algorithme, appele T e s t C o l o r a b i l i t y a aussi ete developpe. Celui-ci de-
termine si un graphe G est D-colorable. II utilise d'abord l'algorithme R e d u c t i o n 
mentionne ci-dessus afin de reduire G et D en G' et D'. Comme G est D-colorable si 
et seulement si chaque composante connexe G\,..., Gr de G' est D'-colorable, il reste 
a determiner si tous les Gj (j = 1 , . . . , r) sont D'-colorables. Afin d'etablir ceci, un 
premier appel a TabuSD est effectue afin d'essayer d'obtenir rapidement une preuve 
de la D'-colorabilite; si une telle preuve n'est pas obtenue, alors l'algorithme D s a t u r 
de Peemoeller [115] est utilise comme propose par Richter et al. [122]. La procedure 
T e s t C o l o r a b i l i t y est decrite en detail a la Section 6.1.3. La valeur retournee par 
cet algorithme est soit la reponse "NON" si G n'est pas D-colorable, soit la reponse 
"OUI" associee avec le graphe reduit G' et 1'ensemble reduit de couleurs D' dans le cas 
contraire. 
Le schema general de la procedure de filtrage est donne dans la Figure 6.1. Premiere-
ment, la procedure T e s t C o l o r a b i l i t y est utilisee afin de tester si G est D-colorable. 
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Si ce n'est pas le cas, alors l'algorithme s'arrete car il n 'y a rien a filtrer. Sinon, la va-
leur retournee par Te s t Co 1 o r a b i 1 i t y est un graphe reduit G' ayant les composantes 
connexes G\,..., Gr et ayant les ensembles de couleurs reduits D'. TabuSD est utilise 
pour generer une liste Lj aussi grande que possible de couples sommet-couleur suppor-
ted dans chaque composante connexe Gj (j = 1 , . . . , r) . Ensuite, les couples sommet-
couleur (v, i) qui n'appartiennent pas a Lj sont testes afin de determiner s'ils peuvent 
etre filtres de G. Ceci est fait en imposant la couleur i au sommet v (i.e., en reduisant D'v 
a D" = {i} avec D'^ = D'u \/u ^ v) et en utilisant T e s t Col o r a b i l i t y sur Gj avec 
D". Si Gj est £>"-colorable, alors (v, i) est un couple sommet-couleur supporte dans Gj 
et peut etre ajoute a Lj. Sinon, (v,i) peut etre filtre et la procedure R e d u c t i o n est 
utilisee ce qui peut engendrer le filtrage d'autres couples sommet-couleur. 
Algorithme de filtrage 
Entree : Un graphe G = (V, E) avec ensemble de couleurs D. 
Sortie : La reponse NON REALISABLE si G n'est pas D-colorable; la reponse 
REALISABLE et les ensembles de couleurs reduits D' ayant la coherence de 
domaine si G est D-colorable. 
Appliquer T e s t C o l o r a b i l i t y pour determiner si G est D-colorable; 
si la reponse est NON alors retourner NON REALISABLE; 
sinon 
Soit G\, • • • , Gr les composantes connexes du graphe G' obtenues comme sortie de 
T e s t C o l o r a b i l i t y avec les ensembles de couleurs reduits D'; 
pour chaque j — 1, • • • , r faire 
Appliquer TabuSD sur Gj avec les ensembles de couleurs D' pour generer le 
plus grand ensemble possible Lj de couples sommet-couleur supportes dans Gj ; 
pour chaque couple sommet-couleur (v, i) de Gj qui n 'appartient pas a Lj faire 
Appliquer T e s t C o l o r a b i l i t y pour determiner si Gj est D"-colorable 
avec D" = {i} et D'^ = D'u pour u ^ v; 
si la reponse est NON alors 
Enlever i de D'v; 
Appliquer R e d u c t i o n sur Gj avec ensemble de couleurs D' afin de 
[_ possiblement filtrer d'autres couples sommet-couleur; 
_ retourner (REALISABLE, D' = (DJ, • • • , D'J); 
Figure 6.1 - L'algorithme de filtrage. 
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6.1.1 Une heuristique de recherche tabou 
Nous avons developpe un algorithme de recherche tabou, appele TabuSD qui peut 
etre utilise pour essayer de determiner si un graphe G est D-colorable, ou pour generer 
le plus grand ensemble possible de couples sommet-couleur dans G. II est decrit dans 
la Figure 6.2 et peut etre vu comme une extension de Falgorithme Tabuco l de Hertz 
et De Werra [75] qui resout le probleme classique de fc-coloration des sommets d'un 
graphe (ou tous les ensembles de couleurs sont egaux a { 1 , . . . k} pour un k fixe). 
L'espace des solutions S est l'ensemble de toutes les fonctions c : V —> D(V) avec 
c(v) € Dv pour tout v e V. Par consequent, une solution n'est pas necessairement une 
.D-coloration, car des sommets u et v adjacents dans G peuvent avoir la meme couleur. 
Dans une telle situation, on dit que l'arete reliant u a v est une arete en conflit. Quand 
TabuSD visite une D-coloration c (i.e., une solution sans aretes en conflit), toutes les 
paires (v, c(v)) sont introduites dans une liste L qui contient tous les couples sommet-
couleur pour lesquels nous avons une preuve qu'ils sont supportes. 
Soit / i (c) le nombre d'aretes en conflits dans une solution c et /2(c) le nombre de couples 
sommet-couleur (v, c(v)) qui appartiennent a L. La fonction objectif qui est minimisee 
par TabuSD est definie par 
/(c) = a/1(c) + /2(c) 
ou a est un parametre qui donne plus ou moins d'importance a la premiere composante 
de / . II est initialement pose egal a 1 et est ensuite ajuste toutes les 10 iterations, comme 
propose par Gendreau et al. [56]: si pendant les dix iterations precedentes les solutions 
etaient toutes des D-colorations de G, alors a est divise par 2; si pendant toutes ces 
dix iterations il y avait des aretes en conflit, alors a est multiplie par 2; sinon, a reste 
inchange. 
Une solution voisine c' e N(c) est obtenue en affectant une nouvelle couleur c'(v) ^ 
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c(v) a exactement un sommet v tel que soit v est adjacent a un sommet u ayant une 
couleur c(u) = c{v), soit (y, c(v)) € L. Quand un mouvement est effectue pour passer 
de la solution c a la solution d en affectant une nouvelle couleur a v, la paire (v, c(v)) 
est declaree tabou ce qui signifie qu'il est interdit de reaffecter la couleur c(v) a v pen-
dant un certain nombre d'iterations. La duree du starut tabou de (v, c(v)) est fixee a 
K + Xy/\N(c)\ : si (v, c(v)) £ L, (v, d(v)) ^ L, et v n'est adjacent a aucun sommet de 
couleur c(v), alors K est un entier choisi au hasard dans l'intervalle [30,40] et on pose 
A = 50; sinon, K est choisi au hasard entre [20,30] et on pose A = 1. Ces valeurs sont 
differentes selon le cas que Palgorithme rencontre afin que, lorsque (v, c'(v)) n'appar-
tient pas a L et (v, c(v)) appartenait a L, le starut tabou de l'ancienne solution (v, c(v)) 
soit plus long dans le but de marquer de nouveaux couples sommet-couleur. Ces valeurs 
semblent raisonnablement bonnes, au moins pour les experiences effectuees et reportees 
a la section 6.2. Cependant, ces valeurs peuvent etre inappropriees pour d'autres ins-
tances et un meilleur reglage peut etre necessaire. 
Une strategic de premiere amelioration (first improvement) est utilisee. Plus precise-
ment, quand les solutions dans N(c) sont evaluees, il peut se produire qu'un voisin non 
tabou d tel que f(d) < f(c) soit atteint. Dans un tel cas, 1'evaluation des autres voisins 
de c est arretee, et le mouvement de c vers d est effectue. Sinon, TabuSD effectue le 
mouvement de c vers le meilleur voisin non tabou. 
Les criteres d'arret suivants ont ete consideres. Si TabuSD est utilise pour detecter 
le plus de couples sommet-couleur que possible, alors 1'algorithme stoppe des que L 
contient tous les couples sommet-couleur de G ou que L n'est pas modifie pendant 
raaxiter iterations. Si TabuSD est utilise pour essayer de prouver qu'un graphe G 
est D-colorable, alors 1'algorithme stoppe quand une D-coloration est obtenue (i.e., une 
solution c avec /i(c) = 0). Pour les experimentations, nous avons pose maxiter=2000. 
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TabuSD 
Entree : Un graphe G — (V, E) avec ensemble de couleurs D 
Sortie : Un ensemble L de couples sommet-couleur supportes 
1 Initialisation 
2 Generer une solution initiale c en choisissant une couleur c(v) € Dv pour chaque sommet 
v; 
3 Poser a •*— 1 et L <— 0; 













Poser f^ <- +oo; 
pour chaque sommet v qui est I'extremite d'une arete en conflit ou tel que 
(v, c(v)) € L faire 
pour chaque couleur i e Dv\{c(v)} faire 
si (v, i) n 'est pas un mouvement tabou alors 
Soit c' le voisin de c obtenu en affectant la couleur i kv; 
si Z(c') < hest alors poser vbest <- u, i6es4 <- i et /6 e s t <- /(c ') ; 
si /(c ') < /(c) alors aller ligne 12; 
Introduire (vbest, c(vbest)) dans la liste tabou; 
Modifier c en affectant la couleur %est a Vbest; 
si /i(c) = 0 alors 
Poser L ^ I U ( J (u, c(v)); 
Mettre a jour a; 
n retourner L 
Figure 6.2 - L'algorithme TabuSD. 
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6.1.2 Les procedures de reduction 
Avant d'appliquer un algorithme pour filtrer tous les couples sommet-couleur non 
supportes d'un graphe G ayant les ensembles de couleurs D, il peut etre utile d'em-
ployer des techniques de simplifications qui peuvent possiblement enlever des aretes de 
G et reduire les ensembles de couleurs. 
Une arete est superflue si ses deux extremites ont des ensembles de couleurs disjoints. 
Comme mentionne par Richter et al. [122], il est evident que la suppression des aretes 
superflues de G ne modifie pas l'ensemble de couples sommet-couleur supportes. 
De plus, quand l'ensemble de couleurs d'un sommet v contient une seule couleur i, il est 
possible d'appliquer une verification vers l'avant (forward checking) sur les contraintes 
binaires de non egalite. Cela signifie que la couleur i peut etre enlevee (i.e., filtree) des 
ensembles de couleurs des sommets u adjacents a v, a nouveau ceci ne modifie pas l'en-
semble des couples sommet-couleur supportes. Comme toutes les aretes incidentes a v 
deviennent superflues, elles peuvent etre enlevees de G. 
En appliquant les transformations mentionnees ci-dessus aussi souvent que possible, on 
obtient un graphe G' ayant les ensembles de couleurs D' et telle que G est D-colorable 
si et seulement si G' est D' -colorable. Soit Gi,...,Gr\es composantes connexes de G. 
Comme observe par Richter et al. [122], il est clair que G' est D'-colorable si et seule-
ment si chaque G\ est D'-colorable. 
La procedure qui transforme G et D en G' et D' est appelee R e d u c t i o n . Elle est 
utilisee par Richter et al. [122] sans la reduction sur les ensembles de couleurs qui sont 
des singletons. II est a remarquer que si un ensemble de couleurs D'v est vide alors G' 
n'est pas .D'-colorable. Dans un tel cas, G n'a aucun couple sommet-couleur supporte et 
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la procedure R e d u c t i o n peut alors etre arretee. 
Dans la Figure 6.3 est presentee une illustration de cette procedure R e d u c t i o n . Dans 
la figure (a), le sommet H a une seule couleur possible : 1. Alors cette couleur est sup-
primee des domaines des sommets adjacents a H, i.e., F, G, I et J et les aretes (F, H), 
(G, H), (H, I) et (H, J) deviennent superflues et sont supprimees. Ceci produit le nou-
veau graphe presente en (b). Nous pouvons voir que les sommets F et G ont seulement la 
couleur 3 possible, done cette couleur est supprimee des domaines de leurs voisins, i.e., 
D et E, et les aretes (D, G) et (E, H) deviennent superflues et sont supprimees. Le do-
maine du sommet / contient uniquement la couleur 2. Comme cette couleur n'appartient 
pas au domaine de l'unique voisin de / , i.e., J, nous ne modifions pas le domaine de J 
par contre l'arete (J, J) devient superflue et peut done etre supprimee. Les domaines des 
sommets J et K ont une intersection vide, done nous pouvons supprimer l'arete (J, K). 
Le graphe reduit est presente en (c). En resume, dans cet exemple, les couples sommet-
couleur qui sont supprimes sont (F, 1), (G, 1), (/, 1), (J, 1), (D, 3) et (E, 3). Tous les 
autres couples sommet-couleur (v, i) sont supportes. 
6.1.3 Test de colorabilite 
Nous avons developpeun algorithme, appele T e s t C o l o r a b i l i t y , qui determine 
si un graphe G est £>-colorable. Cette procedure decrite dans l'Algorithme 6.6 utilise 
premierement la procedure R e d u c t i o n de la Section 6.1.2 pour reduire G et D en G' 
et D'. Nous determinons ensuite les composantes connexes G\,..., Gr de G . 
Remarquons que si un ensemble de couleurs D'v est vide, alors G' n'est pas D'-colorable, 
ce qui signifie que G n'est pas D-colorable. Alors, supposons qu'aucun ensemble de 
couleurs D'v n'est vide. Comme G est D-colorable si et seulement si chaque composante 













{1,2,3,4} {3} {3,4,5} {3,4} 
(c) 
{3,6} {1,4} {1,6} 
© 
0—0 
{2,3,6} {1,2,4} {3,4,5} {3,4} 
Figure 6.3 - Illustration de l'algorithme R e d u c t i o n . 
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sont .D'-colorables. Si la liste L obtenue comme sortie de TabuSD n'est pas vide, alors 
nous savons que Gj est D'-colorable. Sinon, nous allons resoudre un probleme de colo-
ration de graphe classique qui est decrit ci-dessous. 
Etant donne un graphe G avec Fensemble de sommets V et l'ensemble d'aretes E, le pro-
bleme classique de coloration de graphe consiste a affecter une couleur a chaque sommet 
telle que deux sommets adjacents obtiennent des couleurs differentes et le nombre total 
des differentes couleurs est minimise. Ce nombre minimum requis de couleurs est appele 
le nombre chromatique de G et est note x{G). C'est un cas particulier de notre probleme 
de D-coloration car pour chaque entier positif k nous pouvons defmir Dv = { 1 , . . . , k}, 
et nous avons x(G) < A; si et seulement si G est D-colorable. Notre but est done de trans-
former le probleme de £>-coloration en un probleme classique de coloration de graphe. 
Ceci est fait comme Richter et al. [122]. Etant donne un graphe G avec ensemble de 
sommets V et ensembles de couleurs D, nous construisons un nouveau graphe G © D 
a partir de G en ajoutant un ensemble de |-D(V)| nouveaux sommets tous relies par une 
arete (i.e., formant une clique), chacun de ces nouveaux sommets correspondant a une 
couleur dans D(V), et en reliant chaque sommet v € V a un nouveau sommet i si et 
seulement si % ^ Dv. II est alors facile d'observer que G est D-colorable si et seulement 
si x{G@D) — |JD(V)| . Pour determiner x{G®D), nous utilisonsl'algorithmeDsatur 
[115] qui peut etre telecharge a partir du site web de Michael Trick [134]. 
Dans la Figure 6.4 est presente un graphe G = (V, E) que nous voulons transformer en 
G © D. Dans ce cas D(V) = {1,2,3} et done \D(V)\ = 3. Done il faut rajouter une 
clique composee de 3 sommets. Ces nouveaux sommets vont porter les etiquettes al, a2 
et a3. Le sommet al correspond a la couleur 1 de D(V), le sommet a2 correspond a la 
couleur 2 et le sommet a3 a la couleur 3. Ainsi, le sommet a2 va etre relie aux sommets 
2 et 4 (car ils n'ont pas la couleur 2 dans leur domaine) et le sommet a3 va etre relie aux 
sommets 1 et 3 (car ils n'ont pas la couleur 3 dans leur domaine). Le nouveau graphe 
G®D est presente dans la Figure 6.5. Le nombre chromatique de G®D vaut 3. En effet, 
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Figure 6.4 - Un graphe G avant la transformation pour Dsatur 
la coloration c suivante est legale : c(l) = 1, c(2) = 1, c(3) = 2, c(4) = 3, c(al) = 1, 
c(a2) = 2 et c(a3) = 3. Comme x(G © £>) = |Z?(V)| le graphe G est D-colorable. 
Figure 6.5 - Le graphe G © D ou G est le graphe de la Figure 6.4. 
Soit Gj une composante connexe du graphe produit comme sortie de la procedure 
R e d u c t i o n . Si Gj contient un seul sommet v, alors Gj est £>'-colorable car v peut 
avoir n'importe quelle couleur de D'v. Si Gj contient deux sommets v et u, alors D'v et 
D'u ne sont pas des singletons car la procedure R e d u c t i o n isole chaque sommet avec 
une seule couleur dans son ensemble de couleurs. Par consequent, pour n'importe quel 
choix de couleur i € D'v pour v, il y a une couleur differente de % dans D'u qui peut 
etre affectee a u, ce qui signifie que Gj est D'-colorable. Done la transformation en un 
probleme de coloration classique decrite ci-dessus n'est utilisee que si Gj contient au 
moins trois sommets. 
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Algorithme 21 : TestColorability 
Entree : Un graphe G = (V,E) avec ensembles de couleurs D. 
Sortie : La reponse NON si G n'est pas £>-colorable; la reponse OUI associee avec un 
graphe reduit G' et des ensembles de couleurs reduits D' sinon. 
Appliquer Reduction sur G et D, et soit G' et D' le graphe reduit et les ensembles de 
couleur reduits obtenus comme sortie; 
si un ensemble de couleur D'v est vide alors retourner NON; 
sinon 
Determiner les composantes connexes G\, • • • , Gr de G'; 
pour chaque Gj avec au moins trois sommets faire 
Appliquer TabuSD pour essayer de determiner si Gj est Z)'-colorable; 
si la liste de sortie L est vide alors 
Construire G ffi D et utiliser Dsatur pour determiner x(G ® D); 
si X(G © £>) >| | J £>'(«) | alors 
L retourner Â OÂ et STOP; 
retourner (OUI, G', D'); 
Figure 6.6 - La procedure TestColorability. 
6.2 Resultats experimentaux 
L'algorithme a ete evalue sur quatre types d'instances : des donnees reelles, des 
graphes aleatoires, des graphes ayant une unique D-coloration et des graphes mode-
lisant des problemes de SUDOKU. Tous les tests ont ete effectues sur un Pentium D 
2.80GHz avec 1024K de cache fonctionnant avec Linux Centos 2.6.9. Comme l'algo-
rithme de filtrage propose utilise des heuristiques, cinq relances ont ete faites sur chaque 
instance. Les resultats sont decrits dans les sections ci-dessous. 
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6.2.1 Donnees provenant d'un probleme reel de planification de la main-d'oeuvre 
Le probleme reel etudie par Richter et al. [122] est un probleme de planification de 
la main-d'oeuvre pour un departement d'IBM. Les donnees de ce probleme sont les 
suivantes : nous avons un ensemble de taches ayant des dates durant lesquelles chaque 
tache doit etre effectuee, et une liste de personnes qualifiees pour effectuer ces taches. 
Les taches qui se chevauchent dans le temps ne peuvent pas etre effectuees par la meme 
personne. Ceci est un probleme SomeDif f e r e n t typique qui peut etre modelise avec 
un probleme de D-coloration ou les taches sont les sommets du graphe, les couleurs sont 
les personnes, et il y a une arete entre deux sommets si les taches correspondantes se 
chevauchent. L'ensemble de couleurs Dv d'un sommet v est l'ensemble des personnes 
qualifiees pour effectuer v. Au total, il y a 290 instances avec un nombre n de taches 













O O G 
O O O 
o o 
o o 
O 0 O 
o o 
o o 
0 0 0 
o o o o 
o o o 
G O O 
o o 
G O O 
50 100 150 200 
Nombre de sommets 
250 300 
Figure 6.7 - Temps d'execution pour les donnees de planification de la main-d'oeuvre. 
Les temps d'execution de l'algorithme de filtrage sont rapportes dans la Figure 6.7. 
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Les instances realisables sont representees avec un signe '+', et les non realisables avec 
un signe V . Nous observons que beaucoup d'instances (en particulier toutes celles 
avec plus de 170 taches) sont non realisables. Pour les instances non realisables nous 
pouvons identifier deux courbes. La courbe inferieure contient les instances pour les-
quelles un ensemble de couleur vide a ete genere par la procedure R e d u c t i o n dans 
T e s t C o l o r a b i l i t y . La courbe superieure, qui a une croissance exponentielle, con-
tient les instances pour lesquelles un appel a l'algorithme D s a t u r a ete requis pour 
avoir une preuve de non satisfaisabilite. Bien que la courbe pour les instances realisables 
ait aussi une croissance exponentielle, nous observons que tous les temps d'executions 
n'excedent jamais 0.35s. Des courbes similaires avaient ete reportees par Richter et al. 
[122]. 
Nous avons aussi effectue des tests sur les instances realisables sans aucun appel a 
TabuSD (i.e., en utilisant uniquement des appels a D s a t u r pour chaque couple sommet-
couleur existant) afin de quantifier l'aide fournie par l'utilisation de la recherche locale 
dans le processus de filtrage. Les temps cpu ont augmente jusqu'a 10.61s et etaient en 
moyenne 34 fois plus lents. 
Dans la Figure 6.8 sont presentes deux histogrammes pour les instances realisables avec 
n = 30,60,100,170. Ces instances ont tres peu de couples sommet-couleur non suppor-
ted, a savoir 0% pour n = 30, 0.02% pour n = 60, 0.2% pour n = 100, et 0.64% pour 
n = 170. Les couples sommet-couleur (v,i) supportes peuvent etre detectes de trois 
differentes facons, et leur distribution est montree dans le premier histogramme: si v ap-
partient a une composante connexe comprenant moins de trois sommets, alors toutes les 
couleurs i dans Dv definissent un couple sommet-couleur (v, i) supporte (et l'etiquette 
"G CC < 3" est utilisee); quand une couleur i G Dv n'apparait dans aucun ensemble de 
couleurs Du avec u adjacent a v, alors (v, i) est un couple sommet-couleur supporte (et 
l'etiquette "i ^ D u " est utilisee); la troisieme possibilite est d'obtenir une preuve que 
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(v, i) est supportee avec TabuSD (et l'etiquette "avec TabuSD" est utilisee). 
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Figure 6.8 - Statistiques sur les couples sommet-couleur supportes et les temps d'execu-
tion pour quelques donnees provenant du probleme de planification de la main-d'oeuvre. 
Nous observons que la plupart des couples sommet-couleur (v, i) sont montres sup-
portes avec TabuSD ou avec la procedure R e d u c t i o n qui cree des composantes con-
nexes avec moins de trois sommets. La detection grace a TabuSD augmente avec la taille 
de l'instance. Le deuxieme histogramme indique la distribution des temps d'execution 
passes soit dans la procedure R e d u c t i o n , dans TabuSD ou dans D s a t u r . Nous ne 
rapportons pas les temps d'execution pour n — 30 parce qu'ils sont trop petits (typique-
ment moins de 0.001s). Nous observons que TabuSD consomme environ 30% du temps 
total d'execution. Le temps passe dans la procedure R e d u c t i o n diminue un petit peu 
(de 66.7% a 56.8%) pendant qu'il augmente pour D s a t u r (de 0% a 12.9%) quand le 
nombre de sommets augmente de 60 a 170. 
6.2.2 Graphes aleatoires 
Pour notre deuxieme ensemble de tests, nous considerons les memes graphes alea-
toires que Richter et al. [122]. Ces graphes sont dermis par un quadruplet (n, p, d, maxk) 
de parametres : n est le nombre de sommets, p est la probability (selon une distribu-
tion uniforme) d'avoir une arete entre deux sommets, d — \D{V)\ est le nombre to-
tal de couleurs differentes, et maxk est la taille maximale d'un ensemble de couleurs. 
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Pour chaque sommet v, un nombre entier kv est choisi uniformement dans l'intervalle 
[ 1 , . . . , maxk], et l'ensemble de couleur Dv pour v est genere en choisissant aleatoire-
ment kv differentes couleurs dans l'intervalle [ 1 , . . . , d]. Les instances de Richter et al. 
[122] ont n = 20,30, . . . , 100, p = 0.1,0.3,0.6, d = 300, et maxk = 10,20. Nous 
avons genere des instances additionnelles en considerant aussi n = 200,500, p = 0.9, et 
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Figure 6.9 - Comparaison de nos temps d'execution avec ceux de Richter et al. [122] 
pour les instances aleatoires. 
Dans la Figure 6.9, nous comparons nos temps d'execution (representes par des lignes 
pleines) avec ceux rapportes par Richter et al. [122] (representes par des pointilles) ob-
tenus avec un ordinateur qui est un petit peu plus rapide que le notre. L'echelle de temps 
est logarithmique. Nous observons que notre methode est beaucoup plus rapide car le 
temps cpu maximum rapporte par Richter et al. est 608.73s (pour n — 100, p — 0.6, 
maxk = 10) alors que notre algorithme de filtrage ne requiert jamais plus de 0.058s. II 
n'est pas surprenant que les instances les plus difficiles sont celles avec p = 0.6 car la 
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procedure R e d u c t i o n produit dans ce cas-la un graphe reduit avec moins de compo-
santes connexes, ce qui demande l'application de TabuSD et D s a t u r sur des graphes 
plus grands. 
Dans la Figure 6.10, nous presentons les memes histogrammes que dans la Figure 6.8, 
mais pour les graphes aleatoires. La lettre "A" indique les instances avec maxk = 10 
et p = 0.1, "B" les instances avec maxk = 20 et p = 0.3, et "C" les instances avec 
max/- = 20 et p = 0.6. A nouveau, le pourcentage de couples sommet-couleur non sup-
portes est tres petit, avec un maximum de 0.6% pour les instances C avec n = 100. Nous 
observons que pour maxk = 10 et p = 0.1 (i.e., les instances du type A), beaucoup de 
couples sommet-couleur (v, i) sont montres supportes parce que v appartient a une com-
posante connexe de taille au plus deux. De plus, pour chaque type de parametre, A, B, 
ou C, le nombre de couples sommet-couleur montres supportes par TabuSD augmente 
avec la taille des instances. Le deuxieme histogramme ne rapporte aucune statistique 
pour n = 40 car les temps d'execution sont trop petits. Notons qu'il n'y a pas d'ap-
pel a D s a t u r . Ceci est du au fait que tous les couples sommet-couleur supportes sont 
detectes par la procedure R e d u c t i o n ou par TabuSD. 
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Figure 6.10 - Statistiques sur les couples sommet-couleur supportes et les temps d'exe-
cution pour les graphes aleatoires. A pour les parametres maxk = 10, p = 0.1, B pour 
maxk = 20, p = 0.3, et C pour maxk — 20, p = 0.6. 
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Dans la Figure 6.11, nous rapportons tous nos temps d'execution pour les graphes 
aleatoires, incluant ceux pour n = 200, 500, p — 0.9, et m,axk = 5,40, 80. A nouveau, 
l'echelle de temps est logarithmique. Le temps cpu maximum pour les instances ayant 
jusqu'a 100 sommets est 0.2s, ce qui peut etre considere comme raisonnable pour un 
algorithme utilise dans le but d'obtenir la coherence de domaine. Pour les graphes alea-
toires avec 200 sommets, le temps cpu maximum augmente jusqu'a 1.5s cpu, et il atteint 
41.5s pour n = 500. L'augmentation du temps cpu est principalement due a l'utilisation 
de TabuSD qui requiert beaucoup d'iterations pour trouver un support pour presque tous 
les couples sommet-couleur. Pour tous ces graphes aleatoires, nous avons observe que 
presque tous les couples sommet-couleur qui peuvent etre filtres sont detectes durant le 
premier appel a la procedure R e d u c t i o n . 
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Figure 6.11 - Temps d'execution pour notre algorithme de filtrage pour tous les graphes 
aleatoires. 
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6.2.3 Graphes avec une unique D-coloration 
Mahdian et Mahmoodian [99] ont decrit une famille de graphes avec une unique 
D-coloration. Plus precisement, etant donne un entier k, ils definissent un graphe avec 
3k — 2 sommets, |(9£;2 — 17k + 8) aretes, et pour lesquels chaque ensemble de couleurs 
Dv contient exactement k couleurs. Pour chaque sommet v, il y a exactement un couple 
sommet-couleur (v, i) qui est supporte avec i G Dv, ce qui signifie que (k — 1) (3k — 2) = 
3k2 — bk + 2 couples sommet-couleur peuvent etre filtres. Des exemples de tels graphes 
pour k — 2 et k = 3 sont presentes dans les Figures 6.12 et 6.13. Dans chacun des cas, le 
graphe de gauche represente le graphe original avec pour chaque sommet v 1'ensemble 
de couleurs Dv et le graphe de droite represente le graphe filtre avec les ensembles de 
couleurs reduits D'v. 
Version originate k = 2 Version filtree k = 2 
X\ X2 XT, X\ X2 A3 
Figure 6.12 - Graphe ayant une unique D-coloration tel que decrit par Mahdian et Mah-
moodian [99] pour k = 2. Le graphe de gauche est la version originate du graphe et le 
graphe de droite est la version filtree. 
Les temps d'execution pour k = 5,6, 7,8,9 sont rapportes dans la Figure 6.14. Ces 
instances sont difficiles, principalement parce que la procedure R e d u c t i o n n'est pas 
capable de reduire le graphe original et les ensembles des couleurs originaux, ce qui 
signifie que D s a t u r est requis pour confirmer que les couples sommet-couleur non 
supportes peuvent bien etre filtres. La croissance exponentielle des temps d'execution 
qui excedent 100s pour des graphes avec 25 sommets (k = 9) montre la limite de l'ap-
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Figure 6.13 - Graphe ayant une unique D-coloration tel que decrit par Mahdian et Mah-
moodian [99] pour k = 3. Le graphe de gauche est la version originale du graphe et le 
graphe de droite est la version filtree. 
Figure 6.14 - Temps d'execution sur les graphes ayant une unique D-coloration. 
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Le premier histogramme de la Figure 6.15 indique le pourcentage de couples sommet-
couleur qui sont soit filtres, soit montres supportes par TabuSD ou D s a t u r . Comme 
attendu, la proportion de couples sommet-couleur filtres est ~~. Alors que la plupart de 
couples sommet-couleur sont montres supportes avec TabuSD pour des petites valeurs 
de k, D s a t u r fait le travail pour des plus grandes valeurs car TabuSD n'est pas capable 
de trouver 1'unique £>-coloration (avec maxi t e r = 2 0 0 0). Des statistiques sur les temps 
d'execution sont donnees dans le deuxieme histogramme ou nous pouvons clairement 
observer que le temps passe dans D s a t u r augmente radicalement avec k. 
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Figure 6.15 - Statistiques sur les couples sommet-couleur supportes et non supportes et 
sur les temps d'execution pour des graphes avec une unique D-coloration. 
Avec l'espoir de generer des graphes avec un nombre significatif mais plus realiste 
de couples sommet-couleur a filtrer, nous avons cree des variations de ces graphes en 
supprimant un certain pourcentage p d'aretes. Nous avons effectue des tests pour k = 
5,6,7,8,9 et p = 0,0.002,0.005,0.1,0.15 et pour chaque paire de parametres (exceptes 
pour p = 0 ou le graphe est unique), nous avons genere dix graphes. Les resultats obtenus 
sur ces graphes ne sont pas homogenes, done nous ne les presenterons pas en detail. Par 
exemple, alors que 113s etaient necessaires pour resoudre le graphe original pour k = 9 
(et p = 0), le temps necessaire pour les graphes avec k = 9 et p = 0.05 s'etalaient de 
0.32 secondes a 182.7 secondes. De plus, pourp = 0.15, aucun couple sommet-couleur 
ne pouvait etre filtre, ce qui allait a l'encontre du but recherche. 
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6.2.4 Graphes modelisant des problemes de SUDOKU 
Une application amusante de notre algorithme de filtrage permet de trouver 1'unique 
solution des problemes de SUDOKU (quand ils ont bien une seule solution; dans les 
cas de non-unicite de la solution, notre algorithme permet de reduire les domaines de 
valeurs possibles de chaque case). 
Rappelons d'abord ce qu'est un probleme de type SUDOKU. C'est un probleme sur 
une grille comprenant 9 x 9 (pour la version originale) cases a remplir avec les chiffres 
de 1 a 9. La grille est subdivisee en 9 sous-grilles de 3 x 3 cases (les sous-grilles sont 
delimitees par des doubles lignes dans les figures qui suivent). Chaque chiffre de 1 a 
9 ne peut apparaitre qu'une seule fois dans chaque colonne, dans chaque ligne et dans 
chaque sous-grille. A l'origine la grille est partiellement remplie et le but est de la rem-
plir totalement. Selon le nombre de cases remplies au depart et la position de ces cases, 
le probleme est plus ou moins facile a resoudre. 
Ce jeu se modelise facilement avec un graphe. Chaque case est un sommet du graphe 
et entre chaque sommet modelisant une case d'une meme ligne, d'une meme colonne 
ou d'une meme sous-grille il y a une arete. Le domaine de chaque sommet est compose 
des couleurs 1 a 9, sauf pour les cases remplies au depart pour lesquelles le domaine 
est reduit a la valeur donnee. Le graphe comporte done 81 sommets et 810 aretes. Pour 
chaque sommet, il y a un seul couple sommet-couleur qui est supporte. Nous avons teste 
trois instances de difficultes differentes : une facile, une moyenne et une tres difficile. 
Les trois ont une seule solution possible. 
Le probleme facile est presente dans la figure 6.16. 
Cette instance comporte 473 couples sommet-couleurs a tester et il y en seulement 
81 paires possibles. Lors de la resolution de cette instance avec notre algorithme de 

































Figure 6.16 - Probleme SUDOKU de type facile 
procedure Reduc t i o n et la seule solution possible est done immediatement obtenue. II 
n'y a done aucun appel a ralgorithme de recherche tabou pour marquer la seule solution 
possible. Le temps total obtenu est 0.03s (moyenne en utilisant cinq graines differentes). 


















































































Figure 6.17 - Resolution du probleme SUDOKU de type facile 
L'instance de difficulte moyenne que nous avons testee est presentee dans la Figure 
6.18. 
Cette instance comporte au depart 505 couples sommet-couleur possibles et bien en-





























Figure 6.18- Probleme SUDOKU de type moyen. 
Les 28 couples sommet-couleur correspondantes sont marquees par le pretraitement de 
la procedure R e d u c t i o n . De plus, cette procedure permet aussi de filtrer 302 paires 
et de supprimer 489 aretes. Apres la decomposition en composantes connexes il y a 29 
composantes connexes : 28 correspondent aux sommets modelisant les cases remplies 
au depart et la derniere comporte tous les autres sommets. Le tabou permet de marquer 
les 53 autres paires possibles et Dsatur, ainsi que les reductions effectuees avant et apres 
Dsatur, permettent de filtrer les 122 paires restantes. Le temps total sur cinq relances est 


















































































Figure 6.19 - Resolution du probleme SUDOKU de type moyen. 
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Figure 6.20 - Probleme SUDOKU de type tres difficile. 
Cette instance comporte au depart 561 couples sommet-couleur a tester. II y a 21 
cases de remplies a l'origine. Le pretraitement effectue par la procedure Reduct i o n au 
debut de l'algorithme permet de marquer les 21 paires correspondant aux cases remplies 
au depart, de filtrer 302 paires et de supprimer 397 aretes. Le tabou permet de marquer 
60 paires. Les 178 paires restantes sont flltrees soit par Dsatur, soit par la procedure de 
reduction effectuee avant ou apres Dsatur. Le temps total est 0.7 secondes. La solution 
est presentee dans la Figure 6.21. 
En resume, nous pouvons faire les remarques suivantes concernant les resultats obte-
nus pour ces instances provenant de problemes SUDOKU. Premierement, bien que ces 
instances aient aussi une seule solution comme celles presentees a la section 6.2.3, elles 
sont plus faciles a resoudre. Ceci est principalement du au fait que certains sommets ont 
une seule couleur possible (= cases remplies au depart) et a cause de ceci, la procedure 
R e d u c t i o n permet de filtrer de nombreuses paires impossibles (et meme pour les ins-
tances les plus faciles, elle permet de filtrer toutes les paires impossibles) et de supprimer 



















































































Figure 6.21 - Resolution du probleme SUDOKU de type tres difficile. 
quand le pretraitement n'obtient pas l'unique solution, alors le tabou permet de marquer 
cette unique solution et Dsatur ainsi que la procedure de reduction effectuee avant ou 
apres Dsatur permet de filtrer les paires restantes. 
6.3 Conclusion 
Ce chapitre a permis de presenter un algorithme de filtrage pour la contrainte Some -
D i f f e r e n t (i.e., pour le probleme de coloration par listes) qui combine une recherche 
tabou afin de rapidement trouver un support pour le plus de couples sommet-couleur 
possible, et un algorithme exact afin de valider ou filtrer les couples sommet-couleur 
restants. Notre algorithme de filtrage s'est avere etre a peu pres aussi rapide que celui 
de Richter et al. [122] quand il a ete teste sur des donnees provenant d'un probleme de 
planification de la main-d'oeuvre, et sensiblement plus rapide sur des donnees aleatoires. 
Les principes generaux de l'approche proposee ne sont pas specifiques a la sous-structure 
de coloration de graphe. En effet, cette technique peut etre adaptee a d'autres contraintes 
NP-difficiles dans le but d'obtenir une procedure de filtrage qui impose la coherence de 
domaine. Ceci peut etre fait en developpant principalement deux procedures specifiques 
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de bas niveau (selon le probleme) : une procedure de recherche locale pour trouver rapi-
dement un support pour le plus de paires variables-valeurs et un algorithme exact pour 
valider ou filtrer les paires pour lesquelles la recherche locale n'a pas trouve de sup-
port. Par consequent, il serait interessant dans le futur d'approfondir cette approche pour 
d'autres contraintes NP-difficiles. 
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CHAPITRE 7 
REVUE DE LA LITTERATURE CONCERNANT LE PROBLEME DE 
CONFECTION D'HORAIRES POUR LE PERSONNEL NAVIGANT AERIEN 
Dans ce chapitre, nous decrivons en detail le probleme de confection d'horaires pour 
le personnel navigant aerien et nous decrivons les methodes existantes pour la resolution 
de ce probleme. Comme nous l'avons vu brievement dans le chapitre 2, ce probleme peut 
etre decrit a l'aide d'un CSP. Dans ce qui suit, nous allons d'abord decrire le contexte 
dans lequel se situe notre probleme. Puis, nous presentons les methodes de resolution 
existantes et pourquoi nous cherchons des IIS de contraintes dans ce probleme. 
7.1 Contexte 
En transport aerien, il y a cinq etapes de planification. 
1. Choix des destinations et des horaires pour chaque destination 
2. Choix des avions pour chaque destination et construction des rotations d'avions 
3. Construction des rotations de personnel 
4. Construction des horaires mensuels 
5. Modifications operationnelles 
Definition 7.1.1. Une rotation est une suite de vols et des temps de repos obligatoires 
s'y rattachant commencant et finissant a une base (aeroport ou sont bases les employes). 
Par exemple, Toronto-Montreal, Montreal-Francfort, Francfort-Toronto est une rotation 
composee de trois vols. 
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L'etape 3 consiste a creer un ensemble de rotations de cout minimum qui respectent 
les conventions collectives de travail des employes et les lois gouvernementales et qui 
couvrent tous les vols de la compagnie. 
L'etape numero 4 de la planification consiste a creer un horaire pour chaque employe 
qui respecte lui aussi certaines regies (de la convention collective et de la securite ae-
rienne). Des rotations et des temps de repos sont affectes a chaque employe pour une 
periode d'un mois. 
L'etape numero 5 de la planification sert a tenir compte des changements qui peuvent 
survenir a tout moment (par exemple a cause d'un employe malade). 
Dans cette these, nous allons intervenir au niveau de l'etape 4. 
II existe trois facons d'affecter du personnel a des horaires en transport aerien : 
1. Le bidline : Premierement, des blocs mensuels qui couvrent toutes les rotations 
sont construits (sans tenir compte des preferences individuelles du personnel). En-
suite, les employes indiquent leurs preferences concernant le bloc mensuel qu'ils 
aimeraient obtenir. Comme les blocs mensuels sont construits d'avance, ils ne 
tiennent pas compte des contraintes additionnelles de chaque employe comme les 
vacances ou les activites preaffectees (par exemple, les formations). Ceci engendre 
qu'il arrive tres frequemment qu'un employe recoit un bloc mensuel en conflit 
avec ses activites predeterminees. Les rotations en conflit doivent alors etre reas-
signees manuellement a d'autres employes. Ceci est couteux pour les compagnies 
aeriennes et frustrant pour les employes. 
2. Le rostering : Contrairement au bidline, aucun bloc mensuel n'est construit 
d'avance. Par contre, les employes indiquent leurs preferences en matiere de vols 
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(destinations, heures des vols, etc.). 
Ensuite un horaire mensuel est fait pour chaque employe. Ce systeme est base sur 
le principe d'equite entre les employes. Cela veut dire qu'a long terme, on essaie 
d'obtenir le meme taux de satisfaction pour tous les employes. 
Ce systeme est principalement utilise dans les compagnies aeriennes europeennes 
comme par exemple Air France [53], Alitalia [42,124], Lufthansa [60] ou Swissair 
[133]. 
3. Le preferential bidding system, PBS : Ce systeme est principalement employe 
en Amerique du nord ou le principe de seniorite stricte s'applique. II faut affecter 
les employes aux rotations selon les choix des employes de telle sorte que toutes 
les rotations soient effectuees et que chaque employe, selon 1'ordre de seniorite, 
ait l'horaire qui le satisfait le plus et qu'aucun employe ne puisse ameliorer sa si-
tuation sans deteriorer celle d'un plus senior. 
C'est cette methode d'affectation qui va nous interesser. 
Definition 7.1.2. Le terme de tache-mere sera utilise ici comme un synonyme de rota-
tion. Nous allons utiliser la notation R pour designer l'ensemble des rotations. 
Definition 7.1.3. Une tdche-fille ou tdche est une copie d'une tache-mere. II y a une 
tache-fille par employe requis pour effectuer la tache-mere. 
Definition 7.1.4. Une qualification est un attribut requis pour effectuer une tache. 
Des exemples de qualifications sont : parler le portugais, parler l'allemand, etc. Nous 
allons utiliser la notation Q pour designer l'ensemble des qualifications. 
Definition 7.1.5. Le repos postcourrier est une periode de repos obligatoire suivant une 
tache. Le temps de ce repos va etre inclus dans le temps de la rotation pour la resolution 
du probleme. 
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Definition 7.1.6. Une preaffectation est une tache planifiee a l'avance qui doit etre ef-
fectuee par un employe particulier. 
Par exemple : les vacances, Fentrainement, la fin d'une tache ayant debute le mois prece-
dent. 
Definition 7.1.7. Les credits de vol, wt, sont le nombre d'heures ou de minutes qui sont 
creditees pour une tache t a un employe p (les repos postcourrier et les temps morts entre 
les rotations ne sont pas comptes dans wt). 
Nous notons Wp la somme des credits de vol wt des taches t effectuees par la personne 
p. Alors, pour chaque employe p, Wp doit etre compris entre une valeur de credit de vol 
minimale, Lp, et une valeur de credit de vol maximale, Up. 
Vaffection des taches aux employes doit verifier quatre types de contraintes. 
1. Contraintes de non-chevauchement: Aucun employe ne peut effecruer plusieurs 
taches simultanement. 
2. Contraintes dues aux qualifications : Soit Nqr le nombre d'employes requis 
ayant la qualification q pour la rotation r. II faut s'assurer que le nombre d'em-
ployes affectes a r et ayant la qualification q est superieur ou egal a Nqr. 
3. Contraintes de credits de vol : Chaque employe doit accumuler Wp credits de 
vols avec Lp < Wp < Up. 
4. Contraintes de preaffectation : II faut tenir compte des preaffectations (conges, 
vacances, etc.). 
7.2 Les methodes de resolution du PBS 
Dans la litterature, il y a moins d'articles sur les methodes de resolution du PBS que 
sur celles concernant le rostering. Neanmoins, certaines compagnies ont propose leurs 
solutions, comme par exemple Quantas [117], Midwest Express Airlines Inc. [125], CP 
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Air [29] ou Air Canada [54]. 
Supposons que nous ayons m employes a disposition et que l'ensemble des employes 
soit note E = { 1 , . . . , m}. Afin de resoudre le probleme du PBS, il faut optimiser m 
differents problemes successivement, un pour chaque employe, en partant du plus senior 
et en allant vers le plus junior. Sherali et Soyster [130] ont formule le PBS comme un 
probleme en nombres entiers et utilisent une programmation multi-objectifs. Pour cela, 
ils cherchent differents poids {Ai, . . . , Am} afin de dormer une priorite differente aux 
differents objectifs. Mais Gamache et al. [54] ont montre que cette methode necessite 
l'utilisation de nombres qui sont trop grands pour les ordinateurs actuels. 
Gamache et al.[54] ont presente une methode sequentielle combinant la generation 
de colonnes et un algorithme de separation et d'evaluation progressive. Leur algorithme 
resout une suite de programmes lineaires mixtes : il y en un par employe i e E et les 
employes sont traites du plus senior au plus junior. Leur algorithme consiste a construire 
le meilleur horaire possible pour 1'employe k, en ne changeant rien aux horaires deja 
determines pour les employes 1 , . . . , k — 1 et avec la contrainte qu'il doit etre possible 
d'assigner un horaire aux employes plus juniors k + 1 , . . . , m de telle sorte que toutes 
les rotations de R soient couvertes. Nous allons utiliser les notations suivantes et nous 
allons supposer qu'un horaire admissible a deja ete assigne aux employes 1 , . . . , k — 1. 
1 si Femploye p a la qualification q, 
0 sinon 
- N*r est le nombre d'employes encore requis avec la qualification q dans la rotation 
r. 
- b* est le nombre d'employes encore requis par la rotation r. 
- Sp est l'ensemble de tous les horaires admissibles restants pour Femploye p. 
1 si la rotation r fait partie de 1'horaire j , 
0 sinon 
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cPj est le score de Fhoraire j pour l'employe p. 
Xpj — 
1 si Fhoraire j G S% est choisi pour l'employe p, 
0 sinon 
Ainsi, le probleme consistant a trouver un horaire admissible pour l'employe k, tout en 
s'assurant que les employes plus juniors peuvent satisfaire les rotations restantes, peut 
etre formule comme le programme en nombres entiers (IPk) suivant. 
Max Z IPk 
s.c. 
(IPk) { 
/ , ckjxkj 
jes* 
J2 Yl arjQPQ
xPJ > K> Vr € i?, Vg e <5 (7.1) 
m 
^ % ' = 1, p=k,...,m (7.3) 
xpi e {0, l } , p = k,... ,m 
Vj € Skv (7.4) 
Les contraintes (7.1) concernent les qualifications. Les contraintes (7.2) s'assurent 
que les horaires choisis couvrent toutes les rotations et que le bon nombre d'employes est 
utilise. Les contraintes (7.3) s'assurent qu'un horaire est construit pour chaque employe. 
Un algorithme sequentiel peut alors etre utilise qui determine successivement un horaire 
pour chaque employe k en resolvant (IPk). Cet algorithme produit une solution optimale 
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au PBS dans le cas ou aucun employe n'a deux horaires ay ant le meme score optimal. En 
revanche, la resolution du probleme en nombres entiers (IPk) peut etre longue et dans 
une solution optimale de (IPk) les horaires pour les employes k + 1,... ,m sont inutiles 
car ils ne tiennent pas compte des preferences de ces employes. Afin d'essayer de tenir 
compte de ces deux remarques, Gamache et al. ont developpes un programme lineaire 
mixte qui utilise des contraintes d'integralite seulement pour les variables associees a 
l'employe k (et done les variables associees aux employes k + 1 , . . . , m n'ont pas de 
contraintes d'integralite). Ce programme lineaire mixte (MIPk) est presente ci-dessous. 





J2 Yl arjQpixP3 ^ N%r> Vr G i?, Vg € Q (7.5) 
/ j / j arj%pj — 
v=k jes* 
/ „ xpj ~ ••-> 
jes* 
xkj E {0,1}, 
"Lpj — ^1 
bk Vr G R (7.6) 
p = k,... ,m (7.7) 
Vj G £j (7.8) 
p = k + 1,... ,m 
Vj € Skp (7.9) 
Gamache et al. [53] resolvent le probleme (MIPk) en combinant un algorithme 
183 
de generation de colonnes avec un algorithme de separation et evaluation progressive 
(branch-and-bound). La generation de colonnes sert a resoudre le programme lineaire 
qui est obtenu lorsque les contraintes d'integrite de (MIPk) sont relaxees. L'algorithme 
de separation et evaluation progressive est utilise pour trouver une solution entiere pour 
l'employe k. II arrive parfois que la methode donne un horaire a un employe de telle 
sorte qu'il n'est plus possible de trouver un horaire realisable pour les employes plus 
juniors. A ce moment-la, quand le (MIPk) ne trouve pas de solution realisable, la me-
thode doit effectuer un retour-arriere. Ce processus de retour-arriere est repete jusqu'a 
ce que, pour un employe I < k,le probleme en nombres entiers (IPi) ait une solution 
realisable. 
La generation de colonnes doit etre faite pour chaque employe. Pour diminuer le temps 
de resolution, une heuristique est introduite durant la resolution des problemes des pre-
miers employes (au debut de la resolution il y a beaucoup d'employes disponibles, done 
l'affectation des taches aux employes se fait relativement facilement). Cette methode 
utilise un algorithme de plus court chemin et genere un horaire pour l'employe k sans 
tenir compte des employes plus juniors. Le probleme resolu est appele (RCSPk) (pour 
le terme anglais resource constrained shortest path problem) et est utilise par Gamache 
et al. [54] pour resoudre les sous-problemes dans la methode de generation de colonnes. 
Max ZRcspk = ^2 CkjXkj 
(RCSPk) { 
s.c 




Comme nous l'avons deja mentionne, la methode (MIPk) n'est pas optimale dans 
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le cas oil un employe k a plusieurs horaires optimaux S% qui garantissent que les em-
ployes juniors k+1,..., m recoivent un horaire. Achour et al. [3] decrivent une methode 
exacte qui ne presente pas ce probleme. En effet, a la place de fixer un horaire optimal 
pour l'employe k, ils construisent l'ensemble note fijji de tous les horaires residuels ad-
missibles pour l'employe k ayant le score S£ en enumerant tous ces horaires. Done, le 
choix de l'horaire de l'employe k est reporte a une iteration ulterieure, quand des infor-
mations supplementaires sur les scores des employes plus juniors sont disponibles. 
En resolvant successivement des problemes (R,CSPk) pour chaque employe selon l'or-
dre de seniorite, il est tres probable que, pour un certain employe k, l'horaire obtenu par 
le (RCSPk) induise une solution non realisable pour le probleme (IPu)- Jeandroz [80] 
(pour les taches-filles) et El Idrissi [41] (pour les taches-meres) ont propose d'utiliser 
des compteurs pour detecter quand le nombre d'employes plus juniors devient critique. 
Cette methode passe en revue les employes, selon l'ordre de seniorite. 
Un probleme de plus court chemin (RCSPk) est resolu pour l'employe le plus senior k 
et on lui assigne temporairement cet horaire. Pour les employes residuels k + 1 , . . . , m 
(qui n'ont pas encore un horaire assigne), des compteurs sont mis en place afin de veri-
fier s'il existe une solution admissible, tenant compte des contraintes du probleme, sans 
prendre en consideration les preferences de ces employes. 
Si le resultat des compteurs le permet, l'horaire trouve pour l'employe le plus senior lui 
est attribue definitivement. 
Sinon, les compteurs permettent de savoir quelles sont les qualifications critiques, et 
done quelles taches devront etre assignees ou interdites a l'employe le plus senior (sans 
tenir compte de ses preferences), afin de pouvoir assurer la realisabilite future du pro-
bleme. 
En fait, il y a deux types de compteurs dans la procedure : les compteurs CI et les 
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compteurs C2. Les compteurs C\ verifient qu'il reste assez d'employes qualifies dans 
le probleme residuel pour pouvoir effectuer les taches demandant des qualifications. Les 
compteurs C2 verifient que le nombre total de credits de vol des taches du probleme 
residuel est compris entre le total des nombres de credits de vol minimum et le total des 
nombres de credits de vol maximum des employes encore disponibles. II y a aussi un 
compteur C2 global qui determine le critere d'arret de l'heuristique. 
Le probleme est dit critique quand l'un des compteurs determine que la demande est 
plus grande ou egale a l'offre. 
II y a un compteur C\ par qualification (allemand, portugais, etc.) et par tranche de 
temps (le temps est discretise a chaque heure de debut ou de fin de tache). 
Un compteur CI calcule l'offre et la demande pour une qualification et verifie si le pro-
bleme residuel est realisable dans un intervalle de temps donne. 
Une qualification est critique si le retrait de la personne la plus senior ne permet pas 
la couverture des taches residuelles necessitant cette qualification. Dans ce cas-la, une 
tache demandant cette qualification est attribuee a 1'employe le plus senior. 
Les compteurs C2 indiquent quand Futilisation des compteurs CI doit cesser. Les comp-
teurs C2 verifient que le nombre de credits de vol a assigner est compris entre la somme 
des valeurs de credits de vol minimales et maximales des employes non encore assignes. 
Une fois que les compteurs C2 detectent que le probleme devient critique, un retour a la 
generation de colonnes est fait. 
Les compteurs peuvent ne pas detecter certaines situations ou le probleme est non 
realisable, comme dans l'exemple suivant, ou les compteurs considerent que l'offre est 
3 dans chaque intervalle de temps et que la demande est au maximum 2. 
Exemple 7.2.1. Voici un exemple ou il y a six rotations a effectuer, A, B, C, D, E, F, et 
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chaque rotation a vine seule tache-fille. Le tableau 7.1 donne les contraintes de qualifi-
cations a respecter pour chaque rotation ainsi que la duree des rotations. 


























II y a trois employes disponibles : 1, 2 et 3. Le tableau 7.2 donne les qualifications de 
chacun d'entre eux, ainsi que le nombre d'heures minimum et maximum qu'ils doivent 
effectuer. 






























Figure 7.1 - Representation des rotations selon leur apparition dans le temps 
Notons x^jV, la variable indiquant que l'employe p effectue U puis V. Normalement, ce 
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sont des variables binaires. Mais si les contraintes d'integrite sont relaxees, la methode 
trouve la solution non entiere suivante. 
XAB ~ XAC ~ XBC — XEF ~ XDE ~ XDF ~ 9 
En effet, nous avons les contraintes suivantes sur les rotations (chaque rotation doit etre 
effectuee totalement). 
3 
II est pourtant impossible de trouver une bonne affectation, car chaque personne doit 
faire exactement deux rotations pour que la charge de travail appartienne a [4,5]. 
Comme l'employe 1 doit faire A (car il est le seul a parler Portugais), nous savons qu'il 
fera B ou (exclusif) C (en effet, il ne peut pas faire F car il ne parle pas Allemand). 
Comme l'employe 3 doit faire D (car il est le seul a parler Francais), nous savons qu'il 
fera E ou (exclusif) F (en effet, il ne peut pas faire B o\xC car il ne parle pas Italien). 
Nous pouvons en deduire que l'employe 2 doit faire (B ou C) et (E ou F). 
Si l'employe 2 effectue B, alors il ne peut pas faire E ouF car il y a un chevauchement 
des rotations. 
Si l'employe 2 effectue C, alors il ne peut pas faire F, car il y chevauchement; et il ne 
peut pas faire E car la duree totale des deux rotations vaut 6. Ainsi, nous pouvons en 
deduire qu'il est impossible de trouver une affectation qui verifie toutes les contraintes. 
Les problemes (IPk), (MIPk) et (RCSPk) peuvent avoir des valeurs optimales dif-
ferentes. C'est pour cela que quand un algorithme sequentiel est utilise pour resoudre 
(MIPk), il faut parfois effectuer des retours-arrieres. Or, comme nous l'avons deja vu, 
la resolution du probleme (IPk) peut etre tres longue. Afin d'essayer de trouver rapi-
dement une solution au probleme (IPk), Gamache et al. [52] (provenant de la maitrise 
de Jerome Ouellet [110]) ont adapte la methode de recherche tabou (presentee dans 
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l'Annexe I). lis ont, en fait, generalise l'algorithme TABUCOL propose par Hertz et de 
Werra, [75], pour la A>coloration d'un graphe. 
En fait, Gamache et al. [52] ont integre leur recherche tabou dans un algorithme qui 
fonctionne de la facon suivante. Jusqu'a une certaine valeur de k fixee, appelee kmax 
ils trouvent d'abord un horaire pour l'employe k en resolvant le probleme de plus court 
chemin (RCSPk). Puis, ils utilisent la recherche tabou pour determiner si (IPk) est 
realisable. Si l'algorithme tabou exhibe une solution realisable, alors cela signifie que 
l'horaire attribue a l'employe k est optimal. Sinon, si l'algorithme tabou n'est pas ca-
pable d'exhiber une solution a (IPk) (i.e., l'output de tabou est "JE NE SAIS PAS"), 
alors ils trouvent un horaire pour k en resolvant le probleme lineaire mixte (MlPk) et 
testent l'horaire obtenu avec la recherche tabou. A nouveau, si tabou ne trouve pas de 
solution, alors ils resolvent le probleme a nombres entiers (IPk)- Si k > kmax, alors ils 
passent directement a la resolution du probleme mixte (MIPk) sans essayer de resoudre 
d'abord le probleme de plus court chemin. 
Gamache et al. [52] ont modelise le probleme de confection d'horaires du personnel 
navigant comme un probleme de D-coloration avec contraintes additionnelles. 
Plus precisement, un graphe est construit, dans lequel 
- chaque sommet est une tache, 
- il existe une arete entre deux sommets si et seulement si les deux taches correspon-
dantes se chevauchent, 
- chaque couleur correspond a un employe, 
- les domaines de chaque sommet sont composes des couleurs des employes pouvant 
effectuer la tache associee au sommet. 
S'il n'y avait que les contraintes de non-chevauchement, le probleme a resoudre se-
rait de determiner une A;-coloration d'un graphe d'intervalle (ou k est le nombre d'em-
ployes). Ce probleme peut etre resolu en temps polynomial. Les preaffectations peuvent 
cependant imposer que deux sommets doivent avoir la meme couleur et il a ete demontre 
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que le probleme devient alors NP-difficile [21], et l'utilisation d'une heuristique est done 
justifiee. 
Done, en fait le CSP modelisant ce probleme est constitue d'une contrainte SomeDif-
ferent additionnee de contraintes de qualification et de contraintes de temps de travail 
minimum et maximum pour les employes. 
Les contraintes de non-chevauchement sont modelisees par les aretes qui imposent que 
deux sommets adjacents doivent avoir des couleurs differentes. Deux taches qui se che-
vauchent ne peuvent done pas etre attribuees a un meme employe. 
Les contraintes de preaffectation sont modelisees en restreignant l'ensemble des cou-
leurs (employes) pouvant etre affectees a certains sommets (taches). 
Les contraintes dues aux qualifications sont modelisees comme suit. 
Nous reprenons les notations de Nqr et Qpq telles que definies ci dessus a la page 180. 
De plus, soit Pr(s) l'ensemble des personnes qui sont affectees a une tache de la rotation 
r dans la solution s. 
Alors les contraintes dues aux qualifications s'expriment de la facon suivante. 
/ J Qpq > Nqr V qualification q requise dans une rotation r 
pePr{s) 
En termes de graphes cela donne la contrainte suivante. 
Soit Cq l'ensemble des couleurs (employes) ayant la qualification q. 
Soit Vr l'ensemble des sommets correspondant aux taches de la rotation r. 
II faut qu'au moins Nqr sommets de Vr aient une couleur C G Cq. 
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Les contraintes de credits de vol sont modelisees comme suit. 
Soit Wp(s) le nombre de credits de vols cumules par 1'employe p dans la solution s. 
Soit Lp le nombre de credits de vol minimum pour 1'employe p. 
Soit Up le nombre de credits de vol maximum pour l'employe p. 
On a Lp < Wp{s) < Up. 
Associons un poids wt a chaque tache t qui correspond a sa duree (son nombre de credits 
de vol). Notons s(t) = p le fait que t a la couleur p dans la solution s. 
II faut que, pour toute couleur p, la contrainte suivante soit verifiee : 
Si nous reprenons l'exemple presente dans le Tableau 7.1, nous obtenons le graphe 
presente dans la Figure 7.2. Chaque rotation est representee par un sommet. Au-dessus 
de chaque sommet est indique le poids du sommet (qui represente la duree de la rotation). 
Figure 7.2 - L'exemple 7.2.1, presente sous la forme d'un graphe 
Nous cherchons une 3-coloration des sommets. Nous avons les contraintes supple-
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mentaires suivantes. 
1. La somme des poids des sommets d'une meme couleur appartient a [4, 5]. 
2. A ne peut recevoir que la couleur 1. 
3. B ne peut recevoir que les couleurs 1 ou 2. 
4. C ne peut recevoir que les couleurs 1 ou 2. 
5. D ne peut recevoir que la couleur 3. 
6. E ne peut recevoir que les couleurs 2 ou 3. 
7. F ne peut recevoir que les couleurs 2 ou 3. 
8. E etC ne peuvent recevoir la meme couleur car la somme de leurs poids vaut 6. 
Si les aretes (A, D) et (A, E) sont supprimees, le sous-graphe obtenu est toujours non 
realisable. 
L'algorithme tabou de Gamache et al. [52] colore d'abord gloutonnement le graphe en 
respectant les preaffectations. La fonction objectif est la somme ponderee de trois termes 
fx(a),f2(8)etMs). 
1. fi(s) est le nombre d'arretes en conflit. 
2. /2(s) comptabilise le nombre d'ecarts par rapport a Up et Lp, 
m 
f2(s) = Y, max{0, LP - Wp(s), Wp(s) - Up}. 
p=k 
3. /3(s) comptabilise le nombre de problemes de qualification, 
/3(S) = 5>ax{0,A£- J2 $*}• 
qr pePr(s) 
Lors de l'utilisation de l'algorithme tabou de Gamache et al., les employes sont traites 
selon la seniorite stricte. 
D'abord, une solution pour l'employe le plus senior est cherchee. Celui-ci est alors en-
leve du probleme (il y a done une couleur en moins). Les taches que l'employe le plus 
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senior avait sont redonnees a d'autres employes de maniere gloutonne. 
Une solution sans conflit est cherchee. A ce moment-la, il arrive parfois que le probleme 
n'a aucune solution. 
C'est done a cette etape-la que nous allons intervenir afin de trouver un sous-ensemble 
de contraintes rendant le probleme impossible a resoudre. 
En effet, un IIS represente une partie du probleme qui donne une explication partielle 
de la non realisabilite. Done, la connaissance d'un IIS du probleme peut etre tres utile 
dans le probleme d'horaire de personnel navigant, car elle donne une idee concernant 
les donnees a changer (dans le probleme original) pour obtenir un probleme realisable. 
Cela permettra de savoir quelles taches devront etre affectees a des employes specifiques. 
En resume, le probleme de confection d'horaires pour le personnel navigant aerien con-
siste a trouver un horaire pour chaque employe qui respecte un certain nombre de regies 
et de contraintes. Les contraintes que nous allons prendre en compte dans ce travail sont 
les contraintes de non-chevauchement, les contraintes de credits de vol, les contraintes 
de preaffectation et les contraintes de credits de vol minimum et maximum. Comme 
nous l'avons vu, Gamache et al. [52] ont propose un algorithme tabou qui retourne 
pour chaque employe, soit "REALISABLE" avec une affectation qui satisfait toutes 
les contraintes, soit "JE NE SAIS PAS" quand il ne trouve pas une telle affectation. 
Quand l'algorithme tabou ne trouve pas de solution, il est tres possible que le probleme 
a cette etape-la ne soit pas realisable, et done il est alors tres utile de trouver un IIS de 
contraintes expliquant cette non realisabilite. C'est done a cette etape-la du processus de 
confection d'horaires que nous allons intervenir en utilisant des methodes de detection 
d'HS pour ce probleme. Les methodes que nous avons developpees sont presentees dans 
le Chapitre 8 et sont des adaptations des methodes de Galinier et Hertz [48], presentees 
dans la Section 4.1. 
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7.3 Conclusion 
Dans ce chapitre, nous avons presente le probleme de confection d'horaires pour le 
personnel navigant aerien ainsi qu'un survol des methodes de resolution existantes pour 
ce probleme. 
Dans le chapitre 8, nous presentons une adaptation des algorithmes de detection automa-
tique d'HS de contraintes pour le probleme de confection d'horaires pour le personnel 




DETECTION DE SOUS-ENSEMBLES INCOHERENTS MINIMAUX DANS LE 
PROBLEME DE CONFECTION D'HORAIRES POUR LE PERSONNEL 
NAVIGANT AERIEN 
Dans ce chapitre, nous presentons les adaptations que nous avons faites pour utiliser 
les algorithmes I n s e r t i o n et H i t t i n g S e t presentes a la section 4.1 afin de trouver 
des IIS de contraintes pour le probleme de confection d'horaires pour le personnel na-
vigant aerien. Puis, nous presentons ralgorithme de recherche tabou qui est utilise par 
les algorithmes I n s e r t i o n et H i t t i n g S e t . Ensuite, nous decrivons comment nous 
avons modifie ralgorithme exact D s a t u r permettant de trouver le nombre chromatique 
d'un graphe afin qu'il puisse tenir compte des contraintes additionnelles de qualification 
et de credits de vol minimum et maximum et qu'il retourne la reponse realisable ou non 
realisable. Cet algorithme modifie nous permettra de verifier les resultats des algorithmes 
de recherche d'HS. Finalement, nous presentons divers resultats experimentaux. 
8.1 Algorithmes de detection de sous-ensembles incoherents minimaux 
Dans cette section, nous presentons comment les algorithmes I n s e r t i o n et 
H i t t i n g S e t ont ete adaptes pour trouver des IIS de contraintes pour le probleme 
de confection d'horaires pour le personnel navigant aerien. 
Tout d'abord, nous allons brievement rappeler comment nous modelisons ce probleme. 
Nous utilisons un graphe G = (V, E) ou V est l'ensemble des sommets et E est l'en-
semble des aretes. Chaque sommet v G V represente une tache (tache-fille) a effectuer 
et chaque arete (it, v) G E represente la contrainte de non-chevauchement entre deux 
taches ayant lieu en meme temps. Chaque sommet a une liste de couleurs possibles no-
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tee Dv, chaque couleur representant un employe pouvant effectuer la tache associee au 
sommet. II y a au total m employes, done m couleurs. 
Pour chaque contrainte de qualification, il faut s'assurer que le nombre d'employes af-
fectes a la rotation r (ensembles de taches) et ayant la qualification q soit superieur ou 
egal a Nqr. Nous allons noter CQqr cette contrainte de qualification demandant Nqr 
personnes avec la qualification q dans la rotation r. Chaque couleur (= employe) doit 
effectuer un nombre de credits de vol Wp compris entre Lp (nombre de credits de vol 
minimum) et Up (nombre de credits de vol maximum). 
De plus, rappelons les notations suivantes : 
{1 si p a la qualification q 0 sinon 
Pr(c) est forme par 1'ensemble des personnes qui sont affectees a une tache de la rotation 
r dans une solution c. Les contraintes de preaffectations contraignent certains domaines 
Dv a etre des singletons (une seule personne peut etre affectee a la tache v). 
Pour ce probleme de confection d'horaires, nous allons utiliser les algorithmes 
I n s e r t i o n et H i t t i n g Se t et nous allons uniquement rechercher des IIS de contrain-
tes. L'algorithme I n s e r t i o n a ete presente au chapitre 4 dans la Figure 4.4 et l'algo-
rithme H i t t i n g S e t dans la Figure 4.8. Nous precisons maintenant les termes utilises 
par ces deux algorithmes pour le cas particulier du probleme de confection d'horaires 
pour le personnel navigant aerien. L'ensemble S utilise par ces deux algorithmes est 
l'ensemble de toutes les contraintes du probleme. Rappelons que /5(e) est le nombre 
de contraintes de S violees par une affectation e et Fs(e) est forme par l'ensemble de 
ces contraintes de S violees par e. Nous avions vu que, dans le cas du probleme SAT, la 
procedure MIN resolvait un probleme Max-SAT pondere. Dans le cas qui nous interesse 
maintenant, la procedure MIN est tres similaire. C'est une procedure qui prend en entree 
un probleme tel que decrit ci-dessus et l'ensemble des poids des contraintes (au depart 
toutes les contraintes ont un poids de 1) et telle que MIN(Si, S2) produit une affectation 
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(coloration) e des sommets qui minimise a • / ^ (e ) + /s2(e) (ou a > |52|). Done, les 
contraintes de Si recoivent un poids de a tandis que les contraintes de S2 ont un poids de 
1. En pratique, nous utilisons une version heuristique de MIN : HMIN. A nouveau, nous 
employons ralgorithme de recherche tabou pour resoudre HMIN, i.e., pour trouver une 
affectation e des variables qui essaie de satisfaire toutes les contraintes de S\ car elles 
ont un poids a et qui essaie de minimiser la somme des contraintes violees de 52 (car 
elles ont un poids de 1). Les details de cet algorithme de recherche tabou sont precises 
dans la section suivante. 
L'algorithme H i t t i n g S e t utilise la procedure HS qui retourne un hitting set mini-
mum. Comme pour le probleme SAT, en pratique, nous trouvons un hitting set minimum 
en resolvant un programme lineaire en nombre entier (resolu avec CPLEX 8.1) comme 
decrit dans la section 4.4. 
Les proprietes enoncees dans la section 4.1 sont toujours valides. Rappelons que celles-
ci precisent que si le sous-ensemble obtenu comme sortie de ralgorithme H I n s e r t i o n 
ou H H i t t i n g S e t (i.e., utilisant la version heuristique de MIN, HMIN) est non reali-
sable, alors e'est un IIS (Galinier et Hertz [48]). 
Dans les experiences que nous avons effectuees et qui sont presentees a la section 8.4, 
nous utilisons aussi la version heuristique de ralgorithme P r e F i l t e r i n g presente a 
la section 4.2.1. Pour cela nous utilisons la meme procedure HMIN que pour 1'algorithme 
I n s e r t i o n telle que nous allons la decrire ci-dessous. 
8.2 Algorithme tabou 
Comme nous 1'avons mentionne, nous utilisons une heuristique de recherche tabou 
pour resoudre le probleme HMIN. En effet, bien que nous allons decrire dans la section 
8.3 un algorithme exact de resolution du probleme de confection d'horaires pour le per-
sonnel navigant aerien, celui-ci n'est efficace (en termes de temps de calcul) en pratique 
que sur des petits problemes. Done il ne nous est utile que pour verifier les IIS-C que 
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les algorithmes de detection vont exhiber, pour autant que ces IIS-C soient de taille pas 
trop grande. Mais l'algorithme exact serait trop lent pour etre utilise a l'interieur des 
algorithmes I n s e r t i o n ou H i t t i n g S e t . 
L'algorithme de recherche tabou utilise pour resoudre HMIN est presente dans la Fi-
gure 8.1. Cet algorithme est tres similaire a celui que nous avons utilise pour resoudre le 
probleme SAT et aussi tres proche de l'algorithme tabou de Gamache et al. [52]. Nous 
representons l'espace des solutions au moyen de la lettre S : nous employons cette no-
tation, car c'est celle qui est principalement utilisee dans la litterature pour les methodes 
de recherche tabou. L'espace des solutions S est forme par 1'ensemble de toutes les co-
lorations completes possibles des sommets notees c : V —>• D(V) avec c(v) e Dv pour 
tout v e V. Une solution voisine d E N(c) est obtenue en donnant une couleur diffe-
rente d(v) ^ c(v) a un sommet v appartenant a une contrainte en conflit. 
L'ensemble des contraintes est note C et une contrainte C eC. L'ensemble des poids des 
contraintes est notee O et chaque contrainte C a un poids UJ(C). Comme nous l'avons vu, 
les poids des contraintes sont modifies par l'algorithme I n s e r t i o n ou H i t t i n g S e t . 
Nous precisons d'abord les termes qui sont utilises dans le calcul de la fonction ob-
jectif. 
Afm de pouvoir decrire la participation a la fonction objectif de chaque type de con-
trainte, nous introduisons les notations K et K. La violation de chaque type de contrainte 
est ponderee par la valeur K plus la valeur de la violation. En pratique, la valeur de K 
va dependre des instances testees. Pour les premieres instances testees, nous avons fixe 
K — 100 et pour le deuxieme groupe d'instances testees nous avons fixe K = 10000. Le 
saut de K ajoute a chaque contrainte permet de differencier un mouvement permettant 
de passer d'une contrainte violee a une contrainte non violee (ou l'inverse) d'un mouve-
ment passant d'une contrainte violee a une contrainte violee mais moins (ou plus). Les 
contraintes de qualification sont ponderees par K. Ceci a ete fait afin que les contraintes 
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Tabou( T, n) 
Entree : Un probleme T supposement non realisable et l'ensemble ft des poids des 
contraintes. 
Sortie : Une coloration c* et un sous-ensemble U de contraintes non satisfaites ou une 
coloration c* prouvant que 1'instance de depart etait realisable. 
Initialisation 
pour chaque v € V faire 
c(v) <— attribution aleatoire d'une couleur appartenant a Dv; 
_ A(v,i) <-0\/ieDv; 
c* <— c et iter <— 1 et U <— 0; 
pour chaque C £ C faire 
[_ si C w 'est pas satisfaite alors £/ <— [7 U {C}; 
Tabou 
tant que aucun critere a"arret n 'est rencontre faire 
ListeMvt <— 0 et /be<,t <—hoc; 
pour chaque sommet v appartenant a une contrainte de U faire 
pour chaque couleur i e Z>y\{c(t;)} faire 
c'(v) <- i; 
si iter > A(u, c'(u)) ou /^(c') < /w(c*) alors 
si /u,(c') < /bes4 ou ListeMvt = 0 alors 
ListeMvt <- {(v,c'(v))}; 
|_ /fcest •* Jw\c ji 
sinon si /^(c') = /best alors 
|_ ListeMvt <- ListeMvt U {(w, c'(v))}; 
si ListeMvt = 0 alors 
i>' <— choisir au hasard une variable u appartenant a une contrainte de U; 
c'{v') •*— choisir au hasard une couleur appartenant a Dv> differente de c(v'); 
sinon 
|_ (v1, c'(v')) •*— choisir au hasard un mouvement appartenant a ListeMvt; 
c(v') - c > ' ) ; 
A(v', c(v')) <— iter + r; 
si /w(c) < /w(c*) alors c* <- c; 
M e t t r e A J o u r (£7, C, (u', c(v')); 
iter -s— iter + 1; 
retourner [/; 
Figure 8.1 - Algorithme tabou pour le probleme de confection d'horaires pour le per-
sonnel navigant aerien. 
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MettreAJour([/ ,C,(y, c(v'))) 
Entree : L'ensemble U des contraintes non satisfaites, l'ensemble C de toutes les 
contraintes et le sommet change v' ainsi que sa nouvelle couleur c(y'). 
Sortie : L'ensemble U mis a jour. 
pour chaque C 6 C contenant v' faire 
si C 6 U et C est satisfaite en dormant la couleur c{v') a v' alors 
L u^u\{cy, 
sinon si C £ U et C est violee en donnant la couleur c{v') a v' alors 
L U ±-UU{C}; 
Figure 8.2 - Procedure mettant a jour U. 
de qualification ne soient pas favorisees par rapport aux contraintes de credits de vol 
minimum et maximum. En pratique, nous prenons K comme etant egale au nombre de 
credits moyens d'une tache. 
Soit fa(c) la fonction penalisant les violations sur les aretes, fa(c) est calculee de la fa-
con suivante. 
sinon. 
Soit fcQqr{c) la fonction penalisant les violations sur les contraintes de qualification 
CQqr. Alors fcQgr (
c) e s t calculee de la facon suivante. 
fcQqr{c) — < 
0 si ^2 QPQ ^ -̂ 9^ 
pePr(c) 
K + K • (Ngr - ^2 Qpq)
 S m 0 n 
pePr(c) 
Soit fiwiNp (c) la fonction calculant les penalites par rapport au nombre de credits man-
quants pour obtenir le nombre minimum de credits de vol et JMAXP (C) la fonction cal-
culant les penalites par rapport au nombre de credits en trop par rapport au nombre 
maximum de credits de vol. 
Les termes fMiNp(c) et JMAXSC) sont calcules de la facon suivante. 
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fMINp(c) = < 
fMAXp(c) = 
0 si Wp > Lp 
K+(LP-WP) siWp<Lp 
Jo siWp<Up 
\K + {WP-UP) si Wp> Up 
Nous pouvons remarquer que la valeur de la violation est prise en compte dans les termes 
concernant les contraintes de qualification, de credits de vol minimum et maximum. En 
effet, si nous ne ponderons pas les termes concernant la violation de ces contraintes, 
alors nous ne tenons pas compte de l'eloignement par rapport au but de la contrainte. 
Par exemple, si le nombre de credits de vol minimum est 3900 considerons les deux cas 
suivants: 
1. le total actuel des credits d'une couleur est 3899, 
2. le total actuel des credits d'une couleur est 100. 
II est clairement evident que le cas numero 2 viole la contrainte plus fortement que 
le cas numero 1 et il est a priori plus facile d'effectuer un mouvement ayant pour but de 
satisfaire la contrainte de credits de vol minimum dans le cas 1 que dans le cas 2. C'est 
pour tenir compte de cette difference que les contraintes de qualification, de credits de 
vol minimum et de credits de vol maximum ont ete ponderees par ce qu'il manque pour 
satisfaire la contrainte. 
Nous notons les poids dans la solution actuelle de la facon suivante : u;a est le poids de 
l'arete a, u>cQqr est le poids de la contrainte de qualification CQqr, UJMINP est le poids 
de la contrainte de credits de vol minimum pour la personne p et U>MAXP est le poids de 
la contrainte de credits de vol maximum pour la personne p. La fonction objectif/^(c) 
est la suivante: 
m m 
fUc) = ^ fa(c)Ua + Y^ fcQqri
C)uCQqr + ^ fMINp{c)uMINp + ^ fMAXp{c)uJMAXp. 
a q,r p=l p=l 
Nous pouvons voir dans la Figure 8.3 les allures des trois termes suivants appartenant a 
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la fonction objectif: fMINp(c), fMAxp{c) et fcQqr{c). 
Si une instance ne comporte pas tous les types de contraintes, alors /w(c) pour cette 
instance comporte uniquement les parties qui concernent des types de contraintes qui 
composent 1'instance. 
Nous pouvons remarquer que le terme de la fonction objectif concernant chaque 
contrainte est pondere par les termes ua, oocQqr, ^MINP OU UJMAXV selon le type de 
contrainte. Cette ponderation varie en fonction de l'appartenance de la contrainte aux 
ensembles S\ ou 52 dans les algorithmes I n s e r t i o n et H i t t i n g S e t tel que decrit 
ci-dessus. 
En pratique, le calcul de la fonction objectif n'est pas refait pour evaluer tous les mou-
vements. En effet, afin de pouvoir effectuer un mouvement avec un temps de calcul 
constant, nous maintenons a jour une matrice appelee Gamma de taille \V\ x m (i.e., 
nombre de sommets par nombre de couleurs) telle que Gamma(v, i) contient le cout 
de l'affectation de la couleur i a v. Si la solution actuelle pour le sommet v est c(v) et 
que nous voulons connaitre le cout (positif ou negatif) du mouvement colorant v avec 
c'(v) il nous sufflt de calculer la difference entre le cout d'affecter c'(v) a v et le cout de 
lui laisser sa couleur courante c(v) (i.e., il faut effectuer le calcul Gamma(v, d(v)) — 
Gamma(v, c(v))). Quand un mouvement est effecrue il faut mettre a jour la matrice. 
Cette mise a jour doit etre faite pour chaque type de contrainte touchant le sommet v. 
Pour les contraintes de non chevauchement, il faut mettre a jour les lignes de Gamma 
concernant les sommets w voisins de v. Pour chacune de ces lignes, uniquement les co-
lonnes concernant c(v) et c'{v) sont modifiees de la fafon suivante. Premierement, le 
cout d'affecter l'ancienne couleur de v, c(v), est enleve de w (i.e., le cout de la case 
(w, c(v)) est diminue) puis le cout d'affecter la nouvelle couleur de v, c'(v) est ajoute a 
w (i.e., le cout de la case (w, c'{v)) est augmente). Pour les contraintes de qualification et 















(a) Graphique de la fonction JMIN,, (C). (b) Graphique de la fonction JMAXP (C). 
fcQqr(c) 
(c) Graphique de la fonction fcQ„r (c) si 
K = 1. 
Figure 8.3 - Graphiques de fonctions ponderees. 
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Sans entrer trop dans les details, l'idee generate est la suivante. Nous supposons que le 
mouvement consiste a changer la couleur du sommet v en passant de c(v) a c'(v). Pour 
chaque contrainte de qualification CQqr dont le nombre actuel de personnes ayant la 
qualification change a cause de ce mouvement (i.e., Y_] Qqp e s t modifie), alors il faut 
pePr(c) 
mettre a jour les lignes de Gamma correspondant aux sommets appartenant a la rotation 
r de la contrainte CQqr. Pour chaque contrainte de credits de vol minimum ou maxi-
mum, il faut mettre a jour toutes les lignes de Gamma correspondant a des sommets 
ayant soit la couleur c(v) ou la couleur c'(v) dans leur domaine. 
Quand un mouvement est effectue pour passer d'une solution c a une solution c' en 
affectant une couleur c'(v) a un sommet v e V, la paire (v, c(v)) est rendue tabou. II est 
done interdit de reaffecter la couleur c(v) a v pendant un nombre d'iterations r fixe. Ceci 
a pour but de sortir des minima locaux et d'eviter de cycler. Comme nous l'avons deja 
vu pour le tabou utilise pour MawWSAT, la valeur de r peut etre calculee de differentes 
facons. Dans les tests que nous avons effectues, r est choisi au hasard dans l'intervalle 
[ay/NV, 2ay/NV — 1] ou a est un parametre et NV est le nombre de contraintes vio-
lees. Nous avons utilise a = 1.5 dans les tests que nous avons realises. Pour savoir si un 
mouvement est tabou A(v, c(v)) stocke le numero de 1'iteration a partir duquel le mou-
vement (v, c(v)) n'est plus tabou. Chaque fois qu'un mouvement (v, c(v)) est effectue, 
la valeur de A(v, c(v)) est mise a jour et vaut le numero de Piteration courante plus r. 
La valeur retournee par l'algorithme tabou est une coloration complete c* des sommets 
de V et un ensemble U de contraintes non satisfaites par c* tel que fu,(c*) soit la plus 
petite valeur de la fonction objectif rencontree si nous n'avons pas pu prouver que l'ins-
tance est realisable ou une coloration complete c* des sommets de V qui satisfait toutes 
les contraintes sinon. 
L'algorithme s'arrete soit apres un nombre maximum fixe d'iterations ou d'iterations 
sans ameliorations ou apres un temps maximum d'execution. 
Dans la Figure 8.2 est presentee la procedure mettant a jour la liste U des contraintes non 
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satisfaites. Chaque contrainte qui etait satisfaite avant d'effectuer le mouvement et qui 
devient non satisfaite par le mouvement est ajoutee a U et chaque contrainte qui appar-
tenait a U avant le mouvement et qui devient satisfaite par le mouvement est supprimee 
deU. 
8.3 Algorithme exact de verification des sous-problemes incoherents 
Afin de pouvoir verifier si un probleme ou un sous-probleme suppose non realisable 
Test effectivement, nous avons modifie 1'algorithme exact D s a t u r [115] de Michael 
Trick [134] afin qu'il tienne compte des contraintes de qualification et de credits de 
vol minimum et maximum. Comme nous 1'avons deja vu au Chapitre 6,1'algorithme 
D s a t u r calcule le nombre chromatique x(G) d'un graphe G pour le probleme clas-
sique de coloration de graphe. Afin d'adapter cet algorithme pour notre probleme de 
confection d'horaires, nous avons du effectuer certaines modifications. Premierement, 
nous devons transformer notre probleme de D-coloration en un probleme classique de 
coloration de graphe. Pour faire cela, nous appliquons la meme transformation que celle 
presentee dans la Section 6.1.3, i.e., nous ajoutons une clique de la taille |.D(V)| ou 
chaque sommet correspond a une couleur de D(V) et nous relions chaque sommet v € V 
a chaque nouveau sommet i si et seulement si i ^ Dv. 
Dans les algorithmes, nous utilisons les notations suivantes. Soit n = \V\ le nombre 
de sommets du probleme de D-coloration (=probleme original) et |D(V)| le nombre de 
couleurs utilisees (= la taille de clique ajoutee), alors N = n+ \D(V)\ est le nombre de 
sommets du graphe modifie (utilisable pour le probleme classique de coloration). L est 
la liste des sommets manipules. Le nombre total de contraintes de l'instance ou de 1'IIS 
teste est note nctot. Ce nombre total est la somme du nombre de contraintes de non che-
vauchement, note nca, du nombre de contraintes de qualification, note ncq, du nombre 
de contraintes de credits de vol minimum, note ncmin, et du nombre de contraintes de 
credits de vol maximum, note ncmax. Ainsi, nctot — nca + ncq + ncmin + ncmax. 
205 
Deuxiemement, nous ajoutons des verifications pour les contraintes de qualification. 
Pour cela, nous definissons CtrLv la liste pour chaque sommet v des contraintes de 
qualification dans lesquelles v est implique. Nous notons ReservecQqr une variable 
stockant pour chaque contrainte de qualification CQqr la marge dont nous disposons 
concernant le nombre de sommets du graphe (rappelons que les sommets correspondent 
aux taches) qui peuvent encore obtenir une couleur ayant la qualification demandee. Au 
debut de l'algorithme, ReservecQqr est initialise avec le nombre de sommets modelisant 
la rotation r (i.e., le nombre de taches (taches-filles) de la rotation r) moins Nqr qui est le 
nombre minimum demande d'employes ayant la qualification q pour la rotation r. Quand 
l'algorithme essaie d'affecter une couleur p au sommet v (Figure 8.4), pour toutes les 
contraintes CQqr e CtrLv, si la couleur p n'est pas qualifiee pour CQqr, ReservecQqr 
est mis a jour et diminue de un (car il y a un sommet de la rotation r de moins qui peut 
obtenir une couleur ayant la qualification demandee). Si ReservecQqr devient negatif, 
alors nous pouvons effectuer un retour-arriere, car la contrainte de qualification CQqr ne 
peut pas etre satisfaite avec 1'affectation partielle actuelle (il ne reste plus assez de som-
mets de r qui peuvent obtenir une couleur qualifiee). Quand une couleur p est enlevee 
d'un sommet v le mouvement oppose est effectue (Figure 8.5). 
Troisiemement, nous ajoutons des verifications pour les contraintes de credits de vol 
minimum et maximum. Soit Creditsv le nombre de credits de vol du sommet v et Lp 
(respectivement Up) le nombre minimum (respectivement maximum) de credits de vols 
qui doivent etre effectues par la couleur p (= personne p). Nous considerons aussi une 
valeur CreditsActuelsp qui enregistre le nombre de credits de vol actuels attribues a la 
couleur p (= effectues par la personne p). Comme nous l'avons precise ci-dessus, ncmin 
est le nombre de contraintes de credits de vol minimum de l'instance ou de 1'IIS consi-
dere (ce nombre n'est pas forcement egal au nombre de couleurs pour un IIS car un IIS 
peut ne contenir aucune contrainte de credit de vol minimum ou moins de contraintes de 
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credits de vol minimum que le nombre de couleurs). 
Avant d'expliquer comment nous pouvons accelerer les verifications pour les contraintes 
de credits de vol minimum, nous considerons l'exemple suivant afin d'en avoir l'intui-
tion. 
Supposons que nous ayons x taches a effectuer, chacune etant de duree 1 (avec x impair). 
Supposons que nous ayons deux personnes a disposition (done deux couleurs), A et B, et 
que le nombre de credits de vol minimum pour ces deux personnes soit LA = LB = ^ . 
C'est seulement apres avoir affecte un ensemble de £±i taches a A (qui donnent un credit 
total de LA a A) que nous remarquons qu'il reste ^ < LB credits disponibles pour B. 
Chacun des C\A = (L
x ) sous-ensembles de taches aboutissent a ce cas-la. L'algorithme 
va done tester C£ solutions partielles avant de determiner que le probleme est irreali-
sable. 
Par contre, si nous considerons Pensemble de sous-ensembles de couleurs suivant 
EP = {{A}, {B}, {A, B}} et que nous testons les contraintes de credits de vol sur 
chacun de ces sous-ensembles alors nous remarquons immediatement (sans explorer au-
cune solution partielle) que le probleme est non realisable. En effet, la somme du nombre 
de credits de chaque tache est x et cette somme est strictement plus petite que la somme 
du nombre minimum de credit pour A et B : x < LA + LB = x + 1 done ces deux 
contraintes de credits de vol minimum ne peuvent pas etre satisfaites simultanement. 
Ainsi, afin d'accelerer les verifications pour les contraintes de credits de vol minimum, 
nous allons considerer un ensemble EP de sous-ensembles de couleurs pour lesquelles il 
y a une contrainte de credit de vol minimum. Comme le nombre de tels sous-ensembles 
peut exploser selon la valeur de ncmin, nous ne les enumerons pas forcement tous. En 
fait, si ncmin est plus petit ou egal a 10, tous les sous-ensembles de couleurs de taille 
1 a ncmin sont considered, il y a alors 2
nCmin — 1 sous-ensembles de couleurs; sinon 
seulement les sous-ensembles de tailles 1, 2, 3 et ncmin sont utilises. 
Par exemple, si ncmin = 4 et que les couleurs pour lesquelles il y a une contrainte de 
credit de vol minimum sont 1, 2, 3 et 4, alors EP = {{1}, {2}, {3}, {4}, {1,2}, {1,3}, 
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{1,4}, {2,3}, {2,4}, {3,4}, {1,2, 3}, {1,2,4}, {1,3,4}, {2, 3, 4}, {1,2, 3, 4}}. 
Afin d'enumerer efficacement tous les sous-ensembles d'un ensemble, nous utilisons 
Falgorithme decrit par Loughry et al. [97]. Nous notons ep £ EP un sous-ensemble 
de couleurs dans EP. Pour un ensemble ep e EP, Resteep donne la charge totale 
des taches/sommets qui n'ont pas encore de couleur affectee et qui peuvent recevoir au 
moins une couleur/personne de ep. La matrice Color Adjvp donne le nombre de voisins 
du sommet v qui ont la couleur p. 
La procedure d'affectation d'une couleur a un sommet est presentee dans la Figure 8.4. 
Quand nous affectons une couleur p a un sommet v nous mettons a jour 
CreditsActuelsp en ajoutant le nombre de credits du sommet v : Creditsv. S'il y a 
une contrainte de credit de vol maximum pour la couleur p et si le nombre de credits 
de vol actuellement attribues a la personne p est strictement plus grand que le nombre 
maximum de credits de vol autorises (i.e., si CreditsActuelsp > Up) nous devons effec-
tuer un retour-arriere car la contrainte n'est plus satisfaite et cela ne sert a rien d'evaluer 
les branches inferieures de l'arbre. 
Pour les contraintes de credits de vol minimum, les verifications sont un peu plus com-
pliquees. 
- Premierement, pour tous les ensembles ep qui contiennent au moins une couleur 
j e ep qui n'est attribuee a aucun voisin de v (i.e., telle que ColorAdjVj = 0) nous 
mettons a jour Resteep en lui soustrayant le nombre de credits de vol de la tache 
v (i.e., Creditsv) car cela signifie que la tache v ne peut plus contribuer a Resteep 
alors que sa contribution etait de Cred,itsv avant l'affectation. 
- Deuxiemement, pour tous les voisins u de v nous mettons a jour la variable 
Color Adjup stockant le nombre de voisins de couleur p de u en lui additionnant un 
(car v vient d'obtenir la couleur p). Si u n'est pas colore, et de plus, si u a main-
tenant un seul voisin de couleur p (i.e., Color Adjup = 1 apres mise a jour, done v 
est le seul voisin de couleur p de u), alors pour tous les sous-ensembles ep conte-
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Af f e c t e r C o u l e u r (v,p) 
Entree : Un sommet v et une couleur p 
Sortie : VRAI s'il est possible d'affecter p a v en tenant compte des contraintes de 
qualification et des contraintes de credit de vol MIN et MAX, FAUX sinon. 
OK <- VRAI. 
Affecter pa. v. 
CreditsActuelsp <— CreditsActuelsp + Creditsv. 
pour chaque ensemble ep contenant au moins j 6 ep tel que Color Adjvj = 0 faire 
I Resteep <— Resteep — Creditsv. 
pour chaque sommet u adjacent a v faire 
ColorAdjup <— ColorAdjup + 1. 
si u n 'est pas colore alors 
si Color Adjup = 1 alors 
pour chaque ep contenant p faire 
si Color AdjUj > 0 Vj € ep alors 
|_ Resteep <— Resteep — Creditsu. 
tant que OK=VRAI faire 
pour chaque ensemble ep faire 
si V_] CreditsActuelsj + Resteep < \] Lj alors 
jeep 
L OK FAUX. 
pour chaque contrainte q € CtrLv faire 
si couleur p n 'est pas qualifiee pour la contrainte CQqr 
ReservecQgr <— ReservecQqr - 1. 
si ReservecQqr < 0 alors 
L OK«- FAUX. 
si OK=VRAI alors 
si z'/y a w«e contrainte CVMax pour la couleur p alors 





Figure 8.4-L'algorithme Af f e c t e r C o u l e u r . 
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nant la couleur p, nous testons si it a au moins un voisin ayant la couleur j pour 
chaque j G ep (i.e., si ColorAdjUj > 0 Vj £ ep); si tel est le cas nous soustrayons 
le nombre de credits de vols de u, Creditsu, a la variable Resteep car u ne peut 
recevoir aucune couleur j appartenant a ep sans creer de conflit. 
- Finalement, nous testons si la somme des credits actuels des couleurs appartenant 
a ep plus Resteep est strictement plus petite que la somme des nombres minimaux 
de credits de vols des couleurs de ep (i.e., si 2_. Credits Actuels j + Resteep < 
j€ep 
2_] A?)- Si tel est le cas, alors nous effectuons unretour-arriere car cela signifie que 
jeep 
pour les couleurs de ep il n'est pas possible d'attribuer une couleur aux sommets 
non encore colores de telle sorte que les contraintes de credits de vol minimum 
pour les couleurs de ep soient toutes satisfaites. 
La procedure consistant a enlever la couleur p de v est presentee dans la Figure 8.5. 
La procedure de desaffectation fait le processus inverse de la procedure d'affectation. 
Quand nous desaffectons la couleur p du sommet v nous devons diminuer le nombre de 
credits actuels effectues par la couleur p, CreditsActuelsp, en lui soustrayant le nombre 
de credits de v, Creditsv. Ensuite, pour tous les ensembles ep qui contiennent au moins 
une couleur j 6 ep telle que v n'a aucun voisin de couleur j (i.e., Color AdjVj = 0), nous 
mettons a jour Resteep en lui additionnant Creditsv, car v peut prendre cette couleur j 
sans creer de conflit, done le nombre de credits de v peut contribuer a Resteep. Tous les 
voisins u de v ont un voisin en moins de couleur p, done nous mettons a jour Color Adjup 
en lui soustrayant 1. De plus, si un voisin u de v n'est pas colore et s'il n'a maintenant 
aucun voisin de couleur p (i.e., ColorAdjup = 0) alors pour tous les sous-ensembles 
ep contenant la couleur p, si u a au moins un voisin de couleur j differente de p pour 
toutes les couleurs j appartenant a ep (i.e., Color AdjUj > 0 Vj ^ p dans ep) alors u peut 
maintenant contribuer a atteindre le nombre minimum de credits pour le sous-ensemble 
ep en lui attribuant la couleur p (alors qu'il ne le pouvait pas quand v avait la couleur p) 
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E n l e v e r C o u l e u r {v,p) 
Entree : Un sommet v et une couleur p. 
enlever p de v. 
CreditsActuelSp *— CreditsActuelsp — Creditsv. 
pour chaque ep contenant au moms une couleur j telle que Color Adjvj = 0 faire 
[_ Resteep <— Resteep + Cr editsv. 
pour chaque sommet u adjacent a v faire 
ColorAdjUp *— ColorAdjw — 1. 
si u n'est pas colore alors 
si Color AdjUp = 0 alors 
pour chaque ep contenant la couleur p faire 
si Color AdjUj > 0 Vj ^ p, j € ep alors 
[_ Resteep <— Resteep + Creditsu. 
pour chaque contrainte CQqr G CtrLv faire 
si couleur p n 'est pas qualifiee pour la contrainte CQqr alors 
[_ Reservep <— Reservep + 1. 
Figure 8.5 - L'algorithme E n l e v e r C o u l e u r . 
et Resteep est done augmente de Creditsu. 
L'algorithme de branchement, appele Color , est presente dans la Figure 8.6. 
Cet algorithme est recursif. II prend en entree la profondeur actuelle de l'arbre de 
separation et evaluation progressive, notee d. Si d est plus grand que le nombre de som-
mets dans le graphe cela signifie que l'algorithme de branchement a atteint une feuille et 
done qu'une solution a ete trouvee. A ce moment-la, l'algorithme retourne FAUX et tous 
les appels recursifs anterieurs retournent FAUX et done l'algorithme s'arrete. Sinon, a 
chaque iteration, l'algorithme selectionne le sommet v ayant le plus de couleurs adja-
centes et essaie d'affecter une couleur p appartenant a Dv. L'algorithme appelle alors la 
procedure Af f e c t e r C o u l e u r (v,p) qui affecte la couleur au sommet et verifie les 
contraintes de qualification et de credits de vol minimum et maximum (comme nous 
l'avons vu ci-dessus). Si l'affectation ne cree pas de conflit avec une contrainte de quali-
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C o l o r (d) 
Entree : La profondeur d. 
Sortie : VRAI s'il n'existe pas de coloration satisfaisant toutes les contraintes (i.e., si 
Palgorithme a explore tous les noeuds possible de l'arbre et n'a pas trouve de 
solution), FAUX s'il a trouve une coloration satisfaisant toutes les contraintes. 
si d > N alors 
L retoumer FAUX 
sinon 
Soit v le sommet ayant le plus de couleurs adjacentes. 
L^LU{v}. 
Continuer <- VRAI. 
pour j = 1 A |-D(V)| faire 
si v peut avoir la couleur j alors 
si Af f ec te rCouleur (v, j) alors 
Continuer «— Color (d + 1). 
si Continuer=FAUX alors 
L retourner/^t/X 
EnleverCouleur (v, j). 
L^L\{v} 
_ retourner VRAI 
Figure 8.6 - L'algorithme Color . 
fication ou avec une contrainte de credit de vol minimum ou maximum, alors il continue 
en essayant d'affecter une couleur a un nouveau sommet en appelant Color(d + 1). Si-
non, il effectue un retour-arriere et appelle E n l e v e r C o u l e u r {v,p) afin d'enlever la 
couleur p au sommet v et de mettre a jour les variables servant a verifier les contraintes. 
La procedure D s a t u r modifiee est presentee dans la Figure 8.7. 
La procedure D s a t u r modif i e initialise d'abord les differentes valeurs. Puis les 
couleurs sont renumerotees afin que les couleurs pour lesquelles il y a une contrainte 
de credit de vol minimum aient les plus petits numeros et a ce que tous les numeros de 
couleurs utilises soient contigus. En effet, si nous ne faisons pas cette renumerotation, 
l'algorithme de branchement va d'abord essayer de colorer les sommets avec les couleurs 
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Algo r i t hmeDsa tu r m o d i f i e 
Entree : Un probleme de P-coloration avec contraintes additionnelles de qualification, et 
contraintes de credits de vol minimal et maximal. 
Sortie : VRAI si le probleme est non realisable, et FAUX sinon. 
I n i t i a l i s a t i o n ; 
R e n u m e r o t e r C o u l e u r s ; 
Creation de 1'ensemble de couleurs EP et des sous-ensembles ep; 
pour chaque couleur p possible faire 
|_ CreditsActuelsp <— 0. 
pour chaque contrainte de qualification CQqr faire 
|_ ReservecQqr <— nombre de sommets/taches de la rotation r - Nqr. 
pour chaque ep € EP faire 
[_ Resteep *— somme des durees des taches qui peuvent obtenir une couleur j £ ep. 
pour chaque sommet v et chaque couleur p faire 
|_ ColorAdjVp = 0. 
TransformGraph; 
Colorier les sommets de la clique : 
pour chaque sommet v de la clique ajoutee faire 
Affecter la couleur correspondante a v. 
pour chaque sommet w adjacent a v faire 
|_ ColorAdjwcouieur(v} <— ColorAajwcou\eur[y^ + 1. 
_ L<-LU{v}. 
Appel de l'arbre de separation et evaluation progressive : 
Resultat *- C o l o r (\D(V)\). 
retourner Resultat. 
Figure 8.7 - L'algorithme D s a t u r modifie 
de plus petits numeros, ce qui fait que ralgorithme doit aller loin dans l'exploration de 
l'arbre avant de detecter une incoherence et d'effectuer un retour-arriere ou de trouver 
une solution verifiant les contraintes. En effectuant la renumerotation, ralgorithme va 
d'abord essayer d'attribuer une couleur correspondant a une contrainte de credits de vol 
minimum. Les incoherences pour cette contrainte sont ainsi detectees plus rapidement 
et les solutions sont aussi detectees plus rapidement. La difference de temps entre le fait 
de ne pas faire ou de faire la renumerotation peut etre tres significative dans certains cas. 
Par exemple, pour un sous-probleme obtenu avec ralgorithme I n s e r t i o n qui conte-
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nait uniquement 4 contraintes de credits de vol minimum, avant renumerotation nous 
n'avions pas de reponse en 4 jours de calcul, alors qu'apres la renumerotation, en 0.02s 
nous savions que le sous-probleme etait realisable. 
Puis, la procedure cree les sous-ensembles de couleurs tels que nous les avons de-
crits ci-dessus. Ensuite, la procedure initialise les variables utilisees pour verifier les 
contraintes de credits de vol minimum et maximum et les contraintes de qualification : 
CreditsActuelSp, ReserveCQqr, Resteep, ColorAdjvp. Ensuite, la procedure cree le 
nouveau graphe en ajoutant la clique comme presente precedemment (Trans fo rm-
Graph). Puis elle colore les sommets de la clique. Et finalement elle appelle l'algo-
rithme de branchement Co lo r afin d'essayer de colorer les autres sommets. 
Dans une version precedente de cet algorithme modifie, nous faisions les verifications 
des contraintes de credits de vol minimum seulement quand une feuille etait atteinte. 
Mais, dans certains cas, cela demandait beaucoup trop d'iterations et beaucoup trop de 
temps pour tester si le probleme entre etait realisable ou non. Quand nous avons ajoute 
les verifications comme nous les avons presentees ci-dessus, le gain a ete significatif en 
termes de temps de calcul et de nombre d'iterations. Nous allons appeler cette premiere 
version D s a t u r m o d i f i e 2 et nous allons presenter quelques resultats concernant 
son utilisation dans la section 8.4.1.3. Ensuite, cette version ne sera plus testee. 
Neanmoins, meme avec toutes ces astuces pour accelerer la detection rapide des inco-
herences, il peut arriver que pour certains des IIS-C testes le temps de verification soit 
tres long. En effet, comme la structure de Falgorithme D s a t u r modif i e est un arbre 
de separation et devaluation progressive, cet algorithme peut avoir des temps d'exe-
cution tres grands selon la taille de l'instance et selon le nombre de couleurs possibles 
par variable. Notamment, nous ne pourrions pas l'utiliser directement a l'interieur des 
algorithmes H i t t i n g S e t ou I n s e r t i o n avec les instances que nous avons testees. 
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8.4 Resultats experimentaux 
Dans cette section nous presentons les differentes experiences que nous avons effec-
tuees pour tester nos algorithmes de recherche de sous-ensembles incoherents minimaux 
pour le probleme de confection d'horaires pour le personnel navigant aerien. Comme 
nous l'avons deja dit, nous avons teste seulement deux des trois methodes de detection 
d'HS et nous cherchons uniquement des IIS de contraintes. 
1. La premiere methode utilise d'abord l'algorithme P r e F i l t e r i n g pour reduire 
le nombre de contraintes, puis utilise l'algorithme I n s e r t i o n . Elle est nommee 
" P + I n s e r t i o n " . Les algorithmes P r e F i l t e r i n g et I n s e r t i o n utilisent 
l'algorithme tabou decrit a la section 8.2 comme procedure HMIN ainsi que l'heu-
ristique basee sur le poids du voisinage (presentee a la section 4.2.2) et la technique 
d'acceleration de la recherche decrite a la section 4.2.3. 
2. La deuxieme methode utilise 1'algorithme H i t t i n g S e t pour essayer de trouver 
des IIS de cardinalite minimum. L'algorithme H i t t i n g S e t utilise l'algorithme 
tabou comme procedure HMIN et resout le programme lineaire en nombre entiers 
decrit a la section 4.4 au moyen de CPLEX 8.1 pour resoudre le probleme de 
hitting set minimum. Nous utilisons la notation "HS-C" pour faire reference a 
cette methode. 
Nous presentons differents resultats obtenus sur des instances modifiees ou creees 
aleatoirement. Nous ne disposons malheureusement pas d'instance provenant d'un pro-
bleme reel. Les instances sont separees en deux groupes. Le premier groupe a principa-
lement servi a tester nos methodes et a verifier si nous pouvions gagner du temps lors de 
la recherche d'HS en utilisant d'abord le filtrage pour obtenir la coherence de domaine 
pour les contraintes de non-chevauchement (filtrage de la contrainte SomeDifferent que 
nous avons presente dans le chapitre 6). Ces instances-la ne sont pas proches d'un pro-
bleme reel et, pour certains tests, nous n'avons pas inclus tous les types de contraintes. 
Le deuxieme groupe d'instances a ete cree pour avoir des instances plus proches de la 
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realite. Toutes les experiences ont ete effectuees sur un PC Pentium D 2.80GHz avec 
1024K de cache fonctionnant avec Linux Centos 2.6.9. Pour chaque instance et chaque 
methode, cinq relances ont ete effectuees pour les instances du premier groupe et dix 
relances ont ete effectuees pour les instances du deuxieme groupe. Les resultats donnes 
dans les tableaux constituent les moyennes des relances effectuees. Si la variance entre 
le pire et le meilleur resultat est significative, ces deux valeurs seront precisees dans 
le texte. De meme, si nous avons obtenu des echecs parmi les relances, ceci sera aussi 
precise dans le texte. Les differents resultats obtenus sont detailles dans les sections ci-
dessous. 
Dans tous les tableaux nous allons employer les notations suivantes : 
- TM : nombre de taches-meres (= rotations), 
- m : nombre de couleurs (=employes), 
- TF : nombre de taches-filles (= nombre de sommets), 
- Ar : nombre d'aretes (= nombre de contraintes de non chevauchement) de l'ins-
tance de depart ou de 1'IIS, 
- CQ : nombre de contraintes de qualification de l'instance originale ou de 1'IIS, 
- CMin : nombre de contraintes de credits de vol minimum faisant partie de 1'IIS, 
- CMax : nombre de contraintes de credits de vol maximum faisant partie de 1'IIS, 
- Tot: nombre total de contraintes de 1'IIS, 
- V : nombre de sommets (=taches) impliques dans les contraintes de 1'IIS, 
- Temps Rech : temps total pour trouver 1'IIS (en secondes) (incluant le temps ne-
cessaire a Cplex dans le cas de HS - C), 
- Temps Ver: temps en secondes pour verifier 1'IIS avec l'algorithme exact D s a t u r 
modif i e , 
- Temps Cplex : temps uniquement de CPLEX (en secondes) utilise par HS - C, 
- HS-C : a lgor i thmeHit t ingSet en mode contraintes, 
- P+Insertion : algorithme P re f i l t e r i n g + I n s e r t i o n , 
- Nb p : nombre de couples sommet-couleur filtres par l'algorithme filtrant les do-
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maines des variables par rapport aux contraintes de non chevauchement, 
- Moy Temps : temps du filtrage des domaines pour les contraintes de non chevau-
chement (correspondant a la contrainte SomeDifferent). 
8.4.1 Premier groupe d'instances 
Dans cette section, nous presentons des resultats sur des instances qui ne sont pas 
toutes similaires a un probleme de confection d'horaires pour le personnel navigant ae-
rien. Neanmoins, ces resultats nous ont permis de tester nos algorithmes sur plusieurs 
types d'instances et nous ont aussi permis, pour les deux premiers jeux de donnees, 
de tester si le temps de recherche d'un IIS etait plus petit ou plus grand que le temps 
cumule du filtrage pour les domaines des contraintes de non-chevauchement et de la 
recherche d'un IIS sur le probleme filtre. Nous allons aussi presenter dans la section 
8.4.1.3 quelques tests avec la version numero 2 de D s a t u r m o d i f i e (i.e., dans la-
quelle la verification des contraintes de credits de vol minimum se fait seulement dans 
les feuilles de l'arbre) afin de justifier pourquoi nous avons ameliore cette methode. 
Ce premier groupe d'instances est subdivise en trois sous-groupes. Les instances du 
premier sous-groupe (presentees dans la section 8.4.1.1) ont ete obtenues a partir des 
graphes ayant une unique D-coloration que nous avons presentes dans la section 6.2.3 
auxquels nous avons ajoute des contraintes de qualification uniquement (il n'y a pas 
de contraintes de credits de vol minimum ou maximum). Les instances du deuxieme 
sous-groupe (presentees dans la section 8.4.1.2) sont des petites instances generees alea-
toirement ayant aussi uniquement des contraintes de qualification et des contraintes de 
non chevauchement. Les instances du troisieme sous-groupe (presentees dans la section 
8.4.1.3) sont des instances generees aleatoirement ayant tous les types de contraintes 
mais pour lesquelles le nombre de credits de vol d'une tache est egal a sa duree et cette 
valeur n'est pas proche des valeurs rencontrees en realite pour un probleme habituel de 
confection d'horaires pour le personnel navigant aerien, mais qui pourrait etre proche 
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pour un autre probleme de confection d'horaires. Pour tous les tests realises sur ce pre-
mier groupe d'instances, la fonction objectif /w a ete utilisee comme fonction objectif 
de ralgorithme de recherche tabou. Bien entendu, pour les instances ne comportant pas 
de contraintes de credits de vol minimum et maximum, cette fonction objectif fw com-
porte uniquement les termes conceraant les contraintes de non-chevauchement fa et les 
contraintes de qualification fcQqr • 
8.4.1.1 Instances ayant une unique D-coloration 
Pour les premieres experiences, nous avons repris les instances ayant une unique 
D-coloration presentees a la section 6.2.3 et nous avons ajoute pour chacune d'entre 
elles une contrainte de qualification. Afin de nous assurer de la non-realisabilite des 
instances creees, nous avons utilise la connaissance que nous avons de ces instances. Les 
contraintes de qualification ajoutees demandent toujours qu'un sommet v ait une couleur 
d'une certaine qualification et nous nous assurons que la seule valeur de Dv participant a 
l'unique solution n'ait pas cette qualification. Comme exemple, nous reprenons le graphe 
uniquely pour k — 2 presente dans la figure 8.8. 
Version originate 4 = 2 Version filtree k = 2 
X\ X2 X3 X\ X2 X3 
Figure 8.8 - Graphe ayant une unique D-coloration pour k = 2. Le graphe de gauche 
est la version originale du graphe et le graphe de droite est la version filtree. 
Une contrainte de qualification possible est de demander que le sommet 2 ait une 
couleur ayant la qualification q et seules les couleurs 2 et 3 aient la qualification q. Done 
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ce probleme est irrealisable. En effet, si nous examinons uniquement les contraintes de 
non chevauchement et que nous filtrons les domaines des sommets pour cette contrainte, 
la seule solution possible pour le sommet 2 est la couleur 1 et cette couleur n'a pas la 
qualification demandee. 
Pour certaines de ces instances, nous avons cree differentes versions avec des contraintes 
de qualification qui ne concernent pas les memes sommets. Ces experiences nous ont 
permis de tester les deux algorithmes I n s e r t i o n et H i t t i n g S e t sur des petites ins-
tances et nous ont permis de verifier si le filtrage des domaines concernant les contraintes 
de non-chevauchement pouvait faire gagner du temps pour la recherche d'HS. Les resul-
tats sont presented dans le tableau 8.1. 
Nous donnons des resultats pour le temps de filtrage des domaines des contraintes de 
non-chevauchement ainsi que pour les tailles des IIS-C obtenus et les temps de recherche 
d'un IIS dans les quatre cas suivants : HS - C sans filtrer les domaines, HS - C apres avoir 
filtre les domaines, P + I n s e r t i o n sans filtrer les domaines et P + I n s e r t i o n apres 
avoir filtre les domaines. 
Le temps limite de recherche d'HS avec l'algorithme HS - C a ete fixe a 3600 secondes (1 
heure). Pour une seule des instances : uniquely_k9_v4, HS - C n'a pas resolu l'instance en 
une heure. Dans ce cas-la, le resultat donne dans la colonne "tot" est une borne inferieure 
sur le nombre de contraintes de PIIS-C. Tous les IIS-C ont ete verifies avec l'algorithme 
D s a t u r m o d i f i e . Les temps de verification des IIS-C trouves sans filtrer les do-
maines sont tres petits : entre 0s et 1.2s selon l'instance. Les temps de verification des 
IIS-C trouves apres avoir filtre les domaines ne sont pas precises dans le tableau car ils 
valent tous 0s (ce qui est tres logique car l'IIS-C apres avoir filtre les domaines contient 
toujours une seule contrainte (de qualification)). 
L'instance "uniquely_k2" correspond a l'exemple de la Figure 8.8. Nous pouvons remar-
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les aretes du graphe original, mais seulement quatre aretes. 
Pour quatre instances, 1'algorithme P + I n s e r t i o n n'a pas reussi a trouver l'IIS-C 
(avant de filtrer les domaines), dans ces cas-la un "e" se trouve dans la colonne don-
nant le nombre total de contraintes de 1'IIS. 
Nous pouvons remarquer que pour les instances de ce premier sous-groupe, les temps 
de recherche des IIS, ainsi que les tailles des IIS avant ou apres filtrage sont tres dif-
ferents. Apres filtrage des domaines, l'IIS-C contient toujours une seule contrainte de 
qualification, mais avant le filtrage il contient la contrainte de qualification et plusieurs 
aretes. Avant filtrage des domaines, les temps de recherche d'HS varient entre 0.14s 
et plus d'une heure pour 1'algorithme HS-C et entre 0.13s et 4.29s pour 1'algorithme 
P + I n s e r t i on . Par contre, apres le filtrage des domaines, les temps sont beaucoup 
plus stables : entre 0.03s et 0.07s pour les deux algorithmes. Ceci s'explique certaine-
ment par le fait que l'IIS-C de la version filtree contient toujours uniquement une seule 
contrainte de qualification touchant un seul sommet. Pour plusieurs instances, si nous 
additionnons le temps de filtrage des domaines des variables (pour les contraintes Some-
Different representant ici le non-chevauchement) avec le temps de recherche d'HS apres 
filtrage, ce total est plus petit que le temps de recherche d'HS sur l'instance originale. 
Ceci demontre que le fait d'effectuer d'abord le filtrage des domaines des variables pour 
les contraintes SomeDifferent peut parfois nous faire economiser du temps lors de la 
recherche d'HS. 
8.4.1.2 Petites instances aleatoires avec uniquement des contraintes de qualifica-
tion et des contraintes de non chevauchement 
Apres avoir teste les instances ayant une unique D-coloration auxquelles nous avons 
ajoute des contraintes de qualification, nous avons voulu tester nos methodes avec des 
petites instances aleatoires simulant des problemes de confection d'horaire pour les-
quelles il n'y a que des contraintes de non chevauchement et de qualification. Avec ces 
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instances, nous voulons tester l'efficacite de nos methodes. De plus, nous voulons veri-
fier si Futilisation du filtrage pour les contraintes de non chevauchement apporte un gain 
lors de la recherche d'HS comme pour les instances du premier sous-groupe. 
Les instances presentees dans les tableaux 8.2 et 8.3 ont ete generees aleatoirement et 
ont uniquement des contraintes de non chevauchement et des contraintes de qualifica-
tion. Chaque instance a 100 taches-meres. Les taches-meres peuvent avoir au plus 5 ou 
7 taches-filles selon les instances. II y a 8 qualifications possibles et chaque rotation peut 
avoir au plus 4 contraintes de qualification. Chaque couleur est attribuee aleatoirement 
au domaine de 20 taches-meres afin de simuler les taches preferees que voudrait faire un 
employe dans le mois. Les durees des taches sont en jours et varient de 1 a 5 jours. Les 
credits de vol sont egaux aux durees. Ces instances sont realisables si nous considerons 
uniquement les contraintes de non-chevauchement. Ceci a ete verifie avec un algorithme 
tabou cherchant une coloration des sommets en considerant uniquement les contraintes 
de non chevauchement. 
Dans le tableau 8.2 sont presentes les resultats conceraant la recherche d'HS avec 
1'algorithme P + I n s e r t i o n : avant le filtrage des domaines des variables (pour les 
contraintes SomeDifferent), apres le filtrage des domaines des variables, mais en conser-
vant toutes les aretes de l'instance originale et apres le filtrage des domaines et en en-
levant les aretes superflues (ce qui est fait lors de la procedure de R e d u c t i o n ini-
tiale effectuee par notre algorithme de filtrage pour les contraintes SomeDifferent qui a 
ete presente dans la section 6.1.2). Dans le tableau 8.3 sont presentes les memes resul-
tats pour l'algorithme HS-C. Tous les IIS-C ont ete verifies avec l'algorithme D s a t u r 
modi f i e . Les temps de verification n'ont pas ete precises dans les tableaux. En fait, 
pour les IIS-C trouves par 1'algorithme P + I n s e r t i o n les temps de verification sont 
tous compris entre 0s et 0.01s (dans les trois cas testes : sans filtrage, avec filtrage et 





































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































des temps de verification sont les suivantes : 0.2s pour les IIS-C trouves sans filtrage des 
domaines, 0.53s pour les IIS trouves apres filtrage des domaines et 0.54s pour les IIS-
trouves avec filtrage des domaines et propagation des aretes superflues. Pour les IIS-C 
trouves avec l'algorithme HS-C les moyennes des temps de verifications sont comprises 
entre 0s et 0.03s (dans les trois cas testes) sauf pour l'instance numero 6 dont le temps de 
verification est de 0.2s (dans les trois cas) et pour l'instance numero 22 dont le temps de 
verification est de 0.18s (dans les trois cas). L'instance numero 2 est realisable, c'est pour 
cela que se trouve la mention "Sat" dans la colonne concernant le nombre de contraintes 
de l'lIS-C. La limite de temps etait de 3600 secondes, mais cette limite n'a jamais ete 
atteinte puisque le temps maximal pour l'algorithme HS-C est de 192.88s et de 3.3s pour 
l'algorithme P + I n s e r t ion. 
Nous pouvons remarquer que les IIS-C de ces instances sont tres petits, puisque, pour 
22 de ces instances, 1'IIS-C de cardinalite minimum est de taille 2 (avec 2 contraintes 
de qualification). L'algorithme P+ I n s e r t i o n ne trouve pas toujours l'IIS-C de plus 
petite taille. Comme nous l'avons precise ci-dessus, les valeurs donnees dans le tableau 
sont les moyennes de cinq relances. Les tailles minimales et maximales des IIS-C ou les 
valeurs minimales ou maximales des temps ne sont pas precisees dans ce cas-ci, car en 
general la variance n'est vraiment pas grande. D'ailleurs, pour de nombreuses instances, 
les cinq relances ont donne pour P+ I n s e r t i o n un IIS-C de meme taille (rappelons 
que, comme l'algorithme HS-C donne l'IIS-C de cardinalite minimum, il est obligatoire 
que pour cet algorithme les cinq relances donnent un IIS-C de meme taille si l'algo-
rithme termine dans le temps impose). 
Nous pouvons remarquer que, dans ce cas-ci, le filtrage des domaines ne fait pas ga-
gner beaucoup de temps pour la recherche d'un IIS-C et le filtrage en lui-meme prend 
un temps variant de 1.38s a 51.47s. Done le total du temps de filtrage plus le temps 
de recherche d'HS apres filtrage n'est pas meilleur que le temps de recherche d'HS 
sans filtrage (sauf pour l'instance numero 10 avec l'algorithme HS-C, mais le gain est 
minime). Le nombre de couples sommet-couleur filtres varie entre 2 et 105. Pour les 
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instances des sections ci-dessous, nous n'effectuons plus le filtrage pour les contraintes 
de non-chevauchement et done nous ne testerons pas si nous obtenons un gain lors de la 
recherche d'HS en filtrant les domaines pour les contraintes de non chevauchement. Les 
deux raisons pour lesquelles nous n'effectuons plus ce filtrage sont que, premierement, 
nous avons pu remarquer avec les instances de cette section que le filtrage n'apportait 
en general aucun gain de temps, et deuxiemement les instances que nous testons dans 
les sections suivantes sont de plus grande taille et la transformation consistant a ajouter 
une clique cree des instances qui depassent les limites actuelles sur la taille des instances 
utilisables par D s a t u r (qui est utilise par T e s t C o l o r a b i l i t y de la Figure 6.6 pour 
trouver le nombre chromatique de G © D). 
8.4.1.3 Instances aleatoires avec tous les types de contraintes 
Les instances que nous avons testees dans le sous-groupe precedent ne contiennent 
pas de contraintes de credit de vol minimum et maximum et elles sont d'assez petite 
taille. Afm de tester nos algorithmes avec toutes les contraintes, nous avons done cree 
de nouvelles instances de taille un peu plus grande et qui contiennent des contraintes de 
tous les types. 
Les instances dont les resultats sont presentes dans le tableau 8.4 ont ete creees aleatoire-
ment de la facon suivante. II y a 200 employes (done 200 couleurs) et 300 taches-meres. 
Chaque tache-mere peut avoir au plus 7 taches-filles (le nombre de taches-filles obtenues 
est compris entre 1142 et 1223). II y a 8 qualifications possibles. Chaque tache-mere peut 
avoir au plus 4 contraintes de qualification. Chaque couleur est attribuee aleatoirement 
au domaine de 20 taches-meres afin de simuler les taches preferees que voudrait faire un 
employe dans le mois. Les durees des taches sont en jours et varient de 1 a 5 jours. Les 
credits de vol sont egaux aux durees. Le nombre de credits de vol minimum est 15 jours 
et le nombre de credits de vol maximum est 20 jours. A nouveau, ces instances sont reali-
sables si nous considerons uniquement les contraintes de non-chevauchement. Ceci a ete 
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teste avec un algorithme tabou cherchant une D-coloration en considerant uniquement 
les contraintes de non-chevauchement. Tous les IIS ont ete verifies avec 1'algorithme 
exactDsatur m o d i f i e . 
Nous presentons des resultats pour les algorithmes P + I n s e r t i o n et HS-C ainsi 
que les temps de verification de 1'algorithme D s a t u r m o d i f i e et le temps de Cplex 
uniquement lors de son utilisation avec HS - C. Le temps limite de recherche d'HS a ete 
fixe a 36000 secondes (10 heures). Quand 1'algorithme HS-C a atteint cette limite le 
temps indique dans la colonne "Temps Rech" est note "> lOh" et le resultat donne sur 
la taille de PIIS-C est une borne inferieure sur la taille reelle de l'IIS-C de cardinality 
minimum. Les bornes inferieures sont precedees du signe ">". L'instance numero 9 est 
realisable. La recherche d'HS avec P + I n s e r t i o n a echoue pour les instances numero 
15 et 18. C'est pour cette raison que se trouve un "e" dans la colonne donnant le nombre 
total de contraintes de l'IIS-C. Nous pouvons remarquer que les IIS-C des instances 1 a 5 
sont de tres petite taille. En etudiant la structure de ces IIS-C, nous avons remarque qu'ils 
sont formes par les contraintes de non-chevauchement et de qualification sur une seule 
rotation (done en termes de graphe les contraintes de non-chevauchement forment une 
clique). Pour toutes les autres instances, les IIS-C obtenus concernent des contraintes 
provenant d'au moins deux rotations (meme pour l'IIS-C de l'instance numero 12 qui 
concerne deux rotations). Nous pouvons remarquer que la taille moyenne des IIS-C trou-
ves par P + I n s e r t i o n varie de 5 a 68.4 selon les instances et celle trouves par HS-C 
varie de 5 a 27 selon les instances (quand 1'algorithme termine en moins de 10 heures). 
Les temps pour trouver un IIS-C sont typiquement d'une dizaine de minutes et varient 
de 5.38s a 1726.74s pour 1'algorithme P + I n s e r t i o n . Le temps le plus long corres-
pond a l'IIS-C de plus grande taille, par contre le temps le plus court ne correspond pas 
a l'IIS-C de plus petite taille. Quand 1'algorithme HS-C trouve un IIS-C en moins de 10 



































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Nous pouvons remarquer que nos methodes permettent d'obtenir des IIS-C de taille et de 
forme non triviale puisque l'IIS-C de plus grande taille comporte plus de 68 contraintes. 
Nous avons aussi remarque qu'il arrive que l'algorithme P + I n s e r t i o n trouve aussi 
l'IIS-C de cardinality minimum lors des cinq relances (par exemple pour les instances 
numero 1, 2, 5, 12, MAX1 et MAX2). Nous avons remarque lors de l'execution de ces 
tests sur les instances numero 1 a 20 que les IIS-C obtenus ne contiennent jamais de 
contraintes de credits de vol minimum et maximum. Ceci est du a la structure de ces 
instances : il y a 200 employes pour une moyenne de 1180 taches et le nombre de credits 
de vol moyen des taches est de 3 jours ce qui donne en moyenne 3540 credits a effectuer 
par mois. De plus, le nombre de credits minimum est Lp = 15 et le nombre de credits 
maximum est Up = 20. Si nous multiplions ces valeurs par le nombre d'employes, nous 
obtenons les bornes 3000 et 4000. Done le nombre moyen de credits total appartient 
bien a ces bornes. Ainsi, afin de tester si nos methodes sont bien capables de trouver des 
IIS-C contenant des contraintes de credits de vol minimum ou maximum, nous avons 
cree artificiellement des instances de telle sorte que leur IIS contienne ces deux types 
de contraintes. Ces resultats sont ceux des instances MAX1, MAX2 et MINI, MIN2, 
MIN3. Ces instances ont ete creees a partir de l'instance numero 9, qui est realisable, en 
rajoutant des taches et des couleurs et en s'assurant que ce ne soit pas realisable a cause 
des contraintes de credits de vol minimum ou maximum combinees aux contraintes de 
qualification et de non chevauchement. Les taches ajoutees pour creer l'instance MINI 
sont presentees dans la Figure 8.9, ce sont les taches 1198 a 1218. Les couleurs ajoutees 
sont les couleurs 201 a 205. Les couleurs 201 et 202 sont attribuees aux domaines des 
taches 1198 a 1203 et a 14 des autres taches. Les couleurs 203 et 204 sont attribuees 
aux domaines des taches 1204 a 1218 et aux domaines de cinq taches parmi les taches 
1198 a 1203 et la couleur 205 est attribuee aux domaines des taches 1198 a 1218 sauf 
en 1205. Tous les domaines des taches 1198 a 1218 comportent d'autres couleurs. II y a 
une contrainte de qualification par tache 1198 a 1203 demandant une couleur ayant une 
qualification q et les seules couleurs qui ont cette qualification sont 201 et 202. En fait 
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cette construction oblige soit la couleur 201 ou la couleur 202 a faire les taches 1198, 
1200 et 1202 et l'autre couleur a faire les taches 1199,1201 et 1203. De plus, la couleur 
203 ou 204 doit effectuer les taches 1204 a 1208 et l'autre couleur doit faire les taches 
1209 a 1213. Finalement, la couleur 205 doit faire les taches 1214 a 1218. Or, la somme 
du nombre des credits des trois taches effectuees par les couleurs 201 et 202 est 14 dans 
les deux cas et le nombre minimum de credits demandes et 15. C'est la combinaison des 
contraintes de non-chevauchement, de qualification et de credits de vols minimum pour 
les deux couleurs 201 et 202 qui rend l'instance non-realisable. La difference entre l'ins-
tance MINI et MIN2 est que dans l'instance MIN2 les domaines des taches contiennent 
plus de couleurs (qui ont ete enlevees a d'autre taches). L'instance MIN3 est semblable 
a l'instance MIN2 pour les domaines des variables, mais les contraintes de qualification 
sont differentes. 
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Figure 8.9 - Taches ajoutees a l'instance numero 9 afin de creer l'instance MINI. 
Dans la Figure 8.10 sont presentees les taches qui ont ete ajoutees a l'instance numero 
9 afin d'obtenir l'instance MAX1. Les couleurs 201 et 202 sont presentent dans les 
domaines des taches 1198 a 1212 et dans les domaines de cinq autres taches. II y a 
une contrainte de qualification par tache 1198 a 1212 demandant une couleur ayant la 
qualification q et les seules couleurs ayant cette qualification sont 201 et 202. Done, la 
couleur 201 ou 202 doit effectuer les taches 1198 a 1204 et l'autre couleur doit effectuer 
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les taches 1205 a 1212. Or, la somme des credits de vols de ces taches est 24 dans le 
premier cas et 23 dans le deuxieme. Ainsi, les contraintes de credits de vol maximum 
combinees aux contraintes de non-chevauchement et de qualification pour les taches 
1198 a 1212 sont non realisables. 
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Figure 8.10 - Taches ajoutees a l'instance numero 9 afin de creer l'instance MAX1. 
Nous remarquons que les IIS-C de ces instances contiennent en moyenne 2 contrain-
tes de credits de vol maximum pour les instances MAX1 et MAX2 et en moyenne 2 
contraintes de credits de vol minimum pour les instances MINI et MIN2 (pour HS-C). 
Nous notons aussi que pour l'instance MIN3, l'algorithme P + I n s e r t i o n trouve des 
IIS-C contenant en moyenne 1.5 contraintes de credits de vol minimum, mais que 1'IIS-
C de cardinality minimum ne contient pas de contrainte de credit de vol minimum. 
Les temps de verification des IIS des instances de la Figure 8.4 avec D s a t u r modi f i e 
varient de 0s a 79351.5s, mais pour la plupart des IIS le temps de verification est tres 
petit. 
Afin de justifier l'utilisation de notre version de D s a t u r modi f i e par rapport a la 
version numero 2 (dans laquelle les contraintes de credits de vol minimum sont veri-
fiees dans les feuilles uniquement), nous presentons quelques resultats comparatifs dans 
le tableau 8.5 pour les instances MINI et MIN2 et selon les IIS obtenus en utilisant 
differentes graines (avec l'algorithme P + I n s e r t ion). 
Nous pouvons remarquer que nous avons un tres bon gain de temps en utilisant des 
verifications en cours d'execution pour les contraintes de credits de vol minimum (par 
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Tableau 8.5 - Quelques exemples de comparaison des temps de verification entre la 
version originale de D s a t u r m o d i f i e et la version 2 de D s a t u r m o d i f i e (i.e., 
avec verification des contraintes de credits de vol minimum dans les feuilles) sur les IIS 
obtenus en utilisant differentes graines. 
Instance 
MINI graine 1 
MINI graine 2 
MINI graine 3 
MINI graine 4 
MINI graine 5 
MIN2 graine 2 
Dsatur modifie 
Temps verif IIS 







Dsatur modifie vers ion 2 
Temps verif IIS 







rapport a la verification faite dans les feuilles uniquement de la version 2) et en utilisant 
des verifications sur des sous-ensembles de couleurs ayant une contrainte de credits de 
vol minimum. Nous pouvons aussi remarquer que la relation entre le temps de la version 
de D s a t u r modif i e que nous avons utilise et la version 2 n'est pas lineaire. Ceci 
doit dependre de la structure des IIS trouves. 
Bien que les instances presentees dans cette section ne modelisent pas precisement la 
plupart des problemes de confection d'horaires pour le personnel navigant aerien, elles 
peuvent tres bien modeliser d'autres problemes de confection d'horaires comme par 
exemple des problemes de confection d'horaires pour des industries ou les employes 
travaillent par equipes dans lesquelles il faut qu'un certain nombre d'employes aient 
certaines qualifications. 
8.4.1.4 Conclusion des resultats du premier groupe d'instances 
Dans ce premier sous-groupe, nous avons effectue differentes experiences pour tester 
nos methodes de recherche dTIS. Nous avons remarque que la recherche d'HS fonc-
tionne bien de facon generate. Comme nous l'avons deja dit, le nombre d'iterations 
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de la methode H i t t i n g S e t peut etre exponentiel. C'est pour cette raison que cet al-
gorithme ne finit pas toujours dans le temps limite que nous avons fixe. Neanmoins, 
cet algorithme nous donne une bome inferieure sur la taille de 1'IIS. Generalement, 
H i t t i n g S e t ne trouve pas un IIS dans la limite de temps, quand 1'IIS de cardinalite 
minimum semble etre de grande taille. En effet, en general, c'est lorsque les IIS trouves 
par P + I n s e r t i o n sont les plus grands que HS-C ne trouve pas un IIS de cardinalite 
minimum dans le temps imparti. 
Nous avons aussi observe que, lorsque les domaines des variables sont filtres pour les 
contraintes de non chevauchement (contraintes SomeDifferent), le gain obtenu lors de 
la recherche d'HS sur l'instance filtree depend du type d'instance. En effet, pour les 
instances ayant une unique D-coloration, le gain est interessant pour certaines des ins-
tances. Par contre, pour les instances aleatoires que nous avons creees, il n'y a pas de 
gain de temps. 
8.4.2 Deuxieme groupe d'instances 
Les taches des instances presentees dans la section 8.4.1.3 ont un nombre de credits 
de vol egal a la duree et cette duree est en jours. Or, dans la realite, les durees sont 
generalement comptees en minutes et ne sont pas egales au nombre de credits de vol. 
En effet, une rotation peut durer 4320 minutes (3 jours) mais le nombre de credits pour 
1' employe est de 960 minutes par exemple (2 vols de 8 heures). Ainsi, il faut tenir compte 
de la duree pour creer les contraintes de non chevauchement, mais il faut tenir compte du 
nombre de credits de vol pour les contraintes de credits de vol minimum et maximum. 
La relation entre la duree et le nombre de credits de vol n'est pas lineaire. Comme nous 
n'avons pas eu d'instances provenant de problemes reels, nous en avons engendrees qui 
se rapprochent d'instances reelles au meilleur de notre connaissance. Les instances pre-
sentees dans le tableau 8.6 ont 11 qualifications possibles. Le nombre de taches-meres 
vaut 300 ou 400 et est indique dans le tableau. Chaque tache-mere a au plus 7 taches-
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lilies. Le nombre de couleurs (=employes) est determine de telle sorte que le nombre 
total de credits de vol de toutes les taches-filles divise par le nombre de couleur soit egal 
a 4500 (4500 = Lp+Up est le nombre moyen de credits de vol voulu par employe). Pour 
les instances "B" il y a au plus 4 contraintes de qualification par tache-mere et pour les 
instances "C" il y a au plus 5 contraintes de qualification par tache-mere. Les taches ont 
une duree comprise entre 360 et 8950 minutes et le nombre de credits est compris entre 
135 et 2335. Le nombre de credits de vol minimum Lp vaut 3900 et le nombre de credits 
maximum Up vaut 5100. Chaque couleur est attribute aleatoirement au domaine de 20 
taches-meres afm de simuler les taches preferees que voudrait faire un employe dans le 
mois. Si nous considerons uniquement les contraintes de non-chevauchement, alors les 
instances sont realisables. Ceci a ete verifie avec un algorithme tabou cherchant une co-
loration des sommets en considerant uniquement les contraintes de non-chevauchement. 
Tableau 8.6 - Resultats des instances du deuxieme groupe. 
Instance Depart 
Nom | TM | m | TF | Nb Ar | CQ 
Inst 300 1 C 300 224 1227 162449 697 
Inst 300 2 C 300 240 1180 160840 698 
Inst 300 3 C 300 264 1270 184634 723 
Inst 300 4 C 300 236 1134 155946 658 
Inst 300 5 C 300 266 1252 180996 695 
Inst 300 6 C 300 249 1215 177441 699 
Inst 300 7 C 300 238 1170 165034 668 
Inst 300 8 C 300 227 1165 152397 637 
Inst 300 9 C 300 255 1176 167587 683 
Inst 300 10 C 300 275 1261 186293 734 
Inst 300 B 300 240 1244 166717 633 
Inst 400 B 400 324 1582 291835 839 
P+lnsertion 
I1S-C 





17.0 15.0 2.0 - - 6.0 4105.59 0.0 
c - - - - - 3480.00 
8.1 6.9 1.2 - 7.0 1878.97 0.34 
22.0 21.0 1.0 - - 7.0 4859.87 0.01 
42.0 36.0 6.0 - - 9.0 10577.40 0.47 
30.0 25.0 5.0 - - 8.0 5555.19 0.1 
27.86 21.43 5.86 - 0.57 48.86 5131.78 0.01 / >6.5j 
31.0 23.0 7.0 - 1.0 59.0 4285.72 >6.5j 
31.0 28.0 3.0 - - 8.0 6453.46 0.04 
20.0 16.0 3.0 - 1.0 90.0 4106.91 >6.5j 
39.0 36.0 3.0 - - 9.0 4170.28 4.48 
26.0 22.0 4.0 - - 8.0 14127.70 0.84 
Pour les instances presentees dans la Figure 8.6, nous presentons uniquement les 
resultats obtenus avec l'algorithme P4-Inser t ion , car l'algorithme HS-C a permis 
seulement de trouver des bornes inferieures valant 3 ou 4 sur la taille de l'IIS-C de car-
dinality minimum. Done, ces bornes n'apportent pas une bonne indication de la taille 
reelle de l'IIS-C de plus petite taille. 
Nous pouvons remarquer que pour ces instances, nous avons obtenu un echec pour Tins-
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tance 3 0 0 2 C (i.e., les dix relances de l'instance 300_2_C ont echoue). Pour les autres 
instances, nous avons obtenu des IIS-C qui concernent des contraintes appartenant a 
au moins deux rotations dans chaque cas. La taille moyenne des IIS-C trouves varie 
entre 8.1 et 42.0. La variance entre les differents IIS-C trouves pour une instance n'est 
vraiment pas grande puisque pour toutes les instances sauf les instances 300_3_C et 
3 0 0 7 C toutes les relances reussies ont obtenu un IIS-C de meme taille. Pour l'ins-
tance 3 0 0 3 C la taille de l'IIS-C obtenu varie entre 7 et 15 contraintes. Pour l'instance 
3 0 0 7 C le nombre de contraintes de l'IIS-C obtenu varie entre 15 et 45 et certains de 
ces IIS contiennent une contrainte de credits de vol maximum. Les temps de recherche 
des IIS varient entre 1878.97s et 14127.70s. Pour les instances 300_1_C et 300_3_C 
les dix relances ont reussi. Pour les autres instances de ce type, le nombre de reussites 
varie entre 3 et 8. Les IIS-C des instances 300_1_C, 300_3_C, 300_4_C, 300_5_C et 
3 0 0 9 C et certains des IIS-C de l'instance 3 0 0 7 C ont ete verifies avec l'algorithme 
exact en moins de 0.5s. La verification des instances 3 0 0 8 C , 3 0 0 1 0 C et de certains 
des IIS-C de l'instance 300_7_C a ete arretee apres 6.5 jours. La verification de ces 
cas-la a ete beaucoup plus longue a cause du fait qu'il y a une contrainte de credit de 
vol maximum dans l'IIS-C obtenu. Ainsi, les branches de l'arbre de recherche ne sont 
coupees a cause de cette contrainte uniquement lorsqu'une affectation partielle viole le 
nombre maximum de credits de vol. Done, la detection des incoherences prend plus de 
temps. De plus, ces IIS-C comportent beaucoup plus de variables a evaluer que les IIS-
C des autres instances de ce type. Nous pouvons done remarquer que, pour l'instance 
3 0 0 7 C , la duree de verification de l'IIS-C obtenu varie grandement selon si l'IIS-C 
contient ou non une contrainte de credit de vol maximum. En effet, quand il en contient 
une le temps de verification est plus grand que 6.5 jours et quand il n'en contient pas 
nous avons obtenu des temps de verification de 0.01s. 
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8.4.3 Synthese des resultats 
Nous avons presente des resultats pour deux groupes d'instances. Le premier groupe 
comprend des instances dont la formulation ne comprend pas forcement tous les types de 
contraintes et qui ne sont pas proches de problemes reels. Le deuxieme groupe comprend 
des instances plus proches de problemes reels et qui comprennent toutes les sortes de 
contraintes. Nous avons reussi a trouver des IIS-C pour la plupart des instances des deux 
groupes. Les IIS-C trouves sont dans certains cas complexes et font souvent intervenir 
plusieurs taches-meres (rotations) et deux ou trois sortes de contraintes. Les temps de 
recherche des IIS-C sont typiquement de quelques secondes pour les instances faciles du 
premier groupe ne comportant pas toutes les contraintes, d'une dizaine de minutes pour 
les instances du premier groupe comportant tous les types de contraintes et de plus d'une 
heure pour les instances du deuxieme groupe. De facon generate, les temps sont compris 
entre 0.14s et 14298s. Ces temps sont plus grands pour les instances du deuxieme groupe 
que pour les instances du premier groupe. Les instances du deuxieme groupe sont pro-
bablement plus complexes parce que le nombre de qualifications possibles est plus eleve 
(11 versus 8 pour les instances du premier groupe) et pour les instances "C" le nombre 
de contraintes de qualification par tache-mere est plus eleve aussi (5 versus 4). De plus, 
comme la relation entre le nombre de credits de vol et la duree du vol n'est ni egale 
ni lineaire pour les instances du deuxieme groupe, ceci peut intervenir dans la relation 
entre les contraintes de non-chevauchement et de credits de vol minimum ou maximum. 
A part les IIS-C de trois instances du deuxieme groupe et de l'IIS-C de l'instance MIN2 
du premier groupe, les IIS-C des autres instances ont pu etre verifies dans des temps 
interessants avec notre algorithme D s a t u r modif i e . En effet, pour ces autres ins-
tances, les temps de verifications sont compris entre 0s et 5922s et sont generalement 
de moins d'une seconde. Par contre, pour trois instances du deuxieme groupe, apres 6.5 
jours, l'algorithme D s a t u r modi f i e n'avait toujours pas termine son execution. 
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8.5 Conclusion 
Dans ce chapitre, nous avons montre comment il est possible d'adapter les algo-
rithmes I n s e r t i o n et H i t t i n g - S e t pour la recherche d'HS-C pour le probleme 
de confection d'horaires pour le personnel navigant aerien. Nous avons presente un 
algorithme de recherche tabou tenant compte de toutes les contraintes specifiques du 
probleme de confection d'horaires. Cet algorithme tabou est utilise par les algorithmes 
de recherche d'HS-C. Nous avons aussi detaille comment nous avons modifle un algo-
rithme exact recherchant le nombre chromatique afin qu'il tienne compte des contraintes 
de qualification et de credits de vol maximum et minimum et qu'il indique si l'instance 
ou l'IIS-C teste est realisable ou non. Comme nous l'avons precise, cet algorithme n'est 
efficace en pratique que sur des petits problemes. II sert done a verifier les IIS-C obte-
nus, mais ne peut pas etre utilise a l'interieur des algorithmes de recherche d'HS. Ceci 
constitue done une grande difference avec le probleme SAT pour lequel il existe plu-
sieurs algorithmes exacts tres efficaces. 
La recherche d'HS-C que nous avons presentee pourrait etre integree dans un programme 
de confection d'horaires selon le meme fonctionnement de 1'algorithme de recherche ta-
bou presente par Gamache et al. [52] (presente a la page 188). Jusqu'a une certaine 
valeur de k fixee, appelee kmax, un horaire pour l'employe k est trouve en resolvant le 
probleme de plus court chemin (RCSPk). Puis, il est possible d'utiliser la recherche 
tabou pour determiner si (IPk) est realisable. Si 1'algorithme tabou exhibe une solution 
realisable, alors cela signifie que l'horaire attribue a 1'employe k est optimal. Sinon, si 
1'algorithme tabou n'est pas capable d'exhiber une solution a (IPk) (i.e., l'output de ta-
bou est "JE NE SAIS PAS"), alors notre methode de recherche d'HS peut chercher un 
IIS-C. Si l'IIS-C obtenu est verifie par notre algorithme exact, alors nous avons la preuve 
que ce probleme n'est pas realisable. De plus, le gestionnaire en charge de la confection 
d'horaires peut determiner ou se trouve le probleme et peut, selon 1'IIS obtenu, imposer 
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des taches-meres a certains employes en fonction de leur qualification. Si l'IIS-C obtenu 
n'est pas verifie par 1'algorithme exact ou si la recherche d'HS echoue, alors il est pos-
sible de passer au deuxieme echelon de la verification faite par Gamache et al. [52] et 
de trouver un horaire pour k en resolvant le probleme lineaire mixte (MIP},). Puis, a 
nouveau, l'horaire obtenu peut etre teste avec la recherche tabou et un IIS-C peut etre re-
cherche. A nouveau, si un IIS-C est obtenu et verifie il est possible d'en tenir compte afin 
de modifier le probleme et si l'IIS-C n'est pas verifie ou si la recherche echoue, alors il 
est possible de resoudre le probleme a nombres entiers (IPk). Si k > kmax, le probleme 
mixte (MlPk) est resolu sans essayer de resoudre d'abord le probleme de plus court 
chemin. II faut tout de meme avoir a l'esprit qu'il peut y avoir plusieurs IIS-C. Done, 
afin de rendre le probleme realisable, il est fort probable qu'il faille repeter plusieurs 
fois le processus comprenant la recherche d'un IIS-C et la modification pour supprimer 
le conflit identifie par l'IIS-C. 
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DISCUSSION GENERALE ET CONCLUSION 
Dans cette these, nous avons presente trois developpements concernant les problemes 
de satisfaction de contraintes. 
Premierement, nous avons etudie le probleme SAT. Nous avons presente des algorithmes 
permettant de trouver des sous-ensembles incoherents irreductibles de clauses ou de va-
riables pour ce probleme. De plus, nous avons decrit un algorithme permettant d'extraire 
des IIS contenant un nombre minimum de clauses ou de variables. Nous avons aussi 
presente des algorithmes permettant d'accelerer la recherche d'HS ou de trouver des IIS 
plus denses ou de cardinalite plus petite. Nous avons decrit un algorithme de recherche 
tabou permettant de resoudre le probleme Max-SAT pondere. Cet algorithme tabou est 
utilise par les algorithmes de recherche d'HS. Nous avons effectue un grand nombre 
d'experimentations afin de comparer nos resultats avec d'autres algorithmes effectuant 
cette recherche d'HS. Ceci nous a permis de montrer que nos algorithmes trouvent la 
plupart du temps des IIS avec un nombre egal ou moindre de contraintes et de variables 
que les algorithmes avec lesquels nous nous sommes compares. Par contre, nos algo-
rithmes sont generalement plus lents que plusieurs autres algorithmes existants. Nous 
avons aussi cree des instances a partir de problemes de £>coloration pour lesquelles 
seulement un de nos algorithmes a reussi a trouver des IIS de contraintes. Contraire-
ment aux autres algorithmes effectuant la recherche d'HS qui s'interessent uniquement 
a 1'extraction d'HS de contraintes, nos methodes peuvent etre appliquees pour trouver 
des IIS de contraintes ou de variables. Nous avons vu que, pour accelerer les methodes 
Removal et I n s e r t i o n , il est interessant de trouver d'abord des IIS de variables 
et ensuite des IIS de contraintes a partir des IIS-V trouves precedemment. Nous avons 
montre que notre algorithme H i t t i n g S e t est tres efficace sur certaines instances pour 
trouver des IIS de cardinalite minimum. 
Comme nous l'avons vu, les algorithmes de detection que nous avons proposes peuvent 
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etre utilises avec des algorithmes exacts (garantissant la non realisabilite et la minima-
lite des IIS trouves) ou avec des heuristiques (garantissant la minimalite dans certaines 
conditions bien precises). Pour la recherche d'HS avec le premier algorithme propose, 
Removal, nous avons utilise un algorithme exact resolvant le probleme SAT : zChaf f. 
Pour les deux autres algorithmes proposes, nous avons utilise un algorithme de recherche 
tabou resolvant le probleme Max-SAT pondere. Une variante qui pourrait etre faite dans 
l'avenir consisterait a utiliser pour les algorithmes I n s e r t i o n et H i t t i n g - S e t un 
algorithme exact resolvant le probleme Max-SAT pondere afin de voir si les temps de 
resolution obtenu peuvent etre competitifs avec ceux des autres algorithmes cherchant 
des IIS. 
Dans la deuxieme partie de la these, nous avons travaille avec la contrainte globale 
SomeDifferent. Nous avons presente un algorithme de filtrage cherchant a obtenir la 
coherence de domaines pour cette contrainte. Cet algorithme combine un algorithme de 
recherche tabou qui essaie de trouver rapidement un support pour le plus de couples 
sommet-couleur possible avec un algorithme exact qui permet soit de filtrer, soit de vali-
der les couples sommet-couleur restants. Nous avons teste notre algorithme sur plusieurs 
types d'instances : des instances aleatoires, des instances provenant d'un probleme de 
planification de la main d'oeuvre, des instances ayant une unique D-coloration et des 
instances provenant de problemes SUDOKU. Pour les deux premiers types d'instances, 
nous avons compare nos resultats avec ceux de Richter et al. [122] : dans le cas des ins-
tances provenant d'un probleme reel, les temps que nous avons obtenus pour effectuer 
le filtrage sont a peu pres les memes que ceux de Richter et al.. Par contre, pour les ins-
tances aleatoires, notre algorithme est beaucoup plus rapide. 
Un developpement que nous prevoyons ajouter consiste a imbriquer notre algorithme de 
filtrage a l'interieur d'un logiciel de programmation par contraintes. A cette fin, nous 
allons travailler avec un probleme contenant d'autres types de contraintes en plus de la 
contrainte SomeDifferent. Nous voulons verifier si le fait de maintenir la coherence de 
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domaines pour la contrainte SomeDifferent (i.e., effectuer un premier filtrage au debut 
de la resolution et propager les filtrages des autres contraintes pour la contrainte So-
meDifferent en maintenant la coherence de domaines) va nous permettre de gagner du 
temps pour la resolution du probleme. 
Les techniques mises en oeuvre ne sont pas specifiques au probleme de coloration de 
graphes. Elles pourraient etre adaptees pour d'autres contraintes NP-difficiles. II pour-
rait done etre interessant de developper des algorithmes con9us selon la meme technique 
pour d'autres contraintes NP-difficiles afin d'obtenir un algorithme de filtrage permettant 
d'obtenir la coherence de domaine. Ceci peut etre fait en combinant deux procedures 
specifiques a la contrainte. Premierement, une methode de recherche locale cherche a 
trouver rapidement un support pour le plus de couples variable-valeur possible et deuxie-
mement, une methode exacte peut filtrer ou valider les paires restantes. 
Dans la troisieme partie de la these, nous avons travaille avec un probleme de confec-
tion d'horaires pour le personnel navigant aerien. Nous avons presente l'adaptation que 
nous avons faite pour ce probleme particulier de deux des algorithmes de recherche d'HS 
presented dans la premiere partie, i.e., I n s e r t i o n et H i t t i n g S e t . Nous avons mon-
tre comment nous avons utilise un algorithme de recherche tabou dans les algorithmes 
de recherche d'HS. Nous avons aussi presente un algorithme exact qui tient compte 
de toutes les contraintes du probleme et qui permet de verifier les IIS obtenus. Nous 
avons presente differents resultats sur des instances classees en deux groupes. Le pre-
mier groupe contient differentes instances aleatoires et des instances ayant une unique 
D-coloration auxquelles nous avons ajoute une contrainte de qualification. Les instances 
aleatoires du premier groupe peuvent modeliser differents problemes de confection d'ho-
raires. Le deuxieme groupe contient des instances aleatoires essayant de modeliser des 
problemes de confection d'horaires pour le personnel navigant aerien. Pour toutes les 
instances nous avons cherche des IIS de contraintes seulement. Nous avons obtenu dif-
ferents IIS de contraintes, ceux-ci etant parfois assez complexes, i.e., reliant des taches et 
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des contraintes provenant de differentes taches-meres et etant constitues de deux ou trois 
types de contraintes. Nous sommes satisfaits des resultats obtenus pour ce probleme de 
confection d'horaires, car nous avons reussi a obtenir des IIS-C pour des instances simu-
lant un probleme reel dans des temps acceptables. De plus, certains des IIS-C obtenus 
ne sont pas evidents et n'auraient pas pu etre detectes avec la methode des compteurs. 
Grace aux IIS que nous avons obtenus, nous avons montre que les methodes de Gali-
nier et Hertz [48] peuvent done etre appliquees efficacement a des CSP non binaires 
comportant des contraintes agissant sur plusieurs variables et des contraintes globales. 
La grande majorite des IIS obtenus ont pu etre verifies avec l'algorithme exact dans des 
temps raisonnables. Nous avons aussi presente comment nos algorithmes de recherche 
d'HS peuvent etre inseres dans un programme trouvant l'horaire de chaque employe se-
lon l'ordre de seniorite. 
Des ameliorations pourraient etre faites a nos algorithmes afin qu'ils tiennent compte 
d'autres contraintes existantes dans le probleme de confection d'horaires. En effet, nous 
n'avons pas tenu compte par exemple des patrons de conge qui determinent les conges 
obligatoires (nombre de jours consecutifs) que doit prendre un employe. De meme, nous 
n'avons pas tenu compte des employes en reserve qui peuvent etre considered pour re-
soudre le probleme. 
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METHODES DE RECHERCHE LOCALE 
La plupart des problemes que nous traitons dans cette these sont NP-difficiles ou NP-
complets. C'est pour cette raison que nous avons developpe plusieurs algorithmes utili-
sant des methodes de recherche locale (plus precisement des algorithmes de recherche 
tabou). Dans cette annexe, nous presentons d'abord de facon generate les algorithmes de 
recherche locale, puis nous detaillons la methode de descente et la recherche tabou. 
Considerons un probleme pour lequel l'espace des solutions est note <S. Soit s € S une 
configuration ou solution de l'espace de recherche. On note f(s) la valeur de la fonction 
objectif. Le probleme consiste a minimiser la valeur de la fonction / . Un algorithme de 
recherche locale choisit une solution initiale s0 e S, ensuite elle genere des solutions 
si, S2,... dans S de telle sorte que Sj+i e N(si), ou N(s) C S est appele le voisinage de 
s : c'est-a-dire qu'il est possible d'obtenir une solution s' e N(s) a partir de s en faisant 
de petits changements (mouvements) en respectant certaines regies predefinies : 
N(s) = {s' € S : s' est un voisin de s}. 
Les principales methodes de recherche locale sont: la methode de descente, la recherche 
tabou [62], la methode du recuit simule [87] et la methode de recherche a voisinages va-
riables [105]. Ci-dessous sont exposees deux methodes de recherche locale : la methode 
de descente qui est la methode de recherche locale la plus simple et la methode tabou 
que nous utiliserons dans la these. 
Pour chaque methode de recherche locale, il faut definir les elements suivants : 
- l'espace des solutions <S, 
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- la fonction objectif / qui sert a evaluer la valeur d'une solution s e 5 
- le voisinage N(s) d'une solution s E S, 
- la maniere de choisir une solution dans N(s), c'est-a-dire les mouvements autori-
ses, 
- un critere d'arret. 
1.1 Algorithme de descente 
Nous allons d'abord presenter ralgorithme general de descente [62]. L'algorithme 
de descente choisit a chaque etape une solution voisine meilleure que la solution cou-
rante. II existe plusieurs versions de ralgorithme de descente : par exemple de premiere 
amelioration (first improvement) qui choisit la premiere solution voisine qui ameliore 
la solution courante, de derniere amelioration (last improvement) qui choisit la derniere 
solution voisine qui ameliore la solution courante ou de meilleure amelioration (best im-
provement) qui choisit la meilleure solution voisine. Le pseudo-code d'un algorithme de 
descente de meilleure amelioration est donne dans la Figure 1.1. L'algorithme s'arrete 
des qu'il ne peut plus ameliorer la solution. L'algorithme s'arrete done dans le premier 
minimum local rencontre (i.e. pour une solution s tel que f(s') > f(s) V s ' e N(s)), la 
valeur de ce dernier pouvant etre beaucoup plus grande que celle du minimum global. 
On peut voir ce defaut dans la Figure 1.2 : Falgorithme de descente commence en s0. II 
visite successivement les solutions s\ et s2 avant de s'arreter en S3 qui est un minimum 
local. Dans cet exemple, le minimum global est s*. 
Pour remedier a ce genre d'inconvenient on peut utiliser la methode tabou. 
Algorithme de descente 
construire une solution initiale quelconque s de S; 
poser t <— s; 
poser OK *— vrai; 
tant que OK est vrai faire 
determiner s' e N(t) tq f(s') < f(s") V s" e N(t); 
si / (s ' ) > /(*) alors OK <- /OMX; 
sinon si /(s') < /(t) alors 
Figure 1.1 - Algorithme de descente 
Figure 1.2 - Exemple de blocage dans un minimum local 
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1.2 Algorithme tabou 
La methode tabou [62] est aussi iterative : elle consiste a generer a chaque etape un 
sous-ensemble de solutions et a retenir la meilleure solution parmi elles. Elle fait appel 
a un ensemble de regies permettant de guider la recherche dans l'espace des solutions 
admissibles S. 
Definition 1.2.1. Une liste tabou est une memoire flexible, a court terme, qui garde une 
trace des operations passees. Nous allons noter T une liste tabou. 
Pour eviter de cycler, il faut se rappeler des derniers mouvements effectues ou des 
dernieres solutions visitees. II y a en effet deux manieres de gerer une liste tabou T. 
1. Des solutions sont stockees dans T. Cette maniere de faire a pour principal desa-
vantage d'utiliser une tres grande place memoire. Les solutions appartenant a T 
sont interdites pendant une duree determinee (qui est precisee ci-dessous). 
2. L'inverse des mouvements effectues est stocke dans T. Cette facon de faire a pour 
avantage d'etre rapide et d'utiliser peu de place memoire. Son desavantage est 
qu'il est possible qu'un mouvement interdit permette d'aboutir a une solution non 
encore rencontree. Afin de pouvoir quand meme visiter des solutions taboues dans 
des cas bien determines, il est possible de creer une fonction dite d'aspiration de-
terminant quand le statut tabou peut etre leve. Par exemple, un mouvement tabou 
peut etre effectue si celui-ci ameliore la meilleure solution rencontree. Les mou-
vements appartenant a T sont interdits pendant une duree determinee. 
La duree de l'interdiction est appelee longueur tabou. C'est un parametre important a 
determiner. En effet, si la longueur de la liste tabou est fixee a une valeur trop elevee, 
Falgorithme risque de ne pas avoir acces a des solutions non encore visitees. De meme, 
si on fixe une valeur pour la longueur trop faible, alors la methode risque d'etre bloquee 
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dans un optimum local. 
Un mouvement tabou ne peut pas etre effectue, a moins que le statut tabou de ce mou-
vement soit leve par la fonction d'aspiration. Si la fonction d'aspiration leve le statut 
tabou des solutions ameliorant la meilleure solution rencontree, alors nous definirons 
N'(s) comme l'union de l'ensemble des solutions s' obtenues a partir de s en effec-
tuant des mouvements non tabou et des solutions s' € N(s) verifiant f(s') < f(s*) 
(s* etant la meilleure solution rencontree). Ce deuxieme cas (solutions s' telles que 
f(s') < f(s*)) est appele le critere d'aspiration. II permet de lever le statut tabou d'une 
solution s' dans le cas ou cette solution est meilleure que toutes les solutions rencontrees 
jusque-la. L'algorithme tabou choisit a chaque iteration la solution voisine s' telle que 
f(s') = argmms„eN,{s)f(s"). 
Contrairement a l'algorithme de descente, la methode tabou ne s'arrete pas necessai-
rement si f(s') > f(s). Le meilleur voisin de s n'entraine done pas obligatoirement 
une diminution de la fonction objectif/. Lorsque la methode choisit une solution moins 
bonne que la solution courante, elle se dirige alors vers la solution voisine qui entraine le 
plus faible accroissement possible de la fonction objectif. Cette degradation de / devrait 
permettre a l'algorithme d'atteindre ulterieurement des regions de l'espace de recherche 
S contenant des solutions meilleures que celles deja rencontrees. 
La procedure est decrite dans la Figure 1.3. Pour stopper la recherche on utilise un critere 
d'arret. Celui-ci peut etre : 
- un nombre maximum d'iterations, 
- un nombre maximum d'iterations sans amelioration de s*, 
- un temps fixe de CPU, 
- lorsque N(s) - T = 0. 
La methode tabou est, en general, beaucoup plus performante qu'une methode de des-
cente mais egalement plus couteuse en termes de ressource informatique (temps de cal-
cul plus long, utilisation de plus de memoire). L'espace de recherche n'est pas forcement 




choisir une solution initiale s G S; 
poser s* <— s et /* <— f(s); 
poser T *- 0; 
Amelioration 
tant que aucun critere d'arret n 'est satisfait faire 
determiner N'(s) <- {s' € N(s) tq s' & T ou /(s ') < / * } , c'est-a-dire 
generer le voisinage de s au moyen de mouvements non tabou ou de 
mouvements tabou qui aboutissent a des solutions qui ameliorent s*; 
determiners' tq f(s') <— argmins»eN>(s)f(s"); 
si f(s') < f* alors poser /* <— f(s') et s* <— s'; 
poser s <r- s'; 
mettre a jour T; 
retourner s* 
Figure 1.3 - Algorithme tabou 
