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Es evidente que uno de 10s aspectos mas importantes que tiene planteada 
la investigación experimental consiste en la ccobtención de inferencias válidas 
sobre la relación de variables, basadas en cuidados/as observaciones de la 
naturaleza,, (Rosenthal y Rosnow, 1975, p. 93). Guiados, precisamente, por este 
propósito 10s investigadores han llegado a la conclusión que se pueden obtener 
((inferencias válidass en un mayor porcentaje cuando se han aplicado contro- 
les adecuados que cuando Cstos no han estado presentes. No es menos cierto, 
sin embargo, que se han ejecutado experimentos, altamente controlados, per- 
fectamente diseñados, pero cuyos resultados no han podido ser aplicados 
a ningun tip0 de universo. Y es precisamente este difícil equilibri0 entre la 
exigencia del control y la necesidad de descubrir relaciones constantes y de 
gran alcance entre las variables, 10 que ha llevado a 10s experimentadores 
a plantearse el problema relativo a la validez. Temática que ha sido puesta de 
manifiesto inicialmente por Donald T. Campbell (Cambell y Stanley, 1962; 
Webb, Campbell, Schwarts y Sechrest, 1966), y que actualmente preocupa a la 
mayoria de 10s experimentadores. 
1. VALIDEZ DEL EXPERIMENTO 
Para tener una idea general de 10 que representa el concepto de validez 
dentro del contexto de la investigación experimental, vamos a utilizar la 
siguiente representación diagramatica de la hipótesis experimental: 
variable independiente+relación+variable dependiente 
valores de otras variables 
Toda hipótesis experimental describe un tipo de c(re1aciÓn causal* entre 
ecdos o más variablesa. De ahi que toda hipótesis incluya una relación asi 
como 10s términos o extremos a 10s que dicha relación se refiere. Un experi- 
mento ser6 valido en la medida que nos permita, a partir de sus datos, inferir 
y mantener una determinada hipótesis para un universo concreto de cosas 
y objetos. En caso contrario, el experimento pierde todo su sentido y carece 
de significado: es decir, no sirve para nada. Se puede, por tanto, afirmar que 
en términos generales un experimento es valido si permite distinguir ccentre 
una hipótesis plausible y otra rival falsa, con un minimo grado de error,,. En 
la medida, pues, en que una supuesta relación se cumpla para un determinado 
nivel de referencia objetiva, queda definida la validez del experimento a partir 
del cua1 se ha obtenido dicha evidencia. De ahi que todo experimento debe 
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Iccoger 10s dos aspectos básicos que implica el concepto de validez: interna 
y externa. Como señala Gottsdaner (1978, p. 43), la ccvalidez interna)) se 
tcfiere a la relación en si misma. Se dice, pues, que un experimento tiene va- 
lidez interna siempre que la relación enunciada en la hipótesis se infiere del 
lilismo en función del valor de las variables que han sido utilizadas, asi como 
])ara 10s niveles con que han actuado las restantes. La validez interna implica, 
pues, que el experimento se haya planteado correctamente, permitiendo, al 
~ilismo tiempo, inferir la relación propuesta en la hipótesis experimental. En 
c4ambio, la validez externa se refiere, fundamentalmente, a las variables im- 
plicada~ en el experimento y por extensión, a 10s diferentes niveles con que 
lrueden actuar las restantes variables extrañas. En la medida que un experi- 
~tlento recoja la amplia variabilidad de las distintas variables directa o indi- 
rcctamente relacionadas con el mismo, se puede afirmar que dicho experi- 
mento es adecuado. Cuanta mayor amplitud y alcance posea el diseño expe- 
rimental, mas potentes serán 10s resultados obtenidos del mismo. 
De la discusión de la validez interna y externa del experimento, podemos, 
por tanto, concluir que cuando un experimento ofrece la posibilidad de probar, 
caon total garantia, una hipótesis teórica, dicho experimento posee validez 
interna. Por otra parte, si dicha relación que ha podido ser comprobada con 
Itri alto nivel de precisión y exactitud, no puede verificarse en otros laborato- 
rios, por otros investigadores, con otros sujetos, o en diferentes contextos, la 
rclación descubierta y fielmente comprobada posee escasa o nula vigencia; 
cbs una relación de alcance limitado o nulo. Tiene, en definitiva, poca validez 
c'xterna. 
2. VALIDEZ INTERNA Y CONTROL 
El carácter básico de la investigación experimental consiste er, proporcio- 
tiar una base segura que permita comprobar la ccrelacibn causala entre la 
variable independiente y la dependiente. De el10 depende, como hemos visto, 
la validez interna del experimento; es decir, la posibilidad de inferir conclusio- 
nes precisas y exactas sobre la relación entre las variables experimentales. Para 
conseguir dicho propósito es necesario mantener las ccrestantes variables re- 
levantes independientesn a un nivel de acción constante a 10 largo del expe- 
rimento. S610 asi se puede alcanzar el ccexperimento idealn que según Keppel 
(1973, p. 23) seria aquel en el que s610 es permitido variar la variable indepen- 
diente. Cualquier otra variable debe ser mantenida constante, de forma que 
la variable de medida s610 sea afectada, en su variabilidad o cambio, por la 
ncción de 10s tratamientos de la variable independiente. 
Una de las principales dificultades que suelen presentarse en algunas si- 
tuaciones experimentales es el hecho de que una variable relevante extraña 
varie o cambie de valor simultáneamente con la variable manipulada. Ants 
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una situación asi cabe preguntarnos si la causa de 10s cambios observados 
en la variable de medida se deben a la manipulacion de la variable indepen- 
diente o si por el contrario, son resultado de la presencia de una variable 
extrafia contaminadora. De el10 se desprende la importancia que adquieren 
cste tip0 de variables contaminantes, denominadas por Borkowski y Ander- 
son (1977, p. 116) ((variables de confundido)). Es obvio, por otra parte, que 
si un investigador ha realizado un experimento en el que ha intervenido una 
variable de confundido y ésta no ha sido adecuadamente controlada, cualquier 
conclusion que pretenda derivar debera ser cuestionada, y, consiguientemente, 
rechazada por falta de validez interna. No controlar adecuadamente la accion 
de las variables de confundido es atentar gravemente contra la validez interna 
del experimento. 
Por otra parte, hemos de reconocer que la labor de detectar la presencia 
de variables de confundido es difícil y ardua, y algunas veces puede pasar 
desapercibida su presencia, incluso, para investigadores con gran experiencia 
cn trabajos experimentales. Y es tal la dificultad de dar con dichas variables 
que, historicamente, se han aceptado datos de experimentos contaminados 
durante un largo periodo de tiempo, hasta que se ha podido demostrar la 
presencia de una variable de confundido. Tal es el caso recogido por Borkows- 
ki y Anderson (1977), sobre un experimento realizado por Collier y Mam (1959). 
En dicho experimento, Collier y Marx (1959) se propusieron comprobar el 
cfecto de ((una previa exposición a una determinada cantidad de recompensa)) 
sobre la ejecucion futura de 10s sujetos. A tal efecto formaron tres grupos de 
ratas, con caracteristicas 10 mas similares posibles, sobre todo en 10 relativo 
a la edad y peso, para garantizar la homogeneidad de 10s grupos. El experi- 
mento se dividió en dos partes. En la primera parte -fase I del experimen- 
to- 10s tres grupos de ratas recibieron diferentes soluciones de agua azucara- 
dad: 4 %, 11,3 % y 32 Vo de concentracion de azucar respectivamente. Esta fase 
dur6 una serie repetida de sesiones, pasándose a continuación a la segun- 
da fase del experimento (fase 11). En esta segunda fase, 10s animales tuvieron 
que realizar una respuesta de presión de barra a fin de conseguir una recom- 
pensa liquida por minuto. Dicha recompensa, la misma para todos 10s sujetos, 
consistia en una solución azucarada con una concentracion del 11,3 %. Obvia- 
mente esta segunda fase introducia un cambio de recompensa en dos grupos 
del experimento, el primer0 y el tercero. De esta forma 10s grupos con mas 
alta o baja recompensa cambiaban, en el periodo de entrenamiento de pre- 
sion de barra, a un nivel de concentracion inferior o superior. En cambio, el 
segundo grupo, se mantenia, a 10 largo del experimento, con la misma can- 
tidad de recompensa; una cantidad de 11,3 % de concentracion azucarada. 
Con exclusion de la variable manipulada -concentracion de azucar- Collier 
y Marx controlaron las restantes condiciones que pudiesen afectar diferen- 
cialmente la ejecucion de 10s tres grupos. 
Los resultados de dicho experimento demostraron que, sobre un total de 
10 sesiones para la segunda fase o fase de entrenamiento de presion de barra 
para la obtención de una cantidad de recompensa de 11,3 %, la tasa de pre- 
si6n de barra diferia considerablemente en 10s tres grupos. Asi el grupo que 
c;tmbiÓ a una tasa más alta, grupo de 4 %, present6 una tasa de presión muy 
alta; en cambio el grupo de 32 % present6 la tasa más baja, en comparación 
con el grupo que no experimento cambio alguno o grupo control. Collier y 
Ilfarx interpretaron dichos resultados en el sentido que el efecto de una de- 
itbrminada cantidad de recompensa puede ser alterado <<por la previa expe- 
liencia de una cantidad diferente de la misma recompensa),. Esta inter- 
jjretación, basada fundamentalmente en el concepto de contraste, fue acep- 
t;ida durante unos diez aiios hasta que Dunham y Kilps en 1969 comprobaron 
qtle 10s datos reunidos por Collier y Mam no se relacionaban con la variable 
~~anipu lada  -carnbios en la cantidad de la recompensa- sino que posible- 
ltiente se debian a la presencia de una variable de confundido. De esta forma 
c'jccutaron un experimento en el que se verificó que las diferencias en 10s pesos 
l~ledios que desarrollaron las ratas durante la primera fase tenian un efccto 
c 4 t l  la ejeeuci6n que presentaban en la segunda fase. En efecto, el grupo con 
ltna cantidad de recompensa del 32 % de concentración presentaba un rela- 
f ivo incremento en su peso medio, siendo 10 contrario verdaders para el grupo 
tic: 4 % de recompensa, cuando eran comparados con 10s sujctos del grupo 
control que no experimentaron cambio de peso alguno. De acuerdo con la 
itlterpretación de Dunham y Kilps estas diferencias de peso podian haber per- 
4istido a lo largo de la fase de entrenamiento de presi6n de barra, aun cuando 
todos 10s grupos hubiesen pasado a un mismo nivel de concentración de 
itzúcar. De el10 podia inferirse que las diferencias entre 10s pesos promedios dc 
1,is ratas de 10s grupos experimentales covariaban con las diferentes condicio- 
ltcs de tratamiento, por cuya razón se la podia considerar como una variable 
t le csnfundido. 
Ante estos resultados cabe la posibilidad de preguntarnos si la expssieión 
las diferentes concentraciones de azúcar durante el periodo de preentrena- 
tnientos, o las diferencias de peso que desarrollaron 10s grupos durante esta 
lase, o ambas cosas a la vez, fueron la causa de 10s resultados obtenidos por 
('ollier y Mam. A tal efecto Dunham y Kilps llevaron a cabo 61 experimcnto 
;\I que nss hemos referido y en el que se mantuvicron iguales 10s pesos de 
10s cuerpos. De esta forma se comprobó que las tasas diferenciales de 
presión de barra en función de 10s cambios de recompensas no se dieron en 
lti segunda fase del experimento, en contra de 10s resultados obtenidos por 
Collier y Mam. De esta forma Dunham y Kilps concluyeron que la variable 
que Collier y Mam habian explicitamente manipulado, cambios de recompensa 
clntre la primera y segunda fase del experimento, no constituia la causa de las 
iasas diferenciales de presión de barra producidas durante el entrenamiento. 
Si, en cambio, pudo inferirse que la variable confundidora -diferentes pesos 
tle cuerpo desarrollados durante la primera fase- fue la variable funcional. 
El experimento de Collier y Mam sirve de ejemplo para ilustrar cómo 
pueden interpretarse erróneamente unos datos experimentals a causa de la 
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presencia de una inadvertida variable de confundido. Nos demuestra, tambiCn, 
que dctectar una posible variable de confundido, es tarea difícil y muchas ve- 
ces, como en el caso a que nos hemos referido, permanece oculta durante 
un largo periodo de tiempo. A pesar de ello, 10s resultados de Collier y Marx, 
crrónenmente atribuidos a una variable manipulada, ejercieron un notable 
influjo en el área de 10s efectos de refuerzo por contraste. 
La lección básica que cabe derivar de este ejcmplo histórico es que todo 
experimento, correctamente diseñado, exige la localización y eliminación de 
las variables de confundido. Por el10 consideramos que un estudio y anali- 
sis de las posibles fuentes de confundido que pueden darse en toda situación 
experimental constituye un ejercicio metodológico útil, ya que nos va a per- 
rnitir localizar con mayor facilidad 10s factores de confundido que son mas 
probables asi como su correcta identificación. 
Diversos autores han propuesto distintas clasificaciones de las principa- 
les fuentes de confundido y en base a ellas vamos a proponer su estudio y cla- 
sificación (Underwood, 1957; D'Amato, 1970; Meyers y Grossen, 1974; Bos- 
kowski y Anderson, 1977; Gottsdanker, 1978). 
3. FUENTES DE CONFUNDIDO 
La forma como una variable puede distorsionar la interpretación dc un 
experimento depende, básicamente, de su origen. Las principales fuentes de 
confundido proceden de 10s componentes básicos de que se halla integrada la 
situación experimental e incluyen las siguientes: (a) Variaciones inadvertidas 
de algunos aspectos de la situación o contexto en el que se ejecuta el experi- 
mento; (b) Variaciones inadvertidas que se producen en 10s propios sujetos 
que participan en el misrno, y (c) Variaciones inadvertidas que proceden del 
propio experimentador. Situación, sujeto e investigador constituyen las prin- 
cipales fuentes de confundido dado que, en mayor o menor grado se hallan 
presentes en todo diseño experimental. 
3.1. VARIABLES DE CONFUNDIDO SITUACIONALES 
Entre las variables situacionales que constituyen en si mismas el marco 
de referencias extern0 del experimento y a las que forzosamente se relaciona 
cualquier experimento, se pueden señalar las siguientes: (1) Variables ambien- 
tales; (2) Variables de tarea y (3) Variables de procedimiento. Cada una de es- 
tas tres categorias agrupa una serie de potenciales variables de confundido que, 
en el caso de que inadvertidamente covarien con la variable manipulada, pue- 
den constituir la causa de 10s cambios operados en la variable de medida 
o dependiente. 
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3.1.1. Variables de confundido ambientales 
Las variables de confundido ambientales abarcan toda la gama de facto- 
t k 4 s  o aspcctos que se hallan presentes en el contexto ambiental en el que 
sta inscribe el experimento. Cualquier cambio que se produzca en aspectos 
tdles como iluminación, ruido, temperatura, humedad, etc., puede convertirse 
rs r l  la auténtica causa de la ejecución registrada u observada en 10s sujetos cs- 
~rr~rimentales. Es evidente que si no se aplican 10s adecuados controles, estas 
1,iriables pueden actuar tanto coino elementos motivadores o distractorcs dc 
1.1 tarea a ejecutar. De el10 se deriva la necesidad y urgencia de un adccuado 
r rjntrol de estas fuentes de variación a fin de neutralizar y en el caso que ello 
st*a posible, eliminar su potencial acción. 
Entre las técnicas de control de este tipo de variables de confundido cabc 
tll*stacar tres que, iradicionalmente, han sido consideradas como procedi- 
lriientos básicos de control y reclben 10s nombres siguientes: (a) Mantenimien- 
to constante de la misma; (b) Sistematización y (c) Aleatorización. 
Una de las técnicas de control mas frecuentes, sobre todo en 10 que se 
tc'ficre a las variables ambicntales, es el ((mantenimiento constante de las 
ttlismas)). En el supuesto que dicha técnica haya sido aplicada de forma efec- 
tiva, se puede asumir que su influencia se mantiene constante a traves de 
lrrdos 10s sujctos y grupos experimentaIes. Por 10 general este tipo de control 
ht' consigue mediante la construcci6n de especiales locales de laboratori0 
tr cabinas en las que sea posiblc un total y efectivo control de las principales 
itientes de confundido ambientales. Una forma ejemplificada de control am- 
biental la tenemos en la famosa (ccaja de Skinnern que, como sabemos, ha 
\ido ideada a propósito para obtener el más completo control de todas las 
lrusibles variables de confundido ambiental. 
También la sistematización puede, en algunos casos, constituir una eficaz 
ldcnica de control. En base a su sisternatización, la variable independientc ex- 
Iraiia, objeto dc control, se convierte en variable independiente y es tenida 
tbn cuenta en el momento de analizar 10s datos. Hemos de reconocer, a pesar 
de esto, que una de las formas más efectivas de control para las variables 
,tmbientales son las tkcnicas mecánicas como las cabinas, gabinetes, cajas, etc., 
ttlediante las cuales podemos regular perfectamente la temperatura, luminosi- 
dad, ruido y las restantes variables de confundido. Ahora bien, no es menos 
r3ierto que en algunos casos este tip0 de control es totalmente imposible, por 
cauya razón se hace aconsejable su sistematización. FijCmonos en la variable 
(<hora del dia en que se ejecuta el experimento)). Esta variable, si se demuestra 
que tiene una influencia efectiva sobre 10s resultados, debe ser de alguna 
lorma controlada. Dado que de 10 contrario, nos expondriamos a obtener 
unos resultados confundidos. 
No es menos cierto, sin embargo, que la mayoria de las variables am- 
bientales no suelen presentar un gran interés teórico para la maysria de 
tos experimentos conductuales. Esta es la raz6n por la que, generalmente, 
no suelen sistematizarse. 
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Por ultimo, es preciso añadir que la c(Aleatorización)> constituye, sin duda, 
una dc las tecnicas de control más ampliamente utilizadas. Cuando en un 
experimento se hace imposible el uso de las técnicas anteriormente descritas, 
se puede recurrir a la aleatorización. En virtud de la aleatorización, 10s dife- 
rcntes valores de la variable de confundido se distribuyen al azar dentro de 
cada uno de 10s grupos experimentales, con 10 que su posible efecto queda 
neutralizado. No obstante, como indican Meyers y Grossen (1974, p. 133), la 
aleatorización no es un procedimiento recomendable -aunque muchas veces 
se3 la única técnica disponible-, dado que con e1 se aumentan las diferencias 
individuales ya esperadas en todo experimento. 
3.1.2. Variables de  confundido de  tarea 
Las variables de tarea se refieren tanto a 10s estimulos y materiales que 
son presentados a 10s sujetos como a las instrucciones que les son dadas a fin 
de que ejecuten una determinada actividad. Es decir, cualquier tarea ejecutada 
por el sujeto a fin de generar daios experimentales depende, fundamentalmen- 
te, del tipo de aparato o técnica de presentación de estimulos, de la propia 
modalidad o característica de 10s estimulos, asi como de la serie de instruccio- 
nes o consignas dadas para s2 adecuada ejecucion. 
Es evidente, por otra parte, que las características fisicas o materiales 
de 10s estimulos pueden convertirse en una potencial fuente de variables de 
confundido. Supongamos, por ejemplo, que se pretende estudiar el efecto de 
la cccomplejidad estimulativaa sobre la ((conducta exploratorian. A tal propó- 
sito se construyen dos clases de pautas estimulativas: Bandas negras horizon- 
tales sobre un fondo blanco y bandas negras verticales. Si la variable indepen- 
diente queda definida en función del sentido que toman las bandas negras, 
un problema que sin duda es posible que se plantee es el relativo a la ampU- 
tud de dichas bandas. Si dicha variable no queda controlada podria conver- 
tirse en una posible fuente de confundido para 10s resultados de este expe- 
rimento. Tenemos, por tanto, en este caso una posible variable de confundido 
de tarea. Son frecuentes, también, las variables de confundido de tarea dentro 
del campo de la memoria y psicofisica. Si por ejemplo, en psicofisica nos 
interesase estudiar el umbra1 de la tonalidad, comprobariamos que cualquier 
cambio en la intensidad del estimulo auditivo podria confundir con 10s cambios 
de frecuencia del mismo. 
Cuando por tarea se entiende la actividad que debe ejecutar el sujeto, 
debera asegurarse que esta presente un mismo nivel de dificultad para 10s 
diferentes grupos experimentales, de forma que la característica propia de 
cada tarea no favorezca mas a un grupo que a otro. 
Un sistema frecuentemente utilizado, en relación a la variable de tarea, 
se ejerce eliminando aquellos sujetos que no dan, en una serie de pruebas 
de entrenamiento un determinado nivel o no alcanza el criteri0 establecido. 
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J'stas y otras tCcnicas, como las que hemos descrit0 en el apartado anterior 
p~teden ser utilizadas adecuadamente para el correcto control de las variables 
dtb tarea, cuando Cstas pueden introducir una distorsión sistematica en 10s 
rar-sultados. 
3 1.3. Vauiables de confundido de procedimiento 
Un problema relacionado con el procedimiento experimental sc rcfiere a la 
irrrma como 10s materiales o estimulos de tarea son presentados a 10s difc- 
rr4ntes grupos experimentales. Cuando se utilizan diferentes sistemas de prc- 
\tUntaci6n es posible que se produzcan variaciones inadvertidas aunque sis- 
liamilticas en las respuestas de 10s sujetos. Una consecuencia de ello es quc en 
1,ts respuestas se manifiesten tendencias que rcflejan la especial forma de 
presentación de 10s estimulos. Una de estas tendencias es conocida con el 
nombre de apreferencia de la posicións. Se da apreferencia de la posiciónv 
cliando cl sujeto reacciona mas bien a la localización, ya sea temporal o espa- 
cial, del estimulo que a sus particularidades especificas. Asi, por ejcmplo, si 
s(: presentan visualmente dos estimulos, X e Y, de tal forma que a X se le 
asocia una recompensa y a Y no y, por otra parte, que X aparezca siempre 
n la derecha e Y a la izquierda, es posible que nos preguntemos si el sujeto 
\:i a aprender a discriminar en función de la localización o en función de las 
c ,iracteristicas diferenciales de 10s estimulos visuales. Es posible, tambiCn, que 
ta l  sujeto responda a ambas cosas a la vez. Tenemos por tanto, en este caso 
iina posible fuente de confundido que depende de la presentación espacial de 
1t1s estimulos. 
Un segundo efecto de procedimiento puede darse cuando la presentación 
(Ib: 10s tratamientos sigue, invariablemente, una secuencia u orden temporal. 
I?e esta forma, si 10s diferentes tratamientos son aplicados a 10s respectivos 
~wrupos experimentales coincidiendo con momentos temporales distintos (hora 
clcl dia, dia de la semana, etc.) y claramente diferenciados, puede producirse 
r l t l  fenómeno de confundido. En este caso el tiempo puede actuar como una 
scgunda variable coincidiendo con 10s diferentes valores de la variable mani- 
~rulada. Como afirman Borkowski y Anderson (1977, p. 133), ((la localización 
o situacion espacial y temporal de 10s materiales de estimulo o tratamientos 
i epresentan fuentes de confundido si tales elementos covarían inadvertida- 
ttlente con la variable independienten. En el caso que se dé esta presunta 
c ovariacion, se hace totalmente imposible determinar hasta qu8 punto 10s 
t ambios creados en la variable dependiente es efecto de 10s tratamientos 
r4xperimentales o bien del factor de covariación. 
Un tercer fenómeno de confundido, en relación a la disposición de 10s 
fratamientos, suele aparecer en aquellas situaciones en que cada uno de éstos 
\e aplica, en su totalidad, a todos 10s sujetos del grupo experimental. Es evi- 
tlente que dicho efecto depende, en gran parte de la estructura propia del 
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diseño experimental, sobre todo de aquellos diseños conocidos con el nombre 
de ccdiseños intra-sujetosn. Y aunque mas adelante hablaremos de estos efec- 
tos con más detalle al tratar el tema de 10s diseños, vamos a señalar, sucin- 
tamente que tales efectos, conocidos generalmente como ccefectos secuencia- 
les,, ccefectos de ordenn, ccefectos transferencialesa y ccefectos residuales acu- 
mulativos), son propios de 10s diseños intra-sujeto y se producen cuando la 
acción de un tratamiento persiste en el tiempo de forma que puede influir 
sobre la posible acción ejercida de un segundo tratamiento. De esta forma, 
el efecto actual del segundo tratamiento sobre la variable dependiente queda 
mediatizado por la presencia de un efecto residual o acumulativo del primer 
tratamiento. 
Un cuarto efecto puede producirse, también, en aquellos diseños expe- 
rimentales en 10s que se exige del sujeto una respuesta repetitiva (como en 10s 
experimentos de aprendizaje). En tales casos, es frecuente que se generen 
efectos secundarios que tiendan a mejorar o a deteriorar la ejecución. Como 
afirman Borkowski y Anderson (1977, p. 134), la respuesta repetitiva puede 
afectar la ejecución del sujeto en dos sentidos, ccen primer lugar, puede mejo- 
rar la ejecución a causa de factores tales como la creciente familiarización con 
10s materiales y la exigencia de la tarea, el desarrollo de una disposici6n 
a responder o a aprender, y una creciente confianza debida a 10s primeros 
6xitos en la tareaa. Estos mejoramientos de la tarea son conocidos, también, 
con el nombre de ccefecto de la prácticaa. Tales efectos de práctica, que se 
traducen en un gradual mejoramiento en la ejecución, se deben al cccalenta- 
mientos o ccwarm-up,, y a un componente más permanente denominado 
ccaprendizaje a aprender,, (Thune, 1950). También, el efecto de la respuesta 
repetitiva del sujeto puede traducirse en un deterioro de la ejecución debido 
a factores tales como la fatiga, habituación y adaptación. Todos estos efec- 
tos reciben el nombre genérico de ccefectos de fatiga),. 
Una Última variable de confundido relacionada con el procedimiento es 
la relativa a las instrucciones o consignas dadas a 10s sujetos para la correcta 
ejecución de una determinada actividad. Gran parte de las tareas realizadas 
por 10s sujetos depende, fundamentalmente, de la naturaleza y carácter de 
las instrucciones leidas. Por todo el10 es evidente que dicha variable se puede 
convertir en una poderosa fuente de confundido. Esta es la causa por la que 
en el momento de redactar las instrucciones se dé la necesaria informaci6n 
al sujeto para que pueda ejecutar la tarea, sin que por ella pueda enterarse 
del objetivo básico del experimento. Las instrucciones deben posibilitar, como 
norma general, que la variable independiente ejerza adecuadamente su acción 
sobre la variable de medida, sin que se conviertan en causa de la misma. Cabe 
señalar, también, que en algunos experimentos las instrucciones se convierten 
en variable independiente. Tenemos, por ejemplo, aquellos casos en que a tra- 
vés de las instrucciones se pretende crear una actitud o inducir una creencia 
a 10s sujetos. De este modo, mediante unas instrucciones dadas diferencial- 
mente a 10s diversos grupos experimentales se pretende desarrollar distintas 
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disposiciones subjetivas capaces de afectar cualquier fenómeno de tipo per- 
tr'ptivo o estimativo. Cuando esto ocurre cabe plantearnos la siguiente cucs- 
t16n: ¿Cual cs la verdadera causa de 10s cambios operados en la conducta? 
pl,as instrucciones entendidas en un sentido estrictamente fisico, o bien, la 
disposición o actitud suscitada a 10s sujetos, o ambas cosas a la vez? 
Algunos investigadores estan de acuerdo en afirmar que las diferentes 
ciisposicioncs o actitudes inducidas a través de las instrucciones constituyen 
1,t íinica causa o variable explicativa de 10s hechss. No obstante, un antilisis 
tnás profundo de dicha variable nos hace caer en la cuenta de que esta inte- 
yrada por dos componentes: (a) La naturaleza física de un enunciado y (b) 
r tialquier tendencia o disposición interna inducida por la misma. Estos dos 
( omponcntes suelen combinarse en algun sentido, influyendo, así, en la respues- 
1.1 verbal del individuo. 
Uno de 10s presupuestos basicos que establecen Borkowski y Anderson 
(1977), cuando sc refieren a la utilización de las instrucciones es que se con- 
liertan ccsimplemente en un modo de inducir una respuesta hipotetica interna 
que, a su vez, cause la ejecución en cuestiónn (p. 124). Es evidente que dentro 
tle este contexto, las instrucciones son entendidas o interpretadas desde una 
perspectiva mediacional. Es decir, las instrucciones pueden ser consideradas, 
~nicialmente, como una clase de variable experimental física que suscita en 
sujeto un tipo de respuesta interna -disposiciÓn o actitud-, la cua1 a su 
xez es causa de una respuesta verbal. De esta forma, las instrucciones pueden 
aer consideradas como estímulos fisicos que generan en 10s individuos ccres- 
puestas o reacciones internas),, que a su vez influyen en sus respucstas verba- 
Ics. Un análisis mas detallado de la variable ccinstrucciones)> nos lleva a con- 
r+luir que estas se hallan integrada por un conjunt0 de estímulos verbales, 
rauya variación puede afectar sensiblemente las respuestas internas o mediacio- 
riales de 10s sujetos. Por dicha razón hay que tener sumo cuidado cn su redac- 
lado, de forma que s610 susciten aquellas respuestas que sean requeridas para 
10s propósitos basicos del experimento. En efecto, cualquier cambio de una 
palabra puede tener el mismo efecto sobre 10s resultados que la alteración 
tle una pauta estimulativa o aumento de la intensidad de un estimulo físico. 
"fambikn puede ocurrir que las instrucciones sean entendidas de diferente for- 
tna por 10s sujetos, como también, que la introducción de una o mas palabras 
puede alterar el significado total de una frase. De todas estas consideraciones 
sc deriva la gran importancia que tienen las instrucciones en la investigación 
cxperirnental, en especial cuando son utilizadas como variable manipulada. 
Como colofón al analisis realizado sobre las instrucciones, como variable 
de confundido, vamos a indicar unos criterios que permitan restringir al má- 
ximo su efecto como variable secundaria: (1) Pueden ser leidas de nuevo a fin 
de que sean totalmente entendidas por 10s sujetos; (2) Podemos pedir a 10s 
sujetos que nos las expliquen a fin de comprobar que han sido perfectamente 
comprendidas: (3)  Se pueden utilizar ensayos de preentrenamiento para veri- 
ficar si efectivamente han sido comprendidas y (4) Se pueden manipular con 
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objeto de determinar si realmente poseen la influencia que realmente se es- 
pera de ellas. 
En todo experimento se hallan presentes una serie de variables de sujeto 
(Undelwood y Shaughnessy, 1978, p. 30) conocidas con el nombre de diferen- 
cias interindividuales que pueden, en un momento dado, confundir la accion 
de 10s tratamientos. Por 10 general dichas variables recogen las caracteristicas 
biologicas, sociológicas y psicologicas relativamente estables de 10s sujetos, 
tales como la edad, sexo, rasgos de personalidad, capacidad intelectual, inte- 
reses, valores, etc. Estos aspectos que reflejan dimensiones estables de 10s 
sujetos pueden tener una accion de confundido cuando covarían sistemática- 
mente con 10s valores o niveles de la variable independiente. No obstante, di- 
chas variables suelen quedar aleatorizadas, mediante el sistema de muestreo, 
pasando a formar parte de 10 que se conoce con el nombre de ccerror experi- 
mental,,. En el caso que sistematicamente estuviesen presentes en un determi- 
nado grupo experimental, se produciria un error muestral, o ccerror de tip0 S. 
de acuerdo con ia nomenclatura propuesta por Lindquist (1953). 
No obstante, cuando se consideran las variables de sujeto, una de las 
principales fuentes de confundido procede del hecho de que 10s sujetos que 
participan en el experimento sean sujetos voluntarios o pagados, o bien suje- 
tos que hayan participado previamente en experimentos de laboratorio. Como 
scñalan Rosenthal y Rosnow (1975, p. 85), ccexiste una considerable evidencia 
que sugiere que, dentro del contexto de nuestra cultura occidental, el papel 
de sujeto de investigacion es probablemente bien conocido por la mayoria de 
sujetos adultos que encuentran su forma en nuestras poblaciones de sujetosn. 
En Psicologia, concretamente, la mayoria de sujetos proceden de poblaciones 
de estudiantes que se hallan dispuestos a colaborar (Higbee y Wells, 1972). 
Como ha subrayado McNemar (1946), ccla actual ciencia de la conducta huma- 
na es ampliamente la ciencia de la conducta de 10s estudiantes universitarioss. 
Rosnow y Aiken (1972), partiendo del supuesto de que la experimentación 
constituye una situacion de carácter social, han propuesto una interpretación 
del ccpapel del sujeto de investigacions basados en un modelo de procesamien- 
to de información de cinco pasos o estadios. 
El primer paso, que constituye el origen de la investigación, esta forma- 
do por las expectaciones que tienen 10s sujetos cccomo sujetos de investiga- 
cien,,. Todo experimento se halla integrado por una serie de elementos que 
determinan unas expectativas concretas en el sujeto en relación al mismo. 
Estos aspectos que se desarrollan en el sujeto en función de su autopercep- 
ción como sujeto de investigacion y en función de las hipótesis del investi- 
gador son denominados por Orne (1962) cccaracteristicas de la demandas. 
Las caracteristicas de la demanda, como hemos indicado, abarcan todas aque- 
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llas sugerencias que el sujeto adquiere no so10 sobre su actual papel como 
&r~jeto experimental, sino también en base a 10s propósitos de la investigacibn. 
],as cccaracteristicas de la demanda, son evaluadas por el sujeto en funcibn 
ric la información paralela que obtiene acerca del experimento, como las ins- 
I t-ucciones, contexto, filtraciones que recibe sobre el objetivo de la investiga- 
r ión y, sobre todo, de las impresiones que recibe el experimentador. Como ha 
hcñalado insistentemente Rosenthal (1966, 1967, 1969), una importante fuente 
tlc las caracteristicas de la demanda son las preconcepciones que posec el 
wjeto, asi como el modelamiento de su conducta. El experimentador puedc 
~ilodelar la conducta del sujeto en la medida que proyecte sobre 61 su especial 
t oncepción y particular expectativa que tiene del experimento. En efecto, el 
lono emocional que adopta el experimentador en torno a una ejecución puede 
t onvertirse en fuente de aprobación o reprobación para el sujeto. De esta 
forma se modela, indirectamente, la conducta del sujeto de acuerdo con el 
paradigma de acci6n de 10s reformadores sociales. En este primer paso, pues, 
($1 sujeto adquiere cclas expectaciones que se tienen como sujeto de investi- 
pnci6n)), a pcsar de que tales expectaciones pueden quedar alteradas por 
rrtros factores internos del sujeto. Por ells, como afirman Rosenthal y Rosnow 
(1975, p. 85)) cccon objeto de que estas caracteristicas de la demanda puedan 
4cr procesadas deben ser, en primer lugar, adecuadamente recibidasn. 
El segundo paso del modelo propuesto por Rosnow y Aiken (1973) se re- 
iiere a como el sujeto interpreta y reconoce las caracteristicas de la deman- 
da. Esto dependerá de la capacidad y habilidad del sujeto en captar su im- 
portancia como elemento decisivo en la investigación que se lleva a cabo. 
Il1 tipico s~tjeto de investigación es una persona especialmente sensible y 
tlispuesto a cooperar activamente con 10s propósitos del investigador, hecho 
que le convierte en un ser especialmente receptivo a cualquier tipo de sciial 
que pueda orientar su tarea en la situación exprimental. Se ha podido com- 
probar que 10s sujetos que son especialmente receptivos a las características 
rle la demanda favorecen positivamente la comprobacion de la hipótesis. 
El tercer paso se halla relacionado con la motivación del sujeto o capa- 
cidad de orientar su conducta de acuerdo con sus percepciones. Evidente- 
nnente 10s sujetos que voluntariamente han aceptado el papel de sujeto de 
investigación se muestran más adquiescentes en relación a las caracteristicas 
cle la demanda. Como han señalado Rosenthal y Rosnow (1974), 10s sujetos 
voluntarios tienden a ser rnás complacientes a tales características que 10s 
sujetos no voluntarios. Este hecho es interpretado por Rosenthal y Rosnow 
(1975) en el sentido de que la cooperación activa del sujeto con el investi- 
gador puede ser considerada como una autojustificacion, o como resultado 
de una autoselección o quizá, también, por el hecho de que el sujeto volun- 
taris suele presentar unos rasgos psicolÓgicos tipicamente especificos (gente 
educada, de un mejor estatus social, que busca una mayor aprobación, menos 
autoritaris, más complaciente, rnás sociable, rnás joven, etc.). Puede darse, 
como es lógico, situaciones totalmente opuestas. Sobre todo cuando las ca- 
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racteristicas de la demanda se hallan en total contradicción con una evalua- 
ción desfavorable en relación a un atributo psicológico importante. Cuando 
se da dicha situación, el sujeto en lugar de cooperar y mostrarse complaciente 
con las caracteristicas de la demanda, puede reaccionar en forma totalmente 
contraria. Existen, por tanto, una serie de factores que pueden, en un mo- 
mento dado, suscitar una disposición motivacional contraria a 10s propósitos 
de la investigación. 
Rosnow y Aiken situan en el cuarto paso de su modelo la capacidad del 
sujeto de responder positivamente a sus motivaciones. Existen, sin duda, ta- 
reas que requieren por parte del sujeto la ejecución de un tipo de actividad 
para la que no se halla biológica ni físicamente dotado. En este caso, el su- 
jet0 más bien dispuesto y mas avido en colaborar se ve incapaz de cumplir 
con las características de la demanda. Evidentemente, este estadio intermedi0 
del modelo del papel del sujeto de investigación depende básicamente del 
experimentador. El experimentador no va a exigir del sujeto la ejecución 
de una actividad que se halle fuera de 10s limites de sus capacidades norma- 
les. Esta es la razón por la que Rosnow y Aiken consideran como pasos más 
importantes, en relación al sujeto, la receptividad y la motivación (2 y 3). 
El ultimo paso describe la conducta del sujeto que se halla operativamen- 
te bajo la influencia básica de 10s pasos 2 y 3. La conducta final recoge, fun- 
damentalmente, el efecto combinatori0 de estos dos pasos mediadores y en 
funci6n de ellos pueden darse tres estados mutuamente exclusivos y exhaus- 
tivos: Adquiescente con las caracteristicas de la demanda (A+) contra-adquies- 
cente (A-) y no adquiescente (A0). Asi, la conducta final del sujeto puede ser 
considerada como el resultado final de 10s pasos mediadores 2 y 3, junto 
con el paso 4. 
La siguiente figura presenta diagramáticamente la secuencia de pasos in- 
tervinientes del modelo descrit0 y permite una versificación visual de 10s 
efectos de sesgo que puede producir la reactividad observacional, cuando 10s 
sujetos adquieren el papel de ccsujetos de investigación,. 
Origen Paso 2 Paso 3 Paso 4 Conducta 
Paso 1 Receptividad Motivación Capacidad Paso 5 
Origen Paso 2 Paso 3 Paso 4 Conducta 
Paso I Receptividad Motivación Capacidad Paso 5 
Caracteris- 
demanda 
/' ticas de la 
1 
\RO C.' ( 6 %  
Fre; 1. hlodelo de procesamiento dc informacibn propuesto por Ros~?o\\. y Aiken (1073). 
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En este diagrama en arbol se presentan seis ramas que, a excepeión de 
1,t 1 y 3, llevan a una conducta que deberia verse libre del error reactivo del 
sujeto. La primera via lleva a un tip0 de conducta propia del sujeto que 
adopta un papel de sujeto de investigación)). Es adquiescente con la demanda, 
~~c rc ibe  10s deseos del investigador, esta positivamente motivado y es capaz de 
rlesempeñar un buen papel como sujeto de investigación. La via 3, presenta una 
henducta de un sujeto motivado de forma negativa. Las vias 2 y 4, se hallan 
limitadas por la falta de capacidad, la 5 por la falta de motivación y la 6 por 
1,t falta de receptividad. Desde el punto de vista metodológico el principal 
problema consiste en salvar, para las vias 1 y 3, la posible reactividad obser- 
xacional que posee un efecto de desviación sistematica sobre 10s resultados. 
Se han propuesto algunas alternativas con el fin de restringir o eliminar 
13 ccreactividad observacionaln que se produce en las situaciones 1 y 3, siendo 
rie todas ellas, quiza, la mas plausible la propuesta por Campbell (1969), quien 
hugirió la posibilidad de planificar 10s experimentos en situaciones naturales, 
fuera del ambiente de laboratorio. cesi el problema de la reactividad surge 
clel hecho de que 10s sujetos generan conductas artificiales en respuesta a 
las caracteristicas de la demanda cuando consideran que un investigador les 
casta obscrvando, una solución alternativa es desviar la atención del sujeto 
tle las caracteristicas de la demanda y orientarles hacia demandas sociales 
rlturaless (Rosenthal y Rosnow, 1975, p. 89). 
3.3. VARIABLES DE CONFUNDIDO DEL EXPERIMENTADOR 
Una de las variables que pueden distorsionar 10s resultados de un expc- 
r-imento es el ecexperimentador en sí mismo)). Es evidente, aunque el10 nos 
\orprenda, que cualquier cosa que conozeamos sobre el experimentador como 
persona y su actuación con respecto al sujeto de investigación es algo muy im- 
portante para la ciencia experimental. No vamos aquí a introducir la distinción 
que Barber (1973, p. 382) establece entre ckwestigador y experimentadora, en 
su estudio sobre 10s nueve efectos de investigador y experimentador. Nos va- 
inos a limitar a 10s efectos de experimentador, tal como tradicionalmente ha 
4ido propuesto por Rosenthal (1966), Friedman (1967) y Rosenthal y Ros- 
tiow (1969). 
Como Borkowski y Anderson (1977) indican, la variable experimentador 
constituye un elemento extraño, de gran importancia, que puede llegar a con- 
f'undir la acción de la variable independiente y, como consecuencia, distor- 
sionar 10s resultados de una investigación. En tal caso se obtendría un di- 
seño totalmente contaminado atentándose abiertamente contra su validez in- 
terna de forma que toda conclusión derivada del mismo careceria de valor. 
De el10 se deriva la importancia que tiene el estudio del ccefecto de experi- 
mentadora, ampliamente estudiado por Rosenthal (1966) en Harvard y pos- 
teriormente por Rosenthal y Rosnow (1969) y Barber (1973). 
- -  - 
Problernática metodológica de  la validez experimental 67 
Rosenthal (1966) en la descripción inicial que hace sobre el ccefecto de ex- 
perimentador,, introduce una distinción básica, que por otra parte, se&n 
Barber (1973), deberia ser atribuida distintamente al ceinvestigador, de un 
lado y al ecexperimentador, de otro. A pesar de que Rosenthal no insiste en 
dicha distinción, 10s efectos que indiscriminadamente atribuye al experimen- 
tador recogen, básicamente, 10s principales errores que pueden cometer tanto 
el investigador como el experimentador. Estos efectos son: (a) la influencia 
que el experimentador ejerce directamente sobre 10s datos del experimento, 
independientemente del sujeto y (b) el efecto de experimentador, propiamen- 
te dicho el cua1 se produce cuando el experimentador, como persona, inter- 
actua con el sujeto proyectando sobre e1 sus expectativas, su forma de ser, 
sus actitudes, etc., todo 10 cua1 puede producir un sesgo importante en la 
conducta del sujeto de investigación. 
Uno de 10s riesgos al que el experimentador se expone en relación a 10s 
resultados recibe el nombre de ccerror de registro,,. Este error puede darse 
en aquellos casos en que el experimentador debe observar la conducta de 
10s sujetos y registrarla de alguna forma. Se ha podido constatar la existen- 
cia de errores de registro, cosa frecuente en cualquier investigación y que, 
por otra parte, dichos errores no han sido compensados entre sí. Un grupo 
de errores compensados seria aquel en que la distribución del error es al 
azar y no favorece ningún tipo de respuesta o medida de la variable de- 
pendiente. 
Los errores de observador deben distinguirse del ccsesgo del observadors, 
dado que, por 10 general, 10s primeros se distribuyen al azar en torno al 
criteri0 o valor correcto. Las observaciones sesgadas suelen presentarse con- 
sistentemente desviadas en un sentido u otro y pueden reflejar alguna rela- 
ción con respecto a las caracteristicas del observador o de la situación ob- 
servada, o de ambas cosas a la vez. 
Al considerar el acto o secuencia de actos que constituye la observaci6n 
en el quehacer científic0 se puede establecer una distinción, a nivel concep- 
tual, entre localización del ccerror de registroa y ccsesgo,,. El sesgo, conocido 
también con el nombre de error de captación, suele depender de las diferen- 
tes posiciones del experimentador, de 10s ángulos de la observación, de las 
imperfecciones del aparato sensorial, de 10s sistemas de conexión nerviosa, 
de las áreas de proyección cortical, etc. El error de registro, por su parte se 
distingue del anterior, ya que puede darse partiendo de la base de la no 
existencia de un error de captación, en la transcripción de 10s datos o la 
respuesta en el sistema de registro, 10 cua1 difiere completamente del hecho 
que sea correctamente captado. Es evidente que una de las posibles técnicas 
de control de estos dos errores (registro y captación) consiste en la replica- 
ción del experimento. Con frecuencia la replicación de las observaciones sirve 
para establecer el carácter de este tip0 de errores. 
Junto a estos efectos que inciden directamente sobre el experimento, en 
el registro de datos, análisis de 10s mismos, interpretación, p1anificacidn, etc., 
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ltosenthal (1966) dedica gran parte de su trabajo al estudio del cfecto propia- 
uiente de experimentador o la interacción entre Cste y la respuesta de 10s 
st~jetos. Rosenthal en su libro trata en profundidad del análisis de 10s siguien- 
l ias  cfectos de experimentador: 
1. Interacción debida a 10s atributos biosociales (sexo, edad, raza). 
2 .  Interacción debida a 10s atributos psicológicos (ansiedad, hostilidad, 
autoritarisme, inteligencia). 
3. Interacción debida a 10s factores situacionales (familiaridad, expcrien- 
cias en la conducci6n de experimentos, etc.). 
4. Interacción debida al modelamiento (grado de correlacibn entrc la 
ejecución del experimentador y dcl sujeto en la misma tarea). 
5 .  Interacci6n debida a la espectativa del experimentador sobre las rc- 
sultados del experimento. 
Dicha clasificación no es exhaustiva y la podríamos completar con la 
que nos propone Barber (1973, p. 383), quien, como ya hemos indicado, es- 
l,iblece una distinción inicial entre investigador y experimentador. Segun 
Ilarber, el investigador es quien decide qué tips de trabajo o estudio ha de 
tcalizarse, c6mo debe ser diseñado, cómo debe ser analizado o interpretado. 
1.1 investigador, por su parte, es responsable del experimento, en su totalidad, 
,tsi como del previo entrenamiento que han de recibir 10s experimentadores 
Imra su correcta ejecución. El experimentador, de otra parte, es quicn lleva 
. t  la practica el trabajo, probando a 10s sujetos, administrando las instruc- 
r iones y registrando sus respuestas. De ahi que mientras el investigador es 
('1 responsable del diseño experimental, el experimentador cs responsable 
rle la rccogida de datos. A partir pues de esta distinción es obvio que puedan 
castablecerse cfectos especificos para cada uno de estos dos componentes. Es 
tlecir, 10s efectos de investigador y 10s efectos de experimentador. De acucr- 
tlo, pues, con Barber, estos efectos pueden describirse de acucrdo con cl si- 
**uiente esquema: 
1:fectos de investigador 
1. Paradigma del investigador. 
2. Protocolo vago o impreciso. 
3. Analisis del investigador. 
4. Falseamiento intencional de 10s resultados. 
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Efcclos de  experimentador 
5. Atributos del experimentador. 
6. Fracaso en seguir el protocolo. 
7. Registro erróneo de 10s datos. 
8. Efecto de falseo intencional. 
9. Las expectativas no intencionales. 
Estos son, en definitiva, 10s principales efectos que pueden producirse en 
una investigación en función tanto del investigador como del experimenta- 
dor. Esta clasificación recoge, fundamentalmente, la establecida por Rosen- 
thal en 1966. 
4. DISERO EXPERIMENTAL 
Según Meyers y Grossen (1974, p. 140), el término adiseño experimentaln 
o simplemente adiseño,,, en el contexto de investigación, puede significar 10 
siguiente: 
1. El término diseño entendido como ccverbon viene a significar un pro- 
ceso conjunt0 de actividades encaminadas a la planificacion de un 
experimento. Asi, diseñar un experimento, significa tomar una serie 
de decisiones en torno a 10s grupos experimentales, a 10s valores de 
las variables (independieate y dependiente), aplicación de controles, 
utilizacion de pruebas estadisticas, etc. 
2. En segundo lugar, el término diseño es utilizado para describir ((una 
clase especifica de experimentoa. Dentro de esta segunda acepcion se 
suele utilizar términos tales como ((diseño de transferencias, c~disefio 
de condicionamiento),, adiseño de memoria a corto plazos, etc. En to- 
dos estos casos, el diseño se refiere a un tipo concreto de procedi- 
miento utilizado para formar 10s respectivos grupos experimentales 
con objeto de probar un determinado efecto. 
3. Se entiende, también, por diseño a la forma como especificamente van 
a disponerse 10s diferentes grupos que formaran parte de un experi- 
mento. De acuerdo, pues, con este criterio, 10s diseños suelen conocer- 
se como diseños de dos grupos separados, diseños multigrupos, dise- 
ño de un solo grupo, diseño factorial, etc. 
4. Por Último, una cuarta utilización del término diseño hace referencia 
al tip0 de analisis estadisticos que van a aplicarse a 10s datos. Asi, 
tenemos 10s diseños paramétricos, diseños no paramétricos, según la 
prueba de significacion utilizada se ajuste o no a la teoria normal. 
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De entre estas cuatro acepciones quizá la rnás utilizada, en la mayoria 
clc 10s tratados sobre el diseño experimental, sea la tercera. Es decir, el di- 
st*ño puede ser considerado en función de la cantidad y forma como se han 
constituido 10s grupos experimentales. riste va a ser el concepto que vamos 
tt utilizar en el presente trabajo. Por otra parte, esta particular concepción 
t1c:l diseño, si bien no excluye a las otras, nos va a servir para una mejos 
tliscusión de 10s temas que hemos introducido anteriormente: validez y 
c ontrol. 
Uno de 10s procedimientos para conseguir un control efectivo de las va- 
raiables de confundido, que pueden de una forma u otra atentar contra la 
t;ilidez de una investigación, es mediante la utilización de un adecuado diseño 
c~uperimental. En todo diseño deben conjugarse las condiciones básicas que 
:isepren tanto la validez interna como la externa. Cada diseño, requiere, por 
$11 parte, unos determinados sistemas de control de las variables de confun- 
rlido, asi como unos procedimientos específicos para la formación de 10s di- 
Icrentes grupos de tratamiento. Mediante el control quedar6 garantizada la 
tnlidez interna del diseño y mediante la apropiada selección de la muestra 
para la formación de 10s grupos, se garantizará su validez externa. 
Un diseño proporciona una relativa validez externa, en la medida que 
Iris sujetos de la muestra representen proporcionalmente a la población so- 
¡)re la que van a extenderse los resultados. De ahí, que la validez externa 
rlcpende, en gran parte, de la forma o método de seleccionar 10s sujetos para 
la formación de 10s diferentes grupos de tratamiento. Esta constituye una 
rIe las razones para que al considerar el diseño experimental no s610 se tenga 
c'n cuenta la forma como se controlan las variables extrañas, sino tambi6n 
(11 procedimiento mediante el cua1 se garantice su validez externa. En la des- 
cqripciÓn que a continuación vamos a hacer de 10s diseños de experimenta- 
vión nos fijaremos, fundamentalmente, en 10s dos siguientes aspectos: (a) 
vómo a través del diseño se podrá conseguir un adecuado control de las va- 
riables de csnfundido, y (b) cu6les van a ser las estrategias que se utilizan, 
cbn cada disefio, para una efectiva formación de 10s diferentes grupos expe- 
rimentales. S610 en base a estos dos criterios se podrá valorar al diseño desde 
una perspectiva total en cuanto a la validez. 
4.1. CLASIFICACI~N DE LOS DISEROS EXPERIMEXTALES 
Los diseños rnás ampliamente utilizados en la investigación experimental 
son fundamentalmente dos: (a) Diseño entre sujetos, conocido tambikn con 
cl nombre de grupos separados o diseño entre-grupos, y (b) Diseño intra- 
sujetos o diseño de un solo grupo, cuya característica más importante es el 
hecho de que se aplica a cada uno de 10s sujetos del grupo todos 10s trata- 
~ 
mientos experimentales. Es evidente, por otra parte, que estas dos clases I 
básicas de diseño poseen sus lirnitaciones y ventajas, y su aplicación a un ~ 
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caso concreto debe valorarse en función de las condiciones experimentales 
asi como de la disponibilidad de 10s sujetos. 
4.1.1. Diseño entre-sujetos o d e  grupos separados 
Uno de 10s principales riesgos que poseen 10s diseños entre grupos, en 
relación a la validez interna, es que la diferencia constatada entre 10s dife- 
rentes gmpos no sea causada por el tratamiento experimental, sino por las 
diferencias de 10s sujetos que pertenecen a 10s respectives grupos. Una tai 
diferencia de sujetos en 10s grupos, previa a la aplicación de 10s tratamien- 
tos, puede ejercer un efecto contaminante sobre 10s datos y falsear total- 
mente su interpretación. Si 10s grupos están formados de forma que se pro- 
duzca una diferencia consistente entre ellos, la variable dependiente queda 
confundida sistemáticamente con la variable de sujeto. Con 10 que el expe- 
rimento quedaria invalidado y no serviria como instrumento probatori0 de 
la hipótesis experimental. 
Una situación ideal para 10s diseños entre-grupos seria aquella en la que 
todos 10s miembros de 10s grupos fueran idénticos. De esta forma toda dife- 
rencia que se produjera entre 10s individuos de 10s grupos podria atribuirse 
a 10s tratamientos. Sin embargo, este ideal de experimentación es totalmente 
imposible de alcanzar dado que 10s sujetos suelen presentar diferencias en 
relación a una serie de atributos. esta es la razón por la que deberá susti- 
tuirse dicho ideal por un principio general consistente en que 10s grupos sean 
equivalentes antes de la aplicación de las diferentes condiciones experimen- 
tales. A fin de conseguir el cumplimiento de este principio básico la metodo- 
logia experimental ha desarrollado algunas estrategias, tendentes todas ellas 
a este objetivo común. Intentaremos, pues, analizar dichas estrategias, al 
tiempo que comprobaremos cómo cada una de ellas reduce, en alguna me- 
dida, el riesgo de que el diseiio carezca de validez. A efectos de simplicidad 
vamos a presentar el ccdiseño de dos gruposa como prototip0 de la clase de 
diseños de gmpos separados. 
La forma mas elemental de adiseño de dos gruposn es aquella en la que 
un grupo recibe una determinada cantidad de la variable manipulada y el 
otro, cero cantidad de la misma. El resto de condiciones se mantienen igua- 
les para 10s dos grupos. 
REPRESENTACION DE UN DISERO CLASICO DE DOS GRUPOS SEPARADOS 
Experimental 
Control 
Prueba de tos efectos 
Tratamiento Otras variables del tratamiento 
Presentes 0 1  
Presentes 00 
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De acuerdo con este esquema, el grupo experimental recibe una detcr- 
minada cantidad de tratamiento, mientras que el grupo control no recibc 
tiinguna cantidad. Después que ambos grupos han sido sometidos a tales csn- 
tliciones son probados en relación a alguna tarea a fin de obtcner diferencias 
de ejecución. Este diseño clásico de dos grupos, permite al experimentador 
tomar una decisi6n sobre si el tratamiento tuvo algún efecto sobrc: la con- 
rlucta de 10s sujetos del grupo experimental en comparación a la conducta 
tle 10s sujetos del grupo control. 
Una variación del diseño clásico de dos grupos viene representada cn la 
fabla 2. De acuerdo con dicho esquema, el grupo control tambiCn recibc el 
Iratamiento experimental, pero a un nivel menor que el grupo expcrirnental. 
Its evidente que este diseño experimental es útil en algunas situaciones de in- 
vestigación en las que es necesario comparar dos niveles de actuación de la 
t ariablc manipulada. 
ESQUEMA DE UNA VARIACION DEL DISEÑO CLASICO DE DOS GRUPOS 
Prueba de 10s efectos 
Tratamiento Otras variables del trntamients 
Presentes 
Presentes 
Dado que en ambos diseños se introduce un grupo de control con ca- 
racteristicas similares al grupo experimental, a excepción de la cantidad de 
tratamiento que reciben, puede esperarse que las principales fuentes de con- 
fundido quedan totalmente neutralizadas. Estos dos diseños, considerados 
fambiin como estrategias de control, pucden ser combinados para producir 
tm diseño mucho más potente, en el que se emplean dos grupos de control 
rle forma que (a) el primer0 nos va a permitir comprobar si un determinado 
ienbmeno experimental ha ocurrido o no (comparación del grupo experimcn- 
tel con el grupo de control I), y (b) la total ausencia de tratamiento del 
segundo scrvirá para comprobar si existe algún efecto inesperado o no pre- 
tendido en la variable de medida (comparación del grupo de control 1 con 
cl grupo de control 2). 




Prueba de2 efecto 
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Dos consideraciones básicas en torno a este tipo de diseños, en rela- 
ción a la validez tanto externa como interna se refieren a: 1) cómo 10s suje- 
tos han sido seleccionados, y 2) como 10s sujetos seleccionados han sido 
asignados a 10s diferentes grupos experimentales. Según el modo como el 
diseño resuelva estas dos cuestiones primordiales se podrá estableccr cl 
grado en que el diseño garantiza tanto la validez externa como interna. Me- 
diante una adecuada selección se puede esperar, que la muestra seleccionada, 
represente adecuadamente a la población de origen. Mediante una adecuada 
estrategia de asignación podremos valorar el grado en que 10s diferentes gru- 
pos pueden ser considerados equivalentes. Si un adecuado muestreo o técnica 
de selecci6n es la condición básica de la validez externa, una pertinente es- 
trategia de asignación es la condición básica de la validez interna. DC acuerdo 
I con este criteri0 describiremos a continuación las principales estrategias que 
se pueden utilizar, tanto para la selección de la muestra como para la fsr- 
mación de 10s grupos. 
4.1.1.a. La aleatorización 
La aleatorización puede ser utilizada como técnica de selección de mucs- 
tra y como técnica de formación de grupos. Como técnica de selección de 
muestra, ésta puede considerarse representativa en la medida que la pobla- 
ción se halle adecuadamente representada en la misma. El10 es difícil dc 
conseguir, sobre todo, cuando las poblaciones de origen son muy heteroge- 
neas, a no ser que se aumente notablemente el número de sujetos que van 
a constituir la muestra. No obstante, si la aleatorización se ha llevado con 
todo rigor, se puede esperar con un alto grado de confianza que la muestra 
sea representativa. 
Por otra parte, la aleatorización puede ser utilizada como técnica de asig- 
nación de 10s sujetos de la muestra a los diferentes grupos de tratamiento. 
Con el10 se pretende conseguir la equivalencia de 10s mismos antes que se 
les apliquen 10s tratamientos. Si en esta segunda fase, la aleatorización se ha 
aplicado con extremo rigor, puede asumirse, desde un punto de vista teórico, 
que 10s grupos serán equivalentes en relación a las caracteristicas de 10s 
sujetos. 
Tanto en un caso como en otro, la efectividad de la técnica de la aleato- 
rizacion depende, en gran manera, del tamaño de la muestra. A mayor tamaño 
mayor efectividad. Mediante esta técnica, siempre que se cumplan las condi- 
ciones básicas del azar, se puede garantizar, hasta cierto punto la validez 
externa e interna del diseño. 
4.1.1.b. Apareamiento d e  sujetos 
En algunas situaciones es posible obtener alguna información sobre la 
medida de ejecución de 10s sujetos antes de la aplicación de 10s tratamientos. 
Si el10 es asi, se puede utilizar dicha información como base para la forma- 
t ión de grupos equivalentes. En efecto, a partir de estas medidas antes SC 
p e d e  conseguir dos grupos equivalentes en relación a alguna variablc extra- 
lla que se halle directamente relacionada con la variable dependiente y que, 
Iior otra partc, puede constituir un elemento de contaminación de resultados. 
La técnica de apareamiento es, pues, una técnica de aformación de grupos 
c*cpivalentes)). Por tanto, debe descartarse dicha técnica como procedimiento 
tle selección. Ahora bien, si la selección de la muestra se basa Única y exelu- 
4vamente en el criteri0 de apareo, se restringe ampliamente la validez exter- 
tia del diseño. Esta reducción de la validez externa redunda en un sensible 
;turnento de la validez interna, ya que 10s diseños de grupos apareados ofrecen 
ttiuy buenas garantias de validez interna. 
Existen, por otra parte, dos procedimientos básicos de apareamiento. 
1:1 primers, denominado por D'Arnato (1970), ccapareo por eliminaci6nn con- 
histe en estimar el valor de una potencial variable de confundido antcs dc la 
;iplicación del tratamiento y conseguir que la media de ambos grupos en rc- 
1,iciÓn a dicha variable sea la misma. De esta forma ambos grupos son equiva- 
ltmtes en relación a la variable de confundido y, puesto que, por otra parte, se 
Iia eliminado su efecto diferenciador, dicha técnica recibe el nombre de ccapa- 
rco por eliminacióna. El segundo procedimiento es descrit0 por DIAmato 
(1970) como ccapareo por evaluación),, consiste en manipular la variable po- 
lcncial de confundido con objeto de estimar su influencia juntamente con cl 
c'fecto del tratamiento. Esta ultima técnica implica tener en cuenta diferen- 
Ics niveles de la variable potencial de confundido. Por ampliaci6n esta se- 
):unda tdcnica nos lleva a la estrategia de bloqueo que recoge, bisicamentc, 
t licho principio. 
4.1.l.c. Bloques de grupos 
En síntesis, el bloqueo puede ser considerado como una técnica de apareo 
csn el que se utiliza, en la selección de 10s sujetos para formar 10s bloques, 
la aleatorización. Si en la población existe una importantc variable de confun- 
tlido que actúa con diversos valores y en base a 10s cuales la divide en estra- 
tos, estos estratos o niveles pueden ser tornados como base para formar 
l>loques a partir de cada estrato respectivamente. Dentro de cada bloque, que 
recoge las caracteristicas básicas del estrato 10s sujetos son asignados al azar 
:I cada uno de 10s grupos experimentales. Lo cua1 garantiza la equivalencia de 
10s grupos dentro de cada bloque. 
Mediante este diseño, la validez externa queda garantizada por el hecho 
que 10s sujetos son seleccionados al azar a partir de cada estrato de la po- 
1)lación. Por otra parte, la validez interna de este diseño queda, tambiCn, alta- 
itlente asegurada, dado que dentro del bloque existe menos variación que la 
que se produciria si los grupos hubiesen sido formados totalmente al azar. 
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EVALUACION DE LOS DISENOS ENTRE GRUPOS EN RELACION 
A LA VALIDEZ INTERNA Y EXTERNA 
Estrategia para la 
selección y asigna- 
ci6n de 10s sujetos Validez Selección Asignación 









Interna Muy buena Muy buena 
Externa Muy buena Depende de 
otra información 
4.1.2. Diseño intra-sujeto o de un solo grupo 
La característica fundamental de 10s diseños intra-sujetos es que 10s tra- 
tamientos son aplicados a cada uno de 10s sujetos del grupo. Son tan obvias las 
ventajas que presentan este tip0 de diseños que hacen aconsejable su uso en 
comparación a 10s diseños de grupos separados: (a) se utiliza un menor núme- 
ro de sujetos; (b) mayor precisión experimental, y (c) mejor control de las 
diferencias entre las condiciones experimentales, dado que Ias variables de 
confundido extrañas actúan por igual en cada tratamiento. 
Al mismo tiempo, si la muestra es una buena representación de la po- 
blación, este diseño puede garantizar una buena validez externa. En cuanto a 
la validez interna, si bien el diseño intra-sujeto permite un mejor control de 
las variables de confundido extrañas, se dan unos efectos, inherentes al propio 
diseño, que si no se controlan bien pueden comprometer fuertemente la vali- 
dez interna. Estos efectos son básicamente 10s siguientes: (a) efectos secuen- 
ciales debidos a la aplicación consecutiva de 10s tratamientos. Estos efectos 
son conocidos también con el nombre de efectos residuales; (b) en algunas 
situaciones las tareas a realizar, bajo las diferentes condiciones, no son idén- 
ticas, introduciendose un factor diferencial en cuanto a dicha variable, y por 
ultimo (c) se presenta, también, un problema de tipo temporal. Es decir, 10s 
tratamientos no son aplicados al mismo tiempo, sino dentro de una secuen- 
cia temporal. Esto puede introducir cambios en función del tiempo. 
Queda claro que la presencia de tales factores no afecta en modo alguno 
la representatividad de la muestra, ni su control aumenta la validez externa 
del diseño. Así mismo, un adecuado control de estas variables puede redun- 
dar en un mayor incremento de la precisión y sensibilidad del diseiío. De esta 
Irrrma, el disciío intra-sujeto puede detectar el cfecto de 10s tratamientos aiin 
6 uando su diferencia sca mis pequeña. Ello convierte a estos diseños en ins- 
t tumentos de trabajo experimental altamcnte precisos y eficaces. Por stra 
parte, las diferencias individuales son tratadas como una contribucicin cons- 
tdntc a la variabilidad total de cada tratamiento y puede ser sustraida de cada 
r~no de ellos en la deterrninacibn de 10s efectos experimentalcs. 
Si bien, como acabamos de afirmar, en 10s diseños intra-sujctos se rnantie- 
Ire constante la variabilidad entre 10s sujetos a 10 largo de 10s rcspcctivos tra- 
Ibtmientos, con lo que se aumenta la precisibn y fiabilidad expcrirncntal, no 
u?I)stante, 10s difcrentes tratamientos no son aplicados A) (cal mismo tienipo 
,nl grupo de experimentacicin, sino dentro de una secuencia temporaln. Esto, 
+-in duda alguna, atenta contra uno de 10s presupuestos básicos dc la cxpcri- 
111etacibn la cua1 exige que la aplicacibn de las condiciones experimentales sean 
( al mismo tiempon. De esta forma, la variable tiempo, puede actuar como 
lariable de confundido y debe ser controlada con objeto de garantizar la va- 
l i da  interna del experimento. B) Un segundo aspecto importante que dsbc, 
i:lmbiCn, ser eontrolado es el relativo a la variable de tarea. Si como hemos 
tlicho, 10s tratamientos son aplicados al mismo grupo experimental, dcberc- 
ttlss variar las tareas a no ser que queramos correr el riesgo de que 10s suje- 
Ir)s adquicran un aprendiaaje (en el supuesto, claro estri, de que 6110 no sca 
truestro propbsito). En estos casos deberemos construir una serie de tarcas 
que se apareen en cuanto a dificultad y que al mismo tiempo sean difcrentcs. 
('1 Por ultimo, un tercer efecto implicito en este tipo de experimento y qui- 
/ i s  el mas importante, es el relativo a la secuencialidad de los tratamicntos. 
i'stos efectos son también conocidos con el nombre de ccefectos progrcsivos)) 
c i  ccefectos acumulativos~ o ccefectos residualess. Uno de los procedirnientos 
~~riicticos para eliminar el ccefecto progresivos consistc en la introducci6n dc 
ttitcrvalos entre tratamientos (IET) 10 suficientemente amplios a fin de cluc 
*e disipen totalmente 10s efectos residuales de 10s tratamientos. La utiliza- 
(aión de IET adecuados puede eliminar 10s efectos residuales debidos, prin- 
raipalmente, a la habituación, fatiga y adaptación, factores que, como es sa- 
1)ido desaparecen con el tiempo. Esto, sin duda, plantea un problema rclatioo 
a la elección de un IET 6ptimo que disipe al máximo tales efectos. Exists 
poca información sobre 10s tiempos Óptimos que deben ser empleados ya 
que, a veces, la introducción de estos intervalos puede alargar la tarea de rc- 
r-ogida de datos o producir aburrimiento a 10s sujetos, todo 10 cua1 crea ver- 
iladeros inconvenientes. Gsta es quizá la principal desventaja que presentan 
los discfios intra-sujetos cuando son comparados con 10s diseños de grupos 
-+eparados. Queda claro, por tanto, que esta serie de secuclas debidas a la 
lemporalidad, como a la tarea y secuencialidad, son implícitas a la propia 
rSstructura del diseño, y deben ser aplicadas adecuadas técnicas de control 
con objeto de que tales variables se distribuyan por igual en todos 10s tra- 
i amientos. 
Dado que, por otra parte, las consecuencias residuales constituycn uno 
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de 10s efectos mas importantes a tener en cuenta en este tipo de diseño, dis- 
cutiremos las técnicas de control que permiten su neutralizacion; técnicas 
que por otra parte pueden ser hechas extensivas al resto de 10s efectos. 
4.1. .2.a. El contrabalanceo 
El contrabalanceo constituye, de hecho, la técnica por cxcelencia que 
debe ser aplicada cuando se utilizan diseños intra-sujetos. El contrabalanceo 
permite distribuir proporcionalmente 10s efectos residuales a 10 largo de las 
diferentes condiciones experimentales. La logica de dicha técnica consiste en 
conseguir ccun equilibrio~ en la tasa promedio de ejecucion para 10s diferentes 
tratamientos, de forma que éstos sean aplicados un numero igual de veces. 
Cabe añadir, ademas, que la técnica de contrabalanceo puede ser con- 
siderada efectiva, en la medida que el efecto residual de 10s tratamientos 
sea c(uniforme y reciproco,,. Supongamos, por ejemplo, que estamos intere- 
sados en estudiar el efecto del ccsignificado de las unidades verbalesa sobre 
la cctasa de retencion,,. Para demostrar esto construimos dos listas de tria- 
gramas. La primera, A, tiene significado, y la segunda, B, no tiene significado. 
El efecto de transfer o secuencial es ccuniformea si un tratamiento no ad- 
quiere mas ventaja que el otro en función de su posicion. Una forma de 
contrabalancear 10s tratamientos consistiria en aplicar la siguiente secuencia: 
ABBA. En dicha disposición experimental, el efecto secuencial seria uniforme, 
si hipotéticamente y a titulo de ejemplo, ocurriera 10 siguiente: Que el trata- 
miento A que ocupa la primera posicion no obtuviera ninguna ventaja, dado 
que no sigue a ningun otro tratamiento; que el primer tratamiento B, obtu- 
viera dos puntos adicionales debido al efecto de transferencia positiva; que 
el segundo tratamiento B obtuviera cuatro puntos, debido a la acumulacion 
del transfer y, que el segundo tratamiento A, recibiera un total de seis pun- 
tos adicionales como consecuencia de la acumulacion de 10s efectos de trans- 
fer. Esto puede ser ilustrado graficamente de la siguiente forma: 
Tratamientos . . . . . . . . .  A 
~jecución . . . . . . . . . .  C C C 
Al promediar 10s efectos de cada tratamiento, estos quedarian modifica- 
dos al recibir la misma cantidad de transfer; es decir, un total de seis puntos 
respectivamente. Con 10 que el efecto de transfer puede ser considerado uni- 
forme; es decir, actua con el mismo valor tanto sobre el tratamiento A como 
sobre el tratamiento B. En el caso que no se produjera esta uniformidad 
del efecto acumulativo o de transfer, 10s tratamientos deberian ser aplicados 
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scgún un orden aleatoris o alternativo. 10 cua1 exigiria formar mds grupos 
c4xperimentales. 
Un segundo aspecto que hay que tener en cuenta, en relación al contra- 
ljalanceo es que 10s efectos residuales sean simétricos o reciprocos. El efecto 
tcsidual es reciproco si la influencia del tratamiento A sobre el B es la mis- 
1na que la influencia del B sobre el A. Si el10 es asi, el contrabalanceo se 
puede aplicar mediante la técnica ccentre-gruposs, en cuyo caso un primer 
frlupo pasaría la secuencia AB y el segundo, BA. Si 10s efectos residuales 
lienen un cardcter simétrico, no existen problemas en el momento de inter- 
])retar 10s resultados de 10s diseños contrabalanceados. El problema se plan- 
fearia en el caso que tales efectos no fueran reciprocos. Siguiendo con el 
t4jemplo propuesto, se podria hipotetizar que el efecto de transferencia de 
(1 sobre B fuera de 5 puntos y que el de B sobre A fuera también de 5 puntos. 
1Sn este caso tendriamos que el efecto residual seria simétrico. Ahora bien, 
\i se comprueba que el efecto de transferencia de A sobre B se traduce en 
un mejoramiento de la ejecución en 5 puntos, y la de B sobre A, en un 
tleterioro de la ejecución de 5 puntos, 10s efectos residuales no podrian ser 
raonsiderados reciprocos; efectos, que por otra parte, podnan ser estimados 
ttiediante la aleatorización de 10s tratamientos, utilizando para el10 diferentes 
l:rupos experimentales. Estas son, en definitiva, las principales limitaciones 
que presentan 10s diseños intra-sujetos contrabalanceados y que, de produ- 
cirse, atentarian gravemente contra la validez interna del diseño. 
Sin duda alguna el contrabalanceo es considerado una técnica eficaz de 
c40ntrol, puesto que 10s efectos residuales se distribuyen por igual, a través 
tle las diferentes condiciones experimentales. Ahora bien, dicha tCcnica ad- 
cluiere mayor complejidad en la medida que se aumenta el número de trata- 
, tt~ientos. De acuerdo, por tanto, con este criteri0 el contrabalanceo puede ser 
caompleto, en el caso de un pequeño número de tratamientos o incornpleto, 
vuando se dispone de mayor cantidad de tratamientos. 
Por otra parte, a fin de controlar 10s posibles efectos debidos a la falta 
de uniformidad se puede utilizar la técnica del contrabalanceo entre sujetos 
o entre grupos. Es decir, aplicando a cada sujeto del grupo o a cada grupo 
tma disposición diferente de 10s tratamientos. 
(1.1. Contrabalanceo completo 
A fin de evitar 10s posibles efectos residuales, sobre todo, cuando éstos 
no son uniformes, el contrabalanceo completo entre grupos, puede ser con- 
viderado como un procedimiento ideal. En 61 se tienen en cuenta todas las 
posibles combinaciones de 10s tratamientos. Supóngase que tenemos tres tra- 
tamientos. Un contrabalanceo completo requeriria que se aplicasen todas las 
posibles combinaciones de 3 tratamientos; es decir, n! o factorial de n. En 
tauestro caso, tendna 3! = 6 .  Lo cua1 quiere decir que existen seis formas 
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de combinar tres cosas. En tal caso, tendriamos que utilizar 6 sujetos, o seis 
grupos de sujetos, de forma que pudiesen ser aplicadas las seis diferentes 
posibles secuencias o combinaciones. Este diseño, con contrabalanceo com- 
pleto entre-grupo o entre-sujetos puede ser representado de la siguiente 
forma: 















Fijémonos, que mediante dicha técnica cada tratamiento ocurre dos veces 
en cada una de las tres posiciones (primera, segunda y tercera) y que cada 
tratamiento precede y sigue a cada uno de 10s otros, un igual número de 
veces. El contrabalanceo completo se podia haber realizado, también, con 
un so10 grupo de seis sujetos, es decir, mediante un contrabalanceo com- 
pleto entre-sujetos. A tal efecto, 10s sujetos deberian haber sido asignados 
a cada una de las disposiciones según un criteri0 al azar. Esta técnica es 
considerada como el mejor procedimiento para el control efectivo de 10s 
efectos residuales o acumulativos propios de 10s diseños intrasujetos. Ahora 
bien, si la influencia de 10s efectos secuenciales no es lineal o simétrica, en 
el sentido que la infiuencia de A sobre B, es diferente que la de B sobre A, el 
contrabalanceo no constituye una técnica eficaz para distribuir de forma igual 
10s efectos residuales a través de 10s tratamientos. 
La principal limitación del contrabalanceo completo est6 en función del 
numero de tratamientos. Si el numero de tratamientos es superior a 4, se 
produce una gran cantidad de posibles combinaciones y permutaciones. Asi, si 
se tiene 5 tratamientos, el total de disposiciones son 5 x 4 X 3 X 2 x 1 = 120; 
con 6 se tiene, 6 x 5 x 4 x 3 x 2 x 1 = 720, 10 cua1 hace imposible llevar a 
cabo el experimento debido a la gran cantidad de sujetos que requiere. En 
cuyo caso se hace aconsejable el cccontrabalanceo entre-sujetos incompleta),. 
Es evidente, que si una de las causas que determinaban el uso del ((contraba- 
lanceo completo entre-sujetosn es debido al reducido número de sujetos que 
exige, cuando la cantidad de tratamientos excede a cuatro, dicho diseño rara- 
mente se aplica. 
a.2. EI cuadrado latino 
La disposición de cuadrado latino puede paliar el costoso experimento que 
exigiria un contrabalanceo completo de una cantidad importante de trata- 
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rllientos. La disposición de cuadrado latino, consistente en elegir al azar s610 
ltnas cuantas disposiciones o combinaciones de tratamientos, de forma que 
t ,tda uno de estos aparezca una y solo una vez en cada fila y en cada columna. 
Mediante la disposición de 10s tratamientos en cuadrados latinos se reduce, 
tlrásticamente la eantidad de sujetos, y se consigue un efectivo control dc 
lrrs efectos secuenciales, en el caso que éstos sean lineales o recíprocos. esta 
hc:ría, por otra parte, una condición básica de 10s cuadrados latinos cn ge- 
ileral. Siendo por otra parte, grande el numero de 10s posibles cuadrados 
1,ttinos que pueden obtenerse con diferentes tratamientos (con 6 tratamientos 
kc obtienen 8.640 cuadrados latinos), para que el contrabalanceo sca efectivo 
tleberá cumplirse una segunda condición básica: Que cada tratamiento siga 
3 preceda a cada uno de 10s otros una sola vez. Consideremos Ios dos si- 
:.uientes cuadrados latinos para 6 tratamientos: 
Cuudrado latino Cuadrado latino 
A B C F E F  
C E D A F B  
E C A F B D  
B D F C A E '  
D F B E C A  
F A E B D C  
A B C D E F  
B D A F C E  
C A E B F D  
D F B E A C  
E C F A D B  
F E D C B A  
Fijkmonos que ambos cuadrados latinos cumplen con el principio general 
rle dicha disposición: cada tratamiento aparece una sola vez en cada posi- 
r ión original. No obstante, el primer0 no cumple con la segunda condición, 
$,i en cambio el scgundo. So10 si se dan juntas ambas condiciones, el diseño 
'te cuadrado latino puede ser considerado como una técnica eficaz de contra- 
Iialanceo. Si, por otra parte, asignamos al azar, cada grupo o sujeto, a una 
rle las diferentes disposiciones, el diseño de cuadrado latino puede ser con- 
4iderado como una aplicación del diseño intrasujeto. 
+ ~ 3 .  Contrabalanceo incompleta al azar 
Paralelamente a la tkcnica de cuadrado latino, cabe la posibilidad, para 
liran cantidad de tratamientos, de utilizar el procedimiento de selecci6n al azar 
rie las disposiciones. Esta técnica es la menos aconsejable de las posibles 
lormas de contrabalanceo disponibles, dado que no asegura un eficaz control 
cle 10s efectos de transferencias de carácter lineal o simétrico. No obstante, 
lambién mediante dicha técnica, se puede llevar a cabo un contrabalanceo 
tncompleto eligiendo menos disposiciones de tratamientos que las que resul- 
tarían si se tuviese en cuenta todas las posibles combinaciones. Eligiendo, 
pues, al azar una serie de combinaciones, del total de combinaciones posibles, 
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se puede contar con un procedimiento rapido para la resolución de un pro- 
blema experimental. 
El propósito de este trabajo consiste en analizar, en profundidad, la te- 
mática de la validez experimental desde una perspectiva metodológica. En 61 
se plantea un enfoque alternativo a la concepción clasica propuesta por 
Campbell y Stanley (1962). Se estudian, también, las principales fuentes de 
confundido que pueden llegar a comprometer la validez de 10s experimentos 
al tiempo que se describen las principales técnicas de control aplicables a 
cada una de éstas. El trabajo termina con una discusión sobre el diseño ex- 
perimental y cómo, mediante el diseño, se puede conseguir un adecuado 
equilibri0 entre las dos principales clases de validez en la investigación con- 
ductual. 
Le présent travail se propose d'analyser en profondeur la question de la 
validit6 expérimentale a partir d'une perspective méthodologique. I1 s'agit 
d'une approche alternative, face a la conception classique proposée par Camp- 
bell et Stanley (1962). Sont également étudiées les principales sources de mé- 
prise qui peuvent aller jusqu'a compromettre la validité des expériments, tout 
en décrivant les techniques de contr6le applicables 2 chacune de ces sources. 
L'article conclut sur une discussion concernant le plan expérimental et la 
f a ~ o n  de parvenir, gr2ce a ce plan, 2 un équilibre satisfaisant entre les deux 
principaux types de validité dans la recherche du comportement. 
The aim of this work consist in analyzing, inprofundity, the thematic of 
experimental validity from a methodological perspective. In this one pre- 
sents an alternative approach between the classical methods of Campbell 
and Ctenley (1962) and this work. At time, are profoundice the main sources 
of confounding that can risk the validity of experiments and at a time one 
describes the main techniques of control with possibility to assign to every 
one. The work finish with a discussion about the experimental design and 
what, through tis, es possible to get an adequate equilibrium between the 
most important kinds of behavioral validity research. 
J .  Arnau Gras 
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