In this paper, we present an inverse problem of identifying the reaction coefficient for time fractional diffusion equations in two dimensional spaces by using boundary Neumann data. It is proved that the forward operator is continuous with respect to the unknown parameter. Because the inverse problem is often ill-posed, regularization strategies are imposed on the least fit-to-data functional to overcome the stability issue. There may exist various kinds of functions to reconstruct. It is crucial to choose a suitable regularization method. We present a multi-parameter regularization L 2 + BV method for the inverse problem. This can extend the applicability for reconstructing the unknown functions. Rigorous analysis is carried out for the inverse problem. In particular, we analyze the existence and stability of regularized variational problem and the convergence. To reduce the dimension in the inversion for numerical simulation, the unknown coefficient is represented by a suitable set of basis functions based on a priori information. A few numerical examples are presented for the inverse problem in time fractional diffusion equations to confirm the theoretic analysis and the efficacy of the different regularization methods.
Introduction
Let Ω be an open bounded domain in R 2 with a Lipschitz boundary ∂Ω and ν be the outward unit normal vector to ∂Ω. Define where Γ is the Gamma function. The TFDEs generalize standard diffusion equations through replacing the integer-order time derivative with a fractional derivative. Compared to the classical derivatives, fractional derivatives are used to simulate anomalous diffusion, where particles spread in a power-law manner [27] . The mean square displacement of particles from the original starting site is non-linear growth in time but verifies a generalized Fick's second law. Subdiffusion motion is characterized by an asymptotic long time behavior of the mean square displacement of the power-law pattern
where γ (0 < γ < 1) is the anomalous diffusion exponent and K γ is the generalized diffusion coefficient. The TFDEs are widely used in materials, control, and system identification [29] . Eq.(1.1) can be used to model the anomalous diffusion phenomena in heterogeneous media, see [3, 26, 27] . This model describes a forward problem if λ(t), g(x), q(x) are given. There are many analysis methods and numerical methods to solve the forward problem, such as finite difference methods [20, 35, 37] and finite element method [16, 17, 35] . In this work, the mixed finite element method [9, 23, 38] is employed for numerically solving Eq.(1.1).
In the paper, we focus on solving the following inverse problem for the TFDE, Inverse problem(IP): Identify the reaction coefficient q(x) from all possible Cauchy data (Dirichlet-to-Neumann map Λ(q) defined in Section 2) on boundary Γ ⊂ ∂Ω.
The inverse problems of time fractional diffusion equations have attracted much attention in recent years. It is obvious that there are various unknown parameters to recover, such as coefficient, fractional order, the source term and so on. For example, Cheng in [5] studied a one-dimensional fractional diffusion equation with homogeneous Neumann boundary condition and proved that the uniqueness result for determining the fractional order and diffusion coefficient. In [30] , Sakamoto et al. considered an initial value/boundary value problems for fractional diffusion-wave equation and built the uniqueness in recovering the initial value. Tuan in [33] proved that it is necessary to take a suitable initial distribution with only finite measurements on the boundary for uniquely recovering the diffusion coefficient of a one-dimensional fractional diffusion equation. Moreover, Jin et al. in [18] considered an inverse problem of reconstructing a spatially dependent potential term in a one-dimension time fractional diffusion equation through the flux measurements, which is similar to Eq.(1.1). Li et al. in [21] investigated an inverse problem of identifying the spacedependent diffusion coefficient and the fractional order in the one-dimension time fractional diffusion equation. Recently, Li et al. in [19] considered an inverse problem for diffusion equations with multiple fractional time derivatives and proved the uniqueness in recovering the number of fractional time-derivative terms, the orders of the derivatives and spatially varying coefficients. We can see [15, 24, 28, 36, 39, 40, 41] for more literatures in the subject. In this paper, we concentrate on the reaction coefficient inverse problem in time fractional diffusion equation. We note that there are not many works on the reaction coefficient inverse problems for fractional diffusion equations in two dimension spatial spaces.
The solution to Eq.(1.1) can be denoted by u(x, t; q) in order to explicitly represent its dependence on the unknown reaction coefficient q. In this work, we use Laplace transform with respect to t to prove that the forward operator F is continuous with respect to q. It is well known that inverse problems are usually ill-posed. To treat the ill-conditioned systems, a popular strategy is to use a least-squares method by adding some penalty functions to the fit-to-data term, see [7, 34] . However, because there are various types of unknown parameters to recover, it is a challenging task to choose a suitable regularization scheme based on a priori information. The L 2 penalty [7, 34] is the most widely used in inverse problem, which can obtain a good regularization solution for smooth functions. Total variation (TV) [4, 7, 10, 34] regularization method can penalize highly oscillatory solutions while allowing jumps in the regularization solution. Moreover, there exist many other parameter regularization methods [2, 14] , which can improve the inversion reconstruction for difference situations. In this paper, we apply L 2 , BV and L 2 + BV regularization methods [13] to reconstruct different kinds of the reaction coefficient q, which can be generalized in a unified variational representation.
In the work, we attempt to recover the unknown reaction coefficient for time fractional diffusion equations, and explore the related ill-posedness, regularization method and convergence property. We first prove that the forward operator is continuous with respect to the unknown parameter. Then we introduce a multi-parameter regularization functional to recover different kinds of unknown functions such as smooth functions, functions with jumps and piecewise smooth functions. Because Neumann data on the boundary is the measurement data for the inverse problem, we need to compute the flux on the boundary when solving the derived variational problem. To get the robust flux, we use mixed finite element method to solve the time fractional diffusion equations.
The paper is organized as follows. In Section 2, we give some notations and preliminaries for the paper. A uniqueness result of the inverse problem is also presented in the section. In Section 3, we show that the continuity of the forward operator F . In Section 4, the regularization method is presented and convergence results are provided. The mixed finite element method to solve the forward problem is presented in Section 5. In Section 6, a few numerical results are presented to confirm the presented analysis and algorithm. Some conclusions and comments are made finally.
Notations and preliminaries
In this section, we give some notations and preliminaries for the paper. Let the admissible set as
where k 1 and k 2 are some positive constants. In the paper, we use the usual notations for Sobolev spaces [1] . We define the forward operator and the Dirichlet-to-Neumann(D-N) map, respectively, by ) and T > 0, we set
Next, we state a result about the uniqueness for the IP.
Lemma 2.1. [19] Let Γ ⊂ ∂Ω be an arbitrarily given subboundary and let γ > 2 be arbitrarily fixed. Assume that for some θ ∈ (0, π 2 ) the function λ ≡ 0 can be analytically extended to Ω θ with λ(0) = 0 and λ ′ (0) = 0 and there exists a constant C > 0 such that
Then if q 1 , q 2 ∈ U and
for all g ∈ H 3 2 (∂Ω) with supp g ⊂ Γ, then
It is well known that W 1,γ (Ω)(γ > 2) can be imbedded into L ∞ (Ω) [1] . Thus in this paper, we discuss the problem IP in a larger space L ∞ (Ω), which is more appropriate in practice. In reality, we usually do not have the complete knowledge of the D-N map Λ(q). Instead, we can do a set of N experiments such that we can define an excitation pattern g ∈ H 3 2 (∂Ω) and measure the resulting flux ∂u ∂ν | Γ×(0,T ] at discrete locations x ∈ Γ using probes along the accessible part of boundary Γ. Thus, the realistic IP is to identify q from partial and noisy knowledge of the D-N map.
3 The continuity of F (q, g) with respect of q In this section, we investigate the continuity of the forward operator F with respect to q for a fixed g ∈ H 3 2 (∂Ω). By Theorem 2.2 in [19] , we can obtain the Laplace transform of u(x, t) in Eq.(1.1) with respect to t as follows
where C 1 is a constant depending only on λ, and
is the Laplace transform of u(x, t) in t for each fixed x ∈Ω. For arbitrarily fixed s > C 1 , we set C 0 = s α > 0. Then by multiplying the first equation byw ∈ H 1 (Ω) in (3.5), we obtain
Using the integration by parts formula implies
Let ·, · be the dual-inner product on H 
and
Thus, δq L ∞ (Ω) ≤ k 1 for all δq ∈ △Q AD . For any q ∈ Q AD ,ũ ∈ H 1 (Ω), and allw ∈ H 1 (Ω), we have
where
(3.8)
Thus by settingF (q) :=ũ(x, s) , it is easy to show
Now we discuss the regularity of the forward operator.
Notice that δq L ∞ (Ω) ≤ k 1 , similar to the proof of Lemma 3.1 in [10] , we can get the following lemma.
The following theorem shows that the mapF is continuous.
Proof. Letq ∈ Q AD be fixed and W be a compact set of (H 1 (Ω)) * . Then for δq ∈ △Q AD (q), let q :=q + δq and for any w ∈ W ⊂ (H 1 (Ω)) * , we definē
By the coerciveness of the bilinear form a(·, ·), we have
By the Cauchy-Schwarz inequality, we can obtain
Thus,
Hence, by Lemma 3.1, it follows that
Because of the continuity of theΛ(q) with respect toq [25] , the continuity of the mapF from
We use f and f δ to represent the exact data and measurement data with noise, respectively, such that
where δ is the noise level. We assume that N experiments have been conducted with boundary excitation g i ∈ H 3 2 (∂Ω), where the corresponding flux f i at Γ is measured. Thus, the goal of realistic IP is to find the coefficient q such that F (q, g i ) = f i , i = 1, 2, . . . , N, where F is the operator defined by 13) where Υ N Γ and F are the Neumann trace operator and forward operator defined in section 2, respectively.
In order to recover the coefficient q for different cases, different regularization methods may be required. To present the regularization method, we introduce some function spaces. The total variation of a function g ∈ L 1 (Ω) is defined by [34] T V (g) = sup
where the space of test functions
The space of functions of bounded variation [34] , denoted by BV (Ω), consists of functions
Now we redefine the set in (2.3) by
It is known that L 2 regularization method is used to reconstruct smooth functions, and BV regularization method is used to reconstruct functions with jump discontinuities. Further, the multi-parameter regularization method L 2 + BV is used to recover the piecewise smooth functions. For generalization, we consider these regularization methods in a unified variational form with different regularization parameters. To this end, we define the following regularization functional
where β, and γ are regularization parameters.
Next, we present the result about the existence and stability of the regularized variational problem. Without loss of generality, we set N = 1 for the following analysis, and denote
Theorem 4.1. The regularization functional J β,γ (q; f δ ) exists a minimizer in Q AD and the minimizers of J β,γ (q; f δ ) are stable with respect to the measurement data f δ , i.e., let every q k satisfing
where q * is a minimizer of J β,γ (q; f δ ).
Proof. From Theorem 3.2, we see that
is continuous. Meanwhile, because of the compact embedding of BV (Ω) in L 1 (Ω), strictly convex and lower semi-continuity of penalty term, Theorem 3.1 and Theorem 3.2 in [12] implies the existence and stability of minimizer of J β,γ (q; f δ ).
Using the techniques in [12] , we can get the convergence result of the regularization method.
Theorem 4.2. Assume that the sequence {δ k } converges monotonically to 0 and the corresponding measurement data f
Furthermore, suppose that the regularization parameter β(δ) and γ(δ) monotonically increase and satisfy
has a subsequence, which converges to the solution of F (q) = f .
Proof. From the definition of q k , it follows that
This implies
and then lim − −− → q * , q * ∈ Q AD satisfies (4.13). The proof is completed.
Remark 4.1. If we specify the source condition and the appropriate regularization parameter selection strategy, such as discrepancy principle [8] , the convergence rate of regularization solution with respect to noise can also be obtained.
5 Solving the forward problem using mixed finite element method
In the following, the mixed finite element method [9] is presented to solve the forward problem numerically.
Here Ω is a (0, 1) × (0, 1) domain and let T = 1 be fixed. To this end, we need to discretize the spatial space and temporal space. Define 
Now we multiply the first equation in (5.17) by v, ∀v ∈ H(div; Ω). Integrating by parts and using the Dirichlet boundary condition for u, then we can obtain
Then multiplying the second equation in (5.17) by p, ∀p ∈ L 2 (Ω) and integrating it on x over Ω, we get
Thus our goal is: find ω, u :
For function u(x, t), denote u n = u n (·) = u(·, t n ). For the Caputo derivative 0 D α t u, we use the following approximation [22] ,
Suppose that ω are the pair of basis functions in a mixed FEM. Let v = ψ j , p = φ l , then the discrete mixed problem can be written as: find (ω h , u h ) such that
We can rewrite above as the following matrix form,
Here
Numerical results
In this section, the L-M algorithm [7, 11] is applied to recover the unknown function q in Eq. (1.1). Since q is a spatial function, the dimension of q usually depends on the spatial grid size if no priori information is available. Thus the dimension of q may be very high if the grid number is large. To overcome the difficulty, we parameterize the function using some priori information such that the dimension of q is much less than the grid size of the spatial discretization. To this end, we choose a set of basis functions to represent the reaction coefficient q. In other words, the basis functions act as some priori information for q. The more information we know, the better inversion results we can obtain. In Subsection 6.1, we use L 2 regularization method for recovering a smooth function. In Subsection 6.2, the BV regularization method is applied to recover a piecewise constant function. In Subsection 6.3, the L 2 + BV penalty is used to reconstruct a piecewise smooth function. Moreover, we choose different basis functions for these unknown parameters and use a vector a ∈ R nq to represent the iterative solution under dimensional reduction. For simulation, we set λ(t) = t 2 for Eq.(1.1). We also choose the numerical differential step τ = 0.5, convergence precision eps = 1 × 10 −4 and the time step size ∆t = 1/100, respectively. We use the lowest RaviartThomas finite element method (a mixed FEM) to solve the forward problem in the unit square [0, 1]
2 . The accuracy of the inversion solution is measured by the relative error
where q true and q inv represent the true and inversion solution, respectively.
where η is the Gaussian random vector with the distribution N(0, δ 2 I). The discretization of spatial space and temporal space are the same as the forward problem in Section 5. The L-M algorithm is presented in Table 1 to reconstruct the unknown coefficient q through solving the minimization problem of (4.14). T .
1.
Initialize the solution a; 2. Settle the forward problem and obtain the additional data f δ ; 3. While k < R 4. Compute the forward problem and set
where L 1 and L 2 are discrete forms of the gradient for the norm of L 1 and T V , respectively; 7. Update the solution a k+1 = a k + h k ; 8. k ← k + 1; 9. Terminate if h k < eps; 10. end Remark 6.1. In this paper, the Jacobian matrix G 0 is approximated by a finite difference method, i.e., each column of G 0 is computed by
for j = 1, 2, · · · , n q , where τ is the step size and ζ j is a vector of zeros with one in the j-th component. For L 1 and L 2 , we can see [34] .
Inversion for smooth function
In this subsection, we take q(x, y) = cos(πx) sin(πy) + 1.5
as the true coefficient q in Eq.(1.1).
For numerical implementation, we represent the coefficient q in a finite-dimensional space. Then the IP turns to search for a vector q inv ∈ R m such that
is a set of hat functions and m is the number of elements under discretization. However, the dimension of q inv will increase dramatically if the partition is fine. Assume a priori information we know is that q is smooth. Thus Karhunen-Loève expansion (KLE) [31] approach can be employed to reduce the dimension of q inv . Since q > 0, we assume that log q(x, w) is a random filed which can be represented as
where λ i and ϕ i (x) are the eigen-pairs such that
In particular, we consider the covariance function
, (x, y) ∈ Ω, where ρ 2 = 0.01, l 1 = l 2 = 0.3. For numerical simulation, we use the truncated expansion with the first n q -terms as
for n q ≪ m, where the choice of n q depends on the decay rate of the eigenvalues λ i . If we choose E[q(x, ω)] = 0, we can rewrite q inv in a matrix form as
] Here, a ∈ R nq×1 and H ∈ R m×nq , which is defined as
To capture 95% of the energy of the log-normal process, we retain n q = 8 Karhunen-Loève modes. Then, we only need to recover the vector a in a low dimension space. The forward problem is solved on a uniform 20 × 20 grid through the mixed finite element method. Since q is smooth, L 2 penalty is used for the example. That is, we set γ = 0 in (4.14). By Lemma 2.1, all possible g ∈ H 3 2 (∂Ω) should be included in the Cauchy data to ensure the uniqueness of the IP. To check the effect of data on the inversion solution, we use different number of basis functions in H figure, as the number of measurement experiments increases, the convergence becomes faster. We can also see that the effect of increasing data becomes very small when the measurement experiment number N = 3. This implies that the data is saturated for N = 3 in this case.
In practical simulation, we often use few measurement experiments for inversion to reduce the cost of measurements and computation. We will choose the experiment number N = 1 to identify the unknown q in the following numerical computation.
In the case of regularization parameter β = 5e−4, the true solution and the corresponding inversion solution with the noise level δ = 1% are plotted in Fig 6.2 . From the figure, we can find the inversion solution profile matches the real solution profile well. This shows that L 2 regularization method is suitable for the smooth function and the choice of basis functions is proper for this example. Under the same conditions, Fig 6.3 shows the cross sectional drawings of the true and the inversion solutions with y = 0.1, y = 0.5, y = 0.9. It is clear that the inversion solution approximate the exact solution well with y = 0.1, y = 0.9 except for the location where x is near to 0. The estimate for y = 0.5 is also acceptable. The first plot in Fig 6.4 shows the relative error versus the iteration number. By the plot, we see that the relative error ε decays as the number of iterations increases. This shows that the algorithm is efficient and the choice of β is effective for the example. To access the impact of noise on the inversion, we conduct 20 experiments under three different noise level δ, and the results are depicted in the second plot in Fig 6.4 . It demonstrates that the relative error becomes more oscillation as the noise level δ increases. 
Inversion for function with jump discontinuities
In this subsection, we consider the case when q is piecewise constant with jump discontinuities. We take
as the true coefficient q. Let Ω consist of 3 × 3 uniform sub-regions and the value of q on each sub-region be a constant. Then the dimension of a is nine. The BV regularization is used for the example due to the jump discontinuity of q, i.e., β = 0 is fixed. We solve the forward problem on a uniform 18 × 18 grid. The measurement data are taken at time t = (1 + [60; 70; 80; 90; 100]) · ∆t. In the case of α = 0.4 and γ = 5e − 3, the true solution and the inversion solution are plotted in Fig 6.5 . From the figure, we find the inversion result approximate the true solution well. It shows that the function with jump discontinuities can be effectively reconstructed by the BV regularization method. The left plot in Fig 6.6 illustrates the relative error ε versus the iteration number. We can see that the algorithm converges rapidly during the first five iterations and then gives a steady approximation with the relative error ε = 0.0505. The right plot in Fig 6.6 shows the relative error ε for different noise levels for 20 experiments. We can find the relative error becomes small as the noise level decreases. Table 2 lists the result of the relative errors ε for different fractional orders α. From the table, we find that the fractional order α has slight impact on the inversion solution, which is in agreement with the result in [32] . The algorithm can be applied to the PDE model (1.1) for different fractional orders between 0 to 1. The numerical results for different regularization parameters are summarized in Table 3 . From this table, we observe that the regularization parameter γ should be chosen in a proper range in order to get a better inversion solution. It shows that γ = 5e − 3 is the best parameter among the four regularization parameter values for this example. 
Inversion for piecewise smooth function
In this subsection, we consider the true reaction coefficient as a piecewise smooth function, i.e.,
Different regularization methods may lead to different inversion solutions. We first separately employ the L 2 and BV regularization methods to see if they can give a good reconstruction. We use a 20 × 20 grid to solve the forward problem and choose a piecewise constant basis {ψ
Such a basis have the property with
Hence the dimension of a is twenty. The measurement data are taken at time t = (21 : 2 : 100) · ∆t. The left plot in Fig 6.7 shows the inversion results using classical L 2 penalty. By the plot we can see that the L 2 regularization solution is more smooth as β becomes large. The right plot in Fig 6.7 shows the solutions using BV regularization method. By the plot, we find that the BV regularization solution has more oscillations. This is similar to stair-case effect. By the numerical test, we find that L 2 regularization method may recover smooth coefficient and BV penalty may produce accurate reconstruction of blocky images. Thus, it may be helpful to combine these two penalties together for obtaining a better inversion result for the case of piecewise smooth functions.
Then, the mixed L 2 + BV regularization method is used here. The true solution and inversion solution are plotted in Fig 6.8 with β = 5.005e − 3 and γ = 1.005e − 6 fixed and we have the relative error ε = 0.0578. The figure shows that the multi-parameter model gives a good inversion result. This is because the parameter β and γ can make a tradeoff between L 2 and BV penalty, and share the both effects from them. In order to show the advantages of multi-parameter model further, we compare the inversion solutions by the three regularization methods: L 2 penalty, BV penalty and L 2 + BV penalty. The left plot in Fig 6.9 shows the true solution and the inversion solutions by the three different regularization methods. It can be obviously seen that the L 2 + BV regularization method can most accurately identify the discontinuous structure of q among the three methods. However, the L 2 regularization solution is over-smooth and the BV regularization solution is highly oscillatory. Then we may conclude that the L 2 + BV regularization method is more appropriate for recovering piecewise smooth function. The right plot in Fig 6.9 illustrates that relative error ε versus the iteration number. By the plot, we see that the relative error decreases dramatically during the first four iterations, which implies that the algorithm converges rapidly. 
Conclusions
We considered an reaction coefficient inverse problem for time fractional diffusion equations. We first proved that the forward operator is continuous with respect to the unknown parameter. In practice, there exist various types of the unknown reaction coefficients to recover. We can solve a minimization problem through adding a muti-parameter penalty to the fitto-data functional. To obtain the boundary flux at each iteration, the mixed finite element method was used for solving the forward problem, which can give accurate flux. By the extensive numerical simulations, it could be concluded that different regularization methods are used for recovering different types of the unknown coefficients. The L-M algorithm would have difficulty in the high dimension of unknown q. Thus it is necessary to make dimension reduction for parameters. To this end, we chose different basis functions for q based on some priori information such that the unknown coefficient can be represented in a low dimension space. In the future, we may consider the regularization parameters depending on the given data, and study the coefficient and fractional order inverse problems for multi-term time-fractional diffusion equations.
