Assume that for a measurable function / on (0, oo) there exist a positive auxiliary function a(t) and some y e R such that <j>(x) = lim,^x(f(tx) -f(t))/a(t) = f' s y~l ds, x > 0. Then / is said to be of generalized regular variation. In order to control the asymptotic behaviour of certain estimators for distributions in extreme value theory we are led to study regular variation of second order, that is, we assume that lim,_ >oo (/(fx) -f(t) -a(t)<t>(x))/a i(0 exists non-trivially with a second auxiliary function a\(t). We study the possible limit functions in this limit relation (defining generalized regular variation of second order) and their domains of attraction. Furthermore we give the corresponding relation for the inverse function of a monotone / with the stated property. Finally, we present an Abel-Tauber theorem relating these functions and their Laplace transforms.
Introduction
Throughout we consider measurable real-valued functions on (0, oo) which are bounded on (0, a) for all a > 0. The class of regularly varying functions, that is, eventually positive functions, satisfying ' fU) ( consult, for example, any of the books [1, 8, 15] A distribution function F is in the domain of attraction of an extreme value distribution if and only if (1.2) holds for the inverse function of (1/(1 -F(-))) with limit ^ 0.
The following results, connecting (1.2) with (1.1), respectively (1.1'), are well known (see, for example, [8] ). PROPOSITION 
If (1.2) holds, then we have
use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S144678870000046X [3] Generalized For statistics in extreme value theory, for example, to estimate the parameter y in regularly varying tails of distribution functions (see, for example, [3, Lemma 2.2] and the subsection below) one uses an empirical version of (1.2'). In order to get information about the speed of convergence of these estimators one needs among other things second-order properties of the function / . This has been done in connection with statistical problems for very special second-order behaviour (see, for example, [3] , Theorems 2.3 and 2.5, cf. Remarks 2.2 and 2.3 and the references therein). In order to get our hands on the most general case, we may proceed as follows (see also [4] ).
Let be given a function /(•) with auxiliary function a(-) satisfying the asymptotic relation (1.2'). Now assume furthermore that there exists some positive function A(-) with linif-Kx, A{t) = 9, such that I ^ ^ -
What we mean by 'non-trivially' will be explained shortly. Clearly the function A(t) describes the rate of convergence in (1.
2'). Denoting a t (t) := a(t)A(t) = o(a(t)), t -> oo, we write
We want to find the possible limit functions H in (1.6) and the choices of the auxiliary functions ai(-) which may occur in (1.6). Note that by adding c -a^t) Xoa{t) in ( 
'->•<» A(t)
use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S144678870000046X
exists for x > 0 and that the sequence k(n) satisfies lim,,_ ) . oo y/k(n)A{n/k(n)) = 0. Then (1.9) follows. Note that (1.10) is a special instance of (1.6).
If one considers domains of attraction of all the extreme value distributions {G Y } Y e R and not just the case y > 0 as above, one is led to the full generality of (1.6) (cf. Dekkers and de Haan [3] ).
Another use of second-order conditions in extreme value theory involves finding the optimal choice of the sequence k(n) mentioned above, in order to make E(y n -y) 2 
minimal (cf. Hall [12] and Dekkers and de Haan [4]).
Finally, second-order conditions are used to establish a rate of convergence of the distribution of sample maxima towards an extreme-value distribution (Smith [16] , De Haan and Resnick [11] ). Further results about second-order conditions can be found in [5, 9, 14] .
In Section 2 we shall characterize the limit functions //(•) and their domain of attraction. In Section 3 we consider the corresponding relations for the inverse function of a monotone function / . Finally (in Section 4) we discuss how (1.6) is reflected in the asymptotic behaviour of the Laplace transform of / .
Limit functions and domain of attraction
The limit functions H are characterized in the following result. Moreover for x > C (2.1)
PROOF. Consider for x, y > 0 the identity
Letting t ->• oo on both sides we obtain by (1.5) and (1.6) 
t-*oo
So if a < 0 we have an algebraic speed of convergence in (1.2). In case a = 0 it is much slower, for example, logarithmic.
(ii) From (2.1) we see that H(x) can be written as
Note that the last term in each case is a multiple of (x y -l)/y; hence we must have c, # -ac 2 .
Theorem 1 is the second-order analogue of Proposition 1. Next we shall give a result which corresponds to Proposition 2. That is, we ask which functions / do satisfy (1.6) with a limit function H having certain parameters a, y. For a = y = 0 the conditions have been given by Omey and Willekens [13] . Note that by ±h e RV S or h e ±RV S we mean h e RV$ or -h e RV S ; similarly for ±h eUorh e ±U. (ii) Relation (2.10) implies that in all cases a x (t) = o(a(t)), as / -> oo.
(iii) Note that in most cases the existence of a second-order relation makes the first order relation simpler; for example, in case a < 0 and a + y = 0 one has f(t)~c 3 t y , as t -> oo.
PROOF OF THEOREM 2. The case y = a = 0 is discussed in [13] so we restrict ourselves to the other cases.
(ii) Assume (2.10). By Theorem 1 the function a(t) satisfies (2.2), that is, for x > 0 we have
Substitution of this into (2.10) leads to

] = {*-)
This relation is discussed in Proposition 2 and we obtain, for y > 0, 
The inverse conclusion follows similarly as above by an easy calculation.
REMARKS 5. Considering instead of (1.5) the simple second-order relations (where the functions H(x) denote different functions in the different cases) we get back the cases a -0; or or < 0 and a + y > 0; or a < 0 and y < 0; but not the cases a < 0 and y = 0; or a < 0 and y = -a; or a < 0, a + y < 0 but y > 0.
Inverse functions
Next we consider the special case where / is non-decreasing and give equivalent conditions in terms of </ > := /*" (the inverse function of / ) . This is relevant for extreme-value statistics again, where (2.10) is a condition in terms of the quantile function (so the inverse of a probability distribution) and one wants to have conditions in terms of the distribution function itself.
THEOREM 3. Suppose that f is non-decreasing andty is its right-continuous inverse function. Then (1.6) is equivalent to: 4>(t+x-a(<Kt))
locally uniformly for x e (-l/max(0, y), l/max(-y, 0)). 
(t + tea x {t)/a(t))-f«)-a(t){{\+ea x (t)/a(tW-\)/y
hence H m f(t + te ai {t)/a{t))-f{t) ai(t)/a(t)
use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S144678870000046X [11] Generalized regular variation of second order 391
Applying this for e > 0 and £ < 0 and using /(</>(/)-) < t < f(<p(t)+) we obtain = 0. This and (2.10) imply that we find for all real x, locally uniformly. We can apply Theorem 3 and find for / , the inverse function of <p:
-(log*)//(0} = -(log*) 2 /2 -log*, for x > 0.
t-*oo
Hence, since /(?) ~ y/2 log t (t ->• oo) and
(see [10] ), we find that for x > 0 (2 log? -log log t -log Anyi 2 ) 2
Note that f(t) is the quantile function of <t > at argument (1 -l/t).
Second-order variation and Laplace transforms
We now consider the Laplace transforms of functions satisfying (1.6). [7] for the case a = 0, y > 0 and compare [13] for the case a = y = 0.
(ii) Other integral transforms, rather than Laplace transforms, in particular those with non-negative kernels and suitable behaviour at oo and 0, can be considered as well. For example for case a + y < -1, one may use integral transforms based on the kernel k(v) = e~vv p , p > 0 such that p + a + y > -1, in order to avoid problems atO.
Laurens de Haan and Ulrich Stadtmiiller [14] (iii) The Tauberian condition in part (b) on / (monotonicity) may be weakened to one or two sided oscillation conditions as discussed for example in [ REMARK 8. In the paper [13] a Mercerian result is given for case a = y = 0. (This is an implication from (4.2) to (2.10) under certain conditions.) Similar results could be given here in the other cases as well.
