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Современное состояние систем искусственного интеллекта (ИИ), в сочетании с накоплением 
большого количества медицинских изображений открывает новые возможности для создания систем 
автоматизированной диагностики. Наиболее доступным методом лучевой диагностики является 
обычная рентгенография. Отсюда возникает необходимость в создании системы глубокого обучения 
для анализа двумерных рентгеновских снимков. Хотя, в последние годы были достигнуты 
многообещающие результаты, трудности моделирования тонких межклассовых различий и большие 
внутриклассовые различия по-прежнему создают большие проблемы. [1,2,3,4,5,6].  
Целью нашей работы являлось обучение нейронной сети распознаванию патологий на 
рентгеновских изображения грудной клетки и анализ её работы с помощью карт активаций классов на 
различных этапах обучения.  
 
Описание алгоритма 
Для решения поставленной задачи использовался использовался фраймворк Tensorflow keras, 
архитектура Resnet глубиной 50 слоёв.  Был разработан собственный генератор изображений, с 
функцией сохранения карты активации классов и результатов предсказания нейронной сети, через 
заданные промежутки, для последующего анализа. В качестве обучающего был использован dataset 
NIH Chest X-rays, на 111 тысяч изображений.  Перед подачей в нейронную сеть производился поворот 
изображения на случайный угл и его сжатие до размера 224 на 224. Обучение проводилось в двух 
вариантах. В первом случае нейронная сеть училась распознавать 14 классов патологий и норму, во 
втором случае все изображения были разделены на норму и патологию.  
 
Результаты и обсуждение 
Ранее нами уже было проведено обучение нейронных сетей с указанными выше параметрами, без 
постоянного сохранения карт активации классов. Было установлено, что максимального значения 
точность достигает к 15 эпохе и дальнейшее обучение не приводит к снижению ошибки обучения. Эти 
параметры использовались в дальнейшем в нашем алгоритме.  
Вместо анализа метрик точности производилась оценка изменения карт активации классов и 
вероятности предсказаний нейронной сети специалистом. В процессе обучения количество корректно 
распознанных примеров росло в каждом варианте обучения, а карта активации классов стала 
соответствовать определённым областям на изображении. С вероятностью значительно превышающей 
50 процентов нейронная нейронная сеть научилась предсказывать снимки без патологии и снимки на 
которых наблюдалась массивная инфильтрация, отличать, в случае бинарной классификации, снимки 
с патологиями, в целом, от нормальных.  Анализ областей на изображении, которые были 
ответственны за выбор класса победителя показали, что наиболее значимый вклад в принятие решения 
об отсутствии патологии вносили области ключицы, подмышки, живота и проксимальной головки 
плечевой кости. В случае определения инфильтрации, нейронная сеть обращала внимание на лёгочную 
ткань и левый контур сердца (рис. 1).  
С точки зрения рентгенологии, области подмышек и живота не несут информации о состоянии 
лёгочной ткани. Исключением служит лишь газ в брюшной полости. Изображения с такой патологией 
нейронной сети не предъявлялись. Вероятно, такой набор областей интереса был продиктован тем, что 
пациентов в тяжёлом состоянии чаще снимают в неправильной проекции, лёжа, не отводя руки в 
стороны, что приводит к попаданию большего количества тканей живота на снимок и 
суперпозиционному наложению лопаток на область лёгких, изменению пропорций изображения.  
Область сердца, представляет интерес определения инфильтрации - наблюдается размытие контура 
сердца. Наиболее важным признаком инфильтрации является снижение прозрачности областей 
лёгочных полей неоднородного характера. Это признак отражался на карте активации классов, но лишь 
при массивной инфильтрации. Всё вышеизложенное говорит, о неудовлетворительных результатах 
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обучения нейронной сети resnet50.  Данная проблема характерна, как для обучения мультиклассовой 

















Рис. 1. Корректно опознанные изображения, после 15 эпох обучения. А - без патологии в двух 
вариантах обучения; Б - гидроторакс, вариант с бинарной классификацией; В - полисегментарная 
пневмония, вариант с мультиклассовой классификацией. 
 
Стоит отметить, что предварительные результаты эксперимента с vgg19 показывают совершенно 
иную картину активации классов. Можно предположить, что такой путь обучения нейронной сети 
связан непосредственно с архитектурой resnet и её главной особенностью - пропуску слоёв на 
начальном этапе для ускорения обучения. 
 
Заключение  
В результате проведения анализа работы нейронной сети можно сделать вывод о том, что resnet50, 
после 15 эпох обучения показывает неудовлетворительные результаты, связанные с вниманием к 
косвенным признакам патологии, таким, как положение пациента, при проведении рентгенографии. 
Этот результат указывает, что в задаче распознавания патологий на рентгеновских изображениях карты 
активации классов, как метод интерпретации выявленных алгоритмом признаков являются 
необходимым этапом тестирования.  
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