Abstract-The concept of multiple-input multiple-output (MIMO) radar allows each transmitting antenna element to transmit an arbitrary waveform. This provides extra degrees of freedom compared to the traditional transmit beamforming approach. It has been shown in the recent literature that MIMO radar systems have many advantages. In this paper, we consider the joint optimization of waveforms and receiving filters in the MIMO radar for the case of extended target in clutter. A novel iterative algorithm is proposed to optimize the waveforms and receiving filters such that the detection performance can be maximized. The corresponding iterative algorithms are also developed for the case where only the statistics or the uncertainty set of the target impulse response is available. These algorithms guarantee that the SINR performance improves in each iteration step. Numerical results show that the proposed methods have better SINR performance than existing design methods.
I. INTRODUCTION
M ULTIPLE-INPUT multiple-output (MIMO) radar is an emerging field which has drawn considerable attention recently. Unlike the traditional SIMO (single-input multipleoutput) radar, which can only transmit scaled versions of a signal waveform, the MIMO radar is capable of transmitting arbitrary waveforms [21] , [22] . This provides extra degrees of freedom in the design of the radar systems. In this paper, we consider the joint optimization of the transmitted waveforms and receiving filters in the MIMO radar for the case of extended target in clutter.
The MIMO radar systems can be classified into two categories: 1) bistatic MIMO radar [27] , and 2) colocated MIMO radar [28] . In the bistatic case, the transmitting antennas are widely apart such that each views a different aspect of the target. The concept of MIMO radar can be used to increase the spatial diversity of the system [23] , [24] , [26] . The spatial diversity can improve the performance of detection [26] and angle estimation [25] . A tutorial on the bistatic MIMO radar can be found in [27] . In the colocated radar case, the transmitting antennas are close enough such that the target radar cross sections (RCS) observed by the transmitting antenna elements are identical. In this case, the concept of MIMO radar can be used to increase the spatial resolution. Several advantages have been demonstrated by different authors, including excellent interference rejection capability [30] , [31] , improved parameter identifiability [29] , and enhanced flexibility for transmit beampattern design [5] , [7] . A tutorial on the colocated MIMO radar can be found in [28] . In this paper, we focus on the colocated MIMO radar. The MIMO radar waveform design problems have been studied in [5] - [16] . These methods can be broken into three categories: 1) covariance matrix based design [5] - [9] ; 2) radar ambiguity function based design [10] - [13] ; and 3) extended target based design [14] - [16] . In the covariance matrix based design methods, the covariance matrix of the waveforms are considered instead of the entire waveform. Consequently, this kind of design methods affects only the spatial domain. In [5] and [6] , the covariance matrix of the transmitted waveforms is designed such that the power can be transmitted to a desired range of angles. In [7] , the authors have also designed the covariance matrix of the transmitted waveforms to control the spatial power. However, in [7] , the cross correlation between the transmitted signals at a number of given target locations is minimized. This can further increase the spatial resolution in the receiver. In [8] , the covariances between waveforms have been optimized for several design criteria based on the Cramér-Rao bound matrix. In [9] , given the optimized covariance matrix, the corresponding signal waveforms are designed to further achieve low peak-to-average-power ratio (PAR) and higher range resolution.
The radar ambiguity function based methods optimize the entire waveforms instead of just their covariances. Thus these design methods involve not only the spatial domain but also the range domain. The angle-Doppler-range resolution of the radar system can be characterized by the MIMO radar ambiguity function [38] - [40] . In [11] - [13] , the sidelobe of the autocorrelation and the cross correlation between waveforms are minimized. This sharpens the radar ambiguity function. In [10] , the waveforms are directly optimized so that a sharper radar ambiguity function can be obtained. Thus the spatial and range resolution of point targets can be improved.
In the extended target based methods also, the entire waveform is considered as in the radar ambiguity function based approaches. However, unlike the ambiguity function based methods which consider the resolutions of point targets, these methods consider the detection or estimation of extended targets. These methods require some prior information about the target and/or clutter impulse response. The extended target based methods have been also studied in the SIMO case [1] - [4] , [17] - [20] . In [17] , the waveform is optimized to maximize the SINR subject to the constraint that the waveform is similar to a desired waveform. This constraint improves the PAR and the range resolution of the waveform. In [18] , the optimal radar code which considers detection probability, Doppler frequency estimation accuracy, PAR and the range resolution is proposed. In [19] and [20] , the mutual information between the received waveforms and the target impulse response has been optimized by properly designing the transmitting waveforms. This idea has been extended to the MIMO radar case in [15] . The corresponding robust design has also been proposed in [16] . However, in [15] - [20] the effect of the clutter is ignored. In [1] - [4] , the clutter impulse response has been considered. In these methods, the SINR has been maximized to improve the detection performance by properly designing the transmitting waveform. Both [1] and [2] have proposed different iterative algorithms to maximize the SINR. In [1] , Pillai et al. have proven that in the continuous-time SIMO radar case, the optimal transmitted waveform must be minimum-phase. For the MIMO radar, SINR maximization with both target and clutter information has been considered in [14] . A MIMO extension of the method in [1] and a gradient based method have been proposed in [14] to solve for the transmitted waveforms. Several suboptimal solutions have also been studied in [14] .
In this paper, we consider the waveform design problem which maximizes the SINR in the presence of clutter in the colocated MIMO radar case. As shown in [1] , [2] , and [14] , the difficulty of this problem is that the objective function, namely the SINR, is not a convex function of the transmitted waveforms. Moreover, it cannot be easily solved by Lagrange multiplier methods. In [1] , [2] , and [14] , different iterative methods have been developed. In [2] , the algorithm guarantees the SINR improves in each iterative step. However, it has not been extended to the MIMO case because the algorithm is based on the symmetry of the SIMO radar ambiguity function [41] , which is no longer valid in the MIMO radar case. On the other hand, in [1] and [14] , the algorithms work for the MIMO radar case. However they do not guarantee nondecreasing SINR in each iteration step. Consequently, these algorithms cannot guarantee convergence. In this paper, we propose a new algorithm which works in the MIMO radar case and guarantees nondecreasing SINR in each iteration step. The numerical results show that it converges faster and has better SINR performances than the method in [1] and [14] . We also consider the case where only a partial information of the target impulse response is known. This includes the case where only the statistics of the target impulse response are given and the case where only an uncertainty set of the target impulse response is given. The corresponding iterative algorithms have been developed for both cases.
The extended target based waveform design problem is very different from other types of radar waveform design. It requires the knowledge of the clutter statistics and the target impulse response or its statistics. It also requires the transmitted waveforms to adapt to the changing statistics in real-time. Therefore, it is more complicated than other methods. The clutter information can be estimated by previous received signals before the target appears. We assume the impulse response of the target of interest is known. The goal is to design the waveforms which are best suitable for detecting this particular target of interest. However, this assumption may not be practical because the target impulse response depends on the orientation of the target. Therefore, in Section IV, we discuss the case where only the statistics or the uncertainty set of the target impulse response is available. The optimal waveforms for the detection are the waveforms which lead to the greatest SINR. Thus, we consider the problem of maximizing the SINR with the total energy constraint. Some of the important design issues such as constant modulus and range resolution are not considered in this paper. From a practical stand point, it is important that the radar transmitter has a low PAR. Also, the optimal waveforms obtained by the proposed method may not have good performance for range estimation. The waveform design problem which takes into account these important issues will be explored in the future.
The rest of this paper is organized as follows Section II introduces the signal model, formulates the problem and reviews the existing algorithms. Section III proposes the new iterative algorithm for jointly designing the transmitted waveforms and the receiving filters. Section IV proposes the iterative algorithms for random target and uncertain target cases. Section V shows the results of numerical simulations. Finally Section VI concludes the paper.
Notations: Matrices and vectors are denoted by capital letters in boldface (e.g., ).
and denote transpose and transpose conjugation, respectively. Fig. 1(a) illustrates the model used in this paper. Consider a MIMO radar system with transmitting antennas and receiving antennas. A finite duration vector signal is converted to analog waveforms, modulated, and emitted. The waveforms are reflected back by the target and clutter with transfer function and , respectively. In the receiver, waveforms are received, demodulated and converted back to a discrete vector signal . Then the received signal is processed by a receiving filter to further determine the existence of the target. Fig. 1(b) illustrates the discrete baseband equivalent model where and represent the transfer functions of the target and clutter, respectively. We assume is a known FIR filter. It can be represented as where is the impulse response of the target (i.e., impulse response from the transmitting antenna to the receiving antenna) and is the order of the FIR filter. The clutter transfer function can be represented as where is the impulse response of clutter. We assume is a vector wide-sense stationary (WSS) process with known covariance
The vector process shown in Fig. 1 (b) represents the noise in the receiver. We also assume the covariance (2) is known. The assumption of the availability of this prior information has also been made in [1] - [4] , [14] .
With the prior information of the target impulse response and the second order statistics of the clutter impulse response and noise, our goal is to jointly design the transmitted vector waveform and the receiving filter to maximize the detection rate. It is well known that the optimal detection can be obtained by the log-likelihood ratio test [42] . In this case, the detection rate is a nondecreasing function of the SINR. Therefore, our goal becomes to maximize the SINR by choosing and . The single-input single-output (SISO) case of this problem, where , has been studied by DeLong and Hofstetter in 1967 [2] - [4] and more recently by Pillai et al. [1] . Two different types of iterative methods have been proposed for solving this problem. DeLong and Hofstetter's iterative method takes advantage of the symmetry property of the cross ambiguity function. This method guarantees the SINR improves in each iteration step. Nevertheless, the symmetry property cannot be applied in the general MIMO case. Consequently this method cannot be generalized to the MIMO case. On the other hand, Pillai's method has been generalized to the MIMO case by Friedlander [14] . However, this method does not guarantee that the SINR improves in each iteration step. We will soon briefly review this method. In this paper, we propose a new iterative method for optimizing the MIMO radar transceiver. It works in the MIMO case and also guarantees the SINR improves in every iteration step. 
A. Problem Formulation
The received baseband waveform can be expressed as where is the order of the finite duration signal . We define where is the order of the receiving filter . Then the overall received signal can be expressed as where (3) and and are block Toeplitz matrices defined as Our goal is to maximize the SINR subject to the power constraint, that is (6) One can first observe that this problem is in general not convex because the objective function is a fourth order rational function. In general, there will be multiple local maxima in the feasible set. It is in general not easy to find the global maximum.
B. Review of Pillai's Method [1]
Now we briefly review the method proposed in [1] for solving the optimization problem in (6) . Note that the original method proposed in [1] uses a continuous-time SISO model. We review a slightly modified version of this method which works in our discrete-time MIMO model as shown in Fig. 1(b) .
To solve (6), we can first solve in terms of . In this case, the optimization problem becomes Define (7) and . Note that can be obtained by using the clutter covariance in (1) and can be obtained by using the noise covariance in (2). The above problem can be recast as This is the well-known minimum variance distortionless response (MVDR) problem [37] . The solution to this problem is (8) where is a scalar which satisfies the equality constraint. Note that the scalar can be ignored because it has no effect on the original objective function in (5).
Substituting the above back into the objective function in (5) . The new objective function becomes which is a function of only. Therefore the optimization problem becomes (9) Now this problem has only one parameter . If is a constant, the above problem is the well-known Rayleigh quotient [43] and the solution to will be the principal component of the matrix . However, note that from (7), is a function of as well. To solve this problem, Pillai et al. proposed a method which starts with an initial and then uses this to compute the matrix . Then the principal component of this matrix is computed to update . This process is repeated until the SINR is large enough. As we have shown here, this method can be used in the MIMO case. Nevertheless, this method does not guarantee nondecreasing SINR in each iteration step. Consequently, the convergence cannot be guaranteed.
III. PROPOSED ITERATIVE METHOD
In this section, a new iterative algorithm is introduced for solving the SINR maximization problem in (6) . Different from the approach in [1] , this proposed method guarantees nondecreasing SINR in each iteration step. The technique applied here is that we first optimize the receiving filter for fixed transmitted waveforms and then optimize for fixed receiving filter . This kind of optimization technique has been applied in different fields such as multiuser transceiver design [32] , multicarrier transceiver design [33] , and adaptive paraunitary filterbank design [34] . It can be shown that the algorithm gives a solution which is not only a local optimum, but also the global optimum separately along the dimension and the dimension.
We have already solved in terms of in (8) . Now we explain how to solve in terms of and then we will explain the iterative process. For fixed , the transmitted waveforms can be obtained by solving the following optimization problem: (10) where and . Note that both and can be obtained by using the prior second order information defined in (1) and (2). We first look at the Lagrange multiplier method to solve this problem. The Lagrangian can be defined as where is the Lagrange multiplier. Differentiating the above function with respect to and setting it to zero, we obtain One can see that the above equation has a high order polynomial of in the numerator. This makes it hard to solve in general.
We have already seen that directly solving the problem using the method of Lagrange multiplier is not easy. To overcome this difficulty, we recast the problem by using the following proposition. The first inequality is because of the definition of . The second inequality is from the fact that . We also have . Therefore is a solution to (10).
Similar technique has been used in [32] to solve an MSE minimization problem in multiuser transceivers. This proposition allows us to get rid of the power constraint in (10) and solve the unconstrained problem in (11) instead. Equation (11) can be further recast as the MVDR problem
The solution to the above problem is [37] ( 12) where is a scalar which satisfies the power constraint. Note that this scalar can be ignored because needs to be normalized to unit norm according to Proposition 1. Now we know how to solve in terms of and in terms of . We can iteratively solve for the transmitted waveforms and the receiving filter . Thus the objective function, namely SINR, will be nondecreasing in every iteration step. The algorithm is summarized as follows.
Algorithm 1: Given the target impulse response , noise covariance , the clutter covariance , and an initial value of the transmitted waveforms , the transceiver pair can be optimized by repeating the following steps:
1. Compute 2.
3. Compute 4. 5. . We stop when the SINR improvement becomes insignificant. Because the objective function is bounded and is nondecreasing in each step, according to monotone convergence theorem the objective function will converge to some value [46] . Even though the point corresponding to this result is not unique, the algorithm stops in one particular yielding . Since and are local optimum along and dimension separately, the solution is also a local optimum, that is Moreover, the algorithm finds the global maximum along dimension or dimension in each step. Therefore, when the algorithm converges, the solution will be the global optimum along the dimension and dimension separately, that is So, the solution obtained by this iterative algorithm is actually stronger than a local maximum.
1) Matched Filter Bound:
To evaluate the performance of the suboptimal iterative algorithm, we are interested in how close its SINR performance is to the global optimal solution of the problem in (6). However, it does not appear to be a simple matter to obtain the global optimal solution. To avoid this difficulty, we compare the performance of the proposed method to a computable upper bound of the global maximum. One way to obtain such an upper bound is to drop the clutter term in the SINR expression in (5). This bound is often called the matched filter bound. It can be expressed as One can first solve in terms of as in (8) and obtain where is a scalar which will be determined by the power constraint. Substituting the above solution into the objective function, the optimization problem becomes This is the well-known Rayleigh quotient [43] . The solution of is the principal component of the matrix and the maximum of the objective function is the largest eigenvalue of which is denoted as Therefore, this matched filter bound can be easily obtained.
The numerical results for the proposed iterative method and the matched filter bound will be presented in Section V.
IV. ITERATIVE METHOD WITH RANDOM AND UNCERTAIN TARGET IMPULSE RESPONSE
The iterative method introduced in Section III requires the information of the target impulse response . In this section, we focus on the case where only a partial information of the target impulse response is available. We consider two different cases. In the first, the target impulse response is modelled as a WSS random process. We assume only the covariance of the process is known. An iterative algorithm for maximizing the SINR in this case will be derived in this section. In the second case, the target impulse response is deterministic but unknown. We assume the target impulse response lies in a convex uncertainty set. An iterative algorithm will be proposed in this section to maximize the worst SINR among all the possible target impulse responses in the given uncertainty set.
A. Random Target Impulse Response
We first consider the random target impulse response case. We assume the coefficients of the target impulse response is a WSS random process. We assume the covariance matrix, which is defined as is known. In this case, the SINR at the receiving filter output is defined as (13) The goal is to solve the following optimization problem:
The same technique used in Section III can be used to iteratively optimize the parameters and in each step. To solve in terms of , the optimization problem can be written as where , and . Define as the lower triangular Cholesky factor of . In other words, the lower triangular matrix satisfies Define . By changing variables, the optimization problem can be rewritten as This is the well-known Rayleigh quotient [43] and the solution to the problem is the principal component of the matrix . Thus, the solution can be expressed as (14) where denotes the principal component of matrix . To solve in terms of , the optimization problem becomes the following: where and . It can be easily verified that a similar result as in Proposition 1 still holds in this case. We can obtain the solution by solving the following problem instead:
Using the same technique for solving , we can obtain where is the lower triangular matrix such that . We summarize the iterative algorithm for optimizing the transceiver pair in the case of random target impulse response as the following.
Algorithm 2: Given the target impulse response covariance , the clutter covariance , the noise covariance , and an initial value of the transmitted waveforms , the transceiver pair can be optimized by repeating the following steps: We have extended the proposed iterative method to the random target impulse response case. Note that it is not clear how to extend the method proposed in [1] to this case. The method proposed in [1] requires substituting the solution of in (8) back into the objective function and obtain the optimization problem with only parameter as in (9) . In the random target impulse response case, substituting the solution in (14) back, the objective function becomes (15) where denotes the maximum eigenvalue of matrix . The iterative method proposed in [1] treats the matrix in (9) as a constant with respect to in every iteration and obtains the transmitted waveforms by Rayleigh principle [43] . However, in the case of random target impulse response, even if we treat the matrix as a constant with respect to , it does not appear to be a simple matter to choose to maximize the objective function in (15) . For similar reason, it does not appear to be a simple matter to compute the matched filter bound which we have obtained for the deterministic target case.
B. Uncertain Target Impulse Response
We now consider the second case where the target impulse response is deterministic but unknown. We assume the target matrix lies in a known convex set . Our goal is to maximize the worst SINR in this set. The worst SINR can be expressed as (16) So the goal is to solve the following optimization problem: (17) To solve this problem, we first recast the problem using the following proposition. . Therefore, solves (17) . One can see that the logical flow of this proof is identical to Proposition 1. This proposition allows us to get rid of the power constraint in (17) and solve the unconstrained problem in (19) instead. To solve the max-min problem, one can first solve for the worst target matrix in the minimization problem in (18) . Since the feasible set is convex and the objective function is quadratic with respect to , the optimization problem in (18) is a convex problem. It can be solved numerically if the values of and are given. However, the values of and have not yet been given at this moment. They are parameters which will be maximized in (19) . So, in order to solve the problem in this manner, we need to solve in terms of and analytically. Then the objective function in (18) can be expressed analytically in terms of and . However, in general, the analytic solution may not be available. Even if we can obtain the analytic form of , the resulting function might not be concave in terms of parameter or . If is not concave in terms of or , the problem in (19) is in general not easy to solve.
To overcome this difficulty, we apply the following proposition.
Proposition 3: If solves for some and , then it also solves
Proof: Applying Proposition 1 in [35] , one can verify that is a saddle point, that is By using the minimax theorem [44] , the saddle point also solves the second optimization problem. This proposition allows us to change the order of the maximization with respect and and the minimization with respect to in (18) and (19) .
To solve the optimization problem in (19) , we use the iterative approach as before. In each step, we optimize with fixed or optimize with fixed . We first demonstrate how to solve with fixed , that is, to solve Applying Proposition 3, the above problem can be recast as Using the same MVDR approach for obtaining (12) , one can obtain where is a scalar which will be determined by the power constraint. Substituting into the objective function, the optimization problem becomes Observing the above problem, one can see that the cost function is a convex function and the feasible set is a convex set. Therefore it is a convex optimization problem. Note that since is fixed now, the solution can be solved numerically. This yields the worst case target in the uncertainty set. With similar technique, one can also solve with fixed , and obtain the following solution:
where is a scalar which will be determined by the power constraint, and is the solution to the following convex optimization problem which can be solved numerically.
With these methods, we can increase the worst SINR defined in (16) in each step by optimizing or one at a time. We summarize the algorithm as the following.
Algorithm 3: Given the target matrix uncertainty set , the clutter covariance , noise covariance , and an initial value of the transmitted waveforms , the transceiver pair can be optimized by the following steps. 
7.
We stop when the SINR improvement becomes insignificant.
1) Special Case: Sphere Uncertainty Set: Now we consider a sphere uncertainty set, that is (20) where is the origin and is the radius of the sphere. Note that this is a special case of the convex uncertainty set. We assume is small enough so that . This is a reasonable assumption because if , no matter how we choose and , the worst SINR in (16) will always be zero. In this case, one can use the Lagrange multiplier method to solve for the worst SINR in (16) and obtain (21) The derivation of the above worst SINR expression is shown in the Appendix . Although an analytic solution for the worst SINR can be obtained, one can see that is not convex in either or . So it is difficult to maximize the worst SINR from the above expression.
We can apply Algorithm 3 to solve this problem. In this case, the convex optimization in Step 2 of Algorithm 3 becomes (22) As we have mentioned earlier, this is a convex optimization problem and therefore can be solved numerically. However, we will show that in this special case of the sphere uncertainty set, a simple line search algorithm can be used to solve this problem. Define the Lagrangian as where is the Lagrange multiplier. Differentiating the above function with respect to and setting it to zero, we obtain (23) From the above equation, one can observe that has rank one. Without loss of generality, there exists some such that Substituting into (23) and solving for , one can obtain We have almost finished solving for except that there is still an unknown Lagrange multiplier in the above equation. Note that usually the constraint in (22) can be either an active constraint (24) or an inactive constraint . The inactive constraint only happens when the cost function reaches global minimum, that is, . But cannot happen because we have assumed . Consequently, the constraint will always be active as in (24) . Thus the Lagrange multiplier can be obtained by solving (24) . Define the eigenvalue decomposition where is unitary and is diagonal. Equation (24) can thus be expressed as Note that because is positive semidefinite. Also, we have the Lagrange multiplier . Therefore, the left side of the last equality is a decreasing function of . This implies the solution for is unique. In this case, the solution for can be easily found by some simple line search algorithm such as Newton's method [45] .
Using the same argument, one can solve the convex optimization problem in Step 5 of Algorithm 3 and obtain the following solution:
where is the Lagrange multiplier. It can be solved by a line search algorithm using the following relation where is the eigenvalue decomposition of the matrix . Therefore, in the sphere uncertainty set case, the numerical convex optimization in Step 2 and Step 5 of Algorithm 3 can be replaced by the aforementioned method which can be much more efficient. In [36] , similar result has been obtained for solving beamformer robust against steering vector mismatch. The second order cone programming has been replaced by the line search algorithm in [36] , by using the Lagrange multiplier method.
V. NUMERICAL RESULTS
In this section, the SINR performances of the proposed method are compared to the method in [1] which has been extended to the MIMO case in [14] , and to the orthogonal LFM (linear frequency modulation) waveforms. The orthogonal LFM waveforms is defined as Note that LFM waveforms are designed for a different purpose, namely, obtaining a sharp ambiguity function. They are good candidates for distinguish point targets, and in imaging. However, the LFM waveforms may not have good SINR performances in the extended target case.
1) Example 1: SINR Versus Number of Iterations:
Consider a MIMO radar system with number of transmitting antennas and number of receiving antennas . The target impulse response is given by otherwise.
The clutter impulse response is modelled as an AR (auto-regressive) process with covariance where the parameters and are 16 16 real matrices shown in Fig. 3 . Here is a positive semidefinite matrix with spectral radius less than unity. The noise is modelled as white noise with unity variance. Fig. 4 shows the SINR performances defined in (5) as a function of the number of iterations. The matched filter bound which has been derived in the end of Section III is also shown in the figure. The matched filter SINR, which takes the clutter signal into account is also shown in the figure. The Note that LFM waveform is fixed, so its SINR is not a function of the number of iterations. The initial waveforms used in Algorithm 1 (the new algorithm proposed in Section III) and in the method in [1] and [14] are identical. One can observe that Algorithm 1 has a better performance than other methods. Algorithm 1 also converges very fast. It converges in about six iterations in this example. Moreover, in Algorithm 1, the SINR is a nondecreasing function of the number of iterations. The initial transmitted waveforms are shown in Fig. 5(a)-(d) . Note that the vector contains four waveforms as defined in (3) . The optimized transmitted waveforms and receiving filters are shown in Fig. 5(e)-(l) . The coefficients are generated as i.i.d. (independent and identically distributed) circular complex Gaussian random variables with unity variance. The covariance of the clutter impulse response is generated by using where the notation denotes convolution, is a 4 4 matrix sequence with length 31 and the coefficients are i.i.d. circular complex Gaussian random variables. The noise is a white process with unity variance. The initial waveforms used in the algorithms are randomly chosen. The simulation is performed by averaging among 1000 different target, clutter and noise realizations. Fig. 6 shows the comparison of the SINR defined in (5) under different CNR. The matched filter bound which has been derived in the end of Section III is also shown on the figure. The matched filter SINR, which takes the clutter signal into account is also shown in the figure. One can see that Algorithm 1 has the best SINR performances among all the methods under all CNR. Both Algorithm 1 and method in [1] and [14] have much better performances than the LFM waveforms. This shows that utilizing the prior information in the transmitter is very crucial for the SINR performance.
3) Example 3: SINR Versus CNR With Random Target Impulse Response: In this example, the SINR performances are compared under different CNR as in the last example. However, the coefficients of the target impulse response are modelled as a WSS random process with covariance . The covariance is generated by using where is a 4 4 matrix sequence with length 21 and the coefficients are i.i.d. circular complex Gaussian random variables. Except the target impulse response, all the parameters used in this example are identical to Example 2. The simulation is performed by averaging among 1000 different target, clutter, and noise realizations. Fig. 7 shows the comparison of the SINR defined in (5) under various CNR. We have explained in Section IV-A that it is not clear how to generalize the method in [1] and [14] and the matched filter bound to this case. Thus we only compare Algorithm 2 and LFM waveforms in this case. One can see that Algorithm 2 has a significantly better SINR performances than the LFM waveforms.
4) Example 4: Worst SINR Versus CNR With Uncertain Target Impulse Response:
In this example, we consider that the target matrix is in a sphere uncertainty set as shown in (20) . The worst SINR in (21) are compared under various CNR. All the parameters are identical to the last example, except the target impulse response. The center of the sphere is a block Toeplitz matrix generated by the matrix sequence as in (4) . The order of is 20. The elements of , The transceiver pair is obtained by using Algorithm 1 with the target matrix . The SINR is obtained by using (5) with as well. 2) Algorithm 3: The transceiver is obtained by using Algorithm 3 with the origin and radius . The SINR is the worst SINR obtained by using (16) . 3) Algorithm 1: The transceiver is obtained by using Algorithm 1 with the target matrix . The SINR is the worst SINR obtained by using (16) . 4) Method in [1] , [14] : The transceiver is obtained by using the method in [1] and [14] with the target matrix . The SINR is the worst SINR obtained by using (16) . Fig. 8 shows the SINR performances under different CNR. As expected, Algorithm 1 without the target mismatch has the best SINR performance. Algorithm 3 which is designed for robustness against target mismatch has a significantly better worst SINR performance compared to Algorithm 1 in the high CNR region.
VI. CONCLUSION
In this paper, we have proposed an iterative algorithm for jointly designing the transmitted waveforms and the receiving filters to maximize the SINR in MIMO radar with the prior information of the extended target and clutter. This iterative algorithm alternatively solves the optimal transmitted waveforms and the receiving filters by fixing the other parameters. This algorithm finds a local maximum which is also a global maximum along the dimension of the transmitted waveforms and the dimension of the receiving filter separately. The proposed iterative algorithm has also been extended to the case of random target impulse response and the case of uncertain target impulse response. The numerical results show that the proposed iterative algorithm converges faster and also has better SINR performances than previously reported algorithms. Some of the important design issues such as constant modulus and range resolution are not considered in this paper. From a practical stand point, it is important that the radar transmitter has a low PAR. Also, the optimal waveforms obtained by the proposed method may not have good performance for range estimation. The waveform design problem which takes into account these important issues will be explored in the future.
APPENDIX
Here, we derive the worst SINR in the case of sphere uncertainty target impulse response as shown in (21) . For simplicity, we ignore the irrelevant denominator in (16) . The following optimization problem is considered (25) The Lagrangian of the above problem can be defined as where is the Lagrange multiplier. Differentiating the Lagrangian with respect to and setting it to zero, we obtain From the above equality, without loss of generality, there exists a scalar such that (26) Note that usually the constraint in (25) can be either an active constraint (27) or an inactive constraint . The inactive constraint only happens when the cost function reaches global minimum, that is, . But cannot happen because we have assumed . Consequently, the constraint will always be active as in (27) . By substituting (26) into (27) , one can obtain the magnitude of as Substituting this result back into (26) , we obtain Now the only unknown in the above equation is the phase . To solve for the unknown phase, substituting the above expression into the cost function, one can obtain One can easily verify that the phase which minimizes the above cost function is . Therefore the solution to the problem in (27) is Substituting the above solution back into the cost function, one can obtain the minimum as
