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The Daugavet equation for operators on function spaces
Dirk Werner
Abstract. We prove the norm identity ‖Id + T ‖ = 1 + ‖T ‖, which
is known as the Daugavet equation, for weakly compact operators T
on natural function spaces such as function algebras and L1-predual
spaces, provided a non-discreteness assumption is met. We also con-
sider c0-factorable operators and operators on CΛ-spaces.
1. Introduction
In his 1963 paper [5] Daugavet proved the remarkable norm identity
‖Id+ T‖ = 1 + ‖T‖ (1.1)
for a compact operator on C[0, 1]; in the sequel (1.1) has become known
as the Daugavet equation. (1.1) has proved useful in approximation theory;
Stecˇkin used it in order to provide precise lower bounds for trigonometric
approximations [15]. Daugavet’s result was extended to other classes of op-
erators on spaces of continuous functions C(S), notably to weakly compact
operators [8] and also to operators on L1-spaces; we refer to [1] and [2] for
a more detailed account of the history of the subject.
In this paper we suggest a systematic, yet simple approach to studying
the Daugavet equation for operators on subspaces of C(S)-spaces. Since ev-
ery Banach space embeds isometrically into a C(S)-space, some restriction
on the embedding has to be imposed. Also, a natural obstruction for the
Daugavet equation to hold for – say – compact operators on C(S) is the pres-
ence of isolated points in S, because an isolated point of S immediately gives
rise to a one-dimensional operator (i.e., an operator with one-dimensional
range) T on C(S) with ‖Id− T‖ = 1. In section 2 we formulate conditions
on an isometric embedding J of a Banach space X into C(S), labelled (N1)
and (N2), which we will assume in order that X be “nicely embedded;” in
addition we will require a non-discreteness condition (N3).
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In the next section we will present a necessary and sufficient condition
for the Daugavet equation on a nicely embedded space, and we check it
for weakly compact operators and for operators factoring through a sub-
space of c0; note that both these classes encompass the compact operators.
Whereas section 2 has a deliberately technical flavour, we give applications
to concrete spaces in section 3. In particular, we deal with function alge-
bras, L1-predual spaces and translation invariant spaces, and we establish
the Daugavet equation for various classes of operators.
Condition (N2) will be given in terms of the L-structure of X∗. We
recall the relevant definitions. A closed subspace F of a Banach space E is
an L-summand if there is a projection Π from E onto F such that
‖ξ‖ = ‖Π(ξ)‖ + ‖ξ −Π(ξ)‖ ∀ξ ∈ E.
Dual to this notion is the definition of an M -ideal: F ⊂ E is an M -ideal if
its annihilator F⊥ ⊂ E∗ is an L-summand. These concepts are studied in
detail in [11]. Roughly speaking, our conditions (N1)–(N3) mean that the
function space X has a rich and nondiscrete M -ideal structure.
We use standard notation such as L(X) for the space of all bounded
linear operators on a Banach space X, BX for the closed unit ball of X and
exC for the set of extreme points of a convex set C.
2. Nicely embedded Banach spaces
In order to formulate the lemmas of this section succinctly, we need to
introduce some vocabulary. Let S be a Hausdorff topological space, and let
Cb(S) be the sup-normed Banach space of all bounded continuous scalar-
valued functions. The functional f 7→ f(s) on Cb(S) is denoted by δs.
We say that a linear map J : X → Cb(S) on a Banach space X is a nice
embedding and that X is nicely embedded into Cb(S) if J is an isometry such
that for all s ∈ S the following properties are satisfied:
(N1) For ps := J
∗(δs) ∈ X
∗ we have ‖ps‖ = 1.
(N2) lin{ps} is an L-summand in X
∗.
The latter condition can also be rephrased by saying that the kernel of ps is
an M -ideal. We will discuss examples of nicely embedded Banach spaces in
section 3.
Throughout this section we will stick to the following notation. Let J :
X → Cb(S) be a nice embedding, ps = J
∗(δs), and let T ∈ L(X). We put
qs := (JT )
∗(δs) = T
∗(ps) ∈ X
∗
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and note that s 7→ qs is weak
∗ continuous and ‖T‖ = sups ‖qs‖. Likewise,
s 7→ ps is weak
∗ continuous. By (N2) there is a family of projections Πs,
s ∈ S, with ranΠs = lin{ps} such that
‖x∗‖ = ‖Πs(x
∗)‖+ ‖x∗ −Πs(x
∗)‖ ∀x∗ ∈ X∗
and a family of functionals πs ∈ X
∗∗, s ∈ S, such that
Πs(x
∗) = πs(x
∗)ps ∀x
∗ ∈ X∗.
In particular, we have πs(ps) = 1.
We will also need the equivalence relation
s ∼ t if and only if Πs = Πt (2.1)
on S. Then s and t are equivalent if and only if ps and pt are linearly
dependent, which implies by (N1) that pt = λps for some scalar of modulus 1.
The equivalence classes of this relation are obviously closed.
In some of the lemmas to follow we will additionally have to assume
(N3) None of the equivalence classes Qs = {t ∈ S: s ∼ t} contains an
interior point.
If the set {ps: s ∈ S} is linearly independent, this simply means that
(N3′) S does not contain an isolated point.
By (N2), the ps are linearly independent as soon as they are pairwise linearly
independent.
We now give the basic criterion for an operator on a nicely embedded
Banach space to satisfy the Daugavet equation.
Lemma 2.1 Let X be nicely embedded into Cb(S) so that (N1) and (N2)
are valid, and let T ∈ L(X). For ε > 0 put Uε = {s ∈ S: ‖qs‖ > ‖T‖ − ε},
which is an open subset of S. Then T satisfies the Daugavet equation (1.1)
if and only if
sup
s∈Uε
(|1 + πs(qs)| − (1 + |πs(qs)|)) ≥ 0 ∀ε > 0. (2.2)
Proof. First assume (2.2). We observe
‖ps + qs‖ = ‖Πs(ps + qs)‖+ ‖(ps + qs)−Πs(ps + qs)‖
= |1 + πs(qs)|+ ‖(Id−Πs)(qs)‖
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and
1 + ‖qs‖ = 1 + |πs(qs)|+ ‖(Id −Πs)(qs)‖
for all s ∈ S. Applying the assumption, for some ε > 0, we obtain from this
‖Id+ T‖ = sup
s∈S
‖ps + qs‖ ≥ sup
s∈Uε
‖ps + qs‖
= sup
s∈Uε
(|1 + πs(qs)|+ ‖(Id −Πs)(qs)‖)
≥ 1 + |πs(qs)| − ε+ ‖(Id−Πs)(qs)‖
for some s ∈ Uε
= 1 + ‖qs‖ − ε
> 1 + ‖T‖ − 2ε (since s ∈ Uε).
This proves (1.1), since ε > 0 was arbitrary.
The proof of the converse implication follows the same lines. ✷
Corollary 2.2 If X is nicely embedded into Cb(S) so that (N1) and (N2)
are valid and if T ∈ L(X), then there is a scalar λ, |λ| = 1, such that λT
satisfies the Daugavet equation (1.1).
In the case of real Banach spaces (2.2) is equivalent to
sup
s∈Uε
πs(qs) ≥ 0 ∀ε > 0,
and Corollary 2.2 simply says that T or −T satisfies the Daugavet equation.
It remains to give examples of classes of operators for which (2.2) is valid.
This will be done in Lemmas 2.4 and 2.6. But first we single out a simple
estimate that will be used in the proof of those lemmas.
Lemma 2.3 Suppose X is nicely embedded into Cb(S) such that (N1) and
(N2) hold. If t1, . . . , tk are pairwise nonequivalent points (for the equivalence
relation ∼ of (2.1)), then
‖x∗‖ ≥
k∑
j=1
‖Πtj (x
∗)‖ ∀x∗ ∈ X∗.
Proof. Let Π =
∑k
j=1Πtj be the L-projection with range lin{pt1 , . . . , ptk}.
Then
‖x∗‖ ≥ ‖Π(x∗)‖ =
k∑
j=1
‖Πtj (x
∗)‖,
which implies our claim. ✷
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Lemma 2.4 Suppose X is nicely embedded into Cb(S) such that (N1), (N2)
and (N3) hold, and let T ∈ L(X) be an operator. If
s 7→ πt(qs) is continuous for all t ∈ S, (2.3)
then T satisfies (2.2) and consequently the Daugavet equation (1.1).
Proof. We consider the function f on S×S defined by f(s, t) = πt(qs). Then
our assumption on T means that s 7→ f(s, t) is continuous for all t ∈ S. Now
we check condition (2.2) and argue by contradiction. If (2.2) were false, we
would find an open set U 6= ∅ and some β > 0 such that
|1 + f(s, s)| − (1 + |f(s, s)|) < −2β ∀s ∈ U.
In particular,
|f(s, s)| > β ∀s ∈ U. (2.4)
Let s1 ∈ U be arbitrary. By continuity of f in the first variable, there is
an open neighbourhood U1 ⊂ U of s1 such that
|f(u, s1)| > β ∀u ∈ U1. (2.5)
Since the equivalence class Qs1 does not contain interior points, we may pick
some s2 ∈ U1, s2 /∈ Qs1 . Consequently, we have by (2.4) and (2.5)
|f(s2, s2)| > β, |f(s2, s1)| > β.
We proceed to find an open neighbourhood U2 ⊂ U1 of s2 such that
|f(u, s2)| > β ∀u ∈ U2 (2.6)
and some s3 ∈ U2, s3 /∈ Qs1 ∪Qs2 , with
|f(s3, s3)| > β, |f(s3, s2)| > β, |f(s3, s1)| > β
by (2.4), (2.6) and (2.5).
Continuing in the obvious manner, we arrive at a sequence s1, s2, . . . in
S such that for each k ∈ N
|f(sk, sj)| > β ∀j = 1, . . . , k.
But by Lemma 2.3, since the Πs1 ,Πs2 , . . . are different L-projections, we
have for each k ∈ N
‖T‖ ≥ ‖qsk‖ ≥
k∑
j=1
‖Πsj (qsk)‖ =
k∑
j=1
|f(sk, sj)| > kβ,
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which clearly contradicts the continuity of T .
Thus, the lemma is proved. ✷
Remark 2.5 Weakly compact operators fulfill the continuity assumption
(2.3) in Lemma 2.4. In fact, if T ∈ L(X) is weakly compact, then T ∗ is
weak∗-weakly-continuous, and s 7→ qs = T
∗ps is weakly continuous since
s 7→ ps is weak
∗ continuous. We will meet non-weakly-compact operators
that fulfill (2.3) in Example 3.2.
We will now discuss a different class of operators satisfying (2.2). We say
that T ∈ L(X) factors through a subspace of c0 if there is a closed subspace
E ⊂ c0 together with continuous operators T1: X → E and T2: E → X
such that T = T2T1. As already noted in the introduction, every compact
operator has this property.
Lemma 2.6 Suppose X is nicely embedded into Cb(S) such that (N1), (N2)
and (N3) hold, and let T ∈ L(X) be an operator factoring through a subspace
of c0. Assume further that S is a Baire space. Then T satisfies (2.2) and
consequently the Daugavet equation (1.1).
Proof. As indicated above, let us write
JT : X
T1−→ E
T2−→ X
J
−→ Cb(S).
We define functionals x∗n ∈ X
∗ (n ∈ N) and a∗s ∈ E
∗ (s ∈ S) by
x∗n(x) = (T1x)(n) (x ∈ X),
a∗s(a) = (JT2a)(s) (a ∈ E).
Observe that supn ‖x
∗
n‖ = ‖T1‖ and sups ‖a
∗
s‖ = ‖T2‖. Let νs ∈ ℓ
1 be a
Hahn-Banach extension of a∗s ∈ E
∗. Then we have
(JTx)(s) = a∗s(T1x) =
∞∑
n=1
νs(n)x
∗
n(x) =
( ∞∑
n=1
νs(n)x
∗
n
)
(x)
and consequently
qs =
∞∑
n=1
νs(n)x
∗
n;
note that this series is absolutely norm-convergent.
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In order to achieve the proof proper of Lemma 2.6, we define
S′ = {t ∈ S: πt(qs) = 0 ∀s ∈ S},
and we claim that S′ is dense in S, which clearly implies (2.2). In fact, from
Πt(qs) =
∞∑
n=1
νs(n)Πt(x
∗
n)
we infer that
S′′ := {t ∈ S: Πt(x
∗
n) = 0 ∀n ∈ N} ⊂ S
′,
and
S\S′′ =
⋃
n∈N
{t ∈ S: Πt(x
∗
n) 6= 0}.
But by Lemma 2.3, each set {t: Πt(x
∗
n) 6= 0} consists of at most count-
ably many equivalence classes for ∼, for there are at most ‖T1‖/δ many
nonequivalent t with ‖Πt(x
∗
n)‖ ≥ δ. Therefore S\S
′′ is a countable union of
(by assumption (N3)) nowhere dense sets. The Baire property yields that
S′′ and hence S′ is dense. ✷
3. Applications
Now we will apply the results of the previous section to some natural
classes of function spaces. The most obvious example of a nicely embedded
space is of course C0(S), S a locally compact Hausdorff space, with J = the
natural inclusion into Cb(S).
Proposition 3.1 Let S be a locally compact Hausdorff space without iso-
lated points. If T ∈ L(C0(S)) is weakly compact or factors through a sub-
space of c0, then T satisfies the Daugavet equation (1.1). More generally, it
is enough that the function s 7→ (T ∗δs)({t}) on S is continuous for all t ∈ S
in order that T satisfies the Daugavet equation.
Proof. Since here s ∼ t iff s = t, we see that (N3′) and hence (N3) are fulfilled
so that the assertion follows from Lemma 2.4, Remark 2.5 and Lemma 2.6.
(Observe that Πt is the L-projection µ 7→ µ({t})δt on M(S) ∼= (C0(S))
∗ in
the present context so that πt(qs) = (T
∗δs)({t}).) ✷
Most of Proposition 3.1 is already known; we refer to [16] for a straight-
forward proof and to [2], [3], [8] and [13] for different other approaches.
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Example 3.2 There are non-weakly-compact operators on C(T) such that
s 7→ (T ∗δs)({t}) = 0 for all t ∈ T; a fortiori these are continuous functions.
In fact, every convolution operator T : f 7→ f ∗µ for a continuous (= diffuse)
singular measure has this property: In this case (T ∗δs)({t}) = µ({st
−1}) =
0, since µ is continuous; and a result due to Coste´ [6, p. 90] implies that µ
would be absolutely continuous if T were weakly compact. I am grateful to
W. Hensgen for pointing out this example to me.
Therefore we see that such convolution operators satisfy the Daugavet
equation, a fact that can also be checked directly.
We now turn to algebras of functions. A function algebra A on a compact
Hausdorff space K is a closed subalgebra of the space of complex-valued
functions C(K) separating the points of K and containing the constant
functions. To each function algebra A onK one can associate a distinguished
subset ∂A ⊂ K, called the Choquet boundary, defined by
∂A = {k ∈ K: δk|A is an extreme point of BA∗}.
This notion will be instrumental in the proof of the following result.
Theorem 3.3 Let A be a function algebra such that its Choquet boundary
∂A does not contain an isolated point. Then every operator T ∈ L(A) which
is weakly compact or factors through a subspace of c0 satisfies the Daugavet
equation (1.1).
Proof. We will verify that A is nicely embedded into Cb(∂A) such that (N1),
(N2) and (N3) are valid. We consider the mapping J : A → Cb(∂A), Jf =
f |∂A. It is a well-known consequence of the Krein-Milman theorem that J is
an isometry, cf. [4, p. 180f.] for details. Since J∗(δk) = δk|A, condition (N1)
is fulfilled by construction, and (N2) is a result due to Hirsberg [12], see
also [11, p. 15 and Th. V.4.2]. As in Proposition 3.1, (N3) reduces to (N3′)
which is part of the assumption of Theorem 3.3. We finally observe that ∂A
is homeomorphic to the extreme boundary of {ℓ ∈ A∗: ‖ℓ‖ = |ℓ(1)| = 1}
(the state space of A). By a theorem of Choquet’s [4, p. 146] ∂A is a Baire
space.
Hence we can apply Lemma 2.4, Remark 2.5 and Lemma 2.6 to finish
the proof of Theorem 3.3. ✷
Corollary 3.4 Let A be a function algebra such that its Choquet boundary
∂A does not contain an isolated point. Suppose {0} 6= E ⊂ A is either reflex-
ive or isomorphic to c0, and suppose that E is the kernel of a projection P .
Then ‖P‖ ≥ 2.
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Proof. The operator Id− P is either weakly compact or factors through c0,
and it is a nonzero projection. Thus, by Theorem 3.3,
‖P‖ = ‖Id− (Id− P )‖ = 1 + ‖Id− P‖ ≥ 2. ✷
In particular, finite-codimensional proper subspaces are complemented
only by projections of norm ≥ 2.
A similar corollary can be formulated for other classes of Banach spaces
discussed in this section; but note that the only complemented reflexive sub-
spaces of C(K) (or of an L1-predual space, see below) are finite-dimensional,
by the Dunford-Pettis property of those spaces.
The Daugavet equation for weakly compact operators on function alge-
bras was first established by Wojtaszczyk [17] using a different argument.
He also remarks that ∂A fails to contain an isolated point if A fails to con-
tain nontrivial idempotents – a property shared by the disk algebra and the
algebra of bounded analytic functions on the unit disk.
Again, it would have been enough to require (2.3) instead of the weak
compactness of T .
The next class of Banach spaces we wish to investigate are the L1-predual
spaces X defined by the requirement that X∗ is isometric to a space of
integrable functions L1(µ). We consider the equivalence relation p ∼ q iff
p and q are linearly dependent on exBX∗ , and we equip the quotient space
exBX∗/∼ with the quotient topology of the weak
∗ topology. Of course, the
following result contains Proposition 3.1 as a special case.
Theorem 3.5 Let X be an L1-predual space such that exBX∗/∼ does not
contain an isolated point. Then every operator T ∈ L(X) which is weakly
compact or factors through a subspace of c0 satisfies the Daugavet equa-
tion (1.1).
Proof. Let J : X → Cb(exBX∗) be the canonical isometry. For s ∈ exBX∗
we have J∗(δs) = s; hence (N1) and (N2) are satisfied. (Observe that the
linear span of an extreme point in an L1-space is an L-summand.) Also,
(N3) holds by assumption on exBX∗ . Finally, we again invoke Choquet’s
theorem [4, p. 146] to ensure that exBX∗ is a Baire space. Thus, Lemma 2.4,
Remark 2.5 and Lemma 2.6 yield Theorem 3.5. ✷
Example 3.6 Let Ω ⊂ Rd be open and bounded and consider the sup-normed
space
H(Ω) = {f ∈ C(Ω): f is harmonic on Ω}.
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This is an order unit space whose state space K is a Choquet simplex so that
H(Ω) is an L1-predual space (cf. [7]). The extreme points of K, that is up
to scalar multiples the extreme points of BH(Ω)∗ , can be identified with the
set ∂rΩ of regular boundary points (in the sense of potential theory) of Ω.
Thus we conclude that every operator on H(Ω) which is weakly compact or
factors through a subspace of c0 satisfies the Daugavet equation, provided
∂rΩ does not contain isolated points. It is classical that ∂rΩ = ∂Ω if the
boundary of Ω is sufficiently smooth or if Ω is simply connected and d = 2.
Our final application deals with translation invariant spaces. Let G be
an infinite compact abelian group with dual group Γ and Haar measure m;
we denote the group operation in Γ by +. For Λ ⊂ Γ the space of Λ-spectral
continuous functions is defined by
CΛ = {f ∈ C(G): f̂(γ) = 0 ∀γ /∈ Λ},
where γ̂ denotes the Fourier transform of f . These spaces are known to be
precisely the closed translation invariant subspaces of C(G). Likewise, one
defines spaces of Λ-spectral measuresMΛ and Λ-spectral integrable functions
L1Λ.
A subset Λ ⊂ Γ is called a Riesz set if MΛ ⊂ L
1(m); the chief example
of a Riesz subset of T̂ = Z is N. For an in-depth analysis of this class
of sets and its relation to Banach space geometry we refer to [9], see also
Chapter IV.4 in [11]. Here we consider a broader class of sets which we
propose to call semi-Riesz sets: If Mdiff denotes the space of diffuse (=
continuous) measures on G, i.e., those which map singletons to 0, then
Λ ⊂ Γ is a semi-Riesz set if MΛ ⊂ Mdiff . Obviously, Riesz sets are semi-
Riesz, but there are others; typical examples of proper semi-Riesz sets are
spectra of Riesz products. To be definite, consider the Riesz product µ =
w∗- limn→∞
∏n
k=0(1+cos 4
kt) dm ∈M [0, 2π) ∼=M(T). Let Λ = {
∑n
k=0 εk4
k:
εk = −1, 0, 1, n ∈ N}; then µ ∈MΛ(T), and µ is not absolutely continuous.
So Λ is not a Riesz set. It is, however, semi-Riesz, which can be deduced
from a theorem of Wiener’s (cf. [10, p. 415]). In fact, for ν ∈ MΛ(T) we
have
1
2N + 1
N∑
k=−N
|ν̂k|
2 ≤ ‖ν̂‖2∞
#{λ ∈ Λ: |λ| ≤ N}
2N + 1
→ 0.
Wiener’s theorem implies that ν is diffuse.
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Theorem 3.7 Let G be a compact abelian group and suppose Λ is a subset of
the dual group Γ such set Γ\(−Λ) is a semi-Riesz set. Then every operator
T ∈ L(CΛ) which is weakly compact (or merely satisfies (2.3)) or factors
through a subspace of c0 satisfies the Daugavet equation (1.1).
Proof. Let J : CΛ → C(G) be the identical mapping. Then J
∗ is the quotient
map onto
C∗Λ
∼= M(G)/(CΛ)
⊥ ∼= M(G)/MΓ\(−Λ)
∼= (ℓ1(G) ⊕1 Mdiff)/MΓ\(−Λ)
∼= ℓ1(G)⊕1 Mdiff/MΓ\(−Λ)
with ⊕1 denoting ℓ
1-direct sums, by assumption on Γ\(−Λ). Hence J∗(δg)
can be identified with eg ∈ ℓ
1(G), and we conclude that (N1) and (N2) are
satisfied. Moreover, since the eg are linearly independent and G, being a
compact infinite group, does not contain any isolated point, (N3′) is fulfilled
as well. It is left to apply Lemma 2.4, Remark 2.5 and Lemma 2.6. ✷
We remark that some restriction on Λ is necessary in order to ensure the
Daugavet equation for – say – compact operators on CΛ, because for the
class of Sidon sets Λ the spaces CΛ are isomorphic to ℓ
1(Λ), and thus there
are one-dimensional operators on CΛ which fail the Daugavet equation [17,
Cor. 1].
We finish this section with another negative result which is a counterpart
of the one just quoted.
Proposition 3.8 If X∗ has the Radon-Nikody´m property (in particular, if
X∗ is separable), then there is a one-dimensional operator on X failing the
Daugavet equation.
Proof. Since X∗ has the Radon-Nikody´m property, BX∗ contains a weak
∗
strongly exposed point x∗0 [14, Th. 5.12], that is, there is x0 ∈ X such that
Rex∗0(x0) = ‖x
∗
0‖ = ‖x0‖ = 1 and
‖x∗n‖ ≤ 1, Rex
∗
n(x0)→ 1 ⇒ ‖x
∗
n − x
∗
0‖ → 0. (3.1)
Define T ∈ L(X) by T (x) = x∗0(x)x0 and assume that ‖Id−T‖ = 1+‖T‖ =
2. Then ‖x∗n−T
∗x∗n‖ → 2 for some sequence (x
∗
n) ⊂ BX∗ and thus ‖T
∗x∗n‖ →
1. Hence |x∗n(x0)| → 1 and with no loss in generality x
∗
n(x0) → α for some
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|α| = 1. This implies (α−1x∗n)(x0) → 1 and by (3.1) ‖α
−1x∗n − x
∗
0‖ → 0.
Finally we obtain the contradiction
2 = lim
n→∞
‖x∗n − T
∗x∗n‖ = ‖αx
∗
0 − T
∗(αx∗0)‖ = 0. ✷
In the setting of harmonic analysis this result tells us that for many sets
Λ ⊂ Γ, in particular for Shapiro sets [9], there are one-dimensional operator
on C(G)/CΛ failing the Daugavet equation, since for those sets C(G)/CΛ
has a separable dual.
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