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Bevezetés
Az operációkutatásnak az alkalmazások szempontjából is fontos területe a készletgazdálko- 
kodás matematikai modellezése. A tanulmányban megbizhatósági jellegű készletmodellekkel 
és alkalmazásaival foglalkozunk, melyek hátterében a következő gyakorlati feladat áll: adjuk 
meg azt a minimális készletszintet, mely előirt megbizhatósággal lehetővé teszi a folyamatos 
anyagellátást az anyagbeérkezés és az igény véletlen jellegét figyelembe véve. A megbízhatóság 
mértéke leggyakrabban a folyamatos anyagellátás valószínűsége, melyet egyhez közeli értékkel 
alulról korlátozunk. A továbbiakabn ilyen valószínűséggel korlátozott készletmodelleket vizs­
gálunk.
Az irodalomban közölt készletmodellek nagy része a költségek minimalizálását tűzi ki 
célul. A hazai alkalmazásokra ezek a modellek általában nem megfelelőek, mert a költségténye­
zők a gyakorlatban igen nehezen adhatók meg. Másrészt ismertek ugyan olyan modellek, mely­
ben a megrendelt tétel véletlen időpontban érkezik be, olyan modell azonban nem volt, mely 
a hazai viszonyokra jellemző több részletben, véletlenül elhelyezkedő időpontokban és esetleg 
véletlen nagyságú tételekben történő beszállítást vizsgálná. Az első ilyen modellt Prékopa 
András [17] és Ziermann Margit [28]közölte.
A tanulmányban a véletlen jellegű beérkezési folyamat többféle modellje szerepel, melyek 
a különböző gyakorlati feladatok számára megfelelő közelítést adnak, mint ezt az alkalmazások 
is alátámasztották. Elsősorban a Prékopa András által megfogalmazott véletlen ütemezésű beér­
kezési folyamat modellje [17] igen eredményesnek bizonyult a hazai gyakorlati felhasználásban 
és a vállalati szakemberek körében is gyorsan ismertté vált. A modell alaklamazásiban és to­
vábbi változatainak kidolgozásában elsősorban László Zoltán [12, 13] Gerencsér László [7],
H. Klemm [ 10], Németh Gyula [ 14], Móricz Anna [44], Nagy Imre [45], Pintér János [ 15] 
és Vass István [53, 54], munkáit említjük. Ez a témakör a nemzetközi szakirodalomban 
kevéssé feltért terület, de a hazai alkalmazások szempontjából rendkívül jelentős.
Tanulmányom az irodalomban közölt eredmények továbbfejlesztésében és alkalmazásában 
végzett munkám kívánja összefoglalni. Célom az volt, hogy az ismert modelleknek a gya­
korlatban alkalmazható általánosítását és ezek matematikai, illetve számítástechnikai eszköze­
it dolgozzam ki.
Az első fejezetben az irodalomban eddig közölt eredményeket foglalom össze, utalva a 
továbbfejlesztés általam elvégzett irányára. A további fejezetekben a témában elért saját eredmé­
nyeimet ismertetem, míg az utolsó fejezetben a készletmodellek hazai alkalmazásának eddigi 
eredményeit összesítem.
A második fejezetben a véletlen ugrásu empirikus eloszlásfüggvényre adjuk meg az álta­
lánosított Kolgomorov — Szmirnov statisztika eloszlását. Ez a korábbiaknál általánosabb kész- 
letmodell megoldására alkalmas, de segítségével meg lehet határozni a véletlen Ütemezésű beér­
kezés esetén a hiány valószínűségének a pontos értékét is az ismert aszimptotikus közelítés 
helyett. Itt vizsgáljuk meg a véletlen intenzitású igény esetét is és egy közelítő formulát adunk az 
optimális induló készletszint nagyságára.
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A harmadik fejezet Prékopa András egy időben nem homogén szállításokra is alkalmazható 
készletmodelljének [18] a megoldási algoritmusát tartalmazza. Több termék együttes készlet­
szintjének optimális nagyságát sztochasztikus programozás segítségével határozzuk meg, szimu­
lációs technika felhasználásával.
A negyedik fejezetben aszfaltkeverő berendezések anyagellátásának valószínűséggel korlátozott 
készletmodelljét és megoldásának módszerét újuk le. Ez több tároló megfelelő kapacitásának 
a tervezését és induló készletszintjének meghatározását szolgálja többféle anyag sztochasztikusan 
összefüggő beérkezési folyamatának figyelembevételével.
Az ötödik fejezetben összefoglaljuk a készletmodellek, elsősorban a megbízhatósági készlet- 
modellek hazai alkalmazásait, melyek a népgazdasági szintű készletnorma ajánlásoktól a válla­
latok alapanyag-, tartalékalkatrész-, gyártásközi-, és késztermék-készletszintjének meghatározásá­
ig egy igen széles kört ölelnek fel. Az alkalmazó vállalatok is sokfélék: különböző ipari, szolgál­
tató és kereskedelmi vállalatok. A felhasznált modellek szerinti csoportosításban az [41] tanul­
mányban foglaltuk össze az 1973-ig történt alkalmazásokat. A jelen tanulmányban a felhasználási 
területek szerint csoportosítva, röviden ismertetjük az utóbbi években elért alkalmazási eredmé­
nyeket is, és utalunk a hozzáférhető részletesebb információk forrásaira. Az említetteken kívül 
másutt is történtek kísérletek a modellek gyakorlati bevezetésére, amelyekről azonban kevés 
információt tudtunk beszerezni. Külföldön (elsősorban az NDK-ban és Csehszlovákiában) szin­
tén ismertek a megbithatósági készletmodellek és felhasználásukra több helyen is sor került. 
Ezekről megfelelő információ hiányában szintén nem tudunk írni.
Az utolsó fejezetben a megbízhatósági készletmodelleknek egy vázlatos számitógépes 
rendszertervét ismertetjük, mely a vizsgált anyagok (alapanyagok, tartalékalakatrészek, félkész- 
- és késztermékek) különböző beérkezési és felhasználási folyamata mellett alkalmazható részek­
ből áll. Tartalmazza a biztonsági készletszint meghatározására szolgáló egyszerű közelitő formu­
lákat és a bonyolultabb, numerikus eljárásokkal megoldható modelleket.
Szeretnénk köszönetét mondani Prékopa Andrásnak a problémák felvetéséért és értékes 
tanácsaiért, továbbá az alkalmazásokat vezető kollégáknak a rendelkezésre bocsájtott informá­
ciókért.
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I. Valószínűséggel korlátozott megbízhatósági készletmodellek
1. A Prékopa — Ziermann modell
Prékopa András [17] és Ziermann Margit [28] 1963-ban publikálta az első megbízhatósá­
gi készletmodellt, mely a következő gyakorlati feladat megoldására készült: A T hosszúságú 
tervezési periódusban az A vállalat egyenletesen, c (pozitív konstans) intenzitással használ 
fel valamely anyagot (terméket), melyet rendeléssel pótol. A teljes c szükségletet a szállító 
В vállalat a (0, T) termelési periódus alatt n (n > 1, rögzített) alakalommal leszállítja 
A részére az alábbiak szerint:
(la) Az egyes szállítások n számú független és a (0, T) intervallumban egyenletes eloszlású 
véletlen időpontban történnek.
(lb) A szállítási tételnagyságok egyenlőek.
Az A vállalat a folyamatos termelés érdekében a t = 0 időpontban M nagyságú bizton­
sági tartalékkal rendelkezik. A feladat annak a minimális M induló készletszintnek a meghatá­
rozása, mely adott 1 — e valószínűséggel biztosítja a folyamatos termelést az egész (0, T) 
periódusban.
Az általánosság megszorítása nélkül feltételezhetjük, hogy с = T = 1, ami az egységek 
alkalmas választásával mindig elérhető. Ekkor az (la ) és (lb) feltételek szerint a t idő­
pontig a raktárba érkezett összmennyiség
ahol t* a (0 , 1) intervallumon egyenletes eloszlásból vett n elemű rendezett
minta, mely a rendelések beérkezési időpontjait (szállítási időpontokat) képviseli. A raktár­
ból a t időpontig igényelt összmennyiség egyenlő t-vel.
A (0,1) intervallumon folyamatos anyagellátás feltétele, hogy a
Г
0, ha 0 < t <  t * ,
(1.1) Fn(t) = £ ,  ha J (k = 1, . . . , и — 1),
1, ha
(1.2) F„ (t) } < M
egyenlőtlenség teljesül. Az optimális induló M készletszintet a
min M
(1.3) feltéve, hogy
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feltételes szélsőérték feladat megoldása adja.
Az (1.1) szerint értelmezett beérkezési folyamat a (0,1) intervallumon egyenletes elosz­
lás empirikus eloszlásfüggvénye, és igy (1.2) az ismert Kolmogorov -  Szmirnov statisztika, 
melyre teljesül a következő
1.1. Tétel:
P( sup { t -  F (t)\ < M) =
о < t < í "
(1.4)
[ " ( l -M) ]
= 1 2 ( "  ) (1 - A í - M  (Af + 5")
í'=0 l n n
Mivel az (1.4) kifejezés az Aí változó monoton növekvő függvénye, igy az (1.3) feladat 
megoldását a
(1.5) P{ sup j f  -  F (t)\ < M) = 1 — e
о < t < 1 "
u.n. megbithatósági egyenlet gyöke adja.
A gyakorlatban n nagyobb értékeire az (1.5) egyenlet megoldása nehézkes. A közelitő 
megoldás egyszerű megadására felhasználható Szmirnov következő határeloszlás tétele:
1.2. Tétel:
(1.6) lim P(\fln sup ! t — F  (/)|<у) = 1 — e ~ 2y
n -> -  о <  t <  1 п
ha у > 0 és 0 egyébként.
На az ( 1.6) aszimptotikus eloszlást véges n értékekre mint közelitő eloszlást tekintjük, 
akkor az у  = \pn M  helyettesitéssel az (1.5) egyenletnek az
a ? )  m ~  V a j - k * f
közelitő megoldását adhatjuk.
A rendelésfeladás időpontjában gyakran a tervezési periódus igényeinek c intenzitása 
nem ismert. A fenti modellt megvizsgáljuk abban az esetben, ha c valószínűségi változó. 
Erről a második fejezetben részletesen Írunk.
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2. A Prékopa modell
Az 1. pontban leírt modell első általánosítását Prékopa András publikálta [17]. A gya­
korlati alkalmazás szempontjából igen sikeresnek bizonyult a beérkezési folyamat következő 
modellje, az u.n. véletlen Ütemezésű szállítási modell:
(2a) A szállítási időpontok modellezése megegyezik ( 1 a)-val
(2b) A szállított.tételnagyságok modellje a következő: 6 jelöli a legkisebb, egy alkalommal 
biztosan szállított mennyiséget (0 < 5 <  1 In), a fennmaradó 1 — n • 5 mennyiséget pedig 
oly módon osztjuk el az n időpont között, hogy a (0 , 1 — n • 5)intervallumot n -  1 db 
véletlenszerűen, egymástól függetlenül és egyenletes eloszlás szerint választott pont segítségével 
felosztjuk n részre, majd a kapott részek által képviselt mennyiségeket hozzárendeljük az 
egyes időpontokhoz.
(2c) Az egyes szállítási időpontokban a szállított mennyiségek vektora sztochasztikusan független 
az érkezési időpontok rendszerétől.
A beérkezés sztochasztikus folyamatát igy a következő általánosított empirikus eloszlás- 
függvény közelíti:
(1.8) Fn(t, \) = <
0
X • I  + (1 -  X)rt*. 
1
, ha 0 < t < t*,
, ha t? < t < t*.
, ha t * <  t <  1,
(k = 1, 1),
ahol X = n • 6 (0 < X < 1) és t* < t* < . . .  < r*_ j , illetve t* < t* < . . . < t* 
a (0 ,1) intervallumon egyenletes eloszlású rendezett minta, melyek egymástól függetlenek.
Az optimális M induló készletszintet az ( 1.3) feltételes szélsőérték feladat megoldá­
saként kaphatjuk az Fn(t) empirikus eloszlásfüggvény helyett az általánosított empi­
rikus eloszlásfüggvényt véve. Prékopa András [17] cikkében közölte a következő tételt, mely az
1.2. tétel általánosítása.
1.3. Tétel.
Az (1.8) szerint értelmezett Fn(t, \)  általánosított empirikus eloszlásfüggvényre
(1.9) lim P
1 + (1 -  X)2 
ha y  > 0 és 0 egyébként.
sup í
о < / < 1 ' t -  F„ ( a ) í  < t ) =
2 y 4
Ha az (1.9) aszimptotikus eloszlást véges n értékre az eloszlás közelítésének fogad­
juk el, akkor az
(1.10) P ( sup I t -  F ( t , X \  < M ) = 1 — e
о < t < l "
megbizhatósági egyenletnek a közelitő megoldása az
(1.11) M 90 J  1 + (1 -  X)2 • J  ±  log I  ,
mely az optimális készletszint közelitő értékét adja (1.9) monotonitása miatt. Az (1.11) 
formula n ’’elég nagy” értékeire a gyakorlati alkalmazás számára kielégítő pontosságot ad. 
Véges n értékekre az
(1.12) sup { t - F ( f , X ) !
о < t < 1 "
általánosított Kolgomorov — Szmornov statisztika eloszlását először László Zoltán határozta 
meg, de ez az eredmény még nincs publikálva. A II. fejezetben bizonyítunk egy általánosabb 
eredményt, mely a véletlen, ismert eloszlásfügg vény ü ugrások esetén adja meg a Kolgomorov — 
-  Szmirnov tipusu statisztika eloszlását. Ennek speciális esetenként megkaphatjuk az (1.12) 
statisztika eloszlását is.
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3. Teljesen véletlen Ütemezésű szállítás esete
László Zoltán [13] dolgozatában a X = 0 esetben vizsgálja az (1.12) statisztika elosz­
lását. Az
z'
o, ha 0 < t < t*M ’
(1.13) Fn(t, 0 )=  - Tk ’ ha t * < t < t*4+1
1, ha c < t < 1
sztochasztikus folyamattal közelitett beérkezési folyamatot a teljesen véletlen szállítás esetének 
nevezi. Bebizonyítja a következő tételt:
1.4. Tétel:
(1.14) Д  sup { t - F ( t , 0 ) \  < M )  = 1 -  ( 1 -  M)n ( 1 + M)n ~ 1,
о < t < 1
ha 0 < M < 1 és 0 , ha M < 0.
- I l ­
iimen az
(1.15) 1 -  (1 -  M)n(l  + M)n -  1 = 1 -  e
egyenlet megoldásával nyerhetjük a ( 1.10) megbízhatósági egyenlet pontos megoldását 
X = 0 esetén.
László Zoltán [12] dolgozatában megvizsgálja azt az esetet is, amikor a (0,1) időinter­
vallum összigénye nem egyezik meg a beérkező összes mennyiséggel, mert pl. az igény intenzitá­
sa különbözik a feltételezett értéktől. Ekkor a
(1.16) sup { a • Г -  F( t ,X) í
о < t < l "
statisztika eloszlását kell meghatározni, ahol a pozitív konstans. A X = 0 esetre bizonyítja 
a következő tételt:
1.5. Tétel:
А/t  ^  ^— 1
(1.17) P( sup í a • t -  F (í,0)} < M) = 1 — (1 (1 + M)
0 < t < l " a
ha max ! 0, a — 1 } < M < a; 1, ha a <  M és 0 egyébként.
На a beérkezési időszak hosszúsága különbözik a felhasználási periódus hosszától, akkor 
az 1.5. tétel alkalmazható az optimális induló készletszint meghatározására a X = 0 
feltételezés mellett. Dolgozatunk II. fejezetében az (1.16) statisztika eloszlását tetszőleges 
0 < X < 1 esetére meghatározzuk, továbbá véletlen a intenzitású igény fellépését is vizs­
gáljuk.
4. Egyéb vizsgálatok az egytermékes modellel kapcsolatban
Az 1 -  3. pontban ismerteit modellek egy anyagfajta (termék) készletszintjének kialakítását 
vizsgálják. Ha a (0,0 intervallumban (0 < t < T) igényelt összmennyiséget £(f), a közben 
beérkező összmennyiséget rj(t) jelöli, akkor a valószínűséggel korlátozott készletmodelleket 
egy termék esetére a következő formában fogalmazhatjuk meg:
min M,
(1.18) feltéve, hogy
P{ sup {£(0 -  4 (0  ) < M) > 1 — e о < t < 1
Az eddig vizsgált modellekben az rj(0 sztochasztikus folyamatot az empirikus eloszlás- 
függvénnyel, vagy annak általánosított formájával közelítettük és a
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(1.19) £(f) = с ■ t (0 < f < D
feltételezést tettük. Prékopa András [17] és Ziermann M. [28] megvizsgálja azt az esetet, ami­
kor a £(í) igényfolyamatot is az 77(f) beérkezési folyamathoz hasonlóan modellezzük.
Pintér J. [15] megadja azt az induló készletszint értéket, mely több egymást követő periódus­
ra biztosítja a folyamatos anyagellátást.
Az 77(f) beérkezési, illetve a £(f) igényfolyamat és az 77(f) beérkezési folyamat minde­
gyikét homogén Poisson folyamattal közelíti Németh Gyula [14] cikkében és erre a két esetre 
megadja az (1.18) feladat megoldását. Homogén Wiener folyamattal való közelítés esetét 
is megvizsgálja. Feltételezi, hogy
( 1.20) P(77(f) < x) = Ф
X — Ujf
a, VT ,
és
( 1.21) Р Ш  < X) = Ф
X -  u2 • f
a2 • V f ,
ahol Ф a standard normális eloszlásfüggvényt jelöli. Ha az u l = u2 teljesül, akkor az (1.18) 
optimális megoldását az
( 1,22) M= V  о] + a\ Ф~ 1 (1 - f - )
adja. A Wiener folyamattal való közelítés egy általánosabb modelljét adjuk а IV. fejezetben, 
ahol az иl = u1 feltételezést elvetjük, továbbá sztochasztikusan összefüggő több beérkezési 
folyamat esetét tekintjük egy gyakorlati feladat kapcsán.
5. Prékopa többtermékes modellje időben nem homogén szállítási folyamatokra
Az eddig ismertetett modellek az anyagok (termékek) beérkezési sztochasztikus folyama­
tának időbeli homogenitását tételezik fel. Az első olyan modellt, mely nem él ezzel a megszo­
rítással, Prékopa András közölte [18] cikkében. Itt több készletezendő anyag együttes készlet­
szintjének optimumát kell meghatározni a hiány valószínűségének korlátozása mellett.
Először a vizsgált К  számú anyag beérkezési folyamatának a [ 18] cikkben bevezetett 
modelljét ismertetjük, mely a 2. pontban szereplő modell általánosítása. A különböző anyagok 
beérkezéseinek sztochasztikus folyamatát függetlennek tételezzük fel. Az egyszerűség kedvéért 
az anyagfajtára utaló felső indexet elhagyjuk, és az igényfolyamatot konstans, c intenzitású­
nak vesszük, bár az különösebb nehézség nélkül a beéérkezési folyamathoz hasonlóan modellez­
hető.
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Mindegyik anyagfajta beérkezési folyamatáról a következőket tételezzük fel (anyagfaj­
tánként különböző paraméterértékkel):
(5a) A szállítási időpontok száma rögzített, ezt и jelöli.
(5b) A teljes szállított mennyiség konstans és egyenlő c.7-vel, ami egyben a (0,7) terve­
zési időszak anyagfelhasználása. Feltételezzük, hogy c = 7 =  1.
(5c) Az egyes szállítási időpontokban a szállított mennyiségnek vektora sztochasztikusan 
független az érkezési időpontok rendszerétől.
(5d) A szállított mennyiségek modellje a következő: 5 jelöli a legkisebb, egy alkalommal 
biztosan szállított mennyiséget (0 <  6 < l /и). A (0, 1 — n • 5) intervallumban 
választunk L db pontot egymástól függetlenül és egyenletes eloszlás szerint, ahol 
L > n — 1. A kapott y * < y * < . . . <  y*  rendezett mintából kiválasztjuk az 
ij <  *2 <  - - - <  in_ j sorszámuakat, végül a б-val egyenlő fix szállítási mennyisé­
gekhez rendre hozzáadjuk az
(1.23) r?j = y *  , rj2 = y f ' -  y f  , . . . , %  = 1 -  и • 6 -  y f
mennyiségeket. Ily módon tehát az n alkalommal szállított véletlen mennyiségeket is 
a
(1.24) 6 + г?,, 5 + r?2, . . . , 6 + rjn
valószínűségi változók képviselik.
(5e) A szállítási időpontok folyamatát hasonlóan modellezük. A 5 fix mennyiségnek 
megfelel egy 7 minimális idő, mely két szomszédos szállítás között, illetve az el­
ső szállítás előtt biztosan van (0 < 7  < l /и) Az и db szállítási időpontot egy 
a (0,1 — И7) intervallumban egyenletes eloszlású sokaság N  elemű 
X* < X* < . . . < X* rendezett mintájából származtatjuk oly módon, hogy kivá­
lasztjuk a /j  <  /2 < . . . < jn indexüeket, majd megalkotjuk a
(1.25) = x *  £2 = X* - t  = Y*   Y*• » *y * /Jn J/1-1
valószínűségi változókat, és végül a
(1.26) 7 + , 7 + £2 > • • • > 7 + £„
valószínűségi változók részletösszegeiből megalkotjuk az и db szállítási időpontot.
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A megbízhatósági modell az (5a) — (5e) feltételek szerint egymástól függetlenül beáram­
ló к db anyagfajtára vonatkozik (melyre a felső index utal) és a következő valószínűséggel 
korlátozott sztochasztikus feladatban áll:
к
min 2
M
feltéve, hogy
(1.27) ЩМ) = Л, (M( 1 >) . . . hkm (k)) > 1 - 6 ,
M >  0, MeD,
ahol M(,) jelöli az induló készletszintet, ^ó ) nemnegativ számok az egységnyi készletnek 
bizonyos értékelései (pl. ára) az /-edik anyagfajtára, D a kapacitáskorlátok fc-dimenziós 
halmaza, a /z.(4í(,)) függvény pedig a folyamatos anyagellátási valószínűségét fejezi ki az 
/-edik anyagfajtára (/ = 1, . . . , k). Ez utóbbi a következő formában fejezhető ki (az anyag­
fajtára utaló indexeket itt is elhagyva):
(1.28) h(M) = Щ  <  M + ( / -  1)5 - /  • 7, j = \ , . . . , n )
ahol
(1.29) ?2 = ^1 + $2 - t?1
? = £ . + £ . ,  + . . . +  £ — 17. — 17, — . . .  — 77S1 s2 sn ‘1 '2 'n -  1 '
Az (1.23) és (1.25) szereit értelmezett V = (rj j , . . . , 17 j) és £’ = (£ j , 
valószínűségi vektorváltozók Dirichlet eloszlásuak, 17 együttes sűrűségfüggvénye
• > u
(1.30)
, Л ( 1 " _______________ Г (L + 1)______________________
M - « 5  > r( / j  )Г(/2 —/ , ) . . .  Г(г'п j — in _ 2)Г (L+ 1 _ j)
l, -1  i, —I, -1  /„ 1 —I' , — 1 , , , Z -  /
1 - n S  ’ M -  nő ’ ■ Л 1 - п 8 ) \ - n ô  >
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ha z. > 0 , i = 1, 1, Zj + . . . + zn_ x <  1 -  nő és s(zj ,  . . . , z n_ j )  = 0
egyébként. Hasonló képlet adja £ együttes sűrűségfüggvényét. A J_ és jrç független való­
színűségi vektorváltozók sűrűségfüggvénye logaritmiikusan konkáv, ennek felhasználásával 
Prékopa András [ 18] bebizonyítja, hogy az (1.28) szerint értelmezett h(M) függvény az 
M változó logaritmikusán konkáv függvénye. Erre a tételre támaszkodva készítettük el az
(1.27) sztochasztikus programozási feladat megoldási algoritmusát, melyben a h(M) függvény 
értékeit szimulációs utón határozzuk meg. Az algoritmust a III. fejezetben részletesen ismer­
tetjük.
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II. Egy általánosított Kolmogorov -  Szmirnov típusú statisztika eloszlása és alkalmazása
1. A Kolgomorov — Szmirnov statisztika eloszlása véletlen ugrásu empirikus eloszlásfüggvényre
Ebben a pontban definiáljuk a véletlen ugrású empirikus eloszlásfüggvényt és a megfelelő 
Kolmogorov — Szmirnov típusú statisztika eloszlását határozzuk meg. Ez egy megbízhatósági 
készletmodell megoldáshoz szükséges, mely az előző fejezetben ismertetett valószínűséggel korlá­
tozott modellek egy új változata:
Keressük azt a minimális M induló készletszintet, mely а (0,Г) tervezési periódus 
(0,7^ ) részében (T j <  T) 1 — e valószínűséggel biztosítja a folyamatos anyagellátását.
A következő feltételes szélsőérték feladat megoldását keressük:
feltéve, hogy
(2.1) P( sud j £(f) -  V(t)} <  Mp> 1 -  e,
ahol 77(f) és £(f) jelöli a (0,f) időintervallumban beérkező, illetve igényelt összes anyag- 
mennyiséget (0 < f < T) melyekről a következőket tételezzük fel:
(A) : Az egyes szállítások n számú független és a (0 ,T) intervallumban egyenletes eloszlású
véletlen időpontban történnek (ez megegyezik az előző fejezet (la) feltételével).
(B) : A szállított tételek véletlen nagyságúak, az z'-edik szállításkor beérkező mennyiséget
a ßjn valószínűségi változó képviseli (z = 1, . . . , « ) .
(C) : A (0,T) intervallumban konstans a intenzitású igény jelentkezik (a > 0). A
(O Jj ) intervallumban beérkező mennyiség nem szükségképpen egyenlő az ugyan­
abban az intervallumban jelentkező igénnyel.
Legyen s = T j T  és az általánosság megszorítása nélkül feltételezhetjük, hogy T = 1. 
Ekkor az F^\ t ) - \e l  jelölt beérkezési folyamat:
min M
0 , ha 0 < t < ff1 5
к
(2.2) F " \ t )  = Z ß.In
" 1= 1 1
, ha t* < t < f*+1 (k = 1, 1)
П
№
, ha f * < f < 1
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melyet véletlen ugrású empirikus eloszlásfüggvénynek nevezzük, ahol
t* < t* < ■ ■ ■ < t* a (0,l)-en egyenletes eloszlásból vett rendezett minta. A (2.1) modell­
ben гi(t) = F ^ \ t )  és £(í) = a • /, ezért a szélsőérték feladat megoldásához a
(2.3) sup J a - t -  F ^ \ t )  J
о <  t <  s 1 ^
valószínűségi változó eloszlásának megadása szükséges. Ez esetünkben a (2.2) szerint definiált 
véletlen ugrású empirikus eloszlásfüggvényre vonatkozó Kolgomorov -  Szmirnov típusú 
statisztika.
Mielőtt a (2.3) statisztika eloszlását meghatároznánk, közlünk egy definíciót és Takács 
Lajos egyik tételét [26], melyet később felhasználunk.
Definíció: Egy j x(w), 0 < и < T)  sztochasztikus folyamat felcserélhető növekményü, 
ha minden n = 2,3 . . . és minden véges te{Q,T) esetén a
(2.4) x ( ^ - ' )  ~ x C  tn ~ t ), (r = 1 , 2 , . . . , « )
felcserélhető valószínűségi változók, azaz összes permutációjuknak megegyezik az együttes elosz­
lása.
2.1. Tétel: [26]: Tetszőleges 0 < у < Tx < T esetén
T
( 2 ‘5 )  P i о < ? <  T ' 1 ~  X(°  í <  У)  =  1 -  f  f  d tP ( x ( t )  <  t -  y )
ha { x(t), 0 < t < T J szeparábilis, felcserélhető növekményü sztochasztikus folyamat, 
melynek majdnem minden realizációja nemcsökkenő lépcsős függvény, mely t = 0-ra eltűnik.
A 2.1. tételben dtP ( x ( u ) < t )  a P(t < x(u) < t + dt) valószínűséget jelöli akkor is, 
ha и a í-nek függvénye.
Most ismertetjük tételünket, mely a (2.3) Kolgomorov -  Szmirnov típusú statisztika el­
oszlását adja:
2.2. Tétel: Ha a ß. valószínűségi változók (/' = 1, . . . .  и) felcserélhetők, azaz ni permutá­
ciójuk mindegyikének azonos az együttes eloszlása, akkor a (2.2) szerint definiált F ^ \ t )  
véletlen ugrású empirikus eloszlásfüggvényre
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P( sup
О ^  s
п
{ <* * t -  FlfHt) 1 < M) = 1 —(1 — ~ )  -
( 2 .6)
М
а
пп
2 ( кк -1 л
n ( a s -  Л/ ) 
/О
УХ'1 “М + -
к
dHk (x),
к
ahol НЛх)  jelöli a ^  ß. eloszlásfüggvényét, а pozitív konstans és s < 1. 
K í=i '
Bizonyítás: A (2.3) statisztika eloszlását egy n dimenziós tartományon vett bonyolult 
integrál formulában lehet kifejezni. Ennek elemi úton történő egyszerűsítése rendkívül nehéz­
kes. A x(0 = F^f\ t ) /a  (a > 0, konstans) sztochasztikus folyamatra teljesülnek a 2.1. té­
tel feltételei, ha a j3;.(/' = 1, . . . , « )  valószínűségi változók felcserélhetőek. A 2.1. tétel jelö­
léseit alkalmazva az у  -  Mla helyettesítéssel
(2.6) dtP(X(t) < t - y )  = dtP{F\p\ t )  < а • t - M ) .
Ezt a valószínűséget határozzuk meg először.
Az at — M egyenes (0 < t < s) az F ^ \ t )  = Q magasságban, az első ugrási pont, 
t* előtt metszi az F^nß\ t )  lépcsős függvényt, ha t* > M/а mely egy (1 — M/a)n valószí­
nűségi esemény, ha t > Mla egyébként 0 valószínűséggel fordul elő (lásd az 1. ábrán).
így
(2.7) dtP ( F ^ \ t )  <  а • t - M i t  = M/а < t*) = (1 -  Mla)n .
П
Az F " \ t )  és а • t — M metszése a 2 j ßjln > azaz a &*adik ugrás magasságában tör­
ténik (k = 1, . . . , « ) ,  ha Г* < t < t*+x (  ahol t*+l = 1 definíció szerint) és
(2.8) Д  ß i
-------  < a • t — M,n
melyre
(2.9) P{t* < t <  t*n )=  ( " )í*(l -  /)"-*  
és
к
dtP( ^  ßr < n(a • t -  M) \ t* < t < f*+1 ) =
= nadtHk (n(a • t — M)).
( 2 . 10)
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1. ábra
Ezek után közvetlenül fel tudjuk használni a (2.5) összefüggését, mely szerint
S
I
( 2 . 11)
P{ sup f a • t — < M) = 1 —
0 <  t <  s "
= 1 - ( 1 - Щa
s n
f  dtP { F ^ \ t )  <, a • t — M) =
M la a  ‘ t 1
-  t)n~ k ]dtHk(n(a- t - M )).
Ez az összefüggés pedig az x = n(a • t — TU) helyetesitéssel a kivánt (2.6) egyenlőséget adja.
Csáki Endre a [4] dolgozatában a (2.6)-hoz hasonló formulát vezetett le arra a speci­
ális esetre, amikor а /1(г = 1, . . . . , « )  független, azonos eloszlású valószinüségi váltózok. A 
felcserélhető valószínűségi változókra való kiterjesztés jelentőségét közvetlenül látjuk a következő 
pontban, ahol az I. fejezet 2. pontjában bevezetett véletlen ütemezésű' szállítás esetére kívánjuk 
a tételt alkalmazni. A tétel közvetlen alkalmazására a gyakorlatban is sor kerülhet, ha a beérke­
ző tételnagyságok eloszlását meg tudjuk adni.
2. A hiány valószínűségének meghatározása véletlen ütemezésű szállítás esetén
A gyakorlati alkalmazás szempontjából nagy jelentősége van az I. fejezet 2. pontjában 
leírt véletlen ütemezésű szállítás modelljének. Ez Prékopa András [17] dolgozata szerint a követ­
kező sztochasztikus folyamat:
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s
0 , ha 0 < / < t*,
(2.12) F (Г,Х) = -nv f + 0  -  Mf?. , ha (*<
L
1 , ha t * < t <  1,
ahol (t* < t* < . . .  < t*), (r* < T* < . . . < г* j ) egymástól független, a (0,1) intervallumban 
egyenletes eloszlású véletlen pontok rendezett sorozatai és 0 < X < 1 konstans.
Az optimális M induló készletszintet a
min M 
feltéve, hogy
P{ sup ! t -  F (í,X) 1 < M) > 1 -  e 
о < t <  1 n
feltételes szélsőérték feladat megoldása adja, ahol e rögzített konstans ( 0 < e <  1). Ezt a
(2.14) sup ( í - F ( t , X ) í
statisztika eloszlásának segítségével lehet meghatározni. Mint a 1/2. pontban ismertettük, Prékopa 
András [ 19] dolgozatában meghatározta a
/
(2.15) I/-----------  • sup { / — F (t,\) j
V 1 + ( 1 — X)2 0 < f < 1
statisztika aszimptotikus eloszlását n -*• °° esetén, tetszőleges 0 < X < 1 értékre. Véges n ese­
tén a (2.14) statisztika eloszlását a X= 1 esetre Szmirnov [25] a X = 0 esetre László Z.
[:13] adta meg (lásd 1.1. és 1.4 tétel).
Tetszőleges 0 < X <1 esetén az általánosabb
(2.16) SUP (a • t - F ( t , \ ) )
statisztika eloszlását határozzuk meg az előző pontban bizonyított 2.2 tétel segítségével 
ahol s < 1 és a pozitív konstans.
2.3. Tétel: A (2.12) szerint definiált Fn(t,\) általánosított empirikus eloszlásfüggvényre 
0 < X < 1 esetén
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Я  sup {a - t -  Fn(t , \ )}  < M ) =  1 -  (1 -  ^ )
0 ^  í ^  s а
(2.17)
г  М 3  ( " Г  * ) /“ Л=1 * * о
а. у к \ к~ х/  *>"'*. */Л/ + (1 -  X)z + X- X 7 • '*Я -  1 , I v 7 n M +(1 — X)z + X- ,
1 --------------------------—  z * - 1(1 -2 )"
max ( 0,á — 1} <  M < a • s esetén, ahol
к
ak = min
f a • s -  M — X — \
t — Г -- Х—  ■ >}
és
/■ = min { ( a • s — А/), n — 1 }
X = 0 esetén r = n — 1 és X = 1 esetén ak = 1
Bizonyítás:
Legyen
(2.18) ß. = X + n(l -  X)(r*— t*_ j ) ,  i = 1, . . . .  и
ahol r * < . . . < r *_1 a (0 ,l)-en egyenletes eloszlásból vett n— 1 elemű rendezett minta,
r * = 0 és t* = 1. A (2.18) valószínűségi változók felcserélhetők (de nyilván nem függetle­
nek), mert a iL = t*— r *  j  (i = 1, .  .  .  ,  n — 1) valószínűségi változók együttes sűrűség­
függvénye (1.: pl. S. Wilks [27]) Дх1, . . . , хя _ j)  = л! az
n -1
S„_i  = { (Xj, . . . , хп_ г ) : х( > 0 , i = 1, . . . , n -  1 és Z x. <  1 j
n — 1 dimenziós szimplexben és 0 ezen kívül, ezért
dn = 1 -  ( *1 + ■ • • + 1> = r* -  T* _ x és a Ô. ( i =  1, 1)
valószínűségi változók együttes sűrűségfüggvénye az X i, . . . , xn_ x és x = 1 — (Xj , . .  . , x  j ) 
változók teljesen szimmetrikus függvénye.
így tehát a 2.2. tétel alkalmazható a (2.16) statisztika eloszlásának meghatározására.
A ß ,•(*= 1 , . . . ,  n) valószínűségi változók (2.18) szerinti értelmezése miatt (a 2.2. 
tétel jelöléseit alkalmazva):
н ‘ м
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és
dHk{x)= k ( n k l ) dx.
helyettesitéssel a bizonyítandó (2.17) összefüggést nyeljük.
A (2.17) valószínűség M monoton növekvő függvénye, így a (2.13) feltételes szélső- 
érték feladat megoldását a
az u.n. megbízhatósági egyenlet megoldása adja. A (2.17) jobboldali kifejezése alkalmas arra 
hogy egyszerű numerikus módszerrel meghatározzuk a (2.19) egyenlet gyökét. Gyakorlati 
feladatoknál hasznos segítséget jelent a (2.17) eloszlás táblázatos megadása.. Az I. melléklet­
ben csatolunk ilyen táblázatokat, melyek egyúttal lehetővé teszik, hogy az ( 1.9) aszimptotikus 
eloszlás konvergenciájára is tapasztalati becsléseket adjunk és különböző e értékek esetén 
meghatározzuk azt a legkisebb n értéket, melyre a gyakorlatban még elfogadható közelítést 
kapunk (1.11) alapján. А II. mellékletben összehasonlítjuk (2.19) egzakt és közelitő megoldá­
sait.
A (2.14) statisztika eloszlását először László Z. határozta meg, mely eredményét még 
nem publikálta. A (2.16) statisztika, a (2.14) általunk megvizsgált általánosabb megfogalma­
zása lehetővé teszi olyan feladatok megoldását is, melyekre a korábbi eredmények nem voltak 
alkalmasak. Példaként néhány olyan gyakorlati feladatot ismertetünk, melyben a 2.2 tétel 
eredménye alkalmazható.
A megrendelt és beérkezett összmennyiség sokszor nem egyezik meg a tervperiódus igényelt 
összmennyiségével, mert a termelés intenzitása megváltozott. Ez az а Ф 1 esetet jelenti, és 
a hiány valósznűségét a (2.16) statisztika eloszlásának segítségével lehet meghatározni.
Az igény intenzitására adott becslés gyakran pontatlan, a értékét célszerű valószínűségi 
változónak tekinteni. Ekkor is alkalmazható a 2.2. tétel eredjnénye, mint ezt a következő 
pontban kifejtjük.
Ha a beérkezési időszak hossúsága különbözik a felhasználási periódus hosszától, akkor 
alkalmas transzformációval az optimális induló készletszint meghatározható a 2.2. tétel segítsé­
gével, hasonlóan, mint az László Z. [12] dolgozatában részletesen ki van fejtve Л = 0 esetére.
A gyakorlatban előfordul, hogy a raktárban előforduló maximális készletszint nagyságára 
kell becslést adni vagy megtervezni azt а К  raktárkapacitást, melyet 1 — e valószínűséggel 
nem lép túl a készletszint а (0 ,Л  periódusban. Ha a beérkezés az folyamat szerint
(2.18) P( sup
0 <  f <  1
I t -  Fn(t, \)  i <  Aí) = 1 -  e
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történik, a az igény intemzitása és M az induló készletszint, akkor a
(2.20) P( sup {M + ^„(/Д ) -  а • /} < К) = 1 -  e
egyenletet kell meoldani К-та. Tetszőleges a > 0  és 0 > X < 1 esetén felhasználható a
2.2. tétel eredménye a kövatkező összefüggés alapján:
2.3. Tétel:
A  sup j a - / -  F (t, \) j < y) =
0 < t < 1 "
( 2 .21)
= P( sup0 < t  < { Fn(t,\) — a • t } < y  + 1 — a).
Bizonyítás: (2.21) baloldalát átalakítva kapjuk, hogy
Amax { at*, at* -  ^  (1 -  X)rf, . . . , a/*  -  X - - -- -  -  (1 -  X)t*_ j ,
• • • .  < - 1  -  - (1 -  x)Tí - - U  -  WC -  J < r t  -
= Д т а х  { a( 1 -  („*),«( 1 -  X<1 -  X)(l - r ...........
“(1 -  -  m  1 "  -„A-< ! ) -  (1 -  XX 1 -  ........
a( 1 -  г») -  X( 1 _  i )  — ( 1 -  X)(l -  ,*)} <  y) .
= Л т а х  { X ~  + (1 -  X)t* -  a/j* + (a -  1)...........X n ~  * + -+(1 -  X )r-_t+1 -
- < - * . 1  + ( « - » . • • • -  +<> -  » C -1  + (а -  1), 1 - <  +
+ (a -  1)} < y)  = A  sup { F  (/,X) -  a • / } < у  + (1 -  a )),
ahol felhasználtuk, hogy t* és t * k+l (к = 1 n) valamint r* és т*_к
(к = 1, . . . , n — 1) páronként azonos eloszlásuak.
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3. Véletlen intenzitású igény vizsgálata
A megrendelés feladásának időpontjában gyakran nem ismert a tervezési periódus várható 
termelési intenzitása, azaz az igényfolyamat a paraméterére csupán becslést tudunk adni. Ekkor 
az a paramétert célszerű valószinűségi változónak tekinteni. Jelölje ennek eloszlásfüggvényét 
G(y).
a z  optimális M induló készletszint értékét a 
min M
feltéve, hogy
( 2 .22)
P( sup í a • t — F  ( t, \ ) ] < M ) >  1 — e 
о < t < 1 ”
feltéteteles szélsőérték feladat megoldása nyújtja. Vizsgáljuk a
(2.23) /  Д  sup ! a • t — F  (t,X) 1 < M la = y  )dG(y) = 1 — e
-  -  о <  t <  l "
egyenletet! A bal oldalon álló valószinüség mint Aí-ben monoton növekvő (2.17) alakú 
függvények keveréke szintén monoton növekvő az M változó szerint, így (2.23) megoldása 
a (2.22) optimumát adja. A (2.23) egyenlet megoldása a gyakorlati alkalmazás- céljaira sok­
szor túlságosan hosszadalmas, ezért kidolgoztunk egy egyszerű eljárást, mely X = 1 esetén 
alkalmazható az optimális készletszint közelítésére.
A X = 1 esetben Fn(t,X) az Fn(/)-vel jelölt empirikus eloszlásfüggvény, melyre alkalmaz­
hatjuk Szmirnov határeloszlás tételének következő általánosítását (bizonyítást 1.pl. Csáki E. [4]/:
2.4. Tétel:
V > 0 és V > h esetén
(2.24) д  s { (1 + — — ) • F (t) } <  —  ) = 1 -  e~2v(-v * h).
" Vn” y »
Ha az a = 1 + h/y/rT és M -  v/y/TT helyettesítéseket alkalmazzuk, véges n értékekre 
a következő közelítést nyerhetjük.
(2.25) Л  ^ u p ^   ^ ( a • t -  Fn(t) ] <  M) «  1 -  éT 1hM(M + 1 -  a)
max ' 0,a — 1 } < M < a esetén. Ismert, hogy a Szmirnov típusú aszimptotikus eloszlások 
konvergenciája elég lassú.
összehasonlításokat végezve a (2.17) alapján meghatározott egzakt eloszlás értékeivel 
( 1 . 1 .  melléklet), mégis azt tapasztaltuk, hogy a gyakorlatban alkalmazott e = 0,05 — 0,2
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esetén a közelítés elfogadható.
Ha a
(2.26) P( sup ' a • t -  F  < M) 1 -  e 
о < t < 1 "
egyenletet megoldjuk Aí-re а (2.5) közelítés és az egzakt eloszlás mellett (1. II. melléklet), 
a fenti értékek esetén a gyökök eltérése is a közelítés alkalmazhatóságát mutatja. A közelítő 
formula általában nagyobb valószínűséget ad a pontos értéknél, ezen torzítás miatt célszerű 
az 1 — e valószínűségi korlátnak a csökkentése.
A (2.26) egyenlet megoldását a (2.25) közelítés esetén rögzített a mellett a következő 
egyszerű explicit formula adja:
(2.27) M CL —  1 1 I 1+ 2n e í
ami a gyakorlatban igen elterjedt (1.7) közelítő megoldás általánosított formája.
Ha a valószínűségi változó, akkor a (2.25) közelítés mellett a teljes valószínűség tétele 
szerint
P( sup j a • t — F  (/) i < M)
0 < t <  1 "
(2.28)
SB J _  g~ 2 n M  (M+l  ) £ y e 2nMa.^
ha az E[e2nMa] várható érték létezik. A (2.26) megbízhatósági egyenlet a különböző 
eloszlása esetén általában numerikus módszerrel könnyen megoldható, ha a (2.25) közelítést 
elfogadjuk.
A gyakorlati alkalmazás szempontjából legfontosabb a normális eloszlású a esete, ugyanis 
a becslési eljárás általában a várható érték és a szórás nagyságát adja és a normális eloszlással 
való közelítés gyakran elfogadható. Az m és s paraméterű normális eloszlású a esetében
(2.26) közelitő megoldására, azaz M induló készletszint közel optimális értékére egyszerű 
explicit formulát tudunk adni:
(2.29) M» -  -  1 + \ f -1 + ‘°8 1/e
2(1 — ns1) 2(1 — ns2) 2и(1 — ns2)
ha 5 < —r— teljesül.
V T T
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A (2.29) közelítő megoldást elemi számolással kaphatjuk. Tetszőleges c konstansra 
érvényes a következő egyenlőség:
. 2
E[é.ra, _ 1
\ [ 2 tt ■
7
s
2 2c s
= emc+ 2
(X -  m ) 
2 s
(a -  fm+cs2))2
dx
2s~ dx
V2¥
9 » * л*ahol a szögletes zárójelben levő tényező az m + cs várható értékű és s szórású normális 
eloszlásfüggvény + 00 -ben felvett értéke, így egyenlő 1-gyel. Az m és s paraméterű nor­
mális eloszlású a esetében a (2.28) közelítő eloszlás tehát
P( sup { a • t -  F (t) j < M)
0 < г < 1 n
(2.30) 
ha
(2.31)
j _  ç — 2nM[M + 1 — (m + nMs )]
max { 0 , ——— y  I < M < m
1 — n s 1 — ns2
Ekkor a (2.26) megbízhatósági egyenlet közelítő megoldását adja az
( 9  3 9 ^  g -  2 nM[M +  1  -  (m +  nMs~)\ _  j  _  £
egyenlet (2.29) alakú gyöke, ha teljesülnek rá a (2.31) egyenlőtlenségek, melynek feltétele
pontosan az s < —— teljesülése.
s/W
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III. Sztochasztikus programozási algoritmus több termék együttes készletszintjének meghatáro- 
meghatározására
1. A megoldási algoritmus és konvergenciájának bizonyítása
Prékopa András [18] cikkében leírt valószinüséggel korlátozott megbízhatósági készlet- 
modell megoldási algoritmusát ismertetjük. Az I. fejezet 5. pontjában részletesen leírt modell 
к számú különféle termék (anyagfajta) optimális induló M_ ' = (M (1 \  . . . , М (*Я készletszint 
vektorát a következő sztochasztikus, egyben nemlineáris programozási feladat megoldásaként 
definiálja:
к
min 2 /=1
feltéve, hogy
(3.1) H(M) = . . . hk (M{k)) > l - e ,
M >  0, M e D ,
ahol d (l) nemnegativ számok az egységnyi készletnek bizonyos értékelései (pl. beszerzési ára), 
a /í;(vW(í)) függvények pedig a hiány valószínűségét fejezi ki az г'-edik termékre (i = 1, . . . , k) 
és ( 1.28) szerint vannak értelmezve. D a kapacitáskorlátok к dimenziós halmaza 1 — e 
pedig a folyamatos anyagellátás valószínűségének alsó korlátja.
A (3.1) feladat megoldására a Fiacco — McCormick [6] által bevezetett SUMT nemline­
áris programozási módszer belső pont algoritmusát alkalmazzuk. Tekintsük ehhez az alábbi 
büntető függvényt:
к к
(3.2) G(r,M) = 2 d U)MU) -  r log(77 -  1 + e),
— í=l /=1 1
ahol r rögzített potitiv szám. Mint azt az 1/5. pontban ismertettünk, Prékopa András [18] 
dolgozatában igazolta, hogy а Лг.(Л/(г)) függvények az Af(,) változó logaritmikusán konkáv 
függvényei i = 1 к  esetére és ebből könnyen belátható, hogy minden rögzitett e ese­
tén
к
(3.3) Я hХМ(,)) — 1 + e 
í=i 1
is logaritmikusán konkáv függvény. Ebből következik, hogy rögzitett r esetén az M vektor­
változó G(r,M) függvénye konvex az { M\M > () | halmazon.
A SUMT belső pont módszere úgy működik, hogy egy 0-hoz konvergáló rx > r2 > . . . 
sorozat (elvben) minden rm elemére elvégezzük a G(rm ,M)  függvény minimalizálását 
(ami a konvexitás miatt a globális minimumot adja). A minimum-értékek sorozata bizonyos 
feltételek teljesülése esetén konvergál a (3.1) feladat minimális célfüggvényért ék éhez, tehát elég
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nagy m esetén a G(rm £i)  függvényt minimalizáló Mm közelítőleg optimális megoldása 
feladatunknak.
Megmutatjuk, hogyha az M U) < 1 feltételt tesszük i = 1, , k  esetén, akkor a fenti 
konvergencia teljesül. E  feltétel különben a feladat szempontjából nem jelent megszorítást, 
ugyanis triviálisan teljesülnek a
(3.4) A,(l)= 1, / = 1 , . . . , *
egyenlőségek, amiből következik, hogy az M (,) < 1 feltétel nélkül is az optimális 
4 Í (1), . . . , M{k) értékek mind automatikusan 1-nél kisebbnek adódnak.
Fiacco és McCormick [6] dolgozatukban bebizonyítják, hogy a SUMT belső pont algo­
ritmus konvergenciájának folytonos feltételi és célfüggvények esetén elegendő feltétele, hogy 
a megengedett megoldásokat meghatározó egyenlőtlenségek mind határozott egyenlőtlenséggel 
teljesülnek a belső pontokban.
Ami a (3.1) modellt illeti, a 0 < M (t) < 1, / = 1, . . . , * feltételek már az ugyanezen
feltételekkel meghatározott к dimenziós egységkocka belső pontjaiban is határozott egyenlőt­
lenséggel teljesülnek, elegendő tehát a valószínűségi feltétellel foglalkozni.
Legyen Mx a megengedett megoldások halmazának belső pontja.
Megmutatjuk, hogy H( MX) >  1 — e, ahol 0 <  e <  1. Az J_ és M x vektorokat összekötő 
szakasz benne van a megengedett megoldások halmazában, minthogy ez konvex halmaz. E sza­
kaszt -bői tovább meghosszabbítva, a kapott félegyenesen válasszunk egy Ф M x meg­
engedett megoldást. Ekkor alkalmas 0 < X < 1 számmal fennáll az
Mx = X ■ J_ + ( í -  X)M0
egyenlőség, amiből H(M) logaritmikusán konkavitása miatt adódik, hogy 
[H(\)]K[H(M0)]l - x > (1 -  e)1 -  x >  1 -  e.
Ezzel tehát bebizonyítottuk, hogy a SUMT belső pont algoritmus konvergens a mi esetünkben.
A (3.2) szerinti G(r,M) függvény feltétel nélküli minimalizálására sok általános módszer 
specializálható. Ezek egy része a gradiens meghatározását kívánja, melyre kidolgoztunk egy szi­
mulációs eljárást (1. Prékopa András — Kelle Péter [21]). A nagy számításigénye miatt nem 
volt célszerű az alkalmazása, így gradiensmentes módszereket alkalmaztunk (3.2) minimalizá­
lására. Ezek közül Hooke és Jeeves [8], Rosenbrock [24] valamint Powell [16] módszerét 
említjük. A tapasztalatok szerint legjobbnak Hooke és Jeeves eljárása bizonyult, ami az op­
timum gyakorlat szempontjából megfelelő közelítésének gyorsaságát illeti. Numerikus példát 
és az algoritmus részletes leírást Prékopa András -  Kelle Péter [21] és [22] cikkei tartalmazzák. 
Mellékeltük a programfutás egy eredményét (1. III. melléklet).
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2. A folyamatos ellátás valószínűségének meghatározása szimulációs eljárással
A folyamatos anyagellátás valószínűségét a
(3.5) H(M) = . . hkm (k))
függvény fejezi ki, melynek kiszámítása adott M esetében szimulációval történik. A 
й;.(Л/(,)) i -  1, . . . , к függvényeket az (1.28) kifejezések adják, kiszámításuk (elvileg) 
az ( 1.30) típusú Dirichlet eloszlás sűrűségfüggvényének n dimenziós tartományon történő 
integrálása utján analitikusan is elvégezhető. Itt n a tervperiódusban történő szállítások számát 
jelöli, nagysága a gyakorlatban 10-et is meghaladhatja, ami az analitikus megoldás hatásosságát 
(illetve lehetőségét) kizárja.
A szimulációs módszer végrehajtására két módszer is kínálkozik. Ez egyik pontosan követi 
a szállítási időpontok és a szállított mennyiségek (1.24) és (1.26) alatti modellálását: N  
illetve L elemű egyenletes eloszlású mintákat vesszük nagy számban, ezeket rendezzük, és a 
kjvánt sorszámú elemeket kiválasztjuk, stb. Ennek a módszernek nagy hátránya, hogy a nagy 
számban előforduló rendezés műveletének végrehajtása igen sok gépidőt igényel. Bár jól 
szervezett rendező rutinnal sikerült viszonylag jó gépidőt elérni, mégis nagy N  (illetve L ) 
esetén mindenképpen kedvezőtlen ez a módszer. Ismeretes ugyanis, hogy N  elem rendezé­
seinek időtartama legalább N  • \og2N  nagyságrendben növekszik (1. Knuth, D.E. [11]/.
A másik, az előbbinél hatékonyabb szimulációs módszer azon alapszik, hogy tetszőleges 
Dirichlet eloszlás reprezentálható (lásd Wilks [27]), mint olyan y x , . . . , y n valószínűségi 
változók eloszlása melyek
alakúak, ahol x x, . . . , x n+x független, standard gamma eloszlású valószínűségi változók, 
azaz sűrűségfüggvénye az alábbi
d j , . . . , i?n+1 pozitív állandóak. Valóban a (3.6) valószínűségi váltózok együttes sűrűségfügg­
vénye a következő:
i = 1, , n
. . z n
П $ . ! - 1(1 -  z.  -  . . .  -  Z ) " +1 V 1 n 7
ha z(. >  0, / = 1, . . . , n, Zj + . . . + zn < 1 egyébként pedig zéró, tehát , . . . , d^+1 
alkalmas megválasztásával a kívánt Dirichlet eloszlás áll elő.
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Ahrens és Dieter [ 1 ] hatékony módszert dolgozott ki gamma eloszlású valószinűségi 
váltózok szimulálására. Ez a módszer akkor igen előnyős, amikor a paraméter nagy vagy nem 
egész szám.
A valószínűségeket a szimuláció révén nyert relativ gyakoriságokkal közelítjük meg. Az 
adott pontosságot biztosító mintaelemszámot a Csebisev egyenlőtlenség Bernstein— féle élesí­
tésére (1. pl. Rényi A. [23]) támaszkodva határozzuk meg. Az említett Bernstein— egyenlőtlen­
ség a következő: ha vm jelöli m kísérlet során egy p valószínűségű esemény gyakorisá­
gát, akkor
(3.9)
ha
P( I ----- p I > e) < 2 exp
0 < e < p{\  -  p).
me
P )( 1 2p(l -  p) ‘
Ha a baloldalon álló valószínűséget S-val tesszük egyenlővé, akkor m -re azt kapjuk, hogy
(3.10) m >
2p(l -p)( 1 +
M L
Ha p változik 0 és 1 között, minden más pedig állandó (3.9) jobb oldalán, akkor a leg­
nagyobb érték a p = 1/2 esetben adódik. Az igy kapott alsó határ minden p valószínűség­
re univerzálisan jó. A valószinűséggel korlátozott modelleknél adhatunk p értékére alsó kor­
látot.
Készletmodelljeinkben a H(M) függvény alsó korlátjaként legalább 0,8 használatos. 
Ilyen módon a szükséges mintaelemszám sokkal kisebb, mintha a valószinüségről semmilyen 
információ nem állna rendelkezésre. Az alábbi táblázat jól illusztrálja az m mintaelemszám 
változását 6 és p függvényében, 90% biztonság mellett (a táblázatolt mintaelemszám az a 
legkisebb m,  amelyre (3.9) baloldala nem nagyobb, mint 0,1):
e
0,1 0,05 0,025 0,01
0,5 216 726 2642 15.606
0,8 165 513 1785 10.209
0,9 130 352 1120 6,016
0,95 120 265 727 3.481
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IV. Valószínűséggel korlátozott készletmodell egy aszfaltkeverési feladatra
1. A gyakorlati feladat és a készletmodell
Aszfaltkeverő berendezések anyagellátási problémáira dolgoztuk ki az alábbi készletmodellt, 
mely a folyamatos gyártáshoz szükséges induló készletszint és a megfelelő raktárkapacitás terve­
zését szolgálja. A gyakorlati feladat megoldására egy komplex számítógépes programrendszert 
készítettünk, mely a folyamatos és megfelelő összetételű anyagellátás több kérdését kezeli ope­
rációkutatási, adatkezelési, statisztikai és szimulációs módszerek alkalmazásával. Itt csak a 
készletmodellt és matematikai tulajdonságait ismertetjük. A feladatkör, a programrendszer és 
a numerikus eredmények leírása a Bodnár G. — Kelle P. [3] és Kelle P. [9] cikkekben sze­
repel.
Először röviden ismertetjük a technológiai folyamatnak azt a részét, melyre a készletmodellt 
kidolgoztuk. Különböző típusú közúzalékot X j, . . . , x arányban összekevernek (a meg­
felelő arány meghatározását lásd Kelle P. [9])és ezután r db különböző sűrűségű rostán szét­
választanak (esetünkben r = 4). A r._ { < d < t- szemcseátmérőjü zúzalék a /-edik melegí­
tett tárolóba kerül, ez az rjj(t) beérkezési folyamat j  = 1, . . . , r-re, mely időben folytonos 
és sztochasztikus a kőzúzalékokban levő szemcseátmérők arányának véletlen jellegű változása 
miatt. A tárolók output folyamata gyakorlatilag folytonos és egyenletes, rögzített 
Z j, . . . , zr intenzitással mindaddig, míg valamelyik tároló ki nem ürül vagy túlfolyik. Mindkét 
esetben le kell állítani a folyamatot, megvárni a feltöltődési vagy az X j, . . . , x keverési 
arányokat kell megváltoztatni egy időre. Ez megzavarja a termelést és csak ritkán fordulhat elő.
A tárolók kapacitását eredetileg a szabványnak megfelelő kőzúzalékokra tervezték, de az 
alapanyagok összetétele gyakran lényegesen eltér ettől. A fenti zavarok, leállások a gyakorlatban 
igen sűrűén előfordulnak, ennek következtében szükséges a tárolók megnagyobbítása, bár ez 
a nagyságtól függően jelentős többletköltséget okoz.
A másik probléma, hogy a keverési eljárás nem kezdhető üres tárolókkal, meg kell hatá­
rozni az indulásnál szükséges minimális q feltöltési időt.
A tárolók kapcacjtásának megnövelésére és a fenti q időtartam meghatározására egy 
valószínűséggel korlátozott készletmodell két változatát dolgoztuk ki, melyek együttes valószí­
nűségi korlátokat tekintenek.
Először azt a minimális q feltöltési időt keressük, mely előírt 1 — ex valószínűséggel 
biztosítja az r db tároló folyamatos anyagellátását egy adott T  hosszúságú időtartamra. Az 
77,(0 beérkezési folyamatra és a z. • t (j = 1, . . . , r) output folyamatra ezt a feladatot a 
következő formában fogalmazzuk meg:
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min q
feltéve, hogy
(4.1)
g(q) = P{ s u d  ! z, • t -  t? . ( í )  i < q • z,, /  = 1, . . . , r) >  1 -  e . .
A modell második változatában a tároló méreteknek azt a költségoptimumot adó 
K_' = , . . . , A^) vektorát keressük, mely adott 1 — valószínűséggel biztosítja, hogy
a (0,71 intervallumon nem fordul elő a tárolók túlfolyása:
min G(K) 
feltéve, hogy
(4.2)
ЩК) = ( sup I VÁt) -  z,  • t \  < K.  -  qz■, /  = 1, • . . , r) >  1 -  e,
ahol ф = (<3 j , . . . , Q r) a tároló méretek műszaki korlátáit jelöli és G(K)  a tárolók és 
működtetési (fűtési) költsége, melynek konvexitását feltételezhetjük.
A tárolókba bekerülő anyagmennyiségek arányát 7 i , • • • » 7r jelöli. Ezeket az arányokat
a technológiai folyamat során nem mérik. Ha a felhasznált Á;-adik alapanyagban ß. . a/•K
d < Tj szemcseátmérőjü zúzalék aránya (mely véletlenszerűen ingadozik), akkora ß0 k= 0 
jelöléssel
(4-3> ki  X^ j , k
mely valószínűségi változó / = 1, , r  estén. A ß/. k arányok realizációt sem mérik, de 
a minőségellenőrzés során nyilvántartják az alapanyagoknak a p. (i = 1, . . . , n) átmérőjű 
rostákon áthulló a . ,  súlyarányait. A p. értékek különböznek a t á j  = l , . . . , r )  értékektől. 
A rendelkezésre álló adatok is alátámasztották, hogy a kőzúzalékok szemeloszlásának súlyaránya­
it a lognormális eloszlás görbéje jól közelíti. A r. értéket közrefogó két p(., p;._ j és a meg­
felelő a(. j л , a;. k realizációk felhasználásával lognormális eloszlást illesztünk, melynek t . 
helyen felvett értékét tekintjük az interpolált ßj k realizációnak. A (4.3) összefüggés segít­
ségével meghatározható az
(4.4) F(y) = P(y. < у j = l ,  , r)
r dimenziós együttes eloszlás. Az output intenzitások értékét
(4.5) Zj = E[yf ], j  =
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várható érték szerint rögzítjük hosszú időszakra.
Feltételezhetjük, hogy
(4.6) E[ry(t)] = yj • t, ] -
és
(4.7) D 2[rjj(t)] = aj - t, /  = 1, . . . , r,
ahol y.  és a. konstans abban a (0 ,T) periódusban, melyben a folyamatos anyagellátást 
vizsgáljuk. Itt y' = (y j , . . . , y r) a 7 ' = (71, . . . , yr) valószínűségi vektorváltozónak a
(4.4) eloszlás szerint vett realizációja.
Az 77.(/) beérkezési folyamatnak olyan modelljét adjuk, mely a gyakorlati szempontból 
megfelelő közelítést ad és lehetővé teszi a (4.1) és (4.2) feladatok numerikus megoldását. Az 
гy(t) sztochasztikus folyamatról feltételezzük, hogy a 7 = y  feltétel mellett homogén Wiener 
folyamat az y. és о■ paraméterekkel / =  1 esetén, azaz szeparábilis, független nö-
vekményű sztochasztikus folyamat, melyre
ahol Ф a standard normális eloszlásfüggvényt jelöli.
2. A modell matematikai tulajdonságai
Az rjj(t) folyamatra az előző pontban tett feltételek lehetővé teszik G. Baxter és 
M. Donsker [2] következő tételének alkalmazását:
4.1. Tétel:
Ha £(/) m és о paraméterű szeparábilis homogén Wiener folyamat, akkor
(4.9) P( sup Rt) < и) = РЩТ) < u) -  e a • P(£(D < -  и).
0 <  Г <  T
A (4.1) feladat feltételi függvényében levő £(f) = z. • t — 17.(0 sztochasztikus folyamat 
teljesíti a 4.1. tétel feltételeit rögzített 7  ^ = y.  esetén és paraméterei Z j — y . és a^ ., így
(4.8)
2mu
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(4.10)
О.2
Feltételezhetjük, hogy rögzített 7 esetén az tj.(í) sztochasztikus folyamatok függetlenek,
így
mely a q változó monoton növekvő függvénye. A g(^r) = 1 — egyenletnek pontosan 
egy megoldása van (0 <  e < 1) és ez a (4.1) feladat optimális megoldását adja.
A (4.2) feladat sztochasztikus feltételében szereplő
függvény bonyolult szerkezetű, de ha a 7 valószínűségi vektorváltozónak logaritmikusán 
konkáv f(y) együttes sűrűségfüggvénye van, akkor ЩК)  logaritmikus konkavitását is tud­
juk igazolni. Ez az algoritmikus megoldást jelentősen megkönnyíti, hiszen (4.2) ekkor egy 
konvex programozási feladat.
Felhasználjuk Prékopa András [20] következő tételét:
4.2. Tétel:
Ha f[x,y) az x  n komponensű és az у m komponensű vektor függvénye logaritmikusán 
konkáv /?”+m-ben, akkor az x változó
függvénye logaritmikusán konkáv i?” ben.
A 4.2. tételen alapul a H(K) függvényre vonatkozó következő tétel:
4.3. Tétel:
Legyen rjj ( / ) , - • • ,  V (0  szeparábilis Wiener folyamat rögzített 7 esetén. Ha 7 
valószínűségi vektorváltozó folytonos eloszlású és f{y) együttes sűrűségfüggvénye logaritmikusán 
konkáv, továbbá q és Zj, . . . , zf konstans, akkor a
Г
(4.11) g(q) = J [ П giq\y.)]dF(y)r 7=1 1 1 --
ЩК) = P( sup {rj ( í)  -  z. • 7} <  K.
0 < t < T ; ’ ‘
-  q • Zj, j  = , r)
f f (x ,y)dy
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(4.12) H(K) = Р{ sup { т)At) -  z. • i} <  К, -  q - z., j = 1, . . . , r)
—  о <  t <  T 1 ' ' 1
a IC = (A'j, . . . ,  К  ) vektor logaritmikusán konkáv függvénye.
Bizonyítás:
A 4.2. tételből következik, hogy rögzített t esetén (0 < t < T) a
d(t,K) = P{V/At) < Kf -  (q -  t) • zjt 7 = 1, . . . , / - )  =
(4.13)
= /
R r
Kj -  (q -  t) • z. -  yf 
Of/ Г
— )]f(y)dy
függvény logaritmikusán konkáv a K_ vektorváltozó szerint. Ebből következik, hogy a (0,7) 
intervallum minden 0 <  t 1 < . . . < tN < T  felosztására a
(4.14) A tj/ í .) - z r  t .<  Kf -  q • zp  j  = 1, . . . , r, i = 1, . . . , N) =
N
=  П  d { t . J Q  
1=1  1 —
függvény szintén logaritmikusán konkáv. Tekintsük a 0 < < . . . < t(^  < T felosztásoknak
egy olyan sorozatát, melyre
hm m axi t(.k \oo ; 1 I- 1 f > }  = 0.
Ha hk (K) jelöli a (4.14) valószínűséget rögzített k esetén, akkor az minden k-ra logarit­
mikusán konkáv függvény. Ez a tulajdonság nem változik, ha a k  szerinti határértéket 
vesszük, így
H(K) = lim h J K )  
k -*■ °° K
szintén a K_ logaritmikusán konkáv függvény, ami a 4.3. tétel állítása.
A gyakorlati feladat megoldásánál szétválasztottuk a (4.2) modell együttes valószínűségi 
korlátját és a marginális eloszlásra tett következő feltételeket tekintettük, /  = \, . . .  , r  
esetére:
(4.14) bAK.) = P(
' 1 о
sup
«  f  < { Vj(t)
t } < Ki qZj) > ьг
ahol Ő;. rögzített konstans (j= i, . . .  ,r)  A (4.9) összefüggés felhasználásával
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(4.15)
к  -  qz + (z . -  y л  • т
b AK.) = f  [ Ф ( -!■-------L----p i ----- L------  )
'  '  * 1 а.у/Т
— e Ф (
-  Kj + qzj + (z. -  yt )
o{y /T
T
- ) ]  dFj (y.),
ahol K-(y.) (j = 1 jelöli a y  valószínűségi vektorváltozó marginális eloszlásait és
q értéke rögzített, ezt a (4.1) feladat megoldása adja. A (4.15) függvény monoton növekvő 
ezért a (4.14) feltétel а К ■ változóra egy egyszerű L AÔ -) alsó korlátot ad (j = 1, . . . , r) 
és így a G(í() költségfüggvényt a
^  > LA8 f ), j =  1 ....r
egyenlőtlenségek által definiált tartományon kell minimalizálni.
Az induló feltöltési q időtartam é sa  í  optimális raktárkapacitás vektor tervezésének 
egy programfutási eredményét а IV. melléklet tartalmazza.
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V. A készletmodellek hazai alkalmazásai
1. Népgazdasági szintű készletvizsgálat
A termelő vállalat zavartalan működéséhez szükséges minimális készletek mennyiségének 
a meghatározása fontos népgazdasági érdek. A gazdasági szakembereket közgazdászokat és mate­
matikusokat egyaránt foglalkoztatja az a probléma, hogy milyen módszerrel határozható meg 
a folyamatos anyagellátást biztosító minimális raktárkészlet és ezzel kapcsolatban a minimális 
forgóeszköz szükséglet; milyen eszközökkel lehet készletcsökkentést elérni a folyamatos ellátás 
biztosítása mellett? A kérdések megoldása rendkívül sokrétű feladat, melynek egyik fontos 
segédeszköze lehet a matematikai modellek és a számítástechnikai eszközök felhasználása, 
mint azt az alkalmazási eredmények mutatják.
Az Országos Tervhivatal 1961-ben a Matematikai Kutató Intézet munkatársaihoz fordult 
a következő megbízással: vizsgálják meg matematikai eszközök segítségével, hogy a termelés 
növekedési ütemének megfelelően milyen készletnövekedés indokolt. A végzett munkáról ké­
szült a [48] tanulmány, mely a feltett kérdéssel kapcsolatos vizsgálatok eredményeiről ad 
számot, másrészt azokat a modelleket és alkalmazási eredményeket tartalmazza, melyek a fo­
lyamatos anyagellátást adott valószínűséggel biztosító legkisebb raktárkészlet mennyiségének 
a meghatározását adják, feltéve, hogy a felhasználás folyamatosan történik.
A vállalati adatok elemzése alapján készült a Prékopa — Ziermann modell, és Prékopa 
András véletlen ütemezésű szállítási modellje, melyeket az első fejezetben ismertettünk. Ezek 
segítségével készültek azok a számítások és következtetések, melyeket a [48] tanulmány 
tartalmaz részletesen. A hazai ellátási viszonyokra jellemző több tételben, véletlen jelleggel 
történő előszállításokra épülő fenti megbízhatósági készletmodellek alkalmazásával kerül sor 
a következő megállapításokra: Ha a beérkezési időpontok száma változatlan marad, megnöve­
kedett termeléshez ugyanolyan arányban megnövelt induló készlet kell, amennyiben az ellátás 
megbízhatóságát változatlan szinten kívánjuk tartani. A gyakorlatban a megrendelések mennyi­
ségének a növekedése a beérkezési időpontok számának a növekedését vonja maga után. Ekkor 
a biztonsági készlet növekedési üteme alacsonyabb lehet a termelés növekedési üteménél. Ennek 
a modellek alapján adódó számszerű értékeit a [48] tanulmány és Ziermann M. [17] cikke 
tartalmazza. Az ütemezett előszállítás, a szállítási határidők és tételek egyenletes elosztása 
véletlen jellegű zavaró tényezők esetén is készletcsökkenést tesz lehetővé a folyamatos anyag- 
ellátás biztonságának csökkenése nélkül. A szállítások (beérkezések) számától és az egyenlet- 
lenség mértékétől függően a Prékopa modell (lásd [28]) megadja az előirt megbízhatósági 
szinthez tartozó készletnorma nagyságát, mellyel a népgazdasági szintű készletelemzés fontos 
támpontját nyújtja. Ezzel a modellel a szakaszos, véletlen jellegű felhasználás és ennek következ­
ményei is vizsgálhatók.
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2. Kereskedelmi vállalatok készletezése
Üzletek áruellátásának matematikai modellezésével hazánkban először Rényi A. és 
Ziermann M. foglalkozott. Az [52] dolgozatukban a következő kérdést vizsgálják: egy boltban, 
amely egy vagy több árucikket árul és amelyben az egyes árucikkek iránti kereslet eloszlását 
ismerjük, mekkora az a minimális készlet az egyes árucikkekből, amellyel a raktár következő 
feltöltéséig előírt megbizhatóggal ki lehet elégíteni a fogyasztókat? A dolgozatban szerepel a 
folyamatos anyagellátás valószínűsége, mint a teljes kielégítettség biztonságának mértéke. Ezen­
kívül definiálják a várakozáson felüli kereslet relativ kielégítési biztonságát, mely a várható 
keresleten túlmenő kielégítetlen kereslet és a várható keresleten túlmenő teljes kereslet hánya­
dosának várható értéke. Ez utóbbi a kielégítetlen igények várható nagyságát karakterizálja, 
mely sok esetben a hiány előfordulásának valószínűségénél jobban jellemzi az anyagellátás hiá­
nyosságát. Az alkalmazásokban azonban a valószínűségi korlátozás terjedt el, ennek kívánt szint­
jét ugyanis könnyebben meg tudják adni a vállalati szakemberek. Jelen tanulmányunk is a hiány 
valószínűségét korlátozó modelleket vizsgálja, de figyelemre méltóak a várható érték típusú 
korlátozást tartalmazó modellek, melyek elmélete még kevéssé van kidolgozva.
Az [52] cikkben a szerzők a raktár feltöltési szintjének azt a minimális nagyságát kere­
sik, mely előírt megbízhatósági mértéket kielégít. Könnyen realizálható eljárást adnak a feltölté­
si szint meghatározására a megbízhatósági szint előzőleg definiált mindkét formája esetén, 
amennyiben két feltöltési időpont között igényelt mennyiség eloszlása ismert. Feltételezik, hogy 
a rendelés egy tételben érkezik be. Több árucikk készletének feltöltési szintjével is foglalkoznak, 
azon feltevés mellett, hogy a bolt által árult összes árucikkből a raktárkészlet beszerzésére kor­
látozott pénzmennyiség áll rendelkezésre. A hiány előfordulásából és a készlettartásból szárma­
zó összes várható költséget kívánják minimalizálni a fenti korlátozás mellett. Ez esetben az 
egyes árucikkekből raktáron tartandó mennyiségek nem határozhatók meg egymástól függetlenül. 
Normális eloszlású igények esetén egyszerű eljárást adnak a fenti tulajdonságú optimális feltölté­
si szintek meghatározására, mely a Lagrange-szorzó módszeren alapul. A modell alkalmazására 
cipőboltok áruellátásának vizsgálatával kapcsolatban került sor.
Szélesebbkörű alkalmazási eredmények vannak a nagykereskedelmi vállalatok készletgazdál­
kodásában. E vállalatok feladata, hogy a fogyasztókat közvetlenül ellátó áruházak és üzletek igé­
nyeit kielégítő árumennyiséget a gyártó vállalatoktól, illetve importból beszerezzék, készletezzék 
és a szükséges időpontokban és mennyiségekben a kiskereskedelemhez eljuttassák. A nagykeres­
kedelmi vállalatok a rendeléseket bizonyos időközönként (általában negyedévenként) adhatnak 
fel. A megrendelt termék általában több tételben, véletlen jellegű időpontokban érkezik a gyár­
tó vállalattól, mely rendszerint az előszállítás jogát fenntartja. A kiskereskedelmi raktárakból 
ugyancsak több részletben érkezik az igény, bizonyos időközönként. Az igények nagysága és 
időpontja sem ismert előre, véletlen jelleggel változik. A nagykereskedelmi vállalat azt a minimális 
készletszintet kívánja biztonsági készletként tartani, mely előírt valószínűséggel lehtővé teszi a kis­
kereskedelemből érkező igények kívánt időben és mennyiségben történő kielégítését, a gyártott 
cikkek beérkezésének véletlen jellegét figyelembe véve.
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A vizsgált nagykereskedelmi vállalat a TRIÁL és RAVILL volt. Az első fejezetben ismer­
tetett Prékopa modell egy- és kétmintás változatát alkalmazták. A munkát az MTA SzTAKI 
Operációkutatási Osztályáról Gerencsér László és Halász Sz., a Kerinforg Rendszertechnikai 
Osztályáról pedig Skarbszki A., Móricz A. és Vass I. irányította. A kísérletekről Vass I. [53] 
cikke számol be. Az alkalmazás továbbfejlesztéséről szól Móricz A. [44] tanulmánya, mely 
a Belkereskedelmi Minisztériumban készült. A kereskedelmi vállalatok készlettervezését a fen­
ti modellekre épülő rendszerrel kívánja segíteni. Figyelembe veszi a különböző gazdálkodási 
korlátozó tényezőket és szabályozó paramétereket is.
A nagykereskedelmi vállalatok készletezésének irányítására a Kerinforg Rendszertechni­
kai Osztályán készült egy számítógépes programrendszer DORIS (Demand Oriented Inventory 
System) néven. A programrendszer leírása az [31] ismertetésében valamint Vass I. [54] 
cikkében, elemzése pedig a Prékopa A. — Kelle P. [49] tanulmányban szerepel. A programrend­
szer a biztonsági készletszintet az első fejezetben ismertetett Prékopa modell alapján határozza 
meg. Ezenkívül tartalmazza a fogyasztási idősor elemzését és statisztikai előrejelzését. Lényegé­
ben az exponenciális simítási technikát használja. A trend kiszűrése után meghatározza a 
szezonális időfüggvényt. Egy modellt alkalmaz, mely figyelembe veszi a trendhatást, periodikus 
hatásokat és véletlen hatásokat, melyek összegeként adódik az előrejelzés értéke. A rendelési 
mennyiség meghatározását a biztonsági készletszint és az igény előrejelzése alapján határozza 
meg. A programrendszer sajátossága, hogy a folyamatos áruellátás adott szintű biztosítása a fő 
célkitűzése. Ebben különbözik a tőkés országokban készített készletgazdálkodási programcsoma­
goktól, melyeknél a (hazai körülmények között nehezen számszerűsíthető) készlettartási és hi­
ányköltség várható összegét minimalizálják. A DORIS programrendszer figyelembe tudja venni 
a hazai viszonyokra jellemző több részletben, véletlenül elhelyezkedő időpontokban és véletlen 
nagyságú tételekben történő árubeérkezést, melyet a fenti programcsomagok nem vizsgálnak.
A DORIS programrendszer felépítése lehetővé teszi az alkalmazását nemcsak nagykereskedelmi, 
hanem iparvállalatoknál is.
A termelőeszközkereskedelmi (ТЕК) vállalatok szerepe és célkitűzése hasonló a nagykeres­
kedelmi vállaltokéhoz. A Metalloglobus színesfém ТЕК vállalatnál van folyamatban a 
STOMCOS (Stock Management and Control System) elnevezésű készletgazdálkodási program- 
-rendszer bevezetése, melyet a VILATI készített ROBOTRON 21 típusú számítógépre. A 
rendszer ismertetése Jánoki L. [34] cikkében szerepel. A programrendszer tartalmazza az 
adatállomány feltöltését, aktualizálását és lekérdezését végrehajtó programokat, melyek a rak­
tári események adminisztrációját végzik. A rendszer alkalmas magasraktárak irányítására is. 
Szerepelnek — a programcsomagokban általánosan alkalmazott — statisztikai és prognózis- 
modellek továbbá az egyszerű költségoptimalízáló készletmodellek. Ezeken kívül azonban fel­
használható a véletlen jellegű szakaszos beérkezést és felhasználást vizsgáló Prékopa modell 
a folyamatos ellátást adott valószínűséggel biztosító induló készletszint meghatározására.
A STOMCOS programrendszert a VILATI a saját vállalati készletezésére alkalmazta, 
majd 1975-ben indult a rendszer adaptálása a Metalloglobus vállalatnál. Elsőként az adatfeldol­
gozási rendszert kell felépíteni, mely a készletgazdálkodás számítógépes rendszerének adatait
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szolgáltatja, de emellett a különböző könyvelési és statisztikai kimutatásokat is gépesíti. A 
vizsgált mintegy 10 ezer cikkelem évenként mintegy 250 ezer tételben lebonyolított forgalmát 
kell nyilvántartani, elemezni, összesíteni. A beérkezések és a kivételezések több éves adatsora 
szükséges a prognosztizáló és készletgazdálkodási modellek paramétereinek meghatározásához. 
Ennek hiányában is adhatók becslések, melyek alapján a modelekkel történő számítások elin­
díthatok és az adatrendszer bővülése esetén javíthatók.
A költségtényezők, elsősorban a hiányköltség becslése igen nehéz, mint általában a hazai 
vállalatoknál. Az anyagbeérkezés folyamata is véletlen jellegű, ezért elsősorban a megbízható­
sági modellek alkalmazása jöhet szóba. А ТЕК vállalatok súlyponti célkitűzése: az áruellátás 
megfelelő biztosítása központi raktározással, szintén a modellek felhasználását indokolja. A 
BME Automatizálási Tanszékén készült a Gál T. — Kelle P. — Kovács T. [33] rendszerterv 
a STOMCOS programcsomag adaptálására.
Az igények egy része — a nagyvállalatok megrendelései — előre ismertek, míg a sok kis 
felhasználó (mintegy 6 ezer vevő) igényének összessége statisztikai előrejelzési módszerrel be­
csülhető. A kettő aránya termékenként különböző. Ha a véletlen, előre pontosan nem becsül­
hető igény aránya kicsi, akkor jól alkalmazható a Prékopa modell. Olyan termékeknél, melyek 
iránti igény nagyrészt véletlen jellegű, pontosan nem becsülhető, a második fejezetben leírt 
véletlen intenzitású igényekre kidolgozott megbízhatósági modellek alkalmazása jobb eredményt 
ad. A programcsomag kibővítését ajánlottuk, már a (2.29) formula beépítése is jelentősen nö­
velné az alkalmazhatóság területét. A rendszer bevezetése a Metalloglobúsnál folyamatban van.
3. Iparvállalatok alapanyag-, tartalékalkatrész- és késztermék-készletezése
Az új gazdaságirányítási rendszer a vállalatokat érdekeltté teszi a készletszint csökkenté­
sében. Ennek fontos eszközeként a számítógépes rendszerszervezést és matematikai modellezést 
is egyre több helyen kívánják felhasználni. Az első ilyen alkalmazás az Országos Bányagépgyártó 
Vállalatnál történt 1968-ban. A vállalat alapanyagainak, különösen tekintettel az idomacéloknak 
a készletezését vizsgálták, és az optimális rendelések meghatározására az ”S szintre felrendelés” 
elnevezésű készletmodellt alkalmazták (lásd Prékopa A. [47]). A rendelés feladásainak időpontjai 
meghatározottak, a rendelési S szintet pedig a modell alapján úgy határozzuk meg, hogy a 
készlettartásból és a hiányból származó költségek összegének várható értéke minimális legyen.
A rendelés feladásakor megvizsgálják a raktárban levő készletet és ezt az S szintre kiegészítő 
mennyiséget rendelik. Nagy I. és Prékopa A. [45]Uanulmányukban részletesen leírják a modellt 
és alkalmazásának eredményeit. Kimutatják, hogy a vizsgált termékeknél a túlkészletezés nagy­
sága 10-20% között mozog. Ilyen nagyságú készletcsökkentés még nem érintené jelentősen az 
ellátás megbízhatóságát és a javasolt rendelési mennyiségek a költségoptimumot biztosítanák.
A hiányköltség számszerűsítése jelentette a legnagyobb nehézséget. Ennek meghatározásánál lé­
nyeges segítséget nyújt az ellátás kívánt biztonsági szintjének megadása, mely a hiányköltség­
gel kapcsolatba hozható.
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Kénsavgyárak alapanyagellátásának vizsgálatánál került sor László Z. u.n. teljesen véletlen 
ütemezésű szállítási modelljének (lásd I. fejezet) alkalmazására. Az állandó intenzitású termelés­
hez szükséges piritet importból fedezik. Tekintettel arra, hogy fagyos időben a vagonokat nem 
lehet kirakni, a szállító partner az egész évi szükségletet mintegy fél év alatt leszállítja. Az üze­
mi naplók tanulsága szerint mind a szállítási időpontok, mind a leszállított tételek jó közelí­
téssel egyenletes eloszlásúnak tekinthetők. Ha a szállítási periódust (0,7^), a felhasználási pe­
riódust pedig (0,7) jelöli, (7’1 < 7), akkor a szállítási folyamat (1.13) alatti modelljét vé­
ve az M nagyságú induló készletszint a folyamatos anyagellátást legalább 1 — e valószínű­
séggel biztosítja, ha
(5.1) P{ sup / at — F  (í,0)} < M) > 1 -  e 
о < t <  7-j
az a = TX\T jelöléssel. Az 1.5 tételből adódik, hogy az (5.1) egyenlőtlenséget kielégítő 
minimális M induló készletszintet az
(5.2) « - f >
n n
(1 + M)
-  1
e
egyenlet megoldása adja, ahol n jelenti a szállítások számát. László Z. [12] dolgozatában meg­
ad egy iterációs eljárást az [5.2] egyenlet megoldására. A gyakorlati feladatnál a szállítások 
száma elég nagy volt, ahhoz, hogy az
(5.3) M ~ ------- - In -1 — a n e
aszimptotikus közelítő formula az optimális induló készletszint jó közelítését adja. Ez egység­
nyi nagyságú felhasználás esetére vonatkozik, így a felhasználás összmennyiségével szorozva kap­
juk a szükséges periódus eleji biztonsági készletszintet.
A Hungária Műanyagfeldolgozó Vállalat készletnövekedésének megfékezésére matematikai 
modellek bevezetését tervezte. Az alapanyagok és a termelés folyamatossága szempontjából 
fontos segédanyagok, köztük a TMK célokat szolgáló hengereltacél készleteinek csökkentése 
és kedvezőbb beszerzése volt a cél. A beszerzésnél nagyobb mennyiség egyszeri rendeléseinél á r -  
kedvezmény illeti a vállalatot. Ez a ritkább, nagytételekben történő rendelést indokolja, ugyan­
akkor a növekvő forgóeszközállomány erősen leterheli a vállalat fejlesztési alapját. A harmadik 
tényező a folyamatos ellátás, melyet nagy valószínűséggel biztosítani kell. A három tényezőt 
együttesen figyelembe vevő készletpolitikát dolgoztak ki az MKKE Ipargazdaságtani Tanszékén 
Megyeri E. és Chikán A. vezetésével. Ebben a költségoptimumot adó rendelési tételt deter­
minisztikus modell alapján közelítik meg, a rendelést pedig akkor kell feladni, amikor a kész­
let lecsökkenése még nem veszélyezteti a biztonságos anyagellátást. A modellről és alkalmazá­
sáról részletesen szól a [43] tanulmány.
A Textilipari alapanyagok, elsősorban festékanyagok készletezésével foglalkoztunk a 
Pamutnyomóipari Vállalat megbízásából. Itt a rendeléseket (elsősorban szocialista import ese­
tén) a tárgynegyedévet 4-5 hónappal megelőzően kell feladni. Ekkor az igény még nem ismert.
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Ennek becslésére készült egy előrejelzési programrendszer, mely az exponenciális simítási techni­
kán alapul, a trend és szezonhatások figyelembevételével. A mintegy 8 ezer cikk igényeinek há­
rom éves adatsora számítógépes nyilvántartásban rendelkezésre áll. A becslési eljárás az igény, 
mint valószínűségi változó várható értékét és szórását adja. Az anyagbeérkezés több tételben 
történik, véletlenszerűen, de lényegében egyenletesen elosztva. A folyamatos anyagellátást 
1 — e valószínűséggel biztosító induló készletszint meghatározása a (2.29) alatti formula alap­
ján történik. Ez jó közelítést ad, amennyiben a felhasználás intenzitása normális eloszlású való­
színűségi változónak tekinthető, és a beérkezések száma elég nagy (a gyakorlatban n > 6 
esetén megfelelő). Kevés beérkezés esetén a fenti formula 1 — e-nál nagyobb biztonságot ad.
A mellékletben szereplő táblázat segítségével korrigálni lehet a készletszint javasolt értékeit. Az 
induló készletszint az előző periódus záró készlete, így az igény becslésével és a periódus ele­
jére várható készletszint nagyságával a rendelési mennyiséget is meg tudjuk határozni. Az al­
kalmazás feltételeiről és az alkalmazott modellről részletesebben szól a Kelle P. [42] cikk.
Tartalékalkatrészek biztonsági készletszintjének a meghatározása a megbízhatósági kész- 
letmodellek egy jellegzetes alkalmazási területe. Ezzel a témakörrel kapcsolatos eredményeket 
hazánkban már az 50-es évek elején publikáltak. Rényi A. és Szentmártony F. [51] dolgozatuk­
ban meghatározzák azt a törzskészletnek nevezett készletszintet, melyre lecsökkenve rendelést 
kell feladni. Ezt úgy adják meg, hogy a rendelés beérkezéséig — mely egy tételben, rögzített 
időpontban történik — előirt valószínűséggel ne forduljon elő hiány. Hasonló eredményeket 
tartalmaz Palásti I. — Rényi A. — Szentmártony F. — Takács L. [46] cikke is. Ziermann M.
[56] dolgozatában meghatározza azt a rendelési mennyiséget, mely esetén a készlettartási és 
a rendelés feladatási költségek egységnyi időre eső várható összege minimális. Ezek az ered­
mények sok helyütt alkalmazhatók, ahol bármelyik időpontban lehetőség van a rendelés fel­
adására, továbbá a rendelés egy tételben érkezik be. Hazánkban azonban gyakran csak bi­
zonyos időközönként adható fel rendelés, mely több tételben, rendszerint véletlen jelleggel 
érkezik be. Ilyen esetekben a tanulmányokban ismertetett megbízhatósági készletmodellek 
alkalmazására van lehetőség. Az első fejezetben ismertetett Prékopa modell segítségével határozták 
meg a Dunai Cement és Mészműben közel tízezer cikkre a szükséges biztonsági készletszintet, 
mely a véletlen jellegű alkatrész utánpótlás mellett előírt valószínűséggel biztosítja a folyamatos 
tartalékalkatrész ellátását.
A soproni Postaigazgatóság megbízásából karbantartási és szerelési anyagok készletgazdál­
kodási kérdéseit vizsgálták a Marx Károly Közgazdaságtudományi Egyetemen Chikán A. és 
Meszéna Gy. vezetésével. A költségoptimalizáláshoz szükséges hiányköltség meghatározása itt 
is nagy nehézséget jelent, így a megbízhatóság, előírása szerepelt. Központi- és fiókraktárak 
rendszerének együttesét kellett figyelembe venni és a különböző szintek készletezéseit meg­
felelően összehangolni. Az alkalmazás eredményeit a [30] tanulmányban foglalják össze, míg 
a modellek leírása (egy kereskedelmi raktárrendszerre megfogalmazva) a Chikán A. — Meszéna 
Gy. [31] cikkben szerepel, melyben a megbízhatóság és a kockázat mértékének a kapcsolatát 
is vizsgálják a költségtényezőkkel összefüggésben.
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A Betonútépítő Vállalat útépítő gépsorainak alkatrészellátását vizsgáltuk az Országos Piac­
kutató Intézet munkatársaival együttműködésben. A gazdasági vezetők szerint a készletek 
összértéke túl magas, ugyanakkor a műszaki szakemberek alkatrészhiányra hivatkoznak. Ennek 
oka az alkatrészellátás bizonytalansága és az alkatrészek (közel tízezer alkatrész-faj'ta) várható 
igényének nem megfelelő becslése. A vállalat számítógépes adatfeldolgozást nem végez , igy 
csak egy kísérleti vizsgálatról lehetett szó. A szakértők által kiválasztott mintegy 50, külön­
böző értékű és beszerzésű alkatrész készletezését vizsgáltuk. Ezek 4-5 éves gazdálkodási tab­
lója áll rendelkezésre, mely a beérkezési és a felhasználások mennyiségét tartalmazza havi 
(néhol negyedéves) összesítésben. Rendeléseket évente (néhol negyedévente) lehet feladni, 
ennek szállítását negyedév-félév után kezdik, és általában több tételben, előre nem rögzített 
időpontokban érkezik be a megrendelt mennyiség. Az igények becslésére egyszerű, asztali 
számológépen elvégezhető exponenciális simítási eljárást alkalmaztunk. Az induló biztonsági 
készletszintek meghatározását Prékopa (1.11) közelítő formulája alapján végeztük, amennyiben 
mindegyik hónapban várható szállítás. Ritkább szállítások esetén az (1.4) formula, illetve az 
(1.15) formula táblázatolt értékeiből visszakereséssel határoztuk meg az M t , illetve MQ -al 
jelölt induló készletszinteket. Ezek segítségével a László Z. által javasolt (lásd (12))
(5.4) m x = s / m \ + (1 -  \ ) 2m l  -  M\)
formában közelítettük az 1 — e valószínűségi szinthez tartozó induló készletnagyságot, ahol 
X a beérkező tételek egyenletességére jellemző (1.10) szerint definiált konstans. Az első 
három év adatsorának felhasználásával határoztuk meg a rendelendő mennyiséget a következő 
évre (évekre) és így kapott készletszintet hasonlítottuk össze a megvalósult utolsó (utolsó két) 
év készletszintjével. Az esetek nagy részében a javasolt eljárás alacsonyabb készletszinttel is 
biztosította az alkatrészigény ellátást, míg a többi esetben az igények nagy ingadozása miatt a 
becslési eljárás nem adott kielégítő eredményt. A modellekről és alkalmazási eredményeiről 
ír a Kelemen Z. — Kelle P. [35] tanulmány.
Készáruraktár készletszintjének meghatározására alkalmazták a Prékopa modellt a deb­
receni MGM Vállalatnál. Itt a véletlenszerű ingadozással jelentkező exportigényeket is nagy 
valószínűséggel rövid határidőn belül ki akarják ekégíteni, ez ugyanis nagy nyereséget hoz a 
vállalatnak. A modell segítségével több ezer különböző cikkre határozták meg a negyedév 
elején szükséges minimális raktárkészletet.
Alapanyag-, termelésközi- és késztermék-készletek együttesét kezelő átfogó készletgazdál­
kodási rendszer terve készült a MKKE Ipargazdasági Tanszékén egy kutatócsoport közreműkö­
désével, melynek a jelen tanulmány szerzője is tagja volt. A rendszerterv a Gépipari Technoló­
giai Intézet megbízásában készült. A gépipari összeszerelő jellegű vállalatok számítógépes kész­
letgazdálkodási rendszerének egy típustervét kívánja megadni. Leírása a [29] tanulmányban 
szerepel. Itt csak azt említjük meg, hogy a feltételektől függően különböző modellek kiválasz­
tását és összekapcsolását irányítja a rendszer. A jelen tanulmányban ismertetett megbízhatósá­
gi készletmodellek döntő szerepet játszanak a különböző szintű raktárak készletszintjeinek 
meghatározásában.
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A Vegyiparri Számítástechnikai és Fejlesztési Társulás az elmúlt években dolgozta ki és 
több vegyipari vállalatnál már bevezette a VIR (Vállalat Irányítási Rendszer) elnevezésű komplex 
termelésirányítási rendszer egyes részeit (lásd Preisich M. — Szalai A. — Pompéry B. — Szat­
mári G. [50] cikkét). A készletgazdálkodási alrendszer az alapanyag-, tartalékalkatrész- és 
késztermék-készletezés számítógépes nyilvántartását majd irányítását kívánja szolgálni. Az al­
rendszer jelenlegi elkészültségi fázisában az ügyvitellel és elszámolással kapcsolatos funkciókat 
tudja elvégezni. Az igény előrejelzési, készlettervezési, — gazdálkodási és — elemző eljárások beé­
pítése folyamatban van. Rendszertervét az MKKE Matematikai és Számítástudományi Intézetével 
együttműködésében készítették [55]. Itt is jelentős szerepet kapnak a megbízhatósági készlet- 
modellek.
4. Gyártásközi készletek kialakítása
A gyártási folyamat megszervezésében az egyik fontos kérdés az egymáshoz kapcsolódó 
berendezések (gépek, gépsorok) folyamatos anyagellátásának biztosítása. Ez a gyakorlatban 
rendszerint a gyártó berendezések előtti félkésztermék-raktározással történik. Az így kialakuló 
gyártásközi készletek vizsgálatával és optimális szintjének meghatározásával foglalkoztunk a 
Dunai Vasmű Hideghengerművének termelésirányításával kapcsolatban (lásd a Kelle PrMészá- 
ros G. [38] tanulmányt). Ezt a munkát a továbbiakban röviden összefoglaljuk. Az alkalmazott 
modellek szélesebbkörű felhasználási lehetőséget nyújtanak, más típusú gyártásközi készleteinek 
vizsgálatára, és optimalizálására is alkalmasnak lehetnek, mint ezt a Kelle P. [36] cikk kifejti.
A gyártásközi készletek kialakítását indokolja — az egymáshoz kapcsolódó berendezések 
eltérő gyártási intenzitása a feldolgozott anyag méretétől, illetve minőségétől függően és vélet­
len jellegű tényezők hatására,
— a berendezések TMK, illetve géphiba miatti leállításai. Mindezek a technológiai jellegű 
tényezők a gyártásközi készletek növekedésének irányába hatnak, míg a csökkentését 
indokolják
— a gazdaságossági szempontok,
— a raktározással kapcsolatos költségek és raktárkapacitás korlátok.
A berendezések előtt gyártásközi készleteknek azt a minimális nagyságát kívánjuk meghatá­
rozni, mely adott valószínűséggel biztosítja a folyamatos termelést, a véletlen jellegű zavaró ha­
tások ellenére.
Két berendezés közötti raktár készletének alakulását a beérkezési folyamat ( az I. beren­
dezés anyagkibocsájtása), az igényfolyamat (a II. bekezdés anyagfelhasználása) és az induló 
készlet határozza meg. A beérkezési- és az igényfolyamat hasonlóan zajlik: mindegyik berende­
zés anyagfelhasználása és kibocsájtása több tételben történik, véletlen jellegű zavaró tényezők 
hatása alatt.
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A havi tervezés számára a szükséges gyártásközi készletszint durva becslése is elegendő.
A különböző anyagtípusokból gyártandó mennyiségek (az u.n. tételek) itt csak közelítőleg 
ismertek, és ezek sorrendje nincs rögzítve. Az egymást követő berendezéseken a feldolgozás 
sebessége különböző, de az anyagtípusok változásai során a feldolgozási idők ingadozásai viszony­
lag rövid idő alatt (egy-két nap) kiegyenlítődnek, mert a berendezések átlagos feldolgozási 
sebességét a megépítéskor ennek megfelelően tervezték.
Amikor az I. berendezés feldolgoz egy tételt, azt a II. berendezés előtti raktárba szállítják.
A vizsgált tervperiódsuban n számú tételt terveznek az I. és m számút a II. berendezésre 
(ezek különbözők is lehetnek). Több információ híján azt tételezzük fel, hogy a beérkezés és a 
felhasználás folyamata a Prékopa modell szerint zajlik le. Amennyiben a tételek várható kibo- 
csájtásáról és nagyságáról információink vannak és a bizonytalansági tényezőket is figyelembe 
kell venni, akkor Prékopa nem homogén szállítási folyamatra adott modelljét kell alkalmazni 
(lásd 1/5 pont). Ez lényegesen több számítást kíván. A III. fejezetben leírt algoritmus egysze­
rűsített változatát (egy input és egy output folyamatra) kell alkalmazni, azonban ez is Monte- 
-Carlo módszerek felhasználást kívánja, mint azt a Kelle P. [39] cikk leírja.
Az első fejezetben leírt Prékopa modell kérmintás változatát alkalmaztuk, melyben a 
beérkezési és a felhasználási folyamat egyaránt véletlen ütemezésű. Az I. berendezésénél a 
minimális és az átlagos tételnagyság hányadosa a (2.b) feltétel szerinti X mennyiség a beér­
kezési folyamatra, hasonlóan határozzuk meg a ii mennyiséget a II. berendezésnél. Az 
(1.11) közelítő megoldás kétmintás változatát alkalmaztuk (lásd Prékopa A. [17]), mely alap­
ján a folyamatos gyártást 1 — e előírt valószínűséggel biztosító minimális M induló készlet­
szint
ahol 0 < X < 1, 0 < / u < l  é s C a  tervezett összes feldolgozási mennyiség. Az n és m 
értéke elég nagy, a közelítés a havi tervezés szintjén megfelelő információt ad a gyártásközi 
készletnorma kialakításához.
A heti ütemezéshez kapcsolódó modellekkel foglalkozunk a következő részben. A terme­
lésütemezés feladata, hogy egy rövidebb időszakra (egy hét vagy dekád) megadja a gyártandó 
tételeket, ezek sorrendjét, mely berendezésenként különbözhet a technológiai követelmények 
miatt. Erre az időszakra ismert a TMK terv, a technológiai leállások várható időpontja és 
hossza. Korábbi megfigyelések alapján becslés adható a gyártandó tételek elkészülési idejének el­
oszlására. Ilyen információk birtokában a készletezési folyamatok sokkal részletesebben vizsgál­
hatók és az ütemezés rendszerében lényegesebb szerepet játszanak. Két fontos feladat megol­
dását ismertetjük.
-4 6 -
a.) A berendezések ütemezésének időbeli elcsúsztatása
A berendezéseken való átlagos átfutási idő, a tételek sorrendi különbözőségei, a leállítások 
és a véletlen ingadozások szükségessé teszik, hogy az egymást követő berendezésekre ugyan­
azokat a tételeket bizonyos időbeli késéssel ütemezzük. Ez biztosítja, hogy a gyártásközi 
készlet mennyisége és összetétele megfelelő legyen és a véletlen hatások kedvezőtlen alakulá­
sa esetén is adott megbízhatósággal az ütemezésnek megfelelő legyen az anyagellátás.
A kidolgozott módszer szemléltetésére a DV Hideghengermű egy berendezéscsoportját vá­
lasztjuk, mely a többi résztől viszonylag függetlenül kezelhető:
2. ábra
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Itt /  jelöli az alapanyag beérkezési forrást (egy másik gyárrészleg), A, B j, B2 három 
feldolgozó berendezést (pácoló és két hengersor), R.(i = 0 ,1,2) pedig a közöttük levő raktá­
rakat. A termékek áramlása döntő többségben a nyilak irányában történik. Egy tétel a 
B] és B2 egyikére kerül, amit lényegében már a tervezés szintjén eldöntünk az alapanyag 
típusa szerint.
Az R í raktárak ( / =0, 1 , 2)  biztonsági készletét az ütemezés számára a mennyiségben 
megadott érték nem jellemzi megfelelően, mert anyagtípüsonként változik a feldolgozás inten­
zitása. Jobb mérték a biztonsági készlet várható feldolgozási ideje.
Az Rj (i = 0,1,2) raktáraknak azt a minimális induló készletnagyságát (/.-vei jelölt feldől- ' 
gozási időt) keressük, mellyel egy ütemezési tételsorrend adott valószínűséggel legyártható.
A /.(/ = 0,1,2) időtartam jelenti a berendezéseken az ütemezés időbeli elcsusztatását, ezt a 
következő ábrán szemléltetjük:
A feladatot egy sztochasztikus programozási modelleként fogalmaztuk meg (lásd [40]), 
melyben figyelembe vesszük a gyártandó tételek elkészülési idejének véletlen jellegét, eloszlá­
sát, a korrelációs kapcsolatokat, a véletlen jellegű leállásokat, melyek mindegyikére elegendően 
sok statisztikai adat áll rendelkezésre.
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A sztochasztikus modell megoldását vissza tudjuk vezetni konvex programozási feladat 
megoldására [40], így konvergens optimalizálási eljárás adható, melyben szükség van többdi­
menziós eloszlásfüggvények értékeinek meghatározására. Ez Monte-Carlo módszerrel történ­
het. Az eljárás kis gépidőigénnyel futtatható, míg a vizsgált tételek száma a 30-40-et nem ha­
ladja meg. E fölött összevonásokra van szükség, de a feladat több részre bontásával is a gya­
korlat számára jó közelítő megoldást adhatunk és így nagyméretű feladatok is kezelhetők.
b.) Adott ütemezés végrehajthatóságának vizsgálata
Az induló készlet és az alapanyag várható beérkezési ütemének ismeretében meghatároz­
ható az ütemezésnek megfelelő folyamatos anyagellátás valószínűsége a berendezések együtte­
sére. Célunk, hogy a gyártásközi készletek várható alakulását, az anyagellátás kritikus pontjait 
ki tudjuk mutatni az ütemezési periódus egészét tekintve, a záró készleteket, minimális, maxi­
mális és átlagos készletszintet is beleértve.
Egy szimulációs eljárást dolgoztunk ki, mely az alapanyag beérkezésétől indulva valamennyi 
lényeges befolyásoló tényezőt figyelembe vesz. A véletlen jellegű zavaró tényezőket generált 
véletlen számokkal reprezentáljuk, a statisztikai megfigyeléseknek megfelelő eloszlással.
Az eljárás felhasználható az a,/feladat megoldására is, ha az ott leírt algoritmus nem al­
kalmazható. Hátránya, hogy optimalizálás céljaira nehezen használható és gépidőigénye nagy.
A termelésprogramozáshoz kapcsolódó modellek
A napi aktuális irányítási feladatok a termelésprogramozás hatáskörébe tartozik. Jellegzetes­
sége, hogy konkrét meglevő anyaggal és készletekkel kell foglalkozni, az operatív irányítást 
elősegíteni.
A gyártásközi készletek terén a feladat a megfelelő jelző készlet szintek meghatározá­
sa, melyek a beavatkozás szükségességét jelzik.
Az alsó szint az anyagellátás várható zavarára, a felső pedig a raktárkapacitás korlát megközelí­
tésére figyelmezetet. Az egész periódusra megfelelő jelzőszintek megadása legfeljebb feldolgo­
zási időtartamban mérve lehetséges, az operatív irányítás számára azonban jobban megfelel a 
tonnában megadott érték. Ez viszont a feldolgozandó tételek anyagától függ, ami egy időben 
változó, dinamikus jelzőszint-pár megadását jelenti.
Az ütemezéshez kapcsolódó szimulációs algoritmus (b/pont) alkalmas arra, hogy a fo­
lyamat időbeli lefutásának megfelelő jelző készletszinteket meghatározzuk. Az algoritmus 
programját kisebb módosításokkal az ütemezésnél rövidebb periódusra és gyakrabban kell 
futtatni.
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VI. A megbízhatósági készletmodellek számítógépes rendszerének tervezete
1. A biztonsági készletszint kapcsolata egyéb készletgazdálkodási kérdésekkel
Ebben a fejezetben a készletgazdálkodás egyik legfontosabb feladatának számítógépes 
megoldására kívánunk egy vázlatos rendszertervet adni: hogyan határozhatjuk meg a folyama­
tos anyagellátáshoz szükséges minimális biztonsági készletszintet? Az előző fejezetben ismer­
tettük az irodalomban közölt matematikai modelleket és az újonnan konstruált változatokat, 
melyek hazai gyakorlati alkalmazhatóságát az ötödik fejezetben vázolt példákkal kívántuk 
alátámasztani. A tapasztalatok összesítéseként készült az ismertetendő rendszerterv, mely egy 
számítógépes készletnyílvántartási rendszer döntéselőkészítő rendszerré való fejlesztését szol­
gálja.
A tanulmányban vizsgált kérdést általánosan a következő formában fogalmazhatjuk meg: 
Meghatározandó a folyamatos anyagellátást biztosító minimális induló készletszint, a biztonsági 
készlet. A továbbiakban is csak ezzel a kérdéssel foglalkozunk részletesen, röviden azonban 
leírjuk, hogy megoldásával egyéb készletgazdálkodási kérdésekre hogyan adható válasz.
Az M nagyságú biztonsági készletnek a vizsgált periódus elején raktáron kell lennie, hogy 
a folyamatos anyagellátást a kívánt szinten biztosítsa a |( í )  igényfolyamat és az rj(f) beér­
kezési folyamat véletlen jellegű zavaró tényezőinek figyelembevételével. Az átlagos készletszint- 
re az
1 T
(6.1) M + ~ J E [77(0 -  £(í)]dt
1 о
becslést adhatjuk, ahol E a várható értéket jelöli. Itt feltételezzük, hogy a hiányt a későbbi 
beérkezésekkel azonnal pótolják. A záró' készletszint becsült nagysága
(6.2) M + E[n(T) -  £(7)]
melynek érétéke az igények megfelelő becslése esetén szintén M, amennyiben a szállítás és az 
igény folyamatában nem várhatók változások. A záró készletszintnek a következő periódus szá­
mára szükséges biztonsági készlet szintet kell adni. Ezt a rendelés nagyságával lehet befolyásol­
ni. Olyan nagyságú rendelést kell tehát feladni, mely a záró készletszint nagyságára a követke­
ző periódus számára szükséges biztonsági készletszintet adja.
2. A felhasználandó modellek rendszere
A (0,7) periódus elején szükséges biztonsági készletszintet a 
min M
(6.3) feltéve, hogy 
P( sup
0 <  t <  T
I Ш )  -  V(0 i < M )  > 1 -  e
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feltételes szélsőérték feladat megoldásaként definiáltuk. A feladatot a £(f) felhasználási és 
az 77(f) beérkezési folyamat alkalmas modellezése esetén tudjuk megoldani. A modell követel­
ményei, hogy
— a valóságos folyamat megfelelő közelítését adja
— matematikai, számítógépes eszközökkel megoldható legyen a (6.3) feladat.
— a rendelésre álló vagy beszerezhető adatokra épüljön.
Egyszerű modell esetén explicit képlettel is megadható a megoldás, bonyolultabb modell 
esetén számítógépes algoritmus (esetleg szimulációs módszerek felhasználásával) adja a (6.3) fela­
dat megoldását.
Egy általános jellegű készletgazdákodási programrendszerben a beérkezési és igényfolyama­
tok sokfélesége szükségessé teszi többféle modell figyelembevételét és alkalmazását. A további­
akban összesítjük azokat a legfontosabb modelleket, melyek beépítése elsősorban szóba jöhet 
az eddigi alkalmazási tapasztalatok alapján. Az alkalmazás esetén a modell kiválasztásának a 
legfontosabb szempontjai a következők:
— A vizsgált cikk beérkezési és igényfolyamatainak jellemzői.
— A vizsgált cikk fontossága (kevésbé fontos cikkekre nem célszerű bonyolult modellt 
és számítási eljárást alkalmazni, elsősorban a gépidőigény miatt).
— A rendelkezésre álló adatok (a fogyasztás és beszállítás múltbeli lefolyása, várható ala­
kulása, melyre gyakran kevés információ áll rendelkezésre egy jól közelítő modell 
megadásához).
2.1. A beérkezési folyamat modelljei
I. Modell: A rendelés beérkezése ismert t x időpontban, egy tételben történik. Ha a ren­
delés nagyságát R  jelöli, akkor a beérkezési folyamat:
(6.4)
0 , ha 0 < f < fj
77(f) =
R,  ha fj < f <  T
II. Modell; A beérkezési időpont valószínűségi változó F(t) eloszlással, azaz 
A 77(f) = 0) = 1 -  F(t)
(6.5)
A  77(f) = R)  = F{t)
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III. Modell: Többszöri beérkezés, ismert t x < t 2 < . . . < t  időpontokban és ismert 
í i - í 2.......... tételekben.
4. ábra
IV. Modell: (Prékopa — Ziermann modell, lásd 1/1. pont): Beérkezés n egyenlő nagyságú 
tételben, egyenletes eloszlású véletlen időpontokban az ( 1.1) folyamat szerint:
5. ábra
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V. Modell: (Prékopa modell, lásd 1/2. pont): A beérkezések n számú véletlen időpontban, 
egyenletes eloszlás szerint történnek, a minimális tételnagyság 5, a fennmaradó rész véletle­
nül, egyenletesen oszlik meg a szállítási időpontokban az ( 1.8) folyamat szerint 
(X = n • 5, azaz a minimális és az átlagos tételnagyság hányadosa):
6. ábra
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VI. Modell: A beérkezések n számú véletlen időpontban történnek. Két egymást követő 
beérkezés közötti minimális időtartam t? nagyságú (d < Tin), a fennmaradó T — n • ű 
időtartam pedig véletlenszerűen egyenletesen oszlik meg az egymást követő beérkezések közötti 
időtartamoknál. A fc-adik beérkezési időpont:
tk = к • ű + (1 -  ц)тк (к = 1, . . . , n), ц = n • д/Т
ahol (т?!, т}2, . . . , г\п) а (0 ,1) intervallumon egyenletes eloszlású pontok nagyság szerint 
rendezett sorozata.
A beérkezési tételnagyságok az V. modell szerint.
VII. Modell: (lásd II/1 pont) n számú beérkezés, egyenletes eloszlású véletlen időpontokban, 
tételnagyság tetszőleges eloszlással, beérkezési folyamat (2.2) szerint.
VIII. Modell: (lásd 1/5 pont). A beérkezési időpontok nem egyenletesen oszlanak el а (0,Г) 
periódusban (pl. a periódus végén sűrűbben fordul elő szállítás), és a beérkezési tételnagy­
ságok is lényegesen különböznek.
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Beérkezési folyamat (1/5.) szerint:
IX. Modell: (lásd IV. fejezet) folyamatos, egyenletes beérkezés, véletlen jellegű zavaró ténye­
zők mellett az (4.8) folyamat szerint:
2.2. Az igényfolyamat modelljei:
1. Modell: folyamatos egyenletes igény, ismert a intenzitással
2. Modell: folyamatos, egyenletes igény, véletlen a intenzitással (az igény a rendelés feladás idő­
pontjában a rendelési periódusra nem határozható meg kellő pontossággal)
3 — 9. Modell: a III — IX. Modellek megfelelői az igényfolyamatra
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3. A modellek adatszükséglete
Ebben a pontban leíljuk azt a minimális adatszükségletet, mely alapján 2.1. és 2.2. pontban 
vázolt modellek kezelhetők. Segítségükkel meghatározható az induló készletszint szükséges nagy­
sága, mely a folyamatos anyagellátást adott 1 — e valószínűséggel biztosítja. A véletlen jellegű 
mennyiségek esetén az eloszlás ismeretében tudunk pontos megoldást adni, de a gyakorlat számára 
általában elegendő a várható érték és szórás ismerte, mely egyéb információ híján néhány múltbe­
li periódus megfigyelt adata alapján becsülhető.
Az adatigényt a gyakorlatban könnyen beszerezhető adatokra építjük, a számítógépes kész­
letnyilvántartási rendszer szokásos felépítési rendszeréhez alkalmazkodva. Bár a modellek és a rá­
juk épülő megoldások (különösen a közelítő megoldások) lehetővé teszik a számítógépes rendszer 
nélküli feldolgozást is, hatásosan azonban egy számítógépes készletnyilvántartási rendszerhez kap­
csolva működtethetők és azt egy döntéselőkészítő rendszerré tehetik.
A számítógépes készletnyilvántartási rendszer a készletmozgások nyilvántartásán és feldol­
gozásán alapul. Készletmodelljeink adatait is elsősorban erre építhetjük. Felhasználjuk a rendelé­
sek beérkezéseinek időpontjait és mennyiségeit továbbá az igénylések (felhasználások) időpontjait 
és a raktárból kivett mennyiségeket. Az igények nagysága álatlában megegyeznek a felhasználások 
nagyságával, de ha a raktárban hiány lép fel, akkor a tényleges igénynél kisebb a felhasználás, 
vagy időben késik az igény kielégítése. A számítógépes rendszerekben általában csak a felhasz­
nálásokat tartják nyilván, ebből a korábbi igények is csak becsülhetők. A gyakorlatban az igény­
folyamat leírása a felhasználási folyamat adatainak segítségével történik, melyen utólagos korrek­
ciót lehet végrehajtani a hiány előfordulása miatti eltérés alapján. Az alábbiakban felsort adatokat 
a vizsgált cikkek (termékek, anyagok, alkatrészek stb.) mindegyikére külön-külön meg kell adni.
Általános adatok mindegyik modellhez
Két rendelés feladás közötti időtartam (T)
Kívánt megbízhatósági szint (1 — e: a folyamatos ellátás valószínűsége)
Rendelés beérkezése: — egy tételben (I. — II. Modell)
— több tételben (III. — VIII. Modell)
— folyamatosan (igen sok tételben, IX. Modell)
Igény folyamat: — folyamatos ( 1 —2., 9 Modell)
— több tételben (3 — 8. Modell)
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A beérkezési folyamat jellemzői:
Egy tételben történő beérkezésnél
I. Modellhez: beérkezési időpont ( í j )
II. Modellhez: beérkezési időpont eloszlása lF(t)l vagy várható értéke (t) és szórása (af)
Több tételben történő beérkezésnél
II. — VIII. Modellhez: beérkezések várható száma egy periódusban (n)
III. Modellhez: beérkezési időpontok (íj ,t2, . . .  , tn) és tételnagyságok 
(Яi ^ 2>- • • ’ O
V. Modellhez: minimális és átlagos tételnagyság hányadosa (X)
VI. Modellhez: két egymást követő beérkezés közötti minimális és átlagos időtartam 
hányadosa (yu)
VII. Modellhez: az előző periódusok megfigyelt tételnagyságai alapján közelítjük a 
H.{x) eloszlásokat (i= 1 , 2, . . .  , n), melyek periódusonként az első 
i számú tétel együttes nagyságának eloszlásai
VIII. Modellhez: több periódus beérkezési időpontjának és tételnagyságainak statisztikai 
vizsgálata alapján eloszlás illesztés a III. fejezetben leírt módon.
Folyamatos beérkezésnél
IX. Modellhez: az átlagos beérkezési intenzitás (m) és szórásának (a) becslése több 
periódus megvalósult beérkezési folyamatának statisztikai vizsgálatával
Az igényfolyamat jellemzői: (általában a felhasználási folyamat jellemzői alapján közelítjük)
1. Modellhez: az igényfolyamat intenzitása (»i
2. Modellhez: több periódus megfigyelt igényeinek (felhasználásainak) alapján az igény 
átlagos intenzitásának (a) és szórásainak (s) becslése vagy esetleg 
a (7(a) eloszlás közelítése.
Több tételben jelentkező igénynél a beérkezési folyamathoz hasonló adatok az igényfolya­
matról (általában a megfigyelt felhasználási adatsor alapján)
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4. Az alkalmazandó eljárások rendszere
Biztonsági készlet alatt értjük a (6.3) feladat megoldásaként adódó M értéket, mely az a 
minimális induló készletszint, mely adott 1 — e valószínűséggel biztosítja a folyamatos anyag- 
ellátását a vizsgált időszak egészében. Az M értékét általában egységnyi nagyságú igény fellépése 
esetére határozzuk meg. A biztonsági készletszintet ebből a periódus igényével való beszorzással 
kapjuk.
Először az egyszerűen meghatározható közelítő megoldások kiszámítását ismertetjük (kö­
zelítő explicit kifejezések), majd bonyolultabb eljárásokat adunk. A módszer kiválasztása függ a 
vizsgált cikk fontosságától és a rendelkezésre álló adatoktól. Bonyolultabb eljárások induló meg­
oldásaként a fenti közelítések alkalmazhatók. A közelítő megoldások kifejezéseit több modellre 
összevontuk. A különböző modellek ennek speciális eseteként adódnak, bizonyos paraméterek 
elhagyásával (vagy rögzítésével).
4.1. Közelítő formula több tételben történő beérkezés esetén
Egységnyi nagyságú igény esetén a minimális induló készletszint:
(6.7) M(e,n,\v,s,mß) V -  1 +
2(1 - ns2)
2
V -  1 + l + O - X )  l + ( l - p ) 2
2(1 — ns2) n f  m
In 1/e
2( 1 -  ns2 )
1/2
Ahol a paraméterek jelentése
e: hiány megengedett valószínűsége (0.01 — 0.2)
n : beérkezések száma két rendelés feladása között
X: a beérkező tételnagyságok egyenletességére jellemző paraméter (X = nb ahol
5 a min tételnagyság és a beérkező összmennyiség hányadosa) IV. modellnél 
X = 1, egyébként 0 < X < 1.
V. a várhatóan igényelt és a rendelt összmennyiség hányadosa (leggyakrabban 1) 
s : az igény becslésének várható hibája ( v szórása)
m : a periódusban igényelt tételek száma, folyamatos felhasználás esetén, m értéke nagy­
nak választandó ( pl 1000)
p: az igényelt tételek egyenletességére jellemző konstans (0 < p < 1), vagy a VI. mo­
dellnél két egymást követő beérkezés közötti minimális és átlagos időtartam hányado­
sa.
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A biztonsági készletszint ebből a formából adódik,
(6.7) B = C -M
ahol C: egy periódus igényének várható nagysága, C = a • T.
Közelítő megoldásként alkalmazható a következő modellek esetén:
Beérkezés: Felhasználás:
IV. V. VI. VII. VIII. 1. 2. 3. 4. 5. 6. 7.
8. modellek szerint
Ha n (illetve m ) értéke nő, akkor a közelítés pontossága is javul. Előírt hibahatár esetén 
megadható, hogy mi a legkisebb n, melyre alkalmazható.
Ha valamelyik paraméter értékét nem tudjuk rögzíteni, csak megfigyeléseink vannak, hogy 
milyen értéket milyen gyakorisággal vesz fel, akkor a teljes valószínűség tétele szerint számol­
hatunk.
Pl. ha nj a beérkezések száma p;. relativ gyakorisággal (i = 1, ,r ) ,  akkor
Г
M = 2 М(е,п.,\, . . . , M) • p.
i--1 ' '
4.2. Implicit formulák több tételben történő beérkezés esetén
A folyamatos anyagellátás valószínűségének pontos értékét is meg tudjuk határozni az 
ismertetett modellekre adott M induló készletszint esetén. A szükséges kifejezések az I. és 
II. fejezetben már szerepeltek, itt újra összesítjük ezeket. Azt az M értéket kell meghatároz­
ni, melyre a valószínűség a kívánt 1 — e nagyságú lesz. Általában nemlineáris egyenlet meg­
oldására vezet a feladat, mely numerikus módszerekkel a kívánt pontosságban egyszerűen és 
gyorsan elvégezhető.
Két rendelésfeladás közötti időtartamot választottuk időegységnek (T = 1) és a megren­
delt összmennyiséget választottuk mennyiségi egységnek (R = c -  1), ez csupán lineáris 
transzformációt jelent. Az igényfolyamatot ismert a intenzitásúnak tételezzük fel (1. Modell) 
és egy P(M,a) függvény fejezi ki a folyamatos anyagellátás valószínűségét. Amennyiben 
a megrendelt és az igényelt összmennyiség a vizsgált periódusban megegyezik, akkor a = 1 
az egységek választása miatt.
Az igényfolyamat véletlen jellege esetén (2. Modell) is megtudjuk határozni a folyamatos 
anyagellátás valószínűségét, amennyiben az a intenzitás — paraméter G(a) eloszlását ismerjük 
A teljes valószínűség tétele szerint
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P(M) = /  P{M,ol\ol = x)dG(x) 
о
alakban kapjuk a kívánt valószínűséget M függvényében. Ebből szintén a P(M) = 1 — e 
nemlineáris egyenlet megoldása adja a biztonsági szint M értékét egységnyi felhasználási 
mennyiségre, melyet a periódus összigényével szorozva kapjuk a biztonsági készletszintet a 
(6.7) kifejezésnek megfelelően.
A továbbiakban a különböző modellekre megadjuk a folyamatos anyagellátás valószínű­
ségét kifejező formulákat M és a függvényeként. ( A többi paraméter leírása a korábbiak­
ban már szerepelt):
Egyenlő nagyságú tételekre (IV. Modell):
M(6.8) P(M,a) = 1 -  -  s
a i=0
[ « ( a -  M ) ]  n  I M  +  l-  ‘ 1
( )l 1 a \
1 -
г \ n -  1
M + — n
a
Nem egyenlő nagyságú tételekre (V. Modell):
P(M,a) = 1 -  (1 - ^ )  -
„ k k~ 1
m r „ „ , к M+ (1 -  X)x + X- M + (  1 - X ) x + X
£  s  * ( " ) ( " 7 *>/  ( — 1— *-> о ---------- Ц ;----------- ,a  ^ = 1 К К о а. а
xk 1 ( 1 — x)n K 1 dx,n - к -  1,
ahoi
a - M - A -  1
ak = min l 1 -  X M
r = min I X ~  n ~   ^]
А X = 0 esetben, azaz véletlen, nagyságú egyenletes eloszlású tételekre
n n - 1
(6.19) P(M,a)= 1 — (1 - J )  (1 +M)
P 
I*
-
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Ismert eloszlású véletlen tételekre (VII. Modell):
(6.11) P{M,a) = 1 - ( 1  - ^ - )  - -  Г ( ” ) /a a ,= 1 i о
M n(a -  M) M + -  '
-  1 M + -  " '  '
( - ^ - )  H ----- --)
ahol #.(x) az első i számú tétel együttes nagyságának eloszlása. Ha ennek nagysága 
relatívgyakorisággal (/ = 1,. . . , p) akkor a fenti formula alakja:
Ж "  M n(6.12) P(M,a) = 1 — ( 1 — — ) - -  2 ( 5  2a a í =i /
Ä.(/) 
Af + ^ —:____ ű_
/- 1 ^(и) ) Л
M + - Í — ,(/•)
Л.- <л(а-д/)
А VIII. Modell esetén а III. fejezetben részletesen leírt eljárás egy termékes (egyszerűsített) 
változata alkalmazható.
Folyamatos jellegű beérkezés estén (IX. Modell),
ha a beérkezés intenzitása z =  CÍT, véletlen ingadozására jellemző szórása Felhasználás 
intenzitása yr  p( valószínűséggel (/ = 1, . . . , q) 2. modell).
2M(y. -  Z)
я M -  (у, -  z )T 2 - M  -  (v. -  z)T
(6.13) Р{ М) =Ъ[  Ф (-------------------) - e  Ф (-------------------- )]р.
i= 1 V F
ahol Ф jelenti a standard normális eloszlásfüggvényt
Ismert ütemezésű beérkezés esetén (III. Modell)
beérkezési időpontok t.,
tételek q., i = 1, . . . , r
felhasználási intenzitás а (1. Modell)
A i
(6.14) M = max ! at. — 2  q. j 
к -- 1, . . . .  г к i= 1 1
Véletlen intenzitás esetén a helyett a + Pes, ahol P a biztonsági szinttől függő konstans, 
a az a várható értéke, s a szórása. Normális eloszlással való közelítés estén = Ф_1(1 — e)5 
ahol ф _ 1 jelöli a standars normális eloszlásfüggvény inverzét.
4.3. Közelítő formulák egy tételben történő beérkezés esetén
A rendelés egy tételben történő beérkezése esetén a szükséges induló készletszint nagyságát 
ismert beérkezési időpont esetén (a periódus kezdetétől nézve) az
(6.15) M = a - t x
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alakban tudjuk megadni, ahol a az egységnyi időtartam igényének nagysága (1. Modell). Ha 
a valószínűségi változó G(X) eloszlásfüggvénnyel (2. Modell), a megbízhatósági feltétel
(6.16) P(ati < M ) =  G (^-) = 1 - e ,  
mely alapján
(6.17) M = t xG~ 1 (1 — e),
ahol G ~ x jelöli a G eloszlásfüggvény inverzét. A G(X) eloszlásfüggvény meghatározása a gya-. 
korlatban általában nehéz, rendszerint nem áll elegendő mennyiségű statisztikai adat a ren­
delkezésre. Az a várható érték és az s szórás becslését elvégezzük és normális eloszlással 
közelítve
(6.18) M = t l (a + kes)
adódik. A ke konstanst a továbbiakban is
(6.19) А ^ Ф ^ О - е )
alakban definiáljuk, ahol Ф~ 1 jelöli a standard normális eloszlásfüggvény inverzét.
Hasonlóan járhatunk el, ha a t x beérkezési időpont valószínűségi változó F(t) eloszlással 
(II. Modell), mely esetben ismert a paraméterre
(6.20) M = a • F ~  1 (1 — e)
vagy normális eloszlással való közelítésnél
(6.21) M = a(t + keat)
ahol t és at jelöli t x várható értékét és szórását.
Ha a és ^  is valószínűségi változó, akkor általánosan a
(6.22) P(at. < M) = í  F(^)dG(x)  = 1 -  e
megbízhatósági feltételből határozható meg M értéke, mely általában explicit módon nem 
fejezhető ki. A beérkezési idő alatti igény várható értéke ta és szórása
(6.23) д = y /  s2 a2t + s2t +  a2ta
alakban adódik, ezért normális eloszlással közelítve
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(6.24) M -  ta + ke • ô
az 1 —e valószínűségi szinthez tartozó biztonsági készletszint, ahol ke konstans (6.19) 
szerint határozható meg. Ez a gyakorlat számára általában megfelelő közelítést ad.
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I. Melléklet
A hiány valószínűsége véletlen ütemezésű szállítás és 
folyamatos anyagfelhasználás esetén
A mellékelt táblázat alkalmas arra, hogy adott induló M készletszint esetén meghatározzuk 
a folyamatos anyagellátás valószínűségét a (0,T) tervezési periódusban, ha a I. fejezet 2. 
pontjában leírt modell feltételei teljesülnek.
A jelölések a következők: л
N: a beszállítások száma a (0,T) periódusban^
LAMBDA: a minimális nagyságú beszállított mennyiség és az átlagos beszállítási mennyiség 
hányadosa^
Y : az egységnyi igényre eső készletszint nagysága. Ha egységnyi idő alatt c mennyiséget
használnak fel, akkor Y = MjcT értékhez tartozó táblázatbeli érték adja a fo­
lyamatos anyagellát valószínűségét.
P: sorában-a valószriűség pontos értéke a (2.8) formula alapján a = 1, s=  1
esetben;
A sorában: közelítő érték a valószínűségre az (1.11) aszimptotikus formula alapján,
H sorában: a közehtő megoldás relatív százalékos hibája.
68-
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Folyamatos anyagellátást adott szinten biztosító induló készletszint
A táblázat tartalmazza az induló készletszintnek azt a nagyságát, mely a (0,T) tervezési 
periódusban a folyamatos anygellátást 1 — e valószínűséggel biztosítja, ha az I. fejezet 2. 
pontjában leírt modell feltételei teljesülnek.
A jelölések a következők:
II. Melléklet
1 -  EPS: a kívánt biztonsági szint
LAMBDA: a minimális nagyságú beszállított mennyiség és az átlagos beszállítási mennyiség 
hányadosa,.
N: a beszállítások száma a (0,T) periódusban^
P sorában: az induló készletszint értéke a (2.8) pontos kifejezése alapján,
A sorában: az induló készletszint értéke az (1.13) aszimptotikus közelítés alapján^
H sorában: a közelítés relatív százalékos hibája,
A táblázat értékei az egységnyi felhasználáshoz szükséges induló készletszint értékét ad­
ják meg. A (0,T) intervallumon c intenzitású felhasználás esetén a szükséges induló készlet 
szint a c.T értékkel való beszorzással nyerhető.
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III. Melléklet
Sztochasztikus programozási algoritmus egy futási eredménye több 
termék együttes készletszintjének meghatározására
A modellt az 1/5 pontban ismertettük, a megoldási algoritmust pedig a III. fejezet uja le.
A (3.1) feladatot a SUMT belső pont algoritmussal oldottuk meg. A (3.2) alakú bünete- 
tőfüggvények feltétel nélküli minimalizálását Hooke és Jeeves algoritmusával végeztük. A folya­
matos anyagellátás valószínűségét kifejező (3.5) függvény értékeinek meghatározása szimulációs 
eljárással történt. A mintaelemszám az eljárás során változott a kivánt pontosságnak megfelelő­
en.
-72-
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Induló készletszint és optimális raktárkapacitás tervezésének 
egy programfutási eredménye
A gyakorlati feladatot, modelljét és megoldási algoritmusát a IV. fejezet tartalmazza.
Az induló várakozási időt a (4.1) modell alapján határoztuk meg, a (4.4) alatti együttes 
eloszlást diszkrét eloszlással közelítettük. Optimálisnak tekintjük a (4.14) egyenlőtlenséget 
kielégítő minimális tárólókapacitás értékét.
IV. Melléklet
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