It is known that the verification of a gridded forecast field (e.g., of the type produced by numerical weather prediction models) cannot be performed on a grid-by-grid basis. A variety of methods have been proposed to acknowledge the spatial structure of the field, by identifying objects within the forecast field and the corresponding observation field, and then comparing the two fields in terms of the objects. Here, an alternative method is proposed which compares the two fields in terms of their texture. The texture of a field is an important facet of the quality of a forecast which is often ignored. A variogram, which basically examines correlation on different spatial scales, is employed to quantify the texture. Using variograms, the forecasts of three numerical prediction model formulations are compared with observations, on a data set consisting of 30 days in Spring, 2005. It is found that within statistical uncertainty the three formulations are comparable in terms of forecasting the texture of observed reflectivity fields. None, however, produce the observed texture. A finer comparison suggests that the University of Oklahoma 2km resolution WRF-ARW, and the NCAR 4km resolution WRF-ARW, slightly outperform the National Weather Service 4.5km WRF-NMM in terms of producing forecasts whose texture is closer to that of the observed field. The poorer performance of the latter can be partially attributed to its general tendency to over-forecast the spatial extent of reflectivity (without demonstrating much bias in the magnitude of reflectivity).
Introduction
Numerical prediction models typically produce a gridded forecast of some quantity.
Observations are generally gathered at specific points, not on a grid, and then interpolated to the grid using various numerical or dynamic methods. The problem of assessing the quality of the forecasts, therefore, is equivalent to the problem of comparing two gridded fields, or two digital images. The comparison of the two fields can be done in numerous ways. The simplest methods compare (for example, subtract) the two images from one another pixel-by-pixel. This method, however, is inadequate because, for example it does not reward a forecast for producing the correct structure of the field, and penalizes it harshly for not placing the structure in the correct place.
Such issues have given rise to a variety of verification methods which are based on objects within the two fields (Baldwin et. al. 2001 (Baldwin et. al. , 2002 Brown et. al. 2002 Brown et. al. , 2004 Bullock et. al. 2004; Casati et. al. 2004; Chapman et. al. 2004; Du and Mullen 2000; Ebert and McBride 2000; Hoffman et. al. 1995; Marzban and Sandgathe 2006 , 2007a , Marzban, Sandgathe, and Lyons 2007 Nachamkin 2004; Venugopal, et. al. 2005 ).
Although from a meteorological point of view it is perfectly reasonable to view a forecast in terms of its constituent objects, there are numerous other facets of a forecast which are also important in assessing the quality of the forecasts. At the most basic level, one may compare two fields in terms of the mean of the variable of interest (e.g., precipitation or reflectivity) across the entire field. Another interesting measure is the variance of the variable. Both of these measures are directed at a comparison of the distribution (or histogram) of the two fields. In this line of thinking, the underlying question is whether or not the distribution of the variable across the forecast field is comparable to that observed. Such a distribution-based verification method implicitly accounts for a number of summary measures which are relevant to meteorologists, including the mean and the variance of the forecast variable across the field. However, a distribution does not assess how quickly the variable changes from grid point to grid point. In other words, the distribution of the variable conveys no information on the spatial structure of the field. This spatial structure is an important facet of the quality of the forecast field. On the other hand, it is evident that that spatial structure is a concept which is contingent on the spatial scale. For example, a given field may have a complex spatial structure on very small scales, and an almost trivial spatial structure on the large scale. In other words, the comparison of the spatial structure of a forecast field to that of an observed field, must be done in a framework that allows for an exploration of different spatial scales.
In image processing circles one notion of spatial structure is called texture. It is a measure of the graininess of an image (i.e., field); it assesses how quickly changes occur as a function of distance. In spatial statistics (Cressie 1993; Ripley 1991) , a quantity called a variogram effectively gauges texture. Intuitively, it quantifies the spatial extent of correlations. If the value of the variable changes between two pixels (i.e., two grid points) in some incoherent way, then one can conclude that the underlying variable has no correlation on the scale separating those pixels By contrast, if distant pixels vary in some coherent fashion, then one may suspect an underlying spatial correlation that extends to long distances. These ideas are made more formal in the next section, where the defining equation for the variogram is given.
Variograms have already been employed in some meteorological applications.
Given that they appear naturally in the context of interpolation, most applications utilize variograms in that context. For example, Sen (1997) uses variograms as a basis of an interpolation scheme for performing analysis in NWP models. Greene, et. al. (2002) utilize Kriging (Cressie 1993 ) -wherein one fits variograms -to interpolate wind fields. On the other hand, the comparison of two fields in terms of their variogram appears to have been first proposed by Harris, et. al. (2001) , where it is referred to as the structure function. Other meteorological applications of variograms can be found in Germann and Joss (2001) , and Gebremichael and Krajewski (2004) .
In this article, after reviewing the concept of a variogram, and illustrating it on a number of synthetic examples, verification is performed on 24-hr reflectivity forecasts from three numerical weather prediction formulations -the University of Oklahoma 2km resolution WRF (arw2), the NCAR 4km resolution WRF (arw4), and the National Weather Service 4km NMM (nmm4). A bootstrap resampling approach is employed to produce the empirical sampling distribution of the variogram.
Within the sampling variations, it is found that the three model formulations produce textures that are comparable with one another, but are not equal to that observed.
The work ends with a number of finer conclusions and a discussion of the underlying assumptions of the proposed methodology.
Variograms and Synthetic Examples
Throughout this paper a variogram refers to what is technically an empirical (semi-)
variogram. The former is defined in terms of an expected value with respect to some specific distribution. The latter is computed from a sample (i.e., data). Specifically, consider the value of a variable, x i , at some number of locations labeled by an index i. Then, the empirical variogram -henceforth, variogram -for the field of x values is defined as
where the sum is over all pairs of points a distance y apart, and N is the number of such pairs. A variogram refers to the plot of γ(y) as a function of distance y. Given that it is a function of distance, and not a distance from any specific point (like an origin), it summarizes how much the value of the variable x varies between points, as a function of scale. The points may be regularly or irregularly spaced; but in all of the examples considered in this work, the field is defined on a square grid. Consequently, not all values of y occur in a sample, and so, some binning is called for in order to produce a reasonably continuous-looking variogram.
It is instructive to consider a few synthetic examples in order to obtain an intuition for the type of variogram associated with a given field. The top panel in Figure 1 shows a background consisting of a random field with an "object" introduced at a specific location. The object is simply a disc, with rounded edges.
1 The variogram associated with the field alone (excluding the object) falls on a horizontal line with a value given by the variance of x across the entire field; this variogram is shown on the bottom panel of Figure 1 as a dashed horizontal line. The nontrivial variogram also shown in the bottom panel (as a sequence of circles) is that associated with the field including the object. As mentioned above, the bin size for the quantity denoted "Distance" is chosen as to produce a reasonably continuous curve. Its determination is part science, part art.
sides of the field, the variogram displays some sort of a bend. In other words, the shape of the variogram is determined by the size and location of the objects in the field.
This variogram can be explained intuitively by imagining a stick of some length sliding across the field. For a small stick, i.e., on small scales, the variogram tends to increase with distance because as the stick gets larger the typical size of (
increases. However the rate of change (i.e., the slope of the variogram) is affected when the stick is large enough so as to not fit entirely inside the object. On such scales, it is possible to have one end of the stick inside the object and the other end outside. The spatial coherency of the object causes the variogram to increase at a lower rate; hence the bend at 15. Other changes occur when the stick is sufficiently large to extend from the object to the edges of the field -at 30 and 70. On these scales the variogram decreases with increasing distance because relatively more sticks have both ends outside of the object. As such the variogram is driven toward the variogram of the background (i.e., the horizontal line). That convergence is complete when the stick is larger than the largest possible stick that allows for no end of the stick to be within an object, namely at 70 √ 2. The slightly increasing trend between 30 √ 2 and 70 arises because the size of the object allows for one end of the stick to be inside the object, thereby partially compensating for the convergence to the background value. In short, whereas a smooth continuous field might generate a smooth variogram (usually increasing with distance), an object placed within the boundaries of a square box will generate variograms resembling that in Figure 1 .
3
In spatial statistics one summarizes the overall behavior of a variogram with three quantities: the y-intercept, the limiting value of the variogram over large scales, and the distance at which that value is obtained; these are called the nugget, the sill, and the range, respectively. In many cases, these summary measures are sufficient to capture the general shape of the variogram, because many variograms are relatively simple in their structure -beginning low, rising, and eventually leveling off. For the variogram in Figure 1 , however, all of these quantities are ambiguous. The nugget may be considered 0 or at 1.7 (the horizontal line). The sill may be considered to be at 2.5 where the variogram reaches its peak, or 1.7 where it levels off. Consequently, the range is also completely ambiguous. For these reasons, in this paper, the variogram is not summarized by its nugget, sill, or range.
Although many realistic fields have objects within them, the actual nature of the fields is more continuous than a disc placed against a uniformly distributed background. More realistic examples are offered by considering a random gaussian field.
Such a field is more realistic, because it is still a random field, but the field itself displays some non-random structure, mimicking the object of the previous example. A random Gaussian field is defined in terms of numerous parameters all of which in the vertical direction.
visually affect the field and the corresponding variogram. For example, the top field in Figure 2 is generated with mean = 0, variance = 4, nugget = 1. The bottom field in Figure 2 shows the same field but with the nugget parameter set to 0. The visual effect is an overall smoothing of the field. This change in the nugget is also reflected in the yintercept of the variograms. In other words, increasing the nugget generally produces more texture in the field, resulting in an upward shift of the variogram, without affecting its overall shape. The other parameters defining a random gaussian field affect the visual appearance of the field, but in ways which are not easily describable.
The Data
The data set examined here is taken from the SPC/NSSL Spring Program 2005 (Weiss, et. al., 2005) Figure 4 ; but for brevity the corresponding forecast fields only from arw2 are presented.
Since variograms measure the texture of an image, it is important to discuss how these fields are produced. The observations are a mosaic of coverage from the National Weather Service radar network. The lowest radar tilt elevation is chosen providing near continguous coverage over the eastern US. The 24h forecasts are for model reflectivity at 1km altitude. The models produce reflectivity at every grid point; however, for purposes here, as mentioned above, only data exceeding 20 dBZ (significant precipitation events) are kept for analysis. This threshold also eliminates much of the radar ground clutter from the observations which occurs from chosing the lowest radar tilt elevation. The radar observations increase in elevation as a function of distance from the radar due to both the angle of the tilt above ground and the curvature of the earth. Meanwhile, the model data are restricted to a single elevation. Restricting the data to significant precipitation via the 20 dBz threshold should reduce or eliminate any impact this difference chould have on the texture of the fields. Weiss, et. al. (2005) and Baldwin and Elmore (2005) describe the development of the data in more detail.
Results
Considering May 13, 2005, in detail, Figure 5 shows the variogram for the observed field and for the three forecast fields. Looking closely, however, reveals that each variogram is actually a sequence of boxplots. The boxplots reflect the sampling variation of the variogram; they are produced by taking 10 random samples of 50,000 grid points, and producing the variograms for each sample. the arw2 forecast is coarser than observed. By contrast, arw4 (green) produces a smoother forecast (i.e., lower variogram) on short scales. nmm4 (blue) yields a similar variogram to arw4, but only on smaller scales (< 1400km); on larger scales, the forecast from nmm4 is clearly much coarser (higher variogram) than the observed field, or of arw2 and arw4. One may be tempted to attribute the higher variogram of the nmm4 on larger scales to the lower resolution of the model (4.5km vs. 2km for arw2); however, that explanation would not be justified because another lowresolution model, namely arw4, yields a variogram comparable to both that of the observed field and of arw2. In this case, the correct explanation of the difference can be seen in the actual forecast field; the nmm4 forecast in Figure 3 clearly has a dominant feature in the Northwest region which is much more scattered in the observed field as well as in the arw2 and arw4 forecasts. It is this feature which gives rise to the discrepancy on large scales. One may also wonder if the higher value of the variogram for nmm4 on larger scales is due to a larger area of reflectivity exceeding 20dBz (see footnote 1). However, as explained in the discussion section, that fact does not entirely explain the higher variogram values, because all three models produce larger areas of high reflectivity than that observed.
Although other qualitative differences exist between the four variograms in Figure   5 -and their diagnosis can be useful -from a model verification/selection point of view, the more relevant question is whether the above-noted features persist across multiple days. In order to answer that question variograms are produced for all 30 days. The resulting individual variograms are not shown here, because our main interest is in a comparison of two variograms -based on forecast and observation. Then it is natural to examine the difference between variograms. Figure 6 shows the difference between variograms -in black for (arw2-observation), red for (arw4-observation), and green for (nmm4-observation). For visual acuity, the number of bins across the x-axis is set to a smaller value (20) than that displayed in Figure 5 .
Evidently, there is a great deal of variation in the shape of these "curves". A perfect forecast field would produce a curve overlapping the x-axis. That ideal situation would imply that the forecasts have the same texture as observed, and on all scales.
According to Figure 6 , however, this situation does not arise for any of the curves for all 30 days. In other words, none of the models produce variograms that are con- Again, such figures can be employed to diagnose the forecasts on a daily basis.
However, the boxplots in Figure 6 display the within-day variation of the differenced variogram. For the purpose of comparing the three models, it is more important to examine the between-day variation of the differenced variograms. To that end, one should examine the distribution (across 30 days) of the median of the differenced variograms, for a given scale. Figure 7 shows a series of boxplots summarizing that distribution, each computed from 30 medians (1 per day), versus distance. An ideal model would produce a series of boxplots with a significant overlap with the dashed line at zero. From top to bottom, the three panels in that figure refer to (arw2-observation), (arw4-observation), and (nmm4-observation). According to this figure, all three models generally produce higher variograms than observed. On smaller scales (< 1700km), the differences between model and observed variograms are not statistically significant; however, at larger distances (> 1400km), the differences are more significant, especially for nmm4. The generally wider boxplots for nmm4 also suggest that it produces a wider range of forecasts with more diverse textures. On the largest scales possible in this study, namely the size of the field itself ( ∼ 3500km) all three models agree with observations, but that only means that the three models produce forecasts whose variance across the entire field is consistent with that observed. This is not too surprising, given the 20dBz threshold adopted in this study.
Conclusions and Discussion
In summary, in this work, it is proposed that comparing forecast and observed fields in terms of the spatial structure of the two fields is important, because that comparison goes beyond other, more standard, measures of forecast quality (e.g., accuracy). The spatial structure is measured with the (empirical) variogram, which quantifies the spatial extent of correlations. A bootstrap framework is set-up to assess the sampling variation of the variogram, thereby allowing the comparison of different forecast models. The framework is then employed to compare forecasts from three different models with radar-based observations of reflectivity. It is found that arw2 and arw4 produce highly similar structures, both similar to but coarser than the observed structure.
Among the three models, nmm4 creates a spatial structure which is least similar to that of the observed field.
A number of questions arise. For example, is it possible that the lower-thanobserved forecast variograms are an artifact of the observed field, and not of the forecast? What has been called the observed field is not truly observed; it is a result of a number of analyses, all of which affect the structure of the field. For example, it is entirely possible that the observed fields have been smoothed during production, thereby explaining the discrepancy with the forecasts. However, The relative performance of the three models (among themselves) remains unaffected by any changes affecting the observed field. In other words, the proposed methodology can still assess the quality of a set of forecasts in a relative way.
Another question concerns the higher variograms associated with nmm4 as compared to arw2 and arw4. For the case of May 13, 2005, that discrepancy was explained above by examining the actual forecast and observed fields, and noting the existence of a large, solid feature in the forecast of nmm4, one which is must less pronounced in the forecasts of arw2 and arw4. However, for a majority of the 30 days, nmm4 produces variograms that are higher than that of arw2 and arw4. As noted in footnote 1, higher variograms can be produced by larger objects. Could that explained the higher variograms produced by nmm4? In other words, could it be that nmm4 produces forecasts with larger (and more dense) precipitation areas?
To answer that question, statistical tests are performed on three simple summary measures: the percent of grid points with reflectivity exceeding 20dbZ (called coverage); the mean of reflectivity across all grid points in the field (called mean reflectivity); and the mean of reflectivity over only the grid points whose reflectivity exceeds 20dBz (called alternative mean reflectivity). Figure 8 shows forecast vs. observed scatterplots of these three quantities for the three models. From the top row, the preponderance of points above the diagonal line suggests that all three models produce reflectivity over a larger number of grid points than observed. However, it is also evident that nmm4 produces more coverage than either arw2 or arw4.
The second row in Figure 8 shows that the three models also produce higher levels of mean reflectivity than observed. Again, nmm4 produces higher levels of reflectivity across an entire forecast field, than either arw2 or arw4.
However, given that both the coverage and mean reflectivity are over-estimated by the models, it is natural to compute the alternative mean reflectivity. The resulting scatterplots are shown on the last row in Figure 8 . It is interesting to note that even though nmm4 has a higher coverage than arw2 and arw4 (top, right panel), and higher mean reflectivity, the alternative mean reflectivity forecasts from nmm4 are generally less biased than those from arw2 and arw4.
In order to quantify these findings, a number of statistical tests are performed.
A paired 2-sided t-test performed on the 30 forecast coverage values and the corresponding observed values, yields p-values < 0.001 for all three models. A similar test performed on mean reflectivity results in similarly small p-values. As such, the evidence provided from the data suggests that the models do not produce the observed coverage or mean reflectivity across 30 days. In fact, the models generally produce higher values of coverage and mean reflectivity than observed. A similar test performed on the second notion of mean reflectivity yields non-significant p-values,
suggesting that the models do an adequate job of reproducing the observed alternative mean reflectivity. All of these conclusions are consistent with the figures shown in Figure 8 . And they suggest that the higher variogram values produced by nmm4, as compared with arw2 and arw4, may be due to higher coverage or mean reflectivity produced by nmm4. It will be interesting to repeat the analysis here, but in terms of variograms computed over grid points exceeding 20dBz. That analysis requires handling irregularly spaced points, and will be addressed elsewhere.
There is another question which is almost hypothetical, but worth asking. Many interpolation schemes (e.g., Kriging) involve fitting the variogram with some theoretical model, first. The variogram model is then employed to develop the interpolating model. As such, a forecast field which has been smoothed in this way will necessary yield higher quality forecasts, in terms of variograms, when compared with forecasts which have been smoothed in some variogram-independent fashion. Since, texture is an important facet of forecast quality, this suggests that one should incorporate variograms into the analysis phase of NWP modeling, as is done by Sen (1997) and Greene, et. al. (2002) .
The above analysis makes a few assumptions, whose removal points to possible future research. For example, it has been assumed that the fields are isotropic. This is clearly not true in the fields examined here, because the atmosphere is not isotropic.
One way to remove this assumption is to use directional variograms. It has also been assumed that the texture of the field is constant across the entire field. Although it is more difficult to assess the validity of this assumption, is will be interesting to allow for the variogram itself to vary as a function of region. Of course, this complicates the verification task, but it is entirely arguable that verification should be done in a region-dependent fashion anyway. After all, it is possible, if not likely, that one model outperforms another model in one specific region, but not in another. One other assumption is that knowledge of performance assessed in terms of variograms may aid a model developer to alter the model for the purpose of improving its forecasts in terms of variograms. To address this assumption, it will be interesting to discover which model parameters affect variograms. All of these issues are currently under investigation.
Finally, in image processing circles, the term image registration refers to a transformation that brings into alignment two images. A side-effect of this registration is an estimate of the displacement field -a field of vectors that assesses how every pixel should be shifted in order to bring the two images into alignment. Such a vector field has great diagnostic value in gauging the quality of the forecasts, and has been examined in works by Hoffman, et. al. (1995) , and Marzban and Sandgathe (2007b) . Ruiz-Alzola, et. al. (2003) have proposed a registration method that is based on the estimation of variograms. As such, it will be interesting to apply their method to the variograms obtained here in order to better diagnose the quality of the forecasts from the three NWP model formulations examined here. Lower nugget values are generally associated with smoother fields, and vice versa.Lower nugget values are generally associated with smoother fields, and vice versa. 
