and VHDL-AMS/Verilog-AMS (multi-physics but primarily for electronics, and therefore often not general enough).
I. INTRODUCTION
large number of modeling and simulation tools are available on the market. Most tools are very specialized and only address a specific application domain. These tools usually have incompatible model formats.
However, certain tools are of a more general nature. For modeling and simulation of dynamic systems, we have e.g. the following de-facto standards:
 Continuous: Matlab/Simulink [28] , MatrixX/ SystemBuild, Scilab/Scicos, ACSL, etc. for general systems, SPICE and its derivates for electrical circuits, ADAMS, DADS/Motion, SimPack, SimMechanics, etc. for multi-body mechanical systems, ANSYS, FEMLAB, etc. for finite-element analysis, etc.  Discrete: general-purpose simulators based on the discrete-event GPSS line, VHDL-and Verilog simulators in digital electronics, etc.  Hybrid (discrete + continuous): Modelica, gPROMS [19] , AnyLogic, VHDL-AMS and Verilog-AMS simulators (not only for electronics but also for multiphysics problems), etc.
The insufficient power and generality of the former modeling languages has stimulated the development of Modelica (as a true object-oriented, multi-physics language)
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In recent years, integrated model-based design of complex cyber-physical systems (which mix physical dynamics with software and networks) has gained significant attention. Hybrid modeling languages based on equations, supporting both continuous-time and event-based aspects (e.g. Modelica, SysML, VHDL-AMS, and Simulink/ Simscape) enable high level reuse and integrated modeling capabilities of both the physically surrounding system and software for embedded systems. Using such equation-based objectoriented (EOO) modeling languages, it has become possible to model complex systems covering multiple application domains at a high level of abstraction through reusable model components.
A. Modelica Background
In 1996 several first generation object-oriented mathematical modeling languages and simulation systems (ObjectMath [25] , Dymola [23] , Omola [29] , NMF [31] , gPROMS [19] , Allan, Smile, etc.) had been developed.
However, the situation with a number of different incompatible object-oriented modeling and simulation languages was not satisfactory. Therefore, in the fall of 1996, a group of researchers from universities and industry started work towards standardization and making this object-oriented modeling technology widely available. This language is called Modelica [2] [1] and designed primarily for modeling dynamic behavior of engineering systems; moreover, meta-modeling extensions have been developed [26] . The language has become a de facto standard.
The language allows defining models in a declarative manner, modularly and hierarchically and combining various formalisms expressible in the more general Modelica formalism. The multidomain capability of Modelica allows combining electrical, mechanical, hydraulic, thermodynamic, etc., model components within the same application model.
Compared to most widespread simulation languages available today this language offers several important advantages:
 Object-oriented mathematical modeling. This technique makes it possible to create model components, which are employed to support hierarchical structuring, reuse, and evolution of large and complex models covering multiple technology domains. Model components can correspond to physical objects in the real world, in contrast to established techniques that require conversion to "signal" blocks with fixed input/output causality. In Modelica the structure of the model naturally correspond to the structure of the physical system in contrast to block-oriented modeling tools such as Simulink. For application engineers, such "physical" components are particularly easy to combine into simulation models using a graphical editor.  A general type system that unifies object-orientation, multiple inheritance, components/connectors, and templates/generics within a single class construct.
Hierarchical system architectures can easily be described with Modelica thanks to its powerful component model. Components are connected via the connection mechanism realized by the Modelica system, which can be visualized in connection diagrams. The component framework realizes components and connections, and ensures that communication works over the connections.
For systems composed of acausal components with behavior specified by equations, the direction of data flow, i.e., the causality is initially unspecified for connections between those components. Instead the causality is automatically deduced by the compiler when needed. Components have well-defined interfaces consisting of ports, also known as connectors, to the external world. A component may internally consist of other connected components, i.e., hierarchical modeling. Fig. 1 shows hierarchical component-based modeling of an industry robot. More information on Modelica robot models can for example be found in [32] , [33] , [34] , and [35] . Methods for real-time simulation, e.g. in [36] . The language design and model library development has proceeded through a number of design meetings (the 69:th January 2010), a nonprofit Modelica Association was started in Linköping, Sweden year 2000, and a conference series was started the same year, with the 8th conference in Dresden March 2011. Several commercial implementations of Modelica (i.e., subsets thereof) are available, including Dymola [22] [24], MathModelica [27] , and IDA [20] . Part of this presentation primarily focuses on the OpenModelica, which is currently the major Modelica open-source tool effort and most complete open source environment.
B. An Example Modelica Model
The following is an example Lotka Volterra Modelica model containing two differential equations relating the sizes of rabbit and fox populations which are represented by the variables rabbits and foxes: The rabbits multiply; the foxes eat rabbits. Eventually there are enough foxes eating rabbits causing a decrease in the rabbit population, etc., causing cyclic population sizes. The model is simulated and the sizes of the rabbit and fox populations as a function of time are plotted in Fig. 2 . The notation der(rabbits) means time derivative of the rabbits (population) variable.
class LotkaVolterra parameter Real g_r =0.04 "Natural growth rate for rabbits"; parameter Real d_rf=0.0005 "Death rate of rabbits due to foxes"; parameter Real d_f =0.09 "Natural deathrate for foxes"; parameter Real g_fr=0.1 "Efficency in growing foxes fr rabbits"; Real rabbits(start=700)"Rabbits,(R) with start population 700"; Real foxes(start=10) "Foxes,(F) with start population 10"; equation der(rabbits) = g_r*rabbitsd_rf*rabbits*foxes; der(foxes) = g_fr*d_rf*rabbits*foxesd_f*foxes; end LotkaVolterra; 
III. INTERACTIVE SESSION WITH EXAMPLES
The following is an interactive session using the interactive session handler in the OpenModelica environment. (Called OMShell -the OpenModelica Shell).
The Windows version which at installation is made available in the start menu as OpenModelica>OpenModelica Shell responds with an interaction window.
We enter an assignment of a vector expression, created by the range construction expression 1:12, to be stored in the variable x. The value of the expression is returned. Look at the type of x:
The function bubblesort is called to sort this vector in descending order. The sorted result is returned together with its type. Note that the result vector is of type The simulated population is plotted, which is shown in Fig. 3 .
>> plot({Infected_Popul.p}) true IV. DRMODELICA NOTEBOOK AND TEXTUAL MODEL EDITOR The OpenModelica electronic notebook (OMNotebook) [40] and model editor subsystem can be used as a textual modeling interface for Modelica, or as a Modelica tutoring system. The OpenModelica electronic notebooks are able to handle the full DrModelica tutorial material, containing most of the Modelica examples in [1] . It is advanced enough to represent hierarchical documents, simple type setting, text editing, graphic cells, etc. Fig. 4 , showing the DrModelica main page (start page) in the teaching material.
This is exemplified by

V. MDT ECLIPSE PLUG-IN
The Modelica Development Tooling (MDT) Eclipse Plugin [30] integrates the OpenModelica compiler with Eclipse, providing an environment for Modelica application and compiler development projects.
VI. METAMODELICA -A UNIFIED EQUATION-BASED MODELING LANGUAGE
The idea to define a unified equation-based mathematical and semantic modeling language started from the development of the OpenModelica compiler [5] Initially, the entire compiler was generated from a Natural Semantics specification written in RML [42] , a compiler generator for Natural Semantics. The open source OpenModelica compiler has its users in the Modelica community which have detailed knowledge of Modelica but very little knowledge of RML and Natural Semantics. In order to allow people from the Modelica community to contribute to the OpenModelica compiler we retargeted the development language from RML to MetaModelica, which is based on the Modelica language with several extensions. We already translated the OpenModelica compiler from RML to MetaModelica using an automated translator. We also developed a compiler which can handle the entire OpenModelica compiler specification (~160 000 lines of code) defined in MetaModelica. Recently, the whole OpenModelica compiler has been bootstrapped, i.e., used to compile itself [38] .
The basic idea behind the unified language is to use equations as the unifying feature. Most declarative formalisms, including functional languages, support some kind of limited equations even though people often do not regard these as equations, e.g. single-assignment equations.
Using the meta-programming facilities, usual tasks like generation, composition and querying of Modelica models can be automated. MetaModelica supports e.g. efficient pattern matching and transformation of models represented as abstract syntax trees.
VII. INTEGRATED UML-MODELICA FOR WHOLE-PRODUCT CYBER-PHYSICAL MODELING
Complex products are increasingly made of both software and hardware components which are closely interacting. Thus, modeling tools and processes need to support codesign of software and hardware in an integrated way. This is the main goal addressed by the OPENPROD project [3] Currently, UML is the dominant graphical modeling notation for software, whereas Modelica is the major objectoriented mathematical modeling language for componentoriented modeling of complex physical systems, e.g., systems containing mechanical, electrical, electronic, hydraulic, thermal, control, electric power or processoriented subcomponents.
For these reasons we developed the first generation prototype UML-Modelica-SysML integrated modeling environment [16] as a ModelicaML UML profile integrated in Eclipse as a plug-in. The profile reuses some artifacts from the System Modeling Language (SysML) profile, and combines the major UML diagrams with Modelica graphic connection diagrams. Requirement, equation, and simulation diagrams are also supported in an integrated way. A somewhat related effort [9] by the OMG SysML-Modelica task force is to define an executable SysML with precise semantics by mapping it to Modelica.
The second generation ModelicaML profile prototype [6] [7] is more comprehensive and more precisely defined. It is based directly on UML, implemented using the Papyrus UML tool, generates executable Modelica code, and also supports activity diagrams and requirements diagrams. It is possible to model integrated software/hardware models, specify requirements, generate executable Modelica code, and simulate the model while checking if the requirements are fulfilled or violated. A recent further development in ModelicaML [8] supports generation of executable Modelica from UML state charts, e.g. for use in embedded systems modeling.
Moreover, an embedded systems modeling formalism similar to state charts called StateGraph2 [41] with several ease-of-use facilities is available as a Modelica library.
A new free library, Modelica_EmbeddedSystems, has also been developed to simplify the usage of the new Modelica language elements for cyber-physical embedded systems modeling [37] , especially for real-time control applications.
Recent work, including an OpenModelica prototype, on low overhead performance profiling and measurement tools for Modelica applications on real-time systems [39] makes it possible to localize sources of performance problems.
VIII. PARALLEL EXECUTION ON MULTI-CORE PLATFORMS
A common problem in simulation is too long computing time due to increasingly complex models. The new multicore platforms provide more computing power, that however typically is not that easy to use since these platforms usually require significant restructuring and re-programming, making the programming task even more complex and increasing the risk of introducing errors. Automatic or semiautomatic parallelization is needed, but this a challenging problem to solve for realistic applications.
However, starting from a mathematical model at a high level of a abstraction gives more freedom for the compiler to perform parallelization and avoids many low-level programming details that may hinder parallelization. This approach has been investigated by us, e.g. in [10] , and involves extracting a sufficient amount of parallelism from equations represented in the form of a data dependence graph (task graph), requiring analysis of the code at a detailed level. Efficient clustering and merging of finegrained tasks is essential to avoid communication overhead. Speedup results from the preliminary OpenModelica prototype on fast Linux clusters and Nvidia GPUs are encouraging A recent development [10] uses a combination of software pipelining and solver inlining to achieve good speedups for compiling a nonlinear mechanical Modelica model to an Intel multi-core platform. We are currently redesigning and re-implementing this prototype in order to increase scalability and support parallelization of larger models.
Work is also ongoing to extend the automatic parallelization to support efficient event-handling in parallelized code in order to handle hybrid continuousdiscrete models, aiming at several target real-time execution platforms available in the OPENPROD project. Coarsegrained manual hints using transmission line modeling connections [13] can partition the simulation model for simulation on different processors. Thus, both coarsegrained manual partitioning and automatic fine-grained parallelization can be combined.
IX. TOOL INTEROPERABILITY THROUGH FUNCTIONAL MOCKUP INTERFACE
A new open standard for model interchange and tool interoperability which simplifies whole product modeling has recently been released [14] 1 , developed in the ITEA2 MODELISAR project [15] . This open standard is called FMI -Functional Mockup Interface. The current release is FMI for model exchange 1.0.
The intention of FMI is that a modeling environment can generate C-Code from a dynamic system model that can be exported to other modeling and simulation environments either in source or binary form.
Models are described by differential, algebraic and discrete equations with time-, state-and step-events. In particular, all Modelica 3.2 models are supported and all Modelica variable attributes (like units and display units) as well as description texts can be exchanged. The models to be treated by this interface can be large for usage in offline or online simulation or can be used in embedded control systems on micro-processors. It is possible to utilize several instances of a model and to connect models hierarchically.
The MODELISAR consortium plans to publish additional parts of the FMI, especially for coupling of different simulation tools via co-simulation and for coupling of simulators with applications like testing, optimization, and product lifecycle management. An open-source implementation of FMI in OpenModelica is under way.
X. CONCLUSIONS
This paper has given a short overview of the Modelica language, its background and the most important features of the language, as well as the OpenModelica open source environment. This environment includes many valuable features for engineers and researchers, and it is the only Modelica environment so far with good support for debugging Modelica algorithmic code as well as support for meta-programming integrated in the language. Prototype parallel code generation was also mentioned. We believe that this open source platform can be part of forming the foundation of the next generation of the Modelica language and environment development efforts, both from a research perspective and a system engineering usage point of view
We have also presented ongoing work in integrating UML and Modelica in ModelicaML for model-based cyberphysical product development in the OPENPROD project, as well as the FMI standard on tool and model interoperability developed in the MODELISAR project. By basing an executable subset of UML on Modelica as an action language in ModelicaML, with translation of state charts or activity diagrams into Modelica, executable cyberphysical modeling of whole products with both software and hardware components is possible.
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