Thus, if (4) is satisfied then 1v(i; j) 0 (9) where the equality sign holds only when x01(i; j) = x10(i; j) = 0.
The remainder of the proof follows on similar lines as in [1] .
It may be mentioned that the relation given by 0 = f T (y(i; j))D[y(i; j) 0 f (y(i; j))] 0 is used in [1] , which covers [2] not only the saturation arithmetic but also all other arithmetics (including zeroing arithmetic) belonging to the sector [0; 1]
1 . By contrast, presently the nonnegativeness of [see (7) ] is used, which exploits the structural properties of the multiple saturation nonlinearities in a greater detail (i.e., the so-called passivity property) 2 (4) reduces to (3) . Thus, as compared to the approach in [1] , these 's are the additional degrees of freedom [subject to (4d), of course] which would result in an enhanced saturation overflow stability region in the parameter space [3] .
III. CONCLUSION
A criterion for the asymptotic stability of the Fornasini-Marchesini second LSS model using saturation arithmetic is presented. The criterion is less stringent than that due to Hinamoto [1] . 
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I. INTRODUCTION
Circuits with chaotic behavior are at present finding many applications in secure communications, as the possibility of designing synchronizing systems driven by chaotic signals has been rigorously proved [1] . For other communication systems, this sort of response may be undesirable. In both cases, the availability of simulation tools enabling the chaos prediction is of a high interest for the designer.
Time-domain simulation techniques are ill-suited for studying the dynamics of circuits with elements described by their spectral responses. Such is the case with high frequency circuits, in which transmission lines are currently used. In addition, their typical long transients with respect to the signal period make time-domain simulation excessively time-consuming. The time-delayed Chuas circuit (TDCC), exhibiting a homoclinic route to chaos, is a particular example of a circuit whose dynamic at high frequencies is hard to investigate by means of time-domain simulations. Gilli and Maggio [2] proposed an attractive analytical approach, based on the work of Genesio and Tesi [3] , to approximately predict chaos in the TDCC. In [2] , the existence of limit cycles is analytically determined by means of the describing function technique. Then, by computing the distortion index, chaos can be approximately predicted. This analytical method turns out to be excessively cumbersome at high frequencies, due to the presence of parasitic elements. Harmonic balance (HB) is the usual tool when dealing with high-frequency circuits. The HB technique has been applied to the analysis of the most usual bifurcations from the periodic regime [4] and, in a recent work, it has been extended to the analysis of phase locking and other bifurcations from the quasiperiodic regime [5] . In this paper, HB standard simulations are applied to the prediction of chaos.
The HB technique has the drawback of badly dealing with subharmonic frequencies, as it converges by default to the mathematical solutions forced by the external generators, even when the frequency basis is properly determined [6] . This is a serious difficulty in the simulation of the period doublings usually preceding the formation of the homoclinic orbit. In this paper, a new method, based on the probe concept [6] , is developed for overcoming the HB limitations in the analysis of these successive period doublings. When all the harmonics and subharmonics are taken into account, the onset of chaos is predicted with a high accuracy and there is no need for the calculation of the distortion index.
The new method has been applied to the TDCC described in [2] , obtaining the successive period-two and period-four steady-state solutions and the parameter values for the onset of chaos through the detection of the homoclinic orbit. An excellent agreement has been obtained with SPICE simulations.
II. HB ANALYSIS OF THE HOMOCLINIC ROUTE TO CHAOS
A. Homoclinic Route
A common cause of chaos in nonlinear systems is the formation and breakup of a homoclinic orbit (t) as a parameter is varied. This orbit satisfies (t) ! X0 when t ! 61; with X0 being a saddle fixed point [7] . Then (t) must lie in both the stable W s (X 0 ) and unstable W u (X 0 ) manifolds of X 0 for all t. For a small perturbation " of the homoclinic orbit (t), the manifolds may or not intersect, but if they do intersect they will, in general, do it transversally, obtaining what is known as a homoclinic tangle [8] . This gives rise to the stretching and folding of the iterates of the Poincaré map (Smale horseshoe), obtaining a chaotic behavior [7] - [8] . In circuits with more than one equilibrium point, the homoclinic orbit may form from the collision of a limit cycle, originated at an unstable focus, with a saddle equilibrium point as a parameter is modified. The formation of this orbit is often preceded by period doubling bifurcations [3] , [9] . This is the behavior pattern followed by the TDCC.
B. Analysis Method
The successive period doublings preceding the formation of the homoclinic orbit are analyzed here through HB by means of a two-stage method: period doubling bifurcation prediction, from a period-2 n01 state, and determination of the steady-state period-2 n solution. The lack of generators at the autonomous and frequency divided components is overcome by making use of probes at the corresponding frequencies. Probes are virtual generators, having no influence at frequencies different from their own [6] . Two different types will be distinguished: the perturbation probes, introducing small amplitude perturbations into the circuit, which will be used for the stability analysis and the nonperturbation probes, satisfying a nonperturbation condition of the steady state. Let !0 be the fundamental frequency of a free-running oscillating solution, determined through the standard oscillation analysis tools of the HB commercial simulator, and V 0 , the corresponding fundamental amplitude, at a sensitive observation port. Suitable ones are those defined between the nonlinear device terminals. In order to check for the stability of the V 0 ; ! 0 solution, two probes will be inserted in parallel at the observation port: a nonperturbation probe, having a voltage value V p1 = V 0 and frequency ! p1 = ! 0 , and a perturbation probe, of neglecting amplitude Vp2 = " and frequency !p2 = !p1=2:
The nonperturbation probe is needed in order to ensure the HB convergence toward the autonomous solution as, in the presence of the perturbation probe, it will be no longer possible to perform a standard oscillation analysis in the commercial simulator. In order to detect a possible period doubling, an HB sweep will be carried out in the perturbation probe phase 'p2, evaluating the total input admittance Y , including linear and nonlinear contributions, at the observation port. If the conditions Re[Y (!0=2)] < 0; Im[Y (!0=2)] = 0 are fulfilled for a certain phase value, a period-two solution will generally exist [6] .
Once the period-doubled solution has been predicted, the corresponding steady state will be obtained through a standard optimization on the variables V p1 ; V p2 ; ! p1 ; ' p2 ; with the constraint ! p2 = ! p1 =2.
The goal will be the zero value of the admittance function at the observation port when evaluated at the two probe frequencies ! p1 and ! p2 . When this condition is satisfied, both probes will become nonperturbation probes.
The prediction of a possible frequency division by four will be carried out by keeping both nonperturbation probes at the values resulting from the former optimization and introducing a third perturbation probe at ! p3 = ! p1 =4. The latter will be used for the next period-doubling prediction through a phase sweep, as formerly described. The period-four steady-state will be obtained by optimization of the probe values V p1 ; V p2 ; V p3 ; ! p1 ; ' p2 ; ' p3 ; with the constraints ! p2 = ! p1 =2 and ! p3 = ! p1 =4: The optimization goal is now provided by the three probe admittance functions equal to zero. Optimization times in a workstation HP-720 of the 9000 series are of about 2 min.
If further frequency divisions are present, they can be obtained by recursively applying the previous technique. However, their neglecting influence on the waveform often make this unnecessary.
Once the waveform has been accurately obtained, the parameter values for the onset of chaotic behavior will be determined from the collision between the limit cycle and the saddle-type equilibrium point [3] .
C. Application to the TDCC
The method presented above has been applied to the TDCC (Fig. 1) . The Chua's diode has been approximated by the van der Pol function. For the sake of consistency with a previous work [2] , the transmission line is ideal, having a characteristic impedance Z c = 1= p 7 and a time delay . The circuit dynamics, as a function Table I , where they can be compared with the time-domain results from SPICE. The excellent agreement can be noted. For = 473:0 ns, the period-four waveforms resulting from the proposed HB technique and from time domain simulations are respectively shown in Fig. 2(a) and (b) . The excellent agreement confirms the validity of the new technique. The limit cycle at the moment of the collision with the saddle-type equilibrium point, located at the origin [3] , is depicted in Fig. 3 . To our knowledge, it is the first time that such a limit cycle exhibiting period-four is obtained from a HB simulator.
III. CONCLUSIONS
A new method is proposed here for the detection of chaotic behavior from HB commercial simulators. It is especially suited for high-frequency circuits and circuits containing elements described in the frequency domain, for which time domain simulations would be excessively time consuming. The method applicability to commercial software has the advantages of a great flexibility and an easy utilization by RF circuit designers. The onset of chaos through a homoclinic route in the TDCC has been accurately predicted through the proposed method.
