We consider the numerical treatment of a singular Volterra integral equation with an infinite set of solutions, one of which is smooth and all others have infinite gradient at the origin. This equation has been the subject of previous works, where we have dealt with the approximation of the smooth solution. Here we present numerical methods which enable us to obtain approximations to any of the infinite class of solutions. Some numerical examples are given which illustrate the performance of the methods employed.
Introduction
We consider a class of singular Volterra integral equations of the form u(t) = where > 0 and g is a given function. This equation with noncompact kernel has been the subject of several works (see, for example, [8, 3, 5, 6] ). We note that for values of > 1, the kernel is singular only at t = 0. In this case a smooth forcing function g leads to a smooth solution u. However, if 0 < < 1, there is a singularity at t = 0 and at s = 0 for any positive values of t. It turns out that in this case the equation has an infinite set of solutions.
The following explicit representation for the solutions of (1.1) is given in [4] . We note that (1.4) can be obtained from (1.2) with c 0 = 0. Indeed, it follows from (1.2) that c 0 = lim 5) and this limit is zero when > 1.
In principle, if we know the value of c 0 we may use (1.2) to obtain numerical approximations of the solution. However, due to the singularity in the integrand at s = 0, the use of a standard quadrature rule to approximate the integral (like the repeated midpoint rule) will yield a method of order , assuming 0 < < 1. Efficient methods to compute the solution which take into account its singular behaviour will be presented in the next sections.
Numerical methods
Let us reformulate Eq. (1.1) in the following way. We choose some fixed real number > 0. Substituting t by t + in (1.1) gives
or, equivalently,
where
Here we suppose that I is known exactly for a chosen exact solution and then apply a numerical method to (2.1). We note that the kernel of this new equation is regular in {(t, s) : 0 s t T − }, so that any standard numerical scheme for regular second kind integral equations can be applied. Let X h := {t i = ih + , 0 i N } be a uniform grid of the interval [ , T ], with stepsize h. Setting t = nh in (2.1) we get
In Euler's method we approximate u(s + ) by u(t j ) on each subinterval [jh, (j + 1)h]. Defining
we obtain the algorithm
In the Trapezoidal method we use a piecewise linear approximation for u, that is
In this case we are led to the algorithm
can be evaluated analytically. Starting with an initial value u h 0 = u( ), the above algorithms give approximate values u h n of u(t n ).
Convergence analysis
In the case = 0 the methods considered in the previous section reduce to the traditional product integration methods. In particular, for the product Euler's method we have proved the following results in [6] . Remark 3.1. In the traditional product trapezoidal method (that is, (2.7) with = 0) a convergence proof has not been available yet. However, the numerical experiments support the conjecture that if g ∈ C 3 [0, T ] and g (0) = g (0) = 0 then the trapezoidal method converges with order 2. However, if g (0) = 0 the order seems to be only 1 + (cf. Table 5 ).
We now state two convergence results for the methods of the previous section, in the case when = 0. Proof. The exact solution u satisfies
where (h, t n ) is the consistency error given by Taking modulus in (3.3) and using (3.4) yields
On the other hand, from (3.2) and (2.4), we have
we get the following bound:
Using (3.7) and applying a known discrete Gronwall Lemma to (3.5), we obtain the estimate
and first order convergence follows.
Remark 3.2.
In the case of the choice c 0 = 0 (that is, the C 1 solution), the result of the last theorem is an improvement over the convergence order k = obtained with the traditional method ( = 0), when g (0) = 0 (cf. Theorem 3.1).
An analogous result to Theorem 3.2 can be proved for the Trapezoidal method. 
Allowing to vary
So far we have assumed that remains fixed when h → 0. In practice, we may need to approximate I and it is natural to expect that the error in the approximation will increase with . Therefore, if is too large in comparison with h this may lead to significant initial errors. As a way to deal with this we may consider as a function of h such that (h) → 0 as h → 0. 
where C is a constant independent of h and .
Proof. Let
Then Eq. (2.1) can be written as
Let us also write Euler's method in operator form. Consider in R N+1 the maximum norm
and associate with the uniform grid
Let us associate with the operator L defined by (4.2) the linear discrete operator L h :
where the D i coefficients are defined by (2.4). Using the above operator Euler's method (2.5) is given by
Using similar arguments to the ones used in [5, Theorem 3.3] we may prove that there exists a function
where 
Then, from (4.11) and (1.2), it follows that
where w(t) is the differentiable solution of (4.11). We note that, since < 1, from (4.11) it is not possible to get a bound on w(t). However, by dividing both sides of the equation by t, it can be transformed into the equivalent equation
(4.14)
Since + 1 > 1, we can use the solution formula (1.4) to obtain
Applying modulus and using (4.10) gives
which, substituted into (4.12), yields
where k = TM( + 1)/(2 2 ). From here (4.1) follows.
Let us now suppose for example that is of the form = Ch . In Section 6, a numerical example is given where the obtained results are in good agreement with the statement of this corollary (cf. Table 6 ).
Approximation of I and the solution in [0, ]
So far, we have considered I , used to compute the numerical solution, as a known exact value. This enables us to specify which particular solution is being approximated out of the infinite set. However, in applications it often happens that I is not known. In this case other kind of initial data are needed in order to compute the required solution. A possible way of specifying a particular trajectory is by giving its value at (for details see [1] ). Then it follows from (2.1) that
On the other hand, supposing we know u( ) (or I ), it is possible to compute approximations for the values u(t), 0 < t < . From (1.2) we can write
where the smooth solution u r (t) satisfies the original equation (1.1). Setting t = in (5.2) gives
We note that u r (t) is differentiable at t = 0 and therefore may be approximated by standard methods applied to (1.1) (cf. Theorem 3.1). Once u r ( ) is known, we can obtain c 0 from (5.3) which, substituted into (5.2), yields the value u(t). Some numerical results for u r ( ) and the corresponding values for I are presented in Section 6 ( Table 7) . We conclude this section by establishing how an error in the value of I will affect the numerical solution of (1.1). With this purpose, let us recall from [1] that if two solutions of Eq. (1.1), with < 1, have different values at t = , say, u( ) andũ( ), then the separation between these solutions will grow as t 1− , that is, for t = T , we get
On the other hand, from (2.1), we can conclude that, for any solution u,
Therefore, if two different values I andĨ are given, the values of the corresponding solutions at t = are such that
Finally, from (5.6) and (5.4) it follows that, if |I −Ĩ | < , then the difference between the two solutions will satisfy
Moreover, as follows from a result of [2] , the numerical methods for solving the Eq. (1.1) exhibit the correct exponential order of growth over the long term. Therefore, if we denote byũ h N the numerical solution at t = T , computed from a non-exact value of I , the distance between this solution and the one computed by the same numerical method, using the exact value of I , must satisfy an inequality analogous to (5.7):
From (5.8) it follows that the total error ofũ h N satisfies
Hence, if we require that the error ofĨ should not affect strongly the total error at t = T , we must have
Numerical examples
In this section we consider two examples to which we have applied the methods described in the previous section.
Example 1.
If we set g(t) = 1 + t + t 2 and 0 < < 1 in Eq. (1.1), then, using (1.2), we obtain the general form of its family of solutions In Tables 1-5 we have considered t ∈ [0, 1]. The following quantity has been used as an estimate of the convergence order Table 1 shows the errors obtained with Euler's method (2.5) applied to Example 1, with = 0.5 and c 0 = 2. That is, for each fixed value of , we have used the exact value of I corresponding to this particular solution. We see that the errors decrease as increases and this could be expected since we are fixing the exact solution over a larger interval.
The results indicate convergence to the chosen particular solution (c 0 = 2 in (6.1)) and this is clearly illustrated in Fig. 1 , which also shows the smooth solution (c 0 = 0). Moreover, different choices of (Table 1 ) and (Table 3) do not affect the expected first order of convergence. Similar results are obtained if instead of the particular solution corresponding to c 0 = 2 we choose any other member of the family. As an example, we consider the smooth solution, that is, we take c 0 = 0 in (6.1) and put in (2.5) the exact value of I for this particular solution. In Table 2 the The effect of varying (c 0 = 2, = 0.5). Approximation of the smooth solution (c 0 = 0), with = 0.5. The effect of varying (c 0 = 2, = 0.01). Table 4 Error norms and convergence orders for the Trapezoidal method in Example 1 The effect of varying (c 0 = 2, = 0.5). Table 5 Error norms and convergence orders for the Trapezoidal method in Example 1 Approximation of the smooth solution (c 0 = 0), with = 0.5.
errors and convergence rates produced with = 0.02 and = 0.05 confirm the predicted first order of convergence. For the sake of comparison, we have also applied the conventional product Euler's method (which corresponds to setting = 0) to the same example. The results displayed in the first column of Table 2 are in agreement with the theoretical order k = given in Theorem 3.1 (see also Remark 3.1). An increase in order is thus obtained with = 0. Figs. 2 and 3 illustrate the performance of Euler's method for Example 2. Table 4 contains the errors obtained with the Trapezoidal method (2.7) for Example 1, with = 0.5. First, we have taken c 0 = 2 and convergence of order 2 to the chosen particular solution is confirmed, independently of the choice of each fixed value of . Similarly to Euler's method (Table 2) we have also considered the smooth solution (c 0 = 0) and the errors in the approximation are displayed in Table 5 . Again the algorithm (2.7) with = 0 gives a higher convergence order than the conventional product Trapezoidal method (that is, when = 0). Table 6 shows the error norms and convergence orders of Euler's method when = h , for several values of . The results indicate that the convergence order is 1 − , thus confirming the statement of Corollary 4.1.
In Table 7 Tables 2, 3 ). The last column illustrates the application of formula (5.3) to obtain the constant c 0 , using the given value u( ) and the approximations u r ( ). Finally, Table 8 shows the influence on the final result u(T ) of the errors in initial data. We replace I (here considered as initial data) byĨ , such that |I −Ĩ | = = 10 −2 and we Table 8 Influence of the error in the evaluation of I .
(a) varying T with constant = 0.05 display the difference between the two resulting values of u(T ), obtained by Euler's method. Firstly, we keep constant ( = 0.05) and vary T ; in this case, the difference |u h N −ũ h N | grows as T 1− , according to formula (5.8) . Secondly, we keep T constant and vary ; in this case, the considered difference decreases approximately as 1/ , which is also in agreement with (5.8). The absolute error at t = T of Euler's method (without perturbation of I ) is also given for the sake of comparison. As we can see, in this case the error resulting from the non-exact evaluation of I is nearly as large as the error of Euler's method.
Conclusion
This work was concerned with the solution of the singular Volterra integral equation (1.1), with an infinite family of solutions in the case 0 < < 1, of which only one has finite gradient at the origin. We have introduced a technique based on splitting up the integral t 0 = 0 + t , where > 0 is a fixed real number. Supposing that the value of the solution u( ) is given, this specifies a particular trajectory u(t) for which we can easily evaluate I = 0 u(t) dt (cf. (5.1) ). Product integration quadrature methods can then be applied and convergence to the specified solution is obtained. While in previous works [1, 6] we have only dealt with the approximation of the smooth solution, the present methods enable us to approximate any member of the family of solutions. Moreover, in the case of approximating the smooth solution we get higher convergence orders than with the conventional product integration methods used in the referred works.
We have also considered the case in which the integral I (which was considered as initial data for the computation of any particular solution) is known only approximately. We have estimated how this approximation will affect the error in the solution and performed some numerical experiments, whose results agreed with the theory.
It will be natural to think that if tends to zero as a certain power of h then the error in evaluating I will also tend to zero. Having this in mind, we have determined the convergence order of Euler's method in the case when = h .
It is worth noting that, however, the error in the evaluation of I should tend to 0 as → 0, the total error of the numerical method on [ , T ] grows as → 0 (see Theorem 4.1 for the case of Euler's method). Therefore, there should be, for a given numerical algorithm and a given stepsize, an optimal value of which provides the best approximation. This will be the subject of further investigation.
