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where B n is the unit ball of R n and · is the Euclidean norm or its induced matrix norm. The existence of each v i follows from the continuity of the norm and the compactness of closed subsets of B n . The set {v 1 , v 2 , v 3 . . . , v k } is obviously orthonormal. Setting σ i = Av i , we have σ 1 ≥ σ 2 ≥ · · · ≥ σ k ≥ 0. If σ i = 0 for some i, then σ j = 0 for all j ≥ i and the range of A is spanned by {Av 1 , Av 2 , Av 3 , . . . , Av i−1 }, contradicting the fact that A is of rank k. Thus σ i > 0 for 1 ≤ i ≤ k. This constructs D (and hence ), as well as the first k columns of V .
We define u i , the ith column of U , to be
The key question is, why does this inductive construction lead to the pairwise orthogonality of
The remaining n − k columns of V and m − k columns of U are easily constructed once we establish orthogonality. We use an approach that is quite simple, based on the trigonometric limit lim θ →0 + Since each induction step is a simple modification of the first, we show only the first step. That is, we start with v 1 ∈ B n such that ||Av 1 || = ||A|| and show that for any w nonzero in R n with w ⊥ v 1 , we have Aw ⊥ Av 1 . This implies that
Let w ∈ R n satisfy w ⊥ v 1 , w = 1, and Aw = 0. If such a w does not exist, then k = 1 and the induction is finished. It is a basic result from linear algebra that there is a real number and a vector u ∈ span{Av 1 } ⊥ ⊆ R m such that Aw = Av 1 + u. By replacing w with −w, if necessary, we may assume ≥ 0. To show that Aw ⊥ Av 1 , we will show that = 0.
With θ acute and positive, let y θ be the unit vector (cos θ )v 1 + (sin θ )w ∈ R n . Then
The norm of Ay θ is at least as large as its component in the direction of Av 1 : Ay θ ≥ (cos θ + sin θ ) Av 1 . But if is nonzero, by (2) we can choose θ > 0 small enough so that (cos θ + sin θ ) Av 1 > Av 1 . Then y θ would be a unit vector and Ay θ > Av 1 = A , a contradiction. We conclude that = 0 and Aw ⊥ Av 1 .
To complete the proof of the SVD, we point out that if v ∈ span{v 1 , v 2 , v 3 , . . . ,
Since A has rank k, this implies that Av = 0. Otherwise, {u 1 , u 2 , u 3 , . . . , u k , Av} would be a linearly independent set in the range of A with cardinality k + 1. Thus we may choose the remaining n − k columns of V in any fashion that extends {v 1 , v 2 , v 3 , . . . , v k } to an orthonormal basis of R n , and likewise choose the remaining m − k columns of U to extend {u 1 , u 2 , u 3 , . . . , u k } to an orthonormal basis of R m . This completes the construction of the SVD of the matrix A. Figure 1 is a visual depiction of the proof. Starting with the orthogonal unit vectors v 1 and w and applying A to the unit vector y θ = (cos θ )v 1 + (sin θ )w in R n , we have Ay θ = (cos θ )Av 1 + (sin θ)Aw. If Aw were orthogonal to Av 1 , then we could regard Ay θ as having "horizontal" vector component (cos θ )Av 1 and "vertical" component (sin θ)Aw. But, under our assumption that Aw is not orthogonal to Av 1 , we have Aw = Av 1 + u, so that (sin θ)Aw = ( sin θ )Av 1 + (sin θ )u, with > 0 and u ∈ span{Av 1 } ⊥ . The vector (sin θ)u is now the vertical vector component of Ay θ and ( sin θ)Av 1 gets added to (cos θ)Av 1 to give us the horizontal component of Ay θ . In the figure we see that as long as θ is small enough and nonzero, this extra piece added in the horizontal direction is enough to make the horizontal component of Ay θ longer than the length of Av 1 , giving us our contradiction.
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Meet the Eulers
Consider the problem of solving the ordinary differential equatioṅ x = f (x, t) on the interval [0, T ], subject to the initial condition x(0) = x 0 . A common technique for solving such a problem numerically is Euler's method. The method starts by selecting a positive integer n and discretizing the time axis into a set of lattice points t k = kh for k = 0, 1, 2, . . . , n, where h = T /n is called the step size. Provided that that x(t) is sufficiently differentiable, we have, by Taylor's formula,
Ignoring the single-step discretization error O(h 2 ) leads to the Euler approximation. Euler's method is the repeated use of this approximation across the entire lattice of discretized time points. In particular, we set ψ 0 = x 0 and use the recurrence
for k = 0, 1, . . . , n − 1. If the above scheme is carried out in exact arithmetic, then we call ψ n the Euler solution and the difference x(T ) − ψ n the discretization error for step-size h. A less common derivation is to transform the initial value problem to the definite integral:
http://dx.doi.org/10.4169/college.math.j. 42.5.396 
