Abstract-An approximate factor model of high dimension has two key features. First, the idiosyncratic errors are correlated and heteroskedastic over both the cross-section and time dimensions; the correlations and heteroskedasticities are of unknown forms. Second, the number of variables is comparable or even greater than the sample size. Thus, a large number of parameters exist under a high-dimensional approximate factor model. Most widely used approaches to estimation are principal component based. This paper considers the maximum likelihood-based estimation of the model. Consistency, rate of convergence, and limiting distributions are obtained under various identification restrictions. Monte Carlo simulations show that the likelihood method is easy to implement and has good finite sample properties.
I. Introduction
F ACTOR analysis is an essential tool in psychology. It is also fundamental in modern finance theory. Ross's (1976) arbitrage pricing theory, for example, is built on a multiple factor model for asset returns. Due to its effectiveness in estimating the comovement and common shocks from a large number of variables, factor analysis has been used increasingly by economists for policy analysis in a datarich environment. (See Bernanke & Boivin, 2003; Bernanke et al., 2005; Kose, Otrok, & Whiteman, 2003 .) The purpose of this paper is to provide an inferential theory for the estimated parameters of high-dimensional approximate factor models. Chamberlain and Rothschild (1983) proposed the notion of approximate factor models. Let z t be an N ×1 random vector in period t (t = 1, 2, · · · , T ), so N represents the number of variables and T the number of observations. Suppose that the covariance of z t has a factor structure Σ = ΛΛ + Ω, where Λ is an N ×r matrix of factor loadings, r is the number of factors, and Ω is the covariance matrix of the idiosyncratic errors. An approximate factor model does not require Ω to be a diagonal matrix. In fact, there are no restrictions on the elements of Ω except that its maximum eigenvalue is bounded for all N. Thus, the idiosyncratic errors are allowed to be cross-sectionally correlated with an unknown form.
Because none of the elements of Ω are fixed at certain known values, the number of free parameters in Ω alone is as many as that of Σ. Under fixed N, the model is not identifiable because the number of parameters (including Received for publication April 10, 2013. Revision accepted for publication January 5, 2015. Editor: Mark W. Watson. * Bai: Columbia University and Nankai University; Li: Capital University of Economics and Business.
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those of Λ) exceeds the number of elements of Σ. However, Chamberlain and Rothschild show that the space spanned by the columns of Λ is identifiable from Σ as N goes to infinity under the assumption of an approximate factor model (bounded eigenvalue for Ω). However, Chamberlain and Rothschild do not study the sampling properties of the model because they assume Σ is known, which is equivalent to the case of T = ∞. In this paper, we do not assume a known Σ, but T observations on z t (t = 1, 2, . . . , T ). By admitting the possibility that the number of variables (N) far exceeds the number of observations (T ) such that T /N can converge to 0, our inferential theory cannot rely on a known or even a consistently estimable covariance matrix Σ. Furthermore, we allow the observations z t to be serially correlated and heteroskedastic over time. This setting is more general than the original notion of approximate factor models.
Most theory and applications in the literature are developed around the principal components method (e.g., Bai, 2003; Breitung & Tenhofen, 2011; Choi, 2012; Connor & Korajczyk, 1988; Doz, Giannone, & Reichlin, 2011; Fan, Liao, & Mincheva, 2011; Goyal, Perignon, & Villa, 2008; Inoue & Han, 2015; Stock & Watson, 2002a , 2002b Wang, 2010) . This paper considers the likelihood-based estimation of the model. The likelihood-based method eliminates one source of bias arising from the cross-sectional heteroskedasticity, but the standard principal component method does not. Our paper is closely related to Doz, Giannone, and Reichlin (2012) , which is also based on the likelihood framework. Doz et al. do not directly study the maximum likelihood estimators; it focuses on estimating functions of the maximum likelihood estimators. More specifically, their paper studies the estimated factor as a function of the estimated loadings and variances, deriving an average consistency of the estimated factors.
Our paper shows that the maximum likelihood estimators (MLE) for the factor loadings and idiosyncratic variances are consistent. We establish the consistency of individual parameters in addition to average consistency. We further derive the rate of convergence and the limiting distributions. Having obtained the MLE of factor loadings and the idiosyncratic variances, in the second step, we also derive the limiting distribution of the estimated factors. We further estimate the dynamics in the idiosyncratic errors. Breitung and Tenhofen (2011) and Choi (2012) also consider efficient estimation of approximate factor models. They propose two-step procedures for efficient estimation and derive the limiting distributions of the estimators, and they also suggest an iterated procedure. The simulation results of Breitung and Tenhofen (2011) show that iterated procedures can substantially improve on the two-step procedure.
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This paper applies the maximum likelihood method to the approximate factor models. The analysis of the MLE in this context is more challenging than the two-step estimators. The theoretical difficulty stems from the joint estimation of the loadings and idiosyncratic variances; the estimators are solutions to a large number of nonlinear equations (firstorder conditions). We point out that the actual computation of MLE is relatively easy. There is no need to solve for the first-order conditions, and the EM solutions satisfy the first-order conditions.
We note that unlike the usual linear or nonlinear regressions in which heteroskedasticity is often an issue of efficiency rather than consistency, heteroskedasticity in factor models is an issue of consistency as well as of efficiency. To be more specific, under fixed N, if cross-sectional heteroskedasticity exists but is not allowed in the estimation, then the estimated factor loadings are inconsistent. Thus, allowing heteroskedasticity is not as innocuous as it may seem to be. Simultaneously analyzing the factor loadings and the variances is a demanding task owing to the increased nonlinearity of the estimation problem. Under large N, heteroskedasticity will not affect consistency when ignored but will still affect biases and efficiency.
Throughout the paper, we use dg(A) to denote the diagonal matrix that retains the diagonal elements of A, while diag(A) denotes the vector consisting of the diagonal elements of A. The norm of matrix A is defined as A = [tr(A A)] 1/2 . The proofs for theoretical results are provided in the supplementary document.
II. QMLE for Approximating Factor Models
We consider the following factor model:
where f t and λ i are r × 1 dimension of factors and factor loadings, respectively, and e it are the errors. A main feature of an approximate factor model is that e it are heteroskedastic and correlated over i. We also allow serial correlation and heteroskedasticity over the time dimension. Let Λ = (λ 1 , λ 2 , . . . , λ N ) be the N ×r matrix of factor loadings and z t = (z 1t , . . . z Nt ) be the N × 1 vector of variables. Let e t and α be similarly defined. We can rewrite equation (1) as
Let Ω t = E(e t e t ), which allows for heteroskedasticity over t. In classical factor analysis, Ω t is assumed to be diagonal. Here Ω t is N × N without the diagonality restriction, except that its maximum eigenvalue is bounded for all N. This is the essence of the approximate factor models. Because Ω t contains as many free parameters as the number of elements in the sample variance of the observations, the number of parameters exceeds the number of estimating equations, so it is difficult to estimate all elements of Ω t . Let
where dg(A) is a diagonal matrix that sets the off-diagonal elements of A to 0. We are interested in estimating the elements of Φ, a diagonal matrix. In the absence of crosssectional correlation and time series heteroskedasticity, then Φ = E(e t e t ), and this reduces to the setting of classical factor analysis, except that the dimension N is allowed to increase without a bound.
tż t , the sample variance of the observable data,
where M ff = 1 T T t=1ḟ tḟ t , which is the sample variance of f t (we treat f t as a sequence of fixed constants; see assumption A below). Define
Then Σ zz is an approximation of E(M zz ) because we restrict Φ to be diagonal. Thus, Σ zz is not the covariance matrix of z t . Furthermore, M ff is not the population variance of f t but the sample variance. Consider the objective function
Because Σ zz is not the covariance matrix of z t due to correlations and heteroskedasticities of unknown form in both dimensions, the above is not the likelihood function even under normality of e it . We may regard the objective function as a misspecified likelihood function, as in Doz et al. (2012) . This particular form of misspecification is desirable, as it coincides with the classical factor analysis under the exact factor structure. In general, we should view equation (3) as a distance measure between M zz and Σ zz , as in Amemiya, Fuller, and Pantula (1987) and Anderson and Amemiya (1988) .
In the preceding likelihood function, although f t are fixed constants, we estimate only its sample variance instead of individual f t . This avoids the incidental parameters problem caused by estimating f t . In fact, when jointly estimating λ i and f t , the likelihood function diverges to infinity for a judicious choice of parameter values (Anderson, 2003) . The above likelihood function does not have this problem. By estimating the sample variance, it also avoids the specification of the dynamics in f t , so that f t can be stochastic or deterministic. Also note that when N > T , the sample covariance matrix M zz is not invertible, but Σ zz is invertible. Thus, the likelihood function is well defined even when the number of variables is larger than the number of observations. The parameters to be estimated are θ = (Λ, Φ, M ff ). If the variance of e t = (e 1t , e 2t , · · · , e Nt ) is diagonal and the 300 THE REVIEW OF ECONOMICS AND STATISTICS e t are i.i.d. over time, then we have an exact factor model. In estimating an exact factor model, Bai and Li (2012) show that MLE is consistent. However, in the present context, as indicated in assumption C, the true covariance matrix of e t may be quite general. But the objective function, equation (3), still regards the error terms as having an exact factor structure. Thus, as in Doz et al. (2012) , the ML method should be regarded as a quasi-ML (QML), and the resulting estimator will be referred to as QMLE. We will use MLE and QMLE interchangeably. We show that the QMLE is robust to departure from exact factor specifications. We will establish consistency and derive the limiting distributions.
A. Assumptions for Approximating Factor Models
We make a number of assumptions. 
Assumption A (factors
Although assumption A assumes f t being fixed constants, f t can be random variables. In this case, we assume f t to be independent of the errors e is for all (i, s) and also E f t 4 ≤ C instead of f t ≤ C. Note that f t can be a dynamic process with arbitrary dynamics.
Assumption B (factor loadings).
The factor loadings λ i satisfy λ i ≤ C for all i. In addition, there exists an r × r positive matrix Q such that lim
Φ is defined earlier.
Assumption C (cross-sectional and serial dependence and heteroskedasticity). For a constant C large enough, not depending on N and T ,
C.3 E(e it e jt ) = τ ij,t with |τ ij,t | ≤ τ ij for some τ ij > 0 and for all t. In addition,
e is ) = ρ i,ts with |ρ i,ts | ≤ ρ ts for some ρ ts > 0 and for all i. In addition,
Assumption C allows for heteroskedasticities and weak correlations over the cross-section and the time dimension and is more general than the traditional factor analysis. This assumption also introduces notations for correlations and moments to be used in the proof. Assumption C.1 is a standard moment condition. In assumption C.2, φ 2 i is the time-average variance for individual i. C.2 requires that the time-average variance of e it be bounded away from below and above. Assumption C.3 aims to control the correlation over the cross section. Assumptions C.4 and C.5 control the magnitude of the correlation of e it over time.
Furthermore, M ff is also restricted in a compact set with all the elements bounded in the interval [C −1 , C], where C is a constant large enough.
Assumption D requires that part of the variance estimators be estimated in a compact set. Restricting parameters in a compact set is usually made for nonlinear models (Newey & McFadden, 1994; Jennrich, 1969; Wu, 1981) . The objective function for factor models is highly nonlinear. Nevertheless, no restrictions for Λ are needed. Throughout, we also assume that the number of factors r is known. When unknown, it can be consistently estimated (Bai & Ng, 2002) .
B. Identification Restrictions
It is well known that the factor model can be identified only up to a rotation. To fix the indeterminacy, we consider five sets of commonly used restrictions:
where D is a diagonal matrix, whose diagonal element are distinct and arranged in descending order.
• IC3:
• IC4: Λ 1 is a lower triangular matrix with all diagonal elements being 1 and M ff = D, where Λ 1 is the upper r × r submatrix of Λ and D is a diagonal matrix.
• IC5: Λ 1 is a lower triangular matrix with none of its diagonal element being 0 and M ff = I r , where Λ 1 is the upper r × r submatrix of Λ.
IC1 is similar to a measurement error problem: the first variable is related to the first factor plus an error, the second variable is related to the second factor plus an error, and so on. IC2 and IC3 are used by the classical maximum likelihood method. IC4 and IC5 are similar to a recursive simultaneous equations system for the first r variables. IC1 and IC4 allow for full identification of the model, while IC2, IC3, and IC5 identify Λ up to a column sign change. In practice, IC1, IC4, and IC5 require a careful choice of the first r variables (in order to give meaningful interpretations to the loadings and the factors). (We refer readers to Anderson & Rubin, 1956; Lawley & Maxwell, 1971; Bai & Li, 2012 , for further details.)
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C. Consistency and Convergence Rate
The infinite number of parameters in the limit makes the usual consistency concept not well defined. We solve the problem by obtaining an average consistency first, and from the average consistency, we further derive individual parameter consistency. Letθ
be the MLE. Proposition S1 in the online supplement gives the average consistency:
The first result shows that the estimated factor loadings are consistent on average. The second result is interesting. In view of assumption C, the error term e it is allowed to have very general cross-section and serial correlations, but the estimatorφ 2 i has no relation to these correlations and is estimating the average variance over time for each individual i. In a sense, the cross-section and serial correlations do not contaminate the estimator (these correlations do affect the limiting variance, as we show in later sections).
We now state the rate of convergence.
Proposition 1 (convergence rates). Under assumptions A to D, when N, T → ∞, with any one of the identification conditions, we have
For exact factor models, the O p (N −2 ) term does not exist. Bai and Li (2012) 
The same is true forφ 2 i andM ff . Whether N is fixed or large, the MLE is consistent under exact factor models. Proposition 1 shows that there is a cost associated with the generality of the approximate factor models. That is, under fixed N, the estimated factor loadings will not be consistent for approximate factor models. This should not be surprising. Under large N, the MLE becomes consistent, illustrating the advantage of high-dimension data.
Remark 1. Part of the ML analysis includes showing that the rotation matrix (denoted by R) is equal to I r , that is, the MLE directly estimates λ i instead of its rotation. This is obtained by assuming that the underlying parameters satisfy the identification restrictions, as in classical factor analysis. If this assumption does not hold, then we will be estimating rotations of the factor loadings. The absence of rotation (R = I r ) is more difficult to establish than allowing a rotation. The principal component analysis of Bai (2003) and the two-step estimators of Breitung and Tenhofen (2011) and Choi (2012) do not investigate this rotational property.
D. Limiting Distributions
We first derive the asymptotic representations of QMLE, from which the limiting distributions follow easily. Asymptotic representations contain more information than limiting distributions as they show equality up to an o p (1) term rather than equality in distribution. We need additional assumptions.
Assumption E (moment conditions).
There exists a constant C such that E.1 E(e it e js ) = γ ij,ts with
Assumption F (central limit theorem).
Assumption E.1 controls the magnitude of correlation of e it over the cross section and the time dimensions. Assumptions E.2 and F.1 are conventional. Similar assumptions are also made in Bai (2003) . Assumptions E.3 and F.2 are extra due to the estimation of heteroskedasticity and are used for the limiting distributionφ 2 i . Throughout the paper, let ξ t = (e 1t , . . . , e rt ) , a vector consisting of the idiosyncratic errors in the first r equations. This vector will appear in the asymptotic representations of the estimators under IC1, IC4, and IC5. In addition, under IC4 and IC5, the asymptotic representations involve two r × r matrices P t and Q t . Their (g, h)th elements are defined, respectively, as (g, h = 1, 2, . . . , r)
where m g is the gth diagonal element of M ff ; f tg is the gth component of f t ; Λ 1 is the first r × r block of Λ; and v h is the hth column of the identity matrix I r . Matrix Q t is 302 THE REVIEW OF ECONOMICS AND STATISTICS 
Pt and Qt are defined in equation (4). skew-symmetric. The main results on the asymptotic representations and the limiting distributions for the estimated factor loadings follow: N under IC2 and IC3, and for j > r under IC1, IC4 , and IC5, we have: 
Theorem 1 (asymptotic representations for factor loadings). Under assumptions A to E, and N, T → ∞ with
where Bai and Li (2012) , the interpretations are similar. Under IC2 and IC3, the asymptotic representations are simpler. The restrictions of IC1, IC4, and IC5 impose restrictions on the first r factor loadings, which in turn put more weights on the first r observations. This explains why the error terms of the first r observations enter into the asymptotic representations (via ξ t , P t and Q t ), leading to more complex representations.
E. Estimating the Factors
Following Mardia, Kent, and Bibby (1979) and Anderson (2003) , we use the projection formula and the generalized least squares (GLS) to estimate the factors:
(GLS)
It is easy to show thatf t =f t + O p (N −1 ). So the two estimators are asymptotically equivalent. In what follows, we focus only onf t . To analyze the asymptotic properties off t , we strengthen assumption C.4 to C.4 below. 
Assumption C (continued). There exists a constant
Assumption E (moment conditions, continued).
There exists a C such that
is − E(e it e is )]
2 ≤ C.
Assumption F (central limit theorem, continued).
F.3 for each t, as N → ∞,
Most of the preceding assumptions are intuitive and reasonable. They are the counterparts of the assumptions made earlier. For example, assumption C.4 corresponds to assumption C.3; assumption E.4 corresponds to assumption E.2; assumption E.5 corresponds to assumption C.5, which aims to control the correlation of the cross-product term e it e is over time. Assumption E.6 is used to bound
i )λ i e it and ensures that it has a fast convergence rate. Assumption F.3 corresponds to assumption F.1.
The following theorem states the asymptotic representations forf t :
Theorem 2 (asymptotic representations for the factors). Under assumptions A to E and N, T → ∞ with
√ N/T → 0, and for Δ ∈ [0, ∞), we have:
Under IC2 or IC3,
Under IC4 and N/T → Δ, 
Under IC5 and N/T → Δ,
where
Similar to theorem 1, restrictions IC2 and IC3 imply a simpler asymptotic expression. For restrictions IC1, IC4, and IC5, there are two terms in the representation. The first term involves partial sums over the time dimension, whereas the second term involves partial sums over the cross-section dimension. If Δ is large (N is large relative to T ), then the first term is more important in the determination of the asymptotic variance. This means that the error terms in the time dimension for the first r individuals are the primary source of the variability off t − f t (noting ξ t = (e 1t , . . . , e rt ) ). If Δ is small, the error terms over the entire cross section for period t are the primary source of the variability. If Δ → 0, the first term drops out. The relative ratio between N and T plays a role in efficiency.
III. Dynamics in f t and the Kalman Smoother
If the dynamics in f t is explicitly modeled by a vector autoregressive (VAR) process, the Kalman smoother is an alternative method to estimate f t . This section presents the asymptotic results for the Kalman-smoother-based estimator (KSE), when the smoother is evaluated at the QML estimator. We further derive the limiting distribution of KSE, showing it has the same limiting distribution as the GLS of the previous section.
Consider the following dynamics of the factors characterized by a VAR(K):
We rewrite model (2) as Z = ΛF + E, where
, and E = (e 1 , e 2 , . . . , e T ). Both Z and E are N × T . Let
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where Z is NT × 1, F is rT × 1, and E is NT × 1. Then we have
The following analysis will assume normality for F and E, and they are independent. If we interpret the conditional expectation as a linear population projection, normality is in fact not needed. Assume
where Σ F = var(F ), an rT ×rT matrix. The above assumption implies that e it are uncorrelated over time. If Φ is further assumed to be diagonal, then e it is also uncorrelated over i. The true Φ does not need to be diagonal, but we evaluate the Kalman smoother with a diagonal Φ. We have, from equation (8),
Thus, the best prediction for
where the second equality is due to the Woodbury identity. Equation (9) is the Kalman smoother for the factors, which serve as the basis for the KSE. Because the parameters Λ, Φ, Σ F are unknown, we replace them with their corresponding QMLE. More specifically, we first apply the QML method to obtainΛ,Φ,F, whereF = Z Φ −1Λ (Λ Φ −1Λ ) −1 given in equation (6), then obtainΣ F by the standard vector time series regression based onf t and equation (7). For example, if f t is a scalar (r = 1) with f t = ψf t−1 + u t ,Σ F contains elementŝ σ 2 uψ |t−s| with t, s = 1, 2, . . . , T . GivenΣ F ,Λ andΦ, the KSE for the entire vector iŝ
This implies that the KSE for f t , denoted byf
where v t is the tth column of the T × T identity matrix. To analyze the above estimator, we assume that f t in equation (7) is stationary.
Assumption A . The factor f t admits the VAR representation, equation (7), where u t is a mean-zero i.i.d. process with E( u t 4 ) ≤ C for some constant C large enough. Furthermore, the roots of the polynomial Ψ(L) 
is the GLS estimator in equation (6).
Theorem 3 shows that the difference between the KSE, which takes into account the dynamics in factors, and the projection-based estimator, which uses only the contemporaneous relations between the factors and the observables, is asymptotically negligible. Thus, modeling the dynamics of factors will not improve the asymptotic efficiency under large N, though there will be efficiency gain under small N. Doz et al. (2011) also consider the Kalman smoother method. They derive the rate of convergence of the KSE when evaluated at the PC estimator. The results here also imply the limiting distributions forf ks
IV. Modeling the Dynamics in the Errors e it
So far we have assumed that the serial correlation in e it is of an unknown form. If we are willing to assume that e it is an autoregressive process, then this should be modeled and the factor loadings can be more efficiently estimated. The dynamic coefficients in e it can also be consistently estimated. Consider the following model,
so e it follows an AR(p i ) process with the lag orders p i
In what follows, we assume, for simplicity, that it and jt are independent for i = j; E it = 0 and var( it ) = σ 2 i . Breitung and Tenhofen (2011) consider a two-step method to estimate model (11). In the first step, they use the PC method to obtain the estimates of the factors and factor loadings, and based on the residuals, they calculate the estimates of the variance of e it and the coefficients (ρ i,1 , ρ i,2 , . . . , ρ i,p i ). In the second step, by taking into account the heteroskedasticity and autocorrelation of e it , they use GLS to improve the estimates of the factors and factor loadings. They call the procedure PC-GLS. Iterating this procedure several times leads to what they call iterated PC-GLS. Their simulation shows that the iterated PC-GLS has better finite sample properties.
When the sample size is small or moderate, especially when the heteroskedasticity of the cross section is strong, the PC method gives poor estimates for the variance of e it and the coefficients ρ i = (ρ i,1 , ρ i,2 , . . . , ρ i,p i ), which lead to unsatisfactory performance of the PC-GLS and the iterated PC-GLS. Motivated by this concern, we propose two estimators, ML-GLS and iterated ML-GLS estimators. The ML-GLS estimators, which includeΛ,F,ρ 1 , . . . ,ρ N ,Φ, are calculated by the following two steps:
1. Apply the QML method to the first equation of (11) to obtain the QMLEΛ andΦ. Then calculateF = Z Φ −1Λ (Λ Φ −1Λ ) −1 and the residualsê it = z it −λ if t . For each i, obtain the estimatorsρ i by running the following regression:
andF, update the estimator of Λ, denoted byΛ, by running the regression
andΛ, update the estimator of F, denoted byF, by running the regression
The iterated ML-GLS can be obtained by iterating the above two steps several times and, for each iteration,Λ,F are replaced with the estimators of the previous iteration. The asymptotic properties of ML-GLS now can be formally analyzed given the asymptotic properties of the QMLE in the previous two sections. We state the results in the following theorem.
Theorem 4. Under the assumptions in supplement E, when N, T → ∞, together with the identification condition IC3, we have, for each i and t,
ρ i p − → ρ i ,λ i p − → λ i ,f t p − → f t .
Furthermore, with the condition
and with the condition √ N/T → 0, for each t,
where ψ it = (e it−1 , e it−2 , . . . , e it−p i ) and
As for the estimation of the asymptotic variance, a consistent estimator for σ
The asymptotic variance of
and the asymptotic variance of
V. Modeling the Dynamics in f t and e it
We have considered estimating the dynamics in f t and in e it in separation. Now we consider estimating both dynamics simultaneously. The model is
e it = ρ i,1 e it−1 + · · · + ρ i,p i e it−p i + it . Stock and Watson (2005) study the estimation of similar models. A more general model is considered by Forni et el. (2000) with estimation by the frequency domain approach.
A. A Three-Step Procedure
The estimation procedure consists of three steps:
1. Use the QML method to obtainΛ,F andΦ. 2. Use the method in section IV to obtainΛ,F and 2, . . . , N) . 3. Regressf t on its lags to obtainΨ 1 , . . . ,Ψ K .
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Only the last step is new; it does not update other parameters. This is reasonable because modeling the dynamics in f t does not improve the efficiency of estimated factor loadings and ρ. The limiting distributions forΛ,F, andρ = (ρ i,1 , . . . ,ρ i,p i ) for i = 1, 2, . . . , N were given in section IV. It can be shown that the limiting distribution for (Ψ 1 , . . . ,Ψ K ) is the same as if f t were observable if √ T /N → 0.
B. Simultaneous Estimation
Model (12) can also be jointly estimated by the full maximum likelihood method, which can be implemented by the EM algorithm of Dempster, Laird, & Rubin (1977) . Based on the work of Watson and Engle (1983) and Wu (1983) , Quah and Sargent (1992) explain the feasibility of the EM algorithm for high-dimensional data. Jungbacker and Koopman (2008) propose a transformation that aims to reduce the dimensionality of the computation. Reis and Watson (2010) estimate a similar model to study the price changes in consumption goods in the United States.
Joint estimation is obtained by putting the model in a statespace form. For simplicity, assume that the idiosyncratic errors and the factors are AR(1) such that e it = ρ i e it−1 + it and f t = Ψf t−1 + u t . Then the model can be written as
where S t = ( f t , f t−1 ) and ρ = diag(ρ 1 , . . . , ρ N ). The above is in a standard state-space form with implied parameter restrictions. In our simulation study, the resulting estimator is called ML-EM. Supplement F contains the EM updating formulas used in the simulation. This type of estimator has been considered by Reis and Watson (2010) , and readers are referred to their paper for details. The limiting distribution for the jointly estimated parameter (Λ, ρ 1 , . . . , ρ N ) is conjectured to be the same as the two-step estimator of section IV. This follows from an intuitive explanation and from the Monte Carlos simulations. The performance of the full MLE is superior to that of the two-step estimator but inferior to the infeasible estimator when f t is treated as known. Further, the two-step estimator already has the same limiting distribution as if f t were observable. The estimated state variable f t should also have the same limiting distribution as in section IV. However, to rigorously justify these limiting distributions does not appear to be trivial. We leave this as a future research topic.
VI. Simulation results
We conduct Monte Carlo simulations to examine the finite sample properties of QMLE, ML-GLS, iterated ML-GLS, and ML-EM estimators. We also compute the PC, PC-GLS, and iterated PC-GLS for comparison. Overall, simulations show that the estimators in the ML class outperform those in the PC class. The better performance of the ML estimators becomes less pronounced when N is large. Standard QMLE performs better than the standard PC even for large N. Supplement G contains the details.
VII. Conclusion
This paper develops an inferential theory for the likelihood-based estimators of approximate factor models under high dimension. The idiosyncratic errors in the model exhibit heteroskedasticity and correlations of unknown forms over the cross sections and over the time dimension. Various identification conditions are considered. We show that the likelihood based estimators are consistent; we also derive the rates of convergence and the limiting distributions. Monte Carlo simulations show that the likelihood method is easy to implement and the ML-type estimators are more efficient than the PC-type estimators when the number of cross sections is small relative to the number of observations.
Proof of Theorem 3
To prove theorem 3, we need additional results. Let
. Hereafter, we use M 2 to denote the operator norm of matrix M, that is, M 2 = inf{C, Mv ≤ C v for all v}. We also use λ max (M) to denote the largest eigenvalue of the matrix M. It is well known that M 2 2 = λ max (M M). Throughout the appendix, (Λ,F,Φ) denote the QMLE estimation of section II. The following lemma will be used in our derivation.
Lemma A1. Under assumptions A and B-E, then
For the proof of lemma A1, see Corollaries S.1 and S.4 in the supplement.
Lemma A2. Under assumptions A and B-E, then
Proof of Lemma A2. Consider result a. For notational simplicity, we useĤ
Consider result b. The left-hand side is equal to ĤΛ Φ −1 − HΛ Φ −1 2 , which is further bounded by
Consider the first term.
, where the first equality uses the definitions ofĤ and H. Notice
Corollary S.2 in the supplement implies
. Given these results, together with proposition 1, we have
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The expression in the parentheses is equal to 
Lemma A3. Under assumptions A and B-E, then
Lemma A3 is proved by Doz et al. (2011) . By AB 2 ≤ A 2 B 2 , IG 4 is bounded by
which is O p (T 1/2 N −2 ) by lemmas A1 and A3. Now consider IG 3 , which is This proves theorem 3.
