We consider an economic nonlinear model predictive control scheme without terminal constraints or costs. We give conditions based on dissipativity and controllability properties under which the closed loop is practically asymptotically stable. Under the same conditions we prove approximate transient optimality of the closed loop on finite time intervals. Two numerical examples illustrate our theoretical findings.
problem in each sampling instant, the resulting closed loop will also be optimal with respect to the chosen economic criterion, at least in an approximate sense.
Results which show that this is indeed the case were given, e.g., in [1, 3] in an averaged infinite horizon sense. Besides optimality, stability of the closed loop with respect to a given optimal equilibrium is often of interest. Stability results for economic MPC schemes can be found, e.g., in [3, 7, 10] .
In all of the references just cited, terminal conditions -i.e., terminal constraints and/or costs -or other modifications of the "plain" finite horizon economic optimal control problem are used in order to ensure stability and performance estimates. While such mechanisms are able to improve the performance of MPC schemes, they are often avoided in practice. Reasons for this are that terminal constraints limit the operating region of the controller and may pose problems in numerically solving the optimal control problem in each step of the MPC scheme. Terminal costs, on the other hand, may be complicated to design particularly in time variant settings. Moreover, although terminal costs may in principle be used without terminal constraints, they typically provide only a local approximation to the true cost-to-go and thus require terminal constraints in order to ensure that the optimized trajectories end up in a region where the terminal cost attains meaningful values. Finally, and most importantly, stability like behaviour and good performance are often observed without any terminal conditions. Thus, the purpose of this paper is to explain why and under which conditions this is the case.
Like in many of the references, above, in this paper we assume a strict dissipativity condition which in particular implies the existence of an optimal steady state x e , cf. [11] . For this setting, it is already known that -under appropriate conditions, for details see [8] -Economic MPC without terminal constraints yields closed loop trajectories which are approximately optimal in an averaged infinite horizon sense. Moreover, under an exponential turnpike assumption, cf. [5, 12] , the trajectories converge to a neighborhood of x e and there exists at least one time horizon for which the closed loop trajectory is also approximately optimal in a finite horizon sense. Since (approximate) optimality in an infinite horizon averaged sense is in fact a rather weak optimality concept (as the trajectory may be far from optimal on any finite time interval) the latter is important because it tells us that the closed loop trajectory when initialized away form the optimal steady state approaches this equilibrium in an approximately optimal way. In other words, the closed loop is not only optimal on average in the long run but also shows near optimal performance during its transient phase.
The present paper builds upon the results of [8] and improves them in several directions. First of all, due to a refined error analysis we will be able to remove the exponential turnpike property from the list of assumptions. Although numerical results indicate that exponential turnpike is a widely spread property, this nevertheless simplifies the assumptions and extends the applicability of our results. Second, we will prove practical asymptotic stability (instead of mere convergence as in [8] ) and provide a corresponding practical Lyapunov function.
The particular form of this function will then enable us to prove near optimal transient performance for arbitrary finite time intervals (instead of for only a single one as in [8] The remainder of this paper is organized as follows. In Section 2 we define our notation and formulate the underlying optimal control problem. We introduce the concept of model predictive control and give a sufficient condition for practical asymptotic stability, namely the existence of a practical Lyapunov function. In Section 3 two settings of optimal control problems are given for which we derive the existence of a practical Lyapunov function. By using this Lyapunov function, approximate optimal behaviour of the closed loop during the transient phase is proven in Section 4. In Section 5 we present two examples with numerical tests that illustrate the theoretical results of Section 3 and 4.
Section 6 gives an conclusion of the paper and an outlook to future research.
Since the proofs of our main theorems are quite technical they are moved to the separate Section 7.
Problem formulation and preliminary results
We consider nonlinear discrete time control systems given by
for some f : X × U → X, with X and U normed spaces that denote the state space and the control space. The solution of system (1) for a control sequence u = (u(0), u(1), . . . , u(K − 1)) ∈ U K emanating from the initial value x is denoted by x u (k, x), k = 0, . . . , K − 1. The sets X and U denote the admissible states and controls. For a given initial value x ∈ X, a control sequence u ∈ U K is called admissible if x u (k, x) ∈ X holds for all time instants k = 0, . . . , K. The set of all admissible control sequences is denoted by U K (x). For the infinite case u = (u(0), u(1), . . . ) ∈ U ∞ we define the sets U ∞ and U ∞ (x) similarly.
For a given stage cost : X × U → R we define the finite horizon cost functional
and the corresponding optimal value function
In the sequel we assume that for all x ∈ X and all N ∈ N there is a control
u N,x solves the optimal control problem of minimizing J N (x, u) with respect to u ∈ U N (x). This particularly includes the assumption U N (x) = ∅ for all
x ∈ X which holds if and only if X is a viable set. Note that we do not require uniqueness of the optimal control sequences. In case of non-uniqueness, u N,x denotes one of the minimizing control sequences.
The optimal control problem just defined can be used in order to define a feedback law using the following model predictive control (MPC) iteration.
Fixing an optimization horizon N ∈ N, at each time instant n we perform the following steps:
1. Measure the current state x = x(n) of the system.
2. Solve the optimization problem of minimizing J N (x, u) with respect to
Denote the resulting optimal control sequence by u N,x .
3. Apply the first element of u N,x as a feedback control value until the next time instant, i.e., define the feedback law µ N (x) := u N,x (0).
The resulting MPC closed loop system is given by x(n+1) = f (x(n), µ N (x(n))).
Trajectories of this system with initial value x ∈ X will be denoted by x µ N (n, x)
As the MPC feedback law is derived from minimizing (2), questions about the optimality properties of the closed loop naturally arise. Here, we will investigate the values
for arbitrary K ∈ N. Moreover, stability properties of the closed loop are of interest and -as we will see -form an important prerequisite for approximate optimality estimates. Both issues have been addressed in [8] Moreover, these properties could only be proved under the condition that certain error terms converge sufficiently fast as N → ∞, cf. the discussion after [8, Theorem 7.1] . All these limitations will be overcome in this paper. Another contribution is the observation that essentially the same Lyapunov function which can be used in economic MPC with terminal conditions [6, 3] can also be used in our setting without terminal constraints.
For the definition of stability we will make use of the following classes of 
Stability will be considered for optimal steady states defined as follows. 
Definition 2.2. Let x e ∈ X be an equilibrium for the closed loop system, i.e.
The equilibrium is called practically asymptotically stable w.r.t. ε ≥ 0 on a set S ⊆ X with x e ∈ S if there exists β ∈ KL such that
holds for all x ∈ S and all k ∈ N. The equilibrium is globally practically asymptotically stable w.r.t. ε ≥ 0 if (5) holds on S = X.
A sufficient condition for this stability property is the existence of a practical Lyapunov function in the following sense. δ > 0 for the closed loop system on a set S ⊆ X with x e ∈ S, if there are
holds for all x ∈ X and
holds for all x ∈ S.
The proof of the following theorem is standard but we provide some details for the convenience of the reader.
Proof: Inequality (7) and the assumption on S implies f (x, µ(x)) ∈ S for all x ∈ S, i.e., forward invariance of S.
We claim that P is also forward invariant. To this end, we pick x ∈ P , i.e., V (x) ≤ η, and distinguish two cases:
In this case we get
Case 2: α 3 ( x − x e ) < δ. In this case we get x − x e < α −1
Now by continuity there exists c > 1 with α 2 (α
for all x ∈ S \ P . Hence, V is a Lyapunov function on S \ P in the sense of [9, Definition 2.18] and [9, Theorem 2.20] yields practical asymptotic stability w.r.t. the exceptional set P . Since x ∈ P implies V (x) ≤ η and thus x − x e ≤ α −1 1 (η) = ε, this proves the assertion.
Stability results
In this section we formulate our main results on practical stability of the economic MPC closed loop system under two different sets of assumptions. The first applies to general nonlinear dynamics and costs. The respective assumptions read as follows.
Assumption 3.1 (Strict dissipativity).
The optimal control problem of minimizing (2) is strictly dissipative, i.e., there is an equilibrium (x e , u e ) ∈ X × U, a function α ∈ K ∞ and a storage function λ : X → R such that
holds for all x ∈ X, where˜ denotes the rotated stage costs
In the next assumptions we use the balls B δ (x e ) := {x ∈ X | x − x e < δ} for δ > 0.
Assumption 3.2 (Continuity and compactness).
The state and control constraint set X and U are compact, the functions f , and λ are continuous, λ is
Lipschitz continuous on a ball B δ (x e ) around x e and˜ satisfies the inequalitỹ
for all x ∈ X, u ∈ U and a suitable α ∈ K ∞ .
We remark that under Assumption 3.1 the function˜ is zero in (x e , u e ).
Hence, in the finite dimensional case with X ⊆ R n and U ⊆ R m inequality (10) follows from continuity of˜ .
Assumption 3.4 (Finite time controllability into
B ε (x e )). For ε > 0 from Assumption 3.3 there is K ∈ N such that for each x ∈ X there is k ≤ K and u ∈ U k (x) with x u (k, x) ∈ B ε (x e ).
Assumption 3.5 (Polynomial bounds).
There are constants C 1 , C 2 , p, η > 0 such that
holds for all x ∈ B η (x e ), u ∈ B η (u e ) with x e , u e and˜ from Assumption 3.1.
In order to formulate our first main stability theorem, we need the following additional definition.
Definition 3.6. For the rotated stage cost˜ from Assumption 3.1, we define J N (x, u) and V N (x) similar to (2) and (3) with˜ in place of .
We remark that the optimal trajectories minimizing the original cost functional J N (x, u) are in general different from those minimizing J N (x, u). Hence, MPC closed loop trajectories w.r.t. both stage costs are not expected to coincide, either. Indeed, we will see in Section 5 that they may differ considerably.
Theorem 3.7. Consider an economic MPC problem without terminal constraints satisfying Assumptions 3.1-3.4. Then there exists N 0 ∈ N and functions δ ∈ L and α V ∈ K ∞ such that the inequalities
and
hold for all N ≥ N 0 and x ∈ X. In particular, the functions V N are practical The proof of this theorem can be found in Section 7.
Remark 3.8. Note that our assumptions are not much more restrictive than those needed in [3] for proving stability for terminal constrained economic MPC.
Strict dissipativity 3 and continuity are also assumed in this reference, Assumption 3.3 is slightly stronger but conceptually similar to Assumption 2 in [3] and Assumption 3.4 will hold if we restrict X to the feasible set X N from [3] .
Our second set of assumption covers unconstrained linear quadratic problems. In this setting, we make the following assumptions. Note that in this setting there exists a unique optimal steady state x e in the sense of Definition 2.1. Moreover, [5, Proposition 4.5] shows that x e is strictly dissipative with˜ satisfying Assumption 3.5.
Theorem 3.11. Consider an economic MPC problem without terminal constraints satisfying Assumptions 3.9 and 3.10 and let x e be the optimal steady state. Then x e is practically asymptotically stable on each compact subset S ⊂ R n w.r.t. ε → 0 as N → ∞ if and only if the pair (A, B) is stabilizable.
In this case, the problem is strictly dissipative and the functions V N are practical Lyapunov functions for the closed loop and ε converges to 0 exponentially fast in N .
Again, the proof is found in Section 7.
Transient performance
In this section we use the results from the last section in order to prove an approximate transient optimality property of economic MPC without terminal constraints. In order to formulate the concept of transient optimality, assume that the MPC closed loop is practically asymptotically stable, implying
the MPC closed loop trajectories are those with the smallest cost J K (x, u) -up to an error term which vanishes as N → ∞ and
We define
Theorem 4.1. Assume that x e is practically asymptotically stable on a set S ⊆ X w.r.t. ε = ε(N ) for the economic MPC closed loop with Lyapunov function V N satisfying (12), (13) . Assume that there exists
Then the inequality
holds for all K, N ∈ N and all x ∈ S.
Proof: First, by induction from (13) we obtain
Second, from the dynamic programming principle
and (12) we obtain for all K ∈ {1, . . . , N } and u ∈ U K ε (x)
and we note that for K ≥ N non-negativity of˜ implies the inequality
, implying again (16). Third, we have
and V N (x) ≥ 0. Using these inequalities for all u ∈ U K ε K,N (x) we obtain
implying the desired inequality. ii) Optimal trajectories minimizing (2) in general do not end up near x e , see, e.g., the examples in [5] . Hence, for u ∈ U K (x) the value J K (x, u) can be much smaller than J cl K (x, µ N ) and thus estimate (14) can only hold if we restrict the control sequences to u ∈ U K ε K,N (x). In words, the estimate states that among all trajectories converging to a neighborhood of x e , the ones generated by MPC are -up to the error terms -the ones with the lowest cost J K (x, u).
Numerical example
Example 5.1. Consider the one-dimensional economic growth model from [4] with dynamics
and stage cost
with A = 5 and α = 0.34. We impose state constraints X = [0, 10] and control constraints U = [0. 1, 5] . The optimal steady state of the control system is given by (x e , u e ) = (x e , x e ) with x e ≈ 2.23 and related stage cost (x e , u e ) ≈ −1.467.
The problem is strictly dissipative with storage function 4 λ(x) = σx, σ = 0.2306. Figure 1 shows that the closed loop trajectories converge into a neighborhood of the optimal equilibrium, which is getting smaller as N increases. As Figure   2 shows the neighborhood is shrinking exponentially fast. This confirms our theoretical results since all Assumptions of Theorem 3.7 are fulfilled by this example.
Next we illustrate the approximate optimal behaviour of the MPC closed loop during the transient phase. To this end, we compare the MPC controllers µ N computed using four different cost functions:
4 For linear control systems with strictly convex cost the storage function can always be chosen linear, see [6] or [5] . In this case, strict dissipativity translates to strong duality which can be used in order to compute the storage function λ. For linear systems with non-strictly convex cost functions, a constructive approach to compute λ can be found in [5] . For nonlinear systems, computing λ is in general a difficult task. We note, however, that the knowledge of λ is not needed for implementing our economic MPC controller but only for its analysis. • the original economic stage cost µ eco N
• the rotated stage cost˜ from (9) µ rot N
• the stabilizing quadratic stage cost given N and K we calculate J 
Conclusions
We have presented conditions that yield a practical Lyapunov function and, hence, practical asymptotic stability for the MPC without terminal conditions. The conditions are given for two types of discrete time finite horizon optimal control problems. It was shown that a Lyapunov function for these control systems is given by the optimal value function with respect to the rotated stage costs. Compared to previous results for economic MPC with terminal conditions, our analysis shows that the price to pay for the simplifications gained from avoiding terminal conditions is that we only obtain practical instead of true asymptotic stability of the optimal steady state. However, our results also allow to conclude approximate transient optimality on arbitrary finite time intervals, a result which currently has no counterpart in economic MPC with terminal conditions. The numerical simulations confirmed our theoretical results and have moreover shown that for sufficiently large N economic MPC exhibits the best transient performance among the MPC variants we tested. Nevertheless, the simulations also revealed that MPC based on the rotated stage costs can be an interesting alternative, since in more involved problems it may be computationally infeasible to use these sufficiently large N . For small N , however, MPC based on the rotated cost can be advantageous since it is superior in terms of stability and the transient performance converges faster for increasing N , see, e.g., Figures 9 and 10 . A rigorous investigation of this topic will be subject of future research, along with the attempt to compute quantitative estimates for the optimization horizon N needed in order to ensure given error bounds. Moreover, we intend to investigate transient performance also for economic MPC schemes with terminal conditions.
Proof of stability results
Proof of Theorem 3.7: The proof of the theorem is split into three steps.
In step one we show how to obtain inequality (12), in step two we deal with inequality (13) . Finally, in step three the exponential convergence of δ in (13) is deduced. In what follows we will make use of the results in [8] . We mention that the formulas taken from [8] look slightly different here since all the cost functionals in [8] are averaged, i.e., J N (x, u) is divided by N .
Step 1: proof of (12). Strict dissipativity (Assumption 3.1) yields V N (x) ≥ α ( x − x e ) ∀x ∈ X. The upper bound in (12) can be deduced from Assumptions 3.2 -3.4 as follows.
In case x / ∈ B ε (x e ) with ε from Assumptions 3.3, 3.4, there is a control sequence u that steers x into the equilibrium in at most M + K steps (M , K independent of x) and stays there for an arbitrary number of time steps. Therefore, for each N ∈ N it holds
In case x ∈ B ε (x e ), there is a control sequence u ∈ U M (x) with
Together with (10) this yields
for all x ∈ X. Otherwise, we multplyα( x − x e ) by a constantK such that
. Combining these considerations yields
and, hence, (12).
Step 2: proof of (13) . Under the assumptions of [8, Theorem 7.6 ] (for details see below) the last formula in the proof of this theorem shows that there isδ ∈ L such that for all x ∈ X, K ∈ N and N sufficiently large we get
for a functionδ ∈ L (a precise upper bound forδ is given in Step 3 of this proof, below). Now, inserting K = 1 to (18) and observing
which is equivalent to inequality (13) in Theorem 3.7 if we set δ(N ) =δ(N ).
It remains to show that the assumptions of Theorem 3.7, i.e., Assumptions 3.1-3.4 imply the relevant assumptions of [8, Theorem 7.6 ]. These are:
1. Strict dissipativity and λ bounded on X.
(a)
There is C ≥ 0 such that ∀x ∈ X, ∀ε > 0 the quantity
, with α from Assumption 3.1 and u N,x denoting the optimal control for J N (x, u).
(b) There isC ≥ 0 such that ∀x ∈ X, ∀ε > 0 the quantitỹ
, with u N,x denoting the optimal control for
and all x ∈ B ρ (x e ) it holds
4. There are
holds for all x ∈ X, N ≥ N 1 + 1, K = 1. 5. The function λ from Assumption 3.1 is Lipschitz continuous on Bδ(x e ).
We check the five points above.
1. Strict dissipativity holds due to Assumption 3.1, boundedness of λ on X follows from continuity of λ and compactness of X which is Assumption 3.2. (12), the desired property holds for and N ∈ N the inequalities
hold and we conclude V N (x e ) = 0 and thus 5. This is Assumption 3.2.
Step 3: exponential decay of δ. In order to show that δ(N ) in (13) We proceed as in the proof of Theorem 3.7:
Step 1: proof of (12). According to [5 
hence there is C 2 > 0 such that˜ (x, u) ≤ C 2 ( x − x e 2 + u − u e 2 ). Since (A, B) is stabilizable, for each x ∈ R n there exists a control sequence u of infinite length and constants C 3 > 0, σ ∈ (0, 1) independent of x, such that
holds for all k ≥ 0. Combining all estimates implies (x u (k, x), u(k)) ≤ 2C 2 C 2 3 σ 2k x − x e 2 .
We obtain
3. In order to obtain (19) we have a closer look at the optimal value function V N (x). We first remark, that we can eliminate the additive constant c in the system dynamics through a coordinate transformation. This does not change the structure of the stage costs, and, without loss of generality, we can assume that the system is given by dynamics x(k+1) = Ax(k)+Bu(k) and stage costs (x, u) = x T Qx + u T Ru + s T x + v T u with R, Q symmetric and positive definite. It follows from the dynamic programming principle that for each N ∈ N the optimal value function has the form
with P N symmetric and positive definite. We remark, that the proof is 5. Since λ is a linear function (cf.
Step 1 of this proof) it is Lipschitz continuous on every neighborhood of the equilibrium.
Step "⇐": Let the closed loop system be practically asymptotically stable on some compact subset S ⊂ R n with ε → 0 as N → ∞. Then, for each x ∈ S we can choose N large enough such that the feedback steers the closed loop into an arbitrarily small neighborhood of x e . This implies stabilizability of (A, B).
