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Let T be a Cr map from an open subset of a separable Hilbert space into the 
Hilbert space, and r a negatively invariant compact set, that is T(F) Z r. 
Suppose the derivative of T for x E r is a uniform contraction on a subspace of 
finite codimension. Then the topological dimension of r is finite. This result 
may be used to show that for certain delay differential equations and partial 
differential equations, any almost periodic solution has only finitely many 
rationally independent frequencies, thus extending results of Cartwright for 
ODE’s. 
1. INTRODUCTION 
It is well known [5] that for a hyperbolic fixed point or hyperbolic periodic 
solution of the retarded functional differential equation 
‘w = fW (1.1) 
the unstable manifold is finite dimensional, while the stable manifold has 
finite codimension in tlie phase space C = C([-Y, 01, P). The reason for 
this, roughly is that if a solution x(t) of (1.1) is on the unstable manifold, 
then it is defined for all t E (- 00, 01. As we solve the equation (1.1) forward 
in time, the initial data is smoothed, so the solution operator T(t) (see [5] 
for notation) is thus a locally compact (nonlinear) operator, at least for 
t > Y. As we continue a set of solutions forward for longer and longer times, 
they are squeezed (except in a finite number of directions) into a smaller 
and smaller space. This suggests that if we consider the set r of initial 
conditions such that there exists a solution on (- co, 0] satisfying an ap- 
propriate bound, then, in some sense, I’ is finite dimensional. It is the object 
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of this paper to make this notion precise, and to give several examples and an 
application. 
We shall first mention some related results. Kurzweil[7, 8,9] has considered 
linear retarded FDE’s. One of his results concerns the equation 
i?(t) = a(t) x(t) + b(t) x(t - 1) (1.2) 
where s:-r j a(s)] ds and sip1 1 b(s)/ ds are bounded on (-a, 01. Given a 
constant OL > 0, he shows that the set of initial conditions x,, = 4 such 
that x(t) can be continued backward to all of (--co, 0] and such that 
1 x(t)]& is bounded there forms a finite dimensional linear subspace of C. 
For the autonomous case, this of course follows immediately from the 
standard theory of linear autonomous retarded FDE’s [5]. 
In [lo], Kurzweil considers the equation 
ff@) = f(@), x(t - 6)) (1.3) 
where E > 0 is small, and f and its first derivative Df are uniformly bounded 
and uniformly continuous Rn x Rn. If E is sufficiently small, then there is a 
function p: Rn + Rn with p(x) - x and its derivative Dp(x) - I uniformly 
small on Rn, such that any solution of the ODE 
is a solution of (1.3), and any solution of (1.3) defined on (--co, co) is a 
solution of (1.4). Thus for E small, the set of initial conditions x0 = 4 
of (1.3) which have backward extensions to (-co, 0] is diffeomorphic to Rn, 
and thus finite dimensional. 
Ruiz-Claeyssen [14] has considered, more generally, 
where h is a suitably small perturbation. Using invariant manifold techniques, 
he shows that those solutions of the perturbed equation with a prescribed 
backward exponential growth rate (possibly depending on the spectrum 
of the linearized equation) lie on a finite dimensional manifold and are 
solutions of an ODE. (Kurzweil’s result for small delay is equivalent to 
L = 0 and h small, via a change in time scale.) 
Finally, Foias and Prodi [4] and Ladyzhenskaya [ 1 l] consider the Navier- 
Stokes equation. Under appropriate conditions, the set of solutions of this 
equation which are defined for all time t E (-co, co) forms a compact 
dynamical system. For large 71, the orthogonal projection of these solutions 
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onto the subspace spanned by the first n eigenfunctions of the linearized 
Navier-Stokes equation is one-to-one, and thus a homeomorphism. Hence, 
the set of solutions defined on (- co, co) is a finite-dimensional set. 
2. ABSTRACT THEOREMS IN HILBERT SPACE 
In this section we state and prove our main result. Several applications 
will be given in the following sections. 
THEOREM 2.1. Let H be a separable Hilbert space, and suppose 
l-CUCH 
where r is compact and U is open. Let 
be Cl (have a continuous Frkhet derivative) and be “negatively invariant,” 
that is 
T(r) 2 r. 
Suppose further there is a linear subspace C C H with 
[IDT(x)l,I/ < 1 for xfzr and codim C < co. (2.1) 
Then the topological dimension of r is finite. 
Before giving the proof of the theorem, we shall make some remarks on 
topological dimension and its relation with Hausdorff measure. For more 
details there is an excellent treatment in [6]. If Sz is a separable metric space 
and S C Q, let d(S) denote the diameter of S. If 6 > 0 and N > 0, let 
&J(Q) = inf f d(Si)N, 
i=l 
taken over all unions 
Q = u si, d(5) < 8, 
and let 
PN(Q) = $+y PSYQ). 
The above limit exists (it may be infinite) since p/ is nonincreasing in 8. 
We say that #‘(Q) is the N-dimensional HausdorR measure of Q. Note that N 
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need not be an integer. It is known [6] that if pN(G) = 0 for some N, then Sz 
has finite topological dimension. Further, LJ has finite topological dimension 
iff it is homeomorphic to some subset of some finite dimensional Euclidean 
space. 
Before proving this theorem, we need the following: 
LEMMA 2.1. Let E C Rn have diameta 7 < co and let p > 0 be an integer. 
Then there exists a partition of E into not more than pn sets, with each set of 
diameter at most 2r$/2p-1. 
Proof. Enclose E in a ball of diameter 277, and the ball in a cube of edge 
277. Partition the cube into p” subcubes K, , each of edge 277p-l, and thus 
of diameter 2+/2p-1. It follows that the sets {Kd n E} form the required 
partition. 
Proof of Theorem 2.1. We shall show there exist constants 01, /3 E (0, l), 
6, > 0 and N > 0 such that given sets {&} with 
then there are sets Qij C H, i 3 1, 1 <j < vi , such that 
Since we may choose the & initially so that xi d(SJN is arbitrarily close to 
paN(r), the last inequality implies 
Upon iterating, we obtain 
for m = 1, 2, 3 ,... . (2.4) 
Now since r is compact, it may be covered by a finite number of balls of 
diameter less than 8, implying that 
PSNvY < *- (2.5) 
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We conclude from (2.4) and (2.5) that 
thus proving the theorem. We now, therefore, prove the existence of a, 
,!I, 6, and N, and describe the construction of the Qil . 
Since ris compact, and from (2.1), there are constants K > 0 and a E (0, 1) 
and an open neighborhood (without loss of generality U) of r such that 
II W4ll < K II W&II G a for all x E U. (2.6) 
Let 6, > 0 be the distance between r and H - U, and suppose S, and 6 
are as in (2.2). Let F be the orthogonal complement of C, and set 
dimF=n<co. 
Since H is a Hilbert space, the orthogonal projections rre and rr, onto C and F 
respectively have norm one. Hence 
& csf f&r,(&)) < qs,) d 6 
7jt cEf d(7r~(S~)) < d(S$) < 6. 
(2.7) 
If pi > 0 is an integer (to be determined later), then by Lemma 2.1 there 
are subsets Fij C T+(S) with 1 < j < vi such that . 
T&&) = ij Fij for some vi <pin, and 
j-1 
d(Fi,) < 2Tin1”p;’ for all j. 
We are using the fact here that since H is a Hilbert space, the metric on F 
is just the Euclidean metric on Rn. Let 
Pij = ?I;‘(FJ n Si , Qi, = Vd, so 
Letting hull(SJ denote the convex hull of Si , we see that 
d(SJ = d(hull(S,)) < 8 < 6, , 
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so that 
Si C hull(&) C U. 
We must now estimate d(QJ to prove (2.3). For u E H, we write u = (v, w) 
where w E C, w E F. Now fix points u1 , ua E Pij ; hence, T(q) and T(us) are 
arbitrary points in Qu . We have immediately 
and 
// w, - w2 11 < d(q(P,)) = d(FJ < 2r]g~~‘~p;? 
Since hull(P,J C hull(&) _C U, we have 




o1 DT(u, + t(u, - i~z))(wl- ~2 , 0) dt 
+ j’ DW, + t(u, - ~2))(0, WI - ~2) dt. 
0 
From the estimates in (2.6) we conclude 
II TO4 - W4ll < a II 01 - ~2 II + K II WI- w, II 
and hence 
< afi + 2K~&‘~p;‘, 
d(Qij) < aSi + 2Kq,n1’2p;1. (2.8) 
For a fixed (but yet to be specified) N > n, the integer pi is chosen as follows. 
Let 
Pz+g$ -$$$+l], if Si>O, 
p, 3 max{4Kn1/2, (4Kr~l/~)Nl(N-n)}, if & = 0. 
We continue estimating d(Qij) with this choice of pi . 
Case I. &#Oandp, = 1. Wehave 
d(Q,) G a& + 
2K .n112 
F, < a& + 
(2K77in’/2)(an1/25i) 
z KM 
= (1 + 2n/N) a& < (1 + 2n/N) ad(&) 
< (1 + 2n/N) a& 
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Wehavepi = l,andsovi = LThus 
[ gl 4QidN]1'N = d(Qi,) < (1 + NW ad(&). 
Case II. & # 0 and p, > 1. The estimate 
4Qd d (1 + WV) ati < (1 + 24N) a8 
holds here as in Case I. Fix b > 0 so that a(1 + b)1/2 < 1. Then 
[$il 4QtdN]liN < [zl ((I + $) u&)NJ~P 
= x4’” (1 + $) a& 
G I-P. (1 + g, a (fi2 2&i2)l,a a2 + tqlty. 
From the definition of p, and (2.3, the above is bounded above by 
x (1 ;)cN-W2N 
b-~wz(l + by d(S,) 
Case III. & = 0. From (2.8) we have 
and 




< 2Kn”‘y~;‘~-~)‘~ d(S,) < d(S,)/2. 
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Now CL, p and N are to be chosen. First observe that 
i% 0 = a(1 + b)1/2 < 1. 
We choose OL, /I E (0, 1) and N > rz to satisfy 
(1 + 24’9 d a, [(l + 2+9$” < 8, 
DN </A l/2 <a: and u/2)N <B. 
The estimates obtained in the above three cases, together with the definition 
of 01 and fl imply immediately that 
and 
1 4QdN < B C 4&Y, 
i.j 2 
thus completing the proof of the theorem. 
COROLLARY 2.1. Let r, U, H and T be as in Theorem 2.1, but replace 
condition (2.1) with the condition that DT(x) is a compact operator for each 
x E r. Then r is jnite dinwnsional. 
Proof. We shall show that (2.1) actually does hold for an appropriate C. 
For each x E I’, DT(x) is a compact operator, so there is a subspace C(x) C H 
of finite codimension for which 
II DT(x)lc(z) II 
There is thus a neighborhood x E V, C V 
II DT(~)lcm II < 213 
< l/3. 
for which 
for all y E V, . 
Since r is compact, it is covered by a finite collection (VdE”,, . Letting 
C = fir=“=, C(xJ, we see that C is of finite codimension. For each y E I’, 
we have y E Vm, for some k, and thus 
II WY) Ic II G II WY) Ictz,) II < W, 
proving the corollary. 
COROLLARY 2.2. Let U and H be as in Theorem 2.1 and 
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where B is closed. Let 
T: U+H 
be Cl and suppose T(U) has compact closure. Then the set 
r dz (x,, E B 1 3x, E B, n 3 1 with T(x,) = q-3 
is compact andfinite dimensional. 
Proof. Clearly T(r) 2 r. To see that r is compact, consider a sequence 
x,,” E r. There are x,” E B, n > 1 with T(x,~). = A& . For each n, we 
may choose a convergent subsequence of {x,~}~=~ since 
X7& 111 = T(xz+,) E T(U) = compact. 
By using a diagonal argument in choosing the subsequences, and relabeling 
the x,,m, we set 
x, = lim x-m E B. m+m 
Clearly, T(x,) = x,.-r , hence x,, E r, so I’ is compact. 
By Corollary 2.1, it is now sufficient to show that DT(x) is a compact 
operator for each x E U. If this is not true for a particular x, then there is a 
weakly convergent sequence yn in H, whose image under DT(x) converges 
weakly, but not strongly. In fact, we may assume 
Ilynll = LY,--o, 
II Tx)y, II 2 et DT(~Y, - 0. 
Choose 6 > 0 so that 
Ilx-ql<s*zaEU and I/ DT(x) - DT(Q < 43. 
Then 
z, ds T(x + 6y,) = T(x) + 5” DT(x + ay,J yn dci 
0 
= T(x) + 8 DT(x) yn + c, 
(2.9) 
where II c, /I < 643. Since the z, lie in the compact set T(U), they must have 
a (strongly) convergent subsequence, which we still denote by x~-+ z. 
Clearly 
II T(X) - % II 3 II 8oT(X)Ym II - II C, II 2 2w 
so 
11 T(x) - z II 3 26</3. 
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However, by taking the weak limit in (2.9) we have 
T(x) - z = -weanlf>m@ DT(x) yn + c,) 
= -weak lim c, n-t@= 
implying 
a contradiction. Thus DT(x) is compact for each X. 
3. EXAMPLES 
We present here two examples of differential equations to which our 
theorem can be applied. The examples were chosen simply to illustrate the 
preceeding results, and so do not include the most general types of equations 
that could be considered. 
EXAMPLE 3.1. Consider the retarded delay-differential equation 
qt) = f@(t), x(t - TJ,..., x(t - TN)) (34 
where x E P and f: P (N+l) -+ Rn is Cl and bounded on RntN+l), and rj E (0, 11 
are constants. We choose as our phase space the Hilbert space 
H =P([-1, 0), R*) x RN. 
For 4 EL~([-~, 0), Rn) and p E R”, we denote the associated element of H 
by (C,+(O)), writing 4(O) for p. The norm in H is given by 
Given (4, #I)) E H, we consider Eq. (3.1) along with the initial value problem 
x0(e) Ef x(e) = #I) -i<e(:o 
40) = 4(O)* 
(3.2) 
Using standard techniques, it is easily shown that this IVP has a unique 
solution x(t) for t 2 0. In this way we obtain a semiflow T(t) in H, defined by 
W(h d(O)) = 6% 7 w>, t>o 
x,(e) dZf $(t + e), -4 Ge<o. 
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For each t >, 0, the quantity x(t) is well defined since the solution x is 
absolutely continuous on [0, co). Setting 
T = T(1): H-NH, 
it follows that sincefis c1, so is T. Further, the boundedness offand absolute 
continuity of x imply T takes bounded sets into sets of compact closure. For a 
given constant b > 0, if we let 
B = N4, d(O)) E H I I @)I < b at. ad I d(O)1 < Q, 
u = W, d(O)) E H I Ilk4 MWI” -==I 3b2]> 
I’ = ((4, b(O)) E H 1 the IVP (3.1), (3.2) has a solution x(t), 
t < 0, such that 1 x(t)1 < b for t < 0}, 
then applying Corollary 2.2, we conclude that r is compact and finite 
dimensional. 
We remark that although our abstract theorem is set in a Hilbert space, 
much of the theory of delay-differential equations has been developed in the 
Banach space C = C([- 1, 01, R”). However, each element of r represents 
a continuous function, so may be considered as an element of C. This gives 
rise to a corresponding set p’c C. The equicontinuity of x implies f is 
compact, and so the correspondence p-+ r is a homeomorphism. Thus f 
is also finite dimensional. 
Oliva [ 121 has considered retarded functional differential equations 
defined on a compact manifold Mn and in [13] asks whether generically l’ 
is a submanifold or union of submanifolds of C([- 1, 01, Mm). He notes 
that if r is a submanifold (and the differential equation is suitably bounded) 
then it is compact and hence finite dimensional. By embedding M” in 
Ran+l and extending (3.1) to all of R2n+1 as in [12], we see that by the previous 
example it is always the case that r is finite dimensiona1.l 
EXAMPLE 3.2. Consider the semilinear parabolic PDE 
au/at = (a2upx2) +f(u) 
with boundary conditions for u(t, x) E Rn 
(3.3) 
up,4 = #>, O<X<?r, 
u(t, 0) = u(t, 1) = 0, 0 < t. (3.4) 
Heref: I? -+ Rn satisfies 
sup If’j’(u)l < 00, j=O,1,2. (3.5) 
UERn 
1 J. Yorke has informed us of an example [16, Theorem 21 of a continuous functional 
differential equation for which r is infinite dimensional. Thus the smoothness assump- 
tion of Example 3.1 is essential. 
342 JOHN MALLET-F’ARET 
Using the kernel 
K(t, X, E) = 
t 
-$ f’ ewnzt sin nx sin fit) 1 
T&=1 
where I is the n x n identity matrix, we write (3.3), (3.4) in the integrated 
form 
‘@, x) = 66 $1 + Jot [ K(t - S, x, &f(u(s, f)) dcf ds, 
(3.6) 
It is easily seen by integrating by parts that any classical solution (i.e., u, 
au/i%, au/ax, and a2u/ax2 continuous) of (3.3), (3.4) also satisfies (3.6). We 
have the following theorem for (3.6). 
THEOREM 3.1. If (3.5) holds, then for each C$ EU((O, ?T), Rn) then is a 
unique solution u = u(t, s, 4) to (3.6) on 
where r is su@iently small, but independent of #. Further, u is continuous for 
t > 0, and so 
is defined. The map A from L1 = L1((O, rr), R”) to C” = C”([O, r], Rn) is c1 
and takes bounded sets to sets of compact closure. 
We shall only give an indication of the proof, as fairly standard arguments 
are employed. Throughout the remainder of this example, C denotes a 
constant depending only on f and r; in particular, when we consider sequences 
below, C will be independent of n. The following very important estimates 
are easily obtained: 
I qt, x, &I < ct-1’2, 
I &t, 4 < ct-1’2 II 4 
where 11 . 11 is the norm in L1. Introducing the transformation 
(3.7) 
(r’u)(t, x1 = & x) + r,” [ K(t - S, x, 5) f(y(s, I)) & & 
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we see that for any measurable II, the function Y’Qu is continuous for t > 0 
and Y*u - 6 is bounded on Q. Also, for small r, independent of $, we have 
sup(9-%-9-%[ <*supIU--we,. 
0 0 
Hence Y* has a unique fixed point, denoted u(t, x, $), which is thus a 
solution (3.6). Th e map A in the statement of the theorem is thus defined. 
For any u(t, X) consider the “variational” transformation 
Y-4(t, x) = ii(4 x) + lot [ qt - 6 x, k)f’(u(s, 5)) w(s, 5) & ds. 
We have similarly, for each 77 ELI, 
s;pIPJ.flw-V~~~yI <*s;plw-yl 
and conclude Yn*u has a unique fixed point w(t, x, 7, u) continuous for 
t > 0 for which w - ij is bounded. In fact, letting 
w” =7i; wn+l = ym$p, 
then wn converges uniformly to w(t, x, 7, u), and 
sup I wn+l - wn I < (C/2”) II 7 II 
0 
and so 
I w(t, x, 7, 41 < ct-l’z II 71 II. 
We define a bounded linear operator B(u) from Ll to C” by 
B(u)7 ef W(T, *, 7, u). 
We shall show that DA($) = B(u(+)). 
To this end, let u = u(d) and set 
Do = u + 7j, 




sup 1 era+1 - 
0 
0” 1 < (l/2”) s”op I WI - 24 - ?j 1 
= (l/29 s”op I 9-m+n(, + +j) - 57% - q I 
< (C/2”) II 7 Il. (3.10) 
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Thus v = v(+ + 7) = Iim,,, v)” uniformly. We shall show, for small 11 q I/ 
I vl(t, x) - 46 4 - wl(t, x)1 < Ct-1’2 II 7 /I2 ln(ll 7 II-l), (3.11) 
1 v’n+yt, x) - wn+yt, x) - vyt, x) + wyt, x)1 
G (C/W N2 II 7 II2 WI1 7 II-% (3.12) 
and hence it will follow that 
I 44 4 - u(t, x) - 44 4 < 2Ct-1/2 /I rl II2 1471 II-l), 
II 44 + 7) - 44) - W4h IIco G C II rl II2 WI rl V), 
proving DA(+) = B(u(+)). 
From (3.8) and (3.10) with n = 0, it follows 
I fw, 4 - @, 4 - WV, ‘$1 < c II 7 II, 
hence (3.11) holds for t < II q /12. 
The estimate 
(3.13) 
If@49 5) + +xs, 63) -fW, 4)) -fW, 5)) +j(s, 01 
< C mintI ii(s, 01, I fXs, 4)lY d C min{s-1’2 II rl II, s-l II r] II”} 
implies, for t > I/ 7 j12, that 
1 vyt, x) - up, x) - wl(t, x)1 < C j”“l’(t - s)-l/2 s-1/2 II 7l 11 ds 
0 
+ C I,:,,, (t - W2 s-l II 7 II2 ds 
< ct-112 /I ?j 112 
that is, (3.11). 
+ CtH2 II rl II2 W II rl II-“) 
< CH2 II 17 II2 WI 71 1-1>, 
We prove (3.12) by inducting on n. Hence, the important estimate is 
I f@YS, 6)) - f’(G 5)) w”h 6) - f(@YS, 5)) 
+ f’Ms, I)) w”-Ys, 4)l 
< lf’(@, 5)) II @yS, k) - w”(s, 5) - z+(S, t) + wys, C)I 
+ If’(Z)*) -f’W, 5))l I vn(s, 0 - o”-Ys, .!)I 
< c 1 vqs, 5) - wys, S) - wys, f) + w”-ys, [)I + (C/29 s-112 /I?J 112 
< (QP-9 s-1/e II rl II Ml rl II-‘) 
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where v* is between vn and v+-l, and C is a constant independent of n, 
but possibly different from the C in (3.12). Then 
1 vn+yt, x) - wW”+yt, x) - vyt, x) + ‘wyt, x)1 
< & lot (t - s)-li2 s-l/2 11 7 II2 ln((( 7 11-l) ds 
= & 11 7 II2 ln(lj 7 11-l) s,’ (1 - ~)-l/~ s-li2 ds 
G $ t-v2 II rl II2 Wll v II-‘) 
provided T is sufficiently small. This then proves (3.12), and shows DA($) = 
W44). 
It follows immediately that A is Cl, from (3.13) and the fact that from 
(3.9), the norm of the operator (1 DA($)l( is bounded for all 4. For if 
then 
II 9 - # II = l 2 W-l), II q II = 1 
and so, since this holds for all 1) q 11 = 1, 
1) DA(+) - DA(#)Jj < e-l 3Ce2 In(4) = 3Ce ln(e-l), 
implying DA(+) is continuous and hence A is Cl. 
To complete the discussion of the above theorem, we show A takes bounded 
sets into sets of compact closure. From (3.7) and 
g (t, x, t> 1 < ct-l 
we have 
lp-W(T, 4 - (Fd4(T, r)l 
< c ( x - y 1 114 11 + C s:_,.-w’* (T - s)-’ I x - y I ds 
B C I x - Y I WI x - Y I-W + II 4 II). 
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Also 
hence Y*u and thus A(+) lie in bounded equicontinuous subsets of c” for + 
bounded. 
The map A may be considered as mapping P((0, r), R”) into itself. 
Calling this map T and arguing as in Example 3.1, we conclude that for any 
constant b > 0, the set 
and there is a solution u(t, x) to (3.3), (3.4) for t < 0 with 
(6 1 u(t, x)1” &)l” d b there/ 
is compact and finite dimensional. 
4. AN APPLICATION TO ALMOST PERIODIC SOLUTIONS 
A continuous function x: R -+ H, where H is a Hilbert space, is called 
almost periodic (a.p.) if for any sequence {t,,} of real numbers, there is a 
subsequence {tn’> such that the functions 
G(t) = x(t + t,‘) 
converge uniformly on R to a function y(t). The set .z? of all such y is called 
the hull of x, and is a compact subset of C”(R, H) with the uniform topology. 
Further, y is itself a.p. and its hull is also Z’. For all real h the limit 
A(h) = $+2 -& 1’ x(t) e-At dt 
0 
exists and is zero except for at most a countable number of h, say 
A” ep A(A,) #0, v = 1, 2 )..., N, N<CO 
for distinct (1,. This is expressed by writing the Fourier series for x 
40 - f A,,evfAvt. 
v=l 
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If two a.p. functions have the same Fourier series, then they are equal for 
all t. For H = Rn the above can be found in [1, 151, although the results 
hold for arbitrary H. 
In [2], Cartwright showed that if x(t) E Rn is an a.p. solution of an auto- 
nomous ODE, then the linear span A of {A”} over the rationals has at most 
dimension n - 1. We present generalizations of this result to the equations 
considered in Section 3. 
THEOREM 4.1. Let x(t) be an almost periodic solution of the equation (3.1), 
where f is Cl. Then A? is j&&e dimensional that is, there are only $nitely many 
rationally independent frequencies in the Fourier series for x. 
THEOREM 4.2. Let u(t, x), considered as a continuous map t -+ u(t, -) from 
R to L2((0, r), R”), be an a.p. solution of the equation (3.3), (3.4). Then &Z is 
finite dimensional. 
Remark. An essential part of Cartwright’s proof consists in showing 
that the dimension of the vector space A’? equals the topological dimension 
of &‘. In her proof, she assumes a priori that x(t) is a solution of an ODE 
and thus identifies .&’ with the orbit closure of x(t) in R”. By slightly modi- 
fying her proof it is easily seen that we may work directly in .8 and so obtain 
THEOREM 4.3. (Cartwright [2, Theorem 81). Let x: R -+ H be a.p. Then 
dim A! = dim X. 
We now present 
Proof of Theorem 4.1. Since (3.1) is autonomous, it is clear that each 
y E H is also a solution of (3.1). Fixing 
b = ""RP 1 x(t>l, 
then for each y E .9’ the function y0 E C belongs to l’ as defined in Example 
3.1. The map 
~--bYY+(Yo,Y(w 
is continuous. It is one-to-one, since if ysr = yo2 and ~~(0) = ~~(0) for some 
yf, y2 E 2, then ytl = yt2 for all t > 0 by uniqueness of IVP’s. Thus 
YW = Y2(Q, t B 0 
Since y1 and y2 are a.p., it follows from uniqueness of Fourier series that 
y’(t) = y2(t), t E R. 
505/22/z-8 
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Thus, Z is homeomorphic to a subset of r, and hence 
dim A! = dim 2 < dim r < co. 
The proof of Theorem 4.2 is similar to that of Theorem 4.1 and so will be 
omitted. 
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