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“Nothing	in	the	world	can	take	the	place	of	persistence.	Talent	will	not;	nothing	is	more	
common	than	unsuccessful	men	with	talent.	Genius	will	not;	unrewarded	genius	is	almost	a	
proverb.	Education	will	not;	the	world	is	full	of	educated	derelicts.	Persistence	and	
determination	alone	are	omnipotent.	The	slogan	Press	On!	has	solved	and	always	will	solve	the	
problems	of	the	human	race.”	
Calvin	Coolidge	
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NEDERLANDSE	SAMENVATTING	
	
Dit	onderzoek	evalueert	de	rol	van	permafrost	op	het	temperatuursverloop	in	het	verleden,	door	het	
Vrije	Universiteit	Amsterdam	Permafrost	Sneeuw	model	(VAMPERS)	te	integreren	in	het	mondiale	
klimaatmodel	iLOVECLIM.	VAMPERS	is	een	1-dimensionaal	warmtegeleidingsmodel	met	faseverandering	
terwijl	iLOVECLIM	een	3-dimensionaal	model	van	het	gekoppelde	atmosfeer-oceaan-vegetatie-systeem	
is.	De	doelstellingen	van	deze	integratie	zijn	1)	om	permafrostdikte	en	-verdeling	in	te	schatten	
gedurende	zowel	het	Laatste	Glaciale	Maximum	(LGM,	ongeveer	21	duizend	jaar	geleden)	als	de	laatste	
deglaciatie	(21	tot	9	duizend	jaar	geleden),	en	2)	om	het	thermische	terugkoppelingsmechanisme	van	
permafrost	in	zowel	een	niet	veranderende	toestand	(LGM)	als	gedurende	een	klimaatovergang	(laatste	
deglaciatie)	te	begrijpen.		
	 Met	deze	experimenten	zijn	we	in	staat	om	de	hypothese	te	toetsen	dat	permafrost	kan	
fungeren	als	een	negatieve	terugkoppeling	gedurende	opwarmingsperiodes,	waarbij	een	deel	van	de	
beschikbare	energie	wordt	gebruikt	voor	latente	warmte	bij	ontdooiende	permafrost.	Ten	einde	deze	
doelstellingen	te	halen,	doorloopt	het	project	drie	ontwikkelingsfasen	(Figuur	1.10).	
	 De	eerste	fase	(hoofdstukken	2	en	3)	bestaat	uit	de	constructie	van	een	permafrost/bevroren	
grondmodel	dat	geschikt	is	voor	simulaties	op	een	millenniumschaal	binnen	versie	1.2	van	LOVECLIM.	In	
hoofdstuk	2	wordt	bepaald	of	dit	nieuw	ontwikkelde	VAMPER	model	de	permafrostdiepte	redelijk	kan	
inschatten.	We	valideren	de	toepasbaarheid	van	VAMPER	op	twee	manieren:	1)	door	geobserveerde	
permafrostdiepte	in	Barrow,	Alaska,	te	simuleren	en	2)	door	resultaten	te	vergelijken	met	andere	
soortgelijke	permafrostmodellen,	vooral	wat	betreft	permafrostdiktes	op	een	tijdschaal	van	millennia.	
Uit	deze	beide	validatieprocedures	blijkt	dat	de	simulatie	dicht	bij	de	waargenomen	permafrostdikte	bij	
Barrow	komt	en	dat	de	VAMPER-resultaten	redelijk	goed	overeenkomen	met	die	uit	studies	met	een	
overeenkomstige	modelleerstructuur.	In	hoofdstuk	2	wordt	verder	verslag	gedaan	van	een	deglaciatie-
experiment	dat	wordt	aangestuurd	door	oppervlaktetemperaturen	van	LOVECLIM	voor	een	locatie	in	
Wyoming,	VS.	Gegeven	de	beperkingen	en	interpretatie	van	deze	forceringen,	voldoet	deze	eerste	
benadering.	Geconcludeerd	kan	worden	dat	VAMPER	inderdaad	in	staat	is	om	permafrostdynamiek	te	
simuleren	en	daardoor	geschikt	is	voor	paleoklimaatsimulaties	binnen	LOVECLIM.	
	 In	Hoofdstuk	3	onderzoeken	we	VAMPER	verder	als	een	op	zichzelf	staand	permafrostmodel	
door	een	reeks	gevoeligheidsproeven.	Verder	brengt	het	VAMPER	model	de	eerste	permafrostdiktes	
tijdens	het	LGM	en	van	de	evolutie	ervan	voort,	gebruik	makend	van	opgelegde	luchttemperaturen	aan	
het	oppervlak.	De	resultaten	van	deze	simulaties	geven	inzicht	in	hoe	VAMPER	te	koppelen	is	binnen	
een	opgewaardeerde	versie	van	het	klimaatmodel,	(iLOVECLIM	genaamd,	met	een	i	om	de	invoering	van	
een	stabiele	isotopenmodule	weer	te	geven).	Specifiek	zijn	hiervoor	enkele	modelaanvullingen	in	
VAMPER	nodig	en	een	validatie	ten	opzichte	van	hedendaagse	waarnemingen	van	permafrostdistributie	
en	-diepte,	die	in	fase	II	ondernomen	wordt.	
	 Het	doel	van	de	tweede	fase	(Hoofdstukken	4	en	5)	is	om	VAMPER	te	koppelen	aan	iLOVECLIM.	
Ook	in	deze	fase	zijn	enkele	grote	aanvullingen	toegevoegd	aan	VAMPER,	waaronder	een	
tijdstapverandering	en	integratie	van	sneeuwlagen	om	thermische	buffering	toe	te	staan	tussen	lucht-		
en	grondoppervlaktetemperatuur.	Om	deze	belangrijke	verbetering	met	een	sneeuwmodule	aan	te	
geven,	is	deze	volgende	VAMPER-versie	herbenoemd	als	VAMPERS.	Een	andere	aanvulling	is	de	
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introductie	en	integratie	van	ruimtelijk	variabele	weergaves	van	twee	parameters,	geothermische	
warmtestroom	en	porositeit.	In	Hoofdstuk	4	vinden	we	inderdaad	dat	de	toevoeging	van	deze	
aanvullingen	de	simulaties	verbeterden.	Opmerkelijk	zijn	een	meer	realistische	weergave	van	de	
thermische	sprong	aan	het	oppervlak	(verschil	tussen	grond-	en	luchttemperatuur	aan	het	oppervlak),	
simulatie	van	de	jaarlijkse	dooilaag	en	betere	inschatting	van	de	porositeit	en	de	geothermische	
warmtestroomparameters.	
	 In	Hoofdstuk	4	onderzoeken	we	ook	de	mogelijkheid	om	VAMPERS	hedendaagse	permafrost	te	
laten	simuleren	met	pre-industriële	landoppervlaktetemperaturen	uit	iLOVECLIM	als	forcering.	Als	we	
de	verschillen	in	ruimtelijke	schaal	in	aanmerking	nemen	(puntmetingen	ten	opzichte	van	het	
modelrooster),	worden	de	simulaties	als	redelijk	beschouwd.	Er	is	echter	enige	afwijking	tussen	
waargenomen	en	gemodelleerde	waardes.	De	redenen	hiervoor	zijn	factoren	als	het	relatief	grofmazige	
horizontale	rooster	van	de	atmosferische	component	(ECBilt),	de	onjuiste	weergave	van	de	mate	waarin	
de	omgeving	invloed	heeft	in	hoger	gelegen	gebieden,	en	de	aanwezigheid	van	permafrostrelicten.		
	 Hoofdstuk	5	is	een	voortzetting	van	fase	II	en	analyseert	de	één-richting	koppelingsresultaten	
voor	het	LGM.	Ten	gevolge	van	het	beperkte	oplossend	vermogen	van	ECBilt,	leveren	de	
modelresultaten	slechts	de	benadering	van	de	continue	permafrostverdeling	gedurende	het	LGM.	
Modelresultaten	worden	vergeleken	met	de	gereconstrueerde	LGM-permafrostverdeling	van	
Vandenberghe	et	al.	(2014).	Er	is	over	het	algemeen	goede	overeenkomst	met	hun	reconstructie	tot	
ongeveer	55-50°N	in	Azië	en	op	de	Tibetaanse	hoogvlakte.	Mogelijke	oorzaken	voor	de		verschillen	in	de	
afwijkende	gebieden	(zuidelijk	Azië,	Europa	en	Noord	Amerika)	tussen	VAMPERS	en	Vandenberghe	et	al.	
(2014)	kunnen	als	volgt	verklaard	worden:	(1)	de	ECBilt-VAMPERS	berekende	
grondoppervlaktetemperaturen	waren	eenvoudigweg	te	warm;	en/of	(2)	ECBilt-VAMPERS	heeft	moeite	
met	permafrostweergave	boven	een	gemiddelde	jaarlijkse	grondoppervlaktetemperatuur	van	0°C.	
	 Fase	III	(Hoofdstuk	6)	analyseert	hoe	de	thermische	rol	van	permafrost	invloed	uitoefent	op	het	
klimaat.	Bij	koppeling	van	VAMPERS	aan	ECBilt	binnen	iLOVECLIM,	komt	het	thermische	
terugkoppelingseffect	van	permafrost	op	luchttemperaturen	aan	het	oppervlak	tot	uiting	in	het	
seizoensignaal	als	opwarmend	in	de	winter	en	afkoelend	in	de	zomer.	Dit	±	2°C	sterke	seizoeneffect	op	
de	noordelijke	breedtes	is	waargenomen	voor	zowel	de	evenwichtsexperimenten	als	in	tijdsafhankelijke	
simulaties	met	een	temperatuurverloop.	Bovendien	leidt	deze	verschuiving	in	luchttemperatuurregime	
aan	het	oppervlak	tot	secondaire	effecten	in	atmosferische	circulatiepatronen,	resulterend	in	een	
abnormale	noordwaartse	stroming	en	afkoeling.	De	hypothese	die	aanneemt	dat	degraderende	
permafrost	kan	dienen	als	een	buffer	voor	aanzienlijke	warmteopname	of	-afgifte	bij	grote	
klimaatveranderingen,	wordt	niet	bevestigd.	Er	is	een	effect	op	jaarlijkse	luchttemperaturen	aan	het	
oppervlak	gedurende	de	deglaciatie,	die	de	opwarmingstrend	ergens	tussen	+0,2	en	+0,4°C	verschuift,	
maar	dit		effect	is	zo	zwak	dat	het	niet	mogelijk	blijkt	om	de	specifieke	oorzaken	te	onderscheiden.		
	 In	Hoofdstuk	6	komt	ook	de	permafrostrespons	gedurende	de	klimaatovergang	van	de	laatste	
deglaciatie	tevoorschijn.	Gevonden	wordt	dat	een	opwarmend	klimaat	niet	noodzakelijkerwijze	
resulteert	in	het	verdwijnen	of	dooien	van	permafrost,	omdat	vele	veranderingen	aan	het	aardoppervlak	
dit	verband	compliceren.	Een	ander	resultaat	is	dat	de	mate	van	permafrostdegradatie	en	vorming	van	
relict	permafrost	gerelateerd	is	aan	de	aanvankelijke	(in	evenwicht	gebrachte)	thermische	toestand	van	
permafrost	(dwz.	‘warm’/’koud’)	en	de	sterkte	van	de	oppervlakteverstoring.	Tenslotte,	zelfs	bij	een	
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kleine	(netto)	respons	in	de	verspreiding	van	permafrost,	kan	er	een	aanzienlijke	reductie	van	
permafrost	optreden,	wat	het	belang	aantoont	van	het	simuleren	van	zowel	permafrostdikte	als	-
verdeling	voor	het	interpreteren	van	de	totale	permafrostrespons.			
	 Hoofdstuk	7	geeft	de	synthese	weer	van	dit	onderzoek,	samen	met	aanbevelingen	voor	
toekomstige	verbeteringen	op	het	gebied	van	het	modelleren	van	permafrost	en	klimaatverandering.	
Dit	houdt	verbetering	in	van	VAMPERS	door	de	invoering	van	grondwaterhydrologie	en	-modellering	en	
de	koppeling	van	ondergrondse	warmteopslag	in	de	gemodelleerde	jaarlijkse	dooilaag.	Daarenboven	
zou	het	ook	een	verbetering	zijn	om	een	organische	laag	aan	het	oppervlak	in	te	voeren.	Beide	
verbeteringen	worden	verwacht	invloed	uit	te	oefenen	op	de	ondergrondse	thermische	dynamiek.	Nog	
een	verbetering	in	VAMPERS	zou	de	ontwikkeling	zijn	van	overdrachtfuncties,	zoals	n-factoren	(Klene	et	
al.,	2001),	die	het	grond-lucht	temperatuurverband	gebaseerd	op	oppervlaktecondities	kunnen	
kenmerken,	dit	wil	zeggen	vooral	de	(seizoen)	effecten	van	vegetatie.	Bovendien,	zou	het	gebruik	van	
schaalverkleiningstechnieken	(Levavasseur	et	al.,	2011)	kunnen	resulteren	in	een	betere	expressie	van	
de	lokaal	variërende	landschapsparameters.	Voor	situaties	waarbij	landijs	het	landoppervlak	bedekt,	is	
verder	een	koppeling	nodig	tussen	de	ondergrond	en	de	luchttemperaturen	aan	het	oppervlak.	
	 De	verdere	mogelijkheden	om	de	koppeling	van	VAMPERS	in	iLOVECLIM	te	verbeteren	stoelen	
op	de	eerdergenoemde	terugkoppelingen	van	hydrologische	en	koolstofrespons.	De	hydrologie	van	het	
landoppervlakmodel	in	iLOVECLIM	gebruikt	een	kuipmodel	met	een	vaste	inhoud,	maar	in	de	toekomst	
zou	deze	opbergcapaciteit	gemodelleerd	kunnen	worden	als	een	directe	functie	van	de	diepte	van	de	
jaarlijkse	dooilaag,	waarin	de	bevroren	grond	ondoordringbaar	zou	zijn	zonder	wateropslagcapaciteit	en	
de	onbevroren	grond	in	ondergrondse	opslag	zou	kunnen	voorzien.	
	 Voorts,	het	modelleren	van	de	positieve	terugkoppeling	van	toenemende	atmosferische	
koolstof	uit	ontdooiende	permafrost	moet	aansluiting	maken	met	de	koolstofcyclus	module	van	
iLOVECLIM	(Bouttes	et	al.,	2015).	In	de	eenvoudigste	benadering,	zou	een	eerste	schatting	van	de	in	
permafrost	opgeslagen	koolstof	nodig	zijn	en	dan	een	daaropvolgende	uitstoot	van	koolstof	die	
overeenkomt	met	permafrost	degradatie	die	dan	zelf	weer	invloed	uitoefent	op	de	atmosferische	
koolstofconcentratie.								
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CHAPTER	1	
Introduction	
	
	
1.1		General	Background	
	
There	is	now	mounting	evidence	that	over	the	last	few	decades,	earth’s	surface	temperature	has	risen	at	
unexpected	and	alarming	rates	(IPCC,	2014:	Climate	Change	2014:	Synthesis	Report).	The	concern	of	
anthropogenic-induced	climate	change	is	reinforced	by	familiar	figures	such	as	the	“keeling	curve”	
(Keeling	et	al.,	1995)	(Figure	1.1),	depicting	the	recent	rise	in	atmospheric	CO2	concentrations,	and	the	
“hockey	stick”	,	showing	the	rate	of	global	temperature	change	(Mann	et	al.	2008)	(Figure	1.2).		Even	
more	concerning	is	that	earth’s	polar	regions	exhibit	a	more	amplified	response	to	anthropogenic	
forcing	than	the	mid	and	central	latitudes	(Figure	1.3).	Despite	such	evidence,	the	cryosphere,	as	
opposed	to	the	atmosphere	and	ocean,	is	a	more	recent	system	component	coupled	within	climate	
models.	Even	further,	permafrost,	which	is	recognized	by	the	World	Meteorological	Organization	
(WMO)	as	one	of	the	cryospheric	indicators	of	global	climate	change	within	the	Global	Climate	
Observing	System	(Brown	et	al.,	2008),	is	now	considered	by	the	IPCC		to	be	a	newly	added	component	
within	earth	system	models	(Flato	et	al.,	2013).	
	 Although	the	growing	network	of	monitoring	sites	over	North	America	and	Eurasia,	such	as	the	
Circumpolar	Active	Layer	Monitoring	(CALM)	program	(Nelson	et	al.,	2008),	exemplifies	the	interest	in	
observing	frozen	ground	conditions	as	a	barometer	of	climate	change,	it	was	not	until	more	recently	
that	inherent	feedback	mechanisms	in	the	climate	system	between	permafrost	and	the	atmosphere	
have	been	recognized.		A	majority	of	the	focus	has	been	on	the	greenhouse	gas	influence,	which	exerts	a	
positive	feedback	of	warming	due	to	increased	carbon	emissions	from	thawing	permafrost	(e.g	.	
Anisimov,	2007;	Walter	et	al.,	2007;	Schaefer	et	al.,	2011).	Aside	from	this	link,	there	is	the	thermal	role	
of	frozen	soil	during	climate	change,	which	was	addressed	by	Renssen	et	al.	(2000)	and	later	by	Poutou	
et	al.	(2004).	With	their	work	in	mind	and	in	the	interest	of	continuing	model	advancement,	a	project	
was	developed	to	integrate	permafrost	into	iLOVECLIM,	an	earth	system	model	of	intermediate	
complexity.	This	project	was	funded	in	2007	by	the	Netherlands	Organization	for	Scientific	Research	
(NWO),	where	the	ultimate	goal	was	to	assess	the	role	of	permafrost	during	climate	change.	Realizing	
the	potential	feedback(s)	of	permafrost,	this	meant	the	steps	of	the	project	are:		1)		designing	a	
permafrost	model,	2)	coupling	this	model	into	an	already	existing	climate	model,	and	3)	assessing	the	
thermal	feedback.	This	dissertation	presents	the	culmination	of	that	work.	
	 Less	than	ten	years	ago,	the	existing	literature	revealed	that	the	concept	of	modeling	
permafrost	within	the	earth	system,	rather	than	simply	as	a	response	mechanism,	had	just	began.	Right	
around	the	time	of	our	project	startup	a	few	landmark	studies	came	out.	Notably,	these	were	Lawrence	
and	Slater	(2005),	Alexeev	et	al.	(2007),	and	Nicolsky	et	al.	(2007).	The	first	mentioned	caused	a	bit	of	
debate	in	the	scientific	community	since	Burn	and	Nelson	(2006)	commented	on	their	“greatly	
overestimated”	projection	of	future	permafrost	disappearance.		But	this	simply	demonstrated	the	need	
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for	further	refinement	in	modeling	permafrost	within	a	climate	model.	Since	then,	a	number	of	studies	
have	revealed	their	own	interest	in	integrating	permafrost	(e.g.	Gouttevin	et	al.,	2012;	Paquin	and	
Sushama,	2015).			
	 There	are	three	scientific	topics	which	combine	as	a	function	of	this	project:	permafrost	
(modeling),	paleoclimatology,	and	climate	modeling.	Following	are	short	backgrounds	of	each	one	
separately,	followed	by	our	project	objectives.	Afterward	we	summarize	the	phases	of	our	project	work	
and	their	corresponding	chapters.	
	
1.2		Permafrost	
	
Permafrost	is	defined	by	the	ground	thermal	condition	where	it	remains	at	or	below	0°C	for	at	least	two	
consecutive	years	(French,	2007).	With	this	definition,	it	is	identified	solely	by	temperature,	regardless	if	
any	water	content	is	liquid/frozen.	As	an	example,	the	subsurface	may	have	a	temperature	at	0°C	but	
still	contain	liquid	water	due	to	supercooling	or	there	may	be	nearly	no	water	in	the	ground	at	all	such	
as	in	Antarctica.	For	clarity,	permafrost	(thickness)	is	identified	throughout	this	work	using	temperature	
thresholds	(i.e.	0°C	and	-1°C).	However,	since	we	assume	all	ground	is	saturated	(i.e.	water	content	
equals	porosity),	the	modeled	subsurface	temperatures	are	a	direct	function	of	water	content	and	its	
freezing/thawing	processes.		
	 About	23%	of	exposed	land	area	in	the	northern	hemisphere	is	currently	underlain	by	
permafrost	(Zhang	et	al.,	2003)	(Figure	1.4).	According	to	French	(2007),	who	cites	statistics	from	Brown	
et	al.	(1997),	72%	of	the	northern	hemisphere	permafrost	is	located	on	mountains,	uplands,	and	
plateaus.	The	remaining	28%	occurs	at	lowlands,	highlands,	and	inter-montane	depressions	with	thick	
overburden.	Some	permafrost,	known	as	relict	permafrost,	is	thousands	of	years	old,	formed	as	a	result	
of	previous	cold	temperature	conditions.	
	 The	typical	classification	scheme,	as	described	by	the	International	Permafrost	Association	
(ipa.arcticportal.org)	divides	permafrost	distribution	into	specific	zones	based	on	its	percent	coverage	:	
continuous	extent	(100	to	90%),	discontinuous	extent	(50	to	90%),	and	sporadic	extent	(0	to	50%).	The	
southern	limit	of	the	continuous	permafrost	zone	is	typically	delineated	at	the	-6	to	-8	°C	isotherm	while	
the	southern	limit	for	the	discontinuous	zone	is	at	the	-1	°C	isotherm	(French,	2007).	In	the	
discontinuous	and	sporadic	regions,	permafrost	may	only	extend	down	to	10	meters	or	even	less,	
whereas	in	the	northern	sections	of	Alaska,	Canada,	and	Siberia	permafrost	can	exist	over	400	meters	
deep	(Davis,	2001).	In	isolated	areas,	the	maximum	depth	exceeds	1000	m	(Davis,	2001).	Permafrost	
thickness	is	a	product	of	heat	loss	at	the	surface	(upper	boundary)	and	heat	gain	from	below	(lower	
boundary).	At	the	surface,	the	ground	temperature	conditions	are	governed	primarily	by	air	
temperatures	but	are	strongly	influenced	by	organic	layers	and	snow	cover,	which	have	a	high	thermal	
buffering	capacity.	The	lower	boundary	condition	is	defined	by	the	geothermal	heat	flux,	representing	
the	rate	of	heat	flow	upward	from	the	earth’s	interior.		This	value	varies	geographically	and	therefore	
can	influence	the	distribution	of	permafrost	thickness	such	that	in	areas	of	lower	geothermal	heat	flux,	a	
deeper	permafrost	is	likely	to	occur	(Lunardini,	1995).	
	 The	active	layer	is	the	uppermost	portion	of	the	subsurface	which	freezes/thaws	seasonally.	It	
can	range	from	a	few	centimeters	to	over	a	meter	thick	in	the	warmer	discontinuous	zones.	Similar	to	
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the	parameters	which	dictate	permafrost	depth,	the	thickness	of	the	active	layer	is	dependent	on	the	
surface	thermal	regime,	surface	conditions	such	as	snow	and	vegetation,	and	the	subsurface	parameters	
such	as	water	content	and	subsurface	material.		
	 The	first	investigations	of	permafrost,	which	William	and	Smith	(1989)	describe	as	simply	
“descriptive	and	exploratory”,	record	back	as	early	as	1847,	where	ground	temperature	profiles	were	
measured	at	“Shergin’s	Well”	in	Siberia	(French,	2003).	Similar	early	reports	include	those	made	to	The	
Royal	Geographical	Society	in	the	mid	to	late	1800s	as	a	result	of	cold	region	expeditions	(French,	2003).	
Permafrost	research	gained	momentum	when	the	science	progressed	into	geotechnical	and	
engineering-based	investigations.	This	turn,	beginning	in	the	Second	World	War,	was	induced	by	civil,	
military,	and	industrial	development	in	cold	regions.	Perhaps	the	most	marked	early	feat	of	cold	climate	
construction	is	the	Alaska	Highway	in	1942.	Understanding	the	mechanical	properties	of	frozen	terrain	
was	important	to	ensure	proper	engineering.		Poorly	planned	construction	will	result	in	building	damage	
(Figure	1.5),	where	formally	frozen	ground	has	slumped	and	failed	upon	thawing,	in	turn	destroying	
manmade	structures	such	as	homes	and	utility	systems.	Aside	from	ground	subsidence	resulting	from	
thawed	permafrost,	frozen	ground	also	presents	the	commonly	encountered	problem	of	frost	heave,	
which	is	when	soil	expands	in	volume	due	to	the	formation	of	segregated	ice.	On	a	large	scale,	this	can	
displace	building	foundations	and	road	surfaces	.	What	also	added	significantly	to	early	permafrost	
research	was	oil	and	gas	exploration,	accompanied	by	deep	borehole	drilling	in	the	Arctic.	A	number	of	
early	research	articles	exist	among	the	backdrop	of	oil	and	gas	mining	(e.g.	Lachenbruch	and	Marshall,	
1969,	Osterkamp	and	Payne,	1981;	Lachenbruch	et	al.,	1982).	In	addition,	creation	of	the	Trans	Alaska	
pipeline	was	a	landmark	construction	project,	identifying	the	need	to	maintain	the	frozen	ground	
(knowing	the	risks	of	ground	deformation)	and	build	half	of	the	pipeline	above	ground	(Figure	1.6)	
(Davis,	2001).	China	utilized	similar	engineering	techniques	in	highway	construction	of	the	Qinghai–Tibet	
Railway,	which	is	also	partially	built	on	permafrost	terrain	(Ma	et	al.,	2009).	
	 In	1963,	the	First	International	Conference	on	Permafrost	(ICOP)	took	place	at	Purdue	University	
in	Indiana.	A	review	of	these	first	proceedings	would	indicate	that	early	understanding	of	permafrost	
concentrated	on	more	practical	issues.	Not	only	were	the	main	contributors	from	the	Cold	Regions	
Research	and	Engineering	Laboratory	(CRREL)	of	the	U.S.	Army	Corps	of	Engineers,	signifying	the	
direction	of	early	research,	but	topics	focused	on	issues	such	as	“Pile	Foundations	in	Permafrost”	
(Johnston,	1963)	,	“Mining	in	Permafrost”	(Pike,	1963),	and	“Water	Supply	Systems	in	Permafrost	Areas”	
(Hubbs,	1963).	Although	there	are	still	engineering	sessions	organized,	such	pragmatic	topics	are	less	
dominant	at	the	more	recent	ICOP	sessions	(most	recent	in	2012).		
	 Almost	as	far	back	in	history	as	the	physical	investigations	of	permafrost	go,	so	do	the	
accompanying	models	which	are	meant	to	capture	some	aspect	of	the	frozen	ground	processes.	One	
simply	has	to	look	at	the	first	ICOP	sessions	in	1963,	whether	for	simulating	frost	heaving	(Takagi,	1963)	
or	predicting	depth	of	freeze/thaw	(Skaven-Huag,	1963;	Luk’Yanov,	1963),	to	remark	on	the	number	of	
early	modeling	studies.		Jump	ahead	about	forty	years,	where	both	Riseborough	et	al.	(2008)	and	Zhang	
et	al.	(2008a)	published	thorough	reviews	of	the	current	state	of	permafrost	modeling.	In	these	
assessments,	modeling	approaches	are	divided	into	three	broad	categories:	empirical,	analytical,	and	
numerical.	The	first	two	approaches	are	process-based	which	means	they	use	the	general	principles	of	
heat	transfer	to	capture	a	static	relationship	of	the	modeled	elements	in	the	subsurface.	Common	
process-based	models	include	the	Stefan	solution,	the	Kudryavtsev	model	(Romanovsky	and	Osterkamp,	
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1997),	or	the	temperature	at	the	top	of	permafrost	(TTOP)	model	(Smith	and	Riseborough,	1996).	
Numerical	models	utilize	a	dynamical	approach	where	the	heat	equation	is	solved	with	special	
treatment	of	the	latent	heat	component	(the	energy	required(released)	during	melting	(freezing)).	
However,	as		Zhang	et	al.	(2008a)	points	out,	even	among	the	numerical	frozen	soil	models,	the	choice	
of	parameters	and	solving	methods	can	differ.	Approximation	solutions	can	be	achieved	using	either	
finite-difference	or	finite-element	methods	while	the	thermal	properties	can	remain	constant	or	can	
differ	according	to	different	schemes	such	as	de	Vries’	or	Johansen’s	method	(Zhang	et	al.,	2008a).	
Further,	the	treatment	of	the	latent	heat	term	may	undergo	various	methodologies	such	as	the	
commonly	encountered	apparent	heat	capacity	method.	
	 In	general,	the	current	state	of	permafrost	science,	including	the	modeling	aspect,	covers	a	wide	
range	of	topics.	The	interdisciplinary	nature	and	unique	environment	of	cold	regions,	covering	almost	
any	subject	from	biology	to	engineering	science,	ensures	there	will	never	be	a	shortage	of	probing	
questions.	Such	a	profusion	of	research	was	apparent	at	the	first	ICOP	in	1966	(Indiana,	USA)	and	
remains	steady	at	the	most	recent	conference	gathering	in	2012	(Salekhard,	Russia).		However,	when	
comparing	the	progression	between	these	two	points	in	time,	it	is	very	marked	to	see	the	overtaking	of	
climate	change	as	a	major	interest	in	permafrost	studies.	Although	even	early	investigations	of	
subsurface	temperature	profiles	in	Alaska	hint	at	recent	climate	shifts	(Lachenbruch	et	al.,	1982),	the	
growing	evidence	of	anthropogenic	global	warming,	and	its	poleward	amplification,	has	compelled	
researchers	to	investigate	the	(micro)climate-permafrost	relationship.	Although	the	number	of	studies	
relating	permafrost	behavior	to	air	temperatures	is	more	than	one	can	count,	it	is	the	unknown	(both	in	
the	past	and	future)	air	and	ground	temperature	trends	which	we	must	continue	to	connect	with	
permafrost	dynamics.			
	 The	above	mention	of	modeling	past	climates	(and	hence	past	permafrost)	introduces	another	
aspect	of	studying	permafrost,	which	falls	within	the	sub-discipline	of	periglacial	geomorphology	
(French,	2007).	This	is	not	about	studying	the	thermodynamics	of	the	subsurface	as	much	as	it	is	about	
studying	the	intricate	landscape	features	left	behind	by	frost/thaw	action	at	or	below	the	surface.	
Periglacial	phenomena	such	as	patterned	ground,	pingos,	and	thaw	lakes	serve	as	indicators	of	present,	
past,	or	relict	permafrost	which	allow	scientists	to	track	the	occurrence	and	disappearance	of	
perennially	frozen	ground.		Identifying	these	features	in	the	context	of	paleoclimatology	allows	a	rough	
reconstruction	of	former	air	temperatures.	In	the	most	basic	interpretation	of	these	features,	they	
indicate	the	former	air	temperatures,	knowing	permafrost	can	generally	not	exist	when	air	
temperatures	are	above	a	certain	threshold	(generally	0	to	-2°C).	However,	dating	these	features	is	
challenging	as	their	chronology	is	based	on	the	deposits	in	which	they	are	found	(Bradley,	1999).	In	
addition,	not	all	periglacial	features	can	be	interpreted	as	strictly	permafrost-induced	as	some	may	occur	
under	seasonal	freezing	as	well.	In	addition,	the	geomorphologic	activity	which	creates	these	features	is	
in	addition	to	being	temperature	driven,	depend	on	other	environmental	variables	such	as	ground	
lithology	and	surface	conditions	(snow,	vegetation,	etc.).		Some	of	the	validation	of	the	permafrost	
modeling	done	in	this	thesis	work	relies	on	previous	studies	(e.g.	Rozenbaum	and	Shpolyanskaya,	1998;	
Vandenberghe	et	al.	,2012;	Vandenberghe	et	al.,	2014)	which	have	identified	former	permafrost	extent	
and	thicknesses	based	on	interpretations	of	periglacial	landscapes	and	other	proxy-based	climate	
reconstructions.		
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1.3		Paleoclimate	
	
From	Bradley	(1999),	Paleoclimatology	is	defined	as	the	“study	of	climate	prior	to	the	period	of	
instrumental	measurements”.	The	study	of	proxy	data,	which	are	the	natural	recorders	of	climate	
variability,	contributes	to	the	knowledge	of	past	climate.		The	fossils	found	in	land	and	marine	sediments	
are	one	source	of	proxy	data.	If	we	assume	that	the	fossilized	organisms	behave	in	the	same	
environment	as	those	having	similar	characteristics	today,	then	by	an	analogy	we	can	infer	some	idea	of	
what	the	environment	was	like	at	a	given	location	in	the	past.	Although,	as	Bradley	(1999)	points	out,	
there	is	a	range	of	uncertainty	and	applicable	timescale	corresponding	with	each	proxy.		
	 Geologic	records	of	the	Quaternary	period	have	indicated	major	fluctuations	in	earth’s	relatively	
recent	climate	history.	These	shifts	are	marked	by	glacial	cycles:	small	periods	of	glaciation,	known	as	a	
“glacial”,	contrasted	by	shorter	and	warmer	“interglacials”,	when	continental	glaciation	covers	only	
Greenland	and	Antarctica.		The	timing	of	these	glacial-interglacial	cycles	is	believed	to	be	regulated	by	
varying	insolation	known	as	Milankovitch	cycles	(Milankovitch,	1941).	Named	after	the	founding	
scientist	Milutin	Milanković,	this	astronomical	theory	attributes	Northern	Hemisphere	continental	
glaciation		to	the	changing	configurations	of	Earth’s	orbit	around	the	Sun,	which	alters	the	amount	of	
insolation	received	by	Earth.	There	are	three	ways	in	which	the	earth’s	incoming	radiation	(varying	in	
flux	amounts	and	spatial/temporal	distribution)	may	be	affected:		changes	in	earth’s	eccentricity	(cycle	
of	110k	years),	changes	in	earth’s	obliquity	(cycle	of	40k	years),	and	changes	in	orbital	precession	(cycle	
of	23k	and	18,800	years).	It	should	be	noted	that	many	climate	models,	including	the	one	discussed	in	
this	thesis,	impose	the	“Milankovitch”	forcing,	expressed	as	(varying)	radiant	fluxes	received	at	the	earth	
surface.	
	 In	this	work,	we	have	used	the	Last	Glacial	Maximum	(LGM),	occurring	approximately	20k	years	
ago,	as	the	time	period	for	our	paleoclimate	modeling	experiments.	According	to	the	paleoclimate	
summary	provided	in	the	IPCC	Fifth	Assessment	Report	(Masson-Delmotte	et	al.,	2013),	as	derived	from	
proxy	records,	the	climate	of	the	LGM	encountered	global	cooling	between	3 and	8°C.	In	the	Northern	
latitudes,	the	Greenland	ice	core	record	provides	a	reconstruction	around	21	to	25°C	colder	than	today.		
There	was	also	reduced	precipitation	with	less	evaporation	over	the	oceans	and	continental-scale	drying	
over	land.	There	was	a	shift	of	the	frontal	zones	toward	the	equator	in	the	high	latitudes	of	the	Northern	
and	Southern	Hemisphere.	Associated	with	the	cooling,	boreal	forest	area	was	reduced	while	steppe	
and	tundra	vegetation	was	more	widespread.	Marine	changes	include	a	colder	(by	~	2°C)		ocean	in	the	
tropics	while	in	the	North	Atlantic,	the	water	was	saltier	and	colder	(	up	to	-10°C)	with	more	extensive	
sea	ice	(as	compared	to	present).	Sea	level	was	also	lower	by	approximately	120	m,	exposing	the	Bering	
land	bridge	which	connected	North	America	and	Asia	over	the	Bering	Strait.	These	descriptions	are	some	
of	the	generally	agreed	anomalies	between	LGM	and	today	but	for	specific	system	behaviors,	for	
example	whether	the	Atlantic	Meriodional	Overtuning	Circulation	(AMOC)	was	stronger	/weaker	(Paul	
and	Schäfer-Neth,	2004),	there	still	exist	competing	interpretations.	But	despite	the	ongoing	debates,	
the	LGM	is	one	of	the	more	common	referenced	time	frames	for	climate	modelers	since	it	is	well-
constrained	by	proxy	records.		In	fact,	the	Paleoclimate	Modeling	Intercomparison	Project		(PMIP)	phase	
I,	II,	and	III	uses	the	LGM	and	the	mid-Holocene	(6	ka)	as	the	common	reference	climate	under	which	all	
comparisons	are	made.			
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	 Following	the	LGM	was	the	earth’s	most	recent	glacial-interglacial	transitional	period	referred	to	
as	the	last	deglaciation.	During	this	phase,	Clark	et	al.	(2012)	explains	that	this	warming	period	was	
triggered	by	insolation	changes,	which	is	related	with	shrinking	ice	sheets	(including	eventual	
disappearance	of	the	Fennoscandian	and	Laurentide	ice	sheets)	and	increased	greenhouse	gas	
concentrations.	As	explained	in	the	IPCC	Fifth	Assessment	Report	(Masson-Delmotte	et	al.,	2013),	the	
deglaciation	likely	began	in	the	Southern	Hemisphere,	which	due	to	the	bipolar	thermal	seesaw	effect	
(Stocker	and	Johnsen,	2003)	and	related	changes	in	the	AMOC	(Ganopolski	and	Roche,	2009)	eventually	
led	to	warming	in	the	Northern	Hemisphere.	The	end	of	this	10k	transition	period	(21	to	11	ka)	marked	
the	beginning	of	our	current	warm	interglacial	the	Holocene.	Notably,	the	current	PMIP	IV	has	a	last	
deglaciation	working	group,	which	seeks	to	compare	transient	simulations	among	the	PMIP	models	
(Ivanovic	et	al.,	2015).		
	
1.4		Climate	Modeling	
	
The	subject	of	climate	modeling	is	a	broad	one,	with	many	sub	categories	depending	on	the	research	
question	and	application.	In	general,	however,	all	climate	models	seek	to	represent	the	physics	of	the	
earth	system	(ocean,	atmosphere,	land,	cryosphere,	etc.)	by	explicitly	resolving	the	governing	equations	
and/or	using	descriptive	parameterization	schemes.	Climate	models	can	range	spatially	(resolution	)	and	
temporally	(a	few	hours	to	millennia)	while	the	representation	of	processes	and	their	linkage	with	each	
other	can	range	from	simple	to	quite	complex.		
	 The	history	of	climate	modeling	extends	back	to	weather	forecasting.	Fry	Richardson,	during	
World	War	I	had	notions	to	develop	a	numerical	weather	forecast	for	parts	of	Europe	and	published	
such	results	in	1922	(Kump	et	al.,	2004).	However,	only	when	computers	became	available	in	the	1940s	
is	when	the	numerical	models	could	begin	to	be	realized.	Eventually	the	models	used	in	weather	
forecasting	guided	the	same	principles	in	ocean	and	atmospheric	modeling.	Over	the	next	twenty	years,	
ocean	and	atmosphere	models	were	developed	along	with	the	first	Radiative-Convective	(RC)	models.	At	
first,	climate	models	were	presented	as	separate	components	of	the	earth	system	where	for	instance,	
the	atmosphere	was	simply	driven	by	prescribed	sea-surface	temperatures.	Over	time,	however,	the	
ocean	and	atmosphere	have	become	coupled	and,	with	the	land	surface,	form	the	core	of	climate	
models	used	today.	Over	the	last	twenty	years	or	so,	coupled	climate	models	have	integrated	additional	
earth	system	processes	such	as	aerosols,	carbon	cycling,	vegetation,	and	parts	of	the	cryosphere	(Figure	
1.7).	Although	the	development	of	climate	models	continues	to	grow	in	size	and	complexity,	as	seen	in	
Figure	1.7	permafrost	remains	absent	within	a	regular	coupled	model	scheme.	
	 Among	the	four	types	of	climate	models	described	by	McGuffie	and	Henderson-Sellers	(2005),	
the	Earth	System	Model	of	Intermediate	Complexity	(EMIC)	(Claussen	et	al.,	2002)	is	the	fastest	evolving.	
All	the	climate	modeling	done	in	the	present	work,	either	as	the	source	of	the	forcing	data	used	in	
predicting	permafrost	or	as	the	later	chapters	show,	used	for	globally	integrating	the	permafrost	model,	
utilizes	an	EMIC.	As	the	name	suggests	it	is	a	medium	complexity	type	climate	model		(Figure	1.8),	falling	
between	the	simplicity	of	a	concept-based	model	such	as	an	Energy	Balance	Model	(EBM)	and	a	
comprehensive	three-dimensional	Global	Circulation	Model	(GCM).		Although	the	necessary	
components	of	the	climate	system	and	major	feedbacks	are	integrated	in	an	EMIC,	some	mechanisms	
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and	interactions	are	simplified	or	parameterized	to	reduce	the	number	of	processes	represented.	This	
gives	the	EMICs	a	low	level	of	internal	variability	which	makes	them	well-suited	to	test	different	forcings	
(Eby	et	al.	2013).		In	addition,	the	level	of	resolution	is	reduced	and	some	of	the	components	are	not	
fully	three	dimensional.	Given	these	compromises,	they	are	able	to	run	with	increased	computational	
efficiency,	making	them	suitable	for	millennial-scale	time	frames	and	paleoclimate	experiments.	As	Eby	
et	al.	(2013)	point	out,	this	low	computational	cost	also	allows	them	to	be	an	accessible	resource	for	
preliminary	testing	of	new	model	subcomponents	such	as	ice	sheets	and	permafrost.	
	 In	order	to	study	the	earth	climate	system	using	climate	modeling,	an	experiment	(via	some	kind	
of	manipulation/treatment	to	a	boundary	condition)	needs	to	be	designed.	There	are	two	types	of	
experimental	design:	equilibrium	and	transient.	In	an	equilibrium	experiment,	the	response	of	the	
climate	model	to	some	specified	fixed	change	can	be	evaluated.		The	model	is	first	run	with	fixed	
boundary	conditions	until	the	climate	is	stable,	which	is	when	the	climate	is	no	longer	systematically	
changing	and	any	further	simulation	should	produce	the	same	climate	(the	so-called	control	state).	
There	is	then	a	change	in	boundary	conditions,	where	the	model	is	run	to	(re)adjust	and	produce	a	
newly	equilibrated	state.	The	difference	in	the	two	model	runs	indicates	the	equilibrium	climate	change.	
An	example	of	this	experiment	is	changes	in	atmospheric	greenhouse	gas	concentrations	in	the	
atmosphere	(the	boundary	conditions),	where	CO2	emissions	are	doubled	or	tripled	to	examine	the	
magnitude	of	future	global	warming.	On	the	other	hand,	rather	than	running	the	model	only	to	
equilibrium	conditions,	a	transient	experiment	will	allow	the	model	to	run	forward	as	it	responds	to	a	
time-dependent	forcing.	In	this	way,	the	evolution	of	the	climate	response	can	be	observed.	An	example	
of	transient	simulations	come	from	the	IPCC,	which	define	number	of	possible	future	scenarios	based	on	
emissions,	land	use,	atmospheric	concentrations,	and	radiation	(i.e		SRES,	B1,	A1B,	and	A2	
scenarios)(Cubasch	et	al.,	2013).	
	 The	specific	EMIC	employed	by	this	project	is	iLOVECLIM	(Roche,	2013),	which	is	a	code	fork	of	
the	LOVECLIM	1.2	climate	model	(Goose	et	al.,	2010).	The	two	versions	are	similar	in	as	much	as	they	
both	carry	the	same	model	components	of	atmosphere,	ocean,	and	vegetation.	The	atmosphere	model	
ECBilt	(Opsteegh	et	al.,	1998)	consists	of	three	vertical	layers	and	runs	on	a	T21	grid	with	a	horizontal	
resolution	of	approximately	5.6°	latitude	x	5.6° longitude.		The	dynamic	vegetation	model	(VECODE)	also	
runs	on	the	T21	grid,	using	three	plant	functional	types	(desert,	grass,	and	trees)	as	its	vegetation	
scheme	(Brovkin	et	al.,	1997).	The	ocean	component	(CLIO)	is	simulated	using	a	3-d	oceanic	general	
circulation	model	(Goosse	and	Fichefet,	1999)	based	on	the	Navier–Stokes	equations.	It	is	run	on	an	
Arakawa	grid	which	has	a	resolution	of	3°	latitude	x	3° longitude.	The	ocean	is	represented	by	20	
vertical	layers.	A	more	detailed	review	of	LOVECLIM	1.2		components	and	model	performance	is	given	
by	Goosse	et	al.	(2010).	In	addition,	Roche	et	al.	(2014)	provides	a	description	of	the	state	of	iLOVECLIM	
coupling	and	development.		Figure	1.9	depicts	the	current	modeling	components	comprising	iLOVECLIM.	
Not	shown	in	Figure	1.9	is	also	the	added	capability	to	model	oxygen	isotopes	throughout	the	main	
modeling	components	(Roche	and	Caley,	2013),	hence	symbolizing	the	‘i’	in	iLOVECLIM.	The	goal	of	
iLOVECLIM	is	to	produce	a	tool	that	is	suitable	for	simulation	of	the	full	climate	system	evolution	over	a	
glacial	cycle.	Because	permafrost	is	a	recognized	component	of	the	cryosphere,	and	hence	the	earth	
system,	integrating	a	dynamic	permafrost	model	is	an	imperative	step	in	the	development	of	
iLOVECLIM.		
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	 Note	that	in	earlier	chapters	(Chapter	2	and	3),	the	temperature	forcings	are	results	from	
previous	paleoclimate	model	runs	using	LOVECLIM	1.2.	Following	the	publication	of	these	chapters,	the	
iLOVECLIM	model	became	available	and	thus	was	used	for	coupling	and	any	future	experiments	
(Chapters	4	–	6).		
	
1.5		Thesis	Objectives	
	
The	prior	sections	illustrate	that	although	permafrost	is	recognized	as	an	important	part	of	the	
cryosphere	and	responsive	to	climate	change,	it	is	only	beginning	to	find	its	place	within	climate	models.	
The	history	of	permafrost	modeling	either	shows	a	single-site,	post-processing	approach	or	an	
analytical/empirical	approach.	At	present,	numerical	permafrost	models	are	not	typically	employed	for	
capturing	global	extent	while	permafrost	itself	is	not	usually	part	of	paleoclimate	model	simulations.	
Nevertheless,	to	capture	the	feedbacks	between	permafrost	and	climate	change,	it	is	important	to	
represent	the	thermal	evolution	of	the	subsurface	as	a	dynamic	process	over	geologic	time	periods.	
	 With	this	gap	in	mind,	the	following	thesis	describes	the	integration	of	the	permafrost	model,	
VAMPERS,	into	the	earth	system	model	iLOVECLIM.	The	model	simulations,	performed	in	both	the	
preliminary	“testing”	phases	and	in	the	full	coupling	scheme,	focus	on	LGM	(equilibrium	forcing)	and	last	
deglaciation	(transient	forcing)	time	periods.		The	objectives	of	the	coupling	are	1)	to	present	
permafrost	thickness	and	distribution	estimates	during	both	the	LGM	and	the	last	deglaciation,	and	2)	to	
capture	the	thermal	feedback	mechanism(s)	of	permafrost	in	both	a	steady-state	system	(LGM)	and	
during	a	climate	transition	phase	(last	deglaciation).	Note	that	we	do	not	model	any	other	potential	
permafrost	feedback	effects	(i.e.	carbon	or	hydrology).	In	doing	these	experiments,	we	are	able	to	test	
the	hypothesis	that	permafrost	may	serve	as	a	negative	feedback	during	warming	periods	due	to	latent	
heat	demand	of	thawing	permafrost.	In	order	to	complete	the	coupling	and	analysis	objectives,	the	
project	proceeds	through	three	development	phases	(Figure	1.10).	An	overview	of	the	project	is	given	
below	with	the	corresponding	chapters.	In	total,	we	answer	the	following	research	questions:	
	
• Is	VAMPER	as	a	newly	developed	frozen	soil	model	able	to	estimate	permafrost	depth	?	How	
does	it	compare	to	other	millennial	scale	permafrost	models	?	(Chapter	2)	
	
• What	is	the	model	sensitivity	of	VAMPER	simulations	given	a	range	of	parameter	settings.	How	
does	VAMPER	simulate	permafrost	evolution	for	selected	sites	in	Eurasia	?	(Chapter	3)	
	
• How	does	including	a	snow	layer	as	part	of	the	newly	enhanced	VAMPERS	model	affect	
permafrost	simulation	?	How	well	can	VAMPERS	estimate	the	modern-day	extent	and	depths	of	
permafrost	in	the	Northern	Hemisphere	?	(Chapter	4)	
	
• How	does	the	VAMPERS	simulation	of	LGM	permafrost	thickness	distribution	compare	with	
previous	reconstructions	?		(Chapter	5)	
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• How	strong	is	the	thermal	feedback	of	permafrost	during	a	stable	climate	and	during	a	
transitioning	climate	?	Do	we	accept	the	original	hypothesis	that	permafrost	may	serve	as	a	
thermal	sink	during	major	periods	of	climate	warming	?	What	is	the	permafrost	response	during	
the	last	deglaciation	?	(Chapter	6)	
	
1.6		Chapter	Descriptions	
	
The	first	phase	is	to	produce	a	permafrost/frozen	soil	model	suitable	for	millennial	scale	simulations	
within	LOVECLIM.	The	model	has	to	be	computationally	efficient	in	that	it	does	not	drastically	slow	
down	the	paleoclimate	simulations.	Therefore,	the	uppermost	layers	have	a	high	vertical	resolution	(~ 1	
cm)	while	the	deeper	layers	become	increasingly	thicker	with	depth.	The	total	vertical	column	is	3000	
meters	(200	layers)	which	is	deep	enough	to	remove	surface	influences	and	match	the	time	scale	of	
interest.	Because	of	the	coarse	spatial	resolution	of	ECBilt,	the	grid	cells	cannot	hold	detailed	landscape	
attributes.	Therefore,	the	VAMPER	model	parameters	must	be	general	enough	to	capture	some	
geographic	variability	(e.g.	lithology,	geothermal	heat	flux)	but	details	of	local	influences	such	as	
vegetation	and	soil	attributes	have	to	be	overlooked.	Considering	these	limitations,	the	VU	University	
Amsterdam	Permafrost	(VAMPER)	model	is	developed	(Figure	1.11).		
	 In	many	ways,	VAMPER	follows	the	formula	of	a	generic	numerical-based	heat	conduction	
model,	which	is	to	use	a	finite-difference	scheme	for	solving	the	heat	transfer	equation,	resulting	in	an	
estimate	of	subsurface	temperatures	at	each	time	step.	Also,	like	many	frozen	soil	models,	the	latent	
heat	energy	requirements	during	phase	change	is	handled	using	the	apparent	heat	capacity	method.	
Moreover,	what	is	perhaps	novel	about	VAMPER	is	that	it	uses	a	smoothing	function	to	estimate	
apparent	heat	capacity	based	on	the	water/ice	content	(Mottaghy	and	Rath,	2006).	However,	it	stands	
to	question	whether	it	is	both	suitable	for	our	needs	and	produces	reasonable	results.	In	Chapter	2,	the	
research	question	asks	if	VAMPER	is	able	to	estimate	permafrost	depth.	We	validate	its	applicability	by	
both	simulating	an	observational	site	in	Alaska	and	comparing	results	to	other	similar	permafrost	
models,	particularly	ones	that	attempt	to	model	permafrost	thickness	over	millennial	timescales.		
	 	In	Chapter	3,	we	further	investigate	VAMPER	as	a	stand-alone	permafrost	model.	Specifically,	
we	address	the	research	questions:	1)	what	is	the	model	sensitivity	of	VAMPER	simulations	given	a	
range	of	parameter	settings,	and	2)	how	does	VAMPER	simulate	permafrost	evolution	for	selected	sites	
in	Eurasia.	In	this	chapter,	a	series	of	sensitivity	experiments	provide	a	range	of	expected	results	in	
simulating	permafrost	depth	given	a	corresponding	change	in	boundary	conditions	and	parameter	
settings.	In	addition,	the	VAMPER	model	produces	the	first	paleoclimate	(LGM)	estimates	of	permafrost	
thickness	and	subsequent	evolution	using	a	transient	forcing	of	air	surface	temperatures	from	a	
previous	LOVECLIM	deglaciation	experiment.	These	transient	permafrost	simulations	are	done	for	
selected	parts	of	Eurasia	where	permafrost	existed	during	the	LGM	(and	at	some	sites	continues	as	relict	
permafrost	today).	This	phase	particularly	highlights	some	of	the	opportunities	to	improve	the	model	
upon	integrating	it	within	LOVECLIM.	Here	marks	the	end	of	phase	1.	Also	at	this	time,	iLOVECLIM,	an	
outgrowth	of	LOVECLIM	(as	explained	in	1.4	above),	becomes	available	and	is	used	from	this	point	
forward.	
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	 The	goal	of	the	second	phase	is	to	couple	VAMPER	within	iLOVECLIM.	It	is	also	during	the	second	
phase	that	we	add	a	few	major	enhancements	to	VAMPER.	The	first	is	a	change	in	timestep,	where	
before	VAMPER	operated	at	an	annual	time	step	and	now,	to	match	the	timestep	of	ECBilt,	we	use	a	
sub-daily	timestep.	This	also	allows	simulation	of	the	subsurface	active	layer,	which	is	validated	against	
estimates	using	the	Stefan	method.	In	addition,	using	input	from	ECBilt,	VAMPER	can	also	integrate	
snow	layers,	which	allows	thermal	buffering	between	the	ECBilt	surface	air	temperature	and	the	ground	
surface	temperature.	Prior	to	this,	as	explained	in	Chapter	3,	we	had	to	assume	a	two	degree	warming	
shift	to	account	for	the	thermal	insulation	of	snow.	This	specific	enhancement	marks	the	change	of	
model	version	from	VAMPER	to	VU	University	Amsterdam	Permafrost	and	Snow	(VAMPERS)	model.	
Note	however	that	this	does	not	simulate	snow	processes,	as	that	is	already	done	within	iLOVECLIM,	but	
rather	adds	the	snowpack	with	relevant	thermal	properties	as	nodes	in	the	finite	difference	scheme.	The	
last	enhancement	is	the	production	and	integration	of	spatially	varying	maps	of	geothermal	heat	flux	
and	porosity,	two	parameters	in	VAMPERS.	This	addition	allows	VAMPERS	to	more	realistically	represent	
permafrost	as	it	geographically	varies.		
	 In	Phase	II,	the	analysis	remains	preliminary	as	coupling	is	activated	only	one-way	(iLOVECLIM	
passing	values	to	VAMPERS).	This	allows	us	to	isolate	only	the	capability	and	limitations	of	VAMPERS	
without	the	influence	of	feedbacks	or	other	confounding	mechanisms.	Figure	1.12	illustrates	the	
coupling	scheme,	where	the	right	side	represents	the	one-way	coupling.		In	Chapter	4,	we	ask	the	
research	questions:	1)	what	is	the	difference	in	permafrost	simulation	when	a	snow	layer	is	part	of	the	
VAMPERS	model,	and	2)	how	well	can	VAMPERS	estimate	the	modern-day	extent	and	depths	of	
permafrost	in	the	Northern	Hemisphere	?	
	 Chapter	5	is	a	continuation	of	Phase	II	but	analyzes	one-way	coupling	results	for	the	LGM	time	
period.	This	chapter	asks	the	research	question:		how	does	the	VAMPERS	simulation	of	LGM	permafrost	
thickness	distribution	compare	with	previous	reconstructions	?			
	 Finally,	in	Chapter	6	the	third	phase	is	realized	with	analysis	of	coupling	permafrost	within	
iLOVECLIM.	The	research	question	of	these	final	experiments	asks	if	and	how	the	role	of	permafrost	
affects	climate.	It	was	already	well-established	that	permafrost	responds	to	climate	changes,	as	
evidence	by	recent	warming	trends.	However,	when	permafrost	is	thawing	during	periods	such	as	the	
last	deglaciation,	does	it	exhibit	any	heat	sink	properties?	If	yes,	this	could	potentially	lower	air	
temperatures.	This	hypothesis	states:	Thawing	permafrost	may	play	a	role	in	the	global	energy	budget	
during	periods	of	warming.		
	 Chapter	7	presents	the	synthesis	of	our	work,	along	with	recommendations	of	future	
improvements	in	the	realm	of	permafrost	and	climate	modeling.		
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CHAPTER	2	
Modeling	Permafrost	Response	of	the	Last	Glacial	Termination:	First	Results	of	the	VAMPER		Model	
	
Abstract	
This	paper	introduces	the	VAMPER	model,	a	1-D	numerical	finite-difference	permafrost	model	designed	
for	eventual	coupling	with	an	earth	system	model	of	intermediate	complexity	(EMIC).	The	purpose	of	
such	coupling	is	to	examine	the	relationship	between	permafrost	and	climate	at	millennial	timescales	
with	specific	focus	on	possible	feedback	effects	of	a	changing	permafrost	regime.	First	results	here	
include	1)	an	equilibrium	experiment	where	the	VAMPER	model	simulated	the	current	depth	of	
permafrost	at	Barrow,	Alaska;	2)	validation	of	the	VAMPER	model	by	comparing	results	to	two	other	
previously	published	models;	and	3)	a	deglaciation	transient	experiment	done	for	Wyoming,	USA,	forced	
by	surface	temperatures	from	the	EMIC	LOVECLIM.	
Based	on:	Kitover	D.C.,	H.	Renssen,	J.	Vandenberghe,	R.T.	van	Balen.	2012.	“Modeling	Permafrost	Response	of	the	
Last	Glacial	Termination:	First	results	of	the	VAMPER	model”.	In	Proceedings	of	the	10th	International	Conference	
on	Permafrost.	The	Northern	Publisher:	Salekhard;	209–214.	
	
2.1		Introduction	
	
According	to	the	2007	report	from	the	Intergovernmental	Panel	on	Climate	Change,	permafrost	has	
experienced	both	degradation	and	warming	in	recent	decades	(Lemke	et	al.,	2007).	Because	the	
governing	factor	influencing	permafrost	growth	and	decay	is	surface	temperature,	it	is	expected	that	
these	recent	changes	are	primarily	due	to	Earth’s	current	warming	(Nelson,	2003;	Osterkamp,	2007).	
Apart	from	increased	atmospheric	emissions	(Zimov	et	al.,	2006)	and	increasing	ground	water	flow	due	
to	a	thickening	active	layer	(Hinzman	and	Kane,	1992),	an	additional	positive	feedback	effect	comes	
from	the	energy	balance	at	the	surface.	Because	frozen	ground	provides	an	additional	heat	buffer	via	
latent	heat	exchange,	degrading	permafrost	reduces	the	long-term	heat	sink	of	the	subsurface,	which	
leads	to	warmer	surface	and	air	temperatures.	
	 An	important	consideration	for	examining	the	interaction	between	climate	and	permafrost	is	
the	time	period;	ideally	model	simulations	should		run		at		millennial		timescales.		This	is	because	
permafrost	has	a	relatively	slow	response	time,	taking	up	to	tens	of	thousands	of	years	to	acquire	a			
new	thermal	equilibrium	when	there	is	a	significant	climate	change	(Lunardini,	1995).	However,	there	
have	been	only	a	handful	of	studies	that	have	numerically	modeled	permafrost	dynamics	over	geologic	
time	periods.	Kukkonen	and	Šafanda	(2001)	looked	at	permafrost	formation	during	the	Holocene	in	
Northern	Fennoscandia.	Osterkamp	and	Gosink	(1991)	used	a	paleotemperature	model	of	Prudhoe	Bay,	
Alaska,	to	simulate	permafrost	depths	during	the	last	120k	years.	Delisle	et	al.	(2003)	modeled	
permafrost	conditions	during	the	Weichselian	in	Western	and	Central	Europe.	And	more	recently,	
Mottaghy	and	Rath	(2006)	ran	their	permafrost	model	for	150k	years	to	test	the	inferred	ground	
temperature	history	for	a	borehole	in	Poland.		
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	 It	is	clear	that	more	research	is	needed	to	investigate	the	long-term		effect		of	permafrost		on		
climate.		To	address	this	gap,	the	Vrije	Universiteit	Amsterdam	Permafrost	(VAMPER)	model	has	been	
designed	to	simulate	deep	permafrost	and	later	be	coupled	with	an	existing	Earth	System	Model	of	
Intermediate	Complexity	(EMIC)	called	LOVECLIM	(Goosse	et	al.,	2010).	It	is	then	anticipated	that	some	
or	all	of	the	abovementioned	feedback	implications,	and	thus	the	role	of	permafrost	in	the	climate	
system,	can	be	more	closely	examined.	The	objective	of	this	paper	is	to	demonstrate	the	capability	of	
the	VAMPER	model	as	a	stand-alone	permafrost	model,	simulating	permafrost	growth/decay	at	
millennial	timescales.	Since	it	is	capable	of	taking	a	variety	of	input	data	from	the	LOVECLIM	suite	of	
modules,	it	is	thus	ready	to	be	coupled	with	LOVECLIM.	After	description	of	the	model,	it	is	calibrated	by	
simulating	the	current	depth	of	permafrost	at	Barrow,	Alaska,	USA.	The	model	is	then	validated	by	
comparing	results	to	two	similar	studies	of	Delisle	(1998)	and	Osterkamp	and	Gosink	(1991).	Finally,	a	
deglaciation	experiment	is	performed	using	surface	temperature	forcings	from	LOVECLIM	for	a	location	
in	Wyoming,	USA.	Similar	to	many	sites	that	exhibit	cryogenic	features	such	as	ice	and	sand	
pseudomorphs,	Wyoming	is	a	region	where	permafrost	likely	formed	during	the	last	glacial	period	and	
then	degraded	in	postglacial	times	(French,	2007;	Nissen	and	Mears,	1990).	
	
2.2		Methods	
	
The	VAMPER	model	is	built	with	the	underlying	motivation	to	couple	it	with	LOVECLIM	1.2,	a	three-
dimensional	Earth	system	model	of	intermediate	complexity	(Goosse	et	al.,	2010).	Specifically,	the	
VAMPER	model	will	be	coupled	via	the	surface	heat	budget	calculation	of	the	land-surface	construct	of	
the	atmosphere	component	ECBilt.	Therefore,	the	thermal	energy	calculations	will	be	made	at	the	same	
resolution	as	in	ECBilt,	which	is	approximately	560	km	x	560	km.	Due	to	this	large	areal	size	of	grid	cells,	
it	is	not	necessary	to	go	beyond	a	1-D	vertical	solution	for	resolving	permafrost.	
	
The	permafrost	model	is	based	on	the	heat	conduction	equation:	
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where	T	is	temperature	(Kelvin),	Ke	is	thermal	conductivity	(W/mK),	ρ	is	density	(kg/m3),	and	Cp	is	specific	
heat	capacity	(J/	kg	K).	Radiative	and	convective	heat	transport	are	neglected.	
	
Latent	heat	effect	
Permafrost	dynamics	involve	phase	change	during	freezing	and	thawing.	Therefore,	the	latent	heat	
released	(absorbed)	during	freeze	(thaw)	must	be	considered.	This	problem	is	treated	using	the	
apparent	heat	capacity	method	(Williams	and	Smith,	1989,	Zhang	et	al.,	2008a).	With	this	method,	the	
heat	capacity	is	replaced	by	an	effective	heat	capacity,	which	accounts	for	the	additional	heat	released	
or	absorbed	during	phase	change.	The	amount	of	added	heat	capacity	is	a	function	of	the	temperature-
water	content	relationship	where	freezing/	thawing	occurs	over	a	given	temperature	range.	To	
incorporate	effective	heat	capacity,	we	follow	the	approach	used	by	Mottaghy	and	Rath	(2006).	The	
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percent	liquid	water	content	(Θ)	is	assumed	to	be	a	continuous	function	of	temperature	in	a	specified	
freezing/thawing	range	(w)	in	the	following	equation	(Mottaghy	and	Rath	(2006),	taken	from	Lunardini	
(1987):	
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where	Tf		is	the	freezing	temperature.	
	 If	T	is	above	Tf,	the	effective	heat	capacity	is	determined	using	a	weighted	average	of	the	mass	
heat	capacities	of	soil	(Cm)	and	liquid	water	(Cw):	
	
wCwnρ+mCmn)ρ(=pC −1 	 	 	 	 	 	 	 	 (3)	
	
	 In	the	equation	(3),	subscript	'm'	stands	for	matrix	(i.e.	solid	particles)	and	'w'	for	water.	Porosity	
(n)	is	expressed	as	a	fraction	of	1.	
	 If	T	is	in	the	freezing/thawing	range,	two	additional	terms	are	added	in	the	heat	capacity	
calculation	as	shown	in	equation	(4)	below:	
	
dT
dΘLwnρ+fCnΘ(n+wCwnΘ+mCmn)ρ(=pC fρρ )1 −− 	 	 	 	 (4)	
	
where	L	is	the	latent	heat	of	fusion	(kJ/kg)	and	the	subscript	f	stands	for	ice	(frozen).	The	last	two	terms	
represent	the	heat	capacity	of	ice	and	the	latent	heat	released	(absorbed)	as	the	soil	freezes	(thaws).	
For	simplicity,	porosity	is	assumed	to	be	a	function	of	depth	using	a	common	exponential	depth-porosity	
equation	(e.g.,	Sclater	and	Christie	1980):	
		 Typically,	dΘ/dT	is	empirically	determined	from	soil	freezing	curves,	which	vary	based	on	soil	
type	(Williams	and	Smith	1989).		However,	Mottaghy	and	Rath	(2006)	found	that	by	using	the	derivative	
of	equation	(2),	a	smoother	function	can	be	applied:	
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	 In	the	VAMPER	model,	the	thermal	conductivity,	Ke,	is	also	dependent	on	temperature.	Using	a	
geometric	mean	from	Farouki	(1986)	the	effective	thermal	conductivity	(Ke)	is	calculated	as	follows:	
	
Θ
wK
Θn
fK
n
mK=eK
−−1 	 	 	 	 	 	 	 	 	 (6)	
	
	 Farouki	(1986)	reports	that	equation	(6)	gave	similar	results	to	the	De	Vries’	method,	the	other	
most	commonly	used	parameterization	in	estimating	thermal	conductivity	in	frozen	soil	models	(Zhang	
et	al.,	2008a).	The	assumption	with	this	method	is	that	soil	is	saturated.	In	the	stand-alone	version	of	the	
VAMPER	model,	saturated	soil	is	the	only	option.	However,	when	coupled	to	LOVECLIM,	where	more	
variable	soil	conditions	may	occur,	a	modified	version	of	the	Johansen	method	(Farouki,	1986)	will	be	
followed.	For	simplicity,	porosity	is	assumed	to	be	a	function	of	depth	using	a	common	exponential	
depth-porosity	equation	(e.g.	Sclater	and	Christie,	1980):	
	
deφ=n -0.000395 	 	 	 	 	 	 	 	 	 	 			(7)	
	
where	d	is	depth	(m)	and	φ	is	porosity	at	the	surface.	Groundwater	flow	is	neglected,	and	soil	water	
content	therefore	remains	constant.	Similar	to	soil	saturation	discussed	above,	this	assumption	will	
change	when	coupled	to	LOVECLIM,	where	a	bucket	model	already	exists.	It	is	anticipated	that	in	the	
least	a	multi-layered	soil	hydrology	module	will	be	integrated	to	replace	the	top	layers	of	soil	within	the	
VAMPER	model	and,	likewise,	the	bucket	model	within	LOVECLIM.	This	improvement	would	allow	
limited	vertical	subsurface	flow.	
	
Numerical	solution	
The	heat	conduction	equation	is	solved	numerically	using		a	volume-centered	implicit	finite	difference	
scheme	with	variable	grid	spacing.	The	bottom	boundary		condition		is		the	geothermal	heat	flux.	The	
upper	boundary	is	the	ground	surface	temperature	provided	by	LOVECLIM.	
	
Spatial/temporal	resolution	
Linking	the	VAMPER	model	to	LOVECLIM		implies	some	unique	prerequisites	for	the	spatial	
parameterization.	The	soil	profile	should	be	deep	enough	to	allow	the	potential	aggradation	and	
degradation	of	permafrost	through	glacial/interglacial	transitions.	The	depth	is	thus	set	to	1000	m,	
following	the	guidelines	from	Alexeev	et	al.	(2007).	On	the	other	hand,	the	model	should	also	be	able	to	
capture	seasonal	changes	at	the	surface	and	active	layer.	Considering	that	the	active	layer	usually	stays	
within	0.5	to	2	m	below	the	surface	(Williams	and	Smith,	1989),	the	spatial	parameterization	in	the	first	
two	meters	is	at	10-cm	spacing.	Beyond	this	point,	the	spatial	resolution	becomes	progressively	coarser	
with	depth	on	a	logarithmic	scale.	
		 As		the		different		model		components		of		LOVECLIM	run	at		varying		time	steps,	the	VAMPER		
model	calculates	at	a	monthly	time	step,	which	is	the	maximum	temporal	resolution	to	capture	the	
seasonal	response	but	is	still	computationally	efficient.	
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	 Because	the	VAMPER		model	will	eventually	be	coupled		to	an	already	existing	land-surface	
system	and	a	vegetation	model,	VECODE	(Brovkin	et	al.,	2002)	within	LOVECLIM,	the	effects	of	snow	
cover	and	vegetation	will	be	applied	upon	coupling.	They	are	therefore	not	included	in	the	stand-alone	
version.	Similarly,	LOVECLIM	already	has	a	mechanism	to	calculate	surface	runoff.	
	
2.3		Results	and	Discussion	
	
Calibration	using	present-day	simulation	
An	equilibrium	experiment	was	performed	at	Barrow,	Alaska,	USA	(71°18ʹN,	156°47ʹW)	to	model	the	
current	estimated	permafrost	thickness.	This	site	was	chosen	because	there	is	sufficient	available	
knowledge	including	1)	a	monthly	surface	temperature	series	from	Hinkel	(1998)	covering	the	years	
1993	to	2004,	2)	an	estimated	geothermal	heat	flux	of	56	mW/m2	from	Lachenbruch	et	al.	(1982),	and	3)	
a	known	permafrost	thickness	of	350–400	m	(Lachenbruch	et	al.,	1982).	There	have	been	previous	
studies	attempting	to	model	permafrost	at	Barrow	(Nakano	and	Brown,	1971;	Zhang	and	Stamnes,	1998;	
Ling	and	Zhang,	2004),	but	they	kept	their	scope	to	the	active	layer	and	near-surface	permafrost.	The	
VAMPER	model	will	capture	the	entire	thickness.	The	soil	temperature	data	for	this	study	were	collected	
by	sensors	at	1	cm	below	the	surface	(Hinkel,	1998).	This	depth	was	assumed	to	be	characteristic	of	
surface	temperature	and	therefore	used	as	the	upper	boundary	condition	in	the	VAMPER	model.	The	
average	annual	temperature	of	this	dataset	is	approximately	-8°C,	which	is	a	few	degrees	warmer	than	
the	equilibrium	surface	temperature	interpreted	by	Lachenbruch	et	al.	(1982).	The	VAMPER	model	
found	an	equilibrium	depth	of	permafrost	at	420	m	(Figure	2.1a).	This	result	is	reasonably	close	to	the	
estimated	thickness,	given	the	uncertainties	in	the	observed	Barrow	data	(see	Hinkel,	1998)	and	
warming	during	the	last	century	(Lachenbruch	et	al	1982).	Figure	2.1b	shows	the	top	30	m	where	the	
active	layer	is	approximately	1	m	thick	and	the	depth	of	zero	annual	amplitude	is	15	to	20	m.	Although	
the	latter	of	these	two	attributes	is	close	to	expected	values	according	to	Williams	and	Smith	(1989),	the	
active	layer	thickness	is	modeled	deeper	than	the	actual	35	cm	near	the	surface	(Hinkel	et	al.,	2001).	It	is	
likely	that	this	deeper	active	layer	is	due	to	the	absence	of	an	organic	layer	within	the	VAMPER	model.	
The	organic	layer	serves	as	a	buffer	to	subsurface	warming	due	to	its	low	thermal	conductivity.	
However,	testing	the	impact	of	an	organic	layer	within	the	model	is	beyond	the	scope	of	this	paper.	
	
Validation	
The	VAMPER	model	was	validated	by	comparing	results	with	other	models	specifically	parameterized	for	
paleoclimate	experiments.	The	two	studies	used	are	those	of	Osterkamp	and	Gosink	(1991)	and	Delisle	
(1998).	Both	applied	numerical	approximation	schemes	of	the	heat	equation	(1)	to	simulate	permafrost	
growth	and	decay	over	millennia,	expressed	in	values	of	permafrost	thickness.	The	values	of	the	model	
parameters	used	in	the	studies	and	subsequently	applied	in	the	VAMPER	model	are	listed	in	Table	2.1.	
		 Osterkamp	and	Gosink	(1991)	applied	a	near-surface	paleotemperature	model	based	on	
geological	reconstructions	from	Brigham	and	Miller	(1983)	adjusted	for	Prudhoe	Bay,	Alaska,	over	the	
last	120k	years	to	achieve	the	current	state	of	permafrost.	This	temperature	series	(applied	in	two	
repeating	cycles)	was	the	forcing	for	the	VAMPER	model	simulation.	First,	the	model	was	spun-up	to	
achieve	an	initial	permafrost	depth	similar	to	that	of	Osterkamp	and	Gosink	(1991):	approximately	710	
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m,	as	compared	to	theirs	of	630	m.	Figure	2.2a	shows	this	initial	state	at	240	ka	with	results	of	the	
transient	simulation.	As	Osterkamp	and	Gosink	(1991)	point	out,	the	effect	of	initial	conditions	is	more	
prominent	in	the	first	cycle	of	forcing	(240	to	120	ka)	than	the	following	120k	years	(120	to	0	ka)	when	
the	temperature	series	is	repeated.	
	 For	the	second	study,	the	VAMPER	model	was	run	according	to	the	same	model	configuration	
and	temperature	curve	of	Delisle	(1998),	who	simulated	permafrost	behavior	in	western	Europe	during	
the	Weichselian/Wisconsinian	glacial	(MIS	2	-	4)	(Figure	2.2b).	The	model	was	first	spun-up	to	achieve	
equilibrium	conditions	with	a	constant	annual	average	surface	temperature	of	0°C	and	lower	boundary	
heat	flux,	which	was	specified	by	Delisle	(1998).	
	 As	is	evident	from	Figure	2.2,	the	VAMPER	model	is	able	to	reproduce	reasonably	well	the	long-
term	growth	and	decay	of	permafrost	of	the	two	previous	model	studies.	There	are	reasons	why	the	
results	of	the	VAMPER	model	differ	from	Osterkamp	and	Gosink	(1991)	and	Delisle	(1998).	Particularly,	
we	had	no	insights	for	the	code	produced	by	either	of	these	models,	and	therefore	it	is	likely	that	the	
equations	used	are	somewhat	different	than	in	the	VAMPER	model.	Additionally,	Delisle	(1998)	does	not	
disclose	how	latent	heat	is	treated	and	therefore	it	is	assumed	that	the	VAMPER	model	is	likely	different	
in	this	respect.	This	is	also	the	case	for	Osterkamp	and	Gosink	(1991)	who	use	an	apparent	heat	capacity	
approach	but	presumably	not	a	continuous	function	to	characterize	the	freezing	temperature	range,	as	
described	in	the	Methods	section.	In	summary,	validation	of	the	VAMPER	model	is	considered	
successful.	
	
Deglaciation	experiment	
To	demonstrate	how	the	VAMPER	model	responds	during	a	climate	change	scenario,	a	transient	
experiment	was	performed	during	the	last	deglaciation.	The	site	is	in	Wyoming,	USA	(41°31ʹN,	
106°52ʹW),	where	permafrost	is	believed	to	have	formed	during	the	late	Pleistocene,	as	evidenced	from	
sand	wedges	and	other	periglacial	indicators	(Nissen	and	Mears,	1990).	The	first	12k	years	(21	to	9	ka)	of	
monthly	surface	temperatures	used	to	force	the	VAMPER	model	come	from	a	published	LOVECLIM	
model	setup	parameterized	specifically	for	the	warming	period	following	the	Last	Glacial	Maximum	
(LGM)	beginning	approximately	21	ka	BP	(Roche	et	al.	2011).	The	aim	of	Roche	et	al.	(2011)	in	this	
transient	LOVECLIM	experiment	was	to	capture	the	long-	term	deglaciation	trend.	
	 A	present-day	(1998	to	2008)	evaluation	of	LOVECLIM’s	accuracy	in	capturing	Wyoming	surface	
temperatures	revealed	an	annual	average	warm	bias	of	approximately	6°C.	LOVECLIM	temperatures	
were	checked	against	observational	data	from	the	National	Resources	Conservation	Services	(NRCS)	soil	
temperature	monitoring	station	Torrington	#1	(site	no.	2018)	in	southeast	Wyoming	(42°4ʹN,	104°7ʹW).	
This	observation	site	was	used	because	historic	records	are	available	and	because	the	location	and	
elevation	are	similar	to	the	region	mentioned	in	Nissen	and	Mears	(1990).	Although	the	observed	soil	
temperatures,	with	a	10-yr	annual	average	of	9.9°C,	were	taken	5	cm	below	the	surface,	the	expected	
difference	between	these	and	actual	surface	temperatures	is	considered	negligible.	Assuming	that	this	
6°C	represents	a	structural	LOVECLIM	model	bias	for	Wyoming,	we	subsequently	subtracted	a	correction	
factor	of	6°C	from	the	paleotemperature	series	from	Roche	et	al.	(2011).	Figure	2.3	shows	the	original	
temperature	series	with	the	corrected	one.		
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	 The	model	was	first	spun-up	using	a	repeating	cycle	of	the	first	100	years	of	the	corrected	
surface	temperature	data.	After	100k	model	years,	a	steady-state	permafrost	thickness	of	89	m	was	
reached.	
	 Permafrost	at	the	Wyoming	site	degraded	from	89	m	to	about	60	m	(Figure	2.4).	There	are	two	
periods	of	permafrost	aggradation	(~15	ka	and	~11ka)	where	the	VAMPER	model	responded	to	cooler	
surface	temperatures.	Speculating	on	the	causes	of	these	two	periods	lies	within	the	makeup	and	
testing	of	LOVECLIM	and	is	beyond	the	scope	of	this	paper.		
	 Because	the	LOVECLIM	temperature	dataset	ended	at	9	ka,	the	remaining	9k	years	of	surface	
temperatures	were	interpolated	using	a	linear	regression	of	1°C/1000	years	(dashed	line	in	Figure	2.4).	
This	rate	of	change	is	based	on	the	approximate	warming	that	occurs	between	9	ka	(1°C)	and	0	ka	
(10°C).	
	 Although	the	surface	temperatures	found	by	LOVECLIM	and	the	subsequent	correction	factor	
are	reasonable,	there	are	influences	still	to	be	considered.	For	example,	Renssen	et	al.	(2009)	recently	
suggested	the	Laurentide	ice	sheet	may	have	had	a	cooling	effect	on	the	regional	climate	between	9	and	
7	ka.	Also,	around	this	time,	North	America	experienced	a	thermal	maximum,	which	is	not	represented	
in	the	interpolation.	It	is	expected	that	a	few	degrees	warmer	or	cooler	around	the	juncture	of	9	ka	
would	have	a	measurable	effect	on	the	timing	and	rate	of	disappearing	permafrost	in	Wyoming.	
Therefore,	our	results	for	the	early	Holocene	part	(9	to	7	ka)	should	be	interpreted	with	caution.	
	 Forced	by	the	interpolation,	permafrost	completely	disappeared	around	6	ka.	However,	in	
reality,	it	is	expected	that	permafrost	would	have	disappeared	earlier	if	the	Holocene	thermal	maximum	
had	been	reflected	in	the	temperature	data.	But	given	the	forcing	from	both	the	actual	LOVECLIM	data	
and	the	interpolated	temperatures,	we	are	satisfied	with	model	performance.	Results	are	reasonable	
based	on	an	average	thawing	of	the	permafrost	base	(0.002–0.012	m/yr),	which	is	similar	to	rates	from	
Osterkamp	and	Gosink	(1991).	Further,	the	rapid	permafrost	decay	beginning	about	8	ka	is	due	to	the	
already	warm	permafrost,	making	it	particularly	susceptible	to	thaw	at	both	the	base	and	top	of	the	
permafrost	(Kane	et	al.,	1991).	
	
2.4		Conclusions	
	
This	study	has	demonstrated	that	the	VAMPER	model	is	sufficiently	calibrated	to	simulate	the	depth	of	
permafrost	at	Barrow,	Alaska,	assumed	to	be	in	equilibrium	with	today’s	surface	temperatures.	The	
VAMPER	model	was	also	validated	by	reproducing	the	results	of	two	previous	transient	millennia-	scale	
studies	comparably		well.		Finally,	the		VAMPER		model	produced	results	for	a	transient		experiment		of		
the		last	deglaciation	in	Wyoming,	USA.	Based	on	these	three	demonstrations,	it	can	be	concluded	that	
the	VAMPER	model	is	capable	of	simulating	permafrost	dynamics	and	is	therefore	ready	to	be	coupled	
with	LOVECLIM.	
	 	
		 29	
CHAPTER	3	
New	estimates	of	permafrost	evolution	during	the	last	21k	years	in	Eurasia	using	numerical	modeling.	
	
Abstract	
The	evolution	of	past	permafrost	since	the	Last	Glacial	Maximum	(LGM)	is	simulated	using	the	Vrije	
Universiteit	Amsterdam	Permafrost	(VAMPER)	model.	This	method	is	different	from	a	proxy-based	
approach	which	translates	reconstructed	air	temperatures	to	estimate	past	permafrost	extent	and	
thickness.	First,	a	sensitivity	analysis	was	performed	to	assess	the	behavior	of	the	model.	Then	five	case	
studies	within	Eurasia	were	performed	using	mean	annual	ground	surface	temperatures	(MAGST)	
derived	from	an	earth	system	model	as	the	surface	forcing.	In	Central	and	West	Siberia,	the	simulated	
LGM	permafrost	thicknesses	of	730	–	940	m	and	365-445	m,	respectively,	agree	well	with	previous	
estimates.	The	LGM	and	present-day	estimates	for	South	Russia	(9	–	15	m)	are	underestimated,	which	is	
likely	due	to	a	highly	simplified	land-atmosphere	coupling.	In	West	and	Central	Europe,	however,	the	
VAMPER	model	was	not	able	to	produce	permafrost	during	LGM	conditions,	which	is	due	to	previously	
recognized	biases	of	the	earth	system	model.	A	supplementary	simulation	was	then	performed,	
resulting	in	an	LGM	permafrost	thickness	estimate	of	260-320	m.	Average	thawing	rates	are	on	the	
order	of	1	to	3	cm/yr	except	for	Central	Siberia,	where	permafrost	thawed	at	rates	0.3	to	0.4	cm/yr.	
Overall	results	of	these	simulations	provide	a	basis	for	future	improvement	in	modeling	the	permafrost-
climate	relationship	over	millennia.	
Based	on:	Kitover,	D.	C.,	R.	T.	van	Balen,	D.	M.	Roche,	J.	Vandenberghe,	and	H.	Renssen.	2013.	"New	Estimates	Of	
Permafrost	Evolution	During	The	Last	21	K	Years	In	Eurasia	Using	Numerical	Modelling".	Permafrost	And	Periglac.	
Process.	24	(4):	286-303.	doi:10.1002/ppp.1787.	
	
3.1		Introduction	
	
Cryostratigraphic	data	such	as	pingo	remnants,	ice-wedge	pseudomorphs,	large	cryoturbations,	and	
sand	wedges	indicate	that	during	the	Last	Glacial	Maximum	(LGM,	21	ka	BP),	permafrost	in	Eurasia	
extended	southward	in	front	of	the	Fennoscandian	Ice	Sheet	to	approximately	50	°N	(Vandenberghe	et	
al.,	2012;	Figure	3.1).	These	areas	include	southern	Siberia	(Baulin	et	al.,	1984),	the	Russian	Plain	
(Kondratjeva	et	al.,	1993),	Central	Europe	(Ewertowski,	2009;	Kovács	et	al.,	2007;	Gozdzik	and	French,	
2004),	and	Western	Europe	(Huijzer	and	Vandenberghe,	1998;	Van	Vliet-Lanoë,	1989).	However,	
reconstructing	the	development	of	permafrost	through	time	is	difficult	because	estimates	of	past	
permafrost	extent	are	made	empirically	using	present-day	analogues,	which	assume	a	simple	
relationship	between	climate	parameters	and	permafrost	features	such	as	thermal-contraction-crack	
polygons	and	pingos	(Vandenberghe	and	Pissart,	1993;	French,	2007;	Matsuoka,	2011).		These	
indicators,	however,	only	form	under	certain	geological	and	climatic	conditions	(French,	2007;	Murton	
and	Kolstrup,	2003),	adding	uncertainty	to	reconstructing	distributions	of	past	permafrost.	For	example,	
thermal	contraction	cracking	occurs	at	higher	temperatures	in	a	fine-grained	soil	than	in	a	sandy	soil	
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(Romanovskii,	1985;	Williams	and	Smith,	1989),	and	ice	wedges	form	not	necessarily	as	a	result	of	
meeting	a	certain	air	temperature	condition	but	rather	as	a	function	of	the	rate	of	cooling	(Lachenbruch,	
1962).	In	addition,	local	surface	factors	such	as	snow	cover,	surface	organic	content,	vegetation,	and	
topography	not	only	influence	permafrost	development	but	also	the	“self-destroying	nature”	of	
thermokarst	(French,	2007).		
	 Given	these	limitations,	we	propose	that	physically	consistent	and	meaningful	estimates	of	past	
permafrost	thickness	can	be	achieved	by	numerical	modeling.	Here	we	provide	the	first	estimates	of	the	
evolution	of	permafrost	thickness	for	the	last	21	ka	BP	at	selected	locations	in	Eurasia.	Using	the	Vrije	
Universiteit	Amsterdam	Permafrost	(VAMPER)	model,	permafrost	response	to	climate	warming	during	
the	last	deglaciation	is	simulated	using	surface	temperature	anomaly	forcings	provided	by	LOVECLIM,	a	
three-dimensional	Earth	system	Model	of	Intermediate	Complexity	(EMIC).	An	EMIC	is	generally	defined	
as	a	type	of	climate	model	designed	to	be	partially	comprehensive	and	partially	conceptual,	where	
certain	interactions	are	parameterized	depending	on	the	research	question	(Claussen	et	al.,	2002;	
Weber,	2010).	The	VAMPER	model	was	designed	to	examine	millennial-scale	permafrost	behavior	
(Kitover	et	al.,	2012),	while	LOVECLIM	is	suited	for	studying	past	climates	and	provides	long	temperature	
series	(Goosse	et	al.,	2010).	This	approach	to	modeling	permafrost	evolution	over	the	last	deglaciation	
differs	in	a	number	of	ways	from	previous	studies:	(1)	we	use	mean	annual	ground	surface	temperatures	
derived	from	a	well-established	EMIC	to	generate	forcing	data,	rather	than	using	reconstructed	paleo-
values;	(2)	we	employ	an	efficient	subsurface	parameterization	that	is	simple	enough	not	to	overburden	
the	model	with	site-specific	details	but	still	represents	freeze-thaw	processes	over	millennia;	and	(3)	we	
apply	an	averaged	geothermal	flux	based	on	measured	values.	Our	study	is	not	intended	to	produce	
highly	accurate	simulations	of	past	permafrost	but	rather	to	describe	somewhat	conceptual	permafrost	
conditions;	since	both	the	VAMPER	model	and	LOVECLIM	include	a	limited	number	of	adjustable	
parameters,	which	in	turn	allow	simulation	over	geological	timescales	and	broad	spatial	scales.	
This	study	aims	to	constrain	when	and	how	much	permafrost	has	degraded	since	the	LGM	in	
certain	parts	of	Eurasia.	These	estimates,	in	turn,	can	improve	simulation	of	past	ground	surface	
temperatures,	ground	heat	flux,	and	frozen	organic	carbon	storage,	allowing	better	assessment	of	the	
feedback	mechanisms	between	permafrost	and	climate	(Renssen	et	al.,	2000;	Zimov,	2006).			
	Numerous	permafrost	models	that	are	not	specific	to	geological	timescales	have	been	either	
integrated	into	land	surface	models	or	employed	as	stand-alone	versions.	The	former	include	the	
Terrestrial	Ecosystem	Model	(Zhuang	et	al.,	2001),	the	Simple	Biosphere	Model	(Li	and	Koike,	2003;	
Schaefer	et	al.,	2011),	and	the	Northern	Ecosystem	Soil	Temperature	Model	(Zhang	et	al.,	2003).	In	fact,	
the	Project	for	Intercomparison	of	Land-Surface	Parameterization	Schemes	phase	2(d)	(PILPS)	(Luo	et	al.,	
2003)	has	considered	the	benefit	of	including	freezing	soil	in	land	surface	schemes.	This	assessment	
included	21	different	land	surface	schemes	and	found	that	soil	temperatures	are	more	realistically	
modeled	due	to	the	damping	effect	of	latent	heat	on	seasonal	temperature	changes.	In	terms	of	the	
stand-alone	dynamical	permafrost	models	(e.g.	Kane	et	al.	1991;	Zhang	et	al.,	1997;	Oelke	et	al.,	2003;	
Ling	and	Zhang,	2004;	Marchenko	et	al.,	2008),	most	were	designed	for	close	examination	of	near-
surface	and	active-layer	processes	over	relatively	short	time	periods	while	using	small	time	steps	(daily	
or	sub-daily),	unlike	the	VAMPER	model.	
Although	there	are	numerous	modeled	future	projections	of	permafrost	extent	(Zhang	et	al.,	
2008b;	Cheng	and	Wu,	2007;	Lawrence	and	Slater,	2005;	Malevsky-Malevich	et	al.,	2001;	Anisimov	and	
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Nelson,	1996),	far	less	work	has	simulated	changes	in	permafrost	over	millennia.	Delisle	(1998)	and	
Delisle	et	al.	(2003)	used	a	numerical	method	to	examine	permafrost	growth	and	decay	during	the	
Weichselian.	Osterkamp	and	Gosink	(1991)	and	Lunardini	(1995)	used	reconstructed	paleotemperatures	
of	the	last	120k	years	for	modeling	permafrost	dynamics	on	the	North	Slope,	Alaska.	Lebret	et	al.	(1994)	
simulated	permafrost	thicknesses	for	the	last	120k	years	for	regions	in	France.	Kukkonen	and	Šafanda	
(2001)	modeled	permafrost	thickness	variation	in	the	northern	Fennoscandian	region	as	a	response	to	
the	major	climatic	shifts	during	the	Holocene.	Also	in	this	region,	Hartikainen	(2006)	produced	a	1-D	
numerical	permafrost	model	for	the	next	200k	years,	and	Hartikainen	et	al.	(2010)	reported	on	their	2-D	
model,	which	demonstrated	specific	enhancements	such	as	water	bodies	and	lateral	subsurface	heat	
flow.	Using	temperature	histories	(via	borehole	temperature	inversion	techniques)	Rath	and	Mottaghy	
(2007)	applied	reconstructed	temperatures	to	their	forward	numerical	model	for	case	studies	in	Russia	
and	Poland.		In	a	newer	methodology,	Levavasseur	et	al.	(2011)	employed	a	statistical	downscaling	
technique	to	achieve	a	finer	resolution	of	estimated	permafrost	extent	during	the	LGM.	More	recently,	
Vandenberghe	et	al.	(2012)	estimated	LGM	and	future	permafrost	distribution	using	LOVECLIM-modeled	
mean	annual	air	temperatures.		
In	the	following	sections,	we	first	describe	the	VAMPER	model	methods,	including	a	summary	of	
the	general	assumptions	and	limitations.	Then	results	are	shown	for	sensitivity	testing	of	the	different	
parameters	within	the	VAMPER	model	setup.	This	is	followed	by	application	of	the	VAMPER	model	to	
five	case	study	areas	in	Eurasia,	which	were	selected	based	on	previously	published	observations	that	
indicate	existence	of	past	permafrost.	In	this	case	study	section,	the	computational	setup	of	the	
experiments	is	described,	followed	by	the	results	and	subsequent	discussion	where	comparisons	are	
made	between	the	model	results	and	estimates	based	on	geological	reconstructions.		
	
3.2		Methods	
	
3.2.1		VAMPER	Model	Description	
	
Kitover	et	al.	(2012)	validated	the	VAMPER	model	by	comparing	simulation	results	(under	similar	
parameter	settings)	with	other	numerical	heat	conduction	models	that	model	permafrost	thickness	over	
millennial	time	periods.	Given	the	unknowns	and	uncertainties	in	the	setup	of	the	published	models,	
results	can	be	considered	reasonable.	These	authors	also	showed	simulation	results	for	a	present-day	
thermal	profile	at	Barrow,	Alaska,	where	the	modeled	permafrost	thickness	is	close	to	reported	values.		
In	the	VAMPER	model,	heat	transfer	is	assumed	to	be	through	conduction	and	is	calculated	
using	the	one-dimensional	heat	transport	equation	(Carslaw	and	Jaeger,	1959):	
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where	ρ	is	density	(kg/m3),	Cp	is	heat	capacity	(J/m3	K),	T	is	temperature	(K),	and	Ke	is	thermal	
conductivity	(W/mK).	The	“e”	subscript	indicates	a	computed	effective	thermal	conductivity	(equation	
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6),	described	below.	The	equation	is	solved	numerically	using	the	fully	implicit	method	at	an	annual	time	
step.	This	time	step	was	selected	after	experimenting	with	smaller	time	steps,	which	gave	similar	results.	
The	bottom	boundary	is	set	to	a	constant	geothermal	heat	flux	(Gfx)	and	the	upper	boundary	is	mean	
annual	ground	surface	temperature	(Tsur),	referred	to	hereafter	as	MAGST.	
Phase	change	is	handled	using	the	apparent	heat	capacity	method	(Williams	and	Smith,	1989;	
Zhang	et	al.,	2008a),	where	the	heat	capacity	is	replaced	by	an	effective	heat	capacity	meant	to	account	
for	the	additional	heat	released/absorbed	during	freezing/thawing.	We	follow	a	version	of	this	method	
utilized	by	Mottaghy	and	Rath	(2006),	taken	from	Lunardini	(1987).	In	their	approach,	the	amount	of	
added	heat	capacity	is	a	function	of	the	temperature-water	content	relationship	where	the	phase	
change	occurs	over	a	narrow	temperature	range	(w)	between	the	thawing	temperature	(TL)	and	the	
freezing	temperature	(Tf).		This	means	that	when	the	temperature	is	between	TL	and	Tf,	a	proportionate	
mixture	of	ice	and	liquid	water	will	be	present.		
Assuming	saturated	conditions,	the	unfrozen	fraction	(Θ)	(expressed	as	a	portion	(0.0	–	1.0)	of	
the	porosity	(n))	is	determined	for	each	subsurface	layer	using	the	following	equation	(Mottaghy	and	
Rath,	2006,	taken	from	Lunardini,	1987):	
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	 The	percent	of	porosity	which	is	unfrozen	(nw)	is	then	calculated	as	n	·	Θ	and	the	remaining	
frozen	portion	(nf)	is	n	-		nw.		
	 If	T	is	above	TL,	the	heat	capacity	(Cp)	is	determined	using	a	weighted	average	of	the	mass	heat	
capacities	of	dry	soil	(Cm)	and	liquid	water	(Cw):	
	 w
Cwρn+mCmn)ρ(=pC w−1 																																																															 	 																(3)	
If	T	falls	below	TL,	freezing/thawing	occurs,	Cap	replaces	Cp	and	is	calculated	in	equation	(4)	below:		
dT
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Θ
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where	L	is	the	latent	heat	of	fusion	(kJ/kg),	Cap	is	the	apparent	heat	capacity,	and	the	subscript	f	stands	
for	ice.	The	last	two	terms	represent	the	heat	capacity	of	ice	and	the	latent	heat	released	(absorbed)	as	
each	subsurface	layer	freezes	(thaws).		
Typically,	dΘ/dT	is	determined	empirically	from	soil	freezing	curves,	which	vary	based	on	the	
subsurface	materials	(Willams	and	Smith,	1989;	Davis,	2001).		However,	Lunardini	(1987)	and	Mottaghy	
and	Rath	(2006)	found	that	by	using	the	derivative	of	equation	(2),	a	smoother	function	can	be	applied:	
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In	the	VAMPER	model,	the	thermal	conductivity	(Ke)	is	temperature-	dependent	since	it	is	
determined	from	each	layer’s	proportion	of	solid	material,	and	frozen/unfrozen	water.	Any	portion	of	
air	is	considered	negligible.	Assuming	a	saturated	subsurface	material	and	using	a	geometric	mean	from	
Farouki	(1986)	the	effective	thermal	conductivity	(Ke)	is	calculated	as	follows:	
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−1 	 	 	 	 	 	 	 																														 		(6)	
where	Km,	Kf,	Kw	is	the	thermal	conductivity	of	soil	minerals,	frozen	water,	and	unfrozen	water,	
respectively.	
Farouki	(1986)	reported	that	equation	(6)	gives	similar	results	to	the	De	Vries’	method,	a	
commonly	used	parameterization	in	estimating	thermal	conductivity	for	frozen	soil	models	(Zhang	et	al.,	
2008a).	Use	of	the	geometric	mean	to	estimate	thermal	conductivity	has	been	employed	in	studies	such	
as	those	by	Lachenbruch	et	al.	(1982)	and	Poutou	et	al.	(2004).			
To	calculate	the	thermal	conductivity	of	the	earth	materials	(Km),	Johansen	(1975)	proposed	
using	a	geometric	mean:	
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where	Kq	is	the	thermal	conductivity	of	quartz	(7.7	W/mK)	and	Ko	is	the	thermal	conductivity	of	the	
other	mineral	types,	which	is	assumed	to	be	on	average	2.0	W/mK.	For	this	formula,	the	percentage	of	
crystalline	quartz	(q)	is	assumed	to	be	80%	since	we	assume	a	sandy	subsurface	material,	which	is	
typically	found	to	have	high	quartz	content	(Peters-Lidard	et	al.,	1998).		
	 The	VAMPER	model	assumes	porosity,	n,	decreases	with	depth	using	an	empirically	based	
depth-porosity	equation	(e.g.	Athy,	1930;	Sclater	and	Christie,	1980):	
dφe=n -0.000395 	 	 	 	 	 	 						 																																																(8)	
where	d	is	depth	(m)	and	φ	is	porosity	of	the	top	layer.	This	equation	assumes	an	equilibrium	state	of	
compaction	and	is	parameterized	only	for	a	subsurface	described	as	clayey	sand.	The	surface	porosity	
for	this	lithology	is	in	the	range	of	0.3	to	0.5.	
The	spacing	of	the	subsurface	layers	follows	an	efficient	approach	where	each	layer	thickness	Δx	
increases	logarithmically	with	depth.	A	sensitivity	analysis	performed	early	in	the	model	design	
supported	this	spacing	scheme	and	showed	comparable	results	to	the	same	model	run	but	with	
differently	discretized	nodal	spacing	(Δx	=	1	m).	Any	difference	in	the	thermal	profiles	was	small	enough	
to	be	considered	negligible.	
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3.2.2		VAMPER	Model	Limitations	and	Assumptions	
	
As	mentioned	above,	the	VAMPER	model	is	forced	by	MAGST.	This	is	different	from	the	commonly	
referenced	mean	annual	air	surface	temperature	or	simply	mean	annual	air	temperature	(MAAT),	which	
refers	to	the	temperature	slightly	above	the	ground	or	land	surface.	Smith	and	Riseborough	(2002)	
provided	a	clear	depiction	of	air	and	ground	surface	temperatures,	with	the	difference	between	them	
designated	as	the	“surface	offset”.	This	offset,	or	the	land-air	coupling,	is	not	represented	in	the	
VAMPER	model,	which	instead	uses	the	MAGST.	This	temperature,	as	shown	in	Smith	and	Riseborough	
(2002),	is	below	any	influencing	surface	features	such	as	snow,	vegetation,	or	water	bodies.	As	such,	the	
VAMPER	model	does	not	dynamically	integrate	surface	features,	most	notably	snow	cover,	into	the	
ground	temperature	regime.	Instead,	it	is	assumed	that	these	influences	are	reflected	in	the	MAGST.		
	 The	VAMPER	model	was	designed	to	be	forced	with	values	representative	of	large	areal	extents	
since	it	will	eventually	be	coupled	with	the	global	climate	model	LOVECLIM.	Such	a	limitation	is	both	an	
advantage—because	it	needs	few	site-specific	details,	thus	making	it	widely	applicable—and	a	
disadvantage—because	it	cannot	resolve	local	influences.	This	may	also	be	a	limitation	for	the	lower	
boundary	of	permafrost	because	continental	heat	flow	can	vary	due	to	tectonic	and	volcanic	activity.		
Another	limitation	of	the	VAMPER	model	is	that	it	does	not	consider	other	heat	transport	
mechanisms,	particularly	by	water	flowing	through	unfrozen	ground.	Although	subsurface	heat	
transport	in	continuous	permafrost	regions	is	primarily	conductive	(Lachenbruch	and	Marshall,	1969),	
heat	transfer	may	be	partially	convective	(Kane	et	al.,	1991).	The	latter	effects	are	near	surface,	mostly	
occurring	in	the	organic	layer,	and	strongest	in	the	spring	and	fall	periods,	which	are	seasonal	effects	not	
relevant	to	the	present	work.	
	 The	VAMPER	model	treats	the	substrate	as	homogenous,	except	for	the	decreasing	porosity	
with	depth	(equation	8).	This	equation	is	applied	assuming	a	sandy	material,	whereas	other	depth-
porosity	functions	would	be	needed	for	other	lithologies.	Although	it	would	be	interesting	to	apply	and	
test	additional	depth-porosity	functions	and	their	influence	on	the	thickness	of	permafrost,	equation	(8)	
has	shown	to	work	well	in	a	previous	calibration	and	validation	of	the	VAMPER	model	(Kitover	et	al.,	
2012).	With	a	heterogeneous	substrate,	more	attention	would	be	necessary	to	examine	the	varying	
structure	of	the	material	and	its	associated	hydraulic	and	thermal	properties.	
	 The	thickness	of	permafrost	is	calculated	as	the	total	depth	of	subsurface	layers	that	have	an	
annual	average	temperature	at	or	below	-1°C.	If	the	traditional	designation	of	permafrost	at	or	below	0	
°C	were	to	be	used,	it	could	imply	seasonal	temperatures	above	0	°C	and	as	such	would	not	classify	as	
perennially	frozen.	Phase	transition	is	modeled	to	occur	over	a	temperature	range	between	complete	
liquid	water	(TL	=	0°C)	and	complete	ice	(Tf	=	-2°C).	Therefore,	the	-1°C	was	considered	a	reasonable	
indicator	of	permafrost,	so	as	not	to	overestimate	or	underestimate	the	permafrost	thickness.		
Finally,	the	use	of	equation	(5)	assumes	idealized	subsurface	conditions:	a	homogenous	
saturated	substrate.	This	does	not	account	for	the	seasonal	and	diurnal	variations	which	cause	dynamic	
near-surface	conditions	and	processes	such	as	an	unsaturated	zone	and	active-layer	development.	In	
addition,	unfrozen	water	content	within	the	active	layer	strongly	depends	on	soil	type,	organic	layer,	
and	thermal	history	of	the	soil	and	cannot	be	characterized	by	a	2-degree	temperature	range	as	
calculated	by	equation	5.	Although	accurate	simulation	of	the	active	layer	is	important	at	finer	temporal	
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and	spatial	scales,	the	active	layer	may	play	a	less	significant	role	in	permafrost	evolution	over	millennia.	
In	fact,	during	VAMPER	model	development,	a	sensitivity	analysis	of	the	chosen	timestep	showed	that	
the	difference	between	a	monthly	and	annual	timestep	resulted	in	a	20	m	difference	in	equilibrium	
permafrost	depth	after	50k	model	years	(MAGST	-8°C).	This	is	relatively	small	considering	a	larger	
sensitivity	in	the	parameters	analyzed	for	the	sensitivity	analysis	presented	in	this	work.	However,	a	
further	assessment	and	improved	near-surface	parameterization	would	be	needed	to	assess	the	role	of	
the	active	layer	in	millennial-scale	permafrost	dynamics.			
	
3.2.3		VAMPER	Model	Sensitivity	
	
A	sensitivity	analysis	was	performed	using	the	VAMPER	model	to	describe	the	effect	on	simulated	
permafrost	formation	caused	by	variations	in	surface	porosity	(φ),	geothermal	flux	(Gfx),	thermal	
conductivity	(Ke)	and	MAGST.	Model	results	are	interpreted	by	examining	the	temperature	profile	
throughout	the	column	and	thickness	of	permafrost	after	100k	model	years.	Every	run	was	started	from	
a	no-permafrost	state.	The	base	experiment,	to	which	all	other	variations	were	compared,	was	run	with	
the	following	parameters	set:	{φ	=	0.4,	Gfx	=	60	mW/m2,	MAGST	=	-6	°C}.		Also	assumed	in	the	base	case	
was	variable	thermal	conductivity	(equation	6)	and	porosity	as	a	function	of	depth	(equation	8).	This	run	
is	always	indicated	by	the	black	solid	line	in	Figures	3.2	to	3.6.		
Porosity	
One	major	parameter	used	in	the	VAMPER	model	is	surface	porosity,	which,	based	on	the	assumptions	
of	equation	8,	may	vary	between	0.3	and	0.5.	Therefore,	the	surface	porosity	parameter	(φ)	was	tested	
at	values	of	0.3,	0.4	and	0.5	(Figure	3.2).			
	 After	100k	years,	the	thickest	permafrost	(300	m)	formed	at	φ	=	0.3	and	the	shallowest	(250	m)	
at	φ	=	0.5.	In	a	saturated	substrate,	a	higher	porosity	allows	for	greater	water	content,	in	turn	requiring	
a	greater	latent	heat	exchange	during	phase	transition.	These	results	match	well	with	those	of	Mottaghy	
and	Rath	(2006)	and	Lunardini	(1995),	who	also	have	explained	slower	permafrost	growth	due	to	greater	
water	content	from	higher	porosity	values.	This	effect,	often	referred	to	as	the	“zero	curtain	effect”,	
slows	thermal	diffusion	rates.	In	addition,	the	water/ice	content	affects	the	thermal	conductivity	since	
the	portions	contribute	to	its	total	value	(equation	6).	
A	comparison	run	was	made	between	applying	the	depth-porosity	relationship	(applied	via	
equation	8)	and	keeping	porosity	constant	(n	=	0.4)	throughout	the	substrate	(Figure	3.3).	When	the	
depth-porosity	function	is	applied,	permafrost	develops	about	200	m	deeper	than	when	porosity	
remains	constant	with	depth.	This	is	because	the	decreased	porosity,	and	hence	the	lowered	subsurface	
water	content,	lowers	latent	heat	demand,	allowing	deeper	propagation	of	the	freezing	front.		
Thermal	Conductivity	
As	explained	above,	the	thermal	conductivity	is	calculated	using	equation	6	at	each	subsurface	layer,	
where	Ke	is	a	function	of	the	proportional	ice	and	liquid	water	content.	Therefore,	the	thermal	
characteristics	of	the	subsurface	are	dynamic	as	freezing/thawing	occurs.	This	approach	is	different	from	
previous	modeling	studies	of,	for	example,	Delisle	(1998),	who	used	a	constant	thermal	conductivity.	To	
illustrate	the	sensitivity	between	using	equation	6	versus	a	constant	thermal	conductivity,	two	
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experiments	were	performed	with	prescribed	values	of	2.0	and	3.0	W/mK,	which	are	common	
subsurface	values	for	unfrozen	and	frozen	subsurface	materials,	respectively	(Williams	and	Smith,	1989).	
This	resulted	in	a	difference	of	about	80	m	of	permafrost	(Figure3.	4).	These	results	essentially	show	two	
thermal	gradients	throughout	the	profile,	with	the	shift	occurring	at	the	bottom	of	the	permafrost.	Such	
behavior	in	the	geothermal	profile	is	also	seen	in	observed	underground	profiles	at	e.g.	Prudhoe	Bay,	
Alaska	(Lachenbruch	et	al.,	1982)	and	the	West	Siberian	Platform	(Duchov	and	Devyatkin,	1992).		
Geothermal	Heat	Flux	
Another	major	parameter	found	to	affect	the	VAMPER	model	is	the	choice	of	terrestrial	heat	flux	as	the	
lower	boundary	condition.	Although	the	estimated	average	continental	heat	flow	of	65	mW/m2	may	be	
assumed	(Pollack	et	al.,	1993),	local	fluxes	can	deviate.	Lachenbruch	et	al.	(1982)	estimated	the	basal	
heat	flow	to	be	55	mW/m2(±	8	mW/m2)	at	Prudhoe	Bay,	Alaska.	In	east	Siberia,	near	Lake	Baikal,	a	series	
of	deep	boreholes	showed	heat	flow	to	range	between	32	and	50	mW/m2	(Dorofeeva	et	al.,	2002).	
Observations	of	heat	flow	depend	to	some	extent	on	the	depth	at	which	it	is	measured	and	other	
observation	effects,	i.e.	drilling	disturbance	(Luijendijk	et	al.,	2011),	but	these	are	not	discussed	here.	
Although	these	factors	of	uncertainty	are	recognized,	permafrost	modeling	studies	usually	just	apply	
values	near	the	worldwide	average;	for	instance,	Delisle	(1998),	Oelke	et	al.	(2003),	Zhang	et	al.	(2003)	
assumed	a	value	of	60	mW/m2,	53	mW/m2,	and	65	mW/m2,	respectively.	For	this	study,	we	used	the	
largest	database	of	geothermal	heat	flow	measurements	(Jessop	et	al.,	1976).	Similar	to	Pollack	et	al.	
(1993),	they	have	reported	an	average	continental	heat	flux	measurement	of	62	mW/m2.	Given	that	this	
database	has	a	wide	range	of	measurements,	a	reasonable	scale	for	sensitivity	testing	is	considered	
between	30	and	80	mW/m2.	
The	effect	on	permafrost	thickness	within	the	above	range	of	applied	heat	flows	was	about	350	
m	(Figure	3.5).	As	expected,	a	higher	heat	flow	counteracts	the	freezing	front,	limiting	permafrost	
growth.	Results	show	that	with	the	base	case	conditions	(MAGST	=	-6	°C,	φ	=	0.4)	and	an	80	mW/m2	
heat	flux,	210	m	of	permafrost	is	sustained,	whereas	with	30	mW/m2,	permafrost	can	develop	to	a	
thickness	of	approximately	550	m.	Within	the	given	range	of	testing,	the	sensitivity	of	permafrost	
thickness	to	geothermal	heat	flow	averages	70	m	per	10	mW/m2.	This	represents	about	16	m	of	
permafrost	per	1	°C	change	in	the	geothermal	gradient	(°C/km).	However,	the	influence	of	the	
geothermal	heat	flow	on	permafrost	thickness	appears	to	be	nonlinear	since	there	is	a	greater	
difference	in	permafrost	thickness	(Δ	130	m)	between	30	and	40	mW/m2	than	between	70	and	80	
mW/m2	(Δ	30	m).	It	is	therefore	possible	that	the	trend	relating	permafrost	thickness	to	geothermal	
heat	flux	also	depends	on	the	surface	temperature	regime;	but	additional	testing	would	be	required	to	
further	describe	the	expected	relationships	between	the	two	boundary	conditions.			
MAGST	
Quaternary	paleoclimate	reconstructions	provide	a	wide	range	of	temperatures	thought	to	be	necessary	
for	permafrost	development	(Washburn,	1980).	For	example,	Brown	and	Péwé	(1973)	placed	the	
southern	extent	of	active	ice	wedges	in	Alaska	and	Canada	along	the	-6	°C	mean	annual	air	isotherm,	
although	French	(2007)	has	suggested	that	this	is	too	general.	After	thorough	review	of	investigations	
linking	past	temperatures	to	different	periglacial	features,	Washburn	(1980)	has	concluded	that	soil	and	
ice	wedge	polygons	imply	an	annual	average	air	temperature	of	-5	°C,	if	not	colder.	Other	estimates	of	-8	
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°C	(MAAT)	imply	development	of	continuous	permafrost	(Osterkamp	and	Burn,	2002).	However,	isolated	
patches	of	permafrost	may	form	where	the	MAAT	is	above	0	°C	(Shur	and	Jorgenson,	2007).	For	the	
sensitivity	analysis,	the	VAMPER	model	was	forced	with	MAGST	values	of	-10,	-8,	-6,	-4	and	-2°C	(Figure	
3.6).	This	series	of	experiments	resulted	in	a	varying	permafrost	thickness	of	450	m,	where	a	one	degree	
change	in	MAGST	in	the	VAMPER	model	causes	about	a	55	m	change	in	equilibrium	permafrost	
thickness.	
	 Results	from	all	sensitivity	experiments	(Table	3.1)	show,	not	surprisingly,	that	geothermal	heat	
flux	and	ground	surface	temperature	were	the	primary	factors	in	permafrost	development	among	the	
parameters	tested	for	the	VAMPER	model.	The	latter	relationship	has	been	substantiated	widely	
(Williams	and	Smith,	1989;	Andersland	and	Ladanyi,	2004;	French,	2007).	But	the	other	sensitivity	tests	
also	show	substantial	effects	on	permafrost	thickness	over	a	millennial	timescale.		
3.3		Case	Studies	
A	series	of	experiments	was	run	with	the	VAMPER	model	to	simulate	permafrost	thickness	during	the	
last	deglaciation.	Five	LOVECLIM	grid	cells	in	Eurasia	were	selected	as	case	studies.		
	
3.3.1		Computational	Setup	
	
Case	Study	Selection	
Each	case	study	is	represented	by	a	grid	cell	approximately	560	km	x	560	km,	which	is	the	resolution	of	
ECBilt	(the	land-atmosphere	component	of	LOVECLIM).		This	is	illustrated	as	the	overlaid	grid	in	Figure	
3.1.	The	locations	were	selected	based	on	data	availability	and	proximity	to	referenced	periglacial	
indicators	such	as	ice	wedges	and	relict	permafrost.	Further,	all	of	the	areas	were	not	covered	by	ice	
sheets	but	in	relative	proximity	and	thus	held	the	periglacial	conditions	necessary	for	development	
and/or	maintenance	of	permafrost	during	the	LGM	(Hubberten	et	al.,	2004).	Although	coordinates	(or	
“locations”)	are	referenced	to	the	case	studies,	the	results	are	intended	to	represent	the	average	
permafrost	evolution	over	this	grid	cell,	rather	than	what	may	have	occurred	at	a	specific	location.		
	
LOVECLIM	MAAT	(LC-MAAT)	
To	obtain	the	MAAT	series	from	LOVECLIM,	we	used	two	suites	of	transient	coupled	simulations	
performed	with	the	LOVECLIM	1.2	model	which	jointly	cover	the	period	from	21	to	0	ka.	The	first	part	of	
the	deglaciation	comes	from	a	transient	run	that	covers	the	period	21	to	9	ka.	using	imposed	varying	ice-
sheets,	greenhouse	gases	and	orbital	parameters	as	described	in	Roche	et	al.	(2011).	The	Holocene	part	
of	the	deglaciation	run	is	performed	using	similar	imposed	boundary	conditions	between	9	and	0	ka	BP,	
as	published	by	Renssen	et	al.	(2009).	Due	to	land—ocean	mask	discrepancies,	the	9	ka	BP	state	
obtained	from	the	deglaciation	and	the	9	ka	BP	used	as	a	starting	point	for	the	Holocene	transient	
evolution	are	not	identical.	We	thus	pasted	the	two	simulations	together	assuming	that	the	last	(first)	
100	years	air	temperature	mean	around	9	ka	BP	were	identical	in	the	21	to	9	ka	BP	(9	to	0	ka	BP)	
simulations,	obtaining	a	complete	21	ka	BP	transient	global	air	temperature	evolution	for	the	last	
deglaciation,	referred	to	hereafter	as	LC-MAAT.		
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	 Rather	than	using	the	absolute	LC-MAAT,	anomalies	of	the	LC-	MAAT	were	determined	and	
subsequently	applied	to	the	present-day	average	annual	air	temperature	observed	from	a	weather	
station	within	the	respective	case	study	grid	cell.		Using	an	anomaly	forcing	avoided	any	potential	bias	
from	the	LOVECLIM	0	ka	BP	state.	As	only	the	anomaly	is	used,	the	end	of	each	VAMPER	model	
simulation	is	consistent	with	the	nearby	weather	station.	
	 The	modern-day	annual	mean	air	temperature	for	each	weather	station	was	derived	from	the	
Global	Surface	Summary	of	the	Day	(GSOD)	dataset	(1980	to	2011)	made	available	from	the	U.S.	
National	Climatic	Data	Center.	More	information	on	the	datasets	can	be	found	at:		
www.ncdc.noaa.gov/oa/gsod.html.		
Upper	Boundary;	LOVECLIM	MAGST	(LC-MAGST)	
Because	the	VAMPER	model	is	forced	by	MAGST,	rather	than	MAAT,	an	offset	to	determine	the	
LOVECLIM	MAGST	(LC-MAGST)	from	the	LC-MAAT	series	needed	to	be	defined.	This	is	often	done	with	a	
transfer	function	such	as	n-factors,	which	characterize	the	ratio	between	air	and	ground	temperatures	
by	considering	surface	conditions	such	as	vegetation,	organic	layers,	water	bodies,	and	snow	cover.	
However,	in	these	experiments,	the	large	areal	coverage	and	millennial	timescale	make	these	locally	
varying	and	temporally	sensitive	details	impossible	to	integrate.	Therefore,	we	assumed	an	average	
offset	of	+2	°C	for	all	case	study	locations,	which	is	meant	to	represent	an	average	over	the	LOVECLIM	
grid	cell.	This	simplified	air-land	coupling	is	based	on	the	dominating	surface	offset	of	the	nival	regime	
(Smith	and	Riseborough,	2002).	The	effect	of	snow	cover	is	for	these	case	studies	kept	conservative	
since	it	is	believed	that	much	of	Eurasia	during	the	LGM	was	quite	dry	(Hubberten	et	al.,	2004).	
Additionally,	Osterkamp	and	Burn	(2002)	have	reported	the	typical	warming	effect	of	snow	cover	to	be	
between	2	and	4°C.	Other	examples	of	this	range	of	surface	offset	in	permafrost	environments	include	
Smith	et	al.	(1998),	Romanovsky	and	Osterkamp	(1995),	and	Goodrich	(1982).	The	final	forcing	
temperatures	(LC-MAGST),	a	function	of	both	present	day	average	temperature	for	the	region	and	the	
surface	offset	of	+2	°C,	are	shown	in	Figure	3.7.		
Lower	Boundary	
The	lower	boundary	of	the	VAMPER	model	was	defined	at	a	depth	of	2000	m.	This	is	based	on	the	
transient	time	of	21k	years,	where	the	model	depth	should	correspond	with	the	time	scale	of	interest	
(Alexeev	et	al.,	2007).	In	addition,	Chouinard	and	Mareschal	(2009)	and	more	recently	Rath	et	al.	(2012)	
have	asserted	that	a	borehole	depth	of	at	least	1800	–	2000	m	is	necessary	to	infer	the	ground	surface	
temperature	history.	This	implies	that	low-frequency	ground	surface	temperature	perturbations,	such	as	
those	occurring	over	glacial	cycles,	penetrate	deeply	into	the	ground.		For	the	VAMPER	model,	a	
sensitivity	analysis	showed	some	difference	between	results	of	1000	m	model	depth	versus	2000	m	but	
nothing	significant	between	2000	m	and	3000	m.			
	 At	the	lower	boundary,	a	specific	geothermal	heat	flux	was	applied	for	each	case	study.	This	was	
determined	using	grid	cell-averaged	measurements	from	the	Global	Heat	Flow	Database	made	available	
by	the	University	of	North	Dakota	(Jessop	et	al.,	1976).	Only	heat	flux	measurements	deeper	than	1000	
m	were	used	in	the	averaging	to	reduce	possible	effects	from	surface	influences.	However,	in	the	West	
Europe	cases,	the	value	of	Jessop	et	al.	(1976)	was	not	considered	representative	according	to	Lucazeau	
and	Vasseur	(1989)	and	Luijendijk	et	al.	(2011)	and	was	replaced	by	the	value	in	parentheses	(Table	3.2).		
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Experiment	Setup	
For	each	of	the	five	case	study	locations,	three	transient	experiments	were	performed,	each	with	
different	porosity	values	(φ	=	{0.3,	0.4,	0.5}),	resulting	in	15	total	runs.	In	addition	to	these	15,	three	
experiments	(16-18)	were	performed	using	a	paleoclimate	reconstruction,	referred	to	as	R-MAGST.	But	
since	R-MAGST	data	primarily	covers	the	Netherlands/Belgium	region,	the	grid	cell	referenced	(Figure	
3.1)	is	actually	one	grid	cell	north	and	one	grid	cell	east	of	the	original	West	Europe	grid	cell.	Table	3.2	
details	the	parameter	settings.		
	 For	each	of	the	experiments,	the	equilibrium	permafrost	state	at	21	ka	was	found	using	
consecutive	cycles	of	the	first	100	years	of	the	LC-MAGST	or	R-MAGST	series,	where	both	are	assumed	
to	be	representative	of	LGM	conditions.	Each	of	these	solutions	was	also	taken	as	the	initial	condition	in	
the	respective	transient	experiment.	Therefore,	results	consist	of	two	parts:	the	estimated	range	of	
permafrost	thickness	during	the	LGM	and	the	subsequent	permafrost	evolution	through	the	
deglaciation.		
3.3.2		Results	
Central	Siberia	(Experiments	1	to3)	
To	apply	a	modern	average	annual	air	temperature	to	the	LC-MAAT	anomalies,	we	used	the	climate	data	
from	Yakutsk,	Russia	(62.02	N,	129.72	E),	where	the	MAAT	is	-8.8	°C.	In	this	area,	Federov	(1971)	has	
reported	Quaternary	age	clay	and	sand	overlying	Jurassic	mudstones	and	sandstones	with	coal,	
minerals,	silty	clay,	and	sand	lying	beneath.		
The	center	of	Siberia	is	currently	in	a	zone	of	continuous	permafrost	and	has	been	perennially	
frozen	since	at	least	the	Last	Glacial	(Gavrilova,	1993).	The	persistent	deep	permafrost	is	primarily	due	to	
the	dominating	effect	of	winter	anticyclones,	resulting	in	low	atmospheric	moisture	and	thus	little	snow	
cover	to	insulate	the	ground	surface.	Rozenbaum	and	Shpolyanskaya	(1998)	have	estimated	that	the	
LGM	permafrost	thickness	in	the	northern	(arctic)	region	to	have	been	700	–	800	m.	In	this	area,	the	
existence	of	paleo-permafrost	is	supported	by	radiocarbon	dated	ice	wedges	(Kondratjeva	et	al.,	1993).	
During	the	LGM,	permafrost	thickness	in	Central	Siberia	could	have	ranged	between	730	m	and	
940	m	according	to	results	of	the	VAMPER	model	(Figure	3.8).	Although	the	LOVECLIM	simulations	show	
about	an	8	°C	warming	since	the	LGM,	the	annual	average	ground	surface	temperatures	remained	well	
below	freezing	and	therefore	allowed	relatively	little	permafrost	degradation.	Over	the	last	21k	years,	
permafrost	thawed	between	85	and	60	m	to	leave	an	estimated	670	to	855	m	at	present	day.		
West	Siberia	(Experiments	4-6)	
The	climate	station	used	for	the	West	Siberia	experiments	is	in	Surgut,	Russia	(61.25	N,	73.5	E)	on	the	
West	Siberian	Plain	and	has	a	current	MAAT	of	-1.5	°C.		Rozenbaum	and	Shpolyanskaya	(1998)	have	
reported	that	the	ground	temperature	during	the	last	glacial	was	probably	10	°C	colder	than	today,	
which	is	slightly	greater	than	the	LC-MAGST	temperature	series	(Figure	3.7).	
	 An	investigation	by	Velichko	et	al.	(2011)	have	described	the	lithology	to	be	a	result	of	Late	
Pleistocene	aeolian	processes	with	a	series	of	boreholes	showing	mostly	sandy	sediments	beneath	a	top	
peat	layer.		A	morphoscopic	examination	of	these	sand	sediments	has	shown	evidence	of	an	expansive	
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cold	desert	occurring	in	the	northern	half	of	West	Siberia	during	the	last	glacial	(Velichko	et	al.,	2011).	
During	the	Holocene	warming,	this	area	changed	into	the	current	wetland	environment.		
A	well-documented	feature	in	western	Siberia	is	the	relict	permafrost,	typically	found	at	depths	
hundreds	of	meters	below	a	thawed	subsurface.	Kondratjeva	et	al.	(1993)	have	reported	relict	
permafrost	in	western	Siberia	to	be	between	59	and	60	°	N	and	300	to400	m	deep.	From	more	modern	
investigations,	Ananjeva	et	al.	(2003)	have	expanded	this	zone	to	be	between	60	and	64	°N.	They	found	
the	top	of	relict	permafrost	to	be	as	shallow	as	100	m	deep	and	to	extend	down	to	400	m	deep.	Beyond	
the	evidence	of	relict	formations,	the	widest	extent	of	past	permafrost	in	West	Siberia,	occurring	in	the	
Late	Pleistocene,	is	observed	by	pseudomorphs	found	as	south	as	52	°	N	(Kondratjeva	et	al.,	1993).		
According	to	the	results	of	the	VAMPER	model	(Figure	3.9a),	permafrost	thickness	during	the	
LGM	in	western	Siberia	could	have	ranged	between	approximately	445	m	and	365	m	based	on	varying	
porosity.	The	transient	response	to	changing	surface	temperatures	through	the	last	deglaciation	
resulted	in	degradation	between	445	and	245	m	of	permafrost	occurring	primarily	from	the	bottom	
(Figure	3.9b).	During	the	last	10k	years,	the	top	few	meters	were	warm	enough	to	begin	thaw	from	the	
top.	
South	Russia	(Experiments	7	–	9)	
The	South	Russia	case	is	in	a	region	well-studied	for	reconstructing	glacial-interglacial	periods	using	
loess-paleosol	sequences	(Velichko	and	Nechayev,	1984;	Little	et	al.,	2002;	Bolikhovskaya	et	al.	2006).	
For	example,	at	the	research	site	Korstylievo,	which	is	within	the	bounds	for	the	South	Russia	case	study	
grid	cell,	Rutter	et	al.	(2003)	have	described	the	top	meter	to	be	a	modern	Chernozem	soil,	followed	by	a	
1	m	thick	loess	bed	(dated	OIS	2),	which	then	overlies	another	few	meters	of	older	(OIS	3	and	4)	loess-
paleosol	sequences.	For	this	set	of	experiments,	the	annual	average	air	temperature	of	5.9	°C	from	
Uralsk,	Kazakhstan	was	applied	to	the	LOVECLIM	anomalies.	
There	is	evidence	supporting	permafrost	existence	in	this	South	Russia	area	during	the	LGM.	
Although	loess	deposits	are	not	a	definite	indicator	of	past	permafrost	conditions,	the	record	does	
allude	to	a	cold	and	dry	periglacial	environment	(Bradley,	1999),	suggesting	a	likely	scenario	for	
permafrost	development.	Indications	of	perennial	frost	action	can	also	be	found	within	such	deposits.	
Examples	include	areas	in	Alaska	(Muhs	et	al.,	2003),	Belgium	(Vandenberghe	et	al.,	1998),	and	Poland	
(Jary,	2009).	Within	loess	deposits,	many	pseudomorph	formations	have	been	discovered	as	south	as	47	
–	49	°N	in	the	western	part	of	the	former	USSR	(Kondratjeva	et	al.,	1993).		
Results	from	the	VAMPER	model	show	that	permafrost	in	South	Russia	could	have	been	
between	9	and	15	m	thick	during	the	LGM	and	disappeared	around	18	ka	B.P	(Figure	3.10).			
Central	Europe	(Experiments	10	-12)	
The	climate	station	used	for	Central	Europe	is	in	Budapest,	Hungary	(47.	4	N,	19.2	E)	with	a	modern	
average	annual	air	temperature	of	10.7	°C.	At	a	relic	sand-wedge	site	15	km	northeast	of	Budapest,	
Kovács	et	al.	(2007)	have	described	the	lithology	as	an	Upper	Pliocene	alluvial	fan	sediment	originating	
from	the	Paleo-Danube	River	covered	by	aeolian	sandy	deposits.	
Relict	periglacial	features	found	in	Hungary	have	been	previously	described	by	Pécsi	(1997)	and	
Kovács	et	al.	(2007).	In	general,	it	is	believed	that	during	the	Pleistocene,	Hungary	had	a	cold,	dry	climate	
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similar	to	the	current	area	of	northern	Siberia,	with	temperatures	13	°C	colder	than	today	(Washburn,	
1980).		
Although	the	average	geothermal	heat	flux	for	the	Central	Europe	case	study	region	was	lower	
compared	to	all	other	case	studies,	no	permafrost	developed	here	(Figure	3.11).	This	is	not	likely	due	to	
the	VAMPER	model	but	rather	the	temperatures	derived	from	LOVECLIM,	which	are	simply	too	warm	in	
this	region	during	the	LGM.			
West	Europe	A	(Experiments	13-15)	
The	averaged	geothermal	heat	flow	using	measurements	from	the	heat	flow	database	was	103	mW/m2.	
This	high	value	is	likely	due	to	an	uneven	distribution	of	measurements	where	some	geologic	regions	
such	as	the	Massif	Central	have	anomalously	higher	values	than	surrounding	areas	in	France	(Lucazeau	
and	Vasseur,	1989).	To	apply	a	more	representative	value,	we	took	the	average	flux	of	88	mW/m2	from	
Lucazeau	and	Vasseur	(1989),	who	processed	and	corrected	the	original	French	datasets.	The	weather	
station	used	for	this	case	study	is	in	Paris,	France,	with	a	MAAT	of	10.8	°C.	
	 Although	periglacial	phenomena	have	been	well-documented	through	observations	in	the	
Netherlands,	Belgium,	and	France	(Huijzer	and	Vandenberghe,	1998;	Vandenberghe	and	Pissart,	1993),	
the	VAMPER	model	was	unable	to	generate	permafrost	(Figure	3.12).	Just	as	in	the	Central	Europe	case	
study,	the	LC-MAGST	series	for	this	region	is	well	above	freezing	(Figure	3.7).		
West	Europe	B	(Experiments	16-18)	
As	an	alternative	approach	to	using	LC-MAGST,	the	VAMPER	model	was	forced	with	a	simplified	
reconstructed	temperature	series	(R-MAGST),	interpreted	from	Bohncke	and	Vandenberghe	(1991)	and	
Vandenberghe	et	al.	(2004)	with	the	assumed	2	°C	offset	between	MAAT	and	MAGST	(Figure	3.13).	
Unfortunately	the	current	T21	grid	used	in	LOVECLIM	is	too	coarse	to	differentiate	the	relatively	small	
area	such	as	the	Netherlands	and	Belgium	and	is	hence	part	of	the	grid	cell	that	is	covered	by	the	LGM	
ice	sheet.	This	explains	the	reasoning	behind	the	chosen	grid	cell	for	the	West	Europe	A	experiment.	But	
for	this	experiment,	the	R-MAGST	series	is	applicable	for	The	Netherlands.	Hence,	a	different	grid	cell	
represents	the	West	Europe	B	region	(Figure	3.1).	
	 With	a	MAAT	of	-8	°C	at	21	ka	BP,	the	Netherlands	developed	permafrost	between	about	320	
and	260	m	deep,	according	to	VAMPER	model	results.	Permafrost	then	completely	disappeared	
between	11	ka	BP	and	9	ka	BP	(Figure	3.14).	
3.3.3		Discussion	 	
Table	3.3	presents	an	overview	of	the	case	study	results.	Unlike	many	modeling	studies	which	can	
validate	simulations	based	on	some	corresponding	set	of	observations,	paleoclimate	simulations	are	not	
directly	comparable	to	modern-day	values.	Instead,	we	must	rely	on	previous	estimates	of	LGM	
permafrost	thicknesses,	bearing	in	mind	these	are	primarily	based	on	reconstructed	air	temperatures.		
However,	what	can	be	directly	compared		is	the	result	of	the	transient	simulations	at	present	day	with	
modern	day	observations	of	permafrost	thickness.	In	addition,	permafrost	thaw	rates	are	one	more	way	
to	compare	results	since	other	permafrost	modeling	studies	have	reported	such	rates	as	well.	Together,	
these	three	elements	can	be	used	to	evaluate	the	model	results.	
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Among	the	five	case	studies,	the	results	from	Central	and	West	Europe	A,	and	to	a	lesser	extent	
those	from	South	Russia,	do	not	confirm	established	beliefs	of	LGM	permafrost	distribution.	These	
discrepancies	are	unlikely	to	be	due	to	the	VAMPER	model	itself,	since	it	has	been	validated	and	shown	
to	produce	reasonable	results	(Kitover	et	al.,	2012),	but	rather	from	the	LC-MAGST	forcings	(Figure3.	7),	
which	are	too	warm	to	produce	permafrost	levels	comparable	with	earlier	studies.	Although	it	is	
possible	for	permafrost	to	occur	in	areas	with	a	MAAT	greater	than	0	°C	(Shur	and	Jorgenson,	2007)	this	
would	require	a	finer	spatial	resolution	than	the	current	grid	cell	size	used	in	LOVECLIM.	Instead,	the	
lack	of	VAMPER	model	simulated	permafrost	existence	at	21	ka	BP	results	from	the	unduly	warm	
temperatures	provided	by	LOVECLIM.	This	discrepancy	in	simulated	LGM	air	temperatures	originates	
from	a	known	bias	in	LOVECLIM,	as	discussed	by	Roche	et	al.	(2007).	
	In	South	Russia,	LGM	permafrost	was	about	9	to	15	m	thick.	Although	shallow	permafrost	is	not	
common	in	the	continuous	permafrost	zone,	it	has	been	observed.	A	present-day	example	comes	from	
Alaska,	where	at	the	southern	boundary	of	the	continuous	zone,	permafrost	is	measured	to	be	only	12	
m	deep	(Jorgenson	et	al.,	2008).	However,	in	Russia,	permafrost	tends	to	be	thicker	due	to	lower	
geothermal	gradients	(French,	2007).	Baulin	et	al.	(1984)	also	gave	a	higher	value	of	200	m,	based	on	
proxy	records.	It	is	therefore	likely	that	these	experiments	result	in	an	underestimation	of	permafrost	
depth.	This	could	be	due	to	an	unduly	warm	MAGST	series.	But	since	LOVECLIM	has	simulated	
reasonable	air	temperatures	for	this	region,	as	opposed	to	the	European	cases,	some	amount	of	error	
may	have	been	introduced	via	the	surface	offset.	According	to	Simakova	(2006),	the	Russian	Plain	
consisted	of	steppe	vegetation	during	the	LGM,	which	implies	a	dry,	cold	environment	that	could	in	turn	
reduce	the	offset	between	MAAT	and	MAGST.	As	the	sensitivity	tests	have	shown,	even	a	one	degree	
change	in	annual	ground	surface	temperature	could	lead	to		roughly	50	m	greater	permafrost	thickness	
under	a	given	set	of	model	parameters.	
For	the	other	case	studies,	the	21	ka	BP	estimates	of	permafrost	depth	are	consistent	with	
earlier	estimates.	In	Central	Siberia,	the	VAMPER	model	LGM	permafrost	depth	corresponds	well	with	
the	800	–	1000	m	estimate	from	Baulin	et	al.	(1984).	In	West	Siberia,	the	VAMPER	model	21	ka	BP	
permafrost	thickness	range	(365	–	445	m)	is	just	under	the	estimate	from	Rozenbaum	and	
Shpolyanskaya	(1998),	who	have	reported	maximum	the	LGM	value	was	probably	500	to600	m.	For	
West	Europe	B,	the	VAMPER	model	estimate	exceeds	the	values	between	100	and	150	m	from	Delisle	
(2003),	but	such	a	difference	can	be	easily	explained	by	the	parameter	model	settings:	the	choice	of	
using	a	constant	thermal	conductivity,	which	as	shown	from	our	sensitivity	testing,	can	account	for	100	
m	difference	in	permafrost	thickness.		
The	VAMPER	model	results	for	present	day	in	West	Siberia	show	permafrost	thickness	between	
0	and	120	m.	These	values	are	considered	reasonable	since	discontinuous	zones	commonly	show	this	
range	(French,	2007).	Further	the	present-day	profile	in	Figure	3.9b	shows	a	relict	permafrost	layer	
about	100	m	deep,	which	also	corresponds	with	observed	borehole	data	(Ananjeva	et	al.,	2003).			
A	closer	look	at	the	present	day	temperature-depth	profile	for	West	Europe	B	(Figure	3.14b),	
which	should	resemble	present	subsurface	thermal	conditions,	indicates	a	substrate	that	is	still	in	
transition	from	a	colder	state.	This	is	unexpected	since	observed	deep	borehole	profiles	in	The	
Netherlands	reveal	a	general	subsurface	thermal	equilibrium	(Luijendijk	et	al.	2011).	This	mismatch	
suggests	more	time	is	needed	to	recover	from	the	prior	frozen	state,	which	in	turn	implies	that		the	
simplified	air	surface	temperature	reconstruction	does	not	accurately	capture	temperature	trends	over	
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the	last	21k	years.	The	linearized	thaw	rate	for	West	Europe	B	is	the	highest	of	all	the	experiments,	
which	additionally	suggests	an	insufficient	rate	of	warming	estimated	over	the	deglaciation	(Figure	
3.13).	The	relatively	high	thaw	rate	may	also	point	to	an	overestimation	of	initial	LGM	permafrost	
thickness.	
In	Central	Siberia,	the	resulting	present-day	(855	–	670	m)	thickness	may	be	overestimated	since	
Sazonova	et	al.	(2004)	has	measured	thickness	to	be	at	maximum	500	m	within	their	studied	East	
Siberian	Transect,	which	partially	falls	within	the	LOVECLIM	grid	cell.	This	shallower	permafrost	depth	of	
500	m	would	mean	that	over	the	last	21k	years,	permafrost	degraded,	for	example,	between	230	m	and	
440	m,	producing	a	thaw	rate	of	about	1	to	2	cm/yr.	This	closely	matches	the	linearized	thaw	rates	for	
the	other	case	study	locations	(Table	3.3).	The	discrepancy,	therefore,	between	observed	and	simulated	
present-day	permafrost	thickness	may	be	due	to	this	relatively	slower	thawing	rate,	which	in	turn	can	be	
due	to	changes	in	the	annual	surface	offset	via	the	air-land	coupling.	Velichko	and	Nechayev	(1984)	
suggested	that	the	LGM	climate	in	west	and	east	Siberia	was	quite	dry	due	to	the	presence	of	
anticyclones,	as	opposed	to	present-day	conditions	where	Sazanova	et	al.	(2004)	have	reported	
relatively	thick	snow	cover	(0.6	to	0.8	m)	in	Southern	Yakutia.	If	this	were	the	case,	the	surface	offset	
would	need	to	be	dynamic,	reflecting	the	low	frequency	changes	in	precipitation	over	the	last	21k	years.		
Without	improved	MAAT-MAGST	coupling,	it	is	difficult	to	know	how	the	changing	air	circulation	
patterns	may	have	affected	permafrost	response	and	thaw	rates.	
The	linearized	rate	of	thaw	is	a	general	calculation	of	how	permafrost	disappeared	over	the	last	
21k	years.	Based	on	the	thaw	rates	in	Table	3.3,	the	transient	simulations	produced	comparable	thawing	
rates	with	other	millennial-scale	modeling	studies,	e.g.	Lebret	et	al.	(1994),	Lunardini	(1995),	Delisle	
(1998).	The	thaw	rate	of	South	Russia	is	probably	not	correct	since	the	VAMPER	model	results	did	not	
produce	reasonable	results	for	this	area.	
As	explained	above,	one	possible	reason	to	explain	the	difference	between	the	thaw	rates	of	
Central	Siberia	and	the	other	case	studies	is	changing	of	precipitation	patterns	over	the	last	21k	years,	in	
turn	modifying	the	air-land	temperature	coupling.		However,	it	may	also	be	possible	that	these	slower	
thaw	rates	did	indeed	occur	in	Central	Siberia,	which	has	remained	in	the	continuous	permafrost	zone	
throughout	the	last	deglaciation.	Meanwhile,	according	to	VAMPER	model	results,	the	regions	of	West	
Siberia	and	Central	Europe	underwent	higher	rates	of	permafrost	thaw	as	they	changed	from	a	
continuous	zone	to	either	a	discontinuous	zone	or	complete	disappearance.	Similarly,	modern-day	
observations	of	basal	thawing	in	the	discontinuous	zone	are	on	the	order	of	0.04	to	0.01	m/yr	
(Osterkamp,	2003).	This	exemplifies	a	possible	distinction	between	thawing	rates	in	discontinuous	
versus	continuous	zones.				
	
3.4		Conclusions	
The	sensitivity	analysis	of	the	VAMPER	model	gave	relationships	between	the	major	subsurface	
parameters	(porosity,	thermal	conductivity,	geothermal	heat	flux)	and	millennial-scale	permafrost	
growth.	Sensitivity	experiments	showed	that	for	porosity	in	the	range	of	0.3	to	0.5,	permafrost	thickness	
is	affected	by	50	m,	and	for	geothermal	heat	flux	ranging	from	30	to	80	mW/m2,	by	340	m.	If	a	constant	
thermal	conductivity	is	assumed	between	2.0	and	3.0	W/mK,	permafrost	can	vary	by	80	m.	In	addition,	
varying	the	ground	surface	temperature	between	-12	°C	and	-2	°C	yields	a	corresponding	450	m	
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difference	in	permafrost	thickness.	Results	of	these	sensitivity	experiments	show	that	when	doing	
regional	studies,	it	is	worthwhile	to	consider	a	range	of	possible	parameter	values	if	they	are	not	well	
known.		
	 The	five	Eurasian	case	study	simulations	were	forced	using	ground	surface	temperatures	derived	
from	past	experiments	with	the	LOVECLIM	earth	system	model.	Results	give	estimated	LGM	permafrost	
thicknesses	and	thawing	rates	during	the	subsequent	deglaciation.	In	Central	Siberia	and	West	Siberia,	
the	simulated	LGM	thicknesses	agreed	well	with	estimates	from	proxy-based	paleoreconstructions,	
which	were	between	800-1000	m	and	500-600	m,	respectively.	In	Central	Siberia,	LGM	permafrost	
thickness	was	between	730-940	m,	which	is	only	slightly	deeper	than	what	exists	today.	In	West	Siberia,	
which	is	underlain	by	discontinuous	permafrost,	LGM	thickness	was	between	365	and	445	m	and	
degraded	by	about	120	m	over	the	last	deglaciation.	Those	simulations	compared	particularly	well	with	
observations	where	deep	(>	100	m)	relict	permafrost	currently	exists.		The	LGM	and	present	day	
estimates	for	South	Russia	were	underestimated,	which	is	likely	due	to	our	highly	simplified	relation	
between	air	and	ground	surface	temperatures	and	is	probably	not	justified	in	this	region.	In	Central	
Europe	and	West	Europe	A,	however,	the	VAMPER	model	was	not	able	to	produce	any	permafrost	
during	LGM	conditions,	which	is	due	to	previously	recognized	biases	within	the	LOVECLIM	results.	A	
supplementary	simulation,	West	Europe	B	was	then	performed	using	paleoreconstructed	temperatures	
as	the	forcing.	This	experiment	gave	an	estimate	of	permafrost	in	West	Europe	during	the	LGM	to	be	
between	260	and	320	m	thick,	with	complete	disappearance	by	10	ka	BP	
Overall,	some	challenges	exist	with	attempting	to	model	past	permafrost	response,	particularly	
when	trying	to	capture	representative	behavior	for	a	large	geographic	extent.	Both	the	spatial	and	
temporal	scale	of	these	experiments	make	applying	static	relationships	between	MAAT	and	MAGST	
difficult.	The	application	of	a	2	°C	air-ground	temperature	offset	seems	to	be	underestimated	in	Central	
Siberia	(at	least	for	the	later	part	of	the	transient	experiment),	while	in	West	Russia,	it	was	perhaps	an	
overestimate.	This	different	response	exemplifies	the	difficulty	in	coupling	air-ground	temperatures,	
particularly	over	a	large	representative	area	and	subject	to	major	climatic	changes.	This	challenge	is	well	
recognized	in	climate	reconstruction	using	deep	borehole	measurements.	González-Rouco	et	al.	(2009)	
have	presented	a	thorough	discussion	on	the	effect	of	snow,	among	other	biases,	on	the	air-ground	
temperature	coupling.	It	becomes	complicated	to	capture	since	both	snow	thickness	and	timing	depend	
on	varying	climatic	conditions.	Further,	they	have	mentioned,	it	is	possible	that	changes	of	the	nival	
regime	are	not	detectable	in	the	land-air	temperature	coupling	over	long	time	scales.		
Similar	challenges	exist	with	finding	one	geothermal	heat	flux	value	to	represent	a	large	grid	cell,	
which	was	calculated	using	an	arithmetic	mean.	Continental	heat	flow	can	be	quite	variable	due	to	
tectonic	and	volcanic	activity,	in	addition	to	the	regional	geologic	history,	while	local	phenomena	can	
bias	the	statistic.	This	was	the	case	in	Hungary	where	the	Pannonian	Basin	has	an	averaged	high	heat	
flow	(100	mW/m2)	(Lenkey	et	al.,	2002)	despite	the	grid	cell	average	of	31	mW/m2.	An	inverse	situation	
occurs,	for	example,	at	an	anorthosite	intrusion	in	Poland,	which	has	an	observed	low	geothermal	flux	
(40	mW/m2)		and	as	a	result,	despite	its	somewhat	southern	location	(54	°N),	had	an	estimated	500	m	of	
permafrost	during	the	last	glacial	(Šafanda	et	al.,	2004).	A	nonparametric	statistical	technique	(i.e.	
weighted	or	geometric	average)	would	probably	improve	the	representative	value	obtained	for	each	
grid	cell	based	on	measurements.	Another	approach	would	be	to	employ	a	statistical	downscaling	
technique	(Vrac	et	al.,	2007).	
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With	the	discussed	reasoning	behind	certain	VAMPER	model	results,	such	as	the	biased	air	
temperatures	over	West	Europe	and	the	simplified	MAAT-MAGST	coupling,	the	experiments	here	
exemplify	a	new	but	still	simple	method	of	capturing	broad	permafrost	behavior	over	millennia.	It	is	
anticipated	that	with	future	coupling	to	LOVECLIM,	the	representation	of	permafrost	and	climate	
interactions,	notably	the	air-land	coupling,	will	improve	even	further.		
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CHAPTER	4	
Advancement	toward	coupling	of	the	VAMPER	permafrost	model	within	the	earth	system	model	
iLOVECLIM	(version	1.0):		description	and	validation	
	
Abstract	
The	VAMPER	permafrost	model	has	been	enhanced	with	snow	thickness	and	active	layer	calculations	in	
preparation	for	coupling	within	the	iLOVECLIM	earth	system	model	of	intermediate	complexity.	In	
addition,	maps	of	basal	heat	flux	and	lithology	were	developed	within	ECBilt,	the	atmosphere	
component	of	iLOVECLIM,	so	that	VAMPER	may	use	spatially	varying	parameters	of	geothermal	heat	flux	
and	porosity	values.		The	enhanced	VAMPER	model	is	validated	by	comparing	the	simulated	modern	day	
extent	of	permafrost	thickness	with	observations.	To	perform	the	simulations,	the	VAMPER	model	is	
forced	by	iLOVECLIM	land	surface	temperatures.	Results	show	that	the	simulation	which	did	not	include	
the	snow	cover	option	overestimated	the	present	permafrost	extent.	However,	when	the	snow	
component	is	included,	the	simulated	permafrost	extent	is	reduced	too	much.	In	analyzing	simulated	
permafrost	depths,	it	was	found	that	most	of	the	modeled	thickness	values	and	subsurface	
temperatures	fall	within	a	reasonable	range	of	the	corresponding	observed	values.	Discrepancies	
between	simulated	and	observed	are	due	to	lack	of	captured	effects	from	features	such	as	topography	
and	organic	soil	layers.	In	addition,	some	discrepancy	is	also	due	to	disequilibrium	with	the	current	
climate,	meaning	that	some	observed	permafrost	is	a	result	of	colder	states	and	therefore	cannot	be	
reproduced	accurately	with	constant	iLOVECLIM	preindustrial	forcings.		
Based	on:		Kitover,	D,	R	van	Balen,	D.M	Roche,	J	Vandenberghe,	and	H	Renssen.	2015.	"Advancement	Toward	
Coupling	Of	The	VAMPER	Permafrost	Model	Within	The	Earth	System	Model	I	LOVECLIM	(Version	1.0):	Description	
And	Validation".	Geoscientific	Model	Development	8:	1445-1460.	
	
4.1		Introduction	
	
The	VU	Amsterdam	Permafrost	(VAMPER)	model	is	a	deep	1-D	heat	conduction	model	with	phase	
change	capability.	It	has	been	previously	validated	for	single	site	experiments	such	as	Barrow,	Alaska	
(Kitover	et	al.,	2012).	Subsequently,	it	has	simulated	both	equilibrium	and	transient	permafrost	
conditions	at	a	number	of	arctic/subarctic	locations	(Kitover	et	al.,	2012;	Kitover	et	al.,	2013).	The	
VAMPER	model	was	built	with	the	intention	to	couple	it	within	iLOVECLIM,	an	earth	system	model	of	
intermediate	complexity.	Using	this	coupling,		the	goal	is	to	capture	the	transient	nature	of	permafrost	
growth/decay	over	millennia	as	a	feedback	effect	during	major	periods	of	climate	change.	To	prepare	for	
coupling,	a	number	of	enhancements	have	since	been	made	to	the	VAMPER	model.		We	present	
validations	of	these	improvements	by	simulating	modern-day	permafrost	thickness	and	distribution.	The	
goal	of	this	paper	is	to	describe	the	enhancements	and	then	analyze	the	validation	experiments	for	
modeling	present-day	permafrost,	with	detailed	explanation	of	why	mismatches	occur	between	
simulated	and	observed	data.		
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	 The	first	example	of	VAMPER	as	a	stand-alone	deep	permafrost	model	was	for	Barrow,	Alaska	
(Kitover	et	al.,	2012)	where	VAMPER	simulations	reproduced	the	present-day	permafrost	depth	using	
monthly	averaged	observation	data	of	ground	“surface”	(-	1	cm	deep)	temperatures.		In	this	same	study,	
VAMPER	was	also	validated	by	comparing	results	against	other	developed	deep	permafrost	models	(also	
used	for	millennial-scale	simulations)	using	similar	forcings	and	parameter	settings.	In	both	Kitover	et	al.	
(2012)	and	Kitover	et	al.	(2013),	a	number	of	transient	simulations	at	selected	locations	(e.g.	Wyoming,	
West	Siberia,	Central	Siberia)	were	performed	using	the	stand-alone	version	of	the	VAMPER	model,	
forced	by	iLOVECLIM-generated	land	surface	temperatures	over	the	last	21k	years	(Roche	et	al.,	2011).	
In	addition,	a	sensitivity	analysis	was	presented	in	Kitover	et	al.	(2013),	showing	the	range	of	simulated	
permafrost	depths	under	different	parameter	settings.		
	 Thus	far,	according	to	the	work	summarized	above,	VAMPER	has	only	been	employed	as	a	site-
specific	permafrost	model.	As	a	next	step,	this	paper	describes	the	necessary	developments	and	
validation	to	couple	VAMPER	with	ECBilt,	the	atmospheric	component	of	iLOVECLIM.	Specifically,	this	
presented	work	introduces	two	enhancements	to	the	VAMPER	model	:		1)	inclusion	of	snow	as	optional	
layers	and	2)	change	in	the	timestep.	The	first	in	particular	is	an	issue	in	modeling	permafrost	since	snow	
cover	is	a	recognized	influence	on	the	ground	thermal	regime	(Williams	and	Smith,	1989)	and	was	not	an	
available	option	in	the	previous	VAMPER	model	version.	To	compensate	for	this,	Kitover	et	al.	(2013)	
had	artificially	introduced	the	effect	of	snow	cover	via	a	surface	offset	(the	difference	between	surface	
air	temperature	and	ground	temperature)	of	+	2°C.	Not	only	was	this	an	assumption	based	on	a	number	
of	previous	reports	and	observations,	but	it	had	to	be	applied	as	an	annual	surface	offset	since	the	time	
step	was	one	year.	This	subsequently	demonstrates	the	need	for	the	other	enhancement,	which	is	a	
sub-annual	timestep,	where	the	seasonal	changes	in	the	ground	thermal	conditions	can	be	captured,	
allowing	for	representation	of	both	the	snow	cover	effect	and	the	active	layer.	In	addition	to	the	
VAMPER	model	enhancements,	two	global	maps	were	produced	(geo-processed	from	the	original	maps	
to	fit	the	horizontal	grid	of	ECBilt)	to	be	used	as	additional	input	parameters	to	the	VAMPER	model:	
geothermal	heat	flux	and	porosity.		These	are	used	when	the	VAMPER	is	run	over	a	horizontal	grid,	to	
allow	these	parameters	to	vary	spatially.		
	 Integrating	permafrost	into	earth	system	models	has	attracted	increased	interest	since	research	
has	acknowledged	the	effect	of	climate	change	on	permafrost	temperatures	(Cheng	and	Wu,	2007),	
permafrost	degradation	(Anisimov	and	Nelson,	1996),	and	release	of	carbon	stored	within	the	
permafrost	(Davidson	and	Janssens,	1996).		The	Coupled	Model	Intercomparison	Project	phase	5	(Koven	
et	al.,	2013)	analyzed		how	different	earth	system	models	represent	the	subsurface	thermal	dynamics	
and	how	well	this	class	of	models	simulate	permafrost	and	active	layer	depth.	Despite	the	fact	that	there	
is	a	variety	of		modeling	methods	and	configurations	for	the	different	global	coupled	models,		the	
conclusion	was	that	there	is	no	clear	ranking	among	the	reviewed	15+	model	versions.		This	shows	that	
representing	permafrost	in	earth	system	models	still	has	some	challenges,	which	Koven	et	al.	(2013)	
attribute	primarily	to	modeling	of	both	the	atmosphere/ground	energy	exchange	and	the	subsurface	
thermal	regime.		Until	recently,	most	simulations	of	permafrost	were	calibrated	for	regional	or	local	
study	such	as	Li	and	Koike	(2003)	on	the	Tibetan	Plateau,	Zhang	et	al.	(2006)	in	Canada,	and	Nicolsky	et	
al.	(2009)	in	Alaska.	A	growing	number	of	studies	are	now	modeling	permafrost	across	the	Northern	
Hemisphere	or	globally.	Simulations	are	done	using	either	statistical	approaches	like	the	frost	index	
method	(Anisimov	and	Nelson,	1996;	Stendel	and	Christensen,2002)	or	climate	models	such	as	Dankers	
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et	al.	(2011)	who	used	the	JULES	land	surface	model	and	Ekici	et	al.	(2014)	who	used	the	JSBACH	
terrestrial	ecosystem	model.	Other	examples	include	Lawrence	and	Slater	(2005),	who	used	the	
Community	Climate	System	Model	(CCSM)	to	look	at	future	permafrost	extent	and	associated	changes	
in	freshwater	discharge	to	the	Arctic	Ocean.	Schaeffer	et	al.	(2011)	used	a	land	surface	model	(SiBCASA)	
to	simulate	reduced	future	permafrost	coverage	and	subsequent	magnitude	of	the	carbon	feedback.	
Similarly,	Schneider	von	Deimling		et	al.(2012)	and	Koven	et	al.	(2011)	also	modeled	future	estimates	of	
carbon	emissions	due	to	thawing	permafrost.		From	a	paleoclimate	perspective,	DeConto	et	al.	(2012)	
used	a	version	of	the	GENESIS	GCM	to	model	the	connection	between	permafrost	degradation	and	
subsequent	carbon	emission	as	a	driver	for	the	occurrence	of	the	Paleocene–Eocene	Thermal	Maximum	
(PETM).	Modeling	permafrost	changes	is	also	an	interest	from	the	hydrological	perspective.		Avis	et	al.	
(2011)	used	a	version	of	the	UVic	Earth	System	Climate	Model	to	examine	the	potential	decreasing	areal	
extent	of	wetlands	due	to	future	permafrost	thaw.	
	 However,	it	should	be	noted	that	there	is	a	difference	between	coupled	models	which	actively	
integrate	the	role	of	permafrost	(including	the	thermal,	hydrological,	and/or	carbon	feedbacks)	
(Lawrence	et	al.,	2011),	and	models	which	look	at	permafrost	in	a	post-processing	perspective	(e.g.	
Buteau	et	al.,	2004,	Ling	and	Zhang,	2004)	meaning	they	are	forced	by	the	predicted	temperature	
changes.	It	is	the	full	coupling	with	integrated	feedbacks	which	is	of	our	current	interest,	where	the		goal	
is	to	fully	couple	ECBilt	and	VAMPERS	within	iLOVECLIM.	The	results	of	the		work	presented	here	serve	
as	an	important	validation	stage	toward	this	goal.	In	the	sections	following,	the	two	enhancements	to	
the	VAMPER	model	are	explained.	This	includes	validation	of	the	timestep	change	by	comparing	
simulated	annual	active	layer	depths	with	empirical-based	estimates.	In	addition,	two	newly	developed	
maps	of	spatially	varying	parameters	used	in	the	VAMPER	experiments	are	explained.	For	the	validation,	
the		VAMPER	model	is	forced	by	ECBilt	land	surface	temperatures,	where	the	results	are	compared	
against	a	modern-day	map	of	permafrost	extent	in	the	northern	hemisphere	and	observed	permafrost	
thickness	and	subsurface	temperatures	values	in	boreholes.		
4.2		Methods	
4.2.1		VAMPER		model	
	
General	Description	
VAMPER	is	a	1-D	permafrost	model	developed	to	estimate	permafrost	thickness	and	was	designed	for	
eventual	full	coupling	with	iLOVECLIM.	Because	it	must	fit	a	relatively	coarse	earth	system	model,	it	is	
not	suitable	for	the	soil	and	subsurface	parameters	to	undergo	parameterization	schemes.	These	
characteristics	such	as	soil	type,	organic	matter,	and	water	content		are	observed	and	vary	at	a	much	
finer	spatial	scale	than	possibly	represented	in	iLOVECLIM.	VAMPER	is	meant	rather	as	a	generalized	
model	to	simulate	conceptual	permafrost	thickness	based	on	the	factors	which	most	strongly	dictate	the	
subsurface	thermal	regime.	Most	notable	for	our	purposes	and	discussed	by	Farouki	(1986),	these	
factors	are	mineral	composition,	water	content,	and	temperature.	
	 Other	than	what	is	specified	below,	construction	of	the	VAMPER	model	has	not	changed	and	the	
methods	as	described	in	Kitover	et	al.	(2013)	still	apply.	In	particular,	these	include	assuming	only	
conductive	heat	transfer	in	the	subsurface	and	employing	well-established	methods	for	finding	the	
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temperature-dependent	thermal	properties	of	heat	capacity	and	thermal	conductivity	(Farouki,	1986;	
Zhang	et	al.,	2008a).	The	subsurface	is	assumed	to	be	saturated	(i.e.	porosity	equals	the	water	content)	
and	there	is	currently	no	groundwater	flow	either	horizontally	or	vertically	between	the	soil	layers.	
	 The	phase	change	process	of	freeze/thaw	in	the	subsurface	is	handled	using	a	modified	
apparent	heat	capacity	method	from	Mottaghy	and	Rath	(2006).	Their	method	assumes	that	phase	
change	occurs	continuously	over	a	temperature	range,	which	in	our	case	is	approximately	between	0	
and	-2°C.	The	apparent	heat	capacity	method	includes	an	additional	latent	heat	term	in	the	heat	
diffusivity	equation	as	a	way	to	account	for	the	added	energy	released	(consumed)	during	freeze	(thaw)	
of	the	subsurface	water	content.		The	latent	heat	demand	during	phase	change,	referred	to	as	the	‘zero	
curtain	effect’,	slows	thermal	diffusivity	rates	near	the	surface	as	the	active	layer	freezes	and	thaws	but	
also	during	permafrost	degradation/aggradation.		
VAMPER	Model	Enhancements	
There	are	few	permafrost	modeling	studies	which	have	reproduced	changes	in	permafrost	thickness	
over	geologic	time	periods.	In	these	cases,	a	larger	timestep	in	their	numerical	simulations	(usually	one	
month	or	one	year)	(e.g.,	Osterkamp	and	Gosink,	1991;	Lebret	et	al.,	1994;	Lunardini,	1995;	Delisle,	
1998)	is	assumed	since	they	only	need	to	force	the	models	with	the	low	frequency	changes	in	air	
temperature	or	ground	temperature	that	occur	over	millennia	At	this	timescale,	it	is	not	necessary	to	
use	a	sub-annual	timestep.	In	our	earlier	work	with	the	VAMPER	model	(Kitover	et	al.,	2013),	we	
similarly	used	a	yearly	timestep.		However,	in	light	of	the	future	coupling	between	ECBilt	and	the	
VAMPER	model,	it	has	become	clear	that	the	VAMPER	model	should	run	on	a	4-hr	timestep.	Doing	this	
allows	the	VAMPER	model	to	match	the		timescale	of	the	atmosphere,	the	subsystem	to	which	the	
VAMPER	model	will	be	coupled.	Changing	to	a	4-hour	timestep	also	reduces	error	in	the	numerical	
approximation	since	the	change	in	thermal	properties,	which	are	temperature-dependent,	is	smoother	
between	each		timestep.		Fortunately,	being	that	the	VAMPER	model	is	somewhat	simplified,	and	hence	
flexible,	the	change	to	a	4-hr	timestep	only	required	revalidating	the	model	performance.	In	addition	to	
the	change	in	timestep,	we	also	newly	made	possible	in	the	VAMPER	model	an	overlying	snowpack.	
Including	this	option	is	meant	to	simulate	the	effect	of	thermal	insulation	of	the	ground	in	winter.	Note	
that	the	VAMPER	model	with	the	snow	enhancement	is	referred	to	as	the	VAMPERS	model.	When	
referring	to	both/either	versions,	the		“VAMPER(S)”	term	is	used.		
	 VAMPER	Model	Enhancements	:	Timestep	
To	illustrate	the	difference	between	applying	the	same	annual	average	temperature	forcing	but	with	
two	different	timesteps	(4-hr	vs.	yearly),	a	sensitivity	test	was	performed	(Figure	4.1a).	To	generate	the	
sub-daily	surface	temperature	forcing	(4	hours),	a	year-long	temperature	time-series	was	calculated	
using	a	standard	sine	function	with	constant	amplitude	20°C	and	average	annual	temperature	of	-6°C	
(hereafter	referred	to	as	sensitivity	run	1	or	“sr1”),	resulting	in	an	annual	range	of	temperatures	
between	-26°C		and	14°C.		Therefore,	the	case	with	a	yearly	timestep,	called	“sr2”,	used		-6°C	as	the	
constant	forcing.	Besides	the	change	in	timestep	and	corresponding	surface	temperature	forcing,	the	
thermal	conductivity	and	heat	capacity	values	were	also	allowed	to	differ	since	these	variables	are	
temperature-dependent	(Figure	4.1b).	However,	heat	flux		and	porosity	parameter	settings	were	the	
same	in	both	model	runs.	Each	experiment	was	run	until	approximate	equilibrium	was	reached	under	
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the	same	constant	(respective)	forcing.	We	consider	equilibrium	to	be	when	the	geothermal	heat	flux	is	
approximately	equal	to	the	ground	heat	flux.	Comparing	the	final	depth-temperature	profiles	between	
sr1	and	sr2	shows	a	shift	in	the	equilibrium	depth-temperature	profile	where	using	an	annual	timestep	
underestimates	permafrost	thickness	by	approximately	50	meters	(Figure	4.1a).	This	difference	is	
attributed	to	occurrence	of	the	thermal	offset	(difference	between	ground	temperature	and	top	of	the	
permafrost)	within	the	active	layer	in	sr1	(Figure	4.1b),	whereas	sr2	cannot	exhibit	such	seasonal	
phenomena.	Because	VAMPER	is	a	simple	model	(absence	of	vegetation,	organics,	an	unsaturated	
subsurface,	or	temporally	varying	water	content)	we	can	attribute	the	thermal	offset	to	seasonal	
differences	in	thermal	conductivity,	since	the	thermal	conductivity	of	ice	is	four	times	that	of	unfrozen	
water	and	therefore	the	freezing	front	is	propagated	more	effectively	than	the	warming	front.	This	
difference	causes	the	mean	annual	subsurface	temperature	within	the	active	layer	to	be	gradually	
colder	with	depth.	The	offset	is	visible	in	the	mean	annual	depth-temperature	profile	within	the	top	
meter	of	Figure	4.1b.			
	 VAMPER	Model	Enhancements	:	Active	Layer	
In	permafrost	modeling,	an	active	layer	can	only	be	present	when	the	air/ground	temperature	forcing	
varies	seasonally.	Thus,	the	timestep	must	be	sub-annual.	Since	a	4-hr	timestep	is	now	implemented,	
the	VAMPER	model	produces	an	active	layer.	It	necessary	within	the	framework	of	model	development	
to	then	check	the	simulation	of	this	active	layer	for	validation	purposes.	
	 	Most	dynamical	permafrost	models	that	simulate	near-surface	behavior	configure	the	
parameter	settings	to	specifically	match	locally	observed	data.	Some	parameterizations	include	organic	
and	mineral	layer	thicknesses,	which	give	soil	properties	such	as	porosity	and	bulk	density,	and	unfrozen	
water	content	characteristics.		Examples	of	these	site-specific	studies	include	for	example,	Romanovsky	
and	Osterkamp	(1995),	Buteau	et	al.	(2004),	Ling	and	Zhang	(2004),	Zhang	et	al.	(2008b),	and	Nicolsky	et	
al.	(2009).	Since	VAMPER	is	not	parameterized	to	capture	site-specific	behavior,	it	is	challenging	to	
assess	the	ability	of	the	model	to	simulate	active	layer	dynamics.	Here,	we	leverage	the	Stefan	equation,	
used	originally	in	engineering	applications	(Fox	et	al.,	1992),	to	estimate	the	thickness	of	the	active	layer	
when	the	amount	of	energy	input	and	thermal	characteristics	are	known.	From	French	(2007),	the	
Stefan	equation	is	defined	as		
	!" = 2%&'(/*+ 																																																																																																																																																				(1)	
where	AL	(m)	is	the	thickness	of	the	active	layer,	σ	is	the	cumulative	thawing	index	(average	ground	
surface	temperature	(°C)	during	the	thaw	season	times	the	duration	of	thaw	season	(s),	and	kmw	is	the	
thermal	conductivity	of	unfrozen	soil	(W	/	(m	K)).		Qi	(J	/	m3)	is	defined	further	as	*+ = ",'(. −.0)																																																																																																																																																		(2)	
where	L	is	the	latent	heat	of	fusion,	ρm	is	the	dry	density	of	the	soil	(kg	/	m3),	W	is	the	total	moisture	
content,	and	Wu	is	the	unfrozen	water	content.	Table	4.1	gives	the	constant	variable	values	applied	in	
the	Stefan	Equation,	which	are	the	same	values	used	in	a	comparable	run	for	the	VAMPER	model.	
	 Under	different	forcings	as	a	function	of	both	average	annual	ground	surface	temperature	and	
annual	amplitude,	the	VAMPER	model’s	active	layer	thickness	versus	results	using	the	Stefan	Equation	
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are	shown	in	Table	4.2.	We	suggest	that	when	comparing	the	empirically-based	results	with	the	series	of	
simulations,	the	VAMPER	model	does	a	suitable	job	of	reproducing	annual	active	layer	thickness.	
	 VAMPER	Model	Enhancements:	Snowpack	parameterization	
An	additional	option	to	the	VAMPER	model	is	the	ability	to	extend	the	heat	conduction	model	into	the	
snowpack	when	present.	Prior	to	this,	the	surface	offset,	illustrated	in	Smith	and	Riseborough	(2002),	
could	not	be	produced	in	the	VAMPER	model.		
	 The	VAMPERS	model	uses	snow	water	equivalent	(swe)	values	(m)	with	corresponding	densities	
to	compute	snow	thickness	layers.	Snow	water	equivalent	is	the	depth	of	water	that	would	result	from	
the	complete	melting	of	snow.	The	precipitation	simulated	in	ECBilt	is	computed	from	the	precipitable	
water	of	the	first	atmospheric	layer	(Goosse	et	al.,	2010).	When	the	air	temperature	is	below	0°C,	the	
precipitation	is	assumed	to	be	snow.	However,	this	‘snow’	is	only	assumed	to	be	frozen	water,	meaning	
it	lacks	any	quantifiable	properties	besides	the	actual	precipitation	amount,	and	as	such	is	directly	
considered	the	swe	value.		As	a	result,	there	is	an	additional	set	of	necessary	functions	when	coupled	
with	VAMPERS	to	transfer	ECBilt	swe	values	into	a	snowpack	thickness	(Z)	at	time	t:	23 = 	,(	5673/,83																																																																																																																																																					(3)																											
where	ρw	is	water	density	and	ρs	snow	density	(Lynch-Stieglitz,	1994).	The	total	snow	density	is	
determined	as	a	combination	of	old	snow	(expressed	as	swet-1	from	the	previous	timestep)	and	freshly	
fallen	snow	at	current	timestep	(expressed	as	swefr)	:	
,83 = 56739:	,839: + 567<=	,<= 5673																																																																																																														(4)		5673 = 56739: + 567<= 																																																																																																																																								(5)	
where	ρfr	is	the	density	of	fresh	snow	(150	kg	/	m3).		
	 There	is	snowpack	metamorphism	that	occurs	from	a	number	of	different	processes.	Notably,	
Dingman	(2002)	distinguishes	these	as	gravitational	settling,	destructive,	constructive,	and	melt.	
However,	as	these	different	changes	occur	at	highly	varying	rates	and	under	localized	conditions	(aspect,	
slope,	vegetation	cover),	it	is	difficult	to	incorporate	such	processes	in	an	Earth	System	Model	of	
Intermediate	Complexity	(EMIC)	such	as	iLOVECLIM.	On	the	other	hand,	a	snowpack	always	undergoes	
densification	over	time	and	this	effect	should	somehow	be	applied	to	the	modeled	snowpack.	
Therefore,	we	apply	to	the	total	snow	density	an	empirical	densification	function	due	to	mechanical	
compaction.	The	maximum	allowable	density	is	500	kg	/	m3,	which	cannot	hold	any	more	liquid	water	
(Dingman,	2002).	The	compaction	equation	used	(e.g.	Pitman	et	al.,1991;	Lynch-Stieglitz,	1994;)	is	as	
follows:	,83 = ,839: + 0.5×10C,839:	D	E	exp 14.643 − LMMMmin(QRSCT.:U	,SCT.:U) − 0.02,839: ∆X																												(6)	
where	g	is	gravity	(9.82	m	/	s2),	N	(kg)	is	the	mass	of	half	the	snowpack,	T	(°C)	is	the	temperature	of	the	
snowpack	(the	average	temperature	of	the	snow	layer	temperatures	from	the	previous	timestep),	and	
Δt	is	the	timestep	(s).		
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	 Three	snow	layers	are	then	discretized	from	the	total	snow	thickness,	depending	on	whether	it	
is	above	or	below	0.2	m,	as	outlined	in	Lynch-Stieglitz	(1994).	Thermal	properties	are	then	calculated	for	
each	snow	layer	based	on	empirical	formulas:	Y8 = 2.9	,8S																									(Goodrich,	1982)																																																																																																								(7)	[\ = 1.9	×10U,8/,<									(Verseghy,	1991)																																																																																																							(8)	
where	Ks	is	the	snow	thermal	conductivity	and	Cs	is	the	snow	heat	capacity,	and	ρf		is	the	density	of	ice	
(920	kg	/	m3	).	All	three	snow	layer	are	subject	to	the	same	processes	and	simply	depend	on	
temperature,	time,	and	thickness	for	their	respective	deformation	and/or	melting.	
	 The	following	is	a	stepped	description	of	the	snow	algorithm	to	generate	a	VAMPERS	snowpack	
from	ECBilt	precipitation:	
1. Calculate	new	snow	density,	Eqs.	(4)	and	(5),	using	any	freshly	fallen	snow	and	old	snow.	
2. Apply	compaction	function,	Eq.	(6),	to	already	existing	snowpack	
3. Calculate	total	snow	thickness	using	Eq.	(3).	
4. Discretize	the	individual	layer	thicknesses	based	on	total	snow	thickness.	
5. Calculate	thermal	properties	for	each	layer,	Eqs.	(7)	and	(8).	
6. Use	snow	thicknesses	and	corresponding	thermal	properties	as	additional	layers	in	the	
VAMPERS	model.	
	
4.2.2		iLOVECLIM	v	1.0	
	
General	Description	
iLOVECLIM	is	a	“code-fork”	of	LOVECLIM	1.2	(Goosse	et	al.,	2010),	both	which	belong	to	a	class	of	
climate	model	called	Earth	System	Model	of	Intermediate	Complexity	(EMIC)	(Claussen	et	al.,	2002).	This	
type	of	model,	as	summarized	by	Weber	(2010),	“describes	the	dynamics	of	the	atmosphere	and/or	
ocean	in	less	detail	than	conventional	General	Circulation	Models”.	This	simplification	reduces	
computation	time,	thus	making	EMICs	suitable	for	simulations	on	millennial	timescales	that	incorporate	
the	components	with	slow	feedback	effects,	such	as	ice	sheets,	vegetation,	and	permafrost.	Different	
versions	of	LOVECLIM	have	successfully	simulated	past	climates	including	the	LGM	(Roche	et	al.,	2007),	
the	Holocene	(Renssen	et	al.,	2005,	2009),	and	the	last	millennium	(Goosse	et	al.,	2005).	Although	there	
exist	some	different	developments	between	iLOVECLIM		and	the	LOVECLIM	versions,	both	consist	of	the	
following	coupled	earth	system	components:	the	atmosphere	(ECBilt),	the	ocean	(CLIO),	and	vegetation	
(VECODE)	(Figure	4.2).		ECBilt,	the	atmospheric	model	(Opsteegh	et	al.,	1998)	consists	of	a	dynamical	
core	with	three	vertical	levels	at	800,	500,	and	200	hPa.		It	runs	on	a	spectral	grid	with	a	triangular	
truncation	(T21),	which	translates	to	a	horizontal	grid	with	a	resolution	of	approximately	5.6	° lat	x	5.6	° 
lon.	The	CLIO	module	(Goosse	and	Fichefet,	1999)	is	a	3-D	ocean	general	circulation	model	with	a	free	
surface.	It	has	3°	×	3°	horizontal	resolution	and	20	vertical	layers.	VECODE,	the	vegetation	module	
(Brovkin	et	al.,	1997),	is	similar	to	VAMPER(S)	in	that	it	was	particularly	designed	for	coupling	to	a	
coarse-resolution	earth	system	model.	It	is	a	reduced-form	dynamic	global	vegetation	model	that	
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characterizes	the	land	surface	as	either	trees,	grass,	or	no	vegetation	(i.e.	‘bare	soil’)	and	is	computed	at	
the	same	resolution	as	the	ECBilt	grid.	The	plant	types	may	be	represented	fractionally	within	each	
gridcell.	Each	model	component	of	iLOVECLIM	was	originally	developed	separately	and	the	reader	is	
referred	to	Goosse	et	al.,	2010	for	a	detailed	description	of	components	and	coupling	mechanisms.	
Furthermore,	iLOVECLIM	more	recently	includes	other	optional	components	including	the	dynamical	ice-
sheet	model	GRISLI	(Roche	et	al.,	2014)	and	a	stable	water	isotopes	scheme	(Roche,	2013).	
Proposed		ECBilt-VAMPER(S)	Coupling	Description	
The	VAMPER(S)	model	will	ultimately	be	coupled	to	the	atmospheric	component,	ECBilt	within	
iLOVECLIM.	The	proposed	ECBilt-VAMPER(S)	coupling	will	be	done	at	each	timestep	(4	hours)	where	the	
land	surface	temperature	from	ECBilt	is	passed	to	VAMPER(S)	and	the	ground	heat	flux	from	VAMPER(S)	
is	returned	to	ECBilt.		The	land	surface	temperature	is	calculated	within	ECBilt	as	a	function	of	the	heat	
balance	equation	where	the	major	heat	fluxes	across	the	air/surface	interface	are	incorporated:		
sensible	heat	flux,	latent	heat	flux,	shortwave	radiation,	longwave	radiation,	and	ground	heat	flux.	The	
land	surface	temperature	and	ground	heat	flux	will	only	be	communicated	between	components	when	
the	respective	grid	cell	is	classified	as	land	with	no	overlying	ice	sheet	(i.e.	Greenland/Antarctica	at	
present	day).	With	this	coupling,	the	effect	of	changing	permafrost	conditions	may	be	reflected	in	the	
climate	via	changes	in	the	surface	energy	balance.	As	permafrost	degrades,	the	subsurface	acts	as	a	
thermal	sink,	absorbing	additional	energy	to	accommodate	latent	heat	demands	during	phase	change.		
However,	at	the	same	time,	the	active	layer	deepens,	also	redistributing	the	(seasonal)	energy	
distribution	at	the	surface.	
	 Since	the	VAMPER(S)	model	ground	surface	temperature	is	taken	to	be	the	ECBilt	land	surface	
temperature,	no	surface	offset	occurs	except	when	there	is	a	snowpack.	In	this	case,	the	snow	surface	
temperature	(i.e.	the	top	snow	layer)	is	assumed	to	be	the	same	as	the	land	surface	temperature.	This	
means	the	VAMPERS	model	ground	temperature	forcing	is	buffered	via	the	three	snowpack	layers	as	
discussed	in	Sect.	2.1.2.	Using	the	ground	surface	temperature	forcing,	the	VAMPER(S)	model	then	
computes	the	subsurface	temperature	profile.	This	calculation,	via	the	implicitly	solved	heat	equation	
with	phase	change	capability,	is	fully	described	in	Kitover	et	al.	(2013).	As	VAMPER	is	a	1-D	model,	there	
is	no	lateral	energy	(heat/water)	transfer	between	adjacent	grid	cells	in	the	subsurface.	Permafrost	
thickness	is	determined	at	an	annual	timestep	using	a	computed	average	annual	temperature	profile,	
where	any	depth	below	or	equal	to	0°C	is	considered	permafrost.	Although	in	reality	there	is	a	freezing	
point	depression	which	may	occur	as	a	result	of	the	local	pressure	or	dissolved	salts,	our	permafrost	
definition	is	consistent	with	the	thermal	definition	of	permafrost	from	the	International	Permafrost	
Association:	“ground	(soil	or	rock	and	included	ice	or	organic	material)	that	remains	at	or	below	0°C	for	
at	least	two	consecutive	years”.			
	 The	land	surface	of	ECBilt	consists	of	a	single	“layer”	which	represents	a	volumetric	storage	
capacity	to	generate	surface	runoff	when	full.	This	system	is	referred	to	as	a	bucket	model	in	previous	
text	(Roche	et	al.,	2014,	Roche,	2013,	Goosse	et	al.,	2010).	Currently,	this	hydrology	portion	of	ECBilt,	is	
not	coupled	to	VAMPERS.	However,	because	the	active	layer	is	a	regulator	of	hydrology	in	arctic	and	
subarctic	regions	(Wang	et	al.,	2009;	Hinzman	and	Kane,	1992),	a	next	step	will	be	to	expand	coupling	
between	VAMPERS	and	ECBilt		by	connecting	the	active	layer	with	this	bucket	model.	
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	 The	first	phase	of	the	coupling	between	VAMPERS	and	ECBilt	will	only	include	the	land	surface	
temperature	and	the	ground	heat	flux	as	discussed.	It	should	be	mentioned	as	a	caveat	that	additional	
coupling	mechanisms	are	possible	between	iLOVECLIM	components	and	VAMPER,	which	include	
hydrology	and	the	carbon	cycle,	but	will	not	be	implemented	for	the	first	coupling	phase.	
Geothermal	Heat	Flux	
The	VAMPER(S)	model	requires	a	geothermal	heat	flux	as	the	lower	surface	boundary.	In	Kitover	et	al.	
(2013),	a	sensitivity	analysis	was	performed	to	look	at	the	equilibrium	permafrost	thickness	as	a	result	of	
varying	the	geothermal	heat	flux	and	found	that	thickness	can	increase	by	about	70	m	with	every	
decrease	in	flux	of	10	mW	/	m2.	To	obtain	the	geothermal	heat	flux	for	every	cell	in	the	ECBilt	grid,	we	
used	the	recent	publication	of		Davies	(2013)	who	determined	the	median	of	heat	flux	estimates	over	a	
2°	x	2° latitude-longitude	grid	based	on	a	combination	of	actual	measurements,	modeling,	and	
correlation	assumptions.	Due	to	the	mismatch	of	grid	resolutions	between	Davies	(2013)	and	ECBilt,	we	
determined	for	each	ECBilt	grid	cell,	a	simple	area-weighted	average	of	the	Davies	(2013)	estimates:	
each	of	the	Davies	grid	cells	was	assigned	a	weighing	factor	based	on	the	percentage	of	overlap	with	the	
ECBilt	cells.	Below	is	the	original	map	from	Davies	(2013)	and	the	averaged	map	applied	in	the	
VAMPER(S)	experiments.	A	sensitivity	analysis	with	1)	the	geothermal	heat	flux	map	and	2)	applying	the	
continental	global	average	(approx.	60	mW	/	m2)	showed	no	noticeable	difference	in	permafrost	
distribution.	This	result	is	different,	however,	than	the	noticeable	sensitivity	of	geothermal	heat	flux	on	
permafrost	depth	(Kitover	et	al.,	2013).	
Porosity	
Another	variable	needed	to	run	the	VAMPER(S)	model	are	depth-dependent	porosity	values,	which	in	
these	experiments	are	3000	meters	below	the	surface.		In	previous	VAMPER	studies	(Kitover	et	al.,	2013;	
Kitover	et	al.,	2012),	it	was	assumed	that	the	land	subsurface	was	sedimentary	rock,	with	a	porosity	of	
0.3,	0.4,	or	0.5.	However,	as	shown	in	Kitover	et	al.	(2013),	the	porosity,	or	water	content,	has	a	
noticeable	effect	on	equilibrium	permafrost	thickness.	That	sensitivity	test	showed	about	a	50	m	
difference	in	permafrost	thickness	when	the	porosity	values	(assuming	a	saturated	subsurface)	ranged	
between	0.3	and	0.5.	Therefore,	to	both	narrow	our	assumptions	regarding	the	subsurface	but	still	
maintain	the	simplification	necessary	for	the	coarse	horizontal	grid,	an	additional	lithological	
classification	scheme	was	created	as	an	additional	VAMPER(S)	model	parameter.	We	reclassified	the	
original	seven	categories	from	the	Global	Lithological	Map	Database	(GLiM)	from	Hartmann	and	
Moosdorf	(2012)	into		‘Bedrock	(Bed)’	,	(e.g.,	granitic	and	metamorphic	rock),	and	‘Sedimentary	(Sed)’	
(e.g.,	sandstone,	limestone)	(Table	4.3,	Figure	4.5).	In	the	case	of	‘Bed’,	the	subsurface	is	assumed	to	be	
quite	consolidated/compressed,	resulting	in	a	low	water	content	(Almén	et	al.,	1986;	Gleeson	et	al.,	
2014).	‘Bed’	was	thus	assigned	a	low	porosity	of	0.1,	which	based	on	sources	that	showed	depth	profiles	
of	bedrock	sites		(Schild	et	al.,	2001;	Nováková	et	al.,	2012),	that	stays	constant	with	depth.	On	the	other	
hand,	similar	to	the	case	studies	from	Kitover	et	al.	(2013),	a	depth	porosity	function	from	Athy	(1930)	
was	applied	for	the	‘Sed’	class,	where	the	surface	porosity	(Φ)	is	0.40.	This	porosity	represents	the	
assumed	average	for	sandy	textured	soil.	Similar	to	application	of	the	geothermal	heat	flux	map,	a	
preliminary	sensitivity	analysis	between	applying	the	lithology	map	and	applying	a	constant	value	(0.4)	
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throughout	the	globe	showed	only	marginal	differences	in	permafrost	distribution.	This	result	is	
different,	however,	than	the	higher	sensitivity	of	porosity	on	permafrost	depth	(Kitover	et	al.,	2013).	
	
4.3		Validation	of	preindustrial	permafrost	thickness	distribution	
	
4.3.1		Experimental	Setup	
	
The	model	experiments	are	performed	over	the	whole	globe	,	with	the	VAMPER	model	forced	by		ECBilt	
land	surface	temperatures.	These	values	are	the	lower	boundary	layer	of	the	atmosphere	and	are	
calculated	using	a	surface	heat	budget	(Goosse	et	al.,	2010).	Referring	to	Figure	4.3,	this	means	that	
ECBilt	passes	temperature	values		to	the	VAMPER(S)	model		(right	side	of	Figure	4.3a)	but	no	data	is	
returned	to	ECBilt	(left	side	of	Figure	4.3a),	leaving	the	climate	unaffected	from	permafrost	or	changes	
in	permafrost.	The	model	experiments	also	include	the	spatially	varying	parameter	values	of	geothermal	
heat	flux	and	porosity	provided	by	the	new	maps.	Two	different	model	runs	were	performed:		one	
without	the	snow	enhancement	or	any	imposed	surface	offset	(VAMPER)	and	one	with	the	snow	
enhancement	(VAMPERS	).	These	two	are	first	compared	in	the	Results	and	Discussion	below.		
	 Because	permafrost	has	a	very	slow	thermal	response	(Lunardini,	1995)	as	compared	to	other	
components	in	iLOVECLIM,	VAMPER(S)	is	not	forced	synchronously	by		ECBilt.	Rather,	VAMPER(S)	is	
forced		continuously	for	100	years	and	then	runs	offline	for	900	years	using	the	ECBilt	average	land	
surface	temperature	of	the	previous	100	years	as	the	forcing.	This	asynchronous	cycle	is	repeated	for	
thousands	of	years	until	the	VAMPER(S)	model	is	equilibrated	to	the	previously	equilibrated	iLOVECLIM	
preindustrial	climate.	This	scheme	is	illustrated	in	Figure	4.6	(adapted	from	a	similar	figure	in	McGuffie	
and	Henderson-Sellers	(2005)).	Equilibrium	was	determined	when	the	lower	boundary	heat	flux	
approximately	matches	the	annual	average	ground	surface	heat	flux	and	the	permafrost	thickness	
stabilized.	Although	the	model	approaches	a	steady	state	through	the	subsurface	depth,	we	
acknowledge	that	in	reality,	some	observed	permafrost	regions	are	not	at	equilibrium	since	they	are	
responding	to	recent	warming.		
	
4.3.2		Results	and	Discussion	
	
In	order	to	verify	the	performance	of	VAMPER(S)	forced	by		iLOVECLIM,	a	series	of	equilibrium	
experiments	were	performed	for	the	preindustrial	(PI)	climate	(~	1750	AD).	For	comparative	purposes,	
we	assume	the	PI	state	of	permafrost	is	similar	enough	to	the	current	state	of	permafrost	that	we	used	
modern-day	data	to	validate	against	the	PI	simulations.		The	simulated	areal	extent	was	compared	to	
present-day	extent	using	the	“Circumarctic	Map	of	Permafrost	and	Ground-Ice	Conditions”	(Brown	et	
al.,	2014).	Unlike	the	model	validation	done	by	Lawrence	and	Slater	(2005),	and	then	subsequently	
critiqued	by	Burn	and	Nelson	(2006),	our	simulations	attempt	to	capture	the	extent	of	both	continuous	
and	discontinuous	permafrost.	In	addition,	available	borehole	data,	for	sites	within	the	arctic/subarctic,	
were	used	to	evaluate	the	simulated	thicknesses.	Therefore,	there	are	two	types	of	validation	
approaches:	1)	permafrost	distribution	and	2)	permafrost	depth.	
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Permafrost	Distribution	Validation	
The	first	validation	demonstrates	the	extent	to	which	the	VAMPERS	model	reproduces	the	modern-day	
permafrost	distribution.			The	results	can	be	matched	against	Koven	et	al.	(2013),	who	simulated	
permafrost	areas	consistent	with	CMIP5	model	output.		The	areal	extent	of	permafrost	distributions	
found	in	Koven	et	al.	(2013)	bracket	the	extent	found	in	the	present	study.	The	maximum	is	reported	as	
28.6	x	106	km2	and	minimum	2.7	x	106	km2.	Our	simulation	using	VAMPERS	yields	approximately	20.3	x	
106	km2	.	This	is	a	reasonably	comparable	estimate	considering	almost	80%	(14/18)	of	the	model	area	
extents	from	Koven	et	al.	(2013)	fall	within	40%	(12	to	28	x	106	km2	)	of	our	model	estimates.		According	
to	discussion	by	Koven	et	al.	(2013),	most	of	the	variation	seen	among	the	compared	earth	system	
models	is	primarily	attributed	to	the	subsurface	modeling	techniques,	such	as	water	content,	using	a	
latent	heat	term,	and	differing	soil	thermal	conductivities.	Secondary	causes	are	attributed	to	factors	of	
air-ground	coupling	such	as	incorporation	of	organics	and	a	snowpack	(bulk	or	multilayer).	These	
conclusions	are	not	different	from	our	own	study	in	that	1)	snowpack	plays	a	marked	role	in	permafrost	
modeling	and	inclusion/exclusion	will	impact	the	results,	2)	the	air-ground	coupling	is	also	a	source	of	
potential	mismatch.	
	 Using	the	comparison	shown	in	Figure	4.7,	which	overlays	the	simulated	results	on	the	map	
from	Brown	et	al.	(2014),	it	is	clear	that	the	experiment	without	the	snow	option	overestimates	
permafrost	extent	while	employing	the	VAMPERS	version	underestimates	it.	This	inaccuracy	between	
both	an	overestimated	result	and	an	underestimated	result	is	at	least	partially	due	to	attempting	to	
match	results	from	a	low	resolution	grid	to	spatial	coverage	of	much	higher	resolution.	Because	the	
marginal	areas	of	permafrost	extent	are	the	most	sensitive	to	climate,	they	are	highly	responsive	to	
minor	temperature	deviations.	These	deviations,	whether	a	few	degrees	above	or	below	freezing,	
determine	from	a	modeling	point	of	view,	whether	permafrost	exists	or	not.	In	the	case	of	VAMPER,	
many	of	these	marginal	grid	cell	average	annual	ground	surface	temperatures	fall	below	freezing	while	
in	the	case	of	VAMPERS,	these	same	grid	cells	now	fall	above	freezing.	However,	because	of	the	coarse	
grid,	these	estimates	in	either	case,	cannot	accurately	represent	areas	which	are	only	partially	underlain	
by	permafrost.		
	 Inaccuracy	in	model	results	is	also	expected	since	we	cannot	parameterize	the	snowpack	
characteristics	that	alter	the	effect	of	snow	on	the	ground	thermal	regime.	Although	we	capture	the	role	
of	snow	cover,	which	imposes	a	reduced	thermal	diffusivity	effect	between	the	air	and	ground,	there	are	
number	of	snowpack	characteristics	that	we	do	not	include.		As	opposed	to	our	generalized	snowpack	
parameterization	scheme,	high	resolution	snow	models	are	fitted	to	observational	data	by	analyzing,	for	
example,	the	physics	of	accumulation,	areal	distribution,	and	snow-soil	interactions.	Therefore,	it	is	
arguable	from	this	lack	of	detail	and	the	results	shown	in	Figure	4.7,	whether	the	better	option	is	to	
include	a	snowpack	in	VAMPERS	or	not.		However,	we	contend	that	the	VAMPERS	model	is	doing	a	
reasonable	job	since	it	is	producing	the	surface	offset	that	would	naturally	occur	from	the	snowpack	
(Goodrich,	1982;	Smith	and	Riseborough,	2002).	The	simulated	global	distribution	of	this	surface	offset	
is	shown	in	Figure	4.8.		It	is	determined	by	calculating	the	difference	between	the	mean	annual	ground	
temperature	(MAGT)	using	VAMPERS	and	the	MAGT	using	VAMPER	(no	snow	option	and	no	imposed	
surface	offset).		Although	the	maximum	mean	annual	surface	offset	is	about	12°C,	the	average	among	
all	the	grid	cells	with	snow	cover	is	about	2.7°C,	close	to	our	original	applied	surface	offset	of	2°C	in	
Kitover	et	al.	(2013).	Values	between	1°C	and	6°C	were	reported	by	Gold	and	Lachenbruch	(1973).	
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Monitoring	studies	of	the	air-ground	temperature	relationship	also	fall	within	this	range	e.g.,	Beltrami	
and	Kellman	(2003),	Bartlett	et	al.	(2005),	Grundstein	et	al.	(2005),	Zhang	(2005).	However,	larger	values	
of	10°C	have	been	recorded	in	Alaska	(Lawrence	and	Slater,	2010).		
	 Further,	without	the	snow	option,	changing	precipitation	patterns	due	to	climate	change	would	
otherwise	have	no	effect	on	the	subsurface	thermal	conditions.	In	other	words,	the	role	of	snow	cover	
will	be	more	noticeable	when	using	the	ECBilt-VAMPERS	coupling	in	transient	simulations.	An	example	
of	the	effect	of	changing	snow	conditions	on	the	ground	thermal	regime	come	from	Lawrence	and	Slater	
(2010),	who	demonstrated	through	experiments	with	the	Community	Land	Model	that	1)	increased	
snowfall	accounted	for	10	to	30%	of	soil	warming	and	2)	a	shortened	snow	season	also	caused	soil	
warming	due	to	the	ground	surface’s	increased	uncovered	exposure	to	air	temperatures.	From	this	point	
forward,	all	analysis	in	this	study	is	performed	on	results	from	VAMPERS	(i.e.	with	the	snow	option).	
	 In	addition	to	the	snowpack-induced	surface	offset,	there	are	a	number	of	additional	factors	
which	have	been	commonly	recognized	in	affecting	the	surface	offset	and	hence	should	be	part	of	the	
air-ground	coupling.	Depending	on	the	scale	of	interest,	the	magnitude	of	these	can	vary	but	they	
include	surface	organic	layer,	vegetation,	overlying	water	bodies,	and	wind.	It	should	be	recognized	that	
within	ECBilt,	some	of	these	factors	are	reflected	in	the	land	surface	temperature	(notably	wind	and	a	
simplified	vegetation	scheme)	but	the	others	are	absent.	In	addition,	coupling	the	ECBilt	surface	
hydrology	to	the	groundwater	storage	would	affect	both	the	ground	thermal	regime	and	hydrological	
regime.	In	the	first	case,	subsurface	water	content	affects	the	thermal	properties	of	the	soil.	In	
particular,	the	conductivity	of	organics	has	high	variation	seasonally.	In	the	second	instance,	frozen	
ground	is	impermeable,	allowing	little	or	no	subsurface	water	storage,	in	turn	affecting	runoff	flow	rates	
and	timing.		
	
Permafrost	Thickness	Validation	
The	second	validation	examines	the	simulated	depth	of	permafrost	using	borehole	data	taken	from	the	
Global	Terrestrial	Network	for	Permafrost	(GTN-P;	www.gtnp.org).	Figure	4.9	regresses	observed	
borehole	measurements	mapped	in	Figure	4.10	against	the	corresponding	permafrost	depths	simulated	
by	iLOVECLIM.	It	is	clear	that	there	is	a	larger	divergence	between	modeled	and	observed	depths	for	the	
deeper	permafrost	than	for	the	more	shallow	observations,	where	some	points	are	overestimated	by	
over	300	m	and	some	very	underestimated	by	over	700	m.	There	are	a	number	of	reasons	to	explain	the	
mismatch,	which	can	manifest	in	both	the	borehole	and	the	model	data.	The	first	reason	is	that	
borehole	estimates	have	a	given	range	of	uncertainty	since	measurement	techniques	and	subsequent	
interpretations	are	subject	to	error.	Osterkamp	and	Payne	(1981)	describe	in	detail	potential	errors	
associated	with	the	freezing	point	depression,	thermal	disturbance,	and	lithology.		
	 The	second	reason	is	that	we	assumed	implicitly	that	the	observed	permafrost	depths	are	at	
equilibrium	with	the	current	(or	PI;	preindustrial)	climate	state.	This	likely	explains	the	mismatch	at	the	
central	Siberian	site	(66°	26’	2”	N,	112°	26’	5”	E)	(point	1,	Figure	4.9),	where	the	permafrost	is	estimated	
from	the	borehole	data	to	be	1000	m	thick	while	the	corresponding	modeled	value	is	only	about	375	m.	
Like	much	of	the	Siberian	permafrost,	this	permafrost	probably	developed	from	the	preceding	glacial	
period	(Kondratjeva	et	al.,	1993).	Another	example	is	western	Siberia,	(points	2	through	4,	Figure	4.9),	
which	is	an	area	documented	for	having	relict	permafrost	(Zemtsov	and	Shamakhov,	1992;	Ananjeva	et	
al.,	2003).	It	is	also	identified	in	the	“Circumarctic	Map	of	Permafrost	and	Ground-Ice	Conditions”	
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(Brown	et	al.,	2014)	and	“The	Last	Permafrost	Maximum	(LPM)	map	of	the	Northern	Hemisphere”	
(Vandenberghe	et	al.,	2014).	But	it	should	be	noted	that	not	all	the	relict	permafrost	in	western	Siberia	is	
of	late	Pleistocene	origin	and	may	be	from	earlier	cold	stages	(Zemtsov	and	Shamakhov,	1992;	French,	
2007).	
	 Another	reason	for	discrepancies	between	modeled	and	observed	data	is	that	high-resolution	
features	in	the	landscape	and	topography	cannot	be	captured	by	iLOVECLIM	due	to	the	limited	spatial	
resolution.		Such	factors	as	vegetation	and	organic	layer,	which	can	vary	due	to	local	topography	and	
micro-climatic	conditions,	have	been	shown	to	affect	the	active	layer	and	ground	thermal	regime	(Shur	
and	Yorgenson,	2007;	Fukui	et	al.,	2008;	Lewkowicz	et	al.,	2011;	Wang	et	al.,	2014).	Consequently,	given	
a	specific	borehole	site,	some	discrepancy	in	the	permafrost	thickness	estimate	will	likely	occur	between	
our	simplified	interpretation	and	that	which	results	from	including	more	complex	and	local	interactions.	
It	is	possible,	for	example,	that	the	observed	value	for	point	5	(720	m)	is	a	function	of	higher	elevation	
since	it	is	from	a	borehole	site	in	the	Russia	Highlands	but	this	relatively	local	elevation	effect	may	not	
be	sufficiently	represented	in	the	iLOVECLIM	surface	temperatures,	and	hence	is	underestimated.	
	 The	other	outlying	points	(points	6	and	7,	Figure	4.9)	occur	in	Canada,	but	as	opposed	to	the	
relict	sites	as	mentioned	above,	here	iLOVECLIM	overestimates	permafrost	thickness.	These	
discrepancies,	both	occurring	at	high	latitudes	of	80	°N	and	76	°N	,	reveal	that	VAMPERS	is	not	
reproducing	the	subsurface	temperatures	well	for	this	area.	For	example,	a	report	for	the	specific	
borehole	(Gemini	E-10;	point	6,	Figure	4.9)	calculated	the	geothermal	gradient	to	be	approximately	
0.04°C/m	(Kutasov	and	Eppelbaum,	2009)	whereas	our	model	result	for	the	corresponding	grid	space	
found	a	gradient	of	approximately	0.03°C/m.	Although	this	difference	is	relatively	small,	it	hints	at	either	
a	necessary	increase	in	the	averaged	geothermal	heat	flux	used	in	the	model	or	a	change	in	the	
subsurface	thermal	properties	(increase	in	thermal	conductivity),	which	could	be	altered	by	an	
adjustment	in	the	VAMPERS	water	content.	
	
Climate	Analysis	
Finally,	the	remaining	possibility	to	explain	inaccuracies	between	the	modeled	results	and	the	observed	
results	(both	in	reproducing	spatial	extent	and	permafrost	thickness)	is	the	iLOVECLIM	climate.	Results	
of	the	VAMPER(S)	model,	above	all	other	parameter	settings,	are	most	dependent	on	the	mean	annual	
ground	surface	temperature,	as	shown	in	the	sensitivity	study	from	Kitover	et	al.	(2013),	so	if	there	
exists	biases	or	discrepancies	within	the	forcing,	it	will	be	reflected	in	the	output.		For	this	portion	of	our	
analysis,	we	took	observed	mean	annual	ground	temperature	(MAGT)	measurements	from	again	the	
GTN-P	(IPY	Thermal	State	of	Permafrost	Snapshot,	IPA	2010)	and	regressed	these	values	against	the	
corresponding	simulated	MAGT	at	the	same	approximate	depth	and	location	(Figure	4.11).	Figure	4.12	
shows	a	map	of	the	selected	GTN-P	measurements.		All	the	temperature	comparisons	are	within	the	top	
thirty	meters	of	the	subsurface	and	therefore	reflect	recent	climate	as	opposed	to	the	deeper	
temperatures	(i.e.,	>	150	m)	that,	depending	on	subsurface	thermal	diffusivity	and	surface	temperature	
perturbations,	can	reflect	historical	temperatures	of	at	least	one	hundred	years	ago	(Huang	et	al.,	2000)	
and	up	to	tens	of	thousands	of	years	(ter	Voorde	et	al.,	2014).		
	 Figure	4.11	illustrates	that	VAMPERS	does	a	reasonable	job	of	predicting	shallow	subsurface	
temperatures	(Pearson	correlation	=	0.64).	This	result	supports	the	notion	that	the	preindustrial	climate	
is	well	represented	by	iLOVECLIM.		Points	in	Kazakhstan	and	Mongolia,	and	a	few	others	in	Russia,	have	
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a	warm	bias	in	the	forcing	(simulated	is	warmer	than	observed),	which	is	probably	due	to	an	inaccurate	
representation	of	elevation	temperature	changes	in	iLOVECLIM,	since	many	of	those	sites	are	at	
elevations	above	1000	m.	Even	applying	the	lapse	rate	for	a	standard	profile	(6.5°C/km;	McGuffie	and	
Henderson-Sellers,	2013)	would	presumably	make	a	significant	difference	on	the	depth	since	earlier	
sensitivity	tests	(Kitover	et	al.,	2013)	showed	an	average	55	m	increase	in	equilibrium	permafrost	depth	
for	every	1°C	colder.	On	the	other	hand,	many	of	the	other	points	show	that	predicted	subsurface	
temperatures	are	on	average	a	few	degrees	colder	than	the	observed,	leading	to	the	most	obvious	
conclusion	that	a	cold	bias	exists	in	the	iLOVECLIM	climate.	Although	the	cold	bias,	most	obvious	for	
Canada	and	Alaska,	is	congruent	to	the	overestimation	in	permafrost	thickness	evident	from	the	
geographic	breakdown	illustrated	in	Figure	4.11,	it	has	not	previously	been	substantiated	in	former	
analyses	of	LOVECLIM	or	iLOVECLIM	so	it	is	more	likely	that	such	a	discrepancy	is	due	to	the	air-ground	
coupling	as	opposed	to	simply	the	land	surface	temperature	forcing.		Indeed,	there	a	number	of	other	
(sub)surface	processes	not	included	in	the	current	ECBilt-VAMPERS	coupling	which	may	reduce	the	
apparent	cold	bias.	These	effects	alter	the	seasonal	behavior	of	the	thermal	diffusivity	in	the	subsurface	
and	have	been	well-documented	in	observational	studies	(Williams	and	Burn,	1996;	Woo	and	Xia,	1996;	
Fukui	et	al.,	2008).	Smith	and	Riseborough	(2002)	simplified	these	mechanisms		into	the	surface	offset	
(air	to	ground	surface)	and	the	thermal	offset	(ground	surface	to	top	of	the	permafrost).		
	 Overall,	the	average	range	of	error	between	observed	and	predicted	is	about	2.6°C.	Given	that	
the	comparisons	are	between	point-based	observations	and	large	grid	cell	values,	meant	to	represent	a	
relatively	large	surface	area,	some	variability	is	expected	to	occur.		
	
4.4		Future	Development	
	
The	results	of	this	paper	demonstrate	the	ability	of	VAMPERS	forced	by		iLOVECLIM	to	model	current	
permafrost	distribution	and	thickness.	The	next	step	is	to	analyze	the	feedback	that	permafrost	changes	
have	on	the	climate.	This	has	been	of	particular	interest	of	the	last	decade	since	it	is	clear	that	specific	
feedbacks	exist,	most	notably	the	release	of	locked-up	carbon	in	the	atmosphere	as	permafrost	
degrades	(Anisimov,	2007).		The	initial	method	behind	a	full	coupling	would	be	to	activate	the	coupling	
mechanisms,	shown	in	Figure	4.3,	and	reanalyze	the	equilibrium	results	(since	a	full	coupling	would	
likely	lead	to	an	altered	equilibrium	permafrost	state).	In	addition,	the	feedback	effects	would	be	most	
visible	during	millennial-scale	transient	climate	shifts,	when	major	permafrost	degradation	and/or	
disappearance	is	likely	to	occur.	
	
4.5		Conclusions	
	
The	VAMPER	model	has	been	enhanced	to	allow	simulations	of	estimated	present-day	permafrost	
thickness	and	distributions	to	be	made	using	ECBilt	land	surface	temperatures	within	the	iLOVECLIM	
equilibrated	preindustrial	climate	as	the	forcing.	The	VAMPER	timestep	was	reduced	to	4	hours	to	match	
the	timestep	of	ECBilt	and	allow	seasonal	effects,	notably	snow	cover	and	the	active	layer,	to	be	
reflected	in	the	simulation	of	permafrost.	The	predicted	annual	active	layer	from	the	stand-alone	
VAMPER	model,	under	different	temperature	forcings,	compares	well	with	results	from	the	Stefan	
equation.	We	also	describe	the	snow	option,	which	introduces	the	thermal	insulation	effects	and	
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changes	in	the	thermal	properties	of	snow	over	time	due	to	varying	snow	densities.	In	addition,	we	
developed	and	applied	two	new	maps	of	geothermal	heat	flux	and	porosity.	Incorporating	these	
parameters	at	a	global	scale	is	an	important	step	in	improving	the	horizontal	spatial	variability	of	
permafrost	thickness/distribution	while	also	maintaining	the	simplicity	and	efficiency	of	ECBilt-
VAMPERS.		
	 Equilibrium	experiments	for	the	PI	climate	show	that	when	the	snow	component	is	included	in	
the	VAMPER	model,	the	permafrost	extent	is	noticeably	reduced	while	the	average	surface	offset	of	
2.7°C	is	comparable	to	previous	reports.		We	then	compared	permafrost	thickness	estimates	and	
subsurface	temperatures	to	corresponding	observed	values.		Considering	that	we	are	comparing	point	
measurements	to	gridcell-based	values,	we	consider	the	simulations	reasonable.	However,	reasons	for	
the	discrepancies	were	discussed.	One	is	that	the	relatively	coarse	horizontal	ECBilt	grid	will	never	
perfectly	match	the	sensitivity	of	permafrost	occurrence	and	depth	due	to	local	factors.	This	is	also	the	
case	in	the	air-land	temperature	coupling,	where	some	of	the	local	effects	will	simply	not	be	present	in	
an	EMIC.	Similarly,	when	iLOVECLIM	does	not	accurately	represent	the	environmental	lapse	rate	in	areas	
of	higher	elevation,	the	occurrence	of	permafrost	in	these	areas	are	overlooked	by	the	VAMPERS	model.	
Finally,	some	of	the	observed	permafrost	depths	are	not	a	function	of	the	present	(PI)	climate,	but	
rather	a	relict	presence	from	previous	cold	periods.	Therefore,	when	comparing	measured	to	simulated	
results,	some	underestimations	occurred.		It	is	only	with	millennial-scale	transient	iLOVECLIM	(with	the	
ECBilt-VAMPERS	coupling)	model	runs	that	we	can	realistically	simulate,	for	example	in	areas	of	West	
Siberia,	how	permafrost	evolved	over	periods	of	major	climate	change.			
	
4.6		Code	availability	
	
The	iLOVECLIM	(version	1.0)	source	code	is	based	on	the	LOVECLIM	model	version	1.2	whose	code	is	
accessible	at	http://www.elic.ucl.ac.be/modx/elic/index.php?id=289.	The	developments	on	the	
iLOVECLIM	and	VAMPER(S)	source	code	are	hosted	at	https://forge.ipsl.jussieu.fr/ludus	but	are	not	
publicly	available	due	copyright	restrictions.	Access	can	be	granted	on	demand	by	request	to	D.	M.	
Roche	(didier.roche@lsce.ipsl.fr).	
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CHAPTER	5	
LGM	Permafrost	Thickness	and	Extent	in	the	Northern	Hemisphere	derived	from	the	Earth	System	
Model	iLOVECLIM	
	
Abstract	
An	estimate	of	permafrost	extent	and	thickness	in	the	northern	hemisphere	during	the	Last	Glacial	Maximum	
(LGM,	~	21	ka)	has	been	produced	using	the	VU	University	Amsterdam	Permafrost	Snow	(VAMPERS)	model,	
forced	by	iLOVECLIM,	an	Earth	System	Model	of	Intermediate	Complexity.	We	present	model	results	that	give	
both	permafrost	thickness	and	extent.	In	the	northern	hemisphere,	permafrost	is	estimated	to	have	extended	
southwards	to	approximately	50°N	in	Asia	and	have	achieved	1500	m	thickness	in	Russia.	The	simulated	
distribution	is	compared	with	a	reconstruction	of	northern	hemisphere	permafrost	extent	(Vandenberghe	et	
al.,	2014).	We	contend	that	the	areas	which	agree	with	Vandenberghe	et	al.	(2014)	are	the	approximate	areas	
of	continuous	permafrost	during	the	LGM.	In	Asia,	the	model	results	agree	well	until	approximately	50°N,	
which	is	also	the	approximate	0°C	mean	annual	ground	temperature	isotherm	estimated	by	iLOVECLIM.	
South	of	this	limit,	therefore,	were	likely	the	areas	of	discontinuous,	sporadic	and	isolated	permafrost	during	
the	LGM.	However,	it	becomes	difficult	to	model	these	more	sensitive	areas	of	permafrost	extent	since	
formation	is	dependent	on	local	factors	that	are	too	fine	for	our	grid’s	spatial	resolution.	In	Europe,	the	model	
results	disagree	with	the	reconstruction	but	this	was	to	be	expected	since	iLOVECLIM	is	known	to	carry	a	
warm	bias	in	this	region.	For	permafrost	thickness,	we	compare	our	estimates	with	previous	research	and	
find	that	we	have	reasonably	close	approximations	but	there	is	a	wide	range	of	uncertainty	since	the	
subsurface	parameters	of	lithology	and	water	content	are	generalized.	
Based	on:	Kitover,	D.	C.,	R.	T.	van	Balen,	J.	Vandenberghe,	D.	M.	Roche,	and	H.	Renssen.	2016.	LGM	Permafrost	
Thickness	and	Extent	In	The	Northern	Hemisphere	Derived	From	The	Earth	System	Model	iLOVECLIM.	Permafrost	
and	Periglac.	Process.,	27:	31–42.	doi:	10.1002/ppp.1861.	
5.1		Introduction	
	
Permafrost	is	now	considered	a	critical	component	in	the	Earth	system,	not	only	because	permafrost	has	
been	warming	in	response	to	current	climate	change	(Lachenbruch	and	Marshall,	1986;	Osterkamp,	
2003;	Cheng	and	Wu,	2007;	Romanovsky	et	al.,	2007;	Smith	et	al.,	2005)	but	also	because	of	feedback	
effects	from	thermal	energy	storage	(via	latent	heat)	and	especially	greenhouse	gas	emissions	(Zimov	et	
al.,	2006;	Walter	et	al.,	2007;	Anisimov,	2007;	Schaefer	et	al.,	2011).	Understanding	the	climate-
permafrost	relationship	continues,	therefore,	to	be	a	critical	research	subject.	One	way	to	examine	this	
relationship	is	by	looking	at	permafrost	sensitivity	during	past	periods	of	climate	change.	A	standard	
reference	period	is	the	Last	Glacial	Maximum	(LGM),	21	ka	BP,	when	ice	sheets	in	Eurasia	extended	much	
farther	south	than	today	and	North	America	was	also	partially	covered	by	the	Laurentide	ice	sheet	(Clark	et	
al.,	2001).	As	expected,	there	was	also	a	wider	and	deeper	existence	of	permafrost,	which	has	been	
evidenced	by	an	abundant	catalogue	of	proxy-based	observations.	These	data,	along	with	current	relict	
permafrost	and	paleo-reconstructed	temperatures,	have	been	used	to	reconstruct	the	margins	of	the	
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LGM	permafrost	extent	and	more	recently,	what	Vandenberghe	et	al.	(2014)	refers	to	as	the	Last	
Permafrost	Maximum	(LPM).	Following	this	research,	it	is	the	aim	of	our	present	work	to	provide	new	
estimates	of	both	the	LGM	permafrost	extent	and	thickness	using	the	VU	University	Amsterdam	
Permafrost	Snow	(VAMPERS)	model	(Kitover	et	al.,	2013),	forced	by	air	temperatures		and	snow	
thickness	from	ECBilt,	the	atmosphere-land	component	within	iLOVECLIM	(Roche,	2013;	Goosse	et	al.,	
2010).	Specifically,	we	aim	to	answer	the	following	research	questions:	(1)	What	is	the		model-based		
extent	and	thickness	distribution	during	the	LGM;	and	(2)	How	well	can	this	simulation	be	done	using	a	
one-dimensional	(1D)	permafrost	model,	forced	using	a	relatively	simple	Earth	system	model	?	
	 VAMPERS	is	a	1D	dynamical	permafrost	model	which	has	been	developed	to	employ	the	
controlling	factors	in	permafrost	growth	or	decay	such	as	geothermal	heat	ﬂow,	snow	thickness,	active	
layer	depth	and	subsurface	water	content.	However,	as	opposed	to	parameterized	site-specific	
dynamical	permafrost	models	(Kane	et	al.,	1991;	Zhang	et	al.,	2003;	Ling	and	Zhang,	2004;	Marchenko	et	
al.,	2008),	VAMPERS	does	not	need	local	variables.	It	is	therefore	an	appropriate	ﬁt	for	both	the	given	
time	and	spatial	scale	of	iLOVECLIM,	a	global	three-dimensional	Earth	System	Model	of	Intermediate	
Complexity	(EMIC)	with	a	relatively	coarse	spatial	resolution	(i.e.	equivalent	to	5.6°	latitude	x	5.6°	
longitude	or	approximately	560	km	x	560	km).	VAMPERS	has	been	previously	validated	using	the	
iLOVECLIM	preindustrial	climate	configuration	(Kitover	et	al.,	2015a).	
	 The	reason	that	we	are	interested	in	reproducing	past	permafrost	distribution	and	thicknesses	is	
because	it	helps	our	understanding	of	permafrost’s	function	in	the	Earth	system.	Permafrost	has	a	
number	of	roles,	depending	on	the	timescale	of	interest.	From	a	seasonal	perspective,	the	active	layer	
serves	as	a	regulator	of	hydrological	processes	and	timing.	This	is	easily	observed	by	looking	at	runoff	
ratios	in	permafrost	watersheds.	It	is	also	a	thermal	regulator	since	latent	heat	exchange	from	
freezing/thawing	processes		reduces	the	amplitude	of	the	seasonal	temperature	signal	(Boike	et	al.,	
1998).	Most	permafrost	research	focuses	at	this	level.	However,	beyond	the	seasonal	role	of	permafrost,	
its	perennially	frozen	state	serves	both	as	a	thermal	reservoir	for	heat	storage	and	a	biological	reservoir	
for	global	terrestrial	carbon.	During	periods	of	climate	change,	when	permafrost	undergoes	warming	
and	degradation,	these	locked-up	elements	are	disrupted,	which	in	turn	can	feedback	to	the	 climate.	
	 For	dynamical	modelling	of	permafrost	depth	during	the	LGM,	studies	are	usually	speciﬁc	to	a	
region,	also	known	as	‘point-based’.	Such	examples	include	estimates	in	the	Paris	Basin	(Lebret	et	al.,	
1994),	Western	Europe	(Delisle,	1998),	Prudhoe	Bay,	Alaska	(Osterkamp	and	Gosink,	1991),	Finland	
(Hartikainen,	2006)	and	selected	parts	of	Eurasia	(Kitover		et	al.,	2013).	However,	as	far	as	we	know,	
there	is	little	or	no	estimation	of	paleo-permafrost	thickness	at	a	hemispheric	scale.	At	best,	the	
continental-scale	reconstructions	are	represented	in	an	areal	perspective	(latitude	x	longitude),	which	is	
referred	to	as	‘zonal	extent’	and/or	‘distribution’.	These	kinds	of	estimations	correlate	permafrost	
distribution	(continuous,	discontinuous	and	no	permafrost)	with	either	proxy	indicators,	(Van	Vliet-
Lanoë,	1989;	Huijzer	and	Vandenberghe,	1998),	or	climate	model-simulated	temperatures.	Examples	of	
the	latter	include	using	mean	annual	air	temperatures	(Vandenberghe	et	al.,	2012),	statistically	
downscaled	air	temperatures	(Levavasseur	et	al.,	2011)	and	freezing/thawing	indices	(Anisimov	and	
Nelson,	1996;	Saito	et	al.,	2013).	
	 One	of	the	likely	reasons	that	deep	permafrost	is	not	represented	in	climate	models	is	that	it	has	
a	relatively	slow	thermal	response	time	as	compared	to	other	Earth	system	components	such	as			the	
atmosphere,	and	as	such	is	computationally	intensive.	Capturing	this	‘thermal	inertia’	can	be	an	
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overlooked	effect	in	modelling	permafrost	degradation	as	Lawrence	and	Slater	(2005)	point	out.	Even	
without	permafrost	existence,	the	absence	of	a	deep	terrestrial	subsurface	in	climate	modelling	has	
been	shown	to	be	signiﬁcant	since	it	is	a	reservoir	for	heat	storage	(Stevens	et	al.,	2007;	MacDougall	et	
al.,	2008).	
	 In	addition,	when	the	thickness	dimension	is	included	in	modeling		paleo-permafrost,	we	are	able	to	
capture	millennial-scale	rates	of	permafrost	aggradation/degradation.		Knowing	the	magnitude	of	response	
helps	in	future	estimations	of	response,	whether	examining	future	global	warming	scenarios	or	the	next	Ice	
Age.	Simulating	changes	in	permafrost	thickness	as	a	function	of	climate	warming	also	allows	a	quantitative	
measure	of	the	positive	feedback	of	reduced	carbon	storage	and	increased	greenhouse	gas	emissions	(Walter	
et	al.,	2007;	Zimov	et	al.,	2006).	In	addition,	simulating	the	subsurface	dynamics	permits	the	development	of	
the	active	layer,	which	may	serve	as	an	important	component	in	climate	modelling,	as	it	regulates	both	the	
hydrological	(Yoshikawa	and	Hinzman,	2003;	Wang	et	al.,	2009)	and	biogeochemical	cycles	(Kokelj	et	al.,	
2002;	Roach	et	al.,	2013).	
	
5.2		Methods	
	
5.2.1		Model	Descriptions	
	
iLOVECLIM	belongs	to	a	class	of	models	called	EMICs.	These	are	climate	models	which	aim	to	find	a	
middle	ground	between	comprehensive,	three-dimensional,	fully	coupled	versions	and	the	simplest	
single-feature	version	such	as	an	energy	balance	model.	One	of	the	advantages	of	employing	an	EMIC	is	
its	ability	to	model	the	climate	over	long	time	spans	(centuries	to	millennia)	using	limited	 computing	
resources.	As	a	result,	EMICs	have	a	reduced	number	of	adjustable	parameters	(less	than	the	modelled	
degrees	of	freedom).	iLOVECLIM,	which	has	been	developed	out	of	a	previous	version	of	LOVECLIM	
(Goosse	et	al.,	2010),	comprises	the	coupled	physical	climate	components	of	 the	 atmosphere	(ECBilt),	
ocean	(CLIO)	and	 vegetation	 (VECODE).	iLOVECLIM	now	optionally	also	includes	an	iceberg	model	
(Roche	 et	al.,	 2013)	 and	a	 stable	 water	 isotopes	 scheme	(Roche,	2013).	Figure	5.1a	illustrates	these	
different	components	of	iLOVECLIM.	In	the	past,	different	versions	and/or	conﬁgurations	of	LOVECLIM	
have	successfully	simulated	past	climates	including	the	LGM	(Roche	et	al.,	2007),	the	Holocene	(Renssen	
et	al.,	2009)	and	the	last	millennium	(Goosse	et	al.,	2005).	Note	that	in	some	cases,	we	refer	 to	
iLOVECLIM,	which	is	our	present	working	version,	but	when	discussing	previous	model	runs/data,	it	is	
appropriate	to	refer	only	to	LOVECLIM,	indicating	a	previously	used	model	version.	
	 Within	iLOVECLIM	is	the	land-atmosphere	component	ECBilt	(Opsteegh	et	al.,	1998),	which	
consists	of	a	dynamical	core	with	three	vertical	levels	at	800,	500	and	200	hPa.	It	runs	on	a	spectral	grid	
with	a	triangular	truncation	(T21),	which	translates	to	a	horizontal	grid	with	a	resolution	of	
approximately		5.6°		latitude		x		5.6°		longitude.		For	a	more	detailed	description	of	ECBilt,	the	reader	is	
referred	 to	Goosse	et	al.	(2010).	ECBilt	is	the	component	which	provides	the	forcing	for	VAMPERS	via	
the	land	 surface	temperature	and	the	snow	water	equivalent	(SWE)	(Figure	5.1b).	VAMPERS	is	a	1D	heat	
conduction	model	developed	to	estimate	permafrost	thickness	and	was	designed	for	eventual	full	coupling	
within	iLOVECLIM.	Because	it	must	fit	a	relatively	coarse	Earth	system	model,	it	is	not	suitable	to	utilize	
detailed	parameterization	schemes.	It	is	meant	rather	as	a	generalized	model	to	simulate	conceptual	
permafrost	thickness	 based	on	the	factors	which	most	strongly	dictate	the	subsurface	thermal	regime.	
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Most	notable	for	our	purposes	and	 discussed	by	Farouki	(1986),	these	factors	are	mineral	composition,	
water	content	and	ground	surface	temperature.	We	 acknowledge	that	there	are	a	number	of	other	
factors	such	as	organic	layers	and	vegetation,	which	affect	the	subsurface	thermal	regime,	that	are	not	
considered	in	the	VAMPERS	model.	In	the	most	previous	description	and		validation		of		the	model	
(Kitover	et	al.,	2015a),	these	implications	were	discussed.	The	water	content	is	a	function	of	porosity,	
which	is	given	by	a	reclassified	global	lithology	scheme	from	Hartmann	and	Moosdorf	(2012).	Details	of	
this	map	are	given	 in	Kitover	et	al.	(2015a).	An	apparent	heat	capacity	method	(Mottaghy	and	Rath,	
2006)	is	used	to	model	freeze/thaw	in	the	subsurface	while	well-established	methods	(Farouki,	1986;	Zhang	
et	al.,	2008a)	are	employed	for	finding	the	temperature-dependent	thermal	properties	of	heat	capacity	
and	thermal	conductivity.	For	validation	purposes,	VAMPERS	recently	produced	a	modern-day	estimate	of	
permafrost	extent	and	thickness	over	the	northern	hemisphere	using	iLOVECLIM	preindustrial	forcings	
(Kitover	et	al.,	2015a).	
	
Coupling	Description	
Currently,	the	connectivity	between	ECBilt	and	VAMPERS	is	currently	in	one	direction,	meaning	that	data	
from	ECBilt	are	passed	(or	forced)	to	VAMPERS	but	no	data	are	passed/returned	to	ECBilt	from	
VAMPERS.	Therefore,	in	viewing	Figure	5.1b,	only	the	right	side	of	model	coupling	is	activated.	For	the	
LGM	equilibrium	experiments,	the	forcing	(Figure	5.2)	is	done	via	the	land	surface	temperature	from	ECBilt	
at	each	timestep	(4	h).	These	temperatures	are	only	passed	when	the	grid	cell	is	a	land	surface	with	no	
overlying	ice	sheet	(i.e.	Greenland/Antarctica	at	the	present	day).	Since	the	climate	model’s	land	surface	
temperature	is	taken	to	be	the	VAMPERS	ground	surface	temperature,	no	surface	offset	is	applied	except	
when	there	is	a	snowpack.	In	this	case,	the	land	surface	temperature	from	ECBilt	is	assumed	to	be	above	
the	snow.	This	means	that	the	VAMPERS	ground	temperature	forcing	is	buffered	via	the	SWE	values,	
which	are	converted	into	a	snowpack	thickness	with	thermal	property	values,	calculated	from	the	snow	
module.	This	module	was	explained	in	Kitover	et	al.	(2015a).	Using	the	ground	surface	temperature	
forcing,	VAMPERS	then	calculates	the	subsurface	temperature	profile.	Permafrost	thickness	is	determined	
at	an	annual	timestep	using	a	computed	average	annual	temperature	profile,	where	any	depth	at	a	
temperature	below	0°C	is	considered	permafrost.	
	 In	a	future	full-coupling	scenario,	VAMPERS	would	return	the	ground	heat	flux	at	each	timestep	
back	to	ECBilt	(Figure	5.1b).	It	is	expected	that	this	ground	heat	flux	is	a	function	of	changes	in	the	
subsurface	temperature,	where	such	fluxes	are	amplified	during	freeze/thaw	processes.	The	fully	
coupled	scenario	includes	connectivity	between	both	the	left	and	right	sides	of	Figure	5.1b.	
	
Experiment	Setup	
VAMPERS	is	forced	by	iLOVECLIM	using	the	LGM	(21	ka)	climate	configuration	as	described	in	Roche	et	
al.	(2007).	This	includes	specific	boundary	conditions	according	to	the	Paleoclimate	Modeling	
Intercomparison	Project,	Phase	2	protocol,	such	as	the	atmospheric	greenhouse	gas	concentrations,	
orbital	parameters,	ice	sheet	topography	and	the	surface	albedo	settings.	We	employ	the	ICE-5G	v1.2	
ice	sheet	reconstruction	from	Peltier	(2004).	In	addition,	to	represent	the	120	m	lowering	of	the	mean		
global	sea	level	during	the	LGM,	certain	parts	of	the	ocean	are	modified	as	land	(e.g.	Bering	Strait).	
	 The	LGM	model	run	is	an	equilibrium	experiment,	which	means	that	there	is	no	passage	of	time.	
Rather,	the	goal	is	to	capture	and	subsequently	examine	the	state	of	one	or	more	physical	components	
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of	the	Earth	system	at	a	point	in	time.	The	equilibrium	experiment	presented	in	this	paper	is	performed	
to	examine	what	permafrost	thickness	and	distribution	would	be	as	a	function	of	the	simulated	LGM	
climate	conditions.		Since		ECBilt-VAMPERS	is	run	only	in	one	direction,	namely,	VAMPERS	forced	by	
ECBilt,	the	climate	as	reported	in	Roche	et	al.	(2007)	is	nearly	unchanged.	From	the	VAMPERS	side,	
boundary	conditions	set	 include	 the	geothermal	heat	flux	which	spatially	varies	based	on	the	
geothermal	heat	flux	map	from	Davies	(2013),	and	a	simplified	lithology	based	on	Hartmann	and	
Moosdorf	 (2012).	These	are	described	in	further	detail	in	Kitover	et	al.	(2015a).	Because	permafrost	has	a	
very	slow	thermal	response	 as	compared	to	other	components	in	iLOVECLIM,	 the	forcing	is	not	continuous.	
Rather,	VAMPERS	is	forced	continuously	for	100	years	and	then	runs	ofﬂine	for	900	years	using	the	average	
ground	surface	temperature	of	the	previous	100	years	as	the	forcing.	Using	the	same	boundary	conditions	
each	time,	this	asynchronous	cycle	is	repeated	for	thousands	of	years	until	approximate	equilibrium	between	
the	iLOVECLIM	LGM	climate	and	VAMPERS	is	reached.	This	scheme	 is	illustrated	in	Figure	5.2.	Equilibrium	
was	determined	to	be	when	 the	lower	boundary	heat	flux	approximately	matches	the	annual	average	
ground	surface	heat	flux.	
	
5.3		Results	and	Discussion	
5.3.1		Permafrost	Extent	
	
Comparison	with	Paleo-reconstructions	
The	simulated	permafrost	distribution	extends	southwards	to	approximately	50°N	in	Asia	but	is	absent	
in	both	Europe	and	North	America	because	of	ice	sheets.	The	latest	paleo-reconstruction	of	the	LGM	
permafrost	distribution	is	from	Vandenberghe	et	al.	(2014),	who	collaboratively	delineated	a	proxy-
based	interpretation	of	the	extent	of	the	LPM	in	the	northern	hemisphere.	For	comparison	purposes,	
their	reconstruction	is	also	shown	in	Figure	5.3	(bold	red	line	circumventing	the	northern	hemisphere),	
which	shows	good	agreement	with	our	simulation	within	Asia	down	to	about	55	to50°N	and	on	the	
Tibetan	Plateau.	For	the	mismatched	regions	(southern	Asia,	Europe	and	North	America),	a	number	of	
possible	causes	are	discussed	 below.	
	 Agreement	between	our	simulated	extent	and	the	Vandenberghe	et	al.	(2014)	reconstruction	
occurs	in	areas	where	the	modeled	mean	annual	ground	surface	temperature	(MAGST)	was	at	or	below	
0°C	(Figure	5.4).	However,	according	to	the	estimates	by	Vandenberghe	et	al.	(2014),	there	were	regions	
warmer	than	this	isotherm	which	sustained	permafrost.	These	discrepancies	can	be	explained	as:	(1)	the	
ECBilt-VAMPERS	computed	ground	surface	temperatures	were	simply	too	warm;	and/or	(2)	ECBilt-
VAMPERS	has	difficulty	reproducing	permafrost	occurrence	above	a	MAGST	of	0°C.	With	regard	to	the	
first	explanation,	it	is	already	known	that	this	is	indeed	the	case	for	western	Europe,	where	the	extent	
has	been	reconstructed	down	to	southern	France	(partly	due	to	the	altitude	of	the	Central	Massif	and	the	
Alps)	but	previous	LOVECLIM	results	have	shown	a	warm	air	temperature	bias	for	this	region,	which	is	
related	to	ocean	temperatures	over	the	Atlantic	(for	discussion,	see	Roche	et	al.,	2007).	The	results	from	
Levavasseur	et	al.	(2011)	and	Kitover	et	al.	(2013),	also	using	iLOVECLIM-generated	temperatures,	
encountered	the	same	problem	in	modeling	permafrost	for	similar	areas	(i.e.	The	Netherlands,	Belgium,	
France).	
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	 As	related	to	the	above	issue,	it	is	possible	that	some	of	the	original	discrepancies	and/or	biases	in	
the	LOVECLIM-	simulated	LGM	climate	(Roche	et	al.,	2007)	may	be	improved	upon	when	VAMPERS	is	fully	
coupled	with	ECBilt.	Although	it	is	yet	unknown	how	the	fully	coupled	components	will	impact	the	climate,	
permafrost	generally	serves	as	a	heat	sink	(source)	during	periods	of	thaw	(freeze),	in	turn	affecting	air	
temperatures,	which	of	course	then	impact	permafrost	distribution.	These	effects	are	much	more	apparent	
during	periods	of	climate	warming	when	permafrost	degradation	is	actively	occurring	but	permafrost	coupled	
within	the	Earth	system	may	be	impactful	during	an	equilibrated	climate	as	well.	
	 For	the	second	explanation,	we	acknowledge	that	modeling	permafrost	above	0°C	is	a	limitation	of	
the	ECBilt-VAMPERS	coupling.	Because	of	this	constraint,	iLOVECLIM	is	only	able	to	simulate	temperature-
dominated	permafrost	 (i.e.	 continuous).	These	are	the	areas	where	subsurface	 perennial	freezing	persists	
despite	unfavourable	conditions	(e.g.	non-frost	susceptible	soils,	thick	snow	cover,	minimum	organic	 layers).	
However,	permafrost	that	occurs	in	the	discontinuous,	sporadic	and	isolated	zones	is	a	function	of	locally	
varying	 landscape	factors.	Shur	and	Jorgenson	(2007)	have	fully	described	the	temperature-dominated	
permafrost	(continuous)	as	 ‘climate-	driven’,	whereas	the	permafrost	(i.e.	 discontinuous,	sporadic,	or	
isolated)	restricted	to,	for	example,	north-facing	 slopes	or	peatlands	is	considered	 an	 ‘ecosystem-
driven’/‘ecosystem-	protected’	formation.	It	is	the	latter	type	which	becomes	quite	challenging	for	an	EMIC	
such	as	iLOVECLIM	to	 simulate	since	capturing	the	local	variations	that	control	permafrost	formation	is	
beyond	the		resolution’s		capability.		Therefore,	the	estimate	by	iLOVECLIM,	as	seen	in	Figure	5.3		is	 only	 the	
estimate	of	LGM	continuous	permafrost,	whereas	the	 bold	red	line	from	Vandenberghe	et	al.	(2014),	much	
more	south,	includes	all	permafrost	occurrence.	The	 difference	between	our	estimate	and	theirs,	therefore,	
leads	to	the	 hypothesis	that	the	mismatched	areas	are	likely	the	discontinuous,	 sporadic	and	isolated	
patches	of	permafrost	during	the	LGM.	 This	includes	the	marginal	areas	just	below	the	Laurentide	Ice	Sheet	
in	North	America	and	the	areas	south	of	55–50°N	 in	Eurasia.	Modeling	outside	the	temperature-dominated	
permafrost	zone	is	a	challenge,	which	is	exempliﬁed	using	 the	modern-	day	analogue.	In	Figure	5.5,	the	
current	 permafrost	distribution	(Brown	et	al.,	2014)	overlays	the	Surface	meteorology	and	Solar	Energy	
(SSE)	Release	6.0	Data	Set,	obtained	from	the	NASA	Langley	Research	Center	 (LaRC)	Atmospheric	Science	
Data	Center	SSE	web	portal	supported	by	the	NASA	LaRC	Prediction	of	Worldwide	Energy	 Resource	
(POWER)	Project	(http://eosweb.larc.nasa.gov/sse/),	which	provides			1°	latitude	x	1°	longitude	average	
annual	surface	temperatures	between	1983	and	2005.	Here,	it	is	noticeable	that	the	sporadic	and	isolated	
areas	(shown	in	dark	blue)	fall	in	areas	where	the	average	annual	Earth	surface	temperature	(following	
meteorological	terminology,	this	is	assumed	to	be	air	temperature	 but	very	near	to	the	ground	(<10	m))	can	
go	above	0°C	(Figure	5.5a).	Further,	if	you	assume	that	there	is	at	minimum	a	2°C	offset	between	the	
average	annual	Earth	surface	temperature		and		the	average	annual	ground	surface	temperature,	even	more	
of	the	sporadic	and	isolated	areas	are	missed	(Figure	5.5b).	The	2°C	value	was	chosen		since		it	was		
previously		used		in	Kitover	et	al.	(2013).	This	example	illustrates	that	some	areas	of	permafrost,	namely,	
occurring	outside	of	the	continuous	zone	and/or	where	the	MAGST	is	greater	than	0°C,	are	impossible	to	
simulate	using	a	permafrost	model	which	is	forced	by	surface	or	ground	temperatures.	
	 Finally,	it	should	also	be	noted	that	the	coarse	resolution	of	ECBilt	causes	a	smoothed	
topography,	which	results	in	a	somewhat	reduced	lapse	rate	effect	(the	vertical	temperature	gradient	in	
the	troposphere).	This	inaccuracy	is	especially	problematic	in	areas	where	permafrost	occurs	as	a	result	
of	higher	elevation,	such	as	the	mountain	ranges	in	China	(Zhao	et	al.,	2014).	As	a	result,	permafrost	
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could	not	be	modeled	in	areas	which	would	normally	be	too	warm,	but	due	to	high	elevation	likely	
existed	 anyway.	
	
Mismatch	due	to	LPM	Reconstruction.	
The	paleo-reconstructions	as	presented	in	Vandenberghe	et	al.	(2014)	have	their	own	limitations,	
which	are	outlined	in	their	section	‘Limitations	of	the	map’	(p.	653).	They	first	note	that	they	do	not	
make	a	distinction	between	alpine	permafrost	and	latitudinal	permafrost,	which	certainly	would	have	
clarified	some	of	the	source	of	the	discrepancy	between	the	modeled	results	and	proxy-based	
estimates	since	it	is	suspected	that,	for	example,	in	China,	the	absence	of	simulated	permafrost	is	due	
to	the	smoothed	topography	in	iLOVECLIM.	They	also	state	that	they	cannot	account	for	microclimate	
effects	such	as	snow	cover	and	vegetation,	which	are	among	the	dominant	factors	in	controlling	the	
distribution	of	discontinuous,	sporadic	and	isolated	zones	of	permafrost.	In	fact,	aside	from	the	
distinguished	line	in	Europe,	the	zones	of	permafrost	distribution	(continuous,	discontinuous,	etc.)	are	
not	specifically	identified	in	the	map	from	Vandenberghe	et	al.	(2014).	A	more	thorough	delineation	
would	have	also	helped	explain	some	of	the	mismatch	between	the	modeled	and	proxy-based	
estimates.	
	
Change	in	Continuous	Permafrost	Distribution	over	the	Last	21k	Years	
According	to	the	iLOVECLIM	experiment	results,	continuous	permafrost	in	Asia	reached	down	to	
approximately	50°N	and	in	Russia	about	55°N.	As	already	claimed,	we	propose	that	this	is	the	
approximate	boundary	of	continuous	permafrost	during	the	LGM,	while	the	delineations	south	of	this	
and	the	thin	stretch	in	North	America	are	most	likely	discontinuous,	sporadic,	or	isolated.	Although	we	
cannot	yet	estimate	the	total	areal	loss	of	permafrost	distribution	between	 the	LGM	and	 the	present	
day,	a	good	beginning	would	be	to	provide	some	calculations	about	just	the	continuous	distribution.	In	
other	words,	modeling	results	from	the	present	work	allow	us	to	calculate	how	much	continuous	
permafrost	has	degraded	in	the	last	21k	years.	Note	that	this	is	an	estimate	of	the	surface	area	only,	
rather	than	the	total	permafrost	volume.	Figure	5.3	shows	both	the	simulated	LGM	estimate	of	
continuous	permafrost	(indicated	by	the	shades	of	red)	and	the	modern	day	observed	continuous	
extent	(indicated	by	the	diagonal	lines),	thereby	illustrating	the	change	 in	 continuous	 permafrost	
extent	 over	the	21k	years.	From	this	map,	the	approximate	distance	that	the	southern	limit	of	
continuous	permafrost	receded	is	about	1200	km	at	approximately	80°E	(West	Siberian	Plain)	and	500	
km	at	approximately	120°E	(Central	Siberian	Plateau).	A	rough	estimate	of	the	total	degraded	area	of	
continuous	permafrost	is	about	4	million	km2	.	This	disappearance,	especially	in	light	of	modern	climate	
change,	implies	the	magnitude	of	loss	capable	during	significant	climate	shifts.	This	calculation	however	
does	not	take	into	account	the	growth	of	permafrost	in	North	America,	which	would	in	effect	reduce	
our	calculation	of	the	total	net	loss,	following	recession	of	the	Laurentide	ice	sheet.	It	is	important	to	
note	that	discontinuous	permafrost	is	even	more	susceptible	to	degradation	from	climate	warming	
(Nelson,	2003;	Vandenberghe	et	al.,	2012)	and	since	we	cannot	yet	model	all	permafrost	coverage	
during	the	LGM,	the	above	calculation	is	somewhat	underestimated.	
	
	
Permafrost	Thickness	
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Using	the	iLOVECLIM,	the	equilibrium	experiment	results	(Figure	5.3)	show	the	maximum	LGM	
equilibrium	permafrost	depth	to	be	1500	m	in	the	high	Arctic	of	Russia.	Although	the	presented	map	of	
permafrost	thickness	distribution	during	the	LGM	is	a	new	contribution	to	paleoclimate	studies	and	
particularly,	the	existence	of	paleo-permafrost,	there	have	already	been	some	previous	studies	estimating	
permafrost	thickness	during	the	Pleistocene	(Table	5.1).	Most	of	the	significant	data	gaps	between	our	
results	and	previous	studies	occur	because	of	either		1)	depiction	of	the	ice	sheet	in	iLOVECLIM,	or		2)	
overly	warm	annual	average	ground	surface	temperatures	according	to	iLOVECLIM.	In	the	first	case,	an	
example	includes	Prudhoe	Bay,	Alaska,	where	the	study	by	Osterkamp	and	Gosink	(1991)	showed	that	
permafrost	never	disappeared	during	the	last	120k	years	since	their	surface	temperature	reconstruction	
only	ranged	between	-14	and	-9°C.	In	contrast,	iLOVECLIM	assumes	that	Alaska	was	entirely	glaciated	and	
as	such,	permafrost	did	not	exist	in	this	region	since	it	cannot	persist	below	the	insulation	of	a	thick	ice	
layer.	However,	according	to	French	and	Millar	(2014)	permafrost	formed	in	unglaciated	areas	of		Alaska,	
for	instance,	in	the	Fairbanks	region	(central	Alaska)	and	the	Seward	Peninsula.	This	is	substantiated	by	the	
presence	of	yedoma	(ice-rich	permafrost)	(Kanevskiy	et	al.,	2011),	which	is	similarly	found	widespread	in	
unglaciated	parts	of	northern	Siberia	(Grosse	et	al.,	2013).	
	 Most	of	the	estimates	for	Siberia	in	Table	1	come	from	a	single	study	(Rozenbaum	and	
Shpolyanskaya,	1998)	where		the	permafrost	thickness	estimates	are	based	on	geographic	features	such	as	
mountain	ranges,	river	valleys	and	plains.	Rozenbaum	and	Shpolyanskaya	(1998)	have	also	categorized	
cryolithozones	based	on	a	subaerial,	subglacial,	or	submarine	origin,	but	since	we	are	only	concerned	with	
terrestrial-based	permafrost,	we	only	compared	their	estimates	of	permafrost	within	the	subaerial	category.	
To	reconcile	their		mapping		(Figure	5.4a,	b,	pp.	263–264)	with	our	grid	cell	ranges,	we	assumed	a	generalized	
geography	of	Russia	which	includes	the	European	Plain	(west	of	the	Ural	Mountains),	the	West	Siberian	Plain	
(between	the	Ural	Mountains	and	the	Yenisei	River),	the	Central	Siberian	Plateau	(between	the	Yenisey	and	
Lena	rivers)	and	eastern	Siberia	(east	of	the	Lena	River).	These	regions,	roughly	visible	as	homogenous	areas	on	
their	thickness	distribution	mapping,	are	approximately	matched	to	our	grid	spacing.	Because,	however,	these	
regions	are	relatively	large,	a	number	of	grid	cells	were	included	and	hence	a	range	of	model	estimates	were	
attributed	to	each	geographic	 region.		It	should	be	noted	that	Poland	and	west	Siberia	are	relict	permafrost	
sites,	which	agree	well	with	the	measured	estimations.	This	is	in	contrast		to	our	previous	preindustrial	
equilibrium	experiment	with	VAMPERS	(Kitover	et	al.,	2015a),	where	some	of	the	mismatched	values	
between	the	simulated	and	observed	permafrost	thicknesses	were	attributed	to	relict	permafrost	sites.	This	
means	that	some	recently	measured	permafrost	thicknesses,	such	as	the	commonly	referenced	area	in	
western	Siberia	(Zemtsov	and	Shamakhov,	1993;	Ananjeva	et	al.,	2003),	are	products	of	the	Pleistocene	and	
thus	are	not	in	balance	with	the	warmer	climate	stage	of	today.	
	 It	may	also	be	observed	from	Table	5.1	that	previous	stand-alone	estimates	from	the	VAMPER	
model	(Kitover	et	al.,	2013)	differ	quite	noticeably	from	our	current	results.	The	new	permafrost	
thickness	estimate	for	west	Siberia	is	about	100	m	deeper	than	the	previous	estimate,	while	in	central	
Siberia	the	new	estimate	is	300	to	400	m	shallower	than	the	previous	estimate.	These	differences	are	
primarily	from	changes	integrated	into	the	new	enhanced	version	(Kitover	et	al.,	2015a):	incorporating	
the	snowpack	(which	would	decrease	the	original	estimate),	lowering	porosity	(which	would	increase	
the	estimate),	or	applying	a	newly	averaged	geothermal	heat	flux	(which	could	either	increase	or	
decrease	the	previous	estimate).	
	 Original	sensitivity	tests	of	the	VAMPER	model	done	by	Kitover	et	al.	(2013)	show	that	variations	
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in	lithology	and	subsurface	water	content	can	allow	the	simulated	equilibrium	permafrost	thickness	to	
range	up	to	80	m,	while	variation	in	the	geothermal	heat	flux	(30	to	80	W/m2)	can	range	up	to	340	m.	
Given	this	range,	it	may	be	assumed	that	there	is	a	wide	range	of	uncertainty	but	the	table	gives	the	
estimate	based	on	the	limitations	of	the	model	and	the	generalized	knowledge	of	subsurface	conditions	
using	maps	of	geothermal	heat	flux	and	 lithology.	
	
5.4		Conclusions	and	Outlook	
	
Based	on	previously	validating	VAMPERS,	forced	by	iLOVECLIM,	a	new	map	of	permafrost	thickness		distribution	
in	the	northern	hemisphere	has	been	created	for	the	LGM.	In	Asia,	permafrost	extended	down	to	between	55	
and	50°N.	On	account	of	the	limitations	from	the	ECBilt	grid	resolution,	the	model	results	yield	only	the	
approximate	continuous	distribution	of	permafrost	during	the	LGM.	In	addition,	the	warm	climate	bias	in	
Western	Europe	caused	an	absence	of	permafrost	in	this	region.		It	is	possible	that	with	a	fully	coupled	ECBilt-	
VAMPERS	component,		some	changes	in	the	equilibrium	LGM	climate	may	occur.	Overall,	this	presented	work	is	
a	good	example	of	the	challenges	in	climate	modeling	the	expected	results	are	not	wholly	congruent	with	
observational	data.	For	example,	in	our	case,	much	of	the	mismatched	areas	would	require	specific	
parameterizations	such	as	the	mountainous	region	in	China	or	the	narrow	region	below	the	North	American	ice	
sheet.	Even	better	would	be	to	employ	some	downscaling	schemes	to	model	permafrost	distribution	thickness	at	
a	ﬁner	resolution.	This	is	becoming	a	more	common	practice	as	coupled	land	system	components	and	
corresponding	observation	data	naturally	operate	at	different		scales.	
	 There	are	two	main	focuses	in	continuing	this	research.	The	first	is	running	iLOVECLIM	equilibrium	
experiments	with	a	fully	coupled	ECBilt-VAMPERS	component.	The	results	of	this	paper	provide	a	good	launch	
point	since	we	now	have	a	control	run,	resulting	from	the	iLOVECLIM	LGM	climate	forcing.	We	can	now	analyze	
the	difference	that	a	coupled	version	would	make	on	not	just	permafrost	thickness	and	extent	but	also	the	
adjusted	equilibrium	climate.	The	second	focus	is	to	perform	transient	experiments,	both	coupled	and	offline,	
which	would	answer	a	number	of	remaining	research	questions.	Most	notably	these	are:	1)	What	is	the	role	of	
permafrost	during	major	periods	of	climate	change	?	and	2)	What	contemporary	permafrost	could	be	considered	
relict	from	a	modeling	point	of	view	?	
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CHAPTER	6	
Coupling	of	VAMPERS	within	iLOVECLIM:	Experiments	during	the	LGM	and	Last	Deglaciation	
	
	
Abstract	
The	VAMPERS	(Vrije	Universiteit	Amsterdam	Permafrost	Snow	Model)	has	been	coupled	within	
iLOVECLIM	,	an	earth	system	model.	This	advancement	allows	the	thermal	coupling	between	permafrost	
and	climate	to	be	examined	from	a	millennial	timescale	using	equilibrium	experiments	during	the	Last	
Glacial	Maximum	(21	ka)	and	transient	experiments	for	the	subsequent	deglaciation	period	(21	to	11	
ka).	It	appears	that	the	role	of	permafrost	during	both	stable	and	transitional	(glacial-interglacial)	
climate	periods	is	seasonal,	resulting	in	cooler	summers	and	warmer	winters	by	approximately	±2°C	
maximum.	This	conclusion	reinforces	the	importance	of	including	the	active	layer	within	climate	models.	
In	addition,	the	coupling	of	VAMPERS	also	yields	a	simulation	of	transient	permafrost	conditions,	not	
only	for	estimating	areal	changes	in	extent	but	also	total	permafrost	gain/loss.			
	
6.1		Introduction		
	
By	now,	there	is	an	abundance	of	observational	studies	which	attribute	degrading	and/or	warming	of	
current	permafrost	to	the	recent	global	warming	(Hinzman	et	al.,	2005).	Monitoring	of	permafrost	site	
conditions	in,	for	example,	Alaska	(Osterkamp	and	Jorgenson,	2006),	Siberia	(Romanovsky	et	al.,	2007),	
Canada	(Smith	et	al.,	2005),	and	on	the	Tibetan	Plateau	(Cheng	and	Wu,	2007),	have	exemplified	this	
relationship.	However,	aside	from	this	direct	permafrost	response,	there	are	also	a	number	of	climate	
feedbacks	to	consider	from	thawing	permafrost.	Examples	of	feedbacks	are:	1)	biogeochemical	,	such	as	
the	increase	in	atmospheric	carbon	emissions	(Schaefer	et	al.,	2011),	2)	hydrological,	such	as	shifts	in	the	
seasonal	hydrological	regime	(Wang	et	al.	2009),	and	3)	thermal,	such	as	effects	on	the	land-atmosphere	
energy	flux.	In	the	third	instance,	and	what	will	be	the	focus	of	this	study,	the	frozen	subsurface	may	
serve	as	an	additional	heat	source	during	freezing	and	a	sink	due	to	increased	absorption	of	energy	from	
the	latent	heat	demands	as	it	thaws	(Poutou	et	al.	2004).	It	is	possible	that	this	effect	may		serve	as	a	
negative	feedback,	dampening	the	warming	trend.	As	almost	25%	of	the	Northern	Hemisphere	is	
underlain	by	permafrost	(Zhang	et	al.,	2003),	the	potential	role	of	any	climate	feedback	effects	could	be	
important.	It	is	hence	essential	that	climate	models	not	only	be	able	to	simulate	permafrost	dynamics,	
but	also	to	represent	the	effects	on	the	energy	exchange	between	the	(sub)surface	and	the	atmosphere.	
	 There	are	already	a	number		of	authors	that	simulate	permafrost	response	within	a	climate	or	
earth	system	model	(Schaefer	et	al.,	2011;	Burke	et	al.,	2013;	Slater	and	Lawrence,	2013).	Koven	et	al.	
(2013)	presented	a	review	of	the	coupled	earth	system	models	that	specifically	implement	permafrost	
thermal	dynamics.	Among	the	different	models’	configurations,	there	are	a	number	of	noticeable	
differences.		The	main	ones	include	use	of	snow	and/or	organic	layer(s),	the	calculation	of	latent	heat,	
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and	treatment	of	thermal	conductivity	parameters.	However,	the	maximum	depth	employed	among	all	
the	reviewed	models	was	limited,	where	none	extended	deeper	than	44	m.	Although	it	is	advisable	to	
match	the	subsurface	depth	to	the	time	scale	of	interest	(Alexeev	et	al.,	2007),	Stevens	et	al.	(2007)	
have	recognized	that	climate	models	often	do	not	place	their	lower	boundary	layer	deep	enough.	As	a	
result,	there	is	an	underestimated	heat	storage/release	available	in	the	terrestrial	subsurface.	As	studies	
into	the	relationship	between	lower	boundary	depth	and	continental	heat	storage	reveal,	this	
misplacement	can	impact	model	simulations,	hence	causing	discrepancies	in	the	results	(Smerdon	and	
Stieglitz,	2006).			
	 	In	simulations	from	Hartikainen	(2006)	and	Delisle	(1998),	the	time	scale	is	longer,	therefore	the	
simulations’	depth	interval	is	larger.	These	examples	also	apply	the	common	‘post-process’	approach	
(Riseborough	et	al.,	2008),	where	climate	model	results	force	the	land	surface	conditions	to	predict	
permafrost	extent	and/or	depth.	Such	models	are	limited	as	there	is	no	feedback	or	returning	effect	on	
the	climate	from	such	changes;	there	is	no	full	coupling.	
	 Up	to	this	point	we	have	mentioned	two	ends	within	the	spectrum	of	permafrost	modeling	
research:	one	side	providing	coupled	simulations	but	with	a	shallow	subsurface	depth	(appropriate	for	
short	time	spans)	while	the	other	side	performs	offline	simulations	with	a	deeper	subsurface	(fitting	for	
millennial	time	scales).	The	research	presented	in	this	work	aims	to	bridge	this	gap	by	examining	long-
term	permafrost	changes	but	using	a	coupled	climate	model	configuration.			
	 Because	permafrost	has	a	relatively	slow	thermal	response	(Lunardini,	1995),		compared	to	
other	earth	system	components	such	as	the	atmosphere	(hours	to	days),	lakes/rivers	(days),	and	mixed	
layer	ocean	(months	to	years),	it	is	appropriate	to	capture	the	climate-permafrost	coupling	over	
millennia.	Particularly	for	this	work,	we	study	the	LGM	and	the	subsequent	deglaciation	since	the	
radiative	forcings	and	boundary	conditions	are	relatively	well	known.	For	our	coupled	climate	system,	
these	are	(relative	to	preindustrial	times)		the	presence	of	large	ice	sheets	(causing	lower	sea	levels,	
exposed	land,	large	orography	differences	and	extended	surface	albedo	changes),	different	(and	
evolving)	orbital	configuration	and	lower	greenhouse	gases	concentrations	(CO2,	CH4	and	N2O).		
	 During	the	LGM,	ocean	and	terrestrial	proxy	records	indicate	that	the	global	mean	annual	air	
temperature	was	approximately	3	to	4°C	colder	than	today	(Schneider	von	Deimling	et	al.,2006;	Annan	
and	Hargreaves,2013).	In	the	polar	regions,	East	Antarctica	was	about	9	to	10°C	colder	than	today	while	
Greenland	was	approximately	15°C	colder	than	today	(Masson-Delmotte	et	al.,	2013).	The	last	
deglaciation	extends	approximately	from	the	LGM	(~	21	ka)	to	the	Holocene	(~9	ka)	and	is	marked	by	
increasing	summer	insolation	in	the	Northern	Hemisphere,	which	resulted	in	increasing	temperatures	
that	caused	the	retreat	of	the	Laurentide	and	Fennoscandian	ice	sheets,		and	higher	CO2	levels	among	
other	effects.	The	rise	in	air	temperatures		during	the	last	deglaciation	serves	as	the	forcing	which	
directly	drives	changes	in	permafrost	distribution/thickness	and	allows	constraint	of	the	thermal	
feedback		discussed	above.		Being	that	the	LGM	is	a	common	reference	point	for	the	last	glacial	period 
(Braconnot	et	al.	2007)	other	studies	have	simulated	permafrost	distribution	for	this	period	as	well	(e.g.	
Jin	et	al.,	2007;	Levavasseur	et	al.,	2011;	Saito	et	al.,	2013;	Vandenberghe	et	al.,	2012).	
	 In	this	paper,	we	present	simulation	results	from	both	equilibrium	and	transient	paleoclimate	
experiments	using	a	coupled	atmosphere	permafrost	component	(ECBilt-VAMPERS)	within	iLOVECLIM,	
an	earth	system	model	of	intermediate	complexity	.	First	introduced	are	the	equilibrium	experiments,	
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period	are	conducted	to	capture	the	thermal	feedback	of	degrading	permafrost.	As	we	are	focused	on	
the	long-term	response,	these	transient	experiments	only	include	the	"slow"	forcings,	i.e.	changes	in	
orbital	parameters,	atmospheric	greenhouse	gas	levels	and	ice	sheet	configuration.	We	couple	a	
permafrost	model	within	an	earth	system	model	and	subsequently	analyze	experiments	to	infer	the	
thermal	role	of	permafrost	during	major	periods	of	climate	change.	
	 This	work	is	the	next	step	to	integrating	VAMPERS	within	iLOVECLIM.	Before	the	full	coupling	
presented	here,	VAMPER	was	validated	as	a	stand-alone,	post-processing	model	(Kitover	et	al.,	2012;	
Kitover	et	al.,2013).	Experiments	were	done	for	both	preindustrial	and	LGM	climates.	Most	recently,	
enhancements	were	made	to	include	a	snow	pack	layer	and	allow	for	varying	parameters	of	the	
geothermal	heat	flux	and	generalized	lithology	(Kitover	et	al.,	2015a).	A	future	step	is	to	extend	the	
model	to	include	the	mentioned	biogeochemical	and	hydrological	feedbacks.	
	
6.2		Model	Description	
6.2.1		iLOVECLIM	
	
iLOVECLIM	is	an	earth	system	model	of	intermediate	complexity	(EMIC).	This	class	of	climate	models	
arose	as	an	intermediate	between	the	fully	integrated	GCMs	and	simplified	conceptual	climate	models	
(Claussen	et	al.,	2002).		As	a	result,	EMICs	have	the	ability	to	simulate	hundreds	of	thousands	of	years	at	
a	reasonable	computational	cost	but	also	represent	most	of	the	natural	earth	system,	particularly	
incorporating	the	components	with	slow	feedback	effects,	such	as	ice	sheets,	vegetation,	and	
permafrost.		
	 iLOVECLIM	is	a	“code	fork”	of	LOVECLIM	1.2	(Goosse	et	al.,	2010),	from	which	only	some	of	the	
physical	climate	components	have	been	retained.	Namely,	these	are	the	atmosphere,	ocean,	and	
vegetation.	Different	versions	of	LOVECLIM	have	successfully	simulated	past	climates	including	the	LGM	
(Roche	et	al.,	2007),	the	Holocene	(Renssen	et	al.,	2005,	2009),	and	the	last	millennium	(Goosse	et	al.,	
2005).	Each	model	component	of	LOVECLIM	was	originally	developed	separately	and	the	reader	is	
referred	to	Goosse	et	al.	(2010)	for	a	detailed	description	of	atmosphere	–	ocean	–	vegetation	
components	and	coupling	mechanisms.	Although	some	of	the	model	components	run	on	different	grids	
(GRISLI	ice	sheet	model	for	example),	the	atmosphere,	land,	and	permafrost	components	of	iLOVECLIM	
use	a	T21	horizontal	resolution	that	is	roughly	equivalent	to	5.6° x 5.6° 	latitude-longitude.	
	 ECBilt,	the	atmospheric	model	(Opsteegh	et	al.,	1998),	consists	of	a	dynamical	core	with	three	
vertical	horizons	at	800,	500,	and	200	hPa.		It	runs	on	a	spectral	grid	with	a	triangular	truncation	(T21),	
which	translates	to	a	horizontal	grid	with	a	resolution	of		approximately	5.6	° lat	x	5.6	° lon.	ECBilt	also	
includes	the	land	surface	module	to	which	VAMPERS	is	specifically	coupled	(see	section	2.3	below).	The	
CLIO	module	(Goosse	and	Fichefet,	1999)	is	a	3-D	ocean	general	circulation	model	with	a	free	surface.	It	
has	3°	×	3°	horizontal	resolution	and	20	vertical	layers.	VECODE,	the	dynamic	terrestrial	vegetation	
model	(Brovkin	et	al.,	1997),	is	similar	to	VAMPER(S)	in	that	it	was	particularly	designed	for	coupling	to	a	
coarse-resolution	earth	system	model.	It	is	a	reduced-form	dynamic	global	vegetation	model	that	
characterizes	the	land	surface	as	either	trees,	grass,	or	no	vegetation	(i.e.	‘bare	soil’)	and	is	computed	at	
		 73	
the	same	resolution	as	the	ECBilt	grid.	The	plant	types	may	be	represented	fractionally	within	each	
gridcell.	
	
6.2.2		VAMPERS	
	
VAMPERS	is	a	1-D	soil	heat	conduction	model	with	phase	change	capability,	approximated	using	a	finite	
difference	scheme.	The	soil	vertical	column	is	comprised	of	100	layers	which	progressively	become	
thicker	with	depth	based	on	a	logarithmic	scale.	The	entire	soil	depth	is	3,000	meters.		Soil	freeze/thaw	
is	captured	using	the	apparent	heat	capacity	method	(Zhang	et	al.,	2008a)	but	specifically	implemented	
with	a	smoother	phase	change	transition	approach	borrowed	from	Mottaghy	and	Rath	(2006).	This	
method	and	associated	model	equations	are	described	in	Kitover	et	al.	(2013).		
	 At	each	time	step,	VAMPERS	calculates	the	characteristics	of	the	subsurface	thermal	properties	
for	each	layer	throughout	the	profile	based	on	percent	(un)frozen	water	content	and	temperature.	
Using	these	characteristics	of	thermal	conductivity	and	heat	capacity,	a	new	temperature	profile	is	
calculated	based	on	the	variable	surface	forcing	(land	surface	temperature)	at	the	top		and	the	(spatially	
varying)	geothermal	heat	flow	at	the	base,	for	each	terrestrial	gridcell	without	perennial	ice	cover.	There	
is	not	yet	groundwater	hydrology	implemented	into	VAMPERS	so	no	water	/	convective	heat	is	
transferred	between	subsurface	layers.	Rather,	the	subsurface	is	assumed	to	be	saturated,	where	the	
water	content	of	each	layer	equals	its	void	space	(porosity).	For	grid	cells	with	a	presumed	sandy	
lithology,	porosity	decreases	with	depth	based	on	a	common	depth-porosity	equation	(e.g.	Athy,	1930).		
For	bedrock	lithologies,	porosity	is	assumed	to	be	very	low		(0.1)		and	remains	the	same	throughout	
depth.		Equations	and	parameter	sensitivity	tests	associated	with	VAMPERS	are	described	in	Kitover	et	
al.,	(2013).		
	 To	match	the	minimalism	of	the	land	surface	within	ECBilt,	VAMPERS	only	uses	porosity	and	
geothermal	heat	values	to	vary	between	each	ECBilt	grid	cell.	These	values	are	derived	from	individual	
databases	that	are	based	on	a	reclassified	version	of	the	Global	Lithological	Map	Database	(Hartmann	
and	Moosdorf,	2012)		and	median	geothermal	heat	flux	values	previously	derived	from	a	combination	of	
measurements,	modeling	and	correlation	estimates	(Davies,	2013).		The	use	of	these	data	and	how	they	
were	repurposed	for	application	in	VAMPERS	is	discussed	in	Kitover	et	al.	(2015a).		
	 Since	the	original	development	of	VAMPER	(Kitover	et	al.,	2012),	two	enhancements	to	VAMPER	
were	discussed	in	Kitover	et	al.	(2015a).	One	was	the	changeover	from	an	annual	to	a	sub-daily	timestep	
(4	hours)	which	allowed	development	of	an	active	layer	and	also	was	necessary	for	coupling	to	the	land	
surface	portion	of	ECBilt.	The	other	development	was	the	option	of	including	snow	as	superficial	layers	
between	the	ground	and	atmosphere	interface,	allowing	the	role	of	snow	as	insulator	to	buffer	
propagation	of	air	temperatures	into	the	subsurface.	This	comparison	was	shown	in	Kitover	et	al.	
(2015a),	which	as	expected	decreased	the	depth	of	permafrost	due	to	warmer	winter	temperatures	at	
the	ground	surface.	Note	that	this	additional	snow	option	is	where	VAMPER	was	renamed	VAMPERS.	
Snow	is	modeled	as	a	single	variable	depth	divided	into	three	layers.	The	thermal	conductivity	and	heat	
capacity	of	the	snow	is	dependent	on	the	snow	density,	which	in	turn	is	dependent	on	the	amount	of	
fresh	snow	and	age/compaction	of	the	old	snow.	Similar	to	the	soil	layers,	the	thermal	characteristics	of	
the	snow	are	recalculated	at	each	time	step	but	are	based	on	snow	temperature	and	snow	density	.	
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6.2.3		Coupling	
	
The	integration	of	VAMPERS	into	iLOVECLIM	is	done	through	direct	coupling	within	the	iLOVECLIM	
atmosphere	component	ECBilt.	Specifically,	within	ECBilt	is	the	land-surface	model,	which	computes	the	
land	surface	temperature	and	development	of	the	snow	layer	by	solving	the	heat	budget	at	a	single	soil	
layer.	The	temperature	and	snow	of	the	land-surface	model	single	soil	layer	serves	as	the	ground	surface	
forcing	for	VAMPERS.	In	return,	VAMPERS	computes	a	ground	heat	flux,	which	depending	on	the	
subsurface	thermal	regime	may	be	either	negative	or	positive,	which	is	part	of	land	surface	heat	budget	
in	ECBilt.	The	coupling	mechanism	between	VAMPERS	and	ECBilt	is	conceptualized	in	Figure	6.1.		
	 As	a	prior	phase	to	the	full	coupling	between	ECBilt	and	VAMPERS,	a	number	of	one-way	
experiments	were	run	to	analyze	the	effect	of	the	iLOVECLIM	climate	on	permafrost	distribution	and	
extent.	In	Kitover	et	al.	(2015a),	the	one-way	coupling	gave	an	estimate	of	permafrost	thickness	
distribution	in	the	Northern	Hemisphere	at	the	preindustrial	climate	state,	while	in	Kitover	et	al.	
(2015b),	the	same	one-way	coupling	scheme	was	done	for	the	LGM	climate.		
6.3		Model	Experiments	
	
All	experiments	are	performed	globally	(Table	6.1)	but	analyzed	from	the	Northern	Hemisphere	
perspective.		
	
6.3.1		Equilibrium	Experiments		
	
The	first	three	experiments	are	performed	under	fixed	21	ka	boundary	conditions.	This	setup	includes	
atmospheric	greenhouse	gas	concentrations	(GHGs)		that	correspond	with	ice-core	measurements,	
which	means	lowered	levels	of	[CO2],	[CH4],	and	[NO2].	The	orbital	parameters	correspond	to	21	ka	
values	described	by	Berger	(1978)	and	the	ice	sheet	forcing	is	from	Ganopolski	and	Calov	(2011).	
	 Starting	at	a	stable	LGM	climate	(~ 21	ka	orbital	forcings),	VAMPERS	(initialized	at	0m	depth	of	
permafrost)	was	coupled	to	ECBilt,	where	permafrost	was	then	able	to	develop	in	response	to	the	
ground	temperature	forcing.	Using	a	1k-yr	repeating	cycle	of	the	LGM	climate	parameters	and	external	
orbital	forcings,	the	ECBilt-VAMPERS	coupling	within	iLOVECLIM	is	run	in	asynchronous	mode	for	10k	
model	years.		At	re-equilibrated	conditions,	the	newly	coupled	version	was	then	run	for	another	1k	
model	years	synchronized.	Asynchronous	coupling	is	a	technique	to	conserve	computer	resources	where	
certain	model	components	are	temporarily	inoperative	to	allow	other	parts	of	the	system	components	
to	‘catch	up’	to	a	certain	climate	state.	In	our	case,	we	ran	VAMPERS	constantly	while	ECBilt	was	paused	
to	allow	permafrost	time	to	respond	to	the	LGM	climate	system.	The	concept	of	asynchronous	coupling	
is	described	in	further	detail	in	McGuffie	and	Henderson-Sellers	(2005)	and	specifically	described	in	
Kitover	et	al.	(2015a)	for	the	ECBilt-VAMPERS	coupling.		
	 Following	is	a	description	of	the	first	three	simulations:	EQ_LGM,	EQ_LGM_GEOF,	and	
EQ_LGM_VAMP.	The	experiment	EQ_LGM	establishes	the	LGM	climate	state	without	coupling	to	
VAMPERS	(Figure	6.2a)	and	is	therefore	the	control	run	to	which	all	other	runs	are	compared.	The	
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second	experiment,	EQ_LGM_GEOF	,	is	a	sensitivity	test	for	the	atmosphere-land	coupling	mechanism	
between	VAMPERS	and	ECBilt.	This	simulation	incorporates	the	ground	heat	flux	only	as	a	function	of	
the	geothermal	heat	flux	(assuming	an	equilibrated		stable	geothermal	gradient).	The	results	of	this	
experiment	are	presented	as	a	supplementary	figure	(Figure	A6-	1).		The	third	experiment	
EQ_LGM_VAMP		utilizes	the	full	ECBilt-VAMPERS	coupling	(Figure	6.2b).		Comparing	climate	and	
permafrost	parameters	of	EQ_LGM_VAMP	against	EQ_LGM	reveals	any	major	effects	on	the	
equilibrated	climate	post	coupling	of	VAMPERS	to	ECBilt.	EQ_LGM_VAMP		also	gives	the	opportunity	for	
an	adequate	spin-up	to	ensure	the	soil	temperatures	are	in	equilibrium	with	the	iLOVECLIM	LGM	climate	
before	executing	the	transient	runs.		
	 To	determine	if	there	are	any	significant	differences	between	the	LGM	climate	state	with	and	
without	the	ECBilt-VAMPERS	coupling,	the	t-test	was	utilized.	This	standard	approach	tests	the	null	
hypothesis	that	two	samples	of	climatic	data	(variances	assumed	unequal),	namely	surface	air	
temperature,	have	the	same	parametric	mean.	Therefore,	any	observed	changes	in	the	LGM	
equilibrated	climate	that	are	attributed	to	coupling	are	significant	at	the	99%	confidence	level.	The	data	
sets	which	are	compared	for	the	t-test	analysis	are	a	‘snapshot’	or	moment	in	time	(with	each	dataset	
referencing	the	same	point	in	time),	therefore	detrending	the	data	was	not	necessary.	The	temperatures	
of	this	analysis	are	the	last	100	model	years	of	the	synchronized	coupling	simulation,	which	was	in	total	
1,000	years	as	described	above.	
	
6.3.2		Transient	Experiments	
	
The	two	transient	experiments	TR_DEGL	and	TR_DEGL_VAMP	are	the	model	runs	without	and	with	the	
ECBilt-VAMPERS	coupling,	respectively.	They	cover	the	last	deglaciation,	beginning	at	the	LGM	(21ka)	to	
the	early	Holocene	(11	ka).	An	accelerated	forcing	technique	is	used,	where	insolation,	greenhouse	gas	
concentrations	(GHGs)	and	ice	sheets	are	updated	with	an	acceleration	factor	10.	This	means	that	the	
time	step	of	the	boundary	condition	changes	is	accelerated	ten	times	faster	than	a	real	world	time	
series.	Given	the	difference	in	time	scale	of	model	components	(several	orders	of	magnitude	different),		
this	technique	is	used	regularly	for	multi-millennial	or	longer	simulations	(McGuffie	and	Henderson-
Sellers,	2005).	A	recent	study	by	Varma	et	al.	(2015)	found	that	the	effect	of	utilizing	the	acceleration	
technique	(x10)	was	negligible	on	the	success	of	model-data	comparison	results	for	surface	variables.	
However,	they	did	suggest	that	in	the	Northern	latitude	oceans	areas,	biases	in	sea	surface	temperature	
evolution	may	occur.	The	insolation	changes	are	a	function	of	the	orbital	configuration	(aka	
Milankovitch	variations)	and	daily	mean	solar	irradiance	is	calculated	following	Berger	(1978).	The	GHGs	
of	CO2,	N2O	and	CH4	are	time-dependent	(Loulergue	et	al.,	2008;	Luthi	et	al.,	2008;	Schilt	et	al.,	2010).	
The	ice	sheet	forcing	is	from	Ganopolski	and	Calov	(2011).	During	the	simulated	deglaciation,	the	Bering	
strait	remains	closed	and	the	effect	of	glacial-interglacial	sea-level	changes	on	the	bathymetry	and	on	
the	seawater	salinity	is	neglected.	Note	that	since	we	are	interested	in	only	long-term	climate	evolution,	
short-term	forcings	are	not	included	in	the	transient	experiment.	We	however	recognize	that	these	
changes,	such	as	meltwater	pulses,	volcanic	eruptions,	dust	fluxes,	and	changes	in	solar	activity,	are	also	
believed	to	have	played	a	role	in	climate	change	during	the	last	deglaciation.		
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6.4		Results	and	Discussion	
	
6.4.1		Equilibrium	Experiments	
	
Climate	Analysis	
Comparing	the	average	annual	surface	temperature		between	[EQ_LGM]	and	[EQ_LGM_VAMP]	shows	
that	in	the	coupled	experiment,	the	LGM	climate	is	about		1°C	significantly	warmer	in	Eastern	Russia	and	
China	while	over	the	northern	part	of	European	Russia	and	eastern	Canada,	it	is	about	1°C	significantly	
colder.			From	an	overall	perspective,	aside	from	the	general	locations	of	the	ice	sheets,	it	appears	that	
the	Northern	Hemisphere	is	predominantly	warmer	by	about	0.5 to	1°C	(Figure	6.2).	This	annual	signal	is	
likely	the	result	of	a	reduction	in	the	average	temperature	difference	between	summer	and	winter,	as	
discussed	further	below.		
	 From	a	seasonal	breakdown	of	the	surface	air	temperatures,	the	coupling	effect	on	simulated	
climate	is	stronger	than	the	annual	signal	(Figure	6.3).	During	summer,	there	is	latent	heat	consumption	
as	the	subsurface	thaws	while	during	winter,	there	is	conversely	a	release	of	latent	heat	as	it	refreezes.	
This	freezing/thawing	process	in	turn	affects	the	ground	heat	flux	(direction	out	of	the	ground	to	the	
atmosphere),	whereby	there	is	a	negative	ground	heat	flux	in	spring/summer	and	a	positive	one	in	
fall/winter	(Figure	6.3a).	Even	when	permafrost	is	nonexistent,	the	ECBilt-VAMPERS	coupling	captures	a	
seasonally	varying	ground	heat	flux.	Figure	6.4	shows	the	effect	of	thermal	buffering	occurring	at	both	
the	high-	and	mid-latitudes,	the	later	which	primarily	only	undergoes	annual	ground	freezing.	This	
highlights	the	overall	wider	(global	land	surface)	effect	of	coupling	temporal	variations	of	the	
geothermal	gradient	with	the	atmosphere.	However,	when	comparing	the	latitudinal	averages	of	daily	
ground	heat	flux	at	20°N,	40°N,	60°N,	and	80°N,	there	is	a	more	pronounced	effect	in	the	permafrost	
regions,	namely	40	to	70°N	(Figure	6.4a).	This	corresponds	with	the	geographic	distribution	of	monthly	
surface	air	temperature	anomalies,	which	shows	an	amplified	effect	at	the	higher	latitudes	(Figure	6.4b).		
At	these	parallels,	the	active	layer	(Figure	6.5)	,	which	is	the	uppermost	layers	of	ground	that	undergoes	
annual	freezing	and	thawing,	plays	a	prominent	role	in	generating	the	amplified	seasonal	cycle	of	
negative/positive	ground	heat	fluxes.	North	of	70	to	75°N,	the	active	layer	is	thinner	and	south	of	20°N,	
the	active	layer	is	nonexistent,	so	expectedly	the	ground	heat	flux	does	not	vary	as	much	seasonally	
(Figure	6.4a).	
	 The	seasonality	effect	due	to	changing	ground	heat	fluxes	values	will	cause,	according	to	the	
model	results,	approximately	a	1	to	2	degree	(C)	shift	in	average	winter	and	summer	temperatures.	
There	is	also	a	warming	and	cooling	effect	in	spring	and	fall,	respectively,	but	not	as	pronounced	(only	
0.5	to	1	degree	difference)	or	as	geographically	widespread	as	in	the	other	two	seasons.		This	general	
effect	of	wintertime	warming	and	summertime	cooling	is	quite	obvious	from	an	overall	Northern	
Hemisphere	perspective.	However,	the		cooling	occurring	in	Alaska	and	Canada	cannot	be	directly	
attributed	to	local	permafrost	thaw	since	the	overlying	ice	sheet	decouples	any	heat	transfer	between	
the	ground	and	atmosphere.	Rather,	it	is	likely	that	the	summertime	cooling	in	Eurasia	caused	shifting	of	
atmospheric	circulation	patterns.		Namely,	there	is	a	significant	decrease	in	geopotential	height	(at	800	
hPa)	in	eastern	Siberia	while	over	Alaska,	the	North	Pacific	and	North	Atlantic	Oceans,	there	is	a	
significant	increase	in	geopotential	height	(Figure	6.6c).	The	anomaly	pattern	points	to	a	change	in	the	
large-scale	circulation	(Rossby	waves),	with	a	ridge	over	Alaska	implying	a	northerly	flow	that	brings	cold	
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polar	air	to	North	America.		These	modifications	in	summer	are	particularly	highlighted	when	compared	
to	the	other	seasons,	which	show	less	changes	to	atmospheric	circulation	(Figure	6.6).		
	 Another	geographic	difference	is	the	range	of	seasonal	signal	across	Siberia,	where	in	East	
Siberia	there	is	both	a	strong	summer	and	winter	signal,	but	in	European	Russia	there	is	a	strong	
summer	signal	and	an	absent	winter	signal.	The	strength	of	the	seasonal	signal,	aside	from	secondary	
influences	such	as	shifts	in	atmospheric	circulation,	is	primarily	dependent	on	the	ground	heat	flux.	
However,	the	ground	heat	flux	is	a	function	of	the	subsurface	thermal	gradient,	where	a	steeper	
gradient	produces	a	higher	heat	flux.	Therefore,	the	geographical	distribution	of	the	seasonal	signal	can	
be	traced	to	the	annual	range	in	surface	air	temperatures,	where	the	greater	range	causes	a	stronger	
seasonal	signal,	particularly	in	summer	and	winter.	From	Figure	6.7,	it	is	clear	that	as	the	longitude	
increases	eastward,	the	seasonal	variation	becomes	greater.	This	longitudinal	trend	is	an	effect	of	
continentality,	which	attributes	the	role	of	landmass	on	the	seasonal	temperature	range.			It	should	be	
noted	that	the	lack	of	winter	signal	in	European	Russia	is	also	partially	due	to	the	high	standard	
deviation,	causing	the	results	in	this	region	to	be	statistically	insignificant	when	applying	the	t-test	
(Figure	A6-2).	
	 		
Permafrost	Analysis	
The	significant	differences		in	modeled	surface	air	temperature	due	to	coupling	with	VAMPERS	are	the	
strongest	in	the	summer	and	winter	periods	(±	1	to	2°C).	These	cooling/warming	effects	also	come	
through	as	an	annual	signal,	but	with	less	intensity	(±	0.5°C).	We	particularly	mention	the	annual	forcing	
because	it	is	strongly	related	to	total	permafrost	depth	(Williams	and	Smith,	1989).	Subsequently,	as	
there	are	indeed	significant	changes	to	the	average	surface	air	temperatures	from	the	coupling	process,	
there	are	as	expected	corresponding	changes	to	the	simulated	permafrost	thickness	and/or	distribution.		
In	the	areas	that	showed	an	annual	warming	effect,	permafrost	is	about	50	to	100	m	thinner	whereas	
the	areas	that	showed	colder	annual	temperatures,	permafrost	is	deeper	by	10	to	50	m	(Figure	6.8c).	
	 	The	permafrost	thickness	distribution	modeled	by	EQ_LGM	(Figure6.8a)	and	EQ_LGM_VAMP	
(Figure	6.8b)	is	recognized	as	only	continuous	permafrost,	rather	than	being	able	to	model	the	full	
spatial	extent	that	includes	discontinuous	and	sporadic	zones	as	well.	This	conclusion	is	borrowed		and	
based	on	the	previous	study	from		Kitover	et	al.	(2015b),	which	assessed	the	VAMPERS	modeled	LGM	
permafrost	thickness	distribution.		Using	proxy-based	estimates	as	a	reference,	they	found	that	the	LGM	
simulated	extent	was	underestimated,	which	they	assert	is	probably	due	to	the	inability	to	capture	the	
more	sensitive	regions	of	discontinuous	permafrost.	Therefore,	owing	to	the	close	similarity	in	modeled	
permafrost	distribution	between	results	from	Kitover	et	al.	(2015b)	and	this	work	(EQ_LGM	and	
EQ_LGM_VAMP	),	we	have	concluded	that	the	permafrost	distribution	is	also	underestimated	in	the	
current	experiment	results.			
	
6.4.2		Transient	Experiments	
	
Climate	Analysis	
To	analyze	the	transient	response	of	permafrost	degradation	on	the	climate,	regional	averages	of	
summer	and	winter	surface	temperatures	were	calculated	over	the	transient	simulation.	The	eight	
sample	regions	(Alaska,	Western	Canada,	Eastern	Canada,	European	Plain,	West	Siberian	Plain,	Central	
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Siberian	Plain,	East	Siberia,	and	the	Tibetan	Plateau)	cover	most	of	the	area	underlain	by	permafrost	
during	the	LGM	and	subsequent	deglaciation	period.	Similar	to	the	conclusion	of	the	equilibrium	
experiments,	there	exists	during	the	transient	simulations	a	seasonal	effect	(i.e.	winter	warming	and	
summer	cooling)	from	coupling	VAMPERS	to	ECBilt.	This	is	illustrated	in	Figure	6.9,	which	shows	that	all	
of	the	selected	regions	(a	-	h)	exhibit	a	consistent	decrease	in	the	annual	surface	air	temperature	range	
(summer	–	winter).	Another	effect	of	the	VAMPERS-ECBilt	coupling	seen	in	the	transient	experiment	is	
the	change	in	the	transient	warming	trend,	where	there	is	a	mild	warming	of	approximately	0.2	to	0.5°C	
(Figure	6.10).	This	is	a	relatively	small	effect	and	rather	than	finding	cause	directly	in	the	permafrost	
thermal	feedback,	it	is	more	likely	due	to	disappearance	of	the	ice	sheets.	As	the	ground	is	exposed,	not	
only	is	permafrost	able	to	develop	but	the	geothermal	heat	flux	is	also	newly	coupled	to	the	
atmosphere.	Although	this	contribution	may	seem		small,	the	prior	sensitivity	experiments	comparing	
temperature	effects	of	only	including	the	geothermal	heat	flux	as	the	ground	heat	flux	input	for	ECBilt	
was	also	on	the	order	of	about	0.5°C	(Figure	A1).		
	 It	was	originally	hypothesized	that	as	permafrost	thaws	and	the	active	layer	deepens,	the	
additional	energy	required	for	this	phase	change	would	feedback	to	the	climate	via	a	negative	ground	
heat	flux.	To	demonstrate	the	magnitude	of	this	feedback	,	the	average	geothermal	heat	flux	has	been	
plotted	over	time	(18	to	11	ka)	per	ten	degree	parallel	in	Asia	(Figure	6.11a).	As	the	latitude	increases	
there	is	a	slight	indication	that	the	ground	heat	flux	becomes	increasingly	negative.	Particularly,	a	
decreasing	ground	heat	flux	is	most	obvious	at	70	to	60	°N,	where	most	of	the	area	is	underlain	by	
permafrost.	On	the	contrary,	in	Figure	6.11b,	which	shows		the	non-permafrost	regions	more	south	(0 to	
30°N),	there	is	almost	less	variation	in	ground	heat	flux	over	time.		Although	these	summary	plots	point	
to	the	suggestion	that	there	is	an	impact	on	the	ground	heat	flux	during	periods	of	permafrost	thaw,	it	is	
apparently	not	strong	enough	to	affect	the	climate	beyond	a	few	degrees	centigrade.	The	average	
annual	flux	values	ranged	between	0.4	and	-0.4	W/m2.	Although	these	average	values	are	comparable	
with	observational	studies	(Tsuang,	2005),	when	weighed	against	other	components	of	the	surface	heat	
budget	in	an	Arctic	environment,	the	ground	heat	flux	makes	up	a	relatively	small	portion	(Westermann	
et	al.,	2009).		
Permafrost	Analysis	
Both	permafrost	degradation	and	disappearance	occurred	over	the	last	deglaciation	(Figure	6.12).	The	
percent	gain	or	loss	of	permafrost	extent	is	calculated	as	the	difference	in	percent	land	area	(Northern	
Hemisphere)	underlain	by	permafrost.	Note	that	in	Figure	6.12a	and	Figure	6.12c,	the	red	line	
represents	21	ka	permafrost	delineation	and	the	blue	line	represents	11	ka	delineation.	However,	when	
there	is	no	change	in	extent	between	21	ka	and	11	ka,	the	lines	overlap	(blue	line	overlaps	red).	Also	
calculated	is	a	change	of	average	permafrost	thickness	for	the	regions	of	Eurasia	and	North	America,	
with	accompanying	histograms	to	show	the	frequency	of	grid	cells	with	classed	permafrost	thicknesses	
(i.e.	50	m,	100	m,	150	m,	etc.).	The	two	measures,	change	in	permafrost	extent	and	change	in	
permafrost	thickness,	reveal	separate	effects	occurring	during	the	deglaciation.	Change	in	extent	shows	
retreat	or	advancement	of	permafrost	presence	whereas	change	in	thickness	reflects	permafrost	
thawing	or	deepening.				
	 	In	Eurasia,	there	was	about	a	net	2%	(20%	to	22%)	gain	in	Northern	Hemisphere	area	underlain	
by	permafrost.	As	this	is	quite	a	small	change,	there	are	a	number	of	reasons	to	cause	a	seemingly	
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minimal	response,	which	we	believe	is	likely	underestimated.	The	first	is	that	disappearance	of	
permafrost	extent	(primarily	on	the	southern	margins)	is	countered	by	the	gain	of	permafrost	coverage	
on	the	Tibetan	Plateau	and	the	location	of	the	former	Fennoscandian	ice	sheet.	The	Tibetan	Plateau	in	
particular	is	unique	since	it	is	a	region	of	continuous	permafrost	but	is	located	much	farther	south	than	
most	of	the	occurrence	in	the	Northern	Hemisphere.	As	a	result,	the	region	shows	some	permafrost	
thaw	while	also	showing	permafrost	gain.	Its	increase	in	permafrost	coverage	is	likely	due	to	the	
decrease	in	snow	thickness	(Figure	6.13a),	whereby	ground	temperatures	are	less	insulated	to	freezing	
air	temperatures.	However,	the	warming	in	this	region	between	21ka	and	11ka	(Figure	6.13b)	also	led	to	
significant	permafrost	loss	as	well.	
	 The	second	reason	for	an	underestimate	is	that	the	simulated	change	of	permafrost	extent	by	
iLOVECLIM	does	not	take	into	account	the	flooding	of	continental	shelves	during	the	deglaciation;	hence	
the	land-sea	mask	(reflecting	the	exposed	land	area	during	the	LGM)	used	in	the	LGM	experiment	
remains	static	during	the	transient	run.	This	discrepancy	is	important	to	note	since	we	model	permafrost	
occurring	on	the	East	Siberian	Arctic	Shelf	during	the	LGM	but	do	not	model	its	subsequent	progression	
as	subsea	permafrost,	some	of	which	still	currently	exists	today	in	the	Laptev	and	East	Siberian	Seas	
(Romanovskii	et	al.	2004).	Crichton	et	al.	(2014)	estimates	this	loss	of	land	area	due	to	sea	transgression	
since	the	LGM	in	the	CLIMBER-2	model	to	be	about	5	to	7	x	106	km2.	
	 Another	reason	for	the	underestimated	response	is	that	we	only	capture	permafrost	changes	
within	the	continuous	zone.	As	noted	previously,		iLOVECLIM	estimates	of	permafrost	extent,	both	in	an	
equilibrium	and	transient	state,	are	not	able	to	reproduce	discontinuous	and	sporadic	occurrence.	
However,	it	is	the	unstable	“warmer”	permafrost	regions,	found	more	often	in	the	discontinuous	regions	
(Smith	and	Riseborough,	2002),	which	are	most	sensitive	to	climate	change	(Romanovsky	et	al.	2010).	
This	point	is	exemplified	in		Vandenberghe	et	al.	(2012),	where	they	used	the	mean	annual	air	
temperature	isotherm	to	define	the	southern	limit	of	discontinuous	permafrost		at	the	LGM	and	
present-day.	As	a	result,	their	estimated	change	in	permafrost	extent	(‘response’)	through	these	time	
periods,	depending	on	their	‘cold’	or	‘warm’	simulation,	is	greater	than	our	current	transient	simulation.			
	 Despite	a	marginal	loss	of	permafrost	extent	in	Asia,	the	average	permafrost	thickness	reduced	
from	319	m	(standard	deviation,	σ	=	210	m)	to	286	m	(standard	deviation,	σ	=	181	m)	deep.	The	change	
in	grid	cell	frequency	(bin	classes	50	m,	100	m,	150	m,	…,	1000	m)	of	permafrost	thicknesses	is	shown	in	
Figure	6.14a.	There	is	a	relatively	large	decrease	in	the	frequency	of	permafrost	cells	with	thin	(<	50	m)	
permafrost,	which	represents	the	areas	that	underwent	total	permafrost	disappearance	such	as	the	
southern	margins	in	Russia.	The	increase	in	permafrost	thickness,	occurring	within	the	middle	range	of	
permafrost	thicknesses	(100	to	500	m)	represent	the	newly	developed	permafrost	mostly	in	the	
Fennoscandia	region	and	on	the	Tibetan	Plateau.	Finally,	the	frequency	of	cells	with	deep	permafrost	(>	
700	m)	also	reduces.	This	result	demonstrates	the	need	for	climate	models	to	account	for	both	
permafrost	thickness	and	areal	extent	since	analyzing	only	zonal	loss	would	misleadingly	show	little	
permafrost	response	where	the	differences	in	permafrost	thickness	shows	a	highly	responsive	change.	
	 The	above-mentioned	discrepancies,	which	explain	the	likely	cause	of	underestimating	
permafrost	disappearance	in	Asia,	also	apply	for	the	results	in	North	America.	Namely,	at	the	very	edge	
of	Western	Alaska	and	on	the	Bering	land	bridge,	permafrost	was	present	during	the	LGM	(Figure	6.8)	
but	due	to	rising	sea	level,	now	exists	as	subsea	relict	permafrost	(Osterkamp,	2001),		Although	this	
region	is	modeled	to	undergo	permafrost	degradation	(as	modeled	by	the	green	in	Figure	6.12d)	there	is	
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no	change	in	extent.	In	addition,	the	retreat	of	the	Laurentide	ice	sheet	also	exposes	the	ground	surface	
to	the	arctic	air	temperatures.	In	turn,	newly	generated	permafrost	occurs	in	Alaska	and	Canada	(Figure	
6.12c).	Considering	this	behavior	and	again	only	representing	changes	in	continuous	permafrost,	there	
was	about	a	7%	(4%	to	11%)	increase	in	Northern	Hemisphere	land	area	underlain	by	permafrost.	
	 The	average	permafrost	thickness	in	North	America	decreased	from	350	m	(standard	deviation,	
σ	=	207	m)	to	227	m	(standard	deviation,	σ	=	117	m).	The	thawing	occurs	mostly	on	the	Bering	land	
bridge	and	in	southern	Alaska.	However,	what	is	quite	obvious	from	the	histogram	of	grid	cell	
thicknesses	(Figure	6.14b)	is	the	change	in	spread	from	wide	ranging	values	of	permafrost	thickness	at	
21	ka	(i.e.	one	or	two	cells	with	thinner	permafrost	and	a	few	cells	with	deeper	permafrost)		to	the	more	
frequent	occurring	mid-thickness	values	(100	to	500	m).	This	difference	is	expressed	in	the	change	in	
standard	deviation	of	permafrost	thickness	from	207	to	117	m,	indicating	a	more	frequently	occurring	
thicknesses	around	the	average	depth	of	227	m.	These	mid-range	values	mostly	represent	the	newly	
formed	permafrost	at	the	location	of	the	former	Laurentide	ice	sheet.	However,	the	permafrost	that	
develops	after	retreat	of	the	overlying	ice	sheet	is	not	properly	initialized	and	therefore	causes	an	initial	
(non-equilibrated)	overestimate	of	thickness,	where	in	reality	there	was	a	slower	growth	of	permafrost	
from	the	top	down.		
	 Permafrost	evolution	is	illustrated	for	three	different	locations.	The	European	Plain	represents	a	
case	of	completely	disappearing	permafrost	(Figure	6.15).		Permafrost	degradation	occurs	from	the	top	
and	the	bottom.	The	actual	disappearance,	rather	than	just	warming	occurs	between	17	and	16	ka.	This	
degradation	is	quite	rapid,	averaging	about	6	cm/yr.	But	it	may	not	be	an	unreasonable	rate	of	loss	if	it	is	
reflecting	the	rapid	rate	of	warming	set	by	the	glacial-deglaciation	transition.	Further	sensitivity	studies	
would	be	required	to	analyze	rates	of	warming	with	rates	of	degradation.	In	addition,	it	is	likely	not	a	
linear	relationship	since	the	final	stages	of	permafrost	disappearance	may	be	accelerated	once	the	
depth	profile	is	sufficiently	warm	or	isothermic.	The	complete	disappearance	in	European	matches	with	
maps	of	modern	permafrost	extent	which	shows	no	permafrost	currently	existing	in	this	area	(Brown	et	
al.,	2014).	In	addition,	Kondratjeva	et	al.	(1993)	illustrate	the	late	Quaternary	estimates		of	the	southern	
permafrost	boundary	in	Russia	which	approximately	correspond	with	our	timing,	as	they	show	the	
boundary	passing	through	this	region	(approx.	60°	N,	60°	E)	between	the	late	Pleistocene	to	the	
Holocene	Climatic	Optimum.		
	 	In	West	Siberia	(Figure	6.16),	permafrost	began	to	degrade	from	the	top.	Although	thawing	
occurred	only	within	a	meters	from	the	surface,	we	expect	this	degradation	to	deepen	for	another	50	to	
100	meters	throughout	at	least	the	next	couple	thousand	years.	The	deeper	subsurface	continues	to	
absorb	ground	temperature	disturbances	well	after	the	initial	perturbation	(Ter	Voorde	et	al.,	2014).	As	
with	the	rapid	response	seen	in	the	European	Plain	example,	the	near	surface	permafrost	warms	quite	
rapidly	(Figure	6.16b).	Although	there	is	little	thaw	simulated	between	21	ka	and	11	ka,	the	rapid	rate	of	
warming	combined	with	the	‘cold’	permafrost	suggests	favorable	conditions	for	development	of	relict	
permafrost.	Due	to	a	much	colder	initial	climate	state	than	for	example,	in	Eastern	Russia,	the	rate	of	
thaw	lags	behind	the	quick	warming	at	the	surface,	causing	a	thermal	imbalance.		West	Siberian	relict	
permafrost	is	documented	by	Ananjeva	et	al.	(2013),	with	the	top	of	the	permafrost	about	50	to	100	m	
deep	and	total	thickness	varying	between	10	m	and	150	m.	
	 		Other	modeling	results	for	transient	paleo-permafrost	simulations	are	difficult	to	directly	
compare	with	previous	work	since	the	experiments	are	site	or	region-specific.	For	example,	Lebret	et	al.	
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(1994)	and	Delisle	(1998)	simulated	permafrost	depth	changes	over	the	last	100k	and	50k	years,	
respectively,	in	Western	Europe.	However,	our	model	does	not	simulate	any	permafrost	during	the	LGM	
for	this	region	due	to	the	ice	sheet.	Similarly,	Hartikainen	(2010)	simulated	permafrost	thickness	
changes	in	Scandinavia,	also	an	area	not	recognized	to	have	permafrost	by	iLOVECLIM.	In	Alaska,	
Osterkamp	and	Gosink	(1990)	simulated	changes	in	permafrost	depth	over	the	last		100k	years	at	
Prudhoe	Bay.	During	the	LGM,	our	model	assumes	this	area	is	covered	by	the	ice	sheet.	However,	what	
is	consistent	among	all	these	previous	studies	and	our	current	one	is	that	the	magnitude	of	response,	
with	respect	to	the	changes	in	thickness,	are	very	similar.	In	general,	the	permafrost	thaw	rate	is	
expected	be	around		0.1	–	1.5	cm/yr			according	to	Osterkamp	and	Gosink	(1990).	Similarly,	we	found	
from	the	that	as	expected	cold	permafrost	degraded	minimally	at	about	0.01	cm/yr		(East	Siberia)	while	
in	areas	of	rapid	warming	at	already	‘warm’	or	unstable	permafrost,	degradation	occurred	about	6		
cm/yr	(European	Plain).	However,	as	already	mentioned,	a	further	assessment	of	these	results	would	
require	a	sensitivity	analysis	to	better	understand	rates/behavior	of	permafrost	degradation	in	response	
to	transient	forcings.	
	
6.5		Conclusions	
	
This	work	presents	the	first	results	of	a	full	thermal	coupling	between	permafrost	and	climate	using	
ECBilt-VAMPERS	as	a	component	within	iLOVECLIM.	The	statistically	significant	differences	between	the	
equilibrated	LGM	climate	with	and	without	the	thermal	coupling,	are	±1°C	annually	and	±	2°C	seasonally	
(warming	in	winter	and	cooling	in	summer).	This	is	from	introducing	heat	buffering	(release	and	storage)	
within	the	near	surface,	and	thus	incorporates	all	effects	of	temperature	changes,	including	permafrost.		
The	same	magnitude	of	influence	was	seen	consistently	during	the	transient	run	where	the	coupled	
version	resulted	in	cooler	summer	and	warmer	winter	air	surface	temperatures.	There	was	an	observed	
effect	on	annual	surface	air	temperatures	during	the	deglaciation,	shifting	the	warming	trend	by	about	+	
0.2° to	0.4°C.	Given	this	rather	mild	effect	,	it	is	difficult	to	directly	link	the	cause(s),	as	it	may	be	from	
the	subsurface	freeze/thaw	response		where	the	land	surface	is	newly	exposed	and/or	simply	the	
coupling	(i.e.	added	heat	source)	of	geothermal	fluxes	to	the	atmosphere.		
	 It	was	originally	hypothesized	that	permafrost	may	serve	as	a	heat	sink	during	major	periods	of	
climate	change	due	to	latent	heat	demands	as	it	thaws.	However,	there	was	no	determinable	signal	
from	this	process.	Rather,	the	ECBilt-VAMPERS	coupling	only	produced	a	seasonal	signal,	due	to	thermal	
buffering	and	freeze/thaw	dynamics	in	the	active	layer.	In	addition,	changes	in	surface	air	temperature	
at	the	high	latitudes	were	observed	above	regions	which	did	not	undergo	freezing	or	active	layer	
process.	This	is	particularly	evident	in	summer	over	Alaska	and	Arctic	Canada,	where	a	change	in	
atmospheric	circulation	patterns	resulted	in	anomalous	northerly	flow	and	cooling.		
	 Over	the	deglaciation,	permafrost	in	Asia	disappeared	primarily	at	the	southern	margins,	but	
was	offset	by	an	increase	in	permafrost	extent	over	parts	of	the	Tibetan	Plateau,	likely	due	to	changes	in	
average	snow	depth,	and	the	recently	deglaciated	regions	of	Fennoscandia.	In	North	America,	
permafrost	extent	also	resulted	in	a	net	increase	of	about	7%	area	underlain	by	permafrost	due	to	
deglaciated	regions	of	Alaska	and	Canada.	It	must	be	considered	that	only	continuous	permafrost	extent	
was	simulated	and	that	the	continental	shelves	remained	exposed	throughout	the	modeled	
deglaciation;	both	facts	likely	contribute	to	a	somewhat	underestimated	response	of	permafrost	
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distribution	to	climate	warming.	Although	average	permafrost	thickness	reduced	in	both	Eurasia	(-31	m)	
and	North	America		(-123	m),	there	was	an	increase	in	frequency	of	grid	cells	having	mid-range	
permafrost	depths	with	a	corresponding	decrease	in	frequency	of	grid	cells	with	thin	(<	50	m)	and	deep	
permafrost	occurrence	(>	500	m).	This	pattern	indicates	both	a	thawing	response	at	the	margins	and	in	
the	deep	permafrost	zones,	while	also	showing	the	development	of	new	permafrost	in	the	areas	of	
previous	ice	cover.			
	 Permafrost	evolution	over	the	last	deglaciation	is	simulated	and	highlighted	for	two	regions.	On	
the	European	Plain	in	Russia,	permafrost	disappeared	completely	between	17	ka	and	16	ka.	This	result	
corresponds	with	the	modern	state	of	extent	which	shows	no	current	permafrost	presence.	In	West	
Siberia,	the	rapid	warming	and	cold	permafrost	illustrate	the	beginning	of	a	relict	formation.	It	is	
expected	that	a	continued	simulation	using	VAMPERS	would	illustrate	further	thaw	from	the	top	and	
decoupling	between	the	frozen	subsurface	and	surface	conditions.		
	 It	is	suggested	that	a	future	modeling	improvement	would	be	to	couple	VAMPERS	through	the	
ice	sheet,	as	recently	done	with	the	CLIMBER-2	model	(Willeit	and	Ganopolski,	2015),	by	which	through	
varying	properties	of	ice	sheet	thickness,	local	ground	heat	flux,	as	well	as	surface	climate,	would	affect	
permafrost	occurrence	and	thickness.		In	addition,	examining	the	behavior	and	degradation	rates	of	
permafrost	disappearance	(which	is	probably	not	linearly	correlated	to	warming	rates)	over	different	
millennial-scale	climate	change	scenarios	is	another	interesting	question	for	future	research.		
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CHAPTER	7	
Synthesis	
	
This	research	integrates	permafrost	within	the	earth	system	model	iLOVECLIM	as	a	goal	to	1)	simulate	
permafrost	thickness	and	distribution	estimates	during	both	the	LGM	and	last	deglaciation,	and	2)	
capture	the	thermal	feedback	mechanism(s)	of	permafrost	in	both	a	steady-state	system	(LGM)	and	
during	a	climate	transition	phase	(last	deglaciation).	The	work	proceeds	through	three	phases	(Figure	
1.11):	development	and	validation	of	the	permafrost	model	VAMPER,	partial	coupling	to	ECBilt	and	
VAMPER	model	enhancements,	and	full	thermal	coupling	within	iLOVECLIM	with	subsequent	
paleoclimate	experiments.	In	doing	the	final	deglaciation	experiment	(Chapter	6),	we	are	able	to	test	the	
hypothesis	that	permafrost	may	serve	as	a	negative	feedback	during	warming	periods	due	to	latent	heat	
demand	of	thawing	permafrost.	Following	is	a	summary	of	the	research	findings,	discussed	per	chapter.	
7.1		Research	Findings	
	
• Is	VAMPER	able	to	estimate	permafrost	depth	?	How	does	it	compare	to	other	millennial	scale	frozen	
soil	models?	(Chapter	2)	
Chapter	2	introduces	VAMPER	and	details	the	model	construction	and	equations.	First,	VAMPER	
simulates	the	modern-day	permafrost	depth	for	Barrow,	Alaska.	This	site	was	chosen	because	there	is	
sufficient	available	knowledge	including	surface	temperature	observations,	which	serve	as	the	forcing	
data,	an	estimated	geothermal	heat	flux	(lower	boundary	condition),	and	a	previously	established	
permafrost	thickness	of	350-400	m	(Lachenbruch	et	al.	1982).	VAMPER	found	an	equilibrium	depth	of	
permafrost	at	Barrow	to	be	approximately	420	m.	This	result	is	reasonably	close	to	the	estimated	
thickness,	given	the	uncertainties	in	the	observed	Barrow	data	(see	Hinkel,	1998)	and	warming	during	
the	last	century	(Lachenbruch	et	al.,	1982).		
	 VAMPER	is	then	validated	by	comparing	results	to	two	similar	millennial-scale	permafrost	
evolution	studies	of	Delisle	(1998)	and	Osterkamp	and	Gosink	(1991).	We	found	that	VAMPER	results	
compare	reasonably	well,	especially	given	the	model	(code)	uncertainties	of	these	other	models.		
		 Finally,	a	deglaciation	experiment	is	performed	using	surface	temperature	forcings	from	
LOVECLIM	1.2	for	a	location	in	Wyoming,	USA,	where	permafrost	likely	formed	during	the	last	glacial	
and	then	degraded	in	postglacial	times	(Nissen	and	Mears	1990).	VAMPER	was	first	spun-up	using	a	
repeating	cycle	of	the	first	100	years	of	the	corrected	surface	temperature	data.	After	100k	model	years,	
a	steady-state	permafrost	thickness	of	89	m	was	reached.	Permafrost	at	the	Wyoming	site	degraded	
from	89	m	to	about	60	m.	Given	the	limitations	and	interpretation	of	the	forcing	from	both	the	actual	
LOVECLIM	data	and	the	temperature	interpolation	used	for	the	proceeding	9000	years,	we	are	satisfied	
with	the	model	performance.		
	 Based	on	these	three	demonstrations,	it	can	be	concluded	that	indeed	VAMPER	is	capable	of	
simulating	permafrost	dynamics	and	is	therefore	suitable	for	paleoclimate	simulations	within	LOVECLIM.	
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• What	is	the	model	sensitivity	of	VAMPER	simulations	given	a	range	of	parameter	settings?	How		well	
does	VAMPER	simulate	permafrost	evolution	for	selected	sites	in	Eurasia?	(Chapter	3)	
	
Chapter	3	answers	these	question	by	first	reporting	on	a	sensitivity	analysis,	meant	to	assess	the	
behaviour	of	VAMPER	under	varying	parameters	of	porosity,	thermal	conductivity,	and	geothermal	heat	
flux.	The	range	of	equilibrium	permafrost	thickness	is	also	shown	under	differing	annual	average	
temperature	forcings.		The	sensitivity	experiments	showed	that	for	porosity	varying	between	0.3	to	0.5	
permafrost	thickness	ranges	by	50	m	and	for	geothermal	heat	flux	between	30	to	80mW/m2,	permafrost	
varies	by	340	m.	If	a	constant	thermal	conductivity	is	assumed	between	2.0	and	3.0W/mK,	permafrost	
depth	can	range	by	80	m.	In	addition,	varying	the	annual	average	ground	surface	temperature	forcing	
between		-	12	and	-	2°C	yields	a	corresponding	450	m	difference	in	permafrost	thickness.	Results	of	
these	sensitivity	experiments	show	that	when	doing	regional	studies,	it	is	worthwhile	to	consider	a	
range	of	possible	parameter	values	if	they	are	not	well	known.		
	 Also	in	Chapter	3,	we	perform	five	case	studies	within	Eurasia	using	mean	annual	ground	surface	
temperatures	derived	from	LOVECLIM	as	the	surface	forcing.	In	Central	and	West	Siberia,	the	simulated	
LGM	permafrost	thicknesses	of	730	to	940m	and	365	to	445	m,	respectively,	agree	well	with	previous	
estimates.	The	LGM	and	present-day	estimates	for	South	Russia	(9	to	15	m)	are	underestimated,	which	
is	likely	due	to	the	simplified	land-atmosphere	coupling.	In	West	and	Central	Europe,	however,	the	
VAMPER	model	was	not	able	to	produce	permafrost	during	LGM	conditions,	which	is	due	to	previously	
recognized	biases	of	the	Earth	system	model.	A	supplementary	simulation,	using	interpreted	paleo-
reconstructed	air	surface	temperatures	(Bohncke	and	Vandenberghe,	1991),	was	then	performed	for	
Western	Europe,	resulting	in	an	LGM	permafrost	thickness	estimate	of	260	to	320	m.	Average	thawing	
rates	are	on	the	order	of	0.01	to	0.03	m/yr	except	for	Central	Siberia,	where	permafrost	thawed	at	rates	
of	0.003	to	0.004	m/yr.	Overall	results	of	these	simulations	provided	insight	in	how	to	couple	VAMPER	
within	iLOVECLIM,	an	advancement	from	the	post-process	approach	in	Chapters	2	and	3.	Specifically,	
this	includes	the	VAMPER	model	enhancements	and	validating	against	modern-day	observations	of	
permafrost	distribution	and	depth,	which	is	presented	in	Chapter	4.	
	
• What	are	important	enhancements	necessary	for	coupling	VAMPER	within	iLOVECLIM?	How	does	
including	a	snow	layer	as	part	of	the	VAMPERS	model	affect	permafrost	simulation?	How	well	can	
VAMPERS	estimate	the	modern-day	extent	and	depths	of	permafrost	in	the	Northern	Hemisphere?	
(Chapter	4)	
In	Chapter	4,	we	use	the	sensitivity	analysis	and	case	study	experiments	done	in	Chapter	3	to	make	
some	necessary	enhancements	to	VAMPER.	Namely,	this	is	1)	including	a	snow	layer	option	and	2)	
modifying	the	time	step	to	4	hours,	matching	the	temporal	resolution	of	ECBilt,	the	atmosphere	
component	within	iLOVECLIM	to	which	VAMPER	is	specifically	coupled.	Note	that	VAMPER	is	now	called	
VAMPERS	to	reflect	integration	of	a	snowpack.	Using	the	snow	water	equivalent	values	from	ECBilt,	
VAMPERS	converts	this	to	a	three-layered	snowpack	above	the	ground	surface.	Comparing	the	modeled	
permafrost	distribution	with	(VAMPERS)	and	without	(VAMPER)	the	snow	enhancement	shows	a	strong	
effect	of	snow	to	warm	ground	temperatures,	thus	producing	thinner	and	reduced	distribution	of	
permafrost.	Due	to	the	snow	model	enhancement,	the	average	surface	offset	(difference	between	
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ground	and	air	surface	temperature)	is	2.7	°C,	which	is	comparable	to	observations	from	Grundstein	et	
al.	(2005)	and	Zhang	(2005).		In	addition,	the	change	in	time	step	allowed	simulation	of	the	active	layer,	
which	when	evaluated	against	calculations	using	the	Stefan	equation,	shows	similar	estimates	of	active	
layer	depth.		
	 We	also	found	it	important	to	develop	spatially	varying	maps,	matching	the	spatial	resolution	of	
the	T21	ECBilt	grid,	of	geothermal	heat	flux	and	lithology.	These	are	used	as	parameter	inputs	when	
VAMPERS	is	integrated	within	iLOVECLIM	and	can	thus	generate	the	spatial	distribution	of	permafrost	
globally.	Considering	the	known	sensitivity	of	VAMPERS	with	respect	to	parameters,	these	
enhancements	allow	us	to	better	constrain	the	model.		
	 In	Chapter	4,	we	also	report	on	the	ability	of	VAMPERS	to	produce	modern-day	permafrost	
forced	by	iLOVECLIM	preindustrial	land	surface	temperatures.	Note	we	assume	preindustrial	
temperatures	are	sufficient	to	reflect	the	modern-day	distribution	of	equilibrium	permafrost	distribution	
and	thickness.	Considering	that	we	compare	point	measurements	to	gridcell-based	values,	we	consider	
the	simulations	reasonable.	However,	there	does	exist	some	mismatch	between	observed	and	modeled	
values.	One	reason	for	this	is	the	relatively	coarse	horizontal	ECBilt	grid,	which	cannot	capture	the	role	
of	locally	varying	landscape	factors	such	as	vegetation,	water	bodies,	and	wind-distributed	snowpack.	
This	is	also	the	case	in	the	air-land	temperature	coupling,	where	some	of	the	local	effects	will	simply	not	
be	reflected	in	the	simulated	surface	air	temperatures	of	an	EMIC	type	climate	model.	Similarly,	as	
iLOVECLIM	cannot	accurately	represent	the	environmental	lapse	rate	in	areas	of	higher	elevation,	the	
occurrence	of	permafrost	in	such	areas	are	resultantly	overlooked	by	VAMPERS.	Finally,	some	of	the	
modern-day		observed	permafrost	depths	are	not	a	function	of	the	present	(preindustrial)	climate,	but	
rather	a	relict	presence	from	previous	cold	periods.	As	a	result,	preindustrial	surface	temperatures	cause	
VAMPERS	to	underestimate	permafrost	thickness	in	these	areas	
	
• How	does	the	VAMPERS	simulation	of	LGM	permafrost	thickness	distribution	compare	with	previous	
reconstructions?		(Chapter	5)	
This	question	is	answered	in	Chapter	5,	as	a	new	map	of	permafrost	thickness		distribution	in	the	
northern	hemisphere	has	been	presented	for	the	LGM.	On	account	of	the	limitations	from	the	ECBilt	
grid	resolution,	the	model	results	yield	only	the	approximate	continuous	distribution	of	permafrost	
during	the	LGM.	In	Asia,	permafrost	extended	down	to	between	55	and	50°N.		Permafrost	in	North	
America	was	assumed	to	be	nonexistent	to	due	presence	of	the	ice	sheet.	Modeled	results	are	
compared	with	the	latest	paleo-reconstruction	of	the	LGM	permafrost	distribution	from	Vandenberghe	
et	al.	(2014),	who	collaboratively	delineated	a	proxy-based	interpretation	of	the	extent	of	the	Last	
Permafrost	Maximum	(approximately	around	the	time	of	the	LGM)	in	the	northern	hemisphere.	The	
VAMPERS	simulation	shows	good	agreement		with	their	interpretation	to	about	55	to	50°N	in	Asia	and	
on	the	Tibetan	Plateau.		
	 Chapter	5	then	discusses	possible	causes	for	the	mismatched	regions	(southern	Asia,	Europe	and	
North	America).	These	discrepancies	can	be	explained	as:	(1)	the	ECBilt-VAMPERS	computed	ground	
surface	temperatures	were	simply	too	warm;	and/or	(2)	ECBilt-VAMPERS	has	difficulty	reproducing	
permafrost	occurrence	above	a	MAGST	of	0°C.	With	regard	to	the	second	issue,	it	is	clear	there	remains	
an	ongoing	challenge	of	simulating	discontinuous	permafrost	zones,	particularly	without	the	help	of	n-
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factors	or	freeze/thaw	indices,	which	modify	the	ground	temperature	by	implementing	the	variable	
effects	of	local	controls	such	as	vegetation	or	organic	materials	to	ground	temperature.		
	
• How	strong	is	the	thermal	feedback	of	permafrost	during	a	stable	climate	and	during	a	transitioning	
climate?	Do	we	accept	the	original	hypothesis	that	permafrost	may	serve	as	a	thermal	sink	during	
major	periods	of	climate	warming?	What	is	the	permafrost	response	during	the	last	deglaciation?	
(Chapter	6)	
	 	
Upon	coupling	of	VAMPERS	to	ECBilt	within	iLOVECLIM,	the	thermal	feedback	effect	of	permafrost	on	air	
surface	temperatures	is	seen	in	the	seasonal	signal	of	warming	in	winter	and	cooling	in	summer.	This	
effect	is	attributed	to	heat	buffering	(release	and	storage)	within	the	top	of	the	subsurface	(active	layer).	
This	occurs	as	a	global	effect	but	is	amplified	in	the	permafrost	regions.	The	±	2°C	seasonal	effect	in	the	
northern	latitudes	is	seen	for	both	the	equilibrium	and	transient	experiments.	In	addition,	this	shift	in	
the	seasonal	air	surface	temperature	regime	led	to	secondary	effects	in	atmospheric	circulation	
patterns,	resulting	in	anomalous	northerly	flow	and	cooling.	This	led	to	cooler	summer	temperatures		
above	regions	which	did	not	in	fact	undergo	freezing	or	active	layer	processes.	
	 The	hypothesis	which	presumes	that	degrading	permafrost	may	serve	as	a	heat	sink	during	
major	climate	change	is	not	founded.	There	was	an	observed	effect	on	annual	surface	air	temperatures	
during	the	deglaciation,	shifting	the	warming	trend		anywhere	from	+0.2	to +0.4°C.	Given	this	rather	
mild	effect	,	it	is	difficult	to	separate	confounding	sources,	as	it	may	be	from	the	subsurface	freeze/thaw	
response		where	the	land	surface	is	newly	exposed	and/or	simply	the	coupling	(i.e.	added	heat	source)	
of	geothermal	fluxes	to	the	atmosphere.		
	 In	simulating	permafrost	response	during	a	climate	transition	such	as	the	last	deglaciation,	a	
number	of	insights	are	made.	The	first	is	that	a	warming	climate	does	not	necessarily	result	in	
permafrost	disappearance/thawing,	as	many	changes	to	the	surface	landscape,	most	notably	snow	
thickness	and	distribution,	complicate	this	relationship.	This	is	evident	from	results	such	as	on	the	
Tibetan	Plateau.	In	addition,	changes	in	perennial	ice	cover,	with	proper	coupling	from	the	ground	
surface	to	the	ice	sheet,	must	be	anticipated	when	modeling	through	glacial	periods.	Another	finding	is	
that	the	rate	of	permafrost	thaw	and	formation	of	relict	permafrost	is	related	to	the	initial	(equilibrated)	
thermal	condition	of	permafrost	(i.e.	‘warm’/’cold’)	and	the	magnitude	of	the	surface	disturbance,	both	
of	which	it	appears	VAMPERS	is	able	to	model.	Finally,	even	if	there	is	a	small	(net)	response	in	
permafrost	areal	extent,	there	may	be	a	substantial	amount	of	permafrost	thaw.	This	is	particularly	why	
it	is	important	to	simulate	both	permafrost	depth	and	distribution	for	interpreting	total	permafrost	
response.		
	
7.2		Outlook	
	
There	are	a	number	of	opportunities	to	build	upon	this	research.	Many	of	these	ideas	are	also	
mentioned	toward	the	end	of	the	individual	chapters.	Suggested	are	potential	enhancements	to	
VAMPERS	itself	and	also	additional	coupling	mechanisms	possible	for	VAMPERS	within	iLOVECLIM	
(Figure	7.1).	
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	 From	a	classical	frozen	soil	modeling	perspective,	VAMPERS	is	missing	the	groundwater	
component.	In	most	site-specific	frozen	soil	models,	hydrology	is	a	critical	feature	as	water	content	is	
directly	related	to	the	thermal	properties	of	the	subsurface.	In	the	current	VAMPERS	version,	water	
content	is	assumed	to	be	static.	Modeling	subsurface	fluid	flow	vertically	and/or	horizontally	between	
grid	cells,	including	formation	of	an	unsaturated	zone,	would	allow	a	more	dynamic	and	realistic	
permafrost	response	to	changing	surface	(hydrologic)	conditions	(Nicolsky	et	al.,	2007;	Woo,	2012).	Also	
important	to	capture	is	active	layer	deepening	in	response	to	warming,	where	the	ground	water	flow	
and	percent	water	content	changes	accordingly	(Hinzman	and	Kane,	1992).		
	 Also	missing,	and	seen	in	many	dynamical	permafrost	models,	is	the	representation	of	overlying	
peat	or	organic	soils.	This	is	an	important	model	feature	as	the	thermal	conductivity	of	a	nearly	
saturated	organic	layer	is	an	order	of	magnitude	higher	than	when	dry	(Williams	and	Smith,	1989).	
However,	this	also	suggests	that	the	role	of	the	organic	layer	in	a	permafrost	model	cannot	be	realized	
until	groundwater	hydrology	is	also	integrated.		
	 Another	improvement	to	VAMPERS	would	be	to	develop	transfer	functions,	such	as	n-factors	
(Klene	et	al.,	2001),	that	can	characterize	the	ground-air	temperature	relationship	based	on	surface	
conditions,	particularly	the	effects	of	vegetation,	which	are	highly	simplified	in	iLOVECLIM.	Therefore,	to	
supplement	what	is	currently	available,	a	vegetation	classification	scheme	would	need	to	be	combined	
with	the	ECBilt	grid	to	derive	approximations	of	vegetation	classes	per	grid	cell.	This	process	was	
similarly	done	to	generate	the	maps	of	lithology	and	geothermal	heat	flux	(Chapter	4).	This	application	
would	possibly	allow	simulation	of	discontinuous	permafrost	since	the	ground	surface	temperature	
forcing	could	more	accurately	reflect	the	favorable	conditions	for	sustaining	permafrost.		
	 In	addition,	it	was	also	suggested	in	previous	chapters	to	employ	downscaling	techniques	
(Levavasseur	et	al.	2011)	which	could	better	capture	the	locally	varying	parameters	of	snowpack,	water	
bodies,	vegetation,	organic	material,	and	hydrology.	These	factors	could	be	combined	into	daily	or	
monthly	transfer	functions	as	explained	above	or	be	directly	integrated	as	added	parameters	within	
VAMPERS.	
	 The	most	immediate	coupling	needed	for	further	integration	of	VAMPERS	into	iLOVECLIM	is	to	
link	the	subsurface	through	the	ice	sheet	to	the	surface	temperatures.	As	mentioned	in	Chapter	6,	this	
would	incorporate	the	varying	properties	of	ice	sheet	thickness,	local	ground	heat	flux,	as	well	as	surface	
climate,	in	turn	affecting	permafrost	occurrence	and	thickness	below	the	perennial	ice	cover.	The	initial	
mechanism	could	be	very	similar	to	the	snow	enhancement,	detailed	in	Chapter	4.		
	 The	opportunities	to	improve	coupling	of	VAMPERS	within	iLOVECLIM	build	upon	the	other	
mentioned	feedbacks	of	hydrological	and	carbon	response.	The	hydrology	of	the	land	surface	model	in	
iLOVECLIM	employs	a	bucket	model,	which	is	a	1-D	depth	of	potential	storage	for	holding	precipitation	
occurring	over	land.	As	such,	in	the	simplest	approach,	this	storage	capacity	could	be	modeled	as	a	
direct	function	of	the	active	layer	depth,	where	the	frozen	soil	would	be	impermeable	with	no	water	
storage	capacity	and	as	unfrozen,	provide	subsurface	storage.	This	implementation	could	in	turn	affect	
runoff	timing	and	runoff	ratio	values	(Wang	et	al.,	2009).	Therefore,	a	differing	active	layer	depth,	either	
through	seasonal	variations	or	total	deepening	from	major	climate	warming,	would	expectedly	influence	
the	simulated	hydrology	of	iLOVECLIM.	For	example,	Avis	et	al.	(2011)	modeled	shifts	in	wetland	
hydrology,	with	a	reduction	in	areal	extent	of	wetland	and	deeper	subsurface	storage,	as	a	function	of	
thawing	permafrost	under	a	range	of	future	greenhouse	gas	emission	scenarios.	
		 88	
	 Modeling	the	positive	feedback	of	increased	atmospheric	carbon	from	thawing	permafrost	
would	require	linking	in	with	the	carbon	cycling	module	of	iLOVECLIM	(Bouttes	et	al.,	2015),	which	for	
the	land	surface	portion	is	built	on	the	original	VECODE	terrestrial		biosphere		model		(Brovkin	et	al.,	
1997).	In	the	simplest	approach,	there	would	need	to	be	an	initial	estimate	of	the	stored	permafrost	
carbon	and	then	a	subsequent	carbon	flux	release	corresponding	with	permafrost	degradation	and	
thawing,	in	turn	affecting	the	atmospheric	carbon	concentration.	For	simulating	methane	flux,	there	
exists	models	available	for	coupling	such	as	the	PEATLAND-VU	model	(van	Huissteden	et	al.	2009).	
However,	carbon	decomposition	is	a	complex	process	and	challenging	to	model.	The	reader	is	directed	
to	David	and	Janssens	(2006)	who	provide	a	concise	review	of	the	common	carbon	decomposition	
models.	A	number	of	studies	may	serve	as	a	guide	to	integrate	this	mechanism	within	the	context	of	
climate	modeling	(Khvorostyanov	et	al.,	2008;	Schaeffer	et	al.,	2011;	DeConto	et	al.,	2012).	
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TABLES	
	
Table	2.1	Model	parameters	for	each	study	as	applied	in	simulations	of	the	VAMPER	model.	
Model	Parameters	
Osterkamp	and	
Gosink	(1991)	
Delisle	(1998)	
Time	period	 120	ka	–	Present	 50	ka	–	8	ka	
Time	step	 100	years	 100	years	
Thermal	conductivity	 Ke	=		3.39	W/mK	 Ke	=	2.2	W/mK	
Porosity	 n	=	0.40	 n	=	0.30	
Geothermal	heat	flux	 57	mW/m2	 60	mW/m2	
Freezing	temp.	 Tf		=	-1°C	 Tf			=	0.0001°C	
	
	
Table	3.1	Summary	of	sensitivity	analysis	for	major	model	parameters.	
Parameter	 Range	
Maximum	variation	in	
permafrost	thickness		
Porosity	 0.3	to		0.5	 50	m	
Thermal	Conductivity	 2.0	to	3.0	W/mK	 80	m	
Geothermal	Flux		 30	to		80	mW	/	m2	 340	m	
Mean	Annual	Ground	Surface	Temp.	 -10	to	-2	°C	 450	m	
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Table	3.2	Details	of	each	experiment	performed	at	the	five	different	case	study	areas.	
CASE	STUDY
NEARBY	CLIMATE	
STATION	 LITHOLOGY
1 EXPERIMENT
Latitude Longitude Latitude Longitude
Terrestrial	Heat	
Flux	 (mW/m2)
Surface	
Porosity
0.3 1
0.4 2
0.5 3
0.3 4
0.4 5
0.5 6
0.3 7
0.4 8
0.5 9
0.3 10
0.4 11
0.5 12
0.3 13
0.4 14
0.5 15
0.3 16
0.4 17
0.5 18
West	Europe	B
Uralsk,	KZ
N/A
Semi-Consolidated	and	
Unconsolidated	Sedimentary	Rocks	/	
Alluvial	Deposits
0.0	EWest	Europe	A
44
55
55
31
Semi-Consolidated	and	
Unconsolidated	Sedimentary	Rocks	
52.6	N
52.6	N 5.6	E paleoreconstruction	 N/A
47.1	N
51.3	N
47.4	N
Paris,	FR 49.0	N
COORDINATES
Semi-Consolidated	and	
Unconsolidated	Sedimentary	Rocks	/	
Carbonate	Rocks
Semi-Consolidated	and	
Unconsolidated	Sedimentary	Rocks	/	
Carbonate	Rocks	/	Alluvial	Deposits
51.4	E
19.2	E
South	Russia
Central	Europe Budapest,	HU16.9	E
50.1	E
West	Siberia
Siliciclastic	Sedimentary	
Consolidated	RocksYakutsk,	RS
61.3	N 73.5	E
	COORDINATES
63.7	N
Central	Siberia 63.7	N 129.4	E
77(58)3
VAMPER	MODEL	PARAMETERS
2.5	E 103	(88)2
129.7	E
47.1	N
73.1	E Surgut,	RS Alluvial	Deposits
62.0	N
1	Lithology	taken	from	map	of	Dürr	et	al.	(2005)	
2	Average	was	considered	bias	and	was	replaced	by	value	from	Lucazeau	and	Vasseur	(1989)	
3	Average	was	considered	high	and	was	replaced	by	value	from		Luijendijk	et	al.(2011)	
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Table	3.3	Summarized	results	of	five	case	studies.	
	
CASE	STUDY
LGM	PERMAFROST	
THICKNESS
TIME	OF	
DISAPPEARANCE
PRESENT-DAY	
PERMAFROST	THICKNESS
LINEARIZED	RATE	OF	
THAW
Central	Siberia 730	-	940	m still	present 670	-	855	m 0.3	-	0.4		cm	yr-1
West	Siberia 365-	445	m 2	ka	/	still	present 0	-	120	m 1.2	-	2.1		cm	yr-1
South	Russia 9	-	15	m 18	ka 0	m 0.3	-	0.5		cm	yr-1
Central	Europe 0	m n/a 0	m n/a
West	Europe	A 0	m n/a 0	m n/a
West	Europe	B 260	-	320	m 11	-	9	ka 0	m 2.2	-	3.2		cm	yr-1 	
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Table	4.1	Variable	values	applied	in	the	Stefan	equation.	
Variables
thermal	conductivity	(kmw ) 1.7 W	m-1	K-1
dry	density	of	soil	(ρm ) 1600 kg	m-3
latent	heat	of	fusion	(L ) 334 kJ	kg-1
total	moisture	content	(W ) 0.3 -
unfrozen	water	conent	(Wu ) 0 - 	
	
Table	4.2	Calculated	maximum	annual	active	layer	thickness	using	both	the	Stefan	Equation	and	the	
VAMPER	model	under	different	forcing	scenarios.	
Model	
Run
Average	Annual	
Ground	Surface	
Temperature Annual	Amplitude
Stefan	Equation	
Active	Layer
Vamper	Model	
Active	Layer
(°C) (°C) (m) (m)
1 -6 10 0.7 0.7
2 -4 10 1.0 1.0
3 -2 10 1.2 1.3
5 -6 20 1.6 1.7
6 -4 20 1.7 1.9
7 -2 20 1.9 1.9
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Table	4.3	The	original	lithological	classification	from	Hartmann	and	Moosdorf	(2012)	and	the	
reclassification	scheme	used	for	the	ECBilt	grid.	
Original	Litho	Class VAMPER	Class
1 Unconsolidated	Sediments	(SU) Sed
2 Basic	Volcanic	Rocks	(VB) Bed
3 Siliciclastic	Sedimentary	Rocks	(SS) Sed
4 Basic	Plutonic	Rocks	(PB) Bed
5 Mixed	Sedimentary	Rocks	(SM) Sed
6 Carbonate	Sedimentary	Rocks	(SC) Sed
7 Acid	Volcanic	Rocks	(VA) Bed
8 Metamorphic	Rocks	(MT) Bed
9 Acid	Plutonic	Rocks	(PA) Bed
10 Intermediate	Volcanic	Rocks	(VI) Bed
11 Water	Bodies	(WB) N/A
13 Pyroclastics	(PY) Bed
12 Intermediate	Plutonic	Rocks	(PI) Bed
15 Evaporites	(EV) Sed
14 No	Data	(ND) N/A
16 Ice	and	Glaciers	(IG) N/A 	
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Table	5.1.	Comparison	table	of	previously	reported	LGM	permafrost	thicknesses	(either		for	specific	sites	or	regions)	and	the	iLOVECLIM	
model	results.	
Location Simulated	LGM	PF	Thickness Reported	1LGM	PF	Thickness Source Type	of	data	source
Mackenzie	Delta	-	Beaufort	Sea,	Canada 0	(icesheet	cover) 600	-	800	m Allen	et	al.	(1988) Model
New	Jersey,	USA 0 10	-	15	m French	et	al.,	(2003) Proxy	-based	reconstruction
Prudhoe	Bay,	Alaska 0	(icesheet	cover) 700	-	800	m Osterkamp	and	Gosink	(1991) Model
France 0 10	-	300	m Lebret	et	al.	(1994) Model
North	Central	Europe 0 100	-	150	m Delisle	et	al.	(2003) Model
Northeast	Poland 0 450	m Szewczyk	and	Nawrocki	(2011) Relict	PF
Northeast	Poland 0 500	m Safanda	et	al.	(2004) Model
South	Russia	(	51°	E,	51	°N	) 0 10	-	20	m Kitover	et	al.	(2013) Model
Western	Siberia	(	~	72° E,	60	-	64°	N	)	 160	-	550	m 100	-	400	m Ananjeva	et	al.	(2003) Relict	PF
West	Siberia	(	73°	E,	64	°N	) 450	-	550	m	 370	-	450	m Kitover	et	al.	(2013) Model
European	Plain	(	45	-	56	°E,	60	-	68	°N	) 0	-	550	m 	<	500	m	
West	Siberian	Plain	(	62-	79°	E,	60	-	68	°N	) 175	-	580 400	-	600	m
West	Siberian	Plain	(	62-	79°	E,	68	-	72	°N	) 800	-	900 500	-	700	m
Central	Siberian	Plateau	(	90	-	101	°E,	62	-	68	°N	) 550	-	1030	m 1200	-	2000	m
Central	Siberia	Coastal	Plain	(	118	-	130	°E,	73	-	79	°N	) 800	-	1030	m 600	-	900	m
Central	-	East	Siberia	(	129	-	168	°E,	68	-	72	°N	) 240	-	800	m 700	-	800	m
Central	Siberia	(	129	°E,	64	°N	) 450	-	550	m 730	-	940	m Kitover	et	al.	(2013) Model
1.	Since	the	LGM	timing	may	differ	between	sources	listed,	we	assume	all	fall	within	the	coldest	phase	of	last	glacial	between	c.	17	and	22	thousand	years	ago	
2.	Our	reinterpretation	of	mapped	permafrost	thickness	based	on	generalized	regions
2Rozenbaum	and	Shpolyanskaya	
(1998)
Proxy	and	paleogeographic	-based	
reconstruction
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Table	6.1.	Overview	of	experiments	in	this	study.	EQ_LGM	are	the	equilibrium	experiments	and	
TR_DEGL	are	the	deglaciation	transient	experiments.	
	 Experiment	 ECBilt	-VAMPERS	coupling	 Equilibrium	/	Transient	
1	 EQ_LGM	 no	 Equilibrium	(21	ka)	
2	 EQ_LGM_GEOF*	 yes	 Equilibrium	(21	ka)	
3	 EQ_LGM_VAMP	 yes	 Equilibrium	(21	ka)	
4	 TR_DEGL	 no	 Transient	(21	ka	–	11	ka)	
5	 TR_DEGL_VAMP	 Yes	 Transient	(21	ka	–	11	ka)	
*	GEOF	stands	for	geothermal	heat	flux	and	serves	as	a	supplementary	experiment;	results	and	analysis	provided	
in	the	appendix	
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FIGURES	
	
	
Figure	1.1		Keeling	curve	from	Mauna	Loa	Observatory	showing	CO2	concentrations	over	time	
(Keeling	et	al.,	1995).	
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Figure	1.2		Recent	history	of	global	temperature	anomalies	compiled	from	a	number	of	modeling	
and	observation	sources	(Mann	et	al.,	2008).		
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a)
)	
b)
)	
Figure	1.3		Comparison	of	data	and	multi-model	mean	(MMM)	simulations	for	period	2081-2100	
(top)	and	LGM	(bottom)		showing	a)	zonally	averaged	global	(green)	and	land	(grey)	surface	air	
temperature	(SAT)	anomalies	(shaded	band	represents	2	standard	deviations),	and	b)	land	SAT	
anomalies.	The	Site	specific	temperature	anomalies	(diamond	symbols)	are	estimated	from	proxy	
data	and	are	calculated	relative	to	present	site	temperatures.	Their	color	scale	is	same	as	model	
data.	Taken	from	IPCC	5th	Asssessment	Report	Box	5.1	(Masson-Delmotte	et	al.,	2013).	
Figure	1.4		Map	of	modern	permafrost	distribution	(Brown	et	al.,	1997)	
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Figure	1.5		An	example	of	building	damage	due	to	underlying	permafrost	thaw.	Photo	courtesy	of	A.	
Slater/National	Snow	and	Ice	Data	Center.	
	
	
	
	
	
Figure	1.6		Part	of	the	trans-Alaska	pipeline,	illustrating	the	unique	pilings	to	help	control	the	soil	
temperature,	maintaining	the	permafrost.	Photo	courtesy	of	the	Alyeska	Pipeline	
(alyeskapipeline.com).	
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Figure	1.7		Climate	model	evolution	over	time	as	marked	by	the	IPCC	reports.	First	Assessment	Report	
(FAR)	1990,	Second	Assessment	Report	(SAR)1995,	Third	Assessment	Report	(TAR)	2001,	Fourth	
Assessment	Report	(AR4)	2007,	Fifth	Assessment	Report	(AR5)	2014.	
	
	
	
Figure	1.8		Illustration	of	how	the	EMIC	fits	in	between	conceptual	models	and	comprehensive	
models.	Figure	courtesy	of	McGuffie	and	Henderson-Sellers	(2005).	
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Figure	1.9		Schematic	illustrating	the	model	components	of	iLOVECLIM.	ECBilt	=	atmosphere,	CLIO	=	
ocean,	VECODE	=	terrestrial	biosphere,	MEDUSA=	marine	sedimentation,	ICB	=	icebergs,	GRISLI=	
icesheets,	VAMPER	=	permafrost.	
	
	
Figure	1.10		Illustration	of	current	thesis	project	phases.	
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Figure	1.11		VAMPERS	model	illustrating	the	model	parameters,	boundary	conditions,	and	surface	
forcing.	
	
	
	
Figure	1.12		The	coupling	mechanisms	between	the	atmosphere	model	ECBilt	in	iLOVECLIM	and	
VAMPERS.	If	VAMPERS	is	forced	by	iLOVECLIM,	then	only	the	right	side	of	the	passed	variables	is	
activated,	such	as	in	the	results	of	Chapter	5	and	6.	
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Figure	2.1		a)	VAMPER	model	results	for	Barrow,	AK	showing	the	equilibrium	temperature-depth	
profile	500	m	deep	and	b)	the	top	30	m.	
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Figure	2.2		Comparison	of	simulation	results	from	the	VAMPER	model	to	the	redrawn	curves	of	a)	
Osterkamp	and	Gosink	(1991)	for	Prudhoe	Bay,	AK	and	b)	Delisle	(1998)	for	Western	Europe.	
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Figure	2.3		LOVECLIM	average	annual	surface	temperatures,	with	and	without	correction,	for	
deglaciation	experiment.	
	
	
Figure	2.4			VAMPER	model	results	for	Wyoming	showing	permafrost	degradation	and	aggradation	
following	the	LGM.	The	dashed	line	represents	permafrost	response	to	a	linear	regression	of	
LOVECLIM	surface	temperatures.	
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Figure	3.1		Map	of	Eurasia	showing	VAMPER	model	simulation	areas	(bolded	cells)	with	their	
associated	climate	stations	(red	star),	modern	extent	of	permafrost	(Brown	et	al.,	1997),	LGM	(21	ka	
BP)	reconstructed	permafrost	boundaries	(Vandenberghe	et	al.,	2012),	LOVECLIM	grid	in	light	grey	and	
heat	flow	measurements	(Jessop	et	al.,	1976).	
	
	
Figure	3.2		Comparison	of	permafrost	thickness	for	values	of	surface	porosity	φ	=	0.3,	0.4	and	0.5	after	
100	k	model	years.	The	grey	vertical	line	represents	freezing	at	-1°C.	The	blue	lines	represent	porosity	
as	indicated	by	lower	x-axis	values.	
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Figure	3.3		Temperature-depth	profile	and	porosity-depth	profile	of	experiments	with	and	without	the	
depth-porosity	function	(Equation	8)	applied.	The	grey	vertical	line	represents	freezing	at	-1°C.	
	
	
Figure	3.4		Comparison	of	permafrost	thickness	after	100	k	model	years	for	constant	values	of	Ke	=	2.0	
W/mK	and	3.0	W/mK	(dashed	black	lines).	Also	shown	is	the	profile	using	Equation	6	(solid	black	line).	
The	grey	vertical	line	represents	freezing	at	-1°C.	
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Figure	3.5		Comparison	of	permafrost	thickness	after	100	k	model	years	for	different	values	of	the	
geothermal	heat	flux	(Gfx)	as	the	lower	boundary.The	grey	vertical	line	represents	freezing	at	-1°C.	
	
	
	
Figure	3.6		Comparison	of	permafrost	thickness	after	100	k	model	years	for	different	values	of	mean	
annual	ground	surface	temperatures	(MAGST).	The	grey	vertical	line	represents	freezing	at	-1°C.	
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Figure	3.7		LOVECLIM-derived	mean	annual	ground	surface	temperatures	(LC-MAGST).	These	series	
are	produced	from	applying	LOVECLIM	monthly	air	temperature	anomalies	to	the	associated	modern	
annual	average	air	temperature	and	then	adding	a	2°C	surface	offset.	The	figure	shows	smoothed	
values	using	a	100-year	running	mean.	
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Figure	3.8		Results	of	the	Central	Siberia	transient	experiments	1–3	showing	(a	change	in	permafrost	
depth	over	the	last	21k	years	and	(b	progression	of	temperature-depth	profiles	for	experiment	2	(φ	=	
0.4).	The	grey	vertical	line	represents	freezing	at	1	°C.	
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Figure	3.9		Results	of	the	West	Siberia	transient	experiments	4–6	showing	a)	change	in	permafrost	
depth	over	the	last	21	k	years	and	b)	progression	of	temperature-depth	profiles	for	experiment	5	(φ	=	
0.4).	The	grey	vertical	line	represents	freezing	at	-1°C.	
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Figure	3.10		Results	of	the	South	Russia	transient	experiments	7–9	showing	a)	change	in	permafrost	
depth	over	the	last	21	k	years	and	b)	progression	of	temperature-depth	profiles	for	experiment	8	(φ	=	
0.4).	The	grey	vertical	line	represents	freezing	at	-	1°C.	
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Figure	3.11		Progression	of	temperature-depth	profiles	for	experiment	11	(φ	=	0.4)	in	Central	Europe.	
The	grey	vertical	line	represents	freezing	at	-1	°C.	
	
	
Figure	3.12		Progression	of	temperature-depth	profiles	for	experiment	14	(φ	=	0.4)	in	West	Europe	A.	
The	grey	vertical	line	represents	freezing	at	-1	°C.	
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Figure	3.13		A	simplified	mean	annual	ground	surface	temperature	reconstruction	(R-MAGST)	for	the	
West	Europe	B	grid	cell	used	as	forcing	in	the	VAMPER	model	(Bohncke	and	Vandenberghe,	1991;	
Vandenberghe	et	al.,	2004).	
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Figure	3.14		Results	of	the	West	Europe	B	transient	experiments	16–18	showing	a)	change	in	
permafrost	depth	over	the	last	21	k	years	and	b)	progression	of	temperature-depth	profiles	for	
experiment	17	(φ=0.4).	
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Figure	4.1		a)	Plot	comparing	VAMPER	model	results	using	different	timesteps	(annual	vs.	subdaily)	
but	the	same	annual	average	temperature	forcing	of	-6°C.	b)	Plot	showing	the	sr1	average,	min,	and	
max	temperature-depth	profiles.	Also	shown	in	b)	is	the	~	1	m	active	layer,	marked	as	diagonal	lines.	
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Figure	4.2		iLOVECLIM	model	component	setup.	
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Figure	4.3		a)	Future	iLOVECLIM	coupling	scheme	between	ECBilt	and	the	VAMPER(S)	model	showing	
the	variables	(land	surface	temperature,	snow	water	equivalent	(swe),	and	ground	heat	flux)	passed	
between	the	components	at	each	timestep.	b)	Land	surface	temperature	of	ECBilt	and	ground	surface	
temperature	of	VAMPER(S).	
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Figure	4.4		The	original	geothermal	heat	flux	map	(top)	from	Davies	(2013)	and	the	weighted	average	
version	(top)	for	use	as	the	lower	boundary	value	in	the	iLOVECLIM	experiments	(bottom).	
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Figure	4.5		World	maps	showing	a)	original	map	from	Hartmann	and	Moosdorf	(2012)	b)	map	of	
reclassified	lithology	using	Table	4.3	and	c)	the	version	geo-processed	to	match	the	ECBilt	grid	
resolution.	
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Figure	4.6		An	illustration	of	asynchronous	coupling	between	VAMPER(S)	and	ECBilt.	The	components	
are	run	semi-coupled	for	100	years	while	VAMPER(S)	is	run	the	entire	time.	This	allows	VAMPER(S)	to	
equilibrate	with	the	climate	state	of	iLOVECLIM	using	less	computer	resources	time	than	a	
synchronous	version.		
	 	
500	 1000	 1500	0	
VAMPER(S)	model	
Model	Years	
semi-coupled	 asynchronous	 semi-coupled	
ECBilt	 ECBilt	
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Figure	4.7		Preindustrial	simulation	results	for	permafrost	thickness	distribution	using	ECBILT-VAMPER	
semi-coupling	(top)	and	ECBILT-VAMPERS	semi-coupling	(bottom).	
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Figure	4.8		Mean	annual	surface	offset	as	a	result	of	including	the	snow	option	in	the	ECBilt-VAMPERS	
coupling.	
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Figure	4.9		A	1:1	scatterplot	comparing	VAMPERS	simulated	thickness	results	with	corresponding	
permafrost	thickness	estimates	from	borehole	data	from	the	Global	Terrestrial	Network	for	
Permafrost	(GTN-P).	Points	1-7	are	outliers	mentioned	in	Chapter	4.	
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Figure	4.10		Map	of	deep	Global	Terrestrial	Network	for	Permafrost	(GTN-P)	borehole	locations	with	
the	simulated	permafrost	thickness	(with	snow	enhancement)	and	observed	permafrost	extent	
(Brown	et	al.,	2014).	
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Figure	4.11		A	1:1	scatterplot	comparing	VAMPERS	simulated	mean	annual	soil	temperatures	with	
corresponding	observed	measurements	from	the	Global	Terrestrial	Network	for	Permafrost	(GTN-P).		
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Figure	4.12	Map	showing	 locations	of	 the	MAGT	measurements,	collected	 for	 the	 IPY	2010	 (GTN-P),	
used	in	the	comparison	to	corresponding	iLOVECLIM	simulated	subsurface	temperatures.	
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Figure	5.1		a)	Diagram	depicting	components	of	iLOVECLIM,	including	VAMPER	and	ECBilt,		b)	Details	
of	the	coupling	scheme	between	VAMPERS	and	ECBilt.	
	
	
Figure	5.2		Illustration	of	asynchronous	semi-coupling	between	VAMPERS	and	ECBilt	(adapted	from	a	
similar	figure	in	McGuffie	and	Henderson-Sellers,	2005).	The	components	are	run	semi-coupled	for	
100	years,	while	VAMPERS	is	run	for	the	entire	time.	This	allows	the	VAMPER	model	to	equilibrate	
with	the	climate	state	of	iLOVECLIM	using	less	computer	resource	time	than	a	fully	synchronized	
version.	
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Figure	5.3		Simulated	permafrost	thickness	distribution	for	the	Last	Glacial	Maximum	using	
iLOVECLIM.	Also	shown	is	the	ice	sheet	as	represented	in	iLOVECLIM,	the	most	southern	permafrost	
limit	(bold	red	line)	of	the	Last	Permafrost	Maximum	(LPM)	according	to	Vandenberghe	et	al.	(2014)	
and	the	modern-day	continuous	permafrost	extent	(black	diagonal	lines)	from	Brown	et	al.	(2014).	
Cont.	=	Continuous;	PF	=	permafrost.	
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Figure	5.4		Average	annual	iLOVECLIM	ground	surface	temperatures	during	the	Last	Glacial	
Maximum.LPM=	Last	Permafrost	Maximum.	
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Figure	5.5		a)	Map	of	area	with	an	average	annual	surface	temperature	below	0°C	(light	blue)	overlaid	
on	the	present-day	map	of	sporadic	and	isolated	permafrost	areas	(dark	blue)	(Brown	et	al.,	2014).	b)	
Map	of	area	with	an	adjusted	average	annual	surface	temperature	(by	assuming	a	2°C	surface	offset)	
(light	blue)	overlaid	on	the	present-day	map	of	sporadic	and	isolated	permafrost	areas	(dark	blue)	
(Brown	et	al.,	2014).	Note:	These	temperature	data	were	obtained	from	the	NASA	Langley	Research	
Center	Atmospheric	Science	Data	Center.	
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Figure	6.1		Description	of	ECBilt-VAMPERS	coupling	scheme	for	the	two	equilibrium	experiments:	
a)	EQ_LGM	and	b)	EQ_LGM_VAMP.	
a)	 b)	
Figure	6.2		Significant	difference	in	average	annual	surface	air	temperature	between	[EQ_LGM]	and	
[EQ_LM_VAMP].	
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Figure	6.3			Significant	seasonal	temperature	anomalies	between	[EQ_LGM_VAMP]	and	[EQ_LGM]	for	
a)	Winter,	b)	Spring,	c)	Summer,	and	d)	Fall.		
a)	 b)	
c)	 d)	
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Figure	6.4		a)	Comparison	of	daily	ground	heat	fluxes	(W/m2)	from	[EQ_LGM_VAMP]	given	as	
longitudinal	averages	(10	°E	to	180	°E)	at	20	°	N,	40	°N,	60	°	N,	and	80	°N	latitude,	b)	Hovmöller	plot	of	
averaged	(10°E	to	180	°E)	monthly	surface	temperature	anomalies	between	[EQ_LGM_VAMP]	and	
[EQ_LGM]	over	the	latitude	range	40	to	80	°N.	
	
	
Figure	6.5		Average	active	layer	depth	(m)	at	21	ka	[EQ_LGM_VAMP].	
a)	
20	N	
40	N	
60	N	
80	N	
b)	
ice sheet 
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Figure	6.6			Significant	differences	in	geopotential	height	at	800	hPa	between	[EQ_LGM_VAMP]	and	
[EQ_LGM]	for	each	season	a)	winter,	b)	spring,	c)	summer,	and	d)	fall.		
	
	
a)	 b)	
c)	
d)	
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Figure	6.7		Difference	in	LGM	summer	–	winter	air	surface	temperatures	in	Eurasia.		
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Figure	6.8			Permafrost	thickness	distribution	(m)	for	a)	EQ_LGM	and	b)	EQ_LGM_VAMP,	and	c)	the	
difference	between	model	runs	[EQ_LGM_VAMP]	–	[EQ_LGM].	In	c),	shading	represents	if	more	(pink)	
or	less	(green)	permafrost	developed	in	the	coupled	equilibrium	experiment	[EQ_LGM_VAMP]	
compared	to	the	uncoupled	version	[EQ_LGM].							
	
	
	
	
a)	 b)	
c)	
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Figure	6.9		Regional	difference	between	average	summer	and	average	winter	transient	surface	air	
temperatures	over	the	deglaciation	from	21	ka	to	11	ka.	The	dark	dashed	line	represents	without	
coupling	[TR_DEGL]	and	the	gray	line	is	the	coupled	version	[TR_DEGL_VAMP].		
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Figure	6.10			Differences	[TR_DEGL_VAMP]	–	[TR_DEGL]	in	annual	surface	air	temperatures	(running	
mean)	during	transient	simulation	at	40	-80	°N,	averaged	10°E	to	180°E.			
	
	
Figure	6.11			Average	ground	heat	flux	(W/m2)	over	the	transient	simulation	[TR_DEGL_VAMP]	per	10	
°	parallel	in	Asia.	a)		shows	average	at	40	°N,	50	°N,	60	°N,	70	°N,	80	°N	and	b)	shows	average	at	10	°S,	
0	°N,	10	°N,	20	°N,	30	°N.	
	
Annual	Surface	Air	Temperature	Difference	21	ka	to	11	ka	
[TR_DEGL_VAMP]	–	[TR_DEGL]	
a)	 b)	
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Figure	6.12		Changes	in	a)	permafrost	delineation	(red	=	21ka,	blue	=	11ka)	for	Asia	b)	permafrost	
thickness	for	Asia,	c)	permafrost	delineation	(red	=	21ka,	blue	=	11ka)	for	North	America,	and	d)	
permafrost	thickness	for	North	America.	Note	for	a)	and	c)	that	the	blue	may	be	overlapping	red	when	
there	is	no	change	in	extent.	Note	for	b)	and	d)	that	green	indicates	permafrost	thaw	and	pink	
indicates	permafrost	deepening.		
	
a)	 b)	
c)	 d)	
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Figure	6.13		a)	Change	in	annual	average	snow	depth	between	21ka	and	11ka.	b)	Change	in	annual	
average	surface	air	temperature	between	21ka	and	11ka.	
	
a)	
b)	
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Figure	6.14		Histogram	showing	frequency	distribution	of	permafrost	thickness	classes	(bins	increasing	
in	50	m	intervals)	for	a)	Eurasia	and	b)	North	America.	
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Figure	6.15		a)	Depiction	of	modeled	transient	permafrost	thickness,	and	b)	temperature	depth	
profiles	for	the	European	Plain	in	Russia.	
Figure	6.16		a)	Depiction	of	modeled	transient	permafrost	thickness,	and	b)	temperature	depth	
profiles	for	West	Siberia.	
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Figure	A6-1.	Significant	difference	in	average	annual	surface	air	temperatures	between	
[EQ_LGM_GEOF]	–	[EQ_LGM]	
Figure	A6-2.	a)	Standard	deviation	of	winter	surface	air	temperatures	b)	(Non)significant	
differences	in	average	winter	surface	air	temperatures	between	[EQ_LGM_GEOF]	–	[EQ_LGM]	
a)	 b)	
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	Figure	7.1			Red	dashed	lines	illustrate	proposed	coupling	mechanisms	for	VAMPERS	within	
iLOVECLIM:	A)	VAMPERS	to	ice	sheet,	B)	VAMPERS	to	land	surface	model,	C)	VAMPERS	to	
terrestrial	carbon.	
