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Abstract
Many optimal stochastic control problems in finance can be formulated in the form of
Hamilton-Jacobi-Bellman (HJB) partial differential equations (PDEs). In this thesis, a
general framework for solutions of HJB PDEs in finance is developed, with application to
asset allocation.
The numerical scheme has the following properties: it is unconditionally stable; con-
vergence to the viscosity solution is guaranteed; there are no restrictions on the underlying
stochastic process; it can be easily extended to include features as needed such as uncer-
tain volatility and transaction costs; and central differencing is used as much as possible
so that use of a locally second order method is maximized.
In this thesis, continuous time mean variance type strategies for dynamic asset alloca-
tion problems are studied. Three mean variance type strategies: pre-commitment mean
variance, time-consistent mean variance, and mean quadratic variation, are investigated.
The numerical method can handle various constraints on the control policy. The following
cases are studied: allowing bankruptcy (unconstrained case), no bankruptcy, and bounded
control. In some special cases where analytic solutions are available, the numerical results
agree with the analytic solutions.
These three mean variance type strategies are compared. For the allowing bankruptcy
case, analytic solutions exist for all strategies. However, when additional constraints are
applied to the control policy, analytic solutions do not exist for all strategies. After
realistic constraints are applied, the efficient frontiers for all three strategies are very
similar. However, the investment policies are quite different. These results show that, in
deciding which objective function is appropriate for a given economic problem, it is not
sufficient to simply examine the efficient frontiers. Instead, the actual investment policies
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There are a number of financial models which result in nonlinear Hamilton-Jacobi-Bellman
(HJB) partial differential equations (PDEs). These problems usually arise in the con-
text of optimal stochastic control. Some examples of these HJB type equations include:
transaction cost/uncertain volatility models [48, 3, 64], passport options [2, 68], unequal
borrowing/lending costs [14], large investor effects [1], risk control in re-insurance [58],
pricing options and insurance in incomplete markets using an instantaneous Sharpe ratio
[76, 56, 12], minimizing ruin probability in insurance[67, 20], and optimal consumption
[13, 23]. A survey article on the theoretical aspects of this topic is given in [63].
In many cases, classical solutions to these nonlinear PDEs do not exist, and we need to
solve them numerically. In terms of existing solution methods, Markov chain [46, 19] and
PDE [36, 69, 76, 72, 27] based approaches are the two basic threads of literature concerning
controlled HJB equations. There are also other approaches including binomial lattice
based methods [31] and simulation based methods [34, 22]. A Markov chain approximation
is similar to the usual binomial lattice, which is equivalent to an explicit finite difference
method. These methods are well-known to suffer from timestep limitations due to stability
considerations. Simulation based methods can handle multi-dimensional problems, but
they have poor accuracy and have difficulty with non bang-bang type controls.
A more recent approach is based on numerical PDE methods. Since there is usually
more than one solution for a nonlinear PDE, a key aspect of this approach is to ensure
convergence to the financially relevant solution, which in this case is the viscosity solution
[29]. As demonstrated in [64], seemingly reasonable discretization methods can converge
to non-viscosity solutions. The theory of viscosity solutions is described in [29]. As
pointed out in [10, 5], in order to guarantee convergence to the viscosity solution, the
discrete scheme must be pointwise consistent, l∞ stable and monotone. Unconditionally
monotone implicit methods are described in [8]. For optimal stochastic control problems,
these methods lead to a nonlinear set of discretized equations which must be solved at
each timestep.
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It is common in the PDE literature [8] to suggest relaxation type methods for solution
of the nonlinear algebraic equations at each timestep. However convergence of relaxation
methods can be very slow for fine grids. A Newton-type iteration scheme [65, 36] can also
be used to solve this problem. At each iteration, a linear set of equations are solved. Since
this scheme can be regarded as a variant of Policy iteration for infinite horizon Markov
chains, the convergence proof of the iteration is similar to the proof of convergence for
Policy iteration [46]. In practice, this scheme typically converges quickly. As part of our
program to solve optimal asset allocation problems, we first develop numerical methods
for controlled HJB equations in finance with the following properties:
• The methods are guaranteed to converge to the viscosity solution.
• There should be no timestep limitations due to stability considerations.
• There should be no restrictions on the underlying stochastic process, e.g. geometric
Brownian motion, jump diffusion, or regime switching can be easily implemented.
• It should be possible to easily extend the models to include features as needed, for
example, uncertain volatility, bid-ask spread, transaction costs and so on.
• The methods should be at least efficient as other existing methods.
In general, there are two types of control for optimal stochastic control problems:
bang-bang controls and non bang-bang controls. Controls of bang-bang type can only take
values from a finite set. Controls of non bang-bang type take values from an infinite set.
Our numerical methods should be able to handle both types of control. To demonstrate
the properties of our methods, in Chapter 3, we use two specific examples, passport
options and a utility optimization problem for a defined contribution pension plan. These
methods are then used as building blocks for solving mean variance type optimal asset
allocation strategies for a defined contribution pension plan (see Chapters 4 – 7).
1.2 Contributions
We first develop a general framework to solve HJB PDEs in finance.
Monotonicity is one of important properties which is required to ensure convergence
to the viscosity solution. A monotone scheme is usually constructed by using a positive
coefficient method [46, 62, 8, 36]. In order to ensure a positive coefficient method, the
standard method for discretizing HJB PDEs uses forward/backward differencing for the
drift term. The choice of forward or backward differencing depends on the control variable.
This has the disadvantage that the truncation error in the space-like direction is only first
order.
We develop a positive coefficient method with maximum use of central differencing.
Our work in this area makes the following contributions (see Chapter 3):
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• We develop a fully implicit finite difference scheme to solve stochastic control prob-
lems in finance. Our scheme use central differencing as much as possible, so that
use of locally second order method is maximized (for smoothly varying grid sizes).
• We show that our discrete scheme is pointwise consistent, l∞ stable and monotone
so that convergence to viscosity solution is guaranteed.
• Our method can handle both bang-bang controls and non bang-bang controls.
• Our method satisfies the properties listed in Section 1.1.
• In general, when central differencing is used as much as possible, the local objective
function at each grid node is now a discontinuous function of the control. We show
that convergence of the iterative method for solution of the discrete equations can
still be guaranteed, even if the local objective function is a discontinuous function
of the control.
• Numerical examples show that the scheme using central differencing as much as
possible has a better convergence rate than the standard method (which uses for-
ward/backward differencing only).
We then consider a popular stochastic control problem: optimal dynamic asset allo-
cation. In the existing literature, this problem is usually formulated in terms of a utility
function approach [71, 41]. However, in practice, it is not clear how to decide which
utility function an individual or an institution would prefer. Moreover, since the tradeoff
between the risk and the expected return is implicitly contained in the utility function,
the optimal investment decision lacks intuitive interpretation.
In this thesis, we apply the mean variance approach to the optimal dynamic asset allo-
cation problem. We use the defined contribution pension plan problem as a prototypical
example. The mean variance approach was first studied by Markowitz in the 1950s [53, 54]
for modern portfolio selection analysis in a single period. In Markowitz’s model, risk is
quantified by using variance, so that investors can maximize their expected return after
specifying a risk level, or minimize their risk (variance) after specifying an expected re-
turn. Although there are many difficulties [26] in solving variance minimization problems,
Markowitz’s idea has been extended to multiperiod problems [57, 40, 39, 33, 66, 78, 49].
One advantage of the mean variance approach is that the results can be easily interpreted
in terms of an efficient frontier, in which the tradeoff between the risk and the expected
return can be clearly demonstrated, so that an investor can intuitively choose her expected
return and risk level.
We use three mean variance type strategies to solve this problem (see Chapters 4 –
7): pre-commitment mean variance, time-consistent mean variance, and mean quadratic
variation. The mathematical models for these asset allocation problems are in the form
of HJB PDEs. We applied the fully implicit method with maximum use of central differ-
encing for solving these HJB PDEs. Our contributions in this area are as follows:
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• For time-consistent and mean quadratic variation strategies, dynamic programming
can be directly applied in order to construct the efficient frontiers (see Chapters 5
and 6). However, it is well-known that dynamic programming cannot be used in
straightforward fashion for the pre-commitment strategy. To avoid this difficulty,
we follow the method in [78, 49] which embeds the original optimization problem
into a class of auxiliary stochastic linear-quadratic (LQ) problems, which can be
solved in terms of dynamic programming (see Chapter 4).
• For the pre-commitment and mean quadratic variation strategies, a fully implicit
discretization method is developed for the nonlinear HJB PDE. Under the assump-
tion that the HJB equation satisfies a strong comparison property, our methods are
guaranteed to converge to the viscosity solution of the HJB equation. In addition,
the policy iteration scheme used to solve the nonlinear algebraic equations at each
timestep is globally convergent. Our fully implicit method has no timestep size
restrictions due to stability considerations (see Chapters 4 and 6).
• For the time-consistent strategy, our numerical method is based on a piecewise
constant policy technique in [45]. In this case, because the time-consistent problem
can be formulated as a system of HJB differential algebraic equations, this falls
outside the viscosity solution theory in [45]. Hence we have no formal proof of
convergence of our method. Nevertheless, our technique does converge to analytic
solutions where available (see Chapter 5).
• For all three strategies, by solving the HJB PDE and related linear PDEs, we
develop an algorithm for constructing the mean variance type efficient frontiers (see
Chapters 4 - 6).
• Our numerical scheme (for all three strategies) can well handle various constraints
on the optimal policy. In particular, we consider three types of constraints: allowing
bankruptcy (unconstrained case), no bankruptcy and bounded control. We compare
the efficient frontiers for various constraints. From a practical point of view, we
observe that the addition of realistic constraints can completely alter some of the
properties of the mean variance solution compared to the unconstrained control case
(see Chapters 4 - 6).
• We make a comparison of the three mean variance type strategies. We compare both
their efficient frontier solutions and their control policies. After realistic constraints
are applied, the efficient frontiers for all three strategies are very similar. However,
the investment policies are quite different. This suggests that the choice among
various strategies cannot be made by only examining the efficient frontier, but rather
should be based on the qualitative behavior of the optimal policies (see Chapter 7).
To the best of our knowledge, the results for constrained mean variance asset allocation
(for all three variants) are new.
4
1.3 Economic Significance
As stated earlier, mean variance type criteria are popular due to their intuitive interpre-
tation. However, this thesis demonstrates that we now have reliable methods for solution
of constrained optimal asset allocation problems using mean variance (pre-commitment,
time-consistent and mean quadratic variation) criteria. It is an interesting economic ques-
tion as to which of these criteria should be used. This is, however, beyond the scope of
this thesis.
1.4 Outline
The rest of the thesis is arranged as follows. In Chapter 2, we introduce two examples
of stochastic control problems in finance. In Chapter 3, we develop a numerical scheme
for solving HJB PDEs in finance, which uses central differencing as much as possible
so that use of locally second order method is maximized. In Chapters 4, 5 and 6, we
apply the numerical scheme developed in Chapter 3 for solving dynamic asset allocation
problems, by using pre-commitment mean variance, time-consistent mean variance, and
mean quadratic variation strategies respectively. We make a comparison of the three





Two Examples of Optimal Stochastic
Control Problems
As introduced in Chapter 1, there are many optimal stochastic control problems in finance.
In this thesis, in order to demonstrate the properties of our methods, we use two specific
problems. These problems are pricing passport options [2], and an optimal dynamic asset
allocation strategy for a defined benefit pension plan [21].
2.1 Passport Options
Our first example is pricing passport options. Passport options are financial derivative
contracts which allow the holder to take a profit from a trading account while obligating
the writer to cover losses [2, 68].
Let S be the underlying asset price which follows the stochastic process
dS = µS dt+ σS dZ , (2.1.1)
where dZ is the increment of a Wiener process, σ is volatility, µ is the drift rate. The
holder is allowed to hold long and short positions in the underlying asset S at any time
during the option life time, say T . Let q denote the number of shares of the underlying
the holder holds at time t, 0 ≤ t ≤ T . |q| is limited to an amount C, i.e. |q| ≤ C. At
maturity T , the holder keeps any net gain, while any loss is covered by the writer.
2.2 Defined Contribution Pension Plan
The second example in this thesis concerns an optimal dynamic asset allocation strategy
for a defined contribution pension plan. A traditional asset allocation strategy for a
defined contribution pension plan is deterministic lifestyling. Initially, the contributions
of the plan are invested entirely in equities. Beginning on a predetermined date, say N
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years prior to retirement, the contributions are switched into bonds at a rate of 1/N per
year. Then, all assets are invested in bonds by the date of retirement. Deterministic
lifestyling can reduce the losses of the plan in case of a sudden fall in the stock market
just before the date of retirement. This strategy is simple and widely used. However,
obviously it is not the optimal strategy.
We will use two main approaches to determine the optimal strategy: the utility func-
tion approach (see Chapter 3) and the mean variance approach (see Chapters 4 – 7). For
the utility function approach, the strategy is optimal in the sense of maximizing expected
utility [71, 41]. For the mean variance approach, the strategy is optimal in the sense of
an efficient frontier solution.
For both approaches, the optimal strategy can be determined in terms of the investor’s
wealth (Section 2.2.1) or her wealth-to-income ratio (Section 2.2.2).
2.2.1 Wealth Case
It is common to determine the optimal strategy in terms of the investor’s final wealth.
We will refer to this problem in the following as the wealth case.
Suppose there are two assets in the market: one is risk free (e.g. a government bond)
and the other is risky (e.g. a stock index). The risky asset S follows the stochastic process
dS = (r + ξ1σ1)S dt+ σ1S dZ1 , (2.2.1)
where dZ1 is the increment of a Wiener process, σ1 is volatility, r is the interest rate, ξ1 is
the market price of risk (or Sharpe ratio) and the stock drift rate can then be defined as
µS = r+ ξ1σ1. Suppose that the plan member continuously pays into the pension plan at
a constant contribution rate π in the unit time. Let W (t) denote the wealth accumulated
in the pension plan at time t, let p denote the proportion of this wealth invested in the
risky asset S, and let (1− p) denote the fraction of wealth invested in the risk free asset.
Then,
dW = [(r + pξ1σ1)W + π]dt+ pσ1WdZ1 , (2.2.2)
W (t = 0) = ŵ0 ≥ 0 .
Let p∗(t, w) denote the optimal strategy/policy. In the wealth case, we want to deter-
mine p∗(t, w) in terms of the investor’s final wealth.
Remark 2.1. The classic multi-period portfolio selection problem can be stated as the
following: given some investment choices (assets) in the market, an investor seeks an
optimal asset allocation strategy over a period T with an initial wealth ŵ0. This problem
has been widely studied [55, 78, 49, 51, 15, 50]. We still assume there is one risk free
bond and one risky asset in the market. In this case,
dW = (r + pξ1σ1)Wdt+ pσ1WdZ1 , (2.2.3)
W (t = 0) = ŵ0 > 0 .
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Clearly, the pension plan problem of the wealth case can be reduced to the classic multi-
period portfolio selection problem by simply setting the contribution rate π = 0.
2.2.2 Wealth-to-income Ratio Case
Many studies have shown that a desirable feature of a pension plan is that the holder’s
wealth W is large compared to her annual salary Y the year before she retires. Hence,
instead of the terminal wealth, we can determine the mean variance efficient strategy in
terms of the terminal wealth-to-income ratio X = W
Y
. We still assume there are two
underlying assets in the pension plan: one is risk free and the other is risky. Recall from
equation (2.2.1) that the risky asset S follows the Geometric Brownian Motion,
dS = (r + ξ1σ1)S dt+ σ1S dZ1 . (2.2.4)
Suppose that the plan member continuously pays into the pension plan at a fraction π of
her yearly salary Y , which follows the process
dY = (r + µY )Y dt+ σY0Y dZ0 + σY1Y dZ1 , (2.2.5)
where µY , σY0 and σY1 are constants, and dZ0 is another increment of a Wiener process,
which is independent of dZ1. Again, let p denote the proportion of this wealth invested
in the risky asset S, and let (1− p) denote the fraction of wealth invested in the risk free
asset. Then
dW = (r + pξ1σ1)W dt+ pσ1WdZ1 + πY dt , (2.2.6)
W (t = 0) = ŵ0 ≥ 0 .
Define a new state variable X(t) = W (t)/Y (t), then by Ito’s Lemma, we obtain




−σY0XdZ0 +X(pσ1 − σY1)dZ1 ,
X(t = 0) = x̂0 ≥ 0 .
In the wealth-to-income ratio case, we want to determine the optimal strategy p∗(t, x)
in terms of the investor’s wealth-to-income ratio.
Remark 2.2. The wealth case can be seen as a special case of the wealth-to-income ratio
case. We can simply set the salary Y to be a constant (let σY0 = σY1 = 0 and µY = −r),
then X(t) is reduced to W (t).
2.3 Overview for Mean Variance Type Strategies
Continuous time mean variance asset allocation has received considerable attention over
the years [78, 49, 61, 47, 15]. Financial applications include hedging futures [32], insurance
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[28, 75], pension asset allocation [38, 42] and optimal execution of trades [52]. In its
simplest formulation, an investor can choose to invest in a risk free bond or a risky asset,
and can dynamically alter the proportion of wealth invested in each asset, in order to
achieve a mean variance efficient result.
In this thesis, we consider three mean variance type strategies: pre-commitment mean
variance, time-consistent mean variance, and mean quadratic variation. Before we study
these strategies in detail in later chapters, we first give a brief overview.
Let us first consider the wealth case for the pension asset allocation problem. Define,
E[·] : expectation operator,
V ar[·] : variance operator,
Std[·] : standard deviation operator,
Et,w[·], V art,w[·] or Stdt,w[·] : E[·|W (t) = w], V ar[·|W (t) = w] or Std[·|W (t) = w]





t,w[·] : Et,w[·], V art,w[·] or Stdt,w[·], with q(s,W (s)), s ≥ t,
being the policy along path W (t) from stochastic process
(2.2.2), where q can be p (the proportion of the total
wealth invested in the risky asset), or pw (the monetary
amount invested in the risky asset) . (2.3.1)
Let WT = W (t = T ). An efficient frontier solution can be defined as the solution of
the following problem:
J(w, t) = sup
q(s≥t,W (s))
{Eqt,w[WT ]} ,
s.t. V arqt,w[WT ] = v , (2.3.2)
subject to stochastic process (2.2.2). Given a risk level (V arqt,w[WT ] = v), the solution of
problem (2.3.2) gives the best expected terminal wealth.
2.3.1 Pre-commitment Policy
The optimization problem (2.3.2) is equivalent to the following problem,
J(w, t) = sup
q(s≥t,W (s))
{Eqt,w[WT ]− λV ar
q
t,w[WT ]} , (2.3.3)
subject to stochastic process (2.2.2), and where λ > 0 is a given Lagrange multiplier. In
this thesis, the strategy q can be p (the proportion of the total wealth invested in the
risky asset), or pw (the monetary amount invested in the risky asset). We will discuss
this in detail in later chapters. The multiplier λ can be interpreted as a coefficient of risk
aversion. The optimal policy for (2.3.3) is called a pre-commitment policy [11]. Once the
initial strategy has been determined (as a function of the state variables) at the initial
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time, the investor commits to this strategy, even if the policy computed at a later time
would differ from the pre-commitment strategy.
Let q∗t (s, w), s ≥ t, be the optimal policy for problem (2.3.3). Then, q∗t+∆t(s, w),
s ≥ t+ ∆t, is the optimal policy for
J(W (t+∆t), t+∆t) = sup
q(s≥t+∆t,W (s))
{Eqt+∆t,W (t+∆t)[WT ]−λV ar
q
t+∆t,W (t+∆t)[WT ]} . (2.3.4)
However, in general
q∗t (s,W (s)) 6= q∗t+∆t(s,W (s)) ; s ≥ t+ ∆t , (2.3.5)
i.e. the solution of problem (2.3.3) is time inconsistent [11, 16]. Therefore, the dynamic
programming principle cannot be directly applied to solve this problem. However, prob-
lem (2.3.3) can be embedded into a class of auxiliary stochastic Linear-Quadratic (LQ)
problems using the method in [78, 49]. The optimal strategy q∗t (s, w) can be determined
by solving those LQ problems with a dynamic programming principle. Alternatively,
equation (2.3.3) can be posed as a convex optimization problem [50, 15, 4, 37]. We will
study the pre-commitment policy in detail in Chapter 4.
2.3.2 Time-consistent Policy
Although the pre-commitment strategy is optimal in the sense of maximizing the expected
return for a given standard deviation, this may not always be economically sensible. A
real world investor experiences only one of many possible stochastic paths [50], hence
it is not clear that a strategy which is optimal in an average sense over many paths is
appropriate for an individual investor. In addition, the optimal strategy computed from
the pre-commitment objective function assumes that the stochastic parameters are known
at the beginning of the investment horizon, and do not change over the investment period.
In practice, of course, one would normally recompute the investment strategy based on
the most recent available data.
For these reasons, a time-consistent form of mean variance asset allocation has been
suggested recently [16, 11, 73]. We can determine the time-consistent policy by solving
problem (2.3.3) with an additional constraint,
q∗t (s, w) = q
∗
t′(s, w) ; s ≥ t′, t′ ∈ [t, T ] . (2.3.6)
Hence the mean variance time-consistent problem is
J(w, t) = sup
q(s≥t,W (s))
{





s.t. q∗t (s, w) = q
∗
t′(s, w) ; s ≥ t′, t′ ∈ [t, T ] , (2.3.7)
subject to stochastic process (2.2.2).
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In other words, we optimize problem (2.3.3) at time t, given that we follow the optimal
policy at time t′ in the future, which is determined by solving (2.3.3) at each future instant.
Obviously, dynamic programming can be applied to the time-consistent problem. We will
study the time-consistent policy in detail in Chapter 5.
Remark 2.3. The solution of problem (2.3.7) may not be efficient in the conventional
sense. The pre-commitment problem (2.3.3) is equivalent to problem (2.3.2) by choosing a
proper value for λ. However, if we add the time-consistent constraint to problem (2.3.2),
there does not exist a constant λ which makes problem (2.3.2) and the time-consistent
problem (5.2.2) equivalent. Therefore, strictly speaking, the solution of problem (2.3.7)
may not be efficient (in the sense of mean and variance). Nevertheless, we still call the
solution of problem (2.3.7) an efficient frontier solution in later sections. This terminology
was also used in [11].
2.3.3 Mean Quadratic Variation
A criticism of both pre-commitment and time-consistent strategies is that the risk is only
measured in terms of the standard deviation at the end of trading. In an effort to provide
a more direct control over risk during the investment period, a mean quadratic variation
objective function has been proposed in [18, 35]. Instead of using the variance/standard
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In [16], it is pointed out that when bankruptcy is allowed (w ∈ (−∞,+∞) and p ∈
(−∞,+∞), discussed in later chapters), if
∫ T
t
(er(T−u)dw)2 is used as the risk measure,
the mean quadratic variation strategy has the same solution as the time-consistent strat-
egy. The term (er(T−u)dw)2 represents the future value of the instantaneous risk due to
investing pw (in monetary amount) in the risky asset. Consequently, using this as a risk






Then, we want to find the optimal policy which solves the following optimization problem
(use p as the control),







subject to stochastic process (2.2.2). Let p∗t (s, w), s ≥ t, be the optimal policy for problem
(2.3.11). Then clearly,
p∗t (s, w) = p
∗
t′(s, w) ; s ≥ t′, t′ ∈ [t, T ] . (2.3.12)
Hence, dynamic programming can be directly applied to this problem. We will study the








As introduced in Chapter 1, in many cases, classical solutions to nonlinear HJB PDEs do
not exist, and we seek to find the viscosity solution of the HJB equation [29]. In order to
guarantee convergence to the viscosity solution, the discrete scheme must be be pointwise
consistent, l∞ stable and monotone [10, 5].
A monotone scheme is usually constructed by using a positive coefficient method
[46, 62, 8, 36]. Typically, a positive coefficient method is developed using forward or
backward differencing for the drift term. The choice of forward or backward differencing
depends on the control variable. This has the disadvantage that the truncation error in
the space-like direction is only first order.
If implicit timestepping is used, then the nonlinear discretized algebraic equations are
solved by an iterative method. The usual iterative approach [46, 36] requires solution of
a local optimization problem for the optimal control at each grid node, at every iteration.
Since the discretization at each node is a function of the control variable at that node,
the type of discretization (i.e. forward or backward differencing) may change at each
iteration. Use of forward/backward differencing means that the local objective function
at each node is a continuous function of the control variable, but non-smooth.
In this chapter, we take a slightly different approach compared to the standard tech-
nique. We will use a combination of central/forward/backward differencing at each node.
Given a value of the control variable at a node, we use the following criteria to select the
differencing method
• Central differencing is used if the discretization is a positive coefficient method (for
this particular choice of control).
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• Forward/backward differencing is used only if central differencing does not result in
a positive coefficient method. One of forward or backward differencing must satisfy
the positive coefficient condition.
This method has the advantage that central differencing is used as much as possible, so
that use of a locally second order method (assuming smoothly varying grids) is maximized.
However, in general, the local objective function at each grid node is now a discontinuous
function of the control. It would appear that iterative solution of the discretized equations
would be problematic in this case.
In this chapter we note that the proof of convergence of the iterative scheme for
solution of the discretized algebraic equations does not, in fact, require continuity of the
local objective function. Hence, convergence of the iterative method for solution of the
discrete equations can be guaranteed, even if the local objective function is a discontinuous
function of the control. Nevertheless, it is not clear that, in practice
• the use of a locally second order method as much as possible will result in improved
convergence as the mesh is refined, for practical parameter values;
• that the rate of convergence of the nonlinear iteration will be acceptable, if the local
objective function is a discontinuous function of the control.
We report the results of several numerical experiments, for passport options [2] (in-
troduced in Chapter 2) and optimal asset allocation for a defined pension plan [21] (in-
troduced in Chapter 2). These experiments show that we can often obtain higher rates of
convergence using central differencing as much as possible, although at some additional
cost compared to the standard approach.
3.2 General Form for the Example Problems
To avoid repetition, we will carry out our analysis for a general form for the example
problems.
As is typically the case with finance problems, we solve backwards in time from the
expiry date of the contract t = T to t = 0 by use of the variable τ = T − t. Set
LQV ≡ a(S, τ,Q)VSS + b(S, τ,Q)VS − c(S, τ,Q)V , (3.2.1)
where the control parameter Q is in general a vector, that is, Q = (q1, q2, . . .)
′. We write




LQV + d(S, τ,Q)
}
S ∈ [Smin, Smax] , 0 ≤ τ ≤ T , (3.2.2)
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where Q̂ is the set of admissible controls. Here we include the d(S, t, Q) term in equation
(3.2.2) for generality, although in the examples in this chapter, we will always have d ≡ 0.
We can also replace the sup in equation (3.2.2) by an inf, and all the results of this chapter
hold in this case as well.
3.2.1 Boundary Conditions
We assume the boundary and payoff conditions satisfy the following assumptions
Assumption 3.1 (Payoff and Boundary Conditions). At τ = 0, we set V (S, 0) to the
specified contract payoff. As S → Smin, S → Smax, we assume that either
• a Dirichlet boundary condition is specified;
• the coefficient a(S, τ,Q) vanishes, and the sign of b(S, τ,Q) is such that no boundary
condition is required [9].
Note that it may be the case that the original problem has Smax = +∞ or Smin = −∞.
In these cases, we will use a finite computational domain, and we assume that financial
reasoning can be used to determine an appropriate Dirichlet condition. This is clearly an
approximation, and introduces a localization error. However, as pointed out in [7], we can
expect any errors incurred by imposing approximate boundary conditions at finite values
of Smin, Smax to be small in areas of interest if |Smin|, |Smax| are selected sufficiently large.
We will assume in the following that the original problem has been localized to a finite
domain.
An alternative approach is introduced by [79] for handling the infinite domain problem,
in which reversion conditions for stochastic models are defined. At S = Smin, a reversion
condition would be a(Smin, τ, Q) = 0 and b(Smin, τ, Q) ≥ 0. The authors in [79] prove that
if the models satisfy reversion conditions, then the financial PDEs have a unique solu-
tion and their numerical solutions can be obtained without using any artificial boundary
conditions. However, as discussed in [79], in general this may require modification of the
PDE coefficients for extreme values of S.
Assumption 3.2 (Assumptions on the HJB PDE.). We make the assumption that the
coefficients a, b, c, d are Lipschitz continuous functions of (S, τ,Q), with a ≥ 0, and
c ≥ 0, and that a, b, c, d, are bounded on Smin ≤ S ≤ Smax and that the set of admissible
controls Q̂ is compact.
Remark 3.3. Since we restrict ourselves to a finite computational domain Smin ≤ S ≤
Smax, we avoid difficulties associated with coefficients that grow with S as |S| → ∞.
If Assumptions 3.1, 3.2 hold, then from [24, 9], it follows that solutions to equation




Define a grid {S0, S1, . . . , Sp} with S0 = Smin, Sp = Smax and let V ni be a discrete approxi-
mation to V (Si, τ
n). Let V n = [V n0 , . . . , V
n
p ]
′, and let (LQh V n)i denote the discrete form of
the differential operator (3.2.1) at node (Si, τ
n). The operator (3.2.1) can be discretized










i+1 − (αn+1i + βn+1i + cn+1i )V n+1i . (3.3.1)
Here αi, βi are defined in Appendix A.
It is important that central, forward or backward discretizations be used to ensure
that (3.3.3) is a positive coefficient discretization. To be more precise, this condition is
Condition 1. Positive Coefficient Condition
αn+1i ≥ 0, βn+1i ≥ 0, cn+1i ≥ 0. i = 0, .., p− 1 . (3.3.2)
We will assume that all models have cn+1i ≥ 0. Consequently, we choose central,
forward or backward differencing at each node to ensure that αn+1i , β
n+1
i ≥ 0. Note that
different nodes can have different discretization schemes.
Equation (3.2.2) can now be discretized using fully implicit timestepping along with
the discretization (3.3.1) to give


































i ), that is, the discrete equation coefficients are functions of the local optimal
control Qn+1i . This makes equations (3.3.3) highly nonlinear in general. We refer to meth-
ods which use an implicit timestepping method where the control is handled implicitly as
an implicit control method in the following.
3.3.1 Matrix Form of the Discrete Equations
It will be convenient to use matrix notation for equations (3.3.3), coupled with boundary
conditions.
If a Dirichlet condition is specified at S = Smin, τ = τ
n (i = 0), then we denote this
value by Gn0 . If a Dirichlet boundary condition is specified at S = Smax, τ = τ
n (i = p),
then we denote this value by Gnp . Set Q
n = [Qn0 , Q
n
1 , . . . , Q
n
p ]
′, with each Qni a local optimal












i+1 − (αni + βni + cni )V ni
]
; 1 < i < p. (3.3.4)
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The first and last rows of A are modified as needed to handle the boundary conditions.
The boundary conditions at S = Smin, Smax can be enforced by specifying a boundary
condition vector Gn = [Gn0 , 0, . . . , 0, G
n
p ]
′. If a Dirichlet condition is specified at i = p,
we set Gnp to the appropriate value, and set the last row in A
n to be zero. With a slight
abuse of notation, we denote this last row in this case as (An)p ≡ 0. Conversely, if no
boundary condition is required at i = p, then we use backward differencing at node i = p
(which means that βp = 0), and set G
n
p = 0. The boundary condition at S = Smin, i = 0,
is handled in a similar fashion. Let Dn be the vector with entries
[Dn]i =

dni , 1 < i < p
0 , i = 0, p ; if a Dirichlet condition is specified
dni , i = 0, p ; if no boundary condition is required
Let
Fn(Q, V n) = An(Q)V n +Dn(Q) . (3.3.5)
As we shall see in Section 3.6.3, [Fn(Q, V n)]i, regarded as a function of Q can have a
finite number of discontinuities at points where the differencing scheme changes. Recall
that an upper semi-continuous (USC) function g(x) has the property that
lim sup
x→y
g(x) ≤ g(y) (3.3.6)
In particular, we will define a numerical objective function F n(Q, V n) so that it is an
upper semi-continuous function of Q, i.e.
lim sup
X→Q
[F n(X, V n)]i ≤ [F n(Q, V n)]i (3.3.7)
where
F n(Q, V n) = An(Q, V n)V n +Dn(Q) , (3.3.8)
and we now note that the definition of An may depend on V n. In fact, F is the upper
semi-continuous envelope of F . We will give an algorithm for determining An(Q, V n) so
that F n(Q, V n) is USC in Section 3.6.2.
Since F n(Q, V n) is USC, and Q̂ is compact, the discrete equations (3.3.3) can then be
written as[
I −∆τAn+1(Qn+1, V n+1)
]
V n+1 = V n + ∆τDn+1 + (Gn+1 −Gn) ,
where Qn+1i ∈ arg max
Qn+1i ∈Q̂
{[






Here the term (Gn+1−Gn) enforces possible Dirichlet boundary conditions at S = S0, Sp.
Note also that the discrete equations (3.3.9) are nonlinear since Qn+1 = Qn+1(V n+1).
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Remark 3.4. We could alternatively write the discretized equation as













where F is given in equation (3.3.5). When considering the convergence of the iterative
scheme (see Section 3.5), it is convenient to consider the definition (3.3.9), which is our
main focus in this chapter. When proving consistency, it is more convenient to consider
the form (3.3.10). There is a distinction between these two forms, since the function
(3.3.5) is a discontinuous function in general.
3.4 Convergence to the Viscosity Solution
In [64], examples were given in which seemingly reasonable discretizations of nonlinear
option pricing PDEs were unstable or converged to the incorrect solution. It is important
to ensure that we can generate discretizations which are guaranteed to converge to the
viscosity solution [5, 29]. Assuming that equation (3.2.2) satisfies the strong comparison
property [6, 9, 24], then, from [10, 5], a numerical scheme converges to the viscosity
solution if the method is pointwise consistent, stable (in the l∞ norm) and monotone.
It is straightforward, using the methods in [8, 36] to show that scheme (3.3.3) is
monotone, pointwise consistent, and stable.
Theorem 3.5 (Convergence to the Viscosity Solution). Provided that the original HJB
satisfies Assumptions 3.1, 3.2 and discretization (3.3.10) satisfies the positive coefficient
condition (equation (3.3.2)) then scheme (3.3.10) converges to the viscosity solution of
equation (3.2.2).
Proof. Using the methods in [8, 36], this can be shown to follow from results in [10, 5].
We give a brief overview of the proof.
Monotonicity: from the positive coefficient condition (equation (3.3.2)) and following the
same method as in [10], we can show that scheme (3.3.10) is monotone.
Pointwise consistency: from Appendix A, a simple Taylor series verifies consistency.
Stability: using the same technique as in [36], we can show that scheme (3.3.10) is l∞
stable by a maximum analysis.
As shown in [10], if a discretization scheme is monotone, pointwise consistent and l∞
stable, then that scheme converges to the viscosity solution.
Remark 3.6 (Rate of Convergence). If ∆S = maxi(Si+1−Si) and ∆τ = C1h, ∆S = C2h,
where C1, C2 are positive constants, then there has been considerable effort in recent years
in attempts to determine rates of convergence for monotone finite difference schemes for
HJB equations. Typically, one obtains estimates of the error of the form O(hρ) where ρ
varies from 1/27 to 1/2 depending on assumptions about regularity of the solution and the
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PDE coefficients. See [8] for an overview of recent work along these lines. These results
seem generally pessimistic when compared with numerical experiments.
It is also useful to note the following property of the matrix [I −∆τAn(Q,U)].
Lemma 3.7 (M-matrix). If the positive coefficient condition (equation (3.3.2)) is satis-
fied, and either Dirichlet boundary conditions are specified, or no boundary condition is re-
quired, then [I −∆τAn(Q,U)] is an M-matrix for any Q ∈ Q̂, hence [I −∆τAn(Q,U)]−1 ≥
0.





tion (3.3.4) are non-negative ∀Q ∈ Q̂. Hence [I −∆τAn(Q,U)] has positive diagonals,
non-positive off diagonals, and is diagonally dominant. As a result, it is an M-matrix.
3.4.1 Discretization of the Control
Suppose we have a single control q ∈ Q̂ where Q̂ = [qmin, qmax], where qmin, qmax are
finite. It is sometimes convenient to discretize the control, i.e. we replace Q̂ by Ŷ where
Ŷ = [y0, y1, y2, ..., yk], with y0 = qmin, yk = qmax. Let maxi(yi+1 − yi) = C3h, where C3 is
a positive constant. Then we have the following Lemma.
Lemma 3.8 (Consistency of Discrete Control Approximation). If the HJB equation sat-




LQV + d(S, τ,Q)
}
(3.4.1)
is consistent with equation (3.2.2).
Proof. Let φ(S, τ) be a smooth test function possessing bounded derivatives of all orders,
then, in view of the fact that the coefficients of equation (3.2.2) are assumed to be Lipschitz












= O(h) . (3.4.2)
Proposition 3.9 (Discrete Control Approximation: Convergence to the Viscosity So-
lution). Let ∆τ = C1h, maxi(Si+1 − Si) = C2h, maxi(yi+1 − yi) = C3h, with Ci being
positive constants. Provided the conditions for Theorem 3.5 and Lemma 3.8 are satisfied,
then the discretization (3.3.9) with Q̂ replaced by the discrete control set Ŷ converges to
the viscosity solution of equation (3.2.2) as h→ 0.
Proof. This follows immediately from Theorem 3.5 and Lemma 3.8.
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3.5 Solution of Algebraic Discrete Equations
Although we have established that discretization (3.3.9) is consistent, l∞ stable and mono-
tone, it is not obvious that this is a practical scheme, since the implicit timestepping
method requires solution of highly nonlinear algebraic equations at each timestep.
3.5.1 Iterative Method
Recall the definitions of F n(Q, V n) and An(Q, V n) in equation (3.3.8). Consider the
following iteration scheme:
Iterative Solution of the Discrete Equations
Let (V n+1)0 = V n
Let V̂ k = (V n+1)k
For k = 0, 1, 2, . . . until convergence
Solve[
I −∆τAn+1(Qk, V̂ k)
]
V̂ k+1 = V n + (Gn+1 −Gn) + ∆τDn+1(Qk)
Qki ∈ arg max
Qki ∈Q̂
{[




If (k > 0) and
max
i








The term scale in scheme (3.5.1) is used to ensure that unrealistic levels of accuracy
are not required when the value is very small. Typically, scale = 1 for options priced in
dollars.
Some manipulation of algorithm (3.5.1) results in[
I −∆τAn+1(Qk, V̂ k)
]
(V̂ k+1 − V̂ k)
= ∆τ
[(










The proof of convergence of the iteration scheme (3.5.1) is given in [65, 36]. Since
scheme (3.5.1) can be regarded as a variant of Policy iteration for infinite horizon Markov
chains, the convergence proof is similar to the proof of convergence for Policy iteration
[46]. For the convenience of the reader, we sketch the proof below.
In order to prove the convergence of Algorithm (3.5.1), we first need an intermediate
result.
Lemma 3.10 (Sign of RHS of Equation (3.5.2)). If An+1(Qk, V̂ k)V̂ k is given by equation
(3.3.8, 3.3.9), with the control parameter determined by
Qki ∈ arg max
Qki ∈Q̂
{[






then every element of the right hand side of equation (3.5.2) is nonnegative, that is,[
(An+1(Qk, V̂ k)V̂ k +Dn+1(Qk))− (An+1(Qk−1, V̂ k−1)V̂ k +Dn+1(Qk−1))
]
i
≥ 0 . (3.5.4)
Proof. Note that from the definitions of An(Q) and An(Q, V n), we have
An+1(Qk, V̂ k)V̂ k +Dn+1(Qk) = sup
Q′∈Q̂
{An+1(Q′)V̂ k +Dn+1(Q′)} , (3.5.5)






{An+1(Q′)V̂ k +Dn+1(Q′)} ≥ lim sup
Q′→Qk−1
{An+1(Q′)V̂ k +Dn+1(Q′)} . (3.5.7)
The result follows from (3.5.5), (3.5.6) and (3.5.7).
It is now easy to show that iteration (3.5.1) always converges.
Theorem 3.11 (Convergence of Iteration (3.5.1)). Provided that the conditions for Lem-
mas 3.7 and 3.10 are satisfied, then the iteration (3.5.1) converges to the unique solution of
equation (3.3.9) for any initial iterate V̂ 0. Moreover, the iterates converge monotonically.
Proof. Given Lemmas 3.10 and 3.7, the proof of this result is similar to the proof of con-
vergence given in [64]. We give a brief outline of the steps in this proof, and refer readers
to [64] for details. A straightforward maximum analysis of scheme (3.5.1) can be used
to bound ‖V̂ k‖∞ independent of iteration k. From Lemma 3.10, we have that the right
hand side of equation (3.5.2) is non-negative. Noting that
[
I −∆τAn+1(Qk, V̂ k)
]
is an
M-matrix (from Lemma 3.7) and hence
[
I −∆τAn+1(Qk, V̂ k)
]−1
≥ 0, it is easily seen that
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the iterates form a bounded non-decreasing sequence. Consequently, limk→∞ V̂ k+1 = V̂ k,
and manipulation of (3.5.2) shows that the residual goes to zero as k →∞. Hence the iter-
ation converges to a solution. It follows from the M-matrix property of
[
I −∆τAn+1(Qk, V̂ k)
]
that the solution is unique.
Remark 3.12 (Q Dependent Discretizations). Note that we obtain convergence of iter-
ation (3.5.1) even if the discrete equations, regarded as a function of the control Q, are
discontinuous. We do, however, require that the coefficients a, b, c, d in equations (3.2.1-
3.2.2) are bounded functions of the control Q, in order to ensure that An+1, Dn+1 are
bounded.
Remark 3.13 (Uniqueness of Solution). The above argument shows that the solution for
V n+1 is unique. However, this does not imply that the controls Qn+1 are unique. As
a trivial counterexample, consider the case where a, b, c, d in equations (3.2.1-3.2.2) are
independent of Q, in which case the solution for V is unique for any choice of Q ∈ Q̂.
3.6 Passport Options
The properties of passport options have been introduced in Chapter 2. In [2], passport
option pricing is solved using central weighting and Crank-Nicolson timestepping. While
the results appear to converge to the correct solution, convergence to the viscosity solution
cannot be guaranteed, since this is a non-monotone method. In [65], it is shown that, for
passport options, it is not possible to pre-select central, forward or backward differencing
at a node, independent of the control, and guarantee a positive coefficient scheme. In
other words, the scheme must depend on the control.
3.6.1 The Pricing Model for Passport Options
Recall from equation (2.1.1) that the underlying asset price follows the stochastic process
dS = µS dt+ σS dZ , (3.6.1)
where dZ is the increment of a Wiener process, σ is volatility, µ is the drift rate. Let
V (S,W, t) denote the option value at time t with underlying price S and wealth W . Under
the process (3.6.1), the pricing PDE for passport options can be written as [70]




−((γ − r + rc)qS − rtW )VW +
σ2S2
2





W : the accumulated wealth of the underlying trading account.
r : the risk-free interest rate.
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γ : the dividend rate on the underlying asset S.
rc : a cost of carry rate.
rt : an interest rate for the trading account.
q : the number of shares of S that an investor holds, which is also named as trading
strategy. q is limited to |q| ≤ 1 in equation (3.6.2). Different position limits can
be handled by scaling [43].
We consider two types of payoff at t = T . The standard payoff is
V (S,W, t = T ) = max(W, 0) , (3.6.3)
and the asset or nothing payoff [2]
V (S,W, t = T ) =
{
S if W ≥ 0
0 otherwise .
(3.6.4)
The above payoff can be generalized to specify a non-zero strike, but we assume the form
(3.6.4) in this chapter.
For both these payoffs, we can reduce the problem to solving for V (S,W, t) = Su(x, τ),
where x = W/S and τ = T − t [2], so that equation (3.6.2) can be reduced to a one-
dimensional problem for u
uτ = −γu+ sup
|q|≤1
[






where x ∈ [−∞,+∞]. Making this simplification, the standard payoff becomes
u(x, τ = 0) = max(x, 0), (3.6.6)
with boundary conditions
u(x→ −∞, τ) = 0 ; u(x→∞, τ) = x , (3.6.7)
while the asset or nothing payoff is
u(x, τ = 0) =
{




u(x→ −∞, τ) = 0 ; u(x→∞, τ) = exp(−γτ) . (3.6.9)
For computational purposes, we truncate the domain to x ∈ [xmin, xmax], and apply the
boundary conditions (3.6.7) and (3.6.9) at xmin, xmax.
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3.6.2 Discretization
Passport option valuation is a special case of the general HJB equation (3.2.2), if we note
that in this case




b(x, τ,Q) = (r − γ − rc)q − (r − γ − rt)x , c(x, τ,Q) = γ , (3.6.10)
where Q, Q̂, a, b, c are defined in Section 3.2. Let the discrete approximation for u(xi, τ
n)
be denoted by uni with U
n = [un0 , u
n
1 , ..., u
n
imax]
′. Let Ûk be the k′th estimate for Un, then
the local objective function which must be maximized in Algorithm (3.5.1) is
[F n+1(Q, Ûk)]i = [A
n+1(Q, Ûk)Ûk +D(Q)]i (3.6.11)
= ((r − γ − rc)q − (r − γ − rt)xi)[(ûk)x]i +
σ2
2
(xi − q)2[(ûk)xx]n+1i ,
where [·]n+1i refers to the discrete form for [·]. We need a positive coefficient scheme to
solve the pricing PDE (3.6.5). Given node x = xi, with current solution estimate Û
k,
suppose the sets of q’s, which give a positive coefficient scheme for central, forward and




i . Since central differencing is the
most accurate, it should be used as much as possible. Consequently, given a q, if central
differencing satisfies positive coefficient conditions, central differencing will be used for
that q (with the constraint that F n+1 is USC). In other words, the proper ranges of q











i − (P centi ∩ P bwdi ). Note that
Rangeji ∩Rangeki = ∅ ,where j, k ∈ {cent, bwd, fwd} and j 6= k
Rangebwdi ∪Range
fwd
i ∪Rangecenti = Q̂ . (3.6.12)
Let Range
j
i denote the closure of Range
j
i . For a given asset grid, and the option values
at the current iteration, Algorithm (3.6.13) is used to determine the optimal control and
to decide which differencing should be applied. This choice of differencing method uses
central differencing as much as possible and determines An+1(Q, Ûk) with the constraint
that F n+1(Q, Ûk) is USC, where F is the upper semi-continuous envelope of F .
For a given differencing method, the range of possible values of the control is divided
into closed line segments where the objective function is smooth. Standard methods are
then used to determine the maximum within each segment. If an analytic form for the
local objective function is not available, then an alternate approach is discussed in Section
3.7.4.
3.6.3 Discontinuity of The Objective Function
When we use central differencing as much as possible, the local objective function at each
node is in general a discontinuous function of the control q. However, the proof of conver-
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gence of the iterative scheme for solution of the discretized algebraic equations (Theorem
3.11) does not require continuity of the local objective function. If forward/backward dif-
ferencing are applied, the local objective function is continuous but not smooth. Figure
3.1 shows these features, for a given grid and solution values.
Determining the Optimal Control and the Differencing Method
Apply boundary conditions at the first node x0 and the last node xp
For each x0 < xi < xp





diff = cent, q∗ = 0, Fmax = −∞
For j = cent, fwd, bwd
Compute [An+1(q, V̂ k)]i with scheme = j
Solve q∗j ∈ arg max
q∈Rangeji
{[F n+1(q, V̂ k)]i}
If [F n+1(q∗j , V̂
k)]i > Fmax








Note that Algorithm (3.6.13) requires determination of the maximum of the local
objective function for each set of points where central, forward, or backward differencing
is used. For example, as shown in Figure 3.1, central differencing can be used on two
disjoint intervals of the control space. On each of the subintervals, the objective function
is a smooth function of the control, hence we can use standard methods to maximize the
objective function. Determination of the range of controls where central, forward and
backward differencing gives rise to a positive coefficient method is generally only possible
if we have an analytic expression for the objective function. If this is not available, we
can discretize the control, and use a linear search to find the maximum as described
in Section 3.7.4. This is, of course, much more computationally expensive compared to
analytic maximization.
3.6.4 Numerical Results

































Figure 3.1: Local objective function (3.6.11) for the passport option at (xi = 0). (a)
using central differencing as much as possible; (b) using forward/backward differencing
only. Parameters: r = 0.05, σ = 0.03, γ = 0.04, rc = 0.07, rt = 0.03. Nodes:
xi−1 = −0.01, ui−1 = 0.173298; xi = 0., ui = 0.173888; xi+1 = 0.01, ui+1 = 0.174135.
We use a convergence tolerance of 10−7 in Algorithm (3.5.1), and we truncate the com-
putational domain to [xmin, xmax] = [−3, 4]. Numerical experiments show that increasing
the size of the computational domain does not affect solution values to six digits.
In [2, 65], input parameters in Table 3.1 are used for testing. An unequally spaced
grid in the x direction is used, and a new fine grid node is added between each two coarse
grid nodes at each level of refinement. In Table 3.2, ratio refers to the ratio of successive
changes in the solution as the grid is refined by a factor of two, and the timestep sizes
are reduced by a factor of four. Since fully implicit timestepping is used, this allows
us to isolate the effect of the use of central weighting as much as possible, compared to
forward/backward differencing only. Local second order convergence (in terms of x node
spacing) would be consistent with a ratio of four, while first order convergence would be
consistent with a ratio of two.
For this particular set of parameters an analytical solution is known [2], V (S0, 0, τ =
T ) = $13.1381 (to six figures). Table 3.2 shows that our numerical solution converges
to the analytical solution. The numerical solutions in [2, 65] also converge to that value.
However, the discretization schemes in [2, 65] are not monotone so that convergence to
the viscosity solution is not guaranteed. As shown in Theorem 3.5, our numerical method
guarantees convergence to the viscosity solution.
We now compare the results from two differencing methods — using central differ-
encing as much as possible and using forward/backward differencing only. Using input
parameters in Table 3.3, Table 3.4 presents a convergence study, which also reports the
actual initial option values, i.e. V = S0 u(x = W0/S0, τ = T ).
The payoff type is a call (convex payoff). As expected, Table 3.4 indicates that
quadratic convergence is obtained by using central differencing as much as possible, and
first order convergence is obtained by using forward/backward differencing.
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r 0 σ 0.3
γ 0 rc 0
rt 0 S0 $100
Payoff Call Strike $ 0
Initial Wealth 0 Time to expiry T 1 year
Table 3.1: Parameters used in [2, 65], passport option.
Nodes Timesteps Nonlinear Normalized Option value Ratio
iterations CPU Time
Central Differencing as much as possible
67 25 52 1 13.0553
133 100 201 5.72 13.1173
265 400 801 50.91 13.1329 3.97
529 1600 3201 402.73 13.1368 3.99
1057 6400 12801 3167.27 13.1378 4.03
Table 3.2: Numerical example used in [2, 65], passport option, convex payoff. Fully
implicit timestepping is applied, using constant timesteps. On each refinement, a new
node is inserted between each two coarse grid nodes, and the timestep is divided by four.
Parameters are given in Table 3.1. Ratio is the ratio of successive changes in computed
solution as the discretization parameters are reduced. Analytic price is $13.1381. CPU
time is normalized. We take the CPU time used for the first test in this table as one
unit of CPU time, which uses 67 nodes and 25 timesteps.
r 0.08 σ 0.2
dividend 0.035 rc 0.1
rt 0.04 S0 $100
Payoff Call Strike $ 0
Initial Wealth 0 Time to expiry T 1 year
Table 3.3: Parameters for the convex payoff, passport option.
For a convex payoff, it is always optimal to choose q = −1 or 1 [65]. But for a
non-convex payoff, q can be any value in [−1, 1]. Table 3.5 presents a convergence study
using the parameters in Table 3.3, but the payoff type is an asset or nothing, non-convex
payoff (this is a digital call in terms of u, see equation (3.6.8)). For the asset or nothing
payoff, if W0 ≥ 0, the option value will be very high (close to the initial stock value) and
insensitive to the grid refinement, so it is difficult to carry out a convergence study. In
this example, option values are reported at W0 = −25 (initial wealth is −$25). When
central differencing as much as possible is applied, the convergence rate is close to second
order. First order convergence is obtained by using forward/backward differencing.
From the numerical results, we can conclude that generally we can obtain higher rates
of convergence using central weighting as much as possible, compared to forward/backward
differencing only. Of course, we cannot guarantee that this will always occur, but we can-
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Nodes Timesteps Nonlinear Normalized Option value Ratio
iterations CPU Time
Central Differencing as much as possible
133 100 224 1.52 10.6651
265 400 851 12.73 10.6768
529 1600 3277 96.06 10.6798 3.95
1057 6400 12848 774.24 10.6805 3.96
2113 25600 51223 5964.55 10.6807 3.95
Forward/backward differencing only
133 100 224 1 10.6945
265 400 851 9.70 10.6916
529 1600 3278 65.75 10.6872 0.66
1057 6400 12849 551.21 10.6842 1.49
2113 25600 51224 3983.94 10.6826 1.77
Table 3.4: Convergence study, passport option, convex payoff. Fully implicit
timestepping is applied, using constant timesteps. On each refinement, a new node
is inserted between each two coarse grid node, and the timestep is divided by four. Pa-
rameters are given in Table 3.3. Ratio is the ratio of successive changes in computed
solution as the discretization parameters are reduced. CPU time is normalized. We take
the CPU time used for the first test using Forward/backward differencing only in this
table as one unit of CPU time, which uses 133 nodes and 100 timesteps.
not obtain second order convergence using forward/backward differencing. In all our
numerical experiments, we have never seen a case where central weighting as much as
possible converges at a slower rate compared to forward/backward differencing only.
Note that in both these examples, forward/backward differencing only requires about
60% of the CPU time compared to central differencing as much as possible. This is
simply because of the additional tests required to determine the ranges of possible central
weighting in Algorithm (3.6.13).
Both Table 3.4 and Table 3.5 show that the number of nonlinear iterations per timestep
is about two, indicating that Algorithm (3.5.1) converges rapidly, in spite of the discon-
tinuous objective function that is maximized at each node.
3.7 Defined Contribution Pension Plan
The second example in this chapter concerns an optimal dynamic asset allocation strategy
for a defined contribution pension plan, which is introduced in Chapter 2.
In this section, we will follow the utility function approach given in [21] to solve
this problem. The objective of the strategy is to maximize the plan member’s utility at
retirement. It is assumed that the utility is a function of the plan member’s wealth to
yearly income ratio (wealth-to-income case introduced in Section 2.2.2) [21].
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Nodes Timesteps Nonlinear Normalized Option value Ratio
iterations CPU Time
Central Differencing as much as possible, W0 = −25
133 100 267 1.54 25.8812
265 400 865 11.79 26.0794
529 1600 3300 85.12 26.1315 3.80
1057 6400 12887 661.79 26.1452 3.82
2113 25600 51274 5196.92 26.1488 3.76
Forward/backward differencing only, W0 = −25
133 100 266 1 26.2905
265 400 863 7.44 26.2902
529 1600 3298 55.13 26.2384 .005
1057 6400 12890 446.15 26.1990 1.31
2113 25600 51271 3391.54 26.1758 1.70
Table 3.5: Convergence study, passport option, non-convex payoff. Fully implicit
timestepping is applied, using constant timesteps. On each refinement, a new node is
inserted between each two coarse nodes, and the timestep is divided by four. Parameters
are given in Table 3.3 except that W0 = −25, K = 0, and the payoff is an asset or
nothing. Ratio is the ratio of successive changes in computed solution as the discretiza-
tion parameters are reduced. CPU time is normalized. We take the CPU time used for
the first test using Forward/backward differencing only in this table as one unit of CPU
time, which uses 133 nodes and 100 timesteps.
We give a brief derivation of the model equations, for details we refer the reader to
[21].
3.7.1 Stochastic Model
The stochastic models for the underlying asset S, the plan holder’s year salary Y , the
wealth W and her wealth-to-income ratio X have been given in equations (2.2.4 - 2.2.7).
Assume the plan member has a power utility function u(X(T )) at retirement time T ,





(X(T ))γ where γ < 1 and γ 6= 0
log(X(T )) when γ = 0 .
(3.7.1)
Our goal is to find the optimal asset allocation strategy to maximize the expected terminal
utility. Let J(t, x, p) = E[u(Xp(T ))|X(t) = x], where X(t) is the path of X given the
asset allocation strategy p = p(t, x), and E[·] is the expectation operator. We define
V (x, τ) = sup
p∈P̂
E[u(Xp(T ))|X(T − τ) = x] = sup
p∈P̂
J(T − τ, x, p) . (3.7.2)
where P̂ is the set of all admissible asset allocation strategies, and τ = T − t. Then
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2Vxx} ; x ∈ [0,∞] , (3.7.3)
with terminal condition
V (x, τ = 0) =
{
γ−1xγ where γ < 1 and γ 6= 0
log(x) when γ = 0 ,
(3.7.4)
and where





2 = x2(σ2Y0 + (pσ1 − σY1)
2) . (3.7.5)
with boundary conditions
Vτ (x = 0, τ) = πVx ; V (x→∞, τ) = 0 . (3.7.6)
The boundary condition at x = 0 can be derived by assuming limx→0(px) = 0, which
ensures that total wealth cannot become negative.
For computational purposes, we truncate the domain to [0, xmax], and impose the
boundary conditions (3.7.6) on this finite domain. In order to ensure that Assumption
3.2 holds, we define the range of controls to be
P̂ = [0, pmax] . (3.7.7)
Note that in the original problem in [21], P̂ = [0,∞]. A value of p > 1 indicates that the
holder borrows to invest in risky assets. As a practical matter, it is unlikely that anyone
could borrow an unlimited amount relative to her wealth to invest in risky assets. We
will choose pmax sufficiently large so that the computed solution is insensitive to pmax.
The terminal condition (3.7.1) is undefined for x = 0, if, for example, γ < 0. We
adopt the simple expedient of replacing condition (3.7.1) by




max(x, ε)γ if γ < 0
log(max(x, ε)) if γ = 0 ,
(3.7.8)
where ε > 0, ε  1. We choose ε sufficiently small so that the computed results are
insensitive to this value. Table 3.6 shows the computational parameters used in our
numerical tests.
Note that the HJB equation (3.7.3) becomes independent of p at x = 0. This non-
uniqueness of p does not affect the solution value V . It will be understood in the following
that if we refer to a value of, say, (p x) at x = 0, then we are really referring to
lim
x→0






Table 3.6: Computational parameters, pension plan. Convergence tolerance used
in Algorithm (3.5.1). ε is used to adjust the terminal condition (3.7.8). pmax is the
maximum value of the equity proportion (3.7.7). xmax is the maximum x value in the
finite computational domain.
3.7.2 Discretization
The pension plan asset allocation model is a special case of the general HJB equation
(3.2.2), if we make the identification





2 , b(x, τ,Q) = µpx, c(x, τ,Q) = 0 , (3.7.10)
where Q, a, b, c are defined in equation (3.2.2). Given node x = xi, with specified
solution estimate V̂ k = [v̂k0 , ..., v̂
k
imax]
′, the objective function which is maximized at each
node in Algorithm (3.5.1) is
[F n+1(Q, V̂ k)]i = [A









where V̂ k is the vector containing the current estimate of the discrete solution values.
Similar to the passport option case, if we want to apply central differencing as much as
possible, Algorithm (3.6.13) is used to decide which differencing scheme is used (which
depends on Q and V̂ k).
3.7.3 Numerical Results
Given parameters in Table 3.7, Table 3.8 shows the numerical results. Recall that as we
refine the grid, by inserting a fine grid node between two coarse grid nodes, we reduce the
timestep size by four. Since fully implicit timestepping is used (which guarantees a mono-
tone scheme), then the ratio of successive changes in the solution, as the grid is refined,
should be four for quadratic convergence, and two for linear convergence. As expected,
Table 3.8 shows that quadratic convergence is obtained by using central differencing as
much as possible, and first order convergence is obtained by using forward/backward
differencing. As for the passport option case, convergence of Algorithm (3.5.1) is rapid.
Numerical tests with the parameters in Table 3.6, indicated that increasing the trun-
cated domain size xmax, increasing the maximum value of the control pmax, and decreasing
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the convergence tolerance and ε, resulted in no change to the results in Table 3.8 to six
figures.
In the passport option case, particularly with a convex payoff, numerical experiments
indicate that using central differencing only does converge to the viscosity solution [2,
65]. However, this cannot be guaranteed. In contrast, in the pension plan case, our
experiments show that the numerical scheme does not appear to converge at all using
central differencing only. In this respect, the pension plan problem appears to be more
challenging than passport option valuation.
µY 0. ξ1 0.2
σ1 0.2 σY 1 0.05
σY 0 0.05 π 0.1
T 20 years γ -5
Table 3.7: Parameters used in the pension plan examples. The time units in this
problem are years, so that the ratio of wealth to salary x has the units of years.
Given parameters in Table 3.7, Figure 3.2 shows the expected terminal utility at t = 0
and the corresponding optimal asset allocation strategy p as a function of the salary to
wealth x ratio. Note that as x → 0, the proportion invested in the risky asset becomes
very large. However, as noted in [21], the amount actually invested in the risky asset
(p x), tends to zero as x → 0 (this must be the case in order to ensure non-negative
wealth). This is clearly illustrated in Figure 3.2 (d). Moreover, [21] points out that (p x)
converges to 0 at the same rate as
√




' 1.59. In [21], the authors do not give details about their numerical method,
and present only graphical results. We can comment only that the results in Figure 3.2
are qualitatively similar to the results in [21].
3.7.4 Discretization of the Control
In some cases, if the form of the HJB equation is complex, then it may be difficult to
implement Algorithm (3.6.13). In this case, a simpler approach is desirable. Suppose there
is one control q at each node, and we discretize the possible control values as described
in Section 3.4.1. From Lemma 3.8, we have that a scheme using discrete controls will
converge to the viscosity solution of the original HJB equation. To determine the optimal
control at each node, as required in Algorithm (3.5.1), we simply perform a linear search
of the discrete control values. For a given q, we use central weighting if this results in a
positive coefficient method, otherwise, forward/backward differencing is used.
Note that since we cannot assume that the objective function is a continuous function
of the control, linear search is the only way to find the optimal value of q. This method
has the obvious advantage that it is very easy to implement, especially in the case where
central differencing is used as much as possible.
The numerical results obtained using this method for the pension plan problem are
given in Table 3.9. The results are very close to the results reported in Table 3.8. Of
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Nodes Timesteps Nonlinear Normalized utility Ratio
iterations CPU Time
Central Differencing as much as possible, x = 0
87 160 331 1.34 −4.06482× 10−3
173 640 1280 12.04 −3.65131× 10−3
345 2560 5120 91.97 −3.58063× 10−3 5.85
689 10240 20480 712.71 −3.56354× 10−3 4.13
1377 40960 81920 5621.07 −3.55922× 10−3 3.96
Forward/backward differencing only, x = 0
87 160 399 1 −6.73472× 10−3
173 640 1296 7.36 −4.68055× 10−3
345 2560 5135 56.19 −4.04828× 10−3 3.25
689 10240 20480 436.79 −3.79150× 10−3 2.46
1377 40960 81920 3447.83 −3.67543× 10−3 2.21
Central differencing as much as possible, x = 1
87 160 331 1.34 −4.68742× 10−4
173 640 1280 12.04 −4.31528× 10−4
345 2560 5120 91.97 −4.26814× 10−4 7.89
689 10240 20480 712.71 −4.25611× 10−4 3.92
1377 40960 81920 5621.07 −4.25305× 10−4 3.92
Forward/backward differencing only, x = 1
87 160 399 1 −7.14415× 10−4
173 640 1296 7.36 −5.55931× 10−4
345 2560 5135 56.19 −4.87660× 10−4 2.32
689 10240 20480 436.79 −4.55786× 10−4 2.14
1377 40960 81920 3447.83 −4.40348× 10−4 2.06
Table 3.8: Convergence study, pension plan example. Fully implicit timestepping is
applied, using constant timesteps. On each refinement, a new node is inserted between
each two coarse grid nodes, and the timestep size is reduced by four. Parameters are
given in Table 3.7. The utility values are given at x = 1 and x = 0. Ratio is the ratio
of successive changes in computed solution as the discretization parameters are reduced.
CPU time is normalized. We take the CPU time used for the first test (x = 0) using
Forward/backward differencing only in this table as one unit of CPU time, which uses
87 nodes and 160 timesteps.
course, this method requires much more CPU time compared to Algorithm (3.6.13). This
is simply due to the comparatively crude method used to find the optimal control at each
grid node.
In an effort to do better than linear search, we experimented with various approximate
methods for finding the optimal control (assuming a discrete set of controls). Seemingly
reasonable methods based on smooth approximations to the objective function were very
unreliable, and Algorithm (3.5.1) typically failed to converge. This is simply because
the smooth approximation may not maximize the local objective function, and hence the
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Figure 3.2: Utility and optimal asset allocation strategy at t = 0, pension plan
example. Parameters are given in Table 3.7. (a) Expected terminal utility; (b) Optimal
asset allocation strategy; (c) Optimal equity amount (p x); (d) Magnified graph of figure
(c).
argument used to prove the convergence of the iteration (Theorem 3.11) breaks down.
3.8 Extension to Multi-dimensional Models
We have fully discussed the solution of one-factor cases. Many financial problems are
modelled as multi-factor HJB equations. Our scheme can, in principal, be extended to
multi-factor problems. For example, for two-factor models, the operator L (defined by
equation (3.2.1)) changes to
LQV ≡ a1(X, Y, τ,Q)VXX + a2(X, Y, τ,Q)VY Y + a3(X, Y, τ,Q)VXY
+a4(X, Y, τ,Q)VX + a5(X, Y, τ,Q)VY − a6(X, Y, τ,Q)V , (3.8.1)
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x-Nodes p-Nodes Timesteps Nonlinear CPU Utility Ratio
iterations (Sec)
x = 0
173 113 640 1317 63.5 −3.65307× 10−3
345 225 2560 5146 983.9 −3.58083× 10−3
689 449 10240 20511 15284 −3.56358× 10−3 4.19
1377 897 40961 82016 242140 −3.55923× 10−3 3.97
x = 1.0
173 113 640 1317 63.5 −4.31662× 10−4
345 225 2560 5146 983.9 −4.26845× 10−4
689 449 10240 20511 15284 −4.25619× 10−4 3.93
1377 897 40961 82016 242140 −4.25306× 10−4 3.92
Table 3.9: Convergence study, pension plan example, discretized control. x−nodes
refers to the number of nodes in the x grid. p−nodes refers to the number of nodes
in the discretization of the range of control values. Fully implicit timestepping is used
with constant timesteps. On each refinement, a new node is inserted between each two
coarse grid nodes, and the timestep is reduced by four. Central differencing is used as
much as possible. Ratio is the ratio of successive changes in computed solution as the
discretization parameters are reduced. CPU time is normalized. We take the CPU time
used for the first test (x = 0) using Forward/backward differencing only in Table 3.8 as















LQV + d(X, Y, τ,Q)
}
X ∈ [Xmin, Xmax] , Y ∈ [Ymin, Ymax] , 0 ≤ τ ≤ T . (3.8.3)
If we can find a positive coefficient discretization scheme for equation (3.8.3), we can solve
this problem using the same methods as described for the single factor case. All the proofs
follow without change.
However, the difficulty results from the fact that it is not trivial to find a positive
coefficient discretization for the term a3VXY . One possible approach is discussed in [8],
where, if certain grid spacing conditions are satisfied, then a positive coefficient discretiza-
tion can be obtained if a seven point finite difference method is used to approximate the
VXY term (the orientation of the seven point operator depends on the sign of a3). Note
that forward/backward differencing for the first order terms is suggested in [8].
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3.9 Summary
Our work in this chapter makes the following contributions:
• We develop a fully implicit finite difference scheme to solve stochastic control prob-
lems in finance. Our scheme use central differencing as much as possible, so that
use of locally second order method is maximized.
• We prove that our discrete scheme is pointwise consistent, l∞ stable and monotone
so that convergence to viscosity solution is guaranteed.
• Our method satisfies the properties listed in Section 1.1.
• In general, when central differencing is used as much as possible, the local objective
function at each grid node is now a discontinuous function of the control. We show
that convergence of the iterative method for solution of the discrete equations can
be still guaranteed, even if the local objective function is a discontinuous function
of the control.
• Numerical examples show that
(i) the use of a locally second order method as much as possible results in improved
convergence as the mesh is refined, for practical parameter values;
(ii) that the nonlinear iteration converges very quickly, even if the local objective





As stated in Section 2.3.1, the continuous time pre-commitment mean variance strategy
is time inconsistent. Once the initial strategy has been determined (as a function of the
state variables) at the initial time, the investor commits to this strategy, even if the policy
computed at a later time would differ from the pre-commitment strategy. Hence, the pre-
commitment strategy does not lend itself easily to a dynamic programming formulation.
There have been two main approaches to this problem. The original mean variance
optimal control problem can be embedded into a class of auxiliary stochastic Linear-
Quadratic (LQ) problems, which can then be solved in terms of dynamic programming [78,
49]. Alternatively, Martingale techniques can be used [15]. In the case of the LQ method,
previous papers use analytic techniques to solve the nonlinear HJB PDE for special cases.
In order to obtain analytic solutions, the authors typically make assumptions which allow
for the possibility of unbounded borrowing and infinite negative wealth (bankruptcy).
However, some analytic solutions have been developed for handling specific constraints:
no stock shorting [51] (but shorting the bond is still allowed) and the no bankruptcy case
[15] (but again allowing for shorting the bond).
A popular approach for optimal stochastic control problems in finance is to use utility
functions [21, 30, 60, 25, 59]. This approach usually results in financial models in form of
HJB PDEs as well. Although investment policy based on mean variance optimization has
its critics, an advantage of this approach compared to power-law or exponential utility
maximization is that the results can be easily interpreted in terms of an efficient frontier.
The objective of this chapter is to develop a numerical method for solving the con-
tinuous time pre-commitment mean variance optimal asset allocation problem. We will
use a fully numerical scheme based on solving the HJB equation resulting from the LQ
formulation. Our scheme can easily handle any type of constraint (e.g. non-negative
wealth, no shorting of stocks, margin requirements).
Although the methods developed in this chapter can be applied to any asset allocation
problem, such as those discussed in [61, 15, 28, 75] we will focus on asset allocation
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problems which are relevant to the defined contribution pension plan as discussed in [42,
21] (see also Chapter 2). In [42], the objective is to determine the mean variance efficient
strategy in terms of final wealth. In [21] and Chapter 3, the problem was formulated in
terms of maximizing the utility of the wealth-to-income ratio. Here, we consider the same
model, but solve for the optimal continuous time mean variance efficient frontier. Note
that by setting the contribution rate to zero, the pension plan problem reduces to the
classical continuous time (multi-period) portfolio selection problem [78, 49, 51, 15, 50].
4.2 Pre-commitment Wealth Case
We first consider the problem of determining the pre-commitment strategy for the pension
plan asset allocation of the wealth case as introduced in Section 2.2.1. This will allow an
explanation of the basic approach for construction of the efficient frontier, without undue
algebraic complication. For certain special cases, there are also some analytic solutions
available [42] for this problem. This will enable us to compare with the numerical solution.
Recall that we assume there are two assets in the market: one is risk free (e.g. a
government bond) and the other is risky (e.g. a stock index). The risky asset S follows
the stochastic process (2.2.1), and the investor’s wealth W follows the stochastic process
(2.2.2).
Recall that p denotes the proportion of this wealth invested in the risky asset S,
and (1 − p) denotes the fraction of wealth invested in the risk free asset. In general,
p ∈ (−∞,+∞). When p < 0 this corresponds to shorting the risky asset. When p > 1,
this corresponds to borrowing (i.e. shorting the risk free asset). In this chapter, we use p
as the control.
Given a risk level (defined as the variance of terminal wealth V art=0,w[WT ]), an investor
desires her expected terminal wealth Et=0,w[WT ] to be as large as possible. Equivalently,
given an expected terminal wealth Et=0,w[WT ], she wishes the risk V art=0,w[WT ] to be as
small as possible. Recall from the pre-commitment optimization problem (2.3.3),
sup
p(t,w)∈P
(Ept=0,w[WT ]− λV ar
p
t=0,w[WT ]), (4.2.1)
subject to stochastic process (2.2.2), where P is the set of admissible controls. The
Lagrange multiplier λ can be interpreted as a coefficient of risk aversion. Varying λ ∈
[0,∞) allows us to draw an efficient frontier. Note we have emphasized here that the
expectations in equation (4.2.1) are as seen at t = 0 (the pre-commitment solution).
We would like to use dynamic programming to determine the efficient frontier, given
by equation (4.2.1). However, the presence of the variance term causes some difficulty.
This can be avoided with the help of the following result [78, 49].
Theorem 4.1. If p∗(t, w) ∈ P is the optimal control of problem (4.2.1), then p∗(t, w) is
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also an optimal control of problem,
sup
p(t,w)∈P
Ept=0,w[µWT − λW 2T ] (4.2.2)
where
µ = 1 + 2λEp
∗
t=0,w[WT ] . (4.2.3)
Proof. See [78, 49].
Note that Theorem 4.1 states that the set of controls for the original problem (4.2.1)
is a subset of the set of controls for the auxiliary problem (4.2.2). However, if we start
with an alternative definition of efficient frontier, then we can show that the two problems
are actually equivalent. This equivalence is shown the next section.
4.2.1 Reduction to an LQ Problem
To be more precise here, let
D := the set of all admissible wealth W (t), for 0 ≤ t ≤ T ;
P := the set of all admissible controls p(t, w), for 0 ≤ t ≤ T and w ∈ D. (4.2.4)
Let γ = µ
λ






t=0,w[WT ] . (4.2.5)







Theorem 4.2. By choosing proper values for λ and γ, p∗(t, w) ∈ P is the optimal control
of problem (4.2.1), if and only if p∗(t, w) is the optimal control of problem (4.2.6).
Proof. See Appendix B.
Corollary 4.3. By choosing proper values for λ, µ and γ, problems (4.2.1), (4.2.2) and
(4.2.6) are equivalent.
Proof. Problem (4.2.6) is equivalent to problem (4.2.2) by choosing γ = µ
λ
. Problems
(4.2.6) and (4.2.1) are equivalent by Theorem 4.2. Hence, the three problems are equiva-
lent.
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Let K(t, w, p) = E[(WT − γ2 )
2|W (t) = w], where W (t) is the path of W given the asset
allocation strategy p = p(t, w). We define





)2|W (t = T − τ) = w] = inf
p∈P
K(t = T − τ, w, p) . (4.2.7)
where τ = T − t. Then using equation (2.2.2) and Ito’s Lemma, we have that V (w, τ)







2Vww} ; w ∈ D, (4.2.8)
with terminal condition








In order to trace out the efficient frontier solution of problem (4.2.1), we proceed in the
following way. Pick an arbitrary value of γ and solve problem (4.2.6), which determines
the optimal control p∗(t, w). We also need to determine Ep
∗
t=0,w[WT ].
Let U = U(w, τ) = E[WT |W (t = T − τ) = w, p(t = T − τ, w) = p∗(t = T − τ, w)] .
Then U is given from the solution to




2Uww}p(t=T−τ,w)=p∗(t=T−τ,w) ; w ∈ D , (4.2.11)
with the payoff
U(w, τ = 0) = w . (4.2.12)
Since the most costly part of the solution of equation (4.2.8) is the determination of the
optimal control p∗, the solution of equation (4.2.11) is very inexpensive, since p∗ is known.
Note that Ep
∗
t=0,w[const.] = const.. Assume that W = ŵ0 at t = 0. Then










U(ŵ0, τ = T ) = E
p∗
t=0,w[WT ] . (4.2.13)
Assuming V (ŵ0, τ = T ), U(ŵ0, τ = T ) are known, then for a given γ, we can then compute




t=0,w[WT ]) from V ar
p∗
















t=0,w[WT ] , (4.2.14)
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which then determines the value of λ in problem (4.2.1). In other words, we have deter-




t=0,w[WT ]) for the optimal control p
∗ which solves problem
(4.2.1), with the value of λ given from equation (4.2.14).
We then pick another value of γ, and obtain another point on the efficient frontier for
another value of λ, and so on. Note that we are effectively using the parameter γ to trace





t=0,w[WT ] > 0 (4.2.15)
for a valid point on the frontier.
Remark 4.4. If we allow an unbounded control set P = (−∞,+∞), then the total wealth
can become negative (i.e. bankruptcy is allowed). In this case D = (−∞,+∞). If the
control set P is bounded, i.e. P = [pmin, pmax], then negative wealth is not possible, in
which case D = [0,+∞). We can also have pmax → +∞, but prohibit negative wealth, in
which case D = [0,+∞) as well.
4.3 Localization
Let,
D̂ := a finite computational domain which approximates the set D. (4.3.1)
In order to solve the PDEs (4.2.8), (4.2.11) we need to use a finite computational domain,
D̂ = [wmin, wmax]. When w → ±∞, we assume that
V (w → ±∞, τ) ' H1(τ)w2 +H2(τ)w +H3(τ) ,
U(w → ±∞, τ) ' J1(τ)w + J2(τ) . (4.3.2)
Then, taking into account the initial conditions (4.2.9), (4.2.12),
V (w → ±∞, τ) ' e(2k1+k2)τw2 ,
U(w → ±∞, τ) ' ek1τw , (4.3.3)
where k1 = r + pσ1ξ1 and k2 = (pσ1)
2. We consider three cases.
4.3.1 Allowing Bankruptcy, Unbounded Controls
In this case, we assume there are no constraints on W (t) or on the control p, i.e., D =
(−∞,+∞) and P = (−∞,+∞). Since W (t) = w can be negative, bankruptcy is allowed.
We call this case the allowing bankruptcy case.
Our numerical problem uses
D̂ = [wmin, wmax] , (4.3.4)
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where D̂ = [wmin, wmax] is an approximation to the original set D = (−∞,+∞).
As far as the Dirichlet conditions at w = wmin, wmax, we can use the asymptotic form
of the exact solution (see Section 4.3.4) to note that
p∗(t, w → ±∞) ' − ξ1
σ1
. (4.3.5)
At w = wmin, wmax we apply the Dirichlet conditions (4.3.3) with p = p
∗ from equation
(4.3.5).
These artificial boundary conditions will cause some error. However, we can make
these errors small by choosing large values for (|wmin|, wmax). We will verify this in some
subsequent numerical tests. If asymptotic forms of the solution are unavailable, we can
use any reasonable estimate for p∗ for |w| large, and the error will be small if (|wmin|, wmax)
are sufficiently large [7].
4.3.2 No Bankruptcy, No Short Sales
In this case, we assume that bankruptcy is prohibited and the investor cannot short the
stock index, i.e., D = [0,+∞) and P = [0,+∞). We call this case the no bankruptcy (or
bankruptcy prohibition) case.
Our numerical problem uses,
D̂ = [0, wmax] . (4.3.6)
We make the assumption that p∗(t, wmax) ' 0 (i.e. once the investor’s wealth is very large,
she prefers the riskless asset). The boundary conditions for V, U at w = wmax are given
by equations (4.3.3) with p = 0, w = wmax. We prohibit the possibility of bankruptcy
(W (t) < 0) by requiring that (see Remark 4.5 ) limw→0(pw) = 0, so that equations (4.2.8),
(4.2.11) reduce to (at w = 0)
Vτ (0, τ) = πVw ,
Uτ (0, τ) = πUw . (4.3.7)
4.3.3 No Bankruptcy, Bounded Control
This is a realistic case, in which we assume that bankruptcy is prohibited and infinite
borrowing is not allowed. As a result, D = [0,+∞) and P = [0, pmax]. We call this case
the bounded control case.
Our numerical problem uses,
D̂ = [0, wmax] , (4.3.8)
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where wmax is an approximation to the infinity boundary. Other assumptions and the
boundary conditions for V and U are the same as those of no bankruptcy case introduced
in Section 4.3.2.
We summarize the various cases in Table 4.1
Case D̂ P
Bankruptcy [wmin, wmax] (−∞,+∞)
No Bankruptcy [0, wmax] [0,+∞)
Bounded Control [0, wmax] [0, pmax]
Table 4.1: Summary of cases.
4.3.4 Analytic Solution: Unconstrained Control
Suppose that the control p(t, w) is unbounded, i.e. P = (−∞,+∞). This allows infinite
shorting of the risky asset and the bond. This also allows for bankruptcy, which means
that D = (−∞,+∞). This is the case of allowing bankruptcy introduced in Section 4.3.1.
The analytic solution to this problem is given in [42],{





Ept=0,w[WT ] = ŵ0e







1T − 1Std(WT ) ,
(4.3.9)
and the optimal control at any time t ∈ [0, T ] is
p∗(t, w) = − ξ1
σ1w
[w − (ŵ0ert +
π
r




Note that when |w| → 0, from equation (4.3.10), p∗(t, w)w, the monetary amount
invested in the risky asset, is a positive finite number, and that |p∗(t, w)| → ∞ as |w| → 0.
We can then see directly from the SDE (2.2.2), that W (t) can be negative in this case.
Hence, D = (−∞,+∞). From equation (4.3.10), when w is negative, p∗(t, w) is negative.
As a result, p∗(t, w)w is positive, i.e., the total monetary amount invested in stock is still
positive (the investor is long stock).




t=0,w[WT ]) in this case is a straight line (equation
(4.3.9)). We will use this analytic result to check our numerical solution.
Remark 4.5. It is important to know the behaviour of p∗w as w → 0, since it helps
us determine whether negative wealth is admissible or not. As shown above, negative
wealth is admissible for the case of allowing bankruptcy. In the case of no bankruptcy,
although p ∈ P = [0,+∞), we must have limw→0(pw) = 0 so that W (t) ≥ 0 for all
0 ≤ t ≤ T . In particular, we need to make sure that the optimal strategy never generates
negative wealth, i.e., Probability(W (t) < 0|p∗) = 0 for all 0 ≤ t ≤ T . We will see from the
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numerical solutions that boundary condition (4.3.7) does in fact result in limw→0(p∗w) = 0.
Hence, negative wealth is not admissible under the optimal strategy. More discussion of
this issue is given in Section 4.7. For the bounded control case, the control is finite, thus
limw→0(pw) = 0 and negative wealth is not admissible.
4.3.5 Special Case: Reduction to the Classic Multi-period Port-
folio Selection Problem
As discussed in Remark 2.1, the wealth case of the pension plan problem can be reduced
to the classic multi-period portfolio selection problem by simply setting the contribution
rate π = 0. All equations and boundary conditions stay the same.
The authors of [15] study the case with bankruptcy prohibition, i.e., W (t) is forced
to be nonnegative for all t ∈ [0, T ]. In this case, D = [0,+∞) and P = [0,+∞). An
analytic solution for this case is given in [15]. Note that the stochastic control used in
[15] is not the proportion of the total wealth invested in the stock, but the monetary
amount invested in the stock. The authors of [15] point out that their strategy cannot be
expressed as a finite proportional strategy. However, we will see later in Section 4.7 that
the efficient frontier given by our approach (using the proportion as the control) converges
to the analytic solution given in [15] (using the monetary amount as the control).
4.4 Pre-commitment Wealth-to-income Ratio Case
We then consider the wealth-to-income ratio case introduced in Section 2.2.2. The stochas-
tic models for the underlying asset S, the plan holder’s year salary Y , the wealth W and
her wealth-to-income ratio X have been given in equations (2.2.4 - 2.2.7).




(Ept=0,x[XT ]− λV ar
p
t=0,x[XT ]) , (4.4.1)
subject to stochastic process (2.2.7). Similar to problem (4.2.1), we can use Theorem








Let K(t, x, p) = E[(XT − γ2 )
2|X(t) = x], where X(t) is the path of X given the asset
allocation strategy p = p(t, x). We define





)2|X(t = T − τ) = x] = inf
p∈P
K(t = T − τ, x, p) . (4.4.3)
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2Vxx} ; x ∈ [0,+∞) , (4.4.4)
with terminal condition









2 = x2(σ2Y0 + (pσ1 − σY1)
2) . (4.4.6)
We also solve for U(x, τ) = E[XT |X(t = T − τ) = x, p(t = T − τ, x) = p∗(t = T − τ, x)]
using




2Uxx}p(t=T−τ,x)=p∗(t=T−τ,x) ; x ∈ [0,+∞) , (4.4.7)
with terminal condition
U(x, τ = 0) = x . (4.4.8)
We can then use the method described in Section 4.2.1 to trace out the efficient frontier
solution of problem (4.4.1).
We consider the cases: allowing bankruptcy (D = (−∞,+∞), P = (−∞,+∞)), no
bankruptcy (D = [0,+∞), P = [0,+∞)), and bounded control (D = [0,+∞), P =
[0, pmax]). For computational purposes, we localize the problem to to D̂ = [xmin, xmax],
and apply boundary conditions as in Section 4.3. More precisely, if x = 0 is a boundary,
with X < 0 prohibited, then limw→0(px) = 0, and hence
Vτ (0, τ) = πVx ,
Uτ (0, τ) = πUx . (4.4.9)
The boundary conditions at x → ±∞ are given in equation (4.3.3), but using x instead
of w with k1 = −µY + pσ1(ξ1 − σY1) + σ2Y0 + σ
2
Y1
and k2 = σ
2
Y0
+ (pσ1 − σY1)2.
Remark 4.6. Although the pension plan account contains the risk free bond, the stochastic
process for dX does not contain the risk free rate r. As a result, there is no risk free rate
r in the HJB PDE (4.4.4). The drift rate (mean growth rate) for the yearly salary Y
is r + µY in equation (2.2.5). If Y grows faster than the risk free rate, then µY > 0;
otherwise µY ≤ 0. Normally, we assume that the salary Y grows at the risk free rate, so
µY = 0.
Remark 4.7. As discussed in Remark 2.2 that the wealth case can be seen as a special
case of the wealth-to-income ratio case. We can simply set the salary Y to be a constant
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(let σY0 = σY1 = 0 and µY = −r), then X(t) is reduced to W (t) and PDE (4.4.4) is
reduced to PDE (4.2.8).
4.5 Discretization of the HJB PDE
The pension plan asset allocation model is a special case of the general HJB equation
(3.2.2), if we make the identification
Q = (p) , Q̂ = P , d(z, τ, 0) = 0 ,




2 , b(z, τ,Q) = µpz, c(z, τ, Q) = 0 , (4.5.1)
where z = w for the wealth case, z = x for the wealth-to-income ratio case, and Q, a, b, c
are defined in equation (3.2.2). Then equation (4.2.8)/(4.4.4) can be written as,
Vτ = inf
Q∈Q̂
{LQV } , (4.5.2)
and equation (4.2.11)/(4.4.7) can be written as,
Uτ = {LQU}Q=Q∗ . (4.5.3)
where the operator L is defined in equation (3.2.1). Note that we use inf in this chapter
instead of sup in Chapter 3. We can directly apply the numerical scheme developed in
Chapter 3 to solve equations (4.5.2) and (4.5.3).
Given node z = zi, with specified solution estimate V̂




function which is maximized at each node in Algorithm (3.5.1) is
[F n+1(Q, V̂ k)]i = [A









where V̂ k is the vector containing the current estimate of the discrete solution values, and
D(Q) = 0. Similar to the passport option case in Chapter 3, if we want to apply central
differencing as much as possible, Algorithm (3.6.13) is used to decide which differencing
scheme is used (which depends on Q and V̂ k).
Remark 4.8. As mentioned in Remark 4.4, for the wealth case with allowing bankruptcy,
we have D = (−∞,+∞) and P = (−∞,+∞). In this case, our W grid contains
[wmin, . . . , w−2, w−1, w1, w2, . . . , wmax]
wmin < · · · < w−2 < w−1 < 0 < w1 < w2 < · · · < wmax (4.5.5)
with large |wmin| and wmax. Note that our W grid does not contain the node w = 0,
because if w = 0 is in the grid, no information can be passed between the negative value
nodes and positive value nodes. We set |w−1| and w1 to be small values close to zero. As
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Figure 4.1 shows, when the W grid is refined, a new node is inserted in between each two
consecutive nodes, except for the pair w−1 and w1. Since w = 0 cannot be in the grid, we







Note that we could avoid this problem (near w = 0) by defining the control to be
amount invested in the risky asset (a = pw) instead of p. This would result in a control







2Vww} ; w ∈ D,




where A is the set of admissible controls for the amount invested in the risky asset. How-
ever, in the more realistic case of bounded p, it is more natural to impose constraints on p,
rather than on (pw), hence we prefer to formulate the control (and constraints) in terms
of the variable p.
Remark 4.9. We use a fully implicit method to solve equation (4.5.2). Since p→∞ in
some cases, it would be a challenging task to determine the maximum stable timestep for
an explicit method.
ss s ss scc c c
wnew−1New wnew1 New
w−1w−2 w1 w2 wmaxwmin 0
Figure 4.1: Node insertion in W grid.
4.5.1 Convergence to the Viscosity Solution
Assumption 4.10 (Strong Comparison). We assume that equation (4.5.2) satisfies the
strong comparison property, hence a unique continuous viscosity solution to equation
(4.5.2) exists.
PDE (4.5.3) is linear, since the optimal control is pre-computed. We can then obtain
a classical solution of the linear PDE (4.5.3). However, PDE (4.5.2) is highly nonlinear,
so the classical solution may not exist in general. Provided that the original HJB satisfies
Assumption 4.10, Theorem 3.5 shows that our numerical scheme converges to the viscosity
solution.
Remark 4.11. If the control p is bounded, then from the results in [24, 9] we can deduce
that Equation (4.5.2) satisfies the strong comparison property on the localized computa-
tional domain D̂ (see Remark 3.3). In the unbounded control case, we violate one of the
assumptions in [9] used in the proof of the strong comparison property. However, our
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numerical results indicate that (pw) is always bounded. Hence, in the unbounded control
case, we could reformulate the problem in terms of a control (pw), and solve the problem
with assumed bounds on (pw), which would then satisfy the conditions in [9]. However,
it is not obvious how to obtain a priori bounds for (pw). In practical cases, we are more
interested in bounded controls, so in this case we have that strong comparison holds.
4.6 Algorithm for Construction of the Efficient Fron-
tier
Given an initial value ẑ0, Algorithm (4.6.1) is used to obtain the efficient frontier. Since
the grid for Z is discretized over the interval [zmin, zmax], we can use Algorithm (4.6.1)
to obtain the efficient frontier for any initial wealth ẑ0 ∈ [zmin, zmax] by interpolation. Of
course, if we choose ẑ0 to be a node in the discretized Z grid, then there is no interpolation
error.
Algorithm for Constructing the Efficient Frontier
For γ = γmin, γ1, . . . , γmax
For timestep n = 1, . . . , N
Solve equation (3.3.9) by using policy iteration (3.5.1)
Solve PDE (4.5.3) // Q∗ is given from the solution of equation (3.3.9)
EndFor














t=0,z[ZT ]γ > 0) // possible valid point λ > 0



















t=0,z[ZT ])γ, γ ∈ [γmin, γmax]
(4.6.1)
In Algorithm (4.6.1), we trace out the efficient frontier by varying γ ∈ [γmin, γmax].
Heuristic methods can be used to estimate γmin, γmax. These choices are not crucial, since
we will detect invalid values of γ from the condition that λ > 0. For example, in the
wealth case, to determine γmin, we consider the left most point on the efficient frontier.
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If λ → ∞, then the investor seeks to minimize risk. Obviously, in this case, the investor
would invest all her wealth in the risk free bond at all times. In this case, her terminal
wealth would be ŵ0e
rT + π e
rT−1
r






There is no upper bound for γ. In particular, if there is no upper bound for the control p,
there are no upper bounds for Stdp
∗
t=0,w[WT ] and E
p∗
t=0,w[WT ] either. From our numerical
tests, we find that γmax = 50 is large enough to plot the efficient frontier over a reasonable
range of interest.
4.7 Numerical Results
In this section, we carry out numerical tests for the defined contribution pension plan
problem. We examine both the wealth case (addressed in Section 4.2) and the wealth-to-
income ratio case (addressed in Section 4.4).
4.7.1 Wealth Case
4.7.1.1 Allowing Bankruptcy
r 0.03 ξ1 0.33
σ1 0.15 π 0.1
T 20 years W (t = 0) 1
Table 4.2: Parameters used in the pension plan examples.
We first examine the wealth case with bankruptcy allowed. Parameters in Table 4.2
are used for numerical tests. We use wmax = |wmin| = 5925 and tolerance = 10−6 (see
Algorithm (3.5.1)). We test a special case first, in which the variance is zero (λ→ +∞).




t=0,w[WT ]) = (0, 4.5625).
Moreover, in this case, γ = 2Ep
∗





)2] = 0. We use a finite
difference method with fully implicit timestepping to solve this problem numerically. We
analytically determine the local optimal control at each node (as required in Algorithm
3.5.1).





)2], which is the viscosity solution of nonlinear HJB PDE (4.2.8). Table 4.4 reports the
value of Ep
∗







t=0,w[WT ], the standard deviation is can be easily computed, which is also re-









t=0,w[WT ] converge to the analytic values at a first order rate as mesh and timestep
size tends to zero. Let
max
i
(wi+1 − wi) = O(h) ; ∆τ = O(h) (4.7.1)
where h is the discretization parameter, then from Table 4.4, we see that the standard
deviation converges at a rate O(h1/2). The total number of nonlinear iterations shown in
Table 4.3 is about two or three times of the number of timesteps. Hence, the iteration
scheme (3.5.1) converges rapidly.






(W) iterations CPU Time
728 160 480 1 0.0818318
1456 320 960 4.42 0.0409428
2912 640 1295 13.21 0.0204766 1.998
5824 1280 2561 52.82 0.0102394 1.999
11648 2560 5120 213.98 0.0051200 2.000
23296 5120 10240 888.49 0.0025601 2.000
Table 4.3: Convergence study. Use analytic solution for the optimal control at each
node. Fully implicit timestepping is applied, using constant timesteps. Parameters are





2] are reported at (W =
1, t = 0). Ratio is the ratio of successive changes in the computed values for decreasing






CPU time is normalized. We take the CPU time used for the first test in this table as





t=0,w[WT ] Ratio Ratio
(W ) for Stdp
∗
t=0,w[WT ] for E[WT ]
728 160 0.285617 4.54653
1456 320 0.202202 4.55494
2912 640 0.143039 4.55845 1.410 2.396
5824 1280 0.101166 4.56031 1.413 1.887
11648 2560 0.071547 4.56148 1.414 1.590
23296 5120 0.050595 4.56200 1.414 2.250
Table 4.4: Convergence study. Use analytic solution for the optimal control at each
node. Fully implicit timestepping is applied, using constant timesteps. Parameters are
given in Table 4.2, with γ = 9.125. Values of Stdp
∗
t=0,w[WT ] and E
p∗
t=0,w[WT ] are re-
ported at (W = 1, t = 0). Ratio is the ratio of successive changes in the computed





t=0,w[WT ]) = (0.0, 4.5625).
For another example, let λ = 1.72646 in problem (4.2.1). The analytic solution given




t=0,w[WT ]) = (0.8307, 6.9454). Tables 4.5 and 4.6
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converge to the analytic solution at a first order rate as h → 0. We also carried out a
convergence study using Crank-Nicholson timestepping. In this case, convergence cannot
be guaranteed, since Crank-Nicholson is not monotone in general. The numerical results
are shown in Table 4.7 and 4.8. Tables 4.5 and 4.7 show that the value function appears
to converge more rapidly using Crank-Nicholson. Figure 4.2 shows an efficient frontier at
(W = 1, t = 0), which is a straight line as expected.






(W ) iterations CPU Time
728 160 480 1.11 0.934593
1456 320 855 4.05 0.852331
2912 640 1280 12.95 0.812095 2.045
5824 1280 2560 54.16 0.792530 2.057
11648 2560 5120 222.56 0.783030 2.059
Table 4.5: Convergence study. Use analytic solution for the optimal control at each
node. Fully implicit timestepping is applied, using constant timesteps. Parameters are






reported at (W = 1, t = 0). Ratio is the ratio of successive changes in the computed
values for decreasing values of the discretization parameter h. CPU time is normalized.
We take the CPU time used for the first test in Table 4.3 as one unit of CPU time,





t=0,w[WT ] Ratio Ratio
(W ) for Stdp
∗
t=0,w[WT ] for E[WT ]
728 160 0.915441 6.92426
1456 320 0.872917 6.93442
2912 640 0.851483 6.93992 1.975 1.847
5824 1280 0.840821 6.94251 2.007 2.124
11648 2560 0.835612 6.94383 2.045 1.962
Table 4.6: Convergence study. Use analytic solution of the optimal control at each
node. Fully implicit timestepping is applied, using constant timesteps. Parameters





t=0,w[WT ] are reported at (W = 1, t = 0). Ratio is the ratio of successive changes in





t=0,w[WT ]) = (0.8307, 6.9454).
Note that according to equation (4.3.9), if the market price of risk ξ1 is fixed, the
value of stock volatility σ1 has no effect on the efficient frontier. When we reproduce
Table 4.3, 4.4, 4.5 and 4.6 by using parameters in Table 4.2 but with different volatilities
σ1, we obtain the same solutions. Hence, our numerical solutions agree with this property.
However, we will see in later sections that this property may not hold when additional
constraints are added to the optimal policy.
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(W) iterations CPU Time
728 160 480 1.37 0.806889
1456 320 727 3.86 0.786974
2912 640 1280 14.48 0.778982 2.492
5824 1280 2560 58.45 0.775851 2.553
11648 2560 5120 236.27 0.774658 2.624
Table 4.7: Convergence study. Use analytic solution for the optimal control at each
node. Crank-Nicholson timestepping with Rannacher smoothing is applied, using con-






2] are reported at (W = 1, t = 0). Ratio is the ratio of succes-
sive changes in the computed values for decreasing values of the discretization parameter
h. CPU time is normalized. We take the CPU time used for the first test in Table 4.3





t=0,w[WT ] Ratio Ratio
(W ) for Stdp
∗
t=0,w[WT ] for E[WT ]
728 160 0.847680 6.93780
1456 320 0.837022 6.94112
2912 640 0.833002 6.94330 2.651 1.523
5824 1280 0.831430 6.94418 2.557 2.477
11648 2560 0.830873 6.94464 2.822 1.913
Table 4.8: Convergence study. Use analytic solution of the optimal control at each
node. Crank-Nicholson timestepping with Rannacher smoothing is applied, using con-
stant timesteps. Parameters are given in Table 4.2, with λ = 1.72646 (γ = 14.47).
Values of Stdp
∗
t=0,w[WT ] and E
p∗
t=0,w[WT ] are reported at (W = 1, t = 0). Ratio is the
ratio of successive changes in the computed values for decreasing values of the discretiza-




t=0,w[WT ]) = (0.8307, 6.9454).
As mentioned in Section 4.3.1, some error is introduced using the artificial boundaries
wmin and wmax, which approximate infinite boundaries. However, we can make these








t=0,w[WT ] for different large boundaries. We can see that once







t=0,w[WT ] are insen-
sitive to the location of these large boundaries. Recall that we use an unequally spaced
grid, with a large grid spacing as |w| → ∞. Hence use of large values for |wmin| and wmax
is inexpensive.
4.7.1.2 Bounded Control
In this section, we examine the wealth case with bounded control P = [0, 1.5]. There is no
analytic solution in this case. The efficient frontier is shown in Figure 4.3, with (W (t =
0) = 1, t = 0). We also show the efficient frontiers for D ∈ [0,+∞) and P = [0,+∞), the
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Figure 4.2: Pre-commitment efficient frontier. Parameters are given in Table 4.2.
Values are reported at (W = 1, t = 0).








11648 (-5925, 5925) 0.783030 6.94383
11904 (-11953, 11953) 0.783030 6.94383
12160 (-23906, 23906) 0.783030 6.94383
12672 (-47869, 47869) 0.783030 6.94383
Table 4.9: Effect of finite boundary. Parameters are given in Table 4.2, with γ =
14.47. There are 2560 timesteps for each test.
no bankruptcy case, and for the case where bankruptcy is allowed, D = (−∞,+∞) and
P = (−∞,+∞). Clearly, the strategy given by the allowing bankruptcy case is the most
efficient, and the strategy given by the bounded control case is the least efficient.
As discussed in Section 4.7.1.1, in the case of allowing bankruptcy, if the market price
of risk ξ1 is fixed, the value of stock volatility σ1 has no effect on the efficient frontier.
However, this property may not hold when additional constraints are added on the optimal
policy. For example, in the case of bounded control, the efficient frontier will move upward,
if the value of σ1 increases with ξ1 fixed (this makes the stock drift rate µS = r + ξ1σ1
increase). This result is illustrated in Figure 4.4 (a). However, if the value of σ1 increases
with µS fixed (this makes ξ1 decrease), the efficient frontier will move downward. This
result is illustrated in Figure 4.4 (b).
4.7.1.3 Multi-period Portfolio Selection Problem
In Section 4.3.5, we show that the pension plan problem can be reduced to the classic
multi-period portfolio selection problem by simply setting the contribution rate π = 0. Of
course, when π = 0, the efficient frontier is still a straight line in this case from equation
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Figure 4.3: Pre-commitment efficient frontiers (wealth case) for allowing bankruptcy
(D = (−∞,+∞) and P = (−∞,+∞)), no bankruptcy (D = [0,+∞) and P = [0,+∞))
and bounded control (D = [0,+∞) and P = [0., 1.5]) cases. Parameters are given in
Table 4.2. Values are reported at (W = 1, t = 0).














































(a) Fix ξ1 = 0.15 (b) Fix µS = 0.08
Figure 4.4: Pre-commitment efficient frontiers for various values of stock volatilities.
Parameters are given in Table 4.2, in particular W (t = 0) = 1, D = [0,+∞) and
P = [0, 1.5]. Figure (a) shows the efficient frontiers for different volatilities with a fixed
market price of risk ξ1 = 0.15. Figure (b) shows the efficient frontiers for different
volatilities with a fixed stock drift rate µS = 0.08.
(4.3.9) for the case of allowing bankruptcy. In this section, we examine the case of no
bankruptcy, where D = [0,+∞) and P = [0,+∞). An analytic solution is given for the
no bankruptcy case in [15]. We can show numerically that the efficient frontier given by
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our approach converges to the analytic solutions given in [15]. Using the parameters in
[15, 78] (r = 0.06, σ1 = 0.15, ξ1 = 0.4, T = 1 and W (t = 0) = 1), Figure 4.5 shows
the efficient frontiers. The straight line is for the case of unbounded control, allowing
bankruptcy, which is obtained from equation (4.3.9). The curves below the straight line
are actually two overlapping curves. One of them is obtained from the analytic solution
given in [15], and the other is obtained from the numerical solutions using our approach.
Figure 4.5 clearly shows that our numerical solutions converge to the analytic curve. Note
that as discussed in Section 4.3.5, the approach given in [15] uses the monetary amount
as the control, but our method uses the proportion as the control. Figure 4.5 shows that
the two methods produce the same solutions in terms of efficient frontier.




















Figure 4.5: Pre-commitment efficient frontiers for the multi-period portfolio selection
problem. The straight line is for the case of allowing bankruptcy, which is obtained
from equation (4.3.9). The curve below the straight line is actually two overlapping
curves. One of them is obtained from the analytic solution given in [15], and the other
is obtained from the numerical solutions by our approach. Parameters are r = 0.06,
σ1 = 0.15, ξ1 = 0.4, T = 1 and W (t = 0) = 1. Values are reported at (W = 1, t = 0).
The 80% Rule [50]
In [50], the authors discuss an 80% rule for continuous time mean variance efficiency. This
rule states that in the case of allowing bankruptcy (D = (−∞,+∞) and P = (−∞,+∞)),
given any target terminal wealth, say ĝ (> W (t = 0)erT ), where ĝ = Ep
∗
t=0,w[WT ], there is
at least an 80% probability that the optimal strategy will reach the target over the time
horizon [0, T ]. This result may be surprising at first glance. The cost of this surprising
rule is the high probability of bankruptcy when the target terminal wealth is high. We
use Monte-Carlo simulations to examine this rule. Using the same parameters as used
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to construct Figure 4.5, we solve the stochastic optimal control problem (4.2.1) with
Algorithm (4.6.1) (we choose a γ such that Ep
∗
t=0,w(WT ) = ĝ), and store the optimal
strategies for each (W = w, t)). We then carry out Monte-Carlo simulations based on
the stored strategies with W (t = 0) = 1 initially. As mentioned in [50], at any time
t ∈ [0, T ], once the investor’s wealth W (t) ≥ ĝe−r(T−t), the investor will switch all her
wealth into bonds, so that her final wealth WT ≥ ĝ. Note that this simulation strategy
is slightly different from the pre-commitment strategy. With a pre-commitment strategy,
the investor commits to the pre-computed strategy until t = T irregardless of reaching the
investment target. Table 4.10 shows the result of Monte-Carlo simulations. We see that no
matter how large the target wealth, the probability of success (hitting the target wealth) is
higher than 80%. However, when the target wealth is high, the probability of bankruptcy
is also very high. Note that at any time t ∈ [0, T ], if W (t) ≤ 0, bankruptcy occurs. But
since bankruptcy is allowed, the investor can still borrow money and continue investing.
This may result in positive wealth at some later time. The last column in Table 4.10
shows the probability of bankruptcy at time T , which is much lower than the probability
of bankruptcy at any time t ∈ [0, T ].
Table 4.10 also examines the probability of hitting the target for the bankruptcy
prohibition case and the bounded control case. The results show that the 80% rule does
not hold for these two cases. When the target wealth increases, the probability of hitting
the target decreases, but the probability of bankruptcy is zero.
Ep
∗
t=0,w[WT ] = ĝ Std
p∗
t=0,w[WT ] Success investment Bankruptcy at Bankruptcy at
any time t time T
Bankruptcy is allowed: D = (−∞,+∞) and P = (−∞,+∞)
1.19979 0.33123 82.3984% 1.3063% 0.5297%
2.00060 2.25380 82.2125% 38.7344% 10.6656%
4.60097 8.49677 82.3922% 69.7328% 14.1094%
Bankruptcy prohibition: D = [0,+∞) and P = [0,+∞)
1.19994 0.33348 82.7866% 0 0
2.00199 3.69090 63.8516% 0 0
3.06641 20.66430 43.9625% 0 0
Bounded control: D = [0,+∞) and P = [0, 1.5]
1.08225 0.04908 82.5922% 0 0
1.16185 0.26486 74.9141% 0 0
Table 4.10: 80% rule study. Parameters used as in [15, 78] (r = 0.06, σ1 = 0.15,
ξ1 = 0.4, T = 1 and W (t = 0) = 1). 64,000 Monte-Carlo simulations for each test. 512
Monte-Carlo timesteps are used for allowing bankruptcy case and bounded control case,




−r(T−t), t ≤ T .
Remark 4.12. In the case of bankruptcy prohibition, limw→0(p∗w) = 0. Our numerical
tests show that as w goes to zero, p∗w = O(wβ). For a reasonable range of parameters,
β ' 0.95 ± 0.02. Hence, this verifies that the boundary condition (4.3.7) ensure that
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negative wealth is not admissible under the optimal strategy. This property also holds for
the wealth case and the wealth-to-income ratio case.
We apply an explicit Milstein method [44] when carrying out Monte-Carlo simulations
to ensure that negative wealth is unattainable. The explicit Milstein method requires some
timestep size restrictions. As a result, we use a small timestep size ( 1
25600
year) for the no
bankruptcy case in simulations. Although negative wealth is unattainable for the bounded
control case, we do not have to use the Milstein method. Since the control p is capped at
1.5, as w → 0, p∗w goes to zero as the same rate as w. We do not observe any difficulties
in this case using the standard explicit Euler scheme.
4.7.2 Wealth-to-income Ratio Case
µY 0. ξ1 0.2
σ1 0.2 σY 1 0.05
σY 0 0.05 π 0.1
T 20 years γ 15
P [0, 1.5] D [0,+∞)
Table 4.11: Parameters used in the pension plan examples.
In this Section, we examine the wealth-to-income ratio case. We use parameters in
Table 4.11, and our finite difference method for solution of the optimal stochastic control
problem (4.4.1). We set xmax, |xmin| = 1000 in this case, and tolerance = 10−6 in
Algorithm 3.5.1. Increasing xmax had no effect on the solution to six digits. There is no
known analytic solution for this case. A convergence study is shown in Tables 4.12 and





)2], and Table 4.13 reports the values
of Stdp
∗
t=0,x[XT ] and E
p∗
t=0,x[XT ]. Both tables show a first order convergence rate as h→ 0.






(X) iterations CPU Time
89 40 100 1 15.9197
177 80 166 4.08 15.7498
353 160 320 13.27 15.6682 2.082
705 320 640 53.06 15.6272 1.990
1409 640 1280 205.10 15.6066 1.990
2817 1280 2560 841.84 15.5963 2.000
Table 4.12: Convergence study. Fully implicit timestepping is applied, using constant






at (X = 0.5, t = 0). Ratio is the ratio of successive changes in computed values as h→ 0.
CPU time is normalized. We take the CPU time used for the first test in this table as






t=0,x[XT ] Ratio Ratio
(X) for Stdp
∗
t=0,x[XT ] for E
p∗
t=0,x[XT ]
89 40 1.80509 3.94173
177 80 1.77167 3.94881
353 160 1.75521 3.95213 2.030 2.133
705 320 1.74692 3.95381 1.986 1.976
1409 640 1.74276 3.95467 1.993 1.953
2817 1280 1.74068 3.95509 2.000 2.048
Table 4.13: Convergence study. The optimal control at each node is computed using
analytic methods. Fully implicit timestepping is applied, using constant timesteps. Pa-
rameters are given in Table 4.11. Values of Ep
∗
t=0,x[XT ] and Std
p∗
t=0,x[XT ] are reported at
(X = 0.5, t = 0). Ratio is the ratio of successive changes in computed values as h→ 0.
In order to solve the HJB PDE (4.4.4), the optimal control p∗ needs to be determined
to minimize the objective function at each node. This objective function is a piecewise
quadratic function of p. Hence, it is not difficult to determine the analytic solution for the
control p. Values in Table 4.12 and 4.13 are obtained by using the analytic method for
optimal p∗ at each node. However, in some cases, it is not easy to determine the analytic
solution for the control. In such cases, the control set P can be discretized to a set P̂,
and the optimal control can be determined by linear search. The convergence to viscosity
solution of this method is proven in [72] (see Chapter 3). Table 4.14 and 4.15 show a
convergence study with the discretized control. Again, a first order convergence rate is
obtained in both tables. Of course, this method requires much more CPU time compared
to the method used by Table 4.12 and 4.13. This is simply due to the comparatively crude
method used to find the optimal control at each grid node.






(X × P̂) iterations CPU Time
89 × 21 40 101 4.08 15.9242
177 × 41 80 166 22.45 15.7509
353 × 81 160 320 161.22 15.6684 2.101
705 × 161 320 640 1276.53 15.6272 2.002
1409 × 321 640 1280 9917.35 15.6066 2.000
2817 × 641 1280 2560 76102.04 15.5963 2.000
Table 4.14: Convergence study. Use discretized control set P̂ and linear search to
find the optimal control. Fully implicit timestepping is applied, using constant timesteps.





2] are reported at (X =
0.5, t = 0). Ratio is the ratio of successive changes in computed values as h→ 0. CPU
time is normalized. We take the CPU time used for the first test in Table 4.12 as one
unit of CPU time, which uses 89 nodes for X grid and 40 timesteps.
Figure 4.6 shows the efficient frontiers for the allowing bankruptcy, no bankruptcy and






t=0,x[XT ] Ratio Ratio
(X × P̂) for Stdp
∗
t=0,x[XT ] for E
p∗
t=0,x[XT ]
89 × 21 40 1.80701 3.94206
177 × 41 80 1.77144 3.94854
353 × 81 160 1.75529 3.95213 2.202 1.805
705 × 161 320 1.74693 3.95381 1.932 2.137
1409 × 321 640 1.74276 3.95466 2.005 1.976
2817 × 641 1280 1.74068 3.95509 2.005 1.977
Table 4.15: Convergence study. Use discretized control set P̂ and linear search to
find the optimal control. Fully implicit timestepping is applied, using constant timesteps.
Parameters are given in Table 4.11. Values of Ep
∗
t=0,x[XT ] and Std
p∗
t=0,x[XT ] are reported
at (X = 0.5, t = 0). Ratio is the ratio of successive changes in computed values as
h→ 0.
most efficient, and the strategy given by the bounded control case is the least efficient.





















Figure 4.6: Pre-commitment efficient frontiers (wealth-to-income ratio case) for al-
lowing bankruptcy (D = (−∞,+∞) and P = (−∞,+∞)), no bankruptcy (D = [0,+∞)
and P = [0,+∞)) and bounded control (D = [0,+∞) and P = [0., 1.5]) cases. Parame-
ters are given in Table 4.11. Values are reported at (X = 0.5, t = 0).
In Section 4.7.1, we have discussed the effects of changing the value of σ1 on the
efficient frontier solution. We obtain similar results for the wealth-to-income case. For
a fixed ξ1, different values of σ1 give the same efficient frontier solution in the case of
allowing bankruptcy. However, this property does not hold for the bounded control case.
Figure 4.7 (a) illustrates that for a fixed ξ1, increasing σ1 moves the efficient frontier
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upward in the case of bounded control. Figure 4.7 (b) illustrates that for a fixed µS,
increasing σ1 moves the efficient frontier downward.





































(a) Fix ξ1 = 0.2 (b) Fix µS = 0.04
Figure 4.7: Pre-commitment efficient frontiers for various values of stock volatilities.
Parameters are given in Table 4.11, in particular X(t = 0) = 0.5, D = [0,+∞) and
P = [0, 1.5]. Figure (a) shows the efficient frontiers for different volatilities with a
fixed market price of risk ξ1 = 0.2. Figure (b) shows the efficient frontiers for different
volatilities with a fixed stock drift rate µS = 0.04.
Figure 4.8 shows the values of the optimal control (the investment strategies) at dif-





t=0,x[XT ]) = (1.7407, 3.9551) from the finite difference solution. From this
figure, we can see that the control p is an increasing function of time t for a fixed X. This
is a bit counterintuitive, since one may imagine that the investor should become more
conservative (switch to bonds) as time goes on. However, if total wealth-to-income ratio
remains fixed as time increases, then the investor must take on more risk to have a higher
probability of hitting the investment target. This behaviour of the optimal strategy is
also seen in the analytic solution for the wealth case with bankruptcy allowed (Equation
(4.3.10)).
Using the parameters in Table 4.11, we solve the stochastic optimal control problem
(equation (4.4.1)) and store the optimal strategies for each (X = x, t). We then carry out





t=0,x[XT ]) is (1.7407, 3.9551) (from the finite difference solution).
Table 4.16 shows a convergence study for Monte-Carlo simulations, and Figure 4.9 shows
a plot of the convergence study. As the number of simulations increases and the timestep
size decreases, the results given by Monte-Carlo simulation converge to the values given
by solving the finite difference solution.
Figure 4.10 shows the probability density function of Monte-Carlo simulations (500000































Figure 4.8: Pre-commitment optimal control as a function of (X, t). Parameters are





(1.7407, 3.9551) from finite difference solution.





1000 0.25 3.9840 1.7233
4000 0.125 3.9396 1.7305
16000 0.0625 3.9656 1.7366
64000 0.03125 3.9566 1.7381
256000 0.015625 3.9559 1.7390
Table 4.16: Convergence study for the Monte-Carlo Simulations. Parameters are
given in Table 4.11. Values for Ep
∗
t=0,x[XT ] and Std
p∗
t=0,x[XT ] are reported at (X =
0.5, t = 0). The finite difference values are: Ep
∗








t=0,x[XT ]) = (0.6627, 3.2647)). The
shape of the probability density function depends on input parameters (γ in this example).
Note the double peak in Figure 4.10(a). For this case, when the control is unconstrained
(P = (−∞,+∞)), the probability density function (which is not shown in this thesis) has
a single peak near Ep
∗
t=0,x[XT ].
However, when γ = 15, pmax = 1.5, then the control hits the constraint (see Figure
4.8) for small X. Hence the investor has to choose a strategy with less than optimal
(compared to the unbounded control case) expected return. As a result, there is another
peak to the left of the value of Ep
∗
t=0,x[XT ] in the probability density function. If γ is small
enough, the optimal strategy does not hit the constraints, and the probability density
























Figure 4.9: Convergence study for the Monte-Carlo Simulations, pre-commitment
strategy. Parameters are given in Table 4.11. Figure (a) shows the plot of Ep
∗
t=0,x[XT ].




t=0,x[XT ] and Std
p∗
t=0,x[XT ] are written
as E[XT ] and Std[XT ] in the figure. Values for E
p∗
t=0,x[XT ] and Std
p∗
t=0,x[XT ] are re-






the probability density function for γ = 8.
Figure 4.11 shows the mean and standard deviation for the strategy p(t, x) as time




t=0,x[XT ]) = (1.7407, 3.9551)), while




t=0,x[XT ]) = (0.6627, 3.2647)). Both of these
Figures show that the mean of p(t, x) is a decreasing function of time t, i.e., as time goes
on, the investor switches into the less risky strategy (on average). Since the value of
Ep
∗
t=0,x[XT ] in Figure 4.11 (a) is higher than the one in Figure 4.11 (b), the mean strategy
in Figure 4.11 (a) is more risky compared to Figure 4.11 (b).
4.8 Summary
The main results of this chapter are
• Based on the methods in Chapter 3, we develop a fully implicit method for solving
the nonlinear HJB PDE, which arises in the LQ formulation of the pre-commitment
mean variance problem. Under the assumption that the HJB equation satisfies a
strong comparison property, our methods are guaranteed to converge to the viscosity
solution of the HJB equation. In addition, the policy iteration scheme used to solve






























(a) γ = 15 (b) γ = 8
Figure 4.10: Probability density function for Monte-Carlo Simulation, 500, 000





t=0,x[XT ]) are reported at (X = 0.5, t = 0). Fig-










t=0,x[XT ]) = (0.6627, 3.2647) from finite difference solution.
an explicit method would have timestep restrictions due to stability considerations.
In the case of an unbounded control, the maximum stable timestep would be difficult
to estimate. This problem does not arise if an implicit method is used.
• By solving the HJB PDE and a related linear PDE, we develop a numerical method
for constructing the mean variance efficient frontier (in continuous time). Any type
of constraint can be applied to the investment policy. To the best of our knowledge,
this scheme for numerical computation of the pre-commitment efficient frontier is
new.
• We pay particular attention to handling various constraints on the optimal policy.
In particular, in order to compare the numerical solution with the known analytic
solution in special cases, it is necessary to allow for negative wealth and unbounded
controls. This requires careful attention to the grid construction and form of the
control as the mesh and timesteps shrink to zero.
• From a practical point of view, we observe that the addition of realistic constraints
can completely alter some of the properties of the mean variance solution compared
to the unconstrained control case [50].
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Standard Deviation of p
(a) γ = 15 (b) γ = 8
Figure 4.11: Mean and standard deviation for the control p(t, x). There are
64000 simulations and 1280 simulation timesteps. Parameters are given in Table















In Chapter 4, we studied the mean variance pre-commitment strategy. Recall the pre-
commitment strategy, for time t+ ∆t, computed at time t will not necessarily agree with
the strategy for time t+∆t, computed at time t+∆t. Hence, the pre-commitment strategy
is time inconsistent. This time inconsistent property may be problematic in practice as
discussed in Section 2.3.2.
A time-consistent form of mean variance asset allocation has been suggested recently
[16, 11, 73]. We may view the time-consistent strategy as a pre-commitment policy with a
time-consistent constraint (equation (2.3.6)). We will study the time-consistent strategy
in this chapter.
5.2 Time-consistent Wealth Case
We first consider the wealth case for the pension asset allocation problem. Let,
D := the set of all admissible wealth W (t), for 0 ≤ t ≤ T ;
Q := the set of all admissible controls q(t, w), for 0 ≤ t ≤ T and w ∈ D. (5.2.1)
Recall from equation (2.3.7) that the mean variance time-consistent problem is









s.t. q∗t (s, w) = q
∗
t′(s, w) ; s ≥ t′, t′ ∈ [t, T ] , (5.2.3)
subject to stochastic process (2.2.2), and where q∗ denotes the optimal control. In this
chapter, the control q can be p (the proportion of the total wealth invested in the risky
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asset), or pw (the monetary amount invested in the risky asset). Varying λ ∈ (0,∞)
allows us to draw an efficient frontier.
We can now drop the subscript “t” from q∗t (s, w), since we will impose constraint (2.3.6)
and the optimal policy at time t + ∆t does not depend on the policy at time t. Note
we are following here time consistency as defined in [11]. There are other possibilities, as
discussed in [16].
Define,
U(w, t) = E
q∗(s≥t,W (s))
t,w [WT ] , (5.2.4)




T ] , (5.2.5)
with terminal condition
U(w, t = T ) = w,
V (w, t = T ) = w2 . (5.2.6)
Note that
U(w, t) = E
q∗(t≤s≤t+∆t,W (s))
t,w [U(W (t+ ∆t), t+ ∆t)] , (5.2.7)
V (w, t) = E
q∗(t≤s≤t+∆t,W (s))
t,w [V (W (t+ ∆t), t+ ∆t)] . (5.2.8)
Then, J(w, t) can be rewritten as











































Eqt,w[U(W (t+ ∆t), t+ ∆t)] (5.2.9)
−λ(Eqt,w[V (W (t+ ∆t), t+ ∆t)]− {E
q
t,w[U(W (t+ ∆t), t+ ∆t)]}2)
}
.
Assume that the set of all controls Q is compact, and that Eqt,w[·] is a bounded, upper
semi-continuous function of the control q. Given q∗(s ≥ t + ∆t,W (s)), suppose we can
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determine (U(W (t+ ∆t), t+ ∆t), V (W (t+ ∆t), t+ ∆t)). Then,




Eqt,w[U(W (t+ ∆t), t+ ∆t)] (5.2.10)
− λ(Eqt,w[V (W (t+ ∆t), t+ ∆t)]− {E
q
t,w[U(W (t+ ∆t), t+ ∆t)]}2)
}
.
Equations (5.2.7-5.2.10) can be used as the basis for a recursive algorithm to determine
V (w, t), U(w, t) for any t (see later Algorithm (5.4.10)). Assuming V (w, t = 0), U(w, t =







t=0,w[WT ] = V (w, t = 0)− [U(w, t = 0)]2.
5.3 Time-consistent Wealth-to-income Ratio Case
We then consider the wealth-to-income ratio case introduced in Section 2.2.2. The stochas-
tic models for the underlying asset S, the plan holder’s year salary Y , the wealth W and
her wealth-to-income ratio X have been given in equations (2.2.4 - 2.2.7).
The time-consistent control problem is then to determine the strategy q(t,X(t) = x)
such that q(t, x) maximizes









s.t. q∗t (s, x) = q
∗
t′(s, x) ; s ≥ t′, t′ ∈ [t, T ] . (5.3.2)
subject to stochastic process (2.2.7). Similar to the wealth case, let
U(x, t) = E
q∗(s≥t,X(s))
t,x [XT ] ,




T ] , (5.3.3)
with,




Eqt,x[U(X(t+ ∆t), t+ ∆t)] (5.3.4)
−λ(Eqt,x[V (X(t+ ∆t), t+ ∆t)]− {E
q




Then, J(x, t) can be rewritten as





Eqt,x[U(X(t+ ∆t), t+ ∆t)] (5.3.5)
−λ(Eqt,x[V (X(t+ ∆t), t+ ∆t)]− {E
q




In this section, we develop a discretization scheme to solve the mean variance time-
consistent problem numerically. Let z = w for the wealth case, and z = x for the
wealth-to-income ratio case. The optimal control problem in both cases is then
U(z, t) = E
q∗(t≤s≤t+∆t,Z(s))
t,z [U(Z(t+ ∆t), t+ ∆t)] , (5.4.1)
V (z, t) = E
q∗(t≤s≤t+∆t,Z(s))
t,z [V (Z(t+ ∆t), t+ ∆t)] , (5.4.2)




Eqt,z[U(Z(t+ ∆t), t+ ∆t)] (5.4.3)
−λ(Eqt,z[V (Z(t+ ∆t), t+ ∆t)]− {E
q




U(z, t = T ) = z,
V (z, t = T ) = z2 . (5.4.4)
The form of constraints applied to the control will dictate a choice of q = p or q = pz.
This will be discussed in later Sections.
5.4.1 Piecewise Constant Timestepping
For general constraints, we cannot find an analytic solution for the time-consistent strat-
egy. Therefore, the control has to be to determined numerically. One possible approach
for solution of problem (5.4.1-5.4.3) is to use piecewise constant policy timestepping [45].
We can replace the set of admissible controls Q by an approximation Q̂. Define
Q̂ = [q0, q1, ..., qm] , with q0 = qmin ; qm = qmax ,
max
0≤j≤m−1
(qj+1 − qj) = C1h , (5.4.5)
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where C1 is a positive constant. Let ∆t =
T
N
. Define a set of discrete times,
{tn | tn = n∆t , 0 ≤ n ≤ N} ,
∆t = C2h , (5.4.6)
where C2 is a positive constant. We assume the control is a constant over the period
[tn, tn+1]. Set
qn(z) = q(tn, z) ; U
n(z) = U(tn, z) ; V
n(z) = V (tn, z) (5.4.7)








We compute the solutions of equations (5.4.8) and (5.4.9) for each control qj, 0 ≤ j ≤ m,
then find the optimal control qj∗ according to the objective function, and update the
values for Un and V n. This gives us the following algorithm.
Piecewise Constant Timestepping Algorithm
UNj (z) = z , V
N
j (z) = z
2 , for all 0 ≤ j ≤ m
For timestep n = N − 1, . . . , 0
For j = 0, . . . ,m









j∗ ∈ arg max
0≤j≤m
{Unj (z)− λ(V nj (z)− (Unj (z))2)}




j (z) = V
n
j∗(z) , for all 0 ≤ j ≤ m
EndFor
(5.4.10)
Remark 5.1. In [45], the authors applied the piecewise constant timestepping to a scalar
HJB equation, and proved that the solution given by the piecewise constant timestepping
method converges to the viscosity solution as h → 0. However, the problem we study in
this chapter is more complex, since we solve a system set of expectations and a nonlinear
algebraic equation. We have no proof that Algorithm (5.4.10) converges to the solutions of
equations (5.2.7-5.2.10), although we will see in Section 5.6 that our numerical solutions
converge to the analytic solutions where available.
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5.4.2 PDE Formulation
Formally, we can formulate this problem in the limit as ∆t→ 0 (equation (5.4.6)) as










q ∈ arg max
q
{











for the wealth case introduced in Section 5.2; and
µqz = µ
q






2 = x2(σ2Y0 + (pσ1 − σY1)
2) . (5.4.13)
for the wealth-to-income ratio case introduced in Section 5.3. Note that in equations
(5.4.12) and (5.4.13), we set q = p (use p as the control). If we want to use pw (the
monetary amount invested in the risky asset) as the control, we can set q = pw (px) and
replace pw (px) by q in equation (5.4.12) ((5.4.13)).
Equation (5.4.11) is a coupled system of nonlinear differential algebraic equations
(DAEs) which appears to be beyond the scope of present day viscosity solution theory.
5.4.3 Computing the Expectations
Algorithm (5.4.10) gives a piecewise constant timestepping method for solution of the
optimal stochastic control problem. However, it is not clear how we can compute Unj (z)
and V nj (z). Recall that








According to [45], given a constant control qj, we can determine U
n
j (z) and V
n
j (z) by
solving (dropping the subscript from q to avoid notational clutter)




2Uzz ; z ∈ D , (5.4.14)




2Vzz ; z ∈ D, (5.4.15)
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over the interval [tn+1, tn] (we solve backward in time) with U(z, t = tn+1), V (z, t = tn+1)
computed from the previous step of Algorithm (5.4.10), and at t = tN (t = T ),
U(z, t = T ) = z,
V (z, t = T ) = z2 . (5.4.16)
Since we solve PDEs (5.4.14) and (5.4.15) backward in time, in order to derive the dis-
cretization of the PDEs using conventional notations, let τ = T − t. Then, τn = T − tN−n
for 0 ≤ n ≤ N . We define
Û(τ, z) = U(T − t, z) , (5.4.17)
V̂ (τ, z) = U(T − t, z) . (5.4.18)














2V̂zz ; z ∈ D, (5.4.20)
with terminal condition
Û(z, τ = 0) = z ,
V̂ (z, τ = 0) = z2 , (5.4.21)
We then can find the values for Ûnj (z) and V̂
n
j (z) by solving PDEs (5.4.19) and (5.4.20),
over the interval [τn, τn+1] in Algorithm (5.4.10), with q replaced by qj as appropriate.
5.4.4 Localization
Let,
D̂ := a finite computational domain which approximates the set D.
Q̂ := a finite computational set which approximates the set Q. (5.4.22)
In order to solve PDEs (5.4.19) and (5.4.20) we need to use a finite computational domain,
D̂ = [zmin, zmax]. When z → ±∞, we assume that
Û(z → ±∞, τ) ' A1(τ)z ,
V̂ (z → ±∞, τ) ' B1(τ)z2 . (5.4.23)
Then, taking into account the initial conditions (5.2.6),
Û(z → ±∞, τ) ' ek1τz ,
V̂ (z → ±∞, τ) ' e(2k1+k2)τz2 , (5.4.24)
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If q = p (use p as the control), then k1 = r + qσ1ξ1 and k2 = (qσ1)
2 for the wealth case;
k1 = −µY + qσ1(ξ1−σY1) +σ2Y0 +σ
2
Y1
and k2 = σ
2
Y0
+ (qσ1−σY1)2 for the wealth-to-income
ratio case. If q = pz (use pw or px as the control), then k1 = r +
q
w
σ1ξ1 and k2 =
(qσ1)2
w2
for the wealth case; k1 = −µY + qxσ1(ξ1− σY1) + σ
2
Y0






the wealth-to-income ratio case.
Since in Algorithm (5.4.10), we update the values for U and V at the end of each
timestep according to the optimal strategy, it is more appropriate to compute Û and V̂
at z → ±∞ by using the updated values. Rewriting equation (5.4.24) gives
Û(z → ±∞, τ + ∆τ) ' ek1∆τ Û(z → ±∞, τ) ,
V̂ (z → ±∞, τ + ∆τ) ' e(2k1+k2)∆τ V̂ (z → ±∞, τ) . (5.4.25)
Note that the optimal control at z → ±∞ is also determined by Algorithm (5.4.10),
i.e. we compute equation (5.4.25) for each q ∈ Q̂, then determine the optimal q according
to the objective function. More discussion of these boundary conditions is given in Section
5.5.
5.4.5 Discretization of PDEs
The discretization method for PDEs (5.4.19) and (5.4.20) is the same as the method
developed in Chapter 3, if we make the identification
Q = (q) , Q̂ = Q̂ , d(z, τ, 0) = 0 ,




2 , b(z, τ,Q) = µqz, c(z, τ, Q) = 0 , (5.4.26)
where Q, a, b, c are defined in equation (3.2.2). Then,
Ûτ = LQÛ , (5.4.27)
V̂τ = LQV̂ . (5.4.28)
where the operator L is defined in equation (3.2.1). From equation (3.3.9), we can see
that equation (5.4.27) can be discretized into (in matrix form),[
I −∆τAn+1(Qn+1, Ûn+1)
]
Ûn+1 = Ûn + (Gn+1U −G
n
U) , (5.4.29)
and equation (5.4.28) can be discretized into[
I −∆τAn+1(Qn+1, V̂ n+1)
]
V̂ n+1 = V̂ n + (Gn+1V −G
n
V ) . (5.4.30)
5.4.6 Algorithm for Construction of the Efficient Frontier
Given a positive value for λ, by solving PDEs (5.4.19) and (5.4.20) over each period
[τn, τn+1], we can compute the numerical solutions of equations (5.4.1), (5.4.2) and (5.4.3).
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For the convenience of the reader, we rewrite Algorithm (5.4.10) in terms of τ = T − t,
where the expectations are given by solving equations (5.4.30) and (5.4.29). The algorithm
is given below. Note that Ûni,j and V̂
n
i,j are the values for Û and V̂ at node (zi, qj, τn)
respectively.
Algorithm for the Time-consistent Policy




i , for all 0 ≤ i ≤ l and 0 ≤ j ≤ m
For timestep n = 0, . . . , N − 1
For each j = 0, . . . ,m
Solve equations (5.4.29) and (5.4.30)
// Note that [Qn+1]i = qj, for all 0 ≤ i ≤ l
EndFor
For i = 0, . . . , l
j∗ ∈ arg max
0≤j≤m
{Ûn+1i,j − λ(V̂ n+1i,j − (Ûn+1i,j )2)}
(qn+1i )










Given an initial value ẑ0, Algorithm (5.4.32) is used to obtain the efficient frontier.
Since the Z grid is discretized over the interval [zmin, zmax], we can use Algorithm (5.4.32)
to obtain the efficient frontier for any initial wealth ẑ0 ∈ [zmin, zmax] by interpolation. Of
course, if we choose ẑ0 to be a node in the discretized Z grid, then there is no interpolation
error.
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Algorithm for Constructing the Efficient Frontier
For λ = λmin, λ1, . . . , λmax
Compute solutions of equations (5.4.1), (5.4.2) and (5.4.3) by
Algorithm (5.4.31)
Given the initial ẑ0, use interpolation to get the numerical values of










V̂ (ẑ0, t = 0)− [Û(ẑ0, t = 0)]2
EndFor







[ZT ])λ, λ ∈ [λmin, λmax]
(5.4.32)
5.5 Various Constraints
In this section, we apply various constraints to the control policy q. As for the pre-
commitment strategy, we consider three cases: allowing bankruptcy, no bankruptcy (no
shorting stocks) and bounded control. We will see later that these constraints have differ-
ent effects on boundary conditions and dramatically change the properties of the efficient
frontiers.
We summarize the various cases in Table 5.1 below.
Case Control q Original Domain: Localized Domain:
D, Q D̂, Q̂
Bankruptcy pz (−∞,+∞), (−∞,+∞) [zmin, zmax], [qmin, qmax]
No Bankruptcy p or pz [0,+∞), [0,+∞) [0, zmax], [0, qmax]
Bounded Control p [0,+∞), [0, qmax] [0, zmax], [0, qmax]
Table 5.1: Summary of cases.
5.5.1 Allowing Bankruptcy, Unbounded Controls
We have defined this case in Section 4.3.1. We solve this problem by using the monetary
amount invested in the risky asset as the control (q = pz). Note that the amount invested
in the risky asset was also used as the control in [15] to determine analytic solution for
the pre-commitment policy.
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Our numerical problem uses
D̂ = [zmin, zmax] , Q̂ = [qmin, qmax] , (5.5.1)
where D̂ = [zmin, zmax] and Q̂ = [qmin, qmax] are approximations to the original set D =
(−∞,+∞) and Q = (−∞,+∞). For each q ∈ Q̂, we apply the Dirichlet conditions
(5.4.25) at z = zmin, zmax.
As discussed in previous chapters, the artificial boundary conditions will cause some
error. However, we can make these errors small by choosing large values for (|zmin|, zmax)
and (|qmin|, qmax). The error will be small if (|zmin|, zmax) and (|qmin|, qmax) are sufficiently
large [7]. We will verify this in some subsequent numerical tests.
An analytic solution exists for the wealth case [11]. The efficient frontier solution is{




Et=0,ŵ0 [WT ] = ŵ0e












We can then see directly from the SDE (2.2.2), that W (t) can be negative in this case.
Hence, D = (−∞,+∞). From equation (5.5.3), given a time t, the optimal monetary
amount q∗ = p∗w invested in the risky asset is a positive constant. Hence the investor is
always long stock.




t=0,w[WT ]) in this case is a straight line. We will
use this analytic result to check our numerical solution.






Clearly, this will cause some difficulties near w = 0, as discussed in [74] (see also Chapter
4). We can avoid these problems in this case by using the control q = pw, which is always
finite from equation (5.5.3).
Remark 5.3. The authors of [16] argue that the optimal control (equation (5.5.3)) is not
economically meaningful. Since equation (5.5.3) suggests that the investment strategy (in
monetary amount) is independent of the level of wealth, a wealthy investor would have the
same investment strategy as a less wealthy investor if she uses the same value for λ. [16]
suggests letting the risk aversion coefficient λ depend on current wealth, i.e. a function
λ(w) instead of a constant λ. Our numerical method can easily handle this (use λ(zi)
instead of λ in Algorithm (5.4.31) without any further change). We show a numerical
test for a particular function of λ(w) suggested in [16], in Appendix C.
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5.5.2 No Bankruptcy, No Short Sales
We have defined this case in Section 4.3.2. We can solve this problem by either using
the proportion p as the control (q = p) or using the monetary amount pw as the control
(q = pw).
Our numerical problem uses,
D̂ = [0, zmax] , Q̂ = [0, qmax] . (5.5.5)
Similar to the pre-commitment strategy, we prohibit the possibility of bankruptcy (Z(t) <
0) by requiring that (see Remark 4.5) the optimal monetary amount limz→0(p∗z) = 0, so
that PDEs (5.4.19) and (5.4.20) reduce to (at z = 0)
Ûτ (0, τ) = πÛz ,
V̂τ (0, τ) = πV̂z . (5.5.6)
5.5.3 No Bankruptcy, Bounded Control
We have defined this case in Section 4.3.3. Since the borrowing upper bound qmax is
usually based on the investor’s total wealth (e.g, the investor can borrow at most 50% of
her total wealth), we use the proportion of the total wealth invested in the risky asset as
the control (q = p) for this case.
Our numerical problem uses,
D̂ = [0, zmax] , Q̂ = Q = [0, qmax] . (5.5.7)
where zmax is an approximation to the infinity boundary. In this case we also specify that
q ≥ 0 (no shorting the risky asset). Other assumptions and the boundary conditions for
V and U are the same as those of no bankruptcy case introduced in Section 5.5.2.
5.6 Numerical Results
In this section, we carry out numerical tests for the defined contribution pension plan
problem. We examine both the wealth case (addressed in Section 5.2) and the wealth-to-
income ratio case (addressed in Section 5.3).
5.6.1 Wealth Case
We first consider the wealth case introduced in Section 5.2. When bankruptcy is allowed,
analytic solutions exist. We use the monetary amount pw as the control. Table 5.2




T ], which is
the solution of equation (5.4.9). Table 5.3 reports the value of Eq
∗
t=0,w[WT ], which is the
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T ] and E
q∗
t=0,w[WT ], the standard deviation
can be easily computed, which is also reported in Table 5.3. The results show that the




T ] and E
q∗
t=0,w[WT ] converge to the analytic values at a
first order rate as mesh and timestep size tends to zero.





(W ×Q) CPU Time
180 × 105 40 1 43.0211
360 × 209 80 7.24 40.3870
720 × 417 160 56.16 41.4764 -2.418
1440 × 833 320 437.04 42.0794 1.807
2880 × 1665 640 3445.49 42.3825 1.989
5760 × 3329 1280 31277.09 42.5347 1.991
Table 5.2: Convergence study for the wealth case, allowing bankruptcy. The monetary
amount invested in the risky asset is used as the control (q = pw). Fully implicit
timestepping is applied, using constant timesteps. Parameters are given in Table 4.2,




T ] are reported at (W = 1, t = 0). Ratio is the ratio
of successive changes in the computed values for decreasing values of the discretization




T ] = 42.6873. CPU time is normalized. We
take the CPU time used for the first test in this table as one unit of CPU time, which





t=0,w[WT ] Ratio for Ratio
(W ×Q) Stdq
∗
t=0,w[WT ] for E[WT ]
180 × 105 40 1.74390 6.32297
360 × 209 80 1.32762 6.21486
720 × 417 160 1.28790 6.31013 10.480 -1.135
1440 × 833 320 1.26536 6.36226 1.762 1.828
2880 × 1665 640 1.25392 6.38828 1.970 2.003
5760 × 3329 1280 1.24812 6.40132 1.972 1.995
Table 5.3: Convergence study for the wealth case, allowing bankruptcy. The monetary
amount invested in the risky asset is used as the control (q = pw). Fully implicit
timestepping is applied, using constant timesteps. Parameters are given in Table 4.2,
with λ = 0.6. Values of Stdq
∗
t=0,w[WT ] and E
q∗
t=0,w[WT ] are reported at (W = 1, t = 0).
Ratio is the ratio of successive changes in the computed values for decreasing values






We also solve the problem for the no bankruptcy case and the bounded control case.
Analytic solutions do not exist for these cases. The efficient frontiers are shown in Figure
5.1, with parameters given in Table 4.2. The straight line is the efficient frontier for
the allowing bankruptcy case. This result agrees with the analytic solution (equations
(5.5.2)). The curve for the case of no bankruptcy is actually two overlapping curves. One
is from the solutions obtained by using the monetary amount invested in the risky asset
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as the control, and the other is from the solutions using proportion as the control. The
lower curve is for the bounded control case. Clearly, the strategy given by the allowing
bankruptcy case is the most efficient, and the strategy given by the bounded control case














Figure 5.1: Time-consistent efficient frontiers (wealth case) for allowing bankruptcy
(D = (−∞,+∞) and Q = (−∞,+∞)), no bankruptcy (D = [0,+∞) and Q = [0,+∞))
and bounded control (D = [0,+∞) and Q = [0, 1.5]) cases. Parameters are given in
Table 4.2. Values are reported at (W = 1, t = 0).
As mentioned in Section 5.5.1, some error is introduced using the artificial boundaries.
However, we can make these errors small by choosing large values for (|wmin|, wmax) and




T ] and E
q∗
t=0,w[WT ] for different large
boundaries. We can see that once (|wmin|, wmax) and (|umin|, umax) are large enough,




T ] and E
q∗
t=0,w[WT ] are insensitive to the location of these large
boundaries.







(-1000, 1000) (-1000, 1000) 42.5347 6.40132
(-2000, 2000) (-2000, 2000) 42.5347 6.40132
(-5000, 5000) (-5000, 5000) 42.5347 6.40132
(-10000, 10000) (-10000, 10000) 42.5347 6.40132
Table 5.4: Effect of finite boundary, wealth case, allowing bankruptcy. The monetary
amount invested in the risky asset is used as the control (q = pw). Parameters are given
in Table 4.2, with λ = 0.6. There are 1280 timesteps for each test. Recall that q = pw,
which is the monetary amount invested in the risky asset.
As discussed in Remark 2.1, the wealth case can be reduced to the classic multi-period
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portfolio selection problem. The efficient frontier solutions of a particular multi-period
portfolio selection problem are shown in Figure 5.2. As for the wealth case, the efficient
frontier for the bankruptcy case is a straight line. The curve for the case of no bankruptcy
is actually two overlapping curves. One is from the solution obtained using the monetary
amount invested in the risky asset as the control, and the other is from the solution
computed using the proportion as the control. Again, the strategy given by the allowing
bankruptcy case is the most efficient, and the strategy given by the bounded control case














Figure 5.2: Time-consistent efficient frontiers (multi-period portfolio selection prob-
lems) for for allowing bankruptcy (D = (−∞,+∞) and Q = (−∞,+∞)), no bankruptcy
(D = [0,+∞) and Q = [0,+∞)) and bounded control (D = [0,+∞) and Q = [0, 1.5])
cases. Parameters are given in Table 4.2 except that the contribution rate π = 0. Values
are reported at (W = 1, t = 0).
5.6.2 Wealth-to-income Ratio Case
µY 0. ξ1 0.2
σ1 0.2 σY 1 0.05
σY 0 0.05 π 0.1
T 20 years λ 0.25
Q [0, 1.5] D [0,+∞)
Table 5.5: Parameters used in the wealth-to-income ratio pension plan examples.
In this section, we examine the wealth-to-income ratio case (discussed in Section (5.3)).
Table 5.5 gives the data used for this example. Table 5.6 and 5.7 show a convergence study
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for the bounded control case. We set xmax, |xmin| = 1000 in this case. Increasing xmax





Table 5.7 reports the values of Eq
∗
t=0,x[XT ] and Std
q∗
t=0,x[XT ]. The results show that the




T ] and E
q∗
t=0,x[XT ] converge at a first order rate as mesh
and timestep size tends to zero. No analytic solutions are available in this case.





(X ×Q) CPU Time
90 × 16 40 1. 15.1154
179 × 31 80 17. 15.2894
357 × 61 160 104. 15.3453 3.113
713 × 121 320 794.50 15.3696 2.300
1425 × 241 640 6430.01 15.3814 2.059
2849 × 481 1280 52513.05 15.3871 2.070
Table 5.6: Convergence study for the wealth-to-income ratio case, bounded control.
The proportion of the total wealth invested in the risky asset is used as the control
(q = p). We set q = p ∈ [0, 1.5]. Fully implicit timestepping is applied, using constant





reported at (X = 0.5, t = 0). Ratio is the ratio of successive changes in the computed
values for decreasing values of the discretization parameter h. CPU time is normalized.
We take the CPU time used for the first test in this table as one unit of CPU time,





t=0,x[XT ] Ratio for Ratio
(X ×Q) Stdq
∗
t=0,x[XT ] for E[XT ]
90 × 16 40 1.37474 3.63669
179 × 31 80 1.35197 3.66900
357 × 62 160 1.33799 3.68172 1.629 2.540
713 × 121 320 1.33060 3.68770 1.892 2.127
1425 × 241 640 1.32688 3.69063 1.987 2.041
2849 × 481 1280 1.32500 3.69208 1.979 2.021
Table 5.7: Convergence study for the wealth-to-income ratio case, bounded control.
The proportion of the total wealth invested in the risky asset is used as the control
(q = p). We set q ∈ [0, 1.5]. Fully implicit timestepping is applied, using constant





t=0,x[XT ] are reported at (X = 0.5, t = 0). Ratio is the ratio of successive changes
in the computed values for decreasing values of the discretization parameter h.
Efficient frontiers for the wealth case are shown in Figure 5.3, with parameters given
in Table 5.5. The curve for bankruptcy case is determined by using the monetary amount
invested in the risky asset as the control. As for the wealth case, the curve for the case
of no bankruptcy is also two overlapping curves. One is from the solutions using the
monetary amount invested in the risky asset as the control, and the other is from the
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solutions using the proportion as the control. Again, the strategy given by the allowing
bankruptcy case is the most efficient, and the strategy given by the bounded control case
is the least efficient.


















Figure 5.3: Time-consistent efficient frontiers (wealth-to-income ratio case) for al-
lowing bankruptcy (D = (−∞,+∞) and Q = (−∞,+∞)), no bankruptcy (D = [0,+∞)
and Q = [0,+∞)) and bounded control (D = [0,+∞) and Q = [0, 1.5]) cases. Parame-
ters are given in Table 5.5. Values are reported at (X = 0.5, t = 0).
Remark 5.4. Similar to the pre-commitment strategy (see Remark 4.5), in the case of
bankruptcy prohibition, we have to have limz→0(p∗z) = 0 so that negative wealth is not
admissible, where z = w or x. Our numerical tests show that as z goes to zero, p∗z =
O(zβ). For a reasonable range of parameters, we have 0.9 < β < 1. Hence, this verifies
that the boundary conditions (5.5.6) ensure that negative wealth is not admissible under
the optimal strategy.
Figure 5.4 shows the values of the optimal control (the investment strategies) at dif-
ferent times t for a fixed T = 20 and λ = 0.25 for the bounded control case. Under




t=0,x[XT ]) = (1.32500, 3.69208) from the
finite difference solution. From this figure, we can see that the control q is an increasing
function of time t for a fixed X. This behavior of the optimal strategy is also seen in
the analytic solution for the wealth case with bankruptcy allowed (Equation 5.5.3). This
result is also the same as for the pre-commitment case [74] (see also Chapter 4). In other
words, if time goes on, and wealth remains constant, then the investor’s optimal strategy
is to invest more in the risky asset. Note that the curves for the control are not very
smooth in Figure 5.4 (a). This is due to the fact that we have discretized the control in
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each interval [τn, τn+1]. Recall from equation (5.4.5),
Q̂ = [p0, p1, ..., qm] , with p0 = qmin ; qm = qmax ,
max
0≤j≤m−1
(qj+1 − qj) = C1h . (5.6.1)
The curves for the control in Figure 5.4 converge to smooth curves as h→∞. Figure 5.4


































t = 15t = 10
(a) (b)
Figure 5.4: Optimal control as a function of (X, t). Parameters are given in Table





(1.32500, 3.69208) from the finite difference solution. Figure (a) uses 4560 nodes for X
grid, 433 nodes for the control grid, and 640 timesteps. Figure (b) uses 9120 nodes for
X grid, 865 nodes for the control grid, and 1280 timesteps.
5.6.3 Monte-Carlo Simulation
In this section, we carry out Monte-Carlo simulations. We use the wealth-to-income
ratio case with a bounded control as an example. Using the parameters in Table 5.5,
we solve the stochastic optimal control problem (equation (5.3.1)) and store the optimal
strategies for each (X = x, t). We then carry out Monte-Carlo simulations based on the





is (1.32500, 3.69208) (from the finite difference solution). Table 5.8 shows a convergence
study for Monte-Carlo simulations, and Figure 5.5 shows a plot of the convergence study.
As the number of simulations increases and the timestep size decreases, the results given
by Monte-Carlo simulation converge to the values given by solving the finite difference
solution.
Figure 5.6 shows the probability density function computed from the Monte-Carlo sim-











1000 0.25 3.7234 1.2753
4000 0.125 3.6705 1.2892
16000 0.0625 3.6815 1.3053
64000 0.03125 3.6883 1.3161
256000 0.015625 3.6913 1.3202
Table 5.8: Convergence study for the Monte-Carlo Simulations (bounded control).
Parameters are given in Table 5.5. Values for Eq
∗
t=0,x[XT ] and Std
q∗
t=0,x[XT ] are re-
ported at (X = 0.5, t = 0). The finite difference values are: Eq
∗
t=0,x[XT ] = 3.69208 and
Stdq
∗


























Figure 5.5: Convergence study for Monte-Carlo Simulation (bounded control). Pa-
rameters are given in Table 5.5. Figure (a) shows the plot of Eq
∗
t=0,x[XT ]. Figure (b)




t=0,x[XT ] and Std
q∗
t=0,x[XT ] are written as E[XT ] and
Std[XT ] in the figure. Values for E
q∗
t=0,x[XT ] and Std
q∗
t=0,x[XT ] are reported in Table 5.8.




t=0,x[XT ]) = (1.32500, 3.69208).





(1.32500, 3.69208)). The shape of the probability density function depends on input pa-
rameters (λ in this example). The double peak in Figure 5.6 (a) is due to the same effect
as described in [74] (see also Chapter 4).
Figure 5.7 shows the mean and standard deviation for the strategy q(t, x) = p(t, x) as




t=0,x[XT ]) = (1.91306, 4.01011)),




t=0,x[XT ]) = (1.32500, 3.69208)). Both
of these Figures show that the mean of p(t, x) is a decreasing function of time t, i.e., as





























(a) λ = 0.15 (b) λ = 0.25
Figure 5.6: Probability density function for Monte-Carlo Simulation, bounded con-
trol, 500, 000 simulations and 1280 simulation timesteps. Parameters are given in




t=0,x[XT ]) are reported at (X = 0.5, t = 0).














t=0,x[XT ] in Figure 5.7 (b) is higher than the one in Figure 5.7 (a), the mean
strategy in Figure 5.7 (b) is more risky compared to Figure 5.7 (a).
5.7 Summary
The main results of this chapter are
• We develop a fully numerical scheme for determining the optimal time-consistent
mean variance strategy. Any type of constraint can be applied to the optimal policy.
• The method is based on the piecewise constant policy technique in [45]. In our case,
since the time-consistent problem can be formulated as a system of HJB differential
algebraic equations, this falls outside the viscosity solution theory in [45]. Hence
we have no formal proof of convergence of our method. Nevertheless, our technique
does converge to analytic solutions where available.
• Although we have given examples in this chapter with constant λ, the numerical
schemes can handle non-constant λ as proposed in [16] (see Appendix C).
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Standard Deviation of p
(a) λ = 0.15 (b) λ = 0.25
Figure 5.7: Mean and standard deviation for the control q(t, x) = p(t, x). There
are 64000 simulations and 1280 simulation timesteps. Parameters are given in Ta-
















We have discussed pre-commitment and time-consistent mean variance strategies in the
previous chapters. As discussed in Section 2.3.3, a criticism of both pre-commitment
and time-consistent strategies is that the risk is only measured in terms of the standard
deviation at the end of trading. In an effort to provide a more direct control over risk
during the investment period, a mean quadratic variation objective function has been
proposed in [18, 35]. In this chapter, we will study the mean quadratic variation strategy.
6.1 Mean Quadratic Variation Wealth Case
In this section, we give the mathematical model for the optimal mean quadratic variation
investment strategy. Let,
D := the set of all admissible wealth W (t), for 0 ≤ t ≤ T ;
P := the set of all admissible controls p(t, w), for 0 ≤ t ≤ T and w ∈ D. (6.1.1)
In this chapter, we use p (the proportion of the total wealth invested in the risky asset)
as the control. Recall that the mean quadratic optimization problem (2.3.11) is













Let τ = T − t. Then using equation (2.2.2) and Ito’s Lemma, we have that V (w, τ)







2Vww − λ(erτσ1pw)2} ; w ∈ D, (6.1.4)
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with terminal condition
V (w, τ = 0) = w , (6.1.5)
and where




In order to trace out the efficient frontier solution (in terms of mean and quadratic
variation of the wealth) of problem (6.1.2), we proceed in the following way. Pick an
arbitrary value of λ and solve problem (6.1.2), which determines the optimal control
p∗(t, w). We also need to determine Ep
∗
t=0,w[WT ].
Let U = U(w, τ) = E[WT |W (t = T − τ) = w, p(t = T − τ, w) = p∗(t = T − τ, w)] .
Then U is given from the solution to




2Uww}p(t=T−τ,w)=p∗(t=T−τ,w) ; w ∈ D , (6.1.7)
with the payoff
U(w, τ = 0) = w . (6.1.8)
Since the most costly part of the solution of equation (6.1.4) is the determination of the
optimal control p∗, solution of equation (6.1.7) is very inexpensive, since p∗ is known.
Note that Ep
∗
t=0,w[const.] = const.. Then






U(ŵ0, τ = T ) = E
p∗
t=0,w[WT ] . (6.1.9)
Then, the quadratic variation
∫ T
0
(er(T−t)σ1p∗w)2dt = U(ŵ0, τ = T )− V (ŵ0, τ = T ).
It is useful to know the variance of the terminal wealth, V arp
∗
t=0,w[WT ], under the
optimal strategy in terms of mean quadratic variation. Let C = C(w, τ) = E[W 2T |W (t =
T − τ) = w, p(t = T − τ, w) = p∗(t = T − τ, w)] . Then C is given from the solution to




2Cww}p(t=T−τ,w)=p∗(t=T−τ,w) ; w ∈ D , (6.1.10)
with the payoff
C(w, τ = 0) = w2 . (6.1.11)
Assuming C(ŵ0, τ = T ), U(ŵ0, τ = T ) are known, For a given λ, we can then compute




t=0,w[WT ]) from V ar
p∗
t=0,w[WT ] = C(ŵ0, τ = T )− U2(ŵ0, τ = T )
and Ep
∗




D̂ := a finite computational domain which approximates the set D. (6.2.1)
In order to solve the PDEs (6.1.4), (6.1.7) and (6.1.10), we need to use a finite computa-
tional domain, D̂ = [wmin, wmax]. When w → ±∞, we assume that
V (w → ±∞, τ) ' H1(τ)w2 ,
U(w → ±∞, τ) ' J1(τ)w ,
C(w → ±∞, τ) ' I1(τ)w2 , (6.2.2)
then, ignoring lower order terms and taking into account the initial conditions (6.1.5),
(6.1.8), (6.1.11),
V (w → ±∞, τ) ' λe
rτk2
2k1 + k2
(1− e(2k1+k2)τ )w2 ,
U(w → ±∞, τ) ' ek1τw ,
C(w → ±∞, τ) ' e(2k1+k2)τw2 , (6.2.3)
where k1 = r + pσ1ξ1 and k2 = (pσ1)
2. We consider three cases.
6.2.1 Allowing Bankruptcy, Unbounded Controls
We have defined this case in Section 4.3.1. Our numerical problem uses
D̂ = [wmin, wmax] , (6.2.4)
where D̂ = [wmin, wmax] is an approximation to the original set D = (−∞,+∞).
When allowing bankruptcy, the solution for the mean quadratic variation strategy
is identical to the time-consistent mean variance policy (5.2.2) [16]. Recall that the
analytic solution for the time-consistent strategy (equation (5.5.3)) shows that p∗w is
constant. Suppose we discretize W into the grid [w0, w1, ..., wimax], where w0 = wmin and
wimax = wmax. Then, since p
∗w is constant, p∗(t, wmin) =
p∗(t,w1)w1
wmin
, where p∗(t, w1) can





An alternative way to determine p∗(t, wmin) and p∗(t, wmax) is to use the method of
discretization of the control (see Section 3.4.1 and 3.7.4). Define a discrete set P̂ =
{pmin, ..., pmax} for the control. At w → ±∞, recall that
V (w → ±∞, τ) ' λe
rτk2
2k1 + k2
(1− e(2k1+k2)τ )w2 , (6.2.5)
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then,






2Vww − λ(erτσ1pw)2} . (6.2.6)
Note that we apply this method only at the boundary nodes wmin and wmax to determine
p∗(t, wmin) and p∗(t, wmax).
6.2.2 No Bankruptcy, No Short Sales
We have defined this case in Section 4.3.2. Our numerical problem uses,
D̂ = [0, wmax] . (6.2.7)
The boundary conditions for V, U,C at w = wmax are given by equations (6.2.3). We make
the assumption that as w → +∞, p∗(t, w)w is constant (as for the allowing bankruptcy
case). This is clearly an approximation, but the error in regions of interest can be make
small by choosing wmax sufficiently large. We can use the same method to determine
p∗(t, wmax) as for the allowing bankruptcy case.
Similar to the pre-commitment strategy, we prohibit the possibility of bankruptcy
(W (t) < 0) by requiring that (see Remark 4.5) limw→0(pw) = 0, so that equations (6.1.4),
(6.1.7) and (6.1.10) reduce to (at w = 0)
Vτ (0, τ) = πVw ,
Uτ (0, τ) = πUw .
Cτ (0, τ) = πCw . (6.2.8)
6.2.3 No Bankruptcy, Bounded Control
We have defined this case in Section 4.3.3. Our numerical problem uses,
D̂ = [0, wmax] , (6.2.9)
where wmax is an approximation to the infinity boundary. We still make the assump-
tion that as w → +∞, p∗(t, w)w is constant. Alternatively, we can also determine
p∗(t, wmin) and p∗(t, wmax) using the method of discretization of the control as for the
allowing bankruptcy case. Both methods give similar results. Other assumptions and
the boundary conditions for V and U are the same as those of the no bankruptcy case
introduced in Section 6.2.2.
We summarize the various cases in Table 6.1
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Case D̂ P
Bankruptcy [wmin, wmax] (−∞,+∞)
No Bankruptcy [0, wmax] [0,+∞)
Bounded Control [0, wmax] [0, pmax]
Table 6.1: Summary of cases.
6.3 Mean Quadratic Variation Wealth-to-income Ra-
tio Case
We next consider the wealth-to-income ratio case introduced in Section 2.2.2. The stochas-
tic models for the underlying asset S, the plan holder’s year salary Y , the wealth W and
her wealth-to-income ratio X have been given in equations (2.2.4 - 2.2.7).
The mean quadratic variation control problem is then to determine the strategy
q(t,X(t) = x) such that q(t, x) maximizes

















2 = x2(σ2Y0 + (pσ1 − σY1)
2) . (6.3.2)
Note that we have posed the problem in terms of the future value of the quadratic variation
using r′ as the discount factor. For the wealth case, with no constraints on the controls,
the analytic solution for the time-consistent mean variance policy is identical to the mean
quadratic variation strategy (6.1.2) [16]. However, there does not appear to an analytic
solution available for the wealth-to-income ratio case. By analogy with the allowing
bankruptcy case, we use r′ as the effective drift rate, i.e. the drift when there is no
investment in the risky asset. There are clearly other possibilities here.
Similar to problem (6.1.2), we define

















2} ; x ∈ D, (6.3.4)
with terminal condition
V (x, τ = 0) = x . (6.3.5)
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We still use D and P as the sets of all admissible wealth-to-income ratio and control.
As before, we let D̂ be the localized computational domain.
We also solve for U(x, τ) = E[XT |X(t = T −τ) = x, p(t = T −τ, x) = p∗(t = T −τ, x)]
and C(x, τ) = E[W 2X |X(t = T − τ) = x, p(t = T − τ, x) = p∗(t = T − τ, x)] using




2Uxx}p(t=T−τ,x)=p∗(t=T−τ,x) ; x ∈ [0,+∞) , (6.3.6)




2Cxx}p(t=T−τ,x)=p∗(t=T−τ,x) ; x ∈ D , (6.3.7)
with terminal condition
U(x, τ = 0) = x . (6.3.8)
C(x, τ = 0) = x2 . (6.3.9)
We can then use the method described in Section 6.1 to trace out the efficient frontier
solution of problem (6.3.1).
We consider the cases: allowing bankruptcy (D = (−∞,+∞), P = (−∞,+∞)), no
bankruptcy (D = [0,+∞), P = [0,+∞)), and bounded control (D = [0,+∞), P =
[0, pmax]). For computational purposes, we localize the problem to to D̂ = [xmin, xmax],
and apply boundary conditions as in Section 6.2. More precisely, if x = 0 is a boundary,
with X < 0 prohibited, then limw→0(px) = 0, and hence
Vτ (0, τ) = πVx ,
Uτ (0, τ) = πUx ,
Cτ (0, τ) = πCx . (6.3.10)
The boundary conditions at x→ ±∞ are given in equation (6.2.3), but using x instead of
w and r′ instead of r with k1 = −µY +pσ1(ξ1−σY1)+σ2Y0 +σ
2
Y1




At x → ±∞, similarly to the wealth case (see Section 6.2.1), we can use the method
of discretization of the control to determine the optimal controls for the boundary nodes.
6.4 Discretization of the HJB PDE
Similar to the pre-commitment strategy in Chapter 4, we can directly apply the numer-
ical scheme developed in Chapter 3 for solving equations (6.1.4)/(6.3.4), (6.1.7)/(6.3.6),
(6.1.10)/(6.3.7). The pension plan asset allocation model is a special case of the general
HJB equation (3.2.2), if we make the identification
Q = (p) , Q̂ = P , d(z, τ, 0) = −λe2r′τ (σpx)2 ,




2 , b(z, τ,Q) = µpz, c(z, τ, Q) = 0 , (6.4.1)
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where z = w for the wealth case, z = x for the wealth-to-income ratio case, and Q, a, b, c
are defined in equation (3.2.2). Then,
Vτ = sup
Q∈Q̂
{LQV + d(z, p, τ)} , (6.4.2)
and
Uτ = {LQU}Q=Q∗ , (6.4.3)
Cτ = {LQC}Q=Q∗ . (6.4.4)
Given node z = zi, with specified solution estimate V̂




function which is maximized at each node in Algorithm (3.5.1) is
[F n+1(Q, V̂ k)]i = [A








i + [d(z,Q, τ)]i , (6.4.5)
where V̂ k is the vector containing the current estimate of the discrete solution values.
Similar to the passport option case in Chapter 3, if we want to apply central differencing
as much as possible, Algorithm (3.6.13) is used to decide which differencing scheme is
used (which depends on Q and V̂ k).
Given an initial value ẑ0, we can use Algorithm (4.6.1) in Chapter 4 to obtain the
efficient frontier.
6.4.1 Convergence to the Viscosity Solution
PDEs (6.4.3) and (6.4.4) are linear, since the optimal control is pre-computed. We can
then obtain classical solutions of the linear PDEs (6.4.3) and (6.4.4). However, PDE
(6.4.2) is highly nonlinear, so the classical solution may not exist in general. In this case,
we are seeking the viscosity solution [5, 29].
As for the numerical scheme for the pre-commitment strategy, following the same proof
given in Chapter 3, we can show that our numerical scheme converges to the viscosity
solution of equation (6.4.2), assuming that (6.4.2) satisfies a strong comparison principle
(Assumption 4.10).
6.5 Numerical Results
In this section we examine the numerical results for the strategy of minimizing the
quadratic variation. We consider two risk measures when we construct efficient frontiers.




(er(T−t)dw)2. We use the notation Q stdp
∗












When bankruptcy is allowed, as pointed out in [16], the mean quadratic variation strategy
has the same solution as the time-consistent strategy. The analytic solutions for the time-
consistent strategy are given in Section 5.5.1. Given the parameters in Table 4.2, if




t=0,w[WT ]) = (1.24226, 6.41437). Table






(er(T−t)dw)2], which is the viscosity solution of the nonlinear HJB PDE (6.1.4). Table
6.2 shows the our numerical solution converges to the viscosity solution at a first order
rate. Table 6.3 reports the value of Ep
∗
t=0,w[WT ], which is the solution of the linear PDE




T ] (not shown in tables), which is the




T ] and E
p∗
t=0,w[WT ], the standard deviation
can now be easily computed, which is also reported in Table 6.3. The results show that
the numerical solutions of Stdp
∗
t=0,w[WT ] and E
p∗
t=0,w[WT ] converge to the analytic values at
a first order rate as mesh and timestep size tends to zero.
Nodes Timesteps Nonlinear Normalized V (w = 1, t = 0) Ratio
(W) iterations CPU Time
1456 320 640 1. 5.49341
2912 640 1280 4.13 5.49092
5824 1280 2560 16.31 5.48968 2.008
11648 2560 5120 66.23 5.48906 2.000
23296 5120 10240 268.53 5.48875 2.000
46592 10240 20480 1145.15 5.48860 2.067
Table 6.2: Convergence study, wealth case, allowing bankruptcy. Fully implicit
timestepping is applied, using constant timesteps. Parameters are given in Table





r(T−t)dw)2] are reported at
(W = 1, t = 0). Ratio is the ratio of successive changes in the computed values for
decreasing values of the discretization parameter h. CPU time is normalized. We take
the CPU time used for the first test in this table as one unit of CPU time, which uses
1456 nodes for W grid and 320 timesteps.
We also solve the problem for the no bankruptcy case and the bounded control case.
The efficient frontiers are shown in Figure 6.1, with parameters given in Table 4.2 and
(W (t = 0) = 1, t = 0). Figure 6.1 (a) shows the results obtained by using the stan-
dard deviation as the risk measure, and Figure 6.1 (b) shows the results obtained by
using the quadratic variation as the risk measure. Note that, in both figures, the three
efficient frontiers pass through the same lowest point. At that point, the plan holder
simply invests all her wealth in the risk free bond all the time, so the risk (standard de-
viation/quadratic variation) is zero. For both risk measures, the efficient frontiers for the
allowing bankruptcy case are straight lines. This result agrees with the results from the
pre-commitment strategy (see Chapter 4) and the time-consistent strategy (see Chapter
5). The strategy given by the allowing bankruptcy case is the most efficient, and the






t=0,w[WT ] Ratio Ratio
(W ) for Stdp
∗
t=0,w[WT ] for E[WT ]
1456 320 1.30652 6.41986 1.960
2912 640 1.27466 6.41711 1.972
5824 1280 1.25853 6.41574 1.975 2.007
11648 2560 1.25041 6.41505 1.986 1.986
23296 5120 1.24634 6.41471 1.995 2.029
46592 10240 1.244300 6.41454 2.000 1.995
Table 6.3: Convergence study for the wealth case, allowing bankruptcy. Fully implicit
timestepping is applied, using constant timesteps. The parameters are given in Table 4.2,
with λ = 0.6. Values of Stdq
∗
t=0,w[WT ] and E
q∗
t=0,w[WT ] are reported at (W = 1, t = 0).
Ratio is the ratio of successive changes in the computed values for decreasing values































(a) Risk measure: std (b) Risk measure: Q std
Figure 6.1: Mean quadratic variation efficient frontiers (wealth case) for allowing
bankruptcy (D = (−∞,+∞) and P = (−∞,+∞)), no bankruptcy (D = [0,+∞) and
P = [0,+∞)) and bounded control (D = [0,+∞) and P = [0, 1.5]) cases. Parameters
are given in Table 4.2. Values are reported at (W = 1, t = 0). Figure (a) shows the
efficient frontiers with risk measure of standard deviation. Figure (b) shows the efficient
frontiers with risk measure of quadratic variation.
Figure 6.2 shows the values of the optimal control (the investment strategies) at
different time t for a fixed T = 20. The parameters are given in Table 4.2, with





t=0,w[WT ]) = (1.23824, 6.40227) and Q std
p∗
t=0,w[WT ] = 1.52262 from the
finite difference solution. From this Figure, we can see that the control p is a increasing
function of time t for a fixed w. This agrees with the results from the pre-commitment
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Figure 6.2: Optimal control as a function of (W, t). Parameters are given in Table





(1.23824, 6.40227) and Q stdp
∗
t=0,w[WT ] = 1.52262 from the finite difference solution.
Remark 6.1. Similar to the pre-commitment strategy (see Remark 4.5), in the case of
bankruptcy prohibition, we have to have limw→0(p∗w) = 0 so that negative wealth is not
admissible. Our numerical tests show that as w goes to zero, p∗w = O(wβ). For a
reasonable range of parameters, we have 0.9 < β < 1. Hence, this verifies that the
boundary conditions (6.2.8) ensure that negative wealth is not admissible under the optimal
strategy. This property also holds for the wealth-to-income ratio case.
6.5.2 Multi-period Portfolio Selection
As discussed in Remark 2.1, the wealth case can be reduced to the classic multi-period
portfolio selection problem. Efficient frontier solutions for a particular multi-period port-
folio selection problem are shown in Figure 6.3, with parameters in Table 4.2 but with
π = 0. Again, we consider three cases: allowing bankruptcy, no bankruptcy, and bounded
control cases. Figure 6.3 (a) shows the results obtained by using the standard deviation
as the risk measure, and Figure 6.3 (b) shows the results obtained by using the quadratic
variation as the risk measure. As for the wealth case, in both figures, the efficient frontiers





























(a) Risk measure: std (b) Risk measure: Q std
Figure 6.3: Efficient frontiers (multi-period portfolio selection) for allowing
bankruptcy (D = (−∞,+∞) and P = (−∞,+∞)), no bankruptcy (D = [0,+∞) and
P = [0,+∞)) and bounded control (D = [0,+∞) and P = [0, 1.5]) cases. Parameters
are given in Table 4.2 but with π = 0. Values are reported at (W = 1, t = 0). Figure (a)
shows the efficient frontiers with risk measure of standard deviation. Figure (b) shows
the efficient frontiers with risk measure of quadratic variation.
µY 0. ξ1 0.2
σ1 0.2 σY 1 0.05
σY 0 0.05 π 0.1
T 20 years λ 0.25
Q [0, 1.5] D [0,+∞)
Table 6.4: Parameters used in the pension plan examples.
6.5.3 Wealth-to-income Ratio Case
In this section, we examine the wealth-to-income ratio case. Tables 6.5 and 6.6 show
the numerical results for the bounded control case, using the parameters in Table 6.4.





(er(T−t)dx)2], which is the viscosity
solution of nonlinear HJB PDE (6.3.4). Table 6.6 reports the value of Ep
∗
t=0,x[XT ], which












t=0,x[XT ], the standard deviation can be easily computed, which is also reported in Table
6.6. The results show that the numerical solutions of V and Ep
∗
t=0,x[XT ] converge at a first
order rate as mesh and timestep size tends to zero.
Efficient frontiers are shown in Figure 6.4, using parameters in Table 6.4 with (X(t =
0) = 0.5; t = 0). Figure 6.4 (a) shows the results obtained by using the standard deviation
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Nodes Timesteps Nonlinear Normalized V (x = 0.5, t = 0) Ratio
(X) iterations CPU Time
177 80 160 0.21 3.26653
353 160 320 1. 3.26534
705 320 640 3.86 3.26476 2.052
1409 640 1280 15.00 3.26447 2.000
2817 1280 2560 56.79 3.26433 2.071
5633 2560 5120 239.79 3.26426 2.000
11265 5120 10240 966.29 3.26422 2.003
Table 6.5: Convergence study, mean quadratic variation, Bounded Control. Fully
implicit timestepping is applied, using constant timesteps. Parameters are given in






at (X = 0.5, t = 0). Ratio is the ratio of successive changes in the computed values for
decreasing values of the discretization parameter h. CPU time is normalized. We take
the CPU time used for the second test in this table as one unit of CPU time, which uses





t=0,x[XT ] Ratio Ratio
(X) for Stdp
∗
t=0,x[XT ] for E[XT ]
177 80 1.39064 3.69771
353 160 1.35723 3.69524
705 320 1.34035 3.69403 1.979 2.041
1409 640 1.33187 3.69343 1.991 2.017
2817 1280 1.32762 3.69313 1.995 2.000
5633 2560 1.32549 3.69298 1.995 2.000
11265 5120 1.32443 3.69291 2.009 2.143
Table 6.6: Convergence study, wealth-to-income ratio case, bounded control. Fully
implicit timestepping is applied, using constant timesteps. Parameters are given in
Table 6.4, with λ = 0.2873. Values of Stdp
∗
t=0,x[XT ] and E
p∗
t=0,x[XT ] are reported at
(X = 0.5, t = 0). Ratio is the ratio of successive changes in the computed values for
decreasing values of the discretization parameter h.
as the risk measure, and Figure 6.4 (b) shows the results obtained by using the quadratic
variation as the risk measure. Again, for both risk measures, the strategy given by allowing
bankruptcy case is the most efficient, and the strategy given by the bounded control case
is the least efficient. Note that, although the efficient frontiers in both figures pass through
the same lowest point, unlike the wealth case, the minimum standard deviation/quadratic
variation for all strategies are no longer zero. Since the plan holder’s salary is stochastic
(equation (2.2.5)) and the salary risk cannot be completely hedged away, there is no risk
free strategy.
Figure 6.5 shows the values of the optimal control (the investment strategies) at dif-
ferent time t for a fixed T = 20. The parameters are given in Table 6.4, with λ = 0.2873.




































(a) Risk measure: std (b) Risk measure: Q std
Figure 6.4: Mean quadratic variation efficient frontiers (wealth-to-income ratio)
for allowing bankruptcy (D = (−∞,+∞) and P = (−∞,+∞)), no bankruptcy (D =
[0,+∞) and P = [0,+∞)) and bounded control (D = [0,+∞) and P = [0, 1.5]) cases.
Parameters are given in Table 6.4. Values are reported at (X = 0.5, t = 0). Figure (a)
shows the efficient frontiers with risk measure of standard deviation. Figure (b) shows
the efficient frontiers with risk measure of quadratic variation.
Q stdp
∗
t=0,w[XT ] = 1.49213 from the finite difference solution. Similar to the wealth case,
we can see that the control p is a increasing function of time t for a fixed x.
6.6 Summary
In this chapter, we formulate the optimal investment policy for the mean quadratic vari-
ation problem as a nonlinear HJB PDE. We extend the numerical methods in [74, 73]
(see also Chapters 4 and 5) to handle this case. Our method can handle various con-
straints on the control policy, and we can prove that our numerical scheme guarantees
















t = 0 t = 5
t = 15
t = 10
Figure 6.5: Mean quadratic variation optimal control as a function of (X, t),
wealth-to-income ratio with bounded control. Parameters are given in Table 6.4, with





(1.32443, 3.69291) and Q stdp
∗
t=0,x[XT ] = 1.49213 from the finite difference solution.
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Chapter 7
Comparison of Mean-variance Type
Strategies
We have studied three mean variance type strategies in previous chapters, including the
pre-commitment mean variance (Chapter 4), the time-consistent mean variance (Chapter
5) and the mean quadratic variation (Chapter 6). In this chapter, we compare the three
strategies.
7.1 Wealth Case
We first study the wealth case for the three strategies. Figure 7.1 shows the efficient
frontiers for the case of allowing bankruptcy for the three strategies. The analytic solution










t=0,w[WT ] = ŵ0e







1T − 1Std(WT ) ,
(7.1.1)
and the optimal control p∗ at any time t ∈ [0, T ] is
p∗(t, w) = − ξ1
σ1w
[w − (ŵ0ert +
π
r




Extending the results from [11], we can obtain the analytic solution for the time-
consistent strategy,{




Et=0,ŵ0 [WT ] = ŵ0e













Figure 7.1 shows that the efficient frontiers for the time-consistent strategy and the
mean quadratic variation strategy are the same. This result agrees with the result in
[16]. Figure 7.1 also shows that the pre-commitment strategy is most efficient strat-
egy. The three efficient frontiers are all straight lines, and pass the same point at
(Std(WT ), E(WT )) = (0, ŵ0e
rT + π e
rT−1
r
). At that point, the plan holder simply in-





1T − 1) for the pre-commitment strategy is larger than the slope (= ξ1
√
T ) for the




1T − 1→ ξ1
√
T as
T → 0, so the three strategies are the same as T → 0. This is easy to understand, since as
T → 0, finding the global optimal strategy (pre-commitment case) is the same as finding
the local optimal strategy (time-consistent case).



















Figure 7.1: Comparison of three strategies: wealth case, allowing bankruptcy. Pa-
rameters are given in Table 4.2.
Figure 7.2 (a) shows a comparison for the three strategies for the no bankruptcy case,
and Figure 7.2 (b) is for the bounded control case. We can see that the pre-commitment
strategy is the most efficient strategy, and the mean quadratic variation strategy is more
efficient than the time-consistent strategy. For the bounded control case, the three efficient
frontiers have the same end points. The lower end corresponds to the most conservative
strategy, i.e. the whole wealth is invested in the risk free bond at any time. The higher
end corresponds to the most aggressive strategy, i.e. choose the control p to be the upper
bound pmax(= 1.5) at any time. Figure 7.1 and 7.2 show that the difference between the
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efficient frontier solutions for the three strategies becomes smaller after adding constraints.
Since the efficient frontiers for the time-consistent strategy and the mean quadratic
variation strategy are very close for the bounded control case, we want to make sure that
the small difference is not due to computational error. In Table 7.1, we show a conver-
gence study for both time-consistent strategy and mean quadratic variation strategy. The
parameters are given in Table 4.2. We fix Stdp
∗
t=0,w[WT ] = 5. Table 7.1 shows that the two
strategies converge at a first order rate to different expected terminal wealth.












Table 7.1: Convergence study, wealth case, bounded control. Fully implicit timestep-
ping is applied, using constant timesteps. The parameters are given in Table 4.2. We
fix Stdp
∗
t=0,w[WT ] = 5 for both time-consistent and mean quadratic variation strategies.
Values of Stdp
∗
t=0,w[WT ] and E
p∗
t=0,w[WT ] are reported at (W = 1, t = 0). On each re-
finement, a new node is inserted between each two coarse grid nodes, and the timestep
is divided by two. Initially (zero refinement), for time-consistent strategy, there are 41
nodes for the control grid, 182 nodes for the wealth grid, and 80 timesteps; for mean
quadratic variation strategy, there are 177 nodes for the wealth grid, and 80 timesteps.
It is not surprising that the pre-commitment strategy is the most efficient strategy,
since the pre-commitment strategy is the strategy which optimizes the objective function
at the initial time (t = 0). However, as discussed in previous chapters, in practice, there
are many reasons to choose a time-consistent strategy or a mean quadratic variation
strategy.
In Figure 7.3, we compare the control policies for the three strategies. The parameters
are given in Table 4.2, and we use the wealth case with bounded control (p ∈ [0, 1.5]). We
fix Stdp
∗
t=0,x[WT ] ' 8.17 for this test. Figure 7.3 shows that the control policies given by
the three strategies are significantly different. This is true even for the bounded control
case, where the expected values for the three strategies are similar for fixed standard
deviation (see Figure 7.2 (b)). Figure 7.3 (a) shows the control policies at t = 0+.
We can interpret Figure 7.3 as follows. Suppose initially W (t = 0) = 1. If at the
instant right after t = 0, the value for W jumps to W (t = 0+), Figure 7.3 (a) shows the
control policies for all W (t = 0+). We can see that once the wealth W is large enough, the
control policy for the pre-commitment strategy is to invest all wealth in the risk free bond.
The reason for this is that for the pre-commitment strategy, there is an effective investment
target given at t = 0, which depends on the value of λ. Once the target is reached, the
investor will not take any more risk and switch all wealth into bonds. However, there is
105





































(a) No Bankruptcy (b) Bounded Control
Figure 7.2: Comparison of three strategies: wealth case. (a): no bankruptcy case;
(b): bounded control case. The parameters are given in Table 4.2.
no similar effective target for the time-consistent or the mean quadratic variation cases,
so the control never reaches zero (for finite W ). Figure 7.3 (b) shows the mean of the
control policies versus time t ∈ [0, T ]. The mean of all policies are decreasing functions
of time, i.e. all strategies are less risky (on average) as we approach maturity. We use
Monte-Carlo simulations to obtain Figure 7.3 (b). Using the parameters in Table 4.2,
we solve the stochastic optimal control problem (2.3.11) with the finite difference scheme
introduced in Section 6.4, and store the optimal strategies for each (W = w, t). We then
carry out Monte-Carlo simulations based on the stored strategies with W (t = 0) = 1
initially. At each time step, we can obtain the control p for each simulation. We then can
obtain the mean of p for each time step.
7.2 Wealth-to-income Ratio Case
Figure 7.4 and 7.5 shows a comparison for the three strategies of the wealth-to-income
ratio case. Figure 7.4 is for bankruptcy case, Figure 7.5 (a) is for no bankruptcy case, and
Figure 7.5 (b) is for the bounded control case. Similar to the allowing bankruptcy case, the
pre-commitment strategy is the most efficient strategy for all cases. Note that unlike the
wealth case, the efficient frontiers for the three strategies do not have the common lower
end point. As discussed in Section 6.5.3, no risk free strategy exists in this case because of
the salary risk. Further more, since the salary is correlated with the stock index (σY1 6= 0),
in order to (partially) hedge the salary risk, the most conservative policy is not to invest
all money in the bond (p = 0) all the time. The three strategies have different views of
risk, hence their most conservative investment policies would be different. Therefore, their




































Figure 7.3: Comparison of the control policies: wealth case with bounded
control (p ∈ [0, 1.5]). Parameters are given in Table 4.2. We fix
stdp
∗















t=0,w[WT ]) = (8.17453, 12.8326) for the pre-commitment strategy.
Figure (a) shows the control policies at t = 0+; Figure (b) shows the mean of the control
policies versus time t ∈ [0, T ].
frontiers given by time-consistent strategy and the mean quadratic variation strategy are
very close, almost on top of each other.
Similar to the wealth case, Figure 7.6 shows a comparison of the control policies for
the three strategies. Parameters are given in Table 6.4, and we use the wealth case with
bounded control (p ∈ [0, 1.5]). We fix Stdp
∗
t=0,x[XT ] ' 3.24 for this test. The comparison
shows that although the three strategies have a similar pair of expected value and standard
deviation, the control policies are significantly different.
7.3 Summary
In this chapter, we study the three mean variance type strategies: pre-commitment mean
variance, time-consistent mean variance, and mean quadratic variation. For the allowing
bankruptcy case, analytic solutions exist for all strategies. Furthermore, in this case, the
time-consistent strategy and the mean quadratic variation strategy have the same solution.
However, when additional constraints are applied to the control policy, analytic solutions
do not exist for all strategies, and the solutions for various strategies are different. After
realistic constraints are applied, the efficient frontiers for all three strategies are very
107
















Figure 7.4: Comparison of three strategies: wealth-to-income ratio case, allowing


































(a) No Bankruptcy (b) Bounded Control
Figure 7.5: Comparison of the control policies: wealth-to-income ratio case. (a): no
bankruptcy case; (b): bounded control case. Parameters are given in Table 6.4.
similar. However, the investment policies are quite different. This suggests that the
choice among various strategies cannot be made by only examining the efficient frontier,

































Figure 7.6: Comparison of the control policies: wealth-to-income ratio case
with bounded control (p ∈ [0, 1.5]). Parameters are given in Table 6.4. We fix
stdp
∗















t=0,x[XT ]) = (3.24165, 4.50984) for the pre-commitment strategy.
Figure (a) shows the control policies at t = 0+; Figure (b) shows the mean of the control





Optimal stochastic control problems in finance can usually be formulated in the form of
nonlinear HJB PDEs. In general, classical solutions do not exist for these PDEs, and we
seek to find the viscosity solutions of the HJB equations.
In this thesis, we first develop a general framework to solve nonlinear HJB PDEs in
finance. Our numerical scheme is a fully implicit finite difference scheme, which has the
following properties:
• The scheme uses central differencing as much as possible, so that use of locally
second order method is maximized.
• There are no timestep limitations due to stability considerations.
• The scheme guarantees the convergence to viscosity solution (assuming the PDEs
satisfy a strong comparison result).
• There are no restrictions on the underlying stochastic process, e.g. geometric Brow-
nian motion, jump diffusion, or regime switching can be easily implemented.
• Our method can well handle both bang-bang type of control and non bang-bang
type of control.
• The scheme can be easily extended to include features as needed, for example,
uncertain volatility, bid-ask spread, transaction costs and so on.
We demonstrate the numerical scheme on two examples: passport option pricing, and an
optimal dynamic asset allocation problem for a defined contribution pension plan.
We then use the mean variance approach to solve the optimal dynamic asset allocation
problem. Although utility function approach is commonly used for this problem, this has
at least two disadvantages. First, it is not clear how to decide which utility function an
individual or an institution would prefer. Second, the tradeoff between the risk and the
expected return is implicitly contained in the utility function, so the optimal investment
decision lacks intuitive interpretation. In contrast, the results given by the mean variance
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approach can be easily interpreted in terms of an efficient frontier, in which the tradeoff
between the risk and the expected return can be clearly demonstrated, so that an investor
can intuitively choose her expected return and risk level. We study three mean variance
type strategies: pre-commitment mean variance, time-consistent mean variance, and mean
quadratic variation. The key points for these mean variance type strategies are as follows:
• For the pre-commitment strategy, we first embed the original optimization problem
into a class of auxiliary stochastic LQ problems, so that dynamic programming can
be applied. We then use our fully implicit scheme to solve this problem.
• For the time-consistent strategy, our method is based on the piecewise constant
policy technique. Since the time-consistent problem can be formulated as a system
of HJB differential algebraic equations, this falls outside present day viscosity solu-
tion theory. Nevertheless, our technique does converge to analytic solutions where
available.
• For the mean quadratic variation strategy, we can directly apply our fully implicit
scheme with a maximum use of central differencing for solving the problem numer-
ically.
• For each strategy, by solving the HJB PDE and related linear PDEs, we develop a
numerical method for constructing the mean variance efficient frontier (in continuous
time). Any type of constraint can be applied to the investment policy.
Finally, we make a comparison of the three mean variance type strategies.
8.1 Future Work
Some directions for future research are:
• It is desirable to have a numerical method which guarantees convergence for the
time-consistent strategy. A major problem here is that, formulated as a system
of nonlinear DAEs, the scheme falls outside the current scope of viscosity solution
theory.
• It would be a challenge to develop a robust and efficient numerical scheme for
optimal stochastic control problems with multi-factor stochastic processes.
• There are also interesting economic issues involved concerning the appropriate choice
of pre-commitment, time-consistent, or mean quadratic variation policies. This the-
sis has focused on developing robust numerical methods for solving for the optimal
strategies. We leave the issue of the choice of the appropriate objective function to




Let Qni denote the vector of optimal controls at node i, time level n and set
an+1i = a(Si, τ
n, Qni ), b
n+1
i = b(Si, τ
n, Qni ), c
n+1
i = c(Si, τ
n, Qni ) . (A.1)













































Proof of Theorem 4.2
In this section, we show that problem (4.2.6) is equivalent to problem (4.2.1).
It is well-known that the points on the variance minimizing frontier can be character-
ized as solutions to the problem






Ept=0,w[WT ] = d
p ∈ P . (B.1)
Problem (B.1) is a convex optimization problem, and hence has a unique solution. We can
eliminate the constraint in problem (B.1) by using a Lagrange multiplier [51, 15, 77, 4, 37],






2 − d2 − γ(Ept=0,w[WT ]− d)] . (B.2)







which is the problem (4.2.6). Note that if for some fixed γ, p∗(t, w) is the optimal con-
trol of problem (B.3), then p∗(t, w) is also the optimal control of problem (B.1) with
d = Ept=0,w[WT ] [51, 15]. Conversely, if there exists a solution to problem (B.1), with
Ept=0,w[WT ] = d, then there exists a γ which solves problem (B.3) with control p
∗(t, w).
Hence, problem (B.1) and problem (B.3) are equivalent (i.e. they have the same optimal
control).
Since it is well-known that problem (4.2.1) is equivalent to problem (B.1) by choosing
the proper value for λ, problem (4.2.1) and problem (B.3) are also equivalent.
Remark B.1 (Efficient Frontier). The efficient frontier, as normally defined, is a portion
of the variance minimizing frontier. That is, given a point (Ep∗ [WT ],
√
V arp∗ [WT ]) on the
efficient frontier, corresponding to control p∗, then there exists no other control p̄∗ such
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that V arp̄∗ [WT ] = V arp∗ [WT ] with Ep̄∗ [WT ] > Ep∗ [WT ]. Hence the points on the efficient
frontier are Pareto optimal. From a computational perspective, once a set of points on the
variance minimizing frontier are determined, then the efficient frontier can be constructed
by a simple sorting operation.
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Appendix C
Numerical Test for λ(w)
In Remark 5.3, we mentioned that [16] suggests using a function λ = λ(w) for the risk





where θ is a given constant (as suggested in [16]). The efficient frontier can be traced out
by varying θ.
For this choice of λ(w), the efficient frontiers are shown in Figure C.1, with parameters
given in Table 4.2. The top three curves in Figure C.1 are the same efficient frontiers
in Figure 5.1 (from the solutions by using constant λ’s), and the lower two efficient
frontiers are from the solutions by using λ(w) = θ
w
. Note that we do not include the




is meaningless for a risk aversion
coefficient when w < 0. Even if we use λ(w) = θ|w| , this does not have much economic
justification.
Figure C.1 shows that it is less efficient to use λ(w) = θ
w
compared to constant λ as the
risk aversion coefficient. Hence, λ(w) = θ
w
is not a good choice for this case. Moreover,
when we use λ(w) = θ
w
, the bounded control case is more efficient than the no bankruptcy
case. This seems absurd. However, recall the discussion in Remark 2.3, the solution of
problem (5.2.2) may not be the efficient frontier solution as normally defined. Therefore,














Bounded Control (θ/w) No bankruptcy (θ/w)
Figure C.1: Time-consistent efficient frontiers (wealth case) for allowing bankruptcy
(D = (−∞,+∞) and Q = (−∞,+∞)), no bankruptcy (D = [0,+∞) and Q = [0,+∞))
and bounded control (D = [0,+∞) and Q = [0, 1.5]) cases. Parameters are given in
Table 4.2. Values are reported at (W = 1, t = 0). The top three curves are the same
efficient frontiers in Figure 5.1 (from the solutions by using constant λ’s), and the lower
two efficient frontiers are from the solutions by using λ(w) = θw .
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