A domain decomposition method is examined to solve a time dependent parabolic equation. The method employs an orthogonal polynomial collocation technique on multiple subdomains. The subdomain interfaces are approximated with the aid of a penalty method. The time discretization is implemented in an explicit/implicit nite di erence method. The subdomain interface is approximated using an explicit DufortFrankel method while the interior of each subdomain is approximated using an implicit backwards Euler's method. The principal advantage to the method is the direct implementation on a distributed computing system with a minimum of interprocessor communication. Theoretical results are given for Legendre polynomials while computational results are given for Chebyshev polynomials. Results are given for both a single processor computer and a distributed computing system. Key Words: domain decomposition, parallel processing, orthogonal polynomials. AMS(MOS) Subject Classi cations: 65C20, 65D99, 65L20, 65M70, 65N12, 65P05.
The treatment of the multi-domain approach and the subdomain interfaces has received a great deal of attention. Methods that have enforced strict continuity and smoothness conditions are among the many candidates that have been examined. While the solutions such methods generate are accurate and robust they require a global knowledge of the approximation. The approximation across all of the subdomains is used to insure the smoothness necessary. Examples of these techniques can be found in 7] .
Requiring that the approximation be considered across all of the subdomains can be a drawback. The principal thrust of our work focuses on applications to high speed parallel computing on distributed memory machines. The resources that are expended on the techniques described above is expensive on such machines. In order to get around this we examine methods that use more relaxed requirements on the boundary. Rather than enforce strict smoothness conditions the method places a penalty on approximations that are not smooth. The method examined is similar to the penalty method in 4], however, we examine the technique for parabolic problems and retain a time dependency. Other techniques that utilize a relaxation on the boundary include 3, 10] .
The spatial approximation technique that we use is a Chebyshev collocation method. Orthogonal polynomial techniques su er from many drawbacks. For example, the condition numbers of the matrices generated tend to be large; the condition number for the Chebyshev second derivative matrix on a grid of size N is O(N 4 ) compared to O(N 2 ) for a nite di erence method.
Despite the disadvantages orthogonal polynomials do give accurate approximations when the solutions are smooth. When the solutions have up to p continuous derivatives the accuracy of the approximation is of the order N ?p . More importantly the solutions generated can be calculated using a smaller number of points than other techniques such as nite difference and nite element methods. Because the equation examined is a heat equation the solution approximated tends to an in nitely smooth solution and orthogonal polynomials o er an accurate estimation of the solution.
Finally, the most unique aspect of the work demonstrated here is the method of the time discretization. The method presented is an explicit/implicit method. The subdomain interfaces are calculated using the explicit Dufort-Frankel method scheme and the interior of the subdomains are calculated using an implicit backwards Euler scheme. The collocation formula can be calculated in a straightforward manner. The approximations are projected onto the nite space of all polynomials of degree less than or equal to N and the space is denoted P I N . Note that the projection operator yields the unique polynomial interpolating the Gauss-Lobatto quadrature points, and the extrema of the Chebyshev polynomial T N (x) coincide with the Gauss-Lobatto quadrature points. Since T N (x) is a polynomial and continuous it's derivative is zero on the grid points. The Lagrange polynomial that interpolates the points ij can be written in terms of T N (x):
The collocation projection operator yields the interpolating polynomial on the grid points and is written in terms of t j (x) 1]:
Derivatives of P N f are calculated by nding the derivatives of t j (x). When the projection is written as a column vector, the derivatives can be written as a matrix multiplication:
f (x j )t 00 l (x l ) (2. The Chebyshev second derivative matrix is found by evaluating the second derivative of the interpolating polynomial, t j (x), on the Gauss-Lobatto quadrature 6]: The second derivative matrix is modi ed slightly in applications to accommodate boundary conditions. The top and the bottom rows are replaced with zeros. This is used to solve the heat equation with zero boundary conditions. In their work, Gottlieb & Lustman showed that the matrix is stable and the eigen values are real, distinct, and negative 6, p. 5]. These results were further generalized in 8] for generalized boundary conditions. (2.2) Legendre Polynomials One simple weight function is the identity, w(x) = 1.
Polynomials generated by this weight are known as the Legendre polynomials and are denoted as L k (x). Unfortunately the Gauss-Lobatto quadrature is not known in a closed form. The quadrature has to be calculated and the grid points are denoted as x j and the weights are denoted as w j for 0 j N . The collocation derivatives can be calculated using the Lagrange polynomial that interpolates the points ij :
The result is the second derivative collocation matrix is written in terms of the associated Lagrange polynomial:
The derivative matrices are established using the same method as the Chebyshev derivative matrices. The second derivative Legendre matrix has similar properties to that of the corresponding Chebyshev matrix. The order of the matrix is O(N 4 ) and all of the eigen values are real, negative, and distinct 11, p. 313]. The rst example will examine a heat equation on two domains. In order to simplify the analysis a simple domain is chosen and the number of collocation points is the same on both subdomains. In the spacial discretization a penalty method is employed to approximate the solution at the subdomain interface. First the second derivative is approximated by averaging the second derivatives across the subdomain interface: I (u I 0 ) xx + II (u II N II ) xx . Next, a penalty is added that is in proportion to the di erence between the rst derivatives at the subdomain interface: ((u II N II ) x ?(u I 0 ) x ). The values for I , II , and are found in the following stability analysis. The result is an approximation for the time derivative at the subdomain interface: The solution is written as a column vector on the Legendre Gauss-Lobatto points: For a given subdomain, l, the penalty method gives the following equation on the interior of a subdomain:
The averaging and penalty weights give a condition on the subdomain interfaces for t > 0: The averaging and penalty weights yield a similar collocation matrix as in equation (3.13) and the results from equations (3.9) and (3.7) still hold when extended to the general case. Just as in theorem 3.1.1 the time derivative of the weak energy can be shown to be bounded and the method is stable. 2 (4) Time Discretization
The spatial approximations used are an orthogonal polynomial collocation method. The spatial discretizations are written in terms of families of orthogonal polynomials. The time discretizations, on the other hand, are made using standard nite di erence techniques. The two techniques we use are the Dufort-Frankel method to solve for the solution on the subdomain interface and the implicit backwards Euler method to solve for the solution on the interior of each subdomain. The two methods are combined in an explicit/implicit method.
(4.1) The Explicit/Implicit Method The penalty method can be implemented using an explicit/implicit technique. The interior of the subdomains are approximated using an implicit technique. In particular, a backwards Euler scheme is used. However, to use the implicit method an a priori knowledge of the subdomain interface is needed. This information is calculated using an explicit method. Working together the two methods are used to calculate a solution on each subdomain.
First the explicit method is used to calculate a solution on each subdomain interface. This is done with the penalty method via the Dufort-Frankel scheme. Once a future value is known on the interface the interior is calculated using an implicit method.
The advantage to such an approach is to take advantage of the inherent stability of an implicit scheme. Domain decomposition is an ideal way to exploit this. The principle disadvantage of an implicit scheme is the di culty in inverting the associated matrices. Using a domain decomposition method, however, allows the use of a smaller grid on each individual subdomain. Consequently, smaller matrices are generated within each subdomain and the matrices can be inverted in parallel.
(4.
2) The Explicit Method Before the implicit method is used to calculate the value of the interior of a subdomain the future value on the subdomain interface is calculated using an explicit method. On the subdomain interface the future time step is calculated using the Dufort-Frankel method: The operator S is the penalty method approximation at the subdomain interface (equa- (4.
3) The Implicit Method Once the future value at the subdomain interface is known the interior of a subdomain is calculated using an implicit method. In the one-dimensional case this is done using a backwards Euler equation. In the two-dimensional case, however, a splitting method is used. The method is solved in an implicit manner in alternating directions. N is the second derivative operator on P I N . In the case examined we use a Chebyshev second derivative collocation matrix. As shown in 6, p. 5] the Chebyshev second derivative matrix has real, negative, and distinct eigen values when used with Dirichlet boundary conditions. (4.3.2) Two Dimensional Implicit Method Implementing an implicit method in the two dimensional case requires solving a larger system than the one dimensional case. In order to reduce the complexity of the problem a splitting method is used. In the splitting method an implicit solution is sought at each time step but in alternating directions 9, p. 180].
In the two dimensional case, in one step an implicit solution is sought in the y-direction while in the following step an implicit solution is sought in the x-direction:
Step n: Step n + In practice, for grids of size N x in the x-direction and size N y in the y-direction, the second derivative matrices are of size N x xN x and N y xN y for the x and y derivative matrices, respectively. The approximation u n is a N x xN y matrix and the inverse operation takes place on a column by column basis. The resulting operation proceeds in each of the columns of the matrix u n .
The analysis of the splitting method proceeds in a di erent manner. First the approximation u n is arranged in a vector. The entries are formed by arranging the column such that the rst N x entries are from the rst row of the matrix u n and the next N x entries are from the second row of u n . This process proceeds until all of the rows of u n have been assigned.
The derivative matrices are constructed accordingly: The steps in equation (4.4) are rst solved in terms of the highest time level:
Step n:
(I ? 4t Again, as shown in 6, p. 5], the Chebyshev second derivative operator is stable and the splitting method is a stable method.
(5) Results Results are presented for four di erent cases. The results of the penalty method are given for the penalty method in one-dimension with a single processor and for a distributed machine. Results are also given for the two-dimensional case for both the single processor and the distributed machines. The single processor machine examined is an IBM RISC/6000 and the distributed machine is an Intel iPSC/i860 with thirty-two nodes.
For the one-dimensional case the following equation is examined: . The cases presented are from runs on a single processor machine. Tables (1) and (2) are for test runs where the time step, 4t, is constant while tables (3) and (4) modify the time step so that the ratio 4t 4x 2 is constant (4x is taken to be the minimum distance between grid points). Tables (2) and (4) are the ideals and are used to compare the results of the penalty method.
In table (1) the increase in the number of subdomains requires an increase in the number of iterations to solve for the steady state. However, once the ratio 4t 4x 2 becomes small enough the number of iterations is reduced. This is demonstrated in table (3) where the number of iterations decreases. Once the number of subdomains is more than 16, though, more iterations are required.
Figure (3) represents the times given in tables (1) and (2). Figure (4) is from tables (3) and (4). In gure (3) the time required to calculate the steady state solution decreases consistently but the rate of decrease is not as rapid as for the ideal case. In gure (4), however, the rate of decrease is steeper than the ideal case until the number of subdomains is more than 16. . The cases presented are from runs on a distributed machine. Tables (5) through (7) are for test runs with constant time step 4t. Tables (8) through (10) are for test runs with constant ratio 4t 4x 2 . In tables (6) and (9) the true time dependent solution is enforced at the subdomain interface but the interprocessor communication is retained. In tables (7) and (10), however, the true solution is enforced at the subdomain interface and the interprocessor communication is retained. The later case is an ideal and is used to measure the overhead associated with communication costs. . The cases presented are from runs on a single processor machine. Tables (11) and (12) are for trial runs from the single processor case and both use a constant time step. Table ( 11) is a trial in which the penalty method is employed while table (12) is a trial in which the true time dependent solution is enforced at the subdomain interface.
Figure (7) is a plot of the times from tables (11) and (12). Once the number of subdomains increases beyond four the amount of time required begins to grow. The time required to calculate the extra iterations grows faster than the time savings of calculating the smaller matrices. There were di culties implementing the penalty method in two dimensions. To avoid instabilities the values at the subdomain interfaces were rst calculated using the penalty method and the nal value was calculated by averaging the new approximation and the two previous time levels. . The cases presented are from runs on a distributed machine. Tables (13) through (15) are for trial runs on the distributed machine. Table ( 13) is a trial in which the penalty method is emplyed, table (14) is a trial in which the true time dependent solution is enforced at the subdomain interface but the interprocessor communication is retained, and table (15) is a trial using the true solution at the subdomain interfaces with no interprocessor communication.
Figure (8) is a plot of the times from tables (13) through (15). Here the amount of time required decreases until the number of subdomains becomes greater than eight. As the number of subdomains increases to four the rate of decrease in the time required matches that of the ideal case.
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