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ABSTRACT
In addition to spectral information acquired by traditional multi/hyperspectral systems,
passive electro optical and infrared (EO/IR) polarimetric sensors also measure the
polarization response of different materials in the scene. Such an imaging modality can
be useful in improving surface characterization; however, the characteristics of
polarimetric systems have not been completely explored by the remote sensing
community. Therefore, the main objective of this research was to advance our knowledge
in polarimetric remote sensing by investigating the impact of polarization
phenomenology on material discriminability. The first part of this research focuses on
system validation, where the major goal was to assess the fidelity of the polarimetric
images simulated using the Digital Imaging and Remote Sensing Image Generation
(DIRSIG) model. A theoretical framework, based on polarization vision models used for
animal vision studies and industrial defect detection applications, was developed within
which the major components of the polarimetric image chain were validated. In the
second part of this research, a polarization physics based approach for improved material
discriminability was proposed. This approach utilizes the angular variation in the
polarization response to infer the physical characteristics of the observed surface by
imaging the scene in three different view directions. The usefulness of the proposed
approach in improving detection performance in the absence of apriori knowledge about
the target geometry was demonstrated. Sensitivity analysis of the proposed system for
different scene related parameters was performed to identify the imaging conditions
under which the material discriminability is maximized. Furthermore, the detection
performance of the proposed polarimetric system was compared to that of the
hyperspectral system to identify scenarios where polarization information can be very
useful in improving the target contrast.
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CHAPTER 1
Introduction

1.1 Research objectives
Traditional optical remote sensing sensors acquire spatial and spectral
information. More recently, spectropolarimetric imaging sensors have been developed to
acquire spatial, spectral and polarization information. Such an imaging modality offers a
complete optical description of a surface that can be utilized in identifying objects with
complex morphological and camouflaged structures. A thorough understanding of the
polarization phenomenology is required to effectively exploit the polarimetric
information in remote sensing applications for improved material discrimination. This indepth analysis of a polarimetric remote sensing system, however, will require extensive
polarimetric data measurements at various imaging configurations. In such cases,
synthetic data generation tools that mimic real-world imagery with high fidelity are of
great value. This research will highlight the effectiveness of using the Digital Imaging
and Remote Sensing Image Generation (DIRSIG) model in understanding the passive
electro-optical polarization phenomenology and in performing sensitivity analysis of a
polarimetric remote sensing system. Hence the main objectives of this research include
1

(1)

Validating the capability of DIRSIG in polarimetric image modeling and
simulation.

(2)

Investigating the impact of system parameters on material discriminability in
polarimetric images.
The vector directional property of radiation from a remotely sensed surface,

indicated by polarization, varies with different scene related parameters such as
illumination type, observation time, atmospheric condition and object geometry. This
variability will influence the separability of materials in the scene and therefore it is
important to identify the imaging configurations that maximize the material
discriminability in polarimetric images. Moreover, sensor viewing geometry will
introduce additional variability in the observed polarization information and therefore
polarization physics needs to be incorporated in approaches that aim to maximize
material discriminability in polarimetric images. But this comprehensive analysis will
require making polarimetric observations at several imaging configurations. So it is
advantageous to use synthetic polarimetric imagery simulated using DIRSIG for this
polarization phenomenology study. However, prior to using the synthetic data it is
essential to confirm the accuracy of polarized radiance prediction by DIRSIG.

1.2 Research approach
In polarimetric remote sensing systems, the sensor reaching polarized radiance
can be approximated by the sum of three radiance sources, namely, the unpolarized
sunlight reflected by the surface, surface reflected skylight which is the downwelled
component, and the upwelled atmospheric component that scatters along the sensor path.
2

The DIRSIG validation phase of this research aims to verify the correctness of
implementation and integration of each link in the polarimetric imaging chain within the
simulation model. This was achieved by demonstrating that DIRSIG can precisely
replicate the optical polarization phenomena that occur in nature. A theoretical
framework for validation of DIRSIG in predicting the polarized signatures within a
natural scene was developed. Theoretical polarization vision models (Chapter 3)
developed for animal vision studies and industrial defect detection applications were used
in this analysis.
A polarization physics-based approach for improved target-background
discriminability was proposed and the usefulness of the approach in improving detection
performance in the absence of a priori knowledge about the target geometry was
demonstrated (Chapter 4). The main objective of identifying the influence of system
parameters on the observed material discriminability using the proposed approach was
accomplished by quantifying the material discriminability and then analyzing the
measured discriminability at various imaging configurations. In general, statistical
classification techniques that exploit dissimilarity in the polarimetric response of the
materials can be used to quantify the material discriminability. However, the
quantification results will also depend on the statistical framework of the technique. In
order to have a ‘generalized’ quantification of material discriminability, the well-known
contrast metric was used to measure the polarimetric dissimilarity for each targetbackground pair within a simple scene. Analyzing this direct indicator of discriminability
at varying imaging configurations, the optimal imaging conditions to achieve maximum
material discriminability were identified.
3

This analysis was then extended to a more realistic remote sensing scene that
contains both spatial variability and multiple target-background materials. In this case, an
automatic anomaly detection algorithm was employed to quantify the target
discriminability in the scene. These results were integrated with the former contrast
analysis observations to interpret the effects of scene induced complexities on material
discriminability. Furthermore, the detection performance of the proposed polarimetric
system was compared to that of the multispectral system to identify scenarios where
polarization information can be very useful in improving the target contrast.

1.3 Research contributions
The major contributions of the proposed research are listed below:
(1)

Validated the accuracy of integration of the polarized version of MODerate
resolution atmospheric TRANsmission (MODTRAN) code within the DIRSIG
model by performing skylight polarization analysis.

(2)

Validated the correctness of integration of skylight polarization component with
the surface reflection polarization inside DIRSIG using water surface reflected
skylight analysis.

(3)

Verified the accuracy of DIRSIG in modeling the surface reflection polarization
phenomenology by examining the relationship between surface reflection
polarization parameters and object geometry for objects with different optical
properties.

4

(4)

Confirmed the accuracy of DIRSIG in calculating the polarized upwelled term
and its integration with the surface reflection polarization component using a
traditional remote sensing calibration technique.

(5)

Proposed a polarization physics-based approach, which utilizes the polarimetric
information observed at multiple sensor view angles, for improved targetbackground discriminability and demonstrated the usefulness of the approach in
improving detection performance in the absence of a priori knowledge about the
target geometry.

(6)

Performed quantitative analysis of material discriminability in polarimetric
images using the proposed approach to identify the effect of various scene related
parameters. Analyzed the material discriminability in a realistic scene and
identified scenarios where polarization information can improve target
discriminability.

1.4 Thesis outline
Polarization phenomenology is introduced in Chapter 2 with emphasis on theory
and a mathematical description of the polarization state of light. This chapter continues
with the description of the major sources of terrestrial polarization in the visible spectra,
which is then followed by a review of polarized radiation measurement methods.
Since this research aims to demonstrate the utility of DIRSIG in polarization
phenomenology studies, the correctness of polarization prediction of DIRSIG is verified
in Chapter 3. Analysis of skylight polarization and water surface reflected skylight were
used in demonstrating the accurate implementation and integration of the described
5

polarimetric image chain within DIRSIG. Furthermore, the relationship between surface
orientation and the predicted polarization signature was verified by analyzing the
observed polarization parameters of a hemispherical object. A traditional remote sensing
calibration technique was used to verify the effects of upwelled polarization component
on the observed surface reflection polarization.
Chapter 4 begins with a detailed description of the polarization phenomenology
study to explore the underlying relationship between the polarimetric system parameters
and the polarimetric properties of the scene. It also presents a polarization physics-based
approach for improved target-background discriminability and demonstrates the
usefulness of the approach in improving detection performance in the absence of a priori
knowledge about the target geometry. This chapter also provides the results of sensitivity
analysis of material discriminability in a simple scene for different target background
combinations. In addition, the detection performance of the proposed multi-view
polarimetric system is compared to that of the multispectral system to identify scenarios
where polarization information can be useful in improving the target contrast.

6

CHAPTER 2
Polarimetric imaging: Theory

2.1 Light and polarization
Light is defined as a transverse electromagnetic wave which vibrates
perpendicular to its direction of propagation. As shown in Figure 2.1, a wave propagating
in the Z direction and vibrating in the XY plane can be completely characterized using (i)
amplitude, (ii) wavelength and (iii) direction of wave oscillation. While the amplitude is
indicative of the brightness, the color of light is typically characterized by its wavelength.
It is the transverse vibration of the electric field component in the electromagnetic wave
that is usually used to describe the polarization state of light and thus polarized light has a
preferred plane of vibration (Goldstein 2003). Linearly polarized light is generated when
the plane of vibration of the electric field component is in a single fixed plane.
Elliptically or circularly polarized light arises when the tip of the electric field describes
an ellipse or a circle in any fixed plane intersecting, and normal to, the direction of
propagation. Light waves with electric fields vibrating in more than one plane in a
random fashion are referred to as unpolarized light. The most important source of light in
nature is sunlight which originally is unpolarized but during the process of its
7

transmission can be converted into totally or partially polarized light. To detect
polarization phenomenology that frequently occurs in nature, polarizing filters are
required since the human eye is ‘polarization blind’.

Figure 2.1: Light wave representation.

2.2 Polarization state of light description
The electric field vector of an electromagnetic wave propagating in Z direction
given by

E  E0  ei (t  kz  )

(2.1)

can be decomposed into two orthogonal components

Ex  E0 x  e 

i t  kz x 

E y  E0 y  e



i t  kz  y



 E0 x  cos t  kz  x 
 E0 y  cos t  kz   y 

(2.2)

Here x and  y are the phase angles of Ex and E y with peak amplitudes E0 x and E0 y . k
and  correspond to the wavenumber and angular frequency respectively.
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A pair of time dependent sinusoidal waves is obtained by normalizing these
components
Ex
 cos t  kz  x   cos t  kz   cos x   sin t  kz   sin x 
E0 x

Ey
E0 y

 cos t  kz   y   cos t  kz   cos  y   sin t  kz   sin  y  .

(2.3)

(2.4)

Frequency dependency can be removed by multiplying equation (2.3) by sin  y  and

equation (2.4) by sin x  and subtracting from each other. Likewise equations (2.3) and
(2.4) are multiplied by cos  y  and cos x  and again subtracted to get
E
Ex
sin  y   y sin x   cos t  kz   cos x   sin  y   sin x   cos  y   (2.5)
E0 x
E0 y
E
Ex
cos  y   y cos x   sin t  kz   cos x   sin  y   sin x   cos  y   .(2.6)
E0 x
E0 y
Recognizing sin( y  x )  cos x   sin  y   sin x   cos  y  and squaring and adding
equations (2.5) and (2.6) we get
2

 Ex   E y   Ex E y 
2

   2 
  cos    sin   ,

  
 E0 x   E0 y   E0 x E0 y 
2

(2.7)

where    y  x is the phase difference between the two orthogonal electric field
components. This is the equation of the polarization ellipse traced by the tip of the
electric field vector and the mathematical description of the elliptical polarization. Two
special cases of the elliptical polarization namely linear and circular polarization are
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determined by the phase difference between the orthogonal wave components. Linear
polarization occurs when   0 or  and is given by
2

 Ex   E y   Ex E y 

   2 
  0 ,

  
 E0 x   E0 y   E0 x E0 y 
2

(2.8)

which is further reduced to
2

 Ex
E 
 y  0


 E0 x E0 y 
.
Ey
Ex


E0 x E0 y

(2.9)

Circular polarization arises when the phase difference   between the two orthogonal
electric field components is 



. Then equation (2.7) reduces to a familiar form of

2

equation of a circle which is given by
2

 Ex   E y 
  1 .

  
 E0 x   E0 y 
2

(2.10)

2.3 Polarization parameters
Stokes (1852) showed that with some algebraic manipulation including taking the time
averages, equation (2.7) can be written as,

E

2
0x

 E02y    E02x  E02y    2 E0 x E0 y cos     2 E0 x E0 y sin   .
2

2

2

2

Then each term in equation (2.11) is used to define the Stokes vector  S  as,
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(2.11)

2
2
 S0   E0 x  E0 y 
 S   E2  E2 
1
0x
0y
.
S 

 S2  2 E0 x E0 y cos  

  
 S3   2 E0 x E0 y sin  

(2.12)

In equation (2.12), the components of the Stokes vector are defined as follows: S0 is the
total intensity of light, S1 is the preponderance of horizontally polarized light over
vertically polarized light, S2 is the preponderance of light polarized at +45 over -45
and S3 is the preponderance of right circularly polarized light over left circularly
polarized light. The state of polarization of light can be expressed using the Degree of
Polarization (DOP) and Angle of Polarization (AOP), which can be derived from the
Stokes parameters (Hecht 1990) using,

S
DOP 

2
1

AOP 

1

 S22  S32  2
S0

and

S 
1
tan 1  2  .
2
 S1 

(2.13)

(2.14)

In traditional remote sensing, intensity is the parameter that is usually measured,
whereas in polarimetric imaging additional information about the state of polarization is
also measured by observing S1 and S2 . Circular polarization is usually assumed to be
negligible in remote sensing (Egan 1985; Tyo et al. 2006) and the Degree of Linear
Polarization (DOLP) is defined as

S
DOLP 

2
1

11

 S 22 

1/ 2

S0

.

(2.15)

2.4 Generation of polarized light in nature
The most important source of light in nature is the unpolarized sunlight. However,
processes such as reflection, refraction and scattering produce polarized light (Können
1985). Unpolarized light that falls on an object will be emitted as polarized light due to
the resulting vibration of the electrons in the object that can oscillate in the same
direction as the vibrations of the incident light. Thus the transverse nature of light waves
converts the unpolarized light to polarized light.

2.4.1 Polarization by scattering
Scattering occurs due to transmission of light in all directions by particles which
are smaller than the wavelength of light. Usually the DOP is at the greatest when
scattering results in a change of direction of the incident light at about 90 from the
original direction of propagation. This angle is called the scattering angle which
represents the angular distance between the original light source and the point of
observation. For example, molecules in the atmosphere or miniscule dust particles will
result in totally linearly polarized light at a scattering angle of 90. The DOP will be very
small when observed around the sun and almost negligible at scattering angles of
0(forward scattering direction) and 180(backward scattering direction). There is no
circular polarization at any scattering angle. Also the polarized light vibrates
perpendicular to an imaginary plane including the source, the scattering center and the
point of observation. As a result, the pattern of polarization (Matchko and Gerhart 2005)
produced by scattering is always tangential with respect to the original source as shown
in Figure 2.2.
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Figure 2.2: Polarization pattern produced by scattering of sunlight.

2.4.2 Polarization by reflection and refraction
When light is incident on large smooth surfaces of metals or dielectrics, the
electric field of the incident light wave causes the electrons near the surface to vibrate
and reradiate as reflected rays. During this process, a portion of the incoming beam also
penetrates the material and this transition from one medium to another that changes the
direction of propagation is known as refraction. The index of refraction (nˆ ) of the
material indicates the degree to which the refraction process can occur. The incident,
reflected and the refracted light rays lie on the same plane called the plane of incidence
(POI) as shown in Figure 2.3. The angle that the incident and the reflected light makes

with the surface normal is called the angle of incidence and reflection. Conversion of
unpolarized light to linearly polarized light is possible during reflection and refraction;
however, the resulting polarization pattern will differ from one another. While the
13

refracted wave is polarized in a direction parallel to the POI, the reflected wave is
polarized in a direction perpendicular to the POI. Therefore, when unpolarized light
illuminates the object, the surface reflection and refraction processes generate
horizontally and vertically linearly polarized light as shown in Figure 2.3. Also, the DOP
of the reflected and the refracted light depends on the index of refraction of the material
and the angle of incidence.

Figure 2.3: Polarization pattern produced by reflection and refraction.

Light reflected from the surface of most types of materials can be separated into
two major components: first surface reflection and body or volume reflection. It is
necessary to make the distinction between these two kinds of interaction which have
totally different effects on the polarization of the reflected light. As shown in Figure 2.4,
first surface reflection takes place at the interface between air and matter when the
14

incident light reflects immediately off the surface. Body reflection occurs when the light
wave penetrates the object, undergoes multiple scattering due to the inhomogeneities
inside the material and then reflects back into the air. Due to the random nature of
internal scattering as shown in Figure 2.4, the light becomes depolarized which is the
opposite of the first surface scattering that linearly polarizes the incident unpolarized light
as shown in Figure 2.3. Also the internal scattering is responsible for color by selective
spectral absorption. The interfaces of smooth, transparent objects cause less body
reflection or absorption as opposed to opaque objects.

(a)

(b)

Figure 2.4: Surface scattering phenomenon (a) First surface reflection and (b) Body reflection.

The first surface reflection polarization component of the electric field
perpendicular to the POI is called s-polarization and the component parallel to the POI is
termed p-polarization. The Fresnel coefficient of reflection (Hecht 1990) is defined as the
ratio between the amplitude of the reflected and the incident light. Rs and R p are the
Fresnel coefficients of reflection with respect to the perpendicular and the parallel plane
to the POI, respectively
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Rs

 A  cos   

 A  cos   

2

 B2

2

 B2

  A  sin   tan   2  B 2 

and R p  Rs 
2
  A  sin   tan     B 2 



(2.16)

where
A

C D
,B 
2

C D
, C  4nr 2 kr 2  D 2 and D  nr 2  kr 2  sin 2   , (2.17)
2

with the complex refractive index of the material nˆ  nr  ikr and reflection angle 
measured with respect to the surface normal. DOP is then defined using the Fresnel
coefficients as
DOP  , nr , kr  

Rs  R p
Rs  R p

,

(2.18)

where
cos(2 )  cos(i ) cos( r )  sin(i ) sin( r ) cos(i  r )

(2.19)

with (i , i ) and ( r ,  r ) corresponding to source elevation and azimuth angles and
observation elevation and azimuth angles. Figure 2.5 illustrates the dependency of
polarization on angle of incidence in forward scattering direction for a dielectric and a
metallic surface.
The angle at which the maximum reflection polarization occurs is known as the
Brewster’s angle b  which is given by
 nˆb 

 nˆa 

b  arctan 

(2.20)

where nˆa and nˆb are the refractive indices of material a and b. In contrast to scattering
polarization, the maximum DOP for reflection polarization always happens at an angle
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lower than 90°. In the case of external reflection

nˆb
 1 , so it immediately follows that
nˆa

b  90°. For example, the Brewster’s angle for glass (nˆb  1.5) and a metal

 nˆ

b

 1.94 1+2.7i   surface in air (nˆa  1) is 56.31° and 79.85° respectively. Moreover,

R p  0 at the Brewster’s angle for glass surface. Since the index of refraction for a given
material changes depending on the wavelength of light, Brewster's angle will also vary
with wavelength.
1
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Figure 2.5: DOP of surface reflected light as a function of reflection angle for (a) glass and (b) metal.

Also, from Figure 2.5 it can be identified that polarization information is very
useful in discriminating electrically conducting materials such as metals and dielectrics.
The main difference between bare metals and dielectrics is that the former reflects light
with higher efficiency but has lower polarizing capability. Moreover, at grazing incidence
angles the reflected polarization of metals reaches its maximum. These two polarization
properties were found to be useful in classifying such material types. Wolff (1990)
demonstrated the capability of polarization based methods to segment material surfaces
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according to varying levels of relative electrical conductivity. Egan (2004) improved the
detectability of vehicles and personnel in desert background and foliage utilizing the
surface reflection polarization information. Previous research (Egan 2000; Egan and
Duggin 2000, 2002; Jones et al. 2006; Jong et al. 2000) has also shown that various
manmade objects were discriminated from natural backgrounds using the distinct
polarization properties of these materials.
Reflected polarized visible light was used to detect scene surface roughness due to
the underlying differences in the scattering mechanisms of smooth and rough surfaces.
Laboratory and field studies (Coulson 1966; Raven et al. 2002) have been performed to
demonstrate the utility of the polarization property in soil mapping. Polarimetric
characteristics of soil was used to distinguish soil types, which differ in their moisture
content (Curran 1978, 1979) and particle size (Genda and Okayama 1978). Also the
polarization of reflected light provides valuable information for characterizing vegetation
types (Curran 1981, 1982; Egan 1970; Egan et al. 1992; Raven et al. 2002; Vanderbilt et
al. 1985a; Vanderbilt et al. 1988; Vanderbilt et al. 1985b) with surface structural
variations.

2.5 Measurement of the state of polarization
Conventional panchromatic cameras measure the intensity of optical radiation
over a single spectral band. Spectral imaging systems measure the intensity over a
number of spectral bands, which can range from three as in a color camera through
multispectral systems that measure a few spectral bands to hyperspectral systems that
measure hundreds of spectral bands. These systems provide information about the
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spectral properties of materials in the observed scene. Imaging polarimetry (Clarke and
Grainger 1971) seeks to measure information about the vector nature of the optical field
across the scene by sampling in polarization angle space.

2.5.1 Polarizer
A polarizer (Goldstein 2003) is a device that converts an unpolarized light beam
into a beam with a single polarization state. Polarizers are divided into two general
categories namely absorptive polarizers and beam splitting polarizers. Absorptive
polarizers are based on the phenomenon of polarization by selective absorption or
dichroism (Hecht 1990), which is caused due to absorption anisotropy in materials. The
simplest polarizer is the wire grid polarizer, which consists of a regular array of parallel
metallic wires, placed in a plane perpendicular to the incident beam. The electric field
that is parallel to the wires causes the electrons in the wires to vibrate and acts as a
metallic surface that reflects light. But for the electric field that is perpendicular to the
wires, the electrons cannot move across the wire and therefore the incident wave travels
through the grid. Since the electric field component parallel to the wires is reflected, the
transmitted wave is linearly polarized in the direction perpendicular to the wires. The
intensity of transmitted light depends on the relative orientation between the polarization
direction of the incoming light and the polarization axis of the polarizer. Unlike
absorptive polarizers, beam splitting polarizers do not absorb but split the incident beam
into two fully polarized beams with orthogonal polarizations. Beam splitting polarizers
(Tyo et al. 2006) are used in applications where both the polarization components are
analyzed simultaneously.
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2.5.2 Imaging polarimetry
The difference in the electrical characteristics of materials causes differences in
how the light reflects off these surfaces. According to the Fresnel reflection theory,
dielectric surfaces strongly polarize light upon surface reflection and a significantly
higher conductivity of the material makes surface reflected light much less partially
polarized. The polarization state of a partially linearly polarized light wave is studied by
considering it as a sum of two components: a completely linearly polarized and a
completely unpolarized light. Therefore, a polarization sensor has to compute the
magnitude of the light, the proportion and the angle of the linearly polarized component
and this is achieved by rotating a polarizer in front of a camera (Wolff and Boult 1991).
The relationship between the magnitude of the transmission of a partially
polarized light wave  I  through a linear polarizer and the angle of polarization axis of
the polarizer   is described using a sinusoidal function as

I 

I max  I min
I I
cos  2  2  AOP   max min
2
2

(2.21)

where I min and I max represent the minimum and the maximum magnitudes observed
through the polarizer. The observed variation in the light intensity, which is reflected off
the surface of a 50% horizontally polarized target, as a function of polarizer orientation
angles is shown in Figure 2. 6. DOLP can also be written in terms of observed light
intensities as

S
DOLP 

2
1

 S22 

1/ 2

S0
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I max  I min
.
I max  I min

(2.22)

By substituting DOLP from equation (2.22), equation (2.21) can be rewritten as

I 

S0
 DOLP  cos  2  2  AOP   1
2 

(2.23)

From equation (2.23) it can be immediately recognized that I  I max when   AOP . In
other words, the observed intensity reaches its maximum value when the polarizer
orientation aligns with the polarization angle of the surface reflected light. It can also be
identified from Figure 2. 6 that DOLP 

I max  I min
 0.5 at   0 and the estimation of
I max  I min

the polarization parameters requires infinite polarizer orientation samples. However, it
can be seen from equation (2.23) that a reliable estimate of the polarization characteristics
of the surface can be obtained from images observed at three different polarizer
orientations.

Figure 2. 6: Sinusoidal representation of the observed intensity through a linear polarizer.
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2.5.3 Polarization measurement methodologies
As stated earlier, it is essential to measure the polarization state of light accurately
and this section presents different measurement methods that are widely used in
polarimetric imaging.

(a)

Pickering’s method
Solomon (1981) reviews the principles of single parameter polarimetric imaging

and introduces the concept of multi parameter Stokes vector imaging. Measurements of
polarization were made at increments of 45 using linear polarizers. It is indicated that
the application of this methodology is effective in remote sensing applications such as
feature discrimination and identification. Stokes vector image construction is achieved by
using equation (2.24) where I 0 , I 45 and I 90 are the observation images.
S0  I 0  I 90
S1  I 0  I 90

.

(2.24)

S 2  2 I 45  I 0  I 90

(b)

Modified Pickering’s method
Walraven (1981) modified the Pickering method and derived the Stokes images as

in equation (2.25) using an additional observation made at 135.
S0 

1
2

 I 0  I 45  I90  I135 

S1  I 0  I 90

.

S 2  I 45  I135

(c)

Fessenkov’s method
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(2.25)

Prosch et al. (1983) developed a new polarimetric imaging technique using three
linear polarizer orientations at 0, 60 and 120. The visual analysis results demonstrate
increased target contrast using this method. The Stokes images are calculated using

S0 

2
3

 I 0  I 60  I120 

S1 

2
3

 2 I 0  I 60  I120  .

S2  

2
3

(2.26)

 I120  I 60 

where I 0 , I 60 and I120 are the measured polarimetric images. DOP and AOP can then be
estimated using equations (2.13) and (2.14) with the Stokes images calculated using
equation (2.24), (2.25) or (2.26).

Figure 2.7: Polarization measurement: (a) Filtering concept, (b) Pickering’s method, (c) Modified
Pickering’s method, and (d) Fessenkov’s method

23

Figure 2.7 presents a summary of these measurement techniques with the corresponding
filter orientations. It should be noted that the irradiance measured with the linear polarizer
oriented to transmit at an angle  is with reference from the horizontal axis.

2.6 Summary
This chapter presented the theory on the polarization property of light and the
mathematical description of different types of polarization namely elliptical, linear and
circular polarization. Sunlight is originally unpolarized, however, processes in nature
such as scattering, reflection and refraction convert it into totally or partially polarized
light. Different scattering mechanisms and their impact on the polarization characteristics
of the reflected light was also discussed. This description also provided an introduction to
the first surface reflection polarization phenomenology and indicated the importance of
understanding the effect of reflection on the state of polarization in order to effectively
use

the

polarimetric

information

for

improved

surface

characterization

and

discrimination. Measurement of information about the vector nature of the optical field
across the scene using an imaging polarimetry that samples in the polarization angle
space was addressed. Different measurement methodologies useful in the study of the
polarization state of a partially linearly polarized light were also discussed. Polarization
phenomenology will be discussed in more detail in Chapter 3 and will be used in
developing a theoretical framework for validating the capability of DIRSIG in
polarimetric image modeling and simulation.
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CHAPTER 3
Validation of DIRSIG polarimetric image modeling and
simulation

3.1 Introduction
The passive electro-optical and infrared (EO/IR) polarized imaging modality is of
interest to many because it potentially offers unique phenomenology compared to
traditional multispectral and hyperspectral systems. The degree of polarization for manmade objects in the EO/IR region is useful because the natural backgrounds are
predominantly unpolarized at these wavelengths. A complete understanding of
polarization phenomenology is required to effectively use the polarimetric information
for improved surface characterization and discrimination. As the interest in polarization
sensitive imaging systems increases, the Digital Imaging and Remote Sensing Image
Generation modeling tool (DIRSIG 2004) that can be used to perform instrument trade
studies and to generate data for algorithm testing, was adapted to correctly predict the
polarization signatures. The incorporation of polarization into the image chain simulated
by this tool needed to address the modeling of the natural illuminants (e.g. Sun, Moon,
Sky), background sources (e.g. adjacent objects), the polarized Bidirectional Reflectance
Distribution Function (pBRDF) of surfaces, atmospheric propagation (extinction,
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scattering and self emission) and sensor effects (e.g. optics, filters). Although, each of
these links in the image chain may utilize unique modeling approaches, they must be
integrated under a framework that addresses important aspects such as a unifiedcoordinate space and a common polarization state convention. This chapter includes the
theory utilized in the modeling tools incorporated into the image chain model to integrate
these links into a full signature prediction capability. This chapter also presents a
theoretical framework for validation of DIRSIG in predicting the polarized signatures
within a natural scene. As a part of this effort, theoretical and empirical models will be
used to demonstrate the correctness of implementation and integration of the polarimetric
image chain within DIRSIG.

3.2 DIRSIG polarimetric imaging: Validation methodology
The Digital Imaging and Remote Sensing Image Generation (DIRSIG) model is a
high fidelity synthetic image generation tool developed at the Rochester Institute of
Technology. DIRSIG is a physics-based radiation propagation model, which was
designed to simulate broadband, multispectral and hyperspectral imagery. Recently,
DIRSIG was extended to support rendering scenes polarimetrically in the visible through
thermal infrared regions of the spectrum (Gartley 2007; Meyers 2002; Shell 2005). The
simulation tool utilizes community-developed modeling tools such as the experimental
version of the MODerate resolution atmospheric TRANsmission (MODTRAN) code
(Berk et al. 1989) and BRDF models that have been either derived or extended for
polarization. High fidelity synthetic imagery can be used in a number of applications
ranging from sensor design studies, to algorithm development and testing, to analyst
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training. One of the major benefits of using synthetic imagery is the inherent ground truth
data available for every pixel in the scene. Also, synthetic images can be relatively easily
generated for a range of variables and provides the user with the capability to control all
the variables. This growing dependence of numerous applications on the modeling and
simulation capability of DIRSIG increases the importance of ensuring the correctness and
reliability of the simulated imagery. This chapter will describe the validation steps
performed to assess the fidelity of DIRSIG in replicating the optical polarization
phenomena that occur in nature.
Figure 3.1 illustrates the polarimetric image chain within DIRSIG and the key
components that require validation. Although, each of these components in the image
chain utilize unique modeling approaches, they must be integrated correctly under a
framework that addresses important aspects such as a unified coordinate space and a
common polarization state convention.

Figure 3.1: Polarimetric image chain and DIRSIG validation of different components.
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Different validations steps to demonstrate the correctness of implementation and
integration of the polarimetric image chain within DIRSIG are listed below.
(1) Validation1: Investigate the accuracy of integration of the polarized version of
MODTRAN within DIRSIG.
(2) Validation2: Confirm the correctness of integration of skylight polarization with
the surface reflection polarization.
(3) Validation3: Validate the relationship between the surface reflection polarization
parameters and object geometry.
(4) Validation4: Examine the effect of upwelled polarization component on the
observed surface reflection polarization.
Polarimetric imaging in the natural environment in the reflective spectrum utilizes
two illuminant sources: sunlight and skylight. Transmitted sunlight is unpolarized since
the exoatmospheric light from the Sun is unpolarized and forward scattering does not
impart any significant polarization. However, the diffuse skylight can be highly polarized
due to atmospheric scattering of the sunlight. Since the polarization state of the skylight
is found to vary over the sky dome, it is important to predict these parameters accurately.
DIRSIG has historically utilized the AFRL atmospheric radiative transfer codes
[MODTRAN (Berk et al. 1989) and FASCODE (Smith et al. 1978) ] for all solar, lunar,
sky and path contributions.

To model the polarized atmosphere, DIRSIG uses the

polarized version of MODTRAN (Fetrow 2003). This chapter presents the theory on
skylight polarization that occurs due to Rayleigh atmospheric scattering in Section 3.3.2.
The accuracy of skylight polarization prediction of DIRSIG is verified using a simple
scene within the DIRSIG simulation as described in Section 3.3.3. Both qualitative and
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quantitative analysis was performed to investigate the accuracy of integration of the
polarized version of MODTRAN inside the simulation tool.
Synthetic polarimetric images will also include the surface reflection polarization
in a natural scene. Therefore, the implementation of the coordinate transformations
within DIRSIG that are necessary for accurate simulation of polarized reflection from
surface materials was verified. Section 3.4.1 presents the theory of surface reflection
polarization with the mathematical description of the reflected polarized radiance. Firstly,
the correctness of integration of the polarized skylight with the surface reflection
component was confirmed. A theoretical model for the reflection polarization pattern of
flat water under clear sky at sunset is presented in Section 3.5. The accuracy of the water
surface reflected skylight polarization by DIRSIG is described in Section 3.5.1. Secondly,
the accuracy of DIRSIG in modeling the surface reflection polarization phenomenology
will be assessed using objects with different optical properties. The relationship between
surface reflection polarization parameters and object geometry is discussed in Section
3.6. Lastly, the effects of upwelled polarization component on the observed surface
reflected polarization is described in Section 3.7.

3.3 Polarization by scattering
3.3.1 Polarization of light in the atmosphere
Polarization due to skylight occurs mainly as a result of the scattering of sunlight
in the Earth's atmosphere. Since both the DOP and the AOP depend on the position of the
Sun, the skylight polarization can be described most conveniently by referring to a Sun
related coordinate system as shown in Figure 3.2.
29

Figure 3.2: Sun related coordinate system for skylight polarization analysis.

The two important positions in such a system are the solar (S) location and the
antisolar (AS) location, where AS is 180° away from S on the great circle that originates
at S. Therefore the AS point is below the horizon when the Sun is in the sky. Every
observation point in the hemisphere of the sky is always referred to with respect to the
solar location. The elevation angle is the angle measured from the horizon to the object of
interest, which can either be the Sun  sun  or any point of observation  obs  on the
hemisphere. The azimuth angle obs  is measured with the solar azimuth sun  as its
reference.

3.3.2 Skylight polarization model
A Rayleigh scattering atmosphere that accurately models an atmosphere with
negligible amount of aerosols is used to understand the skylight polarization model
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(Coulson 1988) as it can be used to derive a closed form equation for both the degree and
angle of polarization of skylight. This model assumes that the sky is clear with primarily
Rayleigh scattering while it ignores the multiple scattering issues and elliptical or circular
polarization. For the case of unpolarized incident sunlight the DOP of the scattered light
is given by
DOP 

sin 2 ()
1  cos 2 ()

(3.1)

where DOP is defined as a function of the scattering angle  . Figure 3.3 shows the
angular distribution of the DOP for primary Rayleigh scattering with the DOP increasing
from 0 to 1 from the center to the outer circle and the scattering angle is indicated on the
outermost circle from 0 to 360. It can be seen that the DOP shows a rotational
symmetry around   0 to 180 and also along   90 directions. Here   0 and
  180 correspond to the solar and antisolar locations if one can visualize the plot as a
one-dimensional slice of the hemisphere of the sky. The two important observations here
are the two unpolarized points that occur at the solar and antisolar locations and the
completely polarized point that occurs when the radiation is scattered at   90 .
Therefore it can be seen that the DOP values in the sky near the sun will be low and will
radially increase and reach a maximum value near the right angle of scattering. Also, it is
straight-forward to extend this model for the hemisphere of the sky where the DOP
pattern will vary in a similar manner for the different scattering angles along both the
zenith and azimuth angle directions.
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Figure 3.3: DOP of skylight due to primary Rayleigh scattering in the atmosphere as a function of
scattering angle.

The AOP pattern (Matchko and Gerhart 2005) in the sky modeled using the
Rayleigh atmosphere is given by
cos(AOP) 

sin( sun ) cos( obs )  sin( obs ) cos( sun ) cos(obs  sun )
{1  [sin( sun ) sin( obs )  cos( obs ) cos( sun ) cos(obs  sun )]2 }

1

(3.2)
2

where  sun , sun ,  obs and obs are the solar elevation, solar azimuth, observation elevation
and observation azimuth respectively in a global coordinate system. In general, AOP of
horizontal and vertical polarization are 0 and 90 respectively, but a different convention
is used here in skylight polarization analysis such that the vertical polarization is
described using 0 AOP and horizontal polarization by 90 AOP. Figure 3.4 illustrates
the AOP pattern over the hemisphere of the sky represented for the solar azimuth of 18
and solar altitude of 36.8.
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Figure 3.4: AOP distribution over the sky dome for Rayleigh scattering atmosphere for the solar
azimuth of 18and solar altitude of 36.8.

Many animals orient themselves by using the sun as a compass (Brines 1978;
Horváth and Varjú 2004). When the sun is hidden behind vegetation or the horizon, these
animals are found to infer the position of the sun from the distribution of the angle of
polarization obtained from restricted regions of clear sky. Honey bees, for example,
which often fly with most of their field of view obscured by vegetation, can orient
themselves correctly even if a small spot of the sky is visible. This indicates that for clear
skies, the angle of polarization pattern is quite regular and depends mainly on the position
of the sun. In order to explain the dynamics of the pattern of AOP in the sky as a function
of geometry we use the bee's celestial map (Rossel and Wehner 1982) as a reference,
which is presented in Figure 3.5.
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Figure 3.5: Bee’s skylight AOP map.

In this representation, the orientation and thickness of the blue dashed lines
indicate the AOP directions and the DOP magnitudes with the observer located at C
inside the hemisphere of the sky with the local zenith at Z. The AOP at O (point marked
in pink) can be found to be perpendicular to the scattering plane (red curve) defined by
the solar location S, observer location C and the observation point O. Along the plane of
solar meridian which is defined as the plane containing the local zenith and the solar and
antisolar locations (yellow curve) the AOP values are found to remain constant and is
also perpendicular to the plane of measurement irrespective of the elevation of the sun.
Therefore the solar meridian is usually employed as a reference plane for the AOP
description. Integrating the information that was derived from the bee’s AOP map and the
AOP model distribution over the sky dome presented in Figure 3.4, we can observe that
the AOP values on the solar meridian are 90 (horizontal polarization). Also the AOP
pattern is found to contain the zero cross over point when the scattering angle is 90
beyond which the AOP pattern undergoes a sign change at the same time maintaining the
symmetry.
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3.3.3 DIRSIG skylight polarization: Results and analysis
As DOP and AOP are heavily dependent upon the angle formed between the sun,
the scattering object (in this case, a “piece of sky”), and the sensor, it is important to have
a scene that both contains the entire sky dome and also gives us an explicit understanding
of where any given pixel is located in the sky. For these polarized simulations, an
experimental version of MODTRAN that predicts polarized scattered radiance (referred
to as MODTRAN-P) was utilized. In order to verify that the output from MODTRAN-P
is being correctly incorporated into DIRSIG, we must be able to visualize where any
given pixel is located. While this ability is currently available in DIRSIG in the form of
zenith and azimuth angle maps, it is still difficult to get a qualitative understanding of
where any given pixel is located, particularly when the sensor is pointed at the sky. For
these reasons, a test scene was created that consisted of large alphabetic letters
constructed as physical 3-D objects in a CAD environment. The letters created
corresponded to the cardinal compass directions, as well as the X and Y directions within
the DIRSIG environment. A cube was suspended in mid-air above the center of the scene
to indicate a zenith angle of 0. The geometry was then placed on a large flat plate to
represent the ground and create a horizon. The materials attributed to each object were
basic materials drawn from the DIRSIG database and Figure 3.6 (a) depicts an overhead
view of the scene.
Image data for the polarized atmospheric validation studies were rendered by a
VNIR/SWIR pushbroom sensor, which was oriented vertically and swept 360 about the
Z-axis. The sweep started and ended facing north (+Y). The sampling rate was
configured such that there are three pixels for every degree of rotation, resulting in
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images that are 1080 pixels across. The sensor was 1000 pixels in the vertical dimension
and was configured with a field of view that extends from below the horizon to over 90
elevation angle, such that the sensor is seeing the sky behind itself. An illustration of the
pushbroom sensor imaging the scene is shown in Figure 3.6 (b).

(a)

(b)

Figure 3.6: (a) Oblique RGB rendering of the DIRSIG scene used for atmospheric validation, (b)
Illustration of the pushbroom sensor used in the atmospheric validation study. Note how the FOV
extends beyond a zenith of 90.

Figure 3.7: Panoramic RGB rendering of the DIRSIG scene used for atmospheric validation.

An RGB rendering of this 360 panoramic image is shown in Figure 3.7. The
elongated object across the top of the scene is the bottom of the floating cube. The sun is
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located due south, and can be seen above the large “S” object. The shadow of the cube is
seen due north that is on the left and right edges of the scene as shown in Figure 3.7.
This test scene was then used in the simulations with 40km visibility of the
atmosphere in MODTRAN-P to explore the variability of DOP and AOP across the
atmosphere. By changing the latitude of the simulation, a qualitative comparison of the
DOP distribution for high and low solar zenith is shown in Figure 3.8. It can be noticed
that the DOP distribution varies in accordance with the theoretical model discussed
earlier. When the solar zenith is high (or for low solar elevation in the sky) the DOP
minima occurs above “S” and “N” objects corresponding to the solar and antisolar
minima. In the low solar zenith case only the solar minima is shown because the antisolar
minima occurs below the horizon. Also, in both cases the DOP maxima occurs at 90
scattering angle. The artifacts in Figure 3.8 (a) are attributed to the discrete sampling of
the sky and the bi-linear interpolation currently used.

(a)

(b)

Figure 3.8: DOP distribution for (a) high and (b) low solar zenith.
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To perform quantitative analysis, DIRSIG generated skylight polarization was
compared with the data obtained from Coulson et al. (1960). Figure 3.9 presents the DOP
distribution on the solar meridian at different times of day with solar zenith angles of
85.79, 43.51 and 19.56 at 0.65 m. The plot illustrates that the DOP value reaches a
maximum value at 90 scattering angle for all the three solar zenith (SZ) cases. Even
though the absolute maximum value of DOP from DIRSIG data is found to be slightly
lower than the Coulson data, the desired DOP variability for different observation zenith
angles is observed. Any mismatch between the atmosphere used in the simulations and
the Coulson data can lead to such deviations in the resulting absolute value differences.
In addition, the DOP distribution over the hemisphere for different observation
zenith angles for high solar zenith case was investigated and the result is shown in Figure
3.10. DIRSIG data was simulated at 0.65 m with the time of day at 6 am. The plot
illustrates the variability of DIRSIG generated DOP at different observation zenith angles
such as 80, 65, 40 and 10 and the data that Coulson observed at approximately the
same observation zenith angles. It can also be seen that the DIRSIG predicted DOP
values linearly increase with the observation azimuth and has a maximum value when the
observation azimuth is 90 relative to the solar azimuth demonstrating its high correlation
with the trends seen in Coulson data. When the observation zenith angle becomes smaller
it can be seen that the DOP values are higher because the observation locations move
farther from the solar location. Due to the rotational symmetry of DOP the data is plotted
only over the half of the hemisphere.
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DIRSIG DOP distribution on solar meridian
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Figure 3.9: DOP distribution of (a) Coulson and (b) DIRSIG data on the solar meridian for different
times of day.
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Figure 3.10: DOP distribution of (a) Coulson and (b) DIRSIG data over hemisphere for different
observation zenith (OZ) for high solar zenith.
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(a)

(b)
Figure 3.11: Maximum DoP vs. Wavelength of (a) Coulson and (b) DIRSIG data for different times
of day.
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DIRSIG AOP distribution on solar meridian
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Figure 3.12: AoP distribution of (a) Coulson and (b) DIRSIG data on the solar meridian for different
time of day.
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The DOP variation as a function of wavelength is illustrated using the data
generated between 0.4 and 0.7 m for 6 am, 10 am and 12 pm cases. The results were
compared with the Coulson data for different solar zenith angles ranging from low sun to
high sun. Figure 3.11 illustrates the maximum DOP as a function of wavelength. Firstly it
can be observed that the DIRSIG data is accurate in following a linear increasing trend
across the spectral bands at all times, since the DOP maximum is expected to increase
with increasing wavelength. Multiple scattering effects dominate the shorter wavelength
region as compared to larger wavelengths.
In order to verify the AOP prediction capability we performed the analysis to
show the AOP distribution on the solar meridian for different times of day. It can be seen
from Figure 3.12 that DIRSIG is accurate in predicting the AOP values at all observation
zenith angles on the solar meridional plane. The AOP values at all points above the sun
location remains about 89 while the AOP has a sign change below the sun. The AOP
distribution over the hemisphere for different observation zenith angles was also
investigated. We verified that the AOP values are independent of wavelength (results not
shown here). The results presented in Figure 3.13 indicate the AOP variation across the
entire hemisphere observed at solar zenith of 84.26 with the corresponding DIRSIG data
generated at 6 am. It can be noticed that the AOP at lower observation zenith tends to
decrease from 90 gradually and crosses 0 at about 90 relative azimuth and increases to
90 when observed on the solar meridian plane with 180 relative azimuth angle. At 80
observation zenith angle, the AOP values are approximately 0 throughout the
observation hemisphere. Based on all the observation in this analysis, the accuracy of
integration of the polarized version of MODTRAN within DIRSIG is confirmed. It is
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important to note that in this skylight polarization analysis, vertical polarization is
described using 0 AOP and horizontal polarization by 90 AOP.
Coulson AOP distribution over the hemisphere at SZ 84.3
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DIRSIG AOP distribution over the hemisphere at 6 am
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Figure 3.13: AOP distribution of (a) Coulson and (b) DIRSIG data over hemisphere for different
observation zenith for high solar zenith.
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3.4 Polarization by reflection
3.4.1 Surface reflected polarization
Surface reflection changes the state of polarization of the incident unpolarized
light in such a way that the AOP of the reflected light will be vibrating in a plane that is
parallel to the surface of the material (Schott 2009). As remote sensing applications
involve reflection from the Earth surface, it is very important to understand the effect of
reflection on the state of polarization in order to efficiently improve the surface
characterization and discrimination using the polarimetric information. The orientation of
linearly polarized light is defined with respect to the propagation direction and a
reference axis that typically has some context in the real world (e.g. the “up” direction).
The BRDF for a material is a function of the incident and reflected directions relative to
the surface. In the case of a polarized BRDF, the polarization state (e.g. vertical linearly
polarized light) is also assumed to be using the surface relative coordinate space as the
reference (meaning the “up” direction is parallel to the surface normal). Once we attempt
to model a surface in the context of a global coordinate system we must resolve the
effects of the surface orientation within that global coordinate system. Consider vertical
linearly polarized light incident on a surface that is tilted at 45 about an axis in-plane
with the incident light. In the context of the tilted surface, the incident light is linearly
polarized but the orientation is 45 rather than 0 (vertical).
To correctly reflect the radiation off a surface arbitrarily oriented in a global
coordinate system we must address two effects. First, the global incident and reflected
directions must be projected into the local coordinate space so that they can be used to
access the BRDF. Second, the Stokes geometry of the global incident and reflected
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polarizations must be translated into and out of the local coordinate space. The global to
local vector projections required to evaluate the BRDF are common to any radiative
transfer problem. However, the translation of the Stokes geometry is unique to polarized
radiative transfer. To resolve the relative vs. global Stokes geometry problem, we need to
establish a rotation that will translate the polarization state into and out of a surface
relative coordinate system defined by the surface normal ( nˆ glob ) in the global coordinate
system as shown in Figure 3.14.

For a light path traveling in the direction vi , the P (vertical) and S (horizontal)

polarization orientations will be defined so that P polarization state is perpendicular to vi ,

in the plane of the global up vector and its projection on zˆglob is positive. The S
polarization state is orthogonal to both the propagation direction and P such that




v p ^ vs ^ vi .

Figure 3.14: Global coordinate system containing a target tipped relative to the plane of Earth.
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The rotation of the Stokes vector for incident light ( vi ) can be determined by
computing the rotation of the vertical orientation from the global coordinate system into
the local coordinate system. This is accomplished by computing the angle between the
surface “up” direction (defined by the surface normal, nˆ glob ) and the global “up” direction
( zˆglob ) in the plane orthogonal to the incident light. The calculation of this angle requires
calculation of the S and P unit vectors of the incident light propagation direction as well


as the facet normal vector projected into the S-P plane of the incident light ( niSP ) given by



niSP  vi   nˆ glob  vi  ,

(3.3)



vs  zˆglob  vi and

(3.4)


 
v p = vi ´ vs

(3.5)

The incident rotation angle,  i , can be computed as the inverse tangent of the ratio of the


S and P components of the vector niSP as
 
 niSP  vS
 i  tan   
 ni  vP
 SP
1






(3.6)

In the above equations  and  indicate vector cross product and vector dot product
respectively. This angle can be used to construct a Mueller matrix that will rotate the
incident Stokes vector from the global Stokes geometry into the surface relative Stokes
geometry,
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0
0
1
0 cos(2 ) sin(2 )
i
i
M i  
0  sin(2 i ) cos(2 i )

0
0
0

0
0 
0

1

(3.7)

The surface relative to global rotation angle for a similar reflective geometry (  r ) can be
computed using the same approach. However, the rotation angle is opposite in sign
compared to the similar incident geometry. The reflected polarized radiance ( Lr ) for
polarized incident light is then





Lr  M  r  M BRDF  M i  Ei



(3.8)

where M r is the local to global Stokes rotation matrix, M BRDF is the Mueller matrix from
the polarized BRDF for the incident/reflected geometry, M i is the global to local Stokes
rotation matrix and E i is the incident irradiance defined in the global Stokes coordinate
system.

3.5 Water surface reflected skylight at sunset
The polarization parameters of the reflected polarized light depends on the
scattering angle formed between the sun, the surface normal, and the sensor. In addition,
these polarization parameters are influenced by the polarization state of the incident light
and the polarizing property of the surface. This complicates the task of DIRSIG reflection
polarization verification as it involves several variables. Therefore validation of the
reflection polarization was achieved by demonstrating that DIRSIG can precisely
replicate the striking optical polarization phenomenon that occurs in nature at sunset
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shown in Figure 3.15. This unique polarization pattern occurs at low solar elevation and
the dark spot observed on the water body at 90 from the Sun is due to the reflection of
vertically polarized skylight illuminating the surface.
The skylight polarization pattern for a clear blue sky indicates that the angle of
polarization is always tangential with respect to the source and the degree of polarization
increases radially from the source and reaches the maximum value at 90 (Figure 3.5).
Therefore at sunrise or at sunset, the polarization along the entire horizon will be
vertically directed. During the day, however, the direction of polarization depends on the
location of sun and the point of observation in the sky. As mentioned earlier, surface
reflection changes the state of polarization of the incident unpolarized light in such a way
that the AOP of the reflected light will be parallel to the surface. In other words, the
surface acts as a linear polarizing filter that transmits the polarization component of the
incident light that is parallel to the surface. Also almost all flat materials transform the
unpolarized light into horizontally directed linearly polarized light. However the degree
of polarization depends on the type of material. In Figure 3.15, the unnatural dark spot
observed on water at 90 from the Sun is due to the reflected polarization of the vertically
polarized sky near the horizon at low solar elevation. It can be noticed that the vertically
polarized incident light on still water is less strongly reflected than the other parts of the
sky. Only the qualitative characteristic of this striking optical phenomenon in the natural
environment is revealed in Figure 3.15.
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(a)

(b)
Figure 3.15: Reflection polarization process in nature (a). illustration (photograph from Können G.
P, 1985). (b) Vertically polarized light illuminating the water surface.

Animal vision research reveals that many hydrophilic insects use their
polarization vision to detect and identify water bodies (Schwind 1991). It was shown that
the horizontally polarized ultraviolet light reflected from the surface of water is the main
optical cue for habitat finding by these insects. The characteristics of the reflection
polarization pattern on water were then quantitatively investigated (Horváth 1995) to
model the change in water detectability of these insects. Results of theoretical prediction
of DOP and AOP of Rayleigh skylight for different times of day are presented in Figure
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3.16. The polarization pattern of the celestial hemisphere is represented in two
dimensions using a polar coordinate system, where the angular distance from the zenith
and the solar meridian are measured radially and tangentially. So the zenith is at the
origin and the horizon is represented by the outermost circle. Here ‘THETA SUN’ is the
solar zenith angle and in Figure 3.16 (b), the AOP is measured with local meridian as the
reference instead of the solar meridian as in Coulson convention. Therefore for the case
of THETA SUN = 0 Deg, the entire sky dome is horizontally polarized with respect to
the local meridian. When the water is illuminated by unpolarized skylight (THETA SUN
= 0 Deg), a simple polarization pattern of uniform horizontally polarized light will be
observed. But when the sky is clear, complicated polarization patterns can develop due to
superposition of the polarization characteristics of the water surface and the partially
reflected polarization pattern of the sky light. By superimposing DOP and AOP images
for the THETA SUN = 90 Deg case in Figure 3.16, it is easy to identify the specific patch
of sky which is strongly vertically polarized.
A theoretical model of the Stokes vector of the reflected skylight on water
(Horváth 1995) can be written as
S ref  M ref S sky

(3.9)

where the Stokes vector of the incident skylight is
S sky  I sky 1 ,  DOP  cos(2  AOP ) , DOP  sin(2  AOP) , 0 

and I sky is the skylight intensity.
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(3.10)

(a)

(b)
Figure 3.16: Theoretical prediction of Rayleigh skylight polarization (Horváth 1995) for different
times of day (a) Degree of polarization pattern and (b).Angle of polarization pattern.
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In equation (3.9) M ref is the Mueller matrix of air-water interface, given by

M ref

 T1 T2

1  tan     T2 T1
 

2  sin      0 0

0 0

0
0
T3
0

0
T1  cos 2     cos 2   
0 
with T2  cos 2     cos 2   

0
T3  2 cos    cos   

T3 

(3.11)

where   i   r and   i   r for angles of incidence (i ) and refraction ( r ) .

Figure 3.17: Theoretical calculation of reflectivity pattern of flat water from (Horváth 1995).

Then the theoretical reflectivity pattern of the flat water surface can be calculated using
sky
R  I ref
I sky
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(3.12)

sky
where I ref
is the intensity of water surface reflected skylight. Figure 3.17 shows the

contour lines of equal reflectivity of flat water surface (Horváth 1995) calculated using
equation (3.12) for different times of day. It can be noticed that as the Sun approaches the
horizon, these contour lines elongate perpendicular to the solar meridian and the two
symmetrical patches appear on the water surface at 90 from the Sun.

3.5.1 DIRSIG water surface reflected skylight polarization: Results and
analysis
The accuracy of surface reflection polarization prediction of DIRSIG is verified
using a simple scene within the DIRSIG simulation. The test scene contains a
hemispherical shaped object of water and a large flat plate below the geometry to
represent a nonreflecting ground. This ensures that the polarization pattern of the water
surface is determined predominantly by the surface reflected skylight. A hemisphere of
water was used in the simulation so that the reflection of the entire sky dome can be
observed on the water surface in a single image. A polarimetric image at 450 nm was
rendered at 5 am on a clear day using a nadir looking framing array sensor as shown in
Figure 3.18.
sky
in
The Stokes intensity component from the simulation, which corresponds to I ref

equation (3.12), is presented in Figure 3.19. DIRSIG predicted reflection polarization was
compared with the theoretical reflection polarization pattern described by the Fresnel
theory computed for single scattering Rayleigh skylight and with the measured real
skylight reflected from the flat water surface (Gál et al. 2001). Striking resemblance in
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the pattern can be noticed between the DIRSIG water surface reflected skylight intensity
and the theoretical and measured reflection polarization pattern. It can be noticed that the
two symmetrical and elongated patches appear on the water surface 90 from the Sun. In
addition, the observed intensity pattern also slowly varies to reach its maximum value
near the outer boundary of the water body. The additional elongation of the dark patch
(highlighted in red) on the water surface is due to the hemispherical nature of the target
(instead of flat water) that is being imaged. The fact that the DIRSIG simulated water
surface reflected polarization pattern matches with the theoretical and measured pattern
indicates the correctness of integration of skylight polarization and implementation of
surface reflection polarization.

Figure 3.18: DIRSIG simulation setup for water surface reflected skylight analysis.
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(a)

(b)

(c)
Figure 3.19: Water surface reflected skylight analysis (a) theoretical reflectivity pattern and (b).
measured reflectivity pattern, and (c)DIRSIG water surface reflected skylight intensity pattern
observed at sunrise.
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3.6 Reflection polarization and object geometry
An unpolarized light wave becomes partially linearly polarized after being
reflected, depending on the surface normal and the refractive index of the object surface
it impinges on. The relation between the angle of refraction and the index of refraction of
the surface is given by the Snell’s law of reflection as
nˆa sin i  nˆb sin  r

(3.13)

where nˆa and nˆb are the refractive indices of material a and b, for angles of incidence (i )
and refraction ( r ) . As discussed in Section 2.4.2, Fresnel’s theory gives the relationship
between the partial polarization of a surface reflected wave and the angle of refraction.
The interfaces of smooth objects cause less diffuse reflection and the incident and
reflection angles will be equal. Therefore at any given angle of incidence, the degree of
polarization of reflected light can be calculated using equation (2.18). It should be noted
that this angle is always measured with respect to the surface normal and therefore will
vary across the object surface.
In addition, no surface in reality is perfectly smooth in which case the microfacet
model (Priest and Germer 2002) assumes that such a surface is a collection of small,
randomly oriented mirror like facets. Each microfacet acts as an ideal reflector obeying
Snell’s law of reflection and the Fresnel reflection theory. Also all microfacets are
characterized by their normal vectors which are distributed symmetrically about the mean
surface normal according to the slope distribution function. At any given point, out of all
the microfacets that make up the surface, only the ones oriented at a certain angle will
reflect light directly to the camera and this “certain angle” will always be a bisector of the
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scattering angle. Therefore orientation of the reflecting microfacet can be determined if
the incident and scattering angles are specified. This clearly indicates that the surface
reflection polarization phenomenology can be utilized in determining the surface
orientation.
Polarization vision models developed for industrial defect detection applications
(Atkinson and Hancock 2006; Meriaudeau et al. 2008; Morel et al. 2006) utilized this
relationship between the polarization images and the surface normals to inspect highly
reflective metallic surfaces. Such approaches determine the surface orientations from the
orientation of the plane of incidence (POI) and the reflection angle at each point on the
object’s surface, since the direction of reflection polarization is perpendicular to POI.

Figure 3.20: Reflection polarization and POI for different points on a hemispherical object.

In other words, an unpolarized light wave becomes partially linearly polarized
according to the normal of the POI and therefore AOP can be inferred from the azimuth
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angle of POI. A hemispherical object is convenient for establishing this relation between
AOP and surface normals because it has a smooth geometrical appearance with
continuously varying azimuth angle and also includes all surface normal directions.
Figure 3.20 illustrates the location of POI for two points A and B on the object surface
along with the illumination source for each point. It can be seen that POI location is also
determined by the incidence angle at each point on the surface. In order to derive the
intrinsic surface properties of the object using polarization, Miyazaki et al. (2004)
enclosed the object within a spherical diffuser illuminated with multiple point light
sources located around the sphere as shown in Figure 3.21. Such an arrangement with a
nadir viewing camera system makes the viewing direction invariant across different
observation points on the surface as shown in Figure 3.20. Therefore, the relative
difference between AOP at any two points on the object surface will always be
proportional to the relative difference between their azimuth angles.

Figure 3.21: Experimental setup used for surface orientation estimation by Miyazaki et al. (2004).
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(a)

(b)

(c)

(d)

Figure 3.22: Theoretical model of polarization parameters for (a)-(b) glass and (c)-(d) aluminum.

Therefore the polarization parameters for dielectrics and metals can be
theoretically predicted for such an arrangement with a nadir viewing camera system as
shown in Figure 3.22. Here Figure 3.22 (a) and (c) correspond to DOP and Figure 3.22
(b) and (d) correspond to AOP for glass and aluminum. It can be seen that the AOP varies
as a function of the azimuth angle of POI and is also independent of the material type.
DOP, however, is a function of the normal of the POI and also depends on the refractive
index of the material. And this results in the Brewster band in Figure 3.22 (a) at 56 for
glass in addition to higher DOP values compared to aluminum shown in Figure 3.22 (c).
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3.6.1 DIRSIG reflection polarization and surface orientation: Results
and analysis
Validation of polarization parameters as a function of object geometry is
demonstrated using a test scene that contains a painted hemispherical object as shown in
Figure 3.23. The scene was illuminated by a uniformly diffuse sky dome to replicate the
imaging setup in Figure 3.21. Since the object is placed on a black background, the lower
part of the hemisphere will not have any source of illumination from a specular direction.
So the sensor is placed at a zenith angle of 90 as shown in Figure 3.23, such that each
point on the hemisphere is now illuminated by uniform unpolarized light. It can also be
noted from Figure 3.21 that the object is placed on a raised platform in the laboratory so
that the lower half of the hemisphere is lit by the multiple point light sources located
around the spherical diffuser.

Figure 3.23: DIRSIG simulation setup for validating the relationship between surface reflection
polarization and object geometry.
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Table 3.1 Experimental design for DIRSIG validation of surface reflection polarization as a function
of object surface geometry.

The main objective here is to demonstrate the efficiency of DIRSIG in capturing
the polarization phenomenology of different material types as a function of surface
orientation. Table 3.1 presents the experimental design for the surface reflection
polarization validation using the simulation setup shown in Figure 3.23. The results of
DIRSIG simulated polarization parameters for this experiment are presented in Figure
3.24, Figure 3.25 and Figure 3.26. Since the sensor was located at 90 zenith angle, only
half of the hemisphere comes within the field of view of the camera. So the observed
images are comparable to the upper half of the circle shown in Figure 3.22. Fresnel
surface reflection polarization phenomenology of glass and aluminum is illustrated in
Figure 3.24. The relationship between DOP and angle of reflection can be easily
identified, where DOP varies radially outward from the center of the object and is
independent of the azimuth angle of the observation point on the hemisphere. It can be
seen from Figure 3.24 (a) and Figure 3.24 (c) that dielectrics are highly polarizing
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compared to bare metals. By comparing the DOP profiles of glass and aluminum in
Figure 3.24 (b) and Figure 3.24 (d) with the entry angle profile in Figure 3.24 (f) it can be
identified that glass has its maximum polarization of 0.8 around the Brewster angle while
aluminum reaches its maximum polarization of 0.1 at higher reflection angles.
Furthermore, it can be seen from Figure 3.24 (e) that the relative difference between AOP
at any two points on the object is proportional to the relative difference between their
azimuth angles. Figure 3.25 and Figure 3.26 illustrate the Umov effect observed in glossy
materials and depolarizing effect observed in matte materials respectively. In Figure 3.25
and Figure 3.26, (a)-(c) correspond to DOP and (d)-(f) correspond to AOP of the
hemispherical object in the scene. It is evident from Figure 3.25 and Figure 3.26 that
AOP is independent of material type and is merely a function of the azimuth angle of the
observation point on the hemisphere and therefore ranges between -90 and +90.
However, DOP is a function of both material type and angle of reflection. By comparing
Figure 3.25 (a)-(c) it can be observed that glossy black surfaces are highly polarizing
when compared to glossy green and glossy white surfaces. Also glossy black surfaces act
as Fresnel surfaces as they are dominated by surface reflection component. This can be
seen from Figure 3.25 (a) where DOP increases radially outward and reaches its
maximum at the Brewster angle and then drops to zero at 90 reflection angles. By
comparing the DOP of a particular colored paint in Figure 3.25 with the DOP of the same
colored paint in Figure 3.26, it can be noticed that glossy surfaces are strongly polarizing
when compared to matte surfaces. In this surface reflection polarization phenomenology
analysis, AOP of horizontal and vertical polarization are 0 and 90 respectively.
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(a)

(b)

(c)

(d)

(e)

(f)

Figure 3.24: DIRSIG simulated polarization parameters for a hemispherical object: (a) - (b) DOP of
glass, (c) - (d) DOP of aluminum, (e) AOP and (f) profile from the entry angle truth map.
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(a)

(d)

(b)

(e)

(c)

(f)

Figure 3.25: DIRSIG simulation of Umov effect using glossy hemispherical object: (a) - (d) black
paint, (b) - (e) green paint, and (e) - (f) white paint.
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(a)

(d)

(b)

(e)

(c)

(f)

Figure 3.26: DIRSIG simulation of depolarizing effect using matte hemispherical object: (a) - (d)
black paint, (b) - (e) green paint, and (e) - (f) white paint.
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Table 3.2 DOP for a tilted surface at different view geometries.

Lastly, the variability in DOP and AOP as a function of view geometry was
verified. The test scene used in this DIRSIG simulation contains a glossy black painted
flat plate which was tilted at different orientations with respect to the sensor. The sensor
was located in the East (azimuth angle is 0) at 3 different zenith angles (20, 40and
60). Table 3.2 presents the list of different surface orientations used in the simulation
and the observed DOP and AOP. Here the surface normal for  X  Y   Z  0 is parallel
to Z axis. When Y   and Y   the surface normal is tilted  towards East and
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West respectively. Similarly  X tilts the surface normal in North or South direction and

 Z rotates it circularly in the XY plane about the Z axis. The results presented in Table
3.2 indicate that DOP is a function of the reflection angle and AOP is a function of
azimuth angle of the surface. It can also be recognized that these polarization parameters
are independent of  Z . It can be seen that when the surface normal is tilted towards the
North or South direction, there is a sign change in AOP, however, the magnitude of AOP
remains unchanged. The polarimetric bidirectional reflectance distribution functions
(pBRDF) of target materials in DIRSIG are modeled using Maxwell-Beard BRDF model
(Maxwell et al. 1973). Scattering properties of materials are modeled through various
parameters such as microfacet distribution functions, shadowing functions and volumetric
contributions (Shell 2005). The surface reflection phenomenology validation results
indicate a qualitative success of the pBRDF treatment in DIRSIG using glossy and matte
painted surfaces. In other words, these results confirm the accuracy of DIRSIG in
modeling the relationship between surface reflection polarization parameters and object
geometry.

3.7 Upwelled polarization component
The upwelled radiance is the atmospheric component that is scattered into the
sensor’s line of sight without reaching the scene. Clearly this upwelled component is
polarized and also depends on the location of sun and the sensor. Therefore the observed
surface reflection polarization component will be modified according to the orientation of
the surface and the magnitude and direction of polarization of the upwelled polarized
atmospheric component.
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3.7.1 DIRSIG upwelled polarization: Results and analysis
The main objective of this validation task is to confirm the accuracy of the
calculation of the polarized upwelled term and its integration with the surface reflection
polarization component. Here a traditional remote sensing calibration technique was
used, which includes imaging a scene containing a near-zero polarization target such that
the sensor reaching polarized radiance originates only from the upwelled component.
DIRSIG simulations were performed to validate the dependency of the polarized
upwelled component on the relative sun-sensor geometry for different times of day.
Hemispherical observation of the scene was made in all cases to recognize the variability
in polarized upwelled component due to changes in the view geometry. Observation
zenith angle ( obs ) , measured with respect to Z axis, was sampled at every 10 interval
between 30 and 80. Sensor azimuth location (obs ) which is calculated relative to the
source was sampled at 45 intervals. Table 3.3 presents the DOP of the upwelled
component for Rayleigh scattering atmosphere for 6am and 12pm cases. It can be seen
that the upwelled component is highly polarizing when the sensor is located at 90 with
respect to sun for both 6am and 12pm cases.
Table 3.4 and Table 3.5 present the DOP of the upwelled component for multiple
scattering atmosphere for different observation angles and distances from the target in the
scene. Comparing Table 3.3 and Table 3.4, it can be seen that the polarization of the
upwelled component depends on the atmospheric condition and as expected, the Rayleigh
scattering atmosphere results in a strongly polarizing upwelled component compared to
multiple scattering atmosphere. In addition the upwelled polarization component is
directly proportional to the range from the target for a multiple scattering atmosphere,
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which can be identified by comparing Table 3.4 and Table 3.5. These observations
demonstrate that DIRSIG is correctly capturing the polarized upwelled component
phenomenology.
Table 3.3 Upwelled DOP dependency on view geometry for Rayleigh scattering atmosphere.

Table 3.4 Upwelled DOP dependency on view geometry for multiple scattering atmosphere.
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Table 3.5 Upwelled DOP dependency on range from the target for multiple scattering atmosphere.

3.8 Summary
This chapter demonstrated that the prediction of the polarized radiance for remote
sensing applications is complex. In addition to the unpolarized sunlight source,
polarimetric remote sensing in the field also utilizes the polarized skylight as an
illumination source. Hence, we provide a qualitative and quantitative comparison of
skylight polarization of DIRSIG data with the Coulson data. Simulation of polarized
imagery of real-world scenes requires coupling of the polarized illumination field with a
geometric representation of the scene attributed with appropriate polarized BRDF
characterizations. In order to verify the polarization due to surface reflection, water
surface reflected skylight polarization analysis was performed. Furthermore, the
relationship between surface orientation and the predicted polarization parameters was
verified by analyzing DOP and AOP of a hemispherical object. The surface reflection
polarization phenomenology validation results demonstrated a qualitative success of the
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pBRDF treatment in DIRSIG using different glossy and matte painted materials. A
traditional remote sensing calibration technique was used to verify the effects of upwelled
polarization component on the observed surface reflected polarization. The results
provide improved confidence in the synthetic polarimetric images generated using the
DIRSIG model, which will now be used in Chapter 4 to investigate the impact of various
scene related parameters on material discriminability in polarimetric images.
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CHAPTER 4
Impact of polarization phenomenology on material
discriminability in remotely sensed images

4.1 Introduction
Passive polarimetric remote sensing is an area of active research in a variety of
applications. In particular, the use of polarization information has been shown to enhance
the capability of detecting man made targets in remotely sensed images with natural
backgrounds (Egan 2004). However, the influence of polarimetric system parameters on
the detection capability has not been thoroughly investigated. Comprehending the
underlying relationship between the system parameters and the polarimetric properties of
materials will facilitate identifying the optimal imaging configuration for improved target
discriminability. This complete understanding of the polarization phenomenology is
critical in developing analysis procedures and also in improving polarimetric system
design. Hence, this research aims to perform an in-depth analysis of an improved
polarimetric system by relating target-background discriminability to various scene
related parameters. Such a study, however, will require extensive polarimetric data
measurements at various imaging configurations. In such cases, synthetic data generation
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tools that can mimic real-world imagery with high fidelity are of great value. The
proposed research objective is accomplished by utilizing the capability of DIRSIG in
polarimetric image modeling and simulation. This chapter begins with a general
description of a polarimetric imaging system, which is followed by a discussion of
various polarization phenomenology related system parameters. It also presents a
polarization physics-based approach for improving target-background discriminability
and demonstrates the usefulness of the approach in improving detection performance in
the absence of a priori knowledge about the target geometry.

4.2 Polarimetric imaging system description
The physical basis of a polarimetric remote sensing system consists of three major
components, namely - (1) illumination source, (2) scene characteristics, and (3)
observation geometry. A general representation of a polarimetric remote sensing system
(Figure 4.1) includes illumination source ( s ,  s ) , sensor ( v , v ) and object surface
( n , n ) , characterized by their zenith angle  x and azimuth angle  x .
In addition to these geometrical descriptions, each component of the polarimetric
remote sensing system is described through a set of fundamental optical parameters
associated with the polarization phenomenology, which influence the polarization
signature observed at the sensor. Furthermore, this variability in the observed polarized
radiation from a remotely sensed surface will alter the material discriminability in
polarimetric images.
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Figure 4.1: Polarimetric imaging system.

4.3 Polarization phenomenology and scene parameters
This section presents a detailed discussion on each of the previously mentioned
system components with the corresponding optical parameters that will impact the
polarization information contained in the observed scene.

4.3.1 Illumination source
The observed surface reflection polarization in remote sensing images is
extremely sensitive to the polarization characteristics of light that illuminates the surface.
Therefore it is important to identify the variation in the observed polarization properties
of remotely sensed surfaces under different illumination conditions. Primary sources of
illumination for polarimetric remote sensing in the natural environment in the reflective
spectrum are sunlight and skylight. Transmitted sunlight is unpolarized since the
exoatmospheric light from the sun is unpolarized and forward scattering does not impart
75

any significant polarization. However, the diffuse skylight can be highly polarized due to
atmospheric scattering of the sunlight, which is found to vary over the sky dome.
Daylight scenes are usually illuminated in three possible ways by (1) sunlight, (2)
skylight, and (3) sunlight plus skylight as illustrated in Figure 4.2. The incident light on
the surface is always unpolarized when the object in the scene is illuminated only by
direct solar radiation. On a clear day when the surface is illuminated by a tangentially
polarized skylight (Lee 1998), the observed polarized radiation will depend on the sky
polarization pattern, which is a function of the solar location ( s ,  s ) . Also additional
multiple scattering introduced by haziness (Pust and Shaw 2008) in the atmosphere and
the upwelled polarized radiance will introduce considerable amount of changes in the
observed polarimetric imagery.

(a)

(b)

(c)

Figure 4.2: Illustration of different scene illumination types, (a) sunlight plus skylight, (b) skylight,
and (c) sunlight.
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4.3.2 Scene characteristics
Polarimetric remote sensing studies (Coulson 1966; Curran 1982; Genda and
Okayama 1978) that aim at surface characterization and discrimination, deduce surface
properties from the measurements of intensity and polarization of the reflected radiation.
Scene contents induce variability in the observed state of polarization depending on the
polarizing capability of the surface material. This can be attributed to the optical property
of the surface represented by its index of refraction. In addition, the Umov effect (Umov
1905) tends to strongly polarize the darker surfaces as compared to the highly reflecting
surfaces. The physical explanation for this effect is that the brighter surfaces are usually
dominated by multiple scattering effects that reduce the polarization mechanism (Egan
1999). Furthermore, the surface roughness usually has a depolarizing effect on the
polarization of the incident light (Curran 1978).

4.3.3 Observation geometry
Another key factor that changes the observed reflected polarized radiation is the
geometrical aspect of the object, because the observed degree and angle of polarization of
the reflected light is related to the orientation of the surface normal. This parameter that
modifies the observed state of polarization is the scattering angle (  ), which is defined
by the angular distance between the original incident light and the surface reflected light.
This compound angle (see Figure 4.1) is calculated using
cos(2 )  cos( s ) cos( v )  sin( s ) sin( v ) cos( s  v )
where cos( s  v )  1 for the in-plane geometry case.
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(4.1)

It can be seen that for a given source position ( s ,  s ) ,  changes for different view
geometries ( v , v ) . This will indeed modify the observed polarized component of the
reflected light. Consequently, this change in the observation geometry will also alter the
material discriminability in polarimetric images. This effect, however, is not that
pronounced in the observed intensity images as the unpolarized component of the
reflected light from both target and the background varies with  in a similar manner.
Therefore, the observation geometry is one of the key factors in target detection using
polarimetric images.

4.4 Research methodology
Different materials respond differently at different sensing wavelengths and
therefore acquiring images using a multispectral or hyperspectral systems enhances
material discriminability more than using a single panchromatic image. Such systems
conveniently assume the targets to be lambertian and therefore the target geometry can be
ignored. In other words when a set of target spectra are collected to estimate the target
statistics, the variability in the target’s response comes solely from the atmospheric
effects, sensor noise, etc. However in polarimetric imaging the observed polarization
response is a function of the target scattering angles which depends on the relative
orientation of the target surface with respect to the sensor. This indicates that if the
imaged scene includes object geometries composed of multiple surface orientations such
as a car then the observed polarization response of each pixel will vary as a function of
surface orientation of the car.
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Figure 4.3: Observed polarization of target and background as a function of sensor view angle.

Figure 4.3 presents the observed polarization signature of a flat glossy black target panel
and asphalt as a function of sensor view angle. As expected natural backgrounds are not
polarizing and therefore asphalt has low DOP values and is also independent of sensor
view angle. In this plot the target DOP signature corresponds to theoretical DOP of a flat
glossy black target and target DOP samples correspond to the DIRSIG simulated DOP at
a given sensor view angle. This plot also reveals that the target-background
discriminability in DOP imagery can be maximized when the sensor is placed at the
Brewster angle. However this angle is unknown and depends on the index of refraction
and roughness of the surface in addition to the target surface orientation relative to the
sensor. Figure 4.4 presents the scattering angles for different target surface orientations at
a given sensor view angle and here the orientation of the target surface normal is
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measured with respect to the sensor location. In other words, the sensor (zenith angle) is
located at 20°, 40° and 60°on 0° azimuth axis marked on the plot. Therefore it can be
seen that the scattering angle is 0° when the target surface normal is oriented such that it
overlaps with the pointing direction of the sensor.

(a)

(b)

(c)
o

Figure 4.4: Target surface scattering angle at a given sensor view angle (a) 20 , (b) 40o and (c) 60o.

The influence of surface orientation on material discriminability in polarimetric
images was investigated by quantifying the target-background discriminability and then
analyzing the measured discriminability at various sensor view angles. In order to have a
‘generalized’ quantification of material discriminability, the well-known contrast metric
(Gonzalez and Woods 2002) was used to measure the polarimetric dissimilarity for the
target-background pair within the scene. A contrast metric is usually designed to measure
the distinctness of a target from its background, assuming that high contrast values
indicate easily detectable targets. The most common contrast metric is based on the
absolute difference between the first order statistics of the target and the background and
is given by
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Contrast  b  t

(4.2)

where t and b are the mean values of target and background in the observed image.

(a)

(b)

(c)
o

o

Figure 4.5: Target contrast at a given sensor view angle (a) 20 , (b) 40 and (c) 60o.

Figure 4.5 presents the observed target contrast of glossy black target on asphalt
at different sensor view angles with uniform unpolarized sky dome illumination
condition. In this plot each cell corresponds to a specific target orientation and is color
coded with the measured target contrast. In fact there is high correlation between the
scattering angles in Figure 4.4 and the target contrast shown in Figure 4.5. It can be seen
that when the sensor is at 20° and 40° the observed target contrast increases for certain
target orientations at which their surface normals are tilted away from the sensor resulting
in higher scattering angles. Figure 4.5 (c) indicates that when the sensor is located at 60°
zenith angle then the observed target contrast starts to decrease at higher scattering angles
beyond the Brewster angle. This can be recognized from Figure 4.3 that the target
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polarization decreases beyond the Brewster angle resulting in poor target contrast at those
surface orientations.

(a)

(b)

Figure 4.6: Target-background discriminability using (a) optimal single view and (b) multi view
polarimetric imagery.

Figure 4.5 highlights the fact that a single view polarimetric image is not sufficient in
detecting all the surface orientations. Figure 4.6 (a) presents the theoretical optimal single
view performance in detecting each surface orientation; where for a given target
orientation the image was acquired using a sensor location that maximizes the target
contrast. In practical applications, however, a priori knowledge about the target geometry
is usually not available and also the scene could include more than one surface
orientation. In such cases, combining information from polarimetric images acquired at
multiple view angles will be useful in improving target discriminability. Figure 4.6 (b)
presents the target-background discriminability in multi-view DOP imagery for various
target orientations calculated using the Euclidean distance metric given by

Eulidean distance 
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 μ  μ 


t

b 2

(4.3)

where μt and μb correspond to mean values of target (at a given orientation) and
background DOP in the observed image acquired at sensor view angle  . Comparing
Figure 4.5 and Figure 4.6 (b) it can be seen that multi-view polarimetric imagery leads to
improved target-background discriminability and in fact provides performance
comparable to using single view image acquired at the unknown ideal sensor view angle

 for any given target orientation. This approach of combining polarimetric information
observed at multiple sensor view angles could potentially benefit applications that
involve analyzing scenes that include multiple unknown target geometries.

4.5 Material discriminability using simple scene analysis
This research aims to use DIRSIG polarimetric imagery to explore the functional
relationship between the fundamental system parameters and the polarimetric properties
of a material by examining the discriminability of a target on a uniform background
within a simple scene. Therefore the main components of this study include data
generation, quantification, and analysis of material discriminability in polarimetric
images. This section presents the details of the simple scene analysis by addressing each
of these components.

4.5.1 DIRSIG polarimetric data generation
To understand the fundamental source-scene-sensor physics, a simple DIRSIG
scene containing the target of interest on a uniform background (grass, asphalt) was used.
Firstly, the analysis focuses on demonstrating the relationship between polarization and
optical properties of the target materials. Various man made materials (Shell 2005) such
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as glossy and matte painted metals (black, green) were used in the simulation for this
analysis. Variations in polarization state due to the changes in surface scattering angle are
observed by including targets with different surface normal orientations with respect to
the sensor. Figure 4.7 shows the nadir view of the tip of target surface normal with
respect to the sensor which is located in the East (0 azimuth angle). Zenith angle of the
target surface normal, measured with respect to Z axis, is sampled at every 5 interval
and azimuth angle of the target surface normal which is calculated relative to the sensor
is sampled at 30 azimuth intervals in the clockwise direction.

Figure 4.7: Nadir view of tip of target surface normal.

For each case, the analysis was performed to understand the impact of solar
location on material discriminability. This analysis was carried out by varying the time of
day for acquisition in DIRSIG simulations to observe changes due to solar elevation. The
position of sun for every one hour between 5 am to 8 pm for the day used in DIRSIG
simulations (07/25/2001, 43° 9' N / 77° 36' W) is shown in Figure 4.8, where the azimuth
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angle is marked along the outer circle and the zenith angle is marked along the radial line
drawn from the center to the outer circle. We selected 3 different times of day in our
simulations until twelve noon (highlighted in blue), due to the observed symmetry in the
solar locations after mid day.

Figure 4.8: Solar locations for 43° 9' N / 77° 36' W on 07/25/2001 between 5am to 8pm.

In all cases, the observations were made at different sensor locations to identify
the variability in material discriminability due to changes in the view geometry. The
sensor was located at a relative azimuth angle of 180, 135 and 90 measured with
respect to the solar location. Also for each observation azimuth angle, the sensor imaged
the scene at 3 different zenith angles (20, 40 and 60). Therefore the sensor locations
which are relative to the source position will change according to the time of day used in
the simulations. Furthermore, the surface orientations with respect to the sensor will also
change as shown in Figure 4.9. Such a modification in the DIRSIG Object Database
(ODB) file will ensure that the target scattering angles are unaltered for different times of
day and therefore the observed polarization is completely due to the change in the
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illumination source. Also, in order to understand the impact of the shadowing condition
on the material discriminability, the DIRSIG Atmospheric Database (ADB) file was
modified to eliminate the solar component in the simulation. Effects of different types of
atmosphere such as clear and hazy conditions were also investigated to identify the
variability caused by single and multiple scattering in the atmosphere. The effect of
upwelled polarization on polarimetric images was studied by including and removing the
sensor path radiance in the simulations. In each of these simulations, the observation
altitude used was 5000 m and the spatial resolution was 1 m.

Figure 4.9: DIRSIG sun-sensor geometry for different time of day.
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(a)

(b)

(d)

(c)

(e)

(f)
Figure 4.10: Testing DIRSIG sensor locations (a)-(e) images acquired at 6am with varying sensor
azimuth locations and (f) projection of sensor locations on ground.

A simple test scene was constructed to verify the correctness of sensor location
for making hemispherical observations using DIRSIG. Images were simulated for a given
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time of day and sensor elevation but with different sensor azimuth locations. Figure 4.10
(a) - (e) presents images simulated at 6 am with different sensor azimuth locations at  
0, 45, 90, 135, 180. Source location can be easily identified from the shadow of the
object in the scene. These images were simulated with the sun in the east at lower
elevation angle and therefore the sensor faces the side of the cube that is directly
illuminated by the sun in   0 image. In the case of   180 image, the sensor faces
the opposite side of the cube that has no direct solar illumination and therefore looks
darker. In addition, the sensor locations were projected onto the ground as shown in
Figure 4.10 (f) with the scene center at (9600, 9600). It can be seen from Figure 4.10 (f)
that the relative sensor azimuth angle is measured in the anticlockwise direction with
respect to the source.
Table 4.1: List of parameters in simple scene analysis.
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Table 4.1 provides the summary of parameters used in the polarization phenomenology
study to identify the impact of these scene related variables on the observed material
discriminability.

4.5.2 Quantification of material discriminability
The main objective of identifying the influence of system parameters on material
discriminability in polarimetric images is accomplished by quantifying the material
discriminability and then analyzing the measured discriminability at various imaging
configurations. In general, statistical classification techniques that exploit dissimilarity in
the polarimetric response of the materials can be used to quantify the material
discriminability. However, the quantification results will also depend on the statistical
framework of the technique. In order to have a ‘generalized’ quantification of material
discriminability, the Euclidean distance metric given in (4.3) was used to measure the
polarimetric dissimilarity for each target-background pair within the scene. This distance
metric is designed to measure the distinctness of a target from its background, assuming
that higher distance values indicate easily detectable targets. Analyzing this direct
indicator of discriminability at varying imaging configurations, the optimal
phenomenology related parameters to achieve maximum material discriminability can be
identified.
This analysis includes multiple imaging configurations as described in Table 4.1
and it can be recognized that for each imaging configuration material discriminability
will also depend on the target surface orientation included in the scene. This necessitates
the use of descriptive statistics that capture the entire distribution of the measured target
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discriminability at any given imaging configuration. This will then allow us to compare
two imaging configurations to identify the influence of the scene related parameters on
material discriminability. In descriptive statistics, a box plot is a convenient way of
graphically depicting groups of numerical data through their five-number summaries: the
smallest observation, lower quartile, median, upper quartile, and the largest observation.
Figure 4.11 presents the box plot visualization of target discriminability observed at two
different imaging configurations, which illustrates the usefulness of box plot in
examining the two configurations graphically. Here the location of lower whisker and the
median are good indicators that can be used as selection criteria to identify the imaging
configuration that maximizes the material discriminability. In Figure 4.11 (c) case A is
better than case B in improving target discriminability using polarization information.

(a)

(b)

(c)

Figure 4.11: Visualization (a)-(b) target-background discriminability for 2 different imaging
conditions and (c) Box plot illustration.
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4.5.3 Analysis of material discriminability in polarimetric images
The main objective of this analysis is to investigate the impact of polarization
phenomenology related parameters on the observed material discriminability using multi
view polarimetric images. This section presents the sensitivity analysis of material
discriminability in a simple scene for different target background combinations that have
poor separability in the visible spectral images.

4.5.3-i Glossy black target on asphalt
A glossy black painted target behaves like a theoretical Fresnel surface reflector.
This is because the reflected radiation from a highly absorbing surface is mainly due to
single surface reflection while the remaining radiation is completely absorbed. Also, the
discriminability of a black target on asphalt is low in the visible spectral region. Figure
4.12 illustrates the observed material discriminability of glossy black target on asphalt
when the scene is directly illuminated by sunlight and skylight. It can be seen that in the
multiple scattering atmosphere when the upwelled component is not included, the
material discriminability is independent of both time of day and sun-sensor azimuth. It
can be attributed to the depolarizing effect of the multiple scattering atmosphere, which
remains unaffected for different observation geometry and solar location. This can be
verified from Table 4.2, which presents the correlation of the measured material
discriminability with the material discriminability observed with a theoretical uniform
unpolarized sky dome (laboratory illumination condition). The high correlation values
indicate the similarity of the multiple scattering atmosphere to unpolarized sky dome and
also the slight variation is due to realistic non-uniformity in sky dome.
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Figure 4.12: Material discriminability of glossy black target on asphalt.

Table 4.2: Correlation with unpolarized sky dome.

Therefore the multiple scattering atmosphere extracts target surface polarization
information with least effect of the observation geometry. This can be further verified
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from Figure 4.13, Figure 4.14 and Figure 4.15, which shows the target surface
discriminability for different sun-sensor relative azimuth angle using multi view images
(MV) and single view image at different sensor observation zenith angles (SV). By
comparing with Figure 4.4, it can be seen that the observed target contrast in single view
images increases with incident angle experiencing a maximum near the Brewster angle of
56, as expected, and then decreases beyond the Brewster angle.

Figure 4.13: Material discriminability of glossy black target on asphalt with sensor at 180 in
multiple scattering atmosphere.
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Figure 4.14: Material discriminability of glossy black target on asphalt with sensor at 135 in
multiple scattering atmosphere.

Furthermore, Figure 4.13, Figure 4.14 and Figure 4.15 illustrate the improvement
in material discriminability at all target scattering angles using multi view (MV)
polarimetric images over the target contrast observed in single view (SV) polarimetric
images.
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Figure 4.15: Material discriminability of glossy black target on asphalt with sensor at 90 in multiple
scattering atmosphere.

It can be seen from Figure 4.12 that in a single scattering atmosphere when the
upwelled component is not included, the observed material discriminability of glossy
black target on asphalt is dependent on both time of day and sun-sensor azimuth. This can
be attributed to the strongly polarizing single scattering atmosphere, which varies for
observation geometry and solar location. This can be further verified from Table 4.2,
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which presents the correlation of the measured material discriminability for a single
scattering atmosphere with the material discriminability observed with a theoretical
uniform unpolarized sky dome (laboratory illumination condition). The low correlation
values indicate the dissimilarity of the single scattering atmosphere to unpolarized sky
dome. As expected there is a significant drop in the correlation value especially for sunsensor relative azimuth of 90 at 6 am, due to the strongly polarized sky dome.

Figure 4.16: Material discriminability of glossy black target on asphalt with sensor at 180 in single
scattering atmosphere.
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Figure 4.17: Material discriminability of glossy black target on asphalt with sensor at 135 in single
scattering atmosphere.

Moreover, as shown in Figure 4.12 the median of observed material
discriminability for multiple scattering atmosphere is always higher than the single
scattering atmosphere for all observation geometry at any time of day. But for the 6 am
case, the lower whisker of material discriminability for single scattering atmosphere is
slightly higher than that of the multiple scattering atmosphere when the sensor is located
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at 180 or 135 with respect to Sun. Also, Figure 4.16, Figure 4.17 and Figure 4.18
illustrate the usefulness of multi view (MV) polarimetric images in maximizing the
discriminability when compared to the single view (SV) polarimetric images that are
significantly influenced by the polarizing sky dome.

Figure 4.18: Material discriminability of glossy black target on asphalt with sensor at 90 in single
scattering atmosphere.
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Figure 4.19: Material discriminability of glossy black target on asphalt with sensor at 180 in
multiple scattering atmosphere when upwelled is included.

The impact of including the upwelled component on the discriminability of glossy
black target on asphalt when the scene is directly illuminated by sunlight and skylight can
be seen in Figure 4.12.

In the case of multiple scattering atmosphere, the target

discriminability is severely affected as the upwelled component has a depolarizing effect
on the target polarization. This can be further confirmed from Figure 4.19, Figure 4.20
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and Figure 4.21, where the target discriminability is below 0.2 for most of the target
orientations. Therefore polarimetric images that include the upwelled component in a
multiple scattering atmosphere will contain more information about the atmosphere than
the target polarization information.

Figure 4.20: Material discriminability of glossy black target on asphalt with sensor at 135 in
multiple scattering atmosphere when upwelled is included.
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Figure 4.21: Material discriminability of glossy black target on asphalt with sensor at 90 in multiple
scattering atmosphere when upwelled is included.

In case of a single scattering atmosphere, the discriminability of glossy black
target on asphalt is improved when the upwelled component is included as shown in
Figure 4.12. This impact of including the polarizing upwelled component can also be
seen in Figure 4.22, Figure 4.23, and Figure 4.24. It is important to recognize that the
target contrast in single view images is not a function of target scattering angles.
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Figure 4.22: Material discriminability of glossy black target on asphalt with sensor at 180 in single
scattering atmosphere when upwelled is included.

The total sensor reaching radiance may be approximated as a sum of radiance
sources: solar radiation ( Lr ) , skylight component ( Ld ) and upwelled atmosphere ( Lu )
Ls  Lr  Ld  Lu .

(4.4)

Therefore the Stokes vector representation of the sensor reaching polarized radiance is
102

LS0  LS0 rd  LS0 u
LS1  LS1rd  LS1u

(4.5)

LS2  LS2 rd  LS2 u
where LS xrd is the Stokes vector of the reflected component that is illuminated by sunlight
and skylight in natural environment.

Figure 4.23: Material discriminability of glossy black target on asphalt with sensor at 135 in single
scattering atmosphere when upwelled is included.
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Figure 4.24: Material discriminability of glossy black target on asphalt with sensor at 90 in single
scattering atmosphere when upwelled is included.

When the upwelled component is not included, the DOP of target and background can be
written as
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As natural background materials are usually unpolarizing, the target contrast can be
approximated as
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Due to the polarized upwelled component in the image, background materials in the
scene look falsely polarizing and the DOP of background is given by
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However, the target polarization very much depends on the target geometry and the
degree and direction of polarization of the upwelled component. Therefore, the target
DOP can increase if the multiplicative term in the numerator in equation (4.9) becomes
positive.
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This phenomenon can be easily identified in the single view (SV) target contrast images
shown in Figure 4.22, Figure 4.23, and Figure 4.24.
Figure 4.25 illustrates the observed material discriminability of glossy black
target on asphalt when the scene is in shadow and hence illuminated only by the skylight
component. Comparing Figure 4.12 and Figure 4.25 it can be seen that in the multiple
scattering atmosphere when the upwelled component is not included, the material
discriminability is independent of the illumination source type. When the upwelled
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component is included the target discriminability is lowered in shadowed scene for both
the atmospheric conditions.

Figure 4.25: Material discriminability of shadowed glossy black target on asphalt.

In the absence the upwelled component equation (4.4) is simplified to Ls  Lr  Ld . The
Stokes vector representation of the sensor reaching radiance is derived by substituting for
the solar and downwelled surface reflection component as
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LS0  f 0  Esun  S sun  f 0  Esky  S sky




LS1  f1  Esun  S sun  f1  Esky  S sky ,




LS2  f 2  Esun  S sun  f 2  Esky  S sky

(4.10)

where Esun and Esky are the solar and sky dome irradiance incident on the surface

respectively and f x corresponds to the row vector of the Mueller matrix.

(a)

(b)
Figure 4.26: DOP of glossy black target and background in direct sunlight (DS) and in shadow (S) at
9 am (a) multiple scattering atmosphere and (b) single scattering atmosphere.
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Using equation (4.10) and recalculating the DOP of target in sunlight and in shadow for
multiple scattering atmosphere, we can recognize from equation (4.11) that it is
independent of illumination and is purely a function of surface polarization properties.
This makes the material discriminability independent of illumination type and time of
day.
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Figure 4.26 presents the DOP of target with varying surface normal orientations
and background, in direct sunlight (DS tgt/bgd) and in shadow (S tgt/bgd) observed at 9
am for different atmospheric conditions. It can be seen from Figure 4.26(a) that the target
DOP does not change under varying illumination conditions for a multiple scattering
atmosphere, but the background DOP value is slightly lowered in shadow which leads to
the slight increase in the material discriminability (median) that is shown in Figure 4.25.
However, in the single scattering atmosphere case presented in Figure 4.26(b), the
polarized sky dome reduces the DOP of background in shadow resulting in a significant
increase in the target discriminability as shown in Figure 4.25.

4.5.3-ii Glossy green target on grass
The reflected radiation from a glossy green painted surface is contributed by both
single surface reflection and volumetric scattering component. Unlike the single
reflection component, the volumetric scattering component partially depolarizes the
108

incident polarized radiation due to multiple random reflections. Figure 4.27 illustrates the
observed material discriminability of glossy green target on grass when the scene is
directly illuminated by sunlight and skylight. Due to the depolarizing volumetric
scattering component, glossy green target (Figure 4.27) has lower discriminability
compared to glossy black target (Figure 4.12) for all imaging configurations.

Figure 4.27: Material discriminability of glossy green target on grass.

It can be seen that when the upwelled component is not included, the glossy green
target discriminability is independent of atmospheric type but dependent on time of day
and sun-sensor azimuth. The material discriminability is worse when the relative sun109

sensor geometry is 90 at all times of day. Furthermore, when the upwelled component is
included the target discriminability is lowered for both the atmospheric conditions. Figure
4.28 illustrates the observed material discriminability of glossy green target on grass in
shadow. Target discriminability is improved in shadow for the single scattering
atmosphere. However, the target discriminability in shadow is further reduced when the
upwelled component is included in a multiple scattering atmosphere. It can be recognized
that when the upwelled component is not included, the target discriminability in shadow
is independent of the observation geometry and solar location.

Figure 4.28: Material discriminability of shadowed glossy green target on grass.
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4.5.3-iii Matte black target on asphalt
Matte surfaces are depolarizing due to the fact that the reflected radiation is
dominated by volumetric scattering component. Figure 4.29 presents the observed
material discriminability for matte black target on asphalt when the scene is illuminated
by sunlight and skylight. The depolarizing volumetric scattering component lowers the
target discriminability for all imaging configurations. This can be observed when Figure
4.29 is compared with glossy black target discriminability in Figure 4.12 and glossy
green target discriminability Figure 4.27.

Figure 4.29: Material discriminability of matte black target on asphalt.
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Figure 4.30: Material discriminability of shadowed matte black target on asphalt.

Figure 4.30 illustrates the observed material discriminability for matte black target on
asphalt in shadow. It can be identified that the material discriminability is reduced for all
the imaging configurations when compared to the sunlit case shown in Figure 4.29. When
the upwelled component is not included, the target discriminability in shadow is
independent of the observation geometry and solar location. Also, from Figure 4.25 it can
be seen that glossy black target has higher discriminability in shadow when compared to
matte black target on asphalt shown in Figure 4.30.
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4.5.3-iv Matte green target on grass
The observed material discriminability for matte green target on grass when
illuminated by sunlight and skylight is presented in Figure 4.31. As expected, the
depolarizing volumetric scattering component lowers the target discriminability for all
imaging configurations.

Figure 4.31: Material discriminability of matte green target on grass.

This can be confirmed from Figure 4.31 when compared with glossy black target
discriminability in Figure 4.12 and glossy green target discriminability in Figure 4.27.
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Figure 4.32 demonstrates that the observed material discriminability for matte green
target is further reduced in shadow. Moreover, matte green target discriminability
observed under different illumination conditions is comparable to matte black target
discriminability shown in Figure 4.29 and Figure 4.30. This can be attributed to the fact
that both the matte painted surfaces are spectrally different but have similar degree of
polarization values.

Figure 4.32: Material discriminability of shadowed matte green target on grass.
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4.6 Material discriminability using complex scene analysis
Target discriminability analysis using a simple scene at varying imaging
configurations facilitates understanding the influence of scene related parameters on the
separability of each target material. However, the ultimate goal is to extend this
polarimetric material discriminability study to a realistic remote sensing scene that
contains multiple target-background materials. Results from this complex scene analysis
can be integrated with the previous observations to interpret if there are any effects due to
scene induced complexities on material discriminability. The main components of this
study include data generation, quantification, and analysis of material discriminability in
polarimetric images. This section presents the details of the complex scene analysis by
addressing each of these components.

4.6.1 DIRSIG polarimetric data generation
The complex scene that was used for this study represents a remote sensing scene
comprising both spatial and material type variability as shown in Figure 4.33. This
cluttered scene includes different background materials such as grassland, tree canopy,
soil, asphalt and man made objects like green, red, black and white glossy painted
hemispherical targets. Figure 4.34 presents the sketch of some of the target models used
in this analysis. In Figure 4.33, the color of the circle around the target indicates the color
of the target, except blue circles correspond to glossy black targets. In addition to the
target geometry the scene by itself will induce additional complexities as these targets are
arranged such that they are in shadow or directly illuminated by sun or concealed in tree
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canopy. The solid circle corresponds to targets under direct solar illumination while the
dashed circle corresponds to targets in shadow.

Figure 4.33: DIRSIG Megascene target layout.

Figure 4.34: Sample target shapes used in complex scene analysis.
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This analysis utilizes images acquired at three different sensor zenith angles (  )
and Figure 4.35 illustrates the platform locations for viewing the scene at nadir and off
nadir when observing at a constant altitude (H). Therefore for a given detector size and
observation height, the focal length (Schott 2007) for the off nadir viewing geometry is
given by
f 

f nadir
cos  

(4.12)

where f nadir and f correspond to focal length for nadir view geometry and for a given
sensor view angle respectively.

Figure 4.35: Concept of acquiring multiple view angles at constant flying altitude.
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So the multi-view polarimetric imaging system can be modeled as a platform
carrying three framing array systems, each pointing in the forward direction (with respect
to the flying direction) in the order of increasing off nadir angle. Also the ground sample
distance will be preserved by varying the focal length with the view angles using
equation (4.12). However, at any given platform location the images acquired will
correspond to different parts of the scene. Therefore the off nadir view angle images
corresponding to the given study site (shown in Figure 4.33) were collected by
calculating the location of the platform from the nadir view platform location. These
images were then orthorectified by projecting them onto the ground coordinates
corresponding to nadir view geometry as described in Section 4.6.2-ii.
Table 4.3: List of parameters in complex scene analysis.

This analysis was performed to understand the impact of solar location on target
discriminability. For each case, observations were made at different sensor azimuth
locations to identify the variability in target discriminability due to changes in the view
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geometry. The effect of different types of atmosphere was also investigated to identify
the variability caused by single and multiple scattering in the atmosphere. The upwelled
polarization effect on target discriminability was studied by including and removing the
sensor path radiance in the simulations. In each of these simulations, the observation
altitude used was 5000 m, f nadir  200 mm and the spatial resolution was 1 m. It can be
seen in Figure 4.33 that the scene contains targets of different sizes and shapes. Such an
arrangement of targets results in a variety of target surface orientations in each image
simulation as there are multiple sample points on each target object. This analysis of
target discriminability was performed using a well demonstrated DIRSIG simulation with
an “ideal” sensor. Simulations were done without using the over-sampling option in
DIRSIG. Table 4.3 provides the summary of parameters used in the complex scene
analysis to identify the impact of these scene related variables on the observed target
discriminability.

4.6.2 Quantification of target discriminability
4.6.2-i Visual analysis
Target discriminability analysis was performed by visual inspection of DIRSIG
simulated data to identify the improvement in the image contrast using polarization
information. Figure 4.36 presents the true color composite of the intensity image and
Figure 4.37 presents the color composite image formed using orthorectified DOP images
observed at different sensor zenith angles (20°, 40° and 60°). The orthorectification
methodology will be described in Section 4.6.2-ii. In both cases the images were acquired
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at 6 am in the forward scattering direction, which can be further verified from the
shadows in Figure 4.36.

Figure 4.36: True color composite image formed using red, green and blue bands acquired at 6 am
with solar zenith of 80 in the forward scattering direction.

Due to poor illumination conditions, only the white target can be visually detected
in Figure 4.36 and since the sun was behind the white target part of the hemisphere is in
self shadow. Also, the inverse relationship between the intensity and DOP images can be
confirmed by comparing the white and black targets in Figure 4.36 and Figure 4.37.
Different colors observed on the target illustrate that the observed polarization is a
function of the scattering angle and therefore varies for different target surface orientation
and sensor viewing angle. This demonstrates the usefulness of multi view polarimetric
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images in improving the target contrast when multiple targets with different surface
orientations are present in the scene. In addition, the DOP images are independent of
illumination type which makes them very valuable in cases of poorly illuminated scenes
where the spectral sensors show poor target discriminability.

Figure 4.37: Color composite image formed using DOP at different view angles (with 20, 40 and 60
corresponding to red, green and blue respectively) acquired at 6 am in the forward scattering
direction.

4.6.2-ii Quantitative analysis
The main objective of the material discriminability analysis in this complex
remote sensing scene is achieved by identifying a suitable approach for quantification of
target discriminability. Firstly, it is important to recognize that a polarimetric spectrum
for a material has infinite variations due to diverse surface and observation geometries in
121

addition to atmospheric polarization variations. Therefore, algorithms that do not require
a priori knowledge about the target materials are more appropriate for quantification of
material discriminability in polarimetric images. So, the RX anomaly detection algorithm
(Reed and Yu 1990) that detects the target by measuring its distinctness from the
surrounding with no a priori knowledge was used.

Figure 4.38: Steps in complex scene analysis.

Figure 4.38 presents the methodology used in analyzing the sensitivity of target
discriminability to various scene related parameters in a polarimetric system. Target
detectability of the multi view polarimetric system is compared with that of the
multispectral system for each imaging configuration listed in Table 4.3. Multispectral
data consists of 22 bands between 0.45  2.55  m and was acquired using a nadir viewing
sensor geometry with the spatial resolution of 1 m. DOP images observed at different
sensor zenith angles (20°, 40° and 60°) were orthorectified by projecting them onto the
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ground coordinates corresponding to nadir view geometry. This can be done using the
linear collinearity model (Lillesand 2008) that relates the image space to ground
coordinate space for a given sensor location and focal length. However, the estimation of
ground coordinates can be avoided by taking advantage of DIRSIG hit maps and directly
projecting the off-nadir polarimetric images onto the nadir ground coordinates. Then the
RX detection algorithm was applied on orthorectified DOP images observed at different
sensor zenith angles (20°, 40° and 60°) and multispectral data. Using the material maps
corresponding to nadir view geometry the detection statistics in the form of receiver
operating characteristic (ROC) was calculated for these two datasets to compare their
detection performance.

4.6.3 Analysis of anomaly detection performance
4.6.3-i Without upwelled component
Firstly, the effectiveness of multi-view polarimetric imaging in improving target
discriminability was investigated by comparing the detection performance with that
achieved using a single-view polarimetric image. The RX detection algorithm was
applied on 4 different datasets namely (i) multi-view DOP (MVDOP) with S0, (ii) singleview DOP at 20° with S0, (iii) single-view DOP at 40° with S0 and (iv) single-view DOP
at 60° with S0. In these datasets S0 corresponds to the panchromatic intensity image
observed with nadir viewing geometry. ROC curves in Figure 4.39, Figure 4.40 and
Figure 4.41 present the performance of the RX detection algorithm for different sensor
azimuth angles. In all cases (a) and (d) correspond to 6 am, (b) and (e) correspond to 9
am and (c) and (f) correspond to 12 pm. Results indicate that multi-view DOP (MVDOP)
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with S0 outperforms the single-view DOP with S0 in target detection performance for all
sun-sensor geometries and atmospheric conditions. This confirms the usefulness of multiview polarimetric imagery in improving target discriminability.
Next, the influence of different scene related parameters in a polarimetric system
on the detection performance was quantitatively evaluated. In this analysis, the RX
detection algorithm was applied on 2 different datasets namely (i) multi-view DOP
(MVDOP) images, (ii) multispectral (MS) bands. This quantitative analysis will reveal
scenarios where polarization imaging can be very useful in improving the target contrast.
Comparison of RX detection performance of multi-view polarimetric system vs.
multispectral system without upwelled component for different solar locations for sunsensor geometry of 180°, 135° and 90° is presented in Figure 4.42, Figure 4.43 and
Figure 4.44 respectively. It can be seen from Figure 4.42 that when the sensor is in the
forward scattering direction, MVDOP detection performance is better than MS especially
at 6 am and 9 am and the performance is comparable at 12 pm. This can be attributed to
the fact that the DOP images are independent of illumination type which makes them
valuable when the scene is poorly illuminated where the spectral sensors show poor
target discriminability. Also Figure 4.42 (d) indicates the impact of polarized sky dome
that slightly lowered the performance when compared to multiple scattering atmosphere
in Figure 4.42 (a). Since multiple scattering atmosphere generates slightly more photons
to illuminate the scene than the single scattering atmosphere, MS shows slightly poor
performance for single scattering atmosphere especially at 6 am. Figure 4.43 is very
much comparable to Figure 4.42 except at 12 pm, which indicates the influence of
changing the sun-sensor geometry to 135°. MVDOP detection performance is still better
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for lower solar locations. Figure 4.44 indicates the sensitivity of polarimetric imaging to
sun-sensor geometry. When the sensor is located at 90° with respect to sun, MVDOP
performs better than MS only at 6 am for both the atmospheric conditions. However, at 9
am and 12 pm for single scattering atmospheric condition, MVDOP detection
performance is significantly reduced. In the case of single scattering atmosphere,
detection performance of MVDOP is still comparable to MS at 9 am and 12 pm.
Therefore by comparing Figure 4.42, Figure 4.43 and Figure 4.44 it can be concluded that
the optimal sensor geometry is 180°. It can also be observed that the detection
performance of MVDOP is lower than MS at lower Pfa values. This can be attributed to
the fact that the MS images show higher contrast for the white target which does not have
any polarization characteristic. Also multiple scattering atmosphere always enhanced
target discriminability because target polarization response could be lowered if there is
any mismatch between the surface orientation and direction of polarization of the skylight
in the case of single scattering atmosphere.
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(d)
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(c)
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Figure 4.39: Comparison of RX detection performance of multi-view vs. single-view polarimetric
imagery without upwelled atmospheric component for different solar locations with sun-sensor
geometry of 180o (a)-(c) multiple scattering atmosphere and (d)-(e) single scattering atmosphere.
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Figure 4.40: Comparison of RX detection performance of multi-view vs. single-view polarimetric
imagery without upwelled atmospheric component for different solar locations with sun-sensor
geometry of 135o (a)-(c) multiple scattering atmosphere and (d)-(e) single scattering atmosphere.
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Figure 4.41: Comparison of RX detection performance of multi-view vs. single-view polarimetric
imagery without upwelled atmospheric component for different solar locations with sun-sensor
geometry of 90o (a)-(c) multiple scattering atmosphere and (d)-(e) single scattering atmosphere.
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Figure 4.42: Comparison of RX detection performance of multi-view polarimetric system vs.
multispectral system without upwelled component for different solar locations with sun-sensor
geometry of 180o (a)-(c) multiple scattering atmosphere and (d)-(e) single scattering atmosphere.
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Figure 4.43: Comparison of RX detection performance of multi-view polarimetric system vs.
multispectral system without upwelled component for different solar locations with sun-sensor
geometry of 135o (a)-(c) multiple scattering atmosphere and (d)-(e) single scattering atmosphere.
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Figure 4.44: Comparison of RX detection performance of multi-view polarimetric system vs.
multispectral system without upwelled component for different solar locations with sun-sensor
geometry of 90o (a)-(c) multiple scattering atmosphere and (d)-(e) single scattering atmosphere.
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4.6.3-ii With upwelled component
The intent of this analysis was to identify the influence of the upwelled
polarization component on the detection performance. Comparison of RX detection
performance of multi-view polarimetric system vs. multispectral system with upwelled
component for different solar locations for sun-sensor geometry of 180°, 135° and 90° is
presented in Figure 4.45, Figure 4.46 and Figure 4.47 respectively. Compared to Figure
4.42, Figure 4.43 and Figure 4.44, the detection performance of multi-view polarimetric
system is severely affected as the upwelled component has a depolarizing effect on the
target polarization. In addition, the background materials in the scene look falsely
polarizing due to the polarized upwelled component in the image as described in equation
(4.8) resulting in higher false alarms. This effect of upwelled component can be further
verified in Figure 4.48 which presents the color composite images formed using the
orthorectified multi-view DOP images acquired at 6 am in the forward scattering
direction for single and multiple scattering atmospheres.
The sensitivity of upwelled component in polarimetric imaging to sun-sensor
geometry can be easily identified as the detection performance degrades when the sensor
is located at 90° with respect to sun and this effect is more prominent at 6 am. Also,
results from the simple scene analysis in Section 4.5 indicated that the optimal time of
day that maximizes target discriminability is 9 am (with the sensor in forward scattering
direction) when the upwelled polarization component was included and this can be
observed again in Figure 4.45. In summary, polarimetric images that include the
upwelled component contain more information about the atmosphere than the target
polarization information and therefore reduce the detection performance.
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Figure 4.45: Comparison of RX detection performance of multi-view polarimetric system vs.
multispectral system with upwelled component for different solar locations with sun-sensor geometry
of 180o (a)-(c) multiple scattering atmosphere and (d)-(e) single scattering atmosphere.
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Figure 4.46: Comparison of RX detection performance of multi-view polarimetric system vs.
multispectral system with upwelled component for different solar locations with sun-sensor geometry
of 135o (a)-(c) multiple scattering atmosphere and (d)-(e) single scattering atmosphere.
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Figure 4.47: Comparison of RX detection performance of multi-view polarimetric system vs.
multispectral system with upwelled component for different solar locations with sun-sensor geometry
of 90o (a)-(c) multiple scattering atmosphere and (d)-(e) single scattering atmosphere.
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(a)

(b)
Figure 4.48: Color composite image formed using DOP at different view angles (with 20, 40 and 60
corresponding to red, green and blue respectively) acquired at 6 am in the forward scattering
direction with upwelled component for (a) multiple and (b) single scattering atmospheric condition.
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4.7 Summary
This chapter explored the functional relationship between the fundamental system
parameters and the polarimetric properties of a material by examining the target
discriminability at different imaging configurations. This chapter also included DIRSIG
data generation, quantification, and analysis of material discriminability in polarimetric
images. It described a polarization physics-based approach for improving the targetbackground discriminability and demonstrated the usefulness of this approach in
improving detection performance in the absence of a priori knowledge about the target
geometry. This chapter also provided the results of sensitivity analysis of material
discriminability in a simple scene for different target background combinations. In
addition, the chapter presented the results of target detection performance of the proposed
multi-view polarimetric system and multispectral system for a complex remote sensing
environment to identify scenarios where polarization imaging can be useful in improving
the target discriminability.
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CHAPTER 5
Conclusions

5.1 Research summary
The research presented in this dissertation was conducted to advance our
knowledge in polarimetric remote sensing. Through this polarization phenomenology
study, we wanted to answer a broader scientific question - “How will different scene
related parameters in polarimetric remote sensing system influence material
discriminability?” Hence the main objective of this research was to understand the
physics of polarimetric remote sensing and integrate this knowledge in developing
techniques to effectively extract the scene information. The research findings will be of
significance to the remote sensing community as it reveals scenarios where polarization
information can be very useful in improving the target contrast. The two major
components of this research include:
(3)

Validating the capability of DIRSIG in polarimetric image modeling and
simulation.

(4)

Investigating the impact of system parameters on material discriminability in
polarimetric images.
138

5.2 Research contributions
5.2.1 DIRSIG polarimetric system validation
The Digital Imaging and Remote Sensing Image Generation (DIRSIG) model is a
high fidelity synthetic image generation tool developed at the Rochester Institute of
Technology (RIT) to simulate broadband, multispectral and hyperspectral imagery.
Recently, DIRSIG was extended to support rendering scenes polarimetrically in the
visible through thermal infrared regions of the spectrum. The DIRSIG validation
component of this research verified the correctness of implementation and integration of
each link in the polarimetric imaging chain within the simulation model. A theoretical
framework was developed for validating the capability of DIRSIG in predicting the
polarized signatures within a natural scene. The accuracy of integration of the polarized
version of MODTRAN code within the DIRSIG model was validated by performing
skylight polarization analysis. The correctness of integration of skylight polarization
component with the surface reflection polarization inside DIRSIG was confirmed using
water surface reflected skylight analysis. The accuracy of DIRSIG in modeling the
surface reflection polarization phenomenology was verified by examining the
relationship between surface reflection polarization parameters and object geometry for
objects with different optical properties. The accuracy of DIRSIG in calculating the
polarized upwelled term and its integration with the surface reflection polarization
component was verified using a traditional remote sensing calibration technique. The
results provide improved confidence in the synthetic polarized images generated using
the DIRSIG model.
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5.2.2 Polarization phenomenology and target discriminability
In this research component, the main objective was to identify the imaging
conditions under which we can maximize target discriminability using polarization
information. Various factors include time of day, sun-sensor geometry, atmospheric
conditions and object geometry. Moreover, in polarimetric imaging the observed
polarization response is a function of the target scattering angles which depends on the
relative orientation of the target surface with respect to the sensor. Hence a polarization
physics-based approach, which utilizes the polarimetric information observed at multiple
sensor view angles, for improved target-background discriminability was proposed and
the usefulness of the approach in improving detection performance in the absence of a
priori knowledge about the target geometry was demonstrated. Target discriminability
analysis highlighted the fact that the DOP images are independent of illumination type
which makes them valuable in cases of poorly illuminated scenes where the spectral
sensors showed poor target discriminability. The detection performance in single
scattering atmosphere was significantly decreased when the sensor was located at
90 with respect to sun. It also indicated that the polarized sky dome slightly lowered the
performance compared to multiple scattering atmosphere. Furthermore, the target
discriminability was decreased when the polarimetric images included the upwelled
component since it contained significant information about the atmosphere relative to the
target polarization information.
Since skylight polarization is sensitive to the molecular composition of the
atmosphere, target discriminability will also depend on weather conditions and
geographic location of the scene. For example, the imaging in clear sky conditions in
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Arizona will present a single scattering atmosphere when compared to turbid sky
conditions in Rochester that results in multiple scattering atmosphere. Therefore, in this
research we demonstrated the impact of different atmospheric conditions on target
discriminability for different sun-sensor geometry. In addition, the importance of
atmospheric correction for improved detection performance using polarimetric images
was demonstrated.
Sensor characteristics play a vital role in determining the usefulness of the
acquired polarimetric data, as the measurement precision influences the accuracy of the
extracted polarization information. As a result, these measurement inconsistencies will
influence the physical and geometrical properties of the targets in the observed images.
Therefore, it is essential to recognize the magnitude of variation in the observed
polarimetric material discriminability due to various sensor related parameters. In this
research, a comprehensive analysis of material discriminability was performed using a
well demonstrated DIRSIG simulation with an “ideal” sensor. Future study will focus on
identifying different sources of measurement errors such as spatial misregistration,
polarization analyzer orientations, and sensor noise that will affect the target
discriminability in a polarimetric system.
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