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HILBERT POLYNOMIALS OF j-TRANSFORMS
SHIRO GOTO, JOOYOUN HONG, AND WOLMER V. VASCONCELOS
Abstract. We study transformations of finite modules over Noetherian local rings that at-
tach to a module M a graded module H(x)(M) defined via partial systems of parameters x
of M . Despite the generality of the process, which are called j-transforms, in numerous cases
they have interesting cohomological properties. We focus on deriving the Hilbert functions of
j-transforms and studying the significance of the vanishing of some of its coefficients.
1. Introduction
Let (R,m) be a Noetherian local ring and I an ideal of R. For a finite R-module M , our
aim is to study the metrics and homological properties associated to the composition of the
two functors
M 7→ grI(M) =
⊕
n≥0
InM/In+1M 7→ HI(M) = H
0
m(grI(M)).
Such transformation HI(M) could be appropriately called the j-transform of M relative to I.
The study of the j-transform was initiated by Achilles and Manaresi [1] who made use of the
fact that HI(M) =
⊕
k≥0Hk has an associated numerical function n 7→ ψ
M
I (n) =
∑
k≤n λ(Hk),
where λ(−) denotes the length. This function is called the j-function of M relative to I and
is a broad generalization of the classical Hilbert function – the case where I is an m-primary
ideal. Its Hilbert polynomial
r∑
i=0
(−1)iji(I;M)
(
n+ r − i
r − i
)
will be referred to as the j-polynomial ofM relative to I, where r stands for the analytic spread
of I. In general it is very difficult to predict properties of the j-transform HI(M), beginning
with their Krull dimensions or the j-coefficients ji(I;M). Nevertheless several authors have
succeeded in applying the construction to extend the full array of classical integrality criteria
for Rees algebras and modules ([1], [3], [4], [16] and [21]).
Our goal here is to study a different facet of the j-polynomials. The specific aim is to
derive explicit formulas for the j-coefficients ji(I;M) in terms of properties of M known a
priori and explore the significance of their vanishing. For that we limit ourselves to ideals
generated by partial systems of parameters of M or even special classes of modules. Thus we
let x = x1, . . . , xr be a partial system of parameters of M , that is dimM = r + dimM/(x)M ,
and set I = (x) and ji(x;M) = ji(I;M).
A general issue is what the values of j1(x;M) say about M itself. In [5], [6], [7] and [22],
the authors and colleagues studied the values of a special class of these coefficients. For
a Noetherian local ring R and a finite R-module M , we considered the Hilbert coefficients
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ei(x;M) associated to filtrations defined by a system x of parameters of M , more precisely to
the Hilbert functions
n 7→ λ(M/(x)n+1M)
and made use of the values of j1(x;M) as the means to detect various properties of M
(e.g., Cohen-Macaulay, Buchsbaum, finite local cohomology, etc.). Here we seek to extend
these probes to cases when r < dimM . The significant distinction between gr(x)(M) and
H0m(gr(x)(M)) is that when r < dimM , the latter may not be homogeneous and therefore the
vanishing of some of its Hilbert coefficients does not place them entirely in the context of [5],
[7] and [22].
We illustrate these issues with a series of questions. Let R be a Noetherian local ring
and M a finite R-module. Let I be an ideal generated by a partial system of parameters
x = x1, . . . , xr of M and let G = grI(R) be the associated graded ring. Then the G-module
HI(M) = H
0
m(grI(M)) has dimension at most r (Proposition 3.1). We list some questions
similar to those raised in [22] for a full system of parameters:
(i) What are the possible values of dimGHI(M)? Note that HI(M) = (0) may happen or
HI(M) 6= (0) but of dimension zero.
(ii) What is the signature of j1(x;M)? If r = dimGHI(M), is j1(x;M) ≤ 0? The answer
is affirmative if HI(M) is generated in degree 0, because j1(x;M) = e1(f ,HI(M))
and these coefficients are always non-positive according to [15, Theorem 3.6] and [6,
Corollary 2.3], where f = f1, . . . , fr denotes the initial forms of x
′
is relative to I.
(iii) IfM is unmixed, r = dimGHI(M), and j1(x;M) = 0, then is x anM -regular sequence?
The answer is obviously no. What additional restriction is required?
The questions (ii) and (iii) were dealt with in [5], [6], [7] and [22] for r = dimM , but we
do not know much in the other cases. We shall focus on a special kind of partial systems of
parameters which will be shown to be ubiquitous. For a finite R-module M , we call a partial
system x = x1, . . . , xr of parameters of M amenable if the Koszul homology module H1(x;M)
has finite length (and hence Hi(x;M) have finite length for all i ≥ 1).
Let us state one of our main questions.
Conjecture 1.1. Let (R,m) be a Noetherian local ring and M a finite unmixed R-module.
Let x = x1, . . . , xr be a partial system of parameters of M . Suppose that x is an amenable
d-sequence relative to M , that dimH0m(gr(x)(M)) = r, and that j1(x;M) = 0. Then x is a
regular sequence on M .
The unmixedness hypothesis serves various purposes that begin from avoiding trivial coun-
terexamples to the enabling of several constructions for cohomological calculations. There
are two versions of the conjecture, the strong version as stated and a weak one. The latter
assumes that j1(x;M) = 0 for all partial systems of parameters of r elements.
In outline, our approach to describe some of the j-transform H0m(gr(x)(M)) is the following.
First we show how to find an amenable partial system of parameters of M that is a d-sequence
relative to M (Proposition 2.5). Once provided with such a partial system x of parameters,
H0m(gr(x)(M)) occurs as the homology of the complex obtained by applying the section functor
H0m(−) to the approximation complex M(x;M) ([11]):
0→ H0
m
(Hr(x;M))⊗S[−r]→ · · · → H
0
m
(H1(x;M))⊗S[−1]→ H
0
m
(H0(x;M))⊗S → H
0
m
(gr
x
(M))→ 0,
where S = R[T1, . . . ,Tr] is the polynomial ring (see Theorem 3.2). When we add to this
the assumption that H1(x;M) has finite length, we derive the Hilbert series [[H]] of H =
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H0m(gr(x)(M)) in terms of the Koszul homology modules: If hi = λ(Hi(x;M)), i > 0, and
h0 = λ(H
0
m(H0(x;M)), then
[[H]] =
∑r
i=0(−1)
ihit
i
(1− t)r
,
where t denotes the indeterminate. Several properties of H can be read right away from the
complex, such as the vanishing of H and the Cohen-Macaulayness of H (Corollary 3.3). Both
of which require that x be a regular sequence on M . Besides the expression of the Hilbert
function of H in terms of the values of λ(Hi(x;M)), Corollary 3.4 interprets several properties
of the relationship between x and M . For instance, if dimH = r, then j1(x;M) ≤ 0, the
exact behavior of the case when x is a full system of parameters. However, it is not enough
to determine the Krull dimension of H much less to resolve our conjecture on whether the
vanishing of j1(x;M) means that x is a regular sequence on M . This would require that H be
unmixed along with M . In the remaining of the section we establish the conjecture in several
special cases that places restrictions on the projective dimension of M or the x-depth of M .
In the following sections we develop formulas for the j-coefficients based on the finiteness of
of the local cohomology associated to certain partial systems of parameters. In section 4, we
derive (see Theorem 4.7) the Hilbert function of H as
ψM(x)(n) =
r∑
i=0
ki(x;M)
(
n+ r − i
r − i
)
for all n ≥ 0
with the ki(x;M) being some positive linear combinations of the lengths of local cohomology
modules. They are therefore very convenient to study relationships between depth conditions
and the vanishing of the ji(x;M).
The focus in Section 5 is on the boundedness of all j-coefficients ji(x;M) for all amenable
partial systems of parameters which are d-sequences relative to the module M , a problem
treated in [5] and [6] for full systems of parameters. The corresponding result (Theorem 5.1)
in this more delicate setting requires modules admitting one strong d-sequence, a property that
holds for all homomorphic images of Gorenstein rings. Finally, in Section 6 we give structure
theorems for the j-transforms of Buchsbaum and sequentially Cohen-Macaulay modules. They
come with a detailed description of their Hilbert functions.
2. Amenable partial systems of parameters
In this section we discuss a class of partial systems of parameters that provides a gateway
to the calculation of numerous j-polynomials because of their flexibility in the calculation of
local cohomology.
Definition 2.1. Let R be a Noetherian local ring and letM be a finite R-module of dimension
d > 0. A partial system x = x1, . . . , xr (0 ≤ r ≤ d) of parameters of M is said to be amenable
to M , if the Koszul homology modules Hi(x;M) have finite length for all i > 0.
A simple example is that of a Noetherian local ring R of dimension 2, with x satisfying
0 : x = 0 : x2 and x not contained in any associated prime p of R of codimension at most
one. Similarly if M is Cohen-Macaulay on the punctured support of M , then any partial
system of parameters is amenable. Under mild additional conditions, these are the modules
with finite local cohomology (FLC), that is the cohomology modules Him(M), i < dimM , have
finite length.
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Given the rigidity of Koszul complexes, the condition is equivalent to saying that H1(x;M)
has finite length. These sequences are also called filter regular systems of parameters (see
[17]), but the main source of amenable partial systems of parameters is found in a property
of d-sequences. Let us recall briefly this notion which we pair to a related type of sequence.
They are extensions of regular sequences, the notion of d-sequence invented by Huneke ([12]),
and of a proper sequence ([11]). They play natural roles in the theory of the approximation
complexes (see [11]). We now collect appropriate properties of these sequences.
Definition 2.2. Let R be a commutative ring andM an R-module. A sequence x = x1, . . . , xn
of R-elements is called a d-sequence relative to M , if
(x1, . . . , xi−1)M :M xixj = (x1, . . . , xi−1)M :M xj for all 1 ≤ i ≤ j ≤ n.
A sequence x = x1, . . . , xn of R-elements is called a strong d-sequence relative to M , if for
every sequence r1, . . . , rn of positive integers the sequence x
r1
1 , . . . , x
rn
n is a d-sequence relative
to M . We say that x = x1, . . . , xn is a d
+-sequence relative to M , if it is a strong d-sequence
relative to M in any order.
Definition 2.3. Let R be a commutative ring andM an R-module. A sequence x = x1, . . . , xn
of R-elements is a proper sequence relative to M , if
xi+1Hj(x1, . . . , xi;M) = 0 for all 1 ≤ i < n and j > 0,
where Hj(x1, . . . , xi;M) is the Koszul homology of M associated to x1, . . . , xi.
Proposition 2.4. Let R be a Noetherian ring and x = x1, . . . , xn a sequence in R.
(1) If x is a d-sequence relative to M , then x is a proper sequence relative to M .
(2) If x is a proper sequence relative to M , then
xkHj(x1, . . . , xi;M) = 0 for all 1 ≤ i < n, j > 0, and k > i.
(3) Suppose that R is a local ring and M a finite R-module of dimension n > 0. If x
is a system of parameters of M that is also a proper sequence relative to M , then
Hj(x1, . . . , xi;M) has finite length for all 1 ≤ i ≤ n and j > 0.
We make use of Proposition 2.4 (3) to build amenable partial systems of parameters of M .
Ubiquity. The following assertion is based on [11, Proposition 2.7]. That construction applied
only to M = R and had a missing sentence. We use the proof to build a system of parameters
that is a d-sequence whose first r elements are given.
Proposition 2.5. Let (R,m) be a Noetherian local ring and M a finite R-module of dimension
d > 0. Let I be an m-primary ideal of R. Then there exists a system of parameters of M which
is contained in I and a d-sequence relative to M .
Proof. For an R-module C we set z(C) =
⋃
P∈AssRC\{m}
P . Let y1 ∈ I \ z(M) and pick m
large enough so that (0) :M y
m
1 = (0) :M y
m+1
1 . Let x1 = y
m
1 and J1 = (0) :R ((0) :M x1). For
1 ≤ s ≤ d− 1 we define the following recursively. Let
ys+1 ∈ (I ∩ J1 ∩ . . . ∩ Js) \ (z(M) ∪ z(M/x1M) ∪ . . . ∪ z(M/(x1, . . . , xs)M)),
where Ji = (x1, . . . , xi−1)M :R ((x1, . . . , xi−1)M :M xi) for each 1 ≤ i ≤ s. Pick m large
enough so that
(x1, . . . , xi)M :M y
m
s+1 = (x1, . . . , xi)M :M y
m+1
s+1 for all 0 ≤ i ≤ s.
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We set xs+1 = y
m
s+1. Then since the elements x1, . . . , xd as chosen generate an ideal of height
d, it is enough to prove that every subsequence x1, . . . , xs is a d-sequence relative to M for all
1 ≤ s ≤ d. We use induction on s. Let s = 1. Then by definition, (0) :M x1 = (0) :M x
2
1, which
means that x1 is a d-sequence relative to M . Suppose that x1, . . . , xs is a d-sequence relative
to M . In order to prove that x1, . . . , xs, xs+1 is a d-sequence relative to M , it is enough to
show that for all 1 ≤ i ≤ s+ 1
(x1, . . . , xi−1)M :M xixs+1 ⊆ (x1, . . . , xi−1)M :M xs+1.
Let u ∈ M such that (xixs+1)u ∈ (x1, . . . , xi−1)M . Then xs+1u ∈ ((x1, . . . , xi−1)M :M xi).
Since xs+1 ∈ Ji for all 1 ≤ i ≤ s, we get
xs+1(xs+1u) ∈ (x1, . . . , xi−1)M.
Hence
u ∈ (x1, . . . , xi−1)M :M x
2
s+1 = (x1, . . . , xi−1)M :M xs+1
as asserted. 
Corollary 2.6. Let R be a Noetherian local ring and M a finite R-module of dimension d > 0.
Then for each 0 ≤ r ≤ d there exists an amenable partial system of parameters of M of length
r that is a d-sequence relative to M .
Proof. By Proposition 2.5 there exists a system x1, . . . , xd of parameters of M that is a d-
sequence relative to M and by Proposition 2.4 (3) the partial system x1, . . . , xr is an amenable
d-sequence relative to M . 
Corollary 2.7. Let (R,m) be a Noetherian local ring and M a finite R-module of dimension
d > 0. Let x = x1, . . . , xr be an amenable partial system of parameters of M that is a d-
sequence relative to M . Then the sequence x can be extended to a full system of parameters of
M that is a d-sequence relative to M .
Proof. Apply the construction of Proposition 2.5 to I = m, choosing x for the first r elements
of the d-sequence. 
Question 2.8. Let R be a Noetherian local ring andM a finite R-module. Given an amenable
partial system x = x1, . . . , xr of parameters ofM , is there an amenable partial system y1, . . . , yr
of parameters of M in the ideal (x) that is a d-sequence relative to M?
Signature of j1(x;M). For an R-submodule N of M , we let N :M 〈m〉 =
⋃
ℓ>0[N :M m
ℓ].
Hence H0m(M/N) = [N :M 〈m〉]/N .
Theorem 2.9. Let (R,m) be a Noetherian local ring and M a finite R-module of dimension
d > 0. Let I = (x) = (x1, . . . , xr) be an ideal of R generated by an amenable partial system of
parameters of M that is a d-sequence relative to M , where 0 ≤ r ≤ d. Let G = grI(R). Then
the following assertions hold true.
(1) InM ∩ [In+1M :M 〈m〉] = I
n[IM :M 〈m〉] for all n ≥ 0.
(2) The j-transform HI(M) is generated by its homogeneous component of degree 0, i.e.,
HI(M) = G·[HI(M)]0.
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Proof. (1) We have only to show InM ∩ [In+1M :M 〈m〉] ⊆ I
n[IM :M 〈m〉]. By induction, we
may assume that n, r > 0 and the assertion holds true for n−1 and r−1. We setM =M/x1M
and consider the partial system x2, . . . , xr of parameters of M . Let f ∈ I
n+1M :M 〈m〉 and
let f denote the image of f in M . Then f ∈ InM ∩ [In+1M :M 〈m〉] and hence f ∈ I
n[IM :M
〈m〉] + x1M by the hypothesis on r. Therefore without loss of generality, we may assume that
f ∈ x1M ∩ I
nM . Hence, because x1M ∩ I
nM = x1I
n−1M (as x is a d-sequence relative
to M ; see [13, Proposition 2.2]), we get f = x1g for some g ∈ I
n−1M . Then for ℓ ≫ 0,
x1(m
ℓg) ⊆ In+1M ∩x1M = x1I
nM . Let a ∈ mℓ and write x1(ag) = x1h with h ∈ I
nM . Then
ag − h ∈ [(0) :M x1] = Hr(x;M). Since x is amenable, by using the hypothesis of induction,
we get
g ∈ In−1M ∩ [InM :M< m >] = I
n−1[IM :M< m >].
This means that f = x1g ∈ I
n−1[IM :M< m >] as asserted.
(2) It follows from H0m(I
nM/In+1M) = {In[IM :M m]} /I
n+1M for all n ≥ 0 by (1). 
Corollary 2.10. Let (R,m) be a Noetherian local ring and let M be a finite R-module of
dimension d > 0. Let x = x1, . . . , xr be an amenable partial system of parameters of M that
is a d-sequence relative to M . Suppose that dimH(x)(M) = r. Then j1(x;M) ≤ 0.
Proof. Let H = H(x)(M) and let f = f1, . . . , fr denote the initial forms of x
′
is relative to I in
G = grI(R). Then gr(x∗)(H) = H by (2.9), so that j1(x;M) = e1(x
∗,H) ≤ 0 by [15, Theorem
3.6] and [6, Corollary 2.3]. 
To get HI(M) = G·[HI(M)]0, one really needs the assumption that x is a d-sequence relative
to M which is amenable. Let us explore an example. See Example 6.12 to agree with the
independence of the d-sequence property and amenability.
Example 2.11. Let (S, n) be a regular local ring of dimension q + 3 (q ≥ 0). We write
n = (X,Y,Z,W1, . . . ,Wq). Let a = (X) ∩ (Y
2, Z) ∩ (X2, Y, Z2) = (X2Z,XY 2,XY Z,XZ2)
and set R = S/a. Then dimR = q + 2. Let x, y, z and wi denote, respectively, the images of
X,Y,Z, and Wi in R. We consider the partial system z, w1, . . . , wq of parameters of R. Let
I = (z, w1, . . . , wq) and G = grI(R). We set H = H
0
m(G) and let m = n/a denote the maximal
ideal of R. We then have the following.
Lemma 2.12. The following assertions hold true.
(1) R/I is a Cohen-Macaulay ring and 0 6= xz ∈ H0m(I/I
2), where xz denotes the image of
xz in I/I2.
(2) w1, . . . , wq is a super-regular sequence with respect to I, that is the initial forms of wi’s
constitute a regular sequence in G.
(3) If q = 0, then H = H1.
(4) H = G·H1 and λ(H1) = 1.
Proof. (1) The first assertion is clear, as R/I = S/[(Z,W1, . . . ,Wq) + (XY
2)]. We set K =
(W1, . . . ,Wq) and J = (Z,W1, . . . ,Wq). Then I/I
2 ∼= J/[J2+(a∩J)]. Since J2+(a∩J) = J2+
(X2Z,XY Z,XZ2)+(XYWi | 1 ≤ i ≤ q), we have XZ 6∈ J
2+(a∩J), while n·XZ ⊆ J2+[a∩J ].
(2) We may assume that q > 0. As w1 is R-regular and R/(w1) = S/[(W1) + a], we have by
induction on q that w1, . . . , wq is an R-regular sequence. We must show that (w1, . . . , wq)∩I
n =
(w1, . . . , wq)I
n−1 for all n ≥ 2. Notice that
(K + a) ∩ (Jn + a) = a+
(
K ∩ [KJn−1 + (Zn) + a]
)
= (a+KJn−1) +K ∩ [(Zn) + a].
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We then have (K + a) ∩ (Jn + a) = a+KJn−1, since K ∩ [(Zn) + a] = K·[(Zn) + a].
(3), (4) We have a :S Z = X(X,Y,Z) and a :S Z
n = (X) for all n ≥ 2, whence (0) :R
z = x(x, y, z) and (0) :R z
n = (x). Therefore (zn)/(zn+1) ∼= R/(x, z) = S/(X,Z), so that
H0m((z
n)/(zn+1)) = (0) for n ≥ 2, which shows that if q = 0, then H = H1 with λ(H1) = 1
(remember that (z)/(z2) ∼= S/(Xn + (Z)), if q = 0). Suppose now that q > 0 and that the
assertion holds true for q − 1. Let R = R/(w1) and set G(R) = grIR(R). We consider the
exact sequence
0→ G[−1]
f
→ G→ G(R)→ 0
of graded G-modules, where f denotes the initial form of w1. Then applying H
0
m(−), we get
the exact sequence
(♯1) 0→ H[−1]
f
→ H→ H(R)
of graded G-modules, where H(R) = H0m(G(R)). Then because H0 = (0), we have an em-
bedding 0 → H1 → [H(R)]1, which must be surjective, as H1 6= (0) by assertion (1) and
λ([H(R)]1) = 1 by the hypothesis of induction. Therefore, because H(R) = G(R)·[H(R)]1 by
the hypothesis of induction, exact sequence (♯1) is actually a short exact sequence
(♯2) 0→ H[−1]
f
→ H→ H(R)→ 0,
so that H = G·H1 + fH, whence H = G·H1 by Nakayama’s lemma. The equality λ(H1) = 1 is
now clear, since H1 ∼= [H(R)]1. 
We set G = G/mG. Notice that H is a graded G-module, as mH = (0) (Lemma 2.12 (4)).
Let h = xz + I2 ∈ H1 and let F denote the image of z + I
2 in G. With this notation our
conclusion is the following.
Proposition 2.13. [[H]] =
t
(1− t)q
and (G/FG)[−1] ∼= H as a graded G-module.
Proof. If q = 0, then H = H1 and λ(H1) = 1, so that the assertions are certainly true. Suppose
that q > 0 and that our assertion holds true for q − 1. Then thanks to exact sequence (♯2)
in the proof of Lemma 2.12, [[H]] = [[H(R)]]1−t , whence [[H]] =
t
(1−t)q , as [[H(R)]] =
t
(1−t)q−1
by
the hypothesis of induction. Let ϕ : G[−1] → H be the G-linear map defined by ϕ(1) = h.
Then the homomorphism ϕ is surjective, since H1 = Rh (Lemma 2.12 (1), (4)). Therefore, as
FH = (0) (remember that xz2 = 0 in R), we get an epimorphism
(G/FG)[−1]→ H→ 0
of graded G-modules, which forces (G/FG)[−1] ∼= H, because the Hilbert series of both sides
are the same. 
Here we notice that (0) :R z = x(x, y, z) and (0) :R z
2 = (x), whence z, w1, . . . , wq is not a
d-sequence relative to R. We also see that z, w1, . . . , wq is not amenable, as zRp = (0) for the
prime ideal p = (y, z, w1, . . . , wq) of R.
Amenable sequences and regular sequences. The following elementary observation shows the
strength of a condition to decide which partial system of parameters is already a regular
sequence.
Proposition 2.14. Let (R,m) be a Cohen-Macaulay local ring of dimension n and M a finite
R-module of projective dimension s. Let x = x1, . . . , xr, 1 ≤ r ≤ n − s, be a partial system of
parameters for R and M . If x is amenable to M , then it is an M–regular sequence.
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Proof. Let K be the module of syzygies of M :
0→ K −→ F −→M → 0.
Since Hi(x;F ) = (0), i ≥ 1, we have Hi(x;K) = Hi+1(x;M) for i ≥ 1. This means that x is
amenable for K, and by induction on the projective dimensions, x is a regular sequence on K.
Since r < depth K, H0m(K/(x)K) = (0). From the the exact sequence
0→ H1(x;M) −→ K/(x)K −→ F0/(x)F0 −→M/(x)M → 0
we get H0m(H1(x;M)) = (0), which by assumption means H1(x;M) = (0). 
Amenable sequences and finite local cohomology. Let R be a Noetherian local ring and M a
finite R-module of dimension d > 0. The authors in [10] attached to a system x = x1, . . . , xd
of parameters of M (which is naturally amenable to M) the quantity
χ1(x;M) =
d∑
i=1
(−1)i−1λ(Hi(x;M)),
which is called the partial Euler characteristic. If x = x1, . . . , xr (0 < r ≤ d) is the initial
subsequence of a full system x1, . . . , xd of parameters that is a d-sequence relative to R, they
lead to explicit formulas for some of the standard Hilbert coefficients ei(x;R) ([10, Theorem
3.7]) and their global bounds. In similar situations, we will obtain bounds for all the ji(x;M)
(see Section 5).
3. Koszul homology: Explicit formulas for j-coefficients
In this section we derive a general formula for the j-coefficients of a general class of modules.
Let us begin by introducing some notation. Throughout this section, let (R,m) be a Noetherian
local ring and M a finite R-module of dimension d > 0. Let x = x1, . . . , xr be a partial system
of parameters of M , where 0 ≤ r ≤ d. We denote by (x) the ideal generated by x. Let
G = gr(x)(R), G(M) = gr(x)(M), and H = H
0
m(G(M)). Finally, let Hi(x;M) denote the
Koszul homology modules of M relative to x. Let us begin by highlighting some of its general
properties.
Proposition 3.1. We have the following.
(1) mG ∈ SpecG and AssGH = {P ∈ AssGG(M) | mG ⊆ P}. In particular, dimG/P ≤ r
for all P ∈ AssGH.
(2) If H 6= (0), then dimGH ≤ r, where the equality holds if and only if mG ∈ AssGH.
(3) If r < d and dimG/P = d for all P ∈ AssGG(M), then H = (0).
Proof. (1) Since G/mG ∼= (R/m)[T1,T2, . . . ,Tr] is the polynomial ring, we have mG ∈ SpecG.
Let P ∈ AssGH. Then P ∈ AssGG(M) and P = (0) :G ϕ for some ϕ ∈ H \ (0), whence
mG ⊆ P , because mℓϕ = (0) for ℓ ≫ 0. Conversely, assume that P ∈ AssGG(M) with
mG ⊆ P . We write P = (0) :G ϕ for some ϕ ∈ G(M) \ (0). Then mϕ = (0) since mG ⊆ P , so
that P ∈ AssGH. Of course, dimG/P ≤ r if P ∈ AssGH, because for all P ∈ AssGH, G/P is a
homomorphic image of G/mG and dimG/mG = r. Assertions (2), (3) now follow from (1). 
One of our main techniques to determine j-polynomials is the following, where unadorned
tensor products are over R.
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Theorem 3.2. Let x = x1, . . . , xr (0 < r ≤ d) be a partial system of parameters of M that is
a d-sequence relative to M . Let S = R[T1, . . . ,Tr] be the polynomial ring. Then there exists a
complex of graded S-modules:
0→ H0
m
(Hr(x;M))⊗S[−r]→ · · · → H
0
m
(H1(x;M))⊗S[−1]→ H
0
m
(H0(x;M))⊗S → H
0
m
(gr(x)(M))→ 0.
Furthermore, if x is amenable to M , then the following complex is acyclic:
0→ Hr(x;M)⊗ S[−r]→ · · · → H1(x;M)⊗ S[−1]→ H
0
m
(H0(x;M)) ⊗ S → H
0
m
(gr(x)(M))→ 0.
Proof. We refer to [11] for details about the approximation complexes M(x;M) used here:
0→ Hr(x;M)⊗ S[−r]→ · · · → H1(x;M) ⊗ S[−1]→ H0(x;M) ⊗ S → gr(x)(M)→ 0.
This complex is an acyclic complex of graded S-modules, because x is a d-sequence relative
to M([11, Theorem 4.1]). Our complex arises from applying the functor H0m(−) to M(x;M).
Now assume that x is amenable to M , so that Hi(x;M) = H
0
m(Hi(x;M)) for all i ≥ 1. We
note that the image L of H1(x;M) ⊗ S[−1] in H0(x;M) ⊗ S has finite length and therefore
H1m(L) = 0. Since for all i ≥ 1 Hi(x;M) ⊗R S[−i] is supported in the set {m}, we obtain the
exact complex H0m(M(x;M)):
0→ Hr(x;M)⊗S[−r]→ · · · → H1(x;M)⊗S[−1]→ H
0
m(H0(x;M))⊗S → H
0
m(gr(x)(M))→ 0
as asserted. 
Several properties of the graded gr(x)(R)-module H = H
0
m(gr(x)(M)) are read off the exact-
ness of the complex. More explicitly, H is a module over (R/J)[T], J taken as an m-primary
ideal annihilating the coefficient modules of the complex. Let us first explain the vanishing of
H and the (maximal) Cohen-Macaulayness of H.
Corollary 3.3. Let I = (x) be the ideal of R, where x = x1, . . . , xr is an amenable partial
system of parameters of M that is a d-sequence relative to M . Let T = T1, . . . ,Tr be variables,
S = R[T] the polynomial ring and T = (R/J)[T], where J taken as an m-primary ideal
annihilating the coefficient modules of the complex given in Theorem 3.2. Then we have the
following.
(1) HI(M) = (0) if and only if depth M/IM > 0.
(2) HI(M) is a Cohen-Macaulay T -module of dimension r if and and only if x is an M -
regular sequence and depth M/IM = 0.
(3) The T-depth of HI(M) is equal to the x-depth of M .
Proof. (1) Suppose that HI(M) = (0). Then by Theorem 3.2 we have an exact complex
0→ Hr(x;M)⊗ S[−r]→ · · · → H1(x;M)⊗ S[−1]→ H
0
m(H0(x;M)) ⊗ S → 0
of graded S-modules. Reduction mod (T) yields an acyclic complex of R-modules graded in
different degrees, which therefore must be trivial. Conversely, suppose that depth M/(x)M >
0. Then H0m(H0(x;M)) = H
0
m(M/(x)M) = (0), so that HI(M) vanishes by Theorem 3.2.
(2) The same argument will show that HI(M) ∼= H
0
m(M/(x)M) ⊗ S.
(3) By [11, Proposition 3.8], the x-depth M is equal to the T-depth of gr(x)(M). This value
is also obtainable from the T-depth of the image of H1(x;M) ⊗ S[−1] in H0(x;M) ⊗ S. 
Corollary 3.4. Let x = x1, . . . , xr (0 ≤ r ≤ d) be an amenable partial system of parameters
of M that is a d-sequence relative to M . We set
hi =


λ(Hi(x;M)) if i > 0,
λ(H0m(H0(x;M)) if i = 0.
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We then have the following.
(1) The Hilbert series [[H]] of the j-transform H = H0m(gr(x)(M)) is
[[H]] =
∑r
i=0(−1)
ihit
i
(1− t)r
and the j-polynomial of M with respect to x is
r∑
i=0
(−1)iji(x;M)
(
n+ r − i
r − i
)
, where ji(x;M) =
r∑
k=i
(−1)khk
(
k
i
)
.
In particular
j0(x;M) =
r∑
k=0
(−1)khk and j1(x;M) =
r∑
k=1
(−1)k · k · hk.
(2) x is an M -regular sequence if and only if j1(x;M) = · · · = jr(x;M) = 0.
Proof. (1) It is read directly from the acyclic complex given in Theorem 3.2.
(2) The vanishing of the ji(x;M)’s for i ≥ 1 is equivalent to the vanishing of the hi’s for
i ≥ 1. 
Question 3.5. Let H = H0m(gr(x)(M)), where x is an amenable partial system of parameters
of M that is a d-sequence relative to M . As given in the proof of Corollary 2.10, we have
j1(x;M) = e1(x
∗,H) ≤ 0, where f = f1, . . . , fr denote the sequence of the initial forms x
∗
i ’s of
xi’s. Hence, if H is unmixed of dimension r, then the vanishing of j1(x;M) means that H is
Cohen-Macaulay by [6, Theorem 3.1]. It will follow that λ(Hi(x;M)) = 0 for all i > 0 and thus
x is M -regular by Theorem 3.2 and Corollary 3.3). How do we guarantee that H is unmixed?
We need a condition on M such that gr(x)(M) satisfies Serre’s condition (S1). Then H, being
a submodule, inherits the condition.
Example 3.6. Let R be a Cohen-Macaulay local ring, F a finite free R-module, and M a
submodule of F such that C = F/M has finite length. Let x = x1, . . . , xr, 0 < r ≤ dimR, be
a partial system of parameters of R that is an amenable d-sequence relative to M such that
(x)C = (0). Then the commutative diagram
0 // (x)n+1M //

(x)n+1F //

Cn+1 //

0
0 // (x)nM // (x)nF // Cn // 0
with exact rows yields the exact sequence
0→ Cn+1 −→ (x)
nM/(x)n+1M −→ (x)nF/(x)n+1F −→ Cn → 0,
since the rightmost vertical mapping is trivial. Hence [H0m(gr(x)(M))]n = Cn+1 for all n ≥ 0.
Corollary 3.4 gives a formula for the j-polynomial in terms of the Koszul homology modules
Hi(x;M). Let us try to extract it from the exact sequence
0→M → F → C → 0.
We have the isomorphisms
Hi(x;M) ∼= Hi+1(x;C) = ∧
i+1(R⊕r)⊗ C for i ≥ 1,
so that
λ(Hi(x;M)) = λ(C)
(
r
i+ 1
)
for 1 ≤ i ≤ r − 1 and λ(Hr(x;M)) = 0.
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Also from the exact sequence
0→ H1(x;C) = C
⊕r −→ H0(x;M) −→ H0(x;F )→ H0(x;C) = C → 0,
we get
H0m(H0(x;M)) = C
⊕r.
By Corollary 3.4 the Hilbert series [[H]] of H0m(gr(x)(M)) is
[[H]] =
∑r
i=0(−1)
ihit
i
(1− t)r
= λ(C)
∑r−1
i=0 (−1)
i
( r
i+1
)
ti
(1− t)r
.
We furthermore have
j0(x;M) = λ(C)
r−1∑
i=0
(−1)i
(
r
i+ 1
)
= λ(C)
and
j1(x;M) = λ(C)
r−1∑
i=1
(−1)i
(
r
i+ 1
)
i = −λ(C).
Corollary 3.7. Let R be a Cohen-Macaulay local ring of dimension d ≥ 3 and M a finite
torsion-free R-module of projective dimension two. Let x = x1, . . . , xr (0 < r ≤ d) be a partial
system of parameters of R and M that is an amenable d-sequence relative to M . We then have
the following.
(1) If r ≤ d− 2, then x is an M -regular sequence.
(2) If r ≥ d− 1, then j1(x;M) 6= 0.
Proof. (1) This follows from Proposition 2.14.
(2) If r = d, then j1(x;M) = e1(x;M) which cannot vanish, since M is unmixed but not
Cohen-Macaulay ([6, Theorem 3.1]). Suppose that r = d− 1. Let K be the module of syzygies
of M :
0→ K −→ F −→M → 0.
Since Hi(x;F ) = (0), i ≥ 1, we have Hi(x;K) = Hi+1(x;M) for i ≥ 1. This means that x is
amenable forK. By Proposition 2.14 x is a regular sequence onK. In particular, Hi+1(x;M) =
0 for all i ≥ 1. Since depth M = d − 2, it follows that H1(x;M) is the only non-vanishing
Koszul homology module. By Corollary 3.4 (1) we obtain j1(x;M) = −λ(H1(x;M)) 6= 0. 
Let us give another application.
Corollary 3.8. Let R be a Noetherian local ring and M a Buchsbaum R-module of dimension
d > 0. Let 0 < r ≤ d be a positive integer. Assume that dimH(x)(M) = s and j1(x;M) = 0
for every partial system x = x1, . . . , xs of parameters of M of length s, 0 < s ≤ r. Then M
satisfies the condition (Sr) of Serre.
Proof. We argue by induction on r. We may assume r > 1 by Corollary 3.4 (1). By induction
on the case r− 1, we have Hi(x;M) = 0 for i > 1, so that ji(x;M) = 0 for i > 1. Therefore, if
j1(x;M) = 0 as well, then by Corollary 3.4 (2) x is an M -regular sequence. 
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4. Local cohomology: Additional formulas for j-coefficients
Let (R,m) be a Noetherian local ring and let M be a finite R-module of dimension d > 0.
Throughout this section, let x = x1, . . . , xr (0 ≤ r ≤ d) be an amenable partial system of
parameters of M that is a d-sequence relative to M . We set I = (x) and G = grI(R). Notice
that when r > 0, the sequence x′ = x2, . . . , xr is naturally an amenable partial system of
parameters of M/x1M that is a d-sequence relative to M/x1M . Let Ii = (x1, . . . , xi) for each
0 ≤ i ≤ r.
We begin with the following.
Lemma 4.1. The following assertions hold true.
(1) Suppose that r > 0 and let M =M/x1M . Then there is a long exact sequence
0→ H0m(M)→ H
0
m(M) → H
1
m(M)
x1→ H1m(M)→ H
1
m(M)
→ H2m(M)
x1→ H2m(M)→ H
2
m(M)→ · · ·
→ Him(M)
x1→ Him(M)→ H
i
m(M)→ · · ·
of local cohomology modules.
(2) Let 1 ≤ p ≤ r be an integer. Then h0(M/Ip−1M) = 0 if and only if x1, . . . , xp is an
M -regular sequence.
Proof. (1) This follows from the fact that H0m(M) = (0) :M x1 = (0) :M I.
(2) It suffices to check the only if part. Since (0) :M x1 = H
0
m(M), we may assume that
p > 1 and that the assertion holds true for p− 1. We consider the exact sequence
0→ H0m(M/Ip−2M)→ H
0
m(M/Ip−1M)→ H
1
m(M/Ip−2M)
xp−1
→ H1m(M/Ip−2M)→ · · ·
given by assertion (1). Then since h0(M/Ip−1M) = 0, we get h
0(M/Ip−2M) = 0, so that by the
hypothesis of induction the sequence x1, . . . , xp−1 is M -regular, while xp is M/Ip−1M -regular,
as (0) :M/Ip−1M xp = H
0
m(M/Ip−1M) = (0). 
For each R-module C, we set G(C) = grI(C) and let H(C) = H
0
m(G(C)) denote the j-
transform of C relative to I.
Proposition 4.2. The following conditions are equivalent.
(1) H(M) = (0).
(2) H0m(M/IM) = (0).
(3) depth M ≥ r + 1.
When this is the case, r < d and x is an M -regular sequence.
Proof. (1) ⇔ (2) See Theorem 2.9.
(1)⇒ (3) We have r < d, sinceH 6= G(M). On the other hand, x1, x2 . . . , xr is anM -regular
sequence, because
[Ii−1M :M xi]/Ii−1M ∼= [Ii−1M :M xi + IM ] /IM
⊆ H0m(M/IM) = (0)
for all 1 ≤ i ≤ r (remember that x is a d-sequence relative to M which is amenable for M).
Therefore x1, x2, . . . , xr is anM -regular sequence, whence depth M > r, as H
0
m(M/IM) = (0).
(3)⇒ (2) This is clear. 
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Let W = H0m(M) and let ψ : G(M) → G(M/W ) be the canonical epimorphism of graded
G-modules. We set W ∗ = Ker ψ. Then since W ∩ IM = (0), we have
W ∗ = {w + IM | w ∈W} ⊆M/IM = [G(M)]0,
so that W ∗ = [W ∗]0 ∼=W as an R-module.
Lemma 4.3. (1) There is an exact sequence
0→W ∗ → H(M)
ϕ
→ H(M/W )→ 0,
of graded G-modules, where ϕ denotes the homomorphism induced from the canonical
epimorphism ψ : G(M)→ G(M/W ).
(2) Suppose that r > 0 and let M =M/x1M . Then there is an exact sequence
0→W ∗[−1]→ H(M)[−1]
f1
→ H(M)
τ
→ H(M )→ 0
of graded G-modules, where τ denotes the homomorphism induced from the canonical
epimorphism σ : G(M)→ G(M ) and f1 denotes the initial form of x1.
Proof. (1) Apply the functors Him(−) to the exact sequence
0→W ∗ → G(M)
ψ
→ G(M/W )→ 0
of graded G-modules and we get the exact sequence as asserted, since H0m(W
∗) = W ∗ and
H1m(W
∗) = (0).
(2) Remember that G(M)/f1G(M) ∼= G(M ), since x1M ∩ I
n+1M = x1I
nM for all n ∈ Z
and that (0) :G(M) f1 = W
∗, since [(0) :M x1] ∩ I
nM = (0) for all n > 0. We then have the
exact sequence
0→W ∗[−1]
ι
→ G(M)[−1]
f1
→ G(M)
σ
→ G(M )→ 0
of graded G-modules, and applying the functors Him(−) to the sequence, we get the required
exact sequence, because by Theorem 2.9 the homomorphism τ : H(M) → H(M ) is surjective.

For an R-module C and i ∈ Z we set hi(C) = λ(Him(C)). Then by Lemma 4.3 an induction
on r gives the following description of the Hilbert series [[H]] of H = H(M). We note a brief
proof.
Theorem 4.4. Let x = x1, . . . , xr (0 ≤ r ≤ d) be an amenable partial system of parameters
of M that is a d-sequence relative to M . We set I = (x). Then the Hilbert series of the
j-transform H = H(M) is
[[H]] =
h0(M/IM) +
r∑
i=1
(−1)i

 r∑
j=i
h0(M/Ir−jM)
(
j − 1
i− 1
) ti
(1− t)r
.
Proof. We may assume that r > 0 and the assertion holds true for r − 1. Let M = M/x1M .
We write
[[H]] =
Q(t)
(1− t)r
with Q(t) ∈ Z[t]. Then by the exact sequence
0→W ∗[−1]→ H(M)[−1]→ H(M)→ H(M )→ 0
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given in Lemma 4.3 (2) and by the hypothesis of induction we get
0 = h0(M)t−
Q(t)t
(1− t)r
+
Q(t)
(1− t)r
−
h0(M/JM ) +
r−1∑
i=1
(−1)i

r−1∑
j=i
h0(M/Jr−1−jM)
(
j − 1
i− 1
) ti
(1− t)r−1
,
where J = (x2, . . . , xr) and Jr−1−j = (x2, . . . , xr−j) for 1 ≤ j ≤ r − 1. Since
M/IM ∼=M/JM and M/Ir−jM ∼=M/Jr−1−jM for 1 ≤ j ≤ r − 1,
we obtain
Q(t) = h0(M/IM) +
r−1∑
i=1
(−1)i

r−1∑
j=i
h0(M/Ir−jM)
(
j − 1
i− 1
) ti − h0(M)t(1 − t)r−1
= h0(M/IM) +
r−1∑
i=1
(−1)i

r−1∑
j=i
h0(M/Ir−jM)
(
j − 1
i− 1
) ti + h0(M) r∑
i=1
(−1)i
(
r − 1
i− 1
)
ti
= h0(M/IM) +
r−1∑
i=1
(−1)i

 r∑
j=i
h0(M/Ir−jM)
(
j − 1
i− 1
) ti + (−1)rh0(M)tr,
as claimed. 
Remark 4.5. Comparing Theorem 4.4 with the formula given by Corollary 3.4, we have
λ(Hi(x;M)) =
r∑
j=i
h0(M/Ir−jM)
(
j − 1
i− 1
)
for all 1 ≤ i ≤ r, which one can prove also by induction on r.
We set
ki(x;M) =


h0 (M/[(Ir−i−1M :M xr−i) + xr−iM ]) if 0 ≤ i ≤ r − 1,
h0(M) if i = r.
We then have the following.
Lemma 4.6. ki(x;M) = h
0(M/Ir−iM) − h
0(M/Ir−i−1M) for all 0 ≤ i ≤ r − 1. Hence
ki(x
′;M ) = ki(x;M) for all 0 ≤ i ≤ r − 2, where x
′ = x2, . . . , xr and M =M/x1M .
Proof. Set L =M/Ir−i−1M . Then we get the short exact sequence
0→ H0m(L)→ L/xr−iL→ L/[H
0
m(L) + xr−iL]→ 0.
Notice that H0m(L) = [Ir−i−1M :M xr−i]/Ir−i−1M and we have
ki(x;M) = h
0 (M/[Ir−i−1M :M xr−i + xr−iM ]) = h
0(M/Ir−iM)− h
0(M/Ir−i−1M),
because h0 (M/(Ir−i−1M :M xr−i + xr−iM) = λ(L/[H
0
m(L) + xr−iL]). 
We now have the following formula of the j-function of M .
Theorem 4.7. Let x = x1, . . . , xr (0 ≤ r ≤ d) be an amenable partial system of parameters of
M that is a d-sequence relative to M . Then the j-function of M relative to I = (x) is
ψMI (n) =
r∑
i=0
ki(x;M)
(
n+ r − i
r − i
)
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for n ≥ 0. Therefore (−1)iji(x;M) = ki(x;M) for all 0 ≤ i ≤ r.
Proof. If r = 0, then the j-function of M is ψM(0)(n) =
∑n
ℓ=0 h
0(IℓM/Iℓ+1M) = h0(M) for
n ≥ 0. Assume that r > 0 and the assertion holds true for r − 1. Let M = M/x1M and
x′ = x2, . . . , xr. Then by Lemma 4.3, the hypothesis of induction, and Lemma 4.6 we get
ψMI (n) =
n∑
ℓ=0
h0(IℓM/Iℓ+1M)
= h0(M/IM) +
n∑
ℓ=1
h0(IℓM/Iℓ+1M)
= ψM(x′)(0) +
n∑
ℓ=1
(
ψM(x′)(ℓ)− h
0(M)
)
=
n∑
ℓ=0
(
ψM(x′)(ℓ)
)
− n · h0(M)
=
n∑
ℓ=0
(
r−2∑
i=0
ki(x
′;M)
(
ℓ+ r − 1− i
r − 1− i
)
+ kr−1(x
′;M )
)
− n · h0(M)
=
r−2∑
i=0
ki(x
′;M )
(
n∑
ℓ=0
(
ℓ+ r − i− 1
r − i− 1
))
+ (n+ 1)h0(M)− n · h0(M)
=
r−2∑
i=0
ki(x
′;M )
(
n+ r − i
r − i
)
+ (n+ 1)(h0(M)− h0(M)) + h0(M)
=
r−2∑
i=0
ki(x;M)
(
n+ r − i
r − i
)
+ kr−1(x;M)
(
n+ 1
1
)
+ kr(x;M),
as wanted. 
Corollary 4.8. Suppose that r > 0. Then
−j1(x;M) =


h0(M) if r = 1,
k1(x;M) = h
0 (M/[(Ir−2M :M xr−1) + xr−1M ]) if r > 1,
whence j1(x,M) ≤ 0.
Corollary 4.9. Let r > 0. Then the following assertions hold true.
(1) Suppose r = 1. Then j1(x;M) = 0 if and only if depth M > 0.
(2) Suppose r > 1. Then j1(x;M) = 0 if and only if
H0m (M/[(Ir−2M :M xr−1) + xr−1M ]) = (0).
Therefore, if x = x1, . . . , xr is an M -regular sequence, then j1(x;M) = 0.
The following gives a partial answer to Conjecture 1.1.
Theorem 4.10. Let x = x1, . . . , xr be an amenable partial system of parameters of M that is
a d-sequence relative to M . Suppose that either (a) r ≥ 2 and depth M ≥ r − 1 or that (b)
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r = 3 and M is unmixed. Then j1(x;M) = 0 if and only if x = x1, . . . , xr is an M -regular
sequence.
Proof. Case (a). Suppose that r ≥ 2, depth M ≥ r − 1, and j1(x;M) = 0. If r = 2, then
depth M ≥ 1, whence
h0(M/x1M) = k1(x,M) = −j1(x,M) = 0
by Lemma 4.6, so that by Lemma 4.1 (2) x = x1, x2 is M -regular. Assume that r ≥ 3 and the
assertion holds true for r− 1. Then x1 is M -regular, because (0) :M x1 = H
0
m(M) = (0), while
Lemma 4.6 and Theorem 4.7 show
j1(x
′;M ) = −k1(x
′;M) = −k1(x;M) = j1(x;M) = 0,
where x′ = x2, . . . , xr and M = M/x1M . Hence the hypothesis of induction shows x
′ is
M -regular, so that x is M -regular.
Case (b). Suppose that r = 3 and M is unmixed. By Case (a) it is enough to show that
depth M ≥ 2. We set M = M/x1M and L = M/[(0) :M x2]. Then x2 is L-regular and
depth L ≥ 1. Let x′ = x2, x3 and notice that
−j1(x
′;L) = h0(L/x2L)− h
0(L) = h0(L/x2L)
= h0(M/((0 :M x2) + x2M)) = −j1(x
′,M) = −j1(x,M) = 0.
Then by Case (a) x′ = x2, x3 is L-regular, whence H
1
m(L) = (0), so that H
1
m(M) = (0)
(remember that L =M/H0m(M )). Since H
1
m(M) is finitely generated as M is unmixed, we get
H1m(M) = (0) by Nakayama’s lemma, thanks to the exact sequence
H1m(M)
x1→ H1m(M)→ H
1
m(M ) = 0
given in Lemma 4.1 (1). Hence depth M ≥ 2. 
The condition (a) that depth M ≥ r − 1 in Theorem 4.10 is not too much. Let us explore
one example.
Example 4.11. Let S be a Buchsbaum local ring of dimension 3 and a, b, c a system of
parameters of S. We assume h0(S) 6= 0 but h1(S) = 0. Let R = S[[X,Y ]] be the formal power
series ring and set x1 = X,x2 = Y, x3 = a, x4 = b, x5 = c. Then x1, x2, x3, x4, x5 is a system of
parameters of R, forming a d-sequence. Let x = x1, x2, x3, x4. Since
R/[(x1, x2) : x3 + x3R] ∼= S/[(0) : a+ aS],
we get
h0(R/[(x1, x2) : x3 + x3R]) = h
0(S/[(0) : a+ aS])
= h0(S/(0) : a) + h1(S/(0) : a)
= h1(S)
= 0,
so that j1(x;R) = 0, while depth R = 2. Notice that R is a mixed local ring.
Let I = (x) and set H = HI(R). Then
H ∼=
[
G/(f3, f4)G
]⊕h0(S)
⊕G
⊕h2(S)
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as a graded G-module, where G = G/mG. Therefore H 6= (0) and
dimH =


4 if h2(S) > 0,
2 if h2(S) = 0.
Proof. We have mH = (0), since mH0m(R/I) = (0) (remember that R/I
∼= S/(a, b) is a
Buchsbaum local ring). Let J = (0) :S n, where n is the maximal ideal of S. Then
J + I = JR + I ⊆ I : m. We also have J ∩ I ⊆ [(X,Y ) :R a] ∩ (X,Y, a, b) = (X,Y ), so
that J ∩ I = (0), because J ∩ (X,Y ) = (0). Therefore [JR+ I]/I ∼= J as an S-module, whence
ℓR([JR + I]/I) = ℓS(J) = h
0(S). Consequently, because (f3, f4) [(JR + I)/I] = (0) in H, we
get a homomorphism
ϕ :
[
G/(f3, f4)G
]⊕h0(S)
⊕G
⊕h2(S)
→ H
of graded G-modules, which sends (ei mod (f3, f4)G, 0) to vj and (0, ek) to wk, where {vj , wk}
is a k-basis of [I :R m]/I which extends a k-basis {vj} of [JR + I]/I. Then ϕ is surjective,
since H = G·H0 and H0 = [I :R m]/I. Therefore ϕ must be an isomorphism, as the Hilbert
series of both sides are the same, which follows from Theorem 4.7 (remember that h0(R) =
h0(R/I1) = 0, h
0(R/I2) = h
0(R/I3) = h
0(S), and h0(R/I) = h0(S) + h2(S)). 
Finite local cohomology. A finite R-module M is said to have finite local cohomology (FLC), if
λ(Him(M)) < ∞ for all i 6= dimM . This condition is equivalent to saying that M possesses a
system of parameters which is a d+-sequence relative toM (see [18, 19]). We call such a system
of parameters of M is standard ([20]). Remember that every partial system of parameters of
M is amenable, once M has FLC ([18]).
Proposition 4.12. Suppose that M has FLC and that x = x1, . . . , xr is a part of a standard
system of parameters of M . Then for each 0 ≤ i ≤ r − 1 we have
(−1)iji(x;M) = ki(x;M) =
r−i∑
j=1
(
r − i− 1
j − 1
)
hj(M).
Proof. By [19, Lemma 4.14] h0(M/IkM) =
∑k
j=0
(k
j
)
hj(M) for 0 ≤ k < d. Hence by Lemma
4.6 and Theorem 4.7 we get
(−1)iji(x;M) = ki(x;M) = h
0(M/Ir−iM)− h
0(M/Ir−i−1M)
=
r−i∑
j=0
(
r − i
j
)
hj(M)−
r−i−1∑
j=0
(
r − i− 1
j
)
hj(M)
=
r−i−1∑
j=1
((
r − i
j
)
−
(
r − i− 1
j
))
hj(M) + hr−i(M)
=
r−i∑
j=1
(
r − i− 1
j − 1
)
hj(M)

Theorem 4.13. Suppose that M has FLC and depth M > 0. Let x = x1, . . . , xr be a partial
system of parameters of M that is a d-sequence relative to M . Then j1(x;M) = 0 if and only
if x = x1, . . . , xr is an M -regular sequence.
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Proof. We have only to show that x is an M -regular sequence, if j1(x,M) = 0 (Corollary 4.9
(3)). Notice that M is unmixed, since depth M > 0 ([18]). Therefore by Theorem 4.10 we
may assume that r ≥ 4 and that our assertion holds true for r − 1. We set M = M/x1M ,
L =M/[(0) :M x2], and x
′ = x2, . . . , xr. Then L has FLC, depth L > 0, and
j1(x
′;L) = j1(x
′;M ) = j1(x;M) = 0.
Therefore by the hypothesis of induction on r the sequence x′ is L-regular, whence depth L ≥
r − 1. Thus Him(M ) = (0) for all 1 ≤ i ≤ r − 2, so that by the exact sequence
0→ H0m(M)→ H
0
m(M)→ H
1
m(M)
x1→ H1m(M)→ 0 → H
2
m(M)
x1→ H2m(M)→ 0→ · · ·
→ 0 → Hr−2m (M)
x1→ Hr−2m (M)→ 0→ · · ·
given in Lemma 4.1 (1) we get Him(M) = (0) for all 1 ≤ i ≤ r − 2 (use Nakayama’s lemma).
Thus depth M ≥ r − 1. 
Partial Euler characteristics. We are now in a position to compare j1(x;M) to partial Euler
characteristics. Suppose that r > 0 and we set
χ1(x1, . . . , xk;M) =
k∑
i=1
(−1)i+1λ(Hi(x1, . . . , xk;M))
for each 1 ≤ k ≤ r. We then have the following.
Lemma 4.14. Let x = x1, . . . , xr (0 < r ≤ d) be an amenable partial system of parameters of
M that is a d-sequence relative to M . Let 1 ≤ k ≤ r be an integer. Then
χ1(x1, . . . , xk;M) = h
0(M/Ik−1M).
Hence χ1(x1, . . . , xk;M) = 0 if and only if x1, . . . , xk is an M -regular sequence.
Proof. By Remark 4.5
χ1(x1, . . . , xk :M) =
∑
1≤i≤j≤k
(−1)i+1h0(M/Ik−jM)
(
j − 1
i− 1
)
=
k∑
j=1
h0(M/Ik−jM)
[
j∑
i=1
(−1)i+1
(
j − 1
i− 1
)]
=
k∑
j=1
h0(M/Ik−jM)
[
j−1∑
i=0
(−1)i
(
j − 1
i
)]
= h0(M/Ik−1M)
The second assertion follows from Lemma 4.1 (2). 
The following results extend [10, Theorems 3.7 and 4.2] to partial amenable systems of
parameters.
Corollary 4.15. Let x = x1, . . . , xr (0 < r ≤ d) be an amenable partial system of parameters
of M that is a d-sequence relative to M . Then for all 0 ≤ i ≤ r
(−1)iji(x;M) = χ1(x1, . . . , xr+1−i;M)− χ1(x1, . . . , xr−i;M).
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Proof. For 0 ≤ i ≤ r − 1
(−1)iji(x;M) = ki(x;M) = h
0(M/Ir−iM)− h
0(M/Ir−i−1M) (by (4.6))
= χ1(x1, . . . , xr+1−i;M)− χ1(x1, . . . , xr−i;M) (by (4.14)),
while for i = r
(−1)rjr(x;M) = kr(x;M) = h
0(M) = χ1(x1;M),
since H0m(M) = (0) :M x1. 
We close this section with the following.
Proposition 4.16. Let x = x1, . . . , xr (2 ≤ r ≤ d) be an amenable partial system of parameters
of M that is a d-sequence relative to M . Then
χ1(x;M) ≥ −j1(x;M),
where the equality holds true if and only if x1, . . . , xr−1 is an M -regular sequence.
Proof. Notice that
χ1(x1, . . . , xr;M) = χ1(x1, . . . , xr−1;M) − j1(x;M) ≥ −j1(x;M)
(Corollary 4.15) and we get χ1(x1, . . . , xr;M) = −j1(x;M) if and only if χ1(x1, . . . , xr−1;M) =
0. Hence the assertion follows from Lemma 4.14. 
5. Boundedness of j-coefficients
Let (R,m) be a Noetherian local ring andM a finite R-module of dimension d = dimM ≥ 2.
Let 0 < r < d be an integer. In this section firstly we discuss the problem of when the set
Λ(M) of non-negative integers
ki(x;M) = (−1)
iji(x;M)
is finite, where x = x1, . . . , xr (0 ≤ i ≤ r − 1) is an amenable partial system of parameters of
M which is a d-sequence relative to M . The goal is to prove the following.
Theorem 5.1. Assume that there exists a system of parameters of M which is a strong d-
sequence relative to M . Then the following conditions are equivalent.
(1) The set Λ(M) is finite.
(2) Him(M) is a finite R-module for every 1 ≤ i ≤ r.
When this is the case, one has mℓHim(M) = (0) for all 1 ≤ i ≤ r, where ℓ = maxΛ(M).
For the implication (2) ⇒ (1) we do not need the assumption of the existence of a system
of parameters of M which is a strong d-sequence relative to M .
Proof. (2) ⇒ (1) Let x = x1, . . . , xr be an amenable partial system of parameters of M that
is a d-sequence relative to M . We will show that for all 0 ≤ i ≤ r − 1
ki(x;M) ≤
r−i∑
j=1
hj(M)
(
r − i− 1
j − 1
)
.
If r = 1, then by Lemma 4.6 and the exact sequence
(♯0) 0→ H
0
m(M)→ H
0
m(M/x1M)→ H
1
m(M)
x1→ H1m(M)
stated in Lemma 4.1 (1) we have
k0(x;M) = h
0(M/x1M)− h
0(M) = λ((0) :H1
m
(M) x1) ≤ h
1(M).
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Suppose that r > 1 and that our assertion holds true for r − 1. We consider M = M/x1M .
Then thanks to the exact sequence
(♯i) H
i
m(M)
x1→ Him(M)→ H
i
m(M)→ H
i+1
m (M)
x1→ Hi+1m (M)
given in Lemma 4.1 (1), Him(M ) is finitely generated and h
i(M) ≤ hi(M) + hi+1(M) for all
1 ≤ i ≤ r−1. Let x′ = x2, . . . , xr. Then for all 0 ≤ i ≤ r−2, by Lemma 4.6 and the hypothesis
of induction we get
ki(x;M) = ki(x
′;M ) ≤
r−i−1∑
j=1
hj(M )
(
r − i− 2
j − 1
)
≤
r−i−1∑
j=1
[
hj(M) + hj+1(M)
] (r − i− 2
j − 1
)
=
r−i∑
j=1
hj(M)
(
r − i− 1
j − 1
)
,
while we have by Lemma 4.6
kr−1(x;M) = h
0(M/x1M)− h
0(M) ≤ h1(M),
thanks to exact sequence (♯0) above.
(1) ⇒ (2) We choose a system a1, . . . , ad of parameters of M which is a strong d-sequence
relative to M . Let Λ0 denote the set of ki(a
n1
1 , a
n2
2 , . . . , a
nr
r ;M)
′s, where 0 ≤ i ≤ r− 1 and n′is
are positive integers. Then Λ0 ⊆ Λ and hence Λ0 is finite. We will show by induction on r
that mℓHim(M) = (0) for all 1 ≤ i ≤ r, where ℓ = maxΛ0.
Let r = 1. Consider exact sequence (♯0) above where x1 = a
n1
1 and n1 > 0. Then we have
λ
([
(0) :H1m(M) a
n1
1
])
= h0(M/an11 M)− h
0(M) = k0(a
n1
1 ;M) ∈ Λ0,
so that λ
([
(0) :H1
m
(M) a
n1
1
])
≤ ℓ, whence
mℓ
[
(0) :H1
m
(M) a
n1
1
]
= (0).
Therefore mℓH1m(M) = (0), since n1 > 0 is arbitrary. Assume now that r > 1 and that our
assertion holds true for r − 1. Let M =M/an11 M . Then the set of
ki(a
n2
2 , . . . , a
nr
r ;M ) = ki(a
n1
1 , . . . , a
nr
r ;M)
where 0 ≤ i ≤ r − 2 and n′is are positive integers is a subset of Λ0, whence the hypothesis
of induction shows mℓHim(M) = (0) for all 1 ≤ i ≤ r − 1. Since
[
(0) :Hi+1
m
(M) a
n1
1
]
is a
homomorphic image of Him(M ) as shown in exact sequence (♯i), we have
mℓ
[
(0) :Hi+1
m
(M) a
n1
1
]
= (0)
for all 1 ≤ i ≤ r − 1, while by exact sequence (♯0) we have
λ
([
(0) :H1
m
(M) a
n1
1
])
= h0(M/an11 M)− h
0(M) = kr−1(a
n1
1 , a
n2
2 , . . . , a
nr
r ;M) ∈ Λ0.
Therefore
mℓ
[
(0) :Him(M) a
n1
1
]
= (0) for all 1 ≤ i ≤ r.
Thus mℓHim(M) = (0) for all 1 ≤ i ≤ r, since n1 > 0 is arbitrary. 
Let us describe in Proposition 5.3 below a broad class of modules for which the existence
of strong d-sequences is guaranteed. It is based on a result of T. Kawasaki [14, Theorem 4.2
(1)], which deals with a case of rings. We extend this result to a case of modules and include
a brief proof for the reader’s convenience. We start with the following observation.
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Lemma 5.2. Let 0→ X → Y → Z → 0 be an exact sequence of R-modules and let f1, . . . , fn
be a sequence of elements in R. If f1, . . . , fn is a Z-regular sequence which is a d-sequence
relative to Z, then f1, . . . , fn is a d-sequence relative to X.
Proposition 5.3. Suppose that R is a homomorphic image of a Gorenstein local ring and let
M be a finite R-module of dimension d > 0. Then there is a system of parameters of M which
is a strong d-sequence relative to M .
Proof. We may assume that R is a Gorenstein local ring with dimR = dimM = d and
consider the idealization A = R ⋉M of M over R. Then, since A is a homomorphic image
of a Gorenstein ring, by [14, Theorem 4.2 (1)] A contains a system f1, . . . , fd of parameters
which is a strong d-sequence relative to A. We write fi = (ai, xi) with ai ∈ m and xi ∈ M .
Let p : A → R, (a, x) 7→ a and let pM denote M which is regarded as an A-module via the
ring homomorphism p : A → R, (r,m) 7→ r. Then pM = (0) ×M ⊆ A and we get the exact
sequence
0→ pM → A
p
→ R→ 0
of A-modules. SinceR is a Gorenstein local ring possessing a1, . . . , ad as a system of parameters,
by Lemma 5.2 f1, . . . , fd is a strong d-sequence relative to pM . Hence a1, . . . , ad is a strong
d-sequence relative to M . 
We note a consequence of Theorem 5.1.
Corollary 5.4. Let x = x1, . . . , xr be an amenable partial system of parameters of M which
is a d-sequence relative to M . Suppose that λ(Him(M)) < ∞ for all 1 ≤ i ≤ r. Let 0 ≤ p < r
be an integer. Then the following conditions are equivalent.
(1) jp(x;M) = 0.
(2) Him(M) = (0) for all 1 ≤ i ≤ r − p.
Therefore j1(x;M) = 0 if and only if x is M -regular, provided depth M > 0.
Proof. Suppose that r = 1 and consider the exact sequence
0→ H0m(M)→ H
0
m(M/x1M)→ H
1
m(M)
x1→ H1m(M).
Then j0(x;M) = k0(x;M) = h
0(M/x1M)− h
0(M) = λ((0) :H1
m
(M) x1) by Lemma 4.6, whence
j0(x;M) = 0 if and only if H
1
m(M) = (0).
Suppose that r > 1 and that our assertion holds true for r − 1. Let M = M/x1M and
x′ = x2, . . . , xr. Then thanks to the exact sequence
(♯i) H
i
m(M)
x1→ Him(M)→ H
i
m(M)→ H
i+1
m (M)
x1→ Hi+1m (M)
given by Lemma 4.1 (1), Him(M ) is finitely generated for all 1 ≤ i ≤ r − 1. Therefore for all
0 ≤ p ≤ r − 2 we get by Lemma 4.6, Theorem 4.7, and the hypothesis of induction that
jp(x
′;M) = jp(x;M) = 0
if and only if
Him(M) = (0) for all 1 ≤ i ≤ r − 1− p.
By exact sequence (♯i) the latter condition is equivalent to saying that H
i
m(M) = (0) for all
1 ≤ i ≤ r − p, because each Him(M) (1 ≤ i ≤ r) has finite length, while for p = r − 1, by
Lemma 4.6 we get
(−1)r−1jr−1(x;M) = kr−1(x;M) = h
0(M/x1M)− h
0(M) = λ((0) :H1
m
(M) x1).
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Thus equivalence of assertions (1) and (2) follows.
See Theorem 4.10 for the last assertion. 
We now consider the problem of when the set Γ(M) of
χ1(x;M) =
r∑
i=1
(−1)i−1λ(Hi(x;M)) = h
0(M/(x1, . . . , xr−1)M)
is finite, where x = x1, . . . , xr is an amenable partial system of parameters of M which is a
d-sequence relative to M .
Theorem 5.5. Assume that there exists a system of parameters of M which is a strong d-
sequence relative to M . Then the following conditions are equivalent.
(1) The set Γ(M) is finite.
(2) Him(M) is finitely generated for every 0 ≤ i ≤ r − 1.
For the implication (2) ⇒ (1) we do not need the assumption of the existence of a system
of parameters of M which is a strong d-sequence relative to M .
Proof. (2) ⇒ (1) Let x = x1, . . . , xr be an amenable partial system of parameters of M which
is a d-sequence relative to M . We will show by induction on r that
χ1(x;M) ≤
r−1∑
i=0
(
r − 1
i
)
hi(M).
If r = 1, we have nothing to prove. Suppose that r > 1 and that our assertion holds true for
r− 1. Let M =M/x1M . Then by Lemma 4.1 (1) H
i
m(M) (0 ≤ i ≤ r− 2) is finitely generated
with hi(M) ≤ hi(M) + hi+1(M). Let x′ = x2, . . . , xr. Then
χ1(x;M) = χ1(x
′;M ) ≤
r−2∑
i=0
(
r − 2
i
)
hi(M) ≤
r−2∑
i=0
(
r − 2
i
)[
hi(M) + hi+1(M)
]
=
r−1∑
i=0
(
r − 1
i
)
hi(M).
(1) ⇒ (2) Let a1, . . . , ad be a system of parameters of M which is a strong d-sequence
relative to M and let Γ0(M) be the set of all χ1(a
n1
1 , . . . , a
nr
r ;M) with integers ni > 0. Then
Γ0(M) ⊆ Γ(M). We set ℓ = maxΓ0(M) and show by induction on r that
λ(Him(M)) ≤ ℓ
for all 0 ≤ i ≤ r − 1. If r = 1, then h0(M) = χ1(a
n1
1 ;M) ∈ Γ0(M) and the assertion is clear.
Suppose that r > 1 and that the assertion holds true for r − 1. Choose an arbitrary integer
n1 > 0 and let M =M/a
n1
1 M and consider the exact sequence
(♯i) · · · → H
i
m(M)
a
n1
1→ Him(M)→ H
i
m(M )→ H
i+1
m (M)
x1→ Hi+1m (M)→ · · · .
Let Γ0(M ) be the set of χ1(a
n2
2 , . . . , a
nr
r ;M) with ni positive integers. Then since
χ1(a
n2
2 , . . . , a
nr
r ;M) = χ1(a
n1
1 , . . . , a
nr
r ;M),
Γ0(M ) ⊆ Γ0(M), whence the hypothesis of induction on r guarantees
λ(Him(M )) ≤ ℓ
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for all 0 ≤ i ≤ r − 2. From the exact sequence (♯i), since
[
(0) :Hi+1
m
(M) a
n1
1
]
is a homomorphic
image of Him(M ), we get
λ
([
(0) :Hi+1
m
(M) a
n1
1
])
≤ ℓ
for all 0 ≤ i ≤ r − 2. Since n1 is arbitrary, this means that
λ
(
Him(M)
)
≤ ℓ for all 1 ≤ i ≤ r − 1.
Because H0m(M) ⊆ H
0
m(M) by Lemma 4.1 (1), we get λ(H
0
m(M)) ≤ ℓ, which completes the
proof. 
The proof of the implication (2) ⇒ (1) of (5.5) shows
0 ≤ χ1(x;M) ≤
r−1∑
i=0
(
r − 1
i
)
hi(M)
for every amenable partial system x = x1, . . . , xr of parameters of M which is a d-sequence
relative to M . Let us add the following.
Proposition 5.6. Suppose that Him(M) is finitely generated for every 0 ≤ i ≤ r − 1.
(1) Suppose that there exists a system of parameters a1, . . . , ad of M which is a strong
d-sequence relative to M . Then
sup
n1,...,nr>0
χ1(a
n1
1 , . . . , a
nr
r ;M) =
r−1∑
i=0
(
r − 1
i
)
hi(M).
(2) There always exists a system x1, . . . , xd of parameters of M which is a d-sequence
relative to M such that
χ1(x1, . . . , xr;M) =
r−1∑
i=0
(
r − 1
i
)
hi(M).
Therefore maxΓ(M) =
r−1∑
i=0
(
r − 1
i
)
hi(M).
Proof. (1) We may assume that r > 1 and that the assertion holds true for r − 1. Let n > 0
be an integer such that mnHim(M) = (0) for all 0 ≤ i ≤ r − 1. Let M = M/a
n
1M . By Lemma
4.1 (1) we then have hi(M) = hi(M) + hi+1(M) for 0 ≤ i ≤ r − 2. Now choose integers
n2, . . . , nr > 0 so that
χ1(a
n2
2 , . . . , a
nr
r ;M ) =
r−2∑
i=0
(
r − 2
i
)
hi(M ).
Let a = an11 , . . . , a
nr
r and a
′ = an22 , . . . , a
nr
r . Then
χ1(a;M) = χ1(a
′;M ) =
r−2∑
i=0
(
r − 2
i
)
hi(M ) =
r−2∑
i=0
(
r − 2
i
)[
hi(M) + hi+1(M)
]
=
r−1∑
i=0
(
r − 1
i
)
hi(M).
(2) Let ai(M) = AnnRH
i
m(M) for each 0 ≤ i ≤ r − 1 and set a(M) =
r−1∏
i=0
ai(M)
(r−1i ).
Then since the ideal a(M) contains a high power of m, by (2.5) there is a system x1, . . . , xd of
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parameters of M which is contained in a(M) and is a d-sequence relative to M . We will show
by induction on r that
χ1(x1, . . . , xr;M) =
r−1∑
i=0
(
r − 1
i
)
hi(M).
We may assume that r > 1 and that our assertion holds true for r− 1. Let M =M/x1M . We
then have, by Lemma 4.1 (1), for each 0 ≤ i ≤ r − 2 the short exact sequence
0→ Him(M)→ H
i
m(M)→ H
i+1
m (M)→ 0,
because x1H
j
m(M) = (0) for j = i, i+1. Hence h
i(M) = hi(M)+hi+1(M) and ai(M)ai+1(M) ⊆
ai(M). Consequently a(M) ⊆ a(M). Let x = x1, . . . , xr and x
′ = x2, . . . , xr. Then, since
x2, . . . , xd ∈ a(M ), by the hypothesis of induction on r, we get
χ1(x;M) = χ1(x
′;M ) =
r−2∑
i=0
(
r − 2
i
)
hi(M) =
r−2∑
i=0
(
r − 2
i
)[
hi(M) + hi+1(M)
]
=
r−1∑
i=0
(
r − 1
i
)
hi(M).

6. The structure of some j-transforms
The general outline of j-transforms H = H0m(grI(M)) is still unclear. In two cases however,
Buchsbaum and sequentially Cohen-Macaulay modules, one has a satisfying vista.
Buchsbaum modules. Let (R,m, k) be a Noetherian local ring and M a finite R-module of
dimension d ≥ 2. Let x1, . . . , xd be a system of parameters of M . We fix an integer 0 < r < d
and set I = (x1, . . . , xr), G = grI(R), G(M) = grI(M), and
G = G/mG = k[T1,T2, . . . ,Tr],
where Ti denotes the image of fi = xi + I
2 in G. Let us consider the j-transform H =
H0m(G(M)). The goal is the following.
Theorem 6.1. Suppose that M is a Buchsbaum R-module. Then the following assertions hold
true.
(1) Suppose that H 6= (0). Then
dimH =


0 if h1(M) = h2(M) = · · · = hr(M) = 0,
r otherwise.
(2) H ∼=
⊕r
i=0 [Zi(i)]
⊕hi(M)
as a graded G-module.
Here Zi = Syz
i
G
(k) denotes the i-th syzygy module of the residue class field k = G/[G]+. The
second exact sequence in Theorem 3.2 gives a graded minimal free resolution of the G-module
H, where we identify G = R/m⊗R S (cf. Corollary 3.3).
Let us begin with the following.
Lemma 6.2. Let x = x1, . . . , xr be an amenable partial system of parameters of M that is a
d-sequence relative to M . Let fi = xi + I
2 in G for each i = 1, . . . , r.
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(1) The sequence f1, . . . , fr is a d-sequence relative to H,
H/(f1, f2, . . . , fr)H = [H/(f1, f2, . . . , fr)H]0,
and [H/(f1, f2, . . . , fr)H]0 ∼= H
0
m(M/IM) as an R-module.
(2) (f1, . . . , fi)G(M) ∩H = (f1, . . . , fi)H for all 1 ≤ i ≤ r.
Proof. (1) Note that (0) :H f1 = [(0) :H f1]0 and H(M) = H/f1H when r > 0. The assertion
follows from Lemma 4.3 and induction on r.
(2) Let h ∈ H and assume that h = f1g for some g ∈ G(M). We choose an integer ℓ≫ 0 so
that mℓH = (0). Then since mℓh = (0), we get
mℓg ⊆ (0) :G(M) f1 ⊆ H.
Thus m2ℓg = (0) and hence g ∈ H. Assume that i > 1 and that the assertion holds true for
i−1. Let M =M/(x1, . . . , xi−1)M . Let h ∈ (f1, . . . , fi)G(M)∩H. Then h ∈ fiG(M)∩H(M),
where h denotes the image of h in G(M ) under the canonical map ψ : G(M) → G(M) and
H(M ) denotes the j-transform of M relative to I. Because H(M ) = ψ(H) by Lemma 4.3 (2),
from the case where i = 1 it follows that
h ∈ fiH+ (f1, . . . , fi−1)G(M).
Hence h− fih
′ ∈ (f1, . . . , fi−1)G(M) ∩H for some h
′ ∈ H, so that the hypothesis of induction
on i implies h− fih
′ ∈ (f1, . . . , fi−1)H. Thus h ∈ (f1, . . . , fi)H. 
Proposition 6.3. f1, . . . , fr is a G(M)/H-regular sequence.
Proof. Let 1 ≤ i ≤ r be an integer. Let g ∈ G(M) and assume that
fig ∈ (f1, . . . , fi−1)G(M) +H.
Then
fig −
i−1∑
j=1
fjgj ∈ (f1, . . . , fi)G(M) ∩H
with gj ∈ G(M). Since (f1, . . . , fi)G(M) ∩H = (f1, . . . , fi)H by Lemma 6.2, we get
fig −
i−1∑
j=1
fjgj =
i∑
j=1
fjhj
with hj ∈ H. Hence fi(g − hi) =
∑i−1
j=1 fj(hj + gj), so that
g − hi ∈ (f1, . . . , fi−1)G(M) :G(M) fi.
Let M =M/Ii−1M and identify
G(M)/(f1, . . . , fi−1)G(M) = G(M ).
Then since (0) :G(M ) fi ⊆ H(M ) and H(M ) coincides with the image of H in G(M ), we get
g − hi ∈ (f1, . . . , fi−1)G(M) +H.
Thus g ∈ (f1, . . . , fi−1)G(M) + H, whence f1, . . . , fr is a G(M)/H-regular sequence. 
Corollary 6.4. Suppose that x1, . . . , xr is a d
+-sequence relative to M . Then f1, . . . , fr is a
d+-sequence relative to H.
Proof. It suffices to check that f1, . . . , fr is a strong d-sequence relative to H, which readily fol-
lows by definition from the facts that f1, . . . , fr is a strong d-sequence on G(M) ([20, Corollary
5.5]) and that f1, . . . , fr is a G(M)/H-regular sequence (Proposition 6.3). 
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Let HiG+(∗) denote the local cohomology functor relative to the graded ideal G+ = (f1, . . . , fr)G.
Corollary 6.5. We have the following.
(1) HiG+(H)
∼= HiG+(G(M)) as a graded G-module for all i < r.
(2) [HrG+(H)]n = (0) for all n > −r.
Proof. Apply HiG+(∗) to the exact sequence
0→ H→ G(M)→ G(M)/H→ 0
of graded G-modules and we get the assertion (1), because f1, . . . , fr is a G(H)/H-regular
sequence. Assertion (2) follows from the fact that µG(G+) ≤ r and H = G·H0. 
When x1, . . . , xr is a d
+-sequence relative to M , we furthermore have the following.
Proposition 6.6. Let I = (x) = (x1, . . . , xr) be an ideal generated by a d
+-sequence relative
to M .
(1) HiG+(H) = [H
i
G+
(H)]−i for all i < r.
(2) Suppose that dimH = r. Then the G-module H has FLC, so that H is a Cohen-
Macaulay G-module, if j1(x;M) = 0 and depth M > 0.
Proof. By Corollary 6.5 and [2, (5.1) Theorem] we get HiG+(H)
∼= HiG+(G(M)) = [H
i
G+
(G(M))]−i,
whence the assertion follows. The second assertion is clear, because e1(f ; H) = j1(x;M), where
f = f1, . . . , fr (notice that H is unmixed, if depth M > 0). 
We are in a position to prove Theorem 6.1
Proof of Theorem 6.1. We remember that x1, . . . , xd is a standard system of parameters
of M , since M is a Buchsbaum R-module.
(1) By Theorem 4.7
dimH = r −min{0 ≤ i ≤ r | ki(x;M) 6= 0}
and by Proposition 4.12
ki(x;M) =
r−i∑
j=1
(
r − i− 1
j − 1
)
hj(M) for all 0 ≤ i ≤ r − 1.
Therefore, if h1(M) = h2(M) = · · · = hr(M) = 0, then
ki(x;M) = 0 for all 0 ≤ i ≤ r − 1,
while kr(x;M) = h
0(M) 6= 0 by Theorem 4.7, because H 6= (0). Hence dimH = 0. If
hi(M) 6= 0 for some 1 ≤ i ≤ r, then k0(x;M) 6= 0 by Proposition 4.12, whence dimH = r.
(2) We may assume that H 6= (0) and dimH = r. Let S = G and M = S+. Then H is a
graded S-module, because mH = (0) (remember that mH0m(M/IM) = (0), since r < d). Hence
H is a Buchsbaum S-module by Proposition 6.6 and [8, Proposition 3.1]. Consequently, by [9,
Theorem (1.1)] applied to the SM-module HM, we get an isomorphism
(D0) HM ∼=
r−1⊕
i=0
(Ei)
⊕hi(H)
M ⊕ S
⊕q
M
of SM-modules, where q ≥ 0 is an integer. Taking the graded module grn(∗) (here n = MSM)
of both sides in (D0), we get a required direct sum decomposition
(D) H ∼=
r−1⊕
i=0
E
⊕hi(H)
i ⊕ S
⊕q
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of H as a graded S-module, because grn(HM) = H and grn((Ei)M) = Ei (remember that
H = S·H0 and Ei = S·[Ei]0). On the other hand, since f1H
i
M(H) = (0) for all i 6= r and
H/f1H = H(M/x1M) by Lemma 4.3, we have the exact sequence
0→ Hi−1M (H)→ H
i
M(H(M/x1M))→ H
i+1
M (H)(−1)→ 0
of graded S-modules. The induction on i now shows that hi(H) = hi(M) for all i < r, while
we have by decomposition (D) of H that
rankS H =
r−1∑
i=1
(
r − 1
i− 1
)
hi(M) + q,
since rankS Ei =
(r−1
i−1
)
. Let I(H) =
∑r−1
i=0
(r−1
i
)
hi(H) be the Stu¨ckrad-Vogel invariant of H.
Therefore, because H is a Buchsbaum S-module, we have
rankS H = e0(T1, . . . ,Tr; H)
= λ(H/(T1, . . . ,Tr)H)− I(H) [19, Proposition 2.6]
= h0(M/IM)−
r−1∑
i=0
(
r − 1
i
)
hi(M) Lemma 6.2
=
r∑
i=0
(
r
i
)
hi(M)−
r−1∑
i=0
(
r − 1
i
)
hi(M) [19, Lemma 4.14]
=
r−1∑
i=1
(
r − 1
i− 1
)
hi(M) + hr(M).
Thus q = hr(M), which completes the proof of Theorem 6.1. 
Remark 6.7. (1) Suppose that M has FLC and our system x1, . . . , xd of parameters of M is
standard. If H 6= (0) and dimH = r, then H has FLC and hi(H) = hi(M) for all i < r.
(2) It is known that M is a quasi-Buchsbaum R-module, that is mHim(M) = (0) for all i 6= d
if and only if for each 1 ≤ i ≤ d and for every system a1, . . . , ad of parameters of M such that
a1, . . . , ad ∈ m
2, one has the equality
(a1, . . . , ai−1)M :M ai = (a1, . . . , ai−1)M :M m.
Hence if M is quasi-Buchsbaum and x1, . . . , xr ∈ m
2, then x1, . . . , xr forms a d
+-sequence
relative to M , mH0m(M/IM) = (0), and h
0(M/IM) =
∑r
i=0
(
r
i
)
hi(M). Therefore the proof of
Theorem 6.1 works also in this case.
We explore one example.
Example 6.8. Let P = k[[Y1, Y2, Y3, Z1, Z2, Z3]] be the formal power series ring over a field k
and consider the local ring
R = P/
[
p ∩ q ∩ (Y 21 , Y2, Y3, Z
2
1 , Z2, Z3)
]
,
where p = (Y1, Y2, Y3) and q = (Z1, Z2, Z3). Then R is a quasi-Buchsbaum but non-Buchsbaum
local ring of dimension 3 such that
h0(R) = h1(R) = 1 and hi(R) = 0 if i 6= 0, 1, 3
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([19, p. 87, Example]). For each 1 ≤ i ≤ 3 let yi and zi respectively denote the images of Yi
and Zi in R. Let xi = yi + zi (1 ≤ i ≤ 3). Then
λ(R/(x1, x2, x3)) = 5, e0((x1, x2, x3), R) = 2, and I(R) = 3,
so that the system x1, x2, x3 of parameters of R is standard ([20, Theorem 2.1]).
We set I = (x1, x2) and consider the j-transform H(R) of R relative to I. Let W = H
0
m(R),
M = mG + G+, and G = G/mG. We then have the following. Remember that f1, f2 acts on
H(R) as a d+-sequence, since x1, x2 is a d
+-sequence relative to R.
(1) There exists an exact sequence
(♯) 0→ G/G+ → H(R)→ [G+](1)→ 0
of graded G-modules. Hence H(R) is a quasi-Buchsbaum G-module.
(2) mH(R) 6= (0) and MH0M(H(R)/f1H(R)) 6= (0). Hence H(R) is not a Buchsbaum G-
module and exact sequence (♯) above cannot be split.
Proof. (1) Since R/W = P/p ∩ q, R/W is a Buchsbaum local ring. Hence by Theorem 6.1
H(R/W ) ∼= [G+](1)
as a graded G-module. The exact sequence now follows from the canonical exact sequence
0→W ∗ → H(R)→ H(R/W )→ 0
of j-transforms, since W ∗ ∼= G/G+. Therefore, applying the functor H
i
M(∗), we get
H0M(H(R)) =W
∗ and H1M(H(R)) = H
1
M(G+)(1)
∼=
[
G/G+
]
(1).
Thus H(R) is a quasi-Buchsbaum G-module.
(2) We have mH0m(R/x1R) 6= (0) and mH
0
m(R/(x1, x2)) 6= (0), both of which we can check
by a direct computation. Hence exact sequence (♯) above is not split, as mH(R) 6= (0) (notice
that m[H(R)]0 = mH
0
m(R/(x1, x2)) 6= (0)), while
MH0M(H(R)/f1H(R)) = MH
0
M(H(R/x1R)) 6= (0)
because mH0m(R/x1R)) 6= (0). Thus H(R) is not a Buchsbaum G-module. 
In Example 6.8, if we choose a partial system x1, x2 of parameters of R so that x1, x2 ∈ m
2,
we always have
H(R) ∼=
[
G/G+
]
⊕
[
G+
]
(1),
which shows the structure of j-transforms depends more or less on the choice of partial systems
of parameters.
Sequentially Cohen-Macaulay modules. Let (R,m) be a Noetherian local ring and M a finite
R-module of dimension d = dimSM > 0. Let
S = {dimN | (0) 6= N ⊆M, an R-submodule of M}.
We set ℓ = ♯S and write S = {d1 < d2 < . . . < dℓ = d}. Let d0 = 0. We then have the
dimension filtration
D0 = (0) ( D1 ( D2 ( . . . ( Dℓ =M
of M , where each Di (1 ≤ i ≤ ℓ) is the largest R-submodule of M with dimDi = di. We put
Ci = Di/Di−1 (1 ≤ i ≤ ℓ) and assume that Ci is a Cohen-Macaulay R-module, necessarily of
dimension di, for each 1 ≤ i ≤ ℓ. Hence M is a sequentially Cohen-Macaulay R-module.
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We choose a system x1, . . . , xd of parameters of M so that
(xj | di < j ≤ d)M ∩ Di = (0)
for all 1 ≤ i ≤ ℓ. Such a system of parameters exists and called a good system of parameters
of M . Here we notice that the condition (xj | di < j ≤ d)M ∩ Di = (0) for all 1 ≤ i ≤ ℓ is
equivalent to saying that
(xj | di < j ≤ d)Di = (0)
for all 1 ≤ i ≤ ℓ, because M is a sequentially Cohen-Macaulay R-module.
Let 0 ≤ r ≤ d and I = (x1, . . . , xr). We are trying to find what the j-transform H(M) of M
relative to I is. The goal is the following.
Theorem 6.9. Let q = max{0 ≤ i ≤ ℓ | di ≤ r}. Then
H(M) ∼= grI(Dq)
as a graded G-module, where G = grI(R). If q > 0, that is if d1 ≤ r, then H(M) 6= (0) and
is a sequentially Cohen-Macaulay G-module with dimension filtration {grI(Di)}0≤i≤q; hence
dimH(M) = dq ≤ r and the Hilbert function of H(M) is given by
n∑
k=0
λ([H(M)]k) =
q∑
i=1
λ(Ci/qCi)
(
n+ di
di
)
for all n ≥ 0, where q = (x1, . . . , xd).
To prove this, we need the following.
Lemma 6.10. InM ∩ Di = I
nDi for 0 ≤ i ≤ ℓ and n ∈ Z.
Proof. We may assume that ℓ > 1 and that the assertion holds true for ℓ− 1. Since Dℓ−1 is a
sequentially Cohen-Macaulay R-module with dimension filtration {Di}0≤i≤ℓ−1 and the system
x1, . . . , xdℓ−1 is a good system of parameters of Dℓ−1, it suffices to show that
InM ∩ Dℓ−1 = I
nDℓ−1
for all n ≥ 0, which follows from the fact that Dℓ is a Cohen-Macaulay R-module of dimension
d = dℓ. 
Since InCi = [I
nDi +Di−1]/Di−1, we have the exact sequence
0→ InDi−1 → I
nDi → I
nCi → 0
of R-modules for each n ∈ Z, which yields the exact sequence
0→ G(Di−1)→ G(Di)→ G(Ci)→ 0
of graded G-modules, where G(Di) = grI(Di) and G(Ci) = grI(Ci). Remember that
G(Di) = grJ(Di) and G(Ci) = grJ(Ci),
where J = I if r ≤ di and J = (x1, . . . , xdi) if r > di. Hence we get the following.
Lemma 6.11. Let 1 ≤ i ≤ ℓ. Then
H0m(G(Ci)) =


G(Ci) if di ≤ r,
(0) if r < di.
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We are now ready to prove Theorem 6.9.
Proof of Theorem 6.9. We apply the functor H0m(∗) to the exact sequences
0→ G(Di−1)→ G(Di)→ G(Ci)→ 0
(1 ≤ i ≤ ℓ) and get by (5.3) that
H(M) ∼= G(Dq),
since H0m(G(Ci)) = (0) if q < i. Suppose q > 0, that is d1 ≤ r. Then {G(Di)}0≤i≤q gives rise
to the dimension filtration of G(Di), since the graded module G(Ci) (1 ≤ i ≤ q) is Cohen-
Macaulay and dimG(Ci) = di. Hence dimH(M) = dq ≤ r, whose Hilbert function is given
by
n∑
k=0
λ([H(M)]k) =
n∑
k=0
{
q∑
i=1
λ([G(Ci)]k)
}
=
q∑
i=1
λ(Ci/qCi)
(
n+ di
di
)
for all n ≥ 0. 
We close this paper with the following.
Example 6.12. Let (R, n) be a regular local ring of dimension d + 1 (d ≥ 2) and let
X,Y1, Y2, . . . , Yd be a regular system of parameters of R. We set p = (Y1, Y2, . . . , Yd), M =
R/[(X) ∩ p], and V = R/p. Then dimM = d and the dimension filtration of M is given by
D0 = (0) ( D1 = Rx ( D2 =M,
where x is the image of X in M and V ∼= Rx as an R-module, so that M is a sequentially
Cohen-Macaulay R-module. Let x = x1, . . . , xr (0 ≤ r ≤ d) be an arbitrary partial system of
parameters of M and set I = (x). We then have
H(M) ∼=


(0) if I ⊆ p,
grI(V ) if I 6⊆ p and r < d,
grI(M) if r = d.
Notice that when 0 < r and I ⊆ p, x forms a d-sequence relative to M , but x is not amenable
for M , because (0) :M I = Rx and dimRx = 1.
Proof. Let N = Rx, C = R/(X), and we consider the exact sequence
0→ N →M → C → 0
of R-modules. Suppose I ⊆ p. Then r < d and x is a C-regular sequence. Therefore since
In+1M ∩N = In+1N = (0) for all n ≥ 0, we get the exact sequence
0→ N →M/In+1M → C/In+1C → 0
of R-modules, which shows H0m(M/I
n+1M) = (0), because C/In+1C is a Cohen-Macaulay
R-module of dimension d− r > 0. Thus H(M) = (0).
Suppose I 6⊆ p. Then IV 6= (0) and 0 < r. We choose 1 ≤ i ≤ r so that IV = xiV (this
choice is possible, because V is a discrete valuation ring). Let 1 ≤ j ≤ r. Then xj ∈ xiR + p.
We write xj = xicj + yj with cj ∈ R and yj ∈ p. Hence I = (xi) + (yj | 1 ≤ j ≤ r, j 6= i).
Because yj ∈ p for all j and xiN 6= (0), the sequence xi, {yj}1≤j≤r,j 6=i is extended to a good
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system of parameters of M . Therefore, if r < d, H(M) ∼= grI(V ) by Theorem 6.9, while
H(M) = grI(M), if r = d. 
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