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ਤ4.1: Point of senser(left),Point of damage (Right)
ද4.1: Dataset description
Normal Vibration 49 × N channel
abnormal Vibration 88 × N channel
Time of Vibration 8 s








E/G ONɼΪϠνΣϯδPϨϯδˠDϨϯδ ϑϩϯτόϯύ45◦ ηϝϯτ75kg
ӡస੮ɺॿख੮ͷγʔτϕϧτόοΫϧ֎͠ ϦΞυΞ 45◦ ηϝϯτ75kg





ϧωοτϫʔΫΛ༻͍ͨɽੑ׆Խؔ਺͸Rectifier linear units (ReLUs) [15]Λ༻͍ͨ. దԽ࠷
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ද4.3: Feature Parameters
Dimension 60 dim(× N)
Frame Length 40ms
Frame period 20ms









ຊ࣮ݧͰ͸෼ྨ໰୊ʹ͓͍ͯϝδϟʔͳධՁख๏Ͱ͋ΔAcuuracy, Recall, Precision, F-
scoreͷ4ͭͷࢦඪΛ༻͍Δɽ·ͨɼσʔληοτͷ਺͕গͳ͍͜ͱʹΑΔ͹Β͖ͭΛྀͯ͠ߟ
five-fold cross valiationΛ͍ߦɼͦͷฏۉ஋Λ݁Ռͱͨ͠ɽ
Acuuracy = Number correctly predictedTotal number of dataset
Recall score = Number correctly predicted as AbnormalTotal number of Abnormal
Precision score = Number correctly predicted as AbnormalNumber predicted as Abnormal







Acccuracy Precision Recall f-score
2 channel(PSD) 0.53 0.98 0.27 0.42
4 channel(PSD) 0.42 0.99 0.12 0.21
2 channel(MFCC) 0.90 1.00 0.84 0.91
4 channel(MFCC) 0.89 0.93 0.91 0.92
ද4.5: Ռ݁ݧ࣮ (GMM)
Acccuracy Precision Recall f-score
2 channel(PSD) 0.90 0.98 0.86 0.92
4 channel(PSD) 0.94 0.96 0.96 0.96
2 channel(MFCC) 0.92 0.97 0.90 0.93







































































Normal Vibration (different) 588× N channel
Abnormal Vibration (different) 1056 × N channel
Normal Vibration (same) 196 × N channel
Abnormal Vibration (same) 352 × Nchannel
The number of channels N 2 or 4
Time of Vibration 8 s
ද5.2: Ռ݁ݧ࣮ (GMM)
Acccuracy Precision Recall f-score
2 channel (Dataset1) 0.60 0.71 0.62 0.65
4 channel (Dataset1) 0.68 0.73 0.80 0.76
2 channel (Dataset2) 0.56 0.68 0.61 0.64
4 channel (Dataset2) 0.55 0.67 0.58 0.62
ද5.3: Ռ݁ݧ࣮ (CNN)
Acccuracy Precision Recall f-score
2 channel(Dataset1) 0.69 0.73 0.84 0.78
4 channel(Dataset1) 0.72 0.78 0.82 0.79
2 channel(Dataset2) 0.82 0.88 0.84 0.86
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