Forecasting productivity of construction operations is a difficult but crucial task in planning construction projects. Over the past decades, many models have been developed to forecast productivity for different construction operations. Models made up of several functional relations and controlled by a specific number of control rules are more in line with human reasoning and logic. Neural-Network-Driven Fuzzy Reasoning (NNDFR) structure as one of these models shows a great performance for modeling datasets among which clear clusters are recognizable. Lack of the compatibility of conventional NNDFR with fuzzy clustering algorithms besides the insufficient attention paid to the optimization of number of clusters in this model, created a potential area for further research. The main contribution of the proposed model is to develop a modified NNDFR system to model construction data. To this end, Fuzzy C-Means (FCM) algorithm is substituted for K-means in NNDFR structure, and its parameters such as the number of clusters and weighting exponent are optimized through genetic algorithm. The proposed model is further verified through simulation of a construction operation in which several qualitative and quantitative factors are considered. Its implementation to the case study shows a considerable improvement of model performance with lower Mean Squared Error (MSE). The developed model assists researchers and practitioners in utilizing historical construction data to forecast productivity of construction operations with a high accuracy that could not be obtained by traditional techniques.
INTRODUCTION
Fuzzy models and artificial neural network (ANN) systems have provided an effective tool for addressing uncertainty in decision-making. Uncertainty, as the ineradicable nature of construction projects convinced researchers to approach such intelligent systems. In the past few years, these systems were dramatically applied to develop forecasting models in the construction management area (Boussabaine, 1996; Bowena & Edwardsa, 1985; Chan, Chan, & Yeung, 2009; Cheng & Ko., 2003; Leu, Chen, & Yang, 2001; Li, 1995; Martin Skitmore & Thomas Ng, 2003; Moselhi, Hegazy, & Fazio, Potential applications of neural networks in construction, 1992; Tah & Carr, 2000) . Productivity estimation of construction operations, as a decision criterion in project planning and control, has become an interesting target for forecasting models.
Integration of basic soft computing techniques such as, neural networks, fuzzy logic and evolutionary algorithms (EAs) empowered researchers to make more efficient forecasting models. In such models, mainly the gaps of each method are treated by the complementary ones. This trend led to creation of a variety of hybrid intelligent structures. Based on the area of study and inherent features of the data, one of those structures showing the best accuracy can be selected as the most appropriate one. One of the structures that has been considered as a notable introductory step to today's innovative neuro-fuzzy systems, is Neural-Network-Driven Fuzzy Reasoning (NNDFR). With the help of self-learning ability of ANN, this model succeeded to present a state-of-the-art method for fuzzification and inference procedure to a conventional fuzzy system. This capability, besides emerging tendencies to the application of clusterbased fuzzy and neural network systems led us to scrutinize the benefits and potential constructive modifications of NNDFR system. The objectives of the current research can be summarized as follows:
1. Develop a modified NNDFR system to model construction data 2. Optimize the NNDFR model parameters, such as number of clusters and weighting exponent
LITERATURE REVIEW
Simulation is one of the most widely used techniques in operational research and managerial science (Law & Kelton, 2000) . Construction simulation is a powerful tool that can be used by a construction company for several tasks, such as productivity measurement, risk analysis, resource planning, and the design and analysis of construction methods (Sawhney, AbouRizk, & Halpin, Construction project simulation using CYCLONE, 1998) . Among all these applications, productivity measurement might be considered as the most important factor in construction planning and control. Most research works in construction simulation have mainly focused on simulation modeling with little emphases on studying the qualitative variables that affect the simulation process itself (Elwakil, 2011) . Although some studies have investigated the effect of variables, such as weather (Moselhi, Gong, & El- Rayes, Estimating weather impact on the duration of construction activities, 1997), on productivity of construction processes, there is still a lack of research on this area. In most cases, there is no pre-identified functional relation between variables affecting operational level of simulation process and their outputs. This matter convinced researchers to utilize mathematical models like ANN that is used to model complex relationships between a set of dependent and independent variables. ANN tries to simulate the structure and operation of human neural network system. An ANN is comprised of an interconnected set of artificial neurons operating based on a connectionist approach to computation. The ability of learning by examples turned this technique to a very useful tool in data modeling (Lawrence, 1994) . This technique can develop a predictive model where the relationships between inputs and outputs are not sufficiently known. Patterns and relationships of historical data are recognized to acquire the ''knowledge'' used to predict unknown output values for a given set of input values (Sawhney & Mund, Adaptive probabilistic neural network-based crane type selection system, 2002). In the past few decades, ANN dramatically was applied to develop forecasting models in construction management area (Boussabaine, 1996; Li, 1995; Moselhi, Hegazy, & Fazio, Potential applications of neural networks in construction, 1992) . These models are well suited to the problems where the underlying reasons and quality of input-output relations are not studied. Fuzzy logic was introduced as a response to the need of a systematic reasoning more in line with the human logic. In this approach, unlike ANN, interpretability of the inference procedure is the center of attention. Construction management following other areas of research has applied this concept in different areas, such as risk analysis, construction simulation and etc. (Carr & Tah., 2001; Zhang, Tam, & Shi, 2002) . As these researches and many studies alike show, the empirical approach of acquiring membership functions had been remained as the only method of design for a long period of time. Lack of a definite method to design membership functions was resolved with the integration of ANN and fuzzy logic which lets membership functions be determined by self-learning ability of ANN. Adaptive Neuro-Fuzzy Inference System (ANFIS) is a well-known example of these neuro-fuzzy systems. Although ANFIS is more flexible and robust than the more traditional modeling systems, it only supports the singleton and linear output membership functions.
Clustering is considered as one of the most important and frequently used techniques in data analysis (Beringer & Hüllermeier, 2006) . Data clustering is the task of organizing a data set into different groups, such that the objects of the same cluster are more similar to each other compared to those in other clusters. Fuzzy C-Means (FCM) (developed by Dunn in 1973; improved by Bezdek in 1981) clustering can be considered as one the most dominant algorithms in both theoretical and practical applications of data mining. FCM possesses a fuzzy approach for reporting the memberships to different clusters. It allows each data point to belong to more than one cluster. Many of the clustering algorithms are based on knowing the number of clusters beforehand. FCM algorithm is of that type and therefore requires this initial value before clustering has been accomplished. Clustering techniques extensively have enhanced hybrid intelligent systems. As a well-known example, Takagi-Sugeno (TS) type fuzzy models define different regions in the data space each of which represents a linear input-output mapping (Takagi & Sugeno, 1985) . It is prevalent in TS models that an automatic method, like fuzzy clustering, is exploited to attain candidates for linear regions (Jantzen, 1998) . Takagi and Hayashi (1991) utilized clustering techniques to partition the inference rules for a Neural-Network-Driven Fuzzy Reasoning model (NNDFR). In this model, the data is grouped by K-Means and the number of inference rules is equal to the number of clusters.
NNDFR (Takagi & Hayashi, 1991) was the first application of neural networks in self-regulating design of membership functions (Jain & Jain, 1997) . This approach forms a nonlinear multi-dimensional membership function, which internally combines all the fuzzy variables via clustering algorithms. Proposed model is beneficial to the datasets among which clear clusters are recognizable. Compared to the ANFIS that only accepts constant and linear functions as consequent relationships, NNDFR inference part is typically constituted from separately trained neural networks. Multi-dimensional membership functions enable the model to consider the interdependence of the input variables, which is regarded as the main improvement of NNDFR over the conventional fuzzy reasoning frameworks. The main drawbacks of this model are: 1) Lack of compatibility with fuzzy clustering algorithms, which enables the user to regulate fuzziness of membership functions. 2) Disregarding the optimization of the number of clusters, which could notably distort the fitness of resulted model.
Each type of hybrid intelligent systems has its own parameters and structure, which can extensively alter its outcome. Those parameters usually are attained through an optimization driven by historical data. Consequently, Evolutionary Algorithms (EAs) have been turned into one of the basic components in the structure of many hybrid intelligent systems. Genetic Algorithm (GA) initiated by John Holland in 1975, is considered as the most well-known EA. In GA, an initial population of randomly generated individuals is produced and it evolves toward better generations by altering and mutating the properties of the population. This EA, which mimics the natural evolution process, involves following main steps (Haupt & Haupt, 2004) : 1) Generate initial population. 2) Evaluate fitness of population. 3) Selection. 4) Crossover. 5) Mutation. 6) Generate new population and evaluate fitness. This evolutionary process allows fine-tuning of many hybrid intelligent structures, such as neuro-fuzzy systems, and subsequently enables the model to show a higher level of performance.
PROPOSED FRAMEWORK Introduction to NN-driven Fuzzy Reasoning
In this section, first the structure of NNDFR is analyzed to detect the potential areas of improvement. The design procedure of NNDFR could be summarized in three steps: clustering the training dataset, training the membership neural networks (NN mem ), training the consequent neural network (NN 1-k ) of each cluster. In the first step, input data space is partitioned to hard clusters. In this fuzzy system, the number of rules equals the number of clusters. In the second step, NN mem is trained between each input vector and its corresponding cluster assignment vector, as illustrated in figure 1. For example, the supervised part of the learning process for a vector which belongs to cluster 3 is (0,0,1). In the third step, the consequent neural networks are trained between the members of each cluster, previously partitioned in the first step, and their corresponding outputs. Figure 2 -The structure of NNDFR, where W is the membership value and y* is final estimated output (Takagi & Hayashi, 1991) The resulting fuzzy model is expressed by the following (Takagi & Hayashi, 1991) :
Where C ଵି୩ denote existing clusters. The final estimated value can be delivered through equation 1 (Takagi & Hayashi, 1991) .
(1) 
Modified NNDFR
The above-mentioned system utilizes a hard clustering algorithm, such as K-Means, in order to determine and assign the membership values. It then builds a hyper surface membership function by means of pattern recognition ability of ANN, as described in the second step of the NNDFR design procedure. This innovative fuzzification approach automatically considers the interdependence of input variables, which has been the definite weakness of conventional fuzzification process. In other words, this NN-driven hyper-surface membership function combines all 2D membership functions of different variables and results in a single multi-dimensional membership function. However, the NN mem concluded from the results of a hard clustering algorithm provides us a fuzziness which is not under control and capable of being regulated. The supervised part of the learning process does not have enough flexibility and it only accepts the values 0 and 1. Thus, we cannot decide about the shape of the membership functions and modify the fuzziness assigned to each point (Figure 3) . In other words, the system has the same attitude towards all of the points in the same cluster and does not involve the distance from the centroids in making decisions.
Applying FCM algorithm as a substitution for K-Means gives a fuzzy approach to membership assignment procedure. As will be explained in the following, FCM formula has an initial parameter, which regulates the relative weights of the membership values to all existing clusters and consequently controls the fuzziness of subsequent membership functions. In that case, the model is able to compute the final estimated outcome based on an optimized contribution of all consequent relationships. FCM allows each data point to belong to more than one cluster. This iterative algorithm is performed through minimization of following objective function (Matteucci, 2006) :
Where u ୧୨ is the degree of membership of x ୧ to the cluster j, m is any real number greater than 1, x ୧ is the i th measured data, c ୨ is the center of the j th cluster, and ||*|| is a kind of distance between the ddimensional vector x ୧ and d-dimensional vector c ୨ .
The iterations of optimizing above-mentioned objective function proceeds while ij u and j c are updating in each step by (Matteucci, 2006) :
ቚቅ < ε (0 < ε < 1) is satisfied, the iterations will stop; where k is the iteration step.
The two main problems that we face while placing FCM in NNDFR structure are as follows:
Separate Training Sets
Duo to the fuzzy nature of FCM, each data point belongs to all clusters, but with different degrees. However, consequent neural networks (NN 1-k ) need separate training data sets. To mitigate this problem, we propose a way in which each data point will be tagged to one cluster with the maximum membership value. For example, point A with the membership values of (0.15 0.2 0.65) will be separated as a member of NN 3 training data set.
Fuzzifier and Number of Clusters
The weighting exponent m, which is called fuzzifier, can greatly influence the performance of FCM. When the fuzzifier is close to 1, the result of FCM is identical to that of k-means. When the fuzzifier approaches infinity, each cluster is only assigned to its centroid and has a membership value of 0 in the rest of the points. Therefore, FCM regulates the fuzziness of the clusters by adjusting this weighting exponent. Figure 3 presents an illustration of membership neural networks trained by the FCM algorithm of different fuzzifiers. In this example, some random data points in 2D (X 1 , X 2 ) data space are generated such that they can be clearly partitioned into two well-separated clusters. After the application of FCM on generated data points, NN mem is trained between the (X 1 , X 2 ) coordinates and corresponding FCM membership outputs. By simulation of enough number of input points within this area and plotting the outputs against corresponding (X 1 , X 2 ) coordinates, following surfaces will appear. As is shown, where the m is very close to 1, FCM acts as K-Means and except a narrow overlapping area between clusters, all data points take the membership value of almost 1 to one cluster and 0 to the others. It means that mostly, only one consequent neural network is in effect. However, in case of using any higher values of m, only the center of each cluster is solely assigned to that cluster and corresponding consequent neural network. In that case, any deviation from the center of cluster will result in activation of other consequent relationships. Hence, the desirable shape of the membership function could be reached via fine-tuning the fuzzifier. However, there is still no robust theoretical way of finding the optimal value for this exponent. It seems that determination of the fittest value is highly dependent on the characteristics of the problem. Here, an optimization process in which the performance of NNDFR is set as the target function can deliver the optimal value for the fuzzifier.
The initial value for the number of clusters is the other parameter that must be determined before clustering starts. Considering that in NNDFR the number of clusters defines the number of rules, an improper determination of the initial value can significantly distort the fitness of the model. Thus, an optimization on this parameter can make a reasonable compromise between complexity and efficiency of the model. As is obvious, separate optimizations of these two parameters cannot lead us to a comprehensive evaluation. The best solution should consider all the possible combinations of these two values.
Figure 4 -Methodology flowchart Optimization
Simultaneous optimization of the two parameters, "Fuzzifier" and "Clustering Number", can be reached through application of genetic optimization. In this optimization procedure, each individual (chromosome) should be made up of two parameters (gen) respectively "Fuzzifier" and "Clustering Number". Iterative cycles of GA then repeat until the termination condition is satisfied. Here, we consider a specific number of generations as the stopping criterion. Fitness function that evaluates the appropriateness of each individual is set to the MSE of NNDFR system. Once the maximum number of generations is met, the highest ranked individual is adopted as the final solution. Figure 4 shows the entire flowchart of methodology for this research.
CASE STUDY
This case study analyses the data gathered from construction processes of Engineering, Computer Science and Visual Arts complex of Concordia University. The data set consists of several quantitative and qualitative variables affecting concrete pouring operations and their corresponding daily productivity. Nine factors are considered: Temperature, Humidity, Precipitation, Wind Speed, Gang Size, Labor Percentage, Work Type, Floor Level and Work Method. These input variables are elaborated in Table 1. Following,  Table 2 presents a small sample of these 131 record points. We randomly divide our collection of 131 data points to two fractions of 118 and 13. As the model runs, GA creates different individuals formed by "Clustering Number" and "Fuzzifier" and then transfers them to FCM part of the NNDFR in order to initialize its parameters. The bigger fraction of the data collection, which is considered as the training dataset, trains the neural networks and builds the appropriate structure of the NNDFR with respect to each particular individual. The other fraction named testing dataset subsequently is provided to the prepared model and evaluates the model performance in terms of MSE. This procedure continues until the last generation is met and the fittest answer is selected.
The parameters of the GA used in this framework are: Table 3 tabulates the winners of each generation based on the MSE, which has been our fitness criterion. Figure 5 plots the best and mean penalty of different generations during the evolution process. The algorithm is terminated by reaching the maximum number of generations proposing 3 number of clusters and a fuzzifier of 1.2513. These optimized values result in the best fitness in terms of MSE, which is improved by 52 percent compared to the winner of first generation. The final winner with m=1.2513 implies that a typical NNDFR structure made up of K-Means algorithm (m=1) could not deliver the best possible solution. Table 3 -Genetic Optimization Result
CONCLUSION
The current research presents a framework in which the conventional structure of NNDFR is improved through substituting K-Means algorithm with FCM. In this innovative structure, the number of clusters and weighting exponent of FCM are two parameters that highly affect the accuracy of modeling. These two parameters should be optimized through a simultaneous optimization process that considers all possible combinations of them. To this end, genetic algorithm is selected to perform the optimization by mimicking natural evolution process. Different models with different parameters are developed such that their estimation performance in terms of MSE defines the fitness function for genetic algorithm. The proposed model is further verified through simulation of a construction operation in which several qualitative and quantitative factors are considered. Empirical results show that the model performance is improved by 52 percent during the procedure of optimization. The developed research helps researchers and practitioners by providing them with an effective way of construction modeling where the structure of model is fine-tuned based on the inherent features of the data. 
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