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Introduction
Aujourd’hui, les systèmes embarqués sont partout et requièrent de plus en plus de puissance
de calcul. Pour cela, ces dernières années, les progrès d’intégration ont permis de diminuer la
taille des transistors, d’augmenter la fréquence de fonctionnement et de diminuer la tension d’al-
imentation. Tout cela en augmentant progressivement le nombre de processeurs dans une même
puce. En effet, seules les architectures multiprocesseur semblent pouvoir suivre l’évolution des
applications, en apportant le bon compromis entre performances et consommation. Cela est con-
firmé par les estimations ITRS [1] qui prévoient une augmentation progressive du nombre de
processeurs dans une même puce. En particulier, il est prévu des architectures contenant plus de
200 processeurs d’ici seulement dix ans comme le montre la figure suivante. Cela justifie notre
intérêt pour ce type d’architecture.
Cependant cette évolution a un impact négatif sur la fiabilité. Les systèmes deviennent de
plus en plus sensibles à leur environnement, ce qui conduit à un taux plus important des fautes
transitoires. D’autre part, les variations de procédés de fabrication dans les technologies actuelles
induisent de plus en plus de variations à l’intérieur même des composants. Ce phénomène, com-
biné à la hausse des tensions d’alimentation et de la température, augmente progressivement la
probabilité d’occurrence des fautes intermittentes voire permanentes. De plus, le vieillissement
des composants semble s’accélérer avec la diminution du facteur d’échelle et la diminution non
uniforme des tensions d’alimentation, causant l’apparition prématurée des fautes intermittentes
voire permanentes.
Si concernant les fautes transitoires et permanentes nous bénéficions d’études expérimentales
détaillées, ce n’est pas le cas des fautes intermittentes. Or, pour tenter de se prémunir de ces
fautes, il est important de comprendre leur comportement, ainsi que leur impact sur le système et
les applications.
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Objectifs
Le premier objectif de ce mémoire est de proposer une plateforme expérimentale capable
d’observer des erreurs intermittentes. Il n’existe à notre connaissance aucune étude décrivant pré-
cisément ce type d’erreur dans des systèmes actuels. Ainsi, l’étude expérimentale est inévitable
si nous voulons comprendre comment détecter, voire anticiper l’apparition des fautes intermit-
tentes.
Plus précisément, nous allons pouvoir déterminer quels sont les facteurs prépondérants dans
l’apparition des fautes intermittentes. La question se pose en particulier pour l’activité des pro-
cesseurs : est-ce que deux processeurs soumis à des activités différentes ont un taux d’erreurs
intermittentes équivalent ? De plus, si ces fautes ne sont pas destructives, le système peut-il être
régénéré ?
Les réponses à ces questions vont permettre de déterminer et d’adapter au mieux un système
de détection en ligne des erreurs intermittentes à une architecture multiprocesseur. En effet, il
existe une littérature importante concernant la détection des erreurs dans les architectures sur
puce. Malheureusement, l’étude de ces méthodes montre qu’aucune technique n’est adaptée à la
fois aux systèmes multiprocesseurs et à la détection des erreurs intermittentes. Ainsi, le deuxième
objectif de ce mémoire est de développer une méthode de test en ligne répondant à ces deux
critères.
Concevoir une telle méthode se heurte à deux contraintes principales : il faut s’assurer que
l’efficacité de la détection est suffisante et que l’impact sur les contraintes temps-réel des applica-
tions est minime. La validation de notre méthode de détection sera décomposée en deux parties.
La première partie sera basée sur l’étude de la probabilité de détection à partir d’un modèle statis-
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tique. La deuxième partie sera basée sur l’étude de l’impact du mécanisme de détection sur les
applications à partir de simulations sur une plateforme matérielle.
Nous pourrons finalement conclure que la méthode présentée est une technique efficace de
détection en ligne des erreurs intermittentes et qu’elle est adaptée aux systèmes multiprocesseurs
embarqués.
Organisation du manuscrit
Pour arriver à ces conclusions, le mémoire sera composé de cinq chapitres. Les deux premiers
chapitres aborderont les problèmes de fiabilité dans les systèmes actuels, et plus particulièrement
ceux relatifs aux fautes intermittentes. Les trois derniers chapitres présenteront une méthode de
détection en ligne des ces erreurs adaptée aux architectures multiprocesseur. La figure présente à
la fin de cette introduction reprend cette organisation.
Le premier chapitre décrira les notions de base de fiabilité qui seront nécessaires pour com-
prendre les enjeux des techniques de tolérance aux fautes. Il détaillera les problèmes de fiabilité
des composants actuels, en partant des problèmes liés à leur fabrication, jusqu’aux problèmes
liés au vieillissement de leurs structures internes. L’étude de ces phénomènes formera les bases
théoriques de l’approche expérimentale présentée dans le deuxième chapitre. En particulier, cela
permettra de relier la température des composants avec les problèmes de vieillissement et l’ap-
parition de fautes intermittentes.
Le deuxième chapitre détaillera la plateforme expérimentale mise en œuvre pour étudier les
fautes intermittentes. Cette plateforme se base sur le vieillissement de plusieurs cartes à base de
processeurs en 65 nm. Les résultats présentés dans ce chapitre permettront de définir les con-
traintes liées à la détection des erreurs intermittentes dans les architectures embarquées. En par-
ticulier, nous décrirons les modes d’apparition et de disparition spécifiques à ces erreurs. Les
observations effectuées dans ce chapitre serviront de base théorique aux chapitres suivants.
Le troisième chapitre présentera les notions de tolérance aux fautes ainsi qu’un état de l’art
des techniques de détection en ligne des erreurs. L’objectif de ce chapitre est de sélectionner une
méthode capable de détecter des erreurs intermittentes et pouvant être adaptée aux architectures
multiprocesseurs. En effet, il n’existe à notre connaissance dans la littérature aucune technique
adaptée en même temps aux deux critères précédents. Ainsi, l’efficacité des méthodes sélection-
nées par ce chapitre devront être évaluées pour la détection des erreurs intermittentes. Ce sera le
rôle des deux derniers chapitres.
Le quatrième chapitre présentera une modélisation statistique des erreurs intermittentes basée
sur les observations réalisées dans le deuxième chapitre. Cette modélisation permettra de définir
une métrique permettant de comparer différentes implémentations de tests périodiques. En effet,
un test périodique peut détecter des erreurs intermittentes mais son efficacité dépend du respect
de la période de test. Or, contrairement aux approches de la littérature, nous envisageons d’u-
tiliser un test pseudo-périodique pour réduire l’impact du test dans les architectures multipro-
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cesseurs. Dans ce sens, la métrique basée sur la probabilité de détection du test permettra de
valider théoriquement l’efficacité des méthodes de tests pseudo-périodiques.
Afin de poursuivre l’étude, le cinquième chapitre détaillera plusieurs implémentations de tests
périodiques et pseudo-périodiques sur un cas d’étude d’architecture multiprocesseur matérielle.
En particulier, ce chapitre montrera comment l’ordonnancement des tests peut être réalisé en
tenant compte de l’occupation des processeurs ou de la priorité des tâches. La simulation de
l’architecture, dans différentes conditions de tests et d’applications, permettra de comparer les
différents ordonnancements des tests. Ainsi, ce chapitre mettra en évidence une méthode de test
permettant de détecter en ligne les erreurs intermittentes dans une architecture multiprocesseur
embarquée.
Chapitre 1 
• Identification des 
problèmes dans les 
systèmes sur puce 
Chapitre 2 
•Étude des fautes 
intermittentes 
Chapitre 3 
•État de l’art des 
méthodes de 
tolérance aux fautes 
Chapitre 4 et 5 
•DéveloppeŵeŶt d’uŶe  
méthode de détection 
en ligne des erreurs  
intermittentes 
Déroulement du mémoire.
CHAPITRE 1
Introduction à la fiabilité des systèmes
sur puce
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UJOURD’HUI les systèmes embarqués sont partout et requièrent de plus en plus de
puissance de calcul. Pour cela, ces dernières années, les progrès d’intégration ont
permis de diminuer la taille des transistors, d’augmenter la fréquence de fonction-
nement et de diminuer la tension d’alimentation. Mais cette évolution a un impact
négatif sur la fiabilité.
Les systèmes deviennent de plus en plus sensibles à leur environnement, ce qui conduit à un
taux plus important d’erreurs transitoires. D’autre part, les variations de procédés de fabrication
dans les technologies actuelles, la hausse des tensions d’alimentation et la température, induisent
de plus en plus de variations à l’intérieur même des composants, créant ainsi des sources d’erreurs
intermittentes voire permanentes. De plus, le vieillissement des composants semble s’accélérer
avec la diminution du facteur d’échelle, causant l’apparition prématurée de ces erreurs. Afin de
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s’assurer du bon fonctionnement d’un système il est nécessaire de pouvoir détecter l’apparition
d’éventuelles erreurs.
Avant de s’intéresser à la détection des erreurs, il est nécessaire d’introduire quelques bases
théoriques de fiabilité et de décrire les différentes sources d’erreurs des circuits intégrés actuels.
La première partie de ce chapitre permettra d’une part de définir la fiabilité, et d’autre part d’abor-
der les notions nécessaires pour estimer la fiabilité d’un système. La deuxième partie décrira les
différentes sources d’erreurs auxquelles sont soumis les circuits intégrés. Cette partie débutera
par les problèmes de fabrication pour finir par les problèmes de vieillissement. Cela permettra
en particulier de relier la température des composants avec les problèmes de vieillissement et
l’apparition d’erreurs intermittentes.
1.1 Notions de fiabilité
Le domaine de la fiabilité est vaste et nécessite quelques définitions. Certains termes utilisés
dans le langage courant ont des définitions plus précises dans le cadre de la fiabilité, notamment
pour les termes fautes et erreurs.
Dans ce sens, cette partie permettra de détailler quelques définitions de base de la fiabilité. Les
différentes phase de la vie d’un circuit intégré seront décrites, et pour finir, cette partie expliquera
comment le concepteur d’un système peut en améliorer la disponibilité.
1.1.1 Les différents types de fautes et leur classification
Dans le domaine de la fiabilité les termes faute/défaut, erreur et défaillance ont des sens
différents et ne doivent pas être confondus.
Une faute est induite par un défaut physique ou l’accumulation de défauts physiques. Une
faute en s’activant peut engendrer des erreurs logiques qui, si elles se propagent, peuvent provo-
quer une défaillance ou une panne du système [2, 3] (voir figure 1.1).
Si l’on prend le cas d’une latch, par exemple, une faute va créer une hausse de tension qui va
causer le basculement du niveau de la latch. Du point de vue du circuit, on observe une erreur : le
bit est passé de l’état “0” à l’état “1”. Si ce bit de donnée est lu par le système, cette erreur peut
causer une défaillance. Sinon, on dit que l’erreur est masquée, elle ne cause pas de défaillance.
. . . Faute Erreur Défaillance Faute . . .
activation propagation conséquence
FIGURE 1.1 : Chaîne de défaillance [2]
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Classification des fautes
Les fautes peuvent être classées selon plusieurs critères. Si l’on considère leur durée d’activa-
tion, on peut alors différencier les fautes matérielles permanentes, transitoires, et intermittentes
(voir figure 1.2). Chacune de ces fautes a des caractéristiques spécifiques qui doivent êtres con-
nues afin de pouvoir les détecter. En effet, pour qu’un système puisse être tolérant, il doit pouvoir
détecter chacune d’entre elles. C’est pourquoi cette classification est importante et sera utilisée
tout au long de ce mémoire.
Faute permanente : Une faute permanente va persister indéfiniment après son occurrence. Ce
type de faute peut être induit lors de la fabrication du circuit, et constitue alors les fautes de
jeunesse (voir § 1.1.2), ou peut être causé par le vieillissement du circuit.
Faute transitoire : Une faute transitoire[4, 5] est une faute qui apparait aléatoirement n’im-
porte où dans le circuit. Sa durée d’apparition est très courte (de l’ordre de la pico-seconde) et
sa zone d’apparition très localisée (par exemple quelques cellules d’une mémoire) en fonction
de la source de la faute. Ces fautes sont dues à des phénomènes extérieurs qui peuvent être des
radiations, des neutrons, des particules alpha, des interférences électromagnétiques, mais aussi
des parasites sur l’alimentation. Ce type de faute ne créer pas de dommage dans le circuit, mais
le plus souvent des basculements de tension qui en se propageant peuvent inverser des niveaux
logiques et modifier la valeur de registres ou de mémoires, et ainsi créer une erreur.
Faute intermittente : Une faute intermittente [6–8] peut être latente ou active, selon qu’elle
produit une erreur ou non. A la différence des fautes transitoires, les fautes intermittentes sont
reproductibles dans les mêmes conditions de fonctionnement, pour les mêmes données traitées.
Contrairement aux deux types de fautes précédentes, il existe très peu d’études publiées sur les
fautes intermittentes dans les circuits intégrés actuels. Ces fautes sont essentiellement provo-
quées par les variations de process (voir § 1.2.2) et par la dégradation du circuit (voir § 1.2.3),
combinées à des fluctuations de la température et de la tension d’alimentation [6, 9, 10].
Les erreurs provoquées par des fautes intermittentes peuvent s’activer en burst et être main-
tenues pendant une durée allant de la nano-seconde à la dizaine de secondes [6] suivant la source
de l’erreur. Par exemple des fluctuations de la tension d’alimentation peuvent durer de quelques
dizaines à quelques centaines de nano-secondes [9, 11, 12], alors que des fluctuations de la tem-
pérature peuvent provoquer des fautes de délais de quelques millisecondes à quelques secon-
des [13]. Ainsi, le problème des bursts de fautes intermittentes n’est pas à négliger.
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Fautes
Temporaires
Intermittentes
Défauts de jeunesse,
variation des procédés de
fabrications, . . .
Transitoires
Radiations, particules
alpha, ions lourds,
couplage, . . .
Permanentes
Défauts de production, dégradation
des transistors et des
interconnexions, . . .
FIGURE 1.2 : Types de fautes
1.1.2 La fiabilité au cours de la vie d’un circuit intégré
Définition de la fiabilité
La fiabilité d’un système peut être définie comme son aptitude à assurer une certaine fonction-
nalité dans des conditions données et pour un temps donné [3]. En ce qui concerne les System-
on-Chip (SoC), les conditions opérationnelles de fonctionnement se résument principalement à
la tension d’alimentation et la température de fonctionnement, mais le taux d’humidité, l’altitude
ou tout autre paramètre spécifique à un domaine donné peuvent s’ajouter. La durée d’utilisation
du système est généralement donnée en fonction de sa durée de vie, qui est estimée de façon
statistique sur un ensemble de composants après production.
Comme on le verra par la suite, il est très difficile d’éviter l’apparition d’une faute dans
un système électronique actuel. Et, plus la durée de vie d’un système sera grande, plus il sera
dit fiable. Ainsi, le niveau de fiabilité d’un composant peut être mesuré à l’aide de son taux de
défaillance (Failure Rate en anglais). Il est noté λ et est généralement donné en FIT 1. On définit
alors la probabilité que le système soit défaillant après un temps t par une loi exponentielle ayant
comme paramètre λ [3] :
F(t) = 1− e−λt
Évolution du taux de défaillance
L’évolution du taux de défaillance d’un composant est généralement représenté par une
courbe en baignoire (voir figure 1.3a [14]) qui comprend trois régions. La première partie corre-
spond aux défauts de jeunesse intervenant au début de la vie du circuit, principalement dus à des
défauts de fabrication. La deuxième partie correspond à des défauts aléatoires qui interviennent
1. Failure In Time : nombre de défaillances par 109 h
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pendant la période d’utilisation du circuit. Et la troisième partie correspond aux défauts d’usure
qui interviennent à la fin de la vie du circuit.
Concernant les différents types d’erreurs mentionnés dans le paragraphe 1.1.1, les erreurs
permanentes et intermittentes se retrouvent principalement dans la troisième partie, mais aussi
dans la première. Alors que, les erreurs transitoires peuvent intervenir dans chacune des ces par-
ties.
La courbe 1.3a représente l’évolution statistique du taux de défaillance d’un composant, mais
il est intéressant d’observer l’évolution correspondante à un ensemble de composants. La fig-
ure 1.3b [14] montre cette évolution sur une population de composants semi-conducteurs. Pour
une population de composants donnée, la première partie de la période d’utilisation des com-
posants est caractérisée par la défaillance des composants comportant des défauts de fabrication.
Ces défaillances peuvent survenir après seulement quelques dizaines d’heures. Vient ensuite la
période de vie utile, où seuls quelques composants isolés subissent des défaillances, dues à des
conditions d’utilisation aux limites, à un stress excessif ou à l’environnement. Finalement, la
fin de vie des composants est caractérisée par une défaillance globale des composants, due au
vieillissement des structures internes de ceux-ci.
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FIGURE 1.3 : Évolution du taux de défaillance [14] (a) au court de la vie d’un composant (b) appliquée à
une population de composants.
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1.1.3 Mesure de la fiabilité d’un système
La fiabilité d’un système est souvent évaluée à partir du taux de défaillance mais le taux de
disponibilité devient une information plus importante. En effet, avec la diminution du facteur
d’échelle, le taux de défaillance devient de plus en plus difficile à maintenir, contrairement au
taux de disponibilité. Ainsi, il est possible d’obtenir un système hautement disponible en ayant
un système faiblement fiable (voir figure 1.4).
La disponibilité ou le taux de disponibilité D d’un système, représente son temps de fonction-
nement efficace et est défini en fonction de son temps moyen de fonctionnement avant défaillance
et de son temps moyen d’indisponibilité[3].
t0 t1 t2
Système défaillant
Système non défaillant
(a)
t0 t1 t2 t3 t4 t5 t6 t7 t8
Système défaillant
Système non défaillant
(b)
FIGURE 1.4 : (a) Système fiable mais faiblement disponible. (b) Système faiblement fiable mais disponible.
Temps moyen de fonctionnement avant défaillance
Pendant la période de vie utile d’un composant, on considère que le taux de défaillance λ est
constant et on définit le temps moyen de fonctionnement avant défaillance, désigné par le sigle
anglais MTTF 2. Le MTTF est défini à partir de l’inverse du taux de défaillance λ :
MTTF =
∫ ∞
0
e−λtdt =
1
λ
(1.1)
Il est admis que le MTTF d’un circuit électronique est compris entre 2 et 20 ans.
Temps moyen de réparation
Dans le cas d’un système réparable il est possible de définir le temps moyen de réparation
ou temps moyen d’indisponibilité, désigné par le sigle anglais MTTR 3. Il comprend le temps
mis pour arrêter le système, le temps de réparation/reconfiguration et le temps de restauration du
système.
2. Mean Time To Failure
3. Mean Time To Repair
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Pour un système tolérant aux erreurs, ce temps dépend des techniques de détection et de cor-
rection/restauration employées. Par exemple, les techniques de masquage impliquent un MTTR
très faible. C’est le cas pour un système implémentant des codes correcteurs d’erreurs comme
l’ECC 4 pour masquer des erreurs dans les mémoires. Mais ce temps peut considérablement aug-
menter dans certains cas : s’il est nécessaire de faire une réinitialisation complète du système, de
recharger un contexte, etc.
Le MTTR est l’inverse du taux de réparation, généralement noté µ : MTTR= 1µ
Temps moyen entre deux erreurs
A partir des deux grandeurs précédentes on peut définir le temps moyen entre deux erreurs,
désigné par le sigle anglais MTBF 5 : MTBF =MTTF+MTTR.
Pour un système non réparable, c’est à dire que la première défaillance cause la fin de vie du
système, on a MTTR= ∞, et on utilise alors uniquement le termeMTTF .
La figure 1.5 présente une illustration de ces constantes.
t0 t1 t2
Système défaillant
Système non défaillant
MTTF MTTR
MTBF
FIGURE 1.5 : Illustration du temps moyen de fonctionnement avant défaillance (MTTF), temps moyen de
réparation (MTTR) et du temps moyen entre deux erreurs (MTBF).
Calcul de la disponibilité d’un système
On définit alors le taux de disponibilité d’un système par le rapport du temps moyen de fonc-
tionnement avant défaillance sur le temps moyen entre deux erreurs :
D=
MTTF
MTTF+MTTR
=
MTTF
MTBF
=
1/λ
1/λ+1/µ
=
µ
λ+µ
(1.2)
Le tableau 1.1 [15] donne un exemple de valeurs de disponibilité utilisées pour les systèmes
industriels, tels que les serveurs de calcul. On peut constater que le terme de système tolérant aux
fautes correspond ici à un système ayant un taux de disponibilité d’au moins 99.9999%.
En pratique le taux de disponibilité peut aussi être utilisé pour calculer le temps de réparation
minimal ou le temps minimal avant défaillance nécessaire pour atteindre un certain niveau de
disponibilité.
4. Error Correction Code
5. Mean Time Between Failures
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Prenons un processeur muni d’un watchdog [16] pour détecter des erreurs d’exécution. On
considère qu’un reset doit être effectué à la détection d’une erreur. Dans ce cas, leMTTR est égal
au temps entre la détection de l’erreur et la reprise du système.On désire un taux de disponibilité
de 99,99%, ce qui équivaut à une moyenne de 52,6 minutes d’indisponibilité par an ou 8,6
secondes par jour. Si le processeur a unMTTF de 2 ans, alors leMTTR doit être inférieur à 1,75
heures. Et à l’inverse si le processeur a unMTTR de 1 seconde alors il peut tolérer unMTTF de
2,8 heures.
Pourcentage de disponibilité Temps d’indisponibilité par an Classification
99,5% 3,7 jours Conventionnel
99,9% 8,8 heures Disponible
99,99% 52,6 minutes Hautement disponible
99,999% 5,3 minutes Résistant aux erreurs
99,9999% 32 secondes Tolérant aux erreurs
TABLE 1.1 : Classification de la disponibilité des systèmes[15]
1.1.4 Synthèse et positionnement de l’étude
La partie précédente permet de détailler les mesures qui permettent d’estimer la fiabilité d’un
système. Ainsi, les deux paramètres principaux sont le MTTF, qui définit la fiabilité d’un système,
et le MTTR, qui définit le temps nécessaire au rétablissement d’un système. Le MTTF est donné
par la technologie et ne peut être modifié après la fabrication. A la différence du MTTR, qui n’est
pas dépendant de la technologie, mais de la conception du système.
Ainsi, le concepteur d’un SoC n’a que peu d’influence sur le MTTF de son circuit, mais peut
intervenir sur la disponibilité de son système. Ainsi pour augmenter la disponibilité, il devra faire
en sorte de réduire le temps nécessaire à la détection des erreurs et le temps de restauration du
système, réduisant ainsi le MTTR. On constate donc que la détection des erreurs est au cœur de
la fiabilité et sera un point d’attention tout au long du mémoire.
Nous avons pu voir précédemment qu’il existe trois grandes classes de fautes : permanentes,
transitoires et intermittentes. Le système de détection des erreurs doit prendre en compte ces
différents types de fautes afin de protéger au mieux le système. Contrairement aux fautes perma-
nentes et transitoires, les fautes intermittentes sont peu étudiées. Or, il est important de connaitre
la source de ces fautes pour pouvoir s’en prémunir.
Ainsi, la partie suivante décrit les différentes sources de défaillances dans les circuits intégrés,
et fait le lien avec la génération des fautes intermittentes.
1.2 Les sources de défaillances matérielles dans les SoC
Cette partie fait un inventaire des problèmes rencontrés dans les circuits électroniques actuels
et permettra de relier ces problèmes aux fautes intermittentes. Les premiers problèmes se rencon-
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trent dès la conception des circuits intégrés, se poursuivent dans le temps par des problèmes de
vieillissement et sont amplifiés par les variations de la tension d’alimentation et de la tempéra-
ture. La combinaison de ces phénomènes est en cause dans l’apparition des fautes intermittentes
dans les circuits intégrés.
1.2.1 Fonctionnement du transistor MOS
Avant de s’intéresser aux problèmes de conception et de vieillissement des circuits intégrés,
il est nécessaire d’introduire quelques notions de base à propos des transistors. Le transistor est le
composant de base utilisé dans les circuits intégrés numériques. Cette partie rappelle brièvement
le fonctionnement du transistor et explique comment la modification de sa structure peut avoir un
impact sur les délais de propagation.
Constitution du transistor MOS
Le transistor MOS pour Métal Oxyde Semiconducteur est le transistor le plus utilisé. Il est
constitué d’une électrode métallique, d’un isolant (oxyde métallique) et d’un substrat
semi-conducteur [17]. L’électrode métallique est placée sur un oxyde métallique qui l’isole du
substrat semi-conducteur (voir figure 1.6).
Il existe principalement deux types de transistors MOS selon que le substrat est dopé N ou P.
On nommera alors NMOS un transistor à canal N et PMOS un transistor à canal P. La suite de ce
chapitre prend pour exemple un NMOS, mais le principe de fonctionnement reste identique pour
les deux types de transistors.
Le transistor MOS est composé de trois éléments, la Source, le Drain et la Grille. Le Drain
et la Source sont connectés à deux régions fortement dopées de nature contraire au substrat. Sur
la figure 1.6, pour le cas d’un NMOS, on trouve le Drain et la Source connectés à des régions
dopées N+ alors que le substrat est dopé P. La Grille est connectée au substrat par l’intermédiaire
d’un isolant.
P
N+ N+
Grille
Substrat
Isolant (oxyde)
L
W
FIGURE 1.6 : Constitution du transistor MOS. Une électrode métallique est placée sur un oxyde métallique
qui l’isole du substrat semi-conducteur. Exemple d’un MOS à canal N (NMOS) avec un substrat dopé P.
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Fonctionnement du transistor en commutation
L’ensemble Grille-Isolant-Substrat fonctionne à la manière d’un condensateur. On applique
le potentiel le plus faible au niveau du substrat et une tension positive au niveau de la Grille. Ceci
a pour effet d’attirer des charges négatives au niveau du substrat entre la Source et le Drain (voir
figure 1.6), ce qui constitue un canal de conduction.
La vitesse de création du canal est proportionnelle au temps de charge du condensateur. Plus
la capacité est faible et plus sa charge est rapide. La capacité Coxformée par l’oxyde est fonction
de sa surface S , de sa constante diélectrique εox et de son épaisseur Tox, la formule est la suivante :
Cox =
εoxS
Tox
(1.3)
La Source est généralement connectée au substrat et l’attention est portée sur la tension
Grille-Source VGS. La modulation de cette tension permet de modifier la résistivité du canal.
– Si VGS est supérieure à la tension de seuil 6 Vth alors la résistance est faible, le canal est
fermé et le transistor fonctionne comme un interrupteur fermé. Dans ce cas on dit que le
transistor est passant.
– Si VGS est nulle alors la résistance est importante, le canal est ouvert et le transistor fonc-
tionne comme un interrupteur ouvert. Dans ce cas on dit que le transistor est bloqué.
Ce fonctionnement permet d’utiliser le transistor en commutation en électronique numérique. Si
VGS est supérieure à Vth alors le niveau logique est haut ("1"), sinon le niveau logique est bas
("0").
La tension de seuil dépend directement des paramètres technologiques, comme le dopage du
substrat ou les défauts dans l’isolant et de la température [17].
Oxyde de Grille 
Substrat
DrainSource
Grille
P
N+N+
VGS = 0
+
-
--
-
-
-
+ + + + + +
+ + + + + + +
+ + + + + + +
VDD
(a)
Oxyde de Grille 
Substrat
DrainSource
Grille
P
N+N+
VDDVGS > Vth
+
- - - - - -
Canal
- + - + - +
+ + + + + + +
+ + + + + + +
(b)
FIGURE 1.7 : Fonctionnement du MOS en commutation, dans le cas d’un MOS à canal N (NMOS). (b)
Fonctionnement en interrupteur ouvert :VGS = 0⇒ canal fermé. (a) Fonctionnement en interrupteur fermé :
VGS >Vth ⇒ canal ouvert.
6. en anglais Threshold Voltage
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Fréquence de fonctionnement
Afin de s’intéresser à la fréquence de fonctionnement d’un circuit constitué de transistor
MOS, prenons pour exemple l’inverseur. L’inverseur est un des circuits les plus simples, il est
constitué d’un transistor NMOS et d’un transistor PMOS. Le schéma de l’inverseur est présenté
sur la figure 1.8, la capacité CL représente la capacité de charge du circuit suivant l’inverseur.
Voici son fonctionnement :
– Si l’entrée Vin est attaquée par un niveau logique haut, alors le transistor NMOS devient
passant et la sortie Vout est connectée à la masse, ce qui impose un niveau logique bas.
– Si l’entrée Vin est attaquée par un niveau logique bas, alors le transistor PMOS devient
passant et la sortie Vout est connectée à VDD, ce qui impose un niveau logique haut.
La fréquence de fonctionnement de l’inverseur est définie par le temps de basculement entre
le niveau logique haut et le niveau logique bas en sortie. Si l’on appelle τ ce délai de propagation,
alors son équation est la suivante [17] :
τ =CLVDD
2L
WµCox
1
(−VDD−Vth)2
(1.4)
Dans cette équation,W et L représentent les dimensions du transistor, µ la mobilité des por-
teurs de charge (mobilité des électrons dans le cas d’un NMOS),Cox la capacité formé par l’oxyde
de grille, VDD est la tension d’alimentation et Vth la tension de seuil du transistor.
On considère que les dimensions du transistor et la capacité de charge du circuit en sortie de
l’inverseur ne varient pas après fabrication. Ainsi, en fonctionnement, le délai de propagation peut
varier en fonction de la capacité formé par l’oxyde de grille (Cox), de la tension d’alimentation
(VDD) et de la tension de seuil du transistor (Vth).
La moindre modification d’un de ces trois paramètres influe sur le temps de propagation.
Nous verrons dans la suite de ce chapitre comment ces paramètres peuvent être affectés par les
variations des procédés de fabrication, de la température et du vieillissement.
VDD
Vin Vout
CL
FIGURE 1.8 : Schéma de l’inverseur, constitué d’un NMOS (en bas) et d’un PMOS (en haut).
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1.2.2 Les variations de paramètres technologiques dans les circuits
intégrés
Le premier problème auquel sont confrontés les circuits intégrés actuels est le problème des
variations PVT 7. Les variations PVT désignent les variations de paramètres technologiques dues
à des variations du procédé de fabrication (Process), de la tension d’alimentation (Voltage) et de
la température (Temperature). Ces problèmes ne sont pas nouveaux, mais ils tendent à s’amplifier
dans les technologies actuelles et à venir.
Avec la diminution du facteur d’échelle, les procédés de fabrication n’induisent plus seule-
ment des variations des paramètres entre les composants d’un même wafer [9] (die-to-die), mais
entre les transistors d’un même composant [18–20] (within-die). Ces variations ont un impact
direct sur la taille des chemins critiques et donc sur la fréquence maximale de fonctionnement
de chacun des circuits intégrés réalisés. Ainsi, d’une part, deux composants d’un même lot peu-
vent avoir deux fréquences maximales de fonctionnement différentes. Et d’autre part, deux parties
d’une même puce peuvent aussi avoir deux fréquences maximales de fonctionnement différentes.
La partie du circuit intégré fonctionnant ayant la fréquence de fonctionnement maximale la plus
faible sera donc plus sensible à des erreurs de délais.
La diminution du facteur d’échelle permet de diminuer la consommation des circuits mais
impose des tensions d’alimentation difficiles à atteindre. De même, de grandes différences de
température peuvent apparaitre entre les différents modules d’un même composant. Ce qui a
pour conséquence des problèmes de fiabilité et de performances.
Variations du procédé de fabrication
Les variations causées par les procédés de fabrication apparaissent à deux niveaux : entre
les puces d’un même wafer (D2D 8) et au sein d’une même puce (WID 9). Ces variations ont un
impact sur la fréquence maximale de fonctionnement des composants ainsi que sur les courants
de fuite des transistors. La figure 1.9 illustre les deux phénomènes.
Au vu de la taille des transistors dans les technologies actuelles, les étapes de fabrication
doivent être de plus en plus précises. Cependant, sans entrer dans le détail des procédés indus-
triels, une dérive sur la taille du canal des transistors ou sur le dopage des semi-conducteurs peut
avoir des conséquences importantes sur le fonctionnement de la puce (voir § 1.2.1). En partic-
ulier, cela influe sur la fréquence maximale de fonctionnement et le courant de fuite des circuits
intégrés. La figure 1.10 met en évidence les variations des fuites du courant de repos (Isb) et de
la fréquence dues aux variations de procédé de fabrication [9], pour un ensemble de processeurs
d’un même wafer (variations D2D). Borkar et al. montrent sur cette figure, qu’il peut y avoir des
dispersions de l’ordre de 30% de la fréquence maximale de fonctionnement des processeurs et
des dispersions de l’ordre de 2000% en ce qui concerne les fuites de courant. Ces valeurs sont
7. Process Voltage Temperature
8. die-to-die
9. within-die
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données pour une technologie 180nm et ont tendance à augmenter avec la diminution du facteur
d’échelle.
Concernant la distribution statistique de la fréquence maximale de fonctionnement, Bowman
et al. [19] ont conclu que les variations WID ont un impact sur la moyenne et que les variations
D2D ont un impact sur la variance. La diminution de la fréquence maximale de fonctionnement
due aux variations WID serait de l’ordre de 40% pour une technologie 50nm. En comparaison la
diminution de la fréquence maximale était de l’ordre de 25% pour une technologie 180nm.
Au final, pour un composant donné dans une technologie actuelle, il est rare que tous les
transistors et toutes les interconnexions aient les mêmes paramètres technologiques. Ceci conduit
à des vitesses de fonctionnement différentes au sein du composant. Si la différence des fréquences
de fonctionnement est trop importante cela peut conduire à des problèmes de synchronisation. De
plus les parties ayant la fréquence de fonctionnement maximale la plus faible seront plus sensibles
à des fautes de délais. Cela peut conduire à des erreurs intermittentes.
WaferPuces
fmax
(a)
fmax
Puce
(b)
FIGURE 1.9 : Illustration de l’impact des variations de procédés de fabrication sur les fréquences maxi-
males de fonctionnement. (a) Variations entre les puces d’un même wafer (D2D). (b) Variations entre les
différentes parties d’une même puce (WID).
FIGURE 1.10 : Variations du courant de fuite et de la fréquence dues aux variations D2D [9]. Les données
sont normalisées à partir de la plus faible valeur de fréquence et de la plus faible valeur de courant de fuite.
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Variations de la tension d’alimentation
Vis à vis de fiabilité, une mauvaise valeur de tension peut avoir un impact négatif, si elle est
supérieure à une tension maximale Vmax ou si elle est inférieure à une tension minimale Vmin [9]
(voir figure 1.11).
La tension Vmin définit un seuil en dessous duquel les performances sont impactées. En effet,
comme nous l’avons vu au paragraphe 1.2.1, plus la tension d’alimentation est faible et plus le
temps de propagation est important.
La tension Vmax est imposée par la technologie et les contraintes de consommation. Si la ten-
sion est trop importante, d’une part cela augmente la consommation du circuit, ce qui est critique
dans les systèmes embarqués. D’autre part, cela augmente la température, ce qui est aussi néfaste
pour la fiabilité (voir paragraphe suivant).
Premièrement, l’activité des différentes parties du composant provoque des variations de la
tension d’alimentation, ce qui peut conduire à des pics de tension (voir figure 1.11). Ces vari-
ations temporaires, peuvent induire des violations de délai, ce qui peut conduire à des erreurs
intermittentes.
Deuxièmement, la tension d’alimentation n’est pas abaissée en respectant le facteur d’échelle.
Historiquement la tension d’alimentation diminuait de 30% d’une génération de composants à
une autre, mais actuellement cette diminution s’approche des 15% [9]. Ainsi, la tension d’ali-
mentation tend à être trop importante. Srinivasan et al. [4] ont montrés à partir d’une simulation
de vieillissement d’un processeur en 65nm, que la vitesse de dégradation du composant peut être
multipliée par deux si la tension d’alimentation est de 1V au lieu de 0,9V.
VDD
t
VMAX
VMIN
Augmentation  :
consommation + température
Augmentation des délais :
→ Erreurs
FIGURE 1.11 : Illustration de l’impact des variations de la tension d’alimentation.
Variations de la température
La température joue également un rôle important sur les délais de propagation et la per-
formance des composants, plus la température est importante et plus la dégradation des perfor-
mances est grande. La figure 1.12 illustre le phénomène.
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Au niveau des transistors, c’est la tension de seuil (Vth) qui en est affectée. À une température
de 100°C la tension de seuil est abaissée de 20mV par rapport à une température de 25°C [21].
Or, comme nous l’avons vu au paragraphe 1.2.1, le délai de propagation est directement lié à la
tension de seuil.
La figure 1.13 représente la répartition de la température d’un processeur en cours de fonc-
tionnement [9] dans une technologie 180nm. Cette figure met en évidence des différences de
température de plus de 50°C à l’intérieur du composant, qui évoluent avec le temps. De telles
variations de la température induisent des variations non uniformes des délais à l’intérieur du
composant. De plus, de telles températures amènent le composant à se détériorer plus rapide-
ment (voir § 1.2.3).
T°C
t
0 1
Augmentation 
de la 
température
Augmentation 
des délais de 
propagation
Erreur
FIGURE 1.12 : Illustration de l’impact des variations de la température.
FIGURE 1.13 : Variation de la température à l’intérieur d’une puce. [9]
Combinaison des variations procédé-température-tension
Tout composant est soumis aux variations précédentes et au final, c’est une combinaison de
toutes ces variations qui est source d’erreurs. En effet, les délais de propagation sont affectés dans
chacun des cas, et ont un impact direct sur les marges temporelles nécessaires au bon fonction-
nement des composants. Les variations au niveau des procédés de fabrication peuvent dégrader
les performances de circuits ou de parties de circuits. Ils mettent ainsi en évidence des circuits
faibles qui sont plus sensibles aux fautes de délais. Si l’on ajoute des variations de la tension
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d’alimentation et de la température, alors ce sont ces circuits faibles qui ont la grande probabilité
de générer des erreurs.
Afin de minimiser ces phénomènes, les fabricants de circuits intégrés augmentent les marges
temporelles. Cependant, si les marges sont sur-évaluées le coût de conception pour atteindre les
performances attendues va augmenter. Et si les marges sont sous-évaluées c’est le rendement
qui est impacté, ce qui induit une augmentation des coûts de production. La figure 1.14 mon-
tre l’impact de chacune des variations de procédé, de température et de tension sur les marges
temporelles pour un procédé en 65nm, une tension minimale de 1.15 volts et une température
nominale de 80°C [22]. On peut observer que les marges nécessaires à appliquer sont supérieures
à 30%.
Ces marges temporelles sont calculées de manière à pallier aux variations maximales sur le
chemin critique. Or, ces variations peuvent affecter des chemins logiques secondaires, créant de
nouveaux chemins critiques et rendant ainsi difficile la détection des erreurs. De plus, il est diffi-
cile de prévoir un changement des conditions de fonctionnement extérieures ou le vieillissement
du système qui peuvent amener des variations des marges temporelles au court du temps.
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FIGURE 1.14 : Impact des variations PVT sur les marges temporelles [22]. Exemple de marges temporelles
pour un procédé en 65nm, une tension minimale de 1,15V et une température nominale de 80°C
1.2.3 Les défaillances matérielles dans les circuits intégrés
Au cours de la vie d’un circuit, chacune des parties qui le compose va s’user. Cette usure va
dépendre de plusieurs paramètres : le design de la puce, les tensions d’alimentation, les courants
en jeu, les matériaux sélectionnés, la taille et la forme des pistes, etc. L’usure dépend aussi de
l’utilisation du circuit et des conditions extérieures (température, taux d’humidité, etc). Pour finir,
cette usure va évoluer en fonction du temps.
Le vieillissement est caractérisé par différents mécanismes de défaillance qui agissent
indépendamment en fonction des paramètres cités précédemment et sont localisés sur des par-
ties spécifiques du circuit. Par exemple, le phénomène d’électromigration est un mécanisme de
défaillance qui touche principalement les lignes métalliques du circuit et qui évolue en fonction
du matériau utilisé, de la densité de courant, de la température et du temps (voir § 1.2.3).
Il existe beaucoup de mécanismes de défaillances qui touchent la puce [17] mais aussi le
boitier. Par exemple, en fonction des stress mécaniques appliqués sur le composant, des défauts
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peuvent apparaître sur les contacts entre le composant et son support, mais ces mécanismes
ne sont pas le sujet de ce document. Nous allons nous concentrer principalement sur ceux qui
touchent les interconnexions et les oxydes de grille des transistors. Cette section présente les
phénomènes d’Électromigration et de Metal Stress Voiding qui sont les principaux acteurs de la
dégradation des lignes de métal, ainsi que les phénomènes de Time Dependent Dielectric Break-
down, de Hot Carrier Injection et de Negative Bias Temperature Instability, qui eux dégradent
l’oxyde de grille des transistors.
Dégradation des lignes de métal
Électromigration L’électromigration (EM) est un mécanisme de défaillance qui dégrade les
lignes de métal et qui peut aller jusqu’à causer des ruptures de lignes ou des jonctions de plusieurs
lignes [23] (voir figures 1.15a et 1.15b[24]). L’électromigration peut ainsi causer des circuits-
ouverts ou des court-circuits.
Le principe de fonctionnement de l’électromigration est schématisé sur la figure 1.16. Ce
phénomène est causé par un flux d’électrons et est aggravé par la température. Les électrons, en
se déplaçant dans le matériau, entrent en collision avec des atomes de métal. Si l’énergie com-
muniquée aux atomes de métal lors de cette collision est suffisamment importante, ces atomes se
déplacent dans le sens du flux d’électrons. La zone appauvrie devient un vide, qui peut conduire
à un circuit ouvert et la zone en surplus peut causer des courts-circuits avec les lignes voisines.
Ce phénomène affecte surtout les longues lignes de métal dans lesquelles le courant est continu
et ne circule que dans un sens.
Avant de provoquer la rupture totale d’une ligne, un "creux" est créé. Ce creux diminue la
surface de la section de la ligne localement et augmente ainsi sa résistance. Ce qui a deux effets :
d’une part, l’augmentation de la résistance augmente les délais sur la piste, ce qui peut créer une
erreur de timing ; d’autre part, cela augmente la température localement par effet Joule, puis la
densité de courant, ce qui amplifie le phénomène.
L’évolution des technologies implique une diminution du facteur d’échelle des composants
intégrés. A ce titre, la section des lignes de métal n’est pas épargnée. Plus la technologie évolue
et plus la densité de courant augmente, accélérant l’apparition du phénomène. Cependant, ce
phénomène peut être réduit par l’ajout de couches de Tungsten ou de Titane ou l’ajout de partic-
ules de Cuivre dans le cas d’une ligne d’Aluminium.
Le modèle généralement accepté pour décrire le MTTF 10 lié à l’EM est donné dans le tableau
de synthèse 1.2 page 26.
Metal Stress Voiding Le Metal Stress Voiding (MSV) ou Stress Voiding ou encore Stress Mi-
gration est un mécanisme de défaillance qui cause des dégradations sensiblement identiques à
l’EM (voir figures 1.17a et 1.17b), à la différence que les atomes de métal ne se déplacent pas à
cause d’un flux d’électrons mais à cause de contraintes mécaniques [24]. Plus particulièrement à
10. Mean time-to-failure
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(a) Coupe d’un via dégradé par EM (b) Interconnexion dégradée par EM
FIGURE 1.15 : Exemples de dégradations par Électromigration [24]
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FIGURE 1.16 : Principe de l’Électromigration. Dans certaines conditions, les atomes se déplacent dans le
sens du flux d’électrons. La zone appauvrie devient un vide, qui peut conduire à un circuit ouvert.
cause des différences de taux d’expansion entre les lignes de métal et la couche de passivation.
Ainsi, il n’est pas nécessaire qu’un courant circule pour que le phénomène se déclare.
Lors de la fabrication du composant, la température des lignes de métal peut atteindre 400°C
ou plus lors de l’étape de passivation, le métal s’étend et s’accroche fermement à la couche de
passivation. Mais quand le circuit revient à la température ambiante, des tensions importantes
se créent dans le métal à cause de la différence de coefficient thermique d’expansion des deux
matériaux.
Comme dans le cas de l’électromigration, la piste partiellement coupée accroît localement
la résistance à cause de la diminution de la section. Les délais de propagation sont donc aug-
mentés. De plus, la diminution de la section fait augmenter la densité de courant, ce qui a pour
conséquence de favoriser le phénomène d’électromigration.
Le modèle généralement accepté pour décrire le MTTF lié au MSV est donné dans le tableau
de synthèse 1.2 page 26.
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(a) Trous sur lignes de métal (b) Dégradation d’une ligne de métal
FIGURE 1.17 : Dégradations par MSV[24]
Dégradation des oxydes de grille
Time-Dependent Dielectric Breakdown Le Time-Dependent Dielectric Breakdown (TDDB)
ouGate Oxyde Breakdown ouGate OxydeWearout ou encore claquage d’oxyde est un phénomène
qui affecte la couche isolante de dioxyde de silicium au niveau de la grille. Il est dû au claquage
de la couche d’oxyde de la grille qui peut s’apparenter au claquage d’un condensateur.
Lorsque les électrons ont réussi à franchir la barrière de potentiel de l’oxyde, ils sont accélérés
par le champ électrique présent entre la grille et le substrat. Ils acquièrent alors une forte énergie
qui est libérée à l’interface oxyde/silicium [23]. Il existe entre l’oxyde et le silicium une grande
différence de coefficient de dilatation qui entraîne des tensions mécaniques sur les liens de cette
interface. Ces liens peuvent être coupés à cause de l’énergie libérée par les électrons accélérés.
Cela conduit à la création de zones de "piégeage". Les charges piégées diminuent la mobilité des
porteurs et ralentissent donc le transistor. Ces retards peuvent abaisser la fréquence maximale
de commutation du transistor et ainsi diminuer le chemin critique du composant. Les charges
piégées augmentent également le champ électrique localement, ce qui augmente le courant par
effet tunnel à travers l’oxyde.
Cet effet peut donc s’amplifier et conduire à la création d’un chemin de conduction (voir
figure 1.18). Une fois créé, ce chemin conduit à un courant trop fort dans la couche d’oxyde. Ce
qui augmente la température de la grille et conduit à sa destruction.
De même que pour les phénomènes précédents, avant la destruction du transistor, on peut
observer une augmentation des délais de propagation qui peuvent conduire à des erreurs inter-
mittentes.
Le modèle généralement accepté pour décrire le MTTF lié au TDDB est donné dans le tableau
de synthèse 1.2 page 26.
Hot Carrier Injection Le phénomène "Hot Carrier Injection" (HCI) est dû à l’ionisation causée
par l’impact des électrons sur les atomes de silicium au niveau du drain. L’ionisation engendre
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FIGURE 1.18 : Principe du claquage d’oxyde basé sur la théorie de percolation. Dans le cas du MOS,
l’Anode correspond à la Grille métallique, la Cathode au substrat et la partie intermédiaire à l’oxyde.
une paire électron-trou qui entre dans le substrat et provoque l’augmentation du courant dans le
substrat. Une partie des porteurs créés peut alors franchir la barrière de potentiel de la couche
d’oxyde de la grille. Le HCI diminue la mobilité des porteurs de charge ce qui augmente les
temps de commutation. Les retards, dans le cas où ils apparaissent sur le chemin critique, font
baisser la fréquence maximale de commutation du transistor. Ce phénomène est plus important à
basse qu’à haute température car les électrons sont plus mobiles et donc leur énergie plus grande
lors de l’ionisation.
Ce phénomène peut être évalué en mesurant le courant de saturation du drain IDsat qui est
un des paramètres influant sur la rapidité d’un transistor [23]. Les dommages causés par HCI sur
l’oxyde de la grille augmentent la tension de seuil du transistor NMOS ce qui fait décroitre le
courant IDsat .
Le courant circulant dans le canal est maximum lors des commutations, c’est à ce moment
que le phénomène HCI est maximal. L’HCI est donc une défaillance qui intervient lorsqu’un
processeur est actif.
Il est important de remarquer que ce phénomène n’est pas destructif : la structure du circuit
n’est pas modifiée, il peut donc être régénéré [25].
La formule suivante décrit la durée de vie t d’un transistor affecté par un phénomène de
HCI [14] (avec A et B des constantes dépendantes de la technologie et de la température). C’est
une formule simple qui ne prend en compte que la tension drain-source, mais qui montre que la
tension drain-source Vds est le principal facteur aggravant du HCI.
t = A.e
−B
Vds
Negative Bias Temperature Instability Le phénomène Negative Bias Temperature Instability
(NBTI) est propre au transistor PMOS. Il se produit lorsque des trous à haute énergie bombardent
l’interface oxyde/substrat, ils réagissent avec l’oxyde pour produire des atomes d’hydrogène en
cassant la liaison Si–H [23]. Ceci crée des zones de charges positives au niveau de l’interface
oxyde/substrat ce qui réduit la mobilité des trous et modifie la tension de seuil du transistor. Le
courant de drain diminue et les délais augmentent, ce qui abaisse les marges temporelles. Il est a
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noter que le même phénomène affecte les transistors NMOS et est appelé Bias Temperature Insta-
bility. Ces deux phénomènes sont considérés comme étant prépondérants dans les technologies
actuelles [26].
Le MTTF est dépendant de la température et de la tension d’alimentation. Cependant, ici,
c’est la tension d’alimentation qui est prépondérante [14]. Le modèle généralement accepté pour
décrire le MTTF lié au NBTI est donné dans le tableau de synthèse 1.2 page 26.
Évolution du vieillissement en fonction de la tension et de la température
Il est important de remarquer que tous les phénomènes de dégradation cités précédemment
sont fortement liés à la température. Le tableau 1.2 présente un résumé des équations de dégra-
dation relatif aux mécanismes de défaillance précédents, où l’on peut observer le facteur e
Ea
kT ,
principal contributeur du vieillissement.
Pour mettre en évidence l’évolution du MTTF avec la température, il suffit de calculer le
rapport du MTTF en température par rapport au MTTF à température ambiante, on obtient alors
un facteur d’accélération en température. Et on a :
AT =MTTFambiant/MTTFtempérature
Si on applique cette formule au MTTF correspondant à l’électromigration entre 50°C et 80°C,
on trouve que la dégradation est accélérée par un facteur 15 : 1,5 fois par la densité de courant et
10 fois par la température (voir détail sur la figure 1.19).
La figure 1.20 présente l’évolution du facteur d’accélération par électromigration pour une
ligne Al-Cu longue avec Ea = 0.8eV et considérant une densité de courant invariante avec la
température. L’exemple précédent considère une température de 80°C mais nous avons vu dans
le § 1.2.2 que cette température peut être supérieure à 120°C, l’accélération du vieillissement
devient supérieure à 100.
Les exemples précédents correspondent à l’électromigration mais les mêmes constats pour-
raient être faits à partir des autres mécanismes de défaillance. Ceci montre qu’il est essentiel de
limiter au maximum la température des circuits intégrés afin d’éviter d’accélérer le vieillissement.
Néanmoins, cette dépendance à la température est utilisée dans les procédés de tests accélérés.
Ces tests permettent d’étudier, à des échelles de temps réduites, des défauts de vieillissement qui
apparaissent normalement en fin de vie des circuits intégrés. Pour effectuer ces tests, la tempéra-
ture est augmentée aux limites de fonctionnement des circuits pour une durée allant de 200 à
1000 heures [27].
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Mécanisme
de défaillance MTTF (h)
EM J−Ne
Ea
kT
MSV (T0−T )−Ne
Ea
kT
TDDB ( 1V )
a−bT e
X+ YT +ZT
kT
NBTI A.10−βEe
Ea
kT
Avec :
J la densité de courant dans les interconnexions
(A/cm2)
Ea l’énergie d’activation relative au mécanisme de
défaillance (eV)
k la constante de Boltzmann
N une constante qui dépend du matériau utilisé pour
les interconnexions.
a,b,X ,Y,Z des paramètres d’échelle
V la tension
E champ électrique (MV/cm)
β constante dépendant de la technologie
T la température absolue (K)
T0 la température de dépôt du métal(K)
TABLE 1.2 : Résumé des équations de dégradation associées aux mécanismes de défaillances : le facteur
e
Ea
kT est le principal contributeur du vieillissement
AT =
MTTF80°C
MTTF50°C
=
(
J80°C
J50°C
)−2
.exp
(
Ea
k
.(
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−
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)
)
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FIGURE 1.19 : Calcul du facteur d’accélération dans le cas de l’électromigration pour une augmentation de
30°C. La dégradation est accélérée par un facteur 15 : 1,5 fois par la densité de courant et 10 fois par la
température.
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FIGURE 1.20 : Accélération du vieillissement par électromigration pour une ligne Al-Cu longue avec Ea =
0.8eV et densité de courant invariante.
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1.2.4 Synthèse des problèmes de fiabilité dans les systèmes sur puce et
impact sur les erreurs intermittentes
Cette partie fait une synthèse des problèmes de fiabilité affectant les systèmes sur puce actuels
et responsables de l’apparition d’erreurs intermittentes.
Les problèmes de fiabilité débutent dès la conception des circuits intégrés par les variations
des procédés de fabrication. Ces aléas de fabrication peuvent dégrader les performances de cir-
cuits ou de parties de circuits. Ils mettent ainsi en évidence des circuits faibles qui sont plus
sensibles aux fautes de délais.
Puis, au court de la vie du circuit, le vieillissement dégrade les lignes de métal et les oxydes
de grilles. Cela a pour effet de réduire les marges temporelles, ce qui amplifie la sensibilité des
circuits intégrés faibles, mis en évidence par les aléas de fabrication.
De plus, si des variations de la tension ou de la température apparaissent, des erreurs inter-
mittentes peuvent apparaitre. A ce stade, le circuit n’est pas considéré comme défaillant et ces
erreurs apparaissent ponctuellement.
Avec le temps et le vieillissement, ces erreurs peuvent devenir permanentes. Dans ce cas, le
circuit doit être considéré comme défaillant.
Aléas de fabrication  
• Distribution non homogène des fréquences maximales de fonctionnement à 
l’iŶtérieure des coŵposaŶts iŶtégrés.
• Sensibilité de certaines parties aux fautes de délais.
Vieillissement
• Dégradation de la structure des transistors et des lignes de métal.
• Augmentation des délais de propagation.
Température et Tension
• Augmentation des délais de propagation.
Erreurs intermittentes
• Violation ponctuelle des contraintes de temps.
Erreurs permanentes
• Violation permanente des contraintes de temps.
• Courts-circuits et circuits ouverts.
FIGURE 1.21 : Synthèse des problèmes de fiabilité dans les circuits intégrés et lien avec la génération
d’erreurs intermittentes.
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1.3 Conclusion
Ce chapitre a permis de définir, dans un premier temps, les principaux concepts de fiabilité
qui seront utilisés au cours de ce mémoire, et dans un deuxième temps, les problèmes de fiabilité
affectant les systèmes sur puce. En particulier, nous avons vu que plus la technologie évolue
et plus il est difficile de fabriquer des composants sans aucun défaut. Ces défauts ne sont pas
forcément visibles dès le début de la vie du composant, et peuvent se matérialiser par des fautes
de délais avec le vieillissement du circuit, des fluctuations des tensions d’alimentation ou de la
température. Nous avons ainsi montré que, avant que le système ne soit défaillant - pendant sa
période de vie utile - des fautes intermittentes peuvent se manifester.
Ne pouvant pas agir directement sur la fiabilité de son système, nous avons montrés que le
concepteur peut néanmoins agir sur sa disponibilité. Il doit faire en sorte de réduire le temps
nécessaire à la détection des erreurs et le temps de restauration du système. Trois classes de
fautes sont a prendre en compte, les fautes permanentes, transitoires et intermittentes. Les deux
premières classes sont bien connues et de nombreuses méthodes existent pour les détecter, mais
ce n’est pas le cas pour les fautes intermittentes.
Or, les fautes intermittentes sont au cœur de ce mémoire. Une étude approfondie de ces fautes
doit être réalisée afin d’adapter au mieux le système de détection. Ce sera l’objectif du prochain
chapitre. Les chapitres suivants feront un état de l’art des méthodes de tolérances aux fautes, ce
qui permettra de poser les bases de notre solution.
CHAPITRE 2
Mise en évidence des erreurs
intermittentes et de leur impact sur les
systèmes embarqués
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LE CHAPITRE précédent a permis de se rendre compte des problèmes auxquels sont soumisles circuits intégrés au cours du temps. En particulier, les variations du procédé de fabri-cation associées à la dégradation du circuit, combinées à des fluctuations de la tempéra-
ture et de la tension d’alimentation, peuvent être une source importante de fautes intermittentes.
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Or, pour tenter de se prémunir de ces fautes, il est important de comprendre leur comporte-
ment, ainsi que leur impact sur le système et les applications. Nous allons pour cela réaliser une
étude expérimentale pour comprendre comment détecter, voire anticiper l’apparition des fautes
intermittentes.
Plus précisément, nous allons pouvoir déterminer quels sont les facteurs prépondérants dans
l’apparition des fautes intermittentes. La question se pose en particulier pour l’activité des pro-
cesseurs : est-ce que deux processeurs soumis à des activités différentes ont un taux d’erreurs
intermittentes équivalent ? De plus, si ces fautes ne sont pas destructives, le système peut-il être
rétabli ? Les réponses à ces questions vont permettre de déterminer et d’adapter au mieux un
système de détection des erreurs intermittentes à une architecture multiprocesseur. Comme nous
l’avons vu au chapitre 1, une erreur est la manifestation d’une faute. Ainsi, dans ce chapitre, nous
parlerons de détection des erreurs. En effet, l’étude expérimentale nous permettra d’observer des
erreurs à partir d’applications exécutées sur des processeurs. Les moyens mis en œuvre ne per-
mettent pas d’observer directement les fautes intermittentes.
La première partie de ce chapitre présentera les objectifs et la méthodologie utilisée. La deux-
ième partie présentera le principe des tests accélérés qui sera utilisé afin d’accélérer l’apparition
des erreurs intermittentes dans notre étude. Les parties trois et quatre décriront la plateforme ex-
périmentale et le protocole expérimental. La partie cinq détaillera les résultats obtenus et mettra
en valeur les résultats pouvant être utilisés pour le développement d’une solution de test en ligne
des erreurs intermittentes.
Nous montrerons qu’il est possible de détecter des erreurs intermittentes à un niveau sys-
tème, que le taux d’erreur dépend de l’activité des processeurs, mais que l’impact des erreurs
n’est pas le même suivant les applications exécutées. De plus, nous montrerons que les erreurs
intermittentes surviennent en rafales et que l’arrêt du système peut suffire à le régénérer.
2.1 Objectifs et méthodologie
L’étude présentée dans ce chapitre s’inscrit dans le domaine multiprocesseur et va tenter de
répondre aux questions liées au test en ligne de l’architecture. Premièrement, cette étude doit nous
permettre d’étudier le lien entre l’activité des composants et leur vieillissement. Deuxièmement,
elle doit nous permettre d’observer des erreurs intermittentes et leur impact sur les applications.
Les paragraphes suivants détaillent les deux points précédents et concluent sur la méthodologie
adoptée pour répondre à nos objectifs.
Lien entre activité des composants et vieillissement
À la vue des différents mécanismes de vieillissement présentés dans le chapitre 1, il est in-
téressant de relier le vieillissement des composants avec leur activité. Au niveau du transistor cer-
tains mécanismes de défaillance s’activent soit lors des commutations (cas de EM, SM et HCI),
soit lorsque le transistor est au repos (cas de TDDB et NBTI). Ainsi, pour un même composant
soumis à des activités différentes, la vitesse de dégradation peut être différente. La question se
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pose en particulier pour un système multiprocesseur. Si les différents processeurs de l’architec-
ture ne sont pas utilisés de la même façon au cours du temps, alors les vitesses de vieillissement
peuvent être différentes. Cependant, il n’est pas possible de prédire, pour une technologie don-
née, ni quel composant vieillira le plus rapidement, ni quelle sera l’activité de chaque composant.
Cela dépend de la technologie utilisée ainsi que des conditions de fonctionnement (température
ambiante, tension, humidité, assemblage, technologie du boitier, etc.).
Le premier objectif est de déterminer si l’on peut distinguer le vieillissement de deux pro-
cesseurs à partir d’informations haut niveau telles que le nombre de cycles d’exécution ou le
rapport du temps d’exécution sur le temps au repos. Cette information pourra être intégrée au
sein de l’architecture multiprocesseur afin, par exemple, d’homogénéiser le vieillissement des
processeurs.
Position du problème
Le deuxième objectif est d’observer les erreurs intermittentes qui peuvent apparaître avec
l’activité des processeurs et le vieillissement. En effet, avant que des erreurs permanentes n’ap-
paraissent à l’intérieur du processeur, des erreurs intermittentes peuvent survenir. Certains ar-
ticles mentionnent un comportement de type burst [6, 7, 28, 29], c’est à dire que ces erreurs
apparaissent en rafale pendant des durées allant de la nanoseconde à la seconde. Cependant, à
notre connaissance, aucune étude publiée ne décrit précisément le phénomène. L’observation des
erreurs intermittentes sur un cas réel de système embarqué est précieuse pour la mise en place de
méthodes de test en ligne de ces erreurs.
Ainsi, il est nécessaire, dans un premier temps, de prouver qu’il est possible d’observer des
erreurs intermittentes avant que le système ne soit complètement défaillant. Et dans un deux-
ième temps, il sera nécessaire d’extraire suffisamment d’informations pour modéliser les erreurs
intermittentes (fréquence d’apparition, durée d’apparition, etc.).
Cahier des charges
Afin de répondre aux objectifs fixés, nous proposons la mise en place d’une plateforme ex-
périmentale ayant les caractéristiques suivantes :
Mettre en place des tests accélérés, afin de réduire les durées de test et provoquer l’apparition
d’erreurs intermittentes. En effet, nous savons que ces erreurs sont fortement liées au vieil-
lissement. Or, ce dernier peut être amplifié par des tests accélérés. Cela permettra d’ob-
server des erreurs intermittentes sur des délais très courts (quelques mois) comparés au
temps normal de vieillissement (quelques années).
Permettre le test de plusieurs composants, afin d’obtenir des résultats représentatifs. Les tests
seront réalisés sur une même technologie mais sur différents composants en parallèle. L’ob-
jectif n’est pas d’établir des statistiques sur le taux probable de défaillance pour un com-
posant donné. Ainsi des centaines de composants ne seront pas nécessaires. Cependant,
chaque expérience devra être réalisée sur au moins deux composants et un composant té-
moin. Le composant témoin ne sera pas vieillit et ne devra pas présenter d’erreur. Les deux
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composants restants seront vieillis. Deux composants sont utilisés pour assurer une bonne
observation des phénomènes, même si l’un d’eux se dégrade trop rapidement.
Générer une activité différente, pour deux lots de composants (voir premier objectif). Cela im-
pose de pouvoir générer des activités différentes à l’intérieur des processeurs. L’activité des
processeurs sera créée en exécutant des applications ayant des profils différents. Cette ac-
tivité, sera également modulée en insérant des périodes de pause entre les applications.
Permettre l’observation d’erreurs intermittentes. Pour cela, la plateforme expérimentale doit
permettre d’identifier et de différencier les différentes sources d’erreurs. C’est à dire que
le nombre de sources d’erreurs doit être limité, afin de pouvoir concentrer les observations
sur les systèmes testés.
Permettre le test de composants dans une technologie récente. En effet, dans le chapitre 1,
nous avons vu que la probabilité d’observer des erreurs intermittentes augmente avec la
diminution du facteur d’échelle. Les tests devront donc être réalisés dans la technologie la
plus récente disponible au moment des expériences.
2.2 Tests accélérés des circuits intégrés
Cette expérimentation a pour but de faire apparaître des défauts de vieillissement, or ces dé-
fauts surviennent au bout de plusieurs années, dans des conditions normales de fonctionnement.
Le but des tests accélérés est de modifier les conditions de fonctionnement afin d’accélérer l’ap-
parition de ces défauts.
Cette partie, débute par un bref rappel sur les mécanismes de dégradation des circuits intégrés
et leurs rapports avec la température. Nous verrons ensuite le principe des tests accélérés utilisés
dans l’industrie. Cela permettra de définir le type de test accéléré à utiliser dans notre plateforme
expérimentale. Au terme de cette partie, nous montrerons que la température est un vecteur de
stress nécessaire et suffisant pour notre étude. Cependant, pour une caractérisation plus précise
des fautes, ce seul stress ne serait pas suffisant.
Accélération du vieillissement
Le paragraphe 1.2.3 (page 20) décrit les principaux mécanismes de défaillance en jeu dans le
vieillissement des circuits électroniques actuels. On peut citer les phénomènes d’Électromigration
et de Metal Stress Voiding qui sont les principaux acteurs de la dégradation des lignes de métal,
ainsi que les phénomènes de Time Dependent Dielectric Breakdown, de Hot Carrier Injection et
de Negative Bias Temperature Instability, qui eux dégradent l’oxyde de grille des transistors.
Tout ces phénomènes possèdent une grande dépendance à la température ou à la tension
(voir tableau 1.2 page 26). Ainsi l’augmentation de la température et/ou de la tension permet
d’accélérer l’apparition des défauts de vieillissement. Cette caractéristique est utilisée par les
méthodes de tests accélérés, pour faire vieillir artificiellement des lots de circuits intégrés dans
l’industrie.
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Tests accélérés industriels
Dans l’industrie les tests accélérés sont utilisés pour qualifier des lots et écarter les com-
posants défectueux et fragiles. Parmi les tests les plus utilisés on trouve : Temperature Humidity
(TH), Autoclave test, Temperature Cycling (TC), High Accelerated Temperature and Humidity
Stress Test (HAST), High-Temperature Storage Life (HTSL), et Hot Temperature Operating Life
(HTOL) [24, 27, 30–34]. Chacun de ces tests vise un ou plusieurs défauts spécifiques et cor-
respond à un protocole particulier. Par exemple, le test HAST vise les défauts de corrosion en
appliquant une température de 130°C et un taux d’humidité de 85% pendant 96 heures [27].
Les tests sont effectués sur une grande population de composants et permettent d’obtenir un
taux de défaillance 1 pour le lot testé, la technologie et le type de test appliqué (ou le mécanisme
de défaillance). Ce taux de défaillance s’exprime en FIT 2 et est calculé à partir de modèles
statistiques. L’objectif est d’extrapoler le temps de défaillance, obtenu avec les tests accélérés, à
celui qui correspondrait à des conditions normales de fonctionnement.
Ces données permettent aux fabricants, par exemple, de donner à leurs clients des données
indicatives de durées de vie dans différentes conditions. Par exemple, Xilinx publie un document
fiabilité [35] répertoriant les données de ces différents tests pour ses différents FPGA et ses dif-
férentes technologies. On y apprend par exemple, que pour les FPGA de type XC5VxXxxx, le ré-
sultat du test HTOL 3 indique un taux d’erreur de 6 FIT à température ambiante. Cela représente
six composants défaillants parmi une population d’un million et après une durée de fonction-
nement de mille heures.
Définition des conditions de tests accélérés
Les tests précédents sont réalisés sur des lots de composants importants et permettent d’obtenir
des statistiques précises pour des mécanismes de défaillance spécifique. Dans notre cas, le but
n’est pas de qualifier des composants spécifiques ou d’établir des durées de vie. Le but est de faire
vieillir suffisamment les composants afin d’activer des défauts de vieillissement et ainsi pouvoir
provoquer des erreurs intermittentes. Ainsi, il n’est pas nécessaire, dans notre cas, de se référer à
un protocole de vieillissement industriel en particulier. Ainsi, nous pouvons réaliser notre étude
sur des lots de tailles plus faibles mais sur une durée plus importante.
On sait que la température est un bon vecteur de vieillissement et que les principaux mé-
canismes de défaillance affectant les composants actuels sont l’Électromigration (EM), le Time
Dependent Dielectric Breakdown (TDDB), le Hot Carrier Injection (HCI) et le Negative Bias
Temperature Instability (NBTI). Ainsi, en se référant aux standards définis par le JEDEC 4 [27],
il est possible de connaitre les conditions de stress relatifs à ces mécanismes de défaillance.
1. Failure rate en anglais
2. Failure In Time : nombre de défaillances par 109 heures
3. Test réalisé sur 548 composants, à une température égale à 125°C, en fonctionnement, pour une tension d’ali-
mentation VDD maximale et sur une durée équivalente de 2 092 148 heures.)
4. Joint Electron Devices Engineering Council (JEDEC) est une organisation développant des standards pour les
semi-conducteurs
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Le tableau 2.1 présente les conditions de stress en température et en tension pour les mé-
canismes de défaillance précédents. Mis à part le HCI, ces mécanismes sont accélérés avec une
température supérieure à 150°C. Certains nécessitent une modification des tensions. Cependant,
comme nous le verrons dans la suite de ce chapitre, nous ne pouvons pas modifier indépendam-
ment VGS et VDDmax.
Le protocole de test accéléré utilisé dans nos expériences sera un stress constant en tempéra-
ture. Pour éviter une défaillance trop rapide de nos composants, la température sera progressive-
ment augmentée de 150°C à 200°C .
Mécanisme de défaillance Température (°C) Tension
EM 150-250 nominale
TDDB 25-200 VGS >VDDmax
NBTI >125 VGS >VDDmax
HCI 25-30 augmentation de VDS
TABLE 2.1 : Conditions de stress standards pour la mise en évidence des phénomènes d’Électromigration
(EM), de Time Dependent Dielectric Breakdown (TDDB), de Hot Carrier Injection (HCI) et de Negative Bias
Temperature Instability (NBTI). [27]
2.3 Description de la plateforme expérimentale
À la vue des objectifs présentés précédemment notre plateforme expérimentale doit pouvoir,
premièrement étudier des processeurs, deuxièmement générer des activités différentes au sein des
processeurs, et troisièmement générer un stress en température. Ainsi, la plateforme expérimen-
tale sera décomposée en trois parties :
– les circuits sous test (CUT 5), qui représentent des systèmes constitués d’un processeur,
d’une mémoire et de périphériques de communication ;
– la gestion du stress interne (ISM 6), qui permet de charger et d’exécuter différentes appli-
cations dans les CUT et de collecter les erreurs ;
– la gestion du stress externe (ESM 7), qui permet d’accélérer le vieillissement des CUT en
leur appliquant une température importante.
La figure 2.1 présente un schéma fonctionnel de la plateforme expérimentale. Chaque partie sera
détaillée dans les paragraphes suivants.
5. Circuit Under Test
6. Internal Stress Manager
7. External Stress Manager
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FIGURE 2.1 : Schéma fonctionnel de la plateforme expérimentale.
2.3.1 Description des circuits sous test
Le circuit à tester (CUT) comporte un cœur de processeur en technologie CMOS 65 nm.
Chaque processeur est relié aux éléments suivants : une horloge, une alimentation, un port JTAG 8,
un périphérique de communication et une mémoire. La figure 2.2 présente la configuration des
cartes de test.
Le port JTAG permet la connexion entre l’ordinateur de contrôle et le processeur, et sera
utilisé pour charger des applications dans le CUT.
La mémoire externe est utilisée par les applications et contient à la fois les instructions et les
données. Nous verrons dans la partie suivante, que la mémoire n’est pas soumise à un stress en
température.
Le périphérique de communication permet le transfert de données entre le CUT et l’ordinateur
de contrôle, via un protocole Ethernet 100 Mbps.
La plateforme expérimentale est composée de six cartes AESV5FXT Avnet [36]. Chaque
carte contient un FPGA Virtex5-FX et chaque FPGA contient un cœur de processeur PowerPC
440 [37] matériel en technologie 65 nm. Le processeur n’est pas programmé à partir des cellules
FPGA, il est intégré comme une IP 9 dédiée.
2.3.2 Gestion du stress externe
Le rôle du gestionnaire de stress externe (ESM) est de contrôler la tensions d’alimentation
et la température appliquée aux CUT. Pour cela, un protocole de stress externe est établi ; il
indique pour chaque instant de l’expérience les valeurs de tension et de température à appliquer.
De plus l’ESM est chargé d’enregistrer, tout au long des expériences, le courant consommé par
les cartes et la température mesurée. Cela permet, d’une part, de conserver une trace qui peut
8. Standard IEEE 1149.1 appelé Standard Test Access Port and Boundary-Scan Architecture
9. Intellectual Property
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FIGURE 2.2 : Schéma descriptif des circuits sous test (CUT).
être exploitée a posteriori et, d’autre part, de surveiller que ces valeurs ne dépassent pas un seuil
critique. En particulier, l’ESM veille à ce qu’il n’y ait pas d’emballement thermique, en régulant
la température.
Gestion de la température
Afin d’augmenter la température de jonction des CUT, nous utilisons une résistance chauf-
fante flexible Minco [38]. La résistance chauffante est collée sur le dessus du FPGA à l’aide d’un
adhésif acrylique. La figure 2.3a illustre le montage utilisé. L’utilisation de résistances chauf-
fantes permet d’appliquer le stress en température uniquement sur les CUT. Ainsi, les autres
composants présents sur la carte ne sont pas stressés. De cette manière nous évitons que des er-
reurs venant des autres composants ne perturbent nos observations. Pour atteindre la température
nécessaire et pour prévenir des variations de la température ambiante, les cartes sont placées dans
une étuve régulée à la température de 50°C. Dans ces conditions, la température des CUT peut
atteindre 200°C. Il est à remarquer que la résistance thermique des circuits intégrés récents étant
très faible, la température de jonction des CUT est équivalente à la température de chauffage.
Un régulateur PID 10 contrôle le courant de chauffage, comme le montre la figure 2.3b. L’or-
dinateur de contrôle communique la température de consigne au régulateur par le biais d’une
liaison série RS232.
10. Proportionnel Intégral Dérivé
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Des générateurs de tension programmables commandent l’alimentation des cartes et des ré-
sistances chauffantes. L’ordinateur de contrôle est relié aux alimentations programmables par un
bus GPIB 11. Ainsi, l’alimentation des cartes peut être stoppée en cas de besoin, par exemple, si
une des cartes dépasse une consommation maximale.
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FIGURE 2.3 : Description de la gestion du stress externe : (a) Implémentation matérielle du chauffage
des CUT, avec un FPGA Xilinx Virtex5FX [39], une résistance chauffante Minco [38] et une sonde de
température de type PT100. (b) Diagramme fonctionnel de l’ESM.
2.3.3 Gestion du stress interne
L’ISM contrôle les applications exécutées par les CUT. Nous utilisons un ensemble d’appli-
cations pour créer de l’activité sur les différentes parties du processeur, et également pour détecter
les erreurs dans ces régions. Le niveau d’activité dépend du rapport entre le temps passé à l’état
actif et le temps passé à l’état de repos. La figure 2.4 montre deux niveaux de stress interne qui
impliquent deux niveaux d’activité différents.
De la même manière que pour l’ESM, un protocole de stress interne est établi. Il indique pour
chaque instant de l’expérience les applications à exécuter et le nombre d’exécutions de chaque
application à effectuer. Ainsi, chaque application est exécutée à plusieurs reprises, comme le
montre la figure 2.4. Les détails du protocole de test et des applications exécutées seront donnés
dans la partie 2.4.
L’ISM s’exécute sur l’ordinateur de contrôle avec l’outil LabView [40]. À la fin de l’exécution
de chaque application, il vérifie les résultats produits par chaque CUT afin de détecter les erreurs.
Les étapes suivantes expliquent comment les applications sont chargées dans un CUT et comment
les résultats sont vérifiés :
1. La première étape configure le FPGA en lui transmettant son fichier de configuration (bit-
stream). Il contient la configuration du processeur et des différents périphériques qui l’en-
11. Standard IEEE-488
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FIGURE 2.4 : Exemples de stress interne. Les blocs A et B représentent une exécution de deux applications
différentes. Les erreurs sont vérifiées à la fin de chaque application.
tourent. Cette configuration est commune à toutes les applications. Ainsi, cette étape est
effectuée une seule fois au début de l’expérience.
2. Ensuite, l’application est chargée dans la mémoire externe, puis le processeur est démarré
à l’aide de commandes spécifiques envoyées par la liaison JTAG. Cette étape est effectuée
à chaque changement d’application (sur la figure 2.4 au remplacement de l’application (A)
par l’application (B)).
3. La communication Ethernet entre chaque CUT et l’ordinateur de contrôle est vérifiée. S’il
n’y a pas de connexion, le processeur est remis à zéro et l’étape 2 est répétée. S’il n’y a pas
de connexion la deuxième fois, le processeur est considéré comme défaillant. Dans ce cas,
l’expérience est stoppée, les alimentations sont coupées et une demande de maintenance
est envoyée.
4. L’ISM envoi une commande de démarrage au processeur. Celui-ci exécute une occurrence
de l’application (une occurrence de (A) dans la figure 2.4). De cette façon, l’ISM synchro-
nise l’exécution des applications sur les différents CUT.
5. Le processeur enregistre les résultats d’exécution dans la mémoire externe et calcule une
signature (un mot). Une signature est calculée à partir des données produites. Cela, afin de
limiter les communications et les erreurs de transmission.
6. L’ISM se met en attente des résultats des CUT. Celui-ci les envoie à trois reprises pour
éviter des erreurs de communication transitoires. Si l’ISM ne reçoit aucune donnée après un
temps limite, nous considérons que le processeur est en erreur. L’application est rechargée,
retour à l’étape 2.
7. Le processeur retourne à l’étape 4 et attend la commande de démarrage avant d’exécuter
de nouveau l’application.
8. L’ISM compare les résultats avec des valeurs de référence. Si une différence apparaît,
l’ISM l’enregistre pour un post-traitement. La taille des données et le contenu sont en-
suite vérifiés. Si aucun résultat n’est transmis, l’expérience est arrêtée et une demande de
maintenance est envoyée.
9. En fonction du protocole de stress interne trois choix sont alors possible. Premièrement,
l’application (A) doit de nouveau s’exécuter, dans ce cas, l’ISM envoie la commande de dé-
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marrage à chaque processeur. Les processeurs exécutent la même application (A) et passent
à l’étape 5. Deuxièmement, l’application (A) doit être arrêtée, dans ce cas, la prochaine
application (B) est chargée dans la mémoire (étape 2). Troisièmement, l’activité des pro-
cesseurs doit être modulée (stress interne faible), dans ce cas, ils sont arrêtés en attendant
de changer d’application (voir figure 2.4).
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FIGURE 2.5 : Étapes de la gestion du stress interne.
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2.3.4 Gestion des erreurs
Sur la plateforme expérimentale, des erreurs peuvent survenir à n’importe quel stade de l’ex-
périence. Nous énumérons quatre types d’erreurs :
Erreur de chargement de la configuration du FPGA : cette erreur peut se produire lorsque
le fichier de configuration (bitstream) est chargé dans le FPGA. Si le FPGA ne peut plus être
configuré alors le CUT est considéré comme défaillant, il est retiré de l’expérience. En effet,
plusieurs cartes étant sur la même chaîne JTAG, nous avons observé que le composant défaillant
perturbe les composants sains. Dans ce cas de fausses erreurs peuvent être observées sur les
composants sains.
Erreur de chargement des applications : cette erreur peut se produire lorsque le programme
est chargé dans la mémoire des CUT. C’est le programme chargé de transférer les applications
via JTAG qui émet cette erreur. Ce type d’erreur est principalement apparu après la défaillance
d’un CUT.
Erreur de communication : ce type d’erreur se produit lorsque le programme Labview tente
de communiquer avec les CUT pour obtenir les résultats d’exécution. La communication se fait
via un port Ethernet avec le protocole TCP/IP. Cette erreur peut être causée par une erreur dans le
processeur, dans le contrôleur DMA, dans le contrôleur Ethernet ou le contrôleur mémoire. Par
conséquent, nous ne pouvons pas déterminer précisément où l’erreur se produit. Toutefois, cette
erreur peut être causée par un défaut intermittent.
Erreur de calcul : cette erreur se produit si une faute intermittente apparaît lorsque le pro-
cesseur exécute des calculs. Dans ce cas, les résultats produits diffèrent de ceux attendus, une
erreur intermittente est détectée.
Les erreurs de calcul sont les erreurs les plus couramment observées dans nos expériences
et les plus représentatives des erreurs intermittentes. Nous allons, par la suite, nous concentrer
uniquement sur ce type d’erreur.
2.4 Protocole expérimental
Deux types de stress sont considérés dans la plateforme expérimentale : le stress interne et
le stress externe. Un de nos objectifs est de déterminer si l’activité des processeurs a un impact
sur l’apparition des erreurs intermittentes. Pour cela, deux groupes de trois cartes subissent un
stress interne différent. Dans chaque lot, deux cartes sont soumises au même stress externe (voir
figure 2.6), et une carte ne subit aucun stress externe destructif (carte témoin).
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Le stress externe correspond à une température constante comprise entre 125°C et 190°C.
Cependant les résultats effectués à une température inférieure à 160°C ne seront pas pris en
compte par la suite car aucune erreur de calcul n’a été détectée à ces températures.
La partie suivante décrit les applications utilisées dans le protocole de stress interne.
A B
Stress interne faible t
AA BB
Stress interne fort t
A BCUTCUT
CUTCUTCUT
Stress externe
T°C
Témoins
CUT
FIGURE 2.6 : Protocole de stress. Deux groupes de trois cartes subissent un stress interne différent. Dans
chaque groupe deux cartes sont soumises au même stress externe, et une carte ne subit aucun stress
externe destructif (carte témoin).
Description des applications
Le protocole de stress interne est composé de sept applications. QuickSort est une applica-
tion de la suite MiBench [41]. DCT, Quant et FIR sont des applications embarquées classiques
utilisées dans le traitement du signal. TestFunct, TestFunct2, TestFunct3 sont des applications
implémentant différentes méthodes de Sofware-Based Self-Test (SBST) [42].
Ces trois applications ont pour but de tester les unités fonctionnelles du processeur à partir
de vecteurs de test. Dans le cas de TestFunct et TestFunct2, les vecteurs ont été calculés aléa-
toirement hors-ligne et sont stockés en mémoire. Dans le cas, de TestFunct3 les vecteurs sont
générés aléatoirement en ligne. Les vecteurs sont ensuite "envoyés" sur les entrées des unités
fonctionnelles à l’aide des instructions de l’ISA 12 (add, sub, or, etc.).
La différence entre ces trois applications se situe au niveau de la communication avec la mé-
moire. Dans le cas de TestFunct et TestFunct2, pour chaque test effectué deux transferts mémoire
sont nécessaires (un pour charger le vecteur et un pour enregistrer le résultat). Dans le cas de
TestFunct3, tous les calculs sont effectués à partir des registres internes, la communication avec
la mémoire est donc très faible et l’activité du processeur est maximale.
12. Instruction Set Architecture
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La différence entre TestFunct et TestFunct2 vient de la programmation de l’algorithme. Test-
Funct2 est optimisé afin de produire une activité supérieure à TestFunct. Cependant, le nombre
de transferts mémoire est identique pour les deux applications.
Le fonctionnement des méthodes de SBST sera détaillé plus précisément dans le chapitre 3.
Le tableau 2.2 montre les caractéristiques des ces applications. En particulier, le tableau mon-
tre les différences dans le nombre de Load/Store par seconde et le nombre d’instructions par
seconde pour chaque application. Ces deux valeurs permettent de caractériser le profil de chaque
application. Par la suite, nous corrélerons le taux d’erreur observé avec ces informations. Cela
nous permettra d’analyser quel paramètre a le plus d’impact sur le taux d’erreur observé dans nos
expériences.
Ces applications ont des comportements très différents. Par exemple, seulement 0,0012%
des instructions effectuées par l’application TestFunct3 sont des Load/Store, contre 34,1% pour
Qsort. Cela confirme que l’application TestFunct3 utilise essentiellement les registres internes et
communique peu avec la mémoire externe, à la différence de l’application Qsort. Ainsi, l’ensem-
ble des applications est utilisé pour couvrir une diversité de profil d’applications.
Dans le cas d’un stress interne fort, chacune des sept applications s’exécute en continu pen-
dant une heure, ce temps est nommé CET (Continuous Exeution Time). Par exemple, l’applica-
tion FunctionnalTest3 s’exécute 53 fois pendant une heure. Le temps nécessaire pour exécuter
toutes les applications est égal à sept heures. C’est la période PET (Periodic Execution Time).
Les applications sont exécutées en continu jusqu’à ce que tous les CUT soient défaillants. Ainsi,
chaque application est exécutée périodiquement pendant une heure (CET) toutes les sept heures
(PET). La figure 2.7 montre ce protocole de stress interne.
N° Applications # load/store par s # Instr. par s Durée (s)
A Qsort 8,567,619.96 25,157,627.08 9.28
B FIR 5,113,756.02 12,600,864.70 7.60
C Quant 3,982,256.49 10,202,307.42 11.48
D TestFunct2 1,323,048.81 6,084,324.06 1.52
E TestFunct 925,207.17 3,544,534.22 2.18
F DCT 27,544.99 180,340.58 1.98
G TestFunct3 110.17 9,531,901.79 67.84
TABLE 2.2 : Caractéristiques des applications.
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FIGURE 2.7 : Protocole de stress interne fort. Chacune des sept applications s’exécute en continue pen-
dant une heure (CET) toutes les sept heures (PET). CET=Continuous Execution Time and PET=Periodic
Execution Time. Dans le cas d’un test interne faible, les applications ne sont exécutées qu’une seule fois
pour chaque CET.
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2.5 Résultats
Cette partie présente et analyse les résultats de la plateforme expérimentale. Plus précisément,
nous débuterons en présentant les conditions expérimentales de l’expérience. C’est à dire, que
nous détaillerons l’historique expérimental des cartes ainsi que la manière dont elles ont été
déclarées défaillantes.
Par la suite, nous analyserons les erreurs apparues lors de l’expérience, et nous les corrélerons
avec les différents stress appliqués. Premièrement, nous verrons comment les erreurs intermit-
tentes évoluent avec l’activité des processeurs. Deuxièmement, nous comparerons les erreurs
observées avec les différents applications.
Pour finir, nous étudierons dans le détail comment apparaissent les erreurs intermittentes, ce
qui les caractérise, et comment elles évoluent en fonction du temps.
2.5.1 Conditions expérimentales
Historique
Avant de présenter les résultats de l’expérience présentée dans la partie précédente, il est
nécessaire de présenter l’historique expérimental des cartes. En effet, un première expérience à
précédée celle que nous présentons dans cette partie. Cette expérience a été réalisée à 145°C pen-
dant six mois et n’a présenté aucune erreur de calcul sur les différents CUT. Par conséquent, nous
pouvons considérer que les erreurs analysées par la suite ne sont pas dues, ni à une mauvaise
configuration du FPGA, ni à des problèmes logiciels. Cela confirme que les erreurs de calcul ob-
servés résultent directement de l’augmentation de la température et du vieillissement induit par
celle-ci. Toutefois, au cours de cette période, les différents CUT ont été chauffés et donc soumis
à un vieillissement accéléré.
L’expérience qui nous intéresse a été réalisée en appliquant aux CUT un stress interne de
170°C. De plus, nous pouvons remarquer que les CUT témoins n’ont montrés aucune erreur.
Au lancement de l’expérience les CUT ne sont pas alimentés. La température est progres-
sivement augmentée jusqu’à l’obtention de la température de consigne souhaitée. Cette durée est
de 25 minutes. Une fois la température atteinte, les cartes sont alimentées et l’expérience peut
commencer.
Les paragraphes suivants montrent comment les cartes ont été considérées comme défail-
lantes et après quelle durée.
Défaillance des CUT
Le tableau 2.3 indique le temps avant défaillance en fonction des différents CUT. Nous pou-
vons remarquer que les CUT 1 et 6 n’ont pas de temps de défaillance. En effet, ce sont les CUT
témoins et ils n’ont présenté aucune erreur.
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Les CUT 2 et 3 ont été soumis à un stress interne fort (lot 1), alors que les CUT 4 et 5 ont été
soumis à un stress interne faible (lot 2).
Pour un même lot nous constatons que les durées avant défaillance peuvent être très dif-
férentes. Dans le lot 1, le CUT 3 est devenu défaillant après une durée de 80h alors que le CUT 4
est devenu défaillant après une durée de 241h. Cette dernière durée sera la base de temps utilisée
pour présenter les résultats, les erreurs ayant principalement été observées dans le lot 1.
La fin de l’expérience a été donnée avec la défaillance du CUT 4 après 308h.
Lot CUT Stress interne Stress externe Temps avant défaillance
1 1 fort NON (témoin) NA
1 2 fort OUI 241h
1 3 fort OUI 80h
2 4 faible OUI 308h
2 5 faible OUI 173h45
2 6 faible NON (témoin) NA
TABLE 2.3 : Temps avant défaillance en fonction des cartes
Comportement des défaillances
Un CUT est considérée comme défaillant quand le processeur ne peut plus être programmé.
Dans ce cas la carte est retirée de la plateforme.
Le comportement des CUT après défaillance est similaire. Nous avons observé que la défail-
lance n’est pas totalement destructive mais dépend de la température. En effet, les CUT défail-
lants retrouvent leur fonctionnalité à température ambiante. Cependant, en augmentant progres-
sivement la température, ils redeviennent défaillants au-delà de 125°C.
D’une part, la température accélère les mécanismes de défaillance qui ont un impact sur les
délais de propagation du composant. Et d’autre part, la température a un lien direct avec les délais
de propagation dans les lignes. Ce résultat semble donc cohérent, cependant on peut s’interroger
sur l’amplitude de cette défaillance. En effet, les CUT sont passés brutalement d’une température
limite de fonctionnement supérieure à 170°C à une température limite inférieure à 125°C. La
dégénérescence du circuit ne semble donc pas être linéaire.
2.5.2 Taux d’erreurs intermittentes
Le premier résultat présente l’ensemble des erreurs détectées au cours de l’expérience, tout
CUT confondus. Ainsi, la figure 2.8 indique le nombre total d’erreurs intermittentes de calcul
observées. Chaque point représente le nombre total d’erreurs observé pendant une période de
sept heures (PET).
Cela montre qu’il est possible d’observer des erreurs intermittentes à un niveau système et
très tôt avant que le système ne tombe en panne. Nous pouvons constater que des erreurs ont été
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observées dès la première période PET. Durant cette période, 148 erreurs ont été observées toutes
applications confondues. Nous verrons par la suite comment les erreurs se répartissent suivant les
applications.
Plus précisément, la première erreur de calcul a été détectée après 3,12 heures sur le CUT 2.
La ligne pointillée sur la figure 2.8 montre la moyenne du nombre d’erreurs détectées au cours
de chaque période de PET. Nous pouvons voir que le nombre d’erreurs intermittentes augmente
avant la défaillance générale de tous les CUT. Entre 100h et 250h d’expérience, la moyenne du
nombre d’erreurs intermittentes augmente linéairement d’un coefficient 3.67 erreurs par heure.
Le creux observé entre 50 et 100 heures correspond à la date de défaillance d’un des CUT soumis
à un fort stress interne (CUT 3, voir tableau 2.3). C’est pour cela que, durant cette période, moins
d’erreurs sont observées.
Conclusion : Ces résultats confirment l’existence d’erreurs intermittentes et justifient l’utilisa-
tion de méthodes de test en ligne pour détecter ces erreurs. En effet, si aucune action n’est prise,
les erreurs semblent augmenter progressivement jusqu’à la défaillance des CUT.
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FIGURE 2.8 : Courbe mettant en évidence les problèmes intermittents et représentant le nombre d’erreurs
intermittentes de calcul observées sur tous les CUT à 170°C. Chaque point représente le nombre d’erreurs
observé pour un PET. C’est à dire pour une période de sept heures.
2.5.3 Impact de l’activité des processeurs sur les erreurs intermittentes
Un de nos objectifs est d’analyser l’impact de l’activité des processeurs sur l’apparition des
erreurs. En effet, nous avons vu dans le chapitre 1 que le lien entre activité et vieillissement n’est
pas trivial et peut varier d’une technologie à une autre. De plus, les observations faites dans cette
partie ne s’appliquent qu’à la technologie dans laquelle les CUT sont réalisés (Xilinx 65 nm).
Pour répondre à cet objectif, ce paragraphe compare le nombre d’erreurs observées sur les
deux lots. Les CUT soumis à un faible stress interne exécutent chaque application une fois toutes
les heures. Afin de comparer le nombre d’erreurs intermittentes observées en fonction du stress
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interne, seules les erreurs observées lors de la première exécution de chaque programme sont
conservées.
Ainsi, la figure 2.9 montre le nombre d’erreurs de calcul détectées lors de la première exécu-
tion de chaque programme pour les CUT soumis à un fort stress interne et pour les CUT soumis
à un faible stress interne. On observe un total de 25 erreurs pour les CUT soumis à un fort stress
interne et un total de 2 erreurs pour les cartes à faible stress interne.
Le tableau 2.4 compare le taux moyen d’erreurs des lots 1 et 2 en prenant le rapport du
nombre d’erreurs de calcul détectées lors de la première exécution de chaque programme sur le
temps séparant le début des expérimentations et la défaillance de la dernière carte (241 heures).
Et on observe un rapport de 12,45 entre les deux CUT soumis à des activités différentes.
Conclusion : Les cartes soumises a un stress interne fort génèrent plus d’erreurs que les cartes
soumises à un stress interne faible. L’activité des processeurs a bien un lien avec la génération
d’erreurs intermittentes.
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FIGURE 2.9 : Nombre d’erreurs de calcul détectées lors de la première exécution de chaque programme
(chaque heure) sur toute la durée des expériences.
Lot Stress interne Taux moyen d’erreur de calcul
par heure
1 Fort 0.08
2 Faible 0.006
TABLE 2.4 : Taux moyen d’erreurs de calcul par heure et par lot. Pour chaque lot la moyenne a été réalisée
sur tous les CUT confondus.
2.5.4 Impact des erreurs intermittentes sur les applications
Ce paragraphe compare la sensibilité des différentes applications exécutées sur les CUT avec
les erreurs intermittentes observées. Ainsi, les résultats combinent les erreurs observées sur tous
les CUT des deux lots.
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La courbe 2.10a représente une estimation par noyau [43] (kernel density estimation en
anglais) de la densité de probabilité d’observer une erreur intermittente au cours du temps. Cette
estimation est aussi appelée méthode de Parzen-Rozenblatt, c’est une méthode non-paramétrique
qui permet d’estimer la densité de probabilité en tout point. Plus il y a d’observations au voisinage
d’un point et plus la densité est élevée. Ainsi les pics représentent les instants de forte densité
d’erreur. Dans notre cas, cela nous permet d’observer si la densité d’erreurs évolue en fonction
du temps ou si elle est constante au cours du temps.
En particulier, nous constatons que tous les programmes n’ont pas de pics de densité aux
mêmes instants. Ainsi, les programmes les plus affectés par les erreurs intermittentes évoluent
en fonction du temps. Jusqu’à 100h d’expérience, la plus forte densité observée concerne les
applications FIR et TestFunct, alors qu’à la fin de l’expérience cela concerne les applications
Qsort et TestFunct2.
La courbe 2.10b présente un cumul des erreurs de calculs observées au cours du temps sur
tous les CUT et permet de comparer le nombre d’erreurs observées sur les différents programmes.
On observe notamment que le programme Qsort est plus soumis à des erreurs intermittentes
et que l’évolution du nombre d’erreurs observées au court du temps est constante. On peut égale-
ment observer que le programme TestFunct3 est le programme sur lequel le moins d’erreurs a été
observé au cours des expériences.
Plus précisément, nous constatons que les applications avec le plus grand nombre d’erreurs
sont aussi celles qui effectuent le plus grand nombre de Load/Store par seconde (voir tableau 2.2).
Le nombre de Load/Store par seconde représente le trafic avec la mémoire externe. Ainsi, les
applications effectuant le plus de trafic avec la mémoire externe semblent être plus sensibles aux
erreurs intermittentes.
Conclusion : Tous les programmes semblent être affectés par les erreurs intermittentes. Cepen-
dant, le nombre d’erreurs observées ne semble pas être lié au nombre d’instructions par seconde,
mais plutôt au nombre de load/stores par seconde.
2.5.5 Mise en évidence de burst d’erreurs intermittentes
Les résultats précédents ont analysé des nombres moyens d’erreurs en combinant des ob-
servations sur plusieurs CUT voire sur plusieurs lots. En effet, l’objectif était d’évaluer quan-
titativement l’impact des différents stress sur le nombre moyen d’erreurs observées. Dans cette
partie nous analysons l’apparition des erreurs et tentons d’extraire les caractéristiques des er-
reurs observées. Ainsi, les observations seront faites sur un seul CUT et une seule application : le
CUT 2 et l’application TestFunct3. Cependant, les résultats s’appliquent à toutes les applications.
Premièrement, observons comment les erreurs se manifestent au sein d’une même applica-
tion. La figure 2.11 représente l’accumulation des erreurs observées sur le CUT 2 pour le pro-
gramme TestFunct3 tout au long de l’expérience.
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FIGURE 2.10 : Courbes comparatives des liens entre erreurs intermittentes et programmes exécutés sur
les cartes à fort stress interne.
(a) Estimation par noyau de la densité de probabilité d’observer une erreur intermittente en fonction du
temps pour chacune des applications.
(b) Cumul d’erreurs en fonction des applications.
Chaque programme s’exécute périodiquement une heure (CET) toutes les sept heures (PET),
ainsi chaque programme s’est exécuté au maximum 34 fois au cours de l’expérience. La fig-
ure 2.11 montre uniquement 5 périodes de l’application avec des erreurs. Cela indique que l’ap-
plication n’est pas erronée pour chacune de ses périodes d’exécution. En outre, une fois que
l’erreur est déclenchée, si aucune mesure n’est prise pour y mettre fin, le programme continue de
produire des erreurs intermittentes.
Le fait que plusieurs erreurs se produisent en rafale pendant l’exécution d’une même appli-
cation et pendant une courte période est appelée burst. Nous nommerons ce phénomène par le
terme anglais qui se prête mieux au phénomène et qui traduit mieux sa soudaineté. Selon nos
observations, toutes les erreurs de calcul arrivent en burst.
Ici, l’erreur est corrigée par l’arrêt du processeur, lors du chargement du programme suivant
(de l’application (X) à (Y)). Par conséquent, ce résultat confirme que des techniques de suspen-
sion [6] utilisées pour récupérer des erreurs intermittentes peuvent être utilisées. Ces techniques
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consistent à suspendre le processeur pendant un certain temps afin de stopper les erreurs inter-
mittentes.
Pour être encore plus précis, analysons un des burst d’erreurs intermittentes. La figure 2.12
montre une trace d’exécution pour le programme TestFunct3 en présence d’erreurs intermittentes
au cours d’un CET.
Chaque point correspond au résultat de chaque exécution (comme expliqué dans la fig-
ure 2.4). Le résultat est soit erroné, soit correct. Cette figure met en évidence le caractère répétitif
des erreurs intermittentes.
Nous pouvons caractériser une erreur intermittente par deux paramètres : la durée moyenne
séparant deux erreurs et la durée moyenne de maintient de l’erreur. Dans notre cas, le temps
moyen avant erreur est d’environ 2,1 exécutions et la durée moyenne des erreurs intermittentes
est d’environ 1,5 exécutions. Ainsi, pour chaque burst d’erreurs, il est possible de calculer ces
valeurs. La partie suivante étudie l’évolution de ces caractéristiques au cours du temps.
Conclusion : Toutes les erreurs observées apparaissent sous la forme d’un burst d’erreurs et
seul l’arrêt du processeur semble stopper l’apparition des erreurs. De plus, les erreurs intermit-
tentes peuvent être caractérisés par deux paramètres : la durée moyenne séparant deux erreurs et
la durée moyenne de maintient de l’erreur.
FIGURE 2.11 : Nombre d’erreurs observées sur un CUT pour le programmeTestFunct3 tout au long de
l’expérience. Chaque ensemble d’erreurs correspond à un burst d’erreurs intermittentes.
2.5.6 Évolution des caractéristiques des bursts dans le temps
Le paragraphe précédent met en évidence des bursts d’erreurs intermittentes et montre, en
particulier, une trace d’exécution d’un programme. A partir de cette trace, il est possible de
caractériser l’erreur intermittente par deux paramètres, la durée moyenne séparant deux erreurs
et la durée moyenne de maintient de l’erreur. La figure 2.13 illustre ces caractéristiques.
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FIGURE 2.12 : Trace d’exécution pour le programmeFunctionnalTest3 en présence d’un burst d’erreurs
intermittentes, au cours d’un (CET) de une heure. Chaque point correspond au résultat de l’exécution : soit
erroné, soit correct.
Nous avons vu précédemment que toutes les erreurs observées sont apparues au cours d’un
burst. Ainsi, pour chaque groupe d’erreurs observées sur une application, après un CET, il est
possible de calculer ces deux paramètres. Afin d’analyser leur évolution au cours du temps, nous
avons présenté sur une même courbe chacun de ces paramètres toutes applications confondues.
La figure 2.14a montre l’évolution de la durée moyenne de maintient des erreurs intermittentes
(TMEDE) au cours du temps, et la figure 2.14b présente l’évolution de la durée moyenne entre
deux erreurs intermittentes.
La figure 2.14a montre que la durée moyenne de maintien des erreurs intermittentes (TMEE)
est inférieure à 80 exécutions d’application en début d’expérience et supérieure à 120 à la fin.
Cela représente une augmentation supérieure à 50% et cette augmentation est commune à toutes
les applications. Cela montre, que la durée des erreurs augmente avec le vieillissement.
Concernant, l’évolution de la durée moyenne entre deux erreurs intermittentes, la figure 2.14b
montre que cette durée est globalement constante sur la durée de l’expérience, mais qu’elle tend
à diminuer sur la fin de l’expérience.
Conclusion : Nous montrons que la durée moyenne de maintien des erreurs augmente avec
le vieillissement, mais que la durée moyenne entre deux erreurs intermittentes tend à rester con-
stante. En particulier, cela nous aidera par la suite dans la modélisation des erreurs intermittentes.
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FIGURE 2.13 : Les bursts d’erreurs intermittentes peuvent être caractérisés par les paramètres suivants :
TMEDE = Temps moyen entre deux erreurs, TMEE = Temps moyen en erreur, TMAE = Temps moyen avant
erreur.
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FIGURE 2.14 : (a)Durée moyenne de maintien des erreurs intermittentes en nombre d’itération de chaque
application (TMEE). (b) Durée moyenne entre deux erreurs intermittentes en nombre d’itération de chaque
application (TMEDE).
2.5.7 Implications pour la gestion du test en ligne
Comme nous l’avons mentionné dans l’introduction de ce mémoire, notre objectif est de
développer des méthodes de test en ligne adaptées à la fois aux erreurs intermittentes et aux
architectures multiprocesseurs. Dans ce sens, les résultats de ce chapitre permettent d’apporter
plusieurs informations utiles pour la suite.
Premièrement, nous avons prouvé qu’il est possible d’observer des erreurs intermittentes
avant l’apparition d’erreurs permanentes. Et cela suffisamment tôt pour envisager la restauration
des processeurs. Cela confirme que l’utilisation d’un test en ligne doit être mise en place.
Deuxièmement, nous savons que les erreurs intermittentes apparaissent en burst et que seul
l’arrêt du processeur permet de stopper ces erreurs. Tant que le processeur est en activité les
erreurs sont maintenues. Cela peut être utilisé en plus du test en ligne comme méthode de restau-
ration du système. Une fois l’erreur détectée, le processeur peut être arrêté le temps de stopper
l’apparition de l’erreur.
52 MISE EN ÉVIDENCE DES ERREURS INTERMITTENTES
Troisièmement, nous avons vu que les burst d’erreurs intermittentes peuvent être représentés
par deux paramètres, leur durée moyenne de maintien et la durée moyenne entre deux erreurs.
Basé sur ces paramètres, nous pourrons modéliser ces erreurs par un modèle de Markov afin
d’évaluer la probabilité de détection de plusieurs méthodes de test en ligne.
Quatrièmement, nous avons observé plus d’erreurs sur les processeurs soumis à la plus forte
activité. Dans une architecture multiprocesseurs, ce résultat permettra de faire l’hypothèse que
les processeurs soumis à la plus forte activité ont la plus grande probabilité d’être en erreur.
2.6 Conclusion
Jusqu’à présent, aucune étude n’a observé des erreurs intermittentes sur un système embarqué
dans une technologie actuelle. Ce chapitre a permis de définir une plateforme expérimentale
capable d’observer des erreurs intermittentes. Pour cela, des processeurs en technologie 65 nm
sont soumis, d’une part à une température supérieure à 160°C et d’autre part à l’exécution d’un
ensemble d’applications. Ces deux paramètres représentent respectivement un stress externe et
un stress interne. Le stress en température permet d’accélérer le vieillissement des processeurs et
ainsi de générer des erreurs intermittentes. Le stress interne permet de sensibiliser les différentes
parties du processeur et permet de générer plusieurs profils d’activité différents.
Nous avons pu confirmer que les erreurs intermittentes peuvent être observées avant l’appari-
tion d’erreurs permanentes. Nos résultats confirment la présence de défauts intermittents très tôt
avant la période d’usure du circuit. De plus, nous montrons que les circuits intégrés soumis à la
plus forte activité présentent le plus grand nombre d’erreurs intermittentes. Cependant, toutes les
applications utilisées n’ont pas présenté le même nombre d’erreur, ainsi l’observation des erreurs
intermittentes dépend aussi des applications.
Concernant le mode d’apparition des erreurs intermittentes, toutes nos observations ont mon-
tré une apparition de type burst. Les erreurs apparaissent en rafale et seul l’arrêt des processeurs
semble les stopper.
Ces informations seront utiles pour mettre en place un système de détection en ligne des
erreurs intermittentes.
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Méthodes de détection en ligne des
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LES DEUX CHAPITRES précédents ont permis de situer le contexte de ce mémoire. Nousavons vu, dans le premier chapitre que plus la technologie évolue et plus il est difficilede fabriquer des circuits intégrés sans aucun défaut. Ces défauts ne sont pas forcément
visibles dès le début de la vie du composant, et peuvent se matérialiser par des fautes de délais
avec le vieillissement du circuit, des fluctuations des tensions d’alimentation ou de la température.
Ainsi, un circuit intégré peut être soumis à différents types de fautes durant sa vie. Nous avons
vu que ces fautes peuvent être transitoires, intermittentes ou permanentes.
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Nous avons confirmé, dans le deuxième chapitre, que des erreurs intermittentes peuvent se
manifester avant que le système ne soit défaillant. Avant cela, aucune étude n’avait analysé ex-
périmentalement l’apparition des erreurs intermittentes sur un système embarqué complexe dans
une technologie actuelle. Nous avons, en particulier, montré que les erreurs intermittentes peu-
vent être observées à un niveau système pendant le fonctionnement du circuit intégré. Ainsi, il est
possible de définir des méthodes de test en ligne capables de détecter les erreurs intermittentes.
Dans ce sens, la première partie de ce chapitre présentera la notion de tolérance aux fautes
et toutes les étapes nécessaires pour la mettre en place. La deuxième partie présentera un état de
l’art des techniques de détection en ligne des erreurs. Cela permettra, dans la troisième partie, de
comparer les différentes techniques dans le but de déterminer une méthode adaptée à la fois aux
erreurs intermittentes et aux architectures multiprocesseurs.
3.1 Critères de sélection
Le but de notre étude est de définir une méthode capable de détecter en ligne des erreurs
intermittentes dans une architecture multiprocesseur. Cependant, nous définissons ici un certain
nombre de critères auxquels la méthode sélectionnée devra répondre. Tout d’abord, la solution
choisie ne devra pas nécessiter la modification des processeurs. En effet, nous considérerons
dans notre étude que nous avons peu de connaissances des processeurs et qu’ils peuvent être de
plusieurs types différents au sein de l’architecture. De même, l’impact sur les performances et le
coût en surface silicium seront des critères déterminants.
Nous avons montré dans les deux chapitres précédents, que le vieillissement varie dans le
temps et que le besoin en fiabilité n’est pas le même pour toutes les applications. Ainsi, la méth-
ode que nous voulons déterminer doit pouvoir être adaptée en fonction du vieillissement et en
fonction des applications.
Fonctionnalités à apporter :
– Capacité à détecter des erreurs intermittentes
– Adaptation au vieillissement
– Adéquation application⇔ niveau de fiabilité
– Gestion en ligne de fiabilité
– Évaluation de l’apport en fiabilité
Peu d’impact sur :
– Coût silicium
– Design (Pas de modification des IP)
– Consommation
– Performance
TABLE 3.1 : Critères de sélection du procédé de détection en ligne des erreurs.
3.2 Notions de tolérance aux fautes
3.2.1 Les différentes étapes de la tolérance aux fautes
La notion de tolérance aux fautes regroupe l’ensemble des techniques utilisées pour s’af-
franchir des fautes dans le circuit et ainsi éviter les erreurs et les défaillances. On trouve aussi
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en français le terme de tolérance aux erreurs qui, généralement, se réfère à la même notion de
tolérance aux fautes.
La tolérance aux fautes est effectuée en utilisant la redondance matérielle, logicielle, d’in-
formation, et/ou temporelle. L’ensemble des étapes utilisées pour rendre un système tolérant aux
fautes est le suivant [44] :
– Masquage
– Détection
– Isolation
– Diagnostic
– Reconfiguration/réparation
– Rétablissement
L’ensemble de ces étapes est détaillé dans la suite de cette partie.
Tout système tolérant aux fautes ne comporte pas obligatoirement chacune des étapes précé-
dentes, mais au minimum il doit être constitué d’un mécanisme de détection des erreurs. Pour
cette raison, nous concentrerons notre étude sur cette partie, et particulièrement sur la détection
en ligne des erreurs.
3.2.2 Masquage
Le masquage consiste à corriger dynamiquement une erreur au cours de l’exécution d’un
système. Par exemple, les techniques de NMR [44] se basent sur N modules redondants pour
délivrer un résultat correct (voir figure 3.1a). Dans le cas de trois systèmes redondants (Triple-
Modular Redundancy), si un des systèmes produit une erreur, alors elle sera corrigée par les deux
systèmes sains restant.
De même, les codes correcteurs d’erreurs (ECC) sont des techniques de masquage, comme
par exemple les codes Hamming SEC/DED [44]. Dans notre contexte, les codes correcteurs d’er-
reurs sont principalement utilisés pour protéger des données en mémoire (voir figure 3.1b). Lors
de l’enregistrement d’une donnée en mémoire, des informations redondantes sont ajoutées. Ainsi,
lors de sa lecture, ces informations redondantes peuvent permettre de détecter ou de corriger, une
ou plusieurs erreurs, selon la taille des informations redondantes.
3.2.3 Détection
La détection ou le test des erreurs rassemble plusieurs techniques appliquées à un composant
tout au long de sa vie. On peut distinguer les approches hors ligne et les approches en ligne [45].
Dans la suite de ce chapitre, nous nous intéresserons aux approches de détection en ligne des
erreurs, ainsi, il est important de distinguer ces deux types d’approches.
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Système 1 
Système 2 
Système 3 
(a)
1 0 1 0 0 1 1 0 1 1 0 1 
Erreur 
Donnée ECC 
1 0 1 0 1 1 1 0 1 
Donnée corrigée 
(b)
FIGURE 3.1 : Illustration de méthodes de masquage [44]. (a) Masquage de type TMR : ici, les sorties de
trois systèmes sont comparées pour assurer un résultat correct. (b) Code correcteur d’erreurs (ECC) : des
informations redondantes sont ajoutées à une donnée pour pouvoir détecter ou corriger une ou plusieurs
erreurs.
Détection hors ligne des erreurs
Exécutés tout au long du flot de fabrication (sur wafer, après découpage des puces, puis après
encapsulation), les tests hors ligne permettent d’éliminer de façon rapide et efficace tous les
systèmes défectueux comportant des défauts de fabrication. Ces défauts permanents sont révélés
par l’application de séquences de détection. Le test consiste à appliquer des vecteurs de test aux
entrées du circuit sous test et à comparer les sorties observées à des données de référence pré-
calculées par simulation.
Le test hors ligne s’effectue alors que le circuit est en dehors de son contexte et que l’on a
accès à toutes ses entrées/sorties. Dans ce cas, les vecteurs de test sont envoyés et les résultats
analysés à l’aide de testeurs industriels (ATE). Cependant ces testeurs souffrent de nombreux
inconvénients [45] :
– une mémoire importante pour stocker les vecteurs de test ;
– un nombre de pointes de test égal au nombre d’entrées/sorties ;
– un temps de test relativement important, par rapport à la vitesse des circuits eux mêmes.
Ainsi, les tests hors ligne sont complétés par des tests en ligne.
Détection en ligne des erreurs
Les techniques de détection en ligne des erreurs sont exécutées pendant que le système est en
fonctionnement. Cependant, on distingue deux classes de techniques de détection : les tests non
concurrents et les tests concurrents.
Test en ligne non concurrent Le test en ligne non concurrent peut être utilisé au démarrage
du système ou à intervalles réguliers durant le cycle de vie du produit.
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De la même façon que les tests hors ligne, le test en ligne non concurrent consiste à appliquer
des vecteurs de test aux entrées du circuit sous test et à analyser ses sorties. À la différence que
les structures de test sont intégrées dans le composant.
Les techniques de test intégré (BIST) consistent à inclure directement dans le circuit, des
fonctions de génération de vecteurs de test (on évite ainsi d’avoir une mémoire dans laquelle
tous les vecteurs sont stockés) et d’analyse des résultats. Les dispositifs de test intégrés doivent
être capables de générer des vecteurs de test et de comparer les résultats obtenus à ceux attendus
suivant le schéma de principe représenté dans la figure 3.2.
Les étapes sont les suivantes [45] :
1. Le contrôleur de test met le circuit sous test (CUT) en mode test, c’est à dire que toutes les
entrées sont déconnectées pour isoler le circuit pendant la durée du test.
2. Le générateur de vecteurs de test envoi sur les entrées du CUT des patterns de test générés
de manière pseudo-aléatoire, à l’aide de circuits LFSR par exemple.
3. Les vecteurs de test sont propagés à l’intérieur du CUT.
4. Les sorties sont comparées avec des signatures de références
On remarque que le circuit doit être dans un mode de test, dans lequel les entrées sont décon-
nectées, le circuit est donc isolé pendant la durée du test. Ainsi, pour des architectures comportant
plusieurs cœurs, un cœur peut être isolé et testé pendant que les autres sont en fonctionnement,
c’est pour cela qu’il porte le nom de test en ligne.
Circuit sous test
Analyse
Génération des 
vecteurs de test
Contrôle du test
Entrées 
primaires
Sorties 
primaires
Mode 
Test Résultat
FIGURE 3.2 : Schéma de principe d’une architecture BIST (Built-in Self-Test).
Test en ligne concurrent Le test en ligne concurrent est exécuté pendant le fonctionnement
du circuit. Il est indispensable pour détecter des défauts physiques dus à la fatigue ou à l’usure
prématurée du composant, c’est le cas notamment des défauts intermittents et transitoires. Lors
d’un test non concurrent, ces types de défauts peuvent échapper au test, le test en ligne a une plus
grande probabilité de les détecter.
Les différentes approches de détection en ligne des erreurs
Afin de classer les différentes approches de détection en ligne des erreurs, nous définissons
plusieurs catégories :
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– Redondance spatiale [46–48] : ces approches utilisent la duplication du système ou de
parties du système pour assurer la détection des erreurs.
– Vérification de propriétés [49, 50] : ces approches vérifient certaines propriétés d’exécution
pour assurer la validité des résultats produits par le système.
– Utilisation de structures de test [51–53] : ces approches utilisent des structures de test BIST
ou des vecteurs de test pour s’assurer que le système n’est pas défaillant.
– Redondance temporelle [54–58] : ces approches utilisent une duplication des données sé-
parées dans le temps pour détecter une erreur.
D’autres approches se basent sur l’observation de symptômes [59] pour détecter des erreurs
transitoires. Cependant, nous considérons qu’elles ne sont pas pertinentes pour notre étude.
Ces différentes approches seront détaillées dans la partie suivante.
3.2.4 Isolation
L’isolation des erreurs consiste à éviter leur propagation, une fois qu’elles sont détectées.
L’isolation peut être effectuée en utilisant des techniques de détection d’erreurs. Par exemple,
les techniques de duplication assurent le confinement des erreurs à l’intérieur de la sphère de
redondance.
Notion de sphère de redondance
Le concept de sphère de redondance [47] permet de mieux comprendre les mécanismes de
détection d’erreurs et leurs différences. Ce concept s’applique à toutes les méthodes de détection
se basant sur une exécution redondante, matérielle, logicielle, temporelle ou spatiale.
La sphère de redondance est l’ensemble logique dans lequel les éléments sont protégés par
la détection d’erreur. Pour cela, les données entrant dans la sphère doivent être dupliquées et les
données sortantes doivent être comparées avant de sortir de la sphère.
Si une erreur apparaît à l’intérieur de la sphère et se propage jusqu’à ses sorties, alors elle sera
détectée, et l’erreur ne pourra pas se propager hors de la sphère de redondance. La figure 3.3a
illustre un exemple de sphère de redondance dans laquelle deux microprocesseurs sont protégés,
et à l’extérieur de laquelle la mémoire et les entrées/sorties ne sont pas protégées.
Ceci pose les remarques suivantes :
– la sphère de redondance ne couvre pas tous les composants, il faut donc prévoir d’autres
moyens pour protéger les éléments extérieurs à la sphère. Dans l’exemple figure 3.3a, la
mémoire n’est pas protégée par la sphère de redondance et nécessite donc de mettre en
œuvre des techniques telles que ECC ;
– il est important de bien choisir quelles sorties sont à comparer. Si des données critiques
ne sont pas comparées, il y a un risque de ne pas détecter les erreurs. Si des sorties non
utiles sont comparées, le temps de comparaison et la complexité peuvent être augmentés
inutilement ;
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– en ce qui concerne les entrées, si elles ne sont pas correctement reproduites ou si le délai
est trop important, alors il y a un risque que les différents flux d’exécution diffèrent.
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(Mémoire, E/S) 
Entrées 
dupliquées 
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(a)
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(b)
FIGURE 3.3 : Exemples de sphères de redondance : (a) Excluant la mémoire et les entrées/sorties (b) In-
cluant la mémoire
Taille de la sphère de redondance
La taille de la sphère de redondance peut-être très différente d’un système à un autre. Suivant
le nombre de composants inclus dans la sphère de redondance, la taille peut-être considérable-
ment augmentée. Par exemple, sur la figure 3.3b la mémoire est incluse dans la sphère de redon-
dance. La mémoire est donc protégée, les accès avec le processeur sont plus rapides mais la taille
du système s’en voit considérablement augmentée.
Dans l’industrie, on peut trouver des sphères de redondance relativement différentes. Par
exemple dans les ftServer[60] de la société Stratus, la mémoire et les microprocesseurs sont
inclus dans la sphère de redondance de la même façon que sur la figure 3.3b. Et, au contraire,
dans les systèmes Himalaya[61] de la société Hewlett-Packard la mémoire n’est pas incluse de
la même façon que sur la figure 3.3a. En ce qui concerne le processeur G5[62] d’IBM, la sphère
de redondance n’inclut qu’une partie du pipeline (les unités de fetch, decode et excute) et exclut
les registres internes du processeur.
3.2.5 Diagnostic
L’étape de diagnostic permet de localiser la source de l’erreur. Elle est nécessaire à l’étape
suivante, pour rétablir la fonctionnalité du système. La précision de la localisation de l’erreur
sera donnée par la méthode de détection employée et les capacités de reconfiguration/réparation
de l’architecture. Par exemple, dans une approche en ligne adaptée à une architecture multipro-
cesseur, le diagnostic consistera à localiser un éventuel processeur défectueux. Dans ce cas, il ne
sera pas nécessaire de localiser précisément où l’erreur est apparue à l’intérieur du processeur.
Cependant, un diagnostic plus poussé peut être réalisé hors ligne.
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3.2.6 Reconfiguration/réparation
Lorsqu’un défaut permanent est détecté et qu’un composant du système n’est plus utilisable,
le système doit être capable de se reconfigurer afin de ne plus utiliser le composant défectueux,
de le réparer ou de le remplacer.
Dans le cadre d’une architecture multiprocesseur, cette étape est réalisée par la partie con-
trôle de l’architecture. Par exemple, si un processeur est considéré comme défaillant, il peux être
désactivé. Cette désactivation peut être définitive, ou temporaire. En effet, certaines fautes appa-
raissent avec la température, dans ce cas, la désactivation temporaire du processeur peut suffire à
abaisser sa température et ainsi restaurer la fonctionnalité du système.
3.2.7 Rétablissement
Les techniques de rétablissement sont utilisées pour restaurer un système après une erreur
intermittente ou transitoire [23]. En effet, si une erreur permanente est détectée dans un module,
ce dernier n’est plus utilisable. Dans ce cas, le système peut continuer son exécution sans ledit
module, c’est ce que l’on appelle graceful degradation ; ou activer un module en double (spare).
Dans ces deux cas, le système doit être conçu dès l’origine pour compenser cette défaillance,
sinon le système entier devient défaillant.
Classification des schémas de restauration
Pour illustrer les mécanismes de restauration, prenons la figure 3.4. L’état initial du système
est 00. Il passe par deux états intermédiaires, 01 et 10. Puis, en atteignant l’état courant, 11, une
erreur amène le système dans l’état erroné 01. Pour restaurer le système, trois techniques peuvent
être envisagées [23] :
– reboot : le système redémarre dans l’état 00 ;
– forward error recovery : le système reprend à partir de l’état courant 11 ;
– backward error recovery : le système reprend à partir d’un état antérieur à la détection de
l’erreur (01 ou 10).
00 01 10 11
01
Faute
État initial
État courant
État erroné
FIGURE 3.4 : États de restauration après une erreur
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Reboot
Un reboot est le schéma de restauration minimal qui peut être envisagé. Dans le cas d’erreurs
intermittentes ou transitoires, en redémarrant, le système retrouve sa fonctionnalité. Si le système
peut supporter la latence due au redémarrage du système, c’est une méthode qui est efficace.
Dans le cas d’une erreur permanente, le redémarrage du système ne permettra pas de le restau-
rer. Une maintenance sera nécessaire.
Forward error recovery
Pour utiliser une technique de forward error recovery, le système nécessite de connaitre une
version de l’état courant non erroné. Pour cela, le système doit implémenter une technique de
redondance pour reconstruire l’état courant. Les techniques de masquage (§ 3.2.2) sont des tech-
niques de forward error recovery.
Backward error recovery
Pour implémenter un mécanisme de backward error recovery, le système effectue des sauve-
gardes d’états (checkpoints). Si une erreur est détectée, le système reprend à partir de la dernière
sauvegarde. Pour que le mécanisme de restauration soit efficace, la fréquence de sauvegarde doit
être réfléchie. Si la fréquence est trop faible, les données en mémoire risquent d’être consom-
mées, la restauration devient alors impossible. Si la fréquence est trop grande, le coût engendré
par la sauvegarde de l’état du système devient non négligeable. Le processeur IBM série Z [62]
implémente un système de backward error recovery.
3.3 Les approches de détection en ligne des erreurs
Cette partie présente un ensemble de techniques de détection en ligne des erreurs basées
sur des approches matérielles ou logicielles et adaptées à des architectures mono-processeur ou
multiprocesseur. Le but de cette partie est, d’une part, de présenter les différentes approches de
détection en ligne des erreurs, et d’autre part, de les analyser en fonction de nos critères. Le but de
notre étude est de définir une méthode capable de détecter en ligne des erreurs intermittentes dans
une architecture multiprocesseur, et nous avons défini au début de ce chapitre les contraintes que
doit respecter cette méthode. Ainsi, nous tenterons de comparer chacune des méthodes à partir
de ces contraintes.
Comme nous l’avons vu dans la partie précédente, nous nous intéressons aux approches de
détection suivantes :
– redondance spatiale [46–48],
– vérification de propriétés [49, 50],
– redondance temporelle [54–58],
– utilisation de structures de test [51–53].
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Chaque type d’approche sera détaillé dans une partie différente, et tentera de décrire le type
d’erreur visé, la couverture de fautes ainsi que l’impact sur les performances et la surface.
3.3.1 Détection en ligne des erreurs par redondance spatiale
Il existe deux types d’approches de détection utilisant la redondance spatiale. La première
approche se base sur la duplication matérielle du système ou parties du système à fiabiliser, c’est
le cas du Locksteping et du NMR. Alors que la deuxième approche se base sur la redondance
matérielle déjà existante, c’est le cas du Redundant Multitheading.
Lockstepping
Le principe du lockstep [46] est connu et utilisé depuis les années 80 dans les applications à
fort besoin de fiabilité. Le lockstep est un procédé de détection par couplage fort, qui met en jeu
deux copies redondantes, d’un même programme, synchronisées au cycle près. Un comparateur
prend en entrée un ensemble de signaux internes de chaque copie redondante. Si les signaux
diffèrent, une erreur est détectée. La méthode du lockstep est une implémentation de DMR.
Couverture de fautes Le principal avantage du lockstep est qu’il ne se focalise pas sur un
modèle de faute en particulier. La couverture de fautes est donc maximale pour les erreurs local-
isées dans le processeur. Le lockstep est capable de détecter les défauts transitoires, intermittents
et permanents.
Impact sur les performances Tant qu’il n’y a pas d’erreur, l’impact sur les performances est
quasiment nul. En effet, seule la durée de comparaison des sorties est ajoutée, ce qui représente
au mieux un cycle d’horloge et au maximum quelques cycles [46].
Impact sur la surface Le coût en surface est généralement élevé mais dépend directement
de la sphère de redondance choisie. L’implémentation d’un lockstep nécessite au minimum la
duplication d’un processeur, ou de parties de celui-ci mais les différents niveaux de cache peuvent
s’ajouter, augmentant ainsi le coût en surface. Dans notre cas, et afin de comparer le coût en
surface des différentes techniques, nous considérerons que l’implémentation de cette technique
ajoute au minimum 100% de la surface.
Contraintes d’implémentation La mise en place du lockstep nécessite une synchronisation
forte pour maintenir les copies dans le même état, ce qui exprime une forte contrainte de concep-
tion au niveau de la duplication des entrées et la comparaison des sorties. Si la synchronisation
n’est pas faite au niveau cycle, les deux copies peuvent diverger rapidement. Notamment pour
les processeurs out-of-order qui peuvent exécuter des instructions de manière spéculative, dans
ce cas, les deux copies peuvent prendre des chemins différents.
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Ces contraintes peuvent être complexes à mettre en œuvre. Pour les relâcher, il existe une
implémentation du lockstep qui ne necéssite pas une synchronisation au cycle près, c’est le Loose
lockstepping ou Redundant Multitheading (RMT) .
Redundant Multitheading
De la même manière que pour le lockstep, les techniques de Redundant Multitheading (RMT)
reposent sur la comparaison des sorties de deux copies redondantes d’un même programme. En
ce qui concerne le lockstep, les entrées sont reproduites et les sorties comparées cycle par cycle,
alors que pour le RMT ces actions sont réalisées à chaque instruction de commit.
Le RMT est un concept qui peut être implémenté sur des architectures intégrant le multi-
threading, tel que les processeurs SMT [47] ou CMP [48], avec peu de modifications matérielles.
Ces processeurs possèdent plusieurs pipelines d’exécution et permettent l’exécution de plusieurs
threads en parallèle. Ici, le processeur est modifié de manière à ce que deux threads exécutent les
mêmes opérations. Ainsi, à la différence d’un processeur SMT non modifié, l’implémentation du
RMT réduit l’OS à ne voir qu’un seul thread pour deux voies matérielles.
Dans l’industrie, la société Marathon Technologies est la première entreprise à avoir implé-
mentée le concept de RMT dans ses serveurs Endurance 4000. Puis récemment Hewlett-Packard
est passé des architectures NonStop utilisant du lockstep aux architectures NonStop Advance Ar-
chitecture (NSAA) utilisant du RMT.
Contraintes d’implémentation L’implémentation dépend directement du type d’architecture
visé, ainsi la technique Simultaneous and Redondant Threading [47] (SRT) repose sur un pro-
cesseur superscalaire SMT et la technique Chip level Redundant Threading [48] (CRT) repose
sur un processeur CMP. Dans l’implémentation qui est faite du SRT, les deux threads sont démar-
rés avec un certain décalage (de quelques dizaines à quelques centaines de cycles d’horloge), le
premier thread est appelé leading thread et le deuxième trailing thread. Chacun des deux threads
produit des résultats, mais ceux-ci sont copiés en mémoire uniquement s’ils sont identiques.
Impact sur des performances En décalant le départ des deux threads, le trailing thread béné-
ficie de tout les défauts de cache du leading, c’est ce qui est appelé le slack fetch. Cette technique
permet de limiter l’impact sur les performances de l’architecture. La dégradation des perfor-
mances est de 20 à 40% suivant l’application exécutée et par rapport à un système non redondant
sans présence d’erreur.
Dans une implémentation de type CRT, le fait que les threads s’exécutent sur des processeurs
différents permet de limiter la dépendance de donnée au sein de chaque processeur. Ainsi les
performances sont meilleures que pour le SRT. La dégradation des performances est de 10 à 30%
suivant l’application exécutée et par rapport à un système non redondant.
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Couverture de fautes La couverture de fautes dépend de la sphère de redondance. Ainsi les
registres qui ne sont pas dupliqués ne bénéficient pas de protection. Par rapport au lockstep, cette
méthode ne bénéficie pas d’une couverture totale des fautes pour l’ensemble du processeur.
Les méthodes de SRT et CRT permettent une détection efficace des erreurs transitoires. En ce
qui concerne les erreurs permanentes et intermittentes, l’approche CRT permet une plus grande
couverture que l’approche SRT. En effet, les threads sont exécutés sur des processeurs différents,
ce qui évite les modes communs.
Synthèse et adaptation à nos contraintes
Nous avons présenté dans cette partie, deux techniques de redondance spatiale : le lockstep et
le RMT. Concernant la couverture des erreurs, ces techniques permettent de détecter des erreurs
intermittentes. De plus, ces méthodes peuvent être adaptées à des architectures multiprocesseurs,
cependant le coût en surface serait très important.
L’implémentation d’un lockstep implique que chaque processeur de l’architecture soit du-
pliqué, mais elle n’induit pas de dégradation des performances. Cependant, à cause du couplage
fort, cette technique nécessite une modification des processeurs, ce que nous voulons éviter.
De même, les méthodes de RMT nécessitent des processeurs multithread pour pouvoir être
implémentées. Or, nous considérons une architecture constituée de processeurs non-multithread.
Ainsi, l’augmentation de la surface, induite par cette technique, peut être estimée à 40% pour
chaque processeur. Cette technique, implique donc un coût en surface inférieur à une technique
lockstep, mais nécessite toujours la modification des processeurs.
À la vue des remarques précédentes, les techniques de redondance spatiale ne peuvent répon-
dre à nos contraintes.
3.3.2 Détection en ligne des erreurs par vérification de propriétés
d’exécution
Les approches présentées dans cette partie utilisent certaines propriétés d’exécution pour
assurer la validité des résultats produits par le système (voir figure 3.5). A la différence des
approches précédentes, ces approches ne nécessitent pas de dupliquer les ressources matérielles
et sont donc moins coûteuses au niveau de la surface. Les approches présentées sont DIVA [49]
et Argus [50].
Dynamic Implementation Verification Architecture
Dynamic Implementation Verification Architecture [49] (DIVA) est un module permettant
de détecter des erreurs de calculs ou des erreurs de données dans un processeur out-of-order.
Le module DIVA est ajouté à la suite du pipeline du processeur et vérifie le résultat de chaque
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FIGURE 3.5 : Illustration des méthodes de détection en ligne des erreurs par vérification de propriétés
d’exécution.
exécution. Ce module est composé de deux pipelines de petites tailles, le CHKcomp pipeline et
le CHKcomm pipeline pour chaque flux d’exécution du processeur.
Le CHKcomp pipeline vérifie qu’une instruction a été correctement exécutée par le pro-
cesseur. Pour cela, il est constitué de deux étages, un premier étage recalcule l’opération à partir
de l’instruction et des données précédemment utilisées par le processeur. Le deuxième étage
compare la donnée ainsi recalculée avec celle obtenue par le processeur. Si les deux résultats cor-
respondent alors le résultat est considéré comme valide, reste à vérifier que les données à l’entrée
de l’étage d’exécution sont valides.
Pour cela, le CHKcomm pipeline vérifie que le flot de données est correct. Il prend en entrée
les opérandes utilisés par le processeur et vérifie qu’ils concordent avec les données présentes
dans les registres du processeur. Si les sorties des deux modules DIVA sont corrects alors aucune
erreur n’est détectée.
Couverture de fautes Cette méthode est capable de détecter des erreurs permanentes ou des
erreurs de design dans le processeur principal, ainsi que des erreurs transitoires ou intermittentes.
Ainsi, cette technique pourrait être adaptée à nos contraintes.
Impact sur les performances La dégradation des performances est de 3 à 15% par rapport au
processeur seul.
Coût en surface Le coût en surface dépend du processeur utilisé, sur un processeur Alpha
21264, l’implémentation de Diva ne représente que 6% du processeur. Mais au contraire, sur un
processeur simple, l’implémentation de Diva peut représenter le double du processeur.
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Argus
De la même manière que Diva, Argus [50] se base sur la vérification de propriétés pour
assurer la validité de l’exécution.
Un processeur Von Neumann réalise quatre opérations pour obtenir un résultat :
1. choisir la séquence d’instructions à exécuter (control-flow) ;
2. exécuter chacune des instructions ;
3. transférer le résultat de chaque instruction, aux instructions ayant des dépendances de don-
nées (data-flow) ;
4. interagir avec la mémoire.
En vérifiant chacune des quatre propriétés précédentes, Argus assure la détection des erreurs
dans le cœur du processeur.
Pour vérifier la première propriété (control-flow), Argus compare un graphe de contrôle
d’exécution (CFG) statique, calculé lors de la compilation du programme, avec le CFG dy-
namique reconstruit lors de l’exécution de l’application. Si ceux-ci diffèrent, alors une erreur
est détectée.
Pour vérifier la deuxième propriété (exécution), le résultat des opérations des unités fonction-
nelles est vérifié en utilisant des modules spécifiques à chaque unité de traitement. Ces modules
ne nécessitent pas de ré-exécuter l’opération, mais vérifient la cohérence du résultat [63].
La troisième propriété (data-flow) est vérifiée en comparant le graphe de dépendance des
données (DFG) statiques en mémoire et le DFG reconstruit lors de l’exécution de l’application.
Le DFG est construit à partir de l’historique des états de chaque élément du système (SHS).
Pour finir, les accès mémoire sont protégés en utilisant des codes détecteurs d’erreurs (ECC).
Couverture de fautes Argus ne couvre pas les erreurs sur les entrées/sorties, les exceptions
et les interruptions. Mais, couvre respectivement 98% et 98,8% des erreurs transitoires et per-
manentes. L’efficacité à détecter des erreurs intermittentes n’est pas montrée, cependant, nous
pouvons supposer que cette technique en est capable.
Impact sur les performances La dégradation des performances est comprise entre 3% et 10%
et varie en fonction de l’application exécutée.
Coût en surface Une implémentation d’Argus a été réalisée dans un processeur OpenRisc 1200
(OR1200), et nécessite une augmentation de surface de 16,6%.
Synthèse et adaptation à nos contraintes
Nous avons présenté dans cette partie deux techniques de détection en ligne des erreurs util-
isant la vérification de propriétés d’exécution. Concernant la couverture des erreurs, ces tech-
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niques peuvent permettre de détecter des erreurs intermittentes, cependant aucune étude ne le
certifie. De plus, ces méthodes peuvent être adaptées à des architectures multiprocesseurs, cepen-
dant chaque processeur de l’architecture doit être modifié. Or, nous voulons éviter de modifier
les processeurs.
Nous constatons, que les deux méthodes induisent une dégradation des performances com-
prise entre 3% et 10%. Ceci, place ces techniques devant le RMT.
À la vue des remarques précédentes, les techniques de détection en ligne des erreurs utilisant
la vérification de propriétés d’exécution, ne peuvent répondre entièrement à nos contraintes.
3.3.3 Détection en ligne des erreurs par redondance temporelle matérielle
Les approches présentées dans cette partie utilisent une duplication des données séparées
dans le temps pour détecter une erreur. Ces approches requièrent un support matériel, cependant,
celui-ci est très inférieur aux approches de redondance spatiale.
Razor
L’objectif de Razor est d’abaisser au maximum la consommation du processeur. En abaissant
la tension d’alimentation, les performances du processeur se dégradent, des retards dans le traite-
ment des données apparaissent et peuvent provoquer des erreurs. Dans ce cadre, le but de Razor
est de positionner le processeur dans une zone offrant le meilleur compromis entre la consomma-
tion et le taux d’erreurs. En effet, le système Razor peut corriger les erreurs de délais jusqu’à un
certain seuil.
Razor[54] permet de détecter et de corriger des erreurs de délais au niveau du pipeline, en
effectuant une double capture sur les données entre les étages du pipeline. En présence d’une
erreur, la donnée présente lors de la deuxième capture est considérée comme correcte. Deux
implémentations sont décrites pour récupérer après cette erreur :
– soit le pipeline est gelé pendant un cycle, le temps de corriger la donnée,
– soit le pipeline est vidé et les instructions ré-exécutées.
Dans tous les cas, la donnée est corrigée avant d’être écrite en mémoire, ce qui évite sa
propagation.
Impact sur les performances Sans présence d’erreur, l’utilisation du système Razor n’induit
aucune perte de performance. En présence d’une erreur, suivant la méthode d’implémentation
choisie, la latence varie entre une période d’horloge et une fois la profondeur du pipeline, en
fonction de l’étage où a eut lieu l’erreur.
Couverture de fautes Razor permet de détecter et de corriger uniquement des fautes de délais
transitoires. Néanmoins, il peut aussi corriger des erreurs permanentes de délais (dues par exem-
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ple au vieillissement), si le délai ajouté reste inférieur à une demie période d’horloge. Dans ce
sens, cette méthode est aussi adaptée à la détection des erreurs intermittentes.
Surface L’augmentation de la surface concerne la modification des bascules utilisées pour la
double capture, ainsi que la logique de contrôle du pipeline en cas d’erreurs. En pratique, cela ne
concerne que le chemin critique du processeur. Ainsi, le surcoût pour le processeur est très faible.
Self-Imposed Temporal Redundancy
En utilisant la redondance temporelle, sur des processeurs out-of-order, le système Self-
Imposed Temporal Redundancy[55](SITR) force les unités fonctionnelles à effectuer deux fois le
calcul en maintenant les entrées. Si le résultat des deux calculs est différent, le deuxième résultat
est considéré comme correct.
Consommation Le fait de maintenir les entrées participe à limiter la consommation d’énergie
du test. En effet, si les entrées sont maintenues, il n’y a pas de transition. L’impact sur la puissance
dynamique est donc réduit.
Impact sur les performances La dégradation des performances apparait uniquement lors de
l’utilisation des unités fonctionnelles. Ainsi, elle dépend directement des applications et peut être
estimée entre 10% à 70%.
Coût en surface Pour fonctionner, SITR nécessite de modifier la station de réservation qui
envoi les données sur les unités fonctionnelles, ainsi que les unités fonctionnelles elles-mêmes.
Le coût en surface est de 1 à 5% suivant le composant (additionneur, multiplieur, . . . ).
Couverture de fautes D’une part, la détection des erreurs est limitée aux unités fonctionnelles,
et d’autre part, elle ne couvre que les erreurs transitoires. En effet, si une faute transitoire apparait
pendant le traitement d’une donnée alors elle peut provoquer une erreur. Dans ce cas, la ré-
exécution des traitements corrigera l’erreur. Cependant, dans le cas d’une erreur permanente,
l’erreur sera toujours présente.
Dans le cas des erreurs intermittentes, la ré-exécution peut être efficace, mais pour cela elle
doit être contrôlée. En effet, nous verrons dans le chapitre 4 que le temps entre les deux exécutions
détermine l’efficacité de la détection des erreurs intermittentes.
Microarchitecture Based Introspection
Le principe de Microarchitecture Based Introspection[56] est d’utiliser le temps de latence
due aux défauts de cache pour ré-exécuter un flux d’opérations. Si les deux exécutions ne ren-
3.3 Les approches de détection en ligne des erreurs 69
voient pas le même résultat, alors l’opération est exécutée une nouvelle fois pour déterminer le
résultat.
Couverture de fautes De même que pour SITR, cette méthode a principalement été conçue
pour la détection des erreurs transitoires. Ainsi, pour les mêmes raisons, elle n’est pas efficace
pour la détection des erreurs permanentes et très peu pour les erreurs intermittentes.
Coût en surface Afin de modifier le processeur pour mettre en place MBI, il est nécessaire
d’ajouter une file de registres supplémentaires, un buffer pour stocker les instructions à exécuter
en mode inspection, un mécanisme pour décider de passer en mode inspection et un comparateur
pour vérifier les résultats. Ainsi, le coût en surface est principalement donné par la mémoire qui
est estimée à 16 ko pour un cache du processeur de 1 Mo.
Impact sur les performances Le coût en performance est inférieur à 15% mais dépend des
applications. En particulier, les applications effectuant beaucoup de transferts mémoire ont aussi
beaucoup de cache miss et cela laisse plus de temps à MBI pour ré-exécuter des calculs. Dans ce
cas, le coût en performance est inférieur à 8%.
Synthèse et adaptation à nos contraintes
Nous avons présenté dans cette partie, trois techniques de détection en ligne des erreurs par
redondance temporelle matérielle : Razor, SITR et MBI. Ces trois techniques permettent de dé-
tecter des erreurs en comparant des données séparées dans le temps. Ces approches sont princi-
palement destinées à la détection des erreurs transitoires et dans certains cas intermittentes. En
effet, si l’erreur est permanente, alors deux exécutions séparées dans le temps donneront le même
résultat et l’erreur ne sera pas détectée.
Parmi ces techniques, Razor se détache des autres en proposant une méthode capable de
détecter des erreurs de délais avec un impact quasiment nul sur la durée d’exécution des applica-
tions. De plus, ces approches peuvent être implémentées dans une architecture multiprocesseur.
Cependant, cela nécessite la modification de chaque processeur, ce que nous voulons éviter.
À la vue des remarques précédentes, les techniques de détection en ligne des erreurs par
redondance temporelle matérielle ne peuvent répondre à nos contraintes.
3.3.4 Détection en ligne des erreurs par redondance temporelle logicielle
Comme les approches matérielles, les approches logicielles permettent de détecter et corriger
les erreurs. Ces approches peuvent être implémentées au niveau de l’application, de l’OS ou de
la machine virtuelle. Chaque niveau a ses avantages et ses inconvénients.
Au niveau de l’application, la détection et la restauration sont faciles à intégrer, mais une
erreur au niveau de l’OS ne pourra pas être détectée. Au niveau de l’OS, la détection et la restau-
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ration sont plus difficiles, puisqu’il faut modifier un OS entier. Au niveau de la couche de vir-
tualisation, celle-ci étant à l’interface entre le matériel et le logiciel, la détection peut bénéficier
d’un plus grand taux de couverture. Mais les mécanismes de détection et de restauration inclus
au niveau de la couche de virtualisation sont les plus complexes.
Cette partie présente des méthodes implémentant la duplication au niveau de l’application.
Error Detection by Duplicated Instructions
L’approche Error Detection by Duplicated Instructions[57](EDDI) implémente du RMT au
niveau logiciel, et contrairement aux approches matérielles, elle ne nécessite qu’un seul contexte
hardware.
Les registres et la mémoire sont séparés en deux pour permettre deux copies redondantes
des données. Ainsi, la mémoire est dans la sphère de reproduction, mais la quantité de mémoire
disponible pour les applications est divisée par deux.
L’approche EDDI repose sur le compilateur qui duplique chacune des instructions du pro-
gramme et ajoute des instructions de comparaison avant chaque store (voir tableau 3.2). Néan-
moins, après la comparaison les données sont dupliquées dans la mémoire. Cela permet de dé-
tecter une éventuelle faute transitoire ayant affecté la mémoire.
Couverture de fautes La méthode EDDI a été développée pour détecter des erreurs transi-
toires. En effet, dans le cas d’erreurs permanentes ou intermittentes, la ré-exécution d’une in-
struction donnera le même résultat, l’erreur ne sera pas détectée.
Coût en surface Pour implémenter EDDI, il n’est pas nécessaire de modifier l’architecture du
processeur, seule l’application nécessite d’être modifiée. Cependant, le coût en surface n’est pas
nul. En effet, il faut considérer l’ajout de mémoire engendrée par la duplication.
Impact sur les performances La dégradation des performances est de 36% à 111% sur un
processeur super-scalaire avec deux contextes hardware. Nous pouvons supposer qu’elle serait
supérieure pour un processeur simple ayant un seul contexte.
Sans EDDI Avec EDDI
LOAD R12 = [R11] LOAD R12 = [R11]
LOAD R22 = [R21]
ADD R11 = R12 + R13 ADD R11 = R12 + R13
ADD R21 = R22 + R23
COMPARE R11,R21
TABLE 3.2 : Implémentation de EDDI[57]
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Software Implemented Fault Tolerance et CompileR Assisted Fault Tolerance
Afin d’améliorer la technique précédente Software Implemented Fault Tolerance[58](SWIFT)
et CompileR Assisted Fault Tolerance[64](CRAFT) ont été développées. La principale différence
avec EDDI est que la mémoire n’est plus dans la sphère de reproduction. Il n’y a donc plus de
perte de mémoire. En effet, les auteurs supposent que la mémoire est protégée par ECC. Ainsi,
seuls les registres internes doivent être dupliqués.
Pour SWIFT, l’implémentation reste la même que pour EDDI, c’est à dire que le compilateur
duplique les instructions de l’application et ajoute des étapes de comparaison.
Dans le cas de CRAFT, la comparaison lors des store est faite en matériel. Cette solution est
donc hybride : c’est une solution logicielle bénéficiant d’accélérateurs matériels spécifiques.
Couverture de fautes Les techniques SWIFT et CRAFT s’appuyant sur EDDI, elles sont adap-
tées principalement à la détection des erreurs transitoires. De même, elles possèdent les mêmes
inconvénients concernant la détection des erreurs permanentes et intermittentes.
Coût en surface Concernant SWIFT, comme EDDI, il n’est pas nécessaire de modifier l’archi-
tecture du processeur, seule l’application nécessite d’être modifiée. Cependant, l’implémentant
de SWIFT implique la duplication des registres internes et nécessite une mémoire protégée par
ECC.
Concernant CRAFT, le processeur nécessite d’être modifié pour ajouter la comparaison matér-
ielle des registres. Cependant, les structures ajoutées sont extrêmement simples, ainsi, le coût en
surface est très faible.
Impact sur les performances La dégradation des performances induite par SWIFT et CRAFT
dépend des applications ; elle est comprise entre 10% et 85% pour SWIFT et entre 10% et 70%
pour CRAFT. De plus, grâce à la comparaison matérielle, CRAFT induit en moyenne moins de
10% de dégradations par rapport à SWIFT. Ces estimations ont été réalisées sur un processeur
super-scalaire Intel Itanium 2. Nous pouvons supposer qu’elles seraient supérieures pour un pro-
cesseur simple ayant un seul contexte hardware.
Inst. type NOFT SWIFT CRAFT
br faultDet, r1 != r1’
br faultDet, r2 != r2’
STORE st [r1] = r2 st [r1] = r2 st1 [r1 ] = r2
st2 [r1’] = r2’
br faultDet, r2 != r2’
LOAD ld r1 = [r2] ld r1 = [r2] ld1 r1 = [r2 ]
mov r1’ = r1 ld2 r1’ = [r2’]
TABLE 3.3 : Implémentation de SWIFT[58] et CRAFT[64]
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Synthèse et adaptation à nos contraintes
Dans cette partie, nous avons présenté trois techniques de détection en ligne des erreurs par
redondance temporelle logicielle : EDDI, SWIFT et CRAFT. Le principal avantage de ces tech-
niques est qu’elles ne nécessitent pas de modification des processeurs (sauf pour CRAFT). Seule
l’application doit être modifiée, et cette étape est réalisée automatiquement par le compilateur.
Ainsi, ces techniques peuvent être utilisées sur des architectures multiprocesseur.
Ces techniques ont été conçues pour détecter des erreurs transitoires, ainsi, elles ne sont pas
adaptées à nos contraintes. De plus, la dégradation des performances des applications peut être
très importante et dépasser 110%.
À la vue des remarques précédentes, les techniques de détection en ligne des erreurs par
redondance temporelle logicielles ne peuvent répondre à nos contraintes.
3.3.5 Détection en ligne des erreurs par utilisation de structures de test
Les approches présentées dans cette section utilisent des méthodes de type test (généralement
à base de BIST, voir §3.2.3) pour détecter des défauts. Un certain nombre de vecteurs de test
sont injectés sur les entrées du système à tester et l’analyse des sorties permet de détecter les
défauts éventuels. Les approches présentées dans cette partie sont Bulletproof [51], CASP[53] et
le Software-Based Self-Test [52].
Bulletproof
Le Bulletproof [51] pipeline utilise du BIST (voir §3.2.3) pour détecter et diagnostiquer les
erreurs. Puis avec des points de sauvegarde, il permet de restaurer le système en cas d’erreurs.
Une structure de BIST est insérée sur chaque étage du pipeline. Bulletproof utilise les temps
d’inactivité du processeur afin de limiter l’impact sur les performances. Ainsi, l’ensemble du
test n’est pas réalisé en une fois, mais il est étalé au court des différents temps d’inactivité du
processeur.
Couverture de fautes Bulletproof est capable de détecter 89% des erreurs permanentes mais
n’est pas capable de détecter les erreurs transitoires. Cependant, il peut être utilisé pour détecter
les erreurs intermittentes, si les tests sont exécutés périodiquement (voir chapitre 4).
Impact sur les performances La dégradation des performances est de 4 à 18% en fonction de
l’application exécutée. En effet, même si Bulletproof utilise les temps d’inactivité du processeur,
le test complet du processeur doit être réalisé en accord avec les périodes de checkpoint. Si
les périodes d’inactivité sont trop faibles, alors le test est forcé, ce qui augmente le coût en
performance.
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Coût en surface Le coût en surface sur un processeur VLIW quatre voies est de 9,6% sans
compter les caches. Dans ce cas, les patterns de test utilisés pour le BIST sont mutualisés (car
identiques pour chaque voie), ainsi, le coût en surface serait plus important pour un processeur
mono voie. En effet, le coût en surface doit comprendre la mémoire utilisée pour stocker les
vecteurs de test.
CASP
Concurrent Autonomous Chip Self-Test Using Stored Test Patterns (CASP)[53] est une solu-
tion dédiée à des architectures multiprocesseurs. Elle consiste à tester les processeurs à partir des
éléments de DFT déjà présents autour du processeur. Ces éléments sont utilisés pour effectuer
les tests de production et permettent de tester l’ensemble du processeur. Les vecteurs de test sont
stockés dans une mémoire externe, ce qui permet de mettre à jour les tests au cours de la vie du
composant.
Néanmoins, CASP nécessite d’avoir accès aux éléments de DFT (BIST par exemple) de
l’architecture et de pouvoir isoler matériellement le processeur pour y appliquer les tests. Dans
ce cas, l’isolation est effectuée par le contrôle de l’architecture.
Afin d’améliorer les performances de CASP et de permettre son utilisation dans une architec-
ture massivement parallèle, une autre solution a été proposée : Virtualization-Assisted Concurrent
Autonomous Self-Test (VAST)[65]. VAST permet un meilleur ordonnancement des tests en util-
isant la virtualisation.
Couverture de fautes L’avantage d’utiliser les ressources de DFT déjà présentes dans l’archi-
tecture est que les tests peuvent être appliqués à l’ensemble du processeur sans restriction. Ainsi,
la couverture de fautes peut être supérieure aux approches précédentes. Les auteurs rapportent
pour le test d’un processeur OpenSPARC T1, un taux de couverture de 99,49% pour les fautes
de collage et 95,96% pour les fautes de transition. Comme toute méthode de test, les erreurs
transitoires ne peuvent pas être détectées par cette technique. De la même façon que pour Bullet-
proof, cette méthode peut être utilisée pour détecter les erreurs intermittentes si le test est effectué
périodiquement.
Impact sur les performances et coût en surface Si les patterns sont contenus dans une mé-
moire flash externe le temps de test est d’environ 1,2 secondes (1s pour le transfert depuis la
mémoire externe et 0,2s pour l’exécution des tests). Cependant, les auteurs se reposent sur un
processeur redondant. Dans ce cas, l’impact sur les performances est très faible mais nécessite un
processeur supplémentaire, ce qui est à prendre en compte dans le coût en surface et le contrôle
de l’architecture.
Si l’on ne considère aucun processeur redondant, le coût en surface est quasiment nul. Cepen-
dant, dans tous les cas, il faut prendre en compte la mémoire nécessaire pour stocker les patterns
de test. La taille de la mémoire dépend du nombre de vecteur de test et donc du taux de couverture
voulu, les auteurs ont identifié une taille de 5,3 Mo avec une compression de 10x.
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Software-Based Self-Test
Le Software-Based Self-Test (SBST) [52] consiste à appliquer des patterns de tests aux dif-
férents composants du processeur en utilisant des instructions du processeur lui-même. Les don-
nées utilisées par le processeur servent alors de patterns de tests et les instructions servent à
cibler un composant particulier. On peut remarquer que le fonctionnement est celui d’un BIST, à
la différence que le processeur ne nécessite pas d’être physiquement découplé du système.
Trois étapes sont nécessaires pour appliquer le test :
– Préparation du test : dans l’exemple du tableau 3.4, les données X et Y sont chargées
respectivement dans les registres r1 et r2, et seront utilisées comme patterns de test.
– Application du test : les données présentes dans les registres r1 et r2 sont appliquées sur
les entrées du composant additionneur (add).
– Récupération des réponses : la sortie de l’additionneur est enregistrée pour analyse.
Couverture de fautes La couverture de fautes est donnée par les vecteurs de test utilisés. Ainsi,
la méthode SBST peut être utilisée pour produire un test fonctionnel ou structurel suivant la
description des composants disponibles.
Par exemple, si le concepteur des tests possède une description au niveau porte ou au niveau
RTL de son processeur, alors celui-ci peut générer des vecteurs de tests à partir d’outils indus-
triels. Les vecteurs ainsi générés permettent d’obtenir une très bonne couverture de fautes (en-
tre 90% et 98% suivant le processeur et pour des fautes de collage [52]) avec un minimum de
vecteurs. Dans ce cas, les vecteurs doivent être stockés en mémoire, ce qui peut représenter
plusieurs méga-octets.
Si au contraire, le concepteur des tests ne dispose que du jeu d’instruction du processeur
(ISA ) alors seule une approche fonctionnelle est possible. Dans ce cas, les vecteurs sont générés
de façon aléatoire, soit en ligne, soit hors ligne. Dans cette approche la couverture de fautes est
rarement supérieure à 90% [52] et demande plus de vecteurs que l’approche structurelle.
Comme toute méthode de test, les erreurs transitoires ne peuvent pas être détectées par cette
technique. De la même façon que Bulletproof et CASP, cette méthode peut être utilisée pour
détecter les erreurs intermittentes si le test est effectué périodiquement.
Impact sur les performances Le coût en performance est directement dépendant du nombre
de vecteurs de test utilisés. Pour un processeur OpenRISC 1200 le temps de test pour obtenir une
couverture des fautes de collage de 95% est de 56 716 cycles d’horloge [66].
Pour une utilisation en ligne de méthodes de SBST, il faut ajouter le temps nécessaire à
l’isolement du processeur à tester. En effet, le test étant une tâche logicielle, aucune autre ap-
plication ne peut s’exécuter en parallèle. Ainsi, l’application doit être stoppée le temps du test
ou déplacée sur un autre processeur. En particulier dans une architecture multiprocesseur, il peut
être nécessaire de prévoir la migration des tâches présentes sur le processeur.
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Coût en surface Les méthodes de SBST étant logicielles, il n’y a pas de coût supplémentaire
en surface. Cependant, il faut prévoir la taille de la mémoire en fonction des vecteurs de tests à
stocker.
load r1, X – Préparation du test
load r2, Y – Préparation du test
add r3, r1, r2 – Application du test
store r3, Z – Récupération de la réponse
(a)
Memory
Self-test code
Self-test data
Self-test responses
(b)
TABLE 3.4 : Fonctionnement du SBST. (a) Exemple d’algorithme. (b) Exemple de plan mémoire.
Synthèse et adaptation à nos contraintes
Nous avons présenté dans cette partie trois techniques de détection en ligne des erreurs par
l’utilisation de structures de tests : Bulletproof, CAST et SBST. Toutes ces techniques permettent
de détecter les erreurs permanentes et peuvent permettre de détecter les erreurs intermittentes,
cependant, ce dernier point reste à étudier.
Parmi ces techniques, Bulletproof ne correspond pas à nos contraintes car nécessite la modifi-
cation des processeurs. Néanmoins, CASP et SBST correspondent à tous nos critères. Cependant,
dans le cas de CASP, l’accès aux éléments de DFT est nécessaire, ce qui peut être réalisé par une
modification de l’architecture. De plus, dans ces cas, des éléments facilitant la migration des
tâches au sein de l’architecture peuvent limiter l’impact sur les performances.
À la vue des remarques précédentes, les techniques CASP et SBST de détection en ligne des
erreurs par l’utilisation de structures de tests répondent à nos contraintes. Pour cela, elles doivent
être utilisées au sein d’un test périodique. Or, une étude est nécessaire pour évaluer l’efficacité
des tests.
3.4 Conclusion
Ce chapitre a présenté dans une première partie la notion de tolérance aux erreurs. Cela nous
a permis de concentrer nos efforts sur la recherche d’une méthode de détection des erreurs. Dans
ce sens, ce chapitre établi un inventaire des différentes méthodes de détection en ligne des erreurs
utilisées dans l’industrie ou décrites dans la littérature.
La comparaison de ces techniques avec nos critères de recherche met en évidence une méth-
ode basée sur le Software-Based Self-Test (SBST) ou sur l’utilisation de structures de test BIST.
En effet, nous recherchons une méthode capable de détecter en ligne des erreurs intermittentes
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dans une architecture multiprocesseur. De plus, ces méthodes ne nécessitent pas la modification
des processeurs. Elles permettent de détecter les erreurs permanentes mais pas les erreurs transi-
toires. Concernant les erreurs intermittentes, l’efficacité reste à déterminer avec l’utilisation d’un
test périodique. En effet, peu d’études visent ces erreurs, et sans une étude approfondie, il est
difficile de se positionner.
Pour cela, le prochain chapitre étudiera la probabilité de détecter des erreurs intermittentes
en utilisant un test périodique.
CHAPITRE 4
Définition d’une méthode de test en
ligne multiprocesseur
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NOUS AVONS VU dans le chapitre précédent que des méthodes basées sur du Software-Based Self-Test (SBST) ou sur l’utilisation de structures BIST pourraient convenir pourdétecter, en ligne, des erreurs intermittentes. Cependant, nous devons évaluer l’efficac-
ité de ces méthodes dans une architecture multiprocesseur. Nous savons que l’utilisation de ces
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méthodes, au sein d’un test périodique, peut permettre la détection des erreurs intermittentes. Or,
les contraintes temps-réel des applications et l’implémentation multiprocesseur, peuvent compro-
mettre l’efficacité du test périodique.
Notre objectif est de définir une méthode qui s’adapte au mieux à la fiabilité des applica-
tions et au vieillissement de l’architecture, tout en ayant un impact limité sur les performances.
Ainsi, nous envisageons que les applications aient une priorité supérieure à celle du test et nous
proposons un test pseudo-périodique. Ce point nous différencie des approches de la littérature
qui s’appuient sur un test périodique à période fixe. En effet, ces approches considèrent que le
test doit être prioritaire et que les applications doivent s’adapter au test. Nous démontrerons,
dans ce chapitre, que notre approche de test pseudo-périodique est adaptée aux architectures
multiprocesseur. Nous montrerons, que nous pouvons garantir la probabilité de détection du test
périodique même en cas de variations de sa période.
Pour arriver à ce résultat, nous commencerons par présenter notre approche de test pseudo-
périodique et les contraintes apportées par une implémentation dans une architecture multipro-
cesseur. Nous verrons, ensuite, comment les erreurs intermittentes peuvent être modélisées par
un modèle de Markov. Cela permettra de définir une métrique : la probabilité de détection du test.
Nous utiliserons cette métrique pour comparer l’efficacité des tests dans différentes conditions.
Dans ce sens, nous étudierons l’évolution de la probabilité de détection en fonction de varia-
tions de la période de test. Cette partie permettra de conclure sur notre étude et de valider notre
approche.
4.1 Présentation de notre approche de test en ligne des
erreurs intermittentes
Principe
Les tests périodiques sont utilisés depuis plusieurs années pour détecter des erreurs intermit-
tentes et permanentes dans les architectures mono-processeur [67, 68]. Le principe est de tester
périodiquement le processeur avec une période T (voir figure 4.1). Pour cela, l’application doit
être stoppée, le temps du test.
Deux paramètres sont importants dans un test périodique : la période de test et le test en
lui-même.
La période de test : elle définie la probabilité de détection du test et son coût. En effet, plus la
période est faible et plus la probabilité de détecter une erreur intermittente est importante. À
l’inverse, plus la période est faible et plus le test a un impact important sur la durée de l’ap-
plication. Ainsi, la période doit être adaptée aux erreurs. Nous verrons dans la partie 4.2,
comment déterminer la période à partir d’une modélisation des erreurs intermittentes, pour
atteindre une probabilité de détection donnée.
Le test : il définit la manière dont les erreurs sont détectées et avec quelle qualité. Les différentes
méthodes permettant de détecter des erreurs en ligne ont été étudiées dans le chapitre
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précédent. Nous avons sélectionné des méthodes utilisant des structures de test, comme
les méthodes de Software-Based Self-Test (SBST) ou des méthodes utilisant des structures
de BIST. Pour fonctionner, des vecteurs de test sont injectés sur les entrées du système à
tester et l’analyse des sorties permet de détecter les erreurs éventuelles. La qualité du test
dépendant en partie du nombre de vecteurs de test utilisé, ce qui a un impact sur la durée du
test. Dans le cadre de ce chapitre nous considérerons que la couverture du test est proche
de 100%. Si une erreur apparait pendant un test, alors elle sera détectée.
Si la détection est effectuée à l’aide de méthodes de SBST, alors les tâches de test sont
logicielles. Si la détection est effectuée par des méthodes utilisant des structures de BIST,
alors le test est matériel.
Récemment plusieurs études ont défini un test en ligne périodique à base de méthodes de
SBST pour la détection des erreurs intermittentes [29, 69]. Ces études ont permis de montrer l’-
efficacité des méthodes de SBST dans la détection de ces erreurs. Cependant, aujourd’hui, aucune
implémentation n’a été proposée pour une architecture multiprocesseur. Apostolakis et al. [70]
ont proposé d’utiliser des méthodes de SBST dans des architectures multiprocesseur, mais seule-
ment dans le cadre d’un test de production. Ainsi, les contraintes ne sont pas les mêmes que pour
du test en ligne. De même, Li et al. [71] ont proposés un test périodique à base de SBST dans
une architecture multiprocesseur. Cependant, les erreurs visées sont permanentes. Dans ce cas,
les contraintes sur la période de test sont très différentes.
Test Application
T
Test Application Test
FIGURE 4.1 : Illustration du test périodique
Contraintes d’implémentation et objectif de l’étude
Si le principe est simple à mettre en œuvre dans une architecture monoprocesseur, ce n’est
pas le cas dans une architecture multiprocesseur. Comme nous l’avons vu précédemment, le test
doit être ordonnancé avec les applications. L’étude présentée par Li et al. [71] se rapproche de nos
objectifs, cependant, les erreurs visées ne sont pas intermittentes et le test est prioritaire. C’est à
dire que la période de test est fixe, ce qui impose de fortes contraintes pour les applications.
A l’inverse, notre objectif est de limiter au maximum l’impact du test sur les applications.
Ainsi, le test n’est pas nécessairement prioritaire, les périodes de test peuvent ne pas être respec-
tées. Dans ce cas, nous nommerons ce type de test : pseudo-périodique. Les figures 4.2a et 4.2b
illustrent ce phénomène.
La figure 4.2a, présente un exemple d’ordonnancement de différentes tâches sur une archi-
tecture composée de trois processeurs. Après ajout des tâches de test, si ce dernier n’est pas
prioritaire, alors le cas présenté sur la figure 4.2b peut apparaitre. Dans ce cas, le test devient
pseudo-périodique et la période de test n’est pas respectée sur le processeur P2, ce qui peut nuire
à la détection des erreurs.
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L’objectif de ce chapitre est d’analyser l’impact des variations de la période de test sur la
détection des erreurs. Nous confirmerons ainsi qu’un test pseudo-périodique peut être utilisé
et que le test ne doit pas nécessairement être prioritaire. Cela nous permettra, dans le chapitre
suivant, de nous intéresser à l’ordonnancement des tests dans une architecture multiprocesseur.
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TEST 
TEST 
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TEST 
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(b)
FIGURE 4.2 : Exemple de test périodique multiprocesseur. (a) Exemple d’ordonnancement de différentes
tâches sur une architecture de trois processeurs. (b) Ajout de tâches de test sur un ordonnancement
existant. On remarque, dans ce cas, que la période de test n’est pas respectée sur le processeur P2.
4.2 Étude théorique
Cette partie présente tout d’abord le modèle statistique avec lequel nous allons modéliser les
erreurs intermittentes. Cette modélisation permettra de calculer la probabilité de détection du test
périodique à tout instant en fonction du type d’erreur à détecter et des instants de test.
4.2.1 Caractéristiques des erreurs intermittentes
Dans le chapitre 2, nous avons étudié l’apparition des erreurs intermittentes. Nous avons
observé que ces erreurs apparaissent sous la forme de bursts. Au cours de ces bursts, les erreurs
peuvent être caractérisées par un temps moyen entre deux erreurs (TMEDE) et un temps moyen
en erreur (TMEE). La figure 4.3 rappelle ces caractéristiques.
Nous avons en particulier observé dans la partie 2.5.6 comment évoluent ces paramètres en
fonction du vieillissement. Nous avons conclu, pour notre cas d’étude, que le TMEDE diminue
alors que le TMEE augmente avec le vieillissement.
La prochaine partie utilise ces caractéristiques pour modéliser les erreurs intermittentes.
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Système en erreur
Système sain
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FIGURE 4.3 : Les bursts d’erreurs intermittentes peuvent être caractérisés par les paramètres suivants :
TMEDE = Temps moyen entre deux erreurs, TMEE = Temps moyen en erreur, TMAE = Temps moyen avant
erreur.
4.2.2 Modélisation des erreurs intermittentes
Introduction au modèle de Markov
Pour décrire l’évolution des défauts intermittents, on considère un modèle de Markov à deux
états à paramètres continus [29, 72, 73] (voir figure 4.4a). Le modèle deMarkov permet de prédire
le futur en ayant une connaissance du présent, et une connaissance très limitée du passé (les don-
nées du passé n’affinent pas la prédiction). Ceci va nous permettre d’analyser le comportement
du système dans le temps en ayant pour seules informations : le temps moyen entre deux er-
reurs intermittentes et leur durée moyenne d’activation (voir figure 4.4b) ; ou plus exactement les
probabilités qu’une erreur s’active et se désactive au cours du temps.
Soit λ et µ, respectivement, les taux de passage de l’état opérationnel (S= 0) à l’état défaillant
(S = 1) et inversement, et S(t) l’état du système à l’instant t. Pour ce modèle, le temps moyen
passé dans chacun des états opérationnels et défaillants est défini par une distribution exponen-
tielle de paramètres 1/λ et 1/µ. Ces deux paramètres sont considérés comme constants pour notre
étude. En effet, 1/λ correspond au TMEDE et 1/µ au TMEE définis dans la partie 2.5.6. Ainsi,
dans la réalité, λ et µ évoluent avec le vieillissement du système.
"0" "1"
λ∆t
1−λ∆t 1−µ∆t
µ∆t
(a)
Activation d’erreur Activation d’erreur
Système défaillant : S="1"
Système non défaillant : S="0"
1/µ 1/λ
(b)
FIGURE 4.4 : Illustration du modèle de Markov utilisé et de ses paramètres. (a) Modèle de Markov à
paramètres continus utilisé pour modéliser l’état du système en présence d’erreurs intermittentes. (b) Car-
actéristiques des erreurs intermittentes. 1/µ = durée moyenne des erreurs et 1/λ = temps moyen sans
erreur.
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Probabilités de changement d’états
Le modèle de Markov permet de calculer à chaque instant la probabilité de changer d’état ou
de se maintenir dans le même état. On définit Pi, j(t) la probabilité de passer d’un état i à t0 à un
état j à t0+ t. Ainsi, P0,1(t) est la probabilité de passer d’un état opérationnel à un état défaillant
au bout d’un temps t. De même, P0,0(t) est la probabilité de rester dans l’état opérationnel après
un temps t. Voici ces équations :
P0,1(t) =
λ
λ+µ
(1− e−(λ+µ)t)
P0,0(t) = 1−P0,1(t) =
µ
λ+µ
+
λ
λ+µ
e−(λ+µ)t
P1,0(t) =
µ
λ+µ
(1− e−(λ+µ)t)
P1,1(t) = 1−P1,0(t)
De plus, on définit les états stationnaires du système : pi0 et pi1. Ils correspondent à la proba-
bilité d’être dans un des deux états à un temps t quelconque. Ces états sont obtenus en observant
le système sur un temps infini, on a donc :
pi1 = P0,1(∞) =
λ
λ+µ
pi0 = P1,0(∞) =
µ
λ+µ
= 1−
λ
λ+µ
4.2.3 Probabilités de détection des erreurs intermittentes
Pour détecter les erreurs intermittentes, nous utilisons un test pseudo-périodique. Ainsi, nous
considérons pour cette étude que le temps entre deux tests peut différer de la période de test. Et
cela contrairement aux études de la littérature [29, 72, 73]. En effet, ces études considèrent un
test strictement périodique. Dans ce cas, le temps entre deux tests est toujours égal à la période
de test.
Nous définissons ∆Tn comme le temps séparant les tests n− 1 et n. Alors, en utilisant le
modèle de probabilité précédent, on peut définir Pd(n), la probabilité de détecter un défaut après
n tests. Pd(n) est égale à la probabilité que le système reste dans un état opérationnel (P0,0)
pendant les n−1 tests et qu’il soit défaillant lors du nième test. On a donc :
∀n ∈ N∗
Pd(n) = P0,0(∆T1) . . .P0,0(∆Tn−1).P0,1(∆Tn) (4.1)
= (1−P0,1(∆T1)) . . .(1−P0,1(∆Tn−1)).P0,1(∆Tn)
A partir de la formule précédente, nous pouvons définir Pf d(N) la probabilité d’avoir détecté
un défaut après n’importe lequel des N tests. Pf d(N) est égale à la probabilité de détecter une
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erreur lors du test 1 ou lors du test 2 . . . ou du test N. Sachant que toutes les probabilités sont
disjointes, on peut écrire :
Pf d(N) =
N
∑
n=1
Pd(n) = 1−
N
∏
n=1
P0,0(∆Tn) (4.2)
La formule précédente doit être contrastée avec la probabilité d’occurrence des erreurs. Soit
q(t) la probabilité d’occurrence d’une erreur après un temps t. On définit E1 l’événement qu’une
faute soit inactive à t = 0 et E2 l’événement que la faute reste inactive sur l’intervalle [0, t]. Alors
en passant par le complément on peut écrire :
1−q(t) = P{E1∩E2}= P{E1}.P{E2|E1}
Or la probabilité de E1 est égale à la probabilité de présence dans l’état opérationnel donc
P{E1} = pi0. De plus la probabilité de E2|E1 est directement donnée par P{E2|E1} = e−λt . On
a donc 1− q(t) = pi0e−λt . On peut donc écrire que la probabilité qu’une faute se déclare sur la
période [0, t] est égale à :
q(t) = 1−pi0e
−λt (4.3)
Si on appelle TN l’instant du test N, alors, à partir des équations (4.2) et (4.3) on peut déter-
miner la probabilité qu’une faute se déclare sur l’intervalle [0,TN ] mais soit détectée lors de
n’importe lequel des N tests. Soit d(N) cette probabilité :
d(N) = q(TN).Pf d(N)
= (1−pi0e
−λTN ).(1−
N
∏
n=1
P0,0(∆Tn)) (4.4)
Cas particulier : test périodique à période fixe
Dans le cas où le test est strictement périodique, l’intervalle entre deux tests est constant et
égal à T . Dans ce cas, les équations (4.1), (4.2) et (4.4) peuvent être notablement simplifiées :
∀n ∈ [1;N] ∆Tn = T
Pd(n) = P0,0(T )
n−1.P0,1(T ) (4.5)
Pf d(N) =
N
∑
n=1
Pd(n) = 1−P0,0(T )
N (4.6)
d(N) = q(N.T ).Pf d(N) = (1−pi0e
−λ.N.T ).(1−P0,0(T )
N) (4.7)
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Latence de détection
La latence de détection L(T ) est le temps moyen mis pour détecter une erreur [74]. Ce temps
est un multiple de la période de détection T . Si l’erreur est détectée au bout du premier test, alors
la latence de détection sera égale à t0+T . Si elle est détectée au bout du deuxième test, alors la
latence de détection sera égale à t0+2T , etc.
On a donc :
L(T ) = T.Pd(1)+2.T.Pd(2)+3.T.Pd(3)+ . . .
= T.P0,1(T )+2.T.P0,0(T ).P0,1(T )+3.T.P0,0(T )
3.P0,1(T )+ . . .
=
∞
∑
n=0
(n+1).T.P0,0(T )
n.P0,1(T )
= T.P0,1(T ).
∞
∑
n=0
(n+1)P0,0(T )
n
Or on démontre :
∞
∑
n=0
(n+1)xn =
1
(1− x)2
D’où :
L(T ) =
T.P0,1(T )
(1−P0,0(T ))2
L(T ) =
T.P0,1(T )
P0,1(T )2
L(T ) =
T
P0,1(T )
(4.8)
4.2.4 Synthèse
Nous avons vu dans cette partie comment modéliser des erreurs intermittentes à partir d’un
modèle de Markov. Cela nous a permis de mettre en place une métrique : la probabilité de détec-
tion d’un test périodique (voir équation (4.4)). Cette métrique décrit la probabilité qu’une faute se
déclare sur une durée d’observation mais soit détectée lors de n’importe lequel des tests exécutés
durant cette durée. Elle dépend du type d’erreur à détecter (temps moyen de maintient de l’erreur
et temps moyen entre deux erreurs), de la durée d’observation et de l’intervalle entre chaque tests
effectués.
Afin de se rendre compte des contraintes liées à cette métrique, la partie suivante illustrera
l’impact du type d’erreur et de la durée d’observation sur la probabilité de détection. Plus partic-
ulièrement nous illustrerons les résultats des équations (4.3) et (4.4) dans plusieurs cas d’étude.
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4.3 Application à des cas d’étude
La partie précédente montre l’étude théorique qui nous a permis de calculer notre métrique : la
probabilité de détection du test périodique. Dans cette partie, nous allons appliquer les formules
précédentes à plusieurs cas d’étude. Cela permettra de mieux comprendre comment évolue la
probabilité de détection, en fonction du temps et des différents types d’erreurs intermittentes.
4.3.1 Cas d’étude
Afin d’illustrer les équations de la partie précédente, nous allons définir plusieurs cas d’étude.
Ces cas d’étude correspondent à différentes définitions d’erreurs intermittentes. Ainsi, chaque cas
correspond à un couple λ et µ. Pour rappel, 1/µ est la durée moyenne des erreurs et 1/λ le temps
moyen sans erreur (voir § 4.2.2 page 81). Les unités de temps utilisées dans cette partie sont
exprimées en millisecondes, ce choix est arbitraire mais permet de se rendre compte de l’impact
des paramètres sur les probabilités. En effet, il n’existe pas suffisamment d’informations sur les
erreurs intermittentes pour nous permettre de nous baser sur des données réelles pour définir
nos cas d’études. Ainsi, nous avons définis des cas très différents permettant d’illustrer l’impact
du type d’erreur et de la durée d’observation sur la probabilité d’occurrence des erreurs et la
probabilité de détection.
Le tableau 4.1 montre les différents cas étudiés dans cette partie. Dans les cas 1 et 2, le
système est respectivement mille fois et cent fois plus souvent dans l’état opérationnel que dans
l’état défaillant. Le temps moyen avant l’apparition d’une erreur est respectivement de 1000 ms
et 100 ms. Et dans les deux cas le temps moyen d’activation de l’erreur est de 1 ms.
Dans les cas 3 et 4, le système est la moitié du temps dans l’état opérationnel et la moitié du
temps dans l’état défaillant.
Les cas 5 et 6 correspondent à une erreur permanente mais avec un temps moyen avant
l’apparition d’une erreur différent.
Cas µ/λ λ µ 1/λ 1/µ
(ms−1) (ms−1) (ms) (ms)
1 1000 0,001 1 1000 1
2 100 0,01 1 100 1
3 1 0,001 0,001 1000 1000
4 1 0,01 0,01 100 100
5 0 0,001 0 1000 ∞
6 0 0,01 0 100 ∞
TABLE 4.1 : Définitions des cas d’étude. 1/µ = durée moyenne des erreurs et 1/λ = temps moyen sans
erreur.
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4.3.2 Probabilité d’occurrence d’une erreur intermittente
La figure 4.5 montre la probabilité q(t) qu’une faute se déclare en fonction du temps, pour
chacun des cas étudiés, et pour t variant de 0 à 2 s. Elle se base sur l’équation (4.3) page 83.
Cette figure permet de faire deux constats. Le premier constat concerne la probabilité que
le système soit en erreur à t = 0. Cet instant, représente le début de l’observation des erreurs
et correspond à une date quelconque dans la vie du système. Par conséquent, si un système est
soumis à une erreur intermittente d’un des cas étudié, alors q(0), cela correspond à la probabilité
que le système soit en erreur dès le début de l’observation.
À t = 0, q(0) est représenté par l’état stationnaire pi1 = λλ+µ . Dans les cas 1 et 2, le rapport
µ/λ est très grand donc la probabilité d’être dans un état défaillant à t = 0 est très faible.
Dans les cas 3 et 4, le système reste le même temps dans chacun des états, la probabilité
d’être dans un état défaillant à t = 0 est donc de 50%.
Dans les cas 5 et 6, µ = 0 donc à partir de t = 0 la probabilité d’être dans un état défaillant
est maximale.
On peut remarquer que ces probabilités sont valables aussi bien pour les tests que pour les
applications. Si l’on considère un système soumis à une erreur intermittente du cas 3 ou 4, alors
au démarrage d’une application quelconque, celle-ci a une probabilité de 50% de s’exécuter alors
que le système est défaillant.
Le deuxième constat concerne la durée d’observation. La figure 4.5 présente la probabilité
q(t) qu’une faute se déclare sur l’intervalle [0;2s]. Ainsi, dans ce cas, la durée maximale d’ob-
servation est de 2 s. Or, si nous prenons les cas 1 et 3, nous observons que la période moyenne de
l’erreur (1/µ+1/λ) est supérieure à 1 s. Cette valeur est trop proche de la durée maximale d’ob-
servation, ce qui explique la faiblesse des probabilités concernant ces deux cas. La probabilité
qu’une faute se déclare sur une durée de 1 s dans le cas 1 est (1− e−λ) = 63%.
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FIGURE 4.5 : Probabilité qu’une faute se déclare pour chacun des cas d’étude
4.3.3 Évolution de la probabilité de détection
La figure 4.6 présente la probabilité qu’une erreur intermittente s’active sur une durée de 1 s
mais soit détectée pendant n’importe lequel des N tests. Cette probabilité correspond à l’équa-
tion (4.4) page 83. Elle exprime d(N), N étant ici le nombre de tests réalisés sur 1 s. Pour simpli-
fier, nous considérons ici un test périodique pour lequel tous les intervalles de test sont séparés
d’une même durée T = 1s/N, la période de test.
Dans le cas 1, on constate que la probabilité de détection reste faible même avec un grand
nombre de tests (40% pour 1010 tests sur 1 s). Cela est dû à une fenêtre d’observation trop courte,
ce qui s’ajoute à la remarque du paragraphe précédent.
Dans le cas 2, la fenêtre d’observation est adaptée à 1/λ et on observe bien l’augmentation
de la probabilité de détection en fonction du nombre de tests.
Dans les cas 3 et 4, le temps moyen dans l’état opérationnel est le même que celui dans
l’état défaillant et on constate qu’une grande période de tests suffit à détecter une erreur. Seule
la fenêtre d’observation a un impact sur la probabilité de détection. Dans le cas 3, il faudrait une
fenêtre d’observation plus grande : la probabilité de détection passe à 93% en faisant cinq tests
sur 5 s, ce qui équivaut à une période de test de 1 s.
Les cas 5 et 6 correspondent à des erreurs permanentes, un test suffit pour détecter l’erreur.
La différence entre les deux cas est la même que pour les cas 3 et 4, il faudrait attendre 2.4 s pour
avoir une probabilité supérieure à 90% dans le cas 4.
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FIGURE 4.6 : Probabilité qu’une faute se déclare sur l’intervalle [0,1s] et soit détectée lors d’un des N tests
4.3.4 Synthèse
Cette partie nous a permis d’illustrer l’impact du type d’erreur et de la durée d’observation
sur la probabilité d’occurrence des erreurs et la probabilité de détection.
En particulier, nous avons constaté qu’il est nécessaire d’avoir une bonne connaissance des
erreurs à détecter, pour pouvoir mettre en place un test périodique. Un même test n’aura pas
la même efficacité suivant le type d’erreur à détecter. De même, nous avons constaté qu’il est
important d’adapter la fenêtre d’observation au type d’erreurs à détecter.
Dans cette partie, nous avons considéré un test périodique à période fixe dans le but de sim-
plifier nos observations. Cependant, le but de ce chapitre est d’analyser l’efficacité d’un test
pseudo-périodique sur la probabilité de détection, c’est l’objectif du prochain chapitre.
4.4 Étude des tests pseudo-périodiques
Cette partie débute par la définition des tests pseudo-périodiques. En particulier, cette défini-
tion permettra de différencier ce type de test avec un test périodique à période fixe.
Nous définirons ensuite un pire cas de test pseudo-périodique. Cela nous permettra de borner
l’impact des tests pseudo-périodiques sur la probabilité de détection. Nous confirmerons ainsi
l’efficacité de ces tests.
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4.4.1 Définition du test pseudo-périodique
Nous définissons un test pseudo-périodique par un test périodique dont l’intervalle entre
chaque test n’est pas constant. À l’inverse un test périodique à période fixe est un test périodique
pour lequel l’intervalle entre chaque test est strictement égale à la période de test.
Or, comme nous l’avons vu dans la partie 4.2.3, la probabilité de détection d’un test est
défini en fonction de l’intervalle entre chaque test. Ainsi, nous voulons observer l’impact d’une
distribution non uniforme des intervalles de test sur la probabilité de détection.
Pour cela nous allons considérer l’intervalle entre deux tests comme une variable aléatoire.
Avec une moyenne égale à la période de test T et un écart type égal à v.T avec v compris entre 0
et 1 (voir figure 4.7). Ainsi, l’écart type est une fraction de la période de test. Si v= 0 alors il n’y
a aucune variation et le test est strictement périodique de période T . Si v = 1, alors cela revient
à effectuer seulement un test sur deux. Dans ce cas, le test est strictement périodique, mais de
période2.T .
I1 I3 I4 I5 I6 I2 Variable aléatoire : 
Moyenne = T 
Ecart type = v.T 
Intervalles de test 
FIGURE 4.7 : Définition du test pseudo-périodique. On considère l’intervalle entre deux tests comme une
variable aléatoire, ayant une moyenne égale à la période de test T et un écart type égal à v.T avec v
compris entre 0 et 1.
4.4.2 Pire cas de variation des intervalles de test
Après une étude statistique de l’impact de la distribution des intervalles de test sur la prob-
abilité de détection nous avons déduit un pire cas. Ce pire cas correspond à une distribution
spécifique des intervalles de test ayant pour moyenne T et écart type v.T . Cela nous permet de
borner la probabilité de détection pour un v et un T donnés.
Si on considère toutes les configurations de distribution des test possibles, nous définissons
un pire cas pour lequel la probabilité de détection est la plus faible. Ce cas est défini par une
alternance des intervalles de test entre (1− v).T et (1+ v).T . La figure 4.8 illustre la répartition
statistique dans ce pire cas et le compare avec le cas idéal d’un test strictement périodique. Dans
les deux cas la population est de 10. Dans le premier cas, la moitié des intervalles de test est
séparés de (1− v).T et l’autre moitié de (1+ v).T . Dans le deuxième cas, tous les intervalles de
test sont séparés de la période de test T .
La figure 4.9 illustre le cas idéal où v= 0, et la configuration du pire cas pour deux valeurs de
v. Dans le premier cas, v= 1 ce qui équivaut à un test périodique de période 2T . Dans le deuxième
cas, v = 0,5 donc la moitié des intervalles de test est séparés d’une durée (1− v).T = 0,5.T et
l’autre par une durée (1+ v).T = 1,5.T .
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À l’aide de la formule (4.4), nous pouvons définir la probabilité de détection dans la config-
uration du pire cas par :
∀v ∈ [0;1]
dwc(N) = q(N.T ).(1−P0,0((1− v).T ).P0,0((1+ v).T ))
N/2 (4.9)
Et on a :
dwc(N) < d(N) (4.10)
L’équation (4.9) permet de borner la probabilité de détection d’un test pseudo-périodique
ayant une distribution des intervalles de test de moyenne T et écart type v.T .
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FIGURE 4.8 : Répartition statistique des intervalles de test pour une population de 10. (a) Dans le pire cas,
la moitié des intervalles de test sont séparés de (1− v).T et l’autre moitié de (1+ v).T . (b) Dans le cas
idéal tous les intervalles de test sont séparés de la période de test T , le test est strictement périodique.
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FIGURE 4.9 : Illustration de la variation des intervalles de test. Exemples de pires cas pour une distribution
statistique des intervalles de test, avec pour moyenne T (la période de test), et écart type v.T . Le cas v= 0
est le cas idéal.
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4.4.3 Impact de la variation des intervalles de test sur la probabilité de
détection
Ce paragraphe a pour but d’étudier l’impact d’un test pseudo-périodique sur la probabilité
de détection. Tout d’abord, nous présentons les périodes de test obtenues pour chacun des cas
d’études présentés dans la partie précédente. Puis, nous présenterons les résultats d’analyse à
l’aide de probabilités de détection du test pseudo-périodique dans le pire cas.
Calcul des périodes de test
Le tableau 4.2 présente les périodes de test (T ) calculées pour chacun des cas d’étude, et
pour obtenir une probabilité de détection de 0,999 après une duréeW , dans le cas d’un test d’une
période fixe (v= 0).W représente la taille de la fenêtre d’observation et a été fixée àW = 10/λ.
Cela résulte des observations des paragraphes précédents.
Nous pouvons constater que la période de test dans les cas 1 et 2 est très faible. Dans ces
deux cas, la durée moyenne de l’erreur (1/µ) est de 1 ms, ainsi, la période de test doit être dans
le même ordre de grandeur.
Les cas 5 et 6 représentent des erreurs permanentes, ainsi, seul un test est nécessaire à la fin
de la fenêtre d’observation pour déterminer s’il y a une erreur.
Cas µ/λ λ µ T N W
(ms−1) (ms−1) (ms) (ms)
1 1000 0,001 1 0,776 12881 10000
2 100 0,01 1 0,775 1290 1000
3 1 0,001 0,001 655,738 15 10000
4 1 0,01 0,01 65,574 15 1000
5 0 0,001 0 9900 1 10000
6 0 0,01 0 990 1 1000
TABLE 4.2 : Périodes de test en fonction des cas. Résultats obtenus pour atteindre une probabilité de
détection de 0,999 au bout d’une duréeW (taille de la fenêtre d’observation), soit après N tests.
Probabilité de détection d’un test pseudo-périodique
Pour étudier l’impact de la variation des intervalles de test sur la probabilité de détection,
nous allons utiliser l’équation (4.9) page 90. Cette équation définie dwc, la probabilité de détection
minimale d’un test pseudo-périodique, ayant une distribution statistique des intervalles de test de
moyenne T et d’écart type v.T .
La figure 4.10 montre l’impact de la variation des intervalles de test sur la probabilité de
détection. Seuls les cas 2, 4 et 6 sont présentés. En effet, pour comparer les cas, ils doivent avoir
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une durée d’observation identique (iciW = 1000ms). La période de test a été calculée de manière
à obtenir une probabilité de détection de 0,999 au bout de 1000 ms.
Nous pouvons constater que l’impact de la variation des intervalles de test est différent suivant
les cas étudiés. Concernant le cas 6, l’erreur étant permanente la probabilité de la détecter est
maximale quelles que soient les variations. Concernant les cas 2 et 4, la différence est visible
pour des variations supérieures à 30% de la période de test initiale.
Si l’on prend le cas 4 représenté sur la figure, nous pouvons calculer que si v = 40% alors
dwc = 0.9985 ce qui représente un écart de moins de 0,04% sur la probabilité de détection visée.
Ce résultat peut être utilisé de deux façons.
Premièrement, si l’on connait la variation induite par l’implémentation du test sur un système
donné, alors la période de test peut être ré-évaluée pour prendre en compte les variations. Dans
notre cas, la période de test devrait être réduite de 12,2%. C’est à dire qu’elle passerait de T =
65,57 ms à T = 57,57 ms.
Deuxièmement, si l’on a 0,04% de tolérance sur la probabilité de détection, alors le test peut
tolérer des variations des intervalles de test jusqu’à 40% de la période de test.
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FIGURE 4.10 : Impact de la variation des intervalles de test sur la probabilité de détection (dwc) pour une
probabilité de détection de 0,999 après une duréeW = 1000 ms.
Test Pseudo-Périodique
L’objectif de cette partie était d’analyser l’impact de la variation des intervalles de test sur
la probabilité de détection. En effet, nous envisageons que le test ne soit pas prioritaire devant
les applications. Cela a un impact sur la périodicité du test. Même si la période est respectée en
moyenne, des variations peuvent apparaitre rendant le test pseudo-périodique.
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Nous avons montré, sur un exemple, que si une erreur de 0,04% est tolérée sur la probabilité
de détection alors le système peut tolérer un test pseudo-périodique ayant des variations jusqu’à
40% de la période de test.
Ce résultat confirme que le test ne doit pas nécessairement être prioritaire devant les applica-
tions. Cela permettra de réduire les contraintes du test sur l’ordonnancement des applications.
Dans cette partie, nous avons considérés des cas d’étude théoriques. Or, l’objectif est que
ces tests soient implémentés matériellement. Dans ce sens, la partie suivante explique comment
configurer un test périodique à partir des informations de ce chapitre.
4.5 Configuration du test
Cette partie explique comment déterminer la période du test périodique. Elle insiste plus
particulièrement sur le choix des erreurs à détecter et l’adéquation du test avec les applications.
4.5.1 Détermination de la période de test
Pour déterminer la période de test nécessaire à la détection des erreurs, il est nécessaire
d’avoir une définition de ces dernières. Ensuite, les équations définies précédemment permet-
tent de calculer la période de test nécessaire pour atteindre une probabilité de détection donnée
après un temps donné. La figure 4.11 illustre ce procédé.
Voici un exemple :
Définition de l’erreur : Comme nous l’avons vu au cours de ce chapitre, la définition du type
d’erreur est à la base du test périodique et défini son efficacité. Une erreur intermittente
est définie par 1/µ, la durée moyenne des erreurs et par 1/λ, le temps moyen entre deux
erreurs.
Cette définition peut être obtenue en ayant une connaissance du matériel. Par exemple,
une expérience comme celle présentée dans le chapitre 2 permet d’obtenir cette définition
dans des conditions données. Cependant, la définition des erreurs intermittentes peut aussi
être donnée par les applications (voir paragraphe suivant). Dans ce cas, elle représente une
limite de tolérance de l’application.
Pour exemple prenons λ = 0,01 ms−1 et µ = 0,1 ms−1. Cela correspond à une durée
moyenne entre deux erreurs de 100 ms et à une durée moyenne d’erreurs de 10 ms. Dans ce
cas, le système est dix fois plus souvent dans l’état opérationnel que dans l’état défaillant.
Probabilité de détection : La probabilité de détection permet de définir la précision du test,
mais aussi le coût de celui-ci. En effet, plus la probabilité de détection à obtenir est élevée
et plus la période de test devra être faible. Pour l’exemple, prenons une probabilité de
détection de trois neufs, soit 0,999. Cette valeur représente une probabilité relativement
importante et sera utilisée comme valeur de référence dans la suite de ce mémoire.
Durée du test : Comme nous l’avons montré dans ce chapitre, la durée d’observation doit être
réfléchie en fonction de la définition de l’erreur à détecter. La durée de test définit le temps
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requis pour atteindre la probabilité de détection visée. Pour l’exemple, prenons une durée
de 1 s qui équivaut à 10/λ.
Modèle de Markov : Le modèle utilisé défini le lien entre les paramètres précédents et la péri-
ode de test. Pour cela nous avons défini plusieurs équations permettant de définir la proba-
bilité de détection d’un test périodique. Par exemple, nous pouvons nous baser sur l’équa-
tion (4.7) si le test est strictement périodique ou sur l’équation (4.9) si le test est pseudo-
périodique et que l’on connait la distribution des intervalles de test.
Période de détection : En prenant en compte les paramètres précédents, nous pouvons déter-
miner la période de test nécessaire pour obtenir une probabilité de détection de 0,999
après 1 s.
Dans le cas d’un test périodique à période fixe la période sera de 7,63 ms, ainsi, il sera
nécessaire de réaliser 131 tests en 1 s.
Dans le cas d’un test pseudo-périodique dont la distribution des intervalles de test à un
écart type de 40%, alors la période de test nécessaire est de 6,74 ms, soit 148 tests en 1 s.
Défaillant 
 
Opérationnel 
Activation de l’erreur Activation de l’erreur 
1/Ǌ 1/ǋ Définition de l’erreur 
Période de test 
Modèle  
de 
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T 
FIGURE 4.11 : Illustration du calcul de la période de test. A partir d’une définition de l’erreur intermittente
à détecter (durée moyenne des erreurs et durée moyenne sans erreur) et du modèle de Markov, il est
possible de déterminer la période de test nécessaire pour atteindre une probabilité de détection donnée
sur un temps donné.
4.5.2 Adéquation du test avec les applications
Le but du test périodique est de détecter les erreurs intermittentes pour éviter que les appli-
cations ne produisent des résultats erronés. Cependant, les applications peuvent tolérer naturelle-
ment des erreurs. Par exemple, si l’on considère une application de traitement d’images, nous
pouvons imaginer que la perte d’une partie de l’image peut être tolérée si elle n’est pas trop
fréquente. Dans ce sens, la définition de l’erreur à détecter peut être donnée par les applications.
Ainsi, le développeur des applications est le mieux placé pour définir le type d’erreur à détecter.
En pratique : Considérons qu’une application de traitement d’images peut tolérer deux images
(ou parties de l’image) consécutives erronées toutes les cent images et que le traitement est réalisé
à 26 images par secondes. Nous pouvons alors calculer la définition de l’erreur à détecter. Celle-
ci est définie à partir de deux paramètres : la durée moyenne des erreurs et la durée moyenne sans
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erreur. Ainsi, ces deux paramètres sont respectivement égaux à des durée de 2 et 98 images, soit :
1/µ= 77 ms et 1/λ = 3,769 s.
Nous verrons dans le chapitre suivant comment l’implémentation d’un test pseudo-périodique
a un impact sur les applications. Cela confirmera que l’implémentation d’un test périodique doit
être réfléchie en adéquation avec les applications.
4.6 Conclusion
L’objectif de ce chapitre était d’étudier la faisabilité d’utiliser un test pseudo-périodique pour
détecter les erreurs intermittentes. En effet, contrairement aux approches utilisées dans la lit-
térature, nous pensons que le test en ligne ne doit pas nécessairement être prioritaire et donc
strictement périodique. Pour répondre à cet objectif, trois parties principales se sont succédées,
une partie théorique, une partie appliquée à des cas d’étude et une partie dédiée à l’étude des tests
pseudo-périodiques.
Nous avons montré dans la première partie qu’il est possible de modéliser les erreurs intermit-
tentes à l’aide d’un modèle de Markov. Cela nous a permis de décrire la probabilité de détection
en fonction des caractéristiques des erreurs à détecter et de la période de test.
La deuxième partie de ce mémoire, nous a permis d’étudier l’impact de différents cas d’études
sur la probabilité d’observer et de détecter une erreur en fonction du temps. Nous avons, en
particulier, démontré qu’il est important de connaitre le type d’erreur à détecter afin d’adapter au
mieux la durée d’observation des erreurs.
Finalement, nous avons conclu dans une troisième partie, que l’utilisation d’un test pseudo-
périodique est possible. Si une erreur de 0,04% est tolérée sur une probabilité de détection de
0,999%, alors le système peut tolérer des variations jusqu’à 40% de la période de test initiale.
Pour compléter cette étude théorique, nous devons implémenter notre méthode de test pseudo-
périodique dans une architecture multiprocesseur. En effet, l’étude présentée dans ce chapitre
ne considère qu’un processeur et ne tient pas compte de conditions réelles de fonctionnement
d’une architecture complète. Ainsi, le principal objectif du prochain chapitre, sera de mettre en
œuvre et d’évaluer plusieurs implémentations de tests périodiques et pseudo-périodiques, dans
différentes conditions de fonctionnement (différents taux d’occupation de l’architecture et dif-
férents types d’applications). En particulier, nous utiliserons la probabilité de détection définie
dans ce chapitre, comme une métrique permettant d’évaluer l’efficacité de la détection des erreurs
intermittentes.
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LES CHAPITRES précédents nous ont permis d’identifier une méthode de test capable dedétecter des erreurs intermittentes dans une architecture multiprocesseur. Tout d’abord,nous avons sélectionné les méthodes de Software-Based Selt-Test (SBST) ou des méth-
odes basées sur des structures de BIST, comme moyen de détecter des erreurs intermittentes dans
des processeurs. En effet, combinées à un test périodique, ces méthodes offrent un bon compro-
mis entre la couverture de fautes et l’impact sur les performances. De plus, elles permettent d’être
implémentées dans une architecture multiprocesseur, et ne nécessitent pas de surface addition-
nelle.
Dans le but de réduire l’impact du test au minimum, nous avons étudié l’impact d’un test péri-
odique non prioritaire sur la probabilité de détection du test. Ainsi, nous avons montré qu’un test
pseudo-périodique reste efficace même avec de fortes variations des intervalles de test. Théorique-
ment, nous savons que les tests pseudo-périodiques peuvent détecter des erreurs intermittentes,
cependant nous devons déterminer leur impact sur les performances des applications dans des cas
réels d’exécutions. Dans ce sens, ce chapitre détaillera l’implémentation du test en ligne dans une
architecture matérielle et démontrera, à partir de simulations de l’architecture complète, que l’u-
tilisation de tests pseudo-périodiques est adaptée aux architectures multiprocesseur embarquées.
Pour arriver à cette conclusion, nous présenterons nos objectifs dans une première partie.
Puis, nous décrirons dans une deuxième partie, l’environnement matériel et logiciel utilisé pour
notre étude. C’est à dire, l’architecture multiprocesseur et les applications utilisées pour les sim-
ulations.
Dans la troisième partie de ce mémoire, nous expliquerons comment les tests pseudo-péri-
odiques peuvent être intégrés dans une architecture multiprocesseur. Puis, nous détaillerons les
différentes implémentations de tests pseudo-périodiques et strictement périodiques qui seront
comparés par la suite.
La quatrième partie de ce chapitre présentera les différents paramètres utilisés dans les sim-
ulations. En particulier, nous présenterons les différentes configurations d’une application et de
l’architecture, qui permettront d’étudier l’impact des tests pseudo-périodiques sur un large panel
de cas d’études. Nous ferons ainsi varier les conditions expérimentales avec la charge de l’archi-
tecture et la nature des applications.
La dernière partie de ce chapitre, comparera l’impact des différentes implémentations des
tests sur les applications et sur la probabilité de détection du test. Cela nous permettra de conclure
sur l’efficacité des tests pseudo-périodiques. En particulier, nous montrerons qu’une politique
pseudo-périodique prenant en compte les processeurs au repos et la priorité des tâches, offre le
meilleur compromis entre performance et probabilité de détection.
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5.1 Objectifs de l’étude
Dans une architecture multiprocesseur, plusieurs processeurs sont utilisés pour effectuer les
traitements définis par une ou plusieurs applications. En parallèle, tous ces processeurs doivent
être testés afin d’y détecter d’éventuelles erreurs intermittentes. Pour cela, nous avons vu précédem-
ment qu’un test pseudo-périodique peut être utilisé. Cette technique de détection consiste à exé-
cuter des tests avec une période qui dépend du type d’erreur à détecter.
Le premier objectif de ce chapitre est de présenter comment les différentes tâches, des ap-
plications et des tests, doivent être distribuées sur les processeurs au cours du temps. Pour cela,
l’architecture doit réaliser deux ordonnancements de manière concurrente :
L’ordonnancement des applications : il définit la manière dont les tâches applicatives sont dis-
tribuées sur les processeurs. Cela est réalisé par un algorithme d’ordonnancement dont le
but est de minimiser le temps d’exécution des applications. Cet algorithme n’est pas le
sujet d’étude de ce chapitre, donc nous ne le modifierons pas.
L’ordonnancement des tests : il définit l’ordre dans lequel les processeurs doivent être testés.
Cet ordonnancement est le sujet de ce chapitre. Nous allons étudier plusieurs politiques
d’ordonnancement des tests implémentant des tests pseudo-périodiques. Le but est de
sélectionner l’ordonnancement qui a le plus faible impact sur les applications (durée, nom-
bre de préemptions, etc), et qui permet d’atteindre une probabilité de détection fixée sur
chacun des processeurs.
Le deuxième objectif est de confirmer dans des conditions réelles de fonctionnement, que
l’utilisation de tests pseudo-périodiques est préférable à l’utilisation de tests strictement péri-
odiques. En particulier, qu’ils minimisent l’impact du test sur les performances des applications
et qu’ils conservent la probabilité de détection.
Pour atteindre nos objectifs nous utiliserons une architecture spécifique et une application
dédiée. L’architecture nous permettra d’implémenter plusieurs politiques de tests pseudo-péri-
odiques et l’application nous permettra de faire varier les conditions de simulation. Dans ce sens,
la prochaine partie présente l’architecture multiprocesseur SCMP [75] et son simulateur, ainsi
que l’application de Labelling[76].
5.2 Environnement de l’étude
Cette partie présente l’environnement matériel et logiciel utilisé pour étudier l’implémen-
tation des tests pseudo-périodiques dans une architecture multi-processeur. En particulier, nous
présentons l’architecture SCMP [75] et son simulateur SESAM [77], ainsi que l’application de
Labelling [76].
Cette partie doit permettre d’avoir une idée générale des outils utilisés pour réaliser notre
étude. Elle aide à mieux comprendre quels éléments ont été modifiés pour intégrer la détection
des erreurs intermittentes au sein de l’architecture. Ce sera l’objet de la prochaine partie.
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5.2.1 L’architecture multiprocesseur
L’architecture multiprocesseur utilisée dans notre étude est SCMP (SCalable Multi-Proces-
sor) [75]. Comme le montre la figure 5.1, elle est considérée comme un accélérateur matériel et
pour fonctionner elle doit être couplée à un processeur. Un système d’exploitation est exécuté sur
le processeur, c’est lui qui envoie les demandes d’exécution à SCMP. SCMP est dédié au calcul
intensif et bénéficie de mécanismes optimisés pour la gestion des préemptions et la migration des
tâches. La communication entre les deux éléments est effectuée par des interruptions et par une
mémoire partagée.
Plus précisément, l’architecture utilisée pour notre étude est composée d’une partie contrôle
(l’OSoC), de processeurs, de mémoires et d’un réseau interconnexion.
La partie suivante détaille l’architecture SCMP et son modèle d’exécution.
processeur
système
d’exploitation
(temps-réel)
mémoire
principale
réseau d’interconnexion
OSoC
accélérateur matériel
du système d’exploitation
interfaces
utilisateur
SCMP
mémoire OSoC
ressources multiprocesseur
calcul, mémoires et
communication
FIGURE 5.1 : Intégration de l’architecture SCMP dans un système global [75]. SCMP est un accélérateur
matériel permettant de réaliser du calcul intensif.
Détail de l’architecture SCMP
La figure 5.2 détaille la structure de l’architecture SCMP. L’élément principal de l’architec-
ture est l’OSoC (Operating System accelerator on Chip). Il est chargé de contrôler dynamique-
ment l’architecture SCMP, c’est lui qui ordonnance l’exécution des applications sur les dif-
férentes ressources de calcul disponibles. La modification de ce composant nous permettra d’in-
tégrer notre technique de test pseudo-périodique au sein de l’architecture.
La communication entre les ressources de calcul et le contrôleur est assurée par l’Unité d’In-
terface et d’Interconnexion avec l’OSoC. Pour cela, chaque ressource de calcul comporte une
Interface avec l’OSoC (IO). L’Unité de Gestion de la Mémoire (UGM) permet aux Générateurs
d’Adresse (GA) d’accéder directement aux instructions et aux données de la tâche en mémoire.
L’architecture SCMP est basée sur des mémoires physiquement distribuées et logiquement
partagées. Les éléments de calculs sont connectés aux processeurs par un réseau multibus. Chaque
processeur a un accès en lecture à toutes les mémoires et un accès privilégié en écriture à une
zone mémoire dédiée.
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FIGURE 5.2 : Description de l’architecture SCMP [75]. UI2O : Unité d’Interface et d’Interconnexion de
l’OSoC, réalise l’interconnexion entre les ressources calcul et l’OSoC. IO : Interface avec l’OSoC, interface
entre les ressources de calcul et l’UI2O. GA : Générateurs d’Adresse (GA). UGM : Unité de Gestion de la
Mémoire, permet aux GA d’accéder aux instructions et aux données de la tâche en mémoire.
Modèle d’exécution
Pour être utilisées par l’OSoC, les applications doivent être découpées en tâches indépen-
dantes. La dépendance de contrôle et de données entre les tâches est décrite par un réseau de
Pétri [78]. Le code des tâches et le graphe de l’application est transmis à l’OSoC par le système
d’exploitation par l’intermédiaire de la mémoire partagée (voir figure 5.1). Nous présenterons
dans la partie 5.2.3 l’application utilisée pour nos simulations.
Après la réception d’une demande d’exécution, l’OSoC configure les tâches à exécuter. Pour
cela, pour chaque tâche, les instructions sont préchargées dans une des mémoires partagées.
L’adresse de la mémoire dédiée à la tâche est sauvegardée par l’UGM. Dès qu’une tâche peut
être exécutée, elle est allouée sur une ressource de calcul disponible. Celui-ci récupère l’adresse
de la mémoire dédiée à la tâche par l’UGM et accède aux informations de la tâche par son GA. La
tâche est ensuite exécutée sur le processeur et des données sont produites dans une ou plusieurs
mémoires. Ces données deviennent disponibles pour les tâches suivantes.
En fonction de l’algorithme d’ordonnancement implémenté, une tâche en cours d’exécution
peut être préemptée. Dans ce cas, le contexte d’exécution de la tâche et les données intermédiaires
sont sauvegardés dans la mémoire dédiée à la tâche. Ainsi, la même tâche peut reprendre son
exécution sur un autre processeur avec une faible pénalité. En effet, toutes les mémoires sont
partagées et la latence d’accès aux mémoires est la même pour tous les processeurs. Le temps
de préemption est constant et comprend la sauvegarde de la mémoire interne du processeur et la
latence du réseau d’interconnexion.
Dans notre cas, l’algorithme d’ordonnancement est ELLF (Enhanced Least-Laxity-First) [79].
Pour cet algorithme, la tâche dont la laxité est la plus faible est la tâche la plus prioritaire. Cet
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algorithme est exécuté avec une période fixe. Ainsi, l’ordonnancement des tâches est remis en
jeu à chaque nouvelle période. Le choix de cette période est important, trop faible, elle nuit aux
performances et trop importante elle induit une sur-consommation.
Le paragraphe suivant présente le simulateur utilisé pour obtenir nos résultats.
5.2.2 Le simulateur
Le simulateur SESAM [77] (Simulation Environment for Scalable Asymmetric Multiproces-
sors) utilisé pour notre étude, a été conçu dans le but de réaliser l’exploration d’architectures mul-
tiprocesseur. C’est un environnement modulaire utilisant des ISS (Instruction Set Simulator) pour
modéliser les processeurs et SystemC [80] pour le reste de l’architecture. Il permet de modifier
facilement tous les paramètres de l’architecture, comme par exemple, le nombre de processeurs
de l’architecture, les tailles mémoires, la latence d’accès aux mémoires ou les applications. Ainsi,
il est un bon candidat pour évaluer nos politiques d’ordonnancement des tests.
L’architecture simulée se base sur l’architecture SCMP. Les processeurs sont de type MIPS32
et sont simulés par ArchC [81]. Ils sont connectés aux mémoires par un multibus, c’est à dire que
chaque processeur accède à chaque mémoire avec la même latence. Le contrôle de l’architecture
est réalisé matériellement par l’OSoC. Les différentes politiques d’ordonnancement des tests sont
implémentées par ce composant.
Le paragraphe suivant décrit les applications utilisées dans nos simulations.
5.2.3 Les applications
Afin de simuler l’ajout d’un test pseudo-périodique en parallèle des applications, deux ap-
plications vont être utilisées. La première est l’application de labelling qui sera notre application
principale. La deuxième représentera le test des processeurs.
L’application de labelling
L’application principale utilisée lors des simulations est basée sur une application de traite-
ment d’image : l’application de labelling [76]. L’implémentation de ce type d’application dans
des architectures multiprocesseur est souvent réalisée sur le même principe. C’est à dire que l’im-
age à traiter est découpée en plusieurs parties qui sont traitées en parallèle par des processeurs
différents. Ainsi, chaque processeur ne traite qu’une partie de l’image, les différentes parties sont
assemblées dans une deuxième partie de l’application.
La figure 5.3 présente le graphe de tâches de l’application utilisée. La tâche T0 initialise
l’application et les tâches de T1 à T8 exécutent les traitements de labelling. Dans notre cas, ces
tâches sont exécutées N fois. Nous verrons dans la suite de ce chapitre, comment la durée de ces
tâches influence la charge de l’architecture. Les tâches suivantes réalisent la fusion des résultats
et clôturent l’application. Cependant, dans notre cas, la durée de ces tâches est minimisée en
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utilisant des images ne nécessitant pas de fusion. Ainsi, ce sont les tâches T1 à T8 qui définiront
la durée totale de l’application.
T0 
T9 T10 
T11 
T1 T8 … T4 T5 … N N N N 
T12 T13 T14 T15 
T16 
T17 T24 … 
T25 
FIGURE 5.3 : Application de labelling pour huit processeurs. La tâche T0 initialise l’application et les tâches
de T1 à T8 exécutent les traitements de labelling. Dans notre cas, ces tâches sont exécutées N fois et sont
les tâches principales. Les tâches suivantes réalisent la fusion des résultats.
Implémentation du test pseudo-périodique
Le test pseudo-périodique est simulé par une tâche périodique dont la durée correspond à la
durée des tests et la période est en rapport avec la période des tests. Nous verrons dans la partie
suivante comment l’ordonnancement de l’OSoC a été modifié pour prendre en compte des tâches
de test. Ainsi, la différence avec l’application précédente est que cette tâche est ordonnancée de
façon spécifique en fonction d’une politique d’ordonnancement des tests choisie.
5.3 Intégration des tests
La partie précédente nous a permis de décrire l’architecture utilisée pour notre étude et l’ap-
plication utilisée pour les simulations. Plus particulièrement, nous avons vu que l’ordonnance-
ment des applications au sein de l’architecture multiprocesseur est effectué par l’OSoC. Cet or-
donnanceur matériel nécessite d’être modifié pour implémenter des techniques de test pseudo-
périodique. Nous présenterons, dans une première sous-partie, comment l’ordonnancement doit
être modifié. Puis, dans une seconde sous-partie, nous détaillerons les différentes politiques d’or-
donnancement des tests.
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5.3.1 Ordonnancement et placement des applications
Comme nous l’avons vu dans la partie précédente, l’OSoC est chargé de l’ordonnancement
et du placement des tâches au sein de l’architecture SCMP. Ici, nous allons nous concentrer sur
ces deux étapes (voir figure 5.4).
L’ordonnancement des tâches dans une architecture est réalisé en ligne par un algorithme
d’ordonnancement [82, 83], dans notre cas, l’algorithme utilisé est l’ELLF [79]. Son rôle est de
répartir les tâches d’application sur tous les processeurs de l’architecture en fonction de leurs
priorités. Dans le cas de l’algorithme ELLF, la tâche dont la laxité est la plus faible est la tâche
la plus prioritaire. Les tâches sélectionnées par l’ordonnanceur, sont ensuite placées sur les dif-
férents processeurs.
Pour ajouter le test des processeurs en parallèle des applications, ces étapes doivent être
modifiées. La suite de cette partie explique comment.
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FIGURE 5.4 : Ordonnancement et placement des tâches. L’algorithme d’ordonnancement sélectionne les
tâches à exécuter en fonction de leurs priorités. Ces tâches sont ensuite placées sur les processeurs.
5.3.2 Modification de l’ordonnancement pour les tests
Nous considérons ici un test périodique des processeurs. Soit Ttest 1 la période de test d’un
processeur et n le nombre de processeurs à tester, ainsi, un nouveau processeur sera testé tous les
Ttest/n. Cette période est celle de la tâche périodique implémentée dans l’OSoC qui représente
le test des processeurs. Cette période est donc fixe pour l’ordonnanceur, cependant, nous verrons
par la suite comment le choix des processeurs à tester induit un test pseudo-périodique.
Terminologie utilisée : Chaque processeur peut avoir un statut "testé" ou "non testé", si tous
les processeurs sont "testés" alors le test est "complet". Le test des processeurs est alors "réini-
1. Le chapitre 4 explique comment choisir cette période.
5.3 Intégration des tests 105
tialisé" et tous les processeurs prennent le statut "non testé". Un processeur "doit être testé" s’il
est "non testé" mais a été sélectionné pour être testé au cours de l’ordonnancement des tests.
De même, on considère que les processeurs peuvent avoir deux états : "occupé" ou "libre",
suivant qu’une application est en cours d’exécution ou non. Si une application est en cours d’exé-
cution, le processeur a une priorité définie par cette application. Cette priorité dépend de l’algo-
rithme d’ordonnancement utilisé.
La figure 5.5 explique comment les tests sont ordonnancés avec les applications. L’ordon-
nancement de l’architecture est réalisé avec une période fixe qui est symbolisée sur la figure par
les "ticks d’ordonnancement". Ainsi, à chaque "tick", trois fonctionnements sont possibles pour
l’ordonnancement des tâches, selon qu’un processeur est testé, doit être testé ou non :
Si aucun processeur n’est et ne doit être testé : dans ce cas, tous les processeurs sont disponi-
bles pour exécuter les applications. L’ordonnancement des tâches est donc réalisé sur (n)
processeurs.
Si un processeur est en cours de test : dans ce cas, le processeur testé ne peut être utilisé pour
l’application. L’ordonnancement des tâches est donc réalisé sur (n−1) processeurs.
Si un processeur doit être testé : c’est à dire, tous les Ttest/n. Dans ce cas, le choix du pro-
cesseur à tester est réalisé par la politique d’ordonnancement des tests. Ce choix va déter-
miner l’efficacité du test et son impact sur les applications. Si le test des processeurs est
réalisé sans prendre en compte l’état de ceux-ci, alors, le test peut avoir un impact important
sur la durée d’exécution des applications. Si le processeur à tester exécute une application,
alors elle devra être préemptée. Les politiques d’ordonnancement des tests que nous allons
détailler dans la suite de cette partie, tentent de limiter l’impact sur les performances en
prenant en compte l’état et la priorité des processeurs.
5.3.3 Les politiques d’ordonnancement des tests
L’objectif des paragraphes suivants est de présenter différentes implémentations de tests
pseudo-périodiques et de tests strictement périodiques sur une architecture multiprocesseur. Nous
voulons prouver que les tests pseudo-périodiques peuvent être utilisés pour détecter des erreurs
intermittentes dans des architectures multiprocesseur, et qu’ils peuvent réduire l’impact des tests
sur les applications par rapport à des tests périodiques à période fixe.
Pour cela, nous avons défini quatre politiques d’ordonnancement des tests. Deux ordonnance-
ments implémentent des tests strictement périodiques (politiques Aggressive et Aggressive with
Pre-allocation) et deux ordonnancements implémentent des tests pseudo-périodiques (politiques
Idleness Aware et Idleness and Priority Aware). Les ordonnancements implémentant des tests
strictement périodiques ont théoriquement l’impact le plus important sur les performances des
applications, mais respectent le plus les périodes de test. Ces ordonnancements seront utilisés
comme références pour évaluer le gain en performances obtenu par les deux approches pseudo-
périodiques.
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FIGURE 5.5 : Ordonnancement des tests et des applications. À chaque "ticks d’ordonnancement", si aucun
processeur n’est ou ne doit être testé alors l’ordonnancement des applications est réalisé normalement sur
les (n) processeurs de l’architecture. Sinon il est réalisé sur (n-1) processeurs.
Les approches de la littérature implémentent exclusivement des tests strictement périodiques,
cependant, il existe des approches plus optimisées que d’autres. Dans ce sens, nous avons choisi
d’implémenter deux approches de tests strictement périodiques, une première non optimisée et
une deuxième bénéficiant d’optimisations au niveau de l’architecture. L’objectif est de confron-
ter nos approches de tests pseudo-périodiques à des approches réalistes de tests strictement péri-
odiques.
Politique Aggressive
La politique Aggressive (AP) implémente un test strictement prioritaire par rapport aux tâches
de l’application. Les processeurs sont testés tour à tour dans un ordre prédéfini. Étant donné la
liste L des processeurs à tester, l’algorithme parcourt la liste en partant du processeur 1 jusqu’au
processeur n. Tous les temps Ttest/n, le premier processeur non encore testé dans la liste L est
sélectionné. Si une application est en cours d’exécution sur le processeur, celle-ci est préemptée
pour y effectuer le test (voir figure 5.6).
L’algorithme 5.1 implémente cette politique. Pour chaque processeur dans l’architecture, si
le processeur est "non testé", alors, il est sélectionné pour être testé. S’il est "testé", alors, un autre
processeur est évalué. Si tous les processeurs sont "testés", alors, le test est réinitialisé et tous les
processeurs sont mis dans un état "non testé".
La mise en place de cette politique a pour but d’étudier l’impact d’une allocation agressive
sur le test et les applications, et de la comparer aux autres politiques. Cette politique d’allocation
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a un coût important sur les performances, mais doit respecter au mieux la période de test. C’est
l’approche généralement utilisée dans la littérature.
Instants de test
P1 Test Test Test
P2 Test Test Test
. . .
Pn Test Test Test
Ttest
Ttest
n
FIGURE 5.6 : Exemple d’ordonnancement d’un test strictement périodique.
1 For p=1 to Numbe r _ o f _ p r o c e s s o r _ i n _ a r c h i t e c t u r e
Do
I f p r o c e s s o r _ n o t _ t e s t e d ( p ) Then t e s t ( p ) End_if
4 E l s e _ i f a l l _ p r o c e s s o r s _ t e s t e d ( ) Then i n i t _ t e s t s ( )
Else t r y _ n e x t _ p r o c e s s o r ( p )
End_if
7 End_for
Algorithme 5.1 – Implémentation de la politique Aggressive (AP)
Politique Idleness Aware
La politique Idleness Aware (IAP) exécute les tests sur les processeurs libres en priorité. Si
aucun processeur à tester n’est libre alors ils sont testés dans un ordre prédéterminé. Cette poli-
tique prend en compte la disponibilité éventuelle des processeurs et limite ainsi le nombre de
préemptions par rapport à la politique précédente. Cependant, elle peut induire des variations
de la période de test sur chacun des processeurs. La figure 5.7 illustre ce phénomène et l’algo-
rithme 5.2 implémente cette politique.
Instants de test
P1 Test Test Test
P2 Test Test Test
. . .
Pn Test Test Test
Ttest
Ttest
n
FIGURE 5.7 : Exemple d’ordonnancement des tests non prioritaires. Ce type d’ordonnancement limite
le nombre de préemptions des applications, mais induit des variations des périodes de test sur les pro-
cesseurs (ici sur les processeurs P2 et Pn).
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For p=1 to Numbe r _ o f _ p r o c e s s o r _ i n _ a r c h i t e c t u r e
2 Do
I f p r o c e s s o r _ n o t _ t e s t e d ( p ) Then
I f i s _ f r e e ( p ) Then t e s t ( p )
5 E l s e _ i f n o _ f r e e _ p r o c e s s o r ( ) Then t e s t ( p )
End_if
E l s e _ i f a l l _ p r o c e s s o r s _ t e s t e d ( ) Then i n i t _ t e s t s ( )
8 Else t r y _ n e x t _ p r o c e s s o r ( p )
End_if
End_for
Algorithme 5.2 – Implémentation de la politique Idleness Aware (IAP)
Politique Idleness and Priority Aware
La politique Idleness and Priority Aware (IPAP) est identique à la politique précédente et
exécute les tests sur les processeurs libres en priorité. La différence est, que si aucun processeur
à tester n’est libre, alors le test est effectué sur le processeur ayant la plus faible priorité. Cette
politique prend en compte la disponibilité éventuelle des processeurs et la priorité des tâches
s’exécutant sur ceux-ci. Comme la politique précédente, elle peut induire des variations des péri-
odes de test sur chacun des processeurs. L’algorithme 5.3 implémente cette politique.
For p=1 to Numbe r _ o f _ p r o c e s s o r _ i n _ a r c h i t e c t u r e
2 Do
I f p r o c e s s o r _ n o t _ t e s t e d ( p ) Then
I f i s _ f r e e ( p ) Then t e s t ( p )
5 E l s e _ i f n o _ f r e e _ p r o c e s s o r ( ) Then
t e s t _ u n t e s t e d _ p r o c e s s o r _w i t h _m i n _ p r i o r i t y ( p )
End_if
8 E l s e _ i f a l l _ p r o c e s s o r s _ t e s t e d ( ) Then i n i t _ t e s t s ( )
End_if
End_for
Algorithme 5.3 – Implémentation de la politique Idleness and Priority Aware (IPAP)
Politique Aggressive with Pre-allocation
La politique Aggressive with Pre-allocation (APP) est identique à la politique Aggressive
(AP) dans le choix des processeurs à tester. C’est à dire que les processeurs sont testés tour à
tour dans un ordre prédéfini. Contrairement aux autres politiques, ici, le placement des tâches
d’application est modifié. Le choix des processeurs à tester étant prédéfini, le but de cette poli-
tique est d’anticiper la préemption des applications en les plaçant en priorité sur les processeurs
récemment testés. Dans la littérature, Li et al. [71] ont présenté un algorithme s’approchant de
cette politique.
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Cette politique tente de limiter au mieux le nombre de préemptions tout en conservant stricte-
ment les périodes de test. Pour cela, elle alloue les nouvelles tâches dans l’ordre inverse duquel
les processeurs doivent être testés pour des erreurs. Ainsi, chaque nouvelle tâche est placée en
priorité sur le dernier processeur libre qui a été testé. Remarquons que cette politique ne modifie
en rien l’ordonnancement des tâches et qu’elle conserve les priorités des tâches. L’effet de cette
politique est illustré sur la figure 5.8.
P0 T1
P1 T0 T2
(a)
P0 Test T1 T2
P1 T0 Test
(b)
FIGURE 5.8 : Illustration de la politique Aggressive with Pre-allocation. (a) Exemple d’allocations des tâches
sans la présence de tests. (a) Après ajout des tests. Dans cet exemple, la tâche T2 est placée sur le
processeur P0 en anticipation du test du processeur P1.
5.4 Mise en place des simulations
Cette partie a pour but de présenter les moyens de simulation qui vont nous permettre de com-
parer les différentes politiques d’ordonnancement des tests. Nous montrerons comment modifier
les paramètres de notre simulateur pour étudier l’impact du test périodique sur un large panel de
cas d’études. En particulier, nous verrons comment modifier la charge des processeurs ainsi que
le type d’application.
5.4.1 Objectifs et paramètres de simulation
L’objectif des simulations est de comparer les différentes politiques d’ordonnancement des
tests. En particulier, nous voulons observer l’impact des politiques sur les applications et sur les
tests. L’impact sur les applications sera observé par deux valeurs : le nombre de préemptions de
tâches induit et l’augmentation de la durée des applications. L’impact sur le test sera observé par
la probabilité de détection, défini dans le chapitre précédent.
Cependant, pour être pertinentes, les observations devront être faites pour différentes charges
d’occupation de l’architecture et pour différentes applications. En effet, nous verrons que ces
paramètres influencent fortement l’impact des politiques d’ordonnancement des tests. Nous ver-
rons, dans la partie suivante, comment modifier l’application utilisée pour obtenir une charge
d’occupation de l’architecture donnée.
5.4.2 Modification des paramètres de simulation
Dans le but d’analyser l’impact des tests sur les applications, nous souhaitons créer un large
panel de conditions expérimentales. Cela concerne, la charge de l’architecture et le type d’appli-
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cation utilisés (tâches longues ou courtes). Cette partie explique comment ces paramètres sont
modifiés à partir de l’application présentée précédemment.
Taux d’occupation de l’architecture
Le lien entre les applications et le taux d’occupation peut être établi à l’aide de l’application
de traitement d’image, présentée dans la partie précédente. Dans ce type d’application, la durée
des tâches de traitement dépend directement des données (ici de l’image). Ainsi, la durée de
chacune des tâches de traitement n’est pas nécessairement égale et cela a un impact sur le taux
d’occupation de l’architecture. Pour une même application, en fonction de l’image à traiter, le
taux d’occupation des processeurs varie.
Dans ce contexte, l’ajout de tâches de test en parallèle des applications n’aura pas le même
impact en fonction des images à traiter, et donc en fonction des données d’entrée. En effet, plus
le taux d’occupation de l’architecture est élevée et plus le coût du test est important. Ainsi, les
simulations seront réalisées pour différents taux d’occupation de l’architecture. Cela sera réalisé
en modifiant la durée des différentes tâches composant l’application définie précédemment.
Taux d’occupation d’un processeur : Soit texec le temps pendant lequel un processeur exécute
une tâche, tsleep le temps pendant lequel le processeur est au repos et ttotal le temps total défini
par ttotal = texec+ tsleep. On peut alors définir le taux d’occupation Toi d’un processeur i par :
Toi = taux d
′occupation processeur i=
texec(i)
texec(i)+ tsleep(i)
=
texec(i)
ttotal(i)
La figure 5.9 montre plusieurs taux d’occupation d’un processeur par rapport à une exécution
standard.
Standard execution
Processor occupation = 50%
. . .
Processor occupation = 10%
FIGURE 5.9 : Modification de l’occupation des processeurs
Taux d’occupation moyen de l’architecture : Le taux d’occupation moyen de l’architecture
est défini en fonction du taux d’occupation des processeurs qui la composent. Soit Ton le taux
d’occupation du processeur n et N le nombre total de processeurs dans l’architecture. On a alors :
∀n ∈ [1;N]
To_sys= taux d′occupation moyen architecture=
∑Nn=1Ton
N
(5.1)
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La figure 5.10 montre un exemple d’occupation d’une architecture composée de quatre pro-
cesseurs. Dans cet exemple, les trois premiers processeurs ont une occupation de 100% et le
dernier de 20%. Il en résulte une occupation de l’architecture de 80%.
Processeur 1 (100%)
Processeur 2 (100%)
Processeur 3 (100%)
Processeur 4 (20%)
FIGURE 5.10 : Exemple d’occupation de l’architecture. Dans cet exemple, le taux d’occupation est de 80%.
Modification de l’application de traitement d’image : La modification du taux d’occupation
de l’architecture peut être obtenue en modifiant la durée des tâches de traitement composant l’ap-
plication de labelling (tâches T1 à T8 sur la figure 5.3). Dans la réalité, la durée des tâches évolue
en fonction des données d’entrée, c’est à dire, en fonction de l’image à traiter. Dans notre cas,
les tâches T0, et les tâches supérieures à T9, ont une durée d’exécution très inférieure aux autres,
ces tâches n’auront donc que peu d’influence sur le taux d’occupation. La figure 5.11 illustre un
exemple d’ordonnancement typique de l’application. Dans cet exemple, la durée de la tâche T8
est deux fois plus faible que les autres tâches de traitement. Dans ce cas, le taux d’occupation est
de To_sys= (7∗100+50)/8= 93,75%. Ainsi, la modification du taux d’occupation de l’archi-
tecture sera réalisée sur le même principe. Un taux d’occupation de 100% signifiera que la durée
des huit tâches de traitement est identique. Mais en réalité, le taux d’occupation de l’architecture
peut rarement atteindre cette valeur.
P1 T0 T1 . . . T1 T9 T11
P2 T2 . . . T2 T10
P3 T3 . . . T3
. . .
P8 T8 . . . . . . T8
N itérations
FIGURE 5.11 : Modification de l’application de traitement d’images. Dans cet exemple, la durée de la tâche
T8 est deux fois plus faible que les autres tâches de traitement. Dans ce cas, le taux d’occupation est
To_sys= (7∗100+50)/8= 93,75%.
Modification du type d’application
Pour une durée d’application et un taux d’occupation de l’architecture donnés, l’impact du
test sur la durée de l’application peut être différent. En effet, le nombre de préemptions induites
par le test diffère suivant la durée des tâches (courte ou longue). Plus une tâche est longue et plus
sa probabilité d’être préemptée plus d’une fois est importante. Or, toute préemption implique un
coût pour l’application. Lors de la préemption d’une tâche, ses données et l’état du processeur
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doivent être sauvegardés. Ainsi, plus le nombre de préemptions est important et plus la durée
totale de l’application est allongée.
Dans notre cas, nous avons choisi d’étudier deux types d’applications. La première applica-
tion est composée de tâches longues : huit tâches de 125 ms (figure 5.12a). La deuxième appli-
cation est composée de tâches courtes : cent tâches de 10 ms (figure 5.12b). Le but de ces deux
applications est de comparer l’impact d’un même test sur le nombre de préemption et la durée de
l’application.
P1 T0 T1 T1 T1 T1 T1 T1 T1 T1 T9 T11
. . .
P8 T8 T8 T8 T8 T8 T8 T8 T8
8 itérations
1 seconde
(a)
P1 T0 T1 T1 T1 T1 T1 T1 T1 T1 T1 T1 T1 T1 T1 T1 T1 T1 T9 T11
. . .
P8 T8 T8 T8 T8 T8 T8 T8 T8 T8 T8 T8 T8 T8 T8 T8 T8
100 itérations
1 seconde
(b)
FIGURE 5.12 : Modification du type d’application. La durée d’exécution de l’application est constante d’une
seconde. Deux types d’applications sont identifiés : (a) tâches longues et (b) tâches courtes.
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5.5 Résultats
L’objectif de ce chapitre est de comparer les différentes implémentations de tests pseudo-
périodiques, aux tests strictement périodiques. Pour rappel, les différentes politiques ordonnance-
ment des tests sont :
AP : la politique Aggressive est un test strictement périodique. Les processeurs sont testés tour
à tour dans un ordre prédéfini.
IAP : la politique Idleness Aware implémente un test pseudo-périodique, elle exécute les tests
sur les processeurs libres en priorité. Si aucun processeur à tester n’est libre alors ils sont
testés dans un ordre prédéterminé.
IPAP : la politique Idleness and Priority Aware implémente un test pseudo-périodique, elle exé-
cute les tests sur les processeurs libres en priorité. Si aucun processeur à tester n’est libre
alors le test est effectué sur le processeur non testé ayant la plus faible priorité.
APP : la politique Aggressive with Pre-allocation est identique à la politique AP, mais évite de
placer les tâches d’application sur les processeurs à tester.
Les simulations présentées dans cette partie sont réalisées pour des taux d’occupation de
l’architecture allant de 30% à 100% (voir § 5.4). Pour chaque valeur de charge, deux durées de
tâches de test sont considérés : 125 ms et 10 ms.
Les différentes politiques d’ordonnancement des tests sont comparées par rapport à leur im-
pact sur la durée d’exécution des applications et sur la probabilité de détection du test. Avant de
présenter ces résultats, nous détaillons la configuration du test périodique utilisé pour les simula-
tions.
5.5.1 Configuration du test périodique
Nous avons montré dans le chapitre 4 que la probabilité de détection d’un test périodique
dépend de sa période, de l’erreur à détecter, et de la fenêtre d’observation du test. Ici, l’évalu-
ation de la probabilité de détection sera faite à la fin de l’application. Sans aucun test, la durée
d’exécution de l’application est d’une seconde.
Nous avons choisi de détecter une erreur intermittente ayant les caractéristiques suivantes :
µ/λ= 10 et µ= 0.1 ms−1. Dans ce cas, la période de test pour obtenir une probabilité de détection
de 99,9% après une seconde est Ttest = 7,69 ms. Cela représente 130 tests sur chaque processeur,
ainsi, un nouveau processeur sera testé toutes les Ttest/n= 961,53 us.
Le dernier élément à prendre en compte dans la définition du test périodique est la durée
des tests. Nous avons sélectionné une méthode de test de type Software-Based Self-Test (SBST)
pour le test des processeurs. Or, Gizopoulos et al. [66] ont montré que le temps de test d’un
MIPS32 par ces méthodes est d’environ 0,2 ms. Cependant, nous souhaitons étudier l’impact de
la longueur du test sur son coût. Dans ce sens et afin de conserver cet ordre de grandeur, nous
avons choisi d’utiliser deux longueurs de test : l1= 0,15 ms et l2= 0,3 ms.
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5.5.2 Impact des politiques d’ordonnancement sur les applications
Cette partie compare les politiques d’ordonnancement des tests par rapport à leur impact sur
le nombre de préemptions et l’augmentation du temps d’exécution induits par les tests.
Nous considérons ici que l’application est originellement conçue pour être exécutée seule sur
l’architecture. C’est à dire que sans les tâches de test, l’application ne subit aucune préemption.
Néanmoins, l’ajout d’un test périodique cause nécessairement des préemptions. De manière ex-
plicite, il y a préemption si un test doit être exécuté sur un processeur qui exécute déjà une tâche.
Et de manière implicite, les tâches de l’application peuvent se préempter entre elles, en fonction
des contraintes temps-réel. Ainsi, le nombre de préemption indiqué par les figures 5.13a et 5.13b
représente le nombre total de préemptions observées à la fin de l’exécution de l’application et sur
l’ensemble des processeurs.
La figure 5.13a présente le nombre de préemptions observées sur une application constituée
de tâches longues (125 ms), alors que la figure 5.13b présente ce nombre pour une application
constituée de tâches courtes (10 ms). De même, la figure 5.14a présente l’augmentation de la
durée de l’application observée sur une application constituée de tâches longues (125 ms), alors
que la figure 5.14b présente ce nombre pour une application constituée de tâches courtes (10 ms).
Observation générale : De manière générale, nous constatons que plus le taux d’occupation
de l’architecture est important et plus l’ajout du test induit des préemptions. Ce phénomène est
indépendant de la durée du test et du type d’application. Néanmoins, la pente des courbes semble
plus prononcée autour de 90% de taux d’occupation de l’architecture. Cela est plus visible sur
l’application constituée de tâches longues.
Plus exactement, un taux d’occupation inférieur à 87,5% équivaut à une durée d’exécution
nulle pour une des huit tâches de traitement. Et plus généralement, pour n processeurs, cette lim-
ite apparait pour un taux d’occupation de (n−1)/n. Au delà de cette limite, l’impact du test sur
le nombre de préemptions augmente avec la taille des tâches. Pour l’application constituée de
tâches longues, cette augmentation est d’environ 800 préemptions pour 10% d’occupation et elle
est divisée par deux pour l’application constituée de tâches courtes.
Concernant l’augmentation de la durée des applications, les mêmes observations peuvent
être effectuées : l’augmentation de la durée d’exécution est accélérée pour un taux d’occupation
supérieur à 87,5%. De plus, dans le cas d’applications constituées de tâches longues, le coût du
test sur la durée d’exécution reste inférieure à 2% pour un taux d’occupation inférieur à 90%,
mais augmente à plus de 10% dès 95% de taux d’occupation.
Concernant la durée des tests, nous ne constatons aucune différence sur l’application consti-
tuée de tâches longues. Cependant, sur l’application constituée de tâches courtes, la différence de
coût induit par le test est d’environ 2%.
Comparaison des politiques : Quelle que soit la durée des tests ou le type d’application, la
politique AP impose toujours le plus grand nombre de préemptions. En comparaison, les poli-
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tiques IAP et IPAP affichent entre 30% et 50% de préemptions en moins, pour une applica-
tion composée de tâches courtes, et entre 10% et 30% pour une application composée de tâches
longues. Ces résultats confirment qu’il est préférable d’utiliser des politiques non prioritaires
pour limiter le nombre de préemptions.
Concernant les politiques IAP et IPAP, nous constatons que sur une application composée de
tâches longues, il n’y a pas de différence, quel que soit le taux d’occupation de l’architecture.
Cependant, pour une application composée de tâches courtes, la politique IPAP implique 10% de
préemptions en moins pour des taux d’occupation importants.
La politique APP est une politique agressive de même que la politique AP. Cependant, la
méthode de pré-allocation des tâches mise en œuvre dans cette politique semble être efficace
pour réduire le nombre de préemptions. En effet, nous constatons une réduction du nombre de
préemptions de 50% par rapport à la politique AP, mais seulement pour des taux d’occupation
faibles. A partir d’un taux d’occupation de 85%, cette politique est identique à la politique AP.
Concernant l’augmentation de la durée des applications, dans le cas d’applications consti-
tuées de tâches longues, il n’y a pas de différence entre les différentes politiques tant que le
taux d’occupation est inférieur à 87.5%. Cependant, après cette limite, la différence entre les
politiques agressives (AP et APP) et les politiques non prioritaires (IAP et IPAP) est de 1% à 3%.
Dans le cas d’applications constituées de tâches courtes, la différence entre les politiques est
plus notable. La politique AP reste la plus coûteuse pour l’application. Concernant les autres poli-
tiques, nous constatons peu de différences pour un taux d’occupation inférieur à 87.5%. Cepen-
dant, après cette limite, la politique agressive APP impose le même coût que la politique AP. La
différence avec les autres politiques (IAP et IPAP) est alors comprise entre 2% et 4% suivant la
longueur des tests.
Conclusion : Les résultats présentés confirment que l’utilisation de politiques pseudo-périodiques
(IAP et IPAP) permet de diminuer le nombre de préemptions jusqu’à 50% par rapport aux poli-
tiques strictement périodiques (AP et APP).
Comme pour le nombre de préemptions, l’augmentation de la durée d’exécution induite par
les tests reste toujours plus faible avec l’utilisation de politiques pseudo-périodiques (de 1% à
6%).
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(a) Application constituée de tâches longues (125 ms).
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FIGURE 5.13 : Nombre de préemptions induit par les politiques d’ordonnancement des tests : (a) pour les
tâches longues (125 ms) et (b) pour les tâches courtes (10 ms).
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(a) Application constituée de tâches longues (125 ms).
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(b) Application constituée de tâches courtes (10 ms).
FIGURE 5.14 : Augmentation de la durée de l’application induite par les politiques d’ordonnancement des
tests : (a) pour les tâches longues et (b) pour les tâches courtes.
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5.5.3 Impact des politiques d’ordonnancement sur la probabilité de
détection du test
L’objectif des tests pseudo-périodiques est de détecter des erreurs intermittentes. Afin de les
implémenter dans une architecture multiprocesseur, nous avons défini plusieurs politiques d’or-
donnancement des tests. De par leur conception, nous savons que certaines politiques conservent
les périodes de tests (AP et APP), à la différence des autres (IAP et IPAP). Or, nous avons montré
dans le chapitre précédent que si les intervalles de tests ne sont pas constants, alors cela peut
nuire à la détection des erreurs intermittentes. Afin de mesurer et de comparer l’efficacité du test
pour chacune des politiques, nous avons défini une métrique : la probabilité de détection.
Cette probabilité est calculée à la fin de l’exécution de l’application, sur chacun des pro-
cesseurs. Ainsi, nous avons pour chaque valeur de taux d’occupation autant de probabilités de
détection que de processeurs dans l’architecture. La moyenne de ces valeurs nous donne alors la
probabilité de détection moyenne sur toute l’architecture. Dans ce sens, les courbes 5.15a et 5.15b
présentent, d’une part, la probabilité de détection moyenne et, d’autre part, les probabilités max-
imales et minimales observées sur tous les processeurs. Cette dernière valeur nous permettra de
comparer la dispersion de la probabilité de détection induite par les politiques d’ordonnancement
de tests. L’objectif étant de montrer que les politiques pseudo-périodiques peuvent conserver une
probabilité de détection suffisante sur tous les processeurs.
Observation générale : Nous avons vu que la probabilité de détection est calculée à la fin de
l’exécution de l’application. Ainsi, elle évolue avec la durée de l’application. Plus l’exécution
de l’application est longue et plus la probabilité de détection est importante. Ceci est à mettre
en avant dans l’interprétation des courbes 5.15a et 5.15b. En effet, l’évolution de probabilité de
détection est à corréler avec l’augmentation de la durée d’exécution de l’application. Dans ce
sens nous nous intéressons ici uniquement à la variation de la probabilité de détection sur les
processeurs de l’architecture.
Comparaison des politiques : Sans surprise, nous constatons que les politiques agressives AP
et APP offrent le moins de dispersion de la probabilité de détection sur les processeurs. A l’in-
verse, les politiques IAP et IPAP induisent une dispersion due à une distribution non homogène
des intervalles de test sur les processeurs. Cela signifie que l’efficacité du test n’est pas la même
sur tous les processeurs. D’une manière générale, cette dispersion est plus importante dans le
cas d’applications constituées de tâches longues. Dans ce type d’application l’écart peut être
supérieur à 0,3% dans le cas de la politique IAP, et inférieur à 0,1% dans le cas de la politique
IPAP. Alors que pour des applications constituées de tâches courtes, la politique IAP induit une
dispersion de seulement 0,08% et la politique IPAP 0,05%. Nous avons ici représenté les ré-
sultats pour une durée de test l1 = 0,15 ms, néanmoins, les conclusions sont identiques pour
l2= 0,3 ms.
Conclusion : Les politiques agressives AP et APP offrent le moins de dispersion de la probabil-
ité de détection. Cependant, dans tous les cas étudiés, la politique IPAP induit un écart maximal
de 0,1% entre les probabilités de détection maximales et minimales observées sur tous les pro-
cesseurs. Ainsi, cette politique pseudo-périodique conserve de bonnes propriétés de détection des
erreurs dans toutes les conditions étudiées et sur tous les processeurs.
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(a) Application constituée de tâches longues (125 ms).
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(b) Application constituée de tâches courtes (10 ms).
FIGURE 5.15 : Probabilité de détection induite par les politiques d’ordonnancement des tests : (a) pour les
tâches longues et (b) pour les tâches courtes. Ces courbes présentent, d’une part, la probabilité de détec-
tion moyenne et, d’autre part, les probabilités maximales et minimales observées sur tous les processeurs.
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5.5.4 Synthèse et mise en valeur des tests pseudo-périodiques
Les résultats présentés dans cette section comparent plusieurs implémentations de tests pseudo-
périodiques avec des tests strictement périodiques. D’une part, ces résultats comparent l’impact
des politiques d’ordonnancement des tests sur les performances des applications, en observant
le nombre de préemptions et l’augmentation de la durée d’exécution de l’application. D’autre
part, ils comparent l’efficacité des tests pour la détection des erreurs intermittentes, en observant
la probabilité de détection des tests et sa dispersion sur les processeurs. La politique idéale est
celle qui induit le moins de pénalités de performances sur l’application et qui conserve une faible
dispersion de la probabilité de détection sur les processeurs. À la vue des résultats, la politique
pseudo-périodique IPAP, prenant en compte les processeurs au repos et la priorité des tâches,
offre le meilleur compromis entre performance et probabilité de détection.
En observant le nombre de préemptions et l’augmentation de la durée d’exécution de l’ap-
plication, nous avons constaté que l’utilisation de tests pseudo-périodiques (IAP et IPAP) permet
de réduire de 50% le nombre de préemptions et de 1% à 6% la durée d’exécution, par rapport
aux tests strictement périodiques (AP et APP) et dans toutes les conditions d’exécution étudiées.
De plus, même si la politique strictement périodique APP induit un impact sur les performances
plus faibles que la politique AP – en particulier si le taux d’occupation de l’architecture est
inférieur à 87,5% pour huit processeurs – elle reste toujours plus coûteuse que les approches
pseudo-périodiques.
Concernant la probabilité de détection, de par leur conception ce sont les tests strictement
périodiques (AP et APP) qui induisent la dispersion la plus faible sur les processeurs. Cepen-
dant, la politique pseudo-périodique IPAP induit un écart maximal de seulement 0,1% entre les
probabilités de détection maximales et minimales observées sur tous les processeurs. Ainsi, cette
politique conserve de bonnes propriétés de détection des erreurs, sur tous les processeurs et dans
toutes les conditions étudiées. Nous confirmons ainsi l’intérêt des tests pseudo-périodiques.
Pour aller plus loin
Spécificités de l’architecture : Les résultats présentés dans ce chapitre ont été obtenus avec
l’architecture SCMP. Ainsi, ils ont bénéficiés de plusieurs caractéristiques spécifiques de cette
architecture. En particulier, cette architecture bénéficie d’un ordonnancement dynamique et de
mécanismes optimisés pour la préemption et la migration des tâches. Ainsi, l’impact du test sur
la durée d’exécution des applications est minimisé.
Si l’ordonnancement des tâches était statique, alors, chaque tâche préemptée par un test de-
vrait attendre la fin du test pour continuer son exécution. Au contraire, dans notre cas, quand
une tâche est préemptée, elle peut continuer son exécution sur un autre processeur en parallèle
du test. Ainsi, dans le cas d’un ordonnancement statique, le coût du test sur la durée des appli-
cations serait plus important, surtout pour des tests strictement périodiques. En effet, le coût des
préemptions serait plus important, ce qui creuserait d’autant plus l’écart entre les tests strictement
périodiques et les tests pseudo-périodiques.
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Vers une auto-adaptation du test en ligne
Nous avons montré dans ce chapitre que les tests pseudo-périodiques offrent le meilleur com-
promis entre performance et probabilité de détection, en prenant en compte les processeurs au re-
pos et la priorité des tâches. Pour compléter cette étude, l’ordonnancement des tests et des tâches
applicatives pourrait être adapté en fonction d’informations de l’architecture. La figure 5.16 mon-
tre cette adaptation.
En particulier, nous avons vu dans le chapitre 2 que l’activité des processeurs a un impact
sur leur vieillissement. Or, les politiques d’ordonnancement des tests définies dans ce chapitre
n’en tiennent pas compte. Ainsi, les politiques pourraient être modifiées, pour adapter la prob-
abilité de détection des tests à l’activité des processeurs. Par exemple, nous avons vu que les
politiques pseudo-périodiques induisent – même si elle est faible – une dispersion de la prob-
abilité de détection sur les processeurs. Ainsi, le processeur ayant l’historique d’activité le plus
grand devrait être celui pour lequel la période de test est la mieux respectée. Ainsi, les algorithmes
d’ordonnancement des tests peuvent être complétés en ajoutant des informations de l’architec-
ture, comme l’historique de l’activité des processeurs, de la température, de la consommation ou
des taux d’erreurs.
De plus, le chapitre 2 met en évidence la régénération des processeurs après une période
d’inactivité. Cela peut être pris en compte par le contrôle de l’architecture, qui peut décider de
stopper un processeur soumis à des erreurs intermittentes. Ainsi, l’architecture bénéficierait d’un
système complet de détection et de gestion des erreurs intermittentes.
Auto-adaptation du test en ligne 
Procédures de rétablissement 
Disponibilité des processeurs 
Priorité des tâches 
Consommation 
Température 
Taux d’erreurs 
Activité des processeurs 
PE 
MEM 
Contrôle 
Interconnexions 
PE PE 
MEM MEM 
… 
… 
FIGURE 5.16 : Auto-adaptation du test en ligne en utilisant des informations de l’architecture. De même, le
contrôle peut réaliser le rétablissement des processeurs en les stoppant.
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5.6 Conclusion
Les objectifs de ce chapitre étaient de présenter l’implémentation d’un test pseudo-périodi-
que sur une architecture multiprocesseur ; et de confirmer dans des conditions réelles d’exécution,
que les tests pseudo-périodiques permettent de réduire l’impact sur les performances, comparés
à des tests strictement périodiques. Il n’existe aujourd’hui, à notre connaissance, aucune implé-
mentation de tests pseudo-périodiques sur une architecture multiprocesseur, capable de détecter
des erreurs intermittentes. Ainsi, cette étude tente d’y apporter une solution.
Pour répondre à ces objectifs, nous avons présenté dans la première partie différentes im-
plémentations d’ordonnancement des tests intégrées dans le contrôle de l’architecture. Ainsi,
deux politiques strictement périodiques et deux politiques pseudo-périodiques ont été définies.
Généralement, seules les politiques strictement périodiques sont utilisées or, elles ne tiennent
pas compte des tâches exécutées sur les processeurs ; alors que les politiques pseudo-périodiques
prennent en compte les processeurs au repos et la priorité des tâches.
Afin de comparer ces politiques, nous avons réalisé plusieurs simulations nous permettant
d’observer les différentes politiques dans différentes conditions, de taux d’occupation de l’archi-
tecture, et de types d’applications. Cela nous a permis de comparer ces politiques en fonction,
du nombre de préemptions, de l’augmentation de la durée d’exécution de l’application et de la
probabilité de détection induits par les tests. Nous avons ainsi confirmé qu’une politique pseudo-
périodique prenant en compte les processeurs au repos et la priorité des tâches offre le meilleur
compromis entre performance et probabilité de détection.
Conclusions et perspectives
Alors que les fautes intermittentes suscitent un intérêt grandissant dans le domaine des cir-
cuits intégrés, encore peu d’études existent actuellement sur ce sujet. De plus, aucune technique
de la littérature n’est adaptée à leur détection dans les architectures multiprocesseur. Afin d’ap-
porter une solution à ces problèmes, ce mémoire propose d’une part, une plateforme expéri-
mentale permettant de mettre en évidence les erreurs intermittentes dans les circuits intégrés ; et
d’autre part, il propose une méthode de test pseudo-périodique adaptée à la détection des erreurs
intermittentes dans les architectures multiprocesseur.
Synthèse des contributions
Le premier chapitre de ce mémoire nous a permis de définir, dans un premier temps, les
principaux concepts de fiabilité qui sont utilisés au cours de ce mémoire, et dans un deuxième
temps, les problèmes de fiabilité affectant les systèmes sur puce. En particulier, certains défauts,
non visibles au début de la vie du circuit intégré, peuvent se matérialiser par des fautes de délais
avec la combinaison du vieillissement du circuit, de fluctuations des tensions d’alimentation et
de la température. Nous avons ainsi montré que, avant que le système ne soit défaillant - pendant
sa période de vie utile - des fautes intermittentes peuvent se manifester.
Cependant, nous ne disposons que de peu d’études sur ce type de fautes. En particulier,
jusqu’à présent, aucune étude n’a observé des fautes intermittentes sur un système embarqué dans
une technologie actuelle. Afin de palier ce manque d’informations, le deuxième chapitre de ce
mémoire définit une plateforme expérimentale capable d’observer des erreurs intermittentes. Pour
cela, des processeurs en technologie 65 nm sont soumis, d’une part à une température supérieure
à 160°C et d’autre part à l’exécution d’un ensemble d’applications. Nous avons pu confirmer
que les erreurs intermittentes peuvent être observées avant l’apparition de fautes permanentes.
De plus, elles peuvent apparaître très tôt avant la période d’usure du circuit. Concernant le mode
d’apparition des erreurs intermittentes, toutes nos observations ont montré une apparition de type
burst. Les erreurs apparaissent en rafale et seul l’arrêt des processeurs semble les stopper. Par
cette étude, nous confirmons qu’il est nécessaire de mettre en place des méthodes de détection
des erreurs intermittentes dans les circuits intégrés très submicroniques.
Nous savons que les évolutions technologiques permettent d’augmenter la densité d’intégra-
tion des circuits intégrés. De plus, seules les architectures multiprocesseurs semblent pouvoir
suivre l’évolution des applications en apportant le bon compromis entre performance et consom-
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mation. Pour ces raisons, nous avons choisi de rechercher des techniques de détection des erreurs
intermittentes adaptées à ce type d’architecture. Dans ce sens, le troisième chapitre de ce mé-
moire réalise un état de l’art des méthodes de détection en ligne des erreurs. L’objectif étant de
sélectionner la méthode la mieux adaptée à nos critères. Nous avons conclu que seules des méth-
odes de détection basées sur l’utilisation de structures de test pourraient convenir, si elles sont
utilisées au sein d’un test périodique.
L’utilisation d’un test périodique a généralement un impact important sur la durée d’exécu-
tion des applications. Ainsi, le quatrième chapitre étudie la faisabilité d’utiliser un test pseudo-
périodique pour détecter les erreurs intermittentes. En effet, contrairement aux approches utilisées
dans la littérature, nous pensons que le test en ligne ne doit pas nécessairement être prioritaire
et donc strictement périodique. Pour cela, nous avons montré qu’il est possible de modéliser les
erreurs intermittentes à l’aide d’un modèle de Markov. Cela nous a permis de décrire la probabil-
ité de détection du test, en fonction des caractéristiques des erreurs à détecter et des intervalles
de test. Finalement, nous avons conclu que l’utilisation d’un test pseudo-périodique est possible.
Par exemple, si une erreur de 0,04% est tolérée sur la probabilité de détection alors le système
peut tolérer des variations des intervalles de test jusqu’à 40% de la période de test initiale.
Afin de compléter cette étude théorique, le cinquième chapitre de ce mémoire présente et
compare plusieurs implémentations d’un test périodique sur une architecture multiprocesseur.
Pour cela, nous avons modifié le contrôle de l’architecture, afin de simuler plusieurs politiques
d’ordonnancement des tests. Nous avons ainsi comparé des politiques strictement périodiques
avec des politiques pseudo-périodiques, dans différentes conditions de taux d’occupation de l’ar-
chitecture et de types d’applications. Cela nous a permis de comparer ces politiques en fonction
du nombre de préemptions, de l’augmentation de la durée d’exécution de l’application et de la
probabilité de détection induits par les tests. Les résultats des différentes simulations confirment
qu’une politique pseudo-périodique prenant en compte les processeurs au repos et la priorité des
tâches offre le meilleur compromis entre performance et probabilité de détection.
Perspectives
Les perspectives principales de ce mémoire viennent sans doute de la partie expérimentale.
En effet, les expériences sont souvent compliquées à mettre en œuvre et les résultats sont rarement
ceux que l’on s’attendait à trouver. Et l’étude des fautes intermittentes ne déroge pas à la règle.
En effet, notre étude étant la première à s’intéresser à ce type de fautes de manière expérimentale,
aucune étude actuelle n’a pu nous aider à mettre en place notre protocole expérimental. Ainsi,
ce mémoire tente de combler ce manque. Cependant, cette première étude laisse la place à de
nombreuses évolutions. Pour cela, plusieurs voies peuvent être envisagées afin de préciser les
conditions expérimentales, confirmer ou infirmer nos observations et conjectures, et effectuer de
nouvelles observations.
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Perspectives à court terme
Préciser les conditions expérimentales Notre étude expérimentale se base sur une combinai-
son de phénomènes comme source des fautes intermittentes. En effet, d’après la littérature, nous
avons pu déterminer que ces fautes apparaissent par la combinaison du vieillissement du circuit,
avec des fluctuations des tensions d’alimentation et de la température. Cependant le seul vecteur
de stress utilisé dans nos expériences est la température, ainsi l’impact de variations de la tension
d’alimentation doit, aussi, être évalué.
De plus, nos expériences souffrent d’incertitudes au niveau de la mesure des conditions ex-
périmentales. En effet, pour être plus précise, la température doit être mesurée à l’intérieur du
circuit intégré. De même, pour les variations de la tension d’alimentation des processeurs, celles-
ci doivent être mesurées au plus près des processeurs.
A court terme, les composants que nous avons utilisé dans nos expériences (FPGA Xilinx
Virtex5FX) peuvent convenir s’ils sont intégrés sur une carte spécifique. Ainsi, la conception
d’une carte électronique est nécessaire.
Effectuer de nouvelles observations Afin de confirmer les tendances que nous avons mises
en évidence, de nouvelles observations doivent être réalisées sur des composants dans des tech-
nologies différentes et plus récentes. En effet, toutes nos observations sont dépendantes de la
technologie utilisée. Or, cette plateforme expérimentale a mis en évidence le mode d’apparition
particulier des fautes intermittentes. En effet, ces fautes apparaissent toujours en bursts, c’est à
dire avec une période et une durée données, ce qui les différencient des autres types de fautes.
Cette observation est cohérente avec la littérature scientifique mais doit être confirmée.
En observant les conditions de disparition des fautes intermittentes, nous avons constaté, dans
notre cas, que l’arrêt du processeur suffit à stopper les erreurs. Ce résultat peut permettre d’en-
visager des procédures de rétablissement des processeurs. Cependant, des informations supplé-
mentaires sont nécessaires. Pour cela, de nouvelles expériences doivent être mises en œuvre pour
décrire au mieux ce phénomène. En particulier, l’impact du temps de repos des processeurs doit
être analysé plus en détails. Cela peut être réalisé avec la plateforme actuelle sans modification.
Perspectives à plus long terme
Vers une puce d’étude Les perspectives apportées par la réalisation d’une puce d’étude sont
multiples. Premièrement, nos objectifs concernent les architectures multiprocesseur, or, nos ex-
périences ont été réalisées à partir de composants monoprocesseur embarqués au sein de com-
posants FPGA. Ainsi, il est nécessaire de valider toutes nos observations sur une architecture
multiprocesseur de type ASIC. Deuxièmement, tous les moniteurs nécessaires à notre étude pour-
raient être intégrés au plus près des processeurs. Cela permettrait d’obtenir des observations plus
précises et plus fiables. Outre les moniteurs de température et de tension, des moniteurs de vieil-
lissement pourraient être intégrés de manière à corréler l’apparition des fautes intermittentes avec
les mécanismes de vieillissement. En effet, il existe dans la littérature des moniteurs capables de
déterminer le vieillissement induit par chaque mécanisme. Troisièmement, les différentes im-
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plémentations de test périodique et de rétablissement des processeurs pourraient être intégrées
ensemble, ce qui contribuerait à leur validation.
Prédiction du vieillissement Comme nous l’avons déjà mentionné, les fautes intermittentes
sont dépendantes du vieillissement. Or, il est nécessaire d’affiner le lien entre l’activité créée
par les applications, la température induite sur le processeur et son vieillissement. Nous avons
montré que les processeurs soumis à un fort taux d’activité présentent un taux plus important
d’erreurs intermittentes. Cette observation confirme le lien entre ces trois facteurs, cependant il
doit être précisé. En particulier, le taux d’erreurs doit être observé à un grain plus fin, c’est à dire
au niveau de la microarchitecture du processeur. Ainsi, s’il est possible d’affiner suffisamment
cette étude, alors, il peut être envisageable de concevoir un modèle de vieillissement prenant en
compte l’activité des processeurs, dans le but de prédire l’apparition des fautes.
Ces perspectives montrent que le problème des fautes intermittentes est vaste et que de nou-
velles études sont nécessaires afin de cerner complétement le sujet. De plus, c’est un sujet d’ac-
tualité qui devrait s’intensifier dans les années à venir.
Glossaire
ASIC Application-Specific Integrated Circuit
ATE Automatic Test Equipment
BIST Built-In Self Test
CFG Control-Flow Graph, graphe de contrôle d’exécution
CMP Chip multiprocessor
CUT Circuit Under Test, circuit sous test
DFG Data-Flow Graph, graphe de dépendance des données
DFT Design For Test
DMR Dual-Modular Redundancy
ECC Error Correction Code, code correcteur d’erreurs
ELLF Enhanced Least-Laxity-First
FIT Failure In Time, nombre de défaillances par 109 h
GA Générateurs d’Adresse
IO Interface avec l’OSoC
ISA Instruction Set Architecture
LFSR Linear Feedback Shift Register, registre à décalage à rétroaction linéaire
MTBF Mean Time Between Failures
MTTF Mean Time To Failure
MTTR Mean Time To Repair
NMR N-Modular Redundancy
OSoC Operating System accelerator on Chip
RMT Redundant Multitheading
RTL Register Transfer Level
SBST Software-Based Self-Test
SCMP SCalable Multi-Processor
SEC/DED Single-Error Correction/Double-Error Detection
SESAM Simulation Environment for Scalable Asymmetric Multiprocessors
SHS State History Signature
SMT Simultaneous MultiThreading
SoC System on Chip
SoR Sphere of Replication, sphère de redondance
TMAE Temps moyen avant erreur
TMEDE Temps moyen entre deux erreurs
TMEE Temps moyen en erreur
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TMR Triple-Modular Redundancy, redondance triple
UGM Unité de Gestion de la Mémoire
UI2O Unité d’Interface et d’Interconnexion de l’OSoC
VLIW Very Long Instruction Word
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Résumé
Aujourd’hui les systèmes embarqués sont partout et requièrent de plus en plus de puissance
de calcul. Pour cela, ces dernières années, les progrès d’intégration ont permis de diminuer la
taille des transistors, d’augmenter la fréquence de fonctionnement et de diminuer la tension d’al-
imentation. Tout cela en augmentant progressivement le nombre de processeurs dans une même
puce. Mais cette évolution a un impact négatif sur la fiabilité.
D’une part, les systèmes deviennent de plus en plus sensibles à leur environnement, ce qui
conduit à un taux plus important des fautes transitoires. D’autre part, les variations de procédés
de fabrication dans les technologies actuelles, induisent de plus en plus de variations à l’intérieur
même des composants. Ce phénomène, combiné à la hausse des tensions d’alimentation et de
la température, augmente progressivement la probabilité d’occurrence des fautes intermittentes
voire permanentes. De plus, le vieillissement des composants semble s’accélérer avec la diminu-
tion du facteur d’échelle et la diminution non uniforme des tensions d’alimentation, causant l’ap-
parition prématurée des fautes intermittentes voire permanentes.
Si les fautes transitoires et permanentes sont étudiées depuis plusieurs années, ce n’est pas
le cas des fautes intermittentes. Or, pour tenter de se prémunir de ces fautes, il est important de
comprendre leur comportement, ainsi que leur impact sur le système et les applications. Pour
cela, nous avons défini une plateforme expérimentale capable d’observer des erreurs intermit-
tentes. Pour cela, des processeurs en technologie 65nm sont soumis, d’une part à une température
supérieure à 160°C et d’autre part à l’exécution d’un ensemble d’applications. Nous avons ainsi,
pu confirmer que les erreurs intermittentes peuvent être observées avant l’apparition d’erreurs
permanentes. Nos résultats confirment la présence de défauts intermittents très tôt avant la péri-
ode d’usure du circuit. De plus, nous montrons que les circuits intégrés soumis à la plus forte
activité présentent le plus grand nombre d’erreurs intermittentes.
Cette étude confirme qu’il est possible d’observer des erreurs intermittentes et donc qu’il est
possible de les détecter en ligne. Cependant, aucune solution de détection en ligne des erreurs
proposées dans la littérature ne convient à la fois aux erreurs intermittentes et aux architectures
multiprocesseur. Ainsi, nous avons développé une méthode de test périodique pour répondre à ces
contraintes. En particulier, nous avons montré que le test ne doit pas nécessairement être priori-
taire devant les applications. Cela nous a permis de conclure qu’une politique d’ordonnancement
des tests pseudo-périodiques, prenant en compte les processeurs au repos et la priorité des tâches,
offrent le meilleur compromis entre performance et probabilité de détection.
Mots-clés : tolérance aux fautes, fiabilité, fautes intermittentes, architectures multiprocesseur,
détection en ligne des erreurs.

