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Abstract. Proctor’s work on staircase plane partitions yields an enumeration of lozenge tilings
of a halved hexagon on the triangular lattice. Rohatgi recently extended this tiling enumeration to a
halved hexagon with a triangle removed from the boundary. In this paper, we prove a generalization
of the results of Proctor and Rohatgi by enumerating lozenge tilings of a halved hexagon in which
an array of an arbitrary number of adjacent triangles has been removed from the boundary.
Key words. perfect matching, plane partition, lozenge tiling, dual graph, graphical condensa-
tion
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1. Introduction. Given k positive integers λ1 ≥ λ2 ≥ · · · ≥ λk, a plane partition
of shape (λ1, λ2, . . . , λk) is an array of nonnegative integers
n1,1 n1,2 n1,3 . . . . . . . . . n1,λ1
n2,1 n2,2 n2,3 . . . . . . n2,λ2
...
...
...
...
...
nk,1 nk,2 nk,3 . . . nk,λk
so that ni,j ≥ ni,j+1 and ni,j ≥ ni+1,j (i.e., all rows and all columns are weakly de-
creasing from left to right and from top to bottom, respectively). In the 1980s, Proctor
[22] proved a simple product formula for the number of staircase plane partitions.
Theorem 1.1 (Proctor [22]). For any nonnegative integers a, b, c with a ≤ b the
number of plane partitions of the staircase shape (b, b− 1, . . . , b− a+ 1) with parts no
larger than c is equal to
(1.1)
a∏
i=1
b−a+1∏
j=1
c+ i+ j − 1
i+ j − 1
b−a+i∏
j=b−a+2
2c+ i+ j − 1
i+ j − 1
 ,
where empty products are taken to be 1.
Note that when a= b, Proctor’s formula yields the number of transpose-
complementary plane partitions, one of the 10 symmetry classes of plane partitions
mentioned in Stanley’s classical paper [25].
The plane partitions in Proctor’s theorem can be identified with their three-
dimensional interpretations—stacks of unit cubes with certain monotonicity. The
latter are in bijection with lozenge tilings of a hexagon of side-lengths a, b, c, a, b, c (in
counterclockwise order, starting from the northwestern side) on the triangular lattice
with a maximal staircase cut off, denoted by Pa,b,c (see Figure 1(a)). Here a lozenge
∗Received by the editors May 3, 2017; accepted for publication (in revised form) January 30,
2018; published electronically March 29, 2018.
http://www.siam.org/journals/sidma/32-1/M112857.html
†Department of Mathematics, University of Nebraska–Lincoln, Lincoln, NE 68588 (tlai3@unl.
edu).
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x
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Fig. 1. (a) Halved hexagon (with defect) P4,7,3. (b) The weighted halved hexagon (with defect)
P ′4,7,3. (c)–(d) The regions in Rohatgi’s paper [23].
(or unit rhombus) is the union of any two unit equilateral triangles sharing an edge,
and a lozenge tiling of a region on the triangular lattice is a covering of the region
by lozenges, such that there are no gaps or overlaps. Figure 2 illustrates a bijection
between the plane partitions in Proctor’s theorem and lozenge tilings of the region
Pa,b,c (in the case a = 4, b = 7, c = 3). In particular, we first write the entries of a
plane partition pi of shape (b, b− 1, . . . , b− a+ 1) on the xy-plane. We now stack pii,j
unit cubes on top of each entry pii,j of pi. Next, we project the resulting stack of unit
cubes on the plane x + y + z = 1 and get a lozenge tiling of a region. Rotating this
tiling 60◦ counterclockwise and reflecting over a vertical line, we get a lozenge tiling
of Pa,b,c. This way, Proctor’s plane partition enumeration implies the following tiling
enumeration.
Corollary 1.2. For any nonnegative integers a, b, and c with a ≤ b, we have
(1.2) M(Pa,b,c) =
a∏
i=1
b−a+1∏
j=1
c+ i+ j − 1
i+ j − 1
b−a+i∏
j=b−a+2
2c+ i+ j − 1
i+ j − 1
 ,
where empty products are taken to be 1. Here we use the notation M(R) for the
number of tilings1 of the region R.
1We only consider regions on the triangular lattice in this paper. Therefore, from now on, we
use the words “region(s)” and “tiling(s)” to mean “region(s) on the triangular lattice” and “lozenge
tiling(s),” respectively.
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Fig. 2. The bijection between a staircase plane partition and lozenge tilings of a hexagon with
a maximal staircase cut off.
When a = b, the region Pa,b,c becomes a “halved hexagon” Pa,a,c, and we can view
Pa,b,c as a halved hexagon with a “defect.” Tiling enumeration of halved hexagons
with certain defects has been investigated by a number of authors (see, e.g., [3], [5],
[23], [17], and the lists of references therein).
Lozenges in a region can carry “weights.” In this case, we use the notation M(R)
for the sum of weights of all tilings of R, where the weight of a tiling is the weight
product of its constituent lozenges. We are also interested in the weighted counterpart
P ′a,b,c of Pa,b,c where all the vertical lozenges along the western side are all weighted by
1
2 (see the lozenges with shaded “core” in Figure 1(b)). Ciucu [3] proved the following
weighted counterpart of Corollary 1.2.
Lemma 1.3. For any nonnegative integers a, b, and c with a ≤ b
M(P ′a,b,c) = 2−a
∏
i=1
2c+ b− a+ i
c+ b− a+ i
a∏
i=1
b−a+1∏
j=1
c+ i+ j − 1
i+ j − 1
b−a+i∏
j=b−a+2
2c+ i+ j − 1
i+ j − 1
 .
(1.3)
In his generalization of Jockusch and Propp’s result on quartered Aztec diamonds
[16], the author [17] investigated a family of regions, called quartered hexagons, that
is obtained from a quarter of a symmetry hexagon by removing several unit triangles
from the base (see the regions in Figure 9). We also notice that the tiling enumeration
of the quartered hexagons in [17] is equivalent to the lattice-path enumeration of the
so-called stars by Krattenthaler, Guttmann, and Viennot [13]. This result implies the
tiling enumeration of the following halved hexagons with triangles removed from the
base.
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786 TRI LAI
Assume that a := (a1, a2, a3, . . . , an) is a sequence. We define several operations
on sequences as follows:
E(a) =
∑
i even
ai, O(a) =
∑
i odd
ai, and sk(a) =
k∑
i=1
ai.
Assume that a, b are nonnegative integers and t = (t1, t2, . . . , t2l) is a sequence
of nonnegative integers. Consider a trapezoidal region whose northern, northeast-
ern, and southern sides have lengths O(t), 2 E(t), and E(t) + O(t), respectively, and
whose western side follows a vertical zigzag lattice paths with E(t) steps. We re-
move the triangles of sides t2i’s from the base of the latter region so that the dis-
tances between two consecutive triangles are t2i−1’s. Denote the resulting region by
Q(t) = Q(t1, t2, . . . , t2l) (see the regions in Figure 3(a) for the case when t1 > 0 and
Figure 3(b) for the case when t1 = 0). We also consider the weighted counterpart
Q′(t) of the latter region, where the vertical lozenges on the western side are weighted
by 12 (see Figure 3(c); the vertical lozenges with shaded cores are weighted by
1
2 ).
We are also interested in a variation of the Q-type regions as follows. Consider
the trapezoidal region whose northern, northeastern, and southern sides have lengths
O(t), 2 E(t)− 1,E(t) + O(t), respectively, and whose western side follows the vertical
zigzag lattice path with E(t)− 12 steps (i.e., the western side has E(t)− 1 and a half
“bumps”). Next, we also remove the triangles of sides t2i’s from the base so that the
distances between two consecutive ones are t2i−1’s. Denote by K(t) = K(t1, t2, . . . , t2l)
(a) (c)
(d)
(b)
(e) (f)
t1 + t3
t1 t2 t3 t2 t3
t1 t2 t3
t1 + t3
t4
t4 t5 t6
t2 t3 t4 t5 t6
t4
2t
2 +
2t
4
2t
2 +
2t
4 −
1
t3 + t5
t3 + t5
2t
2 +
2t
4 +
2t
6
2t
2 +
2t
4 +
2t
6 −
1
t1 + t3
t1 t2 t3 t4
2t
2 +
2t
4
t1 t2 t3
t1 + t3
t4
2t
2 +
2t
4 −
1
Fig. 3. (a) The region Q(2, 1, 2, 2). (b) The region Q(0, 1, 1, 1, 2, 2). (c) The region Q′(2, 1, 2, 2).
(d) The region K(3, 1, 2, 2). (e) The region K(0, 2, 1, 1, 2, 2). (f) The region K′(3, 1, 2, 2). The lozenges
with shaded cores are weighted by 1
2
.
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LOZENGE TILINGS OF A HALVED HEXAGON WITH DEFECTS 787
the resulting regions (see the regions in Figure 3(d) for the case when t1 > 0 and
Figure 3(e) for the case when t1 = 0). Similar to the case of Q′-type regions, we also
define a weighted version K′(t) of the K(t) by assigning to each vertical lozenge on
its western side a weight 12 (see Figure 3(f)).
From now on, we use respectively the notation Pa,b,c, P
′
a,b,c, Q(t), Q
′(t), K(t),
and K′(t) for the numbers of tilings of the regions Pa,b,c, P ′a,b,c, Q(t), Q′(t), K(t),
and K′(t).
We define the hyperfactorial H(n) by
H(n) := 0! · 1! · 2! . . . (n− 1)!
and the “skipping” hyperfactorial H2(n) by
H2(n) =
{
0! · 2! · 4! . . . (n− 2)! if n is even;
1! · 2! · 3! . . . (n− 2)! if n is odd.
Lemma 1.4. For any sequence of nonnegative integers t = (t1, t2, . . . , t2l)
Q(t) =
∏l
i=1
(s2i(t))!
(s2i−1(t))!
H2(2 E(t) + 1)
l∏
i=1
(H2(2 s2i(t) + 1) H2(2 s2i−1(t) + 2))
×
∏
1≤i<j≤2l
j − i odd
H(sj(t)− si(t))
H(sj(t) + si(t) + 1)
∏
1≤i<j≤2l
j − i even
H(sj(t) + si(t) + 1)
H(sj(t)− si(t)) ,(1.4)
Q′(t) =
2−E(t)
H2(2 E(t) + 1)
l∏
i=1
(H2(2 s2i(t) + 1) H2(2 s2i−1(t)))
×
∏
1≤i<j≤2l
j − i odd
H(sj(t)− si(t))
H(sj(t) + si(t))
∏
1≤i<j≤2l
j − i even
H(sj(t) + si(t))
H(sj(t)− si(t)) ,(1.5)
K(t) =
1
H2(2 E(t))
l∏
i=1
(H2(2 s2i(t)) H2(2 s2i−1(t) + 1))
×
∏
1≤i<j≤2l
j − i odd
H(sj(t)− si(t))
H(sj(t) + si(t))
∏
1≤i<j≤2l
j − i even
H(sj(t) + si(t))
H(sj(t)− si(t)) ,(1.6)
and
K′(t) =
1
H2(2 E(t))
l∏
i=1
(H2(2 s2i(t)− 1) H2(2 s2i−1(t)))
×
∏
1≤i<j≤2l
j − i odd
H(sj(t)− si(t))
H(sj(t) + si(t)− 1)
∏
1≤i<j≤2l
j − i even
H(sj(t) + si(t)− 1)
H(sj(t)− si(t)) .(1.7)
The proof of Lemma 1.4 will be given later in section 3. The tiling formulas in
our main theorem will be written in terms of the above enumerations Q(t), Q′(t),
K(t), and K′(t).
Recently, Rohatgi [23] extended Proctor’s enumeration in Corollary 1.2 and Ciucu’s
result in Lemma 1.3 by enumerating tilings of a halved hexagon with a triangle miss-
ing on the northeastern side (see Figures 1(c) and (d)). In this paper, we generalize
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z
(a)
(b)
x + a2
y
+
a
1 +
2a
3 −
1
a1
a2
a3 z
y
+
z
+
2a
2
− 1
x + a1 + a3
y
+
z
+
a
1
+
a
2
+
a
3
−
1
y
+
z
+
a
1
+
a
2
+
a
3
+
a
4
−
1
x + a1 + a3
y
+
z
+
2a
2
+
2a
4
− 1
y
+
a
1 +
2a
3 −
1
a1
a2
a3
a4
x + a2 + a4
Fig. 4. Halved hexagons with an array of triangles removed from the boundary: (a)
R2,3,2(2, 3, 2) and (b) R2,3,2(2, 2, 3, 2).
much further Rohatgi’s work by investigating a halved hexagon in which an array of
an arbitrary number of alternating up-pointing and down-pointing triangles2 has been
removed from the northeastern side (see Figure 4). One of the nice aspects of our
main result is that the number of removed triangles is arbitrary, not just a particular
number as in previous results. We will show that the number of tilings of this new
region is always given by a simple product formula in the theorem below.
Let x, y, z be nonnegative integers, and let a = (a1, a2, . . . , an) be a sequence of
positive integers (a may be empty). We consider a halved hexagon whose northern,
northeastern, southeastern, and southern sides have respectively lengths x+E(a), y+
z + 2 O(a)− 1, y + z + 2 E(a)− 1, x+ O(a), and whose western side follows a vertical
lattice path with y + z + O(a) − 1 steps. We remove at the level z above the right-
most vertex of the halved hexagon an array of n alternating triangles of side-lengths
a1, a2, . . . , an (from right to left). Denote by Rx,y,z(a) = Rx,y,z(a1, a2, . . . , an) the re-
sulting region. When the sequence a is empty, our R-type region becomes the halved
hexagon Py+z−1,y+z−1,x, and when n = 1, we get Rohatgi’s region in [23].
We define the Pochhammer symbol (x)n by
(1.8) (x)n =

x(x+ 1)(x+ 2) . . . (x+ n− 1) if n > 0;
1 if n = 0;
1
(x− 1)(x− 2) . . . (x+ n) if n < 0.
2The latter array of triangles was called a “fern” in [4].
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Theorem 1.5. Let x, y, z be nonnegative integers and a = (a1, a2, . . . , an) be a
sequence of positive integers, such that y + 2 O(a) ≥ a1 + 1. Then for odd y
M(Rx,y,z(a1, a2, . . . , an)) =
y−1
2∏
i=1
(2x+ 2i)2 sn(a)+2y+2z−4i+1
(1.9)
× 1
2y−1
H(sn(a)+y+z−1) H2(y) H2(2 E(a)+2z+1) H2(2 O(a)+1) H2(2 sn(a)+y+2z)
H(sn(a)+z) H2(2 E(a)+y+2z) H2(2 O(a)+y) H2(2 sn(a)+2y+2z−1)
×Q
(
x+
y − 1
2
+ a2bn+12 c, a2bn+12 c−1, . . . , a1
)
×Q
(
x+
y − 1
2
+ a2bn2 c+1, . . . , a1, z
)
,
and for even y
M(Rx,y,z(a1, a2, . . . , an)) =
y
2∏
i=1
(2x+ 2i)2 sn(a)+2y+2z−4i+1
(1.10)
× H(sn(a) + y + z) H2(y) H2(2 E(a) + 2z) H2(2 O(a)) H2(2 sn(a) + y + 2z)
H(sn(a) + z) H2(2 E(a) + y + 2z) H2(2 O(a) + y) H2(2 sn(a) + 2y + 2z)
×K
(
x+
y
2
+ a2bn+12 c, a2bn+12 c−1, . . . , a1
)
×K
(
x+
y
2
+ a2bn2 c+1, a2bn2 c, . . . , a1, z
)
,
where ak := 0 when k > n, and where empty products are taken to 1 by convention.
Similar to the case of the weighted halved hexagon P ′a,b,c, we are also interested
in the weighted version R′x,y,z(a) = R′x,y,z(a1, a2, . . . , an) of the above R-type region
where each vertical lozenge along the western side is weighted by 12 (see Figure 5 for
examples). We also have a simple product formula for the (weighted) tiling number
of R′x,y,z(a).
Theorem 1.6. Let x, y, z be nonnegative integers and a = (a1, a2, . . . , an) be a
sequence of positive integers, such that y + 2 O(a) ≥ a1 + 1. Then for odd y
M(R′x,y,z(a1, a2, . . . , an)) =
y−1
2∏
i=1
(2x+ 2i− 1)2 sn(a)+2y+2z−4i+1
(1.11)
× 1
2y−1
H(sn(a)+y+z−1) H2(y) H2(2 E(a)+2z+1) H2(2 O(a)+1) H2(2 sn(a)+y+2z)
H(sn(a)+z) H2(2 E(a)+y+2z) H2(2 O(a)+y) H2(2 sn(a)+2y+2z−1)
×Q′
(
x+
y − 1
2
+ a2bn+12 c, a2bn+12 c−1, . . . , a1
)
×Q′
(
x+
y − 1
2
+ a2bn2 c+1, a2bn2 c, . . . , a1, z
)
,
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z
(a)
(b)
x + a2
y
+
a
1 +
2a
3 −
1
a1
a2
a3 z
y
+
z
+
2a
2
− 1
x + a1 + a3
y
+
z
+
a
1
+
a
2
+
a
3
−
1
y
+
z
+
a
1
+
a
2
+
a
3
+
a
4
−
1
x + a1 + a3
y
+
z
+
2a
2
+
2a
4
− 1
y
+
a
1 +
2a
3 −
1
a1
a2
a3
a4
x + a2 + a4
Fig. 5. Weighted halved hexagons with an array of triangles removed from the boundary: (a)
R′2,3,2(2, 3, 2) and (b) R′2,3,2(2, 2, 3, 2). The lozenges with shaded cores are weighted by 12 .
and for even y
M(R′x,y,z(a1, a2, . . . , an)) =
y
2∏
i=1
(2x+ 2i− 1)2 sn(a)+2y+2z−4i+1
(1.12)
× H(sn(a) + y + z) H2(y) H2(2 E(a) + 2z) H2(2 O(a)) H2(2 sn(a) + y + 2z)
H(sn(a) + z) H2(2 E(a) + y + 2z) H2(2 O(a) + y) H2(2 sn(a) + 2y + 2z)
×K′
(
x+
y
2
+ a2bn+12 c, a2bn+12 c−1, . . . , a1
)
K′
(
x+
y
2
+ a2bn2 c+1, a2bn2 c, . . . , a1, z
)
,
where ak := 0 when k > n and where empty products are taken to 1 by convention.
It is easy to see that when n = 0, our region becomes the halved hexagon
Py+z−1,y+z−1,x, and when n = 1 it becomes Rohatgi’s region [23]. It means that
our main theorems can be considered as a common generalization of the enumeration
of transpose-complementary plane partitions and Rohatgi’s result.
In addition to the above “natural” reduction, the extreme case of x = 0 is also in-
teresting, since it gives a reduction to a product of the tiling numbers of two quartered
hexagons in [17] (see Figure 12), i.e., for odd y
M(R0,y,z(a1, a2, . . . , a2l)) = M
(
Q
(
0,
y − 1
2
, a2l, . . . , a1
))
(1.13)
×M
(
Q
(
0,
y − 1
2
+ a2l, a2l−1, . . . , a1, z
))
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M(R0,y,z(a1, a2, . . . , a2l+1)) = M
(
Q
(
0,
y − 1
2
+ a2l+1, . . . , a1
))
(1.14)
×M
(
Q
(
0,
y − 1
2
, a2l+1, . . . , a1, z
))
,
and for even y
M(R0,y,z(a1, a2, . . . , a2l)) = M
(
K
(
0,
y
2
, a2l, . . . , a1
))
(1.15)
×M
(
K
(
0,
y
2
+ a2l, a2l−1, . . . , a1, z
))
,
M(R0,y,z(a1, a2, . . . , a2l+1)) = M
(
K
(
0,
y
2
+ a2l+1, . . . , a1
))
(1.16)
×M
(
K
(
0,
y
2
, a2l+1, . . . , a1, z
))
.
The proofs of these identities will be shown in section 4. We have a similar identity
for the case of R′-type regions.
By applying a factorization theorem by Ciucu [2], our main results also imply the
number of tilings of a symmetric hexagon with two arrays of triangles removed from
two sides as follows.
Assume that x, y, z are nonnegative integers, and a = (a1, a2, . . . , an) is a sequence
of positive integers. Consider a symmetric hexagon of side-lengths y+ z+ 2 O(a)− 1,
x+2 E(a), y+z+O(a)−1, y+z+2 E(a)−1, x+2 E(a), y+z+2 O(a)−1 (in clockwise
order, starting from the northwestern side). We remove two arrays consisting of
adjacent triangles of sides a1, a2, . . . , an at the level z above the western vertex of
the hexagon; one array goes from left to right and the other goes from right to left.
Denote by F = Fx,y,z(a1, a2, . . . , an) the resulting region (see Figure 6). Applying
Ciucu’s factorization theorem (Theorem 1.2 in [2]) to the region F , we split F into
two subregions F+ and F− along its vertical symmetry axis (see Figure 7(a) for the
z
y
+
a 1
+
2a
3
− 1
x + 2a2
y
+
z
+
2a
2
− 1
z
y
+
a
1 +
2a
3 −
1
x + 2a1 + 2a3
a1
a2
a3 a3
a2
a1
y
+
z
+
2a
2 −
1
Fig. 6. A symmetric hexagon with two arrays of triangles removed.
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(a) (b)
F+ F−F−F+
Fig. 7. Applying Ciucu’s factorization theorem to a symmetric hexagon with two arrays of
triangles removed.
case when x is even and Figure 7(b) for the case when x is odd; the vertical lozenges
with shaded cores are weighted by 12 ). After removing forced lozenges, the subregionsF+ and F− become R- and R′-type regions, respectively, and we have the following.
Corollary 1.7. For nonnegative integers x, y, z and a sequence of positive inte-
gers a = (a1, a2, . . . , an)
M(Fx,y,z(a1, a2, . . . , an)) = 2y+z+a1+a2+...+an−1
×
{
M(R x
2 ,y−1,z(a1, a2, . . . , an)) M(R′x2 ,y,z(a1, a2, . . . , an)) if x is even;
M(R x−1
2 ,y,z
(a1, a2, . . . , an)) M(R′x+1
2 ,y−1,z
(a1, a2, . . . , an)) if x is odd.
(1.17)
In [23], Rohatgi revealed the following beautiful identities for the tiling numbers
of R- and R′-type regions with a single triangle removed (i.e., when n = 1):
M(Rx,y,z(a1)) = Py+a1−1,y+a1−1,x Pz,y+z−1,a1
Py+z−1,y+z−1,x+a1
Py+z−1,y+z−1,a1
Py−1,y−1,a1
Py−1,y−1,x+a1
(1.18)
and
M(R′x,y,z(a1)) = P′y+a1−1,y+a1−1,x P′z,y+z−1,a1
P′y+z−1,y+z−1,x+a1
P′y+z−1,y+z−1,a1
P′y−1,y−1,a1
P′y−1,y−1,x+a1
(1.19)
(see Theorems 4.1 and 4.2 and Lemma 4.4 in [23]).
We also get the following similar identities for any R-type regions from
Theorem 1.5 and Lemma 1.4.
Corollary 1.8. Assume that x, y, z are nonnegative integers and that a =
(a1, a2, . . . , an) is a sequence of positive integers. Then
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M(Rx,y,z(a1, a2, . . . , an)) = M(Rx,y,a1(a2, . . . , an))(1.20)
×
Q(0, y−12 + a2bn+12 c, a2bn+12 c−1, . . . , a1, z)
Q(0, y−12 + a2bn+12 c, a2bn+12 c−1, . . . , a2)
× Q(x+ a2b
n
2 c+1, a2bn2 c, . . . , a1, y + z − 1)
Q(a2bn2 c+1, . . . , a1, y + z − 1)
× Q(a2b
n
2 c+1, . . . , a1, y − 1)
Q(x+ a2bn2 c+1, . . . , a1, y − 1)
if y is odd, and for even y
M(Rx,y,z(a1, a2, . . . , an)) = M(Rx,y,a1(a2, . . . , an))(1.21)
×
K(0, y2 + a2bn+12 c, a2bn+12 c−1, . . . , a1, z)
K(0, y2 + a2bn+12 c, a2bn+12 c−1, . . . , a3, a2)
× K(x+ a2b
n
2 c+1, a2bn2 c, . . . , a1, y + z)
K(a2bn2 c+1, . . . , a1, y + z)
× K(a2b
n
2 c+1, . . . , a1, y)
K(x+ a2bn2 c+1, a2bn2 c, . . . , a1, y)
,
where ak := 0 when k > n by convention.
Similarly, we have the following recurrences on the number of tilings of R′-type
regions from Theorem 1.6 and Lemma 1.4.
Corollary 1.9. Assume that x, y, z are nonnegative integers and that a =
(a1, a2, . . . , an) is a sequence of positive integers. Then
M(R′x,y,z(a1, a2, . . . , an)) = M(R′x,y,a1(a2, . . . , an))(1.22)
×
Q′(0, y−12 + a2bn+12 c, a2bn+12 c−1, . . . , a1, z)
Q′(0, y−12 + a2bn+12 c, a2bn+12 c−1, . . . , a2)
× Q
′(x+ a2bn2 c+1, a2bn2 c, . . . , a1, y + z − 1)
Q′(a2bn2 c+1, . . . , a1, y + z − 1)
× Q
′(a2bn2 c+1, . . . , a1, y − 1)
Q′(x+ a2bn2 c+1, . . . , a1, y − 1)
if y is odd, and for even y
M(R′x,y,z(a1, a2, . . . , an)) = M(R′x,y,a1(a2, . . . , an))(1.23)
×
K(0, y2 + a2bn+12 c, a2bn+12 c−1, . . . , a1, z)
K′(0, y2 + a2bn+12 c, a2bn+12 c−1, . . . , a3, a2)
× K(x+ a2b
n
2 c+1, a2bn2 c, . . . , a1, y + z)
K′(a2bn2 c+1, . . . , a1, y + z)
× K
′(a2bn2 c+1, . . . , a1, y)
K′(x+ a2bn2 c+1, a2bn2 c, . . . , a1, y)
,
where ak := 0 when k > n by convention.
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(a)
(b)
a2
a3
a4
y
+
2a
3 −
1
x + a2 + a4
x + a3
y
+
z
+
2a
2
+
2a
4
− 1
z
y
+
z
+
a
2
+
a
3
+
a
4
−
1
x + a2
y
+
a
1 +
2a
3 +
2a
5 −
1
z
y
+
z
+
2a
2
− 1
x + a1 + a3 + a5
y
+
z
+
a
1
+
a
2
+
a
3
+
a
5
−
1
a1
a2
a3a5
Fig. 8. Eliminating degenerated holes from an R-type region.
Remark 1.10. We notice that even though our main theorems do not allow de-
generated triangular holes (i.e., a1, a2, . . . , an are all positive), the degenerated cases
can be implied from our theorems as follows. The case when all ai’s equal 0 is exactly
the same as the case when the sequence a is empty. If the last term an = 0, then
the region Rx,y,z(a1, a2, . . . , an) is the same as Rx,y,z(a1, a2, . . . , an−1). If a1 = 0 and
n > 1, then there are several lozenges that are forced to be in any tilings of the regions.
By removing these forced lozenges, we get the region Rx,y,z+a2(a3, . . . , an) that has
the same number of tilings as the original region (see Figure 8(a)). If ai = 0 for some
1 < i < n, there are also some forced lozenges between the (i− 1)th and the (i+ 1)th
holes. The removal of these forced lozenges does not change the number of tilings of
the original region and gives the region Rx,y,z(a1, . . . , ai−2, ai−1 + ai+1, . . . , an) (see
Figure 8(b)). This way we can eliminate all degenerated holes in our region and ob-
tain a new R-region with the same number of tilings whose holes are not degenerated.
The same arguments work for the case of R′-type regions.
The rest of the paper is organized as follows. In section 2, we introduce the
particular version of Kuo condensation that will be employed in our proofs. Next,
we prove Lemma 1.4 by using a bijection between lozenge tilings and families of non-
intersecting lattice paths in section 3. In section 4, we present the proofs of our main
results, and all algebraic simplifications will be carried out in section 5. Finally, we
conclude the paper with several remarks in section 6.
2. Preliminaries. Let G = (V,E) be a finite simple graph without loops. A
perfect matching (or simply matching) of G is a subset of the edge set E that covers
each vertex in V exactly once. Tilings of a region R can be identified with matchings
of its (planar) dual graph, the graph whose vertices are unit triangles in R and whose
edges connect precisely two unit triangles sharing an edge. In the weighted case, each
edge of the dual graph G carries the same weight as its corresponding lozenge in R.
We use the notation M(G) for the sum of weights of all matchings in G, where the
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weight of a matching is the product of all weights of its edges. If the graph G is
unweighted, then M(G) is reduced to the number of matchings of G.
A forced lozenge of a region is a lozenge that is contained in every tiling of the
region. Assume that we remove several forced lozenges l1, l2, . . . , lk from a region R
and obtain a new region R′; then
(2.1) M(R) = M(R′) ·
k∏
i=1
wt(li),
where wt(li) is the weight of the forced lozenge li.
The unit triangles in the triangular lattice have two orientations: up-pointing and
down-pointing. It is easy to see that if a region R admits a tiling, then R has the
same number of up-pointing and down-pointing unit triangles. If a region R satisfies
the latter balancing condition, we say that R is balanced. The following useful lemma
allows one to “break down” a region into two smaller subregions when enumerating
its tilings.
Lemma 2.1 (region-splitting Lemma). Let R be a balanced region on the trian-
gular lattice and S be a subregion of R satisfying the following conditions:
(i) All unit triangles running along each side of the boundary between S and its
complement R − S have the same orientation (all up-pointing or all down-
pointing).
(ii) S is balanced.
Then M(R) = M(S) M(R− S).
Proof. Let G and H be the dual graphs of R and S, respectively. Then G and
H satisfy the conditions in Lemma 2.1 in [6], and the lemma follows from the duality
between tilings and matchings.
Kuo [14] introduced a graphical counterpart of the well-known Dodgson conden-
sation in linear algebra (which is a special case of the Desnanot–Jacobi identity ; see,
e.g., [1, 8, 21]) to (re-)prove the Aztec diamond theorem by Elkies, et al. [9, 10].
His method, usually mentioned as Kuo condensation, has become a strong tool in the
enumeration of tilings and matchings. We will employ the following versions of Kuo
condensation in our proofs.
Theorem 2.2 (Theorem 5.1 in [14]). Let G = (V1, V2, E) be a (weighted) planar
bipartite graph with the two vertex classes V1 and V2 so that |V1| = |V2|. Assume
that u, v, w, s are four vertices appearing on a face of G in a cyclic order, such that
u,w ∈ V1 and v, s ∈ V2. Then
M(G) M(G− {u, v, w, s})(2.2)
= M(G− {u, v}) M(G− {w, s}) + M(G− {u, s}) M(G− {v, w}).
Theorem 2.3 (Theorem 5.3 in [14]). Let G = (V1, V2, E) be a (weighted) planar
bipartite graph with the two vertex classes V1 and V2 so that |V1| = |V2|+ 1. Assume
that u, v, w, s are four vertices appearing on a face of G in a cyclic order, such that
u, v, w ∈ V1, and s ∈ V2. Then
M(G− {v}) M(G− {u,w, s})(2.3)
= M(G− {u}) M(G− {v, w, s}) + M(G− {w}) M(G− {u, v, s}).
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3. Quartered hexagons and proof of Lemma 1.4. This section is devoted
to the proof of Lemma 1.4, based on the previous result of the author in [17] about a
family of regions called quartered hexagons as follows.
We start with a trapezoidal region whose northern, northeastern, and southern
sides have lengths n,m, n +
⌊
m+1
2
⌋
, respectively, and the western side follows the
vertical zigzag lattice path with m2 steps (when m is odd, the western side has
m−1
2
and a half “bumps”). Next, we remove k =
⌊
m+1
2
⌋
up-pointing unit triangles at the
positions a1, a2, . . . , ak (ordered from left to right) from the base of the trapezoidal
region and obtain the quartered hexagon Lm,n(a1, a2, . . . , ak) (see Figure 9(a) for the
case of even m and Figure 9(b) for the case of odd m). We also consider the weighted
version Lm,n(a1, a2, . . . , ak) of the quartered hexagon Lm,n(a1, a2, . . . , ak) by assigning
to each vertical lozenge on the western side a weight 12 (see Figures 9(c) and (d); the
lozenges having shaded cores are weighted by 12 ).
Lemma 3.1. For any 1 ≤ k < n and 1 ≤ a1 < a2 < · · · < ak ≤ n
M(L2k,n(a1, a2, . . . , ak)) =
a1a2 . . . ak
H2(2k + 1)
∏
1≤i<j≤k
(aj − ai)
∏
1≤i<j≤k
(ai + aj),(3.1)
M(L2k−1,n(a1, a2, . . . , ak)) =
1
H2(2k)
∏
1≤i<j≤k
(aj − ai)
∏
1≤i<j≤k
(ai + aj − 1),(3.2)
M(L2k,n(a1, a2, . . . , ak)) =
2−k
H2(2k + 1)
∏
1≤i<j≤k
(aj − ai)
∏
1≤i≤j≤k
(ai + aj − 1),(3.3)
M(L2k−1,n(a1, a2, . . . , ak)) =
1
H2(2k)
∏
1≤i<j≤k
(aj − ai)
∏
1≤i<j≤k
(ai + aj − 2).(3.4)
(b)(a)
(d)
m
=9
m
=8
(c)
n=3
n=3
n+k
m
=6
n+k n+k
m
=5
n+k
n=4
n=5
Fig. 9. The quartered hexagons: (a) L6,4(3, 6, 7), (b) L5,5(4, 7, 8), (c) L8,3(1, 3, 6, 7), and (d)
L9,3(1, 2, 4, 7, 8).
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y
x
(c)
(b)
(a)
O
y = 2x
y
xO u7
v1
v2
v3
v4
v5
v6
v1
v2
v3
v4
v5
v6
v7
u1 u2 u3 u4 u5 u6 u7
u1 u2 u3 u4 u5 u6
v7
Fig. 10. Encoding a tiling of the region L13,5(2, 3, 5, 7, 8, 10, 12) as a family of nonintersecting
lattice paths in Z2.
Proof. The tiling formulas (3.1), (3.2), and (3.3) were already proved in [17,
Theorem 3.1] by using a bijection between lozenge tilings and families of nonin-
tersecting lattice paths (see also [13] for an equivalent enumeration). The regions
L2k,n(a1, a2, . . . , ak), L2k−1,n(a1, a2, . . . , ak), and L2k,n(a1, a2, . . . , ak) were denoted
respectively by QH2k,n(a1, a2, . . . , ak), QH2k−1,n(a1, a2, . . . , ak), and QH2k,n(a1, a2,
. . . , ak) in [17]. However, the work in [17] does not cover the last equality (3.4) (in
particular, the region QH2k−1,n(a1, a2, . . . , ak) in [17] is different from our region
L2k−1,n(a1, a2, . . . , ak)). We will show here a proof for (3.4), following the lines in the
proof of Theorem 3.1 in [17].
First, we encode each weighted tiling T of the region L2k−1,n(a1, a2, . . . , ak) by
a family of n disjoint lozenge paths consisting right-tilting and vertical lozenges that
start from the bottom and end at the western side of the quartered hexagon (see the
shaded paths in Figure 10(a)). This family of disjoint lozenge paths yields a family
of a nonintersecting lattice paths on an obtuse coordinate system (see Figure 10(b)).
Normalizing the latter coordinate and rotating it in standard position, we obtain a
family of nonintersecting lattice paths ℘T = (λ1, λ2, . . . , λk) in the square grid Z2
with the starting points u1, u2, . . . , uk and the ending points v1, v2, . . . , vk, where
ui = (ai, 0) and vj = (j−1, 2j−2) (see Figure 10(c)). It is easy to see that the lattice
path λi starting from ui must end at vi for any i = 1, 2, . . . , k. We assign to each
vertical lattice segment connecting (j, 2j) and (j, 2j− 1) (for j = 1, 2, . . . , n) a weight
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1
2 ; all other lattice segments are weighted by 1. We define the weight of a lattice path
in Z2 to be the weight product of its constituent lattice segments, and the weight of a
family of nonintersecting paths is the product of weights of all the paths in the family.
This gives a weight-preserving bijection between tilings T of L2k−1,n(a1, a2, . . . , ak)
and families of nonintersecting lattice paths ℘T .
By the Lindstro¨m–Gessel–Viennot lemma (see [19, Lemma 1] or [24, Theorem
1.2]), the sum of weights of all lattice path families ℘T is equal to the determinant
of the matrix A = [ai,j ]n×n, whose entry ai,j is the weighted sum of all lattice paths
connecting ui and vj . The set of lattice paths connecting ui and vj can be partitioned
into two subsets: the set A consisting of all paths that pass the point (j − 2, 2j − 2)
and the set B consisting of all paths that pass the point (j − 1, 2j − 3). All paths in
A have weight 12 (since each of them contains exactly one vertical lattice segment of
weight 12 ) and all paths in B have weight 1 (since they consist of all lattice segments
with weight 1). For example, all lattice paths in Figure 10(c) have weight 1, except
for the third path λ3, which has weight
1
2 , since its last segment has weight
1
2 . By
counting the paths in the sets A and B, we have
ai,j =
1
2
(
ai + j − 3
2j − 3
)
+
(
ai + j − 3
2j − 2
)
(3.5)
=
ai − 1
(2j − 2)! (ai + j − 3)(ai + j − 4) . . . (ai − j + 1).(3.6)
From the above expression of ai,j , we can factor out
1
(2j−2)! from the jth column
of the matrix A. Next, we interchange the jth and (n − j + 1)th columns of the
resulting matrix. We get a new matrix B and
(3.7) detA =
(−1)n(n−1)/2
2!4! · · · (2n− 2)! detB.
The (i, j)th entry of B is
(3.8) bi,j = (ai − 1)(ai − n+ j)(ai − n+ j + 1) · · · (ai + n− j − 2).
We can rewrite bi,j as
(Xi −An − C)(Xi −An−1 − C) · · · (Xi −Aj+1 − C)(3.9)
× (Xi +An)(Xi +An−1) · · · (Xi +Aj+1),
where Xi = ai, Aj = n− j − 1, and C = 2.
Apply Krattenthaler’s determinant identity (identity (2.10) in [12, Lemma 4]), we
get
detB = det[(Xi −An − C) · · · (Xi −Aj+1 − C)× (Xi +An) · · · (Xi +Aj+1)]n×n
=
∏
1≤i<j≤n
(Xj −Xi)(C −Xi −Xj)
= (−1)n(n−1)/2
∏
1≤i<j≤n
(aj − ai)(ai + aj − 2).(3.10)
Thus, we obtain
(3.11) detA =
1
2!4! . . . (2n− 2)!
∏
1≤i<j≤n
(aj − ai)(ai + aj − 2).
This implies (3.4) and finishes our proof.
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LOZENGE TILINGS OF A HALVED HEXAGON WITH DEFECTS 799
(b)
(c) (d)
(a)
t1 + t3
t1 t2 t3
t2 t3
t3 + t5
t1 t2 t3
t1 + t3
t2 t3
t3 + t5
t4 t4
t4 t4t5 t6 t5 t6
2t
2 +
2t
4
2t
2 +
2t
4
2t
2 +
2t
4 +
2t
6 −
1
2t
2 +
2t
4 +
2t
6 −
1
Fig. 11. Obtain Q- and K-type regions from quartered hexagons by removing forced lozenges.
It is worth noticing that the author gave an alternative proof for the formulas
(3.1), (3.2), and (3.3) in [18] by using Kuo condensation, and we can prove (3.4) by
using the same method. We also notice that the formulas (3.1) and (3.2) are special-
izations of group characters of symplectic and orthogonal groups that count certain
tableaux. Such tableaux are in bijection to the lozenge tilings under consideration,
and this gives another proof of the first two formulas in Lemma 3.1. We refer the
reader to [13] for such a proof. It would be interesting to see what the weighted tiling
formulas (3.3) and (3.4) are in terms of characters.
Proof of Lemma 1.4. By removing vertical forced lozenges from the quartered
hexagon L2E(t),O(t)(I), where
I :=
l⋃
i=1
[s2i−1(t) + 1, s2i(t)] ,
we get the region Q(t1, t2, . . . , t2l) (see Figures 11(a) and (c) for examples). Since all
the forced lozenges have weight 1, (1.4) follows from (3.1).
Similarly, the region Q′a,b(t1, t2, . . . , t2l) is also obtained by removing forced
lozenges from the region L2E(t),O(t)(I). Thus, (1.5) follows from (3.3).
By the same arguments, we get (1.6) and (1.7) from (3.2) and (3.4), respectively.
4. Proof of the main theorems. We only prove Theorem 1.5, as Theorem 1.6
can be treated in the same way.
Proof of Theorem 1.5. We will prove both (1.9) and (1.10) by induction on x +
y + n. The base cases for (1.9) are the situations x = 0, y = 1, and n = 0.
When n = 0, (1.9) follows directly from Corollary 1.2.
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Next we consider the case x = 0. By region-splitting Lemma 2.1, we can split the
region into two subregions along the lattice line containing the bases of the triangular
holes as follows. First we consider the case when n are even, say, n = 2l. The shaded
subregion above the dotted line in Figure 12(a) satisfies the conditions of region-
splitting Lemma 2.1. Moreover, it is easy to see that this subregion is congruent to
the region Q(0, y−12 , a2l, . . . , a1). The complement of this subregion has several forced
vertical lozenges. By removing these forced lozenges, we get the region Q(0, y−12 +
a2l, a2l−1, . . . , a1, z) (shown as the lower shaded subregion in Figure 12(a) for the case
l = 2, z = 2, a1 = a3 = 2, a2 = a4 = 3). Thus, we have for odd y
M(R0,y,z(a1, a2, . . . , a2l))(4.1)
= M
(
Q
(
0,
y
2
, a2l, . . . , a1
))
M
(
Q
(
0,
y
2
+ a2l, a2l−1, . . . , a1, z
))
.
Similarly, as shown in Figure 12(b), we also have
M(R0,y,z(a1, a2, . . . , a2l+1))(4.2)
= M
(
Q
(
0,
y − 1
2
+ a2l+1, . . . , a1
))
M
(
Q
(
0,
y − 1
2
, a2l+1, . . . , a1, z
))
.
Then (1.9) follows from Lemma 1.4.
The last base case of (1.9) is the case when y = 1. By region-splitting Lemma 2.1
again, we can partition our region into two parts along the horizontal line containing
the bases of the triangular holes and obtain
M(Rx,1,z(a1, a2, . . . , a2l)) = M(Q(x+ a2l, a2l−1, . . . , a1)) M(Q(x, a2l, . . . , a1, z))
(4.3)
(see Figure 13(a) for the case x = 2, l = 2, z = 2, a1 = a2 = a3 = 2, a4 = 3) and
M(Rx,1,z(a1, a2, . . . , a2l+1)) = M(Q(x, a2l+1, . . . , a1)) M(Q(x+ a2l+1, a2l . . . , a1, z))
(4.4)
(see Figure 13(b) for the case x = 2, l = 1, z = 2, a1 = 2 a2 = a3 = 3). Then (1.9)
also follows from Lemma 1.4.
Next, we consider the base cases of (1.10) that are the situations when one of the
parameters x, y, n is equal to 0.
The case n = 0 still follows from Corollary 1.2.
If x = 0, we apply the same arguments in the base case of (1.9) and have for
even y
M(R0,y,z(a1, a2, . . . , a2l))(4.5)
= M
(
K
(
0,
y
2
, a2l, . . . , a1
))
M
(
K
(
0,
y
2
+ a2l, a2l−1, . . . , a1, z
))
and
M(R0,y,z(a1, a2, . . . , a2l+1))(4.6)
= M
(
K
(
0,
y
2
+ a2l+1, . . . , a1
))
M
(
K
(
0,
y
2
, a2l+1, . . . , a1, z
))
(see Figures 12(c) and (d), respectively). Then (1.10) follows from Lemma 1.4.
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(a) (b)
(c)
(d)
a1
a2
a3
a4
a1
a2
a3
a4
a5
a1
a1
a2
a2
a3
a3
a4
a4
a5
z
z
z
z
a2 + a4
a2 + a4
a2 + a4
a2 + a4
y
+
a
1 +
2a
3 −
1
y
+
a
1 +
2a
3 +
2a
5 −
1
y
+
a
1 +
2a
3 −
1
y
+
a
1 +
2a
3 +
2a
5 −
1
a1 + a3
a1 + a3
a1 + a3 + a5
a1 + a3 + a5
y
+
z
+
2a
2
+
2a
4
− 1
y
+
z
+
2a
2
+
2a
4
− 1
y
+
z
+
2a
2
+
2a
4
− 1
y
+
z
+
2a
2
+
2a
4
− 1
Fig. 12. Splitting an R-type region into two Q-type regions and several forced vertical lozenges
in the case when x = 0.
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(a)
(b)
(d)
(c)
a
1 +
2a
2 −
1
a
1 +
2a
2 −
1
z
+
2a
2
+
2a
4
− 1
z
+
2a
2
− 1
z
+
2a
2
z
+
2a
2
+
2a
4
a
1 +
2a
3
a
1 +
2a
3
z
z
z
z
x + a1 + a3
x + a1 + a3
x + a1 + a3
x + a1 + a3
x + a2 + a4 x + a2
x + a2x + a2 + a4
a2
a2
a3
a3
a4
a1
a1
a1
a2
a3
a4
a3
a2
a1
Fig. 13. (a)–(b) Splitting an R-type region into two Q-type regions in the case when y = 1.
(c)–(d) Splitting an R-type region into two K-type regions in the case when y = 0.
The last base case of (1.10) is the case when y = 0. Similarly to the case y = 1
in (1.9), we divide our region into two K-type regions along the line containing the
bases of the triangular holes. By region-splitting Lemma 2.1, we have
M(Rx,0,z(a1, a2, . . . , a2l)) = M(K(x+ a2l, a2l−1, . . . , a1)) M(K(x, a2l, . . . , a1, z))
(4.7)
(see Figure 13(c) for the case x = 2, l = 2, z = 2, a1 = a3 = a4 = 2, a2 = 3) and
M(Rx,0,z(a1, a2, . . . , a2l+1)) = M(K(x, a2l+1, . . . , a1)) M(K(x+ a2l+1, a2l . . . , a1, z))
(4.8)
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LOZENGE TILINGS OF A HALVED HEXAGON WITH DEFECTS 803
(a) (b)
a1
a2
a2
a1
x + a1 + a3
y
+
a
1 +
2a
3
y
+
a
1
x + a2 x + a2
y
+
2a
2
y
+
a
1
+
a
2
x + a1
a3
y
+
2a
2
y
+
a
1
+
a
2
+
a
3
Fig. 14. Obtaining an R-type region with fewer triangular holes by removing forced lozenges
when z = 0.
(see Figure 13(d) for the case x = 2, l = 1, z = 2, a1 = 2 a2 = a3 = 3). By Lemma
1.4, we obtain (1.10).
For the induction step, we assume that x > 0, y > 1, n > 0 and that (1.9) and
(1.10) both hold for any R-type regions with the sum of their x-, y-, and n-parameters
strictly less than x+ y + n.
If z = 0, then, by removing forced lozenges, we obtain a new R-type region
(reflected over a horizontal line) with fewer triangular holes. In particular, we have
M(Rx,y,z(a1, a2, . . . , a2l)) = M(Rx,y,a1(a2, . . . , a2l))(4.9)
and
M(Rx,y,z(a1, a2, . . . , a2l+1)) = M(Rx,y,a1(a2, . . . , a2l+1))(4.10)
(see Figure 14). Then both (1.9) and (1.10) follow from the induction hypothesis.
Thus, we can assume that z > 0 in the rest of this proof.
Next, we will use Kuo condensation to obtain two recurrences on the tiling num-
bers of R-type regions.
To obtain the first recurrence, we apply Kuo’s Theorem 2.2 to the dual graph G
of the region Rx,y,z(a1, a2, . . . , a2l) with the four vertices u, v, w, s corresponding to
the four black unit triangles as in Figure 15(a).
Consider the region corresponding to G − {u, v, w, s} (see Figure 16(b)). The
removal of the four black triangles, which correspond to the four vertices u, v, w, s,
yields several forced lozenges. By removing these forced lozenges, we get the region
Rx,y−2,z−1(a1, a2, . . . , a2l + 1) whose tiling number is the same as that of the original
one. Thus, we have
(4.11) M(G− {u, v, w, s}) = M(Rx,y−2,z−1(a1, a2, . . . , a2l + 1)).
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(a) (b)
w
v
u
s w
v
u
s
y
+
z
+
a
1
+
a
2
+
a
3
−
1
y
+
z
+
a
1
+
a
2
−
1
x + a2x + a2
y
+
z
+
2a
2
− 1
y
+
z
+
2a
2
− 1
z
x + a1
a1
a2
a2a3 − 1
a1
x + a1 + a3
y
+
a
1 +
2a
3 −
1
y
+
a
1 −
1
z
Fig. 15. How to apply Kuo condensation to an R-type region.
Considering forced lozenges shown in Figures 16(c)–(f), we obtain respectively
M(G− {u, v}) = M(Rx,y,z−1(a1, a2, . . . , a2l)),(4.12)
M(G− {w, s}) = M(Rx,y−2,z(a1, a2, . . . , a2l + 1)),(4.13)
M(G− {u, s}) = M(Rx+1,y−2,z(a1, a2, . . . , a2l)),(4.14)
and
(4.15) M(G− {v, w}) = M(Rx−1,y,z−1(a1, a2, . . . , a2l + 1)).
Plugging all the above equalities into the recurrence in Kuo’s Theorem 2.2, we
get the first recurrence
M(Rx,y,z(a1, a2, . . . , a2l)) M(Rx,y−2,z−1(a1, a2, . . . , a2l + 1))
= M(Rx,y,z−1(a1, a2, . . . , a2l)) M(Rx,y−2,z(a1, a2, . . . , a2l + 1))
+ M(Rx+1,y−2,z(a1, a2, . . . , a2l)) M(Rx−1,y,z−1(a1, a2, . . . , a2l + 1)).(4.16)
To obtain the second recurrence, we apply Kuo’s Theorem 2.3 to the region ob-
tained from the region Rx,y,z,t(a1, a2, . . . , a2l+1) by adding a band of unit triangles
along the left side of the a2l+1-triangle in the array. The four vertices u, v, w, s are
chosen as in Figure 15(b). Figure 17 tells us that the product of the tiling numbers
of the two regions on the top row equals the product of the tiling numbers of the two
regions on the middle row, plus the product of the tiling numbers of the two regions
on the bottom row. Precisely, we have
M(Rx,y,z(a1, a2, . . . , a2l+1)) M(Rx+1,y,z−1(a1, a2, . . . , a2l+1 − 1))
= M(Rx+1,y,z(a1, a2, . . . , a2l+1 − 1)) M(Rx,y,z−1(a1, a2, . . . , a2l+1))
+ M(Rx,y+2,z−1(a1, a2, . . . , a2l+1 − 1)) M(Rx+1,y−2,z(a1, a2, . . . , a2l+1)).(4.17)
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(a)
(e)
(d)(c)
(b)
(f)
v
s
u
s w
v
u
s w
v
u
w
x + a1
a1
a2
y
+
a
1 −
1
z
y
+
z
+
2a
2
− 1
x + a2
y
+
z
+
a
1
+
a
2
−
1
x + a1
a1
a2
y
+
a
1 −
1
z
y
+
z
+
2a
2
− 1
x + a2
y
+
z
+
a
1
+
a
2
−
1
y
+
z
+
a
1
+
a
2
−
1
x + a2
x + a1
a1
a2
y
+
a
1 −
1
z
y
+
z
+
2a
2
− 1
x + a2
y
+
z
+
a
1
+
a
2
−
1
y
+
z
+
2a
2
− 1
z
x + a1
a1
a2
y
+
a
1 −
1
z
y
+
z
+
2a
2
− 1
x + a2
y
+
z
+
a
1
+
a
2
−
1
y
+
a
1 −
1
a2
x + a1
a1
a2
y
+
a
1 −
1
z
y
+
z
+
2a
2
− 1
x + a2
y
+
z
+
a
1
+
a
2
−
1 a1
x + a1
Fig. 16. Obtaining the first recurrence on the tiling numbers of R-type regions.
D
ow
nl
oa
de
d 
11
/2
2/
19
 to
 1
29
.9
3.
16
8.
10
. R
ed
ist
rib
ut
io
n 
su
bje
ct 
to 
SIA
M 
lic
en
se 
or 
co
py
rig
ht;
 se
e h
ttp
://w
ww
.si
am
.or
g/j
ou
rna
ls/
ojs
a.p
hp
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
806 TRI LAI
(b)
(f)(e)
(a)
(d)(c)
v
u
w
s w
v
u
s w
u
v
s
a3
a2
a1
x + a1 + a3
y
+
a
1 +
2a
3 −
1
z
y
+
z
+
2a
2
− 1
x + a2
y
+
z
+
a
1
+
a
2
+
a
3
−
1
a3 a2a3 − 1
a1
x + a1 + a3
y
+
a
1 +
2a
3 −
1
z
y
+
z
+
2a
2
− 1
x + a2
y
+
z
+
a
1
+
a
2
+
a
3
−
1
a2a3 − 1
a1
x + a1 + a3
y
+
a
1 +
2a
3 −
1
z
y
+
z
+
2a
2
− 1
x + a2
y
+
z
+
a
1
+
a
2
+
a
3
−
1
y
+
z
+
a
1
+
a
2
+
a
3
−
1
x + a2
a2
a1
x + a1 + a3
y
+
a
1 +
2a
3 −
1
z
y
+
z
+
2a
2
− 1
x + a2
y
+
z
+
a
1
+
a
2
+
a
3
−
1
y
+
z
+
2a
2
− 1
a2a3 − 1
a1
x + a1 + a3
y
+
a
1 +
2a
3 −
1
z
y
+
z
+
2a
2
− 1
x + a2
y
+
z
+
a
1
+
a
2
+
a
3
−
1
z
y
+
a
1 +
2a
3 −
1
x + a1 + a3
a2
a1
a3
Fig. 17. Obtaining the second recurrence for number tilings of R-type regions.
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To finish the proof we only need to verify that both formulas (1.9) and (1.10) also
satisfy the same recurrences (4.16) and (4.17), respectively. However, this verification
will be carried out in the next section.
5. Verifying that formulas (1.9) and (1.10) satisfy recurrences (4.16)
and (4.17). This section is devoted to the verification that both formulas (1.9) and
(1.10) satisfy the recurrences (4.16) and (4.17), respectively.
Assume that x, y, z, n are nonnegative integers and that a = {ai}ni=1 is a sequence
of positive integers. Define the function Φx,y,z(a) to be the expression on the right-
hand side of (1.9) if y is odd and to be the expression on the right-hand side of (1.10)
if y is even.
Lemma 5.1. Assume that x, y, z, n are positive integers and that a = {ai}ni=1 is
a sequence of positive integers. For n is even, we have
Φx,y,z(a1, a2, . . . , an)Φx,y−2,z−1(a1, a2, . . . , an + 1)(5.1)
= Φx,y,z−1(a1, a2, . . . , an)Φx,y−2,z(a1, a2, . . . , an + 1)
+ Φx+1,y−2,z(a1, a2, . . . , an)Φx−1,y,z−1(a1, a2, . . . , an + 1).
For odd n
Φx,y,z(a1, a2, . . . , an)Φx+1,y,z−1(a1, a2, . . . , an − 1))(5.2)
= Φx+1,y,z(a1, a2, . . . , an − 1))Φx,y,z−1(a1, a2, . . . , an))
+ Φx,y+2,z−1(a1, a2, . . . , an − 1)Φx+1,y−2,z(a1, a2, . . . , an),
where
Φx,y,z(a1, a2, . . . , an−1, 0) := Φx,y,z(a1, a2, . . . , an−1)
by convention.
Proof. We define three component functions f, g, h of the Φ-function as follows:
(5.3) fx,y,z(a) :=
b y2 c∏
i=1
(2x+ 2i)2 sn(a)+2y+2z−4i+1.
The g-function is defined as
gy,z(a)
(5.4)
:=
1
2y−1
H(sn(a)+y+z−1) H2(y) H2(2 E(a)+2z+1) H2(2 O(a)+1) H2(2 sn(a)+y+2z)
H(sn(a)+z) H2(2 E(a)+y+2z) H2(2 O(a)+y) H2(2 sn(a)+2y+2z−1)
when y is odd and
gy,z(a) :=
H(sn(a) + y + z) H2(y) H2(2 E(a) + 2z) H2(2 O(a)) H2(2 sn(a) + y + 2z)
H(sn(a) + z) H2(2 E(a) + y + 2z) H2(2 O(a) + y) H2(2 sn(a) + 2y + 2z)
(5.5)
when y is even. The function h is also defined based on the parity of y as
hx,y,z(a)
(5.6)
:= Q
(
x+
y − 1
2
+ a2bn+12 c, a2bn+12 c−1, . . . , a1
)
Q
(
x+
y − 1
2
+ a2bn2 c+1, . . . , a1, z
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if y is odd and
hx,y,z(a)
(5.7)
:= K
(
x+
y
2
+ a2bn+12 c, a2bn+12 c−1, . . . , a1
)
K
(
x+
y
2
+ a2bn2 c+1, a2bn2 c, . . . , a1, z
)
if y is even. Therefore we always have
Φx,y,z(a) = fx,y,z(a)gy,z(a)hx,y,z(a).
To prove (5.1), we need to show that
Φx,y,z−1(a1, a2, . . . , a2l)
Φx,y−2,z−1(a1, a2, . . . , a2l + 1)
Φx,y−2,z(a1, a2, . . . , a2l + 1)
Φx,y,z(a1, a2, . . . , a2l)
(5.8)
+
Φx+1,y−2,z(a1, a2, . . . , a2l)
Φx,y,z(a1, a2, . . . , a2l)
Φx−1,y,z−1(a1, a2, . . . , a2l + 1)
Φx,y−2,z−1(a1, a2, . . . , a2l + 1)
= 1
for any positive integer l (i.e., n = 2l).
The first term on the left-hand side of (5.8) can be written as the product of three
similar terms for the component functions f, g, h (called the f -, g-, and h-factors,
respectively):
Φx,y−2,z−1(a1, a2, . . . , a2l + 1)
Φx,y,z−1(a1, a2, . . . , a2l)
Φx,y,z(a1, a2, . . . , a2l)
Φx,y−2,z(a1, a2, . . . , a2l + 1)
(5.9)
=
fx,y−2,z−1(a1, a2, . . . , a2l + 1)
fx,y,z−1(a1, a2, . . . , a2l)
fx,y,z(a1, a2, . . . , a2l)
fx,y−2,z(a1, a2, . . . , a2l + 1)
× gy−2,z−1(a1, a2, . . . , a2l + 1)
gy,z−1(a1, a2, . . . , a2l)
gy,z(a1, a2, . . . , a2l)
gy−2,z(a1, a2, . . . , a2l + 1)
× hx,y−2,z−1(a1, a2, . . . , a2l + 1)
hx,y,z−1(a1, a2, . . . , a2l)
hx,y,z(a1, a2, . . . , a2l)
hx,y−2,z(a1, a2, . . . , a2l + 1)
.
We consider first the case when y is odd.
In the rest of this proof, we use the shorthand notation s :=
∑n
i=1 ai, o :=∑
i odd ai, and e :=
∑
i even ai.
When y is odd, the f -factor on the right-hand side of (5.9) can be rewritten as
fx,y−2,z−1(a1, a2, . . . , a2l + 1)
fx,y,z−1(a1, a2, . . . , a2l)
fx,y,z(a1, a2, . . . , a2l)
fx,y−2,z(a1, a2, . . . , a2l + 1)
(5.10)
=
∏ y−1
2 −1
i=1 (2x+ 2i)2 s+2y+2z−4i−1
∏ y−1
2
i=1 (2x+ 2i)2 s+2y+2z−4i−1∏ y−1
2
i=1 (2x+ 2i)2 s+2y+2z−4i+1
∏ y−1
2 −1
i=1 (2x+ 2i)2 s+2y+2z−4i−3
=
y−1
2∏
i=1
(2x+ 2i)2 s+2y+2z−4i−1
(2x+ 2i)2 s+2y+2z−4i+1
y−1
2 −1∏
i=1
(2x+ 2i)2 s+2y+2z−4i−1
(2x+ 2i)2 s+2y+2z−4i−3
=
1
(2x+ 2 s+2y + 2z − 3)2 .
We can also simplify the g-factor in (5.9) as
gy−2,z−1(a1, a2, . . . , a2l + 1)
gy,z−1(a1, a2, . . . , a2l)
gy,z(a1, a2, . . . , a2l)
gy−2,z(a1, a2, . . . , a2l + 1)
=
(2 e+2z)(2 e+2z + 1)(2 s+2y + 2z − 3)(2 s+2y + 2z − 4)
(s+y + z − 2)(s+z) .(5.11)
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By removing common factors in the numerator and denominator of the h-factor in
(5.9), we have
hx,y−2,z−1(a1, a2, . . . , a2l + 1)
hx,y,z−1(a1, a2, . . . , a2l)
hx,y,z(a1, a2, . . . , a2l)
hx,y−2,z(a1, a2, . . . , a2l + 1)
(5.12)
=
Q
(
x+ y−12 , a2l, . . . , a1, z − 1
)
Q
(
x+ y−12 , a2l, . . . , a1, z
) Q (x+ y−12 − 1, a2l + 1, . . . , a1, z)
Q
(
x+ y−12 − 1, a2l + 1, . . . , a1, z − 1
) .
We have the following claim as a direct consequence of Lemma 1.4.
Claim 5.2. For any sequence of nonnegative integers t = (t1, t2, . . . , t2l)
Q(t1, . . . , t2l + 1)
Q(t1, . . . , t2l)
=
(s2l(t) + 1)
(2 E(t) + 1)!(2 s2l(t) + 1)!
(5.13)
×
l∏
i=1
(s2l(t)− s2i−1(t))
(s2l(t) + s2i−1(t) + 1)!
l−1∏
i=1
(s2l(t) + s2i(t) + 1)!
(s2l(t)− s2i(t))! .
Applying the above claim, our h-factor can be simplified further as
hx,y−2,z−1(a1, a2, . . . , a2l + 1)
hx,y,z−1(a1, a2, . . . , a2l)
hx,y,z(a1, a2, . . . , a2l)
hx,y−2,z(a1, a2, . . . , a2l + 1)
(5.14)
=
(2x+ s+y + z − 1)(s+z)
(2 e+2z + 1)(2 e+2z)
.
From (5.10), (5.11), and (5.14), we simplify the first term on the left-hand side of
(5.8) as
Φx,y−2,z−1(a1, a2, . . . , a2l + 1)
Φx,y,z−1(a1, a2, . . . , a2l)
Φx,y,z(a1, a2, . . . , a2l)
Φx,y−2,z(a1, a2, . . . , a2l + 1)
(5.15)
=
2(2x+ s+y + z − 1)(2 s+2y + 2z − 3)
(2x+ 2 s+2y + 2z − 3)2 .
To simplify the second term on the left-hand side of (5.8), we also write it as the
product of three factors as
Φx+1,y−2,z(a1, a2, . . . , a2l)
Φx,y,z(a1, a2, . . . , a2l)
Φx−1,y,z−1(a1, a2, . . . , a2l + 1)
Φx,y−2,z−1(a1, a2, . . . , a2l + 1)
(5.16)
=
fx+1,y−2,z(a1, a2, . . . , a2l)
fx,y,z(a1, a2, . . . , a2l)
fx−1,y,z−1(a1, a2, . . . , a2l + 1)
fx,y−2,z−1(a1, a2, . . . , a2l + 1)
× gy−2,z(a1, a2, . . . , a2l)
gy,z(a1, a2, . . . , a2l)
gy,z−1(a1, a2, . . . , a2l + 1)
gy−2,z−1(a1, a2, . . . , a2l + 1)
× hx+1,y−2,z(a1, a2, . . . , a2l)
hx,y,z(a1, a2, . . . , a2l)
hx−1,y,z−1(a1, a2, . . . , a2l + 1)
hx,y−2,z−1(a1, a2, . . . , a2l + 1)
.
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Next, we will simplify each of the three factors on the right-hand side of (5.16). The
first f -factor is simplified as
fx+1,y−2,z(a1, a2, . . . , a2l)
fx,y,z(a1, a2, . . . , a2l)
fx−1,y,z−1(a1, a2, . . . , a2l + 1)
fx,y−2,z−1(a1, a2, . . . , a2l + 1)
(5.17)
=
∏ y−1
2 −1
i=1 (2x+ 2(i+ 1))2 s+2y+2z−4(i+1)+1
∏ y−1
2
i=1 (2x+ 2i− 2)2 s+2y+2z−4i+1∏ y−1
2
i=1 (2x+ 2i)2 s+2y+2z−4i+1
∏ y−1
2 −1
i=1 (2x+ 2(i+ 1)− 2)2 s+2y+2z−4(i+1)+1
=
∏ y−1
2
i=2 (2x+ 2i)2 s+2y+2z−4i+1
∏ y−1
2
i=1 (2x+ 2i− 2)2 s+2y+2z−4i+1∏ y−1
2
i=1 (2x+ 2i)2 s+2y+2z−4i+1
∏ y−1
2
i=2 (2x+ 2i− 2)2 s+2y+2z−4i+1
=
(2x)2 s+2y+2z−3
(2x+ 2)2 s+2y+2z−3
=
(2x)(2x+ 1)
(2x+ 2 s+2y + 2z − 1)2 .
It is easy to verify, by definition, that the g-factor on the right-hand side of (5.16) can
be reduced to 1 in this case. In the h-factor, both its numerator and denominator are
equal to
Q
(
x+
y − 1
2
+ a2l, . . . , a1
)
Q
(
x+
y − 1
2
, a2l, . . . , a1, z
)(5.18)
×Q
(
x+
y − 1
2
+ a2l, . . . , a1
)
Q
(
x+
y − 1
2
− 1, a2l + 1, . . . , a1, z − 1
)
.
This means that the h-factor equals 1. Therefore, the second term on the left-hand
side of (5.8) can be simplified as
Φx+1,y−2,z(a1, a2, . . . , a2l)
Φx,y,z(a1, a2, . . . , a2l)
Φx−1,y,z−1(a1, a2, . . . , a2l + 1)
Φx,y−2,z−1(a1, a2, . . . , a2l + 1)
=
(2x)(2x+ 1)
(2x+ 2 s+2y + 2z − 3)2 .
(5.19)
By (5.15) and (5.19), the identity (5.8) is equivalent to
2(2x+ s+y + z − 1)(2 s+2y + 2z − 3)
(2x+ 2 s+2y + 2z − 3)2 +
(2x)(2x+ 1)
(2x+ 2 s+2y + 2z − 3)2 = 1,(5.20)
which is easy to be verified.
Next, we verify the recurrence (5.8) for even y. We also write the first term on
the left-hand side the recurrence as the product of three component factors. Similar
to the case of odd y, the f -factor can be simplified as
fx,y−2,z−1(a1, a2, . . . , a2l + 1)
fx,y,z−1(a1, a2, . . . , a2l)
fx,y,z(a1, a2, . . . , a2l)
fx,y−2,z(a1, a2, . . . , a2l + 1)
=
1
(2x+ 2 s+2y + 2z − 3)2 .
(5.21)
The g-factor becomes
gy−2,z−1(a1, a2, . . . , a2l + 1)
gy,z−1(a1, a2, . . . , a2l)
gy,z(a1, a2, . . . , a2l)
gy−2,z(a1, a2, . . . , a2l + 1)
(5.22)
=
(2 e+2z − 1)(2 e+2z)(2 s+2y + 2z − 3)(2 s+2y + 2z − 2)
(s+y + z − 1)(s+z) .
For simplifying the h-factor, we need the following claim from Lemma 1.4.
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Claim 5.3. For any sequence of nonnegative integers t = (t1, t2, . . . , t2l)
K(t1, . . . , t2l + 1)
K(t1, . . . , t2l)
=
1
(2 E(t))!(2 s2l(t))!
l∏
i=1
(s2l(t)− s2i−1(t))!
(s2l(t) + s2i−1(t))!
l−1∏
i=1
(s2l(t) + s2i(t))!
(s2l(t)− s2i(t))! .
(5.23)
This claim implies the following simplification of the h-factor:
hx,y−2,z−1(a1, a2, . . . , a2l + 1)
hx,y,z−1(a1, a2, . . . , a2l)
hx,y,z(a1, a2, . . . , a2l)
hx,y−2,z(a1, a2, . . . , a2l + 1)
(5.24)
=
K
(
x+ y2 , a2l, . . . , a1, z − 1
)
K
(
x+ y2 , a2l, . . . , a1, z
) K (x+ y2 − 1, a2l + 1, . . . , a1, z)
K
(
x+ y2 − 1, a2l + 1, . . . , a1, z − 1
)
=
(2x+ s+y + z − 1)(s+z)
(2 e+2z − 1)(2 e+2z) .
By (5.21), (5.22), and (5.24), the first term on the left-hand side of (5.8) is also
reduced to
Φx,y−2,z−1(a1, a2, . . . , a2l + 1)
Φx,y,z−1(a1, a2, . . . , a2l)
Φx,y,z(a1, a2, . . . , a2l)
Φx,y−2,z(a1, a2, . . . , a2l + 1)
(5.25)
=
2(2x+ s+y + z − 1)(2 s+2y + 2z − 3)
(2x+ 2 s+2y + 2z − 3)2 .
We repeat the arguments in the case of odd y to the second term on the left-hand
side of (5.8). In particular, we write it as the products of the f -, g-, and h-factors.
While the f -factor can be simplified to
(2x)2 s+2y+2z−3
(2x+ 2)2 s+2y+2z−3
=
(2x)(2x+ 1)
(2x+ 2 s+2y + 2z − 3)2 ,
the g- and h-factors are all reducible to 1. Thus our recurrence (5.8) is also equiva-
lent to
(5.26)
2(2x+ s+y + z − 1)(2 s+2y + 2z − 3)
(2x+ 2 s+2y + 2z − 3)2 +
(2x)(2x+ 1)
(2x+ 2 s+2y + 2z − 3)2 = 1,
which is a true statement.
The rest of the proof is the verification of (5.33). We need to show that for
n = 2l + 1
Φx+1,y,z(a1, a2, . . . , a2l+1 − 1)Φx,y,z−1(a1, a2, . . . , a2l+1)
Φx,y,z(a1, a2, . . . , a2l+1)Φx+1,y,z−1(a1, a2, . . . , a2l+1 − 1)(5.27)
+
Φx,y+2,z−1(a1, a2, . . . , a2l+1 − 1)Φx+1,y−2,z(a1, a2, . . . , a2l+1)
Φx,y,z(a1, a2, . . . , a2l+1)Φx+1,y,z−1(a1, a2, . . . , a2l+1 − 1) = 1.
We consider first the case when y is odd.
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To simplify the first term on the left-hand side of (5.27), we also break it down
as the product of the f -, h-, and g-factors as
Φx+1,y,z(a1, a2, . . . , an − 1)Φx,y,z−1(a1, a2, . . . , an)
Φx,y,z(a1, a2, . . . , an)Φx+1,y,z−1(a1, a2, . . . , an − 1)(5.28)
=
fx+1,y,z(a1, a2, . . . , an − 1)fx,y,z−1(a1, a2, . . . , an)
fx,y,z(a1, a2, . . . , an)fx+1,y,z−1(a1, a2, . . . , an − 1)
× gy,z(a1, a2, . . . , an − 1)gy,z−1(a1, a2, . . . , an)
gy,z(a1, a2, . . . , an)gy,z−1(a1, a2, . . . , an − 1)
× hx+1,y,z(a1, a2, . . . , an − 1)hx,y,z−1(a1, a2, . . . , an)
hx,y,z(a1, a2, . . . , an)hx+1,y,z−1(a1, a2, . . . , an − 1) .
The f -factor can be rewritten as
fx+1,y,z(a1, a2, . . . , an − 1)fx,y,z−1(a1, a2, . . . , an)
fx,y,z(a1, a2, . . . , an)fx+1,y,z−1(a1, a2, . . . , an − 1)(5.29)
=
∏ y−1
2
i=1 (2x+ 2i+ 2)2 s+2y+2z−4i−1
∏ y−1
2
i=1 (2x+ 2i)2 s+2y+2z−4i−1∏ y−1
2
i=1 (2x+ 2i)2 s+2y+2z−4i+1
∏ y−1
2
i=1 (2x+ 2i+ 2)2 s+2y+2z−4i−3
=
y−1
2∏
i=1
(2x+ 2i+ 2)2 s+2y+2z−4i−1
(2x+ 2i+ 2)2 s+2y+2z−4i−3
(2x+ 2i)2 s+2y+2z−4i−1
(2x+ 2i)2 s+2y+2z−4i+1
=
y−1
2∏
i=1
(2x+ 2 s+2y + 2z − 2i− 1)2 1
(2x+ 2 s+2y + 2z − 2i− 1)2 = 1.
The g-factor is simplified as
gy,z(a1, a2, . . . , an − 1)gy,z−1(a1, a2, . . . , an)
gy,z(a1, a2, . . . , an)gy,z−1(a1, a2, . . . , an − 1) =
(s+z − 1)(2 s+2y + 2z − 3)2
(s+y + z − 2)(2 s+y + 2z − 2)2 .
(5.30)
It is also easy to see that the h-factor is equal to 1 in this case. Therefore the first
term on the left-hand side of (5.27) is now
Φx+1,y,z(a1, a2, . . . , an − 1)Φx,y,z−1(a1, a2, . . . , an)
Φx,y,z(a1, a2, . . . , an)Φx+1,y,z−1(a1, a2, . . . , an − 1) =
2(s+z − 1)(2 s+2y + 2z − 3)
(2 s+y + 2z − 2)2 .
(5.31)
Arguing similarly for the second term on the left-hand side of (5.27), its f - and h-
factors are both equal to 1, and its g-factor can be reduced to y(y−1)(2s+y+2z−2)2 . Therefore,
(5.27) is equivalent to
(5.32)
2(s+z − 1)(2 s+2y + 2z − 3)
(2 s+y + 2z − 2)2 +
y(y − 1)
(2s+ y + 2z − 2)2 = 1,
which is obviously true.
Next, we verify (5.27) for even y. Similar to the case of odd y, the first term on
the left-hand side of (5.27) can be broken down as the product of three factors as in
(5.28). The f - and the h-factors here are also 1, while the g-factor is reducible to
2(s+z−1)(2 s+2y+2z−3)
(2 s+y+2z−2)2 . Thus, the first term is now
2(s+z−1)(2 s+2y+2z−3)
(2 s+y+2z−2)2 . Simplifying
similarly the second term on the left-hand side of (5.27), we get y(y−1)(2 s+y+2z−2)2 . It
follows that (5.27) is still equivalent to the true statement (5.32).
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Similar to the case of the Φ-functions, we also define the function Φ′x,y,z(a) to be
the expression on the right-hand side of (1.11) or (1.12) depending on whether y is
odd or even. We also have the following lemma.
Lemma 5.4. Assume that x, y, z, n are positive integers and that a = {ai}ni=1 is
a sequence of positive integers. For n is even, we have
Φ′x,y,z(a1, a2, . . . , an)Φ
′
x,y−2,z−1(a1, a2, . . . , an + 1)(5.33)
= Φ′x,y,z−1(a1, a2, . . . , an)Φ
′
x,y−2,z(a1, a2, . . . , an + 1)
+ Φ′x+1,y−2,z(a1, a2, . . . , an)Φ
′
x−1,y,z−1(a1, a2, . . . , an + 1).
For odd n
Φ′x,y,z(a1, a2, . . . , an)Φ
′
x+1,y,z−1(a1, a2, . . . , an − 1))(5.34)
= Φ′x+1,y,z(a1, a2, . . . , an − 1))Φ′x,y,z−1(a1, a2, . . . , an))
+ Φ′x,y+2,z−1(a1, a2, . . . , an − 1)Φ′x+1,y−2,z(a1, a2, . . . , an),
where
Φ′x,y,z(a1, a2, . . . , an−1, 0) := Φ
′
x,y,z(a1, a2, . . . , an−1)
by convention.
The proof of Lemma 5.4 is essentially the same as that of Lemma 5.1 and will be
omitted.
6. Concluding remarks. It appears that the number of tilings of a hexagon
with two (not necessary symmetric) arrays of triangles removed is also given by a
simple product formula. This tiling formula and its q-analogue will be investigated in
a separate paper [7].
It would be interesting to find a “direct” combinatorial proof for the identities in
Corollaries 1.8 and 1.9, in the sense that the proof does not require tiling enumeration
of each component region.
Based on our data, a halved hexagon with an array of triangles removed from the
western side seems to have a nice tiling number (recall that in this paper we are con-
sidering the case when the array of triangles has been removed from the northeastern
side of the halved hexagon). This will be investigated in the next part of this paper.
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