We present a de ated version of the conjugate gradient algorithm for solving linear systems. The new algorithm can be useful in cases when a small number of eigenvalues of the iteration matrix are very close to the origin. It can also be useful when solving linear systems with multiple right-hand sides, since the eigenvalue information gathered from solving one linear system can be recycled for solving the next systems and then updated.
Introduction
A number of recent articles have established the bene ts of using eigenvalue de ation when solving nonsymmetric linear systems with Krylov subspace methods. It has been observed that signi cant improvements in convergence rates can be achieved from Krylov subspace methods by adding to these subspaces a few approximate eigenvectors associated with the eigenvalues closest to zero 2, 4, 7, 8, 13, 14] . In practice, approximations to the eigenvectors closest to zero are obtained from the use of a certain Krylov subspace, then these approximations are dynamically updated using the new Krylov subspace. Results of experiments obtained from these variations indicate that the improvement in convergence over standard Krylov subspaces of the same dimension can sometimes be substantial, especially when the convergence of the original scheme is hampered by a small number of eigenvalues near zero, see e.g., 2, 8] .
In this paper we consider extensions of this idea to the Conjugate Gradient algorithm for the symmetric case. Our starting point is an algorithm recently proposed by Erhel and Guyomarc'h 5] . This is an augmented subspace Conjugate Gradient method aimed at linear systems with several right-hand sides. Erhel and Guyomarc'h 5] propose an algorithm which adds one speci c vector obtained from a subspace related to a previous right-hand side. We rst extend this algorithm to one which handles an arbitrary block W of vectors. We note that introducing an arbitrary W into the Krylov subspace of CG has already been considered by Nicolaides in 9] . The algorithm introduced in this paper is mathematically equivalent with the one in 9]. Nicolaides' algorithm is directly derived from a de ated Lanczos procedure and uses the 3-term recurrence version of the conjugate gradient algorithm. The algorithm in this paper exploits the link between the Lanczos algorithm and the standard Conjugate Gradient algorithm. The LDL factorization of the projected system obtained from the same de ated Lanczos procedure leads to a procedure that is closer to the standard CG algorithm.
In the second part of the paper, we apply this technique to the situation when the block W of added vectors is a set of approximate eigenvectors. This, in turn is used for solving linear linear systems with sequential multiple right-hand sides.
The De ated Lanczos Algorithm
Consider a symmetric positive de nite (SPD) matrix A 2 R n n and let k real vectors w 1 ; w 2 ; ; w k be given along with a unit vector v 1 that is orthogonal to w i for i = 1; 2; ; k. De ne W = w 1 ; w 2 ; ; w k ]. We assume that w 1 ; w 2 ; ; w k ] is a set of linearly independent vectors. Since A is SPD, the matrix W T AW is then non singular.
The De ated Lanczos Algorithm builds a sequence fv j g j=1;2; of vectors such that v j+1 ? spanfW; v 1 ; v 2 ; ; v j g (1) and kv j+1 k 2 = 1:
(2) To obtain such a sequence, we apply the standard Lanczos procedure 12 v j+1 =v j+1 = j+1
EndDo
The de ated-CG algorithm proposed by Nicolaides 9] can be readily obtained from the above algorithm by deriving a sequence of iterates whose residual vectors are proportional to the v-vectors. Lemma 3.1 If x j and r j satisfy (6) and (7), then r j = c j v j+1 (8) for some scalar c j . Thus K k;j (A; W; r 0 ) = spanfW; r 0 ; r 1 ; ; r j?1 g and the residuals r j are orthogonal to each other.
Proof. Using (6) , the approximate solution x j can be written as x j = x 0 + W^ j + V j^ j (9) for some^ j and^ j . Moreover, from (3) and (4) ? AW j + V j T j + j+1 v j+1 e T j ^ j : (10) Multiplying (10) with W T , and using the orthogonality conditions (1) and (7) immediately leads to the following system of equations for^ j and^ j , W T AW^ j + W T AW j^ j = 0:
Since W T AW is non singular, we get^ j = ? j^ j . Then (9) and (10) 
Substituting (12) Proof. Indeed, We can now directly apply the polynomial formalism built in 5] to obtain convergence properties. 
Proof. See theorem 3.3 and corollary 3.1 in 5]. Theorem 3.3 proves that r j = P j (AH)r 0 where P j is a polynomial of degree j so that, using (18), we get r j = P j (H T AH)r 0 . Then the minimization property leads to the desired result. These are exactly the same relations as those of Omin(A; C; A). We must now prove that the coe cients j and j are the same. It is su cient to show that (r j ; Cr j ) = (r j ; r j ). We have (r j ; Cr j ) = (r j ; HH T r j ) = (H T r j ; H T r j ) = (r j ; r j ).
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Here the preconditioner C is singular so that convergence is not guaranteed. However, since the initial residual is orthogonal to W, the following result can be proved. is that the memory requirements could be huge when m is large 3] since it requires keeping a basis of an earlier Krylov subspace K m (A; x 0 ). An alternative whose goal is to maintain a similar convergence rate, is to adopt the idea of eigenvalue de ation, as used in the De ated-GMRES algorithm for example, see 2, 4, 8] . De ated GMRES injects a few approximate eigenvectors into its Krylov solution subspace. These approximate eigenvectors are usually selected to be those hampering the convergence of the original scheme. Imitating the approach of De ated-GMRES, we will add some approximate eigenvectors, usually corresponding to eigenvalues nearest zero, to the Krylov solution subspace when we solve each, but the rst, system of (22). The eigenvectors are re ned with each new system (22) being solved. In this way, we may expect that the convergence will be improved as more systems are solved. The memory requirements for this approach are fairly low, since only a small number of eigenvectors, typically 4 to 10, are required.
We start by deriving the convergence rate from section 4 when W is a set of eigenvectors. We label all the eigenvalues of A in increasing order 1 2 n : In the special case where the column vectors, w 1 ; w 2 ; ; w k , of W are exact eigenvectors of A associated with the smallest eigenvalues 1 ; 2 ; ; k , then clearly (H T AH) = n = k+1 :
In this special case, the improvement on the condition number of the equivalent system solved by De ated-CG is explicitly known. When the column vectors of W are not exact but near eigenvectors associated with 1 ; 2 ; ; k , one can only expect that (H T AH) n = k+1 :
Computing approximate eigenvectors
There are several ways in which approximate eigenvectors can be extracted and improved from the data generated by the successive conjugate gradient runs applied to the systems of (22 is the set of eigenvectors associated with the k eigenvectors corresponding to the eigenvalues 1 ; 2 ; ; k , of A. De ated-CG is used to solve each of the systems of (22) except the rst which is solved by the standard CG.
After the s-th system of (22) is solved, we update the set W (s) of approximate eigenvectors to be used for the next right-hand side, yielding a new system W (s+1)
. In 2], three projection techniques are described to obtain such approximations. Here we only describe one of them suggested by Morgan 8] Proof. The desired results can be obtained by using (26), (25), (27) 
De ated-CG algorithm for Dependent Multiple Right-hand Sides
In summary the de ated algorithm for multiple right-hand sides works as follows. Assume we want to de ate with k eigenvectors. In a rst run, the standard CG is run with a number of steps l which is no less than k. The data d (1) i , (1) i , (1) i for i = 0; 1; ; l ? 1, and P and F (1) are computed according to (28) and (29) with s = 1. The eigenvalue problem (24) is solved for k eigenvectors which will constitute the columns of Y (1) and W (2) is computed as W (2) = h P (1) l i Y (1) since W (1) = ;. In subsequent steps, the de ated algorithm is used instead of the standard CG using the set W W (s) . The matrices AW (s) and (W 3. Compute G (1) and F (1) using (31) 
7.
Solve the s th system of (22) 
Practical Considerations
We now consider the memory and computational cost requirements of the de ated CG algorithm. We assume that k n so that we can neglect terms not containing n.
In De ated-CG, we must store W and AW in addition to the usual vectors of CG. This means an additional storage of 2k vectors of length n. De ated-CG requires to compute Hr j at each step. This can be done using common BLAS2 operations in z j = (AW ) T r j and r j ? W(W T AW) ?1 z j . The cost of these operations is O(kn) so that the CPU overhead is not too high. There remains to consider the cost of computing W. In AugCG, which can be viewed as a particular case of De ated-CG, W is the set of descent directions from the rst system, so that the set W is A-orthogonal. The method has at least two advantages : only the last column of W needs to be saved instead of all W. The projection H simpli es into only one orthogonalization (for only the last vector w k ). However, if s is greater than 2, then it is not easy to re ne W. The only solution would be to store all consecutive sets of direction descents W (s) at a cost of a high memory requirement.
From a computational point of view, it is advantageous to have a set of vectors W that is A-orthogonal, in which case, the matrix W T AW becomes diagonal. However, this is not essential and the di erence in cost involved is minimal.
Approximate eigenvectors are computed from the generalized eigenproblem (24). We need to store not only W and AW but also l vectors P We observe that the number of iterations decreases signi cantly after the rst few systems solving and quickly tends to its lower bound. It is because the approximate eigenvectors we chose quickly approach to their corresponding limits in the rst few rounds of re nements. When these approximate eigenvectors have reached their limits, the number of iterations no longer decreases.
In practice, we may omit Line 5 or vary k and l when we nd that the approximate eigenvectors are no longer improved when running Algorithm 5.3. However, it is still an open problem how to de ne a criterion to characterize the situation when eigenvectors no longer improve.
The algorithm does not always behave so well as demonstrated in the last two examples. The one below illustrates this situation.
Example 4. The test matrix is the one named S3RMT3M3 from the CYLSHELL group of Independent Sets and Generators 3 . In this experiment, we chose l = k = 10 for Algorithm 5.3 and m = 30 for Algorithm AugCG. Moreover, the incomplete Cholesky preconditioner ic(2) was used and we set the stopping criterion kb?Ax j k 2 =kbk 2 < 10 ?8 and the number of right hand sides of (22) to be 5. Everything remained the same as in Examples 4 and 5 and the convergence behaviors were plotted in Figure (3) (a) .
We observe from the experiment that systems 2, 3, and 5 solved by de ated-CG and system 2 solved by AugCG do not converge. What is worse is that their convergence seems to be subject to instability.
Theoretically, the residuals r j in both de ated-CG and AugCG are orthogonal to all the columns of W.
In practice, however, this orthogonality is gradually lost as the algorithms progress. In fact, Figure ( show that loss of orthogonality is so high that it ruins convergences.
One remedy to recover orthogonality is to add the reorthogonalization step 
Conclusion
An algorithm was presented which incorporates de ation to the conjugate gradient algorithm with arbitrary systems of vectors. The method can be used for solving linear systems with multiple and dependent righthand sides. The main advantage of this approach is that the size k of the subspace to be kept can be kept small without loss of e ciency relative to methods which require saving whole previous Krylov subspaces.
Another advantage is that it is easy to re ne the set W as each new system is solved. Theoretical results as well as experimentation con rm that convergence which results from the de ation improves substantially as the number of systems increases. As is expected, as soon as the set W of approximate eigenvectors is computed accurately, there is no further improvement for each new system to be solved unless the dimension of W is increases.
