ABSTRACT. -It is well known that the exclusion, zero-range and misanthrope particle systems possess families of invariant measures due to the mass conservation property. Although these families have been classified a great deal, a full characterization of their extreme points is not available. In this article, we consider an approach to the study of this classification. One of the results in this note is that the zero-range product invariant measures, i∈S µ α(·) , for an infinite countable set S, under mild conditions, are identified as extremal for
Introduction and results
We describe an approach from the "folklore" to study ergodic properties of conservative interacting particle systems. This method, in particular, applies to the zero-range, 140 S. SETHURAMAN / Ann. Inst. H. Poincaré, Probabilités et Statistiques 37 (2001) [139] [140] [141] [142] [143] [144] [145] [146] [147] [148] [149] [150] [151] [152] [153] [154] misanthrope and simple exclusion processes discussed in [3, 5] and [10] . Some of the main interest in such particle systems is that they possess infinite families of invariant measures. This is intuitive -since no particles die or are born, one expects collections of equilibria, each equilibrium supported on configurations of a fixed particle density.
One of the interesting questions, then, is to classify all the invariant measures. Or equivalently to characterize the extremals in the convex set of invariant measures. Besides being important in the study of the process invariance properties, these extremal measures are significant in understanding the process time-ergodic properties: When initial configurations are governed by an extreme measure, the process evolution is ergodic with respect to the time shifts [13] (see also [1] in this connection). Part of the motivation behind this note are some applications which would follow from an ergodic theorem. Determining all the extremal measures in all cases, however, seems difficult. In this article, we prove that a wide class of explicitly known invariant measures for zero-range and misanthrope systems are extremal in lieu of a complete classification. The method discussed also applies to exclusion processes, but given their rather studied characterization [10] , no new extensions are presented here. As a comparison to the other systems, however, we list some of the related exclusion results.
We now introduce some notation: Let be the configuration space corresponding to an infinite countable set S. For exclusion dynamics, = {0, 1}
S , and for zero-range and misanthrope dynamics, = N S where N = {0, 1, 2, . . .}. Let η(t) = {η i (t)} i∈S be the process configuration at time t where η i (t) is the number of particles at i ∈ S at time t. Let also {p(i, j )} for i, j ∈ S be the single particle jump probabilities. The exclusion, zero-range, and misanthrope systems are Markovian processes generated by the infinitesimal operators L SE , L ZR , and L M respectively acting on test functions φ:
, and
where η ij = η − δ i + δ j is the new configuration which moves a particle from i to j , δ k is the configuration empty at all sites except for a single particle at k, and the functions g (·) : N → R + , b(·, ·) : N × N → R + are known as rate functions. The construction of these systems from L SE , L ZR , and L M , found in [10, 3] and [5] respectively, require some conditions:
To avoid some complication, we assume throughout that p(i, j ) is irreducible; note that many statements, including Theorem 1.4, are valid under the weaker assumption (p(i, j ) + p(j, i)) is irreducible. Also, we assume the conditons: 
When p(i, j ) is positive recurrent the invariant measures concentrate on configurations with finite numbers of particles, The behavior is of a different category and we do not consider this case here. Details and exact statements may be found in [10] for exclusion dynamics and [19] , and [3] for the cases g(k) = I (k 1) and general g(·) ↑ for zero-range dynamics; here I (·) is the usual indicator function.
In this note, throughout, we fix attention on the situation when p(i, j ) is either nullrecurrent or transient, that is the case of infinite numbers of particles. For misanthrope dynamics, this is already assumed by taking p translation invariant.
We now list some of the existing results. Many rely on the double stochasticity of p, that is when j p(i, j ) = 1 for all i. We note when p is symmetric or translation invariant, that is, p(i, j ) = p(0, j − i), double stochasticity is automatically satisfied. With this stochasicity condition, the exclusion, zero-range, and misanthrope processes all possess families of identically distributed product invariant measures supported on configuration hyperplanes of fixed densities ρ.
Denote by B ρ the Bernoulli product measure indexed over S with coin-tossing marginal,
}, the set of invariant measures of p. DefineB ρ(·) as the product measure over S with coin-tossing marginal at site i ∈ S with success probability ρ(i) for ρ ∈ H SE ; then as in Theorem 8.1.24 of [10] define
where T t is the process semi-group.
For α(·) : S → R + , let Z α(·) be the product measure indexed over S with marginals µ α(i) on N . Here, for α > 0,
for k 1 and µ α {0} = Z(α) −1 where Z(α) is the normalization. When α = 0, set µ 0 to be the point mass on 0. Let also
Let M ρ be the product measure over S with common marginal ν ρ on N satisfying
for ρ > 0. For ρ = 0, let M 0 be the point mass on the configuration with no particles.
We denote by E α(·) or E ρ expectation with respect to these measures. For zero-range dynamics, we make a further assumption on Z α(·) in order to satisfy a technical condition in Theorem 1.8 of [3] and to state some of the claims below. Consider the restricted set of configurations ⊂ defined in (2.1). We will assume that
We note this condition is always satisfied when α(·) is constant or g(k) δk, all k 0; in fact, it remarked in [3] , that with a different construction, with a different subset , this condition is always true. In a sense, restricting the process to prevents blow-up and we refer to the discussion in Section 2 and to [3] .
Let I denote the set of invariant measures for these processes and let I e be the set of extremal measures in I.
Recall the assumptions above, (SE), (ZR) and (M). We state the theorem:
There are extensions of this theorem, notably to the case when p is symmetric or null-recurrent with respect to extreme points.
We have now the following (some results, when overlapping with others, are not stated in the generality found in the original papers): 
An important result which identifies a situation when a particular B ρ , Z α , or M ρ , for constant ρ and α, is extremal is the following theorem due to Saada [15] An immediate corollary, noting Theorem 1.3, which fills in more pieces is the following:
The new results in this note focus on zero-range and misanthrope systems; as remarked earlier, nothing new is added for simple exclusion. In combination with some of the previous statments, for clarity, they are:
Our main contribution is that we do not need null-recurrence of p or increasing assumptions on g to determine the extremality for zero-range processes of Z α(·) for α(·) ∈ H ZR . Also, for misanthrope systems, no assumptions beyond (M) are required to ensure extremality of M ρ for ρ constant.
Part of what remains as an open problem is to show that the set {Z α(·) : α(·) ∈ H ZR } exactly comprises the set of extremals I e . We have not attempted a full summary of the existing results and we refer to Chapter 8 of [10] , [3] and [4] for further results.
The article is organized as follows: In Section 2, we describe the Dirichlet-form technique in the "folklore" to prove parts (1) and (2) of Theorem 1.4. In Section 3, we present a few simple applications.
Dirichlet-form approach
In this section, we discuss a technique in the "folklore" to prove extremality of invariant measures utilizing the Dirichlet form of the process. In this connection, see Sections 4.3, 4.4 of [10] with respect to Glauber dynamics, Section II.1.1.3 of [18] with respect to dynamics with Gibbs invariant measures, and the last lemma of [8] with respect to interacting Brownian particles. For clarity, we concentrate on the zero-range process and prove part (1) of Theorem 1.4, although the arguments also apply to simple exclusion and misanthrope systems. Perhaps of specific interest is that the approach here applies to inhomogeneous measures Z α(·) .
We recall now some of the details of the zero-range construction in [3] and extend the process to L 2 . Different from simple exclusion systems, the process semi-group T t is not constructed from Hille-Yosida considerations. Rather,
] is shown to exist on a class of functions L defined on a subset ⊂ of the configuration space. Following [3] , for fixed g and p, let
. We can take
Formally, a measure v is invariant for the process if for all f ∈ L , The restriction of configurations to makes sense in that explosion should be ruled out. In fact, by assumption (ZR), the invariant measures Z α(·) for α(·) ∈ H ZR are all supported on , and it can be shown that the process never leaves . With respect to a given p, consider the invariant product measure Z α(·) . The goal in the next series of lemmas is to extend the process to L 2 (Z α(·) ). Define now the "triple norm" function, ||| · ||| : → R by |||η||| = g(η i )β(i). Fix also S n be an increasing sequence of finite subsets of S such that S = n 1 S n . Note that
is well defined and
Take note also, from Lemma 3.2 of [3] , that
In fact,
Proof. -As the {g(η i ): i ∈ S} are non-negative and independent, write
Observe that
So that the last sum above, through the Lipshitz bound (ZR) on g after adding and subtracting g(η i ), is bounded above by
Noting 0 β(i) 1 and (2.3) gives
to finish the lemma. ✷
The following discussion borrows from pp. 205-208, Chapter 4 in [10] ; certain proofs are included here for completeness.
be the conditional expectation of f , so that by Schwarz inequality,
α be the Markov generator associated to T α t acting on the following domain:
Proof. -Let f ∈ L and η ∈ . It is proved just after Lemma 2.6 of [3] that
Also, the pointwise convergence is proved in Lemma 2.7(f) of [3] :
In addition, part (b) Lemma 2.7 of [3] gives that
This last statement, combined with (2.2), (2.4), and Lemma 2.1 yields, for 0 < t 1, that
Also, by (2.2) and Lemma 2.1, 
where the series converges.
Proof. -We first prove the equality for f ∈ L : By (2.2) and (2.3), we have that
so that by Fubini's theorem,
First note that the sum on the right side is absolutely summable therefore permitting rearrangement. Let now
p(y, x). Observe, with the Radon-Nikodym derivative corresponding to change of variables η to ξ = η yx ,
and therefore the relation
Now, from the sum (2.5), add together the ij and ji pairs and calculate:
Note that the calculation above is invariant under interchange of i and j so that the pair-sum also equals (i, j ) .
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Adding half of this line and half of the previous last line gives that the pair sum becomes
Note that the separate summations of all the expectations are absolutely summable from the same method as in the beginning of the proof. Now rewrite the first line as half of the present form and half of the form changed by transforming η to η ij and η ji respectively in the two expectations to obtain
Observe that the sum of these ij pairs is the desired result.
What remains is to show that sum of the terms in the second line vanish. To this end, write the term in brackets, by change of variables η to η ij and the formula
a(j, i) = −a(i, j ) for the first expectation, and then change η to η ji to get the last line below:
Noting that f 2 ∈ L , observe that the ij sum of the last expression is E α(·) [L ZR f 2 ] = 0 from Lemma 2.9 [3] .
All this proves the lemma for f ∈ L . We now extend the representation to Dom(α): Let
for f ∈ Dom(α) such that the series converges.
by Fatou's lemma. Therefore, R(f ) D α(·) (f ) and in particular, R(f ) < ∞ for f ∈ Dom(α). However also,
which vanishes as n → ∞. Hence, lim n→∞ R(f − f n ) = 0, and so lim n→∞ R(f n ) = R(f ), to finish the proof. ✷
We will need the following two propositions for the proof of the main theorem: Consider a space with Borel sets B. Let Q be an invariant probability measure on for the Markov process {η(t), t 0}. Let P Q be the probability on the path space with initial distribution Q and T t be the process semi-group. As T t is a contraction on
The following result, found in Section 2 of [13] (see also IV.2 [14] ), provides equivalences between ergodicity of P Q and extremality of Q in the set of invariant probability measures. For the convenience of the reader, we repeat the proof at the end of the section.
If for some 0 < ε < 1 and invariant probability measures Q 1 and
Note that part (b) may replaced by more usual definition of shift-ergodicity (see Corollary 5 in IV.2 [14] ): shift-invariant ⇒ P Q ( ) = 0 or 1. The following standard local limit theorem for independent (non-identically) distributed lattice valued random variables is taken from Theorem 7.4, p. 195 of [12] . The statement here differs slightly in that we have replaced the "log N " term in [12] by "log c N "; but the proof is the same and we refer the reader to [12] . 
Proof of (1) The property (2.6) allows us, in the following claim, to conclude that f (η) is measurable with respect to the tail σ -field of the coordinates {η i : i ∈ S}. By Kolmogorov's 0-1 law, this σ -field is trivial, hence f must be constant almost surely. This finishes the proof. ✷ Note that when α(·) ≡ α is constant, that is when Z α is i.i.d product measure, the argument is simpler once we note that, by (2.7), f is finite-permutation invariant and therefore constant Z α -a.s. by Hewitt-Savage's 0-1 law. This easier argument, in particular, would apply to the misanthrope measures.
Also, note that the collection of sets A which stay invariant by the transformation η → η ij is a σ -field A. Clearly, T ⊂ A ⊂ H ⊂ E where T is the tail σ -field of the η i 's, H is the tail σ -field of the H n 's where H n = i∈S n η i , and E is the exchangeable σ -field of the η i 's. Attempts to invoke triviality conditions for H and E, discussed in [11] and [2] (see also [7] for 0-1 law statements in the context of Gibbs measures), failed. However, as shown in the claim below, for the measures Z α(·) , A = T . Proof. -Let F k = σ {η i , i ∈ S k } and define δ i as the single particle configuration at i and η i = η − δ i as the configuration with one less at i. Also define, for n 0 large enough, the local bounded function
Suppose now that when η 0 1,
that is, we may take away a particle at the origin without changing the function. For f , with this feature, the claim follows: Letη n be the configuration which equals η everywhere except in the set S n where the values are set to 0. Given (2.8), we see that f (η) = f (η n ) a.s. by simply moving all particles in S n to the origin and then removing them one by one. This gives that f is measurable with respect to the tail σ -field.
We now show that indeed f satisfies (2.8). As will be seen, the fact i α(i) = ∞, as p is null-recurrent or transient, is essential.
We consider two cases: Let U = lim sup |i|→∞ α(i). In case 1, we assume U > 0 and in case 2, we take U = 0. Just as a remark, we note that U > 0 for p such that i p(i, j ) 1 for all j by the (maximum) principle that α(i) does not take on its maximum in S. Case 1. Assume that U > 0. Let x h ∈ S be a site which is outside the support of h ε (η). Now observe that when η 0 1, (2. 
Evidently then, controlling the terms
, say in terms of R L 2 < ε, would be enough to finish.
To this end, recall that inf k 1 g(k) = I > 0 and compute the following:
Above, we use in the third step the bound R L ∞ < C f , in the fifth step the identity
and in the sixth step the zero-range Lipschitz bound on g(·). Note that as lim sup α(i) = U > 0, we may find x h (no matter how large the support of h ε is) so that α(x h ) > U/2. Hence, the coefficient of R L 2 in (2.9) may be bounded above uniformly in x h and we have for some constant C,
As ε is arbitrary, this finishes the proof. Case 2. Assume U = 0. The difficulty with the previous argument is that now we cannot control the coefficient in (2.9). So, instead of placing the particle at the site x h we will put it in a far region whose occupation distribution is more tractable. Recall that i α(i) = ∞. Let h ε , n 0 and R be as before. For l > n > n 0 , define the annulus A n,l ⊂ S as the region between the sets S n and S l and denote T n,l = i∈A n,l η i . Observe that the functions f and R, as a consequence of the invariance property (2.6), depends on the variables in A n,l only through the sum of occupation numbers, T n,l . In fact, for a fixed x n,l ∈ A n,l , let τ n,l (η) denote the configuration where all particles in A n,l have been moved to x n,l .
Beginning as in case 1, We need now only to bound appropriately the two terms in the last line. Note that the second term is handled exactly as in case 1. For the first term, some additional notation is required. Define the set E = {η: |T n,l − ρ n,l |/ √ c n,l M} for fixed M and note that Z α {E c } M −2 . Let also ξ = τ n,l (η) so that in particular ξ x n,l = T n,l . Denote Z α(·),n,l as the induced measure of ξ with respect to Z α (·) and E α(·),n,l as its expectation. Denote also µ α(·),n,l as the induced measure corresponding to ξ x n,l . Note that Z α(·),n,l is the product measure i / ∈A n,l µ α(i) × i∈A n,l i =x n,l µ 0 ×µ α(·),n,l . The following change of measure from ξ to ξ x n,l ,0 will be useful:
Rewrite now the term J 1 as
where we change variables ξ to ξ x n,l ,0 , and E = {ξ :
To estimate J 1 further, we invoke Proposition 2.2. To apply the proposition, we show that the occupation numbers in A n,l satisfy the hypotheses:
p i0 as soon as α(i) I . As α(i) → 0 we may choose n so that, for the variables indexed in A n,l , the first condition on p ij is satisfied. (2) Explicit calculation gives that
) .
Note, as U = 0, that α max = max{α(i), i ∈ S} < ∞ exists. It is not difficult now to conclude that there are constants C (α, g) > C(α, g) > 0 such that for large n and l > n that 
For n large enough, we have that i∈A(n,l) p i0 p i1 is equivalent to c n,l . The fact that c n,l diverges with l gives the last condition. We now apply Proposition 2.2 to estimate the fraction Z α(·) {ζ : i∈A n,l ζ i = ξ x n,l − 1}/Z α(·) {ζ : i∈A n,l ζ i = ξ x n,l } on the set E . The error term in the proposition is absolutely bounded by C(α, g) / √ c n,l for some constant 1 < C(α, g) < ∞, say. For l large, this error may be bounded by C(α, g, M) . We see now that the fraction above on the set E is bounded above by another C(α, g, M) .
Putting these estimates together gives the bound are harmonic, then max{f, g} = max{f − g, 0} + g is harmonic. Correspondingly, min{f, g} = − max{−f, −g} is harmonic. Of course, 1 is harmonic. All of this gives that min{n max(0,f − c), 1} for n 1 is a sequence of bounded harmonic functions. The limit, as n → ∞, is I (A) which is therefore harmonic by dominated convergence. This proves the implication.
"(c) ⇒ (a)" Let A be such that T t I (A) = I (A) Q-a.s. and Q(A) = ε for 0 < ε < 1. As the process begun on A stays in A with Q-probability 1, we have that Q 1 (B) = ε −1 Q(B ∩ A) and Q 2 (B) = (1 − ε) −1 Q(B ∩ A c ) are distinct invariant measures such that Q = εQ 1 + (1 − ε)Q 2 . Therefore Q is not extremal.
This finishes the proof. ✷
Applications
We remark in this section on some consequences of Theorem 1.4. Consider the following two problems.
