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Star junctions and watermelons of pure or random quantum Ising chains :
finite-size properties of the energy gap at criticality
Ce´cile Monthus
Institut de Physique The´orique, Universite´ Paris Saclay, CNRS, CEA, 91191 Gif-sur-Yvette, France
We consider M ≥ 2 pure or random quantum Ising chains of N spins when they are coupled via a
single star junction at their origins or when they are coupled via two star junctions at the their two
ends leading to the watermelon geometry. The energy gap is studied via a sequential self-dual real-
space renormalization procedure that can be explicitly solved in terms of Kesten variables containing
the initial couplings and and the initial transverse fields. In the pure case at criticality, the gap
is found to decay as a power-law ∆M ∝ N
−z(M) with the dynamical exponent z(M) = M
2
for the
single star junction (the case M = 2 corresponds to z = 1 for a single chain with free boundary
conditions) and z(M) = M − 1 for the watermelon (the case M = 2 corresponds to z = 1 for a
single chain with periodic boundary conditions). In the random case at criticality, the gap follows
the Infinite Disorder Fixed Point scaling ln∆M = −N
ψg with the same activated exponent ψ = 1
2
as the single chain corresponding toM = 2, and where g is an O(1) random positive variable, whose
distribution depends upon the number M of chains and upon the geometry (star or watermelon).
I. INTRODUCTION
The quantum Ising chain is the basic model for quantum phase transitions at zero temperature [1] : the pure chain
is exactly soluble [2] and is the same universality class as the two-dimensional classical Ising model via the classical-
quantum correspondence [1] ; the random chain is also exactly soluble via the Ma-Dasgupta-Fisher Strong Disorder
renormalization approach [3] and is the prototype of Infinite Disorder fixed points with unconventional scaling laws
with respect to the pure case (see [4] for a review).
Remarkably, for an open Ising chain containing N quantum spins with arbitrary transverse fields h(i) and arbitrary
couplings J(i)
Hchain1 = −
N∑
i=1
h(i)σx(i)−
N−1∑
i=1
J(i)σz(i)σz(i+ 1) (1)
there exists an explicit exact formula for the surface magnetization at one end i = N when the spin at the other end
i = 1 is fixed [4–8]
msurf (N |1) ≡< σz(N) > |{σz(1)=1} =
[
1 +
N∑
i=2
N∏
k=i
h2(k)
J2(k − 1)
]− 1
2
=
[
1 +
h2(N)
J2(N − 1) +
h2(N)
J2(N − 1)
h2(N − 1)
J2(N − 2) + ...+
h2(N)
J2(N − 1)
h2(N − 1)
J2(N − 2) ...
h2(2)
J2(1)
]− 1
2
(2)
For the disordered chain where the transverse fields h(i) and the couplings J(i) are random, the surface magnetization
thus involves the specific structure of Kesten random variables satisfying simple multiplicative recurrence [8–10].
Kesten random variables also appear either directly in many other discrete disordered systems [11–19], or via their
continuous analogs given by exponential functionals of Brownian motion [20–22]. The probability distribution of the
surface magnetization over disordered samples has thus been analyzed in detail [6–8].
Unfortunately, other interesting observables are not given by explicit exact formulas in terms of the initial disorder
variables, but various proposals have been made to relate them to the known surface magnetizations :
(i) for the chain of Eq. 1 with free boundary conditions, the end-to-end correlation
Csurf (1, N) ≡< σz(1)σz(N) > (3)
whose statistics has been computed via the appropriate extension [23] of the Strong Disorder Renormalization [3],
was found numerically to be very close to the product of the two surface magnetizations [7]
Csurf (1, N) ≃ msurf (N |1)msurf (1|N) (4)
(ii) the energy gap between the ground state and the first excited state of the chain of Eq. 1 with free boundary
conditions
∆N ≡ E1 − E0 (5)
2whose statistics has also been studied via Strong Disorder Renormalization [23], was found to be related to the
end-to-end correlation of Eq. 3 via
ln∆N − lnCsurf (1, N) ≃
N∑
k=1
lnh(k)−
N−1∑
k=1
ln J(k) (6)
as a consequence of the structure of the Strong Disorder renormalization rules [23]. On the other hand, using the
free-fermion approach, the gap was found to be related to the product of the two surface magnetizations
∆N ≃ msurf (N |1)msurf (1|N)
N−1∏
k=1
h(k)
J(k)
(7)
provided ∆N decays faster than 1/N [24]. Eq 6 and Eq. 7 are equivalent if one takes into account Eq. 4.
In this paper, we obtain via real-space renormalization some generalizations of these formula for star junctions of
M quantum Ising chains, and we use them to analyze the properties of the energy gap. More precisely, we consider
M quantum Ising chains containing N spins σp(i) each with 1 ≤ i ≤ N and 1 ≤ p ≤M
HchainsM =
M∑
p=1
[
−
N∑
i=1
hp(i)σ
x
p (i)−
N−1∑
i=1
Jp(i)σ
z
p(i)σ
z
p(i+ 1)
]
(8)
when they are coupled via a Star junction involving an additional central spin σ(0)
Hstar = −h(0)σx(0)− σz(0)
M∑
p=1
Jp(0)σ
z
p(1) +H
chains
M (9)
or when they are coupled via two Star junctions involving two additional spins σ(0) and σ(N + 1) leading to the
Watermelon geometry
Hwatermelon = −h(0)σx(0)− σz(0)
M∑
p=1
Jp(0)σ
z
p(1)− h(N + 1)σx(N + 1)− σz(N + 1)
M∑
p=1
Jp(N)σ
z
p(N)
+HchainsM (10)
The star junction of Eq. 9 with random transverse fields and random couplings has been studied recently via Strong
Disorder Renormalization [25] to obtain the disorder-averaged magnetization at the center of the junction σz(0) in
the thermodynamic limit of semi-infinite chains N → +∞. Pure Quantum Ising chains with uniform transverse field
hp(i) = h and uniform couplings Jp(i) = J when they are coupled via a Delta-junction
HDelta = −
∑
1≤p<p′≤M
Jp,p′σ
z
p(1)σ
z
p′(1) +H
chains
M (11)
have also been studied in the limits of weak coupling Jp,p′ → 0 [26, 27] and of strong coupling Jp,p′ → +∞ [26]. The
Delta junction of Eq. 11 is expected to have the same physical properties as the Star junction of Eq. 9. In [26, 27], the
case of two Delta junctions at the two ends has been also considered and is expected to be similar to the watermelon
geometry of Eq. 10 involving instead two star-junctions. Let us finish this introduction by mentioning that other
quantum models have been studied on the star-junction geometry [28, 29].
The paper is organized as follows. In section II, we introduce a real-space renormalization procedure for the
star junction that can be explicitly solved in terms of the surface magnetizations of Eq. 2 and other related Kesten
variables, and we obtain generalizations of Eq. 4 for the correlation between the end spins, and of Eq. 7 for the energy
gap. In section III, we describe the results for the pure star junction, and in particular the dynamical exponent z(M)
at criticality. In section IV, we discuss the results for the disordered star junction governed by an Infinite Disorder
Fixed point. Section V is devoted to the watermelon geometry. Our conclusions are summarized in section VI.
II. SEQUENTIAL SELF-DUAL REAL-SPACE RENORMALIZATION
The Fernandez-Pacheco self-dual real-space renormalization introduced initially for the pure quantum Ising chain
[30] has been recently extended to the disordered chain [31–33]. As in any block renormalization procedure, the
renormalization rules are applied in parallel to all blocks of size b = 2. Here we propose to apply the Fernandez-
Pacheco self-dual renormalization rules sequentially around the central site of the junction of Eq. 9.
3A. Renormalized Hamiltonian
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Figure 1: Illustration of the renormalization procedure for the star-junction of M = 3 chains of length N :
Top : Initial Hamiltonian of Eq. 9 with the transverse fields hp(i) and the couplings Jp(i)
Bottom : Renormalized Hamiltonian of Eq. 12 after n elementary RG steps, where the renormalized center is characterized by
the renormalized transverse field hR
n
(0) and the renormalized couplings JR
n
p (0).
More precisely, after n RG steps, we consider that the initial Hamiltonian of Eq. 9 has been renormalized into (see
4Fig. 1)
HstarRn = −hR
n
(0)σx(Rn(0))−
M∑
p=1
JR
n
p (0)σ
z(Rn(0))σzp(n+ 1)
+
M∑
p=1
[
−
N∑
i=n+1
hp(i)σ
x
p (i)−
N−1∑
i=n+1
Jp(i)σ
z
p(i)σ
z
p(i+ 1)
]
(12)
where all the spins n+ 1 ≤ i ≤ N of the M chains have kept their initial transverse fields hp(i) and initial couplings
Jp(i) of Eq. 8, and where the central renormalized spin σ(R
n(0)) with its renormalized transverse field hR
n
(0) and
its renormalized couplings JR
n
p (0) replaces the central (1 +Mn) initial spins, namely the initial central spin and the
initial first n spins of theM chains. The initial Hamiltonian of Eq. 9 corresponds to n = 0 so that the initial condition
of the RG flow reads
hR
0
(0) = h(0)
JR
0
p (0) = Jp(0) (13)
B. Renormalization rules
To go from Hstar
Rn−1
to HstarRn , we decompose H
star
Rn−1
into the sum of two contributions
HstarRn−1 = H
eff + V
Heff =
M∑
p=1
[
−JRn−1p (0)σz(Rn−1(0))σzp(n)− hp(n)σxp (n)
]
V = −hRn−1(0)σx(Rn−1(0)) +
M∑
p=1
[
−
N∑
i=n+1
hp(i)σ
x
p (i)−
N−1∑
i=n
Jp(i)σ
z
p(i)σ
z
p(i+ 1)
]
(14)
The Hamiltonian Heff is diagonal in σz(Rn−1(0)), and for each value σz(Rn−1(0)) = ±1, one has to diagonalize
independently the single-spin effective Hamiltonian for σp(n). We refer to [32] for more details and simply state the
final output : the projection of the complementary Hamiltonian V onto the two degenerate ground states of Heff
leads to the following RG rules [32] for the central transverse field
hR
n
(0) = hR
n−1
(0)
M∏
p=1
hp(n)√
h2p(n) + (J
Rn−1
p (0))
2
(15)
and for its couplings
JR
n
p (0) = Jp(n)
JR
n−1
p (0)√
h2p(n) + (J
Rn−1
p (0))
2
(16)
C. Solution for the renormalized couplings
It is convenient to rewrite Eq 16 as
1
(JRnp (0))
2
=
1
J2p (n)
[
1 +
h2p(n)
(JRn−1p (0))
2
]
(17)
5in order to obtain the simple iteration
1
(JRnp (0))
2
=
1
J2p (n)
[
1 +
h2p(n)
J2p (n− 1)
(
1 +
h2p(n− 1)
(JRn−2p (0))
2
)]
= ...
=
1
J2p (n)
[
1 +
h2p(n)
J2p (n− 1)
+
h2p(n)
J2p (n− 1)
h2p(n− 1)
J2p (n− 2)
+ ...+
h2p(n)
J2p (n− 1)
h2p(n− 1)
J2p (n− 2)
...
h2p(2)
J2p (1)
h2p(1)
J2p (0)
]
=
1
J2p (n)
[
1 +
n∑
i=1
n∏
k=i
h2p(k)
J2p (k − 1)
]
(18)
so that the final result reads
JR
n
p (0) = Jp(n)
[
1 +
n∑
i=1
n∏
k=i
h2p(k)
J2p (k − 1)
]− 1
2
(19)
The parenthesis on the right hand side coincides with the surface magnetization msurfp (n) at i = n of the p chain
when the magnetization at the center i = 0 is fixed (Eq. 2)
msurfp (n|0) =
[
1 +
n∑
i=1
n∏
k=i
h2p(k)
J2p (k − 1)
]− 1
2
(20)
So the solution obtained in Eq. 19 reads
JR
n
p (0) = Jp(n)m
surf
p (n|0) (21)
Note that this formula also suggests that the sequential RG that we have described is actually somewhat equivalent
after n steps to the large-block self-dual procedure involving a block a size n studied in Ref [34].
D. Solution for the renormalized transverse field
It is convenient to consider the ratio obtained from Eqs 15 and 16
hR
n
(0)∏M
p=1 J
Rn
p (0)
=
[
M∏
p=1
hp(n)
Jp(n)
]
hR
n−1
(0)∏M
p=1 J
Rn−1
p (0)
(22)
in order to obtain the simple iteration
hR
n
(0)∏M
p=1 J
Rn
p (0)
=
[
M∏
p=1
hp(n)
Jp(n)
] [
M∏
p=1
hp(n− 1)
Jp(n− 1)
]
hR
n−2
(0)∏M
p=1 J
Rn−2
p (0)
= ...
=
[
M∏
p=1
hp(n)
Jp(n)
] [
M∏
p=1
hp(n− 1)
Jp(n− 1)
]
...
[
M∏
p=1
hp(1)
Jp(1)
]
h(0)∏M
p=1 Jp(0)
(23)
The solution obtained in Eq 21 for the renormalized couplings in terms of the surface magnetizations of Eq. 20
yields for the renormalized transverse field
hR
n
(0) =
[
M∏
p=1
msurfp (n|0)
](
h(0)
∏M
p=1
∏n
i=1 hp(i)∏M
p=1
∏n−1
i=0 Jp(i)
)
(24)
6Using the explicit form of the surface magnetization of Eq. 20, this can be also rewritten as
hR
n
(0) = h(0)
M∏
p=1
(
hp(1)hp(2)...hp(n)
Jp(0)Jp(1)...Jp(n− 1)m
surf
p (n|0)
)
= h(0)
M∏
p=1

 hp(1)hp(2)...hp(n)
Jp(0)Jp(1)...Jp(n− 1)
[
1 +
h2p(n)
J2p (n− 1)
+
h2p(n)
J2p (n− 1)
h2p(n− 1)
J2p (n− 2)
+ ...+
h2p(n)
J2p (n− 1)
...
h2p(1)
J2p (0)
]− 1
2


= h(0)
M∏
p=1
[
J2p (0)J
2
p (1)...J
2
p (n− 1)
h2p(1)h
2
p(2)...h
2
p(n)
+
J2p (0)J
2
p (1)...J
2
p (n− 2)
h2p(1)h
2
p(2)...h
2
p(n− 1)
+ ...+
J2p (0)
h2p(1)
+ 1
]− 1
2
= h(0)
M∏
p=1
[
1 +
n∑
i=1
i∏
k=1
J2p (k − 1)
h2p(k)
]− 1
2
(25)
E. Gap of the star junction with free boundary conditions
For the finite star junction of Eq. 9, the renormalization procedure described above ends after N RG steps where
the renormalized Hamiltonian of Eq. 12 contains a single renormalized spin σ(RN (0)) representing the whole star
junction
HstarRN = −hR
N
(0)σx(RN (0)) (26)
The remaining renormalized transverse field hR
N
(0) corresponds to the energy scale associated to the global flip of
the junction and thus represents the energy gap (up to an unimportant factor of 2)
∆starN = h
RN (0) (27)
Eq. 24 yields
∆starN =
[
M∏
p=1
msurfp (N |0)
](
h(0)
∏M
p=1
∏N
i=1 hp(i)∏M
p=1
∏N−1
i=0 Jp(i)
)
(28)
This formula is thus the analog of Eq. 7 : the numerator contains the product of the M surface magnetizations and
the product of all the transverse fields, whereas the denominator involves the product of all the couplings.
The alternative form of Eq. 25 reads
∆starN = h(0)
M∏
p=1
[
1 +
N∑
i=1
i∏
k=1
J2p (k − 1)
h2p(k)
]− 1
2
(29)
F. Correlation between the end spins
Before the last Hamiltonian of Eq. 26, the renormalized Hamiltonian at step n = N − 1 (Eq. 12)
HstarRN−1 = −hR
N−1
(0)σx(RN−1(0))−
M∑
p=1
JR
N−1
p (0)σ
z(RN−1(0))σzp(N)−
M∑
p=1
hp(N)σ
x
p (N) (30)
involves the initial end-spins σp(N) of the M chains, and the renormalized central spin σ(R
N−1(0)) representing the
rest of the sample. The eigenfunction corresponding to these two last RG steps reads (see [32] for more details on the
eigenfunctions of Heff of Eq. 14)
ψ(S0;Sp(N)) =
(δS0,1 + δS0,−1)√
2
M∏
p=1


√√√√√1 + JR
N−1
p (0)√
h2p(N)+(J
RN−1
p (0))
2
δSp(N),S0 +
√√√√√1− JR
N−1
p (0)√
h2p(N)+(J
RN−1
p (0))
2
δSp(N),−S0

(31)
7The joint distribution of the M end-spins Sp(N) is thus obtained after the integration of the renormalized central
spin
P(Sp(N)) =
∑
S0=±1
ψ2(S0;Sp(N)) (32)
=
∑
S0=±1
1
2
(δS0,1 + δS0,−1)
M∏
p=1


1 +
JR
N−1
p (0)√
h2p(N)+(J
RN−1
p (0))
2
δSp(N),S0 +
1− J
RN−1
p (0)√
h2p(N)+(J
RN−1
p (0))
2
δSp(N),−S0


In particular, the correlation between the M end-spins reduces to
<
M∏
p=1
Sp(N) >=
M∏
p=1
JR
N−1
p (0)√
h2p(N) + (J
RN−1
p (0))
(33)
and can be thus rewritten using Eqs 20 and 21 as the product of the M surface magnetizations when the center is
fixed
<
M∏
p=1
Sp(N) >=
M∏
p=1
msurfp (N |0) (34)
This formula is thus somewhat the analog of Eq. 4.
III. RESULTS FOR THE PURE JUNCTION OF M ≥ 2 CHAINS
For the pure case, the control parameter of a single chain is the ratio between the ferromagnetic coupling J and
the transverse field h
K ≡ J
h
(35)
The exact surface magnetization of Eq. 2 reads
msurf (N |1) =
[
1−K−2
1−K−2N
] 1
2
(36)
A. Ferromagnetic phase K > 1
In the ferromagnetic phase K > 1, the surface-magnetization of Eq. 36 converges towards the finite limit
msurf (N → +∞) = [1−K−2] 12 ∝K→1+ (K − 1)βs with βs = 1/2 (37)
As a consequence the renormalized coupling of Eq. 21 also converges towards a finite limit
JR
N
p (0) = Jm
surf (N |0) ∝
N→+∞
J
[
1−K−2] 12 (38)
whereas the renormalized transverse field of Eq. 25 converges exponentially towards zero as
hR
N
(0) = h
[
K2(N+1) − 1
K2 − 1
]−M
2
∝
N→+∞
K−NM (39)
8B. Paramagnetic phase K < 1
In the paramagnetic phase K < 1, the surface magnetization of Eq. 36 decays exponentially with the distance
msurf (N |1) =
[
K−2 − 1
K−2N − 1
] 1
2
∝
N→+∞
KN = eN ln(K) (40)
and involves the correlation length exponent ν = 1. As a consequence, the renormalized coupling of Eq. 21 behaves
similarly
JR
N
p (0) = Jm
surf (N |0) ∝
N→+∞
KN (41)
whereas the renormalized transverse field of Eq. 25 converges to the finite limit
hR
N
(0) = h
[
1−K2(N+1)
1−K2
]−M
2
∝
N→+∞
h(1−K2)M2 (42)
C. Critical point Kc = 1
At the critical point Kc = 1, the surface magnetization of Eq. 36 decays as the power-law
msurf (N |1) = N− 12 (43)
As a consequence, the renormalized coupling of Eq. 21 decays with the same exponent
JR
N
p (0) ∝ N−
1
2 (44)
whereas the renormalized transverse field of Eq. 25 representing the gap decays as the power-law
∆N = h
RN
Kc=1(0) ∝ N−z(M) (45)
with the dynamical exponent
z(M ≥ 2) = M
2
(46)
For M = 2 corresponding to a single open chain with free boundary conditions, this result reduces to z(M = 2) = 1
as it should. For M > 2, Eq. 46 is in agreement with the strong-coupling perturbative expansion of Eq. (12) of
Reference [26].
IV. RESULTS FOR THE DISORDERED JUNCTION OF M ≥ 2 CHAINS
For the disordered junction, the usual control parameter [3]
δ ≡ lnh− ln J
var(ln h) + var(ln J)
(47)
valid for Gaussian distributions can be more precisely defined as the root of the equation [35–37]
(
J
h
)2δ
= 1 (48)
that makes the link with the literature on Kesten variables [9–16]. It is also usual in the field to redefine the length
scale to absorb the variance [3], in order to have the single parameter δ.
9A. Reminder on the statistical properties of the surface magnetization
Let us briefly summarize the known results on the statistics of the surface magnetization of random chains [4, 6–8]
in the universal critical region around δ = 0 :
(i) in the paramagnetic phase δ > 0, the surface magnetization reads [7, 8]
lnmsurfδ>0 (N) = −2δN +
√
Nv (49)
where v is a zero-mean random variable distributed with the Gaussian distribution
G(v) =
1√
4π
e−
v2
4 (50)
In particular, the typical value
lnmsurfδ>0 (N) = −2δN (51)
involves the typical correlation length exponent νtyp = 1, whereas the finite-size scaling properties determined by the
balance between the two terms of Eq. 49 are governed by νFS = 2.
(ii) at criticality δ = 0, the surface magnetization reads [7, 8]
lnmsurfδ=0 (N) = −
√
Nw (52)
where w is a positive random variable distributed with the half-Gaussian distribution
P (w) =
θ(w ≥ 0)√
π
e−
W2
4 (53)
(iii) in the ferromagnetic phase δ < 0, the surface magnetization reads [7, 8]
lnmsurfδ<0 (N) = −B (54)
where B is a positive random variable distributed with the exponential distribution
Q(B) = θ(B ≥ 0)µe−µB with µ ≡ −2δ (55)
From these known results concerning the surface magnetization of a single random chain, we may now derive the
statistical properties of the renormalized parameters for the random star junction.
B. Random star junction at the critical point δ = 0
At the critical point δ = 0, the renormalized coupling JR
N
behaves as the surface magnetization of Eq. 52
lnJR
N
δ=0 ∝ lnmsurfδ=0 (N) = −
√
Nw (56)
The gap ∆M (N) given by the renormalized transverse field will be also of the form
ln∆M (N) = lnh
RN
δ=0 = −
√
Ng (57)
and thus involves the same activated exponent
ψ =
1
2
(58)
as the chain corresponding corresponding to the special case M = 2. The variable g =
∑M
p=1 wp in Eq. 57 is
distributed with the convolution of M half-Gaussian distributions (Eq. 53)
PM (g) ≃
[
M∏
p=1
∫ +∞
0
dwp
2√
π
e−w
2
p
]
δ
(
g −
M∑
p=1
wp
)
(59)
However this expression is expected to be valid only for sufficiently large g, whereas the region of small g requires a
more precise analysis, as shown by the Strong Disorder calculations of [23] concerning the case M = 2 of the chain.
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C. Random star junction in the Ferromagnetic phase δ < 0
In the ferromagnetic phase δ < 0, the renormalized coupling JR
N
remains finite as the surface magnetization of
Eq. 54
ln JR
N
δ<0 ∝ lnmsurfδ<0 (N) = −B (60)
whereas the renormalized transverse field will behave as
lnhR
N
δ=0 = −2δMN +
√
MNv (61)
where v is a Gaussian random variable distributed with Eq. 50.
D. Random star junction in the Paramagnetic phase δ > 0
In the paramagnetic phase δ > 0, the renormalized coupling inherits from the behavior of Eq. 49 of the surface
magnetization
ln JR
N
δ>0 ∝ lnmsurfδ>0 (N) = −2δN +
√
Nv (62)
whereas the renormalized transverse field remains finite
lnhR
N
δ>0 = −B (63)
where B =
∑M
p=1Bp is distributed with the convolution of M exponential distributions of Eq. 55
QM (B) ≃
[
M∏
p=1
∫ +∞
0
dBpµe
−µB
]
δ
(
B −
M∑
p=1
Bp
)
=
µMBM−1
(M − 1)! e
−µB (64)
V. STUDY OF THE WATERMELON GEOMETRY
In this section, we use the results of the previous sections concerning the single star junction with free boundary
conditions (Eq. 9) to analyze the watermelon geometry of Eq. 10 where the M chains are coupled by two star
junctions at the two ends.
A. Real-space renormalization for the Watermelon geometry
We apply the same renormalization rules as in section II around each of the two junctions, so that after N2 RG
steps, the renormalized Hamiltonian reads
Hwatermelon
R
N
2
= −hR
N
2 (0)σx(R
N
2 (0))− hR
N
2 (N + 1)σx(R
N
2 (N + 1))− JR
N
2
W σ
z(R
N
2 (0))σz(R
N
2 (N + 1)) (65)
The renormalized transverse fields of the two centers of the junctions are obtained from Eq. 25
hR
N
2 (0) = h(0)
M∏
p=1
(
hp(1)hp(2)...hp(
N
2 )
Jp(0)Jp(1)...Jp(
N
2 − 1)
msurfp (
N
2
|0)
)
= h(0)
M∏
p=1
[
J2p (0)J
2
p (1)...J
2
p (
N
2 − 1)
h2p(1)h
2
p(2)...h
2
p(
N
2 )
+
J2p (0)J
2
p (1)...J
2
p (
N
2 − 2)
h2p(1)h
2
p(2)...h
2
p(
N
2 − 1)
+ ...+
J2p (0)
h2p(1)
+ 1
]− 1
2
= h(0)
M∏
p=1

1 +
N
2∑
i=1
i∏
k=1
J2p (k − 1)
h2p(k)


− 1
2
(66)
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and
hR
N
2 (N + 1) = h(N + 1)
M∏
p=1
(
hp(N)hp(N − 1)...hp(N2 + 1)
Jp(N)Jp(N − 1)...Jp(N2 + 1)
msurfp (
N
2
+ 1|N + 1)
)
= h(N + 1)
M∏
p=1
[
J2p (N)J
2
p (N − 1)...J2p (N2 + 1)
h2p(N)h
2
p(N−)...h2p(N2 + 1)
+
J2p (N)J
2
p (N − 1)...J2p (N2 + 2)
h2p(N)h
2
p(N − 1)...h2p(N2 + 2)
+ ...+
J2p (N)
h2p(N)
+ 1
]− 1
2
= h(N + 1)
M∏
p=1

1 + N∑
i=N
2
+1
N∏
k=i
J2p (k)
h2p(k)


− 1
2
(67)
whereas their coupling is obtained by summing the contribution of the M chains
JR
N
2
W =
M∑
p=1
Jp
(
N
2
)
msurfp (
N
2
|0)msurfp (
N
2
+ 1|N + 1) (68)
with
msurf (
N
2
|0) =

1 +
N
2∑
i=1
N
2∏
k=i
h2p(k)
J2p (k − 1)


− 1
2
=
[
1 +
h2p(
N
2 )
J2p (
N
2 − 1)
+
h2p(
N
2 )
J2p (
N
2 − 1)
h2p(
N
2 − 1)
J2p (
N
2 − 2)
+ ...+
h2p(
N
2 )
J2p (
N
2 − 1)
h2p(
N
2 − 1)
J2p (
N
2 − 2)
...
h2p(1)
J2p (0)
]− 1
2
(69)
and
msurf (
N
2
+ 1|N + 1) =

1 + N∑
i=N
2
+1
i∏
k=N
2
+1
h2p(k)
J2p (k)


− 1
2
=
[
1 +
h2p(
N
2 + 1)
J2p (
N
2 + 1)
+
h2p(
N
2 + 1)
J2p (
N
2 + 1)
h2p(
N
2 + 2)
J2p (
N
2 + 2)
+ ...+
h2p(
N
2 ) + 1
J2p (
N
2 + 1)
h2p(
N
2 + 2)
J2p (
N
2 + 2)
...
h2p(N)
J2p (N)
]− 1
2
(70)
B. Solution for the pure watermelon
For the pure case, where the surface magnetization is given by Eq. 36 in terms of the control parameter K = J/h
of Eq. 35, the renormalized coupling of Eq. 68 reads
JR
N
2
W =MJ
1−K−2
1−K−2−N (71)
whereas the transverse fields of Eqs 66 and 67 have the same value
hR
N
2 (0) = hR
N
2 (N + 1) = h
(
K−N
1−K−2
1−K−2−N
)M
2
(72)
In the ferromagnetic phase K > 1, the renormalized coupling of Eq. 71 converges towards the finite limit
JR
N
2
W ≃
N→+∞
MJ(1−K−2) (73)
and the renormalized transverse field of Eq. 72 converges exponentially towards zero as
hR
N
(0) ≃
N→+∞
h(1−K−2)M2 K−N M2 (74)
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In the paramagnetic phase K < 1, the renormalized coupling of Eq. 71 decays exponentially with the distance
JR
N
2
W ≃
N→+∞
MJ(1−K2)KN (75)
and the renormalized transverse field of Eq. 25 converges to the finite limit
hR
N
2 (0) = hR
N
2 (N + 1) = h
(
1−K2)M2 (76)
At the critical point Kc = 1, one obtains the following power-laws for the renormalized coupling of Eq. 71
JR
N
2
W =MJ
1
1 + N2
(77)
and for the renormalized transverse field of Eq. 25
hR
N
2 (0) = hR
N
2 (N + 1) = h
(
1
1 + N2
)M
2
(78)
For M = 2 corresponding to a single chain with periodic boundary conditions, both involve the same exponent,
that represents the dynamical exponent z(M = 2) = 1 as it should. However for M > 2, the coupling of Eq. 77
dominates over the transverse fields of Eq. 78, so that the last decimation corresponds to the projection onto the two
ferromagnetic states (++) and (−−) defining the final renormalized spin representing the whole watermelon, and its
renormalized transverse field
hlastW =
hR
N
2 (0)hR
N
2 (N + 1)
JR
N
2
W
=
h
M
(
1
1 + N2
)M−1
(79)
represents the gap
∆N = h
last
W ∝ N−zW (M) (80)
with the dynamical exponent
zW (M ≥ 2) =M − 1 (81)
For M > 2, the dynamical exponent of Eq. 81 is bigger than the dynamical exponent of a single star junction of Eq.
46.
C. Solution for the disordered watermelon
The statistical properties of the renormalized transverse fields of Eqs 66 and 67 are the same as in the star junction
case given in Eqs 57, 61 and 63 with the replacement N → N2 .
The statistical properties of the renormalized coupling of Eq. 68 can be obtained from the properties of the surface
magnetization recalled in section IVA. In the paramagnetic phase δ > 0, it decays as
ln JR
N
2
W = −2δN +
√
Nv (82)
where v is the minimum value amongM variables drawn with the Gaussian distribution of Eq. 50. In the ferromagnetic
phase δ < 0, it remains finite
ln JR
N
2
W = −B (83)
where B is minimum among M positives variables drawn with the convolution Q ∗Q = µ2Be−µB of the exponential
distribution of Eq. 55. At criticality δ = 0, it decays as
ln JR
N
2
W = −
√
Nw (84)
where w is the minimum value among M positives variables drawn with the half-Gaussian distribution of Eq. 53.
In particular, the gap of the watermelon involves the same activated exponent ψ = 1/2 and it is only the scaling
distribution of the gap that depends upon M .
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VI. CONCLUSION
For M ≥ 2 pure or random quantum Ising chains of N spins coupled via a single star junction or via two star
junctions at the two ends, we have introduced a sequential self-dual real-space renormalization procedure that can be
explicitly solved in terms of Kesten variables containing the initial couplings and and the initial transverse fields. We
have described the properties of the renormalized couplings and renormalized transverse fields in the ferromagnetic
phase, in the paramagnetic phase and at the critical point. In particular, we have discussed the finite-size properties
of the energy gap ∆M at criticality :
(i) In the pure case, the dynamical exponent z governing the power-law decay of the gap ∆M ∝ N−z(M) was
found to be z(M) = M2 for the single star junction and z(M) = M − 1 for the watermelon geometry (for the case
M = 2 corresponding to a single chain with open or periodic boundary conditions, both dynamical exponents reduce
to z(M = 2) = 1 as it should).
(ii) In the random case, the gap was found to follow the Infinite Disorder Fixed Point scaling ln∆M = −Nψg with
the same activated exponent ψ = 12 as the single chain corresponding to M = 2, so that the number M of chains and
the geometry (star or watermelon) only enter in the probability distribution of the O(1) random positive variable g.
As a final remark, let us mention some link with the recent studies concerning the Shannon and Re´nyi entropies
of the ground state wavefunction of the pure quantum Ising chain [33, 38–46]. The Re´nyi entropy of index q of the
quantum chain amounts to study the binding of the ’Ising book’ (see Fig. 4 of [39]) where M = 2q half-planes of
classical two-dimensional Ising models are glued together. Taking the anisotropic limit in the other direction leads to
the pure quantum star junction discussed in section III. Although the present study does not deal with observables
that are directly relevant for the Re´nyi entropy, we feel that the expansion of the dynamical exponent z(M) = M2 = q
for q = 1 + ǫ around the Ising plane q = 1
z(M = 2(1 + ǫ)) = 1 + ǫ (85)
suggests that the appropriate finite-size scaling variable could be Lǫ = eu with
u = ǫ lnL = (q − 1) lnL (86)
For the periodic quantum chain, Gre´goire Misguich and Jean-Marie Ste´phan have replotted their numerical data
showned on Fig. 5 of their paper [39] in terms of the variable u = (q − 1) lnL and have concluded that this finite
size scaling could be also compatible with their data [47]. For the open quantum chain, the double logarithm (lnL)2
found numerically at criticality for q = 1 by Jean-Marie Ste´phan [45] and the singular logarithmic terms in (cst)q lnL(q−1)
found at criticality for q 6= 1 via Conformal Field Theory in Ref [40] also points towards the finite size scaling variable
of Eq. 86.
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