We present design methods for perfect reconstruction (PR) integer-modulated filterbanks, including biorthogonal (low-delay) filterbanks. Both the prototype filter and the modulation sequences are composed of integers, thus allowing efficient hardware implementations and fast computation. To derive such filterbanks, we first start with the PR conditions known for cosine modulation and extend them to more general, integer modulation schemes. For the design of biorthogonal PR integer prototypes, a lifting strategy is introduced. To find suitable integer modulation schemes, new algebraic methods are presented. We show solutions where the PR conditions on the prototype filters and the modulation matrices are entirely decoupled and where some simple coupling is introduced. Both even and odd numbers of channels are considered. Design examples are presented for both cases. -modulated filterbanks, including  biorthogonal (low-delay) filterbanks. Both the prototype filter and the modulation sequences are composed of integers, thus allowing efficient hardware implementations and fast computation. To derive such filterbanks, we first start with the PR conditions known for cosine modulation and extend them to more general, integer modulation schemes. For the design of biorthogonal PR integer prototypes, a lifting strategy is introduced. To find suitable integer modulation schemes, new algebraic methods are presented. We show solutions where the PR conditions on the prototype filters and the modulation matrices are entirely decoupled and where some simple coupling is introduced. Both even and odd numbers of channels are considered. Design examples are presented for both cases.
Modulated, Perfect Reconstruction Filterbanks With
Integer Coefficients Alfred Mertins, Member, IEEE, and Tanja Karp, Member, IEEE Abstract-In this paper, we present design methods for perfect reconstruction (PR) integer-modulated filterbanks, including biorthogonal (low-delay) filterbanks. Both the prototype filter and the modulation sequences are composed of integers, thus allowing efficient hardware implementations and fast computation. To derive such filterbanks, we first start with the PR conditions known for cosine modulation and extend them to more general, integer modulation schemes. For the design of biorthogonal PR integer prototypes, a lifting strategy is introduced. To find suitable integer modulation schemes, new algebraic methods are presented. We show solutions where the PR conditions on the prototype filters and the modulation matrices are entirely decoupled and where some simple coupling is introduced. Both even and odd numbers of channels are considered. Design examples are presented for both cases.
Index Terms-Cosine modulation, filterbanks, interger coefficients, integer modulation, low delay, perfect reconstruction.
I. INTRODUCTION
T O IMPLEMENT a filterbank on a processor with finite-precision arithmetic, one usually needs to quantize the filter coefficients. This, however, results in loss of the perfect reconstruction (PR) property. It is therefore of significant interest to design filterbanks directly in such a way that PR can be achieved with integer arithmetic. Moreover, filterbanks operating with integer arithmetic allow for fast and efficient computation on signal processors and in dedicated hardware. For the case of two-channel filterbanks and associated wavelets, integer filters have been widely studied during the last decade. Integer linear-phase, biorthogonal, two-channel filterbanks and wavelets were found in [1] through the factorization of certain integer halfband filters. Paraunitary two-channel filterbanks with integer arithmetic were presented in [2] - [4] . More recently, a systematic design of two-channel filterbanks with integer arithmetic has been enabled by the lifting scheme presented in [5] , [6] . For the case of -channel modulated filterbanks, however, only very few design methods have been reported. The work in [7] presents solutions for the finite-precision implementation of the polyphase filters of paraunitary cosine-modulated filterbanks based on -rotations. In [8] , integer-coefficient prototypes for paraunitary cosine-modulated Manuscript received February 7, 2001 ; revised February 12, 2002 . The associate editor coordinating the review of this paper and approving it for publication was Dr. Masaaki Ikehara.
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filterbanks were designed via a subspace approach. Design methods and implementation structures for PR filterbanks with integer modulation and integer prototypes have been presented in [9] - [12] . In [9] , the integer modulation sequences are designed on the basis of the dyadic symmetry principle [13] , and the filter lengths are restricted to the case , where is the number of bands. In [10] and [11] , prototypes with lengths are considered for even . The work in [12] considers the sum-of-powers-of-two implementation of the prototype and the cosine modulation. Further design methods for integer DCT matrices suitable for use in integer filterbanks have been presented in [14] . Thus far, all solutions reported in the literature consider an even number of channels.
In this paper, we generalize the theory of integer-modulated filterbanks to an arbitrary number of channels (odd and even) and a delay of the form with an arbitrary integer . For the design of biorthogonal PR integer prototypes, a lifting strategy is introduced. To find suitable integer modulation schemes, new algebraic methods are presented. We first apply the method in [13] to the design of modulation matrices, and then, we present a projection-based method. We derive solutions where the PR conditions on the prototype and the modulation are entirely decoupled and where some simple coupling is introduced. In the coupled case, the requirements on the prototype and the modulation sequences can be traded off between the two, resulting in an increased design freedom compared with the decoupled case. Design examples will be presented for both even and odd numbers of channels.
Notation: and denote the identity and counter identity matrices, respectively. The expression denotes the ceiling operation. Similarly, means the floor operations. The term denotes the Kronecker symbol. Matrix entries are counted starting from zero, i.e., is the element in the upper left corner of matrix .
II. COSINE-MODULATED FILTERBANKS

A. Review of Perfect Reconstruction Conditions
In cosine-modulated filterbanks, the analysis and synthesis filters and , are derived from lowpass prototypes and as (1) where and are cosine sequences providing the modulation. The range for in (1) depends on the filter lengths that may be different for the analysis and synthesis sides and are, in general, independent of the delay of the entire analysis/synthesis system. Fig. 1 shows a straightforward structure for the filterbank and illustrates the frequency responses of the filters. Various modulation schemes and filter design strategies have been proposed in the literature, including FIR and IIR solutions, critical sampling and oversampling, even and odd numbers of channels, paraunitary, and biorthogonal, low-delay filterbanks [15] - [21] . A reason for the popularity of cosine-modulated filterbanks is the fact that they can be implemented very efficiently in polyphase structure [15] .
In this paper, we consider critical subsampling and a general number of channels ( ) that may be even or odd, and the following definition of cosine sequences [21] :
The overall delay ( ) of the analysis/synthesis system is assumed to be of the form (3) where is an integer.
To explain the PR conditions, the polyphase matrices and of the analysis and synthesis filterbanks are introduced as [21] (4) with (5) for , , and
The terms and in (6) are the type-1 polyphase components of the prototypes (7) With and , the conditions for perfect reconstruction with a delay can now be formulated as [15] (8)
Using the fact that (9) and by substitution of for , the PR constraints (8) can be rewritten as [21] (10) (11) To obtain contiguous prototypes, we assume the delays to be zero. By combining (10) and (11), we then obtain the conditions (12) on the analysis prototype, which need to be satisfied for , . 1 Given an analysis prototype that satisfies (12) , the synthesis prototype is to be constructed according to (11) .
Note that (12) shows the PR conditions on the prototype for critically sampled, biorthogonal, cosine-modulated filterbanks with the delay in (3). In the special case of paraunitary filterbanks, a linear phase (symmetric) prototype is required, and it needs to be used for both analysis and synthesis. Equations (10) and (11) then lead to the following conditions on paraunitary prototypes:
B. Periodicities and Symmetries of Cosine Sequences
In this section, we analyze the periodicities and symmetries found in the cosine sequences , and describe how these properties can be utilized to construct and implement the cosine matrices , in an efficient manner. In Section III, this description will then be used to derive more general modulation schemes.
Using the properties , , and , it follows from (2) that the cosine sequences have the following periodicities: (14) (15) for and . Obviously, (14) means that the cosine sequences have period
, and (15) shows that the sequences have half periods that are equal up to the sign. Both properties (14) and (15) have already been taken into account when formulating the PR conditions in Section II-A.
To describe symmetries within the sequences, we first define the value (16) For even , one can infer from (2) that (17) and for odd , one obtains (18) 1 Note that the conditions for k = dM=2e; . . . ; M 0 1 are included in the ones for k = 0; . . . ; dM=2e 0 1.
By taking the properties (14), (15), (17) , and (18) into account, one can see that the cosine sequences can be derived through symmetric, antisymmetric, and periodic extensions of the values for . The matrices and can thus be described as (19) with (20) where are sparse matrices with entries 1 and 0, whose purpose is to symmetrically extend the columns of the matrix . Equation (19) can also be seen as a key to a fast implementation of the modulation within a polyphase realization of the filterbank. Polyphase realizations have, e.g., been discussed in [15] and [22] . For example, for the realization of the analysis filterbank in polyphase form, the factorization (19) requires only the multiplication of the polyphase filter outputs with the sparse matrix (requiring only additions and subtractions) and a multiplication with the cosine matrix instead of a multiplication with the matrix . The same efficiency can be obtained on the synthesis side.
To describe the matrices , and the properties of in detail, we will have to distinguish between even and odd and . Even and arbitrary . For even , one finds that (21) and satisfies . Odd and even . To describe and for odd , it is convenient to express the matrices element wise. They are (22) with . The matrix satisfies diag . Odd and odd . We have (23) for and diag .
Remark: An alternative way to describe and is given by (24) with (25) where is the DCT-IV matrix [15] . This way of representing and has been used in [23] to relax the conditions on the modulation and in [10] to design certain integer-modulated filterbanks. However, for the implementation of and , it is advantageous to use (19) instead of (24) because the multiplication with requires fewer operations than the multiplication with , .
III. PR CONDITIONS FOR GENERAL MODULATION SEQUENCES
In this section, we discuss possibilities of replacing the cosine-modulation matrices and in (4) with more general transform matrices and while maintaining PR. In other words, the cosine sequences and get replaced with more general sequences and , where , and . We will first look at solutions where the PR conditions on the prototype and the modulation are completely decoupled, as it is the case with the original cosine modulation. The product then has to be equal to the right-hand side of (9) up to a scale factor. A more general formulation that couples the requirements on the modulation matrices and the prototype filters in a simple way will be described in Section III-B. This approach has the advantage of increasing the design freedom.
The proposed design methods for and are based on the factorizations (26) which correspond to the factorizations of the cosine matrices in (19) . The matrix contains the free parameters to be optimized in order to meet certain design criteria such as a desired frequency response of the modulated filters and/or integer-valued transform matrices. The condition on can be formulated as (27) where is a diagonal matrix that will be further specified in the following. 2 Due to sparseness and the special entries of , the matrices , can also be implemented more efficiently in factored than in direct form.
A. Decoupled Conditions
The PR conditions on the prototype and the modulation sequences remain decoupled, as for cosine modulation, if and satisfy (28) 2 To obtain a more general approach, one may use different matrices for the analysis and synthesis sides and define T T
By relaxing the condition (8) to perfect reconstruction up to a scale factor (29) the conditions (12) on the prototype become (30) The comparison with the properties of the cosine matrices shows that then needs to satisfy (27) Note that the use of integer modulation matrices and integer filter coefficients makes the introduction of scale factors and necessary. From (27) and (31) 
where is an integer. It is easy to show that all matrices , designed according to (34) can alternatively be implemented with the factorization (26) . For this, given and , one has to construct , as , where is the pseudo inverse of . Explicit expressions for are listed in the following. Because of (35), however, integer matrices designed according to (26) can only be implemented in the form (34) if is an integer. Even and arbitrary :
Odd , even , :
otherwise.
Odd , odd , :
Remark: Due to the parameterization (26) for and , the modulation sequences and are derived though a periodic extension of length-sequences stored in the rows of . Thus, (26) describes a complete parameterization for all general (including integer) modulation sequences that obey the same symmetry rules as the cosine sequences, which are expressed in (17) and (18) . Alternatively, one may design and directly to satisfy (28) . In this case, half periods of the sequences would be designed directly without additionally imposing symmetries and antisymmetries. This may increase the design freedom for integer solutions, but it also increases the implementation cost because sparse factorization, as in (26) or (34), is no longer possible. For this reason, we will not pursue such a design in the following.
B. Coupled Conditions
We consider the formulation for and in (26) and relax the conditions on in (27) ) where the values are arbitrary, nonzero, real-valued numbers that need to be finally specified in accordance with the prototypes' properties. With as in (36), the product takes on the form (37) with diag (38)
Following the same derivation as in Section II, we obtain the following PR conditions on the prototype:
The factors need to be found during a joint design of prototypes and modulation matrices such that both (36) and (39) 
The product takes on the form (37) with as in (41). The PR conditions on the prototype remain the same as in (39).
The introduction of the factors gives us increased design freedom compared with the decoupled conditions in Section III-A because it allows scale factors to be traded off between the prototype and the modulation.
IV. DESIGN OF INTEGER-COEFFICIENT PROTOTYPE FILTERS
USING A LIFTING SCHEME
In this section, we discuss a new method for the design of integer-coefficient prototypes in general, including low-delay integer-modulated filterbanks. The method principally yields prototypes for biorthogonal filterbanks. For the design of linearphase integer prototypes, see [8] . The conditions (30) for the decoupled and (39) for the coupled design can be interpreted as PR conditions on two-channel filterbanks without subsampling; see Fig. 2(a) . It is well known that such structures can be realized using lifting schemes [5] . Fig. 2(b) shows the equivalent lifting structure. Each lifting step in the analysis filterbank in Fig. 2(b) consists of a possible delay by samples and a multiplication with a scalar in the upper branch; then, a filtered version of the lower branch is added to the upper branch, and the lower branch is also weighted by the factor . Finally, the lower and upper branches are crossed, which allows for the use of a single type of lifting, instead of requiring lifting and dual lifting steps as in [5] . The corresponding lifting step in the synthesis filterbank implements the inverse operation, except for the scaling. The polyphase filters then are expressed as 
The system functions can be freely chosen. They influence the frequency response and the length of the prototype filter but not the PR behavior. In addition, and are free design parameters, but they need to satisfy (46).
Quantization of the coefficients of does not alter the PR property as long as it is applied in the same way in the analysis and synthesis filterbank because apart from sign changes, the same coefficients occur on the analysis and synthesis sides. Using only integer values for the coefficients of and the factors automatically yields integer coefficient prototype filters.
To obtain a set of integer coefficients, we apply the following algorithm.
Step 1) Set up the structure in Fig. 2 with integer values and delays satisfying (46). The choice of and is arbitrary within the framework set by (46).
Step 2) Choose the lengths of filters such that the desired final prototype filter length can be met.
Step 3) Using numerical optimization, find the coefficients of such that the prototype's stopband attenuation or the coding gain of the resulting modulated filter bank is maximized.
Step 4) Round the coefficients of to the nearest integers. From the lifting structure with integer factors and systems , obtain the polyphase components of the final integer prototype. The size of the filter coefficients obtained with the above procedure is not explicitly controlled. It is mainly governed by the size of factors . Generally, to obtain filters with small integer coefficients, the numbers should be small. Remark: When implementing the polyphase filters, one can either directly use the structure given in Fig. 2(b) or implement them as transversal filters with the coefficients obtained from Step 4).
V. DESIGN OF INTEGER MODULATION SCHEMES
In this section, we present different methods for designing integer modulation schemes. First, we look at solutions that resemble the symmetry properties of cosine modulation, and then, we outline a novel projection-based method. The focus is on finding matrices that contain very small integers, thus allowing for low-cost implementations and applications like lossless compression. Other techniques such as the use of micro rotations [14] , [24] or Householder matrices [10] , [15] structurally guarantee PR, but they usually lead to integer matrices with extremely large entries.
A. Integer Modulation That Resembles Cosine Modulation
From the perfect reconstruction point of view, it is sufficient to find an integer matrix satisfying (27) with a matrix , depending on the given case. However, for the performance of a filterbank, it is of crucial importance that the modulation sequences properly shift the prototype filters' frequency responses to the appropriate center frequencies, as demonstrated in Fig. 1(c) , without corrupting the frequency selectivity of the filters. In the following, we accomplish this by creating integer sequences that have the same periodicities and symmetries as the original cosine sequences.
We consider the equation with and according to (2) and (3), respectively, and solve it for . This yields (47) It is easy to see that is an integer if is an integer, which shows that the sequences for are permuted versions of . As a consequence, all elements for can be derived from through permutations, sign changes, and the possible introduction of additional zeros (only required for odd ). The structure of is easily derived from (20) and (47) under consideration of the periodicity properties (14) and (15) . Fig. 3 depicts the structure of for various and even . The structures for odd are the left-right flipped versions of the ones for even .
To construct a matrix that resembles the original cosine matrix , we choose the values , in such a way that they follow the shape of as closely as possible and construct by using the given construction principle of . To guarantee PR, the constructed matrix must satisfy (27) with depending on the case under consideration. A search over integers in the range with a suitable scalar and a small integer is used to find the required values.
Compared with optimizing the matrix directly, which would result in a search over variables, by taking into consideration the structure of the matrix , we were able to reduce the search space to entries. In addition, the integer modulation matrix is more likely to follow the waveform of the cosine modulation.
B. Projection-Based Matrix Design
To design satisfying (27) , we start with a single arbitrary vector that contains integer values and that will form one of the columns of . The vector may be an integer approximation of one of the columns of . During the design procedure, we successively design integer vectors , , which are orthogonal to the sets . The procedure will first be described for even , and then, the modifications for odd will be outlined. Design procedure for even :
Step 1) Let . Set and .
Step 2) Find a vector that has the properties , and contains only integers. For this, one of the two following methods can be used.
Method 1: Set with diag . Note that this method can only be used during every second iteration. (49) where is a vector of integers that yields , with containing integers. The vector is automatically orthogonal to . By gathering only a linearly independent subset of the columns of in , the length of and, thus, the number of unknowns can be reduced. The condition is usually met for a number of integer parameter vectors so that a solution can be chosen that leads to a close match between and one of the columns of . To reduce the search effort, initial guesses can be computed as round . Here, is a column of that is to be approximated, and is a scale factor that ensures that . Step 3) Set , and let . If , the procedure is finished, and . Otherwise, go to Step 2).
Modifications for Odd : In
Step 2), if is odd, then Method 1 cannot be applied, and Method 2 must be used throughout the algorithm. In addition, because of the requirements in (32) and (33), one needs to find vectors with energy and one with energy . This can be achieved by first designing the vectors with equal energy and then changing the requirement to for the last vector. Alternatively, the algorithm can be used to first design a matrix satisfying . can then be used to construct according to (34), and can be found as , as outlined in the remarks in Section III-A.
Combined Method: When aiming to design a matrix with the method in Section V-A and only rows can be found that follow the symmetry of the cosine sequences and are orthogonal, then the method in this section may be used to obtain the remaining orthogonal vectors (rows) that are required to complete the matrix . 
VI. DESIGN EXAMPLES
This section presents design examples for paraunitary and biorthogonal filterbanks with even and odd numbers of channels and compares filterbanks in an image coding example. The coefficient size of prototypes and modulation sequences are small to moderate to obtain a low implementation cost. Typically, filterbanks with larger coefficients result in better performance, and the aim is to design the prototype and modulation with best performance for the given bit length. The bit length should also be taken into account when comparing the performance of different filterbanks in a given application.
A. Example 1-Paraunitary Filter Bank ,
The first example considers an eight-channel, paraunitary filter bank with a prototype filter of length . Since the prototype filter has to be linear phase, the delay is , which corresponds to . The integer coefficients of the prototype have been found using [8] and are listed in Table I as Filter 1.
Using the method in Section V-A, we find the following integer values for the first row of that results in PR:
The matrix is constructed according to the symmetries given in Fig. 3 for and odd and becomes
To allow a comparison with the original cosine matrix , the first row of has been scaled by a factor such that and rounded to two digits, resulting in , . The maximum difference between and then turns out to be 2.14.
The frequency responses of the modulated filters are depicted in Fig. 4 , together with the ones for the ELT filters according to [25] . To enable easier comparisons, the gains of the filters have been adjusted so that the average maximum gain of all filters in a graph is 0 dB. As the plots show, the frequency selectivity and stopband attenuation of the integer filters are in the same range as for the ELT.
In addition to the stopband attenuation, the coding gain is an important indication of the quality of a filterbank [26] , [27] . For an AR(1) process with correlation coefficient , the coding gain of the above filterbank is 9.06 dB. This is slightly more than the gain obtained by a real-valued eight-point DCT, which yields 8.83 dB and almost as much as that of the ELT, which provides a gain of 9.39 dB [25] .
B. Example 2-Biorthogonal Low-Delay Filterbank ,
To reduce the delay of the filterbank in Example 1 to while keeping the filter length constant, a biorthogonal prototype has been designed with the method in Section IV. The objective function used during optimization was the coding gain. The coefficients are listed in Table I , Filter 2.
We use the flipped version of (50) as the first row of , and this time, we have to consider the symmetries for even in Fig. 3 . The frequency responses of the modulated filters are depicted in Fig. 5 . The comparison between Figs. 4 and 5 shows that the reduction in delay comes at the cost of a slightly decreased stopband attenuation. The coding gain for the same AR(1) process as in Example 1 is 8.91 dB. Thus, the coding gain is slightly reduced, compared with Example 1.
C. Example With Very Small Filter Coefficients
In this example, we consider a paraunitary filter bank where both the modulation matrix and the prototype filter coefficients have very small integer numbers, thus resulting in implementations with small word lengths. This filterbank can be applied to lossless coding since it only slightly increases the wordlength of the subband signals compared with the input signal. The prototype is listed as number 3 in Table I . Using the method in Section V-B, has been found as (52) The frequency responses of the modulated filters are depicted in Fig. 6 . Note that seven of the modulated filters exactly have The dotted lines show the frequency responses of the ELT filters of [25] . zero mean, which means that the dc behavior is perfect. The maximum coefficient of the final modulated filters is 6, and the coding gain is 8.1 dB. The stopband attenuation of most filters is around 6 dB, which is quite high for such small filter coefficients.
D. Example of Filterbank With an Odd Number of Channels
This example demonstrates the design of biorthogonal filterbanks with an odd number of channels. The chosen number of channels is , the overall system delay is , and the prototype filter length is . With the method described in Section IV, the following low-delay prototype satisfying (30) has been found: Table I with V V V , as in (52).
A suitable matrix has been found using a combination of the methods in Sections V-A and V-B, as outlined in the remark in Section V-B. The matrix is
Note that all rows of in (53), except the third one, resemble the symmetries found in the corresponding cosine matrix . The frequency responses of the resulting analysis filters for are depicted in Fig. 7 .
E. Example of Coupled Filterbank Design
We consider a four-channel filter bank with symmetric, paraunitary prototype of length . Using the method in Section V-A, a modulation matrix has been found as , the same prototype is to be used for analysis and synthesis. The frequency responses of the resulting filters are depicted in Fig. 8 . One can see that the filters have very good frequency selectivity. Interestingly, the entire filterbank is paraunitary, although the matrix is not orthogonal, and the prototype cannot be used for a paraunitary cosine-modulated filterbank. 
F. Image Compression Results
To demonstrate an application of the proposed integer-modulated filterbanks, we consider the problem of image compression. The test configuration is as follows. A test image has been decomposed with 2-D, 64-channel, separable filterbanks derived from 1-D, eight-channel, modulated filterbanks. For lossy compression of the transform coefficients an algorithm known as set partitioning in hierarchical trees (SPIHT) [28] with the virtual extension of [29] has been used. The SPIHT algorithm is one of the best compression algorithms for wavelet-based coders, but as demonstrated in [30] , it can equally well be used to compress the coefficients of uniform transforms such as cosine-modulated filterbanks.
Tests have been carried out for the filterbanks presented in Sections VI-A and VI-C and for the eight-channel MLT and ELT [22] . Table II shows the coding results for the test image "Goldhill" of size 512 512. The distortion of the lossy coder is measured in form of the peak signal-to-noise ratio (PSNR). As could be expected, the best performance is obtained with the MLT and ELT using real arithmetic, followed by the filterbank of Section VI-A with moderately sized integers. However, even the filterbank of Section VI-C, which has extremely small coefficients, performs remarkably well.
VII. COMPUTATIONAL COMPLEXITY
When comparing the proposed integer-modulated filterbanks with cosine-modulated filterbanks in terms of computational complexity, their main advantage is the use of fast integer multiplications instead of more complex floating-point multiplications. In addition, since the coefficients are generally small and, thus, have a small number of ones in their binary representation, the integer multiplications can be replaced by shift and add operations.
However, the integer-modulated filterbanks with the modulation matrices designed according to Section V do not have a fast realization for the transform, resulting in a computational cost of order compared with for the fast DCT of a cosine-modulated filterbank. They are therefore best suited for filterbanks with a small to moderate number of subbands.
Integer modulation matrices with computational cost of the order can be designed as in [14] and [24] . Their drawback is that they typically contain extremely large integers. On the other hand, these approaches can be used to design modulation matrices for very large when the construction principles described in Section V become computationally too expensive.
The prototype design method described in Section IV can easily be used for any so that this prototype design, in conjunction with a modulation design as in [14] and [24] , allows the design of integer filterbanks for a large number of bands that have both the advantage of integer arithmetic and a fast modulation with a cost of order .
VIII. CONCLUSIONS
We have derived the PR conditions for general (noncosine) modulated filterbanks including paraunitary and low-delay, biorthogonal filterbanks. The presented conditions hold for even and odd numbers of channels and include designs where the conditions on the prototype and the modulation are either decoupled or coupled. A lifting scheme has been introduced for the design of biorthogonal prototypes. New algebraic methods have been presented for the construction of suitable modulation sequences. Design examples were presented that show filterbanks with excellent properties and extremely small integer coefficients.
