The net surface water budget, precipitation minus evaporation (P-E), shows a clear 42 seasonal cycle in the American Southwest with net gain of surface water (positive P-E) in 43 the cold half of the year (October to March) and net loss of water (negative P-E) in the 44 warm half (April -September), with June and July being the driest months of the year. 45
The future change in surface water availability is season dependent, as most of these 76 areas have a net gain of surface water (precipitation minus evaporation, P -E) in the cold 77 half of the year (October to March), and a net loss of water in the warm half (April -78 September) (Seager et al., 2014) . Any seasonal shift of this pattern will add to the 79 complexity of the water resource challenges. In addition, increasing surface temperature 80 due to greenhouse warming will likely reduce snow pack and cause early melting, thus 81 reducing the natural storage of surface water for summer usage (e. monthly mean value and subscript f represent future monthly mean value. Note that the 156 higher order nonlinear term involving the change in circulation and change in humidity is 157 found to be negligible and not included in Eq. 5. These various decompositions will be 158 used in the following to disentangle the role of the various physical processes in 159 contributing to changes in future hydroclimate. 160 The dominant climatological drying contribution from the mean moisture advection 209 (Figs. 2g, h ) during the spring and summer is somewhat counterintuitive as one would 210 expect prevailing westerlies in the region to bring moisture from the Pacific Ocean into the 211 SWUS region to its east. Since the mean moisture advection turns out to be the dominant 212 mechanism for the future spring drying as well, it is worthwhile to first explore the physical 213 causes of its climatology. After examination, it turns out that the drying is due mainly to 214 the zonal advection term (the meridional advection is secondary and of opposite sign). 215
Thus, we focus below on the zonal moisture advection term. 216 Figure 3 shows the pressure-longitude vertical cross sections of specific humidity, 217 air temperature, and zonal wind vectors averaged over the latitude span of 32-45N for the 218 four seasons using ERA-I (left) and CMIP5 MMM (right). Since the zonal mean 219 components of q and T do not contribute to the zonal advection, we only show their zonally 220 asymmetric parts in Fig. 3 . The specific humidity shows a relatively small east-west 221 gradient during winter but a very strong zonal dipole structure in the summer with smaller 222 q over the coastal region and larger q on top of the mountains and east of the Rockies. Both 223 spring and autumn seasons show similar specific humidity structure as the summer but with 224 smaller peaks over the highlands. The air temperature is influenced by the local topography 225 and land sea contrasts with cooler temperature over the oceans and warmer temperature 226 over land, particularly above the mountains in the summer. Part of the specific humidity 227 zonal dipole can be explained by the zonally asymmetric temperature structure according 228 to the Clausius-Clapeyron equation with uniform relative humidity at each level (not 229 shown), and is thus driven by land-sea thermal contrasts and local topography. However, 230 the zonally asymmetric q and T do not coincide with each other completely, suggesting 231 that there are dynamical processes involved in shaping the q structure. 232
To further understand the climatological zonally asymmetric q structure in the 233 region, we show in Fig. 4 the vertically integrated mean moisture transport for all four 234 seasons based on both ERA-I and CMIP5 MMM, along with the 850 hPa specific humidity. 235
In the winter, the moisture transport along the west coast is dominated by westerlies 236 bringing relatively warm and humid air to the region in both reanalysis and CMIP5 MMM 237 The mean moisture 285 convergence change is further divided into that due to circulation change (dynamic, DYN) 286
and that due to specific humidity change (thermodynamic, TH) as shown in Eq. 5 (Fig.  287 7d,e). The dynamic term contributes negligibly to spring drying (Fig. 7d) and it is instead 288 almost entirely caused by the thermodynamic contribution due to increases in specific 289 humidity (Fig. 7e) . The dominance of the thermodynamic term here may not be surprising. 290
It might be thought that since this is a region of mean mass divergence, a warming-driven 291 increase of moisture in the atmosphere would lead to more moisture divergence and hence 292 drying. However, Figs. 7f and g illustrate that the thermodynamic change is almost entirely 293 due to the climatological wind advecting the anomalous specific humidity gradient, while 294 the climatological mean mass divergence of anomalous moisture is negligible. The 295 dominance of the advection term seems to be consistent with the climatological moisture 296 budget shown in Fig. 2 . We next examine further how the moisture gradient changes in the 297 future as the climate warms. 298 Figure 8a shows the vertical cross section of the spring zonally asymmetric specific 299 humidity change between the end of the 21 st Century and the current climate from CMIP5 300 MMM. There is an enhanced specific humidity gradient with reduced specific humidity to 301 the west and enhanced humidity to the east of the domain. This causes anomalous dry 302 advection by the climatological westerlies (Figs. 3c and 7f) . To understand the causes of 303 the change in specific humidity gradient we separate the humidity change using the 304 Clausius-Clapeyron equation. 305
The specific humidity can be written approximately as: = , where r is relative 306 humidity (defined as the ratio of actual vapor pressure e and saturation vapor pressure es, r 307 = e/es) and is the saturation specific humidity, which is only a function of temperature 308 according to the Clausius-Clapeyron equation: 309
310 where e0 represents the es value when T is equal to a reference temperature T0, L is the 311 latent heat of vaporization and Rd and Rv are the gas constants for dry air and water vapor, 312 respectively, and p is the air pressure. Define the specific humidity change as 313
where subscripts f and p represents future and past values and ∆= ( ) − ( ) . If we 316 ignore the nonlinear term in (7), then 317
where qs can be written as: 319 
The resulting change in the zonally asymmetric specific humidity is shown in Fig. 8c,  327 which reproduces well the actual model change but with somewhat larger amplitude. Thus, 328 the change in air temperature (∆ ) with fixed relative humidity dominates the change in q. 329
The air temperature change in Eq. (9) can be further divided into zonal mean change and 330 zonally asymmetric change in air temperature as follows: 331 and relative humidity only (setting qs to zero in Eq. 8), respectively. The contribution to 337 the zonally asymmetric q change is relatively minor in both cases compared to that due to 338 the zonal mean temperature change (Fig. 8c) . Zonally uniform temperature change (<T>) 339 leads to zonally asymmetric specific humidity change (q*) because land is warmer than 340 ocean in the spring and, hence, when adding a uniform temperature increase to both land 341 and ocean, specific humidity increases more over land than ocean due to the nonlinear 342
Clausius-Clapeyron relation (Eq. 6). It is, however, very interesting that the specific 343 humidity change is dominated by the zonal mean temperature change, rather than the 344 asymmetric warming of the land and ocean in the future, or changes in relative humidity 345 (Byrne and O'Gorman, 2015) . 346
To confirm the change in zonal mean temperature, which led to the enhanced q 347 gradient, is indeed the dominant cause of the spring drying, we computed the corresponding 348 The enhanced q gradient is also seen in summer and fall (not shown). However, 359 the climatological wind speed is weaker in those seasons than in spring and the enhanced 360 dry zonal advection is also less explaining the maximum drying of the region in spring. 361
Zonal mean temperature changes under greenhouse warming is a relatively robust 362 feature of the CMIP5 models, thus spring drying in SWUS is also very robust, as can be 363 seen in Figs. 6 and 7. We find it interesting that the robust spring drying under global 364 warming can be explained largely by thermodynamic processes through the zonal mean 365 temperature changes, meaning that the change in atmospheric circulation plays little role 366 in causing the drying. The dominance of thermodynamic processes may not be surprising 367 but this advective mechanism is distinct from the well-known "dry get drier" mechanism. 368
The "dry get drier" mechanism best applies over the oceans to regions of climatological 369 mass and moisture divergence and negative P-E and largely explains the large scale drying 370 over subtropical oceans (Held and Soden, 2006) . Over land, there is mean moisture 371 convergence, P-E is positive and a simple application of Held and Soden arguments implies 372 wetting. However, drying over land can still occur due to thermodynamic processes and, 373 in the case of the SWUS, it is enhanced advective drying that is the prime mechanism. 374 375
Summary

376
We explored the detailed mechanisms that caused the robust spring drying over 377 SWUS under greenhouse warming as projected by the CMIP5 multimodel mean. While 378 the conventional wisdom may be that the SWUS is located in a region of mean mass 379 divergence, thus the increase of moisture in the atmosphere as a result of warming would 380 lead to more moisture divergence, an application over land of the so-called "dry get drier" 381 mechanism (Held and Soden, 2006), we find that is not the dominant mechanism in this 382 case. In fact, even in the climatological sense, the mean mass divergence is not the 383 dominant mechanism for the region being semi-arid in the first place. The spring and 384 summer SWUS drying, on the other hand, is dominated by the zonal mean advection of 385 drier air into the region due to the strong east-west humidity gradient. Intuitively, one 386 would expect the westerlies to advect moist ocean air into the drier land region, thus 387 causing wetting of the region. However, due to the land-ocean thermal contrasts and the 388 topography of the region, land is warmer than ocean during the spring, summer and fall 389 seasons allowing a maximum in specific humidity in the highland surface region and a 390 specific humidity gradient with increasing moisture inland. In the greenhouse future, when 391 a zonally uniform warming is added to the existing land-ocean thermal contrasts, the 392 anomalous specific humidity gradient intensifies due to the nonlinearity of the Clausius-393 Clapeyron relationship. With the stronger climatological westerlies in the spring compared 394 to summer and fall, the anomalous mean moisture advection due to the climatological flow 395 advecting the anomalous specific humidity gradient reaches a maximum in the spring, 396 causing robust spring drying in SWUS. The effect increases linearly from the near future 397 (2021-2040) to the end of the 21 st Century, and shows extreme robustness across the 398 CMIP5 models. 399
The mechanism here seems to be consistent with Byrne and O'Gorman (2015) in 400 that the horizontal gradients of changes in temperature and relative humidity need to be 401 taken into account to explain the P-E response to warming over land. However, we found 402 that it is not the changes in temperature gradient, but rather the nonlinear response of the 403 specific humidity gradient to the zonal mean warming superimposed on the zonally 404 asymmetric land-ocean thermal contrasts, that dominates the spring drying in the 405 Southwest United States. The contributions from both the change in zonally asymmetric 406 temperature and change in relative humidity are relatively small. 407
There are important implications of the spring drying in the SWUS. Currently the 408 peak drying season is in the summer months, while winter and early spring provide much 409 needed supply of water and water storage to the region. Since CMIP5 tends to have a wet 410 bias in P-E (Fig. 2) , we can crudely correct for this by subtracting from the model future 411 P-E for each month the constant annual mean bias value of 0.54 mm/day. The resulting 412 seasonal cycle of P -E for each of the future period is shown in Fig. 10 . When the seasonal 413 cycle shifts toward a drier spring, there is much reduced positive P-E in March and 414 substantially increased negative P-E in April, May and June (Fig. 10) . The total reduction 415 of surface water of the entire season from March to June will prolong and intensify the dry 416
season. This will adversely impact the spring growing season, potentially increase fire risk, 417 degrade pasturelands, rangelands, and crops and lower spring and summer streamflow. Table1: CMIP5 models used in t his st udy with informat ion on host inst itut e, resolut ions (L refers t o number of vert ical levels, T t o t riangular t runcat ion and C t o cubed sphere) and ensemble size. 
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