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Abstract
The Pauli-Fierz model with a variable mass v is considered. An ultraviolet
cutoff and an infrared regularity condition are imposed on a quantized radiation
field. It is shown that the ground state exists for arbitrary values of coupling
constants, when v(x) ≤ c〈x〉−β , β > 3.
1 Introduction
A Hamiltonian in quantum physics describes the energy of a system and is realized as
a self-adjoint operator on a Hilbert space. The bottom of the spectrum of the Hamil-
tonian is called the ground state energy. If the ground state energy is an eigenvalue,
the eigenvector associated with this is called a ground state.
The Pauli-Fierz Hamiltonian describes low energy electrons minimally coupled to
a quantized radiation field. In this paper we consider a single spinless electron coupled
to a quantized radiation field with a variable mass. Throughout an ultraviolet cutoff
is imposed on the quantized radiation field and an infrared regularity condition is also
done. We show the existence of ground states for arbitrary values of coupling constants
when the variable mass decays sufficiently fast. This paper is inspired by [4, 5, 6], where
some scalar quantum field model on a pseudo Riemannian manifold is considered and
properties of the ground state are discussed.
(The Pauli-Fierz Hamiltonian) The standard Pauli-Fierz Hamiltonian HPF can
be realized as a self-adjoint operator on the Hilbert space HP ⊗F , where HP = L2(R3)
and F is the boson Fock space over L2(R3;C2). HP denotes the state space for a single
spinless electron and F for photons quantized in the Coulomb gauge. Formally, HPF
is described as
HPF =
1
2
(
p+
√
αA
)2
+Hf + V, (1.1)
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where p = (p1, p2, p3) = (−i∂1,−i∂2,−i∂3) denotes the momentum operator of an
electron, 0 ≤ α a coupling constant, V an external potential, A = (A1, A2, A3) a
quantized radiation field with an ultraviolet cutoff, andHf the free field Hamiltonian on
F . The creation operator and the annihilation operator in F smeared by f ∈ L2(R3)
are denoted by a†(f) and a(f), respectively. The µth component of the quantized
radiation field Aµ(x) is given by the sum of a creation operator and an annihilation
operator:
Aµ(x) =
1√
2
(
a†
(
ϕˆeµe
−ikx
√
ω
)
+ a
(
ϕˆeµe
ikx
√
ω
))
(1.2)
for each x ∈ R3. Here ϕˆ is a cutoff function, eµ the µth component of polarization
vectors and
ω(k) = |k| (1.3)
describes the energy of one photon with momentum k ∈ R3 and is called a dispersion
relation. Finally the free field Hamiltonian Hf on F is given by the second quantization
of ω:
Hf = dΓ(ω). (1.4)
It is shown that HPF is self-adjoint by the Kato-Rellich theorem if the coupling
constant α is sufficiently small. The self-adjointness of HPF for an arbitrary values of
the coupling constant is shown in [8, 14, 15]. In our paper, the Hamiltonian is however
defined by the unique self-adjoint operator associated with a semi-bounded quadratic
form.
The existence of the ground state for the Pauli-Fierz Hamiltonian (or related mod-
els) is investigated in [1, 2, 3, 7, 10, 12, 13, 20]. When V (x) = |x|2, the existence and
uniqueness of the ground state is proven by Arai [1] for sufficiently small values of a
coupling constant in the dipole-approximation. By Hiroshima [10, 13], for sufficiently
small values of coupling constants, the existence of the ground state of HPF is proven
without the dipole-approximation but the infrared regularity condition is supposed.
Without the infrared regularity condition, the existence of the ground state of HPF
is shown by Bach, Fro¨hlich and Sigal [2]. Ge´rard and Spohn [3, 20] show that for
arbitrary values of a coupling constant, the ground state exists for a related model.
Without the infrared regularity condition and for all values of coupling constant, the
existence of the ground state of HPF is proven by Griesemer, Lieb and Loss [7]. The
uniqueness of the ground state of HPF is shown in [11]. We extend this to a version
with a variable mass.
(The Pauli-Fierz Hamiltonian with a variable mass) From now on we are
concerned with the Pauli-Fierz Hamiltonian but with a variable mass. As is seen in
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the standard Pauli-Fierz Hamiltonian (1.1) the test function of Aµ(x) is given by
eµ(k)e
−ikxϕˆ(k)/
√
ω(k) (1.5)
in the momentum representation. See (1.2). Since the position representation of the
dispersion relation ω is ωˆ =
√−∆, the test function (1.5) is given by
ρx(y) = (−∆y)−1/2
(
(2π)−3/2
∫
eµ(k)e
−ikxe+ikyϕˆ(k)dk
)
(1.6)
in the position representation, and it follows that
(−∆x)eikx = |k|2eikx. (1.7)
Then HPF is expressed in the position representation as
1
2
(p+
√
αA(ρx))
2 + dΓ(
√−∆) + V, (1.8)
where
A(ρx) =
1√
2
(a†(ρx) + a(ρx)). (1.9)
The Pauli-Fierz Hamiltonian with a variable mass is defined byHPF with ωˆ =
√−∆ and
eikx replaced by
√−∆+ v with some real-valued function v and Ψ(k, x), respectively.
Here Ψ(k, x) is a solution to the equation corresponding to (1.7):
(−∆x + v(x))Ψ(k, x) = |k|2Ψ(k, x), (1.10)
and v is called a variable mass. Thus the Pauli-Fierz Hamiltonian with a variable mass
is defined by
1
2
(p+
√
αA(ρΨx ))
2 + dΓ(
√
−∆+ v) + V (1.11)
in the position representation. Here the test function of Aµ is given by
ρΨx (y) = (−∆y + v(y))−1/2
(
(2π)−3/2
∫
eµ(k)Ψ(k, x)Ψ(k, y)ϕˆ(k)dy
)
. (1.12)
A sufficient condition such that a solution Ψ(k, x) to equation (1.10) exists is known
in [17]. Suppose that
v(x) = O(|x|−β), β > 3, (1.13)
σP (−∆+ v) ⊂ (0,∞), (1.14)
3
where σP (−∆+v) denotes the set of eigenvalues of −∆+v. Then the generalized eigen-
function Ψ(k, x) satisfying (1.10) exists and it obeys the so-called Lippman-Schwinger
equation:
Ψ(k, x) = eikx − 1
4π
∫
ei|k||x−y|v(y)
|x− y| Ψ(k, y)dy. (1.15)
(Unitary transformation) The Pauli-Fierz Hamiltonian with a variable mass
(1.11) can be transformed to a convenient form under some condition on v. Under
(1.13) and (1.14), the generalized Fourier transformation F : L2(R3)→ L2(R3) can be
defined through Ψ(k, x) by
Ff(k) = (2π)−3/2l.i.m.
∫
f(x)Ψ(k, x)dx. (1.16)
Since
F(−∆+ v)1/2F−1 = |k| (1.17)
and
(FρΨx )(k) = eµ(k)Ψ(k, x)ϕˆ(k)/
√
ω(k), (1.18)
the Pauli-Fierz Hamiltonian with a variable mass (1.11) can be unitarily transformed
to the standard one but with eikx replaced by Ψ(k, x). Thus our Hamiltonian is finally
of the form
HV =
1
2
(
p+
√
αAΨ
)2
+Hf + V, (1.19)
where
AΨµ (x) =
1√
2
(
a†
(
ϕˆeµΨ(·, x)√
ω
)
+ a
(
ϕˆeµΨ(·, x)√
ω
))
(1.20)
in the momentum representation. In this paper more general test functions than that
of (1.20) are treated. See (2.22).
(Outline of strategy) We show an outline of the strategy to prove the existence
of ground states.
Let ωm =
√
|k|2 +m2 and HVm be defined by HV with Hf replaced by Hf,m =
dΓ(ωˆm). The key facts are the Lippman-Schwinger equation (1.15) and Lemma 2.7,
where some regularity properties of Ψ(k, x) is shown and difference between eikx and
Ψ(k, x) are estimated.
First we show the existence of ground states of HVm by a localization estimate. In
this estimate, we need the continuity of Ψ(k, x) with respect to x and the bound
|Ψ(k, x)− eikx| ≤ C√
1 + |x|2 . (1.21)
This bound is proven in (a) of Lemma 2.7.
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Secondly we show that as m goes to zero, a normalized ground state of HVm strongly
converges to some non-zero vector, and this is a ground state of HV . In order to show
this we need to show a spatial exponential decay of a ground state of HVm uniformly in
m ≥ 0 and two bounds: a photon number bound (Lemmas 5.3 and 5.4) and a photon
derivative bound (Lemma 5.5). To derive the former bound, we show that Ψ(k, x) is
differentiable with respect to x for each k but k 6= 0 and
sup
k∈D,x∈R3
∣∣∣∣ ∂Ψ∂xµ (k, x)
∣∣∣∣ <∞ (1.22)
for any compact set D 6∋ 0. This is derived from
∂Ψ
∂xµ
(k, x) = ikµe
ikx− 1
4π
∫
R3
(
1
|x− y| − i|k|
)
(xµ − yµ)ei|k||x−y|v(y)
|x− y|2 Ψ(k, y)dy, (1.23)
which is shown in (b) of Lemma 2.7, while a photon derivative bound is derived from
the bounds
1
|h| |Ψ(k + h, x)−Ψ(k, x)| ≤ C(1 + |x|), (1.24)
1
|h|
∣∣∣∣ ∂Ψ∂xν (k + h, x)− ∂Ψ∂xν (k, x)
∣∣∣∣ ≤ C(1 + |k|+ |x|+ |k||x|). (1.25)
These bounds are also shown in (c) of Lemma 2.7.
Finally a spatial exponential decay of a ground state of HVm is proven in [9] by
means of functional integral representations, by which, furthermore, the uniqueness of
the ground state is also shown.
(Infrared regularity condition) We give a comment on the infrared regularity
condition for the Pauli-Fierz model with a variable mass. The existence of a ground
state for the standard Pauli-Fierz Hamiltonian is proven without the infrared regularity
condition in [2, 7]. One of the key fact is the bound |eikx − 1| ≤ |k||x|. In our case
however
|Ψ(k, x)− 1| ≤ |k||x| (1.26)
does not hold generally. Then unfortunately infrared regularity condition∫
R3
|ϕˆ(k)|2p
ω(k)5p
dk <∞, 0 ≤ ∀p < 1, (1.27)
is supposed.
(Comparing with a scalar model) The ground state of some scalar quantum
field model, which is called the Nelson model, with a variable mass is studied in [4],
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where a variable mass is derived from a wave equation on a pseudo Riemannian mani-
fold. The Nelson Hamiltonian on a pseudo Riemannian manifold is given by
HNelson = HP ⊗ 1 + 1⊗Hf + αΦ, (1.28)
where HP is a Schro¨dinger operator and interaction Φ is given by
Φ(x) =
1√
2
(
a†
(
ωˆ−1/2ρx
)
+ a
(
ωˆ−1/2ρx
))
(1.29)
for each x in the position representation. Here a dispersion relation ωˆ is given by
ωˆ =
√−∆+ v with a variable mass v and
ρx(y) = (2π)
−3/2
∫
Ψ(k, y)Ψ(k, x)ϕˆ(k)dk (1.30)
with a cutoff function ϕˆ(k) and the generalized eigenfunction Ψ(k, x) satisfying
(−∆+ v)Ψ(k, x) = |k|2Ψ(k, x). (1.31)
When a variable mass v is v(x) = O(|x|−β) with β > 3 and ϕˆ(0) > 0, it is shown in [4]
that HNelson has no ground states. Note that ϕˆ(0) > 0 implicitly implies that∫ |ϕˆ(k)|2
ω(k)3
dk =∞. (1.32)
In this paper however we assume (1.27) and hence the integral in (1.32) is concequently
finite.
(Organization) This paper is organized as follows: Section 2 is devoted to defining
the Pauli-Fierz Hamiltonian by a quadratic form and showing regularity properties
of Ψ(k, x). In Section 3 we mention the main theorem. In Section 4 we show the
existence of a ground state for the massive Hamiltonian, and in Section 5, for the
massless Hamiltonian. Finally Section 6 is devoted to giving appendices.
2 Definition
2.1 Definition of the Pauli-Fierz model
The Pauli-Fierz Hamiltonian is defined as a self-adjoint operator on the Hilbert space:
H = Hp ⊗F , (2.1)
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where Hp = L2(R3) describes the state space for a single electron, and F the boson
Fock space over L2(R3;C2), which is defined by
F =
∞⊕
n=0
⊗ns L2(R3;C2)
=
{
{Ψ(n)}∞n=0
∣∣∣Ψ(n) ∈ ⊗nsL2(R3;C2), ∞∑
n=0
‖Ψ(n)‖2 <∞
}
. (2.2)
Here ⊗ns L2(R3;C2) denotes the n-fold symmetric tensor product of L2(R3;C2) with
⊗0sL2(R3;C2) = C. F describes the state space for photons. The inner product on F
is defined by
(Ψ, Φ )F =
∞∑
n=0
( Ψ(n), Φ(n) )⊗nsL2(R3;C2)
= Ψ(0)Φ(0) +
∞∑
n=1
∫
Ψ(n)(k1, . . . , kn)Φ
(n)(k1, . . . , kn)dk1 · · · dkn.
The finite particle subspace of F is given by
F0 = {{Ψ(n)}∞n=0F |Ψ(n) = 0, n ≥ n0 with some n0 }.
In this paper, H can be identified with the set of F -valued L2-functions on R3:
H ≃
∫ ⊕
R3
F dx.
Under this identification, the inner product on H is given by
(Ψ,Φ)H =
∫
R3
(Ψ(x),Φ(x))Fdx. (2.3)
Alternatively, H can be also identified with{
Ψ = {Ψ(n)}∞n=0 ∈ L2(R3)⊕
∞⊕
n=1
L2(R3x × R3nk ;C2)∣∣∣Ψ(n)(x, kσ(1), . . . , kσ(n)) = Ψ(n)(x, k1, . . . , kn), σ ∈ Sn, n ≥ 1}, (2.4)
where Sn denotes the set of permutations of degree n. Let T be a densely defined
closable operator on L2(R3;C2). Then the second quantization of T is defined by
Γ(T ) = ⊕∞n=0 ⊗n T, (2.5)
dΓ(T ) = ⊕∞n=0 ⊗n T (n), (2.6)
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where ⊗0T = 1, T (n) = ∑nk=1 1⊗ · · · 1⊗ kthT ⊗1 · · · ⊗ 1 and T (0) = 0 and S denotes
the closure of T . The number operator is defined by the second quantization of the
identity:
N = dΓ(1).
The annihilation operator a(f) and the creation operator a†(f) smeared by
f ∈ L2(R3;C2) on F are defined by
D
(
a†(f)
)
=
{
Ψ ∈ F
∣∣∣ ∞∑
n=1
n
∥∥Sn(f ⊗Ψ(n−1))∥∥2 <∞
}
, (2.7)
(
a†(f)Ψ
)(n)
=
√
nSn(f ⊗Ψ(n−1)), n ≥ 1,
(
a†(f)Ψ
)(0)
= 0, (2.8)
a(f) = (a†(f))∗, (2.9)
where Sn is the symmetrization operator of degree n and D(T ) denotes the domain of
T . Ω = (1, 0, 0, · · · ) ∈ F is called the Fock vacuum. By (2.8) and (2.9), a(f)Ω = 0
holds. On the finite particle subspace F0, the annihilation operator and the creation
operator satisfy canonical commutation relations:
[ a(f), a(g) ] = 0, [ a†(f), a†(g) ] = 0, [ a(f), a†(g) ] = ( f, g ). (2.10)
Let T be a densely defined closable operator and f ∈ D(T ). Then on the set
L ({Ω, a†(f1) · · ·a†(fn)Ω|fj ∈ D(T ), n ∈ N, j = 1, · · · , n}) (2.11)
the following commutation relation follows:
[ dΓ(T ), a†(f) ] = a†(Tf), (2.12)
where L({· · · }) denotes the linear hull of {· · · }. Moreover, if f ∈ D(T ∗), the following
commutation relation also follows on (2.11):
[ dΓ(T ), a(f) ] = −a(T ∗f). (2.13)
Let T be a nonnegative self-adjoint operator and ker T = {0}. Then for f ∈ D(T−1/2)
and Ψ ∈ D(dΓ(T )1/2), Ψ ∈ D(a(f)) ∩D(a†(f)) and
‖a(f)Ψ‖ ≤ ‖T−1/2Ψ‖ ‖dΓ(T )1/2Ψ‖, (2.14)
‖a†(f)Ψ‖ ≤ ‖T−1/2Ψ‖ ‖dΓ(T )1/2Ψ‖+ ‖f‖ ‖Ψ‖ (2.15)
hold. For Ψ ∈ D(N1/2), put
(a1Ψ(k))
(n) =
(√
n + 1Ψ
(n−1)
1 (k, k1, · · · , kn), 0
)
, (2.16)
(a2Ψ(k))
(n) =
(
0,
√
n + 1Ψ
(n−1)
2 (k, k1, · · · , kn)
)
, (2.17)
(aΨ(k))(n)(k1, · · · , kn) = (a1Ψ(k))(n) + (a2Ψ(k))(n). (2.18)
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Then for a.e. k, aΨ(k) =
{
(aΨ(k))(n)
}∞
n=0
is a vector in F . We introduce assumptions
on variable mass v:
Assumption 2.1 Suppose that v is a real-valued function on R3 such that
(1) v(x) ≤ C 〈x〉−β with β > 3 and some constant C ∈ (0, 2), where 〈x〉 =√1 + |x|2;
(2) −∆+ v has no non-positive eigenvalues.
Definition 2.2 (Dispersion relation) The dispersion relation with a variable mass
v(x) is defined by
ωˆ =
√
−∆x + v(x). (2.19)
Under Assumption 2.1, there exists the unique function Ψ(k, x) on (R3 \ {0})×R3 such
that
(−∆x + v(x)) Ψ(k, x) = |k|2Ψ(k, x) (2.20)
and Ψ(k, x) satisfies the Lippman-Schwinger equation:
Ψ(k, x) = eikx − 1
4π
∫
ei|k||x−y|v(y)
|x− y| Ψ(k, y)dy. (2.21)
Put
ρµ,jx (y) = (2π)
−3/2
∫
Ψ(k, x)Ψ(k, y)ϕˆµj (k)dk, j = 1, 2. (2.22)
Here ϕˆµj is a cutoff function. Let us introduce assumptions on ϕˆ
µ
j .
Assumption 2.3 (1) ϕˆµj (k) is differentiable almost everywhere k and∫
R3
|∂λϕˆµj (k)|2p
|k|3p dk <∞ for all 0 < p < 1, λ = 1, 2, 3; (2.23)
(2) (Infrared regularity condition)∫
R3
|ϕˆµj (k)|2p
|k|5p dk <∞ for all 0 < p < 1. (2.24)
(3) ∫
R3
|k||ϕˆµj (k)|2dk <∞. (2.25)
The quantized radiation field with a variable mass is defined as follows:
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Definition 2.4 (Quantized radiation field) For each x ∈ R3, we define
Aµ(x) =
1√
2
(
a†
(
ωˆ−1/2ρµx
)
+ a
(
ωˆ−1/2ρµx
))
. (2.26)
By Nelson’s analytic vector theorem, we can see that for each x, Aµ(x) is essentially
self-adjoint on Ffin. Here
Ffin = L( {Ω, a†(f1) . . . a†(fn)Ω|fj ∈ L2(R3;C2), j = 1, · · · , n, n ∈ N} ).
The self-adjoint operator Aµ is defined by
Aµ =
∫ ⊕
R3
Aµ(x)|Ffin dx, A = (A1, A2, A3). (2.27)
Definition 2.5 (Free field Hamiltonian) For m ≥ 0, the free field Hamiltonian
Hf,m is defined by the second quantization of
ωˆm =
√
−∆x + v(x) +m2.
Namely
Hf,m = dΓ(ωˆm). (2.28)
Let p = −i∇x. Formally the Pauli-Fierz Hamiltonian with a variable mass is given by
HVm
formal
=
1
2
∑
µ,ν
(
pµ ⊗ 1 +
√
αAµ
)
aµν
(
pν ⊗ 1 +
√
αAν
)
+ 1⊗Hf,m + V ⊗ 1. (2.29)
Here (aµν)µ,ν=1,2,3 = (aµν(x))µ,ν=1,2,3 is positive definite for all x ∈ R3. We consider only
the case of aµν = δµ,ν for simplicity in this paper. We rigorously define the Pauli-Fierz
Hamiltonian as a self-adjoint operator through a quadratic form.
Definition 2.6 The quadratic form qVm is defined by
qVm(Ψ,Φ) =
1
2
3∑
µ=1
(
(pµ ⊗ 1 +
√
αAµ)Ψ, (pµ ⊗ 1 +
√
αAµ)Φ
)
+
(
1⊗H1/2f,mΨ, 1⊗H1/2f,mΦ
)
+
(
V
1/2
+ ⊗ 1Ψ, V 1/2+ ⊗ 1Φ
)
−
(
V
1/2
− ⊗ 1Ψ, V 1/2− ⊗ 1Φ
)
(2.30)
with the form domain
Q(qVm) = D(|p| ⊗ 1) ∩D(1⊗H1/2f,m) ∩D(|V |1/2 ⊗ 1). (2.31)
When m = 0, we denote simply qV for qV0 .
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2.2 Properties of the generalized eigenfunction Ψ(k, x)
In this section we see regularity properties of Ψ(k, x). From [17, Theorem 3], it follows
that
sup
k∈D,x∈R3
|Ψ(k, x)| <∞ (2.32)
for any compact set D but 0 /∈ D. Then by (2.21), we see that
Ψ(k, x) = eikx −
∞∑
n=1
(
1
4π
)n ∫
R3n
ei|k|
∑n
j=1 |yj−yj−1|Πnj=1 v(yj)
Πnj=1 |yj − yj−1|
dy1 · · ·dyn, (2.33)
where y0 = x.
Lemma 2.7 Suppose Assumption 2.1. Then (a)–(c) hold.
(a)[4, Lemma4.6 (3)] It holds that
|Ψ(k, x)− eikx | ≤ const. 〈x〉−1 . (2.34)
(b) Ψ(k, x) is continuously differentiable in x for each fixed k but k 6= 0, and
∂Ψ
∂xµ
(k, x) = ikµe
ikx − 1
4π
∫
R3
(
1
|x− y|3 −
i|k|
|x− y|2
)
(xµ − yµ)ei|k||x−y|v(y)Ψ(k, y)dy.
(2.35)
In particular, for any compact set D but 0 /∈ D,
sup
k∈D,x∈R3
∣∣∣∣ ∂Ψ∂xµ (k, x)
∣∣∣∣ <∞. (2.36)
(c) For k 6= 0, h 6= 0 and k + h 6= 0,
1
|h| |Ψ(k + h, x)−Ψ(k, x)| ≤ const.(1 + |x|), (2.37)
1
|h|
∣∣∣∣ ∂Ψ∂xν (k + h, x)− ∂Ψ∂xν (k, x)
∣∣∣∣ ≤ const.(1 + |k|+ |x|+ |k||x|) (2.38)
hold, and Ψ(k, x) and ∂
∂xν
Ψ(k, x) are differentiable in k ∈ R3 \ {0} for each fixed x.
Proof: (a) Notice that for 0 < a < 3 and 3 < b,∫
R3
1
|x− y|a 〈y〉bdy ≤
4π
3− a〈x〉
−b. (2.39)
Then (2.34) follows from Assumption 2.1 (1) and (2.33).
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(b) Let k 6= 0 be fixed. Note that for 0 < a < 3, χ{|x|≤1}|x|a is integrable and v(x)Ψ(k, x)
is bounded. Since the convolution of an L1-function and an L∞-function is continuous,
we see that
∫
|x−y|≤1
ei|k||x−y|v(y)
|x−y|a Ψ(k, y)dy is continuous in x. Also by the dominated
convergence theorem,
∫
|x−y|>1
ei|k||x−y|v(y)
|x−y|a Ψ(k, y)dy is continuous in x. Thus by (2.21),
Ψ(k, x) is continuous in x for each fixed k 6= 0. Let u ∈ C∞c (R3). We consider the
integral: ∫
R3
∂x,µu(x)
(∫
R3
ei|k||x−y|v(y)
|x− y| Ψ(k, y)dy
)
dx. (2.40)
Since |∂x,µu(x)| v(y)|x−y| |Ψ(k, y)| is integrable in x and y, we use Fubini’s theorem to see
(2.40) =
∫
R3
v(y)Ψ(k, y)
(∫
R3
(∂x,µu)(x)
ei|k||x−y|
|x− y| dx
)
dy. (2.41)
Since for each y and k 6= 0, the suface integral on the sphere with radius r centered at
the origin ∣∣∣∣∫|x−y|=r u(x)e
i|k||x−y|
|x− y| dSx
∣∣∣∣ (2.42)
goes to 0 as r → 0, (2.40) can be written as
−
∫
R3
v(y)Ψ(k, y)
(
lim
r→0
∫
|x−y|>r
u(x)∂x,µ
ei|k||x−y|
|x− y| dx
)
dy. (2.43)
By using Fubini’s theorem in (2.43) again, for k 6= 0, we have
(2.40) = −
∫
R3
u(x)
(∫
R3
∂x,µ
ei|k||x−y|v(y)
|x− y| Ψ(k, y)dy
)
dx. (2.44)
Therefore by (2.21) and (2.44), we can see that the distributional derivative of Ψ(k, ·)
is a function and the weak derivative of Ψ(k, ·) is
ikµe
ikx − 1
4π
∫
R3
(
1
|x− y|3 −
i|k|
|x− y|2
)
(xµ − yµ)ei|k||x−y|v(y)Ψ(k, y)dy, (2.45)
which is continuous in x for each k 6= 0 and bounded on (k, x) ∈ D × R3. Thus (b)
follows.
(c) Since |eikx − 1| ≤ |k||x|, we see that
1
|h|
(
1
4π
)n ∣∣∣∣∣ (ei|k+h|
∑
j |yj−yj−1| − ei|k|
∑
j |yj−yj−1|)Πjv(yj)
Πnj=1 | yj − yj−1 |
∣∣∣∣∣
≤
(
1
4π
)n n∑
l=1
Πnj=1| v(yj) |
Πj 6=l | yj − yj−1 | . (2.46)
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Moreover by (2.39),∫ n∑
l=1
Πnj=1 | v(yj) |
Πj 6=l | yj − yj−1 |dy1 · · · dyn < const. n. (2.47)
Thus by (2.33) and by the Lebesgue dominated convergence theorem, (2.37) follows
and Ψ(k, x) is differentiable in k ∈ R3 \{0}. By means of (2.35), we also see that (2.38)
holds and ∂x,νΨ is differentiable in k ∈ R3 \ {0}.
We here explain Lemma 2.7. (a) is used in the localization estimate in Section 4.2, (b)
in Lemmas 5.3 and 5.4, where the pull through formula and a photon number bound
are derived. (c) is used in Lemma 5.5, where a photon derivative bound is shown.
Under Assumption 2.1, the generalized Fourier transformation on L2(R3) is defined
by
Ff(k) = (2π)−3/2l.i.m.
∫
f(x)Ψ(k, x)dx, (2.48)
which is unitary on L2(R3) and its inverse transformation is given by
F
−1g(x) = (2π)−3/2l.i.m.
∫
g(k)Ψ(k, x)dk. (2.49)
By the generalized Fourier transformation, ωˆm is transformed to the multiplication
operator by
ωm(k) =
√
k2 +m2. (2.50)
Namely
FωˆmF
−1 = ωm. (2.51)
In what follows, we denote ωm=0 by ω. For each x ∈ R3, the quantized radiation field
Aµ(x) is also transformed by the unitary operator Γ (F) to
Aˆµ(x) =
(
a†
(
Gµ(·, x)
)
+ a (Gµ(·, x))
)
, (2.52)
where Gµ = (Gµ,1, Gµ,2) and
Gµ,j(k, x) =
1√
2
ϕˆµj (k)Ψ(k, x)√
ω(k)
. (2.53)
The free field Hamiltonian Hf,m is also transformed to
Hˆf,m = dΓ(ωm). (2.54)
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Then the quadratic form qVm is transformed to
qˆVm(Ψ,Φ) = q
V
m((1⊗ Γ (F))Ψ, (1⊗ Γ (F))Φ)
=
1
2
3∑
µ=1
(
(pµ ⊗ 1 +
√
αAˆµ)Ψ, (pµ ⊗ 1 +
√
αAˆµ)Φ
)
+
(
1⊗ Hˆ1/2f,mΨ, 1⊗ Hˆ1/2f,mΦ
)
+
(
V
1/2
+ Ψ, V
1/2
+ Φ
)
−
(
V
1/2
− Ψ, V
1/2
− Φ
)
(2.55)
and the form domain to
Q(qˆVm) = D(|p| ⊗ 1) ∩D(1⊗ Hˆ1/2f,m) ∩D(|V |1/2 ⊗ 1). (2.56)
Our first task is to show that quadratic form qˆVm is lower semibounded.
Proposition 2.8 For all ǫ > 0, there exist constants 0 < C1 < 1/2 and 0 < C2 so that
for all Ψ ∈ Q(qˆVm),
1
2
3∑
µ=1
∥∥∥(pµ ⊗ 1 +√αAˆµ)Ψ∥∥∥2 + ǫ ∥∥∥(1⊗ Hˆ1/2f,m)Ψ∥∥∥2 ≥ C1 ‖(|p| ⊗ 1)Ψ‖2 − C2 ‖Ψ‖2 . (2.57)
Proof: For simplicity, we denote p⊗ 1 by p. For each 0 < λ < 1, we have
1
2
3∑
µ=1
∥∥∥ (pµ +√αAˆµ)Ψ ∥∥∥2
=
(√
λ
2
‖ |p|Ψ ‖ −
√
α
2λ
‖ |Aˆ|Ψ ‖
)2
+
1− λ
2
‖ |p|Ψ ‖2
+
√
α
(
3∑
µ=1
ℜ( pµΨ, AˆµΨ ) + ‖ |p|Ψ ‖ ‖ |Aˆ|Ψ‖
)
+
α
2
(
1− 1
λ
)
‖ |Aˆ|Ψ ‖2
≥ 1− λ
2
‖ |p|Ψ‖2 + α
2
(
1− 1
λ
)
‖ |Aˆ|Ψ ‖2.
Since by (2.14) and (2.15), |Aˆ| is relatively bounded with respect to H1/2f,m, the propo-
sition follows.
We introduce assumptions on external potential V .
Assumption 2.9 (1) −∞ < V (x) <∞ for almost every x ∈ R3;
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(2) V− is infinitesimally small with respect to p2 in the sense of form: for all ǫ > 0,
there exists a positive constant Cǫ so that for Ψ ∈ D(|p|),
‖ V 1/2− Ψ ‖2 ≤ ǫ ‖ |p|Ψ ‖2 + Cǫ‖Ψ ‖2. (2.58)
Proposition 2.10 Suppose Assumptions 2.1, 2.3 and 2.9. Then for m ≥ 0, qˆVm is
symmetric, closed and bounded below.
Proof: For simplicity, we denote V ⊗ 1 by V and 1 ⊗ Hˆf,m by Hˆf,m and so on. By
Assumption 2.9 (3), we see that qˆVm is symmetric. By Proposition 2.8, there exist
constants 0 < C1 < 1 and 0 < C2 so that
qˆVm(Ψ, Ψ) ≥
C1
2
3∑
µ=1
‖ pµΨ ‖2 − C2‖Ψ ‖2 + ‖ V 1/2+ Ψ ‖2 − ‖ V 1/2− Ψ ‖2 (2.59)
and by Assumption 2.9 (2),
qˆVm(Ψ, Ψ) ≥
C ′1
2
3∑
µ=1
‖ pµΨ ‖2 − C ′2‖Ψ ‖2 + ‖ V 1/2+ Ψ ‖2 (2.60)
for some 0 < C ′1, C
′
2 and for all Ψ ∈ Q(qˆVm). Thus the quadratic form qˆVm is bounded be-
low. Suppose that {Ψi}∞i=1 ⊂ Q( qˆVm ) satisfies that Ψi → Ψ and qˆVm(Ψi−Ψj , Ψi−Ψj)→
0 as i and j go to infinity. Then by (2.60), {V 1/2+ Ψi}∞i=1 is a Cauchy sequence. Since
V+ is closed, Ψ ∈ D(V 1/2+ ) and V 1/2+ Ψi → V 1/2+ Ψ as i →∞. Similarly we can see that
Ψ ∈ D(Hˆ1/2f,m) ∩D(|p|) and Hˆ1/2f,mΨi → Hˆ1/2f,mΨ, |p|Ψi → |p|Ψ, AˆµΨi → AˆµΨ as i → ∞.
Then Ψ ∈ Q(qˆVm) and qˆVm is closed.
Definition 2.11 (The Pauli-Fierz Hamiltonian) By Proposition 2.10, there ex-
ists the unique self-adjoint operator HˆVm such that Q(qˆ
V
m) = D(|HˆVm|1/2) and for all Ψ,
Φ ∈ Q(qˆVm),
qˆVm( Ψ, Φ )−EVm( Ψ ,Φ ) =
(
(HˆVm − EVm)1/2Ψ, (HˆVm −EVm)1/2 Φ
)
.
Here we denote the bottom of the spectrum of HˆVm by E
V
m. i.e.,
EVm = inf
Ψ∈Q(qˆVm),‖Ψ‖=1
qˆVm(Ψ,Ψ) = inf σ(Hˆ
V
m) (2.61)
and σ(HˆVm) is the spectrum of Hˆ
V
m. Hˆ
V
m is called the Pauli-Fierz Hamiltonian.
We denote HˆVm=0 by Hˆ
V . We define the inner product on Q(qˆVm) by
(Ψ,Φ)+1 = qˆ
V
m(Ψ,Φ)−EVm(Ψ,Φ) + (Ψ,Φ). (2.62)
Then (Q(qˆVm), (·, ·)+1) is a Hilbert space.
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3 Binding condition and main theorems
3.1 Binding condition
We fix functions φR and φ˜R on R
3 with R > 0 such that
φ, φ˜ ∈ C∞(R3), 0 ≤ φ ≤ 1, φ(x) =
{
1, if |x| < 1,
0, if |x| > 2, φ(x)
2 + φ˜(x)2 = 1. (3.1)
We set
φR(x) = φ(x/R), φ˜R(x) = φ˜(x/R). (3.2)
We define EVR,m by
EVR,m = inf
Ψ∈Q(qˆVm),(φ˜R⊗1)Ψ 6=0
qˆVm( (φ˜R ⊗ 1)Ψ, (φ˜R ⊗ 1)Ψ)
( (φ˜R ⊗ 1)Ψ, (φ˜R ⊗ 1)Ψ )
. (3.3)
Assumption 3.1 (Binding condition) We suppose that for m ≥ 0,
EVm < lim
R→∞
EVR,m. (3.4)
Proposition 3.2 Suppose Assumptions 2.1, 2.3 and 2.9. Also assume one of following
conditions (a), (b) and (c) hold.
(a) lim|x|→∞ V (x) =∞;
(b) V (x) ≤ 0 and for sufficiently large |x|, V (x) ≤ − Z|x|α with 0 ≤ α < 2 and
lim|x|→∞ V (x) = 0;
(c) V (x) ≤ 0 and for sufficiently small |x|, V (x) ≤ − Z|x|β with 2 < β and
lim|x|→∞ V (x) = 0.
Then the binding condition is satisfied.
Proof: It is shown similarly to [16, Proposition 3.11.]
3.2 Main theorems
In this section we state main theorems in this paper. Let us define a useful dense
subspace of H, S, by
S = L ( {f ⊗ Ω, f ⊗ a†(f1) · · · a†(fn)Ω | f, fj ∈ C∞c (R3), j = 1, · · · , n, n ∈ N} ) .
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Proposition 3.3 Let V = 0. Suppose Assumptions 2.1, 2.3 and 2.9. Then for Ψ ∈
Q(qˆ0m), there exists a sequence {Ψj}∞j=1 ⊂ S so that Ψj → Ψ in Q(qˆ0m) as j → ∞. In
particular, S is a form core for qˆ0m.
Proof: Note that for Ψ ∈ S,
qˆ0m(Ψ, Ψ) ≤
3∑
µ=1
( ‖ (pµ ⊗ 1)Ψ ‖2 + α‖ AˆµΨ ‖2 ) + ‖ (1⊗ Hˆ1/2f,m) Ψ ‖2
≤ const.
(
Ψ, (|p|2 ⊗ 1 + 1⊗ Hˆf,m + 1)Ψ
)
. (3.5)
Since S is an operator core for p2 ⊗ 1 + 1 ⊗ Hˆf,m and qˆ0m is closed, we can show the
proposition.
Now we state main theorems.
Theorem 3.4 Suppose Assumption 2.1, 2.9, 3.1 and (1) in Assumption 2.3 andm > 0.
Then a ground state of HˆVm exists.
For the case of m = 0 to prove the existence of ground states, we introduce additional
assumptions.
Assumption 3.5 There exist Z and W : R3 → R such that (1)–(3) are satisfied.
(1) V = Z +W.
(2) Z ∈ L1loc(R3) is bounded from below and (a) or (b) follows.
(a) There exist γ > 0, n ≥ 1 and a compact set K such that Z(x) ≥ γ|x|2n for
x /∈ K.
(b) lim inf |x|→∞Z(x) > EV0 .
(3) W ∈ Lp(R3) with p > 3
2
and W < 0.
Assumption 3.5 ensures a spatial exponential decay of a ground state of HˆVm uniformly
in m.
Theorem 3.6 Let m = 0 and suppose Assumptions 2.1, 2.3, 2.9, 3.1 and 3.5. Then
the ground state of HˆV exists.
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4 Massive case
4.1 Proof of Theorem 3.4
Lemma 4.1 Let {Ψj}∞j=1 ⊂ Q(qˆVm) be any normalized sequence, converging weakly to
zero in H. Then
lim inf
j→∞
qˆVm( Ψ
j, Ψj ) > EVm. (4.1)
Before going to the proof of Lemma 4.1 we state a result immediately following from
this lemma, and the proof will be given in Appendix A.
Lemma 4.2 Suppose that (4.1) holds. Then Theorem 3.4 is valid.
Proof of Lemma 4.1 We can assume that {‖Ψj‖+1}j is bounded. Let φR and φ˜R be
functions in (3.2) and let ΨR = (φR ⊗ 1)Ψ and Ψ˜R = (φ˜R ⊗ 1)Ψ. Then the following
identity follows:
qˆVm( Ψ
j, Ψj ) = qˆVm( Ψ
j
R, Ψ
j
R ) + qˆ
V
m( Ψ˜
j
R, Ψ˜
j
R )
−1
2
‖ (|∇φR| ⊗ 1)Ψj ‖2 − 1
2
‖ (|∇φ˜R| ⊗ 1)Ψj ‖2. (4.2)
Take ji ∈ C∞(R3), i = 1, 2, such that
0 ≤ ji(x) ≤ 1,
{
ji(x) = 1, if |x| < 1,
ji(x) = 0, if |x| > 2 and j
2
1 + j
2
2 = 1.
Put jP,i(k) = ji(k/P ) and jˆP,i = ji(−i∇k/P ). Let
U : F(L2(R3;C2)⊕ L2(R3;C2) )→ F(L2(R3;C2) )⊗ F(L2(R3;C2) )
be the unitary operator defined by
Ua†(f1 ⊕ 0) · · ·a†(fk ⊕ 0)a†(0⊕ g1) · · ·a†(0⊕ gl)Ω
= a†(f1) · · ·a†(fk)Ω⊗ a†(g1) · · · a†(gl)Ω.
Let jˆP : L
2(R3;C2)→ L2(R3;C2)⊕ L2(R3;C2) be the operator defined by
jˆPΨ = jˆP,1Ψ⊕ jˆP,2Ψ.
Put UP = UΓ(jˆP ). Then UP is isometry from F to F ⊗F . By (4.2), Lemmas 4.3, 4.4,
4.5 below and φ2R + φ˜
2
R = 1, we have
lim inf
j→∞
qˆVm(Ψ
j,Ψj)
≥ lim inf
j→∞
{
(EVm +m ) ‖ΨjR ‖2 + EVR,m ‖ Ψ˜jR ‖2
}
+ o(R0) + oR(P
0)
= lim inf
j→∞
{
EVm +m ‖ΨjR ‖2 + (EVR,m − EVm ) ‖ Ψ˜jR ‖2
}
+ o(R0) + oR(P
0)
≥ EVm +min{m, EVR,m − EVm }+ o(R0) + oR(P 0) (4.3)
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and then letting P →∞ in (4.3), we also have
lim inf
j→∞
qˆVm(Ψ
j,Ψj) ≥ EVm +min{m, EVR,m − EVm }+ o(R0). (4.4)
Letting R→∞ again in (4.4), we have
lim inf
j→∞
qˆVm(Ψ
j,Ψj) ≥ EVm +min{m, lim
R→∞
EVR,m − EVm }. (4.5)
Since min{m, limR→∞EVR,m − EVm } > 0, Lemma 4.1 is proven.
4.2 Localization estimates with variable mass
The right hand side of (4.2) can be estimated in Lemmas 4.3 and 4.4 below separately.
Lemma 4.3 It follows that
qˆVm( Ψ
j
R, Ψ
j
R ) ≥ EVm‖ΨjR ‖2 +m‖ΨjR ‖2 − ‖ (1⊗ (1⊗ P0)) (1⊗ UP ) ΨjR ‖2 + oR(P 0).
(4.6)
Here P0 is the projection onto the subspace spanned by the Fock vacuum and oR(P
0)
is a function in P , which goes to zero as P →∞ for each fixed R > 0.
Lemma 4.4 It follows that
qˆVm( Ψ˜
j
R, Ψ˜
j
R ) ≥ EVR,m ‖ Ψ˜jR ‖2 + o(R0). (4.7)
Lemmas 4.3 and 4.4 will be proven in the next subsection. We also use the lemma
below, and the proof will be given in Appendix A.
Lemma 4.5 As j →∞, it holds that
‖ (1H ⊗ P0)) (1Hp ⊗ UP ) ΨjR ‖2 → 0. (4.8)
It remains to prove Lemmas 4.3, 4.4 and 4.5.
Proof of Lemma 4.3. We will prove that the first term of the right hand side of (4.2)
can be written as
qˆVm( Ψ
j
R, Ψ
j
R ) = q
V
m,R,P,1( Ψ
j, Ψj ) + q0m,R,P,2( Ψ
j, Ψj ) + oR(P
0), (4.9)
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where
qVm,R,P,1(Ψ, Φ) =
1
2
3∑
µ=1
(
(pµ ⊗ 1F⊗F +
√
αAˆ(1)µ )(1⊗ UP )ΨR, (pµ ⊗ 1F⊗F +
√
αAˆ(1)µ )(1⊗ UP )ΦR
)
+
(
(1⊗ Hˆ(1)1/2f,m ) (1⊗ UP ) ΨR, (1⊗ Hˆ(1)1/2f,m ) (1⊗ UP ) ΦR
)
+
(
(V
1/2
+ ⊗ 1F⊗F) (1⊗ UP ) ΨR, (V 1/2+ ⊗ 1F⊗F) (1⊗ UP ) ΦR
)
−
(
(V
1/2
− ⊗ 1F⊗F) (1⊗ UP ) ΨR, (V 1/2− ⊗ 1F⊗F) (1⊗ UP ) ΦR
)
(4.10)
and
q0m,R,P,2 ( Ψ, Φ ) =
(
(1⊗ Hˆ(2)1/2f,m ) (1⊗ UP ) ΨR, (1⊗ Hˆ(2)1/2f,m ) (1⊗ UP ) ΦR
)
. (4.11)
Here Hˆ
(1)
f,m = Hˆf,m ⊗ 1, Hˆ(2)f,m = 1⊗ Hˆf,m,
Aˆ(1) =
∫ ⊕
R3
{ ( a†(G(·, x) ) + a(G(·, x) ) )⊗ 1 }|Ffin⊗ˆF dx, (4.12)
Aˆ(2) =
∫ ⊕
R3
{ 1⊗ ( a†(G(·, x) ) + a(G(·, x) ) ) }|F⊗ˆFfin dx. (4.13)
and ⊗ˆ denotes the algebraic tensor product. Noting Hˆf,m ≥ m(1−P0), we can see that
Lemma 4.3 follows from (4.9) since
qVm,R,P,1(Ψ
j, Ψj) ≥ EVR,m
and
q0m,R,P,2(Ψj, Ψj) ≥ m‖ΨjR‖2 − ‖(1H ⊗ P0)(1Hp ⊗ UP )ΨjR‖2.
We divide the proof of (4.9) into two steps.
Step 1 We estimate the free field Hamiltonian part in (4.9). We denote 1 ⊗ T on
F ⊗F by T for simplicity. For Ψ ∈ S,
( ΨR, Hˆf,mΨR )− ( ΨR, U∗P
(
Hˆ
(1)
f,m + Hˆ
(2)
f,m
)
UP ΨR )
= (ΨR, Hˆf,mΨR )− ( ΨR, Γ(jP )∗dΓ(ωm ⊕ ωm)Γ(jP ) ΨR)
= (ΨR, Hˆf,mΨR )− ( ΨR, ( Hˆf,m + dΓ( jˆP,1[ωm, jˆP,1] ) + dΓ( jˆP,2[ωm, jˆP,2] ) ) ΨR)
= −
(
ΨR,
(
dΓ( jˆP,1[ωm, jˆP,1] ) + dΓ( jˆP,2[ωm, jˆP,2] )
)
ΨR
)
. (4.14)
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By Proposition 6.1 in Appendix B, we see that∣∣∣ ‖ Hˆ1/2f,m ΨR ‖2 − ‖ ( Hˆ(1)f,m + Hˆ(2)f,m )1/2 UP ΨR ‖2∣∣∣
≤ ( ‖ [jˆP,1, ωm] ‖+ ‖ [ jˆP,2, ωm ] ‖) ( ΨR, N ΨR )
≤ C
P
‖H1/2f,m ΨR ‖2, (4.15)
where C is a constant depending on m. For Ψ ∈ D(1⊗ Hˆ1/2f,m), there exists a sequence
{Ψj}∞j=1 ⊂ S such that Ψj → Ψ and Hˆ1/2f,mΨj → Hˆ1/2f,mΨ as j → ∞ since S is a core
of Hˆ
1/2
f,m. Then Ψ
j
R → ΨR and Hˆ1/2f,mΨjR → Hˆ1/2f,mΨR as j → ∞. Using (4.15) and
the closedness of
(
Hˆ
(1)
f,m + Hˆ
(2)
f,m
)1/2
, we see that (4.15) holds for all Ψ ∈ D(Hˆ1/2f,m).
Therefore for all Ψ ∈ Q(qˆVm), we have∣∣∣ ‖ Hˆ1/2f,m ΨR ‖2 − ‖ ( Hˆ(1)f,m + Hˆ(2)f,m )1/2 UP ΨR ‖2 ∣∣∣ ≤ CP ‖Ψ ‖2+1. (4.16)
Step 2 We shall estimate the kinetic energy part in (4.9) and show that∣∣∣ ∥∥∥ ( p⊗ 1F +√αAˆ ) ΨR ∥∥∥2 − ∥∥∥(p⊗ 1F⊗F +√αAˆ(1))(1⊗ UP )ΨR∥∥∥2 ∣∣∣ = oR(P 0)‖Ψ‖2+1.
(4.17)
Let Q be defined by
Q = (1⊗ UP ) (p⊗ 1F +
√
αAˆ) − (p⊗ 1F⊗F +
√
αAˆ(1)) (1⊗ UP ). (4.18)
Then ∣∣∣ ‖ (p⊗ 1F +√αAˆ) ΨR ‖2 − ‖ ( p⊗ 1F⊗F +√αAˆ(1) ) (1⊗ UP ) ΨR ‖2 ∣∣∣
=
∣∣∣ ( (1⊗ UP ) (p⊗ 1F +√αAˆ)ΨR, QΨR)
+
(
QΨR, (1⊗ UP )(p⊗ 1F +
√
αAˆ)ΨR
)
− (QΨR, QΨR)
∣∣∣
≤ 2 ‖ (p⊗ 1F +
√
αAˆ) ΨR ‖ ‖QΨR ‖+ ‖QΨR ‖2
≤ const. ( ‖Ψ ‖+1 + 2 ‖ (∇φR ⊗ 1F) Ψ‖+ ‖QΨR ‖ ) ‖QΨR ‖. (4.19)
Thus it suffices to show that ‖QΨR ‖ = oR(P 0) ‖Ψ ‖+1. Note that on S,
Γ(jˆP ) a
†(G) = a†(jˆPG)Γ(jˆP ),
Γ(jˆP ) a(jˆ
∗
PG) = a(G) Γ(jˆP ),
UP a
†(G) = ( a†(jˆP,1G)⊗ 1 + 1⊗ a†(jˆP,2G) )UP ,
UP a(jˆP,1G) = (a(G)⊗ 1)UP ,
UP a(jˆP,2G) = 1⊗ a(G)UP .
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Thus Q can be written as
Q =
√
α
{
−1⊗
(
a†
(
(1− jˆP,1)G
)
⊗ 1
)
+ 1⊗
(
1⊗ a†
(
jˆP,2G
))}
(1⊗ UP )
+
√
α (1⊗ UP )
(
1⊗ a
(
(1− jˆP,1)G
))
(4.20)
on S. Therefore
‖QΨR ‖ ≤
√
α sup
x∈R3
(
‖ ( 1− jˆP,1 )G(·, x) ‖ | φR(x) |
)
( (1⊗ UP ) Ψ, (1⊗ (N + 1)⊗ 1) (1⊗ UP ) Ψ )1/2
+
√
α sup
x∈R3
(
‖ jˆP,2G(·, x) ‖ | φR(x) |
)
( (1⊗ UP ) Ψ, (1⊗ 1⊗ (N + 1)) (1⊗ UP ) Ψ )1/2
+
√
α sup
x∈R3
(
‖(1− jˆP,1)G(·, x)‖ |φR(x)|
)
( Ψ, (1⊗N) Ψ )1/2.(4.21)
Note that
U∗ ((N + 1)⊗ 1) )U ≤ U∗
(
(N + 1)⊗ 1 + 1⊗ (N + 1)
)
U = N + 1.
Then
‖QΨR ‖ ≤ 2
√
α sup
x∈R3
(
‖ ( 1− jˆP,1 )G(·, x) ‖ |φR(x)|
)
‖ (1⊗ (N + 1))1/2Ψ ‖
+
√
α sup
x∈R3
(
‖ jˆP,2G(·, x)‖| φR(x) |
)
‖ (1⊗ (N + 1) )1/2Ψ ‖. (4.22)
We denote the Fourier transformation of f ∈ L2 by F [f ]. Then
sup
x∈R3
(
‖ (1− jˆP,1)G(·, x) ‖ | φR(x) |
)
= sup
|x|≤R
‖ ( 1− jP,1 )F [G(·, x) ] ‖
≤ sup
|x|≤R
gP (x), (4.23)
where
gP (x) =
(∑
j,µ
∫
|ξ|>P
∣∣∣∣F [ ϕˆµjΨ(·, x)√2ω
]
(ξ)
∣∣∣∣2 dξ
)1/2
.
For each x, gP (x) is monotonically converges to 0 as P ↑ ∞. In addition,
|gP (x+ h)− gP (x)| ≤ ‖F [G(·, x+ h)−G(·, x) ] ‖L2
=
∫
R3
∑
j,µ
∣∣∣∣∣ ϕˆ
µ
j (k)√
2ω(k)
∣∣∣∣∣
2
|Ψ(k, x+ h)−Ψ(k, x)|2dk
1/2.(4.24)
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Thus since supk,x |Ψ(k, x)| < ∞ and Ψ(k, x) is continuous in x for each k but k 6= 0,
we see that gP (x) is continuous in x for each P . By Dini’s theorem, we have
sup
|x|≤R
|φR(x)|gP (x)→ 0 as P →∞. (4.25)
Therefore by (4.23) and (4.25),
sup
x∈R3
(
‖ (1− jˆP,1)G(·, x) ‖ | φR(x) |
)
→ 0 as P →∞ (4.26)
follows. Similarly, we can see that
sup
x∈R3
(
‖ jˆP,2G(·, x) ‖ |φR(x)|
)
→ 0 as P →∞. (4.27)
Thus by (4.22), (4.26) and (4.27), we have
‖Q (φR ⊗ 1)Ψ ‖ = oR(P 0) ‖Ψ ‖+1. (4.28)
Therefore (4.17) follows for Ψ ∈ S. In a similar argument to the last part of Step 1,
we find that (4.17) holds for all Ψ ∈ Q(qˆVm).
Proof of Lemma 4.4. Let
gP ′,1(x, y) = χ
(
x− y
P ′
)
and gP ′,2(x, y) = 1− gP ′,1(x, y), (4.29)
where χ ∈ C∞c (R3), 0 ≤ χ(x) ≤ 1,
{
χ(x) = 1 if |x| ≤ 1,
χ(x) = 0 if |x| ≥ 2. Set
j′P ′,i,x(y) =
gP ′,i(x, y)√
gP ′,1(x, y)2 + gP ′,2(x, y)2
,
jˆ′P ′,i,x = j
′
P ′,i,x(−i∇), i = 1, 2,
jˆ′P ′,x = jˆ
′
P,1,x ⊕ jˆ′P,2,x,
U ′P ′(x) = UΓ(jˆ
′
P,x)
(U ′P ′Ψ)(x) = U
′
P ′(x)Ψ(x).
Similarly to the proof of Lemma 4.3, we have∣∣∣ ∥∥∥ ( 1⊗ Hˆ1/2f,m ) Ψ˜R ∥∥∥2 − ∥∥∥∥( 1⊗ Hˆ(1)f,m + 1⊗ Hˆ(2)f,m )1/2 U ′P ′Ψ˜R ∥∥∥∥2 ∣∣∣
≤ const.
P ′
‖ ( 1⊗H1/2f,m )Ψ˜R ‖2. (4.30)
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Let
Q′ = U ′P ′ ( p⊗ 1F +
√
αAˆ ) − ( p⊗ 1F⊗F +
√
αAˆ(2) )U ′P ′. (4.31)
Then ∣∣∣ ∥∥∥ ( p⊗ 1F +√αAˆ )Ψ˜R ∥∥∥2 − ∥∥∥ p⊗ 1F⊗F +√αAˆ(2) )U ′P ′Ψ˜R ∥∥∥2 ∣∣∣
≤ const.
(
‖Ψ ‖+1 + 2 ‖ (∇φ˜R ⊗ 1F) Ψ ‖ + ‖Q′Ψ˜R ‖
)
‖Q′Ψ˜R ‖ (4.32)
and
Q′ = U ′P ′ ( p⊗ 1F )− ( p⊗ 1F⊗F )U ′P ′
+
√
α
{
−1⊗ a†
(
( 1− jˆ′P ′,1,x )G
)
⊗ 1 + 1⊗
(
1⊗ a†
(
jˆ′P ′,2,xG
))}
U ′P ′
+
√
αU ′P ′
(
1⊗ a
(
( 1− jˆP,1 )G
))
(4.33)
on S. Thus for Ψ ∈ S,
‖Q′Ψ˜R ‖ ≤ ‖U ′P ′ ( p⊗ 1F )Ψ˜R − ( p⊗ 1F⊗F )U ′P ′ Ψ˜R ‖
+
√
α sup
x
(‖ ( jˆ′1,P ′,x − 1 )G ‖ |φ˜R(x)| ) ( Ψ, (1⊗ (N + 1) )Ψ )1/2
+2
√
α sup
x
(‖ jˆ′2,P ′,xG ‖ |φ˜R(x)| ) ( Ψ, (1⊗ (N + 1) )Ψ )1/2 . (4.34)
We estimate the right hand side of (4.34). Let
dΓ(A,B) = 0⊕
[
⊕∞n=1
n∑
k=1
A⊗ · · · ⊗A⊗ kthB ⊗A⊗ · · · ⊗A
]
.
The first term of the right hand side of (4.34) is
‖U ′P ′ ( p⊗ 1F )Ψ˜R − ( p⊗ 1F⊗F )U ′P ′ Ψ˜R ‖ = ‖ dΓ( jˆ′P ′,x, (−i∇xjˆ′P ′,x) )Ψ˜R ‖
≤ const.
P ′
‖ (1⊗N1/2) Ψ˜R ‖
≤ const.
P ′m1/2
‖Ψ ‖+1. (4.35)
Next we estimate the second term of the right hand side of (4.34). Note that |y−x| ≥ P ′
if j′1,P ′,x(y) 6= 1. Thus by (2.34),
‖ ( jˆ′1,P ′,x − 1)G ‖ ≤
(∑
µ,j
∫
|ξ−x|≥P ′
∣∣∣∣ F [ ϕˆµj√2ω Ψ(·, x)
]
(ξ)
∣∣∣∣2 dξ
)1/2
≤ 2
∑
µ,j
∥∥∥∥ ϕˆµj√2ω
∥∥∥∥ ∥∥Ψ(·, x)− eikx ∥∥L∞ +
(∑
µ,j
∫
|ξ−x|≥P ′
∣∣∣∣F [ ϕˆµj√2ω
]
(ξ − x)
∣∣∣∣2 dξ
)1/2
≤ const. 〈x 〉−1 + o(P ′0), (4.36)
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where we used ϕˆµj /
√
2ω ∈ L2(R3). Therefore
sup
x
‖ ( jˆ′1,P ′,x − 1)G ‖ |φ˜R(x)| ≤ const. 〈R 〉−1 + o(P ′0). (4.37)
Similarly
sup
x
‖ jˆP,2,xG ‖ ≤ const. 〈R 〉−1 + o(P ′0) (4.38)
follows. By (4.34), (4.35), (4.37) and (4.38), we obtain that
‖Q′Ψ˜R ‖ = (o(R0) + o(P ′0) )‖Ψ‖+1. (4.39)
Consequently, we have
qˆVm(Ψ˜R, Ψ˜R) =
∥∥∥(1⊗ Hˆ(1)1/2f,m )(1⊗ U ′P ′)Ψ˜R∥∥∥2+q˜Vm,P ′,R(Ψ,Ψ)+o(R0)+o(P ′0), (4.40)
where
q˜Vm,P ′,R(Ψ,Φ) =
1
2
(
(p⊗ 1F⊗F +
√
αAˆ(2))(1⊗ U ′P ′)Ψ˜R, (p⊗ 1F⊗F +
√
αAˆ(2))(1⊗ U ′P ′)Φ˜R
)
+
(
(1⊗ Hˆ(2)1/2f,m )(1⊗ U ′P ′)Ψ˜R, (1⊗ Hˆ(2)1/2f,m )(1⊗ U ′P ′)Φ˜R
)
+
(
(V
1/2
+ ⊗ 1F⊗F)(1⊗ U ′P ′)Ψ˜R, (V 1/2+ ⊗ 1F⊗F)(1⊗ U ′P ′)Φ˜R
)
−
(
(V
1/2
− ⊗ 1F⊗F)(1⊗ U ′P ′)Ψ˜R, (V 1/2− ⊗ 1F⊗F)(1⊗ U ′P ′)Φ˜R
)
. (4.41)
Therefore (4.7) holds since q˜Vm,P ′,R(Ψ,Ψ) ≥ EVR,m and the left hand side is independent
of P ′.
5 Massless case
In this section we assume Assumptions 2.1,2.3,2.9 and 3.1 with m = 0 throughout. Let
Φm be a normalized ground state of Hˆ
V
m.
5.1 Spatial exponential decay
Lemma 5.1 will be proven similarly to [7]. See also Appendix A.
Lemma 5.1 (1) limm→0 EVm = E
V
0 .
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(2) For sufficiently small m, the binding condition holds.
A spatial exponential decay of a ground state of HˆVm is proven in [9].
Proposition 5.2 [9] Suppose Assumption 3.5. Then there exists m0 > 0 such that
sup
0<m<m0
‖ exp(c|x|)⊗ 1Φm‖2 ≤ C, (5.1)
where c and C are constants independent of m ∈ (0, m0).
5.2 Boson number bound
Lemma 5.3 (Pull through formula) Let f ∈ D(ωm). Then a(f)Φm ∈ Q(qˆVm) and
for all η ∈ Q(qˆVm), we have
qˆVm( η, a(f) Φm )− EVm( η, a(f) Φm )
= −√α ( η, (f, G) · ( p+√αAˆ ) Φm ) + i
√
α
2
(η, (f,∇x ·G)Φm)− ( η, a(ωmf) Φm ).
(5.2)
Here Gµ,j(k, x) =
1√
2
ϕˆµj (k)Ψ(k,x)√
ω(k)
.
Proof: For simplicity, we denote A⊗ 1 (resp. 1⊗ B) by A (resp. B). Let
aR(f) = R( Hˆf,m +R )
−1a(f),
a†R(f) = Ra
†(f)( Hˆf,m +R )−1 (5.3)
for all R > 0. We first show that aR(f) and a
†
R(f) are bounded operators on Q(qˆ
V
m);
that is, there exists some constant C(R) so that
‖ aR(f) Ψ‖+1 ≤ C(R) ‖Ψ ‖+1, (5.4)
‖ a†R(f) Ψ ‖+1 ≤ C(R) ‖Ψ ‖+1 (5.5)
hold for all Ψ ∈ Q(qˆVm). Let us first show (5.4). It suffices to prove that
R( HˆVm −EVm + 1 )1/2 ( Hˆf,m +R )−1 a(f) ( HˆVm − EVm + 1 )−1/2 (5.6)
is bounded on H. Let Ψ ∈ D( |HˆVm|1/2 ) and put
Φ = ( Hˆf,m +R )
−1 a(f) ( HˆVm − EVm + 1 )−1/2Ψ.
Note that
‖ ( HˆVm −EVm + 1 )1/2Φ ‖ ≤ const.‖ (p2 + Hˆf,m + V+ + 1)1/2Φ ‖
≤ const.( ‖ (p2 + V+ + 1)1/2Φ‖ + ‖ Hˆ1/2f,mΦ ‖ ).
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Also note that by (2.15),
‖ (Hˆf,m +R)−1/2a(f) ‖ = ‖ a†(f)(Hˆf,m +R)−1/2 ‖ <∞
and since p2 + V+ + 1 ≤ const. ( HˆVm − EVm + 1 ),
‖ ( p2 + V+ + 1 )1/2 ( HˆVm − EVm + 1 )−1/2‖ <∞.
Then we see that
R ‖ ( HˆVm −EVm + 1 )1/2 ( Hˆf,m +R )−1 a(f) ( HˆVm − EVm + 1 )−1/2Ψ ‖
≤ const.R
(
‖(Hf,m +R)−1a(f)‖ ‖(p2 + V+ + 1)1/2(HˆVm − EVm + 1 )−1/2‖
+ ‖ ( Hˆf,m +R )−1/2 a(f) ‖ ‖ ( HˆVm − EVm + 1)−1/2 ‖
)
‖Ψ‖. (5.7)
Thus (5.4) holds. Next we shall show (5.5). Since
[a†(f), ( Hˆf,m +R )−1] = ( Hˆf,m +R )−1a†(ωmf) ( Hˆf,m +R )−1
on S, we see that Hˆ1/2f,m a†(f) ( Hˆf,m +R )−1 is bounded and
‖ Hˆ1/2f,m a†(f) ( Hˆf,m +R )−1 ‖ ≤ ‖ Hˆ1/2f,m(Hˆf,m +R)−1 a†(f) ‖
+‖ Hˆ1/2f,m ( Hˆf,m +R )−1 a†(ωmf) ( Hˆf,m + 1 )−1 ‖
≤ ‖ a(f) ( Hˆf,m +R )−1/2 ‖
+‖ ( Hˆf,m +R )−1/2 ‖ ‖ a†(ωmf) ( Hˆf,m +R )−1 ‖ <∞.
Similarly to the proof of (5.4), we have
R ‖ ( HˆVm − EVm + 1)1/2a†(f)( Hˆf,m +R)−1 ( HˆVm −EVm + 1 )−1/2Ψ‖
≤ const. R
(
‖ Hˆ1/2f,m a†(f) ( Hˆf,m +R )−1‖ ‖ ( HˆVm −EVm + 1 )−1/2 ‖
+‖ ( p2 + V+ + 1 )1/2( HˆVm −EVm + 1 )−1/2 ‖
)
‖Ψ‖. (5.8)
Thus (5.5) holds. Next we show that
‖ aR(f) Φm ‖2+1 ≤ Cm ‖ aR(f) Φm ‖+ o(R0). (5.9)
Here C is a constant independent of R. We have for η ∈ Q(qˆVm),
qˆVm( η, aR(f)Φm) =
1
2
3∑
µ=1
(
( pµ +
√
α Aˆµ )η, ( pµ +
√
α Aˆµ )aR(f) Φm
)
+
(
Hˆ
1/2
f,m η, Hˆ
1/2
f,m aR(f) Φm
)
+
(
a†R(f) V
1/2
+ η, V
1/2
+ Φm
)
−
(
a†R(f) V
1/2
− η, V
1/2
− Φm
)
. (5.10)
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Let Φjm ∈ S be such that Φjm → Φm in Q(qˆ0m) as j → ∞. Then the first term of the
right hand side of (5.10) is computed as
1
2
3∑
µ=1
(
( pµ +
√
αAˆµ ) η, ( pµ +
√
αAˆµ ) aR(f) Φm
)
= lim
j→∞
3∑
µ=1
{1
2
(
( pµ +
√
αAˆµ ) η, aR(f) (pµ +
√
α Aˆµ ) Φ
j
m
)
−1
2
(
( pµ +
√
αAˆµ ) η, [ aR(f),
√
αAˆµ ] Φ
j
m
)}
=
1
2
3∑
µ=1
(
a†R(f) ( pµ +
√
αAˆµ ) η, (pµ +
√
α Aˆµ ) Φm
)
−
√
α
2
3∑
µ=1
(
(pµ +
√
αAˆµ)η, R(Hˆf,m +R)
−1(f,Gµ)Φm
)
+ E1(R), (5.11)
where
E1(R) = − lim
j→∞
√
α
2
3∑
µ=1
(
(pµ +
√
αAˆµ)η, R[(Hˆf,m + R)
−1, Aˆµ]a(f)Φjm
)
. (5.12)
The first term of the right hand side of (5.11) is computed as
1
2
3∑
µ=1
(
a†R(f) ( pµ +
√
αAˆµ ) η, (pµ +
√
α Aˆµ ) Φm
)
=
1
2
3∑
µ=1
(
( pµ +
√
αAˆµ ) a
†
R(f) η, (pµ +
√
α Aˆµ ) Φm
)
+
√
α
2
3∑
µ=1
(
[a†R(f), Aˆµ] η, (pµ +
√
α Aˆµ ) Φm
)
=
1
2
3∑
µ=1
(
( pµ +
√
αAˆµ ) a
†
R(f) η, (pµ +
√
α Aˆµ ) Φm
)
−
√
α
2
3∑
µ=1
(
(Gµ, f)R(Hˆf,m +R)
−1 η, (pµ +
√
α Aˆµ ) Φm
)
+ E2(R), (5.13)
where
E2(R) =− lim
j→∞
√
α
2
3∑
µ=1
(
[Aˆµ, R(Hˆf,m +R)
−1]η, a(f)(pµ +
√
αAˆµ)Φ
j
m
)
. (5.14)
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By (b) of Lemma 2.7, we see that (f, G(·, x)) has a weak derivative with respect to x.
Therefore (f, Gµ)Φm ∈ D(|p|) and
p · (f, G)Φm = (f,−i∇x ·G)Φm + (f, G) · pΦm. (5.15)
By (5.15), we see that
1
2
3∑
µ=1
(
( pµ +
√
αAˆµ ) η, ( pµ +
√
αAˆµ ) aR(f) Φm
)
=
1
2
3∑
µ=1
(
( pµ +
√
αAˆµ ) a
†
R(f) η, (pµ +
√
α Aˆµ ) Φm
)
−√α
(
η, R ( Hˆf,m +R )
−1(f,G) · ( p+√αAˆ ) Φm
)
+
i
√
α
2
(
η, R(Hˆf,m +R)
−1(f,∇x ·G)Φm
)
+ E1(R) + E2(R) + E3(R), (5.16)
where
E3(R) = −
√
α
2
3∑
µ=1
(
R [( Hˆf,m +R )
−1, Aˆµ ]η, (f,Gµ) Φm
)
. (5.17)
Let us show that limR→∞Ei(R) = 0 for i = 1, 2, 3. Note that
[ Aˆµ, ( Hˆf,m +R )
−1 ] = ( Hˆf,m +R )−1a(ωmGµ)( Hˆf,m +R )−1
−( Hˆf,m +R )−1a†(ωmGµ)( Hˆf,m +R )−1.
Then
R‖ [ Aˆµ, ( Hˆf,m +R )−1 ]η ‖ ≤ ‖R ( Hˆf,m +R )−1‖ ( ‖ a(ωmGµ) ( Hˆf,m +R )−1 η ‖
+‖ a†(ωmGµ) ( Hˆf,m +R )−1 η ‖ )
≤ 2‖ω1/2m Gµ ‖ ‖ (1 + Hˆf,m)1/2( Hˆf,m +R )−1 η ‖
→ 0 as R→∞. (5.18)
Thus
lim
R→∞
E3(R) = 0. (5.19)
Also E1(R) can be estimated as
|E1(R)| ≤
√
α
2
3∑
µ=1
∥∥∥R(Hˆf,m +R)−1(pµ +√αAˆµ)η ∥∥∥×
lim sup
j→∞
∥∥∥ (a(ω1/2m Gµ) + a†(ω1/2m Gµ))(Hˆf,m +R)−1a(f)Φjm ∥∥∥ . (5.20)
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Since ∥∥∥ (a(ω1/2m Gµ) + a†(ω1/2m Gµ))(Hˆf,m +R)−1a(f)Φjm ∥∥∥
≤ const.‖ (Hˆf,m + 1)1/2(Hˆf,m +R)−1 ‖ lim
j→∞
‖ a(f)Φjm ‖ (5.21)
and
lim
R→∞
‖ (Hˆf,m + 1)1/2(Hˆf,m +R)−1 ‖ = 0, (5.22)
it follows that
lim
R→∞
E1(R) = 0. (5.23)
Similarly E2(R) can be estimated as
|E2(R)| ≤ const.‖R(Hˆf,m + 1)1/2(Hˆf,m +R)−1η‖×
lim sup
j→∞
‖(Hˆf,m +R)−1a(f) (pµ +
√
αAˆµ)Φ
j
m‖
≤ const.‖ (Hˆf,m + 1)1/2η‖ ‖a†(f) (Hˆf,m +R)−1‖ ‖(pµ +
√
αAˆµ)Φm‖
≤ const.‖ (Hˆf,m + 1)1/2η‖ ‖ (Hˆf,m + 1)1/2(Hˆf,m +R)−1‖ ‖(pµ +
√
αAˆµ)Φm‖.
(5.24)
Thus
lim
R→∞
E2(R) = 0. (5.25)
Therefore by (5.16),
1
2
3∑
µ=1
(
( pµ +
√
αAˆµ ) η, ( pµ +
√
αAˆµ ) aR(f) Φm
)
=
1
2
3∑
µ=1
(
( pµ +
√
αAˆµ ) a
†
R(f) η, (pµ +
√
α Aˆµ ) Φm
)
−√α
(
η, R ( Hˆf,m +R )
−1(f,G) · ( p+√αAˆ ) Φm
)
+
i
√
α
2
(
η, R ( Hˆf,m +R )
−1(f,∇x ·G) Φm
)
+ o(R0). (5.26)
Next let us see the second term of the right hand side of (5.10).
( Hˆ
1/2
f,m η, Hˆ
1/2
f,m aR(f) Φm)
= lim
j→∞
( η, aR(f) Hˆf,mΦ
j
m )− lim
j→∞
( η, R ( Hˆf,m +R )
−1 a(ωmf) Φjm )
= ( Hˆ
1/2
f,m a
†
R(f) η, Hˆ
1/2
f,m Φm )− ( η, R ( Hˆf,m +R )−1 a(ωmf) Φm ).
(5.27)
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Therefore by (5.10), (5.26) and (5.27), we see that
qˆVm( η, aR(f)Φm)− EVm( η, aR(f)Φm)
= qˆVm( a
†
R(f) η, Φm)− EVm( a†R(f) η, Φm)
−√α
(
η, R ( Hˆf,m +R )
−1(f,G) · ( p+√αAˆ ) Φm
)
+
i
√
α
2
(
η, R ( Hˆf,m +R )
−1(f,∇x ·G) Φm
)
−( η, R ( Hˆf,m +R )−1 a(ωmf) Φm ) + o(R0). (5.28)
Since Φm is the eigenvector of Hˆ
V
m, the first line of the right hand side of (5.28) is
vanished. Now take η = aR(f) Φm in (5.28). Since ‖R ( Hˆf,m + R )−1‖ ≤ 1, by (5.28),
we obtain that
‖ aR(f) Φm ‖+1 ≤ ‖aR(f) Φm ‖
{√
α‖ (f,G) · ( p+√αAˆ ) Φm ‖
+
√
α
2
‖ (f,∇x ·G ) Φm ‖+ ‖ a(ωmf) Φm ‖+ 1
}
+ o(R0). (5.29)
Thus (5.9) is proven. It is seen that as R → ∞, aR(f)Φm → a(f)Φm. Therefore by
(5.29), we see that a(f)Φm ∈ Q(qˆVm), since Q(qˆVm) is complete. Letting R → ∞ in
(5.28), we complete the lemma.
Lemma 5.4 For any θ = (θ1, θ2) ∈ L∞(R3;R2),
‖ dΓ( θ2 )1/2Φm ‖2 ≤ Cα
∑
µ,j
∫
R3
|ϕˆµj (k)|2 θj(k)2
ω(k)ωm(k)2
dk, (5.30)
where C is a constant independent of α and m ∈ (0, m0). In particular,
sup
0<m<m0
‖N1/2Φm‖ <∞. (5.31)
Proof: Inserting η = a(f)Φm into (5.2), we have
( a(f) Φm, a(ωmf) Φm ) ≤ −
√
α
(
a(f) Φm, (f,G) · ( p+
√
αAˆ ) Φm
)
+
i
√
α
2
(
a(f) Φm, (f, ∇ ·G ) Φm
)
. (5.32)
Let {gi} be a complete orthonormal system of L2(R3;C2) such that each gi ∈ D(ω1/2m ).
Let f = ω
−1/2
m θgi. The following identity follows and its proof will be given in Appendix
C: ∑
i
(
a(ω−1/2m θ gi) Φm, a(ω
1/2
m θ gi) Φm
)
=
∑
j=1,2
∫
R3
θj(k)
2‖ (ajΦm)(k) ‖2 dk
=
∥∥ dΓ( θ2 )1/2 Φm ∥∥2 . (5.33)
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By (5.32) and (5.33), we have
‖ dΓ( θ2 )1/2 Φm ‖2
≤ −√α
∑
i,µ
(
a(ω−1/2m θ gi ) Φm, (ω
−1/2
m θ gi, Gµ ) ( pµ +
√
αAˆµ ) Φm
)
+
i
√
α
2
(
a(ω−1/2m θ gi ) Φm, (ω
−1/2
m θ gi, ∇x ·Gµ ) Φm
)
= −√α
∑
µ
(
a(ω−1m θ
2Gµ ) Φm, ( pµ +
√
αAˆµ ) Φm
)
+
i
√
α
2
(
a(ω−1m θ
2∇x ·G ) Φm, Φm
)
=
∫
R3
{
−√α
∑
µ
(
ωm(k)
−1 θ(k)2Gµ(k) a(k) Φm, ( pµ +
√
αAˆµ ) Φm
)
H
+
i
√
α
2
(
ω−1m (k) θ(k)
2∇x ·G(k) a(k) Φm, Φm
)
H
}
dk. (5.34)
This calculation can be checked in a similar way to the proof of (5.33). Thus by the
Schwartz inequality and the inequality of arithmetic and geometric means, we see that
‖ dΓ(θ2)1/2 Φm ‖2 ≤ 1
2
∑
j=1,2
∫
R3
θj(k)
2‖ (ajΦm)(k) ‖2dk
+α
∫
R3
ωm(k)
−2 ‖ θ(k)G(k) · ( p+√αAˆ ) Φm ‖2 dk
+
α
4
∫
R3
ωm(k)
−2 ‖ θ(k)∇x ·G(k) Φm ‖2 dk. (5.35)
Thus we have
‖ dΓ( θ2 )1/2Φm ‖2 ≤ 2α
∫
R3
ωm(k)
−2 ‖ θ(k)G(k) · (p+√αAˆ) Φm ‖2 dk
+
α
2
∫
R3
ωm(k)
−2 ‖ θ(k)∇x ·G(k) Φm ‖2 dk.
Since by (a) and (b) of Lemma 2.7, Ψ(k, x) and ϕˆ(k)∂x,µΨ(k, x) are bounded, we have
‖ θ(k)G(k) · (p+√αAˆ) Φm ‖2 ≤ const.
∑
µ,j
|ϕˆµj (k)|2θj(k)
ω(k)
,
‖ θ(k)∇x ·G(k) Φm ‖2 ≤ const.
∑
µ,j
|ϕˆµj (k)|2θj(k)
ω(k)
. (5.36)
Thus the lemma follows.
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5.3 Derivative of massive ground states
Lemma 5.5 Suppose Assumption 3.5. Let 1 ≤ p < 2. Then for all n ≥ 0, Φ(n)m ∈
H1(R3+3n) and {‖Φ(n)m ‖W 1,p(Ω)}m is bounded for sufficiently small m > 0 and for any
measurable, bounded set Ω ⊂ R3+3n. Here H1(R3+3n) and W 1,p(Ω) are the Sobolev
spaces.
Proof: For a function f : R3 → C2, we define the shift th and the difference δh by
thf(·) = f(·+ h), δhf = thf − f. (5.37)
We define furthermore bounded operators Th and ∆h on L
2(R3;C2) by
Thψ(·) = ψ(·+ h), ∆hψ = Thψ − ψ, ψ ∈ L2(R3;C2). (5.38)
Also we define
τhaΨ(k) = aΨ(k + h), dhaΨ(k) = aΨ(k + h)− aΨ(k). (5.39)
We see that T ∗h = T−h and ∆
∗
h = ∆−h. Let f be such that δhf ∈ D(ωm) for all h ∈ R3.
By (5.32) with f replaced by δ−hf and by the identity δ−h(ωmf) = δ−hωm · t−hf +
ωmδ−hf , we have
( a(δ−hf) Φm, a(δ−h(ωmf) ) Φm )
≤ ( a(δ−hf)Φm, a(δ−hωm · t−hf) Φm) )
−√α
(
a(δ−hf)Φm, (f, δhG) · (p+
√
αAˆ)Φm
)
+
i
√
α
2
(a(δ−hf)Φm, (f, δh∇x ·G)Φm) ,
(5.40)
where
δhG(k) = G(k + h, x)−G(k, x)
and
δh∇x ·G(k) = (∇x ·G)(k + h, x)− (∇x ·G)(k, x).
Let f = ω
−1/2
m θgi and suppose that δh(f) and f is in D(ωm). Note that
‖ dΓ(∆∗hθ2∆h)1/2Φm ‖2 =
∫
R3
‖ θ(k)2dhaΦm(k) ‖2 dk.
Then in a similar way to the proof of Lemma 5.4, we obtain that
‖ dΓ(∆∗h θ2∆h)1/2Φm ‖2
≤ 2
∑
i
(
a(δ−h(ω−1/2m θgi))Φm, a(δ−hωm · t−h(ω−1/2m θgi)) Φm)
)
+2α
∫
R3
ωm(k)
−2
∥∥∥θ(k)δhG(k) · (p+√αAˆ)Φm∥∥∥2 dk
+
α
2
∫
R3
ωm(k)
−2 ‖θ(k)δh∇x ·G(k) Φm‖2 dk. (5.41)
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The first term of the right hand side of (5.41) is rewritten as
2
∫
R3
ωm(k)
−1thδ−hωm(k) (θ(k)dhaΦm(k), θ(k)τhaΦm(k)) dk. (5.42)
This can be proven in a similar way to that of (5.33). By Schwartz’s inequality and
the inequality of arithmetic and geometric means, (5.42) can be estimated from above
as
|(5.42)| ≤ 1
2
∥∥∥ dΓ (∆∗h θ2∆h )1/2 Φm ∥∥∥2
+2
∫
R3
ωm(k)
−2thδ−hωm(k)2 ‖ θ(k) τhaΦm(k) ‖2 dk. (5.43)
We also see that
‖ δhG(k) · ( p+
√
αAˆ ) Φm ‖2
≤ ‖ δh∇x ·G(k) Φm ‖2 + C0
3∑
µ=1
‖ δhGµ(k) Φm ‖2+1
= ‖ δh∇x ·G(k) Φm ‖2 + C0
3∑
µ=1
(
1
2
‖ | δh∇xGµ(k) |Φm ‖2 + ‖ δhGµ(k) Φm ‖2
)
.
(5.44)
Here C0 is a constant independent of k and sufficiently small m. Therefore by (5.41),
(5.43) and (5.44), we see that
‖ dΓ(∆∗hθ2∆h )1/2Φm ‖2
≤ C1
∫
R3
dk ωm(k)
−2
{ 3∑
µ=1
( ‖ θ(k) δhGµ(k)Φm ‖2 + ‖ θ(k) | δh∇Gµ(k) |Φm ‖2 )
+‖θ(k)δh∇x ·G(k)Φm‖2+‖θ(k)τha(k)Φm‖2|ωm(k + h)− ωm(k)|2
}
. (5.45)
Here C1 is a constant independent of k and sufficiently small m but depends on α.
Since θ is an arbitrary bounded, R2-valued function, (5.45) implies that there exists a
null set N0 ⊂ R3 × R3 so that if (k, h) /∈ N0, it holds that
‖ dhaΦm(k) ‖2 ≤ C1
ωm(k)2
( 3∑
µ=1
( ‖δhGµ(k)Φm ‖2 + ‖ | δh∇xGµ(k) |Φm ‖2 )
+‖ δh∇x ·G(k)Φm‖2+‖τha(k)Φm‖2 |ωm(k + h)− ωm(k)|2
)
.
(5.46)
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Thus there exists a null set N1 ⊂ R3 such that if k /∈ N1, there exists a null set N2(k)
and (5.46) holds whenever h /∈ N2(k). Moreover by Lemma 5.4, we can see that there
exists a null set N3 so that if k + h /∈ N3, it holds that
‖ τhaΦm(k) ‖2 ≤
∑
j,µ
|ϕˆµj (k + h)|2
ωm(k + h)2ω(k + h)
. (5.47)
Therefore we obtain that for k /∈ N1, k + h /∈ N3 and h 6= 0,
‖ |h|−1(aΦm(k + h)− aΦm(k) ‖2
≤ C1
ωm(k)2
( 3∑
µ=1
( ‖ |h|−1δhGµ(k)Φm ‖2 + ‖ | |h|−1δh∇xGµ(k) |Φm ‖2 )
+‖|h|−1δh∇x ·G(k)Φm‖2 +
∑
j,µ
|ϕˆµj (k + h)|2
ωm(k + h)2ω(k + h)
|ω(k + h)− ω(k)|2
|h|2
)
.(5.48)
By (c) of Lemma 2.7, Theorem 5.2 and (5.48), we see that for 0 6= k /∈ N1, there exist
positive constants h0(k) and C independent of k and sufficiently small m so that
‖ |h|−1(aΦm(k + h)− aΦm(k)) ‖2
≤ Cωm(k)−2
∑
ν,j
(
(1 + |k|−3)|ϕˆνj (k)|2 +
∑
λ
|k|−1 | ∂λϕˆνj (k) |2
)
. (5.49)
holds if 0 < |h| < h0(k) and h /∈ N2(k) ∪ (N3 − k). Here N3 − k = {h|h + k ∈ N3}.
Let eµ, µ = 1, 2, 3 be the canonical basis: e1 =
T(1, 0, 0), e2 =
T(0, 1, 0), e3 =
T(0, 0, 1).
By (5.49) and the Alaoglu theorem, for a.e. k, there exists a sequence {hl}∞l=1 so that
hl → 0, l →∞ and |hl|−1 d−|hl|eµa(k) Φm is weakly converges in H. Here the sequence
{hl} depends on k. We set
vµ(k) = w- lim
l→∞
| hl |−1 d−|hl|eµaΦm(k). (5.50)
By (5.49) again, we have
‖vµ(k)‖2 ≤ Cωm(k)−2
∑
ν,j
(
(1 + |k|−3)|ϕˆνj (k)|2 +
∑
λ
|k|−1| ∂λϕˆνj (k) |2
)
. (5.51)
Next, we will show that for n ≥ 1, Φ(n)m ∈ L2(R3+3n;C2) is weakly differentiable and
Dk(i,µ)Φ
(n)
m =
1√
n
v(n−1)µ (ki)(x, k1, . . . , k̂i, . . . , kn). (5.52)
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Here Dk(i,µ) denotes the weak derivative with respect to ki,µ, (i = 1, . . . n, µ = 1, 2, 3)
and k̂i denotes omitting ki. Since Φ
(n)
m (x, k1, . . . , kn) is a symmetric function for vari-
ables k1, . . . , kn, it suffices to consider the derivative in k1,µ. Let u ∈ C∞c (R3+3n;C2).
We have by the definition of a(k), (2.16), (2.17) and the dominated convergence theo-
rem, ∫
R3+3n
(∂k1,µu)(x, k1, . . . , kn) Φ
(n)
m (x, k1, . . . , kn) dxdk1 . . . dkn
=
1√
n
∫
R3
dk1 lim|h|→0
∫
R3+3(n−1)
dxdk2 . . . dkn
| u(x, k1 + |h|eµ, . . . , kn)− u(x, k1, . . . , kn)|
|h| (aΦm(k1))
(n−1)(x, k2, . . . , kn).
(5.53)
The right hand side of (5.53) can be computed as
1√
n
∫
R3
dk1 lim|h|→0
∫
R3+3(n−1)
dxdk2 . . . dkn
u(x, k1, . . . , kn)(|h|−1d−|h|eµaΦm(k1) )(n−1) (x, k2, . . . , kn)
=
1√
n
∫
R3
dk1 lim
l→∞
(u(·, k1, . . .), |hl|−1(d−|hl|eµaΦm(k1))(n−1))L2(R3+3(n−1)). (5.54)
Thus by the definition of vµ, we have∫
R3+3n
(∂k1,µu)(x, k1, . . . , kn) Φ
(n)
m (x, k1, . . . , kn) dxdk1 . . . dkn
=
∫
R3+3n
u(x, k1, . . . , kn)
1√
n
v(n−1)µ (k1)(x, k2, . . . , kn)dxdk1 . . . dkn. (5.55)
By the infrared regularity condition (2.24), we have∫
R3+3n
| vµ(k1)(n−1)(x, k2, . . . , kn) |2 dxdk1 . . . dkn
≤ C
∫
R3
ωm(k1)
−2∑
ν,j
(
(1 + |k1|−3)|ϕˆνj (k1)|2 +
∑
λ
|k1|−1| ∂λϕˆνj (k1) |2
)
dk1
<∞. (5.56)
Let Ω ⊂ R3 be a measurable set such that Ω ⊂ {x| |x| < R} for some R > 0. By
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Assumption 2.3, Schwartz’s inequality and (5.51), we have∫
Ω
| vµ(k1)(n−1)(x, k2, . . . , kn) |p dxdk1 . . . dkn
≤ C ′
∫
R3
dk1
(∫
|x|,|k2|,...,|kn|<R
|vµ(k1)(n−1)(x, k2, . . . , kn)|2dxdk2 . . . dkn
)p/2
≤ C ′
∫
R3
dk1
(
|k1|−2
∑
ν,j
(
(1 + |k1|−3)|ϕˆνj (k1)|2 +
∑
λ
|k1|−1 | ∂λϕˆνj (k1) |2
))p/2
<∞, (5.57)
where C ′ is a constant independent of m. Then we see that
Dk(i,µ)Φ
(n)
m ∈ L2(R3+3n;C2) (5.58)
and
‖Dk(i,µ)Φ(n)m ‖p < C ′′, (5.59)
where C ′′ is a constant independent of sufficiently small m. Next we consider the dis-
tributional derivative of Φ
(n)
m in x. Since Φm ∈ D(|p| ⊗ 1), the distributional derivative
of Φ
(n)
m in x is a function and for n ≥ 0,
‖Dx,µΦ(n)m ‖2L2(R3+3n) ≤ ( (pµ ⊗ 1) Φm, (pµ ⊗ 1) Φm ) ≤ C ′′′ <∞ (5.60)
holds, where C ′′′ is a constant independent of sufficiently smallm. Therefore the lemma
follows from (5.58), (5.59) and (5.60).
5.4 Massless case
Proof of Theorem 3.6: By the Alaoglu theorem, there exists a sequence {m(j)}∞j=1 going
to 0 so that {Φm(j)}∞j=1 converges weakly to some vector Φ in Q(qˆV ). It is enough to
show that {Φm(j)}∞j=1 strongly converges to Φ in H. (See [7, Proof of Theorem 2.1].)
Let ǫ > 0 be an arbitrary number. By Lemma 5.4, we can see that
‖Φm(j) − Φ ‖2 ≤
M∑
n=0
‖Φ(n)m(j) − Φ(n) ‖2 +
4
M
sup
j
‖N1/2 Φm(j) ‖2. (5.61)
Let Bn ⊂ R3n (n = 1, 2, ...,M) be sufficiently large balls centered at the origin with
radius L. Since Φ
(n)
m (x, k1, ..., kn) is symmetric with respect to k1, ..., kn, by Lemma 5.4
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we have
‖Φ(n)m ‖2L2(R3+3n) =
1
n
∫
R3
‖(aΦm)(k)(n)‖2dk
≤
∫
|k|<L
‖Φ(n)m (·, k, ·)‖2L2(R3+3(n−1))dk + Cα
∑
µ,j
∫
|k|≥L
|ϕˆµj (k)|2 θj(k)2
ω(k)ωm(k)2
dk
≤
∫
|k|<L
‖Φ(n)m (·, k, ·)‖2L2(R3+3(n−1))dk +
ǫ
6nM
≤ ‖Φ(n)m ‖2L2(R3×Bn) +
ǫ
6M
. (5.62)
Furthermore by Theorem 5.2, for all R > 0,
‖Φ(n)m(j) − Φ(n)m(k) ‖2 ≤ ‖(Φ(n)m(j) − Φ(n)m(k))χ{|x|<R}‖2 + e−2cR sup
j
‖ec|x|Φm(j)‖2 (5.63)
holds. Pick sufficiently large ball Ω centered at the origin with radius R and let M be
a sufficiently large number. Then by (5.61), (5.62) and (5.63), we have
‖Φm(j) − Φm(k) ‖2
≤
M∑
n=0
‖Φ(n)m(j) − Φ(n)m(k) ‖2L2(Ωn) +
2
M
sup
j
‖N1/2Φm(j) ‖2 + e−2cR sup
j
‖ ec|x|Φ(n)m(j) ‖2
<
M∑
n=0
‖Φ(n)m(j) − Φ(n)m(k) ‖2L2(Ωn) +
ǫ
2
. (5.64)
Since {Φ(n)m(j)}∞j=1 is bounded in W 1,p(Ωn) with 1 ≤ p < 2, we see that Φ(n)m(j) weakly
converges to Φ(n) in W 1,p(Ωn). Thus the Rellich-Kondrachov theorem [18] implies that
Φ
(n)
m(j) strongly converges to Φ
(n). Therefore for sufficiently large numbers j and k, we
have
‖Φm(j) − Φm(k) ‖2 < ǫ. (5.65)
Since by (5.64) and (5.65), {Φm(j)}∞j=1 is a Cauchy sequence inH and {Φm(j)}∞j=1 weakly
converges to Φ in H, we see that
lim
j→∞
‖Φm(j) − Φ ‖ = 0. (5.66)
Thus the theorem follows.
6 Appendix
6.1 Appendix A
Lemmas 4.2, 4.5, 5.1 and Corollary ?? will be proven in this subsection. These proofs
have been applied to standard the Pauli-Fierz Hamiltonian.
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Proof of Lemma 4.2: Let {Φj} ⊂ Q(qˆVm) be a minimizing sequence of qˆVm:
‖Φj ‖ = 1, qˆVm( Φj, Φj )→ EVm as j →∞. (6.1)
Using the Alaoglu theorem, we can suppose that Φj ⇀ Φm weakly in Q(qˆ
V
m) by passing
a subsequence. Put Ψ˜j = Φm − Φj . Then
0 = lim
j→∞
(
qˆVm( Φ
j, Φj )− EVm( Φj, Φj )
)
= lim
j→∞
(
qˆVm(Ψ˜
j, Ψ˜j)−EVm(Ψ˜j , Ψ˜j)
)
+qˆVm( Φm, Φm )−EVm( Φm, Φm ).
This implies that
lim
j→∞
( qˆVm( Ψ˜
j, Ψ˜j )− EVm( Ψ˜j, Ψ˜j ) ) = 0 (6.2)
and
qˆVm( Φm, Φm )−EVm( Φm, Φm ) = 0. (6.3)
Thus it suffices to prove that Φm 6= 0. Suppose that infj ‖Ψ˜j‖ > 0 and put Ψj =
Ψ˜j/‖Ψ˜j‖. Since for all η ∈ H, |(η,Ψj)| ≤ (1/ inf ‖Ψ˜j‖) |(η, Ψ˜j)| → 0, Ψj ⇀ 0 weakly in
H. Therefore by Lemma 4.1 and (6.2), we see that
0 < lim inf
j→∞
(
qˆVm(Ψ
j,Ψj)−EVm
) ≤ limj→∞(qˆVm(Ψ˜j, Ψ˜j)− EVm(Ψ˜j, Ψ˜j))
inf
j
( Ψ˜j, Ψ˜j)
= 0.
This is a contradiction. Thus infj ‖Ψ˜j‖ = 0 and hence ‖Φm‖ = 1 follows.
Proof of Lemma 4.5: It is seen that on S,
( 1H ⊗ P0) )( 1Hp ⊗ UP ) = 1Hp ⊗ Γ( jˆP,1 ). (6.4)
Since operators of both sides of (6.4) are bounded, (6.4) can be extended on H and we
find that
‖ ( 1H ⊗ P0) ) (φR ⊗ UP ) Ψj ‖ = ‖φR ⊗ Γ( jˆP,1 ) Ψj ‖. (6.5)
Let Πn be the projection from F to F≤n = {Ψ ∈ F |Ψ(k) = 0, k ≥ n }. Note that
{(1⊗N1/2)Ψj}j is bounded since {‖Ψj‖+1}∞j=1 is bounded. Then we can see that
‖ (φR ⊗ Γ( jˆP,1 ))Ψj ‖2
= ‖ (φR ⊗ Γ( jˆP,1 ))(1⊗ Πn)Ψj ‖2 + ‖ (φR ⊗ Γ(jˆP,1) ) (1⊗ (1−Πn))Ψj ‖2
≤ ‖ (φR ⊗ Γ( jˆP,1 ))(1⊗Πn)Ψj ‖2 + n−1 sup
j
‖ (1⊗N1/2)Ψj ‖2. (6.6)
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The first term of the right hand side of (6.6) can be written as
‖ (φR ⊗ Γ( jˆP,1)Πn)Ψj ‖2
=
∥∥∥(φR( 1 + p2 )−1/4 ⊗ Γ( jˆP,1 ) (1 + Hˆf,m )−1/4Πn)×
( 1 + (p2 ⊗ 1) )1/4( 1 + (1⊗ Hˆf,m) )1/4( HˆVm −EVm + 1 )−1/2 ×
( HˆVm −EVm + 1 )1/2Ψj
∥∥∥2. (6.7)
Note that since {‖Ψj‖+1}∞j=1 is a bounded sequence and Ψj ⇀ 0 weakly in H, we find
that Ψj ⇀ 0 weakly in Q(qˆVm). Since
φR(1 + p
2)−1/4 ⊗ Γ( jˆP,1 )( 1 + Hˆf,m )−1/4Πn
is compact and
(1 + p2)1/4 ⊗ (1 + Hˆf,m)1/4( HˆVm − EVm + 1 )−1/2
is bounded, we can see that∥∥∥(φR( 1 + p2 )−1/4 ⊗ Γ( jˆP,1 ) (1 + Hˆf,m )−1/4Πn)×
(1 + p2)1/4 ⊗ (1 + Hˆf,m)1/4 )( HˆVm − EVm + 1 )−1/2 ×
( HˆVm − EVm + 1 )1/2Ψj
∥∥∥2 → 0 as j →∞. (6.8)
Therefore letting j →∞ in (6.6), we have
lim
j→∞
‖ (1⊗ Γ( jˆP,1 ))ΨjR ‖2 ≤ n−1 sup
j
‖ (1⊗N1/2)Ψj‖. (6.9)
Letting n→∞, we can see that the lemma follows.
Proof of Lemma 5.1: Note that as m is decreasing, qˆVm is monotonously nonincreas-
ing in the sense of form. Then there exists E∗ so that EVm ↓ E∗ as m ↓ 0 and E∗ ≥ EV0 .
Let Φ ∈ Q(qˆV ) be a normalized vector satisfying
qˆV (Φ,Φ) < EV0 + ǫ. (6.10)
Since
lim
n→∞
qˆV
(
(1⊗ Πn)Φ
‖ (1⊗ Πn)Φ ‖ ,
(1⊗ Πn)Φ
‖ (1⊗ Πn)Φ ‖
)
= qˆV (Φ, Φ),
we can take Φ ∈ Q(qˆV ) ∩D(1⊗N) such that
EVm ≤ qˆVm(Φ,Φ) ≤ qˆV (Φ,Φ) +m(Φ, (1⊗N)Φ) < EV0 + ǫ+m(Φ, (1⊗N)Φ).
Letting m ↓ 0, we have E∗ = EV0 and the lemma follows.
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Proof of Corollarly ??: By binding condition form = 0, there exists ǫ > 0 satisfying
that
EV0 < lim
R→∞
EVR,0 − 2ǫ. (6.11)
By Lemma 5.1 and (6.11), we have for sufficiently small m,
EVm < E
V
0 + ǫ < lim
R→∞
EVR,0 − ǫ ≤ lim
R→∞
EVR,m − ǫ. (6.12)
Thus the corollary follows.
6.2 Appendix B
Proposition 6.1 Suppose that j ∈ C2(R3) and ∇j is bounded. Set jP = j(·/P ) for
P > 1 and jˆP = jP (−i∇). Let m > 0. Then [ωm, jˆP ] is a bounded operator and
‖ [ωm, jˆP ] ‖ < C
P
, (6.13)
where C is a constant depending on m.
Proof: [ωm, jˆP ] can be written as
[ωm, jˆP ] =
1
ωm
[ω2m, jˆP ] +
[
1
ωm
, jˆP
]
ω2m. (6.14)
The first term of (6.14) can be estimated as∥∥∥∥ 1ωm [ω2m, jˆP ]
∥∥∥∥ ≤ const.P
(
1
m
+ 1
)
. (6.15)
Let us consider the second term of (6.14). ω−1m can be written as
1
ωm
=
2
π
∫ ∞
0
1
t2 + ω2m
dt, (6.16)
where the integral is B(L2(R3))-valued Riemannian integral. Then for Ψ,Φ ∈ C∞c (R3),(
Ψ,
[
1
ωm
, jˆP
]
ω2mΦ
)
=
2
π
∫ ∞
0
(
Ψ,
[
1
t2 + ω2m
, jˆP
]
ω2mΦ
)
dt
=
2
π
∫ ∞
0
(
Ψ,
k
t2 + ω2m
· (−i∇jˆP ) ω
2
m
t2 + ω2m
Φ
)
dt
+
2
π
∫ ∞
0
(
Ψ,
1
t2 + ω2m
(−i∇jˆP ) · kω
2
m
t2 + ω2m
Φ
)
dt
=
4
π
∫ ∞
0
(
Ψ,
k
t2 + ω2m
· (−i∇jˆP ) ω
2
m
t2 + ω2m
Φ
)
dt
+
2
π
∫ ∞
0
(
1
t2 + ω2m
Ψ, (∆jˆP )
ω2m
t2 + ω2m
Φ
)
dt. (6.17)
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Here ∇jˆP = (∇jP )(−i∇), ∆jˆP = (∆jP )(−i∇) and k = (k1, k2, k3) is a multiplication
operator. The second term of the right hand side of (6.17) can be estimated as∣∣∣∣ 2π
∫ ∞
0
(
1
t2 + ω2m
Ψ, (∆jˆP )
ω2m
t2 + ω2m
Φ
)
dt
∣∣∣∣ ≤ const.P 2m , (6.18)
and the first term is
4
π
∫ ∞
0
(
Ψ,
k
t2 + ω2m
· (−i∇jˆP )
(
1− t
2
t2 + ω2m
)
Φ
)
dt
=
4
π
∫ ∞
0
((
1− t
2
t2 + ω2m
)
k
t2 + ω2m
Ψ, (−i∇jˆP )Φ
)
dt
+
4
π
∫ ∞
0
(
Ψ,
t2
t2 + ω2m
k
t2 + ω2m
· [(−i∇jˆP ), k2] 1
t2 + ω2m
Φ
)
dt
=
4
π
∫ ∞
0
((
1− t
2
t2 + ω2m
)
k
t2 + ω2m
Ψ, (−i∇jˆP )Φ
)
dt
+
3∑
µ=1
4
π
∫ ∞
0
(
1
t2 + ω2m
kµk
t2 + ω2m
Ψ, (i∂µ∇jˆP ) t
2
t2 + ω2m
Φ
)
dt
+
3∑
µ=1
4
π
∫ ∞
0
(
t2
t2 + ω2m
k
t2 + ω2m
Ψ, (i∂µ∇jˆP ) kµ
t2 + ω2m
Φ
)
dt. (6.19)
The first term can be estimated as∣∣∣∣ 4π
∫ ∞
0
((
1− t
2
t2 + ω2m
)
k
t2 + ω2m
Ψ, (−i∇jˆP )Φ
)
dt
∣∣∣∣
≤ 4
π
∫
R3
∫ ∞
0
∣∣∣∣(1− t2t2 + ω2m
)
k
t2 + ω2m
Ψ(k)
∣∣∣∣ |(−i∇jˆP )Φ(k)|dtdk
≤ 2
∫
R3
|Ψ(k)| |(−i∇jˆP )Φ(k)|dk ≤ const.
P
‖Ψ‖ ‖Φ‖. (6.20)
Other terms can be estimated in a similar way and we obtain that∣∣∣∣(Ψ, [ 1ωm , jˆP
]
ω2mΦ
)∣∣∣∣ ≤ CP ‖Ψ‖ ‖Φ‖. (6.21)
Here C depends on m.
6.3 Appendix C
Lemma 6.2 Let θ = (θ1, θ2) ∈ L∞(R3;C2) and {gi}∞i=1 a complete orthonormal system
of L2(R3;C2). Suppose that gi ∈ D(ω1/2m ). Then∑
i
(
a(ω−1/2m θgi)Φm, a(ω
1/2
m θgi)Φm
)
=
∑
j=1,2
∫
R3
θj(k)
2‖(ajΦm)(k)‖2dk (6.22)
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holds.
Proof: We set that∑
i
(
a(ω−1/2m θ gi) Φm, a(ω
1/2
m θ gi) Φm
)
=
∑
i
∞∑
n=0
∫
dk1 . . . dkn(n+ 1)
∫
ω
−1/2
m (k) θ(k)gi(k)Φm(k, k1, . . . , kn)dk∫
ω1/2m (k
′)θ(k′)gi(k
′)Φm(k
′, k1, . . . , kn)dk
′
=
∑
i
∞∑
n=0
∫
dk1 . . . dkn (n+ 1)(
ω
1/2
m θΦ
(n+1)
m (·, k1, . . . , kn), gi
)(
gi, ω
−1/2
m θΦ
(n+1)
m (·, k1, . . . , kn)
)
.
Note that by Bessel’s inequality, we can see that∣∣∣∣∣
N∑
i=1
(n+ 1)
(
ω
1/2
m θΦ
(n+1)
m (·, k1, . . . , kn), gi
)(
gi, ω
−1/2
m θΦ
(n+1)
m (·, k1, . . . , kn)
)∣∣∣∣∣
≤ 1
2
( ∥∥ (n + 1)1/2ω1/2m θΦ(n+1)m (·, k1, . . . , kn) ∥∥2
+
∥∥ (n+ 1)1/2 ω−1/2m θΦ(n+1)m (·, k1, . . . , kn) ∥∥2 ).
Since Φm ∈ D(dΓ(ωm)1/2), the right hand side above is summable for n, k1 . . . kn.
Thus, by the Lebesgue dominated convergence theorem and Parseval’s equality, we
obtain (6.22).
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