Abstract. In this paper, by using a compactness method, we study the Cauchy problem of the logarithmic Schrödinger equation with harmonic potential. We then address the existence of ground states solutions as minimizers of the action on the Nehari manifold. Finally, we explicitly compute ground states (Gausson-type solution) and we show their orbital stability.
Introduction
Recently, Zloshchastiev [25] introduced a new Bose-Einstein condensate in a harmonic trap as a candidate structure of physical vacuum, this structure is described by a logarithmic nonlinear Schrödinger equation in presence of a harmonic potential. The main motivation of such condensates lies essentially in their important applications in quantum mechanics, nuclear physics, quantum optics. Extensive details of the physical problem related to logarithmic Bose-Einstein condensate, experimental data and previous numerical studies can be found in [7] and the references therein.
The present paper is devoted to the analysis of existence and stability of the ground states for the following nonlinear Schrödinger equation with a harmonic potential (1.1) i∂ t u + ∆u − γ(γ − 1)|x| 2 u + u Log |u| 2 = 0, γ > 1, where u = u(x, t) is a complex-valued function of (x, t) ∈ R N × R, N ≥ 1.
In the absence of the harmonic potential, Eq. (1.1) has proved useful for the modeling of some nonlinear phenomena including geophysical applications of magma transport [21] and nuclear physics [18] . Furthermore, the equation (1.1) has different applications in quantum mechanics, nuclear physics, open quantum systems and Bose-Einstein condensation. We refer the readers to [7, 24, 25] for more information on the related physical backgrounds. The classical logarithmic NLS equation was proposed by Bialynicki-Birula and Mycielski [4] as a model of nonlinear wave mechanics. To the best of our knowledge, existence and stability of the ground states of logarithmic NLS equation (1.1) has been previously studied only for γ = 1. Among such works, let us mention [2, 3, 5, 6, [10] [11] [12] [13] . This type of equations have been of great interest to both the theoretical and applied literature in recent years, see [1, 19] .
Concerning the Schrödinger equation with power-type nonlinearities and harmonic potential, many authors have been studying the problem of existence and stability of standing waves, see for instance [9, 14-16, 22, 23] and the references therein.
The many-dimensional harmonic oscillator −∆ + γ(γ − 1)|x| 2 is a self-adjoint operator on L 2 (R N ) with operator domain u ∈ H 2 (R N ) : |x| 2 u ∈ L 2 (R N ) and quadratic form domain
It is well known that Σ(R N ) is a Hilbert space when is equipped with the norm
and it is continuously embedded in H 1 (R N ) due to the Hardy inequality. The energy functional E associated with problem (1.1) is
Note that E is the generating Hamiltonian of (1.1). In Section 2, we will show that the energy functional E is well-defined and of class
The next proposition gives a result on the global existence of weak solutions for Cauchy problem of (1.1) in the energy space Σ(R N ). The proof is done in Section 3.
the conservation of energy and charge hold, that is
, for all t ∈ R. An issue of great importance both from a physical and mathematical point of view is related to the existence and stability of standing waves of (1.1). A standing waves solution of (1.1) is a solution of the form u(x, t) = e iωt ϕ(x), where ω ∈ R and ϕ ∈ Σ(R N ) is a real valued function which has to solve the following stationary problem
Before stating our results, we introduce some notations to be used throughout the paper. For ω ∈ R and γ > 0, we define the following functionals of class C 1 on Σ(R N ):
Note that (1.3) is equivalent to S ′ ω (ϕ) = 0, and I ω (u) = S ′ ω (u), u is the so-called Nehari functional. One of the main interests from a physical point of view is the ground state solution of (1.3). We recall that a solution ϕ ∈ Σ(R N ) of (1.3) is termed as a ground state if it has some minimal action among all solutions of the stationary problem (1.3). In fact, we consider the minimization problem
and define the set of ground states by
The set u ∈ Σ(R N ) \ {0} , I ω (u) = 0 is usually called the Nehari manifold. In Section 4, we show that the quantity d(ω) is positive for every ω ∈ R. Indeed, for all γ > 1, N ∈ N and ω ∈ R one has that
Now we are ready to present our first main result.
(ii) The set of ground states is given by G ω = e iθ φ ω : θ ∈ R , where
Thus, by definition of G ω , we have that u has minimal action among all solutions of (1.3).
We now discuss the orbital stability of standing waves. The basic symmetry associated to equation (1.1) is the phase-invariance (while the translation invariance does not hold due to the potential); taking this fact into account, the stability and the instability are formulated as follows: Definition 1.4. We say that a standing wave solution u(x, t) = e iωt ϕ(x) of (1.1) is orbitally stable in Σ(R N ) if for any ε > 0 there exist η > 0 such that if u 0 ∈ Σ(R N ) and u 0 − ϕ Σ < η, then the solution u(t) of (1.1) with u(0) = u 0 exist for all t ∈ R and satisfies
Otherwise, the standing wave e iωt ϕ(x) is said to be unstable in Σ(R N ).
Our second main result shows that the ground states are orbitally stable.
The rest of the paper is organized as follows.
In Section 2, we show that the energy functional E is of class C 1 on Σ(R N ). Moreover, we recall several known results, which will be needed later. In Section 3, we give an idea of the proof of Proposition 1.1. In Section 4 we prove, by variational techniques, the existence of a minimizer for d(ω) (Theorem 1.2). The stability result is proved in Section 5.
Notation. The space L 2 (R N , C) will be denoted by L 2 (R N ) and its norm by · L 2 . ·, · is the duality pairing between X ′ and X, where X is a Banach space and X ′ is its dual. Finally, 2 * is defined by 2 * = 2N/(N − 2) if N ≥ 3, and 2 * = +∞ if N = 1, 2. Throughout this paper, the letter C will denote positive constants whose value may change form line to line.
Preliminary lemmas
In this section, we show that the energy functional E is of class C 1 on Σ(R N ). Moreover, we present few technical lemmas.
Proposition 2.1. The energy functional E is of class C 1 and for u ∈ Σ(R N ) the Fréchet derivative of E in u exists and it is given by
Before giving the proof of Proposition 2.1, some preparation is necessary. Define
and as in [10] , we define the functions A, B on [0, ∞) by
Furthermore, let be functions a, b, defined by
for z ∈ C, z = 0.
We remark that b(z) − a(z) = z Log |z| 2 . In addition, it is easy to show that A is a nonnegative convex and increasing function, and
equipped with the Luxemburg norm
Here L 1 loc (R N ) is the space of all locally Lebesgue integrable functions. It is proved in [10, Lemma 2.1] that A is a Young-function which is ∆ 2 -regular and L A (R N ), · L A is a separable reflexive Banach space. We list some properties of L A (R N ). For a proof, we refer to [10, Lemma 2.1].
Remark 2.3. It is not difficult to verify that for all ε > 0, there exist C ε > 0 with
Integrating this inequality on R N with ε = (2 * − 2)/2 and applying Hölder's inequality and Sobolev's Inequalities imply that
Lemma 2.4 (Injections).
Let N ≥ 1. Then the following assertions hold.
. By Hölder's inequality with conjugate exponents 2N/(2N − 1), 2N we see that
, where α = 2N − 1. Since α > N/2, we have that there exists a constant C > 0 depending only on N such that u L 2−1/N (R N ) ≤ C u Σ , which completes the proof of Item (ii). Concerning (iii), it follows form (2.1) that for every N ∈ N, there exist C > 0 depending only on N such that
for any z ∈ C. Notice that 2 < 2 + 1/N < 2 * . Thus from Item (i), Item (ii) and (2.4) we have that if u n → u as n goes to +∞ in Σ(R N ), then A(|u n − u|) → 0 as n goes to +∞ in L 1 (R N ). This implies by (2.3) that u n → u as n goes to +∞ in L A (R N ). This concludes the proof. 
Lemma 2.6. The operator
Finally, from Lemma 2.5(ii), it follows that the operator u → a(u) − b(u) = −u Log |u| 2 is continuous and bounded from Σ(R N ) to Σ ′ (R N ).
Proof of Proposition 2.1. We first show that E is continuous. Notice that
The first and second term in the right-hand side of (2.5) are continuous on Σ(R N ), and it follows from Proposition 2.2(i) and Lemma 2.4(iii) that the third term is continuous on Σ(R N ). Moreover, by (2.4) we see that the fourth term in the right-hand side of (2.5) is continuous on Σ(R). Therefore, E ∈ C(Σ(R N ), R). Now, direct calculations show that, for u, v ∈ Σ(R N ), t ∈ (−1, 1) (see [10, Proposition 2.7]),
Thus, E is Gâteaux differentiable. Then, by Lemma 2.6 we see that E is Fréchet differentiable, and the proposition is proved.
The Cauchy problem
In this section we sketch the proof of the global well-posedness of the Cauchy Problem for (1.1) in the energy space Σ(R N ). A similar technique was applied by Cazenave [11, Theorem 9.3.4] in the case of the logarithmic NLS equation (1.1) with γ = 1. So, we will approximate the logarithmic nonlinearity by a smooth nonlinearity which converge pointwise to u Log|u| 2 , then we construct a sequence of global weak solutions of the regularized Cauchy problem in C(R, Σ(R N ))∩C 1 (R, Σ ′ (R N )) which converges, passing a subsequence if necessary, to the solution of the limiting equation (1.1). Now, applying some properties of the logarithmic nonlinearity we establish uniqueness of the global solution.
Before outlining the main ideas of the proof of Proposition 1.1, we first need to develop some tools. For z ∈ C and m ∈ N, we define the functions a m and b m by
where A and B were defined in (2.2). For any fixed m ∈ N and for every z ∈ C, we define a family of nonlinearities in the form g m (z) = b m (z) − a m (z). In order to construct a solution of (1.1), we solve first, for m ∈ N and γ > 1, the regularized NLS equation
Furthermore, the conservation of energy and charge hold; that is,
where For the proof of Proposition 1.1, we will use the following lemma. 
, such that the following statements hold:
(ii) For any t ∈ R there is a subsequence m j with u m j (x, t) → u(x, t) as j → ∞, for a.e.
Proof. The proof follows a similar argument as in [11, Lemma 9.3 .6], we do not repeat it here.
Proof of Proposition 1.1. Here, for simplicity, we assume that γ(γ − 1) = 1. We construct the solution u by a compactness method (see [11, Theorem 9.3.4] ). Applying Proposition 3.1, we see that exist a unique solution u m ∈ C(R, Σ(R N )) ∩ C 1 (R, Σ ′ (R N )) of the regularized Cauchy problem (3.1) with u(0) = u 0 . It follows from conservation laws (3.2) that the sequence of approximating solutions u m is bounded in the space L ∞ (R, Σ(R N )) (see Step 2 of [11, Theorem 9.3.4]). Moreover, one easily verifies that for every N ∈ N, there exist C > 0 depending only on N such that
Then, by Lemma 2.4, we deduce that
, and from (3.1) we see that the sequence ∂ t u m is bounded in the space L ∞ (R, Σ ′ (R N )). Therefore, we have that {u m } m∈N satisfies the assumptions of Lemma 3.2. Let u be the limit of u m . Now we show that the limiting function u ∈ L ∞ (R, Σ(R N )) is a weak solution of the equation (1.1). It follows from property (i) of Lemma 3.2 that u(0) = u 0 . On the other hand, by (3.1), for any test function ψ ∈ C ∞ 0 (R N ) and φ ∈ C ∞ 0 (R) we have
Furthermore, since g m (z) → z Log |z| 2 pointwise in z ∈ C as m → +∞, we apply the properties (i)-(iii) of Lemma 3.2 to the integral formulation (3.3) and obtain the following integral equation (see proof of Step 3 of [11, Theorem 9.
Therefore, since u ∈ L ∞ (R, Σ(R N )), from Lemma 2.6 and (3.4) we obtain that u t ∈ L ∞ (R, Σ ′ (R N )) and u is a weak solution of the logarithmic equation (1.1). Finally, to prove the uniqueness of the solution, the conservation of charge and energy, and the continuity of the solution u ∈ C(R, Σ(R N )) ∩ C 1 (R, Σ ′ (R N )) one can follow the same ideas as in the proof of the Eq. (1.1) with γ = 1 (see proof of Step 4 of [11, Theorem 9.3.4] ). This finishes the proof.
Variational analysis
The aim of this section is to prove Theorem 1.2. First, we recall the logarithmic Sobolev inequality. For a proof see [20, Theorem 8.14] . 
In addition, there is equality if and only if f is, up to translation, a multiple of e {−π|x| 2 /2α 2 } .
Lemma 4.2 (Ground energy).
Let ω ∈ R and γ > 1. Then, the quantity d(ω) is given by
where φ ω is defined by (1.5).
On the other hand, one can easily verify that
. Now, let u ∈ Σ(R N ) \ {0} be such that I ω (u) = 0. Using the logarithmic Sobolev inequality with α 2 = π/γ and (4.4) we see that
and lemma is proved.
The following lemma is a variant of the Brézis-Lieb lemma from [8] . Proof of Theorem 1.2. Let {u n } ⊆ Σ(R N ) be a minimizing sequence for d(ω), then the sequence {u n } is bounded in Σ(R N ). Indeed, it is clear that the sequence u n 2 L 2 is bounded. Furthermore, using the logarithmic Sobolev inequality (4.1) and recalling that I ω (u n ) = 0, we get
Taking α > 0 sufficiently small enables us to conclude that all minimizing sequences are bounded in Σ(R N ). Thus, there exist ϕ ∈ Σ(R N ) such that, up to a subsequence, u n ⇀ ϕ weakly in Σ(R N ). Hence, is follows by Lemma 2.4(i) that as n goes to +∞, u n → ϕ in L q (R N ) for 2 ≤ q < 2 * . In particular, ϕ 2 L 2 = 2d(ω). Now we prove that I ω (ϕ) = 0. First, assume by contradiction that I ω (ϕ) < 0. By elementary computations, we can see that there is 0 < λ < 1 such that I ω (λϕ) = 0. Then, from the definition of d(ω), we have
, it which is impossible. On the other hand, assume that I ω (ϕ) > 0. Since u n ⇀ ϕ weakly in Σ(R N ) we infer that
as n → ∞. Combining (4.5), (4.6) and Lemma 4.3 leads to
which combined with I ω (ϕ) > 0 give us that I ω (u n − ϕ) < 0 for sufficiently large n. Thus, by applying the same argument as above, we see that
which is a contradiction. We deduce that I ω (ϕ) = 0, which implies, by the definition of d(ω), that ϕ ∈ G ω . Next we prove that u n → ϕ in Σ(R N ). We recall that u n → ϕ in L 2 (R N ). Since the sequence {u n } is bounded in Σ(R N ), from (2.4) we obtain
which combined with I ω (u n ) = I ω (ϕ) = 0 for any n ∈ N, gives
Thus, by (4.7), the weak lower semicontinuity and Fatou lemma, we deduce (see e.g. [17, Lemma 12 
Since u n ⇀ ϕ weakly in Σ(R N ), it follows from (4.8) that u n → ϕ in Σ(R N ). This proves the first part of the statement of Theorem 1.2. Now we claim that |ϕ| ∈ G ω and |ϕ| is necessarily radially symmetric. Indeed, denoting by ϕ * the Schwarz symmetrization of |ϕ|, since A, B ∈ C 1 ([0, +∞)) are increasing functions with A(0) = B(0) = 0, it is follows from Layer cake representation [20, Theorem 1.13] and (2.1) that
Moreover, as it is readily checked,
Thus, since we have that ∇ϕ * 2
, which is a contradiction because ϕ ∈ G ω . This contradiction finishes the proof of claim.
On the other hand, by Lemma 4.2 we infer that e iθ φ ω :
(ω) and I ω (ϕ) = 0. In particular, this implies that ϕ satisfies the equality in (4.1) with α 2 = π/γ. Indeed, suppose that we have the strict inequality in (4.1) with α 2 = π/γ. Since ϕ satisfies I ω (ϕ) = 0, it is easy to show that in this case ϕ 2 L 2 > 2d(ω) (see proof of Lemma 4.2), it which is impossible. Therefore, from Lemma 4.1 we infer that there exist r > 0, y ∈ R N and θ 0 ∈ R such that ϕ(x) = r e iθ 0 e − γ 2 |x−y|
Since |ϕ| is radial and ϕ 2 L 2 = 2d(ω), elementary calculations show that y = 0 and r 2 = e ω+γN . Thus, we have that ϕ(x) = e iθ 0 φ ω (x) and the Theorem 1.2 is proved.
Stability of standing waves
Proof of Theorem 1.5. We argue by contradiction. Suppose that φ ω is not stable in Σ(R N ). Then there exist ε > 0, a sequence (u n,0 ) n∈N in Σ(R N ) such that (5.1) u n,0 − φ ω Σ < 1 n , and a sequence (t n ) n∈N such that (5.2) inf θ∈R u n (t n ) − e iθ φ ω Σ ≥ ε, for any n ∈ N, where u n denotes the solution of the Cauchy problem (1.1) with initial data u n,0 . Set v n (x) = u n (x, t n ). By (5.1) and conservation laws, we obtain
E(v n ) = E(u n (t n )) = E(u n,0 ) → E(φ ω ), (5.4) In particular, it follows from (5.3) and (5.4),
Thus, by combining (5.3) and (5.5) lead us to I ω (v n ) → 0 as n goes to +∞. Next, define the sequence f n (x) = ρ n v n (x) with
where exp(x) represent the exponential function. It is clear that ρ n → 1 as n goes to +∞, and I ω (f n ) = 0 for any n ∈ N. Furthermore, since the sequence {v n } is bounded in Σ(R N ), we get v n − f n Σ → 0. Then, by (5.5), we have that {f n } is a minimizing sequence for d(ω). Thus, by Theorem 1.2, up to a subsequence, there exists θ 0 ∈ R such that (5.6) f n − e iθ 0 φ ω Σ → 0, as n → +∞.
Therefore, by using the triangular inequality, (5.6) and remembering that v n = u n (t n ), we get u n (t n ) − e iθ 0 φ ω Σ → 0 as n → +∞, which is a contradiction with (5.2). This finishes the proof.
