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Abstract 
In this paper, we introduce a nonlinear diffusion method for image denoising using robust M-estimators. In the 
proposed diffusion model, the diffusivity function is replaced by robust M-estimators weight function and the 
modulus of gradient in a diffusivity function is substituted by the average of local gradient in a 3x3 window. The 
proposed method is tested on a number of benchmarks and compared to Weickert‘s diffusivity function. The method 
reports on high visual quality and high PSNR measures compared to Weickert‘s diffusivity. 
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1. Introduction  
The need for efficient image restoration methods has grown with the massive production of digital 
images and acquisition systems of all kinds. Among de-nosing methods the non-linear diffusion 
represents a simple yet efficient approach. The basic idea behind nonlinear diffusion filtering is to obtain 
a family u(x, t) of filtered versions of the signal f(x) as a solution of a suitable diffusion process 
                                                             ut = (g(|ux|) ux)x                                                                               (1) 
with f (.) as an initial condition: 
                                                             u(x, 0) = f(x)                                                        (2) 
Here subscripts denote partial derivatives, and the diffusion time t is a simplification parameter with 
larger values corresponding to stronger filtering. The diffusivity g(|ux|) is a nonnegative function that 
controls the amount of diffusion. Usually it is decreasing in |ux|. This ensures that strong edges are less 
blurred by the diffusion filter than the noise and low-contrast details. Depending on the choice of the 
diffusivity function, equation (1) covers a variety of filters. Some of the nonlinear anisotropic diffusion 
techniques are Perona–Malik filter [1], Weickert filter [2,3], Vogel-Omans‘s [4] and Rudin-Osher-
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Fatemi‘s [5] total variation diffusion. Bao and Krim [6] addressed the problem of texture loss in diffusion 
scale-spaces by incorporating ideas from wavelet analysis and showed that using wavelet frames with 
wavelets of higher order than Haar leads to a good preservation of texture while removing noise and 
making the image more open to other processing. Malgouyres [7, 8] proposed a hybrid method that uses 
both wavelet packets and TV technique. Experiments showed that it can restore textured regions without 
introducing visible ringing artifacts. In [9] Chen developed three denoising schemes by combining PDE 
with wavelet. In the first proposed model, a diffusion function was introduced in the regularization term 
of the ROF model, and the modulus of gradient was substituted by the modulus of wavelet transform, the 
model could preserve edges better and had strong ability of resisting noise. But the major disadvantage of 
this model is its computational complexity. The other two models are improvements of the first one based 
on the characteristics of noise in the wavelet domain and the multi- resolution analysis of wavelet 
transform, respectively. The second model overcomes the disadvantage of computational complexity in 
the first model. Shih and Liao [10] addressed a single step of nonlinear diffusion that can be considered 
equivalent to a single shrinkage iteration of coefficients of Mallat‘s dyadic wavelet transform (MDWT). 
An iterated two-band filtering method solves the selective image smoothing problem and uses dyadic 
wavelet-based approximation to separate the high frequency coefficients from the low frequency ones in 
the decomposition process. A diffusivity function is used to retain useful data and suppress noise in the 
regularization process. A smoother version of the signal is computed by reconstructing the decomposed 
low frequency component and the regularized high frequency components. Mrazek [11] explained the 
connections between discrete one-dimensional schemes for nonlinear diffusion and shift-invariant Haar 
wavelet shrinkage and derived new wavelet shrinkage functions from existing diffusivity functions. In 
[12] a nonlinear multiscale wavelet diffusion method for the ultrasound speckle suppression and edge 
enhancement is presented. The edges are detected using normalized wavelet modulus and speckle is 
suppressed by employing the iterative multiscale diffusion of wavelet coefficients. The automatic 
identification of homogenous regions is implemented using two-stage classification. Although the method 
could reduce the speckle and preserve edges, the low-contrast edges are blurred significantly. 
In this paper, we use robust M-estimators weight functions as a diffusivity function in non-linear 
diffusion and compare the performance to that of Weickert‘s diffusivity. Section 2 provides a theoretical 
background and introduces the method. Section 3 shows the experimental results and the last part 
concludes the paper. 
 
2. Diffusion using Robust M-Estimators 
Robust statistical methods [13, 14] provide tools for statistics problems in which underlying 
assumptions are inexact. Applications of robust methods in vision are seen in image restoration, 
smoothing and clustering/ segmentation [15-18], surface and shape fitting [19, 20], registration [21] and 
pose estimation [22], where outliers are an issue. 
       There are several types of robust estimators. Among them are the M-estimator (maximum likelihood 
estimator), L-estimator (linear combinations of order statistics), R-estimator (estimator based on rank 
transformation) [13], RM estimator (repeated median) [23] and LMS estimator (estimator using the least 
median of squares) [24]. We are concerned only with the M-estimator weight functions. Table 1 lists 
some robust functions. They are closely related to the adaptive interaction function. Where ρ(x) is the 
objective function, ψ(x) is the influence function, w(x) is the weight function and c is the tuning constant. 
Fig. 1 illustrates the bounded diffusivity functions for the above M-estimator weight functions. From the 
stability graphs it can be observed that robust M-estimators weight functions are nonnegative function 
similar to that of diffusivity function which controls the amount of diffusion. 
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       Fig.2. shows the Structure of the discrete computational Scheme for simulating the diffusion equation 
used in the diffusion model. A discrete form of the nonlinear diffusion filter used is 
 
 
 
Table 1.  Robust functions  
 
Type ρ(x) ψ(x) w(x) g(x) 
[25] 
 
 1 1 
[25]   
  
[25] 
    
[25] 
 
   
Fair [26] 
    
Huber[14] 
 
 
 
  
Cauchy [27] 
 
   
Welsch [28] 
    
Tukey [13] 
 
 
 
 
 
  
 
Beaton and 
Tukey[29] 
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Insha‘s[ 31] 
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where  controls the rate of diffusion and ‗g‘ is the diffusivity function. The letter N, S, E, W, NE, SE, 
SW and NW (north, south, east, west, northeast, southeast, southwest and northwest) describe the 
direction of the local gradient. The local gradient is calculated using nearest-neighbor differences 
;          
;            
;      
;                     (4) 
In the above robust M-estimators weight functions we replace x with  and c with diffusivity 
constant . 
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Fig. 1. Graphs of different robust M-Estimators 
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Fig. 2. Structure of the discrete computational Scheme for simulating the diffusion equation. 
3. Experimental Results 
To study the performance of diffusion functions using M-estimators we choose Gaussian white noise 
with standard deviation σ = 10, 20, 30, 40. The evaluation is performed based on PSNR according to 
Eq.5, where MSE- is a mean square error: 
                                                         PSNR =                                                   (5) 
For comparison we select Weickert‘s and the results obtained for Fair‘s weight function. In Fig.3 we 
show ―Lena‖ image and results of diffusion in a certain area using Fair weight function with  =10 for 
additive Gaussian noise with standard deviation σ = 20. We notice that the Weickert‘s diffusivity produce 
artifacts and blur edges in a greater extent but the proposed approach preserves edges of both texture 
regions and extended objects. In Fig.4 we see that the Cameraman‘s face and camera‘s small details are 
vivid after diffusion by the proposed technique using Fair‘s weight function, and the background is 
smoother. From the results it can be observed that new method using Fair‘s weight function performs 
better in terms of both subjective quality and objective measures compared to Weickert‘s diffusivity. 
Fig.5 show PSNR for different noise levels (Gaussian, σ = 10, 20, 30, 40) for six test images for Fair‘s 
weight function with proposed method and Weickert‘s diffusivity with  =10. From the results it can be 
observed that Fair‘s weight function performs better in terms of both subjective quality and objective 
measures compared to Weickert‘s diffusivity. 
 
 
   
                                           (a)                    (b) 
  
                                      (c)                                 (d)  
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Fig.3. a) Part of the original ―Lena‖ image; b) Image with noise (PSNR = 22.10 dB);  
c) Weickert‘s diffusivity (PSNR = 27.69 dB); d) Fair‘s Weight Function (PSNR = 30.37dB) 
 
 
                              (a)                                              (b) 
 
                                                   (c)                                                             (d) 
 
Fig.4.a) Part of the original ―Cameraman‖ image; b) Image with noise (PSNR = 22.12 dB) 
c) Weickert‘s Diffusivity (PSNR = 26.51 dB); d) Fair‘s Weight Function (PSNR = 30.83dB) 
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Fig.5. PSNR for denoising of Gaussian white noise (σ= 10, 20, 30, 40) 
 
4. Conclusion 
In this paper, we presented a new image denoising method based on robust M-estimators, which 
incorporates a robust M-estimators weight functions as a diffusivity function and average filter into the 
diffusion step. This hybrid filter apparently achieves much better noise suppression compared to 
Weickert‘s diffusivity function in less number of iterations. Based on the evaluation results, the new 
method shows a higher on PSNR and perceptual quality compared to those of reference method. 
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