Robust controlled synchronization is investigated for networks with uncertainties in both their node dynamics and their connections. We consider two situations: In the first case, the effect of uncertainties is assume to vanish as synchronization is achieve. On the second, the disturbances are assume non-vanishing but bounded. To achieve robust synchronization on these situations, local feedback controllers are design, which are smooth in the first case, and discontinuous in the latter. Synchronization criteria are establish for these situations, and some new observations on the design of synchronizing controllers are presented. Numerical simulations are use to illustrate our results.
Introduction 1
In recent years synchronization of dynamical networks has become a very 
18
Although dynamical networks may become synchronized spontaneously, 19 in most cases is necessary to take actions to force the network into a synchro-20 nized state. This situation is referred to as controlled synchronization. In
21
[14], an adaptive robust controller was proposed to achieve synchronization 22 on uncertain networks that preserve their diffusive structure under pertur- works is reconsidered describing local and global synchronization designs.
28
Linear feedback controllers to achieve robust synchronization on uncertain 29 networks with uniform and nonuniform inner coupling matrices are proposed 30 in [17] . The effect of coupling delays on the synchronization of uncertain 31 networks is considered in [18] . Following a linearized analysis under vanish-32 ing perturbations in [19] and [20] The state space description of a network with uncertain couplings, where 57 each node is a dynamical system with uncertain parameters and a local con-58 troller, is given by:
where x i ∈ R n are the state variables of the ith node;
R n×N is a row vector form by the state variables of all the nodes in the 61 network; and u i ∈ R n is a local feedback controller to be designed.
62
The parameters of each dynamical node are assume to beρ i = ρ + ∆ρ i ∈ The nominal controlled dynamical network
is said to asymptotically achieve synchronization, if the state solutions of 86 every node in the network evolve at unison, in the sense that
where s ∈ R n is the synchronized solution.
88
The existence of a synchronized solution for (2) depends on the properties solution with a dynamical evolution given by
where f (·) describes the dynamics of an isolated nominal node.
94
From (2) and (4) the synchronization error (ε i = x i − s) for the nominal 95 network evolves according to:
Then, the synchronization of the nominal dynamical network (2) becomes 97 a control problem, where the objective is to design local controllers such that
98
(5) be asymptotically stable about its zero equilibrium point.
99
We assume that the perturbations affecting the uncertain dynamical net- x j , which evolves according to:
For the uncertain network (1) the dynamics of average trajectory becomes
which for a diffusive nominal coupling function and vanishing perturbations 107 when x i = x j ∀i, j, becomes (4). Then, we can write:
where From (1) and (6) the dynamical evolution of the synchronization error 121 (e i = x i −s) is found to be:
Then, the synchronization of the uncertain network (1) becomes a control 123 problem, where the objective is to design local controllers u i , such that the 124 error dynamics (9) be robustly stable about the zero equilibrium point. 
Robust Synchronization Design

126
We start our design assuming that the nominal coupling functions, g i (X),
127
are diffusive linear combinations of the network state variables, such that:
where the inner coupling matrix, Γ ∈ R n×n , is a 0-1 matrix describing 129 the manner in which the state variables are coupled when two nodes are 130 connected. The network topology is described by the connectivity matrix,
131
A = {a ij } ∈ R N ×N , which is a matrix constructed as follows: if there is a con-132 nection between the ith and jth nodes (j = i), the entries a ij = a ji = 1; oth-133 erwise a ij = a ji = 0, with the diagonal entries given by a ii = − N j=1,j =i a ij .
134
The variable c ∈ R is the coupling strength between the nodes, which is 135 taken to be uniform for the entire network.
136
If the network is connected such that there are no isolated clusters, the 137 eigenvalues of A are real, nonpositive, and can be ordered as follows [2]:
Further, the connectivity matrix can be rewritten as
the eigenvectors of A.
141
Notice that with A constructed as described above, the nominal coupling 142 functions vanish when synchronization is achieved, i.e., g i (X) = 0, when
144
It follows that the synchronization error dynamics in (9) become
147
In what follows, the local controllers u i in (12) are designed such that 148 synchronization, in the sense of (2), is robustly achieved for two distinct 149 situation: In the first case, the perturbations due to uncertainties in the 150 network are assume to be bounded in terms of the synchronization error,
151
as such, they vanish as the network synchronizes. In the second case, we 152 consider these perturbations to be bounded but not vanishing. 
Under Vanishing Perturbations
154
In this subsection we assume that the uncertain parts of the dynamical 155 network (1) satisfy the following bounds:
e m ω im , and (13)
for i = 1, ..., N, where α i ≥ 0 ∈ R and β ip ≥ 0 ∈ R are nonnegative 157 constants.
158
In this case we have the following result:
Theorem 1: Suppose that (13) and (14) hold. If the local controllers u i 161 are constructed as
with the controller gain k > 0, satisfying the bound where η = [η 1 , ..., η N ] ∈ R n×N , with η i = e ω i ∈ R n ; or equivalently,
The stability of the error dynamics (12) around its zero equilibrium point (17) is given by
The first term on the righthand side of (18) is bounded as:
where −γI n ≥ c (λ j − k) Γ for every j, with γ > 0. Since the eigenvalues of
177
A are all nonpositive the bounds on γ are −c(|λ j | + k)Γ with λ j = 0. Letting 178 δ = min{|λ j |} λ j =0 the bound becomes γ ≤ c (δ + k). From (14) we have the 179 second term in the righthand side of (18) bounded as:
with α = max{α i }. From (15), it follows that the third term in the righthand side of (18) is bounded as:
with β = N max{β ji }. Then,V can be rewritten as a quadratic function of
where Q is a N × N matrix whose elements are given by 
In a similar way, the following result is obtained directly from the previ-189 ous theorem. 
Under Non-Vanishing Perturbations
201
In the case where the perturbations in the network do not vanish at the 202 synchronized state, the bounds on the uncertain parts of the network can 203 not be expressed in terms of the synchronization error as in (14) and (15). 
207
To robustly achieve synchronization under these non-vanishing perturba- 
where e = [e 1 , ..., e N ] ∈ R n×N , the matrix Ω ∈ R N ×N is such that the con- 
where γ > 0, a = max{a i }, and b = max{b i }. Then, the uncertain dynamical 221 network (1), robustly synchronizes to the solutions described in (6).
222
Proof. In terms of the vector variables described above, the error dy-223 namics in (12) under control (23) can be rewritten as:ė =f (X, ρ) +ḡ(X) + 224 cΓe(A − K) − µ sgn(η)Ω −1 . In the transform coordinates η = eΩ, the er-
equivalently:
The time derivative of the Lyapunov candidate function,
along the trajectories of (26) is found to be given by [23] :
with the nominal parameters p 1 = 35, p 2 = 3, and p 3 = 28. Using (27) as 237 nominal nodes, the uncertain dynamical network (1) becomes: 
The uncertain coupling functions areg i (X) = (1 + ∆0. Case 2 Non-Vanishing perturbations: Next, we consider that each node 255 is a chaotic Chua circuit: 
for i = 1, ..., N. The uncertain component of each node are given by
where the uncertain parameters areq i = (1 + ∆0.1)q i (i = 1, 2) andd j = 0.2
261
(j = 1, 2, 3) are constant value perturbations affecting the uncertain nodes.
262
The uncertain coupling functions are given by 
