Algorithms for nding similar, or highly conserved, regions in a group of sequences are at the core of many molecular biology problems. Assume that we are given n DNA sequences s 1 ; : : : ; s n . The Consensus Patterns problem, which has been widely studied in bioinformatics research 22, 10, 7, 21, 2, 3, 9, 18, 19, 27] , in its simplest form, asks for a region of length L in each s i , and a median string s of length L so that the total Hamming distance from s to these regions is minimized. We show that the problem is NP-hard and give a polynomial time approximation scheme (PTAS) for it. We then present an e cient approximation algorithm for the consensus pattern problem under the original relative entropy measure of 22, 10, 7, 21]. As an interesting application of our analysis, we further obtain a PTAS for a restricted (but still NP-hard) version of the important consensus alignment problem 6] allowing at most constant number of gaps, each of arbitrary length, in each sequence.
Introduction
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x Fully supported by HK RGC Grants 9040444. Address: Department of Computer Science, City University of Hong Kong, Kowloon, Hong Kong. E-mail: lwang@cs.cityu.edu.hk are natural and fundamental problems in both molecular biology and computer science, and require sophisticated ideas in designing and analyzing their algorithms. In this paper, we study the so-called Consensus Patterns problem. This problem has been widely studied, and heuristic algorithms for this problem have been implemented, in bioinformatics research 22, 10, 7, 21, 2, 3, 9, 18, 19, 27] . We will show that the problem most likely does not have e cient solutions by showing that it is NP-complete. We will then present e cient approximation algorithms under various measures. We will also generalize these ideas to study the well-known consensus multiple alignment problem and obtain a PTAS for a restricted version of the consensus multiple alignment problem. Let We now de ne the problems that will be studied in this paper:
Consensus Patterns: Given a set S = fs 1 ; s 2 ; : : : ; s n g of sequences each of length m, and an integer L, nd a median string s of length L and a substring t i (consensus patterns) of length L from each s i , minimizing P n i=1 d H (s; t i ). We call this the H-cost. Another motivation for studying Consensus Patterns is that it is applicable to a restricted case of Consensus Alignment. Consensus Alignment is one of the most important problems in computational biology 6]. The problem is to nd a median sequence minimizing the total edit distance between each given sequence and the median sequence. A multiple sequence alignment can be constructed based on the pairwise alignments between the given sequences and the median sequence. The best known approximation algorithm for consensus multiple alignment has performance ratio 2 ?o(1) 6]. A closely related problem, SP-alignment, has also been extensively studied recently. With much e ort, the best known performance ratio for SP-alignment has been improved from 2? 2 k to 2? l k for any constant l, where k is the number of the sequences 5, 16, 1]. The 2?o(1) barrier appears to be formidable. In a companion paper 12], we will study similar problem where the median string is required to be \close" to all sequences. The paper is organized as follows. In Section 2, we show that Consensus Patterns is NP-hard. The problem resembles Consensus Alignment and thus a better than 2 ? o(1) ratio seems to be hard to achieve. Interestingly, in Section 3 we are able to design a PTAS for Consensus Patterns. And in Section 4, we give a PTAS for the Max Consensus Patterns problem. In Section 5, we present an e cient approximation algorithm for General Consensus Patterns. In Section 6, the ideas are then applied to a restricted version of Consensus Alignment, restricting the number of gaps in the pairwise alignment between any given sequence and the median sequence to be at most a constant. We call it Consensus c-Alignment. The problem is still very interesting since constant number of gaps may very well be good enough for some practical problems. We show that the Consensus c-Alignment problem remains to be NP-hard and give a PTAS for it.
2 Consensus Patterns Problems is NP-hard Here b i and c i at the beginning of every string in both X 1 and X 2 ensure that the strings in both X 1 and X 2 are distinct. Note that, each s i in X 0 is of length 20n + 11, each string in X 1 is of length 20n + 1 + dlog n 2 e, and each string in X 2 is of length 20n + 13. To match the de nition of the consensus patterns problem, one can add some #'s at the left end of the strings in X 0 X 2 so that every string in X 0 X 1 X 2 is of length 20n + 1 + dlog n 2 e. Proof. This is due to the following reasons. where Y i is a string containing 4 letters, each of which is either 0 or 1. First, we show that the median string cannot contain any 0=1 bits at the left end corresponding to the 0=1 bits from b i 's. Otherwise, at most half of the letters for the strings in X 1 will be matched at those bits. However, if the median does not contain any 0=1 bits at the left end corresponding to the 0=1 bits from b i 's, (move to the right) then at least half of the jX 1 j letters will be matched at those corresponding bits. Though one may think that keeping some 0=1 bits at the left end of the median string corresponding to the 0=1 bits from b i 's may bene t some strings in X 0 and X 2 , from the construction, the total number of 0's and 1's in the strings in X 0 X 2 is O(n). Thus, the total number of extra matches is at most O(n dlog n 2 e) if we keep dlog n 2 e 0=1 bits at the left end of the median string. However,if we keep some 0=1 bits at the left end of the median string, then the median string must contain less #'s than the speci ed form in Claim 2, since each D contains 6 #'s, there is a segment 5 Moreover, if part of the segment 5 is in the median string, without changing the cost we can delete them and add more #'s at the right end of the median string.
2. The 4n strings in X 2 further force Y i to be either 1 4 Observation 3 tells us that the choice of x i (0 4 or 1 4 ) in the median string is irrelevant to the cost contributed by strings in X 1 X 2 . We use c(X 1 X 2 ) to denote the total cost contributed by the strings in X 1 X 2 . However, the choice of x i is crucial to the cost contributed by the strings in X 0 .
Suppose that there is a partition (V 0 ; V 1 ) of V , which cuts c edges. The median sequence 
Conversely, given an optimal solution for the instance of the consensus patterns problem with cost c(X 1 X 2 ) + P n i=1 m i ? 2c, we can modify the solution to satisfy Claim 2. Then, one can easily construct a partition of G that cuts c edges by looking at the 0-1 assignment to x i 's in the median string, i.e., if x i is 0 4 , then v i 2 V 0 and if x i is 1 4 , then v i 2 V 1 .
A PTAS for Consensus Patterns
We have shown that the Consensus Patterns problem is NP-hard. In this section, we present a polynomial time approximation scheme (PTAS) for the Consensus Patterns problem. This is the best one can hope for, assuming NP 6 = P. Like many other approximation problems, while our algorithm is a simple greedy strategy, the analysis is quite interesting and intricate. The key idea is this: there are always a few \important" substrings, their consensus holds most of the \secrets" of the true optimal median string. If we simply do exhaustive search to nd these few substrings, then the trivial optimal solution for these few substrings will do very well to approximate the real optimal solution.
To give our algorithm, we need the following de nitions. Let t 1 , t 2 , : : :, t k be k strings of length L. Overlaying them as a k by L matrix, we consider the letters column by column. The majority letter for the k letters in a column is the letter which appears the most. A column-wise majority string for t 1 ; t 2 ; : : : ; t k is the string of L majority letters, one for each column.
Now we give our algorithm in Figure 2 . We will show that the algorithm is a PTAS for Consensus Patterns. Since we try all possible r substrings in step 1 of the algorithm, at some point, we will have u j = t i 0 j (j = 1; 2; : : : ; r) and therefore u = s i 0 (6) From (5) and (6), to prove (3), it is su cient to prove that for any 1 j L, E n ? h j (s i 1 ;i 2 ;:::;ir j])]
(n ? h j (s j])) :
Substracting n ? h j (s j]) from both sides of (7), (7) 
Proof. Let m(a) be the number of j such that 1 j r and a i j = a. Let p a = h(a) n .
Then for each j, the probability of a i j = a is p a . We prove the lemma in two cases:
Case (12) Intuitively, for any letter a in 1 , the di erence between h(a) and h(a ) is small so we can still be satis ed when a r = a. While for any letter a in 2 , because h(a) is much smaller than h(a ), the probability of a r = a is very small. So, this contributes very little to the left hand side of (9) . We prove this formally as follows: Case 2. h(a ) > 5n 6 :
In this case, since letter a dominates a 1 ; a 2 ; : : : ; a n , it is very unlikely that m(a ) < r 2 .
So, the probability of a r 6 = a is very small. Therefore, the left hand side of (9) is also very small. We prove this formally as follows.
For the purpose of estimation, we examine r ? m(a ). r ? m(a ) can be considered as a sum of r independent 0-1 variables, each takes 1 with probability 1 ? p a . By Cherno 's bound ( 15] 
where the last Inequality is from (15)(16) and the de nition of x.
So, in both cases, the lemma holds. >From Lemma 5, Inequality (8) and (7) are true. Therefore, Inequality (3) is true and this proves the theorem.
By using a less intuitive combinatorial method, we can prove the following Lemma which is slightly stronger than Lemma 5:
Lemma 6 Let h( ), a , a r and r be de ned in Lemma We will use this better ratio in the rest of this paper, while the proof of Lemma 6 is put in Appendix A.
A PTAS for Max Consensus Patterns
Max Consensus Patterns is the complement of Consensus Patterns. It is easy to see that M-cost is at least nL=A and at most nL, where A is the alphabet size. Thus, we can easily prove that the algorithm consensusPattern also gives a PTAS for Max Consensus Patterns. Theorem 8 does not hold for r = 1; 2. However, the following theorem shows that algorithm consensusPattern has good performance ratio even when r = 1. The proof of the theorem is put in Appendix B.
Theorem 9 When r = 1, algorithm consensusPattern has performance ratio 
Approximating General Consensus Patterns
In the algorithm for General Consensus Pattern, again we pick r substrings from the given n strings s 1 ; s 2 ; : : : ; s n and use these r substrings to pro le an optimal solution. Then we search for a substring t 0 i conforming the pro le the most from each s i . We then prove that starting from at least one group of r substrings, the obtained t 0 1 ; t 0 2 ; : : : ; t 0 n are a good sub-optimal solution.
Next we brie y introduce the method we use to pro le the optimal solution. Suppose t 1 ; t 2 ; : : : ; t n are the substrings in an optimal solution, and f j (a) is the frequency of letter a in t 1 j]; t 2 j]; : : : ; t n j]. Let u 1 ; u 2 ; : : : ; u r be randomly chosen from t 1 ; t 2 ; : : : ; t n . We overlay them and denote the frequency of letter a in u 1 j]; u 2 j]; : : : ; u r j] by f j a]. We can expect that at least one group of u 1 ; u 2 ; : : : ; u r is such that f j (a) approximates f j (a) well for 1 j L and a 2 . However, we still have two barriers to use f j (a) as a pro le. First, log f j (a) does not approximate log f j (a) well when f j (a) is near zero. Secondly, we do not know t 1 ; t 2 ; : : : ; t n from which u 1 ; u 2 ; : : : ; u r are chosen. The rst barrier can be solved by using a modi ed function f j (a) = maxff j (a); log r r 1=3 g instead of f j (a). The second one can be solved by trying every r length-L substrings u 1 ; u 2 ; : : : ; u r of s 1 ; s 2 ; : : : ; s n .
The detailed algorithm is given in Figure 5 . The performance gurantee of the algorithm is proved in Theorem 10. Proof. Let f j (a) be the frequency of letter a in t 1 j]; t 2 j]; : : : ; t n j], where t 1 ; t 2 ; : : : ; t n are the substrings in an optimal solution. Let u 1 ; u 2 ; : : : ; u r and f j (a) be de ned in the algorithm. We rst prove the following lemma, which suggests us to pro le the optimal solution with f j (a).
Algorithm generalPatterns
Lemma 11 There are r integers 1 i 1 ; i 2 ; : : : ; i r n, such that when u j = t i j in Algo-
Proof. Let (20) Meanwhile, f j (a)'s are also random variables. To prove the lemma, it is su cient to 
Combining (25) and (23), we know that
That is, (22) holds. Therefore, there is at least one group of 1 i 1 ; i 2 ; : : : ; i r n satisfying (19) . The lemma is proved.
Let i 1 ; i 2 ; : : : ; i r be the integers satisfying Lemma 11. Let u j = t i j and t 0 1 ; t 0 2 ; : : : ; t 0 n be in Step 1(b) of the algorithm. Let f 0 j (a) be the frequency of letter a in j-th column of t 0 1 ; t 0 2 ; : : : ; t 0 n . Then the I-cost of t 0 1 ; t 0 2 ; : : : ; t 0 n is 1 
Claim 13
For the same reason, we have
>From the choice of t 0 i in the algorithm,
Thus, the claim is proved. Proof.
Suppose t 1 ; t 2 ; : : : ; t n are the consensus patterns that maximizing the score P L j=1 P a2 h j (a) log h j (a). Note that the proof of Theorem 10 does not need to assume that p(a) is the frequency of letter a in all the strings, except that P a2 p(a) = 1. So, by Theorem 10, we know that the algorithm outputs consensus patterns t 0 i 's such that As an application of our algorithm consensusPattern (and its analysis), Figure 6 describes an algorithm which outputs a median sequence s with total cost less than 1 + times the minimum cost of the consensus c-alignment. Let = x n , and multipling nx to both sides of the above inequality, the claim is proved.
Formula (40), thus the theorem, follows from Claim 19 and Formula (42).
