We present an extension to existing techniques to provide for more accurate resolution of specular to diffuse transfer within a global illumination framework. In particular this new model is adaptive with a view to capturing high frequency phenomena such as caustic curves in sharp detail and yet allowing for low frequency detail without compromising noise levels and aliasing artefacts.
Introduction
Ultimately, to produce realistic renderings of a scene, we wish to determine the radiance at every point in the scene visible to the viewer. The radiance at any point in the scene may be expressed using a recursive integral: 
L x ( , , , )
θ φ λ is the radiance (energy per unit time per unit projected area per unit solid angle per wavelength) leaving point x in direction ( , ) θ φ and is defined in terms of the radiance emitted by the surface in that direction, L x e ( , , , ) θ φ λ and the radiance impinging on point x from all other directions ( , ) ′ ′ θ φ scaled by the bi-directional reflectance distribution function (BRDF) which is a function of the incoming and outgoing angles and the wavelength. Existing algorithms, ray tracing and radiosity solve for many of the modes of light transport but not all. The most notable omission is that of specular to diffuse light transport, or light that reaches a surface through one or more specular interactions (either reflection or refraction).
Classic ray-tracing simulates only the LDS*E | LS*E paths (using Heckbert's notation [Heckbert90] ) whereas the radiosity technique simulates LD*E (although extensions to the radiosity techniques to include specular transfer [Immel86] [Wallace87] have extended this path classification). The technique presented here implements a 2-pass method first proposed by Arvo [Arvo86] and later augmented by Heckbert [Heckbert90] to model the LS + DE transport as a first pass, tracing rays from the light sources as they interact with specular surfaces and depositing power on these surfaces if they exhibit diffuse characteristics and terminating at a purely diffuse surface (or when the power falls below and pre-defined threshold). A subsequent eye-pass backwards traces paths of the form DS*E and extracts the power deposited by the first pass onto the diffuse surfaces.
Tracing LS*D paths
The task of tracing these paths is a 3-fold operation:
1. Trace rays from the light sources, assigning a fraction of the total light source power Φ s to each ray. 2. Record the rays collisions with diffuse surfaces by depositing this power, Φ r , on the surface. 3. Reconstruct the power distribution during the eye-pass by modulating the radiance from the surface according to the power stored on the surface.
We will now discuss the details of each of these phases and their implementation in the current system.
Light Ray Tracing
We trace rays originating at the light sources in the scene and record the interactions of these rays and the surfaces in the scene, depositing power on diffuse surfaces along the rays' paths. In order to record this power, illumination maps in the spirit of Arvo [Arvo86] are used.
Illumination Map Resolution Determination
We chose not to use adaptive illumination maps such as the approach adopted in [Heckbert90] as we wish to use these maps directly as texture maps in the visualisation phase and due to the large memory requirements of high resolution quadtrees. We must however determine the resolution of the illumination map on a per surface basis. Heckbert proposes tracing rays to the surfaces and recording the distance between these rays with the surface, using this information in the later light-pass in order to determine the threshold for quadtree subdivision during illumination map adaptation. Chen et al. [Chen91] propose a similar scheme, where the distance between intersections during this initial size pass is used to specify the resolution for uniform caustic maps. However, this gives a view dependent solution and in general is not appropriate for a general pre-process, the results of which we wish to use subsequently in a walk through visualisation system.
Initially, illumination maps are not assigned to surfaces, and only assigned to surfaces that are actually hit by light pass rays. Thus surfaces which are not indirectly irradiated via specular transfers are not encumbered with expensive maps. An estimate of convergence/divergence of the wavefront emanating from the light source is used to determine the resolution of the map. This estimate is also used to determine the distribution of power deposited on the surface's illumination map and is outlined in section 3.2.1. The surface keeps track of the average behaviour of the wavefront as it interacts with the surface and increases the resolution of the map if the power distribution exhibits high frequencies. The illumination maps are increased in resolution in integer quantities to simplify the power redistribution. A map with an original resolution of ( , ) r r 
Light Ray Distribution
Light Source In order to determine the solid angle, about the light sources within the scene, which must be sampled, we use a technique similar to the item buffer of [Weghorst84] and the hemicube of [Cohen85] . We wish to trace light-rays only in directions that will potentially give rise to some from of specular to diffuse transfer, so we first determine the directions in which specular surfaces are visible from the light source. All the objects in the scene are projected onto a unit cube centred at the light source with Z-buffers attached to its faces. During the light pass, we sample only those 'pixels' on the cube's faces that can 'see' a specular surface. The number of rays sent to each cube pixel is determined by the solid angle subtended by the pixel and a user specified sample density (specified in rays per steradian). The delta solid angle per pixel is derived in a similar manner to the hemicube delta form-factor: (4.1)
Because of the cube's symmetry, we only need to compute ∆ω for one quarter of one face. is the co-ordinate of the cube pixel in cubespace, θ , the angle between the face normal and the direction of ∆ω, r, the distance to the centre of the cube and A the area of the cube-pixel.
Each ray carries with it a fraction of the total power of the source. This fraction is proportional to the solid angle subtended by the ray at the source. The power shot towards each cube-pixel for a point light source is:
This power is evenly distributed among the rays shot through the pixel. Note that this distribution of rays will produce a bias towards the centre of the cube faces. This bias may be reduced by stratifying the sampling of the cube faces, whereby the area of the cube pixels are proportional to the solid angle they subtend, rather than the uniform area used here. To reduce aliasing artefacts, the rays are jittered within their sub-pixels in order to approximate a Poisson distribution on the cube face. 
Wavefront Behaviour Tracking
We model the behaviour of the wavefront emanating from the light source by examining the distribution of ray hits across surfaces. On a given surface we are interested in the convergence/divergence of the wavefront locally. Rather than attempt to reconstruct the shape of the wavefront by applying a post-filter to the intersection points we maintain connectivity information between rays. By tracking arrays of rays from the light source, we associate with each ray some fraction of the solid angle of the source. When these rays intersect surfaces we examine the distances between neighbouring rays to determine the shape of the wavefront. We use this information to determine how to distribute the power on the receiving surface. Figure 3 demonstrates the problem of reconstructing the wavefront interaction with a surface. The distribution of the hit points is such that if a locality based filter is applied, the intensity is biased close to the sample points, and due to the coincidence of these sample points, we get a skewed estimate of the power distribution. Using connectivity information between rays, we can determine the area over which each ray must deposit its power and thus eliminate the bias introduced through the locality based filter schemes.
Deposit Area Determination
We maintain neighbourhood information between rays through the use of a dynamic caching system for each surface where the most recent set of rays and their collisions with the surfaces are recorded, thus for any new ray colliding with a surface, we can estimate local wavefront density by examining the last few ray hits. If enough information does not exist to determine the spread, deposition of power is postponed until new rays provide the required information. Figure 4 depicts a subset of the rays from a light source incident on a surface, having passed through the scene, possibly interacting with specular surfaces. Only when ray number 4 hits the surface do we have enough information to estimate the spread of the wavefront. Rays 1 to 3 are cached until 4 arrives, and the estimated spread is used for all 4 deposits (as there will not be enough information to independently determine an estimate for rays 1 to 3). The spread estimate is simply the area of the polygon defined by the 4 ray hit points. This area is effectively the area over which we wish to deposit the power being carried by the ray.
Note that this area is proportional to the squared distance the ray has travelled and also the cosine of the angle between the ray direction and the normal to the surface. Thus when we are depositing the ray's power onto the surface we need not scale it by the usual cosine and distance squared factor. 
Power Deposition using Gaussian Kernels
Having determined the area over which we wish to deposit the power, we must now decide how to distribute this power across that area. Rather than distribute the power uniformly across the area which tends to result in aliasing at the edges of the regions (see [Watt90] ) we deposit the power as a splat. This technique has been used to implement a progressive refinement algorithm for volume rendering [Laur91] where gaussian splats are used to represent the volume's octtree and the footprint of the splats scaled to match the projected area of the voxels making up the octtree. We deposit power, therefore, with the following distribution: The footprint of the gaussian kernel is scaled to match the areas defined by the ray collisions. Intuitively we felt that we might further improve the estimate by adaptively scaling the gaussian spread factor, I. This surprisingly gave less accurate results as detailed in section 5.
Although the gaussian is generally accepted as a good choice of kernel for filtering what is essentially a warped image [Green86] , we have also investigated box, disc and cone kernel topologies. Based on observation of the relative performance of the various kernels (see section 5), the gaussian was deemed the best choice.
In order to deposit the kernel of power on the surface, the kernel must be warped into the parameter space of the surface. The kernel is then sampled by the illumination map to extract the power from the kernel and store it in the map pixels. Having sampled the kernel, thus necessitating re-normalisation of the kernel, the application of the splat is a 2 pass procedure:
1. Sample the kernel into a temporary buffer. 2. Normalise the buffer and add it to the illumination map.
The current implementation assumes a rectilinear illumination map, thus the problem of warping is simplified to one of scaling. In order to speed up deposit times, an array of kernels is created before tracing begins. The problems presented by illumination maps on curved surfaces such as spheres has not been addressed. An improved kernel based on rotated elliptical gaussians ( [Gotsman93] ), designed to match the orientation and aspect ratio of the regions defined by ray-surface intersections is currently under investigation.
Eye pass
During the eye pass, the illumination map is queried in a similar fashion to a texture map (though, unlike texture maps, it is not subject to shadowing). The power in each pixel of the illumination map is converted to intensity making the assumption that the surface is perfectly diffuse: 
Spectral Considerations
Due to the potentially high intensity artefacts resulting from wavefront convergence through transmitting media, the wavelength dependency of the refractive index can be omitted in order to render realistic images.
Wavelength dependent reflection is taken into account in the Fresnel approximation presented by Cook et al. [Cook82] , which approached the problem using a geometric optics model, where reflectance is a function of both wavelength and the angle of incidence of the incoming light. The model presented by He et al. [He91] is an extension of the Cook Torrance model, based on physical optics, whereby the reflectance of a surface is dependent on the wavelength, angle of incidence, surface roughness parameters and surface refractive index.
As a consequence of the dispersion of light as it passes through transmittive material we must sample the spectrum of light in order to correctly model light transmission. The sampling resolution is critical in order to resolve correct colour separation The rendering system models rays carrying, not R, G and B values, but rather a spectral power curve, represented by n sample points.
Spectral Sampling
The choice of n is not clear. Musgrave, in his modelling of the rainbow, [Musgrave89] , uses 13 samples, spread uniformly across the visible spectrum. Meyer [Meyer88] , having examined a number of different sampling schemes, derived a new colour space, AC 1 C 2 , and using gaussian quadrature techniques to integrate low order sampling polynomials applied to the spectral curve, samples into this new colour space. Having tried a number of sampling schemes, Meyer suggests a scheme where 4 samples are used.
For the sake of computational efficiency, we have opted for 7 sample points. The distribution of these sample points is driven by our desire to accurately capture dispersive effects that are commonly visible in real scenes. Our sample points are located around the wavelengths corresponding to the 7 "colours of the rainbow". This clearly does not represent a definitive sampling scheme, however it produces satisfactory results. Colour Plates 3 and 4 show the effects of different spectral sampling resolutions. The test scene shows a prism and sphere of silicate flint glass. The prism is illuminated by a thin beam of white light which is dispersed to produce the spectrum on the back wall. Colour Plate 3 details the results of 2 sampling schemes. The top 6 spectra result from initial rays hitting the prism being refracted, generating a number of new rays distributed (jittered) through the visible spectrum. The bottom 6 spectra detail a 'fairer' scheme where each initial ray spawns only 1 refracted ray, the wavelength of which is determined stochastically.
All computations are performed with respect to these 7 sample points. For final image display however, we must convert to RGB space. This is achieved [Hall89] [Peercy93] by multiplying the reconstructed spectrum by the CIEXYZ tristimulus matching curves, using Riemann summation to evaluate the integral, and finally converting the XYZ colour to RGB space using chromaticity data for the monitor phosphors.
Light Source Data
Clearly to model the interaction of light with surfaces at a spectral level we need information regarding the spectral power curve of the light source and the frequency dependent refractive index curve for the surfaces. The light source data is usually obtainable from manufacturers and is available in the form of spectral energy distribution Φ( ) λ curves and the total luminous light power and must first be converted to spectral power (from luminous power) using the relationship: [Languenou92] Φ Φ
Φ L is the luminous power, Φ( ) λ the spectral power, V( ) λ the spectral luminous relative efficiency curve describing the sensitivity of the eye and 683 is a conversion factor from Watts to Lumens (the Lumen having been defined in 1979 at a meeting in Paris of the General
Conference on Weights and Measures as "the amount of light of monochromatic radiation whose frequency is 540*10 12 Hz. and whose power is 1 683 Watt.").
Material Data
The mean dispersion (η η Using this information we can reconstruct a curve relating frequency and refractive index, and sample this curve at our spectral sample points to determine the index to use for our light-rays. Another approach is to adopt one of the many attempts to formulate a quantitative relationship between refractive index and frequency such as that of Herzberger [Herzberger59] : In order to demonstrate the effects of illumination map resolution on the image quality, we have fixed the illumination map to 3 separate resolutions in Colour Plate 6. The images were rendered with illumination maps of 30x30, 100x100 and 300x300 respectively. The resolution differences have little effect on the rendering times. where I r is the intensity of the reference map (centre of Colour Plate 1), I s the intensity of the source map, and n the number of pixels in the map.
Results
Colour Plate 1 depicts visually the performance of the filters with Colour Plate 2 indicating the test scene used to generate the data. As can be seen the gaussian kernel with I = 1.0 performs most satisfactorily. Note how the fixed kernel size results in an image that is indistinct, failing to capture the high frequency aspects of the epicycloidic curve. The other filter shapes also fail to capture the clarity of the gaussian kernel. The distance estimate performs surprisingly well in terms of RMS error, but results in a noisy image captured by the ARD error metric indicating that the error was present despite a low error variance. To demonstrate the application of the system on complex objects, a classic example of caustic formation, the swimming pool floor, was rendered following the example of [Watt90] . Colour Plate 7 is a view from above, and Colour Plate 8 a view from below the surface of the water. As remarked by Watt, the triangular patch resolution of the water's surface is amplified by the caustic image, requiring very high patch subdivision resolutions. To avoid this we modelled the surface as a single polygon having a bump map composed of overlapping cosine terms [Max81] . Plate 9 is a view of the caustics through a complex object made up of 3958 polygons. Note that even with this large number of polygons, the caustics exhibit regular aliasing artefacts due to the resolution of the dataset.
Conclusions
We have presented an algorithm extending existing specular to diffuse transport models with a view to capturing both high and low frequency artefacts through the use of adaptive gaussian kernels or splats. We also extend the method to allow for accurate modelling of frequency dependent refraction of light with a view to capturing the beauty of dispersion. The algorithm has been designed to produce illumination maps to be used as texture maps in a real-time walk-through simulation system but can be used as part of a general purpose global illumination algorithm as an extension to existing ray-tracing/radiosity systems.
Through the use of the item buffer we can cut down on the number of first generation light rays and by adaptively scaling the illumination maps according to the average splat size we concentrate expensive map memory where it is most needed.
Many problems remain. In order to successfully handle surfaces with non linear parameter space we must warp the gaussian kernels to the parameter space of the surface before applying the kernel. Our current implementation assumes rectilinear texture maps.
More intelligently constructed item buffers should be used in order not to introduce bias into the distribution of energy from the light source.
The illumination maps are typically very expensive in terms of memory usage, despite the adaptive strategy adopted here. We feel that a hybrid approach might be used analogous to that adopted for ray tracing space subdivision, where the best speeds have been achieved by a shallow octree of uniform grids. This would entail the illumination maps being added to surfaces as surface details (similar to the approach of [Watt90] ), with potentially many separate illumination maps spread across the surface.
The current spectral sampling scheme is quite primitive and could be improved through more attention to perceptual issues [Meyer88] . By importance sampling the spectrum of visible light with sample distribution proportional to the spectral luminous relative efficiency curve of the eye, more work will be done where the eye will perceive the difference.
