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In this paper we give a method for peturbation of solutions of linear homogeneous
differential equation of the second order.
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1. Introduction
We apply perturbation by means of force z(x) with various aims (oscillatoriness, monotonicity, limitedness by given
boundaries, transformation of oscillatoriness into monotonicity and vice versa, slow rise, periodicity, transformation from
oscillatoriness into periodicity, locations of zeros, approximate elimination of non-linearities, useful reduction or increasing
of order, clearance of non-homogeneity, various Sturm theorems, oscillations, their zeros, amplitudes, frequencies etc).
Specifically, it is done here in order to obtain oscillatory solutions; we apply amended [1–8], Sturm theorems [9], with
exact locations of zeros.
Let there be a linear homogeneous differential equation of the second order
y′′ + a(x)y′ + b(x)y = 0 (1)
where a(x) and b(x) are given continuous functions. Then, the equation has continuous solutions of a trigonometric (elliptic
or hyperbolic) type [3]. Let y1, y2 be a fundamental set of solutions, considered known. A simple problem arises:
Is there a linear homogeneous differential equation of the second order with fundamental solutions:
v1 = y1 + z(x)
v2 = y2 + z(x)

(2)
and when does it exist, if a force z(x) is applied to all the solutions y1,2(x).
Specifically, when will the equation under the force z(x) have oscillatory solutions, and then what are the locations of
zeros? Finally, what is the inverse equation for perturbation z(x)?
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If z(x) = Yp(x) is a particular solution of the corresponding nonhomogeneous differential equation
y′′ + a(x)y′ + b(x)y = f (x),
where f (x) is continuous, i.e. if
z(x) = Yp(x) = y2
∫
f (x)
W
y1dx− y1
∫
f (x)
W
y2dx,
then the procedure given in the remainder of the article can be regarded as a kind of continuation of Lagrange’s method
variation of constants.
2. Main results
In this section we present the procedure of forming differential equations from y1,2 and z(x) in the form of a theorem.
Theorem 1. The necessary condition for the perturbed solutions (2) of the Eq. (1) to provide for a new homogeneous linear
differential equation of the second order with regard to v(x) is that the function z(x) is not a solution of the initial equation (1).
Proof. Based upon the theory of linear differential equations, if v1 and v2 are solutions given with (2), the equation is
v′′ v′ v
v′′1 v
′
1 v1
v′′2 v
′
2 v2
 = 0
or
W (v1, v2) v′′ −

v′′1v2 − v1v′′2

v′ + v′′1v′2 − v′1v′′2 v = 0. (3)
The Wronskian for the given problem is easily determined
W (v1, v2) = v′1v2 − v1v′2 =

y′1y2 − y′2y1
+ z ′ (y2 − y1)− zy′2 − y′1 (4)
and it is a linear function of z, z ′.
For the linear homogeneous differential equation of the second order (3) to exist, it needs to beW ≠ 0. Let’s assume the
opposite, thatW (v1, v2) = 0. There is a linear differential equation of the first order for z(x), then
z ′ − y
′
2 − y′1
y2 − y1 z +
y′1y2 − y1y′2
y2 − y1 = 0, (5)
whose solution is
z = C (y2 − y1)− (y2 − y1)
∫
e−

a(x)dx
(y2 − y1)2
dx
and the newWronskian is, according to the known Liouville’s theorem
W (y1, y2) = y′1y2 − y′2y1 = e−

a(x)dx.
Since y1, y2 are some particular integrals of the Eq. (1), the difference y2 − y1 = y∗ is a particular integral as well; after
Liouville’s theorem for the equation of the second order, the functions
y∗ and y∗
∫
e−

a(x)dx
(y∗)2
dx
are integrals of the Eq. (1) too. Therefore, for such a perturbation z(x) it is not possible to form a homogeneous linear
differential equation of the second order by means of (2). 
Various actual necessary conditions could be formulated inmanyways, for various desired situations, in accordancewith
the proposed problem.
Let the condition of the Theorem 1 be accomplished, and let’s form coefficients in (3) by means of minors. There is
v′′1v2 − v′′2v1 = −a(x)W (y1, y2)+ z ′′ (y2 − y1)− z

y′′2 − y′′1

v′′1v
′
2 − v′′2v′1 = b(x)W (y1, y2)+ z ′′

y′2 − y′1
− z ′ y′′2 − y′′1 ,
and the desired linear homogeneous differential equation for V (x) is obtained in the normal form
v′′ + P(x)v′ + Q (x)v = 0, (6)
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with coefficients
P(x) = a(x)e
−  a(x)dx − z ′′ (y2 − y1)+ z y′′2 − y′′1
e−

a(x)dx + z ′ (y2 − y1)− z

y′2 − y′1
 , (7)
Q (x) = b(x)e
−  a(x)dx + z ′′ y′2 − y′1− z ′ y′′2 − y′′1
e−

a(x)dx + z ′ (y2 − y1)− z

y′2 − y′1
 . (8)
As the denominator W (y1, y2) is different from zero according to the Theorem 1, then P(x) and Q (x) are continuous if
z, z ′, and z ′′ are continuous.
How could reciprocity of the Eqs. (1) and (6) be used?
2.1. Special effects
2.1.1. Translation of fundamental solutions along 0y axis
Let there be z = λ = const. Then z ′ = z ′′ = 0, and v1 = y1 + λ, v2 = y2 + λ. From (7) and (8) it is obtained
P(x) = a(x)e
−  a(x)dx + λ y′′2 − y′′1
e−

a(x)dx − λ y′2 − y′1
Q (x) = b(x)e
−  a(x)dx
e−

a(x)dx − λ y′2 − y′1 ,
meaning that the equation
v′′ + a(x)e
−  a(x)dx + λ y′′2 − y′′1
e−

a(x)dx − λ y′2 − y′1 v′ + b(x)e
−  a(x)dx
e−

a(x)dx − λ y′2 − y′1v = 0,
could be used in order to
– obtain periodical solution without zeros;
– accomplish any other avoidance of zeros;
– increase the maximum (and consequently the minimum) of the solution;
– reach of the solutions to desired supremums.
2.1.2. Canonical form for (6)
The canonical form is important for determination of the character of the solutions i.e. oscillatory or monotonicity,
existence and locations of zeros. It is known that introducing the substitution
y = e− 12

a(x)dxY ;
where Y is a new unknown function, transforms the Eq. (1) into its canonical form
Y ′′ + B(x)Y = 0 (9)
where B(x) = b− a′/2− a2/4. (10)
Analogue procedure applies to canonical form of (6): the substitution
v = e− 12

P(x)dxV
transforms Eq. (6) to
V ′′ + Φ(x)V = 0 (11)
whereΦ(x) = Q − P ′/2− P2/4. (12)
For continuous a and b those canonical forms have been well elaborated since the times of Sturm [9], and in papers [2,3].
It is interesting that in the otherwise numerous literature on the Eq. (1) [4,1,6,7,5], we did not find those results and the
iteration method for the determination of locations of zeros of oscillations.
Thus, we mention our result from [2,3]. If a(x) and b(x) are continuous coefficients in (1), then B(x) in (9) is a continuous
coefficient as well, and the solutions (9) are continuously differentiable too; those are
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10 If B(x) > 0 there are oscillatory solutions
Y1 = cosB(x) x = 1−
∫∫
B(x)dx2 +
∫∫
B(x)
∫∫
B(x)dx4 −
∫∫
B(x)
∫∫
B(x)
∫∫
B(x)dx6 + · · ·
Y2 = sinB(x) x = x−
∫∫
xB(x)dx2 +
∫∫
B(x)
∫∫
xB(x)dx4
−
∫∫
B(x)
∫∫
B(x)
∫∫
xB(x)dx6 + · · · .
Those functions are very similar to ordinary sine and cosine, but with variable amplitudes and zeros imposed by B(x).
20 If B(x) < 0 there are monotonic hyperbolic (exponential) solutions of the Eq. (9). Those are determined by the
following series—iterations
Y1 = coshB(x) x = 1+
∫∫
B(x)dx2 +
∫∫
B(x)
∫∫
B(x)dx4 +
∫∫
B(x)
∫∫
B(x)
∫∫
B(x)dx6 + · · ·
Y2 = sinhB(x) x = x+
∫∫
xB(x)dx2 +
∫∫
B(x)
∫∫
xB(x)dx4
+
∫∫
B(x)
∫∫
B(x)
∫∫
xB(x)dx6 + · · · .
The general solutions of the Eq. (1) are essentially very simple in the case of continuous coefficients
B(x) > 0 : y = e− 12

a(x)dx C1 cosB(x) x+ C2 sinB(x) x (13)
or B(x) < 0 : y = e− 12

a(x)dx C1 coshB(x) x+ C2 sinhB(x) x ; (14)
the solutions represent generalization of known classical solutions of the equation with constant coefficients y′′ + B2y =
0, y′′ − B2y = 0, B = const.
Great variety of solutions of linear homogeneous differential equation of the second order are given by special functions,
which are in most cases with discontinuous coefficients.
2.1.3. Solutions of the perturbed equation
Theorem 2.
10 If a(x) and b(x) are continuously differentiable coefficients in (1)
20 If z(x) is a twice differentiable function in the role of perturbation of solutions y1,2, and
30 If Wronskian W (y1, y2) given with (4) is different from zero.
The perturbed equation (6) has the solutions
v = e− 12

P(x)dx C1 cosΦ(x) x+ C2 sinΦ(x) x (15)
or
v = e− 12

P(x)dx C1 coshΦ(x) x+ C2 sinhΦ(x) x , (16)
depending only on sign of Φ(x) given with (12) then.
Proof. Since for the perturbed equation (6) the canonical equation (11) is of the same type, and if P(x) and Q (x) are
continuous, thereforeΦ(x) given with (12) is continuous; the same forms would then apply to (6)
10 IfΦ(x) > 0, there are oscillatory solutions
V1 = cosΦ(x) x = 1−
∫∫
Φ(x)dx2 +
∫∫
Φ(x)
∫ ∫
Φ(x)dx4
−
∫∫
Φ(x)
∫∫
Φ(x)
∫∫
Φ(x)dx6 + · · ·
V2 = sinΦ(x) x = x−
∫∫
xΦ(x)dx2 +
∫∫
Φ(x)
∫∫
xΦ(x)dx4
−
∫∫
Φ(x)
∫∫
Φ(x)
∫∫
xΦ(x)dx6 + · · ·
and the general solution is given with (15).
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20 IfΦ(x) < 0 there are monotonic solutions
V1 = coshΦ(x) x = 1+
∫∫
Φ(x)dx2 +
∫∫
Φ(x)
∫∫
Φ(x)dx4
+
∫∫
Φ(x)
∫∫
Φ(x)
∫∫
Φ(x)dx6 + · · ·
V2 = sinhΦ(x) x = x+
∫∫
xΦ(x)dx2 +
∫∫
Φ(x)
∫∫
xΦ(x)dx4
+
∫∫
Φ(x)
∫∫
Φ(x)
∫∫
xΦ(x)dx6 + · · ·
and the general solution is in form (16). 
Based on this theorem, it is righteous to legalize the concept of perturbation as a kind of external influence, disturbance,
force, . . . in the case of ordinary series continuity as well.
2.1.4. Interlinearity of z and V
Theorem 3. Linear homogeneous differential equation (1), perturbed by (2), will transform to another homogeneous linear
differential equation with regard to v denoted with (6). The perturbation itself (with regard to (v, y)) is given by the non-
homogeneous equation
z ′′

y′2 − y′1

v − (y2 − y1) v′
+ z ′ (y2 − y1) v′ − y′′2 − y′′1 v
+ z y′′2 − y′′1 v′ − y′2 − y′1 v′′+ e−  adx v′′ + a(x)v′ + b(x)v = 0. (17)
Proof. For a given z(x), (6) is a linear equation with regard to v(x). Inversely, if (6) is solved and (7) and (8) are substituted
in it, with regard to z ′′, z ′, z, there is the following form (17), that is a non-homogeneous linear equation of the second
order. 
2.1.5. Locations of zeros of perturbed equations
Based on our supplements to Sturm’s theorems [2,3] for Eq. (1) that is (9) and for the perturbed equation (6) that is (11),
we conclude that oscillatoriness of the solution v depends on P(x) = P (a, b, z) and on Q (x) = Q (a, b, z), so the following
is correct
Φ(x) = Q − P ′/2− P2/4. (18)
As P and Q depend on a, b and selection of z through (7) and (8) in a complex way, hence oscillatory solutions (6) are
possible regardless oscillatoriness or monotonicity of y1, y2, and regardless the sign and magnitude of a(x) and b(x); the
perturbation z(x) could compensate all the differences. It is sufficient that a and b are continuous. Thus, the main criterion
for oscillatoriness is still (18). It could be fulfilled for all monotonic, oscillatory and mixed y1 and y2, dependant on a and b
as well as the selection of z.
If P and Q in (18) are substituted with (7) and (8), there is a differential inequality of the third order with regard to z(x).
It is cumbersome, and we will not perceive it as a must to be solved; it will be used as a criterion for checking z(x), thus
giving wide possibilities for selection of z through direct check.
We will use the following results from our paper [3]:
– on type of oscillatory solution (15) and its approximate values:
sinΦ(x) x ≈ sin

x
√
Φ(x)

√
Φ(x)
, cosΦ(x) x ≈ cos

x

Φ(x)

(19)
where there are ordinary sine and cosine at the right hand side.
– on locations of zeros
for sine solution zeros are solutions of ordinary equation
x

Q − P ′/2− P2/4 = kπ; k = 0, 1, 2, 3, . . . (20)
for cosine solution zeros are solutions of equation
x

Q − P ′/2− P2/4 = (2k− 1) π; k = 1, 2, 3, . . . . (21)
The following implies from the results:
Theorem 4. Oscillatoriness and locations of zeros of the perturbed equation (6) do not depend exclusively on the oscillatoriness
of initial equation (1). Instead, they depend on the condition (18). The locations of zeros are changed in respect to the locations of
zeros of the solution of (1), and are given by the solutions of two infinite sets of ordinary equations (20) and (21).
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It would be possible to elaborate many other accompanying issues with oscillatoriness like frequencies, amplitudes,
asymptotic behavior, Prodi–Hukuhara type theorems etc.
Acknowledgments
The authors are thankful to the Ministry of Science and Technological Development of Serbia.
References
[1] E.A. Coddington, N. Levinson, Theory of Ordinary Differential Equations, IL, Moscow, 1955 (in Russian).
[2] D. Dimitrovski, M. Rajović, R. Stojiljković, On types, form and supremum of the solutions of the linear differential equation of the second order with
entire coefficients, Appl. Anal. Discrete Math. 1 (2007) 360–370.
[3] D. Dimitrovski, S. Cvejić, M. Rajović, M. Lekić, V. Rajović, A. Dimitrovski, 200 years of qualitative analysis of differential equations, Monography,
Univerzitet Kosovska Mitrovica, Faculty of Science, 2008 (in Serbian).
[4] E.L. Ince, Ordinary Differential Equations, ONTI, Kharkov, 1939 (in Russian).
[5] A. Kneser, Untersuchungen uber die reelen Nullstelen der integrale lineare differentialgleichungen, Math. Ann. 42 (1893) 409–435.
[6] G. Sansone, Ordinary Differential Equations, vols. 1–2, IL, Moscow, 1952–1954 (in Russian).
[7] Y. Suyama, On the zeros of solutions of second order linear differential equation, Mem. Fac. Sci. Kyushu Univ. Ser. A 8 (1954) 201–205.
[8] I.M. Vinogradov (Ed.), Matematicheskaya Entsiklopediya, Sovetskaya Entsiklopediya, Moscow, 1977, N.N. Bogolyubov’s article on Perturbations.
[9] C. Sturm, Sur les équations linéaires du second order, J. Math. Pures Appl. 1 (1836) 106–186.
