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Abstract
We describe a new class of N = 2 topological amplitudes that compute a par-
ticular class of BPS terms in the low energy effective supergravity action. Specifi-
cally they compute the coupling F 2(λλ)g−2(∂φ)2 where F , λ and φ are gauge field
strengths, gaugino and holomorphic vector multiplet scalars. The novel feature of
these terms is that they depend both on the vector and hypermultiplet moduli. The
BPS nature of these terms implies that they satisfy a holomorphicity condition with
respect to vector moduli and a harmonicity condition as well as a second order dif-
ferential equation with respect to hypermultiplet moduli. We study these conditions
explicitly in heterotic string theory and show that they are indeed satisfied up to
anomalous boundary terms in the world-sheet moduli space. We also analyze the
boundary terms in the holomorphicity and harmonicity equations at a generic point
in the vector and hyper moduli space. In particular we show that the obstruction to
the holomorphicity arises from the one loop threshold correction to the gauge cou-
plings and we argue that this is due to the contribution of non-holomorphic couplings
to the connected graphs via elimination of the auxiliary fields.
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1 Intoduction
A special role in extended supersymmetric theories is played by 1/2-BPS couplings that
depend only on half of the superspace, generalizing chiral N = 1 supersymmetric F-
terms. Usually, such interactions are easier to study because they are subject to non-
renormalization theorems, while they have a variety of interesting physical applications
varying from the vacuum structure all the way up to properties of supersymmetric black-
holes. Moreover, in string effective field theory, these couplings are expected to be com-
puted by topological amplitudes, depending only on the zero-mode structure of the com-
pactification space [1, 2, 3]. An interesting property is that the half-BPS structure of
these terms is broken at the quantum level. On the topological side, this breaking is due
to a violation in the conservation of the BRST current described by an anomaly equa-
tion [3, 4, 5], while on the string side it is understood from the difference between the
Wilsonian and ‘physical’ effective action that includes also the contribution of massless
degrees of freedom [2].
The first instance of well studied 1/2-BPS couplings in N = 2 supersymmetry is the
series FgW
2g, where W is the chiral (self-dual) gravitational Weyl superfield and the coeffi-
cients Fg depend on the vector multiplet moduli in the Coulomb phase of the theory [2, 3].
Fg’s are computed by the genus g topological partition function of an N = 2 twisted
σ-model on the six-dimensional Calabi-Yau compactification manifold of type II string
theory in four dimensions, subject to a holomorphic anomaly equation that takes the form
of a recursion relation. Moreover, the independence of Fg’s from hypermultiplets, which
include the string dilaton, implies a non-renormalization theorem for their form. These
results have been generalized to N = 4 supersymmetric compactifications of type II string
on K3×T 2, where two series of higher order terms were identified, computed by topological
amplitudes: F
(1)
g K¯2K2g and F
(3)
g−1K
2g, where K is a superdescendent of the N = 4 Weyl
superfield [6, 7]. The half-BPS property leads to a harmonicity equation for the moduli
dependence of the couplings [8, 9, 10], generalizing N = 2 holomorphicity, up to anomalous
contributions from boundary terms [10]. Despite the bigger supersymmetry, the analysis
is more involved than in the case of N = 2 vector multiplets, since the lack of an ordinary
superspace description implies the use of on-shell harmonic superspace [11, 12, 13].
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A different question is to study the corresponding couplings when one reduces the
supersymmetry by half. On the string side, this can be done in two ways that are dual to
each other. Either by considering the ‘semi-topological’ theory obtained by twisting the
supersymmetric left-movers of the heterotic string [14, 15], or by applying a world-sheet
involution on the type II amplitudes that introduces open string boundaries [16]. In the
case of Fg’s, this generates an N = 1 series of higher order F-terms of the form FN=1g W2g,
where W is now the gauge superfield with the gauge indices contracted in an appropriate
way [14]. The holomorphic anomaly equation however does not close on FN=1g ’s; it brings
new objects that give rise to a double series FN=1g,n W2gΠn, where Π denotes generically a
chiral projection of a real function of chiral superfields. On the topological side, the same
results are obtained upon introducing world-sheet boundaries.1
In this work, we apply the above reduction mechanism to the N = 4 topological ampli-
tudes and obtain a new series of higher order 1/2-BPS terms with N = 2 supersymmetry.
The novel feature of these terms is that they mix N = 2 vector multiplets with neutral hy-
permultiplets, despite the common wisdom. Indeed, starting with F
(3)
g , one generates the
series Fˆ
(3)
g−1Kˆ
2g, where Kˆ is now a superdescendent of an N = 2 vector superfield (with the
gauge indices contracted appropriately, as before). The coupling coefficients Fˆ
(3)
g depend
in this case on both analytic vector multiplet as well as on (Grassmann analytic) hyper-
multiplet moduli, as dictated by the half-BPS structure. Moreover, these coupling share
similar properties at the same time with the N = 4 topological couplings and with the
N = 1 series. More precisely, the appropriate formalism for their study is again (on-shell)
harmonic superspace, which complicates the analysis compared to the N = 2 Fg’s. On the
other hand, quantum corrections violate both the holomorphicity condition with respect to
the vector moduli, and the harmonicity with respect to the hypermultiplets. Furthermore,
the anomaly equation does not closes on Fˆ
(3)
g ’s; it brings new objects generating the double
series P
(
Fˆg,nKˆ
2(g−1) ˆ¯K
2(n−1)
)
, where P is an appropriate N = 2 half-BPS projection.
The organization of the paper and the outline of the results obtained are described
below. The next two sections contain the string computation of the new topological am-
plitudes. In Section 2, we compute the special type of N = 2 topological amplitudes Fˆ (3)g
in type I open string theory, from the N = 4 topological amplitudes F (3)g , by applying a Z2
world-sheet involution.2 In fact, we evaluate a physical amplitude involving two gauge field
strengths, two vector multiplet scalars (with one derivative each) and 2(g − 1) gauginos
with the same four-dimensional chirality, F 2(λλ)g−1(∂φ)2, on a world-sheet with 2(g + 1)
boundaries, and we show that it is reduced to a topological expression within the twisted
σ-model on K3×T 2. Then, in Section 3, we compute the same amplitudes on the heterotic
side (compactified on K3 × T 2), which turns out to be easier for our subsequent analysis
1It would be interesting to understand the relation of the string effective action with the open topological
amplitudes of ref. [17] which seem to avoid the appearance of new objects in the holomorphic anomaly
equation.
2For notational simplicity, we will drop in the text the hats introduced above, as well as the superscripts
of the N = 4 topological amplitudes.
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because of the absence of the problematic Ramond-Ramond sector, exploiting heterotic –
type I duality. Again, the physical amplitude is expressed as a semi-topological expression,
i.e. only for the (supersymmetric) left-movers, while the bosonic part provides the gauge
indices appropriately contracted (we are essentially taking products of differences of gauge
groups with no charged massless matter).
These two sections are complemented by three appendices. In Appendix A, we re-
view the main properties of the N = 2 and N = 4 world-sheet superconformal algebras,
Appendix B contains the expressions of the three main vertex operators we use, while
Appendix C contains the definitions of the theta-functions and prime forms.
The following section contain the effective field theory description of the topological
amplitudes and the study of the generalized analyticity relations and anomaly equations.
In Section 4, we study the interpretation of the string results, obtained in Sections 2
and 3, in the context of the effective supergravity. As mentioned above, the appropriate
formulation is in terms of the N = 2 harmonic superspace (for a review see [18]). We first
make an analysis in global supersymmetry (subsection 4.1), introduce the SU(2) harmonic
variables, define the series of the effective interaction terms and derive the conditions on
the moduli dependence of the couplings Fˆg from their half-BPS structure. These are the
usual holomorphicity with respect to the vector multiplet moduli, while the hypermultiplet
moduli dependence is subject to two differential constraints, in close analogy with the
equations found for the N = 4 terms: the so-called harmonicity condition, expressing
the property that only one combination of the four components of the hypermultiplets
enter in the coupling, as well as a second-order constraint. We then study the effects of
the curvature of the hypermultiplet scalar manifold (subsection 4.2), considering as an
example the coset SO(4, n)/SO(4) × SO(n) for n hypermultiplets (using the harmonic
description of [19]). We show in particular that the second-order differential equation is
modified by an additional term linear in Fˆg and proportional to a U(1) R-charge (g − 1).
The generalization to N = 2 (conformal) supergravity is done in subsection 4.3, where
the full covariantized expressions of the effective operators are obtained, as well as of the
differential equations they obey.
In Section 5, we present a different derivation of the equivalence between string and
topological amplitudes which is free of an ambiguity that appears in the computation
we perform in Sections 2 and 3. This is achieved by evaluation of a different amplitude
related by supersymmetry to the previous one, containing only fermions: two chiral and
two antichiral hyperfermions, besides the gauginos. We also generalize the computation
from orbifolds considered in the text, to the most general N = 4 superconformal theory.
In Section 6, we verify explicitly the analyticity equations in string theory, on the
heterotic side. Moreover, we evaluate the world-sheet boundary contributions for the holo-
morphicity and harmonicity equations that give rise to anomalous terms. In contrast to
the familiar N = 2 Fg’s and their N = 4 generalizations computed by closed topological
amplitudes, the anomalous terms do not generate recursion relations for the non holo-
morphic/harmonic dependence of the same couplings, because they involve new objects.
This is similar to the case encountered in N = 1 topological amplitudes, irrespectively
on which string framework they are defined (heterotic or type I). The new objects involve
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chiral/half-BPS projections of general non-holomorphic/harmonic functions and generate
a double series of higher-dimensional operators with moduli-dependent coefficients Fˆg,n,
described above. In both equations, the new quantities are proportional to the one-loop
threshold corrections to the gauge couplings, on the heterotic side. We argue that the
non-holomorphicity appears due to the contribution to the string amplitude (which com-
putes the sum of all connected graphs) from P
(
Fˆg−1,1Kˆ2(g−2)
)
via the elimination of the
auxiliary fields. This section is supplemented by Appendix D, where we explicitly compute
the string amplitudes generating the double series described above in a generic Calabi-Yau
compactification.
2 Type I open topological amplitudes
In this section we will calculate a special type of topological amplitudes in type I open
string theory. They are related to similar objects in the type II theory (see [6, 10, 7]) via
a Z2 world-sheet involution [20, 21] which we will describe in detail first.
2.1 Z2 world-sheet involutions
In the type II theory, the world-sheet corresponding to a g loop scattering amplitude is a
compact Riemann surface Σg of genus g. This surface can be endowed with a canonical
homology basis of 1-cycles (ai,bi), with i = 1, . . . , g (an example for g = 3 is depicted
in figure 1). The surface can furthermore be equipped with a set of g holomorphic 1-
a1
b1 b2 b3
a3a2
Figure 1: Compact Riemann surface of genus g = 3 with canonical basis of homology cycles
(ai,bi).
differentials ωi, whose integrals over the homology cycles is given by∫
ai
ωj = δij, and
∫
bi
ωj = τij . (2.1)
Here the symmetric g × g matrix τij is called the period matrix and it encodes all the
information about the shape and size of the surface Σg.
By viewing Σg as a double cover we can construct an open surface by taking the quotient
with respect to some involution which we will denote I in the following. I acts linearly on
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the homology cycles and we will focus on the special case
I∗ai = Γijaj , and I∗bi = −Γijbj . (2.2)
Here Γ is a matrix that enjoys the following properties
Γ2 = 1 , and detΓ = ±1 . (2.3)
The action of I on the ω-differentials reads
I∗ωi = Γijω¯j , (2.4)
and the period matrix has to satisfy
τ = −ΓT τ¯Γ . (2.5)
The quotient Σg/I constructed from the prescription (2.2) is an open Riemann surface and
the boundaries are given by the fixed points of I. The case which will be most important
for us in the following is to choose I in such a way to create as large a number of boundaries
as possible (see also [16]), which is obviously
Γ = 1 . (2.6)
In this way the boundaries are given by (combinations of) the a-cycles of the original
Riemann surface Σg (Returning to the genus g = 3 example the involution then acts as
displayed in figure 2, creating a surface with 4 boundaries).
1
1
2 3
32
b b b
αα
a
α α
a a
4
1 2 3
Z 2
Figure 2: Z2 involution of a genus 3 Riemann surface leading to an open surface with four
boundaries αI .
In order to calculate (open)string correlation functions on the quotient Σg/I we still need to
specify boundary conditions which are necessarily the same for all boundary components.
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In this work we will focus on the simplest case and choose either Dirichlet or Neumann
conditions, in which case the open correlators on Σg/I are the square root of the closed
correlators on Σg up to the following multiplicative correction factor
R =
{
det(Imτ) . . . Dirichlet conditions
1
det(Imτ)
. . . Neumann conditions
. (2.7)
2.2 Involution of N = 4 topological amplitudes
The techniques described in the previous subsection have been used in [16] to compute
open topological amplitudes in N = 1 type I string theory as involutions of the familiar
N = 2 topological amplitudes Fg (see [2, 3]). In this work, we wish to generalize the
computations of [16] and apply the method of Z2 world-sheet involutions to the N = 4
topological amplitudes of type II string theory on K3× T 2 studied in [6, 10] (see also [7]).
We hope to find open topological amplitudes in type I string theory preserving N = 2
space-time supersymmetry.
To be more precise, there are two different types of topological amplitudes in the N = 4
theory. In this work we will focus exclusively on the involution of one of them, which was
called F (3)g in [6].3 We recall that Fg was shown in [6] to be computed by a g-loop type II
string amplitude with two graviton, two graviscalar and 2g − 4 graviphoton insertions.
Starting again from the corresponding genus g (closed) world-sheet Σg, the quotient Σg/I
has (g + 1) boundaries. In the process of calculating this involution we will consider the
special case that none of the vertex operators is inserted in the bulk but all of them will
be pairwise distributed over the g + 1 boundary components.4 Moreover, we will choose
Neumann boundary conditions for all the components. In this way we will compute a type I
correlator of two gauge fields, two boundary scalars and 2g− 4 gauginos. We will consider
a torus-orbifold realization of K3 in which case we can use a free-field representation for all
vertex operators. The precise helicity combinations can then be displayed in the following
table (the φ in the last five columns denote the U(1) charges in the various C2 planes)
3In order to save writing we will call them simply Fg in this work.
4In fact one boundary will stay “empty“ in the sense that no vertex operator will be inserted.
7
field pos. number φ1 φ2 φ3 φ4 φ5
gauge field z1 1 +1 +1 0 0 0
z2 1 −1 −1 0 0 0
scalar z3 1 0 +1 +1 0 0
z4 1 0 −1 +1 0 0
gaugino xi g − 2 +12 +12 +12 +12 +12
yi g − 2 −12 −12 +12 +12 +12
PCO {s3} g 0 0 −1 0 0
{s4} g − 2 0 0 0 −1 0
{s5} g − 2 0 0 0 0 −1
Here it is understood that the PCO are also inserted on the boundary. This amplitude
is precisely equal to the left-moving contribution of the corresponding type II correlator,
which has already been computed in [6]. Therefore, instead of repeating the calculation
again we will only state the final result
Fopeng =
〈∏{s3}a ψ¯3∂X3(ra)ψ3(α)〉 · 〈∏{s4}a ψ¯4∂X4(ra)ψ¯4(z4)〉 · 〈∏{s5}a ψ¯5∂X5(ra)ψ¯5(z4)〉
〈∏3g′−4a=1 b(ra)b(z4)〉 ·
· detωi(xi, z1, z3)detωi(yi, z2, z4) . (2.8)
Here α is an arbitrary position on the boundaries of the world-sheet. The correlator in
the denominator stems from the bc-ghost system while the correlators of the numerator
involve the free fermions ψ3 and bosons X3 living on T
2 and their respective counterparts
ψ4,5 and X4,5 coming from K3. Notice that no factors of det(Imτ) appear in this expression
since they have all been cancelled by the correction factor (2.7) for Neumann boundary
conditions. At this stage we can use the free-field representation of the N = 2 and N = 4
super-conformal algebra (see Appendix A) to write
Fopeng = detωi(xi, z1, z3)detωi(yi, z2, z4)A(ra, z4) , (2.9)
where we have introduced the following shorthand notation
A(ra, z4) =
〈∏{s3}a G−T 2(ra)ψ3(α)〉 · 〈∏{s4,s5}a G−K3(ra)J−−K3 (z4)〉
〈∏3g−4a=1 b(ra)b(z4)〉 . (2.10)
Notice that G−T 2 and G
−
K3 are the supercurrents and J
−−
K3 the SU(2) Kac-Moody current
in the twisted internal theory and therefore are dimension 2 operators. Thus A(ra, z4) is
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a meromorphic scalar function of all its arguments. As two ra approach each other both
the numerator and the denominator have a first order zero and hence A has no singularity
in this limit. However, when z4 approaches any ra of the set {s3} the numerator is finite
and non-zero (as the first correlator is independent of z4), while the denominator vanishes.
This means that A has a pole as z4 approaches any of the ra of the set {s3}. On the other
hand this singularity should not be present as picture changing operators sitting at ra must
have no singularity with the physical vertex operator at z4. The reason for this apparent
singularity is that we have not included the full physical vertex operator at z4 (as well as
at z1, z2 and z3). We have only considered the fermion bilinear part of the physical vertex
operators in the zero ghost picture that comes with one power of momenta. However, the
full vertex operators also include ∂Xµ at z1 and z2 and ∂X3 at z3 and z4 (see Appendix B).
If we include all these extra terms the apparent singularity in A as z4 approaches any of
the ra must disappear. This subtle point was overlooked in [6]. It is however very difficult
to include all the possible terms, indeed it is not clear if we can choose a gauge condition
for the positions of the PCO’s such that the superghost ϑ function cancels with one of the
space-time ϑ functions simultaneously for all these different terms, which could enable us
to do the spin structure sum explicitly. This is a problem in the RNS formulation that we
are using here.
In Section 5, we show that one can compute another amplitude in the RNS formulation,
involving 2g gauginos and two chiral and two anti-chiral hyperfermions. From the discus-
sion of the effective field theory in Section 4 it will become clear that this new amplitude is
supersymmetrically related to the one considered here, more precisely the new amplitude
is given by four derivatives of the latter with respect to hypermultiplet moduli. Moreover,
it turns out that in this new amplitude, all the PCO’s contribute only the supercurrents
of the internal theory, which will allow us to compute it explicitly in Section 5 and proof
that it is indeed given by four derivatives of the topological expression given below in
eq. (2.11). It will be interesting to see if the amplitude considered in the current section
can be directly calculated in some other formalism, such as pure spinor formalism. In the
following we assume that including all the other terms in the vertex operators amounts to
antisymmetrizing z4 with all the ra in the numerator of eq.(2.10).
Next we remember that this expression is still to be multiplied by 3g − 3 Beltrami
differentials folded with the b-ghosts to provide the correct measure for the integration over
the moduli space M(0,g+1) of a Riemann surface with g + 1 boundaries and no handles.
However, with our above assumption it is possible to transmute all ra and z4 inside the
expression A(ra, z4) of (2.10) to the positions of these ghost fields folded with the Beltrami
differentials. Put differently, we can write
A(ra, z4)(µ · b)3g−3 = (µ ·G−T 2)g(µ ·G−K3)2g−4(µ · J−−K3 )ψ3(α) , (2.11)
where µ =
∑3g−3
a=1 dm
aµa withm
a being some local coordinates in the moduli spaceM(0,g+1)
and µa the corresponding Beltrami differentials. Besides that we have introduced the
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following notation
(µ ·G−) =
3g−3∑
a=1
dma
∫
Σ(0,g+1)
µaG
− , (2.12)
which is therefore a one form in M(0,g+1). The final step is the integration of the insertion
points xi, yi, z1,2,3,4 over the boundaries. This can be performed explicitly and yields, given
the fact that the boundary components are just a-cycles on which the ω are normalized,
just a numerical factor, which we drop since it will be of no interest to us. Therefore we
can write for the final amplitude
Fopeng =
∫
M(0,g+1)
〈(µ ·G−T 2)g(µ ·G−K3)2g−4(µ · J−−K3 )ψ3(α)〉 . (2.13)
Notice that this expression is purely topological holding only information about the number
of boundaries of the world-sheet. We have therefore succeeded in linking the physical
amplitude (2.8) to a topological theory.
3 Topological amplitudes in heterotic orbifold com-
pactifications
In Section 2 we have been considering topological amplitudes in the type I theory. However,
in order not having to deal with the problem of open string moduli (see e.g. [17]), we rather
prefer to transfer the problem to a dual setup, in which the topological amplitudes again
compute closed string correlators. One possibility is to exploit the duality between type I
and heterotic string theory. Since this duality is perturbative in nature we expect to recover
Fopeng+1 of the type I theory at the (closed) g loop level in the heterotic theory. Since in the
heterotic theory the bosonic right moving sector needs a slightly different treatment than
the supersymmetric left moving sector, we will present the computation of this amplitude
in somewhat more detail.
The field insertions we consider for the heterotic g-loop correlator are two gauge fields,
two scalar fields and (2g− 4) gauginos. The helicity setup we use is identical to the type I
setup, and therefore, upon using the vertex operators of Appendix B, the amplitude, which
we have to compute is given by
Fg =
= 〈
g−2∏
i=1
e−
ϕ
2 e
i
2
(φ1+φ2+φ3+φ4+φ5)(xi)
g−2∏
i=1
e−
ϕ
2 e
i
2
(−φ1−φ2+φ3+φ4+φ5)(yi)ei(φ1+φ2)(z1)e−i(φ1+φ2)(z2)·
· ei(φ2+φ3)(z3)e−i(φ2−φ3)(z4)
{s3}∏
a
eϕe−iφ3∂X3(ra)
{s4}∏
a
eϕe−iφ4∂X4(ra)
{s5}∏
a
eϕe−iφ5∂X5(ra)〉·
· 〈
∏
i
J¯Ii(x¯i)J¯Ki(y¯i)J¯Ig−1(z¯1)J¯Kg−1(z¯2)J¯Ig(z¯3)J¯Kg(z¯4)〉 . (3.1)
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The right moving contribution consists just of a correlator of currents, where the subscripts
Ia and Ka with a = 1, ..., g label the vector multiplets. These subscripts are also implicitly
present on Fg, but we shall not write them explicitly. We will leave this right moving
correlator for the moment as it is and stick to the left moving part. Here we can perform
the contractions of the various fields to obtain
Fg =
=
ϑs
(
1
2
∑
i(xi − yi) + z1 − z2
)
ϑs
(
1
2
∑
i(xi − yi) + z1 − z2 + z3 − z4
)
ϑs
(
1
2
∑
i(xi + yi)−
∑3g−4
a ra + 2∆
)∏3g−4
a<b E(ra, rb)
∏3g−4
a σ
2(ra)
∏
iE(xi, z2)E(yi, z1)
·
·
ϑs
(
1
2
∑
i(xi + yi) + z3 + z4 −
∑{s3}
a ra
)∏5
I=4 ϑs,hI
(
1
2
∑
i(xi + yi)−
∑{sI}
a ra
)
E2(z1, z2)E(z1, z4)E(z2, z3)
·
·
∏
i<j
E(xi, xj)E(yi, yj)
∏
i
E(xi, z1)E(xi, z3)E(yi, z2)E(yi, z4)E(z1, z3)E(z2, z4)·
·
∏
i
σ(xi)σ(yi)
{s3}∏
a<b
E(ra, rb)
{s4}∏
a<b
E(ra, rb)
{s5}∏
a<b
E(ra, rb)
{s3}∏
a
∂X3(ra)
{s4}∏
a
∂X4(ra)
{s5}∏
a
∂X5(ra)·
· 〈
∏
i
J¯Ii(x¯i)J¯Ki(y¯i)J¯Ig−1(z¯1)J¯Kg−1(z¯2)J¯Ig(z¯3)J¯Kg(z¯4)〉 .
At this stage we can use the gauge-fixing condition
1
2
∑
i
(xi − yi) + z1 − z2 = 1
2
∑
i
(xi + yi)−
3g−4∑
a
ra + 2∆ ,
⇒
3g−4∑
a
ra =
∑
i
yi − z1 + z2 + 2∆ , (3.2)
which reduces the relevant part for the spin-structure sum to
ϑs
(
1
2
∑
i
(xi − yi) + z1 − z2 + z3 − z4
)
ϑs
1
2
∑
i
(xi + yi) + z3 + z4 −
{s3}∑
a
ra
 ·
·
5∏
I=4
ϑs,hI
1
2
∑
i
(xi + yi)−
{sI}∑
a
ra
 .
By Riemann addition theorem, the arguments of the summed functions read
• ++++ :
∑
i
xi +
1
2
∑
i
yi + z3 +
1
2
(z1 − z2)− 1
2
3g−4∑
a
ra =
=
∑
i
xi + z1 + z3 − z2 −∆ ,
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• − −++ : 1
2
∑
i
yi − z3 − 1
2
(z1 − z2) + 1
2
{s3}∑
a
ra − 1
2
{s4,s5}∑
a
ra =
{s3}∑
a
ra − z3 −∆ ,
• −+−+ : 1
2
∑
i
yi + z4 − 1
2
(z1 − z2) + 1
2
{s4}∑
a
ra − 1
2
{s3,s5}∑
a
ra =
{s4}∑
a
ra + z4 −∆ ,
• −++− : 1
2
∑
i
yi + z4 − 1
2
(z1 − z2) + 1
2
{s5}∑
a
ra − 1
2
{s3,s4}∑
a
ra =
{s5}∑
a
ra + z4 −∆ .
Multiplying the amplitude furthermore by
1 =
ϑ(
∑
i yi + z2 + z4 − z1 −∆)
ϑ
(∑3g−4
a ra + z4 − 3∆
) , (3.3)
it takes the form
Fg =
ϑ(
∑
i xi + z1 + z3 − z2 −∆)ϑ(
∑
i yi + z2 + z4 − z1 −∆)ϑ
(∑{s3}
a ra − z3 −∆
)
ϑ
(∑3g−4
a ra + z4 − 3∆
)∏3g−4
a<b E(ra, rb)
∏3g−4
a σ
2(ra)
∏
iE(xi, z2)E(yi, z1)
·
·
ϑ−h4
(∑{s4}
a ra + z4 −∆
)
ϑ−h5
(∑{s5}
a ra + z4 −∆
)∏
i<j E(xi, xj)E(yi, yj)
∏
i σ(xi)σ(yi)
E2(z1, z2)E(z1, z4)E(z2, z3)
·
·
∏
i
E(xi, z1)E(xi, z3)E(yi, z2)E(yi, z4)E(z1, z3)E(z2, z4)
{s3}∏
a<b
E(ra, rb)
{s4}∏
a<b
E(ra, rb)·
·
{s5}∏
a<b
E(ra, rb)
{s3}∏
a
∂X3(ra)
{s4}∏
a
∂X4(ra)
{s5}∏
a
∂X5(ra)·
· 〈
∏
i
J¯Ii(x¯i)J¯Ki(y¯i)J¯Ig−1(z¯1)J¯Kg−1(z¯2)J¯Ig(z¯3)J¯Kg(z¯4)〉 .
Here we use bosonization identities [22] in the following way
ϑ(
∑
i xi + z1 + z3 − z2 −∆)
∏
i<j E(xi, xj)
∏
iE(xi, z1)E(xi, z3)E(z1, z3)∏
iE(xi, z2)E(z1, z2)E(z2, z3)σ(z2)
·
·
∏
i
σ(xi)σ(z1)σ(z3) = detωi(xj , z1, z3) , (3.4)
ϑ(
∑
i yi + z2 + z4 − z1 −∆)
∏
i<j E(yi, yj)
∏
iE(yi, z2)E(yi, z4)E(z2, z4)∏
iE(yi, z1)E(z1, z2)E(z4, z1)σ(z1)
·
·
∏
i
σ(yi)σ(z2)σ(z4) = detωi(yj, z2, z4) (3.5)
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and write the remaining expression in terms of correlators of the internal theory to get
Fg =detωi(xi, z1, z3)detωi(yi, z2, z4)〈
∏{s3}
a ψ¯3∂X3(ra)ψ3(x)〉〈
∏{s4}
a ψ¯4∂X4(ra)ψ¯4(z4)〉
(det(Imτ))2〈∏3g−4a b(ra)b(z4)〉 ·
· 〈
{s5}∏
a
ψ¯5∂X5(ra)ψ¯5(z4)〉 · 〈
∏
i
J¯Ii(x¯i)J¯Ki(y¯i)J¯Ig−1(z¯1)J¯Kg−1(z¯2)J¯Ig(z¯3)J¯Kg(z¯4)〉 .
Here we have split off ψ3 which has dimension zero and was originally at z3 and moved it
to some arbitrary point x since ψ3 only provides a constant zero mode. Including all the
possible distributions of the positions ra in the sets {s3}, {s4} and {s5} we find:
Fg =detωi(xi, z1, z3)detωi(yi, z2, z4)
(det(Imτ))2
· A(ra, z4)·
· 〈
∏
i
J¯Ii(x¯i)J¯Ki(y¯i)J¯Ig−1(z¯1)J¯Kg−1(z¯2)J¯Ig(z¯3)J¯Kg(z¯4)〉 , (3.6)
where
A(ra, z4) =
〈∏3g−4a=1 G−(ra)J−−K3 (z4)ψ3(x)〉
〈∏3g−4a=1 b(ra)b(z4)〉 . (3.7)
Here G− are the supercurrents and J−−K3 the SU(2) current in the twisted internal theory
and therefore are dimension 2 operators. Similar to the expression of (2.10) also here in
the heterotic case A(ra, z4) is a meromorphic scalar function of all its arguments which
develops a pole when za approaches any of the ra. In this case the numerator is finite and
non-zero when the corresponding G− contributes the torus part G−T 2 while, however, the
denominator vanishes. This problem is again due to the fact that we have not included all
the other possible terms in vertex operators. However, this can be resolved in precisely the
same manner as in the type I case (see also Section 5). As in the open string case we assume
that including all the other terms in the vertex operators amounts to an antisymmetrization
of z4 with all the ra in the numerator of the above equation which then cancels the zero
coming from the denominator as z4 approaches any of the ra.
The remainder of the argument also follows similarly to the computation in Section 2.2.
We note that as a function of any ra or z4 both the numerator as well as the denominator
in A are sections of the line bundle of quadratic differentials and have no poles or zeroes at
the remaining 3g−4 points. Both the numerator and denominator must have g additional
zeroes as the degree of the divisor class of quadratic differentials is 4g− 4 but by the Abel
map generically these g additional zeroes are uniquely fixed. This implies that A has no
zero or pole as a function of ra and z4. Therefore A must be a constant since A is a
meromorphic scalar function of its arguments and as a result
A(ra, z4)(µ · b)3g−3 = (µ ·G−)3g−4(µ · J−−K3 )ψ3(x) , (3.8)
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where we have used the same notation as in (2.12). We therefore find
Fg =〈(µ ·G−)3g−4(µ · J−−K3 )ψ3(x)〉 ·
detωi(xi, z1, z3)detωi(yi, z2, z4)
(det(Imτ))2
·
· 〈
∏
i
J¯Ii(x¯i)J¯Ki(y¯i)J¯Ig−1(z¯1)J¯Kg−1(z¯2)J¯Ig(z¯3)J¯Kg(z¯4)〉 . (3.9)
In principle, the right moving correlator would contribute arbitrary contractions of the
non-abelian currents. In order to simplify our computation we consider differences of
various gauge groups, which precisely cancels all contractions among the currents. The
contribution we then get from each current is
J¯I ∼ ω¯iQiI . (3.10)
The simplification consists in the fact that the holomorphic ωi are supplemented by pre-
cisely the correct anti-holomorphic differentials ω¯i, to provide the correct (det(Imτ))
2 after
the integral. Finally, we therefore find
Fg =
∫
Mg
〈(µ ·G−)3g−4(µ · J−−K3 )ψ3(x)(detQi)(detQj)〉 , (3.11)
which is indeed a topological correlator. The splitting into torus and K3 contribution takes
the following form
Fg =
∫
Mg
〈(µ ·G−T 2)g(µ ·G−K3)2g−4(µ · J−−K3 )ψ3(x)〉 · (detQi)(detQj) . (3.12)
4 Harmonic description and harmonicity relations
In the previous Section we have considered particular amplitudes in heterotic string theory
which are captured by correlation functions in a twisted two-dimensional theory. In this
Section we would like to understand which terms in the heterotic effective action these
amplitudes correspond to and whether they have any interesting properties with respect
to their moduli dependence. It turns out that the effective action is best formulated in
N = 2 harmonic superspace and we will begin by constructing this space explicitly.
4.1 Global N = 2 supersymmetry
4.1.1 SU(2) harmonic variables
We consider N = 2 supersymmetry in four dimensions whose automorphism group is
SU(2). We introduce harmonic variables [11] on the coset SU(2)/U(1) in the form of ma-
trices (u+i , u
−
i ) ∈ SU(2). They have an index i = 1, 2 transforming under the fundamental
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representation of SU(2) and U(1) charges ±1. Together with their complex conjugates
u¯i+ = (u
+
i ), u¯
i
− = (u
−
i ) they satisfy the unitarity conditions
u+i u¯
i
+ = u
−
i u¯
i
− = 1 , u
+
i u¯
i
− = u
−
i u¯
i
+ = 0 , u
+
i u¯
j
+ + u
−
i u¯
j
− = δ
j
i (4.1)
and the unit determinant condition
ǫiju+i u
−
j = 1 , u
+
i u
−
j − u−i u+j = ǫij , (4.2)
(with ǫ12 = −ǫ12 = 1).
The harmonic functions have harmonic expansions homogeneous under the action of
the subgroup U(1). The harmonic expansions are organized in irreps of SU(2), keeping
the balance of projected indices so that the overall U(1) charge is always the same. An
example of a harmonic function which we shall frequently encounter is f+(u) = f iu+i +
f ijku+i u
+
j u
−
k + · · · . The first component in this expansion is a doublet of SU(2). The higher
components give rise to higher-dimensional irreps, but we shall not need them here.
The harmonic derivatives can be viewed as the covariant derivatives on the harmonic
coset SU(2)/U(1), or equivalently, as the generators of the algebra of SU(2) written down
in an U(1) basis (see Section 4.2). This means that they are invariant under the left action
of the group SU(2), but covariant under the right action of the subgroup U(1). They can
be split into generators of the subalgebra U(1):
D0 = u
+
i
∂
∂u+i
− u¯i+
∂
∂u¯i+
(4.3)
and of the coset:
D+
− = u−i
∂
∂u+i
= u¯i+
∂
∂u¯i−
, and D−+ = u+i
∂
∂u−i
= u¯i−
∂
∂u¯i+
. (4.4)
The harmonic derivatives are differential operators preserving the defining algebraic con-
straints (4.1) and (4.2).
The derivative (4.3) acts homogeneously on the harmonic functions. For instance, the
function f+(u) above has U(1) charge +1, hence
D0f
+(u) = f+(u) . (4.5)
The harmonic expansion of this function defines an infinitely reducible representation of
SU(2). It can be made irreducible by requiring that the raising operator D−+ annihilates
the function:
D−
+f+(u) = 0 ⇒ f+(u) = f iu+i . (4.6)
In other words, such a function is a highest-weight state of a doublet of SU(2). The
irreducibility condition (4.6) is also called a condition for harmonic (H-) analyticity.
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4.1.2 Grassmann analytic on-shell superfields
The introduction of harmonic variables allows us to define ‘1/2 BPS short’ or Grassmann
(G-) analytic superfields.5 6 They depend only on half of the Grassmann variables which
can be chosen to be θ+α = θ
i
α u
+
i and θ¯
α˙
− = u¯
i
− θ¯
α˙
i . One such superfield is the linearized
on-shell hypermultiplet (N = 2 matter multiplet)
q+(xµ, θ+, θ¯−, u) = f iu+i + θ
+
α χ
α + ψ¯α˙ θ¯
α˙
− + derivative terms. (4.7)
Here f i are the two complex scalars, χα and ψ¯α˙ are the two fermions of the on-shell
multiplet. To exhibit manifest G-analyticity, one has to choose the appropriate analytic
basis in superspace,
xµ → xµ + iθ+σµθ¯+ − iθ−σµθ¯− , (4.8)
analogous to the familiar chiral basis. Note that the harmonic dependence here is cut down
to linear. This is typical for on-shell multiplets which, in addition to the G-analyticity
condition, also satisfy the H-analyticity condition
D−+q+(θ+, θ¯−, u) = 0 . (4.9)
Here the harmonic derivative is supersymmetrized by going to the manifestly G-analytic
superspace coordinates (4.8). One can show that the ‘ultrashort’ on-shell superfield (4.7)
is the solution to the simultaneous conditions for G- and H-analyticity [11, 13, 24].
Note that in the N = 2 G-analytic superspace there exists a special conjugation ˜
combining complex conjugation with a reflection on the harmonic coset, such that G-
analyticity is preserved. In this sense we can define the conjugate hypermultiplet
q˜−(xµ, θ+, θ¯−, u) = f¯iu¯i− + θ¯
α˙
− χ¯α˙ + ψ
α θ+α + derivative terms. (4.10)
In what follows it will be convenient to combine the two versions of the hypermultiplet
into a doublet of an external SU(2) (not the R symmetry one), (q+, q˜−) ↔ q+a , a = 1, 2.
Another example of a G-analytic superfield is the linearized on-shell vector multiplet.
It is obtained from the off-shell chiral field strength
W (θiα) = ϕ+ θ
i
αλ
α
i + θ
i
αθ
j
β (ǫijF
(αβ)
(+) + ǫ
αβS(ij)) . (4.11)
Here ϕ is the complex physical scalar and F(+) is the self-dual part of the gluon field
strengths, while S is a triplet of auxiliary fields. On shell the latter must vanish,7 hence
the additional constraint
ǫαβD
α
i D
β
j W = 0 . (4.12)
5A more systematic derivation of the G-analytic superfields as functions on a coset of the N = 2
superconformal algebra SU(2, 2/2) will be given in Section 4.3.
6The notion of Grassmann analyticity (with breaking of the R symmetry) was first proposed in [23] in
the context of the N = 2 hypermultiplet. Later on it was made R-symmetry covariant in the framework
of N = 2 harmonic superspace in [11].
7See Section 4.1.3 for a discussion of the proper elimination of this auxiliary field.
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Now, define the superfield (a superdescendant of W )
Kα− = D
α
− W , (4.13)
where we have projected the SU(2) index of Dαi with the harmonic u¯
i
− . This superfield
is annihilated by half of the spinor derivatives and hence is 1/2 BPS short. Indeed, this is
true for the projections D¯+
β˙
since {D¯+, D−} = 0 and D¯iβ˙W = 0 (chirality). Further, hitting
(4.13) with Dβ− we obtain zero as a consequence of the projection of the on-shell constraint
(4.12) with u¯i−u¯
j
−. We conclude that K
α
− satisfies the G-analyticity constraints
Dβ−K
α
− = D¯
+
β˙
Kα− = 0 , (4.14)
which imply that it depends on half of the θ’s:
Kα−(θ
+, θ¯−, u) = λαi u¯
i
− + (σ
µ)αα˙θ¯α˙− i∂µϕ+ θ+β F
αβ
(+) + derivative terms. (4.15)
In addition, the harmonic dependence of Kα− is restricted to be linear. As in (4.9), this
follows from the condition for H-analyticity
D−+Kα− = 0 , (4.16)
in turn derived from the harmonic independence of W (D−+W = 0) and the commutator
[D−+, Dα−] = 0. This is another example of an ultrashort superfield. Note, however, that it
is not a primary object but rather a superdescendant of the chiral on-shell vector multiplet.
4.1.3 Higher-derivative couplings
After having defined the G-analytic superfields (4.7) and (4.15), we now want to construct
the corresponding effective action couplings. In this paper we consider the following term:
S =
∫
d4x du d2θ+d2θ¯− (K− ·K−)g F−2(g−2)(q+Aˆ a, u) , (4.17)
where K− · K− ≡ Kα−ǫαβKβ− and Aˆ = 1, . . . , n is an SO(n) vector index labelling the
coordinates of the coset of physical scalars (see Section 4.2).8 Moreover, the integer g
was chosen in such a way that amplitudes computed from the effective action term (4.17)
correspond precisely to the genus g amplitudes which we have calculated in section 3.
We can generalize the above coupling in various ways. The simplest is to add, e.g., a
holomorphic dependence on the vector multiplets, F−2(g−2)(q+,W ; u). Being chiral, W are
annihilated by D¯+α˙ , therefore to make F G-analytic we only need to act with (D− · D−),
giving rise to the gaugino term
(K−P ·K−Q) F−2gP,Q (q+,W, u) . (4.18)
8The superfield Kα− being a fermion, one needs a gauge group of sufficiently high rank, so that
(Kα−ǫabK
β
−)
g 6= 0.
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Here P,Q are the gauge group indices of the vector multiplets and FP,Q is the second-order
derivative of the function F with respect to W . Note that the U(1) charge of the function
F has changed, to compensate for the charge of the extra factor K− ·K−.
Another way is to let the function F depend on both chiral and antichiral vector
multiplets, F−2(g−2)(q+,W, W¯ ; u). We can make it manifestly G-analytic by acting on it
with four spinor derivatives:
(D− ·D−)(D¯+ · D¯+) F−2(g+1)(q+,W, W¯ ; u) . (4.19)
Using the (anti)chirality of W, W¯ and the on-shell constraint (4.12), it is easy to see that
the only way to distribute these four derivatives is that one derivative hits one superfield,
producing Kα− or its conjugate K˜
+
α˙ . This gives rise to the following four-fermion term:
(K˜+M¯ · K˜+N¯) (K−P ·K−Q) (F−2(g+1))M¯,N¯,P,Q(W, W¯ ) . (4.20)
Yet another possibility would be to add hypermultiplets of the ‘wrong’ analyticity, i.e. q−
and q˜+:
(D− ·D−)(D¯+ · D¯+) F−2(g+1)(q+,W, W¯ , q−, q˜+; u) . (4.21)
This time there are many ways we can distribute the four spinor derivatives, among which
we find a term of the type
(D¯+W¯ · D¯+q−) (D−W ·D−W ) , etc. (4.22)
4.1.4 The harmonicity condition
It is important to stress upon two points concerning the effective action term (4.17):
• The Grassmann measure is G-analytic, i.e. it involves only half of the projected θ’s,
and so must be the integrand, otherwise supersymmetry will be broken. This is why
we have to use the linearized on-shell superfields q+, q˜− and K− which are G-analytic
like the measure.
• The harmonic integral should produce an SU(2) invariant, i.e. it picks out the SU(2)
singlet part of the integrand. This is only possible if the latter is a chargeless harmonic
function. For example, f(u) = f0+ f
iju+i u
+
j + · · · integrates to
∫
du f(u) = f0, but a
charged function like f+ = f iu+i + · · · will have a vanishing integral. Notice that for
this reason the harmonic integral should always be done last, after the Grassmann
integrals, since the latter are charged.
In our case (4.17) the function F carries U(1) charge −2(g − 2) needed to compensate
that of the factor K (+2g) and of the Grassmann measure (−4). Given the fact that the
arguments q+a of F have a positive charge, we have to introduce a set of constant SU(2)
multispinors
ξ−p(u) = ξ(i1···ip) u¯
i1
+ · · · u¯ip+ + . . . (4.23)
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thus explicitly breaking SU(2).9 The dots denote higher-order terms in the harmonic
expansion of the coefficients ξ(u) which will not be of interest for us, see below. Note that
the product of harmonics forms an irreducible representation of SU(2) of isospin p. In what
follows this fact will be of crucial importance. So, we consider the potential (m = 2(g−2);
the Sp(n) index Aˆ, with Aˆ = 1, ..., 2n of F are suppressed)
F−m(q+, u) =
∞∑
n=0
ξ−(m+n)(u) (q+)n . (4.24)
The factors K in (4.17) contribute, among others, the term
(θ+)2(θ¯−)2 F 2(+)(∂ϕ)
2 (λ− · λ−)m2 , (4.25)
which is exactly the one which we have considered in section 3. The θ’s saturate the
superspace measure and are integrated out. The remainder has a harmonic charge,
(λ− · λ−)m2 = (λi1 · λi2) · · · (λim−1 · λim) u¯i1− · · · u¯im− (4.26)
which is compensated by the factor F in order to have a non-vanishing harmonic integral
(i.e., an SU(2) singlet). Clearly, (4.26) is a representation of SU(2) of isospin m. This can
be reformulated as the highest-weight condition (cf. (4.6))
D−+(λ− · λ−)m2 = 0 . (4.27)
A similar condition holds for the entire superfield term (K− ·K−)g.
The singlet needed for the harmonic integral is obtained by combining (4.26) with the
matching representation in F . Consider the harmonic structure of F (all θ = 0):
F−m(f+, u) =
∞∑
n=0
ξ(i1···im+n) u¯
i1
+ · · · u¯im+n+ f (k1 · · ·fkn)u+k1 · · ·u+kn . (4.28)
Here we have restricted the harmonic expansion (4.23) of the coefficient function ξ−(m+n)(u)
to the lowest-rank SU(2) representation. The higher-rank terms are irrelevant due to the
gauge invariance of the coupling (4.17). Indeed, consider adding a total supersymmetrized
harmonic derivative D−+Λ(−2g+2)(θ+, θ¯−, u) to the potential F−2(g−2). After integration
by parts (the G-analytic measure allows this), D−+ annihilates the on-shell superfield K−
(recall (4.16)), hence the gauge invariance of (4.17) with the G-analytic parameter Λ. By
examining the harmonic expansion of Λ(0, 0, u) one can show that all the omitted terms
in (4.28) can be gauged away.
The gauge-fixed function (4.28) satisfies two differential conditions. The first one ex-
presses the fact that it is a function only of the projection f+ of the SU(2) doublet of
physical scalars:
∂
∂f−
F−m = 0 . (4.29)
9The other possibility, which we do not consider here, would be to use singular functions involving
inverse powers of fields.
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This is yet another kind of analyticity condition (S-analyticity), this time with respect to
the scalars (which in fact are the coordinates on the curved manifold SO(n, 4)/SO(n)×
SO(4), see Section 4.2). The second one restricts the harmonic dependence
D+
−F−m = f−
∂
∂f+
F−m . (4.30)
Note that if the right-hand side in (4.30) vanished, this would be a condition defining a
lowest-weight state of SU(2). However, the dependence on the scalars makes the harmonic
structure in (4.28) reducible.
From (4.28) we have to extract the irreducible harmonic structure u¯i1+ · · · u¯im+ needed
to match the conjugate structure in (4.26). It is obtained by contracting all the u+ in
(4.28) with a subset of the u¯+, using u¯
i
+ u
+
k = 1/2 δ
i
k + traceless (see (4.1)). This confirms
that the omitted terms in the harmonic expansion of ξ in (4.28) cannot contribute - they
contain higher-isospin SU(2) irreps. The result is the relevant part of the function F , or
the reduced function
Fg =
∑
n
ξ(i1···im+n) u¯
i1
+ · · · u¯im+ f im+1 · · · f im+n . (4.31)
In fact, this object is the amplitude computed in the heterotic string theory analysis in
section 3. The U(1) charge of Fg is −m which is identical to the one of F−m. Notice
the full symmetrization of the indices of ξ inherited from (4.28). As required, the reduced
function is manifestly H-analytic (i.e., SU(2) irreducible),
D+
−Fg = 0 . (4.32)
However, now the manifest S-analyticity (i.e., the dependence only on f+) of (4.28) is lost.
It should be made clear that (4.31) is just a rearrangement of the harmonic expansion
of the gauge-fixed function F−m. The information contained in this function is encoded
in the fact that the coefficients ξ(i1···im+n), which are the same in (4.28) and (4.31), form
the SU(2) representation of isospin m + n. This information can be translated into two
types of differential constraints on the function Fg. In general, the harmonic and scalar
factors in (4.31) form the reducible representation (m) ⊗ ∏np=1⊗ (1)p → (m+ n) + . . ..
The relevant projection (m+ n) is obtained by symmetrizing all the indices i. Any other
representation in this tensor product will have a subset of the i’s antisymmetrized. The
product of two u’s is irreducible, (1)⊗ (1) → (2) as follows form the commuting nature
of the SU(2) harmonics u¯i+. The antisymmetrization of indices carried by the u¯’s and the
f ’s is ruled out by the so-called harmonicity condition:
ǫij
∂
∂u¯i+
∂
∂f jA
Fg = 0 , (4.33)
where we have combined the SO(n) × Sp(1) indices Aˆ a into the Sp(n) index A. This
constraint involves partial derivatives with respect to u¯+. Strictly speaking, such an op-
eration is illegal in the harmonic formalism, since the variables u are not independent, as
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can be seen from (4.1), (4.2). However the above equation can be rewritten using covariant
harmonic derivatives introduced in (4.3) and (4.4) as
ǫij
(
u−i D−
+ − u+i D0
) ∂
∂f jA
Fg = 0 . (4.34)
Indeed, it is easy to see that this equation reduces to (4.33) since our function Fg explicitly
involves only u¯+ harmonics. In the following however we will continue to write the formula
using partial derivatives with respect to u¯+.
Further, the antisymmetrization of indices carried by the f ’s is ruled out by the con-
straint
ǫij
∂
∂f iA
∂
∂f jB
Fg = 0 . (4.35)
Here we do not take into account the fact that the physical scalars f parametrize a curved
manifold and hence the derivatives in (4.35) should be considered covariant with respect to
the metric of the manifold. In Section 4.2 we will consider the curved manifold in a special
case namely the coset space SO(n, 4)/SO(n)×SO(4), where the Sp(n) will be represented
by the an SO(n) vector index Aˆ and and external SU(2) index a with a = 1, 2. There we
show that (4.35) is modified by a term proportional to ǫabδAˆBˆ.
4.1.5 The role of the auxiliary field
In the discussion above we have always treated the auxiliary field Sij in (4.11) as vanishing
on shell. In other words, we have considered a free (flat) kinetic term for the vector
multiplets,
S0 =
∫
d4x d4θ W 2 + c.c. . (4.36)
In reality, the spaces we deal with are not flat, they have a non-trivial metric originating
from the kinetic term
S0 =
∫
d4x d4θ h(W I) + c.c. , (4.37)
where h(W I) is the holomorphic “prepotential”. Notice that the auxiliary field is real, as
follows from the defining constraint (Bianchi identity) on the vector multiplet (Di ·Dj)W =
(D¯i·D¯j)W¯ . Then we can easily work out the part of the action (4.37) involving this auxiliary
field:
1
2
Sij ISJij(hIJ + h¯IJ) + S
ij I
[
hIKL(λ
K
i · λLj ) + h¯IKL(λ¯Ki · λ¯Lj )
]
, (4.38)
and solve for it:
SIij = G
IJ
[
hJKL(λ
K
i · λLj ) + h¯JKL(λ¯Ki · λ¯Lj )
]
, (4.39)
where the metric GIJ is defined by GIJ(hJK + h¯JK) = δ
I
K .
It should be pointed out that the same auxiliary field also appears in all of the higher-
derivative couplings described in Section 4.1.3. Consequently, we should modify the ex-
pression (4.39) by terms involving those new couplings. Then plugging this expression for
the auxiliary field back into the action will result in terms quadratic (and higher) in the
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couplings. Since the general case is rather complicated, here we would like to present a
simple example where the interaction resulting from the elimination of the auxiliary field
is multilinear in the couplings. We want to show that purely chiral couplings of the type
(4.25) can originate from different terms in the effective action, and not only from the
obvious term (4.17). Consider, for instance, the non-holomorphic term (4.19) or, together
with the chiral prefactor,
(D− ·D−)(D¯+ · D¯+)
[
(K− ·K−)g−3 F−2(g−3)(W, W¯ )
]
. (4.40)
If we distribute the spinor derivatives as described in Section 4.1.3 (i.e., assuming that
the auxiliary field vanishes), we obtain the non-chiral coupling (4.20). However, in the
presence of a non-vanishing auxiliary field we have other possibilities. First of all, the two
D¯+ may hit the same W¯ , giving an auxiliary field. From its expression (4.39) we retain
only the chiral half, since this is what we wish to reproduce. Further, if a D− hits a K−,
another auxiliary field will appear. In this way we will get a term quadratic in the gauge
couplings hIJK but we have decided to keep terms multilinear in the different couplings
only. The same will happen if the two D− hit the same W from the function F , so we drop
such terms as well. Then the only way the two D− act is by distributing onto two different
W , which is another factor of K− ·K−. The net effect of all this is the purely chiral term
F 2(+)(∂ϕ)
2 (λ− · λ−)g−3 (λP− · λQ−) F−2(g−3)PQ;I¯ (W, W¯ ) GIJhJKL(λK− · λL−) , (4.41)
where the indices PQ of FPQ;I¯ denote derivatives with respect to W , and I¯ with respect
to W¯ .
This term should be compared to a similar one obtained from the coupling (4.18),
holomorphic in W . In the presence of auxiliary fields it should be rewritten as
(D− ·D−)
[
(K− ·K−)g−2 F−2(g−2)(W )
]
. (4.42)
If the two derivatives D− are distributed over the W , they produce another factor λ− · λ−.
Otherwise, they produce auxiliary fields, either by hitting a K− or by acting together on
a W . The net effect is a term of the same structure as (4.41), however, without any anti-
holomorphic dependence on W¯ . Putting the two couplings (4.40) and (4.42) together, we
may say that we have generated a “holomorphic anomaly”, as described around eq. (6.33).
4.2 The coset of physical scalars
4.2.1 Quaternionic geometry
Let us consider10 a 4n dimensional Riemann manifoldM with local coordinates {xMk}, M =
1, . . . , 2n; k = 1, 2. One of the definitions of quaternionic geometry [25, 26, 27] restricts
the holonomy group to a subgroup of Sp(n)× Sp(1). Hence we can choose from the very
10In this subsection we follow Ref. [19].
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beginning the tangent group to be Sp(n) × Sp(1). So, the tensor fields defined on the
manifold {xMk} undergo gauge transformations both in their Sp(n) and Sp(1) indices
δφAB...ij...(x) ≡ φ′AB...ij...(x+ δx)− φAB...ij...(x)
= τA
A′(x)φA′B...ij...(x) + τB
B′(x)φAB′...ij...(x) + . . .
+ τi
i′(x)φAB...i′j...(x) + τj
j′(x)φAB...ij′...(x) + . . .
δxMi = τMi(x) . (4.43)
Correspondingly, the covariant derivative is given by
DAi = eMkAi ∂Mk − ωAi(CD)Γ(CD) − ωAi(lk)Γ(lk) ≡ ∇Ai − ωAi(CD)Γ(CD) − ωAi(lk)Γ(lk) . (4.44)
Here ωAi(CD) and ωAi(lk) are the Sp(n) and Sp(1) connections. The Sp(n) generators Γ
(CD)
obey the algebra
[Γ(CD),Γ(EF )] =
1
2
(ΩCEΓ(DF ) + ΩCFΓ(DE) + ΩDEΓ(CF ) + ΩDFΓ(CE)) , (4.45)
and similarly for the Sp(1) generators Γ(lk), with the Sp(n) invariant tensor ΩAB replaced
by ǫlk. As a rule, we deal with the fundamental spinor representations of Sp(n) and Sp(1),
(DAi)BnB′n′ = δB′B δn
′
n ∇Ai + δn
′
n ωAi B
B′ + δB
′
B ωAi n
n′ . (4.46)
The commutator of two covariant derivatives produces the Sp(n) and Sp(1) components
of the curvature tensor,
[DAi,DBj ]CnC′n′ = δn′n RAi Bj CC
′
+ δC
′
C RAi Bj n
n′ ≡ RAi, Bj CnC′n′ . (4.47)
Now, the requirement that the holonomy group of this 4n dimensional Riemannian
manifold (i.e. the group generated by the Riemann tensor) belongs to Sp(n) × Sp(1) is
equivalent to the following covariant constraints
RAi Bj C
C′ = ǫijRAB;C
C′ (4.48)
RAi Bj n
n′ = ΩABRij n
n′ . (4.49)
For the analogous constraint defining the hyper-Ka¨hler manifolds [28], the right-hand side
of eq. (4.49) vanishes, while in the quaternionic case it corresponds to the non-vanishing
Sp(1) part of the holonomy group.
The Bianchi identities combined with (4.48) and (4.49) imply
R(AB) (A′B′) = R(ABA′B′) + (ΩBA′ΩAB′ + ΩAA′ΩBB′)R (4.50)
R(ij)(kl) = (ǫikǫjl + ǫilǫjk)R , R = constant , (4.51)
where we have introduced
R ≡ 1
6
R(ij)
(ij) , RAi Bj
Ai Bj = 8n(n+ 2)R . (4.52)
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The constant R can be positive or negative since the constraints (4.48) and (4.49) do not
fix its sign. It is easy to see from eqs. (4.47) – (4.51) that the quaternionic manifolds are
Einstein manifolds (with a cosmological constant proportional to R). Hence the homoge-
neous quaternionic manifolds are compact in the case R > 0 and non-compact if R < 0
[29]. The scalar Sp(1) curvature is by definition positive and is given by |Rijij | = 6|R|.
Thus, irrespective of the value of n, the basic constraint defining the quaternionic
geometry can be written as follows
[DAi,DBj ]CnC′n′ = −2 δC′C ΩAB R Υ(ij) nn
′
+ δn
′
n ǫij [R(ABC
C′) − R (ΩBCδC′A + ΩACδC
′
B )] ,
(4.53)
where
Υ(ij) n
n′ =
1
2
(ǫinδ
n′
j + ǫjnδ
n′
i )
are the generators of Sp(1) acting on a field with indices φn′... .
In order to prepare for the harmonic description of the manifold, let us decompose the
Sp(1) indices i, j into U(1) charges ±:
[DA±,DB±]CnC′n′ = ±2δC′C ΩAB R (Υ±±)nn
′
(4.54)
[DA+,DB−]CnC
′n′ = −2δC′C ΩAB R (Υ0)nn
′
+ δn
′
n [R(ABC
C′) − R (ΩBCδC′A + ΩACδC
′
B )] ,
(4.55)
where we have introduced the projected quantities
Υ0 ≡ Υ+− = Υ−+ = ui+uj−Υij , and Υ±± = ∓
1
2
ui±u
j
±Υij . (4.56)
Notice that the second term on the right-hand side of (4.55) acts only on fields with Sp(n)
indices φC′... . Applying this algebra to an Sp(n) scalar (no indices C
′ . . ., but some indices
n′ . . .), we obtain
[DA±,DB±]CnC′n′ = ±2δC′C ΩAB R (Υ±±)nn
′
(4.57)
[DA+,DB−]CnC
′n′ = −2δC′C ΩAB R (Υ0)nn
′
. (4.58)
4.2.2 The coset SO(n, 4)/SO(n)× SO(4)
In the special case of the coset SO(n, 4)/SO(n)×SO(4) the holonomy group Sp(n)×Sp(1)
is reduced to SO(n)× SU(2)× Sp(1) ∼ SO(n)× SO(4). So, the Sp(n) indices split into
SO(n)×SU(2) indices, A → Aˆa, where Aˆ = 1 . . . n is an SO(n) vector index and a = 1, 2
is an SU(2) doublet index. Thus, we have ΩAB = δAˆBˆ ǫab. With this decomposition it
is easy to identify the last term in the right-hand side of (4.55) (with R = −1) as the
generators Zab = Zba of SU(2). Further, the curvature term R(ABC
C′) now becomes the
generators MAˆBˆ = −MBˆAˆ of SO(n). Finally, let us denote the covariant derivatives D
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(i.e., the generators of the coset SO(n, 4)/SO(n)× SO(4)) by LAˆ a±. Then the algebra of
SO(n, 4) takes the form
[LAˆ a±, LBˆ b±] = ±δAˆBˆǫabΥ±± ,
[LAˆ a+, LBˆ b−] =MAˆBˆǫab −
1
2
(ǫabΥ0 + Zab)δAˆBˆ ,
[MAˆBˆ, LCˆ a±] = δAˆCˆLBˆ a± − δBˆCˆLAˆ a± ,
[Υ±±, LAˆ a∓] = LAˆ a± ,
[Υ0, LAˆ a±] = ±LAˆ a± , (4.59)
[Zab, LAˆ c±] = −(ǫacLAˆ b± + ǫbcLAˆ a±) ,
[MAˆBˆ,MCˆDˆ] = δAˆCˆMBˆDˆ + permutations ,
[Zab, Zcd] = −ǫacZbd + permutations ,
[Υ++,Υ−−] = Υ0 ,
[Υ0,Υ±±] = ±2Υ±± .
Here the first two relations are in fact the commutators of covariant derivatives (4.54),
(4.55).
4.2.3 Harmonic description
The higher-derivative term (4.17) involves the function (potential) F defined on the coset
of physical scalars. The peculiarity of this function is that it depends only on a single
projection f+
Aˆ a
(x, u) of the four-vectors of coset coordinates, obtained with the help of the
SU(2) harmonic variables. This is a typical example of an analytic harmonic realization of
a coset space. Another, very similar example is that of the N = 2 superconformal group
SU(2, 2/2) realized on the Grassmann analytic superfields (4.7) (see Section 4.3). Here
we explain this coset construction, following closely the case of N = 2 superconformal
symmetry and Poincare´ supergravity [30, 31, 18] and of N = 2 quaternionic sigma models
[32, 19, 33].
Now, we want to realize the algebra (4.59) on a coset of the group SO(n, 4). The
standard coset SO(n, 4)/SO(n)× SO(4) is obtained by putting the generators M,Z,Υ of
SO(n)×SO(4) in the coset denominator and leaving all the L’s in the coset with associated
4n coordinates f :
SO(n, 4)
(M,Z,Υ)
∼ {f±
Aˆ a
} . (4.60)
We wish to have an alternative S-analytic coset involving only the coordinates f+
Aˆ a
associated with the generators LAˆ a+. To this end we have to move the generators LAˆ a− to
the coset denominator. In doing this we encounter a problem: The Sp(1) generator Υ++
converts LAˆ a− into the coset generator LAˆ a+. In order to avoid this, we proceed to the
‘harmonization’ of the coset. This means to introduce an additional group ŜU(2) which we
treat as independent of the Sp(1) from the coset denominator. Let us denote its generators
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by T++, T−−, T0. We assume that this extra ŜU(2) acts as an external automorphism of
(4.59), i.e. [T,Υ] = Υ, [T, L] = L. Then it is clear that the combination Υ++ − T++
commutes with the generators of (4.59), in particular, with LAˆ a−. So, to avoid the above
problem, we replace Υ++ in the coset denominator by this combination. The group ŜU(2)
is itself realized on the harmonic coset ŜU(2)/Û(1), which means that we have to add the
generator of the automorphism subgroup Û(1) to the coset denominator. The result is a
particular S-analytic realization of the coset
SO(n, 4) ⊂× ŜU(2)
(M,Zab, LAˆ a−,Υ0,Υ−−,Υ++ − T++, T0)
∼ (f+
Aˆ a
, w±i ) (4.61)
parametrized by the coordinates f+
Aˆ a
associated with the SO(n, 4) generators LAˆ a+ and
by harmonics w±i (the latter differ from the usual SU(2) harmonics u (4.1), as explained
below).
This coset is analytic in the sense that we consider functions F (f+
Aˆ a
, w±i ) on it which
are annihilated by the generators LAˆ a−. Then the algebra (4.59) implies
LAˆ a−F = 0 ⇒ Υ−−F = 0 . (4.62)
In addition, we only consider scalar functions under SO(n)× SU(2), i.e., functions which
do not carry SO(n) × SU(2) indices, but can have U(1) charges under both Υ0 and T0.
This amounts to the extra constraints
MAˆBˆF = ZabF = 0 . (4.63)
Finally, we impose the coset defining constraint
(Υ++ − T++)F = 0 . (4.64)
It leads to a particular mixing of the coordinates associated with the Sp(1) generators Υ
and with the ŜU(2) generators T . For this reason (4.61) is a semi-direct product (denoted
by ⊂× in (4.61)) of the two cosets SO(n, 4)/SO(n)× SO(4) and ŜU(2)/Û(1).
The actual construction of the coset goes through the following steps. We first intro-
duce a double harmonic space involving, in addition to the ŜU(2) harmonic variables u,
harmonics κI
i (with I = ±) on Sp(1) ∼ SU(2) satisfying the defining conditions (cf. (4.1))
κI
iκ¯i
J = δJI , κ¯i
IκI
j = δji , ǫ
IJκI
iκJ
j = ǫij . (4.65)
They undergo SU(2) transformations of two types: local (in the sense of SU(2) from the
coset denominator) with parameter λ and rigid with parameter σ:
δκI
i = λI
JκJ
i + κI
jσj
i . (4.66)
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The introduction of the new harmonics allows us to realize the Sp(1) generators Γ(lk) in
(4.44) as differential operators:
Γ(lk) =
1
2
(
κI
lǫkt
∂
∂κI t
+ κI
kǫlt
∂
∂κI t
)
. (4.67)
Further, the projected covariant derivatives (4.44), DαI = κI iDαi now act on fields with
projected Sp(1) indices, φIJ...K(x, κ) = κI
iκJ
j . . . κK
kφij...k(x). They satisfy the algebra
(on fields without Sp(n) indices)
[DAI ,DBJ ]CC′ = −2 δCC′ΩABRΥ(IJ) , (4.68)
where Υ(IJ) are the covariant derivatives with respect to the coordinates va
i, Υ(IJ) =
−κ¯Ikκ¯Jl Γ(kl). It is important to realize that these derivatives do not act on the ŜU(2)
harmonic variables u, but only on the newly introduced Sp(1) harmonics κ.
Our task now will be to make a change of variables from κ, u to z, w which are inert
under the rigid SU(2) and have simple transformation properties under the local SU(2).
This will allow us to impose the coset constraint (4.64) in a covariant way. We start by
projecting the harmonics κ with u, u¯:
κ±± = u¯±IκI iui± (4.69)
and similarly for the conjugate matrix κ¯. Next we make the following non-linear change
of variables:
z−+ = κ−+(κ++)−1 = −(κ¯−−)−1κ¯−+ , z−− = κ¯−− ,
z+
− = κ+−(κ−−)−1 = −(κ++)−1κ¯+− , z++ = κ¯++ . (4.70)
These new variables satisfy an algebraic constraint following from the fact that κ ∈ SU(2),
i.e. det κ = 1. It can be used to eliminate, e.g. z−− while the remaining z++ can be treated
as the coordinate of U(1) ⊂ SU(2).
It is then not hard to check that the new variables z transform in the following way
under the local SU(2):
δz−+ = λˆ−+ , δz−− = z−−λˆ−− , δz++ = λˆ++z++ ,
δz+
− = λˆ++z+− + z+−λˆ−− − λˆ+− , (4.71)
where λˆ±± = w¯±IλIJwJ± and we have introduced the new harmonics
wi
+ = ui
+ + ui
−z−
+ , wi
− = ui
− ,
w¯+
i = u¯+
i , w¯−i = u¯−i − z−+u¯+i , (4.72)
with transformation laws
δwi
+ = wi
−λˆ−+ , δwi− = 0 ,
δw¯+
i = 0 , δw¯−i = −λˆ−+w¯+i . (4.73)
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We point out that these new harmonics are not unitary anymore (i.e., w¯ is not the conjugate
of w), but they still satisfy the same algebraic relations as the unitary harmonics u (4.1).
What we have achieved is that the new variables do not mix under the local SU(2)
transformations with parameters λˆ. This allows us to eliminate all of the z variables (with
the exception of z+
+) in a covariant way, which corresponds to imposing the Υ coset
conditions from (4.62) and the Υ− T condition (4.64).
4.2.4 Covariant constraints on the function F
Now we are able to see how the naive constraint (4.35) is modified due to the curvature
of the coset space (4.61) on which the reduced function F (4.31) lives. The origin of these
constraints can be traced back to the S-analyticity conditions satisfied by the gauge-fixed
function F (4.28). On the curved manifold they become covariant constraints (cf. (4.62)):
DAˆ a−F−2(g−2) = 0 . (4.74)
Here DAˆ a± are covariant derivatives generalizing the flat derivatives ∂/∂f . They satisfy
the same SO(n, 4) algebra as the generators LAˆ a±.
The second-order derivative in the constraint (4.35) can be rewritten as follows:
(DAˆ a+DBˆ b− −DAˆ a−DBˆ b+)F−2(g−2) = −[DAˆ a−,DBˆ b+]F−2(g−2) = −
1
2
δAˆBˆǫabΥ0F
−2(g−2) ,
(4.75)
where we have used the S-analyticity constraints (4.74), the scalar conditions (4.63) and
the algebra (4.59). The function F−2(g−2) has two independent U(1) charges, one with
respect to the generator T0, T0F
−2(g−2) = −2(g − 2)F−2(g−2) and the other for Υ0. For
a reason which will become clear in the next subsection, the Υ0 charge takes a different
value, Υ0F = −2(g − 1)F . Thus, we have
ǫijDAˆ aiDBˆ bjF−2(g−2) = (g − 1) δAˆBˆǫabF−2(g−2) . (4.76)
We would like to point out that in the string theory analysis given in the following subsec-
tions, the differential equations are obtained on functions F which is the relevant part of F
that survives the harmonic space integrals. Indeed string theory amplitudes directly see F .
The crucial step used in equation (4.75) was that F does not depend on two combinations
of moduli (projection a+) as is expressed in the S-analyticity constraint (4.74). It is easy
to see that F does not satisfy this S-analyticity constraint since it is obtained by making
a certain SU(2) projection on F . Therefore the individual steps in this derivation cannot
be applied to F . However, the second order differential operators considered here are not
sensitive to any particular SU(2) projection of F and therefore the final equations are still
true on F .
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4.3 N = 2 conformal supersymmetry and supergravity
4.3.1 G-analytic coset realization of SU(2, 2/2)
Here we show that the realization of G-analytic superfields of the type (4.7) as functions
on a particular coset of the N = 2 conformal superalgebra SU(2, 2/2) is very similar
to the bosonic coset construction of the preceding subsection. This algebra involves the
generators of Lorentz transformations (Mµν), translations (Pµ), conformal boosts (Kµ),
dilatation (D), R symmetry SU(2) × U(1) (Iji , R), Poincare´ supersymmetry (Qαi and
Q¯iα˙) and special conformal supersymmetry (S
i
α and S¯
α˙
i ). The (anti)commutation relations
relevant for our discussion are 11{
Qαi , S
j
β
}
= δji (σ
µν)αβMµν − 2δαβ Iji + 2iδαβ δjiD − 2δαβ δjiR , (4.77)
[D,Q] =
i
2
Q , [D, Q¯] =
i
2
Q¯ , [D,S] = − i
2
S , [D, S¯] = − i
2
S¯ , (4.78)
together with the SU(2) relations
[I ij , I
k
l ] = 2(δ
k
j I
i
l − δilIkj ) ,
[
I ij, Qk
]
= −δikQj +
1
2
δijQk , (4.79)
and similarly for S. The standard superspace corresponds to the coset
SU(2, 2/2)
(M, K,D,R, S, S¯, I) ∼ (x
µ, θiα, θ¯
α˙
i ) , (4.80)
involving all the 8 Grassmann variables associated with the supersymmetry generators. In
order to obtain G-analytic superfields depending on half of these Grassmann variables, we
add the SU(2) harmonic projections of the Q generators Qα− = u¯
i
−Q
α
i and Q¯
+
α˙ = Q¯
i
α˙ u
+
i
to the coset denominator, thus leaving only the odd coordinates θ+α and θ¯
α˙
− in the coset.
However, exactly as in the bosonic case of Section 4.2, the SU(2) generator I++ converts
Q− and Q¯+ from the coset denominator into the coset generators Q+ and Q¯−. In order to
avoid this, we introduce the external automorphism group ŜU(2) with generators T . Then
the combination I++ − T++ commutes with all the Q’s and thus can be safely put in the
coset denominator:12
SU(2, 2/2) ⊂× ŜU(2)
(M, K,D,R, S, S¯, Q−, Q¯+, I0, I−−, I++ − T++, T0) ∼ (x, θ
+, θ¯−, w) . (4.81)
Here the harmonics w are defined in exactly the same way as in Section 4.2, eq. (4.72),
replacing the SU(2) harmonics κ by R-symmetry SU(2) harmonics. They transform as in
(4.73) with the parameter λˆ replaced by the G-analytic superparameter
Λ−+(x, θ+, θ¯−, w) = w¯−iλijwj+ + iθ+σµθ¯−kµ + iw¯−iηαi θ
+
α + iθ¯
α˙
−η¯
i
α˙wi
+ , (4.82)
containing the parameters λ of the R-symmetry SU(2), k of conformal boosts and η of
special conformal supersymmetry.
11We use the conventions of [18], except from the rescaling of the SU(2) generators I → −i/2I.
12Here we follow the formulation of N = 2 conformal supersymmetry of [30, 18]. A somewhat different
approach is proposed in [13].
29
4.3.2 G-analytic representations
The basic G-analytic conformal superfield q+(x, θ+, θ¯−, w) (4.7) (with superconformal har-
monics w instead of u) describes the hypermultiplet. It transforms with a G-analytic
superconformal weight factor:
δq+ = q+
′
(x′, θ′, θ¯′, w′)− q+(x, θ, θ¯, w) = Λq+ , (4.83)
Λ(x, θ+, θ¯−, w) = (ρ+ iτ) + kµxµ + w¯+iλijwj+ + iw¯+iηαi θ
+
α + iθ¯
α˙
−η¯
i
α˙wi
+ ,
where ρ is the parameter of dilatations and τ of the U(1) R symmetry.13
An important property of the ‘short’ (BPS) representations of the N = 2 superconfor-
mal group is that their U(1) charge I0 must be equal to their conformal weight [18, 34].
This follows form the conditions of (super)conformal primarity, e.g. for q+
Sq+ = S¯q+ = Kq+ = 0 , (4.84)
together with the half-BPS conditions
Q−q+ = Q¯+q+ = 0 . (4.85)
The algebra (4.77) then implies constraints on the quantum numbers of the BPS represen-
tation. Consider, for instance, the anticommutator
{Qα−, S−β } =Mβα + 2δβα(I0 + iD − R) , (4.86)
obtained by projecting (4.77) with u¯i−u
−
j . Then the consistency conditions for the subset
of constraints Sq+ = Q−q+ = 0 are
Mβαq+ = (I0 + iD − R)q+ = 0 , (4.87)
i.e., such representations must have Lorentz spin (0, j2) and conformal dimension d = i0−r,
where d is the eigenvalue of the dilatation operator −iD 14 and r, i0 are the eigenvalues
of the R charge and U(1) charge (I0) generators, correspondingly. Repeating the same
analysis, but this time with the anticommutator
{Q¯+α˙ , S¯ β˙+} =Mα˙β˙ − 2δα˙β˙ (I0 + iD +R) , (4.88)
we find the additional conditions
Mα˙
β˙
q+ = (I0 + iD +R)q
+ = 0 . (4.89)
The combination of (4.87) and (4.89) implies that the 1/2-BPS representations must be
Lorentz scalars with vanishing R charge and d = i0. In the case of the hypermultiplet q
+
we have d = i0 = 1.
13It can be shown that Λ−
+ = D−
+Λ.
14With this definition of the conformal dimension we achieve conventional values for the weights of, e.g.,
the (conformal) supercharges Q and S from (4.78).
30
The analogous statement for a chiral superfield, e.g. for the vector multiplet W , anni-
hilated by Q¯+
β˙
W = Q¯−
β˙
W = 0, is I++W = I−−W = I0W = (D − iR)W = 0. This means
that it must be a singlet under the R symmetry SU(2). In addition, it must have d = r,
but the value is not fixed by the superconformal algebra. The conformal dimension of W
is determined from the vector multiplet Lagrangian
∫
d4xd4θ W 2. The chiral measure has
dimension −2, so dW = rW = 1, which yields the standard R charge assignment rθ = 1/2.
The other G-analytic object we are discussing here is Kα− = D
α
−W (4.13). Unlike the
superconformal primary W , Kα− is a descendant and as such cannot be annihilated by all
the generators S, S¯. Indeed, the spinor derivative Dα− is assimilated to the supersymmetry
generator Qα−, which does not anticommute with S
−
β . As a consequence, we loose the
consistency conditions following from (4.86). The remaining half (4.87) is in accord with
the Lorentz spin (1/2, 0) of Kα−, and in addition fixes d = r+ i0. For K
α
− = D
α
−W we have
d = 3/2 and r = 1/2, so we obtain i0 = 1.
4.3.3 Conformal supergravity
The generalization to N = 2 conformal supergravity is done by replacing the parameters
Λ−+ and Λ in (4.82), (4.83) by arbitrary G-analytic superfields. Poincare´ supergravity is
obtained by coupling the Weyl multiplet to two types of compensating multiplets. The first
is a vector multiplet
W0(x, θ) = φ(x) + θ terms . (4.90)
It transforms as a density15,
δW0 = ΛW0 . (4.91)
The second compensator is a hypermultiplet (cf. (4.7))
y+i (x, θ
+, θ¯−, w) = ϕik(x)wk+ + θ terms . (4.92)
Here we see the 2×2 matrix of compensating real scalars ϕik. Let us consider the following
projections of yi
+ with the harmonics w:
y++ = w¯−i y+i , y0 = w¯+
i y+i . (4.93)
It is easy to check that they transform as follows:
δy++ = Λ−+ y0 + Λ y+ , δy0 = Λ y0 , (4.94)
so their ratio transforms as a compensator for the local superconformal transformations:
δ
(
y++
y0
)
= Λ−+ . (4.95)
15If rewritten in the G-analytic frame.
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Then, with the help of this compensator we can define new harmonics inert under the local
superconformal transformations (notice the similarity with (4.72) and (4.73)):
vi
+ = wi
+ − wi−y
++
y0
, vi
− = wi− ,
v¯+
i = w¯+
i , v¯−i = w¯−i +
y++
y0
w¯+
i , (4.96)
δv = δv¯ = 0 .
The role of the compensators is to completely absorb the local superconformal trans-
formations. This allows us to use the parameter Λ−+ in (4.95) to fix a gauge in which
y++ = 0, thus identifying the harmonics v and w. This means, in particular, that the
conformal SU(2) (generators I in (4.81)) is identified with ŜU(2) (generators T in (4.81)).
By the same logic, we can use the parameter λˆ−+ of local SU(2) transformations in (4.71)
to gauge away the compensator z−+. This results in the identification of the harmonics w
with u. So, at the expense of manifest covariance, the different SU(2) groups discussed
above are reduced to a unique one, and the harmonics to the original ones (4.1). This
gauge fixing procedure establishes a bridge between the S-analytic coset (4.61) and the
G-analytic coset (4.81).
One further step in gauge fixing is to use the complex scalar parameter in Λ (dilatations
and R-symmetry U(1)) to gauge away two of the three real scalars in the compensators
(the complex scalar φ in (4.90) and the real detϕi
k from (4.92)). The remaining real scalar
matches the auxiliary field of the Weyl multiplet to form a Lagrange multiplier pair (see,
e.g., [18]).
Finally, we proceed to the conformal covariantization of the higher-derivative term
(4.17). It is achieved in three steps. Firstly, we replace the explicit harmonics u in F (q, u)
by the new inert ones v (however, the superfields q still depend on the conformal harmonics
w). Secondly, we introduce weightless G-analytic superfields q/y0. In this way the potential
F (q, v) becomes conformally invariant. Thirdly, we use the compensating vector multiplet
W0 and the G-analytic density y0 to balance the R charge and the conformal weight of the
measure and of the gaugino factor. The result is
S =
∫
d4x du d2θ+d2θ¯− (K− ·K−)gW−g0 y−2(g−1)0 F−2(g−2)
(
q+/y0, v
)
. (4.97)
The factor W−g0 seems to break the G-analyticity of the integrand in (4.97). Being chiral,
W0 is annihilated by D¯
+
α˙ , but a priori not by D
α
−. However, remember that W0 is a com-
pensating vector multiplet for N = 2 Poincare´ supergravity, whose ‘gaugino’ component
Dα−W0|θ=0 vanishes on shell (it forms a Lagrange pair with the auxiliary spinor from the
N = 2 Weyl multiplet). Thus, for our purposes we may consider that Dα−W0 = 0, so the
integrand in (4.97) is G-analytic. With the help of the table (4.98) it is easy to check the
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balance of the conformal weights d and R charges r in the action term (4.97).
d r i0 T0
y0 1 0 1 0
W0 1 1 0 0
K− 3/2 1/2 1 1
q+ 1 0 1 1
d4xd2θ+d2θ¯− -2 0 -2 -4
(4.98)
At this point we recall the discussion from section 4.3.2 about the superconformal prop-
erties of the descendant K−. It is 1/2 BPS-like, i.e. it is annihilated by the supercharges
Q−, Q¯+ from the coset denominator in (4.81). However, unlike the hypermultiplets q+ and
y0, it is not a superconformal primary, being annihilate only by S¯
+. This implies that only
S¯+ can be regarded as a symmetry of the term (4.97). Further, the combined action of
Q−, Q¯+ and S¯+ in (4.97) fixes the I0 charge i0 = d− r in terms of the conformal weight d
and R charge r. In (4.98) we have listed the resulting charges i0 of all objects appearing
in (4.97).
Now we can explain why in (4.76) we took the value Υ0F = −2(g−1)F of the charge Υ0,
different from that of the charge T0. The local SU(2) gauge-fixing procedure (elimination
of the compensators) results in the identification of the Υ0 charge from (4.61) with the I0
charge from (4.81). We need to determine the value of the charge I0 for the covariantized
function F . We can consider the two densities W0 and y0 as parts of the covariantized
function F . Thus, according to (4.98), the i0 charge of F in (4.97) should equal −2(g− 1).
The automorphism charge T0 of F remains independent and, indeed, takes a different value.
5 Topological amplitudes in generic Calabi-Yau com-
pactifications
In Sections 2 and 3 we considered a string amplitude stemming from the effective action
(4.17) which involves two self dual field strengths, (2g − 4) gauginos and two chiral vector
multiplet scalars each carrying one momentum. This amplitude computes the reduced
function Fg of equation (4.31). However, as pointed out in these sections a direct compu-
tation of this term is complicated by the presence of many terms in the vertex operators.
In this Section we therefore compute another term that also comes from the action (4.17)
and for which the string amplitude is easier to calculate.
5.1 Supersymmetrically related amplitude
The effective action term in (4.17) which we are going to consider is obtained by taking the
lowest components from the superfield K− and saturating the two θ and the two θ¯ from
the fermionic components of the hypermultiplets. Thus we obtain the term
(λ− · λ−)g(ΨA1 ·ΨA2)(Ψ¯A3 · Ψ¯A4)(F−m)A1A2A3A4 , (5.1)
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where ΨA ≡ ΨAˆa = (ψAˆ, χAˆ) (see (4.7)) and (F−m)A1A2A3A4 is four derivatives of F−m with
respect to q+Aκ with κ = 1, ..., 4. Extracting the irreducible harmonic structure u¯i1+ · · · u¯i2g+
needed to match the conjugate structure in (λ− · λ−)g we find the reduced function
(Fg)A1A2A3A4 =
∑
n≥4
n!
(n− 4)!ξ(i1···i2g+n−4) A1A2A3A4B1···Bn−4 u¯
i1
+ · · · u¯i2g+ f i2g+1 B1 · · · f i2g+n−4 Bn−4 .
(5.2)
It is easy to see that (Fg)A1A2A3A4 is just four derivatives of Fg given in (4.31) with respect
to f+Aκ for κ = 1, ..., 4 where ∂
∂f+A
= u¯i+
∂
∂f iA
.
It turns out that in this amplitude there is only one possible contraction among the
picture changing operators and we are therefore able to explicitly calculate (Fg)A1A2A3A4 .
Thereby we will show that the result is indeed four hyper derivatives of the topological
expression (3.12).
Moreover, for the sake of putting the correspondence between string amplitudes and
topological correlators on a broader basis we will generalize the compactification manifold
from orbifolds (as considered in Sections 2 and 3) to the most general (4, 0) compactifica-
tion.
Finally, (as has been done in this entire paper), in order not to complicate the formulae,
we will suppress all the vector indices: all the gauginos come with vector indices and
therefore the corresponding amplitudes will carry these indices. However, we will keep
track of the hypermultiplet indices consistently.
5.2 Generalities about Calabi-Yau compactifications
We start by describing the essential points of the general (4, 0) compactification. The
SU(2) current algebra inside the N = 4 superconformal algebra can be bosonized in terms
of a free boson H so that:
JK3 = i
√
2∂H , J±±K3 = e
i±√2H , G±K3,i = e
± i√
2
H
GˆK3,i , (5.3)
where GˆK3,i have dimension 5/4, have non-singular OPE with H and have no spin structure
dependence. The spin structure dependence enters through the projections and shifts in the
U(1) charge lattice of JK3 which in turn is given by the momentum lattice of H . Therefore
in the (4, 0) internal theory, only correlation functions and the partition function of H
depend on the spin-structure. The term in the picture changing operator containing (4, 0)
superconformal generators is
P = eφ(G+K3,+ +G
−
K3,−) + ... (5.4)
where dots indicate the remaining terms and φ bosonizes the superghost.
The vertex operators contain a part that involves the space-time and torus conformal
theories which remain the same as in the discussion in the text. We will here only point
out their dependence on the (4, 0) conformal field theory. The vertex operators have the
following dependence on H . The chiral vector multiplet scalar in the (−1)-ghost picture is
34
simply ψ3 ie. it does not depend on the K3 fields. The gaugino vertex, however, involves,
besides the space-time and torus spin-field, also e
± i√
2
H
. Thus the vertex operator for the
gauginos λ∓ and λ¯± in the (−1/2)-picture carry e±
i√
2
H
.
Finally, the vertex operators (at zero momentum) for the hyperscalar f±A in (−1) and
(0) ghost pictures are
V
(−1)
f±
A
= e−φe±
i√
2
H
VˆA , and V
(0)
f±
A
= PV
(−1)
f±
A
= lim
z→0
√
zGˆK3,±(z)VˆA(0) , (5.5)
where VˆA have dimension 1/4 and have non-singular OPE with H .
The vertex operators in (−1/2) ghost picture for the hyperfermions χA and ψ¯A are
V
(−1/2)
χαA
= e−
φ
2Sαe−i
φ3
2 VˆA,
V
(−1/2)
ψ¯α˙A
= e−
φ
2Sα˙ei
φ3
2 VˆA , (5.6)
where Sα are the space-time spin fields.
As mentioned above the spin structure dependence enters only through the super-ghost,
spacetime and torus fermions and the charge lattice of H . It does not depend on the rest
of the details of the (4, 0) superconformal theory. On the other hand the topological theory
(besides shifting the dimensions of torus fermion) involves precisely twisting by adding an
appropriate background charge for the field H and the rest of the internal (4, 0) theory
is insensitive to this twisting. This fact will enable us to show the equivalence between
the physical string amplitude and the topological amplitude for an arbitrary (4, 0) internal
theory.
Let Γ be the U(1) lattice of H charges. The space-time and torus fermions define
an SO(2) × SO(2) × SO(2) lattice. If one takes an SO(2) × SO(2) sublattice of this
and combines with Γ, then, as has been shown in [37, 38, 39], the resulting 3-dimensional
lattice is given by the coset E7/SO(8). The characters are given by the branching functions
FΛ,s(τ) satisfying:
χΛ(τ) =
∑
s
FΛ,s(τ)χs(τ) , (5.7)
where χΛ and χs are the E7 and SO(8) level one characters respectively, Λ denotes the
two conjugacy classes of E7 and s represent the four conjugacy classes of SO(8) in the spin
structure basis. The characters of the internal (4, 0) superconformal field theory times two
free complex fermions can therefore be expressed as
∑
Λ FΛ,s(τ)ChΛ(τ) where ChΛ(τ) is the
contribution of the rest of the internal theory and most importantly does not depend on the
spin-structure. The generalization to higher genus is obtained by assigning an E7 conjugacy
class Λ for each loop and we will denote this collection by {Λ}. We can define a more
general character F{Λ},s(u1, u2, v) by introducing chemical potentials for the three charges;
u1 and u2 coupling to the two SO(2) charges and v to H-charge. For a genus g surface, the
couplings u1, u2 and v each are g-dimensional vectors and represent the coupling to charges
going through each loop. In the calculation of the amplitudes (u1, u2, v) are related to the
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positions of various vertex operators weighted by the corresponding charges via Abel map.
The spin structure sum is given by the formula:∑
s
F{Λ},s(u1, u2, v) = F{Λ}(
1
2
(u1 + u2 +
√
2v),
1
2
(u1 + u2 −
√
2v),
1√
2
(u1 − u2)) , (5.8)
where
F{Λ}(u1, u2, v) = ϑ(τ, u1)ϑ(τ, u2)Θ(τ, v) ,
Θ(τ, v) =
∑
ni∈Z
e2πi(ni+
λi
2
)τij(nj+
λj
2
)+2πi
√
2(ni+
λi
2
)vi , (5.9)
where λi (with i = 1, ..., g) are 0 and 1 for the E7 conjugacy classes (1) and (56) re-
spectively. In fact, apart from the non-zero mode determinant of a scalar, Θ is just the
character valued genus g partition function of level one SU(2), with the two classes above
corresponding to the two representations of level one SU(2) Kac-Moody algebra based on
SU(2) representations (1) and (2).
5.3 The amplitude Fg
Now we are in a position to compute the amplitude involving 2g gauginos, 2 chiral hyperinos
χ and 2 anti-chiral hyperinos ψ¯ on a genus g Riemann surface. First we consider the g > 1
case. All these 2g+4 fermions will be in the (−1/2)-picture, therefore the total number of
picture changing operators is (2g−2)+(g+2) = 3g. For convenience we give the following
table containing the vertex operators and the picture-changing operators, their fermion
charges with respect to space-time and torus fermions (bosonized in terms of scalars φ1,
φ2 and φ3 respectively) and the H-charge.
field pos. number φ1 φ2 φ3 H
gaugino xi g +12 +
1
2
+1
2
+ 1√
2 J¯
yi g −12 −12 +12 + 1√2 J¯
Hyperino χA1 z1 1 +
1
2
+1
2
−1
2
0 VˆA1
χA2 z2 1 −12 −12 −12 0 VˆA2
ψ¯A3 z3 1 −12 +12 +12 0 VˆA3
ψ¯A4 z4 1 +
1
2
−1
2
+1
2
0 VˆA4
PCO ra g 0 0 −1 0 ∂X3
sb 2g 0 0 0 − 1√
2 Gˆ
−
K3
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In the last column we have indicated the part of the operators that are insensitive to the
spin structures. The superghost part is not shown in the table but it is understood that
all the vertex operators are in (−1/2) ghost picture and hence come with e−φ/2 and the
PCO come with eφ. Note that g of the picture changing operators at ra contribute the
torus part and 2g of them at sb the K3 part. Of course one needs to take into account all
possible distributions of the total number 3g of the picture changing operators into these
two classes which will be important in cancelling various singularities. Note also that by
charge conservation this is the only possible contribution coming from the picture changing
operators in contrast with the amplitude considered in Sections 2 and 3. The correlation
function in a given spin-structure s can be easily computed with the result:
(Fg,s)A1A2A3A4 = F{Λ},s(u1, u2, v)G{Λ}({xi, yi, zk, ra, sb})
· ϑs(
1
2
∑
i(xi − yi) + 12(z1 − z2 − z3 + z4))
ϑs(
1
2
∑
i(xi + yi) +
1
2
(z1 + z2 + z3 + z4)−
∑
a ra −
∑
b sb − 2∆)
·
∏
i<j E(xi, xj)E(yi, yj)∏
iE(xi, z2)E(yi, z1)
∏
aE(ra, z1)E(ra, z2)∏
a,bE(ra, sb)
·
( ∏
b,k E(sb, zk)∏
k<lE(zk, zl)
∏
b<cE(sb, sc)
)1/2
(5.10)
where
u1 =
1
2
∑
i
(xi − yi) + 1
2
(z1 − z2 + z3 − z4)) ,
u2 =
1
2
∑
i
(xi + yi) +
1
2
(−z1 − z2 + z3 + z4))−
∑
a
ra ,
v =
1√
2
(
∑
i
(xi + yi)−
∑
b
sb) . (5.11)
In (5.10), G{Λ} includes the correlation function of the hatted fields, zero modes of ∂X3,
non zero mode determinants and some factors involving g/2-differentials σ that have no
zeroes and poles and which essentially make the above expression transform correctly under
conformal transformations and the monodromies around various cycles. An important
point here is that G{Λ} is independent of spin structures. We have only shown above the
spin structure dependent parts as well as the prime forms that come from the correlation
functions of the bosonized fermions and superghosts and the H fields.
We can now choose the following gauge so that the theta functions in the numerator
and denominator of the second line in (5.10) cancel each other:
3g∑
l=1
pl ≡
g∑
a=1
ra +
2g∑
b=1
sb =
∑
i
yi + z2 + z3 + 2∆ (5.12)
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Here pl for l = 1, ..., 3g are the positions of the picture changing operators, of which g
contribute to G−T 2 (whose positions are indicated by ra) and 2g contribute to G
−
K3 at sb.
In other words ra and sb are just partitioning of pl.
We can perform the spin structure sum using (5.8) with the result that F{Λ},s(u1, u2, v)
is replaced by F{Λ}(u′1, u
′
2, v
′) where, after using the gauge condition (5.12),
u′1 =
∑
i
xi−z2−∆, u′2 =
∑
a
ra−z3−∆, v′ = 1√
2
(
∑
b
sb−z1−z2−z3+z4−2∆) (5.13)
Note that the argument of Θ{Λ} is now v′ which is exactly the U(1) charge lattice part of
the correlation function
〈
∏
b
e
−i 1√
2
H
(sb)e
−i 1√
2
H
(z4)e
+i 1√
2
H
(z1)e
+i 1√
2
H
(z2)e
+i 1√
2
H
(z3)〉 , (5.14)
of the H fields. The presence of −√2∆ in v′ in (5.13) indicates that this correlation
function includes a background charge for the H field, with the stress tensor of the H field
TH shifted to TH → −12(∂H)2+i12∂2H . With the modified stress tensor, the operator ei
p√
2
H
has conformal dimension p(p − 2)/4. Taking into account that the operator GˆK3(sb) has
dimension 5/4 and the operators VˆA have dimension 1/4 we see that the total dimensions
appearing from the (4, 0) superconformal theory are: dimension +2 at sb, dimensions 0
at z1, z2, z3 and dimension 1 at z4 (of course taking into account the contribution coming
from the rest of the conformal theory these dimensions will change as we will see below).
Multiplying the resulting expression by identity (due to the gauge condition)
1 =
ϑ(
∑
i yi − z1 −∆)
ϑ(
∑
a ra +
∑
b sb − z1 − z2 − z3 − 3∆)
(5.15)
and using the bosonization formulae for spin (1, 0) and (2,−1) systems, we can identify
this amplitude with the following one in the twisted theory
(Fg)A1A2A3A4 =
∫
Mg
(µ · b)3g−3 detωi(xj)detωi(yj)
det(Imτ)2
〈
g∏
a=1
G−T 2(ra)ψ3(z3)〉T 2 ·
· 〈
∏2g
b=1G
−
K3(sb)e
− i√
2
H
VˆA4(z4)
∏3
k=1 e
+ i√
2
H
VˆAk(zk)〉K3
〈∏3gl=1 b(pl)∏3k=1 c(zk)〉b,c (5.16)
Note that the denominator above involves correlation function of the spin (2,−1) (b, c)
system. One can check that the dimensions at all the points are the correct ones; at xi
and yi we have obviously one differential, at both ra and sb the G
− have dimension 2 in
the twisted theory but in the denominator b are also dimension 2 at these points so that
the net dimension is zero as it should be. At z1, z2 and z3 the operators in the twisted
(4, 0) superconformal theory, as shown above, carry dimension zero but the denominator
contain operators c (of dimension (−1) at these points resulting in the net dimension 1 as
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required by the fact that these points have to be integrated. Finally, at z4 we have only
the numerator part which as argued above carries dimension 1 in the twisted theory.
It is convenient to take three of the positions of the picture changing operators (say
p3g−2, p3g−1 and p3g) and put them at the positions z1, z2 and z3 respectively. Note that
there is no obstruction in doing this and simultaneously having the gauge condition (5.12),
as there are still 3g− 3 positions pl available while the gauge condition involves g complex
equations (recall that we are here discussing the case g > 1). The denominator has poles
(with residue 1) when one of the p’s approaches z1, z2 or z3. This means that the result
will vanish unless there is a pole also in the numerator. By inspection it is clear that this
will happen only if G−K3 contributes at these three points, i.e. these three points must be
in the class {sb}. The result is just the residue of the poles in the numerator. As follows
from (5.5) this residue is just the 0-picture vertex operator for the hypermultiplet scalar∏3
k=1 V
(0)
f+Ak
(zk). Now let us consider the dependence of the amplitude on the remaining
(3g−3) positions pl. Take p1 for instance. Both the numerator and denominator correlation
functions have no pole as p1 approaches any other point. However the denominator has
a zero as p1 approaches any one of the remaining (3g − 4) pl for l = 2, ..., 3g − 3. As a
function of p1 the denominator is a holomorphic quadratic differential and therefore must
have a total of 4g − 4 points. Let qm for m = 1, ..., g be the positions of the remaining g
zeroes. Then
∑g
m=1 qm = 4∆ −
∑3g−3
l=2 pl. These are g complex equations for g complex
points qm. Generically in the world-sheet moduli space, there will be a unique solution
for the qm. Now consider the numerator. By taking into account all the partitioning of pl
between ra and sb and the consequent anti-symmetrization, we see that again as a function
of p1 it is a quadratic differential with zeroes at pl for l = 2, ..., 3g − 3. By the uniqueness
of the remaining g zeroes the numerator must also vanish exactly at qm. This proves that
the ratio has no zeroes or poles as a function of p1 and similarly for all pl. Since the ratio
is a zero differential as a function of pl and has no zero or pole it must be independent
of pl. This is to be expected since the result must not depend on the positions of the
picture changing operators. This means that we can move the 3g − 3 pl’s to Beltrami
differentials resulting in the cancellation of the b correlators and finally we are left with
Beltrami differentials folded with G− = G−T 2 +G
−
K3.
We have so far not included the right-moving contribution which involves the Kac-
moody currents appearing in the gaugino vertices at xi and yi. As usual by taking suitable
differences between different gauge group factors we can restrict the Kac-moody currents
to contribute only the zero modes which give abelian differentials ωi. One can now perform
the integrals over xi and yi which yields (det(Imτ))
2 cancelling the term in the denomina-
tor that comes from zero mode integrals of the non-compact space-time directions. The
amplitude thus is expressible entirely as a topological amplitude in the internal T 2× (4, 0)
theory. The result is
(Fg)A1A2A3A4 = Df+A1Df+A2Df+A3 (Fg)A4 , (5.17)
where
(Fg)A4 =
∫
Mg
∫
z4
〈(µ ·G−)3g−3e−i 1√2H(z4)VˆA4(z4)ψ3(p)(detQ)2〉 . (5.18)
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The covariant derivatives with respect to the hypermultiplet moduli appearoperators of
these moduli. Integrating these positions therefore gives derivatives with respect to these
moduli. (detQ)2 appears from the zero modes of the right moving Kac-Moody currents
from the gaugino vertices. In (5.16) ψ3 is at z3, however it provides a zero mode and ψ3
being a section of a trivial line bundle, the zero mode is constant. This allowed us to move
ψ3 from z3 to an arbitrary point, say p.
We can further simplify this expression by noting that g of the G− must contribute the
torus part and the remaining 2g − 3 the K3 part. Thus (µG−)3g−3 = (µG−T 2)g(µG−K3)2g−3.
We can now express one of the G−K3 as:
G−K3 =
∮
G˜+K3J
−−
K3 . (5.19)
Deforming the contour and noting the fact that
∮
G˜+K3 G
−
K3 = 0 we see that the only
contribution comes from the contour integral around the vertex operator at z4 with the
result: ∮
G˜+K3 e
−i 1√
2
H
(z4)VˆA4(z4) =
∮
G−K3 (
∮
J++K3 e
−i 1√
2
H
(z4)VˆA4(z4) )
=
∮
G−K3 e
+i 1√
2
H
(z4)VˆA4(z4) = V
(0)
f+A4
(z4) (5.20)
Integrating z4 now produces another derivative with respect to the hypermultiplet moduli
f+A4 so that
(Fg)A4 = Df+A4Fg (5.21)
where Fg is :
Fg =
∫
Mg
〈(µ ·G−T 2)g · (µ ·G−K3)2g−4 · (µJ−−K3 )(detQ)2〉 . (5.22)
This is exactly the topological amplitude (3.12).
5.4 The g = 1 case
Finally, we would like to comment on the g = 1 case. In this case m = 2(g − 2) = −2 and
we do not have an analog of the term (4.25) since extracting two F+ from the two K− will
saturate only the two θ+. We can however saturate the two θ¯− by extracting two fermion
components Ψ¯ from the hypermultiplets contained in F+2. Thus we have the term
F 2+(Ψ¯
A · Ψ¯B)(F+2)AB , (5.23)
where the corresponding reduced function reads
(F1)AB =
∑
n
n!
(n− 2)!ξi1···in−2 ABA1···An−2f
i1 A1 · · ·f in−2 An−2 . (5.24)
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On the other hand for g = 1 the analog of the term (5.1) exists and the corresponding
reduced function is again given by (5.2) with g = 1. It is easy to see that
(F1)A1A2A3A4 =
∂
∂f+A3
∂
∂f+A4
(F1)A1A2 . (5.25)
One can also easily verify that (F1)A1A2 is symmetric in A1 and A2 and moreover satisfies
the condition
∂
∂f iC
(F1)AB = ∂
∂f iA
(F1)CB . (5.26)
In fact, we can also verify these relations by a direct calculation of (F1)AB in string theory.
For g = 1 we can repeat the arguments of Section 5.3 all the way to eq.(5.16) with two
differences: 1) the number of Beltrami differentials is changed from 3g − 3 to 1 and as a
result (µ · b)3g−3 is replaced by (µ · b) and 2) since the total (b, c) ghost charge must be
zero on genus 1, there must be also a c ghost field attached to one of the vertices say at z3.
As a result the dimension of the operator at z3 becomes zero and z3 is unintegrated. This
can also be seen from the fact that there is a translational zero mode on genus 1 surface
which is taken care of by fixing a puncture. However the subsequent discussion changes
significantly for g = 1 case. We cannot put three picture changing operators at points
z1, z2, z3 as that will contradict the gauge condition (5.12). We can at best put two of the
picture changing operators at, say z1 and z2 respectively, which will again convert these
operators into (0)-picture ones, giving rise to two derivatives. This still leaves one position
say p1 of the PCO. In order to soak the fermion zero mode for ψ¯3 (which is constant on
the genus 1 world sheet) only the torus part of the supercurrent G−T 2 must appear at p1 in
the numerator of (5.16). In the denominator we have the correlation function of the (b, c)
system 〈b(p1)c(z3)〉 which again gives only zero modes and is hence independent of both p1
and z3. Since the result is independent of p1 we can move it to the Beltrami differential.
Thus the final result for g = 1 is:
(F1)A1A2A3A4 = Df+A1Df+A2 (F1)A3A4 , (5.27)
where
(F1)A3A4 =
∫
Mg
∫
z4
〈(µ ·G−T 2)(cψ3e+i
1√
2
H
VˆA3)(z3)(e
−i 1√
2
H
VˆA4)(z4)Q
2〉 . (5.28)
Note that there are still two hyper insertions that are not (0)-picture operators: one of
them carries JK3 charge +1 and the other −1. As a result this last expression cannot be
simplified further.16 This can also be understood from the effective action. For g = 1
there are only two superfields K−. These can provide two self dual field strengths that
16We can however put ∂X3 from G
−
T 2
(which only gives the zero mode PL) together with one of the Q
to convert it into a derivative with respect to a holomorphic vector modulus. This will leave just one Q
insertion. At first sight the expression (5.28) seems to have a singularity when z4 approaches z3, however
the residue is just the identity operator. Together with the insertion of a single Q, the singularity would
be proportional to U(1) anomaly trQ which is in fact zero.
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saturate two θ+ from the superspace integral. To saturate the remaining two θ¯− we need
to extract two hyperfermions ψ¯ from F1. Thus the on-shell quantities that string theory
would probe will involve at least two hyper indices (F1)A3A4. In section (4.1.3) we showed
that this quantity is symmetric in A3 and A4 and satisfies Df iA(F1)BC = Df iB(F1)AC .
Symmetry can be seen from eq.(5.28) by expressing e
−i 1√
2
H
=
∮
J−−K3 e
−i 1√
2
H
and deforming
the contour. The differential condition can also be shown by inserting a zero picture
operator V
(0)
f±
A
=
∮
G∓K3e
± i√
2
H
VˆA and deforming the contour.
6 Harmonicity relation from string theory
In this section we will discuss special properties of the heterotic couplings Fg, which we
have computed in section 3, from a string theoretic point of view. On the one hand we
will check the harmonicity relation (4.33) by explicitly working out all derivatives. On the
other hand, as we can see from the coupling (4.17), field theoretic considerations predict
a dependence of Fg only on the holomorphic vector multiplets W . The half-BPS nature
of these couplings, however, suggests that there might be an anomalous dependence also
on the anti-holomorphic vector multiplet moduli and that Fg should satisfy a holomorphic
anomaly equation along the lines of [3]. We will explicitly verify that this is indeed the
case.
In order to carry out this program, we first have to covariantize the amplitudes (3.12)
with respect to the SU(2) R-symmetry group by introducing harmonic coordinates. To
this end it turns out to be useful to group the supercurrents in the following manner
G+K3,i ≡
(
G˜+K3
G+K3
)
, and G−K3,i ≡
(
G−K3
−G˜−K3
)
. (6.1)
For later convenience we have written the relevant part of the superconformal algebra (see
Appendix A.2) in this new notation in Appendix A.3. Following the procedure of section 4
we can introduce the harmonic variables by projecting the SU(2) ∼ Sp(1) index i with
harmonic coordinates. In particular, we define
G+K3(u¯±) = G
+
K3,iu¯
i
±, and G
−
K3(u¯±) = G
−
K3,iu¯
i
±. (6.2)
This of course has consequences for the topological amplitude (3.12), which we can now
generalize to
Fg(u) =
∫
Mg
(µ ·G−T 2)g(µ ·G−K3(u¯+))2g−4(µ · J−−K3 )ψ3〉 · (detQI)(detQJ). (6.3)
In what follows we will refrain from writing the factor (detQI)(detQJ ) explicitly, since it
will not be essential for our computations.
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6.1 Harmonicity relation
We will now start discussing the harmonicity relation (4.33). To this end, we first need to
understand how the vertex operators of the internal K3 × T 2 moduli can be written in a
language which is appropriate for our topological correlators. As explained in section 4, in
general the hypermultiplet moduli space will be a 4n dimensional quaternionic space with
the tangent space at a given point being described by eµkAi
∂
∂xµk
where i = ± on which the
R symmetry group Sp(1) acts and A = 1, ..., 2n on which Sp(n) acts and xµk are some
local coordinates. eAi are therefore in the bi-fundamental representation of Sp(n)×Sp(1).
In string theory, a given point in the moduli space corresponds to an N = 4 SCFT and
the tangent space (i.e. small deformation) is given by the vertex operators denoted by
ΦAi which have world-sheet conformal dimension (1, 1). In the (−1) ghost picture they
are related to doublets of the SU(2) current algebra (ΞA, Ξ¯A) which are N = 4 primary
operators in the sense that they are annihilated by half of the supercharges respectively∮
G+K3,iΞA = 0 , and
∮
G−K3,iΞ¯A = 0 . (6.4)
These fields have left and right conformal dimension (1/2, 1) and are SU(2) highest weight
states ∮
J++K3 ΞA =
∮
J−−K3 Ξ¯A = 0 , and
∮
J++K3 Ξ¯A = ΞA , (6.5)
with U(1) charges ±1 respectively17∮
JK3ΞA = 1 , and
∮
JK3Ξ¯A = −1 . (6.6)
The vertex operators ΦAi are related to ΞA as follows
ΦAi =
∮
G+K3,iΞ¯A =
∮
G−K3,iΞA , (6.7)
where the second equality follows by using the above algebra and (6.5). A marginal per-
turbation of the action may then be written as
S → S +
∫
fAi
∮
G+K3,iΞ¯A , (6.8)
where fAi are local coordinates near the given point in the hypermultiplet moduli space.
17Notice that here we are using a slightly non-standard normalization of JK3 in the sense that J
±±
K3 have
charges ±2 respectively.
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6.1.1 Bulk equation
We are now ready to check the harmonicity relation (4.33) on the string theory side. In
order to do so, we consider
EA = ǫ
ij ∂
2Fg
∂u¯i+∂f
Aj
= ǫij
∂
∂u¯i+
∫
Mg
〈(µ ·G−T 2)g(µ ·G−K3(u¯+))2g−4(µ · J−−K3 )ψ3
∫ ∮
G+K3,jΞ¯A〉 .
The first step is to contour-deform the
∮
G+K3,j integral, which yields two contributions
EA = ǫ
ij ∂
∂u¯i+
[
(2g − 4)u¯k+ǫkj
∫
Mg
〈(µ ·G−T 2)g(µ ·G−K3(u¯+))2g−5(µ · TK3)(µ · J−−K3 )ψ3
∫
Ξ¯A〉
−
∫
Mg
〈(µ ·G−T 2)g(µ ·G−K3(u¯+))2g−4(µ ·G−K3,j)ψ3
∫
Ξ¯A〉
]
. (6.9)
Performing the differential with respect to u¯i+ we find
EA =(2g − 3)(2g − 4)
∫
Mg
〈(µ ·G−T 2)g(µ ·G−K3(u¯+))2g−5(µ · TK3)(µ · J−−K3 )ψ3
∫
Ξ¯A〉−
− (2g − 4)ǫij
∫
Mg
〈(µ ·G−T 2)g(µ ·G−K3(u¯+))2g−4(µ ·G−K3,i)(µ ·G−K3,j)ψ3
∫
Ξ¯A〉.
(6.10)
The last term in this expression is zero due to the anti-symmetrization of the Beltrami
differentials. We therefore only need to deal with the first term, which we can write as a
boundary contribution in the moduli space Mg. To see this, we complete TK3 to a full
energy momentum tensor∫
Mg
〈(µ·G−T 2)g(µ ·G−K3(u¯+))2g−5(µ · TK3)(µ · J−−K3 )ψ3
∫
Ξ¯A〉 =
=
∫
Mg
〈(µ ·G−T 2)g(µ ·G−K3(u¯+))2g−5(µ · T )(µ · J−−K3 )ψ3
∫
Ξ¯A〉−
−
∫
Mg
〈(µ ·G−T 2)g(µ ·G−K3(u¯+))2g−5(µ · TT 2)(µ · J−−K3 )ψ3
∫
Ξ¯A〉 ,
and show that the last term is in fact zero. To this end, we use the OPE relation
TT 2 =
1
2
∮
G+T 2G
−
T 2 , (6.11)
and pull off the
∮
G+T 2 contour integral to find
CA ≡
∫
Mg
〈(µ ·G−T 2)g(µ · TT 2)(µ ·G−K3(u¯+))2g−5(µ · J−−K3 )ψ3
∫
Ξ¯A〉 =
=
1
2
∫
Mg
〈(µ ·G−T 2)g
[∮
G+T 2(µ ·G−T 2)
]
(µ ·G−K3(u¯+)2g−5(µ · J−−K3 )ψ3
∫
Ξ¯A〉 =
= g
∫
Mg
〈(µ ·G−T 2)g(µ · TT 2)(µ ·G−K3(u¯+))2g−5(µ · J−−K3 )ψ3
∫
Ξ¯A〉 .
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Figure 3: Boundary contributions for a genus g = 2 surface: The degeneration corresponds
to pinching the surface along a non-contractible cycle. In this process, the surface develops
a long and thin tube which eventually is replaced by just two punctures. For a compact
Riemann surface there are generically two different possibilities, depending on which cycle
is shrunk to zero: pinching of a dividing geodesic (top) or a handle (bottom).
This result can equivalently be expressed as CA = gCA, which for g > 1 implies∫
Mg
〈(µ ·G−T 2)g(µ · TT 2)(µ ·G−K3(u¯+))2g−5(µ · J−−K3 )ψ3
∫
Ξ¯A〉 = 0. (6.12)
Therefore, we can rewrite (6.10) as
EA = (2g − 3)(2g − 4)
∫
Mg
〈(µ ·G−T 2)g(µ ·G−K3(u¯+))2g−5(µ · T )(µ · J−−K3 )ψ3·
·
∫
Ξ¯A(detQI)(detQJ)〉. (6.13)
where we have reinstated (detQI)(detQJ ) factors that carry over from (6.3). This term
is in fact a boundary contribution since it was shown in [3, 14] that the insertion of the
(full) energy momentum tensor is equivalent to a total derivative in the moduli space
of the Riemann surface. The right hand side of (6.13) therefore gets contributions from
degeneration limits of the genus g Riemann surface, of which there are essentially two
EA = E
handle
A + E
geo
A . (6.14)
These correspond to the pinching of either a handle or a dividing geodesic (for an example
for genus g = 2 see Figure 3).
6.1.2 Boundary contributions
We will now consider the boundary contributions of (6.13) by starting with the handle
degeneration. Due to the presence of the (detQI)(detQJ) factors, it is clear that only
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charged states can propagate through the node. However, as mentioned at the beginning
of this section, we are restricting ourselves to a generic point in the moduli space. At a
generic point in the vector moduli space (Coulomb branch) there are no charged massless
vector or hypermultiplet states. Therefore the contribution due to the handle degeneration
EhandleA vanishes.
We are therefore left to consider the pinching of dividing geodesics. This essentially
means that the original Riemann surface is split into two separated ones, each one of lower
genus. An example for genus 3 is shown in figure 4. We will denote the genera of the
Figure 4: Pinching of a dividing geodesic on a genus 3 Riemann surface.
new surfaces by g1 and g2 where g = g1 + g2 and we have on the first surface 3g1 − 3 + 1
and on the second surface 3g2 − 3 + 1 Beltrami differentials where the additional one on
each of the two surfaces corresponds to the integration of the position of the two punctures
to which the thin tube degenerates.18 As discussed in detail in the context of N = 1
topological amplitudes in [14], the operators appearing at the two punctures must carry
twisted dimensions (0, 1) (recall that the twisted left moving dimension is the untwisted
dimension minus half the U(1) charge) in order for them to contribute to the degeneration
limit as in this case their propagator behaves like 1/t¯ where t is the plumbing-fixture
coordinate; ∂t appearing from the total derivative then gives a delta function. Moreover
the total U(1) charge carried by these two operators must be +3. This is due to the fact
that in the twisted theory, in order to balance the background charge, the total charge
of the operators on the sphere must be +3. There are different ways of distributing this
charge among the two operators:
1. The distribution with one operator carrying 0 charge and the other +3 charge van-
ishes when g1 and g2 are greater than one due to the fact that upon the localization
of the Beltrami differential (this corresponds to the moduli associated with the in-
tegration of the puncture) around charge 0 operator the OPE of this operator with
the supercurrent has no singularity. The only exception is when one of the surfaces
(say Σ2) has genus 1. In this case the operator carrying zero charge can sit at the
puncture on Σ2. Taking into account the anomalies in various charges one obtains
the following distribution of operators on the two surfaces:
18This is true when both g1 and g2 are greater than one. When g1 or g2 is one then the number of
Beltrami differentials on the genus 1 surface is just one and the corresponding puncture is not integrated,
it merely fixes the translational invariance of the torus. In the following when not mentioned explicitly g1
and g2 will be greater than one and the case when either of them is one will be explicitly stated.
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surface Σ1 surface Σ2
(µ ·G−T 2)g−1 (µ ·G−T 2)
(µ ·G−K3(u¯+))2g−5, (µ · J−−K3 )
(ψ3J
++
K3 J¯K¯)(p1),
∫
Ξ¯A J¯L(p2), ψ3(x)
detQIdetQJ QIgQJg
where detQI on Σ1 which is a genus g−1 surface refers to the determinant of the (g−
1)×(g−1) matrixQajIi where aj refers to the j-th a-cycle. It is understood that there is
a total antisymmetrization between Ii and Ig indices (and similarly the corresponding
J indices). On Σ2 this topological amplitude is just the new supersymmetry index [4]
and physically corresponds to the one loop threshold correction to the gauge coupling
h
(1)
IgJg
〈FIgFJgΦL〉genus=1 = DLh(1)IgJg . (6.15)
The quantity on the genus g−1 surface is a new topological term and we shall denote
it by
F g−1
A,K¯
=
∫
Mg−1
〈(µ ·G−T 2)g−1(µ ·G−K3(u¯+))2g−5(ψ3J++K3 J¯K¯)(p1)
∫
Ξ¯AdetQIdetQJ〉g−1 .
(6.16)
In Appendix D we will show that this quantity is just the first one in a series of
new topological terms and we identify them with heterotic string amplitudes on a
generic Calabi-Yau compactification. The final contribution to the anomaly in the
harmonicity relation due to charge 0 and +3 at the two punctures is:
E
geo,(3,0)
A = F g−1A,K¯GK¯LDLh(1) , (6.17)
where we have suppressed the chiral indices I and J . The tree level vector multiplet
propagator GK¯L appears from the contribution of the thin tube.
2. Now we consider the case when the two operators at the puncture carry charge +1
and +2 respectively. There are two different ways this can happen:
(a) the operators are J++K3 J¯K¯ and ψ3J¯L on surfaces Σ1 and Σ2 respectively. The ψ3
appearing in the original surface must now be on Σ1 to balance the zero modes.
The localization of the Beltrami differential at the puncture on Σ2 again vanishes
since the supercurrent has no singularity with ψ3 which provides the zero mode.
As in case 1.) above the only exception is when Σ2 has genus 1. The result
is the same as in case 1.) namely (6.17) since ψ3 merely provides the constant
zero mode.
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(b) the operators are ψ3ΞB and ΞC where recall that Ξ (Ξ¯) carry JK3 charge +1
(−1). The corresponding intermediate state propagating in the tube is a hy-
permultiplet. Moreover, the distribution of the operators on the new surfaces
consistent with the requirement of the ψ3 and ψ¯3 zero mode counting as well as
the anomaly in the JK3 charge on the two surfaces is in the following way
surface Σ1 surface Σ2
(µ ·G−T 2)g1 (µ ·G−T 2)g2
(µ ·G−K3(u¯+))2g1−2 (µ ·G−K3(u¯+))2g2−3, (µ · J−−K3 )
ψ3ΞB(p1),
∫
Ξ¯A ΞC(p2), ψ3(x)
or equivalently the exchange of the operators on the two surfaces in the last
row. Here p1 and p2 are the punctures on the two surfaces. There are also detQ
factors on the two surfaces which we have not shown explicitly above. Note
that in either case ψ3 at the puncture and at x (which are on the two different
surfaces) are replaced by zero-modes and therefore we can split off the ψ3 at the
puncture to an arbitrary point in the same surface (say y). Let us first consider
the case when g1 > 1 (Note that g2 is greater than one since the number of
supercurrents G−K3(u¯+) on Σ2 is 2g2− 3 which must be non-negative). Then on
Σ1 the localization of one of the G
−
K3(u¯+) around p1 converts ΞB into u¯i+Φ
i
B.
Writing one of the remaining (2g1 − 3) G−K3(u¯+) on Σ1 as
G−K3(u¯+) = −
∮
G+K3(u¯+)J
−−
K3 , (6.18)
and deforming the contour the only contribution comes when the contour encir-
cles Ξ¯A converting the latter into u¯j+Φ
j
A. There are now (2g1− 4) G−K3(u¯+) and
one J−−K3 as well as g1 G
−
T 2 folded with the 3g1− 3 Beltrami differentials. This is
exactly of the form of the original partition function. The difference now is that
u¯i+Φ
i
A and u¯i+Φ
i
B are also inserted on Σ1. Therefore the correlation function on
Σ1 is
DA+D
B
+Fg1, with DA+ ≡ u¯i+DiA . (6.19)
When g1 = 1 the correlation function on Σ1 is simply
〈(µ ·G−T 2)ψ3ΞB(p1)
∫
Ξ¯AQIQJ〉g1=1 . (6.20)
As discussed in Section 5.4, this is just the string amplitude 〈FIFJ ψ¯Aψ¯B〉g=1
where ψ¯ are the anti-chiral hypermultiplet fermions. This physical amplitude
comes from the effective action term (5.23) by extracting out two hypermultiplet
fermions. We denote this amplitude by F1,AB.
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On Σ2, one of the Beltrami differentials must localize at the puncture p2. If one
of (2g2 − 3) G−(u¯+) localizes at p2 then the result is simply
DC+Fg2 . (6.21)
If, on the other hand, J−−K3 localizes at p2 then it converts ΞC to Ξ¯C . We can
now write one of the G−(u¯+) as in (6.18) and follow the steps as above and the
result is again (6.21).
We now need to include the propagator on the tube between the operators ΞB
and ψ3ΞC . Note that the total charge carried by these two operators is JT 2 = +1
and JK3 = +2 which is exactly what is required on the sphere in the twisted
theory. This propagator is simply equal to the Sp(n) symplectic form ΩBC .
Combining with (6.19) and (6.21) we find that
E
geo,(2,1)
A =
g−2∑
g1=2
DA+DB+Fg1ΩBCDC+Fg−g1 + F1,ABΩBCDC+Fg−1 . (6.22)
The complete contribution and therefore the full harmonicity relation is henceforth given
by
ǫij
∂2Fg
∂u¯i+∂f
Aj
= EA = E
geo,(3,0)
A + E
geo,(2,1)
A =
= F g−1
A,K¯
GK¯LDLh
(1) +
g−2∑
g1=2
DA+DB+Fg1ΩBCDC+Fg−g1 + F1,ABΩBCDC+Fg−1 .
(6.23)
Notice particularly that the right hand side of this equation is not zero in contrast to the
prediction of the field theoretic considerations (see section 4).
6.2 Vector multiplet equation
We will now proceed and check the independence of the Fg of the anti-holomorphic vector
multiplet scalars. Similar to the procedure leading to the proof of the harmonicity relation,
we first have to formulate the vertex operators in the topological theory which correspond
to a perturbation of the action by a vector multiplet scalar. This is simply given by
S → S +
∫ [
ϕ¯I
∮
G+T 2ψ¯3J¯I + ϕ
I J¯I
∮
G−T 2ψ3
]
, (6.24)
where J¯ are the right-moving Kac-Moody currents and in the following we will not show
them explicitly unless needed. The relation which we then have to check is
E3 = ∂ϕ¯IFg =
∫
Mg
〈(µ ·G−T 2)g(µ ·G−K3(u¯+))2g−2(µ · J−−K3 )ψ3(x)
∫ ∮
G+T 2ψ¯3J¯I〉 . (6.25)
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Deforming the contour integral
∮
G+T 2 , this expression is equal to
E3 = g
∫
Mg
〈(µ ·G−T 2)g−1(µ · TT 2)(µ ·G−K3(u¯+))2g−4(µ · J−−K3 )ψ3(x)
∫
ψ¯3J¯I〉 , (6.26)
which can also be written as
E3 =g
∫
Mg
〈(µ ·G−T 2)g−1(µ · T )(µ ·G−K3(u¯+))2g−4(µ · J−−K3 )ψ3(x)
∫
ψ¯3〉−
− g
∫
Mg
〈(µ ·G−T 2)g−1(µ · TK3)(µ ·G−K3(u¯+))2g−4(µ · J−−K3 )ψ3(x)
∫
ψ¯3J¯I〉 . (6.27)
The first term is a boundary contribution and we will deal with it later. The second term
is a genuine contribution, but we will now prove that it is actually zero. To this end we
write
TK3 = −
∮
G+K3(u¯−)G
−
K3(u¯+) (6.28)
and pull off the contour integral. We then find the following relation
C ≡
∫
Mg
〈(µ ·G−T 2)g−1(µ · TK3)(µ ·G−K3(u¯+))2g−4(µ · J−−K3 )ψ3(x)
∫
ψ¯3J¯I〉 =
=− (2g − 4)
∫
Mg
〈(µ ·G−T 2)g−1(µ · TK3)(µ ·G−K3(u¯+))2g−4(µ · J−−K3 )ψ3(x)
∫
ψ¯3J¯I〉+
−
∫
Mg
〈(µ ·G−T 2)g−1(µ ·G−K3(u¯+))2g−3(µ ·G−K3(u¯−))ψ3(x)
∫
ψ¯3J¯I〉 =
=− (2g − 4)C −
∫
Mg
〈(µ ·G−T 2)g−1(µ ·G−K3(u¯+))2g−3(µ ·G−K3(u¯−))ψ3(x)
∫
ψ¯3J¯I〉.
By writing one of the G−K3(u¯+) in the last term above as
G−K3(u¯+) =
∮
G+K3(u¯+)J
−−
K3 , (6.29)
and pulling off the contour integral and using the fact that
∮
G+K3(u¯+)G
−
K3(u¯−) = TK3 we
find that this term is also equal to C. This implies that (2g−4)C = 0 which in turn means
that for g > 2, C = 0 (for g = 2 by explicit calculation we can also show that C = 0). As
a result we find
E3 =g
∫
Mg
〈(µ ·G−T 2)g(µ · T )(µ ·G−K3(u¯+))2g−2(µ · J−−K3 )ψ3(x)
∫
ψ¯3J¯I〉. (6.30)
We now have to deal with the boundary term. As for the harmonicity relation, at a generic
point in the Coulomb branch only degeneration along a dividing geodesic can contribute.
Thus, we split the genus g surface into two surfaces with genus g1 and g2 respectively. First
let us consider the case when the states that propagate on the tube are the hypermultiplet
states. The exact distribution of the operators on the two surfaces is given by
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surface Σ1 surface Σ2
(µ ·G−T 2)g1 (µ ·G−T 2)g2−1,
∫
ψ¯3J¯I
(µ ·G−K3(u¯+))2g1−4, (µ · J−−K3 ) (µ ·G−K3(u¯+))2g2−2
ψ3ΞB(p1) ΞC(p2), ψ3(x)
This entails the following contribution
E3 =
∫
Mg1
〈(µ ·G−T 2)g1(µ ·G−K3(u¯+))2g1−4(µ · J−−K3 )
∫
Σ1
∮
G−K3(u¯+)ψ3ΞB〉 · ΩBC ·
·
∫
Mg2
〈(µ ·G−T 2)g2−1(µ ·G−K3(u¯+))2g2−2ψ3(x)
∫
Σ2
∮
G−K3(u¯+)ΞC
∫
ψ¯3J¯I〉. (6.31)
In the first correlator, we can pull the ψ3 out of the contour integral and put it at an
arbitrary position y, since it may only contribute zero modes and cannot contract with
any other operator. Moreover, we can rewrite
E3 =
∫
Mg1
〈(µ ·G−T 2)g1(µ ·G−K3(u¯+))2g1−4(µ · J−−K3 )ψ3(y)
∮
G−K3(u¯+)ΞB〉 · ΩBC ·
·
∫
Mg2
〈(µ ·G−T 2)g2−1)µ · (G−K3(u¯+)2g2−3
∮ [
G+(u¯+), J
−−
K3
]
ψ3(x)
∮
G−K3(u¯+)ΞC
∫
ψ¯3J¯I〉.
(6.32)
However, pulling off the contour integral in the last line, we find zero residue with any
other operator inside the correlator. We therefore conclude that this boundary contribu-
tion vanishes identically.
Now let us consider the case when the intermediate state is a vector state. Due to the
localization of one of the Beltrami’s at the puncture this contribution will vanish when
both g1 and g2 are greater than one. The only exception is when one of the two surfaces
(say Σ1) has genus one. The distribution of the operators is
surface Σ1 surface Σ2
(G−T 2) (µ ·G−T 2)g−1,
∫
ψ¯3J¯I
(µ ·G−K3(u¯+))2g−5 (µ · J−−K3 )
ψ3J¯L(p1) J
++
K3 J¯K(p2), ψ3(x)
Exactly as in the harmonicity equation for case 1.) and case 2.a) we find that
∂Fg
∂ϕ¯I
= F g−1,1
I¯ ,K¯
GK¯L∂Lh
(1) . (6.33)
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Here again we have suppressed the chiral indices in F and the one-loop threshold correction
to the gauge coupling h(1). The expression for F g−1,1
I¯,K¯
is similar to the one for F g−1,1
A,K¯
(6.16)
with Ξ¯A replaced by ψ¯3J¯
I . In Appendix D, we show that the series F g,n (where we sup-
pressed the vector indices) corresponds to the effective action term P
(
Fˆg,nKˆ
2(g−1) ˆ¯K
2(n−1)
)
.
In Section 4 we argued that eliminating the auxiliary field in the latter gives rise to a term
of the form that appears in the right hand side of (6.33). 19 In other words the F g com-
puted in string theory is the sum of all connected graphs contributing to the amplitude in
question. These graphs include the effective action term F g but also F g−1,1 when auxiliary
fields are eliminated by the equation of motion (which to the lowest order in string cou-
pling is given by the threshold correction term h(1)). While the effective action term F g is
holomorphic, F g−1,1 is not. However, in order to prove (6.33) which is a relation between
two connected amplitudes each of which receive contributions from several different terms
in the effective action we need to systematically solve for the auxiliary fields. The problem
of exact elimination of the auxiliary fields is quite complicated since in the presence of the
effective action terms discussed in this paper auxiliary fields appear non-linearly. However
it should be possible to solve the equation for auxiliary fields as a power series in string
coupling constant and check whether the eq.(6.33) is a consequence of supersymmetry.
6.3 Second order relation
In this subsection we will consider the second order relation (4.76). Although the anal-
ysis can be carried out for general string compactifications by inserting the vertex oper-
ators corresponding to the two moduli derivatives similar to the case of the harmonicity
relation, there are several technically difficult issues which arise. Firstly one needs to
subtract reducible diagrams corresponding to intermediate graviton-dilaton exchange and
secondly one needs to deal with the cumbersome contact terms that appear. In order to
avoid these problems we will focus on the special case when the hypermultiplet space is
SO(4, n)/SO(4)× SO(n). A string realization of this is provided by an orbifold compact-
ification on T 2 × (T 4
Z2
). More specifically, writing the (6, 22) lattice vectors in terms of
(2, 22− n) sublattice vectors (PL, P¯L; ~PR) where Z2 acts only as a shift and (4, n) sublat-
tice vectors (Pai, PAˆ) for i, a = +,− and Aˆ = 1, ..., n. Here Pia is the left moving part
where SO(4) = SU(2)× SU(2) acts on the index i and a respectively and PAˆ is the right
moving part which transforms as a vector of SO(n). The Z2 action on the (4, n) lattice is
(Pai, PAˆ) → (−Pai,−PAˆ) plus possibly a shift (the total shift in the (2, 22− n) and (4, n)
together must be a Z2 shift in the (6, 22) lattice. We assume that n and the shift vector is
such that the level matching condition (and more generally modular invariance conditions
for asymmetric orbifold) is satisfied. The resulting model has a gauge group of rank 22−n
(besides the graviphotons). We further assume that we are sitting at a generic point in
19We should therefore have used two different symbols for the effective action term and the string
amplitude however we chose to use the same notation in order to indicate the relation between the two
quantities.
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the vector moduli space (ie. we have turned on generic Wilson lines on T 2) such that the
gauge group is abelian U(1)22−n and all the charged matter fields are massive. Hyper-
multiplets coming from the untwisted sector parametrize SO(4, n)/SO(4)× SO(n) space.
The hypermultiplets coming from the twisted sectors will enlarge this space to a more
general quaternionic space, however in the following we will restrict ourselves to taking
derivatives only along the untwisted moduli and therefore only the quaternionic subspace
SO(4, n)/SO(4)×SO(n) will be relevant.20 The vertex operators for these hypermultiplets
in the (-1)-ghost picture are ψia∂¯XAˆ. In string amplitudes, the hypermultiplet moduli de-
pendence enters through the (4, n) sublattice vectors (Pai, PAˆ). Covariant derivatives w.r.t.
moduli acting on the lattice vectors are given by:
DAˆ,aiPbj = ǫijǫabPAˆ , and DAˆ,aiPBˆ = δAˆBˆPai , (6.34)
where we have chosen the SO(4, n) invariant norm to be ǫijǫabPaiPbj−δAˆBˆPAˆPBˆ. It is easy
to see that the above variation leaves the norm invariant as it should. Furthermore, it is
important to note that the normalizations in the above variation is such that DAˆ,ai satisfy
the same algebra as LAˆ,ai defined in eq.(4.59) with the value of Z0 for Pa± being ±1/2 as
is appropriate for an SU(2) doublet.
Let us denote the N = 4 world-sheet supercurrent as
GiK3,j = ψ
ai∂Xaj , (6.35)
which we can project in the usual way with harmonic coordinates
G±K3(u¯+) = G
±
j u¯
j . (6.36)
The OPE for ψ is
ψai(z)ψbj(w) =
ǫabǫij
z − w , (6.37)
where we have used the same convention for the ǫ-tensor as in (4.2), i.e. ǫ+− = −ǫ+− = 1.
Moreover, ǫ will be used to raise or lower the indices, e.g. ψia = ǫabψ
bi. The topological
amplitude Fg on a genus g surface is given by
Fg =
∫
Mg
〈(µ ·G−T 2)g(µ ·G−K3(u¯+))2g−4(µ · J−−K3 ) (Rightmovers) Z〉 . (6.38)
The lattice part of the amplitude Z is a product of the T 2 part and the K3 part. The T 2
part is the usual (2, 22− n) lattice sum
ZT 2 =
∑
(PL,P¯L;~PR)∈Γ(2,22−n)
eiπP¯LτPL−iπ
~PRτ¯ ~PR , (6.39)
20Of course by choosing the orbifold Z2 to include a suitable shift acting on PL of (2, 22− n) sublattice
we can make all the twisted states massive, in which case the hypermultiplet moduli space will be precisely
SO(4, n)/SO(4)× SO(n).
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where τ is the usual g × g period matrix and there are g (2, 22− n) vectors (PL, P¯L; ~PR).
The (4, n) lattice contribution is given by
ZK3 =
∑
(Pai;PAˆ)∈Γ(4,n)
eiπǫ
ijǫabPαaitαβP
β
bj
−iπPα
Aˆ
t¯αβP
β
Aˆ ≡
∑
(Pai;PAˆ)∈Γ(4,n)
ZK3(Pai;PAˆ) , (6.40)
where α, β = 1, ..., g − 1 and tαβ are (g − 1)× (g − 1) symmetric period matrix associated
with the (g− 1) twisted differentials ωα and ω¯α. These twisted differentials are normalized
with respect to g − 1 cycles Aα and the periods tαβ =
∫
Bα
ωβ with B being dual cycles.
21
In the following we will need the formulae for the (µ ·Q) when Q = ωαωβ and Q = ωIωJ
respectively where ωI and ωJ are untwisted abelian differentials with I, J = 1, ..., g:
(µ · ωαωβ) = dmN ∂tαβ
∂mN
, and (µ · ωIωJ) = dmN ∂τIJ
∂mN
. (6.41)
In the topological amplitude all the ∂X in the supercurrents are replaced by the zero
modes. Therefore throughout the remaining part of this section we will use the following
shorthand notation
GiK3,j = ψ
aiPaj , G
−
K3(u¯+) = ψ
a−Paju¯
j
+ , Pbj = P
α
bjωα . (6.42)
Note that the symbol Pbj is a twisted holomorphic 1-form on the Riemann surface Σ. ψ
ai
in the amplitude are also replaced by their zero modes ζa−α ωα with ζ
a−
α being Grassman
numbers. However in the following it is convenient to keep ψa− as a conformal field
since in the various manipulations carried out below it simplifies keeping track of various
combinatorics and (anti-) symmetrization properties.
Variation with respect to hypermultiplet moduli can act on either ZK3 or the G
−. Using
(6.34) we find
DAˆ,aiZK3(Pai;PAˆ) = 2iπ(t− t¯)αβP αaiP βAˆ = −2iπ
∫
Σg
PaiP
β
Aˆ
ω¯β = −
∫
Σg
∮
G+K3,i(ψ
−
a P¯Aˆ) ,
(6.43)
where we have used the fact that 2iπPai =
∮
G+K3,iψ
−
a . Here and in the following we use
the shorthand notation
PAˆ = P
β
Aˆ
ωβ , and P¯Aˆ = P
β
Aˆ
ω¯β . (6.44)
Similarly we will use the notation
DAˆ,aiG
−
K3(u¯+) = ǫiku¯
k
+ψ
−
a P
α
Aˆ
ωα . (6.45)
21A and B cycles are not the usual homology cycles, instead they are 2g − 2 independent cycles around
which the twisted differentials are single valued. Details of this and a particular choice of these cycles can
be found in [35]. The lattices Γ2,22−n and Γ4,n are not exactly sublattices of Γ6,22 but instead they are
related to them as explained in [35]. However the precise form of these lattices will not be important in
the following. The only important property of the lattices will be their invariant quadratic forms which is
the usual one i.e. the square of the left moving part minus the square of the right moving part.
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Thus we find
DAˆ,aiFg =
∫
Mg
〈(µ ·G−T 2)g
[
(2g − 4)(µ ·G−K3(u¯+))2g−5(µ · ǫiku¯k+ψ−a PAˆ)(µ · J−−K3 )
− (µ ·G−K3(u¯+))2g−4(µ · J−−K3 )
∫
Σg
∮
G+K3,i(ψ
−
a P¯Aˆ)
]
Z〉 . (6.46)
By deforming the contour integral and using the world-sheet N = 4 superconformal algebra,
the second term on the right hand side can be written as∫
Mg
〈(µ ·G−(T 2))g[2g − 4
2
ǫiku¯
k
+(µ ·G−K3(u¯+))2g−5(µ · (ǫcdǫmnPcmPdn + PLP¯L))(µ · J−−K3 )
+ (µ ·G−K3(u¯+))2g−4(µ ·G−K3,i)
] ∫
Σg
(ψ−a P¯Aˆ)Z〉 , (6.47)
where in the first term we have added PLP¯L ≡ P ILP¯ JLωIωJ with ωI and ωJ being the
untwisted holomorphic 1-differentials, I, J = 1, ..., g. This additional term can be shown
to vanish by repeating the argument leading to (6.12). Now using (6.40) one obtains
iπ(µ(ǫcdǫmnPcmPdn + PLP¯L))Z = dmN [
∂tαβ
∂mN
ZK3
∂tαβ
ZT 2 +
∂τIJ
∂mN
∂ZT 2
∂τIJ
ZK3]
= dmN
∂Z
∂mN
= ∂Z , (6.48)
where in the last equality ∂ is the holomorphic exterior derivative in Mg. We also have
the relation:
(µ · ψ−a PAˆ) = dmN
∂tαβ
∂mN
ψ−a
α
P β
Aˆ
= −dmN ∂
∂mN
∫
Σg
ψiaP¯Aˆ = −∂
∫
Σg
ψiaP¯Aˆ . (6.49)
Combining the above four equations we find
DAˆ,aiFg = (2g − 4)ǫikuk
∫
Mg
∂〈(µ ·G−T 2)g(µ ·G−K3(u¯+))2g−5(µ · J−−K3 )
∫
Σg
ψa−P¯AˆZ〉
− 2iπ
∫
Mg
〈(µ ·G−T 2)g(µ ·G−K3(u¯+))2g−4(µ ·G−K3,i)
∫
Σg
ψa−P¯AˆZ〉 . (6.50)
In obtaining the first term we have used the fact that the holomorphic exterior derivative
of (µ ·G−T 2), (µ ·G−K3(u¯+)) and (µ · J−−K3 ) vanish due to (6.41). At this stage, we can again
verify the harmonicity equation (6.23) by operating with ǫji ∂
∂u¯j+
. As we can see, in this
case the second term above drops out and we are left with only the first term which is a
total derivative in Mg and hence gets contribution only from the degeneration limits.
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Now let us take a second derivative with respect to hypermultiplet moduli. In order not
to clutter the equations we will ignore the total derivative terms, so the equations below
are true only up to total derivatives in Mg
DBˆ,bjDAˆ,aiFg =
− 2iπ
∫
Mg
〈(µ ·G−T 2)g
[[
(2g − 4)(µ ·G−K3(u¯+))2g−5(µ · ǫjku¯k+ψ−b PBˆ)(µ ·G−K3,i)
+ (µ ·G−K3(u¯+))2g−4(µ · ǫjiψ−b PBˆ)
− (µ ·G−K3(u¯+))2g−4(µ ·G−K3,i)
∫
Σg
∮
G+K3,j(ψ
−
b P¯Bˆ)
] ∫
Σg
ψ−a P¯Aˆ
+ (µ ·G−K3(u¯+))2g−4(µ ·G−K3,i)
∫
Σg
δAˆBˆψ
−
a P¯bj
]
Z〉 . (6.51)
Contracting by ǫji we obtain
ǫjiDBˆ,bjDAˆ,aiFg =− 2iπ
∫
Mg
〈(µ ·G−T 2)g
[[
(2g − 2)(µ ·G−K3(u¯+))2g−4(µ · ψ−b PBˆ)
− (µ ·G−K3(u¯+))2g−4ǫji(µ ·G−K3,i)
∫
Σg
∮
G+K3,j(ψ
−
b P¯Bˆ)
] ∫
Σg
ψ−a P¯Aˆ
+ (µ ·G−K3(u¯+))2g−4ǫji(µ ·G−K3,i)
∫
Σg
δAˆBˆψ
−
a P¯bj
]
Z〉 . (6.52)
We are interested in antisymmetrizing the pairs (Aˆ, a) and (Bˆ, b), since symmetrization
gives a commutator and is trivially governed by the algebra (4.59). In the following there-
fore we restrict ourselves to the antisymmetric part. By deforming the contour in the
second term and carrying out the steps as above we find for the antisymmetric part:
−
∫
Mg
〈(µ ·G−T 2)g(µ ·G−K3(u¯+))2g−4ǫji(µ ·G−K3,i)
∫
Σg
∮
G+j (ψ
−
b P¯Bˆ)]
∫
Σg
ψ−a P¯Aˆ Z〉 =
= −πi
2
(2g − 2)
∫
Mg
〈(µ ·G−T 2)g(µ ·G−K3(u¯+))2g−4(µ · ǫcdǫmnPcmPdn)
∫
Σg
ψ−b P¯Bˆ
∫
Σg
ψ−a P¯Aˆ Z〉
= −1
2
(2g − 2)
∫
Mg
〈(µ ·G−T 2)g(µ ·G−K3(u¯+))2g−4
∫
Σg
ψ−b P¯Bˆ
∫
Σg
ψ−a P¯Aˆ ∂Z〉
= −1
2
(2g − 2)
∫
Mg
∂〈(µ ·G−T 2)g(µ ·G−K3(u¯+))2g−4
∫
Σg
ψ−b P¯Bˆ
∫
Σg
ψ−a P¯Aˆ Z〉
− (2g − 2)
∫
Mg
〈(µ ·G−T 2)g(µ ·G−K3(u¯+))2g−4(µ · ψ−b PBˆ)
∫
Σg
ψ−a P¯Aˆ Z〉 , (6.53)
where in order to obtain the third equality we have again added the T 2 part of the left
moving momentum square for the same reason as in eq.(6.47). In the last equality we have
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used eq.(6.49). Note that the last term in the last equation exactly cancels the first term
in eq.(6.52) giving, up to total derivatives in Mg:
ǫjiDBˆ,bjDAˆ,aiFg = −2iπδAˆBˆ
∫
Mg
〈(µ ·G−T 2)g(µ ·G−K3(u¯+))2g−4ǫji(µ ·G−K3,i)
∫
Σg
ψ−a P¯bj Z〉
=
1
2
δAˆBˆ
∫
Mg
〈(µ ·G−T 2)g(µ ·G−K3(u¯+))2g−4ǫji(µ ·G−K3,i)
∫
Σg
∮
G+K3,j(ψ
−
a Πψ
−
b ) Z〉 , (6.54)
where (Πψ−b )(z¯) = ω¯α(z¯)(t− t¯)−1αβ
∫
Σg
ω¯β(w¯)ψ
−
b (w). Basically Π takes a holomorphic 1-form
to an anti-holomorphic 1-form. By deforming the contour of G+ and going through the
steps as before results in:
ǫjiDBˆ,bjDAˆ,aiFg = δAˆBˆ(g − 1)
∫
Mg
〈(µ ·G−T 2)g(µ ·G−K3(u¯+))2g−4
∫
Σg
(ψ−a Πψ
−
b ) ∂Z〉
= δAˆBˆ(g − 1)
∫
Mg
∂〈(µ ·G−K3)g(µ ·G−K3(u¯+))2g−4
∫
Σg
(ψ−a (Πψ
−
b ) Z〉
− (g − 1)δAˆBˆ
∫
Mg
〈(µ ·G−T 2)g(µ ·G−K3(u¯+))2g−4(µ · J−−K3 ) Z〉 . (6.55)
In the last line we have used the fact that
∂
(∫
Σg
(ψ−a Πψ
−
b )
)
= ∂(ψ−a
α
ψ−b
β
(t− t¯)αβ) = (µ · J−−K3 ) . (6.56)
The first term in the last equality of (6.55) is a total derivative in Mg, while the second
term is proportional to Fg. Thus up to total derivative terms (which give rise to anomaly)
the second order relation is
ǫjiDBˆ,bjDAˆ,aiFg = δAˆBˆǫab(g − 1)Fg . (6.57)
This is indeed the eq.(4.76) obtained in Section 4.
7 Concluding remarks
In this work, we have analyzed a new series of N = 2 topological amplitudes associated to a
particular class of higher dimensional 1/2-BPS terms in the low energy effective superstring
action, involving both vector multiplets and neutral hypermultiplets. We computed these
amplitudes on both type I and heterotic string side and studied the moduli dependence of
the corresponding couplings in string theory, as well as in the effective supergravity using
harmonic superspace. Their BPS character implies holomorphicity with respect to vector
moduli and harmonicity with respect to the hypermultiplet ones, together with a second
order differential equation, similarly to the couplings of an N = 4 series we had found
in the past [10]. All conditions are violated by anomalies due to world-sheet boundary
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contributions, that in the effective field theory seem to be associated to connected graphs
upon elimination of the auxiliary fields. This is an interesting open question that needs
further work in the future. A disturbing property is that the anomalies bring new ‘semi-
topological’ objects, similarly to the N = 1 case studied in the past [14, 16]. It would be
also interesting to clarify the relation between our analysis and the conditions imposed on
the open topological amplitudes of ref. [17] that avoid the appearance of extra quantities
in the anomaly equation. Another open question is to study the partial/soft breaking of
N = 2→ N = 1 supersymmetry, as well as the possible relevance of such couplings in the
entropy correction of black holes.
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A Superconformal algebras
The world-sheet theory for string theories on K3 × T 2 is a product of an N = 2 and an
N = 4 superconformal field theory representing T 2 and K3 respectively. In this appendix
we will describe both of these theories and also discuss their topologically twisted versions.
A.1 The N = 2 superconformal algebra
The (untwisted) N = 2 SCFT of the T 2 contains besides the energy momentum tensor
TT 2 two supercurrents G
±
T 2 which are positively and negatively charged under a U(1) Kac-
Moody current JT 2 . The conformal weights of these operators are given by
hT
T2
= 2 , hG±
T2
=
3
2
, hJ
T2
= 1 . (A.1)
The non-trivial operator product expansions (OPE) of these objects are given by
TT 2(z)TT 2(w) =
2TT 2(w)
(z − w)2 +
∂wTT 2(w)
z − w , (A.2)
TT 2(z)G
±
T 2(w) =
3G±T 2(w)
2(z − w)2 +
∂wG
±
T 2(w)
z − w , (A.3)
TT 2(z)JT 2(w) =
JT 2(w)
(z − w)2 +
∂wJT 2(w)
z − w , (A.4)
G+T 2(z)G
−
T 2(w) =
6
(z − w)3 +
2JT 2(w)
(z − w)2 +
2TT 2(w) + ∂wJT 2(w)
z − w , (A.5)
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JT 2(z)G
±
T 2(w) = ±
G±T 2(w)
z − w , (A.6)
JT 2(z)JT 2(w) =
2
(z − w)2 . (A.7)
An explicit representation of this algebra in terms of the free boson X3 and fermion ψ3
living on T 2 is given by
TT 2 =
1
2
ψ3
↔
∂ ψ¯3 + ∂X3∂X¯3, G
−
T 2 = ψ¯3∂X3, G
+
T 2 = ψ3∂X¯3, JT 2 = ψ3ψ¯3 . (A.8)
A twisted version of the N = 2 super-conformal algebra is given by redefining the energy
momentum tensor in the following manner
TT 2 → TT 2 − 1
2
∂JT 2 . (A.9)
This in particular has the effect of shifting the conformal weight of all operators by half
their U(1) charge. In this way, we find
htwistTT2 = 2 , h
twist
G−
T2
= 2 , htwist
G+
T2
= 1 , htwistJT2 = 1 . (A.10)
The new conformal weights of the supercurrents allow us to identify G+T 2 with the BRST
operator of the twisted theory, while G−T 2 becomes the reparametrization anti-ghost thereby
defining the measure of the topological string.
A.2 The N = 4 superconformal algebra
The N = 4 SCFT representing K3 contains an energy momentum tensor TK3 which is
accompanied by two doublets of supercurrents (G+K3, G˜
−
K3) and (G˜
+
K3, G
−
K3) which transform
under an SU(2) Kac-Moody current algebra formed by (J±±K3 , JK3). The conformal weights
of these operators are given to be
hTK3 = 2 , hG±K3
= hG˜±K3
=
3
2
, hJ±±K3
= hJK3 = 1 . (A.11)
The non-trivial OPEs of these objects are given by
J−−K3 (z)G
+
K3(0) ∼
G˜−K3(0)
z
, J++K3 (z)G˜
−
K3(0) ∼ −
G+K3(0)
z
,
J++K3 (z)G
−
K3(0) ∼
G˜+K3(0)
z
, J−−K3 (z)G˜
+
K3(0) ∼ −
G−K3(0)
z
,
G+K3(z)G
−
K3(0) ∼
JK3(0)
z2
− T
B
K3(0)− 12∂JK3(0)
z
,
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G˜+K3(z)G˜
−
K3(0) ∼
JK3(0)
z2
− T
B
K3(0)− 12∂JK3(0)
z
,
G˜+K3(z)G
+
K3(0) ∼
2J++K3 (0)
z2
+
∂J++K3 (0)
z
,
G˜−K3(z)G
−
K3(0) ∼
2J−−K3 (0)
z2
+
∂J−−K3 (0)
z
,
while for any operator OqK3 of U(1) charge q, one has:
JK3(z)O
q
K3(0) ∼ q
OqK3(0)
z
.
A representation in terms of free bosons X4,5 and fermions ψ4,5 living on a torus-orbifold
realization of K3 is given by
TK3 = ∂X4∂X¯4 + ∂X5∂X¯5 +
1
2
(ψ4
↔
∂ ψ¯4 + ψ5
↔
∂ ψ¯5) , (A.12)
JK3 = ψ4ψ¯4 + ψ5ψ¯5, J
++
K3 = ψ4ψ5, J
−−
K3 = ψ¯4ψ¯5 , (A.13)
G+K3 = ψ4∂X¯4 + ψ5∂X¯5, G˜
+
K3 = −ψ5∂X4 + ψ4∂X5 , (A.14)
G−K3 = ψ¯4∂X4 + ψ¯5∂X5, G˜
−
K3 = −ψ¯5∂X¯4 + ψ¯4∂X¯5 . (A.15)
The topologically twisted theory can be defined after specifying an N = 2 subalgebra
inside the N = 4. We can then similarly redefine the energy momentum tensor
TK3 → TK3 − 1
2
∂JK3 . (A.16)
In this way, again the conformal dimensions of all operators are shifted by half their charge
with respect to JK3
htwistTK3 = 2 , h
twist
G−K3
= htwist
G˜−K3
= 2 , htwist
G+K3
= htwist
G˜+K3
= 1 ,
htwist
J−−K3
= 2 , htwist
J++K3
= 0 , htwistJK3 = 1 . (A.17)
A.3 The N = 4 superconformal algebra in covariant basis
In this section we would like to rewrite the N = 4 superconformal algebra of Appendix A.2
in an SU(2) covariant manner. To this end, we simply have to specify the OPE relations
of the doublet supercurrents of (6.1). They are given by
G+K3,i(z)G
+
K3,j(0) ∼ ǫij
(
2J++K3 (0)
z2
+
∂J++K3 (0)
z
)
, (A.18)
G−K3,i(z)G
−
K3,j(0) ∼ ǫij
(
2J−−K3 (0)
z2
+
∂J−−K3 (0)
z
)
, (A.19)
G+K3,i(z)G
−
K3,j(0) ∼ −ǫij
(
J(0)
z2
− TK3(0)−
1
2
∂J(0)
z
)
, (A.20)
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J++K3 (z)G
+
K3,i(0) ∼ 0, J++K3 (z)G−K3,i ∼
G+K3,i
z
, (A.21)
J−−K3 (z)G
+
K3,i(0) ∼ −
G−i
z
, J−−K3 (z)G
−
K3,i ∼ 0. (A.22)
The relation between G±K3,i and (G
±
K3, G˜
±
K3) is G
±
K3 = G
±
K3,± and G˜
±
K3 = ±G±K3,∓. In
particular the picture changing operator contains the term eϕ(G+K3,+ +G
−
K3,−).
B Vertex operators
In this appendix we list the relevant vertex operators for calculating the topological am-
plitudes in the heterotic theory. Our convention for the latter will be that the left-moving
sector is supersymmetric, while the right moving one is made up from just a bosonic theory.
With this convention the vertex operator for a gauge field in the 0-picture is given by
V A(F )(p) =: (∂Xµ + ip · ψψµ) J¯Aeip·X : . (B.1)
Here Xµ are complex bosonic space-time coordinates with ψ their fermionic partners.
Moreover, J¯A are the right moving Kac-Moody currents. In a similar way we can define
the 0-picture vertex operator for (the derivative of) a scalar field
V A(S)(p) =: (∂XI + ip · ψψI) J¯Aeip·X : , (B.2)
where XI denote the complex coordinates of the internal theory with ψI their fermionic
partners.
It remains to introduce the vertex operator for the gauginos. We will take the latter in the
−1
2
-picture, where the vertex reads
V Aα(λ) (p) =: e
− 1
2
ϕSαΣJ¯Aeip·X : . (B.3)
Here ϕ is the scalar field bosonizing the superghost, Sα is a space-time spin field and Σ a
spin-field of the internal theory. Notice in particular the appearance of the spinor index α.
C Theta functions and prime forms
In this appendix, we review some of the mathematical quantities which we need for the
calculation of topological amplitudes. The material is fairly standard and we adopt the
notation of [22].
Points (“coordinates”) on a Riemann surface Σg of genus g are defined using the Jacobi
map. To this end, we define a base point P0 on the surface and cut Σg open along the
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homology cycles defined in section 2.1. The coordinates of a point P different from P0 are
then defined as22
I : P → zi(P ) =
∫ P
P0
ωi , (C.1)
where ωi are the g holomorphic 1-differentials (see (2.1)) on Σg. z can be thought of as an
element of the complex torus
J(Mg) = Cg/(Zg + τZg) . (C.2)
Furthermore, for z ∈ J(Mg) one can define the Riemann theta function [36]
ϑ(z, τ) =
∑
n∈Zg
eiπniτijnj+2πinizi , (C.3)
where τij is the period matrix of the Riemann surface, which we have already defined in
(2.1). ϑ(z, τ) satisfies the following identity for shifts under the lattice Zg + τZg
ϑ(z + τn +m, τ) = e−iπnτn−2πimzϑ(z, τ) . (C.4)
An important result, which we only state without derivation is the Riemann vanishing
theorem: There exists a divisor class ∆ of degree g− 1 such that ϑ(z, τ) = 0 if and only if
there are g − 1 points p1, . . . , pg−1 on Mg such that
z = ∆−
g−1∑
i=1
pi . (C.5)
Moreover, based on the definition (C.3), we can define ϑ-functions with non-trivial char-
acteristics (“spin structures”) (α1, α2) ∈
(
1
2
Zg/Zg
)
ϑα(z, τ) = e
iπα1τα1+2πiα1(z+α2)ϑ(z + τα1 + α2, τ) . (C.6)
Besides ϑ-functions we also need to discuss prime forms E(x, y). The latter can be viewed
as a generalization of the holomorphic function x− y on the Riemann sphere. The precise
definition is
E(x, y) =
fα(x, y)
hα(x)hα(y)
, (C.7)
where hα is a holomorphic
1
2
-differential and fα is defined to be
fα(x, y) = ϑα(
∫ y
x
ω) . (C.8)
22In computations, for notational simplicity, we drop the distinction between the point on the Riemann
surface and the corresponding Jacobi map.
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One can show, that E is independent of α and as a true generalization of the function
x− y, it is antisymmetric under the exchange x↔ y. Besides that it has a simple root at
x = y:
E(x, y) = −E(y, x), and lim
x→y
E(x, y) = O(x− y) . (C.9)
These identities will turn out to be very important for the calculations in the main body
of this work.
D A generalization of Fg to Fg,n
In this appendix we will compute a more general amplitude than those in Sections 2 and
3, which involves 2g K− and 2n K¯+ in the effective action:
Sg,n =
∫
d4x du d2θ+d2θ¯− (D−·D−)(D¯+·D¯+)(K−·K−)g−1 (K¯+·K¯+)n−1Fg,n(W, W¯ , q+A, u) ,
(D.1)
Such a term will give couplings of the type 2g chiral gauginos λ− (where we allow the
(D− · D−) to act on two W ’s inside Fg,n) and 2n anti-chiral gauginos λ¯+ (where again
(D¯+ · D¯+) on two W¯ inside Fg,n), together with two chiral hyperino χ and two anti-
chiral hyperino ψ¯ to soak the two θ+ and two θ¯− in the superspace integral. It will turn
out that these generalized amplitudes mix with Fg via the holomorphic anomaly (see
Section 6.2 where we show that an anti-holomorphic derivative of Fg gives a boundary
term proportional to Fg−1,1).
We now want to explicitly compute these amplitudes in string theory and therefore we
add 2n anti-chiral gauginos λ¯+ in the (−1/2)-picture to the amplitude considered in Section
5.3. Here we take g > n and the total number of PCO’s is 3g + n. The corresponding
operators have the following content
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field pos. number φ1 φ2 φ3 H
gaugino λ− xi g +12 +
1
2
+1
2
+ 1√
2 J¯
yi g −12 −12 +12 + 1√2 J¯
gaugino λ¯+ wj n +1
2
−1
2
−1
2
+ 1√
2 J¯
vj n −12 +12 −12 + 1√2 cJ¯
Hyperino χA1 z1 1 +
1
2
+1
2
−1
2
0 VˆA1
χA2 z2 1 −12 −12 −12 0 VˆA2
ψ¯A3 z3 1 −12 +12 +12 0 VˆA3
ψ¯A4 z4 1 +
1
2
−1
2
+1
2
0 VˆA4
PCO ra g − n 0 0 −1 0 ∂X3
sb 2g + 2n 0 0 0 − 1√
2 Gˆ
−
K3
Note that, for later convenience, we have inserted c ghosts at positions vj so the operators at
vj have dimension zero and are hence unintegrated. This means there will be n additional
Beltrami differentials corresponding to integration over these n punctures. These additional
Beltrami differentials are folded with b ghosts. Therefore the total number of b’s is (3g −
3 + n) which balances the (b, c) ghost number.
The spin structure dependent part of the amplitude is
(Fg,n,s)A1A2A3A4 = F{Λ},s(u1, u2, v)G{Λ}({xi, yi, wj, vj, zk, ra, sb})
· ϑs(
1
2
∑
i(xi − yi) + 12
∑
i(wj − vj) + 12(z1 − z2 − z3 + z4))
ϑs(
1
2
∑
i(xi + yi) +
1
2
∑
i(wj + vj) +
1
2
(z1 + z2 + z3 + z4)−
∑
a ra −
∑
b sb − 2∆)
·
∏
i<j E(xi, xj)E(yi, yj)∏
iE(xi, z2)E(yi, z1)
∏
aE(ra, z1)E(ra, z2)∏
a,b E(ra, sb)
·(
∏
i<j E(wi, wj)E(vi, vj))(
∏
j,aE(wj, ra)E(vj, ra))∏
j E(wj, z3)E(vj, z4)
∏
aE(ra, z1)E(ra, z2)∏
a,bE(ra, sb)
·
( ∏
b,k E(sb, zk)∏
k<lE(zk, zl)
∏
b<cE(sb, sc)
)1/2
, (D.2)
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where now
u1 =
1
2
∑
i
(xi − yi)− 1
2
∑
j
(wj − vj) + 1
2
(z1 − z2 + z3 − z4)) ,
u2 =
1
2
∑
i
(xi + yi)− 1
2
∑
j
(wj + vj) +
1
2
(−z1 − z2 + z3 + z4))−
∑
a
ra ,
v =
1√
2
(
∑
i
(xi + yi) +
∑
j
(wj + vj)−
∑
b
sb) . (D.3)
To cancel the theta functions in the second line above we choose the gauge condition:∑
l
pl ≡
∑
a
ra +
∑
b
sb =
∑
i
yi +
∑
j
vj + z2 + z3 + 2∆ . (D.4)
We can now perform the spin structure sum as before with the result that (u1, u2, v) are
replaced by (u′1, u
′
2, v
′) where
u′1 =
∑
i
xi − z2 −∆, u′2 =
∑
a
ra +
∑
j
wj − z3 −∆,
v′ =
1√
2
(
∑
b
sb − 2
∑
j
vj − z1 − z2 − z3 + z4 − 2∆) . (D.5)
Multiplying the resulting expression by identity (due to the gauge condition)
1 =
ϑ(
∑
i yi − z1 −∆)
ϑ(
∑
a ra +
∑
b sb −
∑
j vj − z1 − z2 − z3 − 3∆)
, (D.6)
and proceeding as before we find
(Fg,n)A1A2A3A4=
∫
Mg,n
(µ · b)3g−3+ndet(ωi(xj)) det(ωi(yj))
det(Imτ)2
〈
g−n∏
a=1
G−T 2(ra)
n∏
j=1
ψ¯3(wj)ψ3(z3)〉T 2
〈∏2g+nb=1 G−K3(sb)e− i√2H VˆA4(z4)∏3k=1 e+ i√2H VˆAk(zk)∏nj=1(cei√2H)(vj)〉K3
〈∏3g+nl=1 b(pl)∏nj=1 c(vj)∏3k=1 c(zk)〉b,c . (D.7)
One can check that all the dimensions are correct: at wj we have ψ¯3 that has dimension 1
in twisted theory and at vj in the numerator we have cJ
++
K3 that has dimension −1 (since
J++K3 in twisted theory has dimension 0) while in the denominator also there is dimension
(−1) so the total dimension at vj is zero. We can again take three of the PCO positions
to (z1, z2, z3) converting these three operators into (0)-picture vertex operators of hyper
moduli. Finally, in the denominator, the remaining pl have zeroes when they approach the
(3g − 4 + n) other p’s but have a simple pole when they approach n vj. Given that it is
a meromorphic quadratic differential with divisor class 4g − 4 it must have g other zeroes
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say at points qm with m = 1, ..., g. The points qm are uniquely determined as a function of
other p’s and vj. Now the numerator also (after taking all partitions of pl into ra and sb)
as a function of pl has zeroes at other (3g − 3 + n) p’s and simple poles at vj as seen from
the OPE of G−K3 with J
++
K3 . This means that zeroes and poles exactly cancel and the result
is independent of pl. We can therefore move the remaining (3g− 3+ n) pl to the Beltrami
differentials which results in the cancellation of (b, c) correlators between numerator and
denominator with the result:
(Fg,n)A1A2A3A4 = Df+A1Df+A2Df+A3 (Fg,n)A4 (D.8)
where
(Fg,n)A4 =
∫
M(g,n)
∫
z4
〈(µ ·G−T 2)g−n(µ ·G−K3)2g−3+2n
n∏
j=1
[
∫
wj
(ψ¯3J¯(wj)(J
++
K3 J¯)(vj)]
(e
−i 1√
2
H
VˆA4)(z4)ψ3(p)(detQ)
2〉 . (D.9)
We can further simplify this expression as before by writing one of the G−K3 as contour
integral of G˜+K3 around J
−−
K3 and deforming the contour. The final result is:
(Fg,n)A+4 = Df+A4Fg,n , (D.10)
where Fg,n is the topological amplitude :
Fg,n =
∫
Mg,n
〈(µ·G−T 2)g−n(µ·G−K3)2g−4+2n(µ·J−−K3 )
n∏
j=1
[
∫
wj
(ψ¯3J¯(wj)(J
++
K3 J¯)(vj)]ψ3(p)(detQ)
2〉
(D.11)
Note that there are two sets of n operator insertions here as compared to Fg: at wj there are
dimension one operators ψ¯3 which are integrated while at vj we have dimension 0 operators
J++K3 , integration over vj is provided by the additional n Beltrami differentials. In the above
we have not explicitly shown the right moving sector (apart from the Kac-Moody currents)
to avoid complicating the equations. But the right moving sector is the standard bosonic
string correlator including (b¯, c¯) ghost system as well as space-time part.
In this Appendix we have mainly focussed on the heterotic string calculation but it
can be extended to the type II case in a straightforward way by treating the right moving
sector exactly as the left moving sector discussed here. This would then give a correct
derivation of the relation between the string amplitude and the topological quantity in the
type II side discussed in [6]. An involution of the latter gives a derivation of the result in
open (Type I) string quoted in Section 2.
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