Abstract-In this paper, a new spreading technique for intensity modulation direct detection fiber-optic code-division multiple-access (FO-CDMA) communication systems is proposed. This new spreading technique is based on generalized optical orthogonal codes (OOC) with large cardinality and minimal degradation in performance when compared with a more optimum system, namely, an optical CDMA system using OOC with autocorrelation and cross-correlation value bounded by one, i.e., OOC ( = 1).
were introduced for IM/DD optical CDMA employed unipolar optical orthogonal codes (OOCs) with autocorrelation ( ) and cross-correlation ( ) value bounded by one [1] , [2] . Though these classes of OOCs ( ) remain optimum from a multiaccess interference point of view, they suffer from low cardinality, which was shown to be on the order of (1) where is the number of OOCs, the code length, and the weight of the code. To improve upon the cardinality of the proposed OOCs, one must increase or relax the stringent requirement on the autocorrelation and cross-correlation value. Therefore, a tradeoff exists between the number of codes (users) and the error performance due to increased multiaccess interference. In this paper, our goal is to study and analyze the performance of less structured OOC codes that allow a large increase in the number of users without a large loss in its performance. In [3] , the authors considered OOC codes with autocorrelation and cross-correlation value bounded by two. The cardinality of this code is (2) which is considerably higher than OOC with . For typical values of and [4] , we can have, at most, 27 codewords with and 7924 codewords with . Despite the complexity in analyzing the performance of the system in [3] , it was shown that the degradation in performance for OOC codes is not severe, and, in fact, under certain conditions such as for fixed number of users and code length , one can increase the weight of the OOC codes such that it will surpass in performance when compared with OOC optical CDMA systems. This leads us to believe that further relaxation on the cross correlation may not necessarily severely degrade the performance of an optical CDMA system while increasing dramatically the cardinality of the OOC codes. In [5] , a general upper bound on the number of OOC codes was obtained, and it was shown to be (3) To generalize our scheme, we will consider , which implies that we consider all possible codes of length and weight (except the corresponding cyclic shifts) regardless 0090-6778/02$17.00 © 2002 IEEE of their mutual cross-correlation value. For sufficiently large values of and , the number of generalized OOC codes is approximately equal to (4) which could be extremely large for typical values of and . However, it remains to be seen that the performance of such optical CDMA systems is not severely degraded. But, unfortunately, the methodologies presented in [2] and [3] do not easily lend themselves to obtaining the performance of the generalized OOC optical CDMA systems. In Section II, we will discuss the expression in (4) being similar to that of generating random codes. And, further, taking advantage of a recently introduced frame time-hopping (FTH) scheme with random codes for ultrawideband pulsed radio communications [6] , [7] , and analytical tools developed to obtain its performance [8] , we evaluate the performance of the proposed FTH fiber-optic CDMA (FO-CDMA) using generalized OOC codes.
FTH FO-CDMA using random codes are not optimum in the sense of multiple-access interference reduction like OOCs ( ), however, we will show that little will be lost in the multiple-access performance of an intensity-modulated FO-CDMA network if we use these patterns instead of OOCs (
). Moreover, we show that the multiple-access interference variance of these patterns is equal to OOCs with . Since FTH patterns considered here use random codes, we may deduce that the multiple-access performance of an intensity-modulated FO-CDMA network is not deeply related to the multiple-access properties of the spreading code, but to the code length (processing gain) and the receiver structure.
In this paper, we further suggest two novel receivers by modifying existing receivers. The first is a chip-level detector with an optimum comparator threshold, and the second is a correlation receiver with an electrical hard limiter. We present the performance analysis of the above two receivers in addition to some basic receivers, namely, correlation receiver, correlation receiver with an optical hard limiter, chip-level detector, and optimum receiver employing binary pulse position modulation (BPPM) in the context of an FTH-FO-CDMA network, and compare their performance. The results show that the chip-level detector with optimum comparator threshold achieves lower bit error rates (BERs) when compared to the ordinary chip-level detector suggested in [9] for weak signal powers, while maintaining the desired features of an ordinary chip-level detector for higher received signal powers. The results also show that the correlation receiver with an electrical hard limiter reaches asymptotically close to the optimum receiver for weak signal powers when compared to a chip-level detector and correlation receiver with an optical hard limiter.
The rest of this paper is organized as follows. In Section II, we describe the proposed transmission method in FO-CDMA network, i.e., frame time-hopping spreading format and BPPM data modulation. Section II also presents the structure of some basic receivers and our two novel proposed receivers. We will derive the structure for the optimum receiver in this section. The performance analysis of the receivers is presented in Section III.
Section IV provides some numerical results, and finally, we will conclude this paper in Section V.
II. SYSTEM DESCRIPTION
The FTH FO-CDMA transmission method introduced here is an extension of a previously proposed method in ultrawidebandwidth radio communication schemes [6] , [7] , which has many similarities to a previously proposed FO-CDMA using OOCs. In both methods, the bit duration ( ) time is divided into chip times, and pulse transmission occurs only in chip time (called marked chips) out of these chip time positions. is called the weight of the code and is usually much less than , the number of chips in a bit. In FO-CDMA using OOCs, the location of the pulses are determined by a user-dedicated OOC codeword or signature sequence, in which the pulses are not necessarily dispersed uniformly in the bit time duration. However, in an FTH format, the pulses are located apart in sequential frames, each with duration . In this system, a user-dedicated pseudorandom sequence is used in order to synchronize transmitter-receiver pairs, and to locate the chip time pulse in each frame indicating the user's signature sequence. This pseudorandom sequence could be selected for each user independently and could be changed whenever it is needed without any concordance with other users.
A typical transmitted signal power of user in an FTH FO communication system can be written as (5) where the index indicates the frame number, is the transmitted pulse with duration ( ), and is the dedicated pseudorandom sequence for the user with integer components. The integer number can take on any value between 0 and . In the above equation, we have , which guarantees the transmission of exactly one pulse in each frame. The pseudorandom sequence is periodic with period , i.e., . is the binary sequence of the transmitted symbols corresponding to user . This sequence is repetitions of the transmitted data sequence, i.e., if the transmitted binary data sequence is , then we have for . According to the above definition, an upper bound on the number of codewords of an FTH pattern can be calculated. As we mentioned earlier, the marked position in each frame is selected based on a pseudorandom sequence with independent integer elements between 0 and ( ). This sequence is periodic with period , which usually equals . In this case, the number of different codewords is . For transmitter-receiver synchronization, the circular shifts of the codewords is usually eliminated. Since a circular shift of an FTH pattern is not necessarily a valid FTH pattern, this elimination reduces the number of codewords by a factor of, at most, . Thus, a lower bound on the number of codewords of an FTH code with length and weight is (6) The above number is considerably larger than the upper bound on the number of OOC codewords with autocorrelation and cross correlation bounded by one [(1)], but it is in the same order of the bound in (4) for generalized OOCs, thus, highlighting the close similarities that exist between these two coding schemes.
The signals are transmitted through an optical star coupler to the receivers. We assume a lossless star coupler that ideally divides the received power in all of its incoming branches at its outgoing branches equally. In this case, the expected value of the received power from user at the output of the desired receiver (receiver 1) photodetector can be written as (7) where is the delay of user , and is the attenuation factor of the optical star coupler. We assume that each received pulse produces a photoelectron count with mean at the output of the photodetector. As can be seen, the FO dispersion effect is not considered in the above equation, and it is considered that the transmitted pulses are received with the same duration as they were transmitted. However, if the dispersion effect were such that the received pulse duration is not more than , the following performance analysis is still valid. Without loss of generality, we assume that is zero and for all , and we further assume a chip-synchronous network and uniform distributed time delays 's, which results in an upper bound on the performance of the system [1] .
Receiver Structures
The receiver utilizes a photodetector with quantum efficiency , and it is synchronous with the desired user (user 1), i.e., the receiver knows the desired signal delay, , and the corresponding pseudorandom sequence for user 1, . In the following, we discuss the structure of the most viable receivers for incoherent FO-CDMA systems for FTH-FO-CDMA. Moreover, two novel receivers, namely, a chip-level detector with optimum comparator threshold and correlation receiver with an electrical hard limiter, will be introduced.
Since our objective is to study FTH-FO-CDMA system capabilities and drawbacks, we have selected a straightforward realization of the considered receivers. However, most of these receivers could be realized in other forms, especially in an all-optical structure.
A. Correlation Receiver
In this receiver and for the BPPM data modulation format, the received photoelectrons in the first slots of the marked chips in a bit duration are added together, and then compared to the sum of the received photoelectrons in the second slots of the marked chips to detect the transmitted data bit. Thus, the receiver decides based on the following decision rule:
decide that (8) where is the desired user (user 1) data bit. This decision rule can be reduced to the following equation [7] (Fig. 1): decide that (9) where is the receiver's template signal (Fig. 2) .
B. Correlation Receiver With an Optical Hard Limiter
Salehi and Brackett [2] have suggested placing an optical hard limiter before the photodetector of a correlation receiver. This device limits the multiuser interference and improves the receiver performance (Fig. 3 ). An ideal optical hard limiter is defined as [2] if otherwise (10) where is the received optical light intensity and is the device threshold usually considered to be the same as the mean of the desired user pulse intensity. 
C. Chip-Level Detector
A chip-level detector [9] (Fig. 4 ) uses a thresholder after the photodetector to detect the received signal in the first and the second slots of each marked chip separately. If the signal is present in all of the first slots of the marked chips, it detects a "0." On the other hand, if the signal is present in all of the second slots of the marked chips, it detects a "1." If both or none of the above conditions is true, the receiver decides randomly and with equal probability a "0" or a "1." Suppose that counts the number of marked chips that the received photoelectrons in their first slots is equal to or more than the threshold value , and counts the number of marked chips that the received photoelectrons in their second slots is equal to or more than the threshold value . With the above definitions, the decision rule for a chip-level detector can be written as if if (11) Considering an ideal photodetector, it was shown that this receiver is optimum in the case of deterministic codes and nearly all cases of random codes [10] .
D. Chip-Level Detector With Optimum Comparator Threshold
Suppose the desired user has sent a "0." That is, it has sent pulses in the first slots of the marked chips and it has not sent any pulses in the second slots of these chips. When the noise is weak, the probability of detecting signals in all of the second slots of these chips is small, but due to the shot-noise effect of the photodetector, it is possible not to receive the signal in the first slot of at least one marked chip, which will result in a detection error with probability 1/2 [see (11)]. In this case, if we change the decision rule in (11) to the following rule, we get a receiver with a better performance ( is an integer less than or equal to and is called the comparator threshold. In this paper, we assume that the receiver can change the comparator threshold adaptively to achieve the best performance (minimum probability of bit error). The bit error probability of this receiver is a lower bound for any receiver with a deterministic comparator threshold. However, this receiver is more complicated because it requires the knowledge of the network conditions to adaptively choose the best threshold.
E. Correlation Receiver With an Electrical Hard Limiter
Changing the above decision rule (12) to (13), we achieve a simpler receiver with a better performance
i.e., the receiver detects the data by comparing the counters. One can simply show that this receiver is equal to a correlation receiver that uses an electrical hard limiter after the photodetector (Fig. 6 ). This receiver does not require selecting a threshold, so it is simpler than the chip-level detector with optimum comparator threshold. Furthermore, we see that the first and the second conditions in (12) result in the first and the second conditions of (13), respectively. Thus, the BER of this detector is a lower bound for the BER of a chip-level detector with optimum comparator threshold.
F. Optimum Receiver
In this section, we first develop some basic mathematical tools that are used first, in the derivation of the optimum receiver structure, and second, in the performance analysis of some other receiver structures. Consider an arbitrary interfering user ( ). First, we study the interference of this user in just one frame.
As we discussed previously, in an FTH format, the pulses are nearly uniformly spread over the bit time, and there are frames and pulses in a bit duration for any user. Consider the marked chip in an arbitrary frame of user 1. This marked chip could be occupied by the th or th pulse of user . As can be seen from Fig. 7 , if the marked chip of the th frame of user 1 is located before the beginning of the th frame of user , it is possible to be interfered with by the th pulse of user , otherwise it could be interfered with by the th pulse of user . In either case, since there exist possible locations for any pulse of user and two slots in any marked chip, the probability that the interfering pulse of user hits the th marked chip of user 1 is . Thus, the probability of a hit in the first slot of a marked chip of user 1 is equal to the probability of a hit in its second slot, and is . The probability of no interference is . Using the above explanation, we obtain the decision rule for the optimum receiver in Appendix A as follows: (14) where and , , are the number of pulses received in the first and second slots of the th marked chip, respectively. The decision rule (14) is the same as the optimum decision rule for the OOC with , obtained in [9] .
III. PERFORMANCE EVALUATION
In this section, we present multiple-access performance analysis of the FTH format for the above six receiver structures. We assume a chip-synchronous network, and since our main objective is to compare the multiple-access performance of the FTH method with the OOC method, we neglect background noise, circuit thermal noise, and photodetector dark current, since their influences on the system performance are the same for both methods. However, the photodetector shot noise is considered for all receivers except the optimum receiver, which is derived only for the ideal photodetector case.
A. Correlation Receiver
To facilitate the performance evaluation, we employ a saddlepoint approximation technique [11] which basically relies on the probability characteristic function of the output correlator. Assume user 1 has sent a "0." With pulses in a bit, each with mean photoelectron count at the output of photodetector, the desired user signal has a Poisson distribution with mean at the output of the correlator. Thus, the characteristic function of the desired signal is (15) We denote by the interference of a single interfering user in frame at the output of the correlator. It can be shown that the probability function of is Pos Pos
where , , and is Dirac's impulse function. The probability characteristic function of is (17) The total multiple-access interference in a bit duration is the sum of the interference due to all other users for on all frames , , of a bit. We assume that the interference is independent in different frames of a bit. Thus, the probability characteristic function of the interference in a bit duration is (18) where is the number of active users. Multiplying (15) by (18), we get the probability characteristic function of the output of the correlator conditioned on the input bit being binary data "0"
Using saddle-point approximation [11] , we obtain the BER of a correlation receiver from the above equation. We have , but for BPPM , then
Correlator output being less than (20) where , , is the negative root of equation , and is the decision comparator threshold, which is zero in our application [see (9) ].
B. Correlation Receiver With an Optical Hard Limiter
Once again, we assume that the transmitted data bit is zero and we assume that the optical hard-limiter threshold ( ) is equal to the intensity of the desired user-received pulse, that is, the least required level for detecting data and in order to reject the interference as much as possible. Assuming the data bit is zero and also considering the optical hard-limiter effect, which removes interference from the first slots of the marked chips, a Poisson photoelectron count with mean at the output of the photodetector in the first slot of the marked chips will be detected. The sum of these signals will be a Poisson photoelectron count with mean at the output of the correlator. However, an optical hard limiter cannot block the received interference in the second slots of the marked chips, but limits its intensity to the intensity of just one chip pulse. Since there exist interfering users, and each may send a signal in the second slot of a marked chip independently with probability , the probability of detecting a signal in the second slot of this marked chip is . We assume that the interference is independent in different frames of a bit. Thus, the probability of detecting a signal in slots out of second slots of the marked chips is , which will result in a negative Poisson photoelectron count with mean at the output of the correlator. Consequently, the probability of error is Signal detection in second slots of the marked chips (21) where denotes a Poisson random variable with mean .
C. Chip-Level Detector 1) Ideal Photodetector:
We assume that the threshold value is one. Since the modulation is BPPM, the probability of error is equal to the probability of error conditioned on the transmitted data bit being binary "zero." In an ideal case, when the transmitter sends a binary data "zero," the energy will be detected in all of the first slots of the marked chips in the receiver. Thus, the error in detection is only possible when the detector detects energy in all of the second slots of the marked chips, also. Since there are marked chips, the probability of error is (22) where the factor 1/2 stands for the receiver random selection of "zero" and "one" in the case both counters are equal to [see (11) ].
2) Quantum-Limit Performance: In this case, the received pulses produce a Poisson photoelectron count with a mean at the output of the photodetector. We assume that the receiver threshold is set to . Thus, conditioned on the transmitted data bit being "zero," the error occurs on the following three cases [(11)].
Case 1) The first counter is less than and the second counter is equal to . In this case, the receiver detects a wrong bit with probability 1. Since the counters are always less than or equal to , we have
The probability of the second counter being is equal to the probability of the received photoelectron count in the second slot of all marked chips being greater than or equal to . The probability of a hit in the second slot of a marked chip by an interfering user is , which results in a Poisson photoelectron count with mean ; otherwise, there is no interference in the second slot of this chip. Since there exist independent interfering users, the probability characteristic function of the total interference in the second slot of a marked chip is (25) We denote by the probability of interference on this slot being greater than or equal to that can be evaluated by saddle-point approximations and (25). Since there are frames in a bit, the probability of the second counter being is . For calculating the second part of (24), we note that . Using the above methodology, we can similarly calculate the probability of the first counter being . The only exception is the probability characteristic function of the signal, which contains the desired signal part. Thus, the probability characteristic function of the received photoelectron count in the first slot of a marked chip conditioned on the transmitted data bit of the desired user being "zero" is (26) We denote by the probability of the received desired signal plus the interference signal on the first slot of a marked chip being greater than or equal to that can be evaluated in the same way as , and similarly, the probability of the first counter being is . Thus
It is important to note that the receiver performance depends on the value of , and for various operating conditions, an optimum value for exists that minimizes the BER. However, for the sake of simplicity, it is usually selected to be equal to one.
Quantum-Limit Performance for :
If we assume that the threshold, , is equal to one, we can obtain, explicitly, the BER expression. Since and are two positive random variables, we have (28) and (29) Thus (30)
D. Chip-Level Detector With Optimum Comparator Threshold
As we mentioned earlier, this receiver has a superior performance over an ordinary chip-level detector when photodetector shot noise is the major source of detection error. In the following, we analyze the quantum-limit performance of this receiver. Similar to (24), it can be shown that (31) where by definition is the probability of bit error of a chip-level detector with comparator threshold . We recall that and are the probability of the received photoelectron counts in the second and the first slots of a marked chip being greater than or equal to , respectively. Since the interference in different frames (or marked chips) is independent; and are two random variables with binomial distribution. Thus and (32)
As mentioned earlier, both and depend on the number of active users ( ) and the received photoelectron count mean ( ) and can be numerically obtained by saddle-point approximations and the probability characteristic function of the interference in the first and second slots of a marked chip [(25) and (26)]. If the threshold is set to one, these values can be evaluated in explicit formulas [(28) and (29)].
Chip-level detector with optimum comparator threshold selects the comparator threshold to achieve the minimum BER by the knowledge of the instantaneous conditions of the network. Thus (33) The instantaneous conditions of the network can be estimated by measuring the total multiaccess interference in a bit duration or by some means such as using protocol in higher layers of the network.
E. Correlation Receiver With an Electrical Hard Limiter
We recall that with an ideal photodetector, this receiver is the same as the chip-level detector. In the following, we obtain the multiple-access performance of a correlation receiver with an electrical hard limiter considering the photodetector shot noise.
To calculate the BER of a correlation receiver with an electrical hard limiter, we first focus on the probability characteristics of the output of electrical hard limiter in the marked chip of frame 1. We distinguish three different events based on the signal detection in the first and the second slot of this marked chip. Event A) Detecting signal only in the first slot of the marked chip. Event B) Detecting signal only in the second slot of the marked chip. Event C) Detecting signal in both or none of the slots of the marked chip. We denote by , , and the probability of occurrence of the above three cases, respectively. Assuming that the transmitted bit of user 1 is "zero," and can be calculated by summation on all of the possible interference patterns as (34) (35) In the above equations, and denote the number of interfering users in the first and the second slots of the marked chip, respectively.
is the received photoelectron count in the first slot of a marked chip, considering interfering users in the first slot and the transmitted bit being "zero," and is the received photoelectron count in the second slot of a marked chip, considering interfering users in the second slot and the transmitted bit being "zero." We recall that and are two Poisson random variables with means and , respectively. When , we have , , , and .
can be calculated simply as . Conditioned on the input bit being "zero," the above events are independent in different frames of a bit and considering the electrical hard limiter is followed by a correlator, error occurs when the number of occurrences of event is greater than or equal to (with probability 1/2) the number of occurrences of event in frames of a bit. Thus, we can write the probability of error as (36) 
F. Optimum Receiver
In Appendix B, a lower bound on the BER of the optimum receiver is derived as (37)
IV. NUMERICAL RESULTS
In this section, we evaluate numerically the performance for both FTH (or generalized OOC) and OOC ( ) transmission methods and discuss the results, such as the BER of various receiver structures versus the number of users and the mean received photoelectron count per pulse.
To plot the performance of OOC ( ) systems in Fig. 8 and in the subsequent figures, we have used the results in [1] [2] [3] [4] [5] and [9] . As we mentioned earlier, the maximum number of users in an OOC ( ) FO-CDMA network is upper bounded by a function of the weight and the length of the OOC ( ) code, which is not usually a large number. Therefore, in a few figures on BER versus the number of users, we do not include the performance of the OOC ( ) systems. We assume the total number of chips in a bit ( ) and the code weight ( ) to be 2000 and 9, respectively. With this assumption, an upper bound on the number of the OOC ( ) codewords with autocorrelation and cross correlation (bounded by 1) [(1)] is 27, and the number of the FTH patterns or generalized OOC is more than 6.6 10 [(6)]. As can be seen, the number of codewords in FTH patterns is much larger than the OOC ( ) codes, i.e., the number of users constraint is completely removed in this method. This fact allows any user to select its codeword without a need to concord with other users, and it is possible to change the codeword in any arbitrary fashion, which could result in a high invulnerability to eavesdropping compared to the OOC ( ) transmission method. In Fig. 8 , the BER of several receivers is plotted for both FTH patterns and OOC ( ) codes versus the mean received photoelectron count per pulse ( ). The number of users in this figure is 27, which is the maximum number of users that an OOC ( ) system (with length 2000 and weight 9) could support. Comparing the performance of correlation receiver and chip-level detector for FTH patterns and OOC ( ) codes, we see that the multiple-access performance of the FTH patterns or generalized OOC is sufficiently close to the best achievable performance by code construction, i.e., employing OOCs with . As can be observed, the multiple-access performance of FTH patterns is, at most, one order of magnitude worse than the OOC ( ) codes for the correlation, chip-level detector, and optimum (assuming an ideal photodetector) receivers. Especially for the chip-level detector, the performance is the same for the received mean photoelectron counts per pulse less than 30 (the two curves overlap in this region).
This behavior is not strange if we compare the multiple-access interference variance of an OOC ( ) system by a FTH system. Multiuser interference variance of an FTH system at the output of the correlator can be calculated using (18) as follows:
(38) For an OOC ( ) system with the same data modulation (BPPM), code length, code weight, and number of users, the probability characteristic function of interference at the output of a correlator can be calculated as (39) where and . Therefore, the multiuser interference variance for an OOC ( ) system is (40) As can be seen, although OOC ( ) codes are designed to have the minimum interference, they have the same multiuser interference variance as FTH patterns or generalized OOC. This indicates the reasons behind the close performance of FTH and OOC ( ) systems as it was observed in Fig. 8 . The multiple-access performance of FTH patterns for several receiver structures can be also compared from Fig. 8 . The correlation receiver with or without a hard limiter has a better performance than an (ordinary) chip-level detector for low mean received photoelectron counts per pulse. However, the chip-level detector is superior to the correlation for higher mean received photoelectron counts per pulse and reaches the optimum receiver performance for high powers. As can be predicted, the chip-level detector with optimum comparator threshold and the correlation receiver with an optical or electrical hard limiter are superior to an ordinary chip-level detector for low mean received photoelectron counts per pulse, however, they all tend to the optimum receiver performance as the received average power is increased. The chip-level detector with optimum comparator threshold performs a little worse than the correlation receiver for very low mean received photoelectron counts per pulse, but it performs considerably better than the simple correlation receiver for higher received average powers. There exist some breaks in the performance curve of the chip-level detector with optimum comparator threshold. These breaks correspond to the points in which the comparator switches its threshold to a higher level in order to achieve the minimum BER for higher mean received photoelectron counts per pulse. As can be observed, correlation with an electrical hard limiter is superior to all other suggested receivers for all ranges of received power. Moreover, this receiver reaches the optimum receiver performance for a mean received photoelectron count of ten, which is a factor of three, less than the other considered receivers. Fig. 9 presents the probability of bit error versus the number of users for various receivers assuming an ideal photodetector. We recall that the performance of the chip-level detector with optimum comparator threshold and correlation with an optical or electrical hard limiter is the same as the chip-level detector with an ideal photodetector. The BER of the chip-level detector (or correlation receiver with a hard limiter) is a factor of 10 to 100 less than the correlation receiver in the same conditions, and is very close to the lower bound on the BER of the optimum receiver for a low or medium number of users. However, the gap between the BER curves of the chip-level detector and the optimum receiver increases as the number of users increases, mainly because the proposed lower bound on probability of error of the optimum receiver is not very tight for high BERs (or equivalently, a high number of users).
In Fig. 10 , the BER of the correlation receiver is plotted as a function of the number of users for several mean received photoelectron counts per pulse. The performance of this receiver is close to the performance of the ideal photodetector case for a mean received photoelectron count of 20 per pulse, and increasing power to achieve a better performance is not necessary and not desirable. Fig. 11 illustrates the BER for a chip-level detector (solid lines) and a chip-level detector with optimum comparator threshold for several received photoelectron counts per pulse versus the number of users. is selected to be one in this figure, i.e., the receiver decides that the signal is present in a slot if it detects only one photoelectron. As it can be seen in an ordinary chip-level detector, the BER is approximately constant for low number of users, since the dominant reason for error is the absence of power in at least one of the marked positions of the desired bit, which is determined mainly by the received mean photons per pulse and not the number of users. When the number of users is increased enough that the main reason of error would be due to the high received interference, the BER increases by increasing the number of users. On the other hand, a chip-level detector with optimum comparator threshold can achieve considerably lower BERs for a low number of users by selecting a lower comparator threshold. For a high number of users, both of the receiver performances tend to the performance of ideal photodetector case. Fig. 12 shows the performance of the correlation receiver with a hard limiter. The performance of the correlation receiver with an electrical hard limiter is considerably better than the correlation receiver with an optical hard limiter in lower mean received photoelectron counts per pulse. Moreover, comparing Fig. 10 to Fig. 12 , we see that the correlation receiver with any kind of hard limiter similar to a chip-level detector with optimum comparator threshold performs considerably better than the correlation receiver for all values of received power. On the other hand, a correlation receiver with an electrical hard limiter reaches the performance of the ideal photodetector case with much lower mean received photoelectron counts per pulse, e.g., with a mean photoelectron count of ten per pulse, the receiver performance is equal to the one of the ideal photodetector case. We recall that the performance of this receiver for the ideal photodetector case is equivalent to the performance of the optimum receiver also, that shows the overall superiority of this receiver to all other receivers considered in this paper.
V. CONCLUSION
In this paper, we proposed a new spreading technique for IM/DD FO-CDMA based on generalized OOCs. The main advantage of generalized OOCs is its high cardinality, i.e., the number of available codewords or simultaneous users in an optical network. We compared the multiple-access performance of this method to OOCs with autocorrelation and cross correlation bounded by one, for various receiver structures, including two newly proposed receiver structures, namely, chip-level detector with optimum comparator threshold and correlation receiver with an electrical hard limiter. The results indicate despite the less stringent constraints on the autocorrelation and cross-correlation bounds of generalized OOCs, its performance is close to the performance of the optimum codes, i.e., OOCs with . The results also show that a chip-level detector with optimum comparator threshold presents considerably better performance in comparison with an ordinary chip-level detector for low received powers, while it inherits the desired features of an ordinary chip-level detector when compared to a simple correlation receiver for higher received powers. Furthermore, a correlation receiver with an electrical hard limiter outperforms all the considered receivers in all received power ranges, and reaches the optimum receiver performance with much lower received power compared to a chip-level detector.
APPENDIX A
In this appendix, we obtain the decision rule for an optimum receiver considering multiuser interference and ideal photodetector (no shot noise) based on the number of received pulses in the first and the second slots of the marked chips following the methodology introduced in [9] . Let and , 1 be the number of pulses from other users that cause interference to the first and the second slot of chip number , respectively. Further, let the vectors ( ) and ( ) be denoted by and , respectively. Now consider active users. There are independent interfering users that interfere in each frame. Thus, the event , where and are the random variables of the number of interfering pulses in the first and second slots of frame number 1, respectively, has the following trinomial distribution:
We assume that the events and for are independent. Thus (A.2) Assume and pulses are received in the first and the second slots of the marked chips, respectively. We denote by and the marked chips random variables, i.e., the vectors of the received pulses in the first and the second slots, respectively. In this case, the optimum receiver decides based on the following rule: Since , the above is equal to
When a "1" is transmitted, we have and , and when a "0" is trans- 
