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Abstract
Let the finite group G act linearly on the n-dimensional vector space V over the field k of characteristic
p  0. Suppose H G is a normal subgroup of index , a prime number. In this paper we shall study the
relationship between the two invariant rings k[V ]H and k[V ]G. As a corollary of our main result we get
that if k[V ]G is a polynomial algebra and k[V ]H is factorial then k[V ]H is a graded hypersurface algebra.
© 2006 Elsevier Inc. All rights reserved.
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0. Introduction
Consider the polynomial algebra k[V ] := k[x1, . . . , xn] over the field k of characteristic p  0,
graded such that every variable has positive degree. Suppose a finite group G acts on it by graded
k-algebra automorphisms, and H  G is a normal subgroup of prime number index . In this
article we shall give sufficient conditions implying that the invariant ring k[V ]H is generated by
a single homogeneous element u as an algebra over the invariant ring k[V ]G, i.e.,
k[V ]H = (k[V ]G)[u].
Campbell and Hughes [4] have solved a special case. They worked over the prime field Fp of
p elements and considered actions on the polynomial algebra Fp[V ], where all variables have
degree one. They suppose that the group G is a p-group such that Fp[V ]G is itself a polynomial
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algebra, more precisely there exists a u ∈ Fp[V ] such that Fp[V ]H = (Fp[V ]G)[u]. In their proof
they use in an essential way the characterization of such actions given by Nakajima [9]. We show
that there is no need to assume that k is a prime field, nor that the variables of k[V ] all have degree
one, see Corollary 2. We use the properties that k[V ]H is factorial (since H is a p-group) and
that k[V ]G is a direct summand of k[V ]H as graded k[V ]G-module (since k[V ]G is a polynomial
algebra). More generally, we prove that when  = p and k[V ]H is factorial then k[V ]G is a direct
summand of k[V ]H as a graded k[V ]G-module if and only if there exists a homogeneous u such
that k[V ]H = (k[V ]G)[u], see Theorem 4(i). For a different recent generalization of Campbell
and Hughes’ result see [6].
In the non-modular case, i.e., when  = p, a similar result holds as Campbell–Hughes’ re-
sult. Panyushev [10] (see also Nakajima [8] for similar results) already showed that if k[V ]H
is factorial and k[V ]G a polynomial ring then k[V ]H is a hypersurface algebra, in the same
sense as before. We generalize this as follows, still assuming  = p. If k[V ]H is factorial and
k contains a primitive th root of unity then there exists a homogeneous element u such that
k[V ]H = (k[V ]G)[u] if and only if k[V ]G is factorial if and only if the Dedekind different ideal
Dk[V ]H /k[V ]G is non-trivial, see Theorem 4(ii).
Let σ be a generator of G/H . Our point of departure is the observation that if u generates
k[V ]H as k[V ]G-algebra, then v−1 generates the Dedekind different ideal Dk[V ]H /k[V ]G , where
v = σ(u) − u. In particular, the different is the ( − 1)st power of a principal ideal. We partially
reverse this in Theorem 3. We show that in general the class of the different ideal in the class
group of k[V ]H is always an ( − 1)st power, say of the class of the ideal R. Suppose that
this class is trivial (for example, this is guaranteed when k[V ]H is factorial), say R = (v), then
we show that for all c ∈ k[V ]H the difference σ(c) − c is divisible by v. And next that any
homogeneous solution u ∈ k[V ]H of the equation σ(u) − u = v will generate k[V ]H as graded
k[V ]G-algebra. If  = p such a solution exists if and only if k[V ]G is a direct summand of k[V ]H
as graded k[V ]G-module and if  = p then such a solution exists if and only if v is not a unit if
and only if the Dedekind different is not trivial (i.e., not equal to C).
1. Relative hypersurfaces
We shall first sketch some of the consequences if k[V ]H is generated over k[V ]G by a single
homogeneous element. More generally, in this section we shall consider any connected graded
algebra C over a field k of characteristic p  0, meaning that C =⊕i0 Ci , Ci ·Cj ⊆ Ci+j and
C0 = k. It is useful to remark that the only units are the non-zero scalars C× = k×. We shall
suppose that C is a noetherian integral domain. Let σ be a graded k-algebra automorphism of C
of order , a prime number. We denote the invariant ring by B = Cσ = {c ∈ C; σ(c) = c}.
Suppose now that the extension B ⊂ C is a (graded) relative hypersurface, i.e., that C is
generated by a single element as a graded B-algebra. So for some homogeneous element u ∈ C
every element of C can be written as a polynomial in u with coefficients in B , or C = B[u].
Since the scalars are σ -invariant, the degree of u is strictly positive and there exist a ho-
mogeneous element b ∈ B and a scalar  ∈ k× such that σ(u) = b + u, and so σ i(u) =
(1 +  + · · · + i−1)b + iu. So  = 1 and  is an th root of unity in the base field.
We first consider the special case where  = p. Then  = 1, since a field of characteristic p
has no primitive pth roots of unity. But σ is non-trivial so b ∈ B must be non-zero. Since
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(
ui
)− ui = (u + b)i − ui = b i∑
j=1
(
i
j
)
ui−j bj−1
and the powers of u generate C as a graded B-module, it follows that the generator u has the
following properties: v := σ(u)−u = b ∈ B is non-zero and for all c ∈ C the difference σ(c)− c
is a v-multiple in C.
We consider the other case next, where  = p. Now  must be a primitive th root of unity,
since otherwise u = σ(u) = b + u and b = 0, since  is a unit in k and b = 0; implying that
σ is trivial: a contradiction. In particular, the field must at least contain such a primitive root of
unity, otherwise a relative hypersurface is impossible. Since
σ
(
u + ( − 1)−1b)= (u + ( − 1)−1b)
we can assume that σ(u) = u by replacing the generator u by u+ (−1)−1b if necessary. Since
σ
(
ui
)− ui = (i − 1)ui
and the powers of u generate C as a graded B-module, it follows that our generator u has the
following properties: v := σ(u) − u = ( − 1)u ∈ C is non-zero and for all c ∈ C the difference
σ(c) − c is a v-multiple in C.
So we conclude in either case that there is a homogeneous generator u of C as graded B-
algebra such that v := σ(u) − u is non-zero and for all c ∈ C the difference σ(c) − c is a v-
multiple in C. Furthermore, if  = p then v ∈ B and if  = p then v = ( − 1)u, where  is a
primitive th root of unity. In Theorem 1 we will show that the converse holds, i.e., if C possesses
an element u with these properties, then C is generated by it as graded B-algebra! Furthermore,
we will also show that the kernel of the natural map of B-algebras
B[T ] → C :T → u
is a principal ideal generated by the minimal polynomial fu(T ) of u. In case  = p the minimal
polynomial is
fu(T ) = T p − vp−1T − Nσ (u),
where Nσ (u) =∏p−1i=0 σ i(u) = u(up−1 − vp−1) ∈ B . In case  = p then
fu(T ) = T  − u,
where u ∈ B . In either case C is free as a graded B-module with basis 1, u,u2, . . . , u−1.
Since the extension B ⊂ C = B[u] is simple the Dedekind different DC/B is the principal
ideal generated by f ′u(u) (see e.g. [7, Corollary G.12]), i.e., by −vp−1 if  = p and by u−1
if  = p. Put θ := (−v)−1, then θ also generates the Dedekind different and it is the ( − 1)st
power of an element in C. This θ can be characterized (up to a non-zero scalar) as the largest
degree homogeneous element in C such that Tr〈σ 〉( c ) ∈ B , for all c ∈ C. Here Tr〈σ 〉 =∑−1i=0 σ i .θ
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θ
) is an ( − 1)st power, see e.g. Proposition 2(i). We define
the B-linear operator  on C by the equation σ(c) = c + (c) · v. Then (u) = 1 and for all
c1, c2 ∈ C we have
(c1c2) = c1(c2) + c2(c1) + (c1)(c2)v.
For 1  i   − 1 it holds that i(ui) is a non-zero scalar and j(ui) = 0 when j > i, in
particular  = 0 and there is a scalar λ ∈ k× such that −1(u−1) = λ. Also
−1(c) = Tr〈σ 〉
(
c
θ
)
for all c ∈ C (see Proposition 2), and the map
C → B : c → −1(λ−1u−1c)= Tr〈σ 〉(λ−1u−1c
θ
)
is a B-linear projection operator of C onto B , in particular B is a direct summand of C as graded
B-module.
The two graded algebras B and C have many algebraic properties in common. For example,
C is a graded Cohen–Macaulay algebra if and only if B is Cohen–Macaulay. The same with
Gorenstein algebras or complete intersection algebras. If C is factorial (or a polynomial algebra)
then B is too. We refer to Avramov [1] for these standard facts. If B is a polynomial algebra then
C is a hypersurface algebra but not in general a polynomial algebra, but we derive a criterion.
Proposition 1. Suppose C = B[u] for some homogeneous element as before and additionally
suppose that B is a graded polynomial algebra over k.
Then C is itself a graded polynomial algebra if and only if Nσ (u) =∏i=1 σ i(u) is among
a minimal set of homogeneous generators of B . In that case the other minimal generators of B
together with u forms a minimal set of homogeneous generators of C.
Proof. Suppose  = p, then C  B[T ]/(f (T )), where f (T ) = T p − vp−1T − Nσ (u), and
Nσ (u) = u(up−1 − vp−1) ∈ B . Let M ⊂ C be the maximal homogeneous ideal of C, and R =
CM the associated local ring. Since C is a connected graded algebra, it is a polynomial ring if
and only if R is regular. Since k is isomorphic to R/MR we can use the Jacobian criterion, see
e.g. [5, Theorem 16.19].
Let y1, y2, . . . , yn be algebraically independent homogeneous generators of the polyno-
mial algebra B . There exist unique polynomials h1 (of degree (p − 1)deg(u)) and h2 in
k[y1, . . . , yn] = B (of degree p deg(u)), such that h1(y1, . . . , yn) = −vp−1 and h2(y1, . . . , yn) =
−N 〈σ 〉(u). Adding a new variable T (with the same degree as u), we get the presentation
C = k[y1, . . . , yn, T ]/(f ), with f = T p + h1T + h2. Consider the Jacobian matrix of size
1 × (n + 1), formed by the images in C of the partial derivatives of f with respect to the n + 1
variables, i.e., by the images of
∂f
,
∂f
, . . . ,
∂f
,
∂f∂y1 ∂y2 ∂yn ∂T
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(
∂h1
∂y1
u + ∂h2
∂y1
, . . . ,
∂h1
∂yn
u + ∂h2
∂yn
,h1
)
.
The Jacobian criterion says that R is regular (or that C is a polynomial algebra) if and only if the
Jacobian matrix taken modulo M has rank one. Since h1 = −vp−1 ∈ M we get that R is regular
if and only if there exists an index i such that ∂h1
∂yi
u + ∂h2
∂yi
is a non-zero scalar. So R is regular if
and only if there exists an i such that ∂h1
∂yi
= 0 and ∂h2
∂yi
= λ ∈ k×.
Suppose R is regular and let i be chosen so that ∂h1
∂yi
= 0 and ∂h2
∂yi
= λ ∈ k×. Then h2 =
λyi − h3, for some polynomial h3 not involving the variable yi . So y1, . . . , yi−1, yi+1, . . . , yn
together with h2 = Nσ (u) is also generating B , and therefore Nσ (u) is part of a minimal set of
generators.
Conversely, if h2 = Nσ (u) is a minimal generator of B , say yi , then ∂h1∂yi = 0, since h1 =
has a strictly lower degree than h2. And so ∂h1∂yi u + ∂h2∂yi = 1 and the Jacobian matrix has rank
one at the maximal ideal and so R is regular. This shows the first part of the proposition. If
B = k[y1, . . . , yn] and yi = Nσ (u) then C = k[y1, . . . , yn, u]. Now Nσ (u)/u ∈ B is of lower
degree than yi , so can be written as a polynomial in y1, . . . , yi−1, yi+1, . . . , yn and u. So Nσ (u)
is not needed among the generators of C.
The proof where  = p is similar. 
2. A converse
In the previous section we mentioned a characterization of a generator of C over B , when
C is a relative hypersurface over B . For this converse we do not need to work with connected
graded rings, a weaker hypothesis suffices. In this section let C be an integral domain, which is
an algebra over a field k of characteristic p  0. Let σ :C → C be an algebra automorphism of
prime number order . We put B := C〈σ 〉 for the subalgebra of elements invariant under σ .
In the proof of the converse we shall need the following result.
Proposition 2. Suppose that there exists an element u ∈ C, such that v := σ(u) − u = 0 and
σ(c) − c ∈ Cv for all c ∈ C; define  :C → C by the equation σ(c) − c = (c)v.
Furthermore, if  = p we suppose that v ∈ B , otherwise we suppose v = ( − 1)u for some
primitive th root of unity  ∈ k. Put θ := (−v)−1.
(i) The map  is B-linear with kernel B ,  = 0 and for all c ∈ C we get
−1(c) = Tr〈σ 〉
(
c
θ
)
∈ B.
(ii) Suppose  = p, then for any r  1 we have
r
(
ur
)= r!
and r(us) = 0 if 0  s < r. In particular r(ur) is a non-zero scalar if and only if 1 
r  p − 1.
A. Broer / Journal of Algebra 306 (2006) 576–590 581(iii) Suppose  = p, then for any r  1 we have
r
(
ur
)= (1 + )(1 +  + 2) · · · (1 +  + 2 + · · · + r−1),
and r(us) = 0 if 0  s < r. In particular r(ur) is a non-zero scalar if and only if 1 
r   − 1.
Proof. It is straightforward that  is B-linear and that its kernel is B . First suppose that  = p
and v ∈ B . Since (t − 1)(1 + t + · · · + tp−1) = tp − 1 = (t − 1)p over a field of characteristic p
we have 1 + t + · · · + tp−1 = (t − 1)p−1. Then for all c ∈ C:
i(c) = (σ − 1)i
(
c
vi
)
and (σ − 1)p = σp − 1 = 0, or p = 0. So for all c ∈ C:
p−1(c) = (σ − 1)p−1
(
c
vp−1
)
= (1 + σ + · · · + σp−1)( c
θ
)
= Tr〈σ 〉
(
c
θ
)
∈ B.
When  = p and v = ( − 1)u, with a primitive th root of unity , we get by induction on i:
i(c) =
i∏
j=1
(
jσ − 1)( c
vi
)
.
Since
1 + t + t2 + · · · + t−1 =
−1∏
j=1
(
t − −j )= (−1)/2 −1∏
j=1
(
j t − 1)= (−1)−1 −1∏
j=1
(
j t − 1)
we get
−1(c) = (−1)−1 Tr〈σ 〉
(
c
v−1
)
= Tr〈σ 〉
(
c
θ
)
.
Since (t − 1)(1 + t + · · · + t−1) = t − 1 we get  = 0.
We shall prove (ii) by induction with respect to r , so we assume again that  = p and v ∈ B .
The statement is true for r = 1. Suppose it is true for r . Since
σ
(
ur+1
)− ur+1 = (u + v)r+1 − ur+1 = v · r+1∑
i=1
(
r + 1
i
)
ur+1−ivi−1,
we get
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(
ur+1
)= r
(
r+1∑
i=1
(
r + 1
i
)
ur+1−ivi−1
)
= (r + 1)r(ur)+ r∑
i=2
(
r + 1
i
)
vi−1r
(
ur+1−i
)
= (r + 1)!.
And similarly, if s  r that r+1(us) = 0. So the statement is true for all r  1. The proof for
(iii) is similar. 
The following characterization of relative hypersurfaces is a variation of a result due to Camp-
bell and Hughes [4, Proposition 3.1].
Theorem 1. Let C be an integral domain, which is an algebra over a field k of characteristic
p  0. Let σ :C → C be an algebra automorphism of prime number order . We put B := C〈σ 〉
for the subalgebra of elements invariant under σ .
Suppose that there exists an element u ∈ C, such that v := σ(u) − u = 0 and σ(c) − c ∈ Cv
for all c ∈ C.
(i) If  = p and v ∈ B , then C is generated by u as an algebra over B and the kernel of the
natural surjection of B-algebras
B[T ] → C :T → u
is a principal ideal generated by the minimal polynomial of u given by
fu(T ) = T p − vp−1T − Nσ (u),
where Nσ (u) =∏p−1i=0 σ i(u) = u(up−1 − vp−1) ∈ B .
(ii) If  = p and v = ( − 1)u for some th primitive root of unity  in k, then C is generated by
u as an algebra over B and the kernel of the natural surjection of B-algebras
B[T ] → C :T → u
is a principal ideal generated by the minimal polynomial of u given by
fu(T ) = T  − u,
where u = (−1)+1Nσ (u) ∈ B .
Proof. Since v = 0 it follows that u /∈ B , by part (i) of the proposition. Let L be the fraction field
of C, then K := Lσ is the fraction field of B and 〈σ 〉 is the Galois group of L/K . Since 〈σ 〉 has
no non-trivial subgroups, by Galois theory there are no non-trivial intermediate fields between
K and L. So with u as above we get K(u) = L. Or L =⊕−1i=0 Kui as vector spaces over K .
So for any c ∈ C there exist unique zi ∈ K such that
c = z0 + z1u + z2u2 + · · · + zp−1up−1.
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uniquely to a K-linear map from L to L as follows. Any w ∈ L can be written as w = c
b
, where
c ∈ C and b ∈ B . Then (w) := (c)
b
is a K-linear extension.
Suppose now that  = p, then by the proposition above we get that
p−1(c) = p−1
(
p−1∑
i=0
ziu
i
)
=
p−1∑
i=0
zi
p−1(ui)= (p − 1)!zp−1 ∈ C.
Since (p − 1)! is a unit in C it follows that zp−1 ∈ C ∩ K . Since C ∩ K = B we even have
zp−1 ∈ B . So
c − zp−1up−1 = z0 + z1u + z2u2 + · · · + zp−2up−2
is also in C. Now we apply p−2 and obtain by the same reasoning that (p − 2)!zp−2 ∈ C and
so zp−2 ∈ B . And so forth. Hence indeed all coefficients zi ∈ B . It follows that C is free over B
with basis {1, u, . . . , up−1} and that C is generated by u over B .
The minimal polynomial fu(T ) of u over K is
fu(T ) =
p−1∏
i=0
(
T − σ i(u))
= (T − u)
p−1∏
i=1
(
(T − u) − iv)= (T − u)((T − u)p−1 − vp−1)
= T p − vp−1T − u(up−1 − vp−1).
Its coefficients are in B .
If  = p the proof is similar, with minimal polynomial
fu(T ) =
−1∏
i=0
(
T − σ i(u))= −1∏
i=0
(
T − iu)= T  − u. 
3. A (p− 1)st root of the different
In the previous section we gave a criterion for an extension to be a relative hypersurface,
see Theorem 1. In order to apply this we need to find a non-zero element v ∈ C, such that
σ(c) − c ∈ Cv for all c ∈ C and then find an element u ∈ C such that σ(u) − u = v. In this
section we display the appropriate v using the Dedekind different. We shall first describe the
context we are going to use in this section.
Let A be a noetherian factorial domain, such that A× = k× for some field k ⊂ A of character-
istic p  0, i.e., the non-zero scalars are the only units of A. Our basic example is a polynomial
algebra over a field. Let G be a finite group of k-algebra automorphisms of A and H  G a
normal subgroup of prime number index . We denote B := AG and C := AH .
An element s ∈ G is called a generalized reflection if there exists an irreducible element f ∈ A
such that for all a ∈ A the difference s(a) − a is divisible by f . Or in other words, s is in the
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generated by the generalized reflections in G by WG; it is in fact a normal subgroup of G.
We first recall a basic result due to Nakajima.
Theorem 2 (Nakajima). B is a factorial domain if and only if there are no non-trivial group
homomorphisms μ :G/WG → k× if and only if for every group homomorphism μ :G → k× the
B-module of semi-invariants AGμ is free of rank one.
Proof. See [8, Theorem 2.11]. 
Let θ be the greatest common divisor in A of all elements in the Dedekind different DC/B ; it
is unique up to a non-zero scalar. Since A is factorial the principal ideal θA is just the divisorial
closure of DC/BA, and DA/B = θDA/C .
Theorem 3. Fix a generator σ ∈ G/H .
(a) There exists a φ ∈ AWH , unique up to a non-zero scalar, with the following two properties:
(i) φ−1 = θ ;
(ii) for all c ∈ C we have that φ divides σ(c) − c in AWH .
(b) There is a divisorial ideal RC/B ⊆ C such that DC/B is the divisorial closure in C of R−1C/B
and the divisorial closure in A of RC/BA is (φ).
Proof. The normal subgroup WH of H is also a normal subgroup of G, and we can replace A
by AWH , H by H/WH and G by G/WH , since by Nakajima’s result cited before the algebra
AWH is also factorial, and the units of this ring are still only the non-zero scalars in k. So we can
assume that H does not contain any generalized reflections and so for the Dedekind different it
holds that DA/C = A (see e.g. the proof of [2, Theorem 3.10.2]), and so DA/B = (θ).
(a) Fix an irreducible element f ∈ A. It generates a prime ideal P in A of height one. We
denote its inertia subgroup Gi(P) by Gi . The inertia subgroup Hi(P) is trivial, since now H
does not contain any non-trivial generalized reflections. Let p := AGi ∩P. We denote Ci := AP
and Bi := AGip .
Let ν be the corresponding discrete valuation, so ν(a) = r if f r is the highest power of f that
divides a ∈ A. We have
ν(θ) = ν(DA/AGi ) = ν(DCi/Bi )
(for example, by [2, Proposition 3.10.3]). In particular, if Gi is trivial then ν(θ) = 0, i.e., f does
not divide θ .
Suppose Gi is non-trivial, then necessarily Gi is cyclic of order . Let s ∈ Gi ⊂ G such that
its class modulo H is the fixed generator σ . We have (s − 1)A ⊆ fA, in particular we get a
character χ : Gi → k× such that sif = χ(si)f , since A× = k×.
Since Ci is a discrete valuation ring, there exists an integer δ such that DCi/Bi = f δ · Ci =
θ ·Ci . Since Bi is also a discrete valuation ring, and torsion free modules over a discrete valuation
ring are free, it follows that Ci is free over Bi of rank . In particular, Bi is a direct summand of
Ci as Bi -module and so Tr〈s〉(Ci 1f δ ) = Bi , see [3].
We claim that ν(θ) is divisible by  − 1. We prove this separately for the two cases where
 = p and  = p, where p is the characteristic of the base field.
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of order p if the characteristic of k is p. So in that case p = fAGi . So the maximal ideals of Ci
and Bi are both also generated by the image of f . Let now r be maximal such that f r divides
sc − c in Ci for all c ∈ Ci . Define
 :Ci → Ci : (c) := sc − c
f r
.
We have p = 0, p−1(Ci) ⊂ Bi and
(cc′) = c(c′) + c′(c) + (c)(c′)f r .
We can choose a u ∈ Ci with the properties that (u) = 0, f does not divide (u) and either
2(u) = 0 or f divides 2(u).
It follows from the following lemma for all m 1 that f divides m(um) − m!(u)m in Ci
and that f divides m(un) if m > n.
Since  = p we have Tr〈s〉 = (s − 1)p−1, so for any c ∈ Ci we get
Tr〈s〉(c) = (s − 1)p−1(c) = f r(p−1)p−1(c) ∈ f δBi.
By the direct summand property there exists a c0 ∈ Ci such that Tr〈s〉(c0) = f δ , or p−1(c0) =
f δ−r(p−1) ∈ Bi , so δ  r(p − 1). On the other hand,
Tr〈s〉
(
up−1
)= f r(p−1)p−1(up−1)= f r(p−1)(p − 1)!(u)p−1 + f r(p−1)+1c′
for some c′ ∈ Ci , by the conclusion of the lemma. Since (p − 1)!(u)p−1 is non-zero and not
divisible by f , it follows that Tr〈s〉(up−1) is divisible by f r(p−1) but not by f r(p−1)+1. This
implies δ  r(p − 1), and therefore we have equality δ = r(p − 1).
It follows that ν(θ) = r( − 1)ν(f ) = r( − 1), and in particular ν(θ) is divisible by  − 1;
proving the claim when  = p.
Now we will prove the claim when  = p. Since Bi and Ci are discrete valuation rings,
the extension Bi ⊂ Ci is free of rank . If f is s-invariant, then by Nakayama’s lemma
Ci/PCi = Ci/pCi is of dimension  over the field Bi/pBi . But from ramification theory the
extension of fields Bi/pBi ⊂ Ci/PCi is purely inseparable, hence of degree a power of p. This
is a contradiction, so f is not s-invariant, and so there is a unit  ∈ A× such that s(f ) = f . But
since we assumed A× = k×, it follows that  is an th root of unity in k, invariant under s.
Define  :A → A by the equation s(a) − a = (a)f for all a ∈ A. It extends to a map
 :Ci → Ci , in particular (f ) = ( − 1). As in the proof of Proposition 2(iii) it is shown that
for all a ∈ A
−1(a) = Tr〈s〉
(
a
(−f )−1
)
∈ AGi ,
and  = 0. Since DCi/Bi = (f δ), the inverse different is D−1Ci/Bi = f −δCi . We just showed that
f −(−1) ∈ D−1Ci/Bi , so −δ −( − 1). On the other hand,
Tr〈s〉
(
1

)
= 1

Tr〈s〉(1) = 

/∈ B,f f f
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For any c ∈ C ⊂ Ci we have that ν(σ (c) − c) = ν(s(c) − c) ν(θ)/( − 1), i.e., σ(c) − c is
divisible by f ν(θ)/(−1) in A.
If we run over all irreducible elements of A we obtain that θ is an ( − 1)st power, say of φ,
and that σ(c) − c is divisible in A by φ for all c ∈ C.
(b) Let q be any height one prime ideal of C, put p = B ∩ q. There exists a principal prime
ideal P = (f ) ⊂ A lying over it. Let ν :AP → Z be the discrete valuation associated to P as
earlier in this proof, and let νq :Cq → Z the discrete valuation related to q. When restricted to
Cq we have ν = e · νq, where e = 1 or . If δq is the maximal integer such that f δq divides θ ,
then e divides δq and
δq = ν(θ) = ν(DC/B) = ν(DCq/Bp) = e · νq(DCq/Bp),
so DCq/Bp = qδq/eCq. Since DC/B is a divisorial ideal we get
DC/B =
⋂
q
DC/BCq =
⋂
q
qδq/eCq,
where the intersection is over the height one prime ideals of C, see [2, Corollary 3.2.6]. In the
first part of the proof we showed that δq is divisible by − 1 and since e and − 1 are relatively
prime, δq is also divisible by e( − 1). Now we define
RC/B :=
⋂
q
qδq/e(−1)Cq,
where the intersection is over the height one prime ideals of C. By construction RC/B is a
divisorial ideal of C and ν(RC/B) = ν(DC/B)/( − 1). So indeed the divisorial closure in A of
RC/BA is (φ) and the divisorial closure in C of R−1C/B is DC/B . 
Lemma 1. Let R be an algebra over a field k and m ⊂ R an ideal. Let  :R → R be a k-linear
map such that
(r1r2) −
(
r1(r2) + r2(r1)
) ∈ m,
for all r1, r2 ∈ R and (m) ⊆ m.
Let u ∈ R such that 2(u) ∈ m.
(i) m(um) − m!(u)m ∈ m and
(ii) m(un) ∈ m if m > n 0.
Proof. Let m n 0. We calculate modulo m:
m
(
un
)≡ m−1(nun−1(u))
≡ nm−2((n − 1)un−2(u)2) (since 2(u) ≡ 0)
≡ · · ·
≡ n(n − 1) · · · (n − m + 1)m−n((u)n).
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m
(
um
)− m!(u)m ∈ m,
and since ((u)n) ≡ n(u)n−12(u) ≡ 0 modulo m it follows that indeed m(un) ∈ m. So
the proof of the lemma is complete. 
Remark. Suppose  = p. In the proof of the last theorem we noticed that any irreducible factor
of θ appears with multiplicity ( − 1), and so φ is square free. And if k contains no primitive
th root of unity then θ is a unit and G\H does not contain any generalized reflection. Suppose
now that k does contain a primitive th root of unity . Then for all 0  j <  the assignment
σ → j induces a group homomorphism μj :G → G/H → k×. The intersection of their kernels
is just H , and
C = AH =
−1⊕
i=0
AGμi
is a direct sum of B-modules. If we assume that B is factorial, then by Theorem 2 all modules
of semi-invariants are free of rank one. In particular we obtain the result that if k contains a
primitive th root of unity and B is factorial, then C is free over B of rank . This is the approach
taken in [1,8].
4. Lifting φ
We keep the situation of last section. Suppose now that the element φ ∈ AWH we found in
the previous section is in fact and element of C, or equivalently that the divisorial ideal RC/B
is a principal ideal (hence generated by φ). Then for every c ∈ C the difference σ(c) − c is a
φ-multiple in C (by Theorem 3), so there exists a (c) ∈ C such that σ(c) − c = (c)φ. Since
RC/B = φC is a G-stable ideal and C× = k×, there exists an  ∈ k× such that σ(φ) = φ and
 = 1. Since θ = φ−1 we get that σ(θ) = −1θ . If p =  we must have  = 1 and φ, θ ∈ B . This
element φ then plays the same role as v in Theorem 1. If we can solve the equation σ(u)−u = φ,
or the equation (u) = 1, we can apply that theorem.
Corollary 1. Assume that RC/B is a principal ideal and hence also that DC/B = θC is a princi-
pal ideal.
(i) If  = p suppose furthermore that B is a direct summand of C as B-module. Then there
exists a u ∈ C such that C = B[u] and σ(u) − u = φ.
(ii) If  = p suppose furthermore that θ is not in B . Then there exists a u ∈ C such that C = B[u]
and σ(u) − u = φ.
Proof. (i) When p = , B is a direct summand of C if and only if there exists a θ˜ ∈ C such that
Tr〈σ 〉( θ˜
θ
) = 1, or p−1(θ˜ ) = 1 (by Proposition 2), see [3]. Assuming this we put u := p−2(θ˜)
and get (u) = 1. Now we can apply Theorem 1(i).
(ii) When p =  and θ /∈ B then also φ /∈ B and  above is a primitive th root of unity. Now
take u := ( − 1)−1φ, then (u) = 1 and we can apply Theorem 1(ii). 
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RC/B is principal. This is certainly the case when C is factorial, since in that case all divisorial
ideals are principal. But we can weaken the hypothesis of factoriality a bit: If the class group of
C has no non-trivial ( − 1)-torsion and the different DC/B is a principal ideal, then RC/B is
necessarily also a principal ideal.
For simplicity we shall assume now that A is a connected graded algebra over k. If B is
Gorenstein and C is Cohen–Macaulay then C is Gorenstein if and only if DC/B is a principal
ideal. This is so since in that case HomB(C,B) is (up to a shift in grading) the canonical module
of C, it is free of rank one over C if and only if C is Gorenstein; also HomB(C,B) is isomorphic
to the inverse different.
Since φAWH is a G-stable principal ideal there is a homomorphism μ :G → k× such that
g(φ) = μ(g)φ and WH ⊆ Kerμ. Then RC/B is principal if and only if H ⊆ Kerμ and DC/B
is principal if and only if H ⊆ Kerμ−1. So if DC/B is principal and there are no non-trivial
homomorphisms μ :H/WH → k× such that μ−1 is trivial, then RC/B is also principal.
If C\B has a non-zero element u of degree δ/(p − 1), where δ is the degree of θ , then
(u) is non-zero and of degree 0, hence a non-zero scalar. We can assume that (u) = 1, so
φ = s(u) − u ∈ C.
5. Main results
The following theorem is the main result of this article.
Theorem 4. Let C be a noetherian factorial domain, such that C× = k×, where k is a field
contained in C of characteristic p  0. Let σ be a k-algebra automorphism of C of order ,
a prime number, and B = Cσ its invariant ring.
(i) Suppose  = p, then B is factorial. And B is a direct summand of C considered as a B-
module if and only if there is a u ∈ C\B such that
C = B[u]  B[T ]/(f (T )),
where f (T ) = T p − θT − b0, where b0 = N 〈σ 〉(u) = u(up−1 − θ), and (θ) = DC/B .
(ii) Suppose  = p and that k contains a primitive th root of unity. Then B is factorial if and
only if σ is a generalized reflection if and only if DC/B = C if and only if there is a u ∈ C\B
such that
C = B[u] = B[T ]/(f (T )),
where f (T ) = T  − u and u ∈ B .
Proof. By Theorem 3 there exists a φ ∈ C such that θ = φ−1 generates the Dedekind different
ideal DC/B and for all c ∈ C the difference σ(c) − c is divisible by φ. Define the B-linear
operator  :C → C by the equation σ(c) = c + (c)φ.
(i) Suppose  = p. That B is factorial follows from Theorem 2, since there are no non-trivial
group homomorphisms of 〈σ 〉 into k×. For the same reason and since C× = k× it follows that
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such that Tr〈σ 〉 θ˜ = θ . From Tr〈σ 〉 = (σ − 1)p−1, θ = φp−1 and φ ∈ B it follows that
p−1(θ˜ ) = 1.
Put u := p−2(θ˜ ), then (u) = 1 or σ(u) − u = φ ∈ B . Now we can apply Theorem 1.
(ii) Suppose  = p and that k contains a primitive th root of unity. From Theorem 2 it follows
that B is factorial if and only if σ is a generalized reflection. This is equivalent to the non-triviality
of the Dedekind different, since the irreducible divisors f of θ and φ are such that (σ − 1)(C) ⊆
fC, or such that σ is in the inertia subgroup of fC. Assume now that the different is not trivial.
Let f ∈ C be an irreducible divisor of φ, then there is a unit  ∈ C× = k× such that σ(f ) = f .
So  = 1. In the proof of Theorem 3 it was shown that  = 1. So σ(f )− f = ( − 1)f = 0. But
since φ divides σ(f ) − f it divides the irreducible element ( − 1)f , hence is itself irreducible
and σ(φ) − φ = ( − 1)φ. We can now apply Theorem 1 and obtain that C = B[φ] and φ
satisfies T  − φ = 0. Conversely, if C = B[u] = B[T ]/(f (T )), where f (T ) = T  − u then
1, u,u2, . . . , u−1 is a basis for C over B . We can calculate the different as θ = f ′(u) = u−1.
If θ were a unit, it would be in the summand B · 1 of C, since all units are σ -invariant, but u−1
is in a different B-summand of C. So the Dedekind different is non-trivial. 
Finally we obtain the generalization of the result Campbell and Hughes [4] (for  = p) men-
tioned in the introduction, see also Panyushev [10] (for  = p).
Corollary 2. Let the finite group G act faithfully on the polynomial algebra k[V ] = k[x1, . . . , xn]
by graded algebra automorphisms, where all variables have positive degree. The base field has
characteristic p  0. Suppose that the invariant ring k[V ]G is itself a polynomial ring.
Let H G be a normal subgroup with index , a prime number, and suppose that k[V ]H is
factorial (see Theorem 2).
Then there exists a u ∈ k[V ]H such that k[V ]H = (k[V ]G)[u], in particular k[V ]H is a hy-
persurface algebra.
Proof. We can use the previous theorem with C = k[V ]H and B = k[V ]G. The hypothesis that
B is a polynomial ring implies that B is a direct summand of C and that B is factorial. So there
is an u ∈ C such that C = B[u]. Since B is a polynomial ring it follows that C is a hypersurface
algebra. 
Acknowledgment
The author thanks Ian Hughes for showing him the paper [4].
References
[1] L.L. Avramov, Pseudo-reflection group actions on local rings, Nagoya Math. J. 88 (1982) 161–180.
[2] D.J. Benson, Polynomial Invariants of Finite Groups, London Math. Soc. Lecture Note Ser., vol. 190, Cambridge
Univ. Press, Cambridge, 1993.
[3] A. Broer, The direct summand property in modular invariant theory, Transform. Groups 10 (2005) 5–27.
[4] H.E.A. Campbell, I.P. Hughes, Rings of invariants of certain p-groups over the field Fp , J. Algebra 211 (1999)
549–561.
[5] D. Eisenbud, Commutative Algebra. With a View Toward Algebraic Geometry, Grad. Texts in Math., vol. 150,
Springer-Verlag, New York, 1995.
590 A. Broer / Journal of Algebra 306 (2006) 576–590[6] I.P. Hughes, N. Kechagias, Rings of invariants of modular p-groups which are hypersurfaces, J. Algebra 291 (2005)
72–89.
[7] E. Kunz, Kähler Differentials, Adv. Lectures Math., Vieweg, Braunschweig, 1986.
[8] H. Nakajima, Relative invariants of finite groups, J. Algebra 79 (1982) 218–234.
[9] H. Nakajima, Regular rings of invariants of unipotent groups, J. Algebra 85 (1983) 253–286.
[10] D.I. Panyushev, Semisimple groups that admit a finite coregular extension, Funktsional. Anal. Prilozhen. 27 (3)
(1993) 82–84; translation in Funct. Anal. Appl. 27 (3) (1993) 216–217.
