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Résumé – L’estimation des cartes d’abondances en imagerie hyperspectrale nécessite de résoudre un problème d’optimisation sous des
contraintes de positivité et d’additivité (somme à un). Nous proposons un algorithme de points intérieurs primal-dual pour l’estimation contrainte
de ces cartes, en nous plaçant dans le cadre où les signatures spectrales des composants présents au sein de l’image ont été préalablement estimées
par un algorithme d’extraction des pôles de mélange. En comparaison avec la méthode de référence FCLS, l’algorithme proposé présente l’avan-
tage d’un coût de calcul réduit, notamment dans un contexte d’images de grande taille, et de pouvoir traiter le cas d’un critère pénalisé favorisant
la régularité spatiale des cartes d’abondances. Des exemples sur des données synthétiques illustrent les performances de cet algorithme.
Abstract – The estimation of abundance maps in hyperspectral imaging requires the resolution of an optimization problem under non-negativity
and full-additivity (sum to one) constraints. Assuming that the spectral signatures of the image components have been previously determinated
by an endmember extraction algorithm, we propose in this paper a primal-dual interior point algorithm for the estimation of their fractional
abundances. In comparison with the reference method FCLS, our algorithm has the advantage of a reduced computational cost, especially in the
context of large scale images. Moreover, it allows to deal with a penalized criterion favorizing the spatial smoothness of abundance maps.
1 Introduction
L’imagerie hyperspectrale est une technique de mesure qui
permet d’accéder à des informations liées à la composition d’une
surface, en exploitant ses propriétés de réflexion (ou d’absorp-
tion) de la lumière dans plusieurs bandes de fréquences. Comme
chaque pixel d’une image hyperspectrale correspond à une sur-
face composée de plusieurs constituants, chacun ayant sa propre
signature spectrale, l’analyse de toutes les images permet d’iden-
tifier ces constituants et de déterminer leurs proportions. Le
modèle le plus couramment utilisé ([1, 2]) suppose que le spectre
de réflectance dans chaque pixel de l’image est la combinai-
son linéaire d’un nombre fini de spectres purs des constituants,
appelés aussi pôles de mélange, pondérés par des coefficients,
appelés abondances, qui sont liés à la proportion de chaque
constituant dans ce pixel.
Plus précisément, considérons N pixels d’une image hyper-
spectrale acquise dans K bandes spectrales. Selon le modèle
de mélange linéaire, le spectre yn = [yn,1, . . . , yn,K ]t du nème
pixel s’exprime comme la combinaison linéaire de P signa-
tures spectrales sp entachée d’un bruit additif ǫn, qui sera sup-
posé gaussien i.i.d, de moyenne nulle et de variance inconnue :
yn =
P∑
p=1
spcn,p + ǫn, (1)
où sp = [sp,1, . . . , sp,K ]t est le spectre du pème constituant,
cn,p est le coefficient d’abondance du pème constituant dans le
nème pixel et P est le nombre de constituants recherchés. Si l’on
considère tous les pixels de l’image hyperspectrale, le système
d’équations (1) s’écrit sous forme matricielle
Y = SC +E, (2)
avec Y ∈ RK×N les observations associées aux pixels de
l’image, S ∈ RK×P les signatures spectrales, C ∈ RP×N
les coefficients d’abondances et E ∈ RK×N les bruits associés
aux observations. L’objectif du traitement est donc d’estimer S
et C à partir de Y , en utilisant le modèle (2).
Afin de résoudre ce problème, plusieurs stratégies peuvent
être adoptées [3, 4]. L’article [5] peut être consulté pour une
revue plus détaillée des méthodes existantes. Celles-ci se dé-
clinent en deux grandes familles : les méthodes d’estimation
séquentielle et les méthodes d’estimation conjointe. Dans la
première approche, une procédure d’extraction des pôles du
mélange est d’abord employée pour estimer les spectres des
constituants des images avant d’appliquer un algorithme d’es-
timation des abondances. La deuxième approche se fonde sur
une estimation conjointe des spectres purs et des abondances.
Dans ce travail, nous nous plaçons dans le cadre de la première
approche et nous nous intéressons au développement d’une mé-
thode d’estimation rapide des cartes d’abondances.
Les vecteurs d’abondances cn = [cn,1, . . . , cn,P ]t dans (2)
étant reliés aux proportions des constituants de la surface, leur
estimation doit être réalisée sous les contraintes de positivité et
d’additivité suivantes :
cn,p > 0, ∀p = 1, . . . , P, (3a)
P∑
p=1
cn,p = 1. (3b)
Les algorithmes usuels sont basés sur la minimisation du critère
des moindres carrés sous la contrainte (3a) (NNLS [6], non-
negative least squares) ou (3b) (SCLS [7], sum-to-one constrai-
ned least squares) ou encore sous les deux contraintes (3a) et
(3b) (FCLS [8], pour fully constrained least squares). Cepen-
dant, ces méthodes sont caractérisées par un coût de calcul im-
portant, notamment dans le cas d’images de grande taille. De
plus, celles-ci ne s’appliquent pas dans le cas d’un critère pre-
nant en compte des corrélations inter-pixels.
Nous proposons dans cet article un algorithme rapide basé
sur une stratégie de points intérieurs permettant de minimi-
ser un critère strictement convexe quelconque en intégrant les
contraintes de positivité et d’additivité. Par conséquent, cet al-
gorithme peut s’appliquer au cas d’un critère de moindres car-
rés pénalisé par un terme convexe favorisant la régularité spa-
tiale des cartes.
2 Approche proposée
Nous adoptons une approche itérative de type point inté-
rieurs pour traiter le problème d’optimisation contraint
min
C
F (C) sous les contraintes (3a)− (3b), (4)
où F est une fonction strictement convexe de RP×N .
2.1 Intégration de la contrainte d’égalité
Tout d’abord, le problème (4) est transformé, à l’aide d’un
changement de variable, en un nouveau problème faisant appa-
raître des contraintes d’inégalité uniquement. Comme proposé
dans [9], pour tout vecteur initial c(1)n vérifiant la contrainte
(3b), le vecteur défini par cn = c(1)n +Zun, avec un ∈ RP−1,
respecte aussi cette contrainte d’additivité si Z ∈ RP×P−1 est
une matrice dont les colonnes forment l’espace nul de 11×P .
Cette matrice étant donnée par
Zij =


1 si i = j,
−1 si i = j + 1,
0 sinon,
le problème (4) est réécrit sous la forme
min
U∈RP−1×N
F (C(1) +ZU) (5)
sous les contraintes
Zun + c
(1)
n > 0, ∀n = 1, . . . , N, (6)
ou, de façon équivalente,
min
u∈RNP−N
L(u), sous les contraintes Tu + t > 0. (7)
Le critère L(.) se déduit de F (.) par L(u) = F (C(1) + ZU)
en notant u = vect(U), où l’opérateur vect correspond à la
transformation matrice-vecteur dans l’ordre lexicographique.
De plus, T et t sont définis respectivement par t = vect(C(1))
et T = IN ⊗ Z où ⊗ est le produit de Kronecker et IN la
matrice identité de taille N ×N .
2.2 Algorithme de points intérieurs primal-dual
Principe. Les conditions de Karush-Kuhn-Tucker (KKT) per-
mettent de caractériser la solutionu de (7) et les multiplicateurs
de Lagrange associés λ :

∇L(u)− T tλ = 0
Λ(Tu+ t) = 0
Tu+ t > 0
λ > 0
(8)
en notant Λ = Diag(λ). L’approche primale-duale consiste à
estimer de façon jointe u et λ en résolvant une séquence de
problèmes, correspondant à des versions perturbées des condi-
tions (8) paramétrées par une suite de paramètres positifs (µk)
convergeant vers 0 :

∇L(u)− T tλ = 0
Λ(Tu+ t) = µk
Tu+ t > 0
λ > 0
(9)
où µk = µk1NP×1.
Algorithme. Une itération k de l’algorithme se décompose
en deux étapes. Tout d’abord, (uk+1,λk+1) est calculé en fonc-
tion de (uk,λk) en résolvant (9) de façon approchée. Puis le
paramètre µk+1 est déterminé selon une règle de mise à jour
permettant de garantir la convergence de l’algorithme. Nous
proposons d’utiliser la stratégie décrite dans [9] pour mettre en
œuvre ces deux étapes de calcul.
La solution approchée de (9) est obtenue par une itération de
Newton associée à une recherche de pas, selon le schéma :
(uk+1,λk+1) = (uk + αkd
u
k ,λk + αkd
λ
k).
Les directions de Newton primales et duales (duk ,dλk) sont cal-
culées en résolvant le système linéaire(∇2L(uk) −T t
ΛkT Diag(Tuk + t)
)(
duk
dλk
)
= −rµk(uk,λk),
(10)
où rµk(u,λ) est le résidu défini par les deux premières équa-
tions de (9) :
rµk (u,λ) =
( ∇L(u)− T tλ
Λ(Tu+ t)− µk
)
.
Notons que le coût de calcul de l’algorithme est fortement dé-
pendant du coût de la résolution de ce système.
Le pas αk est déterminé par une stratégie d’Armijo appli-
quée à la fonction de mérite primale-dualeφµk(uk+αduk ,λk+
αdλk), définie par :
φµ(u,λ) = L(u)− µ
NP∑
i=1
ln([Tu+ t]i)
+ λt(Tu+ t) − µ
NP∑
i=1
ln(λi[Tu+ t]i),
et permettant notamment d’intégrer les deux contraintes d’in-
égalité de (9). Enfin, le paramètre µk+1 est mis à jour selon la
condition de µ-criticité [9] :
µk+1 =
δk+1
NP
min
(
1
2
,
‖r0(uk+1,λk+1)‖
2NP −N
)
,
où δk+1 = (Tuk+1 + t)tλk+1 est le saut de dualité.
3 Résultats expérimentaux
Nous analysons tout d’abord les performances de l’algorithme
en terme de temps de calcul pour la minimisation du critère des
moindres carrés sous contraintes d’additivité et de positivité,
puis nous discutons de l’influence de l’intégration d’un terme
de régularité spatiale dans le critère.
3.1 Moindres carrés contraints
Dans le cas d’un critère des moindres carrés non pénalisé
F (C) =
1
2
‖Y − SC‖2F , (11)
où ‖.‖F représente la norme de Frobénius, l’algorithme FCLS
permet d’intégrer efficacement les contraintes d’additivité et de
positivité. L’objectif de cette section est de comparer l’algo-
rithme primal-dual à cette méthode de référence, en terme de
temps de calcul. Des cubes hyperspectraux synthétiques d’ima-
ges de taille N obtenues dans K =
√
N bandes de fréquences
sont simulés. Des cartes d’abondances synthétiques sont géné-
rées à partir d’une loi de Dirichlet de paramètre unitaire pour
chaque variable. Le nombre de constituants est pris égal à P =
3, 5 ou 10 et un bruit gaussien i.i.d de moyenne nulle et de
variance adéquate est ajouté pour obtenir un rapport signal sur
bruit de 15dB au niveau de chaque pixel de l’image.
Pour l’ensemble des tests effectués, les solutions fournies par
les deux algorithmes sont similaires en terme de valeur de ré-
sidu et de qualité de reconstruction. Cependant, comme illustré
par la figure 1, le temps de calcul nécessaire à l’optimisation
du critère par l’algorithme primal-dual est très réduit. A titre
d’exemple, un gain de temps d’un facteur de l’ordre de 4 est
obtenu pour une image de taille 256× 256 dans le cas de P =
10 composantes. Pour la même taille d’image, ce facteur est de
l’ordre de 7 pour P = 5 et 12 pour P = 3.
3.2 Intégration d’une pénalisation spatiale
Nous proposons de considérer la minimisation d’un critère
des moindres carrés pénalisé
F (C) =
1
2
‖Y − SC‖2F + η R(C), (12)
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FIGURE 1 – Rapport entre les temps de calcul des algorithmes
FCLS et primal-dual (PD) en fonction du nombre de pixels et
du nombre de composantes.
sous les contraintes (3a) et (3b), de manière à renforcer la régu-
larité de la répartition spatiale des coefficients d’abondances : .
Le terme de régularisation est choisi de la forme
R(C) =
P∑
p=1
(
ψ(∆V cp) + ψ(∆
Hcp)
)
,
avec∆V et∆H respectivement les opérateurs de gradient spa-
tial vertical et horizontal, et ψ une fonction de pondération qua-
dratique favorisant l’apparition de zones lisses dans les cartes.
Nous considérons un exemple synthétique d’un cube hyper-
spectral d’images de taille N = 256 × 256 pixels. Les cartes
simulées contiennent une dizaine d’atomes gaussiens générés
aléatoirement et normalisés pour satisfaire la contrainte (3b).
Les P = 5 spectres de taille K = 224 sont choisis arbitraire-
ment à partir de la bibliothèque AVIRIS (figure 2).
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FIGURE 2 – Signatures spectrales sélectionnées dans la biblio-
thèque AVIRIS. (a) Andradite. (b) Erionite. (c) Chlorite. (d)
Biotite. (e) Carnallite.
Les tableaux 1 et 2 présentent les résultats obtenus en terme
de qualité d’estimation des cartes d’abondance et de temps de
calcul, par l’algorithme primal dual non pénalisé (PD) ou pé-
nalisé (PD-P). Nous distinguons le cas où les pôles du mélange
sont obtenus à l’aide de l’algorithme NFINDR [10] et le cas
où ces pôles sont parfaitement connus (LIB). La qualité des
cartes d’abondances estimées cˆp est évaluée au sens de l’erreur
quadratique moyenne normalisée
EQMn = 1
P
P∑
p=1
(‖cp − cˆp‖22/‖cp‖22) , (13)
par rapport aux cartes de référence cp. Le paramètre de régu-
larisation η est choisi égal à 100 afin de minimiser l’erreur de
reconstruction. Nous pouvons constater que le rajout de la ré-
gularisation permet de réduire l’erreur d’estimation des cartes,
quels que soient les spectres retenus pour la reconstruction.
Cette amélioration est d’autant plus notable que le niveau de
bruit est élevé. Cependant, la minimisation du critère pénalisé
nécessite un temps de calcul beaucoup plus élevé. Cette aug-
mentation est liée à l’inversion du système (10) qui, dans le cas
pénalisé, ne possède pas une structure permettant de mettre en
œuvre une stratégie d’inversion rapide.
RSB (dB) NFINDR-PD NFINDR-PD-P
20 1, 3 · 10−1 / 2, 7 s 1, 2 · 10−1 / 160 s
15 1, 4 · 10−1 / 2, 5 s 1, 2 · 10−1 / 167 s
10 1, 9 · 10−1 / 3 s 1, 5 · 10−1 / 181 s
5 2, 4 · 10−1 / 3, 4 s 1, 9 · 10−1 / 180 s
TABLE 1 – Résultats d’estimation et temps de calcul
(EQMn/Temps) obtenus dans le cas de spectres estimés par
NFINDR.
RSB (dB) LIB-PD LIB-PD-P
20 2, 5 · 10−2 / 2, 8 s 2, 5 · 10−2 / 160 s
15 7, 1 · 10−2 / 2, 8 s 2, 5 · 10−2 / 170 s
10 1, 7 · 10−1 / 3 s 2, 4 · 10−2 / 191 s
5 3, 6 · 10−1 / 3, 5 s 2, 5 · 10−2 / 231 s
TABLE 2 – Résultats d’estimation et temps de calcul
(EQMn/Temps) obtenus dans le cas de spectres issus de la bi-
bliothèque.
4 Conclusion
Nous avons proposé un algorithme rapide pour l’estimation
des cartes d’abondances en imagerie hyperspectrale sous con-
traintes de positivité et additivité. Cette approche pourrait s’ap-
pliquer au cas d’un bruit non gaussien ou de contraintes de
somme inférieure ou égale à un. En outre, l’utilisation d’une
méthode de type points intérieurs permet de traiter simultané-
ment tous les pixels de l’image et par conséquent d’intégrer
simplement une information spatiale sur les coefficients. Les
prochaines étapes de ce travail concernent l’accélération de la
minimisation dans le cas pénalisé, à travers par exemple la pro-
position d’une stratégie d’inversion approchée du système (10)
ou le remplacement de l’algorithme de Newton par une mé-
thode de premier ordre.
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