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Abstract
dynamics of cubic rational maps under certain constraints on critical
points
by
Arkady Etkin

Adviser: Professor Jun Hu

There is a neat dichotomy for the Julia sets of quadratic rational maps; that is, they are
either connected or a Cantor set. In contrast to the quadratic case, the Julia sets of rational
maps of of degree ≥ 3 have more variations. In this project, we study the Julia sets of cubic
rational maps under some constraints. We first extend the Julia set dichotomy to the cubic
rational maps with all critical points escaping to an attracting fixed point. Then we consider
two more classes of cubic rational maps: one class consists of the cubic rational maps with
two attracting fixed points and the other class is comprised of the cubic rational maps with
two critical points on a 2-cycle. We obtain the following results:
1. There exists a map in the first class having a Herman ring of period 1, but no map in
this class has a Herman ring of period ≥ 2.
2. Those maps in the first class without Herman rings have only two types of Julia set:
either connected or a semi-Cantor set.
3. Any map in the second class cannot have Herman rings in its Fatou set.
4. The Julia sets of maps in the second class come in three varieties: connected, a semiCantor set, or disconnected but not a semi-Cantor set.
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Chapter 1
Introduction
There exists a dichotomy between the Julia sets of quadratic polynomials: each Julia set is
either connected or a Cantor set. The well known Mandelbrot set represents the partition
between the connected locus and the Cantor set locus in the parameter plane for the family
Qc (z) = z 2 +c, c ∈ C, which captures every quadratic polynomial up to conjugacy. In fact, the
Julia set of any quadratic rational map comes in these two varieties. This broader generality
was largely inspired by Shishikura’s result on no Herman rings for quadratic rational maps
[Shi87] and Sullivan’s classification of Fatou components of rational maps [Sul85]. See [ML93]
for the historic development of this result. Furthermore, Milnor extended the Julia set
dichotomy to bi-critical rational maps of any degree [Mil00] by proving the nonexistence of
Herman rings for bi-critical rational maps and establishing a Cantor set criterion. By this
criterion, the Julia set of an arbitrary rational map of degree ≥ 2 is a Cantor set if all critical
points are contained within a forward invariant Fatou component.
According to Milnor’s work [Mil00], the number of distinct critical points rather than the
actual degree is the deciding feature for the Julia set dichotomy. In fact, his work implies
that the Julia set of a bi-critical rational map is a Cantor set if and only if both critical
points escape to the same attracting or parabolic fixed point. It is natural to follow the
1
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trail of this observation for arbitrary rational maps of degree ≥ 3. Specifically, one may ask
whether the Julia set of a rational map that has more than two distinct critical points is a
Cantor set when all critical points escape to a single fixed point.
This question is partly addressed by the family of functions that McMullen investigated.
These are maps of the form

fa,m,n (z) = z n +

McMullen showed in [Mcm88] that if

1
n

a
, a ∈ C, n, m ∈ N.
zm

(1.0.1)

+ m1 < 1 and |a| is sufficiently small, then all critical

points of fa,m,n escape to ∞ and the corresponding Julia set is a Cantor set of Jordan curves,
which we call a McMullen necklace. In later years, Devaney, Look and Uminsky proved in
[DLU05] that if

1
n

+

1
m

< 1 and all critical points of fa,m,n escape to ∞, then J(fa,m,n ) is

connected, a Cantor set, or a McMullen necklace. The inequality

1
n

+

1
m

< 1, n, m ∈ N,

implies that the degree of fa,m,n is greater than or equal to 5, which is a crucial condition for
fa,m,n to have the Julia set trichotomy in the escaping case. More examples of rational maps
of degree d ≥ 5 with escaping critical points and with Julia set being neither connected nor
a Cantor set can be found in [HJM12], [HMX18], [XQY14], and elsewhere.
Interestingly, no classification results were found for fa,m,n when n1 + m1 ≥ 1, except for the
known case when m = n = 1, for which fa,m,n is a quadratic rational map. More generally,
the unknown cases were cubic or quartic rational maps with escaping critical points. This
gap in knowledge was our motivation to explore these maps and their Julia sets under the
hypothesis that all critical points escape to an attracting fixed point. In [HE20], we showed
that for a cubic rational map f with all critical points escaping to an attracting fixed point
p, if two critical points (counted by multiplicity) are contained in the immediate attracting
basin B(p) of p then all critical points belong to B(p) and hence the Julia set of f is a Cantor
set. We also carried out numerical experiments with the quartic rational maps of the form

CHAPTER 1. INTRODUCTION

fb,µ (z) = z 2 +

3

µ
.
z(z − b)

(1.0.2)

We found that when b = 2.35 and µ = .94, all critical points of fb,µ escape to ∞ under
iteration and the corresponding Julia set is comprised of infinitely many Sierpinski curve
components and infinitely many single-point components (see Figure 1.1). Then in [HE22],
we proved that the Julia set dichotomy (either connected or a Cantor set) holds for an
arbitrary cubic rational map with all critical points escaping to an attracting fixed point.
The main ideas and key lemmas to prove this claim are presented in Chapter 3.

(a) z → z 2 +

0.94
z(z−2.35)

(b) Zoom in

Figure 1.1: A quartic rational map with all critical points escaping to the fixed attracting
point at ∞. The corresponding Julia set is comprised of infinitely many Sierpinski curve
components and infinitely many single-point components.
The above example of the quartic map and the Julia set trichotomy by Devaney, Look and
Uminsky draw attention to cubic rational maps; they are the remaining unexplored rational
maps for which the escape condition on critical points could still imply the classification
dichotomy.
The number of distinct critical points of a rational map is viewed as the degree of freedom for the dynamics generated by the map or as the dimension of the corresponding parameter space. In general, a cubic rational map has four distinct critical points, which
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means its dynamics has four degrees of freedom and the parameter space is a (complex)
4-dimensional space. Taking inspiration from the Julia set dichotomy for quadratic maps
(a 2-dimensional space), it is natural to consider cubic rational maps with two free critical
points or 2-dimensional slices in a general 4-dimensional space. Thus we consider cubic rational maps with two fixed critical points (or two attracting fixed points) in Chapter 4 and
cubic rational maps with two critical points on a cycle in Chapter 5. We denote these maps
by f and g respectively. There are two notable facts about them:
1. The Julia set of any map f or g is not a Cantor set since the Fatou set contains at
least two components.
2. A cubic rational map with two attracting fixed points may possess a Herman ring.
In the course of exploring the Julia set of a cubic rational map f or g, we often see a
type of Julia set that is between a Cantor set and a McMullen necklace. More precisely, it
is a compact and perfect subset of the Riemann sphere; it is a union of Cantor-set many
components; all components are single points except for countably many that are Jordan
b a semi-Cantor set (See Definition 4.1.3 below).
curves. We call such a subset of C
After further studying the Fatou components of f and g, we find the following interesting
properties concerning the existence of Herman rings:
1. There are maps f having Herman rings in their Fatou sets, but the period of each
Herman ring has to be 1.
2. None of the maps g can have Herman rings in the Fatou set.
With the new notion of a semi-Cantor set and the above findings regarding Herman rings,
we are able to classify the Julia sets of the maps f and g respectively.
In Chapter 4, we prove the following results for the maps f :
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1. No map f can have a Herman ring of period ≥ 2.
2. If f does not have a Herman ring, then the Julia set J(f ) of f is either connected or a
semi-Cantor set. In this case, we also know how the asymptotic behaviors of the two
free critical points determine J(f ) to be a semi-Cantor set.

In Chapter 5, we prove the following result for the maps g:
1. No map g can have Herman rings.
2. In addition to cases when J(g) is connected or a semi-Cantor set, there exists a case
when J(g) is disconnected but not a semi-Cantor set. Moreover, the classification of
the asymptotic behaviors of the two free critical points for each type of Julia set is
summarized in the following paragraph.
The attracting 2-cycle of alternating critical points completely determines the type of
Julia set; when the components of the cycle are simply connected, so is every other Fatou
component, and therefore the Julia set is connected. As soon as one cycle component is not
simply connected, every Fatou component that eventually lands on a point in the 2-cycle
is infinitely connected. Accordingly, the Julia set is either semi-Cantor or the second type
of disconnected set - one without any non-trivial Jordan curve components. The factors
that decide between these two categories are subtle (See Figure 5.7). When both free critical
points are found within one connected Fatou component of the 2-cycle, the Julia set is always
semi-Cantor. Another kind of semi-Cantor generating dynamics accomplishes its task with
just one free critical point. This happens when the cycle component holding this free critical
point is multiply connected and the local degree on the component is 3 (See Figure 5.7
(4)). However, when the local degree on the multiply connected cycle component is 2, the
disconnected Julia set is not semi-Cantor as is illustrated in Figure 5.7 (1). An in-depth
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summary of results on the dynamics of cubic rational maps possessing a 2-cycle of critical
points is given at the beginning of Chapter 5.
Chapter 2 is comprised of two parts. The first part gives a brief overview of the relevant
background and known theorems. There are some intermediate results that are employed to
prove the main classification statements for each of the three classes of cubic rational maps.
To avoid repeating the same arguments, we develop them into lemmas, which can readily be
quoted where they are needed. We present them in the second part of the chapter.
In the final Chapter 6, we summarize ongoing and future projects focusing on the study
of the Julia sets of cubic rational maps under different constraints on the critical set.

Chapter 2
New lemmas
We first give a brief summary of complex dynamics and list the important known results in
the section titled ”General Background”. Then we develop three lemmas that will be used
to prove the main theorems in the subsequent three chapters. These lemmas are the subject
matter of the second section, which is given the title ”New Lemmas”.

2.1

General Background

b −→ C
b of degree d ≥ 2 partitions the Riemann
It is well known that any rational map f : C
b into two disjoint sets called the Fatou and Julia sets of f . The Fatou set consists
sphere C
of regions on which the iterates of f , {f n ; n ≥ 1}, form a normal family and where the
dynamics is stable and predictable. Indeed, the final destination of each connected Fatou
component is known according to Sullivan’s classification ([Sul85]). The Fatou set of f is
denoted by F (f ). Given z ∈ F (f ), we may refer to the connected Fatou component holding
z as F (z). However, when z happens to be an attracting fixed point, we prefer to denote
the component by B(z), where the B stands for ”Immediate Basin of Attraction”.
The complement of the Fatou set is known as the Julia set of f and it is denoted by
7
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J(f ). The iterates of any neighborhood that intersects J(f ) eventually cover J(f ). In fact,
any open subset of J(f ) maps onto the entire Julia set for some iterate f n of the rational
function.
The following familiar tools are extremely helpful in characterizing F (f ) and J(f ):
Definition 2.1.1. By a finitely-connected Jordan domain we shall mean a region in
b whose boundary is a union of Jordan curves (i.e. curves homeomorphic to the circle).
C
Remark 2.1.2. It is important not to confuse Definition 2.1.1 with the standard definition
of a Jordan domain. A Jordan domain is a disk having one simple closed curve as boundary,
while a finitely-connected Jordan domain refers to an arbitrary region bounded by one or several simple closed curves. For better clarity, we will always emphasize the simply connected
case with the following terminology (See Figure 2.1 (a) and (b) below.):
Definition 2.1.3. A Jordan disk is a simply connected region with a Jordan curve boundary.
b Then C
b − D is connected if and
Lemma 2.1.4 ([Bea91]). Let D be an open subset of C.
only if each component of D is simply connected
b
Lemma 2.1.5 (Riemann-Hurwitz formula, [Bea91]). Let f be a rational map from C
to itself. Assume that
b with finitely many boundary components;
1. V is a domain in C
2. U is a component of f −1 (V );
3. there are no critical values of f on ∂V .
Then there exists an integer d ≥ 1 such that f is a branched covering map from U to V with
degree d and
χ(U ) + δf (U ) = d · χ(V ),
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where χ(·) denotes the Euler characteristic and δf (U ) denotes the number of the critical
points of f in U (counted with multiplicity).
We have the following corollary:
Corollary 2.1.6. With the same assumptions as in the previous Lemma 2.1.5, if it is further
given that V is simply connected and contains at most one critical value, then each component
of f −1 (V ) is simply connected.
Proof. Let U be a component of f −1 (V ). Then f : U → V is a branched covering map
of some degree d. If there are no critical values of f in V , then by the Riemann-Hurwitz
formula χ(U ) = d · χ(V ) = d ≥ 1, which shows that d = 1, U is simply connected, and
f : U → V is a conformal homeomorphism.
Assume then that there is a unique critical value v ∈ V and let {c1 , ..., ck } = f −1 ({v})∩U .
P
Let deg(f, cj ) denote the degree of f at cj . Then kj=1 deg(f, cj ) = d. By the RiemannHurwitz formula,

χ(U ) = d · χ(V ) − δf (U ) = d −

k
X

(deg(f, cj ) − 1) = d − (d − k) = k ≥ 1.

j=1

This shows k = 1, U is simply connected, and f : U − {c1 } → V − {v} is a covering map of
degree d ≥ 1.
Yet another useful result can be surmised for degree two maps f : U −→ V , for which f
has two distinct critical points in the domain U :
Corollary 2.1.7. With the same assumptions as in Lemma 2.1.5, if it is further given that
f : U −→ V is of degree 2, V is a finitely-connected Jordan domain (See Definition 2.1.1),
and U contains two distinct critical points of f , then f restricted to any component of ∂U
is injective.
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Proof. To see that the above statement is indeed true, notice first that f restricts to a map
of degree 2 on any sufficiently small disk containing only one critical point. Next, suppose
that that ∂U has t different Jordan curve components, while ∂V is the union of s different
Jordan curves. The number of curve components of the boundary and the characteristic are
related by

2 − t + 2 = χ(U ) + δ(U ) = 2 · χ(V ) = 2(2 − s).
This quickly reduces to t = 2s. Since f : U → V has degree 2, every boundary component
of V is either the homeomorphic image of two distinct boundary components of U , or the
2 − to − 1 covering image of a unique boundary component of U . Evidently the count t = 2s
shows that the second case can never happen.
Completely invariant Fatou components are a recurring theme in many discussions ahead.
A region F0 is said to be completely invariant under f if F0 = f −1 (F0 ). The following theorem
lists some useful properties of such regions.
Theorem 2.1.8 ([Bea91]). Suppose that deg(f ) ≥ 2 and that F0 is a completely invariant
component of F (f ). Then:
1. ∂F0 = J(f );
2. F0 is either simply connected or infinitely connected;
3. all other components of F (f ) are simply connected;
4. F0 is simply connected if and only if J(f ) is connected.
The effect of critical points of a rational map f on the topology of its Julia set J(f )
is particularly striking when all of these points are gathered within one forward invariant
domain. The result we rely upon in this paper is a special case of this phenomenon that
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can easily be visualized and proved. We choose the simpler statement at the expense of
generality, but see Lemma B.4 in [Mil00] for deeper insights.
Lemma 2.1.9 ([Bea91]). Let f be a rational map of degree d, where d ≥ 2, and let ζ be an
attracting fixed point of f . If all the critical points of f lie in the immediate attracting basin
of ζ, then J(f ) is a Cantor set.
At times, the discussion will be facilitated by notation that identifies a finitely-connected
Jordan domain in terms of its boundary curves and vice versa:
b −γ
Definition 2.1.10. Given a Jordan curve γ ⊂ C, denote by Din (γ) the component of C
that is disjoint from ∞. Likewise, let Dout (γ) denote the component containing ∞.
Definition 2.1.11. Given two Jordan curves γ1 , γ2 ⊂ C, with γ1 ⊂ Din (γ2 ), designate by
A(γ1 , γ2 ) the doubly-connected region Din (γ2 ) − Din (γ1 ).
b If ∞ ∈
Definition 2.1.12. Let U be a finitely-connected Jordan domain in C.
/ U , let ∂ ∞ U
b − U that contains ∞. Similarly, if 0 ∈
/ U,
be the boundary curve of the component of C
b − U that contains 0.
designate by ∂ 0 U the boundary curve of the component of C
Any finitely-connected Jordan domain U with closure in C can be patched to a bounded
Jordan disk by attaching to U each bounded component of U c (See Figure 2.1 (a) and (c)).
It will at times be convenient to refer to the patched region without directly mentioning any
of the boundary curves of U :
Definition 2.1.13 (Patched Domain). Let U be a finitely-connected Jordan domain with
closure in C. Then there exists a unique boundary curve γ ⊂ ∂U such that U ⊂ Din (γ).
Denote this unique Jordan disk by Din (U ) whenever a direct reference to γ is inconvenient.
c

Similarly, we denote the unbounded component of U by Dout (U ) = Dout (γ).
The following result by Morosawa [Mor00] will be useful in establishing that a boundary
of a Fatou domain corresponding to an attracting fixed point is a Jordan curve.
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(a) Finitely-Connected
Jordan Domain

12

(b) Jordan Disk

(c) Patched Domain

Figure 2.1: Illustration for Definitions 2.1.1, 2.1.3, and 2.1.13.
Lemma 2.1.14 (Morosawa’s Jordan curve test). Let f be a hyperbolic rational map and
U a forward invariant (attracting) Fatou component of f . If there exists a complementary
component W of U and a Fatou component D such that D ∪f −1 (D) ⊂ W , then the boundary
of U is a Jordan curve.
Now let’s introduce some relevant background from the theory of conformal invariants.
For a more complete discussion of these ideas, see Appendix B of [Mil99].
b is called an annulus if C−A
b
An open connected domain A on C
has exactly two connected
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components. We say two annuli are conformally equivalent if there exists a conformal map
between them. It is well known that each annulus is conformally equivalent to a round
annulus of the form Θ(r1 , r2 ) = {z ∈ C; r1 < |z| < r2 } for two positive real numbers r1 and
r2 . Moreover, two round annuli Θ(r1 , r2 ) and Θ(rb1 , rb2 ) are conformally equivalent if and only
if r2 /r1 = rb2 /rb1 . Therefore, the modulus of A is a conformal invariant, which is defined by
M (A) =

1
log(r2 /r1 ).
2π

More generally, if σ : A1 −→ A2 is a d-to-one covering map from the annulus A1 onto
the annulus A2 , then the moduli M (A1 ) and M (A2 ) are related by

d · M (A1 ) = M (A2 ).

Definition 2.1.15. Given two annuli A1 and A2 , we call A2 a sub-annulus of A1 if A2 ⊂
A1 and the two components of Ac1 are contained in the two components of Ac2 respectively.
Furthermore, we say A2 is a proper sub-annulus of A1 if A2 is a sub-annulus of A1 and
A2 ⊂ A1 .
Theorem 2.1.16 (Grötzsch Inequality, [Ahl66]). Suppose that A1 and A2 are two subannuli of an annulus A . If A1 and A2 are disjoint, then

M (A1 ) + M (A2 ) ≤ M (A).

An immediate corollary follows.
Corollary 2.1.17. If A2 is a proper sub-annulus of an annulus A1 , then there is no conformal
map between them.
Grötzsch’s inequality is a particularly potent instrument for studying matters related
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to attracting cycles and many algorithms in the coming proofs wouldn’t work without it.
Circumstances dictate that statements about the connectivity of petals corresponding to
rationally indifferent fixed points must also be derived. For these, we will need a modified
version of Grötzsch’s inequality. The alteration will be necessary for a complete classification
of Julia sets of degree 3 maps involving two attracting fixed points or a 2-cycle of critical
points. This time, we will be comparing the moduli of rectangles instead of annular regions.
Definition 2.1.18 (Quadrilateral). A region Q bounded by a Jordan curve made of four
segments α , β , α′ , and β ′ , such that the α-type segments are disjoint and the β- type
segments are disjoint will be called a quadrilateral.
The modulus M (Q) = b/a is determined by a conformal mapping on a rectangle. Up to
scaling and rotation, there exists exactly one rectangle R(a, b) = {x+iy ∈ C : 0 ≤ x ≤ a, 0 ≤
y ≤ b} that is both conformally equivalent to Q and the isomorphism map ϕ : Q −→ R(a, b)
carries α onto a and β onto b.
We think of the α-designated curves of Q as corresponding to the length of Q and the
β-designated curves as the height of Q. To avoid ambiguity, we mark two ”perpendicular”
curves of Q as α and β respectively before computing the modulus M (Q).
When Q1 and Q2 are quadrilaterals, Q2 ⊂ Q1 , and the α-designated curves of Q2 are subsets of the α-designated curves of Q1 , then M (Q2 ) ≥ M (Q1 ). If, however, the β-designated
curves of Q2 are the sub-curves of the β-designated curves of Q1 , this inequality of their
moduli is reversed. We emphasize this conclusion in the statements below (See Figure 2.2).
Definition 2.1.19. A quadrilateral Q2 ⊂ Q1 is said to be a tall sub-quadrilateral of
Q1 ≡ R(a1 , b1 ) if the α-designated curves of Q2 are sub-curves of the α-designated curves of
Q1 .
Lemma 2.1.20. If Q2 is a tall sub-quadrilateral of Q1 , then M (Q2 ) ≥ M (Q1 ).
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(a) A tall sub-quadrilateral
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(b) A short sub-quadrilateral

Figure 2.2: Illustration for Definitions 2.1.19 and 2.1.21 In Figure (a), the quadrilateral
Q1 ≡ R(a1 , b1 ) and its tall sub-quadrilateral Q2 ≡ R(a2 , b2 ) are compared by setting b2 = b1 .
Similarly, in Figure (b), the quadrilateral Q1 ≡ R(a1 , b1 ) and its short sub-quadrilateral
Q2 ≡ R(a2 , b2 ) are compared by setting a2 = a1 .
.
Definition 2.1.21. A quadrilateral Q2 ⊂ Q1 is said to be a short sub-quadrilateral of
Q1 ≡ R(a1 , b1 ) if the β-designated curves of Q2 are sub-curves of the β-designated curves of
Q1 .
Definition 2.1.21 implies that there exists a conformal homeomorphism that maps Q2 to
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the rectangle R(a1 , b2 ), where b2 ≤ b1 .
Grötzsch’s Inequality can be adopted for moduli of short quadrilaterals. In this form,
the statement can be summarized as follows.
Theorem 2.1.22 (Grötzsch Inequality for Quadrilaterals, [Ahl66]). Suppose that two
quadrilaterals Q1 and Q2 are two short sub-quadrilaterals of a quadrilateral Q. If Q1 and Q2
are disjoint, then
M (Q1 ) + M (Q2 ) ≤ M (Q).

2.2

New Lemmas

This section develops several lemmas that will be applied to prove the main results in three
subsequent chapters.

2.2.1

Properties of the basins of attracting cycles

A key observation used in the study of the Julia set classifications in the coming chapters is
that a rational map f of degree ≥ 3 cannot have a multiply connected attracting basin on
which the map is of degree 2. The precise statement is summarized as a theorem in [HE22]
and appears below. For self containment of this thesis, we also reproduce the proof.
Theorem 2.2.1 (Connectivity of degree 2 attracting basin). Let f be a rational map
of degree ≥ 2 having an attracting fixed point at p, and let B(p) be the immediate attracting
basin of p. If the degree of f : B(p) → B(p) is 2, then either B(p) is simply connected
and contains only one simple critical point or the global degree of f is 2, B(p) contains both
simple critical points and the complement of B(p) is a Cantor set.
Proof. Without loss of generality we may suppose that the fixed attracting point is p = ∞
and that it is also a critical point. The Julia set of any degree two rational map is known to
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First Pullback

Second Pullback

Third Pullback

Figure 2.3: Combinatorial pattern in the proof of Theorem 2.2.1. The boundaries of the multiply connected components V1 , V2 , and V2 are outlined in red, blue, and green respectively.
Note that U may be multiply connected when deg(f ) > 3.
be either connected or a Cantor set. Thus if deg(f ) = 2, either every Fatou domain of f , and
hence B(∞), is simply connected, or B(∞) is a multiply connected domain bounded by a
Cantor set. The latter possibility occurs if and only if both critical points of f are in B(∞).
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Thus the proof of this theorem is trivial for the case deg(f ) = 2. Assume therefore that
deg(f ) ≥ 3 and that f : B(∞) → B(∞) is a 2 − to − 1 map. We show that χ(B(∞)) ≤ 0
leads to a contradiction. Consequently, χ(B(∞)) must be equal to 1, which means that
B(∞) is simply connected.
Let V0 ⊂ B(∞) be a Jordan disk for which ∂V0 does not intersect the forward critical
orbit of f and such that V0 satisfies f (V0 ) ⊂ V0 . We can write

B(∞) =

∞
[

Vk

k=0

where Vk = f −k (V0 ) ∩ B(∞).
Suppose B(∞) is not simply connected. Then there is a first k for which Vk has a
disconnected complement. We may, after relabeling, assume that k = 1. Since the degree of
f : V1 → V0 is 2, ∂V1 consists of two component Jordan curves. Hence V1 is an annulus and
χ(V1 ) = 0. By the Riemann-Hurwitz formula 2.1.6

δ(V1 ) = 2 · χ(V0 ) − χ(V1 ) = 2 · 1 − 0 = 2
.
In particular, V0 contains another critical value, which we denote by v1 . The corresponding critical point c1 resides within V1 and there can be no other critical points in B(∞). To
see this, assume that for some j, Vj+1 is first to catch new critical points. Denote by m and
n the number of Jordan curve components of ∂Vj and ∂Vj+1 respectively. Observe that the
characteristic number of any domain P with t Jordan curve boundaries is χ(P ) = 2 − t.
Consequently, the integers m and n must satisfy the Riemann-Hurwitz equation

(2 − n) = 2 · (2 − m) − δ(Vj+1 )
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This means that n = 2 · m − 2 + δ(Vj+1 ) ≥ 2 · m + 1, for there are at least three critical
points in Vj+1 by assumption. But this is impossible, because f : Vj+1 → Vj is a 2−to−1 map
that carries at most 2 Jordan curve components of ∂Vj+1 to any one of the m components
of ∂Vj ; some component of ∂Vj would have to have 3 or more preimages in Vj+1 .
Thus no further critical points may be present in B(∞), the number of boundary Jordan
curves of Vk is double that of Vk−1 for every k ≥ 1, and f restricts to a univalent branch in
a neighborhood of each of these curves.
Note that the local degrees of f on the components of f −1 (V0 ) must add up to deg(f ) ≥ 3.
Thus there must be at least one other component U of f −1 (V0 ) which is disjoint from B(∞).
By conjugation, we may further assume that this component is at 0.
As illustrated in Figure 2.3, the first pullback of V0 is an annulus that contains the
c

critical point c1 . Label the connected component of V1 that contains U by P2 and the
other connected component by P1 . As discussed above, f is univalent in a neighborhood
of each boundary curve of Vk for all k ≥ 1. Select a thin annulus A0 ⊂ V0 (bounded by
Jordan curves) whose closure is disjoint from the postcritical set of f and having ∂V0 as
one of its boundaries. Then f −1 has branches f −1 : A0 → A1 and f −1 : A0 → A2 , where
A1 ∪ A2 = f −1 (A0 ) ∩ B(∞) are the univalent preimages of A0 in B(∞). Clearly the modulus
of A0 is preserved and we have M (A0 ) = M (A1 ) = M (A2 ).
The obvious consequence of the above discussion is that for any k ≥ 1, every component of
f −k (A0 )∩B(∞) is an annulus conformally isomorphic to A0 and having an identical modulus.
As we continue pulling back A0 under f −k , note that we generate a disjoint collection of
annuli of identical modulus. Some of these annuli are concentric and separate V0 from U .
This leads to a contradiction of Grötzsch’s Theorem 2.1.16, as these are all subannuli of the
annulus A(∂U, ∂V0 ) (Figure 2.4 illustrates the first two steps in this construction).
More precisely, observe that the disks P1 and P2 in Figure 2.3 each contain at least
one component of f −1 (P1 ) and f −1 (P2 ). Let Pk,1 and Pk,2 denote the disks that contain

CHAPTER 2. PRELIMINARIES AND NEW LEMMAS

20

First Pullback

Second Pullback

Figure 2.4: The concentric annuli A2 , A22 , A222 , ... in the proof of Theorem 2.2.1 have ∂P2 ,
∂P22 , ∂P222 , ... as boundary components. Note that U might be multiply connected and the
annulus about U might have a smaller modulus when deg(f ) > 3.
these components and whose boundary is part of ∂V1 . The four Jordan curve boundaries
∂Pk,j , 1 ≤ k, j ≤ 2, form the boundary of V2 and satisfy f (∂Pk,j ) = ∂Pj . Notice that
each boundary curve of Vn−1 has exactly one preimage in P1 ∩ Vn and exactly one preimage
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in P2 ∩ Vn . Thus we can name the boundaries of the Vn recursively; having named the
boundaries of Vn−1 as ∂Pjn−1 ,jn−2 ,..j1 for all 2n−1 combinations 1 ≤ jn−1 , jn−2 , ...j1 ≤ 2 as
we described for the case n − 1 = 2, we can label the boundaries of Vn as ∂Pjn ,jn−1 ,jn−2 ,..j1 ,
where jn = 1 if ∂Pjn ,jn−1 ,jn−2 ,..j1 ⊂ P1 ∩ Vn and jn = 2 if ∂Pjn ,jn−1 ,jn−2 ,..j1 ⊂ P2 ∩ Vn and
f (∂Pjn ,jn−1 ,jn−2 ,..j1 ) = ∂Pjn−1 ,jn−2 ,..j1 (See Figure 2.3). Label each connected component of
f −n (A0 )∩Vn as Ajn ,jn−1 ...j1 according to the unique boundary ∂Pjn ,jn−1 ,jn−2 ,..j1 that its closure
contains.
Figure 2.4 shows that the annuli A2 , A22 , A222 ... form a sequence of concentric disjoint
annuli of identical modulus that are not nullhomotopic in A = A(∂U, ∂V0 ). By Grötzsch’s
Inequality 2.1.16 we must have

∞ > M (A) ≥ M (A2 ) + M (A22 ) + M (A222 ) + ...+ =

∞
X

M (A0 ) = ∞

n=1

This is the desired contradiction. In particular if deg(f ) ≥ 3, B(∞) must be simply
connected and contain only one simple critical point.
The above Theorem has two simple, yet powerful corollaries.
Corollary 2.2.2. Let f be a rational map of degree 3 having an attracting fixed point at p.
If the immediate attracting basin B(p) of p contains more than one critical point (counted
by multiplicity), then the degree of f : B(p) → B(p) is 3 and B(p) is completely invariant.
Proof. Clearly, f : B(p) → B(p) is either a 2 − to − 1 or a 3 − to − 1 map. Since B(p)
contains at least two critical points, the local degree of f cannot be 2 by Theorem 2.2.1.
Thus f : B(p) → B(p) is a 3 − to − 1 function and B(p) is completely invariant.
Corollary 2.2.3. Let f be a cubic rational map with all critical points escaping to an attracting fixed point p. If the immediate attracting basin B(p) of p contains two critical points
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(counted by multiplicity), then all critical points are contained in B(p) and hence J(f ) is a
Cantor set.
Proof. If B(p) contains more than one critical point, then Corollary 2.2.2 implies that f :
B(p) → B(p) is a 3 − to − 1 function and B(p) is completely invariant. And since all the
critical points escape to p, they must be contained in B(p). As all the critical points are
found within the same immediate attracting basin B(p), J(f ) has to be a Cantor set by
Lemma 2.1.9.
The purpose of the next result is to affirm that a cubic rational map with either two
attracting fixed points or a cycle of two critical points may not have any additional attracting
cycles that are multiply connected.
Theorem 2.2.4 (Connectivity number of additional attracting cycles). Let f be a
cubic rational map that fixes two of its critical points or permutes them between themselves.
Then any attracting cycle of Fatou components that doesn’t intersect these critical points is
a union of simply connected sets. In fact, the grand orbit of this cycle is a union of simply
connected components.
Proof. We may assume without loss of generality that the two critical points in the hypothesis
are 0 and ∞. Because f is a cubic map, it has two additional ”free” critical points and we
denote them by c1 and c2 .
f

f

f

f

Let Cq →
− Cq−1 →
− ... →
− C1 →
− Cq be an attracting cycle of period q ≥ 1 and corresponding
to the orbit {pq , pq−1 , ..., p1 } of periodic points. Pick a disk V0,1 ⊂ C1 about p1 , having a
Jordan curve boundary that is disjoint from the forward orbit of critical points. Select the
disk small enough to insure that f q (V0,1 ) ⊂ V0,1 . For any integers 0 ≤ k and 1 ≤ j ≤ q define
S
Vk,j to be the component of f −(q·k+j−1) (V0,1 ) holding pj . Since it is true that Cj = ∞
k=0 Vk,j
for each 1 ≤ j ≤ q, the components Cj of the cycle are simply connected if and only if all
the Vk,j are simply connected.
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Sq

j=1

S∞

k=0
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Vk,j contains at least one and at most two critical points

among {c1 , c2 }. If every Vk,j contains no more than one critical point, then every Vk,j and
consequently every component Cj of the cycle is simply connected by Corollary 2.1.6. So
assume that some Vk,j captures both critical points. Without loss of generality, we may
suppose that this region is V0,2 and that therefore the critical values v1 , v2 ∈ V0,1 .
If V0,2 is simply connected then the degree of f : V0,2 −→ V0,1 is 3 and an inductive
argument quickly shows that every Vk,j is simply connected. This is so, because f generates
a multiply connected pullback U from a disk V if and only if f : U −→ V has at least as
many critical points in U as its degree. Clearly deg(f |Vk,2 ) = 3 on every pullback indexed as
Vk,2 , because every such pullback contains V0,2 . Therefore, the degree of the map over Vk,2
exceeds 2 - the number of available critical points in Vk,2 . All other Vk,j (j ̸= 2) have no
critical points. Hence, beginning with the disk V0,1 and taking sequential preimages, we can
never produce a multiply connected pullback.
Now let us consider the situation where V0,2 is not simply connected. In this scenario
the map f : V0,2 −→ V0,1 is 2 − to − 1 and V0,2 is an annulus. This means that all the
components in the cycle are infinitely connected. We know from Theorem 2.2.1 that this
cannot happen when the degree of f q : Cj → Cj is equal to 2. However, even without critical
points of f in Cj when j ̸= 2, f : Cj → Cj−1 could be a covering map that is not a conformal
homeomorphism. If this happens, the degree of f q : Cj → Cj is strictly greater than 2. We
must therefore proceed carefully to uncover a contradiction. Let us examine the possible
combinatorial patterns when V0,2 is an annular region and show that none of them emerge.
c

The unbounded component of V0,2 contains ∞ and therefore contains a preimage of
b − V0,1 which covers C
b − V0,1 via a 2 − to − 1 branched covering map. This easily implies
C
c

that 0 is in the unbounded component of V0,2 . The remaining [bounded] component of V0,2

c

b − V0,1 .
is then carried conformally onto C
Patch V0,2 to form the Jordan disk D0 = Din (V0,2 ) as per Definition 2.1.13 and observe
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this disk to be disjoint from any Cj for j ̸= 2. If this were not so, we could pick Cj ⊂ Din (V0,2 )
c

in the bounded component of V0,2 for which the pullback path
f −1 |Cj+1

f −1 |Cj+2

f −1 |C

f −1 |C

1
2
D0 −−−−−→ S1 −−−−−→ ... −−−−→
Sm−1 −−−−→
Sm

back into C2 is minimally long (say of length m). As we pull back the disk D0 via the
above sequence, we do not encounter any critical values until the m − 1th pullback Sm−1
finally captures C1 and with it the critical values v1 and v2 . Consequently, each of the m − 1
preimages are disks without any critical points and thus Sm−1 is conformally equivalent to
D0 . The next pullback engulfs C2 and with it the annulus V0,2 . At this moment, Sm has
precisely two critical points and we must only consider two possibilities.
Possibility 1: Sm is a disk.
As a disk, Sm would have to be strictly bigger than D0 and from D0 ⊂ Sm we then have

f m (D0 ) ⊂ f m (Sm ) = D0
suggesting that D0 is part of F (f ). This is clearly impossible if D0 is to intersect Cj (j ̸= 2).
Possibility 2: Sm is an annulus.
2−to−1

This happens if and only if f m : Sm −−−−→ D0 . Assuming this to be the case, let
A0 ⊂ D0 be a thin annulus with Jordan curve boundaries whose closure does not intersect
the postcritical set and with one of its boundaries equal to ∂D0 . Then there are two univalent
copies of A0 within Sm . Define D1 = Din (Sm ) and A1 to be the preimage of A0 that has
∂D1 as a boundary component.
Repeating the process with which we obtained D1 from D0 and A1 from A0 for D1 we
1
1
first construct Sm
. We see yet again that Possibility 1 cannot occur for Sm
. Thus the
1
1
1
algorithm must generate a disk D2 = Din (Sm
) and annulus A2 about the boundary of this
1

disk, where A2 is conformally equivalent to A1 .
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We can continue running this process inductively to obtain a sequence of disks

D0 ⊂ D1 ⊂ D2 ⊂ ... ⊂ Dr ⊂ ...
and the corresponding nested sequence of conformal annuli

A0 , A1 , A2 , ...., Ar , ...
with each Ar ⊂ Din (Ar+1 ) − Ar+1 . However, each Ar is also a sub-annulus of A(δ1 , δ2 ), where
δ1 is the inner boundary of A0 and δ2 is a Jordan curve in F (∞). This contradicts Grötzsch’s
inequality, because

∞ > M (A(δ1 , δ2 )) ≥

∞
X

M (Ar ) =

r=0

∞
X

M (A0 ) = ∞

r=0

and we must conclude that D0 is disjoint from any Cj (j ̸= 2) as claimed.
c

The bounded component of V0,2 , which we can also express as D0 − V0,2 , is then disjoint
from the q-cycle. If we pull back D0 along the Vj,k until the free critical points are recaptured,
the journey will take exactly q steps:
f −1 |V0,3

f −1 |V0,4

f −1 |V0,5

f −1 |V1,2

D0 −−−−−→ S1 −−−−−→ S2 −−−−−→ ... −−−−−→ Sq
The first q − 1 steps generate conformal copies of D0 , because the preimages do not land
upon critical points. The final region gains the points c1 and c2 again. Plainly, this q th
preimage of D0 cannot be simply connected, for that implies that Sq is part of the Fatou set,
just as we argued under the header Possibility 1 above. However, Sq cannot belong in the
Fatou set because V1,2 ⊂ Sq and as a disk, Sq would intersect the bounded components of
c

V1,2 (which all contain points in J(f )). In particular, Sq cannot be a disk and must therefore
be an annulus.
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Patch Sq to D1 = Din (Sq ). The above argument that proved D0 ∩ Cj = ∅ for j ̸= 2 easily
carries over to D1 . Indeed, by induction we obtain the sequence

D0 ⊂ D1 ⊂ D2 ⊂ ... ⊂ Dr ⊂ ...
where Dr = Din (Sqr−1 ) and Sqr−1 is an annular region for which f q : Sqr−1 → Dr−1 is 2−to−1.
From here, we simply follow the recipe described under Possibility 2 to obtain an infinite
sequence of mutually disjoint annuli

A0 , A1 , A2 , ..., Ar , ...
of identical modulus. As each Ar is once again a sub-annulus of that same A(δ1 , δ2 ), we find
a contradiction to Grötzsch’s Inequality. Thus, each Vk,j is simply connected and so are all
cycle basins Cj comprising the q-cycle.
It is known from the general theory on attracting cycles that at least one critical point
among c1 , c2 is in one of the cycle basins Cj . This means that every Fatou component that
converges to the q-cycle encounters at most one critical point on its way. Clearly this implies
f

f

f

that all Fatou components that eventually land on the attracting cycle Cq →
− Cq−1 →
− ... →
−
f

C1 →
− Cq are simply connected.

2.2.2

Properties of basins of parabolic cycles

Just as attracting Fatou components can be infinitely connected, infinitely connected parabolic
domains occur as well, although examples of such domains are far less frequent in the literature. Let us start with the following examples to assure that this section is necessary if
we want to claim the results of the previous section for parabolic cycles. We begin with a
family of quadratic maps.
Consider ra (z) = z +

1
z

+ a, which has a fixed parabolic point at ∞ and two critical
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points ±1. The critical values of ra are at a ± 2 respectively. Observe that if we restrict
to a ≥ 0, the right half plane H = {z : Re(z) > 0} becomes part of the Fatou set of
ra . This is geometrically evident, because any z ∈ H satisfies Re(z) < Re(ra (z)) and
|Im(z)| ≥ |Im(ra (z))|, leading us to conclude that ra (H) ⊂ H. This means that the simply
connected domain H is part attracting petal of the parabolic point at ∞. Furthermore, we
can insure that the image of the circle C = {z : |z| = 1} is carried into H by adjusting a > 2.
It follows that C and the critical point −1 on it are also part of the attracting petal for all
large enough a. Since the attracting petal has now been shown to contain both critical points
±1 and since this petal is forward invariant, it is easy to deduce (from the Riemann-Hurwitz
relation for instance) that the Fatou domain about H is multiply connected. In turn, the
Julia set of ra cannot be connected. In fact, the dichotomy for quadratic maps implies that
the Julia set is totally disconnected.
The second example is a step towards understanding what arrangement of critical points
in a cubic map is necessary to allow multiply connected parabolic domains to form. To
construct such map, begin with z → z − 2z 2 , which has a fixed parabolic point at 0 and
an attracting point at ∞. At this moment we have a quadratic function with two simply
connected Fatou components (See Figure 2.5 (a)). The point 0.5 is part of the attracting
petal at 0 and we may divert this point into the attracting basin at ∞ in order to puncture
the petal. This can be achieved via the perturbation qa (z) = z − 2z 2 +

az 3
,
z−0.5

where it is

convenient to choose a = 0.1. The resulting rational map is a cubic with one fixed critical
point at ∞ and three critical points in the multiply connected parabolic basin of attraction
at 0 (Figure 2.5 (b)).
There is sufficient similarity between the dynamics in an attracting petal domain emanating from a parabolic point with the dynamics of an immediate basin component of an
attracting cycle to provide a strong intuitive assurance that the results of the previous section extend to parabolic fixed points and parabolic cycles. Nevertheless, a rigorous proof
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az 3
z−0.5

Figure 2.5: Quadratic map with a parabolic fixed point (a) is perturbed to create a cubic
map with a multiply connected petal (b).
must overcome a substantial challenge. Unlike periodic points of an attracting cycle, which
are wholly contained within Fatou components, the parabolic point is, in contrast, on the
boundary of the basin. If we surround the parabolic point within an annulus, the pullbacks
of this annulus will experience complicated dynamics and will not naturally be disjoint and
concentric as in the attracting case.
In order to make our arguments as precise as we can master, it is helpful to review the
theory and the associated terminology that describes the dynamics near a fixed parabolic
point. With that aim in mind, we summarize the presentation on parabolic fixed points
given in chapter 10 of [Mil99].
A rational map f has a parabolic fixed point at p if f (p) = p and f ′ (p) = λ, where
λ is a root of unity (i.e λη = 1 for some positive integer η). We may always suppose
that the fixed point is p = 0. With this assumption we can express the function f as
f (z) = λz + az n+1 + O(z n+2 ) in some neighborhood of 0. In particular, when λ = 1, the
function takes the following form:

f (z) = z(1 + az n + O(z n+1 ))

(2.2.1)
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The integer n in expression 2.2.1 is called the multiplicity of the fixed point. This integer is
significant in determining the locally attracting and repelling regions about the fixed point
at the origin.
Definition 2.2.5. Let f be as in expression 2.2.1. A complex number v is called a repulsion
vector for f at the origin if the product nav n is equal +1, and an attraction vector if
nav n = −1.
Thus there are n equally spaced attraction vectors at the origin, separated by n equally
spaced repulsion vectors. Fixing v0 for some particular repulsion vector, we can describe the
rest as vj = eiπj/n v0 for j = 0, ..., 2n − 1, where vj is a repulsion vector if j is even and an
attraction vector if j is odd. It can be shown that any orbit f : z0 → z1 → ... that converges
√
to 0 without any of the zk = f k (z0 ) being equal to 0 satisfies limk→∞ n kzk = vj where j is
some odd number among 1, ..., 2n − 1. In other words, the limit exists and is equal to one of
the attraction vectors. When this happens, we say that the orbit converges to 0 along the
attraction vector vj . A similar result holds for orbits that converge to 0 under f −1 . This
time the limit is always one of the repulsion vectors.
Definition 2.2.6 (Attracting Petal). Let f be as in expression 2.2.1 with n ≥ 1 and let
vj be an attraction vector for f . A domain P will be called an attracting petal for f for the
vector vj if
1. f maps P into itself, and
2. an orbit p0 → p1 → ... under f is eventually absorbed by P if and only if it converges
to 0 from the direction vj .
Similarly, one can define a repelling petal for the repulsion vector vk in a neighborhood
of 0 where f is univalent by declaring the repulsion petal for f in the direction vk to be the
attraction petal of f −1 along the same vector. We will denote the maximal attracting petal
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corresponding to vj by Bj (0) and call this region the immediate parabolic basin of f at 0 in
the direction vj . In general, the notation Bj (p) describes the immediate parabolic attracting
basin at a fixed point p along the attraction vector vj when the multiplier is λ = 1. The
global parabolic attracting basin of p refers to the the full orbit of all immediate parabolic
attracting basins at p.
It is possible to form a full neighborhood of 0 consisting only of this parabolic point and
the attracting and repelling petals surrounding it.
Theorem 2.2.7 (Parabolic Flower Theorem). Let f be as in expression 2.2.1. Then
within any neighborhood of 0 there exist simply connected petals Pj , where the subscript j
ranges over the integers 0, ..., 2n − 1 and where Pj is either a repelling or an attracting petal
according to the parity of j. Furthermore, these petals can be chosen so that the union
{0} ∪ P0 ∪ ... ∪ P2n−1
is an open neighborhood of 0.
The petals forming the flower neighborhood of Theorem 2.2.7 have further properties
of some importance to us: When n > 1, each Pj intersects each of its two immediate
neighbors in a simply connected region Pj ∩ Pj±1 but is disjoint from the remaining Pk .
The situation when n = 1 is almost identical, except that there are only the repelling petal
P0 and attracting petal P1 in this case and the intersection P0 ∩ P1 consists of two simply
connected components.
Our next result is analogous to Theorem 2.2.1 of the previous section:
Lemma 2.2.8. Let f be a rational map of degree ≥ 2 and having a parabolic fixed point
at p corresponding to the multiplier λ = 1, and let Bj (p) be one of the immediate parabolic
basins of f . If the degree of f : Bj (p) → Bj (p) is 2, then either Bj (p) is simply connected
b→C
b is 2, the multiplicity
and contains only one simple critical point or the degree of f : C
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of the parabolic fixed point p is n = 1, Bj (p) = B1 (p) contains both simple critical points,
and the complement of Bj (p) is a Cantor set.

'

'

'

'

Figure 2.6: Construction of the quadrilateral Q and its short sub-quadrilaterals in the proof
of Step 1 of Lemma 2.2.8.

Proof. By conjugation with a Möbius map we may place the fixed parabolic point at 0. In
particular, in a neighborhood of 0, f is of the form f (z) = z(1 + az n + O(z n )). According to
the Parabolic Flower Theorem 2.2.7, there exists a punctured neighborhood N (0) − {0} =
S2n−1
k=0 Pk about the origin that is formed from the union of 2n simply connected attracting
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Or

Figure 2.7: Diagram for Step 2 of Lemma 2.2.8.
and repelling petals Pk . When the multiplicity of the parabolic fixed point is n > 1, each
petal Pj overlaps exactly two of its adjacent neighbors. When n = 1, there exist only two
petals - one attracting and one repelling petal - and these intersect in two simply connected
domains. We adjust these petals so that their boundaries are Jordan curves and ∂Pj is
disjoint from the postcritical set of f . Since the Pk are attracting petals when k is odd, these
Pk satisfy f (Pk ) ⊂ Pk . On the other hand, when k is an even number, Pk is a repelling petal
and f −1 (Pk ) ⊂ Pk .
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Let Bj (0) be an immediate parabolic basin of 0 that satisfies the hypothesis of Lemma
2.2.8. We express Bj (0) as the countable union

Bj (0) =

∞
[

Pj,r

r=0

where Pj,r = f −r (Pj ) ∩ Bj (0). Since f (Pj ) ⊂ Pj , it is clear that Pj,r ⊂ Pj,r+1 for each
nonnegative integer r.
By hypothesis, the degree of f : Bj (0) → Bj (0) is 2 so Bj (0) can only become multiply
connected if some Pj,r contains several distinct critical points. If this Pj,r contains exactly
2 critical points, it follows from Corollary 2.1.7 that Pj,r is multiply connected and each of
its boundary components is mapped bijectively onto some component of ∂Pj,r−1 . Moreover,
the Riemann-Hurwitz Formula 2.1.5 makes it clear that Bj (0) can never contain more than
two critical points.
The assertions of Lemma 2.2.8 are verified once it is shown that a multiply connected
Bj (0) forces the multiplicity of the parabolic fixed point to be n = 1 and that this multiplicity,
in turn, is only consistent with a multiply connected Bj (0) = B1 (0) if deg(f ) = 2. We
therefore assume that some Pj,r contains two distinct critical points. We designate these
critical points by c1 and c2 and their corresponding critical values by v1 and v2 respectively.
Our proof breaks into two steps.
Step 1: n > 1.
Without loss of generality, we stipulate that the first r for which c1 , c2 ∈ Pj,r is r = 1.
By construction, Pj,0 = Pj intersects its neighbors Pj±1 in simply connected regions. We
use the Jordan curve boundary of the petal neighborhood N (0) to construct a quadrilateral
c

Q as follows (See Figure 2.6): Let Q = N (0) . To turn Q into a quadrilateral, we mark
four corners on ∂Q = ∂N (0), which we use to ”fold” Q into a rectangle that determines its
modulus. Denote by e1 and e2 the corners where ∂N (0) meets ∂Pj ∩ ∂Pj−1 and ∂Pj ∩ ∂Pj+1
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respectively. Similarly, let e3 and e4 denote the corners where ∂N (0) meets ∂Pj+1 ∩ ∂Pj+2
and ∂Pj−1 ∩ ∂Pj−2 mod 2n respectively. The flower in the upper left corner of Figure 2.6
illustrates this labeling for the case n = 3.
The boundary ∂Q with its four marked points makes Q into a quadrilateral, whose edges
are the segments α, β, α′ , and β ′ . The labels on the edges are assigned to the four segments
of ∂N (0) as they are traced from consecutively indexed corners in the counterclockwise
direction. Figure 2.6 depicts the α-curves in solid green highlight and the β-curves in dashed
green highlight.
Let Q0 ⊂ Q be a short sub-quadrilateral of Q along α that is contained in Bj (0) and
whose closure, Q0 , has empty intersection with the postcritical set of f (See Definition
2.1.21). Because f (α) ⊂ f (∂Pj ) ⊂ f (Pj ) ⊂ Pj , it is possible to select Q0 thin enough to
have empty intersection with f −1 (Q0 ). This generally implies that f −r1 (Q0 ) ∩ f −r2 (Q0 ) = ∅
for any non-negative integers r1 < r2 . As none of the components of f −r (Q0 ) ∩ Bj (0) contain
critical points for any r ∈ N, it follows from the Riemann-Hurwitz formula 2.1.5 that f r
is univalent on each component of f −r (Q0 ) ∩ Bj (0). This means that the modulus of each
component of f −r (Q0 ) ∩ Bj (0) is identical to M (Q0 ).
Let Qr ⊂ f −r (Q0 ) ∩ Pj,r be the quadrilateral whose α-designated segment lies on the
outer boundary of Pj,r . Then, since the β-designated curves of Q0 are in the repelling petals
Pj±1 , the β-designated curves of Qr get closer to the parabolic fixed point 0 with each
incremental increase of r. In particular, when r ≥ 1, each Qr contains a segment of the β
and β ′ curves of Q in its interior and, indeed, each of them reaches outside the bounds of
cr (See Definition 2.1.19) by replacing its
Q. We can trim Qr to a tall sub-quadrilateral Q
β-designated curves with the segments of β and β ′ of ∂Q in the interior of Qr . By Lemma
cr ) and since the Q
cr are disjoint short sub-quadrilaterals of Q we may
2.1.20, M (Qr ) ≤ M (Q
evoke Grötzsch’s Inequality for Quadrilaterals 2.1.22:
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∞ > M (Q) ≥

∞
X

cr ) ≥
M (Q

r=1

∞
X

M (Qr ) ≥

r=1
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∞
X

M (Q0 ) = ∞

r=1

In light of the contradictory nature of the above inequality, we are forced to conclude
that none of the Pj,r can be multiply connected when n > 1.
Step 2: n = 1.
By the Parabolic Flower Theorem 2.2.7, there exists a punctured neighborhood N (0)−{0}
about the origin that is formed by taking the union of the overlapping attracting and repelling
petals P0 ∪ P1 . As in Step 1, we require ∂N (0) to be a Jordan curve and ∂P1 to have empty
intersection with the postcritical set of f . Since P1 is an attracting petal, it must satisfy
f (P1 ) ⊂ P1 . With this, we can write

B1 (0) =

∞
[

P1,r

r=0

where P1,r = f −r (P1 ) ∩ B1 (0).
Our hypothesis fixes the degree of f : B1 (0) → B1 (0) at 2. There is nothing to prove if
B1 (0) is simply connected, so assume B1 (0) is multiply connected with c1 , c2 ∈ B1 (0). We
wish to show that deg(f ) = 2 and B1 (0)c is a Cantor set.
Without loss of generality, assume that v1 , v2 ∈ P1,0 = P1 and hence that P1,1 is the first
multiply connected petal in the sequence of pullbacks of P1 . This implies that f is an injective
map on each boundary component of P1,r for r ≥ 1. Just as in Step 1 of the proof, we can
generate the rectangles Q0 , Q1 , Q2 ... and their trimmed tall sub-rectangles Q0 , Q′1 , Q′2 , ... from
a suitably chosen segment of ∂N (0). To do so, note that the intersection of the attracting
and the repelling petals, P0 ∩ P1 , is the disjoint union of two simply connected regions. We
give these regions the labels YL and YR respectively (See Figure 2.7). ∂N (0) ∩ ∂YR is a
single point. Denote this point by e1 . Similarly, ∂N (0) ∩ ∂YL is also a single point, which
we denote by e2 . Let α be the segment of ∂N (0) ∩ ∂P1 joining e1 to e2 and let Q0 be a thin
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quadrilateral along α, meeting the same requirements as Q0 from Step 1.
The constructions of the Qr and Q′r proceed exactly as in that prior step when we assumed
n > 1, yielding a contradiction if ∂N (0) can be made into the boundary of a quadrilateral
c

Q = N (0) . This can be accomplished whenever it is possible to mark two appropriately
chosen additional points, e3 and e4 , on ∂N (0). These two points must be the endpoints of a
segment of ∂N (0) ∩ ∂P0 meeting the ray R+ · v0 of the repulsion vector v0 . If this segment
does not intersect any Qr for r ≥ 0 and the Qr have nonempty intersection with Q for all
the pullback levels, the segment can serve as the α′ edge of the large quadrilateral Q. The
existence of such a segment allows us to replicate the argument by contradiction from Step
1. We therefore assume that no such segment can be found. Our goal is to show that the
connected component of J(f ) that contains the parabolic fixed point 0 is the single point
component {0}.
With that end in mind, assume first that all the Qr have nonempty intersection with
c

c

some petal neighborhood N (0) . Because N (0) cannot be made into a quadrilateral Q of
finite modulus, least we have a contradiction at hand, infinitely many Qr intersect any arc
on ∂N (0) that crosses the ray R+ · v0 . Moreover, the Qr do not intersect the segment of the
ray that resides within P0 . By shrinking the repelling petal P0 , we expose a segment on the
ray R+ · v0 that the Qr do not touch. Figure 2.7 indicates the presence of this segment as
an auburn protruding linear section along the v0 vector. We show that this is an impossible
pattern. The argument is easiest to clarify once we map the shrunken petal P0 to the left
half-plain. As indicated by the bottom picture of Figure 2.7, the truncated quadrilaterals Q′r
form concentric arcs about the protruding line segment. By reflection in the imaginary axis,
the Q′r can be completed to concentric annuli about the protruding section. These annuli
are all contained in the doubly connected region, whose boundaries Q0 and its reflection
and the auburn slit in the right half-plain. This doubly-connected region is conformally
homeomorphic to a round annulus of finite modulus. However, the annuli Ar obtained from
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the Q′r satisfy M (Ar ) ≤ M (Ar+1 ) for all r ≥ 0 and this is impossible by the Grötzsch
inequality (Theorem 2.1.16).
It follows that the Qr must eventually enter any repelling petal P0 . In particular, since
we can choose the initial attracting petal P1 with boundary that does not intersect J(f )
except at the one point 0, the parabolic fixed point can be made the limit of closed disks
with vanishing diameter. As the boundaries of these disks are in the Fatou set, save for the
point 0, the Julia component of 0 must be a single point. From here, it is not difficult to
conclude that J(f ) is a Cantor set and therefore that B1 (0) = F (f ). This means that the
degree of f : B1 (0) → B1 (0) must actually be the same as deg(f ) on the entire Riemann
b Thus, f is a quadratic rational map with the single Fatou component B1 (0), whose
sphere C.
complement is a Cantor set.
Theorem 2.2.9. Let f be a cubic rational map that fixes two of its critical points or permutes
them between themselves. If f has a parabolic fixed point p, then each Fatou component that
is attracted to p under iterations of f must be simply connected.
Proof. The cubic rational map f can have at most four critical points and it is clear that the
two critical points on the bounded forward orbit cannot converge to the parabolic fixed point
p. By conjugation, we assign these critical points at 0 and ∞. We label the remaining ”free”
critical points as c1 and c2 and denote the corresponding critical values with the letters v1
and v2 respectively.
ν

The point p satisfies f ′ (p) = λ, where λ = e2πi η for some rational number

ν
η

reduced

to simplest terms. Therefore, in some small neighborhood of p, f η (z) has the power series
expansion

f η (z) = p + (z − p)(1 + a(z − p)n + O(z − p)n+1 ).
In particular, f η has n immediate parabolic basins of attraction and we denote them by
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B2j+1 (p), where j ∈ 0, 1, ..., n − 1. Any Fatou component whose forward iterates converge
to p under f must go through one of the B2j+1 (p). It is known that at least one of the
immediate parabolic attracting basins of f η contains a critical point of f . Thus, once it is
known that each B2j+1 (p) is simply connected, verifying that simple connectivity holds for
every component of the global parabolic attracting basin of f at p is trivial, being an almost
instant consequence of Corollary 2.1.6. To complete the proof, we must therefore show that
each B2j+1 (p) is simply connected.
To simplify discussion, assume without loss of generality that ν = 1 and η = n. With
this assumption, f (B2j+1 (p)) = B2j+3 (p) mod 2n. A different choice of

ν
η

may compel f to

act as some different single cycle, which involves all the B2j+1 , or distribute these basins
among several disjoint cycles. When there are several disjoint cycles, we simply apply the
argument below to each of them. Therefore, the choice ν = 1 and η = n is justified.
We wish to show that if any given B2j+1 (p) isn’t simply connected, then f η : B2j+1 (p) →
B2j+1 (p) is of degree 2. Since the multiplier of f η at p is λη = 1, we may then apply Lemma
2.2.8 to conclude that B2j+1 (p) must in fact be simply connected.
To that end, let P0,1 be a simply connected petal of f η in B1 (p) with a Jordan curve
boundary, ∂P0,1 , and such that P0,1 is disjoint from the postcritical set of f . For 0 ≤ j ≤ n−1
and any non-negative integer k, denote by Pk,2j+1 the petal domain of f η in B2j+1 (p) that
f η·k+n−j maps to P0,1 . By the assumption that η = n, these petals exhaust the immediate
parabolic basins of attraction at p. Indeed, we can write
n−1
[
j=0

B2j+1 (p) =

∞
n−1
[[

Pk,2j+1 ,

j=0 k=0

whereby any and hence all B2j+1 (p) are simply connected if and only if each of the petals
Pk,2j+1 is simply connected. Suppose therefore that some petal isn’t simply connected.
Without loss of generality, the first such petal is P0,2n−1 - the immediate preimage of P0,1
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under f . As P0,1 is simply connected, this situation can only occur if f : P0,2n−1 → P0,1 is a
2 − to − 1 map and P0,2n−1 is an annular region containing the free critical points c1 and c2 .
This also means that the corresponding free critical values v1 and v2 belong to P0,1 .
c

Both the bounded and unbounded components of P0,2n−1 must contain a preimage of
c

P0,1 = Dout (P0,1 ) (See Definition 2.1.13). That is, each of the two regions of P0,2n−1

c

intersects f −1 (Dout (P0,1 )). Note that the disk Dout (P0,2n−1 ) ̸⊂ f −1 (Dout (P0,1 )), because this
disk contains the critical point ∞ and yet the boundary of Dout (P0,2n−1 ) is mapped injectively
onto ∂P0,1 . This means that the unbounded component of f −1 (Dout (P0,1 )) is an annular
subset of Dout (P0,2n−1 ) containing both 0 and ∞. The preimage set f −1 (Dout (P0,1 )) is then
a union of one bounded disk component, which we denote with U0 (b), and one unbounded
annular component - U0 (∞). We emphasize that f : U0 (b) → Dout (P0,1 ) is univalent and
that f : U0 (∞) → Dout (P0,1 ) is a 2 − to − 1 branched covering map.
It follows that the filled-in petal Din (P0,2n−1 ) is void of critical values (which are 0, ∞,
v1 , and v2 ). Moreover, Din (P0,2n−1 ) does not intersect the forward orbit of {0, ∞} and it
takes η − 1 = n − 1 successive pullbacks of Din (P0,2n−1 ) to recapture the free critical values
v1 , v2 :

f −1

f −1

f −1

Din (P0,2n−1 ) −−→ Din (P0,2n−3 ) −−→ ... −−→ Din (P1,1 ).
As these preimages are all disks void of critical points, each is a univalent pullback. Specifically, this implies that f η−1 : P1,1 → P0,2n−1 is a univalent map. On the other hand, the
pullback
−1
P^
(Din (P1,1 ))
1,2n−1 ⊂ f

to the component of f −1 (Din (P1,1 )) containing P1,2n−1 captures c1 and c2 and therefore
^
^
cannot be univalent. Moreover, P^
1,2n−1 cannot be a disk. For if P1,2n−1 were a disk, P1,2n−1
would contain Din (P0,2n−1 ) and therefore U0 (b). However, the disk U0 (b) contains a pole,
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in
implying that that there are points in P^
1,2n−1 that are mapped to the exterior of D (P1,1 ),
in
in
^
contrary to P^
1,2n−1 being a pullback of D (P1,1 ). Therefore f : P1,2n−1 → D (P1,1 ) is a

2 − to − 1 map and by the Riemann-Hurwitz Theorem 2.1.5, P^
1,2n−1 is an annulus. As both
c1 and c2 belong to P1,2n−1 , we may also conclude that f : P1,2n−1 → P1,1 is a 2 − to − 1 map.
In particular, this shows that

f

f η−1

P1,2n−1 →
− P1,1 −−−→ P0,2n−1
is of degree 2.
We have demonstrated that f η : P1,2n−1 → P0,2n−1 is of degree 2. Substituting P^
1,2n−1
in place of P0,2n−1 , Din (P1,1 ) in place of P0,1 , U1 (b) in place of U0 (b), and U1 (∞) in place of
U0 (∞), we may repeat the above detailed argument verbatim to conclude that f η : P2,2n−1 →
P1,2n−1 is of degree 2. Indeed, by carrying out this procedure recursively, it can be verified
that f η : Pk+1,2n−1 → Pk,2n−1 is of degree 2 for every non-negative integer k. As B2n−1 (p) =
S∞
η
k=0 Pk,2n−1 , it is now evident that f : B2n−1 (p) → B2n−1 (p) satisfies the hypothesis of
Lemma 2.2.8 and hence B2n−1 (p) cannot be multiply connected.
Analogous to the statement on attracting cycles in Theorem 2.2.4, we have the following
result.
Theorem 2.2.10 (Connectivity number of rationally indifferent cycles). Let f be a
cubic rational map that fixes two of its critical points or permutes them between themselves.
Then any rationally indifferent (parabolic) cycle of Fatou components is a union of simply
connected sets. In fact, the grand orbit of this parabolic cycle is a union of simply connected
components.
f

f

f

f

Proof. Assume that we encounter a rationally indifferent cycle pq →
− pq−1 →
− ... →
− p1 →
− pq
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of length q. Then there exists an integer t ∈ N, such that
f q·t (pj ) = pj + (z − pj )(1 + a(z − pj )n + O(z − pj )n+1 )

for all 1 ≤ j ≤ q. In particular, each flower in this parabolic cycle has n petals which are
the immediate parabolic attracting basins of f q·t . Index these basins by Bl , 0 ≤ l ≤ q · n − 1
and assume that f (Bl ) = Bl+1 mod q · n. Our assumption implies that each Bl is part of the
same cycle. When this is false, we simply have several disjoint cycles of the Bl and apply
the argument below to each of them.
By conjugation, the critical points of f with the finite forward orbit are 0 and ∞. We label
the remaining two free critical points as c1,2 and the corresponding critical values as v1,2 . Let
V0,0 be a petal subdomain of B0 with ∂V0,0 a Jordan curve not intersecting the postcritical
set of f . As a petal domain, V0,0 satisfies f q·n (V0,0 ) ⊂ V0,0 and we can define for any k > 0
and 0 ≤ l ≤ q · n − 1 the petal domain Vk,l to be the component of f −(kqn+l) (V0,0 ) ∩ Bqn−l ,
where we compute qn − l mod qn.
At this moment, the proof follows the same lines of argument as what was presented in
the proof of Theorem 2.2.4, except that the construction of annular regions in the attracting
cycle case must now be replaced with the corresponding construction of quadrilaterals with
identical modulus as in Lemma 2.2.8. With this modification, the proof is complete.

2.2.3

Necessary conditions for Herman rings

This subsection aims to gather together several definitions, statements, and lemmas that
serve as common background in the proofs of the non-existence of periodic Herman rings
under the conditions that either Chapter 4 or Chapter 5 impose on the generating function.
In particular, the first of these proofs prohibits the appearance of periodic Herman rings
when the cubic rational map has two attracting points (See subsection on Herman rings
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in Chapter 4). The second proof is very similar. With only minor adjustments, the same
conclusion is reached regarding the dynamics of cubic rational functions that permute two
critical points.
f

f

f

f

Let f be any rational map for which A0 →
− A1 →
− ... →
− Aq−1 →
− A0 is a cycle of Herman
rings of period q ≥ 2. Select an f q - invariant Jordan curve γ0 in A0 and for each 1 ≤ k ≤ q−1
b into two disks with γk as their shared boundary.
set γk = f k (γ0 ). Then each γk partitions C
Definition 2.2.11. We say that the annulus Ak is innermost if one of the complementary
disks to γk is disjoint from any Aj when j ̸= k. We denote this disk by I(Ak ) and refer to it
as the innermost disk of Ak . We call Ak and I(Ak ) the last innermost annulus and
last innermost disk respectively, if the innermost property holds for Ak but the preimage
of I(Ak ) intersecting Ak−1 isn’t simply connected.
It is clear that there is always at least one innermost Herman ring Ak and that only one
of the complementary components of γk is disjoint from all other Herman rings in the cycle.
Hence I(Ak ) is well-defined.
Lemma 2.2.12. Let A0 → A1 → ... → Aq−1 → A0 be a cycle of Herman rings and
γ0 → γ1 , → ... → γq−1 → γ0 be the corresponding Jordan curve cycle as described above.
Then
(1) There exists a last innermost annulus Ak for some 0 ≤ k ≤ q − 1. Moreover, at least
two critical values of f are in I(Ak ).
(2) The pullback Uk−1 of I(Ak ) with boundary γk−1 is multiply connected and disjoint
from I(Ak ).
(3) No pullback of I(Ak ) may contain I(Ak ) as a subset.
Proof. Assume that no innermost Ak satisfying property (1) in the above lemma exists. Then
starting at some innermost annulus Ak we see that the pullback of I(Ak ) to the component
of f −1 (I(Ak )) with boundary γk−1 is a disk Uk−1 . This disk is void of all Herman rings Aj
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for j ̸= k − 1 or else I(Ak ) = f (Uk−1 ) wouldn’t be void of some Aj for j ̸= k. This proves
that Ak−1 is also innermost and identifies Uk−1 as I(Ak−1 ).
Repeating the above argument recursively from Ak−1 , we find that all the rings in our
cycle are innermost with the property that the corresponding innermost disks form the cycle
f

f

f

f

I(A0 ) →
− I(A1 ) →
− ... →
− I(Aq−1 ) →
− I(A0 ). This is impossible, as it would suggest that
these disks are part of the Fatou set despite each disk having a nonempty intersection with
a boundary component of the Herman ring cycle. The cycle of innermost disks can only be
stopped from forming if the preimage component of some I(Ak ) to the boundary curve γk−1
isn’t simply connected and this requires the presence of at least two critical values within
I(Ak ). The innermost annulus Ak whose I(Ak ) contains these critical values satisfies the
first claim made in this lemma.
We have already verified that Uk−1 is not simply connected. To finish claim (2), observe
that ∂Uk−1 and ∂I(Ak ) do not intersect so that if Uk−1 ∩I(Ak ) ̸= ∅, then either Uk−1 ⊂ I(Ak )
or γk ⊂ Uk−1 . Each situation is impossible:
Uk−1 ⊂ I(Ak ) implies that γk−1 ⊂ I(Ak ), in contradiction to I(Ak ) being an innermost
disk. Similarly, γk ⊂ Uk−1 would mean γk+1 = f (γk ) ⊂ f (Uk−1 ) = I(Ak ), again going against
the hypothesis that no γj resides in I(Ak ).
Finally, to prove claim (3), let Pk−1 be any pullback of I(Ak ). If I(Ak ) ⊂ Pk−1 , then
f (I(Ak )) ⊂ f (Pk−1 ) = I(Ak ). This makes I(Ak ) part of the Fatou set, although we know
that I(Ak ) contains one of the boundaries of Ak and therefore intersects the Julia set. This
completes the proof.
Each of the four critical points of a generic cubic rational map may form an infinite
forward orbit by iteration. However, the maps considered in Chapters 4 and 5 may possess
at most two such critical points. The role played by the remaining two periodic critical
points is of secondary significance as far as the formation of Herman rings is concerned. In a
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sense, one may compare our special classes of cubic functions with Milnor’s bi-critical maps.
Indeed, a slight modification of J. Milnor’s Theorem A.2. in [Mil00] suffices to eliminate the
most likely combinatorial pattern in forecasts predicting a cycle of Herman rings. Below is
a detailed description of the result that we want.
Lemma 2.2.13. Let f be a rational map of arbitrary degree and having at most two critical
points that are not periodic. If f has a cycle of Herman rings, then any innermost ring
cannot contain both of these critical points within its associated innermost disk. Similarly,
the corresponding critical values are not together in the innermost disk.
Proof. Label the two [potentially] non-periodic critical points in the hypothesis as c1 and c2
and designate the critical values by v1 and v2 respectively. Each remaining critical point is
periodic by hypothesis and therefore part of some attracting cycle.
We fist gather a finite collection of Jordan curves Υ from each attracting cycle component
as follows:
Let

f

f

f

f

C0 →
− C1 →
− ... →
− Cs−1 →
− C0
be some attracting cycle of period s ≥ 1. We can select a Jordan disk neighborhood V about
the fixed point of f s in C0 , such that f s (V ) ⊂ V . Additionally we require the pullback of
V by f s to C0 to be a disk (i.e that f −s (V ) ∩ C0 still be a disk), making sure that ∂V is
disjoint from the postcritical set.
Assign µ0 = ∂V , µ1 = f −1 (µ0 ) ∩ C1 ,..., µs−1 = f −1 (µq−2 ) ∩ Cs−1 and append these s
curves to Υ. Repeat the same procedure for every attracting cycle to complete the collection
Υ.
Let q denote the period of the Herman ring. If q = 1, the following process is straightforward. Our proof is presented for q ≥ 2. Consider the cycle A0 → A1 → ... → Ap−1 → A0
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of Herman rings and let Γ be the union of f q -forward invariant Jordan curves γ0 → γ1 , →
... → γq−1 → γ0 corresponding to the Herman ring cycle.
The nth preimage of the collection Γ ∪ Υ, f −n (Γ ∪ Υ), partitions the Riemann sphere
into what Milnor refers to as nth-level Shishikura puzzle pieces. Because Γ ⊂ f −1 (Γ) ⊂
f −2 (Γ) ⊂ ... ⊂ f −n (Γ) and because the seed disks V in the attracting cycle are expanding
under preimages, it is clear that every nth-level puzzle piece is a subset of some n − 1-level
puzzle piece.
We now focus on the puzzle pieces having a boundary in Γ. Assign a dynamically
consistent orientation to each γk and note that γk separates the Riemann sphere into the left
disk DkL and the right disk DkR according to the orientation of γk . The curve γk lies at the
(n)

boundary of exactly two nth-level Shishikura pieces. Denote the one contained in DkL by Lk
(n)

and the one in DkR by Rk . Define the level n left neighborhood L(n) of Γ to be the union
(n)

(n)

(n)

(n)

L0 ∪...∪Lq−1 , and define the right neighborhood R(n) = R0 ∪...∪Rq−1 . Following Milnor’s
example, we then argue that the left neighborhood L(n) as well as the right neighborhood
R(n) of Γ each contain at least one critical point of f . This is accomplished in the following
way:
Suppose that for some n ≥ 1, the level n neighborhood L(n) contains no critical points.
(n)

(n−1)

(n)

Then for each 0 ≤ k ≤ q − 1 the map f acts as a covering map from Lk onto Lk+1 ⊃ Lk+1
(n)

and each puzzle piece Lk is a hyperbolic Riemann surface having a Poincare metric. Select
(n)

an f q -invariant curve α in L(n) ∩ A0 and denote by ℓk (f k ◦ α) the arclength of f k ◦ α in the
(n)

puzzle piece Lk . One of two possibilities must hold:
(n)

(n)

Case 1: If f (Lk ) = Lk+1 , then the puzzle pieces are locally isometric with respect to
their Poincare metrics and we have

(n)

(n)

ℓk (f k ◦ α) = ℓk+1 (f k+1 ◦ α)
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(n)

Case 2: If f (Lk ) is bigger than Lk+1 , then f must strictly increase Poincare arclength
with the implication that

(n)

(n)

ℓk (f k ◦ α) < ℓk+1 (f k+1 ◦ α)
No matter the situation, we have

(n)

(n)

(n)

(n)

q
ℓ0 (α) ≤ ℓ1 (f ◦ α) ≤ ℓ2 (f 2 ◦ α) ≤ ... ≤ ℓ(n)
q (f ◦ α) = ℓ0 (α)

since f q ◦ α and α parametrize the same loop. Thus equality must occur throughout and
(n)

(n)

Case 2 never happens. But this means that f (Lk ) = Lk+1 for every k mod q and therefore
(n)

(n)

(n)

f q (L0 ) = L0 , which assigns L0

to the Fatou set. Clearly the boundary of the Herman
(n)

ring A0 intersects with the puzzle piece L0 . This boundary is in the Julia set and we have a
contradiction. This proves that every level n left neighborhood of Γ has at least one critical
point. The same argument holds for any R(n) .
For all large enough n, the left and right neighborhoods of Γ are disjoint. Moreover,
the critical points with finite critical orbit are cut out from every L(n) and every R(n) , since
these critical points are the periodic points of attracting cycles and are therefore encircled
by curves in Υ or their preimages. This means that the critical points in L(n) ∪ R(n) are c1
and c2 , with each critical point in a different neighborhood. In particular, if γk is a curve
of an innermost annulus Ak , c1 and c2 cannot both reside in I(Ak ). More precisely, suppose
that c1 , c2 ∈ I(Ak ) - a disk we may assume to be identical with the left neighborhood DkL of
c

γk . Then for every j ̸= k, γj ⊂ DkL , making the right neighborhood R(n) of Γ disjoint from
DkL and hence cut from accessing the critical points in DkL . As this is impossible, the critical
points c1 and c2 do not both reside in I(Ak ) or any other innermost disk.
It is now an easy matter to show that the critical values v1 and v2 cannot be both inside
an innermost disk I(Ak ) as well. Either the left or the right neighborhood of Γ is disjoint
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from I(Ak ) no matter the level. Without loss of generality, assume that R(n) is disjoint and
c2 ∈ R(n) . Then v2 ∈ f (R(n) ) = R(n−1) stays outside I(Ak ) and the critical values are not
together in I(Ak ) as desired.

Chapter 3
Escape to an attracting fixed point
3.1

Setup And Summary Of Results

As already mentioned in the introduction, this chapter explores some conditions on degree
3 rational maps for which the classification of Julia sets still carries over from the quadratic
case. In particular, we will prove that a cubic map f , whose four critical points are all
convergent to the same attracting fixed point, can only have two types of Julia sets; either
J(f ) is connected or it is a Cantor set. An analogues result also appears to hold if all critical
points converge under iteration to a rationally indifferent fixed point, but a rigorous proof
to this fact (or its refutation) is still an ongoing project.
By a rational map with escaping critical points we mean that all critical points converge
to the same attracting fixed point under iteration. Throughout the chapter, unless otherwise
specified, f stands for a cubic rational map imbued with this escape dynamics on its critical
set, with convergence happening about the attracting fixed point p. We denote the immediate
attracting basin of f at p by B(p).
If the degree of f : B(p) → B(p) is 3, then B(p) is completely invariant under f . Thus,
the escaping hypothesis implies that all critical points are contained in B(p) and then, by
48
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Lemma 2.1.9, the Julia set J(f ) of f is a Cantor set. To affirm the dichotomy of the Julia
sets for all maps f that satisfy the escape hypothesis, it suffices to handle the case when the
degree of f : B(p) → B(p) is 2 and where each critical point contained in B(p) is simple.
Denote by p−1 the preimage of p not in B(p). Clearly, B(p) contains at least one critical
point. In fact, without loss of generality, we may simply assume that p is a critical point.
Through conjugation by a Möbius transformation, we further assume p = ∞ and p−1 = 0.
So one only needs to prove the dichotomy of Julia sets for the cubic maps of the following
form with all critical points escaping to ∞.

f (z) = z 2 +

Az 2 + Bz + C
,
z

(3.1.1)

where A, B, C ∈ C.
The Julia set J(f ) is then classified as follows.
Theorem 3.1.1 (Escape Theorem for 3.1.1). Assume that all finite critical points of f
in the form (3.1.1) are attracted to ∞ under iteration of f .
1. If there is one finite critical value contained in the immediate attracting basin B(∞)
of ∞, then all finite critical points are contained in B(∞) and hence J(f ) is a Cantor
set.
2. If there are no finite critical values in B(∞), then J(f ) is connected and locally connected.
A rather involved proof of statement 1 is available in our prior published work (See
[HE20]). A completed proof of statement 2 is presented in our second paper [HE22]. When
J(f ) is connected, it is not necessarily a Sierpinski curve. Such an example was provided by
Prof. Weiyuan Qiu (See Figure 3.1 c). In section 3.2 we present a short proof of statement
1; In section 3.3 we obtain statement 2 by proving the following theorem.
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z

(c) f (z) = z 2 − 1 +

(b) f (z) = z 2 −
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0.2
z

0.028
z

Figure 3.1: Illustrations to Theorem 3.1.1 (a) A Cantor Set. (b) A Sierpinski Curve. (c) A
Non-Sierpinski connected set.
Theorem 3.1.2. Let f be a cubic rational map with all critical points escaping to an attracting fixed point p. If B(p) contains only one critical point counted by multiplicity, then
J(f ) is connected.

3.2

The Cantor Set Case

Let f be a map of the form 3.1.1, whose critical points escape to ∞. The immediate attracting
basin B(∞) of f is of local degree 2 ≤ deg(f |B(∞) ) ≤ 3. If deg(f |B(∞) ) = 3, then B(∞)
is completely invariant. By the escape hypothesis, B(∞) is a sink for the critical orbit and
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this is only possible in conjunction with complete invariance if all the finite critical points
c1 , c2 , c3 of f are already in B(∞) at the start. It then follows from Lemma 2.1.9 that J(f )
is a Cantor set when deg(f |B(∞) ) = 3. Next we claim that the degree on B(∞) must be 3:
Part 1 of Theorem 3.1.1 assumes that at least two critical points are located in B(∞).
Theorem 2.2.1 along with its two corollaries then preclude deg(f |B(∞) ) = 2. Specifically,
note that Corollary 2.2.3 is exactly statement (1) of Theorem 3.1.1 for p = ∞. It follows
that deg(f |B(∞) ) = 3 and the proof of statement (1) is complete.

3.3

The Connected Case

In this section we prove the second part of Theorem 3.1.1.
By hypothesis, B(p) contains only one critical point, which, without loss of generality, is
the fixed point p. It is easily seen from the dynamics on B(p) that this basin of attraction
is simply connected and that f −1 (B(p)) consists of B(p) and one additional component B1 ,
which f carries univalently onto B(p). By conjugation, we may further suppose that p = ∞
and f −1 (∞) ∩ B1 = {0}. Besides ∞, f has 3 finite critical points (up to multiplicity),
which we denote by c1 , c2 , and c3 , and which correspond to the critical values v1 , v2 , and v3 .
Equality may hold among pairs of critical values or pairs of critical points without affecting
the argument below.
Having verified that B(∞) and B1 are simply connected we now show that all remaining
Fatou components of f must be topological disks as well. Since all the critical points of f
escape to ∞, the only Fatou domains left to consider are components of some f −n (B(∞))
for n ≥ 2. Assume for the sake of contradiction that one of these components is not simply
connected and let m + 1 be the smallest integer n for which f −n (B(∞)) contains a multiplyconnected domain. Denote this domain by Bm+1 and its forward itinerary by Bm+1−k =
f k (Bm+1 ) for 0 ≤ k ≤ m + 1. Thus we have
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f

Bm+1 →
− Bm →
− ... →
− B1 →
− B0 = B(∞)
Notice that Bm+1 must hold at least 2 of the free critical points c1 , c2 , c3 and the degree
d of f : Bm+1 −→ Bm satisfies 2 ≤ d ≤ 3.
Now B0 is not necessarily a Jordan disk. Indeed, Figure 3.1 (c) displays such a Julia set,
in which ∂B0 = ∂B(∞) is self-intersecting. To avoid regions with complicated boundaries,
we will work with a proper Jordan sub-domain of B0 . To this end, let V0 ⊂ B(∞) be a
Jordan disk containing ∞ as well as the forward images of all critical points within Bm+1 .
Select V0 so that ∂V0 is disjoint with the postcritical set and define Vk = f −k (V ) ∩ Bk for all
k ∈ {0, ..., m + 1}. In particular, V0 ⊂ B0 = B(∞), V1 ⊂ B1 , V2 ⊂ B2 , ..., Vm+1 ⊂ Bm+1 . By
construction, Vm+1 captures all the critical points of Bm+1 and from the Riemann-Hurwitz
equation 2.1.5 we obtain

0 ≥ χ(Vm+1 ) = d · χ(Vm ) − δ(Vm+1 ) ≥ 2 − 3 = −1
It is clear at once that χ(Vm+1 ) = −1 is impossible, because the complement of such a
c

region consists of 3 connected components, with each containing a preimage of Vm . Since
c

∞ ∈ Vm , it would follow that f −1 (∞) = {∞, 0, w} for some point w ̸= ∞, 0. However,
we know that f −1 (∞) = {∞, 0} and therefore w cannot exist. In particular χ(Vm+1 ) = 0,
δ(Vm+1 ) = 2 or δ(Vm+1 ) = 3, and Vm+1 is an annular region bounded by Jordan curves.
Without loss of generality, we may assume that v1 , v2 ∈ Vm and c1 , c2 ∈ Vm+1 . The remaining
critical value v3 may or may not be a resident of Vm and we make no assumptions about its
location.
Note that Vm+1 must separate V1 from V0 , for otherwise the bounded component of Vm+1

c

contains some preimage of ∞ that is neither ∞ nor 0. Label the boundary of the component
c

of Vm+1 that contains V1 as ∂ in Vm+1 and boundary of the component containing V0 as
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∂ out Vm+1 .
We now proceed to show that no such m exists. First if m = 1, f : A(∂V1 , ∂ in V2 ) −→
A(∂V1 , ∂V0 ) would have to be a univalent map. This must be so because f carries ∂V1 onto
∂V0 in a one-to-one fashion and there are no other preimages of ∂V0 within A(∂V1 , ∂ in V2 ).
By Corollary 2.1.17 however, no conformal map from a sub-anulus A2 = A(∂V1 , ∂ in V2 ) onto
a super-anulus A1 = A(∂V1 , ∂V0 ) is possible. It follows that m ≥ 2.
Assume now that m ≥ 2. We will extract a contradiction by describing a recursive
procedure, in which a selection of a thin sub-anulus A0 of A(∂V1 , ∂V0 ) generates two pairwise
disjoint sub-annuli AR and AL of A(∂V1 , ∂V0 ), and whose moduli satisfy M (AR ) ≥ 21 ·M (A0 ),
M (AL ) ≥

1
2

· M (A0 ). By resetting A0 to A0 := AR and A0 := AL , we will, in turn, procure

four mutually disjoint sub-annuli ARR , ALR , ARL , ALL of A(∂V1 , ∂V0 ), which do not intersect
their progenitors. The moduli of these four annuli add up at least to the modulus of the
very first annulus with which we have started. In this fashion, we will construct an infinite
sequence of mutually disjoint sub-annuli of A(∂V1 , ∂V0 ) with the property that at step n ≥ 0
S
−j
(A0 ) of the form AX1 ,X2 ,...,Xn , where
this sequence gains exactly 2n components in ∞
j=0 f
X1 , X2 , ..., Xn ∈ {R, L}. The minimal modulus of each of the 2n annuli at the nth step,
n
Mn = min{M (AX1 ,X2 ,...,Xn ) : Xt ∈ {R, L}}, abides by the estimate Mn ≥ 12 · M (A0 ). The
sum of the moduli at all the levels will however violate Grötzsch’s Inequality 2.1.16:
∞
X

∞
X

 n
1
∞ > M (A(∂V1 , ∂V0 )) ≥
M (A0 ) = ∞
2 · Mn ≥
2 ·
2
n=0
n=0
n

n

Although the initial annulus A0 will be chosen within Vm+1 , the recursive procedure
necessitates the more general assumption that the initial sub-annulus A0 of A(∂V1 , ∂V0 ) is
S
−j
selected in ∞
(Vm+1 ).
j=0 f
Since the existence of a doubly connected region Vm+1 would imply the presence of an A0
within it at which the recursive process can start, we are able to conclude that Vm+1 must
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in fact be simply connected.
Our argument is broken into two cases.

Case 1: Vm+1 separates Vm from V1 .
Pick any proper sub-annulus A0 of A(∂V1 , ∂V0 ) in

S∞

j=0

f −j (Vm+1 ), which separates Vm from

V1 , whose closure is disjoint from the forward orbits of the critical points of f , and whose
boundaries are Jordan curves (One such annulus is contained within Vm+1 so that the set of
S
−j
(A0 ) are pairwise
choices isn’t vacuous). Notice that all connected components of ∞
j=0 f
disjoint annular regions with Jordan curve boundaries; The domains at different pullback
levels do not intersect, because the f −i (A0 ) and f −j (A0 ) are subsets of distinct Fatou components for i ̸= j, whereas the connected components of f −j (A0 ) for some fixed j do not
intersect by default. Our choice of A0 insures that no iterated pre-image can catch critical
S
−j
(A0 )
points and therefore the characteristic of every connected component within ∞
j=0 f
must equal χ(A0 ) = 0, which verifies that every component is doubly connected. The following construction identifies two daughter annuli AR and AL of A0 having the properties
1. If A0 ⊂

S∞

j=0

f −j (Vm+1 ) is a proper sub-annulus of A(∂V1 , ∂V0 ) that separates Vm from

V1 , then so are AR and AL .
2. The moduli of A0 , AR , and AL are related by the inequalities

M (AR ) ≥

1
· M (A0 )
2

M (AL ) ≥

1
· M (A0 )
2

Begin this construction by labeling ∂A0 = ∂ in A0 ∪ ∂ out A0 in the manner dealt with
Vm+1 and designate D0 = Din (∂ out A0 ). From hypothesis (1) about A0 , we also infer that
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Pattern 1

Pattern 2

Pattern 3

Figure 3.2: 3 Combinatorial patterns in the proof of Theorem 3.1.2 for the case when Vm+1
separates Vm from V1 . In the drawing m = 3 and k = 2. Pattern 1 illustrates what
happens when the critical point c3 is not in any Dj ; There is no reduction in modulus for
AR and AL . Pattern 2 exhibits the event that c3 is trapped in D1 , resulting in M (AR ) =
M (AL ) = 21 · M (A0 ). Finally, Pattern 3 considers the possibility of capturing c3 in D2 . Here
M (AR ) = 21 · M (A0 ) and M (AL ) = M (A0 ).
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c

Vm ⊂ D0 = Dout (∂ out A0 ).
c

Let 1 ≤ k ≤ m − 1 be the integer for which Vk ⊂ D0 , but Vk+1 , Vk+2 , ..., Vm ⊂ D0 . For
each 1 ≤ j ≤ m + 1 − k define Dj ⊂ f −j (D0 ) as the component containing Vk+j . None
of D0 , D1 , D2 , ..., Dm−k contain ∞ or the critical values v1 , v2 of Vm ; The choice of k makes
m − k the smallest integer, for which f m−k (Vm ) = Vk ⊂ D0 and this prevents catching the
critical values v1 and v2 or any points residing in Vm before the m − k th preimage of D0 .
As for ∞, since it is a fixed point, it cannot be attained by taking preimages of domains
that do not already contain it. Therefore, there is at most one critical value v3 that each
of the above domains may claim. Applying Corollary 2.1.6 recursively on these domains,
we get that D0 , D1 , D2 , ..., Dm−k are all simply connected. The boundaries of these disks
are different level pullbacks of ∂ out A0 and therefore cannot intersect. In particular, for any
0 ≤ s < t ≤ m − k, either Ds ∩ Dt are disjoint, or one is a proper subset of the other.
The latter option isn’t possible, because D0 = f s (Ds ) does not contain Vk+t−s , whereas
Vk+t−s ⊂ Dt−s = f s (Dt ). Hence Ds ∩ Dt = ∅. Similarly, Dm+1−k ∩ Dj = ∅ for any
1 ≤ j ≤ m − k, because f j (Dj ∩ Dm+1−k ) ⊂ f j (Dj ) ∩ f j (Dm+1−k ) = D0 ∩ Dm+1−k−j = ∅.
All of the domains D1 , D2 , ..., Dm+1−k are therefore pairwise disjoint. Please note, however,
that Dm+1−k ∩ D0 ̸= ∅.
The region Dm+1−k contains Vm+1 , but cannot claim either of the connected compoc

nents of Vm+1 fully, since 0, ∞ ∈
/ Dm+1−k . It follows that the region Dm+1−k is multiply
connected and must be an annular domain by virtue of the same considerations that determined χ(Vm+1 ) = 0. Evidently, Vm+1 must be a sub-annulus of Dm+1−k (See Figure 3.2 for
illustration).
Now recall that boundaries of D0 , D1 , ..., Dm+1−k are Jordan curves in the collections
∂ out A0 , f −1 (∂ out A0 ),..., f −(m+1−k) (∂ out A0 ) respectively. For 0 ≤ j ≤ m − k, define Aj ⊂
f −j (A0 ) ∩ Dj to be the annular component along ∂Dj . Define AR and AL to be the components of f −(m+1−k) (A0 ) ∩ Dm+1−k that line the unbounded and bounded regions of Dm+1−k

c
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respectively.
We have

f

f

f

f

f

f

AL →
− Am−k ... →
− A1 →
− A0
and

AR →
− Am−k ... →
− A1 →
− A0
We wish to verify that both AR and AL satisfy property (1) of the recursion setup. Since
S
−j
(A0 ) is trivially true.
they are iterated pullbacks of A0 , the statement AR ∪ AL ⊂ ∞
j=0 f
To demonstrate that AR and AL separate Vm from V1 , recall that Vm ⊂ Dm−k is disjoint
c

c

from Dm+1−k . Thus Vm ⊂ Dm+1−k and Vm lies in the unbounded component of Vm+1 by
hypothesis. As Vm+1 is a sub-annulus of Dm+1−k , Vm must also be a subset of the unbounded
c

component of Dm+1−k . This means at once that Vm resides in the respective components
c

c

of AR and AR which hold ∞. Since Dm+1−k separates 0 from ∞, the desired conclusion
about AR and AL is at hand.
To assert that AR and AL satisfy the inequalities of property (2), we examine three
combinatorial patterns:
1. c3 is not in any Dj for 1 ≤ j ≤ m + 1 − k. (See Pattern 1 of Fig. 3.2)
If this happens, the Riemann-Hurwitz Theorem 2.1.5 guarantees that each Dj is a
conformal copy of D0 for 1 ≤ j ≤ m − k and that f : Dm+1−k −→ Dm−k is a 2-to-1
map. In particular, each of the two boundary curves of Dm+1−k is carried once onto
∂Dm−k , whence AR , AL are conformally equivalent to Am−k and therefore to A0 . It
follows that M (AR ) = M (AL ) = M (A0 ).
2. c3 ∈ Dj for some 1 ≤ j ≤ m − k (See Pattern 2 of Fig. 3.2)
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In this situation, everything is as in pattern (1), except now f : Dj −→ Dj−1 is a 2-to-1
map and hence M (Aj ) =
1
2

1
2

· M (Aj−1 ). It quickly follows that M (AR ) = M (AL ) =

· M (A0 ).

3. c3 ∈ Dm+1−k (See Pattern 3 of Fig. 3.2)
In this configuration we generate a sequence of univalent pullbacks up until Dm+1−k ,
which f carries thrice onto the disk Dm−k . The inner boundary of the doubly-connected
c

region Dm+1−k lies in the component of Vm+1 containing 0. As the connected comc

ponent of f −1 (Dm−k ) holding 0 has only one pre-image of ∞, this means that the
inner boundary of Dm+1−k is mapped bijectively onto ∂Dm−k . The outer boundary
of Dm+1−k is then covering ∂Dm−k twice. Consequently f : AL → Am−k is a conformal homeomorphism and f : AR → Am−k is a 2-to-1 covering map. We obtain
M (AR ) =

1
2

· M (A0 ) and M (AL ) = M (A0 ).

We are now free to apply the recursive procedure starting at A0 ⊂ Vm+1 to generate
multiple disjoint subannuli A0 , AR , AL , ARR , ARL , ALR , ALL , ... of A(∂V1 , ∂V0 ) whose moduli
add up to infinity and thereby violate Groẗzsch’s Inequality: From each level n − 1 annulus
AX1 ,..,Xn−1 construct AR,X1 ,..,Xn−1 and AL,X1 ,..,Xn−1 by treating AX1 ,..,Xn−1 as the initial A0 .
Case 2: Vm+1 separates Vm from V0 .
An argument to disprove this case has been already presented in [HE20]. However, the
procedure from Case 1 above can readily be adjusted to deal with this situation as well;
Select A0 as before, except this time separating Vm from V0 . Let D0 = Dout (∂ in A0 ). Then
V0 ⊂ D0 and D0 ∩(V1 ∪Vm ) = ∅. From the sequential containment of sets Vm+1 ⊂ f −1 (Vm ) ⊂
f −1 (V1 ∪ Vm ), it follows that Vm+1 has empty intersection with f −1 (D0 ). On the other hand,
the inclusion V0 ⊂ D0 implies that V0 ∪ V1 ⊂ f −1 (D0 ) so that Vm+1 separates the part of
f −1 (D0 ) containing V0 from the part that holds V1 . The preimage f −1 (D0 ) clearly consists of
1, 2, or 3 connected components. There cannot be 3 components, because ∞ ∈ D0 has only
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two distinct pre-poles and the exclusion of Vm+1 from f −1 (D0 ), means that f −1 (D0 ) cannot
be one connected piece. Thus, f −1 (D0 ) = DL ∪ DR is a union of two disjoint components,
where V1 ⊂ DL and V0 ⊂ DR .
Since c1 , c2 ∈
/ f −1 (D0 ), there are at most two critical points in f −1 (D0 ), with ∞ ∈ DR .
Thus we see that f : DL → D0 is a conformal homeomorphism between two disks and
f : DR → D0 is a 2 − to − 1 branched covering map, where DR is either a disk or an annulus.
Choose AL to be the component of f −1 (A0 ) along the boundary of DL and AR ⊂ f −1 (A0 )
to be the annulus in DR that separates V0 from Vm+1 (and hence also from Vm ). Then
M (AL ) = M (A0 ) and M (AR ) = 21 M (A0 ) or M (AR ) = M (A0 ), depending on whether DR is
a disk or an annulus.
We can now reset AR := A0 and apply the same procedure we have just described to
procure ALR and ARR . The procedure insures that M (AXR ) ≥ 12 M (AR ) ≥ ( 12 )2 M (A0 ) for
X ∈ {L, R}. The left-hand annulus requires a bit more care:
S
−j
(Vm+1 ), AL cannot intersect Vm and must either separate Vm from
Since AL ⊂ ∞
j=0 f
V0 or from V1 . If AL separates Vm from V0 , we reset AL := A0 and apply the procedure in
Case 2. If AL separates Vm from V1 , we are back to Case 1. Regardless of the situation,
the annuli ALL and ARL have a modulus that is at least as large as 21 M (A0 ) and therefore
strictly larger than ( 21 )2 M (A0 ).
In general, at the nth stage of construction, having generated 2n−1 annuli AX1 ,...,Xn−1
with Xt ∈ {L, R} such that M (AX1 ,...,Xn−1 ) ≥ ( 12 )n−1 M (A0 ), we create daughter annuli
AL,X1 ,...,Xn−1 and AR,X1 ,...,Xn−1 from each AX1 ,...,Xn−1 in this collection. We use the algorithm for right annuli if X1 = R, and the more delicate process if X1 = L, just as we did
while procuring AXR and AXL from AR and AL respectively. The modulus of each n-level
annulus is at least half the modulus of its parent and so each nth level annulus satisfies
M (AX,X1 ,...,Xn−1 ) ≥ ( 12 )n M (A0 ). The sum of the moduli of the n-level annuli is thus greater
than or equal to M (A0 ).
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Just as in Case 1, we obtain a disjoint sequence of subannuli A0 , AR , AL , ARR , .., of
A(∂V1 , ∂V0 ) whose sum of moduli diverges to infinity. It follows that neither Case 1 nor
Case 2 can occur and therefore Vm+1 must be simply connected. As this implies that all
S
−1
the domains in ∞
(B(∞)) are simply connected, we conclude from Lemma 2.1.4 that
n=0 f
J(f ) is connected.

Chapter 4
Two fixed critical points
4.1

Setup And Summary Of Results

In this chapter we study cubic maps with two attracting fixed points. The immediate basin
of each attracting fixed point contains at least one critical point and hence it suffices to
investigate the case when the two fixed points are critical points themselves. To that end,
let f be a cubic rational map that fixes two critical points x and y. Then x and y are
attracting fixed points and we may conjugate f to place them at 0 and ∞ respectively. The
general setting for studying the properties of J(f ) is to further assume that f −1 (0) = {0, s}
and f −1 (∞) = {∞, t}. Under these added conditions, f takes the form

fµ,s,t (z) = µz 2

z−s
,
z−t

(4.1.1)

where s ̸= t and t ̸= 0.

√

This setup arranges the critical points of fµ,s,t at 0, ∞ and cc
1,2 =

(s+3t)±

(s+3t)2 −16st
.
4

We

can make things simpler by further reducing the expression 4.1.1 to a two parameter family
as follows:
Notice that for s = 3 and t = 1/3, we obtain cb1 = cb2 , which means that the two simple
61
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free critical points merge into one. It therefore makes sense to consider the family
z − (3 − a)
z − (1/3 − a)

fλ,a (z) = λz 2

(4.1.2)

z−3
of perturbations in z → z 2 z−1/3
. Indeed, the family fλ,a is conjugate to the family fµ,s,t via

the linear map

z→
where λ =

µ(3s−3t)
8

and a =

8z
3s − 3t

(4.1.3)

s−9t
.
3s−3t

p
The critical points of fλ,a are 0, ∞, and c1,2 = 1 − (a ± 2 a/3).
When s · t ̸= 0, fµ,s,t is conjugate to
fν,b (z) = νz 2

via the linear map z →

√

stz, where b = −

bz + 1
, b ̸= 0, 1
z+b

ps
t

(4.1.4)

and ν = −sµ.

The first example of a cubic rational map with a Herman ring of period 1 was given by
Arnold (See [Shi87]) in the family
eαi
fα,r (z) =
z
0 < r <

1
,
5



z−r
1 − rz

2
,

(4.1.5)

and α is an irrational number. Inspired by this example, we found through

experiments that the map fν,b has a Herman ring of period 1 when ν = eαi , with α an
irrational number and |b| is sufficiently large. Then we found the existence of Herman ring
of period 1 for maps in the family fν,b was already given in [BFGH05].
Proposition 4.1.1 ([BFGH05]). There exist λ and a ̸= 0 such that F (fλ,a ) contains a
Herman ring of period 1.
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An example of period 1 Herman ring for fλ,a with suitable parameters λ and a is illustrated
in Figure 4.1.
The main focus in [BFGH05] was on the collection of parameter pairs (ν, b) for which a
fixed Herman ring exists. It is therefore natural to inquire about the existence of Herman
ring cycles of period q ≥ 2. In this chapter, this question is answered in the negative.
Proposition 4.1.2. No fλ,a has Herman rings of period q ≥ 2.
The central aim of the chapter is to classify the Julia sets according to the position of
the free critical values with respect to the Fatou components B(0) and B(∞) in which the
two fixed critical points reside. With this in mind, define v1,2 = fλ,a (c1,2 ). We will refer to
v1 and v2 collectively as the free critical values of fλ,a .
When v1 or v2 eventually lands on B(0) ∪ B(∞) under successive iterations by fλ,a , we
describe the dynamic by saying that vk escapes. We call the dynamical pattern ”the escaping
n
n
case” when there exists an n ≥ 0 such that {fλ,a
(v1 ), fλ,a
(v2 )} ⊂ B(0) ∪ B(∞).

The map fλ,a always has at least two components corresponding to the two immediate
basins of attraction at 0 and ∞ and consequently the Julia set J(fλ,a ) can never be a Cantor
set. The Julia set of fλ,a can nevertheless in a sense resemble a Cantor set.
b having countably many
Definition 4.1.3. A semi-Cantor set is a perfect subset of C
Jordan curve components and uncountably many single point components.
With the above comments in mind we have
Theorem 4.1.4 (Classification of J(fλ,a )). The Julia set J(fλ,a ), λ, a ̸= 0, is classified as
follows.
1. If both v1 and v2 are contained in B(0) or B(∞), then J(fλ,a ) is a ”semi-Cantor set”.
2. For any other escaping case of c1 and c2 , J(fλ,a ) is connected.

CHAPTER 4. TWO FIXED CRITICAL POINTS

64

Figure 4.1: A Fixed Herman ring for fλ,a with parameters λ ≈ 0.263458 + 0.232779i and
a = 7/45 The invariant circle |z| = 32/45 and the approximate boundaries of the Herman
ring are shown in red.
3. For any non-escaping case, if there is no Herman ring, then J(fλ,a ) is connected.
Theorem 4.1.5 (Classification for maps with two attracting points). Let f be a
cubic rational map f with two attracting fixed points and having no Herman ring. Then
1. the Fatou set F (f ) of f is either comprised of simply connected domains or of one
uncountably connected domain and countably many Jordan disks;
2. the Julia set J(f ) of f is either connected or a disconnected set semi-conjugate to a
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(b) fλ,a : λ = −1 and a = 0.01

(c) fλ,a : λ = −0.3 and a = −0.01

Figure 4.2: Possible Julia set types according to Theorem 4.1.4. Picture (a): both free critical
values are located in the immediate attracting basin of ∞, whereby J(fλ,a ) is a semi-Cantor
set. Picture (b): both free critical points are in the large Y-shaped region which is eventually
mapped onto the immediate attracting basin at ∞, resulting in a connected Julia set. Note
that ∂B(∞) is not a Jordan curve. Picture (c): both free critical values are non-escaping.
The free critical values are contained inside a completely invariant attracting region shown
in black.
Cantor set with all connected components being of single points except for countably
many Jordan curves.

CHAPTER 4. TWO FIXED CRITICAL POINTS

4.2

66

The Nonexistance Of Herman Ring Cycles

The purpose of this entire section is to show that no Herman ring cycles of period q ≥ 2 can
be generated by members of the family fλ,a . The reader should refer to the subsection on
Herman rings in Chapter 2 for the necessary preliminary discussion.
The special role of the points 0 and ∞ for the family of maps fλ,a can be exploited in
eliminating certain arrangements of the critical values around a Herman ring cycle and we
shall have occasion to refer to the next result.
Lemma 4.2.1. If one of the curves in the cycle γ0 → γ1 , → ... → γq−1 → γ0 separates 0
from ∞, then so do the rest of the curves in the cycle.
Proof. An equivalent formulation of this lemma is the claim that if one curve in the cycle is
not separating then neither are the rest. With this version of the statement in mind, suppose
without loss of generality that γ0 does not separate 0 and ∞.
γ0 is the boundary of two adjacent disks. Label the one holding {0, ∞} by Dout (γ0 ) and
−1
note that every component of fλ,a
(Dout (γ0 )) must contain at least one root and at least one

pole. Since 0 and ∞ are simultaneously critical values and critical points, the component
−1
of fλ,a
(Dout (γ0 )) that captures ∞ is not a univalent pullback; it must hence contain more

than one root (up to multiplicity) and more than one pole (up to multiplicity). This clearly
−1
forces 0 and ∞ in the same component Oq−1 of fλ,a
(Dout (γ0 )).

Observe that fλ,a (γq−1 ) = ∂Dout (γ0 ) and so γq−1 must either be a boundary component of
Oq−1 or utterly disjoint from Oq−1 . Regardless, Oq−1 and hence {0, ∞} are in one component
c
of γq−1
. In particular, γ0 not separating implies that γq−1 is not separating as well.

We can apply the above argument inductively to γ0 ← γq−1 ← ... until we cycle back
to γ0 . In doing so, we verify that each γk is not separating and the proof of the lemma is
complete.
Proposition 4.2.2. No fλ,a has Herman rings of period q ≥ 2.
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Proof. Let A0 → A1 → ... → Aq−1 → A0 be a cycle of Herman rings and γ0 → γ1 , → ... →
γq−1 → γ0 be the corresponding choice of Jordan curves that cycle within them. Without loss
of generality, we may assume that A0 is a last innermost Herman ring that satisfies Lemma
2.2.12. Our proof (by contradiction) breaks into two parts. In Part 1, we show that I(A0 )
contains at most two critical values. As we already know in light of Lemma 2.2.12, I(A0 )
has to contain at least two critical values. Thus, it is enough to prove that no combinatorial
arrangement in which I(A0 ) contains exactly two critical values is possible to complete the
argument by contradiction. We do so in Part 2 of the proof.
Part 1: I(A0 ) has at most 2 critical values.
(1) Assume that all 4 critical values of fλ,a are found within I(A0 ). Then both v1 and v2
are elements of an innermost disk in contradiction to Lemma 2.2.13.
Alternatively, note that if all 4 critical values are in I(A0 ), then 0 and ∞ are among
them. By the hypothesis that I(A0 ) is last innermost, the pullback Uq−1 of I(A0 ) to γq−1
is multiply connected and hence fλ,a is not univalent over Uq−1 . In particular, Uq−1 has to
contain several preimages of 0 and ∞ (up to multiplicity), which means {0, ∞} ⊂ Uq−1 . This
violates the second claim in Lemma 2.2.12, stating that Uq−1 ∩ I(A0 ) = ∅. We conclude that
this arrangement of critical values can never occur.
(2) Consider now the possibility of exactly 3 critical values within I(A0 ). At least one of
these critical values is an element of {0, ∞} and we may assume without loss of generality
that 0 ∈ I(A0 ). As Uq−1 is the non-univalent pullback of I(A0 ), it must contain at least
two roots (up to multiplicity). This means 0 ∈ Uq−1 and therefore Uq−1 ∩ I(A0 ) ̸= ∅. The
same line of reasoning from the second paragraph in (1) instantly brings us to the desired
contradiction.
Part 2: I(A0 ) cannot contain 2 critical values
(1) Neither 0 nor ∞ may be elements of I(A0 ); By Lemma 2.2.12, the pullback Uq−1 to
γq−1 is disjoint from I(A0 ) and f : Uq−1 → I(A0 ) is non-univalent. We already know from
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the discussion in Part 1, that should 0 (or ∞) be found in I(A0 ), it would also be found
within Uq−1 .
(2) It is only left to consider {v1 , v2 } ⊂ I(A0 ) and this is trivial. Because the points c1
and c2 are the only critical points that might not be on a cycle, Lemma 2.2.13, prevents the
corresponding critical values v1 and v2 from staying together inside any innermost disk.

4.3

The Classification Of Julia Sets In The Two Fixed
Point Case

In this section we set out to prove Theorem 4.1.5, which is an instant consequence of Theorem
4.1.4. We must merely verify the three statements under Theorem 4.1.4 and the justification
of both theorems will be complete. We outline each statement and its proof in the following
propositions.
Proposition 4.3.1. If both v1 and v2 are contained in B(0) or B(∞), then J(fλ,a ) is a
”semi-Cantor set”.
Proof. Without loss of generality, assume v1 , v2 ∈ B(∞). From Corollary 2.2.2 it immediately follows that B(∞) is completely invariant and every other Fatou component is simply
connected. Because B(∞) covers itself thrice via a branched covering map having three
critical points, the basin of attraction at ∞ is multiply connected (and hence infinitely connected). There could be no other completely invariant Fatou component, for the existence
of such would imply that every Fatou region is simply connected, which cannot apply to
B(∞).
Now observe that the closure of any bounded Fatou component is disjoint from the
closure of every other bounded Fatou component. Indeed, if we take a sufficiently small
disk V0 ⊂ B(∞) with Jordan boundary such that ∞ ∈ V0 , fλ,a (V0 ) ⊂ V0 , and ∂V0 doesn’t
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intersect the forward critical orbit, then

B(∞) =

∞
[

Vn

n=0
−n
where Vn ⊂ fλ,a
(V0 ) is the component containing ∞. When n is sufficiently large, v1 , v2 ∈ Vn

and all the critical points save for 0 are in Vn as well. Denote by P0 the component of Vn

c

−1
that contains B(0). It is clear that fλ,a
(P0 ) can have at most two connected components,
−1
because 0 ∈ P0 and fλ,a has only two distinct roots, namely fλ,a
(0) = {0, 3 − a}. Since P0
−1
contains only the one critical value 0, each component of fλ,a
(P0 ) is a Jordan disk. In fact,
−1
−1
fλ,a
(P0 ) is a union of exactly two disks. Otherwise, if fλ,a
(P0 ) is one Jordan disk, the fixed
−1
−1
−1
critical point 0 ∈ fλ,a
(P0 ) ∩ P0 forces fλ,a
(P0 ) ⊂ P0 and this implies that P0c ⊂ fλ,a
(P0c ).

Hence P0c is part of the Fatou set. Specifically, because ∞ ∈ P0c , P0c is a closed Jordan disk
that must be a subset of B(∞). But Vn ⊂ P0c is multiply connected and there must be some
component of Vnc that also resides within P0c . This is a contradiction, for each component of
Vnc intersects J(fλ,a ).
The roots 0 and 3−a cannot be contained within a single Fatou region, as that would have
made B(0) completely invariant and thus prevented B(∞) from being multiply connected.
−1
As fλ,a
(P0 ) is the disjoint union of two disks, one must be the preimage disk containing

the critical point 0 and hence B(0) - denote it by P0,0 - and the other is the univalent
preimage P1,0 that houses the trap door T into B(0). Every other Fatou component which
will eventually escape to B(0) must first enter T and hence go through P1,0 . We see at once
that T is disjoint from B(0). The attracting basin and trap door are disconnected from one
another by the open sets P0,0 ∪ P1,0 . Moreover, ∂B(0) ⊂ P0,0 , because ∂P0,0 is in the Fatou
set. Similarly, ∂T ⊂ P1,0 .
−1
−1
The component P0,0,0 of fλ,a
(P0,0 ) enclosing B(0) must be disjoint from fλ,a
(T ), because

preimages of T are mapped into P1,0 , whereas fλ,a (P0,0,0 ) = P0,0 . Continuing in this manner,
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we see that P0,0,... contains B(0) and that this component is disjoint from the closure of any
iterated preimage of B(0).
The boundary of B(0) must be a Jordan curve, because we may set W to be the complementary component of B(0) containing B(∞) and D = B(∞) and apply the statement
of Morosawa’s theorem 2.1.14 to U = B(0). All other Julia components are either points or
boundaries of Fatou components. The boundaries of simply connected Fatou components
eventually land on ∂B(0). As the corresponding Fatou components never encounter critical
values on their journey to B(0), their boundaries are homeomorphic to ∂B(0). Thus every
non-single-point Julia set component is some iterated preimage of ∂B(0) and is itself a Jodan
curve. Therefore,J(fλ,a ) is a semi-Cantor set.

Proposition 4.3.2. If the critical values v1 and v2 escape to {0, ∞} without being in the same
immediate basin of attraction (as per Proposition 4.3.1), the Julia set J(fλ,a ) is connected.
Proof. By hypothesis, no more than one free critical value resides in B(0) ∪ B(∞). First,
let us consider what happens when one free critical value sits within an immediate basin of
attraction. Specifically, assume v1 ∈ B(0). We show that, unless v2 ∈ B(0), every Fatou
component is simply connected. With v2 ∈ B(0), we get back to the case described by
Proposition 4.3.1.
Assume therefore that v2 ∈
/ B(0). Since B(0) contains the two critical values 0 and v1 ,
we know from Corollary 2.2.2 that B(0) is completely invariant. Theorem 2.1.8 then insures
that all remaining Fatou components are simply connected. All that is left is to argue that
B(0) is simply connected as well.
Let ϵ > 0 be small enough so that Nϵ (0) = {z : |z| < ϵ} has a disjoint boundary from the
postcritical set and fλ,a (Nϵ (0)) ⊂ Nϵ (0). For 0 < t ≤ 1, define U0t = Ntϵ (0) and designate
−n
by Unt and Wnt the components of fλ,a
(U0t ) containing the roots 0 and 3 − a respectively (As

components of the preimage, Unt and Wnt are either disjoint domains or Unt = Wnt ). Then for
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Case 1

Case 2

Case 3

Figure 4.3: The 3 combinatorial patterns in the proof of Theorem 4.3.2. Case 2 of the
diagram illustrates the dynamic when m = 3
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n=0
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Unt . Furtheremore, the complete invariance of

B(0) means that there is a smallest integer n(t) for which Unt = Wnt when n ≥ n(t).
t
is a 3 − to − 1 map for every n ≥ n(t). Moreover, the critical
Hence fλ,a : Unt → Un−1
t
point c1 ∈ B(0) must be in Un(t)
or else, from the Riemann-Hurwitz equation, we calculate

t
t
χ(Un(t)
) = 3 · χ(Un(t)−1
) − δ(0) = 3 − 1 = 2

whereas the characteristic of any Jordan sub-domain of the Fatou set is at most 1. In fact,
t
, B(0) is necessarily simply connected, because then
it is easy to see that when c1 ∈
/ Un(t)−1
t
t
the free critical point is only acquired by some Un(t)
when fλ,a is 3 − to − 1 on Un(t)
. That

is, if B(0) is multiply connected, then the U t and W t domains merge after the U t capture
t
the critical point c1 . We therefore suppose c1 ∈ Un(t)−1
and derive a contradiction.

The integer function n(t) is a decreasing function of t and we can slide t ↘ 0 starting
at t = 1 until n(t) jumps above n(1). More precisely, let s = sup{t : n(t) > n(1)}. At
s
s
s
, and, by
= Wn(1)+1
, Un(1)+1
this moment s, we have n(s) = n(1) + 1. Therefore, c1 ∈ Un(1)
n(1)

s
s
s
s
the continuity of z → fλ,a (tz), ∂Un(1)
∩ ∂Wn(1)
̸= ∅. The boundaries of Un(1)
and Wn(1)

are Jordan curves and the point(s) of their intersection must be critical points. This means
s
s
that c2 ∈ ∂Un(1)
∩ ∂Wn(1)
⊂ B(0). Hence we have v2 ∈ B(0) and this contradicts our

assumption that 0 and v1 are the only critical values in B(0). Thus, if v1 ∈ B(0) ∪ B(∞),
but v2 ∈
/ B(0) ∪ B(∞), every Fatou set is simply connected and therefore the Julia set is
connected.
Now suppose v1 , v2 ∈
/ B(0)∪B(∞), but each critical value eventually lands in either B(0)
or B(∞) under forward iterations of fλ,a . It is easy to see that if the immediate basin of
an attracting fixed point contains exactly one critical value, the basin is simply connected.
The only critical value of B(0) is 0 and the only critical value of B(∞) is ∞. Thus B(0)
and B(∞) are simply connected. Furthermore, if the free critical values do not both belong
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in the same Fatou component, each Fatou domain of fλ,a contains at most one critical value
−n
and therefore the preimages fλ,a
(B(0) ∪ B(∞)) are unions of topological disks. It follows by

Lemma 2.1.4 that the Julia set is connected.
Suppose therefore that v1 and v2 both escape to the same attracting point in the same
Fatou component. Without loss of generality, let this attracting point be ∞. Let m ≥ 1 be
m
m
the smallest integer such that fλ,a
(v1 ), fλ,a
(v2 ) ∈ B(∞) and V0 be a be a topological disk
m
(v1 ),
bounded by a Jordan curve, whose closure is contained in B(∞), and such that ∞, fλ,a
m
(v2 ) belong in the interior of V0 . We can express the entire basin of attraction of ∞,
and fλ,a
S∞ −n
n=0 fλ,a (B(∞)), as the union of successive preimage domains
∞
[

−n
fλ,a
(B(∞))

=

n=0

∞
[

−n
fλ,a
(V0 )

n=0

−k
Define V1 , V2 ,...,Vm+1 by letting Vk be the component of fλ,a
(V0 ) that contains the points
m+1−k
m+1−k
fλ,a
(c1 ) and fλ,a
(c2 ).

If Vm+1 is simply connected, it easily follows that the Fatou set is a countable union
of topological disks. The Julia set will then be connected by Lemma 2.1.4 and we are
done. Therefore, assume that Vm+1 is not simply connected. Since Vm+1 contains both
critical points c1 and c2 and the degree of fλ,a at each critical point is 2, it follows from the
Riemann-Hurwitz formula that

χ(Vm+1 ) = d · χ(Vm ) − 2 = d − 2 ≥ 0
where d ≥ 2 is the local degree of fλ,a on Vm+1 .
Hence Vm+1 is not simply connected if and only if Vm+1 is an annulus and the degree
of fλ,a on Vm+1 is d = 2. We prove that this situation cannot happen by discarding every
associated combinatorial pattern as impossible.
Case 1: Vm+1 separates B(0) from B(∞).
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Under this assumption, Vmc consists of two components U (0), U (∞) containing B(0) and
B(∞) respectively. Since these components contain critical points (for instance, 0 ∈ U (0)
−1
b − Vm is at least 2. Similarly the
and ∞ ∈ U (∞)), the degree of fλ,a : U (0) ∩ fλ,a
(Vmc ) → C
−1
degree of fλ,a : U (∞) ∩ fλ,a
(Vmc ) → Vmc is also at least 2. But this is impossible, because the

sum of the degrees of a cubic rational function on the preimage components must add up to
3 (See Case 1 of Fig. 4.3).
c

Case 2: B(0), B(∞), and Vm are contained in the same component of Vm+1 .
c

Let Rin and Rout be the bounded and unbounded components of Vm+1 respectively. The
c

−1
components of fλ,a
(Vm ) must be contained in Rin ∪Rout with at least one component in each
c

−1
region. The Jordan disk Vm intersects ∞ and since fλ,a
(∞) = {∞, 1/3 − a} is a two-point
c

−1
set, fλ,a
(Vm ) is a union of exactly two components, with fλ,a being a 2 − to − 1 branch

covering map on the component at ∞. As B(∞) ⊂ Rout , this component at ∞ is a subset
of Rout and it follows that there is one more preimage of Vm in Rout . Designate it by Dm+1
and observe that

b − Vm
fλ,a : Rout − Dm+1 → C
is this aforementioned 2-to-1 branched covering map.
In particular, any disk K whose closure does not intersect

B(0) ∪ B(∞) ∪ Vm
−1
contains no critical values and has exactly two univalent branches of fλ,a
into Rout . One

branch maps K biholomorphically onto a disk K1 and the other onto a different disk K2 ,
where K1 , K2 ⊂ Rout − Dm+1 .
Since fλ,a is a degree 3 map, it follows that
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b − Vm
fλ,a : Rin → C
is a biholomorphism.
−1
Observe that fλ,a
(V0 )∩Rout ⊂ B(∞) is a single component. The only remaining preimage

of V0 must therefore be contained in Rin . In particular, V1 ⊂ Rin .
Note that for any 1 ≤ k ≤ m and any Jordan curve γ, for which the annulus A =
c

c

−1
that maps ∂Vk onto
A(∂Vk , γ) ⊂ Vm ∩ B(∞) , there exists a univalent branch gk of fλ,a

∂Vk+1 and therefore carries A conformally onto an annulus gk (A) ⊂ Rin ∪ Rout . One of the
boundary components of gk (A) is ∂Vk+1 . In the case when k = m, there are two possibilities.
We will take gm to be the branch that maps ∂Vm onto ∂Rout . Set g = gm ◦ gm−1 ◦ ... ◦ g1 .
Let A0 = A(∂V1 , ∂Rout ) and define An = g n (A0 ). Then
∞
[

An

n=0

is a union of disjoint concentric annuli which are not nullhomotopic in A(∂V1 , ∂V0 ). Each
An has modulus M (An ) = M (A0 ). This contradicts Grötzsch’s theorem (See Case 2 of Fig.
4.3 for an illustration of the dynamics when m = 3).
Case 3: Vm+1 separates Vm from B(0) and B(∞).
As in Case 2, let Dm+1 be the preimage of Vm in Rout . Then

b − Vm
fλ,a : Rout − Dm+1 → C
is a 2-to-1 branched covering map. Any annulus of the form A(∂Vm , γ), for which Vm ∪B(0)∪
c

−1
B(∞) ⊂ A contains no critical values and so any component of fλ,a
(A) must be an annulus.
−1
Moreover, note that fλ,a
(∂Vm ) consists of three disjoint Jordan curves and therefore every
−1
−1
component of fλ,a
(A) must have only one of the three possible curves in fλ,a
(∂Vm ) as part
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−1
of its boundary. Each connected component of fλ,a
(A) is therefore a univalent preimage of

A(∂Vm , γ).
b be the branch of f −1 that carries ∂Vm to ∂Rout , define A0 =
Let g : A(∂Vm , γ) → C
λ,a
A(∂Vm , ∂Rout ), and set An = g n (A0 ). Then
∞
[

An

n=0

is a union of disjoint annuli concentric to A(∂Vm , ∂V0 ) of modulus M (An ) = M (A0 ). This is
impossible as it violates Grötzsch’s theorem (See Case 3 of Fig. 4.3 for an illustration).
Proposition 4.3.3. If one or more free critical value does not escape and fλ,a has no Herman
ring, then J(fλ,a ) is connected.
Proof. Assume that at least one free critical value does not escape to B(0)∪B(∞). Label the
non-escaping critical value by v2 . If v1 ∈ B(0) ∪ B(∞), then, without loss of generality, v1 ∈
B(∞) and B(∞) is completely invariant by Corollary 2.2.2 and all other Fatou components
are simply connected. B(∞) must itself be simply connected or else, as argued in the proof of
Proposition 4.3.2, it claims the critical value v2 , which does not escape by hypothesis. Thus
it remains to consider the situation when {v1 , v2 } ⊂ B(0)c ∩ B(∞)c and v2 is non-escaping.
In this case, B(0) and B(∞) each contain exactly one critical value and are therefore simply
connected. Each iterated preimage of B(0) or B(∞) also contains at most the one critical
value v1 and therefore at most one critical point c1 . Thus, the Fatou components in the
grand orbit
∞
[

−n
fλ,a
(B(0) ∪ B(∞))

n=0

are simply connected by Corollary 2.1.6.
In the absence of Herman rings, the only terminal Fatou domains are either Siegel disk
cycles, or rationally indifferent periodic petal domains, or other attracting cycles besides
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B(0) and B(∞). We now show that the existence of any of the above listed possibilities can
only generate simply connected Fatou domains.
If F (fλ,a ) has a cycle of Siegel disks then the closure of the forward orbit of {v1 , v2 }
under fλ,a contains the boundaries of this cycle (see chapter 9.3 in [Bea91]). In particular,
at least one of the free critical values belongs in the Julia set J(fλ,a ). Siegel disks are simply
connected and it follows that every iterated preimage of a Siegel disk can contain at most
one critical value and at most one critical point. The grand orbit of any cycle of Siegel disks
must consist of simply connected domains by Corollary 2.1.6.
If F (fλ,a ) has an attracting cycle

C1 → C2 → C3 ... → Cq → C1
,
Then each component Cj must be simply connected by Theorem 2.2.4. Indeed, Theorem
2.2.4 insures that the grand orbit of every attracting cycle consists of simply connected Fatou
domains.
Finally, if F (fλ,a ) has a parabolic cycle, then each component of the grand orbit of
attracting petal domains associated to the cycle is simply connected by Theorem 2.2.10.
In particular, in the absence of Herman rings, every Fatou component must be simply
connected.

4.4

The Rigidity Of Theorem 4.1.5

In this section, we use a counterexample to show that the assertions of Theorem 4.1.5 become
invalid if we relax the requirement of having two attracting fixed points. In fact, even if only
one of the fixed points is replaced by an attracting cycle, non-Herman Ring annuli Fatou
domains may open up.
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Figure 4.4: The dynamics of f (z) = z 2 z−0.99
−1 showing the existence of annular non-Herman
z−1
Ring components
Consider the well known quadratic map p(z) = z 2 − 1. p(z) has a superattracting fixed
point at ∞ and an attracting cycle of period 2 at {0, −1}. The Fatou domain at ∞ is
completely invariant and simply connected. Every other Fatou component is also simply
connected and is eventually mapped onto the cycle of basin components corresponding to
{0, −1}. The Fatou domain at z = 1 is pre-periodic. We shall refer to it as Fp (1)
By a slight perturbation of p(z), we can divert z = 1 into the basin at ∞ with otherwise
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minimal alterations to the dynamics of this map. Specifically, let

f (z) = z 2

z − 0.99
−1
z−1

Then f has an attracting cycle of period 2 at {−0.00505031, −0.999975}, which is a
pertrubation of the 2-cycle {0, −1} of p(z). The cyclic domains of f (z) continue to house 0
and −1 and we may denote them by Bf (0) and Bf (−1) respectively. The only critical point
of this 2-cycle is 0 and it easily follows that Bf (0) and Bf (−1) are simply connected. On the
other hand, the Fatou component Fp (1) corresponding to the domain about the point z = 1
of p(z) is split by f (z) into a doubly connected open region which is carried onto Bf (0) and
b − Bf (0). In particular,
a closed set containing z = 1, which f carries univalently onto C
Bf (0) has a doubly-connected preimage.
Observe that ∂Bf (0) is a Jordan curve. To see this, apply Morosawa’s result summarized
in Lemma 2.1.14 for the function f 2 with U = Bf (0), W the connected component of U

c

containing ∞, and D = Bf (∞). Then D ∪ f −2 (D) ⊂ W satisfy the condition of Morosawa’s
Lemma 2.1.14. Hence Bf (0) is a Jordan disk.
The entire dynamics on the Fatou set of f (z) is illustrated in Figure 4.3. f (z) has a
fixed critical point at ∞ and the approximate locations of the remaining 3 critical points
are marked by blue stars. Every Fatou component that escapes to ∞ is simply connected
as are the components entering the 2-cycle from Bf (−1). All remaining Fatou domains are
eventually assimilated into the 2-cycle through the Bf (0)-”door”. Since they cannot contain
any critical points, by the Riemann-Hurwitz Theorem, they must all be doubly-connected.
Furthermore, as univalent preimages of the Jordan disk Bf (0), these Fatou components must
themselves be bounded by Jordan curves, which makes them conformal copies of a round
annulus of the Θ(r1 , r2 ).

Chapter 5
A 2-cycle of critical points
5.1

Setup And Summary Of Results

A cubic rational map that permutes two simple critical points on a 2-cycle is directly related
to a degree 3 rational map that fixes these critical points. Functions with two fixed critical
z−(3−a)
. Post-composing
points were cast in the previous chapter into the form fλ,a (z) = λz 2 z−(1/3−a)

fλ,a with z → 1/z transforms the two attracting fixed points 0 and ∞ of fλ,a into an attracting
2-cycle for the family

gλ,a (z) =

λ z − (1/3 − a)
z 2 z − (3 − a)

(5.1.1)

where λ, a ∈ C, λ ̸= 0 and a ̸= 13 .
Similar to the reasoning given at the beginning to Chapter 4, one can see that every
cubic function, which possesses a 2-cycle of simple critical points can be conjugated to a
map of the form gλ,a . These maps possess two free critical points when a ̸= 0 and one free
critical point otherwise. The gλ,a are the most versatile Julia set generators for the present
topic in that every relevant combinatorial pattern and dynamical behavior of an arbitrary
cubic map permuting two of its critical points is captured by some gλ,a . Conveniently, gλ,a
80
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inherits the set of critical points from its parent fλ,a ; The critical points of gλ,a are 0, ∞ and
p
c1,2 = 1 − (a ± 2 a/3) and we shall refer to the Fatou components of the 0 ↔ ∞ cycle as
F (0) and F (∞) respectively.
−1
The preimage set of 0 is gλ,a
(0) = {∞, 1/3 − a}. Define T0 to be the Fatou component

holding the point 1/3 − a. When T0 ̸= F (∞), the region T0 is carried univalently onto F (0)
and in this situation we call T0 the [non-empty] trap door to 0. Likewise we see that the set
−1
of poles for this function is gλ,a
(∞) = {0, 3 − a} and proceed to label the trap door to ∞ as

T∞ whenever the two poles are located in separate Fatou domains.
All the interesting dynamics occurs about the critical cycle 0 ↔ ∞. When one (and
hence both) of the cycle components is simply connected, then so is any Fatou component.
In fact, we show that Herman rings of any period cannot occur.
Theorem 5.1.1. No Herman rings exist in the family gλ,a .
Denote by v1 and v2 the critical values at c1 and c2 respectively. We prove the following
theorem.

(a) gλ,a : λ = 1 and a = 5.8

(b) gλ,a : λ = 1 and a = 3.5

Figure 5.1: Possible Julia set types according to Theorem 5.1.2 (1)-(2), where v1 and v2 are
contained in F (0) ∪ F (∞). Picture (a) illustrates a semi-Cantor set - a disconnected Julia
set, whose components are either Jordan curves or points. Picture (b) is a single Jordan
curve.
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(a) gλ,a : λ = −8 and a = 0.25

(b) gλ,a : λ = −0.3 + 4.3i and a = 0.2

(c) gλ,a : λ = −4.47 and a = 0.87

(d) gλ,a : λ = 1 and a = 0.456 − 0.41i
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Figure 5.2: Possible Julia set types according to Theorem 5.1.2 (3). In all 4 illustrations, one
critical value is in F (0) ∪ F (∞). When the remaining critical value escapes to the 2-cycle,
the Julia set may be connected or disconnected, as shown in pictures (a) and (c). Similarly,
if this critical value doesn’t escape to the 2-cycle, the Julia set may still be either connected
or disconnected, as pictures (b) and (d) demonstrate.
Theorem 5.1.2 (Classification for J(gλ,a )). The Julia set J(gλ,a ), λ, a ̸= 0, is classified
as follows.
1. If both v1 and v2 are contained in F (0) or F (∞), then J(gλ,a ) is a semi-Cantor set.
2. If each of F (0) and F (∞) contains one of v1 and v2 , then J(gλ,a ) is a Jordan curve.
3. If one of v1 and v2 is contained in F (0)∪F (∞) and the other is not, then J(gλ,a ) may be
connected or disconnected. More precisely, assume that F (∞) is the domain containing
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(a) gλ,a : λ = −2 and a = 0.87
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(b) gλ,a : λ = −2 and a = 0.6

(c) gλ,a : λ = 13.9 and a = −0.2

Figure 5.3: Possible Julia set types according to Theorem 5.1.2 (4), where none of the free
critical values v1 , v2 is in F (0) ∪ F (∞). Picture (a): both free critical values escape to the
2-cycle. Picture (b): only one critical value escapes. Picture (c): none escape.
v1 . There are two possible situations: if T∞ ̸= F (0), then J(gλ,a ) is disconnected; if
T∞ = F (0), then J(gλ,a ) can be either connected or disconnected. See Figure 5.7.
4. If neither v1 nor v2 is contained in F (0) ∪ F (∞), then J(gλ,a ) is connected.

5.2

The Nonexistance Of Herman Rings

In this section, we show that no cycle of Herman rings of any period q ≥ 1 is possible for
the family of functions gλ,a . In doing so, we will prove Theorem 5.1.1.
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Proposition 5.2.1. No map gλ,a can have a Herman ring of period 1.

𝐷𝑜𝑢𝑡 (𝛾) = 𝐷1

∞

∞
𝜸

𝐷𝑖𝑛 (𝛾) = 𝐷2

𝑼𝟐

∞

∞

Figure 5.4: Illustration of the consequence of having no more than one critical value in D2 .
On account of gλ,a (A ∩ D2 ) = A ∩ D2 , U2 - the preimage of D2 with boundary γ - must
be D2 . However D2 cannot be forward invariant as it intersects the boundary of the fixed
Herman ring A. This boundary is represented by dashed curves in the diagram.

Proof. Let A be a fixed Herman ring and γ be any gλ,a -invariant Jordan curve within A.
Then γ divides the Riemann sphere into two disks having γ as their common boundary.
b − γ containing
Since ∞ is not in A, we can define D1 = Dout (γ) to be the component of C
∞ and D2 = Din (γ) as the other (bounded) component.
We first show that D1 and D2 must each contain at least two critical values. Granting
this to be true and recalling that gλ,a is a degree 3 map with at most four critical values, we
then see that each disk must hold exactly two critical values. We argue by contradiction and
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assume first that D2 has fewer than two critical values. By Corollary 2.1.6, each component
−1
preimage gλ,a
(D2 ) is simply connected. Let U2 be the component whose boundary is γ. Then

deg(gλ,a )|U2 = deg(gλ,a )|γ = 1, implying that gλ,a : U2 −→ D2 is univalent. The dynamics on
A conjugates to an irrational rotation, which forces gλ,a (D2 ∩ A) = D2 ∩ A. In particular,
−1
D2 ∩ A is part of the component of gλ,a
(D2 ), which has γ as its boundary. This can only

happen with a simply connected pullback U2 if U2 = D2 (See Figure 5.4). It then follows
that fλ,a (D2 ) = D2 and this is impossible, because it would suggest that D2 ⊂ F (gλ,a ),
whereas we know that D2 ∩ J(gλ,a ) ̸= ∅. Thus U2 cannot be simply connected. This entails
the presence of several critical values in D2 . A symmetric argument shows that D1 intersects
more than one critical value as well. Together, these statements imply that there are two
critical values on each side of γ.
It is well known that each boundary component of a fixed Herman ring is contained in
the closure of the forward orbit of the critical values. Moreover, by a result of Fei Yang
[Yan17] the forward orbit of at least one critical value must forever remain in one component
of Ac , while another critical orbit must never escape the other component. Since 0, ∞ are
in the Fatou set, it is clear that A has to separate the free critical values v1 , v2 to satisfy
Yang’s condition. Therefore the two critical values on the one side of A must be {∞, v1 }
and the critical values {0, v2 } are to be found on the other. That is to say, {∞, v1 } ⊂ D1
and {0, v2 } ⊂ D2 .
By the dynamics of gλ,a and properties of Herman ring (according to Fei Yang’s condition
[Yan17]), the critical points c1 , c2 stay in the same disk as their respective critical values,
while 0 and ∞ migrate from their place of residence to the neighboring disk. Letting U1
−1
be the component of gλ,a
|D1 (D1 ) having the boundary γ, we see that U1 must be a simply

connected domain on which deg(gλ,a |U1 ) ≥ 2 as it contains only the critical point c1 . This
is a contradiction, because the degree on U1 must match the degree on its boundary γ and
gλ,a is injective on γ.
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The only combinatorial arrangement of the critical values of gλ,a permissible by Fei Yang’s
result is at odds with this function’s dynamics and therefore fixed Herman rings cannot form.

The proof of the next proposition is very similar to its counterpart in Chapter 4 (See
Proposition 4.2.2). We will only supply the necessary details where they are needed.
Proposition 5.2.2. No gλ,a has Herman rings of period q ≥ 2.
Proof. Just as it was true regarding the family of functions fλ,a from the previous chapter,
0 and ∞ play a special role here as well. Both the statement in Lemma 4.2.1 and the
arguments to justify it can be utilized in the present proof without any change.
Let A0 → A1 → ... → Aq−1 → A0 be a cycle of Herman rings under gλ,a . Select a periodic
sequence of Jordan curves γk ⊂ Ak and assume that A0 is a last innermost Herman ring that
satisfies Lemma 2.2.12. Our proof (by contradiction) breaks into two parts. In Part 1, we
dismiss the combinatorial patterns, which involve more than two critical values within I(A0 ).
Next, in Part 2, we argue that I(A0 ) does not contain exactly two critical values. Recalling
the requirement from Lemma 2.2.12 that I(A0 ) must come to possess at least two critical
values, the proof by contradiction will then be complete.
Part 1: I(A0 ) has at most 2 critical values.
(1) I(A0 ) cannot hold 4 critical values. See the corresponding statement in Proposition
4.2.2 for proof as it applies verbatim in this case.
(2) Suppose that I(A0 ) has exactly 3 critical values. If 0 and ∞ are together among
−1
them, the preimage component Uq−1 of gλ,a
(I(A0 )) with boundary γq−1 is not disjoint from

I(A0 ), which is impossible by Lemma 2.2.12. If, on the other hand, only one of the cycling
critical values is in I(A0 ), we must have v1 , v2 ∈ I(A0 ) and this leads to a contradiction
against Lemma 2.2.13.
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Alternatively, assume without loss of generality that the critical values in I(A0 ) are 0,
v1 , and v2 . The pullback Uq−1 of I(A0 ) to the region having γq−1 as one of its boundaries is
multiply connected and disjoint from I(A0 ) by Lemma 2.2.12. As a result, gλ,a : Uq−1 −→
c

I(A0 ) is not univalent, Uq−1 is a union of several disjoint disks, and the critical points c1 ,
c2 , and ∞ are residents of Uq−1 . From the Riemann Hurwitz formula 2.1.5 we see that

0 ≥ χ(Uq−1 ) = d · χ(I(A0 )) − 3 = d − 3 ≥ −1.
c

Now gλ,a has exactly two poles and each component of Up−1 contains at least one of them.
c

Hence Uq−1 is a union of precisely two disks, which means that d = 3 and χ(Uq−1 ) = 0.
c

Label the components of Uq−1 as D0 and D3−a in reference to the poles that each
−1
contains. The closures of these disks are the components of gλ,a
(I(A0 )c ). As 0 ∈ D0 , it is

clear that gλ,a : D3−a −→ I(A0 )c is the univalent branch for which ∂D3−a = γq−1 . The disk
D3−a doesn’t contain 0 or ∞ and this means that that γq−1 is not separating. By Lemma
4.2.1, γ0 cannot separate 0 and ∞ as well, contrary to the starting hypothesis where we had
c

0 ∈ I(A0 ) = Din (γ0 ) and ∞ ∈ I(A0 ) = Dout (γ0 ).
We now see that no combinatorial pattern where I(A0 ) has 4 or 3 critical values is valid
for gλ,a .
Part 2: I(A0 ) cannot contain 2 critical values
(1) The pattern {0, ∞} ⊂ I(A0 ) is impossible, because the pullback Uq−1 cannot be
disjoint from I(A0 ) when the latter contains both of these points. Again, the contradiction
is supplied by Lemma 2.2.12.
(2) Finally, the critical values v1 , v2 cannot both be found in I(A0 ) according to Lemma
2.2.13. Thus there is no arrangement of critical values in I(A0 ), which is consistent with
the existence of a Herman ring cycle. It follows that Herman ring cycles could never occur
under the dynamic of iterations by gλ,a .
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The Classification Of Julia Sets In The 2-Cycle
Case

We now come to the main result of this chapter. The classification of all possible Julia sets
for the family gλ,a is an assembly of the results from five propositions. Each proposition
takes into account a specific configuration of the free critical values v1 and v2 with respect
to the Fatou components F (0) and F (∞) as well as the trap doors T0 and T∞ .
The proofs of several propositions rely on the natural decomposition of F (0) and F (∞)
as the countable union of nested finitely-connected Jordan domains Un and Vn respectively.
These domains are defined as follows: The points ∞ and 0 are fixed and attracting under
2
and we can express their corresponding Fatou components in the form
the map gλ,a

∞
[

F (0) =

Un

n=0

and
F (∞) =

∞
[

Vn

n=0

where we start from a Jordan disk neighborhood of ∞, V0 ⊂ F (∞), whose boundary, ∂V0 ,
2
intersects no forward orbit of critical points of gλ,a , and gλ,a
(V0 ) ⊂ V0 . For each n ≥ 0,
−1
we then designate Un to be the component of gλ,a
(Vn ) at 0 and Vn+1 as the component of
−1
gλ,a
(Un ) containing ∞.

Proposition 5.3.1. If both v1 and v2 are contained in F (0) or F (∞), then J(gλ,a ) is a
semi-Cantor set.
Proof. Let us assume that both critical values v1 , v2 are elements of F (∞). Recall that
−1
gλ,a
(F (∞)) = F (0) ∪ T∞ . When T∞ ̸= F (0), the degree of gλ,a : T∞ −→ F (∞) is 1, implying

that the critical points c1 , c2 , and 0 must all lie in F (0) regardless of whether T∞ = F (0) or
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Figure 5.5: Combinatorial pattern in the proof of Proposition 5.3.1 when P = U0
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T∞ ∩ F (0) = ∅.
The map gλ,a : F (0) −→ F (∞) must either be 3 − to − 1 or 2 − to − 1 and we first show
that the second scenario is impossible. Assume for the sake of contradiction that the degree
is 2 and let Uk be the first region to capture all the critical points of F (0). Then ∂Uk consists
of t Jordan curve boundaries and its image, ∂Vk , is a union of s Jordan curves, where s and
t are related by the Riemann-Hurwitz equation 2.1.5

(2 − t) + 3 = χ(Uk ) + δ(Uk ) = χ(Vk ) = 2 · (2 − s)
In particular, t = 2s + 1, implying that some boundary curve of Vk is the image of at least
3 components of ∂Uk . This is in violation of the fact that gλ,a , restricted to the boundary of
Uk , must still have the same degree as in the interior. The 3 − to − 1 case is therefore the
only viable option.
The Riemann-Hurwitz Theorem applied to gλ,a : F (0) −→ F (∞) gives the upper bound
on the characteristic χ(F (0)). Namely,

χ(F (0)) = 3 · χ(F (∞)) − 3 ≤ 3 · 1 − 3 = 0

This upper bound indicates that F (0) cannot be simply connected. Hence, there exists
an integer j ≥ 0 such that Uj is a multiply connected subdomain of F (0). Furthermore,
the degree of gλ,a allows us to choose j sufficiently large to force fλ,a : Uj −→ Vj to be a
3 − to − 1 map. At this moment, all the critical values of gλ,a are distributed among Uj
and Vj , with Uj holding the single critical value 0 and {∞, v1 , v2 } ⊂ Vj . This means that
−1
(Dout (∂ 0 Vj )) consists of a single connected region which contains Uj and therefore
P = gλ,a

exactly the critical points 0, c1 , and c2 (see Definitions 2.1.10 and 2.1.12). Applying the
Riemann Hurwitz Formula 2.1.5 to the setup
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3−to−1

gλ,a : P −−−−→ Dout (∂ 0 Vj )
quickly yields the characteristic χ(P ) = 0 by which P is an annulus. Let S1 and S2 be
b − P , respectively. Then ∂S2 = ∂ ∞ Uj . Also
the bounded and unbounded components of C
observe that S1 is mapped onto Din (∂ 0 Vj ) and therefore contains the finite root 1/3 − a (See
Figure 5.5 for illustration). Because this disk is disjoint from F (∞) and the finite root 1/3−a
is the sole preimage of 0 within this disk, we know at once that S1 is a univalent preimage
1−to−1

of Din (∂ 0 Vj ). In particular, gλ,a : ∂S1 −−−−→ ∂ 0 Vj and this determines the restriction on
2−to−1

the second boundary of P to be a 2 − to − 1 map. In summary, gλ,a : ∂ ∞ Uj −−−−→ ∂ 0 Vj ,
T0 ⊂ S1 and therefore T0 ∩ F (∞) = ∅. The argument can be readily adopted to conclude
2−to−1

that gλ,a : ∂ ∞ Uj+n −−−−→ ∂ 0 Vj+n for any integer n ≥ 0.
We can also see that the trap door T0 exists, and consequently gλ,a : F (∞) −→ F (0) is
a 2 − to − 1 map. It follows that for each m ≥ 0, the pullback of Din (∂ ∞ Um ) to a region
containing ∞ is a disk whose boundary, ∂ 0 Vm+1 is a two-fold covering of ∂ ∞ Um . Thus, if
we set An = A(∂ ∞ Uj+n , ∂ 0 Vj+n ), it is easy to notice that An+1 is a subannulus of An and
2
gλ,a
: An+1 −→ An is a four-fold covering map. By a standard argument, the set limit
T
η = ∞
n=1 An must therefore be an invariant Jordan curve. All remaining components of

J(gλ,a ) are either points or they are eventually mapped onto this invariant curve. This can
be verified as follows:
S∞

−n
gλ,a
(η). Then for any sufficiently
T
b
large n, τ is not in An and therefore, starting from some n = n0 , τ ⊂ ∞
n=n0 C−Un ∪ Vn ∪ An .

Suppose that some Julia component τ is not in

n=1

b − Un ∪ Vn ∪ An and for each n-level
Notice that gλ,a is univalent on every component of C
−1
component there exists an analytic inverse branch gλ,a
that carries it to an n + 1-level

component. Fixing our attention on any n-level piece, we observe that the sequence of
inverse branches defined on that piece is normal. The selected component is clearly a disk
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whose intersection with J(gλ,a ) is nonempty. Hence any limit of a convergent subsequence
of inverse branches must be a point. Let Kn be the nth level component containing τ . Our
T
discussion proves that τ ⊂ ∞
n=n0 Kn is a point.
Proposition 5.3.2. If each of F (0) and F (∞) contains one of v1 and v2 , then J(gλ,a ) is a
Jordan curve.

Proof. Suppose v1 ∈ F (0) and v2 ∈ F (∞). Then both F (0) and F (∞) are simply connected
domains. For if not, there is a smallest nonnegative integer N such that both Un and Vn are
multiply connected for all n > N . Without loss of generality, assume that N = 0. Since V0
is simply connected, U0 must claim both critical points of F (0) and gλ,a : U0 −→ V0 must be
a degree two map. The Riemann-Hurwitz equation endows U0 with characteristic χ(U0 ) = 0
and we classify U0 as an annular region. It is clear that gλ,a has a root within the bounded
b − U0 . As this root doesn’t belong in F (∞), the map gλ,a : F (∞) −→ F (0)
component of C
is 2 − to − 1.
Clearly then gλ,a : Vn+1 −→ Un is a 2 − to − 1 map for every integer n ≥ 0. By hypothesis,
there also exists some integer k ≥ 1 for which c1 ∈ Vk . From this moment, Corollary 2.1.7
guarantees that gλ,a restricts to a univalent map on each boundary curve of Vn , whenever
n ≥ k. As there are exactly two preimages of ∂ ∞ Un among the boundary curves of Vn+1 ,
c

there must also be exactly two components of Vn+1 with poles. In particular, T∞ ∩ F (0) = ∅
and gλ,a : F (0) −→ F (∞) is a 2 − to − 1 map as well.
Now that all the critical points are in Un ∪ Vn for n ≥ k, it follows from Corollary 2.1.7
that gλ,a restricted to any connected curve in ∂Un ∪ ∂Vn reduces to a univalent map. We
can therefore select thin annuli of identical modulus about ∂Uk and ∂Vk , ensuring that each
annulus is in Uk ∪ Vk and lean enough to avoid the postcritical set. Define Aout
m to be the
0
annular region at the boundary ∂ ∞ Uk+m and Ain
m as the corresponding annulus with ∂ Vk+m

as one of its boundary curves. Figure 5.6 illustrates this construction when N = 0 and k = 1.
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Figure 5.6: Combinatorial pattern in the proof of Proposition 5.3.2 when N = 0 and k = 1.
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As we repeatedly take pullbacks of the Un and Vn (n ≥ k), we generate infinitely many
∞
0
and Ain
conformal copies of Aout
1 that are all disjoint subannuli of A(∂ Uk , ∂ Vk ). Since the
1

modulus M (A(∂ ∞ Uk , ∂ 0 Vk )) < ∞, this construction violates the Grötzsch Inequality 2.1.16
and thus the assumption leading to it cannot be true. Both F (0) and F (∞) are simply
connected as we have set out to show. Moreover, gλ,a : F (0) ←→ F (∞) must be a 3 − to − 1
map in both directions.
The concluding remark of the above paragraph makes both F (0) and F (∞) completely
2
. This instantly means that F (0)
invariant (super)attracting Fatou components under gλ,a
2
2
is completely invariant under gλ,a
as well, and that J(gλ,a ) = J(gλ,a
) = ∂F (0). Setting
2
)=
U = F (0) and W = D = F (∞) in Morosawa’s Lemma 2.1.14, we quickly classify J(gλ,a

J(gλ,a ) as a Jordan curve and thereby finish the proof.

Proposition 5.3.3. If one of v1 and v2 is contained in F (0) ∪ F (∞) and the other is not,
then J(gλ,a ) may be connected or disconnected. More precisely, assume that F (∞) is the
domain containing v1 . There are two possible situations: if T∞ ̸= F (0), then J(gλ,a ) is
disconnected; if T∞ = F (0), then J(gλ,a ) can be either connected or disconnected. See Figure
5.7.
Proof. Without loss of generality, let v1 ∈ F (∞) and v2 ∈
/ F (0) ∪ F (∞). Then F (0) contains
the critical point c1 and one of the following two cases is true.
Case 1: T∞ ∩ F (0) = ∅
In this situation, the degree of gλ,a : F (0) −→ F (∞) is equal 2 and it is impossible that
both F (0) and F (∞) are simply connected. For if χ(F (∞)) ≤ 1, we can solve for χ(F (0))
in the Riemann-Hurwitz equation to obtain

χ(F (0)) = 2 · χ(F (∞)) − δ(F (0)) ≤ 2 · 1 − 2 = 0
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Figure 5.7: Connectivity of the Julia set under the hypothesis of Proposition 5.3.3. Top row
illustrates T∞ ∩ F (0) = ∅ (Case 1): (1) gλ,a with parameters λ = −8 and a = 0.25 represents
the subcase, where all critical values escape to the the 2-cycle. (2) gλ,a with parameters
λ = −6.1 − 4.4i and a = 0.25 represents the subcase, where only one of the free critical
values escapes to the 2-cycle. Bottom row F (0) = T∞ (Case 2): (3) J(gλ,a ) with parameters
λ = −8 and a = 1.1 is connected. (4) J(gλ,a ) with parameters λ = −10.5 + 8.8i and a = 0.25
is disconnected. The approximate locations of the two free critical values is indicated with
red asterisks.
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suggesting that at least one of the cycle domains is multiply connected. In fact, a more
careful analysis shows that both F (0) and F (∞) are infinitely connected as soon as one of
S
S∞
them is not simply connected. We recall that F (0) = ∞
n=0 Un and F (∞) =
n=0 Vn , where
−1
−1
Un is the component of gλ,a
(Vn ) at 0 and Vn+1 ⊂ gλ,a
(Un ) is the component at ∞. By hy-

pothesis, each Vn contains only the one critical point ∞ and so remains simply connected by
Corollary 2.1.6 as long as its predecessor Un−1 has characteristic χ(Un−1 ) = 1. There is a first
n, for which χ(Un ) = 0. From then on, applying the Riemann-Hurwitz formula recursively
to the regions Vm and Um for m ≥ n, we see that limm→∞ χ(Vm ) = limm→∞ χ(Um ) = −∞.
This proves the connectivity claim regarding the regions F (0) and F (∞).
We know now from Lemma 2.1.4 that the Julia set J(gλ,a ) cannot be connected, because
multiply connected components of J(gλ,a )c have been shown to exist.
Case 2: T∞ = F (0)
Under this constraint, the degree of gλ,a : F (0) −→ F (∞) is 3 and we must be very
careful in applying the Riemann-Hurwitz formula. Here the connectivity status of F (0) and
F (∞) is decided at the moment n, when the first Uk captures c1 .
Just as before, each Vj and Uk are preimages of Jordan disks with exactly one critical
value for all j ≤ n and k < n. As such, they are simply connected by Lemma 2.1.4.
Thereafter, it is possible to observe one of the following patterns:
3−to−1

(a) If gλ,a : Un −−−−→ Vn , the Riemann-Hurwitz formula insures that Un remains simply
connected as well. From here on, it is easy to see that every Um and every Vm has to be
simply connected. In particular, F (0) and F (∞), being unions of nested Jordan disks, are
simply connected.
By Sullivan’s No wondering Domains Theorem, every Fatou component F must eventually land on a cycle of Hermann rings, a cycle of Siegel disks, a cycle of parabolic domains,
or a cycle of (super)attracting periodic points under iterations by gλ,a . We have already established the nonexistence of Herman rings for this family of functions and since the present
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dynamic engages 3 critical points within F (0) ∪ F (∞) while keeping both F (0) and F (∞)
simply connected, a multiply connected region cannot occur as a component of any cycle or
among its preimages. This is due to the fact that every one of the four possible cycle types
starts from a simply connected seed domain so that the single remaining critical point is
powerless to modify the characteristic when successive pullbacks of this seed are taken.
Thus, we observe J(gλ,a )c to be a union of simply connected components, whereby the
Julia set is connected.
2−to−1

(b) If gλ,a : Un −−−−→ Vn , we calculate χ(Un ) to be 0. As we discussed above, this
means that F (0) and F (∞) are infinitely connected and therefore the Julia set must be
disconnected.

Proposition 5.3.4. If neither v1 nor v2 is contained in F (0) ∪ F (∞) and at most one of
them doesn’t escape to the 2-cycle {0, ∞}, then J(gλ,a ) is connected.
Proof. The connectedness claim for the event when only one free critical value converges to
the 2-cycle is trivial and follows virtually the same line of proof as when the free critical
points both escape to the cycle in separate Fatou domains. For this reason, assume without
loss of generality, that both critical values v1 and v2 eventually land in the F (0) ↔ F (∞)
attracting cycle. If they both escape without actually belonging to either F (0) or F (∞) it is
easy to deduce from Corollary 2.1.6 that F (0) and F (∞) are simply connected. By Sullivan’s
No Wondering Domains Theorem, all remaining Fatou components are pre-periodic. Since
convergence to anything other than the {0, ∞} cycle requires the presence of additional
−n
critical points, we see that every remaining Fatou region is a component of gλ,a
(F (0) ∪

F (∞)) for some n ≥ 1. If the critical values v1 , v2 do not escape together in the same
domain, Corollary 2.1.6 insures that all Fatou components are simply connected; we apply
−1
the Riemann-Hurwitz formula inductively to the components of gλ,a
(F (0) ∪ F (∞)), then
−2
(F (0) ∪ F (∞)), and so on, obtaining only simply connected regions at each
to those of gλ,a
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Figure 5.8: Illustration of the algorithm in the proof of Proposition 5.3.4 when m = 4 and
k = 2. c1 and c2 are indicated by stars.
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step, because, by hypothesis, each pullback captures at most one critical point. Under the
condition that each free critical point starts its journey in isolation from its fellow critical
point, it then follows from elementary Topology that J(gλ,a ) is connected. Thus, consider
the scenario where both critical points c1 , c2 are in the same Fatou domain. We show that
this domain must still be simply connected.
m
For this purpose, assume that m ≥ 1 is the first integer for which gλ,a
({v1 , v2 }) ⊂

F (0) ∪ F (∞). As these critical values are presumed to be contained within the same domain,
m
({v1 , v2 }) ⊂ F (∞). Let B0 ⊂ F (∞) be a Jordan neighborhood disk
we may claim that gλ,a
m
m
of ∞ that contains both gλ,a
(v1 ) and gλ,a
(v2 ). For 0 ≤ k ≤ m + 1 we designate by Bk the
−k
m+1−k
m+1−k
component of gλ,a
(B0 ) that captures {gλ,a
(c1 ), gλ,a
(c2 )}. Then B0 , B1 , ..., Bm are all

simply connected and in fact conformal copies of B0 . We argue by contradiction that Bm+1 ,
the region with both free critical points, is simply connected as well.
Assume this not to be the case. Then gλ,a : Bm+1 −→ Bm is of degree 2 and χ(Bm+1 ) = 0.
This implies that Bm+1 is a doubly connected region bounded by two Jordan curves. Label
out
b
Bm+1
the one curve on the boundary of the connected piece of C−B
m+1 intersecting ∞ as ∂

and denote the remaining curve by ∂ in Bm+1 (See Figure 5.8 for illustration of the ensuing
discussion).
b − Bm
Each of the disks Din (∂ in Bm+1 ) and Dout (∂ out Bm+1 ) contains a preimage of C
and since ∞ ∈ Dout (∂ out Bm+1 ), the later has a degree two preimage; both 0, ∞ and the
remaining pullback of Bm must all be within Dout (∂ out Bm+1 ). This leaves Din (∂ in Bm+1 ) to
b − Bm , in which both trap doors T0 and T∞ are to be found.
be a univalent copy of C
Set D0 = Din (∂ out Bm+1 ) and let 1 ≤ k ≤ m be the largest integer such that Bk ⊂ D0 .
In view of B1 ⊂ T∞ ⊂ D0 , choosing such k is always possible. Carry out a sequence of
j = m + 1 − k pullbacks
−1
gλ,a

−1
gλ,a

−1
gλ,a

−1
gλ,a

D0 −−→ D1 −−→ D2 −−→ ... −−→ Dj

CHAPTER 5. A 2-CYCLE OF CRITICAL POINTS

100

where D0 is pulled back to a region D1 containing Bk+1 , followed by the preimage of D1
to a region D2 containing Bk+2 etc, until Bm+1 ⊂ Dj is obtained.
Note that this finite sequence of pullbacks is univalent up until Dj , as every pullback of
a disk that fails to capture critical points is mapped bijectively onto its range. Dj , however,
is an annular region with two critical points. This conclusion easily follows once we observe
j
that {c1 , c2 } are the only critical points of gλ,a
: Dj −→ D0 and that Bm+1 ⊂ Dj ∩ D0 ,

whence Dj is either an annulus or a disk. If Dj were a disk, it would have had to contain D0
j
j
as a proper subset and this is impossible, because the inclusion gλ,a
(D0 ) ⊂ gλ,a
(Dj ) = D0

cannot hold. We know this set inclusion to be false in light of {1/3 − a, 3 − a} ⊂ D0 , which
j
forces gλ,a
(D0 ) ∩ Dout (∂ out (Bm+1 )) ̸= ∅. In particular, D0 ∩ Dj excludes the trap doors T0

and T∞ and therefore cannot be equal to D0 .
Pick a thin annulus A0 within D0 with one boundary as ∂ out Bm+1 , such that that this
annulus does not intersect the postcritical set. Define D1 = D0 ∪ Dj and set A1 as the
−j
preimage of A0 under gλ,a
to the boundary of D1 . It is clear that A1 is conformally equivalent

to A0 and that A0 ∩ A1 = ∅.
The procedure for generating D1 from the disk D0 and an annulus A1 from the annulus
A0 can be readily applied to the disk D1 . Doing so produces the disk D2 , which is strictly
larger than D1 and a corresponding univalent copy A2 of A1 .
Continuing so, we see that the algorithm manufactures infinite, pairwise disjont conformal
copies

A0 , A1 , A2 , ...
of A0 . If we define A = A(∂B1 , ∂B0 ), a contradiction to Grötzch Inequality (Theorem
2.1.16) is obtained:
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∞
X

M (An ) =

n=0

∞
X
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M (A0 ) = ∞

n=0

.
Thus no multiply connected Bm+1 may exist for any value of m and every Fatou domain is
a simply connected region. We conclude by Lemma 2.1.4 that the Julia set is connected.
Proposition 5.3.5. If neither v1 nor v2 escapes to the 2-cycle {0, ∞}, then J(gλ,a ) is connected.
n
Proof. Assume that no forward iterate gλ,a
(vj ) (j = 1, 2) of the two free critical values

v1 , v2 comes into the 0 ↔ ∞ cycle. Then Corollary 2.1.6 insures that F (0), F (∞), and all
regions that are eventually mapped onto F (0) ∪ F (∞) are simply connected. By Sullivan’s
No Wondering Domains Theorem, there may exist Fatou components which lie outside the
S
−n
global attracting basin ∞
n=0 gλ,a (F (0) ∪ F (∞)). Each of these Fatou components must
eventually land on one cycle in the list below:
1. An attracting cycle
2. A parabolic cycle
3. A cycle of Siegel disks
4. A cycle of Herman rings
Having proved the nonexistence of Herman rings for the present family of functions, we
can cross out item (4) from our list. It remains to show that every Fatou domain entering
cycles of type (1)-(3) must necessarily be simply connected and all the work to accomplish
this has been completed in Chapter 2. We summarize these findings to conclude that the
complement of the Julia set J(gλ,a ) is the union of topological disks. From this and Lemma
2.1.4 it will follow that J(gλ,a ) is connected.
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(1) The grand orbit of an additional attracting cycle. By Theorem 2.2.4 we
−n
instantly conclude that all cycle components and their connected preimages under gλ,a
for any

n ≥ 1 are simply connected. Thus, additional attracting cycles do not affect the connectivity
of the Julia set.
(2) The grand orbit of a rationally indifferent cycle. All rationally indifferent
cycles of gλ,a and all Fatou components that are eventually mapped onto the components of
these cycles are simply connected by Theorem 2.2.10.
(3) The grand orbit of a cycle of Siegel disks. Unlike the prior two cases, the
presence of Siegel disks is easy to deal with. Firstly, the Siegel disks are simply connected
by definition and it is known that the formation of Siegel disk requires at least one critical
point to be part of the Julia set J(gλ,a ).
This means that any Fatou domain F that travels into the Siegel disk cycle can encounter
at most one critical point along its journey. In other words, if DSiegel is a Siegel disk and
−n
n ≥ 0 is an integer, every component of gλ,a
(DSiegel ) must be simply connected.

Items (1)-(3) together imply that once the 2-cycle F (0) ↔ F (∞) is void of free critical
points, every component of F (gλ,a ) is necessarily simply connected. As we have already
remarked above, this amounts to the equivalent statement that the Julia set is connected.
The proof is now complete.

Chapter 6
Ongoing and future research
This project is a first step in the attempt to understand and classify the dynamical systems
generated by cubic rational maps. The study of those maps with all critical points escaping
to an attracting cycle is naturally the first trek towards such goal. Yet even here, at the start
of what should have been a quick crossing, one runs into many unknown cases. Presently
the case when critical points escape to parabolic cycles hasn’t been completely understood.
We are currently exploring the connectivity of Julia sets under the condition that all critical
points escape to a parabolic fixed point. We anticipate the same results as described in
Chapter 3 to hold for the new condition. In particular, it is expected that the Julia sets of
all cubic rational maps satisfying the new escaping criterion are either connected or Cantor
sets. Although there is likely no dark corner from which to be startled, we hope to build a
better flashlight with which the complicated geometry of parabolic cycles could be studied in
brighter light. At any rate, the strategies and techniques that bring success in understanding
the connectivity numbers of Fatou components on the grand orbits of attracting cycles are
poorly suited for this next task and therefore a different approach needs to be developed.
If the period of the attracting petal at a parabolic fixed point is 1, then we have ideas
to handle this case. But if the period of the attracting petal is more than 1, then several
103
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questions arise. For instance:
Question: If the period of the attracting parabolic petal is not 1, can the petal domain
of a cubic rational map be multiply connected without containing more than two distinct
critical points (up to multiplicity)?
A successful generalization of Theorem 2.2.1 to the parabolic case would lead to the
conclusion that all parabolic petals, on which the degree of the cubic map equals 2, are simply
connected. At a glance, it then might appear that the answer to the above question is no;
Given a simply connected region V and a component U ⊂ f −1 (V ) containing exactly 2 critical
d−to−1

points so that f : U −−−−→ V , the Riemann-Hurwitz formula estimates the characteristic of
U at

1 ≥ χ(U ) = d − 2 ≥ 0.
In other words, if the local degree on U isn’t 2, U is simply connected. Granted that
a parabolic petal domain cannot support a map of local degree 2 while simultaneously
harboring two critical points, the domain would have to preform agile contortions to make
itself multiply connected. It first must catch both critical points in a region U on which the
local degree is 2 and then merge with another univalent region for the overall degree 3 on the
petal. The merging must be accomplished without claiming any further critical points. Such
patterns were witnessed in the context of attracting cycles (see the fourth picture in Figure
5.7). An analogous example in the parabolic case would highlight the similarities between
a petal and an immediate basin of attraction. Should multiply connected petals require at
least 3 critical points (for deg(f ) ≥ 3), this observation would be more valuable still.
Our strategy for reducing the complexity of the dynamics associated with cubic rational
maps was primarily focused on controlling two critical points by either fixing or permuting
them. However, many systems with an attracting cycle use only one critical point to have
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it formed. Such systems can have 3 free critical values and a host of new properties. For
example, the presence of an attracting cycle does not preclude existence of doubly or triply
connected Fatou region as it did when every point in the cycle was a critical point.
It is quite possible to perturb a rational map whose Fatou set consists solely of simply
connected components to force the perturbation to manufacture annular regions. The critical
escape to an attracting cycle is not really a property that stands in the way. We might achieve
the necessary modification by splitting a simply connected region that was originally destined
to enter the cycle through one periodic component and have it simultaneously go through
two periodic components instead. For example, the map z → z −2 − 1 has an attracting
cycle 0 → ∞ → −1 → 0 of period 3 with the point 1 entering the cycle through 0. We
can take two points close to 1 and have one of them map to 0 and the other to ∞ via the
− 1. The resultant is a degree 3 rational function having an
perturbation z → z −2 z−0.99
z−1.08
approximate attracting cycle −0.0432614 → 490.506 → −0.99996 that generates annular
Fatou regions (See Figure 6.1).

(a) z → z −2 − 1

z−0.99
(b) z → z −2 z−1.08
−1

Figure 6.1: Creating annular regions by perturbing the map in (a) so that a simply connected
component at 1 is split and thereby carried onto distinct components of the cycle as shown
in picture (b).
The existence of doubly-connected Fatou regions is not peculiar to families of degree
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3 rational maps whose attracting cycle is periodic with period q ≥ 3. This is intuitively
clear from the strategy of splitting a simply connected domain to cover two separate cycle
z 2
z
components. For a concrete example, consider the map z → 2( z−1
) − ( z−1
) · ( z+0.75
). This
z−0.03

map is constructed by first taking the quadratic polynomial Q(z) = 2z 2 − z, which has
fixed points 0, 1, and ∞ and composing it with the Möbius transformation µ(z) =

z
z−1

so

z
z 2
) − ( z−1
) still
that the resulting function z → Q(µ(z)) cycles ∞ and 1. Q(µ(z)) = 2( z−1
z 2
z
leaves 0 fixed so we further modify it to z → 2( z−1
) − ( z−1
) · ( z+1
) and thereby create the
z

dynamics 0 → 1 ↔ ∞, where 1 ↔ ∞ are points on an attracting 2-cycle. The function
that we have thus manufactured is quadratic and its possessing the cycle insures that the
Julia set is connected, whereby all the Fatou components of the map are simply connected
regions. Note that the points 0 and −1 belong in the connected Fatou component at ∞. In
z
z 2
) − ( z−1
) · ( z+1
) consists of only the two cycle components
fact, the Fatou set of z → 2( z−1
z

(See Figure 6.2 (a)). We can experimentally perturb the factor

z+1
z

to obtain the map

z 2
z
z → 2( z−1
) − ( z−1
) · ( z+0.75
) with multiple Fatou regions (See Figure 6.2 (b)). Observe that
z

the Fatou component at 0 for this map is a preimage of the cycle component at 1. We can
split this component by means of yet another pertrubation that changes the trajectory of a
neighborhood in the vicinity of 0 and carries this neighborhood into the 2-cycle through the
component at ∞. The result is Picture (c) in Figure 6.2. Note that we have thus succeeded
not only in our quest to create doubly-connected regions, but were able to generate triplyconnected Fatou components as well.
To broaden our understanding of cubic rational maps possessing attracting cycles, we may
first choose to look at generic 2-cycles. An attracting cycle of period 2 can be conjugated so
that the points undergoing the transposition are 0 and ∞. All period 2 attracting cycles of
a cubic map can be organized into two categories. To describe them, we first denote by f
any cubic map with an attracting cycle 0 ↔ ∞ and label the corresponding Fatou domains
as F (0) and F (∞). Into the first category we gather all maps f : F (0) ↔ F (∞) for which
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z
z 2
) − ( z−1
) · ( z+0.75
)
(b) z → 2( z−1
z

z
z 2
) − ( z−1
) · ( z+0.75
(c) z → 2( z−1
z−0.03 )

Figure 6.2: The manufacture process of a cubic rational map with escape to a 2-cycle and
having doubly and triply connected Fatou regions. Perturb the map in (a) to obtain a
quadratic map with multiple simply connected Fatou regions (b). The Fatou component of
the map (b) at 0 is carried onto the cycle component at 1. Perturb near 0 to change the
trajectory of points in the vicinity of 0 away from the cycle component at 1 and onto the
cycle component at ∞. This reshapes the component at 0 into an annular component as
illustrated in picture (c).
f is non-univalent in any direction of the arrow. The rest we file under the second category.
Evidently, we can learn everything about the first category by restricting attention to
those maps f , for which both 0 and ∞ are critical points - the kind of maps we have
been discussing in the previous chapter. We can develop the theory for maps in the second
category with the help of the following observation.
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All functions f in the second category can be further reduced to two types. The first type
3−to−1

1−to−1

is fully represented by those f satisfying f : F (0) −−−−→ F (∞) and f : F (∞) −−−−→ F (0).
The second type consists of all f that are 2 − to − 1 on F (0) and univalent over F (∞).
We can identify a family of functions to carry forth the investigation of the second
category. If f generates an attracting cycle out of 0 and ∞, then the map g(z) = f (1/z)
fixes both 0 and ∞. We can assign g to fix a simple critical point at ∞ and place the
remaining node of g −1 (∞) at 1. After conjugation, we obtain

ga,b,c (z) =

z 3 + az 2 + bz
c(z − 1)

and define the family by fa,b,c (z) = ga,b,c (1/z). A simpler map of interest to the case f :
3−to−1

F (0) −−−−→ F (∞) can be generated from the polynomial ga,b (z) = z 3 + az 2 + bz.
Lastly on the subject of Hermann rings, it is known that there exists a rational map
having two critical points with infinite forward orbits and a fixed Herman ring. We finish
this chapter with the following question:
Question: Does there exist a rational map f that has only two critical points with
infinite forward orbits and a cycle of Herman rings with period q ≥ 2?

Bibliography
[Ahl66] L. V. Ahlfors, Lectures on quasiconformal mappings, Manuscript prepared with the
assistance of Clifford J. Earle, Jr. Van Nostrand Mathematical Studies, No. 10, D. Van
Nostrand Co., Inc., Toronto, Ont.-New York-London, 1966.
[Bea91] A. Beardon, Iteration of Rational Functions, Springer-Verlag, New York, 1991.
[BFGH05] X. Buff, N. Fagella L. Geyer, and C. Henriksen, Herman rings and Arnold disks, J.
London Math. Soc., 2 (2005), 72(3):689–716.
[DLU05] R. L. Devaney, D. M. Look and D. Uminsky, The escape trichotomy for singularly
perturbed rational maps, Indiana University Mathematics Journal, 54 (2005), 16211634.
[HE20] J. Hu and A. Etkin, Julia sets of cubic rational maps with escaping critical points,
Arnold Mathematical Journal, 6 (2020), 431-457.
[HE22] J. Hu and A. Etkin, Cubic rational maps with escaping critical points, Part I: Julia set
dichotomy in the case of an attracting fixed point, Qual. Theory Dyn. Syst., 21 (70)
(2022).
[HJM12] J. Hu, F. G. Jimenez and O. Muzician, Rational maps with half symmetries, Julia
sets, and Multibrot sets in parameter planes, Contemp. Math., 573 (2012), 119-146.
[HMX18] J. Hu, O. Muzician and Y. Xiao, Dynamics of regularly ramified rational maps: I.
Julia sets of maps in one-parameter families, Discret. and Conti. Dyn. Sys. - A, 38
(2018), no.7, 3189-3221.
[Mcm88] C. McMullen, Automorphisms of rational maps, in Holomorphic Functions and
Moduli, Vol. I (Berkeley, CA, 1986), 31-60, Math. Sci. Res. Inst. Publ., 10, Springer,
New York, 1988.
[Mil99] J. Milnor, Dynamics in one Complex Variable - Introductory Lectures, Friedr. Vieweg
& Sohn, Braunschweig, 1999.
[Mil00] ——–, On rational maps with two critical points, Experimental Mathematics, 9 (2000),
481-522.
109

BIBLIOGRAPHY

110

[ML93] J. Milnor and T. Lei, Geometry and dynamics of quadratic rational maps, Experimental
Mathematics, 2(1) (1993), 37-83.
[Mor00] S. Morosawa, Julia sets of sub-hyperbolic rational functions, Complex Variables
Theory and Application, 41 (2000), 151-162.
[Shi87] M. Shishikura, On the quasiconformal surgery of rational functions, Ann. Sci. Ec.
Norm. Sup., 20 (1987), 1-29.
[Shi89] M. Shishikura, Trees associated with the configuration of Herman rings, Ergod. Th. &
Dynam. Sys., 9 (1989), 543-560.
[Shi09] M. Shishikura, The connectivity of the Julia set and fixed points, in: D. Schleicher
(Ed.), Complex Dynamics: Families and Friends A. K. Peters, 2009.
[Sul85] D. Sullivan, Quasiconformal homeomorphisms and dynamics. I. Solution of the FatouJulia problem on wandering domains, Ann. of Math. (2), 122 (1985), no. 3, 401-418.
[Tan00] T. Lei, K. Pilgrim, Rational Maps With Disconnected Julia Set, Asterisque 261,
(2000).
[Why58] G. T. Whyburn, Topological characterization of the Sierpinski curve, Fund. Math.,
45 (1958), 320-324.
[XQY14] Y. Xiao, W. Qiu and Y. Yin, On the dynamics of generalized McMullen maps, Ergod.
Th. & Dynam. Sys., 34 (2014), 2093-2112.
[Yan17] F. Yang, Rational maps without Herman rings, Proc. Amer. Math. Soc., 145(2017),
1649-1659.

