Application-layer tunnels are often used to construct covert channels in order to transmit secret data, which is often applied to raise network threats in recent years. Detection of application-layer tunnels can assist identifying a variety of network threats, thus has high research significance. In this paper, we explore application-layer tunnel detection and propose a generic detection method by applying both rules and machine learning. Our detection method mainly consists of two parts: rule-based domain name filtering for Domain Generation Algorithm (DGA) based on a trigram model and a machine learning model based on our proposed generic feature extraction framework for tunnel detection. The rule-based DGA domain name filtering can eliminate some obvious tunnels in order to reduce the amount of data processed by machine learning-based detection, thereby, the detection efficiency can be improved. The generic feature extraction framework comprehensively integrates previous research results by combining multiple detection methods, supporting multiple layers and performing multiple feature extraction. We take the three most common application-layer tunnels, i.e., DNS tunnel, HTTP tunnel and HTTPS tunnel as examples to analyze and test our detection method. The experimental results show that the proposed method is generic and efficient, compared with other existing approaches.
Introduction

Background
Current networks are becoming more and more complex and easy to suffer from various network attacks. Many typical attacks, such as Trojan, Botnet, and Advanced Persistent Threat (APT) need to establish Command & Control (C&C) communication channels in order to hack a target network system. Therefore, it is possible to analyze and detect these threats during network communication phase for the purpose of blocking the communication process of network threats in real time and protecting the network system.
In order to avoid being identified, attackers usually build a covert channel in the form of an application-layer tunnel to implement C&C communications. Therefore, many kinds of network threats can be detected by identifying application-layer tunnels [1] . The application-layer tunnel refers to encapsulating data packets of a protocol into the payload of the data packets of an application layer protocol and is in a form of "Protocol over Protocol" [2] [3] [4] . We refer to the outer protocol data packet carrying the data as delivery packet and the protocol data packet carried in the inner layer of the delivery packet as payload packet. Due to the superiority of tunneling technology in secure transmission, protocol compatibility, firewall penetration, etc., the applicationlayer tunnel is often used to construct covert channels to transmit secret data. As shown in Fig. 1 , a threat disguises as a normal application layer protocol to bypass security control policies of a firewall or an Intrusion Detection System (IDS) in order to carry arbitrary data in and out of an internal network. A malicious application-layer tunnel is a kind of network covert channels that assist attackers to communicate with intruded hosts in the Intranet [3, 4, 5] , realize malicious remote access [3, 4, 6] ; and steal traffic [5] . In recent years, more and more network threats used the application-layer tunnels to construct covert channels for covert communications, including C&C, desktop control, stealing private data and transmitting secret files. 
Three Methods of Tunnel Detection
The high communication traffic volume of application layer protocol and complicated business and services cause challenges to application layer tunnel detection. There are three detection methods in the current literature: feature signature-based detection [9] , protocol anomaly-based detection [2, 6, 7, 9] and behavior statistics-based detection [2] [3] [4] [5] [6] [8] [9] [10] [11] [12] [13] [14] [15] . The feature signature-based detection method is to detect tunnels by building a signature library and matching signatures in protocol data. This method suffers from a high false positive rate and low efficiency. In addition, this method cannot work on encrypted tunnels. The protocol anomaly-based detection method detects the tunnels by analyzing whether the communication data conform to the standard of normal network protocol. However, with the development of protocol camouflage technology, the identification rate of protocol anomaly-based detection becomes low. The behavior statistics-based detection method is widely studied, which detects tunnels by analyzing the behavior of network communication data. However, this method has some disadvantages caused by behavior analysis difficulty, complex modeling and poor real-time performance. With the continuous enrichment of network services and the increasing complexity of network protocols, it is difficult for a single detection method to achieve high accuracy and low false positive rate. Therefore, we propose to integrate the advantages of these three kinds of detection methods to efficiently and comprehensively detect application-layer tunnels.
Rules & Machine Learning
Early intrusion detection methods employ anomaly detection or misuse detection for extracting rules to detect threats, intrusions and attacks. The rule-based detection method is simple to implement and is very useful for identifying obvious anomalies. However, it is difficult to describe complex attack modes. When the rules are complex, rule conflict issues might appear. In recent years, with the development of artificial intelligence, the application of machine learning and deep learning to network security has become a hot topic [16, 17] . Machine learning based detection can learn the features of normal and malicious samples. It can combine the advantages of detection and misuse detection to achieve high detection accuracy. The simple modeling of machine learning saves a lot of time and manpower. Moreover, it can describe high-dimensional features and mine potential association rules. However, its disadvantage is that modeling requires a large-scale labeled dataset, otherwise over-fitting often occurs. Usually, rules and machine learning were used separately, but we try to make use of the advantages of these two methods for detecting application-layer tunnels efficiently and accurately. Concretely, simple rules are used to filter obvious tunnels, thus improving the detection efficiency and real-time performance. The machine learning model can be applied to detect complex tunnels, thus ensuring high detection accuracy. Therefore, an efficient and accurate tunnels detection method can be proposed based on the above idea.
Contributions
In order to overcome the shortcomings of existing work, we propose a method to efficiently, comprehensively, and accurately detect application layer tunnels by applying both rules and machine learning. It consists of two parts, namely rule-based DGA domain name filtering and machine learning based on our proposed feature extraction framework for tunnel detection. When the domain name adopted by the communication data does not satisfy the DGA domain name filtering rule, these data are blocked directly. Otherwise, a machine learning model will be used to further analyze them. Specifically, the contributions of this paper can be summarized as follows:
• We propose an application-layer tunnel detection method by applying rules and machine learning. We employ a trigram model to design rule-based DGA domain name filtering, which can identify tunnels with obvious features for reducing the amount of data that need to be further processed during machine learning-based detection. Therefore, our method can greatly improve efficiency and real-time performance of tunnel detection. In terms of machine learning, we propose a generic feature extraction framework by combining multiple detection methods, supporting network layer, transport layer and application layer and performing multiple statistical and security-related features extraction for tunnel detection;
• We test the effectiveness of the proposed method by conducting experiments on common Domain Name System (DNS), Hyper Text Transfer Protocol (HTTP) and Hypertext Transfer Protocol Secure (HTTPS) tunnels. Experimental results show that our proposed method is more generic and efficient compared with other existing works.
The rest of the paper is organized as follows. Section 2 gives a brief review of related work on application-layer tunnel detection. We provide detailed design of our detection method in Section 3. In Section 4, we evaluate and analyze the proposed method. Conclusions and future work are presented in the last section.
Related Work
Many related works only extract the statistical features of data packets behavior in network and transport layers [3, 4, 8, 10, [11] [12] [13] [14] [15] . The advantages of this kind of methods are easy to implement, high efficiency and can be applied into various tunnel detection. However, due to the lack of application layer features, their detection accuracy is low.
On the contrary, the accuracy of feature extraction in application layer is high, but it also suffers from some other problems [2, [5] [6] [7] 9] . For example, Borders et al. [2] proposed an HTTP tunnel detection method named Web Tap to detect HTTP tunnels by analyzing application layer data content features and behavioral features. Its accuracy is high, but its real-time performance is poor and this method is not generic. Qi et al. [7] analyzed domain names in DNS packets based on a bigram model to detect DNS tunnels in real time. This method has low computational complexity and does not need flow recombination, so that it has high real-time performance. But when the character frequency of some normal domain names does not follow the Zipf's law, it easily produces false positive rate. Liu et al. [9] extracted four kinds of 18 features from the content and behavior of DNS tunnel traffic by considering network, transport and application layers in order to achieve a high detection accuracy. However, this method uses n query/response pairs to form a window as an analysis unit, which results in a large detection delay. We combine the feature signature-based detection method, the protocol anomaly-based detection method and the behavior statistics-based detection method and use machine learning and rules to analyze the collected data to identify the application-layer tunnels for preventing unauthorized data transmission. As shown in Fig. 2 , the proposed application-layer tunnel detection method includes five modules: 1) data collection module.
Proposed Detection Method
This module is responsible for collecting communication data for subsequent analysis; 2) rule-based DGA domain name filtering module. This module first extracts the domain name from the communication data and then matches the domain name with the proposed filtering rule. If the matching is successful, a network connection blocking module will be notified to block the connection. Otherwise, the data will be transmitted to a data preprocessing module for further analysis; 3) data preprocessing module. This module is responsible for performing feature construction and feature extraction in order to process communication data to transfer them into the data format required by a machine learning model; 4) machine learning module. This module can classify the communication data to detect whether there is an application layer tunnel. When a tunnel is identified, the network connection blocking module is notified to block the network connection; 5) network connection blocking module. This module can cut off the network connection and block data transmission.
Data Collection
The first step in the proposed detection method is to collect data. After obtaining normal data and malicious data, we can further analyze the data and detect threats, intrusions, or attacks. In our study, normal network traffic data are collected through port mirroring in our university campus network. Because we mainly focus on DNS, HTTP and HTTPS tunnels as detection examples, we only need to collect their corresponding data. DNS, HTTP and HTTPS tunnel data are all collected in the university campus network and VPS (Virtual Private Server). Malicious tunnel communication data were simulated by applying some tunnel tools as listed in Table 1 . As shown in Table 1 , we collected 727052 DNS tunnel sessions by three DNS tunneling tools, 43442 HTTP tunnel sessions by five HTTP tunneling tools and 16129 HTTPS tunnel sessions by three HTTPS tunneling tools. The payload protocols over application-layer tunnels include remote access protocol, reverse remote access protocol, data transfer protocol, chat protocol and Remote Desktop Protocol (RDP). 
Rule-Based Detection
We design a rule to efficiently and accurately detect some application-layer tunnels with obvious features for reducing the amount of data needed for machine learning based detection. This filtering rule can be applied to most application-layer tunnels, thus having generality. DGA is a technical mean of generating C&C server domain names by creating random characters. It can bypass the detection of domain name blacklists by generating a large number of random domain names [18, 19] . DGA based communication connection is flexible because attackers can change the domain name of C&C server through DGA to effectively avoid the detection based on domain name blacklist. This attack technology is applied to a variety of network threats, such as XShellGhost and CryptoLocker. DGA is also paired with application-layer tunnels to achieve higher concealment. DNS, HTTP and HTTPS tunnels often generate C&C server domain names through DGA to implement C&C communications. Therefore, we can identify DGA domain names to filter application-layer tunnels with obvious domain name characteristics. In order to design an efficient DGA filtering rule, we do not consider deep learning models such as CNN and LSTM [19] , but test the classification performance of DGA domain names by means of information entropy, bigram model and trigram model. The test dataset is comprised of Alexa global traffic top 1 million website [20] and 1164838 DGA domain names from 360 Netlab [21] . The experimental results show that the trigram model has the best classification performance for DGA domain names, as shown in Fig. 3 . Generally speaking, if the accuracy of classification can reach 99.9% in a production environment, it can meet demands. Therefore, in order to meet the accuracy requirement, we choose -3 as the average logarithmic probability threshold of trigram model. In this case, the precision, recall and false positive rate are 0.99903, 0.33973 and 0.000383, respectively. That is to say, by adopting this rule, we can directly filter 33.973% of the application-layer tunnels, which greatly reduces the data preprocessing and prediction time of machine learning-based detection and saves computing resources. At the same time, the proposed rule can directly analyze and detect tunnels without reassembling packets and constructing analysis units (flows), thus improving the real-time performance of detection.
Machine Learning Model Construction
Generic Feature Extraction Framework. In order to construct a machine learning model that can detect multiple application-level tunnels, we first propose a generic feature extraction framework. Through the analysis of Section 1.2, we found that the existing three tunnel detection methods have their own problems. Moreover, many related works mainly extract some statistical features from the network and transport layers and rarely extract security-related features from the application layer. In fact, these are the most discriminative features that affect the accuracy of tunnel detection. Therefore, we combine feature signature-based detection, protocol anomaly-based detection and behavior statistical-based detection to design a generic feature extraction framework that can extract security-related features and statistical features from the network, transport and application layers. As shown in Table 2 , we introduce the proposed framework in detail according to different detection methods. Feature Signature based Detection Method. Different from traditional feature signature-based detection methods, we do not consider payload data here and do not need to build a signature library. The advantage of this modification is to solve the issue of payload data encryption and preserve user privacy, and to especially improve the detection efficiency. That is, in this method, we only record the key fields of application layer protocol header, including request and response (e.g., flag and TTL in DNS packets).
Protocol Anomaly based Detection Method. In this method, we take the request, response and interaction anomalies of the request and response as features. The request anomaly mainly refers to whether the fields of protocol request data have a match error. The response anomaly mainly refers to whether the fields of protocol response data have a match error. The protocol interaction anomaly refers to whether the response data satisfy the request made in the request data. For example, when the record of DNS response packet is A, the resource data should be IPv4. Otherwise, an anomaly is triggered.
Behavior Statistics based Detection Method. Behavior statistics-based detection method is studied widely and many related works only extract the features related to the behavior of data packets. Behavior statistics related features include packet size (length), arrival time and number (count). The size and number include absolute value and relative value. However, the absolute value of time is meaningless for detection, and thus only the relative value of time is considered. Absolute value refers to the value of the data itself while the relative value refers to the correlation among these values. Additionally, the features are extracted from an application layer in addition to network and transport layers. Moreover, the data packets are upstream and downstream. Basically, each feature can derive five values: maximum, minimum, mean, variance and sum.
Application-Layer Tunnel Detection Model Construction.
DNS Tunnel Detection Model. First, we reassemble DNS packets into sessions. We define a DNS session as a query with a corresponding response. Based on the proposed generic feature extraction framework, we then extract 36 features for the DNS tunnel.
Finally, a tree model based feature selection method is used to select 25 feature subsets to construct a DNS tunnel detection model.
HTTP Tunnel Detection Model. First, we reassemble HTTP packets into sessions. We define an HTTP session as a TCP stream that is divided by a 5-tuple (source IP, destination IP, source port, destination port and protocol type). Based on the proposed generic feature extraction framework, we then extract 79 features for the HTTP tunnel.
Finally, a tree model based feature selection method is used to select 32 feature subsets for constructing the HTTP tunnel detection model.
HTTPS Tunnel Detection Model. First, we reassemble HTTPS packets into sessions.
The definition of an HTTPS session is the same as the HTTP session that consists of a TCP stream. Based on the proposed generic feature extraction framework, we then extract 72 features for the HTTPS tunnel. Finally, a tree model based feature selection method is used to select 30 feature subsets for constructing the HTTPS tunnel detection model.
Experimental Results and Analysis
Machine Learning Model Evaluation
DNS Tunnel Detection Model Evaluation
Comparison of Different Classification Algorithms. First, we used six common machine learning algorithms to test DNS tunnel classification performance, including Gaussian Bayesian, Gaussian kernel SVM, C4.5 decision tree, random forest, GBDT and XGboost. As shown in Table 3 , we can find that the classification results of the five machine learning algorithms except Gauss Bayes are very good.
Comparison of Our DNS Tunnel Detection with Related Work.
Due to the different test datasets used in different papers, the experimental results in multiple papers are not comparable. Therefore, in order to further test the performance of our proposed method, we implemented three existing detection methods and compared them with our proposed method based on the collected datasets. The comparison results of our DNS tunnel detection model based on random forest and behavior-based detection model in [9] are shown in Fig. 4 . The behavior-based DNS tunnel detection model extracts 18 features. In the experiment, the window size is set to 5 and SVM with the best performance was selected as the modeling algorithm. As depicted in Fig. 4 , we can see that our feature extraction framework based DNS tunnel detection model offers higher detection accuracy, consumes less time and has better real-time performance compared with the model in [9] . The window size of behavior-based DNS tunnel detection model in [9] is set to 5, which suggests its detection delay is 5 times of that of our proposed detection model because our proposed model only processes a DNS session but the model in [9] needs to process 5 sessions in a window. Based on the same dataset, our model needs to process five times as much data as the model in [9] does and the feature dimension of our model is higher. However, the processing performance of random forest is better than SVM, so that the computation time of our model is shorter than [9] . 
HTTP Tunnel Detection Evaluation
Comparison of Different Classification Algorithms. As shown in Table 4 , we can find that the classification results of the five machine learning algorithms except Gauss Bayes are very good.
Comparison of Our HTTP tunnel Detection with Related Work. In order to further test the performance of our proposed method, we implemented HTTP tunnel detection model based on statistical features in [10] and compared it with our proposed random forest based HTTP tunnel detection model based on the collected datasets. The comparison results of these two HTTP tunnel detection models are shown in Fig. 5 . The statistical features based detection model selects 21 features and uses C4.5 decision tree as the modeling algorithm. As descripted in Fig. 5 , we can see that our proposed HTTP tunnel detection model has higher detection accuracy compared with the model in [10] . This is because we extract security-related features from the application layer while the model in [10] only consider the features from the network and transport layers. However, the prediction time of our detection model is a bit longer, since C4.5 decision tree is faster than random forest. 
HTTPS Tunnel Detection Model Evaluation
Comparison of Different Classification Algorithms. As shown in Table 5 , we can find that the classification results of the five machine learning algorithms except Gauss Bayes are very good.
Comparison of Our HTTPS tunnel Detection with Related Work.
In order to further test the performance of our proposed method, we implemented HTTPS tunnel detection model in [15] and compared them with our random forest based HTTPS tunnel detection model based on the collected datasets. The model in [15] selects 10 features and also use random forest as the modeling algorithm. As shown in Fig. 6 , we can see that our HTTPS tunnel detection model has higher detection accuracy compared with the model in [15] . This is because we extract security-related features from the application layer while the model in [15] only considers the features from the network and transport layers. Since this method also uses random forest as the modeling algorithm, the training and prediction time of the two models is similar. 
Evaluation on DGA Filtering Rule
In addition to the above test metrics related to the machine learning model, we should also test whether the detection efficiency of the proposed detection method is improved after adding the DGA filtering rule. We only analyzed the effectiveness of the proposed DGA filtering rule by comparing the time taken before and after applying the DGA filtering rule. Recall that applying the DGA filtering rule can detect 0.33973 black samples when the precision and false positive rate are 0.99903 and 0.000383 respectively. In other words, while meeting the requirements of high precision and low false positive rate, we can directly eliminate 0.33973 application-layer tunnels after adding the DGA filtering rule. The preprocessing time and prediction time of each session of DNS, HTTP and HTTPS tunnel detection models is shown in Table 6 and the DGA filtering rule takes 0.04853 ms (millisecond) to compute each domain name. The time consumption taken before and after applying the DGA filtering rule is shown in Fig. 7 . We can see that the efficiency with regard to detection time of the proposed method for detecting DNS, HTTP and HTTPS tunnels is improved by applying the DGA filtering rule.
Further Discussion
In summary, the proposed method has the following advantages: High efficiency. The designed DGA domain name filtering rule can effectively identify some tunnels with obvious domain name features, thereby reducing the amount of data used for machine learning and improving detection efficiency. In addition, by optimizing the feature signature-based detection method, we do not process and analyze the protocol payload data for further improving detection efficiency.
Generality. Our method can be applied to detect most tunnels based on application layer protocols.
Real-time. In this paper, a DGA filtering rule is designed to avoid the recombination of some network sessions, thus improve the response speed of tunnel detection. Of course, in order to achieve high detection accuracy, it is necessary to reassemble a network session in the step of machine learning-based detection.
High accuracy and low false positive rate. Compared with the existing work, the proposed generic feature extraction framework achieves high accuracy and low false positive rate.
Resistance against bypassing attack. The feature extraction of detection method is based on the generic feature extraction framework and extracts features from multiple perspectives. Thus, it is difficult for an attacker to spoof the detection.
Resistance against encryption issue. In the proposed method, we do not analyze protocol payload data, but only analyze the protocol header and communication behaviors. Therefore, we can deal with the network data whose payload is encrypted.
Privacy preservation. Without analyzing and processing the protocol payload data, the privacy leakage of protocol payload is avoided and the availability of this method is improved.
The shortcoming of this work is that the experimental data is collected in the campus network, i.e., the proposed method is not tested in the actual production environment.
Conclusion
The application-layer tunnel is one of the main means of communications for network threats in recent years. In order to detect network threats and block their communication connections, we studied the application-layer tunnel detection methods and proposed a comprehensive detection method based on rules and machine learning. We first applied the DGA domain name filtering rule to eliminate the application layer tunnels with obvious domain name features for reducing the amount of data needed by the subsequent machine learning-based detection in order to improve detection efficiency and support real-time detection. For ensuring detection accuracy, machine learning-based detection is further applied with the support of a feature extraction framework. Concretely, we constructed DNS, HTTP and HTTPS tunnel detection models as examples to evaluate our method. Experiments showed that it is a generic framework with high accuracy and low false positive rate. In the future, we plan to extend the proposed method to other types of application-layer tunnels and deploy it in practice.
