This paper proposes an online type control parameter tuning method for a predictive PI controller. Predictive PI controller is based on a PI controller with a Smith predictor, and it is effective for a controlled object with large dead-time. Control performance of the predictive PI controller strongly depends on control parameters. Recently, some data-driven controller tuning methods have been proposed. The methods directly calculate suitable parameters from one or some sets of operating data. In addition, almost controlled processes are time-variant. In this paper, a data-driven self-tuning predictive PI controller is proposed. The effectiveness of the proposed scheme is evaluated by a simulation example.
INTRODUCTION
PID controllers (Astrom and Hagglund, 2005; Berner et al., 2018) are often applied in industries. Especially in chemical process systems, 90% or more of controllers are PID controllers. However, according to some surveys, most of the employed PID form controllers are PI controllers (Bialkowski, 1993; Sun et al., 2016) . One of the reasons is the difficulty of tuning of derivative gains. To obtain good control performance for a controlled object with a long deadtime, the derivative gain should be large. However, the larger the derivative gain is, the stronger the influence of noise is. This is because a derivative element amplifies high-frequency signals. Therefore, it is difficult to tune derivative gain suitably than the other gains.
Lots of controllers which can obtain good control performance for a dead-time system are proposed. Representative examples are Smith predictors (Ingimundarson and Hagglund, 2001; Sanz et al., 2018) and model predictive controllers (MPC) (Rawlings and Mayne, 2009; Gallego et al., 2019) . The Smith predictor constructs positive feedback for a conventional controller like a PI controller. By the Smith predictor, dead-time of a controlled system is removed from a closed-loop. Therefore, the conventional controller can be designed for a system without a dead-time. A MPC needs a mathematical model of the process. The input value is calculated based on an output of the mathematical model. These MPCs are sometimes employed in industries. However, both controllers predict future output, and accuracy of a mathematical model strongly affects control performance. Separately, a predictive PI controller (Hagglund, 1992; Airikka, 2014; Hassan et al., 2016) has been proposed. Although the predictive PI controller is a combination of a PI controller and a Smith predictor, a mathematical model is not required overtly and has only four parameters. Authors also propose a tuning scheme of the predictive PI controller (Ashida et al., 2019) , and effectiveness for a noisy system is shown by comparing a PID controller.
Recently, data-driven controller tuning methods are proposed. According to the conventional controller parameters tuning methods, the parameters are determined based on a mathematical model of a controlled system. In contrast, data-driven methods directly compute the control parameters without any system model. Therefore, the methods can reduce the cost of the modeling and attract attention. Representative examples are Iterative Feedback Tuning (IFT) (Hjalmarsson et al., 1998; Wang and Ma, 2015) , Virtual Reference Feedback Tuning (VRFT) (Campi et al., 2002; Campestrini et al., 2016) and Fictitious Reference Iterative Tuning (FRIT) (Soma et al., 2004; Kaneko, 2015) . Among the data-driven methods, FRIT method requires only one set of input/output data, and some examples of actual systems are reported. However, these methods determine one set of controller parameters, and it is difficult to maintain control performance for a time-variant system. To tackle this problem, data-driven tuning methods are extended to some self-tuning controllers. Authors also propose a data-driven PID controller tuning method (Ashida et al., 2016) , and the method is extended to the self-tuning PID controller (Ashida et al., 2017) .
In this paper, a self-tuning predictive PI controller is proposed. The proposed controller is an extent of a self-tuning PID controller proposed by the authors (Ashida et al., 2017) . A recursive least squares method (Goodwin and Sin, 1984) is employed as an adaptive algorithm. In the second section, a predictive PI controller is derived from a PI controller with a Smith predictor. In addition, it is proved that the predictive PI controller can realize complete model matching for a first-order system with a dead-time. In the third section, the proposed design method of a self-tuning predictive PI controller is described. Datadriven controller parameters tuning method is firstly explained. Next, an extension of the self-tuning controller is described. At last, the proposed control scheme is evaluated by some simulation and experimental results.
DISCRETE-TIME PREDICTIVE PI CONTROLLER
In this section, a discrete-time predictive PI control law is derived. The predictive PI controller is based on a PI controller with a Smith predictor. At first, a controlled object G(z −1 ) is assumed to be the following first-order system:
where G p (z −1 ) denotes a delay element of the system, and d denotes a dead-time which is known. A PI controller with Smith predictor can be expressed as follows:
where K P , K I and u(t) denote a proportional gain, an integral gain and an input signal. ∆ denotes the differencing operator defined by ∆ := 1 − z −1 , where z −1 is the shift operator which means z −1 y(k) = y(k − 1). In addition, u(t) also denotes a controlled input, and e(t) denotes a controlled error defined as follows:
where r(t) and y(t) denote a reference signal and an output signal respectively. G p (z −1 ) is assumed to be the following first-order system:
By substituting (4), (2) can be rewritten as follows:
. (5) Next, PI gains K P and K I are set as follows:
where K pred is a prediction gain. By substituting (6) to (5), the following predictive PI control law is obtained:
To control a first-order system with delay shown in (1) and (4) by the predictive PI controller, a closedloop transfer function is as follows:
The transfer function is simplified using (6). A prediction gain K pred is set as follows:
where p 1 is a value included in a following first-order reference model with a dead-time:
p 1 is an user-specified parameter and determines a rise-time. By substituting (9) to (8), the closed-loop transfer function is rewritten as follows:
Design of a Self-tuning Predictive PI Controller for Delay Systems based on the Augmented Output Therefore, the predictive PI controller can control a first-order system with a dead-time as a first-order reference model. When a controlled object has highorder characteristics strongly, control performance of the predictive PI controller deteriorates. Therefore, the controller should be applied for a system like a first-order system.
DESIGN OF A DATA-DRIVEN SELF-TUNING PREDICTIVE PI CONTROLLER
According to (6) and (9), a predictive PI controller can be designed if system parameters are known. To obtain the system parameters, system modeling is required. However, it takes considerable burden to make a mathematical model. In this paper, a datadriven controller design method is employed to determine controller parameters. The method calculates the controller parameters directly from a set of input/output data. In addition, the controller parameter tuning method is extended to a self-tuning controller by employing a recursive least squares method. The predictive PI control law shown in (7) can be rewritten as follows:
Augmented output φ(t) is defined as
From the definition, the following relationship is obtained;
In the proposed method, it is desired to make the system output y(t) tracks the reference model output y m (t) which is defined as
where G m (z −1 ) has been already defined by (10), and p 1 is determined using the following formulation:
T m denotes a time-constant of the reference model G m (z −1 ). The evaluation function J is defined as follows:
where N denotes the number of data and ε(t) is defined as follows:
where optimized parameters are K P and K I . It is not required to search K pred because K pred depends only on p 1 of reference model G m (z −1 ). By minimizing the evaluation function J, G m (z −1 )φ(t) becomes identical to y(t). When the minimization has been finished enough, the following relationship can be obtained:
By using a relationship as (14), the following relation can be obtained:
Therefore, the controlled output becomes identical to the reference model output using optimized controller parameters. The above discussions are based on deterministic systems. However, actual systems are stochastic systems. To reduce the influence of noise, the filtered input/output signals u f (t) and y f (t) are used. A delay part of the reference model is used as a filter, thus u f (t) and y f (t) are defined as follows.
G mp (z −1 ) denotes a delay part of the reference model as follows:
From a view of the frequency domain, φ(t) is bandlimited by the reference model and ε(t) is composed with band-limited φ(t) in the proposed tuning scheme. Therefore, the reference model filter not only reduces the influence of noise but also emphasizes the important band of the signal. Hereinafter u f (t) and y f (t) are used instead of u(t) and y(t). In this paper, a self-tuning predictive PI controller is designed by employing recursive least squares (RLS) method (Goodwin and Sin, 1984) . However, the evaluation function J cannot be minimized by RLS method because ε(t) is not linear to optimized parameters K P and K I . By multiplying K P ∆ + K I to (18), the following relation is obtained:
Based on (24),ε(t) is defined asε(t) = (K P ∆ + K I )ε(t), and it can be rewritten as follows:
where a 1 and a 2 are optimized parameters and defined as follows:
As a result, a new evaluation function is defined as follows:
ε(t) is linear to a 1 and a 2 , then a minimization ofJ is a least squares problem. a 1 and a 2 are calculated recursively using the following recursive least squares algorithm, and a 1 and a 2 are converted to K P and K I by (26).
where ω is a forgetting factor, andε(t), θ(t) and ϕ(t) are calculated as follows:
An initial value of covariance matrix P(t) andθ(t) which is estimated vector of a i (t) are determined by the following equations: where α is determined under a condition of α > 0, and I is a 2 × 2 matrix. A block diagram of the proposed scheme is shown in Fig. 1 . A predictive PI controller can be divided into a PI controller and a predictor. K P and K I are the optimized parameters, thus only PI controller is tuned recursively and the predictor is fixed.
SIMULATION RESULT
In this section, the proposed controller is evaluated by the following time-variant system.
(ii) t > 3500 G(s) = 312s + 208 70s 4 + 418s 3 + 836s 2 + 632s + 14 e −100s .
The system is discretized by T s = 1 s and the following discrete system can be obtained:
where ξ(t) denotes the Gaussian white noise sequence with zero mean and variance 0.1 2 . A reference model was determined as the following system:
where time-constant was set as T m = 20 s and deadtime was set as known. The control result using the proposed method is shown in Fig. 2 , and trajectories of the controller parameters are also shown in Fig. 3 . Parameters of RLS method was as follows:
Before and after the characteristics of the system were changed, a good control performance was obtained. From Fig. 3 , the PI gains were tuned adaptively after the varying of the controlled object. However, just after the varying of the system, the PI parameters did not converge quickly, and the control performance was strongly deteriorated. It is future work to solve the problem. At last, influence of the time-constant of the reference model is discussed. Figure 4 shows the control outputs when T m were set as 0.1, 20, and 100. The reference signal and designed parameters except the reference model were the same as Figure 2 . When T m = 20, the result is likely the same as 2, and when T m = 100, there were no overshoots. However, the output sometimes became spike-like when T m = 0.1. In this simulation, there is a mismatch. The reason of the mismatch is that the controlled object is highorder although the predictive PI controller is designed for a first-order system. From Figure 4 , the influence of the mismatch tends to be larger as T m becomes smaller. Therefore, it is recommended that a reference model with the slow response should be applied firstly, and T m should become smaller gradually in an actual usage.
EXPERIMENTAL RESULT
In this section, a pilot-scale tank system is used to evaluate the proposed method under the condition more realistic than the simulation example. Fig. 5 shows an appearance of the system, and the corresponding schematic figure is illustrated in Fig. 6 . The controlled object is to regulate the temperature of the mixed water. There are two valves which regulate the flow of the cold and hot water respectively. In this result, the opening ratio of the cold water's valve u c (t) was constant as 40%. A predictive PI controller determined the opening ratio of the hot water's valve u h (t) to regulate the temperature. In this section, a sampling time T s is 5 s. The experimental system has a transfer delay as a dead-time. The delay is about 30 seconds. In addition, a time-constant is about 30 seconds. Therefore, ratio of dead-time and time-constant is about 1. A control result by using the proposed method is shown in Fig. 7 , and the trajectories of the PI gains are also shown in Fig. 8 . In this result, parameters of the proposed method were set as follows: α = 100, ω = 0.995. A reference model was determined as the following system:
where time-constant was set as 20 s and dead-time was set as d = 7. It is difficult to realize a trajectory of the reference model without dead-time compensation because the dead-time is longer than the time-constant in the reference model. The initial value ofθ(t) was determined as follows:
This led the following initial PID gains:
From the control results, likely desired response was obtained as time went on. However, control performance sometimes deteriorated in the transient state. A mismatch between the controller and the controlled object is considered to cause deterioration. Although the experimental system is a high-order system, the controller is designed for a first-order controlled object. At last, the role of the predictive term is considered. the predictive PI control low is as follows:
PID control low is also shown in follows:
where the third term is a derivative term and K D denotes a derivative gain. It is well-known that the derivative term works like a brake. When PI gains are large, sometimes large input is calculated by PI Design of a Self-tuning Predictive PI Controller for Delay Systems based on the Augmented Output Figure 9 : Comparison between ∆u(t) and ∆u pred (t).
terms and an overshoot is occurred. In contrast, the derivative term predicts a future error and calculate an input which reduces the overshoot based on the estimated error. The derivative term predicts a future error under the assumption that the error is a proportional function. However, the assumption is unrealistic, and a large derivative gain sometimes causes problems. In contrast, the predictive term of the predictive PI controller is based on a Smith predictor when a controlled object is first order. Therefore, the predictive PI controller employs more advanced prediction than the PID controller although the predictive and derivative terms have the same role. Next, the consideration above is checked using the experimental result. The input signal calculated by the predictive term is defined as: Fig. 9 shows a comparison between ∆u(t) and ∆u pred (t). According to Fig. 9 , the prediction term worked like a brake. For example, ∆u(t) was about −50 at 1505 second to lower the temperature. In contrast, ∆u pred (t) was about 10 between 1505 and 1535 seconds. The 30 seconds between 1505 and 1535 mean the estimated dead-time, and the predictive term tried to suppress a large input signal in the period. Thus, the control result shows that the predictive term has the same role as the derivative term.
CONCLUSIONS
In this paper, a discrete-time predictive PI controller has been discussed, and a data-driven self-tuning design method has also been proposed. Features of the proposed controller are summarized as follows:
• The proposed controller can realize fast rise time for a system with long dead-time.
• Any system model is not required to calculate PI gains.
• Only PI gains are tuned in an on-line manner.
The proposed control scheme has been evaluated by some numerical and experimental examples. In particular, the role of the predictive term included in the proposed controller has been mentioned using the experimental example.
