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Abstract This article is dedicated to the adaptive wavelet boundary element
method. It computes an approximation to the unknown solution of the boundary
integral equation under consideration with a rate N−sdof, whenever the solution can
be approximated with this rate in the setting determined by the underlying wavelet
basis. The computational cost scale linearly in the number Ndof of degrees of free-
dom. Goal-oriented error estimation for evaluating linear output functionals of the
solution is also considered. An algorithm is proposed that approximately evaluates
a linear output functional with a rate N−(s+t)dof , whenever the primal solution can be
approximated with a rate N−sdof and the dual solution can be approximated with a rate
N−tdof, while the cost still scale linearly in Ndof. Numerical results for an acoustic scat-
tering problem and for the point evaluation of the potential in case of the Laplace
equation are reported to validate and quantify the approach.
1 Introduction
Many mathematical models concerning for example field calculations, flow simula-
tion, elasticity or visualization are based on operator equations with nonlocal oper-
ators, especially boundary integral operators. The discretization of such problems
will then amount to a large system of linear equations with a dense system matrix.
Thus, the numerical solution of such problems requires large amounts of time and
computation capacities.
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To overcome this obstruction, several ideas for the efficient approximation of the
discrete system have been developed in the last decades. Most prominent examples
are the fast multipole method [25, 34], the panel clustering [27], the adaptive cross
approximation [2, 3], or hierarchical matrices [26, 35], all of which are known
to reduce the computational cost to be nearly linear or even linear. A further ap-
proach is the wavelet boundary element method [6, 11, 29] which employs that the
wavelets’ vanishing moments lead, in combination with the fact that the kernels of
integral operators become smoother when getting farther away from the diagonal, to
a quasi-sparse system matrix. Since the number of relevant entries in the system ma-
trix for maintaining the convergence rate of the underlying Galerkin method scales
only linearly, wavelet matrix compression leads to a numerical algorithm that has
linear cost.
Another issue to be addressed for the efficient discretization of boundary inte-
gral equations is the one of adaptivity. For non-smooth geometries or right-hand
sides, it is necessary to be able to resolve specific parts of the geometry, while other
parts could stay coarse. The adaptive wavelet boundary element method has been
developed in [12, 24, 31], based on the ideas of related adaptive wavelet methods
for local operators from [8, 9, 23]. Assume that the solution of the boundary inte-
gral equation to be solved is known and can be approximated with a rate N−sdof in
the setting determined by the underlying wavelet basis. Then, the adaptive wavelet
boundary element method computes an approximation that converges with a rate
N−sdof at a cost expense that scales linearly with Ndof. The method is hence computa-
tionally optimal. Although reliable error estimators for boundary integral operators
exist and optimal convergence of traditional boundary element discretizations have
been proven, see, e.g., [17, 19, 22], we are not aware of any other boundary element
method which is optimal in this sense.
For many applications one is not interested in the unknown solution, but only
in a continuous, linear output functional of it. Approximating this new quantity of
interest instead is referred to as goal-oriented method. By considering only an out-
put functional, one is able to perform the computation with much less degrees of
freedom. This goal-oriented adaptivity has intensively been studied in the field of
adaptive finite element methods, see e.g. [1, 4, 5, 13, 16, 33] and the references
therein. Whereas, only few results can be found for goal-oriented adaptive bound-
ary element methods. We refer the reader to e.g. [18, 19, 20]. The combination of
goal-oriented adaptivity and fast boundary element methods has, however, not been
considered yet.
We will present a goal-oriented strategy for the adaptive wavelet boundary el-
ement method. The strategy is in accordance with [33] and separately minimizes
the error of the primal problem and the error of the dual problem, respectively. One
computes two index sets which indicate the possible refinement, one for the primal
problem and one for the dual problem. By choosing the smaller index for refine-
ment, the functional evaluation converges at a rate N−(s+t)dof , whenever the primal
solution can be approximated at a rate N−sdof and the dual solution can be approxi-
mated at a rate N−tdof. The advantage of using the adaptive wavelet boundary element
method instead of a traditional boundary element method as in [18, 19, 20] is that
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the computational cost of the algorithm scales linearly with respect to the number
Ndof of degrees of freedom.
We would like to mention at this point that the goal-oriented approach is not re-
stricted to linear output functionals, but can also be extended to non-linear output
functionals, see e.g. [1] and the references therein. However, for the sake of simplic-
ity, we are considering only a linear output functional here.
The outline is as follows. In Section 2, we recall the adaptive wavelet bound-
ary element method. Then, in Section 3, we propose the goal-oriented refinement
strategy. Numerical results for an acoustic scattering problem and for point evalu-
ations of the single layer potential in case of the Laplace equation are presented in
Section 4. Finally, concluding remarks are stated in Section 5.
2 Adaptive wavelet methods for boundary integral equations
2.1 Problem formulation
Let Ω ⊂ Rn+1 be a bounded domain with Lipschitz-smooth boundary Γ = ∂Ω .
Adaptive wavelet methods rely on an iterative solution method for the continuous
boundary integral equation
(A u)(x) =
∫
Γ
k(x,y)u(y)dσy = f (x), x ∈ Γ , (1)
under consideration, expanded with respect to a wavelet basis. Here, A : Hq(Γ )→
H−q(Γ ) denotes an elliptic, symmetric, and continuous boundary integral operator1
of order 2q with standard kernel k, satisfying∣∣∣∂αx̂ ∂ βŷ k(x̂, ŷ)∣∣∣≤ cα ,β ‖x̂− ŷ‖−(|α |+|β |+n+2q)
for all x̂, ŷ ∈ Γ with x̂ 6= ŷ, where the derivation has to be understood with respect
to the surface coordinates. We should remark that the kernel of a boundary integral
operator A of order 2q is in general a standard kernel of order 2q. This holds es-
pecially true for the kernel function associated with the Laplace and the Helmholtz
equation, the system of Navier-Lame´ equations and the Stokes system.
Having at hand a wavelet basis Ψ for the underlying energy space Hq(Γ ), the
Riesz property
‖Ψu‖Hq(Γ ) ∼ ‖u‖ for all u ∈ `2
constitutes an isomorphism between u ∈ Hq(Γ ) and u ∈ `2. Especially, (1) is equi-
valent to the well-posed problem of finding u =Ψu such that the bi-infinite dimen-
sional system of linear equations
1 In accordance with [21], one might also consider here a compact perturbation of an elliptic,
symmetric, and continuous boundary integral operator.
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Au = f , where A := 〈AΨ ,Ψ〉 and f := 〈 f ,Ψ〉, (2)
holds. Suitable wavelet bases on surfaces have, for example, been constructed in
[14, 15, 28, 30].
2.2 Building blocks
For the approximate solution of the infinite dimensional system (2) of linear equa-
tions, one has to perform matrix-vector multiplications by means of adaptive appli-
cations of the operator A under consideration. The building blocks COARSE, APPLY,
RHS, and SOLVE, which are needed to design an adaptive algorithm of optimal com-
plexity, have been identified in [8, 9].
In order to specify the properties of the building blocks, we shall introduce the
approximation spaces
`wτ =
{
u ∈ `2 : |u|`wτ := sup
N∈N
N−1/τ |γN(u)|< ∞
}
,
where γN(u) denotes the N-th largest coefficient in modulus of the vector u. It holds
u ∈ `wτ whenever u =Ψu is contained in the Besov space Bq+nsτ (Γ ) with τ = (s+
1/2)−1. The following statements hold true for s := (d−q)/n, where d denotes the order
of the polynomial exactness of the wavelet discretization:
• Matrix-vector multiplication: wΛ ′ = APPLY[ε,vΛ ]. Let ε > 0 and let vΛ consist
of |Λ |< ∞ non-zero coefficients. Then, the output wΛ ′ satisfies
‖AvΛ −wΛ ′‖ ≤ ε
where, for any s≤ s, only
|Λ ′|. ε−1/s|vΛ |1/s`wτ
coefficients are non-zero. The number of arithmetic operations and storage loca-
tions used by this call is bounded by some absolute multiple of
ε−1/s|vΛ |1/s`wτ + |Λ |+1.
• Approximation of the right-hand side: f Λ = RHS[ε]. Given ε > 0, the output f Λ
satisfies
‖ f − f Λ‖ ≤ ε,
and, for any s≤ s, if u ∈ `wτ , then
|Λ |. ε−1/s|u|1/s`wτ .
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The number of arithmetic operations and storage locations used by the call is
bounded by some absolute multiple of
ε−1/s|u|1/s`wτ +1.
• Galerkin solver: wΛ = SOLVE[ε,Λ ]. This routine computes the solution wΛ of
the linear system of equations
AΛuΛ = f Λ , where AΛ := 〈AΨΛ ,ΨΛ 〉 and f Λ := 〈 fΛ ,ΨΛ 〉, (3)
with accuracy
‖uΛ −wΛ‖ ≤ ε
. The number of arithmetic operations and storage locations used by the call is
bounded by some absolute multiple of
ε−1/s|uΛ |1/s`wτ + |Λ |+1
provided that uΛ ∈ `wτ for some s≤ s.
• Coarsening routine: wΛ ′ = COARSE[θ ,wΛ ]. This routine produces an index set
Λ ′ ⊂Λ such that the restriction wΛ ′ of the input vector wΛ satisfies
‖wΛ ′‖ ≤ θ‖wΛ‖,
where |Λ ′|, up to some absolute constant factor, is minimal. The computational
complexity is bounded by some absolute multiple of |Λ |.
Fig. 1 Original matrix (left) and compressed matrix (right).
Our particular implementation of these building blocks is based on piecewise
constant wavelets (i.e., d = 1). In particular, we restrict the set of active wavelet
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functions to tree constraints which ensures the method’s efficient implementation.
Note that the coarsening routine for trees originates from [7], while the realization of
RHS requires some a-priori knowledge on the right-hand side f . The matrix-vector
multiplication APPLY has been constructed in [12, 31], see also [24] for related re-
sults. We mention that the main ingredient is wavelet matrix compression to sparsify
the system matrix of the boundary integral operator under consideration, see Figure
1 for an illustration. Straightforward modifications of RHS and APPLY yield finally
the routine SOLVE, cf. [23]. We skip all the details here and refer the reader to the
cited references.
2.3 An adaptive boundary element method
The specific adaptive algorithm we use has been proposed in [23] and is similar to
classical methods which consist of the following steps:
SOLVE −→ ESTIMATE −→ MARK −→ REFINE
For a given (finite) index set Λ ⊂ `2, we solve the Galerkin system (3) via uΛ =
SOLVE[ε,Λ ] with appropriate accuracy ε > 0. To estimate the (infinite) residual
r := f −AuΛ , we compute an approximation rΛ ′ relative to a finite index set Λ ⊂
Λ ′ ⊂ `2 such that
(1−ω)‖rΛ ′‖ ≤ ‖r‖ ≤ (1+ω)‖rΛ ′‖ (4)
for some fixed constant 0< ω < 1. This can be realized by calling
rΛ ′ = ESTIMATE[δ ,uΛ ]
for an appropriately chosen initial precision δ > 0. The routine is defined in Algo-
rithm 1, where the until-clause 2δ ≤ ω ‖rΛ ′‖ ensures that the iteration terminates
when (4) holds.
Algorithm 1: Approximation rΛ ′ = ESTIMATE[δ ,uΛ ] of the residual.
Data: initial precision δ and approximate solution uΛ
do
B update δ ← δ/2;
B calculate rΛ ′ = RHS[δ ]−APPLY[δ ,uΛ ];
while 2δ ≤ ω ‖rΛ ′‖;
The supporting index setΛ ′ of the approximate residual rΛ ′ enlarges the original
index set Λ such that the Galerkin solution with respect to Λ ′ would reduce the
current error by a constant factor. Nonetheless, we need to coarsen the index set Λ ′
for controlling the complexity. This is done by calling the COARSE-routine
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rΛ ′′ = COARSE[θ ,rΛ ′ ].
for fixed 0 < θ < 1 sufficiently small. It combines the steps mark and refine since
the new index setΛ ′′ ⊂Λ ′ still enlarges the original index setΛ , which corresponds
to mesh refinement. Especially, it holds ‖rΛ ′′‖ ∼ ‖r‖. Hence, the algorithm’s con-
vergence is guaranteed when repeating the procedure again with Λ := Λ ′′. For all
the details of the particular implementation, we refer the reader to [36].
Algorithm 2: The adaptive wavelet boundary element method.
Data: initial index set Λ0, initial precision δ , and parameters 0< γ,θ < 1
B set Λ :=Λ0;
do
B compute the Galerkin solution uΛ = SOLVE[γδ ,Λ ];
B compute the residual rΛ ′ = ESTIMATE[δ ,uΛ ] and set δ = ‖rΛ ′‖;
B coarse rΛ ′′ = COARSE[θ ,rΛ ′ ] and update Λ ←Λ ′′;
In accordance with [12, 23], having at hand the building blocks COARSE, APPLY,
RHS, and SOLVE with the properties specified in Section 2.2, the following state-
ment provides the optimality of Algorithm 2.
Theorem 1. Let 0 < γ,θ < 1 be sufficiently small parameters and let u ∈ `wτ with
τ =(s+1/2)−1 for some s≤ s. Then, Algorithm 2 computes iterates uΛ , which satisfy
the error estimate
‖u−uΛ‖. |Λ |−s,
at a computational expense that stays proportional to the number |Λ | of degrees of
freedom.
3 Goal-oriented adaptivity
We shall motivate the key idea of goal-oriented error estimation. To that end, let
a : V ×V → R be an elliptic and continuous bilinear form and f ∈V ′. Consider the
variational formulation
seek u ∈V such that a(u,v) = 〈 f ,v〉 for all v ∈V
and the associated Galerkin scheme
seek uΛ ∈VΛ such that a(uΛ ,vΛ ) = 〈 f ,vΛ 〉 for all vΛ ∈VΛ ,
where VΛ ⊂V denotes the trial space. At first glance, we obtain the error estimate
|〈g,u〉−〈g,uΛ 〉|= |〈g,u−uΛ 〉| ≤ ‖g‖V ′‖u−uΛ‖V
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for the evaluation of a output functional g ∈ V ′. Nonetheless, by introducing the
dual or adjoint solution
seek z ∈V such that a(v,z) = 〈g,v〉 for all v ∈V
and observing Galerkin orthogonality, we conclude that
|〈g,u〉−〈g,uΛ 〉|= inf
zΛ∈VΛ
|a(u−uΛ ,z− zΛ )| ≤ inf
zΛ∈VΛ
‖u−uΛ‖V‖z− zΛ‖V .
This fact greatly improves the error estimate and is exploited in the sequel.
Based on the adaptive wavelet boundary element method, proposed in the previ-
ous section, we can formulate a goal-oriented adaptive strategy to efficiently eval-
uate linear output functionals of the solution to the boundary integral equation (1)
under consideration. As motivated above, we have now to synchronously approxi-
mate the solutions u,z ∈ `2 of the two systems of linear equations,
Au = f and Aᵀz = g, (5)
where A and f are defined as in (2) and g = 〈g,Ψ〉 denotes the discretized output
functional. We therefore modify the adaptive wavelet boundary element method
from Algorithm 2 as follows.
For an given finite index set Λ , the primal and dual systems of linear equations
are solved sufficiently accurate. This yields the approximations uΛ and zΛ to the
primal and dual solution of (5), respectively. We then call
r p,Λp = ESTIMATEprimal[δp,uΛ ] and rd,Λd = ESTIMATEdual[δd ,zΛ ]
which refer to the primal and dual versions of the routine ESTIMATE as outlined
in Algorithm 1. The input parameters δp and δd are initialized at the beginning by
a δinit of our choice, and they are modified during the course of the algorithm as
outlined in Algorithm 2.
Next, we call
r p,Λ ′p = COARSE[θ ,r p,Λp ] and rd,Λ ′d = COARSE[θ ,rd,Λd ]
to compute appropriate refinements Λ ′p,Λ ′d ⊃Λ of the original index set Λ . Finally,
we choose the smaller of the two index setsΛp andΛd to update the index setΛ and
restart the loop.
The aforementioned goal-oriented adaptive refinement strategy is summarized
in Algorithm 3. In accordance with [33], we derive the following result on the
goal-oriented wavelet boundary element method, provided that the building blocks
COARSE, APPLY, RHS, and SOLVE satisfy the properties specified in Subsec-
tion 2.2.
Proposition 1. Let 0 < γ,θ < 1 be sufficiently small parameters and let u ∈ `wτp
with τp = (s+ 1/2)−1 and z ∈ `wτd with τd = (t + 1/2)−1 for some s, t ≤ s. Then, the
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Algorithm 3: Goal-oriented refinement strategy.
Data: initial index set Λ0, initial precision δ , and parameters 0< γ,θ < 1
B set Λ :=Λ0 and δp = δd = δ ;
do
B compute the Galerkin solutions
uΛ = SOLVEprimal[γδp,Λ ]
zΛ = SOLVEdual[γδd ,Λ ]
B compute the residuals
r p,Λp = ESTIMATEprimal[δp,uΛ ]
rd,Λd = ESTIMATEdual[δd ,zΛ ]
B set δp = ‖r p,Λp‖ and δd = ‖rd,Λd‖;
B coarse r p,Λ ′p = COARSE[θ ,r p,Λp ] and rd,Λ ′d = COARSE[θ ,rd,Λd ];
B if |Λ ′d | ≤ |Λ ′p|, then set Λ =Λ ′p, otherwise set Λ =Λ ′d ;
approximations gᵀΛuΛ of the output functional g
ᵀu, computed by Algorithm 3, satisfy
the error estimate ∣∣gᵀu−gᵀΛuΛ ∣∣. |Λ |−(s+t).
The computational expense to compute these approximations scale proportional to
the number |Λ | of degrees of freedom.
4 Numerical results
4.1 Scattering Problems
We shall present numerical results for an acoustic scattering problem with differ-
ent wavenumbers κ ≥ 1. The choice of larger wavenumbers has a direct effect on
the sparsity of the system matrix, as the compression parameters have to be propor-
tionally increased with the wavenumber, see [32]. Therefore, the method cannot be
expected to be robust with respect to the wavenumber.
Given a sound-soft scatterer Ω ∈ R3, we consider the solution u of the exterior
Helmholtz equation
∆u+κu = 0 in R3 \Ω , u = 0 on Γ := ∂Ω . (6)
The function u consists of an incident and a scattered wave, i.e. u = us +ui, where
in addition to (6) the scattered wave satisfied the Sommerfeld radiation condition
10 Helmut Harbrecht and Manuela Moor
lim
r→∞r
(
∂us
∂ r
− iκus
)
= 0 as r = ‖x‖→ ∞.
The incident wave ui is known and is of the form exp(iκdx), where d denotes the
direction (it holds ‖d‖= 1), and its aimed at computing the scatterer wave us. When
us is given, the solution u to the Helmholtz equation (6) can be computed as well.
In order to find u, we use the direct ansatz
u(x) = ui(x)− 1
4pi
∫
Γ
k(x,y)
∂u
∂n
(y)dσy, x ∈Ω c. (7)
Here, k(·, ·) denotes the fundamental solution to the Helmholtz equation, given by
k(x,y) =
1
4pi
eiκ‖x−y‖
‖x− y‖ .
In accordance with [10], the unknown Neumann data ∂u∂n is obtained by solving the
Fredholm boundary integral equation of the second kind (i.e., q = 0)(
1
2
+Dᵀ− iηS
)
∂u
∂n
=
∂ui
∂n
− iηui on Γ . (8)
whereS and D are the acoustic single and double layer operators, respectively,
(S v)(x) =
∫
Γ
k(x,y)v(y)dσy, (Dv)(x) =
∫
Γ
∂
∂ny
k(x,y)v(y)dσy,
and η > 0 is a parameter which is usually chosen proportional to κ , see [10] for
example.
102 103 104 105
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N−0.5dof
Fig. 2 Norm of the residual for the adaptive wavelet method in dependance of the wavenumbers.
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For our numerical computations, we will solve the scattering problem by using
the boundary integral equation (8) for the wavenumbers κ = 1, 2, 4, and 8. After
its solution, we have given the Neumann data which can be used to evaluate u(x)
according to the ansatz (7). As scatterer Ω , we consider a drilled cube as seen in
Figures 4–7. The incident wave is chosen to travel into the direction of (1,1,0).
102 103 104 105 106
10−1
100
Uniform
Adaptive
N−0.5dof
N−0.25dof
Fig. 3 Norm of the residual for adaptive refinement and for uniform refinement.
Figure 2 shows the convergence history of the estimated norm of the residual
for each different value of κ . We observe a rate of convergence of approximately
N−0.5dof , independently of the chosen κ , while the norm of the residual increases as
the wavenumber increases. We emphasize that the rate of convergence would di-
minish for uniform refinement. We did not draw this into the Figure 2 in order not
to overload it. Nevertheless, for κ = 8, we illustrate this observation in Figure 3.
For uniform refinement, we achieve a rate of convergence of approximately N−0.25dof ,
which is only half the rate as for adaptive refinement.
For the visualization of the solution, we compute the total field u(x) and the
scattered field us(x) in the area E = {(x1,x2,x3) : x3 = 0 and x1,x2 ∈ [−2.5,2.5]}.
This plane intersects the drilled cube, such that we can illustrate the pattern which
is produced by the scattered wave. In addition to the plane, where us(x) and u(x)
are evaluated, we also draw the scatterer in the pictures. In particular, we draw the
refinement of the scatterer’s surface, where a cluster of wavelets appears in a darker
colour first. By looking more closely at the corners and edges of the geometry, we
see a lighter colouring, which again indicates even a stronger refinement.
In Figure 4, we see the scene for κ = 1. The top corner of the square is the point
(−2.5,−2.5), which means that the harmonic wave is travelling upwards. In the left
plot of Figure 4, the scattered field us(x) is seen and, in the right plot of Figure 4,
the total field u(x) is seen. For κ = 1, we do not observe yet an interesting scattering
pattern, as the wavenumber is too small. On the other hand, we already observe that
the adaptive wavelet boundary element method refines towards the edges and the
vertices of the geometry. This behaviour makes sense, since we solve the scatter-
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Fig. 4 Scattered field (left) and total field (right) for κ = 1.
ing problem for the direct formulation featuring the Neumann data, which admit a
singularity at the non-smooth parts of the geometry. In particular, we observe a re-
finement on the edges which are illuminated, i.e. the edges which face the incoming
wave. On the edges which are at the back of the geometry refinement, the refinement
is not as strong.
Fig. 5 Scattered field (left) and total field (right) for κ = 2.
In Figure 5, we visualize the scattered field and the total field for κ = 2. The
angles of the pictures are chosen equal to those of Figure 4 such that we can easily
compare the situations. We observe that the wavenumber κ = 2 is still too small to
have a noticeable scattering pattern. Also, we observe again the refinement along
the illuminated edges in reference to the incoming wave.
Figure 6 contains the scattered field (left) and total field (right) for the wavenum-
ber κ = 4. Here, we observe that the wavenumber is chosen just large enough, such
that for the first time the wave can enter the inner part of the drilled cube. We observe
again the refinement towards the edges and vertices facing the incoming wave, with
less refinement in these parts of the geometry which lies on the back of the cube.
In Figure 7, we draw the scattered field (left) and the total field (right) for the
wavenumber κ = 8. This wavenumber is large enough in order to produce a beautiful
scattering pattern. Especially, we see that the wave can travel through the inner part
of the drilled cube. We observe again the refinement towards the edges and vertices
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Fig. 6 Scattered field (left) and total field (right) for κ = 4.
Fig. 7 Scattered field (left) and total field (right) for κ = 8.
with more refinement of those parts of the drilled cube which are hit by the incoming
wave.
In conclusion, we can say that the adaptive wavelet algorithm produces excellent
results for all chosen wavenumbers κ . Adaptivity pays off especially for the direct
ansatz, where the refinement towards the edges and vertices can be clearly observed.
To achieve a similar accuracy with uniform mesh refinement, one would need much
more degrees of freedom. This would not only take more time to compute, but may
not be feasible any more as far as memory consumption is concerned.
4.2 Laplace equation solved by the single layer operator
Let us present numerical results in order to verify and quantify the goal-oriented
adaptive wavelet boundary element method. To this end, consider the Laplace equa-
tion
∆U = 0 in Ω , U = f on Γ , (9)
solved inside a bounded domainΩ with boundaryΓ = ∂Ω . We convert this problem
to a boundary integral equation by making the ansatz
U =
∫
Γ
u(y)
‖ ·−y‖dσy in Ω , (10)
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for the unknown density u ∈ H−1/2(Γ ). Observing that this single layer potential is
continuous across the boundary Γ , we arrive at the Fredholm integral equation of
the first kind
A u =
∫
Γ
u(y)
‖ ·−y‖dσy = f on Γ
for the single layer operator A : H−1/2(Γ )→ H1/2(Γ ). Given an evaluation point
x ∈Ω , the potential U(x) is computed in accordance with (10) by
g(u) =
∫
Γ
u(y)
‖x− y‖dσy. (11)
This potential evaluation corresponds to the application of a continuous linear func-
tional to the density u. Notice that the norm of this functional obviously increases
as x ∈Ω approaches the boundary Γ .
For the following computations, we consider the Fichera vertex (0,1)3 \ (0,0.5]3
as domain of interest. The restriction f = p|Γ of the harmonic polynomial p(x) =
4x21− 3x22− x23 is chosen as Dirichlet data for the primal problem, which implies
that the solution U of the Laplace equation (9) coincides with the polynomial p.
For given, fixed x ∈Ω , we shall apply the goal-oriented adaptive wavelet boundary
element method to evaluate the output functional g(u), given by equation (11). After
each iteration of the adaptive algorithm, we compute an approximation g(uΛ ) via
the scalar product gᵀΛuΛ . We then evaluate the potential error
∥∥p(x)−gᵀΛuΛ∥∥ with
p(x) being the analytic solution of the problem under consideration.
4.2.1 First example
We choose the evaluation point for the functional (11) as x = (0.25,0.25,0.9). This
point is located inside Fichera’s vertex and close to the top boundary. Moreover, we
have chosen the coarsening constant θ = 0.5.
Figure 8 shows the convergence histories of the primal residual, the dual resid-
ual and the potential error of the goal-oriented adaptive wavelet boundary element
method. We observe that the primal residual has a rate of convergence of N−0.63dof .
Whereas, we notice that the dual residual seems to have a rate of convergence of
approximately N−0.75dof , which is significantly better than the rate of convergence for
the primal residual. The potential error has a rate of convergence of approximately
N−1.43dof , which indeed coincides with the sum of the rates of convergence for the
primal and the dual residual.
In Figure 9, we plot the ratios of the primal residual, the dual residual and the
potential error versus the computation time. It turns out that the computational com-
plexity of the current implementation does not scale linearly but much better than
quadratically. Therefore, it does clearly pay off to employ a fast boundary element
method. Especially, to compute the solution to a boundary integral equation with
more than 200,000 degrees of freedom would have not been possible without ma-
trix compression.
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Fig. 8 Norm of the primal residual, norm of the dual residual and potential error versus the number
of degrees of freedom in case of the evaluation point x = (0.25,0.25,0.9).
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Fig. 9 Norm of the primal residual, norm of the dual residual, and potential error versus computa-
tion time in case of the evaluation point x = (0.25,0.25,0.9).
We should also compare the refinement which is produced by the adaptive al-
gorithm. In Figure 10, we have visualized the refinement. Since we would not be
able to see the refinement by drawing the grid, this picture was produced in the fol-
lowing way: After the code terminated, we assigned to each active wavelet a point
in the center of its support which is weighted with 2 to the power of the wavelet’s
level, achieving that a small wavelet gets assigned a large value. The picture below
is thus to be interpreted as: The lighter the colour, the finer are the elements in this
area. We observe in Figure 10 that the mesh refinement takes place on the top of the
Fichera vertex, near from where the point x = (0.25,0.25,0.9) is located. Also, the
algorithm refines towards the edges and vertices of Fichera’s vertex.
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Fig. 10 Adaptive mesh refinement in case of the evaluation point (0.25,0.25,0.9).
4.2.2 Second example
For the second example, we move the evaluation more closely to the boundary,
namely we set x = (0.25,0.25,0.95) and perform our computations again.
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Fig. 11 Norm of the primal residual, norm of the dual residual and potential error versus the
number of degrees of freedom in case of the evaluation point x = (0.25,0.25,0.95).
In Figure 11, we visualize the convergence histories for the primal residual, the
dual residual, and the potential error versus the number of degrees of freedom in
a log-log scale. We observe that the primal residual and the dual residual show a
rate of convergence of N−0.63dof and N
−0.76
dof . For the potential error, we observe a rate
of convergence of N−1.34dof . This is slightly less than the rate of convergence of the
potential error for the evaluation point x = (0.25,0.25,0.9). The computing time
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of the adaptive algorithm does not scale linearly in the number N of degrees of
freedom, compare Figure 12, where the accuracy versus computing times is plotted
and the rates are slightly worse than those found in Figure 11. Nonetheless, we like
to repeat that the scaling is much better than a quadratic scaling, which is required
by the traditional boundary element method.
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Fig. 12 Norm of the primal residual, norm of the dual residual, and potential error versus compu-
tation time in case of the evaluation point x = (0.25,0.25,0.95).
To conclude our tests, we finally visualize the mesh refinement produced by the
adaptive algorithm in Figure 13. It is again refined towards the edges and vertices
of the geometry and towards the point x = (0.25,0.25,0.95). If we compare the
refinement on the top of the domain with the refinement from the previous example,
we notice that the refinement is slightly more localized here, cf. Figure 10.
Fig. 13 Adaptive mesh refinement in case of the evaluation point (0.25,0.25,0.95).
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5 Conclusion
In the present article, we presented the adaptive wavelet boundary element method
for the rapid solution of boundary integral equations. A goal-oriented strategy for
the evaluation of linear output functionals has been proposed as well. The algorithms
have been validated and quantified by numerical examples for an acoustic scattering
problem and for the point evaluation of the potential in case of the single layer
operator for the Laplace equation on Fichera’s vertex.
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