Abstract-In this paper, the comprehensive delay and performance analyses of the M-ary molecular communications with memory are presented. By taking into account any level of channel memory, the type-based and concentration-based modulation schemes are introduced and analyzed. In the typebased modulation, information symbols are encoded through different molecule types. In the concentration-based modulation, various concentration levels of one molecule type are used to encode information symbols. For both modulation schemes, the delay distributions of the molecular symbols are derived, and then, the symbol error probabilities are developed. The given distributions and the error probability expressions are validated through extensive simulation experiments. After showing that the derived expressions are valid, the performance of the modulation schemes is evaluated. The performance evaluations reveal that by properly selecting the parameters such as slot time and number of emitted molecules, the performance can be improved in both type and concentration-based molecular communication as the channel memory is increased. Furthermore, it is shown that the type-based molecular communication outperforms the concentration-based molecular communication.
types of molecules emitted by the transmitter nanomachine (TN). The detection of symbols is assumed whenever the number of molecules that hit the receiver nanomachine (RN) during a slot time is above a predefined threshold.
• M-Level Concentration Shift Keying (M-CSK): A single type of molecule is used, and there are M different emission levels to generate M different symbols. Correct detection of a symbol occurs whenever the number of molecules hitting the RN is between the predefined thresholds associated to that symbol.
A bunch of related works can be introduced as follows. In [8] and [9] , two different modulation schemes called concentration shift keying and molecule shift keying are introduced. The symbol error probabilities of these schemes are derived in order to quantify their performances. In these works, one-slot memory is considered, which means that each transmission is assumed to be affected by only previous transmission. Therefore, the given analysis cannot quantify the performance of MC with arbitrary level of memory. In [10] , the fourth-order channel memory is investigated and the corresponding bit error probabilities are derived. Since the level of the channel memory is set to four, the given analysis is not extensible to arbitrary level of memory case. Furthermore, the delay distribution of the symbols is not derived in this reference. In [11] and [12] , an elegant physicchemical model is introduced to characterize the combined effects of transmitter, transmission medium and receiver as a transfer function between input and output. It is assumed that consecutive symbols are well separated in time so that inter-symbol interference (ISI) can be neglected. Therefore, the effects of ISI through arbitrary level of memory cannot be discussed in this work. In [13] and [14] , a Poisson model is used for the flow of molecules exiting the storage and diffusing in the environment. In order to take into account the overall effect of previous time slots, a compound Poisson process is derived as a weighted sum of the Poisson processes corresponding to previous slots. While the symbol error probability is derived for an arbitrary level of memory, the probability distributions of symbols are not investigated in this work. In general, our contribution over the existing works can be briefed as follows:
• We determine the memory effects for both modulation schemes in an exact way, and provide an algorithm to speed up the computation of these effects. The remainder of the paper is organized as follows. The type-based molecular scheme is first considered in Section II. In Section II-A, an efficient algorithm is introduced to speed up the computations of the derived probability distribution. In Section III, the concentration-based molecular scheme is investigated. Then, the derived probability distributions and the symbol error probabilities are validated through extensive simulation experiments in Section IV. Finally, the performance evaluations are introduced in Section VI and the concluding remarks are discussed in Section VII.
II. M-LEVEL MOLECULAR SHIFT KEYING (M-MOSK) WITH m-SLOT MEMORY
We consider an M-ary molecular communication (MC) scheme in which each symbol S a , a ∈ {1, . . . , M} is transmitted by emitting N a molecules of type ψ a . This emission is performed by the TN at the beginning of a time slot. The symbol is correctly received if at least σ a molecules of type ψ a reach the RN within a slot duration. Otherwise, the symbol is undetected. Each type of molecule has its own diffusion coefficient and emission level parameters (N a , σ a ).
Let us first define the counting process c a (N a , t), which stands for the number of molecules of type ψ a that have hit the RN until time t, given that N a molecules were emitted at the beginning of slot n (t = 0). The probability mass function (PMF) associated with this process, ϕ a (N a , l, t), is the probability that exactly l molecules have reached the RN at time t, given that a set of N a molecules were emitted at the beginning of slot n. In fact, it is a binomial distribution given as
where 
where D ψ a is the diffusion coefficient of molecule type ψ a and d is the distance between the TN and RN. Let us also consider a modified counting process, c a,i,h (N a , t) to register the molecules corresponding to symbol S a that are emitted at slot n − i and hit the RN during a time interval t starting at the beginning of slot n, given that the emission level is N a and a number of h (0 ≤ h ≤ N a ) molecules have already reached the RN during slot n − i . Then, the PMF associated with c a,i,h (N a , t) can be formulated as the probability that h + j molecules have hit the RN at time t + τ , given that h molecules have already reached the RN during previous slot duration i τ . This PMF function is denoted by ϕ a,i,h (N a , j, t) and derived in (3) , as shown at the bottom of this page. We can now un-condition this probability with respect to h in order to characterize the counting process c a,i (N a , t), which stands for the amount of molecules of type ψ a from the previous slot that hit the RN in the interval of duration t starting at the beginning of the current slot. The uncondioned PMF, i.e., ϕ a,i (N a , j, t), is given in (4) , as shown at the bottom of this page. The delay experienced by a symbol transmitted in a certain slot depends on the sequence of symbols transmitted in the m previous slots. In order to develop a general formulation, we can introduce a new counting process associated with every previous slot, called, e a,i (N a , t), i = 1, . . . , m, to denote the amount of molecules of type ψ a transferred from previous slot n − i to the current slot (see Figure 1 ). This counting process can be characterized as follows where s(n − i ) denotes the symbol transmitted at slot n − i . The PMF of e a,i (N a , t), i.e.,φ a,i (N a , j, t), is given bỹ
where j = 0, . . . , N a and δ(.) denotes the discrete delta function. The compound counting process, i.e., c a,T ,m (N a , t), resulting from m previous slots and the current slot can now be formulated in the following way:
Since the individual counting processes contained in (7) are mutually independent (because they correspond to different time slots), again the convolution with respect to k is suited to describe the PMF of c a,T ,m (N a , t):
where k = 0, . . . , (m + 1)N a . Then, the distribution function of the delay experienced by symbol S a can be formulated as
By taking the derivative with respect to time, the probability density function f a (t) can be obtained. By using F a (t) in (9), the probability that the symbol S a is delivered to the receiver within the current slot can be given as F a (τ ). However, no other symbol should be delivered within the same slot to ensure that the RN just receives symbol S a . Therefore, it should be also checked whether or not other symbols are delivered within the same slot. To this end, let us focus on symbol S b with b = a. We know that S b is not transmitted in the current slot. However, it is likely that S b has been transmitted during the past m slots. Thus, possible arrivals of molecules ψ b to the RN within the current slot need to be investigated. Similar to e a,i (N a , t) in (5), the counting process e b,i (N b , t) characterizes the amount of molecules of type ψ b transferred from previous slot n − i . It can be defined as follows:
where
is the extension of counting process c a,i (N a , t) for symbol S b . In order to obtain the PMF cor-
where j = 0, . . . , N b . For symbol S b , the compound counting process resulting from m previous slots is
Similar to (8) , the PMF of this compound process:
Then, the distribution function of the delay experienced by symbol S b can be formulated in this way:
where γ b is the delay experienced by symbol S b . By using F b (t) in (14) , the probability that symbol S b is delivered to the RN within the current slot can be introduced as F b (τ ). Now, we can write the probability that symbol S a is the only symbol which is successfully delivered to the RN as follows:
The symbol error probability for symbol S a can be given as
By taking into account all symbol types, the average symbol error probability can be written as
A. Efficient Algorithm for the Evaluation of Expression (4)
A recursive formulation which speeds up the evaluation of expression (4) is developed in (18), as shown at the bottom of the next page. This derivation relies on a complementary result which is given in (19), as shown at the bottom of the next page. To implement the recursion given by (18), some particular results of ϕ a,i (n a , j, t) are especially interesting, where n a is an auxiliary variable that denotes the current value of the emission level: The matrix given in Fig. 2 can be introduced which reflects all combinations of the two magnitudes and allows for a straightforward representation of the recursion process: In this matrix, the arrows show the evolution of the iteration process from the initial values represented as dots. Also, note that the upper triangle of the matrix is empty, because j cannot be above
The elements in the first column of the matrix in Fig. 2 can be easily obtained according to (20) , whereas the element in position (1, 1) in the matrix can be derived from (21):
Thus, elements (0, 1) and (1, 1) in the matrix given in Fig. 2 are complementary with respect to 1. It will be enough to use a single vector of dimension N a + 1 initialized with the dot elements in the matrix, and then apply the iteration process as many times as necessary until the last row in the matrix is obtained. This is repeated for every i = 1, . . . , m with t = τ , which means that only the values F ψ a (τ ), . . . , F ψ a ((m + 1)τ ) need to be evaluated during the setup process.
III. M-LEVEL CONCENTRATION SHIFT KEYING OR (M-CSK) WITH m-SLOT MEMORY In this case, we consider an M-ary molecular communication scheme in which each symbol S a , with a ∈ {1, . . . . , M}, is transmitted by emitting N a molecules of type ψ at the beginning of a time slot. The RN uses a set of thresholds {σ 1 , . . . , σ M } to detect the symbols, meaning that a symbol is correctly received if the amount of molecules that reach the RN after a time slot is between its corresponding thresholds.
As before, expression (7) describes the compound counting process, though slightly modified to reflect the fact that the transfer variable, now denoted as e i (t), is generally non-zero whatever symbol is transmitted in slot n − i :
Specifically, the transfer variables can now be given by
Here, the Kronecker delta has been introduced in order to obtain 1 when s(n − i ) = S b and 0 otherwise. Expression (24) shows that interference can now be produced by any previous symbol since the TN emits a single type of molecules, i.e., ψ. Moreover, c b,i (N b , t) is characterized by expression (4), although now a single type of molecule is used.
Again, the algorithm proposed in subsection II-A can be used in order to speed up the computation of these probabilities.
N a h 
where j = 0, . . . , N = max{N 1 , . . . , N M }. According to (23) and the independence property among all individual counting processes, the PMF of the total counting process is given by
where a ∈ 1, . . . , M and k ∈ 0, . . . , N a + m N. Similar to (1), ϕ a (N a , l, t) obeys the following expression:
where l ∈ [0, N a ], t ≥ 0. Note that in the M-CSK scheme, detection always takes place at t = τ , when the total counting process is "evaluated". Thus, τ is the deterministic delay. However, this detection may result in error if the amount of detected molecules falls outside the thresholds corresponding to the symbol being transmitted (σ a1 and σ a2 for symbol a). Hence, the symbol error probability when transmitting symbol S a obeys this equation:
In general, we have:
IV. VALIDATION OF THE DELAY AND PERFORMANCE ANALYSIS
In this section, the symbol error probabilities of the M-MOSK and M-CSK schemes in (16) and (29) are validated through extensive simulation experiments. In the simulation experiments, the time step of the diffusing molecules is set to t s = 10 −6 and, the step length ρ of the molecules is set to
The three different parameter settings called as ST i , i ∈ {1, 2, 3} are used for the validation of the In the first scenario, the current symbol is assumed to be symbol 4 while the current symbol is assumed to be 3 in the second scenario.
M-MOSK scheme. In these sets, the parameters D ψ a = {1000, 1100, 1200, 1300μm 2 /s}, N a = {20, 22, 24, 26} and σ a = {10, 10, 10, 10} for a = 1, 2, 3, 4 are used. However, the parameters M, m, and d are changed as given in Table I . In Fig. 3 , the symbol error probability in (16) obtained through the derived symbol error probability and the simulation experiments is shown for each parameter settings, i.e., (ST i , i ∈ {1, 2, 3}). The SEP values obtained through the analytical expressions and the simulation experiments are very close to each other. This reveals that the analytical derivations are valid. For the validation of the symbol error probability in (29) In the first scenario, the current symbol is assumed to be symbol 4 and in the second one, the current symbol is assumed to be symbol 3. For these scenarios, the analytical evaluation of SEP in (29) closely follows the SEP values obtained through the simulation experiments. This validates the analytical results derived for the performance of the M-CSK scheme.
V. SELECTION OF DETECTION THRESHOLDS Here, we introduce two mechanisms to select the thresholds in the M-MOSK and M-CSK schemes. 
A. Selection of Thresholds in M-MOSK
In the M-MOSK scheme, a threshold selection method that leads to low symbol error probability values consists of the following:
1) Select emission levels in such a way that the distributions ϕ a (N a , k, τ ) are similar for all a = 1, . . . , Mrecall expression (1) in the paper. Since we do not use information about the nature of the reactions that the different types of molecules cause into the receiver nanomachine, nor how the emission levels affect such reactions, a possible criterion is to select emission levels so as to make all counting processes statistically equivalent. 2) Evaluate the average and standard deviation of the counting process associated to each molecule type:
3) Select the thresholds using the following alternatives:
. . , M The given three selection alternatives can improve the performance with respect to arbitrary selected threshold values. This improvement is shown and discussed in Section VI.
B. Selection of Thresholds in M-CSK
For the threshold selection, in the M-CSK scheme, we introduce the reference values r 1 , . . . , r M as follows:
where E(.) stands for expectation and c a,T ,m (N a , τ ) corresponds to (23), evaluated for t = τ . Specifically, the expectation can be calculated as follows:
Recall that N = max{N a , a = 1, . . . , M}. Then, the thresholds th 1 , . . . , th M−1 are defined as follows:
Then, if n is the number of received molecules, andŜ denotes the selected symbol, the decision rule can be formulated as follows:
The given selection mechanism can improve the performance with respect to arbitrary threshold values. This improvement is discussed in Section VI.
VI. PERFORMANCE EVALUATIONS
In this section, the performance of both the M-MOSK and M-CSK schemes is evaluated through the analytical expressions of the delay distribution and symbol error probability that have just been validated in the preceding section.
A. Effect of Memory on Performances of M-MOSK and M-CSK Schemes
In this section, we investigate how the memory level affects the performance of the M-MOSK and M-CSK schemes. To this end, we introduce the following performance gain metric:
SEP(i ) In this formula, SEP(i ) denotes the symbol error probability for the case in which the memory level is i (m = i ). Clearly, SEP(1) denotes the symbol error probability for m = 1. The numerator of η(i ) represents the probability of successful symbol delivery for m = i while the denominator represents the probability of successful symbol delivery for m = 1. So, a value η(i ) > 1 and progressively increasing with i indicates a performance improvement with memory. By using η(i ), the effect of memory level on the performance of the M-MOSK and M-CSK schemes are shown in Fig. 5 .
As it can be noticed, η(i ) is shown with varying memory levels for different distance values between the transmitter and receiver. An improvement of performance with memory is observed, with such improvement much larger for the large distance. The dependence on distance is consistent with the general perception that molecular channels with longer ranges are subject to larger effects of molecular persistence. However, the relevant fact is that such effects are positive. The reason is that, for a relatively wide margin of distances (at least from 2 to 6μm), the positive effects of previously transmitted same symbols counteract the negative effects of previously transmitted different symbols. However, for the M-MOSK scheme with short distances such as d = 1μm, the performance gain hardly changes (in contrast to what happens with larger distances). As in the M-MOSK case, distance plays a major role in the evaluation of memory effects for the M-CSK scheme. However, given the fact that the decision process in the M-CSK scheme is based on two consecutive thresholds per symbol, the evolution of the amount of received molecules from the lower to the upper threshold as long as distance varies, causes a fluctuation on the balance between positive and negative effects. For example, for d = 6μm, a very slight negative effect (the decreasing the performance gain from 1 to 0.9802 as the memory level changes from 1 to 20) is observed. In Fig.6 , how the mean and variances of the received number of molecules are changed as the memory level increases is shown by using four symbols (i.e. M = 4) with the emission levels 40, 35, 30 and 25 in the M-MOSK scheme. Please note that in the previous plots, we have used a different set of emission levels (20, 22, 24, 26 in Fig. 3) . In order to show the impact of emission level selection, we use the more separated emission levels 40, 35, 30 and 25 for the four symbols. As observed in the figure, the mean and variance values increase with the emission level. That is, the symbol with high emission level has higher mean and variance. While the memory level increases from 1 to 3, the mean and variance values increase more quickly. As the memory level is further increased, they increase very slightly. In general, as observed, the memory level of the channel has a minor effect on the mean and variance of the received molecules. In order to show how these mean and variance characteristics impact on the symbol error probabilities, in Fig. 7 , the symbol error probabilities are shown for the same scenarios used in Fig.6 . The threshold values for the four symbols are set as 20, 18, 16 and 14. The symbol error probability increases as the emission level decreases. This is because it is more likely for the molecules associated with the symbols having higher mean and variance to pass the predefined threshold. Therefore, the symbol with the maximum emission level, mean and variance has the minimum error probability.
B. Effect of Threshold on Performance of M-CSK
Here, we show the effect of threshold selection on the performance of the M-MOSK and M-CSK schemes. For the threshold selection, we use a criterion explained in Section V. In Fig. 8 , the effect of the threshold selection mechanism on the performance of the M-MOSK scheme is shown. The selection mechanism generates the thresholds {13, 14, 16, 18} {14, 16, 18, 19}, {15, 17, 18, 20}, {15, 17, 19, 21}, {15, 17, 19, 21} while we set the arbitrary threshold set as {18, 18, 18, 18}. As observed in Fig. 8 , the thresholds provided by the selection mechanism significantly improve the performance with respect to the arbitrary selection.
In order to show the efficiency of the threshold selection in the M-CSK scheme, in Fig. 8 , the average symbol error probability is shown with the selected thresholds and with an arbitrary threshold set. Based on the selection criteria, i.e., th a = [E a − 2ST D a ], ∀a, explained in Section V-B, the threshold selection scheme defined above generates the Fig. 8 . The effects of threshold on the symbol error probability for both M-MOSK and M-CSK schemes are shown by using the thresholds generated by the threshold selection mechanism and arbitrarily generated thresholds.
five threshold set as the slot time changes. These are {15, 23, 31}, {15, 23, 32}, {15, 24, 33}, {15, 24, 33} and {15, 24, 33}. By using these threshold sets and the arbitrarily selected set {12, 24, 36}, in Fig. 8(b) , the symbol error probability is shown. The selected threshold provides more than %100 improvement in the symbol error probability. Hence, this reveals that the threshold selection can positively affect the performance of the M-CSK scheme.
VII. CONCLUSIONS
In this paper, by taking into account any level of channel memory, the delay and performance analyses of the M-MOSK and M-CSK schemes are given. After developing the probability distributions of the symbol delay, the performance of the M-MOSK and M-CSK schemes are derived. The analyses are also validated through extensive simulation experiments. Furthermore, in order to speed up the computations of the derived probability distributions, an efficient algorithm is introduced. The numerical evaluations reveal that the performance can be improved by properly selecting system setting. For example, it is shown that, in the M-MOSK scheme, by selecting system parameter properly, the performance can be enhanced as the channel memory is increased. Furthermore, it is shown that the M-MOSK scheme outperforms the M-CSK scheme. In our future works, we plan to extend our investigations into the case of noise to obtain a capacity analysis with arbitrary level of memory. Our future works also include the performance evaluation of synchronization-free M-MOSK scheme. Furthermore, we think that an extension to our work could consider a non-deterministic number of emitted molecules at the beginning of a slot; this number could follow a generic random variable, with the Poisson distribution being a particular case.
