Abstract. In this paper, we construct the q-analogue of Poirier-Reutenauer algebras, related deeply with other q-combinatorial Hopf algebras. As an application, we use them to realize the odd Schur functions defined in [5] , and naturally obtain the odd LittlewoodRichardson rule concerned in [7] . Moreover, we construct the refinement of the odd Schur functions, called odd quasisymmetric Schur functions, parallel to the consideration in [13] . All the q-Hopf algebras we discuss here provide the corresponding q-dual graded graphs in the sense of [3] .
Introduction
The graded Hopf algebra of symmetric functions, Sym, has many fascinating properties related with several aspects of mathematics, involving the representation theory of symmetric groups, the theory of combinatorial Hopf algebras, the geometry of the Grassmannian, etc. Meanwhile, Sym has two of the most important generalizations: the algebra of quasisymmetric functions, QSym, as the nonsymmetric analogue and the algebra of noncommutative symmetric functions, NSym as the noncommutative analogue. QSym was first introduced by I. Gessel [10] as a source of generating functions for P-partitions, while NSym was first studied extensively in [11] and proved to be isomorphic to Solomon's descent algebra of symmetric groups. The duality between QSym and NSym has been concerned in [23] , where the authors also constructed a remarkable self-dual Hopf algebra structure on the free abelian group generated by permutations S, now named after them as the Malvenuto-Reutenauer algebra. The MR-algebra deeply relates to many algebras central to algebraic combinatorics. For instance, NSym serves as a subalgebra of the MR-algebra and thus QSym as a Hopf quotient.
On the other hand, the MR-algebra nicely possesses a Hopf quotient or dually a Hopf subalgebra, called the Poirier-Reutenauer algebra, with a canonical basis indexed by standard Young tableaux [24] . It's significant to see that when restricting the projection from the MR-algebra to QSym on the PR-algebra, it exactly has the image Sym, with the canonical basis mapped to the Schur functions.
Bearing the interplay above in mind, we want to generalize the whole picture to the q-Hopf algebra version. Note that the q-Hopf algebras are just a special kind of braided Hopf algebras endowed with the twisted braiding. In [29] , Thibon and Ung first introduced the algebra of quantum quasisymmetric functions QSym q , which also realized as the graded characteristics of finitely generated 0-Hecke algebra H N (0)-modules [16] . Recently, a new basis for QSym, called quasisymmetric Schur functions, has been introduced by Haglund, Luoto, Mason van Willigenburg in [13] . It serves as a refinement of the Schur functions and behaves particularly well when multiplying with the Schur functions [12] . As very little papers investigate QSym q , we do one step further here by mainly focusing on the odd case, where QSym −1 is a Hopf super algebra. Specializing the construction of the q-PR-algebra to q = −1, we realize the odd Schur functions defined in [5, 6] . Meanwhile, we find the odd version of quasisymmetric Schur functions as the refinement of the odd Schur functions, parallel to the original construction in [2, 13] .
On the other hand, Bergeron, Lam and Li considered the following composition of two constructions in [3] : filtered tower of algebras −→ q-combinatorial Hopf algebras −→ qdual graded graphs. As a result, we can adopt their methods to realize plenty of q-analogues of well-known dual graded graphs, while the representation aspect of them still need to be investigated.
The paper is organized as follows. In Section 2 we first introduce q-symmetric functions, QSym q and the dual NSym, then relate them from a canonical bilinear form explicitly. In Section 3 we define the q-analogues of the MR-algebras. In Section 4 we construct the q-analogues of the PR-algebras, thus bring in the combinatorics of Young tableaux. Consequently, we can build the relation diagram of all the q-Hopf algebras above generalizing the classical case. In Section 5 we realize the odd Schur functions from the q-PR algebras with the odd Littlewood-Richardson rule derived naturally. In Section 6 we construct the odd quasisymmetric Schur functions and thus the odd version of the Pieri rules, the LittlewoodRichardson rules, etc. In Section 7 we use the construction mentioned in [3] to obtain the q-dual graded graphs associated with all the q-Hopf algebras we concern.
2. Introduction to q-(quasi)symmetric functions 2.1. Compositions and tableaux. Denote Z + the set of positive integers, [n] = {1, . . . , n}, n ∈ N and [0] = ∅ for convenience. Let C(n) be the composition set of n ∈ Z + , consisting of those ordered tuples of positive integers summed to be n. Take C = n∈Z + C(n). Write α n when α ∈ C(n). For α = (α 1 , . . . , α r ) ∈ C, all the entries in α are parts of it. Take the length ℓ(α) of α to be r and the weight |α| of α to be r i=1 α i . Meanwhile, the descent set des(α) of α is defined by des(α) = {α 1 , α 1 + α 2 , . . . , α 1 + · · · α r−1 }.
Conversely, for any S ⊆ [n − 1], n ∈ Z + , we can associate a composition c(S ) n with S , defined by c(S ) = (s 1 , s 2 − s 1 , · · · , s r−1 − s r−2 , n − s r−1 ), where S = {s 1 , . . . , s r−1 }, 0 < s 1 < · · · < s r−1 < n. We describe such subset S by {s 1 < · · · < s r−1 } for simplicity.
Besides, let C w (n) be the weak composition set of n ∈ Z + , consisting of all the ordered tuples of nonnegative integers with the sum equal to n. Take C w = n∈Z + C w (n). For any γ ∈ C w (n), its collapse α(γ) n is obtained by removing all the zero parts of γ.
Now we can endow the composition set C with several partial orders. For α, β n, if we can obtain α by adding together adjacent parts of β, then we say that β is a refinement of α, denoted α β (or β α). Note that one can also endow C w with such refinement order.
Note that for any S , S ′ ⊆ [n − 1], c(S ) c(S ′ ) if and only if S ⊆ S ′ .
Given α = (α 1 , . . . , α r ), β = (β 1 , . . . , β s ) ∈ C, we define two operations on them: the concatenation αβ = (α 1 , . . . , α r , β 1 , . . . , β s ) and the near concatenation α∨β = (α 1 , . . . , α r + β 1 , . . . , β s ). Meanwhile, we define the complement composition α c of α as
the reverse composition of α as α = (α r , . . . , α 1 ) and the associated partitionα of α obtained by rearranging the parts of α in weakly decreasing order. Note that des(α c ) = [n − 1]\des(α), des(α) = {i ∈ [n − 1] : n − i ∈ des(α)} for any α n. For w ∈ S n , we can also define the descent set des(w) of w by des(w) = {i ∈ [n − 1] : w(i) > w(i + 1)}, and thus the associated composition c(w) = c(des(w)) n. We assume that the readers are familiar with the terminology of Young tableaux, for which we follow the standard textbook [9] . We denote P the set of partitions and write λ ⊢ n when λ ∈ P ∩ C(n). Let SSYT = n≥0 SSYT n be the set of semistandard tableaux (or simply tableaux), where SSYT 0 = ∅ and SSYT n = λ⊢n SSYT(λ), n ∈ Z + with SSYT(λ) consisting of all semistandard tableaux of shape λ. Similarly, let SYT = n≥0 SYT n be the set of standard tableaux. We also need the notation SYT(λ/µ) (resp. SSYT(λ/µ)) for the set of (semi)standard tableaux of skew shape λ/µ and sh(T ) for the shape of T ∈ SSYT. Sometimes we use SSYT[m] to emphasize the tableaux with entries in [m] as well.
2.2.
The definition of q-(quasi)symmetric functions. First we introduce the main study object, the q-(quasi)symmetric functions, defined by Thibon and Ung in [29] . Though there are plenty of papers on noncommutative and quasisymmetric functions, very little treat the quantum case. Here are other papers involving some material for such direction, [4, 5, 16] .
We work over a commutative ring k with unity and fix q ∈ k invertible if without further emphasis, thus Z[q, q −1 ] is a nice candidate. Consider the quantum affine n-space
where α = (α 1 , · · · , α r ) varies over the composition set C and
i . Note that {M α } α∈C spans a subalgebra of A q as a k-basis, called the algebra of q-quasisymmetric functions and denoted QSym q . Define the q-quasishuffle product ⊲⊳ q on the Z[q]-module freely generated by C recursively as follows,
where α = (α 1 )α ′ , β = (β 1 )β ′ ∈ C. Then the multiplication rule of M α can be described by ⊲⊳ q as follows,
where α ⊲⊳ q β = γ f γ (q)γ. For the further detail of this interesting product, one can refer to [14, 15] . Meanwhile, we need another important basis of QSym q , the q-fundamental quasisymmetric functions, as follows,
where α = (α 1 , · · · , α r ) varies over the composition set C(n) for any n ≥ 0. Note that
In order to define all kinds of q-analogue of symmetric functions as the classical case, one can use the following generating function in
It gives
which are the q-analogues of complete symmetric functions. The generating function (2.2) has the inverse
3)
It gives e n := e n (x) =
which are the q-analogues of elementary symmetric functions, and the relation
Now define the algebra of q-symmetric functions as the subalgebra of QSym q generated by {h n } n∈Z + , and denote it as Sym q .
On the other hand, given the alphabet A = {a 1 , a 2 , . . . }, one has the free associative algebra F = k a 1 , a 2 , . . . . Similarly define the following generating functions in
Then {H n (A)} n∈Z + (or {E n (A)} n∈Z + ) generates a subalgebra of F , called the algebra of noncommutative symmetric functions and denoted as NSym. Similarly, we have
forms a basis of NSym, hence there exists a canonical bilinear form
It can be canonically extended as a bilinear form on QSym ⊗n q × NSym ⊗n for all n ∈ Z + . Meanwhile, we have another basis of NSym, the noncommutative ribbon Schur functions,
2.3. q-Hopf algebra duality between QSym q and NSym. The graded q-Hopf algebras are a kind of Z-graded colored Hopf algebras defined in [22, §10.5] . Now endow QSym q with the graded q-Hopf algebra structure as follows,
where (QSym q ) n = span k {M α |α n} is the nth graded component, with the coproduct ∆ ′ defined by
Consequently, one can see that
Note that for F, G ∈ QSym q , we have
where (2) , and | · | is the evaluation of grading on homogeneous elements.
Using the canonical bilinear form (2.7), one can endow NSym with the graded q-Hopf algebra structure which is graded dual to QSym q . Namely, NSym = n∈N NSym n , where NSym n = span k {H α |α n} is the nth graded component. As NSym is freely generated by {H n (A)} n∈Z + , define the coproduct ∆ q on NSym by (2.10)
and the rule 2) , and | · | is again the evaluation of grading on homogeneous elements. In order to simplify some coefficients, we introduce the following bicharacter θ on Z n θ :
In particular, we have
where the sum is over all ordered pair ( 
It means the coproduct formulas (2.10) and (2.12) are compatible. On the other hand, {H n } n∈Z + freely generates NSym, which admits the following homomorphism of graded q-Hopf algebras
referred as the forgetful map. Note that φ(E n ) = q n(n−1)/2 e n . For generic q, Thibon and Ung in [29] pointed out that φ is an isomorphism. Indeed, if denote e α = e α 1 · · · e α r for α = (α 1 , . . . , α r ) ∈ C, then the map F α → e α c is invertible. We also denote r α = φ(R α ) as the q-ribbon Schur function. Now define a bilinear form (·, ·) on NSym by
Note that the bilinear form (·, ·) first appears in [29, 3] , and serves as the basic tool directly in [5] . The whole setting is quite similar to Lusztig's construction of the algebra f [20, Chapter 1]. Let's explain the nice properties of such bilinear form in details as follows.
Using the duality between QSym q and NSym, we can compute that
(2.14)
for any α, β ∈ C and k = ℓ(α), l = ℓ(β), where S α,β is the set of minimal representatives of the double coset of the Young subgroups S α , S β for S n , n = |α| = |β|.
Note that S α,β = {w ∈ S n : c(w −1 ) α, c(w) β}, thus by the formula (2.14) one can easily deduce that
For any w ∈ S α,β , we can present it by the following diagram
and the length ℓ(w) of w equals the number of crossings in its corresponding diagram. Since we can put the diagram upside down to get w −1 ∈ S β,α , whose length remains the same, we know that the form (·, ·) is symmetric by the formula (2.14). Now we list some useful properties of the bilinear form (·, ·). From (3), we know that for any F ∈ QSym q , F lies in Sym q if and only if F ∈ Kerφ ⊥ . However, the radical of (·, ·) on NSym is quite ruleless when q is an algebraic integer. The results known so far are only when q = ±1. If q = 1, then Kerφ is the ideal generated by H n H m − H m H n , n, m ∈ N, which back to the usual symmetric functions. While in the odd case, we know that 
Now we introduce three commuting linear automorphisms of NSym, the composition of which gives the antipode of NSym. 
Proof. In order to get such ψ i 's on Sym q , we only need to check
Since then we have ψ i (Kerφ) ⊆ Kerφ, which means that φ • ψ i can be factored through by φ. Now we check them using the basis {H α } α∈C . For any α, β ∈ C, we have
where the equality for ψ 3 can be seen by rotating all diagrams via the vertical axis which keeps all the values unchanged.
Malvenuto-Reutenauer algebra and its q-analogue
In the paper [23] , Malvenuto and Reutenauer defined a self-dual graded Hopf algebra structure on the free abelian group ZS = n≥0 ZS n of permutations, denoted the MR-algebra. The relation between the MR-algebra and the algebra of (quasi)symmetric functions inspires us to construct the q-analogue of the MR-algebra for the investigation of the q-(quasi)symmetric functions.
We first introduce the MR-algebra, which is a dual pair of graded Hopf algebras (ZS, * , ∆) and (ZS, * ′ , ∆ ′ ), denoted MR and MR ′ respectively. One can check the details in [1, 23] . For any word w of length n on a totally ordered alphabet A, denote alph(w) ⊂ A the set of letters in w and st(w) ∈ S n , called the standardization of w, the unique permutation such that st(w)(i) < st(w)( j) iff w i < w j or w i = w j , i < j, where w = w 1 · · · w n . Note that ℓ(st(w)) is just the inversion number of w. For any w ∈ S n , one can view it as a word on [n]. For I ⊆ [n], let w| I denote the subword of w keeping only the digits in I. We also need the shuffle product ∈ and the concatenation coproduct δ ′ . For
w| {1,...,i} ⊗ st(w| {i+1,...,n} ).
On the other hand,
where w ′ means shifting the digits in w ′ by p. Under the canonical pairing on ZS defined by w, w ′ = δ w,w ′ , MR and MR ′ are dual to each other as graded Hopf algebras. Meanwhile, there exists an involution θ of graded Hopf algebras between them defined by θ(w) = w −1 and the embedding ι : 
We remind that the multiplication of tensor products now involves the q-flip σ defined by σ(w ⊗ w ′ ) = q nm w ′ ⊗ w, w ∈ S n , w ′ ∈ S m . Now we are in the position to check the following result 
Proof.
(1) The duality are straightforward to check. We only need to show that MR ′ q is a q-Hopf algebra. For w ∈ S n , w ′ ∈ S m , we have
where we use the graded q-Hopf algebra structure (k A , ∈ q , δ ′ ) and the evaluation | · | of grading is just the length function of words.
(2) As we have known that θ(w * w ′ ) = θ(w) * ′ θ(w ′ ), thus
where we use the identity (q ℓ(w) w)
where we use the identity inv(i, w) + ℓ(w| {1,...,i} ) + ℓ(st(w| {i+1,...,n} )) = ℓ(w). Hence, θ q is a homomorphism of graded q-Hopf algebras.
(3) Note that ι and ι q (resp. π ′ and π ′ q ) are exactly the same as maps of k-vector spaces. What we need to show is that they are homomorphisms of graded q-Hopf algebras. Let's check π ′ q as follows,
where we use the notation w * ′ q w ′ = u∈S w * ′ q w ′ , u u and the multiplication formula
in QSym q proved in [29, 4] using the language of P-partitions. On the other hand, using the formula (2.9) we have
where w = w 1 · · · w n ∈ S n and we use the fact that c(st
. By the adjunction between π ′ q and ι q , it implies ι q is also a homomorphism of graded q-Hopf algebras. (4) Using the basis {R α } α∈C of NSym , we obtain
where we apply the formula (2.15) and the duality between R α and F β .
Poirier-Reutenauer algebra and its q-analogue
In the paper [24] , Poirier and Reutenauer defined a graded Hopf quotient PR of MR and a graded Hopf subalgebra PR ′ of MR ′ dual to each other with respect to the canonical pairing, denoted the PR-algebra. Later in the paper [4] , Duchamp, Hivert and Thibon realize the MR-algebra as the algebra of free quasisymmetric functions, denoted FQSym, and identify PR ′ as the algebra FSym of free symmetric functions, restricting the isomorphism between MR ′ and FQSym. In order to introduce the PR-algebra, we first recall the Knuth equivalence as follows.
There exists a remarkable correspondence between two-rowed arrays in lexicographic order and pairs of semistandard tableaux with the same shape, called the Robinson-SchenstedKnuth correspondence. For any such two-rowed array w, we denote (P(w), Q(w)) the image under the RSK-correspondence. P(w) comes from the Schensted row-insertion of w, and Q(w) is the recording tableau. For further details, one can refer to [9, Chapter 4] .
For words on Z + , Knuth defined an equivalence relation on them, referred to as the Knuth equivalence ∼ K . It's generated by the following elementary ones, w ∈ ZS n for any T ∈ SYT n . Poirier and Reutenauer in [24] proved that 
Proof. By proposition 3.1, once we prove that J q is a Hopf ideal of MR q , then PR q is a q-Hopf quotient with PR ′ q dual to it. On one hand, for any word w without repeating letters, the inversion number of w and st(w) are the same. Hence by the definition of * , if
where the sum is only over those u,
On the other hand, suppose w, w ′ are up to an equivalence (K ′ q ) and fix the index i from the formula (3.2) of ∆ q . If x, y, z all lie in {1, . . . , i} (or {i + 1, . . . , n}), then the corresponding terms in (3.2) are still up to an equivalence (K ′ q ). Otherwise, there are two other possibilities: (1) x ∈ {1, . . . , i} and y, z ∈ {i + 1, . . . , n}; (2) x, y ∈ {1, . . . , i} and z ∈ {i + 1, . . . , n}. For both cases we have inv(w, i) = inv(w ′ , i)− 1, thus the corresponding terms of ∆ q (w ′ − q ℓ(w ′ )−ℓ(w) w) vanish and finally we have ∆ q (w ′ − q ℓ(w ′ )−ℓ(w) w) ∈ J q ⊗ kS + kS ⊗ J q . It's similar for the case up to an equivalence (K ′′ q ). Hence, J q is also a coideal.
Next we recall some notion concerning about tableaux. Given any T ∈ SSYT(λ/µ), we use the coordinate (i, j) ∈ λ/µ to locate the box lying in the ith row and the jth column of T counting from left to right and top to bottom, also denote T (i, j) the number occupying that box. For i ∈ Z + , we denote i ∈ T if i is an entry of T . Define the row word w(T ) of T as the word obtained by reading the entries of T "from left to right and bottom to top", which gives P(w(T )) = T by the row-insertion. Meanwhile, there's a dot product · on tableaux such that w(
Define the inversion number of T as
and the standardization st(T ) of T as the unique standard tableau such that inv(st(T )) = inv(T ). For instance,
, with w(T ) = 324123, w(st(T )) = 426135. Note that for any T ∈ SSYT, one can obtain st(T ) by defining the standard order < T of boxes determined by T as follows,
Now renumbering the boxes of T in their standard order gives st(T ). Meanwhile, one also have w(st(T )) = st(w(T )). Given λ ∈ P, let T λ to be the unique standard tableau of shape λ such that inv(T λ ) = 0. For any T ∈ SSYT(λ), we define the sign of T as
One can easily see that ℓ(w(st(T ))) = i< j
We also need the notion of rectification of skew tableaux. Given S ∈ SSYT(λ/µ), the rectification rect(S ) is the tableau obtained from S by carrying out the Schützenberger's slide repeatedly. Note that w(rect(S )) ∼ K w(S ) for any skew tableau S . On the other hand, given T ∈ SYT(µ), S ∈ SYT(λ/µ), one shifts all entries of S by n ,where n = |µ|, and concatenates the resulting skew tableau with T naturally. It gives a standard tableau of shape λ, denoted (T ) S . For instance,
. Now we are in the position to describe the q-Hopf algebra structure of PR q and PR ′ q by modifying the classical case. First note that the duality between PR q and PR
Hence, we can denote
where for any T, T ′ ∈ SSYT without repeated entries, inv(T, T ′ ) is the number of pairs
Proof. One can deduce the formula for * from * of MR when paying attention to the inversion numbers of words, as st(u)
The formula for ∆ q comes from (3.2) together with the identity inv(i, w) + ℓ(w| {1,...,i} ) + ℓ(st(w| {i+1,...,n} )) = ℓ(w).
q-analogue of the commuting diagram.
The most remarkable property of the PRalgebra PR ′ is that it can factor through the embedding θ • ι : NSym → MR ′ and has the image lying in Sym when projecting to QSym. 
On the other hand, it's nice to see that the image of cl(T ) in Sym is the Schur function s λ with the following combinatorial definition,
where the content of T , denoted cont(T ), is the weak composition γ where γ i denotes the number of entries of T with value i. Indeed, there exists a natural bijection as follows [ 
where we use the RSK-correspondence and the bijection f . The Schur functions form a orthonormal basis of Sym with respect to the bilinear form (·, ·). Therefore, PR ′ is also referred as the algebra of free symmetric functions FSym and cl(T ) is called the free Schur function. Now from proposition 3.1, we have NSym Proof. In fact,
where we use the symmetric theorem [9, §4.1], (P(w −1 ), Q(w −1 )) = (Q(w), P(w)) and the identity c(w) = c(Q(w)) for any w ∈ S.
Though we can't eliminate the question mark for q in general, the answer is affirmative for the odd case, due to the relation (2.16). In the forthcoming section, we will use the q-Hopf algebra PR ′ q to realize the odd Schur functions, as a basis of the odd symmetric functions.
Application to the odd symmetric functions
Motivated by the "oddification" of Khovanov homology, Ellis, Khovanov and Lauda introduced the ring of odd symmetric functions and defined three versions of odd Schur functions in a sequence of papers [5] , [6] , [7] . In the last one, Ellis proved that all three definitions coincide to obtain the odd Littlewood-Richardson rule.
5.1. Odd Schur functions. Our approach here bases on the q-Hopf algebra structure PR ′ q , and derives the odd Schur functions naturally. In this section, we write π ′ q (c q (T )), Sym q as ς T and OSym respectively for q = −1. First we need the following "shuffle" lemma concerning about two tableaux of row shape. 
, where n ∈ [m, 2m] and p + q = n, then
Proof. What we need is an important proposition in [9, §1.1]. Roughly speaking, when row inserting
, then no two of the new boxes are in the same column (resp. row). Conversely, given a tableau U of shape λ and a skew shape λ/µ, k = |λ/µ|, if no two of boxes in λ/µ are in the same column (resp. row), then there exists a unique tableau T of shape µ, and unique 
. Now as slides preserve the Knuth equivalence classes of words, we have Proof. In order to prove that ς T ∈ OSym, we only need to check that ς T ∈ (Kerφ) ⊥ with respect to the canonical pairing ·, · (Prop. 2.2 (3) ). Due to the relation (2.16), it is equivalent to
, and
Now when p + q is even and
by lemma 5.1 (2), (3). Hence, we prove the even case as the LHS of (5.2) vanishes in pairs for fixed T . When p + q is odd and
, by lemma 5.1 (2), (3) again, the LHS of (5.2) is equal to
which also vanishes as n = p + q odd.
Next we give the explicit formula for ς T , T ∈ SYT. In general ℓ(w) can't be read directly from the pair (P(w), Q(w)), but the sign of w can. According to [25, Theorem 4 .3], we have the formula
where λ = sh(P(w)) and λ T is its transpose. That gives us the chance to expand ς T like the classical case via the bijection f as follows.
where T ∈ SYT(λ). For any U 1 , U 2 ∈ SSYT(λ), if st(U 1 ) = st(U 2 ), then inv(U 1 ) = inv(U 2 ) by definition. Hence, the above formula can be rewritten as an expansion of monomial quasisymmetric functions.
Lemma 5.3.
Now we point out that when taking T = T λ , s λ := ς T λ is just the odd Schur function defined in [5, §3.3] . In fact, one can define the odd monomial symmetric function m λ as the dual of h λ with respect to the bilinear form (·, ·). By Theorem 5.2, ς T lies in OSym, we can expand it as a linear combination of m λ 's. Using formula (5.4), we have
where T ∈ SYT(λ). In particular, as inv(T λ ) = 0, we regain the formula in [5, Cor. Richardson number. Note that we haven't used the Littlewood-Richardson skew tableaux to characterize oc ν λµ as in [7] . In particular, the formula (5.4) implies that
e n , as (e n , h λ ) = δ λ,(1 n ) . Now we can write down the odd Pieri rule as follows.
Theorem 5.4. For any λ ∈ P and n
where the sum is over those µ such that µ/λ is a horizontal strip of size n (no two boxes in the same column). Besides, oc
, where S is a horizontal strip of shape µ/λ with boxes labeled 1, . . . , n successively from left to right. 
where the sum is over those µ such that µ/λ is a vertical strip of size n (no two boxes in the same row). Besides, oc
is the total number of strictly southwestnortheast (SW-NE) pairs of boxes in λ and i 1 , . . . , i n are the columns of λ to which a box is added. Both cases accumulate the number of boxes strictly southwest to the new box added to the intermediate diagram step by step with increasing labels.
In particular, we get the formula expanding h λ (resp. e λ ) as odd Schur functions by Theorem 5.4 (1) (resp. (2)) as follows, Proposition 5.6.
where λ = (λ 1 , . . . , λ r ) ∈ P.
Remark 5.7. Note that the formula of h λ in Prop. 5.6 is used as the defining relation of s λ in [5] , while the formula of e λ is also given in [5, Cor.3.12].
Now we have the orthogonality of s λ 's,
, we have the formula
Applying ψ 3 to Theorem 5.4, we get the left-sided version
Odd quasisymmetric Schur function
Recently, a new basis of QSym, called the quasisymmetric Schur functions, has been discovered as a refinement of the Schur functions in QSym [13] , [2] . It arises from a specialization of nonsymmetric Macdonald polynomials into standard bases. The quasisymmetric Schur functions indexed by C have many similar properties as the Schur functions and denoted by {S α } α∈C .
In this section, we show that such basis also admits an odd version as a refinement of the odd Schur functions. As we're dealing with Young tableaux, we choose a different version, called Young quasisymmetric Schur functions [19, Chapter 5] , to work with and denote this basis by {S α } α∈C . Under the transpose ψ := ψ * 3 of ψ 3 in QSym with ψ(F α ) = F α , one have S α = ψ(S α ).
Combinatorics of Young composition tableaux. First we introduce the notion of
Young composition tableaux defined as follows [19, Chapter 4] . Given α = (α 1 , . . . , α r ) ∈ C, one have the Young composition diagram of α drawing like Young diagrams with partitions replacing by compositions. For example, α = (2, 3, 1) Here we still follow English convention different from that in [19] . α k for all i > k, that is, the composition obtained by adding 1 to a part of α as long as that part is the rightmost part of that size.
We denote the corresponding partial order by α ⋖ β, and note that the Young's lattice is just a subposet of L. Now let α, β be two Young composition diagrams such that α ⋖ β. Then we define the skew Young composition shape α//β to be the array of boxes 
Moreover, τ is a standard Young composition tableau (abbreviated to SYCT) if it is a bijection τ : α//β → [|α//β|]. We abuse the notation to denote the set of semistandard (resp. standard) Young composition tableaux also as SSYCT (resp. SYCT).
The naturality of the above conditions 1 to 3 can be seen by the following result Proposition 6.3. There exists a one-to-one correspondence between saturated chains in L and SYCT:
where τ is the SYCT of shape α n //α 0 such that the number i appears in the unique box of
The column sequence col( given by c 1 , . . . , c n , where the box of α i //α i−1 , i = 1, . . . , n, is in the c i th column of α n . For example, the saturated chain in L (2, 1) ⋖ (2, 1, 1) ⋖ (3, 1, 1) ⋖ (3, 1, 2) ⋖ (3, 2, 2) ⋖ (3, 2, 3) corresponds to the following SYCT , des(st(τ)) = {2, 3}
Next we introduce a key bijection found by Mason [21] . Let SSYCT(−//α) denote the set of all SSYCT with base shape α, and SSYT(−/α) denote the set of all SSYT with base shapeα. When α = ∅, we abbreviate ρ ∅ as ρ. Note that by definition, if given τ ∈ SSYCT(α//β), then ρ β (τ) ∈ SSYT(α/β). Conversely, the inverse map ρ −1 α : SSYT(−/α) → SSYCT(−//α) is defined as follows. Given T ∈ SSYT, 1. If the first column of the base shape has i boxes, then take the set of entries in the first column of T and write them in increasing order in rows i + 1, i + 2, . . . to form the first column of τ. 2. Take the set of entries in column 2 in increasing order and place them in the row with the largest index so that either
• the box to the immediate left of the number being placed is filled and the row entries weakly increase when read from left to right
• the box to the immediate left of the number being placed belongs to the base shape. 3. Repeat the previous step with the set of entries in column k for k = 3, . . . ,α 1 .
For example,
Now given τ ∈ SSYCT, its column reading word, denoted by w col (τ), is obtained by listing the entries from the leftmost column in decreasing order, followed by the entries from the second leftmost column, again in decreasing order, and so on. Define the rectification rect(τ) as ρ −1 (P(w col (τ))). Note that rectification preserves descents of tableaux, i.e. des(rect(τ)) = des(τ). As in [2] , we define the C-equivalence of permutations as
then the C-equivalence of SYCT with skew shapes as
Denote the C-equivalence class of w ∈ S (resp. τ ∈ SYCT) by [w] C (resp.
[τ] C ) and it gives the following key result
By the RSK-correspondence, Mason's bijection ρ gives
for any w ′ ∈ S satisfying sh(ρ −1 (P(w ′ ))) = α. Combining it with Prop. 6.5, we have
for any τ ′ ∈ SYCT satisfying sh(rect(τ ′ )) = α. In particular, given a class [τ ′ ] C with sh(rect(τ ′ )) = α, there exists a unique τ ∈ [τ ′ ] C such that rect(τ ′ ) = U α , thus we have the following decomposition
In order to deal with the odd case, we also define the inversion number of τ ∈ SSYCT(α//β) with respect to columns as follows,
Similarly, we define inv c (T ) for T ∈ SSYT(λ/µ). Since Mason's bijection ρ β just rearranges entries in each column, we have inv
Note that for SSYT, inversions only appear in those strictly southwest-northeast pairs of boxes in λ, whose total number is denoted by NE(λ). More explicitly, for any ((i, j),
and to inv c (T ) otherwise. As a result, we have
From such identity and inv(st(T )) = inv(T ), we get inv c (st(T )) = inv c (T ).
Example 6.6. Let λ = 431 ⊢ 8 and T = . Now NE(λ) = 11, inv(T ) = 6 and
Meanwhile, we still need the following lemma to track the signs.
, for P(w) and P(w ′ ) also have the same shape.
6.2. Odd quasisymmetric Schur functions. Now we're in the position to define the odd quasisymmetric Schur functions as follows. Rewrite QSym −1 as OQSym and the odd Schur function as
where the third equality comes from (6.3), the second and the fourth ones are due to Mason's bijection ρ. It inspires us to give Definition 6.8. Given α ∈ C, the odd quasisymmetric Schur function S α ∈ OQSym is defined by
Similar to [13, Prop. 5.5], we see that the coefficient matrix (M α,β ) α,β∈C of F β in S α is triangular and its diagonal consists of (−1) inv(ρ(U α )) , α ∈ C, thus {S α : α n} forms a Z-basis of OQSym n .
In order to convince the readers of Definition 6.4, we will figure out the odd version of the Pieri rules for {S α } α∈C and the Littlewood-Richardson rules for its dual {S * α } α∈C . We refer the dual S * α ∈ NSym as the Young noncommutative symmetric function. First note that the image of S * α under the forgetful map φ is sα. Indeed, by the orthogonality (5.6),
Meanwhile, there exists a natural bijection (similar to [2, Prop. 2.15])
which gives us the following expansion Lemma 6.9.
In order to state the Pieri rule for odd quasisymmetric Schur functions, we need to introduce three operators rem, row, col on C. Let α = (α 1 , . . . , α r ) ∈ C with largest part m and s ∈ [m]. If there exists 1 ≤ i ≤ k such that s = α i and s α j for all j < i, then define
We remove any zeros from row S (α) or col M (α) to obtain a composition if necessary.
For any horizontal strip δ we denote by S (δ) the set of columns its skew diagram occupies, and for any vertical strip ǫ we denote by M(ǫ) the multiset of columns its skew diagram occupies, where multiplicities for a column are given by the number of boxes in that column and column indices are listed in weakly increasing order. We are now ready to state the odd analogous of the Pieri rules given in [19, Theorem 5.4 
.2].
Theorem 6.10 (Pieri rules for odd quasisymmetric Schur functions). Let α be a composition. Then
where the sum is taken over all compositions β such that 1. δ =β/α is a horizontal strip of size n, 2. row S (δ) (β) = α. Also,
where the sum is taken over all compositions β such that
Proof. We only prove the horizontal strip case below, the other case is similar. First note that the proof in [13, Theorem 6.3] for the original case is based on an analogy to Schensted insertion for SSYCT which commutes with Mason's bijection ρ, i.e. ρ(k → τ) = ρ(τ) ← k. And the rules were proved on the plactic monoid level indeed, i.e.
where the sum is over all β ∈ C satisfying the two conditions in the theorem. What we need to do is replacing it with the odd plactic monoid and taking care of the signs.
In fact, for any T ∈ SSYT(λ) and k 1 ≤ · · · ≤ k n , we have the identity
where 
Hence,
Remark 6.11. Since OQSym is no longer commutative, we only have a right version of the Pieri rules for S α , thus a left version for S α .
Example 6.12. Take α = 12 and n = 2, thenα = 21, (−1) (˜α 
Now one can see that equation (6.6) holds. 
where OC
Proof. We choose to prove the second equation and adopt the method in [2, Prop. 3.1] . Given τ ∈ SYCT n and an integer k, 0 ≤ k ≤ n, we denote by u k (τ) the SYCT obtained by removing from τ the boxes numbered {k + 1, . . . , n}, and by l k (τ) the standardization of the SYCT comprising the boxes of τ with entries {k + 1, . . . , n} with the lower-numbered boxes being added to the base shape. For example,
We denote by τ + k the tableau obtained by adding k to every entry of τ. Let τ 1 be a filling of the diagram β//α, τ 2 a filling of the diagram γ//β, then we denote by τ 1 ∪ τ 2 the natural filling of the diagram γ//α. Define
Note that for any τ ∈ SYCT(γ//α), n = |γ//α| and
Now combining with the coproduct rule (2.9), we have
On the other hand, from (6.1) and the fact that rectification preserves descents, we have
for any τ ′ ∈ SYCT satisfying sh(rect(τ ′ )) = α. Combining it with the decomposition (6.2), we get
where the second equality is due to Lemma 6.7.
Let OC
, and we have
Now we simplify the coefficient OC γ αβ by rewriting it in terms of SYT via Mason's bijection. First note that if τ ∈ SYCT(γ//α), then rect(ρ α (τ)) = P(w col (τ)) = ρ(rect(τ)). Hence,
where we use the identity inv c ((Tα) S ) = inv c (α,γ/α) + inv c (Tα) + inv c (S ) for the third equality and inv(Tα) = 0 for the fourth. Proof. That's due to the two odd Littlewood-Richardson rules in OSym and OQSym, together with the identity φ(S * α ) = sα. Meanwhile, one can also deduce it from the multiplication rule (4.3).
Corollary 6.15 (Pieri rules for Young noncommutative Schur functions).
where β runs over all compositions satisfying α = α 0 ⋖ α 1 ⋖ · · · ⋖ α n = β whose column sequence is strictly increasing. Also,
where β runs over all compositions satisfying α = α 0 ⋖ α 1 ⋖ · · · ⋖ α n = β whose column sequence is weakly decreasing.
Proof. Note that U (n) =Ũ (n) = 1 . . . n , and |{S ∈ SYT(λ/α) : rect(S ) =Ũ (n) }| is 1 if λ/α is a horizontal strip of size n and 0 otherwise by the classical Pieri rule. We just apply Mason's bijection ρ α to get all those τ ∈ SYCT(β//α) corresponding to the saturated chains given in the theorem and see that OC β α(n) = ocβα (n) . The case for S * α S * (1 n ) is similar.
q-dual graded graphs from q-Hopf algebras
The notion of dual graded graphs was first introduced by S. Fomin [8] as a generalization of differential posets due to R. Stanley [28] . Hivert and Nzeutchap, and independently Lam and Shimozono constructed dual graded graphs from primitive elements in Hopf algebras. Here we apply the q-version defined by Lam [17] to the q-Hopf algebras we discuss. 
When q = 1, self-dual graded graphs (Γ = Γ ′ ) with differential coefficient 1 are the usual differential posets [27] . Define the canonical pairing on AV such that
For a graded graph Γ, let f v Γ denote the weight generating function of paths in Γ from ∅ to the vertex v defined by f 
where (n) q = 1 + q + · · · + q n−1 and (n) q ! = (1) q · · · (n) q for n ∈ N. Also for any path c : v 1 → v 2 → · · · → v n , define its weight as the accumulation of edge weights at each step: 
Note that one can also define the edge weight functions m, m ′ by left multiplication of α, β respectively. Now one can easily check the following result: 
, if µ has exactly one more box than λ in the ith row, 0, otherwise, Now we have the following signed dual graded graphs with differential coefficient 1:
where we use Young diagrams to represent the vertex set {s λ } λ∈P and signs for the edge weights. 
, λ ∈ P as the labeling of the vertex set as in [18] , the graph Γ ′ (resp. Γ) conjugates to the α (resp. β)-signed Young's lattice due to Lam.
(2) Note that any saturated chain (i.e. path) in the Young's lattice from ∅ to λ can be naturally identified with some T ∈ SYT(λ). Now for the graphs Γ ( α), Γ ′ (β), we can also figure out the weights of their paths. In fact, if the path c corresponds to T ∈ SYT(λ), then we have w Γ (c) = sign(T )(−1) ( λ T 2 ) , w Γ ′ (c) = sign(T ) by noting that at each step m ′ (s λ , s µ ) is just the sign counting the number of boxes strictly above the new one, while one more multiple (−1) i−1 for m(s λ , s µ ). Hence, we have
Example 7.5. From [3, §7.5], we know that the q-dual graded graphs corresponding to the dual pair QSym q and NSym, when choosing the dual bases {F α } α∈C and {R α } α∈C , are the q-BinWord graphs and the lifted binary trees. Now for OQSym and NSym, we consider the dual bases {S α } α∈C and {S * α } α∈C . Applying the Pieri rules 6.10, 6.15 to the primitive elements α = S (1) , β = S * • The number of paths in P from ∅ to α is just |SYT(α)|. Moreover, we have f α Note that for any T ∈ SYT n , every path c from ∅ to T in Tab corresponds to a w ∈ S n such that m Tab (c) = q ℓ(w) , as there exists a Schensted insertion at each step. Hence, f T Tab 
