10-40 seconds. To observe such particles and their interactions, physicists need machines that let them look, with very high resolution, deeply into matter. These machines probe matter with beams of accelerated protons or electrons of such high energy that their wavelengths are short enough to achieve the desired resolution. Particle beams are produced in very large accelerators located in the US, Western Europe, the USSR, and Japan. Building such a machine typically costs several hundred million dollars; a staff of at least 1000 people is needed to run it.
Largely because of these costs, it is important that nations and institutions collaborate to build the machines and perform experiments on them. The European Organization for Nuclear Research (CERN), for example, is a collaboration of 12 European countries maintaining a large accelerator laboratory on the Franco-Swiss border near Geneva (Figure 1 ). The main facility of CERN is an accelerator, called the Super Proton Synchrotron, or SPS, which is located in a deep underground ring tunnel 1988 and will be located in a deep ring tunnel 27 kilometers in circumference, stretching from the Geneva airport to the slopes of the Jura mountains in France. The experiments will be carried out in underground halls ( Figure 2 ).
Data processing is important in particle physics experiments because the volume of data is very large and th computing requirements are complex. It is quite normai for a single experiment to record enough data to fill several thousand tapes per year. As a consequence, every high energy physics laboratory has a large data handling center, even though more than half of the data is processed at facilities of the collaborating universities or research institutes. Furthermore, the experimental detectors require complex control and monitoring by digital logic and computers. Recent experiments have used several 32-bit and 16-bit minicomputers and over a hundred 16-bit and 8-bit microcomputers.
The similarities in experimental devices and problems, and the close international collaboration, favor the adoption of common software methods, which often develop into widely used packages. The European Committee for Future Accelerators (ECFA) has set up a study group to develop standard software tools for some of the more common functions, in anticipation of preparing experiments at the future LEP accelerator. A common graphics tool is one of the subjects being pursued by this group.
In a large research laboratory there are naturally many important applications of computer graphics, such as accelerator control and CAD, which will become an important tool in many aspects of the civil, mechanical, and electrical engineering in the LEP design and construction of the new LEP accelerator. In this article, however, we restrict the discussion to the application of computer graphics to experiments in physics alone.
Data flow in a high energy physics experiment 
Detector and program development
The detector and program development stage of an experiment has two main objectives: to optimize the detector layout during planning and to develop and debug the chain of reconstruction and kinematics programs.
Both cases use the "Monte Carlo method," so called because a computer generates artificial events in the planned detector, using random number techniques to simulate the correct distribution of interaction cross sections, energy, momentum, direction, and so on. This is, of course, an extrapolation of known effects into a new, unknown region of physics, and reality may turn out somewhat different. Still, this is the best available method a pattern recognition problem, but it is complicated by several factors. A particle generated in a collision typically travels through and leaves signals in several parts of the detector, such as wire chambers, scintillators, and C, erenkov counters. All the signals must be combined to reconstruct the path of the particle. At the same time, signals from other sources, crossing tracks, and tracks of cosmic particles must be filtered out. Furthermore, if the detector, or parts of it, is in a magnetic field to allow momentum measurements, the charged particles will leave curved tracks. Particles may also collide again with matter in the detector, be deflected, or be absorbed in a reaction that produces even more particles.
The reconstruction program must take care of all these effects. As In many cases the human eye is very quick to recognize a faulty assumption made by the pattern recognition program. The researcher then tries to improve the techniques of filtering and track matching in order to achieve the highest possible "pass rate, " an important measure of the quality of an experiment. 
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Applying 3-D graphics with real-time transformation capabilities to simulated data has proved very useful in developing and debugging the program chain before the actual experiment begins. This method will be often used to prepare experiments for the LEP accelerator.
The data-taking stage Running an experiment requires supervising the functioning of a very complex particle detector ( Figure 6 ) with many thousands of individual components. Clearly, not every physicist in the experiment can be familiar with every detail of the apparatus, so some generally understandable monitoring tools have to be provided. One of the on-line minicomputers usually runs a monitoring task (see Figure 7) . At regular intervals, this program takes some subset of the incoming data and writes it to a file, which is regularly inspected by another program, often called a presenter, that shows in a graphical form those quantities relevant to the good functioning of the detector. The 
Event reconstruction
Once the first beam is brought into the detector and the first data is written to tape, the busiest months are ahead. The reconstruction program is tried out on real data for the first time, and minor or major problems, depending on how well the program was prepared, will show up. When the reconstruction program has been sufficiently refined, the recorded data, event by event, is passed through the program in quantity and the results are written to the data summary tape.
Because the problems of pattern recognition can never be solved totally, the program will reject a number of events, mostly because one or several tracks could not be filtered out of the background. Many experiments will try to rescue such events by extracting them from the original data tapes, displaying or plotting them, and, through careful studying of the faulty tracks, manually "helping" the pattern recognition to a correct result. Because of the time involved, this can, of course, be done only to very few events or to those of special importance.
"Scanning" is another procedure that requires looking at the graphical presentation of the reconstructed events. At CERN, GD3 metafiles containing images of event projections (Figure 8 ) are generated and then scanned in a semi-interactive way; that is, they can be scaled and translated. The IPS graphics system at DESY is much more interactive, allowing different projections or presentations in different coordinate systems to be requested, a capability particularly useful for clearly identifying an event.
IEEE CG&A 66 r In general, to be useful, such pictures must be of relatively high resolution; the ability to distinguish about 1000 points across the screen is probably the minimal requirement. The number of vectors and points needed to show the curved particle tracks and the signals is in the range of a few thousand to ten thousand. The DVST device has been the most economical way to display such pictures, and this is largely why other types of displays have seldom been used until now. Until very recently, raster displays were of too low resolution and their staircase effect is unsuitable for distinguishing small angle deflections of curved tracks.
As mentioned earlier, the Merlin facility has already proved useful in the preparation phase of the proton/antiproton experiments and even more useful in the event reconstruction phase, which started at the end of 1981. Because of the multiplicity of the particles produced in the collision, most proton/antiproton events have very complicated topologies (Figure 9 ). To check the results of the reconstruction and kinematics programs for verification or scanning purposes, it is important to see the relative position of the particle tracks in three-dimensional space. The 3-D real-time transformation capabilities of the Merlin display stations proved very effective for this purpose.
We are currently developing software at CERN that allows a much more flexible strategy for viewing the data, using a highly structured data base to represent the graphical information. A number of institutions in Europe and the US, collaborating in the proton/antiproton experiments, are now setting up similar facilities. We expect them to be indispensable for experiments at the future LEP accelerator. When the line printer's resolution is inadequate, the physicist has several other graphics packages at his disposal. In general his choice depends on the institution where he is working and the facilities available.
Hplot3 is a package of Fortran subroutines for producing Hbook output on graphic devices. It is designed to produce drawings and slides of a quality suitable for talks and publications. Although it does not produce all the numerical information of the Hbook output routines, it is not restricted by the line printer's poor resolution and single character size.
Hplot can access an Hbook data structure and transform it into drawings using the low-level routines of any graphics package, including GD3 (4) The user can construct his own programs within the system, has access to a program library, can store and retrieve data and programs, and obtain alphanumeric and graphical hard copy on request.
(5) The Sigma implementation is a multiaccess timesharing system using the central processor only for actual computation. It also provides batch processing, as the user-written code is the same for both interactive and batch modes.
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HTV6 is the interactive version of the Hbook/Hplot system. It is written in ANSI Fortran and has been implemented on most of the computer systems on which interactive facilities are available to physicists.
HTV consists of a command interpreter, ZCEDEX,7
which handles the keyboard input and provides the following capabilities. (1) Creation of macros by means of predefined system commands.
(2) Modification of existing macros with an editor compatible with the Wylbur editor (used on IBM systems). (3) Preservation in a macro library of created macros for use in a later session. (4) 
Conclusions
A very large program base has been installed on a wide variety of computers for high energy physics applications, but many programs will have to be redesigned and many others will be added and rewritten to meet the requirements of the future LEP experiments. A growing number of these programs are using graphics, and there is a strong need to standardize such tools as graphics packages, metafiles, and device interfaces. ISO's proposal of a twodimensional graphics standard is therefore being welcomed as a first step in this direction.
For future experiments much work will have to be invested in the exploitation of interactive graphics. The Figure 11 . This typical Hplot output shows subatomic disintegration spectra. Ereignisse are "events"; Zertalls means "decay." complex LEP experiments in particular will need intelligent graphics workstations with high-resolution color raster screens capable of handling a large and complex graphics data base that includes a variety of viewing operations. -
