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We prove that if BPP ] EXP, then every problem in BPP can be solved
deterministically in subexponential time on almost every input (on every
sampleable ensemble for infinitely many input sizes). This is the first deran-
domization result for BPP based on uniform, noncryptographic hardness
assumptions. It implies the following gap in the deterministic average-case
complexities of problems in BPP: either these complexities are always sub-
exponential or they contain arbitrarily large exponential functions. We use a
construction of a small ‘‘pseudorandom’’ set of strings from a ‘‘hard func-
tion’’ in EXP which is identical to that used in the analogous nonuniform
results in L. Babai et al. (Comput. Complexity 3 (1993), 307–318) and
N. Nisan and A. Wigderson (J. Comput. System Sci. 49 (1994), 149–167).
However, previous proofs of correctness assume the ‘‘hard function’’ is not in
P/poly. They give a non constructive argument that a circuit distinguishing
the pseudorandom strings from truly random strings implies that a similarly
sized circuit exists computing the ‘‘hard function.’’ Our main technical con-
tribution is to show that, if the ‘‘hard function’’ has certain properties, then
this argument can be made constructive. © 2001 Elsevier Science (USA)
1. INTRODUCTION, HISTORY, AND INTUITION
1.1. Motivation
The introduction of randomization into efficient computation has been one of the
most fertile and useful ideas in computer science. In cryptography and asynchro-
nous computing, randomization makes possible tasks that are impossible to
perform deterministically. For computing functions, there are many examples where
randomization allows considerable savings in resources like space and time over
any known deterministic algorithms. In other examples, the best deterministic algo-
rithms are based on and considerably more complicated than the corresponding
randomized algorithms.
But to what extent is this seeming power of randomness over determinism real? Is
allowing randomization a powerful addition to the computational model, or is it
just an algorithm design tool that can be eliminated afterwards? The most famous
concrete version of this question regards the power of BPP, the class of problems
solvable by probabilistic polynomial time algorithms making small constant error.
What is the relative power of such algorithms compared to deterministic ones? This
is largely open. On the one hand, it is possible that P=BPP, i.e., randomness is
useless for solving new problems in polynomial time. On the other, we might have
BPP=EXP, which would say that randomness would be a nearly omnipotent tool
for algorithm design. A priori, neither extreme seems likely: there are some
problems where randomness seems exponentially helpful, but many hard problems
are not susceptible to randomized solutions.
In this paper, we show that the intuition that randomness is a resource basically
incomparable to time is wrong. Either there is a non-trivial deterministic simulation
of BPP, or BPP=EXP ! Either time can non-trivially substitute for randomness, or
randomness can non-trivially substitute for time. In other words, either universal
derandomization is possible, or randomization is a panacea for intractability.
(There are some technical provisos: the deterministic simulation only works for
infinitely many input lengths, and may fail on a negligible fraction of inputs even of
these lengths.) We consider the former much more plausible than the latter.
1.2. History: Hardness vs Randomness
While counter to most people’s first intuition, our result should be less surprising
to those who are aware of the literature on derandomization. The fundamental
paradigm in derandomization is to trade ‘‘hardness’’ for ‘‘randomness.’’ This was
first elucidated in the remarkable sequence of papers [29, 10, 31]. Roughly speak-
ing, ‘‘computationally hard’’ functions can be used to construct ‘‘efficient pseu-
dorandom generators.’’ These in turn lower the randomness requirements of any
efficient probabilistic algorithm, allowing for a ‘‘nontrivial’’ deterministic simulation.
In many such results, there is a quantitative trade-off between the hardness
assumption and the time to perform the deterministic simulation. The stronger the
assumption, the faster the simulation. Here, we are concentrating on the ‘‘low end’’
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of the curve in this trade-off: what is the weakest assumption one can make and still
have some version of universal derandomization? Our results also have some
implications for the ‘‘higher end’’ of the curve. We will omit formal statements
and proofs for these versions, but they are worked out in detail and applied to
probabilistic time hierarchy results in [11].
We will thus compare our results mainly to the ‘‘low end’’ version of the known
results. In particular, we will use as our standard for ‘‘nontrivial’’ the class
SUBEXP=4d > 0 DTIME(2n
d
). The statement BPP … SUBEXP (read ‘‘randomness
is weak’’), while falling short of P=BPP, would be a great result to prove uncon-
ditionally, as it implies BPP ] EXP. There have been a sequence of papers getting
weaker and weaker hardness assumptions sufficient to prove such a result. These
papers use one of three basic methods for converting hard functions into pseu-
dorandom sequences: the ‘‘cryptographically secure’’ pseudorandom generator
based on one-way functions ([10, 31, 22, 12, 13, 15]); the Nisan–Wigderson-
generator (NW-generator) based on a Boolean function with no circuit that
approximates it ([27, 7]); and the hitting set method ([1, 2, 3, 4]).
To state our results, we will need some notation for complexity classes. Let
Size(T(n)) be the class of functions computable by circuit families where the
number of gates in the circuit with n inputs is at most T(n). For C a complexity
class and t(n) a function, let C/t(n) be the class of functions computable in C with
t(n) bits of ‘‘advice’’ depending only on the input size, i.e., f ¥ C/t(n)Z ,g ¥ C and
a function h: ZQ Z with |h(n)| [ t(n) and f(x)=g(x, h(|x|)). This notation was
introduced in [21], who note that P/poly=1c \ 1 Size(nc). For C a complexity
class, let i.o.−C be the class of functions that agree with a function in C for all
inputs of length n for infinitely many n.
The first set of papers construct a pseudorandom generator from a one-way
function. The pseudorandom generator quickly converts a small random string to a
polynomially larger string that seems random in the following sense: Any adversary
that can distinguish an output of this generator from a truly random string of the
same length can be used to invert the function. A BPP algorithm that had a
markedly different behavior using a pseudorandom sequence as its source of
randomness than using a truly random sequence would be such an adversary. (Note
that, to construct the adversary from the BPP algorithm, an input for which the
pseudorandom generator fails must be found. This will be the main distinction
between our average-case derandomization and the worst-case derandomization
possible with non-uniform assumptions.) So if no such invertor exists, the determi-
nistic algorithm that enumerates the multiset of outputs of the generator and
simulates the BPP algorithm on each, taking the majority answer, would always be
correct. Informally, this is stated as:
Theorem A.1 [10, 31, 13, 12, 15]. If there are one-way functions that cannot be
inverted with a nonnegligible probability in P/poly, then BPP … SUBEXP.
The NW-generator [26, 27, 7] considerably weakened the hardness assumption
needed in the nonuniform setting. It achieves the same deterministic simulation
of BPP, from any function in EXP−P/poly. A key observation is that, for
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derandomization purposes, we only require that the generator be computable in
exponential time, since we are going to use its outputs on all input sequences in the
deterministic simulation.
Theorem A.2 [26, 27, 7]. If EXP ¼ P/poly, then BPP … i.o.−SUBEXP.
This was the best result known at the ‘‘low end’’ of the hardness vs. randomness
curve.
There has also been a sequence of papers ([27, 1, 2, 20]) at the ‘‘high end’’ of the
curve, where the desired goal is to obtain P=BPP under the weakest possible
assumption. The strongest result in this sequence is stated as follows (with E
denoting DTIME(2O(n)):
Theorem A.3 [20]. If E ¼ i.o.−SIZE(2o(n)), then BPP=P.
1.3. Average-Case Derandomization under Uniform Assumptions
Both the high-end and low-end results above require nonuniform hardness
assumptions, i.e., that the hard problems in question are hard for circuits. The
reason for this, intuitively, is that if a function is hard uniformly but easy nonuni-
formly, there is some advice, or trapdoor, that makes computing the function easy.
Even if this trapdoor is hard to find, there is no way to guarantee that a rare
instance of the BPP problem does not code this trapdoor information. Thus, it
seems difficult to obtain a worst-case guarantee for the simulation.
However, we might still be able to get an ‘‘average-case’’ simulation under a
uniform assumption. In fact, what such a result would say is that it is infeasible to
find inputs for which such a simulation fails. We need to be somewhat careful in
defining average-case complexity of a problem. We actually want to examine the
difficulty of the problem for ‘‘most instances’’ rather than the average of the
difficulties. We also should say what kinds of errors the algorithm is allowed to
make on the exceptional instances. An algorithm allowed to output mistakes on a
small number of inputs will be called a ‘‘heuristic’’ for the problem, whereas an
algorithm that simply fails to give an answer in the alloted time will be called an
algorithm with a certain average-case performance. Here, we’ll use somewhat ad
hoc definitions of these concepts that have certain technical advantages for our
setting, especially when making statements about ‘‘infinitely many’’ sizes.
Definition 1 (Probability Distributions and Ensembles) . For a probability
distribution r over a finite set S, we will use the notation r ¥r S to denote an
element of S selected randomly according to r. We will use U to generically denote
the uniform distribution over S. A probability ensemble m={mn | n ¥ Z+} is a
sequence of probability distributions on the set of strings of length n.
Definition 2 (Polynomially Sampleable Distributions) . The ensemble m is
polynomially sampleable if there is a polynomial p and a polynomial time comput-
able function M so that if r ¥U {0, 1}p(n), then M(n, r) is distributed according to
mn. As usual, we can extend this notion to allow M access to an oracle, in which
case we say m is polynomially sampleable given the oracle.
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Definition 3 (Heuristic and Average Time Classes). Let T and e be func-
tions of n. HeurTIMEe(n)(T(n)) is the class of functions f: {0, 1}*Q {0, 1} so that
there is an algorithm A(x) running in deterministic time T(|x|) with the following
property. Informally, it is infeasible to find instances on which A errs. Formally,
for every polynomially sampleable probability ensemble m, -n, when choosing
x ¥mn {0, 1}
n, Prob[A(x) ] f(x)] < e(n).
AvgTIMEe(n)(T(n)) is the class of functions f: {0, 1}*Q {0, 1} so that there is an
algorithm A(x) running in deterministic time T(|x|) with the following property.
Informally, it is infeasible to find instances on which A runs too long. Formally,
A(x) ¥ {f(x), ?} (so A never errs) and for all polynomially sampleable probability
ensembles m, every n, when choosing x ¥mn {0, 1}
n, Prob[A(x) ] f(x)] < e(n).
Under cryptographic assumptions, the standard techniques give ‘‘average-case’’
simulations. From uniformly one-way functions, we can generate pseudorandom
sequences that are hard to distinguish by probabilistic algorithms (as opposed to
circuits). A statement of the resulting derandomization is:
Theorem A.4 [10, 31, 13, 12, 15]. If there are uniformly one-way functions, then
for every c > 0, BPP …Heur1/nc SUBEXP and ZPP … Avg1/nc SUBEXP.
1.4. Our Results
The main result of this paper is a version of this theorem based on the much
weaker assumption BPP ] EXP.
Theorem 5. If BPP ] EXP then for every c > 0, BPP … i.o.−Heur1/nc
SUBEXP and ZPP … i.o.−Avg1/nc SUBEXP.
We also give a sharp converse:
Theorem 6. There are functions in EXP 5 P/poly that are not in i.o.−
HeurTIME1/3(2o(n))/o(n).
Corollary 7. If BPP … i.o.−HeurTIME1/3(2o(n))/o(n), then BPP ] EXP.
Corollary 8. If BPP=EXP 5 P/poly then BPP=EXP.
Summarizing, we get:
Corollary 9. Exactly one of the following holds:
(1) BPP=EXP
(2) BPP … i.o.−HeurTIME1/nc(2n
d
) for every d > 0 and c > 0.
This result is naturally interpreted as a gap theorem on derandomization: either
no derandomization of BPP is possible at all, or otherwise a highly nontrivial
derandomization is possible. A more precise statement of the gap is:
Corollary 10. If BPP … i.o.−HeurTime1/3(2n)/o(n) then BPP … i.o.−
HeurTIME1/nc(2n
d
) for every d > 0 and c > 0.
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1.5. Summary
Each of the above simulations of BPP, including this paper, construct a version
of pseudorandom sequence set, S. The difference between the cryptographic and
non-cryptographic versions are whether it is possible to sample from S in signifi-
cantly less time than it takes to enumerate the members of S. The difference
between nonuniform and uniform pseudorandom sets is whether S looks random to
a circuit or to a probabilistic algorithm. Finally, there are ‘‘high-end’’ results, where
based on a strong assumption, S is close to polynomial size, and ‘‘low-end’’ results,
where based on a weaker assumption, S is sub-exponential. This is summarized in
the Fig. 1.
A few classifications of pseudo-random generators were omitted from the above
chart. In [18, 19], the authors give middle level, non-uniform, non-cryptographic
constructions, but the results are a bit too complicated to fit easily. A high-end,
uniform, non-cryptographic construction is, to our knowledge, still an open
problem.
1.6. Why Wasn’t This Paper Written in 1988 (but Could Have Been)?
The rest of this section describes intuitively the obstacles to obtaining this result
long ago, and the key ideas we use to overcome them. We stress again that these
ideas are mostly viewing the known previous results from the ‘‘right’’ viewpoint,
and hardly any additional technical work is required beyond stating them.
Attempts to find a uniform version of Theorem A2 (namely, replacing P/poly by
BPP in the hardness assumption) followed immediately after its discovery in 1988,
both by the authors and many others. However, the following presented a
psychological barrier.
The proofs of the afore-mentioned theorems have the following structure. A
(presumably hard) function f is used to construct a (hopefully pseudorandom)
generator G. Then, the proof assumes a hypothetical distinguisher for G, and con-
structs from it an efficient algorithm for f, obtaining a contradiction. In the non-
uniform versions the distinguisher and algorithm are circuits, and only an existence
proof of the algorithm from the distinuisher is required. In the uniform case, both
are probabilistic Turing machines, and so an efficient construction of the algorithm
from the distinguisher is needed.
The construction of an algorithm for f from a distinguisher of G, follows a
sequence of steps, each of them of a similar form (constructing one algorithm with
a given property assuming another algorithm with another property). Various steps
in this construction seem to inherently need high computational complexity. In
particular, they need values of f at many (often random) points. While this is easy
if f was the inverse of a one-way function (these points can be obtained by com-
puting in the easy direction) or nonuniformly (simply hardwire these values), such
values seem impossible to obtain uniformly for an arbitrary function in EXP.
Here we take a careful look at the sequence of steps (of constructing one
algorithm from another), which compose to give the algorithm for f from the dis-
tinguisher of G. We feel that formalizing these ‘‘reductions between constructions of
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FIG. 1. A summary of constructions of pseudorandom sets of sequences. Here, exp means 2W(n),
subexp is 2n
o(1)
, quasi-polynomial is n (log n)
O(1)
, and quasi-linear is n(log n)O(1). Most results were obtained
by long chains of papers; only the last in the sequence is cited.
algorithms/circuits,’’ done in Section 2.2, and pinpointing their computational
needs, is already an important psychological step.
We first note that for some of these steps (Random Self Reducibility [25, 8, 6],
Hard Core Bit theorem [13]) the construction was already given uniformly (in
PPT—probabilistic polynomial time) in the original papers. More importantly we
observe that in the other (computationally harder) steps (the XOR Lemma [31],
the generator conversion [26, 27]), function values of f are the only nonuniform
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construct needed. Thus, the first key idea is allowing our uniform PPT algorithm to
have an oracle for f.
At first sight it seems ridiculous to give an algorithm trying to compute f an
access to an oracle for f. However, we don’t merely want to compute f on a single
input, but to construct a circuit computing f on all inputs. Thus, one could state
the issue of whether such a construction exists as whether f is learnable from
examples in the sense of computational learning theory (in an ‘‘active learning’’
model). With this observation (all technical work was already done!), we complete a
proof that a distinguisher for the pseudorandom generator can be used to uniformly
learn a circuit computing the hard function from examples.
So we get the following (informal) partial result (which already is very
nontrivial!): if an NW-generator based on any f ¥ EXP is not pseudorandom
against uniform algorithms, then a circuit for f can be constructed in PPTf.
However, we promised you more! We still need to convert this into a construc-
tion of such a circuit with no oracle calls. This is not trivial, and in general
probably impossible. However, the next crucial observation is that in the construc-
tion above the use of the oracle is limited in the following way: it is never called on
larger input lengths than those of the circuit it constructs. How can this help to
eliminate the oracle?
The next key idea is assuming (for no good reason so far) that f happens to be
downward self reducible (like SAT or PERMANENT). In such cases observe that
the oracle for f is redundant, since we can construct circuits for all input length
inductively. To construct a circuit for fn, simply use the above PPT algorithm, and
whenever it calls the oracle, use the downward self reduction and the inductively
constructed circuits of smaller sizes.
So now using e.g., the Permanent function we get the following (informal) partial
result (which again is very nontrivial): if an NW-generator based on any f ¥ #P is
not pseudorandom, then a circuit for f can be constructed in PPT, and so
f ¥ BPP. In other words, the weaker assumption #P ] BPP already gives us the
required nontrivial derandomization.
But we promised you more! For that we need a complete problem for EXP that
is downwards self-reducible. This seems impossible, since downward self-reducible
problems are always in PSPACE. To see that no contradiction arises, we use at this
point the known nonuniform derandomization results! We know from [7] that the
only way the NW generator fails is if EXP … P/poly. But then it follows from [21]
and [30] that EXP=S2=P#P=PSPACE.3
3 The result from [21] does not relativize [17], which suggest that similar methods might lead to
non-relativizing separations. However, we are unsure whether our main result relativizes.
So if the NW generator fails with a standard EXP-complete problem, we try
again with a downward self-reducible #P-complete problem—a variant of the
Permanent (which we then know is also EXP-complete). If the derandomization
still fails, it now gives a BPP algorithm #P complete problem, and hence any
problem in EXP. It is not surprising that the function we’ll need has to be random
self-reducible as well, but luckily Permanent has this property too!
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2. PROOF OF THEOREM 5
2.1. Overview
The proof will be by contradiction. We first describe the algorithm for every BPP
(resp. ZPP) language. It will use, as usual, a hard function (assumed not in BPP) in
the NW-generator. If this algorithm fails to have the desired properties, we’ll derive
a distinguisher for the generator and from it a BPP algorithm for f, contradicting
the assumption.
• The hard function. We will use any S2-hard Boolean function f in EXP
that has the desired random self-reducibility and downward self-reducibility. In
Section 2.3 we define these properties formally. The main (simple) result
(Lemma 12) of this section is that such functions exist—a variant of the permanent
is one.
• The generator. In Section 2.4 we will (essentially, with minor differences)
follow the steps in the construction in [27, 7] of a generator G from the above
function f. (In fact, there will be a sequence of generators, as we need an arbitrary
polynomial stretch of the initial seed.) The main result of this section is Lemma 14,
stating that given a distinguisher to G, a circuit for fn can be efficiently computed
with oracle access to fn.
• The derandomization. In Section 2.5, as is standard since Yao’s paper, for
every language L ¥ BPP (resp. ZPP), we fix a probabilistic algorithm for L. For
every input, rather than flipping coins, we run deterministically over all possible
outputs of the generator G of the appropriate length, and take a majority vote of
the answers of the algorithm on each. The main result of this section (Lemma 18) is
that if this algorithm fails to be in Heuristic (resp. Average) subexponential time,
then we have an efficient distinguisher.
• Removing the oracle. In Section 2.6, we start by noticing that combining the
above result, if the conclusion of the theorem holds, we have two things. First, we
have an efficient learning algorithm for fn given an oracle for fn. Second, we know
(from nonuniform derandomization) that EXP=S2, and so f is complete for
EXP. Combining these, we can learn a downward self-reducible function in the
above manner. The main result of this section (Lemma 19) shows that the oracle is
not needed in this learning algorithm. Thus it is a BPP algorithm for f, contradicting
our assumption.
2.2. Reductions between Construction Problems
As mentioned above, the essence of this work is a careful view of the computa-
tional aspects needed by various steps of the hardness to randomness conversion.
This section develops a convenient notation for the particular reductions these steps
accomplish, namely reductions among circuit construction problems. It will also
give rise to a (somewhat nonstandard) definition of random self reducibility. We
also include (at the end) the standard Turing reduction, and use it to define
downward self-reducibility.
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Most of the algorithms we use are probabilistic polynomial time algorithms
whose inputs and outputs will be encodings of Boolean circuits. We’ll be interested
in statements, ‘‘If one can construct a circuit with property X, then from it one can
construct a circuit with property Y.’’ The notation will be more general, but for our
paper, one can think of most construction problems as specifying a type of circuit,
and one can usually think of n as the number of inputs to these circuits.
Definition 4. A construction problem A={An} is a family of nonempty subsets
An … {0, 1}*. (Note that no upper bound is put on the sizes of members of An in
terms of n.)
In the following definitions, the probabilities are taken over the uniform
distribution on n bit strings.
Definition 5. Important Construction Problems.
• Circuits approximating f
Let f: {0, 1}*Q {0, 1}* and e: NQ [0, 1]. Define the construction problem Cf, e
as follows: Cf, en contains all circuits C with n inputs satisfying
Prx ¥ U {0, 1}n [C(x)=f(x)] \ e(n)
• Circuits computing f Cf=Cf, 1.
• Distinguishers Let m: NQN, G={Gn: {0, 1}m(n)Q {0, 1}n}, and e as before.
Define the construction problem DG, e as follows: DG, en contains all circuits D with n
inputs satisfying Pry ¥ U {0, 1}m(n) [D(G(y))=1]−Prx ¥ U {0, 1}n [D(x)=1] \ e.
Definition 6. Let A and B be construction problems.
A efficient construction for A is, intuitively, an efficient algorithm that generates a
member of A with arbitrary high probability. Formally, it is a probabilistic
algorithm taking two inputs, n, a, which runs in time poly(n/a), and whose output
is a member of An with probability at least 1−a (over the algorithm’s coin tosses).
An efficient construction of B from A, is a probabilistic polynomial time algorithm
which for every n, a > 0, a ¥ An, outputs a member of Bn with probability at least
1−a. If such a construction exists, we denote it AQ B.
The following observation is immediate from the definitions:
Lemma 11. The relation Q is transitive. Moreover, if AQ B and A is efficiently
constructible, then B is efficiently constructible.
Finally, as usual, we can extend these definition by allowing the function f access
to an oracle, O, which we will write AQ O B. If, in addition, the queries made by
the construction are all of binary length m(n), we write AQ Om(n) B. The natural
analogs of the lemma above hold as well.
2.3. Our Hard Function and Its Properties
This section describes the properties we require of our ‘‘hard’’ function, and
present one that has them.
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We will only require our function f to have the following weak kind of random
self-reducibility. This weak random self-reducibility is clearly implied by all the
usual definitions:
Definition 7. A function f: {0, 1}*Q {0, 1}* is weakly random self-reducible
(WRSR) if (Cf, 1−n
−c
Q Cf) for some c \ 0.
The next property we’ll need is downward self-reduction. To define it, we need
the standard notion of Turing reducibility, and as in the previous subsection we
carefully consider the input length of oracle queries.
Definition 8. Let f, g: {0, 1}*Q {0, 1}*, and let a: Z+Q Z+. We say that f is
polynomial Turing reducible to g restricted to length a(n), and write fn [ pT ga(n), if
there is a deterministic4 polynomial time oracle machine Mg that on every input x
4 A probabilistic version can be given and used as well, but we shall not need it.
outputs f(x) and queries the oracle g only on inputs of length at most a(|x|).
Definition 9. f is downward self-reducible (DSR) if fn [ pT fn−1.
The last property we’ll need is that the function is at least S2 hard.
Now we are ready to present a function with these properties. Let ModPerm be
the following decision problem:
Instance. An integer k in unary, a prime p > 2k in unary, a k×k matrix M of
integers modulo p, and an integer t modulo p.
Problem. Is Perm(M)mod p=t?, where Perm is the usual permanent function.
Note that it is easy to generate random valid instances of ModPerm of a given
length, and to place them in one-to-one correspondence with integers up to the
number of valid instances. So without loss of generality, by ‘‘uniform’’ distribution
on length n strings for ModPerm, we mean uniform on the valid instances of length
n. ModPerm is downward self-reducible by the usual method of computing per-
manent via minors. By using the Chinese Remainder Theorem, it is easy to see that
computing the permanent for an arbitrary matrix of integers reduces to ModPerm,
so it is complete for #P. The self-reducibility for permanent modulo a prime > 2k
due to Lipton [25] (using the method of [8]) shows that ModPerm is WRSR.
In the sequel, the reader can think of f as ModPerm, although we prefer to state
things in more general terms.
Lemma 12. There is a #P-complete decision problem f that is DSR and WRSR.
2.4. Construction of G from f
We view the construction of G from f as a sequence of three steps, in order to
make the proof more modular. The sequence we use in the following is not exactly
the one used in [27, 7], but the original one would work as well. As we’ll need
arbitrary polynomial stretch of randomness, we parameterized the generators by a
constant d.
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Let d > 0 be any integer—it will specify the output length of our generator Gd.
Let c > 0 be the constant so that CfQ C1−n
−c, f.
Direct product function. Let n1=nc+2. View an n1 bit string as nc+1 n bit strings.
Define g: {0, 1}n1 Q {0, 1}n
c+1
by g(x1, ..., xn)=f(x1), ...f(xn).
Hard-core bit. Let n2=n1+nc+1. View an n2 bit string as an input x to g and a
string r of length |g(x)|. Then h(x, r)=Og(x), rP, where Oy, zP represents inner
product modulo 2.
Almost disjoint sets generator. Let m=n22, and a=nd. Let z ¥ {0, 1}m and let
S={s1 < s2 < · · · < sn2} be a subset of bit positions between 1 to m. Then define z|S
to be the n2 bit string zs1zs2 · · · zsn2 . In [27], an explicit construction of a such sets
S1, ..., Sa is given so that |Si 5 Sj | [ logn a=d for every i ] j. We define
Gfd : {0, 1}
m
Q {0, 1}a by Gfd (z)=h(z|S1 ), h(z|S2 ), ..., h(z|Sa ).
From the construction, it is clear that Gfnd [ pT hn2 [
p
T gn1 [
p
T fn, which proves the
following Lemma 13.
Lemma 13. Gfnd [ pT fn.
We will use this towards our main result of this section, showing that a
distinguisher for Gfnd can be used in conjunction with an oracle for fn to efficiently
construct a (small) circuit for fn.
Lemma 14. If f is WRSR, then DGf, 1/5Q fn Cf.
We work through the construction in reverse order. There will be four stages in
this construction, the first three corresponding to the three levels of the definition of
G and the last stage to the random self-reduction of f.
All stages are identical to those from the nonuniform proofs, but we need to
verify that the use of nonuniformity (if any) can be replaced by an oracle for fn.
We’ll just briefly review the constructions from other papers, to see that they are
polytime computable from such an oracle, and refer to the relevant papers for
proofs of correctness.
The four stages we need are given by the following lemmas, which together imply
Lemma 14.
Lemma 15 [27]. DGd, 1/5Q fn Ch, 1/2+O(1/a).
Lemma 16 [13]. Ch, 1/2+O(a
−1)
Q Cg, O(a
−3).
Lemma 17 [22, 14, 20]. Cg, O(a
−3)
Q
fn Cf, 1−n
−c
.
Finally, by the definition of weak random self-reducibility Cf, 1−n
−c
Q Cf.
Proof of Lemma 15. The construction is from [27]. Before starting, note that
we can use an oracle for hn2 given the oracle for fn due to the above Turing
reduction.
Let D ¥ DG, 1/5m . We construct a circuit to predict h as follows: Pick i ¥U {1, ...a}.
For each 1 [ j [ a with j ¨ Si, pick zj ¥U {0, 1}. For each iŒ < i, query h at all
2 |Si 5 Sj| [ a strings that might be z|SiŒ for a z consistent with the zj’s. Store the
answered queries in a table T. Pick biŒ ¥U {0, 1} for i [ iŒ [ a.
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Let C be the following circuit: on input x, set z|Si=x, while the other bits of z
are fixed to the randomly chosen bits. Set biŒ=h(z|SiŒ ) for iŒ < i, by looking up the
appropriate entry in T. If D(b1, ..., ba)=1 output bi; else output ¬ bi.
By random sampling using the oracle for hn2 , estimate the probability that
C(x)=h(x); if greater than 1/2+0.05/a, output C, else repeat.
In [27], it is shown that the expected probability of success for C is at least
1/2+.1/a, so the number of repetitions before outputting a C that has good
advantage is at most O(na) with very high probability. L
Proof of Lemma 16. Follows directly from [13]. Note that this part is
completely uniform, and does not require an oracle. L
Proof of Lemma 17. This is the uniform version of a direct product lemma
which has many proofs [22, 14, 20]. We present here the construction from [20] as
being simple to describe.
Let C ¥ Cg, cn1 . Construct CŒ as follows: Let n3=n1/n=nc+1. Repeat for r=1 to
n3/c. Pick i ¥U {1, ..., n3}. For each j ] i, pick xj ¥U {0, 1}n, query f(xj) and record
the answer. Flip coins until a head arises or until n tails have been flipped; let t1 be
the number of flips.
Let C −r be the following three-valued circuit: On input x, compute t, the number
of bit positions j ] i where the jŒth bit of C(x1, ..., xi−1, x, xi+1, ..., xn3 ) disagrees
with f(xj) (as recorded.) If t < t1 output the ith bit of C(x1, ..., xi−1, x,
xi+1, ..., xn3 ); otherwise output ‘‘reject.’’
Let CŒ be the circuit that outputs the majority answer from those C −r that do not
reject. In [20], it is proved that, for nonneglegible c, CŒ ¥ Cf, 1−n −c with high
probability. If c is at least inverse polynomial, the construction takes polynomial
time. L
2.5. The Derandomization
In the previous subsection we have used fn to construct a sequence of generators
Gfnd , each stretches a seed of n
c bits for some fixed constant c, into nd bits for an
arbitrarily specified d. We now show how to use these generators to derandomize
BPP and ZPP algorithms in deterministic subexponential time 2k
d
(when the input
size is k), for an arbitrarily given constant d > 0.
Our main result in this section is that, if this simulation fails on all input length
(the complement of succeeding infinitely often) for a given d, then for some d, for
all n, using an oracle to fn, we can efficiently construct a distinguisher for G
fn
d . Let
fn be f restricted to inputs of size n. For each input size n, we will construct a
pseudorandom generator Gn from nc bits for some fixed constant c, to nd bits for an
arbitrary d > c, that will be computable in polynomial time with an oracle for fn.
Given a circuit that distinguishes the output of this generator from truly random
strings, we will be able to construct a circuit computing f on n bit strings, in
polynomial time with an oracle for fn.
The simulation of a BPP (resp. ZPP) algorithm (for any fixed language) is as
follows. Let d > 0 be given. On inputs of size k, assume the BPP algorithm uses kc1
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random bits and time. Set d=2cc1/d, and n=kd/2c. Compute the range of Gn, a set
of nd=kc1 bit strings, in time 2O(nc)=O(2k
d
). Then simulate the BPP algorithm on
each element of the range and take the majority vote.
Having defined the simulation, we are ready to formally state that if it fails, we
have an efficient distinguisher.
Lemma 18. If BPP ¼ i.o.−HeurTime1/nc(2n
d
) (resp. if ZPP ¼ i.o.−AvgTime1/nc
(2n
d
)) for some c, d > 0, then DG
f
d , 1/5 is efficiently constructible with oracle access
to fn.
Proof. Assume that the above deterministic algorithm is incorrect with proba-
bility 1/kd with respect to some sampleable distribution mk on k-bit strings, for all
but finitely many k. Then given n, we can set k=n2c/d and sample instances
x1, ..., xr with r=kO(1) independently and randomly according to mk (by definition
this can be done in probabilistic poly time in k and hence in n. With high probability
the algorithm fails for one of the instances x1, ..., xr.
Let Di be the circuit which views its input as a random sequence, and simulates
the behavior of the BPP algorithm on xi using that random sequence. This is a
collection of circuits D1, ..., Dr, produced in probabilistic polynomial time, so that,
with high probability, at least one Di distinguishes outputs of Gn from truly random
strings.
So far, we don’t know which of these circuits is a good distinguisher, but we have
not used the oracle yet! We now use the fact that Gfnd can be evaluated with oracle
access to fn, to test all of these Di, and find one which is actually a distinguisher.
Assuming that the error of the BPP algorithm was, say, 1/10, the distinguisher we
construct this was is in the set DG
f
d , 1/5.
The proof for ZPP is identical. L
2.6. Removing the Oracle
Combining the main results of the previous two subsections, we see that if the
conclusion of Theorem 5 fails, we have a probabilistic polytime algorithm which for
every n, learns a circuit for fn using an oracle for fn, for every WRSR function f.
However, we also know from [27, 7], that if the conclusion of Theorem 5 fails,
then EXP ¥ P/poly. Combining this with the result of Karp and Lipton [21], we
have EXP ¥ S2. This, together with Toda’s Theorem [30] and our Lemma 12 gives
us an EXP-complete function f which is DSR (downward self-reducible), for which
this learning algorithm exists. For a final contradiction, it remains to show that this
learning algorithm can be turned (by removing the oracle access) into a BPP algo-
rithm for f, contradicting the hypothesis of Theorem 5, which completes its proof.
Lemma 19. If f is DSR and Cf is efficiently constructible using oracle fn then
f ¥ BPP.
Proof. We use downward self-reducibility in a manner reminiscent of the
tester/corrector idea of Blum, Luby, and Rubinfeld ([9]). This will allow a efficient
construction of Cf without oracle access, and this is equivalent to having a BPP
algorith for the function.
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We recursively compute circuits C1 ¥ Cf1 , ..., Cn ¥ Cfn . Say that we have computed
Ci. We run the efficient construction algorith for C
f
i+1 with oracle fi+1 (with error
a=1/n2), simulating queries to fi+1 by MCi, where M is the poly time oracle
Turing Machine from the definition of downward self-reducibility.
Note that |Ci+1 | [ (Time taken by the construction not counting oracle
queries)* (Time taken to simulate queries not counting the time to evaluate oracle
calls by M). This is a fixed polynomial in n, independent of the size of Ci. Since
each |Ci | is bounded by this fixed polynomial in n, the time for each stage (including
time to evaluate oracle calls by M) is a fixed polynomial in n. Also, the probability
that Cn ¨ Cfn is at most afn=1/n, so the error is bounded. L
3. PROOF OF THEOREM 6
Proof. We construct a problem in E 5 P/poly that cannot be approximated in
TIME(2o(n))/o(n) as follows. The idea is that some function from a universal
family of hash functions will serve our purpose.
For any input of size n, we first simulate all machines with descriptions of size .1n
on all advice strings of size .1n for 2n steps on all inputs of length n. If they don’t
halt, record the answer as (say) 0. This gives us at most 2 .2n strings (truth tables) of
N=2n bits each. Let H be a family of 2O(n) pairwise independent hash functions
from n bits to 1 bit. (For example, H={0, 1}n, hr(x)=Or, xP). Consider them too
as N-bit strings. Using Chebyshev bounds, one can see that a random hr ¥H agrees
with a string in 2/3N positions only with probability 1/O(N). Then since there are
less than O(N) strings in our collection, we can find a hash function that does not
agree with any of them in 2/3 the bits. We pick this hr and output hr(x). L
4. CONCLUSIONS AND OPEN PROBLEMS
Ideally, we would hope that our results are a step towards proving BPP ] EXP.
However, our results provide reasons both to be optimistic and pessimistic about
such a proof. On the one hand, our result makes such a result stronger, since it
would show a positive simulation as well as a negative result. On the other, it clari-
fies that the best way of attacking this problem is to continue along the lines of the
derandomization papers. It also shows that non-relativizing techniques can be
useful in this area, so we need not be depressed by oracles where BPP=EXP. It
also indicates that we do not need to prove circuit lower bounds to get such a
result, so we should also be undaunted by the negative results on Natural
Proofs ([28]).
There are some more technical points our work raises. First, is an average-case
derandomization all one can hope for under a uniform assumption? If BPP ] EXP
but EXP … P/poly, we have a paradoxical situation: the simulation of randomness
by determinism does not always work, but it is intractable to find instances where it
fails. Can we somehow utilize this intractibility in yet another layer of hardness vs.
randomness trade-offs?
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As can be seen, our main result is achieved essentially with no technical work. All
that is taken from previous papers. On the other hand these papers are viewed from
a somewhat different perspective in trying to make them uniform, which is subtle in
some ways and raises some new questions regarding these issues.
The first one is that the classical ‘‘learning from a membership oracle’’ problem
of computational learning theory arises naturally here. Let LEARN be the class
functions for which this can be done efficiently, namely all f for which Cfn is con-
structible in PPTfn. (In the language of learning theory, f ¥ LEARN if and only if
the concept class consisting only of fn is exactly learnable, using the hypotheses
class of Boolean circuits, by membership queries in probabilistic polynomial-time.)
This class is quite interesting, and we trivially have:
Fact 20. BPP … LEARN … P/poly.
Non-uniformity is essential; one can construct non-recursive elements of
LEARN by taking a parameterized family of concept classes exactly learnable
through membership queries, and selecting one element of the class non-recursively
for each n. LEARN represents another way in which non-uniformity could help
computation, in addition to randomness.
We showed that any downward self-reducible problem in LEARN is also in
BPP. What more can be said about the class LEARN ?
Note that if we do not restrict the input size to the oracle queries (as is perhaps
more natural in some learning settings, e.g., [5]), then it is probably not possible to
eliminate the oracle.
Finally, we should mention that gaps similar to the one obtained here are
possible at higher levels of the polynomial hierarchy, such as for whether
MA ]NEXP.
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