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Abstract: In this paper, a stochastic control problem under model uncertainty with gen-
eral penalty term is studied. Two types of penalties are considered. The first one is of type
f-divergence penalty treated in the general framework of a continuous filtration. The sec-
ond one called consistent time penalty studied in the context of a Brownian filtration. In
the case of consistent time penalty, we characterize the value process of our stochastic con-
trol problem as the unique solution of a class of quadratic backward stochastic differential
equation with unbounded terminal condition.
1. Introduction
The problem of random systems under model uncertainty constitutes an important topic of
research. It occurs e.g. in risk management (utility maximization problems for economic agents)
and pricing/hedging (cheapest superreplication of a contingent claim). Model uncertainty is a
major concern for practical applications since one has an imperfect knowledge of model (un-
known drift, unknown volatility and correlation matrices, unknown jumps modeling. . . ). The
utility maximization problem is concerned with optimal investment faced by an economic agent
∗Research partly supported by the Chair Financial Risks of the Risk Foundation sponsored by Société
Générale, the Chair Derivatives of the Future sponsored by the Fédération Bancaire Française, and the Chair
Finance and Sustainable Development sponsored by EDF and Calyon
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who has the opportunity to invest in a financial market consisting of a riskless asset and one
risky as- set. Following the seminal work of Von Neumann-Morgenstern [38] assuming a utility
function for representing the agent preference, with a given probability measure reflecting his
views, the wealth is to be optimized over a set of admissible strategies (see [27] for the solution
under log-normal assumptions about the risky asset).
Litterature review of the robust utility maximization problem. In the above formula-
tions, a probability measure is fixed, meaning that the agent knows the "historical" probability
for describing the state process dynamics. In reality, the agent may have some uncertainty on this
probability, leading to several objective probability measures to consider. Preliminary results in
the literature has been obtained in the case of dominated sets, namely with an objective refer-
ence probability measure (like drift uncertainty [16]). In [1, 17, 18] the authors have discussed
the basic problem of Robust Utility Maximization (RUM), penalized by a relative entropy term
of the model uncertainty with respect to the reference probability measure, see also [4]. On the
other hand in [19, 30], the authors have linked BSDEs with quadratic growth to the problem
of utility maximization under constraints. Nevertheless, as in the utility maximization problem
described above, this approach can only deal with problems where the law of the underlying
risk factors is assumed to be known or to belong to a dominated set of probability measures.
Note that the case when the volatilities/correlations are not precisely known, are not covered
by our study.
An other approach used to tackle the RUM is the duality theory (see [28, 33, 31]). Wittmuss
[37] have extended these results to cover also the cases of consumption-investment strategies
and random endowment (see also [6] for some earlier results in that direction).
Main contributions. In this paper, we work in the context of Hansen and Sargent ([1, 17, 18])
and Bordigoni, Matoussi and Schweizer [4] to characterize the optimal preferences in terms of for-
ward backward stochastic differential equation in the non-entropic penalty case. Our approach
is based on the dynamic programming Bellman principle, and in the case of time consistent
penalty, the value function is characterized as the solution of a class of backward stochastic differ-
ential equations with quadratic generator and unbounded terminal condition. Our methodology
is different from the dual approach which is based on the Legendre-Frenchel transformation.
Particularly, Föllmer and Gundel [14] studied the f -divergence minimal martingale measure
problem and the connexion with the theory of optimal portfolio choice, in particular to robust
utility maximization problem. Precisely, we study the following problem
inf
Q∈Q
EQ[U
δ
0,T + βR
δ
0,T (Q)],
where
Uδt,T := α
∫ T
t
SδsUsds+ α¯S
δ
T U¯T ,
with α, α¯ are two non negative parameters, β ∈ (0,+∞), (Ut)0≤t≤T a progressively measurable
process, U¯T a random variable FT -measurable and Sδ is the discounting process defined by
Sδt := exp(−
∫ t
0
δsds); 0 ≤ t ≤ T where (δt)0≤t≤T is a progressively measurable and bounded
process. Rδt,T (Q) denotes a penalty term which is written as a sum of a penalty rate and a final
penalty. The cost functional
c(w,Q) := Uδ0,T + βR
δ
0,T (Q)
W. Faidi, A. Matoussi, M. Mnif/ 3
consists of two terms. The first is a Q-expected discounted utility with discount rate δ, utility
rate Us at time s and terminal utility U¯T at time T . Usually, (Us)s≥0 comes from consumption
and U¯T is related to the terminal wealth. Note that we do not specify any financial model
and we assume only that U¯T and (Us)s≥0 belong to Orlicz spaces. Therefore our approach
covers a general setting. The second term, which depends only on Q, is a penalty term which
can be interpreted as being a kind of "distance" between Q and the historical probability
measure P . The role of proportionality parameter β is to measure the degree of confidence of
the decision maker in the reference model P , or, in other words, the concern for the model
erroneous specification. The higher value of β corresponds to more confidence.
In this paper we studied two classes of penalties. The first class is the f -divergence penalty
introduced by Cizar [8] given in our framework by:
Rδt,T (Q) :=
∫ T
t
δs
Sδs
Sδt
Z
Q
t
Z
Q
s
f(
ZQs
Z
Q
t
)ds+
SδT
Sδt
Z
Q
t
Z
Q
T
f(
Z
Q
T
Z
Q
t
); ∀0 ≤ t ≤ T. (1.1)
where f is a convex function. In this case, set Q consists of all models Q absolutely continuous
with respect to P whose density process (with respect to P ) ZQ satisfies EP [f(Z
Q
T )] < +∞.
The second class called consistent time penalty studied in the context of a filtration generated
by a Brownian motion (Wt)0≤t≤T .
Rδt,T (Q) :=
∫ T
t
δs
Sδs
Sδt
(
∫ s
t
h(ηu)du)ds+
SδT
Sδt
∫ T
t
h(ηu)du; ∀0 ≤ t ≤ T (1.2)
where h is a convex function and the density process of Qη with respect to P can be written:
dQη
dP
= E(
∫ .
0
ηudWu).
In this case, the set Q is formed by all models Qη absolutely continuous with respect to P such
that EQη [
∫ T
0
h(ηs)ds] < +∞. Using HJB equation technics, Schied [31] studied the same prob-
lem when δ is constant and the process η takes values in a compact convex set in R2. Finally,
more recently Laeven and Stadje [24] have studied the case of consistent time penalty by using
another proof of the existence result and by assuming a bounded terminal condition.
The paper is organized as follows. The robust utility problem where the penalty is modeled
by the f -divergence is studied in the next section . In section 3, we present the class of consistent
time penalty. In particular, we characterize in this case the value process for our control problem
as the unique solution of a generalized class of quadratic BSDEs. In subsection 3.4, we study
a portfolio investment choice problem where the uncertainty is modeled via a consistent time
penalty. In this case the RUM problem is equivalent to the classical expected utility maximiza-
tion when the underlying model is known and the utility function could be seen as an modified
one. When the utility is a power function and the risky asset follows the Black-Scholes model,
we give an explicit solution for the optimal strategy π∗ of investment in the risky asset. The
originality of the formula comes from the explicit dependence of the entrpoic penalty term in
the strategy π∗. Finally, we give some technical results in the Appendix.
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2. Class of f-divergence penalty
2.1. The setting
This section gives a precise formulation of our optimization problem and introduces our no-
tations for later use. We start with a filtered probability space (Ω,F ,F, P ) over a finite time
horizon T ∈ (0,+∞). The filtration F = (Ft)0≤t≤T satisfies the usual conditions of right-
continuity and P -completeness.
For any probability measure Q ≪ P on FT , the density process of Q with respect to P is the
RCLL P -martingale ZQ = (ZQt )0≤t≤T with
Z
Q
t =
dQ
dP
|Ft= EP [
dQ
dP
| Ft], for all 0 ≤ t ≤ T.
Since ZQ is closed on the right by ZQt =
dQ
dP
|Ft , Z
Q can be identified with Q.
Let f : [0,+∞) 7→ R be a continuous and strictly convex function satisfying:
(H1) f(1) = 0.
(H2) There is a constant κ ∈ R+ such that f(x) ≥ −κ, for all x ∈ (0,+∞).
(H3) lim
x 7→+∞
f(x)
x
= +∞.
(H4) f is differentiable on (0,+∞) and f ′(0) = lim
x→0+
f ′(x) = −∞.
Remark 2.1. Note that the Assumption (H2) can be relaxed . Indeed, since f is convex, then
f(x) ≥ f ′(1)(x−1)+f(1) = f ′(1)x−f ′(1) and so f(x)−f ′(1)x ≥ −f ′(1). Therefore, one could
replace f(x) by f(x)− f ′(1)x, ∀x > 0.
Our basic goal is to
minimize the functional Q 7→ Γ(Q) := EQ[c(., Q)] (2.1)
over a suitable class of probability measures Q≪ P on FT , where the cost functional c(., Q) is
defined by
c(w,Q) := Uδ0,T + βR
δ
0,T (Q), (2.2)
with the utility term given by
Uδ0,T := α
∫ T
0
SδsUsds+ α¯S
δ
T U¯T ,
and the penalty term is
Rδ0,T :=
∫ T
0
δsS
δ
s
f(ZQs )
Z
Q
s
ds+ SδT
f(ZQT )
Z
Q
T
, for all 0 ≤ t ≤ T.
Definition 2.1. For a convex function ϕ we define the following functional spaces:
Lϕ is the space of all FT measurable random variables X with
EP [ϕ (γ|X |)] <∞, for all γ > 0,
D
ϕ
0 is the space of all progressively measurable processes X = (Xt)0≤t≤T with
EP
[
ϕ
(
γ ess sup0≤t≤T |Xt|
)]
<∞, for all γ > 0,
D
ϕ
1 is the space of all progressively measurable processes X = (Xt)0≤t≤T such that
EP
[
ϕ
(
γ
∫ T
0
|Xs|ds
)]
<∞, for all γ > 0.
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Remark 2.2. The spaces, Lϕ, Dϕ0 and D
ϕ
1 are called Orlicz spaces. For more detail see [29]
Definition 2.2. For any probability measures Q on (Ω,F), we define the f-divergence of Q with
respect to P by:
d(Q|P ) :=
{
EP [f(
dQ
dP
|FT )] if Q≪ P on FT
+∞ otherwise.
We denote by Qf the space of all probability measures Q on (Ω,F) with Q≪ P on FT , Q = P
on F0 and d(Q|P ) < +∞. The set Qef is defined as follows
Qef := {Q ∈ Qf |Q ≈ P on FT }.
Example 2.1. 1. The relative entropy: If f(x) := x lnx, then d(Q|P ) is called relative en-
tropy and is denoted by H(Q|P ).
2. The Bergman divergence: it matches to the function f(x) := x lnx− x.
The conjugate function of f on R+ is defined by:
f∗(x) = sup
y>0
(xy − f(y)). (2.3)
f∗ is a convex function, nondecreasing, nonnegative and satisfies:
xy ≤ f∗(x) + f(y), for all x ∈ R+ and y > 0, (2.4)
and also
xy ≤
1
γ
[f∗(γx) + f(y)], for all x ∈ R+, γ > 0 and y > 0. (2.5)
For a precise formulation of (2.1), we now assume:
(A1) δ is positive and bounded by ‖δ‖∞ .
(A2) Process U belongs to Df
∗
1 and the random variable U¯T is in L
f∗
Remark 2.3. 1- Assumption (H2) implies that :
| f(x) |≤ f(x) + 2κ, ∀x ≥ 0. (2.6)
2- In the case of entropic penalty, we have f(x) = x ln(x) and then f∗(x) = exp(x − 1). As
in Bordigoni, Matoussi and Schweizer [4], the integrability conditions are formulated as
EP
[
exp(λ
∫ T
0
|U(s)|ds)
]
< +∞ and EP
[
exp(λ|U¯T |)
]
< +∞ for all λ > 0.
2.2. Existence of optimal probability measure
The main result of this section is to prove that the problem (2.1) has a unique solution Q∗ ∈ Qf .
Under some additional assumptions, we prove that Q∗ is equivalent to P . This is proved for a
general filtration F. This section begins by establishing some estimates for later use.
Proposition 2.1. Under assumptions (A1),(A2) and (H2) , we have:
1. c(., Q) ∈ L1(Q),
2. Γ(Q) ≤ C(1+d(Q|P )), where C is a positive constant depending only on α, α¯, β, δ, T, (Us)s∈[0,T ]
and U¯T .
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In particular Γ(Q) is well-defined and finite for every Q ∈ Qf .
Proof.
1. We first prove that for all Q ∈ Qf , c(., Q) belongs to L1(Q). Set R := α
∫ T
0
|Us|ds+ α¯|U¯T |,
we get
|ZQT c(., Q)| ≤ Z
Q
T R+ ‖δ‖∞ Z
Q
T
∫ T
0
∣∣∣∣f(ZQs )
Z
Q
s
∣∣∣∣ ds+ ∣∣∣f(ZQT )∣∣∣ .
By the estimate (2.4), we have ZQT R ≤ f(Z
Q
T ) + f
∗(R). From assumption (A2), the
variable random f∗(R) is in L1(P ) and from Remark 2.3, we get that for all Q ∈ Qf ,
f(ZQT ) belongs to L
1(P ). It remains to show that ZQT
∫ T
0
∣∣∣∣f(ZQs )
Z
Q
s
∣∣∣∣ ds belongs to L1(P ).
By Tonelli-Fubini’s Theorem, we have
EP
[
Z
Q
T
∫ T
0
∣∣∣∣f(ZQs )
Z
Q
s
∣∣∣∣ ds] =
∫ T
0
EP
[
Z
Q
T
∣∣∣∣f(ZQs )
Z
Q
s
∣∣∣∣ ]ds
=
∫ T
0
EP
[
ZQs
∣∣∣∣f(ZQs )
Z
Q
s
∣∣∣∣ ]ds =
∫ T
0
EP
[ ∣∣f(ZQs )∣∣ ]ds.
Jensen’s inequality allows
f(ZQs ) = f
(
EP
[
Z
Q
T |Fs
])
≤ EP
[
f
(
Z
Q
T
)
|Fs
]
.
By taking the expectation under P, we obtain
EP
(
f(ZQs )
)
≤ EP
[
f
(
Z
Q
T
)]
. (2.7)
Consequently, from inequality (2.6) we have
EP
[
|f(ZQs )|
]
≤ EP
[
f
(
Z
Q
T
)]
+ 2κ, (2.8)
and so, s 7→ EP
[
|f(ZQs )|
]
is in L1([0, T ]). Whence, ZQT
∫ T
0
∣∣∣∣f(ZQs )
Z
Q
s
∣∣∣∣ ds belongs to L1(P ).
2. From the definition of Γ, we have
Γ(Q) ≤ EP
[
Z
Q
T R
]
+ βEP
[
‖δ‖∞
∫ T
0
∣∣f(ZQs )∣∣ ds+ ∣∣∣f(ZQT )∣∣∣
]
.
By the inequality (2.8), we have
EP
[
‖δ‖∞
∫ T
0
|f(ZQs )|ds+ |f(Z
Q
T )|
]
= ‖δ‖∞
∫ T
0
EP
[
|f(ZQs )|
]
ds+ EP
[
|f(ZQT )|
]
≤ ‖δ‖∞ T
(
EP
[
f
(
Z
Q
T
)]
+ 2κ
)
+ EP
[
f
(
Z
Q
T
)]
+ 2κ,
and consequently,
Γ(Q) ≤ EP [f
∗(R)] + 2κβ(‖δ‖∞ T + 1) + (1 + β ‖δ‖∞ T + β)d(Q|P ).
We define the constant C by:
C := max (EP [f
∗(R)] + 2κβ(‖δ‖∞ T + 1), (1 + β ‖δ‖∞ T + β)) .
From assumptions (A1)-(A2), C is finite, positive and answers the question.
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
A more precise estimation of Γ(Q) will be needed:
Proposition 2.2. There is a positive constant K which depends only on α, α¯, β, δ, T, (Us)s∈[0,T ], U¯T
such that
d(Q|P ) ≤ K(1 + Γ(Q)).
In particular inf
Q∈Qf
Γ(Q) > −∞.
Proof. From Bayes’ formula, we have:
EQ[
∫ T
0
δsS
δ
s
f(ZQs )
Z
Q
s
ds|Fτ ] =
1
Z
Q
τ
EP [
∫ T
0
δsS
δ
sf(Z
Q
s )ds|Fτ ] ≥ −
1
Z
Q
τ
Tκ ‖ δ ‖∞ .
In the same way, by using exp(−T ‖ δ ‖∞) ≤ SδT ≤ 1, we get:
EQ[S
δ
T
f(ZQT )
Z
Q
T
|Fτ ] =
1
Z
Q
τ
EP [S
δ
T f(Z
Q
T )|Fτ ]
=
1
Z
Q
τ
EP
[
SδT [f(Z
Q
T )− κ+ κ]|Fτ
]
≥
1
Z
Q
τ
(−κ+ e−T‖δ‖∞(κ+ EP [f(Z
Q
T )|Fτ ])
≥
1
Z
Q
τ
(−κ+ e−T‖δ‖∞EP [f(Z
Q
T )|Fτ ]).
(2.9)
We set Rτ := α
∫ T
τ
|Us|ds + α¯|U¯T | and R = R0. By using 0 ≤ Sδ ≤ 1, and Bayes’ formula, we
have
EQ[U
δ
0,T |Fτ ] ≥ −EQ[R|Fτ ]
= −
1
Z
Q
τ
EP [Z
Q
T R|Fτ ].
(2.10)
By using (2.5) and since f∗ is nondecreasing, we obtain:
EP [Z
Q
T R|Fτ ] ≤
1
γ
EP [f(Z
Q
T ) + f
∗(γR)|Fτ ]
≤
1
γ
EP [f(Z
Q
T )|Fτ ] +
1
γ
EP [f
∗(γR)|Fτ ].
(2.11)
Thus, plugging inequality (2.11) into inequality (2.10) and adding the inequality (2.9) we get:
EQ[c(., Q)|Fτ ] ≥ −β
1
Z
Q
τ
Tκ‖δ‖∞ + β
1
Z
Q
τ
(
− κ+ e−T‖δ‖∞EP [f(Z
Q
T )|Fτ ]
)
−
1
Z
Q
τ
( 1
γ
EP [f(Z
Q
T )|Fτ ] +
1
γ
EP [f
∗(γα
∫ T
0
|Us|ds+ γα¯|U¯T |)|Fτ ]
)
.
(2.12)
By choosing τ = 0 and taking the expectation under Q, we obtain:
Γ(Q) ≥− βTκ‖δ‖∞ + β[−κ+ e
−T‖δ‖∞EP [f(Z
Q
T )]]−( 1
γ
EP [f(Z
Q
T )] +
1
γ
EP [f
∗(γα
∫ T
0
|Us|ds+ γα¯|U¯T |)]
)
= −βκ(T ‖δ‖∞ + 1) + d(Q|P )(βe
−T‖δ‖∞ −
1
γ
)
−
1
γ
EP
[
f∗(γα
∫ T
0
|Us|ds+ γα¯|U¯T |)
]
.
(2.13)
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By choosing γ large enough, there exists η > 0 such that βe−T‖δ‖∞ − 1
γ
≥ η. We set
K :=
1
η
max(1, βκ(T ‖δ‖∞ + 1) +
1
γ
EP [f
∗(γα
∫ T
0
|Us|ds+ γα¯|U¯T |)].
Under the assumptions (A1)-(A2), K is finite and so the proof of the proposition is achieved.

The following lemma is useful to show the existence of Q∗ which realizes the infimum of
Q 7→ Γ(Q)
Lemma 2.1. For all γ > 0 and all A ∈ FT we have :
EQ
[
|Uδ0,T |1A
]
≤
1
γ
(d(Q|P ) + κ) +
1
γ
EP
[
f∗(γα
∫ T
0
|Us|ds+ γα¯|U¯T |)1A
]
. (2.14)
Proof. From the definition of Uδ0,T and using inequality (2.4), we have
Z
Q
T |U
δ
0,T |1A ≤ Z
Q
T
(
α
∫ T
0
|Us|ds+ γα¯|U¯ |
)
1A
≤
1
γ
(
f(ZQT ) + f
∗(γα
∫ T
0
|Us|ds+ γα¯|U¯ |)
)
1A.
Using assumption (H2), we obtain
Z
Q
T |U
δ
0,T |1A ≤
1
γ
(
f(ZQT ) + κ+ f
∗(γα
∫ T
0
|Us|ds+ γα¯|U¯ |)
)
1A
=
1
γ
[f(ZQT ) + κ] +
1
γ
[f∗(γα
∫ T
0
|Us|ds+ γα¯|U¯ |)]1A.
The result follows by taking the expectation under P .

The next result is related to the existence of unique probability measure solution of opti-
mization problem (2.1)
Theorem 2.1. Under assumptions (A1)-(A2) and (H3), there is a unique Q∗ ∈ Qf which
minimizes Q 7→ Γ(Q) over all Q ∈ Qf .
Proof.
1. Q 7→ Γ(Q) is strictly convex; hence Q∗ must be unique if it exists.
2. Let (Qn)n∈N be a minimizing sequence in Qf i.e.
ց lim
n→+∞
Γ(Qn) = inf
Q∈Qf
Γ(Q) > −∞,
and we denote by Zn = ZQ
n
the corresponding density processes.
Since each ZnT ≥ 0, it follows from Komlo´s’ theorem that there exists a sequence (Z¯
n
T )n∈N
with Z¯nT ∈ conv(Z
n
T , Z
n+1
T , ...) for each n ∈ N and such that (Z¯
n
T ) converges P -a.s. to some
random variable Z¯∞T which is nonnegative but may take the value +∞. Because Qf is
convex, each Z¯nT is again associated with some Q¯
n ∈ Qf . We claim that this also holds for
Z¯∞T , i.e., that dQ¯
∞ := Z¯∞T dP defines a probability measure Q¯
∞ ∈ Qf . To see this, note
first that we have
Γ(Q¯n) ≤ sup
m≥n
Γ(Qm) = Γ(Qn) ≤ Γ(Q1), (2.15)
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because Q 7→ Γ(Q) is convex and n 7→ Γ(Qn) is decreasing. Hence Proposition 2.2 yields
sup
n∈N
EP [f(Z¯
n)] = sup
n∈N
d(Q¯n|P ) ≤ K(1 + sup
n∈N
Γ(Q¯n))
≤ K(1 + sup
n∈N
Γ(Qn)) ≤ K(1 + Γ(Q1)) < +∞.
(2.16)
From assumption (H3) and using de la Vallée-Poussin’s criterion, we obtain the P -
uniformly integrability of (Z¯nT )n∈N and therefore (Z¯
n
T )n∈N converges in L
1(P ). This implies
that EP [Z¯
∞
T ] = limn→+∞
EP [Z¯
n
T ] = 1 and so Q¯
∞ is a probability measure which is absolute
continuous with respect to P on FT . Because f is bounded from below by κ, Fatou’s
lemma and inequality(2.16) yield
d(Q¯∞|P ) = EP [f(Z¯
∞
T )] ≤ lim inf
n→+∞
EP [f(Z¯
n
T )] < +∞. (2.17)
Finally, we also have Q¯∞ = P on F0. In fact, (Z¯nT ) converges to Z¯
∞
T strongly in L
1(P ),
hence also weakly in L1(P ) and so we have for every A ∈ F0 :
Q¯∞[A] = EP [Z¯
∞
T 1A] = lim
n→+∞
EP [Z
n
T1A] = lim
n→+∞
Q¯n[A] = P [A].
The last equality holds since Q¯n(A) = P (A) for all n ∈ N and A ∈ F0. This shows that
Q¯∞ ∈ Qf .
3. We now want to show that Q∗ := Q¯∞ attains the infimum of Q 7→ Γ(Q) on Qf .
Let Z¯∞ be the density process of Q¯∞ with respect to P. Because we know that (Z¯nT )
converges to Z¯∞ in L1(P ), Doob’s maximal inequality
P [ sup
0≤t≤T
| Z¯∞t − Z¯
n
t |≥ ǫ] ≤
1
ǫ
EP [| Z¯
∞
T − Z¯
n
T |]
implies that ( sup
0≤t≤T
| Z¯∞t − Z¯
n
t |)n∈N converges to 0 in P -probability.
By passing to a subsequence that we still denote by (Z¯n)n∈N, we may thus assume that
the sequence (Z¯n) converges to Z¯∞ uniformly in t with P -probability 1. This implies that
the sequence (ZnT c(., Q¯
n)) converges to Z¯∞T c(., Q¯
∞)P -a.s. and in more detail with
Y¯ n1 := Z¯
n
TU
δ
0,T , Y¯
n
2 := β(
∫ T
0
δsS
δ
sf(Z¯
n
s )ds+ S
δ
T f(Z¯
n
T )) = βR
δ
0,T (Q¯
n)
for n ∈ N ∪ {+∞} that
lim
n→+∞
Y¯ ni = Y¯
∞
i P − a.s. for i = 1, 2.
Since Y¯ n2 is bounded from below, uniformly in n and ω, Fatou’s lemma yields
EP [Y¯
∞
2 ] ≤ lim inf
n→∞
EP [Y¯
n
2 ]. (2.18)
We prove below that we have
EP [Y¯
∞
1 ] ≤ lim inf
n→∞
EP [Y¯
n
1 ]. (2.19)
Plugging (2.18) and (2.19) into (2.15), we obtain
Γ(Q¯∞) = EP [Y¯
∞
1 + Y¯
∞
2 ] ≤ lim inf
n→∞
Γ(Q¯n) ≤ lim inf
n→∞
Γ(Qn) ≤ inf
Q∈Qf
Γ(Q)
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which proves that Q¯∞ is indeed optimal.
It now remains to show that EP [Y¯
∞
1 ] ≤ lim inf
n→∞
EP [Y¯
n
1 ].
We set for m ∈ N; R˜m := Uδ0,T1{Uδ0,T≥−m}. Thus for all n ∈ N ∪ {+∞};
Y¯ n1 = Z¯
n
TU
δ
0,T = Z¯
n
T R˜m + Z¯
n
TU
δ
0,T1{Uδ
0,T
<−m}.
Since R˜m ≥ −m and EP [Z¯nT ] = 1, Fatou’s lemma yields :
EP [Z¯
∞
T U
δ
0,T ] ≤ lim inf
n→∞
EP [Z¯
n
TU
δ
0,T ].
Hence
EP [Y¯
∞
1 ] = EP [Y¯
∞
1 1{Uδ
0,T
≥−m}] + EP [Y¯
∞
1 1{Uδ
0,T
<−m}]
≤ lim inf
n→∞
EP [Z¯
n
T R˜m] + EP [Z¯
∞
T U
δ
0,T1{Uδ
0,T
<−m}]
≤ lim inf
n→∞
EP [Y¯
n
1 ] + 2 sup
n∈N∪{∞}
EP [Z¯
n
T |U
δ
0,T |1{Uδ
0,T
<−m}].
It remains to show that
lim
m→+∞
sup
n∈N∪{∞}
EP [Z¯
n
T |U
δ
0,T |1{Uδ
0,T<−m}
] = 0.
However, Lemma 2.1 and Proposition 2.2 give for any n ∈ N ∪ {∞}:
EP
[
Z¯nT |U
δ
0,T |1{Uδ
0,T
<−m}
]
= EQ¯n
[
|Uδ0,T |1{Uδ
0,T
<−m}
]
≤
1
γ
(d(Q¯n|P ) + κ) +
1
γ
EP
[
1{Uδ
0,T<−m}
f∗(γα
∫ T
0
|Us|ds+ γα¯|U¯T |)
]
≤
1
γ
(
K
(
1 + Γ(Q¯n)
)
+ κ
)
+ EP
[
1{Uδ
0,T<−m}
f∗(γα
∫ T
0
|Us|ds+ γα¯|U¯T |)
]
.
Using inequality (2.15), we obtain for all γ > 0
sup
n∈N∪{∞}
EP [Z¯
n
T |U
δ
0,T |1{Uδ
0,T<−m}
] ≤
1
γ
(
K
(
1 + Γ(Q1)
)
+ κ
)
+
1
γ
EP [1{Uδ
0,T
<−m}f
∗(γα
∫ T
0
|Us|ds+ γα
′|U ′T |)]).
Thanks to the dominated convergence theorem, the integrability assumption (A2) and
since f∗ is nonnegative function, we have
lim
m→∞
EP [1{Uδ
0,T
<−m}f
∗(γα
∫ T
0
|Us|ds+ γα¯|U¯T |)] = 0.
Therefore, for all γ > 0
lim
m→+∞
sup
n∈N∪{∞}
EP [Z¯
n
T |U
δ
0,T |1{Uδ
0,T
<−m}] ≤
1
γ
(K(1 + Γ(Q1)) + κ).
Finally by sending γ to +∞, the desired result is obtained. 
Our next aim is to prove that the minimal measure Q∗ is equivalent to P. We use an adap-
tation of an argument given by Frittelli [15], which is the object of the following lemma.
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Lemma 2.2. We assume (H2). Let Q0 and Q1 two elements in Qf with respective densities
Z0 and Z1. Then
sup
0≤t≤T
EP
[(
f ′(Z0t )(Z
1
t − Z
0
t )
)+]
≤ d(Q1|P ) + κ.
Proof. Set Zx = xZ1 + (1− x)Z0 and for x ∈ (0, 1] and fixed t ∈ R,
H(x, t) :=
1
x
(f(Zxt )− f(Z
0
t )). (2.20)
Since f is strictly convex, the function x 7→ H(x, t) is nondecreasing and consequently
H(1, t) ≥ lim
xց0
1
x
(f(Zxt )− f(Z
0
t )) =
d
dx
f(Zxt ) |x=0
= f ′(Z0t )(Z
1
t − Z
0
t ).
From assumption (H2), we have:
f ′(Z0t )(Z
1
t − Z
0
t ) ≤ H(1, t) = f(Z
1
t )− f(Z
0
t )
≤ f(Z1t ) + κ.
(2.21)
Since f(Z1t ) + κ ≥ 0, then (f
′(Z0t )(Z
1
t − Z
0
t ))
+ ≤ f(Z1t ) + κ. Replacing in the inequality (2.7)
ZQ by Z1, we obtain:
EP [f(Z
1
t )] ≤ EP [f(Z
1
T )] = d(Q
1|P ).
Taking the expectation under P in equation (2.21) the desired result is obtained. 
Theorem 2.2. Under the assumptions (H2),(H4) and (A1)-(A2), the optimal probability
measure Q∗ is equivalent to P.
Proof.
1) As in the proof of Lemma 2.2, we take Q0, Q1 ∈ Qf , we set Qx := xQ1 + (1 − x)Q0 for
x ∈ (0; 1] and we denote by Zx the density process of Qx with respect to P . Then, get
1
x
(Γ(Qx)− Γ(Q0)) = EP [(Z
1
T − Z
0
T )U
δ
0,T ]
+
1
x
βEP [
∫ T
0
δsS
δ
s (f(Z
x
s )− f(Z
0
s ))ds+ S
δ
T (f(Z
x
T )− f(Z
0
T ))]
= EP [(Z
1
T − Z
0
T )U
δ
0,T ]
+ βEP [
∫ T
0
δsS
δ
sH(x, s)ds+ S
δ
TH(x, T )].
Since x 7→ H(x; s) is nondecreasing and using assumption (H2), we have
H(x, s) ≤ H(1, s) = f(Z1s )− f(Z
0
s ) ≤ f(Z
1
s ) + κ,
where the right hand of the last inequality is integrable. Hence monotone convergence Theorem
can be used to deduce that
d
dx
Γ(Qx) |x=0 = EP [(Z
1
T − Z
0
T )U
δ
0,T ] + βEP [
∫ T
0
δsS
δ
sf
′(Z0s )(Z
1
s − Z
0
s )ds
+ SδT f
′(Z0T )(Z
1
T − Z
0
T )]
:= EP [Y1] + EP [Y2].
(2.22)
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Under assumptions (A1)-(A2) and from inequality (2.4), we have Y1 ∈ L1(P ). As in the proof
of Lemma 2.2, using the nondecreasing property of the function x 7→ H(x, s) and assumption
(H2), we obtain
Y2 ≤
∫ T
0
δsS
δ
sH(1, s)ds+ S
δ
TH(1, T ) ≤
∫ T
0
δsS
δ
s (f(Z
1
s ) + κ)ds+ S
δ
T (f(Z
1
T ) + κ)
which is P -integrable because Q1 ∈ Qf . From Lemma 2.2 we deduce that Y
+
2 ∈ L
1(P ) and so
the right-hand side of (2.22) is well-defined in [−∞,+∞).
2) Now take Q0 = Q∗ and any Q1 ∈ Qf which is equivalent to P this is possible since Qf
contains P . The optimality of Q∗ yields Γ(Qx)− Γ(Q∗) ≥ 0 for all x ∈ (0; 1], hence also
d
dx
Γ(Qx) |x=0≥ 0. (2.23)
Therefore the right-hand side of (2.22) is nonnegative. Which implies that EP [Y
−
2 ] ≤ EP [Y1] +
EP [Y
+
2 ]. The right hand side of the last inequality is finite since Y1 ∈ L
1(P ) and Y +2 ∈ L
1(P ).
This shows that Y2 must be in L
1(P ). This makes it possible to rearrange terms and rewrite
(2.23) by using (2.22) as
βEP [
∫ T
0
δsS
δ
sf
′(Z∗s )(Z
1
s − Z
∗
s )ds+ S
δ
T f
′(Z∗T )(Z
1
s − Z
∗
T )] ≥ −EP [(Z
1
T − Z
∗
T )U
δ
0,T ]. (2.24)
But the right-hand side of (2.24) is strictly greater than −∞. So, if the probability measure Q∗
is not equivalent to P , then the set A := {Z∗T = 0} satisfies P [A] > 0. Since Q
1 ≈ P , we have
Z1T > 0. From assumption (H4), we have (f
′(Z∗T )(Z
1
T − Z
∗
T ))
− = +∞ on A. It follows that
EP [(f
′(Z∗T )(Z
1
T −Z
∗
T ))
−] =∞. From Lemma 2.2, we know that [(f ′(Z∗T )(Z
1
T −Z
∗
T ))
+] ∈ L1(P ),
then we obtain EP [f
′(Z∗T )(Z
1
T − Z
∗
T )] = −∞. This gives a contradiction to (2.24). Therefore
Q∗ ≈ P. 
2.3. Bellman optimality principle
In this section we establish the martingale optimality principle which is a direct consequence of
Theorems 1.15 , 1.17 and 1.21 in El Karoui [12]. For this reason, some notations are introduced.
Let S denote the set of all F -stopping times τ with values in [0, T ] and D the space of all density
processes ZQ with Q ∈ Qf . We define
D(Q, τ) := {ZQ
′
∈ D;Q = Q′ on Fτ},
Γ(τ,Q) := EQ[c(., Q)|Fτ ],
and the minimal conditional cost at time τ ,
J(τ,Q) := Q - essinf
Q′∈D(Q,τ)
Γ(τ,Q′).
Then the optimization problem (2.1) can be reformulated to
find inf
Q∈Qf
Γ(Q) = inf
Q∈Qf
EQ[c(., Q)] = EP [J(0;Q)], (2.25)
by using the dynamic programming principle and the fact that Q = P on F0 for every Q ∈ Qf .
In the following, the Bellman martingale optimality principle is given.
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Proposition 2.3. 1. The family {J(τ,Q)|τ ∈ S, Q ∈ Qf} is a submartingale system i.e.
for all (τ, τ ′) ∈ S2s.t τ ≥ τ ′;E[J(τ,Q)|Fτ ′ ] ≥ J(τ
′, Q)
2. Q∗ ∈ Qf is optimal ⇔ {J(τ,Q∗)|τ ∈ S} is a martingale system i.e.
for all (τ, τ ′) ∈ S2s.t τ ≥ τ ′;E[J(τ,Q∗)|Fτ ′ ] = J(τ
′, Q∗)
3. For all Q ∈ Qf there is an adapted RCLL process JQ = (J
Q
t )0≤t≤T which is a right closed
Q-submartingale such that : JQτ = J(τ,Q) Q-a.s for each stopping time τ.
The proof is given in the Appendix. Moreover, we should to apply Theorems 1.15, 1.17, 1.21
in El Karoui [12]. These results require that:
1. c ≥ 0 or inf
Q′∈D(Q,t)
EQ′ [|c(·, Q
′)|] <∞ for all τ ∈ S and Q ∈ Qf ,
2. The space D is compatible i.e.
For ZQ ∈ D, τ ∈ S and ZQ
′
∈ D(Q, τ), we have Q|Fτ = Q
′|Fτ .
3. The space D stable under bifurcation i.e.
For all ZQ ∈ D, τ ∈ S, A ∈ Fτ and ZQ
′
∈ D(Q, τ), we have
ZQ|τA|Z
Q′ := ZQ
′
1A + Z
Q
1Ac ∈ D(Q, τ).
4. The cost functional is coherent i.e.
For all ZQ ∈ D and ZQ
′
∈ D, we have c(w,Q) = c(w,Q′) on the set {w,ZQT (w) = Z
Q′
T (w)}
Q− a.s and Q′ − a.s.
Remark 2.4. In the proof of the Bellman Optimality principle, condition (2.3) ensures that
J(τ,Q) ∈ L1(Q) for each τ ∈ S. In this case we prove such a result directly (see Lemma 4.1).
3. Class of Consistent time penalty
In this section, we assume that filtration (Ft)0≤t≤T is generated by a d-dimensional Brownian
motion W. Then, for every measure Q≪ P on FT , there is a progressively measurable process
(ηt)0≤t≤T which takes values in R
d such that
∫ T
0
‖ηt‖2dt < +∞, P.a.s and the density process
of Q with respect to P is an RCLL local martingale Zη = (Zηt )0≤t≤T given by:
Z
η
t = E(
∫ t
0
ηudWu) Q.p.s, ∀t ∈ [0, T ]. (3.1)
where E(M)t = exp(Mt −
1
2 〈M〉t) denotes the stochastic exponential of a continuous local
martingaleM . Qη denotes the measure which admits Zη as density with respect to the reference
probability measure P. We introduce a consistent time penalty given by:
γt(Q
η) = EQη [
∫ T
t
h(ηs)ds|Ft]
where h : Rd → [0,+∞] is a convex function, proper and lower semi-continuous function such
that h(0) = 0. We also assume that there are two positive constants κ1 and κ2 satisfying:
h(x) ≥ κ1‖x‖
2 − κ2.
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The penalty term is defined by
Rδt,T (Q
η) =
∫ T
t
δs
Sδs
Sδt
(
∫ s
t
h(ηu)du)ds+
SδT
Sδt
∫ T
t
h(ηu)du, ∀ 0 ≤ t ≤ T (3.2)
for Q ≪ P on FT . As in the case of f -divergence penalty, the following optimization problem
has to be solved:
minimize the functionalQη 7→ Γ(Qη) := EQη [c(., Q
η)] (3.3)
over an appropriate class of probability measures Qη ≪ P.
Definition 3.1. For each probability measure Qη on (Ω,F), the penalty function is defined:
γt(Q
η) :=

 EQη [
∫ T
t
h(ηs)ds|Ft] if Qη ≪ P onFT
+∞ otherwise.
We note Qcf the space of all probability measures Q
η on (Ω,F) such that Qη ≪ P on FT and
γ0(Q
η) < +∞ and Qc,ef := {Q
η ∈ Qcf |Q ≈ P onFT }.
Remark 3.1. 1- We note that Qc,ef is a non empty set because P ∈ Q
c,e
f .
2- The particular case of h(x) = 12 |x|
2 corresponds to the entropic penalty. Indeed
H(Qη|P ) = EQη [log(
dQη
dP
)]
= EQη [
∫ T
0
ηudWu −
1
2
∫ T
0
|ηu|
2du]
Since (
∫ .
0 ηudWu) is a local martingale under P , then by the Girsanov theorem (
∫ .
0 ηudWu)−∫ .
0
|ηu|2du is a local martingale under Qη and so
H(Qη|P ) = EQη [
∫ T
0
ηudWu −
∫ T
0
|ηu|
2du+
1
2
∫ T
0
|ηu|
2du]
= EQη [
1
2
∫ T
0
|ηu|
2du] = γ0(Q
η).

3- For a general function h we have for all Qη ∈ Qcf ,
H(Qη|P ) ≤
1
2κ1
γ0(Q
η) +
Tκ2
2κ1
. (3.4)
Indeed:
H(Qη|P ) = EQη [
1
2
∫ T
0
|ηs|
2ds] ≤ EP [
1
2κ1
(
∫ T
0
(h(|ηs|) + κ2)ds)]
≤ EQη [
1
2κ1
(
∫ T
0
(h(|ηs|)ds) +
Tκ2
2κ1
]
=
1
2κ1
γ0(Q
η) +
Tκ2
2κ1
(3.5)
In particular H(Qη|P ) is finite for all Qη ∈ Qcf . 
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The well-posdness of the problem (3.3) is guaranteed by the integrability condition of c(., Qη)
under Qη. Since γ0(Q
η) < +∞ and h takes values on [0,+∞] together with assumption (A1),
we have for all Qη ∈ Qcf ; EQη [R0,T (Q
η)] < +∞. It remains to have EP [Zη|U0,T |] < +∞. We
apply the inequality (2.4) with f(x) = x log x, we obtain
EP [Z
η|Uδ0,T |] ≤ EP [Zη logZ
η + e|U
δ
0,T |−1] (3.6)
From the inequality (3.4), we have H(Qη|P ) = EP [Zη logZη] < +∞. Then the right hand side
of (3.6) is finite if we replace the assumption (A2) by:
(A’2) The cost process U belongs to Dexp1 and the terminal target U¯ is in L
exp.
Remark 3.2. Under Assumption (A’2) , we have
λ
∫ T
0
|Us|ds+ µ|U¯T | ∈ L
exp, for all (λ, µ) ∈ R2+. (3.7)
Indeed, since x 7→ exp(x) is convex , we have
EP [exp(λ
∫ T
0
|Us|ds+ µ|U¯T |)]
= EP [exp(
1
2
× 2λ
∫ T
0
|Us|ds+
1
2
× 2µ|U¯T |)]
≤ EP [
1
2
exp(2λ
∫ T
0
|Us|ds) +
1
2
exp(2µ|U¯T |)]
=
1
2
EP [exp(2λ
∫ T
0
|Us|ds)] +
1
2
EP [exp(2µ|U¯T |)],
which is finite by assumption (A’2) .
3.1. Existence of an optimal model
The main result of this section is to prove the existence of a unique probability Qη∗ that
minimizes the functional Qη 7→ Γ(Qη) in all probability Qη ∈ Qcf . We begin this section by
giving some estimates for Γ(Qη) for all Qη ∈ Qcf .
Proposition 3.1. Under assumptions (A1)-(A’2), we have for all Qη ∈ Qcf :
1. c(., Qη) ∈ L1(Qη).
2. Γ(Qη) ≤ C(1+γ0(Qη)) for some positive constant C which depends only on α, α¯, β, δ, T, (Us)s ∈
[0, T ]) and U¯T .
In particular Γ(Qη) is well defined and finite for all Qη ∈ Qcf .
Proof.
1. Similar arguments as used in Proposition 2.1 insure that R belongs to L1(Qη). In addition,
using assumption (A1), we get
|
∫ T
0
δsS
δ
s (
∫ s
0
h(ηu)du)ds+ S
δ
T
∫ T
0
h(ηs)ds|
≤
∫ T
0
‖δ‖∞
( ∫ T
0
h(ηu)du
)
ds+
∫ T
0
h(ηs)ds
≤
(
‖δ‖∞T + 1
)∫ T
0
h(ηs)ds ∈ L
1(Qη).
(3.8)
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2. From inequality (2.4) with f(x) = x log x, we have:
Γ(Qη) ≤ EP [Z
η
TR] + βEQη [
∫ T
0
δsS
δ
s (
∫ s
0
h(ηu)du)ds+ S
δ
T
∫ T
0
h(ηu)du]
≤ EP [Z
η
T logZ
η
T + e
−1eR] + β(‖ δ ‖∞ T + 1)E
η
Q[
∫ T
0
h(ηu)]
≤ H(Qη|P ) + e−1EP [e
R] + β(‖ δ ‖∞ T + 1)γ0(Q
η).
Inequality (3.4) and assumption (A’2) give the following
Γ(Qη) ≤ (
1
2κ1
+ β(‖ δ ‖∞ T + 1))γ0(Q
η) + e−1EP [e
R] +
Tκ2
2κ1
.
The desired result follows by taking C := max(e−1EP [e
R] +
tκ2
2κ1
,
1
2κ1
+ β(‖ δ ‖∞ T + 1))
which is finite. 
The following proposition gives a lower bound for our criterion Γ(Qη) for all Qη ∈ Qcf .
Proposition 3.2. Under the assumptions (A1)-(A’2), there exists a positive constant K such
that for all Qη ∈ Qf
γ0(Q
η) ≤ K(1 + Γ(Qη)).
In particular inf
Qη∈Qf
Γ(Qη) > −∞.
Proof. Under the assumption (A1) and the nonnegativity of the function h, we have
βEQη [
∫ T
0
δsS
δ
s (
∫ s
0
h(ηu)du)ds+ S
δ
T
∫ T
0
h(ηu)du] ≥ βEQη [S
δ
T
∫ T
0
h(ηu)du]
≥ βe−‖δ‖∞T γ0(Q
η).
(3.9)
Moreover, since 0 ≤ Sδ ≤ 1, we have:
EQη [U
δ
0,T ] ≥ −EQη [R] = −EP [Z
η
TR]. (3.10)
From inequality (2.5) where f(x) = x log x, and as a consequence f∗(λx) = eλx−1 we have
xy ≤
1
λ
(y ln y + e−1eλx) for all (x, y, λ) ∈ R× R∗+ × R
∗ (3.11)
We get:
EP[Z
η
TR] ≤
1
λ
EP [Z
η
T logZ
η
T + e
−1eλR] =
1
λ
H(Qη|P ) +
e−1
λ
EP [e
λR].
From inequality (3.4), we deduce that
EP [Z
η
TR] ≤
1
2λκ1
γ0(Q
η) +
Tκ2
2λκ1
+
e−1
λ
EP [e
λR]. (3.12)
From the definition of Γ(Qη), it can be deduced
Γ(Qη) = EP [ZTU0,T ] + βEQη [
∫ T
0
δsS
δ
s (
∫ s
0
h(ηu)du)ds+ S
δ
T
∫ T
0
h(ηu)du].
From (3.9),(3.10) and (3.12), we obtain
Γ(Qη) ≥ βe−‖δ‖∞Tγ0(Q
η)−
1
2λκ1
γ0(Q
η)−
Tκ2
2λκ1
−
e−1
λ
EP [e
λR]
= (βe−‖δ‖∞T −
1
2λκ1
)γ0(Q
η)−
Tκ2
2λκ1
−
e−1
λ
EP [e
λR].
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Choosing λ > 0 large enough, there exists µ > 0 such that βe−‖δ‖∞T −
1
2λκ1
≥ µ. From
Remark 3.2, we deduce that EP [e
λR] is finite. The desired result is obtained by taking K :=
1
µ
max(1,
Tκ2
2λκ1
+
e−1
λ
EP [e
λR]),

Combining the previous Proposition and the inequality (3.4), we obtain the following result.
Corollary 3.1. Under the assumptions (A1)-(A’2), there exists a positive constant K ′ such
that for all Qη ∈ Qcf
H(Qη|P ) ≤ K ′(1 + Γ(Qη)).
To prove the existence of the minimizer probability measure, we need the following technical
results which give an upper bound of the utility expectation and show the convexity of our
criterion Γ.
Lemma 3.1. For all γ > 0 and any A ∈ FT we have:
EQη [|U
δ
0,T |1A] ≤
γ0(Q
η)
2λκ1
+
Tκ2
2λκ1
+
e−1
λ
+
e−1
λ
EP [1A exp(λα
∫ T
0
|Us|ds+ λα¯|U¯T |)]. (3.13)
Proof. From Remark 3.2, we have R ∈ Lexp. Using the inequality (3.11), we obtain
Z
η
T |U
δ
0,T |1A ≤ Z
η
T (α
∫ T
0
|Us|ds+ α¯|U¯T |)1A
≤
1
λ
[ZηT ln(Z
η
T ) + e
−1 exp(λα
∫ T
0
|Us|ds+ λα¯|U¯T |)]1A
≤
1
λ
[ZηT ln(Z
η
T ) + e
−1] +
e−1
λ
1A exp(λα
∫ T
0
|Us|ds+ λα¯|U¯T |).
Taking the expectation with respect to P and using inequality (3.5) we get
EQη [|U
δ
0,T |1A] ≤
1
2λκ1
γ0(Q
η) +
Tκ2
2λκ1
+
e−1
λ
+
e−1
λ
EP [1A exp(λα
∫ T
0
|Us|ds+ λα¯|U¯T |)],
and so inequality (3.13) is proved. 
Proposition 3.3. The functional Qη 7→ Γ(Qη) is convex.
Proof. The product derivatives formula gives
d
ds
(Sδs (
∫ s
0
h(ηu)du)) = −δsS
δ
s
∫ s
0
h(ηu)du + Ssh(ηs).
Integrating between 0 and T we get:
∫ T
0
δsS
δ
s (
∫ s
0
h(ηu)du)ds+ S
δ
T
∫ T
0
h(ηu)du =
∫ T
0
Sδsh(ηs)ds. (3.14)
Fix λ ∈ (0, 1) and Qη and Qη
′
two distinct elements of Qf .
Let Q = λQη+(1−λ)Qη
′
and Lt = EP [
dQ
dP
|Ft]. Using Itoˆ’s formula, we get Lt = E(q.W )t where
(qt)0≤t≤T is defined by
qt =
ληL
η
t + (1− λ)η
′L
η′
t
λL
η
t + (1− λ)L
η′
t
1
{λLηt+(1−λ)L
η′
t >0}
dt⊗ dP a.e. t ∈ [0, T ].
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From the definition of the penalty term in Γ, we have
R0,T (Q) = EQ
[ ∫ T
0
δsS
δ
s (
∫ s
0
h(qu)du)ds+ S
δ
T
∫ T
0
h(qu)du
]
= EQ
[ ∫ T
0
Sδsh(
ληLηs + (1 − λ)η
′Lη
′
s
λL
η
s + (1− λ)L
η′
s
1
{λLηs+(1−λ)L
η′
s >0}
)ds
]
= EQ
[ ∫ T
0
Sδsh(
ληLηs + (1 − λ)η
′Lη
′
s
λL
η
s + (1− λ)L
η′
s
)1
{λLηs+(1−λ)L
η′
s >0}
ds
]
,
where the second equality is deduced from (3.14), and the last equality holds because h(0) = 0.
The convexity of h implies
EQ
[ ∫ T
0
δsS
δ
s (
∫ s
0
h(qu)du)ds+ S
δ
T
∫ T
0
h(qu)du
]
≤ EQ
[ ∫ T
0
Sδs (
λLηs
λL
η
s + (1− λ)L
η′
s
h(ηs) +
(1 − λ)Lη
′
s
λL
η
s + (1− λ)L
η′
s
h(η′s))1{λLηs+(1−λ)Lη
′
s >0}
ds
]
= EP
[ ∫ T
0
(λLηs + (1− λ)L
η′
s )S
δ
s (
λLηs
λL
η
s + (1− λ)L
η′
s
h(ηs)
+
(1− λ)Lη
′
s
λL
η
s + (1 − λ)L
η′
s
h(η′s))1{λLηs+(1−λ)Lη
′
s >0}
ds
]
= λEQη
[ ∫ T
0
Sδsh(ηs)1{λLηs+(1−λ)Lη
′
s >0}
ds] + (1− λ)EQη′ [
∫ T
0
Sδsh(η
′
s)1{λLηs+(1−λ)Lη
′
s >0}
ds
]
.
Since we have EQ[U0,T ] = λEQη [U0,T ] + (1− λ)EQη′ [U0,T ], we deduce that
Γ(Q) ≤ λΓ(Qη) + (1− λ)Γ(Qη
′
).

The following theorem states the existence of a probability measure solution of the optimiza-
tion problem (3.3).
Theorem 3.1. Assume that (A1)-(A’2) are satisfied. Then there is a probability measure
Qη
∗
∈ Qcf minimizing Q
η 7→ Γ(Qη) over all Qη ∈ Qcf .
Proof.
1. Let (Qηn)n∈N be a minimizing sequence of Qcf i.e.
ց lim
n→+∞
Γ(Qηn) = inf
Qη∈Qc
f
Γ(Qη).
We denote by Zn := ZQ
ηn
= E(
∫
ηndW ) the corresponding density processes.
Since each ZnT ≥ 0, it follows from Komlo´s’ lemma that there is a sequence (Z¯
n
T )n∈N such
that Z¯nT ∈ conv(Z
n
T , Z
n+1
T , ...) for all n ∈ N and (Z¯
n
t ) converges P -a.s to a random variable
Z¯∞T .
Z¯∞T is positive but may be infinite. As Qf is convex, each Z¯
n
T is associated with a probabil-
ity measure Q¯n ∈ Qf . This also holds for Z¯∞T i.e. that dQ¯
∞ := Z¯∞dP defines a probability
measure Q¯∞ ∈ Qf . Indeed, we have first:
Γ(Q¯n) ≤ sup
m≥n
Γ(Qηm) = Γ(Qηn) ≤ Γ(Qη1), (3.15)
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where the first inequality holds since Qη 7→ Γ(Qη) is convex and n 7→ Γ(Qηn) is decreasing,
and the second inequality follows from the monotonicity property of (Γ(Qηn))n. Therefore
Corollary 3.1 gives
sup
n∈N
EP [Z¯
n ln(Z¯n)] = sup
n∈N
H(Qn|P ) ≤ K ′(1 + sup
n∈N
Γ(Q¯n)) ≤ K ′(1 + Γ(Qη1)). (3.16)
Thus (Z¯nT )n∈N is P -uniformly integrable by Vallée-Poussin’s criterion and converges in
L1(P ). This implies that EP [Z¯
∞
T ] = limn→+∞
EP [Z¯
n
T ] = 1 so that Q
∞ be a probability
measure and Q∞ ≪ P on FT . Let define the martingale Z∞t := EP [Z
∞
T |Ft], so there exists
a progressively measurable process (η∞t )t valued in R
d satisfying
∫ T
0
‖η∞t ‖
2dt < +∞ P.a.s
and Z∞t = E(
∫ t
0 η
∞
s dWs) . Similarly, for n ∈ N, there exists a progressively measurable
process (η¯nt )t valued in R
d satisfying
∫ T
0 ‖η¯
n
t ‖
2dt < +∞ P.a.s and Z¯nt = E(
∫ t
0 η¯
n
s dWs).
2. We now want to show that Q¯∞ ∈ Qcf . Let Z¯
∞ be the density process of Q¯∞ with respect
to P . Since we know that (Z¯nT ) converges to Z¯
∞ in L1(P ), the maximal Doob’s inequality
P [ sup
0≤t≤T
| Z¯∞t − Z¯
n
t |≥ ǫ] ≤
1
ǫ
EP [| Z¯
∞
T − Z¯
n
T |]
implies that ( sup
0≤t≤T
| Z¯∞t − Z¯
n
t |)n∈N converges to 0 in P -probability. Going to a subse-
quence, still denoted by (Z¯n)n∈N, we can assume that ( sup
0≤t≤T
| Z¯∞t − Z¯
n
t |)n∈N converges
to 0 P -a.s. By Burkholder-Davis-Gundy’s inequality there is a constant C such that
E[〈Z¯∞ − Z¯n〉
1
2
T ] ≤ CE[ sup
0≤t≤T
| Z¯∞t − Z¯
n
t |].
Let Mnt := sup
0≤s≤t
| Z¯∞s − Z¯
n
s | and (τn) a sequence of stopping time defined by
τn =
{
inf{t ∈ [0, T [;Mnt ≥ 1} if {t ∈ [0, T [;M
n
t ≥ 1} 6= ∅
T otherwise
.
Since Mnτn is bounded by M
n
T ∧ 1 then M
n
τn
converges almost surely to 0 and by the
dominated convergence theorem converges to 0 in L1(P ). Then, using Burkholder-Davis-
Gundy’s inequality 〈Z¯∞ − Z¯n〉
1
2
τn converges to 0 in L
1(P ) and a fortiori in probability.
As 〈Z¯∞ − Z¯n〉T = 〈Z¯∞ − Z¯n〉τn1{τn=T} + 〈Z¯
∞ − Z¯n〉T1{τn<T}, then for all ε > 0,
P (〈Z¯∞ − Z¯n〉T ≥ ε) ≤ P (〈Z¯
∞ − Z¯n〉τn1{τn=T} ≥ ε) + P (〈Z¯
∞ − Z¯n〉T1{τn<T} ≥ ε)
≤ P (〈Z¯∞ − Z¯n〉τn ≥ ε) + P (τn < T )
From the convergence in probability of (〈Z¯∞− Z¯n〉τn)n, we have lim
n→+∞
P (〈Z¯∞− Z¯n〉τn ≥
ε) = 0. Since Mn is a nondecreasing process, we have
P (τn < T ) = P ({∃t ∈ [0, T [ s.t M
n
t ≥ 1}) ≤ P ({M
n
T ≥ 1}).
SinceMnT converges in probability to 0, we have P ({M
n
T ≥ 1}) −→n→+∞
0. Then lim
n→+∞
P (τn <
T ) = 0, and consequently lim
n→+∞
P (〈Z¯∞ − Z¯n〉T ≥ ε) = 0 .ie (〈Z¯∞ − Z¯n〉T )n con-
verges in probability to 0. We can extract a subsequence also denoted by Z¯n such that
(〈Z¯∞ − Z¯n〉T )n converges almost surely to 0.
On the other hand, we have
〈Z¯∞ − Z¯n〉T =
∫ T
0
(Z¯∞u η¯
∞
u − Z¯
n
u η¯
n
u )
2du.
W. Faidi, A. Matoussi, M. Mnif/ 20
It follows that processes Z¯nη¯n converge in dt ⊗ dP -measure to process Z¯∞η¯∞. Since
Z¯n −→ Z¯∞dt⊗ dP -a.e, we have η¯n converges in dt⊗ dP -measure to η¯∞. Fatou’s lemma
and inequality (3.16) give:
γ0(Q¯
∞) = EP [Z¯
∞
T
∫ T
0
h(η¯∞u )du] ≤ lim inf
n→+∞
EP[Z
n
T
∫ T
0
h(ηnu)du] < +∞. (3.17)
This shows that Q¯∞ ∈ Qf .
Now we will show that the probability Q¯∞ is optimal.
For n ∈ N∪{+∞}, let Y¯ n1 := Z¯
n
TU
δ
0,T and Y¯
n
2 := βR
δ
0,T (Q¯
n)) then lim
n→+∞
Y¯ ni = Y¯
∞
i P−a.s
for i = 1, 2. As Y¯ n2 is bounded from below, uniformly in n and ω, Fatou’s lemma yields:
EP[Y¯
∞
2 ] ≤ lim inf
n→∞
EP[Y¯
n
2 ]. (3.18)
Adopting the same approach as in Theorem 3.1 we show that:
EP[Y¯
∞
1 ] ≤ lim inf
n→∞
EP[Y¯
n
1 ]. (3.19)
Inequality(3.18), (3.19) and (3.16) provide that:
Γ(Q¯∞) = EP[Y¯
∞
1 + Y¯
∞
2 ] ≤ lim inf
n→∞
Γ(Q¯n) ≤ lim inf
n→∞
Γ(Qn) ≤ inf
Q∈Qf
Γ(Q).
This proves that Q¯∞ is indeed optimal.

3.2. BSDE description for the dynamic value process
In this section, stochastic control techniques are employed to study the dynamics of the value
process denoted by V associated with the optimization problem (3.3). It is proved that V is the
unique solution of a quadratic backward stochastic differential equation. This extends the work
of Skiadas [36], Schroder and Skiadas [35].
We first introduce some notations that we use below. Denote by S the set of all F stopping
time τ with values in [0, T ], Dc the space of all processes η with Qη ∈ Qcf and D
c,e the space of
all processes η with Qη ∈ Qc,ef . We define:
Dc(η, τ) := {η′ ∈ Dc, Qη = Qη
′
on [0, τ ]}
Γ(τ,Qη) := EQη [c(., Q
η)|Fτ ].
We note that Γ(0, Qη) and Γ(Qη) coincide. The minimal conditional cost at time τ is defined
by
J(τ,Qη) := Qη − essinf
η′∈Dc(η,τ)
Γ(τ,Qη
′
).
Then the problem (3.3) can be written as follows:
give inf
Qη∈Qc
f
Γ(Qη) = inf
Qη∈Qc
f
EQη [c(., Q
η)] = EP [J(0, Q
η)]. (3.20)
Where the second equality is deduced since the dynamic programming principle holds and we
have Qη = P on F0 for all Qη ∈ Qcf .
The following martingale optimality principle is a direct consequence of Theorems 1.15, 1.17
and 1.21 in El Karoui[12]. For the sake of completeness, the proof is given in the Appendix.
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Proposition 3.4. (1) The family {J(τ,Qη)|τ ∈ S, Qη ∈ Qcf} is a submartingale system.
(2) Qη
∗
∈ Qcf is optimal ⇔ {J(τ,Q
η∗)|τ ∈ S} is a martingale system .
(3) For any Qη ∈ Qcf there is an RCLL adapted process (J
η
t )0≤t≤T which is a Q
η- martingale
Jητ = J(τ,Q
η).
In order to characterize the value process in terms of BSDE we need the following proposition.
Proposition 3.5. Under (A1)-(A’2), we have
inf
Qη∈Qc
f
Γ(Qη) = inf
Qη∈Qc,e
f
Γ(Qη).
Proof. Let Qη
∗
∈ Qcf such that inf
Qη∈Qc
f
EQη [c(., Q
η)] = EQη∗ [c(., Q
η∗)] and λ ∈ [0, 1), then
λQη
∗
+ (1− λ)P ∈ Qc,ef . Since Q
η 7→ Γ(Qη) is convex then
Γ(λQη
∗
+ (1− λ)P ) ≤ λΓ(Qη
∗
) + (1− λ)Γ(P ) ∀λ ∈ [0, 1),
which implies
lim sup
λ→1
Γ(λQη
∗
+ (1− λ)P ) ≤ Γ(Qη
∗
).
Consequently, we have
inf
Qη∈Qc
f
Γ(Qη) ≥ inf
Qη∈Qc,e
f
Γ(Qη).
The converse inequality holds since Qc,ef ⊂ Q
c
f .

We later use a strong order relation on the set of increasing processes defined by
Definition 3.2. Let A and B two increasing process. We say A  B if the process B − A is
increasing.
We already know from Theorem 3.1 that there is an optimal model Qη
∗
∈ Qcf . For each
Qη ∈ Qc,ef and τ ∈ S, we define the value of the control problem starting at time τ
V (τ,Qη) = Qη − ess inf
η′∈Dc(η,τ)
V˜ (τ,Qη
′
),
where
V˜ (τ,Qη
′
) = EQη′ [U
δ
τ,T |Fτ ] + βEQη′ [R
δ
τ,T (Q
η′)|Fτ ].
We need to define the following space
Hpd =
{
(Zt)0≤t≤TF-progressively measurable process valued in R
d s.t EP [(
∫ T
0
|Zu|
2du)
p
2 ] <∞
}
.
Before stating the main result of this section, we recall a result on the existence and uniqueness
of a family of BSDE due to Briand and Hu [5] (see also Barieu and El Karoui [3]).
Theorem 3.2. We assume that there exist two constants µ > 0 and ν > 0 together with a
nonnegative progressively measurable stochastic process (ρt)0≤t≤T such that, P−a.s.,
(i) for all t ∈ [0, T ], for all y ∈ R, z 7−→ f(t, y, z) is convex;
(ii) for all (t, z) ∈ [0, T ]× R, (y, y′) ∈ R2, |f(t, y, z)− f(t, y′, z)| ≤ ν|y − y′|
(iii) f has the following growth:
|f(t, y, z)| ≤ ρt + ν|y|+ µ|z|
2; ∀(t, y, z) ∈ [0, T ]× R× Rd,
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(iv) |ρ|1 :=
∫ T
0
|ρt|dt and |ξ| have exponential moments of all order.
Then the BSDE
Yt = ξ +
∫ T
t
f(s, Ys, Zs) ds−
∫ T
t
ZsdWs, 0 ≤ t ≤ T,
has a unique solution (Y, Z) such that Y belongs to Lexp and Z belongs to Hpd for each p ≥ 1.
The following result characterizes value process V as the unique solution of a BSDE with a
quadratic generator and unbounded terminal condition. Precisely we have
Theorem 3.3. Under the assumptions (A1)-(A’2), pair (V, Z) is the unique solution in Dexp0 ×
Hpd, p ≥ 1, of the following BSDE:

dYt = (δtYt − αUt + βh
∗(
1
β
Zt))dt− ZtdWt,
YT = α¯U¯T .
(3.21)
and Q∗ is equivalent to P.
Proof.
First step: the process V satisfies the BSDE(3.21)
By using Bayes’ formula and the definition of Rδτ,T (Q
η′), it is clear that V˜ (τ,Qη
′
) depends only
on the values of η′ on (τ, T ] and is therefore independent of Qη since Qη = Qη
′
on Fτ . Thus we
can also take the essinf under P ≈ Qη . From Proposition 3.5, we could take the infimum over
the set Qc,ef , which implies
V (τ,Qη) = P − essinf
η′∈Dc(η,τ)∩Dc,e
V˜ (τ,Qη
′
),
for all Qη ∈ Qc,ef . Since V (τ,Q
η) is independent of Qη, we can denote V (τ,Qη) by V (τ).
We fix η′ ∈ D(Qη, τ). From the definition of Rδt,T (Q
η′) (see equation (3.2)), we have
Rδ0,T (Q
η′) =
∫ T
0
δsS
δ
s (
∫ s
0
h(η′u)du)ds+ S
δ
T
∫ T
0
h(η′u)du
=
∫ τ
0
δsS
δ
s (
∫ s
0
h(ηu)du)ds+ S
δ
τ
∫ τ
0
h(ηu)du+ S
δ
τR
δ
τ,T (Q
η′).
By comparing the definitions of V (τ) = V (τ,Qη) and Jητ , then we get for Q
η ∈ Qc,ef
Jητ = S
δ
τVτ + α
∫ τ
0
SδsUsds+ β
( ∫ τ
0
δsS
δ
s (
∫ s
0
h(ηu)du)ds+ S
δ
τ
∫ τ
0
h(ηu)du
)
. (3.22)
Arguing as above, the essinf for Jητ could be taken under P ≈ Q
η. From the Proposition 3.4, Jητ
admits an RCLL version. From equality (3.22), an appropriate RCLL process V = (Vt)0≤t≤T
can be chosen such that
Vτ = V (τ) = V (τ,Q
η), P.a.s for all τ ∈ S and Qη ∈ Qc,ef
and then we have for all Qη ∈ Qc,ef
J
η
t = S
δ
t Vt+α
∫ t
0
SδsUsds+β
( ∫ t
0
δsS
δ
s (
∫ s
0
h(ηu)du)ds+S
δ
t
∫ t
0
h(ηs)ds
)
dt⊗dP a.e, 0 ≤ t ≤ T.
(3.23)
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If we take η ≡ 0, the probability measure Q0 coincides with the historical probability measure
P. Then, by the Proposition 3.4, J0 is P - submartingale. From equation (3.22), J0 = SδV +
α
∫
SδsUsds and thus, by Itoˆ’s lemma, it can be deduced that V is a P -special semimartingale.
Its canonical decomposition can be written as follows:
Vt = V0 −
∫ t
0
qsdWs +
∫ t
0
Ksds. (3.24)
For each Qη ∈ Qc,ef , we have Z
η
. = E(
∫ .
0
ηdW ). Plugging (3.24) into (3.22), we obtain
dJ
η
t = S
δ
t (−qtdWt +Ktdt)− δtStVtdt+ αStUtdt+ βS
δ
t h(ηt)dt.
By Girsanov’s theorem the process −
∫ .
0 qtdWt +
∫ .
0 qtηtdt is a local martingale under Q
η and
the dynamic of (Jηt )t is given by:
dJ
η
t = S
δ
t (−qtdWt + qtηtdt) + S
δ
t (Kt − qtηt + βh(ηt))dt− δtS
δ
t Vtdt+ αS
δ
tUtdt.
Jη is a Qη− submartingale and Jη
∗
is Qη
∗
- martingale. Such properties hold if we choose
Kt = δVt − αUt − ess inf
η
(−qtηt + βh(ηt)), where the essential infimum is taken in the sense of
strong order  . Therefore
Kt = δVt − αUt + ess sup
η
(qtηt − βh(ηt)) = δtVt − αUt + βh
∗(
1
β
qt). (3.25)
This ess inf is reached for η∗t in the subdifferential of h
∗ at
1
β
qt.From (3.24) and (3.25) we
deduce that: 

dVt = (δtVt − αUt + βh
∗(
1
β
qt))dt− qtdWt
VT = α¯U¯T .
Second step: The minimal probability measure Qη
∗
is equivalent to P
Since qtη
∗
t − βh(η
∗
t ) = βh
∗(
1
β
qt) , we have
h(η∗t ) =
1
β
[qtη
∗
t − βh
∗(
1
β
qt)].
Thus, we have
κ1‖η
∗
t ‖
2 − κ2 ≤ |h(η
∗
t )| ≤
1
β
‖qtη
∗
t ‖+ |h
∗(
1
β
qt)|
≤
1
β
(ǫ2‖qt‖
2 +
1
ǫ2
‖η∗t ‖
2) + |h∗(
1
β
qt)|
≤
1
β
(ǫ2‖qt‖
2 +
1
ǫ2
‖η∗t ‖
2) +
1
4κ1
‖
1
β
qt‖
2 + κ2.
The last inequality is a consequence of the fact that
h(x) ≥ κ1‖x‖
2 − κ2,
implies
h∗(x) ≤
1
4κ1
‖x‖2 + κ2.
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Therefore,
(κ1 −
1
βǫ2
)‖η∗t ‖
2 ≤ (
ǫ2
β
+
1
4κ1β2
)‖qt‖
2 + 2κ2.
By choosing ǫ large enough such that κ1 −
1
βǫ2
is strictly positive, there exists C1 > 0, C2 ∈ R
such that
‖η∗t ‖
2 ≤ C1‖qt‖
2 + C2.
The process V is a P -special semimartingale, then
∫ T
0
‖qt‖2dt < ∞P.a.s which implies that
P
(
{
dQη
∗
dP
|FT = 0}
)
= P
(
{
∫ T
0
‖η∗t ‖
2dt = ∞}
)
= 0. Hence the probability measure Qη
∗
is
equivalent to P.
Third step: the process V lies in Dexp0 . Because D
exp
0 is a vector space, it is enough to prove
that V + and V − lie both in it.
We first show that the process V + is in Dexp0 . By definition of the utility term, we have
Vt ≤ EP [U
δ
t,T |Fτ ] ≤ EP [U
δ
0,T |Fτ ].
Fix γ > 0 and choose an RCLL version of the P - martingale N defined by Nt := EP [e
γ|Uδ0,T ||Ft].
Then the continuity of V (see 3.24 ) and Jensen’s inequality imply that
exp(γesssup0≤t≤TV
+
t ) = exp(γ sup
0≤t≤T
V +t )
≤ sup
0≤t≤T
Nt.
(3.26)
Since SδT ≤ 1, we have
|Uδ0,T | ≤ α
∫ T
0
|Us|ds+ α¯|U¯T | = R.
Since eγR ∈ Lp(P ) for every p ∈ (0,+∞), Doob’s inequality imply that sup
0≤t≤T
Nt is in L
p(P )
for every p ∈ (1,+∞). Hence the result follows from (3.26).
It remains to show that V − is also in Dexp0 . For this reason we use the integrability results
obtained by Bordigoni, Matoussi and Schweizer [4] in the context of an entropic Penalty i.e.
when the penalty term is given by
Rδ,Ht,T (Q
η) =
∫ T
t
δs
Sδs
Sδt
(
1
2
∫ s
t
‖ηu‖
2)du)ds+
SδT
Sδt
1
2
∫ T
t
‖ηu‖
2du, ∀ 0 ≤ t ≤ T, (3.27)
Since h(x) ≥ κ1|x|2 − κ2, we have
1
2
|ηu|
2 ≤
1
2κ1
h(ηu) +
κ2
2κ1
, which implies
Rδ,Ht,T (Q
η) ≤
∫ T
t
δs
Sδs
Sδt
(
κ2
2κ1
∫ s
t
du)ds+
SδT
Sδt
κ2
2κ1
∫ T
t
du
+
∫ T
t
δs
Sδs
Sδt
(
1
2κ1
∫ s
t
h(ηu)du)ds+
SδT
Sδt
1
2κ1
∫ T
t
h(ηu)du.
≤
κ2
2κ1
T (1 + T ‖δ‖∞) +
1
2κ1
Rδt,T (Q
η).
Using the definition of V , we obtain
Vt ≥ V
H
t − βκ2T (1 + T ‖δ‖∞) dt⊗ dP.a.s,
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where V H is the value process when the penalty is entropic and the parameter β is replaced by
2βκ1.
And Consequently
V −t ≤ (V
H
t )
− + βκ2T (1 + T ‖δ‖∞)dt⊗ dP.a.s.
By Bordigoni, Matoussi and Schweizer [4], we have (V H)− ∈ Dexp0 , this implies that V
− ∈ Dexp0 .

Remark 3.3. According to Briand and Hu [5] the equation (3.21) has a unique solution because
h∗(x) ≤
1
4κ1
‖x‖2 + κ2
and hence the driver f of BSDE (3.21) given by f(t, w, y, z) = δty − αUt + βh∗(
1
β
z) satisfies:
1. for all t ∈ [0, T ], for all y ∈ R, z 7→ f(t, y, z) is convex;
2. for all (t, z) ∈ [0, T ]× Rd,
∀(y, y′) ∈ R2; |f(t, y, z)− f(t, y′, z)| ≤‖ δ ‖∞ |y − y
′|.
3. for all (t, y, z) ∈ [0, T ]× R× Rd,
|f(t, y, z)| = |δty − αUt + βh
∗(
1
β
z)| ≤‖ δ ‖∞ |y|+ |α||Ut|+
1
4κ1β
‖z‖2 + βκ2.
Since the process U ∈ Dexp1 and the terminal condition α¯U¯T belongs to L
exp, the existence of
the BSDE solution is insured. The uniqueness result is a direct consequence of the convexity
proprety of h∗.
3.3. A comparison with related results
In the case of the entropic penalty which corresponds to h(x) = 12‖x‖
2, the value process is
described through the backward stochastic differential equation:

dYt = (δtYt − αUt +
1
2β
‖Z‖2t )dt− ZtdWt,
YT = α¯U¯T .
(3.28)
These results are obtained by Schroder and Skiadas in [36, 35] where α¯ = 0. In the context
of a dynamic concave utility, Delbaen, Hu and Bao [9] treated the case α = 0, δ = 0, β = 1
andξ = α¯U¯T is bounded. In this special case the existence of an optimal probability is a direct
consequence of Dunford-Pettis’ theorem and James’ theorem shown in Jouini-Schachermayer-
Touzi’s work [20]. Delbaen et al. showed that the dynamic concave utility
Yt = ess inf
Q∈Qf
EQ[ξ +
∫ T
t
h(ηu)du|Ft]
satisfies the following BSDE: {
dYt = h
∗(Zt)dt− ZtdWt,
YT = ξ.
(3.29)

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3.4. Example : Portfolio and consumption choice
First, we note that the characterization of the value function using BSDE allows us to estab-
lish a connection between robust utlity and recursive utility. This class of non-time-separable
utility has been studied by a number of authors. Kreps and Porteus [23], Epstein and Zin[13]
analyzed this type of utility in a discrete-time setting, while Duffie and Epstein [11] studied the
continuous-time case. In the following, we propose an exemple with portfolio choice where we
take δ ≡ 0 and h(x) = κ‖x‖2, κ ∈ R∗+. Then, we have h
∗(x) = 14κ‖x‖
2 and so the value function
of our control problem satisfies the dynamics:

dYt = (−αUt +
1
4κβ
‖Zt‖
2)dt− ZtdWt,
YT = α¯U¯T .
(3.30)
We consider the process (Γt)t∈[0,T ] defined by Γt = Yt +
∫ t
0
αUsds. This process satisfies the
following BSDE 

dΓt =
1
4κβ
‖Zt‖
2dt− ZtdWt,
ΓT = α¯U¯T +
∫ T
0
αsUsds.
(3.31)
The solution of the BSDE (3.31) is given by Γt = −2κβ logEP [exp(−
1
2kβ
(α¯U¯T+
∫ T
0
αUsds))|Ft],
and consequently
Yt = −β¯ logEP [exp(−
1
β¯
(α¯U¯T +
∫ T
0
αUsds))|Ft]−
∫ t
0
αUsds,
where β¯ = 2κβ. Then, the problem of robust utility is simply a problem of recursive utility.
We are now interested in the utility maximization problem in the following setting. We
consider an investor who can consume between time 0 and time T , and denote by c = (ct)0≤t≤T
the consumption rate. We consider a financial market consisting of a bond and one risky asset
(for simplicity). Without loss of generality, we assume that the bond is constant. We denote
by π = (πt)t∈[0,T ] the investment strategy representing the number of shares in the risky asset
S := (St) which evolves according to the Black-Scholes model
dSt = St(µdt+ σdWt
)
, S0 = 1,
where µ ∈ R and σ > 0. We denote by C˜ and H˜ the following sets
C˜ := {c = (ct)t∈[0,T ] F− progressively measurable , ct ≥ 0 dt⊗ dP a.e. and
∫ T
0
ctdt <∞},
H˜ := {π = (πt)t∈[0,T ] F− progressively measurable, andπ ∈ L(S)},
where L(S) denotes the set of F− progressively measurable processes such that the stochastic
integral with respect to S is well-defined.
Given an initial wealth x ≥ 0 and a policy (c, π) ∈ C˜ × H˜, the wealth process at time t follows
the dynamics given by:
X
x,c,pi
t = x+
∫ t
0
πudSu −
∫ t
0
cudu. (3.32)
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We impose a nonnegativity state constraint :
X
x,c,pi
t ≥ 0, a.s., ∀t ∈ [0, T ].
Since we are in the case of complete market, the budget constraint is equivalent to EP˜ [X
x,c,pi
T +∫ T
0 csds] 6 x where P˜ is the unique equivalent martingale measure. The investor has preferences
modeled by the utility functions U := U(c) and U¯T := U¯(X
x,c,pi
T ). The maximization utility
problem of the investor is given by:
v(x) := sup
(c,pi)
Y
x,c,pi
0 = sup
(c,pi)
−β¯ logEP [exp(−
1
β¯
(α¯U¯(Xx,c,piT ) +
∫ T
0
αU(cs)ds)]. (3.33)
We assume that δ ≡ 0, α = 0, α¯ = 1 and U¯(z) = log(z). In this case, we give a closed formula
for the optimal investment strategy. Our stochastic control problem (3.33) is equivalent to
V rm(x) := sup
ξ∈X (x)
EP
[
− exp
(
−
1
β¯
U¯(ξ)
)]
,
where X (x) = {ξ ≥ 0 , ξ = x +
∫ T
0 πtdSt, π ∈ L(S) and EP˜ [ξ] ≤ x}. The utility function
U rm(z) = − exp
(
− 1
β¯
U¯(z)
)
is strictly concave and increasing. It satisfies the Inada condition.
From Kramkov and Schachermayer [22], the optimal terminal wealth is given by
ξ∗ = Irm(yZ˜T ) a.s. (3.34)
where Irm(z) = ((U rm)
′
)−1(z) and y = (V rm)
′
(x). We know by a classical result in the duality
theory that
X
x,pi∗
t = EP˜ [I
rm(yZ˜T )|Ft], t ∈ [0, T ]. (3.35)
From the definition of U¯ , we have U rm(x) = −x−
1
β¯ which implies Irm(z) = ( 1
β¯
)
β¯
1+β¯ z
− β¯
1+β¯ and
so from equation (3.35), we deduce that
X
x,pi∗
t = (
1
β¯
)
β¯
1+β¯ y
− β¯
1+β¯EP˜ [Z˜
− β¯
1+β¯
T |Ft], t ∈ [0, T ]. (3.36)
The density of the risk neutral measure is given by Z˜T = E(−
µ
σ
WT ) and by the Girsanov
theorem, W˜t = Wt +
µ
σ
t is a P˜ -Brownian motion. From (3.36), we obtain
X
x,pi∗
t = (
1
β¯
)
β¯
1+β¯ y
− β¯
1+β¯EP˜ [exp
(
−
β¯
1 + β¯
(−
µ
σ
W˜T +
µ2
2σ2
T )
)
|Ft] (3.37)
= (
1
β¯
)
β¯
1+β¯ y
− β¯
1+β¯ exp(−
β¯
(1 + β¯)2
µ2
2σ2
T )Z¯t,
where Z¯t = E(
β¯
1+β¯
µ
σ
W˜t). Since X
x,pi∗
0 = x, we have (
1
β¯
)
β¯
1+β¯ y
− β¯
1+β¯ exp(− β¯
(1+β¯)2
µ2
2σ2 T ) = x. From
equation (3.37) and using Itô’s formula, we have
dX
x,pi∗
t = x
β¯
1 + β¯
µ
σ
Z¯tdW˜t.
Since dXx,pi
∗
t = π
∗
t σStdW˜t, we have by identification that
π∗t = x
β¯
1 + β¯
µZ¯t
σ2St
= x
µ
σ2
β¯
1 + β¯
exp( β¯
1+β¯
µ
σ
W˜t −
1
2
β¯2
(1+β¯)2
tµ
2
σ2
)
exp(σW˜t −
1
2σ
2t)
= x
β¯µ
(1 + β¯)σ2
exp((
β¯
1 + β¯
µ
σ
− σ)W˜t −
1
2
(
β¯2
(1 + β¯)2
µ2
σ2
− σ2)t), a.s., ∀ t ∈ [0, T ].
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When β goes to +∞, we force the penalty term which appears in the dynamics of the value
function to vanish and our model converges to the classical utility maximization setting,
π
∗,∞
t = x
µZ¯∞t
σ2St
where
Z¯∞t = E(
µ
σ
W˜t).
Such results could be interpreted as a stability result.
4. Appendix
4.1. Proof of the Bellman optimal principle
4.1.1. f-divergence case
Lemma 4.1. For all τ ∈ S and all Q ∈ Qf , the random variable J(τ,Q) belongs to L1(Q)
Proof. By definition
J(τ,Q) ≤ Γ(τ,Q) ≤ EQ[|c(., Q)||Fτ ],
and consequently
(J(τ,Q))+ ≤ EQ[|c(., Q)||Fτ ]
is Q− integrable according to Proposition 2.1.
Let us show that (J(τ,Q))− is Q− integrable. We fix ZQ
′
∈ D(Q, τ). In inequality (2.12),
choosing γ > 0 such that βe(−T‖δ‖∞) −
1
γ
= 0, then we obtain
Γ(τ,Q′) ≥ −B := −βκ
1
Z
Q
τ
(T ‖ δ ‖∞ +1)−
1
Z
Q
τ
[ 1
γ
EP [f
∗(γα
∫ T
0
|U(s)|ds+ γα¯|U¯T |)|Fτ ]
]
.
(4.1)
Since the random variable B is nonnegative and does not depend on Q′, we conclude that
J(τ,Q) ≥ −B. Since f∗(x) ≥ 0 for all x ≥ 0, we have
J(τ,Q)− ≤ B := βκ
1
Z
Q
τ
(T ‖ δ ‖∞ +1) +
1
Z
Q
τ
[ 1
γ
EP [f
∗(γα
∫ T
0
|U(s)|ds+ γα′|U ′T |)|Fτ ]
]
. (4.2)
Finally, B ∈ L1(Q) because the assumption (A1)-(A2). 
Lemma 4.2. The space D is compatible and stable under bifurcation and the cost functional c
is coherent.
Proof. 1-We first prove that D is compatible
Take ZQ ∈ D, τ ∈ S and ZQ
′
∈ D(Q, τ). Then, from definition of D(Q, τ) we have Q|Fτ = Q
′|Fτ
2- Take ZQ ∈ D, τ ∈ S, A ∈ Fτ and ZQ
′
∈ D(Q, τ) again. The fact that ZQ|τA|ZQ
′
:=
ZQ
′
1A + Z
Q
1Ac is still in D must be checked.
To this end, it is enough to show that ZQ|τA|ZQ
′
is a F -martingale and that (ZQ|τA|ZQ
′
)T
defines a probability measure in Qf .
Let us start proving that ZQ|τA|ZQ
′
is a martingale. Since our time horizon T is finite, we have
to prove that
EP [(Z
Q|τA|Z
Q′)T |Ft] = (Z
Q|τA|Z
Q′)t.
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Observing that 1{τ≤t} + 1{τ>t} ≡ 1, we have
EP [(Z
Q|τA|Z
Q′)T |Ft] = EP [Z
Q′
T IA + Z
Q
T 1A
c(1{τ≤t} + 1{τ>t})|Ft]
= EP [Z
Q′
T 1A∩{τ≤t}|Ft] + EP [Z
Q′
T 1A∩{τ>t}|Ft]
+ EP [Z
Q
T 1A∩{τ≤t}|Ft] + EP [Z
Q
T 1A∩{τ>t}|Ft].
Since A ∩ {τ ≤ t} and Ac ∩ {τ ≤ t} are in Ft, while A ∩ {τ > t} and Ac ∩ {τ > t} are in Fτ ,
we have
EP [(Z
Q|τA|Z
Q′)T |Ft]
= IA∩{τ≤t}EP [Z
Q′
T |Ft] + EP [EP [Z
Q′
T 1A∩{τ>t}|Fτ∨t]|Ft]
+ 1Ac∩{τ≤t}EP [Z
Q
T |Ft] + EP [EP [Z
Q
T 1Ac∩{τ>t}|Fτ∨t]|Ft]
= 1A∩{τ≤t}Z
Q′
t + P [Z
Q′
τ∨t1A∩{τ>t}|Ft] + 1Ac∩{τ≤t}Z
Q
t + P [Z
Q
τ∨t1Ac∩{τ>t}|Ft]
= 1A∩{τ≤t}Z
Q′
t + EP [Z
Q′
τ 1A∩{τ>t}|Ft] + 1Ac∩{τ≤t}Z
Q
t + EP [Z
Q
τ 1Ac∩{τ>t}|Ft].
From the definition of D(Q, τ), we have ZQ
′
τ = Z
Q
τ and so
EP [(Z
Q|τA|Z
Q′)T |Ft]
= 1A∩{τ≤t}Z
Q′
t + EP [Z
Q
τ 1A∩{τ>t}|Ft] + 1Ac∩{τ≤t}Z
Q
t + EP [Z
Q
τ IAc∩{τ>t}|Ft]
= 1A∩{τ≤t}Z
Q′
t + EP [Z
Q
τ 1{τ>t}|Ft] + 1Ac∩{τ≤t}Z
Q
t
= 1A∩{τ≤t}Z
Q′
t + Z
Q
t 1{τ>t} + 1Ac∩{τ≤t}Z
Q
t
= 1A∩{τ≤t}Z
Q′
t + Z
Q
t (1{τ>t}∩A + 1{τ>t}∩Ac) + 1Ac∩{τ≤t}Z
Q
t
= 1A∩{τ≤t}Z
Q′
t + Z
Q′
t 1{τ>t}∩A + Z
Q
t 1{τ>t}∩Ac + 1Ac∩{τ≤t}Z
Q
t
= 1AZ
Q′
t + 1
c
AZ
Q
t
= (ZQ|τA|Z
Q′)t.
(4.3)
From the definition of ZQ|τA|Z
Q′ , we have ZQ|τA|Z
Q′ ∈ L1([0, T ]) and so ZQ|τA|Z
Q′ is an
F -martingale which implies
EP [(Z
Q|τA|Z
Q′)T ] = EP [Z
Q′
0 1A + Z
Q
0 1Ac ] = 1A + 1Ac = 1.
It remains to show that d(Q¯) <∞ where the density of Q¯ is given by ZQ|τA|ZQ
′
. We have
d(Q¯|P ) + κ = EP [f(Z
Q′
T 1A + Z
Q
T 1A
c) + κ]
= EP [1A(f(Z
Q′
T ) + κ) + 1Ac(f(Z
Q
T ) + κ)]
≤ EP [(f(Z
Q′
T ) + κ) + (f(Z
Q
T ) + κ)]
≤ d(Q|P ) + d(Q′|P ) + 2κ.
(4.4)
The first inequality is deduced from assumption (H2). Then
d(Q¯|P ) ≤ d(Q|P ) + d(Q′|P ) + κ <∞.
3- Take ZQ and ZQ
′
in D, we denote by A the set {ω;ZQT (ω) = Z
Q′
T (ω)}. It must be proven
that
c(ω,ZQ(ω)) = c(ω,ZQ
′
(ω))
on A Q−a.s and Q′−a.s respectively. 
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4.1.2. Consistent time penalty case
Lemma 4.3. The space Dc is compatible, stable under bifurcation and the cost functional c is
coherent.
Proof.
1. Dc is compatible: let η ∈ D, τ ∈ S and η′ ∈ Dc(Qη, τ). Then, by definition of Dc(Qη, τ) we
have Qη|Fτ = Q
η′ |Fτ .
2. Dc is stable under bifurcation: let again η ∈ Dc, τ ∈ S, A ∈ Fτ and η′ ∈ Dc(Qη, τ). It must
be checked that η′′ = η|τA|η′ := η1A + η′1Ac remains in Dc. i.e. EQη′′ [
∫ T
0
h(η′′u)du] < +∞.
Indeed,
EQη′′ [
∫ T
0
h(η′′u)du] ≤ EQη′′ [1A
∫ T
0
h(ηu)du + 1Ac
∫ T
0
h(η′u)du]
= EP [Z
η′′
T 1A
∫ T
0
h(ηu)du+ Z
η′′
T 1A
c
∫ T
0
h(η′u)du]
= EP [Z
η
T1A
∫ T
0
h(ηu)du+ Z
η′
T 1A
c
∫ T
0
h(η′u)du]
≤ EQη [
∫ T
0
h(ηu)du] + EQη′ [
∫ T
0
h(η′u)du].
The last inequality is deduced from the non negativity of h and the second equality is deduced
from the definition of η′.
3. The cost function c is coherent: let η and η′ in Dc : denote by A the set {ω, η(ω) = η′(ω)}.
It is obvious that
c(ω, η(ω)) = c(ω, η′(ω))
Q− a.s and Q′ − a.s on A. 
Lemma 4.4. For all τ ∈ S and Qη ∈ Qcf , the random variable J(τ,Q
η) is in L1(Qη).
Proof. By definition, we have
J(τ,Qη) ≤ Γ(τ,Qη) ≤ EQη [|c(., Q
η)||Fτ ],
which implies that
(J(τ,Qη))+ ≤ EQη [|c(., Q
η)||Fτ ]
and so (J(τ,Qη))+ is Qη-integrable by Proposition 3.1.
It remains to show that (J(τ,Qη))− is also Qη-integrable.
Fix η′ ∈ Dc(Qη, τ). we have:
βEQη′ [
∫ T
0
δsS
δ
s (
∫ s
0
h(η′u)du)ds+ S
δ
T
∫ T
0
h(η′s)ds|Fτ ] ≥ βEQη′ [S
δ
T
∫ T
τ
h(η′s)ds|Fτ ]
≥ βe−‖δ‖∞T γτ (Q
η′).
Moreover, since 0 ≤ Sδ ≤ 1 and using Bayes’ formula, we have:
EQη′ [U
δ
0,T |Fτ ] ≥ −EQη′ [R|Fτ ] = −
1
Z
η
τ
EP [Z
η′
T R|Fτ ].
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Using the inequality (3.11) and Bayes’ formula, we get:
EP [Z
η′
T R|Fτ ] ≤
1
λ
EP [Z
η′
T logZ
η′
T + e
−1eλR|Fτ ]
=
1
λ
Zη
′
τ EQη′ [logZ
η′
T |Fτ ] +
e−1
λ
EP [e
λR|Fτ ]
=
1
λ
Zη
′
τ EQη′ [
∫ T
0
η′udWu −
1
2
∫ T
0
|η′|2udu|Fτ ] +
e−1
λ
EP [e
λR|Fτ ]
=
1
λ
Zη
′
τ (
∫ τ
0
η′udWu −
1
2
∫ τ
0
|η′|2udu+ EQη′ [
∫ T
τ
η′udWu −
∫ T
τ
|η′|2udu|Fτ ]
+ EQη′ [
1
2
∫ T
τ
|η′|2udu|Fτ ]) +
e−1
λ
EP [e
λR|Fτ ].
By the Girsanov theorem the process (
∫ .
0
η′udWu −
∫ .
0
|η′|2udu) is a local Q
η′- martingale and
therefore EQη′ [
∫ T
τ
η′udWu −
∫ T
τ
|η′|2udu|Fτ ] = 0. Consequently, by using that Z
η′
τ = Z
η
τ , we have
EP [Z
η′
T R|Fτ ] ≤
1
λ
Zητ
( ∫ τ
0
η′udWu −
1
2
∫ τ
0
|η′|2udu+ EQη′ [
1
2
∫ T
τ
|η′|2udu|Fτ ]
)
+
e−1
λ
EP [e
λR|Fτ ]
=
1
λ
Zητ
( ∫ τ
0
ηudWu −
1
2
∫ τ
0
|η|2udu + EQη′ [
1
2
∫ T
τ
|η′|2udu|Fτ ]
)
+
e−1
λ
EP [e
λR|Fτ ]
≤
1
λ
Zητ
( ∫ τ
0
ηudWu −
1
2
∫ τ
0
|η|2udu + EQη′ [
1
2
∫ T
τ
h(η′u) + κ2
κ1
du|Fτ ]
)
+
e−1
λ
EP [e
λR|Fτ ].
Thus, we have
EQη′ [U
δ
0,T |Fτ ] ≥ −
1
λ
(∫ τ
0
ηudWu −
1
2
∫ τ
0
|η|2udu+ EQη′ [
1
2
∫ T
τ
h(η′u) + κ2
κ1
du|Fτ ]
)
−
e−1
λ
1
Z
η
τ
EP [e
λR|Fτ ],
and consequently
Γ(τ,Qη
′
) ≥βe−‖δ‖∞T γτ (Q
η′)−
1
λ
EQη′ [
1
2
∫ T
τ
h(η′u) + κ2
κ1
du|Fτ ]
−
1
λ
(
∫ τ
0
ηudWu −
1
2
∫ τ
0
|η|2udu)−
e−1
λ
1
Z
η
τ
EP [e
λR|Fτ ].
= (βe−‖δ‖∞T −
1
2λκ1
)γτ (Q
η′)
−
1
λ
(
∫ τ
0
ηudWu −
1
2
∫ τ
0
|η|2udu +
Tκ2
2κ1
)−
e−1
λ
1
Z
η
τ
EP [e
λR|Fτ ].
Let λ > 0 such that βe−‖δ‖∞T − 12λκ1 = 0 then
Γ(τ,Qη
′
) ≥ −
1
λ
(|
∫ τ
0
ηudWu|+
1
2
∫ τ
0
|η|2udu+
Tκ2
2κ1
)−
e−1
λ
1
Z
η
τ
EP [e
λR|Fτ ] := −B.
Since the random variable B is nonnegative and does not depend on Qη
′
, we conclude that
J(τ,Q) ≥ −B. So that J(τ,Q)− ≤ B.
It thus remains to be shown that B ∈ L1(Qη).
Under assumptions (A1)-(A’2), we have
EQη [
1
Z
η
τ
EP [e
λR|Fτ ]] = EP [EP [e
λR|Fτ ]] = EP [e
λR] < +∞.
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Moreover
EQη [|
∫ τ
0
ηudWu|+
1
2
∫ τ
0
|η|2udu] < +∞.
Hence, B ∈ L1(Qη). 
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