Though the high-order superdirectivity theory proposed in recent years is attractive, it is hard to implement in practice due to its poor robustness to small random array errors. Hence, in this paper, we present two robust designs of high-order superdirectivity for circular arrays with gain and phase errors. Firstly, we study on the sensitivity function of the high-order superdirectivity and give an alternative solution for a robust superdirective beamformer based on sensitivity function constraint. This method could achieve an arbitrary compromise between directivity and robustness, so it is more flexible and applicable than the existing higher-order truncation method. Although it does not improve on computational complexity or performance with respect to the second-order cone programming obviously, it could lay the foundation for the following robust design method. Then, considering the fact that different eigenbeams correspond to different eigenvalues, we study the method of diagonal loading with variable factors in detail, and further improve the performance of the former sensitivity function constrained method by loading variable factors to different eigenbeams, which results in better performance and greater flexibility in making a compromise. We also show that this proposed loading variable factors method can achieve an equivalent result to the higher-order truncation method by setting proper factors. Simulation results demonstrate the robustness and effectiveness of the above two methods, especially the performance improvement of the loading variable factors method.
Introduction
Beamforming, which is a well-known approach to detect and enhance the desired signal while suppressing noise and interference with a sensor array, has been widely used in many applications [1, 2] . Among the performance measures of a beamfomer, directivity describes the ability to suppress noise from all directions without affecting the desired signal from one principal direction.
As an optimal design in terms of directivity, superdirectivity [3] [4] [5] has attracted tremendous research in different disciplines such as radar [6, 7] , sonar [8] [9] [10] [11] [12] , audio engineering [13] [14] [15] [16] , and wireless communication [17, 18] , etc. It is said that a superdirective array with relatively *Correspondence: wangmin@nim.ac.cn 1 Division of Mechanics and Acoustics, National Institute of Metrology, 100029 Beijing, China Full list of author information is available at the end of the article small size can provide much higher directivity than a conventional array does. In [19] and [20] , it was proved that the maximum directivity factor (DF) of an M-sensor linear array can reach M 2 at its endfire direction. It was also proved that the maximum DF of a spherical array is N 2 with N being the mode number [21] .
Compared to the widely used uniform linear array, uniform circular array (UCA) has more compact structure and could form uniform beams over 360 • azimuthal directions. So the superdirectivity of UCA has also attracted considerable attention [8] [9] [10] [11] [12] 18] . In [8] and [10] , modal beamforming theory was used to analyse the superdirectivity of UCA, but it is not accurate enough due to the inevitable errors caused by spatial sampling and series truncation. Ma recently established a new theory of highorder superdirectivity for UCA [11] . It is based on eigendecomposition of the circulant noise covariance matrix and can provide an analytical and closed-form superdirective solution. So it is more accurate and attractive than the modal theory. Then, Wang made some extensions to this high-order superdirectivity theory. He extended it to a general superdirectivity model suitable for arbitrary arrays based on Gram-Schmidt mode-beam decomposition and synthesis [22] . Later, he also provided the analytical optimal solutions for the high-order superdirectivity of circular arrays mounted on a rigid sphere and an infinite rigid cylinder [23] .
Although theoretical superdirectivity seems to be very attractive, it is hard to be applied in real-world systems [5, 16, 24] . This is mainly because superdirectivity is very sensitive to the unavoidable random errors of practical arrays, such as sensor gain and phase errors, sensor position perturbations, mutual coupling between sensors, etc. Small deviations can severely degrade the performance of superdirectivity, which may be even worse than that of the conventional beamforming. Thus, robust design methods are eagerly needed to implement superdirectivity in practice.
Diagonal loading method [25] is very useful to improve the robustness, but the problem is that it is not clear how to choose the optimal loading factor. Yan presented a robust supergain beamforming via second-order cone programming (SOCP) [9] , and Zhou provided a new superdirective beamforming method to jointly improve array efficiency and robustness for HF circular arrays [18] . But neither of them has provided the robust design solution for the attractive high-order superdirectivity theory. Ma advised to improve the robustness by truncating the sensitive higher-order eigenbeams, i.e., the higher-order truncation (HOT) method [11] . However, this method can only truncate the eigenbeams by a step of certain integral order, so it is not flexible and may be limited in many applications. Wang modified the weighting vector and simplified the diagonal matrix of eigenvalues by virtue of the symmetry properties, then they gave the solution in constraints of both sensitivity function (SF) and sidelobe level by the SOCP [12] . But loading variable factors to different eigenbeams still needs deeper investigation. Wang also discussed the robust design methods for the general superdirectivity model [22] and for the high-order superdirectivity of circular arrays mounted on rigid baffles [23] . Both of them have only used the reduced-rank technique, which is the same with the above HOT method in principle.
In this paper, the robustness of each eigenbeam is investigated in detail for the high-order superdirectivity theory of UCA. Taking SF as the robustness parameter, we firstly give an alternative solution to a constrained superdirective beamformer (CSB) by adding a constraint to SF according to the errors, which is denoted as the CSB method. Although it does not make obvious improvements on computational complexity or performance with respect to SOCP, the CSB method could lay the foundation for a further robust design. Precisely, based on the CSB method and considering that different eigenbeams correspond to different eigenvalues, we present a new design of loading variable factors (LVF) to different eigenbeams, which is named as the LVF method and results in improved performance. It will also be shown that this LVF method could easily achieve an equivalent result to the existing HOT method by setting proper factors.
The remainder of this paper is organised as follows. Firstly, some theory basis of high-order superdirectivity for UCA is given in Sections 2 and 3. Specifically, the theory of high-order superdirectivity is described in Section 2, and its robustness is discussed in Section 3. The interested readers are referred to [11, 12] for further details. Then, Section 4 presents the two robust design methods. The performances of the proposed methods are demonstrated by simulation results in Section 5. Finally, the conclusions are summarized in Section 6.
High-order superdirectivity theory
Consider an M-sensor UCA with radius r lying on the xy-plane, as shown in Fig. 1 . Assuming a unit magnitude plane wave impinging from direction (φ, θ), where φ and θ are the azimuth and elevation angles, respectively. The pressure received by the mth sensor at (r cos φ m , r sin φ m , 0) can be expressed as
where k = 2π/λ is the wavenumber with λ being the wavelength. Then, the array response vector of the UCA will be
Suppose the weighting vector and the present steering direction being denoted by w ∈ C M,1 and (φ 0 , θ 0 ), respectively, the beam pattern (BP) will be
It is known that solving the optimum weighting vector for the maximum DF is equivalent to maximizing the array gain G in an isotropic noise field [2, 11] , i.e.,
where ρ ρ ρ n is the normalized noise covariance matrix in an isotropic noise field. , θ) , the closed-form solutions of the optimal weighting vector, the maximum DF and the BP for superdirectivity can be obtained as [11, 12] 
where ζ = a H (φ 0 , θ 0 ) ρ ρ ρ −1 n a (φ 0 , θ 0 ) −1 is the normalizing coefficient and
Thus, the maximum DF and the optimal BP for superdirectivity of a UCA are decomposed into the sum of the eigenbeams' DFs D m and the sum of the eigenbeams B m (m = 0, 1, . . . , M/2), respectively. Based on these solutions, a complete theory of high-order superdirectivity for UCA has been established. More details of this theory can be found in [11] .
Analysis of robustness
Robustness, which measures the beamformer's sensitivity to random errors, is a very crucial point in superdirectivity theory. So it is essential to discuss the robustness of the high-order superdirectivity before our methods are presented.
Robustness measurement
In [11] , the eigenvalue λ m has been used as the robustness parameter, but no detailed discussions are given. While Wang utilizes the SF to measure the robustness of highorder superdirectivity, since it is directly related to the sum of the variances of array errors and it could provide more information than eigenvalue [12] . We will also take the SF as the robustness measurement in the following discussions. Specifically, the larger the SF is, the poorer the robustness becomes.
The SF of the optimal superdirective beamformer is given by [12] 
T m . (9) It is observed that the SF can also be decomposed into the sum of eigenbeams' SFs T m , just as the maximum DF in (6) and the optimal BP in (7). So we have got both the DF D m and the SF T m of each eigenbeam, which are inversely proportional to λ m and λ 2 m , respectively. Figure 2 depicts the DFs D m and the SFs T m of various eigenbeams of a 16-sensor UCA both in decibels versus kr. It is seen that, for smaller kr, the higher the eigenbeam's order is, the larger its DF is, yet the much larger its SF becomes. As kr increases, both the DF and the SF decrease, the superdirective beamformer degrades to the conventional beamformer (CBF). Some related details of the DF and the SF of each eigenbeam are referred to [12] .
An example
Providing an 8-sensor UCA with kr = 1 and (φ 0 , θ 0 ) = (π/2, π/2), the actual gain g m and phase ϕ m of the mth sensor are chosen according to Fig. 3 . For an ideal array without errors, the higher the eigenbeam's order is, the larger its DF or gain is. While for this practical array with errors, some of its higher-order eigenbeams (m = 3, 4) are distorted obviously, which results in performance degradation of the synthesized BP as seen in Fig. 3f . This example validates the fact that, although the higher-order eigenbeam has higher gains, its robustness is very poor.
A useful way to improve the robustness is the HOT method presented in [11] . However, this method can only truncate the eigenbeams by a step of certain integral order, i.e. the adjustability between the SF and the DF is not flexible. So it may be limited in many applications.
Proposed algorithms
In this section, we first develop a method of designing the robust high-order superdirectivity based on the SF constraint. This design can be transformed into an extended diagonal loading problem, whose loading factor is directly related to the SF constraint and can be solved by the existing numerical methods. Compared to the HOT method, it can achieve an arbitrary compromise between the superdirective beamformer and the conventional one. Then, although [12] has shown the concept of loading variable factors, it needs study in detail. So, based on the aforementioned high-order superdirectivity theory, we investigate the method of loading variable factors to different eigenbeams, which could result in better performance and be more flexible to make a compromise. Moreover, we will also see that an equivalent result to the HOT method could be achieved by setting proper factors.
The CSB method
Considering that the SF of a superdirective beamformer is undesirably high at low frequencies, we would add a constraint on the SF to make the superdirective beamformer more robust. Denoting the maximum acceptable SF by δ 0 , the CSB will be
The above equation can also be solved by the SOCP [9] . But considering the fact that this paper focuses on the investigation of loading variable factors to eigenbeams, we provide an alternative solution using a numerical method as follows. 
The constraint factor δ 0 is usually set by designers according to the practical array errors. This could be done by computer simulations or ad hoc experiments simply and efficiently. Specifically, the larger the array errors are, the smaller δ 0 should be, thus the more robust the CSB is, yet the smaller the DF is. It is noted that δ 0 has a lower bound of 1/M which corresponds to the CBF that is optimal in terms of robustness. In addition, δ 0 should be smaller than or equal to the optimal superdirective beamformer's SF T sf in (9) , otherwise the added constraint will be disabled. So the bound of the constraint factor is given by
Under the condition of (12), the SF constraint T sf = w 2 ≤ δ 0 is enabled and the solution of (11) satisfies w 2 = δ 0 , then the CSB in (11) can be written as
The solution of (13) can be obtained with the method of Lagrange multipliers [28] , and is given by
where γ is a real-valued Lagrange multiplier with γ ≥ 0 and (ρ ρ ρ n + γ I) being positive definite, and I ∈ R M,M is a unit matrix. The factor γ can be calculated by the following expression which links γ to the preset constraint factor δ 0 directly,
It is seen from (14) that this design of the CSB belongs to the class of diagonal loading approaches essentially. The main difference between the CSB method and the traditional loading sample matrix inversion (LSMI) method lies in that, it's not clear how to choose the diagonal loading factor of the LSMI method, but the loading factor of our CSB method can be decided by the constraint factor δ 0 via Eq. (15) .
Under the condition of (12), the middle term in (15) is a monotonically decreasing function of γ [28] . Denote this function by 
Substituting (16) into (15) and utilizing the relationship (ρ ρ ρ n +γ I) −1 = U( +γ I) −1 U H , we will obtain
Representing the column vector U H a(φ 0 , θ 0 ) by z and letting z m denote the mth element of z, (17) can be expanded in element notation
By replacingλ m in the numerator and the denominator of (18) withλ M−1 andλ 0 , respectively, we can get an inequality
so the bound ofγ together withγ ≥ 0 is given by
Finally, summarizing the above design algorithm of the CSB as follows:
1) Perform eigen-decomposition on the normalized
noise covariance matrix ρ ρ ρ n . 2) Set a proper value for the constraint factor δ 0 according to array errors. If (12) is satisfied, solve (18) forγ by a Newton's iterative method under the condition of (20) ; otherwise, setγ = 0.
3) Substitute theγ obtained from Step 2 into (14) or
to calculate the desired weighting vector of the CSB.
It is noteworthy that both the SOCP and the CSB methods require a complexity of O M 3 [9, 28] and they can achieve the similar performance. But the CSB method could lay the foundation for the following LVF method and also facilitate the sequent comparison and analysis, so it is more suitable for the robust high-order superdirectivity in this paper.
The LVF method
The above method achieves compromise between the DF and the SF by loading the same factorγ to all the eigenvalues. Considering that the eigenvalues of high-order superdirectivity vary within a very wide range, e.g., the maximum eigenvalueλ 0 = 5.703 and the minimum eigenvalueλ 4 = (4.025e − 5) of an 8-sensor UCA with kr = 1, we would expect that loading variable factors to different eigenvalues which correspond to different eigenbeams will improve the above method to some extent.
Denoting the different loading factors by γ m
M−1 m=0
and using the original eigenvalues λ m instead of the sorted onesλ m for convenience, we can modify (21) as
These loading factors can be decided independently according to the eigenbeams' robustness. Proper choosing of each loading factor will achieve a better compromise between the DF and the SF of a superdirective beamformer. Further, from Eqs. (6), (7), and (9), we can see that for a very small eigenvalue λ m which corresponds to a highorder eigenbeam, its inverse 1/λ m is infinitely large, so that even small array errors may be greatly amplified. In this case, robustness is the main factor and we do not expect an accurate approximation of 1/λ m , so a larger loading factorγ 2 /λ m is more proper thanγ . While for a large eigenvalue λ m , its eigenbeam is so robust against array errors that there is no need to load any factor. And it can be easily seen that λ m +γ 2 /λ m is closer to λ m than λ m +γ with an increasing eigenvalue. Thus a loading factor which varies with its eigenvalue seems to be more reasonable than a fixed one.
Specifically, we propose to relate the mth loading factorγ m with its corresponding eigenvalues λ m and the aforementioned solutionγ , i.e.,
The matrix ρ ρ ρ n will become R n = (ρ ρ ρ n + VL ), where
Together with the modified matrix G n = ρ ρ ρ n +γ I in the above CSB method, the three matrices ρ ρ ρ n , G n and R n have the same eigenvectors and different eigenvalues λ m , λ m +γ and λ m +γ 2 /λ m , respectively. The performances of these two methods will be demonstrated in Section 5 by simulation results.
It should be noted that Eq. (23) is mainly taken as one example to show the potential improved performance of the LVF method. The analytical optimal solution for variable factors γ m
still needs more investigation, and it would be one of our main future research tracks.
Before closing this section, we will show the relationship between this LVF method and the aforementioned HOT method. From (6) and (9), the DF and the SF of the mthorder eigenbeam with a variable loading factorγ m can be respectively expressed aŝ
where
In (24) and (25), two special values forγ m are worth discussing. One isγ m = +∞, then the DFD m and the SF T m both equal 0, which means the mth-order eigenbeam is not available, or i.e., truncated. The other isγ m = 0, thus the DFD m and the SFT m keep unchanged with their counterparts in the high-order superdirectivity theory, so that the mth-order eigenbeam will be reserved. In conclusion, the result of the HOT method, which can also be implemented by settingγ m = 0 to the lower-order eigenbeams andγ m = +∞ to the higher-order eigenbeams, is contained in our LVF method.
Simulation results
In this section, some simulation results are presented to illustrate the performances of the proposed methods. Firstly, the design of the CSB is shown with several different SF constraint factors. Then, the performances of the CSB method and the LVF method are compared by a design example. At last, the relationship between the LVF method and the HOT method is shown and discussed. Without loss of generality, the present steering direction is set as (φ 0 , θ 0 ) = (π/2, π/2) in the following simulations.
Simulations of the CSB method
Consider a 16-sensor UCA with kr ranging from 1 to 15, the SF constraint factor δ 0 is set as 80, 60, 40, 20, and 0 dB, respectively. The total DF (or its logarithmic form the directivity index (DI), which is defined as DI = 10 lg(DF) (dB)) and SF of the CSB are depicted in Fig. 4 . The conventional and ideal superdirective results are added for comparison, where the conventional result is obtained by using the weighting vector w = a(φ 0 , θ 0 )/M, and the ideal superdirective result is obtained by using the optimal weighting vector in (5) . Some relevant conclusions can be made as follows.
It is shown from Fig. 4 that, for the ideal superdirective beamformer, its DF decreases and its SF drops more quickly as kr increases, it will finally degrade to the conventional beamformer since the normalized noise covariance matrix ρ ρ ρ n tends to a unit matrix. These results have just validated the fact that superdirectivity can only be achieved for small kr [13] .
In Fig. 4b , the SF of the proposed CSB is seen to be constrained less than or equal to the SF constraint factor δ 0 , while the corresponding DF decreases to a certain extent, as shown in Fig. 4a . The smaller the SF constraint factor δ 0 is, the more robust the CSB becomes, but the smaller the DF is. It is validated that the CSB method could make a flexible compromise between the superdirective beamformer and the conventional one, thus it is more useful to practical circular arrays with errors. It should be noted that, if (12) is satisfied, the constraint factor δ 0 is effective and equal to the SF of the CSB; but when δ 0 is larger than the SF of superdirectivity as kr increases, it will be ineffective, then the CSB is equivalent to the superdirective beamformer, as shown in Fig. 4 .
Comparisons of the CSB and LVF methods
To compare the performances of the CSB and LVF methods, we set δ 0 = 20 dB and M = 12. The loading factorŝ γ and {γ m } M−1 m=0 are, respectively, computed by (18) and (23) . The total DI (or DF in decibel) and SF are shown in Fig. 5 .
It is seen from Fig. 5b that, for small kr, the SF of the CSB is constrained to be δ 0 while the SF of the LVF is variable and lower than δ 0 at most points. Meanwhile, the DFs of the LVF and the CSB remain almost the same level, as shown in Fig. 5a . As kr increases, both the CSB and LVF methods become the superdirective beamformer and tend to the conventional one finally. These results show that the LVF method could achieve a more flexible compromise than the CSB method between superdirectivity and robustness. Moreover, the LVF method is somewhat more robust for most small kr.
Next, we add some random gain and phase errors to the 12-sensor array with kr = 1.5 according to (10) with σ g = 0.01 and σ ϕ = 1 • , and examine the eigenbeams and synthesized BPs of four cases (superdirectivity of the practical array with errors, superdirectivity of the ideal array without errors, CSB design with array errors, and LVF design with array errors). Figure 6 shows the 2nd-to 6th-order eigenbeams of the above four cases. The 0th-and 1st-order eigenbeams are not given here since they are robust enough. Figure 6f is a magnification of a portion of Fig. 6e . It can be seen that the lower-order eigenbeams of the four cases are almost consistent. As the order increases, the three cases with array errors deviate from the ideal case. Especially, the 5th-and 6th-order eigenbeams of the practical array are seriously distorted due to their poor robustness, while these two eigenbeams of the CSB and LVF methods are significantly reduced, especially the LVF case. That is why the robustness could be improved by using the CSB and LVF methods. Figure 7 depicts the total BPs of the four cases. Again, Fig. 7b is a magnification of a portion of Fig. 7a with the CBF for comparison. The superdirective BP of the practical array with gain and phase errors (labelled as "practical" in Fig. 7a ), which is synthesized using all practical eigenbeams from order 0 to order 6, is shown to be extremely distorted. But the BPs of the two proposed methods CSB and LVF are greatly improved. They also achieve higher DFs and narrower mainlobe widths than the CBF does. Although their DFs are smaller than the ideal case, they are more robust and more proper for a practical circular array with gain and phase errors. From Fig. 7b , we can also obtain that the mainlobe of the LVF method is very approximate to the one of the CSB method. But the sidelobe levels of the CSB and LVF methods are about −5.6 and −6.66 dB, respectively, i.e., the LVF method has an improvement of 1.06 dB in terms of sidelobel level than a b Fig. 7 Comparison of total beam patterns with gain and phase errors for a 12-sensor UCA, kr = 1.5. a Total beam patterns without including CBF. b Magnification of a portion of a with CBF the CSB method. In addition, the BP of the LVF method is more symmetrical and its shape is closer to the ideal BP, which means that the LVF method is more robust to gain and phase errors than the CSB method.
To compare the performance of the two methods further, we change the simulation conditions with M = 16, kr = 1.65 and δ 0 = 30 dB. The levels of gain and phase errors keep unchanged. The simulation results of the total BPs are shown in Fig. 8 . We can see that the performance of the BP of the LVF method outperforms that of the CSB method obviously. Although its mainlobe is somewhat widened, the sidelobe level and the shape of the BP of the LVF method are much improved, while the BP of the CSB method is relatively poor in performance.
At last, comparing the results of Figs. 7b and 8a, we can find that the DF achieved by the LVF method is better than that of the CSB method in Fig. 8a , while it is somewhat worse in Fig. 7b . The main reason lies in that the BPs of the two methods are distorted in varying degrees by array errors. In Fig. 7b , the SF constraint factor δ 0 is 20 dB, so both the BPs of the two methods are relatively less distorted. The DF of the LVF method is a little worse than that of the CSB method, but the LVF method is shown to be more robust. This is reasonable because the DF and the SF are a pair of tradeoffs theoretically. While in Fig. 8a , δ 0 is increased to 30 dB and the array errors play a main role in this case. The two BPs are distorted more seriously, especially the CSB method. So the DF of the LVF method is better because its BP is less affected by array errors than that of the CSB method.
The LVF method versus the HOT method
In the last simulation, we will illustrate the relationship between our LVF method and the existing HOT method.
Reconsider a 12-sensor UCA, and set the loading factorsγ m as +∞ for m = 5, 6, 7, and 0 for the others, b a respectively. Actually, this is equivalent to loading +∞ to the 5th-and 6th-order eigenbeams and loading 0 to the 0th-to 4th-order ones since λ m = λ M−m . On the other hand, truncate the 5th-and 6th-order eigenbeams directly using the HOT method. The corresponding total DI (or DF in decibel) and SF are shown in Fig. 9a and b, respectively. It can be seen that both of the DFs and SFs of the two methods match well with each other. So our LVF method could obtain an equivalent result to the HOT method by properly setting 0 and +∞ to the loading factors.
Then, under the condition of the aforementioned array errors with kr = 1.5, we design the HOT method by synthesizing the 0th-to 5th-order eigenbeams and the 0th-to 4th-order eigenbeams, respectively, and design the LVF method by setting δ 0 = 20 dB. The BPs of the three cases are shown in Fig. 9c . It is seen that the LVF method has the similar BP to the HOT(0∼4) method. Although its mainlobe width is about 7 • broader than that of the HOT(0∼5) method, its sidelobe level (about −6.66 dB) is very much improved since the BP of the HOT(0∼5) method is severely distorted and useless. Further, we increase the constraint factor of the LVF method to δ 0 = 23 dB in Fig. 9d . Compared with the HOT(0∼4) method, the mainlobe width of the LVF method is reduced by about 2.5 • , but its sidelobe level is increased by about 0.5 dB. Moreover, the LVF method is still much more robust than the HOT(0∼5) method. These results show the fact that the LVF method could adjust the compromise between directivity and robustness more flexibly.
Thus, our LVF method could fill the gap between different eigenbeams truncations of the HOT method, and it is more flexible to make a compromise and has the potential to provide better performance in the robust design of high-order superdirectivity.
Conclusions
In conclusion, we make a detailed study of the variable loading method for improving the robustness of highorder superdirectivity for circular arrays. Since higherorder eigenbeams are very sensitive to array gain and phase errors, the theoretical superdirectivity is hardly implemented in practice. To solve this problem, we present two robust design methods in this paper. Firstly, by adding a constraint to the SF, a more robust CSB is produced which can achieve a compromise between the superdirective beamformer and the conventional one, in terms of directivity and robustness. Further, a more flexible LVF method is proposed by loading variable factors to a b c d Fig. 9 Comparison of the loading variable factors method and the higher-order truncation method. a Total directivity index and b total sensitivity function 10 lg(T sf ) of the three beamformers. Beam patterns of the HOT method and the LVF method with c δ 0 = 20 dB, and d δ 0 = 23 dB different eigenbeams, and it has better performance than the CSB method at most frequencies. We also prove that the LVF method contains the results of the existing HOT method and could outperform it. Simulation results have demonstrated that the robustness of high-order superdirectivity to gain and phase errors is obviously improved by the proposed methods. The effects of other factors on high-order superdirectivity, such as mutual coupling and array efficiency, still need more investigation, and it would be our another main future research track.
