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The federal No Child Left Behind Act (NCLB), the 2001 reautho-
rization of Title I, requires states to assess students in grades three 
through eight in reading and mathematics, and students in three 
grades in science. NCLB further requires states to evaluate schools 
on the basis of their aggregate performance on these examinations. 
Specifically, schools are required to show “adequate yearly progress” 
(AYP) for each student subgroup represented in the school in each 
subject tested and, ultimately, bring every student to proficiency by 
2013-2014.
Under NCLB, schools and districts failing to make AYP for two or 
more consecutive years are required to undergo a set of reforms and 
sanctions. These include the offering of transfer within the district 
to children whose parents desire a school change, the provision of 
supplementary educational services, the replacement of school staff, 
and the conversion of the school to charter status. Additional district 
sanctions include the withholding of Title I funds, replacement of dis-
trict staff, and district reorganization. In response to these mandates, 
each of the 50 states has implemented an accountability plan that 
specifies curriculum content standards by grade level and achieve-
ment levels on tests to measure attainment of those standards. 
According to the U.S. Department of Education (2005, p. 7), no 
two state accountability plans are identical. As the U.S. Department 
of Education notes, “…within each state context–considering diver-
sity of student populations, number of schools, size of schools, and 
other factors–states must strike a fair balance when making school 
accountability decisions. States must design accountability systems 
that are both valid (accurately identifying schools not reaching their 
academic goals for all students) and reliable (with accountability 
judgments based on sound data)” (U.S. Department of Education, 
2005, p. 8)
In response to this federal mandate and the public’s call for incen-
tives to improve the quality of teaching and learning in our public 
schools, states have adopted outcome goals for schools and students, 
implemented student testing programs, and used the test results to 
gauge school effectiveness. The stakes are high. Not only do states 
attach financial rewards and public recognition to superior school 
performance, but school and district enrollments and corresponding 
revenue are also contingent on school test scores; school choice 
programs often allow high performing schools to attract residents of 
neighboring districts.  
The value of these school accountability programs as both 
indicators of school performance and incentives for school improve-
ment depends crucially on several characteristics. The accountability 
program must be: (1) understandable by policymakers, practitioners, 
and the public; (2) statistically valid and reliable; and (3) operational 
by departments of education. Understanding of and confidence in 
an accountability system are essential. Policymakers, practitioners, 
and the public must have a general understanding of the key deci-
sion-making factors, how the system works, and where the respec-
tive schools stand on these key factors. While there will be large 
volumes of data available for analysis, these data must be reduced to 
the core—the key elements—while maintaining accuracy. In essence, 
the system cannot be so complicated that it cannot be easily imple-
mented and reported.  
State efforts have varied considerably in rigor and sophistication, 
ranging from simple school performance measures such as average 
student test scores or percentage of students surpassing a speci-
fied proficiency level to “change scores” and “adjusted performance 
measures” (APMs) that explicitly account for the often wide dispari-
ties in resources and student characteristics across schools. APMs 
are derived from school-level regression equations in which school 
performance measures, generally test scores, are regressed over 
a set of independent variables representing school and student 
characteristics beyond the school’s control. The APM is the residual 
obtained from the regression, or the difference between each school’s 
actual and estimated performance level. Clearly, the APM approach is 
preferred to simple performance measures once agreement is reached 
on a standard set of adjustment parameters.2  The calculation of 
APMs is also quite feasible for states refining their school account-
ability plans, requiring routinely collected school-level administrative 
data.3 
In contrast, scant attention has been given to the task of iden-
tifying effective school districts, despite the considerable emphasis 
placed on district as well as school performance in NCLB.4  This joint 
focus on schools and districts raises the question: How much do 
district policies, leadership, and support services influence the quality 
of teaching and learning in public schools? These district attributes 
generally go unobserved in empirical studies of school performance 
and effectiveness, but their influence could be substantial.
The strategy for this project was selected after a review of other 
more complicated alternatives: Data envelopment analysis; mathe-
matical programming; and hierarchical linear modeling (HLM). The 
strategy also evolved from an earlier effort. This model is based on 
what is commonly called “fixed effect estimation” in econometrics 
for which there are several alternatives (Schwartz & Zabel, 2005). 
This model was developed as a hybrid to meet the criteria identified 
above.
The purpose of this article is to illustrate how a valid and reliable 
state accountability system could be developed that identifies effec-
tive schools and school districts in a comprehensive, understandable, 
and practical way. Section two presents an overview of the strategy 
used in the analysis. The third discusses the use of education pro-
duction functions and to assess school effectiveness. Section four 
presents a model of education production. The data are described 
in the fifth section while the analysis process is described in section 
six, and the empirical results are presented in section seven. The 
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results from the presented method are contrasted with results from 
a “change score” approach in the eighth section with  conclusions 
and implications for school accountability policy are presented in the 
final section.  
Strategy
The strategy for building the accountability system is largely based 
on the several definitions of the word “Par.” The components of the 
accountability system are identified and converted to a common and 
understandable “currency” to form an educational profile. The profile 
includes the various components of achievement, school resources, 
and student/community characteristics. A unique target achievement 
score is then determined for each school based upon the school re-
sources and student/community characteristics contained in the pro-
file. The target achievement score is compared with the actual score 
over time to determine what schools consistently under- or over-
perform their individual “Par.” Those schools consistently performing 
better than expected—better than their unique par—are considered 
effective. The degree to which schools exceed or fall short of “Par” 
becomes an index of effectiveness. All the key information regarding 
the accountability system is contained in an educational profile; it is 
the centerpiece for reporting to policymakers, practitioners, and the 
public.
Accountability
Once a potential measure of effectiveness is constructed, it is criti-
cal to determine if the measure is valid. In this case, the question 
is whether the effectiveness measure identifies individual schools 
randomly or systematically based on their performance. Schools 
should be held accountable only for those actions under their 
control and not for random occurrences. Distinguishing between 
random and systematic occurrences is accomplished by evaluating 
the performance of individual schools over time; one observation is 
insufficient. The difference between random and systematic may be 
best illustrated by a golfing analogy. Because the objective is to putt 
the ball into the hole, an individual who consistently misses the 
target to the same side is performing systematically and it is reason-
able to expect a corrective action. On the other hand, someone who 
consistently putts the ball into the cup (hits the target) and only 
sometimes misses just a little to either side is performing randomly 
with no specific corrective action indicated (except more practice).
As a consequence, if the effectiveness measure is judged to be 
a random occurrence, it is an inappropriate accountability measure 
because it is uncontrollable by school officials. If, however, the 
effectiveness measure is determined to be systematic, it is a valid and 
reliable accountability measure because it indicates that “effective-
ness” is indeed under the control of the school organization (and 
corrective action is warranted). In sum, the occurrence is consid-
ered random when there is an equal likelihood of performing above 
or below the expected level. The occurrence is considered system-
atic when the performance is consistently either above or below the 
expectation. The systematic/random likelihood is estimated through 
regression analysis comparing school performance over time.
Conceptual Categories
The data variables for the accountability system are selected 
purposefully: because they fit into the conceptual categories of 
student/community characteristics (SES or socioeconomic status), 
staff quantity, staff qualifications, and instructional materials. States 
regularly collect data in the categories of staffing roles, staff qualifica-
tions, instructional material expenditures, and student characteris-
tics because these categories are commonly acknowledged as being 
related to student achievement. (The non-instructional and facilities 
categories are not included because they are thought not to make a 
substantial contribution to achievement and they would add undue 
complexity.) In other words, the individual variables for possible use 
in the analysis were not selected because of their unique conceptual 
value; they were selected only because of their membership in one of 
the compelling categories.  
The justification for grouping individual variables into conceptu-
al categories, what is hereafter called “factors,” is based on factor 
theory, a fundamental principle of regression. Briefly, the statistical 
variance of conceptually and statistically related variables is divided 
into three types: (1) the common variance shared by all variables 
(sometimes called the g-factor); (2) the unique variance of each 
individual variable; and (3) the error variance. When measuring 
and reporting individual variables, it is not clear how much of the 
variance is “common” and how much is “unique” because some 
of the variance is shared by other variables. Instead of trying to 
distinguish among the common and unique variances for each indi-
vidual variable, a better alternative is to measure and report the total 
variance—common and unique—for the entire factor. Operationally, 
the total contribution of the regression equation is reported as being 
the factor rather than the contribution of the individual variables.
The individual variables within each of the previously identi-
fied school factors are substantially correlated because they share 
common variance (g-factor). This is supported by the general obser-
vations: (1) all instructional staff roles combine to produce a compre-
hensive instructional environment; (2) teacher qualifications are an 
integrated combination of traits; and (3) instructional materials work 
as an amalgamation. All these are reasonable illustrations of gestalt, 
a set of variables working together conceptually, operationally, and 
statistically to produce a larger product.  
SES is commonly reported in research papers as a single factor even 
though it is most certainly comprised of several variables. Individual 
variables are combined via regression to represent the concept of SES 
as a proxy. Similarly, there is no single data variable representing the 
other factors: Staff quantity; staff qualifications; and instructional ma-
terials. Individual variables must be combined to form proxies for the 
factors. The variables identified for inclusion in each proxy and their 
weightings are based first on their membership within the conceptual 
category, and then on their relationship with achievement and their 
inter-correlations as a part of the regression process.
This strategy evolved based on the shortcomings of a previous 
analytical effort, which utilized individual variables rather than related 
variables combined into factors. In the previous analysis, different 
combinations of variables accounted for the relationship with the 
several achievement outcomes. This was due to the high correlation 
among the explanatory variables causing the order of entry into the 
regression equations to change frequently. The assumption that an 
ever-changing set of variables with an ever-changing set of weights 
explains student achievement was difficult to sustain. It is more rea-
sonable to assume that consistent variables with consistent weights 
are related to achievement. Therefore, it was prudent to use a com-
mon variable set with common weightings to form factors across the 
various achievement equations. By inspecting the regression results 
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for each factor, those variables consistently making a contribution are 
easily identified because the weightings were similar. These are the 
reasons why this analysis is conducted in terms of factors rather than 
individual variables.  
The goal is to develop a single number for each factor that is a 
“good” predictor of achievement. The first step is to build a series 
of regression models predicting the various grade/subject achieve-
ments for each of the factors across the several years identifying 
the variables with consistent predicting powers. Using only these 
variables, the next step is to select the weightings producing the 
“good” predictor factor formulae. This is accomplished by combin-
ing (averaging) the respective variable weightings. The weightings 
can be combined for only years, resulting in a unique set of factor 
formulae for each achievement variable, or combined for years and 
grade/subject achievements for a common factor formula across the 
multiple achievement measures. The common factor set alternative 
was selected in order to reduce the number of comparisons required 
to present the results. In addition, it avoids the question of why indi-
vidual schools would rank differently on each of the factors for each 
of the grade/subject achievement tests. The final step is to insert the 
data for each of the observations into each factor formula to obtain 
the factor scores. Now, a few key numbers “explain” achievement, 
rather than too many numbers to contemplate.
Importantly, the actual school values of the factors are different 
for each year because the data change every year, even though the 
definitions remain constant. Most importantly, what little explana-
tory variance is “lost” by combining the variable weightings is later 
“recouped” when the factors are entered into the equations predict-
ing the achievement levels for each grade and subject. In essence, 
the explanatory variance is moved from the individual variables to the 
factors. With this transformation, the results are easily understood 
as the product of four achievement measures against four common 
factors (16 comparisons), rather than sixteen factors (different each 
year) against the four achievement measures (64 comparisons), or a 
multitude (23) of individual variables and the achievement variables 
(92 comparisons). 
Before being used in the equations, the factors scores are first 
transformed into standard scores and then into percentiles (area 
under the normal curve), standard statistical procedures. (Standard 
regression coefficients are produced when the variables are in stan-
dard scores.) In addition to normalizing, the transformation adjusts 
for the undue influence outliers may have on the results. This process 
creates a consistent, common, and easily understood measurement 
scale for every factor—the common “currency” of percentiles. All the 
elements in the educational profile are then directly comparable.
Testing the Transformation
The amount of explanatory variance was calculated for the 
transformed (factors) and non-transformed (variable sets) forms of 
the equations, and the results were virtually identical (.02 or less 
in the amount of explained variance). Therefore, the transformation 
process neither materially diminished nor augmented the statistical 
results.  Thus, the factors are available as a comprehensive and com-
prehensible profile of school performance and resources.
Analysis Strategy
The factors were entered into the regression equations. Using the 
factors, regressions yielded the predicted achievement levels and 
residuals. Residuals (the difference between the predicted and 
actual levels) are normally reported in terms of standard scores so the 
transformation to percentiles is straightforward. Therefore, all of the 
factors are in a standard “currency” or index.
The next part of the strategy is to analyze the residual. By defini-
tion, the residual is normally distributed around the standard score of 
zero; the chance of being above or below the mean is virtually equal. 
However, the residual is actually comprised of random and systematic 
error. There is a critical difference between random and systematic 
error: random error is random over time; systematic error is not 
(Taylor, 1982, p. 81). Analyzing the residual for each observation 
over time identifies the systematic-error portion of the residual. In 
this context, the error analysis addresses the question, what schools 
consistently—or “on average”—perform above or below the expected 
level?  Regressing the time-averaged residual against the dependent 
variable identifies the systematic portion of the residual. If the amount 
of variance explained by the averaged residual is zero, then there is 
no systematic occurrence. If the explained variance is not zero, then 
there is systematic occurrence. The random portion can be measured 
because the sum of the two types of error equals the residual.  
In essence, this method is based on the identical algebra 
commonly known in econometrics as “fixed effect estimation,” with 
the systematic portion of the residual being the “fixed” or “school 
effect.” This portion of the residual is called “fixed” because of the 
assumption that it changes little, if at all, over a reasonably short 
period of time and can be best estimated by the average.  
Econometric Models
There are specialized computer programs for conducting “fixed 
effect” analysis that are effective under certain conditions: (1) There 
are a small number of variables under consideration; and (2) the 
primary interest is in the statistical inference of the variables; and 
(3) the audience has a sophisticated understanding of econometrics. 
These conditions do not appear to be present in the situation at hand. 
So rather than using a “black box” computer model, the product from 
each step of the analytical process is presented in order to provide un-
derstanding and confidence to those who are in judgment of the final 
product—an index of school effectiveness. In other words, this method 
combines a myriad of variables into a comprehensible profile of school 
performance and calculates the components of “fixed effects estima-
tion” for those individuals who are not knowledgeable in the field 
of econometrics. It culminates with an index of school effectiveness 
within the educational profile.
Assessing School Efficiency
One approach to developing school effectiveness measures 
relies upon the concept of production efficiency and techniques for 
measuring such efficiency. This approach utilizes the economist’s 
notion of a production function.5 Production models have three parts: 
The outcomes sought; the necessary ingredients or inputs; and the 
process transforming the inputs into outcomes. These three parts are 
linked together by a mathematical function. This production func-
tion reveals the maximum amount of outcome possible for various 
combinations of inputs. If the levels of the inputs and the function 
are known, the maximum level of outcome (i.e., production) can be 
determined. Anything short of maximum attainable output indicates 
technical inefficiency.
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A second dimension to production efficiency involves input costs. 
Assuming an organization makes the best possible use of a set of 
inputs—that is, it is technically efficient—the least-costly input com-
bination is required to achieve allocation efficiency. Put another way, 
production efficiency requires both technical and allocation efficiency.
A third dimension of production efficiency involves the process 
portion of the production function. Assuming that technical and 
allocation efficiency have been achieved, the process must also be 
efficient before the maximum attainable outcome is achieved. This 
aspect is discussed in more detail later. Together these three dimen-
sions combine to yield production efficiency. For a more detailed 
discussion of the educational production function, see Monk (1990). 
Notwithstanding some difficulties, various notions of the production 
function receive political support across the states and serves as the 
basis of many school accountability systems.
An accurate estimate of the effectiveness or “quality” of a school 
(the school’s contribution to student learning) must account for the 
relative contributions of SES and school resources to student learning.
Put another way, accountability systems should not confound school 
quality with other fundamental determinants of student performance, 
particularly when assessments of school quality trigger school 
rewards and sanctions.
The production function approach estimates the marginal educa-
tional contributions of identified educational inputs, both “control-
lable” and “uncontrollable,” and identifies those controllable inputs 
with positive marginal weightings. These estimated weightings can 
then be compared with corresponding input costs to improve alloca-
tion efficiency. The production function approach can also be used 
to identify school districts and schools that consistently produce 
levels of student achievement that exceed (or fall short of) levels 
predicted by the identified inputs. These consistently higher or lower 
than predicted performance levels can be attributed to the process 
component of the production function for which data are usually 
unavailable. 
The process component is difficult to measure and thus is gener-
ally excluded in educational production function studies. Staff and 
organizational behavior are frequent process topics. Murnane and 
Phillips (1981), in a study of elementary schools, included a set of 
teacher behavior variables in a model of vocabulary test performance. 
The variables included the percentage of time the teacher used 
subgroups, demonstrations, and individualized work, and whether 
the teacher felt responsible for explaining the subject matter. These 
authors found that the process behaviors explained a larger propor-
tion of test score variance than teacher qualification characteristics. 
School climate, another process variable, may also enhance the qual-
ity of teaching and learning (Mortimore, et. al., 1988).  
Leibenstein’s (1966) seminal article on X-efficiency in businesses 
contends that incentives and other generally unmeasured organiza-
tional attributes of the firm make a greater contribution to process 
efficiency than the marginal reallocation of inputs. Building on the 
same idea, Levin (1997) suggested that unmeasured and often un-
observed school practices and organizational characteristics—the 
process component of the production function—can be very impor-
tant to school performance. Levin did not provide estimates of the 
magnitude of X-efficiency. Actually, there are few empirical studies 
regarding X-efficiency in schools. While there are some general ideas 
as to why some schools consistently produce higher or lower than 
predicted performance, the specific behaviors and organizational 
characteristics are largely unknown.
A Model of Education Production
In this section, a production function model is used as an 
approach to estimate the magnitude of the unobserved school 
characteristics influencing student performance—the X-efficiency 
factor. The basic notion of the model is:
  Output = Input + Process
Hanushek proposed a framework for an educational production func-
tion that distinguishes among family background, peer, and school 
inputs (Hanushek, 1979). A simplified version of this production 
function is:
  A = ƒ (B,P,S)
where A represents outcomes; B represents family background 
inputs; P represents peer inputs; S represents school resources; and 
ƒ ( ) is the function, or production process transforming the inputs 
into outcomes. This framework is modified slightly, combining the 
family and peer inputs into a single SES element and includes the 
process X-efficiency factor. The theoretical school-level model of 
education production becomes:
  A = ƒ (SES, S, X)
When the different aspect of school resources are identified 
and the process portion or X-efficiency is included, the expanded 
production function becomes:
  A = ƒ (SES, SQN, SQL, IM, X, E)
where A is the school achievement level; SES represents the stu-
dent/community characteristics; SQN represents the staff quantity; 
SQL represents the staff qualifications; IM represents the funding 
for instructional materials; X represents the unobserved X-efficien-
cy behavior and policy attributes; and E represents the random 
error. The SES and school resource factors are the inputs, for which 
there are data, and the unobserved X-efficiency factors along with 
the error are in the residual (i.e., the difference between actual and 
predicted performance levels for each school). Additionally, prior 
school resources and SES could have an influence on later achieve-
ment levels and could be considered a part of the production 
function. These prior values were incorporated into the production 
function analysis, discussed later.
What is not measured directly is concealed in the residual term 
along with the measurement error. Of particular interest is the 
portion of the residual term attributable to a missing variable; that 
is, X-efficiency. Accordingly, the model is estimated and the residuals 
divided into random and X-efficiency components. In essence, this 
analysis measures indirectly the “process” portion of the production 
function from estimates of the outcomes and inputs based on the 
following logic: 
If Outcome = Input + Process, then Process = Outcome – Input.   
Data
A panel of school-level data was obtained from the Minnesota 
Department of Children, Families and Learning for elementary schools 
for the years 1998 through 2001. All schools reporting to the state 
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were included in the study. Reporting of school-level data was 
optional in 1998, and 506 schools participated that year. Participa-
tion rose to 671 schools in 1999, 690 in 2000, and 694 in 2001, 
including all elementary schools in the state. Data for all variables 
were reported by participating schools, except for “teachers’ average 
years of teaching experience” for 1998. For that year, each school’s 
1999 figure was used. A complete panel of data was available for 476 
schools. Achievement data consisted of building-averaged scores on 
statewide assessments for reading and mathematics in grades three 
and five for each of the four years.6 Definitions for the set of school-
level variables are given in Appendix A.
Analysis Process
The analysis process began with the construction of a set of 
indices based on the factors in the production function. Indices for 
staff qualifications, staff quantity, and instructional supplies and 
materials (non-personnel instructional expenditures) were construct-
ed from sets of component variables.The purpose of the regres-
sion-based method was to maximize the proportion of variance in 
student achievement explained by the variance in the respective indices. 
Importantly, by maximizing the explanatory variance in the factors, 
the residual, and therefore the school effect is minimized to avoid any 
over estimation. These school resource indices and their component 
variables are summarized in Table 1.
Specifically, the achievement measures were regressed against 
the component variables of each index. The estimated coefficients 
for each variable were then averaged over the four years, and this 
average was used as the weighting for the variable in the construc-
tion of the index. For the same reason the “fixed” or school effect 
is assumed to be constant, the weightings are assumes constant 
and their best estimate of the “true” value is the mean over the 
time periods (Wooldridge, 2000, p. 441-2). (Analytical research can-
not be conducted without the assumption that the same laws exist 
in space/time, also a basic principle in physics. The relationships 
Table 1




(1) Average length of teaching experience; (2) average salary; (3) average age; (4) percentage 
with a Master’s degree; (5) percentage of new teachers
Staff Quantity
(Instructional Staff Only)
(1) Administrative staff (licensed and unlicensed); (2) licensed staff (teachers); (3) licensed  
support staff; (4) non-licensed instructional staff (teacher aides), all per 1,000 students
Non-Personnel Instructional 
Expenditures   
(Instructional Materials)




(1) Percentage of children in the school who are eligible for free or reduced-price lunch;  
(2) percentage of children who are minority; (3) percentage of children who are in special 
education; (4) reported disciplinary incidents as a percent of building enrollment; and (5) 
intra-district mobility rate. Four other variables were excluded because they did not add to the 
explanatory power.
between inputs and outputs were assumed to be the same wherever 
the school is located, the space component. Likewise, the relation-
ships were assumed to be the same regardless of when the measure-
ments are made, the time component.)  
The amount of explanatory variance from each index was calcu-
lated and compared with the variance using the component variable 
sets in order to verify that the indexing process did not substan-
tially change the results. The comparisons were made for each index, 
for each achievement measure, and for each year, for a total of 16 
comparisons per index. The actual variance values for the respective 
indices were similar and the average differences between the two 
methods (indices and component variable sets) were small: .024 for 
staff quantity; .018 for staff qualifications; and -.013 for instructional 
materials. The average weighting method for SES, however, produced 
a larger difference, .062. Because this level was considered too high, 
an alternative method was tested; instead of averaging the regres-
sion coefficients, the individual variables were weighted based on the 
inverse of the standard deviations.7 This method produced a result 
more similar to the average variable set method, the difference being 
.014.
Finally, each school’s index and achievement levels were 
converted into a percentile ranking. This scaling did not change the 
statistical character, but did reduce the undue influence of outliers 
(Wooldridge, 2000). At this point, there was a profile of four school 
achievement measures and four resources measures in a common 
scale or “currency,” meeting the two previously identified criteria 
of an accountability model: The components of the accountability 
system are understandable by policymakers, practitioners, and the 
public; and they are statistically valid and reliable. Without the 
factors and indexing, there would still be four achievement mea-
sures, but twenty-three explanatory variables all in different metrics 
are hardly “user friendly.”
Using the achievement and school resource indices of the profile, 
the model was estimated by ordinary least squares (OLS).8 Separate 
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regressions were run for each of the outcome measures (READ3, 
READ5, MATH3, and MATH5) for each of the four years. Because 
the focus was on the residuals and not the estimated coefficients of 
the indices, the complete regression results are not reported. More-
over, there is no attempt to make statistical inferences regarding the 
indices. At this point, the school profile is further developed; a pre-
dicted achievement level, in percentiles, is added in order for it to be 
compared with the actual achievement level. The other byproduct of 
the regression is the residual, the dwelling of the school effect—the 
final piece of the profile puzzle.
Analysis of Residuals
The object of the residual analysis is to partition the explanation of 
the achievement levels across the factors of the production function. 
This is accomplished by first partitioning the amount of variance (the 
R2 or coefficient of determination) explained by the SES and school 
resource factors from the residual, and then separating the random 
error from the systematic error within the residual. The systematic 
error portion of the residual is considered to be the school effect. 
An upper bound for the magnitude of the residuals is: 1 minus the 
coefficient of determination (1-R2). The R2 for each outcome measure, 
averaged over the four years, was: MATH3 = .532; MATH5 = .635; 
READ3 = .712; and READ5 = .706 with an average of .646. Therefore, 
the random and systematic error must share the difference between 
this number and 1, or .354.
To obtain an estimate of the magnitude of the systematic error, the 
residuals were examined to identify schools and districts that con-
sistently over- or under-performed compared with predicted outcome 
levels. A school that consistently exceeded its target performance, as 
predicted by its students’ characteristics (SES) and resource levels, 
was presumed to benefit from unobserved school attributes, or X-
efficiency. Specifically, the averaged residual represents the systematic 
error and is the estimate of school X-efficiency. School residuals were 
averaged for each outcome (i.e., grade level and subject) over the 
four years. In essence, the averaged residual became a new variable 
representing the effectiveness of each school. The effectiveness vari-
able was entered into the regression equations to determine if it was 
associated with the achievement variable, controlled for the other 
factors. The magnitude of the association was measured.
If the effectiveness variable (the four-year averaged residual for 
each school) represented only random error, the regression coeffi-
cient would be zero, and it would account for no additional variance 
(R2). In other words, schools had the same chance of being above 
the target level as below. If this were the case, the conclusion must 
be that the effectiveness variable has no statistical validity. If, on the 
other hand, the coefficient was greater than zero, the magnitude of 
statistical validity of the effectiveness variable is measured by the per-
cent of variance explained (R2). In this case, the conclusion must be 
that there is some underlying reason why schools consistently either 
under-achieve or over-achieve their predicted targets. The statistical 
results are substantial. By including the effectiveness variable in the 
equations, the percent of variance explained (R2) increased for all sub-
ject/grade combinations, with an average increase from .646 to .928 
and a change of .282 out of a maximum possible .354 (see Table 2).
The effectiveness variable has the same distinctive properties as 
the residual. It has no correlation with the other variables in the equa-
tion; i.e., it is not associated with SES or any of the school resources 
variables. If, for example, a variable representing staff qualifications 
is incorporated into the regression equation, it must be substan-
tially independent of the other qualifications variables (experience 
and training) included in the staff qualifications index in order to 
have an impact on the results. No candidates for variables associated 
with the factors with statistical independence come immediately to 
mind. Therefore, additional variables and better data will improve the 
predictions, but it is highly unlikely that they would account for a 
major portion of the amount of variance that can be explained by the 
effectiveness variable. Put simply, a better specification of the model 
may reduce the influence of the effectiveness variable but would not 
eliminate it.
Of equal interest is the relationship between the effectiveness vari-
able and achievement. For any single time period, there is no correla-
tion between the residual and achievement. Only when the residual 
Table 2
Decomposition of Residuals into School and District Fixed Effects
Outcome
Coefficient of Determination (R2)





MATH3 0.532 0.913 0.212 0.168 0.087
MATH5 0.635 0.932 0.155 0.142 0.068
READ3 0.712 0.935 0.128 0.095 0.065
READ5 0.706 0.932 0.107 0.119 0.068
Mean 0.646 0.928 0.151 0.131 0.072
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is averaged over time does the relationship emerge. It is the averaging 
process that separates the random and systematic error and provides 
for the estimate of the effectiveness variable. A longer time period 
yields a more accurate measure.
The next step was to divide the total effectiveness variable into 
school and district components to obtain estimates of a school effect 
and a district effect. To do this, the school effectiveness measures 
were averaged within each district. The district mean was interpreted 
as the upper bound for effectiveness attributable to the district—the 
district effect. The differences between the district average and each 
school effectiveness measure were considered the school effects. As 
a result, there were two effectiveness variables, one for the school 
and one for the district.
To estimate the magnitude of these school and district effects on 
student achievement, the regressions were re-run for each achieve-
ment measure with the school and district effectiveness variables, the 
SES factor, and the school resource factors. The contributions these 
effectiveness variables made to the coefficient of determination (R2) 
are presented in Table 2. 
At this point, another consideration was also addressed. Prior 
school resources may have an impact on the results because they 
could have a longer-term influence. This was tested. Regressions 
were run inserting prior SES, staff qualifications, staff quantity, and 
instructional materials factors into the equations as lag variables. 
There was a slight increase in the total R2 and a small decrease of 
the R2 for the X-efficiency effect. The increase in the total R2 and the 
discounting for the X-efficiency amounted to about .010 for Math 3, 
.013 for Math 5, .008 for Read 3, and .005 for Read 5, for an aver-
age of about .009. While this is important to note, it increases the 
precision of the X-efficiency effect only slightly but has little effect on 
the substantial magnitude.
Discussion
As the results in Table 2 indicate, the district effect accounted 
for between 10% of the variance in measured achievement for fifth 
grade reading and 21% for third grade mathematics, averaging about 
18% for mathematics and 12% for reading. The estimated school ef-
fect ranged from 10 percent for third grade reading to 17% for third 
grade mathematics, averaging about 16% for mathematics and 11% 
for reading.  
The finding of greater school and district effects on math achieve-
ment than on reading achievement is intuitive. Parents may spend 
considerable time reading with their young children, while mathemat-
ics instruction is left largely to the school system.
These school and district effects are substantial. They reflect un-
observed qualities of school administrators, faculty, support staff, and 
the educational climate they create, along with other unobserved 
variables. More importantly, the personal and professional qualities 
of these educators interact in ways that produce effective curricula, 
pedagogy, and instructional programs. The translation of these quali-
ties into effective educational practice is important, but not illumi-
nated by this quantitative analysis. The only way to identify these 
school effectiveness characteristics is to conduct case studies based 
on this type of analysis.
On the other hand, this analysis identifies the sources of much 
of the variation in elementary school student achievement. The R2 
changes associated with school and district effects can be added to 
the R2 changes associated with SES and school resources to obtain 
an estimate of the total explained variance in student achievement 
(R2total). The unexplained variance is estimated as (1-R2 total) and is 
attributable to noise in the data and random error. On average, the 
proportion of the variance in student achievement that remains un-
explained is a mere 7%, a remarkably low figure when compared to 
other education production function studies.
One may expect that these unobserved school and district effects 
would be roughly consistent across grades and subjects; that is, a 
good elementary school is good in all grades and subjects. To further 
examine the consistency of these effects across subjects and grades, 
correlation coefficients were calculated across subjects and grades. 
These correlation coefficients are presented in Table 3.
The correlations are relatively high, confirming that the fixed effects, 
or levels of X-efficiency, within a school tend to be consistent across 
subjects and grades over the four-year period examined. The effects 
of such unobserved variables as climate, communications, leadership, 
and performance incentives appear to be reflected throughout the 
school and not restricted to particular grades and subjects.9 
More generally, this consistent pattern of effectiveness across 
district and school grades and subjects reveals a degree of stability 
in school and district influences on teaching and learning in the 
classroom. Not surprisingly, effective schools are found in effective 
Table 3
Consistency of School Fixed Effects:
Pearson Correlations Between Estimates Across Grades and Subjects
MATH3 MATH5 READ3 READ5
MATH3 1.000000
MATH5 0.725443 1.000000
READ3 0.656566 0.564673 1.000000
READ5 0.677272 0.902083 0.614691 1.000000
7
Phelps: Measuring and Reporting School and District Effectiveness
Published by New Prairie Press, 2017
47Educational Considerations, Vol. 36, No. 2, Spring 2009
districts. The pattern reflects the effects of activities, policies, incen-
tives, instructional practices, climate, and other inputs that are con-
sistently present in the schools and districts but are not captured by 
the SES or school resource measures.
These results support the previously stated criterion of an account-
ability system: The method is valid (accurately identifying effective 
schools and school districts) and reliable (based on sound data and 
analysis). With the inclusion of the school and district effectiveness 
measures, the school profile is complete. In one easily understood 
profile, there is the necessary overview information of the account-
ability system, including school and student/community resources; 
the predicted achievement levels; individualized par; and the school 
and district measures of effectiveness. Schools exceeding par are 
effective and positive, while schools below par are negative. (See 
Figure 1 for a simplified illustration of a school effectiveness profile.) 
The yearly production of this profile would provide policymakers, 
practitioners, and the public with an understandable report of school 
status and progress in a statistically valid and reliable form. The pro-
duction of the profile, as outlined, would seem to be within the grasp 
of state departments of education, the final criterion of an account-
ability system.
Comparison with a Difference Model of Effectiveness
Many state accountability systems measure school performance 
by changes in achievement from one year to the next (Figlio, 2005.) 
Despite some demonstrated shortcomings, this method, sometimes 
referred to as “difference scores,” is attractive to states because 
it is relatively easy to administer and explain to the public.10 The 
“difference scores” methodology can be interpreted as measuring 
the production function during two time periods. Assuming the 
previously presented production function, a straightforward algebraic 
analysis demonstrates that difference scores is actually attributable 
to the changes in SES, staff qualifications and quantity, instructional 
Figure 1
Example of a School Effectiveness Profile
materials, and X-efficiency, only a small part of which is under direct 
school control (Wooldridge, p. 422).  This interpretation makes the 
justification of difference scores difficult to sustain.
Difference scores for Minnesota’s elementary schools were calcu-
lated and compared with the X-efficiency findings. In seeking to iden-
tify the preferred measure of school efficiency, the following criteria 
were applied: First, the efficiency measure should be neutral with 
respect to factors over which schools have little or no control (e.g., 
student SES and school resource levels); second, each school should 
have the same chance of improving (e.g., a school’s likelihood of 
improving in any given year should not be conditioned upon prior 
year performance).  
Neutrality can be measured by the simple correlations between the 
efficiency measure and the uncontrollable SES and resource indices. 
These correlations are virtually zero for the X-efficiency measures by 
construction. The correlations of difference scores with the SES and 
resource indices are also near zero, indicating that difference scores 
satisfy the neutrality criterion.11 
To assess the independence of difference scores from prior year 
scores, the Minnesota elementary schools were divided into deciles 
(ranked by prior year achievement level) and their difference scores 
were calculated. The findings are presented in Figure 2. There was 
an inverse relationship between school difference scores and prior 
year performance level. This result is intuitive, reflecting both an in-
creasing marginal cost of improvement and a regression to the mean 
for these schools’ academic performance. To complete the analysis, 
correlations between the schools’ difference scores and the schools’ 
X-efficiency scores were calculated (both averaged over the four-
year period). These correlations were: READ3 = .45; READ5 = .56; 
MATH3 = .46; and MATH5 = .52. As indicated, these alternative 
measures of school effectiveness were not closely comparable. The X- 
efficiency measure was clearly superior according to the criteria 
discussed above.
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Average Value Added by Decile Group
Discussion and Conclusions
The key to an accountability system is to separate those elements 
beyond the control of schools (SES and resources) and focus on the 
elements under their control.
In keeping with a vast research literature on educational productiv-
ity, this analysis confirmed that the socioeconomic characteristics of 
students remain the most influential factor in predicting achievement 
outcomes. SES exerted a large influence on academic achievement, 
about 55% of the variance.  
Estimating the impact of school resources on student achieve-
ment is problematic. First is the simultaneity problem; low-perform-
ing schools are given additional, compensatory resources. Second, 
school resources are correlated with school SES in a U-shaped re-
lationship, where resources are highest in extremely low and high 
SES schools. Correlations between school SES and school resource 
measures are: staff quantity, .393; staff qualifications, .320; and 
non-staff instructional financial resources, .427. Nevertheless, an 
estimate of the school resources is about 11% of the explanatory 
variance. This amount includes about 1% due to adding prior school 
resources as a lag variable into the analysis (the 1% is discounted 
from the school effect). No attempt was made to distinguish among 
the relative contributions of the three school resource factors.
The estimates of school district and building effects were substan-
tial, 27% of the variance. This finding was consistent with Leiben-
stein (1966), who observed in his article on X-efficiency in organiza-
tions, that organizational characteristics have far greater implications 
for efficiency than the allocation of inputs at the margins. The finding 
was also consistent with Levin’s (1997) statement, "…the potential 
gains from improved allocative efficiency in education are unlikely to 
be as large as those from creating schools with greater X-efficiency…" 
p 308.
By these estimates, unobserved district characteristics (district X-
efficiency) exerted a substantial influence on achievement outcomes. 
High X-efficiency districts (i.e., three standard deviations above the 
mean) were about five to ten percentile points above the mean in 
achievement, while low X-efficiency districts (i.e., three standard 
Figure 3
District X-Efficiency
Note: M3 = MATH3; M5 = MATH5; R3 = READ3; and R5 = READ5.
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deviations below the mean) were about five to ten points below the 
mean in achievement. These effects are depicted in standardized 
units in Figure 3.
Unobserved building characteristics (building X-efficiency) also 
exerted an influence on achievement outcomes, with about five to 
eight percentile points above the mean for buildings at the high end 
of X-efficiency and about five to eight points below the mean for 
buildings at the low end. These estimated effects are depicted in 
standardized units in Figure 4.
Most importantly, the combined X-efficiencies of the building and 
district were important determinants of student achievement, far 
exceeding the marginal impacts of observed school resources. (See 
Figure 5.) Further, the correlation between building and district X-
efficiency was .733, strongly suggesting a synergistic relationship 
between school and district. Their joint influence on achievement 
ranges from 10 to nearly 20 percentile points at the high end of 
X-efficiencies and the same at the low end. Effective buildings in 
effective districts apparently improve student achievement with any 




Building and District X-Efficiency
These findings hold several important implications for school 
accountability policies. First, holding schools accountable for levels 
of achievement is tantamount to holding them accountable for the 
SES of the community; unadjusted scores of student achievement 
say little about school quality. To ascribe high quality to schools in 
which children attain high scores on achievement tests is to confuse 
school quality with student attributes. Second, when SES and school 
resources are taken into consideration, high and low performing 
schools are found in all SES strata. Holding schools accountable for 
achievement outcomes after SES and school resources are considered 
is more logical and appropriate.  
While it was not the purpose of this study to examine educa-
tion costs, the analysis does suggest the availability of substantial 
efficiencies in education production through the exploitation of 
school and district X-efficiencies. On average, about 55% of achieve-
ment variance is attributable to the SES factor, 27% to school and 
district X-efficiency, 11% to observed school resources, and 7% to 
random error. Of course, these estimates are confounded by multi- 
collinearity among the factors, particularly between SES and 
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Estimate of All Factors
observed school resources. These relative effects are depicted in 
Figure 6. Nevertheless, the magnitude of X-efficiency substantially 
exceeded those of school resources. Further, the achievement gains 
stemming from improved X-efficiency are likely low cost. Logic sug-
gests that time and effort devoted to the identification and dissemina-
tion of these X-efficient policies and practices are far more promising 
for school improvement than increases in, or marginal reallocations 
of, school resources.
Socioeconomic status, clearly a key determinant of academic per-
formance, is generally thought to be beyond the control of schools. 
However, not all of the variables commonly used as proxies for SES 
(e.g., family income, parents’ educational levels, etc.) are directly re-
sponsible for student achievement. Rather, the observed relationship 
between SES and student achievement is attributable to “achieve-
ment-friendly” behaviors (e.g., parents/guardians reading to their chil-
dren and showing interest in their schoolwork, limiting television, 
etc.). Viewed this way, it appears possible for schools, in concert with 
their communities, to encourage these behaviors. Put another way, 
schools may have substantially more opportunity to improve student 
achievement than commonly assumed if families and communities 
are a fundamental part of any X-efficiency strategy.
A production function model of student achievement identifies 
school districts and buildings consistently exceeding the performance 
levels predicted by student and school characteristics. These schools 
and districts should be the subject of case studies to identify the 
sources of their X-efficiency. The school profiles, as suggested by 
this analysis, would be helpful in identifying potential schools for 
such case studies. Insights gained into school and district climate, 
policies, operations, and incentives would be invaluable, as states 
look for ways to improve teaching and learning in their schools in an 
economic environment that promises little in the way of increased 
resources in the near future. While leadership and teaching talent 
cannot always be replicated across schools and districts, effective 
practices and other elements of X-efficiency probably can. Case stud-
ies of this sort are not unusual in education research but are generally 
not conducted as part of an ongoing and systematic state-level effort 
to improve teaching and learning in schools. With a concerted effort 
between departments of education and universities, surely greater 
knowledge and school effectiveness is possible.
Currently, state departments of education generally do not gather 
information regarding the behavior, activities, policies, leadership, or 
instruction at the school district or building levels explaining the 
sources of the X-efficiency. The educational profile and school effec-
tiveness index could serve as a template for identifying X-efficiency 
variables influencing student achievement. As these variables and 
relationships are identified, the accountability model will be enhanced. 
The data historically collected by departments of education are 
mainly for administrative rather than educational purposes. It is the 
only data available for studies such as this and for implementation of 
NCLB. If however, the new goal were to emphasize educational pur-
poses, educational-oriented data would be identified, collected, and 
integrated into the profile system outlined herein. The result would 
be an educational improvement profile rather than an accountability 
profile. It is not enough to tell schools “how they are doing,” it is 
more important to clear evidence regarding how they could improve. 
What a paradigm shift that would be!
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Endnotes
1 The author acknowledges the substantial contribution made by 
Michael F. Addonizio; however, the analysis and conclusions are 
attributable exclusively to the author.
2 The regression equation may include the prior year’s test score as 
an independent variable to estimate the school’s “value added,” or 
contribution to student achievement over the past year. For a good 
discussion of APMs, see Stiefel, Schwartz, Hadj, & Kim (2005). 
3  APMs are generally calculated with school-level data despite evi-
dence that student-level data would yield more accurate estimates of 
school resource coefficients. Specifically, aggregation may exacerbate 
problems of omitted variables bias and overestimate the marginal 
contributions of school resources on student outcomes. See Hanush-
ek, Rivkin, & Taylor, 1996).
4  Bogart and Cromwell (1997) use revealed preferences to infer 
the value of public school districts from sale prices of houses in 
neighborhoods that are served by the same city but different school 
districts. The authors decompose the difference in mean house value 
across neighborhoods into a part due to differences in observable 
characteristics and an unobservable part due to differences in public 
services. Under a variety of assumptions about the degree of tax 
and service capitalization, the authors find that high-quality school 
districts provide services valued in excess of the higher taxes that 
they levy. The analysis, however, does not address school district 
impact on measured student achievement.
5  Considerable controversy exists as to whether educational 
phenomena can be adequately represented in a strict production 
function framework. For an overview of the debate about the ex-
istence of an educational production function, see Monk, 1990, 
especially chapter 11. 
6  Individual student scores on Minnesota’s reading and mathematics 
assessments are based on a scale ranging from a minimum of ap-
proximately 50 to a maximum of approximately 2,500. The minimum 
and maximum scores vary slightly from year to year according to the 
performance of students at the extremes of the achievement range.
7  Each of these component variables was found to be statistically 
significant in regressions of student achievement for each of the 
four years. Each component variable was then assigned a weight 
inversely proportional to its variance averaged over the four years. 
With this weighting method, each component variable contributes 
approximately the same amount of variance to the total variance of 
the composite SES variable. The SES index is an inverse measure of 
socioeconomic status. That is, a higher index score reflects lower 
socioeconomic status. For a complete discussion of the construction 
of composite measures, see Guilford,1965, pp. 416-426).
8  A set of regressions was also estimated by weighted least squares 
(WLS), with each observation (school) weighted by the square 
root of the school’s enrollment. WLS is an appropriate estimation 
technique when one suspects that the error terms are not of equal 
variance for each observation (heteroskedasticity). The most com-
mon instance of heteroskedasticity is with aggregate data, such as 
the school-level data examined here, where the dependent variable 
is a mean value for the individuals in the observational unit.The 
accuracy of the dependent variable will be a function of the number 
of individuals in the aggregate; that is, observations for more popu-
lous units (e.g., schools) are presumably more accurate and should 
exhibit less variation about the true value than data drawn from 
smaller units. This leads to different values of the error term variance 
for each observation, the heteroskedasticity problem. In this analysis, 
this problem appears negligible. The unweighted regressions yielded 
slightly lower coefficients of determination in 14 of 16 equations as 
compared with the weighted regressions. The average difference was 
a mere .028, indicating nearly equal explanatory power across the 
two sets of regressions.
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READ3:    Mean student achievement in grade 3 in reading
READ5:    Mean student achievement in grade 5 in reading
MATH3:   Mean student achievement in grade 3 mathematics
MATH5:   Mean student achievement in grade 5 mathematics
SES:   An index of family and peer characteristics
RLADMIN:  Licensed administrators per 1,000 students
RLSUPPORT:  Licensed support staff per 1,000 students
RLINSTRUCT:  Licensed instructional staff per 1,000 students (Teachers)
RNLINSTRUCT:  Non-licensed instructional staff per 1,000 students (Aides)
Tch_yrs:  Teachers’ average years of teaching experience
Tch_sal:  Average teacher salary
Tch_age  Average teacher age
Pct_mas:  Percent of teachers with a master’s degree
Tot_adm:  Average daily membership
Total PP:  Total operating expenditures per pupil
Appendix B
Pearson Correlations Between School Difference Scores, SES, and Resource Indices





Instructional Materials Staff Quantity Staff Quality
MATH3 .08 -.15 -.04 -.05
MATH5 -.04 .06 <.01 .06
READ3 -.04 .06 <.01 .06
READ5 -.11 .08 .04 .13
9  Such school and district level variables may also systematically 
influence the classroom practice of individual teachers, although such 
practice also undoubtedly varies idiosyncratically across classrooms.
10  See Kane & Staiger (2002). School rankings based on annual differ-
ence scores, however, are unstable due to measurement error. Tests 
have large stochastic components and results may be particularly 
volatile from year to year as different cohorts are tested (Figlio, 2005). 
11 The coefficient matrix is given in Appendix B.
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