To determine if airborne particulates contribute to excess mortality, researchers have adopted multiple regression techniques to measure the effects of particulates on daily death counts (1,2). Other factors, such as extreme temperatures, can affect mortality, and regression techniques are used to adjust for these other known influences. Though many factors could be involved, research has generally limited attention to meteorological sources such as temperature and humidity. In some cases, other air pollution measures such as sulfur dioxide and ozone are included. The regression coefficient corresponding to a measure of particulate level is then interpreted as the effect of particulate pollution on mortality, accounting for stress from the other influences. If this coefficient is a statistically significant positive number, the conclusion is that mortality increases with increasing levels of particulates. This association is then elevated to a causal interpretation: particulates cause death, and researchers estimate that soot at levels well below the maximum set by federal law "kills up to 60,000 in U.S. each year" (3,4), and similar calculations "put the annual toll in England and Wales at 10,000" (5).
To determine if airborne particulates contribute to excess mortality, researchers have adopted multiple regression techniques to measure the effects of particulates on daily death counts (1, 2) . Other factors, such as extreme temperatures, can affect mortality, and regression techniques are used to adjust for these other known influences. Though many factors could be involved, research has generally limited attention to meteorological sources such as temperature and humidity. In some cases, other air pollution measures such as sulfur dioxide and ozone are included. The regression coefficient corresponding to a measure of particulate level is then interpreted as the effect of particulate pollution on mortality, accounting for stress from the other influences. If this coefficient is a statistically significant positive number, the conclusion is that mortality increases with increasing levels of particulates. This association is then elevated to a causal interpretation: particulates cause death, and researchers estimate that soot at levels well below the maximum set by federal law "kills up to 60,000 in U.S. each year" (3, 4) , and similar calculations "put the annual toll in England and Wales at 10,000" (5) .
Studies vary as to the particulate measures used and the locations analyzed. In the analyses presented here, we used PM1O, which specifies particulate matter with an aerodynamic diameter <10 pm (6) . The current U.S. EPA standard is based on this measure. The locations we analyzed, Cook County, Illinois, and Salt Lake County, Utah, both have relatively long records of PM1O monitoring. The monitoring data are discussed in more detail in Methods.
The data used in the analyses (meteorological conditions, particulate levels, death counts) are observational; that is, data that are measured and recorded without control or intervention by researchers. Deducing causal relationships from observational data is perilous. A practical approach described by Mosteller and Tukey (P) involves considerations beyond regression analysis. In particular, consideration should be given to whether the association between particulate levels and mortality is consistent across "settings," whether there are plausible common causes for elevated particulate levels and mortality, and whether the derived models reflect reasonable physical relationships.
There is a high degree of association of PM1O with meteorology, and a high degree Several studies carried on at various locations in the United States have reported small yearly increases in mortality resulting from increases in particulates. In our Cook County analyses, the effect of PM1O in the spring and fall induces a similar positive yearly increase in mortality from increases in particulates, but the increase is from one-half to one-third the size usually reported in other studies depending on the analyses performed. In Salt Lake County, the size of the yearly effect is far smaller and statistically insignificant. What remains unexplained is why, in Cook County, effects should appear in the spring but not in the summer, and in the fall but not in the winter. Neither is it clear why the effect of particulates on mortality should not appear in any season in Salt Lake County.
The appearance of a PM10 effect in the spring and fall in Cook County led to the speculation that pollen may be implicated, but no such evidence was found using pollen data monitored in the city of Chicago, the major population component of Cook County. Other analyses carried out for the fall season in Cook County on different subgroups of the population produced no definitive differences among subgroups.
The inconsistency of the regression analyses, the unresolved status of plausible common causes of particulate levels and mortality, the confounding effects of weather, and the unavailability of plausible biophysical mechanisms to explain the
empirical analyses prevent us from concluding that there is an effect between "today's" mortality and "yesterday's" particulates. The question appears to be unresolved. (6) . In the first case, the standard is attained when the expected number of days per calendar year with a 24-hr average concentration above 150 pg/m3 is equal to or less than one. In the second case, the standard is attained when the expected annual arithmetic mean concentration is less than or equal to 50 pg/m3. To comply with these standards, it is sufficient to collect samples from each monitoring site only once every 6 bThe variable day is the day of month (1-31).
Methods
CThe meteorological variables are described in Table 3 .
"he 3- Tables 5 and 6 . As discussed in the previous section, the covariates other than the yearly factor and the PM1O variable were chosen using stepwise selection techniques based on the list of candidate covariates in Table 4 . Other models and results for Cook County are summarized in Table 7 .
In aThe left-hand side shows the models fit to predict daily mortality, where brackets indicate the interaction terms included and poly(variable, n) indicates a polynomial term for the given variable of order n. Specification of an interaction implies inclusion of all lower-order terms.
bThe right-hand side shows the estimated effects of the PM1O variable, along with estimated standard errors. Table 6 also analyzed each day of the week individually. Although all of the 3-day PM1O coefficients were positive, only the coefficient based on the Sunday data was significantly different from zero. The average of the seven daily coefficients is 0.00135, comparable to the coefficient of 0.00138 obtained in our original Poisson regression analysis of elderly mortality for fall (Table 6 ). Similar effects were observed in the spring. We interpret these results as incondusive, neither supporting nor denying a weekday effect.
Although there appear to be inconsistencies in Table 7 (for example, a significant effect of PMIO on males but not on females), the difference of the two effects may be insignificant. In our analyses, the coefficient for cancer deaths is greater than the coefficient for circulatory deaths. This ordering is reversed from the numbers reported for Philadelphia (1) but, again, the differences in the coefficients may not be significantly different from zero. The lack of significance for blacks is due to the greater standard error resulting from the smaller size of the black population in Cook County. The estimated coefficient for elderly blacks is actually larger than the estimated coefficient for the whites and others category. The distinction between using the 5-day PMIO rather than the 3- day PM0o is to reduce the size of the effect somewhat, from 0.00195 to 0.00158, but it remains significant. Empirical Evaluation in Salt Lake County The analyses for Salt Lake County were carried out in similar fashion to those carried out in Cook County. The semi-parametric model was used on transformed (squareroot of) mortality to ameliorate the effect of non-normality and nonconstant variances in the presence of small counts. The analyses proceeded as before from the variables in Table 4 to the models in Table 6 .
The Table 3 and pm could be any of the PMIo measures used in the analyses, let x = (pm,met,i,j). PM1O levels were highest in the spring and summer while fall and winter levels were depressed. The J2 values from the final models based on the forward-selection ordinary least-squares regression analyses ranged from a low of 20% in the winter to a high of 50% in the summer. Thus the relationship was strongest during the season with the highest PM1O levels. With the exception of the 2-day lag temperature term (tlag-2) in the fall, the regression coefficients for the various temperature terms were positive. Today's temperature (tmean) showed up in all seasons with the exception of summer, while the square of today's temperature showed up in all seasons. All seasons except winter exhibited a strong rise in PM with increasing temperature. The coefficients on the specific humidity terms were negative. Yesterday's specific humidity ( (Tables 5 and 6 ).
