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Abstract
Let C be a nonempty closed convex subset of a Hilbert space H, and let T : H → H be
a nonlinear mapping. It is well known that the following classical variational inequality
has been applied in many areas of applied mathematics, modern physical sciences,
computerized tomography and many others. Find a point x∗ ∈ C such that
〈
Tx∗, x – x∗
〉≥ 0, ∀x ∈ C. (A)
In this paper, we consider the following variational inequality. Find a point x∗ ∈ C
such that
〈
(F – γ f )x∗, x – x∗
〉≥ 0, ∀x ∈ C, (B)
and, for solutions of the variational inequality (B) with the feasibility set C, which is the
intersection of the set of solutions of an equilibrium problem and the set of a
solutions of a variational inclusion, construct the two composite schemes, that is, the
implicit and explicit schemes to converge strongly to the unique solution of the
variational inequality (B).
Recently, many authors introduced some kinds of algorithms for solving the
variational inequality problems, but, in fact, our two schemes are more simple for
ﬁnding solutions of the variational inequality (B) than others.
MSC: 49J30; 47H10; 47H17; 49M05
Keywords: variational inequality; equilibrium problem; variational inclusion;
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1 Introduction
A very common problem in areas of mathematics and physical sciences consists of trying
to ﬁnd a point in a nonempty closed convex subset C of a Hilbert space H . This problem
is related to the variational inequality problem (A). One frequently employed approach in
solving the variational inequality problems is the approximation methods. Some approx-
imation methods for solving variational inequality problems and the related optimization
problems can be found in [–].
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tion License (http://creativecommons.org/licenses/by/2.0), which permits unrestricted use, distribution, and reproduction in any
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In this paper, we consider the following variational inequality. Find a point x∗ ∈ C such
that
〈
(F – γ f )x∗,x – x∗
〉≥ , ∀x ∈ C, (B)
whereC is the intersection of the set of solutions of an equilibriumproblem and the set of a
variational inclusion. In fact, the reason that we focus on the setC in the equilibriumprob-
lems and the variational inclusion problems, plays a very important role in many practical
applications.
For this purpose, we construct the following composite schemes, that is, the implicit
scheme {xt} and the explicit scheme {xn}, respectively,
xt =
[
I – t(F – γ f )
]
JR,λ(I – λA)Sμ(I –μB)xt , ∀t ∈
(
, 






I – αn(F – γ f )
]
JR,λ(I – λA)Sμ(I –μB)xn, ∀n≥ . (.)
Our idea is to involve directly the operator F–γ f to generate the two composite schemes
(.) and (.) that converge strongly to solutions of the variational inequality problem (B).
In fact, our two schemes are very simple.
2 Preliminaries
In this section, we introduce some notations and useful conclusions for our main results.
Let H be a real Hilbert space. Let B :H → H be a nonlinear mapping, let ϕ :H → R be
a function, and let  :H ×H → R be a bifunction.
Now, we consider the following equilibrium problem. Find a point x ∈ C such that
(x, y) + ϕ(y) – ϕ(x) + 〈Bx, y – x〉 ≥ , ∀y ∈ C. (.)
The set of solutions of problem (.) is denoted by EP. The equilibrium problems in-
clude ﬁxed point problems, optimization problems and variational inequality problems as
special cases. For the related works, see [–].
Let f :H →H be a τ -contraction, that is, there exists a constant τ ∈ [, ) such that
∥∥f (x) – f (y)∥∥≤ τ‖x – y‖, ∀x, y ∈H ,
and let S :H →H be a nonexpansive mapping, that is,
‖Sx – Sy‖ ≤ ‖x – y‖, ∀x, y ∈H .
Recall that a mapping A :H →H is said to be α-inverse strongly monotone if there exists
a constant α >  such that
〈Ax –Ay,x – y〉 ≥ α‖Ax –Ay‖, ∀x, y ∈ C.
Yao et al. Journal of Inequalities and Applications 2013, 2013:414 Page 3 of 17
http://www.journaloﬁnequalitiesandapplications.com/content/2013/1/414
A mapping F :H →H is said to be strongly positive if there exists a constant ρ >  such
that 〈Fx,x〉 ≥ ρ‖x‖ for all x ∈H .
LetA :H →H be a single-valued nonlinearmapping, and let R :H → H be a set-valued
mapping.
Now, we consider the following variational inclusion. Find a point x ∈H such that
θ ∈ A(x) + R(x), (.)
where θ is the zero element inH . The set of solutions of problem (.) is denoted by I(A,R).
The variational inclusion problems have been considered extensively in [–] and the
references therein.
A set-valued mapping T : H → H is said to be monotone if, for all x, y ∈ H , f ∈ Tx and
g ∈ Ty imply 〈x – y, f – g〉 ≥ . A monotone mapping T : H → H is said to be maximal
if its graph G(T) is not properly contained in the graph of any other monotone mapping.
It is known that a monotone mapping T is maximal if and only if, for any (x, f ) ∈ H ×H ,
〈x – y, f – g〉 ≥  for all (y, g) ∈G(T) implies f ∈ Tx.
Let R : H → H be a maximal monotone set-valued mapping. We deﬁne the resolvent
operator JR,λ associated with R and λ as follows:
JR,λ = (I + λR)–(x), ∀x ∈H ,
where λ is a positive number. It is worth mentioning that the resolvent operator JR,λ is
single-valued, nonexpansive and -inverse strongly monotone and, further, a solution of
problem (.) is a ﬁxed point of the operator JR,λ(I – λA) for all λ > .
Throughout this paper, we assume that a bifunction  :H ×H → R and a convex func-
tion ϕ :H → R satisfy the following conditions:
(H) (x,x) =  for all x ∈H ;
(H)  is monotone, i.e., (x, y) +(y,x)≤  for all x, y ∈H ;
(H) for all y ∈H , x → (x, y) is weakly upper semi-continuous;
(H) for all x ∈H , y → (x, y) is convex and lower semi-continuous;
(H) for all x ∈H and μ > , there exists a bounded subset Dx ⊂H and yx ∈H such
that, for any z ∈H \Dx,
(z, yx) + ϕ(yx) – ϕ(z) +

μ
〈yx – z, z – x〉 < .
Lemma . [] Let H be a real Hilbert space. Let  : H × H → R be a bifunction, and
let ϕ : H → R be a proper lower semi-continuous and convex function. For any μ >  and
x ∈H , deﬁne a mapping Sμ :H →H as follows:
Sμ(x) =
{
z ∈H :(z, y) + ϕ(y) – ϕ(z) + 
μ
〈y – z, z – x〉 ≥ ,∀y ∈H
}
, ∀x ∈H .
Assume that conditions (H)-(H) hold. Then we have the following results:
() For each x ∈H , Sμ(x) = ∅ and Sμ is single-valued.
() Sμ is ﬁrmly nonexpansive, i.e., for any x, y ∈H ,
‖Sμx – Sμy‖ ≤ 〈Sμx – Sμy,x – y〉.
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() Fix(Sμ(I –μB)) = EP.
() EP is closed and convex.
Lemma. [] Let R :H → H be amaximalmonotonemapping,and let A :H →H bea
Lipschitz-continuous mapping. Then the mapping (R+A) :H → H is maximal monotone.
Lemma . [] Let H be a real Hilbert space. Let the mapping A : H → H be α-inverse
strongly monotone, and let λ >  be a constant. Then, we have
∥∥(I – λA)x – (I – λA)y∥∥ ≤ ‖x – y‖ + λ(λ – α)‖Ax –Ay‖, ∀x, y ∈H .
In particular, if ≤ λ ≤ α, then I – λA is nonexpansive.
Lemma . [] Assume that {an} is a sequence of nonnegative real numbers satisfying




(b) lim supn→∞ δnγn ≤  or
∑∞
n= |δn| <∞.
Then limn→∞ an = .
3 Main results
In this section, we give ourmain results. In the sequel, we assume the following conditions
are satisﬁed.
Condition . H is a real Hilbert space. ϕ :H → R is a lower semi-continuous and convex
function, and  :H ×H → R is a bifunction satisfying conditions (H)-(H).
Condition . F is a strongly positive bounded linear operator with coeﬃcient  < ρ < ,
f :H →H is a τ -contraction satisfying ρ > γ τ , where γ >  is a constant, and R :H → H
is a maximal monotone mapping.
Condition. A,B : C → C are an α-inverse stronglymonotone operator and a β-inverse
strongly monotone operator, respectively.
Condition . λ and μ are two constants such that  < λ < α and  < μ < β .
Condition .  := EP ∩ I(A,R) is nonempty.
Now, we ﬁrst consider the following scheme.
Algorithm . For any t ∈ (, 
ρ–γ τ ), deﬁne a net {xt} as follows:
xt =
[
I – t(F – γ f )
]
JR,λ(I – λA)Sμ(I –μB)xt . (.)
Remark . The net {xt} deﬁned by (.) is well-deﬁned. In fact, from Lemmas . and
., we know that themappings I –λA and I –μB and Sμ are nonexpansive. For any x ∈H ,
we deﬁne a mapping Wtx = [I – t(F – γ f )]JR,λ(I – λA)Sμ(I – μB)x. We note that I – tF is
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positive and ‖I – tF‖ ≤  – tρ . Hence we have
‖Wtx –Wty‖ =
∥∥[I – t(F – γ f )]JR,λ(I – λA)Sμ(I –μB)x
–
[
I – t(F – γ f )
]
JR,λ(I – λA)Sμ(I –μB)y
∥∥
≤ ‖I – tF‖∥∥JR,λ(I – λA)Sμ(I –μB)x – JR,λ(I – λA)Sμ(I –μB)y∥∥
+ tγ
∥∥f (JR,λ(I – λA)Sμ(I –μB)x) – f (JR,λ(I – λA)Sμ(I –μB)y)∥∥
≤ ( – ρt)‖x – y‖ + tγ τ‖x – y‖ = [ – (ρ – γ τ )t]‖x – y‖.
This shows that W is a contraction. Therefore, W has a unique ﬁxed point, which is de-
noted by xt .
Theorem . The net {xt} deﬁned by (.) converges strongly to the unique solution x˜ ∈ 
of the following variational inequality:
〈
(F – γ f )x˜, y – x˜
〉≥ , ∀y ∈ . (.)
Remark . First, we can check easily that F – γ f is strongly monotone with coeﬃcient
ρ – γ τ . Now, we show the uniqueness of the solution of the variational inequality (.).
Suppose that x∗ ∈  and x˜ ∈  both are solutions to (.). Then we have
〈
(F – γ f )x∗, x˜ – x∗
〉≥ , 〈(F – γ f )x˜,x∗ – x˜〉≥ .
Adding up the last two inequalities gives
〈
(F – γ f )x˜ – (F – γ f )x∗, x˜ – x∗
〉≤ .
The strong monotonicity of F – γ f implies that x˜ = x∗, and so, the uniqueness is proved.
Next, we give the detail proofs of Theorem ..
Proof Pick up x∗ ∈ . It is clear that Sμ(x∗ –μBx∗) = JR,λ(x∗ – λAx∗) = x∗. Set zt = Sμ(xt –
μBxt) and yt = JR,λ(zt – λAzt) for all t ∈ [, ]. It follows from Lemma . that
∥∥yt – x∗∥∥ = ∥∥JR,λ(zt – λAzt) – JR,λ(x∗ – λAx∗)∥∥
≤ ∥∥(zt – λAzt) – (x∗ – λAx∗)∥∥
≤ ∥∥zt – x∗∥∥
and
∥∥zt – x∗∥∥ = ∥∥Sμ(xt –μBxt) – Sμ(x∗ –μBx∗)∥∥
≤ ∥∥(xt –μBxt) – (x∗ –μBx∗)∥∥
≤ ∥∥xt – x∗∥∥ +μ(μ – β)∥∥Bxt – Bx∗∥∥
≤ ∥∥xt – x∗∥∥. (.)
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Therefore, we have
∥∥yt – x∗∥∥≤ ∥∥xt – x∗∥∥.
From (.), we get
∥∥xt – x∗∥∥ = ∥∥[I – t(F – γ f )]yt – x∗∥∥
≤ ∥∥(I – tF)(yt – x∗)∥∥ + tγ ∥∥f (yt) – f (x∗)∥∥ + t∥∥(F – γ f )x∗∥∥
≤ ( – ρt)∥∥yt – x∗∥∥ + tγ τ∥∥yt – x∗∥∥ + t∥∥(F – γ f )x∗∥∥
≤ [ – (ρ – γ τ )t]∥∥xt – x∗∥∥ + (ρ – γ τ )t ‖(F – γ f )x
∗‖
ρ – γ τ ,
and so,
∥∥xt – x∗∥∥≤ ‖(F – γ f )x
∗‖
ρ – γ τ .
Therefore, the net (xt) is bounded, and so {yt}, {zt}, {Fyt} and {fyt} are all bounded. It
follows from (.) and Lemma . that
∥∥yt – x∗∥∥ = ∥∥JR,λ(zt – λAzt) – JR,λ(x∗ – λAx∗)∥∥
≤ ∥∥(zt – λAzt) – (x∗ – λAx∗)∥∥
≤ ∥∥zt – x∗∥∥ + λ(λ – α)∥∥Azt –Ax∗∥∥
≤ ∥∥xt – x∗∥∥ +μ(μ – β)∥∥Bxt – Bx∗∥∥ + λ(λ – α)∥∥Azt –Ax∗∥∥. (.)
By (.), we obtain
∥∥xt – x∗∥∥ = ∥∥[I – t(F – γ f )]yt – x∗∥∥
≤ [∥∥yt – x∗∥∥ + t∥∥(F – γ f )yt∥∥]
=
∥∥yt – x∗∥∥ + t(∥∥yt – x∗∥∥∥∥(F – γ f )yt∥∥ + t∥∥(F – γ f )yt∥∥)
≤ ∥∥yt – x∗∥∥ + tM, (.)




∥∥yt – x∗∥∥∥∥(F – γ f )yt∥∥ + t∥∥(F – γ f )yt∥∥ : t ∈
(
, 
ρ – γ τ
)}
≤M.
By (.) and (.), we have
∥∥yt – x∗∥∥ ≤ ∥∥yt – x∗∥∥ + tM +μ(μ – β)∥∥Bxt – Bx∗∥∥ + λ(λ – α)∥∥Azt –Ax∗∥∥,
and so,
μ(β –μ)
∥∥Bxt – Bx∗∥∥ + λ(α – λ)∥∥Azt –Ax∗∥∥ ≤ tM,





∥∥Azt –Ax∗∥∥ = , limt→
∥∥Bxt – Bx∗∥∥ = .
Since Sμ is ﬁrmly nonexpansive, we have
∥∥zt – x∗∥∥ = ∥∥Sμ(xt –μBxt) – Sμ(x∗ –μBx∗)∥∥
≤ 〈xt –μBxt – (x∗ –μBx∗), zt – x∗〉
= 
(∥∥xt –μBxt – (x∗ –μBx∗)∥∥ + ∥∥zt – x∗∥∥
–
∥∥xt –μBxt – (x∗ –μBx∗) – (zt – x∗)∥∥)
≤ 
(∥∥xt – x∗∥∥ + ∥∥zt – x∗∥∥ – ∥∥xt – zt –μ(Bxt – Bx∗)∥∥)
= 
(∥∥xt – x∗∥∥ + ∥∥zt – x∗∥∥ – ‖xt – zt‖
+ μ
〈





∥∥zt – x∗∥∥ ≤ ∥∥xt – x∗∥∥ – ‖xt – zt‖ + μ∥∥Bxt – Bx∗∥∥‖xt – zt‖. (.)
Since JR,λ is -inverse strongly monotone, we have
∥∥yt – x∗∥∥ = ∥∥JR,λ(zt – λAzt) – JR,λ(x∗ – λAx∗)∥∥
≤ 〈zt – λAzt – (x∗ – λAx∗), yt – x∗〉
= 
(∥∥zt – λAzt – (x∗ – λAx∗)∥∥ + ∥∥yt – x∗∥∥
–
∥∥zt – λAzt – (x∗ – λAx∗) – (yt – x∗)∥∥)
≤ 
(∥∥zt – x∗∥∥ + ∥∥yt – x∗∥∥ – ∥∥zt – yt – λ(Azt –Ax∗)∥∥)
= 
(∥∥zt – x∗∥∥ + ∥∥yt – x∗∥∥ – ‖zt – yt‖
+ λ
〈





∥∥yt – x∗∥∥ ≤ ∥∥zt – x∗∥∥ – ‖zt – yt‖ + λ∥∥Azt –Ax∗∥∥‖zt – yt‖. (.)
Thus, by (.) and (.), we obtain
∥∥yt – x∗∥∥ ≤ ∥∥xt – x∗∥∥ – ‖xt – zt‖ + μ∥∥Bxt – Bx∗∥∥‖xt – zt‖
– ‖zt – yt‖ + λ
∥∥Azt –Ax∗∥∥‖zt – yt‖. (.)
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Substituting (.) into (.), we get
∥∥yt – x∗∥∥ ≤ ∥∥yt – x∗∥∥ + tM – ‖xt – zt‖ + μ∥∥Bxt – Bx∗∥∥‖xt – zt‖
– ‖zt – yt‖ + λ
∥∥Azt –Ax∗∥∥‖zt – yt‖.
Thus, we derive
‖xt – zt‖ + ‖zt – yt‖ ≤ tM + μ
∥∥Bxt – Bx∗∥∥‖xt – zt‖ + λ∥∥Azt –Ax∗∥∥‖zt – yt‖,
and so,
lim
t→‖xt – zt‖ = , limt→‖zt – yt‖ = .




I – t(F – γ f )
]














(F – γ f )x∗,xt – x∗
〉
≤ ( – ρt)∥∥yt – x∗∥∥∥∥xt – x∗∥∥ + tγ ∥∥f (yt) – f (x∗)∥∥∥∥xt – x∗∥∥ – t〈(F – γ f )x∗,xt – x∗〉
≤ [ – (ρ – γ τ )t]∥∥xt – x∗∥∥ – t〈(F – γ f )x∗,xt – x∗〉.
It follows that
∥∥xt – x∗∥∥ ≤ – 
ρ – γ τ
〈
(F – γ f )x∗,xt – x∗
〉
. (.)
Next, we show that the net {xt} is relatively norm-compact as t → +. In fact, assume
that {tn} ⊂ (, ) is such that tn → + as n → ∞. Put xn := xtn , yn := ytn and zn := ztn . From
(.), we have
∥∥xn – x∗∥∥ ≤ – 
ρ – γ τ
〈
(F – γ f )x∗,xn – x∗
〉
, ∀x∗ ∈ . (.)
Since {xn} is bounded, without loss of generality, we may assume that {xn} converges
weakly to a point x˜ ∈H .
Next, we prove that x˜ ∈ . We ﬁrst show that x˜ ∈ EP. By zn = Sμ(xn – μBxn), we know
that




y – zn, zn – (xn –μBxn)
〉≥ , ∀y ∈H .
It follows from (H) that




y – zn, zn – (xn –μBxn)
〉≥ (y, zn), ∀y ∈H ,
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and so,
ϕ(y) – ϕ(zni ) +
〈
y – zni ,
zni – (xni –μBxni )
μ
〉
≥ (y, zni ), ∀y ∈H . (.)
For any t ∈ (, ] and y ∈H , let ut = ty + ( – t)x˜. It follows from (.) that
〈ut – zni ,But〉 ≥ 〈ut – zni ,But〉 – ϕ(ut) + ϕ(zni )
–
〈
ut – zni ,
zni – (xni –μBxni )
μ
〉
+(ut , zni )
= 〈ut – zni ,But – Bzni〉 + 〈ut – zni ,Bzni – Bxni〉 – ϕ(ut)
+ ϕ(zni ) –
〈




+(ut , zni ).
Since ‖zni – xni‖ → , we have ‖Bzni – Bxni‖ → . Further, by the monotonicity of B, we
have 〈ut – zni ,But – Bzni〉 ≥ . Thus, from (H) and the weakly lower semi-continuity of
ϕ, zni–xni
μ
→  and zni → x˜ weakly, it follows that
〈ut – x˜,But〉 ≥ –ϕ(ut) + ϕ(x˜) +(ut , x˜). (.)
From conditions (H), (H) and (.), we also have
 =(ut ,ut) + ϕ(ut) – ϕ(ut)
≤ t(ut , y) + ( – t)(ut , x˜) + tϕ(y) + ( – t)ϕ(x˜) – ϕ(ut)
= t
[
(ut , y) + ϕ(y) – ϕ(ut)
]
+ ( – t)
[
(ut , x˜) + ϕ(x˜) – ϕ(ut)
]
≤ t[(ut , y) + ϕ(y) – ϕ(ut)] + ( – t)〈ut – x˜,But〉
= t
[
(ut , y) + ϕ(y) – ϕ(ut)
]
+ ( – t)t〈y – x˜,But〉,
and hence
≤ (ut , y) + ϕ(y) – ϕ(ut) + ( – t)〈y – x˜,But〉.
Letting t → , we have
(x˜, y) + ϕ(y) – ϕ(x˜) + 〈y – x˜,Bx˜〉 ≥ , ∀y ∈H .
This implies that x˜ ∈ EP.
Next, we show that x˜ ∈ I(A,R). In fact, since A is α-inverse strongly monotone, A is a
Lipschitz continuousmonotonemapping. It follows fromLemma . thatR+A ismaximal
monotone. Let (v, g) ∈ G(R + A), i.e., g – Av ∈ R(v). Again, since yni = JR,λ(zni – λAzni ), we
have zni – λAzni ∈ (I + λR)(yni ), i.e., λ (zni – yni – λAzni ) ∈ R(yni ). By virtue of the maximal
monotonicity of R, we have
〈
v – yni , g –Av –

λ
(zni – yni – λAzni )
〉
≥ ,
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and so,
〈v – yni , g〉 ≥
〈
v – yni ,Av +

λ




v – yni ,Av –Ayni +Ayni –Azni +

λ
(zni – yni )
〉
≥ 〈v – yni ,Ayni –Azni〉 +
〈
v – yni ,

λ
(zni – yni )
〉
.
It follows from ‖zn – yn‖ → , ‖Azn –Ayn‖ →  and yni → x˜ weakly that
lim
ni→∞
〈v – yni , g〉 = 〈v – x˜, g〉 ≥ .
It follows from the maximal monotonicity of A + R that θ ∈ (R + A)(x˜), i.e., x˜ ∈ I(A,R).
Hence x˜ ∈ . Therefore, if we can substitute x˜ for x∗ in (.), then we get
‖xn – x˜‖ ≤ – 
ρ – γ τ
〈
(F – γ f )x˜,xn – x˜
〉
. (.)
Consequently, the weak convergence of {xn} to x˜ actually implies that xn → x˜ strongly.
This shows the relative norm-compactness of the net {xt} as t → +.
Now, we return to (.). If we take the limit as n→ ∞ in (.), then we get
∥∥x˜ – x∗∥∥ ≤ – 
ρ – γ τ
〈
(F – γ f )x∗, x˜ – x∗
〉
, ∀x∗ ∈ .
In particular, x˜ solves the following variational inequality
x˜ ∈ , 〈(F – γ f )x∗,x∗ – x˜〉≥ , ∀x∗ ∈ . (.)
We know that the variational inequality (.) is equivalent to its dual variational inequal-
ity
x˜ ∈ , 〈(F – γ f )x˜,x∗ – x˜〉≥ , ∀x∗ ∈ .
Thus, by the uniqueness of the variational inequality, we deduce that the entire net {xt}
converges in norm to x˜ as t → +. This completes the proof. 
Next, we introduce an explicit scheme and prove its strong convergence to the unique
solution of the variational inequality (.).
Algorithm . For any x ∈H , deﬁne the sequence {xn} generated iteratively by
xn+ =
[
I – αn(F – γ f )
]
JR,λ(I – λA)Sμ(I –μB)xn, ∀n≥ , (.)
where {αn} is a real sequence in [, ].
Theorem . Assume the following conditions are also satisﬁed:
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(C) limn→∞ αn =  and
∑∞
n= αn =∞;
(C) limn→∞ αnαn+ = .
Then the sequence {xn} generated by (.) converges strongly to the unique solution x˜ ∈ 
of the variational inequality (.).
Proof We write zn = Sμ(I – μB)xn and yn = JR,λ(zn – λAzn) for all n ≥ . Then it follows
from Lemma . that, for any x∗ ∈ ,
∥∥yn – x∗∥∥ = ∥∥JR,λ(zn – λAzn) – JR,λ(x∗ – λAx∗)∥∥
≤ ∥∥(zn – λAzn) – (x∗ – λAx∗)∥∥
≤ ∥∥zn – x∗∥∥
and
∥∥zn – x∗∥∥ = ∥∥Sμ(xn –μBxn) – Sμ(x∗ –μBx∗)∥∥
≤ ∥∥xn –μBxn – (x∗ –μBx∗)∥∥
≤ ∥∥xn – x∗∥∥ +μ(μ – β)∥∥Bxn – Bx∗∥∥
≤ ∥∥xn – x∗∥∥. (.)
Hence we have
∥∥yn – x∗∥∥≤ ∥∥xn – x∗∥∥.
By induction, it follows from (.) that
∥∥xn+ – x∗∥∥ = ∥∥[I – αn(F – γ f )]yn – x∗∥∥
≤ ∥∥[I – αn(F – γ f )]yn – [I – αn(F – γ f )]x∗∥∥ + αn∥∥(F – γ f )x∗∥∥
≤ ∥∥(I – αnF)(yn – x∗)∥∥ + tγ ∥∥f (yn) – f (x∗)∥∥ + αn∥∥(F – γ f )x∗∥∥
≤ ( – ραn)
∥∥yn – x∗∥∥ + αnγ τ∥∥yn – x∗∥∥ + αn∥∥(F – γ f )x∗∥∥
≤ [ – (ρ – γ τ )αn]∥∥xn – x∗∥∥ + (ρ – γ τ )αn ‖(F – γ f )x
∗‖
ρ – γ τ
≤ max
{∥∥xn – x∗∥∥, ‖(F – γ f )x
∗‖
ρ – γ τ
}
≤ max
{∥∥x – x∗∥∥, ‖(F – γ f )x
∗‖
ρ – γ τ
}
.
Therefore, {xn} is bounded, and so, {zn}, {yn}, {Fyn} and {fyn} are all bounded. It follows
from (.) that
‖xn+ – xn+‖ =
∥∥[I – αn+(F – γ f )]yn+ – [I – αn(F – γ f )]yn∥∥
≤ ∥∥[I – αn+(F – γ f )]yn+ – [I – αn+(F – γ f )]yn∥∥
+ |αn+ – αn|
∥∥(F – γ f )yn∥∥
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≤ ‖I – αn+F‖‖yn+ – yn‖ + αn+γ
∥∥f (yn+) – f (yn)∥∥
+ |αn+ – αn|
∥∥(F – γ f )yn∥∥
≤ ( – ραn+)‖yn+ – yn‖ + αn+γ τ‖yn+ – yn‖
+ |αn+ – αn|
∥∥(F – γ f )yn∥∥
=
[
 – (ρ – γ τ )αn+
]‖yn+ – yn‖ + |αn+ – αn|∥∥(F – γ f )yn∥∥. (.)
Note that
‖yn+ – yn‖ =
∥∥JR,λ(zn+ – λAzn+) – JR,λ(zn – λAzn)∥∥
≤ ∥∥zn+ – λAzn+ – (zn – λAzn)∥∥
≤ ‖zn+ – zn‖
=
∥∥Sμ(xn+ –μBxn+) – Sμ(xn –μBxn)∥∥
≤ ∥∥(xn+ –μBxn+) – (xn –μBxn)∥∥
≤ ‖xn+ – xn‖. (.)
Substituting (.) into (.), we get
‖xn+ – xn+‖
≤ [ – (ρ – γ τ )αn+]‖xn+ – xn‖ + |αn+ – αn|∥∥(F – γ f )yn∥∥
=
[
 – (ρ – γ τ )αn+
]‖yn+ – yn‖ + (ρ – γ τ )αn+ |αn+ – αn|
αn+
‖(F – γ f )yn‖
ρ – γ τ .
Notice that limn→∞ | – αnαn+ | = . This, together with the last inequality and Lemma .,
implies that
lim
n→∞‖xn+ – xn‖ = .
Again, using Lemma . and (.), we get
∥∥yn – x∗∥∥
=
∥∥JR,λ(zn – λAzn) – JR,λ(x∗ – λAx∗)∥∥
≤ ∥∥(zn – λAzn) – (x∗ – λAx∗)∥∥
≤ ∥∥zn – x∗∥∥ + λ(λ – α)∥∥Azn –Ax∗∥∥
≤ ∥∥xn – x∗∥∥ +μ(μ – β)∥∥Bxn – Bx∗∥∥ + λ(λ – α)∥∥Azn –Ax∗∥∥. (.)
By (.), we obtain
∥∥xn+ – x∗∥∥ = ∥∥[I – αn(F – γ f )]yn – x∗∥∥
≤ [∥∥yn – x∗∥∥ + αn∥∥(F – γ f )yn∥∥]
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=
∥∥yn – x∗∥∥ + αn[∥∥yn – x∗∥∥∥∥(F – γ f )yn∥∥ + αn∥∥(F – γ f )yn∥∥]
≤ ∥∥yn – x∗∥∥ + αnM, (.)




∥∥yn – x∗∥∥∥∥(F – γ f )yn∥∥ + αn∥∥(F – γ f )yn∥∥ : n≥ }≤M.
From (.) and (.), we have
∥∥xn+ – x∗∥∥ ≤ ∥∥xn – x∗∥∥ +μ(μ – β)∥∥Bxn – Bx∗∥∥
+ λ(λ – α)
∥∥Azn –Ax∗∥∥ + αnM,
and so,
μ(β –μ)
∥∥Bxn – Bx∗∥∥ + λ(α – λ)∥∥Azn –Ax∗∥∥
≤ ∥∥xn – x∗∥∥ – ∥∥xn+ – x∗∥∥ + αnM




∥∥Bxn – Bx∗∥∥ = , limn→∞
∥∥Azn –Ax∗∥∥ = .
Since Sr is ﬁrmly nonexpansive, we have
∥∥zn – x∗∥∥ = ∥∥Sμ(xn –μBxn) – Sμ(x∗ –μBx∗)∥∥
≤ 〈xn –μBxn – (x∗ –μBx∗), zn – x∗〉
= 
(∥∥xn –μBxn – (x∗ –μBx∗)∥∥ + ∥∥zn – x∗∥∥
–
∥∥xn –μBxn – (x∗ –μBx∗) – (zn – x∗)∥∥)
≤ 
(∥∥xn – x∗∥∥ + ∥∥zn – x∗∥∥ – ∥∥xn – zn –μ(Bxn – Bx∗)∥∥)
= 
(∥∥xn – x∗∥∥ + ∥∥zn – x∗∥∥ – ‖xn – zn‖
+ μ
〈





∥∥zn – x∗∥∥ ≤ ∥∥xn – x∗∥∥ – ‖xn – zn‖ + μ∥∥Bxn – Bx∗∥∥‖xn – zn‖. (.)
Since JR,λ is -inverse strongly monotone, we have
∥∥yn – x∗∥∥ = ∥∥JR,λ(zn – λAzn) – JR,λ(x∗ – λAx∗)∥∥
≤ 〈zn – λAzn – (x∗ – λAx∗), yn – x∗〉
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= 
(∥∥zn – λAzn – (x∗ – λAx∗)∥∥ + ∥∥yn – x∗∥∥
–
∥∥zn – λAzn – (x∗ – λAx∗) – (yn – x∗)∥∥)
≤ 
(∥∥zn – x∗∥∥ + ∥∥yn – x∗∥∥ – ∥∥zn – yn – λ(Azn –Ax∗)∥∥)
= 
(∥∥zn – x∗∥∥ + ∥∥yn – x∗∥∥ – ‖zn – yn‖
+ λ
〈





∥∥yn – x∗∥∥ ≤ ∥∥zn – x∗∥∥ – ‖zn – yn‖ + λ∥∥Azn –Ax∗∥∥‖zn – yn‖. (.)
Thus, by (.) and (.), we obtain
∥∥yn – x∗∥∥ ≤ ∥∥xn – x∗∥∥ – ‖xn – zn‖ + μ∥∥Bxn – Bx∗∥∥‖xn – zn‖
– ‖zn – yn‖ + λ
∥∥Azn –Ax∗∥∥‖zn – yn‖. (.)
Substituting (.) into (.), we get
∥∥yn – x∗∥∥ ≤ ∥∥yn – x∗∥∥ + αnM – ‖xn – zn‖ + μ∥∥Bxn – Bx∗∥∥‖xn – zn‖
– ‖zn – yn‖ + λ
∥∥Azn –Ax∗∥∥‖zn – yn‖.
Thus, we derive
‖xn – zn‖ + ‖zn – yn‖
≤ αnM + μ
∥∥Bxn – Bx∗∥∥‖xn – zn‖ + λ∥∥Azn –Ax∗∥∥‖zn – yn‖,
and so,
lim
n→∞‖xn – zn‖ = , limn→∞‖zn – yn‖ = .




ρ – γ τ
〈
(F – γ f )x˜,xn – x˜
〉≤ , (.)
where x˜ is the unique solution of the variational inequality (.). To see this, we can take




ρ – γ τ
〈





ρ – γ τ
〈
(F – γ f )x˜,xnk – x˜
〉
(.)
and {xnk } converges weakly to a point x∗ as k → ∞. By the similar argument as in Theo-
rem., we can deduce x∗ ∈ . Since x˜ solves the variational inequality (.), by combining
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ρ – γ τ
〈
(F – γ f )x˜,xn – x˜
〉
= – 
ρ – γ τ
〈
(F – γ f )x˜,x∗ – x˜
〉≤ .
Finally, we show that xn → x˜ as n→ ∞. It follows from (.) that
∥∥xn+ – x∗∥∥ = 〈xn+ – x∗,xn+ – x∗〉
=
〈[
I – αn(F – γ f )
]














(F – γ f )x∗,xn+ – x∗
〉
≤ ( – αnρ)
∥∥yn – x∗∥∥∥∥xn+ – x∗∥∥ + αnγ ∥∥f (yn) – f (x∗)∥∥∥∥xn+ – x∗∥∥
– αn
〈
(F – γ f )x∗,xn+ – x∗
〉
≤ [ – (ρ – γ τ )αn]∥∥yn – x∗∥∥∥∥xn+ – x∗∥∥ – αn〈(F – γ f )x∗,xn+ – x∗〉
≤ [ – (ρ – γ τ )αn]∥∥xn – x∗∥∥∥∥xn+ – x∗∥∥ – αn〈(F – γ f )x∗,xn+ – x∗〉
≤  – (ρ – γ τ )αn








∥∥xn+ – x∗∥∥ ≤ [ – (ρ – γ τ )αn]∥∥xn – x∗∥∥ – αn〈(F – γ f )x∗,xn+ – x∗〉
= ( – δn)
∥∥xn – x∗∥∥ + δnσn,
where δn = (ρ – γ τ )αn and σn = – ρ–γ τ 〈(F – γ f )x∗,xn+ – x∗〉. It is easy to see that
∑∞
n= δn =
∞ and lim supn→∞ σn ≤ . Hence, by Lemma ., we conclude that the sequence {xn} con-
verges strongly to the point x∗. This completes the proof. 
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