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Abstract 
In this thesis, a heuristic algorithm for solving large scale fixed charge network 
problems (FCNFP) based on the dynamic slope scaling procedure (DSSP) and tabu 
search strategies is presented. The proposed heuristic (the enhanced DSSP) integrates 
the DSSP with the classical short-term memory intensification and long-term memory 
diversification mechanism in the tabu search to improve the performance of the pure 
DSSP. With the feature of dynamically evolving memory, the enhanced DSSP 
evaluates the solutions in the search history and iteratively adjusts the linear factors of 
the LP approximations of the FCNFP to produce promising search neighborhoods for 
good quality solutions. Comprehensive numerical experiments are included in this 
thesis, ranging from sparse to dense network problems generated randomly. The 
computational results of the pure DSSP, the enhanced DSSP and branch and bound 
(B&B) are compared in terms of solution quality and CPU time. The enhanced DSSP 
approach has higher solution quality than the pure DSSP and much less computation 
time than B&B. 
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1. Introduction
1.1 Background 
Networks pervade our daily lives. They arise in numerous settings and in a variety of 
guises. The applications of networks can be seen in transportation, electrical, 
communication, production, distribution, project planning, facilities location, vehicle 
routing, resource management and financial planning. Another prevalent application of 
network design nowadays is in the strategical supply chain design. Supply chain 
optimization is to manage the supply chain to produce and deliver the right product in the 
right amount to the right place and to pursue maximum profitability for the firms, which 
have become particularly critical for any firms in today's international business 
environment. There are several types of network problems, such as the shortest path 
problem, the maximum flow problem, the minimum spanning tree problem and the 
minimum cost flow problem. Some researchers consider the shortest path problem and 
the maximum flow problem as the special cases of the minimum cost flow problem. The 
minimum cost flow problem is about transporting commodities from source nodes to 
demand nodes through a network with an associated costs to each flow through a certain 
set of arcs to minimize the overall cost of the transportation. Our study is closely related 
to the minimum cost network flow problem in a capacitated and directed network. 
The fixed charged network flow problem (FCNFP) is one of the practical branch 
problems in the minimum cost network flow problems. Besides the variable cost on each 
arc in the network, a fixed setup cost occurs when there is a flow on an arc. The fixed 
setup costs are very common in the real world applications, which includes handling fee, 
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changeover time, charter rental and docking fee etc. The central decision "to go or not to 
go" can be modeled by imposing fixed charges on the arcs of a network. FCNFP is NP­
hard and usually formulated as a mixed-integer programming (MIP) model. The solution 
time of MIP problems with exact solution methods, typically, branch and bound method 
(B&B), increases exponentially as the problem size increases. In real life, it is still not 
practical for a firm to solve the large-scale FCNFP problems with the branch and bound 
techniques because the search process may last several days. Hence, we are interested in 
developing heuristics to achieve reasonable trade-off between the proximity of the 
solution and the computational time. 
1.2 Literature Review 
Exact solution approaches based on B&B method and cutting plane method were 
developed by Gray [11], Steinberg [16], Palekar et. al [15], Hochbaum [12], Barr et. al 
[1], Suhl [17] and Cabot and Erenguc [2]. However, the enumerative B&B method needs 
several hundreds branching steps and cuts for an only 4 by 4 problem. The exponentially 
increased subproblems that need to be solved to find the optima of FCNFP make B&B 
very unwieldy in large-scale FCNFP problems. A price of numerous computational time 
is paid for certainty that one has to find the entire child members of the tree to solve and 
compare. On the contrary, heuristic approaches have some merits on these aspects. 
Several heuristic approaches had been proposed in the past three decades. 
To date quite a few of the heuristic approaches in fixed charge problems are based on 
Lagrangean relaxation and decomposition. This type of approaches were presented by 
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Geoffiion [6], Magnanti et. al [14], Gendron and Grainic [5] and Crainic and Frangioni 
[3]. Gendron and Grainic presented in their paper a series of Lagrangean relaxation 
solution lemmas and techniques in design of multi-commodity capacitated fixed charge 
network problems. 
The application of tabu search (Glover and Laguna [8], [9], [10]) in Fixed Charge 
Transportation Problem (FCTP} and FCNFP was proposed by Sun et. al [ 18] and Crainic 
and Farvolden [4]. Sun et. al introduced an effective and thorough tabu search algorithm 
in uncapacitated FCTP with immediate memory to find local approximated optima, short­
term memory to intensify optimal search and long-term memory to diversify the search 
among those least visited arcs. Glover [7] proposed an approach called ghost image 
process for fixed charge problem with parametric deformation of the fixed charge 
problem yielding a solution and then progressively better the solution by certain method 
(tabu search was recommended in his paper). 
Kim and Pardalos [13] presented Dynamic Slope Scaling Procedure (DSSP) to solve 
capacitated FCNFP problems. The DSSP parameterizes the non-linear fixed charge factor 
into a linear factor associated with each arc and adjust the linear factors iteratively to 
reflect the exact original variable and fixed cost and approximate to the true objective 
function value. 
In this thesis, we propose a heuristic which combines the DSSP and short-term and long­
term memory techniques from tabu search, which we name it the enhanced DSSP 
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hereafter. Also continuing Kim and Padarlos computational experi�ent of DSSP, we 
have further examined the performance of DSSP on large scale FCNFP. The thesis is 
organized as follows. Section 2 presents the mathematical formulation of FCNFP. 
Section 3 is the description of DSSP approach. Section 4 includes the detailed design of 
the enhanced DSSP procedure, including the description of tabu strategies and overall 
working mechanism of the enhanced DSSP. The description of generating test problems 
and the comparisons of computational results of the DSSP, the enhanced DSSP and the 
branch and bound method are given in section 5. 
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2. Problem Description
In a fixed charge network problem, there are two types of cost, variable cost proportional 
to the flow level and fixed cost, also known as setup cost, which is the non-linear part of 
the problem. The fixed cost occurs only when there is a flow through an arc and is a 
constant value independent of the flow level on the arc. 
Let xii denote the flow on the arc from node i to node j, cy as the variable cost and sy the 
fixed cost. Let uii denote the capacity of arc (i, j). b; is the amount to be sent at supply and 
received at demand node. "O" represents the origin node, or the source node and "D" 
represents the demand node. The node in the "Otherwise" case in (2) are called 
intermediate ( or transshipment) node, which only relays the commodities along in the 
path from the source node to demand node. The general problem is given as: 
min f(x) = L fij (xq) 
(i,j)eA. 
n n 1 
! b.
sJ. �x!i -Lxki = -b;
J'"'I k=I 
Q
x!i � 0 for i, j e A
(1) 
if i=O 
) if i = D for i = 1,2, .. . n
Otherwise 
(2) 
(3) 
where f is discontinuous at origin and separable such that for each arc (i, j),f;i has a form: 
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if Xq = 0 
if xii > 0 (4) 
Constraints (2) are called the flow conservation or nodal balance or Kirchhoff equations 
and indicate that the flow may be neither created nor destroyed in the network. In the 
n 
conservation equations, Lxu represents the total flow out of node i while 
j•l 
n 
Lxki indicates the total flow into node i. These equations require that the net flow out of 
k•l 
n n 
node i, Lxu -Lxk;, should equal b; for the source node (i.e., more flow out than flow 
j•l k•l 
into node i) and -b; for the demand node. 
Constraints (3) indicate this network problem is capacitated. The flow on the arc is not 
allowed to exceed the capacity of the arc, uii. 
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3. DSSP
The dynamic slope scaling procedure (DSSP) is developed by Kim and Pardalos [13], 
which is motivated by an economic viewpoint (marginal concept) of the fixed cost. The 
computational merit of this approach is that it approximates a solution for FCNFP by 
solving successive LP problems with recursively updated objective functions. These LP 
problems can be solved efficiently since the set of constraints is not changed. 
Accordingly, one can reduce the tedious computation to search the tree in branch and 
bound type methods by removing all the binary variables from the classical mixed integer 
formulation. This can be done by finding a linear factor (it is also called dynamic slope 
scaling factor in the DSSP) that effectively reflects the current marginal variable cost and 
fixed cost at the same time depending on the current level of each variable. Thus, if the 
current positive level of variable cannot justify the corresponding fixed cost, DSSP 
updates the linear factor for better economic justification of the fixed cost. From this 
point of view, solving a fixed charge problem can be interpreted as finding a break-even 
point (level of activities) to justify the investment of fixed costs. 
In order to find a linear factor that effectively reflects the variable cost c
ii 
and fixed cost 
s 
ii 
simultaneously, the following observation is used. Given xij , the flow level on arc (i, 
• - A lj lj lj 
{ c .. +s .. /x .. 
j), let cu (xu ) = M (5) 
where M can be any large number. Note that cu (xii ) is the slope of the line connecting 
the origin and (xii ,fij (xii )) as shown in Figure 1. We denote cii (xu ) as cii in thefuture
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Figure 1. Dynamic slope scaling factor cu 
discussion and refer cii as the "dynamic slope scaling factor" or the "linear factor." Then 
the function shown in (4) can be expressed as a linear form with linear factor cii as 
As we can see, virtually, 
fr (x. ) = IJ IJ I] I] I] I] I] 
{ (c .. + s .. 1 x .. ) x x .. = c .. x .. + s .. ,if xy·· > o
I] 
u M x xij = o if xu = o
(6) 
(7) 
Note (7) is an ideal scenario in which x0 is known, but the reality in solving the linear 
approximation is that xiJ is unknown at the time of setting cu, so one main task in the 
DSSP design is to guess a good denominator close to the x11 in setting cu to find the 
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linear form which well approximates the FCNFP. In the best case, the appropriate setting 
of cii leads to the LP approximation which has the same optimal solution as the exact 
solution method. Setting cii to be M when xij = 0 is merely to make equation (6) holds 
true. However, it must to be set with a certain scheme to force the proposed dynamic 
slope scaling procedure to find a good solution. Two empirical schemes are discussed in 
(13) and (14).
For the above linear approximation, there exists an LP problem that has the same optimal 
solution as FCNFP within the same feasible domain. It can be shown that such an LP 
problem exists by defining an appropriate one-to-one mapping between cii and xu, such 
as given in ( 5). At the optimum, suppose that x· = ( x;, x;, ... , x;, ... , x:) , where 
x; = (x;i,x;i, ... x;, ... x�l 1s an optimal solution for the FCNCP and
is an optimal 
solution for the LP problem. Then there exits 
. ,.. \;;/. .xij = xij , z,J
and 
The appropriate cii setting is critical to find such an LP problem in the DSSP. 
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Now consider an iterative procedure using the linearization approach described in (5) and 
(6). For each iteration k = 1,2, ... , solve the following LP approximation to find a 
solution, x* :
n n 
min f"(x) = LLc:xu 
i=l j-=l 
(8) 
subject to the same constraints in (2) and (3), where the dynamic slope scaling factor is 
given by 
After finding a solution, xt in iteration k, the current dynamic slope scaling factor is 
then updated to be used in the next iteration with the current solution as follows: 
The rationale behind the updating schemes is to approach the desired actual optimal 
solution of the FCNFP by gradually adjusting the arcs marginal fixed cost, s ii Ix; . 
toward a favorable direction leading to an optimal solution. For example, if in the current 
solution of the linear approximation ofFCNFP, x; is not enough to justify the associated 
fixed cost, and then the next solution, x;+1 , would be increased to reduce the marginal 
fixed cost to justify the investment of the fixed cost. If it is impossible to increase without 
violating the feasibility of the problem, it will drop to zero. As a result, the dynamic 
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scaling factors, c;, for all i, j = 1,  2, ... , n, play a key role in the procedure so that the
current LP solution, xt can approach to an optimal solution for the original FCNFP. 
Initially when there is no flow through the arcs, the non-linear cost of the arc 1s 
parameterized into a linear factor given as: 
for i,j e A 
The objective function ofFCNFP is then approximated into a linearized problem: 
n n 
min f(x) = LLcuxu
i=l j=l 
n n ' 
! 
b. 
if i = 0 
s.t. �xii - Lxki = -b; 
if i = D 
1=1 k=t O Otherwise 
xii � 0 for i, j e A 
) for i = 1,2, ... n 
(9) 
(10) 
(11) 
(12) 
Note that the constraints of the FCNFP are not changed in this linear approximation. The 
linear approximation of FCNFP is repeatedly solved with the adjusted dynamic scaling 
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factor, cii , at each DSSP iteration reflecting the value of XiJ from the previous iteration. 
Kim and Pardalos [ 13] used two empirical updating scheme·s with different strategies in 
setting c; when x;-1 = 0. The updating schemes are given as follows: 
-
k {cii = 
or 
if x;-• > 0
if k-l O i xlJ = 
if x;-• > 0
if k-l O,l Xq = 
(13) 
(14) 
where max 1�st {ci I xt > O} is the maximum linear factor of the arc (i� j) in the iteration 
history with non-zero flow in the previous iteration; c; is the most recent cii in the 
iteration history for arc (i, j) with non-zero flo'Y in the previous iteration. The DSSP 
continues until there are identical solutions in two consecutive iterations. At this point, 
the linear approximation costs of the final solution correspond to the true objective 
function value, given-by the original variables and fixed costs as discussed in (7) because 
X 1 = xt+i for the last two iterations, that is: 
I' ( k+l) -k+l k+l ( / k) l+l l+l f ( k+l) J Ip x, = cij Xu = cij + sij xij X Xq = CqXg +s u =. FCNFP Xu 
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Experiment in [ 13] has shown that the scheme shown in ( 14) has a slightly better 
performance than (13) in the large scale problem. Thus we choose (14) as the updating 
scheme in the DSSP phase in the enhanced DSSP. 
According to the computational experiment in [13], DSSP has quite satisfactory 
performance in solving the small and medium size of FCNFP problems by finding exact 
solutions in most cases of small size problems. However, in the medium and large-scale 
problems, the chance of achieving the problem true optima by DSSP becomes much 
scarcer. And with the increasing problem size, J?SSP becomes �ncreasingly ineffective in 
approaching the true optimal solution. In some cases, the DSSP stops at a local optimum 
still far away from the exact solution, leaving the region where the true optimal solution 
is located unexplored. The simple iterative scheme of the DSSP and the updating scheme 
(14) are no longer effective to lead DSSP to overcome the "barrier" to continue the
search outside the local optimum neighborhood. In order to improve the performance of 
DSSP, we propose a heuristic that combines DSSP with the tabu scheme to force DSSP 
to continue the optima search when the simple DSSP fails to make any progress and stops 
at a local optimum. With the feature of dynamically evolving memory, the tabu search 
presents a good potential to improve the performance of the DSSP heuristic. 
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4. Enhanced DSSP with Tahu Search
To facilitate the discussion, we first give the definitions of variables and terms which are 
used in the procedure. 
DSSP iteration: 
DSSP phase: 
also referred to as "iteration" in this thesis. The smallest working 
unit in the enhanced DSSP. The process of solving one linear 
approximation of the FCNFP. 
the collection of a number of DSSP iterations starting from one 
initial linearization setting. The first DSSP phase is led by the 
setting as shown in (9); the following DSSP phases are led by the 
intensification/ di versification function. 
Intensification function: the process of evaluating solution features according to the short­
term memory collected from the DSSP phase immediately before 
it, selecting candidate arcs and setting the initial linear factors 
accordingly for the following DSSP phase. 
Diversification function: the process of evaluating solution features according to the long­
term memory collected from the DSSP phases throughout the 
search history, selecting candidate arcs and setting the initial linear 
factors accordingly for the following DSSP phase. 
Intensification iteration: the aggregation of the intensification function and the following 
DSSP phase directed by it. 
Diversification iteration: the aggregation of the diversification function and the following 
DSSP phase directed by it. 
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z: 
ite: 
n: 
d: 
zlocal: 
the objective function value of the best solution to date; 
the flow level of arc (i, j) in the best solution to date; 
the total number of DSSP iterations to date; 
the number of arcs of the FCNFP problem; 
the density of the FCNFP problem; 
the objective function value of the solution from the current DSSP 
iteration; 
the flow level of arc (iJ} in the solution from the current DSSP 
iteration; 
zpre: the objective function value of the solution from the previous 
DSSP iteration; 
k: 
the flow level of arc (iJ) in the solution. from the previous DSSP 
iteration; 
the number of iterations in a DSSP phase which is currently 
undergoing a performance evaluation for next stage decision in 
intensification function, i.e., which arcs are to be selected into a ; 
t_nonzerox_shu: the number of iterations that arc (iJ) is nonbasic throughout the k 
iterations of the DSSP phases undergoing performance evaluation. 
r: the number of arcs with t_nonzerox_shiJ � k/2. 
the linear factor of arc (iJ) when zlocal<z (when the improved-best 
solution occurs); 
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s: 
avg_rc;i 
a: 
intno: 
p: 
divno: 
the set of arcs with xlocaliJ>O and xpreij=O when zlocal<z, i.e. the
aspiration set; 
the size of s, i.e., the number of arcs in ;; 
the average linearized cost factor of arc (iJ) throughout the ite 
iterations (long-term memory); 
the average linearized reduced cost of arc (iJ) throughout the ite 
iterations when xlocalu was zero; 
the candidate list of arcs which are linearized favorably to become 
active in the future search process; 
the size of a , i.e. the number of arcs in a ; intno:= r + s;
the candidate list of arcs which are linearized favorably to become 
active in the future search process; 
the size of p , i.e. the number of arcs in p ; 
the tabu set holding the arcs prevented from being selected into a
or p to avoid repetition or reversal of previously visited solutions; 
the period of time the arc (iJ) has been a tabu, i.e., being a member 
of,, since it left a or p; 
tb_max_sh: the period of time an arc remains in , before being allowed to 
enter a;
tb _ max _Im: the period of time an arc remains in , before being allowed to 
enter p; 
the period of time that arc (iJ) has been a move i.e., being a 
member of a or p , since it left r ;
tm_max_sh: the period of time the arc (iJ) remains in a before entering r 
tm_max_lm: the period of time the arc (iJ) remains in p before entering r 
t_nonzerox_lmu: the number of iterations that arc (iJ) is nonbasic throughout the ite 
iterations; 
Tabu search is a meta-heuristic method developed by Glover ([8], [9]) for solving hard 
optimization problems, such as combinatorial optimization problems. It uses adaptive 
forms of memory to maintain knowledge about a history of the solutions made to date. 
By giving the information associated with the visited solutions in term of recency, 
frequency, quality or influence, the memory guides other searching methods to move 
away from local optimal solutions and explore new promising regions by implementing 
the incentives or penalties to certain variables. The flexible memory strategies make tabu 
search dynamically growing and evolving during the search. Tabu search begins in the 
same way as ordinary local or neighborhood search, proceeding iteratively from one 
solution to another until a pre-set stop criterion is satisfied. During the tabu search 
iterations, a search history is built and before each iteration, an updated candidate list 
(referred to as the move sets in this thesis) is constructed by evaluating the search history 
to modify the search neighborhood of the current solution X. The modified 
neighborhood is the result of maintaining a selective history of the states encountered 
during the search, in the attempt to identify an optimal or near optimal solution more 
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effectively than memoryless processes (semiradom processes) such as annealing 
approach and rigid memory processes typical of branch and bound method. 
In this thesis, the tabu search operates in a memory structure of frequency /infrequency, 
recency and quality, through which the tabu search characterizes a subset of potential 
moves and tabus to continue the search near or divert the search from the already visited 
feasible region. The two important components of tabu search, intensification and 
diversification strategies, are used in the enhanced DSSP. Recency-based memory and 
frequency-based memory complement each other in both intensification and 
diversification functions. The frequency records the number of iterations an arc appeared 
in the earlier solutions. There are two types of frequency memory used in this thesis: 1) 
frequency memory throughout the whole search process, which is also referred to as the 
long-term memory. 2) frequency memory in one separate DSSP phase, which is, along 
with the quality memory, also referred to as short-term memory. Recency-based memory 
keeps track of the arc being basic or non-basic in the solutions during the recent past. The 
arcs being active for certain iterations of consecutive intensification/diversification 
functions are labeled as tabu-atcive and will not be selected into the candidate list in the 
following intensification/diversification function. This prevents the solutions that contain 
tabu-active arcs from the recent past from belonging to the modified neighborhood and 
hence from being revisited. The quality memory is used in intensification functions. The 
intensification function is based on modifying candidate-selecting rules to encourage the 
move combinations and solution features historically found good. It may also initiate a 
return to attractive regions to search them more thoroughly. Since elite solutions must be 
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recorded in order to examine their immediate neighborhoods, explicit memory is used to 
form a portion of the candidate list chosen based on the inspiration criterion ( discussed in 
details in section 4.1.3 and 4.2). The main difference between intensification and 
diversification is that during an intensification function the search process focuses on 
examining the neighbors of elite solutions found in the past search. The diversification 
function, on the other hand, encourages the search process to examine unvisited regions 
and to generate solutions which are significantly different from those in the 
intensification function. In order to lead the search process to appropriately explore the 
neighborhoods, the intensification function and diversification function employ 
incentives to the elements in candidate lists and penalties to tabu-active arcs in setting the 
linear factors. 
In general, the enhanced DSSP with Tabu scheme contains three phases: 1) the DSSP to 
solve the linear approximation of FCNFP problems, 2) intensification function based on 
short-term memory of frequency and quality and the recency memory, 3) diversification 
function based on long-term memory of frequency and recency memory. The DSSP 
phase solves the linear approximation and records the performance of each arc in the 
iterations, which includes visit frequency of each arc, linear factors of the arcs in good 
quality solutions, average linear factors and reduce costs for the inactive arcs in the 
solutions etc. The intensification function and diversification function eval�ate the 
solution features collected during the DSSP phases and decide how to impose the initial 
linearization schemes to the arcs in attempt to yield a profitable change, which, in turn, 
19 
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Figure 2. The enhanced DSSP components 
leads the immediately following DSSP phase to explore a promising region. The 
relationship of these three phases can be described roughly as in Figure 2: 
The enhanced DSSP starts the first DSSP phase with the same initial scheme as shown in 
(9) when there is no flow in the network. Except that it records the performance data
during the DSSP iterations, the first DSSP phase exactly resembles the pure DSSP. The 
intensification then is invoked to apply the initial linearization scheme and further search 
the neighborhood near the already visited region. After the intensification iterations 
repeated for a certain period of time (the number of the intensification iterations will be 
discussed in section 4.2), the search process resorts to the diversification iteration to 
explore a never visited region for a possible better solution. Since every diversification 
iteration will produce a new search region which has not been searched before, it is 
necessary to carry out intensification iterations to further examine this region after each 
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diversification iteration, especially if it has identified a better solution than the best 
solution to date. This procedure repeats until the stopping criteria are reached. 
Therefore, the whole search process can be interpreted as: the DSSP phase is the actual 
search executor, while the intensification function and diversification function define the 
strategic direction that the search executor should follow. 
4.1 Tahu Search Strategies 
The enhanced DSSP with tabu search attempts to diminish the tendency of DSSP 
stopping at a point which is relatively far from an optimal solution in the difficult 
problems, while still maintain its feature of simplicity for solving FCNFP problems. The 
classical tabu search strategies are used in this enhanced approach to lead the entrapped 
DSSP search process away from a local optimum and deepen or broaden the search of 
optimal or near optimal solutions for the FCNFP. We utilize the long-tenn/short-tenn 
memory in designing move sets, tabu set, aspiration set, rules of managing these sets and 
the initial linearization schemes in the intensification/diversification function. 
4.1.1 Move Sets 
The main features of the enhanced DSSP different from the pure DSSP are that the 
enhanced DSSP analyzes the performance history and dynamically develops 
improvement strategies accordingly. The enhanced DSSP is a collection of the pure 
DSSP iterations with different initial setting of dynamic sloping scaling factors (linear 
factors) at the beginning of each DSSP phase. The initial linearization schemes are is 
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defined by the intensification function and diversification function. The move sets are 
the critical elements in this definition because they store information about how the initial 
linearization schemes should be applied to individual arcs. 
The move set here is a candidate list of arcs with certain incentive strategies such as to 
drive the search process to move away from the local optimum found by the earlier DSSP 
phase and continue searching for a better solution. After the first DSSP phase, different 
linearization schemes are used in the initial setting of the dynamic slope scaling factors 
(linear factors) other than the c; = c
ii 
+ s
ij 
I u
ij 
in the pure DSSP and the first DSSP
phase in the enhanced DSSP. Particularly, the new initial linearization scheme imposes 
incentives to the arcs in the move sets in a way to favor these arcs to enter the basis in the 
next round of DSSP phase. Note after the initial setting, the updating scheme in following 
iterations in the same DSSP phase are exactly the same as the one described in (14). 
Nevertheless, the initial linearization schemes with strong incentives employed in the 
intensification/diversification function essentially set the tone for the whole round of 
DSSP phase that immediately follows the intensification/diversification function. These 
stimulated arcs from the move sets may attract more flows when the linear 
approximations are solved during the following DSSP phase and lead to a result that 
improves the currently best solution to date, which we refer as "an improved-best 
solution" in this thesis. More importantly, the arcs in the move sets act like the triggers of 
"tide changes" because the "currents" of the whole network are also changed at the same 
time when additional flows are attracted to those stimulated arcs. The relative difference 
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of the linear factors between the "trigger arcs" and the normal arcs is critical in finding a 
good quality solution. With different search strategies and memory utilization of the 
intensification function and diversification function in the enhanced DSSP, we designed 
two move sets a and p for the two functions respectively. We call an arc in the move 
set as a "move." 
The construction of the move set a in each intensification function is based on the short­
term memory of frequency, recency and quality. Frequency memory defines a search 
neighborhood frequently visited in the DSSP phase immediately before the intensification 
function. The quality memory provides a specific neighborhood where the improved-best 
solution is found. The recency memory prevents the same solution from being revisited. 
Thus, the result of intensification function is a selective combination of arcs from the 
three memory strategies, which forms the a _ and hence, leads the search process to 
further explore the immediate neighborhoods near the improved-best solution 
neighborhood. The details of selecting criteria and incentive to the selected candidates in 
the intensification function will be discussed in section 4.2. 
The construction of the move set p in each diversification function, on the other hand, is 
based on the recency memory and the long-term memory of frequency. More precisely, 
frequency memory here contains those arcs which have never been visited throughout the 
whole search history. By selecting and encouraging never visited arcs into basis in the 
following search process, the diversification function, in fact, directs the search process 
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into entirely different neighborhoods than the ones which the intensification function has 
produced. The recency memory provides the tabu status (tabu-active) of the arcs to 
prevent the same solution from being repeatedly visited. Note after the diversification 
function has launched a new round of DSSP phase moving the search process away from 
the local optimum, the intensification function will be invoked again to direct another 
round of DSSP phase to either further search the newly defined neighborhood if an 
improved-best solution is found in the previous diversification iteration, or, otherwise, 
return to the neighborhood near where the most recent improved-best solution was found. 
The details of selecting criteria and incentive to the selected candidates in the 
diversification function will be discussed in section 4.3. 
4.1.2 Tahu Set 
The tabu set stores the arcs which have been moves for certain period of time, denoted as 
tm_max_sh and tm_max_Im for intensification and diversification iteration respectively, 
in the past and may cause the DSSP to return to the recently visited solution. These arcs 
are kept from being selected into to candidate list a or p. Correspondingly, when they 
sit in r , which we refer as being "tabu-active" or a ''tabu," for a certain period of time, 
denoted as tb max sh and tb max Im for intensification and diversification iterations - - - -
respectively, these arcs are allowed to enter the move sets again for the succeeding 
intensification/diversification iterations until they reach tm _ max _sh or tm _ max _Im to be 
forbidden again. Since the selection criteria of candidate arcs in intensification function 
and diversification function are mutually exclusive, with intensification choosing arcs 
visited (mostly frequently visited) in the history and diversification choosing arcs never 
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visited in the history, it is fairly safe to maintain one tabu set r without interferences 
between the arc selecting process in the two functions. Note that the tabu selection 
criteria are only applied to the arcs selected into a or /3 based on frequency memory. 
The aspiration criterion is applied to the arcs selected into a based on the quality 
memory and these arcs are exempted from the tabu status examination. 
4.1.3 Aspiration Criterion 
The aspiration criterion is used in the intensification function which overrides the tabu 
status of the arcs in selecting candidates into move set, a. This is to ensure the 
neighborhoods with good quality solution, particularly, the improved-best solutions, are 
thoroughly explored by the search process. When an improved-best solution occurs in ·a 
DSSP phase, we consider that the arcs with most dramatic flow change from the previous 
DSSP iteration, e.g. changing from non-basic to basic, have the main contribution in 
finding the improve-best solution. These arcs are then kept in aspiration set ( during the 
DSSP phase ( quality memory) and later on in the following intensification function will 
be selected into a regardless of their tabu statuses. 
4.2 Short-term Memory Intensification Function 
The intensification function is to direct the DSSP phase search more thoroughly in the 
slightly modified neighborhood from the one where an improved-best solution is found. 
The intensification function is invoked periodically throughout the search process and 
consequently, it invokes a DSSP phase. The intensification function selects appropriate 
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candidates as the trigger arcs into the move set a and then differentiates the initial 
linearization schemes for the trigger arcs and the rest arcs for the DSSP phase following 
immediately. The modified neighborhood is a combination of the neighborhood where an 
improved-best solution occurs and the most frequently visited neighborhood during the 
DSSP phase immediately before the intensification function. The intensification function 
only uses the performance information collected from the DSSP phase immediately 
before it, which is also referred to as short-term memory. Using short-term memory in the 
intensification function ensures the continuity of focusing the search in the 
neighborhoods near the most recent improved-best solution. This immediate-before 
DSSP phase keeps track of the number of times that the arc is active for all the arcs, 
denoted as t_xnonzero_shu (frequency memory) and memorizes the arcs with drastic 
changed flows in an improved-best solution in that DSSP phase in the aspiration set, 
denoted as (, according to the aspiration criterion. The ( then forms a part of the move 
set a. The other part of arcs in a are those frequently visited in the short-term memory 
and not tabu-active. As a result, the intensification function selects the arc into a if it 
satisfies either of the following conditions: 
{ (iJ) It_ xnonzero _shii '?:. t, (i,j) 1£. r }
or 
{ (iJ) I (i,j) E' },
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where t is the selection criterion of frequently visited arcs. According to the statistical 
analysis of the preliminary computational tests in Table 2 in section 5.2, we select the 
setting of t = k/2, where k is number of iterations in the DSSP phase immediately before 
the intensification function is invoked. We call the arcs with t _xnonzero _shu � t are 
virtually active arcs. This will be further explained in section 5.2. 
When parametrizing the linear factors of these trigger arcs, we attempt to maintain a 
searching environment similar to yet slightly modified from the one with the improved­
best solution. This can be realized with the appropriate setting of the linear factors of the 
trigger arcs in a and the rest arcs outside the a. Therefore, we impose the same linear 
factors that have led to the recent improved-best solution ( c; ) on the arcs that do not 
belong to a. For the trigger arcs (the aggregation of the frequently visited arcs and the 
arcs from the (),only variable costs are included in their linear factors, greatly less than 
the linear factors subject to the fixed charges. The initial setting scheme of the linear 
factors for a new round of DSSP phase immediately after the intensification function is 
given as follows: 
c.� = {cij if (i,j) ea
Y 
c.� Otherwise
y 
(15) 
From equation (15), we can see that the initial linear factors ( c;) are set in a fashion that 
large portion of the linear factors are set to be identical to the ones in an improved-best 
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solution occurs, and small portion of the linear factors ( of those arcs in a ), selected from 
the quality, frequency and recency memory, are imposed with incentive based on the 
quality, frequency and recency memory. As a result, the recency memory, frequency 
memory and quality memory collaboratively form an modified neighborhoods that is 
close to but slightly different than the improved-best solution region, which provides an 
opportunity for diverse search near this region. With 1) the arcs moving out and into the 
intensification move sets and tabu set, 2) the newly found improved-best solution and 3) 
frequency changing in the immediate-before DSSP phase, the searching neighborhood 
changes in each intensification function, yet is near the most recent improved-best 
solution region. 
Since the process memorizes the arcs at aspiration level in the inspiration set ( until a 
new improved-best solution is found, the searching around the same improved-best 
solution neighborhood may be continued through several diversification iterations as long 
as no new improved-best solution is found during these diversification iterations. In this 
case, the search similar to the earlier intensification iteration is resumed after the 
diversification iteration. Note in the case of no improved-best solution found in the 
diversification iterations, it may be argued that the diversification iteration may have 
completely changed the set of frequently visited arcs to be selected in the following 
intensification function because the diversification iteration has led the search process 
away from the earlier searched neighborhoods, and hence, the set of arcs to be selected to 
a based on the short-term frequency memory is completely different from the previous 
intensification iteration. Nevertheless, since the linearized arcs in the intensification 
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function based on frequency memory in the past only account for a small portion of the 
total number of arcs in the problem (this is shown in the mean value in column II in Table 
2 in the later section 5 .2), therefore, with most linear factors still set to the c; , the search
process in fact, returns to the area near the improved-best solution neighborhood from the 
earlier intensification/diversification iteration and the changed part of the candidate list 
according to the latest short-term frequency memory in the intensification function, 
which is virtually caused by the diversification iteration before it, does not change the 
basic search tone, searching near the improved-best solution, in following intensification 
iteration, but only adds some modification to the search neighborhood the earlier 
intensification functions have focused on. Since the similar intensification iteration may 
be resumed through several diversification iterations, it seems sufficient to set the 
iteration of intensification to 1 within .a single diversification iteration. Also, according to 
our observation in the computational experiment, the number of intensification iteration 
has no significant influence on the performance of the enhanced DSSP. The selection of 
tb_max_sh and tm_max_sh is empirical and will be discussed in greater detail in 5.2. 
4.3 Long-term Memory Diversification Function 
With the short-term memory intensification function alone, the DSSP phase may still be 
entrapped at a local optimum. Therefore, the diversification function is designed to lead 
the process to escape the entrapment and divert the search process into a new region that 
might not yet have been explored. The diversification function selects a certain number of 
never visited arcs into the diversification move set p and linearizes the initial linear 
29 
factors for the DSSP phase following the diversification function to move to a new 
unexplored neighborhood. Four main factors concern an effective diversification design: 
size of the move set p , denoted as divno, selection criteria of the trigger arcs, the initial 
linearization scheme for the DSSP phase following the diversification functions and the 
period of time an arc being a move or a tabu. 
It is not surprised that there are many more arcs left unvisited than visited ones in the 
pure DSSP or a single DSSP phase in the enhanced DSSP. According to our experimental 
results in Table 2, about 90%-96% of the total number of arcs were never visited in the 
pure DSSP for the problems with 0.1 network density, 78%-94% for the problems with 
0.25 network density and 64%-78% for the problems with 0.5 network density. 
Obviously, simply selecting all the inactive arcs into p will not produce a valuable 
direction for the search process to continue searching for better solutions. As a result, 
unlike the construction of the move set a in the intensification function by selecting all 
the virtually frequently visited arcs in the short-term memory as part of the a , the 
construction of move set p in the diversification function involves how many inactive 
arcs should be selected and to what extent of inactiveness the arc can be selected into the 
candidate list. The construction of the p , therefore, becomes more empirical and random. 
In general, too small size of the move set p , i.e. too few trigger arcs, will not produce 
sufficient influence and will be dominated by the influence of the rest arcs outside the P ,
which result in the process still being trapped at a local optimum. On the other hand, a 
too large p may include too many always-performing-bad arcs, which, in tum, will 
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tremendously dilute the effectiveness of the good trigger arcs and lead the search process 
into ineffective neighborhoods. We included and discussed several different settings of 
these two factors in the computational experiment in section 5 .2. 
To decide which arcs should be selected into p as the trigger arcs, we adopt the concept 
of reduced cost. Let ,r denotes the dual variables associated to constraints ( 6) and y to 
constraints (7) respectively ( ,r, y � 0 ). The dual value of arc (i, j) is then given by: 
(16) 
The reduced cost associated to arc (i, j) in the linear approximation of FCNFP is then 
given by: 
(17) 
Reduced cost indicates how strongly the associated arc tends to be active. The amount of 
reduced cost is the amount that the coefficient of the associated variable (i.e., in this 
thesis, the linear factor of the associated arc) needs to be reduced such that the associated 
variable/arc will enter the basis in the following iterations. In other words, the less the 
reduced cost is, the less cost we need to pay to bring this arc into the basis. The less cost 
here represents a less negative impact on the objective value if we encourage this arc to 
gain positive value in succeeding iterations. On the other hand, simultaneously, some 
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other arcs in the changed basis caused by the trigger arcs may bring profits to the 
objective value (i.e. lessening the objective value), which may offsets and outstrips that 
negative impact caused by the trigger arcs and hence, results in a better solution. 
Therefore, it seems reasonable to choose the arcs with least reduced cost into p.
At the same time of memonzmg short-term performance information for the 
intensification function, the DSSP phase memorizes performance information throughout 
the whole search history as well, which includes the number of iterations the arc is active, 
denoted as t _ xnonzero _lmij, the average reduce cost, denoted as avg_rcii and the average 
linear factors of each arc, denoted as avg_ cij . Thus, the arcs never visited are denoted as:
rJ = {(i, j) I t _ xnonzero _ lmii = 0} (18) 
The diversification function selects from q divno number of arcs that are not tabu active 
and with the least reduce costs into p , which is given as: 
/3 {(, ') I • (divno) { • • 01 } ( · ') & } = 1,1 mm avg _rcij ,l,J = , , . . .  ,n , 1,1 e q fr (19) 
Based on the concept of reduced cost, the linear factors of those trigger arcs in candidate 
list p are set as the average linear factor throughout the preceding iterations, avg_ cii , 
subtracted by the average reduced cost, while the linear factors of rest of arcs are set to 
the average linear factor of the preceding iterations. Therefore, the initial lineariztion 
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scheme for a new round of DSSP phase immediately after the diversification function is 
given as follows: 
c.� = {avg_ cij - avg_ rc9 if (i, j) e p
1J avg _ c ij Otherwise
(20) 
The computational experiment has shown that the incentive imposed on the trigger arcs is 
sufficient to make most inactive arcs enter basis in the following DSSP phase. After the 
linear factor update, the DSSP phase is activated again to solve the new set of linear 
approximations of the FCNFP. The process then invokes a new round of intensification 
iterations and then diversification iterations until the maximum iteration of diversification 
function is reached. Empirically, we set the maximum number of the diversification 
iteration to 20 as in most instances, the process found the best solution within 20 
iterations in our computational experiments. Note with the maximum number of 
intensification iteration set to 1 within a single diversification iteration, the total number 
of intensification iteration throughout the search process amounts to 20. 
Considering the fact that there are many more non-basic variables than basic variable in a 
basic feasible solution, we implement a tabu structure that the period of time the arcs are 
eligible to be selected into candidate list p is usually several times longer than the period 
of time the arcs are forbidden in the diversification function, namely, tm_max_lm < 
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tb _ max _Im. Yet the selection of tm _ max _Im and tb _ max _Im is empirical. We will discuss 
in more details in section 5 .2. 
4.4 Overall Procedures 
The detail procedures of the proposed heuristic is explained as follows: 
Phase 1: Let Z denote the best objective value obtained through the iterations to date, 
which in turn is the best solution the heuristic finds in the end, XiJ denote the variable 
value corresponding to the Z and Z _local denote the objective value of the current DSSP 
iteration. Initially set Z=oo, Xu = 0 and t_xnonzero_lmiJ = 0, tmu = 0, tbu = 0. Initiate the 
FCNFP problem by transform it into the linear approximation as described in (9). 
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Step 1: Solve the linear approximation; 
Step 2: Compute real objective value of the FCNFP, Z_local; 
Step 3: If Z _local < Z, 
1. Z =Z_local; xij = x_localij; 
11. if x _localij>0 and x JJreij=0, include (i, j) into the inspiration set ( ;
111. memorize the linear factors of the rest arcs, c; = cij ;
Step 4: Examine the variables in current solution: if x _localu> 0, 
1. t_xnonzero_shij = t_xnonzero_shij + 1;
11. t _ xnonezero _lmij = t _xnonzero _lmij + 1;
111. computing average reduce costs, avg_rcij;
Step 5: If the process reaches the maximum iterations o�. DSSP phase or there are 
same solutions in two consecutive iterations, go to phase 2; otherwise, 
update the linear factor in the objective function of the linear approximation 
according to (14). Go to step 2. 
Phase 2: Intensification Function 
Step 1: Set t_xnonzero_shij = O; 
Step 2: Examine the tabu status of the arcs with t_xnonzero_lm;p¢:. 0: 
1. If tbii = tb _max_ sh remove arc (i, j) from tabu set -r ;
11. If tmii = tm_max_sh add arc (i,j) into -r;
Step 3: Move the arcs in ( into the intensification candidate set a ; 
Step 4: Examine the rest arcs with t_xnonzero_shij "2!;.kl2: 
If arc (i, j) e -r . add arc (i, j) into a . tmii = tmii + 1; otherwise, tbii = tbii + 1. 
Step 5: If the process reaches the maximum iterations of intensification function, go 
to phase 3; otherwise, update the linear factor according to ( 15) and go to 
stepl of phase 1. 
Phase 3: Diversification Function (The size of /3 is denoted as divno.)
Step 1: Examine the tabu status of the arcs with t _ xnonzero _/mii '* 0: 
i. If tbii = tb _ max _Im remove arc (i, j) from tabu set -r ;
11. If tmii = tm _ max _Im add arc (i, j) into -r ;
Step 2: Examine the arcs with t_xnonzero_lmii = 0: 
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1. Find the arcs with 1st through (divno)th least reduced cost, avg_rcij among
the set of {(i,j} I (i,j) � i-} and sort them in the ascending order.
11. Move these arcs into the diversification set p . Set tmij = tmij + 1;
111. for those arcs which satisfy the least avg_rcij condition but e , , set tbij =
tbij + 1;
Step 3: If the process reached the maximum iterations of diversification function, 
stop; otherwise update the linear factor according to (20) and go to step 1 of 
phase 1. 
5. Computational Experiment
The computational experiment was designed to test the performance of the enhanced 
DSSP in solving FCNFP problems. The heuristic was evaluated by two criteria: solution 
quality and CPU time compared to the pure DSSP and CPLEX B&B. The enhanced 
DSSP, the pure DSSP and B&B method were implemented in C with callable library of 
CPLEX 7.0. 
The experiment was performed on a SunBlade machine with two 750 MHz 64-bit 
UltraSPARC-II processors and 1 GB of memory. The FCNFP problems are generated 
randomly in line with the convention of the difficult instances in the online OR test 
problem library. We set variable cost at a range of 1-10 and fixed charge about 20 times 
of the variable cost at a range of 200-250. 
5.1 Test Problems 
In the computational experiment, the test problems range from 50 nodes to 250 nodes 
with the density ranging from 10% to 50%, that is, number of arcs ranging from 245 
through 10973. The test problems were divided into three groups in terms of the network 
density. The problems in each group were further categorized into the types of problems 
with the different number of nodes. For each problem type, 6-12 test problems were 
randomly generated and solved. The design of the test problems is given in Table 1. The 
column ''Node" gives the number of the nodes in each test problem type. Let n denote the 
number of nodes of a test problem and d denote the density. The number of arcs in the 
column "Arc" is given as the integer part of the computation result of n x (n -1) x d. The 
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Table 1: Test problem groups 
Tested 
Group Node Density Arc problems Total in group 
so 245 12 
100 990 12 
150 0.10 2235 9 45 
180 3222 6 
210 4398 6 
50 613 12 
100 2475 9 
2 150 0.25 5588 6 39 
180 8055 6 
210 10973* 6 
50 0.50 1225 15 
100 4950 6 
•: B&B solved 6 problems out of7 test problems. For the problem B&B failed to obtained exact solution, 
it reported out of memory after running 191455.24s (53.18 hours). 
column ''Tested problems" gives the number of tested problems for each problem type. 
"Total in group" gives the total number of tested problems for each group. 
5.2 Parameters 
Six parameters need to be decided for the enhanced DSSP. They are: 
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• size of move set a for intensification function;
• number of times an arc being tabu in intensification;
• number of times an arc being move in intensification.
• size of move set for diversification function, p;
• number of times an arc being a tabu in diversification;
• number of times an arc being a move in diversification;
We designed a preliminary experiment to obtain some insight into the pure DSSP process 
in terms of active and non-active arcs. 5-10 problems were tested for each type of 
problem to find the average active and non-active arcs in the pure DSSP. The preliminary 
experiment studies the real solution environment of the pure DSSP that we want to 
further improve by the intensification and diversification functions in the enhanced 
DSSP. The average number of arcs ever active during the initial DSSP, arcs being active 
more than half of the initial DSSP time and arcs never active are shown in column I, II, 
ill respectively in Table 2. 
According to Table 2, the standard deviations in column I are fairly large compared to the 
averages because it has included a number of arcs that have been visited only few times 
Table 2: Activeness of the arcs in the initial DSSP phase 
I II III 
Problem Type Ever active during DSSP Active more than k/2 times Not active 
�node X density) Mean Std. Dev. Mean Std. Dev. Mean Std. Dev. 
50X0.10 23.33 44.43 6.50 1.52 220.67 43.45 
50x0.25 35.75 28.24 11.50 2.08 575.25 27.51 
50X0.50 434.25 64.24 25.50 1.29 790.25 64.69 
lOOxO.l 66.78 72.00 11.67 1.58 922.67 71.62 
lOOx0.25 524.60 242.48 25.80 5.36 1839.60 153.52 
lOOx0.5 1070.40 261.23 48.40 2.19 3879.60 261.23 
150X0.l 74.81 37.17 19.06 2.35 2158.94 36.57 
150x0.25 985.83 246.16 40.83 2.79 4551.00 268.22 
180X 0.1 257.33 258.97 24.08 3.42 2962.33 259.10 
180X0.25 1419.17 321.59 51.00 2.45 6617.83 318.32 
21oxo.1 793.67 287.06 28.00 2.76 3468.33 330.45 
210x0.25 1835.50 512.39 58.50 2.08 8856.25 573.31 
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(virtually infrequently visited) during the pure DSSP and according to our observation the 
number of such arcs varies with individual problem instances. Whereas, the standard 
deviations in column II are small compared to the averages. This indicates the DSSP 
visits a relatively constant number of arcs regardless of individual problem instance in 
each type of problems. We consider these arcs are the virtually frequently visited arcs in 
the initial DSSP. 
The purpose of intensification function is to create a search neighborhood that much 
resembles, yet slight diverts from the one in the latest improved-best solution for the 
DSSP phase to further search around the local optima. The slight diverting is realized by 
introducing frequently visited arcs into the original set from the improved-best solution. 
Therefore, those virtually infrequently visited should be excluded from the intensification 
candidate selection. We use the criteria oft_ nonzerox _ shii � k/2 in candidate selection in 
the intensification function. Let r denote the number of arcs with t_nonzerox_shii � k/2 in 
the DSSP phase immediately before the current intensification function and not 
belonging to the tabu set. Let s denote the number of arcs with flows changed from zero 
to positive values when the most recent improved-best solution occurred, which are 
stored in the aspiration set (. As a result, the size of a, denoted as intno is given as intno 
=r+s. 
For the setting of tb_max_sh and tm_max_sh, two sets of parameters were tested in the 
term of tb_max_sh: tm_max_sh = 1:2 and 2:1. In order to let the search process focus on 
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the frequent and good solution region, the large magnitude of difference between 
tb_max_sh and tm_max_sh as we used in tb_max_lm: tm_max_lm should not be used in 
the intensification function. 
The purpose of diversification function is to explore the regions in the solution space that 
have never been visited by the DSSP phases in the history. The setting of divno is only 
related with the number of inactive arcs in the first DSSP phase of the enhanced DSSP, 
denoted as m, because except the first DSSP phase still reflects the actual solution 
environment in the pure DSSP, the later DSSP phases in the enhanced DSSP are virtually 
distorted by the penalties and inducement purposely imposed during the 
intensification/diversification functions. The process counts m during the initial DSSP 
phase. It is obvious that size of the move set p, divno, increases as the problem size 
increases, so divno is set in terms of percentage of m. The settings of 2%, 5%, 10% and 
20% were tested. 
Column I and ill in Table 2 show that there are much more non-basic arcs than basic arcs 
in a problem. Therefore, we set tb_max_lm greater than tm_max_lm in the diversification 
function with tm _ max _Im fixed to 1. In the preliminary experiments, we also survey the 
numbers of arcs never visited after every diversification function directed DSSP phases. 
According to our observation, the reduced cost incentives were highly effective and 
almost all the arcs selected into p entered the basis in the following DSSP phase. 
Therefore, if let divno x tb _max_ Im � m with tm _ max _Im = 1, the process essentially 
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visits most arcs in the problem at least once. Consequently, we tested tb _ max _Im 
tm_max_lm at (mldivno) : l. Note when divno < 5% x m, tb_max_lm is greater than the 
preset diversification iteration, i.e. 20, which means some of the arcs will not be explored 
by any means by the end of the search process no matter whether tb _ max _Im is set to 20 
or any value greater than 20. Therefore, the maximum value of tb _ max _Im is 20. 
Realizing that giving opportunity to every unvisited arc does not necessarily produce 
good search neighborhood, we further examined the other two settings: (m/(2 x divno)) :1 
(e.g. 10:1 for 0.02m scenarios) and 1:1. 
Note that by selecting the arcs with t _ xnonzero _ shu >= k I 2 and 
divno x tb _max_ Im � m , those very inactive arcs which are purposely forced by the 
diversification function to enter the basis during the diversification directed DSSP phase 
and then are quickly dropped by that DSSP phase (because the DSSP does not justify the 
investment of the fix charges associated with these arcs and has to drop the flow on these 
arcs to zero ) in less than k/2 iterations will never have the opportunity to enter a or P
again in the rest search process. 
In summary, 18 initial scenarios with the full combination of the settings of afore 
mentioned six parameters were designed for the test problems for the experiment as 
shown in Table 3. According to the experiment, we found that some of the scenarios find 
inferior solutions all the time of the experiment. Therefore we eliminated these scenarios 
to simplify the experiment. The simplification is further discussed in section 5 .3. 
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Table 3: Initial experiment scenarios 
intno tb max sh : tb max sh divno tb max Im : tm max Im 
0.02m 
20:1 
10:1 
0.05m 
20:1 
10:1 
1:2 10:1 
0.lm 5:1 
1:1 
0.2m 5:1 
r+s 
1:1 
0.02m 
20:1 
10:1 
0.05m 
20:1 
10:1 
2:1 10:1 
0.lm 5:1 
1:1 
0.2m 5:1 
1:1 
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5.3 Solution Quality 
In order to give a rough idea of how the enhanced DSSP works, we include three graphs 
displaying the evolution of the solution over time for the pure DSSP and enhance DSSP, 
for one problem from each group (lO0x0.1, lO0x0.25 and lO0x0.5) with certain setting 
of intno, tb_max_sh, tb_max_sh, divno tb_max_lm, tm_max_lm, in figure 3, 4 and 5, respectively. 
The x-axis gives the iteration count, while the y axis gives the solutions value. The thick 
line represents the solution evolution path of the pure DSSP and the dotted line represents 
the evolution path of the enhance DSSP in each figure. 
From the graphs, we can see, intensification and diversification mechanisms work well. 
The short-term and long-term memory drive the search to find new, better solutions, even 
though diversification initially deteriorates the solution value significantly. For the 
difficult problem, in figure 3 and 4, the enhanced DSSP still outperform the pure DSSP. 
The intensification and diversification significantly improves the solution quality. These 
examples, typical of what might be observed over the entire problem set, emphasize the 
efficiency of the intensification and diversification functions in establishing good 
performance of the enhanced DSSP. 
Note in Figure 3, the enhanced DSSP identified its best solution at a very early stage. The 
following intensification/diversification iterations fall into a certain cycle pattern. We 
conjecture that this is because in the case, the diversification functions did not contribute 
productive search neighborhoods in the unvisited region. As a result, the search process 
returned to very similar neighborhoods in every time after the diversification function. 
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We adopted the relative errors to evaluate and compare the performances of the enhanced 
DSSP and the pure DSSP by comparing the solutions found by the two heuristics with the 
exact solutions found by B&B. The relative errors are given as follows: 
ERR _ (fvssp - f exact)DSSP - I' 
J exact 
ERR = ( f DSSP tabu - f exact )DSSP _ tabu I' 
J exact 
Initially, 60 problems (not those listed in Table 1) from the three density groups (28 
problems from group 1, 21 from group 2 and 11 from group 3) are tested under the 18 
scenarios in Table 3 to evaluate the efficiency of the long-term memory tabu setting in 
the enhanced DSSP, i.e. tb _ max _Im : tm _ max _Im in the pair of 20: 1 versus 10: 1 or 5: 1 
versus 1 :1 for 0.02m, 0.05m and 0.2m scenarios and in the trine of 10:1 vs. 5:1 vs. 1 :1 for 
0. lm scenarios. The comparison of the average ERRvssP _tabu is shown in Table 4. The
columns "20:1", "10:1", "5:1" and "1:1" give the average ERRvssP_tabufrom the 60 test 
problems with the ratio of tb_max_lm tm_max_lm set to 20:1, 10:1, 5:1 and 1:1 
respectively. 
Unanimously in all the scenarios, the better (best) performance occurred at the setting of 
tb _max_ lm � ml divno for 0.05m, 0.0lm and 0.2m scenarios and the setting of 
tb_max_lm = 20 for 0.02m scenarios. In addition, according to our observation during the 
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Table 4: Long-term memory tabu set performance 
(!b max sh, tm max sh, divno2 20:1 
(1, 2, 0. 02m) 0.013423 
(2, 1, 0.02m) 0.018621 
(1, 2, 0.05m) 0.010008 
(2, 1, 0.05m) 0.009057 
(1, 2, 0.lm) 
(2, 1, 0.Jm) 
(1, 2, 0.2m) 
(2, 1, 0.2m) 
10:1 
0.013423 
0.018621 
0.010110 
0.009413 
0.008000 
0.007865 
5:1 
0.008000 
0.007868 
0.010686 
:,,\:�½� .,.,, 
1:1 
0.008000 
0.008128 
0.011151 
0.012477 
experiment, no single problem under the other settings virtually outperformed the afore­
mentioned settings. 
Note in this experiment, the test problems for different rows are not necessarily same, so 
in Table 4, only the column-wise comparison makes sense in this evaluation. The row­
wise comparison does not represent a fair comparison of overall parameter settings. The 
aggregated evaluation of the performances of combined settings of the six parameters 
settings can be found in later discussion. 
Therefore, we eliminate the all-time-inferior settings of tb_max_lm : tm_max_lm from 
Table 3. The simplified 8 experiment scenarios (S 1-S8) of parameter settings are given 
in Table 5. The problems listed in Table 1 were tested on all 8 scenarios of parameter 
settings. The computational results and comparisons are also displayed by scenarios. 
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Table 5: Final experiment scenarios (S 1--S8) 
intno tb max sh : tb max sh divno tb max Im : tm max Im Scenario 
0.02m 20:1 81 
0.05m 20:1 S2 1:2 
0.lm 10:1 S3 
0.2m 5 :1 84 
r+s 
0.02m 20:1 85 
0.05m 
2:1 
20:1 86 
0.lm 10:1 87 
0.2m 5 :1 S8 
Table 6--8 indicate in the sparse networks, both the enhanced DSSP and the pure DSSP 
found good solutions. As the network density and size, particularly the density, increase, 
it becomes harder for both heuristics to find the exact solution and the solutions obtained 
by the two heuristics deteriorate slightly. Nonetheless, the mean relative errors of the 
solutions from the enhanced DSSP are still fairly stable as the problems become more 
difficult, changing from 0.00% to 1.48% in the best scenarios and 0.00% to 1.82% in the 
worst scenarios, while the relative errors for the pure DSSP increase relatively dramatic, 
from 0.05% to 3.50%. Furthermore, based on the average relative errors, the 
improvements in solution quality of the enhanced DSSP over the pure DSSP in the best 
scenarios (S 1--S8) and worst scenarios for each type of problems are shown in Table 9. 
Columns "Si" represents the scenarios in the enhanced DSSP that the least/most relative 
errors appear. Columns "Qual. Imp." represents the percentage o� solution quality 
improvements by comparing the mean relative errors of the enhanced DSSP, denoted as 
ERRt1ssp_1abu and the mean relative errors of the pure DSSP for each problem type, 
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Table 6: Relative errors of problems in group 1 
Problem DSSP DSSP Tahu 
Type 
{# ofarcs}Number Mean Min Max Exact Scenario Mean Min Max Exact 
S1 0.0000 0.0000 0.0000 12 
S2 0.0000 0.0000 0.0000 12 
S3 0.0000 0.0000 0.0000 12 
50x0.l 
12 0.0005 0.0000 0.0063 11 
S4 0.0000 0.0000 0.0000 12 
(245) S5 0.0000 0.0000 0.0000 12 
S6 0.0000 0.0000 0.0000 12 
S7 0.0000 0.0000 0.0000 12 
S8 0.0000 0.0000 0.0000 12 
Sl 0.0148 0.0000 0.0538 6 
S2 0.0148 0.0000 0.0538 6 
S3 0.0148 0.0000 0.0538 6 
lOOx0.1 
12 0.0163 0.0000 0.0550 4 
S4 0.0148 0.0000 0.0538 6 
(990) S5 0.0148 0.0000 0.0538 6 
S6 0.0148 0.0000 0.0538 6 
S7 0.0148 0.0000 0.0538 6 
S8 0.0148 0.0000 0.0538 6 
S1 0.0122 0.0000 0.0643 5 
S2 0.0104 0.0000 0.0480 5 
S3 0.0096 0.0000 0.0643 6 
150x0.1 
9 0.0125 0.0000 0.0650 4 
S4 0.0055 0.0000 0.0228 5 
(2235) S5 0.0117 0.0000 0.0650 5 
S6 0.0106 0.0000 0.0498 5 
S7 0.0055 0.0000 0.0228 5 
S8 0.0104 0.0000 0.0480 5 
S1 0.0130 0.0000 0.0315 2 
S2 0.0130 0.0000 0.0315 2 
S3 0.0130 0.0000 0.0315 2 
180x0.l 
6 0.0155 0.0000 0.0375 
S4 0.0130 0.0000 0.0315 2 
(3222) S5 0.0101 0.0000 0.0315 2 
S6 0.0095 0.0000 0.0315 2 
S7 0.0095 0.0000 0.0315 2 
S8 0.0102 0.0000 0.0315 2 
S1 0.0142 0.0000 0.0254 1 
S2 0.0142 0.0000 0.0254 1 
S3 0.0142 0.0000 0.0254 1 
210x0.l 
6 0.0175 0.0077 0.0285 0 
S4 0.0142 0.0000 0.0254 1 
(4398) S5 0.0133 0.0000 0.0254 1 
S6 0.0142 0.0000 0.0254 1 
S7 0.0153 0.0067 0.0254 0 
S8 0.0142 0.0000 0.0254 
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Table 7: Relative error of problems in group2 
Problem DSSP DSSP Tahu 
Type 
{# of arcsl Number Mean Min Max Exact Scenario Mean Min Max Exact 
S3 0.0040 0.0000 0.0280 8 
S4 0.0040 0.0000 0.0280 8 
50x0.25 12 0.0112 0.0000 0.0643 5 S5 0.0040 0;0000 0.0280 8 (613) S6 0.0040 0.0000 0.0280 8 
S7 0.0041 0.0000 0.0280 8 
S8 0.0041 0.0000 0.0280 8 
S3 0.0170 0.0000 0.0435 1 
S4 0.0169 0.0000 0.0435 1 
lOOx0.25 9 0.0350 0.0000 0.1312 1 S5 0.0150 0.0000 0.0416 2 (2475) S6 0.0117 0.0000 0.0344 2 
S7 0.0149 0.0000 0.0357 
S8 0.0130 0.0000 0.0344 1 
Sl 0.0141 0.0000 0.0332 1 
S2 0.0155 0.0000 0.0332 1 
S3 0.0138 0.0000 0.0332 
150x0.25 6 0.0236 0.0032 0.0335 0 S4 0.0136 0.0000 0.0332 1 (5588) S5 0.0154 0.0000 0.0313 1 
S6 0.0137 0.0000 0.0332 1 
S7 0.0127 0.0000 0.0332 1 
S8 0.0144 0.0000 0.0332 1 
S1 0.0132 0.0031 0.0248 0 
S2 0.0131 0.0031 0.0248 0 
180x0.25 6 0.0177 0.0047 0.0377 0 S3 0.0123 0.0006 0.0272 0 (8055) S4 0.0117 0.0031 0.0248 0 
S5 0.0144 0.0031 0.0269 0 
S6 0.0145 0.0031 0.0281 0 
S1 0.0170 0.0080 0.0260 0 
S2 0.0178 0.0080 0.0287 0 
210x0.25 S3 0.0188 0.0080 0.0258 0 
(10973) 6 0.0246 0.0080 0.0417 0 S4 0.0193 0.0080 0.0258 0 
S5 0.0187 o:·0080 0.0258 0 
S6 0.0194 0.0080 0.0258 0 
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Table 8: Relative error of problems in Group3 
Problem DSSP DSSP Tabu 
Type 
(# of arcs) Number Mean Min Max Exact Scenario Mean Min Max Exact 
Sl 0.0171 0.0021 0.0351 0 
S2 0.0167 0.0021 0.0351 0 
S3 0.0159 0.0021 0.0311 0 
50x0.5 S4 0.0167 0.0021 0.0350 0 
(1225) 9 0.0228 0.0088 0.0403 0 
S5 0.0169 0.0064 0.0281 0 
S6 0.0173 0.0021 0.0351 0 
S7 0.0132 0.0021 0.0350 0 
S8 0.0182 0.0064 0.0351 0 
Sl 0.0195 0.0000 0.0391 1 
S2 0.0208 0.0000 0.0370 1 
l00x0.5 S3 0.0186 0.0000 0.0365 1 
6 0.0218 0.0000 0.0416 1 
(4950) S4 0.0152 0.0000 0.0365 1 
S5 0.0176 0.0000 0.0365 1 
S6 0.0166 0.0000 0.0365 1 
Table 9: Solution quality improvement by the enhanced DSSP over the pure DSSP 
Best Scenario Worst Scenario 
Oro� T�e Si Qual. Imp.(%} Si Qual. Imp. 
50x0.1 Sl-S8 100 S1-S8 100 
l00x0.1 S1-S8 9.0 S1-S8 9.0 
1 150x0.l S4,S7 55.9 S1 2.3 
180x0.l S6,S7 38.7 S1-S4 16.1 
210x0.l S5 24.4 S7 12.9 
50x0.25 S3-S6 64.7 S7-S8 63.5 
l0Ox0.25 S6 66.7 S3 51.5 
2 150x0.25 S7 46.1 S2 34.6 
180x0.25 S4 34.1 S6 18.0 
210x0.25 S1 31.0 S6 21.3 
3 50x0.5 S7 42.0 S8 20.1 
l00x0.5 S3 30.2 S2 4.4 
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denoted as ERRdssp, i.e., the "Qual. Imp." is computed as: 
ERR dssp - ERR dssp _ tabu 
ERRdssp 
Based on the fact that all 8 scenarios are tested for each problem in group 1, we find that 
scenarios with the larger divno numbers, i.e., the larger size of move sets in the 
diversification iterations, usually find no-worse solutions than those with smaller divno
for group 1 problems. The possible reason is that in the cases where the larger divno
scenarios produce better solutions, diversification makes final contribution to the ultimate 
best solution in the enhanced DSSP and the network sparsity in this group of problems 
requires larger number of trigger arcs to virtually divert the search to unvisited regions, 
including the one that finds the ultimate best solution. 
As a general trend, the higher the network density is, the less important roles the 
scenarios play in the enhanced DSSP for finding good solutions. For example, in group 1, 
the percentages vary largely from best scenarios to worst scenarios, while in group 2, we 
don't see such large variation. The conjecture of this trend is that there is less interaction 
among the arcs in a sparse network. Thus, new modified neighborhoods produced by 
intensification of diversification with different scenarios tend to be isolated from one 
another, which hence can produce larger variation of the performance of the following 
DSSP phase in different scenarios. Nevertheless, in a dense network, such isolated 
neighborhoods are very rare due to the complex interactions among the neighborhoods 
which are more likely to mingle with one another during the search process. Hence, less 
performance difference can be seen for different scenarios. 
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The improvement in solution quality of the enhanced DSSP over the pure DSSP is, in the 
main, over 20% in the best scenarios and over 10% in the worst scenarios. Moreover, the 
larger the problems become, the more substantial improvement is obtained from the 
enhanced DSSP. We do believe this is a substantial improvement, because given the 
problem of increasing supply chain network size and meanwhile decreasing profit 
margins faced most firms are now facing in the today's global economy, these savings in 
costs can make many business much more profitable without greatly sacrificing the 
decision time as they have to by the B&B method. The enhanced DSSP improves the 
solution quality of the pure DSSP, yet maintains the simplicity of the pure DSSP in 
computation. 
From Table 6-8, we also find that the enhanced DSSP with tabu search scheme obtained 
exact solutions either as often as, or more frequently than the pure DSSP. Among the 
suboptimal problems in pure DSSP, the enhanced DSSP usually obtained solutions with 
smaller relative errors than the pure DSSP or even an exact solution is found by enhanced 
DSSP. Table 10 shows by group the performance of the pure DSSP and enhanced DSSP 
in the sub-optimal situation. The total number of tested problems in each type is given in 
the column "Tested", the number of problems for which the pure DSSP obtained sub­
optimal solutions in "Sub-optimal" and the number of problems with better solutions by 
the enhanced DSSP in "Improved by DSSP _Tahu." The column "Ratio" represents the 
percentage of the sub-optimal instances for which the enhanced DSSP obtains better 
solutions than the pure DSSP. Also a subtotal percentage is given at the bottom of each 
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Table 10: Sub-optimal problems 
Improved by 
Grou:e Problem Type Tested Sub-optimal DSSP Tabu Ratio{%} 
50x0.l 12 1 1 100.00 
lO0x0.1 12 8 3 37.50 
150x0.l 9 5 4 80.00 
180x0.l 6 5 5 100.00 
210x0.1 6 6 4 66.67 
Group subtotal 68.00 
50x0.25 12 8 6 75.00 
l00x0.25 9 8 7 87.50 
2 150x0.25 6 6 6 100.00 
180x0.25 6 6 6 100.00 
210x0.25 6 6 5 83.33 
Group subtotal 88.24 
50x0.5 9 9 8 88.89 
3 lO0x0.5 6 5 4 80.00 
Grou;e subtotal 85.71 
group. From this table, we can see that the enhanced DSSP becomes increasingly 
effective compared with the pure DSSP when the problems grow denser and larger. The 
density usually has more influence on the performance than the number of arcs. 
5.4 CPU Times 
Let Tb&b, T dssp, Tdssp _tabu represents the CPU times in seconds used by the CPLEX B&B, 
the pure DSSP and the enhanced DSSP, respectively. In Table 11-13, we show the mean, 
maximum and minimum of Tb&b, Tdssp, Tdssp_tabu of the same test probleJ?S from Table 6-8 
in each problem type. 
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Table 11 : CPU time for group 1 
Problem TMh{s} 
(# of arcs) Mean Max Min 
50x0.1 0.39 3.88 0.04 (245) 
l00x0.l 1.82 6.39 0.33 (990) 
150x0.l 11.57 24.89 5.58 (2235) 
180x0.l 64.70 257.99 10.81 (3222) 
210x0.l 1955.08 7124.66 467.87 (4398) 
Ttbm {s} 
Mean Max Min 
0.02 0.12 0.00 
0.09 0.37 0.02 
0.33 0.65 0.10 
3.51 9.48 0.19 
18.62 36.58 7.51 
Scenario 
SI 
S2 
S3 
S4 
S5 
S6 
S7 
S8 
SI 
S2 
S3 
S4 
S5 
S6 
S7 
S8 
S1 
S2 
S3 
S4 
S5 
S6 
S7 
S8 
S1 
S2 
S3 
S4 
S5 
S6 
S7 
S8 
SI 
S2 
S3 
S4 
S5 
S6 
S7 
S8 
r._ .{sl
Mean Max Min 
0.43 3.28 0.03 
0.43 3.28 0.03 
0.45 3.45 0.03 
0.45 3.45 0.02 
0.46 3.45 0.03 
0.45 3.44 0.03 
0.59 4.49 0.03 
0.59 4.48 0.04 
1.00 1.81 0.51 
0.94 1.57 0.40 
1.28 1.65 0.88 
1.17 1.58 0.73 
1.99 3.94 1.32 
1.66 2.08 1.21 
3.09 8.84 1.68 
2.50 4.16 1.69 
2.78 4.83 1.58 
3.05 6.71 1.79 
7.42 15.84 4.40 
7.11 11.78 4.67 
11.04 18.76 7.25 
12.35 20.89 7.27 
12.86 17.57 9.92 
12.90 17.95 8.80 
36.11 167.99 4.64 
35.64 168.08 4.59 
45.31 173.49 10.67 
49.70 173.19 10.57 
78.92 215.06 16.93 
62.17 174.77 16.89 
84.82 176.79 20.87 
68.79 173.16 15.91 
199.26 446.02 18.63 
274.56 549.16 18.19 
216.12 460.04 55.92 
217.11 471.13 62.14 
222.37 458.49 31.62 
232.69 489.69 33.89 
266.00 522.42 53.18 
280.04 515.00 121.58 
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Table12: CPU time for group 2 
Problem Tb&b{s) 
(# of arcs) Mean Max Min 
50x0.25 
0.63 1.93 0.15 (613) 
lO0x0.25 
49.33 176.04 11.53 (2475) 
150x0.25 
6087 .03 18366.12 25.47 (5588) 
180x0.25 
9765.63 35910.00 1769.50 (8055) 
210x0.25 128507.66409230.42 581.00 
(10973) 
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Tdua {s) 
Mean Max Min 
0.04 0.08 0.01 
3.68 9.52 0.95 
33.99 43.18 21.55 
91.41 155.66 19.22 
205.79 318.09 79.19 
Scenario 
S3 
S4 
S5 
S6 
S7 
S8 
S3 
S4 
S5 
S6 
S7 
S8 
S1 
S2 
S3 
S4 
S5 
S6 
S7 
S8 
S1 
S2 
S3 
S4 
S5 
S6 
Sl 
S2 
S3 
S4 
S5 
S6 
T <ll.111. lllla! { s} 
Mean Max Min 
0.84 1.22 0.18 
0.77 1.21 0.18 
0.85 1.22 0.19 
0.85 1.22 0.19 
1.10 1.58 0.24 
1.07 1.58 0.25 
35.22 90.68 10.64 
33.85 79.70 12.56 
33.44 83.52 12.53 
39.46 91.82 13.79 
42.24 93.56 13.26 
35.10 64.02 15.74 
311.41 465.51 150.88 
315.19 679.34 93.75 
456.48 824.31 186.04 
422.91 612.10 257.47 
462.39 626.57 183.25 
451.59 536.92 347.47 
528.63 736.19 345.09 
448.99 653.14 276.71 
669.13 1380.43 114.36 
745.78 1832.22 144.75 
941.22 1444.66 326.14 
1030.01 2133.89 342.06 
1167.92 1959.62 471.61 
1079.43 2072.42 320.96 
479.65 995.83 232.50 
517.92 1096.67 216.94 
1290.45 1995.16 599.25 
929.67 1580.14 410.12 
1036.26 1562.37 344.51 
1069.82 1581.59 344.67 
Table13: CPU time for group 3 
Problem TIMlb(s) 
(# of arcs) 
Mean Max Min 
50x0.5 
(1225) 
222.48 1070.97 8.05 
lOOx0.5 
(4950) 
1286.08 4113.58 268.25 
Tt1m, (s) 
Mean Max Min 
1.20 2.11 0.60 
22.01 43.24 2.43 
Scenario 
S1 
S2 
S3 
S4 
S5 
S6 
S7 
S8 
S1 
S2 
S3 
S4 
S5 
S6 
r.,, tabu{s) 
Mean Max 
13.82 32.52 
10.44 21.46 
12.36 21.32 
12.80 21.52 
17.69 38.42 
12.34 31.22 
17.34 50.18 
15.57 51.54 
185.23 383.26 
166.06 385.50 
240.20 461.08 
197.01 432.06 
230.32 404.21 
263.05 514.94 
Min 
2.73 
4.99 
3.07 
2.28 
4.84 
4.88 
5.46 
4.20 
27.09 
26.23 
88.00 
90.54 
107.20 
121.14 
The CPU times used by B&B increase exponentially as both the problem size and the 
network density increases. For the problems with similar sizes (e.g. 150x0.l with 2235 
arcs and lO0x 0.25 with 2475 arcs), the ones with higher density are more difficult for 
B&B to solve. When the numbers of arcs of the problems are close to/exceed 5000, the 
ones with high density of 0.25 and 0.5 become particularly hard for B&B and it becomes 
impractical to apply B&B. In addition, there are large variations in the CPU times 
required by B&B to find the exact solutions. One extreme case is that B&B used 113.68 
hours (about 5 days and nights) to solve a test problem in the 210x0.25 problem type. By 
contrast, the pure DSSP and the enhanced DSSP used much les� CPU time. Although, the 
enhanced DSSP used more CPU time than the pure DSSP, considering the solution 
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quality improvement and the magnitude of increased CPU time (only 10-20minutes more 
than the pure DSSP, yet hours or even days less than B&B), we perceive the enhanced 
DSSP very competitive in solving FCNFP problems. 
Another noteworthy fact is that the CPU time increases in the enhanced DSSP as the size 
of move set, i.e., divno, increases. This is especially true for larger problems. As we 
discussed in the solution quality, in larger problems, the influence of different parameter 
setting scenarios S 1--S2 becomes insignificant. Therefore, in larger problems, we 
recommend to use smaller divno to save the CPU time, still with good quality solutions. 
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6. Conclusions
In this thesis an enhanced DSSP algorithm with tabu search scheme is presented for 
solving FCNFP problems. The heuristic integrates the DSSP and intensification and 
diversification functions based on short-term and long-term memory, respectively. The 
short-term memory based on recency, quality and frequency are used in the 
intensification function in selecting candidate arcs, while the concept of reduce cost and 
long-term memory based on recency and infrequency are used in the diversification 
function in selecting candidate arcs. These arcs are then treated as trigger arcs, which are 
imposed incentive in liearizing their dynamic slope scaling factors (linear factors) and 
hence lead the DSSP search process deepen or broaden the search for better solutions. 
Computational experiments performed on a large and diverse set of problem instances 
have shown the effectiveness of the enhanced DSSP compared with the pure DSSP and 
B&B in terms of solution quality and CUP times. The enhanced DSSP approach has 
higher solution quality than the pure DSSP and less computation time than B&B. 
For the real world problems, the B&B approach may be used if the problem is not too 
complex (small number of nodes and low density). If the problem is too difficult to solve 
exactly, heuristic methods must be employed. The computational experiments have 
demonstrated that the proposed heuristic is competitive in solving larger difficult 
problems. In this case we suggest to use two or three scenarios (S 1-S 12) to attack the 
same problem since no single scenario is guaranteed to find better solutions in all cases. 
Of course, the best solution obtained by the proposed heuristic can serve as the upper 
bound of the exact algorithm in finding the optimal solution, which will drastically 
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decrease the search time of exact solution. The further research can be performed on this 
issue. 
It is also interesting to continue the research on the setting of different tabu scheme. 
Some of the areas of interest may be: different aspiration criteria, different candidate 
selection criteria in the diversification area, different tabu memory dimensions other than 
frequency and quality, and different tabu tenures. Further research may also be performed 
to identify the contribution of intensification function, diversification function and the 
interaction of these two functions in finding the best solution by the enhanced DSSP. 
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