The work we present in this paper focuses on understanding the propagation of flu-like infectious outbreaks between geographically distant regions due to the movement of people outside their base location. Our approach incorporates geographic location and a transportation model into our existing region-based, closed-world EpiGraph simulator to model a more realistic movement of the virus between different geographic areas. This paper describes the MPI-based implementation of this simulator, including several optimization techniques such as a novel approach for mapping processes onto available processing elements based on the temporal distribution of process loads. We present an extensive evaluation of EpiGraph in terms of its ability to simulate large-scale scenarios, as well as from a performance perspective.
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Introduction
We live in a world that is rapidly becoming predominantly urban and highly connected-virtually and physically. Transportation networks whose original role was simply to connect isolated regions are now serving a new purpose; to connect them faster and more reliably. The emergence of a mobility network that is more strongly connected, and in which more people migrate towards the nodes from rural areas, creates a big vulnerability to contagious threats. It is not just a matter of the area of dissemination, but also of prop- [1, 2] . Understanding the patterns that viruses, such as influenza, follow when they propagate among the population of widely-spread geographic regions is fundamental for an agile response of public health authorities.
Our epidemiological simulator (EpiGraph) can predict the evolution of infections over short to medium time frames within single urban areas and was validated against the data from the 2004-2005 New York State Department of Health Report [3] . It is implemented as a scalable, fully distributed application based on MPI. The simulator we are describing in this paper is an extension of the original EpiGraph that overcomes the limitations coming from the assumption of a closed world, where new individuals could not be introduced. To do this we capture the introduction of a virus in a population at different times and by individuals that travel between urban regions-and which, voluntarily or not, get in contact with the local population. Modeling this type of contacts is crucial to understand the effect that travel and commute have on the evolution of epidemics at a global level.
The original contributions of this paper are (1) an extension of EpiGraph which enables an efficient simulation of virus propagation between arbitrarily far apart urban areas interconnected via transportation networks, and (2) a set of several performance optimization methods complete with a thorough analysis of their effect of EpiGraph's performance. We describe how we partition data efficiently to exploit data locality, how we optimize the communications, and finally we introduce a process-to-processor mapping technique which brings significant performance improvements. We also present an experimental evaluation of EpiGraph when simulating 92 urban regions in Spain consisting of 21,320,965 inhabitants. The results show that we can scale our simulations to run efficiently over large areas.
The rest of the paper is organized as follows. Section 2 discusses the related work. Section 3 summarizes the main features of EpiGraph, including the transportation model that captures the spatial transmission of flu-like infectious diseases between cities. Section 4 discusses the parallel implementation of EpiGraph and includes an efficient process-to-processor mapping algorithm. Results and performance evaluation are presented in Section 5. Section 6 concludes the paper.
Related work
Epidemiological simulators have become a powerful tool for understanding and predicting the dynamics of the propagation of infectious diseases.
The dynamics of infectious diseases are usually modeled using stochastic or deterministic compartment models. This simplest such model for influenza is the classic Susceptible-Infectious-Recovered (SIR) epidemic model [4] . The SIR model considers that the population is divided into a set of groups according to the health state of the individual. Two approaches are most popular to simulate the spreading of the infection throughout a population:
using a deterministic mathematical model based on differential equations, or using a social contact network-based model.
Simulators based on the deterministic approach [5, 6] use a set of differential equations to model the process by which individuals pass between the different stages of the infection. These models assume that the population is homogeneously mixed and the social contacts are highly structured-an unrealistic assumption. In reality, each individual has specific interaction patterns and the contacts between the individuals within a social contact network are unstructured. This makes the interconnection network be heterogeneous [7, 8] .
The propagation dynamic of infectious diseases is tightly related to the structure and the characteristics of the network of connections between the individuals within a population [9, 10] . For this reason, epidemiological simulators based on social contact network models are becoming increasingly more popular. These simulators model the evolution of the epidemics as a stochastic process in which the movement of the individuals between the infectious stages is driven by probabilistic variables.
Several works have studied the implications of the social contact network on the spreading of epidemics [11, 12] . One of their shortcomings is that they do not consider propagation at a global level, but rather consider a restricted number of urban regions. In case of an epidemic outbreak the results provided by the epidemiological simulator are critical during the first days, when the quality of decision making is vital. A simulator must therefore be able to efficiently handle highly detailed simulations and process huge amounts of data in a timely manner-which requires high computational power.
EpiFast [13] is an MPI-based simulator which implements an SIR-like model for simulating the evolution of epidemics in heterogeneous social contact networks. These contact networks are generated randomly and do not use either demographic nor geographic information. The parallel implementation of EpiFast is based on the master-slave model, which makes the communications more complex and reduces the scalability of the algorithm when executing on many processors. FluTE [14] is an individual-based simulation model for Influenza. The hierarchical structure of communities within the population is based on data extracted from the census. The social contacts within each community are randomly generated as uniformly mixing groups. FluTE is able to simulate large-scale scenarios and implements a transportation model based on information extracted from the air traffic routes in the U.S. The complexity of their MPI-based parallel algorithm increases non-linearly with the community size, which reduces the performance of FluTE for large-scale scenarios.
EpiSimdemics [15] is an epidemiological simulator which implements an efficient MPI-based parallel algorithm to simulate very large populations of up to 100 million people, although it requires massive computing resources to do so. The population is modeled based on demographic data extracted from the census. It does not consider a transportation model. In contrast, EpiGraph requires lower computing resources to simulate large-scale scenarios with a more sophisticated epidemic model and a more realistic social model which captures the transmission of an infection across different urban regions due to the movement of the population.
InFlusim [16] implements an extension of the SEIR compartmental model which includes hospitalization and home confinement. InFlusim is a deterministic model that does not take into account individual characteristics or spatial distribution of the population. The Centers for Disease Control and Prevention of United States offers a set of tools for pandemic simulationsFlu Preparedness [17] -which includes CommunityFlu. This tool performs simulations at individual level for influenza propagation over a community of 2,500 persons and it is able to model the effect of different interventions like vaccinations, school closings, and patient isolation. A similar approach can be found in [18] , where stochastic models are used to evaluate the effects of school closings and reductions in contacts of ill persons by means of confinement. EpiGraph follows a similar approach to these two tools, but it has the advantage of considering larger communities modeled from actual social networks and connected by both long and short-range transportation.
The GLEaMviz tool [19] is a software that is able to simulate the spread of epidemics at large scale. GLEaMviz employs a stochastic SEIR compartmental model in combination with a metapopulation approach based on simulat-ing a collection of groups interconnected by transportation. The simulation granularity is by groups of individuals with a resolution of approximately 25x25 kilometers. The geographical extension of each group is determined by applying Voronoi decomposition techniques and it is given a value based on census data. Epidemic propagation occurs differently within groups and between groups, inter-group dissemination happening due to travel using both short and long-range transportation.
STEM [20] is an open source project for modeling the spread of infectious diseases using a metapopulation approach. Its modular structure includes different disease models like seasonal Influenza [21] , malaria [22] , and dengue fever. In [21] STEM is used to simulate the seasonal influenza using the SIR(S) compartmental models with a seasonally modulated transmission coefficient. This tool is supported by an open community of contributors and considers spatially structured populations and transportation effects obtained from GIS data sets. STEM does not consider single individual characteristics but rather works with groups at the granularity of US counties.
A similar approach is follower in GEM [23] , which implements an extended SEIR stochastic model (including non-susceptible states) and simulates the effect of an influenza outbreak on the major cities in the world taking into account different travel restriction levels and vaccination policies. All these tools based on a metapopulation approach are able to perform large scale sim- tion. In contrast, EpiGraph considers individual characteristics, their related connections, and the traveling patterns between different regions.
EpiGraph structure
EpiGraph is designed as a scalable tool which simulates the propagation of influenza in scenarios that cover extended geographic areas. EpiGraph consists of three main components: the social model-based on the contact network of the individuals in a population-, the epidemic model, and the transportation model-which captures the movement of individuals between different regions-. The following sections describe in detail each one of these models, as well as the simulator implementation.
The social interconnection model
The social interconnection model is represented via an undirected connection graph that captures heterogeneity features at the level of both the individual and each of his interactions. Each individual is represented as a node and has specific characteristics such as age, gender, race, and occupation. We represent the interactions with edges which capture a timedependent interaction between two individuals. Social interaction patterns are modeled using real information extracted from on-line social networks.
We use real demographic information obtained from the National Institute of Statistics of Spain [24] to represent the characteristics of the individuals and communities. The basic community is the group. A group is a collection of individuals connected by one of the following relationships: school-age children and students, workers, stay-home parents, and retired individuals.
We use the Albatross [25] algorithm to generate each group by sampling the graphs obtained from Facebook and the Enron email corpus. The graph extracted from the Enron database consists of 70,578 nodes and 312,620 edges and is used to model worker and retired groups. Facebook has 250,000 nodes and 3,239,137 edges and is used for school and stay-home groups. Figure 1 shows an example of these graphs as well as a fraction of the social graph.
Arrows labeled 1 show two groups from the social graph that are generated by sampling Facebook and Enron graphs. Note that the sampling algorithm generates different group patterns and sizes every time that it is applied.
In addition to the interactions within a given group we represent interactions between members of the same family and between individuals of different groups. These reflect the fact that at different times individuals may interact with each other in different environments: during work, at home, during leisure time, or via spontaneous contacts. Additionally, we consider the changes in the time patterns during the weekends and holidays. For instance, a given percentage of the companies (work connections) are not active on these days. We use the values of the social graph to code the type of connection. Each of these kinds of interactions is assigned to a specific daily time frame depending on the schedule for the main activity, leisure, and family time. Arrows labeled 2 in Figure 1 show the active edges for different times for a social graph portion. This approach allows us to store in the same connection graph different types of interactions which became active at different times of the day.
The epidemic model
The epidemic model is specific to the infectious agent under study, in our case, the Influenza virus. We start from the SEIR epidemic model [26] , a variation of the classic SIR model [4] that takes into account an additional state (E, exposed) representing the latent phase. We extended the SEIR model to include additional states such as asymptomatic, dead, and hospitalized [27] . The hospitalized state is important when simulating realistic cases where this may be needed and the cost associated with this measure must be predicted. We consider that the infective period consists of three phases with different characteristics: (1) The time an individual spends in a given state is generated following a normal distribution based on the model parameters from the existing literature [29, 30, 31, 28] . Each individual will be assigned a different time, generated based on a normal distribution. Table 1 The algorithm that computes the dissemination of the infectious agent is shown in Algorithm 2. For every infected individual l, the algorithm selects all individuals that he is connected to at this time (L1). For each one of those in the susceptible state, the probability that they will get infected is given by the EvalInf ection function (L3). This probability depends on the basic reproduction number of the infected individual, the type of connection,
Algorithm 1 UpdateStatus function for state transition of infected individuals.
Input: (l, status n , parameters(l)) where l is the considered individual, status n contains characteristics and health status of each individual of the nth urban region; and parameters(l) are parameters of the epidemic model for individual l. Output: (status n (l)) updated status of lth individual.
1: if status n (l) is not Susceptible then
if EvalT ransition(parameters(l)) is T rue then Input: (l, social n , status n , parameters(l)) where l is the considered individual, social n is the set of graphs describing the social network of the nth urban region; status n contains characteristics and health status of each individual of the nth urban region; and parameters(l) are parameters of the epidemic model for individual l. Output: (status n ) where updated status of individuals.
1: if status n (l) is Inf ected then 2:
for each individual i ∈ Connections do
4:
if status n (i) is Susceptible && EvalInf ection(parameters(l)) is T rue then
5:
status n (i) = P rimary latent A useful feature of EpiGraph is that it is possible to evaluate the effect of intervention strategies-such as vaccination, school closing, and social 
The transportation model
The transportation model reflects the movement of people between cities for work, study, or vacation, and it is based on the gravity model proposed by Viboud et al. [2] . The number of individuals ∆P i,j who move between locations i and j depends on the population size at both locations (P i and P j ), as well as the distance between them (d i,j ). Equation 1 applies for travel distances of less than 120Km-which reflects the daily commute of students and workers to neighbouring cities. Equation 2 applies for the long-distance commute of workers that need to reside at a different location for several days in a row. Additionally, we consider people from any group type that move at any distance for several days for vacation purposes. Once the volume of intercity commuters is calculated, we randomly select individuals from specific group types within the populations and move them for a specific period of time to other locations. In our experiments, of the short distance commuters, 85% are workers and 15% are students; for the long-distance commuters the percentages are 50% workers, 30% students, 15% retired individuals, and 5% unemployed people.
The geographical information that EpiGraph takes into account includes latitude, longitude, and distance between urban regions, and was extracted from the Google Maps web service using the Google Distance Matrix API [32] .
Although this work simulates urban regions that are spatially co-located within the same country, EpiGraph can be used to simulate very large-scale scenarios in which regions spawn different countries or continents.
The EpiGraph algorithm
Algorithm 3 shows the pseudocode of EpiGraph's simulator [33] . for each region n ∈ regions do 3:
for each individual l ∈ social n do 4:
U pdateStatus(l, status n (l), parameters(l))
5:
if status n (l) is inf ectious then
6:
ComputeSpread(l, social n , status n , parameters(l)) Interventions(status n ) 10: for each region m ∈ urban regions, (m = n) do
11:
T ransportation(social m , social n , distance m,n )
12:
end for matrix. An individual will more probably infect another individual of the same group based on the fact that there is a higher probability that they can come in close vicinity. As a consequence of our storage schema-which uses a block partition of the graph and assigns consecutive blocks of the sparse matrix to the same process-this individual is stored in a memory location close by. This fact allows us to exploit spatial data locality.
Communications
ComputeSpread and T ransportation in Figure 3 
Load balancing and process mapping
An effective process mapping needs to balance the workload of the application between the MPI processes. We consider each of the n c cores of every compute node to be independent processing elements (PE) with the same performance. We balance the workload both at the internal level of each urban region (intra-region level), as well as at the top level of the simulation (inter-region level).
To balance the workload at intra-region level we take into account the workload of each region and the available computing power of the platform.
We calculate the relative computing power (in F LOP S) of the PEs and the load (in F LOP ) associated to each region. The relative computing power of the PEs is evaluated by running an offline microbenchmark. The load associated with each city is estimated using PAPI performance counters [34] and taking into account the population size and the number of contacts within each region. Using these values, we assign a given number of FLOP to each PE. As a result, large regions are divided over several processes while small regions can be fully executed on a single process. At the inter-region level we balance the computation by mapping the processes involved in the execution to the available PEs. Due to the dynamic computational load and irregular computation pattern of EpiGraph, finding an efficient mapping for a multicore cluster is not trivial. The key factor for propagating the infection beyond city boundaries is the transportation model, and cities with more traveling individuals have bigger chances of being infected. This probability is higher for cities located at less than 120Km from infected cities (short-distance transport) and for large populated areas (long- resources. In addition, this matrix also quantifies the amount of combined load, which is proportional to the aggregated computation intensity of both processes during the overlap. Figure 4 shows the load-aware process mapping algorithm. It receives the total number of processes, the number of processing elements (nodes and cores), and the weighted adjacency matrix. It returns map, a structure which specifies the PE assigned to each process p. We identify each PE as Algorithm 4 Load-aware process mapping algorithm.
Input: (n p , n n , n c , adja) where n p is the number of processes, n n and n c the number of nodes and cores of the platform, and adja the weighted adjacency matrix. Output: (map) is the core and core mapping assigned to each process.
1: for process p = 1, n p do 2:
for node n = 1, n n do
{procs} = take processes(P E {n, * } , map)
4:
Load n = take load(adja, {procs}, p)
5:
end for
n min = take minimum load(Load 1:nn ) 7 :
for core c = 1, n c do
{procs} = take processes(P E {n min ,c} , map)
9:
Load c = take load(adja, {procs}, p)
10:
11:
c min = take minimum load(Load 1:nc ) 12: map(p) = {n min , c min } 13: end for P E {n,c} , where c is the core belonging to the compute node n. The first step of the algorithm computes the overlap of each process with all the processes assigned to each compute node. In line (L3), function take processes obtains the list of processes that are already mapped to node n. The function receives as an argument the list of cores associated to the node and the mapping of the previously assigned processes. Function take load (L4) subsequently computes the accumulated load for the overlap between the process p and all the processes running on node n by using the adjacency matrix. In line L6 the algorithm selects the node with the minimum accumulated load.
The second step is to find the core which is best suited to host the process under consideration. Lines L7-L11 of the algorithm evaluate individually each core of the node n min already selected. Using the adjacency matrix we analyze the load during the overlap between the process p and the processes assigned to each core (line L8). Then, in line L11 we select the core with the smallest overlap in load. Finally, the algorithm updates map with the new mapping. The next section presents a detailed evaluation of the performance improvement achieved with this technique.
Performance evaluation
For our experiments we consider the propagation of Influenza throughout the most populated cities of Spain. We evaluated EpiGraph by simulating the spatial transmission both on a distributed memory system and on a shared memory system. The distributed platform is a cluster with 19 compute nodes, each of them having one Intel Quad Core Xeon E5405 processor running at 2.00GHz and 4GB of memory. The shared memory system consists of a single compute node which has four Intel Xeon E7-4807 processors with Hyper-Threading support and 6 cores each, running at 1.87GHz and 128GB of memory. All the compute nodes run a Linux Ubuntu Server 10.10 with the 2.6.35-32 kernel and are interconnected by a Gigabit Ethernet network. We use the MPICH-2 v1.4.1 implementation of MPI. The problem instances are available at [35] , including the executable version for running the experiments.
Large-scale area simulations
We simulated the virus propagation for the 92 most populated cities in Spain [24] and a simulated time span of one year. We executed the scenario on the cluster using 76 processes-4 processes per compute node-and we compare the spatio-temporal propagation of the infectious disease when the outbreak originates in different regions. scale simulations allows us to predict not only the impact of the infection on the population but also the temporal evolution of the propagation.
Statistical analysis
We 
Performance analysis
The following experiment evaluates the performance of EpiGraph when executing on distributed and shared parallel architectures. We simulated ComputeSpread computes the dissemination of the virus and communicates the newly infected individuals to the processes that are responsible for them.
To perform a precise profiling we split each such task in two components: We run these experiments on the distributed memory system, for which we consider three different block-wise mappings. The first mapping assigns processes {1,2,3,4} to compute node 1 (consisting of a four-core processor), processes {5,6,7,8} to compute node 2, and so on. This is the default mapping that the Torque resource manager uses [36] . This mapping raises problems for cities whose simulation runs on several processes. These cities have several processes assigned to the same compute node, which causes contention con- Figure 10(c) shows the load using the average adjacency matrix. We can see that the algorithm reduces the peak load to produce a more even distribution. Table 2 shows the percentage-wise reduction in the overall execution time of the cyclic and load aware mappings with respect to the block mapping.
The simulation time for block mapping is around 5,500 secs. We evaluate each one of the three city scenarios for 19, 18 and 17 compute nodes. We can see that the load-aware mapping algorithm obtains the greatest reductions in the execution time.
Conclusions
EpiGraph is a parallel tool that simulates the spatial transmission of Influenza. This paper presents several techniques that improve its simulation capabilities as well as its performance. In this work we extend EpiGraph with a geographic location and transportation model which allows us to study the spatial dynamics of the virus propagation over large-scale areas. We have This implies large computational and memory requirements. The second contribution of this work is a set of different parallelization techniques to deal with these requirements efficiently. These include data partitioning methods that exploit data locality and enable load balance, inter-process communication optimization based on a two-level MPI communicator schema, and a process-to-processor mapping algorithm that considers the load variability of EpiGraph. Results show that EpiGraph can be executed efficiently for largescale scenarios both on a cluster platform and on a shared memory compute node. Additionally, the mapping algorithm reduces the execution time up to 21.5% compared with the default mapping provided by Torque.
Future work
There are several directions that deserve further investigation on our part.
One of them arises from the fact that in the transportation model the actual individuals that travel out of town are randomly chosen. It would we interesting to see how fixing the pool of travelers-at least that of daily commuters-affects the stability of the propagation in terms of the order (and intensity) in which new cities become infected. In terms of process-toprocessor mapping we would like to evaluate how well a dynamic mapping can do compared to our (pattern-based) load-aware mapping strategy. Finally, a less immediate extension would be the addition of a module which can capture potential (person-specific) changes in travel behavior as a result of acquiring knowledge about the cities that are already infected. This would allow us to study, qualitatively and quantitatively, the effect of people's behavior on the timing and intensity of epidemics.
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