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In this dissertation, we employ a decision theoretic approach, together with the 
construction of a random matrix F having a multivariate F distribution, to aid 
our estimations of 
(i) Noncentrality Matrix and the associated eigenvalues 
Suppose we observe Si �Win^fh，E, H) and S2 �^(722，/^), with n^ n2, > 
m, so that the distribution of Si, and S2 are nontrivial. We are interested 
in estimating H, or equivalently, the eigenvalues of H. Such eigenvalues are 
vital in problem like testing H0 ： ^t = 0 against 巩：ft • 0, and they play 
important roles in MANOVA as well. Through the transformations with, 
A 二 ir1/2^!]-1/2,召二:s—iy2s2S-1/2anci 
F = A^B^A1'2, 
we can establish a random matrix F with a multivariate F distribution 
Fm(rii, n2; Im\ A). Observe that H has the same set of eigenvalues Ai, A2, •: •, 
Am as A. Our estimation pfoblem would then turn into estimating A, more 
precisely, its eigenvalues, instead of direct estimation of H, 
(ii) Canonical Correlation Coefficients 
Suppose S is a (p q) x {p q) positive definite matrix with the Wishart 
脣.:，• • •、/ “ ‘ / 
• 
•
 ：;；：："："''-.: ：：：' ‘； ；•：• rV® 
-i.1- ；••：' _ y：：-' ；• • ：•. • . .•: ^  
distribution E), with n>p-\-q. We partition S and E as follows :-
( \ ( \ 
Su S12 Sil S12 
S= , E = 
t 2^1 S22 J • “ ^ ^21 ^22 J 
where ^n and S n a r e p x p , and S22，冗22 are qxq, withp < q. Let us denote 
the population canonical correlation coefficients by pi , � . -, pP 
(0 < < 
. . .Pi < 1), and tEe sample canonical correlation coefficents by , . . . rp 
(0 < rp < . . . < ri < 1). These eigenvalues are vital in testing the 
independence of two sets of jointly normally distributed variables, i.e. 
H0 : S12 二 0 against Hi : S12 + 0 
as they form maximal invariants under a natural group of transformation 
which leaves the test invariant； Any invariant test statistic is a function 
of r f , . . . ,Tp and has a power function which depends on S only through 
p h pp. We are interested in the problem of estimating the parameters 
2 2 
a；! , . . . where Wi = r^S", by using the functions of k j ^ j (i — 
1,. •. It will be shown in the dissertation that analogous to (i), a random 
• matrix F with ,a multivariate F distribution can be constructed to simplify 
the estimation problem. 
In both cases, such, construction of random matrix F would greatly reduce the 
complexity in distribution theories involved. 
• • .. ,•； i r , ‘ . . • , 
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I Chapter 1 •； 
Preliminaries 
1.1 In t roduc t ion 
In the past decades, there has been many sophisticated advances in multivariate 
analysis. One of the reasons is the increasing demand of mulitvariate data anal-
ysis in social sciences like psychology，sociology, economics, marketing and many 
other specialities. Such demand sparkled and provoked the rapid development 
of many multivariate procedures like cluster analysis, multi-dimensional scaling, 
principal component analysis, factor analysis, canonical correlation analysis, and 
discrimination analysis. Among many of these procedures, the study of random, 
parameter matrices and. their associated eigenstructures has long been the prime 
concern. , : : � . ' . . . . � : … ."-:,..：• 
1 ., 
While in this dissertation, we restrict our attention to the problem of es-
timating the noncentrality parameter matrix and its corresponding eigenvalues 
of the noncentral multivariate F distribution. The distribuiton is famous for it-
self as it frequently arises in classical standard multivariate analysis of variance 
(MANOVA) and discriminat analysis settings. 
At first sight, estimation of matrices seems ambigous because matrices may 
appear in many other equivalent forms. However, the eigenvalues of such equiv-
alent matrices are always the same. Thus, the problem of matrices estimation 
could then be well reduced to the problem of eigenvalues estimation. 
1,1.1 The Noncentral Multivariate F distribution 
Analogous to the univariate noncentral F distribution which derives its form from 
a central chisquare and a non-central chisquare random variables, the multivariate 
noncentral F distribution originates from a central wishart and a noncentral 
wishart matrices. 
Let Si be a m x m matrix which follows a noncentral Wishart distribution 
with rii degrees of freedom, covariance matrix E, and a non-negative definite 
noncentrality matrix 0 , i.e. S'x � S , n)，S2 be another m x m matrix 
independent of Si which has a central Wishart distrbution with n2 degrees of 
freedom and covariance matrix E, or S2 � S ) . Transforming Si, S2 in 
. 2 : , • 
tHe following way : 
I A= E ^ / 2 5 i E - l / 2 a n d B = /2 , 
so that A, B are m x m matrices such that A � 1 ^ ( 7 ^ , / ^ , 4 ) with A 二 
f E 1 / ^ - 1 / 2 , and B �队(几2，‘). ； , ？ : ： ： 
The matrix F defined as 
has p.d.f. given by 
(nl — 爪 一 1) 
Tm(n/2)etr(-A/2)(detF) 2 _ 二 1 , 們 
rmK/2)rm(n 2/2)[拟(/ + 杓 ] " 2 1 2，2 、 ) J 
where etr(.) = exp[tr(.)]^ with 
m r 
i=l 
n = rii + n2 and i^ i is the Hypergeometric function with matrix argument, 
defined as 
p-^g(aly • • \ apj 3 , 0q,入）—2^ 2-^ /L \ (U \ 
k=^0 « (OiJk •(0g)K AC! 
where denotes summation over all partitions n = (^ ,^2 ,…，k m ) , K > k2 . •. > 
km > oi k,CK(X) is the zonal polynomial of X corresponding to k and the 
generalized hypergeometric coefficient ( a ) i s given by 
m, i 
i=l 
: : . : : 3 . . , . 
where a(a-\-1), ； • (a + A; -l)，a0 =:1. See Muirl^ad(1982) for details. Such 
mU . . . . . . . : . . . . . . . . . . . . . . ' ' . • „ 
distribution is known as the noncentrall multivariate F distribution with n l 5 n2 de-
grees of freedom and noncentrality matrix A usually notated as Fm(ni, n2； Im] A). 
If m = 1, i.e. in univariate case, the distribution reduces to that of e s t i � 
mating tHe noncentrality parameter Q, of a noncentral F distribution with 
n2 degrees of freedom, (considered by Perlman and Rasmusseri(1975) and Ven-T 
ables(1985)) with the usual notation 
r 7 7 1 _ X m (^) /X ri2 
J 〜 人 … ⑷ ― ~ I — — 
Til n2-
1.1.2 The Central Problems and the Approach 
(i) Noncentrality Matrix of a noncentral F distribution 
Suppose we observe 5i � K n ^ E,!)) and � " ^ ( 几 2 ， H ) , with 叫 ， > 
m, so that the distribution of 5V, and S2 are nontrivial. We are interested 
in estimating 0, or equivalently, the eigenvalues of 0 . Suck eigenvalues are . 
vital in problem like testing 丑0 : Q 二 0 against 乐 : 0 ^ 0，and they play 
important roles in MANOVA as well. 
,Instead of working on or S2 directly, we set up the transformation, with 
A = E 2 1 ^ ^ - 1 / 2 , ^ = ^ - ^ 5 2 ^ - ^ 2 and^ 
.::,:::4... 
. . . . . . . , , / . . . 、 : （ : . : . ' . . 〉 . , : , : , . : . : . . : . . . : ' . . : ' . 二 ...， " •., * " % > 、 • ’ . ： 人 、 ‘ :, '：•' • ‘  • ......... - ‘ f ‘, ； , ‘ • ‘ . . . ‘ . ‘ ‘ ,‘ . . . . . : ： . . . . . . . ‘ 、 
‘ ‘ : ..•.'.�…,‘:.:.：.••. •. - ’‘ ‘.....�.；1 , .�- . ‘ ‘ . ‘ • , .• . ” ： ； “ , •‘ ； . 'V . , .' . � . �. . ： ... . :...’\::. .，’ “ • •‘ • ’ • 
； •• , . . •‘ <.... H v . ' , / . 、 . ： ‘.’. ‘ ‘ ‘ .. ......... 1 I 1 ‘'.. , 
1 s o t j t i a t i u ^ ^ - K n h i ^ ^ a i K i B ^ ^ ^ r ^ / ^ witliA：^ E - ^ ^ S " 1 / 2 . 
We can,realise easily, according to the definition of previous section F has 
a FmfjH, n2； / m ; A) distribution. Observe that H and A share the common 
set of eigenvalues Ai, A2, . •., Am, %hile the eigenvalues of F and S1S^1 are 
the same, say s i , s 2 , . , . ,sm . Our estimation problem would then turn into 
estimating A, more precisely, its eigenvalues, instead of direct estimation 
of n. Although F is unobservable unless E is known, its eigenvalues are 
observable. We may momentarily treat 尸 as if it is observable and hence 
use A(F) to estimate A using the invariant loss function 
； L3(A, A(F)) = triA-'AiF) - Im)\ , 
Now, the eigenvalues of A(F) are observable and thus may be regarded as 
proper estimates of Ai, A2,. •., Am, 
(ii) Canonical Correlation Coefficients 
Suppose S is a (p + q) X (jp + q) positive definite matrix with the Wishart 
distribution Wp^.q{n, S), with n >p-\-q. We partition S and E as follows :-
； . \ : / v v v ..... . 
S12 1^1 1^2 � 
S =: ( : ， ( 1 . 1 ) 
X §21\ ^22 J y 刃21 2^2 J 
::.:::.5 ... . / . 
where ^ n and En are pxp, and S22 ,^22 are g x p < q. Let us denote 
the population canonical correlation coefficients by Piy. - •, pp (0 < pp < 
.：.Pi < 1), and the sample canonical correlation coefficents by r i , . , . rp 
(0 < r p < . . . < ri < 1). These eigenvalues are vital in testing the 
independence of two sets of jointly normally distributed variables, i.e. 
H0 : E12 = 0 against Hi : E i 2 ^ 0 
as they form maximal invariants under a natural group of transformation 
which leaves the test invariant. Any invariant test statistic is a function 
of ri, and has a power function which depends on E only through 
外，• • •，pp. We are interested in the problem of estimating the parameters 
2 2 # 
a；!, .. . where w{ = r^S-, by using the functions of = (i = 
ri 1 
1, •…,p). 
Let A = S ^ 1 2 ^ 2 2 1 ^21 ^ n,22？ where En.2 = S11 — ^12^^^21 and 1¾ 
are defined in (1.1) so that tyj,.. , ,wp are the characteristic roots, of A. 
Now suppose T � A " 2 ” — 1 - 1 / 2 where A = ^ ^ ¾ ^ ¾ 1 ^ ¾ ¾ ] 3 ^ B = 
^11.22^11.2^11.22^ Su.2 = Sn - ^12^521, and are defined in (1.1)，so 
that \ , . . . , lp axe the characteristic roots of F. From standard distribution 
theory, we have 
S11.2 � W p ( 虹 一 习11.2) and is independent of ^12 and ^22- Thus 
• 6 . . . . . ' : ( 
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I 召 ^ ^ ^ 乂 旧 ！ ^ 公 〜 ！ ^ … 一 仏 冬 ) . ； 
1 Also, since ^22 〜 馬 ( n , S 2 2 ) we have X = E ^ ^ & S ^ 7 2 - Wq(n, Iq). Con-
ditional on X，the distribution of A is noncentral Wishart Wp(q^ Ip, H), i.e. 
A J X = S ^ f ^ ^ ^ i S u i 2 \ X � W p { q f I ^ i i ) where the noncentrality 
：parameter fi = S ^ ^ S ^ S ^ ^ ^ S ^ S s i X I n i 2 - Note that B is indepen-
dent of X while A isn't and H, A are connected through the relationship 
E(Jl) = nA. It can be shown that the distribution of F depends on S only 
through the parameter matrix 
A = S11122Ei2S221 ^1 .^22 (1.2) 
2 P 
which has its eigenvalues Wi = (i = 1 , . . . , p ) as the parameters we 
want to estimate. Once again, since F has 么 Fpi^n —Ip, Q) distribution, 
we may use the approach in (i) to achieve our estimation, i.e. treat F as 
A A 
observable and use A(i^) to estimate A. The observed eigenvalues of A(i7'), 
would be treated as proper estimates of uj{. 
1.2 Concepts and Terminology 
Before we move on, let us review some terminology and concepts used in decision-
theoretic est imation.‘ 
Let A(F) be an estimate of A, the true parameter based on a random 
：‘： ：； ^ -： -； - ： ： . : : .. : . . . . : : 
•
;；： ；-1 -. •''‘ '：.； ； ‘「.....,...，:..。... ' , , 厂 . . . ' - , . . . . , ' . . . . : . . . . . : , . . - . . . - . • . . . . . . . , 
K； V\ ’ \ j ' v , ^ • y . . , ' ‘ ,. • 1 ... 
I； � — ‘ 
A A 
matrix F. A loss function £(A, A(F)) is a non-negative function of A and A 
I . . . � " . . . 
which represents the loss incurred wlien A is estimated by A, The associated 
翁 ‘ . : . . , . . . . ： • : . . .. , 、.... .，.. ' � . . . : .  • ； ... . ！ ； ftf' “. ... ‘ , ‘ ‘ , ； •'. - . • • “ ..' . . . , - • , 
risk function to this function is 
I R(A,K) = Ea\L{A1 A(F))\ ：“ 、 厂 (1.3) 
with the expectation taken over the distribution of F. 
A • . ^ 
An estimate of A1? dominates another estimate A2, if 
Ai) < A2) for all A and 
R(A, Ai) < E(A, A2) for some A. 
fe..: , • - . � . . . . 
An estimate is said to be admissible if there is no estimate which dominates it. 
Otherwise it is said to be inadmissible. 
An estimate A(F) is said to be orthogonally invariant if 
ACTFT') 二 r A ( F ) T ' f o r all ortliogonal matrices T1. (1.4) 
In this dissertation, the specified loss function is 
I L3(A, A) ^ ^ ( A - ^ - /)2 -. (1.5) 
which has the property of of being scale invariant. Other invariant loss function 
can be 
Xi(A, A] = triA^^ - lndetiA^A) - m (1.6) 
8 ' , ’ ' 
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Some other choice of loss function can be the square error loss 
I ’ L2(A,A) : (1.7) 
There is a good reason to choose the loss function (1.5). In fact, loss function 
(1.5) can well represent loss function (1.6). Suppose 8 is a real number, a 
symmetric matrix, we can have the following expansion 
oo /_ i \n—1 
lndet{I + 6V) = [ S^riy"1). 
n=l 71 
Now consider 
I IndcU^A) = lndet(ftm) (A"1 = ft2) 
.’:.. ...... . .， ... - • . - . - � ’ . . • '1 .... 
=indet(i-^v) ( Y = N A N - / ) 
: : =tr(A~xA-/)-(I)於(A-1�一 I)2 + … 
LJ 
equivalently, 
i 斤 ( 厶 - I)2 ：二 斤(A""1 A) - Indet^k) - m + ^ ( A ^ A - I f —... 
2 、：. 
i.e. £ 3 ( A , A ) = 2 Z A ( A , A ) + ( ^ ^ ( A " ^ - / ) 3 - . ； 
So, it is plausible that estimators which perform well with respect to L3 also 
perform well with respect to Li； Note also that the choice of the loss function 
defined in (1.5) has restricted our parameter matrix A to be positive definite. 
•9 • 
1.3 Choice of Es t imates 
Throughout the dissertation, our choice of estimates of the parameter matrix A 
is the class of orthogonally invariant estimate. Such estimates share the same 
eigenvectors with F and whose eigenvalues are function of 51? 5 2 , . . . , sm, assume 
the form 
= H 龟 H � 丨 (1.8) 
with 丑 being a m x m orthogonal matrix such that 
F = HLH\ L = diag{s1,s2j... ,5m} and 
^{L) = diagi^L),么(Z),. •. ； (j)m{L)}. 
So that the random variable ^ ( L ) , i = 1, . . . , m may be regarded as an estimate ; 
of A“ the ith eigenvaules of A. Apparently, the estimate stated in (1.8) satisfies 
condition (1.4) and is therefore orthogonally invariant. We have decided 4i(L) 
to be 
. M L ) = + c3 — (1-9) 
leading to a class of estimate 
{A(jP) 二 c ^ F + - 2 / + ^ ( ^ ^ ) 1 : 4 , 2 , 3 ^ 1 1 } (1.10) 
It should be emphasized that (1.10) is a class of orthogonally invariant estimates. 
A 一 __ 
It will be shown later that the unbiased estimate Au. is of the form aF + falls 
:.10,.::, 
within this class. However, Au is inadmissible and is dominated by 
1 A ^ d ^ + ^ I + ca^rF)-1, 
for some ci, c2, c3. The associated estimates of is then cisi + c2 + c3 s j ) , 
i = 1，•. •，m. 
I 1.4 Rela ted Work 
Let the column vectors Xx, X 2 , , , : � X n be a random sample from a m-dimensional 
multivariate normal distribution with unknown mean p and covariance matrix E. 
The sample mean and sample covariance matrix are given by : 
S = ^ E T i x . - x ^ - x y = ^ A 
The distribution of A is the m-dimensional Wishart with covariance E and . 
n-1 degrees of freedom and 5 is the usual unbiased estimate of S. However, 
S is not optimal from a decision point of view since it is inadmissible (see e.g. 
James and Stein(1961)). Such discovery initiated a lot of succeeding work on 
the estimation of a population covariance matrix and the corresponding eigenval-
ues. Some topics which receive wide attention are the estimations of the covari-
ance matrix E, the scale matrix of a central multivariate F distribution and the 
• 11 • 
noncentrality matrix of a noncentral multivariate F distribution. Relavent ex-
amples are Stein(1977), Veratliaworn(1983), HafF(1980), Lin and Perlman(1985), 
Leung(1986), and m o r e recent papers like Konno( 1991), Srivastava( 1991) and Le-
ung(1992, 1993, 1994], It would certainly be of our interest to review some of 
their work. 
James and Stein(1961) first introduced a scale invariant loss function (1.5) 
(with A replaced by E and A by 5) and obtained a constant risk minimax 
estimate that dominates the unbiased estimator S. The estimate is given by : 
t = T'DT. 
Where T is upper triangular with positive diagonal elements such that T，T = A 
and 
D = diag{dx,..»rdn} with di 二 ； , ., , z = 1 , . . . 
n + m —么 + 1 
However, this estimate is inadmissible and not being able to be invariant under 
permutations of the m variables‘ 
Stein(1977) studied^ the class�of orthogonally invariant estimators of E of 
the general form 
E 二 : . ’ (1.11) 
Where L = {si, ^ > s2 - • • > sm, the ordered eigenvalues of 5, U is 
the m a t r i x whose jth* column is the characteristic vectors of 5 corresponding to 
: . 1 2 .丨 
«Sj, and is the diagonal matrix 而0^(6(1/), . .. ,(:^(1)}. He arrived at an 
estimate of the form in (1,11) with 
. 「 . ；''-. ‘ . . . ^ • 1 
(j>i{L) 二 Sij + + — 
i^j S i ~~ St3 _ , 
by approximation minimisation of an unbiased estimate of the risk function. 
A 
Haff(1980) provided an Empirical Bayes estimator Sx which dominates the 
scalar multiple of the sample covariance matrix kS. 
> a[S -\-ut(u)C] 
where 0 < a < is non-decreasing, u = 1 !tr�S-1C), C is any arbitrary 
positive definite matrix. 
Verathaworm extended HafF's (1980) empirical Bayes result by taking 
A 11; N K h S y a i K i i r 1 ” ; ^ - � ^ ) 
where R 二 diag . . . , with r*�being estimated from the marginal distribu-
tion of A. His proposed new empirical Bayes estimate assumes the form 
E2 = a[A + t{u)Bl \ 
where 0 < a < is decreasing, u == l l t r{Ar 1 C) ,C is any arbitrary 
positive definite matrix, and B = (dia狄a"�)-1 where au denotes the ith diagonal 
A A 
element 6f A - 1 . He proved that the E2 dominates both Ei and S^  but a Monte 
Carlo study showed the improvement is only of trace amount. 
纖 3 1 ® 、 . : ' ' 、 . .. : . : : 1 . , • ‘ 
, - ' i 1 I ^ „ . ., . , . , ’ 、. . \ : . . . . . . : : ： . : ‘: . , , : 、 . ：.::、. ...,/v, 
Dey and Srinivasaii(1985) applied Stein's technique to obtain an unbiased 
estimator of the risk of an orthogonally invariant estimator involving eigenvalues 
and their derivates. The improved estimators are obtained by solving a differen-
tial inequality for these eigenvalues. Their simulation study found that the new 
proposed orthogonally invariant estimates gave abundant reduction in risk over 
the unbiased estimate S when n is small. 
Lin and Perlman(1985) in their paper reviewed Stein's orthogonally invari-
ant estimate, Haff's empirical Bayes estimate and compared these estimates with 
their proposed correlation matrix method. It is a method which employs trans-
formation on the correlation coefficients obtained from Their estimate is given 
.. by ‘ � 
E = G{S)R{p)G{S),： •. 
where G(S) = d i a g { 力 ” ..，<sm } is the diagonal matrix with diagonal elements 
being the sample standard deviations Si and R(p) is an estimate of correlation 
matrix based on the inverse Fisher Z-transformation. Monte Carlo-study had 
been carried: out to' compare the performance of the estimates. It was found that 
Stein's orthogonal estimates and Lin and Perlman's correlation matrix method 
estimates s h o w ample improvement in risk reduction over, the unbiased estimate 
S for a wide range of covariance structures, while HafF's empirical Bayes method 
leaves less imprbvement. 
,• 14 
fj ：,,；'/• ::.:::...、..i'：：：''-：']'.； '"' .： ''' ^ I ../ /! '：‘-1'- - V/. ‘' U < . •. ' ••!； '' ' " '•、•:."： ‘‘ . ."'l^.:. .., . ”. ’ :.. ：. ， ‘‘ i.. ； V . . 、 . 、〜..：1. . “ .. ‘ . . . .., ,. r . . . . . ' � . 
Muirhead and VeratHaworm(1985) addressed the problem, of estimating the 
latent roots of； EiEj"1. To be more specific, let and be two independent 
Wishart matrices distributed as Wm(ni , Ex) and Wm(n2, S2) respectively. Con-
sider the problem of testing the equality of the1 two covariance matrices, i.e., 
H0 : Ei = E2 against Hi : S i + E2 
The power function of- such test depends on the eigenvalues of EiE^"1. Muirhead 
and Verathaworm concentrated on estimating a parameter matrix A with the 
same eigenvalues of EiS^"1,.based on a random matrix F whose eigenvalues Have 
the same distribution of 5^5^1. Following the approach of HafF(1985) and using 
the loss function (1.7), they arrived at an approximate Bayes estimate of the.form 
(1.8) with 
I n x - m - l 2 (^+712-771-1) ^ 1 
H1) = s�l + „ (r) ^ T ] ~ S i L s . 
Tl2 Tl2\ri2 一 m — St Sj 
Reasonable reduction in risk over the unbiased estimate was revealed in their 
Monte Carlo study. 
Muirhead and Leung(1985) studied the problem on estimating certain func-
tions of canonical correlation coefficients from a normal distribution. The details 
may be encapsulated as below :- Partition 5 and E as 
r "1 r- ~ 
/Su 1^2 * ^11 乙12 
5 = 、 ： ： 人 S = •：：；,,.-...,;；,: 
^21 ^22 • 乙21 ^22 
L J L . �J . 
-‘ • . .. '“ J ‘ ‘ ‘ ‘ • ‘ . , •； ‘ ！ .  ‘ • .. . ‘ ., \ , . / ... •；t . '.•• 
wliere 5ii and Enrare p x p, and E22 are q x q, with p < q. Suppose 
Piy. . . , pi be the eigenvalues of E^1Ei2E^LE2i. Their square roots , , , . , pp 
are the population canonical correlation coefficients, while the eigenvalues of 
S11S12S22 are the sample canonical correlation coefficients r j , , . . , rp (1 > 
2 
n > «»• > rp > 0). The problem was to estimate the parameter 氏 = � = 
1, . . . , p. A similar technique as that of in Muirhead and Verathaworm(1985) was 
adopted, which is to estimate a parametric matrix A with eigenvalues , , . . , 8p, 
using a random matrix F whose eigenvalues have the same distribution of the 
2 
variables yi = i = 1 , . . . Using the loss function (1.7), they derived a best i 
multiple of the unbiased estimate A[/, which dominates the unbiased estimate 
itself, where 
(2n — p — g — 1)(^ — g — p-\-l) : 
n(n — q — p){n — p — q — 3) 
Konno(1991) investigated the estimation of the eigenvalues of the scale ma-
trix A of the central multivariate F; distribution Fp{nlyn2? A). His study focused 
A __ • ^ 
on the construction of the orthogonally invariant estimators A ( 尸 ) o f A which are 
analogous to HafF-type (HafF(1980)) estimators of a normal covariance matrix, 
taking the form 7 
A(F) = a\F-\-ut{u)Ip\ (1.12) 
where a is a constant and i(u) is an absolutely continous, nondecreasing and 
1 1 ¾ ¾ \ . 
nonnegative function of ^ = l/tr(F~1). He found with , 
{ni ^ - p 士 1)(^2 - P - 1) + Fti + 2 
where /¾ is a complicated expression of n2 and p, the estimator of (1.12) beats 
the best estimator aF, derived by Leung and Muirhead( 1988). However, (3u is 
not always positive when p = 2. 
More recently, Leung(1992) readdressed the problem of estimating the eigen-
vaules of the scale matrix A of a multivariate F distribution by using the loss 
functions (1.7) and (1.6). He reconsidered the class of orthogonally invariant es-
timators discussed by Konno(1991) which is E1 = +、！3jtrF-H 
A . 
Under loss function (1.7), he establislied estimates Aa’" which as the one given by 
Konno(1991), beat the best estimator aF, done by Leung and Muir]iead(1988), 
provided that 
2(n2 — 4) 
rii > p + 1，n2 > p 4- 3, a 二 c2 and 0 < j5 < (…—时 = ^u-
His Pij was a lot simplier than the one provided by Konno and is always positive. 
C u r r e n t l y , Leung(1994) generalized an identity for the Wishart distribution 
(derived independently by C‘ Stein and L: Haff) to the noncentral Wishart dis-
tribution, and provided an application in estimating the noncentrality parameter 
matrix of a noncentral Wishart distribution. Such identity provides a useful and 
handy tool in evaluating expectation problems frequently encountered in noncen-
tral multivariate Wishart distributioii.' 
J-'*!" •»-',.’’'. , . ； “‘-( ‘‘ , , ；' ‘ ‘' “ ； I • . , ‘ • • ‘ ‘ ... .:,.. • ‘ ‘ •  V . •“ ； • ‘ ： ‘ '• •: ‘:： . . . “、： ，. . • ‘ ,“ 
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In line with the Noncentral Wishart distribution Identity, Leung and Lo(1996 
彳）derived an Identity for tHe noncentral Multivarite F distribution which allows 
tackling of expectations arisen in Multivarite F distribution problems be much 
more effective and simplier. It is also the foundation on which the present disser-
tation consolidately builds and borrows the light from. It will be shown in the 
dissertation how such identity would aid our improvement in estimation. 
1 Leung and Lo(199Q) An Identity for the Noncentral Multivariate F Distribution with Appli-
cation, Statistica Sinica, to appear 
Chapter 2 
Estimation of the rioncentrality 
I parameter of a Noncentral 
i;:'.., . . . ’. • : . . . 
Multivariate F distribution 
2.1 Unbiased and Linear Es t imators 
Recall from previous chapter, we are given A � I , A) and B �"^(几2，I) 
which is independent of A, so that F = A1/2^一1 A1/2 has a noncentral multivariate 
F distribution with noncentrality parameter A . The central problem concerned 
is t o e s t i m a t e A using 尸 with respect to the loss function (1.5). The eigenvalues 
A • � 
(j>i(L), (/)2{L)，.¾，於m(厶)，of A(F) with L = diag{s1, s2,. .. ,5m), are regarded as 
•19 . : 
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the proper estimates of Ax, A2, ,...., Am, the eigenvalues of A. The usual starting 
A 
point is the unbiased estimate Au-
2.1.1 The unbiased estimate 
The p.d.f of F is not particularly nice for evaluating expectations regarding 
functions of F. Instead we use the representation F = A1/2B~1A1/2, together 
with known results on expectations of Wishart, inverse Wishart and noncentral 
Wishart matrices, 
^ E{F) = ElEKA^B^A1^ | A)]] 
' = E [ A ^ 2 ( ^ - - I P ) A1'2} � 
\ri2 — m —丄 / 
=———E{A) 
U2 — Ul — 1 
1 
= 7 {nilm + A) 
n�一m — 1 
Hence, 
A � . 
Au 二 {n2 - 772 — 1)F — nxIm 
would be a proper choice of an unbiased (also orthogonally invariant) estimate 
of "A. Such an estimate, however, is not optimal from a decision point of view. 
We thus, in later part of this section, would concentrate on developing, based on 
A A 
A[/, other estimates which would dominate A[/. Two classes of estimates will be 
examined. They are ‘ 
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•p r 
1. Linear Estimates, A A taking the form a A l t , a G R a scalar multiple of 
the unbiased estimator. Its corresponding eigenvalues (used to estimate A“ 
i = 1,.., m) are of the form. 
a(n2 — m — l)s{ + ， i = 1,…，m 
where Si are eigenvalues of Ajj. By a suitable choice of a, it can be shown 
A 
that such estimates would dominate A^. However, it is in turn beaten 
by the class of 
A 
2. Nonlinear Estimates, Aaip assuming the form 
x /3 T I • ^ + 一 . . 
I it 
for a suitable choice of a,/? G R. Under such estimates, the estimates for 
the eigenvalues of A are 
m 
CiSi + c2 + ^ ( ^ S j ) " 1 , i 二 1,…,m 
l 
Before we move on, we state some results from Magnus and Neudecker(1979) 
I • • 穩 
concerning the communication matrix and properties of the Wishart distribution. 
First we introduce some definitions and notations : 
I • '： * 
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Let A — (aij) be an (m,n) matrix and Aj be the jth column of A ； then 
vec(A) is the (mn) column vector 
A i 
I 及2. “ : , • ) 、 ’ . 、 . .： 
vec(A) = •. K 
An 
If B is an (s,t) matrix; then the Kronecker Product A 0 B is given by the 
(ms,nt) matrix 
A®B = {aijB) 
( V 
anB . • • alnB 
a21B a2nB 
I a ml B ' ' ' CLmn B. 乂 
The (m2 ,m2) commutation matrix Km is 
m m ' � 
where Hij is an (m,m) matrix with a 1 in its (i,j)th position and zeros elsewhere. 
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Now we state some results which are useful in our succeeding calculations 
:(i) tr(AB)： = {vecA')'(vecB) 
I (ii) tr{BCD) = (yecB')'\I ^ C)vecD 
I: {iii) vec{BC) - (I^B)vec{Ci 
! = (^ (g) I)vec(B) 
二 {C' (8) B) vec{I) 
l (iv) tr {BX'CXD) = { vecX)\DB ® C') vec X 
=(vecX)\B'D' ®C) vecX 
If then “ 
- (iv) E{S) 二 :kV + T/E 
； (v) var(vec(S)) . = (I + Kn){k(V (g) V) + V 0 (VE) 
i;.:::..:::/: : V}’ 
[VI Jiflvec (S)) 二 ih;ec(y) + 霞(VH) 
{v) tr Km = m 
(vi) tr A' ^ B • = tr A'B 
(vii) Ip ® Ip = ：, ‘ 
. ( z ; 仏 广 召 ) ) 二 力 丑 
where the above matrices are conformible. 
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2.1.2 The Class of Linear Estimates 
In order to establish a class of ceA^j which dominates A, firstly we need to evaluate 
the risk R(A, Acr) using the loss function (1.5) 
R{A, Au) = EMA^Au - I m f ] ' 
二 丑[斤((n2 一 m — ^ A - 1 ^ — niA" 1 一 Imf] 
I , ？= (n2 - m - ^^[^(A-^A-1^)] 
I • , ‘ ： : -2^(^ - m - ^^[^(A-^A-1)] ， 
~2{n2-m — l)J5[tr(A—^F)} + r ^ r ( A _ 2 ) + ” 十m 
It immediately initiates the need to compute 
Theorem 2.1 
^[^(A-^A-1)] = ni tr(A~2) + ~ ^ ^ ^ ( A " 1 ) l v n2 — rri — 1 n2 — m — I 
^ [ ^ ( A - ^ A - 1 ^ ) ] = ^ ^ ( A " 1 ) 2 - h a2 t r(A"2) + a 3 t r (A- 1 ) + a4 
where 
ai = 7^ (7^ +(^ )/((¾¾¾) 
a2 = ni[(ni + 1)G! + 2]/(coC1C3)-
a3 = 2[(m -h ri! + l)ci + mni + 2]/(coCic3) 
a4 = m(ci + m)/(coCiC3), and 
/24 ., 
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Ci = U2 — m — i ; ri2 > m + 3. 
Proof : 
I E(tr(A~2F)) : I . 
f m A"2 A- 1 I 
= t r \ - — — - + 7 
I n2 — m — 1 U2 — m —丄 J 
= ^ ^ t r ( A ~ 2 ) + ——^―^(A"1). 
n2 — m — 1 n2 一 m — 1 
Now we prove the second part of the theorem； 
I Let G = A^A'^BA-^A1^. Conditioning on A ， � K r ^ A ^ A " 1 A1/2). V 
Also note that 
G ' 1 二 A - l /2 A l /2^- l A l /2 A - l /2 : 
fc . . . . . . .. ^ , ••‘ .. * 
Using Corollary 1 in Haff(1988), 
丑[斤(A—1 尸 A " ^ ) I A)] = E[tr{G~2) I A] 
口 二 时 丑 � 一 2 ) I � ； 
， = 7 — — - T T ^ - — — l A - i A ) ] ； . 、 
( n 2 — m)\ri2 — m — dj 
, : 丨 : : � / — [ ^ ( A - ^ A A - 1 / 2 ) ] 2 , 
(n2 — m)(n2 — m — 6) 
So, 
• ^ [ ^ ( A - ^ A - 1 ^ ) ] . - ^ [ ^ [ ^ ( A - ^ A - 1 ^ ) I A] 
• = — ^ [ ^ ( A - ^ A - 1 ^ ) ] 
C0C3 
: . . / 如 : : . . . .,. 
f • ^ - I , ' , , ' • 、 ： ••.1 y .. . . ' .' ： •‘ • • • ' ', • \ . •,-‘‘〜•. ； . . . 
Mi . . . . _ ‘ . 
I 、 � ( A — I ) ] 2 :/ (2.1) 
(c0cic3J 
where Ci = n2 — m — i. 
Using Theorem 4.4 of Magnus and Neudecker (1979) and recall that A二 1 /2 AA一“ 2 � 
1^(721, A - 1 ; A), we have 
； = t r E i v e c i A - ^ A A - ^ v e c i A - ^ A A - 1 ^ ) ' } ： 
=tr\var vec 
I： +(丑优�A-WAA—1/2))(丑优 "^A- 1 / 2 ) ) ' ] 
！: == tr {(/ + ^ ^ ( 4 4 ( 8 ^ ) + 0 - 1 0 7^) + ( 4 0 A-1)]} 
-\-tr jfnivecA"1 -^ vecImWnxvec/ST1 + veclm]'^ 
\ = ir {n^A" 1 (G) A"1) + ( A " 1 (8) I M ) + (Im (8) A"1) ‘ 
- f n i / ^ l A - 1 0 A"1) + ^ ( A - 1 (8) /m) 
j;� ； + Km{Im 0 A"1)} + tr [nlvec (A"1)(t;ec A"1) ' , 
+ni(?;ecA"1)(i;ec/m)/ + n^vec Im)(vec A~ )' 
+ (veclm)(veclmy} 
= m(tr A'1)2 + 2mtr A"1 ：+ mtr A'2 + 2tr A—1 
-\-n\tr A"2 +:2nxtr A"1 + m 
二 n1tr(A-1)2 + + l)tr A"2 
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+2(m + ni + l)tr A"1 + m. / (2.2) 
Moreover, 
I 丑� (A—A)] 2 = 丑 [ t K A - ^ A A - 1 , 2 ) ] 2 
I = 丑 [ ( 优 c D ' — e c A - ^ A A - 1 / 2 ) … e c A - ^ A A - ^ y O ^ c J 饥 ) ] 
=[vec vec 
=(yeclm)' {var{yec 
+ LC/ vec A-^AA-“2)(丑 vec 
={veclmy{(l + /^ ) (n 1 (A- 1 0 A"1) + (A"1 � Im) 
+(Jm0A-;L)}(7;ecJm) + {vecImYH^vecA-1 + 
vec Im)(nivec A'1 + veclmy}(veclm) 
=2(t ;ec / m ) , {n 1 (A- 1 (8) A"1) + (A"1 (g) Im) 
+(Jm 0 A-1)^^；ec/m) + KtrA"1 + m]2 
because of the property I<mnvecA = KmnvecA\ where A is an (m,n) matrix. 
By Theorem 3.1 Magnus and Neudecker(19T7), above can further simplify to 
= 2 r M r A一2 + 4tr A - 1 + m2 + 2mn1trA~1 + nl{tr A'1)2 
=nKtrA'1)2 + 2m tr A"2 + 2(mni + 2)tr A"1 + m2 (2.3) 
hence substitute (2.2), (2.3) into (2.1) 
. = —[ nl(tr A"1)2 + + l)tr A"2 
C0C3 
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...I. . '：.. .-. ' ,:.. ‘1'- ' • ； ' * . '. t " • ,,. V . \ , • _ \ ‘, 
+ 2(m 屮街 + 1) tr A"1 + m ] 
(A"1)2 + 2nxtr A"2 
C0C1C3 
+ 2(mni +2 ) ^rA- 1 + m2 ] 
\ = f ^ L + ^ A"1)2 + 
, VC0C3 C0CiC3 J \ C0Ci 
I ! 2 n i V r A - 2 I p ( m + n1 + l) 
C0C1C3/ \ c0c3 
I , + | m t jnV , 
C0C1C3 J C 0 C 3 C0C1C3 
i = Mnl 土 C l ) / t r A - l ) 2 t ( ^ 1 + ！ M 土 2 ] A - 2 
C0C!C3 C0CiC3 
+ 2 "^(m + ni + 1) + +2" ^ ^ � m ( m + q ) 
“ [ C0C!C3 J C0CiC3 
=a\ (tr A—1)2 十 a2tr A"2 + a3 tr A—1 + a4 
A 
The following presents the risk of Au-
Lemma 2.2 
A 
Under the loss function (1.5), the unbiased estimator, Au defined earlier incurs 
a risk of 
R(A, Au) 二 61tr(A"1)2 + b2 tr 厶—2 + b3 tr A"1 + b4 v 
where 
bx 二 …“(…+ (^)/(^)(¾) 
b2 = 'ni(ci + 2)(ni + ci)/(c0c3) 
63 二 2(Cl + ni)[{m + 1)^+21/(00^) 
64 = 7 ^ ( 7 7 1 + 1 . ) ( ^ + 2 ) / ( 0 0 ¾ ) 
,28 •. 
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and n 2 � m + 3 with C{ = U2 — m — i. 
Proof : 
RiA.Au) = E{L3{A,Au)y\y .:/,.::� : : 
I = EltriA-'Au-I^2}‘ 八 -
=E{tr[(n2 - m - l)A~lF - nxA"1 - Im]2} 
I 二 五{k[(n 2 —m —1)2A 一 1 P A — F — 〜 ( 〜 一 m — ^ A — F A - 1 
- ( n 2 - m - ^ A - 1 ^ - n ^ - m ~ 1)A" 2F + 
+ r z 1 A - 1 + / m - ( n 2 - m - l ) A - 1 F + n 1 A - 1 ] } 
I : 二 (n2 — m — 1)2丑阶(A—FA"^)] 
-2^(722 - m - ^EitriA^FA-1)) 
- 2 ( n 2 - m - ^ E M A ^ F ) } + 2n1 tr(A"1) 
I 二 (n2 — m — lfEMA^FA^F)} 
-2n!(n2 — m — ^ E ^ A - ^ A " 1 ) ] 
—2^r(niA~1 + Im) + n^r(A"2) + 2n1tr(A^1) + m 
={n2-m- l)2E [triA^FA^F)] 
一 2ni(n2 — m — l)E[tr(A—卞厶一1)] + n^ r (A" 2 ) — m 
Using Theorem 2.1, we have 
� 1 .( L C0ClC3 J C0CiC3 
29 •, 
..•；.' . . 1 . i. .. .‘ t 
I + 2[C;L(m + 72! + 1 ) + mnx + 2 ] 力 r ( A - i ) / : 
c0cic3 
f : — + 丄 计 ( A — ” } 
c0cic3 J l e i ci y 
+n^ r (A" 2 ) — m 
\ = ^i^iK + ^O^A-i^ ！ 卜 • 十 彻 + 化 ] — 一 〒 - 2 ) 
C0C3 \ C0C3 J 
； + / - 2 ^ + 2Cl[Cl(m + ni + 1) + m n i + 2] 1 t r ( A ’ 
{ c0c3 J 
^mci(ci + m) — mc0c3 
C0C3 
I = hitrA-1)2 + b2tr{A~2) + 63tr(A"1) + b4 
with Ci = n2 — tn — i, which accomplishes the proof. 
A 
Eventually, a class of estimates which are of the form aAu can be derived and it 
is shown in below theorem. 
Theorem 2.3 
A A ^ 
aAu dominates Au provided 
{ c0c4 — mci — 1V . , 八 
0, 丁~~——：~ > < a < 1 and c3 > 0, 
Ci(m + ct) J 
where Q = ri2 — m — i. 
Proof : 
R(A,aAu) = Eltr^aku - Imf ] 
1 
- ^ E M A ^ A u - / m + / m - -Imf] 
二 a2 {所斤(厶一1 Ac/-/m)2) - 丑 � ( A - 1 A" — Jm)] 
30 
=^ a2R(A, Au) + m(l 一 a)2 
A 
The second term within the curly brackets vanishes because of the fact Au is an 
A A 
unbiased estimator of A. The difference between the risks of A^ and aAu is 
given by 
H(A) = RiJ^kxj) - RiJ^aKu) 
I , : = ( l - a 2 ) ^ ( A , A t / ) - m ( l - a ) 2 
Using Lemma 2.2 
H{A) = Wil - a2)(ir A"1)2 + b2tr A"2 + 63(1 - a2)tr A"1 
+ 64 (\-a2)-m{l-a)2 (2.4) 
A A 
There will be improvement on aAu compared with Au (i.e. smaller risk under 
aAu) provided H(A) > 0. Unfortunately, the expression of H(A) depends on 
A , the unknown parameter matrix thus providing no information at all. We need 
to find a lower bound of H(A) which is independent of A . Let us first assume 
0 < a < 1, then the first three terms of (2.4) are always positive or zero since 
62, 63 > 0 . It then follows that a sufficient condition for H(A) > 0 is 
: b4{l - a2) - m{l - a)2 >0 
771 
or (l - a2)/{l-a)2 > -
4 
,31 •, 
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/ � / / � m — 64 
分 ail - a) (I - a) > ~ — 
m + 04 
. m — 64 
m + 64 
I ; .: : . . . . . ； . / / ,.: , , , 
Also, 
771 
m — 64 == {c0c3 - [(m + l)ci + 2]} C0C3 
fYl 
=——“{c0c3 — {cx + 2) -771(¾} C0C3 
772 
= {c0c3 — (c0 + 1 ) - mci} 
C0C3 
= {c0c4 — mci — 1} C0C3 
similarly, m + b4 , can further simplify to mci(m + 
Eventually, we have 
C0C4 — mci — 1 
A > Z~^ - 7 ~ 
ci{m + ci) 
where a = n2 _ m — i, and the proof is achieved. 
2.2 Opt imal Linear Es t imate 
Having done all the previous preliminary work, we are now well versed for an 
improved estimator over Ac/. We want to choose an optimal a which maximises 




ci(m + c'i) 
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and the corresponding optimal linear estimate is given by 
A l = OLopthu . ° ,3~~rA[/ Ci(m + ci) 
We summarise this result by the following lemma : 
Lemma 2.4 
A A 
Assume n2 > m + 3 and using loss function (1.5), The linear estimator = aAu 
A 
defined in Theorem 2.3 which always dominates Ay, is optimal when 
_ C0C3 
a°p t Ci(m + Ci) 
where Ci 二 ri2 — m — i. 
Observe that the value of aopt is always between zero and unity and does 
satisfy the condition in Theorem 2.3. If n2-m 二 4, Au is dominated by the trivial 
A A • 
estimate A 三 0. The linear estimate Ar, however, needs not be nonnegative 
definite by itself and is dominated by its truncated version A j which has the same 
set of eigenvectors and eigenvalues as AL except that the negative eigenvalues are 
A 
replaced by zero. It will be shown in next section that Al is dominated by the 
nonlinear estimator of the form aAu (/3/trF)Iyioi a suitable choice of a and 
P . , . 
33 •‘ 
2.3 Nonlinear Es t imate 
We have been working on the problem of estimating Ai , . . . , Am, the population 
eigenvalues of A based upon si,.,. ,5m the sample eigenvalues of F. The linear 
estimate we developed in previous section takes the form q F + c2J, and hence 
the corresponding estimate of A{ is c^i + c2. Such an estimate, however, ignores 
the information about A,- in Sj, for i ^ j. In this section, we therefore consider a 
class of nonlinear estimates of the form 
A. , , = ^ + A / . (2.5) 
A A 參 
The linear part of Aajj3 is chosen to be aAu, because it has been shown in 
previous section that aAu minimises the constant term in the expression of the 
A 
risk of the linear estimates of the form cxF + c2.： The risk of A a � involves 
expectations of 1 /trF and l / ^ r F ) 2 ,(as will be shown later) which are extremely 
unpleasant to work out because of the complexity of the distribution of F. We 
would therefore provide bounds for these expectations and use them to develop 
the required estimates. 
A 
First, let us consider the risk of A a � 
R(A,Aa^) = E[{A,AaiP)}� 
L = ^ ^ ( a A ^ A t / Hh ^ A " 1 - / m ) 2 ] 
r B I2 
=E[tr (aA-1 A^ - 7,,) +^A"1 ] 
,34 ‘ ‘ 
=E[tr{aA-1Au- Im)2]^ 2a^E � ^ U) 
. \tr(A-2Au)] …[MA-1 )1 
: = ^ , ^ ) + 2 ^ 1 诚 U ) - 2/3E 
\ 丨 仰 [ M M ] . 
[WW. 
so, 
!" G{A) = R(A,aAu) -R(ArAaiP) 
= 2 ^ [ ^ 1 ^ 2aPE Vr ^ - - - 1}A;F - ^A"2)1 • r trF L trF _ 
o2l,\tr(A-2)] 
； 二 導 [ 黎 ] - - 1 ) 4 ¾ ^ 
+2一丨勢叫凝] � ) 
All the terms of (2.6) involve expectations of pure nonlinear term of trF except 
the second term which involves expectation of the fraction tr(A~2F)/trF. In 
order to facilitate our analysis, we want to express it in terms of expectations 
of I/(trF) and l/(trF)2\ However, such expression is hard to find. Instead, we 
would develop an upper bound for it. To achieve such goal, we need a lemma (the 
proof is given in the Appendix Section) obtained from the Noncentral F Identity 
given by Leung and Lo(1996) 
35 
Lemma 2.5 
Let F � F m t j i i , n2\ / ; A) with > 4, then 
^ \tr(A-2F)] ri: ； J t r A _ ” 
E — < -———~E ~— 
trF �—ri2 —饥一1 I trl1 
:: - 4) E \ t r A ~ 2 
(n2 —m — l)(n2 — m + 3) [(trF)2 
: 2 E \trA-1' 
~ ( n 2 - m - l ) ( n 2 - m + 3) 1 [(trF)\ 
1 ItrA'1' 
(n2 — m — 1) trF 
E is taken over a Fm{ni,n2;I； A) distribution, and 
E1 is taken over a Fm{ni + m + 1, n2; J; A) distribution 
Hence, 
r 等 ） > 2 ^ ^ 1 - 2 ^ ( - ^ ^ ^ ^ 1 
v / - r trF \n2 - m -1 _ trF _ 
2(n! - 4) E [ t r(A-2) ' 
~ ( n 2 - m + 3 ) ( n 2 - m - l ) [ (trF)2 _ 
2 'trA'1' 
~ ( n 2 - m + 3)(n2 - m - V j 1 [(trF)2_ 
: 1 1 
(ri2 — m — I) trF J 
where Ei is taken over the distribution of Fm(ni + m + 1, n2； /； A). Grouping the 
terms which involve I/trF and l/(trF)2, we have 
： 呢 ^ 綱 + ^ 偏 
_ . . . 關 
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To facilitate our analysis, let us first assume a,/3 > 0. Then the second term of 
(2.7) is always positive. In order to analyse the first term, we need information 
I ft; - :-. J ‘ ：‘ -••:�/-,-. ‘‘ .、：‘ 、� • . . . • t “ 、 . ,. \ •‘ • ,.‘,.-. .. 
about E[l/trF]. An upper bound and a lower bound for E[l/trF] is given by 
I ' _ - .:.' :. • . . 二 ‘： 
Lemma 3.4 (Leung and Muirhead 1987) as follows 
丄 [ 2 + m(n2-m-1)] < [ 1 \ < E \ n2-m^-l • 
m [ mri! + 2/^-2 j _ [t^J ~ [mn1^2K~ 2. 
where K is a Poisson random variable with mean trA/2. Using the lower bound 
V for E[l/trF] and upper bound for E^l/trF], the first term on the right side of 
r , . . ; .. . ‘ 
(2.7) shall be at least • . • 
2 + m(n2 —m — 1) a(n2 — m + 1) 
1:. 卢 [ m f j u r n + 2K — 2) 一 [m(7H + m + 1) + 2K — 2]_ 
— f(2 + m(n2- m — l ) ) (m(m + m + 1) + 2 / ( _ 2) 
= 邓 [ m ( m n ! + 2 仄 - 2 ) [ m ( m + m + 1) + 2/( _ 2] 
am(n2 — m + l)(mni + 2K — 2) 
—m{mn1 + 2仄一 2 ) ^ ( ^ + m + 1) + 2K — 2]_ 
[(2 + m(n2 — m + 1))(77¾% + 2/( _ 2 + m(m + 1)) 
二 [ [m(mn! + 2I< - 2)[m(rn + m + 1) + 2 仄 一 2 ] 
am(n2 — m + l )(mni + 2K — 2) 
—[m(mn! + 2K 一 2 ) ^ ( % + m + 1) + 2J( — 2]_ 
[ m(ra + 1)[2 + m(n2 — m — 1)] 
=聊[m(mn1 + 2K — 2 ) ^ ( ^ + m + 1) + — 2] 
[2 + m[n2 — m — 1) — am(n2 _ m + l)](mni + 2I< — 2) 
+ m(mni + 2K - 2)[m(ni + m + 1) + 2/( — 2] • 
OT?\[m(ri2 — m + 1) - 2(?n - 1) - am(n2 — m + l ) ] ( m n i + 2I< — 2) 
- 聊 [ “ m{mn1 + 2K — 2)[m(m + m + 1) + 2I< — 2] • 
_ (1 — a)m(n2 — m + 1) - 2(m — 1) 
二 邓[m[m(m 屮 m + 1) + 2仄一 2 ] _ 
； 3 7 ‘‘ 
since K is nonnegative, 
� 1 1 E ‘ ’ 广 上 � Q 
m(ni + m + 1,) + 2K — 2 
Hence a sufficient condition for the first term in (2.7) to be nonnegative is 
a < l — ~ 产 一 1 ) ’ � (2.8) 
m(rt2 — m + 1) • 
Finally a condition for G'(A) to be nonnegative can be obtained by imposing 
nonnegativity condition to the last term in (2.7), which gives 
P < 严 ： 气 ) 、 (2.9) 
(n2 -m-\- 6). 
A A 
Therefore, we have derived a class of nonlinear estimates Aaip of the form aA[/ + 
which can be summarised by the below theorem. 
Theorem 2.6 
A A A 
The estimate Aaip given by (2.5) dominates Au and aAu provided > 4, 
n2 > m+1 , 
2(m — 1) , 
0 < a < 1 t-^- f—r and 
m\n2 — m 十 1) 。 • “ / + 1 二 、 : . 、 … ， 
^ m + 6). 
It is of our interest to obtain optimal values of a, /3 to form the optimal nonlinear 
A 
estimate of A, AJVL, 
i.e. ANL = aoptAU:-\-
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A A 
In view of the expression of which is the sum of the linear estimate AL 
and a nonlinear term in trF, a possible candidate iox appt could be the optimal 
value of a found in AL . Also such choice of aopt does satisfy (2.8). Below comes 
the validation. 
For aop t to satify (2.8), we need 
cqc3 < i — ^(rn-l) 
Ci(m + cx) _ _ m(n2 — m + 1). 
This inequality is equivalent to 
^ + 1 ) ( ^ - 2 ) ^ ^ + ¾) < (mCl + 2)/m(Cl + 2) 
分 m(Cl + l)(c? - 4 ) < C!(mCl +2) (m + C!) 
O mc\ + mc\ - 4mci — 4m < mc\ + (m2 + 2)c\ + 2mcx 
分 [ m ( m - 1) + 2}c\ + 6mci + 4m > 0. 
Such inequality is always valid as the coefficients of the quadratic expression 
together with Ci are all positive. Using the optimal value of a ,a o p t found in 
previous section, the optimal value of popt-, can be easily derived as 
R _ (几i - 4) 
Popt = (n2 —m + 3) . " 
2(n2 — m)(n2 — m — 3)(n! — 4) 
)* (n2 — m — l)(m + (n2 — m — l))(n2 — m + 3) 
2(ni — 4)(n2 — m)(n2 — m — 3) 
(n2 — l)(n2 — m — l)(n2 — rn + 3) 
2(ni - 4)C0C3 
cx(m + ci)(ci + 4) . 
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Ci = n^ — m — i. Therefore, 
入 _ c0c3 入 2 ( % - 4)C0C3 1 
|, A i V L = Cl(m + C1)AC/ + Cl(m + Cl)(Cl + 4) 
Thus we have the following lemma. 
Lemma 2.7 
Assume n2 > m + 3, ni > 4 , and using loss function (1.5), the nonlinear 
estimator 
. , P 
given in (2.5) is optimal when 
_ C0C3 
°pt ci(m + ci) 
R — 2(7^ — 4)C0C3 
’ � = ( m + Cl)(Cl + 2)( C l +4) , 
i.e. 
入 — C°C3 A 2(7^ 1 - 4)c0c3 1 
A n L =
 c i (m + c i) ^ + Gl(m + ^)(¾ + 2) t ^ F I m 
where C{ = ri2 — m — i. 
It is perhaps interesting to note that since A 二 n2F converges \veakly to the 
Wishart distribution Wm(ni, A) as n2 tends to infinity, the optimal estimators 
A^, A;VL reduce to estimators of the covariance matrix A. It is easy to find that 
A A A A 
AL = A[/, i.e. no estimator of the form aAu dominates Au and 
入 A v X m - l l r ZXjVL = ^U n im-
40, -, 
These results are analogous to the results obtained by Leung and Muirhead(1987) 
where they considered the same problem but using the loss function (1.7) 
2.4 M o n t e Carlo Simulat ion S t u d y 
A A 
A Monte Carlo study was conducted to compare the performance of Au A^, and 
A 
Anl given by Lemma 2.4 and 2.7, together with their truncated versions A^, 
A j and Based on the loss function (1.5), risks relative to various different 
estimates were worked out. 
There are three choices of A, namely Ax 二 diag {100, 75, 50, 25}. A2 = 
diag {4, 3, 2, 1}，A3 = diag {1，1，1, 1}. For each choice of A, we take m = 4, and 
m , n 2 = 10,25,50,75,100, making a total of 75 combinations. A sample of 500's 
A and 500's B, where A � W ^ r h , / , A), and B � W 4 ( n 2 , / ) , were generated. 
After that, 500 matrices of F = A 1 / 2 5 _ 1 A 1 / 2 were evaluated and used to form 
A[/, A£,, AWL, and their corresponding truncated versions, A^, A j and 
After that, average losses were obtained. Tables 2.1-2.9 summarised the result. 
In tables 2.1-2.6 the average loss and t'he standard errors (enclosed in brackets) 
for tHe three different A's^ are presented. Table 2.7-2.9 recorded the percentage 
reduction in average loss (PRIAL) defined as the estimate of 
举 扃 ) ： 举 , A ) x l 0 0 
P . ；�'；.�''-�' . 4 ! . ', ’ • • 
A A A I A • I A . 公’ 
for AL, AATI,) A j , A J , and compared with Au-
They do reveal some patterns of result. We found that for all choices of A, 
A j , AL, A;VL, A j , do provide reduction in risks compared with Au- For 
A A 
most of the time, AL dominates Au r however, it is in turn dominated by Anl -
A 
These confirm our statements of dominance in Theorem 2.3 and 2.6. Both A^ and 
Anl provide substantial reduction in risks when n2 is small, but such effectiveness 
decreases as n2 increases. However, seems to help improve the PRIAL's as it 
increases. The truncated versions of the estimates always do better than their 
non-truncated parents. Nevertheless, the improvement is small. Leung(1994) had 
already provided a theoretic justification for such dominance, the proof is attached 
in the appendix for reference. It may be of interest to note that the PRIAL'S 
of A l , ANl and their truncated counterparts decrease as n2 increases, while that 
A A • A 
for the A J , it may not necessarily be the case. Although Anl dominates Ajr,, 
there is no gaurantee that will dominate A j . In fact their performances are 
A 丄 暑 
very similar, so the additional computation involved in working out will not 
bring much gain in practice.� 
2.5 Evaluat ion and Fur the r Invest igat ion 
We have in last section examined our estimation result by considering the PRIAL 
of the various estimators: 
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It was found that the simulations agree closely with our statements of dom-
A • 
inance , i.e. under suitable choice of a, the linear estimate, AL , dominates the 
unbiased estimate, Au all the time，but it is in turn dominated by the nonlinear 
estimate A N L with suitable choice of a, ^ under all choices of patterns of param-
eters. Nevertheless, the effectiveness of such dominance is affected by different 
values of ni and n2. Yet, the PRIAL's are quite acceptable in general. So far 
we have been looking at the performance of matrix estimators, by working out 
the losses incurred by them and comparing these with the loss imposed by the 
unbiased estimator Au- However, the eventual concern is to justify the success in 
estimating the eigenvalues A1?. , ’, Am of A. This seems suggests a loss function 
A 
analogous to (1.5) but in terms of the estimated eigenvalues A?s, which is 
/ A � 2 
m / \ \ 
and the according PRIAL would be 
聯 ( A 叱 — 即 ， _ x l 0 0 ) . 
RiX^iAu)) 
The PRIAL, however, only gives us an indication on the overall performance of 
estimations over the eigenvalues, in-fact our simulation reported similar perfor-
mance to that of the PRIALS involving the matrix estimators. Performance of 
individual eigenvalue estimations would perhaps vary quite differently. So, it will 
certainly be of interest to investigate directly the eventual eigenvalues estimated 
from various estimators.' 
43 ; • , , 
v::!�;..,:. ,:. :.;-.:.'.:.「. / ..... .:::、,，'..，:. ： •. : .:: |；( •• ‘；, ...... . .：‘v ., r ; . : , . , . . 。 ..、： 
Table 2.10 - 2.27 reveal the estimated eigenvlaues by the various estimators, 
namely, A[/, AL , A N L together with their truncated counterparts A古，A J , 
Focusing on any specific eigenvalue , we found that the estimation was generally 
more desirable when is small, and n2 is large.' Such result compromises with 
the investigation found in the platform of loss consideration, which gave more 
substantial PRIAL when n2 is small and ni is large. However, when we looked at 
all the estimations, we found not all the eigenvalues were well estimated. Usually, 
the first two largest eigenvalues, among the four eigenvalues we were estimating, 
biased too high, while the remaining twos biased in the opposite direction. The 
first two estimated eigenvalues were usually close to the true parameters, when 
the parameters (the true eigenvalues) were large and fell far apart. The second 
two estimated eigenvalues were, unfortunately, always negative eventhough the 
true values were positive. However, the truncated estimators, which replace all 
negative eigenvalues obtained in their non-truncated counterparts by zero, help 
remove such ambiguity and hence improve the estimation. This is why we have 
decided to introduce the truncated estimators, as most of the estimation problems 
will usually include only nonnegative parameters. 
As some of the eigenvalues are always overestimated, while some are under-
estimated, it opens the problem wHich is worth considering : 
“ A way to shift the individual estimations towards the right direction 
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”• Perhaps, a nonlinear transformation could be proposed which ensures the in-
tensity of shifting is of correct amount (not overshifting), in our case, less for 
the first two eigenvalues and more for the last two eigenvalues. In the present 
moment, what we have in mind is the use.of James-Stein Shrinkage technique, 
which allows the eigenvalues to shrink towards the mean, however, such scheme 
would need more sophisticated mathematical considerations and would lead to a 
more complicated setting. 
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Table 2.1: Loss of Estimates (std. err. are enclosed within brackets) 
A 二 diag{100,75,50,25} - “ 
M 丨 Ay 丨 A古 I I A+ I k N L 丨 
U2 10 , '-
- 1 0 I 11.243 11.189 3.187 3.164 3.186 3.163 I 
(1.984) (1.984) (0.272) ( 0 . 2 7 2 ) (0.272) (0.272) 
25 2.464 2 M T 1 . 7 2 3 1,720 L 7 2 2 1 . 7 1 9 
(0.121) (0.121) (0.064) (0.064) (0.064) (0.064) 
50 1.614 1 . 6 1 0 " L 3 3 6 1.332 1.335 1.332 
‘ ( 0 . 0 5 2 ) (0.052) ( 0 . 0 3 7 ) (0.037) ( 0 . 0 3 7 ) ( 0 . 0 3 7 ) 
75 1 . 3 3 2 1 . 3 3 1 1.176 L175 l l 7 6 1 . 1 7 5 
(0.038) (0.038) (0.031) (0.031) ( 0 . 0 3 1 ) (0.031) 
100 1.265 1.263 1.153 ET52 L152 1.151 
| (0.036) I (0.036) (0.030) (0.030) (0.030) (0.030) 
n2 = 25 � 
10 14.902 | 14.411 3.776 | 3.576 3/772 3.575 
(2.474) (2.478) (0.347) (0.347) (0.347) (0.347) 
25 3.755 3 ^ 6 2 " 2 ^ 0 8 2^34 2.504 2.433 
(0.207) (0.207) (0.114) (0.114) • (0.114) (0.114) 
50 2.201 21T3 L809 L 7 8 4 1 . 8 0 7 1.782 
(0.075) (0.075) (0.055) (0.055) ( 0 . 0 5 6 ) (0.055) 
75 1.706 K693 L506 1.494 1.504 1.493 
(0.052) (0.052) (0.042) (0.042) (0.042) (0.042) 
100 1.499 1.484 1.365 1.351 L 3 6 4 1 . 3 5 0 
(0.041) (0.040) (0.035) (0.034) (0.035) | (0.035) | 
n2 — 50 
I 10 I 25.322 I 23:544 I 5.447 4.771 5.440 4.770 
( 3 . 6 8 5 ) (3.714) , ( 0 . 5 2 2 ) ( 0 . 5 2 7 ) ( 0 . 5 2 2 ) (0.527) 
25 5.738 5.295 3?759 3 A 1 3 3 . 7 5 2 3.413 
(0.271) ( 0 . 2 7 2 ) (0.151) (0.151) (0.151) (0.151) 
: 5 0 3.288 3.054 2.697 2.488 2.692 2.489 
(0.111) J (0,110) (0.083) J (0.082) (0.083) | (0.082) 
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Table 2.2: Loss of Estimates (std. err. are enclosed within brackets) 
I A = diag{100?75,50,25} 
I … 丨 知 I A 古 I & 丨 . A j J I 厶 贴 丨 A ^ 
n2 = 50 
7 5 2 . 6 7 9 2 . 5 5 6 2 . 3 3 9 卜 2 . 2 2 5 | 2 . 3 3 7 2 . 2 2 6 
(0.092) (0.092) (0.076) (0.075) (0.076) (0.076) 
100 2.161 2^065 L959 1.868 1.957 1.869 
I (0.066)卜 (0 .065) I (0.058) (0.057) (0.058) (0.057) 
n2 = 7 5 ； 
I 10 j 36.710 33.033 7.291 5.988 7.283 5.988 
(3.842) ( 3 . 8 7 6 ) (0.536) (0.541) (0.536) (0.541) 
25 8.513 7^94 5^55 4^95 5^47 4.600 
(0.405) (0.412) (0.231) (0.234) ( 0 . 2 3 1 ) ( 0 . 2 3 4 ) 
50 4.675 4J58 3^05 3^45 3.799 3.350 
(0.185) (0.186) ( 0 . 1 4 1 ) ( 0 . 1 4 1 ) (0.142) (0.142) 
75 3.460 3.112 3.036 3^31 2.717 
( 0 . 1 0 8 ) ( 0 . 1 0 6 ) ( 0 . 0 9 0 ) ( 0 . 0 8 8 ) ( 0 . 0 9 0 ) ( 0 . 0 8 8 ) 
1 0 0 3 . 0 0 6 2 / 7 5 0 2 . 7 1 9 2 . 4 7 6 ； 2 . 7 1 6 2 . 4 8 1 
1 (0.096) (0.095) 1 (0.084) | (0.082) (0.084) (0.083) 
I n2 = 100 
I 10 48.192 42.183 9.286 7.304 9.275 7.305 
(5.376) ( 5 . 4 6 4 ) (0.767) (0.780) ( 0 . 7 6 7 ) (0.781) 
25 1 1 . 3 5 5 9 ^ 0 5 ~ ~ T 2 8 3 " 5 ? 7 3 4 7^71 5.742 
(0.478) (0,493) ( 0 . 2 7 2 ) (0.279) ( 0 . 2 7 2 ) (0.279) 
50 6.582 5?74l O 0 3 4.558 5.300 4.570 
(0.274) (0.279) (0.211) (0.214) ( 0 . 2 1 1 ) (0.215) 
75 4.601 3.995 4.018 3^58 O l 4 3.466 
(0.172) (0.174) (0.145) (0.146) (0.145) (0.146) 
100 3.756 3,272 3.398 2.941 3.394 2.949 
(0.110) ,(0.107) 1 (0.097) (0.093) (0.097) (0.093) 
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Table 2.3: Loss of es t imates (the std. err. are enclosed within brackets) 
A diag{4,3,2,l} 
I ni 1 A v 1 A+ I 1 A+ 1 A n l 1 A + l 
n 2 = 10 
II 1Q 351.748 309.379 57.520 46.788 57.222 46.947 
(51.719) (52.501) ( 7 . 9 9 3 ) (8.125) (8.002) (8.130) 
25 146.543 116.738 90^17 70301 90.526 71.448 
( 1 6 . 2 5 8 ) (16.484) ( 9 . 9 8 8 ) ( 1 0 . 1 3 0 ) ( 1 0 . 0 2 2 ) ( 1 0 . 1 5 4 ) 
50 105.222 7T370 84?fT0 6 L 2 5 5 " 8 4 . 2 0 8 62.633 
(5.033) (5.334) ( 4 . 0 0 6 ) (4.248) (4.058) (4.284) 
75 91.653 6^260 7 9 ^ 5 2 " 5 0 3 8 79.228 57.564 
(3.885) ( 4 . 1 4 8 ) ( 3 . 3 4 7 ) (3.576) (3.404) (3.617) 
100 90.037 65182 8LI29 58^98 80.849 60.165 
(3.650) (3.925) (3.269) ( 3 . 5 1 6 ) ( 3 . 3 2 7 ) (3.560) _ 
几2 = 2 5 . . 
10 1172.336 982.275 189.233 149.305 1 188.498 149.93^ 
“ ~ ( 1 0 5 . 2 0 2 ) (108.416) (16.356) (16.881) (16.387) "(16.898) 
25 409.976 "302.251 254.492 "T83^95~ 253.485— 186.455 
(22.766) (23.799) (13.958) (14.599) (14.073) "(14.685) 
50 263.035 182.707 211.628 “ 145.063 111.210 149.167 
(9.479) ( 1 0 . 2 7 0 ) (7.567) (8.200) (7.700) " ( 8 . 3 1 5 ) 
75 234.225 159.367 ~203.438 137.175 202.992" 141.491 
(8.679) ( 9 . 3 5 6 ) (7.50l)~ (8.086) (7.637) — ( 8 . 2 1 0 ) 
100 217.053 146.565 195.576 131.136 195.27厂 135.590 j 
I (6.879) I (7.431) (6,175) (6.668) (6.296) (6.787)~ 
n2 = 5 0 
10 3914.162 3229.051 628.947 500.530 627.588 501.923 
(366.110) (377.940) (57.701) (59.614) (57.773) (59.658) 
25 1179 .005850 .871 7 3 1 . 6 7 1 5 2 0 . 2 2 7 7 2 9 . 5 1 5 5 2 6 . 2 5 2 
(64.715) (69.416) (39.845) (42.767) (40.090) (42.950) 
50 705.861 484.591 567.994 3 8 6 . 5 3 5 5 6 7 . 1 5 0 3 9 4 . 1 3 6 
J (35.503) J (37.244) (28.473)丨（29.869) (28.709) | (30.079) 
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Table 2.4: Loss of estimates (the std. err. are enclosed within brackets) 
A = diag{4,3,2,l} 
丨 Ay 丨 A 古 丨 A : I Kj 丨 A n l 丨 _ 
n2 二 50 — 
75 560.765 372.595 487.117 321.611 486.450 329.321 
(22.339) (23.991) (19.346) (20.776) (19.596) (21.010) 
100 471.523 295.581 424.968 264.947 423.653 272.185 
(18.077) (19.260) (16.254) (17.312) (16.455) (17.529)— 
n2 = 75 
I 10 j 14558.613 13152.282 I 2329.148 2076.043 2327.232 I 2078.252 
(3696.480) (3729.773) (589.623) (594.987) (589.695) (595.033) 
25 2330.428 1 7 4 6 . 3 4 3 1 4 4 4 . 9 5 6 1 0 7 1 . 6 1 9 1 4 4 3 . 6 2 1 1 0 8 1 . 1 3 8 
(133.436) (141.215) (82.367) (87.197) (82.703) (87.457) 
50 1257.080 831.279 1 0 1 1 . 7 6 9 6 6 4 . 3 6 7 1 0 0 9 . 8 1 8 6 7 4 . 8 7 4 
(52.335) (56.231) (41.985) (45.108) (42.336) (45.441) 
75 935.815 605.194 813.014 522.941 811.718 533.449 
(33.130) (35.536) (28.706) (30.788) (29.001) (31.077) 
100 806.101 503.973 726.446 452.198 725.287 462.498 
(27.092) J (28.567) (24.372) [ (25.686) (24.611) (25.983) | 
厂 n2 = 1 0 0 
10 16905.M8 14343.093 j 2707,951 2260.504 | 2705.411 2263.419 
(2509.007) (2543.582) (399.700) (405.258) (399.812) (405.328) 
25 3712.904 2539.4182304.626 1561.362 2299.7981572.809 
(202.491) (214.904) (125.136) (132.818) (125.541) (133.153) 
50 2166.023 1 5 7 1 . 6 5 5 1 7 4 2 . 4 5 8 1 2 5 8 . 3 0 3 1 7 4 2 . 5 3 4 1 2 7 3 . 0 4 3 
(116.478) (124.319) (93.^50) (99.853) (94.012) (100.255) 
75 1409.657 905.760“1224.586 783.300~1223.222 796.484 
(44.904) (47.856) (38.931) (41.474) (39.235) (41.836) 
100 1275.065 800.742 1149.047 719.063 1147 .477732.279 
丨（43.499) 1 (46.129) | (39.142) (41.498) (39.486) (4L89Q)J 
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Table 2.5: Loss of estimates (the std. err. are enclosed within brackets) 
A 二 diag{l+l，l} 
� I h^J 丨 A 古 I A j T I Aj； I AATL 丨 . 略 L 
Til = 10 , . : 
" l o =-1506.451 1350.667 242.705 209.736 241.739 210.336 
(702.215) (702.169) (111.765) (111.755) (111.774) (111.759) 
25 391.217 281.104 242.766 170.204 241.411 173.912 
(18.604) (18.957) (11.381) (11.605) (11.486) (11.665) 
50 318.392 223.271 256.145 177.502 255.050 182.576 
(14.102) (14.338) (11.272) (11.462) (11.399) (11.541) 
75 277.521 185.913 241.068 160.095 240.163 165.634 
(9.922) (10.122) (8.573) (8.747) (8.706) (8.833) 
100 277.983 188.035 250.482 168.376 249.567 174.226 
(9.392) (9.560) (8.432) (8.583) (8.568) (8.673)— 
n2 — 25 ： ； 
10 3356.196 2637.374 540.323 406.849 538.260 408.923 
(271.923) (273.437) (42.693) (42.966) (42.777) (43.010) 
25 1442.714 1052.881 894.242 644.033 892.289 654.779 
(72.064) (72.810) (44.387) (44.854) (44.679) (45.053) 
50 898.415 587,339 722.919 468.599 721.268 482.126 
(28.737) (29.403) (23.014) (23.546) (23.326) (23.783) 
75 740.917 462.418 643.651 399.176 642.226 413.251 
(21.806) (21.620) (18.883) (18.712) (19.165) (18.957) 
100 683.689 413.778 616.202 371.075 613.965 385.121 
I (19.316) (20.080)丨（17.360) (18.045)丨(17.659) (18.28gj_ 
722 = 50 • 
10 16334.428 13785力49 2615.456 I 2171.854 2611,930 2176.503 
(2701.212) (2706.887) (430.326) (431.301) (430.439) (431.363) 
25 4222.216 3037.466 2618.0821868.196 2614.5351888.681 
, ( 2 6 3 . 8 6 9 ) (266.610) (163.121) (164838) (163.619) (165.194) 
50 2165.003 1355.040 1 7 4 2 . 3 2 2 1 0 8 3 . 9 4 2 1 7 3 9 . 1 9 0 1 1 0 7 . 6 0 4 
I (61.999) (63.569) | (49.729) [ (50.979) (50.262) (51.431) 
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Table 2.6: Loss of estimates (the std. err. are enclosed within brackets) 
~ ~ A = diag{l,l,l ,l} “ 
ni 1 Ay I A 古 1 Al 1 A^ 1 Anl 1 _ 
n2 = 50 ^ 
75 1804.925 1088.159 1568.143 941.307 1564.817 965.353 
(53.647) (54.878) (46.511) (47.570) (46.997) (48.007) 
100 1551.033 917,421 1397.864 823.931 1394.325 847.468 
(39.009) (40.080) (35.089) (36.(M3) (35.572) (36.505) 
j = 75 
10 39804.991 I 34300.037 6371.894 5437.686 6366.817 5444.782= 
(10542.255) (10546.276) (1683.980) (1684.650) (1684.101) (1684.720) 
25 8199.753 5767.788 5 0 8 4 . 5 2 8 3 5 5 4 , 1 8 7 5 0 8 0 . 0 6 1 3585.188 
(390.195) (393.165) (241.315) (243.155) (242.079) (243.732) 
50 4467.364 2905.077 3594.571 2328.116 3591.986 2363.456 
(151.713) (155.548) (121.841) , (124.921) (122.615) (125.561) 
75 3361.726 2069.579 2920.2471792.108 2917.969 1827.060 
(94.799) (97.029) (82.231) (84,151) (82.904) (84.786) 
100 2737.063 1608.973 2466.479 1445.965 2463.818 1479.546 
I (69.204) I (69.087) j (62.287) | (62.160) (62.865) (62.793) 
I n2 = 100 
10 57863.248 I 48258.43f | ^59.774 76^.241 9253.833 I 7662.074 I 
(7035.114) (7048.629) (1121.978) (1124.240) (1122.265) (1124.405) 
25 13850.7979773.823 8588.417 6031.218 8583.262 6072.482 
(655.933) (662.418) (405.916) (409.941) (406.939) (410.711) 
50 6770.782 4276.978 5448.330 3429.774 5444.909 3474.510 
(211.0Q2) (212.386) (16'9.519) (170.606) (170.448) (171.443) 
75 5284.795 3340.486 4590.584 2894.590 4589.1362939.202 
‘ ( 1 4 2 . 5 3 7 ) (147.339) (123.651) (127.811) (124.627) (128.684) 
100 4282.012 2512.946 , 3858.872 2259.655 3853.797 2301.413 
| (117.380) (121.638) (105.665) (109.487) | (106.494) | (110.296) 
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Table 2.7: P R I A L ： A = diag{100,75,50,25} 
I RH I N 2 I A 古 丨 丨 A j ； AATL 丨 A j ^ ] 
- I I 10 I 0.482 71.656 71.862 ] 71.666 T1.870~J 
25 0.134 30.089 TO.197 30.138一 30.243 
~1Q 50 ~Q^223~ ,17.224 17.426 17.267" 17.462 
75 11.682 11.741 11.72^ 11.780 
~ 丨 100 I 0.113 8.831 8.938 8.869 | 8.974 
1 匪 I 3.298 74.664 76.002 74.687 76.013 
25 2.464 33.207 "35.159 33.303" 35.206 
25 50 ~L276~ 17.832 ~18.978 17.928 19.035 
“ T 5 ~0/755~ 11.701 12.407 11.812~ 12.484 
1 1 100 1 0.992 8.945 9.886 [ 9.046 9.949~| 
； 11 I 10 I 7.023 78.491 81.160 78.516 81.165"! 
2 5 7.728 34.499 "40.532 34.611~ 40.525 
50 50 ~7116~ 17.983 ~ 2 A M r 18.121 24.311 
~ ： 75 4.568 12.690 " 1 0 4 6 " 12.764 16.884 
100 4,456 9.349 13.580 9.461 13.535| 
丨 10 10.018 80.139 83.688 80.162 83 .6881 
2 5 1 3 . 1 5 0 3 5 - 9 2 6 46.024 36.019" 45.967 
75 50 "TT065~ 18.615 28.448 18.735 28.345 
75 10.077 12.260 21.600 12.394~ 21.478 
100 I 8.517 9.551 17.610 9.650 丨 
~ I 10 I 12.468 80.731 84.843 80.753 I 84.842 
25~ 18.052 35.858 49.501 35.966 49.431 “ 
TOO ,50 "12?779~ 19.433 “ 30.755 19.477 30.577" 
75 13.181 12.670 "24.855 12.767— 24.662 
- 1 100 I 12.887 I 9.537 21.705 9.643 [ 21.492| 
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Table 2.8: P R I A L : A = diag{4,3,2,1} 
II M 丨 N 2 丨 A 古 I A L 丨 A J ； AATL A K 
. I I 10 I 12.045 83.647 86.698 1 83.732 86.653" 
25 "20^339" 37.959 51.959 38.226~ 51.245 | 
"TO 50 "2617T 19.494 41.785 19.97F 40.476 
75 28.797 13.094 38.858 13.556— 37J93_| 
~ 100 27.272 9.894 35.028 10.205 [ 33.178 
1"””~ 10 I 16.212 83.858 87.264 I 83.921 1 87.211 ‘ 
25 26.276 37.925 55.267 38.1T1~ 54.521 
50 ^ 5 3 9 " 19.544 4 4 ^ 5 T 19.703" 43.290 
“ ~ 75 "^L960 13.144 41.434 13.335" 39.592 
I 100 32.475 9.894 39.583 10.035 37.531 
" " “ 丨 10 I 17.503 83.932 87.212 83.966 87.177 
25 27.831 37.94^" 55.876 38.125一 55.365 
50 50 "3L348" 19.532 —45.239 19.651 44.162 
75 33.556 _ 13.133 "4^648" 13.252 "41.273 
—100 37.314 9.873 43.810 10.152 42.275 
一 I 10 I 9.660 84.002 85.740 84.015 85.725 
25 25.063 37.996 ~54016~ 38.053 53.608 
75 50 "33^872" 19.514 —47.150 19.670 46.314 
75 35.330 13.122 "44.119 13.261~ 42.996 
一 100 37.480 9.881 43.903 10.025 42.625 
~ I 10 丨 15.157 83.982 86.629 83.997 86.6111 
2 5 31.606 37.929 57.948 38.059" 57.639 
"TOO 50 "27141 19.555 41.907 19.55T 41.227 
75 35.746 13:129 44.433 13.226 “ 43.498 
100 .37.200J 9.883 43.606 10.006 42.569| . 
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Table 2.9: P R I A L : A - diag{l,1,1,1} 
I m I n 2 I A古 I I A J ； 丨 A j y L 一 
~ 10 I 10.341 1 83.889 86.077 | 83.953 86.038 
25 28.146 37.946 "56.494 38.292~ 55.546 
~1Q~~5Q~"29.8T6 19.550 44.251 19.894 42.657" 
一 75 33.009 13.135 42.312 13.46T 40.316 
~ 100 32.357 9.893 39.429 10.222 37.325 
~ 丨 10 丨 21.418 83.901 1 87.878 1 83.962 87.816 
25 27,021 38.017 55.360 38.152 “ 54.615 
25 50 "34625" 19.534 "47.842 19.718~ 46.336 
— 7 5 TT588" 13.128 46.124 13.32T 44.224 
~ 100 39.479 9.871 45.725 [ 10.198 43.670 
| 10 | 15.604 83.988 86.704 84.010 86.675" 
25 28.060 37.993 55.753 38.077— 55.268 
~ 5 0 5 0 37.412 19.523 49.933 19.668 “ 48.841 ： 
— 75 39.712 13.119 47.848 13.303~ 46.516 
“ 100 40.851 9.875 46.879 10.103 45.36T 
— 丨 10 丨 13.830 83.992 86.339 84.005 86.321 
~ 2 5 ~ 29.659 37.992 "56.655 38.046" 56.277 
75 50 "34971 19.537 47.886 "19?595~ 47.095 
75 38.437 13.133 46.691 13.200~ 45.651 
. 100 41.215 9.886 47.171 9.983 
P " | 10 | 16.599 83.997 86.775 84.007 | 86.758一 
25 29.435 37.993 T6.456 38.03厂 56.158 
100 .50 "36^832" 19.532 49.344 "19.582 48.684— 
_ 75 36.791 13.136 45.228 13.16^ 44.384 
_ 100 丨 41.314 | 9.882 47.229 10.000 46 .254" 
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Table 2.10: Eigenvalues of At/, A j (std. err. are enclosed within brackets) 
A 二 diag{100,75,50,25} 
nx Eigenvalues of Av Eigenvalues of A^ | 
I n2 = 10 
I 1 0 � 1 8 5 . 3 1 I 54.81 19.02 2.46 II 185.31 54.81 19.02 3.35 
(6.89) (1.28) (0.46) (0.24) (6.89) (1.28) (0.46) (0.20) 
^ 5 1 3 3 . 2 5 6 7 . 4 3 3 4 4 6 1 1 . 2 9 133.25 6 7 . 4 3 3 4 4 6 1 1 . 3 5 
(2.08) (0.97) (0.56) (0,34) (2.08) (0.97) (0.56) (0.33) 
1 2 3 ^ 2 2 7 2 . 6 7 4 0 . 3 5 1 2 3 . 2 2 7 2 . 6 7 4 0 . 3 5 1 4 . 3 0 
(1.42) (0.81) (0.56) (0.39) (1.42) (0.81) (0.56) (0.38) 
~ 7 5 I 2 L 0 6 7 L 7 4 4 0 ? 7 5 1 5 . 7 3 1 2 1 . 0 6 7 1 . 7 4 4 0 , 7 5 1 5 . 7 4 
(1.32) (0.70) (0.52) (0.36) (1.32) (0.70) (0.52) (0.36) 
100 118.79 7 2 . 4 3 4 0 ^ 6 1 ^ 8 5 1 1 8 . 7 9 72.43 40.66 15.87 
(1.25) (0.71) (0.51) (0.37) | (1.25) (0.71) (0.51) (0.37) 
n2 = 25 � -
10 193.86 54.71 13,10 -7.15 II 193.86 54.71 13.63 0.84 
(7.57) (1.57) (0.61) (0.32) (7.57) (1.57) (0.58) (0.14) 
142.59 7 0 . 3 6 3 0 7 9 5 ^ 8 1 4 2 . 5 9 7 0 . 3 6 3 0 ? 7 9 7 . 2 6 
(2.45) (1.14) (0.65) (0.44) (2.45) (1.14) (0.65) (0.37) 
~ 5 0 m M m o f T s i 1 3 0 . 8 8 7 2 . 2 0 W T s i n . 3 9 
(1.65) (0.91) (0.63) (0.44) (1.65) (0.91) (0.63) (0.42) 
~ 7 h 1 2 4 1 3 7 2 / 7 3 3 8 ^ 9 6 1 2 . 3 0 1 2 4 . 1 3 7 2 . 7 3 3 8 . 9 6 1 2 . 4 9 
(1.37) (0.82) (0.57) (0.43) (1.37) (0.82) (0.57) (0.41) 
100 120.5373.55 4 0 . 9 4 1 3 ^ 0 4 1 2 0 . 5 3 7 3 . 5 5 4 0 . 9 4 1 3 . 2 4 
(1.23) (0.76) 1 (0.56) (0.41) || (1.23) (0.76) | (0.56) (0.39) 
ri2 = 50 . 
10 I 228.85 I 51.36 0.32 -24.58 II 228.85 51.54 I 6.70 I 0.10 
(8.42) (2.02) (0.T7) (-0.39) (8.42) (2.01) (0.55) (0.04) 
~ 2 5 T 5 6 l 8 6 8 . 8 7 2 4 . 8 4 1 5 6 . 4 8 68 .8725 .09 2.78 
(2.92) (1.28) (0.72) (0.50) (2.92) (1.28) (0.71) (0.26) 
50 138.30 72.58 3 4 . 3 1 1 3 8 . 3 0 7 2 . 5 8 3 0 1 6 . 9 6 
1 (1.97) I (1.01) 1(0.72) (0.56) J] (1.97) (1.01)卜(0.72) (0.40) 
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Table 2.11: Eigenvalues of Ac/, A^ (std. err. are enclosed within brackets) 
厂 A = diag{100,75,50,25} 
rii Eigenvalues of Au Eigenvalues of A^ J 
., ？22 = 50 
75 130.48 74.07 37.66 7.61 130.48 74.07 37.67 9.48 
(1.48) (0.94) (0.69) (0.56) (1,48) (0.94) (0.69) (0.45) 
100 126 .0875 ,73 38.37 9 . 1 4 1 2 6 . 0 8 7 ^ 7 3 3 0 7 1 0 . 5 2 
(1.30) I (0.87) (0.64) (0.53) (1.30) (0.87) (0.64) [ (0.45) 
n2 ~ 75 
10 260.09 46.98 42.99 -42.26 260.09 48.54 3.65 0.00 
(10.02) (2.29) (0.90) (0.44) (10.02) (2,21) (0.47) (0.00) 
~ 2 5 1 7 2 . 5 6 7 2 ^ 8 2 1 . 1 8 - 1 5 . 3 2 1 7 2 . 5 6 7 2 ^ 8 2 2 1 4 1 . 0 6 
_ (3.44) (1.50) (0.90) (0.61) (3.44) (1.50) (0.84) (0.18) 
" 5 0 1 4 9 ? 7 0 7 ^ 0 9 3 H 8 ^ 3 1 0 1 4 9 . 7 0 7 ^ 0 9 3 1 . 2 5 4.23 
(2.14) (1.18) (0.83) (0.62) (2.14) (1,18) (0.82) (0.34) 
" 7 5 1 3 5 . 8 7 7 5 . 1 7 3 2 ^ 0 L 2 8 " 1 3 5 . 8 7 7 5 1 7 3 2 ^ 4 6 . 1 8 
(1.75) (1.04) (0.75) (0.64) (1.75) (1.04) (0.75) (0.42) 
100 1 3 1 . 2 5 7 7 M 3 7 ^ 4 3 ^ 0 1 3 1 . 2 5 ‘ 7 7 . 3 0 3 7 ^ 6 7 . 5 0 
(1.52) (0.97) (0.73) (0.61) (1.52) (0.97) (0.73) (0.43) 
n2 = 100 
10 278.04 43.75 -24.20 -59.46 278.14 47.13 2.60 0.00 
(11.59) (2.76) (1.07) (0.54) (11.58) (2.62) (0.44) (0.00) 
1 8 7 1 2 7 2 ^ 5 7 1 2 . 1 2 -26.05 1 8 7 . 1 2 7 2 . 6 2 1 0 7 0 . 6 9 
(3.66) (1.85) (1.07) (0.72) (3.66) (1.85) (0.88) ( 0 . 1 7 ) . 
" 5 0 1 5 5 I I 7 S M 2 9 ^ 4 ^ 1 0 1 5 5 . 4 1 ~ ~ 7 8 ^ 8 6 2 9 ? 7 6 3 . 4 9 
_ (2.30) (1.28) (0.96) (0.77) (2.30) (1.28) (0.93) (0.34) 
" 7 5 1 4 2 ^ 2 7 4 6 6 3 ^ 4 6 ^ 3 ? 7 2 1 4 2 . 2 2 7 4 . 6 6 3 3 . 5 9 4.71 
(1.85) (1.15) (0.84) (0.70) (1.85) (1.15) (0.83) (0.37) 
" 1 0 0 1 3 8 ^ 8 9 7 6 . 5 4 3 4 . 5 7 T 0 7 1 3 8 . 8 9 7 6 . 5 4 3 4 / T 3 5 . 7 4 
I (1,67) | (1.10) | (0.82) 1 (0.70) (1.67) (1.10) (0.80) (0.41) 
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Table 2.12: Eigenvalues of Av, A j (std. err. are enclosed within brackets) 
A = diag{4,3,2，l} 
ri! Eigenvalues of A v Eigenvalues of A^ 
n2 = 10 
10 22.93 1.26 -5.46 -8.29 22.95 2.60 0.03 0.00 
(1.10) (0.25) (0.09) (0.04) (1.10) (0.20) (0.01) (0.00) 
^ 5 V L 5 2 3 ^ 5 ^ 2 5 ^ 0 8 P T 5 2 3 ^ 0 0^2 0.00 
(0.51) (0.21) (0.12) (0.07) (0.51) (0.19) (0.04) (0.00) 
~ 5 0 1 6 ^ 2 8 3 . 4 3 - 2 . 6 4 ^ 6 / 7 5 1 6 . 2 9 3.78 0 M 0.00 
(0.42) (0.19) (0.13) (0.08) (0.42) (0.17) (0.05) (0.00) 
~ 7 5 1 5 1 1 3 . 8 4 - 2 . 3 2 - 6 . 6 9 1 5 . 1 2 4 1 4 0 5 0.00 
(0.35) (0.19) (0.12) (0.07) (0.35) (0.17) (0.05) (0.00) 
" T o o u M 3 M ^ 3 8 ^ 4 1 1 0 9 4 J 6 0^2 0.00 
(0.33) (0.18) (0.12) (0.08) (0.33) (0.17) (0.04) (0.00) 
n2 = 25 
10 43.23 -0.97 -13.15 -19:25 43.44 3.52 0.05 0.00 I 
(2.12) (0.48) (0.20) (0.10) (2.11) (0.36) (0.02) (0.00) 
^ 5 2 8 ^ 3 3 ^ 2 ^ 5 7 - 1 4 . 8 4 2 8 . 2 4 5 ^ 4 017 0.00 
(0.88) (0.35) (0.20) (0.14) (0.88) (0.29) (0.05) (0.00) 
~ 5 0 2 3 ^ 0 2 ^ 5 2 ^ l i - 1 3 . 0 1 2 3 . 0 3 6 J 3 0^2 0.00 
(0.51) (0.30) (0.21) (0.15) (0.51) (0.27) (0.07) (0.00) 
~ 7 5 2 L 2 7 6 ^ 0 8 ^ 4 4 0 ^ 3 1 2 1 . 3 0 6 ^ 5 1 0L55 0.00 
_ (0.47) (0.29) (0.21) (0.16) (0.47) (0.26) (0.08) (0.00) 
T O O 2 L 5 T 5 ^ 6 2 A A b - 1 2 . 2 2 2 1 . 5 1 6 ^ 0 5 0 l 0 0.00 
I (0.43) (0.27) j (0,19) 1 (0.15) (0.43) (0.24) (0.07) (0.00) 
n2 = 50 -
10 72.79 -3.25 1-26.37 -37.25 I 73.24 5.98 0.08 0.00 
(3.50) (0.85) (0.35) (0.19) (3.48) (0.57) (0.05) (0.00) 
" 2 5 4 i l 9 5 . 2 1 -13.96 -26.93 4 4 . 5 4 S M 0^23"0 .00 
‘ (1.36) (0.60) (0.37) (0.26) (1.36) (0.47) (0.06) (0.00) 
" 5 0 3 5 . 7 9 7.46 -9.72 - 2 2 . 7 6 3 5 . 7 9 8 ? T 8 0A9 0.00 
I (0.84) j (0.50) | (0.34) (0.25) (0.84) | (0.43) (0.09) (0.00) 
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Table 2.13: Eigenvalues of Av, A古(std. err. are enclosed within brackets) 
A = diag{4 3,2,1} 
nx Eigenvalues of Av Eigenvalues of A^ j 
„ n2 二 50 
75 31.11 7,37 -7.86 -20.52 I 31.11 8.42 0.59 I 0.01 
(0.69) (0.44) (0,32) (0.28) (0.69) (0.38) (0.09) (0.01) 
" T O O 2 9 ^ 0 5 H 6 ^ 8 0 ^ 6 4 2 9 . 0 7 8 J 4 0?78 0.00 
(0.65) (0.42) (0.32) (0.28) (0.65) [ (0.36) (0.11) (0.00) 
n2 二 75 -
10 118.88 -7.23 -39.61 -55.54 119.95 7.69 0,19 0.00 
(7.56) (1.27) (0.55) (0.26) (7.52), (0.88) (0.08) (0.00) 
~ 2 5 6 2 / 1 9 f m - 2 0 . 1 4 - 3 9 . 0 3 6 2 ^ 7 1 L 2 2 0 ^ 4 6 0.00 
(1.93) (0.88) (0.53) (0.36) (1.92) (0.70) (0.11) (0.00) 
" 5 0 4 5 ? 7 5 7 ^ 6 - 1 3 . 5 1 - 3 1 . 3 3 4 5 J 7 “ 1 ^ 3 4 0 ? 7 7 0.00 
f l . l l ) (0.64) (0.48) (0.36) (1.11) (0.52) (0.12) (0.00) 
~ 7 5 3 9 . 6 7 9 . 4 0 - 1 1 . 6 9 - 2 8 . 1 3 3 9 L 6 8 I I I 2 0 ^ 4 0.00 
(0.91) (0.63) (0.43) (0.33) (0.91) (0.54) (0.12) (0.00) 
" T O O 3 6 ^ 1 9 ^ 2 2 ^ 9 ? 7 5 - 2 6 . 6 7 “ 36.63 ' 1 0 . 6 6 0 / 7 6 0.00 
(0.81) (0.55) I (0.41) (0.35) [ (0.81) J (0.47) (0.11) (0.00) 
. n2 = 100 
10 142.53 -9.67 1-53.07 -73.79 143.52 10.68 0.08 0.00 
(8.06) (1.70) (0.68) (0.33) (8.03) (1.16) (0.06) (0.00) 
^ 5 7 5 l S 5 ? 7 9 - 2 9 . 0 7 -51,38 7 5 . 9 5 I L 5 3 C L 2 5 0.00 
(2.35) (1,00) (0.63) (0.48) (2,33) (0.77) (0.07) (0.00) 
~ 5 0 5 8 ? T 6 1 1 . 8 4 -17.38 - 3 9 . 6 6 ” 5 S M 1 4 . 5 4 ” 0 ^ 1 0.00 
(1.58) (0.87) (0.60) (0.47) (1.57) (0J3) (0.15) (0.00) 
75 4 9 . 9 6 1 1 . 2 6 -14.28 , 3 5 . 6 4 4 9 ^ 9 1 3 . 3 4 0 . 8 2 0.00 
(1.15) (0.73) (0.53) (0.43) (1.15) (0.61) (0.15) (0.00) 
46.44 11.02 -13.33 - 3 3 . 8 6 4 6 . 4 5 1 2 ^ 4 8 0 ? 7 4 0.02 
, || (1.03) I (0.63)�(0.50) 1 (0.42) | (1.03) (0.54) (0.13) (0.02) 
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Table 2.14: Eigenvalues of Ac/, A j (std. err. are enclosed within brackets) 
I A = d iag{l l ? l ; l} 
Eigenvalues of A n Eigenvalues of A^ 
n2 = 10 
10 18.4& -0.45 -6.07 -8.45 18.62 1.62 I 0.04 0.00 
(1.44) (0.22) (0.09) (0.04) (1.43) (0.16) (0.02) (0.00) 
^ 5 I 4 l 6 L 7 9 ^ 4 3 5 - 7 . 5 1 14.17 2 M 0 . 0 5 0.00 
fO.43) (0.20) (0.10) (0.06) (0.43) (0.16) (0.02) (0.00) 
~ 5 0 1 ^ 9 0 2 . 2 5 - 3 . 4 6 T i l 1 2 . 9 1 2.85 0 l 8 0 . 0 1 v 
(Q.36) (0.19) (0.11) (0.07); (0.36) (0.16) (0.03) (0.01) 
~ 7 5 1 2 1 8 2 M ^ 2 8 - 7 . 0 4 1 2 . 1 8 2 ^ 8 0^1 0.01 
(0.30) (0.17) (0.12) (0.07) (0.30) (0.15) (0.04) (0.01) 
" T O O \ 2 M 2 l 8 ^ 2 8 ^ 9 5 f ^ 3 7 2 ^ 9 015 0.00 
(0.30) J (0.16) (0.11) (0.07) (0.30) (0.13) (0.03) (0.00) 
n2 = 25 
10 35.35 -2.11 -13.67 -19:51 35.53 2.94 0.05 0.00 
(1.68V (0.44) (0.20) (0.10) (1.67) (0.30) (0.03) (0.00) 
^ 5 2 6 l 4 2 ^ 9 1 - 8 . 0 9 -15.33 2 6 . 4 7 4 5 0 021 0.00 
(0,84) (0.35) (0.21) (0.13) (0.84) (0.29) (0.06) (0.00) 
~ 5 0 2 L l 2 3 ^ 0 ^ 3 5 - 1 3 . 9 4 2 1 , 1 4 1 6 9 " 0 ^ 2 4 0.00 
(0.52) (0.30) (0.19) (0.14) (0.52) (0.24) (0.05) (0.00) 
~ 7 5 1 9 ^ 0 6 3 ^ 9 ^ 8 2 ^ 1 3 l 5 1 9 ^ 0 7 4 / T 7 0^9 0.01 
(0.43) (0.27) (0.19) (0.15) (0.43) (0.23) (0.05) (0.00) 
1 ^ 0 V L 9 S 3 ^ 6 8 ^ 7 3 ^ 9 0 1 ^ 9 9 1 5 0 0^6 0.00 
(0,42) (0.26) 1 (0,19) (0.15) | (0.42) [ (0.22) | (0.05) (0.00) 
n2 — 50 — 
10 71.96 -4,99 -26.50 -37.52 I 72.47 4.94 0.11 I 0.00 
(4.15) (0.83) (0.40) (0.20) (4.13) (0.56) (0.08) (0.00) 
~ 2 5 4 0 5 1 4 9 - 1 4 . 8 6 -27.39 4 3 . 4 2 7 ^ 3 0^2 0.00 
_ (1.49) (0.57) (0.36) (0.25) (1.48) (0.45) (0.07) (0.00) 
~ 5 0 3 1 . 6 9 5.42 -10.56 -23.07 3 1 . 7 1 7 ^ 2 2 029 0.00 
1 (0.77) J (0.48) J (0.31) 1 (0.26)丨(0.77) | (0.39) (0.06) (0.00) 
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Table 2.15: Eigenvalues of A^, A j (std. err. are enclosed within brackets) 
I! A , diag{l l , l , l } j 
n^ Eigenvalues of A v Eigenvalues of A古 
j . n2 = 50 
75 28.46 5.35 -9.35 -21.79 28.48 6.71 0.43 0.00 
(0.70) (0.40) (0.31) (0.26) (0.69) (0.33) (0.08) (0.00) 
T O O 2 0 4 X 9 3 ^ 6 8 m 2 7 2 6 . 3 8 0 3 0 9 0.00 
(0.63) (0.39) (0.30) (0.25) (0.62) (0.31) | (0.07) (0.00) 
n2 = 75 
10 1103.95 1 -7.93 I-39.79 I-55.68 I 104.80 I 6.99 0.04 0.00 I 
(6.85) (1.16) (0.52) (0.26) (6.82) (0.74) (0.03) (0.00) 
^ 5 6 1 . 4 1 6.27 ^21.71 - 3 9 . 6 4 6 L 5 0 1 0 6 7 C L 3 2 0.00 
(1.90) (0.85) (0.51) (0.35) (1.90) (0.66) (0.08) (0.00) 
^ 0 4 ^ 6 7 7 ^ 8 - 1 4 . 8 6 - 3 2 . 3 9 4 5 ? 7 4 1 0 0 5 0 l 5 0.00 
(1.17) (0.64) (0.46) (0.36) (1.17) (0.52) (0.10) (0.00) 
~ 7 5 3 9 ^ 0 4 8 ^ 0 8 " " “ - 1 2 . 2 4 - 2 9 . 7 9 3 ^ 0 8 9 ^ 8 7 0^65 0.00 
(0.92) (0.58) (0.43) (Q.34) (0.92) (0.48) (0.11) (0.00) 
T O O 3 4 ^ 9 7 M - 1 0 . 8 6 - 2 7 . 5 9 3 4 ^ 4 ^ 5 6 0 2 0.01 
(0.78) (0.53) (0.44) [ (0.36) | (0.78) (0.44) (0,13) (0.01) 
n2 = 100 
10 138.24 -7.52 -52.91 -74.26 139.10 I 11.83 0.04 0.00 
(7.56) (1.81) (0.65) (Q.32) (7.52) (1.29) (0.03) (0.00) 
79.35 8.73 -28.00 - 5 1 . 8 3 7 9 ^ 5 0 1 4 ^ 4 0 . 0 0 
(2.47) (1.14) (0.65) (0.47) (2.46) (0.88) (0.13) (0.00) 
" 5 0 5 ^ 8 2 9 1 5 - 1 8 . 5 9 - 4 1 . 7 2 5 ^ 8 3 1 2 M 0 ^ 3 0.00 
(1,36) (0.80) (0.55) (0.44) (1.36) (0.65) (0.12) (0.00) 
~7549^3~9A1-15.39 - 3 6 . 4 7 4 9 ^ 5 1 1 . 7 4 0.68 0.00 
(1.18) (0.69,) (0.53) (0.47) (1.18) (Q.57) (0.12) (0.00) 
100 4 2 . 8 4 8 . 4 8 -14.71 -34.50 4 2 . 8 4 1 0 9 5 0 . 7 1 0.00 
1 (LQ1)丨（0,67) (0.51) 1 (0.46) (1.01) (0.54) (0.14) (0.00) 
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Table 2.16: Eigenvalues of AL , A j (std. err. are enclosed within brackets) 
A = diag{lQ0,T5,50,25} 
72i Eigenvalues of AL Eigenvalues of A^ 
n 2 = 10 
I 10 I 74.13 21.92 7.61 0.98 74.13 21.92 7.61 1.34 
(2.76) (0.51) (0.19) (0.09) (2.76) (0.51) (0.19) (0.08) 
^ 5 1 0 4 . 9 4 5 3 . 1 0 2 7 J 3 " ~ S M 1 0 4 . 9 4 5 3 . 1 0 2 ^ 3 8 . 9 3 
(1.64) (0.76) (0.44) (0.26) (1.64) (0.76) (0.44) (0.26) 
" 5 0 1 1 0 . 5 3 6 5 . 1 8 3 6 l 9 ~ 12.79 110.53 6 5 . 1 8 3 6 l 9 1 2 . 8 3 
(1,28) (0.73) (0.50) (0.35) (1.28) (0.73) (0.50) (0.34) 
~ 7 5 1 1 2 . 8 4 6 6 . 8 7 3 L 9 8 ~ 14.66 112.84 6 6 . 8 7 3 7 ^ 8 1 4 . 6 7 
(1.23) (0.65) (0.48) (0.34) (1.23) (0.65) (0.48) (0.34) 
100 112.76 6 8 . 7 5 3 8 ^ 6 0 - 1 1 2 . 7 6 6 8 . 7 5 3 8 . 6 0 15.06 
(1.18) (0.67) (0.49) (0.35) (1.18) | (0.67) (0.49) (0.35) 
n2 — 25 -
10 77.55 21.88 5.24 -2.86 77.55 21.88 5.45 0.34 
(3.03) (0.63) (0.25) (0.13) (3.03) (0.63) (0.23) (0.06) 
~ 2 5 1 1 2 . 2 9 5 5 . 4 1 2 4 2 5 ~ "~463”112.29 55 .4124^5“““5 .71 
(1.93) (0.90) (0.51) (0.34) (1.93) (0.90) (0.51) (0.29) 
~ 5 0 1 1 7 . 4 0 6 4 . 7 6 3 3 ^ " ~ 9 l 5 ” 1 1 7 . 4 0 6 4 . 7 6 3 3 ^ 2 1 0 . 2 1 
(1.48) (0.82) (0.57) (0.40) (1.48) (0.82) (0.57) (0.37) 
~ 7 b 1 1 5 . 6 9 6 7 . 7 9 3 0 F 11.47 115.69 6 7 . 7 9 3 6 M 1 1 . 6 4 
(1.27) (0.77) (0.53) (0.40) (1.27) (0.77) (0.53) (0.38) 
100 114.42 69.82 38.86 12.38 114.42 69.82~~38.8612.57 
(1.16) (0.72) 1 (0.54) (0.38) (1.16) (0.72) | (0.54) (0.37) 
n2 = 50 
10 91.54 I 20.54 0.13 II -9.83 I 91,54 20.62 2.68 I 0.04 
(3.37) (0.81) (0.31) (0.16) (3.37) (0.80) (0.22) (0.02) 
""“123.22 5 4 . 2 4 1 ^ 5 7 ^ 0 7 1 2 3 . 2 2 5 4 . 2 4 1 9 J 6 2 . 1 9 
* (2.30) (1.01) (0.57) (0.39) (2.30) (1.01) (0.56) (0.20) 
124.06 65,11 “ 3 0 7 8 " ~ T 2 6 1 2 4 . 0 6 6 5 . 1 1 3 0 7 8 6 . 2 5 
| (1,77) 1 (0.91) I (0.65) 1 (0.50) (1.77) (0.91)卜(0.65) (0.36) 
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Table 2.10: Eigenvalues of At/, A j (std. err. are enclosed within brackets) 
A = diag{100，75,50，25} 
ni Eigenvalues of AL Eigenvalues of A玄 | 
n2 = 50 … . 
75 121,61 69.03 35.11 7.10 II 121.61 69.03 3511 8.83 
(1.38) (0.87) (0.65) (0.52) (1.38) (0.87) (0.65) (0.42) 
100 119.6871.89 3 6 . 4 2 8 ^ 8 " 119.68 71.89 3 6 . 4 2 9 . 9 9 
(1,24) (0.83) (0.61) (0.50) \\ (1.24) | (0.83) (0.61) (0.43) 
ri2 = 75 � 
10 1104.04 18.79 -5.19 -16.90 II 104.04 19.42 1.46 0.00 
(4.01) (0.92) (0.36) (0.18) (4.01) (0.89) (0.19) (0.00) 
135.89 5 6 . 9 2 1 6 . 6 8 -12.06 135.89 5 6 . 9 2 1 7 A 3 0 . 8 4 
(2.71) (1.18) (0.71) (0.48) (2.71) (1.18) (0.66) (0.14) 
~ 5 0 1 3 4 . 2 9 6 7 . 3 6 2 7 ^ 7 ^ 7 8 1 3 4 . 2 9 6 7 . 3 6 2 8 ： 0 3 3 . 7 9 
(1.92) (1.06) (0.74) (0.56) (1.92) (1,06) (0.73) (0.30) 
~ 7 5 1 2 6 . 6 4 7 0 . 0 6 3 0 3 8 E l 9 ~ 126.64 7 0 . 0 6 3 0 . 4 2 5.76 
(1.64) (0.97) (0.70) (0.59) (1.64) (0.97) (0.70) (0.40) 
100 124.59 7 3 . 3 8 3 5 1 6 3 7 n T ' 124.59 7 3 . 3 8 3 5 . 1 8 7.12 
(1.44) (0.92) (0.70) (0,58) | (1,44) (0.92) (0.69) (0.41) 
n2 ^ 100 
10 111.21 17.50 -9.68 -23.78 II 111.26 I 18.85 1.04 0.00 
(4.64) (1.11) (0.43) (0.21) (4.63) (1.05) (0.18) ( 0 , 0 0 ) . 
~ 2 5 1 4 7 . 3 5 57.15 9 ^ 5 - 2 0 . 5 1 ‘ 147.35 5 7 . 1 9 1 2 ^ 6 0 . 5 4 
(2.88) (1.46) ,(0.84) (0.57) (2.88) (1.45) (0.70) ( 0 . 1 3 ) . 
^ 0 1 3 9 . 4 2 7 0 . 7 4 2 6 ^ 2 1 3 9 . 4 2 7 0 . 7 4 2 6 ^ 6 9 3 . 1 3 
(2.06) (1.X5) (0.86) (0.69) (2.06) (1,15) (0.84) (0.31) 
132.55 6 9 . 5 9 3 1 . 1 9 . - 3 . 4 7132 . 55 6 9 . 5 9 3 1 . 3 1 4.39 
(1.72) (1.07) (0.79) (0.65) (1.72) (1.07) (0.78) (0.34) 
100 131.85 72.66 32.82 -1.02 131.85 7 2 . 6 6 3 2 . 9 7 5 . 4 5 
j (1.58) 1 (1.05),1 (0-78) 1 (0.66) \\ (1.58) (1.05) (0.76) (0.39) 
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Table 2.18: Eigenvalues of AL , A j (std. err. are enclosed within brackets) 
A = diag{4 3,2,l} 
ri! Eigenvalues of AL Eigenvalues of A^ 
ri2 = 10 — 
10 9.17 0.50 -2.18 -3.32 9.18 1.04 0.01 0.00 
(0.44) (0.10) (0.04) (0.02) (0.44) (0.08) (0,00) (0.00) 
~ 2 5 " " " " 1 3 M 2 M ” ^ 5 6 1 3 . 8 0 2 ^ 9 9 0.17 0.00 
(0.40) (0,16) (0>10) (0.06) (0.40) (0.15) (0.03) (0.00) 
1 4 ^ 0 3 ^ 8 - 2 . 3 7 -6.05 14.61 3.40 0 0 0.00 
(0.38) (0.17) (0.11) (0.07) (0.38) (0.15) (0.04) (0.00) 
" 7 5 1 4 . 0 9 3 . 5 8 ~ ^ 2 1 6 - -6.24 U M ^ 8 5 0.33 0.00 
(0.33) (0.18) (0.11) (0.07) (0.33) (0.16) (0.05) (0.00) 
1 ^ 0 1 4 1 3 3 . 7 4 - 2 . 2 6 1 4 . 1 3 3 ^ 5 0.30 0.00 
(0.31) | (0.17) (0.11) (0.08) (0.31) | (0.16) (0.04) (0.00) 
n2 = 25 � 
10 17.29 -0.39 -5.26 -7.70 II 17.38 1.41 0.02 O.OF" 
(0.85) (0.19) (0.08) (0.04) (0.85) (0.14) (0.01) (0.00) 
~ 2 5 2 2 . 2 3 3 . 0 9 - 5 . 9 6 - 1 1 . 6 8 2 2 ^ 4 4 1 3 0.14 0.00 
(0.69) (0.28) (0.16) (0.11) (0.69) (0.23) (0.04) (0.00) 
~ 5 0 2 0 ^ 5 4 9 5 ^ 6 2 - 1 1 . 6 7 2 0 . 6 6 5 ^ 0 0.38 0.00 
(0,46) (0.27) (0.19) (0.14) (0.46) (0.24) (0.06) (0.00) 
" 7 5 1 ^ 8 3 5 ^ 7 X T O - 1 1 . 4 8 ^ 0 7 " 0 5 2 0.00 
(0.44) (0.27) (0.20) (0.15) (0.44) (0.24) (0.08) (0.00) 
T O O 2 0 ^ 2 5 ^ 3 4 ^ 2 2 - 1 1 . 6 0 20.42 5.74 038 0.00 
1 (0.41) (0.26) (0.18) (0.14) (0.41) (0.23) (0.07) (0.00) 
ri2 = 50 _ 
10 I 29.12 -1.30 -10.55 -14,90 II 29.30 2.39 0.03 0.00 
(1.40) (0.34) (0.14) (0.08) (1.39) (0.23) (0.02) (0.00) 
3 ^ 0 4 4 l 0 - 1 0 . 9 9 -21.20 3 5 . 0 7 0 7 0 l 8 0 . 0 0 
* (1.07) (0.47) (0.29) (0.20) (1.07) (0.37) (0.04) (0.00) 
" 5 0 3 2 l 0 6 . 6 9 -8.72 -20.42 3 2 . 1 1 7 ^ 8 0^4 0.00 
I (0.76) I (0.45) 1 (0.30) (0.23) || (0.75) (0.38)卜(0.08) (0.00) 
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Table 2.16: Eigenvalues of AL, A j (std. err. are enclosed within brackets) 
A = diag{4 3,2,1} 
Eigenvalues of AL Eigenvalues of A玄 
- n2 = 50 
75 29.00 6.87 -7.32 -19.13 II 29.00 7.85 0.55 0.01 
(0.65) (0.41) (0.30) (0.26) (0.65) (0.35) (0.08) (0.01) 
100 27.58 6.80 - 6 . 4 5 - 1 8 . 6 4 2 7 . 5 9 7 J 3 0 . 0 0 
(0.62) (0.39) 1 (0.30) (0.26) \\ (0.62) (0.34) (0.10) | (0.00) 
n2 二 75 . ‘ 
10 47.55 -2.89 45.84 1-22.22 || 47.98 3.08 0.08 0.00 
(3.02) (0.51) (0.22) (0.10) (3.01) (0.35) (0.03) (0.00) 
^ 5 4 ^ 4 5 ” 5 ^ 1 - 1 5 . 8 6 -30.74 8 ^ 4 0 ^ 6 0 . 0 0 
(1.52) (0.69) (0.42) (0.28) (1.51) (0.55) (0.08) (0.00) 
~ 5 0 4 L 0 4 ~ ~ ~ 7 1 4 - 1 2 . 1 2 - 2 8 . 1 0 4 L 0 6 9 ^ 7 0.69 0.00 
(0.99) (0.58) (0.43) (0.33) (0.99) (0.47) (0.11) (0.00) 
"75~~36.97 8 . 7 6 - 1 0 . 9 0 -26.22 3 6 . 9 8 1 0 M 0 . 5 9 0.00 
(0,84) (0.59) (0.40) (0.31) (0.84) (0.51) (0.11) (0.00) 
100 3 4 . 7 6 8 ? 7 5 ^ 2 6 - 2 5 . 3 2 3 4 . 7 7 ~ ~ 1 0 1 2 0 . 7 2 0.00 
(0.77) (0.52) (0.39) (0.34) | (0.76) [ (0.44) (0.10) (0.00) 
n2 = 100 
10 57.01 -3.87 -21.23 -29.52 57.41 4.27 0.03 0.00 
(3.23) (0.68) (0.27) (0.13) (3.21) (0.47) (0.02) (0.00) 
^ 5 5 9 ^ 8 4 ^ 6 - 2 2 . 8 9 -40.46 5 9 . 8 1 9 ^ 8 0^0 0.00 
(1.85) (0.79) (0.49) (0.38) (1.84) (0.60) (0.05) (0.00) 
~ 5 0 5 2 ? 7 1 1 0 . 6 3 -15.59 -35.58 5 2 . 7 6 f ^ 0 5 0 . 7 3 0.00 
(1.42) (0.T8) (0.54) (0.42) (1.41) (0.66) (0.13) (0.00) 
~ 7 5 4 6 ^ 5 6 1 0 . 5 0 43.32 -33.22 4 6 . 6 0 1 2 A 3 0 7 6 0.00 
(1.08) (0.68) (0.49) (0.40) (1.07) (0.57) (0.14) (0.00) 
100 4 4 . 0 9 1 0 . 4 6 -12.66 -32.15 4 4 . 0 9 1 1 . 8 5 0 . 7 0 0.02 
(0.98) 1 (0.60)1 (0.48) [ (0.40) (0.98) (0.52) (0.12) (0.02) 
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Table 2.10: Eigenvalues of At/, A j (std. err. are enclosed within brackets) 
A = 1 , 1 ， 1 } 
ni Eigenvalues of AL Eigenvalues of Aj； 
U2 = 10 . • 
10 I 7.39 -0.18 -2.43 | -3.38 7.45- 0.65 0.02 0.00 
(0.58) (0.09) (0.(½) (0.02) (0.57) (0.06) (0.01) (0.00) 
n i 5 L 4 1 1 1 . 1 6 2 ^ 8 0 M 0.00 
(0.34) (0.15) (0.08) (0.05) (0.34) (0.13) (0.01) (0.00) 
~ 5 0 1 L 5 7 2 . 0 2 -3,11 ”6.38 11.58 2.56 0.16 0.01 
(0.32) (0.17) (0.10) (0.06) (0.32) (0.14) (0.03) (0.01) 
^ 7 5 f L 3 5 2 . 2 5 - 3 . 0 5 ^ 5 6 " ~ T L 3 5 “ 2 ^ 8 0.19 0.00 
(0.28) (0.16) (0.11) (0.06) (0.28) (0.14) (0.04) (0.00) 
" T o o I L 7 4 2 m ^ 3 1 2 1 1 . 7 4 2 ^ 5 0.15 0.00 
(0.29) (0.15) (0.10) (0.07) (0.29) (0.12) (0.03) (0.00) 
722 — 25 . . 
10 14.14 -0.84 -5.47 -7.80 II 14.21 1.18 0.02 0.00 
(0.67) (0.18) (0.08) (0.04) (0.67) (0.12) (0.01) (0.00) 
~ 2 5 2 0 ^ 2 2 ^ 9 ” - 6 . 3 7 ,12.07 2 0 . 8 4 3 . 5 5 0-17 0.00 
(0.66) (0.28) (0.17) (0.10) (0.66) (0.23) (0.05) (0.00) 
K 9 5 3 . 2 3 - 5 . 7 0 ^ 5 0 1 8 ^ 6 4 ^ 0 0.22 0.00 
(0.47) (0.27) (0.18) (0.13) (0.47) (0.22) (0.04) (0.00) 
1 7 ? f 6 3 ? 7 2 “ “ - 1 2 . 2 5 " T m 4 ^ 5 0.27 0.01 
(0.40) (0.25) (018) (0,14) (0.40) (0.21) (0.05) (0.00) 
1 ^ 0 f T 0 6 3 ^ 9 ^ 4 4 ^ 2 4 T f M 4 ^ 7 0.25 0.00 
(0.40) (0.25) 1 (0.18) (0.14) (0.40) | (0.21) | (0.05) (0.00) 
n2 — 50 
I 10 I 28.78 I -2.00 I 40.60 I-15.01 I! 28.99 I 1.98 0.05 I 0.00 
(1.66) (0.33) (0.16) (0.08) (1.65) (0.22) (0.03) (0.00) 
~ 2 5 3 4 l 4 3 ^ 4 - 1 1 . 7 0 - 2 1 . 5 7 3 4 1 9 5 ^ 9 0.18 0.00 
“ (1.17) (0.45) (0.28) (0.20) (1.17) (0.36) (0.05) (0.00) 
" 5 0 2 8 . 4 3 4.86 , -9.47' - 2 0 . 7 0 2 8 l 4 6 l 8 0.26 0.00 
[ (0,69) J (0.43) 1 ,(0.28) 1 (0.24) \\ (0.69) (0.35) (0.06) (0.00) 
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Table 2.21: Eigenvalues of AL, A j (std. err, are enclosed within brackets) 
A = d iag{ l l ; l , l } 
nx Eigenvalues of AL Eigenvalues of Aj； 
n2 — 50 丨 
75 26.53 4.99 -8.71 -20.31 II 26.55 6.25 0.41 0.00 
_ (0.65) (0.38) (0.29) (0.24) (0.65) (0.31) (0.07) (0.00) 
100 25.01 4 . 6 8 ^ 2 4 I M i 2 5 . 0 4 6 J 0 1 0.37 0.00 
(0.59) (0.37) (0.29) (0.24) \\ (0.59) (0.30) (0.07) (0.00) 
n2 = 75 • 
10 41.58 -3.17 -15.92 -22.27 II 41.92 2.80 0.02 I 0.00 
(2.74) (0.47) (0.21) (0.10) (2.73) (0.30) (0.01) (0.00) 
^ 5 4 8 ^ 6 I M - 1 7 . 1 0 -31.22 4 8 . 4 3 8 l 0 0.25 0.00 
(1.50) (0.67) (Q.41) (0.28) (1.49) (0.52) (0.06) (0.00) 
~ 5 0 ~ ~ 4 ^ 9 7 0 0 - 1 3 . 3 3 -29.06 4 1 . 0 3 9 . 0 2 0.41 0.00 
(1.05) (0.58) (0.41) (0.32) (1.05) (0.47) (0.09) (0.00) 
"75~~36.38 7 . 5 3 - 1 1 . 4 0 - 2 7 . 7 7 3 6 ^ 2 9 . 2 0 0.60 0.00 
(0.86) (0.54) (0.40) (0.32) (0.85) (0.45) (0.11) (0.00) 
100 3 2 . 8 4 7 ^ 6 - 1 0 . 3 1 - 2 6 . 1 9 3 2 ^ 8 9 . 0 7 0.T8 0.01 
(0.74) (0.51) (0.41) (0.34) \\ (0.73) (0.42) (0.13) (0.01) 
n2 = 100 
10 55.30 -3.01 -21.16 -29.70 55.64 4.73 0.02 0.00 
(3.02) (0.72) (0.26) (Q.i3) (3.01) (0.52) (0.01) (0.00) 
6 2 ^ 9 6 ^ 8 7 - 2 2 . 0 5 -40.82 6 2 . 6 1 1 1 . 4 5 0.29 0.00 
(1.95) (0.90) (0.51) (0.37) (L94) (0.70) (0.10) (0.00) 
~ 5 0 5 0 7 8 l 8 ~ ~ - 1 6 . 6 8 -37.42 5 0 . 0 9 1 1 1 3 0 . 4 8 0.00 
(1.22) (0.71) (Q.49) (0.40) (1.22) (Q.58) (0.10) (0.00) 
" T 5 4 6 l 7 J r i - 1 4 . 3 5 -33.99 4 6 . 1 8 1 0 M 0 . 6 4 0.00 
(1.10) (0.65) (0.49) (0.43) (1.10) (0.53) (0.11) (0.00) 
100 40.66 8.05 -13.97 -32.75 " 4 0 ^ 7 “ “ W M 0 . 6 7 0.00 
(0.96) 1 (0.64) ,1 (0.48) [ (0.44) j (0.96) (0.52) (0.13) (0.00) 
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Table 2.22: Eigenvalues of ANLj (std. err. are enclosed within brackets) 
[ A 二 diag{100,75,50,25} 
Eigenvalues of ANL Eigenvalues of AjyL 
I n2= 10 
10-1 74.14 21.94 7.62 0.99 74.14 21.94 7.62 1.35 
(2.76) (0.51) (0.19) (0.09) (2.76) (0.51) (0.19) (0.08) 
^ 5 1 0 4 . 9 6 5 3 . 1 3 2 7 l 6 S W ~ 104.96 53 .1327 .16 8.96 
(1.64) (0.76) (0.44) (0.26) (1.64) (0.76) (0.44) (0.26) 
" 5 0 1 1 0 . 5 7 6 5 . 2 2 3 6 ^ 3 ~ ~ 1 ^ 8 2 " 110.57 6 5 . 2 2 3 6 . 2 3 12.86 
(1.28) (0.73) (0.50) (0.35) (1.28) (0.73) (0.50) (0.34) 
" 7 5 1 1 2 . 8 8 66.90 38 .0214?70" 112.88 66 .9038 .02 14.70 
(1,23) (0.65) (0.48) (0.34-) (1.23) (0.65) (0.48) (0.34) 
100 112.80 68 .79”38^6415^09" 112.80 6 8 . 7 9 3 8 . 6 4 15.10 
(1.18) (0.67) (0.49) (0.35) (1.18) | (0.67) (0.49) (0.35) 
722 二 25 
. 1 0 77.58 21.91 5.27 -2.83 II 77.58 21.91 I 5.48 0.34 
(3.03) (0.63) (0.24) (0.13) (3.03) (0.63) (0.23) (0.06) 
" 2 5 1 1 2 . 3 7 5 5 . 4 9 2 0 3 I r T 112.37 55.49 24.33 5.77 
(1.93) (0.90) (0.51) (0.34) (1.93) (0.90) (0.51) (0.29) 
~ 5 0 1 1 7 . 5 0 6 4 . 8 6 U M 1 1 7 . 5 0 64 .8634 .02 10.30 
(1.48) (0.82) (0.57) (0.40) (1.48) (0.82) (0.57) (0.37) 
" 7 5 1 1 5 . 8 0 6 7 . 9 0 3 6 ^ 2 T I ^ 1 1 5 . 8 0 6 7 . 9 0 3 6 ^ 2 1 1 . 7 4 
(1.27) (0.77) (Q.53) (0.40) (1.27) (0.77) (0.53) (0.39) 
100 114.53 69 .9338 .97 12 .49114.53 69 .9338 .97 12.67 
(1,16) (0.72) 1 (0.54) (0.38) \\ (1.16) (0.72) [ (0.54) (0.37) 
n2 = 50 
10 91.59 20.60 0.18 -9.78 II 91.59 20.67 2.70 0.04 
(3.37) (0.81) (0.31) (0.16) (3.37) (0.80) (0.22) (0.02) 
~ 2 5 1 2 3 . 3 7 5 4 . 3 8 1 9 ? 7 0 1 2 3 . 3 7 54 .3819 .89 2.23 
“ (2.30) (1.01) (0.57) (0.39) (2.30) (1.01) (0.56) (0.20) 
~ 5 0 1 2 4 . 2 4 65 .2930 .95 3.43 124.24 65.29 30.95 6.34 
| I (1.77) 1 (0.90) 1 (0.65) 1 (0.50) [ (1.77) (0.90) [ (0.65) (0.36) 
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Table 2.10: Eigenvalues of A t / , Aj (std. err. are enclosed within brackets) 
厂 A = diag{10Q,75,5Q,25} ~ ~ 
Eigenvalues of ANL Eigenvalues of | 
- n2 = 50 _[ 
75 121.80 69.22 35.29 7.28 II 121.80 69.22 35.29 8.96 
(1.38) (0.87) (0.65) (0.52) (1.38) (0.87) (0.65) (0.43) 
100 119.87 7 2 . 0 8 " " “ 3 ^ 6 1 1 1 9 . 8 7 7 2 . 0 8 3 6 . 6 1 10.13 
(1.24) (0.83) (0.61) (0.50) \\ (1.24) [ (0.83) (0.61) (0.43) 
n2 = 75 
10 104.10 18.86 -5.13 -16.83 104.10 19.47 1.47 0.00 
(4.01) (0.91) (0.36) (0.18) (4.01) (0.89) (0.19) (0.00) 
136.07 5 7 . 1 0 1 6 . 8 6 -11.89 136.07 5 7 . 1 0 1 7 . 5 8 0.86 
(2.71) (1.18) (0.71) {OAS) (2.71) (1.18) (0.66) (0.14) 
" 5 0 1 3 4 . 5 1 6 7 . 5 7 2 8 ^ 9 1 3 4 . 5 1 67.57 28.24 3.87 
(1.92) (1.06) (0.74) (0.56) (1.92) (1.Q6) (0.73) (0.30) 
~ 7 5 1 2 6 . 8 7 7 0 . 2 9 3 0 6 2 I 1 F " 126.87 70.29 30.65 5.87 
(1.63) (0.97) (0.70) (0.59) (1.63) (0.97) (0.70) (0.40) 
100 124.83 7 3 . 6 2 3 5 ^ 0 1 2 4 . 8 3 73.62 35.42 7.26 
(1,44) (0.92) (0.69) [ (0.58) (1.44) (0.92) [ (0.69) (0.42) 
= 1 0 
10 111.29 17.58 -9.60 -23,70 111.33 I 18.91 1.05 0.00 
(4.63) (1.10) (0.43) (0.21) (4.63) (1.05) (0.18) (0.00) 
^ 5 1 4 7 . 5 6 5 7 . 3 5 9 J 5 1 4 7 . 5 6 57.39 12.79 0.55 
(2.88) (1.46) (0.84) (0.57) (2.88) (1.45) (0.70) (0.13) 
" 5 0 1 3 9 . 6 6 7 0 . 9 9 2 6 ^ 6 1 3 9 . 6 6 7 0 . 9 9 2 6 . 9 2 3.20 
(2.06) (1.15) (0.86) (0.69) (2.06) (1.15) (0.84) (0.31) 
" 7 5 1 3 2 . 8 2 6 9 . 8 5 3 L 4 5 1 3 2 . 8 2 6 9 . 8 5 3 1 . 5 6 4.49 
(1.72) (1.07) (0.79) (0.65) (1.72) (1.07) (0.78) (0.35) 
100 132.12 72.93 3 3 . 0 9 1 3 2 . 1 2 72.93 33.23 5.57 
I (1.58) 1(1.04)1 (0.78) 1 (0.66) I (1.58) (1.04) (0.76) (0.40) 
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Table 2.21: Eigenvalues of AL, Aj (std. err, are enclosed within brackets) 
II A 二 diag{4 3，2,l} 
nx Eigenvalues of A N L Eigenvalues of A N L 
! • I 
U2 = 10^ 
10 I 9.24 0.57 -2.12 -3.25 9.24 I 1,06 0.01 0.00 
(0.44) (0.10) (0.04) (0.02) (0.44) (0.08) (0.00) (0.00) 
~ 2 5 1 3 ^ 7 2 ^ 1 ^ 3 9 3 ^ 1 0.19 0.00 
(0.40) (0.16) (0.10) (0.06) (0.40) (0.15) (0.03) (0.00) 
~ 5 0 U l 2 ~ ~ ~ 3 ^ 9 “ ^ 2 1 6 1 4 . 8 2 3 . 5 5 0.33 0.00 
(0.38) (0.17) (0,11) (0.07) (0.38) (0.15) (0.04) (0.00) 
U M 3 ^ 0 T M ^ o T " 14.31 4^3 0.35 0.00 
(0.33) (0.17) (0.11) (0.07) (0.33) (0.16) (0.05) (0.00) 
T o o U 3 7 3 ^ 9 7 1 4 . 3 7 H i 0.34 0.00 
(0.31) j (0.17) (0,11) (0.07) (0.31) | (0.16) (0.04) (0.00) 
n2 = 25 ‘ 
10 17.39 | :0.28 I -5.16 -7.60 II 17.47 1.43 0.02 0.00 
(0.85) (0.19) (0.08) (0.04) (0.84) (0.14) (0.01) (0.00) 
~ 2 5 2 2 A 9 3 ^ - 5 . 7 0 -11.42 2 2 . 5 0 4 . 2 9 0.15 0.00 
(0.69) (0.28) (0.16) (0.11) (0.69) (0.23) (0.04) (0.00) 
~ 5 0 2 0 ^ 7 5 ^ 7 - 4 . 2 9 "11.35 2 0 . 9 8 5 ^ 5 0.42 0.00 
(0.46) (0.27) (0.19) (0.14) (0.46) (0.24) (0.06) (0.00) 
~ 7 5 2 0 7 6 ^ 1 ^ 7 6 " " “ - 1 1 . 1 3 2 0 . 1 9 6 ^ 5 0.56 0.00 
(0.44) (0.27) (0.20) (0.15) (0.43) (0.24) (0.08) (0.00) 
100 2 0 . 7 8 5 . 6 9 -3.87 -11.24 2 0 . 7 8 K 0 3 0 2 0.00 
(0.41) (0.25) (0.18) (0.14) (0.41) (0.23) (0.07) (0.00) 
n2 = 50 ‘ . 
10 I 29.23 -1.18 -10.43 -14.78 | 29.40 2.42 0.03 0.00 
(1.40) (0.34) (0.14) (0.08) (1.39) (0.23) (0.02) (0.Q0) 
" 2 5 3 5 ^ 4 4 . 4 0 -10.69 -20.90 ~ 3 5 ^ 7 6 ^ 4 0 . 2 0 0.00 
‘ (1,07) (0.47)-(0.29) (0.20) (1.07) (0.37) (0.05) (0.00) 
" 5 0 3 2 A 7 " 7 ^ 0 6 - 8 . 3 5 -20.05 32.47 8.14 0.47 0.00 
(0.75)丨（0.44) j (0.30) (0.23) j (0.75) ] (0.39) (0.09) (0.00) 
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Table 2.25: Eigenvalues of ANL, (std. err. are enclosed within brackets) 
A = diag{4 3,2,1} "“ 
m Eigenvalues of A N L Eigenvalues of J 
n2 = 50 
75 29.39 7.27 | :6.93 -18.73 II 29.39 8.14 0.60 I 0.01 
(0.65) (0.41) (0.30) (0.26) (0.65) (0.36) (0.08) (0.01) 
100 2 7 . 9 9 7 ^ 0 ^ 0 5 - 1 8 . 2 3 2 8 . 0 0 8 ^ 4 0,80 0.00 
(0.62) (0.39) (0.30) (0.26) \\ (0.61) (0.34) (0.10) (0.00) 
n2 二 75 
10 47.67 -2.77 1-15.72 1-22.10 II 48.08 3.10 0.08 0.00 
(3.02) (0.51) (0.22) (0.10) (3.01) (0.35) (0.03) (0.00) 
~ 2 5 ~ 4 9 ? 7 6 ^ 8 2 - 1 5 . 5 5 - 3 0 . 4 2 4 ^ 8 1 9 . 0 1 0.38 0.00 
(1.52) (0.69) (0.42) (0.28) (1.51) (0.56) (0.09) (0.00) 
4 1 A 2 7 . 5 2 -11.73 - 2 7 . 7 2 4 L 4 4 9 . 5 2 0.73 0.00 
(0.99) (0.57) (0.42) (0.33) (0.99) (0.47) (0.11) (0.00) 
" 7 5 3 7 . 3 8 9.17 -10.49 -25.81 3 7 . 3 9 1 0 . 6 4 0.63 0.00 
(0.84) (0.58) (0.40) (0.31) (0.84) (0.51) (0.11) (0.00) 
100 3 5 . 1 8 9 J 8 - 8 . 8 3 -24.90 35.19 10.43 0.78 0.00 
(0.76) (0.52) 1 (0.39) (0.33) \\ (0.76) | (0.45) (0.11) (0.00) 
ri2 = 100 
10 57.14 -3.74 -21.11 -29.39 57.51 4.30 I 0.03 0.00 
(3.22) (0.68) (0.27) (0.13) (3.21) (0.47) (0.02) (0.00) 
" 2 5 6 0 0 0 4 . 8 8 -22.56 -40.14 6 0 . 1 3 9 . 2 3 0.21 0.00 
(1.84) (0.79) (0.49) (0,38) (L84) (0.61) (0.06) ( 0 . 0 0 ) . 
5 3 1 0 1 1 . 0 2 -15.20 -35.19 ~ 5 3 l 4 1 ^ 3 1 0 . 7 7 0.00 
(1.41) (0.78) (0.53) (0.42) (1.41) (0.66) (0.13) (0.00) 
~ 7 5 4 0 8 1 0 . 9 1 -12.90 -32.80 4 7 . 0 1 1 2 ? 7 3 0 . 8 0 0.00 
(1.07) (0.68) (0.49) (0.40) (I.QT) (0.57) (0.14) (0.00) 
100 4 4 . 5 2 1 0 . 8 9 -12.23 -31.72 4 4 . 5 2 1 2 1 8 0 . 7 4 0.02 
(0.98) | (0.59) | (0.48) [ (0.40) j (0.98) (0.52) (0,13) (0.02) 
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Table 2.26: Eigenvalues of A N L l (std. err. are enclosed within brackets) 
II A ^ d i a g { l , l ? l ; l } 
^ — A 丄 
ni Eigenvalues of ANL | Eigenvalues of ANL 
n2 = 10 
10 I 7.47 -0.10 -2.35 -3.30 7.51 0.67 0.02 0.00 
(0.57) (0.09) (0.04) (0.02) (0.57) (0.06) (0.01) (0.00) 
" 2 5 T L 3 5 " " " L 6 l ^ 2 3 2 1 9 0.05 0.00 
(0.33) (0.15) (0.08) (0.05) (0.33) (0.13) (0.01) (0.00) 
" 5 0 1 L 8 2 2 . 2 6 - 2 . 8 7 1 1 . 8 2 2.71 0.18 0.01 
(0.32) (0.16) (0.10) (0.06) (0.32) (0.14) (0.03) (0.01) 
^ 5 I T 6 0 2 ^ 0 ^ 8 0 ^ 3 r " T L 6 0 2 ^ 5 0.21 0.01 
(0.28) (0.15) (0.11) (0.06) (0.28) (0.14) (0.04) (0.01) 
100 1 2 . 0 0 2 M - 6 . 3 3 2.72 0.16 0.00 
(0.28) (0.15) (0.10) (0.06) (0.28) (0.12) (0.03) (0.00) 
ri2 二 25 : 
10 14.25 --0.73 -5.36 -7.69 II 14.31 L20 0.02 0.00~ 
(0.67) (0.18) (0.08) (0.04) (0.67) (0.12) (0.01) (0.00) 
21.10 2 . 5 7 - 6 . 0 9 -11.80 2 1 . 1 1 3 . 7 0 0.18 0.00 
(0.66) (0.28) (0.17) (0.10) (0.65) (0.23) (0.05) (0.00) 
~ 5 0 1 9 ^ 9 3 ^ 7 ^ 3 5 - 1 2 . 1 6 1 9 . 3 0 4 . 4 3 0.24 0.00 
(0,47) (0.27) (0.17) (0.12) (0.47) (0.22) (0.05) (0.00) 
" 7 5 1 1 1 3 I M - 5 . 0 6 -11.89 " l 8 l i 4 ? 7 0 0 . 3 0 0 .01， 
(0.40) (0.25) (0.18) (0.14) (0.40) (0.21) (0.05) (0.00) 
100 1 7 . 4 5 3 . 8 7 -5.06 -11.86 ^ 4 5 4 ^ 3 0 . 2 8 0.00 
1 (0.40)J (0.25) 1 (0.18) (0.14) (0.39) (0.21) | (0.05) (0.00) 
722 = 50 
10 28.90 I -1.88 1-10.48 1-14.89 II 29.09 2.00 0.05 0.00 
(1.66) (0.33) (0.16) (0.08) (1.65) (0.22) (0.03) (0.00) 
~ 2 5 3 4 1 4 3 7 8 4 - 1 1 . 3 9 -21.26 3 4 . 4 9 5 . 8 7 0.19 0.00 
‘ (1,17) (0.45) (0.28) (0.20), (1.16) (0.36) (0.06) (0.00) 
~ 5 0 2 8 . 8 1 5.24 -9.09 -20.32 2 8 . 8 2 6 ^ 1 0.29 0.00 
[ (0.69) (0.42) 1 (0.28) | (0.23) 1 (0.69) (0.35) (0.06) (0.00) 
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Table 2.21: Eigenvalues of A L , Aj (std. err, are enclosed within brackets) 
A = diag{l,1,1,1} 
nx Eigenvalues of AATL Eigenvalues of K%L 
„ . n2 = 50 
75 26.94 5.39 I :8.30 卜 19.90 II 26.95 I 6.53 0.44 0.00 
(0.65) (0.37) (0.29) (0.24) (0.65) (0.31) (0.08) (0.00) 
100 2 5 . 4 3 K l l ^ 8 2 - 1 8 . 8 2 ~ 2 5 l 6 6 ^ 2 9 0.41 0.00 
(0.59) (0.36) (0.29) (0.24) \\ (0.59) (0.30) | (0.07) (0.00) 
n2 = 75 — 
• 10 41.70 -3.05 -15.79 -22.15 II 42.03 2.82 0.02 0.00 
(2.74) (0.46) (0.21) (0.10) (2.73) (0.30) (0.01) (0.00) 
~ 2 5 4 8 ^ 8 5 ^ 6 - 1 6 . 7 8 -30,90 48 .74“8 .57 . 0.27 0.00 
(L50) (0.67) (0.40) (0.28) (1.49) (0.52) (0.06) (0.00) 
" 5 0 4 L 3 6 7 1 9 - 1 2 . 9 4 -28.67 4 1 . 4 1 9 . 2 7 0.43 0.00 
(1.05) (0.58) (0.41) (0.32) (1.05) (0.47) (0.09) (0.00) 
~ ~ 3 6 ^ 0 7 . 9 5 -10.99 -27.35 3 6 . 8 3 9 . 4 9 0,65 0.00 
(0.86) (0.53) (0.40) (0.32) (0.85) (0.45) (0.11) (0.00) 
100 3 3 . 2 7 7 ^ 9 - 9 . 8 8 - 2 5 . 7 6 3 3 ^ T 9.38 0.83 0.01 
(0.74) (0.50) (0.41) [ (0.34) 1 (0,73) (0.42) (0.13) (0.01) 
n2 二 1 0 0 
10 55.42 -2.89 -21.04 -29.58 55.75 4.76 0.02 0.00 
(3.02) (0.72) (0.26) (0.13) (3.01) (0.52) (0.01) (0.00) 
^ 5 6 2 ^ 1 7 l 9 - 2 1 . 7 3 -40.50 6 2 . 9 2 f L 6 3 0 . 3 0 0.00 
(1.95) (0.90) (0.51) (0.37) (1.94) (0.70) (0.11) (0.00) 
~ 5 0 5 0 ^ 7 8 ： 8 7 - 1 6 . 2 8 -37.02 5 0 . 4 8 1 1 . 3 9 0.50 0.00 
(1.22) (0.71) (0.49) (0.40) (1.22) (0.59) (0.11) (0.00) 
" 7 5 4 6 ^ 9 " 9 A 9 4 3 . 9 2 -33.57 4 6 . 6 0 ~ ~ I T 2 3 0 . 6 8 0.00 
(1.10) (0.64) (0.49) (0.43) (L1Q) (0.53) (0.12) (0.00) 
100 4 1 . 1 0 8 . 4 9 -13.53 -32.31 41.11 10.68 0.71 0.01 
(0.95) I (0.64) | (0.48) (0.44) (0.95) (0.52) (0.13) (0.01) 
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C h a p t e r 3 
E s t i m a t i o n of Canonical 
Cor re la t ion Coefficients 
，’.. ’. 
3.1 P r e l i m i n a r y 
The study of the association between variates had led to many problems concern-
ing canonical correlations, like factor analysis, and component analysis. Canoni-
cal correlation analysis has widely been discussed, examples are Kshirsagar (1972), 
Muirhead (1982), and Anderson (1985). While in this chapter, we are focusing on 
the estimation of the canonical correlation coefficients between two random vec-
tors XljX2, where [X[rX!^ ^ Np+q(fi, a). The sum of squares and cross product 
matrix S is a (p q) X (p + q) positive definite matrix with the Wishart distri-
73 ‘ 
bution Wp+g(n, E), with n > p q . Such S and E matrices can be partitioned 
as 
( \ ( V 
S = , S 二 （3.1) 
�^21 ^22 y y S21 ^22 J 
where and H u are pxp, and S22，S22 are q X q, with p < q. Let us denote the 
popualtion canonical correlation coefficients by p i , . . , , pv (0 < pv < …Pi < 1), 
and the sample canonical correlation coefficents by ra , ...rp (0 < rp < .,,. < 
n < 1). 
These eigenvalues are vital in testing the independence of XljX2, i.e. 
H0 •  E12 = 0 against Hx : H12 # 0 
as they form maximal invariants under a natural group of transformation which 
leaves the test invariant. Any invariant test statistic is a function of rf,…，r^ 
and has a power function which depends on E only through ply.. •, pp. 
We are interested in the problem of estimating the parameters CJI, . . . 
where w{ = by using the functions of k 二 $ (i = 1,. •.，p). There are good 
一 1 
reasons for estimating wi instead of Firstly, the choice of scale is of important 
consideration in the estimation of correlation coefficients. Secondly, when we 
move from .:,rp to /l5 . . . ， w e are changing the support from 1 � n •. • � 
rp > 0, where the distributions can be highly skewed, to oo > h > . . . > lp > 0, 
with more s y m m e t r i c distributions. This should allow more stable estimation as 
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the transformed parameters wi act more like location parameters. In addition, 
such transformation also greatly simplifies the underlying risk calculation in the 
estimation. 
Let A = E n ^ S i s E ^ S s i S n i 2 , where En.2 = S n 一 and E^- are 
defined in (3.1) so that w u . . , ,wv are the characteristic roots of A. 
Now suppose F = A^B^A1'2 where A = ^ ^ 1 2 ¾ 1 ^21 ^ n i 2 . where 
B = S n i ^ n . s E n i 2 , 二 - ^12¾ 1 ¾^ and are defined in (3.1), so 
that “，…，are the roots of F. 
From standard distribution theory, we have Sn,2 �Wp(几一^,^11.2) and is 
independent of S12 and S22. Thus B = ^11.2^11.2^11.2 � ( 几 _ Also， 
since S22 � W ^ n , D22) we have X =垃丨2S22^丨2 � h ) - T h e conditional 
distribution of ^21 | S22 � ^ ^ 2 2 ¾ 1 ¾ ^ ^ ^ � 1^.2)., leading to 
S21 I S22 � # ( 5 ¾ ¾ ¾ 1 ¾ ^ ^ � S n . 2 ) and S12SgS21 | S22 �Wp{q, 
Ei2E2215,225]221^2i)- Furthermore, conditional on X, the distribution of A is 
noncentral Wishart i.e. A J X = S12S22 ^21^11.22 I X � 
Wp(q, H), where the noncentral parameter H 二 I In 1^ 2 !^! )；^" 2^!]：^ 1 , 2!^!^�• 
Note that B is i n d e p e n d e n t of ^ while A isn't and the matrices 0 , A are connected 
through the relationship E(ft) 二 n厶 . I t can be shown that the distribution of F 
depends on S o n l y through the parameter matrix 
1 = ¾ ¾ 2 ¾ ¾ 1 ¾ ¾ ¾ 2 (3.2) 
75 ‘ 
2 
which has its eigenvalues = (i = 1 , . . . , p ) as the parameters we want to 
estimate. This lies in the rationale that the eigenvalues of A are the solutions of 
the equation 
det[wl — 1^2¾¾1¾¾^2] = 0 
which has the same set of solutions as the equation 
det[wT>ii.2 — ^12^22 ^21] = 0 
分 det[wT,n - ( 1 + 秘 j S j l ^ E u ] = 0 
1 + tt; 
The eigenvalues of ！；二1!^!^1!^ are therefore it follows that 哉=p-, 
2 
which implies W{ = ^ ^ ioi i = 1, . . . 
3.2 T h e Es t ima t ion P r o b l e m 
From previous section, we have the following setting : 
B � — g , Jp) and is independent oiX,X 二 �^U72, h) 
Conditioning on X, A � 0 ) where 0 = ^1.^^12^22^^ ^22^^21^11/-
2 # 
Since the eigenvalues of A is = the parameters we want to estimate, our 
estimation problem has turned into estimating A using functions of F. Recall 
from Chapter 1 that F = A 1 / 2 5 _ 1 A 1 / 2 has a noncentral Multivariate F distri-
bution with degrees of freedom q,n - q, covariance matrix Ip and noncentrality 
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parameter 0 denoted as F � F p � q , n — Using the same approach as in 
| i -
Chapter 2, we have cast the estimation problem in terms of a random matrix F. 
Although the matrix F is unobservable, its eigenvalues h”..,lp can be observed. 
In line with Chapter 2, we estimate A by an orthogonally invariant estimate 
• • . I. 
A 鲁 
A(F) using the loss function 
I L(A, A) = ^ ( A A " 1 - I)2. 
So that the eigenvalues of A(F), which are observable may be treated as proper 
estimates of 购，…，忉p 
Others may suggest that, rather than choosing F, it would be better to 
choose an observable matrix M, whose eigenvalues are same as those F. There 
are quite a few options in choosing such M however, the distribution theory and 
associated calculations involved in finding expectations are greatly simplified by 
the choice of F. 
3.3 Or thogona l ly Invar iant E s t i m a t e s 
Let , 
F = HLH,, 
where H is p X p orthogonal and L = diag{lu •. • ,/p}. we consider estimate of 
I . . 77 ,. :/ 
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the form 
A(F) 二 丑 ¢ ( 厶 ) 丑 ‘ 
where 二 d i a g ^ L ) , t . . , ^ ( 1 ) } . So that 也(丄)can be regarded as estimates 
of Wi. 
3.3.1 T h e Unbiased Es t ima te 
A _ ^ 
The usual estimator to start with is the u n b i a s e d estimate A n . It is shown i n 
Muirhead and Leung (1985) that 
E(F) = r (nA + qlp) 
n — q — p — 1 
(assuming n > p q 1 ) so that an unbiased estimate of A is 
n n 
However, such an estimate may not be optimal from a decision theoretic 
point of view. It has been shown by Leung(1994) that, under the prescribed loss 
function, such estimate A v is dominated by the class of linear estimators of the 
Ak 
form aAjj. � 
3.3.2 T h e Class of Linear Es t imates 
Consider a linear class of»estimates of the form 
A! 二 二 aF + blv: a,b G R} 
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so that ^ ( L ) 二 ali + b. Obviously the unbiased estimate Au —. {n — q — p — 
l/n)F — {q/n)Ip lies within such class. Our aim is to develop estimates in A\ 
which dominates Au- However, class Ai is too wide to be r e a d i l y tractable in our 
problem. We hereafter, restrict our attention to a narrower class of estimates, A\ 
which are related to Av through a scalar multiple, A\ is of the of form : 
Al = {aAv : a,eH} 
and the associated eigenvalues are (j>i(L) 二 a(n -q-p~ l/n)li + a(q/n). 
Leung (1994) Theorem 2.3 has stated that under the aboved mentioned loss 
A A 
function, and n � p + g + 3，aAv dominates Au provided 
L n(c0c4 - 1 ) - C!(C! + 2 ) - pCl{n + cQ \ . 
m a n ° ' C l [ (n+ ^ + 1 ) ^ + ^ +2] / < a < 1 -
3.3.2.0 The Optimal Linear Estimate 
The optimal value of a, aop t found by Leung(1994) is 
— P 
a ° p t - JTVa 
nc0c3 
— c i [ ( n + j> + l)ci + ^ +2], 
yielding an optimal linear estimator 
A , — ^ - A a (3.3) 
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3.3.3 T h e Class of Nonlinear Es t imates 
We have been considering the problem of estimating w、 , .，， , w p based on h , . . . ,lp 
the eigenvalues of F. The linear estimate we have studied assumes the form 
CiF + c2/p，and therefore the corresponding estimate oi w^ is c^U + c2. Such an 
estimate, however, ignores information about Wi in lj for i ^ j. We now consider 
a class of nonlinear estimates which takes the form 
；' A2 = (A(F) - ClF + C2IP + 為IP ： ex, c2, c3 6 R} 
correspondingly, (j>i(L) = c^i + c2 + 
Similar to previous section, we would restrict our attention through, the unbiased 
estimate, Au = — G A2, to obtain a narrower class where 
‘ 7Z To * 
A； = {Aa>i： G R } (3.4) 
二 {aAu + ： a , ^ G R } 5 (3.5) 
with corresponding eigenvalues ^-(L) = a(ri-q-p- 1/n)人 + a(q/n) + P/Yfj h' 
A A 
Notice that the linear part of Aaip is chosen to be aAu, as stated in previous 
section, the reason is that the form aAu minimises the constant term in the 
A 
expression of the risk of ^ F + c2/p. The risk of � � p involves the expectations 
of l/trF and l f{trF)2 which are hard to evaluate due to the complexity of the 
distribution of F. Instead of working out the exact values, we would develop 
bounds for them. 
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First, let us consider the risk of Aaip 
R(A,Aa,p) = E[(A, , : 
|l - E[ triaA-'Au + ^ A " 1 - Ipf ] . 
� 6 I2 
？ ., 二 卵 ( a A ~ l A u - Ip) + ^ A " 1 ] 
‘ 二 E[ triaA^Au - Ipf } + 2a/3E ^ ^ ^ 
: —2 PE +I3E[ {trFf 
； , 二 举 竽 E p . - " ; 1 ， , 一 一 2 ] - — 
25厂[斤(A"! 1仰卜(A—I 
I . - [ ^ ^ " J + ^ [ (trFY . 
so, 
nor,\tr(A~1)] 2ap(n-g-p-l) \tr (A'2 F)-
‘ (3.6) 
n trF _ _ (trF)2 _ 
Following Chapter 2, we need to obtain an upper bound for E [tr(A~2F)/trF]. 
To do so, we need a lemma obtained from the Noncentral F Identity given by 
Leung and Lo(1996), 
Lemma 3.1 
- \tr(A^F)] < E 
trF — n2 — m - 1 [ trF 
81. '二 
： 2(几 i-4) E \trA~2' 
— — m + 3)(n2— m —1) [{trF)2 
I 2 E \ trA~Hl 
L ~{n2-m^3){n2-m-l) 1 [ {trF)2 _ 
t � , 1 E i \tr(A-^Y 
n2 — m — 1 trF 
where F �Fm(rH，Q), E is taken over a K ^ i , / ; d i s t r i b u t i o n , and 
is taken over a Fm(ni + m + l,n2； /； H) distribution. 
The proof of above lemma adds no insight to the problem, and is thereafter 
put in the appendix section. Hence 
！ … 八 、 . 2 ^ t m a - 2 ) ! 
> 2/9 - - E 
J L J 
- 4 ) £ \tr(A-2)' 
+ + [ {trF)2 • 
Aa/3 \trA~2n 
, + n ( n n + 3) 1 L {trF)2 
2a/3 E \trA~Hl 
n 1 trF 
where E is taken over the distribution of Fp(q,n - and E1 over the 
distribution of Fp(q-\- p + 1, n —…/; Q). 
f 「斤A—” [ t r (A- 2 n) l \ 
, + l [ {trFf J 
• J M ^ - 4 ) (3.7) 
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ending at three terms which involve expectations of trAr1 jfrF, tr�A一20)/(trF) 
and A ~ 2 n ) / t r F T o facilitate our analysis, let us first assume P > 0. Then 
the second and the middle term of (3.7) are always positive, In order to analyse 
the first term embraced within the curley brackets, we need two lemma, the first 
one is 
L e m m a 3.2 
The proof has no direct implication to our problem and is put in tlie appendix 
section. Using Lemma 3.2，we have 
by realising the fact that A—iQA—1 � A — 1 ) . 
Now we need a lower bound for E[l/trF] and an upper bound for E^l/trF], 
Such bounds are stated in Lemma 3.4 (Leung and Muirhead 1987) as follows 
丨丨 1 [ 2 + m(n2 - m - 1)1 < E [ "J_1 < R [ n2-m + l • 
m [ mn j + 2I< - 2 J _ ItrFl “ [m^ + 2K — 2. 
where K is a Poisson random variable with mean 鈔A/2, and E is taken over 
&(〜，〜 ; / ; A). Using the lower bound for E[l/trF] and upper bound for 
I : : : : . : : : 83 , 
Ei[l/trF]y the first term of (3,7) becomes 
f l 尸[2 + P ( n - q - p - l ) ] � � [ ( n - g - p + 1 ) _ _ 1 1 
m r { A ] \ p E [ M + 2 / r - 2 J n U E [b(g + ^ + 1) + 2 ^ - 2]J / 
I f F - q~ + 2K-2)-y\ 
； = P [ 1 + p + 1) + 2 / ( - 2 ) ( 判 + 2/(— 2) J 
- where y ^ ap(n 一 q — p + %){m + 2iiT — 2) 
丨 � b … 一 p + i) — — i ) 
- Z P [ ) \(p(q^P^l)^2K-2)(Pq^2K-2) 
ap{n — q — p+ l)][pq + 2K — 2] \ 
： —(p(q + p + l) + 2K 一 2 ) ( ^ + 2K^2)j 
二/, f,口、厂 f (1 - � ) - P + 1 ) ] - 补 - 1 ) 1 
since K is non-negative, 
E — > 0. 
Hence a sufficient condition for the first term to be nonnegative is 
. < 1 - ( (3 .8) p(n — q — p-j- 1), � 
Finally a sufficient condition for G(A) to be nonnegative can be obtained by 
imposing nonnegativity condition to the last term, which gives 
� 4,a{g - 4) 
n{n — q — P 
A 
Therefore, we have derived a class of nonlinear estimates Aaip of the form 
a ALT + (/9/trF)/, which can be summarised by the theorem below. 
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T h e o r e m 3.3 
The estimate Aa)/0 given by (3.5) dominates A[/, aAv provided q > 4, n > 
p + q + h 
0 < a < l - , 2 { P “ 1 } ’ � a n d (3.9) 
p{n - q- p+l) 
0 < ^ < 产 - 1 、 . (3.10) 
n(n — q — p 6) 
3.3.3.0 The Opt imal Nonlinear Est imate 
It is of our interest to obtain optimal values of a, P to form the nonlinear estimate 
A 
of A, A^/3, 
i.e. Anl — oLopth. + ^^/TO-
A 9 
As stated in Chapter 2, since the nonlinear estimate ANL comprises the linear 
estimator AL and a nonlinear term in t rF , a possible choice of aopt could be the 
optimal value of a found in AL (Leung 1994). It leaves to show that such choice 
is a proper one. The behind rationale is : 
For aopt to satisfy, (3.9)，we need to have 
nc0c3 < x — 1) 
a
°
p t 二 ^ [ ( ^ + ^ + 1 ) ^ + ^ + 2] 一 — p{c0 + 1 ) . 
Such inequality is equivalent to 
十1)(& - 2 ) < yox + 2 
+ p + l)ci + np + 2] — p(ci + 2 ) , 
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if and only if 
np(Cl ^ l){c\ - 4) < Cl(pCl + 2)[(n + p + 1)^ + np + 2] 
i.e. npcl + npc^ — 4npci — Anp < 
? +2(n + p + l)}cl + 2(np + 2)cx 
Simplifying out to give 
p{p + l)c? + {np{p - 1) + 2(n + p + l)}c\ + + 2)Cl + 4np > 0 
This inequality is always true as the coefficients of the cubic expression together 
with ci are all positive. (Recall that ci > 0 and p > 4), 
Using the optimal value of a, aopt found in Leung(1994), the optimal value of 
P, PopU can be easily derived as 
_ ^ o p t ( q - 4) 
Popt = n{n-q-p + 3) 
2(q - 4)c0C3 
二 (n — g — p + 3)[(n + p + l)ci + np + 2] 
2(g - 4)C0C3 
for q > 4, a 二 n — q — p — i. 
Note that /3otp does satisfy (3.10) and is therefore a proper choice of /3, Therefore, 
入 一 n C o C 3 A 
‘ A n l = ^ [ ( n + p + l h + n p + 2] U 
2(q - 4 ) C 0 C 3 1 J 
+ (c0 + 3)(Cl(n + p + + + m � 
Thus we have the following lemma. 
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Lemma 3.4 
Assume n > p + q + 3，々  > 4 , and using loss function (1.4)，The nonlinear 
estimator 
A A l — 
Aa,/3 = aAu + ^^Tpim 
given in (3.5) is optimal when 
nc0c3 二 2 (g-4)c 0 c 3 
凡辦二 C l[(n + p + l ) C l + np + 2 ] a _ - (C。+ 3 ) ( C l ( n + P + 1 ) + - + 2) 
i.e. 
入 — nc0c3 入 
A n L
 二 Cl[(n + p + l)C l + np + 2] U 
2(q - 4)c0C3 
+ (c0 + 3)(Cl(n + p +1 ) + ^ + 2 ) ^ 7 m 
where Ci = n — q — p — i. 
3.4 M o n t e Car lo Simulat ion S t u d y 
A A 
A Monte Carlo study was conducted to compare the performance of A[/, AL , 
and Anl given by (3.3) and Lemma 3.4 with their truncated counterparts A^, 
A+ and Based on the loss function (1.4), risks relative to various different 
estimates are worked out. 
choices of A, 
11¾) = diag{0.1,0.1，0.1’ 0 . 1 , 0 . 1 } , so corresponding Ax 二 山a "{0 .01，0 .01’ 0 . 0 1 , 0 . 0 1 , 0 . 0 1 } . 
, 8 7 : 
• . '...' '" .1 .: ' . . . . i • 1 
Ef2} = ^ { 0 . 5 , 0 . 4 , 0 , 3 , 0 . 2 , 0 . 1 ) , witlx A2 = diag{0.33,0.19,0.10,0.04,0.01}. 
_ _ = ^{0 .5 ,0 .5 ,0 . 5 , 0 .5 ,0 .5} , with A3 二 cfo屻{0.33,0.33,0.33,0.33,0.33}， 
Ei4/ = diag{0.9,0.8,0.7,0.6,0.5}, with A4 二 办屻{4.26,1.78,0.96,0.56,0.33}. 
二 diag{0.9,0.7,0.5,0.3,0.1}, with A5 = —"'{4.26,0.96，0.33,0.10,0.01}. 
E ^ = diag{0.9,0.9,0.9,0.9,0.9}, with A6 二 ^«^{4.26,4.26,4.26, 4.26,4.26}. 
For each, choice of A, we take p = g = 5, and n 二 15,25，50,75,100, making a total 
of 30 combinations. A sample of 900's W10(n,T,) where 
7 5 S l 2
] (3.11) 
〈刀2i h j 
were generated. After that, 900 matrices of F were evaluated and used to form 
A[/, A l , A^VL, and their corresponding truncated counterparts, A^, A j and 
Finally, average losses were obtained. Tables 3.1-3.12 summarised the result. In 
tables 3.1-3.6 the average loss and the standard errors (enclosed in brackets) 
for the six different A's are presented. Tables 3.7-3.12 recorded the percentage 
reduction in average loss (PRIAL) defined as the estimate of 
R(A,Au) 
•* A A 
for A l , AATL, A j , A j , and compared with A v , 
They do reveal s o m e patterns of result. Risks decrease as n increases for all 
A . A A A A 
estimates. Also, we found that for all choices of A, Av, AL , A;VL, Anl do 
A A A 
provide reduction in r i sks compared with Av. All the time, AL dominates 
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A 
however, it is in turn dominated by A N L . These confirm Theorem 3.3. Both A l 
and Anl provide satisfactory reduction in risks when n is small. The truncated 
daughters of AL , A N L , namely, A j , A^L 5 achieved further improvement. The fact 
that the truncated counterparts always do better than the non-truncated versions 
had been anticipated in Theorem 3.3 by Leung[1994), the proof is attached in 
the appendix for reference. Although A N L dominates AL , there is no gaurantee 
that will dominate A玄.In fact their performances are very similar, so the 
A . • ^ 
additional computation involved in working out A^L i n practice, not gam 
much at all. 
3.5 Eva lua t ion and F u r t h e r Inves t iga t ion 
In last section we have studied our estimation result by considering the PRIAL of 
the various estimators. It was found that the simulations agree closely with our 
A 
statements of dominance 5 i.e. under suitable choice of a, the linear estimate, AL 
,dominates the unbiased estimate, Au all the time, but it is in turn dominated 
by the nonlinear estimate AJVL witE suitable choice of A , /3 under all choices 
of patterns of parameters. Nevertheless, such dominance is affected by different 
values of n, and the improvement in terms of PRIAL is，in general, quite accept-
able. Remember that our prime objective is the estimation of the functions of 
the canonical coefficients p{. So, it is perhaps more appropriate and suitable to 
89 ‘ 
devise loss function analogous to (1,5), but in terms of the estimated eigenvalues 
cbi, which is 
m \ 2 
i=i v^ - ) 
and the according PRIAL would be 
x 1 0 0 (3.12) 
丑 — ( A 。 ） 
The PRIAL calculation, however, is merely an indication of the overall perfor-
mance of the eigenvalues. In fact, our simulations revealed a result similar to that 
of the PRIAL'S which were in terms of the matrix estimators. Performance of 
individual eigenvalue estimations would perhaps vary quite differently. So, it will 
certainly be of interest to investigate directly the eventual eigenvalues estimated 
from various estimators. 
Similar to chapter 2，we worked out the the estimated eigenvalues obtained 
from the various estimators, which were, Au, AL, A ^ together with their trun-
cated counterparts A^, A j , and summaried them in tables 3.13 - 3.30. 
Focusing on any specific eigenvalue , we found that the estimation, was generally 
mote desirable when n is small. Such finding was consistent with the result found 
i n the loss consideration, which gave more substantial PRIAL when n is small. 
However, not all the eigenvalues were well estimated. Among the four eigenvalues 
we were estimating,the first two largest eigenvalues were usually overestimated, 
90 
while the remaining twos were underestimated. The first two estimated eigen-
values were usually close to the true parameters, when the parameters (the true 
eigenvalues) were large and fell far apart. The second two estimated eigenvalues 
were, unfortunately, always negative, eventhough the true values were positive. 
However, the truncated estimators, which replaces all negative eigenvalues ob-
tained in their non-truncated counterparts. by zero but retains tHe same set of 
eigenvectors, helps remove such ambiguity and hence improves the estimation. 
This is why we have decided to introduce the truncated estimators, as most of 
the estimation problems will usually include only nonnegative parameters. 
It is nothing surprising to realise that the above results are similar to that 
of in Chapter 2, which deals with the estimation of the noncentrality parameter 
matrix of a Noncentral Multivariate F distribution. Actually estimations in both 
chapters follow the same line of theorectical formations, and sucli intimacy should 
be expected. Again, as the estimates are "biased" (some of the eigenvalues are 
always overestimated, while some are underestimated) it opens a continued prob-
lem which is worth considering : 
“ A way to drift the individual estimations towards the right direction 
". Perhaps, a nonlinear transformation could be suggested which ensures the in-
tensity of drifting is of correct amount (not overshifting), in our case, less for the 
two eigenvalues and more for the last two eigenvalues. In the present moment, 
91 ‘ 
what we have in mind is the use of James-Stein Shrinkage technique, which al-
lows the eigenvalues to shrink towards tlie means, however, such scheme would 
need more sophisticated mathematical considerations and would lead to a more 
complicated setting. 
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Table 3.1: Loss of Estimates (std, err. are enclosed within brackets) 
I S1 2 二 diag{0.1,0.1,0.1，0:l，0.1} I • 
n 1 A^ 1 A^ I Al 1 Aj I Anl [ 
10 20308.607 17560.844： I 1107.090 925J29 I 1104.570 I 927.194 
(2861.571) (2863.106) (154.204) (154.308) (154.236) (154.320) 
25 3970.805 3 0 9 5 . 4 3 8 1 3 0 5 . 3 0 0 9 9 4 . 8 0 6 1 3 0 1 . 8 3 2 1001.319 
(281.443) f281.999>) (91.883) (92.075) (91.977) (92.118) 
~50 702.812 475.327 4 2 8 . 0 4 0 2 8 2 . 3 3 9 426.203 285.621 
(19.040) (19.216) (11.410) (11.517) (1L478) (11.549) 
75 326.413 217.957 2 3 6 . 3 6 8 1 5 4 . 4 0 6 235.278 156.166 
(9.341) (9.471) (6.664) (6.760) (6.700) (6.776) 
"TOO 183.774 117.297 144.868 90.535 144.087 91.582 
(4.613) (4.669) | (3.574) (3.618) (3.597) (3.629) 
Table 3.2: Loss of es t imates (the std. err. are enclosed within brackets) 
S12 = diag{0.5,0.4,0.3,0.2,0.10} ^ 
1 n 1 A,； 1 A+ I . A L 1 A+ [ A ^ | A + 7 ~ | 
10 2402.473 I 2308.241 134.562 119.804 134.053 119.991 
^29.203) (346.589) (17.443) (18.388) (17.453) (18.392) 
" 2 5 3 7 4 903 3 2 3 . 8 6 9 1 2 6 . 1 0 2 1 0 2 . 3 4 8 125.378 102.938 
( 9 . ^ 2 ) (27.162) (7.671) (8.723) (7.704) (8.745) 
~50 77 256 54^9& 4-8.834 32.622 48.436 32.829 
(3.618) f4.192) (2.149) (2.490) (2.159) (2.498) 
• - 7 5 38 481 27.855 2 ^ 9 0 2 2 0 . 0 5 8 28.748 20.162 
(1.227) (IMS) (0.861) (1.067) (0.867) (1.071) 
"TOO" 26 812 19.425 21.855 15.373 21.761 15.426 
I (1,064) I (1.216) I (0.817)丨（0.935) (0.820) (0.937) 
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Table 3.5: Loss of estimates (the std. err. are enclosed within brackets) 
1 S12 = diag{0.5,0.5,0.5 0.5,0.5}^ 
I n 1 AL； I A^ I A l [ A j A N L 
10 29.825 22.325 6.014, 4.666 5.992 4.662 
(2.258) (2.261) (0.088) (0.088) (0.088) (0.088) 
""““9?785 6 l32 6^085 4.328 6.050 4.323 
(0.289) (0.290) (0.078) (0.07T) (0.078) (0.078) 
" 5 0 5 ^ 6 9 8 0 0 3 5^062 4.002 5.042 3.998 
(0.074) (0.073) (0.040) (0.039) (0.040) (0.039) 
~ 7 5 4 ^ 8 3 4 3^956 4.625 3.888 4.613 3.885 
(0.021) (0.018) (0.014) (0.012) (0.014) (0.012) 
"TOO4^579 3^943 4.458 ^ 8 9 9 4 . 4 5 1 3.897 
(0.017) (0.015) (0.012) (0.011) (0.012) (0.011) 
Table 3.4: Loss of est imates (the std. err. are enclosed within brackets) 
E12 = diag{0.9,0.8,0.7,0.6,0.5}^ 
I n 1 A^ I A+ 1 AL I A+ 1 A n l 1 A g T I 
10 14.348 11.676 5.047, 4.449 5.043 4.448 
(1J74) (1.190) (0.041) (0.041) (0.041) (0.041) 
~ 2 5 5 ^ 2 2 4 l 5 5 4 ? 7 l 7 3 M b 4 . 7 1 3 3.944 
fQ.095) (0.096) (0.026) (0.024) (0.026) (0.024) 
4 l55 3^844 4.280 3.806 4.279 3,805 
(0.017) (0.015) (0.011) (0.009) (0.011) (0,009) 
‘ " 7 5 4 . 2 0 6 ， 3 . 8 2 0 4 l 3 9 3 ^ 1 2 4 . 1 3 9 3.811 
f0.013) (0.011) (0.010) (0.008) (0-010) (0.008) 
100 4.071 3.797 4 . 0 4 5 3 . 8 0 3 4.045 3.803 
I (0.009) j (0.008) I (0.008) (0.006) (0.008) | (0.006) 
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Table 3.5: Loss of estimates (the std. err. are enclosed within brackets) 
S1 2 二 diag{0.9,0.7,0.5,0.3,0•” 
1 n 1 Au I A^ I AL 1 A^ 1 A n l | 
10 1540.602 1509.436 88.781 I 78.700 :, 88.635 78.762 
(258.269) (273.965) (13.675) (14.526) (13.680) (14.529) 
280.280 273.258 95190 86?755 95.042 86.882 
(26.146) (29.565) (8.425) (9.533) (8.434) (9.539) 
~50 59^22 5 I U 7 37^51 30.668 37.903 30.699 
(2.922) (3.617) (1.733) (2.142) (1.735) (2.144) 
~ 7 5 2 9 . 1 4 4 22.594 22.221 16.444 22.200 16.455 
fl.0101 (1.351) (0,713) (0.950) (0.714) (0.950) 
"100""18^15 14.428 1 5 . 7 1 2 1 1 . 5 7 8 1 5 . 7 0 2 1 1 . 5 8 3 
(0.733) j (0.900) (0.564) | (0.691) (0.564) (0.691) 
Table 3.6: Loss of es t imates (the std. err, are enclosed within brackets) 
E12 = diag{0.9,0.9,0.9,0.9,0.9} 
1 n I A^ I A+ 1 , A l 1 A+ 1 AjvL j A + l 
10 5.512 5.110 4.695 4.603 4.694 4.603 
fQ.343) (0.343) (0.013) (0.013) (0.013) (0.013) 
1461 0 5 4 " " " " 1 3 3 4 4 ^ T 6 4 . 3 3 3 4.216 
ro.Q38) (0.038) (0.010) (0.010) (0.010) (0.010) 
~ 5 0 4 1 7 5 0 7 9 4.154 4.079 4.154 4,079 
ro,QQ9l fQ.QQ8V (0.005) (0.005) (0.005) (0.005) 
~75"""4.103 . 4.041 4^096 4.043 4.096 4.043 
(OMi) (0.004V (0.003) (0.003) (0.003) (0.003) 
100 4.071 4.025 4.071 4.030 4.071 4.030 
j (0.003) j (0.003) 1 (0.002) (0.002) (0.002) | (0.002) 
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Table 3.7: PRIAL : S12 = diag{0.1,0.1,0.1,0.1,0.1} 
I I � A+ I Aj; I a n l 
10 13.530 94.549 J 95.444 94.561 95.434 1 
25 22.045 67.128 74.947 67.215 74.783 
~ 5 0 3 2 . 3 6 8 39.096 59.827 39.358 59.360 
~ 7 5 3 3 . 2 2 7 27.586 52.696 27.920 52.157 
100 36,173 21.171 50.736 21.596 50.166 
Table 3.8: PRIAL : S12 二 diag{0.5,0.4,0.3,0.2,0.1} 
i i 丨 A 古 I I Aj； I 厶 肌 丨 
10 3.922 94.399 95.013 94.420 95.006 
13.612 66.364 72.700 66.557 72.543 
50 29.331 36.789 ~57?77r 37.305 57.506 
~ 7 5 2 7 . 6 1 4 24.893 47.875 25.294 47.605 
100 27.550 J^.490 "42^663 18.838 42.467 
Table 3 . 9 : 尸 五 / 兌 厶 : S 1 2 二 diag{0.5,0.5,0.5,0.5,0.5} 
N 丨 A 古 I 厶 二 丨 A 玄 丨 K n l 
10 25,146 79:837 84.356 79.910 84.368 
25 34.266 37.808 ~55.762 38.171 55.821 
24.471 11.165 29.759 11.509 29.833 
18.155 “ 4.324 19.564 4.571 19.624 
"TQT 13.895 ~2J27 14.847 2.795 14.89Q| 
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Table 3.10: PRIAL: S1 2 = diag{0.9,0.8,0.7,0.6,0.5} 
n A古 卜 Aj； I Anl 
10 18.624 64.825 I 68.995 1 64.849 68.999 | 
~ 2 5 2 3 . 4 8 4 18.979 32.243 19.050 32.257 
50 1 3 . 7 1 0 3 . 9 2 3 1 4 . 5 6 9 3.959~ 14.579 
~ 7 h 9 . 1 8 1 1 . 5 8 3 9.375 1.602 9.381 
~ 1 0 0 6 . 7 2 6 0 . 6 3 1 6.587 0.643 6.591 
Table 3.11: PRIAL : E i 2 = diag{0.9,0.7,0.5,0.3,0.1} 
N 1 A + J A L 1 A + I , AATL 1 A + L — 
10 2.023 94.237 94.892 94.247 | 94.888 
~ 2 5 2 . 5 0 6 66.03r 69.047 66.090 69.002 
50 14.264 36.348 "48^563" 36.428 48.511 
~ 7 5 2 2 . 4 7 6 23.755~ 43.577 23.827 43.541 
100 23.723 16.933 38.788 16.987 38.763 
Table 3,12: PRIAL : S12 二 diag{0.9,0.9,0.9,0.9,0.9} 
n I A古丨 A l � Aj； A— • 
10 7.283 14.823 16.477 14.835 16.481 
, 25 4.640 “ 2.849 5.486~ 2.864 5.491 
50 2.306 " 0.508 2.300~ 0.514 2.302 
~75~ 1,520 0.166 1.455 0.169 1.456 
l o T 1.137 _QJ0Q2 1.008 0.004 1.009 
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Table 3.28: Eigenvalues and the std. err. of Ajvl? ^NL 
“ Si2 = diag{0.1,0.1,0.1,0.1,0.1} 
. - ‘ — A = diag{0,01，0.01,0.01,0.01,0.01} 
n 一 Eigenvalues of A u ~ Eigenvalues of 厶厂 
10 0.84 -0,01 -0.21 -0.30 -0.33 0.84 0.07 0.00 0.00 0.00 
(0.03^ RO.OL) (0.00� FO.OOV (0.00) (0.03) (0.00) (0.00) (0.00) (0.00) 
~~25 0 4 3 0^06 IQ30 ^017 ^020 0.43 0.07 0.00 0.00 0.00 
ro.Qi^ (o.oo\ ro.ool fo.ool (o.ool fo.oi) (0.00) (0.00) (0.00) (0.00) 
~ 5 0 0^9 0 0 4 -0.04 -0.08 -0.10 0.04 0.00 0.00 0.00 
fo.oo� (0.00) fo.oo� fo.oo� （0.00� (0.00) (0.00) (0.00) (0.00) (0-00) 
~75 0.13 0.03 1^ 02 3^^05 ^ 06 0A3 003 0^ 00 Oo 0.00 ： 
m.OO� fo.oo� fo.oo� fo.oo� fo.oo� (Q.OO) (O.OO) (O.OO) (0.00) (0.00) 
"Too OAO 0^2 -0.02 -0.04 -0.05 0.10 0.02 0.00 0.00 0.00 
(0.00) (0.00) (0.00) (0.00) I (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) 
A A . 
Table 3.14: Eigenvalues and the std. err. of A[/, A^ 
S12 = diag{0.5，0.4，0.4,0.2，0.1} — 
- A = diag{0.33,0,19,0.10,0.04,0.01} 
1" n 1 Eigenvalues of Av Eigenvalues of _ 
10 1.19 I 0.05 -0.20 -0.29 -0.33 1.19 0.11 I 0.00 0.00 0.00 
(0.06) (n m) 丫n nn� (0.00) "0.00� (0.06^  (0.01) (0.00) (0.00) (Q.oo) 
-"25 0^7 Oil ^08 316 0^39 0.12 0.01 0.00 0.00 
(0.02) (n nn� (n.nm ro.QQ^ (0.00� (0.02) (0.00) (0.00) (o.oo) (0.00) 
—50 0 4 4 0 ^ 8 ^ 0 3 ^008 =000 0.44 0.08 0.01 0.00 0.00 
； ( 0 . 0 1 ) (n nn) (n m.noV fO.OO) ( 0 . 0 1 ) (o.oo) (o.oo) (o.oo) (o.oo) 
—75 oil 0^6 -0.02 -0.05 ^ 06 0.41 0.06 0.00 0.00 0.00 
(0:01) (nm� (n.nn) ro.ool fo.oo) fO.Ol) (0.00) (0.00) (0.00) (0.00) 
~100 0 ^ 9 0 ^ 5 ^ 0 1 ^ 0 4 -0.05 0.39 0.05 0.00 0.00 0.00 
(0 .0¾ (0.00) (0.00) (0.00) (0.00) (0.01) (0.00) (0.00) (0-00) (0.00)一 
A A I 
Table 3.15: Eigenvalues and the std. err. of A u , 絲 
： : S12 = diag{0.5,0.5,0.5,0.5,0.5) ~~ 
A = diag{0.33,0.33,0.33,0.33,0.33} [ 
“ E i g e n v a l u e s of A y ‘ | Eigenvalues of A ^ 
10 I 109 0 04 -0.20 -0.29 -0.33 1-09 0.10 | 0.00 0.00 0.00 
- (0 04) (0.01) Mm� m.QOV (0.00) (0.04) (0.01) (0.00) (0.00) (o.oo) 
— 0 5 “ 0 6 5 0 1 1 -0.08""""-0.16 -0.19 0.12 0.01 0.00 0.00 
(002) (0.00) (nm) m.nm (0.00) (0.02) (0.00) (0.00) (0.00) (0-00) 
50 0 4 6 0 08 -0.02 - 0 . 0 8 " ^ 1 0 0 A 6 ~ 0.09 0.01 0.00 0.00 
(001) (0.00) (0.00) mm� ro.oo^  (0.01� fo.oo) (0.00) (0.00) (o.oo) 
- 7 5 ^ 0 40 0 06 -0.05 "^006 0.06 0.00 0.00 0.00 
(001) (0.00) ‘ (0.00) moo� (0.00) fo.oi) (0.00) (0.00) (o.oo) (o.oo) 
1QQ 0 3 9 0 0 5 " ^ 0 1 ^ 0 4 ^ 0 5 0 . 0 5 0.00 0.00 0.00 
(0；00) 1 (0.00) (0.00) (0.00) 1 (0.00) (0.00) (0-00) (0.00) | (0.00) (0.00) 
98 , 
• A A 丄 
Table 3.28: Eigenvalues and the std. err. of Ajvl? ^NL 
" S i 2 = d iag{0.9 ,0 .8 ,0 .7 ,0 .6 ,0 .5} ~ 
^ A = diag{4.26>1.78,0.96,0.56,0.33} 丨 
n 一 E igenva lues of Ag E igenva lues of 
10 4 .94 0 .27 -0 .17 -0.29 -0 .33 4 .94 0 .29 0 . 0 1 0 . 0 0 0 .00 
(0.18、 （0.02、 （ 0 . 0 0 、 ⑴ . 0 0 、 (0 .00) (0 .18) (0 .01 ) (0 .00 ) (0 .00 ) ( 0 . 00 ) 
~25 4A4 021 13^05 ^16 ^19 4^ 44 0.22 0.01 0.00 0.00 
(0.08^ (0.01� fO.QOl ro.QQ^  fO.OOV (0.08� （0.01) (0.00) (0.00) (0-00) 
~~50 4.31 0.13 -0.01 I0C07 4^ 31 0.13 0.01 0.00 0.00 
二_ (0.05^ fo.oo、 fO.OO、 ro.ool fO.OO) (0.05) (0.00) (0.00) (0.00) (0-00) 
~ T l 4.33 0.09 0.00 ,0.05 -0.06 4^3 0JD9 001 0.00 0.00 
ro.Q4^  ro.oo^  fo.oo� (O.OO^  ro.oo^  f0.04) (O.OO) (O.OO) (0.00) (0.00) 
100 4.27 0.08 000 ^003 -0.05 4.27 0.08 0.01 0.00 0.00 | 
(0,03) (0.00) (0.00) (0.00) ,(0.00) (0.03) (0.00) (0.00) (0.00) (0.00) 
A A 丨 
Table 3.17: Eigenvalues and the std. err. of Ay, A v 
“ S12 = diag{0.9,0.7,0.5,0.3,0,1} 
A 口 diag{4.26,0.96,0.33,0.10,0.01} 
, n I E igenva lues of K v | E igenva lues of _ 1 
10 4 79 I 0 24 -0.16 -0.29 -0 .33 4 .79 0 .27 0 .01 0 .00 0 .00 
(0.15) (n m ) (nnn-> (0.00^ -(0.00^ (0.15) (0.01) (0.00) (0.00) (0.00) 
" 2 5 4 55 -0 .05 -0 .15 4.55 0 .24 0.02 0 .00 0.00 
(0.08) (0.01) mnn� ro.QQl ro.QQ) (0.08� （o.oi) (o.oo) (0.00) (0.00) 
~ 5 0 4 4 1 013 ^ 0 1 OTf -0 .10 4 .41 0 .14 0 .01 0 .00 0 .00 
(0.05) (n nn) (n n^ ff).m�吣.00� fO.OM (0.00) (0.00) (0.00) (0.00) 
—75 4 3 4 "0T0 0 ^ 0 =005 -0 .06 4.34 0 .10 0 .01 0 .00 0 .00 
(0:04) (0.00) (nm� ro.oo^  fo.oo) (0.04) (0.00) (0.00) (0.00) (0.00) 
~ 1 0 0 4 3 2 0 ^ 9 0 ^ 0 ^ 0 3 4.32 0 .09 0 . 0 1 0 .00 0 .00 
(0:03) (0.00) (0.00) (0.00) (0.00) (0.03) (0.00) (0.00) (0.00) (o.oo) 
A A 丨 
Table 3.18: Eigenvalues and the std. err, of A[/, Av 
： E12 = diag{0.9,0.9,0.9,0.9,0.9) — — 
A = diag{4.26,4.26,4.26,4.26,4.26 } 
I n I E igenva lues of A ^ � E igenva lues of A + 
10 4 52 I 0 25 I -0.17 -0.29 -0.33 4.52 0.28 0.01 I 0.00 0.00 
(0.16) (0:01) (0.00) rn.no� ro.oo^ (0.16) (0.01) (o.oo) (0.00) (o.oo) 
- r d ~ 0 20 - 0 . 0 6 ^ 1 6 ^ 1 9 0 . 2 0 0.01 0.00 0.00 
(001) (0.00) (n nn� rn.QOl (0.08^  (0.01) (0.00) (0.00) (0.00) 
-^ - -^37""""do -0.02 -0.08 4^7 0A0~ 0.01 0.00 0.00 
/005) (0 00) (0.00) m m� fo.oo� fo.os) (0.00) (0.00) (0.00) (o.oo) 
V o T " " " " V o 7 W ^ 0 5 ^ 0 6 4 3 3 0.01 0.00 0.00 
(0 0 4 � ( 0 00) (0.00) fo 遍(0.00) (0.04) (0.00) (0.00) (0.00) (0.00) 
- 1 0 0 - - ^ 2 6 0 0 5 ^ 0 1 ^ 0 4 ^ 0 5 4 . 2 6 0.05 0.01 0.00 0.00 
(0:03) J (0.00) (0.00) (0.00) (O.OO) I (0.03) | (0.00) (0.00) | (0.00) 
99 , 
• A A 丄 
Table 3.28: Eigenvalues and the std. err. of Ajvl? ^ NL 
S12 = diag{0.1,0 .1 ,0 .1 ,0 .1 ,0-1} " 
A ； d iag{0.01,0 .01,0 ,01,0 .01,0 .01} ‘ 
n i E igenva lues of Al E igenva lues of A r 
10 0 2 0 0 ^ 0 0 - 0 . 0 5 -0 .07 -0 .08 0 .20 0 .02 0 . 0 0 0 . 0 0 I 0 .00 
ro.oi^  ro.oo^  ro.oo^  fo.oo) fo.oo) fo.oi) (o.oo) (o.oo) (o-QQ) (Q-oo) 
~25 025 0^3 1^ 05 O^TL 0^ 25, 0.04 0.00 0.00 0.00 
rn.m^ m . o m m.on^ f o . o o � f o . o o � f o . o i � (o.oo) (o.oo) (o.oo) (o.oo) 
50 0 1 5 0j03 - 0 .03 -0 .06 -0 .08 0 .15 0 .03 0 .00 0 .00 0 .00 
.. 仇 0 0 、 川 . 0 0 、 ro.oo^  (o.oo) ro.QQ) (0.00� （0.00) (0.00) (0.00) (0.00) 
~75 0,11 ~002 ^02 ^04 =005 Ol 003 0.00 0.00 0.00 
( n n n ) rnnn^i m.no^ ro.ool ro.ool f o . o o � （o.oo) (o.oo) (o.oo) (o.oo) 
"loo 0^9 0.02 -0.02 -0.03 ^ 004 0.09 0.02 0.00 0.00 0.00 
(0.00) (0.00) (0.00) (0.00)^0.00) (0.00) (0.00) (0.00) (0.00) |jo:og)_ 
A A I 
Table 3.20: Eigenvalues and the std. err. of AL, AL 
： : S12 = diag{0,5，0.4，0.3,0.2,0.1} " ~ 
厶=diag{0.33，0.19，0.10，0.04,0.0l} 
厂 n i j E igenva lues of AL I E igenva lues of A^ 
！0 0 28 0 ,01 -0 .05 I -0 .07 -0 .08 0 .28 0 .03 0 .00 0 .00 0 .00 
(0.01) ( n m ) (n nn) (n nn) " 0 . 0 0 � fO.Ol� (0.00) (0.00) (0.00) (O.OO) 
~ 2 5 0 3 8 0 ^ 6 ^ 0 4 = 0 ^ 9 -0 .11 0 .38 0 .07 0 .00 0 .00 0 .00 
(0 01) (o.oo) (n nn) (n .nm f o . o o � (0.01^ (O.oo) (0.00) (0.00) (0.00) 
~ 5 0 035 0 0 6 ^ 0 2 =0^6 ^ 0 8 0.06 0 .00 0 .00 0.00 
(0 01) (0.00) (n on) f n n n ) f o . o o � f o . o i � fo.oo) (0.00) (0.00) (0.00) 
- 7 5 0 3 5 0 ^ 5 -0.01 -0 .04 -0.05 0.35 0.05 0 .00 0 .00 0 .00 
(0 01) (o.oo) ( n n n ) m.nn^ (o.oo) f o . o i ) (o.oo) (o.oo) (0-00) (0.00) 
- " 1 0 0 0 3 5 0 ^ 4 ^ 0 1 ^ 0 3 ^ 0 4 O ^ T " 0 .04 0 .00 0 .00 0 .00 
(0.00) (O.oo) (0.00) (0.00) (0.00) (o.oo) (0.00) (0.00) (o.oo) (^ 00)_ 
A A I 
Table 3.21: Eigenvalues and the std. err. of AL, A l 
— S l 2 _ diag{0.5 ,0 .5 ,0 .5 ,0 .5 ,0 .5) — — 
A = diag{0.33,0 .33,0 .33,0 .33,0 .33} 
I n i I Eigenva lues o f A ^ ‘ I Eigenva lues of A + 
10 0 25 0 01 -0 .05 -0 .07 -0 .08 0.25 I 0.02 0 .00 0 .00 0.00 
(0 01) (0.00) (o.oo) (n nn) f o . o o � (O.Ol) (O.OO) (O.OO) (O.OO) (0.00) 
- 0 5 0 3 7 O M ^ 0 4 ^ 0 9 ^ 1 1 0 ^ 7 o W 0.00 0.00 0.00 
( d 0 1 \ (0.00) (0.00) (n nn) (6.0Q\ (0.01) (0.00) (0.00) (0.00) (0.00) 
0 3 6 � 0 06 -0.02 - 0 . 0 6 ^ 0 8 0 . 0 7 0 .01 0 .00 0 .00 
(0 01) (0:00) (0.00) (nm� (0.00^  (0.01) (0.00) (0.00) (0.00) (0.00) 
W 0 0 5 - 0 . 0 1 -0 .04 - 0 . 0 5 0 . 0 5 0 .00 0 .00 0 .00 
_ (0 :00” (o.oo) n m � ro.oo^ fo.oo) (o.oo) (o.oo) (o.oo) (o.oo) 
- T r ^ - ^ 5 004 " ^ 0 0 1 ^ 0 3 ^ 0 4 O T " 0.04 0.00 0.00 0.00 
ro.oov (0:00) 1 (o.oo) (o.oo) (o.oo) (0:00) I (o.oo) (o.oo) (0.00) (0.00) 
100 , 
A A • 
Table 3.22: Eigenvalues and the std. err. of Al , A j 
E12 = diag{0.9 ,0 .8 ,0 .7 ,0 .6 ,0 .5} 
.  - ^ A = diag{4.26,1.78,0.96,0.56,0.33} 
n i E igenva lues of A i , 一 E igenva lues of A r 
10 1.15 0.06 -0.04 -0.07 -0.08 1.15 I 0.07 0.00 I 0.00 I 0.00 
(0.04^ fO.OOV fO.OO� fo.oor fO.OO� (0.04) (0.00) (0.00) (0.00) (0.00) 
25 2^ 54 0A2 =0^03 ^09 O^H 2^54 0J2 0.01 0.00 0.00 
ro.QM ro.nn^ m.oo� ro.oo^ fo .oo� (o.osl (o.oo) (o.oo) (o.oo) (o.oo) 
~50 3^6 olo looi ^06 ^07 3^ 36 0.10 0.01 0.00 0.00 
fo.Q4) ro.no^  fo.oo� ro.QQ^  ro.ool (0.04) (o.oo) (0.00) (0.00) (0.00) 
~75 3^8 0^8 0^0 10^ 4 ^05 3^8 0^8 0.01 0.00 0.00 
• _ (nnR) (n.nnv (o.m fo .oo� (o.oo) (0.03) (o.oo) (o.oo) (o.oo) (o.oo) 
"loo 3?78 0^7 0.00 -0.03 -0.04 3.78 0.07 0.01 0.00 0.00 
(0.03) (0.00) (0*00) (0.00) 1(0.00) I (0.03) (0.00) (0.00) (0.00) | j o ^ o ) _ 
A A . 
Table 3.23: Eigenvalues and the std. err. of AL , AJ 
‘ S12 = diag{0.9 ,0 .7 ,0 ,5 ,0 .3 ,0 .1} ~ 
A = diag{4.26,0.96,0.10,0.01,0.01} 
n i E igenva lues of E igenva lues of A + _ ] 
10 I 111 0.06 I -0.04 I -0.07 -0.08 1,11 0.06 0.00 0.00 0.00 
(0.03) (0.00) fn nn) (n na) - ^ . 0 0 ^ (0.03^ (0.00) (0.00) (0.00) (0.00) 
"25 2&1 0 l 3 ^ 0 3 - 0 . 1 1 2,61 0.14 0.01 0.00 0.00 
(0.05) (0.00) ( n n n ) m.OO� （0.00� (0.05) (0.00) (0.00) (0.00) (0.00) 
"50 3 43 0.10 ^01 ~~^006"""^07 3A3~ 0.11 0.01 0.00 0.00 
(0.04) (0.00) (n nn) rn.nn^ ro.QQ^ f0.04) (0.00) (0.00) (0.00) (0.00) 
—75 368 0109 MO ^ 0 4 -0.05 3.68 0.09 0.01 0.00 0.00 
(0.03) (0.00) fn on) (0.00^ (0.00^ (0.03) (0.00) (0.00) (0.00) (0.00) 
~ 1 0 0 3 ^ 2 0^8 O 0 ^ 0 3 ^ O T " 3.82 0.08 0.01 0.00 0.00 
(0:03) (0.00) (0.00) (0.00) (0.00) (0.03) (o.oo) (o.oo) (0.00) (0.00) 
A A 丨 
Table 3.24: Eigenvalues and the std. err. of A L，A L 
E12 = diag{0.9,0.9,0.9,0.9,0.9) 
A = diag{4.26,4.26,4.26,4.26,4.26} 
I n i I E igenva lues of 厶 力 � 1 E igenva lues of A f _ 1 
10 I 105 I 0 06 I -0.04 -0.07 -0.08 I 1.05 | 0.06 0.00 0.00 I 0.00 
f004) (0:00) (0.00) (0.00) ro.oo^ (0.04) (0.00) (0.00) (0.00) (0.00) 
" " “ S r f " " " " 0 l T C T - 0 . 0 9 - 0 . 1 1 1 5 7 o l 2 ~ o.oi o.oo o.oo 
( 0 0 5 ) (0:00) (0.00) (n n n � m . Q Q \ (0.05) (0.00) (0.00) (0.00) (0.00) 
~50~ 341 0.08 -0.02 - 0 . 0 6 ^ 0 8 3 ^ 0.08 0.01 0.00 0.00 
f0 04) f n ^ V f " 叫 ( n n m (0.00) (0.04) (0.00) (0-00) (0.00) (0.00) 
" " " " V e s 2 0 06 - 0 . 0 1 - 0 . 0 4 - 0 . 0 5 3 ^ 8 " 0.06 0.01 0.00 0.00 
f003) (o'.oo)- (o.oo) m m � fo.oo� （0.03) (0.00) (0.00) (0.00) (0.00) 
- T r ^ - W - 005 " ^ 0 1 ^ 0 3 ^ 0 4 0 . 0 5 0.00 0.00 0.00 
r n ' n ^ v (o.oo) (o .oo) (O.OO) (O.OO)丨(Q.Q3) I (0 .00) ( 0 . 00 )丨 ( 0 . 00 ) (o .oo ) 
101 , . 
• A A 丄 
Table 3.28: Eigenvalues and the std. err. of Ajvl? ^ N L 
[" S12 = diag{0.1，0.1，0.1,0.1,0.1} “ 
^ A = diag{0.01，0.6l,0.01,0.01,0.01} 
n i 一 Eigenvalues of Ajyi, 一 Eigenvalues of A ^ 
10 0 ^ 2 0 0 ^ 0 0 - 0 . 0 5 -0.07 -0.08 0 . 2 0 0 . 0 2 0 . 0 0 0 . 0 0 I 0 . 0 0 ~ 
ro.oi^ fo.oo) fo.oo� ro.oo^ ro.ool (o.oil (o.oo) (o-QQ) (Q-oo) ( 0 . 0 0 ) 
25 0^5 0 3 I0J05 ^09 O^AA 0^5 0.04 0.00 0.00 0.00 
rn.ni^  (n.nn^  fn.nn^  m.oo� (o.ooY ro.oi^  (o.oo� （o.oo) (o.oo) (o.oo) 
~~50 ol5 003 -0.03 -0.06 -0.07 0.15 0.03 0.00 0.00 0.00 
(n.nm ro.no^  ro.oo^  m.oo) fo.oo) (o.oo) (o.oo) (o.oo) (o.oo) (o.oo) 
~75 0.11 0.02 ！^0j02 oil 0.03 0.00 0.00 0.00 
rn.nn^  ro.ooV" ro^ ool fo.oo� fo.oo) (o.oo) (o.oo) (o.oo) (o.oo) (o.oo)— 
loo 0^9 0^2 0^02 -0.03 -0.04 0.09 0.02 0.00 0.00 0.00 
(0.00) (0.00) (0.00) (0,00) (0.00) (o.oo) (0.00) (0.00) (0.00) (0.00) 
A A . 
Table 3.26: Eigenvalues and the std. err. of ANL, ANL 
S12 = diag{0.5,0.4,0.3,0^2,0.1} 
A = diag{0.33,0.19,0.10,0.04,0.01} 
~^~I Eigenvalues of Aj^j, Eigenvalues of At". II 
10 I 0 28 I 0.01 -0,05 -0.07 -0.08 0.28 0.03 0.00 0.00 0.00 
(0.01) (0.00) fn no) (n nn、"n.OO、 (0.01^ (0.00) (0.00) (0.00) (0.00) • 
" " 2 5 0 3 8 0 0 6 ~ ~ ^ 0 4 ^ J 0 9 ^ O j T " 0 .38 0 .07 0 .00 0 .00 0 .00 
(001) (0.00) (o.oo) (n-m� m.oo� （0.01� （O.OO) (0.00) (0.00) (0.00) 
- 5 0 0 3 5 0 ^ 6 — ^ 0 2 ^ 0 6 ^ 0 7 " " " O s O^T" 0.01 0.00 0.00 
(o 01) (0.00) (0.00) (n nn) (0.00^  (0.01) (0.00) (0.00) (0.00) (0.00) 
— f l 0 3 5 ~ ~ 0 ^ 5 ^ 0 1 ~ - 0 . 0 5 0.35 0,05 0.00 0.00 0.00 
(001) (0.00) (0.00) 10.00� （0.01� (0.00) (0.00) (o.oo) (o.oo) 
- ^ 0 0 0 3 5 0 0 4 O T ： ^ 0 3 - 0 . 0 4 0.35 0.04 0.00 0.00 0.00 
(0:00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (Q-oo) (Q-oo) 
A A • 
Table 3.27: Eigenvalues and the std. err. of AATL, ^nl 
： Si2 二 diag{0.5’0.5，0.5’0.5，0.5} : 
A = diag{0.33,0.33,0,33,0.33,0.33} 
I n i I Eigenvalues of A ^ L ‘ l Eigenvalues of A ^ r 
0 25 I 0 01 I -0.05 -0.07 -0.08 0.25 0.02 |0.00 0.00 0.00 
f00l) (000) (0.00) (rvnn� (0.01) (0.00) (0.00) (0.00) (0.00) 
^ 0 3 7 0 0 7 ^ 0 4 ^ 0 9 ^ 1 1 0 ^ 7 o W ~ 0.00 0.00 0.00 
fOOl) (0:00) (0.00) (0.00) (0.00) (0.01) (O.oo) (0.00) (0.00) (0.00) 
-To" 036 007 " -0.02 - 0 . 0 6 ^ 0 7 o 3 6 ~ 0.07 0.01 0.00 0.00 
f o o i ) (0 00) (0.00) (nnn) m.nov ro.oH (o.oo) (o.oo) (0-00) (Q-oo) 
-TT" o ^ - W - ^ o i -0.04 -0 .05o3T" 0.05 0.00 0.00 O.oo 二 (0 00) (nm) (nnnv ro.QQl fO.OO) fO.OO) (0.00) (0.00) (0.00) 
^ 0 4 0 . 0 4 0.00 0.00 0.00 
/nno^ ro.ool (o.oo) I (o.oo) (0.00) (0:00) I (0.00) (0.00) I (o.oo) (0.00) 
102 , 
• A A 丄 
Table 3.28: Eigenvalues and the std. err. of Ajvl? ^ N L 
S12 = d iag{0 .9 ,0 .8 ,0 .7 ,0 .6 ,0 .5> “ 
j …:: . A = diag{4.26,1.78,0-96.0-56,0-33} 
n i E i g e n v a l u e s of Aml E i g e n v a l u e s of A ^ r 
10 1 .15 0 . 0 6 - 0 .04 卜 - 0 . 0 7 -0 .08 1 .15 0 . 0 7 I 0 . 0 0 0 . 0 0 0 . 0 0 
(0.04) fO.OO) ro.oo^  (0.00� （O.OO) (0.04) (0.00) (0.00) (0-00) (0.00) 
~25 2^4 0l2 ^03 1^ 09 ^OJl 2.54 0.13 001 0.00 0.00 
m.oM ro.oo^  ro.oo^  ro.oo^  (o .oo) (0.05^  (0 .00) (o.oo) (o.oo) (0 .00) 
50 3 ^ 6 o l o - 0 . 0 1 -0 .06 - 0 . 0 7 3 .36 0 .10 0 . 0 1 0 .00 0 .00 二 (0.04� ro.oov (0.00^  �0.00� (0.00^  (0.04) (o.oo) (0.00) (0.00) (0.00) 
~ 7 5 3 ^ 6 8 ~ ~ ~ 0 ^ 8 0 ^ 0 ^ 0 0 4 -0 .05 3 . 6 8 0 0 8 0 0 1 0 . 0 0 0 .00 
m . n . ^ m.nn^ ro.oov f o . o o � (o .oo) ( 0 . 0 3 � （o.oo) (o .oo) (o .oo) (o .oo) 
^ 0 0 3 ^ 8 0 ^ 7 0 ^ 0 ^ 0 3 ^ 0 4 3?T8 0 0 7 0 . 0 1 0 .00 0 .00 
(0,03) (0.00) (0.00) (0.00) (o.oo) (0.03) (0.00) (0.00) (0.00) (0.00) 
A A I 
Table 3.29: Eigenvalues and the std. err. of ANL, ANL 
� E I 2 = d iag{0 .9 , 0 . 7 , 0 .5 , 0 . 3 , 0 . 1 } 
A = diag{4.26’0.9Q，0.10，0.01，0.0l} 
n i E i g e n v a l u e s of ANi \ E i g e n v a l u e s of I 
10 I HI 0 06 -0.04 -0.07 -0.08 1.11 0.06 0.00 0.00 0.00 
(0 .03) f n nn) fn nn) ( n . n n � - 巾 . 0 0 � � . 0 3 ) (O.OO) (0 . 00 ) (0 .00) (0 .00) 
~25 261 0A3~ -0.03 -0.09 2.61 0.14 0.01 0.00 0.00 
(0.05) (o.oo) (0.00) mm� fo.oo� (o.os) (o.oo) (o.oo) (o.oo) (o.oo) 
—50 3 43 0 .1Q^01 ^ 0 6 ^ 0 7 ^43 OlT~ 0.01 0.00 0.00 
(0 04) (0 .00) fn nn) ^ n n ) 仇 0 0 、 （0.04� （0.00� （0.00) (0 .00) (0 .00) 
3 ^ 8 0 ^ 9 OXiO~" -0 .04 - 0 . 05 3 .68 0 .09 0 . 0 1 0 .00 0 .00 
( 0 0 3 ) (0 .00) (n n n � d m � fO.OO� （0.03) (0-00) (0 .00) (0 .00) (0 .00) 
"Too3^2 0^8 O o ^ 0 3 - 0 . 0 4 3.82 0.08 0.01 0.00 0.00 
(0:03) (0.00) (0.00) (0.00) (0.00) (0.03) (0.00) (0.00) (0.00) (o.oo) 
� A A 丄 
Table 3.30: Eigenvalues and the std. err. of ANL, ANL 
： £ 1 2 = d iag{0 .9 ,0 .9 ,0 .9 ,0 .9 ,0 .9} 
A = d iag{4 .26 ,4 .26 ,4 .26 ,4 .26 ,4 .26} 
I n i I Eigenvalues ofAjvL � I Eigenvalues of A+rr 
1 0 1 0 5 0 0 6 - 0 . 0 4 - 0 . 0 7 - 0 . 0 8 1 . 0 5 | 0 . 0 6 0 . 0 0 0 . 0 0 0 . 0 0 
(004) (0:00) (0.00) (0.00) fO.OO� （0.04� （0.00) (o.oo) (0.00) (0.00) 
* W ^ 0 9 ^ l l " " " 2 l 7 ~ 0.12 0.01 0.00 0.00 
( 0 0 5 ) (0:00) ( n m T ] r v m � ^0.00^ (0.05) (0.00) (0.00) (0 .00) (0 .00) 
50 . 3 4 1 0 0 8 " -0 .02 - 0 . 0 6 3 . 4 1 0 . 0 8 0 . 0 1 0 .00 0 .00 
f 004) ( 0 ^ ) 卞 叫 ( " ^ - 0 0 ^ 低04、（0.00) (0.00) (0.00) (0.00) 
- 7 T , ^ 0 4 W 0 . 0 6 0.01 0.00 0.00 
� 0 3 � ( 0 00)- (0 .00) m m � fO.OO� （0.03) (0 .00) (0 .00) (0 .00) (0 .00) 
- T f i r - ^ 7 0 0 5 " ^ 0 1 ^ 0 3 - 0 . 0 4 3 . 7 7 0 ^ 5 " " 0 . 00 0 .00 0 .00 
mn^ V (0.00) (0.00) (0.00) (0.00) (0.03) | (0.00) (0.00) (0.00) (0.00)_ 
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A p p e n d i x A 
A . l L e m m a 3.2 
co^triA-'n)^} < 0 
Proof : 
c o v [ t r ( A - 2 ^ ^ ； } 二 ^ { [ M A - ^ - t r ^ A - 1 ) ] [ ^ ] } 
(A.l) 
where F 二 A1/2^-1^1/2, A � K n J ^ A ) . 
First let us assume tr{A~2ft) — tr(nA^) > 0, so that 
0 < tr(A-2ft)-MnA-1) = tr[A~2(Q- nA)] 
< (trA~2)[trn-tr(nA)] 
this implies trQ > tr(nA). 
104 
Given X, 
r ~ „ n tr(nA) - trCt ’ ^ E trF - trF 二 ； 之 ^ — < 0. L J (trF)(trF) 
which implies 
e \ A L I 二 丑 [ ( ^ - ^ ) 1 < o 
， . [ t r F trFl [ (trF)(trF) J J . 
Hence (A.l) is non-positive. 
A.2 T h e o r e m 3.3 Leung(1992) 
A 
Let A be any estimator of A and A+ be the truncated counterpart of A. Then 
A 
E[L(A,A)] > E[L(A,A+) for all A and the inequality is strict if A in not 
nonnegative definite. 
Proof : 
Let A 二 HLHf, where H is orthogonal and L is a diagonal matrix with diagonal 
e l e m e n t s / 1 ? . . . 3 / m . Then A + = HL+H丨,where L+ 二 办 叩 { / 疒 … ， ^ } ， w i t h 
If == U if | > 0 and If = 0 if k 二 0. 
E[L(A,A)] = Epr^A- iA—/ m ) 2 ] , 
‘ = , E t r [ A " 1 / 2 ( A - A ) A ~ 1 / 2 ] 2 
二 E tr[A~^2H(L — H'AH^A-1^2]2 
> E M厶一“2丑(厶+ - 丑 “ 2 ] 2 
—: - E [ L ( A , A + ) ] , 
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The inequality is strict if U < 0 for some i, and the proof is completed. 
A.3 T h e Noncen t ra l F Iden t i ty 
(Leung and Lo(1996)) Suppose a p x p positive definite matrix F 二 ( f i j ) has a 
multivarite F distribution with degrees of freedom � a n d n2 and scale matrix 
denoted by F m (n 1 , n 2 ' ^ ) , where m � m + 1, n 2 � m + 1. Let be 
a matrix whose elements are functions of F, ft and V(r) 二 rV + (1 -r)diag(V), 
Also, 
is a matrix of differential operators where 8{j is the Kronceker delta. DV is the 
formal matrix product of D and V. Let h(F) be a real-valued function of F with 
dh(F)/dF 二 QdhJJ^/dfij). Under very general regularity conditions, we have 
the following F identity : 
n 2 dh 
E[htr(I + F)-1} 二 — 一丑 
^-m~lE[htr{F-1V)] 
n � 
广 1 叩 + H 
n 
where the e x p e c t a t i o n E is taken over a Fm (ni 5n 2 ; I ; 0) distribution, and the 
expectation of Ex is taken over a F J j h + m + 1, n2; / ; H). i.e. 
e u a m ^ 1 ( 厂 + 卩 ) — 1 巧 ） 二 / F > 。 圳 广 1 ( 1 + 
• 1 0 6 -
with gi(F) is the density of a ^ ( n i + m + 1, n2; I; H) 
Lemma 3.1 
Let F � F r J j i h W , with ni > 4, then 
E [ t r (A- 2 F) l 么 nx 
trF — n2 — m — 1 [ trF _ 
- 4 ) £ UrA~2' 
— (n2 — l)(n2 — m + 3) [{trF)2 
— 2 E p r A - 1 -
~ ( n 2 - m - l ) ( n 2 ^ m + 3) 1 [(trF)2 
1 \trA-2n 
+ {n2 — m — 1) 1 _ trF 
where the expectation E is taken over a Fm(n1,n2\I] H) distribution, and the 
expectation of Ex is taken over ai71m(ni + rn + 1,几2； J; n). 
Proof : Apply the noncentral F indentity with 
V = ( / + F )A" 2 F , and h 二 I/trF 
since tr{DV) = [(m + 1)/2](於A—2.) + (m + l ) t r (A" 2F) 
dh — -1 T 
(see Konno(1991a))，we have 
• \trA'2F] — 2 U^trA-2 + (m + l)tr(A-2F)}' 
trF n [ trF . 
" 2 \tr{\tr{I + F)A~2F + \diag[(I + F)A~2F]y 
, ~ n E [ -
+ n \ t r F J n L t r F . 
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. . ., ； 一. • , . ' . . � . . V 
m - | - l ^ \trA~2] 2(m + l ) 厂 一 印 ) -
— — ： — E -j hj —— 
n [ \ n [ trF 
2 rp[MA'-2^)l , F\tr(A-^)]\ 
~~n\ [ {trFY J ^ [ {trFf \ j 
+ n I 
1 ^ \trA~2n] 
n trr 
t h e [ t r A - 2 j + m + nx + l ^ \tr{A-2F) 
~ n [ trF J n [ trF ‘ |： 
2 / \tr(A~2F)]\_2 \tr(A-2F2)' 
"n r [ (trFY J J “ n [ {trFf ^ 
1 \trA'2n' 
n trr 
ni ^「斤A一21 m + nx + 1 \tr{A"2F) 
< 一 E ——=- H 匕 
—n trF n [ trF _ 
~nE [ {trF)2 J + n 1 [ trF 
leading to 
< … 
trF J 一 n2-m-l [ trF 
2 [ t r (A- 2 F) l 1 E [ H 
“ [ (trF)2 J n2-m-l 1 [ trF • 
• (A.2) 
To c o m p u t e the second term of (A .2), apply the i d e n t i t y again with + 
'F)/S~2F and h = l/(trF)2. Since dh/OF = [-2/{trF)3]Im, (see Konno 1991a), 
we have 
\tr(A-2F)] ’ m + l^rtrA-2] [tr(A-2^)' 
二 l l ^ j [ (trFY • 
.108 , 




| 4 f [ t r (A- 2 F) l \tr(A~^)]\ 
~n \ [ (trF)3 J 十 [ ( t r F ) 3 J J 
I 丄 十 n 1 1 (trFY \ j 
1 \trA-2n 
I 1 [ {trF)2 _ ; 
ni p rtrA"21 nx + m + 1 \tr(A~2F)' 
= n \ + [ (trF)2 
f tr(A-2,P)1 _ 4 Tt r (A- 2 F 2 ) ' 
~n [ (trFf n {trFf • 
1 r t r A _ 2 n i ,A Q � + - ¾ 7 - ^ - (A.3) 
n _ [trF)2 _ 
Using the fact that 
tr(A~2F) < {trA~2)(trF) and tr(A~2F2) < (trA~2F)(trF) in the third and 
, fourth term of (A.3), we have ： 
\tr{A-2F)] ^ nlj? \trA~2] h + m + 1 \tr{A~2F)' 
E[ (trFf J - n [ ( ^ T J + ^ [ ^ F f . 
4 n r tr(A"2)l 4 „ \tr(A~2F)] I \trA~2n 
-nE [ W y \ — ； [ l ^ F j n IWFy. 
equivalent ly, � 
！ \tr(A-2F)] � \ t r ^ ~ 2 } 1 R 
E (trFY n2 - m + 3 [jtrFy\ 十 n2 — m + 3 1 L {trF)\ • 
L 
I： .；;；'- . . - . (A.4) 
substituting back i n t o . (A.2)； we have 
[ t r (A- 2 叫 . 一 、 
trF — n2 —m — 1 [ trF . 
S ‘ 2 ( m - 4 ) . F [ t r A - 2 ' 
~ ( n 2 _ m _ l ) ( n 2 - m + 3) {(trF)2 
109 ‘ 
2 : E \trA~1' 
— m —l)(n2 — m + 3) 1 [{trF)2 
: 1 E \tjA-Hl — 
n2 — m — 1 1, trF 
which ends the proof. 
Lemma 2.4 
Let F � F j ^ n � ; / ; A) with ni > 43 then 
E [ * 一 2 叫 < & E W … 
trF J — n 2 - m - l [ trF 
2 K - 4 ) F UrA~2' 
— ( n 2 - m —l)(n2 —m + 3) [{trF)2 
2 E \trA~1' 
~ { n 2 - m - l ) { n 2 - m ^ 3 ) 1 [{trF)2 ) 
1 _ 'trA"1' 
+ ( n 2 _ m — l) 1 
where the expectation E is taken over a H) distribution, and the 
expectation of E\ is taken over a fm (几 i + 爪 + 1,几2; h 
Proof : Trivial by putting H = A in Lemma 3.1. 
: 1 1 0 ‘ 
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