We also consider equation (1) with a nonlinear boundary condition.
a paper which is yet to be completed, we have obtained some analogous results for parabolic equations. \S 1. An abstract formulation of the monotone case.
Let $\beta$ be a maximal monotone graph in $R\times R$ which contains the origin.
If the pair $(s, t)\in\beta$ , we write $t\in\beta(s)$ . (2) Au $(x)+\beta(u(x))\ni f(x)$ $a$
. $e$ .
Moreover, if
$f,$ $f\in L^{1}(\Omega)$ and $u,$ \^u are the correspOnding solutions of (2) , then (3) $\Vert(f-Au)-(\hat{f}-A\text{{\it \^{u}}})\Vert_{1}\leqq\Vert f-f\Vert_{1}$ .
In particular, ( PROOF OF THEOREM 1. We denote, for $u$ and $f\in L^{1}(\Omega),$ $f\in Bu$ whenever $f(x)\in\beta(u(x))a$ . $e$ . We first establish (3) which implies (4) and the uniqueness. . Since $\beta$ is maximal, $f-Au\in Bu$ .
4)
It remains to show that $A+B$ has dense range. ( To accomplish this, we use some arguments from [6] .) Let us aPproximate $\beta$ by the Lipschitz functions $\beta_{\lambda}=\frac{1}{\lambda}(I-(I+\lambda\beta)^{-1})$ , $\lambda>0$ . First we solve the equation (5) $\epsilon u+Au+\beta_{\lambda}u=f$ for any $\epsilon>0,$ $\lambda>0,$ $f\in L^{1}(\Omega)$ . Indeed, (5) can be rewritten as $\lambda\epsilon u+\lambda Au+u=\lambda f+(I+\lambda\beta)^{-1}u$ , (6) $u=\frac{1}{1+\lambda\epsilon}\{I+\frac{\lambda}{1+\lambda\epsilon}A\}^{-1}\{\lambda f+(I+\lambda\beta)^{-1}u\}$ .
The operator on the right side of (6) is the product of two contractions in . We denote the solution of (5) by $u_{\lambda}$ . From (6) we subtract the equations for $u_{\lambda}$ and $u_{f^{l}}$ and multiply the difference by $u_{\lambda}-u_{\mu}$ .
Using Lemma 2 with $\gamma=identity$ , we obtain
The last factor may be rewritten as
The middle term makes a non-negative contribution because $\beta$ is monotone.
Hence
$\epsilon\Vert u_{\lambda}-u_{\mu}\Vert_{2}^{2}+(\beta_{\lambda}(u_{I})-\beta_{\mu}(u_{\mu}), \lambda\beta_{\lambda}(u_{\lambda})-\mu\beta_{\mu}(u_{\mu}))\leqq 0$ . Thus $\{u_{\lambda}\}$ is Cauchy in $L^{2}(\Omega)$ as $\lambda\rightarrow 0$ . The limit $u$ belongs to $L^{1}(\Omega)\cap L^{\infty}(\Omega)$ .
By Lemma 2.4 of [6] , $\{\beta_{\lambda}u_{\lambda}\}$ is also Cauchy in $L^{2}(\Omega)$ ; its limit $g$ belongs to $L^{1}(\Omega)\cap L^{\infty}(\Omega)$ and $g(x)\in\beta(u(x))a$ . $e$ . since $\beta$ is maximal. So we have
By (I) and ( $\Vert Tu-Tv\Vert_{1}\leqq\Vert u-v\Vert_{1}$ . (8) min $\{0, \inf_{\Omega}u\}\leqq Tu(x)\leqq\max\{0, supu\}$ $a$
Let $j$ be a convex lower semi-continuous function from
PROOF OF LEMMA 3. First we consider the particular convex functions (cf. [8] ):
$j_{1}(r)=(r-t)^{+}$ and $j_{2}(r)=(-r-t)^{+}$ where $f$ is some non-negative number. Let $y(x)=\min\{u(x), t\}$ . Note that
. By (8) we have $Ty(x)\leqq ta$ . $e$ . and thus
Integrating this inequality over $\Omega$ and using (7), we obtain
Note that the operator $u\rightarrow-T(-u)$ also satisfies (7) and (8) . So we can apply the result just proved to this operator to obtain
If we let $v=-u$ , then the lemma follows for $j_{2}(r)$ . Combining the results for both $j_{1}$ and $j_{2}$ , we have [15] by a different proof. In the nonlinear case with $j(u)=|u|^{p}$ , the lemma follows from Peetre [16] and Lions [13] . We thank L. Tartar for some helpful discussions on this subject. . Using the subdifferential property again,
Since $gu$ is integrable, so is $j\circ u$ . APplying Lemma 3 to the mapping $T_{\lambda}$ , we have
As is well-known, $T_{\lambda}Au\rightarrow Au$ in $L^{1}(\Omega)$ as such that min $\Phi=\Phi(0)=0$ . Let $f\in L^{1}(\Omega)$ be such that $\Phi\circ f\in L^{1}(\Omega)$ . Under the assumptions of Theorem 1, let $u$ be the solution of (2) . Then
In particular, case is obtained by a passage to the limit. We multiply the equation by
The first term is non-negative by Lemma 2. We apply Young's equality to the second term and Young's inequality to the third term (see Appendix). Thus
Two of these terms are identical, which leaves us with the desired inequality.
PROPOSITION 5. Let $f,$ $f\in L^{1}(\Omega)$ . Let $u,\hat{u}$ be the corresponding solutions. Then
$\hat{f}-A\text{{\it \^{u}}}\leqq f$ -Au $a$ . $e$ . and $\hat{u}\leqq ua$ . $e$ .
PROOF. Let
$g=f-Au,\hat{g}=\hat{f}-A\text{{\it \^{u}}}$ so that $g\in B(u),\hat{g}\in B(\hat{u})$ . We multiply
where
By the monotonicity of $\beta$ , we have $\hat{g}\geqq g$ on $E$ and $\hat{g}\leqq g$ on the complement
and the desired estimate follows. Now let
. from what we have just proved. Let $u_{\epsilon},$ $\text{{\it \^{u}}}_{\epsilon}$ be the solutions of
We have just proved that
where $g_{\epsilon}\in\epsilon u_{\epsilon}+\beta(u_{\epsilon}),\hat{g}_{\epsilon}\in\epsilon\hat{u}_{C}+\beta(\hat{u}_{\epsilon})$ . By the monotonicity of $\beta$ , we get $\text{{\it \^{u}}}_{\epsilon}\leqq u_{\epsilon}$ $a$
. $e$ . Letting $\epsilon\rightarrow 0,$ \^u\leqq u $a$ . $e$ . . $e$ . in $\Omega$ . Finally, we pass to the limit as $\epsilon\rightarrow 0$ .
The following lemma is a variation of Lemma 3. A related result may be found in [3] . LEMMA 3*. Let $T$ be a maPping from
Taking the positive part of each side of this inequality and integrating over $\Omega$ , we obtain
using assumption (7) and the definition of $y(x)$ . Now switch the roles of $u$ and $v$ and let
Thus we have proved Lemma $3^{*}$ for the particular cases $j_{1}(r)=(r-t)^{+}$ and 
just as in Theorem 1. The only difficulty occurs in the proof that $A+B$ has dense range in $L^{1}(\Omega)$ . As in the earlier proof, we let $\beta_{\lambda}(x, u)$ be the Yosida approximation of $\beta(x, u)$ , we solve the equation
where $f\in L^{\infty}(\Omega)$ , and we have the bound for $\{u_{\lambda}\}$ in $L^{\infty}(\Omega)$ . The novelty is that we are not allowed anymore to multiply the equation by $\beta_{\lambda}(x, u_{\lambda}(x))$ .
Instead we note that Stampacchia [17] has proven that there exists a solution PROOF. We will prove the slightly stronger assertion that is onto and its extension $I+A$ is one-one, the two operators must coincide. This proves (14) , (13) and (I). To prove the maximum principle (II), let $f\in L^{1}(\Omega)$ and $u=(I+\lambda A)^{-1}f$ . We may assume $k=\sup f$ is finite. Let $f_{n}(x)=\max\{f(x), -n\}$ . Then $\beta_{n}\in L^{\infty}(\Omega)$ and
. Let $u_{n}=(I+\lambda A)^{-1}f_{n}$ . By a known maximum principle [17] ,
Since $u_{n}\rightarrow u$ in $L^{1}(\Omega)$ by Lemma 10, $u(x)\leqq ka$ . $e$ . 
There exists
We denote $Bu(x)=\beta(x, u(x))$ . THEOREM 13. There exists a solulion of $Lu+Bu=0a$. $e$ . in $\Omega$ with the following Properties:
We postpone the proof in favor of some applications.
COROLLARY 14 (inhomogeneous equation)
. Let $\beta(x, s)$ satisfy (15) Young's inequality,
is convex and $\Psi(0)=0$ , we have
. Thus for
Since the last quotient is bounded as $|s|\rightarrow\infty$ (see Appendix), $k$ may be chosen so large that (16) 
REMARK. While Corollary 14 does not permit a solution for arbitrary integrable $f(x)$ , it does allow $f(x)$ to belong to an " arbitrarily " smaller class.
There are two restrictions on $\phi(s)$ : that it goes to infinity with $s$ , and condition (17) . lt is only the Prst of these which restricts the size of the class of $f' s$ and excludes the Hypothesis (16) may be expressed as follows: There exists
for $|s|\geqq\mu$ . Hypothesis (15) gives an estimate for $|s|\leqq\mu$ . Hence
where $h(x)$ is also integrable. Taking $s=u_{n}(x)$ and integrating, we find $(B_{n}(u_{n}), \phi(u_{n}))\geqq(\epsilon-\lambda_{1})\Vert\theta(u_{n})\Vert_{2}^{2}-\Vert h\Vert_{1}$ .
On the other hand, by Lemma 17,
Adding, we conclude that $\{\theta(u_{n})\}$ is bounded in $L^{2}(\Omega)$ and that both $(B_{n}(u_{n})$ , $\phi(u_{n}))$ and $(Lu_{n}, \phi(u_{n}))$ are bounded. By Lemma 17, $\{\theta(u_{n})\}$ is also bounded in $H_{0}^{1}(\Omega)$ .
We can also make the following estimates. By weak compactness, we can choose a subsequence (for which we do not bother changing notation) so that $\{u_{n}\}$ converges weakly in $W_{0}^{1.q}(\Omega)$ and $\{\theta(u_{n})\}$ converges weakly in $H_{0}^{1}(\Omega)$ . Let $u=\lim u_{n}$ . By strong compactness, we may assume that $u_{n}\rightarrow ua$ . $e.$ , and hence that $\theta(u_{n})\rightarrow\theta(u)a$ . $e$ . as well as weakly in $H_{0}^{1}(\Omega)$ . It also follows that Since $\phi(s)\rightarrow\infty$ as $ s\rightarrow\infty$ , the argument of [20] shows that Sobolev's inequality, the approximate solutions satisfy $c\lambda^{-1}\Vert e^{\lambda|u_{n}|/2}-1\Vert_{2Nf(N-2)}^{2}+(B_{n}(u_{n}), \phi(u_{n}))\leqq\Vert f_{n}\Vert_{Nf_{2}}\Vert e^{\lambda|u_{n}|}-1\Vert_{Nf(N-2)}$ with $c$ independent of $u,$ $\lambda,$ $N,$ $n$ . We need only choose $\lambda$ less than $c/\Vert f\Vert_{Nf_{2}}$ to balance the right side. Part (a) follows.
Part (b) is essentially contained in Stampacchia [17] , but for completeness we present a proof. We recall from Theorem 18 that 
There exist $h_{1}\in L^{1}(\Omega)$ such that COROLLARY 21. Let $\beta$ and $\gamma$ satisfy (20) and (21) and $s\beta(x, s)\geqq 0a$ . $e$ . in We begin the proofs with an estimate for the linear problem (18) . This is the analogue for the Neumann problem of Lemma 9.
LEMMA 23. Let $u$ be a weak solution of (18) . Then . From the results of [1] we know that We conclude, for example as in [9] . So the mapping $v\rightarrow u$ has a fixed point. As in the proof of Lemma 24, we can check easily that $u\in L^{\infty}(\Omega)$ .
LEMMA 26 (analogue of Lemma 17). Let $u\in H^{1}(\Omega)\cap L^{\infty}(\Omega)$ be a solution of (18) with $f$ and $g$ essentially bounded. Then
PROOF. We simply put $v=\phi(u)$ in (19) . As in Lemma 17, we have
Noting that $r\phi(r)-\Psi(\phi(r))\geqq 0$ , the desired estimate follows. 
