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Введение. Статья посвящена нахожде-нию экстремальных полиномов типа 
Чебышева, определенных в комплексной об-
ласти. Как известно, такие полиномы важны 
не только с теоретической точки зрения, но и в 
приложениях, в частности, при построении оп-
тимальных итерационных процессов высоких 
порядков для операторов с заданной обла-
стью локализации спектра [1, с. 96]. Ввиду 
этого в приложениях важным является разра-
ботка простых методов построения прибли-
женных полиномов для естественных областей 
локализации спектра операторов. В дан ной 
статье в качестве областей локализации спек-
тра рассматривается прямоугольник комплекс-
ной плоскости. Метод приближенного построе-
ния полиномов типа Че бышева (экстремаль-
ных полиномов) основан на известном 
эффекте стремления нормы полинома в про-
странстве Lp к норме в L∞ (чебышевской нор-
ме) при p→∞ [2, c. 45].
Основная часть. Рассмотрим следую-
щую задачу: пусть f(z)≡1/z, φ0(z)=1, φ1(z)=z 
и областью D является прямоугольник с вер-
шинами в точках: а+δ+hi, а–δ+hi, а–δ–hi, 
а+δ–hi. Другими словами, на этом прямоу-
гольнике D (0<δ<a, h>0) требуется найти 
обобщенный полином вида
( ) = + +0 1
1
. (1)P z c c z
z
с минимальной нормой в пространстве Lp. 
Необходимо отметить, что случай построения 
в равномерной метрике экстремального поли-
нома вида ( ) = + 0
1P z c
z
, заданного на прямо-
угольнике комплексной плоскости, подробно 
описан в работе [3, c. 105].
Запишем интеграл по контуру ∫ ( )
p
P z d z  
прямоугольника комплексной плоскости и ми-
нимизируем его при p=2, где p – показатель 
степени подынтегрального выражения на каж-
дой из сторон прямоугольника.
Рассмотрим подробно каждый этап данно-
го процесса. Для начала найдем квадрат мо-
дуля полинома:
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Затем вычислим определенный интеграл 
от квадрата модуля полинома (2) по каждой из 
сторон прямоугольника, используя нужные 
пределы интегрирования. Так, определенный 
интеграл при y=–h=const имеет вид:
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Теорема 1. Значения с0 и с1, при которых 
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Доказательство. Минимизируем (7) по 
параметрам с0 и с1. Для этого находим част-
ные производные:
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В результате решения системы (10–11) полу-
чаем расчетные формулы (8–9) для параметров 
с0 и с1 при произвольных значениях a, h, δ.
Например, при a = 0,5; δ = 0,1; h = 1, в силу 
(8), (9) с0 = –1,6548; с1 = 1,2185. Далее, учиты-
вая тот факт, что норма в Lp стремится к норме 
в L∞ и что такая сходимость дает неплохие ре-
зультаты при небольших значениях p, рассмот-
рим случай, когда p = 4. Так как интеграл от 
четвертой степени модуля полинома по конту-
ру прямоугольника выражается весьма гро-
моздким образом, реализуем и сравним два 
метода нахождения коэффициентов с0 и с1: 
численный метод, основанный на решении 
алгебраической системы по Ньютону–Канто-
ровичу, и метод, основанный на исключении 
неизвестных при помощи результанта. В этом 
случае квадрат модуля полинома находится 
по формуле (2), а определенные интегралы, 
найденные на каждой из сторон прямоуголь-
ника, претерпевают следующие изменения. 
Так, при y=–h=const (напомним, что рассма-
тривается пример, где a = 0,5; δ = 0,1; h = 1) 
определенный интеграл имеет вид:
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В результате суммирования (12), (13), (14), 
(15) получаем:
( )ϕ = + + +20 1 0 0 1, 44,83 55,24 12,008c c c c c
+ + + + +2 2 20 1 0 1 0 1 130,22 18,7 9,8 14,32c c c c c c c
+ − + + +3 3 2 2 30 1 0 1 0 118,4 2,37 10,3 5,9c c c c c c  (16)
( )+ + + +3 4 40 1 0 18,8 4,4 2,4 31,06. 16c c c c
Минимизируем получившееся выражение 
(16) по параметрам с0 и с1. Для этого находим 
частные производные:
∂ϕ
= + + +
∂ 0 10
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Далее, пусть
( ) ( ) ( )∂ϕ ∂ϕ= = = =
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Решение системы (17) находим с помощью 
метода Ньютона–Канторовича. Для этого не-
обходимо обратить матрицу:
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и записать расчетные формулы для итера-
ционного процесса:
−+     = −     +     
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Так, считая десять шагов итераций при 
значениях с0 = –1,6548 и с1 = 1,2185, взятых из 
случая р = 2, получаем необходимый резуль-
тат решения (16) в виде таблицы:
Таблица











Далее рассмотрим метод построения экс-
тремального полинома в пространствах Lp, ос-
нованный на исключении неизвестных при по-
мощи результанта. Отметим, что формально 
понятие результанта двух полиномов f(x) 
и g(x) можно определить как полиномиальную 
функцию коэффициентов f(x) и g(x), обраще-
ние которой в нуль является условием необ-
ходимым и достаточным для существования 
общего корня указанных полиномов [4, с. 4]. 








Запишем подробно каждый шаг предложенно-
го метода построения экстремального поли-
нома, используя данные рассмотренного вы-
ше примера. Итак, пусть a = 0,5; δ = 0,1; h = 1, 
тогда, в силу (8), (9), с0 = –1,6548; с1 = 1,2185. 
Предположим также, что степень подынте-
грального выражения ( ) 4P z . После получив-
шегося выражения (16) запишем следующую 
систему:
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Обозначив в полученной системе 
( )∂ϕ =
∂ 0 0 10
,f c c
c
, ( )∂ϕ =
















   
(19)
Далее запишем результант от двух поли-
номов f0 (c0,c1) и f1 (c0,c1) по переменной с1. По-
лучим функцию результанта R (f 0,  f 1,  c1) от 
одной переменной с0:
= − ⋅ − ⋅ − ⋅ −8 8 3 8 20 0 0 0( ) 3,97 10 6,23 10 6,41 10F c c c c
− ⋅ − ⋅ − ⋅ −8 4 8 5 7 60 0 04,02 10 1,79 10 5,52 10c c c
− ⋅ − ⋅ − ⋅ −8 7 7 6 80 01,13 10 1,14 10 1,44 10c c   (20)
( )− 9085243,05 . 20c
Приравняем получившуюся функцию F(c0) 
к нулю. Получаем одно возможное действи-
тельное решение относительно c0:
( )= −0 1,7613. 21c
Подставляя (21) поочередно в каждое 
уравнение системы (19), получаем единствен-
ное возможное решение относительно с1:
( )=1 1,2069. 22c
В результате получаем значения (21) и (22) 
для коэффициентов c0 и с1 соответственно. 
Легко убедиться в том, что значения, получен-
ные и в первом, и во втором методе для с0 и с1, 
совпадают. Необходимо отметить, что данный 
метод не требует построения итерационного 
процесса для нахождения коэффициентов по-
линома, и, как следствие, нет необходимости 
следить за сходимостью процесса.
Заключение. В результате процесса мини-
мизации функции ∫ ( )
p
P z d z  по параметрам 
получены формулы для с0 и с1, когда обла-
стью локализации спектра является прямо-
угольник комплексной плоскости. Также в ра-
боте рассмотрен предлагаемый авторами ста-
тьи пример алгоритма минимизации функции 
∫ ( )
p
P z d z  по параметрам (в случае, когда 
р = 4). Решение, полученное с помощью мето-
да Ньютона–Канторовича, представлено в ви-
де таблицы. Проведено сравнение методов 
нахождения коэффициентов экстремального 
полинома по Ньютону–Канторовичу с мето-
дом, основанным на исключении неизвестных 
при помощи результанта.
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Summary
In the article is finding the extreme type of Cheby-
shev polynomials defined in the plane complex. The 
domains of the polynomiall, we consider a rectangle in 
the plane complex. The method of approximate con-
struction of Chebyshev polynomials of the type (ex-
treme polynomials) is based on the well known effect 
of aspiration rate of the polynomial in Lp to the norm in 
L∞ (Chebyshev norm) when p → ∞.
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