I. INTRODUCTION
The stabilization of general form nonlinear systems is an important and difficult problem for a long time [1] [2] . And many kinds of stable nonlinear controller design methods have been presented in past decades, such as, feedback linearization, sliding mode, backstepping, Lyapunov redesign, and passivity-based control, etc. However, most of these approaches can only deal with some special kinds of nonlinear systems. Thus, a question can be raised whether a single design methodology can encompass all nonlinear models of practical interest, and whether the goal of developing such a methodology should even be pursued. Therefore, many researchers begin to switch their attention to find a design approach to deal with a more general form of nonlinear systems, such as input-affine systems, etc.
Actually, for a nonlinear system stabilization problem, we can design a linear controller based on the linearized model in an equilibrium of the nonlinear systems [1] . Suppose the model to be controlled can be denoted as: = f(x,u) (1) where JO,O) = 0 and j(x,u) is continuously differentiable in a domain Dx x c Rn xRP that contains the origin (x=0, u=0). Linearization model of (1) Assume the pair (A,B) is controllable, or at least stabilizable, which is the necessary condition of this approach, and will be satisfied by an abundance of nonlinear systems. Then we can design a linear feedback controller u = Kx such that A + BK is Hurwitz and the closed linear system has some performance interested. Then, we obtain a controller to stabilize the origin of system (1). However, although the controller design of linear system has been very mature since the middle of last century: Root locus, Bode plot, LQR-optimal control, eigenvalue assignment, H-infinity, vi -synthesis, linear matrix inequalities, etc. this design-vialinearization approach is hardly used because it can only guarantee to work well in some neighbourhood of the equilibrium, that means, its stability region is small or beyond being controlled.
On the other hand, it is well known that the Lyapunov function is an effective method to analysis the stability of general nonlinear systems. For this reason, it has traditionally been applied broadly to closed loop control systems, i.e., systems for which the input has been eliminated through the substitution of a predetermined feedback control. And, in recent years, some researchers started using Lyapunov function candidates in feedback design process itself. Which have been made more perspicuous with the introduction of Control Lyapunov Function (CLF). In 1983 [3] , Arstein firstly publicized his research results on the equivalence between the stability of an input-affine nonlinear system and the existence of a CLF of which. And in 1989 [4] 
II. CONCEPTIONS OF CLF
Consider the following input-affine nonlinear system,
where x E IR' denote the states, and u e IR the control inputs, Ax) and g(x) are smooth functions. x = 0 is an equilibrium of the unforced system (3). A CLF of (3) is defined as following:
If a Cl function V(x) : X C IRn -* IR+ u 10}, such that for every E > 0, a s > 0 exists such that whatever lxl < s the inequality { Vx(x)J(x)+ Vx(x)g(x)u } < 0 holds for a certain ul with ull < .
In some other papers, the property in lemma I is named small control property. Since the Lemma I, however, Artstein did not give out a particular process to obtain such a controller. And from then on, many researchers began to try their best to find such a controller. And in 1996, Freeman and Kokotovic give one of the universal formulas, called pointwise min-norm controller, as following.
Lemma II:
If V(x) is a CLF of system (3) such that small control property, and there exists a positive definite, continuous function a (x) such that min V(x) < -o(x) u Then, the following controller is continuous and can stabilize system (3):
111. MAINRESULTS In this section, we give our main results about the new controller named GPMN by generalizing Lemma II.
Theorem I:
If V(x) is a CLF of system (3). Vx(x) is continuous, and there exists a positive definitely continous function a (x) such that the following inequality
u u for all x E IR' . Then, controller (6), called generalized pointwise min-norm (GPMN) controller, is continuous and can stabilize the system (3).
where k(x) is continuous function of x, and k(O)=0.
Proof:
Firstly, we show that the controller (6) can stabilize system (3) .
Let V(x) be a Lyapunov function candidate, the derivative of V(x) can be denoted as
gT(x)(VX(X))T#= 0, and the Eq.7 can be rewritten as:
On the other hand, if VX(x)J(x)+c(x)+ Vx(x)g(x)u < 0, then, the Eq.7 can be rewritten as:
Thus, we complete the proof that V(x) is a Lyapunov function of system (3), so it stabilizes the original of system (3) .
Secondly, we will show that the controller (6) is continuous everywhere. Now, what we should do is to show that:
From the condition of SA C SKI we can easily conclude that equation (8) is right.
U Now, we have obtain a new framework to design a nonlinear controller for input-affine nonlinear system (3). Theoretically, we can choose an any continuous function k(x) to design the nonlinear controller by some interested index.
We have said in introduction that for a nonlinear system stabilization problem, we can design a linear controller based on the linearization model in any equilibrium of the nonlinear systems. And the linear system design has been a very mature technique. Now, we can combine the linearization technique and the GPMN controller to obtain a new controller design method by letting k(x) be a linear controller of the linearization system of (3) to overcome the limitation of which.
Remark I, how to obtain a CLF is an important problem in all of CLF based controller design method. In paper [6] and [7] One of the advantages of PMN controller is that which can deal with the model uncertainty and input constraints easily [5] . Next we will further show that GPMN controller can do the same thing just like PMN for the input constraints and model uncertainty. Now, we remodel system (3) as following by considering model uncertainty: x = f(x) + g1(x)u + 92(X)C (9) x E IRn, u E UcJIR, t E Bc IRr where so denotes uncertainty of the system. And x=0 is an equilibrium of unforced system (9). Firstly, we give the definition of Robust CLF:
If a C1 function V(x): X c IRn -IR+ u 101, such that: For system (9) with bounded nonempty closed convex input sets U, if V(x) is a RCLF, and V(x) such that the small control property for the robust version: Ve > 0, a 6 > 0 exists such that whatever |x| < 3 the inequality,
wB holds for a certain u1 with |u1 -u0 < E. Then, the controller (11) is continuous and can robust stabilize the system (7):
Firstly, we proof that controller (11) can stabilize system (9), let V(x) be a Lyapunov function candidate, then the derivative of V(x) can be depicted as:
thus, we can conclude that V(x) is a Lyapunov functic uncertainty system (9), i.e. , controller (9) can stabilize sy (1 1) .
The proof of the continuity of the controller ( complex, and we just give a simple description. Controllc can be rewritten as following form by assuming a variable v=u-k(x):
This is a standard PMN controller design of the follo system:
xe IR n, ve P ( IR' , cE B ( IR' From paper [5] , we know that the controller (11) is contint I Remark, theorem II is a generalization of theore Theorem II imply that once the CLF V(x), input constr sets and uncertainty sets are fixed on, a stabilizable rc and the 'permitted' control input for every set of state confirmed. And the parameter k(x) represents our prefei about the performance of the closed loop. Based on CLF, a new framework of controller design of input affine nonlinear system, called GPMN, is given. And by combining with linearization controller design method, the new controller can represent both the local performance of the linearization controller and the large stability region of the GPMN controller based on CLF. Furthermore, the respectively robust and constraint version of the GPMN is introduced by considering the model uncertainty and input constraints.
[9] Kristic M., Kanellakopoulos I., and Kokotovic P., Nonlinear and adaptive control design, John Wiley & Sons, New York, 1995. 
