Wireless Mesh Networks (WMNs) over CSMA MAC (especially IEEE 802.11) are an attractive solution to widen the coverage area of the Internet in unlicensed frequency bands. Although such CSMA-based WMNs have been deeply investigated for a long time, they still suffer from heavy interference due to hidden terminals. In this paper, we accelerate the performance of CSMA-based WMNs by introducing a distributed scheduling scheme that exchanges the transmission-queue length information in real-time among neighbor nodes. In our scheduling scheme, we exchange the information of transmission queue-lengths among neighbor nodes in real-time, and allow transmitting frames to the node that has the longest queue length among its 2-hop distance. The proposed scheduling scheme can be regarded as a distributed design of so called 'Max-weight' scheduling. By combining CSMA with the queue-length based scheduling, we significantly reduce collisions due to hidden terminals and improve the performance with a small overhead of queue-length fields in MAC frames.
Introduction
Wireless Mesh Networks (WMNs) using commodity IEEE802.11 network interfaces have been extensively studied for a long time to achieve low-cost wireless network infrastructures [1] . However, such CSMA-based WMNs still suffer from heavy collision due to hidden terminals that significantly degrade the communication performance. In fact, the effect of hidden terminals leads to not only low communication speed but also poor packet delivery ratio and delay. Due to the unwanted characteristics, CSMA-based WMNs (with populated omni-directional antennas) are rarely used in practical scenes at present.
To improve the communication performance, considerable efforts have been dedicated so far. However, no promising mechanism has appeared to solve the collision problem due to hidden terminals. The best-known mechanism would be RTS/CTS handshake that is adopted in IEEE802.11 standards [2] , [3] , which makes a time reservation for transmitting a long data frame by exchanging short RTS/CTS messages before transmitting a long data frame. RTS/CTS actually improves the communication performance especially in high-traffic cases with long data frames. However, in the context of WMNs, it is known that RTS/CTS yields limited performance due to collision of RTS/CTS themselves, or due to so called exposed terminal problems, etc. [4] . In addition, Xu et al. reported that the difference between the communication range and the interference range causes collisions 1 Graduate School of Systems Engineering, Wakayama University, Wakayama 640-8510, Japan 2 Faculty of Systems Engineering, Wakayama University, Wakayama 640-8510, Japan a) tac@sys.wakayama-u.ac.jp even under presence of RTS/CTS [5] . These studies show that the effect of RTS/CTS against hidden terminals is quite limited in WMNs.
In order to improve the communication performance of CSMA-based WMNs up to a practical level, a wide variety of approaches have been presented so far. A part of major approaches appears in a network layer. For example, several multi-path routing protocols for load balancing have appeared [6] . Also, to compute high-quality paths in routing protocols, several link metrics used in the shortest-path computation have been proposed such as ETX [7] , ETT [8] , etc. However, because they essentially do not solve collisions, frames inevitably collide due to hidden terminals when several communication paths cross one another. As a result, from the network layer approaches, the effect to reduce collision is limited.
Multi-channel utilization is also a major approach to reduce collisions. Several static channel assignment algorithms such as CLICA [9] that minimize the number of conflicting pairs of links have been studied. However, because IEEE802.11 has too small a number of orthogonal frequency channels (consider that 2.4 GHz band has only 3 orthogonal channels), it is essentially impossible to sufficiently reduce the conflicts coming from hidden terminals. Also, the number of channels available for WMNs is often limited for practical reasons.
To overcome the shortage of frequency channels, several dynamic multi-channel utilization methods for WMNs have been proposed. For example, Raniwala et al. proposed a dynamic channel utilization mechanism in which each interface adaptively switches its assigned channels [10] . Draves et al. considered a network in which all nodes have k network interfaces assigned with the same set of frequency channels, and the best one is selected by routing decision [8] . Kanaoka et al. also tried to achieve c 2017 Information Processing Society of Japan more efficient usage of frequency channels in the same environment [11] . However, the essential problem of channel shortage is still unsolved so that significant collisions still remain that prevent WMNs from achieving practical performance.
As shown above, an essential solution should be made to prevent hidden-terminal problem as a MAC technique in a framework of single channel CSMA-based WMNs. However, to the best of our knowledge, no such promising technique has been presented yet. Recently, Sheshadri et al. tried to evaluate WMNs based on IEEE802.11n, which also results in poor performance due to severe interference [12] .
In this paper, we propose a new distributed scheduling mechanism to significantly reduce the conflicts due to hidden terminals within a framework of single-channel CSMA-based WMNs. The key idea is to share the output-queue length of each node within a two-hop neighborhood via data and Ack frames of CSMA, and accordingly we control transmission timing to avoid simultaneous transmission among two-hop (i.e., hidden-terminal) nodes. By utilizing data and Ack frames, nodes are able to watch their output-queue lengths one another in quasi-real-time and thus able to switch 'active' nodes that are allowed to transmit data frames quickly and properly. Through evaluation, we clarified that our scheduling scheme significantly reduces collisions due to hidden terminals in a general CSMA-based WMNs. Although our scheme has overhead that data and Ack frames must include queue-length information, the benefit in terms of communication performance is large and clearly exceeds the overhead. This paper is organized as follows: In Section 2 we introduce several technical topics related to our method. In Section 3 we describe the proposed method in detail. In Section 4 we report the evaluation results, and we conclude the work in Section 5.
Related Work
Several aspects of researches on WMNs are related to this work. Although we describe the related work on CSMA-based WMNs in the previous section, several other topics are still worth noting.
Firstly we refer to the queue-length based scheduling. In the context of time-slotted architecture such as TDMA, Tassiulas et al. presented a queue-length based scheduling called 'Max-Weight' in which the link with the longest output queue among all conflicting links obtains the slot for transmission [13] . Although this strategy is difficult to implement due to computational complexity, this scheduling has been theoretically proven to be optimal, i.e., it is proven that any communication requirement that has a schedule that satisfy it can also be satisfied by 'Max-Weight' schedule. Thus, many studies followed this result to achieve suboptimal scheduling schemes based on queue-length [14] . Among the following studies, Li et al. tried to introduce queue-lengthbased strategy into CSMA-based WMNs [15] . However, because they only control the back-off time for contention according to output-queue length, essentially collisions are not solved practically. The contribution of this paper is proposing a new distributed scheduling algorithms inspired by 'Max-Weight' optimal scheduling that works in combination with CSMA such as IEEE 802.11 and significantly reduce the harmful effect of hidden ter-minals.
Secondly, we note that there are several distributed scheduling schemes proposed for TDMA context. Bao, et al. proposed a neighborhood contention resolution (NCR) technique for timeslotted systems that exchanges IDs within the two-hop neighborhood and determines the contention winner using a pseudorandom function [16] . TRAMA [18] has a scheduling random access period and a scheduled period where distributed scheduling is done in the random access period so as not to have any pair of nodes within 2-hop distance transmits a frame simultaneously. DRAND [19] that is designed to work in combination with Z-MAC is also a distributed scheduling in the context of TDMA in which no 2-hop neighbors are assigned to the same slot. However, they are basically designed for time-slotted schemes such as TDMA. Our proposal is the first trial to incorporate a distributed scheduling methodology into fully CSMA-based WMNs in order to eliminate the hidden terminal problem.
Finally, as a MAC protocol that incorporates scheduling within CSMA, Wu, et al. [20] proposed Distributed Link Scheduling Multiple Access Protocol (D-LSMA). Their protocol divides the time axis into consecutive time slices, and reserves periodic time slots within the time slices using RTS/CTS. This reservation mechanism using RTS/CTS makes successively transmitted realtime communications collision-free with a single RTS/CTS handshake. They also succeeded in removing exposed-terminal effects considering that real-time traffic does not require Ack frames to invoke retransmissions. However, D-LSMA is different in scope from ours in that they only assume real-time traffic such as video or sound streaming.
Queue-length Based Distributed Scheduling

Overview
We assume a CSMA-based WMN where each node equips a single network interface with an omni-directional antenna assigned to a single common frequency channel. In this situation, hidden terminals invoke severe collision among MAC frames, which terribly degrades the communication performance. To avoid collision within the framework of CSMA, we introduce a scheduling scheme in which a node takes two states, active and inactive; an active node behaves the same as CSMA and an inactive node does the same except that they do not transmit data frames. Note that inactive nodes can transmit Ack frames so that transmissions from an active node to an inactive node will succeed. Because the modification is small, our scheme can be implemented easily in the commodity IEEE802.11 interfaces.
To control the state of nodes, we use the information of outputqueue lengths within two-hop neighborhood. Namely, we also assume that each node has a single output queue. Note that this is different from the assumption of 'Max-weight' scheduling [13] . In this paper, we try to apply the 'node-scheduling' that activate/inactivate nodes into CSMA-based WMNs, instead of 'link-scheduling' that activate/inactivate links as is done in 'Max-weight' scheduling, since the commodity IEEE802.11 devices usually have a single output queue.
More specifically, we send a message that includes queuelengths information piggy-backed by a data and Ack frame. The c 2017 Information Processing Society of Japan receiver of the frame as well as other overhearing nodes obtain the information. Because the queue length changes only when a data frame is sent or received, we can expect that every node is mostly able to watch the queue lengths of neighborhood nodes with very low delay.
The state of a node is basically determined according to the queue lengths of the node itself and its two-hop neighbors. When a node received or overheard a message from another node, it makes a decision to change its state. The basic strategy in our scheduling is that only the node that has the longest queue length among its two-hop neighbors becomes active, and others remain inactive. However, we have to add a simple technique to avoid the problem of state oscillation.
See Fig. 1 (a) . Suppose that nodes A and C are in two-hop distance, and their queue-lengths are 70 and 69, respectively. If the queue-length rule is applied strictly, when one packet moves from A to C, the state should be changed as shown in Fig. 1 (b) where both states of A and C are changed. Now because C is active, C in turn transmits packets from its queue, and soon the state would again return to Fig. 1 (a) . This oscillation may continue repeatedly. Since the state change includes a little overhead such as the risk for collision, this state oscillation seriously degrades the performance.
Thus, we additionally introduce a threshold value T seesaw to slow down the oscillation into 'seesaw'-like behavior. See Fig. 1 again. If A sends out several frames and C receives several frames on the situation of Fig. 1 (a) , the situation will be like Fig. 1 (c) in which the queue-lengths of A and C are 60 and 81, respectively. Assume that we set the threshold T seesaw = 20, and now the queue length of C is larger than A by more than T seesaw , then the states of A and C change to inactive and active, respectively. In this way, by determining the threshold T seesaw to an appropriate value, we control the oscillation speed so as to provide a good communication performance.
From a network-wide view, in our scheduling, nodes that have the largest queue-lengths among their two-hop neighbors become active. Each time a node become active, it transmits a small collection of frames, and then passes its active state onto the next node, i.e., one of its 2-hop nodes. By transmitting a collection of frames by turns, our scheduling achieves efficient and low- 
Message Format
In our scheduling scheme, queue length information is propagated to two-hop neighborhood as a message included in a data or Ack frame. In our design, the size of messages is constant, and each message consists of three queue length entries. A queue length entry is a triplet of values; a node ID, a queue-length, and a current state of the corresponding node. To make the most of these three entries, each entry corresponds to the following nodes:
(i) the transmitting node itself, (ii) the destination node of the frame, (iii) and the largest queue length node among all neighbors except for the destination node (ii). Figure 2 shows the example of these three entries. Suppose that node D transmits a frame destined to E. In this case, the message in the frame includes the entries of three nodes D ((i) transmitting node), E ((ii) destination node), and A ((iii) the largest queue length node among A, B, and C). With these three entries (i) (ii) and (iii), we can propagate information as follows: (i) D informs all neighbors of the queue length of D itself, (ii) E obtains the information of the largest queue length 2-hop node in the direction of D, and (iii) A, B and C obtains the information of 2-hop node E. In this way, a message from a node enables its neighbors to exchange the information of 2-hop neighbors efficiently.
Note that the encoding method or format of a queue length entry is not specified in this paper. However, for reference, we present an example of encoding that is used in our evaluation as follows:
Node ID: for node ID, we use the number represented by 7 bits. Since the requirement for node ID in our scheduling is to distinguish nodes within two-hop neighborhoods, 7 bits would be sufficient. We can assign IDs manually, or we can design a protocol to assign IDs to nodes that are unique within two-hop neighborhood of any node.
Current state: naturally, the current state of a node, i.e., active or inactive, can be represented by 1 bit.
Queue length: for queue length, we use 8 bits. We may encode the real queue length linearly to 8 bit values, but in this paper we use logarithm encoding. Namely, we take the logarithm of the real queue length, and encode it linearly to the 8-bit values, c 2017 Information Processing Society of Japan shown as the following:
where L is the encoded 8-bit values, ceil(·) is the ceiling function that returns the interger value, Q len is the real queue length, and Q max is the maximum possible length of the output queue. With this logarithm-based encoding, the seesaw behavior slows down as the queue length becomes longer, and thus the overhead in changing states become lower. This encoding supports more efficient communication in higher-traffic scenarios.
Message Propagation
As described above, queue length information is sent as a message included in MAC frames. In this section we watch the process of propagating messages and clarify how every node gets to know the queue length information of every two-hop neighbors.
We first begin with the process to obtain the information of neighbors. Recall that a message includes the entry of the transmitter itself (i.e., entry (i) in the previous section). Because neighbors can receive or overhear the data or Ack frames every time the queue length changes, nodes always know the queue length of their neighbors. Note that collisions may occur, and which causes failure to receive messages, but we consider that the probability of the collision is sufficiently low.
In propagating queue length information of two-hop neighbors, we consider four cases according to the state of nodes shown in Fig. 3 . There are three nodes A, B and C, and we assume a flow that travels from A to C exists.
In case (a) we assume that A and B are both active state, and packets travel along A → B → C. Note that, when B transmits a frame, A and C hear it, while B knows the accurate queue-length of A and C. As a result, nodes in two-hop distance A and C get to know the queue length of each other via B. Namely, A and C can watch each other's queue length in quasi-real-time.
In case (b) where only A is Active, the result is the same. When A transmits a data frame, B returns an Ack frame that can be overheard by both A and C. Since B knows the accurate queue lengths of both A and C, A and C are able to know the information of each other.
Case (c) also results in the same as cases (a) and (b) because B is active, i.e., even if A is Inactive, B knows the queue-length of A in quasi-real-time, and thus when B transmits a frame, A and C are able to know the information of each other. Only case (d) is inconvenient for us, where A and C may know queue lengths for each other that are wrong because no message may be received even when the queue lengths of A or C are updated. This pattern may invoke inconsistency among node states that may cause a drop in communication performance.
The State Transition Rules
In our scheme, nodes behave autonomously according to the protocols that we present in the following. When a node receives a frame, it stores the included message into its database, and changes its state according to the rule set. The rule set is shown in Table 1 , where the conditions and their corresponding 'actions' that nodes take are shown. Here, Q sel f represents the queue length of the node itself, Q act does the maximum queue length among active two-hop nodes, Q inact among inactive twohop nodes. The seesaw-like state transition is implemented in this rule set. As shown in Table 1 , the actions to change the node state are determined according to the state of the node itself, states of two-hop nodes, and the conditions on queue-lengths.
However, the policy of the rule set is simple; each node simply compares the queue length with their two-hop nodes, and if the node has the longest queue, it becomes active, and otherwise, it c 2017 Information Processing Society of Japan becomes inactive. Here, we apply the threshold T seesaw if active and inactive nodes are compared, and we do not apply it when we compare other patterns of two nodes.
We have to consider several points in designing the rule set. First, we have to prepare the rules for the cases where there are inconsistencies in the state of nodes. Actually, we frequently experience the case where two nodes in two-hop distance are both active, or the case where there is no active node in the two-hop neighbors of an inactive node. These cases occur when there is something wrong with the message propagation process, caused by collisions, etc. Actions for this kind of inconsistencies are implemented in the rule set.
Second, from the similar reason, we have to introduce expiration time of messages. When some inconsistency occurs, nodes may fall into a kind of 'deadlock' in which states would not be proceed further. To avoid this situation, every node records the time that each massage is received, and if it is not updated until the expiration time T timeout passes, the node silently deletes the message from its database.
Third, we note that the proposed scheduling scheme effectively works only in high-traffic networks. In contrast, in low-traffic cases, although CSMA is sufficient to cope with the traffic requirement, the proposed scheduling may yield unfavorable results; when the queue-length changes slowly, seesaw behavior would increase end-to-end delay of packets. Thus, we should introduce a technique to prevent this problem. For example, we would propose to introduce a threshold T min and nodes never become inactive state unless at least one queue length of two-hop neighbors exceeds T min . By limiting the proposed method work only in high-traffic situations, we can avoid this kind of inconvenience.
Evaluation
Methods
We evaluate the proposed scheduling mechanisms through simulation. As a network simulator, we use Scenargie [21] that implements up-to-date physical layer models as well as IEEE802.11 MAC layer models. We tested two network topologies. One is the line topology shown in Fig. 4 (a) to measure the basic performance of the proposed method, in which two bidirectional flows are generated. To measure the practical performance in more general networks, we prepare the other topology, 7×7 grid topology, in which bi-directional flows between 10 pairs of nodes are generated. The interval between nodes is 300 meters so that 15 dB transmission power reaches to only the neighbors in the vertical or horizontal direction.
Flows we generated are all CBR (Constant Bit Rate) flows that transmit 512-bytes UDP datagrams in a common transmission rate. Routing tables are statically configured to use the shortest path to destinations. We use IEEE802.11g with 6 Mbps (BPSK0.5) standard as PHY and MAC protocols over two-rayground propagation model. The simulation time is 6 minutes and we use the average of 5 repetitions.
In our evaluation, we compare the performance of the proposed method with IEEE802.11g, which is a major standard that adopts CSMA, with and without RTS/CTS handshakes. Note that we in this paper propose a MAC protocol that accelerates IEEE 802.11 without modifying the standard. Thus, RTS/CTS would be the best one to be compared among the MAC mechanisms that work in the framework of CSMA. As evaluation criterion, we use aggregated throughput, delivery ratio, and the number of frame loss due to collision over the network. As for the parameter values T timeout and T seesaw , we use the values T timeout = 50 msec and T seesaw = 26, which are the best performance values in our preliminary test shown in the next section.
Parameter Tuning
We firstly determine the parameters T timeout and T seesaw through preliminary simulations. As a simulation scenario, we use 7 × 7 grid topology with 20 directional flows shown in Fig. 4 (b) .
To see the best value of T timeout , we vary T timeout from 10 to 100 msec while the other values are fixed as T seesaw = 26, and transmission rate 128 Kbps (i.e., 2.56 Mbps in total). The result is shown in Fig. 5 , which shows that there is a range of t timeout , i.e., 30-60 msec, in which the proposed method performs well.
Next, we vary T seesaw from 1 to 26 with T timeout = 50 msec. The transmission rate of flows is the same as the previous simulation, i.e., 128 Kbps. The result is shown in Fig. 6 , which shows that the large t seesaw performs well. Also, we see that the difference in the performance goes smaller as T seesaw goes large, e.g., the difference between T seesaw = 20 and 26 is small. Thus, we conclude that the value of T seesaw larger than 20 performs well.
Main Results
The results of the line topology are shown in Figs. 7-10 . Figure 7 shows the aggregated throughput of each method in which the proposed method outperforms both CSMA with and without RTS/CTS. This means that the benefit of the proposed scheduling is far larger than the overhead of queue-length messages included in data and Ack frames. Note that RTS/CTS performs better than CSMA, which is because packet size (512 bytes) is sufficiently large for RTS/CTS to reduce collision. Nevertheless, the proposed method achieves far better collision reduction effects. Figure 8 shows the ratio of packets that reaches its destination. The proposed method also outperforms the others, and maintains almost 100% delivery with larger transmission rate. Figure 9 shows the number of frames that are lost due to collision among frames. The proposed method again has the best performance, where the dropped frames take similar values after the transmis- sion rate exceeds 1.2 Mbps. Note that over 1.2 Mbps we have severe queue-over drops, meaning that the proposed method is able to keep a low collision level even in the heaviest collided situation. Figure 10 compares the delivery delay, which also shows that the proposed method outperforms the others.
On the other hand, Figs. 11-14 shows the results of the grid topology. Also in the grid topology, the proposed method outperformed the others from the viewpoint of throughput (Fig. 11) , delivery ratio (Fig. 12) , and dropped frames (Fig. 13) . However, we would note that the packet delivery ratio of the proposed method failed to keep around 100% and gradually decreases even in case of low transmission rate. This is because in the grid topology two-hop nodes (i.e., hidden terminals) increase and accordingly message propagation failure increases. In the log file, we found several inconsistent states occurred, e.g., more than two active nodes existed simultaneously among two-hop neighbors. We also note that, from the same reason, the delivery delay raises even with low transmission rate, as shown in Fig. 14. 
Discussion on Fairness Issue
In designing MAC protocols, fairness is one of the most important issues to be considered. In the case of CSMA, fairness is assured in the sense that every node in a collision range obtains its transmission right with the equal probability. However, the current design of the proposed method does not consider fairness in any sense. This is essentially because, as we mentioned in Section 2, the proposed method is designed as a distributed implementation of 'Max-weight' scheduling. Note that Max-weight scheduling is valuable and well-recognized in that it is the optimal scheduling proved in theory. However, Max-weight scheduling itself does not consider fairness. Consequently, to be a practical MAC protocol, we have to devise a new way to treat fairness that works in the framework of Max-weight scheduling. This is one of the common future challenges between Max-weight scheduling and the proposed method. For example, if a node has one packet in its queue while its two-hop neighbors have more packets, and the state lasts for a long time, then the node will not able to transmit the packet even after that. This problem is serious in practice, and its solution is an essential challenge in the framework of Max-weight scheduling.
Conclusion
In this paper, we propose a new queue-length based distributed scheduling scheme that accelerates CSMA-based Wireless Mesh Networks. Each node propagates its queue-length information to every node in its two-hop neighborhood, and the node that has the largest queue-length in its two-hop neighborhood is allowed to transmit data frames. Through evaluation, we show that the proposed scheme significantly outperform the existing MAC technique used in CSMA-based WMNs.
One of the problems in this scheme is that the delivery ratio does not reach 100% in low-traffic cases. To develop a method to improve the problem would be an important future work topic that would have practical benefits.
