In the Euclidean setting the proximal gradient method and its accelerated variants are a class of efficient algorithms for optimization problems with decomposable objective. However, due to the lack of linearity on a generic manifold, studies on such methods for similar problems but constrained on a manifold are still limited. In this paper we develop and analyze a generalization of the proximal gradient methods with and without acceleration for problems on Riemannian manifolds. Global convergence of the Riemannian proximal gradient method has been established under mild assumptions. The O(1/k) and O(1/k 2 ) convergence rate analyses are also derived for the method and its accelerated variant provided more assumptions hold. To the best of our knowledge, this is the first attempt to establish the convergence rate of the Riemannian proximal gradient methods for the nonsmooth Riemannian optimization problem. Empirical performance comparisons show that the proposed Riemannian proximal gradient methods are competitive with existing ones.
Introduction
We consider the problem of minimizing a sum of two functions on a Riemannian manifold, min x∈M F (x) = f (x) + g(x),
(1.1)
where M is a finite dimensional Riemannian manifold, f is Lipschitz-continuously differentiable, and g is continuous but could be nonsmooth. This problem arises from a wide range of applications, such as sparse principal component analysis [JTU03, GHT15] , sparse blind deconvolution [ZLK + 17], and unsupervised feature selection [TL12] .
In the case when the manifold constraint is dropped (i.e., M is a Euclidean space), the nonsmooth optimization problem (1.1) have been extensively investigated and many algorithms have developed and analysed, see e.g., [Dar83, Nes83, LL15, GL16, Bec17] and references therein. Among them are a family of simple yet effective methods known as proximal gradient method and its accelerated variants. Starting from an initial guess x 0 , the proximal gradient method updates the estimate of a minimizer via d k = arg min p∈R n ∇f (x k ), p 2 + L 2 p 2 2 + g(x k + p), (Proximal mapping 1 )
(Update iterates) (1.2) where u, v 2 = u T v and u 2 2 = u, u 2 . The intuition behind this method is to simplify the objective function in each iteration by replacing the differentiable term f with its first order approximation around the current estimate.
In many practical settings, the proximal mapping either has a closed-form solution or can be solved efficiently. Thus, the algorithm has low per iteration cost and is applicable for large-scale problems. Furthermore, under the assumptions that f is convex, Lipschitz-continuously differentiable with Lipschitz constant L, g is convex, and F is coercive, the proximal gradient method converges on the order of O(1/k) [BT09, Bec17] . Note that the convergence rate of the proximal gradient method is not optimal and algorithms achieving the optimal O(1/k 2 ) [Dar83, Nes83] convergence rate can be developed based on certain acceleration schemes. One of the representative accelerated proximal gradient methods is the fast iterative shrinkage-thresholding algorithm (FISTA, [BT09] ):
Initial iterate: x 0 and let y 0 = x 0 , t 0 = 1,
(1.3) FISTA uses the Nesterov momentum technique to generate an auxiliary sequence {y k } and has been proven to converge on the order of O(1/k 2 ) [BT09] .
With the presence of the manifold constraint, the nonsmooth optimization problem (1.1) becomes more challenging, and only a few optimization methods have been proposed and analyzed. When the cost function is assumed to be Lipschitz continuous, existing methods are mostly based on the notion of ǫ-subgradient. The ǫ-subgradient refers to the technique of using the gradients at nearby points to estimate the subgradient at a given point, so no subgradient is computed explicitly. Specifically, in [GH15a] and [GH15b] , Grohs and Hosseini come up two ǫ-subgradient-based optimization methods using line search strategy and trust region strategy, respectively. It is proved that any limit point of the sequence from the algorithms is a critical point. In [Hua13] , Huang generalizes a gradient sampling method to the Riemannian setting. This method is very efficient for small-scale problems, but lacks convergence analysis. In [HU17] , Hosseini and Uschmajew fill this gap and present a Riemannian gradient sampling method with convergence analysis. In [HHY18] , Hosseini et al. propose a new Riemannian line search method which combines the ǫ-subgradient and quasi-Newton ideas. When the cost function is further assumed to be convex, several algorithms with convergent rate analysis have been proposed. For example, in [ZS16] , Zhang and Sra analyze a subgradient-based Riemannian method and show that the cost function decreases to the optimal value on the order of O(1/ √ k). Note that the subgradient is explicitly needed in this 1 The commonly-used update expression is x k+1 = arg minx ∇f (x k ), x − x k 2 + L 2
x − x k 2 2 + g(x). We reformulate it equivalently for the convenience of the Riemannian formulation given later. method, which differs from the ǫ-subgradient-based methods. In [FO02] , Ferreira and Oliveira propose a Riemannian proximal point method and the O(1/k) convergence rate of the method for the Hadamard manifold is established by Bento et al. in [BFM17] . However, the Riemannian proximal point method relies on the existence of an efficient algorithm for its subproblem in [FO02, (24) ], and no such algorithms or instances exist as far as we know. In addition, when g = 0 and F = f is Lipschitz-continuously differentiable, an accelerated first order method for convex functions on Riemannian manifolds has been analyzed in [LSC + 17] which shows that the optimal convergence rate O(1/k 2 ) can be achieved.
Note that the aforementioned algorithms have not fully exploited the split structure of the cost function in (1.1). In contrast, Chen et. al [CMSZ19] recently present a Riemannian proximal gradient method which is suitable for the case when M is a submanifold of a Euclidean space. The algorithm is exactly parallel to (1.2), and its global convergence has been established. The authors show that the norm of the search direction computed from its Riemannian proximal mapping goes to zero. Moreover, if there exists a point such that the search direction from this point vanishes, then this point must be a critical point. Numerical experiments show that the proposed method is more efficient than existing methods based on the conventional constrained optimization framework such as SOC [LO14] and PAMAL [CHY16] . Later on, Huang and Wei [HW19] show that any limit point of the sequence generated by the Riemannian proximal gradient method in [CMSZ19] is indeed a critical point. Furthermore, they propose a Riemannian version of FISTA with safeguard which exhibits the accelerated behavior over the Riemannian proximal gradient method. Nevertheless, no convergence rate analysis is presented there.
In this paper a Riemannian proximal gradient method and a Riemannian FISTA method are proposed and studied. These methods are based on a different Riemannian proximal mapping, compared to those in [CMSZ19, HW19] , which allows them to work for generic manifolds as well as to be amenable to the convergence rate analysis. It is proved that any accumulation point of the Riemannian proximal gradient method is a critical point under mild assumptions. Furthermore, based on a notion of convexity on Riemannian manifolds and other numerically verifiable conditions, we show that the Riemannian proximal gradient method has a O(1/k) convergence rate while the Riemannian FISTA method has a O(1/k 2 ) convergence rate. To the best of our knowledge, these are the first class of Riemannian proximal gradient methods that possess a convergence rate analysis. In addition, a practical Riemannian proximal gradient method, which shares the features of the Riemannian proximal gradient method (global convergence under mild conditions) and the Riemannian FISTA method (fast convergence under stronger conditions), is derived. We then examine the performance of the proposed methods through two different optimization problems for sparse principle component analysis.
It is worth noting that the difficulty in the convergence rate analysis for the Riemannian proximal gradient methods is the lack of linearity on a generic manifold. In a Euclidean space, it is known that the vector addition/substraction holds in the sense that # » xz − # » xy equals # » yz, where #» ab denotes the vector from a to b. However, such property does not hold on a manifold in general. In this paper we mitigate this issue by not requiring the equality holds exactly but only approximately, see Assumptions 3.5 and 4.1 for details. This paper is organized as follows. Notation and preliminaries on manifolds are given in Section 2. The Riemannian proximal gradient method and Riemannian FISTA method, together with their convergence analyses, are presented in Section 3 and Section 4, respectively. The practical Riemannian proximal gradient method is described in Section 5. Numerical experiments are reported in Section 6. This paper is concluded with potential future directions in Section 7.
Notation and Preliminaries on Manifolds
The Riemannian concepts of this paper follow from the standard literature, e.g., [Boo86, AMS08] and the related notation follows from [AMS08] . A Riemannian manifold M is a manifold endowed with a Riemannian metric (η x , ξ x ) → η x , ξ x x ∈ R, where η x and ξ x are tangent vectors in the tangent space of M at x. The induced norm in the tangent space at x is denoted by · x . The tangent space of the manifold M at x is denoted by T x M, and the tangent bundle, which is the set of all tangent spaces, is denoted by T M. A vector field is a function from the manifold to its tangent bundle, i.e., η : M → T M : x → η x . A ball on a tangent space is denoted by
A retraction is a C 2 mapping from the tangent bundle to the manifold such that (i) R(0 x ) = x for all x ∈ M, where 0 x denotes the origin of T x M, and (ii)
The domain of R does not need to be the entire tangent bundle. However, it is usually the case in practice, and in this paper we assume R is always well-defined. Moreover, R x denotes the restriction of R to T x M, see Figure 1 for an illustration of R x . An important retraction is the exponential mapping, denoted by Exp, satisfying Exp x (η x ) = γ(1), where γ(0) = x, γ ′ (0) = η x , and γ is the geodesic passing through x. In a Euclidean space, the most common retraction is the exponential mapping given by addition Exp x (η x ) = x + η x .
A vector transport T : T M ⊕ T M → T M : (η x , ξ x ) → T ηx ξ x associated with a retraction R is a C 1 mapping such that, for all (x, η x ) in the domain of R and all ξ x ∈ T x M, it holds that (i) T ηx ξ x ∈ T R(ηx) M and (ii) T ηx is a linear map, see Figure 1 for an illustration of a vector transport
x (y) is well-defined for x, y ∈ M, then the vector transport T R −1
x (y) is also denoted by T x→y . An isometric vector transport T S additionally satisfies T Sη x ξ x , T Sη x ζ x Rx(ηx) = ξ x , ζ x x , for any η x , ξ x , ζ x ∈ T x M. An important vector transport is the parallel translation, denoted P. The basic idea behind the parallel translation is to move a tangent vector along a given curve on a manifold "parallelly". We refer to [AMS08] for its rigorous definition. Note that parallel translation is an isometric vector transport. The vector transport by differential retraction T R is defined by
The adjoint operator of a vector transport T , denoted by T ♯ , is a vector transport satisfying ξ y , T ηx ζ x y = T ♯ ηx ξ y , ζ x x for all η x , ζ x ∈ T x M and ξ y ∈ T y M, where y = R x (η x ). The inverse operator of a vector transport, denoted T −1 , is a vector transport satisfying T −1 ηx T ηx = id for all η x ∈ T x M, where id is the identity operator. In the Euclidean setting, a vector transport T ηx for any η x ∈ T x M can be represented by a matrix (the commonlyused vector transport is the identity matrix). Then the adjoint and inverse operators of a vector transport are given by the transpose and inverse of the corresponding matrix, respectively.
The Riemannian gradient of a function h : M → R is denoted by grad h(x), and the Riemannian Hessian of h at x is denoted by Hess h(x). The action of Hess h(x) on a tangent vector η x ∈ T x M is denoted by Hess h(x)[η x ]. If h is not differentiable but Lipschitz continuous, then the Riemannian version of generalized subdifferential defined in [HHY18] is used. Specifically, sincê h x = h • R x is a Lipschitz continuous function defined on a Hilbert space T x M, the Clarke generalized directional derivative at The Riemannian version of the Clarke generalized direction derivative of h at x in the direction
In a Euclidean space, the Euclidean metric is denoted by η x , ξ x F , where η x , ξ x F is equal to the summation of the entry-wise products of η x and ξ x , such as η T x ξ x for vectors and trace(η T x ξ x ) for matrices. The induced Euclidean norm is denoted by · F . For any matrix M , the spectral norm is denoted by M 2 . For any vector v ∈ R n , the p-norm, denoted v p , is equal to (
A Riemannian Proximal Gradient Method
The Riemannian proximal gradient method proposed in this paper is stated in Algorithm 1. In each iteration, the algorithm first computes a search direction by solving a proximal subproblem on the tangent space at the current estimate and then a new estimate is obtained through the application of the retraction. Steps 3 and 4 are a generalization of the proximal mapping and the iterate update formula in (1.2), repectively. The discussion on solving the Riemannian proximal mapping (3.1) will be deferred to Section 3.3. We first present the convergence analysis of the algorithm.
Algorithm 1 Riemannian Proximal Gradient Method
Input: Initial iterate x 0 ; two positive constantsL and ρ;
1: for k = 0, . . . do
2:
Let ℓ
Find η *
4:
Global Convergence Analysis
In the Euclidean setting, the global convergence of the proximal gradient method is established under the assumptions that f is L-smooth and F is coercive, where a continuously differentiable
and F is called coercive if F (x) → ∞ as x → ∞, see the definitions in e.g., [Bec17] . Similar assumptions will be made in the sequel, where the coercive property is replaced by compactness of the sublevel set.
Assumption 3.1. The function F is bounded from below and the sublevel set
In Definition 3.1, we generalize the L-smoothness to the Riemannian setting and define a notion of L-retraction-smooth. 
Noticing that grad q x (0) = grad h(x), we can immediately see that Definition 3.1 implies
A stronger version of (3.2), which assumes |h( 
The function f is L-retraction-smooth with respect to the retraction R in the sublevel set Ω x 0 .
A sufficient condition for a function to be L-retraction-smooth is given in Lemma 3.1.
Lemma 3.1. Suppose M is a submanifold of R n , f isL-smooth (in the Euclidean setting), Ω x 0 is a compact set, and the retraction R is diffeomorphism in Ω x 0 in the sense that for any x ∈ Ω x 0 , there exists a set
Proof. Given any x ∈ Ω x 0 , R −1 x (Ω x 0 ) is compact since R is diffeomorphism and Ω x 0 is compact. Since f : R n → R isL-smooth and R :
where L x is taken to be the infimum of all the feasible constants. In addition, since the retraction R is C 2 with respect to its subscript x by definition, L x is continuous with respect to x. It follows that sup x∈Ωx 0 L x is finite, which concludes the proof.
LetΩ be a subset of M. If there exist a positive constant ̺ such that, for all y ∈Ω,Ω ⊂ R y (B(0 y , ̺)) and R y is a diffeomorphism on B(0 y , ̺), then we call Ω a totally retractive set. The existence ofΩ is guaranteed locally, see e.g., [HAG15, Section 3.3] and [HGA15, Section 3.1]. By definition, for any two x and y in a totally retractive set, the inverse retraction R −1
x (y) is well-defined. Therefore, under the following assumption, the inverse of the retraction R −1
x (y) is well-defined for any x, y ∈ Ω x 0 . Assumption 3.3. There exists a totally retractive setΩ such that Ω x 0 ⊆Ω. Lemma 3.2 shows that Algorithm 1 is a descent algorithm.
Lemma 3.2. Suppose Assumption 3.2 holds. Then the sequence {x k } generated by Algorithm 1 satisfies
Proof. By the definition of η * x k and the L-retraction-smooth of f , we have
which completes the proof.
Lemma 3.3 will be used for the global convergence analysis in Theorem 3.1. 
By definition of vector transport and its adjoint operator, we have that T −♯ ∈ C 1 and T −♯ 0x = id, where id denotes the identity operator. It follows that h(0 x ) = 0 and h is a continuous function. Therefore, lim ηx→0 ξ y − T −♯ ηx ξ x y = 0. Let P x→y denote the parallel translation from x to y along the shortest geodesic. Since the parallel translation and the vector transport by differentiated retraction are both vector transports, it holds that P x→x − T R 0x = 0 and P − T R ∈ C 1 by definition. Therefore, there exists a positive constantb x such that
for any η x in the compact set R −1 x (Ω x 0 ). Let b x be the minimum constant such that (3.5) holds. It follows from the continuity of P − T R that b x is a continuous of x.
Since Ω x 0 is compact, there exists a constant b such that b ≥ b x for all x ∈ Ω x 0 . Therefore,
for all x ∈ Ω x 0 and η x ∈ R −1 x (Ω x 0 ). The inequality (3.6) has been proven in [HAG15, Lemma 3.5] for a sufficiently small Ω x 0 . Here the same inequality is based on the compactness of Ω x 0 .
The length of the curve R x (tη x ) defined by retraction is
Since dist(x, R x (η x )) is the shortest distance of a curve connecting x and R x (η x ), we have
It follows that
where the last line follows from (3.5) and the fact η x x ≤ ρ due to Assumption 3.3. The proof is then complete by noting (3.7) and (3.8).
We are now in the position to give a global convergence analysis of Algorithm 1.
, then x k is a stationary point. Suppose Assumptions 3.1, 3.2, and 3.3 hold. Then the sequence {x k } has at least one accumulation point. Let x * be any accumulation point of the sequence {x k }. Then x * is a stationary point. Furthermore, Algorithm 1 returns
, which is the first-order necessary condition for the optimality of (1.1). By Assumption 3.1 and Lemma 3.2, the sequence {x k } stays in the compact set Ω x 0 , which implies the existence of an accumulation point.
In order to prove that any accumulation point is a stationary point, we will resort to [HHY18, Theorem 2.2(c)] which states that if
By Lemma 3.2, we have that
, where x * denotes a global minimizer of F . Therefore, lim k→∞ η * x k x k = 0. Combining this inequality with Lemma 3.3 yields
It follows from [HHY18, Theorem 2.2(c)] that 0 ∈ ∂F (x * ), so x * is a stationary point. Suppose Algorithm 1 does not find
O(1/k) Convergence Rate Analysis
It is well-known that in the Euclidean setting the proximal gradient method (1.2) has O(1/k) convergence rate for convex problems [BT09] . In order to establish the convergence rate of Algorithm 1 in the Riemannian setting, we need the following concept of convexity on a manifold.
Note that ζ = grad q x (ξ) if h is differentiable; otherwise, ζ is any subgradient of q x at ξ.
In a Euclidean space, any local minimizer of a convex function over a convex set is a global minimizer. In the Riemannian setting, a notion of retraction-convex set is not well-defined in general. 2 To avoid such technical difficulties, we assume that minimizers only appear in the interior of the constrained set. Then it follows that any local minimizer is a global minimizer, see Lemma 3.4.
Lemma 3.4. Consider a constrained optimization problem on a manifold M:
(3.12)
Suppose the function h : M → R is retraction-convex with respect to a retraction R in N ⊆ M and no minimizer is on the boundary of N . Then any local minimizer of (3.12) is a global minimizer.
Proof. The proof is overall similar to the Euclidean case. Given a number t ∈ [0, 1], if tξ + (1− t)η ∈ S x for S x in Definition 3.2, then it follows from (3.11) that
where ζ t is any subgradient of q x at tξ + (1 − t)η). Suppose x, y ∈ N are two local minimizers with h(x) > h(y). Let η x ∈ S z be the tangent vector satisfying R x (η x ) = y. It follows from (3.13) that
Therefore, we have
which implies that η x is a descent direction of h at x. This contradicts with the fact x is a minimizer. Therefore, h(x) must equal h(y) and any local minimizer is a global minimizer.
Convexity of functions on Riemannian manifolds has already been investigated in the literature based on geodesic, see for example [FO02, ZS16] . A function h : M → R is called geodesic convex, if for any x, y ∈ M, there exists a tangent vector
It can be verified that if a function is retraction-convex with respect to the exponential mapping, then it is indeed geodesic-convex. This can be easily seen by setting ξ = 0 and choosing the retraction to be the exponential mapping in (3.11). In [HGA15] , a retraction-convexity is defined for C 2 functions on manifolds which can be viewed as a Riemannian generalization of the geodesic convexity for C 2 functions. The following lemma presents two sufficient conditions for a function to be locally retraction-convex.
Lemma 3.5. Given x ∈ M, there exists a neighborhood of x, denoted by N x , such that a twice continuously differentiable function h : M → R is retraction-convex in N x , if one of the following conditions holds:
• Hess h is positive definite at x, and the retraction is second order.
• The manifold M is an embedded submanifold of R n endowed with the Euclidean metric; W is an open subset of R n ; x ∈ W; h : W ⊂ R n → R is a µ-strongly convex function in the Euclidean setting for a sufficient large µ.
Proof. First note that an equivalent condition of µ-strongly convexity for a twice continuously differentiable function is that the smallest eigenvalue of its Hessian is greater than µ.
• Since the retraction is second order, it follows from [AMS08, Proposition 5.5.6] that Hess h(x) = Hess(h • R x )(0 x ). Therefore, Hess(h • R x )(0 x ) is positive definite. Since h and R are twice continuously differentiable, Hess(h•R) is continuous in T M. Therefore, there exists a neighborhood of 0 x , denoted by S x , such that Hess(h • R)(η) is positive definite for any η ∈ S x . This implies that h is retraction-convex in a sufficient small neighborhood of x.
• The Riemannian Hessian of h at any point x ∈ M is (see [AMT13] )
where D ηx P = lim t→0
where the inequality is from the µ-strongly convexity of h. As a result, λ min (Hess h(x)) ≥ µ − ϑ, where λ min (M ) denotes the smallest eigenvalue of the linear operator M . It follows from [AMS08, Proposition 5.
then Hess f (x) is positive definite. It follows that h is retraction-convex in a sufficiently small neighborhood of x.
The convergence rate analysis of the Riemannian proximal gradient methods relies on the following two assumptions.
Assumption 3.4.
There exists an open set Ω ⊇ Ω x 0 such that the function f is L-retraction-smooth and retraction-convex with respect to the retraction R in Ω. The function g is retraction-convex with respect to the retraction R in Ω.
Assumption 3.5. For any x, y, z ∈ Ω, there exists a constant κ such that 3
where
, κ is a constant, and Ω is defined in Assumption 3.4.
Assumption 3.5 imposes an additional restriction on the retraction R. In the Euclidean setting, this assumption naturally holds since ξ x − η x = (z − x) − (y − x) = (z − y) = ζ y . In the Riemannian setting, we find this assumption reasonable in the sense that it holds empirically on the Stiefel manifold with the exponential mapping. As shown in Tables 1 and 2 , the value ξ x − η x 2 x − ζ y 2 y decreases by a factor of four as η x x decreases by a factor of two. 
. Fix x and z, choose y such that η x x decreases by half each time.
(n, p) = (10, 1) (n, p) = (10, 4) (n, p) = (10, 10) The following lemma is central to the later convergence rate analysis and it is a Riemannian version of [BT09, Lemma 2.3].
Lemma 3.6. Let η * x be a local minimizer of
. Suppose Assumption 3.4 holds, and x and z = R x (η * x ) are in Ω. Then for any y ∈ Ω, we have
Proof. By definition of η * x , we have 
(n, p) = (10, 2) (n, p) = (10, 4) (n, p) = (10, 9) where ζ z ∈ ∂g(z) ⊂ T z M. Since g is retraction-convex and y, z are in Ω, we have
Combining (3.19) with (3.18) yields
which concludes the proof.
Theorem 3.2 shows that Algorithm 1 converges on the order of O(1/k). Note that in the Euclidean setting, the second term on the right side of (3.21) vanishes since κ = 0.
Theorem 3.2. Suppose Assumptions 3.1, 3.4 and 3.5 hold. Then the sequence {x k } generated by Algorithm 1 satisfies
where κ is defined in Assumption 3.5 and β is defined in (3.4).
Proof. Lemma 3.6 with x = x k and y = x * gives
Furthermore, Assumption 3.5 with
Consequently,
Combining (3.4) and (3.22) yields
Thus, after summing (3.23) over k from 0 to s − 1 and dividing the result by s, we obtain 1 s
Since (3.4) implies F (x k ) − F (x * ) is decreasing, (3.21) follows immediately from (3.24).
Solving the Riemannian Proximal Mapping
As we have mentioned already, in [CMSZ19] Chen et. al propose a Riemannian proximal gradient method based on a different proximal mapping,
where the manifold M is assumed to be an embedded submanifold of a Euclidean space so that the addition x k + η is meaningful . If g is a convex function in a Euclidean space, then (3.25) is a constrained convex programming problem. In particular, when M is the Stiefel manifold, a semismooth Newton method can be used to solve (3.25) efficiently [CMSZ19] . In this section we present an algorithm for solving (3.1), which is an iterative descent method starting from 0 x . For notational convenience, we first restate (3.1) as find a local minimizer η *
The following assumption will be used in the derivation of the algorithm. Assumption 3.6. (i) The manifold M is an embedded submanifold of R n or is a quotient manifold whose total space is an embedded submanifold of R n . 4 (ii) The function g is Lipschitz continuous with constant L g and convex in the classical setting. (iii) The function g is bounded from below.
Suppose η k is the current estimate of η * u . Our goal is to find a descent direction. Towards this end, we note that
where the second equation is from the Lipschitz continuity of g and the last equation is from the equivalence between any two norms in a finite dimensional space and that both T
we may interpret it as a simple local model of
Therefore, in order to find a new estimate from η k , we can first compute a search direction by minimizing (3.27) on T v k M, denoted ξ * k , and then update η k along the direction T 
. 
Compute ξ * k by solving 
end while 8:
end for choice of the retraction. Specifically, the gradient of grad f (u),
, where M u is the matrix expression of the Riemannian metric at u, i.e., η, ξ u = η T M u ξ. Thus, if we choose the retraction to be Algorithm 2 provides a general method for solving the Riemannian proximal mapping (3.28) under Assumption 3.6. However, it is by no means the only method to do so. For example, another efficient algorithm can be developed when M is an oblique manifold (i.e., a Cartesian product of unit spheres), see Section 6.1 for more details.
A Riemannian FISTA Method
The Riemannian generalization of the FISTA method (1.3) is presented in Algorithm 3, where the Riemannian proximal mapping and the update scheme are the same as those in Algorithm 1. Similarly to the FISTA method in a Euclidean space, an auxiliary sequence {y k } is generated, see (4.1) in Algorithm 3. In the Euclidean setting, the exponential mapping and its inverse are given by R x (η x ) = x + η x and R −1
x (y) = y − x. The definition of y k+1 in (4.1) then becomes
which coincides with the definition in (1.3). Note that the formulation of the auxiliary sequence in Algorithm 3 is different from the one in [HW19] . The sequence y k in [HW19] is defined by y k+1 = R x k+1 1−t k t k+1 R −1 x k+1 (x k ) . Though the two formulations are the same in the Euclidean setting, they are different in the Riemannian setting. The motivation of the definition (4.1) is inspired from the convergence rate analysis, while the definition of y k in [HW19] is motivated by simplicity.
Algorithm 3 Riemannian FISTA Method
Input: A constantL > L; p ∈ [0, 1); an initial iterate x 0 ; 1: t 0 = 1, y 0 = x 0 ; 2: for k = 0, . . . do
3:
5:
Compute y k+1 ∈ M by
The nonlinearity of manifolds causes more difficulty in the convergence rate analysis of the Riemannian FISTA method than in the Riemannian proximal gradient method. Hence we need additional assumptions on the sequences generated by Algorithm 3 to establish the O(1/k 2 ) convergence rate. These assumptions will be justified in Section 4.2 empirically. In fact, such assumptions on iterates produced by the algorithms have also been used in the convergence analysis of a symmetric rank-one trust region method, see [BKS96, Assumptions A2 and A3].
Assumption 4.1. There exists a constantκ such that
for all k.
Analogous to Assumption 3.5, Assumption 4.1 holds withκ = 0 when the manifold is a Euclidean space since
There exists a constant θ ∈ [0, 1] such that the sequence {φ(k)} is on the order of O((k + 1) θ ), i.e., there exists a constant C φ such that Assumption 4.3 assumes that all y k and x k stay in the retraction-convex set. It is required when applying Lemma 3.6 in the proof of Theorem 4.1.
Lemma 4.1. The sequence given by t 0 = 0, t k+1 = (1 + 1 + 4t 2 k )/2 satisfies t k ≥ (k + 1)/2 for all k ≥ 1.
This lemma can be easily verified and has been used in, e.g., [BT09] . Now we are ready to present the main theoretical result of this section, which shows the accelerated property of Algorithm 3 over Algorithm 1. 
where the parameterκ is defined in Assumption 4.1, θ and C φ are defined in Assumption 4.2. In particular, if θ = 0, then Algorithm 3 converges on the order of 1/k 2 .
Proof. Invoking Lemma 3.6 with x = y k and y = x k yields
Similarly, invoking Lemma 3.6 again with x = y k and y = x * yields
Multiplying (4.2) by t k − 1 and then add it by (4.3) gives
Multiply both sides by t k and using t k (t k − 1) = t 2 k−1 yields
The lower bound of the second term in (4.4) is given by
(by Assumption 4.1) (4.5)
. Combining (4.5) with (4.4) yields
Sum the above inequality over k from 0 to s and use Lemma 4.1 and Assumption 4.2 to obtain
Noting that t −1 = 0, we have
It follows from Lemma 4.1 that
where C φ is a constant.
Testing Assumptions 4.1 and via Numerical Example
In this section we use an example to empirically test Assumptions 4.1 and 4.2. Consider the following optimization problem min X∈OB(p,n)
where OB(p, n) = {X ∈ R n×p | diag(X T X) = I p } is the oblique manifold, A ∈ R m×n is a given matrix, D is a diagonal matrix with the dominant singular values of A as its diagonal entries, and
Otherwise.
The Riemannian metric that will be used for the oblique manifold is inherited from its embedding Euclidean space, i.e., η x , ξ x X = trace(η T x ξ x ). Let f (X) denote the first term in the cost function (4.6). It can be shown that f (X) is retraction-convex in a neighborhood of its global minimizer, see Appendix C.1 for details. In the appendix we also numerically demonstrate that q(X) is a locally retraction-convex function. In fact, the above optimization problem is inspired by the sparse principal component analysis model studied in [GHT15] , but with X 1 being replaced by q(X). This replacement is made because it is visually far easier to see the local retraction-convexity of q(X) in our numerical example.
The details of solving the Riemannian proximal mapping (3.1) for the problem (4.6) is presented in Appendix C. 
, and φ(k) is defined in Assumption 4.2. matrix A ∈ R m×n (m ≤ n) is chosen to be a rectangular and diagonal matrix with diagonal entries [1, 2, . . . , m]. Then we can show that both f (X) and q(X) achieve their minimum at [e m , e m−1 , . . . , e m−p+1 ], see Appendix C.1. The parameters p, m, n, λ, andL are set to be 2, 5, 100, 1, and 4 D 2 2 F , respectively. The initial guess is set to be x 0 = Exp x * (0.01η x * ), where x * is the known global minimizer and η x * ∈ T x * OB(1, n) is a unit length random vector. Algorithm 3 terminates when (L x k+1 − x k 2 ) 2 is smaller than the machine precision.
The computational results are presented in Figure 2 . Though only results from one trial is reported, multiples values of p, m, n, λ and η X * have been tested and similar phenomenon has been observed. Algorithm 3 does converge to the global minimizer x * as expected. Let ψ(k) denote (t k+1 − 1)(R −1
. It is shown from the left plot of Figure 2 that ψ(k) is bounded from above, which implies the existence ofκ in Assumption 4.1. The right plot of Figure 2 suggests that φ(k) increases on the order of O(k θ ) with θ < 1 , or even with θ = 0. Therefore, Assumptions 4.1 and 4.2 appear to be reasonable in this numerical example.
A Practical Riemannian Proximal Gradient Method
In this section we combine Algorithms 1 and 3 to obtain a practical Riemannian proximal gradient method, see Algorithm 4. Specifically, a safeguard is introduced in every N iterations to check whether there is a sufficiently large decrease in the cost function, in contrast to the result given by one iteration of the proximal gradient method from the current reference point. If the function value decrement is sufficient the iteration continues, otherwise the algorithm will be restarted; see
Step 3 to Step 6 of Algorithm 4.
Since the constant L for f to be L-retraction-smooth is usually not known, an update strategy is also introduced to find an appropriate estimation of L. The idea is to enlarge the estimation Invoke Algorithm 5:
Set j 1 = j 2 and j 2 = j 2 + N ;
end if
7:
8:
9:
11: end for if the line search fails (Steps 6 to 8 in Algorithm 5) or the safeguard takes effect often (Steps 10 to 12 in Algorithm 5). In Algorithm 4, solving the Riemannian proximal mapping dominates its computational cost, and invoking the safeguard requires at least one more Riemannian proximal mapping computation. Thus, in order to reduce the computational cost of the algorithm, an adaptive strategy is adopted to determine the frequency of invoking the safeguard. If the safeguard takes effect, then it will take effect more often. Otherwise, it will take effect less often, see Steps 14 and 17 in Algorithm 5. It has been shown that Algorithm 1 converges to a stationary point under mild assumptions, and it converges on the order of O(1/k) if more conditions are satisfied. On the other hand, Algorithm 3 is able to converge on the order of O(1/k 2 ) but requires even stronger assumptions. As a hybrid of Algorithms 1 and 3, Algorithm 4 enjoys the basic stationary point convergence under mild conditions as well as the O(1/k 2 ) convergence under stronger conditions. More precisely, if the estimation L is greater than L + 2σ, then step size α = 1 is acceptable in Step 3. Therefore, any accumulation point of the sequence {z iN }, i = 0, 1, . . . is a stationary point which follows from the same arguments as in the proof of Theorem 3.1. Moreover, if the assumptions in Theorem 4.1 hold and the safeguard only takes effect finite times, the sequence {F (x k )} converges to F (x * ) on the order of O(1/k 2−θ ).
Algorithm 5 Safeguard for Algorithm 4
Input:
is a local minimizer of ℓ z j 1 (η) and ℓ z j 1 (0) ≥ ℓ z j 1 (η * z j 1 );
2: Set α = 1 and i ls = 0; 3: while F (R z j 1 (αη z j 1 )) > F (z j 1 ) − σα η z j 1 2 and i ls < N ls do ⊲ Line search 4: L = τ L and goto
Step 1; ⊲ The estimation L is too small; 8: end if
⊲ L is not sufficiently large;
12:
13: ⊲ Update the compared iterate;
Numerical Experiments
In this section we conduct numerical experiments on sparse principal component analysis (PCA) to demonstrate the performance of the proposed Riemannian proximal gradient methods. PCA is an important data processing technique which aims for linear combinations of variables that can capture the maximal variance. In order to achieve the maximal variance, PCA tends to use a linear combination of all the variables which typically yields a dense solution. Alternatively, sparse PCA attempts to achieve a better trade-off between the data variance and solution sparsity by incorporating the sparse structure into the mathematical models. We consider two models for sparse PCA. The first one, aiming to find weakly correlated low dimensional representations [GHT15] , considers the optimization problem on the oblique manifold min X∈OB(p,n)
where we recall that OB(p, n) denotes the oblique manifold, A ∈ R m×n is the data matrix, D is the diagonal matrix whose diagonal entries are the dominant singular values of A. The second one is a penalized version of the ScoTLASS model introduced in [JTU03] and it has been used in [CMSZ19, HW19] to examine the performance of the proposed algorithms. The optimization problem is analogous to (4.6) but with the ℓ 1 -norm penalty term,
where St(p, n) denotes the Stiefel manifold, defined as
Computations Related to Oblique Manifold
Let M be a submanifold of a Euclidean space and f be a smooth function defined on M. Then the Riemannian gradient of f at X is simply the projection of ∇f (X) onto the tangent space T X M. Note that OB(p, n) is a submanifold of R n×p and the tangent space of OB(p, n) at a matrix X ∈ OB(p, n) is given by
Thus, under the Euclidean metric, i.e., η X , ξ X X = trace(η T X ξ X ), the Riemannian gradient of the smooth term f in (6.1) is
In this section we choose the exponential mapping as the retraction. Since OB(p, n) is a product manifold of unit spheres, the exponential mapping from T X OB(p, n) to OB(p, n) is given by applying the exponential mapping on the unit sphere S n−1 , defined by [AMS08] 
to each column of a tangent vector separately. That is, with a slight abuse of notation, we have
where (M ) i denotes the i-th column of M . Likewise, the inverse exponential mapping can also be computed by applying the inverse exponential mapping on the unit sphere S n−1 , defined by [SK16] Log x (y) = Exp −1
in a column-wise manner, i.e.,
When using the Riemannian proximal gradient method to solve (6.1), the Riemannian proximal mapping has the form
Due to the separability of Exp X (η X ), one can easily see that the solution to (6.6) can be computed with respect to each column of η X separately. Therefore, without loss of generality, we consider (6.6) with p = 1. After making the following substitutionsλ = λ/L, y = Exp x (η), and ξ x = 1 L grad f (x), (6.6) can be rewritten as
We will present a conditional gradient method to compute the solution of (6.7). Letting y k be the current estimate of the minimizer of u(y) over the unit sphere, a new estimate y k+1 is then computed by solving the following optimization problem
In other words, we approximate h(y) by its first order Taylor expansion around y k in each iteration. It remains to see how to solve (6.8). Actually, it has a closed-form solution. To see this, note that (6.8) is further equivalent to
since y 2 = 1 for all y ∈ S n−1 . By Lemma B.1 in the appendix we know that the solution to (6.9) is given by
where i max is the index of the largest magnitude entry of ∇h(y k ), e i denotes the i-th column in the canonical basis of R n , and z is defined by
Note that the gradient of h(y) is ∇h(y) = 1
Putting it all together, we obtain the algorithm for solving (6.7), see Algorithm 6. Suppose the sequence {y k } generated by Algorithm 6 converges to a point y * . Then by the first order optimality condition of (6.9), it is easy to see that there exists a constant c such that cy * ∈ ∂u(y * ), where ∂u denotes the subdifferential of u. Hence, y * is a critical point of (6.7). In our experiments, two iterations are usually sufficient for the algorithm to achieve high accuracy.
Algorithm 6 Solving the Riemannian Proximal Mapping for Oblique Manifold
Input: initial iterate y 0 ; k = 0; 1: for k = 0, . . . do
2:
Compute s(y k ) and t(y k );
3:
Compute y k+1 via (6.9) with ∇h(y k ) = [s(y k )x + t(y k )ξ x ] /λ; 4: end for
Computations Related to Stiefel Manifold
The Stiefel manifold St(p, n) is also a submanifold of R n×p , and the tangent space of St(p, n) at a matrix X ∈ St(p, n) is given by
Here we use the canonical metric
as the Riemannian metric. The Riemannian gradient of the smooth term f in (6.2) under the canonical metric is grad
where ∇f (X) = −2A T AX is the Euclidean gradient of f . In addition, the exponential mapping with respect to the canonical metric is [EAS98] Exp X (η X ) = X Q exp Ω −R T R 0
where Ω = X T η X , Q and R are from the compact QR factorization of (I − XX T )η X . The inverse of the exponential mapping can be computed by the algorithm proposed in [Zim17] . In the case of the Stiefel manifold, Algorithm 2 in Section 3.3 will be used to solve the Riemannian proximal mapping (3.1). Note that the subproblem (3.28) can be solved by semismooth Newton method, which has been discussed in [CMSZ19] in details. To apply Algorithm 2 it still requires computing the inverse vector transport by differentiated retraction T 
Experimental Setup
We will compare RPG (Algorithm 1) and ARPG (Algorithm 4) with the Riemannian proximal gradient methods from [CMSZ19] and [HW19] . As stated previously, the Riemannian proximal gradient method introduced in [CMSZ19] (denoted ManPG) is based on a different Riemannian proximal mapping, namely the one in (3.25). Furthermore, a more practical variant called ManPGAda is also presented in [CMSZ19] , which can achieve faster empirical convergence by adaptively adjusting the weight of the quadratic term in the cost function of the Riemannian proximal mapping. In contrast, similar to Algorithm 4, the method proposed in [HW19] The parameters in ManPG, ManPG-Ada and AManPG are set to their default values, as in the corresponding papers. It is worth noting that, since each column of a matrix on the oblique manifold is a point on the unit sphere, the Riemannian proximal mapping (3.25) for the optimization problem (6.1) can be solved by the semismooth Newton method column by column.
The parameters in RPG and ARPG are chosen as follows. For the problem on the oblique manifold, the constantsL and L are set to be 4 A 2 F and 1 2 A 2 F , respectively. The parameters N , N min and N max for the safeguard algorithm are set to be 5, 2, and 10, respectively. The enlarging parameter τ , line search parameter σ, shrinking parameter ν for step size, and the maximum number of iterations N ls in the line search are set to be 1.1, 0.0001, 0.5, and 3, respectively. Algorithm 6 terminates when the maximum value of |x T y k − x T y k+1 | and |ξ T x y k − ξ T x y k+1 | is smaller than 10 −10 . For the problem on the Stiefel manifold, the constantsL and L are set to be 2 A 2 and 1.6 A 2 F , respectively. The parameters N , N min and N max for the safeguard algorithm are set to be 5, 3, and 5, respectively. Algorithm 2 terminates whenever one of the following three conditions is reached:
, or the number of iterations exceeds 50. The remaining settings are the same as those for the problem on the oblique manifold. Figure 3 shows the performance of the aforementioned algorithms under multiple values of n, p and λ for the sparse PCA model on the oblique manifold. As illustrated from the left and middle plots, AManPG and ARPG take fewer number of iterations and less computational time to converge than the other algorithms. Moreover, since it is more efficient to solve (3.1) than to solve (3.25), ARPG is slightly faster than AManPG. Note that the solutions found by all the test algorithms have similar sparsity pattern, as shown in the right plots of Figure 3 . The figure also suggests that compared to ManPG and RPG the adaptive scheme used in ManPG-Ada is able to reduce the number of iterations upon convergence. However, the Nestrerov momentum acceleration technique used in AManPG and ARPG can further reduce the number of iterations without noticeably increasing the per iteration cost when solving the sparse PCA problem (6.1).
Numerical Results
In addition, Figure 4 displays two function values versus iterations plots from two typical random instances. Together with the middle plots in Figure 3 , it suggests that in the case of the oblique manifold the Riemannian proximal mappings (3.1) and (3.25) (the one used in [CMSZ19] ) perform similarly in the sense that it takes ManPG and RPG (respectively, AManPG and APRG) approximately the same number of iterations to converge.
The comparisons are then repeated for the sparse PCA model on the Stiefel manifold, see Figures 5 and 6 for the computational results. In this case, it is readily observed that the Riemannian proximal mappings (3.1) and (3.25) have different effects on the convergence of the algorithms. The figures show that the Riemannian proximal gradient methods with (3.1) need fewer number of iterations to converge than those with (3.25). However, the Riemannian proximal gradient methods with (3.1) are more costly since the inverse of the exponential mapping, the inverse of the differentiated exponential mapping and the inverse of the adjoint operator of the differentiated exponential mapping do not have closed-form solutions. Instead, we must resort to iterative methods to solve them, which dominates the computational time of the algorithms. Therefore, for problem (6.2), using the new Riemannian proximal mapping (3.1) can reduce the number of iterations required for the algorithms to converge, but will increase the overall computational time due to the excessive cost for solving the new Riemannian proximal mapping.
Conclusion and Future Work
In this paper we propose a Riemannian proximal gradient method as well as a Riemannian FISTA method for solving nonsmooth optimization problems on a Riemannian manifold. These methods are based on the Riemannian proximal mapping that allows us to establish the convergence rate of the proposed methods (O(1/k) for Riemannian proximal gradient and O(1/k 2 ) for Riemannian FISTA) under certain reasonable assumptions. A practical Riemannian proximal gradient method is also constructed which guarantees the global convergence under the minimum requirements, and at the same time can achieve the O(1/k 2 ) convergence rate when more conditions are satisfied. We compare our methods with the Riemannian proximal gradient methods in [CMSZ19] and [HW19] using two optimization problems from sparse PCA. Numerical results show that our methods are superior in terms of the number of iterations for both the optimization problems, and they are also superior in terms of the runtime for the optimization problem on the oblique manifold. However, for the optimization problem on the Stiefel manifold the Riemannian proximal methods in [CMSZ19] and [HW19] have the advantage of solving the Riemannian proximal mapping more efficiently, hence are faster. As suggested by the numerical experiments, the efficacy of the proposed methods hinges on the efficient solution to the Riemannian proximal mapping. For future work we will look for new algorithms for solving the Riemannian proximal mapping, possibly those based on different retractions and vector transports. Since the establishment of the convergence rate of the algorithms requires additional assumptions, it is worth investigating whether those assumptions can be further relaxed or whether they are satisfied in some specific applications. In this paper numerical tests focus primarily on optimization problems based on the embedded submanifolds. It is also interesting to see how the algorithms work for other manifolds, for example the Grassman manifolds.
ZΛZ H =M 1 , and Ω ξ X and R 2 are solutions of
B Solution of a Proximal Subproblem on Unit Sphere
Lemma B.1. For any x ∈ R n and λ > 0, the minimizer of the optimization problem
is given by
where i max is the index of the largest magnitude entry of x (break ties arbitrarily), e i denotes the i-th column in the canonical basis of R n , and z is defined by
Proof. Since y 2 = 1 for any y ∈ S n−1 , the optimization problem (B.1) is equivalent to Assume y is a critical point for (B.3). By the first order optimality condition on the unit sphere, there exists a subgradient at y, denoted ∇u(y), such that ∇u(y) is a multiple of y. In other words, there exists a constant c such that cy = x − λ∇ y 1 , (B.5)
where ∇ y 1 denotes a subgradient of · 1 at y. One can easily verify that the global minimizer y * of (B.1) must have the same signs as x in the sense that (y * ) i x i ≥ 0 for all i. Otherwise, let us definẽ y * = (y * ) 1 (y * ) 2 . . . (y * ) j−1 −(y * ) j (y * ) j+1 . . . , (y * ) n , where (y * ) j x j < 0. It follows that u(ỹ * ) < u(y * ), which conflicts with the global minimizer assumption of y * . The only critical point that has the same sign as x is y * in (B.6). Therefore, y * is the global minimizer.
Case 2:
x ∞ ≤ λ. In this case we have
where the equality holds if y = sign(x imax )e imax . Therefore, sign(x imax )e imax is a global minimizer.
C Supplements for Section 4.2 C.1 Retraction-convexity of f and g When p < m the global minimizer of the function X T A T AX − D 2 2 F is a matrix consisting of the right singular vectors of A associated with the p dominant singular values. Moreover, if the dominant p+1 singular values of A are distinct, then the Riemannian Hessian at a global minimizer is nonsingular [GHT15] . Therefore, by Lemma 3.5, there exists a neighborhood of the minimizer such that f is retraction-convex with respect to a second order retraction.
To find the global minimizers of g(X), let us first consider a unit 2-norm vector x ∈ R n . Without loss of generality, assume x i ≥ 0 for all i. Then we have where the equalities hold if and only if there is at most one nonzero entry in x. Since all columns in X ∈ OB(p, n) have unit 2-norm, it follows that the global minimizers of q(X) over OB(p, n) are those matrices with only one nonzero entry (equal to one or negative one) in each column.
In Figure 7 we numerically show that q(X) is retraction-convex in a neighborhood of a global Figure 7: A typical instance that shows the retraction-convexity of the function q with respect to the exponential mapping at a global minimizer. The parameters (p, n) are set to be (1, n). The variables in this figure are generated as follows: z 2 = [1, 0, . . . , 0] T , z 1 = R z 2 (−0.002ξ x ), and z 3 = R z 2 (0.002ξ x ), where η x , ξ x ∈ T x 2 OB(1, 100) are generated randomly.
minimizer for p = 1. Noting that q y (see Definition 3.2) is a function defined on a linear space, it suffices to check that tq y (ζ 1 ) + (1 − t)q y (ζ 2 ) ≥ q y (tζ 1 + (1 − t)ζ 2 ), t ∈ [0, 1], ζ 1 , ζ 2 ∈ T y OB(1, n)
holds for y that is close to a global minimizer.
C.2 Solving the Riemannian Proximal Mapping for Problem (4.6)
Following the discussion in Section 6.1 we only need to consider the case when p = 1. In this case the Riemannian proximal mapping (3.1) for the optimization problem (4.6) is where the auxiliary variable z = −∇h(y k ) is used to simplify the notation later.
To keep the discussion concise we assume there exists at least one entry in z which is greater than 0.001 (C.6)
Here c is a contant such that y * 2 = 1 and it can be computed by the Matlab function fmincon.
It follows immediately that y * in (C.5) is the solution to (C.4) since all its entries have the same signs as the entries of z.
