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CARACTE´RISATION DES ANNEAUX
NOETHE´RIENS DE SE´RIES FORMELLES
A` CROISSANCE CONTROLE´E.
APPLICATION A` LA SYNTHE`SE SPECTRALE
Jacques Chaumat et Anne-Marie Chollet
Abstract
Given a subring of the ring of formal power series deﬁned by the
growth of the coeﬃcients, we prove a necessary and suﬃcient con-
dition for it to be a noetherian ring. As a particular case, we show
that the ring of Gevrey power series is a noetherian ring. Then,
we get a spectral synthesis theorem for some classes of ultradiﬀer-
entiable functions.
Introduction
Soit M = {Mp}p≥0 une suite de re´els strictement positifs ve´riﬁant les
proprie´te´s suivantes:
(H1) M0 = 1 et {Mp}p≥0 est logarithmiquement convexe,
(H2) M
1/p
p tend vers l’inﬁni avec p.
On de´signe par F(n) l’anneau des se´ries formelles en n variables. Soit C
une constante strictement positive. On note
M(n,C) =
{
A ∈ F(n); A =
∑
J∈Nn
aJx
J ; sup
J∈Nn
|aJ |
CjMj
<∞
}
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ou` j de´signe la longueur du multi-indice J . On pose
BM(n) =
⋂
C>0
M(n,C) et CM(n) =
⋃
C>0
M(n,C).
On caracte´rise ici les suites {Mp}p≥0 telles que les anneaux BM(n) ou
CM(n) soient noethe´riens. Ce sont les suites qui ve´riﬁent, de plus,
(H3) il existe A ≥ 1 tel que, pour tout p ≥ 0, Mp+1 ≤ Ap+1Mp.
En eﬀet, dans une premie`re partie, lorsque (H1), (H2) et (H3) sont
ve´riﬁe´es, on e´tablit un the´ore`me de division sans perte de re´gularite´
dans BM(n) dont on de´duit naturellement le caracte`re noethe´rien de
l’anneau. La re´ciproque fait l’objet de la deuxie`me partie.
On donne, comme application, un the´ore`me de synthe`se spectrale de
Whitney pour des classes ultra-diﬀe´rentiables.
Les re´sultats concernant CM(n) font l’objet du paragraphe 17.
On peut comparer le the´ore`me de division 9 e´tabli ici avec le
The´ore`me 20 de [4] ou` la division par un polynoˆme ge´ne´rique dans
des classes de jets sur des compacts de C fait apparaˆıtre une perte de
re´gularite´ optimale sur la classe. Dans un cadre un peu diﬀe´rent, on
peut consulter [5].
Premie`re partie
Dans toute cette partie, on suppose que la suite M = {Mp}p≥0 ve´riﬁe
les hypothe`ses (H1), (H2) et (H3) ci-dessus.
1. De´ﬁnitions et notations.
Soient Ψ = (ψ1, . . . , ψn), ψj > 0, 1 ≤ j ≤ n, et J = (j1, . . . , jn) deux
n-uples d’entiers. On note
(1.1) Ψ.J =
n∑
k=1
ψkjk.
En particulier, pour 1 = (1, . . . , 1), on a, si on note j la longueur de J ,
(1.2) 1 .J =
n∑
k=1
jk = j.
On note F(n) l’anneau des se´ries formelles en n variables et O(n)
l’anneau des germes en 0 de fonctions analytiques au voisinage de 0 dans
C
n.
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Soit C une constante strictement positive. On note
M(n,C,Ψ) =
{
A ∈ F(n); A =
∑
J∈Nn
aJx
J ; sup
J∈Nn
|aJ |
CjMΨ.J
<∞
}
et
BM(n,Ψ) =
⋂
C>0
M(n,C,Ψ).
Lorsque Ψ = 1 , on e´crit BM(n, 1 ) = BM(n).
Clairement, BM(n,Ψ) est un sous-anneau de F(n) qui contient O(n).
C’est aussi une alge`bre de Fre´chet avec pour famille de normes:
‖A‖M,C,Ψ = sup
J∈Nn
|aJ |
CjMΨ.J
.
Lorsque Ψ = 1 , on e´crit ‖A‖M,C,11 = ‖A‖M,C .
On note de meˆme
CM(n,Ψ) =
⋃
C>0
M(n,C,Ψ).
Lorsque Ψ = 1 , on e´crit CM(n, 1 ) = CM(n). Bien suˆr, CM(n,Ψ) est
un sous-anneau de F(n) qui contient O(n); mais ce n’est plus une alge`bre
de Fre´chet. C’est une limite inductive d’espaces de Banach. En eﬀet,
M(n,C,Ψ) est un espace de Banach pour la norme ‖ · ‖M,C,Ψ et, pour
C1 > C2 > 0, l’injection canonique de M(n,C2,Ψ) dans M(n,C1,Ψ) est
continue.
2. Proprie´te´s e´le´mentaires de CM(n) et BM(n).
On sait [6] que, sous les hypothe`ses (H1), (H2) et (H3), CM(n) ve´riﬁe
les proprie´te´s suivantes:
(2.1) Si A = ∑J∈Nn aJxJ appartient a` CM(n) et si a(0,... ,0) n’est pas
nul, alors A a un inverse dans CM(n).
(2.2) Plus ge´ne´ralement, CM(n) est stable par composition.
(2.3) Le the´ore`me des fonctions implicites est vrai dans CM(n).
On de´duit de (2.1) que CM(n) est un anneau local. De plus, si on
note (CM(n))0 l’ide´al maximal de CM(n) constitue´ des e´le´ments qui
s’annulent a` l’origine, la proprie´te´ (H3) montre que (CM(n))0 est en-
gendre´ par (x1, . . . , xn).
On montre e´galement que tout ide´al I = 0 de CM(1) est engendre´ par
xν pour un entier ν convenable. Ceci prouve que CM(1) est un anneau
noethe´rien.
Les meˆmes proprie´te´s sont vraies pour BM(n). On peut s’en convain-
cre aise´ment en utilisant le lemme e´le´mentaire suivant. On trouvera une
version plus e´labore´e de ce lemme dans [3].
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Lemme. Soit une suite M = {Mp}p≥0 satisfaisant les proprie´-
te´s (H1), (H2) et (H3) et (Aj)1≤j≤k, une famille ﬁnie d’e´le´ments de
BM(n). Alors, il existe une suite N = {Np}p≥0 satisfaisant les pro-
prie´te´s (H1), (H2) et (H3) telle que l’on ait
(2.4) (Aj)1≤j≤k est incluse dans CN(n)
et
(2.5) lim
p→∞
(
Np
Mp
)1/p
= 0.
On peut remarquer que la proprie´te´ (2.5) implique que CN(n) est
inclus dans BM(n).
Dans la suite de ce travail, on traitera le cas de BM(n) de manie`re
de´taille´e et on reviendra dans le paragraphe 17 sur le cas de CM(n).
Soit m un entier, m ≥ 1. On note, pour tout λ de Cm, λ =
(λ1, . . . , λm), et tout x de C,
Pm(x, λ) = xm + λ1xm−1 + · · ·+ λm.
Si on note Ψk = (1, . . .
k fois
, 1, 1, 2, . . . ,m − 1,m), alors, pour tout multi-
indice (I, J) de Nk × Nm, on a d’apre`s (1.1)
Ψk · (I, J) = i+ j1 + · · ·+mjm
ou` i de´signe la longueur de I.
3. Formules de division dans F(n) par un polynoˆme ge´ne´-
rique Pm. Soit A =
∑
J∈Nn aJx
J un e´le´ment de F(n). On note x =
(x1, . . . , xn)=(x1, x′). Alors, on peut e´crire, au sens des se´ries formelles
en (x, λ),
(3.1) A(x) = Qm(A)(x, λ)Pm(x1, λ) +
m−1∑
t=0
Rmt (A)(x′, λ)xt1
avec
(3.2) Qm(A)(x, λ) =
∑
K∈Nn−1
∑
β∈N
∑
B∈Nm
aΨ1.(β,B)+m,K(−1)b
b!
B!
xβ1λ
Bx′K
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si on note b la longueur de B et
(3.3) Rmt (A)(x′, λ) =
∑
K∈Nn−1
∑
B∈Nm
aΨ0.B+t,K(−1)b
bt(b− 1)!
B!
λBx′K
si, on note B = (b1, . . . , bm) et, pour tout t, 0 ≤ t ≤ m − 1,
bt =
∑m
i=m−t bi.
Preuve: On a
(3.4)
Pm(x, λ)−Pm(ξ, λ) = (x− ξ)
(
m−1∑
t=0
xtξm−1−t+
m−1∑
k=1
λk
m−k−1∑
t=0
xtξm−k−1−t
)
= (x− ξ)
m−1∑
t=0
xt
(
ξm−1−t +
m−1−t∑
k=1
λkξ
m−k−1−t
)
= (x− ξ)
m−1∑
t=0
xtξ−1−t
(
ξm +
m−1−t∑
k=1
λkξ
m−k
)
= (x− ξ)
m−1∑
t=0
xtξ−1−tSmt (ξ, λ).
On tire de (3.4)
(3.5)
1
ξ − x =
Pm(x, λ)
(x− ξ)Pm(ξ, λ) +
m−1∑
t=0
xtξ−1−t
Smt (ξ, λ)
Pm(ξ, λ)
.
Soit xα un monoˆme. On peut e´crire, pour |λ| = (∑mk=1 |λk|2)1/2 assez
petit et pour |x| < 1,
(3.6)
xα =
1
2iπ
∫
|ξ|=1
ξα
ξ − x dξ
= Pm(x, λ)
1
2iπ
∫
|ξ|=1
ξα
(ξ − x)Pm(ξ, λ) dξ
+
m−1∑
t=0
xt
1
2iπ
∫
|ξ|=1
Smt (ξ, λ)ξ
α−1−t
Pm(ξ, λ)
dξ
= Qmα (x, λ)Pm(x, λ) +
m−1∑
t=0
xtRmt,α(λ).
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La fonction Qmα (x, λ) est holomorphe au voisinage de (0, 0) dans C×Cm
et les fonctions Rmt,α(λ), t = 0, . . . ,m−1, sont holomorphes au voisinage
de 0 dans Cm.
On remarque que, pour tout entier β et tout multi-indice B de Nm de
longueur b, B = (b1, . . . , bm), on a
(3.7) Dβ,Bx,λ Q
m
α (0, 0) =
(−1)b
2iπ
β!b!
∫
|ξ|=1
ξα+
∑m−1
i=1
(m−i)bi
ξβ+1+(b+1)m
dξ
et donc, en calculant l’inte´grale ﬁgurant dans (3.7), avec B! = b1! . . . bm!
et λB = λb11 . . . λ
bm
m ,
(3.8) Qmα (x, λ) =
∑
β∈N,B∈Nm
(−1)b b!
B!
xβλB avec m+ β +
m∑
k=1
kbk = α.
Alors, en utilisant la de´ﬁnition de Ψ1, on peut e´crire
(3.9) Qmα (x, λ) =
∑
(β,B)∈N×Nm;Ψ1.(β,B)+m=α
(−1)b b!
B!
xβλB .
Pour t entier, 0 ≤ t ≤ m − 1, on pose λ = (λ′, λ′′) avec λ′ =
(λ1, . . . , λm−1−t) et λ′′ = (λm−t, . . . , λm). De meˆme, pour B ∈ Nm, on
e´crit B = (B′, B′′) avec B′ = (b1, . . . , bm−1−t) et B′′ = (bm−t, . . . , bm).
On a alors, en reprenant l’expression de Rmt,α(λ) dans (3.3) et
en prenant en compte le fait que Smt (ξ, λ) ne fait intervenir que λk,
1 ≤ k ≤ m− 1− t,
(3.10) DBλ R
m
t,α(0) =
1
2iπ
∫
|ξ|=1
ξα−(1+t)DBλ
Smt (ξ, λ)
Pm(ξ, λ)
∣∣∣∣
λ=0
dξ
=
1
2iπ
∫
|ξ|=1
ξα−(t+1)DB
′
λ′
((
ξm+
m−1−t∑
k=1
λkξ
m−k
)
DB
′′
λ′′
1
Pm(ξ, λ)
)∣∣∣∣∣
λ=0
.
On remarque que l’on a((
ξm +
m−1−t∑
k=1
λkξ
m−k
)
DB
′′
λ′′
1
Pm(ξ, λ)
)∣∣∣∣∣
λ′′=0
= (−1)b′′b′′! ξ
∑m−1
i=m−t(m−i)bi(
ξm +
∑m−1−t
k=1 λkξ
m−k
)b′′
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et donc
DBλ R
m
t,α(0)
=
(−1)b′
2iπ
b′′!
∫
|ξ|=1
ξ
α−t−1+
∑m−1
i=m−t(m−i)biDB
′
λ′
1(
ξm +
∑m−1−t
k=1
λkξm−k
)b′′
∣∣∣∣∣
λ′=0
dξ
=
(−1)b
2iπ
b′′(b− 1)!
∫
|ξ|=1
ξ
α−t−1+
∑m−1
i=1
(m−i)bi
ξmb
dξ.
On a donc
(3.11) Rmt,α(λ) =
∑
B∈Nm;t+Ψ0.B=α
(−1)b b
′′(b− 1)!
B!
λB .
Soit A = ∑J∈Nn aJxJ un e´le´ment de F(n) avec x = (x1, . . . , xn) =
(x1, x′). Alors, au sens des se´ries formelles en (x, λ), on a
(3.12) A(x) = Qm(A)(x, λ)Pm(x1, λ) +
m−1∑
t=0
Rmt (A)(x′, λ)xt1
avec
(3.13)
Qm(A)(x, λ) =
∑
K∈Nn−1
∑
α∈N
aα,KQ
m
α (x1, λ)x
′K et
Rmt (A)(x′, λ) =
∑
K∈Nn−1
∑
α∈N
aα,KR
m
t,α(λ)x
′K .
On a
(3.14) Qm(A)(x, λ)
=
∑
K∈Nn−1

∑
α∈N
aα,K
∑
(β,B)∈N×Nm;Ψ1.(β,B)+m=α
(−1)b b!
B!
xβ1λ
B

x′K .
De la`, en sommant par tranches dans la formule (3.14), on obtient (3.2).
Un calcul analogue conduit a` (3.3) a` partir de (3.13).
4. The´ore`me de division dans BM(n) par un polynoˆme ge´ne´-
rique Pm. Soit {Mp}p≥0 ve´riﬁant les hypothe`ses (H1), (H2) et (H3).
Quel que soit A dans BM(n), on a
(4.1) A(x) = Qm(A)(x, λ)Pm(x1, λ) +
m−1∑
t=0
Rmt (A)(x′, λ)xt1
avec Qm(A) dans BM(n+m,Ψn) et Rmt (A) dans BM(n−1+m,Ψn−1).
Preuve: Il s’agit la` d’une conse´quence imme´diate de (H3), (3.1), (3.2)
et (3.3).
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5. Notation. On note Phm(x) = x
m
1 + Hm−1(x) ou` Hm−1 est le
polynoˆme homoge`ne ge´ne´rique de degre´ m − 1 en x = (x1, . . . , xn) =
(x1, x′). On peut encore e´crire
(5.1) Phm(x1, x
′, µ) = xm1 +
m−1∑
t=0
xt1

 ∑
L∈Nn−1,=m−1−t
µLx
′L


ou` % de´signe la longueur de L et µ = {µL;L ∈ Nn−1, % ≤ m− 1} appar-
tient a` CN(n,m) si N(n,m) de´signe le nombre de monoˆmes homoge`nes
de n− 1 variables et de degre´ infe´rieur ou e´gal a` m− 1.
On peut re´e´crire (5.1) sous la forme
(5.2) Phm(x1, x
′, µ) =
m−1∑
t=0
xt1λm−t(x
′, µ) = Pm(x1, λ(x′, µ))
ou` λ(x′, µ) = (λt(x′, µ), 1 ≤ t ≤ m). Chaque λt est le polynoˆme ho-
moge`ne ge´ne´rique de degre´ t − 1 en x′ = (x2, . . . , xn). Il est de plus de
degre´ 1 en µ.
6. Proposition. Soit A = ∑J∈Nn aJxJ un e´le´ment de F(n). Alors,
au sens des se´ries formelles en (x, µ), on a
(6.1) A(x) = Qm(A)(x, λ(x′, µ))Phm(x1, x′, µ)
+
m−1∑
t=0
Rmt (A)(x′, λ(x′, µ))xt1.
De plus, si A appartient a` BM(n), alors Qm(A)(x, λ(x′, µ)) appartient
a` BM(n + N(n,m)) et, pour t, 0 ≤ t ≤ m − 1, Rmt (A)(x′, λ(x′, µ))
appartient a` BM(n− 1 +N(n,m)).
Preuve: Il s’agit la` d’une conse´quence des formules 3 et du The´ore`me 4,
apre`s substitution de λ par λ(x′, µ) dans (3.1), (3.2) et (3.3). En eﬀet,
on a
(6.2) λB(x′, µ) = λb11 (x
′, µ) . . . λbnn (x
′, µ)
=
∑
{S∈Nn−1,V ∈NN(n,m);s+v=Ψ0·B}
C(B,S, V )x′SµV
ou` s et v de´signent respectivement la longueur de S et la longueur de V .
Il est crucial de remarquer que l’on a
(6.3) |C(B,S, V )| ≤ N(n,m)b
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et
(6.4) B1 = B2 implique
{(S, V );C(B1, S, V ) = 0} ∩ {(S, V );C(B2, S, V ) = 0} = ∅.
On remplace dans (3.2) λ par λ(x′, µ); apre`s de´veloppement, on obtient
(6.5) Qm(A)(x, λ(x′, µ))
=
∑
K∈Nn−1
∑
β∈N
∑
B∈Nm
aΨ1.(β,B)+m,K(−1)b
b!
B!
xβ1
∑
S∈Nn−1,V ∈NN(n,m)
s+v=Ψ0·B
C(B,S, V )x′K+SµV .
La proprie´te´ (H3) applique´e m fois permet de conclure.
Un calcul analogue donne le re´sultat correspondant pour
Rmt (A)(x′, λ(x′, µ)).
7. De´ﬁnition. Soit A un e´le´ment de F(n) et m un entier. On dit
que A est m-re´gulier par rapport a` la variable x1 si
(7.1) aJ = 0, pour j < m
et
(7.2) a(m, 0,... ,0
n−1 fois
) = 0.
Soit A un e´le´ment de F(n) non identiquement nul. Il existe m tel que,
e´ventuellement apre`s changement de variables line´aire, A puisse eˆtre con-
side´re´ comme m-re´gulier par rapport a` la variable x1.
8. Lemme de pre´paration. Soit A un e´le´ment de F(n) et m un
entier. On suppose que A est m-re´gulier par rapport a` la variable x1;
alors on a, au sens des se´ries formelles,
(8.1) A(x) = Qm(A)(x, λ(x′, µ(A)(x′)))Phm(x1, x′, µ(A)(x′))
ou` µ(A)(x′) = {µJ(A)((x′), j ≤ m − 1} est une famille de se´ries
formelles de F(n− 1) de´pendant de A et Qm(A)(0, 0) = 0.
De plus, si A appartient a` BM(n), pour tout J , µJ(A)(x′) appartient
a` BM(n− 1) et Qm(A)(x, λ(x′, µ(A)(x′))) appartient a` BM(n).
Preuve: On e´crit la division de A par Pm(x1, λ) et on remplace λ par
λ(x′, µ). On obtient
(8.2) A(x) = Qm(A)(x, λ(x′, µ))Phm(x1, x′, µ)
+
m−1∑
t=0
Rmt (A)(x′, λ(x′, µ))xt1
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avec bien suˆr Qm(A)(0, 0) = 0 et, pour tout t, 0 ≤ t ≤ m − 1,
Rmt (A)(0, 0) = 0. Puisque A est m-re´gulier par rapport a` x1 et que
Phm est la somme de x
m
1 et du polynoˆme ge´ne´rique homoge`ne de degre´
m − 1 en x, une simple conside´ration de degre´ permet de s’assurer
que le polynoˆme
∑m−1
t=0 Rmt (A)(x′, λ(x′, µ))xt1 s’annule en x a` un ordre
supe´rieur ou e´gal a` m− 1.
On peut donc e´crire
(8.3)
m−1∑
t=0
Rmt (A)(x′, λ(x′, µ))xt1 =
m−1∑
t=0
xt1
∑
I∈Nn−1;i=m−1−t
x′IRI(x′µ).
On ve´riﬁe a` l’aide de conside´ration de degre´ en x dans (8.2) avec µ = 0
que RI(x′, 0) est nul pour x′ = 0, c’est a` dire RI(0, 0) = 0.
On remarque maintenant que le syste`me
(8.4) RI(x′, µ) = 0
est un syste`me de N(n,m) e´quations formelles a` N(n,m) inconnues. On
va montrer qu’il a formellement une solution. En eﬀet, l’identiﬁcation
dans (8.2) et (8.3) des termes de la forme xKµL, avec longueur de K
e´gale a` m− 1 et longueur de L e´gale a` 1, montre que la matrice
(DµJRI(0, 0))I,J∈NN(n,m),i≤m−1,j≤m−1
est inversible. C’est, en eﬀet, la matrice identite´ multiplie´e par
Qm(A)(0, 0) = 0.
On ache`ve la preuve formelle du Lemme de Pre´paration en appliquant
le the´ore`me des fonctions implicites formel. On note µ(A)(x′) la solution
de (8.4).
On obtient les estimations annonce´es en utilisant (2.3).
9. The´ore`me de division dans BM(n). Soit A un e´le´ment de
F(n), m-re´gulier par rapport a` la variable x1. Pour tout B de F(n), on
a
(9.1) B(x) = Q(x)A(x) +
m−1∑
t=0
xt1Rt(x
′)
au sens des se´ries formelles.
De plus, si A appartient a` BM(n) et B a` BM(n), alors Q et Rt,
0 ≤ t ≤ m− 1, appartiennent respectivement a` BM(n) et a` BM(n− 1).
Preuve: Il s’agit la` d’une conse´quence imme´diate du Lemme de Pre´-
paration 8 et de la Proposition 6 et, bien suˆr, l’e´criture est unique. En
eﬀet, on remplace dans (6.1) applique´ a` B, µ par µ(A)(x′) obtenue a`
l’aide de (8.1). On utilise ensuite (2.1) et (2.2).
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10. The´ore`me. Soit {Mp}p≥0 ve´riﬁant les hypothe`ses (H1), (H2) et
(H3). Alors, BM(n) est un anneau noethe´rien.
Preuve: Elle se de´duit du The´ore`me de division 9 en suivant un
sche´ma classique. On pourra consulter par exemple [7, chapitre III,
The´ore`me 5.5] et [9, chapitre III, The´ore`me 3.8].
11. Remarque. Les proprie´te´s e´tablies ici sont classiques pour F(n)
et O(n).
Deuxie`me partie
On suppose que M = {Mp}p≥0 ve´riﬁe seulement (H1) et (H2).
12. Notations. On pose
(12.1) I = (BM(1))0
l’ide´al maximal de BM(1) constitue´ des e´le´ments A qui s’annulent a`
l’origine. C’est un ide´al ferme´ de BM(1).
13. Proposition. Soit {Mp}p≥0 une suite ve´riﬁant (H1) et (H2).
Alors, I est engendre´ par un nombre ﬁni d’e´le´ments comme ide´al de
BM(1) si et seulement si la proprie´te´ (H3) est ve´riﬁe´e par la suite
{Mp}p≥0
(H3) il existe A ≥ 1 tel que, pour tout p ≥ 0, Mp+1 ≤ Ap+1Mp.
Preuve: La condition (H3) est clairement suﬃsante. En eﬀet, la fonc-
tion e1 de´ﬁnie par e1(x) = x engendre l’ide´al I, par de´ﬁnition de I.
On se propose donc de de´montrer la re´ciproque.
Soient donc G1, . . . ,Gk, k e´le´ments de I tels que, pour tout B de I,
on ait
(13.1) B =
k∑
i=1
AiGi avec Ai dans BM(1), 1 ≤ i ≤ k.
L’hypothe`se se traduit par
(13.2) l’application de (BM(1))k dans I de´ﬁnie par
(A1, . . . ,Ak) →
k∑
i=1
AiGi est surjective.
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Du the´ore`me de l’application ouverte entre espaces de Fre´chet, on
de´duit donc que, pour tout C1 > 0, il existe donc C2 > 0 et C3 > 0 telles
que, pour tout B de I, l’on ait
(13.3)
B =
k∑
i=1
AiGi avec Ai dans BM(1), 1 ≤ i ≤ k et
‖Ai‖M,C2 ≤ C3‖B‖M,C1 .
Bien e´videmment, l’e´criture de B n’est pas unique. On choisit dans la
suite
(13.4) C1 = 1.
Soit p un entier, p ≥ 1. On note
Ep =

B ∈ F(1);B =
p(k+1)+k∑
r=p(k+1)
brx
r


et on conside`re sur cet espace vectoriel la norme euclidienne de´ﬁnie par
(13.5) ‖B‖p ==

p(k+1)+k∑
r=p(k+1)
∣∣∣∣ brMr
∣∣∣∣
2


1/2
.
Soit Gp le sous-espace vectoriel de Ep engendre´ par les fonctions
TGi =
p(k+1)+k∑
r=p(k+1)
gi,rx
r, 1 ≤ i ≤ k.
Les TGi sont des ”tronque´s” des Gi =
∑∞
r=1 gi,rx
r intervenant dans
(13.1). Clairement, Gp est un sous-espace vectoriel de dimension au plus
k d’un espace vectoriel de dimension k + 1. Il existe donc Bp, vecteur
unitaire dans Ep orthogonal a` Gp, c’est a` dire, ve´riﬁant
(13.6) ‖Bp‖p = 1 et infG∈Gp ‖Bp − G‖p = 1.
De la`, on de´duit
(13.7) ‖Bp‖M,1 = sup
r∈N
∣∣∣∣ brMr
∣∣∣∣ ≤ ‖Bp‖p = 1
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et
(13.8) inf
(α1,... ,αk)∈Ck
sup
p(k+1)≤r≤p(k+1)+k
∣∣∣∣∣bp,r −
∑k
i=1 αigi,r
Mr
∣∣∣∣∣
≥ 1√
k + 1
inf
G∈Gp
‖Bp − G‖p ≥ 1√
k + 1
.
Par hypothe`se, on a p ≥ 1 et donc Bp appartient a` I. On a donc,
d’apre`s (13.3) et (13.6),
(13.9)
Bp =
k∑
i=1
Ai,pGi, Ai,p ∈ BM(1), 1 ≤ i ≤ k
‖Ai,p‖M,C2 ≤ C3‖Bp‖M,1 ≤ C3.
Pour p(k + 1) ≤ r ≤ p(k + 1) + k, si on note
Ai,p =
∑
s
ai,p,sx
s et Bp =
∑
r
bp,rx
r,
on a
(13.10)
bp,r =
k∑
i=1
∑
(s,t);s+t=r
ai,p,sgi,t
=
k∑
i=1
ai,p,0gi,r +
k∑
i=1
∑
(s,t);s>0,s+t=r
ai,p,sgi,t
= Σ1 + Σ2.
On notera que, dans Σ2, t est strictement positif car Gi appartient a` I,
1 ≤ i ≤ k. On a donc, d’apre`s (13.9), puisque Gj appartient a` BM(1),
|Σ2| ≤
∑
(s,t);s>0,t>0,s+t=r
C3C4C
s+t
2 MsMt.
On remarque maintenant que, si on note MpMp−1 = mp, p ≥ 1, on a,
puisque la suite (mp)p≥0 est croissante d’apre`s (H1),
MsMt ≤ m1(m1m2 . . .ms+t−1) ≤M1Mr−1.
On de´duit de la`
(13.11) |Σ2| ≤ (r + 1)C3C4Cr2M1Mr−1 ≤ Cr+15 Mr−1
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avec C5 une constante positive suﬃsamment grande.
D’autre part, d’apre`s (13.8), il existe rp ve´riﬁant p(k + 1) ≤ rp ≤
p(k + 1) + k tel que l’on ait
(13.12)
∣∣∣∣∣bp,rp −
k∑
i=1
ai,p,0gi,rp
∣∣∣∣∣ ≥ Mrp√k + 1 .
On a donc, d’apre`s (13.10), (13.11) et (13.12),
(13.13)
Mrp√
k + 1
≤ Cr+15 Mrp−1 ou encore Mrp ≤ Cr+16 Mrp−1
pour C6 constante positive convenable.
Soit r un entier r ≥ 2(k + 1), il existe alors p ≥ 1 tel que l’on ait
rp ≤ r < rp+2. On a alors, clairement, rp+2 − rp ≤ 3(k + 1) et donc en
utilisant a` nouveau que la suite (mp)p≥1 est croissante
mr ≤ mrp+2 ≤ Crp+2+16 ≤ Cr+3(k+1)+16 .
Ceci e´tablit donc qu’il existe une constante C7 ≥ 0 convenable telle que
l’on ait
mr ≤ Cr7 .
Ceci e´tablit (H3), d’apre`s la de´ﬁnition de mp.
Tout ce qui pre´ce`de conduit donc au the´ore`me suivant:
14. The´ore`me. Soit {Mp}p≥0 une suite ve´riﬁant
(H1) M0 = 1 et {Mp}p≥0 est logarithmiquement convexe,
(H2) M
1/p
p tend vers l’inﬁni avec p.
Alors, pour tout entier n, BM(n) est noethe´rien si et seulement si la
suite {Mp}p≥0 ve´riﬁe
(H3) il existe A ≥ 1 tel que, pour tout p ≥ 0, Mp+1 ≤ Ap+1Mp.
Application
15. De´ﬁnitions. On s’inte´resse maintenant a` des suites M =
{Mp}p≥0 telles que les proprie´te´s (H4) et (H5) suivantes soient satis-
faites: il existe une constante A, A ≥ 1, telle que l’on ait
(H4)
∑
p≥k
Mp−1
pMp
≤ AMk−1
Mk
k ≥ 1,
(H5) Mp ≤ ApMjMp−j 0 ≤ j ≤ p et Mpp+1 ≤ ApMp+1p , p ≥ 0.
Se´ries formelles a` croissance controle´e 559
On ve´riﬁe que (H4) implique (H2). Clairement (H5) entraine (H3).
Soit Ω un ouvert de Rn. Soit C > 0, on note (p!Mp;C)Ω la classe des
fonctions f inde´ﬁniment de´rivables dans Ω ve´riﬁant
(15.1) sup
x∈Ω,|P |=p
|DP f(x)|
Cpp!Mp
= ‖f‖(p!Mp;C)Ω <∞.
Clairement, (p!Mp;C)Ω est un espace de Banach et l’espace de Beurling
usuel BMΩ est de´ﬁni comme
(15.2) BMΩ =
⋂
C
(p!Mp;C)Ω.
On suppose que Ω est un ouvert borne´ de Rn a` frontie`re Lip 1. On note
K son adhe´rence. Alors, toute fonction de (p!Mp;C)Ω s’e´tend naturelle-
ment de manie`re C∞ a` K et l’ine´galite´ (15.1) est encore valable sur
K. L’espace correspondant est note´ (p!Mp;C)K et on deﬁnit de meˆme
BMK .
Pour chaque x de K, on note I∞x (BMK) l’ide´al de BMK forme´ des
fonctions plates en x.
16. The´ore`me spectral de Whitney dans BMK . Soit {Mp}p≥0
une suite ve´riﬁant les conditions (H1), (H4) et (H5). Soit Ω un ouvert
a` frontie`re Lip 1 dans Rn et K son adhe´rence. Soit I un ide´al de BMK
et I¯ son adhe´rence dans BMK . Alors on a
(16.1) I¯ =
⋂
x∈K
I + I∞x (BMK).
Preuve: On montre tout d’abord que tout ide´al de BM(n) est ferme´.
Ceci est une conse´quence de son caracte`re noethe´rien. A ce propos, on
pourra adapter les preuves ﬁgurant dans [9, The´ore`me III.3.12 et Corol-
laire 3.12] ou bien dans [10, Lemme I.8.1 et Corollaire V.1.6]. On de´duit
de la` que I+ I∞x (BMK) est ferme´, pour tout x de K. On e´tablit ensuite
que I est dense dans
⋂
x∈K I+I
∞
x (BMK); ce re´sultat est de´veloppe´ dans
[1] lorsque la dimension n est e´gale a` 1. On pourra e´galement consulter
[5] pour un autre the´ore`me spectral.
17. Remarque. Les re´sultats e´tablis dans ce travail pour les classes
de Beurling BM(n) et BMK sont vrais e´galement pour les classes de
Carleman CM(n) =
⋃
C>0 M(n,C, 1 ) et CMΩ =
⋃
C>0(p!Mp;C)Ω. On
rappelle que ces espaces ne sont pas des espaces de Fre´chet.
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La de´monstration du The´ore`me 14 pour CM(n) se pre´sente de manie`re
analogue a` celle de BM(n).
Par contre, pour e´tablir le The´ore`me 16 pour CMK , il importe
d’utiliser le fait que, sous les hypothe`ses (H1), (H4), (H5), le the´ore`me
d’extension de Whitney est vrai pour ces classes. Plus pre´cise´ment, si
on note
CcMRn = {f ∈ CMRn a` support compact}
et R l’application restriction de CMRn dans CMK , cette application est
surjective [2], [3].
De la`, on ve´riﬁe aise´ment que de´montrer le The´ore`me 16 revient a`
de´montrer que le the´ore`me de synthe`se spectral de Whitney est vrai
dans CMRn , c’est a` dire que l’on a (16.1) pour tout ide´al ferme´ I de
CMRn .
Pour cela, on montre que, pour tout suite N = {Np}p≥0 ve´riﬁant (H1),
(H4), (H5), et de plus, lim
p→∞
(
Np
Mp
)1/p
= ∞, toute f de J = ⋂x∈Rn I +
I∞x (CcMRn) et tout η > 0, il existe une fonction gη appartenant a` I telle
que l’on ait
(17.1) ‖f − gη‖(p!Np;1)Rn < η.
Ce re´sultat s’obtient en remarquant que l’on a CcMRn ⊂ BNRn et en
modiﬁant la construction de´taille´e dans [1]. On re´gularise les partitions
de l’unite´ qui interviennent dans [1] pour qu’elles appartiennent a` CcMRn
et conservent leur bon controˆle dans (p!Np; 1)Rn .
On raisonne maintenant par l’absurde. Soit donc f appartenant a` J
et n’appartenant pas a` I. A l’aide du the´ore`me de Hahn-Banach, on
trouve une forme line´aire % appartenant au dual de CcMRn ve´riﬁant
%(f) = 1 et Re %(g) ≤ 0 pour tout g ∈ I.
Soit Ω un ouvert borne´ contenant le support de f . On remarque que
les fonctions gη qui approchent f dans (17.1) peuvent eˆtre construites a`
support dans Ω. On utilise alors la caracte´risation du dual de CcMRn
donne´e dans [8, Proposition 8.6] pour construire une suite N ve´riﬁant les
proprie´te´s ci-dessus et telle que % se prolonge continuˆment a` (p!Np; 1)Ω.
Le calcul de %(gη) apporte alors la contradiction.
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