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Abstract




ofCPU ormemory compared with generaldesktop computer.
Therefore embedded operating system is proposed for these
embeddedsystems.
Butexistingembeddedoperatingsystemshavemanylimitations,
forexample,size ofoperating system and price competition.
EmbeddedLinuxwassuggestedforovercometheselimitations.














제 1장 서 론
현대 사회는 컴퓨터의 고성능화와 더불어 많은 휴대용 정보통신장
치가 사용되고있다.그 중에서도 젊은층 사이에서 급속도로 확산되고
있는 PDA와 같이 정보를 남들보다 빨리 습득하기 위한 정보화 기기
들이 많은 인기를 누리고 있으나 이 시스템들은 우리가 사용하고 있
는 데스크탑 컴퓨터에 비해 중앙처리장치의 처리속도,메모리 등이 충
분히 확보되어 있지 못하다.때문에 개발자들은 이러한 시스템에 적용
할 수 있는 플랫폼을 개발하여야 한다.임베디드 운영체제는 바로 이
런 시스템을 위해 개발된 운영체제이다[1].
하지만 기존의 임베디드 운영체제는 운영체제의 크기,가격 경쟁력
등의 한계를 나타내고 있다.이러한 한계들을 극복하고자 제안된 운영
체제가 리눅스이다.리눅스는 소스의 공개로 인해 많은 사람들이 개발
을 자유롭게 할 수 있으며,중앙처리장치에 제한되지 않는 플랫폼을
제공하여 각광 받고 있다.
임베디드 시스템과 PC의 데이터 통신을 위해서 기존에 여러 가지
방식이 사용되어 왔다.그 예로 직렬,병렬,IEEE1394(Instituteof
ElectricalandElectronicsEngineers1394)방식들이 있다.하지만 기
존의 직렬,병렬과 같은 데이터 통신방식은 속도와 데이터의 신뢰성에
서 많은 한계점을 드러내고 있으며,멀티미디어 통신을 위한 IEEE
1394프로토콜은 시스템 구성이 너무 복잡하여 그 구현이 어렵다는
단점을 보여주고 있다.
이러한 점을 극복하기 위하여 본 논문에서는 USB방식을 제안한
다.USB방식은 IEEE1394의 특성인 고속통신이 가능하며 데이터 라
인의 시리얼 구성으로 그 구성이 간단하며 구현이 쉽다.또한 USB방
식은 핫 플러깅(Hotplugging)기능을 제공하기 때문에 시스템이 동
작중인 상태에서도 설치와 제거가 가능한 이점을 지닌다[2].
본 논문에서는 임베디드 시스템과 PC혹은 다른 임베디드 시스템과
의 통신을 위한 USB통신 프로토콜을 구현하였으며,임베디드 시스
템의 임베디드 운영체제는 안정성과 신뢰성이 높은 임베디드 리눅스
를 이용하였다.또한 임베디드 리눅스의 커널을 직접 분석하고 보드를
구성하여 운영체제를 임베디드 시스템에 포팅했다.
본 논문의 구성은 2장에서 USB프로토콜의 등장배경과,스펙을 살
펴보고,3장에서 임베디드 시스템에 적재하고자하는 커널인 임베디드
리눅스의 특징을 살펴본 후,임베디드 리눅스의 구성 요소와 그 기능
들을 소개하였다.4장에서는 실제 시스템을 설계해 보았으며 설계한
타겟보드에 임베디드 리눅스를 포팅하며,USB드라이버 제작을 위한
준비와 그 제작과정을 살펴본다.후에 실제로 시스템을 구성하여 시험
하였으며,5장은 결론과 향후 연구계획에 대해 기술한다.
제 2장 USB(UniversalSerialBus)
2.1등장 배경
PC환경의 멀티미디어화로 PC와 주변기기간에 송․수신 데이터 량
이 증가하게 되고,동영상이나 음성 파일을 처리하는데 있어서 기존의
직렬/병렬 포트로는 효율적이지 못하게 되었다.
또한 PC주변장치 확장을 보다 쉽게 할 수 있고,높은 전송률을 지
원하는 저가격의 해결책을 제시할 수 있으며,음성과 압축된 비디오에
대한 실시간 데이터에 대한 완벽한 지원,혼합된 모드의 동기 데이터
전송과 비동기 메시지에 대한 규약상의 유연성과 유용한 장치기술에
서의 통합성 그리고 다양한 PC구성과 형태요소의 이해,제품으로의
빠른 확산을 가능케 하는 표준환경을 제공하고 PC성능을 증가시키
는 새로운 장치의 개발이 필요하였다.
이러한 목표로 인하여 결국 USB는 마스터/슬레이브 개념과 호스트
와 각 주변장치간의 직접적인 연결이나 허브를 통한 연결 하에서 작
용하게 되었으며,이는 기본적으로 직렬버스 형태로 구성된다.
첫 목표였던 PC주변장치 확장의 쉬운 사용은,USB의 중요한 특색
중의 하나로 진정한 플러그 앤 플레이 개념을 사용하는 호스트 PC에
주변장치를 쉽게 연결하거나 구성할 수 있게 된 것이다.
이로 인하여 모든 연결되는 주변장치들은 호스트상의 직접적인
USB포트나 USB허브장치를 통해서 외부적으로 연결될 수 있으며,
이러한 주변장치들을 사용할 수 있도록 저속 1.5Mbps,고속 12Mbps
까지 가능하게 되었다.
이러한 USB규격과 관련하여,1994년 7개의 USB코어 회사들이
뭉쳐,1995년 WinHEC(WindowsHardwareEngineeringConference)
와 USB-IF(USBImplementersForum)를 결성하였다.
그 첫 성과로 1996년 1월15일 USB1.0규약이 발표되었으며,USB
첫 제품들이 컴덱스에 소개되기에 이르렀다.그러던 것이 1.0규약의
문제점들을 해결하고 실제 사용할 수 있는 주변 장치들을 위해 1998
년 9월 23일 USB1.1규약이 다시 발표되었다.
이러한 USB1.1규약의 발표로 인하여 비로소 USB포트를 지원하
는 칩셋들이 인텔이나 VIA,SiS,ALi등과 같은 회사에서 출시되었
고,마더보드에 기본적으로 장착되기 시작했다.하지만,이러한 하드
웨어상의 진전을 마이크로소프트사의 윈도우가 지원하지 못하여 여러
가지 문제점을 낳았고,윈도우95의 OSR2.1에서 비로소 제대로 지원
이 되기 시작했다.그러나 좀 더 현실적으로 보면 윈도우98에서부터
지원되었으며,윈도우98도 SE버전에서 USB주변장치들의 드라이버
를 포함하는 주요한 버전 업이 이루어져,현재에 이르고 있다[2].
2.2시스템 구조
USB를 구성하는 요소 중에서 빠질 수 없는 것은 USB호스트,허
브,디바이스와 케이블이다.호스트를 기준으로 하여 허브를 통해 분
기되어 케이블의 최대 연결 길이는 30m에 달한다.또한 USB를 구분
하기 위한 어드레스 비트 길이는 7비트이며 이로서 전체 시스템을 거
대하게 구성한다고 가정할 때 전체의 접속 디바이스는 허브를 포함해
서 최대 127개가된다.
2.2.1USB드라이버
USB케이블을 통해서 데이터 신호들을 전송하기 위해서는 차동 출
력드라이버를 사용한다.이러한 드라이버의 출력 스윙의 값은 1.5 Ω
의 부하를 가질 때에는 최대 (Low 상태에서의 출력전압)이 최대
0.3V의 값을 가지고,15 Ω의 부하를 가지는 경우에는 (High상
태에서의 출력전압)의 값이 최소 2.8V 최대 3.6V를 가지게 된다.
드라이버에서의 슬루율 제어를 잘 수행하여야 신호에서의 노이즈와
크로스 토크를 최소화 할 수 있다.드라이버의 출력은 양방향 반이중
동작을 달성하기 위해서 3상 동작을 지원 할 수 있어야 한다.USB에






<그림 2-1> USB최대 입력 파형
<Fig.2-1> Maximum inputwaveform forUSB
2.2.2호스트
USB시스템에서는 어떠한 경우이던지 오직 한 개의 호스트를 가진
다.IEEE1394의 피어 간의 통신과는 달리 USB는 호스트가 중심이
되는 통신 방식이다.호스트 컴퓨터 시스템에 대한 인터페이스는 하드
웨어,소프트웨어,펌웨어로 구성되어진 호스트 컨트롤러가 담당한다.
호스트 시스템에 내재되어 있는 루트 허브는 한 개 또는 그 이상의 접
속 포인트를 제공한다.
2.2.3디바이스
디바이스란 허브와 펑션 모두를 의미하는데 허브는 USB에 결합될
수 있는 부가적인 포인트를 제공하며,펑션은 ISDN 연결,디지털 조
이스틱 또는 스피커와 같은 시스템에 제공할 수 있는 여러 가지를 제
공하는 것을 의미한다.이와 더불어 여기서 USB디바이스들은 표준
USB인터페이스를 제공해야 한다.
2.2.4케이블의 물리적 사양
4개의 신호선(전원용으로 2개,데이터용으로 2개)으로 구성되어 있
으며,데이터는 기본적으로 차등신호로서 취급되어 1세트의 트위스트
페어 선을 사용한다.잡음을 차단하기 위해 케이블 전체는 접지로부터
쉴드 되어있으며,최대 5m로 제한되어 있고,최대 5단 허브까지 허용
된다.따라서 PC와 디바이스의 최대거리는 30m가 된다.
다음 <그림 2-2>에서 D+,D-의 신호 선은 트위스트페어 선으로 구
현되며,외부 노이즈에 대해서 둔감하도록 하기 위해 쉴드 되어있지만
낮은 속도로 사용하기 위한 신호선의 경우는 트위스트페어 선이나 쉴
드할 필요는 없고,대신 3m로 길이가 제한된다.<그림 2-2>에서는







<그림 2-2> 케이블의 구조
<Fig.2-2> StructureofUSBcable
2.2.5전기적 특성
속도는 1.1버전에서는 최대 속도를 가지는 신호의 전송률이
12Mbps를 가지며,D+에서는 풀업 되도록 구성되어 있고,낮은 속도
를 가지는 속도의 전송률은 1.5Mbps를 가지고 D-에서는 풀업 되도록
구성되어있다.그러나 버전2.0에서는 고속(Hi-speed)을 지원하며 속도
는 480Mbps까지 지원된다.낮은 속도는 주로 휴먼 인터페이스 디바
이스(HID)에 주로 사용된다.
USB전원은 2가지 관점에서 논할 수 있는데,첫 번째는 전원의 분
배이다.버스에서 전원이 공급되는 디바이스 경우 호스트에 의하여
5V의 전원이 공급되며,키보드와 마우스 등의 예를 들 수 있다.스스
로 전원을 공급할 수 있는 디바이스의 경우 자체 전원을 가지고 있으
며,프린터와 스캐너 등이 예이다.두 번째로는 전원의 관리로써,서스
펜드,리쥼 등의 이벤트에 따른 시스템 소프트웨어에 의해 전원이 관
리된다[3].
2.3USB의 데이터 전송 프로토콜
USB의 데이터는 프레임이라는 개념으로 시분할 되고,프레임단위
로 반복하면서 실행된다.프레임은 1ms시간 단위로 반복되며,SOF
(StartofFrame)패킷에 의해 개시된다.SOF전송 후 호스트는 스케
쥴링 되어 있던 데이터 전송요구 토큰을 순차 송출함으로서 복수의
펑션과 데이터 전송을 하게된다.펑션에서 호스트로 데이터 전송시도
원 데이터를 프레임 단위로 분할해서 전송해야 하므로 프레임 단위로
데이터 열을 저장해 두는 FIFO가 필요하다.
2.3.1USB의 전송형태
(1)등시성(Isochronous)전송
프레임 분할에 의한 USB전송의 특징을 가장 잘 이용한 전송방식
이며,일정주기에 일정량의 데이터를 전송하고자 할 때와 같은 실시간
어플리케이션에 주로 사용된다.1ms마다 프레임에서 전송 바이트를
설정할 수 있으므로 다른 전송모드와 비교하여 데이터 전송이 우선적
으로 실행될 수 있다.
대표적인 특징으로는 첫 번째는 데이터 전송 폭을 보증한다.등시성
전송을 원하는 펑션은 설정정보를 호스트에 전송할 때 원하는 전송
폭에 대한 정보를 포함한다.호스트는 1ms의 프레임 시간 중 등시성
전송을 우선적으로 할당한다.두 번째는 데이터 전송시간을 보증한다.
호스트는 등시성 전송에 필요한 시간을 미리 우선적으로 스케쥴링 하
게된다.세 번째로 데이터 오류 보증을 하지 않는데,CRC(Cyclic
RedundancyChecking)체크시 오류가 된 경우에도 재전송 요구를 할
수 없다.전화기에서의 음성 전송과 같이 실시간에서는 수 바이트의
오류 때문에 데이터 재전송을 요구하기보다 오류를 남긴 채 다음의
데이터 패킷을 받아들인다.따라서 SOF의 프레임 번호,CRC를 통해
서 오류를 검출한다.USB에서는 데이터 전송 에러 율을 10% 이하로
억제하도록 되어 있다.
(2)인터럽트(Interrupt)전송
펑션에서 호스트에 주기적으로 소량의 데이터를 입력하는 어플리케
이션에 사용하며,호스트에서 데이터 전송을 요구하는 경우에 해당하
는 키보드,마우스,조이스틱과 같은 곳에 사용한다.
(3)제어(Control)전송
디바이스가 설정 정보 등을 호스트에 전송할 때 사용한다.호스트와
디바이스 제어 엔드포인트를 사용해서 전송되며,전송 데이터 패킷 포
맷이 USB규격으로 정해져 있다.
(4)벌크(Bulk)전송
대량의 데이터를 신뢰성을 가지고 고속으로 전송할 경우에 사용하
며,실시간 어플리케이션의 경우보다는 전송 데이터의 질을 보증해야
하는 어플리케이션에 사용하며 등시성,인터럽트 전송 후 사용하지 않는
시간에 데이터를 전송하는 방식에 사용한다.데이터 패킷 오류발생 시에
는 재전송을 요구하며,전송속도,전송 지연시간은 보증되지 않는다.
2.3.2USB패킷의 종류
USB에서의 데이터의 전송은 3단계를 통해서 이루어지며,프레임,
트랜잭션,패킷이 그에 해당된다.패킷은 전송의 최소단계이고 이러한
패킷이 모여서 트랜잭션이 되어 트랜잭션은 호스트와 타겟 디바이스
간의 전송대상이 된다.패킷과 트랜잭션이 모여서 한 프레임이 되는데
이러한 프레임은 1ms마다 발생하고 SOF패킷,전송될 트랜잭션을 포
함하게 된다.패킷은 0x80의 값을 가지는 동기 패턴이 제일 먼저 시작
되게 되고,지금 현재의 패킷이 어떤 것인지를 나타내는 PID(Packet
ID)가 그 뒤를 따르게 된다.
SOF패킷은 프레임의 시작을 나타내며,1ms마다 호스트에 의하여
전송된다.PID는 패킷 타입을 지정하는 ID이다.프레임 번호는 그 명
칭이 나타내는 그대로 11비트의 크기를 가지는 프레임의 번호를 나타
내기 위한 필드이다.CRC5에서는 을 이용하여 에러의 발
생 유무를 판단하게 된다.다음 <그림 2-3>에서 SOF패킷의 형태를
보여준다.
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<그림 2-3> SOF패킷의 형태
<Fig.2-3> SOFpacketformat
토큰 패킷은 호스트에 의해서만 전송되는 것이며 내부요소는 다음
<그림 2-4>에서 보이는 것과 같이 구성되어 있다.ADDR은 펑션의
주소를 나타내며 최대 개수는 256개이다.ENDP는 엔드포인트의 ID
를 나타내며,펑션당 엔드포인트는 16개가된다.
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<그림 2-4> 토큰 패킷의 형태
<Fig.2-4> Tokenpacketformat
데이터 패킷은 데이터와 더불어 다른 패킷에서는 CRC5를 사용했지
만 여기서 16bit의 CRC를 사용한다.데이터는 반드시 바이트 단위여
야 하며,전송하려는 데이터는 DATA0,1의 두 종류가 존재하고 데이
터가 여러 개의 패킷으로 분할되어 전송되는 경우에 이 두 가지가 교
대로 전송되게 된다.다음 <그림 2-5>에서 데이터 패킷의 형태를 보
여주고 있다.
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<그림 2-5> 데이터 패킷의 형태
<Fig.2-5> Datapacketformat
핸드쉐이크 패킷은 PID로만 구성되며,데이터 트랜잭션 결과를 보
고하기 위하여 이용된다.PID로서는 ACK,NAK,STALL의 3가지의
종류가 존재한다.ACK의 경우는 데이터의 수신이 정상 종료된 경우
에 발생되며,IN트랜잭션인 경우에는 호스트가 발생하며,OUT트랜
잭션인 경우는 타겟 디바이스가 발생한다.NAK는 데이터의 전송준비
가 아직 되지 않았을 경우 많이 발생하게 된다.호스트가 NAK를 수
신하게 되면,같은 트랜잭션을 다시 전송하게 된다.STALL의 경우에
는 타겟 디바이스만 발생하게 되며,트랜잭션이 비정상적으로 종료되
거나 엔드포인트가 사용불가능이라는 것을 나타내게 된다.
USB에서 전송하고자 하는 최소단위의 여러 가지 패킷에서는 어떠
한 패킷이 전송되는지를 알리기 위한 PID를 반드시 포함하게 되며,
이는 ACK,NAK,STALL3종류가 존재한다.
PID는 8비트로 구성되며 하위 4비트는 정상적인 PID를 나타내기
위한 것이며,상위 4비트는 하위 4비트를 반전시킨 것이다.다음 <표
2-1>에서는 PID의 종류에 따른 구성을 보여준다.
그룹명 PID명 값 정 의
Token
OUT 0001 엔드포인트로의 전송
IN 1001 호스트로의 전송
SOF 0101 프레임의 시작
SETUP 1101 셋업
Data
DATA0 0010 짝수 PID
DATA1 1011 홀수 PID
Handshake
ACK 0010 데이터 수신성공
NAK 1010 데이터 전송불가
STALL 1110 엔드포인트의 stal
특별한 경우 PRE 1100 Low Speed전송의 기능
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<그림 2-6> 프레임 구조
<Fig.2-6> Framestructure
데이터를 전송하는 경우에 있어서 프레임의 구조를 <그림 2-6>에
서 자세히 나타내었다.열의 시작은 SOF로 이루어지는 것을 볼 수 있
으며,1ms마다 한 개의 프레임이 전송될 수 있음을 나타낸다.각 프레
임의 내부를 볼 때 등시성,인터럽트,벌크 모드의 전송이 이루어지는
것을 나타내며,인터럽트 전송일 경우에 패킷 그 내부가 어떻게 구성
되는 지에 대해서 나타내었다[4].
제 3장 임베디드 리눅스
3.1리눅스와 임베디드 시스템
리눅스는 초기에 PC에서 사용되는 프로세서인 인텔 i386프로세서
계열만 지원했다.그 후에 다른 중앙처리장치에 포팅을 하면서 아키텍
처 의존적인 코드들이 정리되기 시작했다.이런 정리가 이루어진 후
리눅스 해커들은 자신이 사용하는 시스템의 프로세서에 하나 둘씩 이
식해 가는 숫자를 늘려 갔고 덕분에 리눅스 커널은 다른 아키텍처에
이식하기 쉬운 구조가 되었다.
그러나 초기에는 고기능의 프로세서에 커널 포팅을 수행했기 때문
에 주로 알파 프로세서 같은 고성능 프로세서에만 포팅이 가능했다.
게다가 아무리 이식성이 우수할지라도 8비트 원칩 프로세서와 같은
계열에 포팅 한다는 것은 불가능하다.16비트 프로세서인 인텔 286에
포팅 하는 프로젝트도 존재하기는 하지만 지금은 진행이 미비한 상태
이다.리눅스 커널이 필요로 하는 최소 사양은 32비트 처리 능력과 최
소한 메모리 4MB이상은 되어야 한다.하지만 32비트 원칩 프로세서
가 등장하면서 리눅스 커널이 동작할 수 있는 성능이 보장되기 시작
했다[5].
다음에서 임베디드 시스템 개발자들이 리눅스 커널의 사용을 선호
하는 이유에 대해서 간략히 기술한다.
첫째,리눅스는 소스가 공개되어 있다.소스가 공개되어 있다는 것
은 신뢰성과 연관될 수 있다.또한 문제가 생기면 그 문제에 대한 제
어권이 개발자 자신에게 있다는 것은 개발자가 문제를 해결할 가능성
을 내포하고 있음을 의미한다.
둘째,많은 디바이스 드라이버 소스가 포함되어 있다.임베디드 시
스템 개발하고자하는 프로그래머는 디바이스 제어 프로그램을 제작
해야한다.이런 디바이스 제어에 필요한 소스가 커널에 존재하고 있기
때문에 리눅스 프로그래머에게 개발의 용이성을 가져준다.
셋째,응용프로그램이 하드웨어 구조에 영향을 적게 받는다.운영체
제 없이 개발하는 펌웨어 경우에는 새로운 하드웨어를 도입하게되면
다시 작성해야 한다.하지만 리눅스 커널을 도입하게되면 응용프로그
램 소스는 거의 손대지 않아도 된다.즉,하드웨어 관련분야는 커널수
준에서 수정이 가능하다는 얘기이다.이는 개발 생산성이라는 측면에
서 상당한 이득을 가져다 준다.
넷째,실제 하드웨어가 없어도 응용프로그램을 구현할 수 있다.임
베디드 시스템 개발자 대부분이 하드웨어가 준비된 후 개발을 진행하
는 방식을 택한다.하드웨어 의존적인 코드가 많기 때문에 미리 하기
가 힘들고 시험자체도 검증이 되지 않기 때문이다.하지만 리눅스 커
널이 동작하는 환경이면 데스크탑 컴퓨터와 임베디드 시스템의 응용
프로그램 구현 방식이 같다.필요한 하드웨어 제어는 디바이스 드라이
버 접근에 대한 처리를 에뮬레이션 형태로 해주면 대부분의 로직이
검증되기 때문이다.
지금까지 임베디드 시스템에 리눅스를 적용하게 된 이유를 정리해
보았다.다음 장에서는 임베디드 시스템을 위한 리눅스 커널을 수정한
임베디드 리눅스에 대해서 서술한다.
3.2임베디드 리눅스의 개요
임베디드 리눅스는 ‘낮은 성능의 프로세서와 작은 크기의 메모리를
가진 임베디드 시스템용으로 개발된 리눅스’이다.따라서 임베디드
리눅스는 다음의 두 조건을 만족해야 한다.
첫째,임베디드 시스템은 작은 크기의 메모리 밖에 장착할 수 없다
는 제약으로 인하여 리눅스 자체의 크기와 기능이 최소화,경량화,그
리고 맞춤화 되어야한다.이 조건은 임베디드 리눅스가 가져야 하는
필수조건이다.둘째,낮은 성능의 프로세서를 사용하는 제약을 극복하
기 위하여 성능이 최적화되어야 한다.
임베디드 리눅스가 부각되고 있는 이유는 최근에 정보기기라고 통
칭되는 새로운 종류의 임베디드 시스템들이 붐을 일으키고 있기 때문
이다.인터넷으로 통칭되는 통신 혁명으로 인해서 이러한 결과물을 낳
은 것이다.IDC(InternetDataCenter)에 따르면,정보 가전은 2005년
에 가면 PC수요를 앞지를 것이라고 한다.
이러한 정보가전 장치들은 제한된 메모리를 부착하고 있으며,겨우
수백 달러에 팔리게 될 것이므로 개발자들은 윈도우즈와 같은 크고
값비싼 운영체제를 대체할 수 있는 대안을 찾게 되었다.그 최적의 대
안으로 임베디드 리눅스가 떠오르고 있다[1].
3.2.1리눅스 커널의 구조
리눅스 커널은 크게 태스크 관리자,메모리 관리자,파일시스템,네
트워크 관리자,그리고 디바이스 드라이버의 장치관리자 등 5가지 부
분으로 구성된다.커널은 자원 관리자이며,커널이 관리하는 자원에는
물리적인 자원과 추상적인 자원으로 나뉘어진다.
태스크 관리자는 태스크의 생성,실행,상태 전이,스케줄링,시그널
처리,프로세스간 통신 등의 서비스를 제공한다.메모리 관리자는 가
상 메모리,주소 변환,페이지 부재 결합 처리 등의 서비스를 제공한
다.파일시스템은 파일의 생성,접근 제어,inode관리,디렉토리 관리,
슈퍼 블록 관리,버퍼 캐쉬 관리 등의 서비스를 제공한다.네트워크
관리자는 소켓 인터페이스,TCP/IP같은 통신 프로토콜 등의 서비스
를 제공한다.장치 관리자는 디스크 드라이버,터미널,CDROM,네트
워크 카드 등과 같은 주변 장치를 구동하는 드라이버들로 구성된다.














<그림 3-1> 리눅스 커널의 내부구조
<Fig.3-1> InternalstructureofLinuxkernel
커널은 사용자 수준 응용과 하드웨어 사이에 존재하며,하드웨어를
관리하고 이에 대한 서비스를 사용자 수준 응용에게 제공한다.커널은
디바이스 인터페이스와 인터럽트 처리 매커니즘 등을 이용하여 하드
웨어와 통신한다.또한 커널은 시스템 호출 인터페이스를 이용하여 사
용자 수준 응용레벨과 통신한다[6],[7].
3.2.2커널의 소스 트리 구조
지금까지 커널의 구조와 상호 연동작용에 대해 간단히 살펴보았다.
지금부터는 커널의 실제 구성을 살펴보고자 한다.<그림 3-2>에서














<그림 3-2> Linux커널의 소스 트리 구조
<Fig.3-2> SourcetreestructureofLinuxkernel
/kernel디렉토리는 태스크 관리자가 구현된 디렉토리이다.태스크
의 생성과 소멸,프로그램의 실행,스케줄링,시그널 처리 등의 기능이
이 디렉토리에 구현되어 있다.
/arch디렉토리는 리눅스 커널 기능 중 하드웨어 종속적인 부분들
이 구현된 디렉토리이다.중앙처리장치의 형태 즉,인텔 처리기,64
bits알파 AXP처리기,32bitsARM(AdvancedRISCMachine)처리
기,모토롤라 68xxx처리기,SunSparc처리기,PowerPC처리기 등
에 따라 하위 디렉토리가 다시 구분된다.
/fs디렉토리는 리눅스에서 지원하는 다양한 파일 시스템들과 파일
조작에 관련된 시스템 호출이 구현된 디렉토리이다.각 파일 시스템은
하위 디렉토리에 구현되어 있는데,대표적인 파일 시스템으로는 ext2,
nfs,msdos,ntfs,proc,coda등이 있다.그리고,다양한 파일시스템을
사용자가 일관된 인터페이스로 접근할 수 있도록 하기 위하여 리눅스
는 시스템 호출과 각 파일시스템 사이에 추상화된 개념,즉 가상파일
시스템(VFS:VirtualFileSystem)이 구현되어 있다.
/mm 디렉토리는 메모리 관리자가 구현된 디렉토리이다.가상 메모
리,태스크마다 할당되는 메모리 객체 관리,커널 메모리 할당자 등의
기능이 구현되어 있다.
/driver디렉토리에는 디스크,터미널,네트워크 카드 등 주변 장치
를 추상화시키고 관리하는 커널 구성요소인 디바이스 드라이버가 구
현된 디렉토리이다.리눅스에서 디바이스 드라이버는 크게 블록 디바
이스 드라이버,문자 디바이스 드라이버,네트워크 디바이스 드라이버
로 구분된다.
/net디렉토리에서는 리눅스에서 지원하는 통신 프로토콜이 구현되
어 있다.현재 리눅스에는 대표적인 통신 프로토콜인 TCP/IP뿐만 아
니라 유닉스 도메인 통신 프로토콜,X.25,IEEE802통신 프로토콜,
IPX(InternetworkPacketExchange),SUNRPC(RemoteProcedure
Cal),AppleTalk등이 하위 디렉토리에 구현되어 있다.한편 사용자
인터페이스를 제공하는 소켓은 net/디렉토리에 구현되어 있다.
/ipc디렉토리는 리눅스 커널이 지원하는 IPC기능이 구현된 디렉토
리이다.이 디렉토리에는 메시지 패싱,공유 메모리,세마포어가 구현
되어 있다.
/init디렉토리는 커널의 초기화 부분,즉,커널의 메인 시작 함수가
구현된 디렉토리이다.
/include디렉토리는 리눅스 커널이 사용하는 헤더 파일이 구현된
디렉토리이다.헤더 파일 중에서 하드웨어 독립적인 부분은 하위에
/linux디렉토리에 구현되어 있으며,하드웨어 종속적인 부분은 처리
기 이름으로 구성된 하드웨어 디렉토리에 구현되어 있다.
그 외에 리눅스 커널 및 명령어들에 대한 자세한 문서 파일들이 존
재하는 /doc디렉토리,커널 라이브러리 함수들이 구현된 /lib디렉토
리,컴파일된 모듈 함수들이 존재하는 /module디렉토리 그리고 커널




태스크는 생성되어 소멸되기까지 다양한 상태 전이 과정을 겪는다.














<그림 3-3> 태스크의 상태 전이
<Fig.3-3> Statetransitionoftask
사용자 프로세스는 프로그램 형태로 보조 기억장치에 저장된 후 시
스템 호출을 통해서 운영체제의 프로세스 형태로 생성된다.생성된 프
로세스는 TASK_RUNNING상태를 가지며 스케줄러에 의해서 스케
줄되어 동작상태가 되고 다시 타이머 인터럽트에 의해 준비상태가 되
며,이 과정을 프로세스가 종료될 때까지 반복한다.만약 동작 상태에
서 I/O 관련 작업을 기다리다가 이벤트 상태가 되면 이때는
TASK_ZOMBIE,TASK_STOPPED상태를 갖는다.
사용자 수준 실행 상태는 프로세스가 프로그래머가 작성한 프로그
램이나 라이브러리 함수를 수행하는 상태로,사용자 수준 권한으로 동
작한다.하지만,커널 수준 실행 상태는 프로세스가 커널 프로그램의
일부분을 실행하는 상태로 사용자 수준 권한보다 더욱 강력한 커널
수준 권한으로 동작한다.
프로세스의 실행 상태는 사용자 수준 실행 상태와 커널 수준 상태





시스템 콜시스템 콜 응답
<그림 3-4> 실행 상태 구분
<Fig.3-4> Divisionofrunningstate
사용자 수준 실행 상태에서 커널 수준 상태로 전이할 수 있는 방법
은 시스템 호출과 인터럽트의 발생이 있다.먼저 프로세스가 시스템
호출을 요청하면 리눅스 커널에 트랩이 걸리게 되고 그 결과 태스크
의 상태가 커널 수준 실행 상태로 전이되며 커널이 시스템 호출 루틴
으로 상태가 넘어간다.
인터럽트에 의한 방법은 리눅스 커널에 인터럽트가 걸리게 되면,이
때 실행 중이던 프로세스가 사용자 수준에서 동작하게 된다.또한 프
로세스는 커널 수준 실행 상태로 전이되고,커널의 인터럽트 처리 루
틴으로 넘어가게 된다.
그리고 커널이 시스템 호출의 서비스를 완료하거나 인터럽트 처리
를 완료하면 커널 수준 실행 상태에서 사용자 수준 실행 상태로 전이
한다[7].
(2)스케줄링
프로세스는 항상 시스템 호출을 하므로 종종 기다리게 된다.그럼에
도 불구하고 어떤 프로세스는 기다리게 될 때까지 너무 많은 중앙처
리장치의 시간을 사용하게 되므로,이러한 경우 리눅스는 선점형 스케
줄링 기법을 사용한다.
리눅스에서는 한 프로세스가 정해진 타임 슬라이스를 초과해서 사
용하면,그 프로세스를 중단시켜 다른 프로세스를 실행하는 선점형 스
케줄링을 한다.하지만,리눅스의 커널 모드에서는 비 선점형으로 동
작한다.이는 커널 코드가 재진입이 가능하지 않게 만들어졌기 때문이
다.일단 시스템 호출이 되면 자발적으로 중앙처리장치의 할당을 내
놓지 않는 이상 시스템 호출은 다른 프로세스에 의해 멈추지 않는다.
(3)시그널 처리
시그널은 프로세스에게 비동기적인 사건의 발생을 알리는 방법이
다.프로세스가 시그널을 처리하기 위해서 다른 프로세스에게 시그널
을 보낼 수 있는 기능,자신에게 오는 시그널을 수신할 수 있는 기능,
그리고 자신에게 시그널이 오면 그 시그널을 처리할 수 있는 함수를
호출할 수 있는 기능을 가져야 된다.
(4)프로세스간 통신
프로세스들은 상호간의 활동을 조정하기 위하여 프로세스간,그리
고 커널과 통신을 한다.리눅스는 시그널,파이프,세마포어 같은 프로
세스간 통신 기능을 제공한다.
3.2.4메모리 관리
(1)가상 메모리
컴퓨터가 개발될 당시부터 사용자들은 시스템에 물리적으로 존재하
는 것보다 많은 메모리를 필요로 하였다.물리 메모리의 한계를 극복
하기 위한 다양한 기법들이 개발되었지만,그 중에서 가장 성공적이며
현재까지 시스템에 적용되고 있는 방식이 가상 메모리이다.가상 메모
리는 실제 시스템에 존재하는 물리 메모리의 크기와 상관없이,32bit
처리기의 경우 크기(4GB)의 가상 주소 공간을,64bit경우 크
기의 주소공간을 사용자에게 제공한다.
다음 <그림 3-5>는 인텔 처리기에서의 가상 메모리의 개념적 구조
를 나타내고 있다.텍스트 세그먼트는 프로그램의 명령어 부분으로 구
성되고,데이터 세그먼트 경우 초기화된 데이터 부분과 초기화되지 않
은 데이터 부분으로 구분된다.
이 경우 앞부분은 데이터 영역이라 하며,뒷부분은 BBS(Block
StartedbySymbol)이라 한다.스택 세그먼트는 함수 호출 시 전달되
는 인자들과 리턴 주소 그리고 함수의 지역변수들로 구성된다.텍스트
세그먼트는 가장 하위 공간을 차지한다.즉 가상주소 0x00번지부터
텍스트 세그먼트가 사용한다.데이터 세그먼트는 텍스트 세그먼트 끝
이후에 위치하게 된다.스택 세그먼트는 사용자 공간과 커널 공간의















<그림 3-5> 가상메모리 구조
<Fig.3-5> Structureofvirtualmemory
다.스택은 프로그램이 수행됨에 따라 동적으로 변한다.즉 스택은 호
출함수 인자와 지역변수를 저장하기 위하여 아래 방향으로 크기가 커
진다.
프로그램 수행 중에 동적으로 메모리 공간을 할당받을 수 있다.이
때 메모리가 할당되는 공간을 힙 영역이라 부르며,데이터 세그먼트
이후부터 시작된다.
(2)물리 메모리
가상 메모리와는 달리 물리 메모리는 시스템에 존재하는 메인 메모
리의 크기에 의해 그 크기가 결정되고 페이지 프레임이라는 고정된
크기의 기본 단위로 분할된다.여기서 페이지 프레임과 가상메모리에
서 사용하는 페이지의 크기는 일반적으로 그 크기가 동일하다.
페이지 프레임의 크기는 처리기에 따라 다르다.인텔 처리기의 경우
크기는 4KB이며,ARM 처리기 경우 16KB이다.아래 <그림 3-6>은











<그림 3-6> 물리 메모리의 구조
<Fig.3-6> Structureofphysicalmemory
3.2.5리눅스 파일 시스템
리눅스의 가장 중요한 특징 중 하나는 다양한 파일 시스템을 지원
한다는 것이다.이는 리눅스가 타 운영체제들과 공조할 수 있는 유연
성을 가지고 있다는 것을 의미한다.
리눅스는 시스템이 사용할 수 있는 각각의 파일 시스템이 장치식별
자로 접근되는 것이 아니라 하나의 계층적인 트리 구조로 통합해 들
어가 파일 시스템이 마치 하나인 것처럼 보이게 한다.
리눅스가 처음 사용했던 미닉스 파일 시스템은 제한적이고 성능이
좋지 못했다.파일 이름이 14자를 넘지 못했고,파일 크기가 64M로 제
한되었다.리눅스 전용으로 설계되었던 첫 번째 파일 시스템은 확장
파일 시스템으로서 1992년에 소개되었고 많은 문제점들을 해결했지만
아직도 성능개선이 크게 이루어지지 못했다.
1993년에 2차 확장 파일 시스템(EXT2:Second extended file
system)이 추가되었다.2차 확장 파일 시스템은 확장 파일 시스템과
는 달리 255문자의 파일명,최대 2GB의 파일,4TB의 디스크 용량을
지원한다.또한,파일시스템이 깨지거나 지워지는 돌발상황에 대비하
여 몇 개의 블록 그룹을 가지고 있는데 이러한 블록의 정보를 중복해
서 저장하고 있다[7].
3.2.6네트워크 관리자
통신 프로토콜은 계층 구조를 갖는다.가장 상위계층은 소켓 인터페
이스를 제공하는 BSD(BerkeleySoftwareDistribution)소켓층이다.
소켓은 통신 연결의 한쪽 끝으로 생각할 수 있는데,통신하고 있는 두
태스크는 통신 연결에서 자신쪽 끝에 해당하는 소켓을 가지게 된다.
BSD 소켓층에서 사용자는 프로토콜 패밀리를 선택할 수 있다.리
눅스에서 지원되는 대표적인 프로토콜 패밀리는 INET(TCP/IP),유닉
스,IPX,APPLETALK등이 있다.INET층에서 일반적으로 사용되
는 유형에는 스트림과 데이터그램이 있다.
스트림은 데이터가 전송 중 분실,오염 또는 중복되지 않는다는 것
을 보장하는 신뢰할 수 있는 양방향 순차 데이터 전송을 제공하며,데
이터 그램은 양방향 데이터 전송을 제공하지만 스트림 소켓과는 달리
그 메시지가 제대로 도착한다는 것을 보장하지는 않는다.
사용자가 스트림 유형의 소켓을 선택하였다면 TCP층으로 내려가
게 된다.반면에 데이터그램 유형의 소켓을 선택하였다면 UDP층으
로 내려가게 된다.
그리고 에러 처리를 위한 검사합,데이터가 너무 클 경우 단편화,다
른 호스트로 재 전송 등을 수행한다.또한,라우팅 정보와 목적지 IP를
보고 해당 네트워크 드라이버에게 패킷을 전송하며,전송할 때 패킷
흐름 제어 등의 부가적인 기능을 한다.
IP계층 아래에는 PPP(Point-to-PointProtocol),SLIP(SerialLine
InternetProtocol.)또는 이더넷과 같은 네트워크 계층이 존재하는데,
이 층은 네트워크 디바이스가 존재하고,각 디바이스는 드라이버라는
자료구조에 자신의 정보를 저장하여 IP층에 제공하게 된다.
3.2.7장치 관리자
리눅스에는 디바이스 드라이버가 매우 간결하면서 일관된 구조로
구현되어 있다.디바이스 드라이버는 디바이스와 시스템 메모리간에
데이터의 전달을 담당하는 커널 내부 기능이다.일반적으로 상위레벨












<그림 3-7> 디바이스 드라이버
<Fig.3-7> Devicedriver
<그림 3-7>에서 커널내부의 디바이스 드라이버의 역할을 보여주고
있다.디바이스 드라이버는 크게 문자 디바이스 드라이버,블록 디바
이스 드라이버,그리고 네트워크 디바이스 드라이버 등으로 구분되어
진다[8].
문자 디바이스 드라이버는 순차 접근이 가능하고 임의의 크기로 데
이터 전송이 가능한 드라이버이다.블록 디바이스 드라이버는 임의 접
근이 가능하고 고정된 크기의 블록 단위로 데이터를 전송하는 드라이
버로서,이 두 가지 구분은 커널의 버퍼 캐쉬를 이용하는가 여부에 따
라 문자 디바이스 드라이버와 블록 디바이스 드라이버를 구분한다.
또한,네트워크 디바이스 드라이버는 네트워크에 프레임을 전송하
거나 받는 드라이버이다.
새로운 디바이스 드라이버를 리눅스에 추가할 때 필요한 과정은 다
음과 같은 세 단계로 이루어진다[9].
∙ 디바이스 드라이버 함수를 구현한다.디바이스 드라이버는 파
일시스템과 인터페이스,디바이스와 인터페이스,드라이버 초기
화 인터페이스 등 잘 정의 된 인터페이스를 가지고 있으며 따라
서 사용자는 각 인터페이스를 위한 함수를 구현해 주어야 한다.
∙ 디바이스 드라이버를 커널에 등록한다.
∙ 디바이스 드라이버를 위한 파일을 생성한다.
디바이스 드라이버는 문자인지 블록인지 또는 네트워크인지에 따라
구조가 조금씩 다르다.아래는 각 디바이스 드라이버의 차이점에 대해
보여준다.
(1)문자 디바이스 드라이버의 구조
대표적인 문자 디바이스 드라이버에는 터미널 디바이스 드라이버가
있다.터미널 디바이스 드라이버는 크게 파일 시스템과 인터페이스를
갖는 함수와 하드웨어와 인터페이스를 갖는 함수,그리고 디바이스를
초기화하는 함수로 구분된다.
(2)블록 디바이스 드라이버
대표적인 블록 디바이스 드라이버는 IDE하드디스크 디바이스 드
라이버가 있다.블록 디바이스 드라이버는 버퍼 캐쉬라는 공간을 사용
하는데,이 버퍼 캐쉬는 사용자와 커널,커널과 블록 디바이스간의 데
이터 크기 차이를 해결한다.뿐만 아니라 버퍼 캐쉬는 다시 참조되는
데이터를 디스크에 접근하지 않고 메모리 자체에서 서비스 해 주는
캐슁 기능,지연 쓰기,미리 가져오기 등의 부가적인 기능도 제공한다.
(3)네트워크 디바이스 드라이버
네트워크 드라이버도 다른 유형의 드라이버처럼 커널 내의 상위층
과 인터페이스를 갖는 부분,네트워크 디바이스에 명령을 내리거나 상
태를 읽는 부분,초기화하는 부분 등 세 부분으로 구성된다.
문자 디바이스 드라이버나 블록 디바이스 드라이버가 파일 시스템
과 인터페이스를 갖는데 비해 네트워크 디바이스 드라이버는 통신 프
로토콜 스택과 인터페이스를 갖는다.따라서,read(),write()등에 대한
인터페이스는 없으며,그 대신 패킷을 네트워크로 전송하는 인터페이
스와 네트워크에서 받은 패킷을 프로토콜 스택 층에 전달하는 인터페
이스 등이 존재한다.네트워크 드라이버에는 파일 연산 자료구조가 없
는 대신 커널 자료구조가 역할을 대신한다.
제 4장 평가 보드 설계 및 구현
본 논문에서는 임베디드 시스템과 PC사이의 USB통신을 구현해
보고자 한다.개발하고자 하는 시스템은 ARM 코어의 ARM920T를
ASIC으로 생산된 삼성 반도체의 S3C2410X를 MCU로 사용한 보드이
며 USB호스트 컨트롤러와 디바이스 컨트롤러가 칩 내부에 구현되어





ARM920T는 ARM에서 개발한 16/32-bitRISC 프로세서로서,
ARM 프로세서의 가장 큰 특징은 저 전력 소모라는 점과 비교적 저렴
한 가격이다.또한 각 프로세서간 명령어에 별다른 차이점도 없고 대
부분 16비트/32비트 명령어를 선택하여 사용할 수 있다.
ARM920T는 가장 최근에 나온 코어로서 16K의 I-캐쉬와 D-캐쉬
를 갖고 있으며 최대 220MHz에서 동작 가능하다.또한 ARM920T는
운영체제를 위한 가상 어드레싱을 지원하는 MMU를 내장하고 있기
때문에 포팅에 있어서 상당한 장점을 가진다[10].
ARM920T은 EPOC,리눅스,윈도우CE와 같은 실시간 또는 임베
디드 시스템 운영체제를 지원하기 위해서 만들어 졌으며 PDA나 스마
트 카드 또는 인터넷 응용기기 등의 개발에 적합하다.
또한 고성능 매크로셀과 캐쉬가 있기 때문에 소프트모뎀,음성인식
과 같은 실시간 적인 요소가 운영체제와 더불어 한 중앙처리장치에서
수행될 수 있다.
(2)S3C2410X
S3C2410X는 ARM920T 코어를 사용하여 주문형 집적회로로 구현
한 마이크로 컨트롤러이다.<그림 4-1>은 S3C2410X의 내부 다이어
그램이다.
S3C2410X는 32비트 마이크로컨트롤러로서 내부에 ARM 코어를 내
장하고 있으며,LCD제어 모듈과 PCMCIA제어모듈 및 클럭 발생기
를 내장하고 있어,시스템의 소형과 및 저 전력화 등의 특성을 가지고
있다[11].




∙3개의 UART 와 2개의 SPI지원.
∙2포트의 USB호스트와 1포트의 USB디바이스 컨트롤러.
∙PLL을 포함한 클럭 발생기 내장.
∙전력 관리 특성.
∙리틀/빅 엔디안(Little/Bigendian)지원.














































































<그림 4-1> S3C2410X의 블록 다이어그램
<Fig.4-1> S3C2410X blockdiagram
(3)USB호스트 및 디바이스 컨트롤러
S3C2410X는 2포트의 USB호스트 인터페이스를 제공한다.<그림
































































<그림 4-2> USB호스트 컨트롤러 블록 다이어그램
<Fig.4-2> USBhostcontrollerblockdiagram
USB디바이스 컨트롤러는 DMA인터페이스를 이용한 제어 방식을
사용하며 컨트롤러는 벌크,인터럽트,컨트롤 전송을 모두 지원한다.





























<그림 4-3> USB디바이스 컨트롤러의 블록 다이어그램
<Fig.4-3> USBdevicecontrollerblockdiagram
4.1.2평가 보드의 구성
<그림 4-4>는 평가 보드의 블록 다이어그램을 나타낸 것이다.커널
포팅과 응용프로그램을 위한 MCU는 S3C2410X를 이용하였으며,
USB호스트,디바이스 컨트롤러는 칩 내부에 내장이 되어 있다.커널
과 실행파일들을 다운로드 받기 위해 RS232C통신이 가능하게 하였
으며 고속의 다운로드를 위하여 랜 포트를 이용할 수 있게 하였다.
LCD를 위한 연결 단자도 존재한다.
<그림 4-5>은 NOR플래쉬 메모리를 이용하였을 경우에 평가보드



































<그림 4-5> NOR플래쉬를 이용한 메모리 맵
<Fig.4-5> MemorymapusingNORFlash
4.2임베디드 리눅스 포팅
일반적으로 임베디드 시스템에 운영체제를 포팅하기 위해서는 먼저
크로스 개발환경을 갖춰야 한다.즉 임베디드 시스템에서 직접 컴파일
과 실행이 가능하지 않기 때문에,임베디드 시스템과 같은 환경의 호
스트 컴퓨터에서 크로스 컴파일러를 이용하여 커널과 응용프로그램을
컴파일 한 후 임베디드 시스템에 다운로드를 하여 확인하는 과정을
거쳐야 한다.다음은 크로스 개발 환경에 대해 기술하였다.
4.2.1통신 에뮬레이터 설정
리눅스에서는 평가보드의 부팅과정을 확인하기 위하여 미니콤 이라
는 리눅스 통신 에뮬레이터 프로그램을 사용한다.이 프로그램으로 평
가보드와 호스트간의 데이터 전송 및 모니터링이 가능하다.
4.2.2크로스 컴파일러
일반적으로 컴파일러는 자신의 시스템에 맞는 바이너리 코드를 만
드는 작업을 수행한다.임베디드 시스템은 중앙처리장치의 용량과 메
모리 공간이 한정되어 있기 때문에,타겟보드에서 직접 컴파일을 하여
실행하는 것이 불가능하다.
그 결과로 임베디드 시스템용 커널 및 응용프로그램을 개발하기 위
하여 호스트 시스템에 개발하고자 하는 임베디드 시스템의 아키텍쳐
에 맞는 크로스 컴파일러 환경을 구축하여 사용한다.
4.2.3커널 설치 및 크로스 컴파일
ARM 코어용 리눅스 커널은 i386리눅스와 전혀 다르게 설계되고
코딩되어 있는 것이 아니며,리눅스 커널 자체가 이식성이 뛰어나기
때문에 새로운 커널을 디자인 할 필요는 없다.하지만 대용량의 PC
혹은 웍스테이션에서 사용되는 커널에는 불필요한 것들이 많이 포함
되어 있어서 임베디드 시스템에 포팅을 하고자 한다면 이러한 대용량
의 커널을 임베디드 시스템에 적재 가능하게 최적화 시켜야 한다.
다음은 리눅스 커널을 구성하는 순서이다[6],[10].
∙ARM용 리눅스 커널을 구성한다.
∙ARM 패치를 수행한다.
∙타겟 보드를 위한 패치를 작성하여 수행한다.
∙타겟보드에 맞게 커널을 수정하였다면,컴파일 옵션이나 환경
설정에 관련된 사항을 수정해 주어야 한다.이 과정은 menu
config에서 이루어진다.
ARM용 리눅스 커널과 패치 및 GCC컴파일러 등은 인터넷에서 다
운받아 사용할 수 있다.다음 <그림 4-6>은 커널 구성과 패치에 필요
한 파일들과 커널 소스 패치후 소스 디렉토리 내부의 모습을 보여주
고 있다.
커널 패치가 성공적으로 끝나면 GCC컴파일러를 이용하여 타겟보
드에 적제하기 위하여 커널 이미지를 만들어야 한다.일반적으로
zImage라고 하며 이미지 생성 후 타겟보드에 맞게 이미지의 환경을
설정 해 주어야 한다.다음 <그림 4-7>에서 커널 컴파일 후 타겟보드
에 적용될 환경 구성 설정을 보여주고 있다.
<그림 4-6> 커널 소스
<Fig.4-6> Kernelsource
<그림 4-7> 커널 환경 구성
<Fig.4-7> Kernelenvironmentconfiguration
4.2.4커널 다운로드
타겟보드는 IP주소가 고정되어 있지 않으므로 이를 수동으로 할당
하거나 IP주소를 자동으로 할당받아야 한다.이때 IP주소를 할당받
을 수 있는 방식은 BOOTP(BootstrapProtocol),DHCP(Dynamic
HostConfiguration)이 있다.이중 BOOTP는 매우 간단한 프로토콜
구현으로 수행될 수 있으므로 부트로더와 같은 프로그램은 이것을 사
용한다[6].
또한,리눅스를 다운로드 하는 방식에는 시리얼을 이용하는 방식과
랜을 이용하는 방식이 있다.
다음 <그림 4-8>은 수정된 커널 이미지를 평가보드에 다운로드 하
여 부팅이 성공하였을 때의 모습이다.
<그림 4-8> 커널 포팅
<Fig.4-8> Kernelporting
4.3USB디바이스 드라이버
4.3.1윈도우즈 환경에서 드라이버 개발
PC와 주변기기간에 통신을 할 수 있는 것은 디바이스 드라이버가
컴퓨터와의 인터페이스를 제공하고 있으며,사용자가 이러한 디바이
스 드라이버의 내용을 알지 못해도 사용이 가능하도록 제품에서 제공
된다.윈도우를 사용하는 경우 그 내부 소스들이 공개되지 않기 때문
에 마이크로 소프트에서는 일정 사용료를 내어 내부 커널들의 동작을
알 수 있는 일반 VxWorks나 다른 임베디드 환경에서 사용할 수 있는
운영체제와는 달리 사용자들이 운영시스템의 세부사항을 알 수 없으
므로 보다 손쉽게 디바이스 드라이버를 제작할 수 있도록 DDK(
DriverDevelopmentKit)라는 툴을 만들어 제공한다.이를 사용하면
예제를 이용하여 간단한 디바이스 드라이버를 제작할 수 있다.특히
마이크로 소프트에서는 표준 드라이버(WDM :Window Driver
Manager)들에 대한 필요한 기본적인 기능들을 DDK안에 넣었는데,
대표적으로 USB와 IEEE1394에 관한 것이 있다[3].
4.3.2윈도우즈 드라이버 개발 툴
DDK는 윈도우 98,2000뿐 아니라 최근에 출시된 XP버전도 지원
한다.임베디드 시스템과 데스크탑 컴퓨터간의 USB통신을 위해서는
PC에서 사용되는 운영체제인 윈도우즈에서의 USB드라이버를 개발
해야 한다.이때 드라이버를 손쉽게 구현할 수 있게 해주는 것이
DDK이다[13].
일반적으로 디바이스 드라이버는 VxD와 WDM으로 나뉜다.전자는
윈도우95,윈도우98에서 사용될 수 있는 것이며,WDM으로 만든 드라
이버는 윈도우98,NT계열에서 모두 사용 가능하다.
디바이스 드라이버를 구현하기 위해서는 하드웨어 인터럽트를 처리
해야 한다는 것을 인지해야 하며,중앙처리장치의 부하를 줄이기 위해
서 DMA를 통한 메모리와 디바이스 사이의 연결을 잘 수행해야 한다.
또한 이와 더불어 핫플러깅에 대한 생각도 해야한다.이전에는 주변기
기를 연결하였을 경우 다시 부팅 해야하고 윈도우가 가지고 있는 디
바이스 드라이버 중에 연결된 드라이버를 찾아서 등록시키곤 했다.그
러나 지금은 다시 부팅 시킬 필요 없이 연결된 그 순간에 모든 것이
해결된다.연결과 마찬가지로 분리도 그 순간에 모든 것이 해결된다.
4.3.3INF파일
(1)구성
INF파일은 설치에 관련된 모든 정보를 담고 있는 배치 파일이다.
설치할 파일,위치,변경 혹은 추가할 레지스트리까지 하나의 파일에
모두 담는다.또한 드라이버뿐만 아니라 일반인도 간단히 설치할 수
있도록 구성할 수 있다.공개 프로그램인 “ezpad”는 INF파일로 설치
할 수 있도록 구성되어 있다.INF파일은 INI와 마찬가지로 섹션과
하부 엔트리 설정 값으로 구성되어 있다[3],[12].
INF는 최소한 16개 섹션을 갖게 된다.설치 정보를 윈도우 계열과
NT계열에 대해 별도로 갖고 있어야 하므로 별로 복잡하지 않다.다
음에서 INF파일의 각 섹션에 대해 상세히 기술한다.
가)문자열 섹션
INF파일 내에서 사용할 문자열을 미리 정의한 부분으로,별도로
문자열 섹션을 둔 이유는 한가지 언어에 제한되지 않도록 하기 위함
이다.엔트리 이름에는 ‘.’이나 공백을 넣을 수 있으므로 이름을 지을
때 무척 자유롭다.DDK예제에서는 제품명이나 제작사 이름,문자열
이름 사이에 점을 넣어 구분해 사용한다.이 섹션은 보통 INF제일 마





<표4-1> 문자열 섹션의 실제
<Table4-1> Exam ofStringsection
위 표에서 “WdmFrame.ClassNameF”이 엔트리명이며 그 뒤의 문
자열이 정의 할 값이다.정의된 문자열을 “%문자열 정의명%”형식으
로 사용한다.문자열 “WDM FrameDevice”를 사용하고자하면 다음
부터 “%WdmFrame.ClassName%”을 적어주면 된다.
나)버젼 섹션
모든 INF파일에 공통으로 들어가는 섹션으로,다음과 같은 하부
엔트리로 구성되어 있다.
∙Signature :설치할 운영체제를 명시한다.$Windows NT$,
$Chicago$,$Windows95$중에 하나만 적어야 한다.대소문자
를 가리므로 틀리지 않도록 적어야 한다.여러 윈도우 버전에서
사용하기 위해서는 $WindowsNT$만 사용해도 별 문제가 없다.
∙Class:드라이버 종류를 써줘야 하며 개발하고자 하는 디바이스
USB라고 적는다.
∙ClassGUID:GuidGen.exe로 생성한 guid를 기록한다.
∙Provider:INF파일 작성자 이름이나 드라이버 제작사의 이름을
적어준다.문자열 섹션에 미리 정의하고 해당 엔트리
로 대체한다.
다)제조자 섹션
하위 섹션에 영향을 주는 섹션이다.여기서부터 설치정보가 시작된다.
%WdmFrame.Manufacturer%=WdmFrame
라)“SourceDisksNames”섹션
설치할 때 사용할 타이틀과 파일 위치를 기록한다.파일위치는 어디
나 명시할 수 있지만 굳이 정하지 않아도 문제가 없다.따라서 타이틀
만 기록하고 나머지는 생략한다.사용한 엔트리 이름은 다음 섹션인
“SouceDisksFiles”섹션에서 참조한다.엔트리 이름은 설치할 디스켓




복사할 파일을 적는다.엔트리명은 해당 디스켓에 들어있어야 할 파





파일이 복사될 위치를 정한다
[destinationDirs]
파일리스트 섹션 =drid[,subdir]
이 섹션의 엔트리도 다른 섹션이 참조하는데 파일 리스트 섹션의
이름으로는 CopyFiles,RenameFiles,DeleteFiles중 하나가 올 수
있다.해당 섹션이 처리할 파일을 여기에 기록하는 것이다.drid에는
미리 정의된 위치 값을 적으며 <표 4-2>에 나오는 값 중하나를 사용
한다.중요한 몇 가지만을 표에 나타내었다.
값 해당위치
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<표 4-2> "DestinationDirs"섹션의 값
<Table.4-2> Valueof"DestinationDris"section
(2)INF파일 내부 섹션간의 참조 관계
INF를 이해하기 위해서 무엇이 어디에 포함되는지 이해해야 한다.
다음 <그림 4-9>은 INF섹션간에 참조 관계에 포함되는 순서이다.
제조자(Manufacturer)가 시작되며 참조 문자열의 시작이다.참조의
















<그림 4-9> INF참조 관계
<Fig.4-9> INFreferencerelationship
4.4USB드라이버 제작 및 시험
평가 보드는 4장에서 설명한 스펙을 기준하여 주문 제작하였다.제
작된 평가보드에 3장에서 설명한 과정을 통하여 임베디드 리눅스를
포팅을 한 후 호스트 PC와 USB케이블을 이용하여 통신을 하고자 하
였다.이때 호스트 PC는 현재 상용되고 있는 윈도우즈2000을 운영체
제로 갖춘 PC를 이용하였다.USB드라이버는 2000DDK와 VC++을
이용하여 제작하였으며,제작된 드라이버의 정상작동을 확인하기 위
하여 읽고 쓰기가 가능한 예제를 사용하여 평가보드와 호스트 PC간
의 USB통신을 하여 드라이버의 정상작동을 확인하였다.
다음 <그림 4-10>은 평가 보드와 TFTLCD의 모습을 보여주고 있
다.
<그림 4-10> 평가 보드와 LCD
<Fig.4-10> Evaluationboard& LCD
USB를 이용한 통신형태는 벌크,등시성,인터럽트,제어 전송이 가
능하다.본 논문에서는 벌크 전송 방식을 이용한 USB드라이버를 제
작하였다.벌크 통신을 위한 드라이버는 2000DDK에서의 기본 예제
를 타겟보드에 맞게 변형하여 제작하였다.다음 <그림 4-11>는 벌크
통신을 위한 드라이버를 만들기 위한 소스 파일들이다.이 소스들을
DDK를 이용하여 생성하면 sys파일이 생성된다.또한 sys파일을 설
치하기 위한 INF파일은 INF파일 생성 마법사를 이용하여 작성할
수 있으며,직접 만들 수도 있다.
<그림 4-11> 벌크 드라이버 소스
<Fig.4-11> Bulkdriversource
다음 <그림 4-12>은 소스들을 DDK와 VC++를 이용하여 빌드 한
결과이다.빌드가 성공하면 jmbulk.sys파일이 생성된다.이 파일과
먼저 만들어 놓았던 jmbulk.inf파일을 이용하여 호스트 PC에 제작한
드라이버를 설치한다.










<그림 4-13> 벌크 드라이버 동작
<Fig.4-13> Bulkdriveroperation
<그림 4-13>는 벌크 드라이버가 동작하는 과정을 나타내고 있다.
이 드라이버는 총 4가지의 동작을 하는데 운영시스템에 의해서 로딩
된 후 드라이버에 대한 디바이스를 열어 데이터를 전송한 후 디바이
스를 종료시킨 후 운영체제에서 제거하는 동작을 수행한다.
다음 <그림 4-14>는 드라이버의 로딩시 순서도를 나타내고 있으
며,<그림 4-15>은 데이터 전송시 순서도를 보여주고 있다.
Bulkusb.sys Loading











열을 위한 공간을 할당
IRP 할당
가상 주소를 얻음









<그림 4-15> 전송 순서도
<Fig.4-15> Sendingflowchart
다음 <그림 4-16>은 실제 윈도우 2000환경에서 제작한 드라이버
를 설치한 후 장치 관리자에서 확인한 화면이다.여기에서 새로 설치
되어 있는 USB장치 중 “JM,CHO”드라이버를 확인 할 수 있었다.
<그림 4-17>은 새로 설치한 드라이버의 등록정보를 확인하고 있는
화면이다.새로 설치한 드라이버가 제대로 동작하고 있음을 보여주고
있다.
<그림 4-16> 장치관리자에서 확인
<Fig.4-16> Confirmationatthedevicemanager
USB벌크 드라이버 설치 후 윈도우 등록정보에서도 확인이 가능하
지만 VID(VenderID),PID(ProductID),전송속도,전송방식 등을 확
인하기 위하여 “usbviewer”프로그램을 사용하여 USB드라이버 설
치 정보를 확인해 보았다[13].다음 <그림 4-18>은 설치 후 USB상
태를 확인한 모습이다.여기에 보이는 박스는 현재 드라이버의 VID,




다음 <그림 4-19>는 호스트 PC와 평가보드를 USB케이블을 통하
여 연결하여 통신을 하고 있는 모습을 보여주고 있다.
앞서 개발했던 벌크 통신 드라이버를 통하여 통신을 할 수 있는 예
제를 이용하여 호스트 PC와 평가보드 사이에 통신을 해보았다.다음
<그림 4-20>는 통신예제를 이용하여 USB케이블을 통해서 평가보
드에 데이터를 쓰고,그 데이터를 다시 평가보드로부터 읽어 들이는
상황을 보여주고 있다.
<그림 4-18> USB드라이버 상태
<Fig.4-18> USBdriverstate
<그림 4-19> 평가보드의 통신
<Fig.4-19> Communicationofevaluationboard
<그림 4-20> USB예제 실행
<Fig.4-20> USBexampleexecution
제 5장 결 론
기존의 임베디드 운영체제는 고가이면서 커널 소스가 공개되지 않
아 프로그래머가 커널을 수정하고자 하여도 재구성이 어려운 문제점
을 지니고 있었다.그러나 커널 소스가 공개되어 있어 효용성과 신뢰
성과 확장성을 가지고 있는 임베디드 리눅스는 임베디드 시스템 구축
에 있어 최상의 운영체제이다.
임베디드 시스템은 데스크탑 컴퓨터와의 데이터 전송,수신을 위해
서 현재 직렬,병렬,IEEE1394등의 방식을 사용해왔다.하지만 지금
의 방식은 많은 한계점들을 보여주고 있다.앞의 두 방식은 전송속도
와 신뢰성으로 인한 동영상,사운드,이미지 와 같은 자료들을 전송,
수신하기해서는 많은 시간의 낭비가 초래된다.IEEE1394방식은 동
영상을 전송하기 위한 특별한 프로토콜로 속도는 빠르나 그 구성이
까다롭고 구현하기가 힘든 단점을 내재하고 있다.
본 논문에서는 이러한 단점들을 극복하고자 현재 급속히 발달되고
있는 USB 프로토콜을 이용하여 시스템간의 통신을 구현해보았다.
USB방식은 속도와 신뢰성을 두루 갖추고 있으며 또한 시리얼 라인
으로 구성되어 있기 때문에 구현도 간단하다.
본 연구에서는 ARM MCU를 이용하여 현재 사용되고 있는 임베디
드 시스템의 기본 보드를 구성하였으며,이 평가보드와 PC와의 데이
터 통신을 위해서 USB프로토콜을 사용하였다.또한 USB통신을 위
해서 평가보드에 적절한 USB드라이버를 제작 해보았다.
또한 기존의 임베디드 시스템들은 호스트로 사용하기 위해서는
USB호스트 컨트롤러를 따로 부착하여야 다른 임베디드 시스템과의
USB연결이 가능하였다.이렇게되면 시스템의 크기가 커지며,펌웨어
를 제작해야 하기 때문에 효용성이 떨어지나 S3C2410X를 사용하면
자체에 호스트 컨트롤러를 포함하고 있기 때문에 시스템의 확장 없이
도 구현이 가능하다.
임베디드 시스템이 호스트 역할을 하게되면 우리가 흔히 사용하고
있는 USB플래쉬 메모리와 같은 휴대 저장 장치들도 직접 임베디드
시스템에 연결하여 사용이 가능하다.
USB통신을 위하여 벌크 전송방식의 데이터 전송을 위하여 드라이
버를 구현해보았으며,통신 예제를 통하여 드라이버의 정상동작을 확
인 할 수 있었다.
이러한 기술을 이용하여 좀더 대용량,즉 동영상 같은 고속통신이
가능하며,또한 신뢰성을 필요로 하는 대량 데이터도 전송의 가능성도
확보하였다.
본 논문에서는 임베디드 시스템은 리눅스를 사용하였으며 USB통
신을 위한 호스트 PC는 윈도우 환경이었다.향후에는 리눅스 호스트
의 환경에서의 드라이버를 개발해보고자 하며,USB2.0프로토콜에
대해서 연구해볼 것이다.
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