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The New-Keynesian (NK) business cycle model has presented itself as a po-
tential "workhorse" model for business cycle analysis. This paper seeks to assess
afresh the performance of the baseline NK model and its various extensions. The
main theme of the paper is that although the dynamic NK literature has secured
a robust defence to criticism arising, inter alia, on account of lack of microfounda-
tions, it still has a long way to go in terms of providing a fully satisfactory model
of the business cycle. In this regard, it is conjectured that explicitly account-
ing for the role of heterogeneity in business-cycle dynamics could lead towards a
viable solution.
1 Introduction
The New-Keynesian model has, in recent times, emerged as the dominant analytical
framework for monetary policy discussions among the broad class of dynamic stochastic
general equilibrium (DSGE) models. Building upon the New Classical and Keynesian
literatures it seeks to provide a theoretically acceptable and empirically plausible frame-
work within which to address business cycle and optimal policy questions. While the
Keynesian features like nominal inertia yield empirically attractive predictions such as
real e⁄ects of monetary policy, the New Classical intertemporal optimisation framework
enables a rigorous analysis of expectations and forward-looking behaviour. Importantly,
￿Corresponding author (email: gs147@york.ac.uk).
yThis paper is based on Chapter 1 of my PhD thesis at University of York. I am grateful to Huw
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1it has provided microeconomic foundations for the traditional IS-LM type analyses and
put dynamic macroeconomic analysis on a sounder theoretical footing.1
However, from a quantitative perspective, the model has had considerable di¢ culty
in matching the actual moments of aggregate macroeconomic data, especially in regard
to persistence of variables. So much so that there is a substantial literature devoted to
the task to generating su¢ cient endogenous persistence in the DSGE model to match
the data.
Macroeconomic aggregates are constituted of arguably diverse individual compo-
nents. The most important examples of such heterogeneity are the GDP and the aggre-
gate price level. Individual commodities as well as prices have heterogeneous dynamics
on account of a variety of speci￿c behavioural and institutional factors such as variable
input and transactions costs and demand structures. Recognising the dynamic hetero-
geneity of the constituents of macroeconomic aggregates leads to a number of questions.
What are the implications of heterogeneity for the modelling of aggregate dynamics?
Would much of signi￿cance be lost by failing to take explicit account of heterogeneity?
How would heterogeneity a⁄ect our interpretation of results based on aggregates?
This paper argues that although aggregates are a natural point of departure for busi-
ness cycle analysis, an explicit recognition of heterogeneity is essential for understanding
properly the dynamic behaviour of aggregates in response to exogenous shocks, without
wrongly imputing such behaviour to unreasonable preference or technology parameters.
It attempts to build a case for a more explicit analysis of heterogeneity in sticky-price
DSGE models by looking at the conventional New-Keynesian model and its several ex-
tensions, all of which have a modest performance in terms of endogenous business-cycle
propagation. Following this, I try to motivate introduction of heterogeneity in the New-
Keynesian context by looking at a simpler partial-equilibrium model of heterogeneous
price setting.
The paper is organised as follows. Section 2 looks at some data and data-based
stylised facts concerning macroeconomic persistence. A discussion of theoretical ques-
tions and the associated literature accompanies this. Section 3 describes the canonical
New-Keynesian model along with its various extensions and analyses its performance
by means of impulse response functions, which show that the predicted responses are
neither as gradual nor as persistent as in the data. Against this background, Section
4 presents a simple partial equilibrium model of price setting where there is sectoral
heterogeneity characterised by exogenous sectoral marginal costs and relative prices.
Simulations show that the persistence of aggregate in￿ ation is much greater when sec-
toral in￿ ation rates have heterogeneous dynamics on account of heterogeneity in sectoral
marginal costs and relative prices. Section 5 concludes.
1Among others, McCallum and Nelson (1999) show how an IS-LM type model can be derived from












Figure 1: HP Filtered US GDP and CPI In￿ ation
2 The Persistence of Macroeconomic Aggregates
Even though the "dominant macroeconomic fact in developed economies...is that of
output growth" (Blanchard and Fischer, 1989), data show that there are substantial
and persistent ￿ uctuations in the aggregate output, in￿ ation and the real exchange rate
over time. Figure 1 plots the Hodrick-Prescott (Hodrick and Prescott, 1997)2 ￿ltered
US GDP and year-on-year CPI in￿ ation for the post-war period from 1947 Q1 to 2006
Q3.
The persistence of GDP and in￿ ation is evident in Figure 1. Also, in￿ ation is pro-
cyclical, though its path often follows that of GDP with time-varying lags. Particularly,
the contemporaneous correlation between the two variables is quite low (equal to 0.069
in the above sample). The sample ￿rst-order autocorrelation of the GDP and in￿ ation
series are, respectively, 0.86 and 0.84 and, on average, their journey back to equilibrium
takes about three years.
There are two main questions posed in the context of a series like those in Figure 1.
The ￿rst is what causes it to deviate from the long-run equilibrium path? There are two
main competing views on this: (i) the real business cycle (RBC) school that ascribes
most ￿ uctuations to productivity shocks (Prescott, 1986)3 and (ii) the new-Keynesian
school which considers a range of exogenous shocks including monetary, productivity
and preference shocks, but emphasises largely monetary policy shocks as the main
source of business cycles [see, among many others, Rotemberg and Woodford (1997),
Clarida, Gali and Gertler (1999, 2000) and Gali (1999, 2002)]. A lively debate has
2Hodrick and Prescott ￿rst developed this ￿lter as a working paper in 1980, which was ￿nally
published in a journal in 1997.
3Prescott claimed that around 75% of business cycle ￿ uctuations are caused by productivity shocks.
3raged in the NK literature recently on this subject following Gali￿ s (1999) provocative
analysis concluding that the role of technology shocks in propagating business cycles
is negligible. Gali and Rabanal (2004) review this literature and provide extensive
evidence supporting this view. In the light of these developments, this paper takes
the view that monetary shocks, rather than technology shocks, have a signi￿cant role
in business-cycle propagation and, therefore, in the DSGE models considered below,
responses to shocks to the monetary-policy instrument will be the centre of focus.
It is customary in the literature to study the impact of monetary shocks using iden-
ti￿ed vector autoregressions (VARs) [see Christiano, Eichenbaum and Evans (1999)].
The stylised facts are usually summarised through impulse response functions. For
US data from 1973Q1 till 2006Q4, Figure 2 plots the impulse response functions from
a four-variable VAR in GDP, CPI in￿ ation4, trade-weighted dollar and the e⁄ective
federal funds rate5. Figure 2 summarises the stylised facts that the New-Keynesian
literature seeks to deal with. A positive one standard deviation innovation to the fed-
eral funds rate causes a gradual fall in the real GDP, with the maximal impact of the
innovation attained much later than the occurrence of the shock, which is re￿ ected in
the hump-shaped response of output. Also, the response of output is highly persistent.
Upon impact, CPI in￿ ation rises, before falling very sluggishly. Another noteworthy
feature is that the peak response of in￿ ation occurs somewhat after the peak response
of output. This is consistent with the delayed catch-up of in￿ ation with output in
Figure 1. Trade-weighted dollar appreciates in response to the positive interest rate
shock, perhaps adding to the list of explanations for why uncovered interest parity
(UIP) hypothesis is violated over short horizons6.
The average persistence of the US economy as captured by the VAR impulse re-
sponses is somewhere between three and ￿ve years. The task for theory is to provide
structural models that can replicate this behaviour, so that policy analysis can be car-
ried out without incurring the Lucas critique [Lucas (1976)].
The second question is: why are aggregate series and other series that depend on
them so persistent. The real business cycle school has had limited success in this con-
text7, as most of their models are incapable of producing much endogenous persistence.
4Quarter-on-quarter, rather than year-on-year, CPI in￿ ation has been used because in the DSGE
models calibrated to quarterly data, we shall work with one-period in￿ ation, rather than four-period
in￿ ation.
5The US data has been obtained from the Federal Reserve Bank of St Louis￿FRED Database. The
lag length chosen for the VAR is 4 and is based upon the Bayesian (Schwarz) information criterion. The
impulse responses are based upon a triangular decomposition of the error covariance matrix. Using a
Cholesky decomposition gives very similar results. The VAR output has been generated using E-Views
4.1.
6See Sarno and Taylor (2002) or Mark (2001) for a discussion of UIP and Eichenbaum and Evans
(1995) for a discussion of the monetary-policy induced UIP puzzle.
7Rebelo (2005) is a most up-to-date review on the performance of RBC models, coming from one
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Figure 2: Impulse Responses to a Shock to the Federal Funds Rate
Interestingly, the only form of endogenous persistence that appears in real business cy-
cle models is due to some form of heterogeneity. For example, Christiano, Eichenbaum
and Evans (2005) ￿nd that the notion of variable capital utilisation, ￿rst developed by
Basu (1996) and Burnside, Eichenbaum and Rebelo (1996), has important implications
for the persistence of output and in￿ ation in their structural DSGE model. As a general
principle, King and Rebelo (1999) show that factor variability, capital or labour, can
lead to signi￿cant business cycle propagation within an RBC model.
The New-Keynesian school has, on the other hand, relied heavily on the Keynesian
idea of short-term nominal rigidity in a monopolistic-competitive framework as a source
of endogenous persistence. Chari, Kehoe and McGrattan (2000, 2002) and Bergin and
Feenstra (2000, 2001) have, however, concluded that models with reasonable degrees of
nominal inertia (sticky prices or wages or both) are unable to replicate the persistence
behaviour of output, in￿ ation and the real exchange rate.
Very recently, building on the New-Keynesian tradition, a new line of research has
opened up into some of the questions posed in this paper. This literature introduces
sectoral heterogeneity in price/wage stickiness explicitly in the New-Keynesian frame-
work. Dixon and Kara (2005) develop what they term a Generalised Taylor Economy,
where there are multiple sectoral wage-contract lengths. They show that even a small
proportion of longer-term wage contracts can lead to signi￿cant enhancement in en-
dogenous persistence. Carvalho (2006) performs a similar exercise in a multi-sector
Calvo economy and provides analytical as well as numerical results showing that het-
erogeneous economies have endogeneous persistence several orders of magnitude larger
than "single-sector" economies.
endogenous persistence in RBC models appears in King and Rebelo (1999).
53 The Baseline New-Keynesian Model
In this section, we look brie￿ y at the baseline New-Keynesian model. The model com-
prises a representative household maximising expected discounted utility over an in￿nite
time horizon and supplying the labour input to ￿rms8, a continuum of monopolistically
competitive intermediate ￿rms indexed along the unit interval by s 2 [0;1] and set-
ting prices in a staggered fashion ￿ la Calvo (1983)9, and an independent central bank
following an interest-rate Taylor (1993) rule. The household owns all ￿rms and is en-
titled to all residual pro￿ts of the ￿rms. It is common in the persistence literature to
model monetary policy using an exogenous process for the supply of nominal money.
However, this does not represent a very good approximation to how monetary policy is
conducted in practice. As Taylor (1993) and Gali and Gertler (1999) show, Taylor-style
rules provide a reasonably good approximation of the actual conduct monetary policy
in the US.
3.1 The Representative Consumer Household
The representative consumer household maximises expected utility over an in￿nite time
horizon where the intertemporal utility function is twice continuously di⁄erentiable and
time separable. It is assumed that consumption Ct, real cash balances md;t ￿ Md;t=Pt
and leisure ￿Lt yield utility to the consumer and that the utility function is separable





















where ￿ 2 (0;1) is a subjective discount factor, ￿ > 0 is the relative risk aversion para-
meter and ￿L > 0 is the labour-supply elasticity parameter. Ct is a constant elasticity
of substitution (CES) index of aggregate consumption, comprised of monopolistically
produced intermediate outputs Ct(s), s 2 [0;1] each of which has price Pt(s). Ct has
a corresponding price index Pt derived from a unit-cost minimisation problem. These
quantities are related as follows:
8It is also common in the literature to assume that there is a continuum of households indexed along
the [0;1] interval with the same utility function and that there is a set of complete state-contingent
claims, so all risks may be insured against. Then a representative household and a continuum of
households give equivalent formulations.
9Alternative price-setting mechanisms have been considered in the literature such as Taylor￿ s (1980)
overlapping contracts model [e.g. Chari, Kehoe and McGrattan (2000), Bergin and Feenstra (2000),
Dixon and Kara (2005)] and ￿xed-cost models [e.g. Rotemberg (1982, 1987) and Ireland (2001)].
Roberts (1995) shows that all of these models give rise to a similar supply side relation which relates













, Ct(s) = Pt(s)￿￿P ￿











which are respectively aggregate consumption, the demand function for an individual
consumption good and the aggregate price level. Maximisation of (1) is subject to the




+P tCt= Bt￿1+W tLt+￿t+Md;t￿1+T t (3)
where Bt is the net stock of one-period riskless bonds at the end of period t, Wt is the
nominal wage, Rt the gross (i.e. 1 + net) nominal rate of return on Bt, ￿t the total
pro￿ts received by the household from producers and Tt a nominal transfer received by
the household from the monetary authority. The ￿rst-order conditions are a bond Euler


















t [1 ￿ 1=Rt]
(4)
Also, in order to ensure that the intertemporal consumption-possibilities set is bounded
and there exists a unique solution to the utility maximisation problem, the relevant
transversality (no-Ponzi game or no-bubbles) condition on bonds is imposed.
3.2 Production and Pricing
Intermediate good s 2 [0;1] is produced using the following simple linear technology:
Yt(s) = AtLt(s) (5)
where Lt(s) is the labour input used by ￿rm s and At is an economy-wide technology
shock that a⁄ects all ￿rms in the same way. Analogously to aggregate consumption,















7In the canonical New-Keynesian model, price stickiness is commonly modelled using
Calvo￿ s (1983) formulation where every period ￿rms are chosen randomly to set their
price with a given probability10.
Pro￿t maximisation subject to the Calvo constraint on price setting and subject to










where (1 ￿ !) is the price-resetting probability, mc￿ ￿ W￿=(P￿A￿) is the real marginal









is a stochastic discount
factor that is equal to the intertemporal marginal rate of substitution of the represen-
tative consumer between date t and date ￿ consumption. Only symmetric equilibria
are considered, so that all ￿rms setting their price in period t choose the same price.
Therefore, the aggregate price level evolves according to the following recursive relation
Pt
1￿￿ = (1 ￿ !)Pt(s)
1￿￿ + !Pt￿1
1￿￿ (8)
3.3 Market Clearing and Equilibrium
To close the model, a policy side is speci￿ed where an independent central bank sets the
nominal interest rate in response to in￿ ation and output. The following Taylor (1993)













The lagged interest-rate term captures interest-rate smoothing behaviour [see Clarida,
Gali and Gertler (1999)].11 It is assumed that the central bank sets the money supply
in order to hit a target level of interest rate. Since real money balances enter the period
10The Calvo model has an unattractive property that the number of periods for which the price
has remained constant has no bearing whatsoever on the likelihood of the price being changed in the
current period. Wolman (1999) considers a modi￿cation of the Calvo model which implies a higher
probability of price change for prices that were set in the more distant past. Also, as Dixon (2006)
points out, in the Calvo model, it is possible that a (possibly negligibly) small proportion of ￿rms have
prices set for arbitrarily long periods of time.
11There has been some recent controversy about such a rule with Rudebusch (2005) arguing that
evidence from the term structure of interest rates points against any purposive smoothing behaviour
and that the apparent smoothing behaviour arises because the in￿ uences on policy makers (i.e. shocks)
are themselves persistent. The debate is ongoing and unresolved. Moreover, observationally, the two
formulations do not appear to be very di⁄erent. Since rules embodying explicit smoothing are quite
dominant in the mainstream monetary policy literature and their empirical performance is reasonably
good, we choose the speci￿cation in Clarida et al (1999).
8utility separably, the money demand function in (4) is redundant from the perspective
of solving for equilibrium.
Since the economy is closed and has no capital accumulation and government spend-
ing, in equilibrium, aggregate output is equal to aggregate consumption, i.e. Ct = Yt.
Owing to the non-linear (CES) aggregation relation (6), it is not straightforward to
aggregate ￿rm-level production functions (5) in order to derive an explicit relation be-
tween aggregate output Yt and aggregate labour Lt. However, for local analysis (in
the neighbourhood of a deterministic steady state) it is customary to use a linear ag-
gregation over production functions, i.e. Yt =
R 1





0 Lt (s)ds. Finally, in the bond market, net nominal bond holdings are
zero in equilibrium.
Imposing these conditions and using by-now standard methods of loglinearisation
(see Uhlig (2001) ), the above nonlinear economy can be reduced to the following ￿rst-
order system:
^ Yt = Et[^ Yt+1] ￿
1
￿




( ^ Wt ￿ ^ Pt ￿ ￿^ Yt) (11)
^ ￿t =
(1 ￿ !)(1 ￿ !￿)
!
c mct + ￿Et[^ ￿t+1] (12)
c mct = ^ Wt ￿ ^ Pt ￿ ^ At (13)
^ Yt = ^ Lt + ^ At (14)
^ ￿t = ^ Pt ￿ ^ Pt￿1 (15)
^ Rt = ￿ ^ Rt￿1 + (1 ￿ ￿)(￿p^ ￿t + ￿Y ^ Yt) + ￿t (16)
where hats above the symbols represent the log-deviations from the steady state values
of the relevant variables and in￿ ation ^ ￿t is de￿ned in log-deviation terms in equation
(15). The logarithm of the productivity shock ^ At is assumed to follow a ￿rst-order sta-
tionary autoregressive process and ￿t ￿ log(￿r;t) is a white-noise shock. The equations
in (10), (11), (12), (13), (14), (15) and (16) constitute a system of seven equations in
seven unknowns ^ Yt, ^ Lt, ^ Pt, ^ ￿t, ^ Wt, c mct and ^ Rt. A rational-expectations equilibrium for
the seven control variables with the two state variables ^ Rt￿1 and ^ Pt￿1 and two exoge-
nous shocks to monetary policy and economy-wide productivity can be computed using
9any standard algorithm12 13. The algorithm used to solve the model is that described in
Klein (2000) and implemented using the MATLAB software. For calibration, standard
values for the policy-invariant parameters are chosen such as those described in Walsh
(2003). They are as follows: ￿ = 0:99 (implying a steady state interest rate of about 1
per cent), ￿ = 1 and ￿L = 1:5, ￿ = 0:8, ￿p = 2 (must be greater than one for existence
of a unique equilibrium) and ￿Y = 0:01. The choice of the Calvo parameter ! deserves
some comment. In the literature, it is customary to choose ! = 0:75 in order to model
an average four quarters (steady-state) duration of ￿xed-price contracts. However, as
Dixon (2006) argues, the concept of average duration of contracts is not the same as
the concept of average contract age across ￿rms at a point of time, which is something
one models using Taylor￿ s (1980) overlapping-contracts structure. Failing to recognise
this distinction leads researchers like Kiley (2002) to conclude that the Calvo model
generates greater persistence than the Taylor model, where, in fact, what they are actu-
ally comparing are di⁄erent concepts14. The idea is that whereas in the Taylor model,
the length of an individual contract is explicitly stated, say, T periods, in the Calvo
model, we only have a reset probability, (1 ￿ !), of a contract in the steady state. In
the Taylor model, the average age of contracts at a point of time is given by (T +1)=2,15
whereas, in Calvo, it is given by 1=(1 ￿ !). So the implied relationship between the
reset probability and the contract length is T = (2 ￿ (1 ￿ !))=(1 ￿ !). Now, if one
were to compare like for like, then the appropriate choice for the Calvo parameter for a
four-quarters￿average-length of price contracts would be ! = 0:6, rather than ! = 0:75,
which is the standard choice of calibration in the literature.
3.4 Impulse Responses
Once the model equilibrium has been computed, it is straightforward to perform an
impulse-response analysis similar to that for the VAR above. Figure 3 plots the impulse
response functions for output, employment, price level, nominal wage, real wage, real
interest rate and real marginal cost in response to a one standard-deviation shock to
the monetary-policy rule.
We start by looking at the economics of the model and then come to an examination
12There are by now several algorithms in the macroeconomics literature for solving ￿rst-order linear
systems including those introduced by Blanchard and Kahn (1980), Klein (2000) and Uhlig (2001).
13It is common for monetary policy analysis to reduce the system to three equations in output yt (or
a related measure called output gap), in￿ ation ￿t and the interest rate rt. However, since the principal
objective here is business cycle analysis, all the relevant variables of the model are solved for.
14See Dixon and Kara (2006) for a comment on Kiley (2002) and a clari￿cation of the two di⁄ering
concepts.
15To see this, note that, in the Taylor world, at any point in time, there are T cohorts of ￿rms
and 1=T of them set prices every period, so that there are T di⁄erent contract ages in force, namely
1;2;:::T periods. Averaging the ages across the T cohorts, the average age is (1+2+:::+T)=T, which
gets simpli￿ed to T(T + 1)=2T = (T + 1)=2.
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Figure 3: Impulse Responses to a Shock to Monetary Policy in the Baseline Model
of its adequacy for business cycle analysis. The model predicts that a positive shock to
monetary policy (causing the central bank interest rate to rise) will cause a temporary
fall in output, employment, in￿ ation and marginal costs. The output e⁄ect works
directly through the IS equation (10). In response to a positive shock to the nominal
interest rate, it rises instantly. Because prices are sticky in the short run, the real
interest rate also rises. This leads to an instant fall in output. The e⁄ect on all other
variables is through this e⁄ect on output. For example, employment falls because
output does (equation (14) ). Because of the temporary fall in employment, there is a
temporary fall in the real wage ^ Wt￿ ^ Pt, which causes marginal costs to fall temporarily,
as productivity does not change. Both the nominal wage ^ Wt and the aggregate price
level ^ Pt ￿nally reach a new equilibrium level which is permanently lower than their
initial equilibrium levels, but identical for the two variables (which is re￿ ected in the
fact that both employment and marginal costs reach their original equilibrium levels
at the end of the adjustment period). However, there is an important di⁄erence in
the way the nominal wage and the price level adjust. While the nominal wage jumps
immediately in response to the shock and overshoots its new equilibrium level initially,
the price level, after an initial jump, falls gradually to its new equilibrium. Particularly,
there is no overshooting for the price level, on account of the short-run ￿xity of prices,
while the wage rate overshoots because it is assumed ￿ exible. Finally, there is also a
temporary fall in in￿ ation because of the fall in marginal costs and price level.
Intuitively as well as empirically, the model correctly describes the impact of a con-
tractionary monetary policy shock. Also, as seen from the impulse responses, in￿ ation
and employment are procyclical, which is consistent with the empirical evidence on
11business-cycle co-movements. This feature is not shared by the baseline RBC model
with ￿ exible prices and no other frictions. Given the evidence in Gali (1999) and Gali
and Rabanal (2004) and the stylised facts about cyclical co-movements in the data
[see Walsh (2003), Chapter 1], the model provides motivation for the hypothesis that
business cycles are indeed propagated to a large extent by monetary shocks.
3.5 Achievements and Challenges
At one level, by providing microfoundations for the Keynesian theories of business cy-
cles, the NK model has overcome some of the most virulent criticism levelled in the his-
tory of macroeconomics. Lucas￿(1976) attack on the traditional Keynesian econometric
models had created enormous pessimism in the literature regarding the Keynesian phi-
losophy of the business cycle. The NK literature has not only mitigated that pessimism
substantially, but also provided a theoretically elegant and empirically realistic frame-
work for business-cycle analysis. The system of equations from (10) to (16) is essentially
a Keynesian-model but one that is not subject to the Lucas critique. The model is fully
micro-founded and structural. Formation of expectations is clearly characterised and
their role in equilibrium as well as disequilibrium dynamics well understood.
The achievement of the NK model is re￿ ected in the impulse-response analysis above.
The baseline RBC model fails to predict many of the features of the data, especially
the pro-cyclicality of employment and in￿ ation. These features are among the main
predictions of the NK model above describing the monetary transmission mechanism.
However, from the perspective of being an adequate description of business cycles,
there are two key shortcomings of the model. First, the response of all variables to
shocks is in the nature of a jump. Output and in￿ ation, for example, respond instantly
to a shock to the interest rate and the maximal impact of the shock on them is imme-
diate. Unlike the VAR impulse responses to a shock to the Federal funds rate, there is
no hump in the response. This is an extremely important phenomenon of the business
cycle and is relevant from the perspective of not only optimal policy but also issues
like ￿nancial market e¢ ciency. The optimal policy considerations are obvious. If the
model has to be a useful device for the analysis and conduct of optimal policy, then it
must provide a reasonably good description of the actual time paths of aggregate vari-
ables following a policy impulse. The ￿nancial-market e¢ ciency angle is less obvious
and relatively little explored in the DSGE literature until recently. It may be argued
that this delayed response of macroeconomic aggregates is crucial to understanding the
short-run failures of market-e¢ ciency theories such as uncovered interest parity (UIP).
The main idea is captured in the VAR impulse response of the trade-weighted dollar
above, where in response to a positive interest-rate shock, the exchange rate does not
appreciate instantly and then depreciate gradually to a new equilibrium (very much
in violation of the UIP hypothesis which predicts that an instant appreciation would
be followed by a depreciation over the near term). Indeed, in response to the policy
12shock, the exchange rate continues to appreciate over a few quarters and responds in
the same "hump-shaped" manner as output16. Fuhrer (2000) has addressed the issue
of hump-shaped responses using a special kind of preference structure, namely habit
formation. We look at this issue presently.
The second very important di⁄erence between the VAR responses and the model
responses is that the model responses are much less persistent than the VAR responses.
Whereas the average persistence is at least three years in the data, the model generated
persistence in response to monetary policy shocks is even less than one year. This has
been termed the persistence puzzle by Chari, Kehoe and McGrattan (2000, 2002). The
persistence of the model would rise if the Calvo parameter ! were higher for the obvious
reason. The more the price stickiness, the greater the persistence. However, in the
basic price-stickiness model, there is no other mechanism that would generate higher
persistence for reasonable values of calibrated parameters.
The analysis of a number of studies including those by Erceg, Henderson and Levin
(2000), Ascari (2000) and Huang and Liu (2002) suggests that adding sticky wages may
improve the endogenous-persistence performance of the NK model. The next section
takes a look a model that has wage stickiness in addition to price stickiness.
3.6 Adding Wage Stickiness
In order to introduce wage stickiness using the Calvo model, it is customary to start
with the assumption of a continuum of households indexed along the unit interval [0;1]
and assume that there exists a complete set of state contingent claims. Then each
household is modelled as supplying a di⁄erentiated labour service to ￿rms [see, for
example, Erceg, Henderson and Levin (2000) or Canzoneri, Cumby and Diba (2006)].
The existence of complete markets ensures that the households are homogeneous in
terms of their consumption decisions but heterogeneous in terms of their labour supply
decisions. Aggregate labour Lt and wage Wt are now composites of individual labour
types Lt(i) and wage rates Wt(i), i 2 [0;1]. These quantities are related as follows,
where derivations follow essentially the same arguments as for aggregate consumption








, Lt(i) = Wt(i)￿￿LW
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The derivation of the optimal wage setting equation is now through a similar con-
sumer optimisation problem where now a "Calvo" constraint is imposed along with the
16McCallum (1994) and Eichenbaum and Evans (1995) provide arguments and evidence (but not a
well-articulated macro model) for why violations of UIP are closely related to business-cycle dynamics.
Bansal and Dahlquist (2000) provide evidence that rejections of UIP are systematically related to
business cycle dynamics in di⁄erent countries, with UIP being much more strongly rejected for low-
in￿ ation countries than for high-in￿ ation ones, where its performance is quite good.










Figure 4: Impulse Responses to a Shock to Monetary Policy in the Sticky-Price Sticky-Wage Model
demand function for the labour services of individual types, such as the one given in
the last equation. In loglinear terms, the result for optimal nominal wage setting, in




(1 ￿ !L)(1 ￿ !L￿)
!L
(d mrst ￿ ^ wt) + ￿Et^ ￿
w
t+1
where !L 2 (0;1) is the Calvo parameter for wage setting, ^ ￿
w
t ￿ ^ Wt ￿ ^ Wt￿1 is the wage
in￿ ation, d mrst ￿ (￿L ￿ 1)^ Lt + ￿ ^ Ct is the marginal rate of substitution between labour
and consumption (output) and ^ wt is the real wage. The deviation of the marginal rate
of substitution from the real wage represents a cost to the household, since, if wages
were ￿ exible, then equality between these two quantities would hold.
The impulse responses for output and in￿ ation are shown in Figure 4. A comparison
of Figures 3 and 4 reveals that there is some improvement in endogenous persistence
with the addition of sticky wages, especially for in￿ ation, but also to an extent for
output. However, the di⁄erence is not signi￿cant enough to make us change our view
of the model regarding its adequacy as a descriptive device. The gain in persistence is
at best marginal, though sticky wages is a su¢ ciently realistic and useful assumption
to retain in the model.
3.7 Habit, Indexation and Hump
In neither of the models above is there any hump-shaped response of output or in￿ ation,
which is quite a distinctive feature of the VAR impulse responses commonly observed.
The literature has explored two solutions for each of these variables. First, for a hump
in output, Fuhrer (2000) has argued that habit formation (or habit persistence17) in
17The idea of habit formation or persistence originated in the context of the equity-premium puzzle
literature in ￿nancial economics, but it has been applied in good measure for business cycle analysis
14consumer preferences could be a plausible resolution of the "hump problem". Recent
studies, including the in￿ uential paper by Christiano, Eichenbaum and Evans (2005),






where the parameter b captures the intensity of habit formation (b = 0 corresponds
to the baseline model). What this utility function implies is that marginal utility of
consumption in the current period is a function of both today￿ s and yesterday￿ s con-
sumption. More speci￿cally, an increase in today￿ s consumption lowers marginal utility
of consumption today and increases the marginal utility of consumption tomorrow.
Past consumption Ct￿1 represents the consumer￿ s stock of habit.
As for the hump in in￿ ation, in the context of the Calvo model, the main recourse
has been to the assumption that ￿rms that do not set their prices in a particular period
index them to past in￿ ation, i.e. increase prices at the rate of in￿ ation in a previous
period18. This gives rise to the following law of motion for any one of the fraction ! of
the ￿rms that do not set their price in the current period
logPt(s) = logPt￿1(s) + ￿log(1 + ￿t￿1)
where ￿t￿1 ￿ (Pt￿1=Pt￿2) ￿ 1 and ￿ 2 [0;1] is the degree of indexation. The law of
motion followed by the price level (8) must be modi￿ed to re￿ ect this added structure
as follows:
Pt
1￿￿ = (1 ￿ !)Pt(s)
1￿￿ + ! (Pt￿1 (1 + ￿t￿1)
￿)
1￿￿
With this modi￿cation, the (loglinearised) Phillips curve (aggregate supply) equa-
tion (12) now becomes:
^ ￿t ￿ ￿^ ￿t￿1 =
(1 ￿ !)(1 ￿ !￿)
!
c mct + ￿Et (^ ￿t+1 ￿ ￿^ ￿t)
which, with full indexation (i.e. ￿ = 1), becomes
^ ￿t =









Similar changes feature in the wage New-Keynesian Phillips curve as well.
too. See Schmidt-Grohe and Uribe (2007) for an up-to-date review of the habit-persistence literature.
18Notable examples for this approach are Smets and Wouters (2002) and Christiano, Eichenbaum
and Evans (2005). Woodford (2003, Chapter 3, Section 3.2) provides an exposition of the general
approach.











Figure 5: Impulse Responses to a Shock to Monetary Policy in the Model with Habit Persistence
and Indexation in Price and Wage Setting
The impulse responses of output and in￿ ation from a modi￿cation of the baseline
model incorporating habit formation and indexation are plotted in Figure 5. There
is a clear gain in the persistence of output, quite apart from some delay induced in
the shock achieving its maximal impact. Both modi￿cations seem to have taken the
model closer to realism. However, the persistence of the model is still way too less as
compared to the data. Moreover, the timing of the humps also fails to match the data
by a large measure, though, to the model￿ s credit, it does capture the fact that in￿ ation
peaks after output. However, both peaks are much earlier than in the VAR impulse
responses.
4 Heterogeneity and In￿ ation Persistence
Previous sections have attempted to take the NK model closer to realism. However,
we have seen that a number of enrichments of the structural model fail to improve
its quantitative performance. In this section, we analyse the e⁄ects of heterogeneity in
partial equilibrium and suggest that this could potentially make the NK framework rich
enough to be a satisfactory description of the business cycle propagated by monetary
shocks. A small number of studies have recently attempted this line of attack on the
persistence problem. A mention has already been made of Dixon and Kara (2005,
2006) who introduce heterogeneity in nominal-wage inertia by modelling a distribution
of contract lengths. In the RBC tradition, Christiano et al (2005) have modelled what
may be viewed as real-side heterogeneity by way of assuming variable capital utilisation
by ￿rms. In both of these cases, heterogeneity has the e⁄ect of making real marginal
costs and, therefore, relative prices di⁄erent across ￿rms. They show that in￿ ation
persistence generated by their models is signi￿cantly higher than that generated by
16models without these features.
Short-run in￿ ation dynamics can be in￿ uenced by both demand- and supply-side
factors. Especially, both excess demand and positive (supply-side) cost shocks put
upward pressure on in￿ ation. Fuhrer and Moore (1995) provide evidence that variations
in in￿ ation arise independently of excess demand, which must be on account of ex-
demand-side (i.e. supply side) shocks. Clarida, Gali and Gertler (1999) term these
cost-push shocks. Interestingly, in the baseline model considered by Clarida et al (1999),
the cost-push shock proves to be essential for any short term trade-o⁄between in￿ ation
and output variability, which is arguably what enables monetary policy to in￿ uence
short-run in￿ ation.
Against this backdrop, this section presents a simple partial equilibrium model of
price-setting behaviour where there is heterogeneity in marginal costs and relative prices
across sectors. In order to focus sharply on heterogeneity, the demand and policy sides
are not modelled. Therefore, both sectoral in￿ ation rates and economy-wide in￿ ation
are entirely determined by costs. Long run in￿ ation is assumed to be zero. Therefore,
the presence or otherwise of money growth is irrelevant. This supply side model is, to
an extent, inspired by Wolman￿ s (1999) partial equilibrium model of in￿ ation.
The economy still has measure 1, but, in order to model heterogeneity, the indexing
interval [0;1] is partitioned into N connected subintervals fIngN
n=1 such that In
T
Im =￿
for m 6= n and
SN
n=1 In = [0;1]. The measure of each interval In is given by ￿(In) = ￿n.
Monopolisitic-competitive producers indexed along each subinterval produce a unique
non-storable good and set prices in a staggered way. Factor markets are not modelled
and therefore any description of the production technology is also omitted. There is a
competitive ￿nal-good producer that combines sectoral composite intermedaite goods
Yn;t, which in turn are a composite of sectoral intermediate inputs Yn;t(s), s 2 In. These

























t Yt, Yn;t(s) = Pn;t(s)￿￿P ￿
n;tYn;t (18)




















Every period a fraction (1 ￿ !) of ￿rms in each sector n is chosen at random to set
their prices. Within each sector, all ￿rms that are chosen to set their price choose the
same price. The real marginal costs mcn;t vary across sectors and so do sectoral relative









￿￿t [Pt(n) ￿ P￿mcn;￿]Y￿(n)
￿
] (20)
where S￿ is a nominal discount factor de￿ned by S￿ ￿
Q￿
j=1(1+it+j)￿1 where it+j is the
nominal interest rate in period t+j assumed to be exogenous. The ￿rst-order condition






￿=t !￿￿tEtS￿Y￿(Pn;￿)1+￿ (P￿=Pn;￿)mcn;￿ P1
￿=t !￿￿tEtS￿Y￿(Pn;￿)￿ (21)
and the sectoral price indices evolve according to
(Pn;t)
1￿￿ = (1 ￿ !)Pt(n)
1￿￿ + !(Pn;t￿1)
1￿￿ (22)
Loglinearisation of (21) and (22) around a deterministic zero-in￿ ation steady state
gives the following "sectoral New Keynesian Phillips curves":
^ ￿n;t =
(1 ￿ !)(1 ￿ ￿!)
!
￿
c mcn;t + ^ Pt ￿ ^ Pn;t
￿
+ ￿Et^ ￿n;t+1 (23)
where ￿ ￿ 1=(1 + i) with i being the steady-state nominal as well as real interest rate,
since in￿ ation is assumed to be zero in the steady state.
What di⁄erentiates one sector from another is the dynamics of sectoral real marginal
costs and relative prices. ^ Dn;t ￿ c mcn;t ￿ ( ^ Pn;t ￿ ^ Pt), the driving process for sectoral
New-Keynesian Phillips curves, is assumed to follow the following stationary ￿rst-order
autoregressive processes:
^ Dn;t = ￿n ^ Dn;t￿1 + "D;t (24)
In a fully-speci￿ed model, sectoral real marginal costs will vary with sectoral real wages,
real capital rentals or shocks to production technology. In particular, for this kind
of heterogeneity to be credible, it would be critical to model heterogeneity in factor
markets. For example, real marginal costs in two sectors would have di⁄erent dynamics
if wage stickiness between the two sectors was di⁄erent by some order of magnitude.
Assuming i > 0, we have ￿ 2 (0;1). Given that Dn;t is exogenous, we can solve (23)
forwards for ￿n;t. The solution is
￿n;t = ￿(￿n)Dn;t (25)
where ￿(￿n) ￿
(1￿!)(1￿￿!)
!(1￿￿￿n) . Equation (25) shows that, in this simple model, the dynamic
behaviour of ￿n;t is completely determined by that of Dn;t. Finally, sectoral in￿ ations
can be aggregated to get the economy-wide in￿ ation as follows:















By simulating time paths for Dn;t the properties of the implied time path of economy-
wide in￿ ation can be derived using equations (24) and (26). Before doing that, it would
be in order to examine carefully the constant ￿(￿n). Di⁄erentiating ￿(￿n) twice with
respect to ￿n shows that ￿(￿n) is increasing in ￿n and at an increasing rate. Figure
6 plots this "weights" function ￿(￿n). A couple of interesting features of this function
are noteworthy. First, clearly, the aggregation scheme places greater weights on high-
persistence sectors. Secondly, the convex nature of ￿(￿n) shows that the distribution of
persistence across sectors is crucial to understanding aggregate persistence. In partic-
ular, for heterogeneity to generate signi￿cant persistence, it is crucial to have at least
a few high-persistence sectoral marginal costs. For example, if sectoral marginal cost
persistence varied between 0.2 and 0.5, it would add little to overall persistence. On
the other hand, even if most of sectoral costs were in the low persistence region, but
there were only a small number of high-persistence sectors, then also the impact on
overall persistence would be signi￿cant on account of the increasing weights. In this
sense, higher-persistence sectors have a disproportionate e⁄ect on the aggregate and
dominate lower-persistence sectors19.
For simplicity, let us assume that the persistence coe¢ cients are uniformly distrib-
uted over the interval (0;1). The open interval is required for the stationarity of the
driving process ^ Dn;t. The mean persistence is, therefore, 0.5.
Figure 7 plots the sample autocorrelation functions (ACFs) of the individual sectoral
in￿ ations and aggregate in￿ ation. In the left panel, the ACF given by the green curve
19This disproportionate e⁄ect arising for example on account of a handful of very long-term wage or
pricing contracts is the central theme of the recent studies like Dixon and Kara (2005a) and Carvalho
(2006).
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Figure 7: Autocorrelation Functions of Sectoral In￿ ations (left panel) and aggregate
in￿ ation (right panel).
furthest away from the origin corresponds to a marginal cost persistence parameter
of 0.9, whereas the ACF curve closest to the origin corresponds to a marginal cost
persistence parameter of 0.1. The curves in between correspond to the intermediate
persistence parameters each di⁄ering by 0.1 from its predecessor so that there is a total
of nine sectors in this example. As is clear from Figure 6 (left panel), the ACFs are not
equidistant from each other and the distance between any two successive curves widens
as we move away from the origin. This is due to the nature of the weights function
￿(￿n) which increases at an increasing rate with ￿n. The e⁄ect of aggregation is evident
in the sample ACF of the aggregate in the right panel, which is much closer to the ACF
corresponding to ￿n = 0:9 than to any other ACFs in the left panel.
The analysis above brings into sharp relief the role of heterogeneous dynamics of
constituent variables for the dynamics of aggregates like in￿ ation. By isolating price-
setting in a heterogeneous environment from any other e⁄ects arising on account of
demand pressures or policy impulses, we have been able to single out the persistence
gain arising solely on account of heterogeneity in individual dynamics.
It is the argument of the present paper that, in a DSGE context, explicit modelling
of such heterogeneity in sectoral aggregates could not only improve our understanding
of the implications of heterogeneity for aggregate dynamics, but also provide a more
realistic model for business-cycle and policy analysis.
5 Conclusion
This paper has taken a fresh look at the textbook New-Keynesian model and assessed its
performance as a tool for business-cycle analysis. We have seen that the New-Keynesian
approach is richer and more comprehensive in its description of the business cycle and
broadly consistent with the ￿ndings of the empirical business-cycle literature.
However, quantitatively, the New-Keynesian approach has faced major obstacles in
20being an accurate description of the business cycle. Various modi￿cations and enhance-
ments of the baseline model do serve to take the model closer to the data. But none
of the augmented versions produce time paths of aggregates that are comparable to
the actual time paths in terms of timing of maximal impact and, more importantly,
persistence.
Against this backdrop, it is suggested that an explicit account of heterogeneity
in the dynamics of the individual quantities that aggregates are made of could go a
long way towards providing an adequate tool for business-cycle and policy analysis.
A few studies have taken this approach. However, we are still far from a complete
understanding of how and why heterogeneity may be so important, even though we know
that aggregates made of heterogeneous components are more persistent. Especially, the
precise economic mechanisms at work may need to be characterised more clearly. Also,
heterogeneity, like staggered price setting, may need to be better motivated in a DSGE
model. Lastly, it would be desirable to have a model that incorporates heterogeneity,
but, at the same time, is simple enough to be used for an analysis of optimal policy.
References
[1] Ascari, G (2000), ￿Optimising Agents, Staggered Wages and the Persistence in the
Real E⁄ects of Money Shocks, The Economic Journal, 110, pp. 664-686
[2] Bansal, R and Dahlquist, M (2000), ￿The Forward Premium Puzzle: Di⁄erent
Tales from Developed and Emerging Economies,￿Journal of International Eco-
nomics, 51, 115-144.
[3] Basu, S (1996) ￿Procyclical Productivity, Increasing Returns or Cyclical Utiliza-
tion?,￿The Quarterly Journal of Economics, 111: 719-751
[4] Bergin, P and Feenstra, R (2000), ￿Staggered Price Setting and Endogenous Per-
sistence,￿Journal of Monetary Economics, 45 (3) June 2000, pp. 657-680.
[5] Bergin, P and Feenstra, R (2001), ￿Pricing to Market, Staggered Contracts, and
Real Exchange Rate Persistence,￿Journal of International Economics, 54 (2) Au-
gust, pp. 333-359.
[6] Blanchard, O and Fischer, S (1989), Lectures on Macroeconomics. Cambridge, MA:
MIT Press
[7] Blanchard, O and Kahn, C (1980) ￿The Solution of Linear Di⁄erence Models Under
Rational Expectations,￿Econometrica, 48, pp 1305-1313
[8] Burnside, C, Eichenbaum, M and Rebelo, S (1996) ￿Sectoral Solow Residuals,￿
European Economic Review, 40: 861-869.
21[9] Calvo, G (1983), ￿Staggered Prices in a Utility-Maximizing Framework,￿Journal
of Monetary Economics,￿Sept, pp 983-998
[10] Canzoneri, M, Cumby, R and Diba, B (2006), ￿The Cost of Nominal Rigidity in
NNS Models, Journal of Money, Credit and Banking forthcoming
[11] Carvalho, C (2006), ￿Heterogeneity in Price Stickiness and the Real E⁄ects of
Monetary Shocks,￿The BE Journal of Macroeconomics, Vol 2
[12] Chari, V, Kehoe, P and McGrattan, E (2000), ￿Sticky Price Models of the Business
Cycle: Can the Contract Multiplier Solve the Persistence Problem?￿Econometrica,
68(5), Sept.
[13] Chari, V, Kehoe, P and McGrattan, E (2002), ￿Can Sticky Price Models Generate
Volatile and Persistent Real Exchange Rates?￿Review of Economic Studies, Vol.
69, No. 3, July 2002, pp. 533-563
[14] Christiano, L, Eichenbaum, M and Evans, C (1999), ￿Monetary Policy Shocks:
What Have We Learnt and to What E⁄ect?￿in J Taylor and M Woodford (eds.),
Handbook of Macroeconomics, Vol 1A, Elsevier: North Holland, 65-148
[15] Christiano, L., M. Eichenbaum and C. Evans (2005), ￿Nominal Rigidities and the
Dynamic E⁄ects of a Shock to Monetary Policy,￿Journal of Political Economy,
115: 1-45.
[16] Clarida, R, Gali, J, and Gertler, M (1999), ￿The Science of Monetary Policy - A
New Keynesian Perspective￿ , The Journal of Economic Literature, December
[17] Clarida, R, Gali, J, and Gertler, M, (2000), ￿Monetary Policy Rules and Macro-
economic Stability: Evidence and Some Theory,￿The Quarterly Journal of Eco-
nomics, January 2000.
[18] Dixon, H (2006), ￿The Distribution of Contract Durations Across Firms: a Uni￿ed
Framework for Understanding and Comparing Dynamic Wage and Price Setting
Models,￿ECB working paper 676
[19] Dixon, H and Kara, E (2005), ￿Persistence and Nominal Inertia in a Generalized
Taylor Economy: How Longer Contracts Dominate Shorter Contracts,￿European
Central Bank Working Paper No: 489, June 2005.
[20] Dixon, H and Kara, E (2006), ￿Understanding In￿ ation Persistence: A Comparison
of Di⁄erent Models,￿European Central Bank Working Paper No: 672, September
2006.
22[21] Eichenbaum, M. and Evans, C (1995) ￿Some Empirical Evidence on the E⁄ects of
Monetary Policy Shocks on Exchange Rates,￿The Quarterly Journal of Economics,
110(4), November, pages 975-1009.
[22] Erceg, C, Henderson, D and Levin, A (2000), ￿Optimal Monetary Policy with
Staggered Wage and Price Contracts￿ , Journal of Monetary Economics, 46: 281-
313.
[23] Fuhrer, J (2000) ￿Habit Formation in Consumption and Its Implications for Mon-
etary Policy Models,￿The American Economic Review, 90(3), pp 367-390
[24] Fuhrer, J and Moore, G (1995), ￿In￿ ation Persistence,￿The Quarterly Journal of
Economics, 110(1), pp 127-159
[25] Gali, J (1999), ￿Technology, Employment, and the Business Cycle: Do Technology
Shocks Explain Aggregate Fluctuations?￿The American Economic Review, 249,
271, March
[26] Gali, J (2002), ￿New Perspectives on Monetary Policy, In￿ ation and the Business
Cycle,￿NBER Working Paper No 8767
[27] Gali, J and Gertler, M, (1999), ￿In￿ ation Dynamics: A Structural Econometric
Analysis,￿Journal of Monetary Economics, vol. 44, no 2, 195-222,
[28] Hansen, G (1985). ￿Indivisible Labor and the Business Cycle,￿Journal of Monetary
Economics, 56: 309￿ 327
[29] Hodrick, R, Prescott, E (1997), ￿Post-war US Business Cycles: An Empirical
Investigation,￿Journal of Money, Credit and Banking, 29, pp 1-16.
[30] Huang, K and Liu, Z (2002), ￿Staggered Price-setting, Staggered Wage- setting,
and Business Cycle Persistence,￿Journal of Monetary Economics, 49(2), 405.433.
[31] Ireland, P (2001), ￿Sticky Price Models of the Business Cycle: Speci￿cation and
Stability,￿Journal of Monetary Economics, 47(1), pp 3-18
[32] Kiley, M (2002): ￿Partial Adjustment and Staggered Price Setting,￿Journal of
Money, Credit, and Banking, 34, 283￿ 98.
[33] King, R, Plosser, C and Rebelo, S (1988) ￿Production, Growth and Business Cy-
cles: I. the Basic Neoclassical Model,￿Journal of Monetary Economics, 21: 195-232
[34] King, R. and Rebelo, S (1999) ￿Resuscitating Real Business Cycles,￿in J Taylor
and M Woodford (eds.), Handbook of Macroeconomics, Vol 1A, Elsevier: North
Holland, 65-148
23[35] Klein, P (2000) ￿Using the Generalized Schur Form to Solve a Multivariate Lin-
ear Rational Expectations Model," Journal Of Economic Dynamics and Control,
24(10): 1405-1423
[36] Lucas, R (1976), ￿Econometric Policy Evaluation: A Critique,￿Carnegie-Rochester
Series on Public Policy, 1, pp 19-46
[37] Mark, N (2001), International Macroeconomics and Finance: Theory and Econo-
metric Methods. Malden, MA: Blackwell Publishers
[38] McCallum, B (1994) ￿A Reconsideration of the Uncovered Interest Parity Rela-
tionship,￿Journal of Monetary Economics, 33, pp 105-132
[39] McCallum, B and Nelson, E (1999), ￿An Optimizing IS-LM Speci￿cation for Mon-
etary Policy and Business Cycle Analysis,￿Journal of Money, Credit and Banking,
31(3), pp 296-316
[40] Prescott, E (1986), "Theory Ahead of Business Cycle Measurement", Quarterly
Review, Federal Reserve Bank of Minneapolis
[41] Rebelo, S (2005), ￿Real Business Cycle Models: Past, Present and Future￿ , Scan-
dinavian Journal of Economics, Volume 107 Issue 2
[42] Roberts, J (1995), ￿New Keynesian Economics and the Phillips Curve,￿Journal
of Money, Credit and Banking, 27(4), pp 975-984
[43] Romer, D (2001), Advanced Macroeconomics. New York: McGraw Hill, Second
Edition
[44] Rotemberg, J (1982) ￿Sticky Prices in the United States,￿ Journal of Political
Economy, pp 1187-1211
[45] Rotemberg, J (1987), ￿New Keynesian Microfoundations,￿in S Fischer (ed), NBER
Macroeconomics Annual. Cambridge, MA: MIT Press
[46] Rotemberg, J and Woodford, M (1997), ￿An Optimizing-Based Econometric Model
for the Evaluation of Monetary Policy,￿ NBER Macroeconomics Annual, Cam-
bridge, MA: MIT Press
[47] Rudebusch, G (2005) ￿Monetary Policy Inertia: Fact or Fiction?￿International
Journal of Central Banking, 2 (4), December, pp 85-135
[48] Schmidt-Grohe, S and Uribe, M (2007), "Habit Persistence," Entry for the New
Palgrave Dictionary of Economics
24[49] Sidrauski, M (1967), ￿Rational Choice and Patterns of Growth in a Monetary
Economy,￿The American Economic Review, 57(2), pp 534-544
[50] Smets, F and Wouters, R (2002) "Openness, Imperfect Exchange Rate Pass-
through and Monetary Policy," Journal of Monetary Economics, Elsevier, vol.
49(5), pages 947-981, July
[51] Taylor, J (1980), ￿Staggered Wage Setting in a Macro Model,￿ The American
Economic Review, 69(2), pp 108-113
[52] Taylor, J (1993), ￿Discretion versus Policy Rules in Practice,￿Carnegie Rochester
Conferences Series on Public Policy, Dec, pp 195-214
[53] Uhlig, H (2001), ￿A Toolkit for Analyzing Nonlinear Dynamic Stochastic Models
Easily" in Computational Methods for the Study of Dynamic Economies. Oxford:
Oxford University Press
[54] Walsh, C (2003), Monetary Theory and Policy. Cambridge, MA: MIT Press
[55] Wolman, A (1999), ￿Sticky Prices, Marginal Cost and the Behavior of In￿ ation,￿
Economic Quarterly, Federal Reserve Bank of Richmond, Fall
[56] Woodford, M (2003), Interest and Prices: Foundations of a Theory of Monetary
Policy. Princeton, NJ: Princeton University Press
25