Performance analysis & traffic modelling in broadband integrated services digital networks by Habibi, D
Performance Analysis 8.z Traffic Modelling in 
Broadband Integrated Services Digital 
Networks 
by 
Daryoush Habibi B.E.(Hons.) 
Department of Electrical and Electronic Engineering 
Submitted in fulfilment of the requirements 
for the degree of 
Doctor of Philosophy 
University of Tasmania 
October 1993 
Statement of Originality 
This thesis contains no material which has been accepted for the award of any 
other degree or diploma in any tertiary institution. To the best of my knowledge 
and belief, the thesis contains no material previously published or written by 
another person, except when due reference is made in the text. 
Daryoush Habibi 
111 
To my parents. 
V 
Abstract 
Broadband Integrated Services Digital Networks (B-ISDN) will provide the abil-
ity to support a wide range of services using Asynchronous Transfer Mode (ATM) 
as the transfer technique. While ATM provides the flexibility to integrate a large 
number of services economically, the challenge to teletraffic engineers is to ensure 
that an acceptable grade of service is provided for each type of traffic. Research 
in network performance and traffic modelling is required to develop network op-
erating strategies which will meet these goals. 
This thesis is mainly concerned with performance analysis models for B-ISDN. In 
performance modelling of access nodes, several strategies are studied for mixing 
loss-sensitive traffic with delay-sensitive traffic in both TDM and ATM environ-
ments. The performance of these strategies are analysed by different methods. 
Next, the problem of statistical multiplexing of interactive data, interactive im-
ages and variable bit rate (VBR) video traffic in an ATM access node is consid-
ered. In this situation, the effect of link rate to source rate ratio and also the 
effect of priority encoding of the VBR video on the performance of the ATM 
access node are studied. Next, a strategy is proposed for statistically multiplex-
ing a range of constant bit rate services with an aggregate of variable bit rate 
services at an ATM access node. Performance parameters for both service types 
are evaluated by analysis and also by simulation. 
Accurate source models are an essential component of any access node prob-
lem. The traffic generated from video services will greatly influence the overall 
performance and data requirements in B-ISDN, and the next area considered in 
this thesis is modelling of video traffic. Several video models in the literature 
vii 
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are reviewed and a few models based on the concept of hidden Markov models 
are examined for modelling variable bit rate video traffic. Network performance 
based on these models is investigated. 
Another area that is covered in this thesis is performance modelling for those 
parts of the network that are subject to traffic with periodically varying rates. A 
computational probability analysis is presented for queues with cyclo-stationary 
arrivals and/or cyclo-stationary service rates. Such traffic patterns may arise in 
a variety of telecommunication and computer networks, including B-ISDN. 
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Preface 
The original purpose of this research was to study performance analysis models 
for Broadband Integrated Services Digital Networks (B-ISDNs), especially those 
related to connection admission control. During the course of these studies it was 
realised that accurate traffic models are essential in performance studies of high 
speed networks. In particular it is important to model video services accurately, 
as the traffic generated from these services will greatly influence the overall per-
formance and data requirements in broadband networks. Two chapters of this 
thesis deal with video traffic modelling, providing a literature survey of traffic 
models for video services and investigating the performance of hidden Markov 
models for modelling VBR video traffic. Another extension to this work is the 
development of performance analysis models for the queueing systems that have 
periodic variations in the arrival rate and/or service fate of their traffic. 
The work presented in this thesis was initiated as part of a research contract be-
tween Telecom Australia Research Laboratories and the Department of Electrical 
Sz Electronic Engineering, University of Tasmania. The research for this thesis 
took place at the University of Tasmania between April 1990 and October 1993. 
Thesis Organisation 
This thesis is organised into nine chapters. The first chapter gives an introduction 
to the evolution of B-ISDNs, provides a general description of B-ISDNs, and 
outlines the problems associated with traffic control and resource management 
in broadband networks. Chapter 2 outlines and analyses two call access control 
strategies that may be suitable for networks carrying a mixture of two types 
1 
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of traffic, narrowband (NB) and wideband (WB). The NB traffic and the WB 
traffic may be identified as data traffic and fixed bit rate video traffic respectively 
in a broadband network. Several methods are used for the analysis of these 
strategies. Chapter 3 uses simulation tools to study the problem of multiplexing 
interactive data, interactive images, and video traffic in an ATM access node 
and investigates the effect of reducing the ratio of the link bit rate to peak bit 
rates of the incoming traffic on the performance of the access node. It also 
investigates the effect of priority encoding of the video traffic on the performance 
of the access node. Chapter 4 outlines and analyses a strategy for an access 
node where a range of constant bit rate (CBR) and variable bit rate (VBR) 
services are multiplexed. Chapter 5 provides a literature survey of traffic models 
for video services. Chapter 6 continues the study of video traffic modelling and 
investigates the performance of hidden Markov models for VBR video services. 
The correlation studies of the traffic generated by a VBR video codec indicates 
the presence of periodic variations in the cell stream generated by VBR video 
services. This sets the scene for Chapters 7 and 8 which present an analysis 
method for queues that have periodic variations in the arrival rate and/or service 
rate of their traffic. Finally, Chapter 9 provides a summary of the contributions 
and the major results of this thesis and suggests some extensions to this work for 
future research. 
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Chapter 1 
Introduction 
1.1 Introduction 
Telecommunications networks have gone through many changes since the inven-
tion of Morse code in the late 1830s [1]. The early communication networks, 
telegraph networks, were conceptually digital (morse code). Then, there was 
the migration towards analog systems (analog telephony) which dominated the 
telecommunications industry for a few decades. In the recent decades these ana-
log systems are being phased out to be replaced by the more efficient, higher 
quality digital networks. Since the 1830's many telecommunication services have 
entered the scene: telephone, telex, television, facsimile, electronic mail, etc. and 
the list is growing very fast. These new services have revolutionised lifestyles by 
introducing new means of communication and learning and by facilitating many 
services that are used in our daily lives such as banking, travel, shopping, etc. 
Today, there are many telecommunications networks, heterogeneous in nature 
and service specific [2]. With the evolution of these specialised networks, the 
ultimate goal in telecommunications has become network flexibility and service 
independence. The latest development in telecommunication is the concept of 
the Broadband Integrated Services Digital Network (B-ISDN). B-ISDN my be 
considered as the most revolutionary network concept in the recent decades. It 
will deliver many high bit rate services including a wide range of video and image 
services that will have a big impact on the commercial and residential customers. 
5 
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In section 1.2, the earlier telecommunication technologies are briefly outlined. 
Section 1.3 outlines the service categories that are expected in a mature B-ISDN. 
Section 1.4 describes a protocol reference model for B-ISDN which reflects the 
principles of layered communication of the reference model of open system inter-
connections. Section 1.5 discusses the concept of Asynchronous Transfer Mode in 
relation to B-ISDN. Section 1.6 provides a review of traffic control and resource 
management in B-ISDN. Finally, section 1.7 describes the major thrusts of this 
thesis and lists the areas to which this thesis makes contributions. 
1.2 The Evolution of Broadband Networks 
The purpose of this section is to give a summary of the network technologies that 
step-by-step have evolved into the introduction of B-ISDNs. The topics covered in 
this section are circuit switching, packet switching, Integrated Digital Networks, 
Local Area Networks, Metropolitan Area Networks, integrated Services Digital 
Networks, and finally Broadband Integrated Services Digital Networks. 
1.2.1 Circuit Switching 
Circuit switching was originally designed for voice traffic and it is still the domi-
nant technology for voice communication and a major alternative for data com-
munication. As the name implies, circuit switching is based on establishing a 
dedicated path between the calling and the called parties before any informa-
tion is transmitted. This means that a dedicated capacity is maintained on all 
the links through which the call has been routed for the duration of the call, 
regardless of whether information is being transferred on the path. Let us briefly 
look at the fundamental processes in a circuit switched network by looking at the 
network diagram shown in Figure 1.1. Let us assume that subscriber B wants to 
establish a connection to communicate with subscriber D. This process consists 
of three distinct phases as described below: 
• Connection phase: In this phase subscriber B sends a message to his server 
node (node 1) requesting a connection to subscriber D. Usually there is a 
dedicated line between B and node 1. Node 1 selects the outgoing link to 
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Figure 1.1: A switched network 
node 5 (based on the routing information available to it and based on other 
parameters such as the utilisation of the links and cost), allocates a channel 
on that link and passes on the connection request to node 5. Similarly 
node 5 allocates a channel on its link to node 3 and sends the connection 
request to node 3. The connection request is delivered to node 4 in a Similar 
manner. Node 4 then checks to find if its line to subscriber D is busk or is 
willing to accept the connection request. On acceptance of the call by D, 
subscriber B is notified and the connection is completed. 
• Information transfer phase: During this phase information can be trans-
ferred between the two parties in (usually) full duplex mode. 
• Disconnect phase: Either of the parties can terminate the connection in 
which case a signal will be sent through to all of the nodes that maintain 
the connection to de-allocate the capacity dedicated to that connection. 
Some main advantages of circuit switching are high reliability (e.g. low delay 
at each node and a fixed data transmission rate), relatively simple routing, and 
transparency. One of the main disadvantages of circuit switching is low efficiency 
for traffic that is bursty in nature, such as interactive data traffic. For example 
a terminal and a computer that are connected via a dedicated circuit will only 
use the circuit for occasional short bursts of traffic and the circuit will be idle 
for most of the time. Another disadvantage of circuit switching is that when 
two data terminal equipments are connected through a circuit switched network, 
they must transmit and receive at the same baud rate. This places an undesirable 
constraint on many data communication applications. 
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1.2.2 Packet Switching 
The concept of packet switching started in early 70's with the aim of providing 
a fast, efficient, flexible and low cost method of data communications. The basic 
idea in packet switching is to divide the data into segments called packets (see 
Figure 1.2). Each packet has a header that contains the necessary information for 
routing of the packet through to the destination. The header may also contain 
extra control information, for example about the priority of the packet or about 
the maximum delay that it can tolerate. The network normally puts an upper 
limit on the size of the packet. Therefore if the data that the user wishes to send 
is larger than the maximum packet size, the data is broken into several packets 
and these packets are sent in sequence. 
User Data 
Segment 1 Segment 2 Segment 3 
   
Packet 3 Packet 1 Packet 2 
Figure 1.2: Packetising the data 
There are two approaches that can be taken for routing the packets from source 
to destination in a packet switched network. These are known as data gram and 
virtual circuit methods and are briefly described here. 
Datagram 
There is no call setup phase in the datagram approach and each packet is sent 
independent of the previous packets. As mentioned earlier each packet has a 
header that contains information about the source and the destination of the 
packet. Packets are briefly buffered at each node. The nodes must process the 
information in the header and decide on the outgoing link on which the packet can 
be sent. This decision is usually based on the state of the nodes along alternative 
paths in the network. Hence as the queue size of various nodes varies with time, 
the path between the source and the destination can vary and as a result the 
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packets may arrive at the destination out of sequence. The Datagram approach 
is suitable for connectionless services. In cases where only a small amount of data 
is to be transferred, call setup time can be a major overhead on the network. 
This overhead is avoided in the datagram approach. Also network congestion is 
handled very well with this approach as each node will try to forward the packet 
via the least loaded node towards the destination. 
Virtual Circuit 
This approach has some similarities to circuit switching in that the entire path 
between the two users must be determined before any data packets are trans-
ferred. The difference of this approach to circuit switching is that the path is 
not dedicated. As an example let us reconsider the generic network shown in 
Figure 1.1 but now assume that it is a packet switched network. Again assume 
that subscriber B wants to communicate with subscriber D. B sends a call request 
packet to node 1. Node 1 can either choose node 2 or node 5 as the next node. 
If node 5 is selected, node 1 sends the call request packet and all the subsequent 
data packets to node 5. Node 5 selects node 4 and passes on the call request 
packet to it. Node 4 delivers the call request packet to D. If D decides to accept 
the connection, it will send a call accept packet that will be delivered back to B 
through nodes 4, 5 and 1 respectively. Data can then be transferred between B 
and D through the virtual path that has already been established. The connec-
tion can be terminated by either of the parties transmitting a clear request packet 
to the other party through the virtual circuit nodes. 
The benefits of virtual circuit are: simplification of routing once a path has been 
established, and, allowing the components within the network to distinguish eas-
ily amongst different traffic flows for purposes of admission, congestion control, 
security, billing and so forth [3]. Because of its nature, the virtual circuit ap-
proach is suited well to connection oriented services that require error control 
and sequencing. Although there is some overhead due to the call setup time, for 
long transactions this will be outweighed by the savings in the processing time 
of each packet at the nodes along the virtual circuit, because there is no routing 
decision to make for each individual packet. 
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1.2.3 Integrated Digital Networks 
The current telecommunication networks around the world are rapidly moving 
towards Integrated Digital Networks (IDN). The word Integrated in this context 
refers to the integration of transmission and switching and should not be mistaken 
with the integration of services. The major force behind the evolution of IDN has 
been the desire to achieve economical voice communications. With the advent of 
LSI and then VLSI the costs of producing digital equipment have declined signifi-
cantly and the trend is continuing. The costs of manufacturing analog equipment 
have also dropped but not to the extent seen for digital equipment. In an IDN 
network all signals are treated as a stream of binary digits. Digital transmission 
and digital switching both require some processing of conventional analog signals 
such as voice before they can be transferred through IDN. In the first instance, 
the original analog signal (voice) is digitized to produce a stream of binary data. 
The digital data is then fed to a modem to produce an analog signal. There 
is a difference between this analog signal and the original analog voice signal in 
that the new analog signal is a representation of binary data and therefore digital 
transmission techniques can be applied to it. 
The multiplexing technique used in an integrated digital network is Time Division 
Multiplexing (TDM). In TDM, time is divided into frames. Each time frame is 
divided into several time slots, and has a synchronisation bit. The time slots are 
allocated to various connections in a predetermined manner. Incoming links are 
sampled at appropriate frequency and samples are loaded into corresponding time 
slots. The sequence of the n th time slots in consecutive time frames constitute 
the nth channel on the outgoing link. TDM in an integrated digital environment 
has cost and quality advantages over Frequency Division Multiplexing (FDM) in 
a non-integrated circuit switched network. 
With digital transmission, the loss of quality resulting from switching nodes and 
relay points in the network is minimal compared to analog transmission. Also, 
IDN technology is significantly cheaper at switching nodes compared to its ana-
log equivalent that uses FDM. To picture this, let us consider Figure 1.3 which 
shows a switching node in an integrated environment, and Figure 1.4 that shows 
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the equivalent of the same section of the network in a non-integrated environment. 
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Figure 1.3: A digital switch in an Integrated Digital Network 
                 
  
a,b,c 
       
a 
      
       
a,b,c 
      
f,b,d b- 
             
              
               
                 
   
abc,def 
      
Analog 
Switch 
    
             
             
              
              
  
d,e,f 
   
d,e,f 
      
c,e,a 
            
            
e — 
f 
       
X 
   
a 
  
             
              
               
                
                 
                 
Figure 1.4: An analog switch in a non-integrated circuit switched network 
The number of channels multiplexed and the levels of multiplexing in these figures 
are not realistic and have been chosen purely to give a simplified pictorial repre-
sentation of these networks. As Figure 1.3 shows, because of TDM technology, 
the switching node along the path can employ a number of techniques to extract 
the time slots from the incoming link and switch the individual channels on the 
appropriate outgoing links. The equivalent process in the non-integrated analog 
network as shown in Figure 1.4 would require a lot of demodulation, demulti-
plexing, multiplexing and modulation, which would reduce the signal quality and 
increase the cost. 
The cost advantage of Integrated Digital Networks is not only because of cheaper 
switching and transmission equipment. The other cost factor is the efficiency 
with which link capacities can be utilised. As the bandwidth of the transmission 
media increases (e.g. by employing optical fiber technology) the depth of multi-
plexing must be increased to use the available bandwidth on the link. This can 
be achieved more efficiently using TDM as compared to FDM. 
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Although Integrated Digital Networks were phased in primarily for achieving 
economical voice communication, they are also suitable for digital data commu-
nication. The integration of transmission and switching in a digital environment 
prepares the scene for integrating a wide range of data communication services 
with digitized voice, and leads to the next generation of telecommunication net-
works called the Integrated Services Digital Networks (ISDNs). Before describing 
an ISDN, the next two sections are devoted to local area networks (LANs) and 
metropolitan area networks (MANs). The reason for including these is that it 
is likely that interconnection of these networks will be an initial stage in the 
evolution of B-ISDNs. 
1.2.4 Local Area Networks 
A LAN is typically a collection of interconnected PCs, workstations, printers and 
data bases which are located within an organisation and in a relatively small 
geographical area (typically less than 10 km). In the industry a LAN may also 
involve interconnecting the above equipments with manufacturing systems. In a 
local area network many users share the same transmission medium. These days, 
the transmission speeds of such medium are at the edge of broadband speeds. 
Some examples are 10 Mbps Ethernets and 4 Mbps token rings. The more recent 
proposals for LANs call for even higher speeds, e.g. 16 Mbps token rings and 100 
Mbps Fibre Distributed Data Interface [4]. One of the characteristics of LANs 
is their decentralised access control to the common medium. LANs are classified 
according to their topology, transmission medium and their medium access control 
(MAC) procedure. The most common types of LANs are token ring, token bus, 
and carrier sense multiple access with collision detection (CSMA/CD). A brief 
description of each of these networks follows. 
• Token Ring LAN: is a closed loop (ring) which is made up of unidirectional 
point to point links interconnecting adjacent stations. It uses shielded 
twisted pair cable with transmission rates of 4 Mbps or 16 Mbps. The 
medium access control is based on the passing of a single token around the 
loop. When a station has some data to send it has to wait until it receives 
the token from its physical neighbour before it can transmit some packets. 
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One advantage of token protocols for MAC is that they prevent packet col-
lision even under very high utilisations of the network. The drawback is 
that under lower utilisations the performance deteriorates because of the 
rotation time of the token. 
• Token Bus LAN: consists of many stations which are passively coupled to 
the bus transmission medium. The transmission medium is a coax cable 
with transmission rates of 1 Mbps, 5 Mbps or 10 Mbps. A token passing 
protocol is used to control the access to the transmission medium. The 
token is passed from one station to its neighbour. A neighbour is defined 
by an address rather than by the physical location. The token passing 
protocol decides how many packets can be transmitted by a station while 
that station holds the token. 
• Carrier sense multiple access with collision detection (CSMA/CD) .: uses 
a bus system with a transmission rate of 10 Mbps. It is based on the 
Ethernet LAN developed by Xerox. When a station has some packets to 
transmit, it listens for the carrier. If the channel is idle, the station will 
send the packets. If the channel is not idle, the station will wait for the 
channel to become idle before it transmits the packets. hi this network it 
is possible for two stations to send packets simultaneously. This will result 
in collision. The transmitting stations will detect the collision and will stop 
transmission. Each of the stations will then wait for a random duration 
before trying to send packets again. This algorithm works very well for 
low network loading, but the performance of this network deteriorates with 
higher channel utilisations. 
Local area networking is one of the areas where the high speed of broadband net-
works is needed. In many situations customers have LANs in different geograph-
ical locations and wish to interconnect their LANs. This interconnection may 
be achieved using existing networks such as circuit switched or packet switched 
data networks, or even ISDN. However, because the transmission rates of LANs 
are up to 16 Mbps, interconnecting them via slower networks will create a per-
formance bottleneck in wide area networking. The high bandwidth local area 
networks require long distance broadband links to interconnect them [5]. The 
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high speed required for the interconnection of LANs may be achieved using the 
existing MANs or future B-ISDN. An example of interconnection of LANs via a 
MAN is shown in Figure 1.5. 
CLAN) 
 
MAN 
  
Figure 1.5: Interconnection of LANs via MAN (IU: Interworking Unit) 
1.2.5 Metropolitan Area Networks 
Metropolitan area networks (MANs) may be considered as an evolution of LANs. 
They provide fast data communication services in areas beyond local area net-
works. As mentioned earlier, MANs are the best present solution for intercon-
necting LANs. Some features of MANs are [6][7]: sharing a common transmission 
medium, geographical coverage of more than 50 km, distributed access control, 
high speed transmission (> 100 Mbps), and provision for isochronous traffic (e.g. 
voice, video) as well as packet switched traffic. 
MANs can be divided into two categories [8]: private, where a MAN is used by 
a single customer, and public, where many customers use the same MAN. In a 
public MAN the network operator must resolve such issues as billing, resource 
management and security. These issues are less complicated in a private MAN. 
Some alternatives for implementing MANs are fibre distributed data interface 
(FDDI) [9][10], fibre distributed data interface II (FDDI-II) [11][12], and dis-
tributed queue dual bus (DQDB) [13]. Details of these alternatives can be found 
in the citations and are omitted here. 
LAN 
B-ISDN 
node 
IU 
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In the same way that interconnection of LANs resulted in the evolution of metropoli-
tan area networks, the interconnection of MANs (see Figure 1.6) will bring about 
the introduction of B-ISDN. The interconnection of MANs through B-ISDN will 
result in wider area access, improved performance and flexibility. 
LAN 
	FJ  
IU MAN B-ISDN 
node 
IU 	 LAN 
(AN) 	 IU 
Figure 1.6: Interconnection of LANs and MANs via B-ISDN 	Interworking 
Unit) 
1.2.6 Integrated Services Digital Networks 
The term Integrated in Integrated Services Digital Networks refers to the integra-
tion of voice and data services on a single transport system. This will result in 
cost savings to users because they do not have to buy these services individually. 
Furthermore, the user can get access to a wide range of services via a single access 
line and a single . standardized interface. This will particularly benefit the major 
corporate users that have experienced a rise in the cost of their separate voice 
and data networks [5]. Such customers are beginning to realise that an advanced, 
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integrated corporate network not only lowers their telecommunications costs but 
also provides them with additional functions that can give them a competitive 
edge in the market. 
Let us now quote the principles on which ISDN is based from CCITT [14]: 
" 1 Principles of ISDN 
1.1 The main feature of the ISDN concept is the support of a wide 
range of voice and non-voice applications in the same network. 
A key element of service integration for an ISDN is the provision 
of a range of services (see Part II of the I-series of Recommen-
dations) using a limited set of connection types and multipurpose 
user-network interface arrangements (see parts III and IV of the 
I-series of Recommendations). 
1.2 ISDNs support a variety of applications including both switched 
and non-switched connections. Switched connections in an ISDN 
include both circuit-switched and packet-switched connections and 
their concatenations. 
1.3 As far as practicable, new services introduced into an ISDN should 
be arranged to be compatible with 64 kbit/s switched digital con-
nections. 
1.4 An ISDN will contain intelligence for the purpose of providing ser-
vice features, maintenance and network management functions. 
The intelligence may not be sufficient for some new services and 
may have to be supplemented by either ° additional intelligence 
within the network, or possibly compatible intelligence in the user 
terminals. 
1.5 A layered protocol structure should be used for the specification 
of the access to an ISDN. Access from a user to ISDN resources 
may vary depending upon the service required and upon the status 
of implementation of national ISDNs. 
1.6 It is recognized that ISDNs may be implemented in a variety of 
configurations according to specific national situations." 
TEl 
ISDN Terninal 
Customer Premises Digital 
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The transmission structure of any ISDN link is constructed from three types of 
channels: B channel, D channel and H channel. These are described below. 
• B channel has a capacity of 64 Kbps and can carry a wide variety of in-
formation streams except the ISDN signalling information. It is commonly 
used for PCM digitized voice and digital data. 
• D channel has a capacity of 16 Kbps for basic access rate and 64 Kbps 
for primary access rate. The basic access rate and the primary access rate 
are defined later in this section. A D channel is primarily intended for 
carrying the common channel signalling information of the circuit switched 
calls in ISDN, but it can also be used for packet switched data and low 
speed telemetry. 
• H channels are intended for higher bit rate user applications. 
Figure 1.7: ISDN user-network reference model 
Two well defined combinations of these channels, offered to users as a package, 
are the basic rate access and the primary rate access. The basic rate access con- 
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sists of two 64 Kbps B channels and one 16 Kbps D channel (total 144 Kbps). 
With overheads, the total bit rate of a basic access link is 192 Kbps. The basic 
rate access is intended for users with low bit rate demands such as residential 
customers. The primary rate in ISDN is intended for users with high bit rate 
requirements. The standard rate for primary access is 2.048 Mbps in Europe 
consisting of 30 B and 1 D channels. The primary access in the US, Canada and 
Japan is 1.5442 Mbps, organaised as 23 B and 1 D channels. 
Figure 1.7 shows an ISDN user-network reference model showing reference points 
and functional groupings. ISDN functional groups are defined by sets of functions 
that may be needed in an ISDN access arrangement. NT1 (network termination 
type 1) includes necessary functions for physical and electromagnetic termina-
tion of the ISDN at the customer's premises. It isolates the customer premises 
equipments from the technology of the digital subscriber loop. NT2 (network 
termination type 2) is an intelligent interface between NT1 and TE (terminal 
equipment). It performs such functions as switching, concentration, multiplexing 
and protocol handling. A local area network is an example of a NT2. 
At the customer's premises there may be three types of TE. These are TEl 
(terminal equipment type 1), TE2 (terminal equipment type 2) and TA (termi-
nal adaptor). TEl includes ISDN terminals such as ISDN digital telephone set, 
ISDN PC terminal, ISDN telemetry devices, etc. TEl connects directly to the S 
(system) reference point which is a 4-wire interface between a TEl and a NT2. 
TE2 comprises of non-ISDN terminals, e.g. VT100, keysets, and RS232. It needs 
a TA to connect to the S interface. A TA's functions are rate adaptation of the 
lower speed data into 64 Kbps and bridging the existing non-ISDN products to 
ISDN. The R (rate) reference point provides an interface between adaptor equip-
ment and non-ISDN user equipment. The T (terminal) reference point separates 
user's equipment from network provider's equipment at customer's premises. The 
U (user) reference point is a 2-wire interface for basic rate, or, a 4-wire interface 
for primary rate, between NT1 and an ISDN exchange. 
Having quoted the basic principles of ISDN from CCITT documents it must be 
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pointed out that ISDN is not a fully integrated network. ISDN is only suitable for 
a limited range of services. For example, it can only offer services that require bit 
rates less than 2 Mbps. This excludes many video services from transmission over 
an ISDN. Even for narrowband services (less than 2 Mbps), although ISDN ap-
pears to be integrated as far as user access is concerned, it is not really integrated 
from network operator's point of view. ISDN still uses two different bearer ser-
vices: packet switched and circuit switched, resulting in two overlay networks [15]. 
1.2.7 Broadband Integrated Services Digital Networks 
The structure and details of ISDN have almost been completed with the publica-
tion of the Blue Book in 1988 by CCITT. Although further work is being carried 
out in refinement of the recommendations for ISDN, it is no longer the centre 
of attention amongst the researchers in telecommunications. Since 1988 CCITT 
has focused its attention on a far more complicated and revolutionary network 
concept known as the Broadband Integrated Services Digital Network (B-ISDN). 
One of the distinctions between ISDN and B-ISDN is the services offered by them. 
CCITT defines a broadband service as [16] 'A service or system requiring trans-
mission channels capable of supporting rates greater than the primary rate.' In 
recommendation 1.121 [17], CCITT defines the principles of B-ISDN as following: 
"2 Principles of B-ISDN 
2.1 Asynchronous Transfer Mode (ATM) is the transfer mode for im-
plementing B-ISDN and is independent of the means of transport 
at the physical layer. 
2.2 B-ISDN supports switched, semi-permanent and permanent point-
to-point and point-to-rnultipoint connections, and provides on de-
mand reserved and permanent services. Connections in B-ISDN 
support both circuit mode and packet mode services of a mono-
and/or multimedia type and of a connectionless or connection-
oriented nature and in a bidirectional or unidirectional configu-
ration. 
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2.3 The B-ISDN architecture is detailed in functional terms and is, 
therefore, technology and implementation independent. 
2.4 A B-ISDN will contain intelligent capabilities for the purpose of 
providing advanced service characteristics, supporting powerful 
operation and maintenance tools, network control and manage-
ment. Further inclusion of additional intelligent features has to 
be considered in an overall context and may be allocated to dif-
ferent network/terminal elements. 
2.5 Since the B-ISDN is based on overall ISDN concepts, the ISDN 
access reference configuration is also the basis for the B-ISDN 
access reference configuration. 
2.6 A layered structure approach, as used in established ISDN pro-
tocols, is also appropriate for similar studies in B-ISDN. This 
approach should also be used for studies on other overall aspects 
of B-ISDN including information transfer, control, intelligence 
and management. 
2.7 Any extension of network capabilities or change in network per-
formance parameters will not degrade the Quality of Service of 
existing services. 
2.8 The evolution to B-ISDN should ensure the continued support of 
existing interfaces and services. 
2.9 New network capabilities will be incorporated into B-ISDN in evo-
lutionary steps to meet new user requirements and accommodate 
advances in network developments and progress in technology. 
2.10 It is recognised that B-ISDN may be implemented in a variety of 
ways according to specific national situations." 
Although the long term goal of B-ISDN would be to provide all types of services, 
it is likely that initially it will only be used for those services that cannot be 
offered (cost effectively) by the existing networks. B-ISDN would have to coexist 
with the networks already in the place such as the Public Switched Telephone 
Networks (PSTNs), public data networks, narrowband ISDN, etc. until these 
technologies are phased out by time. 
Conversational services 
Messaging services 
Retrieval services 
Distribution Services 
Distrubution services 
with user individual 
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1.3 B-ISDN Services 
B-ISDN is expected to offer a wide range of services from very low bit rate data 
services such as telemetry to very high bit rate video services such as High Defini-
tion Television (HDTV). It is not easy to predict all possible services in a B-ISDN 
because many services supported by B-ISDN will be value added services. Such 
services may be offered by companies other than the network providers. An in-
dependent company may think of an economically viable new service and use 
B-ISDN to offer it. 
Although an exact picture of B-ISDN services is not at hand, it is possible to iden-
tify the categories of the possible services. CCITT has identified two main service 
categories in a B-ISDN: interactive services and distribution services. These are 
shown in Figure 1.8 [18]. 
Interactive Services 
Figure 1.8: Classification of broadband services 
1.3.1 Interactive Services 
Interactive services, as the name implies, refer to those services in which there is a 
bidirectional transfer of data between two points. Signalling and control data are 
22 	 Chapter 1. Introduction 
not included in this definition. Interactive services are point to point services, i.e. 
between a service provider and a subscriber or between two subscribers. CCITT 
defines three classes of service that come under the interactive services category. 
These are conversational services, messaging services and retrieval services. 
• Conversational services are services where there is a real time (i.e. no store 
and forward) bidirectional end-to-end information transfer between two 
users or between a user and a host. Some examples of conversational ser-
vices are broadband video telephony, broadband video conferencing, video 
surveillance, high volume file transfer and high speed telefax. 
• Messaging services are user to user communication services via storage units 
with store-and-forward, mailbox and/or message handling functions. Video 
mail and document mail are two examples of messaging services. 
• Retrieval services are services where information is stored in information 
centres and users can selectively retrieve those information, i.e. information 
will be sent to a user only on demand. The user can control the time when 
an information sequence starts. Some examples of retrieval services are 
broadband videotex, video retrieval services, high resolution image retrieval 
services and document retrieval services. 
1.3.2 Distribution Services 
Distribution services provide point to multipoint communication and are gener-
ally from a service provider to a large number of users. CCITT defines two classes 
for distribution services. One class is distribution services without user presen-
tation control, and the other class is distribution services with user presentation 
control. A brief description of each of these classes is given below. 
• Distribution services without user individual presentation control include 
broadcast services. The service provider provides a continuous flow of in-
formation that is distributed to many authorised users. The user can get 
access to this flow of information any time, but he can only access the in-
formation that is broadcasted from the time of his connection onward. The 
user cannot control the time and order of the presentation. An example is 
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broadcast television which at the moment is only accessible to users through 
microwave or cable, but in a B-ISDN environment can be integrated with 
the rest of the services. 
• Distribution services with user individual presentation control are also ser-
vices that distribute information from a central source to many users. How-
ever, the information is provided as a sequence of information entities with 
cyclical repetitions. Therefore the user can get access to individual informa-
tion entities and can also control the start and the order of the presentation. 
An example is cabletext which is an enhanced, broadband version of tele-
text. 
1.4 B-ISDN Protocol Reference Model 
In recommendations 1.320 [19] and 1.321 [20], CCITT describes a protocol refer-
ence model (PRM) for B-ISDN which reflects the principles of layered commu-
nication of the reference model of open system interconnection (OSI) in recom-
mendation X.200 [21]. Most principles of OSI including protocol layering, layer 
service definition, service primitives and modularity seem appropriate to the B-
ISDN environment. However, the OSI principle of layer independence has not 
been fully applied to the B-ISDN protocol reference model. 
Management 
,Plane 
Control Plane User Plane 
Higher Layers Higher Layers 
ATM Adaption Layer 
ATM Layer 
Physical Layer 
Figure 1.9: B-ISDN protocol reference model 
24 	 Chapter 1. Introduction 
1.4.1 Planes of B-ISDN Protocol Reference Model 
Figure 1.9 [20] shows the protocol reference model for B-ISDN. There are three 
planes in the PRM of B-ISDN: 
• The User plane has a layered structure and provides for user information 
transfer, along with associated controls such as flow control and error con-
trol. 
• The Control plane with its layered structure provides the call control and 
connection control functions. 
• The Management plane includes layer management and plane management 
functions: 
— Plane management performs management functions to a system as a 
whole and provides coordination between all the planes. 
— Layer management performs management functions relating to re-
sources and parameters residing in its protocol entities. 
1.4.2 Layers of B-ISDN Protocol Reference Model 
In this section the functions of various layers and the primitives exchanged be-
tween them are discussed. Figure 1.10 [20] shows the functions of B-ISDN in 
relation to protocol reference model. A brief description of each layer follows. 
Physical Layer 
The physical layer consists of two sublayers: the physical medium (PM) sublayer 
and the transmission convergence (TC) sublayer. 
• Physical medium sublayer must perform all necessary functions such as bit 
transfer, bit alignment, line coding and electrical to optical transformation 
to provide bit transmission capability. Specification of the physical medium 
sublayer will depend on the medium used for transmission. 
• Transmission convergence sublayer performs all necessary functions to con-
vert the flow of cells to flow of data units that can be transmitted over 
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Figure 1.10: Functions of B-ISDN protocol reference model layers 
the physical medium. These functions are transmission frame generation 
and recovery, transmission frame adaptation, cell delineation, header er-
ror control sequence generation and cell header verification, and cell rate 
decoupling. These functions are explained below: 
— Transmission frame generation and recovery as the name explains, per-
forms the functions required for generation and recovery of transmis-
sion frame. 
— Transmission frame adaptation must provide all necessary conversions 
between cell flow and the transmission frame. In the transmit direction 
it must structure the flow of cells according to the payload structure 
of the transmission frame. In the receive direction it must extract the 
cell flow from the payload of the transmission frame. 
— Cell delineation maintains the cell boundaries to enable the receiv-
ing end to identify the cells after descrambling the ATM cell stream. 
The self delineating mechanism for this purpose has been defined in 
recommendation 1.432 [22]. 
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— HEC sequence generation and cell header verification: Each ATM cell 
has a Header Error Control (HEC) field. This function is responsible 
for calculating the HEC field in the transmit direction. In the receive 
direction, cell headers are checked for errors and those errors that can 
be corrected are corrected. Those cells with non-correctable corrupted 
cell headers are discarded. 
Cell rate decoupling: Because of asynchronous nature of the ATM cells, 
there is a need to adapt the rate of the valid ATM cells to the rate of 
the payload of the transmission frame. This is achieved by insertion 
and suppression of idle cells. 
ATM Layer 
The ATM layer is independent of the physical medium used to transport the 
ATM cells and therefore independent of the physical layer. The ATM layer must 
perform four main functions as follows. 
• Cell multiplexing and demultiplexing: For the purpose of transmission, the 
cells from individual Virtual Paths (VPs) and Virtual Channels (VCs) are 
combined into a non-continuous composite cell flow. At the appropriate 
point in the receiving end, cells are extracted from the composite cell flow 
and are directed to appropriate Virtual Paths or Virtual Channels. 
• Virtual Path Identifier (VPI) and Virtual Channel Identifier (VCI) trans-
lation: At ATM switching and/or cross connect nodes, the values of the 
VPI and the VCI of the incoming ATM cells must be translated into new 
values of VPI and VCI on the outgoing links. 
• Cell header generation/extraction: In the transmit direction this function 
must generate appropriate ATM cell headers (except the HEC sequence) 
for the cell information fields received from ATM Adaptation Layer (AAL). 
This function may also include the translation from a Service Access Point 
(SAP) identifier to a logical connection number (VPI and VCI). 
• Generic Flow Control: This function is responsible for generating a Generic 
Flow Control (GFC) field for the ATM header. 
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Further aspects of the ATM layer will be discussed in Section 1.5. 
ATM Adaptation Layer 
There are some applications that cannot use the services of the ATM layer di-
rectly. Therefore, the ATM Adaptation Layer (AAL) is necessary to enhance the 
services of the ATM layer for specific applications. The AAL lies between the 
ATM layer and higher layers. It must adapt the services provided by the ATM 
layer to the requirements of the higher layers. Functions of the ATM Adapta-
tion Layer can be divided into two sublayers: the segmentation and reassembly 
sublayer (SAR), and the convergence sublayer (CS). In the transmitting side the 
SAR must segment the higher layer Protocol Data Units (PDUs) into the size 
of the ATM cell information field (48 octets). At the receiving side, the SAR 
reassembles the information field of the ATM cells into the PDUs of higher layer. 
The convergence sublayer is service specific and defines the services that AAL 
must provide for the higher layers. For example, for high quality audio and video 
services, CS may provide forward error correction to protect against bit errors. 
It may perform other functions for other services. 
1.5 B-ISDN and Asynchronous Transfer Mode 
Asynchronous Transfer Mode (ATM) is the transfer mode solution recommended 
by CCITT for implementing B-ISDN [23]. It results from the merging of two well-
known concepts: packet switching and time division multiplexing [2] (these topics 
have been discussed earlier in this chapter). It is a specific packet transfer mode 
that uses asynchronous time division multiplexing. ATM is a connection oriented 
technique. Connection identifiers are assigned to each link of the connection 
and are maintained for the duration of the call. ATM can support all services, 
including connectionless services. The ATM layer maintains the cell sequence 
integrity on a virtual channel connection and the higher layers (e.g. AAL) provide 
additional functions necessary for supporting different services. The following 
section explains the ATM transport network and includes formal definitions of 
Virtual Channel and Virtual Path which are used frequently in this chapter. 
Higher Layers 
ATM Layer Virtual Channel Level 
Virtual Path Level 
Transmission Path Level 
Physical Layer 	Digital Section Level 
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1.5.1 The ATM Transport Network 
Figure 1.11 [24] shows the transport hierarchy of an ATM network. It consists 
of two layers: the ATM Layer and the Physical Layer. The ATM layer of the 
transport network has two levels, the Virtual Channel level and the Virtual Path 
level. A Virtual Channel (VC) is a logical connection in an ATM network and 
provides user to user communication capability for the transport of the ATM 
cells. It also provides network signalling capability between user and network, 
and network management and routing capability between network and network. 
Figure 1.11: ATM Transport Hierarchy 
A Virtual Channel is the smallest unit in the switching nodes of B-ISDN. A Vir-
tual Channel Identifier (VCI) is assigned to the header of all cells belonging to 
the same virtual channel on a link. The value of the VCI is changed every time 
that a VC is switched. The concatenation of all VC links that provide end to 
end communication capability is called a Virtual Channel Connection (VCC). A 
VCC can provide user-user, user-network, or network-network information trans-
fer capability. 
A Virtual Path (VP) is a bundle of Virtual Channels that have the same end 
points, i.e. all the channels in a Virtual Path have the same Virtual Channel 
Identifier. A specific value of Virtual Path Identifier (VPI) is used to group all 
the VC links that share the same Virtual Path Connection (VPC). A new value 
of VPI is assigned every time that a VP is switched. Virtual Paths are considered 
a substantial component of a resource management control hierarchy for the B- 
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ISDN [25] (The topic of traffic control and resource management will be discussed 
in section 1.6). The relationship between VC, VP and transmission path is shown 
in Figure 1.12 [24]. 
Transmission 
Path 
) VCs 	 VP VP VCs 
1 
VCs VP VP VCs 
1 
VP VCs 	 VP VCs ) 
Figure 1.12: The relationship between VC, VP and Transmission Path 
The physical layer of the transport network has three levels: transmission path 
level, digital section level and regenerator section level. Details of the physical 
layer have been omitted here. A description of this layer is given by CCITT in 
recommendation 1.311 [24]. 
1.5.2 ATM Cell Structure 
In a packet switched network, two parameters can be varied in relation to the 
mode of transport. These are packet length, within some limits, and the time 
between packets. Traditional packet switching networks vary both the size of the 
packets and the time between them. ATM on the other hand only varies the time 
between packets (cells) and keeps the size of the packets (cells) fixed. 
In Asynchronous Transfer Mode, information is divided into 48 octet segments 
and a 5 octet header is assigned to each segment to build a fixed size cell of 53 
octets as shown in Figure 1.13. The header can have two formats depending on 
the interface: the user-network interface format and the network-node interface 
format. These formats are shown in Figures 1.14 and 1.15 [26]. The rest of this 
section is devoted to the description of fields of the cell header. 
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Figure 1.13: ATM cell structure 
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Figure 1.14: ATM cell header at user-network interface (UNI) 
• Generic Flow Control (GFC) field only applies to the user-network interface 
and consists of 4 bits. It will be used for end-to-end flow control. The 
functions of GFC have not yet been standardised and until then a default 
value of 0000 will be used for this field. This field may be used to assist 
the customer in defining multiple priority levels for controlling the quality 
of service for different traffic types. 
• VPI field is used for identification of different Virtual Path links that have 
been multiplexed at the ATM layer into the same Physical Layer connection 
at a given interface and a given direction. At the user-network interface this 
field consists of 8 bits and is used for routing. At the network-node interface 
it consists of 12 bits and provides enhanced routing capabilities. The exact 
number of bits of the VPI field used for routing is established by negotiation 
between the user and the network, using rules defined in recommendation 
1.361 [26]. All bits of the VPI field are set to zero in an unassigned cell . 
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Figure 1.15: ATM cell header at network-node interface (NNI) 
• VCI field is used to distinguish the different Virtual Channel (VC) links in a 
Virtual Path Connection (VPC). It consists of 16 bits for both user-network 
and network-node interfaces. 
• Payload Type (PT) field consists of 2 bits. The default value of this field 
is 00 for cells that carry user information. Other values of PT for user 
information and for network information are for further study. 
• Reserved field is second bit of octet 4 of the header. The exact use of this 
field has not yet been specified, but, it is expected that this field will be used 
to enhance the existing cell header functions or for standardised functions 
not yet specified. The default value for this field is 0. 
• Cell Loss Priority (CLP) field is 1 bit and explicitly indicates the priority 
of the cell. Cells that have a CLP value of 0 are of higher priority. If the 
CLP value is 1, the cell may be subject to discard depending on the network 
condition. The negotiated Quality Of Service (QOS) will not be violated 
by the discard of these cells, should it become necessary. The assignment of 
CLP value may be made by the user or by the service provider. In Constant 
Bit Rate (CBR) services all the cells have high priority. For Variable Bit 
Rate (VBR) services however some cells may be labelled low priority and 
other cells that are essential for maintaining the guaranteed QOS will be 
labelled high priority. 
32 	 Chapter 1. Introduction 
• Header Error Control (HEC) field is the last octet of the header and covers 
the entire cell header. It can detect and correct single-bit errors, and can 
detect (only) multiple-bit errors. A description of the mechanism of HEC 
is given in recommendation 1.432 [22]. 
1.6 Traffic Control and Resource Management 
A B-ISDN has many attractive features including flexibility to support a spectrum 
of service types and mixes on demand, efficiency gained by statistically multiplex-
ing bursty traffic generated from several sources and service types, and simplicity 
by avoiding the need for multiple operations, administration and maintenance 
systems [27]. None of the preceding networks have been capable of providing all 
of these features. There is however a price to pay for these attractive features 
of B-ISDN and that is the additional traffic control and resource management 
complexity. 
There are many factors that render the traffic control strategies designed for tra-
ditional packet switching networks unsuitable for B-ISDN. The traditional packet 
switching networks (e.g. X.25) are designed for homogeneous traffic environments 
where it is acceptable for all packets to be treated equally while competing for 
network resources. Error and flow control in such networks are achieved by link-
by-link window flow control, but there are no controls geared explicitly towards 
meeting grade of service objectives [28]. B-ISDN provides the ability to sup-
port a wide range of services (new and old) but it also introduces new challenges 
concerning traffic control and resource management. Statistical multiplexing in 
B-ISDN leads to efficient use of network resources but it requires new methods 
of traffic control and bandwidth management [29] [30]. 
In the traditional packet switched networks, the performance bottleneck has 
mainly been the channel transmission speed. Due to the high speed of broadband 
networks, channel transmission speed is no longer an important issue of network 
performance. As the transmission rate increases the performance bottlenecks are 
shifted to processing speed at the network switching nodes and the propagation 
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delay of the channel. Due to large bandwidth-propagation delay product, large 
number of cells can be in transit between two nodes. The result of this is that 
traditional reactive flow control schemes will be less effective in detecting and 
reacting to congestion [31]. Also, due to the increased ratio of processing time to 
propagation delay it is difficult to implement hop-by-hop control schemes. 
Voice Bulk 
Data 
Interactive 
Data 
Video 
Bit Rate 
Pattern 
Holding Time 
64Kbps 
Stream 
Minutes 
8Mbps 
Stream 
Minutes 
5Mbps 
Bursty 
Minutes 
0.064 - 200 Mbps 
Stream 
Minutes 
Bit Error Rate 
Delay Tolerance 
Sensitivity to 
variable delay 
10-3 
Milliseconds 
Limited 
10- 12 
Seconds 
Insensitive 
10- 10 
Seconds 
Limited 
10-6 	- 
Milliseconds 
Severe 
Table 1.1: Typical Traffic Characteristics 
Let us consider some typical characteristics of a few services in B-ISDN as shown 
in Table 1.1. While it is clear that with heterogeneous traffic mixtures there 
may be conflicting quality of service requirements, the aim of the network control 
should be to give each type of traffic an acceptable grade of service, judged by 
the criteria appropriate for that traffic type. Unstated among the performance 
criteria shown in Table 1.1 is network operator's need for control schemes that 
have low overheads, are simple to implement, allow high utilizations of networ,k 
resources, and can deliver the required levels of performance without too much 
retuning as the network load and traffic mixes vary. 
Let us quote CCITT's definition of traffic control and resource management: 
'The primary role of traffic control and resource management parameters and 
procedures is to protect the network in order to achieve network performance 
objectives. An additional role is to optimise the use of network resources' [32]. 
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The various control approaches for achieving these objectives can be divided into 
two main categories [27]: reactive and preventive. These concepts are discussed 
here. 
• Reactive Control regulates the traffic entering the network, based on the 
current traffic levels in the network. This means that the congested node 
immediately instructs the source nodes to limit their traffic flow. In a high 
speed network there is a major problem with this type of traffic control. It 
is very difficult to detect the onset of congestion well in advance to react 
effectively. By the time that the message of the congested node reaches the 
source nodes and is processed, the high capacity links would have greatly 
suffered. This type of control is therefore more suitable for private, localised 
networks carrying homogeneous traffic, where all end terminals or systems 
can be throttled back in a similar way, and where the network users can be 
depended upon to protect the integrity of the network [28]. 
• Preventive Control ensures that the network traffic will very rarely reach 
the level at which congestion results. In other words congestion is consid-
ered a rare event. This approach is more suitable for integrated transport. 
Preventive control may be implemented in two ways: by over-engineering 
the network, in which case there should be no need for control, or by con-
trolling the traffic flow admitted into the network at the access nodes. This 
latter method obviously uses the network resources more efficiently. 
It is likely that initial dimensioning and call acceptance control of B-ISDN will 
be based on peak rate allocation [33], meaning that the network will be over-
dimensioned so that it can cope with simultaneous peak rate transmission of all 
connections. The latter phases of B-ISDN will aim at more efficient use of network 
resources. At that stage the traffic control schemes are unlikely to be as black 
and white as reactive control 'or' preventive control as outlined earlier, rather, 
they will be a combination of traffic control functions in both categories, perhaps 
with more emphasis on preventive measures. 
An ATM network can provide several levels of traffic control capabilities as follows 
[24]: 
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• Connection admission control 
• Usage parameter control 
• Priority control 
• Congestion control 
Each of these levels tackles a particular set of problems in relation to traffic control 
and it is important that a high level of consistency exists between these levels. 
The following subsections give a description for each of these traffic control levels 
and provide a literature survey as appropriate. 
1.6.1 Connection Admission Control 
According to CCITT, 'Connection admission control is defined as the set of ac-
tions taken by the network at the call set up phase (or during call renegotiation 
phase) in order to establish whether a (virtual channel/virtual path) connection 
can be accepted or rejected' [24]. 
When the network receives a connection request, the connection admission control 
scheme must decide if sufficient network resources are available to satisfy the 
performance requirements (e.g. acceptable cell transmission delay and cell loss 
probability) of the new connection while maintaining the agreed quality of service 
of the connections already established. The signalling messages sent by the user 
at the time of the connection request should contain information about the source 
traffic characteristics and about the required quality of service class. The main 
issues in connection admission control are: 
• The traffic descriptors that can accurately describe the traffic that will be 
generated by the new service. 
• The relationship between traffic descriptors and network performance. 
• The decision criteria for connection admission control. 
A discussion of these issues follows. 
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Traffic Descriptors 
At the time of a connection request, the user must provide the network a set of 
parameters that describe the traffic characteristics of the requested connection. 
Ideally, this set should contain the smallest number of parameters that can be 
used to predict accurately the ability of the network to maintain a certain level 
of performance. Network performance should be insensitive to other source char-
acteristics [34]. Some parameters that can be used in characterising the source 
traffic are: 
• average bit rate 
• peak bit rate 
• burstiness 
• peak duration. 
The precise quantitative definition of burstiness is still a pending issue in CCITT 
but it can generally be defined as a measure of how densely or sparsely cell ar-
rivals occur. There are several definitions proposed for burstiness, e.g. the ratio 
of peak bit rate to mean bit rate [35, 36, 27], burst factor defined as (peak bit 
rate - mean bit rate) x average burst length [37, 38], peakedness defined as the 
variance-to-mean ratio of the number of busy servers in a fictitious infinite server 
group [39], cell jitter ratio defined as the variance-to-mean ratio of the cell inter-
arrival time [40], and the squared coefficient of variation of the interarrival times 
[41]. 
Some traffic descriptors given above are correlated. For example, the mean bit 
rate and the peak bit rate are correlated with burstiness. There are other traffic 
descriptors that have been proposed, such as the effective bit rate defined as a 
fraction of the peak bit rate [42]. 
The Decision Criteria for Connection Admission 
The most commonly used performance parameters used as decision criteria for 
connection admission are cell loss probabilities and cell transmission delays. In 
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the past many researchers have used the long term time-averaged values of these 
parameters [36, 42, 43] as the decision criteria. These long term time-averaged 
values are not sufficient performance measures in an ATM network because in 
an ATM network the volume of the traffic can change very rapidly. The ineffec-
tiveness of using the long term time-averaged cell loss probability as the decision 
criterion for connection admission has been demonstrated in [44]. 
With the bursty nature of many ATM traffic sources, it is possible to get short 
term congestion where large number of cells are lost, to the extent that the 
service quality is not acceptable to the user although the cell loss probabilities 
averaged over the long term are still very small [44]. In [44] it is suggested that 
instantaneous cell loss probabilities be used as the decision criterion to study 
the short term behaviour of a network. These probabilities are approximated by 
steady state values. In the method proposed by Kamitake and Suda [44], when 
a connection request is made it will only be accepted by the network if the in-
stantaneous cell loss probability is below a threshold value for a predetermined 
percentage of time. 
The inadequacy of the long term time-averaged cell loss probabilities have also 
been shown in [45] where the short term behaviour of cell loss probability of voice 
cells are studies. It is reported that with realistic sets of parameters the cell loss 
rate changes slowly and remains at zero for most of the time. However at the 
onset of a congestion the cell loss probability becomes very large to the extent 
that the recipient can detect the distortion in the voice. Therefore, although the 
long term time-averaged cell loss probability is very low it does not reflect the 
unacceptable cell loss rate within a blocking period (i.e. the period of time during 
which the buffer is full). 
The Effect of Traffic Descriptors on the Network Performance 
This is an important issue in connection admission control. There are several 
examples in literature which investigate the effects of statistical multiplexing 
of several bursty sources in an ATM network to determine how the network 
performance varies as a function of different traffic parameters. Most of the 
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findings are intuitively obvious. Some of these findings are: 
• The cell loss probability increases as the peak rate of each source is increased 
[37, 43]. 
• As the burst length is increased the cell loss probability and mean delay 
increase significantly [37, 43, 36]. 
• The cell loss probability increases as the offered load increases [36]. 
• When several homogeneous sources are multiplexed, with a constant offered 
load (defined as the number of sources x mean bit rate of each source), the 
cell loss probability decreases as the number of sources increases. The reason 
is that when the number of sources is increased (constant offered load) the 
mean bit rate must decrease. Therefore, either or both of the peak bit rate 
and the peak duration must decrease. This results in a reduction in cell 
loss probability [36, 37]. 
• When heterogeneous sources are multiplexed, the fluctuation in the cell loss 
is greater when high bit rate sources have been multiplexed. The reason 
is that when low bit rate sources are multiplexed, the large number of the 
sources will have a smoothing effect on the multiplexed traffic [44]. 
1.6.2 Usage Parameter Control 
According to CCITT, 'Usage parameter control is defined as the set of actions 
taken by the network to monitor and control (user's) traffic in terms of traffic 
volume and cell routing validity. Its main purpose is to protect network resources 
from malicious as well as unintentional misbehaviour which can affect the QOS 
of other already established connections by detecting violations of negotiated pa-
rameters' [24]. 
Connection admission control bases its decision on the traffic parameters supplied 
by the user at the connection set-up time. Obviously, users may intentionally or 
unintentionally change their traffic beyond what is negotiated at the call set up 
time. The complement to access control is usage parameter control. After a 
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connection has been established, the traffic flow from the connection should be 
monitored to ensure its conformity to the traffic descriptors supplied by the user. 
The monitoring algorithm must be implemented at appropriate points in the net-
work. It may be performed, depending on the customer access configuration, on 
virtual circuits, on virtual paths, or on the total traffic volume on an access link 
within components like concentrators, local exchanges, and ATM cross-connects 
[46]. When there are two or more network operators, traffic monitoring functions 
may also be necessary at the boundaries of the subnetworks belonging to different 
operators. 
The usage parameter control must somehow identify the voilating traffic and must 
also have a strategy for dealing with connections that violate the traffic param-
eters established for them at the connection set up time. There are a number 
of mechanisms that the usage parameter control may implement to achieve its 
objectives. Some mechanisms are: the leaky bucket algorithm [47], the jump-
ing window mechanism [46], the triggered jumping window mechanism [46], the 
exponentially weighted moving average mechanism [46, 48], the moving window 
mechanism [46], the rectangular sliding window [48], and the triangular sliding 
window [48]. Some of these algorithms are explained below. 
Leaky Bucket Algorithm 
The Leaky Bucket (LB) algorithm enforces the average bit rate and burstiness of a 
source. This method is considered one of the most promising bandwidth enforce-
ment strategies. The LB algorithm was first proposed by Turner [47] and since 
then it has been investigated and refined by several authors [49, 50, 51, 52, 35]. 
One method of implementing the LB is by means of tokens as conceptually shown 
in Figure 1.16. For a cell to enter the network it must obtain a token from the to-
ken pool. Tokens are generated to the token pool with a frequency corresponding 
to the mean bit rate of the source as established during call set up time. When 
a cell is generated from the source it must enter the queue. The queue is served 
on a FIFO basis by the tokens in the pool. For each cell that leaves the queue 
there must be a token in the pool. When a cell leaves the queue the number of 
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tokens in the pool is decremented by one. In the event of a full queue, any new 
incoming cell is discarded. In the case of an empty pool, cells must wait in the 
queue until more tokens are generated. 
Token 
Generator 
Incoming 
Cells 
 
Queue 
Figure 1.16: A token controlled leaky bucket method 
The physical realisation of a LB corresponds to a counter that is incremented 
every time that the source generates a cell. This counter is decremented periodi-
cally with an appropriate rate. A threshold value, N, is defined for the counter. 
A cell arriving when the counter has reached the threshold value is dropped, or 
tagged as a violating cell [35, 50]. 
Jumping Window Algorithm 
The Jumping Window algorithm (JW) [46] divides the time into fixed intervals 
called windows. A source can transmit a maximum of N cells during each window. 
The new window starts immediately after the end of the preceding window (hence 
the name jumping window) and the corresponding cell counter is reset to zero at 
the beginning of the new window. Similar to LB algorithm, counters are needed 
to keep track of the time and the number of cells. In order to calculate the 
probability of traffic violation, the arrival process must be used to derive the 
probability distribution of the counting process. Then the first N elements of 
the probability distribution of the counting process are necessary to calculate the 
probability of traffic violation. 
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Triggered Jumping Window Algorithm 
The Triggered Jumping Window (TJW) algorithm is similar to JW, except that 
the windows are not consecutive but are triggered by the first cell arriving since 
the end of the last window. 
Exponentially Weighted Moving Average Algorithm 
The Exponentially Weighted Moving Average (EWMA) [46] also uses the concept 
of limiting the number of cells arriving during each window. The difference be-
tween this algorithm and the JW algorithm is that the maximum number of cells 
accepted in the i th windows, N , is both a function of the mean threshold value 
N, and the number of cells accepted in the preceding intervals ( Xi ) according to 
rule [46] 
— N=N 1  0 < -y < 1 
1- 7  
with 
Si_ i = ( 1 — 7)Xi-1 + 'YSi-2 
where So is the initial value of EWMA measurement and 7 is the flexibility factor 
to the burstiness of the traffic. This algorithm is obviously more complicated to 
implement compared to the earlier algorithms (LB and JW). 
Moving Window Algorithm 
The Moving Window (MW) algorithm is again similar to the JW algorithm where 
the maximum number of cells accepted during each window is limited to N. The 
difference is that now the window is steadily moving along the time axis. Each 
cell is remembered for exactly one window interval. When a cell is accepted, it's 
arrival time is stored and the counter is incremented. Exactly T time units later 
(T is the duration of a window), the counter is decremented by 1. The complex-
ity of this algorithm is a function of N, the maximum number of cells accepted 
during each window, because it must keep the record of the arrival time of up to 
N cells in each window. Therefore this algorithm is relatively more expensive to 
implement for a realistic problem. 
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In [46] it is concluded that Out of the algorithms described above, LB and EWMA 
are the most promising mechanisms because the other mechanisms are not flex-
ible enough in coping with the short term statistical fluctuations of the source 
traffic. 
It must be noted that while the usage parameter control should monitor the traffic 
generated from a source for its conformity to the traffic descriptors negotiated 
during connection establishment, the control traffic characteristics may still be 
different from the negotiated values due to such factors as faulty network elements 
or faulty control devices. In such cases the management plane should take the 
necessary actions to overcome the fault. 
1.6.3 Priority Control 
As stated earlier, the ATM cell header has a one-bit cell loss priority (CLP) field 
which explicitly indicates the priority of the cell. It is possible to make use of 
this field for the cells belonging to the same virtual channel or virtual path if 
the information to be transmitted can be classified into more important and less 
important categories. In that case the more important parts of the information 
may be packed into high priority cells and the less important information can be 
packed into low priority cells. The connection admission control and the usage 
parameter control can then treat the two categories of cells separately. 
The priority control may be implemented at the intermediate buffers by design-
ing strategies that would decide how the high priority and low priority cells are 
buffered. Several papers have studied buffer priority mechanisms [53, 54, 55, 56, 
57, 58, 59]. Kroner [53] outlines and compares three different buffering mecha-
nisms. These mechanisms are: 
• Common buffer with pre-emption: with this mechanism high priority and 
low priority cells share the same buffer. If a high priority cell encounters a 
full buffer and there are one or more low priority cells in the buffer, then 
one low priority cell will be pre-empted and lost to free up space for the 
high priority cell. For this buffering mechanism complex buffer management 
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would be necessary to ensure that cell sequence integrity is preserved. 
• Partial buffer sharing: high priority cells can enter the buffer while the 
buffer is not full. Low priority cells can only enter the buffer if the total 
buffer occupancy is less than a threshold value. Obviously the threshold 
value is smaller than the total capacity of the buffer. The threshold level 
may be adjusted to suit different loadings. 
• Buffer separation: separate buffers are used for low priority and high pri-
ority cells. This mechanism is not suitable for a connection that generates 
both priorities because in such situation the cell sequence integrity cannot 
be maintained. 
Out of the three buffering mechanisms outlined in [53] partial buffer sharing is 
found the best compromise between system performance and buffer management 
complexity. 
Bonomi et al. [54] analyse a partial buffer sharing system. The buffer is fed by 
burst-silence sources. The peak bit rate of a source is considered to be the same 
as the link bit rate. A Bernoulli trial is used to classify the arrivals into Class 1 
(higher priority) and Class 2 (lower priority). Hou and Wong [55] outline a partial 
buffer sharing strategy for multiplexing burst-silence sources (high loss priority) 
and geometric arrivals (low loss priority). They assume that Class 1 arrivals are 
prior to Class 2 arrivals during any service interval. Yin et al. [56] use a fluid flow 
approximation of burst-silence sources for an approximate performance analysis 
of a partial buffer sharing strategy. Cheng and Wu [57] provide an approximate 
analysis for a generalised partial buffer sharing system. The buffer is fed by Pois-
son batch arrivals and deterministic service time is assumed. Cheng and Wu also 
outline and analyse an special case of a push-out scheme where replacement of 
the cells in the buffer is only possible for the arrivals within the current service 
interval. Finally, Lucantoni and Parekh [59] outline and analyse a partial buffer 
sharing system where the arrivals are Poisson and infinite buffer size is assumed. 
A common finding in most of these studies is that priority control at the buffer 
can improve the system performance. 
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1.6.4 Congestion Control 
Let us quote the definition of congestion in B-ISDN from CCITT [24]: 'In B-
ISDN, congestion is defined as a state of network elements (e.g. switches, con-
centrators, transmission links) in which, due to traffic overload and/or control 
resource overload, the network is not able to guarantee the negotiated QOS to the 
already established connections and to the new connection requests'. This defini-
tion implies that any buffer saturation cannot be regarded as congestion because 
depending on the type of service, it is possible to get buffer saturation and still 
meet the negotiated QOS. Congestion may be caused by a fault or failure in parts 
of the network. It can also be caused by unpredictable fluctuations in the traffic 
of various sources. 
Congestion control refers to the set of actions taken by the network to stop the 
spread of congestion and to minimise its duration and its effect on the QOS. The 
two levels of traffic control outlined earlier, namely connection admission control 
and usage parameter control may be regarded as congestion control capabilities. 
The factor that enhances the wasting of resources during congestion is that when 
users detect the loss of some of their cells, they start retransmitting and may 
even retransmit some cells that have successfully been delivered [60]. 
One method of tackling congestion control is to reduce the risk of overload to 
negligible levels [61] by ensuring that even during an overload condition, scarce 
resources are not a concern. This method does not make efficient use of network 
resources. The alternative is to design congestion control strategies that minimise 
the waste of network resources during congestion. This could be achieved by en-
couraging the users to adaptively control their offered load and reduce it during 
network overloads. In other words the network must create an incentive for users 
to use the available resources during congestion in a fair and responsible manner. 
One approach to ensuring that all users get a fair share of network resources 
during congestion is fairness queueing proposed by Nagle [62]. When a network 
becomes congested, all the cells waiting for that network's resources are sorted 
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into separate queues, one queue per (source) user. An example of this is shown 
in Figure 1.17 [62]. Each queue has a finite size and those cells that encounter a 
full queue are discarded. The cells of each queue are served on a FIFO basis. The 
server switches over the queues in a round robin fashion. When the server visits 
a queue, say queue A, it serves one cell from that queue. It then switches over to 
another queue and does not visit queue A again until all other non-empty queues 
have been attended and one cell from each of them has been served. Empty 
queues are skipped over and loose their turn. 
Figure 1.17: Fair queueing 
One of the advantages of fairness queueing is that if a user attempts to send more 
cells than its fair share of the available capacity during an overload, only that 
user will be penalised by incurring a higher cell loss rate. Other users will be 
immune from the misbehaviour of that user. 
Another congestion control method called fairness discarding, similar in concept 
to fairness queueing but more economical to implement, has been proposed by 
O'Neill [60]. Fairness discarding algorithm is shown in Figure 1.18 [60]. This 
algorithm is more economical to implement than the fairness queueing method 
because it does not require separate queues for each user. Only one queue is used 
for all users. The fairness discarding is implemented prior to the FCFS queue. 
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This means that in the event of network congestion, if a user sends more cells 
than his fair share of the available capacity, the violating cells are discarded be-
fore they enter the FCFS queue. 
> Input Cells Discard or Queue Algorithm FCFS Queue 
Output Cells 
	> 
Cell 
Transmission 
Record 
Figure 1.18: Fairness discarding 
In order to implement the fairness discarding algorithm, some record of the cell 
transmission from each user is kept. The range of parameters that may be used 
for the discard algorithm, and the discard algorithm itself, offer a wide range of 
options for resource management during congestion. 
Although congestion control in B-ISDN has been the subject of research for a 
number of years, definitive solutions for it are still lacking. It is not yet suffi-
ciently clear how the dynamics of the network would behave in the presence of 
congestion, and how the traffic and the network resources should be handled to 
obtain more predictable and more reliable performance. 
The uncertainties in the traffic patterns of various services and the time vary-
ing nature of networks dynamics and conditions suggest that some adaptation 
capability is desirable in the congestion control design of ATM networks. This 
explains some current interest in the applications of neural networks to ATM 
network design and control problems [63], such as the shortest-path routing [64], 
the admission control [65], and the traffic flow assignment [66]. 
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1.7 The Contributions of this Thesis 
The major thrust of this thesis is to study performance analysis models for Broad-
band Integrated Services Digital Networks. Chapters 2, 3 and 4 focus on several 
performance models that are applicable to access control problem. 
In chapter 2, two access control strategies that may be suitable for those cases 
where two types of traffic are multiplexed are outlined. The two types of traf-
fic are designated as Wideband (WB) and Narrowband (NB). The WB traffic 
may be assumed to be generated from Constant Bit Rate (CBR) services which 
are sensitive to delay and to delay variations and require uninterrupted, priority 
transmission once their connection is established. The NB traffic may be con-
sidered to be generated from data services (e.g. multiplexed traffic from several 
data sources) which are sensitive to packet loss, but insensitive to packet delay 
or the variations in the packet delay. The performances of these strategies are 
assessed using several techniques, namely simulation, an approximate Markov 
chain analysis (iterative), an iterative method of matrix-geometric analysis, and 
a decomposition method of matrix-geometric analysis. A comparison is made of 
the computational effort required for each approach. 
Chapter 3 uses simulation tools to study the problem of mixing interactive data, 
interactive image, and video traffic at an ATM multiplexer. It shows that when all 
sources have similar burst bit rates and when the burst bit rates are much smaller 
than the link bit rate, then reasonably high utilisations may be achieved under 
very simple access control strategies. This study shows how the performance of 
the access node is affected as a result of reducing the ratio of multiplexer output 
link bit rate to the burst bit rates of the incoming traffic. This chapter also con-
siders the effect of introducing priority to the cell stream of the video traffic on 
the performance of the access node. 
Chapter 4 proposes and analyses an access control strategy for an ATM access 
node multiplexer that serves a mixture of CBR and VBR traffic. The perfor- 
mance parameters for the CBR traffic are obtained using a Markov chain. The 
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VBR traffic component is analysed using an imbedded Markov chain. All results 
are verified by simulation. 
Because accurate source models are an integral part of performance analysis of a 
network, two chapters of this thesis have been dedicated to source traffic models 
as applicable to B-ISDNs. The main focus of chapters 5 and 6 are traffic models 
for video services in broadband networks. Special attention is paid to traffic mod-
els for video services because the wide range of video services and their relatively 
large bandwidth suggests that they will greatly affect the overall performance 
and bit rate requirements of B-ISDNs. 
Chapter 5 provides a literature survey of the models proposed for video ser-
vices. Chapter 6 investigates several models for video services, based on hidden 
Markov models. The performance of these models are evaluated. Some corre-
lation analysis of the video traffic is also undertaken, indicating the presence of 
cyclic variations in the traffic generated from variable bit rate video codecs. 
The cyclic variations in video traffic prompted an investigation into analytical 
models that can handle queueing systems with periodic variations in the arrival 
rate and/or service rate of their traffic. The results of these investigations are 
presented in chapters 7 and 8. 
Chapter 7 begins with a M/M/1 queueing system and proceeds to the situation 
where the arrivals are cyclo-stationary and have a mean value that is sinusoidal in 
shape. A method of analysis is presented which uses Fourier series for calculating 
the cyclo-stationary probabilities of being in different states of the queueing sys-
tem. Performance results are presented. The effects of truncation of the Fourier 
series on the accuracy of the results are investigated. The effect of the frequency 
of the cyclo-stationary arrival rate on the performance of the system is also inves-
tigated. The solution is then generalised for a queue that has a cyclo-stationary 
arrival rate with an arbitrary shape. Several examples are solved using the com-
putational probability method presented in this chapter. 
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Chapter 8 considers a queueing system where both the arrival rate and the service 
rate of the queue have a cyclo-stationary nature and have sinusoidal shapes. The 
solution of chapter 7 is adapted for this situation and the conditions for which a 
numerical solution may be obtained are investigated. The solution technique is 
then extended to cater for arbitrary shapes of the arrival rate and the service rate. 
Chapter 9 provides an overall summary of the performance models outlined in 
this thesis, and the major results obtained from them. It also suggests some 
extensions to this research for future work. 
Chapter 2 
Movable Boundaries in Dynamic 
Allocation of Capacity 
2.1 Introduction 
In this chapter, several access control strategies that may be applicable to both 
ATM networks and synchronous TDM networks, carrying a mixture of two types 
of traffic are studied. The traffic types are designated in this chapter as Wide-
band (WB), identified loosely with video, and Narrowband (NB), typifying data 
traffic. The WB connections are assumed to be intolerant of delay or delay vari-
ation, and to require uninterrupted, priority transmission once established. WB 
connections are either accepted, in which case the required transmission capacity 
is allocated for the whole duration of the call, or else blocked. The NB traffic is 
taken to be less time-critical but loss sensitive. NB connections are not blocked, 
but may be delayed or queued if transmission capacity is temporarily unavailable. 
The control strategies investigated partition the available transmission capacity 
into WB and NB allocations. There is a minimum guaranteed capacity available 
for the NB traffic. Under some conditions the boundary between the NB and WB 
allocations can move, and in one model there is provision for pre-emption of low-
priority NB calls. The performance of a system using under Movable Boundary 
strategy is assessed. The performance parameters considered 
are the blocking probability of WB calls and NB call delay. 
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The two strategies differ in their assumptions about the mode of operation of the 
traffic multiplexer. The first model is consistent with the lower-priority traffic 
being delivered to the multiplexing point on NB lines, with limited bit rates and 
flow control. This system has strong parallels with an approach that has been 
used in TDM studies. The second model is more consistent with a conventional 
statistical multiplexing arrangement, with no explicit limits imposed by the bit 
rate at which incoming NB traffic might be delivered. 
The performances of these strategies have been assessed using simulation tech-
niques, by an approximate Markov chain analysis, and using matrix-geometric 
techniques. A comparison is made of the computational effort required by each 
method. The background theory required for the analyses presented in this chap-
ter is given in Appendix A. 
2.2 Related Work 
Historically, there are several streams that have contributed ideas to the design 
of access control strategies: 
• General interest in the classical problems of congestion control, grade of 
service and efficient link utilisation, which were originally studied in circuit-
switched telephone systems. 
• The realization that the separate networks which historically evolved for 
separate services (e.g. telephony and data) are economically inefficient, 
and that a single integrated network supporting a variety of services would 
be better. This concept (effectively ISDN) implies a mix of traffic types 
competing for shared network resources, with a variety of performance cri-
teria. 
• The development of packet switched networks. In its original form, the 
conceptual packet switching network would have treated all packets in the 
same manner, without differentiating between traffic types or supporting 
different priority levels. This uniform processing of all packets requires that 
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a single grade of service be adequate for the most demanding services, and 
is inconsistent with efficiently meeting a range of different performance tar-
gets for different traffic types. These basic difficulties in coping efficiently 
with different traffic types while maximising the link utilisation were recog-
nized by Kleinrock [67]. 
As a particular case, problems could arise if due to the onset of congestion 
in the network, packets with network control messages were unable to use 
a higher priority to reach their destinations reliably and promptly. 
• Investigations of the cost and performance of hybrid networks combining 
circuit-switched and packet-switched arrangements to accommodate mixed 
traffic types. Generally each traffic class is handled by the transmission 
technique which can best satisfy the performance criteria for the class. 
• The adoption of ATM by CCITT as the proposed mechanism for imple-
mentation of Broadband ISDN systems [23]. 
In resolving the conflicting requirements of high link utilisation and acceptable 
performance for each traffic type, a number of integrated control strategies have 
been proposed that aim at a controlled balance between these two objectives. 
Some of these are strictly applicable to systems in which capacity allocation is 
handled by assigning sufficient channels (timeslots) to a call to accommodate its 
bit rate, as in a TDM system. Some other strategies mentioned in the literature 
are applicable to statistical multiplexing environments, in which the full unallo-
cated capacity left after satisfying priority customers can be used to rapidly drain 
queues of low-priority traffic. This is more obviously relevant to the regime in 
which an ATM multiplexer will operate. For systems involving mixtures of more 
than two traffic types with different priorities and performance criteria, elements 
of both approaches are likely to contribute to the analysis of access control al-
gorithms, and both approaches are covered here. The two formulations will be 
referred to as the TDM approach and the ATM approach. 
A typical full analysis of the integrated access control problem can be set up 
as a multi-server arrangement, in which each identical server corresponds to one 
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timeslot in a TDM frame on the outgoing digital pipe. A queue can be established 
for each traffic type, with overflow between the queues under some conditions. 
Unfortunately, this model turns out to be intractable for more than two traffic 
types, due mainly to the dimension of the state space which results [68, 69]. Most 
subsequent analyses have been concerned with a small number of traffic types, 
usually two, generally chosen to represent traffic classes with the two main types 
of performance criteria: blocking and delay, and often with one "wideband" and 
one "narrowband" type. 
Several examples exist in the literature of schemes in which each of the traffic 
types has equal access to the whole available transmission capacity of the out-
going link. This is called "complete sharing". The case of queueable wideband 
and blockable narrowband traffic is treated by Gimpelson [70], two heterogeneous 
classes identified with voice and data by Bhat [71], and an infinite system of block-
able wideband and queueable narrowband traffic by Kraimeche [72]. This general 
approach is attractively simple, but can suffer from bandwidth inefficiencies if, 
for example, traffic of one class has to wait behind a message of another class 
whose transmission requirements take a while to become available. 
At the other extreme, each available TDM channels can be allocated for the ex-
clusive use of a particular traffic class. This is called "complete partitioning". 
This strategy, sometimes known as a "fixed boundary" system, has been stud-
ied for a mixture of circuit-switched and packet switched traffic by Ross [73]. 
Obviously such a strategy prevents interaction between the two types of traffic, 
and the grades of service for each individual type can be improved. The main 
disadvantage of such scheme is that under unbalanced load conditions the link 
utilisation is poor, and some unused channels cannot be put into service to im-
prove the performance of the more active traffic type. 
The desirable features of complete sharing and complete partitioning may be com-
bined to some extent by allowing dynamic reallocation of some channels. This 
is the "Movable Boundary" scheme, and has been investigated for combinations 
of circuit-switched voice and packet-switched data by Kummerle [74], Coviello et 
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al. [75] and Fischer [76]. 
Consider the case of two traffic types with significantly different bandwidth re-
quirements. Assume that narrowband calls are allowed to occupy channels acces-
sible to wideband traffic. If servicing of new wideband calls requires the allocation 
of a contiguous block of channels, then inefficiencies can result when one or two 
NB channels effectively prevent access to many channels for the WB traffic. A 
remedy for this problem, proposed by Yamaguchi and Akiyama [77], is to allow 
call pre-emption such that the WB calls can pre-empt NB calls occupying WB 
channels. The performance of this type of algorithm for voice and data traffic 
has been analysed by several authors [78, 79, 80, 81, 82, 73, 83]. 
Indiscriminate use of call pre-emption can however result in long delays for the 
pre-empted NB calls if there is heavy wideband traffic. By using a "restricted 
access" scheme in which there is some minimum allocation of channels guaran-
teed for the NB traffic (and by implication, a maximum allocation enforced for 
the WB calls), this problem can be alleviated. This is the situation covered in 
Kraimeche [72] for circuit-switched calls, and by DeSerres and Mason [84] for a 
mixture of blockable narrowband and queueable wideband types. 
In his thesis, Chua [85] has extended such scheme to allow the boundary between 
the channel allocations to be moved in either direction so that there are limits on 
the maximum capacity allocated to each type, with a range of dynamic control 
available between these limits. This strategy partially overcomes the inefficiency 
that may result when the WB traffic reaches its limit in a movable boundary 
scheme, but narrowband traffic load is light. Chua has also generalized this 
system further by providing for queueing of both types of traffic in a "buffered 
bidirectional movable boundary" strategy, with pre-emption under some condi-
tions [85]. 
Questions of channel assignment disappear, and pre-emption is effected automat-
ically in some models when the ATM approach is used. Examples are given in 
[86] for subscriber links and in 
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[87], [88] for the B-ISDN network, in which two broad 
classes of traffic (namely time-critical, and queueable) are handled and the low 
priority bursty traffic is able to use whatever capacity is left by the high priority 
virtual circuit traffic. These studies define a capacity boundary, setting a min-
imum allocation for the NB traffic and a corresponding maximum for the WB 
traffic. The NB queue is essentially served at a fluctuating rate which may range 
from the full outgoing link capacity down to the minimum NB allocation, de-
pending on the WB activity. Thus a movable boundary is in effect. 
The analyses carried out by Chua [85], in which channel assignment is the un-
derlying mechanism (the TDM approach), and [86] and [88] which essentially 
exploit statistical multiplexing advantages (the ATM approach) are both based 
on the matrix-geometric method developed by Neuts [89]. These studies, with 
common mathematical elements and similar purposes, form a starting point for 
our investigations. 
2.3 Access Strategies for Non-Statistical TDM 
Multiplexer 
In this section we consider a non-statistical TDM multiplexer which serves two 
types of traffic. Assume that the capacity of the digital pipe (the output link 
of the multiplexer) is comprised of C channels. The traffic in the network is 
divided into two general groups: narrowband (NB) traffic and wideband (WB) 
traffic. It is assumed that the inter-arrival time for calls of both NB traffic and 
WB traffic are exponentially distributed with means of 1/A i and 1/A 2 and that 
the service time distributions are exponential with mean service rates of g i and 
112 respectively. The NB and WB calls occupy b1 and b2 channels respectively. 
Let Ni and N2 denote the maximum number of NB and WB calls which can be 
in service. With these preliminary definitions we can now consider the individual 
control strategies in the following subsections. 
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2.3.1 Movable Boundary with no Sorting of Channel Al-
locations of the Digital Pipe (MBNSD): 
This strategy is formulated as following: 
• There is a guaranteed capacity allocated for m 1 NB calls. 
• The remaining capacity of the link, R (R = C — mibi), can be shared by 
both types of traffic. When there are no NB calls placed on R, the shared 
capacity can carry a maximum of m 2 WB calls. 
• Any additional NB call in excess of m1 , will be allocated channels from the 
shared capacity of the link, provided that capacity is not being utilised by 
WB calls. Therefore Ni = m 1 + Lm2 b2 /bd where Ix] denotes the largest 
integer in (0, x). When there is no capacity left in the link for an additional 
NB call, any further NB calls will be placed in a queue. 
• A NB call that has been allocated from the shared capacity will continue 
using that capacity until it ends transmission, even if capacity becomes 
available in the guaranteed portion for NB calls. This is where MBNSD 
strategy is different from MB strategy which will be discussed later. 
• WB calls can only transmit on R, therefore N2 = R/b2 = m2 . If there is no 
capacity left from R for an additional WB call, any further WB calls will 
be lost. 
• Unlimited buffer space is assumed to be available for queueing the non-
priority traffic. 
Note that under this strategy a situation could arise where there is enough capac-
ity in the whole frame for a new WB call, but a WB call is denied access because 
the available capacity is not in the form of consecutive time slots. In other words 
it is assumed that access controller is not able to dynamically reassign capacity 
to calls which are in progress. 
Because the capacity reallocation is not automatic or not possible under this 
strategy, the transition probabilities leading from a particular state depend not 
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only on the number of NB and WB calls in that state, but also on how the current 
number of NB calls were allocated capacity, i.e. on the history of the process. In 
short, a 2-D Markov analysis is not possible. 
Analysis of MBNSD Using Simulation 
This case has been assessed only by simulation methods, but a three-dimensional 
formulation of this problem can be set up by identifying and including in the 
state specification three call types: NB using NB channels, NB using WB chan-
nels, and WB calls. The simulation results are given, along with the results of 
other strategies, in section 2.5, Figures 2.5 to 2.7. The advantage of simulation 
methods is that almost any traffic pattern can be modelled by altering the ran-
dom number generating functions within the simulation program. Even when a 
mathematical model is developed, simulation may be used as a versatile tool to 
verify and check the accuracy of the analytical model. However, the drawback of 
using simulation is that a lot of computer time is required to obtain statistically 
reliable results. To simulate these strategies, the SIMSCRIPT-II.5 package was 
used. This package is preferable to general purpose programming languages be-
cause Simscript is very English-like and self documenting, produces very efficient 
code, and reduces the time spent on writing the code significantly. 
Almost all the simulation languages use one of the two basic approaches to simula-
tion modelling, here referred to as the event scheduling approach and the process 
approach. This work uses the process approach. Each call is treated as a process 
that enters the system, stays in the system for some time and then leaves. The 
simulated time is chosen so that there are enough arrivals of the least probable 
event to guarantee an acceptable accuracy for the output results. This is done by 
running the simulation program several times with the same set of input data, 
but with different simulated times. Each time the number of the least probable 
event is increased and the output results are compared with the previous sets. 
This process is repeated until the variation in the output results is less than the 
degree of accuracy required. 
2.3. Access Strategies for Non-Statistical TDM Multiplexer 	 59 
2.3.2 Movable Boundary with Sorting of Channel Allo-
cations of the Digital Pipe(MB): 
In addition to the formulation for MBNSD, MB assumes that when a NB call 
transmitting over the guaranteed capacity ends transmission, if there are no other 
NB calls in the queue and if there is a NB call transmitting over the shared ca-
pacity, that will be reallocated capacity from the guaranteed portion of the NB 
calls. This would depend on the access control ability to dynamically reassign 
the channels used by an individual call without significant interruption to the 
call. If it can do so without large overheads, then NB calls using WB channels 
can be reassigned to NB channels which become free due to service completion of 
a NB call. This would keep the two traffic types apart as much as possible and 
would minimize interaction between them. If this dynamic reallocation of calls to 
channels is not possible then NB calls may well be left occupying WB channels, 
even though many NB channels are free. 
In terms of the model, there is a considerable simplification which results in the 
case where dynamic reallocation is possible. In particular, it allows the state (in 
the Markov sense) of the system to be specified fully by the number of calls of 
each type currently in progress, thus leading to a 2-D Markov model. 
The allocation of available capacity is illustrated in Figure 2.1. The limits imposed 
by the outgoing link capacity are shown as a smooth line but in reality this 
limit will be a stepped or "staircase" boundary. The upper limit on the number 
of simultaneous WB calls has been shown as W Bmax . This is because of the 
guaranteed minimum capacity for the NB traffic. There are three patterns of 
service for NB calls, indicated by the regions labelled 1, 2 and 3 in Figure 2.1: 
• In region 1, NB calls occupy only NB channels. 
• In region 2, more NB calls are in progress. All the channels designated NB 
are in use, and NB calls are additionally using some of the WB allocation. 
From region 2, the link capacity limit cannot be crossed due to connection 
of another WB call and hence blocking of WB calls will result. 
Link Capacity 
WB - 611s 
are bloc ked 
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WB calls use 
WB channels 
1 
NB calls use 
NB channels 
Some NB calls 
on HOLD 
2 
NB calls also use 
some WB channels 
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NB calls in progress 
Figure 2.1: Capacity allocation for the MB strategy 
• In region 3, accessible only by connection of large numbers of NB calls, the 
number of WB calls can only remain the same or decrease. 
Analysis of MB using a Finite-State Markov Chain 
Here the state of the system is defined by (i, j) where i and j give the number 
of NB and WB calls in the system respectively. The constraints on the motion 
of the system state are reflected in the allowed transitions and their probabilities 
shown in Figure 2.2. Note that again the channel capacity limit is shown as a 
smooth boundary. Except for those states on the boundaries i = 0, j = 0, j = 
WB rnax = N2, the probabilities shown reflect the four possible state transitions 
which may occur: 
1. Arrival of another WB call (A2) 
2. Completion of one of the j WB calls in progress (j112) 
3. Arrival of another NB call (Ai) 
4. Completion of service for a NB call. Note that for states to the left of the 
channel capacity limit in Figure 2.2, all i NB calls in progress are being 
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NB calls in progress (i) 
Figure 2.2: MB Transition Probabilities 
served, yielding a probability iii 2 . For states to the right of the channel 
capacity limit, the number of WB calls in progress determines the capacity 
currently available for NB calls. Of the i NB calls in progress, only s (s < i) 
are receiving service and are candidates for completion. The corresponding 
probability entry is sit ' . 
For the purpose of this analysis, a limit (1) is placed on the queue length of the 
NB calls to limit the number of Markov states, i.e. 1 = NBmax. This limit must 
be selected such that the probability of the NB queue being greater than that 
limit is very small. The results obtained for this truncated system then will be a 
good approximation to the behaviour of the actual system. This approach is only 
valid when both WB and NB traffic are Poisson, with exponentially distributed 
service times. The computation of the MB stationary probabilities entails 
1. Assigning a state number n; n = 1, 2, ... , M to the states (i,j). 
2. Constructing the M x M transition rate matrix Q. 
3. Solving for the stationary probabilities 7r = (7r 1 , 7r2 , ... , 7rm ) given by 
irQ -= 0 
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and 
E 7r„ = 1 
n=1 
determines the probability of each state. 
4. For each such state n, the number of WB and NB calls in progress and 
the number of NB calls on "hold" (if any) is known. The probabilities 7rn, 
n = 1, 2, ... , M are then used to determine the distributions of WB and NB 
calls in progress. The tail of the distribution for NB calls indicates whether 
NBmax has been chosen sufficiently large. 
5. The blocking probability Pb for WB calls follows from the arrival rate A2 
and the average WB traffic actually carried. 
6. The average number of calls on hold follows from 7rn and the s = s(n) 
values. Little's result [90] is used to convert this answer to an average 
queueing delay time for NB traffic. 
In solving the potentially large set of simultaneous linear equations for the sta-
tionary probability vector 7r, an iterative method has been chosen in the interests 
of numerical accuracy. The specific algorithm currently implemented is a Gauss-
Seidel iterative scheme using successive over-relaxation, a system which gives 
reliable and accurate convergence, but at some cost in speed. 
Analysis of MB using Matrix-Geometric Methods 
In this subsection the performance parameters of the non-statistical TDM mul-
tiplexer under MB access control strategy are obtained by the matrix-geometric 
solution techniques. This analysis is as presented in [85] and is given here to 
show an alternative to other solution methods that have been used throughout 
this chapter. 
Under MB strategy, the access controller node can be modelled as a two-dimensional 
Markov process. The state of the system may be defined by j) where i and j 
denote the number of NB and WB calls in the system respectively. 
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In order to quantify the performance measures we need to obtain the stationary 
probabilities of different states (i, j) of the system, i.e. for all allowed values of i 
and j we need to find p ij where 
	
pij = Prob(i, 	. 
Let Q" denote the transition rate matrix of the Markov process. Furthermore, 
let Pi be the stationary probability vector for a particular number of NB calls in 
the system, i.e. 
Pi = [Pio, Pii, •-] • 
The stationary probabilities for all states can then be written as p where 
P 	[Po, Pi, P2, •••] • 
When the process is positive recurrent, this vector may be calculated by solving 
for the following overdetermined set of linear equations: 
pQ" = 0 
pE 	1 . 	 (2.1) 
Here, E is a vector with all its elements being column vectors. All entries of these 
column vectors are 1. The state transition matrix, Q", for this system may be 
written as: 
A01 A01 
Al2 A11 A10 
A22 A21 	A20 
Q" = (2.2) 
AM-1,2 AM-1,1 AM-1,0 
A2 	A1 	A0 
where M is an index to the level of states separating the boundary states from 
the non-boundary states. The structure of Q" is similar to that of the quasi-birth-
death process (see Appendix A). The entries of matrix Q" as given by equation 
AkO(i) 3) =. 
Ak2 (2 ) 3) 
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2.2 are themselves square matrices which contain the various arrival and service 
rates of the two traffic types. These matrices are of the size (N — 2+1) x (N2 +1) 
and under this access strategy they can be defined for k = 0,1, 2, • • • , M as 
= 
0 , otherwise 
A2 	i = j - 1 , 1 <m2 - Rk — mi)bilb21 — 
41, 2 	= j 1 
ak(i ) 
0 	, otherwise 
min(k, mi + 
0 	 otherwise 
where rxi is the smallest non-negative integer greater than or equal to x, 
ak(i) = —{Ako(i,i) + AO. (i, i - 1) ± Aki(i, i ± 1) ± Ak2(i, i)} 	0 < i < N2 
and 
a; = L(N2 — j)b2/bij . 
The following theorem[91] is required for our analysis (proof omitted): 
Theorem 1 When the Markov process Q" is positive recurrent, the steady-state 
probability vector p = [130,131, P2, •••, PM-1, PM, •••] is given by 
	
Pi = Pm-iRi-m+1 	> M • 	 (2.3) 
The matrix R is the unique solution of the matrix-quadratic equation 
R2 A2 + RA i + Ao = 0 . 	 (2.4) 
The probability vector 25 = [po , P1 P2, • • •; PM-1} is the unique solution of the equa-
tions 
15T = 0 
00 
f•E + 	pie = 1 	 (2.5) 
i=m 
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where the matrix T is obtained by truncating Q" to that corresponding to 15 in 
the general equation pQ" = 0. Therefore 
AM-2,2 AM-2,1 
Am_1 , 2 Am_o + R A 2 
The solution method provided by Neuts[891 involves the following steps: 
• The stability of the system is checked by testing for positive recurrence of 
the matrix Q". 
• If Q" is positive recurrent, the matrix R is then determined by applying 
equation (2.4) recursively, beginning with the estimate R(0) = 0. 
• Finally the invariant probability vector 15 is obtained from equation (2.5). 
When the dimensions of Q" are large, there may be computational difficulties 
associated with the last step of the process. Hence, direct matrix inversion may 
not provide results with the desired degree of accuracy. A technique for reducing 
the dimension of Q" has been introduced in [81] but in this work a method of 
decomposition introduced in [92] has been used. 
In order to find the stationary probability vector r• let us first rewrite equation 
(2.5) as 
p0 A01 + P1Al2 = 0 
p1_1 A_1,0 ± PiA2,1 p11 A1,2 = 0 , 1 < i < M — 1 
Pm-2Am-2,o + Pm- (Am- + RA2) = 0 . 	 (2.7) 
Equation (2.7) implies that 
T = 
A01 A01 
Al2 An A10 
A22 A21 	A20 . 	(2.6) 
0 < i < M — 2 	 (2.8) Pi = 
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where matrices Hi may be calculated recursively from: 
Hm_ i =1 
Hm_2 = - (AM-1,1 RA2)A 2,0 
= 	 + Hm-i+2Am-i+2,2)117,41_0 , 3 < i < M. 
(2.9) 
Finally, from the first equation in (2.7) and the normalising equation in (2.5), 
pm_i can be calculated as: 
pm-1(11Am + 111 ,4 1 2 ) = o 
M-2 
E He + (I — 	=1 	 (2.10) 
i=o 
These give an overdetermined linear system of equations which can be solved 
using standard mathematical library routines. As far as the stability of the system 
is concerned, it can be shown that [89] the process Q" will be positive recurrent 
if and only if the matrix R has all its eigenvalues inside the unit disc, i.e. has 
spectral radius sp(R) < 1. This holds when the matrix A = A o + A 1 + A2 is 
irreducible which is the case if and only if 
	
AA2e > xAoe 	 (2.1 1) 
where x is the stationary probability vector of A. Since the matrix A is irre-
ducible, Q" is positive recurrent if and only if 
N2 	N2 
E xiA2(i, i) > E xiAi 
i=0 	 i=0 
Or 
N2 
E xi(A2(i, i) - A 1 ) > 0 . 
i=0 
Because x i > 0 for all i, positive recurrence of Q" is guaranteed when 
(2.12) 
A2 (i, i) > 
	for all i . 	 (2.13) 
In particular, since A 2 (i, i) is minimum when i = N2, positive recurrence of Q" 
is guaranteed when 
> A l • 
	 (2.14) 
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This equation simply implies that so long as the service rate for NB traffic exceeds 
its arrival rate, the system will be stable. However, because under this strategy 
NB calls can also transmit on unused WB channels, the stability condition given 
by (2.14) is sufficient but not necessary. 
Let E[ni ] be the average number of NB calls in the queue. This can be calculated 
as 
N2 N1 - 1 	 00 N2 
E[ni] = E E (i — m 1  — cOPii + E E(i — m 1  — ai )pi; . 	(2.15) 
j=0 i=mi 	 j=0 
Let a be the vector [ao, al, ..., aN 2 ]. Then by (2.3) and noting that sp(R) < 1, 
equation (2.15) can be rewritten as 
N2 N1 - 1 
E[N1] = E E (i — m 1  — 	+ pN,_ 1 R(I - R) -1 {(1■4 - mi )e - a} 
i=o i=m1-1-cti 
+ 	- R) -2 e (2.16) 
Now, we can use Little's result [93] to calculate the average NB queueing delay 
from the ratio E[n i ]/A l . The variance of the NB queue may be given in terms of 
the first and the second moments of the NB queue size: 
VAR[ni ] = E[74] - E[ni] 2 	 (2.17) 
where 
N2 N1 - 1 	 CO N2 
E[714]= E E (i —m 1 — ai )2pi; + E E(i — m 1 — cexpi; 
J=0 i=m1+.; 	 i=N, J=0 
(2.18) 
Or 
N2 NI - 1 
= VL-d E (i — m 1  — aJ) 2pi2 + pish_inr + R)(/ — R) -3 + 
j=0 
2(N1 - m1 - 1)R(/ - R) -2 [(N1 - ) 2 - 1)](/ - Rr i le 
+ 2PNI -IR{(N1 - mi)(/ - R) -1 + R(/ - R) -2 }a 
(2.19) + 	- R) -1a(2) 
where a (2) is the vector [4, a?, ..., a2N2 1. 
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The only performance measure for the WB traffic is its blocking probability which 
can be calculated by: 
rn1 	 N1 —1 00 N2 
i.0 	 i=Ni .J=0 
Errl p 	
Ni_i 	 N2 
pi
:± 
2 ± i=m1 j
,
=N
2m
- L(Ei
N
-
2
mi )101/b2j 
Pp: pENi_EiR(P/ij— Rrle 
i=0 j= ■ • 2 — (i—mi)191 /62.1 
(2.20) 
The results of this method will appear in section 2.5. 
2.3.3 Movable Boundary with Pre-emption(MBP) 
The only difference between this strategy and the MB strategy is that WB traffic 
also has a guaranteed capacity for m 2 calls where m 2 = R/b2. This means that 
a NB call transmitting over R will be pre-empted on the arrival of a WB call 
which can only transmit if it uses some of the capacity used by the NB call. 
Figures 2.3 shows the capacity allocation for this strategy. The limits imposed 
by the outgoing link capacity are again shown as a smooth line rather than a 
stepped boundary. By comparison with Figure 2.1 for the MB case, the modified 
conditions under which WB calls are blocked may be noted. 
Analysis of MBP using a Finite-State Markov Chain 
Here, as for the MB case, the state of the system is defined by (i, j) where i and j 
give the number of NB and WB calls in the system respectively. The constraints 
on the motion of the system state are reflected in the allowed transitions and 
their probabilities shown in Figure 2.4. As before, s represents the number of 
NB calls actually receiving service. Apart from these relatively minor differences, 
the MBP analysis follows closely that of the MB case given earlier, and the same 
program steps are involved. The same caveats on the number of states, NB., 
and the potential numerical difficulties also apply. 
PB2 
3 
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Link Capacity 
WW:calts 
are blocked 
WB calls use 
WB channels 
Some NB calls 
on HOLD 
2 
NB calls use 
NB channels 
NB calls also use 
some WB channels 
NB calls in progress 
Figure 2.3: Capacity allocation for the MBP strategy 
2.4 Access Strategies for Statistical ATM Mul-
tiplexer 
This section defines the models used for the analysis of admission control in a 
system using the ATM approach. The general features of the problem are again 
restated within the specifications of each model. The first strategy considered in 
this section is very similar to MBP for the non-statistical TDM multiplexer given 
earlier and is analysed by an approximate Markov chain. The second strategy 
is again implementing MBP for an ATM multiplexer, but the problem set-up 
is more general and can handle multiple classes within the WB category with 
different arrival and service rates. Hence for the rest of this chapter we have 
combined the modelling assumptions, the strategy definition, and the analysis in 
the same subsection. 
2.4.1 MBP and Markov Chain Analysis 
This strategy is very similar to that described for the TDM non-statistical mul- 
tiplexer. The main difference is that even is there are only a few NB calls in 
progress, all the available capacity of the link will be assigned to them. Such 
Some NB calls 
on HOLD 
sil l 
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NB calls in progress (i) 
Figure 2.4: MB Transition Probabilities 
messages would not have to be transmitted at a fixed, predetermined rate. De-
tails of the model and the strategy are as follows: 
• There are two types of traffic, designated WB and NB. Loosely, these are 
identified with video and data traffic. The WB traffic is time-critical and 
may not be queued, and a service request may be refused (blocked). NB 
calls are always connected, but they may be queued. No explicit limits are 
applied for the rate at which an input NB message becomes available; entry 
to the queue is assumed to be on a whole message basis'. 
• The outgoing line capacity is considered to be subdivided into WB and 
NB allocations. The WB priority traffic is to be handled as in the TDM 
approach, by allocating sufficient capacity for the whole duration of the 
call. It follows that some cyclic pattern of service will be required for the 
priority traffic lines, effectively establishing a cyclic pattern of cell use, with 
some designated as WB (priority), and the remainder as NB. 
• The WB traffic is restricted to occupying only WB capacity. The NB capac-
ity allocation guarantees a minimum capacity for NB calls, and any unused 
'This implies local queueing, cf. the TDM approach. 
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WB capacity can be used by NB calls until it is needed for the transmission 
of a WB call. 
• WB traffic may be blocked when a WB service request is received and all 
the capacity designated as "WB priority" has been engaged by other WB 
calls. The NB traffic is not blocked but may have to queue for service. 
• The WB call holding times are taken to be exponentially distributed. The 
message length of a NB call is also taken to be exponentially distributed, 
but given the fluctuating service rate for the NB queue, there will be a 
different distribution of service time once the NB message has reached the 
head of the queue. Essentially, NB calls proceed at a transmission rate 
which is a function of the link load. 
• If no limit is specified for the queueing space or line tables available for 
NB traffic, the number of NB calls in progress could in principle become 
very large. In this analysis, only a finite number of states are considered; 
this leads to a simpler formulation and reduced computation time. Strictly 
speaking, this model accurately describes a system in which only a finite 
number of NB messages can be handled, and when this limit is reached, 
blocking of NB calls would occur. In practice, by making the number of 
states large, the probability of NB blocking is made small and the results 
give a good description of the performance of a non-blocking system. 
The computation of stationary probabilities for this approach involves similar 
steps to those given for the non-statistical TDM multiplexer. 
2.4.2 MBP Sz Matrix Geometric Analysis 
In this subsection the performance parameters of the non-statistical TDM mul-
tiplexer under a MBP access control strategy are obtained by matrix-geometric 
solution techniques. 
Non-priority data traffic (NB) is taken in this instance to come from a switched 
Poisson process. Let A i denote the average arrival rate of calls in priority class i. 
These calls have an average duration 1/Ai . This data may come from a number 
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of individual sources: here the aggregate data stream is modelled as a switched 
Poisson process (SPP) with two modes, denoted by m = 0, 1. In mode m, non-
priority (NB) messages arrive according to a Poisson process with rate 77m . Mode 
changes occur at random; the mode duration parameters am determine the aver-
age time 1/am spent in mode m. 
We take the lengths of the non-priority messages to be exponentially distributed, 
with mean length LNB. The traffic intensities and mode duration parameters of 
the SPP can be adjusted to reflect the "burstiness" of the non-priority data [94]. 
We now show how Neuts' method for queues in a random environment [89] can 
be used to reduce the system to an M/M/1 queue in a Markovian environment. 
Such systems are characterised by customer arrivals according to a Poisson pro-
cess with average rate A ; and an exponentially distributed service time with rate 
, where both A; and j depend on the state j of the environment described by 
an irreducible Markov process. 
The assumptions made imply that the arrival rate of non-priority data packets 
depends only on the SPP mode, while the fluctuating service rate for this NB 
traffic depends only on the number and class of priority customers currently con-
nected. It is thus sufficient to define the "state" of the system by the number of 
priority connections in each class, and the mode of the SPP. 
Suppose there are K classes of priority customers with different average call dura-
tions and/or line capacity requirements. The state of the system and the outgoing 
line capacity available for the non-priority traffic are both specified by a (K + 1)— 
dimensional vector S = [m, Pi,P2, • • • , PK] embodying the modes m = 0, 1 of the 
SPP and the number p i of priority calls of class i in progress. The state S also 
determines the transition probabilities to other accessible states, thus generating 
a Markov process. 
The number of states M which S can attain is limited by the total line capacity 
available for priority traffic. Take the outgoing line capacity to be C, of which 
a maximum capacity Cp can be allocated to priority calls. If Cp < C then there 
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is some guaranteed minimum throughput for the non-priority traffic. m can be 
found by enumerating all possible combinations of priority connections which re-
quire a total outgoing line capacity of Cp or less. The transition rate matrix 
(or infinitesimal generator) Q of the Markov process is then M x M, and grows 
rapidly as the number of different priority classes increases. 
When the system is in state number i, the components of the state vector S i are 
denoted by m(i) and pn (i), 72 =1, 2, ... , K. Then the entries Qi; in the transition 
rate matrix are obtained as follows: 
• If the state vectors Si and S3 differ in more than one component, there are 
no direct transitions from i to j and Qii = 0. 
• If Si and Sj differ only in the first component (the SPP mode), then Qi3 = 
am(i) , the SPP mode duration parameter for mode m(i). 
• If state j has one more priority connection of class n then C2.1,3 = An , the 
average arrival rate of calls from class n. 
• If state j has one less priority connection of class n, any of the pn (i) calls 
in progress may be completed and Q 3 = pn(i)tin • 
• If i = j (no change in state) then Qii is determined from 
K+1 
Note that the transition rate matrix Q does not involve the two SPP arrival rates 
no and m.  The stationary probability vector II = [7 1 , 72 , , 7rni] for the Markov 
process is computed from the transition rate matrix by solving simultaneously 
HQ =0 
and 
= 1. 
For each state i, the capacity C(i) available to non-priority traffic is known. For 
the queue to remain stable, the average non-priority throughput cannot exceed 
E C(i)7ri 
i=1 
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This non-priority NB traffic queue can now be studied as a Quasi-Birth-and-
Death (QBD) process whose state is specified by the number of queued messages 
and the state of the Markov environment. When the system is in state i, the 
average service rate for non-priority messages is 
C — C(i) 
= 
LNp 
Given that no limit is assumed for the queue length, the QBD process has a 
semi-infinite generator whose entries are: 
Q - •A(n) 	A(77) 
A(7) Q - 	+ 	A(n) 
=0 	A(7) 	Q - A( 77 + 	A( 77) • • • 
where A(77) and A(7) are M x M diagonal matrices with entries 17m(i)  and -yi , 
i = 1, 2, ... , m. The ith diagonal entries in A(n) and A(7) represent the effective 
arrival and service rates for the non-priority queue when the system is in state i. 
It is shown in [1] that the stationary joint probability of finding i messages in the 
non-priority queue and the Markov environment in state j, j = 1, 2, ... , in is a 
vector Xi = [xil , xi2 , , x ini ] which can be found by computing 
= II(/ — R)Ri , i = 0,1, ... 
where the M x M matrix R is the solution of 
R2 A(-y) + R[Q — A(-y + ?I)] + A(n) = o . 
For computational purposes, R can be obtained by successive substitution start-
ing with R = 0 in the rearranged formula 
R = [R2 A(-y) + L(77)] [L(?) + — 	. 
Once the vectors Xi are determined, the stationary probability of finding i mes-
sages in the non-priority queue is: 
from which the average queueing delay can be found. 
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2.5 Results 
This section gives the results for various strategies and different methods of anal-
ysis. 
The appropriate measures of performance for the WB traffic is the blocking prob-
ability. For this traffic the aim of the control strategy should be to keep the 
blocking probability to an acceptable level. For NB calls, the average queueing 
delay is the best single measure of performance. For the combined traffic, these 
two measures have to be combined in some weighted fashion. Following [95], the 
overall merit of an algorithm will be computed from 
— Pb 
ttiE(ts) 
where Pb is the WB blocking probability and t, is the system delay for NB calls. 
The results presented in this section have been obtained for the following param-
eters: 
b 1  = 1, b = 3, mi = 4, m2 = 2, tti = 1, A2 = 1 7 /12 = 1 and C = 10. 
The legend of each graph identifies the particular strategy used to obtain that 
graph. Other keys to interpreting the graphs are given in parentheses in front of 
the access strategies abbreviations: 
• (s) indicates that the results are obtained from simulation. 
• (MC) indicates that the results are obtained from the finite-state Markov 
chain analysis. 
• (MG) indicates that the results are obtained from matrix-geometric meth-
ods. 
Figures 2.5 to 2.9 show the performance results obtained for various strategies, 
using different methods of analysis. These figures show that the results of the 
three methods of analysis are almost identical. The expected advantages of sta-
tistical multiplexing are apparent in the comparison of Figures 2.5 and 2.8. For 
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the particular parameters used in these analyses, the minimum NB call system 
delay for the non-statistical multiplexing case is 1, which is equivalent to the 
predetermined fixed service rate p l . With statistical multiplexing, this quantity 
can be as low as about 0.1 for very light NB and WB loadings. 
Between the two analytical methods used, the matrix-geometric method produces 
results considerably faster than the finite Markov chain method. The large num-
ber of states which are carried in the Markov chain analysis lead to much larger 
matrices than those needed, for example, to describe only the WB connection 
state for the matrix-geometric method. There are also clear advantages in the 
decomposition method of finding the invariant probabilities, and none of the prob-
lems of the sizes examined so far seem to require the slower but more accurate 
iterative techniques. Some typical computation times 2 for the MBP strategy are 
as shown in Table 2.1. 
Procedure Remarks Time(s) 
Simulation SIMSCRIPT 11.5 1200 
Finite Markov Iterative 27 
Matrix-geometric Decomposition 0.35 
Matrix-geometric Iterative 2.9 
Table 2.1: Typical Computation Times 
2.6 Summary 
In this chapter we have considered some access control strategies for a non-
statistical TDM multiplexer as well as for an ATM multiplexer. We have shown 
how different methods can be applied in the performance analysis of these sys-
tems. In section 2.3, several control strategies have been studied for an access 
node multiplexer that serves WB and NB traffic in a synchronous TDM environ-
ment. The strategies studied are MBNSD (movable boundary with no sorting of 
the channel allocations of the digital pipe), MB (movable boundary with sorting 
2 Scaled to a 25Mhz PC/AT with co-processor 
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of channel allocations of the digital pipe), and MBP (movable boundary with 
pre-emption). 
These strategies have been analysed through different methods including simu-
lation, an approximate Markov chain analysis based on iteration, and a decom-
position method of matrix-geometric analysis. Results from various methods of 
analysis have been in agreement. These results indicate that the MBNSD strat-
egy favours NB traffic the most, with the MB and MBP strategies after it. The 
order for favouring WB traffic is MBP strategy first, MB strategy second and 
MBNSD strategy third. A combined performance measure has indicated that 
MBNSD is a better strategy overall. Furthermore, MBNSD is also the easiest 
strategy to implement because it does not require the access node to have the 
capability of reassigning the channel allocations for NB calls in progress. 
In section 2.4, the MBP strategy has been modified for the ATM environment and 
the performance of the system has been analysed using simulation methods, an 
approximate Markov chain analysis and an iterative method of matrix-geometric 
analysis. For the same set of traffic parameters, statistical multiplexing has shown 
an improvement in the performance of the NB traffic by a large factor as com-
pared to synchronous TDM multiplexing (see Figures 2.5 and 2.8). 
Among different methods of analysis, the decomposition method of matrix-geometric 
analysis has been found to be the fastest. None of the problems investigated have 
required the slower, but more accurate iterative techniques. 
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Figure 2.5: The system delay for NB traffic in TDM multiplexer 
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Figure 2.7: The combined performance measure in TDM multiplexer 
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Chapter 5 
Traffic Models for Video 
Services 
5.1 Introduction 
Video services are considered to be dominant traffic elements in B-ISDN. In fact, 
video services will greatly influence the overall data rate requirements in ATM 
networks. Because of the very high bandwidth of video services, some steps must 
be taken to reduce the bit rate of the commonly used video services so that they 
can be handled more easily by the network. This would also make video services 
available to subscribers at a lower cost. There are several approaches that may 
be used to reduce the bandwidth requirements of video services: 
• Apply data compression techniques to remove redundant information within 
a single video frame. 
• Apply data compression techniques to remove interframe redundancies. 
• Allow for some distortions, preferably those that are least detectable by the 
human visual system. 
All the approaches outlined above emphasize the fact that bit rate reduction 
of video requires a good understanding of both the human visual system, and 
the nature of the particular video service. The acceptable quality for a video 
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Service Quality Description Data Rate (Mbps) 
High definition television (HDTV) 
Digital component-coding signal 
Digitally-coded NTSC, PAL, 
SECAM for distribution 
Reduced spatial resolution and 
movement portrayal 
Highly-reduced spatial resolution 
and movement portrayal 
A 92 - 200 
30/45 - 145 
20 - 45 
0.384 - 1.92 
0.064 
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service is defined based on its application. For example, in videotelephony, par-
ticularly for residential applications, the required resolution is low and the rate of 
change of picture is also very low. For high definition television (HDTV) however, 
near cinema quality is expected which is clearly a lot higher than the quality of 
videotelephony. 
Table 5.1 shows five levels of quality for video services as defined by CCITT. 
This table also indicates the current state of digital encoding technology for such 
images. 
Table 5.1: Bit Rates for Compressed Video Transmission 
B-ISDN provides a flexible transport environment for data, voice and video. The 
dynamic allocation of bandwidth in B-ISDN makes it possible to replace the 
conventional CBR video transmission with VBR video transmission which has 
the advantages of stable picture quality and better efficiency through statistical 
multiplexing. With the introduction of VBR video, a new area of research has 
evolved in relation to 'the mathematical modelling of video traffic [104, 105, 106]. 
One issue in the performance analysis of video traffic is the way in which video 
traffic is transmitted in each frame. For a case where several video sources are 
multiplexed [107], it has been shown that the worst multiplexer performance oc-
curs when at the beginning of each frame, the source transmits at peak rate until 
the information for that frame is exhausted. This produces an inherent correla- 
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tion between video sources because they all have the same periodic on/off sample 
path. Hence, synchronisation between video sources becomes an uncontrollable 
factor in the performance of the multiplexer. The best case for multiplexer per-
formance is reported to be when the information within a frame is distributed 
in time over that frame [107]. This reduces the structural correlation between 
sources. 
Video transmission generates traffic exhibiting both short term and long term 
correlated cell arrivals. The fast-decaying short term correlation corresponds 
to uniform activity levels with a time constant in the order of a few hundred 
milliseconds. The slow-decaying long term correlation corresponds to sudden 
changes in gross activity level of the scene (in other words sudden scene changes), 
and its time constant is in the order of a few seconds [108]. 
5.2 Models Considering Only Short Term Cor-
relations 
In this section we look at those models which only take into account the short 
term correlations, i.e. for video sources without scene changes. An example of 
such video source is videotelephony where the scene is typically a person's face. 
Two models are examined in this section. The first model is the 'continuous-
state autoregressive Markov model' [104, 105]. This model characterises time 
domain behaviour of video information by autocorrelation and approximates a 
single video source by the autoregressive (AR) process [105]. The second model is 
the 'discrete-state, continuous-time Markov process' [104]. This model approxi-
mates the source rate by a continuous time process with discrete jumps at random 
(Poisson) time instants. 
5.2.1 Model A: Continuous-State Autoregressive Markov 
Model 
In this model a single video source is approximated by the autoregressive (AR) 
process [104]. An autoregressive Markov process, A(n), is generated by the recur- 
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sive relation [105]: 
A(n) = 	an,A(n — m) bw(n) 	 (5.1) 
m=1 
where A(n) represents the source bit rate during the nth frame, w(n) is a sequence 
of independent Gaussian random variables, M is the order of the model, and am 
(m = 1, 2,•• • , M) and b are constant coefficients. If we assume a first order model 
then [104] : 
A(n) = agn — 1) + bw(n) . 	 (5.2) 
It is assumed that w(n) has mean n and variance 1. It is also assumed that 
lal < 1. Thus, the process is able to achieve steady state with large n. The 
steady-state average E(A) and discrete autocovariance C(n) are given by [90]: 
E(A) = 
C(n) = 
1 — a 77 
b2 	n 
1 — a2 a 
(5. 3) 
n > 0 . 	 (5.4) 
The values of the coefficients a and b can be determined by matching the steady-
state average E(A) and the discrete covariance C(n) of the AR process with the 
measured data. It is shown in [105] that with a first order autoregressive process, 
the bit rate probability density function for a video source is accurately modelled 
and that the autocorrelation curve of the video in the short term (up to 0.5 s) is 
also accurately modelled. A higher order model is required to approximate high 
autocorrelation over 1 second [105]. It should be noted that this video model 
is easy to simulate but queueing analysis of it becomes very complex. Even a 
continuous flow approximation of the queueing process with the input as given in 
equation (5.2) leads to a two-dimensional diffusion partial differential equation, 
with reflecting barriers at zero for both the input rate and the queue size [104]. 
5.2.2 Model B: Discrete-State, Continuous-Time Markov 
Process 
In this model the bit rate is quantised into finite discrete levels [104]. Transi- 
tions between levels are assumed to occur at exponentially distributed times that 
may depend on the current level. Hence the source rate is approximated by a 
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continuous-time process jt(t) with discrete jumps at random (Poisson) times [104]. 
An example of this is shown in Figure 5.1 [104]. Clearly, increasing the sampling 
rate and decreasing the quantisation step, A, will improve the accuracy of the 
approximation. It should be noted however that these parameters are related. 
For example, to take advantage of a smaller quantisation step, the sampling rate 
needs to be increased. 
10A 
5A 
I 
t 
Figure 5.1: Poisson sampling and quantisation of the source rate 
Note that here, the measured rate is treated as a continuous-time, continuous-
state process A(t), because, compared to the time scale, the frame period is very 
small. This model can be used to describe a single source as well as an aggregate 
of N independent sources each with rate A(t), mean E(A) and autocovariance 
C(r) -- C(0)e-" at steady state. In this case the parameters of the model must 
be tuned to the aggregate instantaneous rate A N (t). The steady-state mean and 
covariance of A N (t) are given by: 
EON ) = NE(A) 
	
(5. 5) 
CN (r) = NC(0)e-" . 	 (5.6) 
In [104] it is suggested that a birth-death Markov model will accurately describe 
the aggregate source bit rate. It is further expected that the tendency of the 
bit rate toward higher levels decreases at high levels, and, the tendency of the 
bit rate toward lower levels increases at high levels. The resulting stationary 
distribution of the state has a bell shape. Figure 5.2 [104] shows the transition 
diagram of a simple birth-death process that exhibits this behaviour and which 
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has an exponential autocovariance. The diagram shows M +1 possible levels, 
and uniform quantisation of A bits/pixel is assumed. The exponential transition 
Ma 	(m-1) a 
Figure 5.2: State transition diagram - Model B 
rates ri from state iA to state jA are given by: 
rio:+1  = (M — i)a i < M 
= i0 i > 0 
= 0 	— ji > 1 . 
It is sbown in [109] that AN(t) has a binomial distribution with mean EN), 
variance ON(0) and exponential autocovariance ON(r) at steady state, with 
PIN(t) = kA} = 	M ( 	) k (1 
k)cI + 
= MA a (5.7) 
 
 
a + 
  
CN (0) = MA- 9 a 	 ( 1 	
(V 
a + ,e
) 
where a and 0 are the transition rates. The parameters M, A, a and 0 are 
obtained by matching the above equations with the measured data. The process 
in Figure 5.2 can be thought of as a superposition of M independent identical 
minisources. Each minisource alternates between transmitting 0 bits/pixel and 
A bits/pixel as shown in Figure 5.3 [104]. 
+ 
N (r) = ON(0)e-('+MT 
(5.8) 
(5.9) 
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a 
Figure 5.3: Minisource model 
5.3 Models Considering Long Term Correla-
tions 
In this section we look at those models which also take into account the long 
term correlations as well as short term correlation, i.e. for video sources with 
scene changes. Five models are examined in this section. The first model is an 
extension of Model B detailed earlier [108]. The second model [110], also derived 
from Model B, has three motion activity classes. Three different models are used 
for each class and the transition probabilities from one class to the other are 
measured from the actual video data. The third model which will be only briefly 
outlined approximates a video source by a discrete-state, continuous-time Markov 
process with batch arrivals [111, 112]. The fourth model [113] is based on the 
Transform-Expand-Sample methodology and claims several advantages over the 
first order autoregressive models [113]. The last model is a histogram based model 
[114] and considers a multiplexer that serves video traffic. This model finds the 
buffer occupancy distributions for all sources and uses them to approximate the 
buffer occupancy of the multiplexer. 
5.3.1 Model C: An Extension of Model B for Video Sources 
with Scene Changes 
This extended model [108] which includes both short term and long term corre-
lations, involves a correlated Markov process model with a state transition rate 
diagram as shown in Figure 5.4 [108]. 
The source is represented as one which changes among different fixed rate levels. 
Each state has been labelled by the data rate of the prebuffer corresponding to 
Mia 
(M1-2)a 3b 
421:11.410 
 	6■424)Ah+2A1 
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M2 C (Mr1)c 
o 
Ir ti. 
(M1-1)a 	2b 
CO CID 411110 
Figure 5.4: State transition diagram - Model C 
that state. All data rates are integer combinations of two basic levels: Ah, the 
high rate, and A1 , the low rate. The high data rate Ah represents a sudden scene 
change and the low data rate A1 represents a uniform activity level (i.e. small 
fluctuations in the bit rate). There can be a maximum of (M 1 + 1) low rate levels 
and a maximum of (M2 + 1) high rate levels for an aggregate process of N video 
sources. Thus, there are (M1 + 1)(M2 + 1) different levels among which the ag-
gregate process can transmit, where for an arbitrary value of M, M1 =- NM and 
M2 = N. If scene changes do not exist then we can delete all the states which 
contain a high rate Ah in which case Figure 5.4 reduces to Figure 5.2 which was 
used previously for Model B. 
The state transition probabilities between uniform activity level and high activity 
level can be determined from the actual measured data, i.e. c and d are deter-
mined by equating the fraction of time spent in the high activity level (c/(c + d)) 
and the average time spent in the high activity level (1/d) with the actual mea-
sured data. To determine the transition probabilities within the uniform activity 
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level (a and b), the high data rate Ah, and the low data rate A1 , the first and 
second order statistics are matched with the actual measured data. 
In the same way that Model B could be decomposed as a superposition of M 
independent identical minisources, Model C can also be decomposed as a su-
perposition of M1 independent identical minisources of Figure 5.5(a) and M2 
independent identical minisources of Figure 5.5(b) [108]. Then, in order to spec-
ify the state of the system, it is sufficient to know the number of each type of 
minisource in the ON state. 
a 
(a) (b) 
Figure 5.5: Minisource models 
5.3.2 Model D: Multi-Level Continuous-State Autore-
gressive Markov Model 
This model considers three motion activity classes for modelling of motion clas-
sified VBR video codecs [110]. The three motion activity levels are low, medium 
and high motion. Each of the motion activity levels is modelled by a first order 
autoregressive model: 
Ai (n) = ai Ai (n — 1) + G2 (n) 	(i = 1, 2, 3) 	(5.10) 
where i = 1 refers to low motion, i = 2 refers to medium motion and i = 3 
refers to high motion activity levels. Ai (n) denotes the number of bits generated 
from the video codec at the nth frame of class i, ai is a constant for class i and 
G(n) is a Guassian random variable with mean m  and variance 01. The three 
autoregressive processes are used to cater for various activity levels in the video. 
The duration of each class in terms of the number of consecutive frames for which 
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the video traffic falls within that class has a geometric distribution. The process 
that describes the transition between different motion activity classes is a discrete 
time Markov process. The density function of the duration of each class is given 
by the following geometric distribution: 
Oi  Fi (k) = 	(1 — Oi ) k 	 (5.11) 1 — 
where k is a random variable that represents the duration of a class and has a 
mean of 1/8i . Taking 'xi.; to be the transition probability from the current class, 
i, to the next class, j, then the matrix that gives the transition probabilities of 
moving from class i in the current frame to class j in the next frame is given by 
P = [pid and is represented as follows: 
1 — 01 
P= 02 (1 723) 
03731 
01 712 
1 —82 
83 (1 — 71-31 ) 
01( 1 	712 ) 
02 723 
1 -83 
(5.12) 
    
This three class video model is completely specified by 	ei and 7ri3 . 
5.3.3 Model E: Discrete-State, Continuous-Time Markov 
Process with Batch Arrivals 
In this model [111, 112], uniform activity level is described by a discrete-state, 
continuous-time Markov process similar to Model B. Batch arrivals are used to de-
scribe sudden scene changes (e.g. scene changes in broadcast TV). The batch size 
is assumed to be constant and the interarrival time between batches is assumed 
to be exponentially distributed. 
5.3.4 Model F: Transform-Expand-Sample Based Model 
This model is proposed in [113] and is based on the Transform-Expand-Sample 
(TES) methodology proposed in [115] and [116]. TES is a class of methods for 
generating correlated variates through autoregressive modulo-1 schemes and have 
several advantages [113]. Firstly, the TES methods are non-parametric which 
means that they can generate any marginal distribution or an arbitrarily close 
approximation. This makes TES suitable for modelling empirical data because 
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it can generate a marginal distribution which exactly matches an empirical his-
togram. Secondly, the associated autocorrelation function can easily be computed 
hence facilitating a search for a fit. Thirdly, TES methods are very fast. Uniform 
TES sequences have slightly higher computational complexity than the underly-
ing pseudo-random number generator. Finally, TES sequence behaviour is very 
versatile, ranging from driftless random walks to cyclic random walks. The video 
model proposed in [113] is quite detailed and cannot be easily summarised. Full 
details of the model may be found in the reference. In [113] it is claimed that 
this model has some advantages over the first order autoregressive models. 
5.3.5 Model G: A Histogram Based Model 
This model is based on a source bit rate histogram [114]. A multiplexer is consid-
ered that serves video traffic. Because of the fixed ATM cell size, the ATM cell 
generation on a frame by frame basis is approximated by an M/D/1/N queue. 
The buffer occupancy of this system can be computed to an arbitrary degree of 
precision using an M/Ek/1/N approximation by increasing the value of k [117]. 
For a case where a single source enters the multiplexer, the arrival of ATM cells 
in any frame is assumed to be a Poisson process with a rate of A. Over the whole 
sequence, A is a random variable with distribution f),(x). It is assumed that be-
cause of the large number of cells in each frame, the system would reach steady 
state very quickly, compared to the duration of the frame. Hence it is assumed 
that by solving the M/D/1/N problem as a function of A and then conditioning 
over the range of A, the statistics of the system may be found. 
The buffer occupancy distribution for the given source would be: 
P(n) = E P(nlAi )P(Ai) (5.13) 
where M is the number of intervals in the histogram, P(n1 A i ) is the buffer oc-
cupancy distribution given the arrival rate is A i , and P(A i ) is the histogram 
approximation of f),(x). When several such sources are multiplexed, the buffer 
occupancy approximation may be calculated as the weighted sum of the individ-
ual buffer occupancy distributions. This has been shown in Figure 5.6 [114]. 
N 
P(n tX8) P(n) 
P(A) 
Bit Rate 
Histogram 
X1 X2 X3 X4 X5 X6 X7 X8 
P(n 12k,) ) 
Weighted 	P(n) 
Buffer 
Occupancy 
Distribution 
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Figure 5.6: A weighted buffer occupancy distribution calculated using the his-
togram model 
5.4 Summary 
In this chapter we have discussed the importance of video traffic modelling. Sev-
eral important issues in video traffic modelling have been outlined. A literature 
survey has been provided for those models that only take into account short term 
correlation in the traffic generated by video, as well as other models, that also take 
into account the long term correlation, i.e. videos with a lot of scene changes. 
Chapter 6 
Performance of Hidden Markov 
Models for VBR Video Traffic 
6.1 Introduction 
As stated in the last chapter', video services are considered to be one of the domi-
nant traffic elements in B-ISDN. The wide range of future video services and their 
bandwidth relative to non-video services suggest that video traffic will effectively 
control the overall performance and data rate requirements in ATM networks. 
Depending on application, video traffic exhibits both short term and long term 
correlations in the pattern of cell arrivals. An good video model must take into ac-
count such correlations and yet be simple enough to be mathematically tractable. 
Of various models for video services, those which embody an underlying Marko-
vian mechanism are likely to lead to an analytical solution. In the last chapter 
several models which have been proposed for various video services were outlined. 
In this chapter we further investigate models which are suitable for VBR video. 
The models considered in this chapter are based on hidden Markov models. The 
applicability of these models to modelling VBR video traffic is investigated and 
some performance results are presented to show the accuracy of these models for 
queueing purposes. The work presented in this chapter has been published by 
Habibi in [114 
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State Index Temperature Range (°C) State 
<15 
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> 22 
Cool 
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3 
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6.2 Hidden Markov Models 
We begin brief description of Markov models and from there proceed to hid-
den Markov models. A Markov process is a stochastic process whose dynamic 
behaviour is such that the probability distribution for its future developments 
depends only on the present state and not on how the process arrived at that 
state [93]. A Markov process could be called observable if the output of the pro-
cess is the set of states at each instant of time, where each state corresponds to 
a physical (observable) event [119]. 
An Observable Markov Process Example: As an example of an observable 
Markov chain let us consider the average day time temperature of Hobart during 
summer (all numbers given in this example are purely fictitious). Let us define 
three temperature states as follows: 
We assume that Hobart's weather has the following state transition probabilities 
matrix: 
[0.2 
P = Ipiil = 	0.2 
0.1 
0.6 
0.5 
0.7 
0.2 
0.3 
0.2 
The state transition diagram for this example is shown in Figure 6.1. In this 
example the Markov model is observable because each state corresponds to an 
observable event. 
An observable Markov model is too restrictive to be applicable to many problems 
of interest. Consider a case where the observation is a probabilistic function of 
• the state, i.e. the resulting model which is called the hidden Markov model is a 
doubly embedded stochastic process with an underlying stochastic process that 
is not observable (it is hidden), but can. only be observed through another set of 
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0.5 
0.1 	 0.7 
0.2 
Figure 6.1: A Markov chain representing the transitions in Hobart's climate 
stochastic process that produce the sequence of observations. 
The theory of hidden Markov models was first published in late 60's and early 
70's in a series of papers by Baum et al. [120, 121, 122]. Hidden Markov models 
attracted a lot of interest in the area of speech recognition in the 70's and the 
80's [123, 124, 125, 126, 127]. A good tutorial on hidden Marksw models is given 
in [119] where it is also shown how it can be applied to speech recognition. Let 
us illustrate the concept of hidden Markov models by providing the following two 
examples: 
Hidden Markov Model Example (I): Consider the following scenario. A 
person is sitting at a table. There are three hats on the table each containing 
a mixture of coloured dices. The colours consist of white, yellow, green, orange, 
red, and violet. Each hat contains a different distribution of colours. Initially, 
the person selects one of the. hats at random. He has to make N trials on the 
current hat. Without looking inside the hat the person picks out a dice from the 
hat and announces his observation, that is the colour of the dice. He puts the 
dice back in the hat and makes another trial. This procedure is repeated until 
N trials are completed. A new hat is then selected based on a random selection 
process (defined by a transition matrix) which is a function of the current hat. 
N trials are made on the new hat and another hat is selected. Let us define the 
state of the process as the hat on which the trials are made. The observation of 
the process is the sequence of colours announced by the person and can be mod- 
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elled by knowing state transition probabilities (probabilities for determining the 
sequence of hats used for the experiment) and the probability density function of 
colours within each hat. This example is illustrated by Figure 6.2. 
Figure 6.2: An illustration of the hidden Markov model of Example (I) 
Hidden Markov Model Example (II): This is a similar scenario to Example 
(I). The selections among hats are made with the same procedure as the last 
example. The difference is the contents of the hats and the actual trial procedure. 
Each hat now contains 6 dices, one of each colour. Some of the dices within 
each hat are biased. A biased dice is one that when tossed, the probabilities of 
observing numbers 1 to 6 are not equivalent. The bias of the dices of the same 
colour in different hats may be different. For example the red dice in hat 1 may 
have two '4' sides and no '6' side but the red dice in hat 2 may have three '6' sides 
and no '1' and '2' sides. The bias of each dice is known for each hat. Each of the 
six colours is associated with a unique number between 1 to 6. In this instance 
the following association is defined between colours and numbers: 
Number 1 2 3 4 5 6 
Associated colour white yellow green blue orange red 
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As in the last example, a person has to make N trials on each hat before pro-
ceeding to the next hat. For the first trial, one of the 6 dices in the hat is selected 
at random and its colour is announced. That dice is tossed once and depending 
on the outcome (numbers 1 to 6) the next colour to be tossed is determined. 
The first dice is then put back into the hat, and the second dice (which has been 
determined from tossing the first) is taken out of the hat, its colour is announced 
and then it is tossed. This process continues for N trials in the current hat before 
proceeding to select the next hat. The state of the system is defined as the hat 
which is being used for the trials and the sequence of observations is the colours 
announced by the person. 
Figure 6.3: An illustration of the hidden Markov model of Example (II) (i and j 
range from 1 to 6) 
In order to model the sequence of observations of this example we need to know 
the transition probabilities between the three hats, as well as the bias of the dices 
in each hat. When the biases of all 6 colour dices in a hat are known, a 6 x 6 
colour transition probabilities matrix can be defined for that hat. The state (hat) 
transition probabilities matrix, plus the three 6 x 6 colour transition probabilities 
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matrices for the three hats, denoted by [a1 23 ], [a2 23 ], and [a3 i3 ], completely specify 
the model. This example is illustrated in Figure 6.3. 
6.3 HMM: A Hidden Markov Model for mod-
elling VBR video 
In a recent work, McLaren [1281 uses a hidden Markov model for modelling the 
output cell stream of a video codec for still images. In this section we will outline 
a hidden Markov model that can be used for modelling the ATM cell stream 
generated from VBR motion video. The HMM implemented in this section has a 
lot of similarities to Example (II) of section 6.2. It consists of an 'outer' (hidden) 
Markov chain whose states (in this context referred to as modes) are stochastic 
processes that produce the observation sequence. The observation in this context 
refers to the generation of ATM cells. 
6.3.1 Traffic Generation and Modelling Procedure 
Blocking and Coding of the Video 
Video compression and coding is not within the scope of this thesis thus for the 
purposes of illustration we have considered a video coding scheme described in 
[97]. A summary of the coding scheme is shown in Figure 6.4. 
Divide Into 
Sub-Blocks 
Transform 
Sub-Blocks 
Original 
Image 
Threshold 
Coefficients 
Quantize 
Coefficients 
Cell 
Stream 
Scan Data 
In Order 
Of Priority 
Packetize 
Data Into 
ATM Cells 
Code 
Data 
■11 
Figure 6.4: A VBR Layered Coding Scheme 
Each original image file is divided into 16 x 16 pixels blocks. Then using a 
discrete cosine transform (DCT), the image subblocks are converted to blocks 
One block of 	 One subframe 	One picture 
nxn pixels of N blocks 	frame 
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of transform coefficients. These blocks of coefficients are then psychovisually 
thresholded and quantised. The transform coefficients are then scanned in order 
of increasing frequency and Huffman coded. The resulting bit-stream is packed 
into ATM cells in a non-priority manner. 
Grouping of Blocks into Subframes 
The image blocks resulting from dividing each image frame into 16 x 16 pixel 
partitions are grouped into subframes of size N, i.e. each subframe consists of 
N blocks of 16 x 16 pixels each. The value of N is taken to be a parameter 
of the model and must be selected such that a single video frame consists of an 
integer number of subframes. The concepts of block and subframe are illustrated 
in Figure 6.5. 
Figure 6.5: The relationship between blocks and subframes in a picture frame 
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Mode Definition, Modelling and Transitions 
To cope with the wide variation in local complexity of the picture being scanned, 
and the corresponding variations in the effective number of cells per subframe 
produced, a number of modes are identified. Each mode corresponds roughly to 
a particular average level of fine detail in a local area of the picture. A mode in 
this context is the state of the outer (hidden) Markov process. The criteria for 
defining a mode is the number of ATM cells generated by a subframe. Depending 
on the number of ATM cells generated in a subframe, a mode is associated with 
that subframe. For specifying various modes of the model, a function (look-up 
table) is required that maps the number of cells generated from a subframe to a 
particular mode. 
In the HMM approach, probabilistic transitions are assumed to take place between 
these modes as the scan proceeds, thus generating a Markov process described 
by a probability transition matrix. Therefore, if there are m modes specified for 
the video traffic, amxm matrix, P, is necessary for the transition probabilities 
between different modes. Such a matrix will be of the form: 
P = {N} = 
Pll 
P21 
P31 
Pml 
P12 
P22 
P32 
Pm2 
P13 	• 
P23 	' 
P33 	• 
Pm3 	' 
• • 
• • 
• ' 
• • 
Plm 
P2rn 
P3m 
Pmm 
(6. 1) 
where pi, is the probability of moving to mode j in the next subframe if the cur-
rent subframe is in mode i. This matrix shall be called the intermode transition 
probabilities matrix. 
Within each mode, the number of ATM cells produced from each of the blocks be-
longing to that subframe is also random, with the parameters of this distribution 
varying from mode to mode to suit the local complexity of the picture. Thus, if 
the maximum number of cells generated from a block is cthen a (c+1) x (c+ 1) 
matrix is necessary to specify the cell generation transition probabilities on a 
block by block basis for a particular mode. Therefore there should be m such 
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matrices denoted by Ao, A1, A2, • • • 24,2_ 1 , for the m distinct modes where 
Ak = lakii l = 
ak06 
ak io 
aka 
akoi 
akii 
a kci 
• 
•• 	• 
" • 
ako, 
aki, 
akcc 
(6.2) 
The entry aki; in the above matrix is, given the mode k, the probability of gen-
erating j ATM cells in the next block of the subframe if the current block has 
generated i ATM cells. These matrices are referred to as the intramode cell gener-
ation transition probabilities matrices, or intramode transition matrices for short. 
6.3.2 Model Implementation and Verification 
In our investigations of the HMM model, rather than finding the parameters of the 
HMM for single frames, we attempt to fit the model to a large sequence of motion 
video frames. We use the Salesman sequence of consecutive images, obtained from 
ftp site 128.113.14.50 under directory /pub/image/sequence/salesman/gray, to 
calculate the intermode transition matrix and the intramode transition matrices 
for the whole sequence. The dimensions of the Salesman frames were 288 x 360 
pixels. All frames were trimmed to bring them to the nearest standard frame 
size of 288x 352 pixels. Dividing each of these frames into blocks of 16x 16 pixels 
results in 396 blocks per frame. Assuming a frame rate of 25 frames per second, 
the bit rates of the Salesman sequence before and after being subjected to the 
coding scheme is shown in Table 6.1. Note that the bit rate after coding includes 
the ATM cell headers. 
Frame Rate Bit Rate Before Coding Bit Rate After Coding 
25 20.28 Mbps 1.94 Mbps 
Table 6.1: Bit rates of the Salesman sequence before and after coding 
The maximum number of cells generated from any one block was 1. Therefore, 
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intramode matrices of dimensions 2 x 2 are sufficient to represent different modes. 
Although N is taken to be a variable, it is desirable to choose N such that one 
picture frame consists of a whole number of subframes. After choosing the value of 
N, the actual video data is processed to generate the probability density function 
of the number of cells generated from a subframe. These results are shown in 
Table 6.2 for subframe sizes of 2, 4, 6, 8, and 11 blocks. 
N=11 N=8 N=6 N=4 N=2 
Cells per 
subframe 
Prob. Prob. Prob. Prob. Prob. 
c)
 r-i
 c
v
 co
 ...:14  
L
o
 co
 C-
 0
0
 m
 
0.00563 0.00715 0.01262 0.04472 0.18383 
0.02214 0.03689 0.07046 0.23081 0.70974 
0.00167 0.05921 0.25912 0.56284 0.10642 
0.04423 0.26276 0.46392 0.15779 0 
0.20650 0.44835 0.18218 0.00382 
0.32776 0.16161 0.01154 0 
0.29720 0.02272 0.00013 
0.09075 0.00126 0 
0.00408 0 
0 
Table 6.2: Pdf of the number of cells generated per subframe of the actual video 
From the probability density function of the number of cells generated in a sub-
frame, the number of modes, m, is chosen according to the following criteria: 
• Where possible, the number of modes is chosen to be the same as the size 
of subframe (i.e. take m = N). If necessary, in Table 6.2, combine rows 
which correspond to very small probabilities into a single mode. 
• Rows that correspond to high probabilities of occurrence are not combined. 
For the size of the subframe, values of 2, 4, 6, 8, and 11 blocks were examined. 
Table 6.3 shows how modes have been defined for various sizes of subframe. Based 
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on these definitions, the parameters of HMM are calculated by fitting the model 
to the actual data. 
N=11 N=8 N=6 
Cells per 
subframe 
Mode 
index 
Prob. Mode 
index 
Prob. Mode 
index 
Prob. 
p
 ,—
I
 c
q
 c
O
 -
4
1  
1
.0
  C
O
  
C
- -
 o
0
 CI)
 C,F2i  
0 0.00563 0 0.00715 0 0.01262 
1 0.02214 1 0.03689 1 0.07046 
2 0.00167 2 0.05921 2 0.25912 
3 0.04423 3 0.26276 3 0.46392 
4 0.20650 4 0.44835 4 0.18218 
5 0.32776 5 0.16161 5 0.01154 
6 0.29720 6 0.02272 5 0.00013 
7 0.09075 7 0.00126 0 
8 0.00408 0 
9 0 
10 0 
N=4 N=2 
Cells per Mode Prob. Mode Prob. 
subframe Index Index 
p
 ,
-
4
 CN1  
C
O
 •
:14  
L
O
  
0 0.04472 0 0.18383 
1 0.23081 1 0.70974 
2 0.56284 2 0.10642 
3 0.15779 0 
3 0.00382 
0 
Table 6.3: HMM mode assignment for various values of N 
For example, the matrices which completely specify the Hidden Markov Model 
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(HMM) of the Salesman sequence for N=4 are as follows: 
0.158874 0.340875 0.174460 0.325792 
0.096101 0.154386 0.510331 0.239181 
0.023503 0.234671 0.615437 0.126389 
0.013641 0.296075 0.562222 0.128062 
[ 10 0.598729 0.401271 
A0= 
] 
A 1 = 
[ 1 
0.990163 0.009837 
0.194018 	0.805982 0.011875 0.988125 
A2 = [ 	 1 A3= [ 1 
0.823360 	0.176640 0.413213 0.586787 
After the parameters of the model are determined for various subframe sizes, 
these models are used to generate traffic, and the statistics of model traffics are 
compared with those of the actual video traffic. The data of the actual video and 
those of the models are processed to generate results for 
• the probability density function of the number of cells generated per sub-
frame, 
• the mean queue population if the traffic is fed to a dedicated server, 
• the standard deviation of queue population, 
• the normalised autocorrelation of cells generated from the actual video data 
and from various models. 
Figures 6.6 to 6.10 show the probability density functions of the number of cells 
generated in a subframe from the actual video traffic and also from the HMM 
for different sizes of subframe. They indicate that the actual data and the HMM 
data give similar results for the probability of generating a certain number of cells 
per subframe. 
P= 
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Figure 6.6: Pdf of the number of cells per subframe for N=11 of the actual data 
and HMM data 
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Figure 6.9: Pdf of the number of cells per subframe for N=4 of the actual data 
and HMM data 
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Figure 6.10: Pdf of the number of cells per subframe for N=2 of the actual data — 
and HMM data 
However, while these probability density functions suggest the HMM to be a 
promising model for the VBR video under consideration, it is not obvious how 
good these models will be for queueing purposes and what subframe size would 
give the closest HMM fit to the actual video data. It may be logical to think that 
the larger the number of the modes, the better the fit it should give. Figures 6.11 
and 6.12 however do not support this argument. These figures show the mean 
queue length and the standard deviation of queue length when each of these traf-
fic is fed into a dedicated server. These results have been obtained by simulating 
each traffic model for 1 hour. 
It appears from Figures 6.11 and 6.12 that for utilisations up to about 70%, all 
models give an excellent fit to the actual video data. However for the highest 
utilisation undertaken (i.e. 90%), it is obvious that larger subframe sizes (and 
larger number of modes) have resulted in worse fits as compared to the smaller 
subframe sizes. It can be seen that for N=4, even for 90% utilisation a very good 
fit is obtained both for server queue length and for the standard deviation of the 
queue length. 
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Figure 6.11: HMM mean queue size for various values of N 
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Figure 6.12: HMM standard deviation of queue size for various values of N 
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Figures 6.13 and 6.14 show convergences of mean queue length and standard de-
viation of queue length as a function of time for N = 11 and 90% utilisation 
(worst fit observed). These indicate that the difference between the worst fit and 
the actual video data is not related to the length of run of the simulation. In 
fact, it can be seen that these results converge quickly. 
It is appropriate at this stage to undertake a correlation study of the ATM cell 
streams resulting from the actual video and from the best fit and the worst fit 
models (i.e. N = 4 and N = 11). Mathematical details of these correlation 
analyses are shown in Appendix B. Figure 6.15 shows it y (m), the normalised 
auto-correlation of cell/block generation of the actual video data for a block off-
set of up to 1200. The results have been obtained by processing 449 frames of 
the Salesman sequence. It can be seen that there is a strong correlation present 
at the frame rate (1 frame = 396 blocks). This is to be expected because there 
are a lot of similarities between blocks of consecutive frames. Let us present the 
numerical values of the three peaks shown in Figure 6.15 to show how fast this 
correlation dies out. With an offset equal to 396 blocks (size of 1 frame in blocks) 
the auto-correlation is 0.2510, and for offsets of 792 and 1188 blocks (sizes of 2 
and 3 frames respectively) the auto-correlation drops to 0.2479 and 0.2431 re-
spectively. Figure 6.16 shows how the correlation related to frame rate dies out 
as a function of the number of frames. 
Figure 6.17 is a close-up of Figure 6.15. From that figure we can interpret that for 
the sequence under study, if one block generates a cell, the next block is unlikely 
to generate another cell, but the block after that will most likely generate one. 
The noticeable correlation around offset=22 is related to a line period. Note that 
for this sequence, there are 352 pixels per line and we have a total of 288 lines. 
Therefore with blocks of 16 x 16 pixels, each frame consists of 18 rows of 22 blocks 
each. 
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Figure 6.13: HMM mean queue length as a function of time 
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Figure 6.14: HMM standard deviation of queue length as a function of time 
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Figure 6.15: Normalised autocorrelation of cell/block generation of actual data 
for the Salesman sequence 
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Figure 6.16: Normalised autocorrelation of cell/block generation of actual data 
for the Salesman sequence on a frame to frame basis 
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Figure 6.17: Normalised autocorrelation of cell/block generation of actual data 
for the Salesman sequence 
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Figure 6.18: Normalised autocorrelation of cell/block generation of HMM data 
(N=4) for the Salesman sequence 
Figure 6.18 shows the autocorrelation for HMM data with N=4. It is obvious 
that the correlation at the frame rate does not exist and, in general, there is only 
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very short term correlation present. Now let us compare the short term corre-
lation present in the best fit (N=4) and worst fit (N=11) to that of the actual 
data. These are shown in Figures 6.19 and 6.20. It was hoped that these figures 
would give some more insight as to why one case should give a better fit to the 
actual data than the other, but, comparison of the two figures does not provide 
an answer. 
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Figure 6.19: Normalised autocorrelation of cell/block generation of actual data 
and HMM data (N=4) for the Salesman sequence 
At this stage, we shall reconsider the Hidden Markov Model (HMM) and look 
for ways of improving and/or simplifying it. From the pdf plots (Figures 6.6 to 
6.10), it can be seen that the probability density functions of the number of cells 
generated in a subframe are not peaky enough (compared to the actual video) in 
the middle regions, and that they are higher than those of actual video data at 
the tails of the functions. 
This phenomena is due to the Markov models used for cell generation within 
individual modes. Note that when assigning modes to the traffic generated from 
the actual video, we identify a mode by the number of cells generated from a 
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Figure 6.20: Normalised autocorrelation of cell/block generation of actual data 
and HMM data (N=11) for the Salesman sequence 
subframe (see Table 6.3). These mode identifications are used for generating the 
intermode transition probabilities matrix, P. From the pattern of cell genera-
tion within subframes belonging to a particular mode, we generate the intramode 
cell generation transition probabilities matrices, A 0 • • - Ani_ i . These matrices are 
then used to generate the HMM traffic. 
The important point to consider here is that from the number of cells generated 
in a subframe of HMM traffic, we cannot precisely identify the associated mode. 
As an example consider the case of N = 8 in Table 6.3. For the actual data there, 
every time the number of cells generated from a subframe is 4, we can confidently 
say that the video traffic is in mode 4. However, when looking at the traffic 
generated from the HMM, if the number of cells generated from a subframe is 
4, we can say that most likely we are in mode 4. This is because for the HMM 
data it is also possible that 4 cells be generated in modes 3 or 5 and with a 
lesser likelihood in higher and lower modes. This is due to random nature of the 
Markov models used to specify cell generation patterns in particular modes. The 
question to be asked is: what is more important to the accuracy of the overall 
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model; the exact number of cells in each mode, or the correlation between cells 
generated in a particular mode? In the next section we shall examine a model 
that guarantees the generation of the exact number of cells for each mode, but 
disregards the cell generation transition probabilities in the consecutive blocks of 
a subframe. 
6.4 HMD: HMM with Deterministic number 
of cells in each mode 
This model is different from the HMM in that Markov models are no longer used 
for cell generation within a mode. This model is fully specified only by the inter-
mode transition probabilities matrix and knowledge of mode assignments. In the 
last section we explained why the pdfs of HMM were less peaky in the middle 
regions and peakier at the tails in comparison with the actual video traffic. The 
purpose of designing the HMD model is to force the pdf of cells per subframe of 
the model traffic to closely follow that of the actual video traffic. 
We need to ensure that if k cells are generated per subfra,me in mode i (i = 1 • • • m) 
for real data , then when in mode i of the model, exactly k cells are generated 
during that subframe. This is achieved by normalising the size of the subframe 
to 1 (as shown in Figure 6.21) and generating k random numbers in the range 
[0,1), the values of which will determine the blocks from which each of the k cells 
is generated. 
One Subframe 
Orie.... 
!;111Blockill 
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Figure 6.21: Normalising the size of the subframe to 1 (N = 4) 
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N=8 N=6 N=4 N=2 
Cells per 
subframe 
Mode 
index 
Prob. Mode 
index 
Prob. Mode 
Index 
Prob. Mode 
Index 
Prob. 
CD  
1
.4  
Cq 
 
0 0.00715 0 0.01262 0 0.04472 0 0.18383 
1 0.03689 1 0.07046 1 0.23081 1 0.70974 
2 0.05921 2 0.25912 2 0.56284 2 0.10642 
3 0.26276 3 0.46392 3 0.15779 0 
4 0.44835 4 0.18218 4 0.00382 
5 0.16161 5 0.01154 0 
6 0.02272 6 0.00013 
7 0.00126 0 
0 
Table 6.4: HMD mode assignment for various values of N 
One of the implications of this model is that the mapping of the number of cells 
generated from a subframe to a particular mode must preferably be a one to 
one mapping, i.e. it is better not to combine states which correspond to different 
number of cells per subframe into one mode. Table 6.4 shows the mode assignment 
for the HMD model. 
This model was investigated for subframe sizes of 2, 4, 6 and 8. For the HMD 
data, the resulting pdfs of the number of cells in a subframe is almost identical to 
the actual video data. Two of these are shown in Figures 6.22 and 6.23. However, 
comparing Figures 6.24 and 6.25, the server mean queue length and the standard 
deviation of the queue length for the actual video data and the HMD data reveals 
that the quality of the fit has deteriorated. The queueing results of the models 
now diverge from the results of the actual video data at much lower utilisations. 
The autocorrelation analysis of this model for N=4 (see Figure 6.26) shows that 
the short term correlation of the HMD data is very different from that of the 
actual video data. 
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Figure 6.22: Pdf of the number of cells per subframe for N=4 of the actual data 
and the HMD data 
Figure 6.23: Pdf of the number of cells per subframe for N=8 of the actual data 
and the HMD data 
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Figure 6.24: HMD mean queue size for various values of N 
1.8 
g3 1.6 
(-114 1.4 
1 1.2 
a) 
1— 
• 	
1
1 
0 
&• 0.8  
o 0.6 
a 0.4 
0.2 
• 
• 
/ 
/ 
/ 	• 
A 
• 
I . 
/ 
...• 
..• 
. . 
..• 
Illd•-• 
t 
.... 
• 
..- 	. 	 • 
• 
t .----"" 
Actual 
—°— N = 2 
' 	' N = 4 
— —0- N = 6 
N = 8 
0 
	
20 	40 	60 
	
80 
	
100 
Utilisation (%) 
Figure 6.25: HMD standard deviation of queue size for various values of N 
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Figure 6.26: Normalised autocorrelation of cell/block generation of the actual 
data and the HMD data (N=4) for the Salesman sequence 
If we ponder upon the definition of the HMD model, we realise one of the main 
sources of error. The error could arise from the fact that in the HMD model, 
while generating k cells in a subframe in mode m, it is possible to get some 
blocks in that subframe that generate more cells than the maximum cells per 
block observed in the actual video data. In fact, in the HMD model it is even 
possible for all the k cells in the subframe to end up on the same block. For 
example, the Salesman sequence after compression can only give a maximum of 
1 ATM cell per block. This maximum value is much larger for the HMD data, 
depending on the maximum number of cells that can be generated in the highest 
bit rate mode. In the next section we describe how the HMD model can be 
improved for a better fit to the actual video data. 
6.5 HMDL: HMD with Limited cells/block 
The HMD model can be modified to include limits on the maximum number of 
cells per block. This model is called HMDL. Each mode will still generate a de- 
terministic number of cells in a subframe, but we do not allow any block to carry 
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more cells than the maximum cells per block of the actual video data. 
If for real data k cells are generated per subframe in mode m, then when in mode 
m of the model, exactly k cells are generated during that subframe. As with the 
HMD case, the size of the subframe is normalised to 1. A random number is 
generated in the range [0,1) the value of which will correspond to a particular 
block of the subframe. However, before assigning a cell to that block, the number 
of cells already assigned to that block is checked. If this number has not reached 
the maximum cells per block of the actual video data, the assignment is carried, 
otherwise, the random number is discarded and another one is generated. This 
process is repeated until the target ]iumber of cells in the current subframe is 
reached. 
The mode assignment table for the HMDL is identical to the HMD case (see 
Table 6.4). The resulting pdfs of cells per subframe are also the same as the 
HMD case. Figures 6.27 and 6.28 show that in the queueing results there is a 
significant improvement in the fit of the model to the actual video data compared 
to the HMD model. Any discrepancy left is due to disregarding the pattern of 
cell generation in various modes of the actual video data. This, however, does 
not seem to have a significant effect on the accuracy of the models for queueing 
purposes. 
6.6 Summary 
In this chapter we have shown that hidden Markov models can successfully be 
applied in the modelling of variable bit rate video services. From the original 
HMM we arrived at a simplified version, the HMDL model, which requires much 
fewer number of parameters for its complete specification. Although the HMDL 
is much simpler than the HMM, it can still track the original video data very 
closely for queueing purposes. 
These video traffic models were based on dividing each video frame into several 
0 
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Figure 6.27: HMDL mean queue size for various values of N 
fixed size blocks, then grouping a number of blocks into a subframe and assign-
ing a mode to each subframe depending on the number of ATM cells generated 
from that subframe. The original HMM for video traffic consisted of an inter-
mode transition probability matrix for modelling the transitions between various 
modes, and several (as many as the number of modes) intramode cell generation 
transition probability matrices for modelling the cell generation within individual 
modes. Each traffic (from a model or from the actual video data) was fed into a 
single server queue. Some results were generated for the mean and the variance 
of the queue population. Probability density functions (pdfs) for the number 
of ATM cells per subframe were also generated. The results of the models for 
various sizes of subframe were compared with those from the actual video traffic. 
This comparison indicated that the size of the subframe had a significant effect 
on the accuracy of the model, particularly at high utilisations. 
We also investigated the HMD model which is a simplified version of the original 
HMM model, where intramode matrices are no longer used to model the cell gen-
eration within each mode. Instead a deterministic number of cells are generated 
in each mode, randomly distributed over the blocks of the subframe. The pdf 
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Figure 6.28: HMDL standard deviation of queue size for various values of N 
results for the HMD model showed great improvement over the pdf results for the 
original HMM model. In fact, for the HMD, the pdf results were almost identical 
to those of the actual video traffic. However, for high utilisations some loss of 
accuracy had been incurred in the results for the mean and the variance of the 
queue population. 
The next model investigated was HMDL, which was similar to HMD except that 
no block within a subframe could generate more ATM cells than the maximum 
observed value for the real video traffic. This resulted in a significant gain in the 
accuracy of the model. 
Correlation studies of the video traffic indicated that strong cyclic variations were 
present in the cell stream of the video traffic, particularly at the frame rate and 
at the line rate. 
As for the size of the subframe, it is clear that it is a parameter subject to op- 
timisation. The best value of the subframe size would depend on the rate of 
variation in local complexity of the blocks in one row. To fully understand the 
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effect of subframe size on the accuracy of the model, it is necessary to repeat the 
processes described in these models for a wide range of video services subject to 
different levels of compression. However, we have had available to us only one 
video coding program and therefore we have not been able to try these models 
for video traffic subjected to other levels of compression. Research in the area of 
video coding and compression is not within the scope this thesis. 
Chapter 7 
Queues with Periodic Arrival 
Rates 
7.1 Introduction 
In the studies of variable bit rate video presented in Chapter 6 and published 
by Habibi in [118], it has been shown that the pattern of cell generation from a 
variable bit rate video codec is strongly correlated (e.g. at the frame rate, the line 
rate, etc.). The periodic variations in the arrival rate of such services prompted 
an investigation of analytical methods that can cater for such periodicities. A 
summary of the research outlined in this chapter and in the next chapter has 
been published by Habibi et al in [129] and [130]. 
In this chapter, the emphasis is shifted from a classical queueing problem where 
the arrivals are random with a particular mean value, to a system where arrivals 
are still random, but the mean arrival rate varies periodically. It is shown how 
Fourier series can be used as a tool to analyse such a system. One example 
of cyclic arrivals is the traffic generated by a video signal that has been sub-
jected to incomplete redundancy removal. Also when several similar sources are 
multiplexed in a network, because all these sources use the network clock for syn-
chronisation, the multiplexed traffic will show cyclic patterns. Another example 
where cyclic traffic may be generated is at a multiplexer with its input streams 
having slightly different rate variations (beating effect). This technique could also 
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be applied to the queueing analysis of PSTNs -where the arrival of calls tend to 
have a periodic pattern, i.e. the number of call requests depends on the time of 
the day, the day of the week and perhaps the time of the year. For the case of 
a PSTN, the period can be taken as one week, or, it could be extended to one 
year if enough statistics are available and if there is enough computer memory 
to handle the size of the problem. The advantage of this technique is that by 
solving the problem for the particular queueing system only once, all the usual 
performance parameters can be calculated as a function of time for the whole 
cycle. For example, in a PSTN the blocking probability of calls can be obtained 
as a function of time for the whole period. 
While the exact problem and the analysis techniques presented in this chapter 
and in the next chapter are unique, some related work may be found in the lit-
erature. For example Latouche [131] considers a packet system where packets 
are submitted from voice sources which are intermittently active and all have the 
same input rates. He asserts that over short intervals of time, circuit emulation 
type sources submit packets in a deterministic and periodic manner. Latouche 
[131] refers to the results of [132] and concludes that periodic cycles in the packet 
arrival process induce periodic cycles in the buffer process. The approach of [131] 
to this problem is fairly theoretical and it does not present any quantitative re-
sults for the contents of the buffer. In this chapter however, we will outline a 
method for quantifying the content of the buffer in similar situations. 
Most studies in the area of cyclic queues have been focused on cyclic service 
systems [133, 134, 135, 136, 137, 138]. These systems are also known as polling 
systems or token-passing systems. In [139], Leung analyses an asymmetric cyclic-
service system with a probabilistically-limited (P-L) service policy. The P-L ser-
vice policy means that during each visit of the server to a queue, the maximum 
number of customers served is determined by a probability which is independent 
of system states and can be different for various queues. A visit is defined as 
the period of time in which a queue is being continuously served by the server. 
Leung uses a numerical technique based on discrete Fourier transforms (DFTs) 
to solve for the distributions of queue population. The queue length distribu- 
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tions are expressed as functions of the probability generating functions (pgf's) 
for the state probabilities observed at visit-completion instants. The response 
time and waiting time distributions are obtained from the probability generating 
functions. These probability generating functions are solved using an iterative 
numerical technique based on DFTs. 
Another relevant work is by Levy et al [140] where they consider the problem 
of calculating the expected delay in polling systems with zero length switch-over 
periods. The models considered in [140] consist of N infinite capacity indepen-
dent queues that are served by a single server. The system switches over between 
these queues by a set of rules that define the polling order. The polling orders 
considered by [140] are: cyclic - where after serving queue i, the server switches 
over to queue i + 1 (modulo N), and memoryless random - where the next queue 
to be served is queue j with probability pp 
7.2 A Simple Queueing System 
Let us start with the simple case of a single server queue with random arrival and 
random service rates and from there proceed to the case of periodic arrival rates. 
Let n denote the state of the system where n is the population of the system at 
time t. Let An (t) be the arrival rate and pn (t) be the service rate of the system 
in state n and at time t. Let P(t) be the probability of haying n traffic entities 
in the system at time t. Let At be an infinitesimally small time interval so that 
the probability of more than one event occurring during time interval At is zero. 
Obviously a negative population is not possible. Furthermore, there is no service 
when the population of the system is zero. Therefore for n > 0, the probability 
of being in state n at time t + At can be written as 
P.(t + At) = {1 — An (t)At — itn (t)At}Pn (t) + An_ 1 (t)AtPn_1(t) 
(7.1) 
For n = 0 this equation reduces to 
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Pn (t + At) = {1 — An (t)At}Pn(t) + An+i (t)AtPn+i (t) . 	(7.2) 
For n > 0, differentiating equation (7.1) with respect to time gives 
dPn (t)  = —{An (t) + u(t)1P(t) + An_1(t)Pri-1(t) + iin+1(t)P.+1(t) 	(7.3) dt 
and for n = 0 the corresponding equation is 
dPn (t) 
= dt 	— {An(t)}Pn(t) + itn+1 (t)P 1 (t) 
7.3 The M/M/1 Queueing System 
An M/M/1 system is a special case of the system described in the last section with 
the arrival rate and the service rate independent of n (nevertheless, for n = 0, the 
service rate is zero). For this case the n subscripts are dropped from equations 
(7.1) & (7.2), therefore for n > 0 we have 
dPn (t)  = —{A(t)+ a(t)1P(t) + A(t)P_ 1 (t) + u(t)P 1 (t) 	(7.5) dt 
and for n = 0 we have 
dPn (t) = —\(t)P(t) + il(t)Pn+i (t) . dt (7.6) 
7.4 Sinusoidally Varying Mean Arrival Rate 
While sinusoidal patterns of arrival rates are not usual, they simplify the develop-
ment of a solution technique for cyclic arrivals. After a solution to this simplified 
case is found, the analysis will be generalised to cater for arbitrary shapes of 
arrival rate. Here, the arrivals are assumed to be random, with a mean value 
that oscillates sinusoidally around a fixed term, i.e. 
(7.4) 
A(t) = c + )3 sin wt . 	 (7.7) 
7.4. Sinusoidally Varying Mean Arrival Rate 	 161 
Equation 7.7 implies that 13 < a because negative arrivals are not possible. The 
service completion time is also taken to be random, but with a mean service rate 
that is not a function of time, i.e. A(t) = tt. The subscript n is reintroduced 
for the service rate so that the special case of n = 0 does not require separate 
treatment: 
n > 0 
ttn = 0, n = 0 . 
(7.8) 
With these provisions equation (7.3) becomes: 
dPn (t)  = —{An (t) + /2,1 }/3n (t) ± An-1 (t)Pn-i (t) An+1Pn+i (t) . 	(7.9) dt 
We conjecture that if A(t) is periodic and the queue is stable, then the probabilities 
of being in various states will, in the long run, acquire the same periodicity as 
the arrival rate. This implies that P(t) will have a period of 27/(.4) and therefore 
can be written as a Fourier series expansion. For this purpose a Fourier series 
with complex Fourier coefficients is used: 
00 
P(t) = E ck,neit, 	n = 0, 1, 2, • • • . 	(7.10) 
k=-0o 
It is obvious that probabilities cannot have complex values which implies that 
* Ck,n  = C—k,n7 k = 0, 1, 2, • • • 	 (7.11) 
and that co ,n is real. Furthermore, the following probability constraints must be 
observed: 
0 < P(t) < 1 for all t 	 (7.12) 
00 
(7.13) 
n=0 
Equation (7.13) can only hold at all times t if 
{ 1 if k = 0 
(7.14) E Clc ,n = 
n=0 	0 otherwise 
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Substituting equations (7.10) and (7.7) into equation (7.9) gives: 
co 	 00 E kw ckmejkwt 	—(a + fl sin cot + An ) E Colejkwt 
k=—oo 	 k=—oo 
+(a ± Sill Wt) E Ck,n_iejkwt 
k=—co 
E ck,n+ie jkwt 
• 
k=—co 
(7.15) 
Equation (7.15) may be rewritten by writing the sin cot terms in exponential form: 
eiwt — e-iwt 
	
E jkWeic ,n ejkw t = —(a + 13 	 + tin) 
2j 	E ck ,n ejlaet k=—oo 	 k=—oo 
ejwt 	e —juyt 	oo 
+(a + i3 ) E Ck,n-iejkcot 
2j k=—oo 
wt E Ck,n+iejk  
k=—oo 
which implies that 
jkwck,n , = —(a + fio n )C i — 	 1- 	Ck+1,n aCk,n-1 23 23 
13 	13 —2j Ck-1,n-1 	 itn-FlCk,n+1 • 2.7 
This is a non-linear complex recurrence relation for ck, n and can be rearranged as 
, (a + 	+ jkw)ck,n = 	-r 	Ck-1-1,n aCk,n-1 23 	' 	23 
23 =Ck-1-1,n-1 2] 
Or 
, • /3 (a+itn +jkw)ck ,n = ack,n_ i -rj —2 (Ck—ifii — Ck+1,n — Ck-1,n—l+Ck+1,n-1)±iin+1Ck,n+1 • 
(7.16) 
Note that the recurrence relationship for any of the coefficients of the Fourier 
series involves 6 of its "neighbouring" coefficients. Equation (7.16) must be solved 
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subject to constraints given in equations (7.11), (7.12), (7.13) 8z (7.14). Note that 
the non-linearity of equation (7.16) makes it very difficult to find an analytical 
solution to the problem. A numerical solution however may be possible. 
7.4.1 A Numerical Solution 
To make a pictorial representation of equation (7.16) let us arrange the ck ,n values 
in a rectangular array as shown in Figure 7.1. 
0 1 •• 	• 
n -- 
n — 1 n n + 1 . 	• 	• 
• 
k +1 Ck+1,n-1 Ck+1,n Ck+1,n+1 
k Ck,n-1 Ck,n Ck,n+1 
k — 1 ck_1,n-1 Ck-1,n Ck-1,n-1-1 
• 
Figure 7.1: Array of Fourier coefficients ck,n 
This array is infinite in the n dimension on one side and is doubly infinite in the k 
dimension. In order to solve this problem numerically, the array of Fourier series 
coefficients must be truncated to a finite array. As ck,n = C* kn , one need only 
allocate space for the positive values of k (0 included) and use the following rules 
where applicable: 
l it, n > 0 
lin = 
0, n = 0 
Ck,n_i = 0 	if n = 0 
Ck-1,n — Ck+1,n =: 
{
- 2I771{Ck+1,n} 
Ck-1,n — Ck+1,n 
if k = 0 
otherwise 
Growingblocics (tvp 
to size Tn+1 x isk:1) 
in eachiteration 
2 
0 
—0. 
n 
1 
k 1 ° 
0 	1 
--11. 
n 
1 
k 1 0 
0 
—■ 
n 
k 1 ° 
1 	2 
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{ 0 Ck+1,n-1 - Ck-1,n-1 = 	21771,{Ck+1,n-1} 
Ck-1-1,n-1 - Ck-1,n-1 
if n = 0 (regardless of k) 
if k = 0 and n 0 0 
otherwise . 
The range of values of n are truncated from 0 • • • 00 to 0 • • • m. Also, for each 
value of n, the complex Fourier series for P(t) is truncated so that k holds values 
between —m to m. As initial values, the row corresponding to k = 0 is filled with 
the results for an M/M/1 system without the periodic component in the arrival 
rate, i.e. A(t) = a. The rest of the entries are initially set to zero. Equation (7.16) 
can then be applied recursively to improve the accuracy of the entries of the array. 
The convergence of the Fourier series coefficients was found to be dependent on 
how the recurrence relationship is applied to the entries of the array. Initially 
the recursion was applied to the entries of the array on a row to row basis. All 
attempts failed and the results never converged. Next, recurring on the entries of 
the array on a block by block basis was examined. This time the results converged 
very quickly. It was found that under-relaxation or over-relaxation did not play 
a significant role in the speed of convergence. 
Figure 7.2: An illustration of the recurrence process in each iteration 
The process of iterating on the entries of the array of Fourier series coefficients 
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is shown in Figure 7.2. Let us describe this process by assuming that the array 
has dimensions of 100 x 100. Let us define a counter called the iteration index 
and initialize it to zero. We start with a block size of 1 x 1 elements at the 
origin (i.e. k = 0 and n = 0) and the entry of this block is updated. Then, both 
dimensions of the block are increased by 1 and all the entries of the new block 
are updated. The order of updating the entries of a block that has more than one 
element is shown in Figure 7.2. The process of increasing the size of the block 
is continued, and all the entries of the new blocks are updated, until the block 
reaches its maximum size that is 100 x 100. The iteration index is then incre-
mented by 1 and the whole process is repeated from the beginning. Therefore, 
the number of iterations quoted in this chapter and in the next chapter actually 
refer to the iteration index. For example, if it is said that the results converged 
after 50 iterations, it really means that the above process has been repeated until 
the iteration index reached 50. 
After all the Fourier series coefficients have converged the probabilities of different 
system populations can be calculated from the following equation which is the 
truncated version of equation (7.10): 
P(t) 	E ck,n ejkwt 
k=-m 
Now let ak,,, + jbk,„ represent the complex coefficient Ck , n . Hence 
711 
P(t) 	E (ak,„ + jbk,n )ejkwt 
k=-m 
aen + 2 E ak , ncos(kwo — 2 E bk,nSin(kWt) 
k=1 	 k=1 
(7.17) 
The following parameters were selected to examine the numerical solution: 
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= 0.75 
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w = 27r 
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The dimensions of the array of Fourier series coefficients were truncated to 100 by 
100 (i.e. m = 99). For different numbers of iterations, the results were compared 
and it was found that after about 100 iterations the Fourier series coefficients had 
converged very well and that iterating beyond 100 did not change the results sig-
nificantly. In fact the convergence rate is so high that even after 10 iterations the 
results are very close to those obtained after 100 iterations. With 100 iterations, 
the probabilities of having different system populations are shown in Figures 7.3 
to 7.6. Note that with w = 27r, 1 second corresponds to one complete cycle. 
As these figures show, the stationary probabilities of being in various states are 
periodic and have the same period as the arrival rate. Therefore it is appropriate 
for these probabilities to be called Cyclo-Stationary Probabilities. Also, what is 
normally referred to as mean system population will now have a cyclic nature and 
should therefore be called the Cyclo-Stationary System Population. This quantity 
is shown in Figure 7.7. 
Time(s) 
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—x— n=1 
-61- n=2 
n=3 
Figure 7.3: Pn (t) for n = 0 • • • 3 with a = 1.0, # = 0.75, it = 2.0, w = 2ir 
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Figure 7.4: P(t) for n = 4 • • • 7 with a = 1.0, 13 = 0.75, = 2.0, (.4.) = 27r 
Figure 7.5: P(t) for n = 8 • • • 11 with a= 1.0, 3=0.75, a= 2.0, c.i.) = 27r 
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Time(s) 
Figure 7.6: P(t) for n = 12 • • 15 with a = 1.0, 3 = 0.75, a = 2.0, ct) = 27r 
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Figure 7.7: Cyclo-Stationary System Population with a = 1.0, = 0.75, p, = 2.0, 
= 27r 
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7.4.2 Effect of the Frequency 
With any given set of values for a, # and ji , the cyclo-stationary system popula-
tion (and therefore other parameters such as typical peak durations) will depend 
on the frequency of variation of the arrival rate. For example, with lower frequen-
cies the arrival rate spends a longer duration around each extreme in each cycle, 
hence giving more time to the system to react to the variations in the arrival rate. 
Therefore it is expected that the variation in cyclo-stationary system population 
will decrease as the frequency of variation of the arrival rate increases. Figure 7.8 
confirms this argument. 
Time / T 
f=1Hz 
- f=2Hz 
- f =4Hz 
Figure 7.8: Cyclo-Stationary system population with a = 1.0, = 0.75, it = 2.0 
7.4.3 Effects of Truncation 
In this section results indicative of the accuracy of the numerical solution are 
presented. An obvious source of error in this numerical solution is due to the 
truncation of the array of Fourier series coefficients. To examine this error, the 
calculations were repeated with an array that was 5 times smaller in each dimen-
sion, i.e. 20 by 20 elements (or m = 19). 
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Figures 7.9 to 7.12 show a graphical comparison of the cyclo-stationary proba-
bilities computed from the two different array sizes. Note that for values of n up 
to 10, both cases give almost identical results, but for higher values of n, the dis-
crepancy caused by truncation becomes obvious. However, as Figure 7.13 shows, 
the cyclo-stationary system population is much less sensitive to the truncation 
errors. This is because with the given set of parameters lower queue sizes have 
much higher probabilities. 
0 
	
0.2 
	
0.4 	0.6 
	
0.8 
	1 
Time(s) 
Figure 7.9: P2 (t) for array dimensions of 20 and 100 (a = 1.0, f3 = 0.75, p, = 2.0, 
w = 27r) 
The discrepancy in probabilities due to truncation was examined with other pa-
rameters (and different values of m). The individual results are not shown here, 
but the conclusion was that in order to select an appropriate size for the array of 
Fourier series coefficients, the smallest probabilities of interest must be estimated, 
say P1 . Then the M/M/1 queueing results must be used to find the smallest value 
of n, say n1, which conforms to P(ni) < P1. The dimension of the array of Fourier 
series coefficients must be several times larger than n 1 and should be determined 
after a few trials. 
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Figure 7.10: P10 (t) for array dimensions of 20 and 100 (a = 1.0, fi = 0.75, g = 2.0, 
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Figure 7.13: Cyclo-Stationary system population for array dimensions of 20 and 
100 (a = 1.0, [3 = 0.75, A = 2.0, w = 27r) 
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7.5 Generalised Periodic Arrivals 
In this section the arrival rate is assumed to vary periodically but it has an arbi-
trary shape in each period rather than being restricted to a sinusoidal waveform. 
The arrival rate itself can therefore be written as a Fourier series: 
A(t) = 	f3j e t 
i=-00 
where 
A = f TT//2  Awe  
Adt . 
Substituting equation (7.18) in (7.9) gives: 
(7.18) 
(7.19) 
--( E 
Aejiwt + lin)Ck ncc: 
co 	 oo 
nejkcet E jkwck, 	 ck,nejkcot 
k=—co 	 i=—o° 	 k=—oo 
oo 00± E oid ic,.,t E 	, lejkcot 
	
i=—oo 	k=—co 
oo 
± aan-F1 E ck,n+ lejlecat 
k=—oo 
Therefore 
00 	 00 
ikwck,n = — E ACk—i,n AnCk,n 	E OiCk—i,n-1 An-F1Ck,n+1 
i=—co 	 i=—co 
or 
00 	00 
(in +Jk(A))ck,n = — E OiCk—i,n 	E 	ttn+1Ck,n+1 • 
i-00 i=—oo 
(7.20) 
This is a recurrence relationship where each entry in the array depends on an 
infinite number of other entries in that array. However, if the Fourier series 
describing the periodic arrival rate is limited to a finite number of harmonics 
then the recursive relationship will have a finite number of terms. The truncated 
version of equation (7.20) is: 
Can ± ikW)Ck,n = E OiCk—i,n E OiCk—i,n-1 An-F1Ck,n+1 
i=-1 	 i=-1 
where 1 is the limit on the number of harmonics. 
(7. 21) 
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0 
Figure 7.14: Square waveform cyclo-stationary arrival rate 
7.5.1 Example: Square Waveform 
Let us consider the case where the mean arrival rate has the shape of a square 
waveform as shown in Figure 7.14 with a period of T seconds, pulse width of d 
seconds, minimum of zero and maximum of A. The coefficients of the Fourier 
series for this arrival rate are calculated as: 
f
7,1 I
T/2 A(t)e -3'dt -772 
d/2 ACjiwt dt 
—d/2 
Ad sin(iwc//2)  
T iwd/2 
The following parameters were selected to examine the numerical solution: 
A = 1.0 
d = 0.2 
= 1.2 
w = 2ir 
/ = 40 
m =99 
With the first 40 harmonics of the arrival rate waveform, the approximated ar- 
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rival rate is shown in Figure 7.15. The overshoots and undershoots seen in Figure 
7.15 is due to Gibbs' phenomenon [141]. This phenomenon implies that because 
the arrival rate is discontinuous at t = —0.1 and at t = 0.1, then in the vicinity of 
these points the Fourier Series approximation oscillates regardless of the number 
of Fourier Series terms used. Nevertheless, the duration of oscillation decreases 
as the number of Fourier series terms increases. This phenomenon however does 
not seem to have a visible effect on the results presented later in this section. 
1. 	
2 	0 
Time(s) 
Figure 7.15: Cyclo-stationary input rate approximated with the first 40 harmonics 
Although the computation time for the given example increases markedly com-
pared to the case where the arrival rate has a fixed term and a single sine term, 
the actual convergence is still quite good. Using double precision floats on an IBM 
RISC 6000 machine, the numerical solution could calculate probabilities as small 
as 1 x 10 -20 . Let us first show that the results presented here have converged. 
Figures 7.16 & 7.17 show the cyclo-stationary probability of a system population 
of 15. The results of these figures have been obtained after 14 iterations and 
262 iterations respectively. Note that there are sub-iterations within each itera-
tion. Therefore the number of iterations quoted here is only a comparative index 
rather. It is not the actual number of times that equation (7.21) has been applied 
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to the entries of the array of Fourier series coefficients. 
itrn=14 
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Figure 7.16: P15 (t) with the iteration index = 14 
itrn=262 
Figure 7.17: P15 (t) with the iteration index = 262 
The reason for showing the results of Figures 7.16 & 7.17 on two different graphs 
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is that the numbers are almost identical and with a single graph the two lines 
cannot be differentiated. 
It is logical to assume that the probability of zero system population must de-
crease during the pulse of the arrival waveform and that it must increase during 
the space (zero arrival rate) of the arrival waveform. All other probabilities could 
be expected to behave in the opposite way, i.e. for n 0 0, P(t) should in-
crease during the pulse and decrease during the space of the arrival waveform. 
These assumptions are validated by Figures 7.18 and 7.19 which show the cyclo-
stationary probabilities for system populations of 0, 1, 2 and 3. Further results 
for cyclo-stationary system population is shown in Figure 7.20. 
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Figure 7.18: P(t) (n = 0, 1) for the square waveform arrival rate 
0.8 1 
7.6 Summary 
In this chapter a method of analysis has been presented for queueing analysis of 
the systems that have periodic elements in the arrival rate of their traffic. This 
technique is particularly useful when the period of the cyclic traffic is not vastly 
greater than the interarrival times. A numerical solution was initially developed 
0.04 
0.035 
0.03 
• t, 0.025 
;.• 
xi et 
45, 
g 00 
0.02 
0.015 
0.01 
0.005 
0 
. , ......... 
- 	
................ 
........... -• - - - , ................. 
n=2 
n=3 
178 	 Chapter 7. Queues with Periodic Arrival Rates 
0 
	
0.2 	0.4 	0.6 
	
0.8 
	1 
Time(s) 
Figure 7.19: P(t) (n = 2, 3) for the square waveform arrival rate 
for cyclo-stationary arrivals with a mean arrival rate that had the shape of a si-
nusoid. The method of analysis was based on using Fourier series (with complex 
coefficients) to describe the cyclo-stationary probabilities for different states of 
the system. System performance measures can be calculated from these coef-
ficients. The analysis resulted in a non-linear, complex recurrence relationship 
for each Fourier series coefficient in terms of its "neighbouring" coefficients. We 
found that the convergence of the Fourier series coefficients was dependent on 
how the recurrence relationship was applied to the array of coefficients. A partic-
ular method based on recursive estimation of the coefficients on a block by block 
basis resulted in very fast convergence. 
The effect of the arrival rate frequency on the performance of the queue was con-
sidered. With all other parameters fixed, it was found that the variation in the 
cyclo-stationary system population decreased as the frequency of variation of the 
arrival rate increases. 
The effect of truncating the Fourier series coefficients on the accuracy of the re- 
sults was considered. It was suggested that in order to select an appropriate size 
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Figure 7.20: Cyclo-stationary system population for the square waveform arrival 
rate 
for the array of Fourier series coefficients, the smallest probabilities of interest 
must be determined, say P1 . The M/M/1 queueing results must then be used to 
find the smallest system population, say n1, such that P(n 1 ) < Pi . The dimen-
sions of the array of Fourier series coefficients should be several times larger than 
n 1 and should be determined after a few trials. 
The method of analysis was extended to cater for arbitrary shapes of cyclo-
stationary arrival rates. The arrival rate itself was described in the form of a 
truncated Fourier series with 21 + 1 coefficients. The analysis resulted in a re-
currence relationship for Fourier series coefficient c o, in terms of 41 + 2 other 
coefficients. The computation time increased considerably, but the convergence 
was still satisfactory. An example was considered where the cyclo-stationary 
arrival rate had the shape of a square waveform and performance results were 
generated. 
Chapter 8 
Queues with Periodic Arrival Sz 
Service Rates 
8.1 Introduction 
In the previous chapter, a method of analysis was presented for the study of the 
queueing systems that have random arrivals with periodically varying mean ar-
rival rate. It was shown how Fourier series can be used as a tool to analyse such 
a system. In this chapter a more general scenario of periodicities in a queueing 
system is presented. Here, both the mean arrival rate and mean service rate vary 
periodically. An example of where periodic mean service rate is applicable is 
cyclic suspension of service while other traffic is handled. Such service strategies 
are commonly found in telecommunication and computer networks. Initially we 
consider the case where the cyclo-stationary arrival rate and the cyclo-stationary 
service rate are sinusoidal. A numerical solution is then presented for identical 
arrival rate and service rate frequencies. Next, arbitrary frequencies are assumed 
for the arrival rate and the service rates and the necessary conditions for achiev-
ing a numerical solution are studied. Finally, the analysis is then extended for 
generalised shapes of cyclo-stationary arrivals and cyclo-stationary service rates 
with artatrary frequencies. 
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8.2 Sinusoidal Periodic Input & Periodic Out-
put 
As in the last chapter, random arrivals are assumed with a mean value that 
oscillates sinusoidally around a fixed value: 
A(t) = a + [3 sin wi t . 	 (8.1) 
Furthermore, the service completion time is taken to be random, with the mean 
service rate being a time varying function given by 
ii(t) = T + 7 sin w2t . 	 (8.2) 
Although it is assumed that ti(t) is independent of n, the n subscript is used to 
avoid the need for individual treatment of the n = 0 case. Thus 
Pn(t) = rn 	sin w2 t 
and 
{T, n > 0 
rn 
0, n = 0 
-y, n > 0 = 
0, n = 0 . 
With these provisions, the following differential equation is applicable: 
dPn (t) = — {A(t) + ttn (t)} Pn (t) An- 1(0 Pn- i(t) An+i(t)Pn+i(t) • 	(8.6) dt 
Given the above definitions and assuming a stable queue, under certain conditions 
that will be outlined later, the probabilities of being in various states will, in the 
long run, acquire periodicity. At this stage 27r/w is taken to be the period of 
these probabilities. Although the conditions under which the probabilities will 
be periodic are not specified, for the time being periodicity of the probabilities is 
assumed. Therefore each probability can be written as a Fourier series as before: 
00 
(t) = E ck2nejkcet , 
k=—oo 
n 	. 	(8.7) 
co 
mejkwt E ikUlCk 
k=-oo 
ejut _ e-jwt 	eiwt _ e-jut 	00 
= —(a + 	
k=-oo 2j 	 2j 
jkwt Ck,ne 
.0 
ikuit ) E ck,n_le 
k=-oo 
-jwt 	oo 
) E ck,n+lejkcat 
k=-oo 
eiwt — e -jwt 
2j 
+(rn+1 	rYrt-I-1 
jwt e — 
2j 
(8.12) 
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The constraints given in equations (7.11) to (7.14) hold here as well and will 
not be repeated. Substituting equations (8.1), (8.3) and (8.7) into equation (8.6) 
gives: 
co 
mejkwt E ika)Ck 
k=-co 
co 
—(a + fi sin wi t + Tn 'yn sin w2 t) 	Colejkwt 
k=-co 
00 
+(a + sinw i t) E ck,n_ l ejlzurt 
k=-co 
00 
+(rn-fi + 7n+i sin w 2t) E Ck,n+leikwt 
k=-oo 
Writing sin terms in their exponential form gives: 
00 	 eJwit _ e-Jwit 	eiw' t — e -3w2t 
2j 	 2 	
0,-L,° 	jkcot E i LOCk ,nejkcat = — (a + 0 	+ rtt + 'Yn 	 j k=-00 k=-co 
) 2_, ck,ne 
2j 
) E Ck,n -iej laut 
k=-oo 
ejw2t 	e -3w2t 	oo 
jkcot 
+(rn+1 7n-F1 	2j 	
) E Ck,n-Fie 
k=-oo 
At this stage, it is appropriate to study the cases for which the assumption of 
periodic probabilities is valid. 
8.2.1 Identical Input & Output Frequencies 
Let us assume that the frequencies of the cyclo-stationary arrival rate 
cyclo-stationary service rate are the same, i.e. w 1 = w2 = w : 
A(t) = + sin wt 
ttn(t) = Tn + 77-, sin cut . 
Hence equation (8.9) becomes: 
and the 
(8.10) 
(8.11) 
(8.8) 
eiwit 
+(a + 	 
e -iwtt 
(8.9) 
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Therefore 
jkwck ,n = -(a + Tn)ck,n 	+  C_ ,n + 0 +  Ck+i,n 2 j 	 2j 
+ack,n-1 , 2j Ck -1,n -1 — --7Ck+1,n-1 23 
771+1  
2 
	
-Frn±lCk,n+1 + —771+1 Ck-1,n+1 	Ck+1,n+1 
2j 
11 +  (a  4_ 'in jkw)ck,n = ackm_ i + Tn-FlCk,n+1 2j (Ck+1,n 	Ck-1,n) 
Ck+1,n-1) 	(Ck-1,n+1 	Ck+1,n+1) 2j 	 2j 
Tn ikW)Ck,n = aCk 	rn+ Ck,n+1 
•0 1 -3 	Ck-1,n 	Ck-1,n-1 	Ck-1-1,n-1) 2 
• . 7n+1  -3-2 kck+i,n - ck-i, 	
, n) 2 (ck+1 , n+1 Ck-1,n+1) • 
(8.13) 
We note that the recurrence relationship for any of the coefficients of the Fourier 
Series involves 8 of its neighbouring coefficients as opposed to 6 neighbouring 
coefficients in equation (7.16). As an example let us take the following set of 
parameters to test this model: 
= 1.0 
13 = 0.75 
= 2.0 
= 1.0 
w2 =- w 1 =w=2ir . 
Although due to extra floating point calculations the computation time for this 
model was much longer compared to the case of periodic input only, the speed of 
convergence did not seem to have been affected. Figure 8.1 shows probabilities for 
system populations of 0, 1, 2 & 3 for the above parameters. The cyclo-stationary 
system population for this example is shown in Figure 8.2. 
Or 
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Figure 8.1: P(t) for n = 0 ..3 with a = 1.0, 3 = 0.75, T = 2.0, 7 = 1.0, 
(A)2 = 	= w = 27r 
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Figure 8.2: Cyclo-stationary system population with a = 1.0, (3= 0.75, T = 2.0, 
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8.2.2 Different Input & Output Frequencies 
The most general condition under which the relationship given by equation (8.9) 
can yield a numerical solution occurs when both w 1 and w2 are multiples of a 
frequency, say w, with some phase shifts. Hence, the arrival rate and the service 
rate may be rewritten as follows. 
A(t) =a + Osin(a iwt + 01) 
An(t) = Tn + sin(a2wt + 02) 
(8.14) 
(8.15) 
where a 1 and a2 are integers and 01 and 02 are phase shifts in radians. With 
these conditions, equation (8.9) becomes: 
= — (a +13 	2j 
ei(a2)t+02) _ e -i(a2.t+02) 	00 
n 	 3 kwt +T + 	j 	) E Ckne 2  k=—oo 
ei(0 iwt -1-01) 	e —j(a1wt+01) 	00 
+(a + 3 	 ) E ck,n_iejkwt 23 k=—oo 
ei(a2wt+02) 	e — i(c2cot-1-02) 	00 
ei(a1)t+01) _ e-i (0i)t+01 ) 
jk 
(Tn+1 7n-F1 	 ) E ck,n_F ie wt  
2j k=—co 
E ilCCOCk ,nejkwt 
k=—oo 
Or 
(8.16) 
13e301 	Ocich 	Nej02 
	
jkwck,n = —(a Tn)Ck,n 	2 	j Ck—ai,n ± 	2 j Ck+ai,n 	2 	j Ck—a2,n 
,.yne -J02 oejoi oe-301 
. 	ck+a2 , n + ack,n-1 ± 	2 j ek—ni,n-1 23 2j 	,n-1 
Ck—a2,n+1 	
'Yn+1 	2 (15  
2j 	Ck-Fa2,n+1 23 ±Tn-1-1Ck,n-1-1
- ±  	
Or 
Tn+1Ck,n-1-1 	13ej 2 
\(ck-,yani e>n .-021 c— k_c ak 	
Ne-3(k2 
ack,n-i (a + Tn, 	kW)Ck,n, 
± 	7951 (ck+aim 
ck+a,,n-1) 23 2j 	23 
	Ck±a2,n+1 2/ 
-1- N-1-1Ci (1)2  Ck—a2,n+1 2j 
Ck+ a2,n 
(8.17) 
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We note that the recurrence relationship for any of the coefficients of the Fourier 
Series involves 10 of the neighbouring coefficients as opposed to 8 neighbouring 
coefficients in equation (8.13). Equation (8.13) implies that the larger are the 
values of a l and a2 , the slower will be the speed of convergence. The reason 
is that with smaller values of a l and a2 , the neighbouring coefficients used in 
the calculation of Col have been updated more recently. The following set of 
parameters were selected to test the convergence of the new model: 
= 1.0 
/=0.75 
= 2.0 
-y = 1.0 
27r 
a l = 2 
a2 	3. 
For different values of 0 1 and 02, equation (8.17) was applied recursively to find 
the Fourier series coefficients of the cyclo-stationary probabilities. Figure 8.3 
shows results for cyclo-stationary probabilities of having system populations of 
0 • • • 3 with 0 1 = 7r/4 and 02 = —7r/4. It should be noted that the probability of 
zero system population behaves oppositely to the probabilities of non-zero system 
populations. 
The cyclo-stationary system populations for different values of 0 1 and 02 are 
shown in Figures 8.4 to 8.10. These figures show that the magnitude and sense 
of the phase shifts of the input rate and the output rate of the queue can have a 
major effect on the performance of the system. If the frequencies of the arrival 
rate and the service rate were the same, i.e. col = co2, and if both 01 and 02 
were increased or decreased by AO, then all performance measures would have 
the same magnitude, but they would be shifted in time by T, where T = 1/ f . 
However, this argument would no longer be valid if co l 0 Lo2 in which case a phase 
shift of AO would correspond to different shifts in time for the arrival rate and 
the service rate. 
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Figure 8.3: P(t) for n = 0 . • • 3 with c= 1.0, ,3 = 0.75, r = 2.0, y=  1.0, al =2, 
a2 = 3, w = 27, 01 = 7r/4, 02 = - 7r/4 
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Figure 8.7: Cyclo-stationary system population with 6 = 1.0, = 0.75, T = 2.0, 
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Figure 8.9: Cyclo-stationary system population with a = 1.0, 0 = 0.75, T = 2.0, 
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Figure 8.10: Cyclo-stationary system population with a = 1.0, 0 = 0.75, T = 2.0, 
7 = 1.0, a l = 2, a2 = 3, co = 27r, 01 =7r/4, 02 = 0.0 
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The numerical solution presented here may also be used to treat the cases where 
only the service rate has a cyclic nature. For these situations, the time varying 
term for the arrival rate is zero, i.e. = 0. An example of this is shown in Figure 
8.11. 
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Figure 8.11: Cyclo-stationary system population with a = 1.0, = 0.0, T = 2.0, 
7 = 1.0, a2 = 3, w = 27r, 02 = 0.0 
8.3 Generalised Periodic Input & Periodic Out-
put 
In this section we consider the situation where both the arrivals and the service 
rate are cyclo-stationary, but, the mean arrival rate and the mean service rate 
have arbitrary shapes in their cycles instead of being restricted to sinusoidal 
shapes. Due to the cyclic nature of the mean arrival rate and the mean service 
rate, each of them may be expressed as a Fourier series, i.e. 
00 
A(t) = E 13i e 1t 
i=-00 
03 
/1(0 = E -yiej iw2t 
i=-00 
(8.18) 
(8.19) 
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where A and -yi are given by 
1 (T/2 
= 	
izwitdt A _772 
fT/2 
	
= 	gt)e- .. —T/2 
Now, the results of our studies on the sinusoidal periodic arrival rate and the 
sinusoidal periodic service rate may be extended for this case. It is implied 
that a numerical solution for this type of queueing systems is attainable if the 
fundamental frequencies of the input rate and the output rate of the queue are 
multiples of a frequency, say w. Arbitrary phase shifts are also allowed. Therefore, 
the arrival rate and the service rate for this system may be rewritten as 
00 
A(t) = E ,fijej i(a ' cot+01) 	 - (8.22) 
i=—oo 
00 
A (t) = E ,yie,(.2.t+02) 	 (8.23) 
where a l and a2 are integers and 01 and 02 are phase shifts in radians. Substi-
tuting equations (8.22), (8.23) and (8.7) into equation (8.6) gives 
oo 	 00 
E jkwck 	
00 	 00 
, nejkwt 	_( E 	E Lay- ck,nei ku., 
k=—oo 	 i=—oo z=—oo 	 k=—oo 
00 	 00 ▪E Ad i(aiwt+01) 	 ikwt E 	e 
i= —00 	 k=-00 
Or 
00 00 ▪E ,yieJi (a2u.,t+02) ck,n+i eikwt 
i=- 	 k= —co 
00 	0. 
E ikwck ,nejk-t ckneikuit - E ejialcot 
k=—oo 	 i=—oo 	 k= —co 
CO 00 
- E ryiej i k`2 eija2wt E ck ,n ejkwt 
i=—oo 	 k=—oo 
00 00 
E Adjoidiaiwt E ck,n_ie jkcet 
i=—oo 	 k=—oo 
(8.24) 
(8.20) 
jiw2tdt . 	 (8.21) 
00 	 00 
E 	e 	Ck,n+leikwt + iick2 jia2cot E 
i=—oo k=—oo 
(8.25) 
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Equation (8.25) implies that for n 0: 
jkwek,n 
and for n = 0: 
E ii(ki 	 E 	ej Ck-ia2,n f--ie 	Ck-iai ,n — 
i=-oo 	 i=-oo 
oo oo 
	
+ E pie ek-ia i ,n-1 	E 7ie k2 ek-ia2 ,n+1 
i=-oo 	 i=-oo 
00 
j kw Ck,n = 	E 	eijc61 	,n 	E 'Tie-1452 Ck-ia2,n+1 
(8.26) 
(8.27) 
This is a recurrence relationship for coefficient ck , n in terms of an infinite number 
of entries in the array of Fourier series coefficients. In order to solve this problem 
numerically, the arrival rate and the service rate have to be approximated with a 
finite number of harmonics. Let 1 1 and 1 2 denote the limits on the number of har-
monics used for approximating the arrival rate and the service rate respectively. 
Equation (8.26) can therefore be approximated to 
1 1 	 1 2 
ikWek,71. 	E— E -yieji(hck_ia2, 
i=-/i i=-12 
1 1 	 1 2 
2 + E + E 	Ck-ia2,n+1 
i=- 11 	 i=- 12 
and for n = 0 it will reduce to 
11 	 1 2 
jkwck,n = — E 	Ck-iai,n 	E 	Ck-ia2,n+1 
1=- 11 i=-12 
(8.28) 
(8.29) 
8.4 Summary 
In this chapter the method of analysis presented in Chapter 7 has been extended 
successfully to cater for queueing analysis of systems that have periodic varia-
tions in both the arrival rate and the service rate of their traffic. An example 
of periodic service rate is cyclic suspension of service while other traffic is handled. 
Initially a simple case was considered where both the arrival rate and the ser- 
vice rate had sinusoidal variations. The conditions for which numerical results 
are attainable were investigated. The analysis indicated that when only one of 
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the input rate or the output rate is periodic then a numerical solution may be 
found regardless of the shape or the frequency of the periodic variation. For 
the case where both the input rate and the output rate of the queue are peri-
odic, a numerical solution may always be found except in the unusual situation 
where the frequency components of the input rate and the output rate have no 
common divisor. It has been observed that if both the arrival and the service 
rates are cyclo-stationary, then their phase shifts can affect the performance re-
sults considerably. Finally, the analysis was extended for generalised shapes of 
cyclo-stationary arrival and service rates. 
Chapter 9 
Summary and Future Extensions 
9.1 Introduction 
This thesis has encompassed a variety of research areas related to performance 
analysis of Broadband Integrated Services Digital Networks. In this final chapter 
a summary of the highlights of this work and the important results obtained from 
them are described. Also, a number of extensions to the work presented in this 
thesis are outlined for future research. 
9.2 An Overview 
This thesis has given an introduction to B-ISDNs. This introduction has included 
a description of the earlier networks and technologies that have evolved into the 
introduction of B-ISDNs. It has also described the service classes for B-ISDN, 
the B-ISDN protocol reference model, the Asynchronous Transfer Mode (ATM), 
and a detailed description of traffic control in B-ISDN. 
Next, the thesis has considered the problem of dynamic allocation of capacity at 
an access node to a mixture of two types of service, one type being delay sensitive 
and the other type loss sensitive. Several strategies have been considered and dif-
ferent methods of analysis have been employed to obtain performance measures 
for the access node, under these strategies. 
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Simulation tools have been used to study an access node where three types of 
service (interactive data, VBR video, and interactive images) are multiplexed in 
an ATM environment. A simple strategy has been implemented for multiplexing 
the traffic generated from these services. The effects of the ratio of the link bit 
rate to source peak bit rates have been studied. A particular method of packaging 
the video information into cells with high and low priorities has been employed 
to study the effects of introducing priority to the cell stream of the video traffic 
on the performance of the access node. 
A particular method for dynamic allocation of capacity to a mix of fixed bit rate 
and queueable variable bit rate services has been examined. Some performance 
results for both classes of traffic have been generated from different methods of 
analysis. These results have been confirmed by simulation. 
The thesis has then considered performance models for the traffic generated from 
VBR video services. A literature review has been presented that summarizes the 
major models proposed for modelling VBR video traffic. Three video traffic mod-
els have been developed based on the concept of an underlaying hidden Markov 
model. The performance of these models have been studied for different link 
utilisations, and comparisons made with performance results of the actual video 
traffic. Some correlation studies have also been undertaken for the traffic gener-
ated from the actual VBR video traffic and for the traffic generated by the models. 
As its last topic, the thesis has considered performance modelling for queueing 
systems that have cyclo-stationary variations in the arrival rate and/or service 
rate of their traffic. These queues have direct application in the analysis of some 
communication & computer networks. A method of analysis has been devel-
oped that uses Fourier series to arrive at a numerical solution for calculating 
the probabilities of various states of the queueing system as a function of time. 
This method is easy to implement and can calculate, as a function of time, all 
the usual performance parameters for a whole cycle of the system under con-
sideration. Several examples have been solved which prove this method to be a 
powerful tool for the analysis of cyclo-stationary queueing systems. Effects of the 
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truncation of the Fourier series coefficients have been considered. Effects of the 
frequency of variation of the traffic on the performance of the system have been 
studied. For the case where both the arrival rate and the service rate are cyclic, 
the conditions for which a numerical solution is attainable have been investigated. 
9.3 Summary of Results 
In this section the important results and highlights of this thesis will be outlined. 
The results will be given under three headings, corresponding to the three streams 
of performance modelling that have been considered in this thesis. 
9.3.1 Performance Modelling of Access Control 
Dynamic Allocation of Capacity in TDM & ATM Environments 
Initially several control strategies were studied for an access node multiplexer 
that serves wideband (WB) and narrowband (NB) traffic in a synchronous TDM 
environment. The strategies considered were MBNSD (movable boundary with 
no sorting of the channel allocations of the digital pipe), MB (movable bound-
ary with sorting of channels allocations of the digital pipe), and MBP (movable 
boundary with pre-emption). 
These strategies were analysed through different methods including simulation, 
an approximate Markov chain analysis (iterative), and a decomposition method of 
matrix-geometric analysis. Results from various methods of analysis were found 
to be almost identical. NB traffic received the most favourable treatment under 
the MBNSD strategy, and the least favourable treatment under the MBP strat-
egy. The order of strategies for favouring WB traffic was MBP first, MB second 
and MBNSD third. A combined performance measure indicated that MBNSD 
was a better strategy overall. Interestingly enough, MBNSD is also the easiest 
strategy to implement because it does not require the access node to have the 
capability of reassigning the channel allocations for NB calls in progress. 
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The MBP strategy was then modified for an ATM environment and the per-
formance of the system was analysed using simulation, an approximate Markov 
chain analysis, and an iterative method of matrix geometric analysis. For the 
same set of traffic parameters, statistical multiplexing showed an improvement 
in the performance of the NB traffic as compared to synchronous TDM multi-
plexing. For the case studied, the factor of improvement in the delay of the NB 
traffic was between 2.5 to 6 depending on the NB traffic load. 
Among different methods of analysis, the decomposition method of matrix-geometric 
was found to be the fastest. None of the problems investigated needed the slower, 
but more accurate iterative techniques. 
Mixing Interactive Images, Data & Video Traffic 
An access node in an ATM network that serves interactive data, VBR video and 
interactive images was studied using simulation. It was found that under the 
condition that all traffic types have burst bit rates much smaller than the output 
link bit rate, reasonably high utilisations can be achieved under a null access 
strategy that treats all traffic types and all cells equally. 
The ratio of the link bit rate to the source bit rates was then reduced and it 
resulted in significant degradation in the performance of the access node. 
A particular cell packaging scheme was then used to produce two priority levels 
for the ATM cells generated from the video signal. The access control scheme was 
modified so that when the buffer occupancy was above a threshold level, all the 
low priority video cells were discarded. It was found that with low utilisations, 
introducing priority levels for video cells did not improve the performance of the 
access node as expected. In fact, it degraded the performance because under the 
same coding scheme, priority encoded video has a higher bit rate compared to 
non-priority encoded video. As the utilisation increases however, the advantages 
of priority encoding the video traffic outweigh its disadvantage of higher bit rate, 
and it actually improves the cell delays at the access node. 
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Mixing Queueable VBR Traffic with CBR Traffic 
An ATM access node was considered that serves a range of CBR services and 
queueable VBR traffic. A strategy was proposed for sharing the capacity between 
these services. A Markov process was used to calculate performance measures for 
the CBR traffic. Then, assuming that the mean arrival rate of the CBR calls is 
much smaller than the mean arrival rate of the VBR cells and given the fixed size 
of cells, the Pollaczek-Khinchin mean value formula for an M/G/1 system was 
used to calculate the mean queue size for the VBR traffic. 
An imbedded Markov chain was then used to analyse the performance mea-
sures for the VBR traffic, i.e. to calculate the variance of the queue size for 
the VBR cells as well as the mean queue size (which had also been calculated 
using Pollaczek-Khinchin formula). The performance measures obtained for the 
VBR traffic from the two methods and from simulation were compared and were 
found to be in good agreement. Simulation was also used to confirm the results 
obtained for the CBR and the VBR traffic. 
9.3.2 Performance Modelling of Video Traffic 
The suitability of hidden Markov models for modelling the cell stream generated 
from a VBR video codec was investigated. These models were based on dividing 
each video frame into several fixed size blocks, grouping a number of blocks into a 
subframe and then assigning a mode to each subframe depending on the number 
of ATM cells generated from that subframe. 
For the basic HMM video model, the actual VBR video traffic was used to gen-
erate an intermode transition probability matrix for modelling the transitions 
between modes. Furthermore, intramode cell generation transition probability 
matrices were generated to model the cell generation within each mode. The 
model was used to generate traffic and the traffic, in the form of ATM cells, 
was fed to a single server queue. Some results were generated for the mean and 
the variance of the queue population. Probability density functions (pdfs) for 
the number of ATM cells per subframe were also generated . These results were 
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compared with those from the actual video traffic. It was found that the size of 
the subframe has a significant effect on the accuracy of the model, particularly 
at high utilisations. 
The original HMM model was simplified to HMD model, where intramode matri-
ces were no longer used to model the cell generation within each mode. Instead, a 
deterministic number of cells, randomly distributed over the blocks of a subframe, 
were generated in each mode. It was found that the pdf results of the model had 
improved and were almost identical to the pdf results of the actual video traffic. 
However, for high utilisations, some loss of accuracy had been incurred in the 
results for the mean and the variance of the queue population. 
Another model (designated HMDL) was developed which was similar to HMD 
except that no block within a subframe could generate more ATM cells than the 
maximum observed value for the real video traffic. This resulted in a significant 
gain in the accuracy of the model. The HMDL model is simpler than the HMM 
model in that it requires much fewer number of parameters for its complete spec-
ification, but it can still track the original video data very closely for queueing 
purposes. The results of the HMM, the HMD and the HMDL models indicate 
that hidden Markov models can successfully be applied in the modelling of vari-
able bit rate video services. 
Some correlation studies were undertaken for the video traffic and it was found 
that strong cyclic variations were present in the cell stream of the video traffic 
particularly at the frame rate and the line rate. 
9.3.3 Performance Modelling of Cyclo-Stationary Queue-
ing Systems 
The starting point of this work was a system consisting of a single server queue 
with random, arrivals and random service rate, but, with a mean arrival rate that 
was cyclic (i.e. the arrivals were cyclo-stationary). The shape of the arrival rate 
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was taken to vary sinusoidally around a fixed term. An analysis method was 
presented based on the idea of using a Fourier series with complex coefficients 
to describe the cyclo-stationary probabilities of being in different states of the 
system. All other performance measures can be calculated from these coefficients. 
This analysis resulted in a non-linear, complex recurrence relationship that de-
scribed each Fourier series coefficient in terms of its neighbouring coefficients. 
We found that the convergence of the Fourier series coefficients was dependent 
on how the recurrence relationship was applied to them. A particular method 
based on recurring on the entries of the array of Fourier series coefficients on a 
block by block basis resulted in very fast convergence. 
The effect of truncating the Fourier series coefficients on the accuracy of the re-
sults was considered. The conclusion was that in order to select an appropriate 
size for the array of the Fourier series coefficients, the smallest probabilities of 
interest should be estimated, say P 1 (e.g. in a packet switched network, this may 
be estimated from such parameters as the acceptable cell loss ratio). Then the 
M/M/1 queueing results should be used to find the smallest system population, 
say n 1 , that conforms to P(n i ) < P. The dimensions of the array of Fourier 
series coefficients should be initially several times larger than n 1 and should be 
determined after a few trials. 
The effect of the frequency of the arrival rate on the performance of the queue was 
considered. With all other parameters fixed, it was observed that the variation 
in the cyclo-stationary system population decreased as the frequency of variation 
of the arrival rate increases. This is in line with the argument that with lower 
frequencies the arrival rate spends a longer duration around each extreme in each 
cycle, hence giving more time to the system to adjust to the variations of the 
arrival rate. 
The method of analysis was extended to cater for arrivals that are cyclo-stationary, 
but have a mean arrival rate that has an arbitrary shape in each cycle. The arrival 
rate itself then had to be described as a truncated Fourier series. The analysis 
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resulted in a recurrence relationship which contained many more terms. The com-
putation time increased considerably, but the results still converged satisfactorily. 
As an example, a case in which the arrival rate switched between two mean rates 
(square waveform) was analysed and performance results were generated. 
The next extension to this work was to consider a queueing system where both 
the arrivals and the service rate have cyclo-stationary variations. This queueing 
system was also analysed using similar techniques. Initially a simple case was 
considered where both the arrival rate and the service rate had cyclo-stationary 
variations, and were sinusoidal in shape. The conditions for which numerical re-
sults are attainable were investigated. The analysis indicated that when only one 
of the input rate or the output rate is periodic then a numerical solution is always 
attainable regardless of the shape or the frequency of the periodic variation. For 
the case where both the input rate and the output rate of the queue are periodic, 
a numerical solution may always be found except in the unusual situation where 
the frequency components of the input rate and the output rate have no com-
mon divisor. For this case it was also observed that phase shifts in the arrival 
rate and/or service rate can affect the performance results considerably. Finally, 
the analysis was extended for generalised shapes of cyclo-stationary arrival and 
service rates. 
9.4 Suggestions for Future Extensions 
One of the possible extensions to the work presented on traffic modelling of VBR 
video services is to analytically quantify some queueing results for the video traf-
fic from the parameters of the hidden Markov model. 
If the mode definitions of the hidden Markov model are modified such that a large 
number of cells are generated in each mode, then it may be possible to approx-
imate the generation of ATM cells on a mode by mode basis by an M/D/1/N 
queue. If the arrival of ATM cells in each mode could be approximated by a 
Poisson process with a particular mean value, and if the number of cells gener-
ated in each mode is large enough so that the system may be assumed to reach 
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steady state during each mode, then the statistics of the system may be obtained 
by solving the M/D/1/N system for different modes and then conditioning over 
the range of the modes. The steady state probabilities of different modes may be 
obtained from the intermode transition probabilities matrix. 
A further research on hidden Markov models would be to find its limitations in 
relation to the bit rate of the VBR video traffic, i.e. to find if these models can 
successfully be applied to very low bit rate video traffic. We expect that for very 
low bit rate video traffic, the accuracy of the hidden Markov models will be re-
duced because the subframes may generate less than one ATM cell on average and 
there will be a lot of overlap between consecutive subframes. However, because 
video compression and coding is not within the scope of this thesis we have not 
tried the hidden Markov models for different video bit rates. 
Another extension to the work presented in this thesis could be to try other 
approaches for finding solutions to some of the cyclo-stationary queueing problems 
that were considered in Chapter 7 and Chapter 8. One approach to this problem 
could be to use fluid flow models. These models treat the queueing system as a 
liquid reservoir. If q(t) is the population of the system at time t and if A(t) and 
p,(t) are the arrival rate into the queue and the departure rate out of the queue 
respectively, then the rate of change in the population of the queue, q(t), may be 
written as 
(t) = A(t) — 4(0 . 	 (9.1) 
This equation is referred to as the fluid flow equation and has many applications 
in the analysis of queueing systems. 
Another extension for future research is in the area of design and analysis of con-
gestion control schemes for B-ISDN. From the published research in the area of 
access control and congestion control in B-ISDN, two approaches may be identi-
fied. Some researchers have considered the problem in a broad sense [142, 119, 
143, 144], only describing some general guidelines for various aspects of conges-
tion control, without proposing and analysing detailed schemes. There are other 
works which more explicitly describe and analyse some aspects of traffic control 
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[145, 146, 147], but most of these only take into account an overly simplified set 
of traffic parameters in their design. Some researchers [148, 28, 149] address such 
issues as the effects of correlation present in the pattern of cell arrivals from par-
ticular services, but these considerations are not generally taken into account in 
the design of traffic control schemes. Furthermore, many of the proposed traffic 
control strategies [150, 151] are too service specific and although they may work 
well with a particular traffic type, they may not cope as well with other service 
types with different grade of service requirements from the network. Designing 
such service specific traffic control schemes may not be appropriate in the real 
B-ISDN where there is a wide range of services which are very different in their 
traffic characteristics and QOS requirements. It is highly desirable to have traf-
fic control schemes that are more intelligent than most schemes so far proposed, 
many of which only consider mean and peak bit rates, and perhaps some measure 
of burstiness. 
Such intelligence should be built into the frame work of the traffic control schemes 
without imposing too much processing burden on the network. It is important 
from the network operator's point of view to be able to optimize the network 
based not only on the current loading and the current number of service requests, 
but also based on contingent future demand for the network resources on a time 
scale of the order of, say, one call duration. 
Therefore, an area for further research may be to investigate the performance 
sensitivity of the network to various traffic parameters and to develop (based on 
sensitivity studies) more intelligent access control schemes that can be applied 
to a wider range of services. Ideally, it should be a unified access control scheme 
based on the idea of a cost function which may be subject to optimisation for 
fine tuning. This approach means that access control scheme can also be trained 
by the dynamics of the network. 
Appendix A 
Markov Chains & Markov 
Processes 
Two of the most important concepts in queueing theory are Markov chains and 
Markov processes. In performance analysis of high speed telecommunication net-
works, Markov chains are commonly used to model individual multimedia sources, 
to capture their essential time-autocorrelation properties [152]. This appendix 
briefly covers Markov chains and Markov processes [93, 109, 153, 154] since they 
have been used frequently throughout this thesis. 
A.1 Elementary Theory of Markov Chains 
A Stochastic process is a function of time whose values are random variables, for 
example the number of people sitting in a movie theatre as a function of time. 
A Markov process is a stochastic process that the probability distribution of its 
future development depends only on the present state and not on how the process 
arrived in that state [93]. 
If the state space, I, is taken to be discrete, then the Markov process is known as 
Markov chain. Furthermore, if the parameter space, T, is also discrete, then we 
have a discrete-parameter Markov chain. The transition probability matrix of a 
Markov chain is defined as P = [pii ] where pi, is defined as [109]: 
pi; p[x 	= i] • 
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This definition assumes that the Markov chain is homogeneous. Let us define 
7r (n) as the probability of finding the system in state Ei at the nth step, i.e.: 
7r (n) = P[Xn = A • 
Furthermore, if the Markov chain is irreducible and aperiodic homogeneous, then 
the limiting probabilities 
7r; = 	7r (n) n---loo 
always exist and are independent of the initial state probability distribution. 
Moreover: 
• either all states are transient or all states are recurrent null in which case 
7r; = 0 for all j and there exists no stationary distribution, 
• or all states are recurrent non-null and then 7r ; > 0 for all j in which case 
the set {7r; } is a stationary probability distribution and the quantities 7r ; 
are uniquely determined through the following equations: 
1= 7r (A.1) 
7ri = 	7ripii • 	 (A.2) 
If we further define the invariant probability vector 7r as: 
7r = [7ro,71-1,7r2, ••.] 
then we may rewrite the set of equations in (A.2) as: 
7r = 7rP . (A.3) 
It is important to note that in (A.3), always one of the equations will be dependent 
on the others and it is therefore necessary to introduce the constraint given in 
equation (A.1) in order to solve the system of linear equations. 
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A.2 Treatment of Higher Order Markov Pro-
cesses 
One of the major problems in dealing with multidimensional Markov chains is 
that the size of the transition probability matrix grows exponentially with the di-
mension of the Markov chain. As an example let us take the 1D case and assume 
that there exist m possible states. Therefore, the transition probability matrix 
is am x m matrix. Now if we had a 2D Markov chain with m 1 and m2 states 
in each dimension, the transition probability matrix would be m 1 m2 x m1 m2 . In 
theory, so long as the state-space is finite, one should be able to treat a multidi-
mensional Markov chain like a 1D case and use equations (A.1) and (A.2) to find 
the invariant probability vector 7i. 
In reality however, computational difficulties are encountered for solving large set 
of simultaneous equations. Furthermore, in many practical situations,. the state-
space becomes infinite which means that equations (A.1) and (A.2) can not be 
solved directly and other methods have to be used. Transform techniques, such 
as the moment-generating functions approach[109], are often used in the study 
of queueing systems. These methods require very complex analysis and are of 
substantial mathematical difficulty. For example, in the case of moment gener-
ating functions the difficulty is in the evaluation of a large number of boundary 
terms which themselves may require the determination of multiple zeroes of a 
high degree polynomial or a transcendental function. 
One of the methods which offers greater flexibility in analysis of higher order 
Markov processes is the Matrix- Geometric Solutions method. This method has 
been introduced in the last decade by Neuts [155] and is based on an iterative 
algorithm for finding the invariant probabilities. 
A.3 Matrix-Geometric Solutions Method 
In this section we have extracted those definitions and theorems given in [89] that 
relate to the work presented in this thesis. Two of the most relevant instances of 
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Markov chains are the embedded Markov chains of the elementary M/G/1 and 
G/M/1 queues (p. 1 of [89]). The block-partitioned matrices for these chains are 
respectively given as: 
Bo B1 B2 B3 B4 
Co A1 A2 A3 A4 
o Ao A1 A2 A3 
= 0 0 AO Al A2 (A.4) 
0 0 0 Ao A1 
Bo Ao 0 0 0 
B1 A1 Ao 0 0 
B2 A2 A1 Ao 0 
P2 = B3 A3 A2 A1 Ao (A.5) 
B4 A4 A3 A2 Ai 
where the elements A y , v > 0, By , v > 1, Bo and Co are finite, non-negative ma-
trices of dimensions m * m, n * m, n * n and m * rt respectively[89]. Since matrix 
P2 is stochastic, we clearly have 
Bk e + 	Av e =- e ; for k > 0 	 (A.6) 
v=o 
where e is a column vector with all its components equal to one. Although no 
easily verifiable criterion for irreducibility is available, we assume that the Markov 
chain /52 which from now on will simply be denoted by P, is irreducible. This is 
nearly always the case in well-formulated practical models. The structure of the 
matrix P implies that in a single transition the chain can move upwards only to 
the next higher level. In moving from the state (i, j) to a state (i + k, v), with 
k > 1, the chain must visit all intermediate levels at least once. 
We shall now proceed to study the conditions under which the Markov chain 
P is positive recurrent. The invariant probability vector p of P, in the positive 
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recurrence case, is the unique solution to the infinite system of equations 
PP = P 
pE = 1 
(A.7) 
(A.8) 
where E is a column vector whose components are all e's. The invariant proba-
bility vector p is partitioned as 
P = [Po,Pi7P2,P3,-.1 
where the row vectors ilk are given by 
Pk = [Pk,O)Pk,17Pk,2).-1 
Equations (A.7) & (A.8) may also be rewritten as (p. 7 of [89]): 
CO 
Po = E PvBv 
v=o 
Pk = 	P k+v—iAv , 	for k > 1 	 (A.9) 
v=0 
co 
Pke 	1 . 
k=0 
We now have to define the taboo probability , ±k ,„ as the probability that 
starting in the state (i,j), the chain reaches (i+k,v) at time n without returning 
to any states in level i at any time in between. This probability is defined for 
n > 0, i > 0, k > 1,1 < j,v < m and is equal to zero for n < k. More impor-
tant is the fact that the particular structure of P makes the value of this taboo 
probability independent of i for all n > 0, k > 1,1 < j,v < m. The taboo prob-
ability iP +k ,, depends solely on the structure of the submatrix of P obtained 
by deleting all rows and columns with indices (r, j'), r < 0, 1 < f < m. These 
submatrices are identical for all i > 0. 
We define kit) ) as the expected number of visits to the state (i + K, v) before the 
first return to the level i, given that the chain P starts in the state (i, j). In other 
words for k > 1, i > 0, 1 <j < m, 1 < v < m we have 
Rck,) = E 
3 	n=0 
(A.10) 
(iPi rPi+k ,v 
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The square matrix with elements R() , 1 < j, v < m, is denoted by R(k) for 
k > 1. By agreement RO ) is set to I, the identity matrix. Also Ra ) is simply 
denoted as R and is called the rate matrix of chain P. The following lemma is 
stated without proof: 
Lemma 1 If the Markov chain P is positive recurrent then the matrices R(k), 
k > 1 are finite. 
Lemma 2 The matrix ROO is the k-th power of the matrix R. 
Proof : For n > k + 1 we have 
m n 
. D(n) 	 E , . no = 	 (r) 	np,(n-r) li i, j;i+k+1,v  1-1 ij;i+k,h i-l-k i i+k,h;i+k+1,v 
h=1 r=0 
m n 
= E E iPi(,jr );i+k,h iPi(,nh ;Ti+r)i,v • (A.11) 
h=1 r=0 
The first equality is obtained from the law of total probability, by conditioning on 
the time r of the last visit to the level i+k and on the state (i+ k, h) of that visit, 
before the chain reaches the state (i + k + 1, v) at time n. The second equality 
follows from the fact that iPi,h ; i+ i,v does not depend on i. For n < k, both sides 
of A.11 are zero, so that the equality holds for n > 0. Summation on n now yields 
m oo n 
R(k+1) jv 	= E E E 	iPi(,nh;i+r )i,v 
h=1 n=0 r=0 
m oo 	 oo 
= 
h=1 r=0 	 n'=0 
E RYch) Rhv 
h=1 
so that R(k+ 1) = R(k) R, and hence R( k) = Rk, for k > 1. 
(A.12) 
Lemma 3 If the Markov chain P is positive recurrent, the matrix R satisfies the 
equation: 
00 
R = E RkAk 	 (A.13) 
k=0 
and is the minimal non-negative solution to the matrix equation 
00 
(A.14) 
k=0 
A.3. Matrix-Geometric Solutions Method 	 213 
Proof : Clearly P, z(J1.;)i-Fi,v = (A0 )3 . For n > 2, by conditioning on the state 
(i + k, h) from which the state (i + 1, v) is entered at time n, 
T. 00 
= E E iPi(,;;+1 1,h (Ak)ht, 	 (A.15) 
h=1 k=1 
Summation on n from 2 to oo then yields 
m oo oo 
R3v (A0)3 1) = 	 (Ak)hv 
h=1 k=1 ni=l 
m 0. 
E E ./:/kh)(Ak)hv • 
h=1 k=1 
Since R(°) = I implies k ) = 1, 
m 00 
E E R.SKh )(Aohy + 4,)(A0)jv 
h=1 k=1 
oo m 
E E Rych)(Ak)hv 
k=0 h=1 
and therefore the first part of the lemma is proved. 
(A.16) 
(A.17) 
Now consider the sequence {X(N), N > 0} of matrices, obtained by performing 
successive substitutions in X = E ic):10 X k Ak, starting with X(0) = 0. It can be 
shown by induction that the sequence {X(N)} is entry-wise nondecreasing and 
X(N) < R, for N > 0. Furthermore, this sequence converges monotonically to a 
non-negative matrix X*, which by the dominated convergence theorem, satisfies 
equation A.13. X* is called the minimal non-negative solution to equation A.13. 
It is readily verified that any other non-negative solution X°, must satisfy X* < 
X°. In particular, X* < R. We now need to show that R < X*. Let us define 
the matrices R(N, k) with elements 
Riv (N k) = 
n=1 
for k > 1,1 < j, v < m. Now, by adding the equations (A.15) for n ranging from 
1 to N we obtain' 
00 
R(N, = Ao + E R(N — k)Ak . 
k=1 
(A.18) 
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Also by summing equation (A.11) for n ranging from 1 to N — 1 we obtain 
N -1 
D.(n) 
z,j;i+k+1,v 
n=1 
= [R(N — 1, K +1)]v 
m N -1 n 
E E E 
h=1 n=0 r=0 
m N-1 N-1—r 
E E E iPin+k,h iPi(,nh );i1-1,v 
h=1 r=0 n=0 
m N-1 	 N-1 
< E E iPi(,jr ); i+k,h E iPi(,nh);i+1,v 
h=1 r=0 	 n=0 
 
 
E[R(N -1, k)]3h [R(N - 1, 1)]h (A.19) 
or in matrix form: 
h=1 
 
R(N — 1, k + 1) < R(N — 1, k)R(N — 1 , 1) . 	(A.20) 
By induction, R(N — 1, k) < [R(N — 1, 1)]k, for k > 1. Substituting this in 
equation (A.18) yields: 
R(N, 1) < [R(N — 1,1)[ kAk 	for N > 2 	(A.21) 
We now have that R(1,1) = A o = X(1), so that R(2,1) < X(2). By induction, 
equation (A.21) yields that R(N, 1) < X(N) for N > 1. The sequence of ma-
trices R(N, 1) is obviously nondecreasing and tends to R, so that the preceding 
inequality implies that R< X*, and therefore R = X. 
Before proceeding with the next theorem, another quantity called Spectral Radius 
needs to be defined. The eigenvalue of R with largest absolute value is called the 
spectral radius of R, denoted sp(R) and provided P is irreducible, it is real and 
positive. 
Theorem 2 If the Markov chain P is positive recurrent, then 
(a) for i 0, 
Pi+i = PiR 	 (A.22) 
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(b) the eigenvalues of R lie inside the unit disc 
(c) the matrix B[R1 defined as 
CO 
B[R] = > RkBk 
k=0 
(A.23) 
is stochastic, and 
(d) the vector Po is a positive, left invariant eigenvector of B[R], normalised by 
po (I — R) ie =1 . 	 (A.24) 
Proof: By conditioning on the time and the state of the last visit to the set i, if 
there is such a visit, the relation 
m n 
D (n) 	 .n) 	 (r) 	. D(n—r) 
A 
= 
1
p( 
i+1,j;i+1,j 	 j;i4-1,j + E z N_, -• pi+i,J;i,v 0 i,v ;i+Li 	n > 1 	(A.25) 
v=1 r=0 
is obtained. Adding these equations for n ranging from 1 to N and dividing the 
resulting sums by N, as N oo, and noting that i/3,(+1,i;i+Li tends to zero, 
yields: 
Pi+1,i 
) i+i,J;i,v N—■ oo v=1 N n=1 r=0 
m 1 	D ) 	N—r 
= 	E 
 
Note that N-1 Erisi_o 
as N oo. 
= 	PwRzu 
v=i 
p(*) 2+1,i ; i,v tends to Piv and > N  
(A.26) 
has the limit Rvi 
We now consider the expected number of transitions before the first return to the 
level 0, given that the chain starts in the state (0,j). This quantity is finite if and 
only if the chain is positive recurrent. It is given by the i th component of the 
vector E iecl i  Rice,  which is finite if and only if the matrix EZI I Rk = (I - R) - 1 
is finite, or equivalently if all the eigenvalues of R lie inside the unit disc, i.e. 
sp(R) <1. 
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Since the matrix P is stochastic, for k > 0 
Then: 
k 
Bk e + E Av e = e . 
v=o 
(A.27) 
00 
B[R]e = E Rk Bk e 
k=0 
= (I — R) -1 e 
= (I — R) -l e 
= (I — R) -1 [I 
00 	k 
— E Rk E Av e 
k=0 v=0 
00 00 
E E RkAv e 
v=0 k=v 
oo 
— E RvAde = e 	 (A.28) 
v=o 
Substituting equation (A.22) into equation (A.9) gives: 
00 
Po 
v=o 
= PEoBPov+BvPoRBi + P0R2 B2 +...  
co 
= Po E Rv By 
v=o 
= AB[R] . 
Further, the normalising equation Eckx:10 pk e = 1 implies: 
00 	 00 
E Pk e = po E Rke 
k=0 	 k=0 
= po (I — R) -le =1 
(A.29) 
(A.30) 
Hence all parts of the theorem are proved. Note that parts (b) and (d) of this 
theorem provide the sufficient conditions for the positive recurrence of the Markov 
chain P. The following two theorems are stated without proof (see p. 12 of [89] 
for proofs): 
Lemma 4 If the matrix P is irreducible, the matrix R cannot have columns that 
are identically zero, and R must have at least one positive eigenvalue. 
Boo 	 B01 
Eoko.1 Rk-1 Bko E loco_ 1 Rk — lBki (A.32) B[R] = 
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Theorem 3 If the Markov chain P is irreducible, if the minimal non-negative 
solution R of the matrix equation (A.13) has all its eigenvalues inside the unit 
disk, and if the stochastic matrix B[R] has a left positive left invariant vector, 
then the Markov chain P is positive recurrent. 
A.3.1 Complex Boundary Behaviour 
The stochastic matrix P may be modified to have a more complicated structure 
near the lower boundary which will lead to modified matrix geometric invariant 
vectors (p. 24 of [89]). Let us assume that matrix P may be partitioned as 
following: 
Boo B01 0 0 0 0 
B10 B11 Ao 0 0 0 
P 
B20 B21 A1 AO 0 0 (A.31) 
B30 B31 A2 A1 Ao 0 
B40 B41 A3 A2 A1 Ao 
where the matrices Boo and B01 are of dimensions (m i — m) x (mi — m) and 
(mi — m) x m respectively. The matrices Bo, k > 1, are m x (m1 — m), while 
the matrices Bki; k > 1, Ak; k > 0, are square matrices of order m. The first mi; 
m1 > m, states are called the boundary states. 
Assume that matrix P is irreducible and A = 	0 Ak is stochastic. The proba- 
bility vector p is partitioned into an (m 1 — m)-vector p0 and m-vectors Pk,  k > 1. 
The matrix R is defined as before. The matrix B[R] is defined as 
Lemma 5 If sp(R) <1, the matrix B[R] is stochastic. 
Proof : It suffices to verify that 
co E Rk_1 ( *-2k0 
Bkl)eR
E k-1(i E Av ) e = e 
k=1 	 k=1 	v=0 
This is done by direct calculation as in equation (A.28). 
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Theorem 4 The irreducible Markov chain P is positive recurrent if and only if 
sp(R) < 1 and the stochastic matrix B[R1 has a positive left invariant m l -vector 
[po ,p i ]. Normalising the vector [po ,pi ] as 
Poe + pi (/ — R) -1 e =1 	 (A.33) 
the invariant probability vector p of P is given for k > 1, by 
Pk = pi Rk 1 	 (A.34) 
Proof : It suffices to verify that the stated vector p satisfies the equations 
P = PP 
pe = 1 	 (A.35) 
and this straightforward. 
Remarks : 
• The matrix P in (A.31) differs from the canonical form of (A.5) only in 
the definition of the transition probabilities from the boundary states. The 
probabilistic significance of the matrix R therefore remains the same, but 
applies only to the non-boundary states. 
• The vector p = [Po, Pi, Pi R, pi R 2 , • • .] is known as the modified matrix-
geometric invariant vector of P. The vector Po may be further partitioned 
for the ease of computation. 
• Noting that in the matrix P of (A.31), the submatrix [Boo, Bod, by which 
the first m 1 columns protrude above the regular pattern formed by the other 
columns, must have fewer rows than columns, otherwise the Markov chain 
P would be reducible. 
• There are some forms of partitioned matrices that are superficially similar 
to the form of P in (A.31), but that need to be appropriately repartitioned 
before this methods of analysis can be applied to them. 
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A.3.2 Continuous Parameter Markov Processes 
There is an entirely analogous theory for continuous Markov processes whose 
infinitesimal generator Q may be partitioned similarly to the matrix P. Here, a 
continuous-parameter Markov process is considered with the generator Q of the 
form 
Q= 
_ 
Bo 
B1 
B2 
B3 
B4 
Ao 
A1 
A2 
A3 
A4 
0 
Ao 
Ai 
A2 
A3 
0 
0 
Ao 
Al 
A2 
0 
0 
0 
AO 
A1 
(A.36) 
The off-diagonal elements are non-negative. The diagonal elements are all strictly 
negative, and 
k 
E Ave + Bke = 0 , for k > 0 . 	 (A.37) 
v.o 
Positive recurrence of Q is equivalent to the existence of a positive probability 
vector p = [p0, Pi, P2, • • .1 which satisfies the equations 
(.2. 
E PvB, = 0 
v.o 
00 
E pk+v_iAv = 0 , for k > 1 . 
v=.0 
(A.38) 
Theorem 5 The irreducible Markov process Q is positive recurrent if and only 
if the minimal non-negative solution R of the equation 
E RkAk = 0 
k=0 
has sp(R) <1, and if there exists a positive vector P o such that 
00 
(A.39) 
PoB[R]= poE Rk Bk = 0 . 
k=0 
(A.40) 
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The matrix B[R] = Eck 10 Rk Bk is a generator. The stationary probability vector 
p, satisfying pQ = 0, pE =1, is given by 
Pk = PORk 	for k > 0 
and p0 is normalised by 
p0 (I 	e =1 . 
The matrix R satisfies sp(R) <1 if and only if 
00 
7rA0 e < 	(k — 1)7rAk e 
k=2 
where Ir is given by 7rA = 0 and ire = 1. 
Proof : Let T be any real number satisfying 
T > MaX3 {111aX[—(Bo)j, —(A1)0 > 0 
Then (A.38) can be rewritten as 
(A.41) 
(A.42) 
(A.43) 
(A.44) 
00 
Po = E pv Bvi 
v=o 
00 
Pk = EPk+v-lAvi , fork > 1 	 (A.45) 
v=o 
where By = 6, 01 +7--1 B,, and A'v  = Ovii + T -1 A,, for v > 0, and where 6 is the 
Kronecker delta function. Since (A.45) is exactly similar to (A.9), the recurrence 
properties of the process Q can therefore be deduced from those of the chain P' 
with matrix of the form 
B(3, Aio 0 0 0 
Bi WI No 0 0 
A'2 A/0 0 
P' = A'3 Al2 /4 10 (A.46) 
B1,4 A'4 24/3 A'2 
and the statements of this theorem follow immediately from the results for the 
discrete case, applied to the matrix P'. It suffices then to replace the matrices Ait, 
and 13' by their definition in terms of Av and B„, for v > 0. Other minor details 
of this theorem are verified in page 33 of [89]. 
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A.3.3 Quasi-Birth-and-Death (QBD) Processes 
These processes are particular cases of Markov processes where the infinitesimal 
generator matrix is block tridiagonal, i.e. a quasi-birth-death process (p. 82 of 
[89]) is a Markov process on the state space E = {(i, j), i > 0, 1 < j < m}, with 
infinitesimal generator Q, given by 
Q= 
Bo 
B1 
0 
0 
0 
Ao 
A1 
A2 
0 
0 
0 
Ao 
A1 
A2 
0 
0 
0 
Ao 
Al 
A2 
0 
0 
0 
AO 
A1 
(A.47) 
where 
Bo e + Aoe = Bi e + Ai e + Ao e = (A0 + A l + A2 )e -= 0 . 
The matrix Q is also assumed to be irreducible. The matrix A = A o + A1 + A2 
is a finite generator. The following theorem is a particular case of Theorem 5. 
Theorem 6 The process Q is positive recurrent if and only if the minimal non-
negative solution R to the matrix-quadratic equation 
	
R2 A 2 + RA i + Ao = 0 	 (A.48) 
has all its eigenvalues inside the unit disc, and the finite system of equations 
Po(Bo + RA.) = 0 
po (I — R) -1 e = 1 	 (A.49) 
has a unique positive solution po . 
If the matrix A is irreducible, then sp(R) < 1 if and only if 
71-A2 e > 7rA0 e 	 (A.50) 
where it is the stationary probability vector of A. The stationary probability 
vector p = [p0,P1,P2,...] of Q is given by 
Pi = PoRi , for i > 0 . 	 (A.51) 
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The (equivalent) qualities 
RA 2 e — Aoe = RBi e — Bo e = 0 
hold. 
Appendix B 
Brief Correlation Theory 
The purpose of this appendix is to give a brief description of correlation analysis 
to the extent that it has been used in chapter 6. Let X and Y be two random 
variables. The discrete correlation between X and Y with shift m is given by 
Rxy(771) defined as 
1 N-1 
Rxy(711) = 	E X(i)Y(i + m) 
N i=o 
Let t and y be the average values of X(i) and Y(i), i.e. 
1 N-1 
= TV- E x(i) i=0 
1 N-1 
Y = — E Y(i) N i=0 
We can rewrite X(i) and Y(i) as 
X( i ) = 
Y(i) =  
where x(i) and y(i) are the autocorrelation equivalents forms of X(i) and Y(i). 
It is obvious that 
N-1 
7 E x(i) = 0- 
- i=0 
N-1 
= 0 
/TT E YO i=0 
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Hence Rxy(m) may be rewritten as 
R X Y (M) = 
1 1  
E {(x(i) + t)(Y(i + 	+ g)} 
•=0 
1 N-1 
E fx(i)y(i + + x(i)g + y(i + m) + 4- 1 
i=o 
1 N-1 	 N-1 	N-1 
-gfE x(i)y (i + in) + E x(i) + E y(i + m)} + -±g 
i=o i=o 	i=o 
1 N-1 E x(i)y(i + 	+ t9- 
Therefore 
R(m) = Rxy(m) '±g 
Or in the normalised form : 
R(m)  
1?s-xY(nij 	R(0) 
Rxy(m) —  
Rxy(0) — 
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