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In this work an innovative optimization process for airfoil geometry design is introduced. This procedure
is based on the coupling of a PARSEC parameterization for airfoil shape and a genetic algorithms (GA)
optimization method to ﬁnd Nash equilibria (NE). While the PARSEC airfoil parameterization method
has the capability to faithfully describe an airfoil geometry using typical engineering parameters, on
the other hand the Nash game theoretical approach allows each player to decide, with a more physical
correspondence between geometric parameters and objective function, in which direction the airfoil
shape should be modiﬁed. As a matter of fact the optimization under NE solutions would be more
attractive to use when a well posed distinction between players variables exists.
© 2013 Elsevier Masson SAS. All rights reserved.0. Introduction
Airfoil shape optimization is today a common practice used in
aerospace and mechanical engineering ﬁeld. As outlined in Song
and Keane [27], the airfoil aerodynamic design can be divided into
two main approaches: Inverse Design (ID) and Direct Numerical
Optimization (DNO). The ﬁrst method relates to search an airfoil
shape able to satisfy a ﬂuid dynamic characteristic (such as the
pressure or the skin friction distribution). On the other hand, DNO
methods couple a geometry deﬁnition and aerodynamic analysis
code in an iterative process to produce optimum design subject
to various constraints. However both the approaches share the
need to modify airfoil geometry to achieve the goal. Depending
on whether the goal is achieved through a small local airfoil mod-
iﬁcation or a completely new design, different methods of shape
parameterization must be employed. Local airfoil shape modiﬁca-
tions are usually obtained by smooth perturbations of the original
airfoil coordinates through analytical function, such as Legendre,
Chebyschev or Bernstein polynomials [14,22,15]. These methods
have the advantage of smooth local modiﬁcations, although they
have no direct relation to geometry and this could lead to un-
dulating curves [15]. The design of a new concept airfoil needs
a parameterization method able to accommodate a wider range
of new shapes. In the literature several airfoil shape parameteri-
zations can be found. A survey on parameterization method can
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http://dx.doi.org/10.1016/j.ast.2013.11.006be seen in Samareh [23]. B-splines and Bezier curves have been
widely used to ﬁt airfoil shapes via interpolation methods [8,11].
These methods are very useful to reconstruct and optimize an air-
foil (using several artiﬁces on geometry curvatures) but they give
some problems due to the diﬃculties to manage the control points’
relative position. Analytical functions have also been derived to
represent families of airfoils, as reported in the work of Hicks and
Henne [13]. Although this method results very powerful to repre-
sent several families of airfoil, it cannot be useful in a radical new
concept design. More physically intuitive method enables the use
typical airfoil parameters to deﬁne the airfoil shape such as leading
edge radius, airfoil thickness or trailing edge angle. A methodol-
ogy of this type is presented by Sobieczky [25,26] and it is called
PARSEC. This method uses 11 parameters to represent an airfoil.
These parameters are directly linked to the airfoil geometry (thick-
ness, curvature, maximum thickness abscissa, etc.) and they give
to a designer the real concept of what will be the design. The
geometry deﬁnition must be subsequently coupled with an op-
timization technique which must properly takes into account of
the airfoil parameterization. In this work an innovative optimiza-
tion process for airfoil geometry is introduced. This procedure is
based on the coupling of a PARSEC parameterization for geome-
tries and a genetic algorithms (GA) optimization method to ﬁnd a
Nash equilibrium solution. Then the results are compared with the
classical Pareto front ones. Many of the past and current optimiza-
tion processes extensively adopt PARSEC parameterization [25,26]
procedure within evolutionary or gradient-based optimization to
ﬁnd the Pareto’s front [15,16,20], while Bezier or Hicks–Henne pa-
rameterizations are employed with evolutionary or gradient-based
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α angle of attack
Cd drag coeﬃcient
Cl lift coeﬃcient
CP pressure coeﬃcient
E aerodynamic eﬃciency
M∞ Mach number
Re∞ Reynolds number
τ airfoil thicknessalgorithm to ﬁnd Nash equilibrium (NE) [21,29,30]. Of course there
are present also proposals concerning hybrid geometry reconstruc-
tion methodology [8] as well as surveys on different shape recon-
struction methods [3,24,31]. The main valuable contribution of this
work is to join the PARSEC parameterization method with NE so-
lution. From an engineering point of view PARSEC has the intrinsic
capability of relate airfoil deﬁnition in terms of design variables
to aerodynamic coeﬃcient behavior, since it would be intuitive
linking leading edge radius or maximum thickness abscissa with
drag coeﬃcient or camber and trailing edge angle with stall lift
coeﬃcient or pitch moment coeﬃcient. On the other hand, the op-
timization under NE solutions would be more attractive to use
when a well posed distinction between players variables exists.
Here the PARSEC design variables are intended to play the role of
game players’ variables. The optimization procedure that couple GA
with Games Theory equilibrium solutions has been implemented
in a numerical code which has been validated in several test cases
among different application ﬁelds (engineering CAE [28], location–
allocation problem [18], coalition for International Environmental
Agreements [17]). In Section 1 the evolutionary optimization al-
gorithm that ﬁnds the Nash equilibrium is described, while in
Section 2 the coupling procedure between the optimization algo-
rithm and the parameterization method is discussed. In Section 3
the results are shown and the conclusions are summarized in Sec-
tion 4.
1. The Nash GA
In the Nash equilibrium solution concept no player has anything
to gain by changing only his own strategy unilaterally [2]. Reducing
the general formulation to a two-player situation, the mathemati-
cal expression for the Nash equilibrium problem N is:
⎧⎪⎪⎨
⎪⎪⎩
ﬁnd(x¯1, x¯2) ∈ X1 × X2 such that
f1(x¯1, x¯2) = min
x1∈X1
f1(x1, x¯2)
f2(x¯1, x¯2) = min
x2∈X2
f2(x¯1, x2)
(1)
where (x1, x2) ∈ X1 × X2 are the players’ variables or strategies,
deﬁned in their own strategy domain, while f1, f2 are the play-
ers’ objective functions. In particular, for the proposed method-
ology the players’ variables would be in their selves a variables’
set, as x1 = [ξ1, . . . , ξn], x2 = [η1, . . . , ηm] of dimension n,m de-
pending on the variables partitioning case introduced by the air-
foil geometry reconstruction method (see Section 2). The GA is
an adaptive heuristic search method based on the principles of
genetics and natural selection. In analogy to living organisms in
nature, a GA allows the evolution of a population under speciﬁed
selection rules so that they aim to a state that maximizes the ﬁt-
ness (i.e. usually minimizes the cost function). A genetic algorithm
consists of: (i) a ﬁnite population of individuals of assigned size,
each of them usually encoded as a string of bits named geno-
type; (ii) an adaptive function, called ﬁtness, which provides a
measure of the individual to adapt to the environment, that is an
estimate of the goodness of the solution and an indication on the
individuals most likely to reproduce; (iii) semi random genetic op-
erators such as selection, crossover and mutation that operate on
the genotype expression of individuals, changing their associatedﬁtness. Constraints can be implemented using penalty functions,
which penalize the individual, decreasing the related ﬁtness. The
large population that gives the GA more power in solution is also
its bane in simple problems [12]. In respect with traditional meth-
ods, GA needs more computational time due to the time spent in
the objective function calls, but it has got several advantages:
– use of continuous or discrete variables;
– trend of the objective function and its derivatives can be un-
known;
– deal with problems with a large number of variables;
– naturally inspired parallelization of the algorithm;
– good results also in problems with extremely complex cost
surfaces (with a lot of local minimum);
– proper working with numerically generated and/or experimen-
tal data.
Thanks to these advantages the GA produces good results when
traditional optimization approaches fail. In the following it is pre-
sented the algorithm for a two-player Nash equilibrium game [5,
4]. Let U , V be players’ strategy sets. Let f1, f2 be two real valued
functions deﬁned on U × V representing the players’ cost func-
tions. The algorithm is based on the Nash adjustment process [10],
where players take turns setting their outputs, and each player’s
chosen output is a best response to the output his opponent cho-
sen the period before. If the process does converge, the steady
state is a Nash equilibrium of the game. Let s = u, v be the string
(or individual, or chromosome) representing the potential solution
for a 2 person Nash problem. Then u denotes the subset of vari-
ables handled by player 1, belonging to a metric space U , and opti-
mized under an objective function always denoted by f1. Similarly
v indicates the subset of variables handled by player 2, belonging
to metric space V , and optimized along another objective function
denoted by f2. Thus, as advocated by Nash equilibrium deﬁnition
[19], player 1 optimizes the chromosome with respect to the ﬁrst
objective function by modifying u while v is ﬁxed by player 2;
symmetrically, player 2 optimizes the chromosome with respect to
the second criterion by modifying v , while u is ﬁxed by player
1. Let uk−1 and vk−1 be the best values found by players 1 and
2, respectively, at generation k − 1. At generation k, player 1 op-
timizes uk using vk−1 in order to evaluate the chromosome (now
s = uk, vk−1). At the same time player 2 optimizes vk using uk−1
to evaluate his chromosome (in this case s = uk−1, vk). The algo-
rithm is organized in several steps that consist of (see Fig. 1):
1. Creating two different random populations, one for each player
only at the ﬁrst generation. Player 1’s optimization task is per-
formed by population 1 and vice versa.
2. The classiﬁcation is made on the basis of the evaluation of a
ﬁtness function, typical of GAs, that takes into account the re-
sults of matches between each individual of population 1 with
all individuals of population 2, scoring 1 or −1, respectively,
for a win or loss, and 0 for a draw.
⎧⎪⎨
⎪⎩
if f1
(
uki , v
k−1)> f1
(
uk−1, vki
)
, ﬁtness1 = 1
if f1
(
uki , v
k−1)< f1
(
uk−1, vki
)
, ﬁtness1 = −1
if f
(
uk, vk−1
)= f (uk−1, vk), ﬁtness = 0
(2)1 i 1 i 1
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And similarly, for player 2:
⎧⎪⎨
⎪⎩
if f2
(
uki , v
k−1)> f2
(
uk−1, vki
)
, ﬁtness2 = 1
if f2
(
uki , v
k−1)< f2
(
uk−1, vki
)
, ﬁtness2 = −1
if f2
(
uki , v
k−1)= f2
(
uk−1, vki
)
, ﬁtness2 = 0
(3)
In this way a simple sorting criterion could be established. For
equal ﬁtness value individuals are sorted on objective function
f1 for population 1 (player 1) and on objective function f2 for
player 2.
3. A mating pool for parent chromosome is generated and com-
mon GA techniques as crossover and mutation are performed
on each player population. A second sorting procedure is
needed after this evolution process in order to classify the new
population made of parents and children together.
4. At the end of k-th generation optimization procedure player 1
communicates his own best value uk to player 2 who will
use it at generation k + 1 to generate its entire chromosome
with a unique value for its ﬁrst part, i.e. the one depending on
player 1, while on the second part comes from common GAs
crossover and mutation procedure. Conversely, player 2 com-
municates its own best value vk to player 1 who will use it atFig. 2. PARSEC variable deﬁnition.
generation k + 1, generating a population with a unique value
for the second part of chromosome, i.e. the one depending on
player 2.
5. A Nash equilibrium is found when a terminal period limit is
reached, after repeating steps 2–4. This kind of structure for
the algorithm is similar to those used by other researchers [7],
with a major emphasis on ﬁtness function consistency [30].
2. PARSEC and Games Theory
The idea to couple the PARSEC parameterization method [25,26]
with Nash equilibrium solution give the chance to avoid a more ar-
bitrary and less physically based airfoil geometry partition among
the different objective functions (as shown in [8,29]), using instead
a more engineering reliable variables assignment based on well-
known airfoil shape parameter, as those present in literature [1].
The PARSEC airfoil shape parameterization [25,26] uses eleven
parameters to represent an airfoil. In Fig. 2 is shown the PARSEC
variables deﬁnition, which is then summarized in Table 1.
Parsec analytical formulation is shown in Eq. (4):
zup =
n=6∑
i=1
aiup · xi−
1
2 , zlo =
n=6∑
i=1
ailo · xi−
1
2 (4)
where zup , zlo are, respectively, the vertical coordinate of the upper
and lower surface, x is the horizontal, or chord-wise, coordinate
normalized in [0,1]. The coeﬃcients aup , alo have to be computed
by using the 11 given parameters as follows:
Cup × aup = bup, Clo × alo = blo (5)
where both coeﬃcient matrices (Cup , Clo) and right hand sides
(bup , blo) are deﬁned as shown in the matrices (6) and (7).
Cup =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 1 1 1 1 1
p
1
2
2 p
3
2
2 p
5
2
2 p
7
2
2 p
9
2
2 p
11
2
2
1
2
3
2
5
2
7
2
9
2
11
2
1
2 p
− 12
2
3
2 p
1
2
2
5
2 p
3
2
2
7
2 p
5
2
2
9
2 p
7
2
2
11
2 p
9
2
2
− 14 p
− 32
2
3
4 p
− 12
2
15
4 p
1
2
2
15
4 p
1
2
2
63
4 p
5
2
2
99
4 p
7
2
2
1 0 0 0 0 0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(6)
bup =
∣∣∣∣∣∣∣∣∣∣∣
p8 + p9/2
p3
tan(p10 − p11/2)
0
p4√
2p1
∣∣∣∣∣∣∣∣∣∣∣
, blo =
∣∣∣∣∣∣∣∣∣∣∣
p8 − p9/2
p6
tan(p10 + p11/2)
0
p4√
2p1
∣∣∣∣∣∣∣∣∣∣∣
(7)
where coeﬃcient matrix Cup (Clo) depends only on p2 (p5) (sim-
ply using lo and 5 as subscript in Eq. (6)), while the right hand
sides bup , blo differ for the use of p3 instead of p6 and parameters
addiction/subtraction. The PARSEC method together with Games
Theory equilibrium solution is used here to enhance the capabil-
ity of common Pareto based optimization procedure. The idea is
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PARSEC parameters deﬁnition.
PARSEC parameter Geometry parameter Deﬁnition
p1 rle leading edge radius
p2 Xup upper crest position in horizontal coordinates
p3 Zup upper crest position in vertical coordinates
p4 Z X Xup upper crest curvature
p5 Xlo lower crest position in horizontal coordinates
p6 Zlo lower crest position in vertical coordinates
p7 Z X Xlo lower crest curvature
p8 Zte trailing edge offset in vertical sense
p9 Zte trailing edge thickness
p10 αte trailing edge direction
p11 βte trailing edge wedge angle(a)
(b)
Fig. 3. (a) Variable assignment for Cl , (b) variable assignments for Cd .
to assign variables to player under a more physics related corre-
spondence (as it can be seen in Fig. 3): the lift coeﬃcient Cl is
mainly dependent on upper crest curvature (Z X Xup or shortened
as p4), the lower crest curvature (Z X Xlo or p7), the trailing edge
offset in vertical sense (Zte or p8) and the trailing edge direction
(αte or p10); the drag coeﬃcient Cd is mainly dependent on lead-
ing edge radius (rle or p1), the trailing edge thickness (Zte or
p9) and trailing edge wedge angle (βte or p11); both Cl and Cd are
inﬂuenced by the upper crest position in horizontal and vertical
coordinates (Xup or p2, Zup or p3) and lower crest position in hor-
izontal and vertical coordinates (Xlo or p5, Zlo or p6). The choice of
the portion of PARSEC variable subset that belongs to the Cl or Cd
objective function (i.e. Cl or Cd player) is crucial to determine the
capability of this combination in resulting closer (or farther) to (or
from) Pareto front and to restrict the range of analyses. However it
is not necessary to establish a priori the variables assignment to the
players and, in theory, all the possible combinations should be con-
sidered (i.e. 55 combinations for this parameterization). Moreover
the variables assignment is not linked to the objective function a
priori but a more physical assignation could avoid the evaluation
of the all possible combinations. For instance if the objective func-
tion is the Cm instead Cd , the user can choose a different PARSEC
variables assignment or consider all the possible combinations.
The white portion of Figs. 3(a) and 3(b) contains, respectively,
the Cl and Cd related variables, that appears, of course, in the black
portion of the other objective function. The gray area is used as a
shared portion between players (i.e. objective functions for Cl and
Cd), and in the following a sensitivity analysis on gray variables
distribution between players is conducted to evaluate Nash equi-
librium with different strategy parameters set: the total number of
combination is Cn=4,k=2 =∑i∈n0 n!i!(n−1)! = 16, where n is the num-
ber of gray variables, k the number of players among which the
variables should be divided, and n0 = [0, . . . ,n]. In Table 2 and Ta-
ble 3 are summarized the variables’ set assignments (see x1, x2 in
Section 1) for all the combinations, identifying each variable with
the PARSEC nomenclature. For both Cl and Cd variables’ sets the
top and bottom rows contain the black variable, while for both ob-
jective functions (or players as usually indicated in Games Theory)
the gray variables are collected in the inner rows.Fig. 4. Analysis condition starting from NREL S809 airfoil.
(a)
(b)
Fig. 5. (a) Nash GA set and Pareto front, (b) Nash equilibria set detail.
The variables’ sets are collected in 5 groups in order to simplify
the results discussion using: 4P1&0P2 for the case when all the
gray variables belong to player 1, 3P1&1P2 for the case when 3 gray
variables belong to player 1 and 1 to player 2, 2P1&2P2 for the case
when all the gray variables are equally shared among the players,
1P1&3P2 for the case when 3 gray variables belong to player 2 and
one to player 1, and ﬁnally 0P1 &1P2 for the case when all the gray
variables belong to player 2.
3. Results
It has been assumed that 2 of the eleven PARSEC variable,
namely Zte and Zte are set equal to 0, it means closed trail-
P. Della Vecchia et al. / Aerospace Science and Technology 32 (2014) 103–110 107Table 2
Nash GA set combinations 1–8.
Case 1 2 3 4 5 6 7 8
p4, p7, p8, p10
Cl set p2, p3 p2, p3 p2, p3 p2, p3 p2, p5 p2, p5 p2, p6 p2
p5, p6 p5 p6 p6
Cd set – p6 p5 p5, p6 p3 p3, p6 p3, p5 p3, p5
p6
p1, p9, p11
Table 3
Nash GA set combinations 9–16.
Case 9 10 11 12 13 14 15 16
p4, p7, p8, p10
Cl set p3, p5 p3, p5 p3, p6 p3 p5, p6 p5 p6 –
p6
Cd set p2 p2, p6 p2, p5 p2, p5 p2, p3 p2, p3 p2, p3 p2, p3
p6 p6 p5 p5, p6
p1, p9, p11ing edge (located at (0,1) coordinates), and the ﬂow condition is
a Reynolds number equal a to Re∞ = 2E6, a Mach number equal
to M∞ = 0.1 and an angle of attack equal to α = 5.3◦ with ﬁxed
transition location imposed at 5% in chord on upper and lower
side, starting from an NREL S809 airfoil (see Fig. 4) using as exter-
nal aerodynamic solver the open source panel method based code
XFOIL [9].
3.1. Nash equilibrium
In this section the optimization results of the NREL S809 airfoil
are shown. In particular, starting from the original airfoil coordi-
nates, the optimization process has been run with a 10% of PARSEC
parameters range of variation with respect to the starting ones,
without any geometric or aerodynamic constraints. In order to at-
tain an understanding of the implications in the Nash equilibrium
point position introduced by the use of gray variables, each one of
the 16 combinations described in Section 2 is considered. In Fig. 5
is exploited both the Nash equilibrium point position with respect
to a normal genetic algorithm driven Pareto front as NSGA2 [6]
(see Fig. 5(a)), and the internal relationship among the Nash equi-
libria set (see Fig. 5(b)).
In particular the ﬁlled square and circle indicates the assign-
ment of all the gray variables, respectively, to players 1 and 2;
the not ﬁlled squares and circles indicate, respectively an assign-
ment of 3 gray variables to player 1 and 1 to player 2, and 1 gray
variable to player 1 and 3 to player 2; the triangles indicate the
assignment of 2 gray variables to both players.
The internal relationship among the points of the Nash equilib-
ria set is emphasized in Fig. 5(b) where the gray ellipse contains
all the points and the dashed curved line delimits two region: the
upper one is the region of space variables where the Nash equilib-
ria points are derived from an assignment of gray variables mostly
to player 1, and vice versa. It is observed a clear division of Nash
equilibria loci in a subset dominated from player 1 requirement, i.e.
the highest possible Cl value, indicated by a not-ﬁlled-squares ma-
jority located in the upper-right portion of the gray ellipse, and a
subset dominated from player 2 requirement, i.e. the lowest pos-
sible Cd value, indicated by a not-ﬁlled-circles majority located in
the lower-left portion of the gray ellipse. The dotted curved line is
a simple sketch of the division between these two regions, where
also most of the triangles are located, corresponding to an even
partition of gray variables among the players.
In particular, the Nash equilibria points for equally shared gray
variables that belong to the upper region of Fig. 5(b) are the oneindicated in Table 2 and Table 3 as cases 6, 10 and 13, while the
one that belong to the lower region are the cases indicated with
4, 7 and 11. The Nash equilibria points for gray variables mostly
belonging to Cl player (boxes) and Cd (circles) player are located,
respectively, in the upper and lower region emphasized in Fig. 5(b).
The relationship between the Nash equilibria set and the Pareto
front is exploited in Fig. 5(a).
The Nash equilibria points for gray variables assigned com-
pletely to players 1 and 2 (respectively ﬁlled square and circle)
are almost as close to Pareto front as the average of the other
distributions, with the Cd dominated Nash equilibrium point be-
ing the closest among the two. The other distributions of gray
variables show at least one point very close to Pareto front. The
Nash equilibria points that are located closer the Pareto front are
5 (they are more evident in Fig. 6): two of them belong to the
set 3P1&1P2 cases 5 and 9 from Table 2 and Table 3, two of them
to the set 2P1&2P2 cases 6 and 13 from Table 2 and Table 3, and
one to the set 1P1&3P2 case 14 from Table 3. In Fig. 7 there are
shown both the shape (7(a)) and the pressure coeﬃcient, CP , dis-
tribution chord-wise (7(b)). In black is indicated the solution for a
Nash equilibrium in which player 1 holds all the gray variables, for
which the lift coeﬃcient, Cl , requirement is pursued by the ma-
jority of the chromosome, so that the ﬁnal shape exhibits higher
thickness, longer suction portion and bigger trailing edge curva-
ture. In gray is indicated the solution for a Nash equilibrium in
which player 2 holds all the gray variables, for which the drag
coeﬃcient, Cd , requirement is pursued by the majority of the chro-
mosome, so that the ﬁnal shape exhibits lower thickness and a
sharper nose portion.
It is interesting to show some optimized airfoil geometries and
their pressure coeﬃcient distributions which belong to the Pareto
front. In particular four distinct airfoils have been chosen, located
in such manner to cover the entire front, as shown in Fig. 8. These
geometries are compared to the original S809 airfoil in Fig. 9 and
pressure coeﬃcients in Fig. 10. Once again the airfoil with the
lower drag coeﬃcient (named Pareto1) has a lower thickness and
a sharper nose especially in the lower surface. Pareto1 airfoil is
very close to the airfoil named 0P1&4P2 both in terms geometry
and pressure distribution (see Fig. 7(b) and Fig. 10). This means
that both methodologies (Nash GA and GA) follow the same direc-
tion during the optimization processes. Considering other airfoils
(Pareto2, Pareto3 and Pareto4) the effect during the optimization
is to increase the airfoil thickness and camber, especially at the
trailing edge, to increase lift coeﬃcient. Once again both geometry
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(b)
Fig. 7. (a) Nash optimized airfoil shapes, (b) Nash optimized pressure coeﬃcient
distribution.
and pressure coeﬃcient of airfoil Pareto4 (which has the higher lift
coeﬃcient) are similar to the airfoil named 4P1&0P2.
3.2. Nash equilibrium for constrained thickness
In this section the constrained optimization results of the NREL
S809 airfoil are shown. Airfoil thickness has been constrained at
20% of the chord in order to understand how the Nash equilib-
rium set would behave when some limitations in airfoil geometryFig. 8. Optimized airfoil positions on the Pareto frontier.
Fig. 9. Pareto optimized airfoil shapes.
are introduced, as could be observed when other issues other than
aerodynamic are pursuit: e.g. section inertia for structural stiffness
requirement and section volume for the needs of other devices and
components to be located.
As for the unconstrained optimization case, the distribution of
Nash equilibrium points reﬂects what already has been said for the
results shown in Fig. 5: the point with four gray variables belong-
ing to Cl (Cd) is located toward a higher Cl (lower Cd) region with
respect to the mean distribution, and the same holds for the points
with only three gray variables belonging to Cl (Cd), as shown in
Fig. 11. Again the Nash equilibrium points with equally shared
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Pareto and Nash equilibrium time to compute.
Case Pop. size Gen. limit Time to compute (s)1 Time to compute one Nash point (s)1 Convergence error2
Nash 20 20 491469 30717 ∼5%
30 20 698535 43658 ∼3%
40 20 938562 58660 ∼0.2%
100 40 4567652 285478 ∼0.002%
Pareto 20 20 103584 See Fig. 13
30 20 158945 See Fig. 13
40 20 210701 See Fig. 13
100 100 2512491 See Fig. 13
1 On an Intel core 2 duo CPU @1.8Ghz, without using parallel computing.
2 On 10 iterations.Fig. 10. Pareto optimized pressure coeﬃcient distribution.
(a)
(b)
Fig. 11. Results for constrained optimization.
gray variables among Cl and Cd objective functions are spread al-
most uniformly within the whole region and are the closest to the
Pareto Front (see Fig. 11). The S809 airfoil is intended to be used
in wind turbine application mostly because of its aerodynamic eﬃ-Fig. 12. (a) Aerodynamic eﬃciency vs. drag coeﬃcient, not constrained case,
(b) aerodynamic eﬃciency vs. drag coeﬃcient, constrained case τ = 20%.
Fig. 13. Pareto frontier convergence.
ciency E = Cl/Cd together with its inertia characteristics necessary
to withstand aerodynamic load at the blade innermost region (i.e.
root). The optimizations performed here are intrinsically conserva-
tive because of the imposed transition from laminar to turbulent
ﬂow at 5% chord, so that the eﬃciency would be far lower than
the one available in clean conﬁguration: this is closer to the sit-
uation of a wind turbine blade operating a long time after the
maintenance and cleaning service of the leading edge, i.e. the case
responsible of the worse power extraction performance. In order to
show that the solutions derived from both Pareto front and Nash
equilibria set are able to increase the performance of such a wind
energy dedicated airfoil, in Fig. 12 is shown aerodynamic eﬃciency
distribution with respect to the drag coeﬃcient for both uncon-
strained and constrained optimization case.
3.3. Computational time comparison
Finally, some additional information on the computational time
needed for both Pareto and Nash equilibrium calculations could be
given as in Table 4. It is clearly attained an almost perfect linear re-
110 P. Della Vecchia et al. / Aerospace Science and Technology 32 (2014) 103–110lation between population size (or generation limit) and total time,
while keeping the generation limit (or population size) constant.
The strong difference between these results are the population
size and the generation limit needed: in a Pareto optimization,
a large population is needed to sample accurately all the front,
but the evolution of a so large population is slow, making nec-
essary a long generation limit. A Game Theory-based optimization
model can be useful to ﬁnd rapidly a unique solution that averages
the overall Pareto results. In the performed tests more than one
Nash solutions are near-Pareto, using a genetic algorithm based on
small populations. This means in a reduced amount of conﬁgura-
tion analysis and consequently a decreased computational time. In
the same time (or no. of iterations), the Pareto based optimization
algorithm has not computed a stable front (see Fig. 13), so the re-
sult cannot be guaranteed. The Nash based algorithm needs less
iterations (see Table 4) to get the ﬁnal result (the Nash equilib-
rium point).
4. Conclusions
In this work an optimization technique that deals with PARSEC
parameterization method and Nash equilibrium genetic algorithm
is presented. It has been shown that the Nash equilibrium points
lie on the Pareto front, but with respect to the Pareto front solu-
tions they have been obtained in very less time, so that a Pareto
front could be maybe computed starting from some of them, so
achieving more rapidly the convergence criteria. When one of the
two objective functions should be considered more important than
the other, without using some weight method one could substi-
tute the Nash equilibrium optimization algorithm with a Stack-
elberg strategy optimization algorithm. The risk of ﬁnding only
one among multiple Nash equilibria points could be reduced us-
ing a multi-modal approach. Some operating condition that should
be considered as off-design could not be addressed with a panel
method as XFOIL, so that a more time consuming ﬂuid dynamic
solver, as StarCCM+ or OpenFOAM, should be taken into account.
Finally, the extension of this optimization methodology to a 3D
case as a wing or blade would be treated in the next future again
starting from the PARSEC parameterization for three-dimensional
shapes.
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