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We treat the two-dimensional auxihary eigenproblem for transient dlffuslonal 
processes in composite slabs. Numerically speaking this IS a dlllicult problem, 
owing to the continuous time spectrum of the elgenvalue. A first-order nonlinear 
dlfferentlal equation is derived to approximate this elgenvalue from a limit of 
evtremlzing the sampled, in space, equivalent Roussopoulos functional ( 19YO 
Acadermc Pren. Inc 
1. INTRODUCTIOK 
In his paper [I] Theory of Unsteady Heat Conduction in Multtcompo- 
nent Finite Regions, olcer formulated an auxiliary eigenproblem for heat 
conduction in composites. This problem was later generalized in system 
form for transient neutron diffusion in reactor composites by Haidar [2]. 
Numerically speaking this is a difficult problem not only because of Its 
multidimensionality but also owing to the continuous time spectrum of its 
eigenvalues A = A(t). 
This communication considers only the two-dimensional version of this 
problem 
2 D(x) g @(.K, 1) + [qs, t) + iW(.K)] @(.I-, t) = 0, 
ubxdh; O<f< cc (1.1 1 
with the separated radiative boundary conditions 
a(j(.u) @(.K, t) -g @(.K, f) = 0; .K = u (1.21 
a,(x) @(A-, t) +A @(.K, t) = 0; .K = h (1.31 
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arising in composite slab systems when D(x) and W(x) may be discon- 
tinuous but positive in [a, b]. The potential X(x, t), or control function (in 
the language of reactor physics), may be discontinuous both in a 6 x d b 
and, or O<t< co. 
The above equations, which resemble an irregular Sturm-Liouville 
problem, can always be attempted by replacing them with a difference 
mesh [3] or finite element [4] approximation in space and time. This 
procedure is known however to distort the eigenvalue spectrum of the 
acting operator and to obscure its structure. 
With the aim of bypassing this difficulty we provide in what follows a 
variational procedure which leads to a direct method for estimating I when 
Z(X, t ) is sign definite over the infinite rectangle: a < x < b, 0 Q t < co. 
2. ANALYSIS 
To obtain an analytical insight into the posing problem let us consider, 
following Canosa and De Olivera [S] and Mikhailov and Vulchanov [6], 
its sampled-in-space form 
D d2 Z,(t) 2 ---j @,(.u, t) +-p- @,(x, t) = -A@,(x, t), W, dx I 
i = 1, 2, 3, . . . . n, 0 < t < cc 
@,b, f) = @z+ ,(.G t); x=x,, i= 1, 2, 3, . . . . n - 1 
Q; @t(x, f)=D,+, -$ @r+ 1(x, t); x=x,, i= 1, 2, 3, . . . . n- 1 
aocDl(x, I)-$ @,(x, t)=O; x=xg=a 
fJ,@,(x, t) + g Qin(x, t) = 0; x = x, = b, 
(2.1) 
(2.2) 
(2.3) 
(2.4) 
(2.5) 
where I is an eigenvalue of the system of equations (2.1) subject to the 
boundary conditions (2.2)-(2.5). In matrix notation (2.1) writes 
M(x)@ + N(t)@ = -A@, (2.6) 
where Q, = cD(x, t). 
Rigorously speaking the assumption of separation of variables 
@ = 9(x) o(t) = 2?(t) X(x), (2.7) 
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where 
W-u) = diag(r(, (.u), X,(s), X,(s), . . . . x,,(r)) = .fX(s) 
Y(t)=diag(O,(t), 0?(t), O,(r), ..,. O,,(t))=.fO(t) 
with .Y being the identity matrix, would be valid for the solution vector 
with X, (.u) satisfying 
@,+ l(f) X,(x)=----- 
O,(f) 
x, + I (-u); .Y = K . /. i = I( 2. 3, . . . . I? - I 
Y = .I.,, I = 1. 2, 3, ._., II ~ I 
.K = 0 
.‘i = h 
only when C,(t) = 0, + , (t)/O, (t) are coefficients that could be independent 
of t for i= I, 2, 3, . . . . n - 1 or when it could possibly be implicitly assumed 
that 
c,* = C,(t), where CT = lim L j7 
r- I T (I 
c, ( t ) cit. (2.X) 
Only in such a case (2.7) may be substituted in the preceding matrix 
equation to yield 
M(s)t/(t)X+N(t)Y(t)X= -ACr(f)X 
which is the same as 
M(x) Y(s)@ + N(t) 9(x)@ = -m(s)@. (2.9) 
Multiply the first of these two equations by 9 ‘(I) and the second by 
‘s ‘(-u) to obtain 
M(x)X= -[N(t)+i.f]X 
N(t)@= -[M(x)+i..~]@. 
The right-hand side of the first of the above equations, i.e., 
- [N(t) + kg], may become independent of 1 simultaneously when the 
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right-hand side of the second equation becomes independent of x only if 
they can be replaced by 
N(t) + n.a = -cd 
M(x)+M= -p, 
where CI and fi are parameters independent of t and x, respectively. In this 
case it is possible to write the two different eigenvalue equations 
M(x)X = ax 
N(t)@ = go (2.10) 
with 
P= -(a+A). (2.11) 
Our interest here is in the analysis of the spectrum of the compound 
eigenvalue 
Its a component represents the eigenvalue spectrum of the diagonal matrix 
of the second-order differential operator (D,/W,)(d’/dx’) and this is 
known to be discrete; i.e., it is a point spectrum. The p component, on the 
other hand, stands for the eigenvalue spectrum of the diagonal matrix 
of the function C,(t) of the operator of multiplication by t which is 
continuous in /I. Note that the eigensolutions of (2.10) are no ordinary 
functions of t but the Dirac generalized function. 
It is possible however to avoid continuous spectra problems of ortho- 
normalization (cf. [S]) by proceeding further to sample the problem 
(2.1)-(2.5) in time 
c,(t)=c,; t]-, <t < t,, j= 1, 2, 3, . . . . m, (2.12) 
where t, = 0 and t, = T 4 co. The posing problem reduces then to one of 
solving a further enlarged matrix eigenvalue problem with an entirely 
discrete spectrum. The most appropriate method appears here to be in 
utilizing the “Sign Count” algorithm [6] which is based on a repeated 
guess of the sign for the eigenvalues of elementary sample solutions. 
Note however that though this algorithm is applicable even when Z,(t) 
changes sign only once in [0, T], it is certainly inapplicable for oscillating 
C,(t) functions. As the underlying separation of variables assumption is not 
always valid, especially when the Z,(t) functions exhibit strong variations 
or discontinuities in time, then the search for alternative methods for 
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the estimation of ;I is worthwhile. In this respect an essential idea to be 
fully utilized in the following lemma is the replacement of the radiative 
boundary conditions ( 1.2 )-( 1.3) with the equivalent extrapolated (or 
Dirichlet ) boundary conditions 
@(a, t) = @(I;, t) = 0. (2.11) 
where 
2 = a - o,, 
h=h+rr,, 
(2.14) 
with 
D(S)=@(I), W(s)= W(a), C(x, t)=Z(a, I); ii G .Y 6 a 
(2.15) 
D(.u) = D(b), W(x) = W(b). C(.u, t) = C(b, tl; h<:.Y6t;. 
LEMMA. In order for 3. to he un eigencafue of ( 1. I )H 1.3). ~Aen 2’(.v. t ) 
is posit& definite for u < I 6 h untl 0 < t < Y_, It is nrcessar~~ (but tIr)l 
.suffi’c.irnt) that it should he a solution to the initial-calur prohlm 
di( t ) -= - 
dt 
1; D’~(.u)[C(s, t)+ W(s)E,(t)] ’ 2 (?i’?t)C(x, [)Lf.Y (3,,6) 
j; D”‘(S)[Z(.u. t) + W(x) i.(t)] ’ 7 W(s) tlr - 
tvith i.,,, being the solution of ( 1.1 )-( 1.3) fiw r = 0. 
Proof: Recall (2.1 ) in the form 
(2.17) 
For positive definite C,( f ) we may apply a modified Priifer substitution [7 ] 
to obtain 
@,(.I-, t)= A,(t) Q,~ “j(t) Sin[.yQ,’ ‘(t) + B,(r)], (2.1X) 
where 
C,(t) w, Q,(t)=7+, E.(t). I I 
(2.19) 
A,(t) and B,(f) are coefficients satisfying the boundary conditions (2.2 ). 
(2.3), and (2.13). 
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Since (2.1) subject to (2.13) is the Euler-Lagrange equation for the 
rudimentary Roussopoulos functional (cf. [9]) 
J=z N l s [.x(x, t)+ W(x) A(t)]@ -D(x) g 2 dx J{ [.11 (2.20) 
then the sampled problem of (2.1)-(2.3) and (2.13) is associated with the 
approximate functional 
Substitution of (2.18) in (2.21) yields after some algebra 
J,= -k i D,A’(t) Sin[(x-x,-r) Q:“(t)] 
,=l 
x Cos[(x, + x, 1) Q;“(f) + 2B,(t)]. 
Since J,, = J,,(/z(t)), then its extremization by n(t) demands that 
G- 2’ -0. 
Assuming further in (2.23) 
A,(t)xA,*= lim -! ST A,(t) dt T-x TO 
B,(t)xBP= lim A J’ B,(t) dt I‘+ x To 
to be valid we subsequently obtain 
i,(t)= -c:=, A:2G,W, t) D,“‘[W)+ w,n(t)]-‘/*c;(t) 
c:=, A,**G,(B,*, t) Df’*[Z,(t) + w,l(t)] -u2 w, ’ 
where 
G,(B,*, t)= (x-x-1) Cos[(x,-xi-,) Q,“‘(t)] 
xCos[(x,+-r,~,)Q,l”(t,+2B,*] 
-(x,+~,_~)Sin[(.~,-~,~,)Qt’~(t)] 
xSin[(x,+x,+,) Qf”(t)+2B,*]. 
(2.21) 
(2.22) 
(2.23) 
(2.24) 
(2.25) 
(2.26) 
(2.27) 
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Since 
lim G,(B,*, I)= lim (.X,-.X-, ,)=O (2.2X ) 
,I + I I, * I 
and lim,, ~~ , J,, = J. then it is possible to assume that 
lim A,*‘G,(B,*. t)=k (2.29 ) 
,* -+ I
and replace the sums in relation (2.26) by integrals to complete the proof. 
The solution of the nonlinear differential equation of the previous lemma 
yields the continuum part of the 1 spectrum whose discrete part IS 
obviously included in the initial condition A(O). 
It is necessary to note here that the mathematical rigor of the previous 
proof may be questioned only in relations (2.24) and (2.25). But they 
appear however to resemble to a certain extent the conditions (2.X) for 
validity of the assumption on separation of variables. 
3. CONCLUDING REMARKS 
The outlined variational derivation of the nonlinear first-order initial 
value problem for the eigenvalue of the boundary-value problem ( 1.1). ( 1.3 1 
with positive definite X(X, t) potentials may easily be extended to the case 
of negative definite potentials, the only difference being in the elementary 
sample solution which becomes hyperbolic. 
The reported procedure does not distort the general structure of the 
spectrum of A by retaining for its estimate a discrete and a continuum part. 
which indicates in some way the consistency of the approximations made 
by relations (2.24)-(2.25). One should not expect however the proved 
lemma to hold for potentials that are wildly discontinuous in time. 
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