We present a variant of the FEAST matrix eigensolver for solving restricted real and symmetric eigenvalue problems. The method is derived from a combination of a variant of the FEAST method, which employs two contour integrals per iteration, and a power subspace iteration process. Compared with the original FEAST method, our new method does not require that the search subspace dimension must be greater than or equal to the number of eigenvalues inside a search interval, and can deal with narrow search intervals more effectively. Empirically, the FEAST iteration and the power subspace iteration are in a mutually beneficial collaboration to make the new method stable and efficient.
1. Introduction. The availability of large-scale measurements of complex systems in the modern world allows data scientists to extract and analyze useful information from data. Principal Component Analysis (PCA) is a widely used linear dimension reduction technique. PCA seeks to reduce the dimension of the data by finding a few orthogonal linear combinations (i.e. principal components) of the original variables with the largest variance [21] . PCA estimates the principal components corresponding to the largest eigenvalues of the system covariance (correlation) matrix by using the sample covariance matrix, in hopes that a low-dimensional subspace formed by the estimated principal components retains the variation of the data as much as possible [21] . PCA has a wide range of applications, including computer vision [9] , videos surveillance [4] , finance [3] , and neuroscience [6] , among many others.
One drawback of typical PCA methods is that PCA can be inefficient if the number of system components (denoted N ) is comparable to the number of available measurements (denoted T ) so that the ratio r = N/T is not small, even though T is large. In this case, the sample covariance matrix is different from the "true" covariance matrix. As a consequence, if we consider only the main components of the empirical correlation matrix, as typical PCA methods do, these components are generally not optimal. Taking into account the eigenmodes associated to the low eigenvalues can greatly improve the quality of the predictions [5, 24, 25] . Since all eigenmodes potentially are important for data interpretation, it spurs us to develop an efficient and stable algorithm that allows one to compute a few largest eigenvalues and the corresponding eigenvectors in any given arbitrary interval of the spectrum domain for a large symmetric positive definite matrix.
In this paper, we consider the eigenvalue problem Ax = λx, x = 0, (1.1)
where A ∈ R n×n is symmetric. Since A is real and symmetric, its eigenvalues λ are real numbers. Given an open interval (a, b) on the real axis, our aim is to extract the first m largest eigenvalues from the set {λ|λ ∈ (a, b)}, along with the associated eigenvectors.
We solve this problem with the conventional subspace iteration method combined with a Rayleigh-Ritz projection procedure for the largest eigenvalues. Let K denote the eigenspace of A associated with all the eigenvalues in (a, b), and pick a random matrix Y ∈ R n×m such that
where span{Y } is the column space of Y . In this case, the conventional subspace iteration, when applied to A − σI for some appropriately chosen shift σ and starting with Y , produces approximations to the first m largest eigenvalues of A in (a, b) and their associated eigenvectors by projecting the problem onto the column space of (A − σI) k Y in the k-th iteration. Theoretically we should have
for all k. Computationally, however, property (1.3) is gradually lost as k is increasing, and some correction is needed from time to time to keep (1.3) hold as much as possible. Suppose Y k is a basis matrix of the subspace span{(A − σI) k Y }. One standard correction on Y k is to compute a Cauchy integral of the form
where i = √ −1 and Γ is the counterclockwise oriented circle in the complex plane with its center at c = (a + b)/2 and radius r = (b − a)/2. The computation of the integral requires solving a bunch of linear systems arising from the discretization by a quadrature rule. In the case when (a, b) is narrow (and accordingly r is small), the linear systems may be difficult to solve due to that the poles of the resulting rational filter are too close to the real axis. Instead of using (1.4), we adopt the following one as a corrector on Y k :
where Γ L and Γ R are two counterclockwise oriented circles in the complex plane that have equal radii of r. The center of the left circle Γ L is c L = b − r and that of the right Γ R is c R = a + r. The overlap of the two circles on the real axis is exactly the interval (a, b). Theoretically we have span{Z k } ⊂ K for the Z k obtained by (1.5) even though span{Y k } ⊂ K. The advantage of (1.5) over (1.4) is that the radius r is independent of the size of the interval (a, b). So, computationally, we can choose a relatively large r to avoid ill-conditioned linear systems to solve. The approach described above has led to an algorithm that can be viewed as a combination of the FEAST subspace iteration and the conventional subspace iteration. To distinguish these two iterations, we call the FEAST iteration a spectral projection subspace iteration and the conventional one a power subspace iteration throughout the paper. The resulting algorithm is therefore named FEAST-power subspace iteration with two contour integrations per iteration, and briefly as F 2 P.
The FEAST method was developed by Polizzi in [29] to compute all the eigenvalues of (1.1) inside a given interval (a, b), along with their associated eigenvectors. It is a subspace iteration method with a Rayleigh-Ritz procedure and is based on the contour integral (1.4). Its stability and robustness have been demonstrated in [23] and in other applications. Theoretical analysis exists in [37] and a comparison with some existing standard Krylov subspace eigensolvers was presented in [14] . The numerical computation and analysis of (1.4) have been discussed in depth in [15, 41] , and rational filters other than that induced by (1.4) were proposed in [39, 40] through least-squares processes. For real and symmetric matrices, it is possible to limit all the computations to real arithmetic [1] . Moreover, generalizations from the symmetric or Hermitian case to the non-Hermitian or even generalized non-Hermitian case have been made in [22, 41, 42, 43] .
Although F 2 P is designed to compute the first few largest eigenvalues in a given interval (a, b), it can be used to find all the eigenvalues in (a, b) as described in §3.4. Compared with FEAST, F 2 P has several advantages: (i) the radius r is independent of the size of the interval (a, b); (ii) the column size m of the starting matrix Y is not necessary to be set greater than or equal to the exact number s of eigenvalues in (a, b). Computationally, m loosely depends on s; (iii) F 2 P can handle relatively small interval (a, b). Capability of handling small intervals is important for a FEAST-type algorithm. When an interval is small, the corresponding s is small and therefore m can be chosen small accordingly. In this case, QR-factorization(s) can be performed per iteration to enhance the stability of the algorithm. The computation of a QR factorization [16] is usually avoided in a parallel computation due to a high communication cost and a high computational cost.
In [34] , Sakurai and Sugiura proposed a contour integral method, called a momentbased method, for the solution of the generalized eigenvalue problem
where A, B ∈ C n×n and Ω is a given region in the complex plane. The matrix B can be singular, but the pencil zB − A is assumed to be nonsingular for any z on the boundary Γ of the region Ω. The SS method was developed based on the contour integrals
where γ ∈ C and v ∈ C n . In this method, the original problem (1.6) is reduced to a small eigenproblem with Hankel matrices. Later in [35, 17, 20] , Sakurai et al. used a Rayleigh-Ritz procedure to replace the Hankel matrix approach to obtain more stable algorithms called SS-RR or CIRR. The SS-RR method is regarded as a Krylov subspace method [18, 19] , whereas the FEAST method is considered to be a subspace iteration method [37] .
The outline of the paper is as follows. In §2, we briefly review the FEAST algorithm [29] , and indicate some implementation challenges about it. In §3, we propose a new contour integration method named F 2 P which combines FEAST and the power subspace iteration to meet the challenges. In §4, numerical experiments are reported to illustrate the efficiency and applicability of F 2 P. Conclusions are made in §5.
Throughout the paper, algorithms are presented in Matlab style, and Matlab functions are written in typewriter font.
2. The FEAST method. Consider the eigenvalue problem (1.1) . Given an open interval (a, b) on the real axis, the FEAST method [29] computes all the eigenvalues inside (a, b) together with their associated eigenvectors. This restricted eigenvalue problem is solved through a Rayleigh-Ritz procedure(see, for instance, [32] ). Let K be the eigenspace in §1, and assume that some basis {v 1 , . . . , v s } of K is available.
Compute the eigenpairs (λ i ,x i ) of the generalized eigenvalue problem Ax =λBx where i = 1, . . . , s. Then the Ritz pairs (λ i , Vx i ) are the solution to the restricted eigenvalue problem.
To obtain a basis of K, let Γ be the positively oriented circle in the complex plane with center at c = (a + b)/2 and radius r = (b − a)/2. The residue
then defines a projection operator onto the eigenspace K (see, for instance, [29, 32, 37] ), where i = √ −1. It can be shown that
where Q (a,b) ∈ R n×s is the orthonormal matrix of eigenvectors associated with the eigenvalues of A in (a, b). Pick a random matrix Y ∈ R n×m with s ≤ m and set
We then almost surely have span(Z) = K. In other words, a largest set of linearly independent columns of Z is a basis for K. The contour integral in (2.3) is usually evaluated approximately by using a quadrature scheme. To compute the integral, we use the change of variable
Let X(t) be the solution of the matrix equation
Since c, r, A, and Y are real, the complex conjugateX(t) of X(t) solves the complex conjugate dual equation
Therefore we have
Real{e iπt X(t)} dt.
(2.4) Equation (2.4) essentially says that, to compute the integral in (2.3) over the circle Γ, one just needs to compute an integral along the upper semicircle of Γ. This observation has been made in [15, 29] . The integral in (2.4) is now approximated by using for example the Gauss-Legendre quadrature rule [8] on the interval [0, 1] with truncation order q:
where ω k and t k are the weights and nodes on [0, 1]. In (2.5), there are mq linear systems
to solve in order to obtain X(t k ). These linear systems are independent of each other and can be solved in parallel.
The conditions of the coefficient matrices of the linear systems in (2.6) mainly depend on r, t k , and A, but not on c. Suppose all the eigenvalues of A are contained by the interval [x 0 − ∆, x 0 + ∆] for some x 0 ∈ R and ∆ > 0, and let
the largest and the smallest singular values of z k I − A satisfy
Thus the condition number of z k I − A can be bounded as follows:
.
This bound shows that, the larger the radius r is and the farther away the t k 's stay from the endpoints of the interval [0, 1], the better-conditioned the linear systems in (2.6) are. The Z obtained by (2.5) is just an approximation. There is a distance between K and span(Z). The distance, however, attenuates exponentially through an iteration process on Z, as described in Algorithm 1 below. See [37] for the detail. Algorithm 1. (A FEAST algorithm for solving (1.1) with λ ∈ (a, b)) Input: A ∈ R n×n is symmetric, and Y ∈ R n×m is random with m ≥ s where s is the number of eigenvalues of A in the interval (a, b); the circle Γ centered at c = (a+b)/2 and with radius r = (b − a)/2; a maximum number max it of iteration; a convergence tolerance tol. Output: The computed eigenvalues and eigenvectors are stored in Eigvlu and Eigvtr respectively.
3. SetÂ = Z T AZ andB = Z T Z, and solve the generalized eigenvalue problemÂx =λBx to obtain the eigenpairs
Calculate the maximum relative residual norm τ = max{
If τ < tol, store the eigenvaluesλ i in the interval (a, b) in Eigvlu and their corresponding eigenvectors x i in Eigvtr, then break the for loop.
End
The FEAST algorithm is numerically stable. It can catch the desired eigenvalues accurately when it converges(see, for instance, [23, 29] ). The computational cost of the algorithm is the solution of the linear systems in (2.6), where A is usually large and sparse. As indicated in [14] , an optimized sparse direct solver (such as PARDISO [36] ) is typically used to solve these linear systems. Krylov subspace solvers, on the other hand, are also applicable and have been studied systematically in [14] .
We can observe a few challenges about the implementation of the FEAST algorithm. First, if the provided interval (a, b) in which the eigenvalues and the associated eigenvectors are desired is narrow, the radius r = (b − a)/2 of the circle Γ is small. In this case, the linear systems in (2.6) are likely to be ill-conditioned to solve according to (2.7). Of course, one can choose a larger interval (â,b) containing (a, b) and compute the eigenvalues in (â,b), then extract those in (a, b), but then some extra computational cost is required and the cost may not be modest. Second, from our experiments, if we perform a QR factorization on Z after Z is computed in Line 2, then set Z = Q in Line 3 and Y = Q in Line 4, Algorithm 1 will be much more stable in performance. However, the computation of a QR factorization often constitutes a bottle-neck on modern computers due to a high communication cost and is not favorable for a parallel computation. Third, Algorithm 1 will fail to converge if the column size m of the starting matrix Y is less than the exact number s of the eigenvalues in the interval (a, b). In other words, that m ≥ s is a necessary condition for the algorithm to converge. So m depends on s strongly.
Noting the challenges above, we propose solutions to the following questions in the next section: (1) can we choose a large r in the case when the interval (a, b) is small? (2) while performing a QR factorization is not favorable in a parallel computation, it is still feasible in practice when the column size m of Z is small. So can we ignore the restriction of m ≥ s and choose a small m in the FEAST algorithm? (3) if m is chosen small, how to find all the eigenvalues in a given interval (a, b)?
3. The FEAST-power subspace iteration method. The solutions to the first two questions at the end of §2 lie in the following observations.
A contour integral (2.1) on the resolvent operator (zI −A) −1 of A over a circle that encloses exactly the desired eigenvalues gives a projection operator onto the associated eigenspace K. Similarly, a combination of contour integrals on (zI − A) −1 over two circles whose overlapping region contains exactly the same desired eigenvalues will also provide a projection operator onto K. Theoretically the two circles can be chosen arbitrarily large.
Suppose the interval (a, b) contains the dominant eigenvalues of A − σI where σ is a shift. As k is increased and with some appropriate normalization on (A − σI) k , the dominant eigenvalues of (A−σI) k remain in (a, b), but the relatively small eigenvalues are leaving the interval. As a result, the number of eigenvalues of (A − σI) k in (a, b) is decreasing as k is increasing. Thus we can apply the FEAST algorithm to (A − σI) k for large enough k's with a relatively small m.
A FEAST algorithm with two contour integrations (FEAST 2 ).
Pick two circles Γ L and Γ R in the complex plane, as described as in §1. Define a+2r) . It is easy to see that
To obtain a basis Z for K, we can then apply
The following Algorithm 2 is a generalization of Algorithm 1. It involves the computation of two contour integrals and the QR factorization of Z per iteration.
The input and output quantities A, Y, max it, tol, Eigvlu, and Eigvtr are as described as in Algorithm 1. Γ L and Γ R are the circles with equal radii of r and centered at c L = b − r and c R = a + r respectively.
4.
Compute the QR factorization Z = QR of Z where Q ∈ R n×m and R ∈ R m×m . Set Z = Q and Y = Q.
5.
SetÂ = Z T AZ and solve the eigenvalue problemÂx =λx to obtain the eigenpairs
and their corresponding eigenvectors x i in Eigvtr, then break the for loop.
End
Theoretically the choice of the radius r in Algorithm 2 is independent of the interval (a, b). Computationally, however, r should not be chosen arbitrarily large especially when (a, b) is narrow, otherwise the subspace span{Z} resulting from the computed Z will be far from K due to computer rounding errors and the truncation error of the quadrature rule in (2.5) and, as a result, the computed eigenpairs in Line 5 will not be accurate.
Like the FEAST algorithm, Algorithm 2 still requires m ≥ s. As we noted in §2, when m is large, the computation of the QR factorization of Z in Line 4 is time-consuming in a parallel computation due to a high communication cost. The restriction of m ≥ s, however, can be lift by incorporating a power subspace iteration process into the algorithm.
3.2.
A power subspace iteration algorithm (PSI). Subspace iteration is an eigenvalue algorithm that permits us to compute a m-dimensional invariant subspace. It is a straightforward generalization of the power method for one eigenvector. Let us focus on real and symmetric matrices. Given a symmetric A ∈ R n×n and starting with Y ∈ R n×m , the algorithm produces scalar sequences that approach the m dominant eigenvalues of A and vector sequences that approach the corresponding eigenvectors. The following is a simple subspace iteration algorithm [28, 32] . Algorithm 3. (A PSI algorithm) The input and output quantities A, Y , max it, tol, Eigvlu, and Eigvtr are as described as in Algorithm 1 except that m does not need to be greater or equal to s.
If τ < tol, store the eigenvaluesλ i in Eigvlu and their corresponding eigenvectors x i in Eigvtr, then break the for loop. 6.
Set
Assume that the eigenvalues of A are arranged in deceasing order in size. That is,
Then the rate of convergence of the ith computed eigenvector x i (i.e., the eigenvector associated with λ i ) depends on the ratio |λ m+1 /λ i |. More precisely, the distance between x i at iteration k and the true eigenvector v i associated with λ i is O(|λ m+1 /λ i | k ) (see, for instance, [32] ). If |λ m+1 /λ i | is close to 1, the convergence can be very slow, and other approximation methods may be preferred.
3.3.
A FEAST-power subspace iteration algorithm with two contour integrations (F 2 P). Power subspace iteration is usually used to find some eigenvalues of the largest magnitude in the spectrum of a matrix A, but it can also be used to find some largest eigenvalues of A in magnitude in a given interval (a, b). In fact, if Algorithm 3 is applied to the matrix AP Γ K ∩Γ R , or equivalently, applied to A but starting with P Γ L ∩Γ R Y , then the algorithm will converge to the first m dominant eigenvalues in the interval (a, b), where P Γ L ∩Γ R defined by (3.1) is an orthogonal projector onto the eigenspace K associated with the eigenvalues in (a, b). In this case, the Y in Algorithm 3 satisfies (1.2) in every iteration.
Satisfying the condition (1.2) is crucial in order to find eigenvalues in (a, b). Computationally, however, the columns of Y can not strictly lie in K due to roundoff errors and the truncation error of a quadrature rule. As a result, Algorithm 3 will eventually converge to the dominant eigenvalues of the whole spectrum of A rather than to the dominant eigenvalues in (a, b). To avoid this happening, it is necessary to make a correction on Y by applying the operator P Γ L ∩Γ R on it from time to time during the iteration process of Algorithm 3 in order that (1.2) is kept satisfied as much as possible.
To speed up the convergence of Algorithm 3, one can apply the algorithm to a shifted matrix A − σI with the shift number σ being carefully chosen. Let the eigenvalues of A in (a, b) be arranged decreasingly:
and suppose we want to find the m largest eigenvalues λ 1 , . . . , λ m . If Algorithm 3 is applied to A − σI, then the corresponding rate of convergence for each computed eigenvector 
Note that the matrices A and A − σI share the same eigenvectors. When we apply Algorithm 3 to A − σI to obtain the m largest eigenvalues λ 1 , . . . , λ m of A, the A in Line 3 of the algorithm can be kept unchanged while the A in Line 6 is replaced by A − σI.
All the previous algorithms use the same stopping criterion which relies on the relative residual Ax i −λ i x i 2 / x i 2 of the computed eigenpair (λ i , x i ). This stopping criterion is not good enough from our numerical experiments since the matrix A is not scaled into a matrix of order one in magnitude. Instead, we shall adopt the relative residual
where ρ is a scale factor and is defined by
where y ∈ R n is a random vector with iid elements from N (0, 1), the normal distribution with mean 0 and variance 1. Approximately ρ is the square root of the average of the squares of the eigenvalues of A.
We now summarize the above discussions in the following Algorithms 4 and 5. Algorithm 4 is a revised version of Algorithm 3 applied to the matrix A − σI. We have added some tests to determine if (1.2) is violated in the algorithm. Instead of computing the m dominant eigenvalues of A like Algorithm 3, the algorithm computes only the first num cmp largest eigenvalues of A in (a, b) where num cmp is a positive integer not greater than m. Set err = −1, count = 0, and count1 = 0. 8.
Set eigm = ∞. % eigm stands for the m-th largest eigenvalue λ m in (3.2). 9.
For i = 1, . . . , m 10.
Determine i 0 so thatλ i0 = max{λ 1 ,λ 2 , . . . ,λ m }.
11.
Ifλ i0 ∈ (a, b) 12. count1 = count1 + 1.
13.
If count1 ≤ num cmp 14.
Compute erri = Ax i0 −λ i0 x i0 2 /(ρ x i0 2 ).
15.
If erri < tol % if erri < tol, we considerλ i0 as a desired eigenvalue. 16 
End
In Lines 6-25, Algorithm 4 selects the first "num cmp" largest eigenvaluesλ i that lie in the interval (a, b) and their corresponding eigenvectors x i . In Lines 27-48, several tests for the violation of condition (1.2) are presented. The design of the tests is similar to that of the stopping criteria in Algorithm 5 of [43] . When a test is passed, the iter-for loop is stopped, and the algorithm outputs the iteration matrix Y for a correction. The following Algorithm 5 will perform the correction (in its Lines 5 and 6) by pre-multiplying Y by P Γ L ∩Γ R .
Ideally the shift σ should be computed by (3.3), but this is not possible because the information about λ m+1 is not available in the algorithm. Instead, we use the equation Our experiments showed that the eigenvalues computed by Algorithm 4 converge at different rates, usually with the larger ones converging faster. So, instead of out-putting all the "num cmp" computed eigenvalues, Algorithm 5 below only outputs those with higher convergence rates. More precisely, Algorithm 5 outputs "num out" of the "num cmp" eigenvalues computed by Algorithm 4 where "num out" is a positive integer not greater than "num cmp". Algorithm 5. (A F 2 P algorithm for some largest eigenvalues in (a, b)) Input: A ∈ R n×n is symmetric and Y ∈ R n×m is random; the circles Γ L and Γ R are described in Algorithm 2; The quantities num cmp, num eigm, min eig, and max it are as described as in Algorithm 4; num out is a positive integer not greater than "num cmp". It is the number of eigenpairs that the algorithm outputs; sub max it and sub tol are a maximum number of iteration and a tolerance respectively, used by Algorithm 4.
Output: The first "num out" largest eigenvalues of A in (a, b) are output and stored in decreasing order in Eigvlu, their corresponding eigenvectors in Eigvtr, and their corresponding relative residual norms in ErrList. 
The output eigenvalues in Eigvlu and eigenvectors in Eigvtr of the algorithm have the smallest maximum relative residual norm.
Algorithm 5 is a combination of a spectrum projection subspace iteration (Lines 5-6) and a power subspace iteration (Line 7). It uses the spectrum projection iteration to keep the computed Y satisfying (1.2) and the power iteration to find the desired eigenvalues and eigenvectors. In precise arithmetic and assuming the integrals in Lines 5-6 are computed accurately, Algorithm 5 is basically Algorithm 4.
We also remark that Algorithm 5 will reduce to a version of Algorithm 2 with a different stopping criterion if we set m ≥ s and sub max it = 1 in the algorithm. In the case when sub max it = 1, Algorithm 5 does not involve any power subspace iteration.
3.4. All the eigenvalues in an interval. As we have seen, Algorithm 5 can only find some of the largest eigenvalues of A in a given interval (a, b). If we want to find all the eigenvalues in (a, b) , what can we do? Here is a strategy for achieving the goal. First, apply Algorithm 5 to the interval (a, b) to obtain some largest eigenvalueŝ λ
Then, apply the algorithm to the interval (a 1 , b 1 ) to obtain some largest eigenvaluesλ
k2 and set a 2 = b 2 − δ, then apply the algorithm to the interval (a 2 , b 2 ). This process is repeated until all the eigenvalues in (a, b) have been found.
If a given interval is large, one can divide it into smaller subintervals, then apply the strategy in parallel to each of the subintervals.
Numerical Experiments.
In this section, we present some experiments to illustrate the behavior of Algorithm 5 using two test matrices. The matrices are both real and symmetric, and are from The University of Florida Sparse Matrix Collection [7] :
(1) Na5 is a 5832 × 5832 matrix with 305, 630 nonzero entries, from a theoretical/quantum chemistry problem. Its spectrum range is [−0.1638, 25.67]. (2) Andrews is a 60, 000 × 60, 000 matrix with 760, 154 nonzero integer entries, from a computer graphics/vision problem. Its spectrum range is [0, 36.49]. All the computations were carried out in Matlab version R2017b on a Windows 10 machine. In the numerical comparisons, we assume that the eigenvalues and eigenvectors computed by the Matlab functions eig and eigs are accurate and we treat them as the exact eigenvalues and eigenvectors.
In (2.5), we use the Gauss-Legendre quadrature on the interval [0, 1] with q = 8. As for the solution of the linear systems in (2.6), we employ the two-term recurrence Krylov subspace solver BiCG [11] . BiCG requires two matrix-vector multiplications per iteration and is robust in performance. We solve each of the mq linear systems in (2.6) sequentially with the initial guess x = 0 and the stopping criterion r 2 / b < 10 −10 in BiCG, where b represents the right hand side of a linear system and r is a computed residual vector. We remark that BiCG can be replaced by any other linear solver (see, for instance, [16, 31, 38] for other linear solvers). We note that when A is real and symmetric, we can use the MINRES method [27] , a symmetric version of GMRES [31, 33] , which just needs one matrix-vector multiplication per iteration.
The values of the following input arguments of Algorithm 5 are fixed for all the experiments: Y ∈ R n×m is a random matrix with iid elements from N (0, 1), num eigm = 5, max it = 50 or 100, sub tol = 10 −1 , min eig = −1 for Na5, min eig = 0 for Andrews, and num cmp = m/2 , num out = m/2 or m/4 , where · rounds its argument to the nearest integer towards minus infinity. Further, the following quantities are also fixed except otherwise specified: sub max it = 100, r = 5 for Na5 and r = 2 for Andrews where r is the equal radii of the circles Γ L and Γ R . Av i − λ i v i 2 / v i 2 < 1.02 × 10 −13 where n = 5832 is the size of Na5. For this matrix, the scale factor ρ ≈ 11.72. Experiment 1. In this experiment, we compare the performances of FEAST, FEAST 2 , and F 2 P in terms of the minimum maximum relative residual norm τ r and the maximum relative error τ λ defined by
where (λ In this experiment, we do not use Algorithm 1 as the FEAST algorithm, we use the one described here instead: in Algorithm 5, we delete Line 6, and set Γ L to be the circle with center c = (a + b)/2 and radius r = (b − a)/2; in addition, we set sub max it = 1. Similarly, we employ Algorithm 5 with sub max it = 1 rather than Algorithm 2 as the FEAST 2 algorithm. For the F 2 P algorithm, we use Algorithm 5.
We choose the interval (a, b) = (11.8, 12) to consider. This interval contains 84 eigenvalues and is in the middle of the spectrum of the matrix. The numerical results are presented in Tables 4.1 and 4.2. We also plot τ (k) r against the iteration number k for each case of Table 4 .2 in Figures 4.1 and 4.2 .
The computed eigenpairs usually have different convergence rates with those associated with more dominant eigenvalues converging faster. This phenomenon is illustrated by the results in Tables 4.1 and 4.2 where we have set num out = m/2 and m/4 respectively. The computed eigenpairs associated with the first m/4 largest eigenvalues indeed converge faster than those associated with the first m/2 largest eigenvalues because the τ r 's and τ λ 's in Table 4 .2 are smaller.
The experimental results also show that the τ λ 's are generally several orders of magnitudes smaller than their corresponding τ r 's, implying that the computed eigenvalues generally have higher orders of convergence than their corresponding computed eigenvectors do. 1 : m is the column size of the iteration matrix Y , nc(= num cmp) and no(= num out) the input arguments of Algorithm 5, τr and τ λ defined by (4.1) and (4.2), #iter the maximum number of BiCG iterations required by the linear system in (2.6) that takes the longest to converge, and #(A−σI)Y the total number of the shifted matrix (A−σI) times Y performed by F 2 P, i.e. #(A − σI)Y = sum(N umAY Hist) where N umAY Hist is an output argument of Algorithm 5. In this experiment, we set max it = 50. In each case of this experiment, we observed that #eig out in (4.3) was equal to num out. In the case when m = 70, FEAST and FEAST 2 fail to converge. It is because the necessary condition that m ≥ s for the two algorithms is violated in this case. The F 2 P algorithm (an algorithm of FEAST 2 plus a power subspace iteration process), on the other hand, still converges well. It is clear that the SPI process has played an important role on the convergence. In all other cases except m = 110, the convergence of FEAST 2 is also accelerated by the SPI process. In the case when m = 110, the F 2 P and FEAST 2 algorithms are identical because #(A − σI)Y = 0.
FEAST
Finally, the Krylov subspace solver BiCG takes much less iterations to converge when it solves the linear systems (2.6) associated with FEAST 2 and F 2 P, because the linear systems associated with FEAST 2 and F 2 P are less ill-conditioned due to a relatively large circle radius r = 5. Experiment 2. In §3.3, we have seen that the convergence rate of the ith eigenvector x i computed by Algorithms 4 or 5 depends on the ratio |(λ m+1 − σ)/(λ i − σ)| where σ is given by (3.5) . There are two situations in which this ratio is likely to be close to 1, and as a result the convergence may be slow: (i) λ i and λ m+1 are likely to be close from each other when the exact number s of eigenvalues in the interval (a, b) is much larger than m; (ii) the shift σ is probably far from both λ i and λ m+1 when the interval (a, b) is large. We demonstrate the behaviors of Algorithm 5 in these two situations, and also show the ability of Algorithm 5 catching eigenvalues in the case when the interval (a, b) is narrow. In [13, 15, 40] , situations where the spectrum of A may cause slow or varying convergence rates of FEAST are discussed and remedies are provided.
In this experiment, we pick a sequence of intervals in decreasing length for (a, b), and fix m = 60, num cmp = 30, num out = 15 in Algorithm 5. About max it, we first set it to 50, then increase it to 100. The numerical results are listed in Tables 4.3 and 4.4. From the tables, we can see that Algorithm 5 converges very slowly in the case where (a, b) = (11.5, 12) with s = 200 which is much larger than m. However, as we reduce the length of the interval (a, b), the number s of eigenvalues in (a, b) decreases accordingly and the algorithm tends to converge faster. Moreover, it is interesting to see that the algorithm is capable of catching the eigenvalues in (a, b) accurately even when (a, b) is very narrow, given that the equal radii r of the circles Γ L and Γ R is set to 5.
Even though the choice of m in Algorithm 5 is not required to be greater than s, it loosely depends on s computationally. It should be chosen to be near s in order to have the algorithm converge fast. To reduce the dependence of m on s, a spectral transformation [28] , in particular, a transformation made by a certain polynomial may be needed [2, 10] . Moreover, techniques of efficiently estimating the value of s have been developed in the literature, see, for instance, [12, 22, 26, 37, 41] .
The following two phenomena about Algorithm 5 are also observed in this experiment. First, the computed eigenvalues seem to converge faster than their associated computed eigenvectors since τ λ is usually smaller than its corresponding τ r by several orders of magnitude. Second, in the cases when s > m, the total numbers of (A − σI) times Y performed by the algorithm are significantly large. This implies that the power subspace iteration plays a heavy role in the convergence of the algorithm in these cases. When s < m, on the other hand, the spectrum projection subspace iteration is dominant since #(A−σI)Y ≈ 0. In the case when #(A−σI)Y = 0, Algorithm 5 is reduced to a FEAST 2 algorithm. However, that s < m may not necessarily imply #(A − σI)Y ≈ 0 (see Experiments 3 and 6 below). Experiment 3. In this experiment, we test the performance of Algorithm 5 at the two ends of the spectrum. We select two intervals near each end, and fix m = 60, num cmp = 30, num out = 30 and max it = 50 in Algorithm 5. Experimental results are shown in Table 4 .5 and the convergence histories of the algorithm are plotted in Figure 4 .3. The results reveal that Algorithm 5 converges faster near the right end of the spectrum. It is probably because the part of the spectrum at the right end has Experiment 4. We illustrate the scenario described in §3.4 of finding all the eigenvalues in a given interval by Algorithm 5.
Let us consider the interval (a, b) = (11.7, 12) and find all the 125 eigenvalues in it. The length δ of this interval is 0.3. We set m = 80, num cmp = 40, num out = 20 and max it = 50 for Algorithm 5 in this experiment. We first apply Algorithm 5 to the interval (a, b) to obtain the first 20 largest eigenvalues in it:λ (1) 20 = 11.9542. To pick a b 1 , we evenly divide (a, b) into ten subintervals and find that the subinterval (11.94, 11.97) containsλ (1) 20 . Then we set b 1 = 11.97, a 1 = b 1 −δ = 11.67, and apply Algorithm 5 to the interval (a 1 , b 1 ) to obtain the first 20 largest eigenvalues in it:λ
withλ
(2) 1 = 11.9686 andλ (2) 20 = 11.9278. To pick a b 2 , evenly divide (a 1 , b 1 ) into ten subintervals. Sinceλ (2) 20 lies in the subinterval (11.91, 11.94), we set b 2 = 11.94, and accordingly a 2 = b 2 − δ = 11.64, then apply Algorithm 5 to the interval (a 2 , b 2 ) to get the first 20 largest eigenvalues in it:λ obtained satisfy max 1≤i≤500 Av i − λ i v i 2 / v i 2 < 9.52 × 10 −10 , 4.06 × 10 −10 , and 1.16 × 10 −11 respectively. For this matrix, the scale factor ρ ≈ 12.59.
Experiment 5. We repeat Experiment 2 on the matrix Andrews. The sequence of intervals chosen and the detailed numerical results are presented in Table 4 .7. In this experiment, similar observations to those in Experiment 2 can be made again. Experiment 6. We test Algorithm 5 on the three intervals (4.95, 5), (17.95, 18) , and (30, 31) . The intervals locate at the ends and in the middle of the spectrum of A respectively. Results are shown in Table 4 .8 and the convergence histories of τ (k) r against the iteration number k are plotted in Figure 4 .4.
Among the three intervals, the eigenpairs in the interval (4.95, 5) are the most difficult to find. The relative residual τ (k) r is around O(10 −3 ) in most of the time in the first 50 iterations before it starts to drop (see Figure 4 .4(a)).
Conclusions.
We incorporate a power subspace iteration process into the FEAST eigensolver to solve real and symmetric eigenvalue problems. Together with two contour integrations per iteration, our approach is advantageous for finding the eigenvalues and the associated eigenvector in a narrow interval. When an interval is small, the number s of the eigenvalues inside the interval is likely small. As a consequence, the column size m of the iteration matrix Y can be chosen small. Hence, the QR factorization can be performed more efficiently, compared with the regular FEAST algorithm. Furthermore, our approach lifts the strict restriction posed by FEAST, i.e. m ≥ s.
Numerical experiments indicate that (i) the new algorithm is an efficient, robust and accurate eigensolver for computing extreme as well as interior eigenvalues; (ii) m loosely depends on s. More experiments, however, especially on test data of large size (e.g., hundred thousands or more) are needed to better understand the behavior of the proposed algorithm. Our future work includes further reducing the dependence of m on s and improving the convergence rate for the eigenvectors.
Finally, we remark that the recent research on robust PCA and Principal Component Pursuit (PCP) extends the classical PCA to a subspace estimation method by sparse representation and rank minimization [4] . One difficulty of this class of methods is that all these methods require computing Singular Value Decomposition (SVD) for some matrices. The computational cost is very high for a large-scale data set [4] . Although the computation of the SVD can be replaced by the power method to reduce the cost [30] , the shortcoming for the straightforward power method is that it finds only the dominant eigenvalues (singular values) in the entire spectrum domain. The F 2 P algorithm proposed in this paper can be easily parallelized to compute different regions of eigenvalues (singular values) and the corresponding eigenvectors. Therefore the F 2 P algorithm is advantageous for this class of methods and can be used to replace the existing algorithms for finding the singular values.
