Abstract In this paper, by using a generalization of Ostrowski' and Chun's methods two bi-parametric families of predictor-corrector iterative schemes, with order of convergence four for solving system of nonlinear equations, are presented. The predictor of the first family is Newton's method, and the predictor of the second one is Steffensen's scheme. One of them is extended to the multidimensional case. Some numerical tests are performed to compare proposed methods with existing ones and to confirm the theoretical results. We check the obtained results by solving the molecular interaction problem.
Introduction
Solving nonlinear equations and systems is an important task in theory and practice, not only for Applied Mathematics, but also for many branches of Science and Engineering. A glance at the survey [1] and the references therein show a high level of contemporary interest. In case of problems coming from Chemistry, nonlinear equations regularly appear: in the reaction-diffusion equations that arise in autocatalytic chemical reactions (see [2] ), iterative methods can be applied; also in the analysis of electronic structure of the hydrogen atom inside strong magnetic fields (see [3] ). Moreover, numerical performance of some chemical problems allows us to check the models of observable phenomena [4] . Even more, many problems from Chemistry consist in finding chemical potentials that are basic for studying other thermodynamic properties: the modeling of such potential leads to nonlinear integral equations that can be reduced to a set of nonlinear algebraic equations (see [5] and [6] for example).
Let us consider the problem of finding a simple zero of the nonlinear function f : I ⊂ R → R, that is, a solution ξ ∈ I of the nonlinear equation f (x) = 0. The most used iterative techniques to determine these roots can be classified as: (a) methods that require only functional evaluations of f , and (b) schemes whose formula require evaluations of the function and its derivatives. There are two simple and effective known methods that represent these classes: Steffensen's scheme [7] 
where
, and Newton's procedure (see [8] )
where f (x) is the first derivative of function f (x). The order of convergence of both methods is two. Multipoint methods have been developed as a result of the search for iterative methods to solve nonlinear equations with fast convergence and small number of operations or functional assessments per iteration. The most important class of multistep schemes are the optimal methods in the sense of Kung-Traub conjecture [9] .
The problem of solving a system of nonlinear equations is avoided as far as possible. Generally, the nonlinear system is approximated by a system of linear equations. When this is not satisfactory, the problem must be confronted directly. The direct way is to adapt the methods designed for the scalar case to several variables. A scalar variable is replaced by a vector incorporating all the variables. Hence arises the greatest difficulty to get new iterative methods for nonlinear systems, since not always the methods of nonlinear equations are extensible to systems directly.
Recently, the weight-function procedure has been used, with some restrictions, in the development of high order iterative methods for systems: see, for example the papers of Sharma et al. [10, 11] and Abad et al. [12] , where the authors apply the designed method to the software improvement of the Global Positioning System. On the other hand, a common way to generate new schemes is the direct composition of known methods with a later treatment to reduce the number of functional evaluations (see [13] [14] [15] [16] , for example). A variant of this technique is the so called Pseudocomposition, introduced in [17, 18] .
The aim of this work is to design new parametric families of iterative methods for nonlinear equations by using some of the known methods and subsequently extend one of them to systems of nonlinear equations. For this purpose we have used Ostrowski' [19] and Chun's [20] methods with iterative schemes
respectively, where y k is the step of Newton's method. These methods will be denoted by OM1 and CM1, respectively. The paper is organized as follows: we start in Sect. 2 with the design of the families of iterative methods for nonlinear equations, with and without derivatives. Section 3 is devoted to the extension of the obtained family with derivatives to systems of nonlinear equations by using the divided difference operator. By means of standard test functions and the problem of molecular interaction, in Sect. 4, we confirm the theoretical results. We finalize the paper with some concluding remarks in Sect. 5.
Design of the families for nonlinear equations
We propose a new family as a generalization of Ostrowski' and Chun's methods in the form:
where α, a 1 , a 2 , b 1 and b 2 are real parameters. In the following result we show which values of the parameters are necessary to guarantee the order of convergence is at least 4. 
Proof To prove the local convergence of our iterative process to the solution of f (x) = 0 we use the Taylor series expansion of the functions involved around the solution
By direct division of (6) and (7) and substituting the obtained result in the first step of the proposed iterative method (5) we obtain:
By using again the Taylor series expansion we obtain:
where (5) where
the error equation for the iterative method (5) takes the form:
, then B 2 = 0 and we obtain for the error equation the following expression:
. We see that if a 2 = a 2 1 (b 2 − 2), then B 3 = 0 and
so the order of convergence is at least four.
Therefore, we obtain the following iterative formula for the bi-parametric family
We present some particular cases of (9): 1. If b 2 = 2, the parameter a 1 disappears and the resulting scheme is Chun's method. 2. When a 1 = 1, the iterative formula takes the form:
and we have a one parametric family including the original methods as particular cases: (a) if b 2 = 2, as we have said, we have Chun's method (4) and (b) if b 2 = 0, we get Ostrowski's scheme (3). 3. For any a 1 = 0 and b 2 = 0, the iterative formula is:
If we denote −2(a 1 − 1) = β, then −2a 1 = β − 2 and we get King's family [21] 
4. For any a 1 = 0 and b 2 = 1, the iterative formula takes the form:
At this point, can we get a similar family by approximating the derivatives by divided differences and preserving the order of convergence? The answer is given in the following result, where a technique describe in [22] .
Theorem 2 Let f : I ⊆ R → R be a sufficiently differentiable function in an open interval I , such that ξ ∈ I is a simple solution of the nonlinear equation f (x) = 0.
Then, the sequence {x k } k≥0 obtained by using the expression
and for all a 1 and b 2 ∈ R, with a 1 = 0. The error equation is
Proof By using the Taylor series expansion of the function f (x k ) around ξ (6), we obtain the following expressions:
Hence, substituting these expressions in (10), we obtain the following result for y k : By using the Taylor series expansion again, we obtain the following expression:
where 3 and
. Through these results we get the following error equation for the iterative scheme (10):
If α = 1, then B 1 = 0 and the error equation takes the form:
, B 2 = 0 and we obtain for the error equation the following expression:
Then, we obtain the following iterative formula for the bi-parametric family
and we define the following particular cases of the (12): 1. If b 2 = 2, then parameter a 1 is canceled in the iterative expression, that corresponds to the derivative-free Chun's scheme (CM2). 2. When a 1 = 1, the iterative formula takes the form:
and we have a one parametric family that includes the derivative-free versions of original schemes: (a) if b 2 = 2, we have derivative-free Chun's method, whose iterative expression is
and (b) if b 2 = 0, we obtain derivative-free Ostrowski's method (OM2), with the iterative expression
3. When a 1 = 0 and b 2 = 0, the iterative formula takes the form:
If we denote −2(a 1 − 1) = β, then −2a 1 = β − 2 and we get the derivative-free King's family
4. When a 1 = 0 and b 2 = 1, the resulting iterative formula is:
.
Extension to systems of nonlinear equations
The objective of this section is to give a generalization to several variables of one of the families obtained in Sect. 2, preserving the local order of convergence. In order to get this aim, we are going to use the divided difference operator. Let us consider a sufficiently differentiable function F : ⊆ R n → R n in a convex set ⊂ R n and let ξ ∈ be a solution of the nonlinear system
In the proof of the following result, we will use the Genochi-Hermite formula (see [8] )
The extension to multivariate case of family (5) requires to rewrite the iterative expression in such a way that no functional evaluation of the nonlinear function remain at the denominator, as they will become vectors in the multivariate case. To get this aim, let us consider that, being the first step of the iterative process
. By using this, we can rewrite the quotient
By using this transformation, the proposed family (5) is fully extensible to several variables,
and [x (k) , y (k) ; F] denotes the divided difference operator of F on x (k) and y (k) , identity matrix is denoted by I and F x (k) is the Jacobian matrix of the system. In the proof of the following result we are going to use the notation introduced in [23] .
Theorem 3 Let F: ⊆ R n → R n be a sufficiently differentiable function in a convex set and ξ ∈ be a solution of F(x) = 0. Let us suppose that F (x) is continuous and nonsingular at ξ . Then, the sequence {x (k) } k≥0 obtained by using the iterative scheme (13), converges to ξ with order of convergence at least four if
and for all a 1 and b 2 ∈ R with a 1 = 0. The error equation is
Proof By using Taylor expansion around ξ , we obtain:
Let us consider
Forcing F x (k) −1 F x (k) = I , we get X 2 = −2C 2 , X 3 = 2C 2 2 − 3C 3 and X 4 = −4C 4 + 6C 3 C 2 − 4C 2 2 + 6C 2 C 3 . These expressions allow us to obtain
By using (14) and the Taylor series expansion around ξ we obtain
; F] by using (14) ,
where y (k) ) as the inverse of matrix M:
and
. Thus, we obtain the error equation of the proposed method
. If α = 1, then H 1 = 0 and the error equation takes the form:
We introduce this value of b 1 and obtain the new form of the error equation
, the error equation is:
and this shows that the proposed method has order of convergence at least four.
Under the assumptions made in the previous result, the iterative scheme of the bi-parametric family (13) takes the form:
In the following we propose some particular cases: 1. As in the scalar case, if b 2 = 2,
and the resulting scheme is the extended Chun's method for nonlinear systems (CM3).
and we have a parametric family. Some particular cases of this class are the following: (a) If b 2 = 2, we have Chun's method transferred to systems
(b) If b 2 = 0, we get Ostrowski's method transferred to systems (OM3)
3. For any a 1 = 0 and
4. For any a 1 = 0 and b 2 = 1, At the sight of the results in Table 1 , we conclude that the new methods have an excellent behavior, giving the best error estimations in all cases. Now, the elements of the family of derivative-free methods that we are going to use are: Method ρ Iter In these numerical experiments, we compare the extension for systems of Ostrowski's method (OM3) and Chun's method (CM3), MA3, MB3 and MC3 with Newton's method (NM), Jarratt's method (JM) and Traub's method (TM):
Numerical results
In order to preserve the local order of convergence we use in our computations a symmetric divided difference operator. In general, numerical results confirm theoretical ones. The proposed methods for systems behave better or equal to Jarratt's scheme, that is widely used as fourth-order method for systems. Moreover, the transferred Ostrowski' and Chun's methods for solving nonlinear systems have also a good performance.
Molecular interaction problem
To solve the equation of molecular interaction, (see [28] )
we need to deal with a boundary value problem with a nonlinear partial differential equation of second order. To estimate its solution numerically, we have used central divided differences in order to transform the problem in a nonlinear system of equations, which is solved by using the proposed methods of order four and five. The discretization process yields to the nonlinear system of equations,
where u i, j denotes the estimation of the unknown u(x i , y j ), x i = ih with i = 0, 1, . . . , nx, y j = jk with j = 0, 1, . . . , ny, are the nodes in both variables, being h = 1 nx , k = 1 ny and nx = ny. In this case, we fix nx = ny = 4, so a mesh of 5 × 5 is generated. As the boundary conditions give us the value of the unknown function at the nodes (x 0 , y j ), (x 4 , y j ) for all j and also at (x i , y 0 ), (x i , y 4 ) for all i, we have only nine unknowns, that are renamed as:
x 5 = u 2,2 , x 6 = u 3,2 , x 7 = u 1,3 , x 8 = u 2,3 , x 9 = u 3,3 .
So, the system can be expressed as ). Now, we will check the performance of the methods by means of some numerical tests, by using variable precision arithmetics of 1,000 digits of mantissa. These tests have been made by using the stopping criterium F(x (k+1) ) < 10 −700 or x (k+1) − x (k) < 10 −700 . In Table 5 , we show the numerical results obtained for the problem of molecular interaction (18) . We show, the approximated computational order of convergence, the number of iterations, the difference between the two last iterations and the residual of the function at the last iteration.
In Table 5 we can observe that all the new methods converge to the solution of the problem, that appears in Table 6 . It can be noticed that the lowest error of the test corresponds to method MA3, duplicating the number of exact digits respect the other ones.
Concluding remarks
We have presented two family of iterative methods for solving nonlinear equations with and without derivatives, respectively. In addition, by using the first family we obtain a class of iterative methods for finding the solution of nonlinear systems.
The numerical results obtained in Sect. 4 confirm the theoretical results. Summarizing, we can conclude that the novel iterative methods have a good performance for solving nonlinear equations and systems. In the applied example, the new methods show good stability and precision in the results.
