Abstract. For complex numbers α, β and M ∈ R with 0 < M ≤ |α| and |β| ≤ 1, let B(α, β, M ) be the class of analytic and univalent functions f in the unit disk
Introduction and Preliminaries
We denote the class of all analytic functions in the unit disk D = {z ∈ C : |z| < 1} by H(D), and think of H(D) as a topological vector space endowed with the topology of uniform convergence over compact subsets of D. We begin with the discussion of some properties of families of analytic functions considered as subsets of H(D). (1 − t)ω(tz) t dt.
and g(z) = 0 for |λ| = 1, then g ∈ B 0 , and we compute that For convenience, we set g ′ (0) = a. From (1.5) we note that for |λ| < 1,
for some a ∈ D. Observe that a = 0 when |λ| = 1, and |a| < 1 if and only if |λ| < 1, according to the Schwarz lemma.
The Class P(α, M)
. Another class of analytic functions of our interest is defined by (1.9) P(α, M) = {f ∈ H(D) : f (0) = 0, f ′ (0) = α and Re zf ′′ (z) > −M, z ∈ D} where α ∈ C \ {0}, and 0 < M ≤ 1/log 4. In [1] , it has been shown that
. This generalizes the last relation. However, the Herglotz representation for analytic functions with positive real part in D shows that if f ∈ P(α, M), then there exists a unique positive unit measure µ on (−π, π] such that
Integrating from 0 to z shows that
Once again integrating the above from 0 to z gives the following representation
Functions of the above form belong to the class P(α, M). Clearly, for every f ∈ P(α, M), there exists an ω f ∈ B 0 such that
Note that |ω ′ f (0)| ≤ 1. By the Schwarz lemma it is a simple exercise to see that if f ∈ P(α, M), then
′ f (0) and therefore, with ω ′ f (0) = λ, we have |f ′′ (0)| ≤ 2M. Using (1.10), one can obtain by a computation that
Thus, if g is defined by (1.6) with ω f (z) as in (1.10), then it follows that
for some a ∈ D. Again we remark that |g ′ (0)| = 0 occurs if and only if a = λ with |λ| = 1. Also, |a| < 1 if and only if |λ| < 1, according to the Schwarz lemma.
For λ ∈ D and for each fixed z 0 ∈ D, we introduce the following sets:
and
The purpose of the present paper is to determine explicitly the region of variability V j (z 0 , λ) of f ′ (z 0 ) when f ranges over the class S j (λ) (j = 1, 2). Questions of this nature have been discussed recently in [6, 7, 8, 12 ].
2. The Basic properties of V 1 (z 0 , λ), V 2 (z 0 , λ) and the main results
For a positive integer
and recall the following well-known result whose analytic proof is given in [11] (see also [3, 4] ).
For the sake of convenience, we use the notation V j (z 0 , λ) = V j and S j (λ) = S j for j = 1, 2. Now, we begin our investigation by stating certain general properties of the set V j (j = 1, 2). Proposition 2.2. We have
and for β = 0, V 1 is obtained as a limiting case from (2.3) (4) for |λ| < 1 and z 0 ∈ D \ {0}, V 1 has
as an interior point.
Proof.
(1) First we show that S 1 is compact. For this, we need to prove that for {f n } in S 1 , whenever f n → f uniformly on every compact subset of D, f ∈ S 1 . We recall that if f n → f uniformly on every compact subset of D then f
pointwise which gives f (0) = 0. Repeated use of this fact for derivatives, we conclude that f
Also, we have |zf
uniformly on every compact subset of D. Since each member of the sequence {f n } is in S 1 , it follows that |zf ′′ (z)| ≤ M. We conclude that S 1 is compact. Finally, for fixed z 0 ∈ D, define ψ :
Clearly ψ is continuous. Thus, V 1 is compact.
(2) If f 0 and f 1 belong to S 1 , then, for 0 ≤ t ≤ 1, the function f t defined by
, and the convexity of V 1 is evident. By integrating the above from 0 to z 0 we see that
and a computation gives
if β = 0 and thus,
We remark that
and, therefore for β = 0,
Hence, the extremal function in S 1 for |λ| = 1 is of the form
A simplification of (1.6) with g(z) = az (|a| < 1) leads to
where z ∈ D.
First we claim that F a,λ ∈ S 1 . In fact, with the aid of (2.5) we easily get
As δ(az, λ) lies in the unit disk D, F a,λ ∈ S 1 . Further, one may verify that
Next our claim is that for a fixed λ ∈ D and z 0 ∈ D \ {0},
is a non-constant analytic function of a ∈ D, and hence is an open mapping. Finally, we claim that the mapping D ∋ a → F ′ a,λ (z 0 ) is a non-constant analytic function of a for each fixed z 0 ∈ D\{0} and λ ∈ D. For this, we put
and obtain that
Re zh
By Lemma 2.1, there exists a function h 0 ∈ S * with h 1 = h 3 0 . The univalence of h 0 and h 0 (0) = 0 imply that
We have the following analog of Proposition 2.2 for functions in P(α, M).
Proof. Part (1) and (2) follows exactly as in the proof of Proposition 2.2 and so we omit the details. 
By integrating from 0 to z 0 we see that
Hence, the extremal function in S 2 for |λ| = 1 is of the form
(4) Let λ ∈ D and a ∈ D. A simple computation as before helps to introduce
where δ(z, λ) is defined by (2.4) . From this we see that H a,λ ∈ S 2 and (2.10)
For a fixed λ ∈ D and z 0 ∈ D \ {0}, the function
is a non-constant analytic function of a ∈ D, and hence is an open mapping. We claim that the mapping
is a non-constant analytic function of a for each fixed z 0 ∈ D\{0} and λ ∈ D. For this we let
This gives
By Lemma 2.1 there exists a function h 0 ∈ S * with h 2 = h 2 0 so that the univalence of h 0 and h 0 (0) = 0 imply that h 2 (z 0 ) = 0 for z 0 ∈ D \ {0}. Consequently, the mapping
For each j = 1, 2, V j is a compact convex subset of C and has nonempty interior and therefore, the boundary ∂V j is a Jordan curve and V j is the union of ∂V j and its inner domain. We now state our main results. Theorem 2.11. For λ ∈ D, the boundary ∂V 1 is the Jordan curve given by
Here α, β ∈ C and M ∈ R with 0 < M ≤ |α| and |β| ≤ 1.
Theorem 2.12. For λ ∈ D, the boundary ∂V 2 is the Jordan curve given by
Preparation for the proof of Theorem 2.11
We exclude the case |λ| = 1 from the following result as this follows from our earlier discussion.
where
, and
For each z ∈ D \ {0}, equality holds if and only if f = F e iθ ,λ for some θ ∈ R.
Proof. Let f ∈ S 1 . Then (1.3) holds with ω f (∈ B 0 ) and ω ′ f (0) = λ. It follows from the Schwarz lemma that
From (1.2) and (1.3) this is easily seen to be equivalent to
Further, a computation shows that the inequality (3.4) is equivalent to (3.6)
Now we have
An easy calculation yields that
Now the inequality (3.2) follows from these equalities and (3.6).
It is easy to see that the equality occurs for z ∈ D in (3.2) if and only if equality occurs in (3.3) . Thus the equality in (3.2) holds whenever f = F e iθ ,λ for some θ ∈ R. Conversely if the equality occurs for some z ∈ D\{0} in (3.2), then the equality must hold in (3.6) and hence (3.3) holds. Thus, from the Schwarz lemma, there exists a θ ∈ R such that ω f (z) = zδ(e iθ z, λ) for all z ∈ D. This implies f = F e iθ ,λ .
The case λ = 0 of Proposition 3.1 gives the following result.
Corollary 3.7. Let f ∈ S 1 (0). Then we have
For each z ∈ D \ {0}, equality holds if and only if f = F e iθ ,0 for some θ ∈ R. Here F e iθ ,0 is defined in Theorem 2.11.
For |β| = 1, by Corollary 3.7, functions in S 1 (0) must satisfy
Corollary 3.8. Let γ : z(t), 0 ≤ t ≤ 1, be a C 1 -curve in D with z(0) = 0 and z(1) = z 0 . Then we have
Proof. Since for f ∈ S 1 we have
it follows from Proposition 3.1 that
As f ′ (z 0 ) ∈ V 1 was arbitrary, the conclusion follows.
Lemma 3.9. For θ ∈ R, λ ∈ D and β ∈ D, the function
has a zero of order three at the origin and no zeros elsewhere in D. Furthermore, there exists a starlike univalent function
Proof. We first prove that
If β = 0, then a simple computation gives (3.10). If 0 < |β| ≤ 1, then it is easy to see that
where z 1 z 2 = e −iθ β and z 1 + z 2 = λ + e −iθ βλ β .
We note that |z 1 | |z 2 | = 1/|β|. We need to show that none of z 1 and z 2 lie in the punctured unit disk D\{0}. Suppose first that 0 < |β| < 1. Then either both z 1 and z 2 lie outside the unit circle, or else one lies inside while the other lies outside the unit circle. We claim that the later case cannot occur. On the contrary, without loss of generality, we may assume that
Also let z 1 = re iφ , for some r < 1 and φ ∈ R. Then
rβ and so the expression
λ + e −iθ βλ β simplifies to an equivalent form (3.11) ζ + 1 |β|ζ = − ω + 1 |β|ω with |ζ| = 1 and |ω| = |λ|. We may rewrite (3.11) as
which is a contradiction, because this equation has no solution when |ζ| = 1 and |ω| = |λ|. We conclude that |z 1 | > 1 and |z 2 | > 1. If |β| = 1, then |z 1 | |z 2 | = 1 so that either |z 1 | = 1 and |z 2 | = 1, or |z 1 | < 1 and |z 2 | > 1, or |z 1 | > 1 and |z 2 | < 1 holds. Again we see that the last two cases cannot occur. Indeed, on the contrary, we may (without loss of generality) assume that
Then the expression for z 1 + z 2 simplifies to the form (3.12)
with |ζ| = r < 1 and ψ ∈ R. Now the set of complex numbers described by the right hand side of (3.12) forms a subset of real numbers lying in the line segment (−1, 1) whereas the set of complex numbers described by the left hand side of (3.12) lies out side of the ellipse
(1/4)(r − 1/r) 2 = 1.
Since the above two sets of complex numbers are disjoint, we arrive at a contradiction. Hence, we conclude that |z 1 | = |z 2 | = 1.
Finally, as |z 1 | ≥ 1 and |z 2 | ≥ 1, a simple calculation shows that
Applying Lemma 2.1 to 3e −iθ G(z) with p = 3 there exists a G 0 ∈ S * such that
0 . This completes the proof.
Proof. From (2.5) we easily obtain that
Thus we have from (3.5)
where K(a, z) = 1 + λa + βλ z + βaz 2 .
Substituting a = e iθ , we find that
From Lemma 3.9, we may rewrite the last expression as
where G(z) is defined as in Lemma 3.9. According to Lemma 3.9, the function G 0 defined by G = 3 −1 e iθ G 3 0 is starlike. As a consequence, for any z 0 ∈ D \ {0}, the line segment joining 0 and G 0 (z 0 ) entirely lies in G 0 (D). Introduce γ 0 by
From the representation of G, we obtain
and so,
Using this and (3.14) we deduce that
Next, we deal with the uniqueness part. Suppose f
where γ 0 : z(t), 0 ≤ t ≤ 1, as in (3.15). Then h(t) is a continuous function of t on [0, 1] and satisfies the inequality |h(t)| ≤ r 1 (z(t), λ)|z ′ (t)|. Furthermore, from (3.17),
we get
. From (3.14) and (3.16) this implies f ′′ = F ′′ e iθ ,λ on γ 0 . From the identity theorem for analytic functions we have f ′′ = F ′′ e iθ ,λ in D and hence by normalization f = F e iθ ,λ in D.
Preparation for the proof of Theorem 2.12
Proposition 4.1. For f ∈ S 2 with λ ∈ D, we have
For each z ∈ D \ {0}, equality holds if and only if f = H e iθ ,λ for some θ ∈ R.
Proof. Let f ∈ S 2 . Then (1.10) holds with ω f (∈ B 0 ) and ω ′ f (0) = λ. It follows from the Schwarz lemma that
From (1.9) and (1.10) we see that this equality is same as
A computation shows that the inequality (4.3) is equivalent to (4.5)
Also it is easy to obtain that
Using these, we obtain that
Now the inequality (4.2) follows from these equalities and (4.5). Final part of the proof, namely, the equality case, follows as in the proof of Proposition 3.1.
The case λ = 0 of Proposition 4.1 gives the following information.
Corollary 4.6. Let f ∈ S 2 (0). Then we have
For each z ∈ D \ {0}, equality holds if and only if f = H e iθ ,0 for some θ ∈ R.
In particular, if f ∈ S 2 (0) then we have
and hence sup
Corollary 4.7. Let γ : z(t), 0 ≤ t ≤ 1, be a C 1 -curve in D with z(0) = 0 and z(1) = z 0 . Then we have
Proof. The proof is immediate if one uses Proposition 4.1 and follows the method of proof of Corollary 3.8. So we omit the details.
Lemma 4.8.
[9] For θ ∈ R and λ ∈ D the function
has a double zero at the origin and no zeros elsewhere in D. Furthermore there exists a starlike univalent function
Proof. From (2.9) we have
and using (4.4), we see that
Using these, it follows that
Substituting a = e iθ , a computation gives
Using Lemma 4.8, we may rewrite the last equality as
0 is a normalized starlike function, for any z 0 ∈ D \ {0}, the line segment joining 0 and G 0 (z 0 ) entirely lies in G 0 (D). As before, define γ 0 by
and so, we get
From this, (4.10) and proceeding exactly as in the proof of Proposition 3.13, we end up with
Uniqueness part follows similarly. Indeed, suppose f ′ (z 0 ) = H ′ e iθ ,λ (z 0 ) for some f ∈ S 2 and θ ∈ (−π, π] and introduce,
Then h(t) is continuous function of t ∈ [0, 1] and satisfies |h(t)| ≤ r 2 (z(t), λ)|z ′ (t)|. Furthermore, from (4.12), we easily see that
Thus, h(t) = r 2 (z(t), λ)|z 
Then, from Proposition 3.13, we conclude that F e iθ 1 ,λ = F e iθ 2 ,λ .
From (2.6) and (3.5) we have
(λ + βλ)e iθ z + (βλ 2 + 1) .
Since F e iθ 1 ,λ = F e iθ 2 ,λ , we have the following relation The following pictures give the geometric view of the boundary of the sets V j (z 0 , λ) for each j = 1, 2. In each of the following figures the left hand side figure describes the boundary of the set V 1 (z 0 , λ) for each fixed value of z 0 ∈ D \ {0}, λ ∈ D, α, β ∈ C and M ∈ R with 0 < M ≤ |α| and |β| ≤ 1. These values are given in the first column of each the figure. Similarly the right hand side of each of the following figures describes the boundary of the set V 2 (z 0 , λ) for each fixed value of z 0 ∈ D\{0}, λ ∈ [0, 1), α ∈ C\{0} and M ∈ R such that 0 < M ≤ 1/log 4 and these values are given in the second column of each of the figures. Note that according to Proposition 2.2 and Proposition 2.7 the regions bounded by the curves ∂V j (z 0 , λ) for j = 1, 2 are compact and convex. 
