ABSTRACT Research into the prevention of driver inattention by detecting the driver gaze has become more vital, as traffic accidents due to driver inattention have increased. In a vehicle environment, the conventional gaze-detection methods include detecting the driver gaze using single or multiple cameras. When a single camera is used to detect the driver gaze, excessive rotation of the driver's head may prevent the eye region from being accurately detected, thereby reducing the gaze-detection accuracy. To address this issue, researchers previously attempted gaze detection using dual cameras. However, these methods selectively use the information obtained from each camera; thus, accuracy improvement is limited because the information is not simultaneously used. In addition, the processing complexity increases when images obtained from dual cameras are simultaneously processed. Accordingly, this paper proposes a method to detect the driver's gaze position in the vehicle. This is the first study to calculate the driver gaze via a deep convolutional neural network (CNN) that simultaneously uses image information acquired from the dual near-infrared light cameras. Previous research selectively used one of the images acquired from the dual cameras, and the existing CNN-based gaze-detection methods use multiple deep CNNs for the driver eyes and facial images. However, the proposed method uses one CNN model that integrates all information acquired from the dual cameras into one three-channel image and uses it as an input for the network, thereby increasing the recognition reliability and reducing the computational cost. We conducted experiments based on a self-built driver database that comprised the images from 26 participants (Dongguk dual-camera-based gaze database) and the Columbia gaze dataset, which is an open database. The results demonstrate that the proposed method shows better performance than the existing methods.
I. INTRODUCTION
Investigating the status information of drivers has recently become necessary. A driver gaze provides some of the most important information to understand the driver status during driving because the driver gaze makes possible the determination of whether the driver is facing forward, whether devices in the vehicle are being used, or the driver current condition. Because conventional studies on gaze detection were mainly performed in an indoor monitoring environment,
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the equipment had to be first user-calibrated by gazing at several points on the monitor for gaze detection. The calibration steps required the user to initially gaze at several predetermined points on the monitor to map the pupil center position, which was compensated with respect to the corneal specular reflection (SR) position in the acquired eye images, as well as the positional relationship between the user and monitor. In addition, user calibration was performed to correct the difference between the gaze positions (kappa angle) of the user and pupil and because the eyeball size differs from person to person. However, these gaze points for calibration could not be displayed inside a vehicle. Moreover, asking a driver in a real vehicle environment to gaze at several points for calibration was difficult, which made this method difficult to implement. Therefore, existing studies in vehicle environments have mainly omitted the calibration step when detecting the driver gaze but instead used the head direction of the driver. In this case, avoiding reduction in the gazedetection accuracy was difficult compared with that in the driver calibration-based method.
Existing studies on driver gaze detection can be largely classified into those that use a single camera and those that use multiple cameras. In the former, gaze-detection accuracy tends to be reduced when the driver head excessively rotates. On the other hand, whereas the latter shows robust performance with respect to the driver head movement, this method suffers from the limitation in terms of the need for calibration of the several cameras used. In addition, the processing complexity increases during simultaneous processing of images obtained from multiple cameras. By considering these factors, the present study proposes a deep-learningbased method that uses two near-infrared (NIR) light cameras and a combined single image obtained through illuminators to detect the vehicle-driver gaze position without initial calibration. The present paper is structured as follows. In Section II, we explain the related works in detail, and the main contributions of our research are explained in Section III. In Section IV, the proposed deep-learning-based gaze-detection methods are introduced. In Sections V and VI, we present the experimental results with analysis and the conclusions, respectively.
II. RELATED WORKS
Existing studies on driver gaze detection can be roughly classified into those that use a single camera and those that use multiple cameras. In a vehicle environment, detecting the driver gaze using a single camera [1] - [8] , [16] , [28] , [31] - [34] is hindered due to increased movement (e.g., rotations of the driver head) compared with an indoor environment. The accuracy of the single-camera-based methods tend to decrease when the driver performs a wide range of head-pose rotations or gazes at an object while moving only his or her eyes while keeping his/her head fixed. Accordingly, researchers have investigated multiple-camera-based methods to address these issues.
When dual cameras are used, they are often installed near the A-pillar or dashboard of the vehicle. In a previous study [9] , dual cameras were used to detect the driver gaze to investigate his/her inattention. However, when the commercially available SmartEye Pro 4.0 eye tracker was used, the accuracy of real-time eye-detection performance varied with the differences in the equipment price. Moreover, cases existed in which user calibration was not supported for wearers of glasses [10] . In addition, whereas the fatigue and inattention algorithms used for the driver were directly dependent on the driver gaze-detection accuracy, 23% of the data in the total distance traveled during the study showed poor gazedetection reliability. Previous research [11] studied real-time detection of driver inattention using SVM. However, for eye tracking, initial calibration must be performed on each driver, which took approximately 5 to 15 min. In addition, because the drivers could influence the tracking accuracy, they could not wear glasses and eye makeup. Vasli et al. [3] used three cameras to calculate the head pose by tracking the driver facial features [12] . However, the performance depended on the accuracy of the facial-feature tracking and position identification. In contrast to stereo cameras, the three cameras did not require separate calibration. However, the proposed framework was independently used and required additional analysis at a later step to obtain the final results from the three cameras. In addition, because it considered only the driver face movement without considering the movement of the pupils, detecting changes in the eye position wherein only the pupils move was difficult. A previous study [13] developed a system for acquiring the driver face image using two USB cameras. However, the two stereo cameras needed to be calibrated to a depth map. Moreover, this study was tested only in an indoor office environment rather than in an actual vehicle environment. A previous study [14] estimated the gaze zone based on the driver head pose. Because the driver was photographed using visible-light cameras without NIR illumination, the performance depended on the changes in the state of illumination. In addition, although the accuracy of the driver gaze was high, many regions were excluded from the accuracy measurement because the front gaze region was divided into eight approximate regions. Moreover, because the gaze position was tracked based on the head movement, instead of the driver pupil-center position, the gaze-tracking accuracy decreased when only the pupil moved while the head remained fixed. A previous study [15] estimated the driver gaze zone using the relationship among the head direction, eye, and iris of the driver. The continuous headmovement estimator framework proposed in [12] was used to selectively perform suitable head-pose estimation using multiple cameras.
These multiple-camera-based driver gaze-tracking methods exhibit high accuracy. However, as the number of input images increases with the number of cameras, the overall processing time also increases. Accordingly, the present study proposes a method that integrates two images obtained from two NIR cameras and illuminators into a single three-channel image and uses one deep residual network (ResNet) to track the position of the driver eyes in the vehicle.
III. CONTRIBUTIONS
The following are the contributions of our proposed method in comparison with those of the previous studies.
-This is the first study to calculate the driver gaze via deep CNN that simultaneously uses image information acquired from dual cameras. -The proposed method does not require initial driver calibration in the vehicle or calibration of the installed dual cameras. 
IV. PROPOSED METHOD
A. OVERVIEW OF THE PROPOSED METHOD Figure 1 shows an overview of the proposed system. The front-and side-face images are acquired from the dual cameras used in the present study [step (1) in Figure 1 ], and the 68 facial landmarks are detected using Dlib facial-feature tracker [17] in each image [step (2) in Figure 1 ]. We set the ROI based on the facial landmarks that correspond to the right eye, left eye, and face contours among the driverdetected landmarks and obtain six images that include the right eye, left eye, and face ROI of the front camera and those of the side camera [step (3) in Figure 1 ]. In the existing multi-camera-based gaze-tracking studies, gaze estimation is performed by selectively using the image information of the most suitable camera, rather than simultaneously using all the image information obtained from the cameras [9] , [11] , [12] , [14] , [15] . However, the current study estimates the driver gaze via deep CNN using all six ROI images obtained from the dual cameras. For this purpose, the six ROI images are combined into a single three-channel image [step (4) in Figure 1 ]. We then use this three-channel image as the deep CNN input to estimate the driver gaze [step (5) in Figure 1 ].
FIGURE 2.
Experimental environment and proposed gaze-detection system using dual cameras in a vehicular environment. Figure 2 shows the experimental environment of our proposed system, which shows that the driver gazes at 15 gaze points in the vehicle during the experiment, including the side mirror, dashboard, and room mirror. Two NIR cameras are installed to obtain the front and side images of the driver. In addition, the NIR cameras are combined with six NIR light-emitting diode (LED) illumination devices and consist of small eye-tracking devices. The NIR illumination devices can acquire the driver face images, which are not affected by ambient lighting. Instead of using excessive illumination, we use NIR LEDs with a wavelength of 850 nm to keep the driver from experiencing discomfort due to the lighting during the experiment. In addition, an 850-nm bandpass filter is attached to the camera lens to minimize interference from sunlight. The two NIR cameras used to acquire the driver images are low-cost USB cameras (model name: ELP-USB500W02M-L36) [18] . These are connected to a laptop computer via USB and are supplied with power to capture images and perform the experiment.
B. IMAGE CAPTURING

C. DETECTING FACIAL LANDMARKS USING THE DLIB FACIAL-FEATURE TRACKER
The Dlib facial-feature tracker is used to detect 68 facial landmarks in the captured driver face images [17] . The Dlib facial-feature tracker uses the ensemble of regression trees to directly extract the landmark positions of the face, as expressed in Equation (1).
In Equation (1), I represents the input image andŜ represents the shape vector. In addition,Ŝ (t) represents the calculated estimate ofŜ at current time t. r t (I,Ŝ (t) ), which refers to the regressor, is added to calculated estimateŜ (t) to calculate the next update vector in order to improve the prediction [Equation (1)]. In the next step, among the facial landmarks extracted from the front and side images of the driver acquired from the front and side cameras, the ROI is set based on the landmarks corresponding to the face portion, left eye, and right eye of the driver from where the images are acquired. For the driver face images, the ROI corresponding to the facial landmarks of the jaw contour are set and obtained, whereas for the left and right eyes, the ROI corresponding to the facial landmarks on the inner and outer sides of the eye is cropped.
D. GENERATING A SINGLE IMAGE OF THE THREE CHANNELS
Our study proposes a method that combines two images obtained from two NIR cameras and illuminators into a single three-channel image and uses one deep ResNet to track the position of the driver eyes in the vehicle. Figure 3 shows that the obtained six ROI images are bi-linearly interpolated and resized to 224 × 224 pixels to be used as CNN inputs. In contrast to the conventional multi-camera-based method, in the face part of the front images, to simultaneously use all the information about the driver acquired from the front and side cameras, the face portion, left eye, and right eye from the acquired front images and those from the side images are combined into one three-channel image. Among the three channels, the face ROIs of the front and side images are arranged from top to bottom in the first channel [ Figure 4 . We then combine these three channel images into one image of three channels to obtain the image, as shown in Figure 4 (d), and used it as an input to the CNN.
E. DRIVER GAZE ESTIMATION BASED ON DEEP CNN
The obtained three-channel image is used as an input (Figure 4) , and the output node is modified according to the number of driver gaze positions using ResNet-50 [19] . We thereby extract the driver gaze position. The size of the input images is resized to 224 × 224 pixels for the proposed ResNet CNN model structure. We modified the conventional ResNet model [19] by replacing its last 7 × 7 average (AVG) pooling layer with an additional convolutional layer of 7 × 7 × 2048. We performed the fine-tuning of this revised ResNet model with our experimental training database. The reason why we used 7 × 7 × 2048 convolutional layer is as follows. Compared to the conventional image classification, the driver's gaze classification with our data has the problems of high inter-class similarity because driver often moves his or her eyes a little without head movement in order to gaze at a position, which causes minimal change in the driver's face image. Therefore, more features without loss should be extracted from the ResNet for the gaze classification. The conventional ResNet obtains the feature map of 1 × 1 × 2048 from the previous feature map of 7 × 7 × 2048 by using AVG pooling layer including one filter of 7 × 7, and this kind of AVG pooling layer can lose useful features. Therefore, the additional convolution layer including 2048 filters of 7 × 7 × 2048 in our revised ResNet model produces the feature map of 1 × 1 × 2048 from the previous feature map of 7 × 7 × 2048, which enables to keep the useful features without loss. In addition, the filter coefficients of AVG pooling layer in conventional ResNet model are not trainable, but the optimal coefficients of 2048 filters of 7 × 7 × 2048 in our revised ResNet model can be obtained by training. The rectified linear unit layer is applied as an activation function after each batch normalization, which avoids the problem of gradient vanishing and does not involve any additional cost for computing the derivative [21] . In the final softmax layer, we designate the number of classes as the number of gaze positions of the driver and conduct training and testing.
V. EXPERIMENTAL RESULTS
A. EXPERIMENTAL DATA AND ENVIRONMENT
In the present study, we assigned nine situations for each of the 26 drivers for the experiment and obtained DDCG-DB1, a gaze-detection database of images under natural driving situations. The database consisted of nine situations: not wearing glasses or hat and simply driving, wearing one of four different types of glasses, wearing a hat, covering part of the face with hand, using a cellphone, and wearing sunglasses as shown in Figures 6, 9 , and 10. The database was built using the images of the drivers that gazed at the predefined 15 regions in the vehicle, as shown in Figure 5 . Because a risk was present in which the driver could cause an accident VOLUME 7, 2019 while gazing at the regions shown in Figure 5 , we instead acquired images when the actual vehicle moved to various places such as roads and parking lots. We captured images in the morning, afternoon, and night in one day to obtain images at various times of the day. The vehicle used in the experiment was the SM5 New Impression by Renault Samsung [22] . As the drivers gazed at the 15 regions, they naturally acted as if they were actually driving, and changes in the head pose and other movements were not restricted. DDCG-DB1 was acquired allowing natural movements and postures of drivers without any instruction of upright posture or intervention. Figure 6 shows sample images from the database comprising photographs of 26 drivers at various times and locations.
Intel R Core TM i7-X990 central processing unit (CPU) at 3.47 GHz with 12-GB memory and NVIDIA GeForce GTX 1070 (1920 CUDA cores and 8 GB memory) graphics card [23] were used for the ResNet-50 training and testing. The proposed algorithm was implemented using Microsoft Visual Studio 2013 C++, OpenCV (version 2.4.5) library [24] , and Boost (version 1.55.0) library, whereas the deep CNN was implemented using Window Caffe (version 1) [36] , [38] .
In addition, we performed data augmentation to prevent overfitting in the ResNet training and improve performance. Data augmentation was performed by translating and cropping the ROI image defined in one original image (Figure 7 ) one pixel at a time in the upper, lower, left, and right directions, thereby obtaining the original and four additional images. This data-augmentation technique was also widely used in previous studies [26] . In the present study, the performance was evaluated using a twofold cross validation. In the first-fold validation, the data of the 13 among the 26 drivers were used for training, and those of the remaining 13 drivers were used for testing. In the second-fold validation, the data were switched, and training and testing were performed again. The final accuracy was defined as the average value of the two testing accuracy results. In addition, the abovementioned data augmentation was performed only for the training data. Table 1 lists the details of the data used in the training and testing in the current study.
B. TRAINING OF THE CNN MODEL
The optimizer used for training ResNet-50 in the present study was the stochastic gradient descent (SGD) [25] , [30] . The gradient descent method was mainly used to control the weight of the neural network using a gradient to minimize the value of the loss function, which was defined as the difference between the actual output value and output value from the network. In the gradient descent, the weights were changed by a predetermined step size based on the calculated gradient to find a value that minimized the value of the loss function. In the present study, when the loss function was calculated, the method using the whole train set was called batch gradient descent. An excessive computational cost was required because the loss function must be calculated for all the training data in each step. To avoid this problem, when the loss function of the SGD was calculated, we only calculated the loss function in some training data (mini batch) instead of all training data. Therefore, whereas this process would be more inaccurate than the batch gradient descent, it could process more steps with a much faster computation speed and could converge to a result similar to that of the batch method when repeated many times. Moreover, the SGD was less likely to fall into the local minima compared with the batch gradient descent method and could converge in a more favorable direction. In the SGD, the total training sets 93452 VOLUME 7, 2019 divided by the mini-batch size was defined as an iteration, and the training performed for all iterations was defined as one epoch. Equations (2) and (3) express the weight update formula in the SGD [26] .
In Equations (2) and (3), ω i is the weight learned in the i th iteration, v i is the momentum variable, m is the momentum, d is the weight decay, and η is the learning rate. In the present study, training was performed for 35 epochs by setting the batch size to 14 for a total of 80,265 data images. m was set to 0.9, d was set to 0.0005, and η was set to 0.001. Figure 8 shows the training loss and accuracy as the number of epochs increased. In Figure 8 , the x axis represents the epoch, the y axis at the left represents the batch loss, and the y axis at the right represents the batch accuracy. Figure 8 shows that as the epoch increased, the training loss converged to almost zero, and the training accuracy converged to 100%, which indicated that ResNet-50 was well trained. In this study, ResNet-50, which was pre-trained using the ImageNet database [37] , was fine-tuned to the training data used in this experiment. For the fine tuning, the last few convolutions and all the FC layers (30% of the layers of the complete network) were fine-tuned using our training dataset, and the filter weights for the initial convolutional layers (70% of the layers of the complete network) were optimized using the ImageNet dataset.
C. TESTING OF THE PROPOSED METHOD WITH DDCG-DB1 1) COMPARISON OF THE GAZE-ESTIMATION ACCURACY ACCORDING TO VARIOUS CNN MODEL
In this study, we measured the accuracy of the driver gazezone estimation using the strictly correct estimation rate (SCER) and loosely correct estimation rate (LCER). For the SCER, the same five ground-truth regions in the vehicle shown in Figure 5 and gaze zone of the driver estimated by ResNet-50 were present. Only the frames that exactly matched the ground truth and estimated driver gaze zone among all frames were calculated for the accuracy calculation. The LCER included cases in which the ground truth and estimated driver gaze zone coincided. Here, the accuracy was estimated assuming that the estimated driver gaze zone coincided with the estimated regions near the ground-truth regions. For example, in Figure 5 , for the sixth groundtruth region, the regions recognized by the LCER were the seventh, ninth, and tenth regions. If the estimated gaze zone of the driver was the seventh region when the driver gazed at the sixth region, it was considered a missed estimation in the SCER case. However, in the LCER, the seventh region near the sixth ground-truth region was also regarded as a correct gaze region. Table 2 lists the SCER and LCER measurements of the accuracy of the gaze estimation using ResNet-50, ResNet-101, and ResNet-152, respectively. In addition, Table 3 lists the confusion matrix of the accuracy obtained using ResNet-50. The lists in Table 2 indicates that ResNet-50 demonstrated the highest gaze-estimation accuracy. As shown in [19] , [41] , the numbers of trainable parameters in ResNet-50 are much less than those in ResNet-101 and ResNet-152. Therefore, it can be analyzed that training procedure with more training data is required in order to enhance the accuracies by ResNet-101 and ResNet-152 of Table 2 . In this study, the total number of CNN final output nodes was equal to the number of classes, i.e., a total of 16 for 15 gaze regions and one node for the closed-eye detection. According to the output value of one node for the closed-eye detection, the model determined whether the eye of the driver in the input image was open or closed. Because the gazeposition output from the CNN for a closed eye was inaccurate, only the gaze-position output from the CNN for the openeye cases was used. The lists in Tables 2 and 3 show that ResNet-50 demonstrated decision accuracy of 100% for the closed eye. Figure 9 shows an example of a correct estimation when gaze estimation was performed using the method proposed in this paper. Figure 10 shows an example of incorrect estimation using the method proposed in this study. The left figures in Figures 9 and 10 show the images obtained when the driver gazed at the first gaze zone. In this manner, even the gazing at the same gaze zone resulted in incorrect gaze-estimation results due to the differences in the input eye shape because of the various head rotations, eye movements and image blurring. 
2) COMPARISON OF THE GAZE-ESTIMATION ACCURACY USING DUAL CAMERAS AND A SINGLE CAMERA
In the following experiments, instead of using the proposed method that combines the images acquired from dual cameras into three-channel images and simultaneously uses the information of both cameras, we measured the gaze-estimation accuracy using only images acquired from one camera. In contrast to Figure 4 , the experiment listed in Table 4 used only the images from the front camera to combine the face, left-eye, and right-eye regions into three-channel images. Table 5 lists the performance of the three-channel images combined with the face, left-eye, and right-eye regions only using images from the side camera. In addition, twofold cross validation was conducted in both experiments. Accordingly, the SCER and LCER results listed in Tables 4 and 5 were lower than the SCER and LCER accuracy values by ResNet-50 listed in Table 2 using the information from both cameras. Thus, we can confirm that the proposed dualcamera-based method can achieve higher accuracy than the single-camera-based method, which also demonstrated that the proposed dual-camera-based method can achieve higher accuracy than the single-camera-based method in determining the closed-eye accuracy.
3) COMPARISONS WITH PREVIOUS METHODS
In the next experiment, we compared the performance of the proposed method with that of the existing method [16] . In the previous method [16] described in Section II, the face was detected from the driver input image. Experiments were performed with AlexNet [26] and VGG Net-16 [27] using three types of input: upper half region of the driver face, face, and face and background. In the current study, we trained and tested the self-constructed database using the upper half region of the driver face detected similar to the conventional method [16] as the input to VGG Net-16.
In [16] , the best performance was obtained when the upper half region of the driver face was used as the input to VGG Net-16 for training and testing. Therefore, we did not use the remaining two images for comparison and instead compared the performance of this method with that of the proposed method. By training and testing using the upper half region of the driver face similar to [16] using VGG Net-16 based on the database obtained from the front camera, the SCER was 79.81% and the LCER was 95.79%.
We conducted experiments using another conventional method [28] and compared its performance with the proposed method. Previous research [28] used AlexNet to estimate a total of eight regions in the vehicle. AlexNet is composed of five convolutional and three fully connected layers. In this experiment, it was used to detect the 15 gaze zones shown in Figure 5 . In addition, because [28] only used the face image of the driver as the input to AlexNet, our experiment only used the face image of the driver obtained from the front and side cameras as input. We also compared the performance of our proposed method with that of the previous study [31] . In the previous study [31] , the gaze position was detected using a single camera when the driver gazed at the same 15 gaze zones shown in Figure 5 . In our method, we detected the face region of the driver using the Dlib facial-feature tracker instead of the deep CNN. Gaze-zone estimation was performed using a vector [pupil center corneal reflection (PCCR vector)] between the pupil center of the eye region and corneal SR center among the detected face regions. For fair experimentation, the accuracy was measured using the database constructed in the present study. In addition, we performed a comparative experiment with the existing study [33] , which estimated the gaze based on the driver head orientation. Previous research [33] used TABLE 6. Summarized comparisons of the SCER and LCER of the previous methods [16] , [19] , [28] , [31] , [33] , [42] - [44] with those of the proposed method.
a vision-based method that calculated the driver pitch and yaw and finally used SVM to estimate the driver gaze. In addition, we compared the accuracies by using original ResNet-50 [19] , DenseNet-161 [42] , DarkNet-19 [43] , and YOLOv3 [44] with those by our method.
The list in Table 6 indicates that the method proposed in this study exhibited better gaze-estimation results than the existing methods. In addition, the accuracy by our revised ResNet model is higher than that by original ResNet model. As shown in [19] , [41], ResNet shows higher accuracies for image classification than other various deep learning architectures although it requires less numbers of trainable parameters and memory usages. Therefore, we used this model in our research. As shown in Tables 2 and 6 , the performance comparisons by our ResNet-50-based method to those by VGG model [16] , AlexNet [28] , ResNet-101, ResNet-152, DenseNet-161 [42] , DarkNet-19 [43] , and YOLOv3 [44] show that our method outperforms other various models.
D. TESTING OF THE PROPOSED METHOD USING AN OPEN DATABASE
We compared the accuracy using open database Columbia gaze dataset (CAVE-DB) [29] . CAVE-DB consists of images from 56 people for a total of 5880 images with a wide variety of head pose and gaze directions. cameras was available that included CAVE-DB, the front-and side-camera images obtained when gazing at the gaze zone shown in Figure 5 and the 11 gaze-zone images with the most similar face and eye rotations were extracted from CAVE-DB, as shown in Figures 11 and 12 . In this study, fourfold cross validation was conducted considering that CAVE-DB had a smaller number of data than the self-constructed DDCG-DB1 and that training would not smoothly proceed. In addition, we used ResNet-18, which had fewer layers, rather than ResNet-50, to train a small number of effective data.
All other conditions were the same. The data were used to create three-channel images, as shown in Figure 4 , and the augmentation data were only used for training. The data used in the test were original data instead of the augmentation data. For DDCG-DB1, the augmentation was performed by shifting the original data one pixel at a time in the upper, lower, left, and right directions, whereas for CAVE-DB, because the amount of original data was substantially smaller than that in DDCG-DB1, the data were shifted in the upper, lower, left, and right directions 125 times. After the augmentation, in-plane rotation of −3 • , −2 • , 2 • , and 3 • with respect to the center of the image was performed on each image, as shown [16] , [28] and proposed methods.
in Figure 13 , to finally construct the total amount of data by more than 625 times. Table 7 lists the description of the training and test images. Table 8 lists the SCER and LCER accuracy values in CAVE-DB obtained by the method proposed in this study. The SCER and LCER were lower than those in DDCG-DB1 listed in Table 2 although the LCER exhibited accuracy of higher than 96%. The SCER and LCER were lower than those in DDCG-DB1 because CAVE-DB had almost no head movement, as shown in Figures 11 and 12 , and gazing often occurred only using eye movement. Therefore, the movement itself in the input images was much smaller than that in DDCG-DB1. Figure 14 shows the correct gaze-estimation result for the input image reference corresponding to the front-camera image, whereas Figure 15 shows the correct gaze-estimation result for the input image reference corresponding to the side camera image. Figures 14 and 15 show that the gaze-estimation results from the method proposed in this study were very accurate FIGURE 14. Examples of correct gaze estimation using our system on the front images shown in Figure 11 . The left, middle, and right figures show the cases when the user looks at gaze zones (a) 1, 5, and 8 and (b) 9, 12, and 14, respectively.
FIGURE 15.
Examples of correct gaze estimation using our system on the side images shown in Figure 12 . The left, middle, and right figures show the cases when the user looks at gaze zones (a) 1, 5, and 8 and (b) 9, 12, and 14, respectively.
FIGURE 16.
Examples of incorrect gaze estimation using our system on the front images shown in Figure 11 . The left, middle, and right figures show the cases when the user looks at gaze zones (a) 1, 5, and 8 and (b) 9, 12, and 14, respectively. even when the head remained mostly fixed and only the pupils moved. Figures 16 and 17 shows the incorrect gazeestimation result for the input image. Figures 16 and 17 show that many cases existed with almost no head movement and only slight pupil movements. Because the amount of movement in the input images according to the gaze zones in Figures 11 and 12 was not large, incorrect gaze-estimation results were obtained. For the next experiment, as listed in Table 6 , the accuracy of the gaze estimation was measured using CAVE-DB by the existing method [16] and compared with our proposed method. Similar to the experiment listed in Table 6 , CAVE-DB was trained and tested using the upper half region of the detected face as the input of VGG Net-16, which was the same as that in the conventional method [16] . When training and testing were performed using the upper half region of the driver face (method in [16] ) using VGG Net-16, as shown in Figure 11 based on the images corresponding to the front camera images, the SCER was 62.59% and LCER was 95.74%. Moreover, as shown in Figure 12 , when training and testing were performed based on the images corresponding to the side-camera images, the SCER was 68.35% and LCER was 93.07%. Compared with the accuracy listed in Table 8 , our proposed method exhibited higher gaze-estimation accuracy.
In addition, we performed an experiment related to the existing study [28] using AlexNet to compare the gazezone-estimation accuracy. All conditions were the same as previously described and listed in Table 6 . Training was performed using the front-camera images and the corresponding CAVE-DB images. The gaze-estimation accuracy showed SCER of 59.34% and LCER of 95.09%. Table 8 lists a summary of the results of the gaze-estimation comparisons between the method proposed in this study and that of the previous studies. Table 8 indicates that our proposed method exhibited better gaze-estimation results than the existing methods. E. PROCESSING TIME OF THE PROPOSED METHOD Table 9 lists the average processing time per image in the desktop environment described in Section V.A using DDCG-DB1 developed in this study and CAVE-DB. For the processing time, DDCG-DB1 used the Dlib facial-feature tracker and ResNet-50, whereas CAVE-DB used the Dlib facial-feature tracker and ResNet-18. The list in Table 9 shows that the average processing time per image was 18-28.92 ms, which confirmed that the proposed method can process the images at a rate of approximately 35-56 frames per second.
For the next experiment, we measured the processing time using a Jetson TX2 embedded system environment [39] , which is widely used for on-board deep-learning processing, as shown in Figure 18 . Jetson TX2 has NVIDIA Pascal TM -family GPU (256 CUDA cores) with 8 GB of memory shared between the CPU and GPU and 59.7 GB/s of memory bandwidth. It uses less than 7.5 W of power. The list in Table 10 indicates that the average processing time per image was 21.3-50.8 ms, which confirmed that our proposed method processes images at a rate of approximately 20-47 frames per second. The Jetson TX2 embedded system spent a longer processing time because its computing resources were much more limited than the desktop computer. However, the results confirmed that the proposed method can be applied to embedded systems with limited computing resources.
F. ANALYSIS OF THE FEATURE MAP
In this section, we present the analysis of the feature map obtained using the three-channel images in Figure 4 as the input for ResNet-50 using each layer. Figure 19 shows that as the layer of ResNet deepened, the depth of the feature maps increased. As previously described, the depth of the feature maps increased, and VOLUME 7, 2019 the features became gradually abstracted as the layer deepened, as shown in Figure 19 . Figure 19 (e) shows a 3D feature-map image obtained by averaging the feature-map values of all channels shown in Figure 19(d) . As shown in Figure 19 (e), the features that were useful for gaze estimation were extracted from the eye and face information acquired from the dual cameras. Thus, our proposed method is more useful for gaze estimation than the existing methods [16] , [28] , which only used the face region.
VI. CONCLUSION
This paper has proposed a CNN-based driver gaze-estimation method in a vehicle environment. In contrast to the conventional studies on the driver gaze classification in a vehicle environment, the image information obtained from the front and side cameras were simultaneously used, whereas the driver gaze was estimated using a combined three-channel image used as input to deep ResNet. There have been several commercialized products including faceLAB [40] , Tobii, etc, and all these systems require user to gaze at several predetermined positions at initial stage as user calibration. However, this kind of calibration stage is difficult to be adopted in actual car environment. That is because the predetermined positions are difficult to be defined in the frontal window of car, and it is also difficult to expect the driver's cooperation for user calibration. Different for these systems, our method does not requires any kind of initial driver's calibration, which is possible by using deep CNN. The proposed method used one CNN model that combined all information acquired from the dual cameras into one three-channel image and used it as an input to the network, thereby increasing recognition reliability and reducing computational cost. To improve the accuracy of the gaze estimation in which the face barely moves, we will investigate a method of super-resolution reconstruction of eye ROI. In addition, to improve the processing speed, we will investigate methods to reduce the number of layers and filters.
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