Abstract-Graphic Processing Units (GPUs) have evolved to provide a massive computational power. In contrast to Central Processing Units, GPUs are so-called many-core processors with hundreds of cores capable of running thousands of threads in parallel. This parallel processing power can accelerate the simulation of communication systems. In this work, we utilize NVIDIA's Compute Unified Device Architecture (CUDA) to execute two different sphere decoders on a graphic card. Both flat fading and frequency selective channels are considered. We find that the execution of the soft-sphere decoder can be accelerated by factors of 6-8, and the fixed-complexity sphere decoder even by a factor of 50.
I. INTRODUCTION
Graphic Processing Units (GPUs) are specialized for highly parallel computations. They are built as multithreaded manycore processors with a tremendous computational power. This computational power increased by about a factor of ten within the last four years, as shown in Fig. 1 . In 2008, GPUs clearly outperformed Central Processing Units (CPUs), which devote much more transistors to data caching and flow control than GPUs [1] . Also, the trend of the last years shows that the computational power of GPUs increases much faster than that of CPUs. Considering that high performance graphic cards are similarly priced as high performance quad core CPUs (in the order of a few hundred Euros), performing simulations on GPUs becomes very attractive from a cost point of view.
Recently, the two major GPU manufacturers NVIDIA and ATI adopted a fully programmable architecture and released software development tools for general purpose computing on their GPUs. NVIDIA presented the Compute Unified Device Architecture (CUDA) [1, 2] and AMD the ATI stream computing [3] . Since NVIDIA has developed some scripts capable of parsing CUDA files (.cu) into MATLAB MEX scripts it is very easy to integrate code executed on the graphic card into existing MATLAB simulation chains. To the authors' knowledge, up to now no similar support is available from ATI. Therefore, we adopted the CUDA architecture for our simulations.
Many applications on both academic research and industrial products have been accelerated using CUDA to achieve significant speedups [4] . Such applications fall into a variety of problem domains including database processing, video and audio processing, financial modeling, gas exploration, numerical linear algebra, product design, medical imaging, and physical simulation [5, 6] . Nvidia GPU Intel CPU GT200 = GeForce GTX280 G71 = GeForce 7900GTX NV35 = GeForce FX5950 Ultra G92 = GeForce 9800GTX G70 = GeForce 7800GTX NV30 = GeForce FX5800 G80 = GeForce 8800GTX NV40 = GeForce 6800 Ultra Peak GFlop/s In the simulation of a MIMO communication system, such as for example UMTS Long Term Evolution [7] , a large part of the simulation time is devoted to the detection algorithm, often implemented as a sphere decoder. In this work, we utilize NVIDIA's CUDA to accelerate the execution of two different sphere decoding algorithms for which implementations in C were available. In particular, we wrote wrapper functions for the codes of a hard output fixed-complexity sphere decoder [8] and a soft-output sphere decoder with max-log approximation [9] . In order to keep the implementation effort at a minimum, we did not perform any optimization of the sphere decoder C-codes. The parallel computing capabilities of the GPU was utilized by simply executing thousands of sphere decoders in parallel, as it can be done in simulations of MIMO OFDM systems. This straightforward approach already leads to massive speed-ups as will be shown in this paper. The sphere decoder implementations for both CPU and GPU execution will be made available online as C-source files at [10] .
It should be noted that the focus of this work is not to optimize the structure of the sphere decoding algorithms to specific GPUs, as it has been done for example in [11] . On the contrary, we try to estimate what amount of speed-up we can obtain with minimum effort, that is, without any algorithmic optimizations at all.
The paper is organized as follows. In Section II, we briefly review the problem of maximum likelihood detection that is calculated on the graphic card to speed up the execution.
An overview of NVIDIA's GPU and CUDA programming is presented in Section III. The methodology of running the parallel sphere decoders on CUDA is explained in Section IV. Section V presents the hardware and software configuration steps. Finally, the measured execution speed-ups are presented in Section VI.
II. MAXIMUM LIKELIHOOD DETECTION
In this section, we briefly review the problem of maximum likelihood detection that is to be calculated on the graphic card. Consider the mathematical model of a MIMO system with N T transmit and N R receive antennas y = Hx + w.
(
In this model, y denotes the N R ×1 dimensional received symbol vector, H the N R ×N T dimensional MIMO channel matrix, x the N T ×1 dimensional transmitted symbol vector, and w the N R ×1 dimensional additive white Gaussian noise vector. The maximum likelihood detector for the transmitted symbol vector x in the above system model iŝ
Here, the detected symbol vectorx is obtained by calculating the distance metric for every possible transmit vector. Thus, the complexity of the maximum likelihood detector is growing exponentially in the number of antennas. It turns out that this kind of problem can be solved with largely reduced complexity by the so-called sphere decoding algorithm [12] [13] [14] . In this work, we particularly consider the fixed-complexity sphere decoder of [8, 15] . In case of soft detection, a so-called Log-Likelihood Ratio (LLR) for the k-th transmitted bit b k is calculated using the max-log-MAP approximation:
This detection problem can either be solved by executing a hard decision sphere decoder two times per transmitted bit or -more efficiently-by using the single tree search sphere decoder of [9] . For our analysis in this paper, we employ the algorithm of [9] .
III. OVERVIEW OF NVIDIA GPUS AND CUDA
CUDA is a new hardware and software architecture that enables researchers to harness the tremendous computation power and memory bandwidth of the GPU in a familiar Clike programming environment [1] . Thus, CUDA makes it significantly easier to utilize a GPU for scientific simulations.
The GPU architecture of NVIDIA is built as a fully programmable processor array, organized into N multi processors, each containing M multi-threaded scalar processor cores, as shown in Fig. 2 . Each multi-threaded scalar processor operates as a Single Instruction Multiple Data (SIMD) processor and can execute up to 128 concurrent threads. Thread creation, scheduling, and resource management are performed entirely in hardware. The cost of creating and destroying threads is negligible, and there is effectively no overhead involved in thread scheduling. Each multiprocessor incorporates a small but fast memory shared by all scalar processors in this multiprocessor. All multiprocessors have access to three other device-level memory modules: constant, texture, and global (of which the texture and the constant memories are cached on each multiprocessor). These memories are also accessible from the host machine. Since the shared memory is on the GPU, it can be accessed by the scalar processors with a short latency of only one clock cycle. The device memory, however, is off-chip, and its access latency is several hundreds of clock cycles.
A CUDA program consists of a host program and one or more so-called kernels which are executed on the GPU. A kernel, when called, launches multiple threads that run in parallel. The kernel is organized as a grid of thread blocks, with each thread block as a two-or three-dimension thread array as shown in Fig. 3 . An example of a kernel functioncall syntax is SphereDecoderKernel <<< dimGrid, dimBlock >>> (... parameter list ...); Here, dimGrid and dimBlock are three-element vectors that specify the dimensions of the grid in blocks and the dimensions of the blocks in threads, respectively.
Each thread block can only be run on a multiprocessor which itself can run up to eight concurrent blocks. However, since each multiprocessor has a limited number of registers and shared memories, the number of allocated blocks per multiprocessor is limited by the kernel occupancy of the registers and the shared memory. Using the CUDA occupancy calculator [16] , we can adjust the size of the thread block to obtain the best performance with high utilization of the processor utilities.
IV. PARALLEL SPHERE DECODING ON CUDA
We have considered a 4×4 MIMO OFDM system with different constellation sizes. In such a system, many symbol vectors (number of OFDM symbols times the number of data subcarriers) can be detected in parallel. The preprocessing of the sphere decoder, such as QR decomposition and initial ZF solution, is computed on the host environment using MATLAB. The CUDA kernel was written in familiar C-like programming and consists of a wrapper function and standard (not optimized for the GPU) C-implementations of the sphere decoders. The kernel was then compiled by the nvcc CUDA compiler and mixed with MATLAB using NVIDIA scripts (nvmex) [17] to generate a MATLAB mex-file. This mexfile can be directly executed within MATLAB like any other function. The operations included in the kernel are illustrated in Fig. 3 and are as follows:
1) Copy the data required for the sphere decoding from the host memory to the device memory. 2) Determine the execution configuration which are the grid and block sizes. Then launch the kernel computation (the sphere decoder in our case). The GPU Occupancy Calculator can assist in choosing thread block size based on shared memory and register used by each thread block [16] . Maximizing the occupancy can help to cover latency during global memory loads. We have used a block size of 128 threads to have the best utilization of the GPU resources. Each running thread represents one of the parallel sphere decoders. To accelerate the performance, the data is transferred from the global memory to the shared memory because of its lower latency. 3) Write the results (either the log-likelihood ratios of the soft sphere decoder or the detected symbols of the hard output sphere decoder) back to the host memory and compare them to the results obtained from running the same simulation on the host CPU.
V. CONFIGURATION SETUP
In order to run the sphere decoder on the NVIDIA graphic card, the following procedures have to be performed: 1) Installing the CUDA-enabled GPU and the software tools: MATLAB R2008b and Microsoft Visual Studio 2005 or 2008. 2) Downloading and installing both the device driver and the CUDA software [18] . 3) Compiling the CUDA files using the nvmex script under the MATLAB environment, then using the executable MATLAB file (MEX) as a separate routine within the system.
VI. PERFORMANCE RESULTS
In this section, we present the performance results of running parallel sphere decoders on the GPU using CUDA. The same simulations are executed on 1) an Intel Core 2 Quad CPU 2.4 GHz with 8 GB RAM, 2) a high performance NVIDIA GeForce GTX 285 graphic card (N = 30 multi processors and M = 8 scalar processors per multi processor) with 1 GB DDR3 Memory, and 3) an NVIDIA GeForce 8400 GS graphic card (N = 1 multi processor and M = 8 scalar processors per multi processor) with 256 MB DDR2 memory. The results for this graphic card are not explicitly shown (but discussed) in the paper since it turned out that the speedup compared to the CPU processing increases almost linearly with the available number of processors on the graphic card. We used CUDA Toolkit 2.2 with NVIDIA driver 185.85 for Windows Vista 64-bit. We have adopted a 4×4 MIMO OFDM system with 4-QAM, 16-QAM and 64-QAM constellations. The speed-up of the GPU processing compared to the CPU processing was investigated for flat fading and frequency selective channels. These two scenarios differ significantly in the amount of data that has to be transferred from the host to the graphic card. In case of flat fading, the channel coefficients are the same for all sphere decoders and thus have to be transferred only once. In case of frequency selective fading, the overhead of the data transfer and the memory required on the graphic card is larger. All computations were performed in both single and double precision. In our simulations, we averaged over 100 channel realizations. Fig . 4 shows the average execution times of the soft output sphere decoder and the speed-up for a 4×4 MIMO system with 4-QAM modulation scheme under both, flat fading and frequency selective channels using double precision on the GTX 285. For a fair comparison, the GPU time includes the transfer time to and from the global device memory. It is apparent that for frequency selective channels, the speed-up is smaller. This is because the GPU processing time is dominated by the slowest of the parallel executed sphere decoders which suffers from the worst channel. Also, we find that the GPU processing time is increasing linearly with steps. These steps are due to exceeding the maximum allowable parallel threads.
In Figure 5 , we show the simulation results for the fixedcomplexity sphere decoder using a 64-QAM modulation scheme in flat fading and frequency selective channels with double precision computation on the GTX 285. We observe that a huge speed-up, approximately of order 40x, is achieved when running more than ten thousand parallel sphere decoders under flat fading channels (as it is the case for example when simulating a 2048 carrier OFDM system with five OFDM symbols). As for the soft sphere decoder, the speed-up is less in case of the frequency selective channel. However, for this sphere decoder the reason is the higher transfer time of the coefficients of the frequency selective channel. We have used CUDA Visual Profiler to view the time taken by each sphere decoder and the memory copy time.
In Figure 6 , we show the speed-up of running parallel fixedcomplexity sphere decoders for different constellation sizes. For each modulation scheme, we considered all combinations of flat fading and frequency selective channels with single and double precision calculations. This graph was obtained by running 50,000 sphere decoders sequentially on the CPU and in parallel on the GPU. As expected, the speed-up increases with increasing constellation size because of the increasing computational complexity. Running more complex threads in parallel reduces the execution time compared to the sequential execution on the CPU. One more interesting point is that the double precision calculations have higher speed-ups than the single precision calculations. Due to the construction of the GPU, double and single precision calculations have approximately the same execution time. On the contrary, the CPU is able to perform two single precision calculations in about the same time as one double precision calculation. Therefore the speed-up in case of single precision calculation is approximately halved. Figure 7 shows the speed-up for the soft sphere decoder. In contrast to the fixed-complexity sphere decoder, the speed-up decreases with increasing constellation size. This is due to the increase of the execution time of the soft sphere decoder on the GPU where the access of the global memory, which has high latency, increases with higher constellation sizes. Also, the single and double precision calculations have approximately the same speed-up. This is because the particular implementation of the soft sphere decoder has more conditional operations than arithmetic ones. Therefore, its execution time on the CPU is approximately the same for both single and double precision.
Note that if we consider a general N ×N MIMO system instead of the above 4×4 MIMO system, the only difference is the complexity and the number of operations of the individual sphere decoder thread. The speed-up will vary according to the type of the sphere decoder. For the fixed-complexity sphere decoder, the speed-up will increase for increasing antenna numbers (similar to increasing constellation size in Figure 6 ). This is due to the higher computation complexity which is much better handled in the GPU. Regarding the soft output sphere decoder, the speed-up will decrease for increasing antenna numbers. This is a result of the high latency access of the global memory. Thus, for obtaining high speed-ups for the soft sphere decoder with large antenna number and/or large constellation size, the soft sphere decoder requires specific code optimizations for the GPU.
Considering the second, slower graphic card (NVIDIA GeForce 8400 GS) the speed-up was less by a factor in the range of about 30-40 when compared to the speed-up of the high performance graphic card. This factor is direct proportional to the ratio of the number of multiprocessor multiplied by their individual clock frequencies.
VII. CONCLUSIONS
In this work we utilized NVIDIA's CUDA architecture to speed up the execution of sphere decoding algorithms. Running parallel sphere decoders without any code optimization on a GPU can accelerate simulations up to a factor of 50 for the fixed-complexity sphere decoder and up to a factor of nine for the soft output sphere decoder. Larger speed-ups can be expected by optimizing the code for the GPU or by using a higher performance graphic card (with a larger number of multiprocessors or a higher clock frequency). Alternatively also multiple GPUs can be utilized to increase the level of parallelism even more. 
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