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I. INTRODUCTION 
In this dissertation we shall study results on two 
problems that involve Volterra integral equations. In 
Chapter II we study a problem involving uniqueness of 
solutions to an equation of the form 
rt 
(1.1) x(t) = f (t) + j g(t,s,x(s) ) ds. 
o 
It is known that there are continuous functions f and g 
such that (1.1) does not have a unique solution (see page 
44 Miller [9]). A paper by Lasota and Yorke [6] shows 
that 
(1.2) x(t) = X + f g(s,x(s))ds O ti 
t 
o 
has a unique solution for "most" of the continuous g 
where g : R x U — U and U is a Banach space. By "most" 
we mean that the set of g's that do not have unique 
solutions is of first category. It will be shown that a 
similar result is true for (1.1) where the f's can be 
taken from a fixed compact set of functions. 
2 
The second problem considered involves the concept of 
admissibility i.e. for a linear operator K and Frechet 
spaces and F^ when does it follow that K c F^. 
Corduneanu [2] presents admissibility results involving 
and spaces where g is a continuous positive valued 
function. These are results of C. Corduneanu, G. Bantas, 
N. Pavel, and others and use primarily the operator K 
defined by 
(1.3) Kx = J k(t,s)x(s)ds. 
H. Gollwitzer [4] generalized the notions of and 
lJ spaces to the case where g(t) is a matrix valued 
function and was able to obtain admissibility results using 
these new spaces. In this thesis we prove new admissibility 
results using the space where g is a matrix valued 
function and introduce a new space with which an 
admissibility result is obtained. Some of these results 
are then applied to integral equations to show existence 
and uniqueness of solutions. 
3 
II. BACKGROUND 
The space is the real n-dimensional Euclidean 
space. When x is in R^ then x = /x I where w 
^1'^2'''''^n real numbers and 
2 2 2 X /2 jixjj = (x^ + x^ + ... + x^) . R_|_ is the set of real 
numbers greater than or equal to zero. 
In Lemma 2.1 we use the following result of J. 
Dugundji [3] . 
Theorem 2.1. Suppose X is a metrix space and L is a 
locally convex space. Let A be a closed subset of X. 
Then for any continuous function f : A - L there exists a 
continuous function F : X — L such that f(a) = F(a) for 
all a in A. 
In the proof of Theorem 3.1 we need the following 
definitions and results. 
Definition 2.1. For any t > 0 the cross section K(t) 
of equation (1.1) is defined as 
(2.1) K(t) = [x(t) : x(s) is any continuous solution 
of (1.1) for 0 ^  s ^  t} 
4 
For any T _> 0 define 
(2.2) K*(T) = U [K(t) : 0 / t / T}. 
When f and g are continuous in equation (1.1) there 
exists a number a., > 0 such that for 0 < a < a,  the set 
M M 
K*(a) is compact as a subset of R^. Also the number 
can be picked maximal in the sense that either a., = or 
M 
there exists a solution x(t) of (1.1) such that 
lim supljx (t) I! = 0 0  a s  t - a . (See Miller [7] Chapter II.) 
Lemma 2.1. Let f : R. x R. x R^ - R^ be a continuous 4- "T 
function. If A is a compact subset of R^ x R^ x R^ 
and a c R x R x R^ then there exist a natural number 
o + + 
N such that 
%f(a) - N 
for all a in A. 
Proof : Since f is continuous, f(A) is a compact set 
in R^. Hence f(A) is bounded, i.e. there exists an 
M 0 such that 
5 
llf (a) j| ^ M 
for all a in A. Hence 
||f(a) - f(a^)|! 1 iif(a)lj + !|f (a^) || 
^ M + i|f (a^) II 
Let N be a natural number larger than M + |jf(a^)||. 
In Chapter IV we consider the space C^(I) of 
continuous functions from an interval I into with the 
topology of uniform convergence on compact subsets of I. 
C (I) is metrizable and complete. (See C, Corduneanu 
c 
[2] .) When g is a positive, continuous function on I 
then an element u of C (I) is in C (I) if 
c g 
(2.3) lui = sup Hu(t) II 
^ I g(t) 
is finite. This definition of 0^(1) is the one that 
Gollwitzer [4] generalizes. The space with the 
norm given by (2.3) is a Banach subspace of C^(I) which 
is stronger than C^(I) in the sense that if a sequence 
{u^} converges to in C (I) then the sequence con-
6 
verges to in C^(I). If U belongs to C^fl) then 
each component of U(t) is bounded by g(t) [uj^ on I. 
In some situations it might be more natural to weight the 
components of U(t) differently. Also it is not natural 
in some situations to assume that g(t) is positive for 
t 2 0- The Gollwitzer generalization offers a natural way 
to handle these remarks. 
The following lemmas are used in obtaining the results 
in Chapter IV. 
Lemma 2.2. Let k(t,s) and k(s) be real valued functions 
2 defined on R and R respectively. Suppose that 
k(t,s) - k(s) uniformly on compact sets and that there 
00 
exists a sequence ft] ,,t -»oo as n-»co, such that 
n n=l n 
t 
n 
J |k(t^,s)!ds > 3d 
t 
o 
and 
t 
! ik (s) j ds < d 
t 
o 
for some d > 0. Then there exists a subsequence [tj} of 
7 
the given sequence [t^] such that 
t. ] 
J !k(tj^^,s) 1 ds < d. 
Proof : Since k(t,x) -* Tc{s) uniformly on compact sets 
lim 
t—oo ^  
Ikft.s) - k(s) Ids = 0. 
Hence there exists an M > 0 such that if t > M then 
I !k(t,s) - k(s) Ids < d - j |k(s) Ids. 
Thus for t > M 
f* f* / I !k(t,s) ! ds - J lk(s) Ids < d - J lk(s) jds 
so 
|k(t,s) I ds < d. 
8 
Since t -» <%, there exists an n_ such that t > M, 
n 2 ^2 
so 
|k(t ,s) I ds < d, 
t 
o 
t 
Now considering j |k{t,s)Ids it follows as above that 
t 
o 
there exists an n^ > n^ such that 
t 
^2 
r !k(t ,s)|ds < d. 
t 3 
o 
The desired result follows by mathematical induction. 
Lemma 2.3. Let f be a measurable real valued function 
on tlie interval [a,b] . Suppose that 
1-^ J f (x) dx > k 
a 
and ! f (x) 1 M < 00 for all x in [a,b] . Then there 
exists a continuous real valued function g defined on 
[a,b] such that 
9 
b 
J g(x) dx > k. 
Proof: It follows immediately from Lusin's Theorem that 
for each natural number n there exists a continuous 
function such that | (x) | M and the measure of the 
set {x I f (x) / g^(x) } is less than 2nM(b-a) ' Therefore 
b 
r i f (x) - g (x) Idx < ;7 . 
*1 n n 
So the sequence [g^j converges to f in the mean and 
hence a subsequence of [g^] converges to f a.e. (See 
Theorems 5-6 II and 5-7 I of Taylor [11].) Let [g^] 
represent the subsequence. The Lebesgue Dominated Con­
vergence Theorem implies 
b b 
lim J g^(x)dx = J f (x) dx. 
a a 
Hence there exists an integer N such that if n > N then 
a jj 
I* f (x) dx - J g^(x)dx < J f (x) dx - k. 
10 
Therefore 
b 
J g^(x)dx > k 
a 
and fhe conclusion follows. 
Lemma 2.4. Let f be a function from R_^ to R such that 
00 
J ; f (s) ! ds = K < 00. 
o 
Let g be a continuous function from R_^ to R such that 
lim g(t) = 0 as t -* <». Then the function 
h(t) = J g(t-s)f{s)ds 
o 
has zero as its limit as t goes to «. 
Proof: Let M = inax{|g(t) j : t in R_^} and let e >0. 
Fror.i the given conditions of f and g there exist numbers 
T^ = T^(f) and T^ = T^fc) such that 
11 
and 
|g(s)| < when s > T^. 
Now set T = maxfT^jT^} and suppose t > 2T. Then 
.t , .T , 
j g(t-s)f(s)ds <; j j g(t - s) f (s) ds i + I j g(t-s)f(s)ds 
o  !  I  o  ' I t  
The desired result follows. 
12 
III. GENERIC PROPERTY OF UNIQUENESS 
A. Preliminaries 
Consider a Volterra integral equation of the form 
t 
(3.1) x(t) = f(t) + F g(t,s,x(s))ds 
o 
where f is a continuous function from R_^ to R^ and g 
n n is a continuous function from R^ x R^ x R to R". Let 
(3.2) X = {g : R_^ X R^ X : g is continuous} 
and 
(3.3) Y = [f : R_^ R^ : f is continuous} 
with X and Y both having the topology of uniform con­
vergence where the convergence is uniform on the common 
domains of definition. For functions h and k with a 
common domain D and range in R^ we let 
jfhr'-k;j = sup[j|h(x} - k: % in D} 
13 
The solutions of (3.1) are continuous functions with domain 
in Rj_ and range in R^. A solution x(t) of (3.1) 
through (t^,x^), where t^ is a non-negative real number 
and X is in R^, is a continuous function such that 
o 
x(t) is continuous on 0 ^  t ^  t^, x(t) satisfies (3.1) 
at t = t and x(t ) = x . 
o o o 
Definition 3.1. Let x(t) be a solution of (3.1) through 
(0,f(0)) on [0,a) where a oo. x(t) is an unlimited 
solution of (3.1) on [0,a) if and only if (t,x(t)) has 
n — 
no limit in R^ x R as t approaches a . 
Definition 3.2. Let and be Banach spaces and let 
c . A function 
G : - B2 
is locally Lipschitz on if for each p in there 
is an open set 0 with p e 0 c U_ and a number L >0 
P pi p 
such that 
(3.4) llG(x) - G(y) II2 ^ Lpllx - y||^ 
for all X, y in 0^ where ll*Ilj_ and || « [[^ are the norms 
14 
on and respectively. 
Lemma 3.1. Let f be continuous on x X E to E 
where E is a Banach space with norm |[ * and let 
c > 0. Then there exists a locally Lipschitz function 
G : R_^ X X E -• E 
such that 
lif(x) - G(x) llg < e 
for all x in R X R x E. 
+ + 
Proof : By Theorem 2,1 there exists a continuous function 
F : R^ X R^ X E -= E such that F (y) = f (y) for all y in 
R^ X R^ X E. So Lemma 1 of Lasota and Yorke [6] there 
exists a locally Lipschitz function 
G : R^ X R^ X E -* E 
such that 
i'F(y) - G(y) llg < € 
15 
for all y in x R"*" x E. G restricted to R^ x R, x E 
is the desired function. 
The next lemma follows from the results of Chapter II of 
R. K. Miller [9]. 
Lemma 3.2. Let in X be a locally Lipschitz function. 
If g = and f(t) = x^ in equation (3.1) then there 
exists a unique unlimited solution x^(t) of (3.1) through 
(0,x^) . Let [0,a),0<a_^oo be the domain of x^Ct) . 
Let 'g 1 , be a sequence contained in X such that g 
^mrm=l ^m 
approaches g as m -• œ. Let fx 1 , be a sequence in 
o • m"m=± 
R^ such that x approaches x as m — cc. if there 
m o 
exist an unlimited solution x (t) of (3.1) through 
m 
(O.x ) when g = g and f(t) z x then for each compact 
mm m 
interval J in [0,a) , x^(t) is defined on J (for m 
sufficiently large) and 
as m — ocj uniformly for t in J. 
16 
B. Main Results 
The next theorem is the main result of this chapter. 
The techniques and definitions introduced in the proof of 
this theorem are used as basic tools in proving the other 
results in this section. 
Theorem 3.1. In equation (3.1) let f(t) 5 be a fixed 
point in R^ and T be the set of g in X for which 
there does not exist a unique solution of (2.1) through 
(0,x^). Then T is a set of first category in X. 
Proof; Let fu , be a sequence of closed bounded sub-
" n n=l 
sets of U = R_^ X R^ such that (0,x^) is in the interior 
00 
of U- , U U = U and U is the interior of U for 
1' - n n n+1 
n=l 
n = 1.2,3,... . For g in X let 
(3.5). W^(g,xJ = {(t,x) e ; l!g(t,s,x) - g(0,0,x^)|| ^  n 
for 0 ^  s t} 
where n is some fixed natural number. For a continuous 
function, x^(t), such that x^(0) = x^ let 
17 
(3.6) ,g) = sup{t ^  0 : x^(t) is defined and 
(s,x^(s)) is in for 0 s ^  t} 
If x^(-) and Xgf") are solutions of (3,1) through 
(0,x^) for some functions and g^ in X, define 
their common interval in by 
(3.7) J^(x^(-) .Xgf-) ,g) = [0,a^(x^(-) ,g)] n [0,o^(x2(-) ,g)] 
and define 
^n = U^(x^(-) ,X2 (•) ,g) = sup{l|x^(t) - x^ (t) '{ : t in 
J^(Xi ( *) ,X2 ( •) ,g) } . 
Now fix g in X and for Ô > 0 define 
(3.8) U^(g;ô) = sup{u^(x^(-) ,X2(-) ,g) :||gj_-g||^ô and 
1192 -g!' ^ 6} 
where the sup is taken over all solutions x^ and x^ 
of (3.1) associated with the functions g^ and g^ 
18 
respectively. We next define 
(3.9) V (ç) = lim sup u (g;6; 
" Ô-0 
Now suppose (g) = 0 for some g in X and all 
n = 1,2,... . Let x^ and x^ be solutions of (2.1) 
through (0,x^) and suppose both solutions are defined on 
[0,t^]. Since the solutions are continuous the images of 
and x^ on [O.t] are compact. Thus there is some 
N such that (s,x^(s)) and (SjXgfs)) belong to 
for all s in [0,t^] . Since ||g - gt| = 0 < ô for all 
Ô > 0 it follows that 
Ujj(x^,x^,g) ^ Ujj(g;ô) for all 6 < 0. 
Thus 
^ lim sup u (g;ô) 
Ô-.0 
= v^(g) = 0 
Therefore x^(s) = (s) for s in [0,t^]. Thus the 
19 
solution of (1) when V^(g) = 0 for all n = 1, 2 , . . . ,  is 
unique. Any function g in X gives rise to an unlimited 
solution through (0.x ) (see Miller [9] , Theorem 2.2, page 
95) and if g is locally Lipschitz then by Lemma 3.2 
V^(g) = 0 for n = 1.2,... . 
Next let (g) = 0 for some g in X and a fixed 
n. Let x(t) be a solution of (3.1) for g. The solution 
x(t) is unique on [O,o^(x,g)]. Suppose the sequence 
{g^} converges to g in X. We will show next that 
V^(g.) 0 as i — -o. Suppose not, then there exists an 
00 
1 > 0 and a sequence such that g\ ^ g as 
i -» on and (g^) > T|. By the definition of V^(g^) there 
exists g,•,g_. with solutions x .,x . through (0,x ) 
such that for each i = 1,2,... . '=^n^^li'^2i'^i^ ^ and 
such that 
" ^ lili - 2 ^ and jjg^ - ^ 2 ^ 
So 
and 
20 
llg - - 0 as i - 00. 
Hence using Corollary 4.4, page 115, of Miller [9], 
x^^(t) — x(t) and ^(t) uniformly as i - oo for 
t in [0,cj^(x,g)] . Now suppose -• x(t) as i -• co 
00 
for some t in H [0,(x^^,g^)]. Then 
i=l 
iig(t,s,x(t) ) -g(0,0,x^)ll 
< !!g(t,s,x(t) ) - g(t,s,x^^ (t) ) jl + j|g(t, s,,x^^ (t) -g^(t,s,x^^(t)} 
+ ||g^(t,s,x^^(t) ) - g^(0,0,x^) II + j|g^(0,0,x^) -g(0,0,x^)j| 
n + c 
where —0 as i -• cn. Because of the choice of t the 
third term on the right hand side of the above inequality 
is bounded by n. By continuity the other terms go to zero 
as i - 00. Thus 
||g(t,s,x(t)) - g(0,0,x^)|J ^ n 
so 
21 
(t,x(t)) belongs to W^(g,x^). 
If t belongs to [0,a^(x,g)] then it follows in the 
same manner that 
{t,x^^(t)) € W^(g^,x^) 
for i large enough. The last statement implies that 
lim inf o^(x^^,g^) ^  a^{x,g). Suppose 
i-»co 
lim inf o^(x^^,g^) = K > cr^ (x,g) . Then there exists a 
i -• 00 
subsequence of [i]. we will label it by {i} again, and 
an r > 0 such that c^^x^^pg^) (x,9) + r. Now let a 
be the largest number such that the cross section set 
K*(t) of (3.1) with f(t) = x^ is compact for all t in 
the interval 0 ^  t < a. Since a > o^(x,g) there exists 
a p such that cj^(x,g) < p < min{a, (x,g) +r}. Now by 
Theorem 4.2, page 108, of Miller [9] there exists a sub­
sequence of [x^^] which converges uniformly to a solution 
x(t) of (3.1) on [0,p] . Since 
OC' 
[0,3] c n [0,(x^^,g^) ] it follows from previous remarks 
i=l 
22 
that (t,x{t)) belongs to W^(x,g) for t £ [0,3]. This 
contradicts the choice of cr^(x,g) . Hence 
lim inf o^(x^^,g^) = CT^(x,g). Similarly 
lim sup G • Thus 
i-Kx> 
lim a (x ,g ) = lim a (x ,g ) = ? (x,g). 
n 11 1 . n zi 1 n i-*oc i-^co 
Now since the solution x(t) is unique on [O,o^(x,g)] 
'x2i(t) - !| - 0 
uniformly as i - oo on [0,J^(x,g)]. By definition 
W (g..x ) c U so x,. and x_. are uniformly bounded 
n ^1' o n li 2i 
on [0,CT (x_.,g.)] n [0,c7 (x_.,g.)] for all i. For t 
n 11 1 n zi 1 
in [0,a^(x^^,g^) ] n [0, (x^^^g^) ] and t > a^(x,g) we 
have 
23 
iixii(t) - x^j^(t) II ^ !' J [g^^(t,s,x^^ (s) ) - g2^(t,s,X2^(s) )]dsl| 
o 
- - X2^(a^(x,g) ) II 
+ 'i J [g^^ (t,s,x^^(s) ) - g2^(t,s,X2^ (s) )] ds |! 
a^{x,g) 
+ il J [g^^ (t,s,x^^(s) ) - g(t,s,x^^ (s) )] dsjj 
On(X'9) 
pt 
+ ii J [g(t,s,x^^(s) - gCtjSjX^^ (s) ) ] dsjl 
pt 
+ I! J [g(t,s,X2^(s)) - g2j_{t,s,X2^(s) )] dsjj 
On(x,g) 
+ [inin{cr^(x^^,g^) ,a^(x2^,g^) } - a^(x,g)]2M 
+ [Cn(%2i'9i) - ci^(x,g)3 2~^ 
where M = sup[ ||g (t, s ,x) || : (t,x) e and 0 £ s t}. 
24 
Thus '"-^n '^2i'^i^ approaches zero as i -» ». This is a 
contradiction so - 0 as g\ ^ g. 
Now let 
(3.10) F = {f € X : V (f) > 
n y in n 
where n,m are natural numbers. We show that F is 
n .m 
nowhere dense in the space X. Suppose some non-empty open 
set 5 (T X is in the closure, F , of F By 
n,m/ n,m 
Lemma 3.1 there exists a locally Lipschitz function f in 
S. Since f belongs to F and V (f) = 0. it follows 
n ,m n 
from the preceding remarks that there is a sequence 
{f. , in F such that V (f.) -> 0 as i -« oc. This 1/1=1 n,m n i 
contradicts the definition of F . Thus F is 
n,m n,m 
nowhere dense in X. Clearly 
00 
U F = [f Ç X: V (f) ^ 0 for some d} 
n=l P 
m=l 
00 
So T = U F is of first category in X. Since the 
n=l 
m=l 
set of f without unique solutions is contained in T it 
must also be of first category. 
25 
Corollary 3.1. Let f(t) be a continuous function on R_^. 
Then the set of g in X = [g : x R_j_ x j g is 
continuous] for which (3.1) does not have unique solutions 
is of first category. 
Proof: Use the proof of Theorem 3.1 with = f(0) . 
Theorem 3.2. Let A be a compact set in R^. Then the 
set of g in X such that (3.1) does not have unique 
solutions for 
pt 
x(t) = X + ' g(t,s,x(s) )ds 
o 
for all x^ in A is of first category. 
Proof: For a fixed x in A let 
o 
(3.11) V^(x^,g) 5 v^(g) 
where (g) is defined as in (3.9). Define 
(3.12) V^(A,g) = sup{V^(x^,g) | x^ in A]. 
Existence and uniqueness of solutions for each x^ in A 
26 
follows as in the proof of Theorem 3.1. If g is locally 
Lipschitz then V (x ,g) =0 for each x in R^. Thus 
no o 
Vn(A,g) = 0 for n = 1, 2 , . . .  .  
Now suppose V^(A,g) = 0 for some g and n. Let 
{g^} be a sequence of continuous functions in X con­
verging to g such that (A,g^) does not converge to 
zero. Then there exists a sequence {(aj,g^j)] and a 
number ^ > 0, where [g^j] is a subsequence of {g^} 
and {a^} is a sequence in A, such that > 'H-
Since A is compact we can assume a. -* a for some a ] o o 
in A. So there exists sequences {g^j} and with 
associated solutions [x .} and {x .} respectively such 
Xj Zj 
that 
ilSij - g^jll - 0, 
"9ij - 92:" - 0 
as j - =c and '^ij^ > il in W^Cg^^a^). It 
follows that 
lig - 9]_j II - 0 and ||g - ggjil - 0 
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as j — Since (a^, g) =0 the function x(t) which 
satisfies 
rt 
x(t) = a + [ g(t,s,x(s) ) ds O V 
is unique on [0,(x(•),g)]. So using Corollary 4.4, page 
115 of Miller [9] and previous technique it follows that 
U^(Xij,X2j) - 0 as j - 00, 
This contradicts the choice of x,. and x^.. So 
1] 2] 
Vn(A,gi) - 0 as g^ g. 
Now let 
(3.13) FL _ = [g e X : V {A,g) > m 
n n 
•where n,m are natural number. As in the proof of 
Theorem 3.1 it follows that 
00 
T = U F 
n=l 
m=l 
is a set of first category in X containing all those g 
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without unique solutions for some initial value in A. Next 
consider 
Theorem 3.3. Let H be a compact set in Y. Then the set 
of f in X for which (3.14) does not have a unique 
solution for each h(t) belonging to H is of first 
category in X. 
Proof : Define the sequence of sets as before. For 
h in H and f in X define 
3.14) x(t) = h(t) + J f (t,s,x(s) ) ds. 
o 
W^(h,f) = { (t,x) € : llf(t,s,x) - f(0,0,h(0))|| ^ n 
for 0 s t} 
For a solution x(t) of 
t 
x(t) = h(t) 
o 
where g is some function in X define 
29 
(3.15) a^(x( • ) = sup{t 0 : x{t) is defined and 
(s,x(s) ) e W^(h,f) 
for s € [0,t] } 
If x^(-) and Xgf-) are solutions of (3.14) for pairs 
of functions (h,g^) and (h^g^) respectively define their 
common interval in W^(h,g) by 
(3.16) 
(•) ,X2(•) ,g) = [o,a^(x^(-) ,g)] n [o,a^(x2(-) ,g)]. 
Let 
(3.17) u^(x^(-) ,X2(-) ,g) = sup{l|x^(t) -X2(t) II : t in J^} 
Now fixing h and g in H and X respectively let 
(2.18) u^(h,g;ô) = sup{u^(x^(-) ,X2(-) ,g) : ||g - g^ll ^ ^ 
and llg-ggtl ^ 6] 
We now define 
30 
(3.19) V (h,g) = lim sup li (Ti,g;ô) 
^ Ô-O ^ 
and set 
V^(H,g) = sup[V^(h,g) : h in H}, 
With these definitions the proof of this result follows the 
same general line of reasoning as the proof of Theorem 2. 
We note V^(h,g) really depends only on h(0) and for H 
compact in X it follows that {h(0) : h in H} is compact 
in r". Thus Theorems 3.1 and 3.2 are really corollaries of 
Theorem 3.3. The style of presentation was used to 
clarify the proofs. 
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IV. ADMISSIBILITY RESULTS AND APPLICATIONS 
A. Preliminaries 
Let denote the usual space of n-vectors over the 
reals with the usual inner product. For a fixed 
w ^  set I = I (w) = {t ; 0 t < w}. Let C^(I) be the 
space of continuous functions from I to R^ with the 
topology of uniform convergence. Let be the set of 
continuous functions defined on I(^) which have limits at 
. Let C be the set of f in C. such that 
o X 
lim f (t) = 0 as t -• oo. The symbol jxl ^ will denote the 
usual sup norm in C^. 
Recall that a Frechet space is a complete metric space 
such that addition and scalar multiplication are continuous 
and the metric d is additively invariant, i.e. 
d(x,y) = d(x-y,0) for all x and y in the space. The 
space C^(I) is a Frechet space. 
Definition 4.1. Let F^, F^ be Frechet spaces and assume 
that T is a linear operator from F^ to F^. If 
is a subspace of i = 1,2, then the pair (E^jE^) is 
said to be admissible with respect to T if T E^ is a 
subset of E^. 
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Definition 4.2. Suppose X is a subset of a Frechet space, 
and that X is a Banach space under the norm 
The topology under the norm || • J|^ is said to be a stronger 
topology than the topology on 3 if for any sequence 
contained in X such that jjx^ - xjj^ - 0 as n — for 
some X in X then x^ — x in the topology of 5. 
The following notation and definition were developed 
by H. Gollwitzer [4]. For each t in I (w) , let g(t) 
be a linear transformation on such that 
(4.1) iig(t) !| = sup{[jg(t)ul| : ||u|; = 1} 
is uniformly bounded on compact subsets of I(w). Let 
N(t) and R (t) be the null space and range of g (t) , 
respectively and let N^(t) denote the orthogonal comple­
ment of N(t). Also let P(t) denote the orthogonal 
projection of onto R(t) . Define P (t) to be the 
zero operator if R^(t) = R^. Define g . (t) : R(t) - N""" (t) 
— X 
as the inverse of the restriction of g(t) to N (t) . 
Extend g_^(t) to all of by sending R^(t) into the 
zero vector and call the resulting transformation g , (t) . 
— X 
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Definition 4,3. A function u in C (I(w)) is said to be 
c 
in C^(I(w)) if P(t)u(t) = u(t) for each t in I(w) 
and 
iuig = sup{i|g_^(t)u(t) II : t in l} 
if finite. 
H. Gollwitzer [4] proves the following results. 
Theorem 4.1. The space C^(I(w)) is a subspace of C^(I(w) 
which is a Banach space under the norm, I•i , C with g g 
the norm, i'ig- a stronger topology than the topology 
on C . 
c 
Proposition 4.1. Let J be a measurable subset of the 
reals and let g{t) be a linear transformation on 
which is measurable on J. Let g_^(t) be as defined 
above. Then g ^(t) is measurable on J. 
B. Admissibility of (C ,C ) g z 
In the following for an arbitrary n x n matrix 
H = (H..) , we set the norm of H equal to 
xj nxn 
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n n 
y in..I i.e. I H| = y |H..|. Let g ( t) : -> e" 
l—i 13 IT 
iO=l i,i=l 
be a continuous matrix valued function defined on I (=») 
and let k (t, s) ; e" -• E^ be a continuous matrix valued 
function for 0 s t < £» with k(t,s) =0 if s > t. 
Assume 
(4.2) lim k(t,s) = k(s) 
t-<00 
where the convergence is uniform on compact subsets of 
1(00) . It follows that k(s) is continuous. Define the 
operator K from C^(I) to C^(I) by 
(4.3) Kx(t) = j k(t,s)x(s)ds 
o 
The following theorem generalizes a result due to G. Bantas 
[13. In this theorem we set = C^(I(o=)) . 
Theorem 4.2. The pair (C ,C ) is admissible with respect g £ 
to.the operator K if and only if 
00 
(4.4) i) J |k(s)g(s) ids < «= 
o 
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00 
(4.5) ii) lim J |k(t,s)g(s) | ds = J |k(s)g(s) | ds , 
o o 
Proof : We first show that conditions i) and ii) are 
sufficient for admissibility. Let x belong to C^. We 
t 
f 
show that lim J (k(t,s) - k(s))x(s)ds = 0 in order to have 
t-OO Q 
the desired conclusion. Since x belongs to then 
x(t) = g(t)v(t) for some uniformly bounded v(t) . If we 
apply condition i)^ then 
(4.6) I r k(s)x(s)ds| ^  f |k(s)g(s) I ||v(s) jjds < 
Thus J k(s)x(s)ds exists. We know that 
lim J [k(t,s) -k(s)]x(s)ds = lim j [k(t,s) - k (s) ]g(s) v(s) ds, 
t-» o o 
whenever either limit exists. Since v(t) is uniformly 
bounded 
(4.8) lim r [k(t,s) - k(s)]x(s)ds = 0 
t-Ko o 
36 
L. 
if J I [k(t,s) - k (s) ] g (s) I ds -• 0 as t approaches 
o 
We use arguments similar to those found in Theorem 2.3.1 of 
ft 
C. Corduneanu [2] to show that j i [k(t,s) - k(s)]g(s) i ds-> 0, 
o 
If 0 < t  ^  t, then 
(4.9) 
J ! [k(t,s) - k(s) ]g{s) Ids ^  J |[k(t,s) - k(s) ] g(s) I ds 
o o 
ft t 
+ J !k(t,s)g{s) I ds + !k(s)g(s) Ids 
For a given e > 0 there exists such that 
for T 
J |k(s)g(s) Ids J |k(s)g(s) j ds < € 
Condition ii) implies the existence of = T^Ce) such 
that, for t ^  Tg 
j |k(t,s)g(s) ids < J !k(s)g(s) j ds + e 
O o 
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For a fixed t, since g is uniformly bounded on [0,t ]  
fhen 
t  t  
J lk(s) g(s) ! ds - I |k(t,s)g(s)|ds<[j i k (t,s) - k (s) I | g (s) i ds 
t  
and J |k(tjS) - k (s) i | g (s) 1 ds -• 0 as t approaches w. 
Thus there exists a T ( t, £ )  > 0  s u c h  t h a t  t  >  T ( t , e )  
implies 
- j |k(t,s)g(s) ! ds < - J |k(s)g(s) ! ds + €. 
Now if we fix T ^ maxfT^jT^} and let t > T ( t,€) then 
j |k(t,s)g(s) jds = j !k (t,s) g(s) I ds - J [ k (t, s) g (s) I ds 
T O O  
CO w I 
|k{s)g(s) I ds + e - J |k(s)g(s) I ds + 
< 3E. 
For a fixed r ^  maxfT^jT^} and t _> max{T^ (t ,  e) }  
(4.10) J ! [k(t,s) - k (s) ] g(s) i ds ^  5e 
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and (4.8) holds. Thus (C ,C ) is admissible with respect g X, 
to K. 
Next we show that admissibility implies conditions i) 
and ii) . If x is in C and K x belongs to C then g X, 
K X is a bounded continuous function and H. Gollwitzer 
[4] has shown 
t 
(4.11) J ik(t,s)g(s) I ds < A for all t ^  0 
o 
where A is some fixed positive constant. Since 
k(t,s) = 0 if s > t, then 
00 
(4.12) k(t,s)g(s) Ids ^  A for all t ^  0. 
Hence, by Fatou's lemma, 
00 00 
(4.13) J lk(s) g(s) 1 ds < lim J jk (t,s) g(s) | ds <; A, 
t-co ^ 
and condition i) follows 
Now consider k(t,s)g(s)ej where e^ is a member of 
the usual orthonormal basis for R^. By Fatou's lemma and 
k(t,s) =0 if s > t, it follows that 
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^1 = 
OC œ 
I k (s) q(s) e . ! ds < lim f jk (t,s) g(s) e . | ds ] . _ J t-oo Q 
= lim |k(t,s) g(s) e. |ds 
t-œ O 
t 
lim J [k (t,s) g{s) e . I ds. 
t-oo 
1 — 1 
Let L = lim |k(t,s)g(s)e.|ds. If for each j, = L 
t - 1  '  
then condition ii) obv'.ously holds. Suppose, for a contra­
diction, that < L^. Then for some i 
r 
L, = I (k(s)g(s) ) . . i ds < lira j (k(t,s)g(s) )..|ds = L, 3 J i: J i: . 
o o 
We now show that there exists a function y in C 
9 
such that Ky is not in C^. First note that there exists 
-2 - S 
a t > 0 such that for 0 < d < r and t ^  t 
o j o 
f I (k(s)g(s) ) . . ids < d. 
«J ij 
t 
o 
Since 
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lim r I (k (t,s) g (s) ) . . i ds + lim j i (k (t,s) g (s) ) . . j ds 
t-o. • t-oo 
•c o 
o 
t-»co 
> lim j ! (k(t,s)g(s) ) ^^ I ds = L, 
then. 
— r' , — r'° lim I I (k (t ,s) g (s) ) . . I ds  ^  L - lim | (k(t, s) g(s) ) . . j ds 
t-t o 
o 
(.to, 
= - J I (k(s)g(s) ) ! ds 
2 > 3d. 
Therefore there exists an increasing sequence [t^], t^ 
approaches o=, such that 
t 
r ^ j ! (k(t^.s)g{s) ) ^ J. ds > 3d, n > 1 
Since 
t 
r n 
I (k (s) g (s) ) . . I ds < d for n > 1 J 1] 
t 
o 
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we can assume w. o. Z. g that the sequence [t^] is 
chosen so that 
t 
n 
I (k (t . .s) q- (s) ) . -
1] J l % n^^, g ^j|ds < d, n > 1. 
t 
o 
(See Lemma 2.2 above.) For each n _> 1 let 
X (t) = (-1)^ ^ sgn(k(t ,t)g(t)) on [t , ,t ). Then 
n n 1] n—± n 
x^(t) is measurable and |x^(t)| ^ 1 for t in 
[t T,t ). Hence 
n-1 n 
t 
n-1 r " (-1) ! (k(t ,s)g(s))..x (s)ds = 
0 n 1] n 
^n-1 
t t 
? ^ . 
I Uk (t ,s) g(s) ) . . i ds - I ; (k{t , s) g(s) ) . .ds > 2d. 
«J n 1] «J n 1] 
t t 
o o 
Using Lusin's Theorem on the structure of measurable 
functions and the Lebesgue Dominated Convergence Theorem, 
we can replace each (t) by a continuous function 
X  ( t )  such that !x (t)I < 1 on [t ,t ), 
n n n—jl n 
lim x (t) = X (t ) and 
^ n n+i n t-»t 
n 
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t 
n-1 " ^ ~ (4.14) (-1) j (k{t ,s)g(s) ) .  . X  (s)ds > 2d, 
tJ n 1] n 
^n-1 
Define x(t) on [0,=»^ by x(t) = for 
0 < t ^  and x(t) = x^(t) for t belonging to 
[t . ,t ). Since x(t) is continuous and uniformly 
n—1 n 
bounded then g(t) (xftje^) belongs to C^-
Now consider 
r k(t,s)g(s) (x(s)e.)ds 
•J J 
o 
= I k (t,s) g (s) (x (s) e . ) ds + k(t,s) g(s) (x(s) e.) ds, 
J 3 J J 
o t 
o 
since k(t,s) - k(s) as t-»œ uniformly on compact 
intervals then 
r'° 
lim j k(t,s)g(s) (x(s)e.)ds = k(s)g(s) (x(s)e.)ds, 
t-cc ^ D J ] 
o o 
Using (4.14) we have 
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t t 
T „ n 1 n-1 
n-1r „ ,. , ,, , X , , ,.n-1 (-1)^ r (k(t ,s)g(s) ) . .x(s)ds=(-l)^ f (k(t , s) g(s) ) . .x (s) ds 
«J n ij <j n xj 
t t 
o o 
t 
n 
+ (-1)^ r (k(t ,s)g(s) ) . .x(s)ds >d. 
<j n 1 j 
t , 
Hence 
t 
.. n 
! (k(t ,s) g(s) ) . .x(s) ds 
« n 1J 
t 
o 
is greater than d for n = 2p + 1 and is less than - d 
for n = 2p. So 
lim J k(t,s)g(s) {x(s)e.)ds 
t-*00 
t 
O 
doesn't exist. This is a contradiction. Thus 
and condition ii) follows. 
Corollary 4.1. (C^,C^) is admissible with respect to the 
operator K if and only if 
(4.15) lim J |k(t,s)g(s) | ds = 0 
t-oo ^ 
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Proof: Since c assuming admissibility it follows 
that conditions i) and ii) of Theorem 4.2 are true. Hence 
from the proof of Theorem 4,2 if x(s) is in then 
(4,16) lim J k(t,s)x(s)ds = J k(s)x{s)ds 
o o 
00 
= j k(s) g(s) V (s) ds 
o 
= 0 
Since v can be any continuous bounded function it follows 
that k(s)g(s) =0 for all non-negative s. Thus by 
condition ii) of Theorem 4,2 
lim r |'k(t.s)g(s) I ds = 0. 
t-oo Q 
Now assume (4.15) is true. For a fixed t^ > 0 
U 
lim J |k(t,s)g(s)lds 
t
1 t-»oo 
u 
^'1 
a 
t-x» 
Thus 
= limQ' ]Tc(t,s)g(s) j ds + J ik(t,s)g(s) |ds) = 0 
^1 
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lim J !k(t,s)g(s) ds = J |lc(s)g(s) I ds 
o 
= 0 
Since is an arbitrary fixed value. 
Ik(s)g(s)|ds = 0. 
So from Theorem 4.2, K is admissible with respect to 
(C ,CJ. Since g x, 
im|K x(t) I lim J |k(t,s)g(s)| iiv(s)ii l  
t-»00 
as 
t-*co 
= 0 
it follows that K is admissible with respect to 
ICg'Co'• 
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C. Admissibility of {L^,C ) 
g G 
Now let g(t) be a measurable n x n matrix valued 
function defined on R. Define P(t) , g_^(t) as in the 
definition of and let p ^  1. We let = L^(R,R^) 
p ^  1, stand for the set of measurable functions 
h : R - R^ such that 
1/p 
^ ( J l^dt) < 00. 
As usual functions are identified if they are equal a.c. 
Definition 4.4. We say a function x from R to R^ 
belongs to if and only if 
i) X is measurable on R; 
ii) P(t)x(t) = x(t) a.e. on R; 
iii) g ^(t)x(t) belongs to L^(R,R^) 
Lemma 4.1. is a Banach space under the norm 
1/p 
(4.17) ilx(t) ilg = ( J| g_^ (t)x(t) l^dt) 
R 
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Proof: Gollwitzer [4] has shown that q ,(t)x(t) is 
— i 
measurable when g and x are measurable. If x belongs 
to and |[x(t)I[^ = 0 then g_^{t)x(t) = 0 a.e. Since 
x(t) belongs to the range of g(t) a.e. it follows that 
x(t) =0 a.e. Clearly 
|{x(t) + y(t) (Ig ^ l!x(t)||^ + ||y(t) llg 
and 
x(t) 11^ ^ ia| i|x(t) llg 
for X and y in and for any a belonging to R. 
Thus li • 11 is a norm on L^. 
' "g g 
Let [x^^ be a Cauchy sequence in L^. Then 
V (t) = g , (t)x (t) is a Cauchy sequence in L^. Thus 
n —X n 
there exists a v(t) in such that [v^(t) } has v(t) 
as a limit in L^. We will show that x (t) has 
n 
g(t)v(t) as a limit in L^. Note that v^(t) belongs to 
N^Xt) a.e. for n ^  1. Since N^(t) is closed v(t) 
belongs to N^(t) a.e. Thus g(t)v(t) belongs to L^. 
Now î]g_^ (t) (x^(-t) - g(t)v(t))}!p = ||v^(t) - v(t) ||^, which 
has zero as its limit as n approaches <». Therefore 
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lim|lx^(t) - g{t)v(t)ji^ = 0 as n approaches «>, There­
fore is a Banach space. 
g 
In the next theorem we assume that k(t,s) is a 
2 
measurable n x n matrix valued function on R and that 
the operator K, defined by 
(4.18) Kx(t) = J k(t,s) x(s) ds, 
R 
has the property defined in the following: 
Definition 4.5. The operator K is said to have the 
prooerty B , iff for any bounded set S in L^, the 
p,g g 
set KS is equicontinuous at any t^ in R. 
Theorem 4.3. Let g(t) be a measurable n x n matrix 
valued function defined on R which is invertible for each 
t belonging to R and choose p, q such that p > 1 and 
— + — = 1. Then is admissible with respect to 
p q g G 
K, the property B holds, and K is a continuous 
p,g 
operator on if and only if for all t 
i) ? (t)k(t,s) g(s) =k(t,s)g(s) a.e. in s, 
ii) ^ IG , (t)k(t,s)g(s) | %s < A for all t in R; 
R 
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where A depends on G, k, and g; 
iii) lim i | [k{t,s) - k(t ,s)]g(s) | ^ ds = 0 for each 
t in R. 
o 
(Note: In i) P{t) is the projection operator associated 
with G(t) . ) 
Proof : First we show that conditions i) , ii) and iii) are 
sufficient. Let x belong to and set 
v(t) = g_^(t)x(t). Using Holder's inequality and condition 
ii) it follows that 
(4.19) |'G_^ (t) j k(t,s)x(s) ds|| ^ A^'^^||x(s) ||^ 
R 
for each t in R. Also 
j ![k(t,s) - k(t^,s) ]x(s) I ds ^  
R 
1/q 
( J |[k(t,s) - k(t^,s) ] g(s) 1 ^ds) ||x||^ 
R 
so using condition iii) it follows that the function 
Kx(t) is continuous. Now 
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P(t) k(t,s)x(s)ds = J P (t)k(t,s)g(s) v(s) ds 
R 
= J k(t,s)g(s) v(s) ds 
R 
= J k (t,s) x(s) ds. 
R 
The above comments show that K is a continuous operator 
from to C„. g G 
If S is a bounded set in (i.e. there exists an g 
r > 0 such that if x is in S then < r), then 
(4.20) 
Jl [k(t,s)-k(t^,s) ]x(s) ! ds ^jI [k(t,s)-k(t^,s)]g(s) r 
R R 
so K S is equicontinuous at t^. 
We now show that the conditions are necessary. Let u 
be in and set v(t) = g ^(t)u(t) . Then Ku belongs 
to C^, so 
(I-P(t)) k(t,s)g(s) v(s) ds = 0 a.e. 
R 
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where I is the identity matrix. Since u is arbitrary 
in (I - P{t) )k(t,s) = 0 a.e. for a fixed t. Thus i) 
holds. 
To show that 
J!G_^(t)k(t,s)g(s) i ^ds < A 
for all t in R and some positive A, we show that each 
entry in the matrix representation of G_^(t)k(t,s)g(s) is 
in Let y be in L^(R,R) , then g(t)(y(t)ej) is 
in L^(R,R^) and Kg(t) (y(t)e.) is in C- Thus 
g ] G 
sup[ i f (G (t)k(t,s) g(s) ) . .y(s) ds| : t in R} < B„ 
«J — J_ Ij 2 
R 
for i = 1,2,...,n and some constant depending on 
G, k, g and y. For a fixed t define 
(4.21) L(y('),t) = J(G_^(t)k(t,s)g(s))^jy(s)ds. 
Then for each y in L (R,R), |L(y(-);t) | < for all 
t in R. Since K is a continuous operator, L(-,t) is 
a continuous functional on L^(R,R) for each t. If we set 
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i!L(-,t) [ I  = sup{!L(y,t) 1  : y € L^(R,R,) ^ |{y|| = 1} then by the 
Uniform Boundedness Theorem there exists an M > 0 such 
that 
supf I'jL ( • ,t) {} : t in R} £ M, 
It follows by the Riesz Representation Theorem (see page 213 
of H. L. Royden [10]) that 
J j  (G_^(t)k(t,s)g(s) ) j I  %s 
R 
for all t in R. Hence condition ii) holds. 
To show that condition iii) holds, we let S be the 
unit sphere in L^(R,R^). Then g(t)S is the unit sphere 
in L^. For a fixed € > 0 and t^ in R, property 
Bp ^ implies the existence of a ô = ô(£jt^) such that 
| t - t ^ l  < 6  i m p l i e s  | J [ ( k ( t , s )  -  k  ( t ^ , s )  ]  g ( s )  x ( s )  d s  !  <  e  
R 
for all X belonging to S. Hence for an x in L^(R,R^) 
and for a fixed t such that jt-t^j <6, we have 
J[k(t,s) - k(t^,s)]g(s)x(s)dsi < elixjl^ 
R 
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Thus for t, fixed as above 
(4,22) T(t,t )x(*) 5 r[k(t,s) -k(t , s) ] g (s) x (s) ds 
O V O 
R 
defines a continuous operator whose norm satisfies the 
relation 
1/q 
|lT(t,t )^|l = ^ J I [k(t,s) -k(t^,s)]g(s) i^ds) ^ s. 
R 
Condition iii) follows from this result. 
Remark: When p = 1 the theorem is true with 
ess sup{|h(t,s) I : s in R} used in place of J|h{t,s) |^ds. 
R 
The proof of this result is essentially the same as the 
proof given above. 
Definition 4.6. Let G(t) be a linear transformation on 
r"' which is measurable on R. Let P(t) be defined as 
the orthogonal projection of R^ onto the range of G(t). 
A measurable function from R to R^ is said to be in 
L_(R,R^) (= L ) if P(t)u(t) = u(t) a.e. on R and 
G G 
(4.23) ||u||^ = ess sup{IjG_^ (t)u(t) II : t in R} is finite. 
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The following result is proved in the same manner as the 
corresponding theorem in Corduneanu [2] (Theorem 2.5.1). 
Theorem 4.4. Let k(t,s) be an nxn measurable matrix 
2 OC CO 
valued function on R . The pair (L ,L ) is admissible 
g G 
with respect to the operator Kx(t) = j k(t,s)x(s)ds if 
R 
and only if 
: G_^ (t)k(t,s)g(s) 1 ds £ M 
R 
a.e. on R for some fixed M depending on G, k, and g. 
D. Applications 
The following two theorems are generalizations of 
results found in Corduneanu [2]. We consider the equation 
(4.24) x(t) = h(t) + J k(t,s)f(s,x('))ds 
o 
where k(t,s) is a continuous nxn matrix valued 
function for 0 ^  s <; t < <» and k(t,s) =0 for s > t. 
Also assume that lim k(t,s) = k(s) as t approaches <», 
w h e r e  t h e  c o n v e r g e n c e  i s  u n i f o r m  o n  co m p a c t  s e t s  o f  [ 0 , # ) .  
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Theorem 4.5. Consider (4.24) and assume 
i) h(t) belongs to 
ii) (C ,C ) is admissible with respect to the g % 
operator K which is defined by 
Kx(t) = J k(t,s)x(s)ds 
o 
iii) f(t,x(-)) {= fx) defines a mapping from C^ 
to C such that Ifx-fyj ^ ^ix-y| for g • ' g 
any x, y in C^. 
Then there exists a unique solution of (4.1) in when­
ever \ is sufficiently small. 
Proof : The operator 
Tx(t) =h(t) +Jk(t,s)f(s,x(-))ds 
o 
maps to and the theorem follows by noting that T 
is a contraction mapping when \ is small enough. 
In the next theorem, we assume that k(t,s) of (4.24) 
is a continuous matrix valued function and that P(t) is 
the orthogonal projection of r"' onto the range of G(t) 
for each t. 
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Theorem 4.6. Consider (4.24) and assume 
i) h(t) belongs to C , 
G 
ii) IG_^(t)k(t,s)g(s)!ds < A for all t in 
R_i_ where A is some fixed positive number 
depending on G_^, k and g, 
iii) P (t)k (t, s) g (s) = k(t,s)g(s) for 0  ^  s  t < «>, 
iv) f(t,x(-)) (= f x) is a mapping from to 
such that I fx - fy|^ ^  \ix - y I^ for all x, y 
in Cg. 
Then, if X is sufficiently small, there exists a unique 
solution of (4.1) in C . 
G 
Proof: Gollwitzer [4] shows that condition ii) and iii) 
imply that (C ,C ) is admissible with respect to the 
g G 
operator K as defined by 
K x(t) =J k (t, s) X  (s) ds. 
Thus if X  belongs to then T x defined by 
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x(t) = h(t) + J k(t,s)f(s,x(-))ds 
is a function from to C_. Now for x and y in C. 
G G G 
Î T  X  - Ty|^ A| fx - fy| ^  
^ AX|x-y|^. 
_1 If we set X < A then T is a contraction map and the 
theorem follows. 
Next we consider 
(4. 25) x' (t) = Ax (t) + J B (t - s)x (s) ds + f(t,x(")), 
o 
x(0) = X  
o 
where A is a constant n x n matrix, f is a map from 
LL^ (R_^) to LL^ (R_|_) , B (t) is a matrix valued function 
which is L"*" on and 
det (si - A - B* (s) ) 7^ 0 for Re s ^  0. 
Here B*(s) is the Laplace transform of B and LL^(R^) 
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is the set of measurable functions h : R_^ -• such that 
for each compact subset I of R^ 
J |h(t)|dt < m 
I 
Definition 4.7. The resolvent R(t) associated with (4.25) 
is the unique solution of the matrix equation 
1 
R (t) = AR(t) + j B(t - s)R(s) ds. R{0) = I 
o 
where I is the identity matrix. It was shown by 
Grossman and Miller [5] that the solution of (4.25) can be 
written in the form 
where R(t) is the resolvent defined above. Under the 
given conditions on A and B(t), Miller [7] shows that 
t 
x(t) 
o 
R(t) -«0 as t -• 00 
and that R(t) belongs to L^(0,<») for all p in [1,=°) . 
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Suppose the function f in (4.25) is of the form 
(4.25) f(t,x(-)) = g(t)x(t) 
where g(t) is a continuous matrix valued function which 
is in L^(0,<») . If x(t) is continuous and uniformly 
bounded on then g(t)x(t) is in C^. On applying 
Corollary 5.2, page 167, of Miller [9], we show that 
t 
h(t) = J IR(t - s) g(s) j ds 
o 
is in LL^ (R_|_) and that for any t > 0 
T CO 00 
J |h(s) Ids ^  ( J |R(S ) |ds)( J |g(s) jds) ^  ^  
O  G O  
Lemma 2.4 implies that lim h(t) = 0 at t -• t». Thus by 
Corollary 4.1 the operator K defined by 
Kx(t) = R(t)x^ + J R(t - s)g(s)x(s)ds 
o 
maps C^ into C^ c C^. Now for any pair x, y in C^ 
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f . Kx-Ky!=sup| R (t - s) g (s) [x (s) - y (s) ] ds j : t in R^j-
o 
t 
X sup| I (t - s) g (s) [x (s) - y (s) ] i ds : t in R_^j-
rf^ •) 
^ sup|j !R(t-s)ids:t in R^j- !'g(t)|| jx-y! 
00 
i (j |R(u) I du) ||g|| |x -y! 
Thus if {igil = sup{|g(t) | : t in R_^} is small enough, K 
is a contraction map. 
From the preceding remarks we have the following 
theorem. 
Theorem 4.7. Let A be a constant n x n matrix, B(t) 
a matrix valued function which is in L^(0,oo) and 
det (si - A - B* (s) ) / 0 for Re s ^ 0. 
Let g(t) be a continuous matrix valued function in 
L^(0,e) and in (4.25) let f(t,x(-)) = g(t)x(t). Then 
(4.25) has a unique solution in if {|g|[ is small 
enough. 
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