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Abstract—Clinical annotations, such as voxel-wise binary or
probabilistic tissue segmentations, structural parcellations, patho-
logical regions-of-interest and anatomical landmarks are key to
many clinical studies. However, due to the time consuming nature
of manually generating these annotations, they tend to be scarce
and limited to small subsets of data. This work explores a novel
framework to propagate voxel-wise annotations between morpho-
logically dissimilar images by diffusing and mapping the available
examples through intermediate steps. A spatially-variant graph
structure connecting morphologically similar subjects is intro-
duced over a database of images, enabling the gradual diffusion of
information to all the subjects, even in the presence of large-scale
morphological variability. We illustrate the utility of the proposed
framework on two example applications: brain parcellation using
categorical labels and tissue segmentation using probabilistic fea-
tures. The application of the proposed method to categorical label
fusion showed highly statistically signiﬁcant improvements when
compared to state-of-the-art methodologies. Signiﬁcant improve-
ments were also observed when applying the proposed framework
to probabilistic tissue segmentation of both synthetic and real data,
mainly in the presence of large morphological variability.
Manuscript received January 16, 2015; revised March 23, 2015; accepted
March 27, 2015. Date of publication April 14, 2015; date of current version
August 28, 2015. The Dementia Research Centre is an Alzheimer's Re-
search Trust Co-ordinating centre and has also received equipment founded
by the Alzheimer's Research Trust. SO receives funding from the EPSRC
(EP/H046410/1, EP/J020990/1, EP/K005278), the MRC (MR/J01107X/1),
the EU-FP7 project VPH-DARE@IT (FP7-ICT-2011-9-601055), the NIHR
Biomedical Research Unit (Dementia) at UCL and the National Institute for
Health Research University College London Hospitals Biomedical Research
Centre (NIHR BRCUCLH/UCL High Impact Initiative—BW.mn.BRC10269).
MM is supported by the UCL Leonard Wolfson Experimental Neurology
Centre (PR/ylr/18575). MJC receives funding from EPSRC (EP/H046410/1).
DC is in part supported through a grant from Brain Research Trust. AM was
supported by UK registered charity SPARKS. RW and DR are funded by the
7th Framework Programme by the European Commission (http://cordis.eu-
ropa.eu/ist/). Asterisk indicates corresponding author.
M. J. Cardoso is with the Translational Imaging Group, Centre for Med-
ical Image Computing (CMIC), University College London, WC1E 6BT
London, U.K., and also with the Dementia Research Centre (DRC), Institute
of Neurology, University College London, WC1N 3AR London, U.K. (e-mail:
m.jorge.cardoso@ucl.ac.uk).
M. Modat and S. Ourselin are with the Translational Imaging Group, Centre
for Medical Image Computing (CMIC), University College London, WC1E
6BT London, U.K., and also with the Dementia Research Centre (DRC), In-
stitute of Neurology, University College London, WC1N 3AR London, U.K.
A. Melbourne is with the Translational Imaging Group, Centre for Medical
Image Computing (CMIC), University College London, WC1E 6BT London,
U.K.
D. Cash is with the Dementia Research Centre (DRC), Institute of Neurology,
University College London, WC1N 3AR London, U.K.
R. Wolz and D. Rueckert are with the Biomedical Image Analysis (Bio-
MedIA) Group, Imperial College London, WC2R 2LS London, U.K.
Color versions of one or more of the ﬁgures in this paper are available online
at http://ieeexplore.ieee.org.
Digital Object Identiﬁer 10.1109/TMI.2015.2418298
Index Terms—Information propagation, label fusion, parcela-
tion, tissue segmentation.
I. INTRODUCTION
S INCE the advent of open imaging databases, researchershave struggled with the fact that clinical, structural and
anatomical annotations are only available on a small subset of
the data. For example, annotations such as voxel-wise labels
(characterising structural parcellations or tissue segmentations),
landmarks (localising anatomical features) and diagnosis (char-
acterising the patient clinical status) are usually scarce due to the
need of human interaction. Ideally, one would like to be able to
estimate this information for all subjects in a large database by
propagating and extrapolating from a subset of annotated exam-
ples. More speciﬁcally, this work will focus on the problem of
propagating categorical labels and probabilistic segmentations
between datasets.
In neuroimage analysis, the most well known example of
information propagation and extrapolation is the use of a priori
probabilistic atlases in the context of tissue segmentation. In
segmentation, the observed intensities alone often do not provide
sufﬁcient information about the underlying tissue composition.
The ill-posed nature of the segmentation problem is the result
of several imaging limitations, ranging from reduced signal—
(SNR) and contrast-to-noise ratio (CNR) to imaging artefacts
(e.g movement, ringing, chemical shift, susceptibility) and in-
tensity non-uniformity (INU). As the spatial localisation of an
intensity sample can be informative about its tissue composition,
the tissue segmentation problem can be regularised by adding
a priori information to the model through coordinate mapping
and propagation of anatomical priors (see Fig. 1—top). This
coordinate mapping can be carried out prior to segmentation [1]
or iteratively optimised within the segmentation procedure [2].
The process of generating anatomical priors for healthy or
pathological populations starts by manually segmenting a set of
subjects, followed by a registration to a mean shape/appearance
space, known as a groupwise space. Due to its mathematical
properties and computationally efﬁciency, groupwise averages
have been thoroughly used by the medical image community for
information propagation and group analysis.
However, groupwise spaces suffer from three main problems:
(1) their construction is highly dependent on the choice of image
similarity metric and regularisation [3]; (2) the mapping errors
to the groupwise space can result in morphological mismatch,
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Fig. 1. Information ﬂow from all subjects to a target subject (in red), using
a groupwise, pairwise and geodesic aproach. Top) The information from all
the subjects ﬂows through the group mean (in yellow) and then to the target
subject. Centre) The information is propagated directly from all subjects to the
target subject. Bottom) The information ﬂows only between the neighbours of
the target subject.
a problem which has generated wide criticism [4], [5]; and (3)
groupwise spaces confound the two sources of morphological
variation by averaging natural variability (e.g. sulcal patterns,
brain shape) and pathological effects (e.g. atrophy). This latter
effect is detrimental for the purpose of information propagation.
In order to overcome the problem of mixing normal mor-
phological variability and pathology, some groups [6], [7] have
explored the idea of stratifying different pathological subgroups
into disease-speciﬁc atlases. This process relies on either having
a priori knowledge about pathological clustering assignments
and clinical characteristics (e.g. age, gender) of each subject [6],
or by optimising the clustering as part of the model [7]. Even
though groupwise atlases become sharper, pathological stratiﬁ-
cation does not take into account the fact that there are different
non-pathology-related morphological subgroups (e.g. different
sulcal patterns). Subsequently, there is a need to further stratify
the population into local morphological subgroups. In the limit,
this population stratiﬁcation process considers each training
subject as independent prior information, which is then used to
generate a patient speciﬁc prior [8]. Interestingly, this solution
can be interpreted as the same problem solved by the multi-atlas
segmentation propagation and label fusion community, but
instead of generating a ﬁnal categorical parcellation, one is
actually estimating the prior probability of a certain voxel being
assigned to a speciﬁc class.
Multi-atlas segmentation propagation and fusion uses a pair-
wise information propagation scheme. Many researchers have
shown that propagating structural parcellations from multiple
sources by mapping them to new unseen data using pairwise
image registration, followed by a label fusion scheme, provides
a good estimation of the true underlying parcellation [9], [10]
(see Fig. 1—centre). However, this propagation strategy can be
problematic in the case of limited andmorphologically clustered
source of information, e.g. propagating labels from an atlas [11]
consisting of 30 young controls to a 90 year old diagnosed with
Alzheimer's disease. As these parcellations are deﬁned only on
young controls with normal anatomy, it is non trivial to directly
map this information to morphologically dissimilar and patho-
logical subjects [12], [13] without introducing large errors. Re-
cently, Wolz et al. [14] introduced the LEAP approach (learning
embeddings for atlas propagation) for brain segmentation. In the
LEAP framework, similarly to thework by Liu et al. [15], and by
Lafon et al. [16], a low dimensional representation of the data is
used toﬁnda surrogatemeasurementof themorphologically sim-
ilarity between datasets. This morphological similarity can then
be used to propagate the segmentation between young subjects
andAD subjects via intermediate datasets, greatly increasing the
segmentation accuracy. Since the similaritymetric used inLEAP
is a global metric, the morphological embedding becomes less
localised as the size of the structure to be segmented increases,
resulting in a decrease in performance. A similar idea, but in the
context of geodesic image registration,was introducedbyHamm
et al. [17] with the GRAM (geodesic registration on anatomical
manifolds) method. This method was later expanded to regional
manifolds by Ye et al. [18]. Two more recent methodologies
also provide interesting insights towards this general step-wise
propagation idea, one by Jia et al. [19], which uses tree-based
registration, and another byWang et al. [20],which usesmultiple
registration paths. This family of step-wise propagation algo-
rithms will become increasingly relevant with the availability
of larger unlabeled databases. Ideally, one would like to slowly
diffuse any information from the training examples to all the
other images in a database in an unbiased manner.
We present a framework, named geodesic information ﬂows
(GIF), that propagates information between images using the
geodesic path of a spatially-variant graph. This spatially-variant
graph represents local patches of an implicit manifold using a
heat kernel. GIF is a general formulation that can propogate
many different types of information, such as labels, image inten-
sities, or transformation matrices. In this manuscript we present
two example applications: The propagation of categorical labels
(similarly to multi-atlas segmentation propagation algorithms)
and probabilistic tissue segmentations (using patient speciﬁc
priors). By using a restricted neighbourhood for information
propagation the proposed framework is not only more accurate
but also less biased than state-of-the-art techniques. This paper
is an extension of previous preliminary work [21].
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II. GEODESIC INFORMATION FLOWS
This section will ﬁrst introduce the mathematical framework
and the spatially-variant undirected graph for geodesic infor-
mation ﬂow, followed by the morphological similarity metric
describing both image intensity similarity and the complexity
of the coordinate mapping between images. Further details on
the estimation of the geodesic distance and its advantages will
then be provided. Finally, after building the local graph em-
bedding, the geodesic information propagation framework will
be applied to two well-known types of problems: propagation
of categorical labels for image parcellation and propagation of
probabilistic tissue priors for image segmentation.
A. Spatially-Variant Graphs
Graphs are ubiquitous in machine learning. They are used for
a variety of applications, ranging from classiﬁcation, image seg-
mentation, dimensionality reduction and information propaga-
tion [15], [16].
Graphs can also be used to embed high-dimensional data in a
low-dimensional manifold. The work by Wolz et al. [14] and
by Gerber et al. [22] are good examples of graph-based di-
mensionality reduction strategies applied to brain images. These
techniques use a low-dimensional representation of the data to
propagate categorical labels between subjects [14], or describe
the brain's morphological variability [22]. However, the features
used by [14], necessary to project imaging data to a low-dimen-
sionality space (data similarity, distance in the high dimensional
space, angle preservation), require equicardinal data samples
(i.e. all images should be resampled into a common unbiased
discretisation grid, normally a group mean) [14]. Furthermore,
due to the complexity and high dimensionality of brain data, the
embedded dimensions of the manifold can lack interpretability
and usefulness. For example, Gerber et al. [22] explored the
manifold structure of the space of brain images and concluded
that the ﬁrst dimension of the manifold represents global ven-
tricular expansion due to disease/ageing, while the second di-
mension is described as “less obvious”. This sort of interpreta-
tion illustrates that local variations in morphology are hard to
capture using a single global manifold. This hypothetical global
manifold of brain morphologies would have to capture the local
variation in sulcal patterns and subcortical shape between all the
brain regions and all the subjects in a population, resulting in a
very high-dimensional embedding.
Instead of characterising themorphology of the full brain, one
should instead capture the local variation in morphology at sep-
arate spatial locations. This can be achieved using a local simi-
larity metric as a measure of distance between mapped anatom-
ical locations in different images [23], [18]. Initial work by
Bhatia et al. requires a common discretisation space (i.e. resam-
pling to MNI) and has very high computational and memory re-
quirements, making the problem intractable for large datasets.
As an example, to store a pairwise distance matrix at every
voxel, assuming a set of 120 neighbouring images with average
size , one would need approximately 429 GB of compu-
tational memory. Furthermore, the memory requirements will
grow with , where is the number of datasets and
is the number of voxels in the common discretisation space,
Fig. 2. Left) Implicit manifold with the neighbourhood deﬁned as all the data
points within a certain distance. Right) Diagram representing the local graph
patch, the observed and unobserved connections (in
blue and green respectively) and distances from the standpoint of the voxel in
image .
i.e. an matrix per voxel . On the other side, the regional
manifold learning method by Ye et al. [18] a utilises a common
template as a registration target in order to spatially deﬁne the
regions of interest. However, these regions have to be large
( voxels) and non-overlapping in order to ensure
a smooth and diffeomorphic mapping. Furthermore, while re-
gional methods reduce the computational and memory burden,
they are highly dependent on the choice and size of the regions
of interest. While one can argue that the size of the
full graph will be greatly reduced with a sparsifying operation
(thresholding), it is still not suitable to current memory-limited
systems.
Thus, it is computationally impractical to have an explicit rep-
resentation of the manifold at the voxel level. Instead of con-
structing an explicit representation of the manifold, one can as-
sume the existence of an implicit manifold, which is here repre-
sented through local graph patches (see Fig. 2), i.e., a per-voxel
subgraph that describes the local data morphological neighbour-
hood}. As this local graph patch is deﬁned in the space of each
image independently, it does not require a groupwise mapping
between subjects. This obviates, to some degree, the problems
related to groupwise matching of anatomical structures, as all
registrations are pairwise, and also the problems of discretisa-
tion bias, as every image is discretised in the space of every
other image. This local graph patch is obtained through pair-
wise mapping of every image in a database to every other image.
While pairwise mapping is an problem, it can be easily dis-
tributed as a pre-processing step as each operation is indepen-
dent. Furthermore, the amount of memory required to repre-
sent a local graph patch is linearly proportional to , greatly
reducing both computational complexity and memory require-
ments of the graph representation.
B. The Geodesic Information Flow Spatially-Variant Graph
Let a set of images be the full set of observed
T1-weighted MRI data with the -th image of this set denoted
by . Each image is a vector of size , with the sample at
position being a graph vertex denoted by . Note that
is not ﬁxed for all images in , as this value is different
depending upon ﬁeld of view and image resolution.
We now deﬁne as a coordinate mapping between image
and , found through pairwise registration. Here, repre-
sents the corresponding real-world location of the vertex
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Fig. 3. A graph vertex (red) in image is linked to a “virtual”vertex
(blue) by a graph edge (black).
in the space of image . Now, let deﬁne a “virtual”
leaf vertex at location . As this leaf vertex is located at
a non-integer position, it will sample its value from the under-
lying discrete grid on using an appropriate resampling func-
tion (e.g. trilinear, nearest neighbour).
One can now deﬁne a graph edge that connects
the vertex in image and the corresponding “virtual”
vertex in image . Each edge will have an asso-
ciated distance describing the similarity between its
two composing vertices. See Fig. 3 for a pictorial example of
the graph vertices, “virtual” vertices and edges.
A subgraph is comprised of the vertex , its
corresponding “virtual” vertices and their con-
necting edges . This subgraph con-
nects the location in image to its mapped location in image
, thus describing the local data neighbourhood. Fi-
nally, a pruning threshold is introduced over the distances
, i.e. the edges in the subgraph are pruned if
.
An interesting point about this graph construction is that one
does not need to explicitly represent the full graph inmemory. In
order to solve one iteration of the information diffusion problem
at a given vertex , one only needs to keep track of its
subgraph , visually shown in Fig. 2. Note that in the case
of very high morphological variability, can be set to 0, thus
ensuring that all vertices are connected.
Similarly to diffusion maps, we now introduce a weight
characterising the contribution of vertex
and edge to the information of vertex . The
weight is a property of the edge , and char-
acterises the amount of contribution that vertex
has to the reconstruction of the vertex . Here, a heat
kernel is used to reconstruct the missing information [24], [25].
This kernel is deﬁned as
(1)
with being a heat kernel temperature that will determine the
speed and the distance the information can diffuse. For all ex-
periments in this paper, and .
C. The Distance Metric
The heat kernel decay function is based on the assumption
that one can calculate a distance that is a surrogate of the mor-
phological similarity between two vertices in the graph. Ide-
ally, this distance should be at least a semi-metric, respecting
the coincidence as well as separation axioms and symmetry.
In a medical imaging framework, and more speciﬁcally in neu-
roimaging, the local distance between images should take into
account both local morphology and local image similarity. To
achieve this goal, Gerber et al. [22] and Ye et al. [18], both pro-
pose to use the complexity of the coordinate transformation as
a distance metric that informs about the object's morphology.
The coordinate transformation maps an image to an image
by ﬁnding the optimal transformation that minimises some
cost function. In order for to be a semi-metric, this
coordinate transformation has to be symmetric, inverse consis-
tent and diffeomorphic. In our work, we use a symmetric variant
of a non-rigid free-form registration algorithm [26]. Under the
symmetry and diffeomorphism constraints, the transformation
and , with being the inverse
of the transformation, being the composition operator and
the identity transformation. In order to remove the smoothly
varying local afﬁne component of the transformation that char-
acterises the global anatomical shape differences, the low fre-
quency component of the transformation is removed using a
standard-deviation Gaussian kernel. From the resulting
high-frequency version of the transformation, one can then ﬁnd
the displacement ﬁeld that describes how much (in ) a
voxel in had to move in order to match the corresponding
voxel in .
Even though this displacement ﬁeld will describe the mor-
phological differences between different subjects, we also com-
bine it with an intensity similarity metric in order to assess the
local similarity between the images after transformation [27].
This similarity term is necessary to characterise both the local
differences in tissue appearance due to pathology (e.g. damaged
white matter (WM) in dementia) and also some possible local
registration errors. The local similarity between an image and
an image transformed by , denoted by , can be calcu-
lated as the kernel local sum of squared differences (LSSD) be-
tween the intensity in these images, using a cubic B-spline as
a kernel, i.e. with
being the B-spline kernel and as the convolution operator. We
combine the two semi-metrics together by setting
(2)
with being a relative weight (here set to 0.5), meaning that
both a low displacement and a low LSSD are necessary to ob-
tain a low distance between images. The intensity im-
ages are z-scored before estimating , in order to balance the
inﬂuence of and in the metric. The mean and standard-de-
viation of the observed intensities within the foreground region
are used for the z-scoring procedure. The foreground region (i.e.
the full head) is obtained through an Otsu threshold.
Note that can be deﬁned using the differential of either
the displacement ﬁeld or the velocity ﬁeld of the diffeomorphic
registration rather than the proposed heuristic high-pass ﬁltering
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methodology. Nonetheless, better results were found with the
proposed high-pass ﬁltering methodology.
D. Geodesic Distance Estimation
When propagating the information through the spa-
tially-variant graph, (2) assumes that the distance between the
vertices, and thus the quality of the available information is
only dependent on their pairwise distance between position
in image and its neighbours . However, one should
note that in theory, vertices that are closer to the source of
information should have more accurate segmentations, as the
extrapolation error is lower. It would thus be ideal if this
accuracy metric was also used for the information ﬂow process.
Let be a set of all manually annotated images in a data-
base, with . Now, let be a characteristic of
vertex , describing the amount of information extrapo-
lation. is deﬁned as the geodesic distance along the graph
edges between vertex and the closest source of manual
labeled information in image , . Note that by def-
inition, , , as is manually annotated.
In the geodesic information ﬂow framework, cannot be
directly estimated as one only has access to the subgraph .
However, can be obtained by iteratively solving at every
vertex of every image by
(3)
i.e., the geodesic distance at iteration and vertex
is equal to the smallest value of the neighbour's geodesic
distance at iteration plus the pairwise
distance , for all neighbouring vertices. The value
of for a “virtual” vertex , required
by (3), is obtained through trilinear interpolation of it closest
vertices in image . One should also note that for all ,
the geodesic distance is initialised to . We will
see later in Section III that setting to removes
the inﬂuence of the unsolved node at in the information
propagation step. An example of is shown in Fig. 6.
Note that this iterative geodesic minimisation algorithm is
analogous to the Bellman-Ford algorithm. The main advantage
of Bellman-Ford in this context pertains with the fact that one
does not need to keep track of the node with the minimum dis-
tance value at each iteration, meaning that we can solve the
geodesic path search by having access only to . This minor de-
tail allows for solving the geodesic path problemwithout storing
the full graph or a graph queue in memory. Also, the proposed
geodesic distance is an heuristic solution to a problem that could
have been solved in a more principled manner by manymethods
present in the literature. However, these methods commonly re-
quire access to the full graph or to the graph laplacian, a struc-
ture which is not available in this work due to the memory con-
straints explained in Section II-A.
III. APPLICATION TO LABEL FUSION
The two previous sections have deﬁned the neighbourhood
graph and the distance metric. This section will make use of the
graph structure to introduce the concept of propagating informa-
tion between neighbouring vertices of the graph. More speciﬁ-
cally, information here refers to the propagation of categorical
labels as done in a multi-atlas propagation and fusion.
Let , deﬁned in the domain of , represent some anno-
tation or label at vertex . Under the assumption that only
a subset of the images are initially labeled, is only
deﬁned , where . The aim of the information
propagation step is to obtain an estimate of for .
As the realm of observations at each spatial location
is limited by the subgraph , one can approximate the in-
formation at by a combination of the information avail-
able within the subgraph, using the heat kernel deﬁned in (1).
As the degree of the “virtual” vertices of the subgraph is 1,
the reconstruction of the data at is equivalent to a nor-
malised weighted sum of the information available within sub-
graph. Thus, can be obtained by iteratively solving
(4)
solved for all , i.e. for all datasets where the information
is not deﬁned. Here, is the spatially transformed coordi-
nate into the space of image , mapped using the previously
described transformation, and is the current iteration number.
The information ﬂow is thus governed by the heat kernel-de-
rived weights . Note that the above equation is sim-
ilar to most weighted voting and patch based algorithms. Also,
if for all the “virtual” vertices of ,
then , and subsequently will not be
deﬁned. However, this is not a problem as (see (3)) will
tend to , meaning that image will always have a weight
. Note that (4) is only valid for contin-
uous data and not for categorical labels. The same equation can
be reformulated in a weighted label fusion scheme by making
equal to , representing the probability that
location in image has label . The value of is
a property of the “virtual” vertex , and its value is
obtained through interpolation of it closest vertices . This in-
terpolation process can be either nearest neighbour interpolation
for categorical labels or trilinear interpolation for probabilistic
labels. Both (4) and (3) are solved iteratively for all .
In this work, the geodesic distance is taken into account as
an estimate of uncertainty due to extrapolation. Thus, one can
reformulate (1) as
(5)
The reader should note that under this reformulation, (5) does
not represent a pure diffusion process anymore, as it is now de-
pendent on . Nonetheless, the introduction of in (5) min-
imises the length travelled by the propagated label through the
graph, which not only reduces extrapolation error, but also prop-
agates information faster (than in (1)).
Using (5), if is an unsolved or disconnected vertex, then
as will tend to 0 when tends to .
Similarly, a source vertex will have weight dependent only
on . As this weighted fusion scheme is analogous to
a local weighted voting strategy under geodesic propagation,
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GIF will be referred to by the name GIF+LWV in the rest of
the paper. Note that the proposed GIF framework is only a
graph construct which enables the propagation of information,
meaning that the proposed local weighted voting strategy ((4))
represents only one example of its application for label fusion.
In all experiments, we assume that the algorithm has con-
verged when the mean (for all the nodes) change in Geodesic
distance between iterations is below 0.01, which normally hap-
pens in less than 10 iterations.
IV. APPLICATION TO TISSUE SEGMENTATION
Another interesting application of the GIF framework is
the problem of tissue segmentation. This application builds on
the work by Van Leemput et al. [1]. The tissue segmentation
problem is modelled as a maximum likelihood (ML) proba-
bilistic model deﬁned as
with being a vector
of model parameters. The observed intensities are modelled as
a mixture of tissue classes with parameters and charac-
terising the mean vector and the covariance matrix respectively.
As in [1], intensities are assumed to be corrupted by a smoothly
varying bias ﬁeld, modelled using polynomial basis functions
and basis coefﬁcient.
A. Spatially Variant Prior Over
The GIF graph over a set of data is introduced into the seg-
mentation framework [1] through a modiﬁcation of the Markov
Random ﬁeld (MRF) model. The change to MRF model pro-
posed in this work preserved all parameter update equations pre-
sented in [1]. We thus refer the reader to the original work by
Van Leemput et al. for the model optimisation.
As previously deﬁned in Section II, let and be a
set of model parameters characterising the similarities be-
tween subjects in a database and their pairwise coordinate
mappings respectively. These parameters are assumed to be
given a priori and are introduced into , now deﬁned as
. The MRF
energy function presented in [1] is modiﬁed to in-
corporate both a spatial constrain, i.e. the segmentation should
vary smoothly between neighbouring voxels, and the GIF
graph constraints, i.e. two morphologically similar locations in
two different images should have similar tissue segmentations.
As in [1], we use a mean ﬁeld approximation and assume
independence between the spatial neighbourhood and the graph
neighbourhood. Thus, the probability that the hidden label at
location is of type is deﬁned as
(6)
where will contain a term over , i.e. the ﬁrst-order
spatial neighbours of pixel in image , and a term over GIF
graph, with representing the ﬁrst order mapped locations
from pixel in the current image to the corresponding locations
on the space of the other images. This MRF has two compo-
nents, the ﬁrst enforcing spatial smoothness of the segmentation
and the second enforcing smoothness between the differentmor-
phologically similar images in the database. This second MRF
provides a way for information to ﬂow between subjects in a
database and can be seen as the main contribution of this sec-
tion to the classic probabilistic framework. The term is
deﬁned as
(7)
The spatial smoothness term is deﬁned, similarly to [13], as
where, , with being the real-world distance
between the centre of voxel and in the image being seg-
mented, is a scaling term that controls the strength of the
neighbourhood constraint and is neighbourhood energy
function deﬁned in [1]. The GIF graph smoothness term is de-
ﬁned as
where is the morphological similarity weight between the
current subject and subject at location , i.e.
as deﬁned in (5), with being the current image. Also, is the
change of coordinate system between the current subject and
subject in order to sample at location , i.e. resamples
to the space of the current subject.
Note that under the assumption that a database of manually
segmented training images is available, if one only wants to
segment a single image, then the “population neighbourhood”
component of the energy term will not change at each
iteration and (6) can be seen as a common static prior. In this
special case, (6) becomes
with the term deﬁned as
Note that if one assumes that is the same for every image
and if the transformation is approximated as the composition
of transformations from image to the groupwise average and
then from the groupwise average to the current image, then the
proposed formulation becomes the framework proposed by Van
Leemput et al. [1] and Ashburner et al. [2]. One can then see (6)
as a generalisation of the classical atlas-based prior probability.
V. VALIDATION: LABEL FUSION
The data used in this work for the validation of the label fu-
sion application is comprised of four datasets.
• 30 T1-weighted MRI images from young controls with as-
sociated structural parcellation of 83 key structures, here
denoted as the Hammers dataset [11] (http://www.brain-
development.org)
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• 90 subjects from the ADNI database. The ADNI database
was subdivided into 30 controls, 30 Mild Cognitive Im-
pairment (MCI) and 30 Alzheimer's diseased (AD) patients
with associated manual segmentations of the brain, here
denoted as the ADNI dataset (http://adni.loni.ucla.edu).
• 35 T1-weighted MRI images from young controls with
associated structural parcellation of 143 key structures as
provided by Neuromorphometrics for the MICCAI 2012
Grand Challenge on label fusion, here denoted as the
Neuromorphometrics dataset (https://masi.vuse.vander-
bilt.edu/workshop2012/index.php/Challenge_Details).
• 20 T1-weighted and T2-weighted MRI images from
neonatal subjects (5 term subjects and 15 preterm sub-
jects) with associated structural parcellation of 50 key
structures, here denoted as the ALBERT dataset [28]
(http://www.brain-development.org).
In this and the next section, . Optimisation of will be
addressed in future work.
One of the aims of the current work aims is to homogenise
databases under the assumption that extra information is only
available on a subset of the data. From these sources of infor-
mation, measuring the information extrapolation accuracy will
always be limited by the anatomical and pathological variability
within the full dataset and by the range of available segmenta-
tions. Furthermore, the most complex sources of information,
like the 30 young controls with full brain parcellations, are cur-
rently not available in pathological subjects. This makes the val-
idation anecdotal for untested morphologies.
Within the scope of label fusion, the proposed validation
will thus have four subsections. The ﬁrst experiments will
access the segmentation accuracy in a leave-one-out (LOO)
setup. However, due to the LOO approach, this experiments
will only characterise empirically the overall performance
of the GIF+LWV propagation strategy against well known
fusion strategies. It does not highlight the ability to extrapolate
information as the LOO validation strategy makes GIF+LWV
analogous to a pairwise LWV approach. The second and third
experiments characterise not only the accuracy of informa-
tion extrapolation by propagating the segmentations from a
training dataset to a morphologically different testing dataset,
but can also be compared to previously published state of the
art methodologies. Here GIF+LWV is compared to a pairwise
version of the local weighted voting algorithm (Pair+LWV).
This experiment does not attempt to show that the proposed
fusion algorithm is better than state-of-the-art methodologies.
We are only assessing the impact of the geodesic propagation
in comparison to pairwise propagation. The ﬁnal experiment
demonstrates the trivial extension of the proposed distance D
to multimodal data. This experiment shows that multimodal
data dramatically improves propagation results. This experi-
ment also shows the advantage of using the geodesic distance
((4)) when compared to using only the edge distance ((1)) as
proposed in preliminary work.
A. Leave-One-Out Cross Validation on the Hammers Dataset
The accuracy of propagating information through a geodesic
path was compared to MAPER [12] using the Hammers dataset.
The results for MAPER were kindly provided by the author
TABLE I
MEAN DICE COEFFICIENT FOR A SET OF KEY STRUCTURES, COMPARING
THE PROPOSED METHOD (GIF+LWV) WITH MAPER [12]
ON CLINICALLY RELEVANT STRUCTURES
of [12]. As the amount of parcellations available for valida-
tion is limited, a leave-one-out cross validation was performed
only on the 30 young controls that have manual brain parcella-
tions. The left-out manual segmentations were then used as the
gold standard for comparison. One should notice that the lim-
ited availability of segmentations restricts the range of morpho-
logical variability in the propagation, thus not representing the
real performance when segmenting morphologically dissimilar
subjects.
In this paper, the Dice score was used as a measure of ac-
curacy. The mean Dice scores per structure for the LOO cross
validation are shown in Table I. Out of 83 structures, 15 struc-
tures had a signiﬁcantly higher Dice score using the GIF+LWV
when compared to MAPER, while only two structures (lingual
gyrus and superior parietal gyrus) where better segmented in
MAPER. Under the LOO setting, the mean Dice score over
all structures and all patients for the proposed method (0.8182)
was signiﬁcantly higher than in MAPER (0.8089)
using a two-tailed paired t-test. A parametric t-test was used in
this experiment because the pairwise errors were approximately
Gaussian.
B. Information Extrapolation Accuracy Using ADNI
In the previous subsection, the accuracy of propagating in-
formation through a geodesic path was limited to a morpho-
logically similar set of subjects due to the use of a LOO cross
validation strategy. Thus, the previous validation does not cap-
ture the GIF+LWV ability to extrapolate information to anatom-
ically disparate subjects. The information extrapolation accu-
racy is here assessed by using a restricted subset (cognitively
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Fig. 4. Dice scores for pairwise (Pair+LWV) and geodesic (GIF+LWV) prop-
agation of the brain mask.
Fig. 5. An example of the propagation of the structural parcellation to an at-
rophied subject (ID:1049) from the ADNI database. Note the correct ventricle
segmentation and the smooth deep grey matter parcellation.
normal elderly control group) of all the manual brain segmenta-
tions as training data. This morphologically clustered set of data
is then used to segment both the MCI and AD groups, assumed
in this work to be morphologically less similar than the sub-
jects within the training population. The manual brain segmen-
tations of the MCI and AD groups were used as gold standards
for comparisons. The proposed geodesic propagation algorithm
is compared to a direct pairwise propagation algorithm, here-
after named Pair+LWV, based on the locally weighted majority
voting algorithm with a inverse exponential weight proposed
by Yushkevich et al. [29]. This algorithm was chosen due to its
similarities with the proposed technique, resulting in an exper-
iment that compares mostly the advantages of GIF versus pair-
wise fusion under the same voting scheme and using the same
data pre-processing and pairwise registrations.
The results are presented in Fig. 4 and Fig. 5, with segmenta-
tion accuracy measured using Dice score. The mean (std) Dice
score for the proposed geodesic method was 0.941(0.008) and
0.949(0.008) for the AD and MCI groups respectively while for
the direct method, the mean (std) Dice score was 0.934(0.009)
and 0.942(0.008) for the AD an MCI groups respectively. This
Fig. 6. An example of the geodesic distance for an AD subject when mea-
sured from a database of cognitively normal subjects. Areas with high (light
blue) correlate with regions known to be associated with AD pathology. The
image was skull stripped and low values of have been set to transparent for
visualisation purposes.
represents a statistically signiﬁcant increase in seg-
mentation accuracy when using a two-tailed paired t-test for sta-
tistical comparison. Note that one should not compare these re-
sults with other brain segmentation methods due to the lack of
post-processing, the limited size of the training set and the fact
that these brain segmentations do not include inter-sulcal CSF.
An interesting outcome of this experiment is presented in
Fig. 6, which represents the geodesic distance at conver-
gence for an AD subject when measured from a database of
cognitively normal subjects. In other words, the ﬁgure presents
areas that are morphologically distant from a cognitively normal
population. Note that regions with high are associated with
AD pathology, i.e. periventricular lesions, sulcal openings.
C. Information Extrapolation Using the MICCAI 2012
Challenge Data
This section validates the GIF methodology on 35 T1-
weighted MRI images from the Neuromorphometrics dataset.
All subjects were controls with associated structural par-
cellation of 143 key structures as provided by Neuro-
morphometrics for the MICCAI 2012 Grand Challenge on
label fusion (https://masi.vuse.vanderbilt.edu/workshop2012/
index.php/Challenge_Details).
The aims of this experiment are two fold: First, this experi-
ment aims not only to serve as a ground for comparison to other
techniques, but also to allow for an unbiased comparison be-
tween GIF and the equivalent local weighted fusion algorithm
with the same weighting function. This validation is unbiased
as it uses exactly the same pre-processing, registration strategies
and assessment methods. In this ﬁrst experiment, 15 subjects are
used as training datasets, whilst the other 20 subjects are used
as training datasets, as deﬁned in the MICCAI challenge setup.
Second, we artiﬁcially reduce the size of the training database
to 5 subjects and then to only 1 subject, in order to demonstrate
the robustness to extreme situations. These 5(1) subjects were
selected as the 5(1) youngest females from the initial 15 training
subjects in order to select a morphologically clustered subset.
As an extra insight, we show how the accuracy of GIF evolves
with each iteration. It is also important to note that GIF with
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Fig. 7. Average Dice score over all relevant regions and testing subjects for
GIF+LWV. Each line represents the same test but starting from different number
of training datasets N. Note the improvement in accuracy with each iteration.
only one iteration is equivalent to paired weighted label fu-
sion (Pair+LWV). Thus, GIF's results after convergence (here
needing 6 iterations) can be directly compared to GIF's results
after 1 iteration, providing a comparison between GIF+LWV
and Pair+LWV when using exactly the same setup, similarity
kernel, pre-processing and implementation.
The average Dice score for all testing subjects and for all rel-
evant regions as deﬁned in the MICCAI challenge website is
provided in Fig. 7. GIF after 6 iterations obtained a Dice score
of 0.755, in line with the best methods of the MICCAI chal-
lenge. More speciﬁcally, even with a simpler fusion model, the
proposed method would have ranked 4th out of 25. The best
method performed 0.01 Dice above GIF, but used a correction
strategy that could be used to post-processing of any other algo-
rithm (includingGIF). Also, these results should always be care-
fully compared between methods as each submitted method-
ology uses a different pre-processing strategy. This pre-pro-
cessing acts as an accuracy confound.
A more interesting result was the performance of the pro-
posed GIF algorithm on the restricted training dataset. GIF with
only 5 training subjects obtained a Dice score of 0.728, an accu-
racy which is better than 13 other label fusion algorithms from
the MICCAI challenge that were using 15 training datasets.
Finally, the most extreme experiment (where ) showed
that using only one training dataset, the GIF methodology can
obtain an average Dice score of 0.681, which represents a gain
of 0.084 in Dice score when compared to weighted voting.
Note that because , Pair+LWV becomes equivalent to
single atlas propagation. In all three experiments, GIF+LWV
performed signiﬁcantly better than Pair+LWV
using a Wilcoxon Signed-Rank test.
D. The Value of Multimodal Imagin Using the ALBERT
Dataset
For the ﬁnal label fusion validation we use the ALBERT
dataset, comprised of 20 T1-weighted and T2-weighted MRI
images from neonatal subjects (5 term subjects and 15 preterm
Fig. 8. Average Dice score over all regions and testing subjects for GIF with
(full line) and without (dashed line) the geodesic distance using T1 data, T2 data
and joint T1/T2 multimodal data. Note the improvement in accuracy with each
iteration for the method with the geodesic distance, and the degradation of the
results if this is not used.
subjects) with associated structural parcellation of 50 key struc-
tures [28] (http://www.brain-development.org). In this experi-
ment, the 5 term subjects were used as training datasets and the
15 preterm datasets were used as testing datasets. The aims of
this experiment are two fold: First we want to show that using
the geodesic distance ((4)) is beneﬁcial when compared to using
only the edge distance ((1)) both in terms of accuracy and sta-
bility; second, we want to show that GIF can be extended to
multimodal data in a trivial manner and that this multimodal
extension can provide substantial accuracy advantages.
In order to incorporate multimodal information into
the algorithm, the local similarity , previously
deﬁned as the LSSD between two images, is replaced
with the sum of the LSSD between each modality, i.e.
. The deformation ﬁeld between
image pairs is also estimated using both modalities and the
locally normalised cross correlation as a image similarity. All
other equations remain the same.
The average Dice score for all testing subjects and for all
relevant regions is provided in Fig. 8.
We observed that the performance of the GIF algorithm
with the geodesic distance plateaus after 3 iterations, whilst the
version of GIF only using pairwise distances starts degrading
its accuracy after 3 or 4 iterations. This is caused by label prop-
agation oversmoothing due to the unconstrained heat kernel
formulation.
The average accuracy after convergence when starting from
only 5 training datasets to the remaining 15 testing was 0.805,
which is greatly improved when compared to the results pre-
sented in [30] where the author performs a leave-one-out cross
validation. This demonstrates that the proposed algorithm can
obtain good results even in low-contrast neonatal datasets,
mainly when using multimodal data.
VI. VALIDATION: TISSUE SEGMENTATION
The validation of the GIF framework for tissue segmentation
will be comprised of two sections with three experiments:
1) An experiment on synthetic data with ground truth seg-
mentations using the 20 BrainWeb (www.bic.mni.mcgill.
ca/brainweb) datasets in a leave-one-out fashion.
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TABLE II
BRAINWEB RESULS (SYNTHETIC DATA). DICE OVERLAP STATISTICS ARE PRESENTED. THE P-VALUES COMPARE
EACH METHOD TO BOTH GIF+SEG AND , ACCORDING TO THE WILCOXON SIGNED-RANK TEST
2) A leave-one-out cross-validation experiment using the 35
subjects from the Oasis database (www.oasis-brains.org)
that have the corresponding silver-standard manual
segmentations provided by Neuromorphometrics, inc.
This dataset includes some highly pathological sub-
jects suffering from ventricular expansion, atrophy, WM
hypo-intensities and imaging artefacts.
3) The robustness to discrepant morphologies is assessed by
separating the 35 subjects into a training (the 5 youngest
females) and test group (the remaining subjects). This val-
idation tests the ability to segment subjects that are highly
different from the training population.
A. Synthetic Data With Ground-Truth Segmentations
20 datasets were downloaded from the BrainWeb MR image
simulator. Each dataset contained a simulated T1-weighted
image and corresponding segmentations of the grey matter
(GM), white matter (WM) and Cerebrospinal ﬂuid (CSF).
The simulated data was generated using a spoiled FLASH
sequence with , , and
1-mm isotropic voxel size with simulated 3% noise and 20%
INU [31]. A leave-one-out cross-validation strategy was used
to validate the segmentation accuracy when compared to the
ground-truth segmentation. The tissue segmentations used for
MRI simulation are used as ground truth for comparison. We
validated the proposed tissue segmentation method (abbrevi-
ated to GIF+Seg) against a standard EM segmentation based
on a groupwise population atlas [1] (abbreviated to GW-EM)
as implemented in NiftySeg (niftyseg.sf.net), against SPM12b
[2] (abbreviated to SPM) and also against the GIF based locally
weighted label fusion algorithm (abbreviated to GIF+LWV)
presented in the previous section of this work. All methods
are tested using a leave-one-out cross validation strategy, as-
suming that all the images except the image under analysis are
training sets. The GIF method is also tested using test/training
jackkniﬁng cross-validation (denoted as ), where
for each testing image, a subset of 10 of the remaining images
is randomly selected as training data. This last jackkniﬁng
comparison strategy tests, to some degree, the robustness of
GIF to a reduced number of training samples.
For both GIF and , , are obtained using the
procedure described in Section II-D. For the GW-EM method,
in order to segment a subject, the remaining 19 subjects are used
to create a population prior. This population prior is then regis-
tered to the image under study (as illustrated in Fig. 1-left) using
a sequence of afﬁne and non-rigid registrations. Finally, for the
GIF+LWV method, the weighted majority voting label-fusion
Fig. 9. From left to right: A synthetic T1-weighted image from the Brainweb
database and its corresponding ground-truth segmentation, segmentation using
label fusion, segmentation using a population prior in a groupwise space and
segmentation using GIF+Seg. The ﬁrst two and last two rows correspond to
subjects 04 and 53, respectively. The red and green circles highlight areas with
large variations between methods.
technique presented in this work is used. The accuracy of the
segmentation was measured using the Dice overlap.
Examples of the segmentation results are shown in Fig. 9 the
population statistics are shown in Table II. A two-tailed
non-parametric Wilcoxon Signed-Rank test was used to assess
statistical signiﬁcance due to the non-Gaussian nature of the
pairwise errors. This test was chosen due to the non-Gaussian
nature of the Dice coefﬁcient distributions caused by a heavy
tail. Using the Wilcoxon Signed-Rank test, the proposed
method (GIF+Seg) achieved statistically signiﬁcantly higher
Dice overlap when compared to the other
techniques.
B. Clinical Data With Manual Segmentations
A set of 35 subjects from the OASIS reliability dataset [32]
were manually segmented by Neuromorphometrics, inc. into
140 different labels. These 140 labels were combined into 8
tissue classes: cortical GM and WM, cerebellar GM and WM,
extra-cerebral and ventricular CSF, deep GM structures and
pons. It is important to consider that both the deep GM and pons
manual segmentations are based on geometrical assumptions
and anatomical knowledge and not on an intensity distribution,
and thus segmenting these tissues assuming Gaussian intensity
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TABLE III
DICE OVERLAP STATISTICS BETWEEN EACH METHOD AND THE SILVER-STANDARD WHEN DOING A LEAVE-ONE-OUT CROSS VALIDATION (TOP) AND USING
ONLY 5 SUBJECTS AS TRAINING SAMPLES (BOTTOM). THE HIGHEST MEAN IS IN BOLD. ALL P-VALUES EXCEPT BETWEEN GIF+LWV AND GIF+SEG ON THE
DEEP GM (BOTH EXPERIMENTS) AND CEREBELLAR GM (LIMITED DATA EXPERIMENT) REPRESENT STATISTICALLY SIGNIFICANT INCREASE IN ACCURACY
FOR GIF. GIF+LWV OUTPERFORMS BOTH GW-EM AND GIF+SEG ON THE DEEP GM AND ON THE CEREBELLAR GM FOR THE SECOND EXPERIMENT
Fig. 10. From left to right: A T1-weighted image from the OASIS database
and its corresponding manual segmentation, segmentation using label fusion,
using a groupwise population prior and using GIF from the leave-one-out ex-
periment. The ﬁrst two and last two rows correspond to subjects OAS1_0285
and OAS1_0083, respectively. The purple and blue circles highlight areas with
noticeable variations between methods. Note the extent of the periventricular
WM damage in subject OAS1_0083.
distributions is not ideal. The validation of segmentation accu-
racy follows the same algorithmic comparison, leave-one-out
methodology, similarity metric and statistical test used in
Section VI-A, but with the OASIS data. The SPM12b algorithm
was not used for comparison as it is not optimised for such high
number of structures.
A second experiment tests the ability to segment morphologi-
cally dissimilar subjects. For this purpose, the 5 youngest female
subjects in the database (age , 100% females)
were chosen as training subjects and the remaining 30 subjects
(age , 63% females) were used as test sub-
jects. This experiment is similar to the jackkniﬁng cross valida-
tion strategy from the previous section , but with
a highly biased training dataset (biased towards a very speciﬁc
age group and gender), demonstrating GIF's ability to cope with
large morphological variability. For the GW-EMmethod, a new
groupwise population prior was created from the 5 training sub-
jects. Both the GIF+Seg and GIF-LWVmethods used the 5 sub-
jects as sources of information in the GIF framework. The same
similarity metric and statistical tests used in Section VI-A were
used for segmentation accuracy estimation.
The population statistics for both experiments are shown in
Fig. 3—top, where the proposed method (GIF+Seg) achieved
statistically signiﬁcantly higher Dice overlap in the
cortical and cerebellar GM/WM.
VII. OPEN SOURCE IMPLEMENTATION AND WEB SERVICE
An open-source implementation of GIF will be made avail-
able as part of NiftySeg (niftyseg.sf.net). Also, in order to pro-
vide a simple and purpose optimised tool for the community,
a fully automated GIF-based brain parcelation and tissue seg-
mentation web-service is available at http://cmictig.cs.ucl.ac.
uk/softweb/.
VIII. DISCUSSION
This work proposes a framework for information propaga-
tion between a population of images. This framework can be
exploited for multiple applications, ranging from tissue segmen-
tation and structural parcellation to morphometric analysis and
image synthesis. Here, we apply the GIF framework to the prob-
lems of multi-atlas label propagation and tissue segmentation
and demonstrate improved performance compared to the equiv-
alent pairwise approach, mainly in the presence of morpholog-
ical differences between the training and testing population.
More speciﬁcally, the application to multi-atlas propagation
problem showed a small but signiﬁcant increase in performance
when compared to MAPER. It is important to note that GIF
was not compared to other more advanced fusion techniques
as the proposed geodesic propagation framework is agnostic to
the fusion strategy, i.e. GIF can be combined with most fusion
techniques by changing (4). Interestingly, Section V-B, which
aims at propagating a set of brain masks from control subjects to
pathological subjects, demonstrates that geodesic propagation
can improve the overall performance when compared to direct
pairwise propagation by improving the ability to extrapolate in-
formation. Visual inspection (e.g. see Fig. 5) shows good quality
results even in the presence of large scale atrophic processes
and pathology. Nonetheless, further validation on subjects with
larger morphological variability is still necessary, as the current
validation is hampered by the limited amount of ground-truth
manual parcellations. Combining GIF with other fusion tech-
niques, rather than a simple local weighted voting, should also
further improve the accuracy of the results.
Another interesting point pertains to Fig. 6, which repre-
sent the value of at convergence for an AD patient, when
measured from a database of cognitively normal subjects. This
ﬁgure shows that the areas that are morphologically distant
from a normal population are located in regions normally
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associated with AD pathology. To some degree, Fig. 6 shows
visually that the geodesic distance is capturing pathology
related features, which could in theory be used for pathological
classiﬁcation in future work.
Section V-C compares the proposed methodology to state
of the art algorithms as deﬁned in the MICCAI label fusion
challenge. This section also provides insights of the algorithmic
performance in situations of very low number of training
datasets. Experiments showed that GIF with only 5 training
datasets (rather than the 15 datasets deﬁned in the challenge)
can provide better results that 13 other methodologies that
competed in the challenge using the full (15) training data. A
similar, albeit worse, performance can be obtained using GIF
with only one single training dataset, demonstrating that GIF
performs well even in extreme situations with very limited
training data. This characteristic can open new opportunities in
labelling very large and time consuming datasets such as 7T
brain data, small animal imaging or even microscopy data.
Section V-D extends the validation of label fusion to multi-
modal data and demonstrates that multimodal information can
be exploited to improve the process of label fusion. GIF ob-
tained better results than the state-of-the-art method for this ap-
plication using only 5 training datasets. This section also shows
that the use of the geodesic distance within GIF is paramount
for both stability and accuracy of the algorithm, as GIF without
the geodesic component starts degrading its accuracy after a few
iterations due to label over-smoothing.
The application of the GIF framework to the problem of tissue
segmentation is interesting from a more conceptual point of
view, as it provides a different way to think about the propa-
gation of a priori information between subjects. Again, results
show improved performance when compared to both an equiv-
alent technique using groupwise tissue priors, to SPM or to fu-
sion, even when only a subset of the training data is used (see
). The results on the OASIS database provide a
more captivating view of the advantages of geodesic propaga-
tion when compared to pairwise or groupwise propagation due
to the large scale morphological differences between the sub-
jects in the OASIS/Neuromorphometrics, inc. database. Further-
more, even with gender—and age-group limited training data,
the performance of the tissue segmentation does not deteriorate
substantially when using GIF, but does so for groupwise or fu-
sion-based approaches. This advantage can have a crucial im-
pact when applied to pathological populations or to the analysis
of the developing brain.
This work presents the ﬁrst step towards a formal, compres-
sive and uniﬁed framework for the processing of brain images.
The central idea of this paper can also be used in the context
of image synthesis [33], atrophy simulation [34] and to strati-
ﬁed voxel based morphometry [35], showing its general appli-
cability. Future work will aim at optimising the multiple param-
eters in GIF by learning from training datasets and explore dif-
ferent applications of the GIF framework to bias-ﬁeld correction
and outlier detection.
IX. CONCLUSION
This work presents an algorithm where information is prop-
agated along geodesic paths through a local spatially-variant
neighbourhood graph. Application of the geodesic propaga-
tion concept to structural parcellation and brain segmentation
has demonstrated statistically signiﬁcant advantages when
compared to their pairwise equivalent methods. Overall, the
proposed framework can be used to better propagate informa-
tion from a group of subjects to other morphologically-different
subjects in a dataset.
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