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1Chapter 1
Introduction
Recently, the term of ‘Artificial Intelligence’ frequently appears in various news articles.
In Japan, it is predicted that the productive age population will decrease sharply in
the future as the population ages and fewer babies are born and it is strongly expected
that artificial intelligence as a substitute for labor force and the use of robots will be
utilized. It is attracting attention as not only industrial fieldswith shortage ofmanpower
but also means for creating new value in fields that have been dependent on human
experience and intuition, e.g., Fintech such as financial services making full use of
information technology and predictive maintenance of factory production facilities in
the manufacturing industry.
The driving force behind the expectations for industrial applications of these arti-
ficial intelligence, which actually means computational intelligence, is deep learning.
Deep learning is a generic term formachine learningmethods usingmulti-layeredmod-
els of neural networks which is inspired by the information processing in the brain.
Machine learning has been developed as a field of artificial intelligence since the end of
the 1950s as a research to realize learning abilities equivalent to brains by computer, not
by explicit programming. As shown by the success of DeepMind’s AlphaGo [1], this
deep learning has attracted a great deal of attention in the field of machine learning in
recent years due to its high performance.
The growth of deep learning is attribute to the following factors: One is that the
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information infrastructure including the Internet has been improved. The global data
volume doubles every two years, and it will exceed 40,000 exabytes in 2020 [2]. In
particular, it becomes possible to acquire various kinds of information such as images
and moving images with the development of social media and the evolution of var-
ious sensors, That is, it is easy to collect large amounts of data that can be used for
learning as compared with before. Next is a dramatic improvement in the performance
of the computer. Due to the significant improvement in computing performance by
the evolution of both hardware and software, such as GPUs, multi-core CPUs, large
capacity memories, parallel processing by computer clusters, a large-scale neural net-
work model which has been difficult to evaluate has become possible to execute on
a computer. Thus, the exponential improvement in computer performance indicated
in the performance transition of TOP 500 [3] supercomputer is accelerating research
on machine learning. The last and most important is the steady accumulation of long
years of solid sober research in neural networks. Deep learning is a neural network
models which has various layers at least on the surface. That is, its basic part has not
changed much from the conventional neural networks. Various basic algorithms and
models for neural networks have been proposed before 1990, e.g., back propagation
algorithm enables learning of multi-layered neural networks, and Boltzmann machine
is the prototype of deep brief network [4] which is cited as a breakthrough of deep
learning. Moreover, Neocognitron [5] and LeNet [6] are the prototype of convolutional
neural networks which is frequently used for recent image recognition systems. It can
be said that there is the development of deep learning today because of these findings.
Several approaches for solving problems which are caused in deep networks has been
proposed such as an activation function by rectified linear unit and effective adjustment
methods of learning rate for gradient descent learning by ADAM and AdaGrad. They
are also the main factor for the achievement of deep learning.
Extension of neural networks on hypercomplex number system is one of such re-
search efforts. Input, output, and internal state of a neuron which is the basic computa-
tional unit are represented by hypercomplex number in these types of neural networks.
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Complex numbers and quaternions, which are ones of hypercomplex numbers, are
useful number systems for various engineering problems. It is well known that com-
plex numbers are employed for signal processing dealing with amplitude and phase
information. Quaternions are widely employed in robotics and computer graphics due
to the fact that they provide a convenient mathematical notation for representing orien-
tations and rotations of objects in three dimensions. From the viewpoint of information
processing, the essential significance of neural networks and other machine learning
methods is to acquire information expressions which capture the intrinsic structure
inherent in data through learning process. In that sense, it is thought that it is very
useful to employ complex numbers and quaternions that can calculate two or three
dimensional information as a unit as expressions of neurons. In fact, it is suggested
that complex-valued and quaternionic feed forward neural networks have a remarkable
learning ability in terms of affine transformation problems in two or three dimensional
space in previous studies [7, 8, 9]. Hypercomplex-valued neural networks hold the
potential for higher performance than that of the conventional real-valued neural net-
works. Therefore, introducing complex numbers and quaternions into neural networks
is expected to achieve performance improvement of deep learning. Although the num-
ber of applications of neural networks employing quaternions is comparatively less
than that of complex-valued neural networks.
In this study, we focus on quaternion-based neural computing which can be ex-
pected to be effective in future application fields such as robot control and color image
processing and recognition. We address several problems existing mutually connected
neural networks and multilayered neural networks, and propose methods for solving
these problems and aim for gaining a new understanding of quaternionic extensions
of the existing methods.
4Chapter 2
Quaternion Algebra
2.1 Definitions of Quaternions
In this section, we show the definitions and notations of quaternions. The Quaternion
algebra was first described by W. R. Hamilton in 1843 [10]. Quaternions form a class
of hypercomplex numbers that consist of a real number and three kinds of imaginary
units, i, j, k. Formally, a quaternion is defined as a vector in a four-dimensional vector
space,
x  x(e) + x(i)i + x( j)j + x(k)k, (2.1)
where x(e), x(i), x( j) and x(k) are real numbers. The multiplications between the three
imaginary units obey the following rules:
i2  j2  k2  ijk  −1, ij  −ji  k. (2.2)
These rules are summarized in The multiplication rules of the quaternions are shown
in table 2.1. In this table, the columns on the left-hand side give the first factor while
the top row indicates the second factor. This is important since hypercomplex numbers
are not commutative.
A quaternion is also written using 4-tuple or 2-tuple notations as follows:
x 
(
x(e), x(i), x( j), x(k)
)

(
x(e), #»x
)
, (2.3)
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Table 2.1: Multiplication rules between imaginary units i, j, k.
1 i j k
1 1 i j k
i i −1 k −j
j j −k −1 i
k k j −i −1
where #»x  (x(i), x( j), x(k)). In this representation x(e) is the scalar part of x, and #»x forms
the vector part.
Now, we show the definition of arithmetic operations between quaternions, p and q.
The addition and subtraction of quaternions are defined in the same manner as those
of complex numbers or vectors by
p ± q 
(
p(e)± q(e), #»p ± #»q
)
(2.4)

(
p(e)± q(e), p(i)± q(i), p( j)± q( j), p(k)± q(k)
)
. (2.5)
The product of p and q, denoted as pq, is defined from Eq.(2.2) as
pq 
(
p(e)q(e) − #»p · #»q , p(e) #»q + q(e) #»p + #»p × #»q
)
, (2.6)
where #»p · #»q and #»p × #»q denote the dot and cross products respectively between three
dimensional vectors #»p and #»q . The multiplication between scalar a  (a , #»0 ) and
quaternion q is given by
aq 
(
aq(e), a #»q
)

(
aq(e), aq(i), aq( j), aq(k)
)
. (2.7)
The quaternion conjugate is defined as
q∗ 
(
q(e),− #»q
)
 q(e) − q(i)i − q( j)j − q(k)k. (2.8)
The conjugate of product holds the relation of ( pq )∗ q∗p∗. The quaternion norm of q,
notation |q |, is defined by
|q |  √qq∗  √q(e)2 + q(i)2 + q( j)2 + q(k)2, (2.9)
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and the reciprocal of a non-zero quaternion q is defined as
q−1 
q∗
|q |2 . (2.10)
The quaternion involutions, which are self-inverse mappings, are defined [11] as:
qi  −iqi  q(e) + q(i)i − q( j)j − q(k)k, (2.11)
qj  −jqj  q(e) − q(i)i + q( j)j − q(k)k, (2.12)
qk  −kqk  q(e) − q(i)i − q( j)j + q(k)k. (2.13)
By using these involutions, four components of a quaternion can be represented as:
q(e)  14
(
q + qi + qj + qk
)
, (2.14)
q(i)  14i
(
q + qi − qj − qk
)
, (2.15)
q( j)  14j
(
q − qi + qj − qk
)
, (2.16)
q(k)  14k
(
q − qi − qj + qk
)
. (2.17)
A quaternion and its conjugate can be also expressed as a linear function of the involu-
tions as follows:
q 
1
2
(
qi∗ + qj∗ + qk∗ − q∗
)
, (2.18)
q∗ 12
(
qi + qj + qk − q
)
. (2.19)
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2.2 Quaternions in polar representation
A complex value c  c(e) + ic(i) in Cartesian form can also be represented as one in
polar form: c  r · eiθ, where r 
√
c(e)2 + c(i)2 and θ  tan−1 c(i)/c(e). In a similar way,
a quaternion x in Cartesian form can be transformed into one in a polar representation.
We adopt the representation defined by Bülow [12, 13] in this study. Quaternion x can
be represented in the polar form
x  |x |eiφekψejθ , (2.20)
where
eiφ  cosφ + i sinφ, ejθ  cos θ + j sin θ, ekψ  cosψ + k sinψ. (2.21)
The three kinds of angular phase φ, θ, and ψ are defined within the following interval:
−π≤φ<π, −π2 ≤θ<
π
2 , −
π
4 ≤ψ≤
π
4 . (2.22)
The formulas for calculating these phases from the quaternion in Cartesian form are
given as Algorithm 1.
begin
ψ ← −arcsin(2(q(i)q( j)−q(e)q(k)))2
if ψ  ±π4 then
φ ← 0, θ ← arg j(q
k∗q)
2
else
φ ← argi(qq j∗)2 , θ ←
arg j(q i∗q)
2
end
if eiφekψejθ  −q then
if φ ≥ 0 then
φ ← φ − π
else
φ ← φ + π
end
end
end
Algorithm 1: Calculate φ, θ, ψ for a quaternion x  a + bi + cj + dk, |x |  1
8Chapter 3
Associative Memories in Quaternionic
Neural Networks
Hopfield network is an associativememorymodel based on fully connected neural net-
works in which information is embedded as connection weights between the neurons.
Quaternionic Hopfield associative memory is expected to process three-dimensional
multilevel values such as intensities of RGB color components or body coordinates in
three dimensional space. The state of a neuron is represented by three kinds of phases
in distinct complex planes in the associative memory. However, the performance and
properties of such the quaternionic extended models are not clarified.
We evaluate the performance of quaternionic Hopfield associative memory such as
storage performance of two learning rules, i.e., Hebbian learning rule and projection
learning rule. We also examine noise robustness of the stored memory patterns to
evaluate the recall performance. Then, we propose another types of quaternionic as-
sociative memory models for improving the performance of the quaternionic Hopfield
associative memory. One is quaternionic bipartite auto-associative memory which has
two types of neuron layers. The other is quaternionic Hopfield associative memory
with dual connections which are utilizing non-commutative property of quaternions.
We show thesemodels have superior performance compared to that of the quaternionic
Hopfield associative memory through several experiments.
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3.1 Introduction
Extensions in complex andhypercomplexnumber systemsonHopfield-type associative
memories (HAMs) [14] have been extensively investigated. Representations for states
in the networks are enriched due to the degrees of freedom in these systems. Complex-
valued extension of Hopfield Associative memories, called CHAMs, were proposed
[15, 16, 17, 18] and their learning schemes for embedding the patterns in the networks
were also investigated [19, 20, 21]. Various CHAMs adopt the representation for the
state of a neuron as a discrete point in the complex plane, so multilevel values, such as
the intensity of a pixel in the gray-scaled image, can be naturally represented in these
networks.
One difficulty in CHAMs is the existence of rotated patterns in the network by
degenerated states of embedded patterns. When a pattern is to be embedded to a
CHAM network where a neuron takes K of quantization levels, K − 1 rotated patterns
are also to be embedded in the network. These rotated patterns makes their mixture
patterns, and they become spurious patterns in the network, leading to reduce the noise
robustness in retrieving patterns from the network. One possible solution to cope with
rotated patterns is to compose a heterogeneous network where real-valued neurons are
incorporated in the complex or quaternionic networks. A pattern in the real-valued
HAM has only one rotated pattern in which each of elements takes the inverted value.
A combination of real-valued and complex-valued/quaternionic patterns makes fewer
rotated patterns. Such networks are presented and investigated as Complex-valued
Bipartite Auto-Associative Memory (CBAAM) [22].
A quaternionic extension of HAMs is called QHAMs where the state of a neuron
is represented by three kinds of phases in distinct complex planes [23]. QHAMs are
expected to process three-dimensionalmultilevel values such as intensities of RGB color
components or body coordinates in three dimensional space. QHAMs adopt a similar
principle in representing the patterns in the network to that in CHAMs, thus they also
suffer from the rotated and mixture patterns. However, the detailed performance of
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QHAM is not provided in the previous studies.
In this chapter, we first evaluate the performance of QHAM such as storage perfor-
mance of two learning rules, i.e., Hebbian learning rule and projection learning rule.
We also examine noise robustness of the stored memory patterns to evaluate the recall
performance of QHAM. Then, we propose another types of quaternionic associative
memory models for improving the performance of QHAMs. One is Quaternionic Bi-
partite Auto-Associative Memory (QBAAM) and the other is Quaternionic Hopfield
Associative Memory with Dual Connections (QHAMDC). QBAAM is a quaternionic
extendedmodel of CBAAM. The network architecture of QBAAMhas two layers where
one layer is composed of quaternionic neurons and the other layer is composed of real-
valued neurons. QHAMDC is an another approach for improving the performance of
QHAM by utilizing non-commutative property of quaternions.
This chapter is organized as follows. In Section 3.2, we first recapitulate the QHAM
model and its learning algorithm. QBAAM and QHAMDC are described in Section 3.3
and Section 3.4, respectively. In Section 3.5, Several experiments results are given in
Section 3.5 for comparing the learning algorithms and recall performance. We finish
with conclusions in Section 3.6.
3.2 Quaternionic Hopfield Associative Memory
We assume a quaternionic Hopfield associative memory (QHAM)with N quaternionic
multistate neurons. All neurons are connected to each other in QHAM as shown in
Fig. 3.1. The state of a p-th neuron in QHAM is represented in the polar form described
in Sec. 2.2,
up  eiφpekψpejθp , (3.1)
where |up |  1. The internal state of the p-th neuron at a discrete time t is defined as
hp(t) 
N∑
q1
wpquq(t) 
N∑
q1
wpqeiφq(t)ekψq(t)ejθq(t), (3.2)
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where wpq ∈ H denotes the connection weight from the p-th neuron to the q-th neuron.
We use qsign function which consists of three types of complex-valued multistate
signum function as an activation function for quaternionic multistate neurons. Thus,
the state of a neuron p at time t is updated as
up(t + 1)  qsign (hp(t)) , (3.3)
where
qsign
(
hp
)
qsign
(
eiφp ekψp ejθp
)
(3.4)
 csignA
(
eiφp
)
csignB
(
ekψp
)
csignC
(
ejθp
)
. (3.5)
The function csignA is used for updating φ, and it is defined as
csignA
(
eiφ
)

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
q(φ)0 for − π ≤ arg
(
eiφ
)
< −π + φ0
q(φ)1 for − π + φ0 ≤ arg
(
eiφ
)
< −π + 2φ0
...
q(φ)A−1 for − π + (A − 1)φ0 ≤ arg
(
eiφ
)
< −π + Aφ0
, (3.6)
where A is the quantization level for φ, and φ0 denotes a quantization unit which is
defined by φ0  2π/A. q(φ)a is a distinct point on a unit circle which is defined as
q(φ)a  exp
(
i
(
−π + aφ0 + φ02
))
, a  0, . . . ,A − 1. (3.7)
uq
up
wpq
Quaternionic Neuron
Figure 3.1: Network structure of QHAM.
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Therefore the function csignA outputs the closest quaternion in {q(φ)0 , . . . , q(φ)A−1} corre-
sponding to the input. Similarly, the function csignB for updating ψ and the function
csignC for updating θ are defined as follows:
csignB
(
ekψ
)

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
q(ψ)0 for − π4 ≤ arg
(
ekψ
)
< −π4 + ψ0
q(ψ)1 for − π4 + ψ0 ≤ arg
(
ekψ
)
< −π4 + 2ψ0
...
q(ψ)B−1 for − π4 + (B − 1)ψ0 ≤ arg
(
ekψ
)
< −π4 + Bψ0
, (3.8)
csignC
(
ejθ
)

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
q(θ)0 for − π2 ≤ arg
(
ejθ
)
< −π2 + θ0
q(θ)1 for − π2 + θ0 ≤ arg
(
ejθ
)
< −π2 + 2θ0
...
q(θ)C−1 for − π2 + (C − 1)θ0 ≤ arg
(
ejθ
)
< −π2 + Cθ0
, (3.9)
where B and C are the quantization levels for φ and θ, respectively. The quantization
units ψ0 and θ0 are defined by ψ0  π/2B and θ0  π/C, respectively. q(ψ)b and q(θ)c are
also defined as follows:
q(ψ)b  exp
(
j
(
−π4 + bψ0 +
ψ0
2
))
, b  0, . . . , B − 1, (3.10)
q(θ)c  exp
(
k
(
−π2 + cθ0 +
θ0
2
))
, c  0, . . . , C − 1. (3.11)
Hence, a quaternionic neuron takes a total of A × B × C states. An example of the
quantized output points of the quaternionic neuron is shown in Fig. 3.2, where A  4,
B  2, and C  3.
The energy function of QHAM takes real value when the connection weights wpq
satisfy the following conditions:
wpq  w∗qp , wpp  w∗pp  (w(e), #»0 ), w(e) ≥ 0. (3.12)
The functionmonotonicallydecreasesunder the condition |∆φ | < φ0, |∆φ | < ψ0, |∆ψ | <
φ0. ∆φ, ∆ψ, ∆θ are a phase difference between the state at time t + 1 and the internal
state at time t for the neuron undergoing its update [23].
CHAPTER 3. ASSOCIATIVE MEMORIES IN QUATERNIONIC NEURAL NETWORKS 13
Two types of learning rules for QHAM are described. Let ξp  (ξp1 , . . . , ξpN)
T be a
p-th memory pattern (p  1, . . . , P), where ξpi ∈ {q
(φ)
a q
(ψ)
b q
(θ)
c } and P is the number of
embedded memory patterns. Then, the training pattern matrix X is represented as
X  (ξ1, ξ2, . . . , ξp). (3.13)
The connection weight matrixW ,whose element at (p , q) is denoted as wpq , is given by
Hebbian learning rule as:
W  XX ∗ − diag(XX ∗) (3.14)
where X ∗ denotes the conjugate transpose of X , and diag(A) is the diagonal matrix
whose diagonal elements equal to the diagonal of A. This learning rule is simple and
fast, however it is difficult to achieve effective storage capacity when memory patterns
are not orthogonal to each other.
Next, we describe the projection learning rule, which is a learning algorithm that
can embed non-orthogonal (correlated) memory patterns in a network [24]. A key idea
of the projection rule is that non-orthogonal patterns are first projected onto orthogonal
ones by using inverse matrix, and then the Hebbian rule is applied to these projected
patterns. The connection weight matrixW is given by the projection rule as follows:
W  A − diag(A), A  X(X ∗X)−1X ∗, (3.15)
ϕ0  2piA
q(ϕ)0 q
(ϕ)
1
q(ϕ)2q
(ϕ)
3
ψ0  pi2B
q(ψ)0
q(ψ)1
θ0  piC
q(θ)0
q(θ)1
q(θ)2
Figure 3.2: An example of quantized output points in the quaternionic multistate
neuron(A  4, B  2, C  3)
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· · ·
· · ·
Quaternionic Neuron
Real-valued Neuron
Visible Layer (N neurons)
Invisible Layer (M neurons)
W iv W vi
Figure 3.3: Network structure of QBAAM.
The number of patterns that can be stored in the network equals to the number of
neurons in the network by using the projection rule.
3.3 Quaternionic Bipartite Auto-Associative Memory
The model of Quaternionic Bipartite Auto-Associative Memory (QBAAM) is described
in this section. QBAAM is a quaternionic extension of Complex-valued Bipartite Auto-
AssociativeMemory (CBAAM) [22], in which quaternionic multistate neurons, defined
in section 3.2, are used in the network. QBAAM has two layers called visible layer
and invisible layer, as shown in Fig. 3.3. The visible layer contains quaternionic mul-
tistate neurons, and the invisible layer contains real-valued neurons, i.e., the state of
real-valued neurons is +1 or −1. The connection establishes neurons between layers,
encoded by quaternionic values, and there are no connections between neurons in each
layer. The neurons’ outputs in the visible layer are quaternionic values and the connec-
tionweights from visible to invisible layers are also quaternionic values, the real-valued
neurons in the invisible layers only takes real parts of these quaternionic values. The
visible layer can process 3-tuple of multilevel signals, and the recall of rotated patterns
of memory patterns can be suppressed by utilizing the neurons in the invisible layer .
The storing patterns for QBAAM are then defined. The patterns of the network is
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a combination of quaternionic values (for visible layer) and real values (for invisible
layer), thus the pairs of storing patterns are necessary. Suppose that the patterns for
visible layers are given by ξ1v , ξ2v , . . ., ξPv . For each of these patterns, the patterns for
invisible layers are also given by ξ1i , ξ
2
i , . . ., ξ
P
i . The storing patterns for QBAAM are
(ξ1v , ξ1i ), (ξ2v , ξ2i ), · · · , (ξPv , ξPi ). The storing pattern matrices are
X 
(
ξ1v , ξ
2
v , · · · , ξPv
)
, (3.16)
Y 
(
ξ1i , ξ
2
i , · · · , ξPi
)
. (3.17)
The bidirectional connection weights are constructed from the matrices X and Y .
The most straightforward algorithm for the construction is known as the Hebbian
learning rule:
W iv  YX ∗, (3.18)
W vi  XY ∗, (3.19)
where W iv is a connection matrix from the visible to invisible layers and W vi is a
connectionmatrix from the invisible to visible layers, and thesematrices are Hermitian,
i.e., W iv  W iv∗ holds. This learning scheme makes the embedded patterns in the
network unstable and leads to extremely low storage capacity if the patterns are not
orthogonal to each other. In order to improve the storage capacity, generalized inverse
matrix learning scheme was proposed in [25], given as
W iv  Y (X ∗X)−1 X ∗, (3.20)
W vi  X (Y ∗Y )−1 Y ∗. (3.21)
This scheme first orthogonalized the embedded patterns, after which the orthogonal-
ized patterns are embedded by Hebbian rule. ThoughW iv  W ∗iv does not hold, this
scheme effectively works.
Retrieving the embedded patterns from the input patterns conducts in a ping-pong
manner between neurons in the visible layer and neurons in the invisible layer. Let
x(t)  (x1(t), x2(t), . . . , xN(t))T be states of the neurons in the visible layer, and let
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y(t)  (y1(t), y2(t), . . . , yM(t))T be states of the neurons in the invisible layer at the time
step t. The states of each layer are updated as follows:
y(t)  sign (W ivx(t)) , (3.22)
x(t + 1)  qsign (W viy(t)) , (3.23)
where siqn(·) and qsign(·) are activation functions for neurons in the invisible layer and
visible layer, respectively, and these activation functions are applied to each neurons.
sign is defined as
sign(u) 
⎧⎪⎪⎨⎪⎪⎩
1 Re(u) ≥ 0
−1 Re(u) < 0
, (3.24)
and qsign(·) is the same definition as Eq. (3.3). At the initial states, it is necessary to set
an input pattern on the neurons in the visible layers. The initial configuration in the
visible layer and connection weights makes the neurons’ states in the invisible layers,
after which the neurons in the visible layer can be updated by the neurons’ states in
the invisible layer and the connection weights from the invisible to visible layers. The
updating of the network continues until no changes being detected at the neurons in the
visible layer. Finally we can obtain the pattern ξv in the visible layer which corresponds
to the input pattern to the network. These recall process is summarized in Fig. 3.4.
3.4 QuaternionicHopfieldAssociativeMemorywithDual
Connections
This section presents quaternionic Hopfield associative memorywith dual connections
(QHAMDC). We can consider two types of multiplication order of operations to cal-
culate weighted input because of non-commutative nature of quaternion algebra. All
neurons are connected to each other and they have two types of connection weights as
shown in Fig. 3.5. In QHAMDC, two types of connectionweights are used for updating
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Input
W iv
. . .
. . .
(a)
→ W vi
. . .
. . .
(b)
→ · · · → W vi
. . .
. . .
Output
(c)
Figure 3.4: Recall process of QBAAM. (a) An input pattern is given to the visible layer
and the states of the neurons in the invisible layer are updated by using the connection
weights from the visible layer to the invisible layer. (b) The states of the neurons in the
invisible layer are updated by using the connection weights from the invisible layer to
the visible layer. (c) After iterating step (a) and step (b), the states of the neurons in the
visible layer are obtained as output pattern.
the internal states of neurons:
hp(t) 
N∑
q1
(
wLpquq(t) + uq(t)wRpq
)
, (3.25)
where wLpq is a connection weight from p-th neuron to q-th neuron which is multiplied
from the left and wRpq is one which is multiplied from the right. The connection weight
matrixWL whose element is wLpq is given by Eq. (3.15). The connection weight matrix
WR whose element is wRpq is given as follows:
WR  B − diag(B), B  Y ∗(YY ∗)−1Y , Y  XT, (3.26)
where X is the training pattern matrix. Thus, WR denotes the connection weights
obtained by using the projection rule with multiplications in the reverse order. The
state of a neuron in QHAMDC is updated by Eq. (3.3) in the samemanner as in QHAM.
CHAPTER 3. ASSOCIATIVE MEMORIES IN QUATERNIONIC NEURAL NETWORKS 18
uq
up
wLpq , wRpq
Quaternionic Neuron
Figure 3.5: Network structure of QHAMDC.
We define the energy function of the network with dual connections as
E(t)  −12
N∑
p1
N∑
q1
(
u∗p(t)wLpquq(t) + uq(t)wRpqup(t)∗
)
, (3.27)
where E takes real value (E  E∗) when wLpq and wRpq satisfy the condition Eq. (3.12).
Since Re(xy)  Re(yx) holds for x , y ∈ H, the energy function can be represented as
E(t)  −12 Re
N∑
p1
N∑
q1
u∗p(t)
(
wLpquq(t) + uq(t)wRpq
)
. (3.28)
Suppose that the state of the r-th neuron is updated at time t + 1 according to the
Eq. (3.25) and Eq. (3.3). The energy gap ∆E between the E(t + 1) and E(t) finally
becomes as follows:
∆E  − Re
N∑
r1
N∑
q1
u∗r(t + 1)
(
wLrquq(t) + uq(t)wRrq
)
+ Re
N∑
r1
N∑
q1
u∗r(t)
(
wLrquq(t) + uq(t)wRrq
)
. (3.29)
∆E becomes non-positive because u∗r(t) maximize Re(u∗r(t)hr(t)) according to the acti-
vation function. Therefore, the energy decreases monotonically.
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3.5 Experiments
3.5.1 Storage Capacity
Wefirst evaluate the storage capacity of QHAMby using theHebbian learning rule and
the projection learning rule. In this experiment, the patterns with randomly generated
values are used as memory patterns. The size of the patterns, which is the number
of neurons in the network, was set to N  100, and the quantization level was set as
follows: (A, B, C)  (8, 2, 4), (16, 4, 8), (32, 8, 16). In these conditions, the quantization
units φ0, ψ0, and θ0 are the same size. The number of the memory patterns, denoted
by P, varies such that P  1, 2, . . . , 100.
The stability of the patterns are investigated by the following procedure. First, for
givenA, B, C, and P, memory patterns are generated and stored into the network. Next,
each of the memory patterns is set to the network as its initial states, then the states for
all neurons are updated. If the network state does not change, this stored pattern can
be regarded as stable.
Figure 3.6(a) shows P dependency of the retrieval success rates against various
quantization level. The retrieval success rates are calculated from 1000 trials. From
Fig. 3.6(a), we find that the memory patterns are hardly embedded to the network
by using the Hebbian learning rule. The memory patterns tend to be more unstable
with increases of the quantization level and the number of stored patterns. If the
quantization level (A, B, C) is set to (32, 8, 16), only one pattern is stable in the network
as shown in Fig. 3.6(a). That is, two or more memory patterns cannot to be stable in
the network by using the Hebbian rule for large quantization level. In contrast, the
projection rule can store up to 99 patterns in the network regardless of the quantization
levels as shown in Fig. 3.6(b). In this figure, the retrieval success rate is 0% in the case
of P  100. It is due to that the self-connection weights, wpps, are set to 0. If these
weights are set to positive values, the retrieval success rate becomes 100%. From these
results, all the stored patterns are local minima in the network by using the projection
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Figure 3.6: Stability of the stored memory patterns in QHAM (N  100).
learning rule. Therefore the memory patterns stored by using the projection rule have
higher stability than those by using the Hebbian rule in QHAM.
3.5.2 Noise Robustness of Recall
We evaluate the recall performance by retrieving patterns from noisy patterns. The
experiments for QHAMs, QBAAMs, andQHAMDCs are conductedwith the following
parameters:
1. The number of neurons in the network (N) is set to 100.
2. The number of patterns to be embedded to the network (P) is set to 10, 30, and 50.
3. The quantization levels for quaternionic neurons (A, B, C) are set to (8, 2, 4),
(16, 4, 8), and (32, 8, 16).
4. The noise level (r) changes to 0.00, 0.05, · · · , and 0.80.
5. The update of neurons in the network is repeated for 1000 iterations.
6. For each parameter, 1000 experiments are conducted with randomly generated
patterns being embedded.
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Figure 3.7: Noise robustness of recall performance for QHAM (N  100)
The memory patterns are randomly generated and they are embedded to the each
associative memory by using projection learning rule. The noisy input pattern is
generated from one of the memory patterns with each pixel value being changed to
random value by a specific ratio r (noise level). The retrieval is regarded as successful if
the correct pattern corresponding to the input pattern can be retrieved from the noisy
input pattern.
First, we examine the performance of QHAMs. Figure 3.7 shows the retrieval
success rates against the noise level. The number of memory patterns was fixed to
P  30 and the quantization level was set to (A, B, C)  (8, 2, 4), (16, 4, 8), (32, 8, 16) in
Fig. 3.7 on the left. The number of memory patterns was set to P  10, 30, 50 and the
quantization level was fixed to (A, B, C)  (16, 4, 8) in Fig. 3.7 on the right. It is shown
that the retrieval success rates for QHAMs get worse when the number of embedded
patterns increases or the quantization levels increases. The noise robustness of QHAM
highly depends on the quantization levels. Thus, the quantization level is particularly
sensitive parameters for the performance of QHAMs.
Figure 3.8 shows the retrieval success rates against the noise rate onQBAAMs. In this
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Figure 3.8: Noise robustness of recall performance for QBAAM (N  100,M  100)
experiment, the number of neurons in the invisible layer is set to M  100. From these
results, we find that the retrieval success rates are maintained when the quantization
levels are increased. Thus, the noise robustness of QBAAM does not depend on the
quantization levels. In QBAAMs, the noise robustness can be controlled by changing
the number of neurons in the invisible layer. Figure 3.9 shows the dependency of the
success rate on the number of neurons in the invisible layer. The parameters for the
network were set to (A, B, C)  (16, 4, 8) and P  30. The number of neurons in the
invisible layer was changed from M  20 to M  180. This result shows that neurons
in the invisible layer assist to retrieve the correct pattern.
Finally, the recall perforamnce for QHAMDCs is shown in Figure 3.10. From these
results, we find that the retrieval success rates are maintained when the quantization
levels are increased similar to that of QBAAM. Also, the noise robustness of QHAMDC
does not depend on the quantization levels.
CHAPTER 3. ASSOCIATIVE MEMORIES IN QUATERNIONIC NEURAL NETWORKS 23
0.0 0.2 0.4 0.6 0.8
0
20
40
60
80
100
Noise Level
Re
tr
ie
va
lS
uc
ce
ss
Ra
te
[%
] M  180M  160
M  140
M  120
M  100
M  80
M  60
M  40
M  20
Figure 3.9: Dependency of recall performance on the number of neurons in the invisible
layer for QBAAM (N  100, P  30, (A, B, C)  (16, 4, 8))
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Figure 3.10: Noise robustness of recall performance for QHAMDC (N  100)
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3.5.3 Image Retrieval Task
We have explored the noise robustness of three types of quaternionic associative mem-
ories by using random patterns in the previous experiments. In this section, we inves-
tigate the performances of by storing and retrieving natural images, which have more
intensity resolutions in each pixel, from the viewpoint of practical applications such as
color image database.
Figure 3.11 shows memory patterns to be embedded to the network for this ex-
periments. These images are 200 images included in CIFAR-10 dataset [26]. Each
image consists of 32 × 32  1024 pixels and each pixel value is represented by 24-bit
for RGB color. The three channels, which are red, green, and blue, are assigned to
φ, θ, and ψ of a quaternion in polar representation. Thus, the quantization level is
set to (A, B, C)  (256, 256, 256). For example, a tuple of RGB pixel value (a , b , c) is
represented as a quaternion q(φ)a q
(ψ)
b q
(θ)
c based on Eq. 3.7, Eq. 3.10, and Eq. 3.11. The
number of neurons in the network is the same as the number of pixels of the images,
i.e., N  1024. In this experiment the number of neurons in the invisible layer for the
QBAAM was set to M  1024, thus the degree of freedom of the connection weights
in the QBAAM and QHAMDC is equal. The memory patterns are embedded to the
networks with the projection learning rule. Then, noisy patterns as shown in Fig. 3.12
are set as the initial configuration of the network and the output patterns are obtained
after the 1000 iterations of the update process.
Figures 3.13, 3.14, and 3.15 show recalled output patterns for QHAM,QBAAM, and
QHAMDC, respectively. From these figures, it is found that the QHAM cannot retrieve
the stored pattern in all patterns. In contrast, the recalled patterns in the QBAAM and
QHAMDCare closer to the truth compared to those in theQHAM. These are confirmed
by the peak signal-to-noise ratio (PSNR) shown in Table 3.1, which is defined as,
PSNR  20 log10 (255) − 10 log10 (MSE) . (3.30)
where,MSE is mean squared error of the original image and the recalled one. The av-
eraged PSNR of the patterns retrieved from the QHAM and the corresponding original
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Figure 3.11: Memory patterns for image retrieval task (P  200).
Figure 3.12: Input patterns for associative memories. 50 % of all pixels in each image
are altered by random values.
patterns is lower than that of the original patterns and the noisy patterns. This result is
caused by the spurious patterns due to the rotation invariance of memory patterns in
QHAMs. These spurious patterns are suppressed to be retrieved due to the real-valued
neurons in QBAAMs or the non-commutative property of quaternionic connection
weights in QHAMDCs, so that he higher PSNRs were achieved in the QBAAM and
QHAMDC.
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Figure 3.13: Output patterns of QHAM (N  1024).
Figure 3.14: Output patterns of QBAAM (N  1024,M  1024).
Figure 3.15: Output patterns of QHAMDC (N  1024).
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Table 3.1: Averaged PSNR for all recalled images.
Noisy Input 11.42 [dB]
QHAM 10.77 [dB]
QBAAM (M  1024) 12.81 [dB]
QHAMDC 16.86 [dB]
3.6 Conclusion
In this chapter, we investigate the performance of quaternionic associative memory
models. First, the storage capacity of QHAM by using Hebbian learning rule and
projection learning rule is examined. From the experimental results, the Hebbian
rule hardly stores the memory patterns with increasing the quantization levels of
quaternionic neurons. In contrast, the projection rule can stabilize all the memory
patterns into the network regardless of quantization levels.
The noise robustness of the retrieval patterns is also investigated and it is found that
the performance from noisy input depends on the quantization levels of the quater-
nionic neuron and the number of stored memory patterns. The quantization level is
particularly sensitive parameter for the recall performance of QHAMs.
Inorder to obtainbetter performances in retreivingpatterns,weproposequaternioni
bipartite auto-associativememory (QBAAM). The recall performance of QHAMs suffer
from the spurious patterns caused by the rotation invariance of their representation of
neuron states. The proposedmodel has two-layered network structure where one layer
is the visible layer and contains quaternionic neurons and the neurons in the other layer,
called invisible layer, are real-valued neurons. A combination of real-valued neurons
and quaternionic neurons suppresses these spurious patterns and leads to higher noise
robustness in the networks.
we also propose an another type of quaternionic associativememorymodel, quater-
nionic Hopfield associative memory with dual connections (QHAMDC). Two types of
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connection weights are used in QHAMDC: one are connection weights multiplied
from the left and the other are connection weights multiplied from the right. Noise
robustness of the conventional quaternionic Hopfield associative memory (QHAM)
is deteriorated by the spurious patterns caused by rotational invariance of training
memory patterns. In QHAMDC, rotated patterns, which is one of the typical spurious
patterns, can be reduced by a combination of two types of connection weights utilizing
the non-commutative nature of quaternions. It is shown that the noise robustness for
retrieving patterns in QHAMDC is superior to those in QHAM from experimental re-
sults. More detailed analysis on spurious patterns in QHAM, QBAAM, andQHAMDC
remains for our future work.
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Chapter 4
Pseudo-Orthogonalization of Memory
Patterns for Quaternionic Hopfield
Neural Network
Hebbian learning rule is well known as a memory storingmethod for associative mem-
ories. This method is simple and fast, however, its performance gets decreased when
memory patterns are not orthogonal to each other. Pseudo-orthogonalization is a
one solution for embedding these non-orthogonal memory patterns into associative
memories. By a combination of the pseudo-orthogonalization and Hebbian learning
rule, storage capacity of associative memory concerning non-orthogonal patterns is
improved without high computational cost. The memory patterns can also be re-
trieved based on a simulated annealing method from an external stimulus pattern. By
utilizing quaternions, we can extend the pseudo-orthogonalization scheme for quater-
nionicHopfield neural networks. In this study, the extended pseudo-orthogonalization
scheme for associative memories based on quaternions. We show that the proposed
scheme has stable recall performance on highly correlated memory patterns compared
to the conventional real-valued scheme.
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4.1 Introduction
Hebbian learning rule is a well-known method for embedding patterns onto associa-
tive memories, such as Hopfield neural networks [27, 14]. This method is simple and
straightforward, however, it has a crucial issue for the embedding patterns; the pat-
terns should be orthogonal to each other. On embedding correlated patterns by this
method, the storage performance of the network is significantly decreased. Thus, many
researches for storing correlated patterns direct to orthogonalization of these patterns,
such as pseudo-inverse matrix method [24] and iterative learningmethod [28]. Though
these methods enable all the correlated patterns to be stable local minima in the net-
work, their computational costs grow with respect to the network size and the number
of patterns to be embedded.
A novel method has been proposed that enables correlated patterns onto asso-
ciative memories with low computational cost [29]. The method called pseudo-
orthogonalization first prepares a random pattern (mask pattern) of which length
is the same as that of a memory pattern, and element-wise exclusive not-or (XNOR)
operation is applied between the random pattern and thememory pattern. The pattern
to be embedded in the network is a concatenation of XNORed pattern (masked pattern)
and the corresponding random pattern. These pseudo-orthogonalized patterns have
low correlation compared to that of the original memory patterns, thus, they can be
embedded by using Hebbian learning rule without a degradation of storage capacity.
The length of these patterns become double, however, the embedding process is simple
and requires rather low computational cost.
The complex-valued or quaternionic extensions would be suitable for the pseudo-
orthogonalization scheme; the pair of a pattern can be naturally embedded by utilizing
imaginary part(s). In this study, we extend the pseudo-orthogonalization scheme byus-
ing quaternions. We investigate the performance of the quaternionic extended method
through storing binary memory patterns to quaternionic Hopfield networks [30], and
the performance is also examined from the view point of correlations in memory pat-
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terns and the loading rate (the ratio of the number of memory patterns to the number
of units in the network). We show that the extended method has stable recall perfor-
mance on highly correlatedmemory patterns compared to the conventional real-valued
method does.
This chapter is organized as follows. In Section 4.2, we summarize real-valued
and quaternionic Hopfield neural networks. Quaternionic extension of pseudo ortho-
gonalization scheme is described in Section 4.3. Several experimental results for eval-
uating the proposed scheme are given in Section 4.5. In Section 4.7, we discuss the
superior performances for quaternionic pseudo-orthogonalization. We finish with
conclusions in Section 4.8.
4.2 Preliminaries
In this section, we explain Hebbian learning rule and the network dynamics for real-
valued and quaternionic Hopfield neural networks.
4.2.1 Real-Valued Hopfield Neural Network
Let (ξµ1 , . . . , ξµN), ξµm ∈ {+1,−1} be the µ-th learning pattern. Hebbian learning rule for
real-valued Hopfield neural network (RHNN) is represented as
wmn 
1
N
P∑
µ1
ξ
µ
mξ
µ
n , (4.1)
where wmn is a synaptic weight between m-th and n-th neurons, which satisfies the
conditions wmm  0 and wmn  wnm for allm and n, and P is the number of the learning
patterns. The dynamics of the network is given as,
xm(t + 1)  sgn
(
N∑
n1
wmnxn(t)
)
, (4.2)
where xm(t) ∈ {+1,−1} denotes the output of the m-th neuron at the time step t and
N is the total number of neurons in the network. The function sgn(·) is an activation
function which is defined by sgn(u)  1when u ≥ 0, and sgn(u)  −1when u < 0.
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4.2.2 Quaternionic Hopfield Neural Network
In quaternionic Hopfield neural network (QHNN), all neuronal parameters in the net-
work are encoded by quaternions [30, 31]. Let the m-th element of a µ-th quaternionic
learning pattern be ξµm  ξ
µ
m
(e)
+ξ
µ
m
(i)
i+ξ
µ
m
( j)
j+ξ
µ
m
(k)
kwhere ξµm
(e)
, ξ
µ
m
(i)
, ξ
µ
m
( j)
, ξ
µ
m
(k) ∈
{+1,−1}. Hebbian learning rule for QHNN is represented as
wmn 
1
4N
P∑
µ1
ξ
µ
mξ
µ∗
n , (4.3)
where synaptic weights satisfy the conditions wmm ≥ 0 and wmn  w∗nm . The dynamics
of the network is given as follows:
xm(t + 1)  qsgn
( N∑
n1
wmnxn(t)
)
. (4.4)
The function qsgn(·) is an activation function for quaternionic neuronswhich is defined
by
qsgn(s)  sgn(s(e)) + sgn(s(i))i + sgn(s( j))j + sgn(s(k))k. (4.5)
4.3 Pseudo-Orthogonalization based on Quaternions
The purpose of the pseudo-orthogonalization is to randomize memory patterns so that
they can be stored by Hebbian learning. We present a pseudo-orthogonalization based
on quaternions in this section.
First, let us recapitulate the real-valuedpseudo-orthogonalization [29]. Thememory
patterns aremasked by using randommask patterns as shown in Fig. 4.1. Fig. 4.2 shows
the generation method for the masked patterns. The masked patterns are obtained
by element-wise multiplication of the memory patterns and random patterns. Thus,
the original patterns can be reconstructed from the masked patterns and the random
patterns as shown in Fig. 4.3. The pseudo-orthogonalized pattern is obtained as the
concatenation of these random mask pattern and masked pattern.
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Memory pattern
×
Random pattern
→
Masked pattern
Pseudo-orthogonalized pattern
Figure 4.1: Schematic of pseudo-orthogonalization.
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Figure 4.2: Generation of masked patterns.
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Figure 4.3: Reconstruction of original patterns.
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Let (ξ1, . . . , ξN)where ξm ∈ {+1,−1} be theoriginalmemorypattern and (r1, . . . , rN)
where rm ∈ {+1,−1}) be a random pattern corresponding to the original pattern. The
m-th element of the real-valued pseudo-orthogonalized pattern is generated by
ηrm 
⎧⎪⎪⎪⎨⎪⎪⎪⎩
rn , m  2n − 1
rnξn , m  2n
. (4.6)
This is the concatenation of the random pattern and the masked pattern between the
original memory pattern and the random pattern (see Fig. 4.4(a)). Thus, The element
ηm takes either +1 or −1 and the length of the pseudo-orthogonalized pattern, denoted
as N′, becomes twice as the original one, i.e. N′  2N .
Next, we show extended pseudo-orthogonalization by using quaternions. Them-th
element of the quaternionic pseudo-orthogonalized pattern is defined by
η
q
m  r2m−1 + r2m−1ξ2m−1i + r2mj + r2mξ2mk. (4.7)
That is, odd numbered elements in random patterns are assigned to the real part and
the rest is assigned to the imaginary part j. Also, odd numbered elements in masked
patterns are assigned to the imaginary part i and the rest is assigned to the imaginary
part k. Therefore, the original patterns can be reconstructed by
ξm 
⎧⎪⎪⎪⎨⎪⎪⎪⎩
η
q
n
(e)
η
q
n
(i)
, m  2n − 1
η
q
n
( j)
η
q
n
(k)
, m  2n
. (4.8)
N′  N/2 is obtained in the quaternionic pseudo-orthogonalization (see Fig. 4.4(b)).
4.4 Retrieval Dynamics for Quaternionic Pseudo Ortho-
gonalization
In this section,wedescribe the retrievaldynamics forpseudo-orthogonalization scheme.
In Hopfield network, a pattern to be a clue for recall is set as the initial state of the
network, and then thememory pattern is retrieved after iterations of updating the states
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of neurons. However, the information of random mask pattern which is used in the
pseudo-orthogonalization is unknown in the retrieval process, so that the initial state
of the network cannot be determined in pseudo-Orthogonalization scheme. Therefore,
the network dynamics to be extended for retrieving memory patterns without random
mask patterns. By using a simulated annealing method, the recall dynamics for real-
valued psuedo-orthogonalizaion is defined as follows [29]:
hi(t) 
⎧⎪⎪⎪⎨⎪⎪⎪⎩
∑N
n1 wi jx j(t) + szix2k , i  2k − 1∑N
n1 wi jx j(t) + szix2k−1, i  2k
(4.9)
Prob(x(∗)m  1)  11 + exp(−β(t)hm(t)) . (4.10)
Similarly, we can extend the dynamics for quaternionic pseudo-orthogonalization, and
r1 r1ξ1 r2 r2ξ2 rN ξN· · ·
ηr1 η
r
2 η
r
3 η
r
4 η
r
2N
(a) Real-valued pseudo-orthogonalization
r1 r1ξ1 r2 r2ξ2 r3 r3ξ3 r4 r4ξ4
η
q
1 η
q
2
r rξ rN rN ξN
η
q
N/2
· · ·
(b) Quaternionic pseudo-orthogonalization
Figure 4.4: Pseudo-orthogonalized patterns generated from random patterns and
masked patterns utilizing (a) real numbers and (b) quaternions.
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it is formulated as following equations:
hm(t)
N∑
n1
wmnxn(t) + sz2m−1
(
x(i)m (t)+x(e)m (t)i
)
+ sz2m
(
x(k)m (t)j+x( j)m (t)k
)
, (4.11)
Prob(x(∗)m  1)  1
1 + exp(−β(t)h(∗)m (t))
, (∗) ∈ {(e), (i), ( j), (k)}. (4.12)
where zm ∈ {+1,−1} denotes the m-th element of an external stimulus which is to be
cue signal pattern, s is the strength of the external stimulus, and β(t + 1)  γβ(t) is the
inverse temperature parameter that increases with time step t. γ with (γ > 1) is the
increase rate for β. The states of the neurons xm(t) are initialized randomly at t  0 and
they evolve stochastically by using Eq. (4.12) Here, the real part and the imaginary part
of the internal state hm(t) are separately updated.
4.5 Experiments
4.5.1 Recalling patterns by using extended dynamics
First, We show recall capabilities of the networks from an external stimulus pattern by
using the extended dynamics defined by Eq. 4.12. In this experiment, 6 kanji patterns
are used asmemory patterns as shown in Fig. 4.5. Each pattern is constituted by 42×42
pixels. These images are strongly correlated, because they have a same local pattern on
their left hand. Thus, these patterns cannot be stabilize in Hopfield networks by using
Hebbian learning rule.
Figure 4.6 shows the retrieval result by using real-valued and quaternionic pseudo-
orthogonalization scheme. Fig. 4.6(a) shows the evolutions of overlaps between ground
Figure 4.5: Kanji images (N  42 × 42  1764, P  6)
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truth pattern (鮃) and recalled pattern. The overlap is defined by the average of correla-
tions among the patterns stored in the network. We define the overlap or for real-valued
patterns and oq for quaternionic patterns are defined as
or
1
N
N∑
m1
ξ
µ
mxm(t), (4.13)
oq
1
4N
N∑
m1
(
ξ
µ
m
(e)
xm(t)(e) + ξµm (i)xm(t)(i) + ξµm ( j)xm(t)( j) + ξµm (k)xm(t)(k)
)
. (4.14)
In this results, the parameters for updating state of the neurons in the network were
set to β(0)  1.0, γ  1.001, s  1.0, and the pattern shown in Fig 4.6(b) is used as the
external stimulus. At the final step(t  2000), the overlaps for each scheme become
nearly 1.0, so that the original memory pattern are retrieved successfully. This can be
confirmed from Figs. 4.6(c) and 4.6(d). These figures are reconstructed images from
the pseudo-orthogonalized patterns recalled in the network for each time step.
Figure 4.7 shows the retrieval result when a noisy pattern is used as external stimu-
lus. In this results, the strength for external stimulus is set to s  0.5 to avoid attracting
the neuron state to the noise component excessively. The noisy external stimulus is
shown in Fig. 4.6(b). This pattern is generated by inverting the pixel value of 30% of
the original pattern. We find that even if the noisy patterns are given to the network
as external stimulus, the pattern corresponding to the stimulus is successfully recalled
as shown the overlap and reconstructed images. Therefore, the quaternionic extended
recall dynamics functions correctly.
4.6 Retrieval performance
Next, we investigate the retrieval performance by using the proposed scheme compared
to the conventional real-valued scheme. For this experiment, random patterns are used
as the original memory pattern which are obtained by using the following probability:
Prob(ξm  ±1)  (1 ±
√
b ζm)/2, (4.15)
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Figure 4.6: Time Evolutions of recall process (β(0)  1.0, γ  1.001, s  1.0).
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Figure 4.7: Time Evolutions of recall process (β(0)  1.0, γ  1.001, s  0.5).
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where ζm is the m-th element in a random pattern generated according to the uniform
probability:
Prob(ζm  ±1)  1/2. (4.16)
b is a correlationparameter for the randompatternswhich satisfiesE[Corr(ξm , ζm)]  b.
First, we investigated how the correlation in the original memory patterns affects
the retrieval performance for pseudo-orthogonalization scheme. Figure 4.8 shows the
retrieval success rates with changing the correlation parameter b of original memory
patterns. In this experiments, the length of the original memory patterns was set to
1000, so that the number of neurons in RHNNs and QHNNs were set to 2000, and 500,
respectively. The loading rate, which is the ratio of the number of the stored patterns P
and the number of neurons N , was fixed to 0.13, and the correlation parameter was set
to 0.1 from 0.0 to 0.5with a step of 0.05. The parameters for the recall processwere set as
s  0.9, γ  1.002, β(0)  1.0. We obtained the retrieval pattern after 1000 iterations of
updates and 100 trials were conducted. For each experiment, an initial configuration of
the network is determined randomly, and one of the original memory patterns is used
as the external stimulus. The recall was considered to be successful when the overlap
between the retrieved pattern and its true pattern achieved 0.95. From the figure, we
find that the retrieval success rates are decreased with the increase of the correlation
for the original memory patterns in all types of networks. However, the success rates
in quaternionic pseudo-orthogonalization scheme are decreased slower than those in
real-valued scheme.
Next, we show the dependency of the critical loading rate on the correlation in
the memory patterns. The critical loading rate is defined as the loading rate when
the overlaps of the retrieved pattern and its original pattern is lower than a threshold.
Figure 4.9 shows the critical loading rates against the correlations. The threshold was
set to 0.95 in this result. From this figure, we find that the critical loading rates in
quaternionic pseudo-orthogonalizaion scheme are also decreased slower than those in
real-valued scheme. The higher critical loading ratemeans thatmemorypatterns can be
stably embedded in and recalled from the network in the same loading rate. Therefore,
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pseudo-orthogonalizaion scheme utilizing quaternions is robust to the correlation of
the memory patterns compared to that of real-valued scheme.
4.7 Discussion
Wediscuss reasonswhy the retrieval performance inpseudo-orthogonalization ismain-
tained by utilizing quaternions. First, we evaluate the dependence on the correlation of
original memory patterns to examined the stability of pseudo-orthogonalized patterns
in RHNNs and QHNNs.
Figure 4.10 shows thedifference of the stability of pseudo-orthogonalizedpatterns in
RHNNandQHNN. The changes of critical loading rateswith increasing the correlation
of the original memory patterns are shown in Fig. 4.11. The number of neurons in
RHNNs and QHNNs was set to 1000. The overlaps were obtained by averaging 100
trials in 1000 updates. In each of these trials, an initial configuration are set to one of
the memory patterns (pseudo-orthogonalized patterns), and the neurons are updated
by using Eqs. (4.2) and (4.4). From these figures, the memory patterns become more
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Figure 4.8: Retrieval success rates with changing the correlation in the original memory
patterns. The parameters for recall process: s  0.9, γ  1.002, β(0)  1.0.
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Figure 4.9: Critical loading rates with changing the correlation in the original memory
patterns.
unstablewith the increase of the correlation of the originalmemory patterns inRHNNs.
In contrast, thememorypatterns inQHNNsare stablewhen the correlation is increased.
Therefore, the retrieval performance of QHNNs are maintained even if the correlation
in the memory patterns is increased.
4.8 Conclusion
In this paper, we have investigated the embedding and retrieval performances for
quaternionic extensions of the pseudo-orthogonalization scheme.
The numerical results show that the proposed scheme can embed the patterns better
than the conventional (real-valued) scheme from the viewpoint of loading rates. This
seems due to the improvement of orthogonalization achieved by the degree of freedom
on the dimensions in quaternion number systems.
we have also investigated the stability and retrieval performances for the proposed
scheme from the viewpoint of correlations in memory patterns. The experimental re-
sults show that the pseudo-orthogonalized patterns tend to be more unstable with the
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patterns.
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increase of the correlation in the original memory patterns in conventional real-valued
pseudo-orthogonalization scheme. In contrast, the patterns by using the extended
pseudo-orthogonalization are stable even if the correlation of memory patterns is in-
creased. Thus, the extended scheme can stabilize highly correlated memory patterns
better than conventional real-valued one. On retrieving the stored patterns from an
external stimulus pattern, the performance of the extended pseudo-orthogonalization
scheme is maintained compared to the real-valued scheme under the condition of high
loading rate and strong correlation in the memory patterns. This is because that the
memory patterns stored by the proposed scheme are stable even if the correlation in
memory patterns is increased.
Parameter dependencies for the storing and retrieval performances, such as the
strength of input stimuli on the retrieval stage, should be explored in detail. Also, it is
important to investigate the structure on basins of attractors for quaternionic networks,
as compared to the real-valued networks. These remain for our future work.
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Chapter 5
Feed Forward Neural Network with
Random Quaternionic Neurons
A quaternionic extension of feed forward neural network, for processing three or four
dimensional signals, is proposed. This neural network is based on the three layered
network with random weights, called Extreme Learning Machines (ELMs), in which
iterative least-mean-square algorithms are not required for training networks. All
parameters and variables in the proposed network are encoded by quaternions and op-
erations among them follow the quaternion algebra. Neurons in the proposed network
are expected to operate multi-dimensional signals as single entities, rather than real-
valued neurons deal with each element of signals independently. The performances for
the proposed network are evaluated through two types of experiments: classifications
and reconstructions for color images in the CIFAR-10 dataset. The experimental re-
sults show that the proposed networks are superior in terms of classification accuracies
for input images than the conventional (real-valued) networks with similar degrees
of freedom. The detailed investigations for operations in the proposed networks are
conducted.
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5.1 Introduction
Processing multi-dimensional signals, such as color images, is an important problem
in artificial neural networks. Artificial neural networks consist of many neurons, in-
terconnected to each other, that accept only real-valued signals for their input, internal
states, and output. Of course, these neural networks cope with high dimensional
signals by configuring neurons so that each of them covers each element in these sig-
nals. But this type of configuration would be unnatural because each of elements in
multi-dimensional signals is not independent to each other and these signals should
be processed as a single entity. Thus, for over two decades, applications of complex
values to neural networks have been extensively investigated, as summarized in the
references [32, 33, 34]. Besides these studies, neural networks with dimensions more
than two have also been explored: one motivation is inspired by a natural extension
from real-valued neural networks to complex-valued ones. Another motivation and
necessity arise from engineering applications in whichmulti-dimensional signals, such
as three-dimensional components in color images (red, green, and blue) or body co-
ordinates in three dimensional space (X,Y, Z), should be processed. Although neural
networks for these applications can be composed by real-valued or complex-valued
neurons, it would be useful to introduce a number system with high dimensions, the
so-called hypercomplex number systems.
Quaternion is a four-dimensional hypercomplex number system introduced by
W. R. Hamilton [10, 35]. This number system has been extensively employed in the
fields of modern mathematics, physics, control of satellites, computer graphics, signal
processing, and so on [36, 37, 38, 39, 40]. One of the benefits provided by quater-
nions is that operators in quaternions efficiently accomplish the affine transformations
in three-dimensional space, especially spatial rotations, with their compact representa-
tions. Thus, it is expected that neuronswith quaternionic representation andoperations
would be useful for processing three- and four-dimensional signals.
Feed forward neural networks, or multilayer perceptron (MLP) neural networks,
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are most popular neural networks where input-output relations can be constructed
by adjusting the connection weights in the network. Adjusting process is also called
learning and typically incorporates least-mean-square (LMS) method. Feed forward
neural network models based on quaternions have been explored in [41, 42, 9, 43, 44,
45, 46, 47]. Applications of quaternionic neural networks and quaternionic LMS have
also been explored, such as control problem [42], signal classification [43], color image
processing [9, 48], prediction of chaotic time series [49, 50, 44, 46], forecasting three-
dimensional wind signals [44, 46]. Error back-propagation algorithms for training
neural networks and LMS methods need to calculate gradients in the error surface
in multi-dimensional space, spanned by connection weights or filter coefficients, in
order to minimize the output error. In quaternionic domain, it is necessary to develop
gradient operatorswith satisfying analytic (differentiable) conditions, as in the domains
of real values or complex values. Despite the Cauthy-Riemann-Fueter (CRF) equation
claims that only linear functions or constants are analytic in the quaternionic domain,
other classes of analytic conditions and derivatives have been developed [51, 52, 45, 53].
Recently another type of feed forward neural networks with their training algo-
rithms have been a focus of attention [54, 55, 56]. Called Extreme Learning Machine
(ELM), this type of networks does not require gradient-base iterative LMS methods
for their training. ELMs are typically three-layered networks, i.e., one input layer with
neurons that accept external signals, one output layer with neurons in which output
signals can be obtained, and one hidden layer with neurons that interconnect neurons
in the input layer and ones in the output layer. Some parts of connection weights
in the network are fixed randomly and remaining weights are calculated by solving
a so-called least squares optimization problem. This one-shot learning scheme has
advantages of fast calculation and of no gradient operators. There are several kinds
of extensions investigated, such as many layered network (so-called deep learning)
[57], ELM autoencoder [58, 59], regularized ELM [60], time series prediction [61], and
complex-valued network [62].
Motivated by the work for complex-valued ELM [62], we present a quaternionic
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extension of ELM, called Q-ELM, in this paper. Our Q-ELM is a three-layered network
where all parameters, such as inputs, outputs, and connection weights, are encoded
by quaternions, and operators in calculating neurons’ states follow quaternion algebra.
The basic structure of the proposed Q-ELM is the same as the existing quaternionic
multilayer perceptron networks [42], and also has similar features in quaternionic
adaptive filters and quaternionic Kalman filters [63]. Also, the proposed network
resembles so-called quaternionic echo state network [64] for the point that a part of
connection weights are randomly chosen and the rest of weights is determined by
learning algorithms. But the proposed Q-ELM does not utilize gradients along the
error surface produced by the networks, like error back-propagation algorithm. The
performances of our Q-ELM are evaluated through the classification and autoencoding
tasks on CIFAR-10 dataset[65]. These evaluations include the comparisons with the
conventional (real-valued) ELMs and the quaternionic multilayer perceptron network
with a gradient-based learning algorithm [42].
This chapter is organized as follows. In Section 5.2, we first recapitulate the conven-
tional ELMmodel and its learning algorithm. Quaternionic extension of ELM, Q-ELM,
is described in Section 5.3. Two types of experimental results on CIFAR-10 dataset are
given in Section 5.4. In Section 5.5, we discuss the superior performances for Q-ELM
with the results for several tasks. We finish with conclusions in Section 5.6.
5.2 Extreme Learning Machine
We first recapitulate a learning algorithm for single hidden layer feed forward neural
networks called the Extreme learningmachine (ELM) [54, 55]. ELM is a layered network
with three layers, i.e., one input layer, one hidden layer, and one output layer. Each
layer has neurons. The output of a neuron in the input layer connects to the neurons’
inputs in the hidden layer and the output of a neuron in the hidden layer connects
to the neurons’ inputs in the output layer. There are no connections among neurons
within each layer.
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We assume the network trains a series of N samples {x i , t i}, i  1, 2, . . . ,N , where
x i ∈ Rd is a d-dimensional real-valued input signal and t i ∈ Rm is an m-dimensional
real-valued signal that is the desired output signal for the input signal. The output of
ELM, denoted by y i ∈ Rm , is given as
y i 
L∑
j1
f (x i ,w j , b j)β j , i  1, . . . ,N, (5.1)
where w j ∈ Rd is a set of connection weights between the j-th neuron in the hidden
layer and each neuron in the input layer, b j is the bias for j-th neuron in hidden layer,
and β j 
[
β j1, β j2, . . . , β jm
]T is a set of connection weights between the j-th neuron
in the hidden layer and each neuron in the output layer. The function f (·) denotes
a nonlinear activation function for neurons in the hidden layer, such as a sigmoidal
function given by
f (x ,w , b)  11 + exp(−w · x + b) . (5.2)
Namely, the output of ELM is aweighted sumof L non-linearmapping for theweighted
input signals. A network with desired input-output relations according to training
samples can be obtained by appropriately configuring connection weights.
A learning algorithm for ELM, i.e., a scheme for setting connection weights, is
described. The connection weights w and the biases b in ELM are determined by
uniform random values at the first stage and never changed, thus the learning is
accomplished by setting the values in β to produce desired output signals. This can be
formulated by solving the following least squares norm minimization problem:
min
B
∥HB − T ∥2, (5.3)
where
H 
⎡⎢⎢⎢⎢⎢⎢⎣
f (x1,w1, b1) . . . f (x1,wL , bL)
...
. . .
...
f (xN ,w1, b1) . . . f (xN ,wL , bL)
⎤⎥⎥⎥⎥⎥⎥⎦N×L
, (5.4)
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B 
⎡⎢⎢⎢⎢⎢⎢⎣
βT1
...
βTL
⎤⎥⎥⎥⎥⎥⎥⎦L×m
, T 
⎡⎢⎢⎢⎢⎢⎢⎣
tT1
...
tTN
⎤⎥⎥⎥⎥⎥⎥⎦N×m
, (5.5)
and ∥ · ∥ denotes the Frobenius norm. The problem in Eq. (5.3) is convex and thus the
optimal solution Bˆ is given by
Bˆ  H†T , (5.6)
where H† indicates the Moore-Penrose pseudo inverse matrix of H . There are several
methods to calculate Bˆ, such as orthogonal projection method and singular value
decomposition. In this paper, we employ a closed-form solution which is defined as
follows:
Bˆ 
⎧⎪⎪⎨⎪⎪⎩
HT
(
HHT
)−1 T (N ≤ L)(
HTH
)−1HTT (N > L) . (5.7)
When an ELM is used for classification problems, it is necessary to encode classes
as desired output signals with respect to input signals. In this paper, m neurons are
prepared in the output layer for a multiclass classification problem with m classes. In
the case of the input signal x i that belongs to the class ki ∈ {1, . . . ,m}, the encoded
desired output signal t i is given as
t i  (ti1, . . . , tim)T, ti j 
⎧⎪⎪⎨⎪⎪⎩
1 j  ki
0 j , ki
. (5.8)
From the inputs and their corresponding desired output signals, the network can be
trained. Also, it is necessary to determine the class from the neurons’ outputs in the
output layer after training. In this paper, a predicted class from an input x i is given as
Class for x i  arg max
j1,...,m
yi j , (5.9)
where yi j denotes an output signal of the j-th neuron in the output layer.
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5.3 Quaternionic Extreme Learning Machine
This section presents our proposed ELM, called Quaternionic ELM (Q-ELM). Our Q-
ELM is an ELM where all parameters in the network, such as input, output, and bias
of a neuron, and connection weights w and bias β, are encoded by quaternions. The
input and output signals for the training samples are also encoded by quaternions.
The operations in calculating neuronal variables, such as weighted sums, follow the
quaternion algebra. Each of the parameters and variables is expressed as a 4-tuple
of real numbers, hence, the degree of freedom for a neuron in Q-ELM is basically
quadruple as the one in real-valued ELM. The activation function for Q-ELM should be
implemented for accepting quaternions. In this paper, we adopt a so-called split type
activation function for Q-ELM, given as
g(x ,w , b)  g(e)(x ,w , b) + g(i)(x ,w , b)i + g( j)(x ,w , b)j + g(k)(x ,w , b)k. (5.10)
This means that for each quaternionic component in the input value, real-valued func-
tion is incorporated. These real-valued functions are set to identical and defined as
follows:
g(∗)(x ,w , b)  1
1 + exp((−w · x + b)(∗)) , (∗)  (e), (i), ( j), (k), (5.11)
where the function g(e ,i , j,k)(·) takes a quaternion as its input and gives resp. scalar or i,
j, k part for the input value as its output.
To solve the problem in Eq. (5.3), we have to obtain the Moore-Penrose pseudo
inverse for a quaternion matrix H . Complex adjoint matrix [66, 67] is adopted to obtain
the inverse of the quaternion matrix. The quaternion matrix Q ∈ Hm×n is represented
by using Cayley-Dickson notation as follows:
Q 
(
Q(e) +Q(i)i
)
+
(
Q( j) +Q(k)i
)
j (5.12)
 A + Bj , (5.13)
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where A  Q(e) +Q(i)i and B  Q( j) +Q(k)i are complex matrices (A, B ∈ Cm×n). The
complex adjoint matrix Qe ∈ C2m×2n corresponding to Q is given by
Qe 
©­«
A B
−B∗ A∗
ª®¬ . (5.14)
Qe is a complexmatrix and thus its pseudo inversematrix can be computed by generally
used algorithms, such as singular value decomposition. By using this technique, the
Moore-Penrose pseudo inverse of a quaternionmatrix can be computed via its complex
adjoint matrix. Hence, the complex adjoint matrix Bˆe ∈ C2L×2m for the weight matrix
B ∈ HL×m is defined by
Bˆe 
⎧⎪⎪⎨⎪⎪⎩
H ∗e (H eH ∗e)−1 T e (N ≤ L)
(H ∗eH e)−1H ∗eT e (N > L)
, (5.15)
where ∗ denotes Hermitian transpose, and H e ∈ C2N×2L and T e ∈ C2N×2m are complex
adjoint matrices for H ∈ HN×L and T ∈ HN×m , respectively.
The output signals should be encoded when Q-ELMs are used for classification
problems, as in the case of real-valued ELMs. The desired output signal t i for the input
signal x i in the class m is given as
t i  (ti1, . . . , tim)T, ti j 
⎧⎪⎪⎨⎪⎪⎩
1 + 0i + 0j + 0k j  ki
0 + 0i + 0j + 0k j , ki
. (5.16)
Only scalar part of the output signal is used for representing the class. Similarly, the
predicted class for a given input signal is given by the output signal of neurons as
Class for x i  arg max
j1,...,m
yi j (e), (5.17)
where yi j (e) denotes the scalar part of the output value for the j-th neuron in the output
layer.
5.4 Experiments
In order to investigate the performance of the proposed Q-ELM, we perform two types
of experiments: classification and autoencoding task on CIFAR-10 dataset [26]. We also
CHAPTER 5. FEED FORWARD NEURAL NETWORKWITH RANDOM QUATERNIONIC NEURONS 53
perform the same experiments by using the real-valued ELMs (R-ELMs) for compar-
isons. The CIFAR-10 dataset consists of 60,000 natural images in total: 50,000 images
are used for training a classifier and the rest of 10,000 images are used for testing the
performance of the classifier. Each image is composed of 32 × 32 pixels each of which
is represented by 8 bit × 3 (RGB) channel color values. Images are categorized into
10 different classes and each of them has its own label to represent its class. In the
classification task, the networks are trained so that the correct classes for input images
can be produced by using 50,000 training images, and then classification for the 10,000
test images is conducted. In the autoencoding task, the networks accept all the pixel
values for each image as their input and the same pixel values are to be output. The
networks are trained by using training images and the performances are evaluated by
the differences between the test input image and its output image from the trained
networks. As described in the Sections 5.2 and 5.3, the training of the networks is con-
ducted by setting the connection weights w and the biases b to random values and by
setting the connection weights β by solving the least squares norm minimization. We
use uniformly distributed random values in the range [−1, 1] for setting the elements
in w and b.
Before investigating the experimental results, we define several notations and quan-
tities for evaluating the R-ELMs and Q-ELMs. First notation is the network configura-
tion. The structure of the networks for both of R-ELMs and Q-ELMs is a three-layered
network, thus the numbers of neurons for these layers can determine the structure.
The configuration of the network is denoted by a 3-tuple d-l-m, where d, l, and m
represent the numbers of neurons in the input layer, the hidden layer, and the output
layer, respectively. We introduce the following two measures for the evaluations of the
networks.
• The total number of parameters (TNP):TNP is calculated by a sumof the number
of randomly fixed and trainable parameters in the network, i.e., the biases in the
hidden layer, and the connection weights between the input and the hidden layer
and between the hidden and the output layer. This measure reflects the degrees
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of freedom in the network. For the R-ELM and Q-ELM, these can be respectively
defined as follows:
TNPR  l(d + m + 1), (5.18)
TNPQ  4l(d + m + 1). (5.19)
If the network configurations forR-ELMandQ-ELMare identical, TNP forQ-ELM
is quadruple to that for R-ELM.
• Root mean squared error (RMSE): An RMSE represents the error between the
output signal from the network and the desired output. The RMSE for R-ELMs
is defined by
RMSER 
√
1
m
m∑
i1
(
ti − yi )2, (5.20)
where ti is the desired output value, and yi is the output value from the network.
In Q-ELMs, the network error should be calculated for each part of a quaternionic
signal. The RMSE for Q-ELMs is defined by
RMSEQ 
√
1
4m
m∑
i1
(
ti − yi ) (ti − yi )∗. (5.21)
5.4.1 Classification task
We first explore the classification task by ELMs. In this task, a input for the network is
a set of pixel values in the image, i.e., 32× 32× 3 dimensional real-valued vector whose
values are normalized in the range of [0, 1]. The output for the network is the class
label corresponding to the input, represented as a 10-dimensional vector.
For R-ELMs, the number of neurons in the input layer is set to 3072, that is the same
as the dimension of an input vector, and the number of neurons in the output layer is
set to 10. The number of neurons in the hidden layer becomes a parameter, denoted by
lR, in this experiment. Thus, the structure of the network for R-ELMs is represented
as 3072-lR-10, and its TNP value is calculated by Eq. (5.18). In Q-ELMs one neuron
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can accept the RGB color channels for a pixel, so the number of neurons for the input
layer is 1024( 32 × 32). A pixel value with RGB color channel, represented as 3-tuple
(r, g , b), is encoded to a quaternion without a scalar part, i.e., ri+ gj + bk. The number
of neurons in the output layer in Q-ELMs is 10. The structure of the network in Q-ELMs
is denoted by 1024-lQ-10, where lQ denotes the number of neurons in the hidden layer.
Figure 5.1 shows the classification accuracies on CIFAR-10 training dataset (50,000
images) and test dataset (10,000 images) for R-ELM and Q-ELM with respect to TNP
values. In this experiment, the parameter lR is set to values from 50 to 1000 in steps of 50,
and the parameter lQ is adjusted so that calculated TNPQ is equal to or less than TNPR.
This is intended to comparing R-ELM and Q-ELM at the same (or similar) degrees of
freedom in the networks. From this figure, the classification accuracies obtained by
Q-ELMs are always higher than those by R-ELMs. Table 5.1 shows two examples of
the classification accuracies for R-ELMs and Q-ELMs with their lR, lQ, and their TNP
values. This result shows that the classification accuracy by a Q-ELM with lQ  409
neurons is nearly equal to that by an R-ELM with lR  1000 neurons. Hence, Q-ELMs
with less hidden neurons achieve higher classification accuracy than R-ELMs achieve.
This result also shows that at similar TNP (lR  1000 and lQ  744) the classification
accuracy by Q-ELM is about 2.5 points higher than that by R-ELM, as also shown in
Fig. 5.1.
5.4.2 Autoencoding task
We next investigate the performances for the autoencoding task by ELMs. In this
experiment, each of color image in CIFAR-10 is used as an input and the same image
is also used as the desired output. The networks are trained so that the original input
should be reconstructed at the output layer. The structure of the network is symmetric
for a network with three layers. Hence, the configurations of the networks for R-ELMs
and Q-ELMs are set to 3072-lR-3072 and 1024-lQ-1024, respectively. The values for lR
and lQ are set in the same way to the classification task, i.e., lR varies from 50 to 1000
in 50 steps and lQ is set so that TNPQ values become equal to or less than TNPR. The
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Figure 5.1: Classification accuracies for R-ELM and Q-ELM with respect to the total
number of parameters (TNPs) in the networks on CIFAR10-dataset.
Table 5.1: Two examples for classification accuracy (CA) for test dataset. The network
configurations for R-ELMs and Q-ELMs are 3072-lR-10 and 1024-lQ-10, respectively.
CAs are averaged values in 100 trials with their standard deviations.
lR TNPR CA(R-ELM) [%]
550 1,695,650 39.78 ± 0.41
1000 3,083,000 42.12 ± 0.35
lQ TNPQ CA(Q-ELM)[%]
409 1,693,260 42.29 ± 0.29
744 3,080,160 44.65 ± 0.29
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performance is evaluated by RMSEs calculated from the input (desired) image and the
image from the network.
Figure 5.2 shows averaged RMSEs for R-ELMs and Q-ELMs with respect to TNP
values. The RMSEs obtained by Q-ELMs are always smaller than those by R-ELMs,
showing that Q-ELMs reconstruct more accurate images than R-ELMs. Two examples
for lR and lQ values, TNPs, and RMSEs are shown in Table. 5.2. In this table, the
averaged RMSE by Q-ELMs with lQ  449 neurons is almost equal to that by R-ELMs
with lR  1000 neurons. This is a similar tendency to the classification task, though
the tasks imposed on the ELMs are different. These results suggest that quaternionic
extension of ELMs leads to compact and efficient ELMfor processingmulti-dimensional
signals.
We also investigate the training time comparison for proposed Q-ELM and Quater-
nionic Multilayer Perceptron (QMLP) [50] whose training algorithm is based on gra-
dient descent algorithm. Table 5.3 shows the training time of Q-ELM and QMLP on
the autoencoding task. Mini-batch stochastic gradient descent (SGD) is employed for
the training of QMLP. The sample size of mini-batch is set to 5 and the learning rate is
fixed to 0.001. The RMSE and computational time of QMLP are obtained after 50,000
iterations for weight updates. We find that Q-ELM achieves better performance in
RMSE than QMLP with less computational time though a learning in Q-ELM is much
faster (about 12 times) than one in QMLP.
We further consider the time complexities for Q-ELM and QMLP. These orders are
calculated asO(l2N+ l3+dlN) forQ-ELMandO(dln) forQMLP,whereN is the number
of training patterns and n is the number of training iterations for QMLP. By using the
parameters in the autoencoding task, we obtain a ratio for these time complexities
similar to the one for training times in Table 5.3.
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Figure 5.2: RMSEs forR-ELMandQ-ELMwith respect to the total numberofparameters
(TNPs). Each RMSE is averaged in 100 trials.
Table 5.2: Two examples for autoencoding performances by R-ELM and Q-ELM. The
network configurations for R-ELMs and Q-ELMs are 3072-lR-3072 and 1024-lQ-1024,
respectively. Each RMSE is averaged from 100 trials for training and evaluation.
lR TNPR RMSE(R-ELM)
600 3,687,000 0.131± 0.0133
1000 6,145,000 0.121± 0.0123
lQ TNPQ RMSE(Q-ELM)
449 3,680,004 0.121± 0.0122
749 6,138,804 0.109± 0.0110
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Table 5.3: A comparison for Q-ELM and QMLP [50] on the autoencoding task. All
experiments are carried out on a PCwith Intel Core i7-6700K 4.00 GHz CPU and 64 GB
RAM.
Model lQ RMSE Training time [s]
Q-ELM 749 0.109 1,056
QMLP 749 0.115 12,510
5.5 Discussion
In Section 5.4, we have shown that Q-ELMs achieve better classification accuracies and
more accurate reconstruction than R-ELMs on the tasks using CIFAR-10 dataset. In
this section, we explore the reasons why Q-ELMs have superior performances through
distributions of neuronal outputs, simple transformation tasks, and detailed analysis
on images produced by ELMs.
First, we focus on the computational abilities of a quaternionic neuron with respect
to the one of real-valued neurons. We evaluate them by obtaining output distributions
for single quaternionic and real-valued neurons. A quaternionic neuron with its input
weight is prepared, and the outputs of this neuron are obtained by a fixed quaternionic
input x  (0, 1, 1, 1)T, fixed bias (0, 0, 0, 0)T, and various weight values. A weight
value w  (w0, w1, w2, w3) ∈ R4 is set to a random quaternionic value with each of
quaternionic component (w0, w1, w2, w3) being in the range [−1, 1]. The output of
a neuron is calculated by y  g(x , w , 0). 109 weight values are used for obtaining
the neurons’ outputs. The same experiment is conducted on real-valued neurons. For
aligning thedimension of a quaternionic neuron, four input andoutput neuronswith 16
connectionweights are prepared. An input vector for these neurons is set to (0, 1, 1, 1)T,
the biases of neurons are set to 0, and each of weight values is set to a random value
in the range [−1, 1]. There are also 109 sets of weight values for processing in the
real-valued neurons.
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Figure 5.3 shows distributions of neuron’s output, where all combinations of two
components among the four components of quaternionic output, i.e., y(e), y(i), y( j), y(k),
are used. Also, the distributions in Fig. 5.4 show all the combinations of four real-
valued neurons’ outputs. Comparing the distributions from quaternionic and real-
valued neurons’ outputs, we find that the output values from the real-valued neuron
have some contraction to the center of the distribution. This means that the real-valued
neuron tends to output values around zero. This tendency is slightly suppressed for
the outputs from the quaternionic neuron. The numbers of effective parameters for
the connection weights are 12 for a real-valued neuron and 3 for a quaternionic neuron
(this is due to a zero value in the neurons’ input). Hence, these distributions suggest
that quaternionic neuron can produce a variety of output values with less number of
connection weights, and we see that this variety can be produced by the quaternionic
operators conducted in quaternionic neurons and that this can be one reason for a
superior performance achieved by the proposed Q-ELM.
Next, we conduct an experiment on affine transformations in three-dimensional
space by Q-ELMs and R-ELMs in order to clarify the operations in the Q-ELMs
and R-ELMs. In this experiment, the relationship between two coordinates in three-
dimensional space is trained by ELMs. Hence, the networks used in the experiment
have a symmetrical structure, i.e., 1-lQ-1, 3-lR-3, where the input and output neurons
process the coordinate of a point in three-dimensional space. This experiment consists
of three types of affine transformation tasks, described as follows:
• Translation:
The input plane should be shifted by −0.3 along the z axis.
• Scaling:
The input plane should be enlarged twice at each side.
• Rotation:
The input plane should be rotated in 45 degrees around the y axis.
Figure 5.5 shows the input and desired output data points of the training dataset for
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Figure 5.3: 2D histograms for the distributions of quaternionic neuron output.
0 0.5 1.0
0
0.5
1.0
y0
y 1
0 0.5 1.0
0
0.5
1.0
y0
y 2
0 0.5 1.0
0
0.5
1.0
y0
y 3
0 0.5 1.0
0
0.5
1.0
y1
y 2
0 0.5 1.0
0
0.5
1.0
y1
y 3
0 0.5 1.0
0
0.5
1.0
y2
y 3 0.0
0.2
0.4
0.6
0.8
1.0
Frequency
Figure 5.4: 2D histograms for the distributions of real-valued neurons’ outputs.
CHAPTER 5. FEED FORWARD NEURAL NETWORKWITH RANDOM QUATERNIONIC NEURONS 62
these tasks, where the inputs are indicated as blue points and the desired outputs are
indicated as redpoints. Both input dataset anddesired output dataset consist of 9 points
that constitute planes in three-dimensional space. For evaluating the generalization
performances, test input points shown in Fig. 5.6 are input to the networks after the
training process.
Figures 5.7 and 5.8 show examples of the scatter plot for test inputs and outputs
data from networks in three-dimensional space, for Q-ELM and R-ELM, respectively.
In these examples, a Q-ELM with 1-8-1 configuration (TNPQ  96) and an R-ELM
with 3-15-3 configuration (TNPR  105) are used. We see from these figures that
the Q-ELM can transform the test inputs into the outputs with maintaining their three-
dimensional structure,whereas theR-ELMfails. The transformationsperformedby this
R-ELM seem to be projections to the desired output points in training processes rather
than affine transformations from input and desired output points. We perform the
same experiment with various lQ and lR values. Figure 5.9 shows RMSEs with respect
to TNP values for Q-ELMs and R-ELMs, for the experiments of three types of affine
transformations. TheRMSEs calculated by training data are shown in Figs. 5.9(a), 5.9(c),
and 5.9(e), and those by test data are shown in Figs. 5.9(b), 5.9(d), and 5.9(f). From
these figures, it is shown that both types of networks can grasp the input-output
relationships in the training dataset but R-ELMs cannot get operations even if they
have enough degrees of freedom in them. Q-ELMs have quaternionic representations
and also operations in then, thus they can deal with three- or four-dimensional signals
as single entities and these signals can be operated in affine transformation manners.
This can be a key to achieve better performances by Q-ELMs than those by R-ELMs
with similar degrees of freedom in which each element in multi-dimensional data has
to be processed individually in the real-valued neurons.
Finally, we examine the detailed output images in the autoencoding task in Sec-
tion 5.4.2, from the view point of chromatic information for the reconstructed images
by ELMs. Figure 5.10 shows three examples of reconstructed images with their chro-
matic plots. The chromatic plot in this figure is a scatter plot for pixel values for all
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Figure 5.5: Training data points for affine transformation tasks. Both input and desired
output consist of 9 points. Each of them constitutes a plane in three-dimensional space.
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Figure 5.6: Test input points and desired output data points.
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Figure 5.7: Test input points and output data points obtained by Q-ELM with 1-8-1
configuration.
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Figure 5.8: Test input points and output data points obtained by R-ELM with 3-15-3
configuration.
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Figure 5.9: RMSE calculated from training and test dataset with respect to the total
number of parameters (TNPs) in affine transformation task.
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pixels in an image, where pixel values are represented in YCbCr color space and the
values of Cb and Cr for pixels are used in the plot. Thus, this plot indicates a color
distribution in an image regardless of intensities for pixels. The reconstructed images
are obtained from a Q-ELM with lQ  749 and an R-ELM with lR  1000. From the
images in Fig. 5.10, we see that the distributions by Q-ELMs can cover those of the
original (input) images, while the distributions by R-ELMs do not fully cover them.
This suggest that R-ELMs cannot reconstruct a part of color space by their projection-
based operations. On the other hand, Q-ELMs can produce a wide variety of colors
by their affine transformation-based operations with pixel colors being processed as
single entities. The operations of signals in Q-ELMs and R-ELMs will make differences
for their performances for the image reconstructing task.
5.6 Conclusion
In this chapter, we proposed a quaternionic extension of Extreme Learning Machine,
called Q-ELM, and investigated its performances as compared with conventional (real-
valued) ELMs. A Q-ELM is a layered neural network with three layers of neurons,
i.e., the input layer, hidden layer, and output layer. All parameters and variables in a
Q-ELM network are encoded by quaternions and operations among them follow the
quaternion algebra. The connection weights between neurons in the input and hidden
layers are randomly fixed, and training the network is formulated as a least squares
normminimization problem. Thus, this type of networks has advantages to the neural
networks with least-mean-square method in the points of less computation cost and no
gradient operators.
For evaluating the performances of Q-ELMs, we performed two types of experi-
ments by using CIFAR-10 image dataset: the classification of images and autoencoding
tasks. It is shown from the experimental results that Q-ELMs have better classification
and reconstruction abilities than real-valued ELMs. We also investigated detailed oper-
ations in Q-ELMs through conducting simple transformation tasks and analysis of re-
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Figure 5.10: Three examples of output images with their chromatic distributions in
autoencoding task. A chromatic distribution for an image is shown by a scatter plot in
which each point for a pixel is placed at its Cb and Cr components as its coordinate. For
each example, left-hand side shows an original image or a reconstructed image from
the network and right-hand side shows its chromatic distribution. The configurations
of networks are 1024-749-1024 for Q-ELM and 3072-1000-3072 for R-ELM.
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constructed images. These investigations show thatQ-ELMsprocess three-dimensional
signals as single entities with affine transformations. On the other hand, real-valued
ELMs with many degrees of freedom operate each of elements in multi-dimensional
signals by each of neurons independently. Hence, for processing multi-dimensional
signals such as color images or body coordinates, Q-ELMs can serve superior abilities.
There are a lot of ELMs available with extensions of many-layer network for deep
learning [57], convolutional networks [68], and so on. For achieving better perfor-
mances for natural image processing, incorporating these extensions are inevitable
challenges for us. Low computational cost will be useful for practical applications with
embedding processors, such as autonomous vehicles and robots. Image processing
and recognitions for these applications will be for our future work.
More analysis on the reason why superior performances can be achieved by Q-ELM
should be performed from both of theoretical and experimental viewpoints. Incor-
porating the theoretical investigations will be useful; for an example, computational
power for single quaternionic neuron, where we have conducted in section 5, have been
theoretically explored in [69].
Echo State Networks (ESNs) are recurrent neural networks recently proposed [70,
71], which have similar architecture to ELMs. These networks have applications of
chaotic time-series predictions [72] due to their powerful prediction ability for complex
time-series signals. Both of ELMs and ESNs have a set of weights, and a partial set
of weights is randomly fixed and remaining weights are determined by learning algo-
rithms, typically by solving a least squares optimization problem. This type of networks
also does not require gradient-based algorithm as in the cases of ELMs. Extensions
for ESNs have been widely investigated and its quaternionic extension is available
with its practical applications [64]. There have been several researches concerning the
comparisons between real-valued ESN and ELM [61], so the performance comparisons
between the quaternionic ESN and the proposed Q-ELM under time-series prediction
problems would be interesting challenges.
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Chapter 6
Conclusions
The importance of neural network research has been increasing in recent years with
the revitalization of the practical application of machine learning as typified by deep
learning. In this study, we discuss quaternion extensions of neural computing in such
research trend.
A neural network is one of computing methods that imitates the information pro-
cessing in the brain. In recent years, a method using multiple values such as complex
numbers and quaternions is attracting attention for information representation of neu-
rons constituting a network. Compared with conventional real-valued information
representation, it has been shown that these hypercomplex extendedmodels have high
generalization performance in engineering problems dealing with spatial coordinates.
In particular, there is little knowledge about the quaternion models. Therefore, in this
study, we proposed and evaluated the several quaternionic neural network models in
order to examine the characteristics and efficacy by extending the neural networks by
using quaternions.
Regarding mutual connected neural networks, we mainly examined the recall per-
formance for associativememories byusing quaternions in polar form. Wealso clarified
the main factor of the performance degradation of quaternionic Hopfield associative
memory (QHAM) is rotation invariance of the memory patterns throgh several exper-
iments. In addition, we proposed another types of quaternionic associative memory
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models for improving the performance of the QHAM. One is quaternionic bipartite
auto-associative memory (QBAAM), and the other is quaternionic Hopfield associative
memory with dual connections (QHAMDC). QBAAM and QHAMDC can reduce the
spurious patterns caused by the rotation invariance by combining real-valued neurons
and quaternionic neurons or utilizing non-commutative property of quaternions. By
using thesemodels, memory patterns such as natural imageswhich have high bit depth
signals can be embedded to and retrieved from the network.
As for the multilayered neural networks, we propose a quaternionic extension of
extreme learning machines (ELMs). Classification and autoencoding tasks by using
general object recognition benchmarks show that quaternionic ELMs have higher gen-
eralization performance than conventional real-valued ELMs. It is highly important
that the learning performance of quaternionic ELMs for affine transformations in three
dimensional space is superior to that of real-valued ELMs.
The above results fully demonstrate the usefulness of introducing information pro-
cessing method based on quaternions to neurocomputing, and it can be expected to
acceralate the development of computational intelligence by expanding the knowledge
obtained in this study into deep learning.
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