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Abstract
The approximation in probability for a singular perturbed nonlinear stochastic heat equation is studied.
First the approximation result in the sense of probability is obtained for solutions defined on any finite time
interval. Furthermore it is proved that the long time behavior of the stochastic system is described by a
global random attractor which is upper semi-continuous with respect to the singular perturbed parameter.
This also means the long time effectivity of the approximation with probability one.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
The study of stochastic partial differential equations (SPDEs) is drawing more and more
attention for their important applications in engineering and science. There has been much devel-
opment in understanding the dynamics of SPDEs, such as [7,8,14] for random attractor, [4,6,9]
for invariant manifold, [10,13,15,16] for invariant measure and etc. Although great progress has
been made in the study of SPDEs in the past decade, many challenges remain and new problems
arise in modeling basic mechanisms in complex systems under uncertainty.
In [2] the following singular perturbed dissipative parabolic equation is studied
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dt
= −2Δ2u + aΔu − f (u)+ g, (1.1)
u(0) = u0, u |∂D = Δu |∂D = 0 (1.2)
where D ⊂ Rn is an open bounded set with regular boundary. For elements in the global attractor
corresponding to the above system, it is proved that
u → u as  → 0
where u(t, x) is the solution of the limiting equation
du
dt
= aΔu− f (u)+ g,
u(0) = u0, u|∂D = 0
and the following expansion holds for 0 t  T , T > 0,
u(t, x) = u(t, x) +w(t, x′, ρ/)+ · · · +O
(
2
) (1.3)
which gives the rate of approximation. Here w is boundary layer function and (x′, ρ) are the
local coordinates near the boundary ∂D, see [2]. The compactness discussion is a crucial step in
the above approximation process.
In this paper we are interested in an approximation for SPDEs. In fact we consider the follow-
ing singular perturbed parabolic equation with white noise
du
dt
(t, x) = −2Δ2u(t, x)+ aΔu(t, x) − f
(
u(t, x)
)+ dWQ
dt
(t, x),
t > 0, x ∈ D, (1.4)
u(0, x) = u0, u(t, x)|x∈∂D = Δu(t, x)|x∈∂D = 0, (1.5)
where a > 0,  ∈ (0,1], D is an open bounded set of Rn (n = 1,2) with smooth boundary ∂D
and WQ(t, x) is an L2(D) valued Q-Wiener process with TrQ < ∞. When  = 0 the above
system becomes
du
dt
(t, x) = aΔu(t, x) − f (u(t, x))+ dWQ
dt
(t, x), t > 0, x ∈ D, (1.6)
u(0, x) = u0, u(t, x)|x∈∂D = 0. (1.7)
Due to the existence of stochastic term, the compactness result for deterministic system is
impossible for system (1.4). However in the sense of probability, we can still have a compactness
result, that is, the tightness of the distributions of {u}, solutions of (1.4)–(1.5). So the approxi-
mation for solutions of system (1.4)–(1.5) should be in the sense of probability. In this paper it
is shown first that solution u defined on [0, T ] of (1.4)–(1.5) converges to u, solution of (1.6)–
(1.7), in probability as  → 0 for any T > 0. This also implies that the distribution of u weakly
converges, in some appropriate function space, to the distribution of a solution process which
satisfies system (1.6)–(1.7).
The first approximation result is obtained for solutions defined on any finite time interval.
Furthermore we consider the long time approximation, that is, the approximation of solutions as
t → ∞ which means that the long time behavior of system (1.4) still can be approximated by that
of (1.6). It is known that global attractor describes the long time behavior of a dynamical system.
For random system, random attractor is an appropriate extension from the deterministic attractor,
see [7,8,19]. In this paper we prove that the long time behavior of system (1.4) is described by a
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time approximation.
We remark that a similar expansion as (1.3) is not obtained for system (1.4) since for a sto-
chastic system, we are mostly concerned about the convergence in the sense of probability.
The rest is organized as follows. The problem formulation and some preliminaries are given
in Section 2. Section 3 is devoted to some basic properties of system (1.4) and the first approx-
imation result on any finite time interval. Finally, the long time approximation is considered in
Section 4.
2. Preliminary
Let D be an open bounded set of Rn (n = 1,2) with smooth boundary ∂D. Denote by L2(D)
the Hilbert space of square integrable measurable functions defined on D, the associate norm
and inner product are written as | · |2 and 〈·,·〉 respectively. For k ∈ N, define Hk(D) the space
of functions u in L2(D) whose distribution derivatives of order  k are in L2(D) and denote
H 10 (D) = {u ∈ H 1(D): u(x)|x∈∂D = 0}. Let A = −Δ with Dirichlet boundary condition and
domain D(A) = H 2(D) ∩ H 10 (D). For positive integer k, denote by H−k the dual space of Hk
and (·,·)Hk,H−k the duality between Hk and H−k . For more about the powers of operator A we
refer to [20].
Consider the singular perturbed parabolic equation with white noise in the bounded domain D
du
dt
(t, x) = −2A2u(t, x) − aAu(t, x) − f
(
u(t, x)
)+ dWQ
dt
(t, x),
t > 0, x ∈ D, (2.1)
u(0, x) = u0, (2.2)
where a > 0,  ∈ (0,1]. WQ(t, x) is an H = L2(D) valued Q-Wiener process on a complete
probability space (Ω,F ,P) with a canonical filtration {Ft }t0, see Section 4. Further we assume
Tr
(
A
1
2 Q
)
< ∞. (2.3)
Denote by E the expectation operator with respect to P. For more about Q-Wiener process
see [18]. The nonlinear term f is a polynomial of odd degree with a positive leading coefficient
f (s) =
2p−1∑
j=1
bj s
j , b2p−1 > 0, p ∈ Z+. (2.4)
Using the Young inequality we infer from (2.4) the existence of positive constants c1, c2, c3
such that for all s ∈ R∣∣f (s)∣∣ b2p−1|s|2p−1 + c1,
1
2
b2p−1s2p − c2  f (s)s  32b2p−1s
2p + c2,
2p − 1
2
b2p−1s2p−2 − c3  f ′(s) =
2p−1∑
j=1
jbj s
j−1  3
2
(2p − 1)b2p−1s2p−2 + c3.
When  = 0 we have the following nonlinear stochastic evolutionary equation
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dt
(t, x) = −aAu(t, x)− f (u(t, x))+ dWQ
dt
(t, x), t > 0, x ∈ D, (2.5)
u(0, x) = u0. (2.6)
Let us denote by | · |p the norm in Lp(D) and by ‖ · ‖k the norm of the Sobolev space Hk(D).
The following compactness result [17] will be used in our approach.
Lemma 2.1. Let X ⊂ Y ⊂ Z be three reflexive Banach spaces and X ⊂ Y with compact and
dense embedding. Define Banach space
G =
{
v: v ∈ L2(0, T ;X ), dv
dt
∈ L2(0, T ;Z)
}
with norm
|v|2G =
T∫
0
∣∣v(s)∣∣2X ds +
T∫
0
∣∣∣∣dvdt (s)
∣∣∣∣2Z ds, v ∈ G.
If B is bounded in G, then B is precompact in L2(0, T ;Y).
As we have mentioned in Section 1, due to the existence of stochastic term the compactness
result never holds. We have to consider the approximation in the sense of probability. For this
we recall a probability concept. Let z be a random variable taking values in a Banach space S ,
namely, z :Ω → S . Denote by L(z) the distribution (or law) of z. In fact, L(z) is a Borel proba-
bility measure on S defined as [18]
L(z)(A) = P{ω: z(ω) ∈ A},
for every event (i.e., a Borel set) A in the Borel σ -algebra B(S), which is the smallest σ -algebra
containing all open balls in S .
For system (2.1) we aim at deriving the approximation in probability, that is the convergence
of solutions in probability. A solution u may be regarded as a random variable taking values
in L2(0, T ;H). So for any T > 0 and solution u of (2.1)–(2.2) defined on [0, T ], we focus on
the behavior of distribution of u in L2(0, T ;H) as  → 0. For this purpose, the tightness [12]
of distributions is necessary. Thus in the following we will treat {L(u)}0<1 as a family of
probability measures on L2(0, T ;H). And the following Skorohod embedding theorem is impor-
tant in treating the weak convergence of probability measures [18]. First we give the following
definition [12] of the weak convergence of probability measures.
Definition 2.2. Let {μn} be a family of probability measures on the Banach space S . We say μn
weakly converges to a probability measure μ on S if∫
S
hdμn →
∫
S
hdμ, as n → ∞,
for any h ∈ Cb(S), the space of bounded continuous functions on S .
Theorem 2.3 (Skorohod embedding theorem). For any sequence of probability measures {μn} on
B(S) weakly converging to a probability measure μ, there exist a probability space (Ω,F ,P)
and random variables z, z1, . . . such that L(zn) = μn, L(z) = μ and
lim zn = z, P-a.s.
n→∞
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In this section we consider the approximation on finite time interval for system (2.1). First we
give some estimates of solutions for the perturbed system.
Define operator A = 2A2 + aA with domain
D(A) =
{
u ∈ H 2: 2Δ2u− aΔu ∈ H, u|∂D = Δu|∂D = 0
}
.
Then system (2.1)–(2.2) can be written as
du
dt
(t, x) = −Au(t, x) − f
(
u(t, x)
)+ dWQ
dt
(t, x), t > 0, x ∈ D, (3.1)
u(0, x) = u0. (3.2)
Denote by S(t) (respectively S(t)) the strong continuous semigroup generated by −A (respec-
tively −aA). The solutions of (3.1)–(3.2) and (2.5)–(2.6) can then be written in the mild sense
u(t) = S(t)u0 −
t∫
0
S(t − s)f
(
u(s)
)
ds +
t∫
0
S(t − s) dWQ(s)
and
u(t) = S(t)u0 −
t∫
0
S(t − s)f (u(s))ds + t∫
0
S(t − s) dWQ(s)
respectively.
And the variational formulation is(
du(t), v
)
H−2,H 20
=
(
−2
∫
D
Δu(t, x)Δv(x)dx − a
∫
D
∇u(t, x)∇v(x) dx −
∫
D
f
(
u(t, x)
)
v(x) dx
)
dt
+
∫
D
v(x)dWQ(t, x) dx, for v ∈ H 20 , (3.3)
in D′(0, T ) which denotes the Schwartz space on [0, T ] with u(0, x) = u0.
For system (2.5)–(2.6) and (3.1)–(3.2) we have the following result.
Theorem 3.1. Let u0 be a (F0,B(H))-measurable random variable. Then for any T > 0
there exist unique u ∈ L2(Ω,C(0, T ;H) ∩ L2(0, T ;H 2)) and u ∈ L2(Ω,C(0, T ;H) ∩
L2(0, T ;H 1)) which are mild solutions of system (3.1)–(3.2) and (2.5)–(2.6) respectively. And
they also are weak solutions in the following sense
〈
u(t), v
〉= 〈u0, v〉− t∫
0
〈
Au(s), v
〉
ds −
t∫
0
〈
f
(
u(s)
)
, v
〉
ds +
t∫
0
〈
dWQ(s), v
〉 (3.4)
and
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u(t), v
〉= 〈u0, v〉− t∫
0
〈
aAu(s), v
〉
ds −
t∫
0
〈
f
(
u(s)
)
, v
〉
ds +
t∫
0
〈
dWQ(s), v
〉 (3.5)
for t ∈ [0, T ] and v ∈ C∞0 (D).
Proof. By assumption (2.3), the classical result about the existence of mild solutions for SPDEs
[18] yields the local existence of u and u in the mild sense. And applying the stochastic Fubini
theorem, it is easy to verify that the local mild solution is also a weak solution. By the proof of
the following Lemma 3.2 we can have the existence of the solution on [0, T ] for any T > 0. 
The following lemma gives the compactness result of solutions of system (2.1) in the sense of
probability.
Lemma 3.2. The family of probability measures {L(u)}0<1 is tight in L2(0, T ;H), for any
T > 0.
Proof. Applying Itô formula to |u |22,
d
dt
|u |22 =
〈−2A2u,2u 〉− 〈aAu,2u〉 − 〈f (u),2u 〉+ 〈dWQ
dt
,2u
〉
+ TrQ
= −22‖u‖22 − 2a‖u‖21 − 2
∫
D
f (u)u dx + 2
〈
dWQ
dt
,u
〉
+ TrQ
−22‖u‖22 − 2a‖u‖21 −
∫
D
b2p−1u2p dx + 2c2|D| + 2
〈
dWQ
dt
,u
〉
+ TrQ
−22‖u‖22 − 2a‖u‖21 + 2c2|D| + 2
〈
dWQ
dt
,u
〉
+ TrQ. (3.6)
Integrating (3.6) with respect to t yields
∣∣u(t)∣∣22 + 22
t∫
0
∥∥u(s)∥∥22 ds + 2a
t∫
0
∥∥u(s)∥∥21 ds

∣∣u0∣∣22 + (2c2|D| + TrQ)T + 2
t∫
0
〈
u(s), dW
Q(s)
〉
, t ∈ [0, T ].
Taking expectation on both sides of the above inequality, we derive
E
∣∣u(t)∣∣22 + 22E
t∫
0
∥∥u(s)∥∥22 ds + 2aE
t∫
0
∥∥u(s)∥∥21 ds  E∣∣u0∣∣22 +CQ, t ∈ [0, T ],
(3.7)
for some positive constant CQ.
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−〈f (u),2Au 〉= 2∫
D
f (u)Δu dx = −2
∫
D
f ′(u)(∇u)2 dx
−2
∫
D
(
2p − 1
2
b2p−1u2p−2 − c3
)
(∇u)2 dx
−(2p − 1)b2p−1
∫
D
u2p−2 (∇u)2 dx + 2c3‖u‖21.
Applying Itô formula to ‖u‖21, we then have
d
dt
‖u‖21 =
〈−2A2u,2Au 〉− 〈aAu,2Au〉 − 〈f (u),2Au 〉
+
〈
dWQ
dt
,2Au
〉
+ Tr(A 12 Q)
−22‖u‖23 − 2a‖u‖22 + 2c3‖u‖21 + 2
〈
dWQ
dt
,Au
〉
+ Tr(A 12 Q)
 2c3‖u‖21 + 2
〈
dWQ
dt
,Au
〉
+ Tr(A 12 Q).
By the above estimate we further give an estimate of ‖u‖2m1 for any m> 1. Applying the Itô
formula and Young inequality, we have, for some constant Cm,
d
dt
[‖u‖21]m m‖u‖2m−21 ( ddt ‖u‖21 + 2(m − 1)[Tr(A 12 Q)]2
)
 2c3m‖u‖2m1 +m
(
Tr
(
A
1
2 Q
)+ 2(m − 1)[Tr(A 12 Q)]2)‖u‖2m−21
+ 2m‖u‖2m−21
〈
dWQ
dt
,Au
〉
 Cm‖u‖2m1 +
(
Tr
(
A
1
2 Q
)+ 2(m − 1)[Tr(A 12 Q)]2)m
+ 2m‖u‖2m−21
〈
dWQ
dt
,Au
〉
.
Integrating the above inequality with respect to t yields
∥∥u(t)∥∥2m1  ∥∥u0∥∥2m1 +Cm
t∫
0
∥∥u(s)∥∥2m1 ds + (Tr(A 12 Q)+ 2(m − 1)[Tr(A 12 Q)]2)mt
+ 2m
t∫
0
∥∥u(s)∥∥2m−21 〈dWQ(s),Au(s)〉.
Taking expectation on both sides of the above inequality, we derive
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∥∥u(t)∥∥2m1  CmE
t∫
0
∥∥u(s)∥∥2m1 ds + E∥∥u0∥∥2m1
+ (Tr(A 12 Q)+ 2(m − 1)[Tr(A 12 Q)]2)mt.
Then the Gronwall lemma yields
E
∥∥u(t)∥∥2m1  [E∥∥u0∥∥2m1 + Cm,Q]eCmT , t ∈ [0, T ], (3.8)
where Cm,Q is a positive constant depending on m and Q.
Now we give an estimate on
∫ t
0 ‖ ddt u(s)‖2−1 ds. Taking square on both sides of (3.3) and
integrating both sides from 0 to t , we have
t∫
0
(
d
dt
u(s), v
)2
H−2,H 20
ds
 44
t∫
0
[∫
D
ΔuΔv dx
]2
ds + 4a2
t∫
0
[∫
D
∇u∇v dx
]2
ds
+ 4
t∫
0
[∫
D
f (u)v dx
]2
ds + 4
t∫
0
[∫
D
v
dWQ(s)
dt
dx
]2
ds
 44‖v‖22
t∫
0
∥∥u(s)∥∥22 ds + 4a2‖v‖21
t∫
0
∥∥u(s)∥∥21 ds
+ 4|v|22
[
2b22p−1
t∫
0
∥∥u(s)∥∥4p−21 ds + 2c21|D|t
]
+ 4
t∫
0
[∫
D
v
dWQ(s)
dt
dx
]2
ds
here we used the embedding of H 1 into L4p−2 on D ⊂ R1 or R2. Taking expectation on both
sides of the above inequality, we then derive
E
t∫
0
(
d
dt
u(s), v
)2
H−2,H 20
ds
 44‖v‖22E
t∫
0
∥∥u(s)∥∥22 ds + 4a2‖v‖21E
t∫
0
∥∥u(s)∥∥21 ds
+ 4|v|22
[
2b22p−1
t∫
0
E
∥∥u(s)∥∥4p−21 ds + 2c21|D|T
]
, t ∈ [0, T ].
By (3.7) and (3.8), for some constant C, we have that
E
t∫ ∥∥∥∥ ddt u(s)
∥∥∥∥2−2 ds  C(E∥∥u0∥∥21 + E∥∥u0∥∥4p−21 + 1), t ∈ [0, T ]. (3.9)0
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P(u ∈ Gλ) 1 − δ
where, by Lemma 2.1, Gλ is a compact subset of L2(0, T ;H) defined by
Gλ =
{
v ∈ L2(0, T ;H):
T∫
0
∥∥v(s)∥∥21 ds +
T∫
0
∥∥∥∥ ddt v(s)
∥∥∥∥2−2 ds  λ
}
, (3.10)
and this concludes the proof of tightness. 
Next we need an estimate of the singular part 2A2u in the weak sense. Multiplying both
sides of (2.1) by test function φ ∈ C2([0, T ] × D) with φ|∂D = 0 and integrating with respect to
t  0 and x ∈ D, we have
t∫
0
〈
du(s)
dt
, φ(s)
〉
ds =
t∫
0
〈−2A2u(s) − aAu(s) − f (u(s)), φ(s)〉ds
+
t∫
0
〈
dWQ(s),φ(s)
〉
.
Now integrating by parts we have
〈
u(t), φ(t)
〉= 〈u0, φ(0)〉+ t∫
0
〈
u(s),
dφ(s)
dt
− aAφ(s)
〉
ds −
t∫
0
〈
f
(
u(s)
)
, φ(s)
〉
ds
+
t∫
0
〈
dWQ(s),φ(s)
〉− 2 t∫
0
〈
Au(s),Aφ(s)
〉
ds. (3.11)
By (3.7),
E
∣∣∣∣∣
t∫
0
〈−2Au(s),Aφ(s)〉ds
∣∣∣∣∣
2
 4tE
t∫
0
(∫
D
Au(s)Aφ(s) dx
)2
ds
 4tE
t∫
0
∥∥u(s)∥∥22 ds |φ|2C2([0,T ]×D)
 1
2
2T
(
E
∣∣u0∣∣22 + CQ)|φ|2C2([0,T ]×D), t ∈ [0, T ],
which yields
lim
→0E
∣∣∣∣∣
t∫
0
〈−2Au(s),Aφ(s)〉ds
∣∣∣∣∣
2
= 0, t ∈ [0, T ]. (3.12)
Now we prove the main result of this section.
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(2.2) and u be the solution of (2.5)–(2.6), we have for any κ > 0
lim
→0P
{|u − u|L2(0,T ;H) > κ}= 0. (3.13)
Proof. First by the tightness of {L(u)}0<1 in L2(0, T ;H), the Skorohod embedding theorem
yields that for any sequence {n}n, n → 0 as n → ∞, there exist a subsequence {n(k)}k and
random variables {u˜n(k)} ⊂ L2(0, T ;H) defined on a new probability space (Ω˜, F˜ , P˜) such that
L(u˜n(k) ) = L(un(k) )
and u˜n(k) converges to a random variable u˜ ∈ L2(0, T ;H) as k → ∞. Moreover u˜n(k) satis-
fies (2.1)–(2.2) with WQ replaced by W˜Qk , a Wiener process defined on (Ω˜, F˜ , P˜) with same
distribution as WQ.
Next we prove that L(u˜) = L(u). In fact by (3.11) and (3.12), u˜ satisfies
〈
u˜(t), φ(t)
〉= 〈u0, φ(0)〉+ t∫
0
〈
u˜(s),
dφ(s)
dt
− aAφ(s)
〉
ds
−
t∫
0
〈
f
(
u˜(s)
)
, φ(s)
〉
ds +
t∫
0
〈
dW˜Q(s),φ(s)
〉
with W˜Q a Wiener process defined on (Ω˜, F˜ , P˜) with same distribution as WQ which implies
u˜ coincides with the solution of stochastic heat equation perturbed by W˜Q, and the solution is
unique. Then the same discussion in [5] completes the proof. 
4. Long time approximation
We have studied the approximation for solutions defined on any finite time interval [0, T ] in
probability. In this section we consider the approximation for a long time. It is proved that the
random dynamical behavior of (2.1) can be approximated by that of (2.5) as  → 0.
We first recall some knowledge of random dynamical system theory. For this purpose we
define probability space (Ω,F ,P) as
Ω = {ω ∈ C(R;H): ω(0) = 0}
endowed with compact-open topology, P is the corresponding Wiener measure and F is the
P-completeness of Borel σ -algebra on Ω . Let
θtω(·) = ω(· + t)−ω(t), t ∈ R,
then (Ω,F ,P, (θt )t∈R) is a metric dynamical system with the filtration
Ft :=
∨
st
F ts , t ∈ R,
where
F ts = σ
{
WQ(t2)− WQ(t1): s  t1  t2  t
}
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The metric dynamical system (Ω,F ,P, (θt )t∈R) defined above is ergodic. Since the above prob-
ability space is canonical we can define the Wiener process and its shift operator
WQ(t) = ω(t), WQ(t, θsω) = ω(t + s) −ω(s) = WQ(t + s)−WQ(s) (4.1)
which is called the helix property.
Now we introduce the concept of random dynamical system (RDS).
Definition 4.1. Let (E,‖ · ‖E) be a Polish space. A measurable mapping
ϕ :R+ × Ω ×E → E
having the cocycle property
ϕ(0,ω)x = x, ϕ(t, θτω) ◦ ϕ(τ,ω)x = ϕ(t + τ,ω)x
for t, τ ∈ R+, x ∈ E and ω ∈ Ω is called RDS with respect to (θt )t∈R. If ϕ is continuous with
respect to x for t  0 and ω ∈ Ω , ϕ is called a continuous RDS.
For detail we refer to [1].
For describing the dynamical behavior of system (2.1), we also recall some knowledge of
random attractor.
A set valued map B :Ω → 2E is called a random closed set if B(ω) is closed, nonempty and
ω → inf
x∈B(ω)‖x − y‖E
is a random variable for any y ∈ E. A random set B is said to be tempered if for a.e. ω ∈ Ω and
all γ > 0
lim
t→∞ e
−γ td
(
B(θ−tω)
)= 0
where d(B) = supx∈B ‖x‖E . Let D be the collection of all tempered random sets in E. And
for such set we write as D-set. Then we give the following definition of random attractor, see
[7,8,19].
Definition 4.2. A random set A(ω) ∈ D with A(ω) compact is called a random (pullback) at-
tractor for RDS ϕ in D if
ϕ(t,ω)A(ω) =A(θtω), ∀t  0, a.s. ω ∈ Ω,
and for all B ∈D and a.e. ω ∈ Ω we have
lim
t→∞dE
(
ϕ(t, θ−tω)B(θ−tω),A(ω)
)= 0,
where dE(X,Y ) = supx∈X infy∈Y ‖x − y‖E , X,Y ⊆ E.
The following theorem gives a sufficient condition for the existence of random attractor, see
[7,8,19].
Theorem 4.3. Let ϕ be a continuous RDS on E and B ∈ D such that B(ω) is compact and for
every D ∈D there is a tD(ω) > 0 such that for t  tD(ω)
ϕ(t, θ−tω)D(θ−tω) ⊂ B(ω).
Then there exists a random attractor for RDS ϕ which is unique in D.
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Itô equation
dη = −Aη dt + dWQ. (4.2)
η is also called stationary Ornstein–Uhlenbeck (OU) process. For the OU process we have the
following result.
Lemma 4.4. Suppose TrQ < ∞. There exists a θ -invariant measurable set Ω0 of full P measure
such that
(1) the mapping t → η(θtω) is continuous in D(A) for any ω ∈ Ω0,
(2) the mapping t → ‖η(θtω)‖2 grows sublinearly, that is
lim
t→±∞
‖η(θtω)‖2
t
= 0,
(3) for any k > 0
1
t
t∫
0
∥∥η(θtω)∥∥k2 ds → E∥∥η(ω)∥∥k2, t → ∞.
Proof. The assertion (1) can be derived from Lemma 5.13 of [18]. And by the Birkhoff ergodic
theorem, supt∈[n,n+1] ‖η(θtω)‖2/n tends to zero gives (2). And then by the Gaussian property
of η, (3) follows the Birkhoff ergodic theorem. 
Remark 4.5. It is easy to see that η depends on . However in the following discussion  is fixed,
we omit  in the notation η.
Now having the OU process η, we transform system (2.1) to a random system, that is a system
without white noise but with random coefficients. Denote
z(t) = u(t)− η(θtω),
then we can rewrite (2.1) and (2.2) in the following
dz
dt
= −2A2z − aAz − f (z + η), t > 0, (4.3)
z(0) = u0 − η(ω) = z0. (4.4)
For a fixed ω ∈ Ω , by the classical theory in PDEs we can prove that system (4.3) defines a
continuous dynamical system ψ on H . Then system (2.1) also generates a continuous random
dynamical system ϕ on H which is conjugate to ψ , in the following relation
ϕ(t,ω)u
0 = T (θtω,ψ(t,ω)T −1(ω,u0))= u(t,ω), for any u0 ∈ H,
where T is an isomorphism transformation on H as
T (ω,x) = x + η(ω), x ∈ H. (4.5)
For more knowledge about the relation between two conjugate RDSs, see [11].
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∣∣f (u)∣∣ 2p
2p−1

[∫
D
(
b2p−1|u|2p−1 + c1
) 2p
2p−1 dx
] 2p−1
2p
 b2p−1|u|2p−12p + c1|D|
2p−1
2p
and
−〈f (z + η), z 〉= −〈f (z + η), z + η〉+ 〈f (z + η), η〉
= −
∫
D
(z + η)f (z + η)dx +
∫
D
ηf (z + η)dx
−
∫
D
[
1
2
b2p−1(z + η)2p − c2
]
dx + ∣∣f (z + η)∣∣ 2p
2p−1
|η|2p
−1
2
b2p−1|z + η|2p2p + c2|D| +
(
b2p−1|z + η|2p−12p + c1|D|
2p−1
2p
)|η|2p
−1
4
b2p−1|z + η|2p2p + c2|D| + c4|η|2p2p + c1|D|
2p−1
2p |η|2p,
taking the inner product of (4.3) with z(t), we have
1
2
d
dt
|z |22 = −2‖z‖22 − a‖z‖21 −
〈
f (z + η), z
〉
−2‖z‖22 − a‖z‖21 −
1
4
b2p−1|z + η|2p2p + c2|D| + c4|η|2p2p + c1|D|
2p−1
2p |η|2p
−a
2
‖z‖21 −
1
4
b2p−1|z + η|2p2p −
aλ1
2
|z |22 + p(θtω)
where λ1 is the first eigenvalue of operator A and
p(θtω) = c2|D| + c4|η|2p2p + c1|D|
2p−1
2p |η|2p.
Then
d
dt
|z |22 + a‖z‖21 +
1
2
b2p−1|z + η|2p2p −aλ1|z |22 + 2p(θtω) (4.6)
and by the Gronwall lemma, we have
∣∣z(t,ω, z0)∣∣22  e−aλ1 ∣∣z0∣∣22 +
t∫
0
2p(θsω)e−aλ1(t−s) ds.
Replacing ω by θ−tω in the above formula to construct the radius of the absorbing set, we have
lim
t→∞
t∫
0
2p(θs−tω)e−aλ1(t−s) ds = lim
t→∞
0∫
−t
2p(θsω)eaλ1s ds =: r
2(ω)
4
< ∞, a.s.,
since p(θsω) grows at most polynomially as t → ∞, for P-a.s. ω ∈ Ω .
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a
t∫
0
∥∥z(s)∥∥21 ds  2
t∫
0
p(θsω)ds +
∣∣z0∣∣22, (4.7)
1
2
b2p−1
t∫
0
∣∣(z + η)(s)∣∣2p2p ds  2
t∫
0
p(θsω)ds +
∣∣z0∣∣22. (4.8)
Let c0 be the positive constant such that ‖u‖22  c0‖u‖21. Taking the inner product of (4.3) with
Az(t), and noticing that
−〈f (z + η),Az 〉= −〈f (z + η),A(z + η)〉+ 〈f (z + η),Aη〉
= −
∫
D
f ′(z + η)
(∇(z + η))2 dx + ∫
D
Aηf (z + η)dx
−
∫
D
[
2p − 1
2
b2p−1(z + η)2p−2 − c3
](∇(z + η))2 dx
+ ∣∣f (z + η)∣∣ 2p
2p−1
|Aη|2p
 c3‖z + η‖21 +
(
b2p−1|z + η|2p−12p + c1|D|
2p−1
2p
)|Aη|2p
 2c3‖z‖21 + 2c3‖η‖21 +
1
4
b2p−1|z + η|2p2p + c5|Aη|2p2p
+ c1|D|
2p−1
2p |Aη|2p,
we have
1
2
d
dt
‖z‖21 = −2‖z‖23 − a‖z‖22 −
〈
f (z + η),Az
〉
−2‖z‖23 − a‖z‖22 + 2c3‖z‖21 + 2c3‖η‖21 +
1
4
b2p−1|z + η|2p2p + c5|Aη|2p2p
+ c1|D|
2p−1
2p |Aη|2p
−ac0‖z‖21 + 2c3‖z‖21 +
1
4
b2p−1|z + η|2p2p + p1(θtω), (4.9)
where
p1(θtω) = 2c3‖η‖21 + c5|Aη|2p2p + c1|D|
2p−1
2p |Aη|2p
growing at most polynomially. Integrating (4.9) with respect to t and noticing (4.7)–(4.8) we
have
∥∥z(t)∥∥21  ∥∥z0∥∥21 − 2ac0
t∫
0
∥∥z(s)∥∥21 ds + 4c3
t∫
0
∥∥z(s)∥∥21 ds
+ 1
2
b2p−1
t∫ ∣∣(z + η)(s)∣∣2p2p ds + 2
t∫
p1(θsω)ds0 0
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t∫
0
∥∥z(s)∥∥21 ds + ∥∥z0∥∥21 + 2
t∫
0
p1(θsω)ds
+
(
4c3
a
+ 1
)(
2
t∫
0
p(θsω)ds +
∣∣z0∣∣22
)
.
Then the Gronwall lemma yields
∥∥z(t)∥∥21  e−2ac0t∥∥z0∥∥21 +
t∫
0
[
2p1(θsω)+ 2
(
4c3
a
+ 1
)
p(θsω)
]
e−2ac0(t−s) ds.
By the growth of p(θtω) and p1(θtω), ψ(t,ω) has a random bounded absorbing set in H 1.
Combining the above analysis and Theorem 4.3, we have the following result about the exis-
tence of global random attractor for system (2.1).
Theorem 4.6. Suppose f is in the form of (2.4) and TrQ is finite, system (2.1) possesses a global
random attractor A(ω) in H .
Remark 4.7. By the same analysis, see [7], system (2.5) possesses a global random attractor
A0(ω) in H .
Now we prove the random setA(ω) is upper semi-continuous with respect to . We first give
some results about the upper semi-continuity of random attractor, for more knowledge see [3].
Let ϕ(t) be a random dynamical system on a Polish space (E,‖ · ‖E). And there exists a
global compact random attractor A0 in E for the random dynamical system ϕ. We perturb the
random dynamical system ϕ(t) by an element depending on a parameter  ∈ (0,1], so that we
obtain an RDS
ϕ :R
+ × Ω ×E → E.
If P-a.s. ω ∈ Ω and all t ∈ R+
(H1) ϕ(t, θ−tω)x → ϕ(t, θ−tω)x, x ∈ E as  → 0,
uniformly on bounded sets of E. Then we can have the following result.
Theorem 4.8. Assume that for all  ∈ (0,1] there is a random attractorA(ω) for RDS ϕ which
satisfies (H1), and there exists a random compact set K(ω) such that, P-a.s.
(H2) lim
→0dE
(A(ω),K(ω))= 0.
Then
lim
→0dE
(A(ω),A0(ω))= 0 with probability one.
Remark 4.9. The proof of the above theorem is similar to that of Theorem 2 in [3]. Although the
result of [3] is for a random perturbation of deterministic dynamical system, the approach there
can be applied here by a minor modification. We omit it here.
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in fact used to obtain random attractor. So we only justify (H1). And since we consider upper
semi-continuity of the attractorA(ω), we just verify condition (H1) for the orbits in the attractor.
Let v(t) = u(t)− u(t), we have
dv
dt
(t) = −2A2u(t)− aAv(t)−
(
f
(
u(t)
)− f (u)), t > 0, x ∈ D, (4.10)
v(0) = 0. (4.11)
Taking the inner product of (4.10) with v(t), we have
1
2
d
dt
|v |22 = −2‖v‖22 − 2〈Au,Av〉 − a‖v‖21 −
〈
f (u)− f (u), v
〉
−2‖v‖22 +
2
2
‖u‖22 +
2
2
‖v‖22 − a‖v‖21 −
〈
f (u)− f (u), v
〉
−
2
2
‖v‖22 − a‖v‖21 +
2
2
‖u‖22 − k|v |22

(
−
2c0λ1
2
− aλ1 − k
)
|v |22 +
2
2
‖u‖22
where k, which exists by the property of f , is a positive constant such that(
f (u)− f (u)
)
(u − u) k|v |2.
Then by the Gronwall lemma, it is easy to see that
|v |2 → 0, as  → 0,
which means that for any u ∈A(ω) there is u ∈A0(ω)
u → u, in H as  → 0.
(H1) is verified. Then we have proved the following result.
Theorem 4.10. lim→0 dH (A,A0) = 0 holds with probability one.
Remark 4.11. By the definition of random attractor, the above result also means that for solution
of system (2.1)
lim
→0 Limt→∞u(t) ⊂A0(ω), for P-a.e. ω ∈ Ω,
where Limt→∞ denotes the set of all the limiting points of u(t) as t → ∞.
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