We introduce an invariant metric in the space of symmetric, positive 
Introduction
The invariance or co-variance principle is an important property of many pattern recognition and perception models. In color vision it is know as color constancy and describes the ability of a vision system to separate the influence of the illumination source and the reflectance properties of the scene. In the following we will investigate it in the framework of stochastic processes.
Our first application is related to the study of human color vision. We characterize the color vision properties of an observer using the ellipses describing the just-noticeabledifferences (jnds). The numerical values in these descriptions are naturally dependent on the coordinate system we use in the color matching experiments. In this context it seems natural to require that the distance between two ellipses should be invariant under linear changes of coordinate systems.
This motivates the introduction of a distance measure between symmetric, positive definite matrices of arbitrary dimension that is invariant under linear coordinate transfor-mations. This distance measure, and the related geometry, is well-known in mathematics (see [3] ), but its applications in engineering are quite recent (see for example [2] ). In this paper we will introduce first the general mathematical background, then we will describe in some detail the computations involved for the 2D case where the matrices can be described by three parameters.
We illustrate on usage of the framework by developing a new interpolation method between measure jnd-ellipses. This is of great practical importance since the measurement of the ellipses is time-consuming and tiring, limiting the number of measurements to relatively few points in color space. We use the algorithm developed to investigate the color vision properties of color weak and color normal observers. We will show that the new interpolation method gives different, and more intuitive results than interpolations in the original and a principal component coordinate space.
In the second illustration of the metric we use it to construct a color texture descriptor of images. We first describe the color distribution in a window around a point by the matrix of second order moments. This results in a matrix valued feature image where each point in the image has a matrix-valued function value. We then select an increment vector between two pixels in the image and for two points in the image separated by this fixed increment vector we compute the distance between the two corresponding second order moment matrices. We then describe the color texture of the whole image by the probability distribution of these distance values. Using the invariant metric in the matrix space results in a distance measure that is invariant under linear transformations of the color vectors in the original image. One motivation why this might be useful is again related to color constancy. One of the simplest models to describe color constancy is the von-Kries model. It describes the adaptation of a color vision system related to illumination changes by a matrix multiplication by a diagonal matrix. Now if we compute the probability distribution of the distance values outlined above then we find that two images related by a von-Kries or a general linear transformation will result in identical distributions because of the invariance properties of the distance measure. We will illustrate this with a simple example where we compute the distributions for five images, three are computed from one raw image using different white-point corrections and the other two images have different types of textures. This example indicates that these descriptors are stable under whitepoint corrections and they should therefore provide useful features for color-constant indexing.
The Space of Symmetric, Positive-Definite
Matrices and its Geometry
In the following we consider the space of symmetric, positive definite (SPD) matrices of size × . We denote this space by or simply by if the dimension is clear from the context. We motivate some of the following properties of these matrices by an example from statistics. Consider a stochastic process with values in the n-dimensional real space ℝ . We collect the outcome of the process in a vector x( ) ∈ ℝ and introduce the matrix C of second order moments as
where E ( ) is the expectation operator over the stochastic variable . We call this matrix the correlation matrix of the process. Changing the basis in the vector space with a non-singular matrix B the same stochastic process in the new coordinates is given by B . In this coordinate system the new correlation matrix is given by
where B ′ denotes the transpose of B. We conclude that the matrices C B and C represent the same stochastic process, but in different coordinate systems.
Based on this observation it is natural to introduce the following model:
• By we denote the manifold of symmetric positive definite matrices Y of size , (we don't give a precise definition of a manifold here but refer the reader to the literature, see for example [1] ). For the purpose of this paper it is sufficient to think of it as a space that locally looks like the flat Euclidean space. The simplest example is a circle which is a two-dimensional figure that locally looks like a straight line.
• The group of non-singular matrices B of size is denoted by GL ( )
• For every matrix B ∈ GL ( ) we define the operator T B as
Note, that here we follow the convention in the field and we write the transposed matrix B ′ on the left side of Y instead of the right side as in the statistics example.
The manifolds
are not just a collection of points but they also carry a geometric structure which makes it possible to compute geometric properties like the distance between two points on the manifold. In the following we will denote distances between two points (ie. matrices)
Since we consider Y and Y [B] as different descriptors of the same object, it is natural to require that the distance measure is independent under all operators T B , ie:
and all T B , B ∈ GL ( ). From now on we will use exclusively for this distance measure.
There are many ways to describe the geometry of a manifold with a metric. Here we use the notations based on the line element since this is a main result we need in the following. We describe the local geometry in the neighborhood of a point on the m-dimensional manifold by a matrix G with elements ( ). For a curve given by the coordinate functions ( ), = 1, . . . the arc-length is given by
This is often abbreviated in the notation
. We now describe a metric on that is invariant under all operators
. It can be shown that the line element of such a metric is given by
with
and tr (Y) the trace of Y. For the simplest case = 1 the corresponding formula is 2 = ( ) 2 which is invariant under scaling. This is of relevance for the processing of intensity values. Intensity values are positive and the corresponding manifold is the positive half-axis. The origin is the point with unit intensity and if we use a logarithmic coordinate then the distance is invariant under scaling and ( )/ = 1/ . The distance between 1 = e 0 and e is − 0 = and the geodesic between 1 and e is e .
The proof of the following facts about geodesics requires some tedious computations that can be found in [3] .
• For a quadratic matrix A its exponential is defined as
where A is a diagonal matrix and U is orthonormal. This is the common singular value decomposition, Cartan decomposition or principal component analysis. If we write the diagonal matrix as an exponential matrix then we have
which is also known as the spectral decomposition of Y.
• In terms of the spectral decomposition the geodesic between Y = e A[U] and the identity matrix I is given by e tA[U] with 0 ≤ ≤ 1.
• The distance between I and
where the are the diagonal elements of A.
• A symmetric positive definite matrix Y has a decom-
where A is a diagonal matrix and N is an upper triangular matrix with ones on the diagonal. This is the Iwasawa decomposition of Y.
We now use these facts and compute the distance (Y 1 , Y 2 ) between two general matrices Y 1,2 ∈ as follows
• The distance is then given by
where the˜are the diagonal elements of˜.
The distance computation consists thus of a sequence of an Iwasawa decomposition followed by an Singular Value Decomposition (SVD).
Implementation for 2
The algorithm at the end of the last section describes how to compute the distance between two general SPD-matrices. In applications these distances have to be computed very often and it is therefore important to have fast methods to compute them. This can be complicated in the general case but for 2D matrices it is possible to compute closed formulas for the quantities involved. Since the 2D case is also of importance in color we will describe it in some detail.
For a matrix Y with Iwasawa decomposition Y = A [N] we write Y = Y ( , , ) where e , e are the elements of the diagonal matrix A and is the upper right element in N :
A matrix computation shows that the Iwasawa decomposition ofỸ is given bỹ
The next step (Eq. (4)) in the computation of the distance requires the computation of the SVD:Ỹ = e A[U] from which we obtain the elements as the logarithms of the eigenvalues. The eigenvalues 1 , 2 of a 2D SPD matrixỸ are given by
is the trace and = detỸ is the determinant ofỸ. For the Iwasawa decomposition we get:
( , , ) = tr(Y ( , , )) = e + e + 2 e (6)
The resulting distance computation is collected in the following steps:
, use the notations in Eqs. (6,7) to compute the traceˆand determinantˆ:
2. The determinant
3. Then from them the eigenvalues 1,2
4. And finally the distance is given by:
In the next section we describe how to compute them efficiently.
Optimization and Interpolation
Geodesics are the straight lines on manifolds and a geodesic is defined as the curve between two points with minimal length. In some cases there are closed expressions that describe geodesics but they can also be estimated by an optimization process or they can be found as solution of differential equations. In the following we formulate the problem of finding a curve between two points as an optimization problem where we require for all points in the interpolating sequence that the sum of the distances to the neighboring points in the sequence should be minimal. In the Euclidean case this means that for a given interpolation point the sum of the distances to its left-and right-neighbors should be minimal. In this case it is known that every point on the straight line connecting the two neighbors is a solution with minimal distance. All interpolating points beside this connecting line have greater distances and we see that an optimal solution will place all interpolation points on a geodesic, ie. a straight line. We will now describe a similar approach to interpolate between two points in .
We start with two points
on the manifold and introduce a series of points
where describes the position of the point between the end points and is the iteration index. For a given neighboring pair
we define the energy ( ) between these points at time by the distance from Eq.(10):
and the total energy of the whole configuration as:
A given node Y with Iwasawa parameters ( , , ) enters the energy expression twice, once as the first argument in +1 and once as second parameter in . From the equations resulting in Eq.(10) we can compute the partial derivatives ∂ /∂ , . . . , ∂ /∂ which are used in the gradient descent solution of the optimization problem. The computation of these derivatives consists of simple, repeated applications of the chain-rule but the result is rather complicated. We used a Mathematica notebook to compute both the distance function and its partial derivatives. In our implementation we initialized the parameters 0 , 0 , 0 by linear interpolation from the parameter vectors ( , , ) and ( , , ) of the endpoints. Sometimes we call this the linear Iwasawa interpolation. We then used the Matlab optimization toolbox to compute the solution. Figure 1 illustrates the difference between the linear interpolation of the Iwasawa parameters (Figure 1a ) and the geodesic interpolation (Figure 1b ). In this, and the following, Figures we represent matrices by ellipses, using the fact that every SPDmatrix Y can be characterized by the ellipse defined as the location of all vectors x such that x ′ Yx = . In Figure 1 we show these ellipses for all the matrices in the series. The location of the center of the ellipses is arbitrary and we choose them so that the ellipses are arranged on a straight line. We can also compare these results computed from the Iwasawa decomposition to the results obtained by interpolating the parameters in the spectral (PCA) decomposition. Here we represent the first and the last matrix by the eigenvalues and the eigenvectors. The eigenvalues are written in exponential form and the eigenvectors are represented by the angle of the 2D unit vector. The parameters of the interpolated matrices are computed by linear interpolation of the exponents and the angle. For the angular variable we choose the clockwise or counter-clockwise orientation of the circle depending on the location of the initial points. We refer to this interpolation as the linear-spectral or the linear PCA interpolation. The ellipses computed with the linear spectral interpolation are shown in Figure 1c .
In Figure 2 we show the cumulative distances between the different matrices (this corresponds to the distance of the current point to the origin of the sequence) shown in Figure 1 and also the distance between the two endpoints. We see that the linear spectral interpolation results in the longest path between the start and the final matrix and that the optimization procedure found a path that has the same length as the geodesic. The points are however not at equal distance from each other.
In the following experiment we applied the same analysis to the discrimination thresholds of color normal and a color weak observer (for details see [4] ). In Figure 3 we show the ten different discrimination ellipses for color normal observers and a color weak observer in the (x,y) chromaticity coordinates.
We computed the linear spectral interpolation, the linear Iwasawa interpolation and the optimized Iwasawa interpolation between all measurement pairs, both for the normal and the weak observer. This resulted in 55 distance values for the normal and the weak observers. We found the largest difference in estimated path-length for ellipses six and seven of the color weak observer. For this pair we illustrate the differences of results obtained by linear spectral interpolation and optimized Iwasawa interpolation in Figure 4 . For each of the interpolated ellipses in the linear spectral interpolation and the optimized Iwasawa interpolation we compute the eigenvalues and the angle of the eigenvector. The differences in the estimated eigenvalue- Figure 4 .
In Figure 5 we see the distances of the interpolation points to the origin, for the linear spectral interpolation, the linear Iwasawa interpolation and the optimized Iwasawa decomposition. We see that only the optimized solution results in a placement of the interpolation points on Figure 4 : Interpolation between two ellipses 6 and 7 of the color weak observer the geodesic. Furthermore it can be seen that the linear Iwasawa approximation is slightly better than the linear PCAapproximation. 
Statistics for Color-Based Retrieval
Our second illustration of the distance measure uses the invariance of the distance measure under linear transformations and its application in color based retrieval. We will show that this can be useful for color-constant characterization of the color texture of images. We will first separate the RGB description into an achromatic channel and its orthogonal, chromatic, complement. Then we will describe the texture in the chromatic part with the help of second order statistics, ie. correlation matrices. The texture descriptor is then computed from distance values between these matrices. These descriptors are invariant under linear transformations and we can therefore choose an arbitrary basis in the chromaticity space.
In the following we first convert all RGB vectors in an image to an (ACC) intensity/chromaticity coordinate system using the linear transformation
channel contains the achromatic and the two 1 , 2 channels the chromatic information at a pixel. In general the achromatic and the chromatic channels are statistically very weakly correlated. We will therefore ignore the achromatic part in the following and only work with the two dimensional chromaticity vectors. For a given point in the image we describe the chromatic properties of the image at that point by the second-order moment matrix channels. Using the special transformation matrix
for the color opponent components has no influence on the values of the distances (Y( 1 ), Y( 2 ). The only relevant property is the decoupling of the achromatic and the chromatic part of the color vectors and any other matrix with rows independent of the (111) vector would lead to the same distance value. In the following illustration we show how (unknown) white-point corrections leave the distance values invariant. We start with raw images from a Canon digital SLR camera. Using the tools in "Canons Digital Photo Professional" software we convert the raw-images to 8-bit JPG images with different white point parameters. For the first raw image we use three different parameters: (1) 4000K, (3) 6500K and (4) 9000K, for the second and third image we use the camera settings. The three versions of the first image, we refer to it as the "I" (Interior) image, are shown in Figure 6 . The other two images are shown in Figure 7 (we will later refer to them as the "L" (Lake) and the "G" (Garden) image). From these images we computed local chromaticity correlation matrices as follows: First we sub-sampled the images with a factor of two and converted them to the ACC color coordinates. Then we computed correlation matrices for the chromaticity vectors from 32 × 32 windows, one for each point in the image. This resulted in a vector valued image of size 1696 × 1120 where each vector contained the Iwasawa coordinates of the corresponding correlation matrix. Next we computed the determinant of the correlation matrix at each point and from the image with point white 6500K we computed a mask consisting of the 90% of the points with the highest determinant values. In this way we excluded regions with low color variations such as very dark and very light regions. Next we computed the distance between two correlation matrices that are located at a distance (Δ , Δ ) from each other. In the following illustrations we used the diagonal distance vector with (8, 8) pixels. The result are roughly 1.7 million distance values. We show the probability distributions of the chromaticity distances in the form of histograms. The distributions for the three whitepoint conversions of the "Interior" image are shown in Figure 8 . The probability distributions of the "Interior" image using the 6500K white point and the "Lake" and "Garden" images are shown in Figure 9 For a numerical estimation of the similarities between the different pairs of distributions we used the Euclidean distance between the histogram vectors. The resulting values are collected in Table 1 . They show that the three different white point variations are very similar to each other, while the "Lake" image is most different from the other images. This shows that the descriptors are related to the relatively smooth appearance of the lake and the more detailed structure of the "Garden" image. 
Conclusions
We described a geometry on the space of symmetric positive definite matrices that defines a distance between correlation matrices which is invariant under linear changes of the underlying coordinate system. It defines thus a coordinate-free distance between stochastic processes defined in terms of the second order moments of the processes. Using this geometry we showed that this leads to interpolation methods which lead to more intuitive interpolated ellipses for jnd-ellipses measured for color weak observers. In a second application we used the distance to compute statistical descriptors for the chromaticity properties of images. Experiments showed that the descriptors obtained are invariant against white point changes in the jpg-conversion. These experiments show that this geometry captured relevant properties of color related stochastic processes.
