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5) & number_of_criminals(locB, 3).	Moreover,	a	state	S	is	an	indication	of	which	atomic	state	properties	are	true	and	which

















For all traces γ,
there is a time point t such that
at location A, there are at least x criminal agents. 
A	trace	γ	over	an	ontology	Ont	and	time	frame	T	is	a	mapping	γ : T → STATES(Ont) ,	i.e.,	a	sequence	of	states	 γt (t ∈ T) 	in
STATES(Ont).	The	temporal	trace	language	TTL	is	built	on	atoms	referring	to,	e.g.,	traces,	time	and	state	properties.	For	example,	'in	trace











If state property α holds for a certain time interval with duration g,
then after some delay between e and f



















































Decide Current Location Attractiveness
∀a:AGENT ∀l:LOCATION ∀n1,n2,v,w1:REAL ∀w2,w3:INTEGER
basic_attractiveness_of_agent_for_location(v, l, a) ∧
belief(a, assault_reputation_at_location(n1, l)) ∧
belief(a, arrest_reputation_at_location(n2, l)) ∧ has_weight_factor(a, w1, w2, w3)  →→ 



























observes(a1, agent_of_type_at_location(a1, criminal, l)) ∧
observes(a1, agent_of_type_at_location(a2, passer_by, l)) ∧



















observes(a1, agent_of_type_at_location(a1, guardian, l)) ∧
observes(a1, agent_of_type_at_location(a2, criminal, l)) ∧















belief(all_agents, assault_reputation_at_location(n, l)) ∧
not assault_at(l)  →→ 























































































[ is_largest_hot_spot_at(x, t, γ) & t  <  last_time - δ ]
⇒ [ ∃t2:TIME ∃y:LOCATION is_largest_hot_spot_at(y, t2, γ) &





∃r:REAL state(γ, t) |= assault_reputation(x, r) &
∀y:LOCATION ∀r2:REAL
   [state(γ, t) |= assault_reputation(y, r2) ⇒ r2 ≤ r ]
is_largest_hot_spot_at(x,t,γ) ≡
∃i:INTEGER state(γ, t) |= number_of_criminals(x, i) &
∀y:LOCATION ∀i2:INTEGER
   [state(γ, t) |= number_of_criminals(y, i2) ⇒ i2 ≤ i ]
is_largest_hot_spot_at(x,t,γ) ≡
∃i:INTEGER state(γ, t) |= number_of_crimes(x, i) &
∀y:LOCATION ∀i2:INTEGER


























[most_passers_by_at(x, t, γ) & t  <  last_time - δ ]
⇒ [ ∃t2:TIME most_criminals_at(x, t2, γ) & t < t2 & t2 < t+ε]
Here,	most_passers_by_at	is	defined	as	follows:
most_passers_by_at(x,t,γ) ≡
∃i:INTEGER state(γ, t) |= number_of_passers_by(x, i) &
∀y:LOCATION ∀i2:INTEGER







[most_criminals_at(x, t, γ) & t  <  last_time - δ ]
⇒ [ ∃t2:TIME most_guardians_at(x, t2, γ) & t < t2 & t2 ≤ t+ε]
Here,	obviously,	most_criminals_at	is	defined	as	follows:
most_criminals_at(x,t,γ) ≡
∃i:INTEGER state(γ, t) |= number_of_criminals(x, i) &






∃t1,t2:TIME ∀t3:TIME ∀x:location ∀i:real









 state(γ1, te) |= total_number_of_locations(x1) &
 state(γ2, te) |= total_number_of_locations(x2) &
 state(γ1, te) |= total_number_of_crimes(i1) &
 state(γ1, te) |= total_number_of_crimes(i2) &


























































































































































Decide Current Location Attractiveness
∀a:AGENT ∀l:LOCATION ∀n1,n2,v,w1:REAL ∀w2,w3:INTEGER
http://jasss.soc.surrey.ac.uk/13/2/5.html 11 07/10/2015
basic_attractiveness_of_agent_for_location(v, l, a) ∧ belief(a,
assault_reputation_at_location(n1, l)) ∧
belief(a, arrest_reputation_at_location(n2, l)) ∧ has_weight_factor(a, w1, w2, w3) ∧
agents_counted
→→ 0, 0, 1, 1 
belief(a, current_attractiveness_of_location(l, w1 × v+w2 × n1+w3 × n2))
Go to Most Attractive Location
∀a:AGENT ∀l1,l2,l3:LOCATION ∀x1,x2,x3:REAL
belief(a, current_attractiveness_of_location(l1, x1)) ∧ belief(a,
current_attractiveness_of_location(l2, x2)) ∧
belief(a, current_attractiveness_of_location(l3, x3)) ∧ l1≠l2 ∧ l2≠l3 ∧ l1≠l3 ∧ x1>x2
∧ x1>x3 





→→ 0, 0, 1, nr_agents+4 
is_at_location(a, l)
Observe all Agents
∀a:AGENT ∀l:LOCATION ∀r:INTEGER ∀t:TYPE
is_at_location(a, l) ∧ has_type(a, t) ∧ round(r)
→→ 0, 0, nr_agents+1, 1 
observes(a, agent_of_type_at_location(a, t, l))
Count Types of Agents at Locations
∀a:AGENT ∀l:LOCATION
performed(a, go_to_location(a, t, l)) 
→→ 0, 0, 1, 1 
counting_at(1) ∧ agents_counted_of_type_at_location(0, passer_by, locA) ∧
agents_counted_of_type_at_location(0, passer_by, locB) ∧
agents_counted_of_type_at_location(0, passer_by, locC) ∧
agents_counted_of_type_at_location(0, criminal, locA) ∧
agents_counted_of_type_at_location(0, criminal, locB) ∧
agents_counted_of_type_at_location(0, criminal, locC) ∧
agents_counted_of_type_at_location(0, guardian, locA) ∧
agents_counted_of_type_at_location(0, guardian, locB) ∧
agents_counted_of_type_at_location(0, guardian, locC)
∀k:between(0, nr_agents) ∀l:LOCATION ∀n:between(1, nr_agents+1) ∀t:TYPE
counting_at(n) ∧ n ≤ nr_agents agents_counted_of_type_at_location(k, t, l) ∧
is_at_location(agent(n), l) ∧ has_type(agent(n), t) 
→→ 0, 0, 1, 1 
agents_counted_of_type_at_location(k+1, t, l) ∧ counting_at(n+1)
∀k:between(0, nr_agents) ∀l,l2:LOCATION ∀n:between(1, nr_agents+1) ∀t:TYPE
counting_at(n) ∧ n ≤ nr_agents ∧ agents_counted_of_type_at_location(k, t, l) ∧
is_at_location(agent(n), l2) ∧ l≠l2 ∧ has_type(agent(n), t) 
→→ 0, 0, 1, 1 
agents_counted_of_type_at_location(k, t, l) ∧ counting_at(n+1)
∀k:between(0, nr_agents) ∀l,l2:LOCATION ∀n:between(1, nr_agents+1) ∀t,t2:TYPE
counting_at(n) ∧ n ≤ nr_agents ∧ agents_counted_of_type_at_location(k, t, l) ∧
is_at_location(agent(n), l2) ∧ t≠t2 ∧ has_type(agent(n), t2) 
→→ 0, 0, 1, 1 
agents_counted_of_type_at_location(k, t, l) ∧ counting_at(n+1)
Believe Counted Types of Agents
∀k:between(0, nr_agents) ∀l:LOCATION ∀n:between(1, nr_agents+1) ∀t:TYPE
counting_at(n) ∧ n > nr_agents ∧ agents_counted_of_type_at_location(k, t, l) 
→→ 0, 0, 1, 1
belief(all_agents, number_of_type_at_location(k, t, l)) ∧ agents_counted
Note: all_agents is an abbreviation for a conjunction of all the agents in the
simulation.
Visualise Counted Types of Agents
∀k:between(0, nr_agents) ∀l:LOCATION ∀t:TYPE








is_at_location(a, l) ∧ has_type(a, guardian) 
→→ 0, 0, 1, 1 
guardian_at_location(l)
∀a1,a2:AGENT ∀l:LOCATION
observes(a1, agent_of_type_at_location(a1, criminal, l)) ∧
observes(a1, agent_of_type_at_location(a2, passer_by, l)) ∧ not
guardian_at_location(l) 




performed(a1, assault_at(a2, l)) 
→→ 0, 0, 1, 1
assault_at(l)
∀l:LOCATION ∀a:AGENT ∀n:REAL
assault_at(l) ∧ belief(a, assault_reputation_at_location(n, l)) 
→→ 0, 0, 1, 1> 
belief(a, assault_reputation_at_location(n+inc, l))
∀l:LOCATION ∀a:AGENT ∀n:REAL
belief(a, assault_reputation_at_location(n, l)) ∧ not assault_at(l) 




performed(a1, assault_at(a2, l)) 
→→ 0, 0, 1, nr_agents × 4 
known_criminal(a1)
∀a1,a2:AGENT ∀l:LOCATION
observes(a1, agent_of_type_at_location(a1, guardian, l)) ∧ 
observes(a1, agent_of_type_at_location(a2, criminal, l)) ∧ known_criminal(a2) 




performed(a1, arrest_at(a2, l)) 
→→ 0, 0, 1, 1 
arrest_at(l)
∀l:LOCATION ∀a:AGENT ∀n:REAL
arrest_at(l) ∧ belief(a, arrest_reputation_at_location(n, l))
→→ 0, 0, 1, 1 
belief(a, arrest_reputation_at_location(n+inc, l))
∀l:LOCATION ∀a:AGENT ∀n:REAL
belief(a, arrest_reputation_at_location(n, l)) ∧ not arrest_at(l) 
→→ 0, 0, 1, 1 
belief(a, arrest_reputation_at_location(n × dec, l))
Maintain Rounds - needed for observations
∀r:INTEGER
round(r) 










Agent Type A B C W1 W2 W3 Start
1 PB 0.87 0.81 0.74 0.1 0 0 A
2 PB 0.81 0.76 0.70 0.1 -1 0 A
3 PB 0.83 0.74 0.68 0.1 -2 -1 A
4 PB 0.77 0.60 0.51 0.1 -3 -2 A
5 PB 0.79 0.64 0.58 0.1 -4 -3 A
6 PB 0.85 0.60 0.66 0.1 -5 -4 A
7 PB 0.83 0.59 0.61 0.5 0 0 A
8 PB 0.84 0.63 0.70 0.5 -1 0 A
9 PB 0.89 0.66 0.72 0.5 -2 -1 A
10 PB 0.81 0.43 0.52 0.5 -3 -2 A
11 PB 0.86 0.51 0.62 0.5 -4 -3 A
12 PB 0.90 0.52 0.71 0.5 -5 -4 A
13 PB 0.81 0.90 0.74 1.1 0 0 B
14 PB 0.76 0.84 0.51 1.1 -1 0 B
15 PB 0.53 0.76 0.68 1.1 -2 -1 B
16 PB 0.60 0.81 0.76 1.1 -3 -2 B
17 PB 0.76 0.64 0.83 1.1 -4 -3 C
18 PB 0.78 0.61 0.81 1.1 -5 -4 C
19 PB 0.79 0.70 0.84 2.1 0 0 C
20 PB 0.70 0.63 0.76 2.1 -1 0 C
21 PB 0.81 0.75 0.90 0.1 -2 -1 C
22 PB 0.74 0.68 0.79 0.5 -3 -2 C
23 PB 0.60 0.79 0.85 1.1 -4 -3 C
24 PB 0.74 0.80 0.86 2.1 -5 -4 C
25 G 0.85 0.74 0.79 0.1 4 3 A
26 G 0.81 0.76 0.83 0.1 5 4 C
27 C 0.84 0.81 0.80 0.1 2 -3 A
28 C 0.76 0.86 0.84 1.1 3 -4 B
29 C 0.78 0.81 0.83 1.1 3 -5 C
30 C 0.83 0.82 0.85 2.1 4 -5 C
In	this	simulation,	there	are	24	passers	by,	2	guardians	and	4	criminals	in	the	world.	As	shown	in	the	resulting	trace,	initially,	they	are	distributed
over	the	location	by	means	of	their	personal	preferences	(i.e.,	a	predicate	that	states	which	location	they	find	most	attractive/interesting).	At	time
point	100,	there	are	13	passers	by	at	location	A	and	there	are	10	passers	by	at	location	C.	At	time	point	160,	the	criminals	go	after	the	passers
by.	There	is	1	criminal	at	location	A	and	3	criminals	went	to	location	C.	This	results	in	the	movement	of	passers	by.	They	want	to	move	away
from	the	criminals	and	they	go	to	location	B	(time	point	260).	Only	100	time	points	later,	the	criminals	follow	the	passers	by	and	they	also	arrive	at
location	B	(time	point	360).	The	passers	by	want	to	get	away	from	the	criminals	and	return	to	the	locations	A	and	C.	Again	100	time	points	later,
the	criminals	also	move	to	location	A	and	C	(respectively	1	and	3	criminals).	This	trend	repeats	itself	until	the	end	of	the	trace.	The	guardians
follow	the	criminals.	They	arrive	at	the	location	of	the	criminals	100	time	points	after	the	criminals	do.
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	Notes
1In	this	paper,	the	concept	of	reputation	is	studied	as	a	characteristic	of	a	location	(or	geographical	area).	More	specifically,	the	reputation	of	a
location	is	defined	as	a	(publicly	known)	measure	for	the	amount	of	crime-related	activities	(e.g.	assaults	or	arrests)	that	take	place,	which	is	built
up	on	the	basis	of	past	events	(involving	multiple	individuals)	at	that	location.	Note	that	this	definition	differs	from	the	idea	of	reputation	as	a
http://jasss.soc.surrey.ac.uk/13/2/5.html 16 07/10/2015
characteristic	of	an	individual,	as	often	used	in	the	literature.	For	an	overview	of	the	different	notions	of	reputation	in	different	disciplines
(including	Evolutionary	Biology,	Economy,	and	Computer	Science),	see	Mui	et	al.	(2000).
2Note	that	this	is	an	over-simplification	of	police	deployment	practices.	Police	officers	are	indeed	more	attracted	to	places	with	high	crime	rates,
but	this	is	usually	part	of	larger	actions	against	crime.	An	example	is	the	Street	Crime	Initiative	in	the	UK	(Home	Office	2003).	This	is	an	initiative
taken	by	five	police	forces	which	together	accounted	for	72%	of	all	street	robberies	and	actually	targeted	the	ten	police	force	areas	where	street
crime	levels	were	highest.	Over	30	different	projects	were	designed	to	tackle	the	street	crime	problem	from	different	angles.	Youth	work,
environmental	planning,	increased	surveillance,	reducing	market	of	stolen	goods,	and	targeted	enforcement	are	just	a	number	of	possible
interventions	(Home	Office	2003).	For	practical	purposes,	in	our	model	we	decided	to	simplify	such	interventions	by	simply	assuming	that
criminals	attract	(both	formal	and	informal)	guardians.
3Although	a	location's	reputation	is	an	important	factor	in	the	process	of	displacement,	it	is	not	the	only	factor	that	determines	the	movement	of
offenders,	targets,	and	guardians.	Also	various	other	aspects	of	a	location	may	play	a	role	in	attracting	or	repelling	certain	groups	(e.g.,	escape
routes,	abandoned	buildings,	possibilities	to	buy	drugs,	and	so	on).	These	concepts	are	modelled	in	Section	4	by	means	of	the
basic_attractiveness	predicate.
4For	a	comprehensive	review	of	the	differences	between	forward-	and	backward-looking	decision	making	models	with	respect	to	crime	and
control	(including	empirical	evidence),	see	Rauhut	(2009).
5the	condition	t < last_time-δ	(where	δ	is	the	maximum	duration	of	displacement,	for	example	6	iterations)	was	added	to	make	sure
that	the	property	does	not	fail	for	the	end	of	the	trace.
6For	example,	the	authors	tried	to	pick	reasonably	realistic	settings	for	agents'	preferences	and	ratios	between	types	of	agents.
	References
ANDERSON,	H.,	and	Britton,	T.	(2000).	 Stochastic	Epidemic	Models	and	Their	Statistical	Analysis .	Springer-Verlag,	NY.	[doi:10.1007/978-1-
4612-1158-7]
ANTUNES,	L.,	Paolucci,	M.,	and	Norton,	E.	(eds)	(2008).	 Multi-Agent-Based	Simulation	VIII-LNAI	5003.	Berlin:	Springer.	[doi:10.1007/978-3-
540-70916-9]
BAAL,	P.H.M.	van	(2004).	 Computer	Simulations	of	Criminal	Deterrence:	from	Public	Policy	to	Local	Interaction	to	Individual	Behaviour .	Ph.D.
Thesis,	Erasmus	University	Rotterdam.	Boom	Juridische	Uitgevers.
BARNES,	G.C.	(1995).	Defining	and	Optimizing	Displacement.	In:	Eck,	J.E.	and	Weisburd,	D.	(eds.),	 Crime	and	Place	 (Monsey,	NY:	Criminal
Justice	Press	and	Washington,	DC:	Police	Executive	Research	Forum),	pp.	95-113.
BARR,	R.,	and	Pease,	K.	(1990).	Crime	Placement,	Displacement	and	Deflection.	In:	Tonry,	M.	and	Morris,	M.	(eds.),	 Crime	and	Justice:	A
Review	of	Research,	vol.	12.	Chicago:	University	of	Chicago	Press,	pp.	277-315.	[doi:10.1086/449167]
BOSSE,	T.	and	Gerritsen,	C.	(2008).	Agent-Based	Simulation	of	the	Spatial	Dynamics	of	Crime:	on	the	interplay	between	criminals	hot	spots
and	reputation.	In:	Proceedings	of	the	Seventh	International	Joint	Conference	on	Autonomous	Agents	and	Multi-Agent	Systems,	AAMAS'08 ,
ACM	Press,	pp.	1129-1136,	2008.
BOSSE,	T.	and	Gerritsen,	C.	(2009).	Comparing	Crime	Prevention	Strategies	by	Agent-Based	Simulation.	In:	 Proceedings	of	the	9th
IEEE/WIC/ACM	International	Conference	on	Intelligent	Agent	Technology,	IAT'09.	IEEE	Computer	Society	Press,	2009,	to	appear.
[doi:10.1109/wi-iat.2009.200]
BOSSE,	T.,	Gerritsen,	C.,	Hoogendoorn,	M.,	Jaffry,	S.W.,	and	Treur,	J.	(2008).	Comparison	of	Agent-Based	and	Population-Based	Simulations
of	Displacement	of	Crime.	In:	Jain,	L.,	Gini,	M.,	Faltings,	B.B.,	Terano,	T.,	Zhang,	C.,	Cercone,	N.,	and	Cao,	L.	(eds.),	Proceedings	of	the	Eighth
IEEE/WIC/ACM	International	Conference	on	Intelligent	Agent	Technology,	IAT'08.	IEEE	Computer	Society	Press,	2008,	pp.	469-476.
[doi:10.1109/wiiat.2008.333]
BOSSE,	T.,	Gerritsen,	C.,	and	Treur,	J.	(2007a).	Cognitive	and	Social	Simulation	of	Criminal	Behaviour:	the	Intermittent	Explosive	Disorder
Case.	In:	Proceedings	of	the	Sixth	International	Joint	Conference	on	Autonomous	Agents	and	Multi-Agent	Systems,	AAMAS'07 .	ACM	Press,	pp.
367-374.	[doi:10.1145/1329125.1329195]
BOSSE,	T.,	Jonker,	C.M.,	Meij,	L.	van	der,	Sharpanskykh,	A.,	and	Treur,	J.,	(2009).	Specification	and	Verification	of	Dynamics	in	Agent	Models.
In:	International	Journal	of	Cooperative	Information	Systems ,	vol.	18,	2009,	pp.	167-193.	[doi:10.1142/s0218843009001987]
BOSSE,	T.,	Jonker,	C.M.,	Meij,	L.	van	der,	and	Treur,	J.	(2007b).	A	Language	and	Environment	for	Analysis	of	Dynamics	by	SimulaTiOn.	In:
Journal	of	AI	Tools ,	vol.	16,	issue	3,	2007,	pp.	435-464.	[doi:10.1142/S0218213007003357]
BOTTOMS,	A.E.,	and	Wiles,	P.	(1997).	Environmental	Criminology.	In:	Maguire,	M.,	Morgan,	R.,	and	Reiner,	R.	(eds.),	 The	Oxford	Handbook	of
Criminology.	Oxford:	Oxford	University	Press,	pp.	620-656.
BOTTOMS,	A.	E.	(2007).	Place,	Space,	Crime	and	Disorder.	In:	Maguire,	M.,	Morgan,	R.,	and	Reiner,	R.	(eds.),	The	Oxford	Handbook	of
Criminology.	Oxford	Univerisity	Press,	pp.	528-574.
BRANTINGHAM,	P.	and	Brantingham,	P.	(1984).	 Patterns	in	crime.	New	York:	Macmillan.
BRANTINGHAM,	P.	L.,	and	Brantingham,	P.	J.	(2004).	Computer	Simulation	as	a	Tool	for	Environmental	Criminologists.	 Security	Journal,
17(1),	21-30.	[doi:10.1057/palgrave.sj.8340159]
BRANTINGHAM,	P.L.,	Glässer,	U.,	Singh,	K.,	and	Vajihollahi,	M.	(2005).	 Mastermind:	Modeling	and	Simulation	of	Criminal	Activity	in	Urban
Environments.	Technical	Report	SFU-CMPTTR-2005-01,	Simon	Fraser	University.
http://jasss.soc.surrey.ac.uk/13/2/5.html 17 07/10/2015
BRAZIER,	F.M.T.,	Jonker,	C.M.,	and	Treur,	J.	(2000).	Compositional	Design	and	Reuse	of	a	Generic	Agent	Model.	 Applied	Artificial	Intelligence
Journal,	vol.	14,	2000,	pp.	491-538.	[doi:10.1080/088395100403397]
CASTELFRANCHI,	C.,	and	Falcone,	R.	(1998).	Principles	of	Trust	for	MAS:	Cognitive	Anatomy,	Social	Importance,	and	Quantification.	In:
Demazeau,	Y.	(ed.),	Proceedings	of	the	Third	International	Conference	on	Multi-Agent	Systems,	ICMAS'98 ,	IEEE	Computer	Society,	Los
Alamitos,	pp.	72-79.	[doi:10.1109/icmas.1998.699034]
CLARKE,	R.V.G.	(1980).	"Situational"	Crime	Prevention:	theory	and	practice.	 British	Journal	of	Criminology ,	vol.20	pp.	136-147.
COHEN,	L.E.,	and	Felson,	M.	(1979).	Social	change	and	crime	rate	trends:	a	routine	activity	approach.	 American	Sociological	Review,	vol.	44,
pp.	588-608.	[doi:10.2307/2094589]
CORNISH,	D.B.,	and	Clarke,	R.V.	(1986).	Situational	prevention,	displacement	of	crime	and	Rational	Choice	Theory.	In:	Heal,	K.	and	Laycock,
G.	(eds.),	Situational	crime	prevention:	from	theory	to	practice ,	London:	HMSO,	pp.	1-16.
CORNISH,	D.B.,	and	Clarke,	R.V.	(1986).	 The	Reasoning	Criminal:	Rational	Choice	Perspectives	on	Offending.	Springer	Verlag.
[doi:10.1007/978-1-4613-8625-4]
DAVIDSSON,	P.	(2002).	Agent	Based	Social	Simulation:	A	Computer	Science	View.	 Journal	of	Artificial	Societies	and	Social	Simulation ,	5(1).
ECK,	J.	E.,	Chainey,	S.,	Cameron,	J.	G.,	Leitner,	M.,	and	Wilson,	R.	E..	(2005).	Mapping	crime:	Understanding	hot	spots.	National	Institute	of
Justice,	U.S.	Department	of	Justice,	2005.	URL:	http://www.ojp.usdoj.gov/nij/pubs-sum/209393.htm.
ELFFERS,	H.,	and	Baal,	P.	van.	(2008).	Spatial	Backcloth	is	not	that	important	in	simulation	research:	An	illustration	from	simulating	perceptual
deterrence.	In:	L.	Liu	and	J.E.	Eck	(eds.),	Artificial	crime	analysis	systems,	pp.	19-34.	Hershey,	PA:	IGI	Global.	[doi:10.4018/978-1-59904-591-
7.ch002]
GOTTFREDSON,	M.,	and	Hirschi,	T.	(1990).	 A	General	Theory	of	Crime .	Stanford	University	Press.
GROFF,	E.R.	(2005).	The	Geography	of	Juvenile	Crime	Place	Trajectories .	Ph.D.	Thesis:	University	of	Maryland.
HERBERT,	D.T.	(1982).	 The	Geography	of	Urban	Crime.	Longman:	Harlow,	England.
HOME	Office	United	Kingdom	(2003).	 Streets	Ahead:	A	Joint	Inspection	of	the	Street	Crime	Initiative. 	Home	Office	Communication	Directorate.
LANIER,	M.M.	and	Henry,	S.,	(1998).	 Essential	Criminology.	Westview	Press:	Boulder,	Colorado.
LIU,	L.,	and	Eck,	J.,	(eds.)	(2008).	 Artificial	Crime	Analysis	Systems:	Using	Computer	Simulations	and	Geographic	Information	Systems .
Information	Science	Reference.	[doi:10.4018/978-1-59904-591-7]
LIU,	L.,	Wang,	X.,	Eck,	J.,	and	Liang,	J.	(2005).	Simulating	Crime	Events	and	Crime	Patterns	in	RA/CA	Model.	In	F.	Wang	(ed.),	 Geographic
Information	Systems	and	Crime	Analysis.	Singapore:	Idea	Group,	pp.	197-213.	[doi:10.4018/978-1-59140-453-8.ch012]
MACY,	M.W.	and	Flache,	A.	(2002),	Learning	Dynamics	in	Social	Dilemmas.	In:	Proceedings	of	the	National	Academy	of	Sciences,	vol.	99,	pp.
7229-7236.	[doi:10.1073/pnas.092080099]
MCLAUGHLIN,	E.	and	Muncie,	J.	(2001).	 The	Sage	Dictionary	of	Criminology .	Sage:	London.
MELO,	A.,	Belchior,	M.,	and	Furtado,	V.	(2005).	Analyzing	Police	Patrol	Routes	by	Simulating	the	Physical	Reorganisation	of	Agents.	In:
Sichman,	J.S.,	and	Antunes,	L.	(eds.),	Multi-Agent-Based	Simulation	VI,	Proceedings	of	the	Sixth	International	Workshop	on	Multi-Agent-Based
Simulation,	MABS'05.	Lecture	Notes	in	Artificial	Intelligence,	vol.	3891,	Springer	Verlag,	2006,	pp	99-114.
MORIN,	P.J.	(1999).	Community	Ecology.	Blackwell	Publishing,	USA.
MUI,	L.,	Halberstadt,	A.,	and	Mohtashemi,	M.	(2000).	Notions	of	reputation	in	multi-agent	systems:	A	review.	In:	 Proceedings	of	the	First
International	Conference	on	Autonomous	Agents,	AAMAS'02.	ACM	Press,	pp.	280-287.
RAUHUT,	H.	(2009).	Higher	punishment,	less	control?	Experimental	evidence	on	the	inspection	game.	 Rationality	and	Society ,	vol.	21,	issue	3.
[doi:10.1177/1043463109337876]
REIS,	D.,	Melo,	A.,	Coelho,	A.L.V.,	and	Furtado,	V.	(2006).	Towards	Optimal	Police	Patrol	Routes	with	Genetic	Algorithms.	In:	Mehrotra,	S.,	et
al.	(eds.),	ISI	2006.	LNCS	3975,	pp.	485-491.	[doi:10.1007/11760146_45]
REPPETTO,	T.A.	(1976).	Crime	Prevention	and	the	Displacement	Phenomenon.	 Crime	&	Delinquency,	vol.	22,	pp.	166-177.
[doi:10.1177/001112877602200204]
SABATER,	J.	and	Sierra,	C.	(2002)	Reputation	and	social	network	analysis	in	multi-agent	systems .	In:	Proceedings	of	the	First	International
Conference	on	Autonomous	Agents,	AAMAS'02.	ACM	Press,	pp.	475-482.	[doi:10.1145/544741.544854]
SAMPSON,	R.J.,	Raudenbush,	S.W.,	and	Earls,	F.	(1997).	Neighborhoods	and	violent	crime:	A	multilevel	study	of	collective	efficacy.	 Science,
vol.	277,	pp.	918-924.	[doi:10.1126/science.277.5328.918]
SHAW,	C.	and	McKay,	H.	(1942).	Juvenile	Delinquency	and	Urban	Areas.	University	of	Chicago	Press,	Chicago.
SHERMAN,	L.W.,	Gartin,	P.R.,	and	Buerger,	M.E.	(1989).	Hot	Spots	of	Predatory	Crime:	Routine	Activities	and	the	Criminology	of	Place.
Criminology,	vol.	27,	pp.	27-55.	[doi:10.1111/j.1745-9125.1989.tb00862.x]
SKOGAN,	W.	(1986).	Fear	of	crime	and	neighborhood	change.	In:	Reiss,	A.	J.,	Jr.,	and	Tonry,	M.	(eds.),	 Communites	and	Crime	(Crime	and
Justice,	vol.	8),	University	of	Chicago	Press,	Chicago,	pp.	203-229.	[doi:10.1086/449123]
TSEBELIS,	G.	(1989).	The	Abuse	of	Probability	in	Political	Analysis:	The	Robinson	Crusoe	Fallacy.	 American	Political	Science	Review ,	vol.	83,
issue	1,	pp.	77-91.	[doi:10.2307/1956435]
http://jasss.soc.surrey.ac.uk/13/2/5.html 18 07/10/2015
TSEBELIS,	G.	(1990).	Penalty	has	no	impact	on	crime.	A	game-theoretic	analysis.	 Rationality	and	Society ,	vol.	2,	issue	3,	pp.	255-286.
[doi:10.1177/1043463190002003002]
http://jasss.soc.surrey.ac.uk/13/2/5.html 19 07/10/2015
