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Finite mean field games: fictitious play and convergence to a first
order continuous mean field game
Saeed Hadikhanloo∗ Francisco J. Silva†
Abstract
In this article we consider finite Mean Field Games (MFGs), i.e. with finite time and finite states.
We adopt the framework introduced in [16] and study two seemly unexplored subjects. In the first
one, we analyze the convergence of the fictitious play learning procedure, inspired by the results in
continuous MFGs (see [12] and [20]). In the second one, we consider the relation of some finite MFGs
and continuous first order MFGs. Namely, given a continuous first order MFG problem and a sequence
of refined space/time grids, we construct a sequence finite MFGs whose solutions admit limit points and
every such limit point solves the continuous first order MFG problem.
Keywords: Mean field games, finite time and finite state space, fictitious play, first order systems.
1 Introduction
Mean Field Games (MFGs) were introduced by Lasry and Lions in [22, 23, 24] and, independently, by
Huang, Caines and Malhamé in [21]. One of the main purposes of the theory is to develop a notion of Nash
equilibria for dynamic games, which can be deterministic or stochastic, with an infinite number of players.
More precisely, if we consider a N -player game and we assume that the players are indistinguishable and
small, in the sense that a change of strategy of player j has a small impact on the cost for player i, then,
under some assumptions, it is possible to show that as N → ∞ the sequence of equilibria admits limit
points (see [11]). The latter correspond to probability measures on the set of actions and define the notion
of equilibria with a continuum of agents. An interesting feature of the theory is that it allows to obtain
important qualitative information on the equilibria and the resulting problem is amenable to numerical
computation. We refer the reader to the lessons by P.-L. Lions [25] and to [9, 19, 18, 17] for surveys on the
theory and its applications.
Most of the literature about MFGs deals with games in continuous time and where the agents are
distributed on a continuum of states (see [9]). In this article we consider a MFG problem where the number
of states and times are finite. For the sake of simplicity, we will call finite MFGs the games of this type.
This framework has been introduced by Gomes, Mohr and Souza in [16], where the authors prove results
related to the existence and uniqueness of equilibria, as well as the convergence to a stationary equilibrium
as time goes to infinity.
Our contribution to these type of games is twofold. First, we analyze the fictitious play procedure, which
is a learning method for computing Nash equilibria in classical game theory, introduced by Brown in [6].
We refer the reader to [15, Chapter 2] and the references therein for a survey on this subject. Loosely
speaking, the idea is that at each iteration, a typical player implements a best response strategy to his belief
on the action of the remaining players. The belief at iteration n ∈ N is given, by definition, by the average
of outputs of decisions of the remaining players in the previous iterations 1, . . . , n − 1. In the context of
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continuous MFGs, the study of the convergence of such procedure to an equilibrium has been first addressed
in [12], for a particular class of MFGs called potential MFGs. This analysis has then been extended in [20],
by assuming that the MFG is monotone, which means that agents have aversion to imitate the strategies of
other players. Under an analogous monotonicity assumption, we prove in Theorem 4 that the fictitious play
procedure converges also in the case of finite MFGs.
Our second contribution concerns the relation between continuous and finite MFGs. We consider here
a first order continuous MFG and we associate to it a family of finite MFGs defined on finite space/time
grids. By applying the results in [16], we know that for any fixed space/time grid the associated finite MFG
admits at least one solution. Moreover, any such solution induces a probability measure on the space of
strategies. Letting the grid length tend to zero, we prove that the aforementioned sequence of probability
measures is precompact and, hence, has at least one limit point. The main result of this article is given in
Theorem 4.1 and asserts that any such limit point is an equilibrium of the continuous MFG problem. To the
best of our knowledge, this is the first result relating the equilibria of continuous MFGs, introduced in [24],
with the equilibria of finite MFGs, introduced in [16]. Besides the theoretical interest of relating both MFG
problems, our result provides an implementable numerical algorithm to solve first order MFGs. Indeed,
given a MFG system of this type, with monotone couplings, the sequence of finite MFGs that approximate
it admit unique solutions, which can be computed using the fictitious play method presented in Section 3.
In this sense, our contribution improves the results in [13], which, to the best of our knowledge, is the only
work dealing with a fully-discrete approximation of first order MFGs. In that work, the convergence of a
semi-Lagrangian scheme for first order MFGs is shown under the assumption that the state dimension is
equal to one, while the convergence result in this article holds true independently of the dimension of the
state space. Moreover, differently from [13], the fictitious play method provides a convergent procedure to
solve rigorously the sequence of approximations of the continuous MFG system.
The article is organized as follows. In Section 2 we recall the finite MFG introduced in [16] and we state
our first assumption that ensures the existence of at least one equilibrium. In Section 3 we describe the
fictitious play procedure for the finite MFGs and prove its convergence under a monotonicity assumption on
the data. In Section 4 we introduce the first order continuous MFG under study, as well as the corresponding
space/time discretization and the associated finite MFGs. As the length of the space/time grid tends to
zero, we prove several asymptotic properties of the finite MFGs equilibria and we also prove our main result
in Theorem 4.1 showing their convergence to a solution of the continuous MFG problem. We end this paper
by providing some numerical tests showing how our results can be used in practice to approximate MFG
equilibria.
Acknowledgements: The first author acknowledges the support of the program ECOS/CONICYT
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financial support by the ANR project MFG ANR-16-CE40-0015-01 and the PEPS-INSMI Jeunes project
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2 The finite state and discrete time Mean Field Game problem
We begin this section by presenting the MFG problem introduced in [16] with finite state and discrete time.
Let S be a finite set, and let T = {0, . . . , N}. We denote by |S| the number of elements in S, and by
P(S) :=
{
m : S → [0, 1]
∣∣ ∑
x∈S
m(x) = 1
}
,
the simplex in R|S|, which is identified with the set of probability measures over S. We define now the notion
of transition kernel associated to S and T .
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Definition 2.1. We denote by KS,T the set of all maps P : S ×S × (T \ {N})→ [0, 1], called the transition
kernels, such that P (x, ·, k) ∈ P(S) for all x ∈ S and k ∈ T \ {N}.
Note that KS,T can be seen as a compact subset of R|S|×|S|×N . Given an initial distribution M0 ∈ P(S)
and P ∈ KS,T , the pair (M0, P ) induces a probability distribution over SN+1, with marginal distributions
given by
MM0P (x0, 0) := M0(x0), ∀ x0 ∈ S,
MM0P (xk, k) :=
∑
(x0,x1,...,xk−1)∈SkM0(x0)
∏k−1
k′=0 P (xk′ , xk′+1, tk′) ∀ k = 1, . . . , N, xk ∈ S,
(1)
or equivalently, written in a recursively form,
MM0P (x0, 0) := M0(x0), ∀ x0 ∈ S,
MM0P (xk, k) :=
∑
xk−1∈SM
M0
P (xk−1, k − 1)P (xk−1, xk, k − 1) ∀ k = 1, . . . , N, xk ∈ S.
(2)
Now, let c : S × S × P(S)× P(S)→ R, g : S × P(S)→ R, M : T → P(S) and define JM : KS,T → R as
JM (P ) :=
N−1∑
k=0
∑
x,y∈S
MM0P (x, k)P (x, y, k)cxy(P (x, k),M(k)) +
∑
x∈S
MM0P (x,N)g(x,M(N)),
where, for notational convenience, we have set cxy(·, ·) := c(x, y, ·, ·) and P (x, k) := P (x, ·, k) ∈ P(S). We
consider the following MFG problem: find P̂ ∈ KS,T such that
P̂ ∈ argminP∈KS,T JM (P ) with M = M
M0
P̂
. (MFGd)
In order to rewrite (MFGd) in a recursive form (as in [16]), given k = 0, . . . , N − 1, x ∈ S and P ∈ KS,T , we
define a probability distribution in SN−k+1 whose marginals are given by
Mx,kP (xk, k) := δx,xk , ∀ xk ∈ S,
Mx,kP (xk′ , k
′) :=
∑
xk′−1∈S
Mx,kP (xk′−1, k
′ − 1)P (xk′−1, xk′ , k′ − 1) ∀ k′ = k + 1, . . . , N, xk′ ∈ S,
where δx,xk := 1 if x = xk and δx,xk := 0, otherwise. Given M : T → P(S), we also set
Jx,kM (P ) :=
∑N−1
k′=k
∑
x,y∈SM
x,k
P (xk′ , k
′)P (x, y, k′)cxy(P (x, k
′),M(k′)) +
∑
x∈SM
x,k
P (x,N)g(x,M(N))
=
∑
y∈S P (x, y, k)
(
cxy(P (x, k),M(k)) + J
y,k+1
M (P )
)
.
Since for every M : T → P(S) the function
UM (x, k) := inf
P∈KS,T
Jx,kM (P ) ∀ k = 0, . . . , N − 1, x ∈ S, UM (x,N) := g(x,M(N)), ∀ x ∈ S,
satisfies the Dynamic Programming Principle (DPP),
UM (x, k) = inf
p∈P(S)
∑
y∈S
p(y) [cxy(p,M(k)) + UM (y, k + 1)] , ∀ k = 0, . . . , N − 1, x ∈ S, (3)
problem (MFGd) is equivalent to find U : S × T → R and M : T → P(S) such that
(i) U(x, k) =
∑
y∈S
P̂ (x, y, k)
[
cxy(P̂ (x, k),M(k)) + U(y, k + 1)
]
, ∀ k = 0, . . . , N − 1, x ∈ S,
(ii) M(x, k) =
∑
y∈S
M(y, k − 1)P̂ (y, x, k − 1), ∀ k = 1, . . . , N, x ∈ S,
(iii) U(x,N) = g(x,N), M(x, 0) = M0(x) ∀ x ∈ S,
(4)
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where P̂ ∈ KS,T satisfies
P̂ (x, ·, k) ∈ argminp∈P(S)
∑
y∈S
p(y) [cxy(p,M(k)) + U(y, k + 1)] , ∀ k = 0, . . . , N − 1, x ∈ S. (5)
As in [16], we will assume that
(H1) The following properties hold true:
(i) For every x ∈ S the functions g(x, ·) and P(S)×P(S) 3 (p,M) 7→
∑
y∈S p(y)cxy(p,M) are continuous.
(ii) For every U : S → R, M ∈ P(S) and x ∈ S, the optimization problem
inf
p∈P(S)
∑
y∈S
p(y) [cxy(p,M) + U(y)] , (6)
admits a unique solution p̂(x, ·) ∈ P(S).
Remark 2.1. (i) By using Brower’s fixed point theorem, it is proved in [16, Theorem 5] that under (H1),
problem (MFGd) admits at least one solution.
(ii) As a consequence of the DPP, we have that (H1)(ii) implies that for every M : T → P(S), problem
inf
P∈KS,T
JM (P )
admits a unique solution.
(iii) An example running cost cxy satisfying that P(S)×P(S) 3 (p,M) 7→
∑
y∈S p(y)cxy(p,M) is continuous
and (H1)(ii) is given by
cxy(p,M) := K(x, y,M) + ε log(p(y)) (7)
where ε > 0, K(x, y, ·) is continuous for all x, y ∈ S, with the convention that 0 log 0 = 0. This type of cost
has been already considered in [16], and, given x ∈ S, the unique solution of (6) is given by
p̂(x, y) =
exp (− [K(x, y,M) + U(y)] /ε)∑
y′∈S exp (− [K(x, y′,M) + U(y′)] /ε)
. (8)
In Section 4 we will consider this type of cost in order to approximate continuous MFGs by finite ones.
3 Fictitious play for the finite MFG system
Inspired by the fictitious play procedure introduced for continuous MFGs in [12, 20], we consider in this
section the convergence problem for the sequence of functions transition kernels Pn ∈ KS,T and marginal
distributions Mn : T → P(S) constructed as follows: given M1 : T → P(S) arbitrary, set M̄1 = M1 and, for
n ≥ 1, define
Pn := argminP∈KS,T JM̄n(P ),
Mn+1(·, k) := MM0Pn (·, k), ∀ k = 0, . . . , N,
M̄n+1(·, k) := nn+1M̄n(·, k) +
1
n+1Mn+1(·, k), ∀ k = 0, . . . , N,
(9)
where we recall that M0 is given and for P ∈ KS,T , the function MM0P : S × T → [0, 1] is defined by (1) (or
recursively by (2)). Note that by Remark 2.1(ii), the sequences (Pn) and (Mn) are well defined under (H1).
The main object of this section is to show that, under suitable conditions, the sequence (Pn) converges to
a solution P̂ to (MFGd) and (Mn) converges to M
M0
P̂
, i.e. the marginal distributions at the equilibrium. In
practice, in order to compute Mn+1 from M̄n, we find first Pn backwards in time by using the DPP expression
for UM̄n in (3) and then we compute Mn+1 forward in time by using (2). Notice that both computations are
explicit in time.
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3.1 Generalized fictitious play
For the sake of simplicity, we present here an abstract framework that will allow us to prove the convergence
of the sequence constructed in (9). We begin by introducing some notations that will be also used in Section 4.
Let X and Y be two Polish spaces and Ψ : X → Y be a Borel measurable function. Given a Borel probability
measure µ on X , we denote by Ψ]µ the probability measure on Y defined by Ψ]µ(A) := µ(Ψ−1(A)) for all
A ∈ B(Y). Denoting by P(X ) the set of Borel probability measures on X and by d the metric on X , we set
Pp(X ) for the subset of P(X ) consisting on measures µ such that
∫
X d(x, x0)
pdµ(x) < +∞ for some x0 ∈ X .
For µ1, µ2 ∈ Pp(X ) define
Π(µ1, µ2) := { µ ∈ P(X × X )
∣∣ π1]µ = µ1 and π2]µ = µ2},
where π1, π2 : X ×X → R, are defined by πi(x1, x2) := xi for i = 1, 2. Endowed with the Monge-Kantorovic
metric
dp(µ1, µ2) = inf
µ∈Π(µ1,µ2)
(∫
X×X
d(x, y)p dµ(x, y)
)1/p
,
the set Pp(X ) is shown to be a Polish space (see e.g. [1, Proposition 7.1.5]). Let us recall that d1 corresponds
to the Kantorovic-Rubinstein metric, i.e.
d1(µ1, µ2) = sup
{∫
X
f(x)d(µ1 − µ2)(x) ; f ∈ Lip1(Rd)
}
, (10)
where Lip1(X ) denotes the set of Lipschitz functions defined in X with Lipschitz constant less or equal than
1 (see e.g. [26]).
Let C ⊆ X be a compact set. Then, by definition, P(C) = Pp(C) for all p ≥ 1, and dp metricizes the
weak convergence of probability measures on C (see e.g. [1, Proposition 7.1.5]). Moreover, the set P(C) is
compact.
Now, let F : C × P(C) → R be a given continuous function. Given x1 ∈ C set η̄1 := δx1 , the Dirac mass
at x1, and for n ≥ 1 define:
xn+1 ∈ argminx∈CF (x, η̄n), η̄n+1 =
1
n+ 1
n+1∑
k=1
δxk =
n
n+ 1
η̄n +
1
n+ 1
δxn+1 . (11)
We consider now the convergence problem of the sequence (η̄n) to some η̃ ∈ P(C) satisfying that
supp(η̃) ⊆ argminx∈CF (x, η̃), (12)
where supp(η̃) denotes the support of the measure η̃. We call such η̃ an equilibrium and its existence can be
easily proved by using Fan’s fixed point theorem.
We will prove the convergence of (η̃n) under a monotonicity and unique minimizer condition for F .
Definition 3.1 (Monotonicity). The function F is called monotone, if∫
C
(F (x, µ1)− F (x, µ2)) d(µ1 − µ2)(x) ≥ 0, ∀ µ1, µ2 ∈ P(C), µ1 6= µ2. (13)
Moreover, F is called strictly monotone if the inequality in (13) is strict.
Definition 3.2 (Unique minimizer condition). The function F satisfies the unique minimizer condition if
for every η ∈ P(C) the optimization problem infx∈C F (x, η) admits a unique solution.
The following remark states some elementary consequence of the previous definitions.
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Remark 3.1. (i) If the unique minimizer condition holds then any equilibrium must be a Dirac mass.
Moreover, the application P(C) 3 η 7→ xη := argminx∈CF (x, η) ∈ C is well defined and uniformly continuous.
(ii) If F is monotone and the unique minimizer condition holds then the equilibrium must be unique. Indeed,
suppose that there are two different equilibria η̃ = δx̃ and η̃
′ = δx̃′ . Then, by the unique minimizer condition,
F (x̃, δx̃) < F (x̃
′, δx̃), and F (x̃
′, δx̃′) < F (x̃, δx̃′).
This gives
∫
C (F (x, δx̃)− F (x, δx̃′)) d(δx̃ − δx̃′)(x) < 0, which contradicts the monotonicity assumption.
Arguing as in [9, Proposition 2.9]), it is easy to see that uniqueness of the equilibrium also holds if F is
strictly monotone but does not necessarily satisfy the unique minimizer condition.
Theorem 3.1. Assume that
(i) F is monotone and satisfies the unique minimizer condition.
(ii) F is Lipschitz, when P(C) is endowed with the distance d1, and there exists C > 0 such that
|F (x1, η1)− F (x1, η2)− F (x2, η1) + F (x2, η2)| ≤ C |x1 − x2|d1(η1, η2), (14)
for all x1, x2 ∈ C, and µ1, µ2 ∈ P(C)
Then, there exists x̃ ∈ C such that η̃ = δx̃ is the unique equilibrium and the sequence (xn, η̄n) defined by (11)
converges to (x̃, δx̃).
Before we prove the theorem, let us recall a preliminary result (see [20]).
Lemma 3.1. Consider a sequence of real numbers (φn) such that lim infn→∞ φn ≥ 0. If there exists a real
sequence (εn) such that limn→∞ εn = 0 and
φn+1 − φn ≤ −
1
n+ 1
φn +
εn
n
, ∀ n ∈ N,
then limn→∞ φn = 0.
Proof. Let bn = nφn for every n ∈ N. We have
bn+1
n+ 1
− bn
n
≤ − bn
n(n+ 1)
+
εn
n
, ∀ n ∈ N,
which implies that bn+1 ≤ bn + (n+ 1)εn/n ≤ bn + 2|εn|. Then, we get bn ≤ b1 + 2
∑n−1
i=1 |εi| and, hence,
0 ≤ lim inf
n→∞
φn ≤ lim sup
n→∞
φn ≤ lim
n→∞
b1 + 2
∑n−1
i=1 |εi|
n
= 0,
from which the result follows.
Proof of Theorem 3.1. Let us define the real sequence (φn) as
φn :=
∫
C
F (x, η̄n)dη̄n(x)− F (xn+1, η̄n).
We claim that φn → 0. Assuming that the claim is true, then any limit point (x̃, η̃) of (xn+1, η̄n) satisfies
F (x̃, η̃) ≤ F (x, η̃) ∀ x ∈ C, and F (x̃, η̃) =
∫
C
F (x, η̃)dη̃(x),
which implies that η̃ satisfies (12), i.e. η̃ is an equilibrium. Using that F is monotone and Remark 3.1(ii),
the assertions on the theorem follows.
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Thus, it remains to show that φn → 0, which will be proved with the help of Lemma 3.1. By definition
of xn+1 we have that φn ≥ 0. Let us write φn+1 − φn = A+B, where
A =
∫
C
F (x, η̄n+1) dη̄n+1(x)−
∫
C
F (x, η̄n) dη̄n(x), B = F (xn+1, η̄n)− F (xn+2, η̄n+1).
We have
B ≤ F (xn+2, η̄n)− F (xn+2, η̄n+1)
≤ F (xn+1, η̄n)− F (xn+1, η̄n+1) + C|xn+2 − xn+1|d1(η̄n, η̄n+1)
≤ F (xn+1, η̄n)− F (xn+1, η̄n+1) +
C
n+ 1
|xn+2 − xn+1|d1(δxn+1 , η̄n),
(15)
where we have used (14) to pass from the first to the second inequality and (10) from the second to the third
inequality. Similarly, using (11) and that F is Lipschitz,
A =
∫
C
(F (x, η̄n+1)− F (x, η̄n)) dη̄n(x) +
1
n+ 1
[
F (xn+1, η̄n+1)−
∫
C
F (x, η̄n+1) dη̄n(x)
]
≤
∫
C
(F (x, η̄n+1)− F (x, η̄n)) dη̄n(x) +
1
n+ 1
[
F (xn+1, η̄n)−
∫
C
F (x, η̄n) dη̄n(x)
]
+
C
n+ 1
d1(η̄n, η̄n+1)
≤
∫
C
(F (x, η̄n+1)− F (x, η̄n)) dη̄n(x)−
1
n+ 1
φn +
C
(n+ 1)2
d1(η̄n, δxn+1).
(16)
On the other hand, the second relation in (11) yields −(n+ 1)(η̄n+1 − η̄n) = η̄n − δxn+1 . Therefore,
F (xn+1, η̄n)− F (xn+1, η̄n+1) +
∫
C
(F (x, η̄n+1)− F (x, η̄n)) dη̄n(x) =
−(n+ 1)
∫
C
(F (x, η̄n+1)− F (x, η̄n)) d(η̄n+1 − η̄n)(x) ≤ 0,
(17)
by the monotonicity condition of F . From estimates (15)-(16) and inequality (17) we deduce that
φn+1 − φn ≤ −
1
n+ 1
φn +
C
n+ 1
d1(δxn+1 , η̄n)
(
1
n+ 1
+ |xn+2 − xn+1|
)
. (18)
Using that P(C) is compact (and so bounded in d1), we get that
φn+1 − φn ≤ −
1
n+ 1
φn +
εn
n
,
where εn := C
′( 1n+1 + |xn+2 − xn+1|), with C
′ > 0 and independent of n. Remark 3.1 implies that |xn+2 −
xn+1| → 0 as n → ∞ (because d1(η̄n, η̄n+1) = d1(η̄n, δxn+1)/(n + 1) → 0). Thus, εn → 0 and the result
follows from Lemma 3.1.
3.2 Convergence of the fictitious play for finite MFG
In this section, we apply the abstract result in Theorem 3.1 to the finite MFG problem (MFGd). Under the
notations of Section 2, in what follows, will assume that cxy(·, ·) has a separable form. Namely,
cxy(p,M) = K(x, y, p) + f(x,M), ∀ x, y ∈ S, p, M ∈ P(S), (19)
where K : S × S × P(S) → R and f : S × P(S) → R are given. In order to write (MFGd) as a particular
instance of (12), given η ∈ P(KS,T ) we define Mη := T → P(S) and F : KS,T × P(KS,T )→ R as
Mη(k) :=
∫
KS,T
MM0P (k) dη(P ), ∀ k = 0, . . . , N, and F (P, η) := JMη (P ). (20)
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Under assumption (H1), we have that F is continuous and satisfies the unique minimizer condition in
Definition 3.2. Therefore, by Remark 3.1(i), associated to any equilibrium η ∈ P(KS,T ) for F , i.e. η satisfies
(12) with C = KS,T , there exists Pη ∈ KS,T such that η = δPη , from which we get that Pη solves (MFGd).
Conversely, for any solution P to (MFGd) we can associate the measure ηP := δP , which solves (11). An
analogous argument shows that the fictitious play procedures (9) and (11) are equivalent.
We consider now some assumptions on the data of the finite MFG problem that will ensure the validity
of assumptions (i)-(ii) for F in Theorem 3.1.
(H2) We assume that
(i) f and g are monotone, in the sense that setting h = f , g, we have∑
x∈S
(h(x,M)− h(x,M ′)) (M(x)−M ′(x)) ≥ 0 ∀M, M ′ ∈ P(S).
(ii) f and g are Lipschitz with respect to their second argument.
The following result is a straightforward consequence of the definitions.
Lemma 3.2. If f and g are monotone, then F is monotone in sense of Definition 3.1.
Proof. For any two distributions η, η′ ∈ P(C) we want to show
∫
C (F (P, η)− F (P, η
′)) d(η − η′)(P ) ≥ 0. By
using the exact form of the cost function F by equation (20) and taking into account the separable form of
the running cost (19), we have:
F (P, η)− F (P, η′) =
N−1∑
k=0
∑
x∈S
MM0P (x, k) [f(x,Mη(k))− f(x,Mη′(k))]
+
∑
x∈S
MM0P (x,N) [g(x,Mη(N))− g(x,Mη′(N))] .
Thus,∫
KS,T
(
F (P, η) − F (P, η′)
)
d(η − η′)(P ) =
N−1∑
k=0
∑
x∈S
[f(x,Mη(k)) − f(x,Mη′(k))]
∫
KS,T
MM0P (x, k) d(η − η
′)(P )
+
∑
x∈S
[g(x,Mη(N)) − g(x,Mη′(N))]
∫
KS,T
MM0P (x,N) d(η − η
′)(P )
=
N−1∑
k=0
∑
x∈S
[f(x,Mη(k)) − f(x,Mη′(k))] (Mη(x, k) −Mη′(x, k))
+
∑
x∈S
[g(x,Mη(N)) − g(x,Mη′(N))] (Mη(x,N) −Mη′(x,N)) ≥ 0,
where the inequality above follows from from the monotonicity of f and g.
By Remark 3.1 we directly deduce the following result.
Proposition 3.1. If (H1) and (H2)(i) hold, then the finite MFG (MFGd) has a unique equilibrium.
Remark 3.2. The previous result slightly improves [16, Theorem 6], where the uniqueness of the equilibrium
is proved under a stronger strict monotonicity assumption on f and g.
In order to check assumption (ii) in Theorem 3.1, we need first a preliminary result.
Lemma 3.3. There exists a constant C > 0 such that
|MM0P (k)−M
M0
P ′ (k)| ≤ C|P − P
′|∞ ∀ P, P ′ ∈ KS,T , k = 0, . . . , N. (21)
In particular,
|Mη(k)−Mη′(k)| ≤ Cd1(η, η′) ∀ η, η′ ∈ P(KS,T ), k = 0, . . . , N. (22)
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Proof. For any k = 0, . . . , N − 1 and x ∈ S we have
MM0P (x, k + 1)−M
M0
P ′ (x, k + 1) =
∑
y∈S
MM0P (y, k)P (y, x, k)−
∑
y∈S
MM0P ′ (y, k)P
′(y, x, k)
≤
∑
y∈S
MM0P (y, k)(P (y, x, k)− P
′(y, x, k))
+ |MM0P (k)−M
M0
P ′ (k)|∞
∑
y∈S
P ′(y, x, tk)
≤ |P − P ′|∞ + |S||MM0P (k)−M
M0
P ′ (k)|∞,
(23)
where we have used that
∑
y∈SM
M0
P (y, k) = 1. Using that M
M0
P (0) = M
M0
P ′ (0) = M0, inequality (21) follows
by applying (23) recursively. Now, given µ ∈ Π(η, η′), i.e. µ ∈ P(KS,T × KS,T ) with marginals given by η
and η′, we have
|Mη(k)−Mη′(k)| =
∣∣∣∫KS,T MM0P (k) dη(P )− ∫KS,T MM0P ′ (k) dη′(P ′)∣∣∣
=
∣∣∣∫KS,T ×KS,T (MM0P (k)−MM0P ′ (k)) dµ(P, P ′)∣∣∣
≤ C
∫
KS,T×KS,T |P − P
′|∞ dµ(P, P ′).
Inequality (22) follows by taking the infimum over µ ∈ Π(η, η′).
Lemma 3.4. Assume that (H2)(ii) holds. Then, there exists C > 0 such that
|F (P, η)− F (P, η′)− F (P ′, η) + F (P ′, η′)| ≤ C |P − P ′|∞d1(η, η′),
|F (P, η)− F (P, η′)| ≤ Cd1(η, η′),
(24)
for all P , P ′ ∈ KS,T and η, η′ ∈ P(KS,T ).
Proof. Let us first prove the second relation in (24). By (H2)(ii) and Lemma 3.3 we can write |F (P, η) −
F (P, η′)| ≤ A+B with
A :=
N−1∑
k=0
∑
x∈S
MM0P (x, k)|f(x,Mη(k))− f(x,Mη′(k))| ≤ c
N−1∑
k=0
∑
x∈S
MM0P (x, k) d1(η, η
′) = cNd1(η, η
′),
and
B :=
∑
x∈S
MM0P (x,N)|g(x,Mη(N))− g(x,Mη′(N))| ≤ c
∑
x∈S
MM0P (x,N) d1(η, η
′) = cd1(η, η
′),
for some c > 0. Thus, the second estimate in (24) follows. In order to prove the first relation in (24), let us
write |F (P, η)− F (P, η′)− F (P ′, η) + F (P ′, η′)| ≤ A′ +B′ with
A′ :=
N−1∑
k=0
∑
x∈S
|MP (x, k)−MP ′(x, k)| |f(x,Mη(k)))− f(x,Mη′(k))| ≤ CN |S||P − P ′|∞d1(η, η′),
B′ :=
∑
x∈S
|MP (x,N)−MP ′(x,N)| |g(x,Mη(N)))− g(x,Mη′(N))| ≤ C|S||P − P ′|∞d1(η, η′).
The result follows.
By combining Lemma 3.2, Lemma 3.4 and Theorem 3.1, we get the following convergence result.
Theorem 3.2. Assume (H1) and (H2) and let (Pn,Mn, M̄n) be the sequence generated in the fictitious
play procedure (9). Then, (Pn,Mn, M̄n)→ (P̂ ,MM0P̂ ,M
M0
P̂
), where P̂ is the unique solution to (MFGd).
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4 First order MFG as limits of finite MFG
In this section we consider a relaxed first order MFG problem in continuous time and with a continuum of
states. We define a natural finite MFG associated to a discretization of the space and time variables. We
address our second main question in this work, which is the convergence of the solutions of finite MFGs to
solutions of continuous MFGs when the discretization parameters tend to zero.
In order to introduce the MFG problem, we need first to introduce some definitions. Let us define
Γ := C([0, T ];Rd) and given m0 ∈ P(Rd), called the initial distribution, let
Pm0(Γ) = {η ∈ P(Γ) ; e0]η = m0} ,
where, for each t ∈ [0, T ], the function et : Γ → Rd is defined by et(γ) = γ(t). Let ` : Rd → R and f ,
g : Rd × P1(Rd) → R. Given m ∈ C([0, T ];P1(Rd)) and q ∈ (1,+∞), we consider the following family of
variational problems, parametrized by the initial condition,
inf
{∫ T
0
[`(γ̇(t)) + f(γ(t),m(t))] dt+ g(γ(T ),m(T ))
∣∣ γ ∈W 1,q([0, T ];Rd), γ(0) = x} , x ∈ Rd. (25)
Definition 4.1. We call ξ∗ ∈ Pm0(Γ) a MFG equilibrium for (25) if [0, T ] 3 t 7→ et]ξ∗ belongs to
C([0, T ];P1(Rd)) and ξ∗-almost every γ solves the optimal control problem in (25) with x = γ(0) and
m(t) = et]ξ
∗ for all t ∈ [0, T ].
Assuming that the cost functional of the optimal control problem in (25) is meaningful, which is ensured
by the conditions on `, f and g in assumption (H3) below, the interpretation of a MFG equilibrium is as
follows: the measure ξ∗ is an equilibrium if it only charges trajectories in Rd, distributed as m0 at the initial
time, minimizing a cost depending on the collection of time marginals of ξ∗ in [0, T ].
Remark 4.1. Usually, see e.g. [24] and [9], a first order MFG equilibrium is presented in the form of
a system of PDEs consisting in a HJB equation, modelling the fact that a typical agent solves an optimal
control problem, which depends on the marginal distributions of the agents at each time t ∈ [0, T ], coupled
with a continuity equation, describing the evolution of the aforementioned marginal distributions if the agents
follow the optimal dynamics. The definition of equilibrium that we adopted in this work corresponds to a
relaxation of the PDE notion of equilibrium, and has been used, for instance, in [12], [5, Section 3] and,
recently, in [7].
Throughout this section, we will suppose that the following assumption holds.
(H3)(i) The function ` is continuous and there exist constants ` > 0, ` > 0 and C` > 0 such that
`|α|q − C` ≤ `(α) ≤ `|α|q + C` ∀ α ∈ Rd. (26)
(ii) For h = f , g we have that h is continuous, h(·,m) is C1, for every m ∈ P1(Rd), and there exists C > 0
such that
sup
m∈P1(Rd)
{‖h(·,m)‖∞ + ‖Dxh(·,m)‖∞} ≤ C. (27)
(iii) The initial distribution m0 ∈ P(Rd) has a compact support.
Now we will focus on a particular class of finite MFGs and relate their solutions, asymptotically, with the
MFG equilibria for (25). Let (Nsn) and (N
t
n) be two sequences of natural numbers such that limn→∞N
s
n =
limn→∞N
t
n = +∞ and let (εn) be a sequence of positive real numbers such that limn→∞ εn = 0. Define
∆xn := 1/N
s
n and ∆tn := T/N
t
n. For a fixed n ∈ N, consider the discrete state set Sn and the discrete time
set Tn defined as
Sn :=
{
xi := i∆xn | i ∈ Zd, |i|∞ ≤ (Nsn)2
}
⊆ Rd,
Tn := {tk := k∆tn | k = 0, . . . , N tn} ⊆ [0, T ].
(28)
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Let us also define the (non positive) entropy function En : P(Sn)→ R by
En(p) =
∑
x∈Sn
p(x) log(p(x)) ∀ p ∈ P(Sn),
with the convention that 0 log 0 = 0. For every x ∈ Sn set Enx :=
{
x′ ∈ Rd | |x′ − x|∞ ≤ ∆xn/2
}
. Since we
will be interested in the asymptotic as n→∞, we can assume, without loss of generality, that m0(∂Enx ) = 0
for all x ∈ Sn. Similarly, by (H3)(iii), we can assume that the support of m0 will be contained in ∪x∈SnEnx .
Based on these considerations, setting
Mn,0(x) := m0(E
n
x ) ∀ x ∈ Sn,
we have that Mn,0 ∈ P(Sn). We consider the finite MFG, written in a recursive form (see (4)),
(i) Un(x, tk) = minp∈P(Sn)
{∑
y∈Sn p(y)
[
∆tn`
(
y−x
∆tn
)
+ Un(y, tk+1)
]
+ εnEn(p)
}
+∆tnf(x,Mn(tk)) ∀ x ∈ Sn, 0 ≤ k < N tn,
(ii) Mn(y, tk+1) =
∑
x∈Sn P̂n(x, y, tk)Mn(x, tk) ∀ y ∈ Sn, 0 ≤ k < N
t
n,
(iii) Mn(x, 0) = Mn,0(x), Un(x, T ) = g(x,Mn(T )) ∀ x ∈ Sn,
(29)
where for all x ∈ Sn, 0 ≤ k ≤ N tn − 1, P̂n(x, ·, tk) ∈ P(Sn) is given by
P̂n(x, ·, tk) = argminp∈P(Sn)
∑
y∈Sn
p(y)
[
∆tn`
(
y − x
∆tn
)
+ Un(y, tk+1)
]
+ εnEn(p)
 , (30)
and, by notational convenience, every p ∈ P(Sn) is identified with
∑
x∈Sn p(x)δx ∈ P1(R
d). Note that system
(29) is a particular case of (4), with
cxy(p,M) := ∆tn
[
`
(
y − x
∆tn
)
+ f(x,M)
]
+ εn log(p(y)).
Remark 4.2. The positive parameter εn and the entropy term En are introduced in (29) in order to ensure
that P̂n is well-defined, and so that assumption (H1) for system (29) is satisfied in this case. In particular,
Remark 2.1 ensures the existence of at least one solution (Un,Mn) of (29), with associated transition kernel
P̂n given by (30).
In order to study the asymptotic behaviour of (Un,Mn, P̂n), let us first introduce some useful notations.
We set Kn := KSn,Tn (see Definition 2.1) and, given x ∈ Sn and t ∈ Tn, we denote by Γ
Sn,Tn
x,t ⊆ Γt the set of
continuous functions γ : [t, T ] → Rd such that γ(t) = x and, for each 1 ≤ k ≤ m, with tk ∈ Tn ∩ (t, T ], we
have that γ(tk) ∈ Sn and the restriction of γ to the interval [tk−1, tk] is affine. Given P ∈ Kn let us define
ξx,t,nP ∈ P(Γt) by
ξx,t,nP :=
∑
γ∈ΓSn,Tnx,t
px,t,nP (γ)δγ , where p
x,t,n
P (γ) :=
∏
tk∈Tn∩[t,T ]
P (γ(tk), γ(tk+1), tk). (31)
For a given Borel measurable function L : Γt → R and ξ ∈ P(Γt) we will denote Eξ(L) :=
∫
Γt
L(γ)dξ(γ),
provided that the integral is well-defined. Using these notations, expression (29)(i) is equivalent to
Un(x, tk) = minP∈Kn
{
E
ξ
x,tk,n
P
(
∆tn
∑Ntn−1
k′=k
[
`
(
γ(tk′+1)−γ(tk′ )
∆tn
)
+ f(γ(tk′),Mn(tk′))
])
+E
ξ
x,tk,n
P
(g(γ(T ),Mn(T ))) + εnEξx,tk,nP
(∑Ntn−1
k′=k logP (γ(tk′), γ(tk′+1), tk′)
)}
,
(32)
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for all x ∈ Sn and k = 0, . . . , N tn − 1. For latter use, note that since the support of ξ
x,tk,n
P is contained in
ΓSn,Tnx,tk , for ξ
x,tk,n
P almost every γ ∈ Γt we have that γ̇(t) = (γ(tk′+1)−γ(tk′))/∆tn for every k′ = k, . . . , N tn−1
and t ∈ (tk′ , tk′+1), and, hence,
E
ξ
x,tk,n
P
(
∆tn`
(
γ(tk′+1)− γ(tk′)
∆tn
))
= E
ξ
x,tk,n
P
(∫ tk′+1
tk′
` (γ̇(t)) dt
)
. (33)
Finally, let us define ξn ∈ P(Γ) by
ξn :=
∑
x∈S
Mn,0(x) ξ
x,0,n
P̂n
. (34)
Notice that, by definition, Mn(t) = et]ξn for all t ∈ Tn. We extend Mn : Tn → P1(Rd) to Mn : [0, T ] →
P1(Rd) via the formula
Mn(t) := et]ξn for all t ∈ [0, T ]. (35)
4.1 Convergence analysis
We now study the limit behaviour of the solutions (Un,Mn) in (29), and of the associated sequence (ξn), as
n→∞. We will need the following preliminary result.
Lemma 4.1. Suppose that εn = O
(
1
Ntn log(N
s
n)
)
. Then, there exists C > 0, independent of n, such that
sup
x∈Sn, t∈Tn
|Un(x, t)| ≤ C, (36)
Eξn
(∫ T
0
|γ̇(t)|qdt
)
≤ C. (37)
Proof. Let us first prove (36). Since the cardinality of Sn is equal to (2(Nsn)2 + 1)d, we have that(
1
(2(Nsn)
2 + 1)d
, . . . ,
1
(2(Nsn)
2 + 1)d
)
= argmin
{∑
x∈Sn
px log px ; p ∈ P(Sn)
}
.
Hence, our assumption over εn implies the existence of Ĉ > 0, independent of n, such that for all x ∈ Rd,
t = tk (k = 0, . . . , N
t
n − 1), we have∣∣∣∣∣∣εnEξx,t,nP
Ntn−1∑
k′=k
∑
y∈Sn
P (γ(tk′), y, tk′) logP (γ(tk′), y, tk′)
∣∣∣∣∣∣ ≤ Ĉ ∀ P ∈ Kn. (38)
Thus, the lower bound is a direct consequence of the lower bounds for ` in (26) and for f and g in (27). In
order to obtain the upper bound, choose P ∈ Kn in the right hand side of (32) such that P (x, x, tk′) = 1 for
all k′ = k, . . . , N tn − 1. The bounds in (26)-(27) imply that
Un(x, tk) ≤ (C + C`) (T + 1) ,
and so (36) follows. Finally, by the lower bound in (26), the definition of ξn, expression (32), estimate (36),
with t = 0, and (27) we have the existence of C > 0, independent of n, such that
Eξn
(∫ T
0
|γ̇(t)|qdt
)
= Eξn
(
∆tn
∑Ntn−1
k=0
∣∣∣γ(tk+1)−γ(tk)∆tn ∣∣∣q)
≤ Eξn
(
∆tn
`
∑Ntn−1
k=0 `
(
γ(tk+1)−γ(tk)
∆tn
)
+ C`T`
)
≤ C.
(39)
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In the proof of the next result, and in the remainder of this article, we set q′ := q/(q − 1).
Lemma 4.2. Let C > 0. Then the set
ΓC :=
{
γ ∈W 1,q([0, T ];Rd) | |γ(0)| ≤ C and
∫ T
0
|γ̇(t)|qdt ≤ C
}
,
is a compact subset of Γ.
Proof. Let (γn) be a sequence in ΓC . Then, for all 0 ≤ s ≤ t ≤ T , Hölder’s inequality yields
|γn(t)− γn(s)| ≤
∫ t
s
|γ̇n(t′)|dt′ ≤ C1/q(t− s)1/q
′
. (40)
Thus,
|γn(t)| ≤ |γn(0)|+ |γn(t)− γn(0)| ≤ C + C1/qT 1/q
′
. (41)
As a consequence of (40)-(41) and the Arzelà-Ascoli theorem we have existence of γ ∈ Γ such that, up to some
subsequence, γn → γ uniformly in [0, T ]. Moreover, since γ̇n is bounded in Lq((0, T );Rd) and the function
Lq((0, T );Rd) 3 z 7→
∫ T
0
|z(t)|qdt ∈ R is convex and continuous, and hence, weakly lower semicontinuous, we
have the existence of z̄ ∈ Lq((0, T );Rd) such that, up to some subsequence, γ̇n → z̄ weakly in Lq((0, T );Rd)
and
∫ T
0
|z̄(t)|qdt ≤ lim infn→∞
∫ T
0
|γ̇n(t)|qdt ≤ C. By passing to the limit in the equality
γn(t) = γn(0) +
∫ t
0
γ̇n(s)ds ∀ t ∈ [0, T ],
we get that
γ(t) = γ(0) +
∫ t
0
z̄(s)ds ∀ t ∈ [0, T ],
and, hence, γ ∈ W 1,q([0, T ];Rd), with γ̇ = z̄ a.e. in [0, T ], |γ(0)| ≤ C and
∫ T
0
|γ̇(t)|qdt ≤ C. Therefore,
γ ∈ ΓC and, hence, the set ΓC is compact.
As a consequence of the previous results we easily obtain a compactness property for the sequence (ξn).
Proposition 4.1. Suppose that εn = O
(
1
Ntn log(N
s
n)
)
. Then, the sequence (ξn) is a relatively compact subset
of P(Γ) endowed with the topology of narrow convergence.
Proof. By Prokhorov’s theorem it suffices to show that (ξn) is tight, i.e. we need to prove that for every
ε > 0 there exists a compact set Kε ⊆ Γ such that supn∈N ξn(Γ \Kε) ≤ ε. Given ε > 0, the bound (39) and
the Markov’s inequality yield
ξn
({
γ ∈ Γ
∣∣ γ ∈W 1,q((0, T );Rd) and ∫ T
0
|γ̇(t)|qdt > C
ε
})
≤ ε ∀ n ∈ N. (42)
On the other hand, by (H3)(iii), there exists c0 > 0 such that for ξn-almost every γ ∈ Γ we have |γ(0)| ≤ c0.
By Lemma 4.2 and (42), the set Kε := ΓCε with Cε := max{c0, C/ε}, satisfies the required properties.
Now, we study the compactness of the collection of marginal laws, with respect to the time variables, in
the space C([0, T ];P1(Rd)).
Proposition 4.2. Suppose that εn = O
(
1
Ntn log(N
s
n)
)
. Then, there exists C > 0 such that∫
Rd
|x|qdMn(t)(x) = Eξn (|γ(t)|q) ≤ C ∀ t ∈ [0, T ], (43)
d1(Mn(t),Mn(s)) ≤ C|t− s|1/q
′
∀ t, s ∈ [0, T ], (44)
for all n ∈ N. As a consequence, Mn ∈ C([0, T ];P1(Rd)) for all n ∈ N and the sequence (Mn) is a relatively
compact subset of C([0, T ],P1(Rd)).
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Proof. By definition, for all t ∈ [0, T ] we have that
Eξn (|γ(t)|q) ≤ 2q−1Eξn
(
|γ(0)|q + T q/q
′
∫ T
0
|γ̇(t)|q dt
)
≤ C, (45)
for some constant C > 0, independent of n. In the second inequality above we have used that m0 has
compact support and (39). This proves (43). In order to prove (44), by definition of d1, we have that
d1(Mn(t),Mn(s)) ≤ dq(Mn(t),Mn(s)) and, setting ρn := (et, es)]ξn ∈ P(Rd × Rd),
dqq(Mn(t),Mn(s)) ≤
∫
Rd×Rd
|x− y|qdρn(x, y) =
∫
Γ
|γ(t)− γ(s)|q dξn(γ)
≤ |t− s|q/q
′
∫
Γ
∫ T
0
|γ̇(t)|qdt dξn(γ) = |t− s|q/q
′
Eξn
(∫ T
0
|γ̇(t)|qdt
)
≤ C|t− s|q/q
′
,
from which (44) follows.
Finally, relation (43) implies that for all t ∈ [0, T ] the set {Mn(t) ; n ∈ N} is relatively compact in P1(Rd)
(see [1, Proposition 7.1.5]) and (44) implies that the family (Mn) is equicontinuous in C([0, T ];P1(Rd)).
Therefore, the last assertion in the statement of the proposition follows from the Arzelà-Ascoli theorem.
Suppose that εn = O (1/ (N
t
n log(N
s
n))) and let ξ
∗ ∈ P(Γ) be a limit point of (ξn) (by Proposition 4.1 there
exists at least one) and, for notational convenience, we still label by n ∈ N a subsequence of (ξn) narrowly
converging to ξ∗. By Proposition 4.2, we have that (Mn) converges to m(·) := e(·)]ξ∗ in C([0, T ];P1(Rd)). We
now examine the limit behaviour of the corresponding optimal discrete costs (Un). Defining the Hamiltonian
H : Rd → R by
H(z) := sup
z′∈Rd
{−z · z′ − `(z′)} ∀ z ∈ Rd, (46)
and assuming that εn = o (1/ (N
t
n log(N
s
n))), in Proposition 4.3 we prove that (Un) converges, in a suitable
sense, to a viscosity solution of
−∂tu+H(∇u) = f(x,m(t)) x ∈ Rd, t ∈ (0, T ),
u(x, T ) = g(x,m(T )) x ∈ Rd.
(47)
Classical results imply that under (H3)(i)-(ii) equation (47) admits at most one viscosity solution (see e.g.
[14, Theorem 2.1]). In [3, Proposition 1.3 and Remark 1.1] the existence of a viscosity solution u is proved,
as well the following representation formula: for all (x, t) ∈ Rd × (0, T )
u(x, t) = inf
{∫ T
t
[`(γ̇(s)) + f(γ(s),m(s))] ds+ g(γ(T ),m(T ))
∣∣ γ ∈W 1,q([0, T ];Rd), γ(t) = x} . (48)
Standard arguments using (48) show that u is continuous in Rd × [0, T ] (see e.g. [3, Theorem 2.1]).
Remark 4.3. Definition 4.1 can thus be rephrased as follows: ξ∗ ∈ Pm0(Γ) is a MFG equilibrium for (25)
if [0, T ] 3 t 7→ m(t) := et]ξ∗ belongs to C([0, T ];P1(Rd)) and for ξ∗-almost all γ we have that
u(γ(0), 0) =
∫ T
0
[`(γ̇(t)) + f(γ(t),m(t))] dt+ g(γ(T ),m(T )), (49)
where u is the unique viscosity solution to (47).
In order to prove the convergence of Un to u, we will need the following auxiliary functions
U∗(x, t) := lim sup
n→∞
Sn3y→x
Tn3s→t
Un(y, s), U∗(x, t) := lim infn→∞
Sn3y→x
Tn3s→t
Un(y, s) ∀ x ∈ Rd, t ∈ [0, T ]. (50)
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By Lemma 4.1, the functions U∗ and U∗ are well defined if εn = O (1/(N
t
n log(N
s
n))). In some of the next
results, we will need to assume a stronger hypothesis on εn, namely εn = o (1/(N
t
n log(N
s
n))), which will
allow us to eliminate the entropy term in the limit.
Before proving the convergence of the value functions, we will need a preliminary result.
Lemma 4.3. Assume that εn = O
(
1
Ntn log(N
s
n)
)
. Then,
(i) U∗ and U∗ are upper and lower semicontinuous, respectively.
(ii) If in addition, εn = o
(
1
Ntn log(N
s
n)
)
, we have that U∗(x, T ) = U∗(x, T ) = g(x,m(T )) for all x ∈ Rd.
Proof. The proof of assertion (i) is the same than the proof of [2, Chapter V, Lemma 1.5]. Let us prove
(ii). For n ∈ N, let xn ∈ Sn, tn ∈ Tn and k : N→ N such that tn = tk(n) (recall that Tn = {0, t1, . . . , tNtn}).
Because of our assumption on εn, we can write
Un(x
n, tn) =
∑
γ∈ΓSn,Tn
xn,tn
px
n,tn
P̂n
(γ)
(∑Ntn−1
k=k(n) ∆tn
[
`
(
γ(tk+1)−γ(tk)
∆tn
)
+ f(γ(tk),Mn(tk))
]
+ g(γ(T ),Mn(T ))
)
+o(1),
(51)
where we recall that px
n,tn
P̂n
is defined in (31). Using the definition of Un and arguing as in the proof of
Lemma 4.1, we have that
Ntn−1∑
k=k(n)
∆tnf(γ(tk),Mn(tk)) = O(T − tn),
Un(x
n, tn) ≤ g(xn,Mn(T )) +O(T − tn) + o(1).
Therefore, if xn → x ∈ Rd and tn → T , we have
lim sup
n→∞
Un(x
n, tn) ≤ g(x,m(T )),
from which we deduce that U∗(x, T ) ≤ g(x,M(T )) for all x ∈ Rd. Next, for every γ ∈ ΓSn,Tnxn,tn we have
|γ(T )− xn|q ≤
 Ntn−1∑
k=k(n)
|γ(tk+1)− γ(tk+1)|
q ≤ (N tn − k(n))q−1 N
t
n−1∑
k=k(n)
|γ(tk+1)− γ(tk+1)|q,
which implies that
Ntn−1∑
k=k(n)
∆tn
∣∣∣∣γ(tk+1)− γ(tk)∆tn
∣∣∣∣q ≥ ∆tn(N tn − k(n))q−1
∣∣∣∣γ(T )− xn∆tn
∣∣∣∣q = 1(T − tn)q−1 |γ(T )− xn|q . (52)
Thus, setting px
n,tn
T,y := ξ
xn,tn
P̂n
({γ ∈ Γtn | γ(T ) = y}), the bounds (26), (27), (52) and equation (51) yield
Un(x
n, tn) ≥
∑
y∈Sn
px
n,tn
T,y
(
` |y − xn|q
(T − tn)q−1
+ g(y,Mn(T ))
)
+O(T − tn) + o(1)
≥ min
y∈Sn
{
` |y − xn|q
(T − tn)q−1
+ g(y,Mn(T ))
}
+O(T − tn) + o(1).
(53)
Suppose that y∗n minimizes the “min” term in the last line above. By definition, we have
` |y∗n − xn|
q
(T − tn)q−1
≤ g(xn,Mn(T ))− g(y∗n,Mn(T )) ≤ C |y∗n − xn| ,
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where the last inequality follows from (27). As a consequence, we get that |y∗n − xn| = O(T − tn) and so
|y∗n−x
n|q
(T−tn)q−1 → 0 as n→∞. Therefore, as n→∞,
min
y∈Sn
{
` |y − xn|q
(T − tn)q−1
+ g(y,Mn(T ))
}
=
` |y∗n − xn|
q
(T − tn)q−1
+ g(y∗n,Mn(T ))→ g(x,m(T )).
By (53), this implies that
lim inf
n→∞
Un(x
n, tn) ≥ g(x,m(T )),
from which we deduce that U∗(x, T ) ≥ g(x,m(T )). The result follows.
Now, we prove the convergence of the sequence (Un). The argument of the proof uses some ideas from
the theory of approximation of viscosity solutions (see e.g. [4]).
Proposition 4.3. Assume that, as n → ∞, N tn/Nsn → 0 and εn = o
(
1
Ntn log(N
s
n)
)
. Then, U∗ = U∗ = u,
where u is given by (48), or equivalently, where u is the unique continuous viscosity solution to (47). As a
consequence, for every compact set Q ⊆ Rd we have that
sup
(x,t)∈(Sn∩Q)×Tn
|Un(x, t)− u(x, t)| → 0 as n→∞. (54)
Proof. Let us prove that U∗ is a viscosity subsolution of equation (47). Let φ ∈ C1(Rd × [0, T ]) and
(x∗, t∗) ∈ Rd × (0, T ) be such that (x∗, t∗) is a local maximum of U∗ − φ on Rd × (0, T ).
By standard arguments in the theory of viscosity solutions (see e.g. [2, Chapter II]), we may assume that
φ is bounded as well as its time and space derivatives and that (x∗, t∗) is a strict global maximum of U∗−φ.
Arguing as in the proof of [2, Chapter V, Lemma 1.6], we can show the existence of a sequence (xn, tn)
in Sn × Tn such that (xn, tn) → (x∗, t∗), Un(xn, tn) → U∗(x∗, t∗) and Un − φ has maximum at (xn, tn) in
the set (Sn × Tn) ∩ Bδ, where Bδ := {(x, t) ∈ Rd × (0, T ) ; |x − x∗| + |t − t∗| ≤ δ} and δ > 0 is such that
Bδ ⊆ Rd × (0, T ).
Now, let ξ ∈ C∞(Rd × [0, T ]) be such that 0 ≤ ξ ≤ 1, ξ(x, t) = 0 if (x, t) ∈ B δ
2
and ξ(x, t) = 1 if
(x, t) ∈
(
Rd × (0, T )
)
\Bδ. Then, using that Un and φ are bounded, we can choose M > 0 large enough such
that, setting φ̄ := φ + Mξ, the function Un − φ̄ has maximum in Sn × Tn at the point (xn, tn). Note that
∂tφ̄(x
∗, t∗) = ∂tφ(x
∗, t∗) and ∇φ̄(x∗, t∗) = ∇φ(x∗, t∗).
As in the proof of Lemma 4.3, let k : N→ N be such that tn = tk(n). Since Un(xn, tn) satisfies
Un(x
n, tn) = min
p∈P(Sn)
∑
y∈Sn
p(y)
(
∆tn`
(
y − xn
∆tn
)
+ ∆tnf(x
n,Mn(t
n)) + Un(y, tk(n)+1)
)
+ εnEn(p),
and Un(y, tk(n)+1)− Un(xn, tn) ≤ φ̄(y, tk(n)+1)− φ̄(xn, tn) for all y ∈ Sn, we have that
0 ≤ min
p∈P(Sn)
∑
y∈Sn
p(y)
(
∆tn`
(
y − xn
∆tn
)
+ ∆tnf(x
n,Mn(tk(n))) + φ̄(y, tk(n)+1)− φ̄(xn, tk(n))
)
+ εnEn(p),
≤ min
y∈Sn
{
∆tn`
(
y − xn
∆tn
)
+ ∆tnf(x
n,Mn(tk(n))) + φ̄(y, tk(n)+1)− φ̄(xn, tk(n))
}
+ εnEn(p),
(55)
where the second inequality follows from the first one by taking for each y ∈ Sn the vector p ∈ P(Sn) defined
as p(z) = 1 iff z = y. Dividing by ∆tn and recalling that εn = o
(
1
Ntn log(N
s
n)
)
, we get
0 ≤ f(xn,Mn(tn)) + min
y∈Sn
{
`
(
y − xn
∆tn
)
+
φ̄(y, tk(n)+1)− φ̄(xn, tk(n))
∆tn
}
+ o(1),
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and so, taking liminf,
0 ≤ f(x∗,m(t∗)) + lim inf
n→∞
min
y∈Sn
{
`
(
y − xn
∆tn
)
+
φ̄(y, tk(n)+1)− φ̄(xn, tk(n))
∆tn
}
, (56)
where we have used that Mn → m in C([0, T ];P1(Rd)). Let us study the second term in the right hand side
above. For fixed n, let y∗n be such that
y∗n ∈ argminy∈Sn
{
`
(
y − xn
∆tn
)
+
φ̄(y, tk(n)+1)− φ̄(xn, tk(n))
∆tn
}
,
or equivalently, setting α∗n :=
y∗n−x
n
∆tn
,
` (α∗n) +
φ̄(xn + ∆tnα
∗
n, tk(n)+1)− φ̄(xn, tk(n))
∆tn
≤ `
(
y − xn
∆tn
)
+
φ̄(y, tk(n)+1)− φ̄(xn, tk(n))
∆tn
, (57)
for all y ∈ Sn. By taking y = xn in the expression above, using that ∂tφ̄ and ∇φ̄ are bounded and the growth
condition (26) on `, we obtain that the sequence (α∗n) is bounded. Let α
∗ be a cluster point of this sequence
and consider a subsequence of (αn), still indexed by n, such that α
∗
n → α∗. The condition N tn/Nsn → 0
implies that for any α ∈ Rd we can find a sequence (yn) in Sn such that y
n−xn
∆tn
→ α as n → ∞. Taking
y = yn in (57) and passing to the limit yields
`(α∗) +∇φ(x∗, t∗) · α∗ ≤ `(α) +∇φ(x∗, t∗) · α ∀ α ∈ Rd, (58)
which implies, by the definition of H in (46), that
−`(α∗)−∇φ(x∗, t∗) · α∗ = H(∇φ(x∗, t∗)).
Since the previous equality holds for any cluster point of αn, we deduce that
lim inf
n→∞
min
y∈Sn
{
`
(
y − xn
∆tn
)
+
φ̄(y, tk(n)+1)− φ̄(xn, tk(n))
∆tn
}
= −H(∇φ(x∗, t∗)) + ∂tφ(x∗, t∗),
and, hence, (56) gives
−∂tφ(x∗, t∗) +H(∇φ(x∗, t∗)) ≤ f(x∗,m(t∗)),
which proves that U∗ is a subsolution to (47). An analogous argument shows that U∗ is a supersolution to
(47). Assumptions (H3)(i)-(ii) ensure a comparison principle for (47) (see [14, Theorem 2.1]). Therefore,
since U∗(·, T ) = U∗(·, T ) by Lemma 4.3(ii), we have that U∗ = U∗ = u as announced. Using this result, the
proof of (54) is identical to the proof of [2, Chapter V, Lemma 1.9].
We have now all the elements to prove the main result in this article. We will need an additional
assumption over `, f and g.
(H4) We assume that:
(i) The function ` is convex.
(ii) There exists C > 0 and a modulus of continuity ω : [0,+∞)→ [0,+∞) such that for h = f , g we have
|h(x,m)− h(x,m′)| ≤ C(1 + |x|q)ω (d1(m,m′)) ∀ x ∈ Rd, m, m′ ∈ P1(Rd). (59)
Theorem 4.1. Suppose that (H3)-(H4) hold and that, as n → ∞, N tn/Nsn → 0 and εn = o
(
1
Ntn log(N
s
n)
)
.
Then, the following assertions hold true:
(i) There exists at least one limit point ξ∗ of (ξn), with respect to the narrow topology in P(Γ), and every
such limit point is a MFG equilibrium for (25).
(ii) Consider any converging subsequence of (ξn′) of (ξn), with limit ξ
∗ ∈ P(Γ), and let (Un′ ,Mn′) be the
associated solutions to (29). Denote by u be the unique viscosity solution to (47) with m(t) := et]ξ
∗ for all
t ∈ [0, T ]. Then, the sequence (Mn′) ⊆ C([0, T ];P1(Rd)), defined by (35), converge to m in C([0, T ];P1(Rd))
and (54) holds for (Un′) and u.
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Proof. Assertion (ii) is a straightforward consequence of the first assertion and Proposition 4.3, hence, we
only need to prove (i). The existence of at least one limit point ξ∗ of (ξn) is a consequence of Proposition
4.1. Let us still index by n a subsequence of (ξn) narrowly converging to ξ
∗. By Proposition 4.2, we have
that m(·) := e(·)]ξ∗ is the limit in C([0, T ];P1(Rd)) of Mn. By definition of ξn and our condition over εn, we
have
Eξn
(∫ T
0
[`(γ̇(t)) + f(γ([t]Tn),Mn([t]Tn))] dt+ g(γ(T ),Mn(T ))
)
+ o(1) =
∑
x∈Sn
Un(x, 0)Mn,0(x), (60)
where [t]Tn is the greatest element in Tn not larger than t. Using that the support of Mn,0 is uniformly
bounded and relation (54) in Proposition 4.3, we easily get that the right hand side above converges to∫
Rd u(x, 0)dm0(x) = Eξ∗ (u(γ(0), 0)), where u is the unique viscosity solution to (47). On the other hand,
arguing as in the proof of Lemma 4.2, the lower bound in (26) and the convexity of ` imply that the mapping
Γ 3 γ 7→
{∫ T
0
`(γ̇) dt, if γ ∈W 1,q([0, T ];Rd),
+∞ otherwise,
is lower semicontinuous. Therefore, by [1, Lemma 5.1.7] and (37), we have
Eξ∗
(∫ T
0
`(γ̇(t)) dt
)
≤ lim inf
n→∞
Eξn
(∫ T
0
`(γ̇(t)) dt
)
<∞, (61)
which, together with the lower bound in (26), implies that the support of ξ∗ is contained in W 1,q([0, T ];Rd).
By assumption (H3)(ii), for all k = 0, . . . , N tn − 1 we have that∣∣∣∣Eξn (∫ tk+1
tk
[f(γ(tk),Mn(tk))− f(γ(t),Mn(tk))] dt
)∣∣∣∣ ≤ CEξn (∫ tk+1
tk
|γ(t)− γ(tk)|dt
)
. (62)
Since γ(t) = γ(tk) + γ̇(t)(t− tk) for ξn-almost all γ and all t ∈ (tk, tk+1), the bound (37) gives
Eξn
(∫ tk+1
tk
|γ(t)− γ(tk)|dt
)
= ∆tn(∆tn)
1
q′
[
Eξn
(∫ T
0
|γ̇(t)|qdt
)] 1
q
≤ C(∆tn)1+
1
q′ ,
for some constant C > 0. Thus, by (62),
Eξn
(∫ T
0
f(γ([t]Tn),Mn([t]Tn))dt
)
= Eξn
(∫ T
0
f(γ(t),Mn([t]Tn))dt
)
+ o(1).
The relation above and (59) yield
Eξn
(∫ T
0
f(γ([t]Tn),Mn([t]Tn))dt
)
= Eξn
(∫ T
0
f(γ(t),m(t))dt
)
+C
(
1 + supt∈[0,T ] Eξn(|γ(t)|q)
)
supt∈[0,T ] ω (d1(Mn([t]Tn),m(t)))
+o(1)
= Eξn
(∫ T
0
f(γ(t),m(t))dt
)
+ o(1),
(63)
where, in the last equality, we have used (43) and the fact that Mn → m in C([0, T ];P1(Rd)). Analogously,
Eξn (g(γ(T ),Mn(T ))) = Eξn (g(γ(T ),m(T ))) + o(1). (64)
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Therefore, passing to the limit n→∞ in (60) and using (61), (63) and (64), we get
Eξ∗
(∫ T
0
[`(γ̇(t)) + f(γ(t),m(t))] dt+ g(γ(T ),m(T ))
)
≤ Eξ∗ (u(γ(0), 0)) . (65)
Since, by definition,
u(γ(0), 0) ≤
∫ T
0
[`(γ̇(t)) + f(γ(t),m(t))] dt+ g(γ(T ),m(T )) ∀ γ ∈W 1,q([0, T ];Rd),
inequality (65) implies that for ξ∗-almost all γ we have that
u(γ(0), 0) =
∫ T
0
[`(γ̇(t)) + f(γ(t),m(t))] dt+ g(γ(T ),m(T )),
i.e. ξ∗ is a MFG equilibrium for (25) (see Remark 4.3).
Finally, let us recall the relationship between the MFG equilibrium ξ∗, defined in terms of probability
measures on Γ in Definition 4.1, and the first order MFG system introduced by Lasry and Lions in [24,
Section 2.5]. The latter is given by
−∂tu+H(∇u) = f(x,m(t)) in Rd × (0, T ),
∂tm− div (∇H(∇u)m) = 0 in Rd × (0, T ),
u(·, T ) = g(·,m(T )) in Rd, m(0) = m0.
 (MFG)
We say that (u,m) solves (MFG) if u is continuous, Lipschitz w.r.t. its first argument, m ∈ C([0, T ];P1(Rd)),
the first equation is satisfied in the viscosity sense and the second one is satisfied in the sense of distributions.
We will need the additional assumption
(H5) The following assertions hold true:
(i) The function ` is C2, the growth condition (26) is satisfied with q = 2, and for h = f , g we have that
h(·,m) is C2, for every m ∈ P1(Rd), and there exists C > 0 such that
sup
m∈P1(Rd)
{
‖h(·,m)‖∞ + ‖Dxh(·,m)‖∞ + ‖D2xxh(·,m)‖∞
}
≤ C. (66)
(ii) The initial distribution m0 is absolutely continuous and its density belongs to L
∞(Rd).
Under assumptions (H3) and (H5), there exists at least one solution (u,m) to (MFG) (see [24, 10]).
Moreover, this solution is unique under the following monotonicity assumption on f and g:
For h = f , g, we have
∫
Rd
[h(x,m)− h(x,m′)] d(m−m′)(x) ≥ 0 ∀ m, m′ ∈ P1(Rd). (67)
If (u,m) is a solution of (MFG), the results in [8, Chapter 6] imply that for almost all x ∈ Rd the equality
(48) holds and
u(x, 0) =
∫ T
0
[
`(γ̇
x
(t)) + f(γx(t),m(t))
]
dt+ g(γx(T ),m(T )), (68)
where γx is the unique solution to
γ̇(t) = −∇H(∇u(γ(t), t)) t ∈ (0, T ), γ(0) = x. (69)
Moreover, γx is the only curve in W 1,2([0, T ];Rd) such that (68) holds. By considering a measurable selection
of the set {
γx ∈W 1,2([0, T ];Rd) | γx satisfies (68), x ∈ Rd
}
, (70)
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(and so γx = γx for a.e. x ∈ Rd) and using that the second equation in (MFG) admits a unique solution
(thanks to [1, Theorem 8.2.1]) if we define ξ∗ := γ(·)]m0 ∈ P(Γ), we have that ξ∗ is a MFG equilibrium in
the sense of Definition 4.1. Conversely, given a MFG equilibrium ξ∗, setting m(t) := et]ξ
∗ and defining u by
(48), the first equation in (MFG) and the boundary condition at time T are satisfied. Moreover, the results
in [8, Chapter 6] imply that ξ∗ := γ(·)]m0 ∈ P(Γ), where γ(·) is a measurable selection of curves in (70).
Therefore, m solves the second equation in (MFG) in the distributional sense.
By the previous remarks, we have the following consequence of Theorem 4.1.
Corollary 4.1. Suppose that (H3), (H4) and (H5) hold and that, as n → ∞, N tn/Nsn → 0 and εn =
o (1/ (N tn log(N
s
n))). Then, associated to every limit point m of (Mn) in C([0, T ];P1(Rd)) (there exists at
least one), there exists u ∈ C(Rd × [0, T ]), Lipschitz w.r.t. its first variable, and a subsequence of (Mn, Un),
which we still index by n, such that (u,m) solves (MFG), Mn → m in C([0, T ];P1(Rd)) and (Un, u) satisfies
(54).
Remark 4.4. Under the previous assumptions, the convergence results in Theorem 4.1 and in Corollary
4.1 hold for the entire sequence (i.e. without need of extracting a subsequence) if the solution to (MFG) is
unique. This holds true under the following monotonicity assumption on h = f , g (see [24])∫
Rd
(h(x,m)− h(x,m′)) d(m−m′)(x) ≥ 0 ∀ m, m′ ∈ P1(Rd).
4.2 Numerical simulations
In this section we provide some numerical results on the approximation of continuous first order MFG
problems by finite ones in the one-dimensional case d = 1. Examples in higher dimension and other MFG
models will be treated in a future work.
We consider an initial distribution m̄0 with a density, still denoted by m̄0, given by
m̄0(x) :=
e−(x−0.75)
2/0.02∫ 1
0
e−(x′−0.75)2/0.02dx′
if x ∈ [0, 1] and m̄0(x) := 0 otherwise,
and a time horizon T := 1. Using the notations in the previous section, the function ` that we consider is
defined by `(α) := |α|2/2 for all α ∈ R and the functions f and g have the form
f(x,m) = α ρσ ∗ (ρσ ∗m)(x) + F (x), g(x,m) = β ρσ ∗ (ρσ ∗m)(x) +G(x) ∀ x ∈ R, m ∈ P1(R), (71)
where α, and β are non-negative constants, ρσ(z) :=
1√
2πσ2
e−z
2/2σ2 for all z ∈ R (σ 6= 0), and F , G : R→ R
will be specified below in the numerical tests that we will present. The convolution terms in the definition
of f and g model the aversion of a typical agent to congested areas, whereas the functions F and G model
the desirability of a typical agent to reach the minima of F and G, respectively.
We fix the following discretization parameters
∆x = 0.005, ∆t = 0.02, and ε = 0.002,
which are in accordance with the assumptions in Theorem 4.1, because ∆x/∆t and ε| log(∆x)|/∆t are
reasonably small. We consider the numerical solution of the finite MFG system (29) by using the fictitious
play method (9). Since the initial distribution is very concentrated around x = 0.75, for numerical purposes
we restrict the solution to (29) to grid points belonging to [0, 1]. Denoting by S this set, we approximate m̄0
by M0 ∈ P(S), defined as
M0(x) :=
e−(x−0.75)
2/0.02∑
x′∈S e
−(x′−0.75)2/0.02 ∀ x ∈ S.
Note that by [10, Example 1.1], the functions f and g in (71) satisfy (67), which in turns implies that their
restrictions to S × P(S) satisfy (H2)(i).
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It will be useful to introduce the following notation. Given M ∈ P(S) T∆t+1, we will denote by BR(M) ∈
P(S) T∆t+1, the best response to M , which is computed with the first two relations in (9). Indexing by n
the iterations of the fictitious play method, in all the tests below we compare the resulting average measure
M
n
versus its best response Mn+1 := BR(M
n
) for n large enough. We also compare the deviation between
Mn+1 and Mn.
We have observed in the tests below that the numerical convergence of the fictitious play procedure is
slow. A possible explanation of this fact is that (9) implies that (M
n
,Mn+1) depends importantly on the
initial measure M1, as, for every n ≥ 1, the term M1/n is needed to compute Mn. Thus, loosely speaking,
this implies that if we choose M1 quite arbitrary, then we should not expect a fast convergence. For this
reason, we implement a variation of the fictitious play procedure that accelerates importantly the speed of
convergence, at least in our tests. We underline, however, that a rigorous justification of the improvement
of the speed of convergence for the modified algorithm is not provided here and remains as an open question
for future research. The idea is to perform an internal iteration in order to update the “initial condition”
whenever we find a better one. The modified algorithm reads as follows:
Data: M1 ∈ P(S)
T
∆t+1, δ > 0 (a tolerance parameter)
Set:
e← δ + 1;
n← 1;
M
1 ←M1;
while e > δ do
k ← 1;
ek ← e;
while ek > e− δ do
Mk+1 = BR(M
k
);
ek+1 = |Mk+1 −Mk|L1 ;
M
k+1
= 1k+1M
k+1 + kk+1M
k
;
k ← k + 1 ;
end
M
1 ←Mk−1;
e← ek;
n← n+ k − 1;
end
Algorithm 1: Modified Fictitious Play
As the reader will notice in the tests below, numerically the sequence
N 3 n 7→ |Mn+1 − M̄n|L1 :=
1
T
∆t + 1
T
∆t∑
k=0
∑
x∈S
|Mn+1(x, k)− M̄n(x, k)| ∈ R, (72)
exhibits a monotone decreasing behaviour for the fictitious play method, while the corresponding behaviour
for the modified version is not monotone but the convergence to zero is faster. On the other hand, we have
found that the number of iterations to get a desired accuracy β for |Mn+1 −Mn|L1 is often lower for the
fictitious play method than for its modified version. However, the quantity |Mn+1− M̄n|L1 measures better
the convergence of the algorithm than the quantity |Mn+1 −Mn|L1 , because if Mn+1 = M̄n, then Mn+1
solves the finite MFG problem.
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4.2.1 Test 1
We set F (x) = 2(x − 0.2)2, G ≡ 0, α = 1, β = 0 and σ = 0.25. Note that, because of the presence of the
quadratic function F , the function f does not satisfy condition (66). However, we can easily provide an
extension of [0, 1] 3 x 7→ F (x) ∈ R to a function defined in R such that (66) holds. Since in our examples
most of the mass remains concentrated in the interval [0, 1], for simplicity we do not consider this extension.
In Table 4.2.1 we provide the number of iterations needed to achieve different specified tolerances for
|Mn+1 − M̄n|L1 and |Mn+1 −Mn|L1 with the fictitious play method and its modified version. For n = 10,
the resulting distributions M
n
and Mn are displayed in Figure 1, showing that both configuration differ
considerably. The difference |Mn−Mn+1|L1 , as a function of the number of iterations, is plotted in Figure 2.
In Figure 3 we plot M̄n and its best response Mn+1 = B(M̄n) for n = 1000 showing that both configurations
are very similar.
|M̄n −Mn+1|L1 < β |Mn −Mn+1|L1 < β
FP MFP FP MFP
β = 0.1 n = 37 n = 11 (δ = 0.1) n = 4 n = 10 (δ = 0.1)
β = 0.01 n = 547 n = 17 (δ = 0.01) n = 13 n = 20 (δ = 0.001)
β = 0.001 n = 6323 n = 25 (δ = 0.001) n = 36 n = 29 (δ = 0.0001)
Table 1: The minimum number of iterations in Test 1, for attaining the desired accuracy β when the
Fictitious Play (FP) and the Modified Fictitious Play (MFP) are implemented.
Remark 4.5. We also implemented the intuitive heuristic Mn+1 = BR(Mn) and we observed that conver-
gence does not always occur. Indeed, we found that there are distributions M satisfying M = BR(BR(M))
with M 6= BR(M), confirming that we should not expect convergence using this type of scheme. In the
current example we have found |Mn −BR(Mn)|L1 ≈ 1.8 for all n.
4.3 Test 2
In this example we set F (x) = 2(x − 0.5)2, G(x) = 2(x − 0.2)2, α = β = 1. As in the previous test, the
individual preference is to approach the state x = 0.5 and to avoid congested areas during the time interval
(0, 1). However, in addition to these preferences, the individuals aim to approach the point x = 0.2 at the
final time t = 1. We provide the numerical results in Table 4.3, which shows again a very good performance
of the modified fictitious play procedure. We also plot in Figure 4 the distribution M̄n and its best response
Mn+1 := BR(M̄n) for n = 1000.
|M̄n −Mn+1|L1 < β |Mn −Mn+1|L1 < β
FP FFP FP FFP
β = 0.1 n = 81 n = 48 (δ = 0.1) n = 4 n = 34 (δ = 0.1)
β = 0.01 n = 962 n = 65 (δ = 0.01) n = 20 n = 50 (δ = 0.01)
β = 0.001 n = 9830 n = 121 (δ = 0.001) n = 49 n = 83 (δ = 0.001)
Table 2: The minimum number of iterations in Test 2, for attaining the desired accuracy β : for classical
Fictitious Play (FP) and Fast Fictitious Play (FFP).
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Figure 1: Comparing M
n
(left) versus its best response Mn+1 (right), at step n = 10.
Figure 2: The distance between M
n
and its best response Mn+1. FP (left) versus MFP (right).
Figure 3: Comparing M
n
(left) versus its best response Mn+1 (right), at step n = 1000.
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Figure 4: Comparing M
n
(left) versus its best response Mn+1 (right), at step n = 1000.
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[18] D. A. Gomes and J. Saúde. Mean field games models—a brief survey. Dyn. Games Appl., 4(2):110–154,
2014. 1
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