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Machine learning has become one of the most exciting research areas in the world, with various
applications. However, there exists a noticeable gap between theory and practice. On one hand,
a simple algorithm like stochastic gradient descent (SGD) works very well in practice, without
satisfactory theoretical explanations. On the other hand, the algorithms analyzed in the theoretical
machine learning literature, although with solid guarantees, tend to be less efficient compared with
the techniques widely used in practice, which are usually hand tuned or ad hoc based on intuition.
This dissertation is about bridging the gap between theory and practice from two directions.
The first direction is “practice to theory”, i.e., to explain and analyze the existing algorithms and
empirical observations in machine learning. Along this direction, we provide sufficient conditions
for SGD to escape saddle points and local minima, as well as SGD dynamics analysis for the
two-layer neural network with ReLU activation.
The other direction is “theory to practice”, i.e., using theoretical tools to obtain new, better
and practical algorithms. Along this direction, we introduce a new algorithm Harmonica that uses
Fourier analysis and compressed sensing for tuning hyperparameters. Harmonica supports parallel
sampling and works well for tuning neural networks with more than 30 hyperparameters.
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CHAPTER 1
INTRODUCTION
Machine learning is a powerful tool with various applications, including image classification,
speech recognition, autonomous driving, machine translation, medical images analysis, and many
others. Being tightly connected with artificial intelligence and data science, it is entirely conceivable
that machine learning will find applications for potentially everything in our daily life, and become
one of the driving forces to reshape our future.
However, it is worth noting that there exists a large gap between theory and practice in ma-
chine learning. On the practice side, people usually discover efficient methods by trial and error
experiments, without provable guarantees of when and why they work well. On the theory side,
although people derive rigorous claims for various objects in machine learning, it is hard to apply
that knowledge to get new and better algorithms for solving real world problems.
Bridging this gap is both important and rewarding, and can be done with two directions.
One direction is “from practice to theory”, where we seek to rigorously explain and analyze
the existing algorithms and empirical observations in machine learning. By doing so, we not only
build the theoretical foundations for practical algorithms, but also get to understand how different
properties of the problems affect the algorithm’s performance, which provides theoretical guidance
for further improvement.
The other direction is “from theory to practice”, where we seek to apply deep and abstract
theory tools to obtain new, better and practical algorithms. This direction is exciting and refreshing,
because we will get entirely new algorithms, which are usually quite different from the existing
ones. Moreover, using well established theory tools, we could easily identify the scenarios in which
algorithms will provably work, which is a particularly hard task in machine learning.
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This dissertation explores both directions by solving four different problems. The first three
problems are along the direction of practice to theory, by explaining and analyzing existing al-
gorithms and empirical observations. More specifically, we show why and when the stochastic
gradient descent algorithm, a widely used algorithm in machine learning, escapes saddle points
(Chapter 3) and local minima (Chapter 4). We also analyze the dynamics of stochastic gradient
descent for training a two layer neural network, which has an intriguing two phase dynamics that
can be observed empirically for modern deep networks (Chapter 5). The last problem is along the
direction of theory to practice, where we apply Fourier analysis and compressed sensing to get a
new practical algorithm for hyperparameter tuning (Chapter 6). See brief introductions for these
problems below.
1.1 Escaping from saddle points
Among the numerous optimization methods, stochastic gradient descent (SGD) taught in every
introductory machine learning course is undoubtedly the dominant technique being applied in the
community. For example, almost all deep neural networks are trained using SGD or its variants.
To optimize a function f , SGD simply runs iterative updates for the weights wt: wt+1 = wt − ηvt,
where η is the step size1. The vector vt is the stochastic gradient that satisfies E[vt] = ∇ f (wt), and is
usually computed using a mini-batch of the dataset.
In the regime of convex optimization, SGD is found to be a nice tradeoff between accuracy and
efficiency: it requires more iterations to converge, but fewer gradient evaluations per iteration. For
example, for the standard empirical risk minimizing problems with n points and smoothness L, to
get to ε-close to w∗2, gradient descent (GD), which uses the full gradient in every iteration without
1In this dissertation, we use step size and learning rate interchangeably.
2 ε-close means we find a point w such that ‖w − w∗‖2 ≤ ε.
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any randomness, needs O(Ln/ε) gradient evaluations [95], but SGD with reduced variance only
needs O(n log 1
ε
+ L
ε
) gradient evaluations [69, 28, 112, 2]. In these scenarios, noise is a by-product
of cheap gradient computation, and does not help training.
However, practitioners soon realized that the tradeoff view was insufficient to explain what
was happening in practice, especially for non-convex optimization problems like training neural
networks. For non-convex problems like neural network training, SGD is not only faster, but
also obtains much better solutions compared with GD [71]. Hence, reasonable noise from small
mini-batch size seems necessary for successful training.
As one of the first attempts towards understanding this phenomenon, Chapter 3 of this thesis
(representing joint work with Rong Ge, Furong Huang, Chi Jin [35]) identified a general property
called “strict saddle” for the loss function f , which intuitively means that f has no “flat” saddle
points from which no gradient based algorithms could efficiently escape. If f is strict saddle, and
the noise in the gradient is non-negligible for every direction, we prove that SGD with appropriate
step size will escape all the saddle points and converge to a local minimum within polynomial time.
If f also has the property that all local minima are equally good, which holds in many problems
[35, 36, 70, 14, 121], our claim indicates that with the help of noise, any point to which SGD finally
converges is a global minimum. In other words, SGD provably solves f .
These results underscore how subtle variations in the choice of loss function can affect the
time required to solve machine learning problems, and how theory can offer practical guidance for
choosing a suitable loss function. For example, for the orthogonal tensor decomposition problem
[35], we find that the widely used loss function based on reconstruction error is not strict saddle,
which explains why SGD often finds suboptimal solutions. By carefully investigating the Hessian
of the loss function, we revise the loss function to make it strict saddle, and observe that the newly
designed loss function always outputs much better solutions.
3
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Figure 1.1: SGD path wt → wt+1 can be de-
composed into wt → yt → wt+1. If the local
minimum basin has small diameter, the gradient
at wt+1 will point away from the basin.
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Figure 1.2: 3D version of Figure 1.1: SGD
could escape a local minimum within one step.
Subsequent to our work, many other authors have found the strict saddle property to be a
powerful tool for proving the correctness of SGD for many machine learning problems with non-
convex loss functions, including matrix completion [36], deep linear networks [70], matrix recovery
[14], phase retrieval [121], etc. Moreover, follow-up work shows that this property ensures provable
guarantees for other algorithms as well. For example, if f is strict saddle, gradient descent converges
to a local minimum almost surely with random initialization [79], while normalized gradient descent
[80], perturbed gradient descent [68] or accelerated gradient descent [67] can converge to a local
minimum more efficiently.
1.2 Escaping from local minima
Another intriguing observation about SGD is that it always converges to “flat” local minima under
the correct setting of step sizes [21, 71]. More specifically, if we run SGD with small step sizes,
we may get stuck at a sharp local minimum with a bad test error. However, when the step size is
initially large and shrinks along the way, it is observed that SGD will escape those bad sharp local
minima and finally arrive at a good flat local minimum [58, 85].
4
See Figure 1.1 for an illustration. Consider the scenario that for some wt, instead of pointing to
the solution w∗ (not shown), its negative gradient points to a bad local minimum w◦, so following
the full gradient we will arrive at yt , wt − η∇ f (wt). Fortunately, since we are running SGD, the
actual direction we take is −ηvt = −η(∇ f (wt) + ξt), where ξt is the noise with E[ξt] = 0, ξt ∼ X(wt),
and X(wt) is data dependent. As we show in Figure 1.1, if we take a large η, we may get out of the
basin region with the help of noise, i.e., from yt to wt+1. Here, getting out of the basin means the
negative gradient at wt+1 no longer points to w◦ (see also Figure 1.2).
To formalize this intuition, in Chapter 4 (representing joint work with Robert Kleinberg and
Yuanzhi Li [74]), we look at the sequence yt → yt+1, where yt is defined to be wt − η∇ f (wt), as in
the preceding paragraph. The SGD algorithm never computes these vectors yt, but we are only
using them as an analysis tool. From the equation wt+1 = yt − ηξt we obtain the following update
rule relating yt+1 to yt.
yt+1 = yt − ηξt − η∇ f (yt − ηξt) (1.1)
The random vector ηξt in (1.1) has expectation 0, so if we take the expectation of both sides
of (1.1), we get Eξt[yt+1] = yt − η∇Eξt[ f (yt − ηξt)]. Therefore, if we define fˆt to be the function
fˆt(y) = Eξt[ f (y − ηξt)], which is simply the original function f convolved with the η-scaled gradient
noise, then the sequence yt is approximately doing gradient descent on the sequence of functions
( fˆt).
This alternative view helps to explain why SGD converges to a good local minimum, even
when f has many other sharp local minima. Intuitively, sharp local minima are eliminated by the
convolution operator that transforms f to fˆ , since convolution has the effect of smoothing out
short-range fluctuations. This reasoning ensures that SGD converges to a good local minimum
under much weaker conditions, because instead of imposing convexity or one-point convexity
requirements on f itself, we only require those properties to hold for the smoothed functions fˆ .
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1.3 SGD dynamics for two layer neural network
Nowadays, deep learning is arguably the most powerful technique in machine learning. By learning
millions of parameters under very similar architectures, it could achieve state-of-the-art performance
on various real world problems.
From an optimization perspective, this is a miracle. It is already hard to believe that a simple
three-line algorithm like SGD is enough for training such complicated networks end to end, not to
mention that even with different random initializations, SGD would converge to different answers
with almost equally good performance.
Unfortunately, we have no rigorous explanations for these observations right now. While the
strict saddle property is a handy tool for such problems, it is hard to verify this property for general
neural networks due to their highly non-convex nature. Therefore, the existing theoretical results
either analyze other algorithms different from SGD [66, 131, 113, 39, 133, 40], or need additional
assumptions to simplify the model [4, 5, 22, 70, 18, 111, 70, 45].
Chapter 5 (representing joint work with Yuanzhi Li [82]) makes progress on understanding this
mystery by providing a convergence analysis for SGD on a rich subset of two-layer feedforward
networks with ReLU activations. This subset is characterized by a special structure called “identity
mapping”, the most important gadget of the widely used Residual Network [51]. We prove that,
if the input follows a Gaussian distribution, with standard O(1/
√
d) initialization of the weights,
SGD converges to the global minimum in polynomial time. Identity mapping is necessary for our
convergence guarantee because it makes the network asymmetric and thus the global minimum is
unique.
Our result differs from traditional non-convex analysis in the sense that we prove global con-
vergence of SGD even when the gradient vectors point away from the global minimum during the
6
initial training iterations. Our convergence analysis has two “phases” controlled by a potential
function g, which represents the distance in columnwise `2 norm between our current position and
the global minimum. In phase I, when g is large, the gradient may point to the wrong direction, so
SGD may stray away from the global minimum, but g is guaranteed to decrease. When g becomes
sufficiently small, phase II starts, which means SGD enters a nice approximately convex region and
easily converges.
This two phase analysis is particularly interesting since with real world data sets (like Cifar-10,
Cifar-100) and deep modern networks (like residual network or dense network [57]), empirically
we could observe the same “first may move away, then keep getting closer” SGD dynamics [74].
Therefore, our result could be the first step towards understanding the optimization for deep neural
networks.
1.4 Sparse learning for hyperparameter tuning
While SGD is a powerful algorithm that works well for most machine learning problems, there
are a few notable exceptions, e.g. hyperparameter tuning. Consider the task of training a deep
neural network, where one needs to set lots of hyperparameters like the architecture and depth of
the network, step size and momentum rate of optimization algorithms, dropout rate, etc. Every
possible configuration of these parameters can be seen as an input to a black box function f , while
the corresponding network performance is the output. The goal of hyperparameter tuning is to
minimize the function f , where querying the value of f is usually expensive. SGD could not be
applied here because the parameters are usually discrete and thus gradients are ill-defined.
If f is just random noise, no algorithm can do better than the random search algorithm. Thus, the
existing hyperparameter tuning algorithms implicitly assume that f satisfies different assumptions
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[117, 123, 118, 34, 126, 65, 81]. However, all such assumptions suffer from the curse of dimension-
ality: when there are more than 20 hyperparameters, the existing algorithms usually need much
more samples than what we could afford, which is why people are still using graduate students to
tune hyperparameters.
To solve this problem, Chapter 6 (representing joint work with Elad Hazan and Adam Klivans)
proposes a new algorithm called Harmonica [49], which assumes that even in the high dimensional
cases, f can be approximated by a small decision tree that maps hyperparameters to function
values. We assume that all the hyperparameters are Boolean variables, because we can always
discretize continuous variables or binarize categorical variables. This decision tree assumption
approximately holds in most deep learning scenarios, in the sense that once we fix the most important
hyperparameters, the others only have small incremental contributions to the function value.
Using results from discrete Fourier analysis, we know that any small decision tree T can be
approximated by a sparse low degree polynomial h under the Fourier basis of Boolean variables.
Therefore, queries for f can be regarded as noisy measurements for the approximating polynomial
h. In order to learn f , it suffices to learn h with the noisy measurements.
Applying a deep result from compressed sensing [103], we prove that by running Harmonica
with uniform sampling for f , the sparse low degree polynomial h can be recovered with sample
complexity linear in the sparsity of h, which further indicates that the decision tree T can be
recovered with the same sample complexity as well. Since only uniform sampling is required,
Harmonica admits an efficient parallel implementation for the sampling stage, which is the main
bottleneck of the hyperparameter tuning problem. Based on simulation results on neural network
training, Harmonica (without parallelization) is at least an order of magnitude faster than the state-
of-the-art algorithms, and could find results slightly better than what is attainable by hand-tuning.
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CHAPTER 2
BACKGROUND MATERIALS
In this chapter we introduce a few notions that will be useful in multiple chapters.
2.1 Notations
Throughout the paper, we use [d] to denote the set {1, 2, ..., d}. We use bold variables like W, I to
represent matrices. We use ‖ · ‖ to denote the `2 norm of vectors and spectral norm of matrices, ‖ · ‖F
to denote the Frobenius norm of matrices. For a matrix we use λmin to denote its smallest eigenvalue.
For a function f : Rd → R, ∇ f and ∇2 f denote its gradient vector and Hessian matrix.
2.2 Stochastic gradient descent
In general, the stochastic gradient descent algorithm aims to minimize an arbitrary loss function f ,
with a stochastic gradient oracle S G:
Definition 2.2.1 (Stochastic gradient oracle). For a function f (w) : Rd → R, a function S G(w)
that maps a variable to a random vector in Rd is a Q-bounded stochastic gradient oracle if
E[S G(w)] = ∇ f (w) and ‖S G(w) − ∇ f (w)‖ ≤ Q.
Therefore, defining vt , S G(wt), we get the update rule of SGD: wt+1 = wt − ηvt. If S G is
defined carefully with reduced variance, one could get a better convergence guarantee for convex
functions [112, 28, 69], which we omit here.
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2.3 Smoothness and convexity
We first define a few higher order Lipschitz conditions for a function f .
Definition 2.3.1 (Smoothness). A function f is L-smooth if for any two points w1,w2,
‖∇ f (w1) − ∇ f (w2)‖ ≤ L‖w1 − w2‖. (2.1)
Smoothness essentially says f is Lipschitz on gradients. When f is twice differentiable this is
equivalent to assuming that the spectral norm of the Hessian matrix is bounded by L.
Definition 2.3.2 (Hessian Smoothness). A function f (w) is ρ-Hessian smooth, if for any two points
w1,w2 we have
‖∇2 f (w1) − ∇2 f (w2)‖ ≤ ρ‖w1 − w2‖. (2.2)
Hessian smoothness is a third order condition that is true if the third order derivative exists and
is bounded. Below we define a few notions related to convexity.
Definition 2.3.3 (Convexity). We say a twice-differentiable function is convex if the Hessian at any
point is positive semi-definite.
Definition 2.3.4 (Strong convexity). We say a twice-differentiable function is λ-strongly convex if
the Hessian at any point has smallest eigenvalue at least λ, i.e., λmin(∇2 f (w)) ≥ λ.
In order to get convergence guarantees, sometimes we only need much weaker conditions than
convexity, e.g., one point convexity.
Definition 2.3.5 (One point strongly convex). A function f (w) is called δ-one point strongly convex
in domain D with respect to point w∗, if ∀w ∈ D, 〈−∇ f (w),w∗ − w〉 > δ‖w∗ − w‖22.
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Figure 2.1: The function is one point strongly convex as every point’s negative gradient points to
the center, but not convex as any line between the center and the red region is below surface.
By definition, if a function f is strongly convex, it is also one point strongly convex in the entire
space with respect to the global minimum. However, the reverse is not necessarily true, e.g., see
Figure 2.1. If a function is one point strongly convex, then in every step a positive fraction of the
negative gradient is pointing to the optimal point. As long as the step size is small enough, we will
finally arrive at the optimal point, possibly by a winding path. Formally, we have the following
lemma.
Lemma 2.3.6. For function f (w), consider the SGD update wt+1 = wt−ηvt, where E[vt|wt] = ∇ f (wt),
E[‖vt|wt‖2] ≤ V2. Suppose for all t, wt is always inside the δ-one point strongly convex domain with
diameter D, i.e., ‖wt − w∗‖ ≤ D. Then for any α > 0 and any T such that Tα log T ≥ D2δ2(1+α)V2 and
(1+α) log T
T ≤ 1, if η = (1+α) log TδT , we have E‖wT − w∗‖2 ≤ 2(1+α) log TV
2
δ2T .
Proof. By the updating rule, we have
E‖wt+1 − w∗‖2 = E‖wt − w∗ − ηvt‖2 = E‖wt − w∗‖2 − 2〈wt − w∗, η∇ f (wt)〉 + η2E‖vt|wt‖2
≤E‖wt − w∗‖2 − 2〈wt − w∗, η∇ f (wt)〉 + η2t V2 ≤ (1 − 2ηδ)E‖wt − w∗‖2 + η2V2 (2.3)
Now if ηδE‖wt − w∗‖2 ≥ η2V2, we know the E‖wt − w∗‖2 will decrease by a factor of (1 − ηδ)
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for every step. Otherwise, although it could increase, we know
E‖wt − w∗‖2 ≤ ηV
2
δ
By setting η = (1+α) log T
δT , we know after T steps, either E‖wT − w∗‖2 is already smaller than
ηV2
δ
=
(1+α) log TV2
δ2T , or it is decreasing by factor of (1 − ηδ) for every step, which means
E‖wT − w∗‖2 ≤ E‖w0 − w∗‖2(1 − ηδ)T ≤ D2e−ηδT = D2e−(1+α) log T = D
2T−α
T
≤ (1 + α) log TV
2
δ2T
.
The last inequality holds since
Tα log T ≥ D
2δ2
(1 + α)V2
Thus, E‖wT − w∗‖2 will be smaller than (1+α) log TV2δ2T among the T steps. By the updating rule
(2.3), we know that once it is smaller than (1+α) log TV
2
δ2T , after every step it could be at most as large as
(1+α) log TV2
δ2T + η
2V2, and then it will decrease again. Since (1+α) log TT ≤ 1, the lemma follows. 
Lemma 2.3.6 uses fixed step size, so it easily fits the standard practical scheme that shrinks η by
a factor of 10 after every few epochs. For example, we may apply Lemma 2.3.6 every time η gets
changed. Notice that our lemma does not imply that wT will converge to w∗. Instead, it only says
wT will be sufficiently close to w∗ with small step size η.
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CHAPTER 3
ESCAPING FROM SADDLE POINTS
3.1 Introduction
In this chapter we investigate why stochastic gradient methods can be effective even in presence of
saddle points, in particular we answer the following question:
Question: Given a non-convex function f with many saddle points, what properties of f will
guarantee stochastic gradient descent to converge to a local minimum efficiently?
We identify a property of non-convex functions which we call strict saddle. For strict saddle
functions, we show that with only first order (gradient) information, SGD can escape the saddle
points efficiently. We give a framework for analyzing SGD in both the unconstrained and equality-
constrained cases using this property.
We apply our framework to orthogonal tensor decomposition, which is a core problem in
learning many latent variable models (see discussion in Subsection 3.1.3). The tensor decomposition
problem is inherently susceptible to saddle point issues, as the problem asks to find d different
components and any permutation of the true components yields a valid solution. Such symmetry
creates exponentially many local minima and saddle points in the optimization problem. Using our
new analysis of SGD, we give the first online algorithm for orthogonal tensor decomposition with
global convergence guarantee. This is a key step towards making tensor decomposition algorithms
more scalable.
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3.1.1 Summary of results
Strict saddle functions Given a function f (w) that is twice differentiable, we call w a stationary
point if ∇ f (w) = 0. A stationary point can either be a local minimum, a local maximum or a saddle
point. We identify an interesting class of non-convex functions which we call strict saddle. For these
functions the Hessian of every saddle point has a negative eigenvalue. In particular, this means that
local second-order algorithms which are similar to the ones in [27] can always make some progress.
It may seem counter-intuitive why SGD can work in these cases: in particular if we run the
basic gradient descent starting from a stationary point then it will not move. However, we show that
the saddle points are not stable and that the randomness in SGD helps the algorithm to escape from
the saddle points.
Theorem 3.1.1 (informal). Suppose f (w) is strict saddle (see Definition 3.2.2), Noisy Gradient
Descent (Algorithm 1) outputs a point that is close to a local minimum in a polynomial number of
steps.
Online tensor decomposition Requiring all saddle points to have a negative eigenvalue may seem
strong, but it already allows non-trivial applications to natural non-convex optimization problems.
As an example, we consider the orthogonal tensor decomposition problem. This problem is the key
step in spectral learning for many latent variable models (see more discussions in Section 3.1.3).
Moreover, as we mentioned in Section 1.1, follow up papers identified more strict saddle functions
for various machine learning problems as well.
We design a new objective function for tensor decomposition that is strict saddle.
Theorem 3.1.2. Given random samples X such that T = E[g(X)] ∈ Rd4 is an orthogonal 4-th
order tensor (see Section 3.1.3), there is an objective function f (w),w ∈ Rd×d such that every local
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minimum of f (w) corresponds to a valid decomposition of T . Further, the function f is strict saddle.
Combining this new objective with our framework for analyzing SGD in non-convex settings,
we get the first online algorithm for orthogonal tensor decomposition with global convergence
guarantee, see Subsection 3.3.
3.1.2 Related work
Relaxed notions of convexity In optimization theory and economics, there are extensive works on
understanding functions that behave similarly to convex functions (and in particular can be optimized
efficiently). Such notions involve pseudo-convexity [89], quasi-convexity [73], invexity [43] and
their variants. More recently there are also works that consider classes that admit more efficient
optimization procedures like RSC (restricted strong convexity) [1]. Although these classes involve
functions that are non-convex, the function (or at least the function restricted to the region of
analysis) still has a unique stationary point that is the desired local/global minimum. Therefore
these works cannot be used to prove global convergence for problems like tensor decomposition,
where by symmetry of the problem there are multiple local minima and saddle points.
Second-order algorithms The most popular second-order method is Newton’s method. Although
Newton’s method converges fast near a local minimum, its global convergence properties are less
understood in the more general case. For non-convex functions, [32] gave a concrete example where
a second-order method converges to the desired local minimum in a polynomial number of steps
(interestingly the function of interest is trying to find one component in a 4-th order orthogonal
tensor, which is a simpler case of our application). As Newton’s method often converges also to
saddle points, to avoid this behavior, different trust-region algorithms are applied [27].
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Stochastic gradient and symmetry The tensor decomposition problem we consider in this paper
has the following symmetry: the solution is a set of d vectors v1, ..., vd. If (v1, v2, ..., vd) is a solution,
then for any permutation pi and any sign flips κ ∈ {±1}d, (.., κivpi(i), ...) is also a valid solution. In
general, symmetry is known to generate saddle points, and variants of gradient descent often perform
reasonably in these cases (see [107], [102], [62]). The settings in these works are different from
ours, and none of them give bounds on number of steps required for convergence.
There are many other problems that have the same symmetric structure as the tensor decomposi-
tion problem, including the sparse coding problem [97] and many deep learning applications [11].
In these problems the goal is to learn multiple “features” where the solution is invariant under
permutation. Note that there are many recent papers on iterative/gradient based algorithms for prob-
lems related to matrix factorization [64, 111]. These problems often have very different symmetry,
as if Y = AX then for any invertible matrix R we know Y = (AR)(R−1X).
Follow up works As mentioned in Section 1.1, there are lots of follow up works after our
introduction of the strict saddle property. For example, many authors have found the strict saddle
property to be a powerful tool for proving the correctness of SGD for many machine learning
problems with non-convex loss functions, including matrix completion [36], deep linear networks
[70], matrix recovery [14], phase retrieval [121], etc. Moreover, this property ensures provable
guarantees for other algorithms as well. For example, if f is strict saddle, gradient descent converges
to a local minimum almost surely with random initialization [79], while normalized gradient descent
[80], perturbed gradient descent [68] or accelerated gradient descent [67] can converge to a local
minimum more efficiently.
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3.1.3 Tensor decomposition
A p-th order tensor is a p-dimensional array of real numbers. In this paper we will mostly consider
4-th order tensors. If T ∈ Rd4 is a 4-th order tensor, we use Ti1,i2,i3,i4(i1, ..., i4 ∈ [d]) to denote its
(i1, i2, i3, i4)-th entry.
Tensors can be constructed from tensor products. We use (u ⊗ v) to denote a 2nd order tensor
where (u ⊗ v)i, j = uiv j. This generalizes to higher order and we use u⊗4 to denote the 4-th order
tensor
[u⊗4]i1,i2,i3,i4 = ui1ui2ui3ui4 .
We say a 4-th order tensor T ∈ Rd4 has an orthogonal decomposition if it can be written as
T =
d∑
i=1
a⊗4i , (3.1)
where ai’s are orthonormal vectors that satisfy ‖ai‖ = 1 and aTi a j = 0 for i , j. We call the vectors
ai’s the components of this decomposition. Such a decomposition is unique up to permutation of
ai’s and sign-flips.
A tensor also defines a multilinear form (just as a matrix defines a bilinear form), for a p-th
order tensor T ∈ Rdp and matrices Mi ∈ Rd×nii ∈ [p], we define
[T (M1,M2, ...,Mp)]i1,i2,...,ip =
∑
j1, j2,..., jp∈[d]
T j1, j2,..., jp
∏
t∈[p]
Mt[it, jt].
That is, the result of the multilinear form T (M1,M2, ...,Mp) is another tensor in Rn1×n2×···×np . We
will most often use vectors or identity matrices in the multilinear form. In particular, for a 4-th
order tensor T ∈ Rd4 we know T (I, u, u, u) is a vector and T (I, I, u, u) is a matrix. In particular, if T
has the orthogonal decomposition in (3.1), we know T (I, u, u, u) =
∑d
i=1(u
T ai)3ai and T (I, I, u, u) =∑d
i=1(u
T ai)2aiaTi .
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Given a tensor T with an orthogonal decomposition, the orthogonal tensor decomposition
problem asks to find the individual components a1, ..., ad. This is a central problem in learning
many latent variable models, including Hidden Markov Models, multi-view models, topic models,
mixtures of Gaussians and Independent Component Analysis (ICA). See the discussion and citations
in [3]. The orthogonal tensor decomposition problem can be solved by many algorithms even when
the input is a noisy estimation T˜ ≈ T [46, 77, 3]. In practice this approach has been successfully
applied to ICA [24], topic models [136] and community detection [56].
3.2 Stochastic gradient descent for strict saddle function
In this section we discuss the properties of saddle points, and show if all the saddle points are
well-behaved then stochastic gradient descent finds a local minimum for a non-convex function in
polynomial time.
3.2.1 Strict saddle property
For a twice differentiable function f (w), we call the points stationary points if their gradients are
equal to 0. Stationary points could be local minima, local maxima or saddle points. By local
optimality conditions [127], in many cases we can tell what type a point w is by looking at its
Hessian: if ∇2 f (w) is positive definite then w is a local minimum; if ∇2 f (w) is negative definite
then w is a local maximum; if ∇2 f (w) has both positive and negative eigenvalues then w is a saddle
point. These criteria do not cover all the cases as there could be degenerate scenarios: ∇2 f (w) can
be positive semidefinite with an eigenvalue equal to 0, in which case the point could be a local
minimum or a saddle point, or could even be a local maximum, in the case that ∇2 f (w) is a zero
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matrix.
If a function does not have these degenerate cases, then we say the function is strict saddle:
Definition 3.2.1. A twice differentiable function f (w) is strict saddle, if all of its stationary points
satisfy λmin(∇2 f (w)) , 0.
Intuitively, if we are not at a stationary point, then we can always follow the gradient and reduce
the value of the function. If we are at a saddle point, we need to consider a second order Taylor
expansion:
f (w + ∆w) ≈ w + (∆w)T∇2 f (w)(∆w) + O(‖∆w‖3).
Since the strict saddle property guarantees ∇2 f (w) to have a negative eigenvalue, there is always a
point that is near w and has strictly smaller function value. It is possible to make local improvements
as long as we have access to second order information. However it is not clear whether the more
efficient stochastic gradient updates can work in this setting.
To make sure the local improvements are significant, we use a robust version of the strict
saddle property:
Definition 3.2.2. A twice differentiable function f (w) is (λ, γ, ε, δ)-strict saddle, if for any point w
at least one of the following is true
1. ‖∇ f (w)‖ ≥ ε.
2. λmin(∇2 f (w)) ≤ −γ.
3. There is a local minimum w? such that ‖w − w?‖ ≤ δ, and the function f (w′) restricted to a
2δ-neighborhood of w? (‖w′ − w?‖ ≤ 2δ) is λ-strongly convex.
Intuitively, this condition says for any point whose gradient is small, it is either close to a robust
local minimum, or is a saddle point (or local maximum) with a significant negative eigenvalue.
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Algorithm 1 Noisy Stochastic Gradient
Require: Stochastic gradient oracle S G(w), initial point w0, desired accuracy κ.
Ensure: wt that is close to some local minimum w?.
1: Choose η = min{O˜(κ2/ log(1/κ)), ηmax}, T = O˜(1/η2)
2: for t = 0 to T − 1 do
3: Sample noise n uniformly from unit sphere.
4: wt+1 ← wt − η(S G(w) + n)
We purpose a simple variant of the SGD algorithm, where the only difference to the traditional
algorithm is that we add an extra noise term to the updates. The main benefit of this additional noise
is that we can guarantee there is noise in every direction, which allows the algorithm to effectively
explore the local neighborhood around saddle points. If the noise from the stochastic gradient oracle
already has nonnegligible variance in every direction, our analysis also applies without adding
additional noise. We show noise can help the algorithm escape from saddle points and optimize
strict saddle functions.
Theorem 3.2.3 (Main Theorem). Suppose a function f (w) : Rd → R that is (λ, γ, ε, δ)-strict saddle,
and has a stochastic gradient oracle with radius at most Q. Further, suppose the function is bounded
by | f (w)| ≤ B, is L-smooth and ρ-Hessian smooth. Then there exists a threshold ηmax = Θ˜(1), so
that for any ζ > 0, and for any η ≤ ηmax/max{1, log(1/ζ)}, with probability at least 1 − ζ in
t = O˜(η−2 log(1/ζ)) iterations, Algorithm 1 (Noisy Gradient Descent) outputs a point wt that is
O˜(
√
η log(1/ηζ))-close to some local minimum w?.
Here (and throughout the rest of the chapter) O˜(·) (Ω˜, Θ˜) hides the factor that is polynomially
dependent on all other parameters (including Q, 1/λ, 1/γ, 1/ε, 1/δ, B, L, ρ, and d), but inde-
pendent of η and ζ. So it focuses on the dependency on η and ζ. Our proof technique can give
explicit dependencies on these parameters however we hide these dependencies for simplicity of
presentation.
Remark 1 (Decreasing learning rate). Often analysis of stochastic gradient descent uses decreasing
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learning rates and the algorithm converges to a local (or global) minimum. Since the function is
strongly convex in the small region close to a local minimum, we can use Theorem 3.2.3 to first find
a point that is close to a local minimum, and then apply standard analysis of SGD in the strongly
convex case (where we decrease the learning rate by 1/t and get 1/
√
t convergence in ‖w − w?‖).
In the next part we sketch the proof of the main theorem. Details are deferred to Appendix A.1.
3.2.2 Proof sketch
In order to prove Theorem 3.2.3, we analyze the three cases in Definition 3.2.2. When the gradient
is large, we show the function value decreases in one step (see Lemma 3.2.4); when the point is
close to a local minimum, we show with high probability it cannot escape in the next polynomial
number of iterations (see Lemma 3.2.5).
Lemma 3.2.4 (Gradient). Under the assumptions of Theorem 3.2.3, for any point with ‖∇ f (wt)‖ ≥
C
√
η (where C = Θ˜(1)) and C
√
η ≤ ε, after one iteration we have E[ f (wt+1)] ≤ f (wt) − Ω˜(η2).
The proof of this lemma is a simple application of the smoothness property.
Lemma 3.2.5 (Local minimum). Under the assumptions of Theorem 3.2.3, for any point wt that
is O˜(
√
η) < δ close to local minimum w?, in O˜(η−2 log(1/ζ)) number of steps all future wt+i’s are
O˜(
√
η log(1/ηζ))-close with probability at least 1 − ζ/2.
The proof of this lemma is similar to the standard analysis [101] of stochastic gradient descent
in the smooth and strongly convex setting, except we only have local strongly convexity. The proof
appears in Appendix A.1.
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The hardest case is when the point is “close” to a saddle point: it has gradient smaller than ε and
smallest eigenvalue of the Hessian bounded by −γ. In this case we show the noise in our algorithm
helps the algorithm to escape:
Lemma 3.2.6 (Saddle point). Under the assumptions of Theorem 3.2.3, for any point wt where
‖∇ f (wt)‖ ≤ C √η (for the same C as in Lemma 3.2.4), and λmin(∇2 f (wt)) ≤ −γ, there is a number
of steps T that depends on wt such that E[ f (wt+T )] ≤ f (wt) − Ω˜(η). The number of steps T has a
fixed upper bound Tmax that is independent of wt where T ≤ Tmax = O˜(1/η).
Intuitively, at point wt there is a good direction that is hiding in the Hessian. The hope of the
algorithm is that the additional (or inherent) noise in the update step makes a small step towards the
correct direction, and then the gradient information will reinforce this small perturbation and the
future updates will “slide” down the correct direction.
To make this more formal, we consider a coupled sequence of updates w˜ such that the function
to minimize is just the local second order approximation
f˜ (w) = f (wt) + ∇ f (wt)T (w − wt) + 12(w − wt)
T∇2 f (wt)(w − wt).
The dynamics of stochastic gradient descent for this quadratic function is easy to analyze as w˜t+i
can be calculated analytically. Indeed, we show the expectation of f˜ (w˜) will decrease. We then use
the smoothness of the function to show that as long as the points did not go very far from wt, the
two update sequences w˜ and w will remain close to each other, and thus f˜ (w˜t+i) ≈ f (wt+i). Finally
we prove the future wt+i’s (in the next T steps) will remain close to wt with high probability by
Martingale bounds. The detailed proof appears in Appendix A.1.
With these three lemmas it is easy to prove the main theorem. Intuitively, as long as there is a
small probability of being O˜(
√
η)-close to a local minimum, we can always apply Lemma 3.2.4 or
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Lemma 3.2.6 to make the expected function value decrease by Ω˜(η) in at most O˜(1/η) iterations,
this cannot go on for more than O˜(1/η2) iterations because in that case the expected function value
will decrease by more than 2B, but max f (x) − min f (x) ≤ 2B by our assumption. Therefore in
O˜(1/η2) steps with at least constant probability wt will become O˜(
√
η)-close to a local minimum.
By Lemma 3.2.5 we know once it is close it will almost always stay close, so we can repeat this
log(1/ζ) times to get the high probability result. More details appear in Appendix A.1.
3.2.3 Constrained problems
In many cases, the problem we are facing are constrained optimization problems. In this part we
briefly describe how to adapt the analysis to problems with equality constraints (which suffices for
the tensor application). Dealing with general inequality constraint is left as future work.
For a constrained optimization problem:
min
w∈Rd
f (w) (3.2)
s.t. ci(w) = 0, i ∈ [m]
in general we need to consider the set of points in a low dimensional manifold that is defined by the
constraints. In particular, in the algorithm after every step we need to project back to this manifold
(see Algorithm 2 where ΠW is the projection to this manifold).
For constrained optimization it is common to consider the Lagrangian:
L(w, λ) = f (w) −
m∑
i=1
λici(w). (3.3)
Under common regularity conditions, it is possible to compute the value of the Lagrangian
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Algorithm 2 Projected Noisy Stochastic Gradient
Require: Stochastic gradient oracle S G(w), initial point w0, desired accuracy κ.
Ensure: wt that is close to some local minimum w?.
1: Choose η = min{O˜(κ2/ log(1/κ)), ηmax}, T = O˜(1/η2)
2: for t = 0 to T − 1 do
3: Sample noise n uniformly from unit sphere.
4: vt+1 ← wt − η(S G(w) + n)
5: wt+1 = ΠW(vt+1)
multipliers:
λ∗(w) = arg min
λ
‖∇wL(w, λ)‖.
We can also define the tangent space, which contains all directions that are orthogonal to all the
gradients of the constraints: T (w) = {v : ∇ci(w)T v = 0; i = 1, · · · ,m}. In this case the corresponding
gradient and Hessian we consider are the first-order and second-order partial derivative of Lagrangian
L at point (w, λ∗(w)):
χ(w) = ∇wL(w, λ)|(w,λ∗(w)) = ∇ f (w) −
m∑
i=1
λ∗i (w)∇ci(w) (3.4)
M(w) = ∇2wwL(w, λ)|(w,λ∗(w)) = ∇2 f (w) −
m∑
i=1
λ∗i (w)∇2ci(w) (3.5)
We replace the gradient and Hessian with χ(w) and M(w), and when computing eigenvectors of
M(w) we focus on its projection on the tangent space. In this way, we can get a similar definition
for strict saddle (see Appendix A.2), and the following theorem.
Theorem 3.2.7. (informal) Under regularity conditions and smoothness conditions, if a constrained
optimization problem satisfies strict saddle property, then for a small enough η, in O˜(η−2 log 1/ζ)
iterations Projected Noisy Gradient Descent (Algorithm 2) outputs a point w that is O˜(
√
η log(1/ηζ))
close to a local minimum with probability at least 1 − ζ.
Detailed discussions and formal version of this theorem are deferred to Appendix A.2.
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3.3 Online tensor decomposition
In this section we describe how to apply our stochastic gradient descent analysis to tensor decom-
position problems. We first give a new formulation of tensor decomposition as an optimization
problem, and show that it satisfies the strict saddle property. Then we explain how to compute
stochastic gradient in a simple example of Independent Component Analysis (ICA) [60].
3.3.1 Optimization problem for tensor decomposition
Given a tensor T ∈ Rd4 that has an orthogonal decomposition
T =
d∑
i=1
a⊗4i , (3.6)
where the components ai’s are orthonormal vectors (‖ai‖ = 1, aTi a j = 0 for i , j), the goal of
orthogonal tensor decomposition is to find the components ai’s.
This problem has inherent symmetry: for any permutation pi and any set of κi ∈ {±1}, i ∈ [d], we
know ui = κiapi(i) is also a valid solution. This symmetry property makes the natural optimization
problems non-convex.
In this section we will give a new formulation of orthogonal tensor decomposition as an
optimization problem, and show that this new problem satisfies the strict saddle property.
Previously, [32] solves the problem of finding one component, with the following objective
function
max
‖u‖2=1
T (u, u, u, u). (3.7)
In Appendix A.3.1, as a warm-up example we show this function is indeed strict saddle, and we can
apply Theorem 3.2.7 to prove global convergence of stochastic gradient descent algorithm.
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It is possible to find all components of a tensor by iteratively finding one component, and do
careful deflation, as described in [3] or [6]. However, in practice the most popular approaches
like Alternating Least Squares [25] or FastICA [59] try to use a single optimization problem to
find all the components. Empirically these algorithms are often more robust to noise and model
misspecification.
The most straight-forward formulation of the problem aims to minimize the reconstruction error
min
∀i,‖ui‖2=1
‖T −
d∑
i=1
u⊗4i ‖2F . (3.8)
Here ‖ · ‖F is the Frobenius norm of the tensor which is equal to the `2 norm when we view the
tensor as a d4 dimensional vector. However, it is not clear whether this function satisfies the strict
saddle property, and empirically stochastic gradient descent is unstable for this objective.
We propose a new objective that aims to minimize the correlation between different components:
min
∀i,‖ui‖2=1
∑
i, j
T (ui, ui, u j, u j), (3.9)
To understand this objective intuitively, we first expand vectors uk in the orthogonal basis formed
by {ai}’s. That is, we can write uk = ∑di=1 zk(i)ai, where zk(i) are scalars that correspond to the
coordinates in the {ai} basis. In this way we can rewrite T (uk, uk, ul, ul) = ∑di=1(zk(i))2(zl(i))2. From
this form it is clear that the T (uk, uk, ul, ul) is always nonnegative, and is equal to 0 only when the
support of zk and zl do not intersect. For the objective function, we know in order for it to be equal
to 0 the z’s must have disjoint support. Therefore, we claim that {uk},∀k ∈ [d] is equivalent to
{ai},∀i ∈ [d] up to permutation and sign flips when the global minimum (which is 0) is achieved.
We further show that this optimization program satisfies the strict saddle property and all its
local minima in fact achieves global minimum value. The proof is deferred to Appendix A.3.2.
Theorem 3.3.1. The optimization problem (3.9) is (λ, γ, ε, δ)-strict saddle, for λ = 1 and γ, ε, δ =
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1/poly(d). Moreover, all its local minima have the form ui = κiapi(i) for some κi = ±1 and permutation
pi(i).
3.3.2 Implementing stochastic gradient oracle
To design an online algorithm based on objective function (3.9), we need to give an implementation
for the stochastic gradient oracle.
In applications, the tensor T is oftentimes the expectation of multilinear operations of samples
g(x) over x where x is generated from some distribution D. In other words, for any x ∼ D, the
tensor is T = E[g(x)]. Using the linearity of the multilinear map, we know E[g(x)](ui, ui, u j, u j) =
E[g(x)(ui, ui, u j, u j)]. Therefore we can define the loss function φ(u, x) =
∑
i, j g(x)(ui, ui, u j, u j), and
the stochastic gradient oracle S G(u) = ∇uφ(u, x).
For concreteness, we look at a simple ICA example. In the simple setting we consider an
unknown signal x that is uniform1 in {±1}d, and an unknown orthonormal linear transformation2 A
(AAT = I). The sample we observe is y := Ax ∈ Rd. Using standard techniques (see [20]), we know
the 4-th order cumulant of the observed sample is a tensor that has orthogonal decomposition. Here
for simplicity we don’t define 4-th order cumulant, instead we give the result directly.
Define tensor Z ∈ Rd4 as follows:
Z(i, i, i, i) = 3, ∀i ∈ [d]
Z(i, i, j, j) = Z(i, j, i, j) = Z(i, j, j, i) = 1, ∀i , j ∈ [d]
where all other entries of Z are equal to 0. The tensor T can be written as a function of the auxiliary
tensor Z and multilinear form of the sample y.
1In general ICA the entries of x are independent, non-Gaussian variables.
2In general (under-complete) ICA this could be an arbitrary linear transformation, however usually after the
“whitening” step (see [20]) the linear transformation becomes orthonormal.
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Lemma 3.3.2. The expectation E[12(Z − y⊗4)] =
∑d
i=1 a
⊗4
i = T, where ai’s are columns of the
unknown orthonormal matrix A.
This lemma is easy to verify, and is closely related to cumulants [20]. Recall that φ(u, y)
denotes the loss (objective) function evaluated at sample y for point u. Let φ(u, y) =
∑
i, j
1
2(Z −
y⊗4)(ui, ui, u j, u j). By Lemma 3.3.2, we know that E[φ(u, y)] is equal to the objective function as
in Equation (3.9). Therefore we rewrite objective (3.9) as the following stochastic optimization
problem
min
∀i,‖ui‖2=1
E[φ(u, y)], where φ(u, y) =
∑
i, j
1
2
(Z − y⊗4)(ui, ui, u j, u j)
The stochastic gradient oracle is then
∇uiφ(u, y) =
∑
j,i
(〈
u j, u j
〉
ui + 2
〈
ui, u j
〉
u j −
〈
u j, y
〉2 〈ui, y〉 y) . (3.10)
Notice that computing this stochastic gradient does not require constructing the 4-th order tensor
T − y⊗4. In particular, this stochastic gradient can be computed very efficiently:
Claim 3.3.3. The stochastic gradient (3.10) can be computed in O(d3) time for one sample or
O(d3 + d2k) for average of k samples.
Proof. The proof is straight forward as the first two terms take O(d3) and is shared by all samples.
The third term can be efficiently computed once the inner-products between all the y’s and all the
ui’s are computed (which takes O(kd2) time). 
3.4 Experiments
We run simulations for Projected Noisy Gradient Descent (Algorithm 2) applied to orthogonal tensor
decomposition. The results show that the algorithm converges from random initial points efficiently
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(as predicted by the theorems), and our new formulation (3.9) performs better than reconstruction
error (3.8) based formulation.
Settings We set dimension d = 10, the input tensor T is a random tensor in R104 that has
orthogonal decomposition (3.1). The step size is chosen carefully for respective objective functions.
The performance is measured by normalized reconstruction error E =
(
‖T −∑di=1 u⊗4i ‖2F) /‖T‖2F .
Samples and stochastic gradients We use two ways to generate samples and compute stochastic
gradients. In the first case we generate sample x by setting it equivalent to d
1
4 ai with probability
1/d. It is easy to see that E[x⊗4] = T . This is a very simple way of generating samples, and we use
it as a sanity check for the objective functions.
In the second case we consider the ICA example introduced in Section 3.3.2, and use Equation
(3.10) to compute a stochastic gradient. In this case the stochastic gradient has a large variance, so
we use mini-batch of size 100 to reduce the variance.
Comparison of objective functions We use the simple way of generating samples for our new
objective function (3.9) and reconstruction error objective (3.8). The result is shown in Figure 3.1.
Our new objective function is empirically more stable (always converges within 10000 iterations);
the reconstruction error do not always converge within the same number of iterations and often
exhibits long periods with small improvement (which is likely to be caused by saddle points that do
not have a significant negative eigenvalue).
Simple ICA example As shown in Figure 3.2, our new algorithm also works in the ICA setting.
When the learning rate is constant the error stays at a fixed small value. When we decrease the
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(a) New Objective (3.9)
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(b) Reconstruction Error Objective (3.8)
Figure 3.1: Comparison of different objective functions
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(b) Learning Rate η/t (in log scale)
Figure 3.2: ICA setting performance with mini-batch of size 100
learning rate the error converges to 0.
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CHAPTER 4
ESCAPING FROM LOCAL MINIMA
4.1 Introduction
In this chapter, we take the alternative view that SGD is essentially acting like GD on the original
function f convolved with the gradient noise, see Section 1.2. We can formalize this intuition using
the following assumption.
Assumption 4.1.1 (Main Assumption). For a fixed point w∗, noise distribution X(w), step size η,
the function f is c-one point strongly convex with respect to w∗ after convolved with noise. That is,
for any w, y in domain D s.t. y = w − η∇ f (w),
〈−∇Eξ∈X(w) f (y − ηξ),w∗ − y〉 ≥ c‖w∗ − y‖22 (4.1)
For point y, since the direction w∗ − y points to w∗, by having positive inner product with w∗ − y,
we know the direction −η∇ f (yt − ηξt) in (1.1) approximately points to w∗ in expectation. Therefore,
yt will converge to w∗ with decent probability:
Theorem 4.1.2 (Main Theorem, Informal). Assume f is smooth, for every w ∈ D, X(w) s.t.,
maxξ∼X(w) ‖ξ‖2 ≤ r. Also assume η is bounded by a constant, and Assumption 4.1.1 holds with
w∗, η, and c. For T1 ≥ O˜( 1ηc)1, and any T2 > 0, with probability at least 1/2, we have ‖yt − w∗‖22 ≤
O(log(T2)
ηr2
c ) for any t s.t., T1 + T2 ≥ t ≥ T1.
Notice that our main theorem not only says SGD will get close to w∗, but also says with constant
probability, SGD will stay close to w∗ for the future T2 steps. As we will see in Section 4.5, we
1We use O˜ to hide log terms here.
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observe that Assumption 4.1.1 holds along the SGD trajectory for the modern neural networks when
the noise comes from real data mini-batches. Moreover, the SGD trajectory matches with our theory
prediction in practice.
Our main theorem can also help explain why SGD could escape “sharp” local minima and
converge to “flat” local minima in practice [71]. Indeed, the sharp local minima have small loss
value and small diameter, so after convolved with the noise kernel, they easily disappear, which
means Assumption 4.1.1 holds. However, flat local minima have large diameter, so they still exists
after convolution. In that case, our main theorem says, it is more likely that SGD will converge to
flat local minima, instead of sharp local minima.
4.1.1 Related work
Previously, people already realized that the noise in the gradient could help SGD to escape saddle
points [35, 68] or achieve better generalization [44, 92]. With the help of noise, SGD can also be
viewed as doing approximate Bayesian inference [88]. Besides, it is proved that SGD with extra
noise could “hit” a local minimum with small loss value in polynomial time under some assumptions
[132]. However, the extra noise is too big to guarantee convergence, and that model cannot deal
with escaping sharp local minima.
Escaping sharp local minima for neural network is important, because it is conjectured (although
controversial [29]) that flat local minima may lead to better generalization [52, 71, 21]. It is also
observed that the correct learning rate schedule (small or large) is crucial for escaping bad local
minima [58, 85]. Furthermore, solutions that are farther away from the initialization may lead to
wider local minima and better generalization [54]. Under a Bayesian perspective, it is shown that the
noise in stochastic gradient could drive SGD away from sharp minima, which decides the optimal
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Figure 4.1: Running SGD on a spiky function f . Row 1: f gets smoother after convolving with
uniform random noise. Row 2: Run SGD with different noise levels. Every figure is obtained with
100 trials with different random initializations. Red dots represent the last iterates of these trials,
while blue bars represent the cumulative counts. GD without noise easily gets stuck at various local
minima, while SGD with appropriate noise level converges to a local region. Row 3: In order to get
closer to w∗, one may run SGD in multiple stages with shrinking learning rates.
batch size [116]. There are also explanations for why small batch methods prefers flat minima while
large batch methods are not, by investigating the canonical quadratic sums problem [100].
To visualize the loss surface of neural network, a common practice is projecting it onto a one
dimensional line [42], which was observed to be convex. For the simple two layer neural network, a
local one point strongly convexity property provably holds under Gaussian input assumption [82].
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4.2 Motivating example
Let us first see a simple example in Figure 4.1. We use Fr,c to denote the sub-figure at row r and
column c. The function f at F1,1 is a approximately convex function, but very spiky. Therefore, GD
easily gets stuck at various local minima, see F2,1. However, we want to get rid of those spurious
local minima, and get a point near w∗ = 0.
If we take the alternative view that SGD works on the convolved version of f (F1,2, F1,3, F1,4), we
find that those functions are much smoother and contain few local minima. However, the gradient
noise here is a double-edged sword. On one hand, if the noise is small, the convolved f is still
somewhat non-convex, then SGD may find a few bad local minima as shown in F2,2. On the other
hand, if the noise is too large, the noise dominates the gradient, and SGD will act like random walk,
see F2,4.
F2,3 seems like a nice tradeoff, as all trials converges to a local region near 0, but the region is too
big (most points are in [−1.5, 1.5]). In order to get closer to 0, we may “restart” SGD with a point
in [−1.5, 1.5], using smaller noise level 0.15. Recall in F2,2, SGD fails because the convolved f has
a few non-convex regions (F1,2), so SGD may find spurious local minima. However, those local
minima are outside [−1.5, 1.5]. The convolved f in F1,2 restricted in [−1.5, 1.5] is pretty convex, so
if we start a point in this region, SGD converges to a smaller local region centered at 0, see F3,2.
We may do this iteratively, with even smaller noise levels and smaller initialization regions, and
finally we will get pretty close to 0 with decent probability, see F3,3 and F3,4.
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4.3 Main theorem
Assume that we are running SGD on the sequence {wt}. Recall the update rule (1.1) for yt. Our
main theorem says that {yt} is converging to w∗ and will stay around w∗ afterwards.
Theorem 4.1.2 (Main Theorem). Assume f is L-smooth, for every w ∈ D,X(w) s.t., maxξ∼X(w) ‖ξ‖2 ≤
r. For a fixed target solution w∗, if there exists constant c, η > 0, such that Assumption 4.1.1 holds
with w∗, η, c, and η < min{ 12L , cL2 , 12c }, λ , 2ηc − η2L2, b , η2r2(1 + ηL)2. Then for any fixed
T1 ≥ log(λ‖y0−w
∗‖22/b)
λ
and T2 > 0, with probability at least 1/2, we have ‖yT − w∗‖22 ≤ 20bλ and
‖yt − w∗‖22 ≤ O
(
log(T2)b
λ
)
for all t s.t., T1 + T2 ≥ t ≥ T1.
We defer the proof to Section 4.4.
Remark. For fixed c, there exists a lower bound on η to satisfy Assumption 4.1.1, so η cannot
be arbitrarily small. However, the main theorem says within T1 + T2 steps, SGD will stay in a local
region centered at w∗ with diameter O
(
log(T2)b
λ
)
, which is essentially O˜(ηr2/c) that scales with η. In
order to get closer to w∗, a common trick in practice is to restart SGD with smaller step size η′
within the local region. If f inside this region has better geometric properties (which is usually true),
one gets better convergence guarantee:
Corollary 4.3.1 (Shrinking Learning Rate). If the assumptions in Theorem 4.1.2 holds, and f
restricted in the local region D′ , {w|‖w−w∗‖ ≤ 20b
λ
} satisfy the same assumption with c′ > c, η′ < η,
then if we run SGD with η for the first T1 ≥ log(
λd
b )
λ
steps, and with η′ for the next T2 ≥ log(
λ 20b
′
λ
b′ )
λ′ steps,
with probability at least 1/4, we have ‖yT1+T2 − w∗‖22 ≤ 20b
′
λ′ <
20b
λ
.
This corollary can be easily generalized to shrink the learning rate multiple times.
Our main theorem is based on the important assumption that the step size is bounded. If the
step size is too big, even if the whole function f is one point convex (a stronger assumption than
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w∗
wt
wt+1 if
η too big
Figure 4.2: When step size is too big, even the gradient is one point convex, we may still go farther
away from w∗.
Assumption 4.1.1), and we run full gradient descent, we may not keep getting closer to w∗, as we
show below.
Theorem 4.3.2. For function f , if ∀w, 〈−∇ f (x),w∗ − w〉 ≤ c′‖w∗ − w‖22, and we are at the point wt.
If we run full gradient descent with step size η > 2c
′‖wt−w∗‖22
‖∇ f (wt)‖22
, we have ‖wt+1 − w∗‖22 ≥ ‖wt − w∗‖22.
Proof. Recall that we have wt+1 = wt − η∇ f (wt). Since we have 〈−∇ f (wt),w∗ − wt〉 ≤ c′‖w∗ − wt‖22,
then
‖wt+1 − w∗‖22 = ‖wt − η∇ f (wt) − w∗‖22
= ‖wt − w∗‖22 + η2‖∇ f (wt)‖22 − 2η〈∇ f (wt),wt − w∗〉
≥ (1 − 2ηc′)‖wt − w∗‖22 + η2‖∇ f (wt)‖22 > ‖wt − w∗‖22
Where the last inequality holds since we know η > 2c
′‖wt−w∗‖22
‖∇ f (wt)‖22
. 
This theorem can be best illustrated with Figure 4.2. If η is too big, although the gradient (the
arrow) is pointing to the approximately correct direction, wt+1 will be farther away from w∗ (going
outside of the w∗-centered ball).
Although this theorem analyzes the simple full gradient case, SGD is similar. In the high
dimensional case, it is natural to assume that most of the noise will be orthogonal to the direction of
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wt − w∗, therefore with additional noise inside the stochastic gradient, a large step size will drive
wt+1 away from w∗ more easily.
4.4 Proof for Theorem 4.1.2
In the proof, we will use the following lemma.
Theorem 4.4.1 (Azuma). Let X1, X2, · · · , Xn be independent random variables satisfying |Xi −
E(Xi)| ≤ ci, for 1 ≤ i ≤ n. We have the following bound for the sum X = ∑ni=1 Xi:
Pr(|X − E(X)| ≥ λ) ≤ 2e−
λ2
2
∑n
i=1 c
2
i .
Our proof has four steps.
Step 1. Since Assumption 4.1.1 holds, we show that SGD always makes progress towards w∗ in
expectation, plus some noise.
Let filtration Ft = σ{ξ0, · · · , ξt−1}, where σ{·} denotes the sigma field. Notice that for any
ξt ∼ X(wt), we have E[ξt|Ft] = 0.
Thus,
E[‖yt+1 − w∗‖22|Ft] = E[‖yt − ηξt − η∇ f (yt − ηξt) − w∗‖22|Ft]
=E
[
‖yt − η∇ f (yt − ηξt) − w∗‖22 + ‖ηξt‖22 − 2〈ηξt, yt − η∇ f (yt − ηξt) − w∗〉|Ft
]
≤E
[
‖yt − η∇ f (yt − ηξt) − w∗‖22 + η2r2 − 2〈ηξt,−η∇ f (yt − ηξt) + η∇ f (yt) − η∇ f (yt)〉|Ft
]
≤E
[
‖yt − w∗‖22 + η2‖∇ f (yt − ηξt)‖22 − 2η〈−∇ f (yt − ηξt),w∗ − yt〉 + η2r2 + 2η3r2L|Ft
]
≤‖yt − w∗‖22 + E
[
η2‖∇ f (yt − ηξt)‖22|Ft
]
+ η2r2 − 2η〈−∇Eξt∈X(wt) f (yt − ηξt),w∗ − yt〉 + 2η3r2L
≤(1 − 2ηc)‖yt − w∗‖22 + η2r2 + 2η3r2L + E
[
η2L2‖w∗ − yt + ηξt‖22|Ft
]
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≤(1 − 2ηc)‖yt − w∗‖22 + η2r2 + 2η3r2L + η2L2‖w∗ − yt‖22 + η4r2L2
=(1 − 2ηc + η2L2)‖yt − w∗‖22 + η2r2(1 + ηL)2
Step 2. Since SGD makes progress in every step, after many steps, SGD gets very close to w∗ in
expectation. By Markov inequality, this event holds with large probability.
Notice that since η < cL2 , we have λ , 2ηc − η2L2 > ηc > 0. Recall b , η2r2(1 + ηL)2, we get:
E[‖yt+1 − w∗‖22|Ft] ≤ (1 − λ)‖yt − w∗‖22 + b
Let Gt = (1 − λ)−t(‖yt − w∗‖22 − bλ ), we get:
E[Gt+1|Ft] ≤ Gt
That means, Gt is a supermartingale. We have
E[GT1 |FT1−1] ≤ G0
Which gives
E
[
‖yT1 − w∗‖22 −
b
λ
∣∣∣∣FT1−1] ≤ (1 − λ)T1(‖y0 − w∗‖22 − bλ )
≤ (1 − λ)T1‖y0 − w∗‖22
That is,
E[‖yT1 − w∗‖22|FT1−1] ≤
b
λ
+ (1 − λ)T1‖y0 − w∗‖22
Since T1 ≥
log
(
λ‖y0−w∗‖22
b
)
λ
, we get:
E[‖yT1 − w∗‖22|FT1−1] ≤
2b
λ
By Markov inequality, we know with probability at least 0.9,
‖yT1 − w∗‖22 ≤
20b
λ
(4.2)
38
For notational simplicity, for the analysis below we relabel the point yT1 as y0. Therefore, at
time 0 we already have ‖y0 − w∗‖22 ≤ 20bλ .
Step 3. Conditioned on the event that we are close to w∗, below we show that if for t0 > t ≥ 0, yt is
close to w∗, then yt0 is also close to w
∗ with high probability.
Let ζ = 9T24 . Let event Et = {∀τ ≤ t, ‖yτ − w∗‖ ≤ µ
√
b
λ
= δ}, where µ is a parameter satisfies
µ ≥ max{8, 42 log 12 (ζ)}. If with probability 59 , Et holds for every t ≤ T2, we are done.
By the previous calculation, we know that (1Et is the indicator function for Et)
E[Gt1Et−1 |Ft−1] ≤ Gt−11Et−1 ≤ Gt−11Et−2
So Gt1Et−1 is a supermartingale, with the initial value G0. In order to apply Azuma inequality,
we first bound the following term (notice that we use E[ξt] = 0 multiple times):
|Gt+11Et − E[Gt+11Et |Ft]|
=(1 − λ)−t|‖yt − ηξt − η∇ f (yt − ηξt) − w∗‖22 − E[‖yt − ηξt − η∇ f (yt − ηξt) − w∗‖22|Ft]|1Et
≤(1 − λ)−t|2〈−ηξt, yt − η∇ f (yt − ηξt) − w∗〉 + ‖ηξt‖22 + ‖yt − η∇ f (yt − ηξt) − w∗‖22
− E[2〈−ηξt, yt − η∇ f (yt − ηξt) − w∗〉 + ‖ηξt‖22 + ‖yt − η∇ f (yt − ηξt) − w∗‖22|Ft]
=(1 − λ)−t|‖ηξt‖22 − E[‖ηξt‖22|Ft] − 2〈ηξt, yt − η∇ f (yt − ηξt) − w∗〉 + ‖yt − η∇ f (yt − ηξt) − w∗‖22
− E[2〈ηξt, η∇ f (yt − ηξt)〉 + ‖yt − η∇ f (yt − ηξt) − w∗‖22|Ft]
≤(1 − λ)−t|η2r2 + 2ηr‖yt − w∗‖ + 2〈ηξt, η∇ f (yt − ηξt)〉 + ‖η∇ f (yt − ηξt) − η∇ f (yt) + η∇ f (yt)‖22
− E[‖η∇ f (yt − ηξt) − η∇ f (yt) + η∇ f (yt)‖22|Ft] + 2〈yt − w∗, η∇ f (yt − ηξt)
− E[η∇ f (yt − ηξt)|Ft]〉 − E[2〈ηξt, η∇ f (yt − ηξt)〉|Ft]
≤(1 − λ)−t|η2r2 + 2ηr‖yt − w∗‖ + 4η2r‖∇ f (yt − ηξt)‖2 + η2(2η2r2L2 + 2〈∇ f (yt),∇ f (yt − ηξt)
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− ∇ f (yt) − E[∇ f (yt − ηξt) − ∇ f (yt)|Ft]〉) + 2η
〈
yt − w∗,∇ f (yt − ηξt) − ∇ f (yt)
− E[∇ f (yt − ηξt) − ∇ f (yt)|Ft]
〉
=(1 − λ)−t|η2r2 + 2ηr‖yt − w∗‖ + 4η2rL(ηr + ‖yt − w∗‖2)
+ η2
(
2η2r2L2 + 4L‖yt − w∗‖2ηrL
)
+ 4η2rL‖yt − w∗‖
≤(1 − λ)−t
(
3.5η2r2 + 7ηrδ
)
Where the last inequality uses the fact that ηL ≤ 12 and ‖yt − w∗‖2 ≤ δ (as 1Et holds). Let
M , 3.5η2r2 + 7ηrδ. Let dτ = |Gτ1Eτ−1 − E[Gτ1Eτ−1 |Ft]|, we have
t∑
τ=1
d2τ =
t∑
τ=1
(1 − λ)−2τM2
rt =
√
t∑
τ=1
d2τ = M
√
t∑
τ=1
(1 − λ)−2τ
Apply Azuma inequality (Theorem 4.4.1), for any ζ > 0, we know
Pr(Gt1Et−1 −G0 ≥
√
2rt log
1
2 (ζ)) ≤ exp
(−2r2t log(ζ)
2
∑t
τ=1 d2τ
)
= exp− log(ζ) =
1
ζ
Therefore, with probability 1 − 1
ζ
,
Gt1Et−1 ≤ G0 +
√
2rt log
1
2 (ζ)
Step 4. The inequality above says, if Et−1 holds, i.e., for all τ ≤ t − 1, ‖yτ − w∗‖ ≤ δ, then with
probability 1 − 1
ζ
, Gt is bounded. If we can show from the upper bound of Gt that ‖yt − w∗‖ ≤ δ is
also true, we automatically get Et holds. In other words, that means if Et−1 holds, then Et holds with
probability 1 − 1
ζ
. Therefore, by applying this claim T2 times, we get ET2 holds with probability
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1 − T2
ζ
= 59 . Combining with inequality (4.2), we know with probability at least 1/2, the theorem
statement holds. Thus, it remains to show that ‖yt − w∗‖ ≤ δ.
If Gt1Et−1 ≤ G0 +
√
2rt log
1
2 (ζ), we know
(1 − λ)−t
(
‖yt − w∗‖22 −
b
λ
)
≤ ‖y0 − w∗‖22 −
b
λ
+
√
2rt log
1
2 (ζ)
So
‖yt − w∗‖22 ≤ (1 − λ)t
(
‖y0 − w∗‖22 +
√
2rt log
1
2 (ζ)
)
+
b
λ
≤‖y0 − w∗‖22 +
√
2(1 − λ)trt log 12 (ζ) + b
λ
Notice that
(1 − λ)trt = (1 − λ)tM
√
t∑
τ=1
(1 − λ)−2τ = M
√
t∑
τ=1
(1 − λ)2(t−τ)
=M
√
t−1∑
τ=0
(1 − λ)2τ ≤ M
√
1
1 − (1 − λ)2 ≤
M√
ηc
The second last inequality holds because we know 11−(1−λ)2 =
1
2λ−λ2 ≤ 1λ ≤ 1ηc , since λ =
2ηc − η2L2 ≤ 2ηc < 1, and λ > ηc.
That means,
‖yt − w∗‖22 ≤ ‖y0 − w∗‖22 +
√
2M√
ηc
log
1
2 (ζ) +
b
λ
≤
√
2(3.5η2r2 + 7ηrδ)√
ηc
log
1
2 (ζ) +
21b
λ
It remains to prove the following lemma.
Lemma 4.4.2. √
2(3.5η2r2 + 7ηrδ)√
ηc
log
1
2 (ζ) +
21b
λ
≤ δ2
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Proof. Recall that we want to show
√
2(3.5η2r2 + 7ηrδ)√
ηc
log
1
2 (ζ) +
21b
λ
≤ δ2 = µ
2b
λ
=
µ2η2r2(1 + ηL)2
λ
On the left hand side there are three summands. Below we show that each of them is bounded
by µ
2b
3λ
2.
Since µ ≥ max{8, 42 log 12 (ζ)}, we know 21b
λ
≤ 63b3λ < 8
2b
3λ ≤ µ
2b
3λ . Next, we have
42 log
1
2 (ζ) ≤ µ
⇒
√
30 log
1
2 (ζ)η0.5c0.5 ≤ µ
⇒15 log 12 (ζ) ≤ µ
2
2η0.5c0.5
⇒ 15√
c
log
1
2 (ζ) ≤ µ
2η0.5
λ
⇒3.5
√
2η1.5r2√
c
log
1
2 (ζ) ≤ µ
2η2r2
3λ
⇒3.5
√
2η2r2√
ηc
log
1
2 (ζ) ≤ µ
2η2r2(1 + ηL)2
3λ
Finally,
42 log
1
2 (ζ) ≤ µ
⇒ 42√
c
log
1
2 (ζ) ≤ µ
√
1
c
⇒7
√
2ηr√
ηc
log
1
2 (ζ) ≤
µ
√
η2r2(1+ηL)2
2ηc
3
2We made no effort to optimize the constants here.
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(c) The norm of stochastic gradient
Figure 4.3: (a). The inner product between the negative gradient and w300 − wt for each epoch t ≥ 5
is always positive. Every data point is the minimum value among 5 trials. (b). Neighborhood of
SGD trajectory is also one point convex with respect to w300. (c). Norm of stochastic gradient
⇒7
√
2ηr√
ηc
log
1
2 (ζ) ≤ δ
3
⇒7
√
2ηrδ√
ηc
log
1
2 (ζ) ≤ δ
2
3
Adding the three summands together, we get the claim. 
Therefore, ‖yt − w∗‖ ≤ δ. Combining the 4 steps together, we have proved the theorem.
4.5 Empirical observations
In this section, we explore the loss surfaces of modern neural networks, and show that they enjoy
many nice one point convex properties. Therefore, our main theorem could be used for explaining
why SGD works so well in practice.
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4.5.1 The SGD trajectory is one point convex
It is well known that the loss surface of neural network is highly non-convex, with numerous local
minima. However, we observe that the loss surface is consisted of many one point convex basin
region, while each time SGD traverses one of such regions.
See Figure 4.3a for details. We ran experiments on Resnet [51] (34 layers, ≈ 1.2M parameters),
Densenet [57] (100 layers, ≈ 0.8M parameters) on Cifar10 and Cifar100, each for 5 trials with 300
epochs and different initializations. For the start of every epoch xt in each trial, we compute the
inner product between the negative gradient −∇ f (wt) and the direction w300 − wt. In Figure 4.3a,
we plot the minimum value for every epoch among 5 trials for each setting. Notice that except
for the starting period of densenet on Cifar-10, all the other networks in all trials have positive
inner products, which shows that the trajectory of SGD (except the starting period) is one point
convex with respect to the final solution3. In these experiments, we have used the standard step size
schedule (0.1 initially, 0.01 after epoch 150, and 0.001 after epoch 225). However, we got the same
observation when using smoothly decreasing step sizes (shrink by 0.99 per epoch).
4.5.2 The neighborhood of the trajectory is one point convex
Having a one point convex trajectory for 5 trials does not suffice to show SGD always has a simple
and easy trajectory, due to the randomness of the stochastic gradient. Indeed, by a slight random
perturbation, SGD might be in a completely different trajectory that is far from being one point
convex to the final solution. However, in this subsection, we show that it is not the case, as the SGD
trajectory is one point convex after convolving with uniform ball with radius 0.5. That means, the
whole neighborhood of the SGD trajectory is one point convex with respect to the final solution.
3Similar observations were implicitly observed previously [42].
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In this experiment, we tried Resnet (34 layers, ≈ 1.2M parameters), Densenet (100 layers,
≈ 0.8M parameters) on Cifar10 and Cifar100. For every epoch in each setting, we take one point
and look at its neighborhood with radius 0.5 (upper bound of the length of one SGD step, as we
will show below). We take 100 random points inside each neighborhood to verify Assumption
4.1.1. More specifically, for every random point w in the neighborhood of wt, we computer
〈−∇ f (w),w300 − wt〉. Figure 4.3b shows the mean value (solid line), as well as upper and lower
bound of the inner product (shaded area). As we can see, the inner products for all epochs in every
setting have small variances, and are always positive. Although we could not verify Assumption
4.1.1 by computing the exact expectation due to limited computational resources, from Figure 4.3b
and Hoeffding bound (Lemma 4.5.1), we conclude that Assumption 4.1.1 should hold with high
probability.
Lemma 4.5.1 (Hoeffding bound [53]). Let X1, . . . , Xn be i.i.d. random variables bounded by the
interval [a, b]. Then Pr
(
1
n
∑
i Xi − E[X1] ≥ t
)
≤ exp
(
− 2nt2(b−a)2
)
.
Figure 4.3c shows the norm of the stochastic gradients, including both the mean value (solid
lines), as well as upper and lower bounds (shaped area). For all settings, the stochastic gradients
are always less than 5 before epoch 150 with learning rate 0.1, and less than 15 afterwards with
learning rate 0.01. Therefore, the step size of SGD is always bounded by 0.5.
Notice that the gradient norm gets bigger when we get closer to the final solution (after epoch
150). This further explains why shrinking step size is important.
4.5.3 Loss surface is locally a “slope”
Even with the observation that the whole neighborhood along the SGD trajectory is one point
convex with respect to the final solution, there exists a chicken-and-egg concern, as the final target
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Figure 4.4: Spectrum of local minima on the loss surface on modern neural networks.
is generated using the SGD trajectory.
In this subsection, we show that the one point convexity is a pretty “global” property. We
were running Resnet and Densenet on Cifar10, but with smaller networks (each with about 10K
parameters). For each network, if we fix the first 10 epochs, and generate 50 SGD trajectories with
different random seeds for 140 epochs and 0.1 learning rate, we get 50 different final solutions (they
are pretty far away from each other, with minimum pairwise distance 40). For each network, if we
look at the inner product between the negative gradient of any epoch of any trajectories, and the
vector pointing to any final solutions, we find that the inner products are almost always positive.
(only 0.1% of the inner products are not positive for Densenet, and only 2 out of 343, 000 inner
products are not positive for Resnet).
This indicates that the loss surface is “skewed” to the similar direction, and our observation
that the whole SGD trajectory is one point convex w.r. to the last point is not a coincidence. Based
on our Theorem 4.1.2, such loss surface is very friendly to SGD optimization, even with a few
exceptional points that are not one point convex with respect to the final solution.
Notice that in general, it is not possible that all the negative gradients of all points are one point
convex with respect to multiple target points. For example, if we take 1D interpolation between any
two target points, we could easily find points that have negative gradients only pointing to one target
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point. However, based on our simulation, empirically SGD almost never traverse those regions.
4.5.4 Spectrum of the local minima
From the previous subsections, we know that the loss surface of neural network has great one point
convex properties. It seems that by our Theorem 4.1.2, SGD will almost always converge to a few
target points (or regions). However, empirically SGD converges to very different target points. In
this subsection, we argue that this is because of the learning rate is too big for SGD to converge
(Theorem 4.3.2). On the other hand, whenever we shrink the learning rate to 0.01, Theorem 4.1.2
immediately applies and SGD converges to a local minimum.
In this experiment, we were running smaller version of Resnet and Densenet (each with about
10K parameters) on Cifar10 and Cifar100. For each setting, we first train the network with step size
0.1 for 300 epochs, then we pick different epochs as the new starting points for finding nearby local
minima using smaller learning rates with additional 150 epochs.
See Figure 4.4a and Figure 4.4b. Starting from different epochs, we got local minima with
decreasing validation loss and training loss.
To show that these local minima are not from the same region, we also plot the distance of the
local minima to the (unique) initialized point. As we can see, as we pick later epochs as the starting
points, we get local minima that are farther away from the initialization with better quality (also
observed in [54]).
Furthermore, we observe that for every local minimum, the whole trajectory is always one point
convex to that local minimum. Therefore, the time for shrinking learning rate decides the quality of
the final local minimum. That is, using large step size initially avoids being trapped into a bad local
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minimum, and whenever we are distant enough from the initialization, we can shrink the step size
and converge to a good local minimum (due to one point convexity by Theorem 4.1.2).
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CHAPTER 5
TWO LAYER NETWORK CONVERGENCE ANALYSIS
5.1 Introduction
In this chapter, we give the first convergence analysis of SGD for two-layer feedforward network
with ReLU activations. For this basic network, it is known that even in the simplified setting where
the weights are initialized symmetrically and the ground truth forms orthonormal basis, gradient
descent might get stuck at saddle points [124]. Empirically, SGD will easily get stuck at bad local
minima as well [109].
Inspired by the structure of residual network (ResNet) [51], we add an extra identity mapping for
the hidden layer (see Figure 5.1). Surprisingly, we show that simply by adding this mapping, with
the standard initialization scheme and small step size, SGD always converges to the ground truth.
In other words, the optimization becomes significantly easier, after adding the identity mapping.
See Figure 5.2, based on our analysis, the region near the identity matrix I contains only one global
minimum without any saddle points or local minima, thus is easy for SGD to optimize. The role of
the identity mapping here, is to move the initial point to this easier region (better initialization).
Other than being feedforward and shallow, our network is different from ResNet in the sense
that our identity mapping skips one layer instead of two. However, as we will show in Section 5.5.1,
the skip-one-layer identity mapping already brings significant improvement to vanilla networks.
Formally, we consider the following function.
f (x,W) = ‖ReLU((I + W)>x)‖1 (5.1)
where ReLU(v) = max(v, 0) is the ReLU activation function. x ∈ Rd is the input vector sampled
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W>x
ReLU(W> x)
Take sum
output
input x
W>x
⊕
Identity
Link +x
ReLU((I + W)> x)
Take sum
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Figure 5.1: Vanilla network (left), with identity mapping (right)
O
I
I + W∗
I + W
Easy for SGD
Unknown
Seems hard
Identity mapping
Figure 5.2: Illustration for our result.
from a Gaussian distribution, and W ∈ Rd×d is the weight matrix, where d is the number of input
units. Notice that I adds ei to column i of W, which makes f asymmetric in the sense that by
switching any two columns in W, we get different functions.
Following the standard setting [108, 124], we assume that there exists a two-layer teacher
network with weight W∗. We train the student network using `2 loss:
L(W) = Ex[( f (x,W) − f (x,W∗))2] (5.2)
We will define a potential function g, and show that if g is small, the gradient points to partially
correct direction and we get closer to W∗ after every SGD step. However, g could be large and thus
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gradient might point to the reverse direction. Fortunately, we also show that if g is large, by doing
SGD, it will keep decreasing until it is small enough while maintaining the weight W in a nice
region. We call the process of decreasing g as Phase I, and the process of approaching W∗ as Phase
II. See Figure 5.3 and simulations in Section 5.5.3.
Our two phases framework is fundamentally different from any type of local convergence, as
in Phase I, the gradient is pointing to the wrong direction to W∗, so the path from W to W∗ is
non-convex, and SGD takes a long detour to arrive W∗. This framework could be potentially useful
for analyzing other non-convex problems.
To support our theory, we have done a few other experiments and got interesting observations.
For example, as predicted by our theorem, we found that for multilayer feedforward network with
identity mappings, zero initialization performs as good as random initialization. At the first glance, it
contradicts the common belief “random initialization is necessary to break symmetry”, but actually
the identity mapping itself serves as the asymmetric component. See Section 5.5.4.
Another common belief is that neural network has lots of local minima and saddle points [27],
so even if there exists a global minimum, we may not be able to arrive there. As a result, even when
the teacher network is shallow, the student network usually needs to be deeper, otherwise it will
underfit. However, both our theorem and our experiment show that if the shallow teacher network is
in a pretty large region near identity (Figure 5.2), SGD always converges to the global minimum by
initializing the weights I + W in this region, with equally shallow student network. By contrast,
wrong initialization gets stuck at local minimum and underfit. See Section 5.5.2.
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Related Work
Expressivity. Even two-layer network has great expressive power. For example, two-layer network
with sigmoid activations could approximate any continuous function [55, 26, 9]. ReLU is the state-
of-the-art activation function [93, 38], and has great expressive power as well [91, 99, 98, 17, 75].
Learning. Most previous results on learning neural network are negative [115, 84, 114], or
positive but with algorithms other than SGD [66, 131, 113, 39, 40, 41], or with strong assumptions
on the model [4, 5]. [110] proved that with high probability, there exists a continuous decreasing
path from random initial point to the global minimum, but SGD may not follow this path. Recently,
Zhong et al. showed that with initialization point found using tensor decomposition, gradient
descent could find the ground truth for one hidden layer network [133].
Linear network and independent activation. Some previous works simplified the model by
ignoring the activation functions and considering deep linear networks [111, 70] or deep linear
residual networks [45], which can only learn linear functions. Some results are based on independent
activation assumption that the activations of ReLU are independent of each other [18], or are
independent to the input [22, 70].
Saddle points. It is observed that saddle point is not a big problem for neural networks [27, 42].
In general, if the objective is strict-saddle [35], SGD could escape all saddle points.
5.2 Preliminaries
Denote x as the input vector in Rd. For now, we first consider x sampled from normal dis-
tribution N(0, I). Denote W∗ = (w∗1, · · · ,w∗n) ∈ Rd×d as the weights for the teacher network,
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W = (w1, · · · ,wn) ∈ Rd×d as the weights for the student network, where w∗i ,wi ∈ Rd are column
vectors. f (x,W∗), f (x,W) are defined in (5.1), representing the teacher and student network.
We want to know whether a randomly initialized W will converge to W∗, if we run SGD with l2
loss defined in (5.2). Alternatively, we can write the loss L(W) as
Ex[(ΣiReLU(〈ei + wi, x〉) − ΣiReLU(〈ei + w∗i , x〉))2]
Taking derivative with respect to w j, we get
∇L(W) j = 2Ex
∑
i
ReLU(〈ei + wi, x〉) −
∑
i
ReLU(〈ei + w∗i , x〉)
 x1〈e j+w j,x〉≥0
where 1e is the indicator function that equals 1 if the event e is true, and 0 otherwise. Here
∇L(W) ∈ Rd×d, and ∇L(W) j is its j-th column.
Denote θi, j as the angle between ei + wi and e j + w j, θi∗, j as the angle between ei + w∗i and
e j + w j. Denote v¯ = v‖v‖2 . Denote I + W
∗ and I + W∗ as the column-normalized version of I + W∗
and I + W such that every column has unit norm. Since the input is from a normal distribution, one
can compute the expectation inside the gradient as follows.
Lemma 5.2.1 (Eqn (13) from [124]). If x ∼ N(0, I), then −∇L(W) j = ∑di=1 (pi2 (w∗i − wi) +(
pi
2 − θi∗, j
)
(ei + w∗i ) −
(
pi
2 − θi, j
)
(ei + wi) +
(‖ei + w∗i ‖2 sin θi∗, j − ‖ei + wi‖2 sin θi, j)e j + w j)
Remark. Although the gradient of ReLU is not well defined at the point of zero, if we assume
input x is from the Gaussian distribution, the loss function becomes smooth, and the gradient is well
defined everywhere.
Denote u ∈ Rd as the all one vector. Denote Diag(W) as the diagonal matrix of matrix W,
Diag(v) as a diagonal matrix whose main diagonal equals to the vector v. Denote Off-Diag(W) ,
W − Diag(W). Denote [d] as the set {1, · · · , d}. Throughout the paper, we abuse the notation of
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W1
W∗
W6
W10
Figure 5.3: Phase I: W1 → W6, W may go to the wrong direction but the potential is shrinking.
Phase II: W6 →W10, W gets closer to W∗ in every step by one point convexity.
inner product between matrices W,W∗,∇L(W), such that 〈∇L(W),W〉 means the summation of the
entrywise products. ‖W‖2 is the spectral norm of W, and ‖W‖F is the Frobenius norm of W. We
define the potential function g and variables g j,A j,A below, which will be useful in the proof.
Definition 5.2.2. We define the potential function g ,
∑d
i=1(‖ei + w∗i ‖2 − ‖ei + wi‖2), and variable
g j ,
∑
i, j(‖ei + w∗i ‖2 − ‖ei + wi‖2).
Definition 5.2.3. Denote A j ,
∑
i, j((ei+w∗i )ei + w
∗
i
>−(ei+wi)ei + wi>),A , ∑di=1((ei+w∗i )ei + w∗i >−
(ei + wi)ei + wi
>) = (I + W∗)I + W∗
> − (I + W)I + W>.
Assume W0 is the initial point, and in step t > 0, we have the following SGD updating rule:
Wt+1 = Wt − ηtGt
where the stochastic gradient Gt = ∇L(Wt) + Et with E[Et] = 0 and ‖Et‖F ≤ ε. Let G2 ,
6dγ + ε,GF , 6d1.5γ + ε, where γ is the upper bound of ‖W∗‖2 and ‖W0‖2 (defined later). As we
will see in Lemma B.3.2, they are the upper bound of ‖Gt‖2 and ‖Gt‖F respectively.
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5.3 Main theorem
Theorem 5.3.1 (Main Theorem). There exists constants γ > γ0 > 0 such that If x ∼ N(0, I),
‖W0‖2, ‖W∗‖2 ≤ γ0, d ≥ 100, ε ≤ γ2, then SGD for L(W) will find the ground truth W∗ by
two phases. In Phase I, by setting η ≤ γ2G22 , the potential function will keep decreasing until it is
smaller than 197γ2, which takes at most 116η steps. In Phase II, for any α > 0 and any T such that
Tα log T ≥ 36d1004(1+α)G2F , if we set η =
(1+α) log T
δT , we have E‖WT −W∗‖2F ≤
20000(1+α) log TG2F
9T .
Remarks. Randomly initializing the weights with O(1/
√
d) is standard in deep learning, see
[78, 37, 50]. It is also well known that if the entries are initialized with O(1/
√
d), the spectral norm
of the random matrix is O(1) [106]. So our result matches with the common practice. Moreover,
as we will show in Section 5.5.5, networks with small average spectral norm already have good
performance. Thus, our assumption ‖W∗‖2 = O(1) is reasonable. Notice that here we assume the
spectral norm of W∗ to be constant, which means the Frobenius norm ‖W∗‖F could be as big as
O(
√
d).
The assumption that the input follows a Gaussian distribution is not necessarily true in practice
(Although this is a common assumption appeared in the previous papers [22, 124, 129], and
also considered plausible in [23]). We could easily generalize the analysis to rotation invariant
distributions, and potentially more general distributions (see Section 5.6). Moreover, previous
analyses either ignore the nonlinear activations and thus consider linear model [111, 70, 45], or
directly [22, 70] or indirectly [124]1 assume that the activations are independent. By contrast, in
our model the ReLU activations are highly correlated2 as ‖W‖2, ‖W∗‖2 = Ω(1). As pointed out by
[23], eliminating the unrealistic assumptions on activation independence is the central problem
1They assume input is Gaussian and the W∗ is orthonormal, which means the activations are independent in teacher
network.
2 Let σi be the output of i-th ReLU unit, then in our setting,
∑
i, j Cov[σi, σ j] can be as large as Ω(d), which is far
from being independent.
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of analyzing the loss surface of neural network, which was not fully addressed by the previous
analyses.
To prove the main theorem, we split the process and present the following two theorems, which
will be proved in Appendix B.3 and B.4.
Theorem 5.3.2 (Phase I). There exists a constant γ > γ0 > 0 such that If ‖W0‖2, ‖W∗‖2 ≤ γ0,
d ≥ 100, η ≤ γ2G22 , ε ≤ γ
2, then gt will keep decreasing by a factor of 1 − 0.5ηd for every step,
until gt1 ≤ 197γ2 for step t1 ≤ 116η . After that, Phase II starts. That is, for every T > t1, we have
‖WT ‖2 ≤ 1100 and gT ≤ 0.1.
Theorem 5.3.3 (Phase II). There exists a constant γ such that if ‖W‖2, ‖W∗‖2 ≤ γ, and g ≤ 0.1,
then 〈−∇L(W),W∗ −W〉 = ∑dj=1〈−∇L(W) j,w∗j − w j〉 > 0.03‖W∗ −W‖2F .
With these two theorems, we get the main theorem immediately.
Proof for Theorem 5.3.1. By Theorem 5.3.2, we know the statement for Phase I is true, and we will
enter phase II in 116η steps. After entering Phase II, based on Theorem 5.3.3, we simply use Lemma
2.3.6 by setting δ = 0.03, D =
√
d
50 ,G = GF to get the convergence guarantee. 
5.4 Overview of the proofs
General Picture. In many convergence analyses for non-convex functions, one would like to show
that L is one point strongly convex, and directly apply Lemma 2.3.6 to get the convergence result.
However, this is not true for 2-layer neural network, as the gradient may point to the wrong direction,
see Section 5.5.3.
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Figure 5.4: Lower bounds of inner product using Taylor expansion
So when is our L one point convex? Consider the following thought experiment: First, suppose
‖W‖2, ‖W∗‖2 → 0, we know ‖wi‖2, ‖w∗i ‖2 also go to 0. Thus, ei + wi and ei + w∗i are close to ei. As a
result, θi, j, θi∗, j ≈ pi2 , and θi∗,i ≈ 0. Based on Lemma 5.2.1, this gives us a naïve approximation of the
negative gradient, i.e., −∇L(W) j ≈ pi2 (w∗j−w j)+ pi2
∑d
i=1(w
∗
i −wi)+e j + w j
∑
i, j(‖ei +w∗i ‖2−‖ei +wi‖2)
.
While the first two terms pi2 (w
∗
j−w j) and pi2
∑d
i=1(w
∗
i −wi) have positive inner product with W∗−W,
the last term g j = e j + w j
∑
i, j(‖ei + w∗i ‖2 − ‖ei + wi‖2) can point to arbitrary direction. If the last
term is small, it can be covered by the first two terms, and L becomes one point strongly convex. So
we define a potential function closely related to the last term: g =
∑d
i=1(‖ei + w∗i ‖2 − ‖ei + wi‖2). We
show that if g is small enough, L is also one point strongly convex (Theorem 5.3.3).
However, from random initialization, g can be as large as of Ω(
√
d), which is too big to be
covered. Fortunately, we show that if g is big, it will gradually decrease simply by doing SGD on L.
More specifically, we introduce a two phases convergence analysis framework:
1. In Phase I, the potential function g is decreasing to a small value.
2. In Phase II, g remains small, so L is one point convex and thus W starts to converge to W∗.
We believe that this framework could be helpful for other non-convex problems.
Technical difficulty: Phase I. Our key technical challenge is to show that in Phase I, the
potential function actually decreases to O(1) after polynomial number of iterations. However,
we cannot show this by merely looking at g itself. Instead, we introduce an auxiliary variable
57
s = (W∗ −W)u, where u is the all one vector. By doing a careful calculation, we get their joint
update rules (Lemma B.3.3 and Lemma B.3.4):
st+1 ≈ st − piηd2 st + ηO(
√
dgt +
√
dγ)
gt+1 ≈ gt − ηdgt + ηO(γ
√
d‖st‖2 + dγ2)
Solving this dynamics, we can show that gt will approach to (and stay around) O(γ), thus we
enter Phase II.
Technical difficulty: Phase II. Although the overall approximation in the thought experiment
looks simple, the argument is based on an over simplified assumption that θi∗, j, θi, j ≈ pi2 for i , j.
However, when W∗ has constant spectral norm, even when W is very close to W∗, θi, j∗ could be
constantly far away from pi2 , which prevents us from applying this approximation directly. To get a
formal proof, we use the standard Taylor expansion and control the higher order terms. Specifically,
we write θi∗, j as θi∗, j = arccos〈ei + w∗i , e j + w j〉 and expand arccos at point 0, thus,
θi∗, j =
pi
2
− 〈ei + w∗i , e j + w j〉 + O(〈ei + w∗i , e j + w j〉3)
However, even when W ≈W∗, the higher order term O(〈ei + w∗i , e j + w j〉3) still can be as large as a
constant, which is too big for us. Our trick here is to consider the “joint Taylor expansion”:
θi∗, j − θi, j = 〈ei + wi − ei + w∗i , e j + w j〉 + O(|〈ei + w∗i , e j + w j〉3 − 〈ei + wi, e j + w j〉3|)
As W approaches W∗, |〈ei + w∗i , e j + w j〉3 − 〈ei + wi, e j + w j〉3| also tends to zero, therefore our
approximation has bounded error.
In the thought experiment, we already know that the constant part in the Taylor expansion of
∇L(W) is pi2 − O(g)-one point convex. We show that after taking inner product with W∗ −W, the
first order terms are lower bounded by (roughly) −1.3‖W∗ −W‖2F and the higher order terms are
lower bounded by −0.085‖W∗ −W‖2F . Adding them together, we can see that L(W) is one point
convex as long as g is small. See Figure 5.4.
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Table 5.1: Test error of three 56-layer networks
on Cifar-10
ResNet Single skip Vanilla
Test Err 6.97% 9.01% 12.04%
C
onvolution
B
atchN
orm
⊕ ReLUinput output
Identity
Figure 5.5: Illustration of one block in single
skip model in Sec 5.5.1
Geometric Lemma. In order to get through the whole analysis, we need tight bounds on a few
common terms that appear everywhere. Instead of using naïve algebraic techniques, we come up
with a nice geometric proof to get nearly optimal bounds. See Appendix B.5.
5.5 Experiments
In this section, we present several simulation results to support our theory.
5.5.1 Importance of identity mapping
In this experiment, we compare the standard ResNet [51] and single skip model where identity
mapping skips only one layer. See Figure 5.5 for the single skip model. We also ran the vanilla
network, where the identity mappings are completely removed.
In this experiment, we choose Cifar-10 as the dataset, and all the networks have 56-layers. Other
than the identity mappings, all other settings are identical and default. We run the experiments for 5
times and report the average test error. As we can see in Table 5.1, compared with vanilla network,
by simply using a single skip identity mapping, one can already improve the test error by 3.03%,
and is 2.04% close to the ResNet. So single skip identity mapping brings significant improvement
on test accuracy.
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5.5.2 Global minimum convergence
In this experiment, we verify our main theorem that for two-layer teacher network and student
network with identity mappings, as long as ‖W0‖2, ‖W∗‖2 is small, SGD always converges to the
global minimum W∗, thus gives almost 0 training error and test error. We consider three student
networks. The first one (ResLink) is defined using (5.2), the second one (Vanilla) is the same model
without the identity mapping. The last one (3-Block) is a three block network with each block
containing a linear layer (500 hidden nodes), a batch normalization and a ReLU layer. The teacher
network always shares the same structure as the student network.
The input dimension is 100. We generated a fixed W∗ for all the trials with ‖W∗‖2 ≈
0.6, ‖W∗‖F ≈ 5.7. We generated a training set of size 100, 000, and test set of size 10, 000,
sampled from a Gaussian distribution. We use batch size 200, step size 0.001. We run ResLink for
5 times with random initialization (‖W‖2 ≈ 0.6 and ‖W‖F ≈ 5), and plot the curves by taking the
average.
Figure 5.6a shows test error and training error of the three networks. Comparing Vanilla with 3-
Block, we find that 3-Block is more expressive, so its training error is smaller compared with vanilla
network; but it suffers from overfitting and has bigger test error. This is the standard overfitting vs
underfitting tradeoff. Surprisingly, with only one hidden layer, ResLink has both zero test error and
training error. If we look at Figure 5.6b, we know the distance between W and W∗ converges to 0,
meaning ResLink indeed finds the global optimal in all 5 trials. By contrast, for vanilla network,
which is essentially the same network with different initialization, ‖W −W∗‖2 does not converge to
zero3. This is exactly what our theory predicted.
3To make comparison meaningful, we set W− I to be the actual weight for Vanilla as its identity mapping is missing,
which is why it has a much bigger initial norm.
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Figure 5.6: Verifying the global convergence
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Figure 5.7: Verifying the dynamics
5.5.3 Verify the dynamics
In this experiment, we verify our claims on the dynamics. Based on the analysis, we construct a
1500 × 1500 matrix W s.t. ‖W‖2 ≈ 0.15, ‖W‖F ≈ 5 , and set W∗ = 0. By plugging them into (5.2),
one can see that even in this simple case that W∗ = 0, initially the gradient is pointing to the wrong
direction, i.e., not one point convex. We then run SGD on W by using samples x from Gaussian
distribution, with batch size 300, step size 0.0001.
Figure 5.7a shows the first 100 iterations. We can see that initially the inner product defined in
Definition 2.3.5 is negative, then after about 15 iterations, it turns positive, which means W is in
the one point strongly convex region. At the same time, the potential g keeps decreasing to a small
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value, while the distance to optimal (which also equals to ‖W‖F in this experiment) is not affected.
They precisely match with our description of Phase I in Theorem 5.3.2.
After that, we enter Phase II and slowly approach to W∗, see Figure 5.7b. Notice that the
potential g is always very small, the inner product is always positive, and the distance to optimal is
slowly decreasing. Again, they precisely match with our Theorem 5.3.3.
5.5.4 Zero initialization works
In this experiment, we used a simple 5-block neural network on MNIST, where every block contains
a 784 ∗ 784 feedforward layer, an identity mapping, and a ReLU layer. Cross entropy criterion is
used. We compare zero initialization with standard O(1/
√
d) random initialization. We found that
for zero initialization, we can get 1.28% test error, while for random initialization, we can get 1.27%
test error. Both results were obtained by taking average among 5 runs and use step size 0.1, batch
size 256. If the identity mapping is removed, zero initialization no longer works.
5.5.5 Spectral norm of W∗
We also applied the exact model f defined in (5.1) to distinguish two classes in MNIST. For any
input image x, We say itâA˘Z´s in class A if f (x,W) < TA,B, and in class B otherwise. Here TA,B is
the optimal threshold for the function f (x, 0) to distinguish A and B. If W = 0, we get 7% training
error for distinguish class 0 and class 1. However, it can be improved to 1% with ‖W‖2 = 0.6. We
tried this experiment for all possible 45 pairs of classes in MNIST, and improve the average training
error from 34% (using W = 0) to 14% (using ‖W‖2 = 0.6). Therefore our model with ‖W‖2 = Ω(1)
has reasonable expressive power, and is substantially different from just using the identity mapping
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alone.
5.6 Discussions
The assumption that the input is Gaussian can be relaxed in several ways. For example, when
the distribution is N(0,Σ) where ‖Σ − I‖2 is bounded by a small constant, the same result holds
with slightly worse constants. Moreover, since the analysis relies Lemma 5.2.1, which is proved
by converting the original input space into polar space, it is easy to generalize the calculation to
rotation invariant distributions. Finally, for more general distributions, as long as we could explicitly
compute the expectation, which is in the form of O(W∗ −W) plus certain potential function, our
analysis framework may also be applied.
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CHAPTER 6
HYPERPARAMETER TUNING: HARMONICA
6.1 Introduction
Large scale machine learning and optimization systems usually involve a large number of free
parameters for the user to fix according to their application. A timely example is the training of
deep neural networks for a signal processing application: the ML specialist needs to decide on an
architecture, depth of the network, choice of connectivity per layer (convolutional, fully-connected,
etc.), choice of optimization algorithm and recursively choice of parameters inside the optimization
library itself (learning rate, momentum, etc.).
Given a set of hyperparameters and their potential assignments, the naive practice is to search
through the entire grid of parameter assignments and pick the one that performed the best, a.k.a.
“grid search". As the number of hyperparameters increases, the number of possible assignments
increases exponentially and a grid search becomes quickly infeasible. It is thus crucial to find a
method for automatic tuning of these parameters.
This auto-tuning, or finding a good setting of these parameters, is now referred to as hyperpa-
rameter optimization (HPO), or simply automatic machine learning (auto-ML). For continuous
hyperparameters, gradient descent is usually the method of choice [87, 86, 33]. Discrete parameters,
however, such as choice of architecture, number of layers, connectivity and so forth are significantly
more challenging. More formally, let
f : {−1, 1}n 7→ [0, 1]
be a function mapping hyperparameter choices to test error of our model. That is, each dimension
corresponds to a certain hyperparameter (number of layers, connectivity, etc.), and for simplicity of
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illustration we encode the choices for each parameter as binary numbers {−1, 1}. The goal of HPO
is to approximate the minimizer x∗ = argminx∈{0,1}n f (x) in the following setting:
1. Oracle model: evaluation of f for a given choice of hyperparameters is assumed to be very
expensive. Such is the case of training a given architecture of a huge dataset.
2. Parallelism is crucial: testing several model hyperparameters in parallel is entirely possible in
cloud architecture, and dramatically reduces overall optimization time.
3. f is structured.
The third point is very important since clearly HPO is information-theoretically hard and 2n
evaluations of the function are necessary in the worst case. Different works have considered
exploiting one or more of the properties above. The approach of Bayesian optimization [117]
addresses the structure of f , and assumes that a useful prior distribution over the structure of
f is known in advance. Multi-armed bandit algorithms [81], and Random Search [12], exploit
computational parallelism very well, but do not exploit any particular structure of f . These
approaches are surveyed in more detail later.
6.1.1 Our contribution
In this chapter we introduce a new spectral approach to hyperparameter optimization. Our main
idea is to make assumptions on the structure of f in the Fourier domain. Specifically we assume
that f can be approximated by a sparse and low degree polynomial in the Fourier basis. This means
intuitively that it can be approximated well by a decision tree.
The implication of this assumption is that we can obtain a rigorous theoretical guarantee:
approximate minimization of f over the boolean hypercube with function evaluations only linear
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in sparsity that can be carried out in parallel. We further give improved heuristics on this basic
construction and show experiments showing our assumptions are validated in practice for HPO as
applied to deep learning over image datasets.
Thus our contributions can be listed as:
• A new spectral method called Harmonica that has provable guarantees: sample-efficient
recovery if the underlying hyperparameter objective is a sparse (noisy) polynomial and easy
to implement on parallel architectures.
• We demonstrate significant improvements in accuracy, sample complexity, and running
time for deep neural net training experiments. We compare ourselves to state-of-the-art
solvers from Bayesian optimization, Multi-armed bandit techniques, and Random Search.
Projecting to even higher numbers of hyperparameters, we perform simulations that show
several orders-of-magnitude of speedup versus Bayesian optimization techniques.
• Improved bounds on the sample complexity of learning noisy, size s decision trees over n
variables under the uniform distribution. We observe that the classical sample complexity
bound of nO(log(s/ε)) due to [83] can be improved to quadratic in the size of the tree O˜(s2/ε·log n)
while matching the best known quasipolynomial bound in running time.
6.1.2 Related work
The literature on discrete-domain HPO can be roughly divided into two: probabilistic approaches
and decision-theoretic methods. In critical applications, researchers usually use a grid search over
all parameter space, but that becomes quickly prohibitive as the number of hyperparameter grows.
Gradient-based methods such as [87, 86, 33, 10] are applicable only to continuous hyperparameters
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which we do not consider. Neural network structural search based on reinforcement learning is an
active direction [8, 135, 134], which usually needs many samples of network architectures.
Probabilistic methods and Bayesian optimization. Bayesian optimization (BO) algorithms
[13, 117, 123, 118, 34, 126, 61] tune hyperparameters by assuming a prior distribution of the
loss function, and then keep updating this prior distribution based on the new observations. Each
new observation is selected according to an acquisition function, which balances exploration and
exploitation such that the new observation gives us a better result, or helps gain more information.
The BO approach is inherently serial and difficult to parallelize, and its theoretical guarantees have
thus far been limited to statistical consistency (convergence in the limit).
Decision-theoretic methods. Perhaps the simplest approach to HPO is random sampling of
different choices of parameters and picking the best amongst the chosen evaluations [12]. It is
naturally very easy to implement and parallelize. Upon this simple technique, researchers have
tried to allocate different budgets to the different evaluations, depending on their early performance.
Using adaptive resource allocation techniques found in the multi-armed bandit literature, Successive
Halving (SH) algorithm was introduced [65]. Hyperband further improves SH by automatically
tuning the hyperparameters in SH [81].
Learning decision trees. Prior work for learning decision trees (more generally Boolean functions
that are approximated by low-degree polynomials) used the celebrated “low-degree” algorithm of
[83]. Their algorithm uses random sampling to estimate each low-degree Fourier coefficient to high
accuracy.
We make use of the approach of [120], who showed how to learn low-degree, sparse Boolean
functions using tools from compressed sensing (similar approaches were taken by [76] and [94]).
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We observe that their approach can be extended to learn functions that are both “approximately
sparse” (in the sense that the L1 norm of the coefficients is bounded) and “approximately low-degree”
(in the sense that most of the L2 mass of the Fourier spectrum resides on monomials of low-degree).
This implies the first decision tree learning algorithm with polynomial sample complexity that
handles adversarial noise. In addition, we obtain the optimal dependence on the error parameter ε.
For the problem of learning exactly k-sparse Boolean functions over n variables, [47] have
recently shown that O(nk log n) uniformly random samples suffice. Their result is not algorithmic
but does provide an upper bound on the information-theoretic problem of how many samples
are required to learn. The best algorithm in terms of running time for learning k-sparse Boolean
functions is due to [31], and requires time 2Ω(n/ log n). It is based on the [15] algorithm for learning
parities with noise.
Techniques. Our methods are heavily based on known results from the analysis of boolean
functions as well as compressed sensing.
6.2 Setup and definitions
The problem of hyperparameter optimization is that of minimizing a discrete, real-valued function,
which we denote by f : {−1, 1}n 7→ [−1, 1] (we can handle arbitrary inputs, binary is chosen for
simplicity of presentation).
In the context of hyperparameter optimization, function evaluation is very expensive, although
parallelizable, as it corresponds to training a deep neural net. In contrast, any computation that does
not involve function evaluation is considered less expensive, such as computations that require time
Ω(nd) for “somewhat large” d or are subexponential (we still consider runtimes that are exponential
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in n to be costly).
6.2.1 Basics of Fourier analysis
The reader is referred to [96] for an in depth treatment of Fourier analysis of Boolean functions.
Let f : X 7→ [−1, 1] be a function over domain X ⊆ Rn. LetD a probability distribution on X. We
write g ≡ε f and say that f , g are E-close if
Ex∼D[( f (x) − g(x))2] ≤ E.
Definition 6.2.1. [103] We say a family of functions ψ1, . . . , ψN (ψi maps X to R) is a Random
Orthonormal Family with respect toD if
ED[ψi(X) · ψ j(X)] = δi j =

1 if i = j
0 otherwise
.
The expectation is taken with respect to probability distribution D. We say that the family is
K-bounded if supx∈X |ψi(x)| ≤ K for every i. Henceforth we assume K = 1.
An important example of a random orthonormal family is the class of parity functions with
respect to the uniform distribution on {−1, 1}n:
Definition 6.2.2. A parity function on some subset of variables S ⊆ [n] is the function χS :
{−1, 1}n 7→ {−1, 1} where χS (x) = ∏i∈S xi.
It is easy to see that the set of all 2n parity functions {χS }, one for each S ⊆ [n], form a random
orthonormal family with respect to the uniform distribution on {−1, 1}n.
This random orthonormal family is often referred to as the Fourier basis, as it is a complete
orthonormal basis for the class of Boolean functions with respect to the uniform distribution on
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{−1, 1}n. More generally, for any f : {−1, 1}n 7→ R, f can be uniquely represented in this basis as
f (x) =
∑
S⊆[n]
fˆSχS (x)
where
fˆS = 〈 f , χS 〉 = Ex∈{−1,1}n[ f (x)χS (x)]
is the Fourier coefficient corresponding to S where x is drawn uniformly from {−1, 1}n. We also
have Parseval’s identity: E[ f 2] =
∑
S fˆ 2S .
In this paper, we will work exclusively with the above parity basis. Our results apply more
generally, however, to any orthogonal family of polynomials (and corresponding product measure
on Rn). For example, if we wished to work with continuous hyperparameters, we could work
with families of Hermite orthogonal polynomials with respect to multivariate spherical Gaussian
distributions.
We conclude with a definition of low-degree, approximately sparse (bounded L1 norm) functions:
Definition 6.2.3 (Approximately sparse function). Let {χS } be the parity basis, and let C be a class
of functions mapping {−1, 1} to R. Thus for f ∈ C, f = ∑S fˆ (S )χS . We say that:
• A function f ∈ C is s-sparse if L0( f ) ≤ s, ie., f has at most s nonzero entries in its polynomial
expansion.
• f is (ε, d)-concentrated if E[( f −∑S ,|S |≤d fˆ (S )χS )2] ≥ 1 − E.
• C is (E, d, s)-bounded if for every f ∈ C, f is (ε, d)-concentrated and in addition C has L1
norm bounded by s, that is, for every f ∈ C we have ∑S | fˆ (S )| ≤ s.
It is easy to see that the class of functions with bounded L1 norm is more general than sparse
functions. For example, the Boolean AND function has L1 norm bounded by 1 but is not sparse.
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We also have the following simple fact:
Fact 6.2.4. [90] Let f be such that L1( f ) ≤ s. Then there exists g such that g is s2/E sparse and
E[( f − g)2] ≤ ε. The function g is constructed by taking all coefficients of magnitude E/s or larger
in f ’s expansion as a polynomial.
6.2.2 Compressed sensing and sparse recovery
In the problem of sparse recovery, a learner attempts to recover a sparse vector x ∈ Rn which is s
sparse, i.e. ‖x‖0 ≤ s, from an observation vector y ∈ Rm that is assumed to equal
y = Ax + e,
where e is assumed to be zero-mean, usually Gaussian, noise. The seminal work of [19, 30] shows
how x can be recovered exactly under various conditions on the observation matrix A ∈ Rm×n and
the noise. The usual method for recovering the signal proceeds by solving a convex optimization
problem consisting of `1 minimization as follows (for some parameter λ > 0):
min
x∈Rn
{
‖x‖1 + λ‖Ax − y‖22
}
. (6.1)
The above formulation comes in many equivalent forms (e.g., Lasso), where one of the objective
parts may appear as a hard constraint.
For our work, the most relevant extension of traditional sparse recovery is due to Rauhut [103],
who considers the problem of sparse recovery when the measurements are evaluated according
to a random orthonormal family. More concretely, fix x ∈ Rn with s non-zero entries. For K-
bounded random orthonormal family F = {ψ1, . . . , ψN}, and m independent draws z1, . . . , zm from
corresponding distribution D define the m × N matrix A such that Ai j = ψ j(zi). Rauhut gives the
following result for recovering sparse vectors x:
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Theorem 6.2.5 (Sparse Recovery for Random Orthonormal Families, [103] Theorem 4.4). Given
as input matrix A ∈ Rm×N and vector y with yi = Ax + ei for some vector e with ‖e‖2 ≤ η√m,
mathematical program (6.1) finds a vector x∗ such that (for constants c1 and c2)
‖x − x∗‖2 ≤ c1σs(x)1√
s
+ c2η
with probability 1 − δ as long as, for sufficiently large constant C,
m ≥ CK2 log K · s log3 s · log2 N · log(1/δ).
The term σs(x)1 is equal to min{‖x − z‖1, z is s sparse}. Recent work [16, 48] has improved the
dependence on the polylog factors in the lower bound for m.
6.3 Basic algorithm and main theoretical results
The main component of our spectral algorithm for hyperparameter optimization is given in Algorithm
3. It is essentially an extension of sparse recovery (basis pursuit or Lasso) to the orthogonal basis
of polynomials in addition to an optimization step. See Figure 6.1 for an illustration. We prove
Harmonica’s theoretical guarantee, and show how it gives rise to new theoretical results in learning
from the uniform distribution.
In the next section we describe extensions of this basic algorithm to a more practical algorithm
with various heuristics to improve its performance.
Theorem 6.3.1 (Noiseless recovery). Let {ψS } be a K-bounded orthonormal polynomial basis for
distributionD. Let f : Rn 7→ R be a (0, d, s)-bounded function as per definition 6.2.3 with respect
to the basis ψS . Then Algorithm 3, in time nO(d) and sample complexity T = O˜(K2s · d log n), returns
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× α α has entry αSfor all |S | ≤ d
rows corresponds to
xi ∈ {−1, 1}n
columns S ⊆ [n] for
all |S | ≤ d
=f
entry (i) corresponds to
f (xi) =
∑
S αSψS (xi), the
i-th measurement
entry (i,S)
= ψS (xi)
Figure 6.1: Compressed sensing over the Fourier domain: Harmonica recovers the Fourier coefficients of a
sparse low degree polynomial
∑
S αS ΨS (xi) from observations f (xi) of randomly chosen points xi ∈ {−1, 1}n.
Algorithm 3 Harmonica-1
1: Input: oracle for f , number of samples T , sparsity s, degree d, parameter λ.
2: Invoke PSR( f ,T, s, d, λ) (Procedure 4) to obtain (g, J), where g is a function defined on variables
specified by index set J ⊆ [n].
3: Set the variables in [n] \ J to arbitrary values, compute a minimizer x? ∈ arg min gi(x).
4: return x?
Procedure 4 Polynomial Sparse Recovery (PSR)
1: Input: oracle for f , number of samples T , sparsity s, degree d, regularization parameter λ
2: Query T random samples: { f (x1), ...., f (xT )}.
3: Solve sparse d-polynomial regression over all polynomials up to degree d
argmin
α∈R(nd)

T∑
i=1
∑
|S |≤d
αSψS (xi) − f (xi)

2
+ λ‖α‖1
 (6.2)
4: Let S 1, ..., S s be the indices of the largest coefficients of ~α. Let g be the polynomial
g(x) =
∑
i∈[s]
αS iψS i(x)
5: return g and J = ∪si=1S i
x? such that
x? ∈ argmin f (x)
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This theorem, and indeed most of the theoretical results of this paper, follow from the main
recovery properties of Procedure 4. Our main technical lemma follows the same outline of the
compressed sensing result due to Stobbe and Krause1 [120] but with a generalization to functions
that are approximately sparse and low-degree:
Lemma 6.3.2 (Noisy recovery). Let {ψS } be a K-bounded orthonormal polynomial basis for
distribution D. Let f : Rn 7→ R be a (E/4, d, s)-bounded as per definition 6.2.3 with respect to
the basis ψS . Then Procedure 4 finds a function g ≡ε f in time O(nd) and sample complexity
T = O˜(K2s2/ε · d log n).
In the rest of this section we proceed to prove the main lemma and derive the theorem. Recall
the Chebyshev inequality:
Fact 6.3.3 (Multidimensional Chebyshev inequality). Let X be an m dimensional random vector,
with expected value µ = E[X], and covariance matrix V = E[(X − µ)(X − µ)T ].
If V is a positive definite matrix, for any real number δ > 0:
Pr(
√
(X − µ)T V−1(X − µ) > δ) ≤ m
δ2
Proof of Lemma 6.3.2. For ease of notation we assume K = 1. Let f be an (ε/4, s, d)-bounded
function written in the orthonormal basis as
∑
S fˆ (S )ψS . We can equivalently write f as f = h + g,
where h is a degree d polynomial that only includes coefficients of magnitude at least E/4s and the
constant term of the polynomial expansion of f .
Since L1( f ) =
∑
S | fˆS | ≤ s, by Fact 6.2.4 we have that h is 4s2/E + 1 sparse. The function g is
thus the sum of the remaining fˆ (S )ψS terms not included in h.
1Thanks to Vitaly Feldman for pointing it out.
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Draw m (to be chosen later) random labeled examples {(z1, y1), . . . , (zm, ym)} and enumerate all
N = nd basis functions ψS for |S | ≤ d as {ψ1, . . . , ψN}. Form matrix A such that Ai j = ψ j(zi) and
consider the problem of recovering 4s2/E + 1 sparse x given Ax + e = y where x is the vector of
coefficients of h, the ith entry of y equals yi, and ei = g(zi).
We will prove that with constant probability over the choice m random examples, ‖e‖2 ≤ √εm.
Applying Theorem 6.2.5 by setting η =
√
ε and observing that σ4s2/ε+1(x)1 = 0, we will recover
x′ such that ‖x − x′‖22 ≤ c22ε for some constant c2. As such, for the function f˜ =
∑N
i=1 x
′
iψi we will
have E[‖h − f˜ ‖2] ≤ c22ε by Parseval’s identity. Note, however, that we may rescale ε by constant
factor 1/(2c22) to obtain error ε/2 and only incur an additional constant (multiplicative) factor in the
sample complexity bound.
By the definition of g, we have
‖g‖2 =
 ∑
S ,|S |>d
fˆ (S )2 +
∑
R
fˆ (R)2
 (6.3)
where each fˆ (R) is of magnitude at most E/4s. By Fact 6.2.4 and Parseval’s identity we have∑
R fˆ (R)2 ≤ ε/4. Since f is (ε/4, d)-concentrated we have ∑S ,|S |>d fˆ (S )2 ≤ ε/4. Thus, ‖g‖2 is at
most ε/2. Therefore, by triangle inequality E[‖ f − f˜ ‖2] ≤ E[‖h − f˜ ‖2] + E[‖g‖2] ≤ ε.
It remains to bound ‖e‖2. Note that since the examples are chosen independently, the entries
ei = g(zi) are independent random variables. Since g is a linear combination of orthonormal
monomials (not including the constant term), we have Ez∼D[g(z)] = 0. Here we can apply linearity
of variance (the covariance of ψi and ψ j is zero for all i , j) and calculate the variance
Var(g(zi)) = (
∑
S ,|S |>d
fˆ (S )2 +
∑
R
fˆ (R)2)
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With the same calculation as (6.3), we know Var(g(zi)) is at most ε/2.
Now consider the covariance matrix V of the vector e which equals E[ee>] (recall every entry of
e has mean 0). Then V is a diagonal matrix (covariance between two independent samples is zero),
and every diagonal entry is at most E/2. Applying Fact 6.3.3 we have
Pr(‖e‖2 >
√
ε
2
δ) ≤ m
δ2
.
Setting δ =
√
2m, we conclude that Pr(‖e‖2 >
√
Em) ≤ 12 . Hence with probability at least
1/2, we have that ‖e‖2 ≤ √εm. From Theorem 6.2.5, we may choose m = O˜(s2/ε · log nd). This
completes the proof. Note that the probability 1/2 above can be boosted to any constant probability
with a constant factor loss in sample complexity. 
Remark: Note that the above proof also holds in the adversarial or agnostic noise setting. That
is, an adversary could add a noise vector v to the labels received by the learner. In this case, the
learner will see label vector y = Ax + e + v. If ‖v‖2 ≤ √γm, then we will recover a polynomial
with squared-error at most E + O(γ) via re-scaling ε by a constant factor and applying the triangle
inequality to ‖e + v‖2.
While this noisy recovery lemma is the basis for our enhanced algorithm in the next section as
well as the learning-theoretic result on learning of decision trees detailed in the next subsection,
it does not imply recovery of the global optimum. The reason is that noisy recovery guarantees
that we output a hypothesis close to the underlying function, but even a single noisy point can
completely change the optimum.
Nevertheless, we can use our techniques to prove recovery of optimality for functions that are
computed exactly by a sparse, low-degree polynomial.
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Proof of Theorem 6.3.1. There are at most N = nd polynomials ψS with |S | ≤ d. Let the enu-
meration of these polynomials be ψ1, . . . , ψN . Draw m labeled examples {(z1, y1), . . . , (zm, ym)}
independently fromD and construct an m × N matrix A with Ai j = ψ j(zi). Since f can be written
as an s sparse linear combination of ψ1, . . . , ψN , there exists an s-sparse vector x such that Ax = y
where the ith entry of y is yi. Hence we can apply Theorem 6.2.5 to recover x exactly. These are the
s non-zero coefficients of f ’s expansion in terms of {ψS }. Since f is recovered exactly, its minimizer
is found in the optimization step. 
6.3.1 Application: learning decision trees
Here we observe that our results imply new bounds for decision-tree learning. For example, we
obtain the first quasi-polynomial time algorithm for learning decision trees with respect to the
uniform distribution on {−1, 1}n with polynomial sample complexity and an optimal dependence on
the error parameter ε:
Corollary 6.3.4. Let X = {−1, 1}n and let C be the class of all decision trees of size s on n variables.
Then C is learnable with respect to the uniform distribution in time nO(log(s/ε)) and sample complexity
m = O˜(s2/ε · log n). Further, if the labels are corrupted by arbitrary noise vector v such that
‖v‖2 ≤ √γm, then the output classifier will have squared-error at most ε + O(γ).
Proof. As mentioned earlier, the orthonormal polynomial basis for the class of Boolean func-
tions with respect to the uniform distribution on {−1, 1}n is the class of parity functions {χS } for
S ⊆ {−1, 1}n. Further, it is easy to show that for Boolean function f , if E[(h − f )2] ≤ ε then
Pr[sign(h(x)) , f (x)] ≤ ε. The corollary now follows by applying Lemma 6.3.2 and two known
structural facts about decision trees: 1) a tree of size s is (E, log(s/E))-concentrated and has L1
norm bounded by s (see e.g., Mansour [90]) and 2) by Fact 6.2.4, for any function f with L1
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norm bounded by s (i.e., a decision tree of size s), there exists an s2/E sparse function g such that
E[( f − g)2] ≤ ε. The noise tolerance property follows immediately from the remark after the proof
of Lemma 6.3.2. 
Comparison with the “Low-Degree” Algorithm. Prior work for learning decision trees (more
generally Boolean functions that are approximated by low-degree polynomials) used the celebrated
“low-degree” algorithm of Linial, Mansour, and Nisan [83]. Their algorithm uses random sampling
to estimate each low-degree Fourier coefficient to high accuracy. In contrast, the compressed-sensing
approach of Stobbe and Krause [120] takes advantage of the incoherence of the design matrix and
gives results that seem unattainable from the “low-degree” algorithm.
For learning noiseless, Boolean decision trees, the low-degree algorithm uses quasipolynomial
time and sample complexity O˜(s2/E2 · log n) to learn to accuracy ε. It is not clear, however, how to
obtain any noise tolerance from their approach.
For general real-valued decision trees where B is an upper bound on the maximum value at any
leaf of a size s tree, our algorithm will succeed with sample complexity O˜(B2s2/ε · log n) and be
tolerant to noise while the low-degree algorithm will use O˜(B4s2/ε2 · log n) (and will have no noise
tolerance properties). Note the improvement in the dependence on ε (even in the noiseless setting),
which is a consequence of the RIP property of the random orthonormal family.
6.4 Harmonica: the full algorithm
Rather than applying Algorithm 3 directly, we found that performance is greatly enhanced by
iteratively using Procedure 4 to estimate the most influential hyperparameters and their optimal
values.
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In the rest of this section we describe this iterative heuristic, which essentially runs Algorithm 3
for multiple stages. More concretely, we continue to invoke the PSR subroutine until the search
space becomes small enough for us to use a “base” hyperparameter optimizer (in our case either SH
or Random Search).
The space of minimizing assignments to a multivariate polynomial is a highly non-convex set
that may contain many distinct points. As such, we take an average of several of the best minimizers
(of subsets of hyperparameters) during each stage.
In order to describe this formally we need the following definition of a restriction of function:
Definition 6.4.1 (restriction [96]). Let f ∈ {−1, 1}n 7→ R, J ⊆ [n], and z ∈ {−1, 1}J be given. We
call (J, z) a restriction pair of function f . We denote fJ,z the function over n − |J| variables given by
setting the variables of J to z.
We can now describe our main algorithm (Algorithm 5). Here q is the number of stages for
which we apply the PSR subroutine, and the restriction size t serves as a tie-breaking rule for the
best minimizers (which can be set to 1).
Algorithm 5 Harmonica-q
1: Input: oracle for f , number of samples T , sparsity s, degree d, regularization parameter λ,
number of stages q, restriction size t, base hyperparameter optimizer ALG.
2: for stage i = 1 to q do
3: Invoke PSR( f ,T, s, d, λ) (Procedure 4) to obtain (gi, Ji), where gi is a function defined on
variables specified by index set Ji ⊆ [n].
4: Let Mi = {x?1 , ..., x?t } = arg min gi(x) be the best t minimizers of gi.
5: Let fi = Ek∈[t][ fJi,x?k ] be the expected restriction of f according to minimizers Mi.
2
6: Set f = fi.
7: return Search for the global minimizer of fq using base optimizer ALG
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6.4.1 Algorithm attributes and heuristics
Scalability. If the hidden function if s-sparse, Harmonica can find such a sparse function using
O˜(s log s) samples. If at every stage of Harmonica, the target function can be approximated by an s
sparse function, we only need O˜(qs log s) samples where q is the number of stages. For real world
applications such as deep neural network hyperparameter tuning, it seems (empirically) reasonable
to assume that the hidden function is indeed sparse at every stage (see Section 6.5).
For Hyperband [81], SH [65] or Random Search, even if the function is s-sparse, in order to
cover the optimal configuration by random sampling, we need Ω(2s) samples.
Optimization time. Harmonica runs the Lasso [125] algorithm after each stage to solve (6.2),
which is a well studied convex optimization problem and has very fast implementations. Hyperband
and SH are also efficient in terms of running time as a function of the number of function evaluations,
and require sorting or other simple computations. The running time of Bayesian optimization is
cubic in number of function evaluations, which limits applicability for large number of evaluations /
high dimensionality.
Parallelizability. Harmonica, similar to Hyperband, SH, and Random Search, has straightforward
parallel implementations. In every stage of those algorithms, we could simply evaluate the objective
functions over randomly chosen points in parallel.
It is hard to run Bayesian optimization algorithm in parallel due to its inherent serial nature.
Previous works explored variants in which multiple points are evaluated at the same time in parallel
[128], though speed ups do not grow linearly in the number of machines, and the batch size is
usually limited to a small number.
2In order to evaluate fi, we first sample k ∈ [t] to obtain fJi,x∗k , and then evaluate fJi,x∗k .
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Feature Extraction. Harmonica is able to extract important features with weights in each stages,
which automatically sorts all the features according to their importance. See Section C.1.2.
6.5 Experiments with training deep networks
We compare Harmonica3 with Spearmint4 [117], Hyperband, SH5 and Random Search. Both
Spearmint and Hyperband are state-of-the-art algorithms, and it is observed that Random Search 2x
(Random Search with doubled function evaluation resources) is a very competitive benchmark that
beats many algorithms6.
Our first experiment is over training residual network on Cifar-10 dataset7. We included 39 binary
hyperparameters, including initialization, optimization method, learning rate schedule, momentum
rate, etc. Table C.1 (Section C.1.1) details the hyperparameters considered. We also include 21
dummy variables to make the task more challenging. Notice that Hyperband, SH, and Random
Search are agnostic to the dummy variables in the sense that they just set the value of dummy
variables randomly, therefore select essentially the same set of configurations with or without the
dummy variables. Only Harmonica and Spearmint are sensitive to the dummy variables as they try
to learn the high dimensional function space. To make a fair comparison, we run Spearmint without
any dummy variables.
As most hyperparameters have a consistent effect as the network becomes deeper, a common
hand-tuning strategy is “tune on small network, then apply the knowledge to big network” (See
discussion in Section C.1.3). Harmonica can also exploit this strategy as it selects important features
3A python implementation of Harmonica can be found at https://github.com/callowbird/Harmonica
4https://github.com/HIPS/Spearmint.git
5We implemented a parallel version of Hyperband and SH in Lua.
6E.g., see [104, 105].
7https://github.com/facebook/fb.resnet.torch
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Figure 6.2: Distribution of the best results and running time of different algorithms
stage-by-stage. More specifically, during the feature selection stages, we run Harmonica for tuning
an 8 layer neural network with 30 training epochs. At each stage, we take 300 samples to extract
5 important features, and set restriction size t = 4 (see Procedure 4). After that, we fix all the
important features, and run the SH or Random Search as our base algorithm on the big 56 layer
neural network for training the whole 160 epochs8. To clarify, “stage” means the stages of the
hyperparameter algorithms, while “epoch” means the epochs for training the neural network.
6.5.1 Performance
We tried three versions of Harmonica for this experiment, Harmonica with 1 stage (Harmonica-1), 2
stages (Harmonica-2) and 3 stages (Harmonica-3). All of them use SH as the base algorithm. The
top 10 test error results and running times of the different algorithms are depicted in Figure 6.2. SH
based algorithms may return fewer than 10 results. For more runs of variants of Harmonica and its
resulting test error, see Figure 6.3 (the results are similar to Figure 6.2).
8Other algorithms like Spearmint, Hyperband, etc. can be used as the base algorithms as well.
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Test error and scalability: Harmonica-1 uses less than 1/7 time of Hyperband and 1/8 time
compared with Random Search, but gets better results than the competing algorithms. It beats the
Random Search 8x benchmark (stronger than Random Search 2x benchmark of [81]). Harmonica-2
uses slightly more time, but is able to find better results, which are comparable with Spearmint with
4.5× running time.
Improving upon human-tuned parameters: Harmonica-3 obtains a better test error (6.58%) as
compared to the best hand-tuning rate 6.97% reported in [51]9. Harmonica-3 uses only 6.1 GPU
days, which is less than half day in our environment, as we have 20 GPUs running in parallel.
Notice that we did not cherry pick the results for Harmonica-3. In Section 6.5.3 we show that by
running Harmonica-3 for longer time, one can obtain a few other solutions better than hand tuning.
Performance of provable methods: Harmonica-1 has noiseless and noisy recovery guarantees
(Lemma 6.3.2), which are validated experimentally.
6.5.2 Average test error for each stage
We computed the average test error among 300 random samples for an 8 layer network with 30
epochs after each stage. See Figure 6.4. After selecting 5 features in stage 1, the average test error
drops from 60.16 to 33.3, which indicates the top 5 features are very important. As we proceed to
stage 3, the improvement on test error becomes less significant as the selected features at stage 3
have mild contributions.
9 6.97% is the rate obtained by residual network, and there are new network structures like wide residual network
[130] or densenet [57] that achieve better rates for Cifar-10.
83
7 8 9 10 11
Final Test Error (%)
Harmonica-2-Random-Search
Successive halving
Harmonica-1
Harmonica-1-Random-Search
Harmonica-2
Spearmint (39 Vars)
Harmonica-2-Long
Harmonica-3-Long
Harmonica-3
0.0 2.5 5.0 7.5 10.0 12.5 15.0 17.5
Total Running Time (GPU Day)
6.1 
11.8 
10.1 
18 
4 
10.7 
2.4 
17 
8.3 
Figure 6.3: Comparing different variants of Harmonica with SH on test error and running time
6.5.3 Hyperparameters for Harmonica
To be clear, Harmonica itself has six hyperparameters that one needs to set including the number of
stages, `1 regularizer for Lasso, the number of features selected per stage, base algorithm, small
network configuration, and the number of samples per stage. Note, however, that we have reduced
the search space of general hyperparameter optimization down to a set of only six hyperparameters.
Empirically, our algorithm is robust to different settings of these parameters, and we did not even
attempt to tune some of them (e.g., small network configuration).
Base algorithm and #stages. We tried different versions of Harmonica, including Harmonica
with 1 stage, 2 stages and 3 stages using SH as the base algorithm (Harmonica-1, Harmonica-2,
Harmonica-3), with 1 stage and 2 stages using Random Search as the base algorithm (Harmonica-1-
Random-Search, Harmonica-2-Random-Search), and with 2 stages and 3 stages running SH as the
base for longer time (Harmonica-2-Long, Harmonica-3-Long). As can be seen in Figure 6.3, most
variants produce better results than SH and use less running time. Moreover, if we run Harmonica
for longer time, we will obtain more stable solutions with less variance in test error.
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Table 6.1: Stable ranges for parameters in Lasso
Parameter Stage 1 Stage 2 Stage 3
λ [0.01, 4.5] [0.1, 2.5] [0.5, 1.1]
#Samples ≥ 250 ≥ 180 ≥ 150
Uniform Random After Stage 1 After Stage 2 After Stage 3
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Figure 6.4: Average test error drops.
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Figure 6.5: Optimization time comparison
Lasso parameters are stable. See Table 6.1 for stable range for regularization term λ and the
number of samples. Here stable range means as long as the parameters are set in this range, the top
5 features and the signs of their weights (which are what we need for computing g(x) in Procedure
4) do not change. In other words, the feature selection outcome is not affected. When parameters
are outside the stable ranges, usually the top features are still unchanged, and we miss only one or
two out of the five features.
On the degree of features. We set degree to be three because it does not find any important
features with degree larger than this. Since Lasso can be solved efficiently (less than 5 minutes in
our experiments), the choice of degree can be decided automatically.
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CHAPTER 7
CONCLUSION
In this dissertation, we have presented results on analysis of SGD for general functions and two
layer neural networks, as well as a new hyperparameter tuning algorithm using compressed sensing
in Fourier domain.
There are many exciting open problems. For example, can we identify strict saddle properties
for other important machine learning problems? Can we find more general conditions for SGD
to escape bad local minima? Can we understand sufficient conditions for SGD to find flat local
minima, and what are the generalization properties of flat local minima, compared with sharp ones?
Can we get better characterization of loss surfaces of different machine learning problems, and can
we improve these loss surface by modifying the loss function or the problem structures? Can we
provide similar convergence guarantee or dynamic analysis of SGD for reinforcement learning?
It is also important to understand the convergence behavior of SGD for deep neural networks,
which might need completely different techniques from what we are using for two layer network, as
directly computing the gradients in the analytic form is infeasible for deep networks. Moreover,
empirically it seems that the local minima of deep neural networks are almost equally good, and it
would be great to prove it rigorously.
For hyperparameter tuning, Harmonica can be further improved empirically or theoretically.
For example, neural networks with proper regularizers might fit the black box functions better
compared with compressed sensing, and therefore could work better in practice. From a theoretical
perspective, we could use the learned decision tree as a tree metric for the target hyperparameter
space, and apply multi-armed bandit based sampling to refine the tree metric, which could give us
better sample complexity guarantees.
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APPENDIX A
APPENDIX FOR ESCAPING SADDLE POINT
A.1 Detailed analysis for Section 3.2 in unconstrained case
In this section we give detailed analysis for noisy gradient descent, under the assumption that the
unconstrained problem satisfies (λ, γ, ε, δ)-strict saddle property.
The algorithm we investigate in Algorithm 1, we can combine the randomness in the stochastic
gradient oracle and the artificial noise, and rewrite the update equation in form:
wt = wt−1 − η(∇ f (wt−1) + ξt−1) (A.1)
where η is step size, ξ = S G(wt−1) − ∇ f (wt−1) + n (recall n is a random vector on unit sphere) is the
combination of two source of noise.
By assumption, we know ξ’s are independent and they satisfying Eξ = 0, ‖ξ‖ ≤ Q + 1. Due to
the explicitly added noise in Algorithm 1, we further have EξξT  1d I. For simplicity, we assume
EξξT = σ2I, for some constant σ = Θ˜(1), then the algorithm we are running is exactly the same
as Stochastic Gradient Descent (SGD). Our proof can be very easily extended to the case when
1
d I  E[ξξT ]  (Q + 1d )I because both the upper and lower bounds are Θ˜(1).
We first restate the main theorem in the context of stochastic gradient descent.
Theorem A.1.1 (Main Theorem). Suppose a function f (w) : Rd → R that is (λ, γ, ε, δ)-strict
saddle, and has a stochastic gradient oracle where the noise satisfy EξξT = σ2I. Further, suppose
the function is bounded by | f (w)| ≤ B, is L-smooth and has ρ-Lipschitz Hessian. Then there
exists a threshold ηmax = Θ˜(1), so that for any ζ > 0, and for any η ≤ ηmax/max{1, log(1/ζ)},
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with probability at least 1 − ζ in t = O˜(η−2 log(1/ζ)) iterations, SGD outputs a point wt that is
O˜(
√
η log(1/ηζ))-close to some local minimum w?.
Recall that O˜(·) (Ω˜, Θ˜) hides the factor that is polynomially dependent on all other parameters,
but independent of η and ζ. So it focuses on the dependency on η and ζ. Throughout the proof, we
interchangeably use bothH(w) and ∇2 f (w) to represent the Hessian matrix of f (w).
As we discussed in the proof sketch in Section 3.2, we analyze the behavior of the algorithm in
three different cases. The first case is when the gradient is large.
Lemma A.1.2. Under the assumptions of Theorem A.1.1, for any point with ‖∇ f (w0)‖ ≥
√
2ησ2Ld
where
√
2ησ2Ld < ε, after one iteration we have:
E f (w1) − f (w0) ≤ −Ω˜(η2) (A.2)
Proof. Choose ηmax < 1L , then by update equation Eq.(A.1), we have:
E f (w1) − f (w0) ≤ ∇ f (w0)TE(w1 − w0) + L2E‖w1 − w0‖
2
= ∇ f (w0)TE (−η(∇ f (w0) + ξ0)) + L2E ‖−η(∇ f (w0) + ξ0)‖
2
= −(η − Lη
2
2
)‖∇ f (w0)‖2 + η
2σ2Ld
2
≤ −η
2
‖∇ f (w0)‖2 + η
2σ2Ld
2
≤ −η
2σ2Ld
2
(A.3)
which finishes the proof. 
Lemma A.1.3. Under the assumptions of Theorem A.1.1, for any initial point w0 that is O˜(
√
η) < δ
close to a local minimum w?, with probability at least 1 − ζ/2, we have following holds simultane-
ously:
∀t ≤ O˜( 1
η2
log
1
ζ
), ‖wt − w?‖ ≤ O˜(
√
η log
1
ηζ
) < δ (A.4)
where w? is the locally optimal point.
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Proof. We shall construct a supermartingale and use Azuma’s inequality [7] to prove this result.
Let filtration Ft = σ{ξ0, · · · ξt−1}, and note σ{∆0, · · · ,∆t} ⊂ Ft, where σ{·} denotes the sigma
field. Let event Et = {∀τ ≤ t, ‖wτ − w?‖ ≤ µ
√
η log 1
ηζ
< δ}, where µ is independent of (η, ζ),
and will be specified later. To ensure the correctness of proof, O˜ notation in this proof will never
hide any dependence on µ. Clearly there’s always a small enough choice of ηmax = Θ˜(1) to make
µ
√
η log 1
ηζ
< δ holds as long as η ≤ ηmax/max{1, log(1/ζ)}. Also note Et ⊂ Et−1, that is 1Et ≤ 1Et−1 .
By Definition 3.2.2 of (λ, γ, ε, δ)-strict saddle, we know f is locally λ-strongly convex in the
2δ-neighborhood of w?. Since ∇ f (w?) = 0, we have
∇ f (wt)T (wt − w?)1Et ≥ λ‖wt − w?‖21Et (A.5)
Furthermore, with ηmax < λL2 , using L-smoothness, we have:
E[‖wt − w?‖21Et−1 |Ft−1] =E[‖wt−1 − η(∇ f (wt−1) + ξt−1) − w?‖2|Ft−1]1Et−1
=
[
‖wt−1 − w?‖2 − 2η∇ f (wt−1)T (wt−1 − w?) + η2‖∇ f (wt−1)‖2 + η2σ2
]
1Et−1
≤[(1 − 2ηλ + η2L2)‖wt−1 − w?‖2 + η2σ2]1Et−1
≤[(1 − ηλ)‖wt−1 − w?‖2 + η2σ2]1Et−1 (A.6)
Therefore, we have:[
E[‖wt − w?‖2|Ft−1] − η
λ
]
1Et−1 ≤ (1 − ηλ)
[
‖wt−1 − w?‖2 − η
λ
]
1Et−1 (A.7)
Then, let Gt = (1 − ηλ)−t(‖wt − w?‖2 − ηλ ), we have:
E[Gt1Et−1 |Ft−1] ≤ Gt−11Et−1 ≤ Gt−11Et−2 (A.8)
which means Gt1Et−1 is a supermartingale.
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Therefore, with probability 1, we have:
|Gt1Et−1 − E[Gt1Et−1 |Ft−1]|
≤(1 − ηλ)−t[ ‖wt−1 − η∇ f (wt−1) − w?‖ · η‖ξt−1‖ + η2‖ξt−1‖2 − η2σ2 ]1Et−1
≤(1 − ηλ)−t · O˜(µη1.5 log 12 1
ηζ
) = dt (A.9)
Let
ct =
√
t∑
τ=1
d2τ = O˜(µη
1.5 log
1
2
1
ηζ
)
√
t∑
τ=1
(1 − ηλ)−2τ (A.10)
By Azuma’s inequality, with probability less than O˜(η3ζ), we have:
Gt1Et−1 > O˜(1)ct log
1
2 (
1
ηζ
) + G0 (A.11)
We know Gt > O˜(1)ct log
1
2 ( 1
ηζ
) + G0 is equivalent to:
‖wt − w?‖2 > O˜(η) + O˜(1)(1 − ηλ)tct log 12 ( 1
ηζ
) (A.12)
We know:
(1 − ηλ)tct log 12 ( 1
ηζ
) = µ · O˜(η1.5 log 1
ηζ
)
√
t∑
τ=1
(1 − ηλ)2(t−τ)
=µ · O˜(η1.5 log 1
ηζ
)
√
t−1∑
τ=0
(1 − ηλ)2τ ≤ µ · O˜(η1.5 log 1
ηζ
)
√
1
1 − (1 − ηλ)2 = µ · O˜(η log
1
ηζ
) (A.13)
This means Azuma’s inequality implies, there exist some C˜ = O˜(1) so that:
P
(
Et−1 ∩
{
‖wt − w?‖2 > µ · C˜η log 1
ηζ
)
})
≤ O˜(η3ζ) (A.14)
By choosing µ > C˜, this is equivalent to:
P
(
Et−1 ∩
{
‖wt − w?‖2 > µ2η log 1
ηζ
})
≤ O˜(η3ζ) (A.15)
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Then we have:
P(Et) = P
Et−1 ∩
‖wt − w?‖ > µ
√
η log
1
ηζ

 + P(Et−1) ≤ O˜(η3ζ) + P(Et−1) (A.16)
By initialization conditions, we know P(E0) = 0, and thus P(Et) ≤ tO˜(η3ζ). Take t = O˜( 1η2 log 1ζ ),
we have P(Et) ≤ O˜(ηζ log 1ζ ). When ηmax = O˜(1) is chosen small enough, and η ≤ ηmax/ log(1/ζ),
this finishes the proof. 
Lemma A.1.4. Under the assumptions of Theorem A.1.1, for any initial point w0 where ‖∇ f (w0)‖ ≤√
2ησ2Ld < ε, and λmin(H(w0)) ≤ −γ, then there is a number of steps T that depends on w0 such
that:
E f (wT ) − f (w0) ≤ −Ω˜(η) (A.17)
The number of steps T has a fixed upper bound Tmax that is independent of w0 where T ≤ Tmax =
O((log d)/γη).
Remark 2. In general, if we relax the assumption EξξT = σ2I to σ2minI  EξξT  σ2maxI, the
upper bound Tmax of number of steps required in Lemma A.1.4 would be increased to Tmax =
O( 1
γη
(log d + log σmax
σmin
))
As we described in the proof sketch, the main idea is to consider a coupled update sequence
that correspond to the local second-order approximation of f (x) around w0. We characterize this
sequence of update in the next lemma.
Lemma A.1.5. Under the assumptions of Theorem A.1.1. Let f˜ defined as local second-order
approximation of f (x) around w0:
f˜ (w)  f (w0) + ∇ f (w0)T (w − w0) + 12(w − w0)
TH(w0)(w − w0) (A.18)
{w˜t} be the corresponding sequence generated by running SGD on function f˜ , with w˜0 = w0. For
simplicity, denoteH = H(w0) = ∇2 f (w0), then we have analytically:
∇ f˜ (w˜t) = (1 − ηH)t∇ f (w0) − ηH
t−1∑
τ=0
(1 − ηH)t−τ−1ξτ (A.19)
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w˜t − w0 = −η
t−1∑
τ=0
(1 − ηH)τ∇ f (w0) − η
t−1∑
τ=0
(1 − ηH)t−τ−1ξτ (A.20)
Furthermore, for any initial point w0 where ‖∇ f (w0)‖ ≤ O˜(η) < ε, and λmin(H(w0)) = −γ0.
Then, there exist a T ∈ N satisfying:
d
ηγ0
≤
T−1∑
τ=0
(1 + ηγ0)2τ <
3d
ηγ0
(A.21)
with probability at least 1 − O˜(η3), we have following holds simultaneously for all t ≤ T:
‖w˜t − w0‖ ≤ O˜(η 12 log 1
η
); ‖∇ f˜ (w˜t)‖ ≤ O˜(η 12 log 1
η
) (A.22)
Proof. DenoteH = H(w0), since f˜ is quadratic, clearly we have:
∇ f˜ (w˜t) = ∇ f˜ (w˜t−1) +H(w˜t − w˜t−1) (A.23)
Substitute the update equation of SGD in Eq.(A.23), we have:
∇ f˜ (w˜t) = ∇ f˜ (w˜t−1) − ηH(∇ f˜ (w˜t−1) + ξt−1)
= (1 − ηH)∇ f˜ (w˜t−1) − ηHξt−1
= (1 − ηH)2∇ f˜ (w˜t−2) − ηHξt−1 − ηH(1 − ηH)ξt−2 = · · ·
= (1 − ηH)t∇ f (w0) − ηH
t−1∑
τ=0
(1 − ηH)t−τ−1ξτ (A.24)
Therefore, we have:
w˜t − w0 = −η
t−1∑
τ=0
(∇ f˜ (w˜τ) + ξτ)
= −η
t−1∑
τ=0
(1 − ηH)τ∇ f (w0) − ηH τ−1∑
τ′=0
(1 − ηH)τ−τ′−1ξτ′ + ξτ

= −η
t−1∑
τ=0
(1 − ηH)τ∇ f (w0) − η
t−1∑
τ=0
(1 − ηH)t−τ−1ξτ (A.25)
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Next, we prove the existence of T in Eq.(A.21). Since
∑t
τ=0(1 + ηγ0)
2τ is monotonically
increasing w.r.t t, and diverge to infinity as t → ∞. We know there is always some T ∈ N gives
d
ηγ0
≤ ∑T−1τ=0 (1 + ηγ0)2τ. Let T be the smallest integer satisfying above equation. By assumption, we
know γ ≤ γ0 ≤ L, and
t+1∑
τ=0
(1 + ηγ0)2τ = 1 + (1 + ηγ0)2
t∑
τ=0
(1 + ηγ0)2τ (A.26)
we can choose ηmax < min{(
√
2 − 1)/L, 2d/γ} so that
d
ηγ0
≤
T−1∑
τ=0
(1 + ηγ0)2τ ≤ 1 + 2d
ηγ0
≤ 3d
ηγ0
(A.27)
Finally, by Eq.(A.21), we know T = O(log d/γ0η), and (1 + ηγ0)T ≤ O˜(1). Also because Eξ = 0
and ‖ξ‖ ≤ Q = O˜(1) with probability 1, then by Hoeffding inequality, we have for each dimension i
and time t ≤ T :
P
|η t−1∑
τ=0
(1 − ηH)t−τ−1ξτ,i| > O˜(η 12 log 1
η
)
 ≤ e−Ω˜(log2 1η ) ≤ O˜(η4) (A.28)
then by summing over dimension d and taking union bound over all t ≤ T , we directly have:
P
∀t ≤ T, ‖η t−1∑
τ=0
(1 − ηH)t−τ−1ξτ‖ > O˜(η 12 log 1
η
)
 ≤ O˜(η3). (A.29)
Combine this fact with Eq.(A.24) and Eq.(A.25), we finish the proof.

Next we need to prove that the two sequences of updates are always close.
Lemma A.1.6. Under the assumptions of Theorem A.1.1. and let {wt} be the corresponding
sequence generated by running SGD on function f . Also let f˜ and {w˜t} be defined as in Lemma
A.1.5. Then, for any initial point w0 where ‖∇ f (w0)‖ ≤ O˜(η) < ε, and λmin(∇2 f (w0)) = −γ0.
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Given the choice of T as in Eq.(A.21), with probability at least 1 − O˜(η2), we have following holds
simultaneously for all t ≤ T:
‖wt − w˜t‖ ≤ O˜(η log2 1
η
); ‖∇ f (wt) − ∇ f˜ (w˜t)‖ ≤ O˜(η log2 1
η
) (A.30)
Proof. First, we have update function of gradient by:
∇ f (wt) =∇ f (wt−1) +
∫ 1
0
H(wt−1 + t(wt − wt−1))dt · (wt − wt−1)
=∇ f (wt−1) +H(wt−1)(wt − wt−1) + θt−1 (A.31)
where the remainder:
θt−1 ≡
∫ 1
0
[H(wt−1 + t(wt − wt−1)) −H(wt−1)] dt · (wt − wt−1) (A.32)
DenoteH = H(w0), andH ′t−1 = H(wt−1) −H(w0). By Hessian smoothness, we immediately have:
‖H ′t−1‖ = ‖H(wt−1) −H(w0)‖ ≤ ρ‖wt−1 − w0‖ ≤ ρ(‖wt − w˜t‖ + ‖w˜t − w0‖) (A.33)
‖θt−1‖ ≤ ρ2‖wt − wt−1‖
2 (A.34)
Substitute the update equation of SGD (Eq.(A.1)) into Eq.(A.31), we have:
∇ f (wt) = ∇ f (wt−1) − η(H +H ′t−1)(∇ f (wt−1) + ξt−1) + θt−1
= (1 − ηH)∇ f (wt−1) − ηHξt−1 − ηH ′t−1(∇ f (wt−1) + ξt−1) + θt−1 (A.35)
Let ∆t = ∇ f (wt) − ∇ f˜ (w˜t) denote the difference in gradient, then from Eq.(A.24), Eq.(A.35),
and Eq.(A.1), we have:
∆t = (1 − ηH)∆t−1 − ηH ′t−1[∆t−1 + ∇ f˜ (w˜t−1) + ξt−1] + θt−1 (A.36)
wt − w˜t = −η
t−1∑
τ=0
∆τ (A.37)
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Let filtration Ft = σ{ξ0, · · · ξt−1}, and note σ{∆0, · · · ,∆t} ⊂ Ft, where σ{·} denotes the sigma
field. Also, let event Kt = {∀τ ≤ t, ‖∇ f˜ (w˜τ)‖ ≤ O˜(η 12 log 1η), ‖w˜τ − w0‖ ≤ O˜(η
1
2 log 1
η
)}, and
Et = {∀τ ≤ t, ‖∆τ‖ ≤ µη log2 1η }, where µ is independent of (η, ζ), and will be specified later. Again,
O˜ notation in this proof will never hide any dependence on µ. Clearly, we have Kt ⊂ Kt−1 (Et ⊂ Et−1),
thus 1Kt ≤ 1Kt−1 (1Et ≤ 1Et−1), where 1K is the indicator function of event K.
We first need to carefully bounded all terms in Eq.(A.36), conditioned on event Kt−1 ∩ Et−1, by
Eq.(A.33), Eq.(A.34)), and Eq.(A.37), with probability 1, for all t ≤ T ≤ O(log d/γ0η), we have:
‖(1 − ηH)∆t−1‖ ≤ O˜(µη log2 1
η
) ‖ηH ′t−1(∆t−1 + ∇ f˜ (w˜t−1))‖ ≤ O˜(η2 log2
1
η
)
‖ηH ′t−1ξt−1‖ ≤ O˜(η1.5 log
1
η
) ‖θt−1‖ ≤ O˜(η2) (A.38)
Since event Kt−1 ⊂ Ft−1,Et−1 ⊂ Ft−1 thus independent of ξt−1, we also have:
E[((1 − ηH)∆t−1)TηH ′t−1ξt−11Kt−1∩Et−1 | Ft−1]
=1Kt−1∩Et−1((1 − ηH)∆t−1)TηH ′t−1E[ξt−1 | Ft−1] = 0 (A.39)
Therefore, from Eq.(A.36) and Eq.(A.38):
E[‖∆t‖221Kt−1∩Et−1 | Ft−1]
≤
[
(1 + ηγ0)2‖∆t−1‖2 + (1 + ηγ0)‖∆t−1‖O˜(η2 log2 1
η
) + O˜(η3 log2
1
η
)
]
1Kt−1∩Et−1
≤
[
(1 + ηγ0)2‖∆t−1‖2 + O˜(µη3 log4 1
η
)
]
1Kt−1∩Et−1 (A.40)
Define
Gt = (1 + ηγ0)−2t[ ‖∆t‖2 + λη2 log4 1
η
] (A.41)
Then, when ηmax is small enough, we have:
E[Gt1Kt−1∩Et−1 | Ft−1] = (1 + ηγ0)−2t
[
E[‖∆t‖221Kt−1∩Et−1 | Ft−1] + λη2 log3
1
η
]
1Kt−1∩Et−1
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≤(1 + ηγ0)−2t
[
(1 + ηγ0)2‖∆t−1‖2 + O˜(µη3 log4 1
η
) + λη2 log4
1
η
]
1Kt−1∩Et−1
≤(1 + ηγ0)−2t
[
(1 + ηγ0)2‖∆t−1‖2 + (1 + ηγ0)2λη2 log4 1
η
]
1Kt−1∩Et−1
=Gt−11Kt−1∩Et−1 ≤ Gt−11Kt−2∩Et−2 (A.42)
Therefore, we have E[Gt1Kt−1∩Et−1 | Ft−1] ≤ Gt−11Kt−2∩Et−2 which means Gt1Kt−1∩Et−1 is a supermartin-
gale.
On the other hand, we have:
∆t = (1 − ηH)∆t−1 − ηH ′t−1(∆t−1 + ∇ f˜ (w˜t−1)) − ηH ′t−1ξt−1 + θt−1 (A.43)
Once conditional on filtration Ft−1, the first two terms are deterministic, and only the third and
fourth term are random. Therefore, we know, with probability 1:
| ‖∆t‖22 − E[‖∆t‖22|Ft−1] |1Kt−1∩Et−1 ≤ O˜(µη2.5 log3
1
η
) (A.44)
Where the main contribution comes from the product of the first term and third term. Then, with
probability 1, we have:
|Gt1Kt−1∩Et−1 − E[Gt1Kt−1∩Et−1 | Ft−1]|
=(1 + 2ηγ0)−2t · | ‖∆t‖22 − E[‖∆t‖22|Ft−1] | · 1Kt−1∩Et−1 ≤ O˜(µη2.5 log3
1
η
) = ct−1 (A.45)
By Azuma-Hoeffding inequality, with probability less than O˜(η3), for t ≤ T ≤ O(log d/γ0η):
Gt1Kt−1∩Et−1 −G0 · 1 > O˜(1)
√
t−1∑
τ=0
c2τ log(
1
η
) = O˜(µη2 log4
1
η
) (A.46)
This means there exist some C˜ = O˜(1) so that:
P
(
Gt1Kt−1∩Et−1 ≥ C˜µη2 log4
1
η
)
≤ O˜(η3) (A.47)
By choosing µ > C˜, this is equivalent to:
P
(
Kt−1 ∩ Et−1 ∩
{
‖∆t‖2 ≥ µ2η2 log4 1
η
})
≤ O˜(η3) (A.48)
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Therefore, combined with Lemma A.1.5, we have:
P
(
Et−1 ∩
{
‖∆t‖ ≥ µη log2 1
η
})
=P
(
Kt−1 ∩ Et−1 ∩
{
‖∆t‖ ≥ µη log2 1
η
})
+ P
(
Kt−1 ∩ Et−1 ∩
{
‖∆t‖ ≥ µη log2 1
η
})
≤O˜(η3) + P(Kt−1) ≤ O˜(η3) (A.49)
Finally, we know:
P(Et) = P
(
Et−1 ∩
{
‖∆t‖ ≥ µη log2 1
η
})
+ P(Et−1) ≤ O˜(η3) + P(Et−1) (A.50)
Because P(E0) = 0, and T ≤ O˜( 1η ), we have P(ET ) ≤ O˜(η2). Due to Eq.(A.37), we have ‖wt − w˜t‖ ≤
η
∑t−1
τ=0 ‖∆τ‖, then by the definition of ET , we finish the proof.

Using the two lemmas above we are ready to prove Lemma A.1.4
Proof of Lemma A.1.4. Let f˜ and {w˜t} be defined as in Lemma A.1.5. and also let λmin(H(w0)) =
−γ0. SinceH(w) is ρ-Lipschitz, for any w,w0, we have:
f (w) ≤ f (w0) + ∇ f (w0)T (w − w0) + 12(w − w0)
TH(w0)(w − w0) + ρ6‖w − w0‖
3 (A.51)
Denote δ˜ = w˜T − w0 and δ = wT − w˜T , we have:
f (wT ) − f (w0) ≤
[
∇ f (w0)T (wT − w0) + 12(wT − w0)
TH(w0)(wT − w0) + ρ6‖wT − w0‖
3
]
=
[
∇ f (w0)T (δ˜ + δ) + 12(δ˜ + δ)
TH(δ˜ + δ) + ρ
6
‖δ˜ + δ‖3
]
=
[
∇ f (w0)T δ˜ + 12 δ˜
TH δ˜
]
+
[
∇ f (w0)Tδ + δ˜THδ + 12δ
THδ + ρ
6
‖δ˜ + δ‖3
]
(A.52)
WhereH = H(w0). Denote Λ˜ = ∇ f (w0)T δ˜+ 12 δ˜TH δ˜ be the first term, and Λ = ∇ f (w0)Tδ+ δ˜THδ+
1
2δ
THδ + ρ6‖δ˜ + δ‖3 be the second term. We have f (wT ) − f (w0) ≤ Λ˜ + Λ.
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Let Et = {∀τ ≤ t, ‖w˜τ − w0‖ ≤ O˜(η 12 log 1η), ‖wt − w˜t‖ ≤ O˜(η log2 1η)}, by the result of Lemma
A.1.5 and Lemma A.1.6, we know P(ET ) ≥ 1 − O˜(η2). Then, clearly, we have:
E f (wT ) − f (w0) =E[ f (wT ) − f (w0)]1ET + E[ f (wT ) − f (w0)]1ET
≤EΛ˜1ET + EΛ1ET + E[ f (wT ) − f (w0)]1ET
=EΛ˜ + EΛ1ET + E[ f (wT ) − f (w0)]1ET − EΛ˜1ET (A.53)
We will carefully caculate EΛ˜ term first, and then bound remaining term as “perturbation” to first
term.
Let λ1, · · · , λd be the eigenvalues ofH . By the result of lemma A.1.5 and simple linear algebra,
we have:
EΛ˜ = −η
2
d∑
i=1
2T−1∑
τ=0
(1 − ηλi)τ|∇i f (w0)|2 + 12
d∑
i=1
λi
T−1∑
τ=0
(1 − ηλi)2τη2σ2
≤ 1
2
d∑
i=1
λi
T−1∑
τ=0
(1 − ηλi)2τη2σ2
≤ η
2σ2
2
d − 1η − γ0
T−1∑
τ=0
(1 + ηγ0)2τ
 ≤ −ησ22 (A.54)
The last inequality is directly implied by the choice of T as in Eq.(A.21). Also, by Eq.(A.21), we also
immediately have that T = O(log d/γ0η) ≤ O(log d/γη). Therefore, by choose Tmax = O(log d/γη)
with large enough constant, we have T ≤ Tmax = O(log d/γη).
For bounding the second term, by definition of Et, we have:
EΛ1ET = E
[
∇ f (w0)Tδ + δ˜THδ + 12δ
THδ + ρ
6
‖δ˜ + δ‖3
]
1ET ≤ O˜(η1.5 log3
1
η
) (A.55)
On the other hand, since noise is bounded as ‖ξ‖ ≤ O˜(1), from the results of Lemma A.1.5, it’s
easy to show ‖w˜ − w0‖ = ‖δ˜‖ ≤ O˜(1) is also bounded with probability 1. Recall the assumption that
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function f is also bounded, then we have:
E[ f (wT ) − f (w0)]1ET − EΛ˜1ET
=E[ f (wT ) − f (w0)]1ET − E
[
∇ f (w0)T δ˜ + 12 δ˜
TH δ˜
]
1ET ≤ O˜(1)P(ET ) ≤ O˜(η2) (A.56)
Finally, substitute Eq.(A.54), Eq.(A.55) and Eq.(A.56) into Eq.(A.53), we finish the proof. 
Finally, we combine three cases to prove the main theorem.
Proof of Theorem A.1.1. Let’s set L1 = {w | ‖∇ f (w)‖ ≥
√
2ησ2Ld}, L2 = {w | ‖∇ f (w)‖ ≤√
2ησ2Ld and λmin(H(w)) ≤ −γ}, and L3 = Lc1 ∪ Lc2. By choosing small enough ηmax, we could
make
√
2ησ2Ld < min{ε, λδ}. Under this choice, we know from Definition 3.2.2 of (λ, γ, ε, δ)-strict
saddlethat L3 is the locally λ-strongly convex region which is O˜(√η)-close to some local minimum.
We shall first prove that within O˜( 1
η2
log 1
ζ
) steps with probability at least 1 − ζ/2 one of wt is in
L3. Then by Lemma A.1.3 we know with probability at most ζ/2 there exists a wt that is in L3 but
the last point is not. By union bound we will get the main result.
To prove within O˜( 1
η2
log 1
ζ
) steps with probability at least 1 − ζ/2 one of wt is in L3, we first
show starting from any point, in O˜( 1
η2
) steps with probability at least 1/2 one of wt is in L3. Then
we can repeat this log 1/ζ times to get the high probability result.
Define stochastic process {τi} s.t. τ0 = 0, and
τi+1 =

τi + 1 if wτi ∈ L1 ∪ L3
τi + T (wτi) if wτi ∈ L2
(A.57)
Where T (wτi) is defined by Eq.(A.21) with γ0 = λmin(H(wτi))and we know T ≤ Tmax = O˜(1η ).
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By Lemma A.1.2 and Lemma A.1.4, we know:
E[ f (wτi+1) − f (wτi)|wτi ∈ L1,Fτi−1] = E[ f (wτi+1) − f (wτi)|wτi ∈ L1] ≤ −O˜(η2) (A.58)
E[ f (wτi+1) − f (wτi)|wτi ∈ L2,Fτi−1] = E[ f (wτi+1) − f (wτi)|wτi ∈ L2] ≤ −O˜(η) (A.59)
Therefore, combine above equation, we have:
E[ f (wτi+1) − f (wτi)|wτi < L3,Fτi−1] = E[ f (wτi+1) − f (wτi)|wτi < L3] ≤ −(τi+1 − τi)O˜(η2) (A.60)
Define event Ei = {∃ j ≤ i, wτ j ∈ L3}, clearly Ei ⊂ Ei+1, thus P(Ei) ≤ P(Ei+1). Finally, consider
f (wτi+1)1Ei , we have:
E f (wτi+1)1Ei − E f (wτi)1Ei−1 ≤ B · P(Ei − Ei−1) + E[ f (wτi+1) − f (wτi)|Ei] · P(Ei)
≤ B · P(Ei − Ei−1) − (τi+1 − τi)O˜(η2)P(Ei) (A.61)
Therefore, by summing up over i, we have:
E f (wτi)1Ei − f (w0) ≤ BP(Ei) − τiO˜(η2)P(Ei) ≤ B − τiO˜(η2)P(Ei) (A.62)
Since | f (wτi)1Ei | < B is bounded, as τi grows to as large as 6Bη2 , we must have P(Ei) < 12 . That is,
after O˜( 1
η2
) steps, with at least probability 1/2, {wt} have at least enter L3 once. Since this argument
holds for any starting point, we can repeat this log 1/ζ times and we know after O˜( 1
η2
log 1/ζ) steps,
with probability at least 1 − ζ/2, {wt} have at least enter L3 once.
Combining with Lemma A.1.3, and by union bound we know after O˜( 1
η2
log 1/ζ) steps, with
probability at least 1 − ζ, wt will be in the O˜(
√
η log 1
ηζ
) neigborhood of some local minimum. 
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A.2 Detailed analysis for Section 3.2 in constrained case
So far, we have been discussed all about unconstrained problem. In this section we extend our result
to equality constraint problems under some mild conditions.
Consider the equality constrained optimization problem:
min
w
f (w) (A.63)
s.t. ci(w) = 0, i = 1, · · · ,m
Define the feasible set as the set of points that satisfy all the constraintsW = {w | ci(w) = 0; i =
1, · · · ,m}.
In this case, the algorithm we are running is Projected Noisy Gradient Descent. Let function
ΠW(v) to be the projection to the feasible set, where the projection is defined as the global solution
of minw∈W ‖v − w‖2.
With same argument as in the unconstrained case, we could slightly simplify and convert it to
standard projected stochastic gradient descent (PSGD) with update equation:
vt = wt−1 − η∇ f (wt−1) + ξt−1 (A.64)
wt = ΠW(vt) (A.65)
As in unconstrained case, we are interested in noise ξ is i.i.d satisfying Eξ = 0, EξξT = σ2I and
‖ξ‖ ≤ Q almost surely. Our proof can be easily extended to Algorithm 2 with 1d I  EξξT  (Q + 1d )I.
In this section we first introduce basic tools for handling constrained optimization problems (most
these materials can be found in [127]), then we prove some technical lemmas that are useful for
dealing with the projection step in PSGD, finally we point out how to modify the previous analysis.
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A.2.1 Preliminaries
Often for constrained optimization problems we want the constraints to satisfy some regularity
conditions. LICQ (linear independent constraint quantification) is a common assumption in this
context.
Definition A.2.1 (LICQ). In equality-constraint problem Eq.(A.63), given a point w, we say that
the linear independence constraint qualification (LICQ) holds if the set of constraint gradients
{∇ci(x), i = 1, · · · ,m} is linearly independent.
In constrained optimization, we can locally transform it to an unconstrained problem by intro-
ducing Lagrangian multipliers. The Langrangian L can be written as
L(w, λ) = f (w) −
m∑
i=1
λici(w) (A.66)
Then, if LICQ holds for all w ∈ W, we can properly define function λ∗(·) to be:
λ∗(w) = arg min
λ
‖∇ f (w) −
m∑
i=1
λi∇ci(w)‖ = arg min
λ
‖∇wL(w, λ)‖ (A.67)
where λ∗(·) can be calculated analytically: let matrix C(w) = (∇c1(w), · · · ,∇cm(w)), then we have:
λ∗(w) = C(w)†∇ f (w) = (C(w)TC(w))−1C(w)T∇ f (w) (A.68)
where (·)† is Moore-Penrose pseudo-inverse.
In our setting we need a stronger regularity condition which we call robust LICQ (RLICQ).
Definition A.2.2 ( αc-RLICQ ). In equality-constraint problem Eq.(A.63), given a point w, we say
that αc-robust linear independence constraint qualification ( αc-RLICQ ) holds if the minimum
singular value of matrix C(w) = (∇c1(w), · · · ,∇cm(w)) is greater or equal to αc, that isσmin(C(w)) ≥
αc.
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Remark 3. Given a point w ∈ W, αc-RLICQ implies LICQ. While LICQ holds for all w ∈ W
is a necessary condition for λ∗(w) to be well-defined; it’s easy to check that αc-RLICQ holds for
all w ∈ W is a necessary condition for λ∗(w) to be bounded. Later, we will also see αc-RLICQ
combined with the smoothness of {ci(w)}mi=1 guarantee the curvature of constraint manifold to be
bounded everywhere.
Note that we require this condition in order to provide a quantitative bound, without this
assumption there can be cases that are exponentially close to a function that does not satisfy LICQ.
We can also write down the first-order and second-order partial derivative of Lagrangian L at
point (w, λ∗(w)):
χ(w) = ∇wL(w, λ)|(w,λ∗(w)) = ∇ f (w) −
m∑
i=1
λ∗i (w)∇ci(w) (A.69)
M(w) = ∇2wwL(w, λ)|(w,λ∗(w)) = ∇2 f (w) −
m∑
i=1
λ∗i (w)∇2ci(w) (A.70)
Definition A.2.3 (Tangent Space and Normal Space). Given a feasible point w ∈ W, define its
corresponding Tangent Space to be T (w) = {v | ∇ci(w)T v = 0; i = 1, · · · ,m}, and Normal Space to
be T c(w) = span{∇c1(w) · · · ,∇cm(w)}
If w ∈ Rd, and we have m constraint satisfying αc-RLICQ , the tangent space would be a linear
subspace with dimension d − m; and the normal space would be a linear subspace with dimension
m. We also know immediately that χ(w) defined in Eq.(A.69) has another interpretation: it’s the
component of gradient ∇ f (w) in tangent space.
Also, it’s easy to see the normal space T c(w) is the orthogonal complement of T . We can
also define the projection matrix of any vector onto tangent space (or normal space) to be PT (w)
(or PT c(w)). Then, clearly, both PT (w) and PT c(w) are orthoprojector, thus symmetric. Also by
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Pythagorean theorem, we have:
‖v‖2 = ‖PT (w)v‖2 + ‖PT c(w)v‖2, ∀v ∈ Rd (A.71)
Taylor Expansion Let w,w0 ∈ W, and fix λ∗ = λ∗(w0) independent of w, assume ∇2wwL(w, λ∗) is
ρL-Lipschitz, that is ‖∇2wwL(w1, λ∗) − ∇2wwL(w2, λ∗)‖ ≤ ρL‖w1 − w2‖ By Taylor expansion, we have:
L(w, λ∗) ≤L(w0, λ∗) + ∇wL(w0, λ∗)T (w − w0)
+
1
2
(w − w0)T∇2wwL(w0, λ∗)(w − w0) +
ρL
6
‖w − w0‖3 (A.72)
Since w,w0 are feasible, we know: L(w, λ∗) = f (w) and L(w0, λ∗) = f (w0), this gives:
f (w) ≤ f (w0) + χ(w0)T (w − w0) + 12(w − w0)
TM(w0)(w − w0) + ρL6 ‖w − w0‖
3 (A.73)
Derivative of χ(w) By taking derative of χ(w) again, we know the change of this tangent gradient
can be characterized by:
∇χ(w) = H −
m∑
i=1
λ∗i (w)∇2ci(w) −
m∑
i=1
∇ci(w)∇λ∗i (w)T (A.74)
Denote
N(w) = −
m∑
i=1
∇ci(w)∇λ∗i (w)T (A.75)
We immediately know that ∇χ(w) = M(w) + N(w).
Remark 4. The additional term N(w) is not necessary to be even symmetric in general. This is
due to the fact that χ(w) may not be the gradient of any scalar function. However, N(w) has an
important property that is: for any vector v ∈ Rd, N(w)v ∈ T c(w).
Finally, for completeness, we state here the first/second-order necessary (or sufficient) conditions
for optimality. Please refer to [127] for the proof of those theorems.
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Theorem A.2.4 (First-Order Necessary Conditions). In equality constraint problem Eq.(A.63),
suppose that w† is a local solution, and that the functions f and ci are continuously differentiable,
and that the LICQ holds at w†. Then there is a Lagrange multiplier vector λ†, such that:
∇wL(w†, λ†) = 0 (A.76)
ci(w†) = 0, for i = 1, · · · ,m (A.77)
These conditions are also usually referred as Karush-Kuhn-Tucker (KKT) conditions.
Theorem A.2.5 (Second-Order Necessary Conditions). In equality constraint problem Eq.(A.63),
suppose that w† is a local solution, and that the LICQ holds at w†. Let λ† Lagrange multiplier
vector for which the KKT conditions are satisfied. Then:
vT∇2xxL(w†, λ†)v ≥ 0 for all v ∈ T (w†) (A.78)
Theorem A.2.6 (Second-Order Sufficient Conditions). In equality constraint problem Eq.(A.63),
suppose that for some feasible point w† ∈ Rd, and there’s Lagrange multiplier vector λ† for which
the KKT conditions are satisfied. Suppose also that:
vT∇2xxL(w†, λ†)v > 0 for all v ∈ T (w†), v , 0 (A.79)
Then w† is a strict local solution.
Remark 5. By definition Eq.(A.68), we know immediately λ∗(w†) is one of valid Lagrange mul-
tipliers λ† for which the KKT conditions are satisfied. This means χ(w†) = ∇wL(w†, λ†) and
M(w†) = L(w†, λ†).
Therefore, Theorem A.2.4, A.2.5, A.2.6 gives strong implication that χ(w) and M(w) are the
right thing to look at, which are in some sense equivalent to ∇ f (w) and ∇2 f (w) in unconstrained
case.
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A.2.2 Geometrical lemmas regarding constraint manifold
Since in equality constraint problem, at each step of PSGD, we are effectively considering the local
manifold around feasible point wt−1. In this section, we provide some technical lemmas relating
to the geometry of constraint manifold in preparsion for the proof of main theorem in equality
constraint case.
We first show if two points are close, then the projection in the normal space is much smaller
than the projection in the tangent space.
Lemma A.2.7. Suppose the constraints {ci}mi=1 are Li-smooth, and αc-RLICQ holds for all w ∈ W.
Then, let
∑m
i=1
L2i
α2c
= 1R2 , for any w,w0 ∈ W, let T0 = T (w0), then
‖PT c0 (w − w0)‖ ≤
1
2R
‖w − w0‖2 (A.80)
Furthermore, if ‖w − w0‖ < R holds, we additionally have:
‖PT c0 (w − w0)‖ ≤
‖PT0(w − w0)‖2
R
(A.81)
Proof. First, since for any vector vˆ ∈ T0, we have ‖C(w0)T vˆ‖ = 0, then by simple linear algebra, it’s
easy to show:
‖C(w0)T (w − w0)‖2 =‖C(w0)T PT c0 (w − w0)‖2 ≥ σ2min‖PT c0 (w − w0)‖2
≥α2c‖PT c0 (w − w0)‖2 (A.82)
On the other hand, by Li-smooth, we have:
|ci(w) − ci(w0) − ∇ci(w0)T (w − w0)| ≤ Li2 ‖w − w0‖
2 (A.83)
Since w,w0 are feasible points, we have ci(w) = ci(w0) = 0, which gives:
‖C(w0)T (w − w0)‖2 =
m∑
i=1
(∇ci(w0)T (w − w0))2 ≤
m∑
i=1
L2i
4
‖w − w0‖4 (A.84)
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Combining Eq.(A.82) and Eq.(A.84), and the definition of R, we have:
‖PT c0 (w − w0)‖2 ≤
1
4R2
‖w − w0‖4 = 14R2 (‖PT c0 (w − w0)‖
2 + ‖PT0(w − w0)‖2)2 (A.85)
Solving this second-order inequality gives two solution
‖PT c0 (w − w0)‖ ≤
‖PT0(w − w0)‖2
R
or ‖PT c0 (w − w0)‖ ≥ R (A.86)
By assumption, we know ‖w − w0‖ < R (so the second case cannot be true), which finishes the
proof. 
Here, we see the
√∑m
i=1
L2i
α2c
= 1R serves as a upper bound of the curvatures on the constraint
manifold, and equivalently, R serves as a lower bound of the radius of curvature. αc-RLICQ and
smoothness guarantee that the curvature is bounded.
Next we show the normal/tangent space of nearby points are close.
Lemma A.2.8. Suppose the constraints {ci}mi=1 are Li-smooth, and αc-RLICQ holds for all w ∈ W.
Let
∑m
i=1
L2i
α2c
= 1R2 , for any w,w0 ∈ W, let T0 = T (w0). Then for all vˆ ∈ T (w) so that ‖vˆ‖ = 1, we
have
‖PT c0 · vˆ‖ ≤
‖w − w0‖
R
(A.87)
Proof. With similar calculation as Eq.(A.82), we immediately have:
‖PT c0 · vˆ‖2 ≤
‖C(w0)T vˆ‖2
σ2min(C(w))
≤ ‖C(w0)
T vˆ‖2
α2c
(A.88)
Since vˆ ∈ T (w) , we have C(w)T vˆ = 0, combined with the fact that vˆ is a unit vector, we have:
‖C(w0)T vˆ‖2 =‖[C(w0) −C(w)]T vˆ‖2 =
m∑
i=1
([∇ci(w0) − ∇ci(w)]T vˆ)2
≤
m∑
i=1
‖∇ci(w0) − ∇ci(w)‖2‖vˆ‖2 ≤
m∑
i=1
L2i ‖w0 − w‖2 (A.89)
Combining Eq.(A.88) and Eq.(A.89), and the definition of R, we concludes the proof. 
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Lemma A.2.9. Suppose the constraints {ci}mi=1 are Li-smooth, and αc-RLICQ holds for all w ∈ W.
Let
∑m
i=1
L2i
α2c
= 1R2 , for any w,w0 ∈ W, let T0 = T (w0). Then for all vˆ ∈ T c(w) so that ‖vˆ‖ = 1, we
have
‖PT0 · vˆ‖ ≤
‖w − w0‖
R
(A.90)
Proof. By definition of projection, clearly, we have PT0 · vˆ + PT c0 · vˆ = vˆ. Since vˆ ∈ T c(w), without
loss of generality, assume vˆ =
∑m
i=1 λi∇ci(w). Define d˜ =
∑m
i=1 λi∇ci(w0), clearly d˜ ∈ T c0 . Since
projection gives the closest point in subspace, we have:
‖PT0 · vˆ‖ =‖PT c0 · vˆ − vˆ‖ ≤ ‖d˜ − vˆ‖
≤
m∑
i=1
λi‖∇ci(w0) − ∇ci(w)‖ ≤
m∑
i=1
λiLi‖w0 − w‖ (A.91)
On the other hand, let λ = (λ1, · · · , λm)T , we know C(w)λ = vˆ, thus:
λ = C(w)†vˆ = (C(w)TC(w))−1C(w)T vˆ (A.92)
Therefore, by αc-RLICQ and the fact vˆ is unit vector, we know: ‖λ‖ ≤ 1αc . Combined with Eq.(A.91),
we finished the proof. 
Using the previous lemmas, we can then prove that: starting from any point w0 on constraint
manifold, the result of adding any small vector v and then projected back to feasible set, is not very
different from the result of adding PT (w0)v.
Lemma A.2.10. Suppose the constraints {ci}mi=1 are Li-smooth, and αc-RLICQ holds for all w ∈ W.
Let
∑m
i=1
L2i
α2c
= 1R2 , for any w0 ∈ W, let T0 = T (w0). Then let w1 = w0 + ηvˆ, and w2 = w0 + ηPT0 · vˆ,
where vˆ ∈ Sd−1 is a unit vector. Then, we have:
‖ΠW(w1) − w2‖ ≤ 4η
2
R
(A.93)
Where projection ΠW(w) is defined as the closet point to w on feasible setW.
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Proof. First, note that ‖w1 − w0‖ = η, and by definition of projection, there must exist a project
ΠW(w) inside the ball Bη(w1) = {w | ‖w − w1‖ ≤ η}.
Denote u1 = ΠW(w1), and clearly u1 ∈ W. we can formulate u1 as the solution to following
constrained optimization problems:
min
u
‖w1 − u‖2 (A.94)
s.t. ci(u) = 0, i = 1, · · · ,m
Since function f (u) = ‖w1 − u‖2 and ci(u) are continuously differentiable by assumption, and
the condition αc-RLICQ holds for all w ∈ W implies that LICQ holds for u1. Therefore, by
Karush-Kuhn-Tucker necessary conditions, we immediately know (w1 − u1) ∈ T c(u1).
Since u1 ∈ Bη(w1), we know ‖w0 − u1‖ ≤ 2η, by Lemma A.2.9, we immediately have:
‖PT0(w1 − u1)‖ =
‖PT0(w1 − u1)‖
‖w1 − u1‖ ‖w1 − u1‖ ≤
1
R
‖w0 − u1‖ · ‖w1 − u1‖ ≤ 2Rη
2 (A.95)
Let v1 = w0 + PT0(u1 − w0), we have:
‖v1 − w2‖ =‖(v1 − w0) − (w2 − w0)‖ = ‖PT0(u1 − w0) − PT0(w1 − w0)‖
=‖PT0(w1 − u1)‖ ≤
2
R
η2 (A.96)
On the other hand by Lemma A.2.7, we have:
‖u1 − v1‖ = ‖PT c0 (u1 − w0)‖ ≤
1
2R
‖u1 − w0‖2 ≤ 2Rη
2 (A.97)
Combining Eq.(A.96) and Eq.(A.97), we finished the proof.

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A.2.3 Main theorem
Now we are ready to prove the main theorems. First we revise the definition of strict saddle in the
constrained case.
Definition A.2.11. A twice differentiable function f (w) with constraints ci(w) is (λ, γ, ε, δ)-strict
saddle, if for any point w one of the following is true
1. ‖χ(w)‖ ≥ ε.
2. vˆTM(w)vˆ ≤ −γ for some vˆ ∈ T (w), ‖vˆ‖ = 1
3. There is a local minimum w? such that ‖w − w?‖ ≤ δ, and for all w′ in the 2δ neighborhood
of w?, we have vˆTM(w′)vˆ ≥ λ for all vˆ ∈ T (w′), ‖vˆ‖ = 1
Next, we prove a equivalent formulation for PSGD.
Lemma A.2.12. Suppose the constraints {ci}mi=1 are Li-smooth, and αc-RLICQ holds for all w ∈ W.
Furthermore, if function f is L-Lipschitz, and the noise ξ is bounded, then running PSGD as in
Eq.(A.64) is equivalent to running:
wt = wt−1 − η · (χ(wt−1) + PT (wt−1)ξt−1) + ιt−1 (A.98)
where ι is the correction for projection, and ‖ι‖ ≤ O˜(η2).
Proof. Lemma A.2.12 is a direct corollary of Lemma A.2.10. 
The intuition behind this lemma is that: when {ci}mi=1 are smooth and αc-RLICQ holds for all
w ∈ W, then the constraint manifold has bounded curvature every where. Then, if we only care
about first order behavior, it’s well-approximated by the local dynamic in tangent plane, up to some
second-order correction.
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Therefore, by Eq.(A.98), we see locally it’s not much different from the unconstrainted case
Eq.(A.1) up to some negeligable correction. In the following analysis, we will always use formula
Eq.(A.98) as the update equation for PSGD.
Since most of following proof bears a lot similarity as in unconstrained case, we only pointed
out the essential steps in our following proof.
Theorem A.2.13 (Main Theorem for Equality-Constrained Case). Suppose a function f (w) : Rd →
R with constraints ci(w) : Rd → R is (λ, γ, ε, δ)-strict saddle, and has a stochastic gradient oracle
with radius at most Q, also satisfying Eξ = 0 and EξξT = σ2I. Further, suppose the function
function f is B-bounded, Lˆ-Lipschitz, L-smooth, and has ρ-Lipschitz Hessian, and the constraints
{ci}mi=1 is Lˆi-Lipschitz, Li-smooth, and has ρi-Lipschitz Hessian. Then there exists a threshold
ηmax = Θ˜(1), so that for any ζ > 0, and for any η ≤ ηmax/max{1, log(1/ζ)}, with probability at least
1 − ζ in t = O˜(η−2 log(1/ζ)) iterations, PSGD outputs a point wt that is O˜(
√
η log(1/ηζ))-close to
some local minimum w?.
First, we proof the assumptions in main theorem implies the smoothness conditions for M(w),
N(w) and ∇2wwL(w, λ∗(w′)).
Lemma A.2.14. Under the assumptions of Theorem A.2.13, there exists LM, LN , ρM, ρN , ρL polyno-
mial related to B, Lˆ, L, ρ, 1
αc
and {Lˆi, Li, ρi}mi=1 so that:
1. ‖M(w)‖ ≤ LM and ‖N(w)‖ ≤ LN for all w ∈ W.
2. M(w) is ρM-Lipschitz, and N(w) is ρN-Lipschitz, and ∇2wwL(w, λ∗(w′)) is ρL-Lipschitz for all
w′ ∈ W.
Proof. By definition of M(w), N(w) and ∇2wwL(w, λ∗(w′)), the above conditions will holds if there
exists Bλ, Lˆλ, Lλ bounded by O˜(1), so that λ∗(w) is Bλ-bounded, Lˆλ-Lipschitz, and Lλ-smooth.
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By definition Eq.(A.68), we have:
λ∗(w) = C(w)†∇ f (w) = (C(w)TC(w))−1C(w)T∇ f (w) (A.99)
Because f is B-bounded, Lˆ-Lipschitz, L-smooth, and its Hessian is ρ-Lipschitz, thus, eventually, we
only need to prove that there exists Bc, Lˆc, Lc bounded by O˜(1), so that the pseudo-inverse C(w)† is
Bc-bounded, Lˆc-Lipschitz, and Lc-smooth.
Since αc-RLICQ holds for all feasible points, we immediately have: ‖C(w)†‖ ≤ 1αc , thus
bounded. For simplicity, in the following context we use C† to represent C†(w) without ambiguity.
By some calculation of linear algebra, we have the derivative of pseudo-inverse:
∂C(w)†
∂wi
= −C†∂C(w)
∂wi
C† + C†[C†]T
∂C(w)T
∂wi
(I −CC†) (A.100)
Again, αc-RLICQ holds implies that derivative of pseudo-inverse is well-defined for every feasible
point. Let tensor E(w), E˜(w) to be the derivative of C(w),C†(w), which is defined as:
[E(w)]i jk =
∂[C(w)]ik
∂w j
[E˜(w)]i jk =
∂[C(w)†]ik
∂w j
(A.101)
Define the transpose of a 3rd order tensor ETi, j,k = Ek, j,i, then we have
E˜(w) = −[E(w)](C†, I,C†) + [E(w)T ](C†[C†]T , I, (I −CC†)) (A.102)
where by calculation [E(w)](I, I, ei) = ∇2ci(w).
Finally, since C(w)† and ∇2ci(w) are bounded by O˜(1), by Eq.(A.102), we know E˜(w) is
bounded, that is C(w)† is Lipschitz. Again, since both C(w)† and ∇2ci(w) are bounded, Lipschitz,
by Eq.(A.102), we know E˜(w) is also O˜(1)-Lipschitz. This finishes the proof.

From now on, we can use the same proof strategy as unconstraint case. Below we list the
corresponding lemmas and the essential steps that require modifications.
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Lemma A.2.15. Under the assumptions of Theorem A.2.13, with notations in Lemma A.2.14, for
any point with ‖χ(w0)‖ ≥
√
2ησ2LM(d − m) where
√
2ησ2LM(d − m) < ε, after one iteration we
have:
E f (w1) − f (w0) ≤ −Ω˜(η2) (A.103)
Proof. Choose ηmax < 1LM , and also small enough, then by update equation Eq.(A.98), we have:
E f (w1) − f (w0) ≤ χ(w0)TE(w1 − w0) + LM2 E‖w1 − w0‖
2
≤ −(η − LMη
2
2
)‖χ(w0)‖2 + η
2σ2LM(d − m)
2
+ O˜(η2)‖χ(w0)‖ + O˜(η3)
≤ −(η − O˜(η1.5) − LMη
2
2
)‖χ(w0)‖2 + η
2σ2LM(d − m)
2
+ O˜(η3)
≤ −η
2σ2LMd
4
(A.104)
Which finishes the proof. 
Theorem A.2.16. Under the assumptions of Theorem A.2.13, with notations in Lemma A.2.14, for
any initial point w0 that is O˜(
√
η) < δ close to a local minimum w?, with probability at least 1− ζ/2,
we have following holds simultaneously:
∀t ≤ O˜( 1
η2
log
1
ζ
), ‖wt − w?‖ ≤ O˜(
√
η log
1
ηζ
) < δ (A.105)
where w? is the locally optimal point.
Proof. By calculus, we know
χ(wt) =χ(w?) +
∫ 1
0
(M + N)(w? + t(wt − w?))dt · (wt − w?) (A.106)
Let filtration Ft = σ{ξ0, · · · ξt−1}, and note σ{∆0, · · · ,∆t} ⊂ Ft, where σ{·} denotes the sigma
field. Let event Et = {∀τ ≤ t, ‖wτ − w?‖ ≤ µ
√
η log 1
ηζ
< δ}, where µ is independent of (η, ζ), and
will be specified later.
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By Definition A.2.11 of (λ, γ, ε, δ)-strict saddle, we know M(w) is locally λ-strongly convex
restricted to its tangent space T (w). in the 2δ-neighborhood of w?. If ηmax is chosen small enough,
by Remark 4 and Lemma A.2.7, we have in addition:
χ(wt)T (wt − w?)1Et = (wt − w?)T
∫ 1
0
(M + N)(w? + t(wt − w?))dt · (wt − w?)1Et
≥ [λ‖wt − w?‖2 − O˜(‖wt − w?‖3)]1Et ≥ 0.5λ‖wt − w?‖21Et (A.107)
Then, everything else follows almost the same as the proof of Lemma A.1.3. 
Lemma A.2.17. Under the assumptions of Theorem A.2.13, with notations in Lemma A.2.14, for
any initial point w0 where ‖χ(w0)‖ ≤ O˜(η) < ε, and vˆTM(w0)vˆ ≤ −γ for some vˆ ∈ T (w), ‖vˆ‖ = 1,
then there is a number of steps T that depends on w0 such that:
E f (wT ) − f (w0) ≤ −Ω˜(η) (A.108)
The number of steps T has a fixed upper bound Tmax that is independent of w0 where T ≤ Tmax =
O((log(d − m))/γη).
Similar to the unconstrained case, we show this by a coupling sequence. Here the sequence we
construct will only walk on the tangent space, by Lemmas in previous subsection, we know this is
not very far from the actual sequence. We first define and characterize the coupled sequence in the
following lemma:
Lemma A.2.18. Under the assumptions of Theorem A.2.13, with notations in Lemma A.2.14. Let f˜
defined as local second-order approximation of f (x) around w0 in tangent space T0 = T (w0):
f˜ (w)  f (w0) + χ(w0)T (w − w0) + 12(w − w0)
T [PTT0M(w0)PT0](w − w0) (A.109)
{w˜t} be the corresponding sequence generated by running SGD on function f˜ , with w˜0 = w0, and
noise projected to T0, (i.e. w˜t = w˜t−1 − η(χ˜(w˜t−1) + PT0ξt−1). For simplicity, denote χ˜(w) = ∇ f˜ (w),
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and M˜ = PTT0M(w0)PT0 , then we have analytically:
χ˜(w˜t) = (1 − ηM˜)tχ˜(w˜0) − ηM˜
t−1∑
τ=0
(1 − ηM˜)t−τ−1PT0ξτ (A.110)
w˜t − w0 = −η
t−1∑
τ=0
(1 − ηM˜)τχ˜(w˜0) − η
t−1∑
τ=0
(1 − ηM˜)t−τ−1PT0ξτ (A.111)
Furthermore, for any initial point w0 where ‖χ(w0)‖ ≤ O˜(η) < ε, and minvˆ∈T (w),‖vˆ‖=1 vˆTM(w0)vˆ = −γ0.
There exist a T ∈ N satisfying:
d − m
ηγ0
≤
T−1∑
τ=0
(1 + ηγ0)2τ <
3(d − m)
ηγ0
(A.112)
with probability at least 1 − O˜(η3), we have following holds simultaneously for all t ≤ T:
‖w˜t − w0‖ ≤ O˜(η 12 log 1
η
); ‖χ˜(w˜t)‖ ≤ O˜(η 12 log 1
η
) (A.113)
Proof. Clearly we have:
χ˜(w˜t) = χ˜(w˜t−1) + M˜(w˜t − w˜t−1) (A.114)
and
w˜t = w˜t−1 − η(χ˜(w˜t−1) + PT0ξt−1) (A.115)
This lemma is then proved by a direct application of Lemma A.1.5. 
Then we show the sequence constructed is very close to the actual sequence.
Lemma A.2.19. Under the assumptions of Theorem A.2.13, with notations in Lemma A.2.14. Let
{wt} be the corresponding sequence generated by running PSGD on function f . Also let f˜ and {w˜t}
be defined as in Lemma A.2.18. Then, for any initial point w0 where ‖χ(w0)‖2 ≤ O˜(η) < ε, and
minvˆ∈T (w),‖vˆ‖=1 vˆTM(w0)vˆ = −γ0. Given the choice of T as in Eq.(A.112), with probability at least
1 − O˜(η2), we have following holds simultaneously for all t ≤ T:
‖wt − w˜t‖ ≤ O˜(η log2 1
η
); (A.116)
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Proof. First, we have update function of tangent gradient by:
χ(wt) =χ(wt−1) +
∫ 1
0
∇χ(wt−1 + t(wt − wt−1))dt · (wt − wt−1)
=χ(wt−1) +M(wt−1)(wt − wt−1) + N(wt−1)(wt − wt−1) + θt−1 (A.117)
where the remainder:
θt−1 ≡
∫ 1
0
[∇χ(wt−1 + t(wt − wt−1)) − ∇χ(wt−1)] dt · (wt − wt−1) (A.118)
Project it to tangent space T0 = T (w0). Denote M˜ = PTT0M(w0)PT0 , and M˜′t−1 = PTT0[ M(wt1) −
M(w0) ]PT0 . Then, we have:
PT0 · χ(wt) =PT0 · χ(wt−1) + PT0(M(wt−1) + N(wt−1))(wt − wt−1) + PT0θt−1
=PT0 · χ(wt−1) + PT0M(wt−1)PT0(wt − wt−1)
+ PT0M(wt−1)PT c0 (wt − wt−1) + PT0N(wt−1)(wt − wt−1) + PT0θt−1
=PT0 · χ(wt−1) + M˜(wt − wt−1) + φt−1 (A.119)
Where
φt−1 = [ M˜′t−1 + PT0M(wt−1)PT c0 + PT0N(wt−1) ](wt − wt−1) + PT0θt−1 (A.120)
By Hessian smoothness, we immediately have:
‖M˜′t−1‖ = ‖M(wt1) −M(w0)‖ ≤ ρM‖wt−1 − w0‖ ≤ ρM(‖wt − w˜t‖ + ‖w˜t − w0‖) (A.121)
‖θt−1‖ ≤ ρM + ρN2 ‖wt − wt−1‖
2 (A.122)
Substitute the update equation of PSGD (Eq.(A.98)) into Eq.(A.119), we have:
PT0 · χ(wt) = PT0 · χ(wt−1) − ηM˜(PT0 · χ(wt−1) + PT0 · PT (wt−1)ξt−1) + M˜ · ιt−1 + φt−1
= (1 − ηM˜)PT0 · χ(wt−1) − ηM˜PT0ξt−1 + ηM˜PT0 · PT c(wt−1)ξt−1 + M˜ · ιt−1 + φt−1 (A.123)
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Let ∆t = PT0 · χ(wt) − χ˜(w˜t) denote the difference of tangent gradient in T (w0), then from
Eq.(A.114), Eq.(A.115), and Eq.(A.123) we have:
∆t = (1 − ηH)∆t−1 + ηM˜PT0 · PT c(wt−1)ξt−1 + M˜ · ιt−1 + φt−1 (A.124)
PT0 · (wt − w0) − (w˜t − w0) = −η
t−1∑
τ=0
∆τ + η
t−1∑
τ=0
PT0 · PT c(wτ)ξτ +
t−1∑
τ=0
ιτ (A.125)
By Lemma A.2.7, we know if
∑m
i=1
L2i
α2c
= 1R2 , then we have:
‖PT c0 (wt − w0)‖ ≤
‖wt − w0‖2
2R
(A.126)
Let filtration Ft = σ{ξ0, · · · ξt−1}, and note σ{∆0, · · · ,∆t} ⊂ Ft, where σ{·} denotes the sigma
field. Also, let event Kt = {∀τ ≤ t, ‖χ˜(w˜τ)‖ ≤ O˜(η 12 log 1η ), ‖w˜τ−w0‖ ≤ O˜(η
1
2 log 1
η
)}, and denote Γt =
η
∑t−1
τ=0 PT0 ·PT c(wτ)ξτ, let Et = {∀τ ≤ t, ‖∆τ‖ ≤ µ1η log2 1η , ‖Γτ‖ ≤ µ2η log2 1η , ‖wτ− w˜τ‖ ≤ µ3η log2 1η }
where (µ1, µ2, µ3) are is independent of (η, ζ), and will be determined later. To prevent ambiguity
in the proof, O˜ notation will not hide any dependence on µ. Clearly event Kt−1 ⊂ Ft−1,Et−1 ⊂ Ft−1
thus independent of ξt−1.
Then, conditioned on event Kt−1 ∩ Et−1, by triangle inequality, we have ‖wτ −w0‖ ≤ O˜(η 12 log 1η ),
for all τ ≤ t − 1 ≤ T − 1. We then need to carefully bound the following bound each term in
Eq.(A.124). We know wt − wt−1 = −η · (χ(wt−1) + PT (wt−1)ξt−1) + ιt−1, and then by Lemma A.2.9 and
Lemma A.2.8, we have:
‖ηM˜PT0 · PT c(wt−1)ξt−1‖ ≤ O˜(η1.5 log
1
η
)
‖M˜ · ιt−1‖ ≤ O˜(η2)
‖[ M˜′t−1 + PT0M(wt−1)PT c0 + PT0N(wt−1) ](−η · χ(wt−1))‖ ≤ O˜(η2 log2
1
η
)
‖[ M˜′t−1 + PT0M(wt−1)PT c0 + PT0N(wt−1) ](−ηPT (wt−1)ξt−1)‖ ≤ O˜(η1.5 log
1
η
)
‖[ M˜′t−1 + PT0M(wt−1)PT c0 + PT0N(wt−1) ]ιt−1‖ ≤ O˜(η2)
117
‖PT0θt−1‖ ≤ O˜(η2) (A.127)
Therefore, abstractly, conditioned on event Kt−1 ∩ Et−1, we could write down the recursive
equation as:
∆t = (1 − ηH)∆t−1 + A + B (A.128)
where ‖A‖ ≤ O˜(η1.5 log 1
η
) and ‖B‖ ≤ O˜(η2 log2 1
η
), and in addition, by independence, easy to check
we also have E[(1 − ηH)∆t−1A|Ft−1] = 0. This is exactly the same case as in the proof of Lemma
A.1.6. By the same argument of martingale and Azuma-Hoeffding, and by choosing µ1 large enough,
we can prove
P
(
Et−1 ∩
{
‖∆t‖ ≥ µ1η log2 1
η
})
≤ O˜(η3) (A.129)
On the other hand, for Γt = η
∑t−1
τ=0 PT0 · PT c(wτ)ξτ, we have:
E[Γt1Kt−1∩Et−1 |Ft−1] =
[
Γt−1 + ηE[PT0 · PT c(wt−1)ξt−1|Ft−1]
]
1Kt−1∩Et−1
= Γt−11Kt−1∩Et−1 ≤ Γt−11Kt−2∩Et−2 (A.130)
Therefore, we have E[Γt1Kt−1∩Et−1 | Ft−1] ≤ Γt−11Kt−2∩Et−2 which means Γt1Kt−1∩Et−1 is a supermartin-
gale.
We also know by Lemma A.2.9, with probability 1:
|Γt1Kt−1∩Et−1 − E[Γt1Kt−1∩Et−1 | Ft−1]| = |ηPT0 · PT c(wt−1)ξt−1| · 1Kt−1∩Et−1
≤O˜(η)‖wt−1 − w0‖1Kt−1∩Et−1 ≤ O˜(η1.5 log
1
η
) = ct−1 (A.131)
By Azuma-Hoeffding inequality, with probability less than O˜(η3), for t ≤ T ≤ O(log(d − m)/γ0η):
Γt1Kt−1∩Et−1 − Γ0 · 1 > O˜(1)
√
t−1∑
τ=0
c2τ log(
1
η
) = O˜(η log2
1
η
) (A.132)
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This means there exists some C˜2 = O˜(1) so that:
P
(
Kt−1 ∩ Et−1 ∩
{
‖Γt‖ ≥ C˜2η log2 1
η
})
≤ O˜(η3) (A.133)
by choosing µ2 > C˜2, we have:
P
(
Kt−1 ∩ Et−1 ∩
{
‖Γt‖ ≥ µ2η log2 1
η
})
≤ O˜(η3) (A.134)
Therefore, combined with Lemma A.2.18, we have:
P
(
Et−1 ∩
{
‖Γt‖ ≥ µ2η log2 1
η
})
≤ O˜(η3) + P(Kt−1) ≤ O˜(η3) (A.135)
Finally, conditioned on event Kt−1 ∩ Et−1, if we have ‖Γt‖ ≤ µ2η log2 1η , then by Eq.(A.125):
‖PT0 · (wt − w0) − (w˜t − w0)‖ ≤ O˜
(
(µ1 + µ2)η log2
1
η
)
(A.136)
Since ‖wt−1 − w0‖ ≤ O˜(η 12 log 1η ), and ‖wt − wt−1‖ ≤ O˜(η), by Eq.(A.126):
‖PT c0 (wt − w0)‖ ≤
‖wt − w0‖2
2R
≤ O˜(η log2 1
η
) (A.137)
Thus:
‖wt − w˜t‖2 =‖PT0 · (wt − w˜t)‖2 + ‖PT c0 · (wt − w˜t)‖2
=‖PT0 · (wt − w0) − (w˜t − w0)‖2 + ‖PT c0 (wt − w0)‖2 ≤ O˜((µ1 + µ2)2η2 log4
1
η
) (A.138)
That is there exist some C˜3 = O˜(1) so that ‖wt − w˜t‖ ≤ C˜3(µ1 + µ2)η log2 1η Therefore, conditioned
on event Kt−1 ∩ Et−1, we have proved that if choose µ3 > C˜3(µ1 + µ2), then event {‖wt − w˜t‖ ≥
µ3η log2 1η } ⊂ {‖Γt‖ ≥ µ2η log2 1η }. Then, combined this fact with Eq.(A.129), Eq.(A.135), we have
proved:
P
(
Et−1 ∩ Et
)
≤ O˜(η3) (A.139)
Because P(E0) = 0, and T ≤ O˜(1η ), we have P(ET ) ≤ O˜(η2), which concludes the proof.

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These two lemmas allow us to prove the result when the initial point is very close to a saddle
point.
Proof of Lemma A.2.17. Combine Talyor expansion Eq.A.73 with Lemma A.2.18, Lemma A.2.19,
we prove this Lemma by the same argument as in the proof of Lemma A.1.4. 
Finally the main theorem follows.
Proof of Theorem A.2.13. By Lemma A.2.15, Lemma A.2.17, and Lemma A.2.16, with the same
argument as in the proof Theorem A.1.1, we easily concludes this proof. 
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A.3 Detailed proofs for Section 3.3
In this section we show two optimization problems (3.7) and (3.9) satisfy the (λ, γ, ε, δ)-strict
saddle propery.
A.3.1 Warm up: maximum eigenvalue formulation
Recall that we are trying to solve the optimization (3.7), which we restate here.
max T (u, u, u, u), (A.140)
‖u‖2 = 1.
Here the tensor T has orthogonal decomposition T =
∑d
i=1 a
⊗4
i . We first do a change of coordinates
to work in the coordinate system specified by (ai)’s (this does not change the dynamics of the
algorithm). In particular, let u =
∑d
i=1 xiai (where x ∈ Rd), then we can see T (u, u, u, u) =
∑d
i=1 x
4
i .
Therefore let f (x) = −‖x‖44, the optimization problem is equivalent to
min f (x) (A.141)
s.t. ‖x‖22 = 1
This is a constrained optimization, so we apply the framework developed in Section 3.2.3.
Let c(x) = ‖x‖22 − 1. We first compute the Lagrangian
L(x, λ) = f (x) − λc(x) = −‖x‖44 − λ(‖x‖22 − 1). (A.142)
Since there is only one constraint, and the gradient when ‖x‖ = 1 always have norm 2, we
know the set of constraints satisfy 2-RLICQ. In particular, we can compute the correct value of
Lagrangian multiplier λ,
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λ∗(x) = arg min
λ
‖∇xL(x, λ)‖ = arg min
λ
d∑
i=1
(2x3i + λxi)
2 = −2‖x‖44 (A.143)
Therefore, the gradient in the tangent space is equal to
χ(x) = ∇xL(x, λ)|(x,λ∗(x)) = ∇ f (x) − λ∗(x)∇c(x)
= −4(x31, · · · , x3d)T − 2λ∗(x)(x1, · · · , xd)T
= 4
(
(x21 − ‖x‖44)x1, · · · , (x2d − ‖x‖44)xd
)
(A.144)
The second-order partial derivative of Lagrangian is equal to
M(x) = ∇2xxL(x, λ)|(x,λ∗(x)) = ∇2 f (x) − λ∗(x)∇2c(x)
= −12diag(x21, · · · , x2d) − 2λ∗(x)Id
= −12diag(x21, · · · , x2d) + 4‖x‖44Id (A.145)
Since the variable x has bounded norm, and the function is a polynomial, it’s clear that the
function itself is bounded and all its derivatives are bounded. Moreover, all the derivatives of the
constraint are bounded. We summarize this in the following lemma.
Lemma A.3.1. The objective function (3.7) is bounded by 1, its p-th order derivative is bounded by
O(
√
d) for p = 1, 2, 3. The constraint’s p-th order derivative is bounded by 2, for p = 1, 2, 3.
Therefore the function satisfy all the smoothness condition we need. Finally we show the
gradient and Hessian of Lagrangian satisfy the (λ, γ, ε, δ)-strict saddle property. Note that we did
not try to optimize the dependency with respect to d.
Theorem A.3.2. The only local minima of optimization problem (3.7) are ±ai (i ∈ [d]). Further it
satisfy (λ, γ, ε, δ)-strict saddle for γ = 7/d, λ = 3 and ε, δ = 1/poly(d).
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In order to prove this theorem, we consider the transformed version Eq.A.141. We first need
following two lemma for points around saddle point and local minimum respectively. We choose
ε0 = (10d)−4, ε = 4ε20, δ = 2dε0, S(x) = {i | |xi| > ε0} (A.146)
Where by intuition, S(x) is the set of coordinates whose value is relative large.
Lemma A.3.3. Under the choice of parameters in Eq.(A.146), suppose ‖χ(x)‖ ≤ ε, and |S(x)| ≥ 2.
Then, there exists vˆ ∈ T (x) and ‖vˆ‖ = 1, so that vˆTM(x)vˆ ≤ −7/d.
Proof. Suppose |S(x)| = p, and 2 ≤ p ≤ d. Since ‖χ(x)‖ ≤ ε = 4ε20, by Eq.(A.144), we have for
each i ∈ [d], |[χ(x)]i| = 4|(x2i − ‖x‖44)xi| ≤ 4ε20. Therefore, we have:
∀i ∈ S(x), |x2i − ‖x‖44| ≤ ε0 (A.147)
and thus:
|‖x‖44 −
1
p
| = |‖x‖44 −
1
p
∑
i
x2i |
≤|‖x‖44 −
1
p
∑
i∈S(x)
x2i | + |
1
p
∑
i∈[d]−S(x)
x2i | ≤ ε0 +
d − p
p
ε20 ≤ 2ε0 (A.148)
Combined with Eq.A.147, this means:
∀i ∈ S(x), |x2i −
1
p
| ≤ 3ε0 (A.149)
Because of symmetry, WLOG we assume S(x) = {1, · · · , p}. Since |S(x)| ≥ 2, we can pick
vˆ = (a, b, 0, · · · , 0). Here a > 0, b < 0, and a2 + b2 = 1. We pick a such that ax1 + bx2 = 0. The
solution is the intersection of a radius 1 circle and a line which passes (0, 0), which always exists.
For this vˆ, we know ‖vˆ‖ = 1, and vˆT x = 0 thus vˆ ∈ T (x). We have:
vˆTM(x)vˆ = −(12x21 + 4‖x‖44)a2 − (12x22 + 4‖x‖44)b2
123
= − 8x21a2 − 8x22b2 − 4(x21 − ‖x‖44))a2 − 4(x22 − ‖x‖44))b2
≤ − 8
p
+ 24ε0 + 4ε0 ≤ −7/d (A.150)
Which finishes the proof. 
Lemma A.3.4. Under the choice of parameters in Eq.(A.146), suppose ‖χ(x)‖ ≤ ε, and |S(x)| = 1.
Then, there is a local minimum x? such that ‖x − x?‖ ≤ δ, and for all x′ in the 2δ neighborhood of
x?, we have vˆTM(x′)vˆ ≥ 3 for all vˆ ∈ T (x′), ‖vˆ‖ = 1
Proof. WLOG, we assume S(x) = {1}. Then, we immediately have for all i > 1, |xi| ≤ ε0, and thus:
1 ≥ x21 = 1 −
∑
i>1
x2i ≥ 1 − dε20 (A.151)
Therefore x1 ≥
√
1 − dε20 or x1 ≤ −
√
1 − dε20. Which means x1 is either close to 1 or close to −1.
By symmetry, we know WLOG, we can assume the case x1 ≥
√
1 − dε20. Let e1 = (1, 0, · · · , 0),
then we know:
‖x − e1‖2 ≤ (x1 − 1)2 +
∑
i>1
x2i ≤ 2dε20 ≤ δ2 (A.152)
Next, we show e1 is a local minimum. According to Eq.A.145, we know M(e1) is a diagonal
matrix with 4 on the diagonals except for the first diagonal entry (which is equal to −8), since
T (e1) = span{e2, · · · , ed}, we have:
vTM(e1)v ≥ 4‖v‖2 > 0 for all v ∈ T (e1), v , 0 (A.153)
Which by Theorem A.2.6 means e1 is a local minimum.
Finally, denote T1 = T (e1) be the tangent space of constraint manifold at e1. We know for all x′
in the 2δ neighborhood of e1, and for all vˆ ∈ T (x′), ‖vˆ‖ = 1:
vˆTM(x′)vˆ ≥vˆTM(e1)vˆ − |vˆTM(e1)vˆ − vˆTM(x′)vˆ|
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=4‖PT1 vˆ‖2 − 8‖PT c1 vˆ‖2 − ‖M(e1) −M(x′)‖‖vˆ‖2
=4 − 12‖PT c1 vˆ‖2 − ‖M(e1) −M(x′)‖ (A.154)
By lemma A.2.8, we know ‖PT c1 vˆ‖2 ≤ ‖x′ − e1‖2 ≤ 4δ2. By Eq.(A.145), we have:
‖M(e1) −M(x′)‖ ≤ ‖M(e1) −M(x′)‖ ≤
∑
(i, j)
|[M(e1)]i j − [M(x′)]i j|
≤
∑
i
∣∣∣−12[e1]2i + 4‖e1‖44 − 12x2i + 4‖x‖44∣∣∣ ≤ 64dδ (A.155)
In conclusion, we have vˆTM(x′)vˆ ≥ 4 − 48δ2 − 64dδ ≥ 3 which finishs the proof. 
Finally, we are ready to prove Theorem A.3.2.
Proof of Theorem A.3.2. According to Lemma A.3.3 and Lemma A.3.4, we immediately know the
optimization problem satisfies (λ, γ, ε, δ)-strict saddle.
The only thing remains to show is that the only local minima of optimization problem (3.7) are
±ai (i ∈ [d]). Which is equivalent to show that the only local minima of the transformed problem is
±ei (i ∈ [d]), where ei = (0, · · · , 0, 1, 0, · · · , 0), where 1 is on i-th coordinate.
By investigating the proof of Lemma A.3.3 and Lemma A.3.4, we know these two lemmas
actually hold for any small enough choice of ε0 satisfying ε0 ≤ (10d)−4, by pushing ε0 → 0, we
know for any point satisfying |χ(x)| ≤ ε→ 0, if it is close to some local minimum, it must satisfy
1 = |S(x)| → supp(x). Therefore, we know the only possible local minima are ±ei (i ∈ [d]). In
Lemma A.3.4, we proved e1 is local minimum, by symmetry, we finishes the proof. 
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A.3.2 New formulation
In this section we consider our new formulation (3.9). We first restate the optimization problem
here:
min
∑
i, j
T (u(i), u(i), u( j), u( j)), (A.156)
∀i ‖u(i)‖2 = 1.
Note that we changed the notation for the variables from ui to u(i), because in later proofs we will
often refer to the particular coordinates of these vectors.
Similar to the previous section, we perform a change of basis. The effect is equivalent to making
ai’s equal to basis vectors ei (and hence the tensor is equal to T =
∑d
i=1 e
⊗4
i . After the transformation
the equations become
min
∑
(i, j):i, j
h(u(i), u( j)) (A.157)
s.t. ‖u(i)‖2 = 1 ∀i ∈ [d]
Here h(u(i), u( j)) =
∑d
k=1(u
(i)
k u
( j)
k )
2, (i, j) ∈ [d]2. We divided the objective function by 2 to simplify
the calculation.
Let U ∈ Rd2 be the concatenation of {u(i)} such that Ui j = u(i)j . Let ci(U) = ‖u(i)‖2 − 1 and
f (U) = 12
∑
(i, j):i, j h(u(i), u( j)). We can then compute the Lagrangian
L(U, λ) = f (U) −
d∑
i=1
λici(U) =
1
2
∑
(i, j):i, j
h(u(i), u( j)) −
d∑
i=1
λi(‖u(i)‖2 − 1) (A.158)
The gradients of ci(U)’s are equal to (0, · · · , 0, 2u(i), 0, · · · , 0)T , all of these vectors are orthogonal
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to each other (because they have disjoint supports) and have norm 2. Therefore the set of constraints
satisfy 2-RLICQ. We can then compute the Lagrangian multipiers λ∗ as follows
λ∗(U) = arg min
λ
‖∇UL(U, λ)‖ = arg min
λ
4
∑
i
∑
k
(
∑
j: j,i
U2jkUik − λiUik)2 (A.159)
which gives:
λ∗i (U) = arg min
λ
∑
k
(
∑
j: j,i
U2jkUik − λiUik)2 =
∑
j: j,i
h(u( j), u(i)) (A.160)
Therefore, gradient in the tangent space is equal to
χ(U) = ∇UL(U, λ)|(U,λ∗(U)) = ∇ f (U) −
n∑
i=1
λ∗i (U)∇ci(U). (A.161)
The gradient is a d2 dimensional vector (which can be viewed as a d× d matrix corresponding to
entries of U), and we express this in a coordinate-by-coordinate way. For simplicity of later proof,
denote:
ψik(U) =
∑
j: j,i
[U2jk − h(u( j), u(i))] =
∑
j: j,i
[U2jk −
d∑
l=1
U2ilU
2
jl] (A.162)
Then we have:
[χ(U)]ik = 2(
∑
j: j,i
U2jk − λ∗i (U))Uik
= 2Uik
∑
j: j,i
(U2jk − h(u( j), u(i)))
= 2Uikψik(U) (A.163)
Similarly we can compute the second-order partial derivative of Lagrangian as
M(U) = ∇2 f (U) −
d∑
i=1
λ∗i∇2ci(U). (A.164)
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The Hessian is a d2 × d2 matrix, we index it by 4 indices in [d]. The entries are summarized below:
[M(U)]ik,i′k′ =
∂
∂Ui′k′
[∇UL(U, λ)]ik
∣∣∣∣∣
(U,λ∗(U))
=
∂
∂Ui′k′
[2(
∑
j: j,i
U2jk − λ)Uik]
∣∣∣∣∣∣∣
(U,λ∗(U))
=

2(
∑
j: j,i U2jk − λ∗i (U)) if k = k′, i = i′
4Ui′kUik if k = k′, i , i′
0 if k , k′
=

2ψik(U) if k = k′, i = i′
4Ui′kUik if k = k′, i , i′
0 if k , k′
(A.165)
Similar to the previous case, it is easy to bound the function value and derivatives of the function
and the constraints.
Lemma A.3.5. The objective function (3.9) and p-th order derivative are all bounded by poly(d)
for p = 1, 2, 3. Each constraint’s p-th order derivative is bounded by 2, for p = 1, 2, 3.
Therefore the function satisfy all the smoothness condition we need. Finally we show the
gradient and Hessian of Lagrangian satisfy the (λ, γ, ε, δ)-strict saddle property. Again we did not
try to optimize the dependency with respect to d.
Theorem A.3.6. Optimization problem (3.9) has exactly 2d · d! local minimum that corresponds
to permutation and sign flips of ai’s. Further, it satisfy (λ, γ, ε, δ)-strict saddle for λ = 1 and
γ, ε, δ = 1/poly(d).
Again, in order to prove this theorem, we follow the same strategy: we consider the transformed
version Eq.A.157. and first prove the following lemmas for points around saddle point and local
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minimum respectively. We choose
ε0 = (10d)−6, ε = 2ε60, δ = 2dε0, γ = ε
4
0/4, S(u) = {k | |uk| > ε0} (A.166)
Where by intuition, S(u) is the set of coordinates whose value is relative large.
Lemma A.3.7. Under the choice of parameters in Eq.(A.166), suppose ‖χ(U)‖ ≤ ε, and there
exists (i, j) ∈ [d]2 so that S(u(i)) ∩ S(u( j)) , ∅. Then, there exists vˆ ∈ T (U) and ‖vˆ‖ = 1, so that
vˆTM(U)vˆ ≤ −γ.
Proof. Again, since ‖χ(x)‖ ≤ ε = 2ε60, by Eq.(A.163), we have for each i ∈ [d], |[χ(x)]ik| =
2|Uikψik(U)| ≤ 2ε60. Therefore, have:
∀k ∈ S(u(i)), |ψik(U)| ≤ ε50 (A.167)
Then, we prove this lemma by dividing it into three cases. Note in order to prove that there
exists vˆ ∈ T (U) and ‖vˆ‖ = 1, so that vˆTM(U)vˆ ≤ −γ; it suffices to find a vector v ∈ T (U) and
‖v‖ ≤ 1, so that vTM(U)v ≤ −γ.
Case 1 : |S(u(i))| ≥ 2, |S(u( j))| ≥ 2, and |S(u(i)) ∩S(u( j))| ≥ 2.
WLOG, assume {1, 2} ∈ S(u(i)) ∩ S(u( j)), choose v to be vi1 = Ui24 , vi2 = −Ui14 , v j1 = U j24 and
v j2 = −U j14 . All other entries of v are zero. Clearly v ∈ T (U), and ‖v‖ ≤ 1. On the other hand, we
know M(U) restricted to these 4 coordinates (i1, i2, j1, j2) is

2ψi1(U) 0 4Ui1U j1 0
0 2ψi2(U) 0 4Ui2U j2
4Ui1U j1 0 2ψ j1(U) 0
0 4Ui2U j2 0 2ψ j2(U)

(A.168)
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By Eq.(A.167), we know all diagonal entries are ≤ 2ε50.
If Ui1U j1Ui2U j2 is negative, we have the quadratic form:
vTM(U)v =Ui1U j1Ui2U j2 +
1
8
[U2i2ψi1(U) + U
2
i1ψi2(U) + U
2
j2ψ j1(U) + U
2
j1ψ j2(U)]
≤ − ε40 + ε50 ≤ −
1
4
ε40 = −γ (A.169)
If Ui1U j1Ui2U j2 is positive we just swap the sign of the first two coordinates vi1 = −Ui22 , vi2 = Ui12
and the above argument would still holds.
Case 2 : |S(u(i))| ≥ 2, |S(u( j))| ≥ 2, and |S(u(i)) ∩S(u( j))| = 1.
WLOG, assume {1, 2} ∈ S(u(i)) and {1, 3} ∈ S(u( j)), choose v to be vi1 = Ui24 , vi2 = −Ui14 ,
v j1 =
U j3
4 and v j3 = −U j14 . All other entries of v are zero. Clearly v ∈ T (U) and ‖v‖ ≤ 1. On the
other hand, we know M(U) restricted to these 4 coordinates (i1, i2, j1, j3) is

2ψi1(U) 0 4Ui1U j1 0
0 2ψi2(U) 0 0
4Ui1U j1 0 2ψ j1(U) 0
0 0 0 2ψ j3(U)

(A.170)
By Eq.(A.167), we know all diagonal entries are ≤ 2ε50. If Ui1U j1Ui2U j3 is negative, we have the
quadratic form:
vTM(U)v =
1
2
Ui1U j1Ui2U j3 +
1
8
[U2i2ψi1(U) + U
2
i1ψi2(U) + U
2
j3ψ j1(U) + U
2
j1ψ j3(U)]
≤ − 1
2
ε40 + ε
5
0 ≤ −
1
4
ε40 = −γ (A.171)
If Ui1U j1Ui2U j3 is positive we just swap the sign of the first two coordinates vi1 = −Ui22 , vi2 = Ui12
and the above argument would still holds.
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Case 3 : Either |S(u(i))| = 1 or |S(u( j))| = 1.
WLOG, suppose |S(u(i))| = 1, and {1} = S(u(i)), we know:
|(u(i)1 )2 − 1| ≤ (d − 1)ε20 (A.172)
On the other hand, since S(u(i)) ∩S(u( j)) , ∅, we have S(u(i)) ∩S(u( j)) = {1}, and thus:
|ψ j1(U)| = |
∑
i′:i′, j
U2i′1 −
∑
i′:i′, j
h(u(i
′), u( j))| ≤ ε50 (A.173)
Therefore, we have:
∑
i′:i′, j
h(u(i
′), u( j)) ≥
∑
i′:i′, j
U2i′1 − ε50 ≥ U2i1 − ε50 ≥ 1 − dε20 (A.174)
and
d∑
k=1
ψ jk(U) =
∑
i′:i′, j
d∑
k=1
U2i′k − d
∑
i′:i′, j
h(u(i
′), u( j))
≤d − 1 − d(1 − dε20) = −1 + d2ε20 (A.175)
Thus, we know, there must exist some k′ ∈ [d], so that ψ jk′(U) ≤ − 1d + dε20. This means we have
“large” negative entry on the diagonal of M. Since |ψ j1(U)| ≤ ε50, we know k′ , 1. WLOG, suppose
k′ = 2, we have |ψ j2(U)| > ε50, thus |U j2| ≤ ε0.
Choose v to be v j1 =
U j2
2 , v j2 = −U j12 . All other entries of v are zero. Clearly v ∈ T (U) and
‖v‖ ≤ 1. On the other hand, we know M(U) restricted to these 2 coordinates ( j1, j2) is 2ψ j1(U) 00 2ψ j2(U)
 (A.176)
We know |U j1| > ε0, |U j2| ≤ ε0, |ψ j1(U)| ≤ ε50, and ψ j2(U) ≤ − 1d + dε20. Thus:
vTM(U)v =
1
2
ψ j1(U)U2j2 +
1
2
ψ j2(U)U2j1
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≤ε70 − (
1
d
− dε20)ε20 ≤ −
1
2d
ε20 ≤ −γ (A.177)
Since by our choice of v, we have ‖v‖ ≤ 1, we can choose vˆ = v/‖v‖, and immediately have vˆ ∈ T (U)
and ‖vˆ‖ = 1, and vˆTM(U)vˆ ≤ −γ. 
Lemma A.3.8. Under the choice of parameters in Eq.(A.166), suppose ‖χ(U)‖ ≤ ε, and for any
(i, j) ∈ [d]2 we haveS(u(i))∩S(u( j)) = ∅. Then, there is a local minimum U? such that ‖U−U?‖ ≤ δ,
and for all U′ in the 2δ neighborhood of U?, we have vˆTM(U′)vˆ ≥ 1 for all vˆ ∈ T (U′), ‖vˆ‖ = 1
Proof. WLOG, we assume S(u(i)) = {i} for i = 1, · · · , d. Then, we immediately have:
|u(i)j | ≤ ε0, |(u(i)i )2 − 1| ≤ (d − 1)ε20, ∀(i, j) ∈ [d]2, j , i (A.178)
Then u(i)i ≥
√
1 − dε20 or u(i)i ≤ −
√
1 − dε20. Which means u(i)i is either close to 1 or close to −1. By
symmetry, we know WLOG, we can assume the case u(i)i ≥
√
1 − dε20 for all i ∈ [d].
Let V ∈ Rd2 be the concatenation of {e1, e2, · · · , ed}, then we have:
‖U − V‖2 =
d∑
i=1
‖u(i) − ei‖2 ≤ 2d2ε20 ≤ δ2 (A.179)
Next, we show V is a local minimum. According to Eq.A.165, we know M(V) is a diagonal
matrix with d2 entries:
[M(V)]ik,ik = 2ψik(V) = 2
∑
j: j,i
[V2jk −
d∑
l=1
V2ilV
2
jl] =

2 if i , k
0 if i = k
(A.180)
We know the unit vector in the direction that corresponds to [M(V)]ii,ii is not in the tangent space
T (V) for all i ∈ [d]. Therefore, for any v ∈ T (V), we have
vTM(e1)v ≥ 2‖v‖2 > 0 for all v ∈ T (V), v , 0 (A.181)
Which by Theorem A.2.6 means V is a local minimum.
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Finally, denote TV = T (V) be the tangent space of constraint manifold at V . We know for all U′
in the 2δ neighborhood of V , and for all vˆ ∈ T (x′), ‖vˆ‖ = 1:
vˆTM(U′)vˆ ≥vˆTM(V)vˆ − |vˆTM(V)vˆ − vˆTM(U′)vˆ|
=2‖PTV vˆ‖2 − ‖M(V) −M(U′)‖‖vˆ‖2
=2 − 2‖PT cV vˆ‖2 − ‖M(V) −M(U′)‖ (A.182)
By lemma A.2.8, we know ‖PT cV vˆ‖2 ≤ ‖U′ − V‖2 ≤ 4δ2. By Eq.(A.165), we have:
‖M(V) −M(U′)‖ ≤ ‖M(V) −M(U′)‖ ≤
∑
(i, j,k)
|[M(V)]ik, jk − [M(U′)]ik, jk| ≤ 100d3δ (A.183)
In conclusion, we have vˆTM(U′)vˆ ≥ 2 − 8δ2 − 100d3δ ≥ 1 which finishs the proof. 
Finally, we are ready to prove Theorem A.3.6.
Proof of Theorem A.3.6. Similarly, (λ, γ, ε, δ)-strict saddle immediately follows from Lemma A.3.7
and Lemma A.3.8.
The only thing remains to show is that Optimization problem (3.9) has exactly 2d · d! local
minimum that corresponds to permutation and sign flips of ai’s. This can be easily proved by the
same argument as in the proof of Theorem A.3.2. 
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APPENDIX B
APPENDIX FOR TWO LAYER NETWORK CONVERGENCE ANALYSIS
B.1 Flowchart of the proofs
Although the proofs of our theorems are intricate, many lemmas have clear intuition behind the
statement. Therefore, we add “*” to these lemmas, so that time constrained readers could feel
confident to skip the proofs. We also plot a flowchart of the proofs in Figure B.1 to help the readers
spend time wisely.
Since the proofs are long and complicated, we choose to present them in a top-down way. That
is, we present the main theorems (Theorem 5.3.1, Theorem 5.3.2, and Theorem 5.3.3) in the main
paper, and then present the necessary lemmas in order to prove those main theorems in Section B.2,
Section B.3 and Section B.4. Finally, we present the proofs for those lemma in Section B.7, Section
B.8 and Section B.9, respectively.
B.2 Compute approximation matrix
The exact form of −∇L(W) j in Lemma 5.2.1 contains variables like θi∗, j, θi, j, sin θi∗, j, sin θi, j, which
are hard to deal with. In this section, we compute the approximation of these terms using Taylor
series, and show that the approximation loss is minor. While the proofs are technically involved, the
claims themselves are not surprising. Hence, we encourage the readers to skip the proofs (Appendix
B.7) for the first reading.
Define the j-th column of the approximation matrix P as follows. See Definition 5.2.2 and
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Theorem 5.3.1
Main Theorem
Theorem 5.3.2
Phase I
Theorem 5.3.3
Phase II
Lemma 2.3.6
SGD Convergence
Lemma B.2.3Lemma B.2.2
P Approximates −∇L(W)
Lemma B.4.1
Bound P2, Part 1
Lemma B.4.2
Bound P2, Part 2
Lemma B.4.3
Bound P3
Add together
Lemma B.3.1
Q Approximates P
Lemma B.3.3
Update for gt
Lemma B.3.4
Update for st
Lemma B.3.5
gt decreases
Lemma B.3.6
‖W‖2 keeps small
Lemma B.3.7
No Return to Phase I
Figure B.1: Flowchart of the proofs
Definition 5.2.3 for g j,A j.
P j , P1, j + P2, j + P3, j, where
P1, j ,
d∑
i=1
pi
2
(w∗i − wi),
P2, j , g je j + w j +
(
I − 1
2
e j + w j · e j + w j>
)
A je j + w j,
P3, j ,
(
pi
2
− θ j∗, j
)
(e j + w∗j) −
pi
2
(e j + w j) + ‖e j + w∗j‖ sin θ j∗, je j + w j.
Treat P1, j,P2, j,P3, j as j-th column of matrix P1,P2,P3 respectively, we have P = P1 + P2 + P3.
Although P depends on W, we abuse the notation and simply write P.
Claim B.2.1. P j approximates −∇L(W) j by setting (pi2 − θi, j) ≈ 〈ei + wi, e j + w j〉, (pi2 − θi∗, j) ≈
〈ei + w∗i , e j + w j〉, sin θi, j ≈ 1 − 12〈ei + wi, e j + w j〉2 and sin θi∗, j ≈ 1 − 12〈ei + w∗i , e j + w j〉2.
Below we show that the approximation loss is negligible in terms of one point convexity and
spectral norm.
Lemma* B.2.2. If ‖W‖2, ‖W∗‖2 ≤ γ ≤ 1100 , |〈P + ∇L(W),W∗ −W〉| < 0.085‖W∗ −W‖2F .
Lemma* B.2.3. If ‖W‖2, ‖W∗‖2 ≤ γ ≤ 1100 , ‖P + ∇L(W)‖2 ≤ 3.5γ2.
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B.3 Phase I: the decreasing potential function
As we saw in Theorem 5.3.3, if ‖W‖2, ‖W∗‖2 is bounded by a constant γ = 1100 , and the potential
function g ≤ 0.1, L(W) is 0.03-one point convex, which will give us convergence guarantee
according to Lemma 2.3.6. However, g could be larger than 0.1 initially, and as we run SGD, ‖W‖2
might be larger than 1100 as well.
In this section, we address both problems by analyzing the dynamics of SGD, thus prove
Theorem 5.3.2. The proofs can be found in Appendix B.8. Before proceeding to the interesting
stuff, we need a simpler form of ∇L(W) to work with, see below.
Lemma B.3.1. If ‖W‖2, ‖W∗‖2 ≤ γ ≤ 1100 , the negative gradient of L(W) is approximately
Q(W) ,
pi
2
(W∗ −W) (I + uu>) + (W∗ −W)> − 2Diag(W∗ −W) + gI + W
where u is the all 1 vector. The approximation error is ‖Q(W) − [−∇L(W)]‖2 ≤ 61γ2.
We immediately get the bound of the gradient norm.
Lemma* B.3.2. If ‖W‖2, ‖W∗‖2 ≤ γ ≤ 1100 , ‖∇L(W)‖2 ≤ 6dγ.
Now we are ready to analyze the dynamics. We use subscript t under each variable to denote its
value at the step t. For simplicity, let Qt , Q(Wt). Define st , (W∗ −Wt)u. We first compute the
updating rule for gt.
Lemma B.3.3. If ‖Wt‖2, ‖W∗‖2 ≤ γ ≤ 1100 , d ≥ 100, η ≤ γ
2
G22
, then |gt+1| ≤ (1−0.95ηd)|gt|+86ηdγ2 +
1.03η
√
dε + 4.8η‖st‖2γ
√
d.
The bound contains ‖st‖2 which could be large, so we also need to compute its updating rule:
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Lemma B.3.4. If ‖Wt‖2, ‖W∗‖2 ≤ γ ≤ 1100 , then ‖st+1‖2 ≤
(
1 − η (d+1)pi2
)
‖st‖2 + η(6.61γ + 1.03|gt| +
ε)
√
d.
Combining the two lemmas, we are ready to show that gt will shrink, conditioned on that ‖Wt‖2
is bounded by γ.
Lemma B.3.5. If for every step t > 0, ‖Wt‖2, ‖W∗‖2 ≤ γ ≤ 1100 ,d ≥ 100, η ≤ γ
2
G22
, ε ≤ γ2, then |gt|
will keep decreasing by a factor of 1 − 0.5ηd for every step, until |gt1 | ≤ 197γ2 for t1 ≤ 116η .
Fortunately, we also know that ‖Wt‖2 is always bounded by γ during the process described in
Lemma B.3.5.
Lemma B.3.6. There exists a constant γ > γ0 > 0 such that if ‖W0‖2, ‖W∗‖2 ≤ γ0, d ≥ 100, η ≤ γ2G22 ,
ε ≤ γ2, then in the process of Phase I (Lemma B.3.5), we always have ‖WT ‖2 ≤ γ ≤ 1100 for any
T > 0.
Now, we are at the state where |gt| is small, and ‖WT ‖2 ≤ γ, which means we are in Phase II.
The next lemma ensures that we will stay in Phase II forever.
Lemma B.3.7. There exists a constant γ0 > γ > 0 such that if ‖W0‖2, ‖W∗‖2 ≤ γ0, d ≥ 100,
η ≤ γ2G22 , ε ≤ γ
2, then after |gt1 | ≤ 197γ2, Phase I ends and Phase II starts. That is, for every T > t1,
‖WT ‖2 ≤ γ and |gT | ≤ 0.1.
Proof for Theorem 5.3.2. We immediately get Theorem 5.3.2 by combining the above three lemmas.
They show that gt will decrease to a small value in Phase I (Lemma B.3.5), ‖Wt‖2 will keep small
during this process (Lemma B.3.6), and they all keep small afterwards (Lemma B.3.7). 
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B.4 Phase II: one point convexity
In this section, we prove Theorem 5.3.3. See detailed proofs in Appendix B.9. Using Lemma B.2.2,
it suffices to bound
〈P,W∗ −W〉 =
d∑
j=1
〈P1, j + P2, j + P3, j,w∗j − w j〉
Here the first term is easy to calculate.
d∑
j=1
〈P1, j,w∗j − w j〉 =
pi
2
∥∥∥∥∥∥∥
d∑
i=1
(w∗i − wi)
∥∥∥∥∥∥∥
2
2
≥ 0 (B.1)
For notational simplicity, denote
x j ,
(
e j + w j · e j + w j>
)
(w∗j − w j),
X , (x1, · · · , xd) (B.2)
z j ,
(
I − 1
2
e j + w j · e j + w j>
)
(w∗j − w j) (B.3)
By Definition of P2, j and (B.3), we have
d∑
j=1
〈P2, j,w∗j − w j〉 =
d∑
j=1
〈
g je j + w j,w∗j − w j
〉
+
d∑
j=1
z>j A je j + w j (B.4)
We bound the above two terms separately below.
Lemma B.4.1. If ‖W‖2, ‖W∗‖2 ≤ γ ≤ 1100 , then
d∑
j=1
z>j A je j + w j ≥ − (1.3 + 8γ) ‖W∗ −W‖2F + ‖W∗ −W‖F‖X‖F .
Lemma B.4.2. If ‖W‖2, ‖W∗‖2 ≤ γ ≤ 1100 , then
d∑
j=1
〈g je j + w j,w∗j − w j〉 ≥ −‖W∗ −W‖F‖X‖F −
(1 + γ)g‖W∗ −W‖2F
2(1 − 2γ)
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It remains to bound
∑d
j=1〈P3, j,w∗j − w j〉. We have the following lemma.
Lemma B.4.3. If ‖W‖2, ‖W∗‖2 ≤ γ ≤ 1100 ,
∑d
j=1〈P3, j,w∗j − w j〉 ≥
(
pi
2 − 0.021
)
‖W∗ −W‖2F .
Proof of Theorem 5.3.3. By (B.1), (B.4), Lemma B.4.1, Lemma B.4.2 and Lemma B.4.3, we know
〈P,W∗ −W〉 ≥
(
pi
2
− 1.321 − 8γ − (1 + γ)g
2(1 − 2γ)
)
‖W∗ −W‖2F >
(
0.169 − (1 + γ)g
2(1 − 2γ)
)
‖W∗ −W‖2F
Using Lemma B.2.2, we get
〈−∇L(W),W∗ −W〉 >
(
0.084 − (1 + γ)g
2(1 − 2γ)
)
‖W∗ −W‖2F > 0.03‖W∗ −W‖2F
The last inequality holds when g ≤ 0.1. 
B.5 A geometric lemma
In our proof, we need very tight bounds for a few terms. In order to get such bounds, we present a
nice and intuitive geometric lemma as follows.
Lemma B.5.1. If ‖W‖2, ‖W∗‖2 ≤ γ, then ∀i ∈ [d],
1. ‖ei + w∗i − ei + wi‖2 ≤ ‖(I−ei+wi·ei+wi
>)(w∗i −wi)‖2√
1−2γ ≤
‖w∗i −wi‖2√
1−2γ
2. − ‖w∗i −wi‖222(1−2γ) ≤ 〈ei + w∗i − ei + wi, ei + wi〉 ≤ 0
3. if γ ≤ 1100 ,0 ≤ θi,i∗ ≤ 1.001‖w∗i − wi‖2.
Proof. See Figure B.2. Denote ei + w∗i as
−−→
OC, ei + wi as
−−→
OD, ei + w∗i as
−→
OA, ei + wi as
−→
OB. Thus,
‖w∗i − wi‖2 = ‖
−−→
DC‖2.
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Figure B.2: For Lemma B.5.1
1. Since
−−→
OD⊥−→CF, we know ‖−−→CD‖2 ≥ ‖−→CF‖2. Since 4CFO ∼ 4AEO, we know
‖−−→CD‖2
‖−→AE‖2
≥ ‖
−→
CF‖2
‖−→AE‖2
=
‖−−→OC‖2
‖−→OA‖2
= ‖ei + w∗i ‖2 ≥ 1 − γ (B.5)
The last inequality holds as ‖W∗‖2 ≤ γ.
Notice that ‖−→OA‖2 = ‖−→OB‖2 = 1, we know 4ABO is a isosceles triangle. Thus, ‖−→AG‖2 = ‖−→GB‖2.
Notice that 4ABE ∼ 4BGO, we have
‖−→AE‖2
‖−→AB‖2
=
‖−−→OG‖2
‖−→OB‖2
=
√
1 − ‖−→GB‖22
1
(B.6)
WLOG, assume ‖−−→OC‖2 ≥ ‖−−→OD‖2, as shown in the figure. We draw −−→HB ‖ −−→CD, and we know
‖−−→OH‖2 ≥ ‖−→OB‖2 = ‖−→OA‖2. Since 4CDO ∼ 4HBO, we have
‖−−→CD‖2
‖−−→HB‖2
=
‖−−→OD‖2
‖−→OB‖2
= ‖−−→OD‖2 ≥ 1 − γ
So ‖−−→CD‖2 ≥ (1−γ)‖−−→HB‖2. On the other hand, ∠BAO < pi2 , and A is between H and O, so ∠BAH > pi2 ,
which means ‖−−→HB‖2 ≥ ‖−→AB‖2 = 2‖−→GB‖2. Thus, ‖−→GB‖2 ≤ ‖
−−→
HB‖2
2 ≤ ‖
−−→
CD‖2
2(1−γ) .
Substitute it into (B.6), we get
‖−→AE‖2
‖−→AB‖2
≥
√
1 − ‖
−−→
CD‖22
4(1 − γ)2 ≥
√
1 −
(
γ
1 − γ
)2
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The last inequality holds since ‖−−→CD‖2 = ‖w∗i − wi‖2 ≤ 2γ.
Substitute this inequality into (B.5), we get
‖ei + w∗i − ei + wi‖2 = ‖
−→
AB‖2
≤ ‖
−→
AE‖2√
1 −
(
γ
1−γ
)2 ≤ ‖
−→
CF‖2
(1 − γ)
√
1 −
(
γ
1−γ
)2 (B.7)
≤ ‖
−−→
CD‖2
(1 − γ)
√
1 −
(
γ
1−γ
)2 = ‖w∗i − wi‖2√1 − 2γ (B.8)
Notice that ei + wi
>(w∗i − wi) = −‖
−−→
DF‖2, so ei + wi · ei + wi>(w∗i − wi) =
−−→
DF. That means,
‖(I − ei + wi · ei + wi>)(w∗i − wi)‖2 = ‖−−→DC − −−→DF‖2 = ‖−→CF‖2
The lemma follows by (B.7) and (B.8).
2. By Figure B.2, we know |〈ei + w∗i − ei + wi, ei + wi〉| = ‖
−→
BE‖2. Since 4ABE ∼ 4GBO, we
have
‖−→BE‖2
‖−→AB‖2
=
‖−→GB‖2
‖−→BO‖2
=
‖−→AB‖2
2
Therefore, using (B.8) we get
|〈ei + w∗i − ei + wi, ei + wi〉| =
‖−→AB‖22
2
≤ ‖w
∗
i − wi‖22
2(1 − 2γ)
Moreover, 〈ei + w∗i − ei + wi, ei + wi〉 =〈ei + w∗i , ei + wi〉 − 1 ≤ 0.
3. We know that
θi,i∗ = 2 arcsin ‖−→AG‖2 = 2 arcsin
‖ei + w∗i − ei + wi‖2
2
≤ ‖ei + w∗i − ei + wi‖2 +
‖ei + w∗i − ei + wi‖32
8
The last inequality holds by Taylor’s Series for arcsin, and the fact ‖ei + w∗i − ei + wi‖2 = ‖
−→
AB‖2 ≤
‖w∗i − wi‖2 ≤ 2γ ≤ 150 . Thus, we have θi,i∗ ≤ 1.001‖w∗i − wi‖2. 
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B.6 More handy lemmas
Lemma* B.6.1. If ‖W‖2, ‖W∗‖2 ≤ γ, then
• (1−γ)
2
(1+γ)2 I  I + W
>
I + W  (1+γ)2(1−γ)2 I, (1−γ)
2
(1+γ)2 I  I + W∗
>
I + W∗  (1+γ)2(1−γ)2 I,
• (1 − γ)2I  (I + W)>(I + W)  (1 + γ)2I, (1 − γ)2I  (I + W∗)>(I + W∗)  (1 + γ)2I.
Therefore, the singular value of I + W is at most 1+γ1−γ and at least
1−γ
1+γ . The singular value of I + W
is at most 1 + γ and at least 1 − γ. The same claims hold for I + W∗, I + W∗ respectively.
Proof. Since ‖W‖2 ≤ γ, we have 1−γ ≤ ‖I + W‖2 ≤ 1+γ, and 1−γ ≤ ‖ei +wi‖2 ≤ 1+γ. Therefore,
I + W = Σ(I + W) where Σ is a diagonal matrix whose entries are within [ 11+γ ,
1
1−γ ]. Putting into
I + W
>
I + W, we have
I + W
>
I + W = (I + W)>Σ2(I + W)  1
(1 − γ)2 (I + W)
>(I + W)  (1 + γ)
2
(1 − γ)2 I
Similarly we can show I + W
>
I + W  (1−γ)2(1+γ)2 I. Thus we know the singular value of I + W is at
most 1+γ1−γ and at least
1−γ
1+γ . The same proof works for I + W, I + W∗ and I + W
∗. 
Lemma* B.6.2. If ‖W‖2, ‖W∗‖2 ≤ γ ≤ 1100 , we have
|〈ei + w∗i , e j + w j〉| ≤ 2.1γ, |〈ei + wi, e j + w j〉| ≤ 2.1γ
Proof. We know
|〈ei + w∗i , e j + w j〉| =
|〈ei + w∗i , e j + w j〉|
‖ei + w∗i ‖2‖e j + w j‖2
≤ |〈ei + w
∗
i , e j + w j〉|
(1 − γ)2 =
|w∗i, j| + |wi, j| + |〈wi,w j〉|
(1 − γ)2 ≤
(2 + γ)γ
(1 − γ)2 ≤ 2.1γ
where the last inequality holds since γ ≤ 1100 . The same analysis works for 〈ei + wi, e j + w j〉. 
142
Lemma* B.6.3 (Triangle inequality between ei + wi, ei + w∗i ,w
∗
i − wi). |‖ei + wi‖2 − ‖ei + w∗i ‖2| ≤
‖w∗i − wi‖2.
Lemma* B.6.4. If ‖W‖2, ‖W∗‖2 ≤ γ, |g| ≤ 2dγ.
Proof. By definition and Lemma B.6.3, we know |g| = ∑di=1(‖ei+w∗i ‖2−‖ei+wi‖2) ≤ ∑di=1 ‖w∗i−wi‖2 ≤
2dγ. 
Lemma* B.6.5. If ‖W‖2, ‖W∗‖2 ≤ γ, |〈ei + w∗i − ei + wi, e j + w j〉| ≤ ‖w
∗
i −wi‖2√
1−2γ .
Proof. By Cauchy Schwartz and Lemma B.5.1 term 1. 
Lemma* B.6.6. |xk − yk| ≤ k2 |x − y|(|x|k−1 + |y|k−1).
Proof. |xk−yk| =
∣∣∣∣(x − y) ∑k−1t=1 xtyk−t−1+yt xk−t−12 ∣∣∣∣ ≤ k2 |x−y|(|x|k−1 + |y|k−1), where the last inequality holds
since |xtyk−t−1 + ytxk−t−1| ≤ |x|t|y|k−t−1 + |y|t|x|k−t−1 ≤ |x|k−1 + |y|k−1, by rearrangement inequality. 
Lemma* B.6.7. If ‖W‖2, ‖W∗‖2 ≤ γ ≤ 1100 , for k ≥ 3, we have
‖〈ei + w∗i , e j + w j〉k(ei + w∗i ) − 〈ei + wi, e j + w j〉k(ei + wi)‖2
≤6(2.2γ)k−3
(
〈ei + w∗i , e j + w j〉2 + 〈ei + wi, e j + w j〉2
)
‖w∗i − wi‖2
Proof.
‖〈ei + w∗i , e j + w j〉k(ei + w∗i ) − 〈ei + wi, e j + w j〉k(ei + wi)‖2
≤‖w∗i − wi‖2|〈ei + w∗i , e j + w j〉k| + ‖(〈ei + w∗i , e j + w j〉k − 〈ei + wi, e j + w j〉k)(ei + wi)‖2
≤‖w∗i − wi‖2|〈ei + w∗i , e j + w j〉k| + (1 + γ)|〈ei + w∗i , e j + w j〉k − 〈ei + wi, e j + w j〉k|
¬≤‖w∗i − wi‖2(2.1γ)k−2〈ei + w∗i , e j + w j〉2
+
(1 + γ)k
2
|〈ei + w∗i − ei + wi, e j + w j〉|(|〈ei + w∗i , e j + w j〉|k−1 + |〈ei + wi, e j + w j〉|k−1)
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≤〈ei + w∗i , e j + w j〉2
(
‖w∗i − wi‖2(2.1γ)k−2 +
(1 + γ)k(2.1γ)k−3
2
|〈ei + w∗i − ei + wi, e j + w j〉|
)
+ 〈ei + wi, e j + w j〉2
(
(1 + γ)k(2.1γ)k−3
2
|〈ei + w∗i − ei + wi, e j + w j〉|
)
­≤‖w∗i − wi‖2
[(
(2.1γ)k−2 + 0.52k(2.1γ)k−3
)
〈ei + w∗i , e j + w j〉2 + 0.52k(2.1γ)k−3〈ei + wi, e j + w j〉2
]
®≤‖w∗i − wi‖2
[
0.55k(2.1γ)k−3〈ei + w∗i , e j + w j〉2 + 0.52k(2.1γ)k−3〈ei + wi, e j + w j〉2
]
¯≤6(2.2γ)k−3
(
〈ei + w∗i , e j + w j〉2 + 〈ei + wi, e j + w j〉2
)
‖w∗i − wi‖2
where ¬ uses Lemma B.6.2 and Lemma B.6.6, ­ uses Lemma B.6.5, ® holds as γ ≤ 1100 , and
¯ holds since 0.55k(2.1)k−3 ≤ 6(2.2)k−3 for k ≥ 3. 
Lemma* B.6.8. If ‖W‖2, ‖W∗‖2 ≤ γ ≤ 1100 , for k ≥ 2,∣∣∣‖ei + wi‖2〈ei + wi, e j + w j〉2k − ‖ei + w∗i ‖2〈ei + w∗i , e j + w j〉2k∣∣∣
≤8(2.2γ)2k−3
(
〈ei + wi, e j + w j〉2 + 〈ei + w∗i , e j + w j〉2
)
‖w∗i − wi‖2
Proof.∣∣∣‖ei + wi‖2〈ei + wi, e j + w j〉2k − ‖ei + w∗i ‖2〈ei + w∗i , e j + w j〉2k∣∣∣
≤‖ei + wi‖2
∣∣∣〈ei + wi, e j + w j〉2k − 〈ei + w∗i , e j + w j〉2k∣∣∣ + ∣∣∣‖ei + wi‖2 − ‖ei + w∗i ‖2∣∣∣ 〈ei + w∗i , e j + w j〉2k
¬≤‖ei + wi‖2
∣∣∣〈ei + wi, e j + w j〉2k − 〈ei + w∗i , e j + w j〉2k∣∣∣ + ‖w∗i − wi‖2(2.1γ)2k−2〈ei + w∗i , e j + w j〉2
­≤(1 + γ)k|〈ei + wi − ei + w∗i , e j + w j〉|
(
|〈ei + wi, e j + w j〉|2k−1 + |〈ei + w∗i , e j + w j〉|2k−1
)
+ ‖w∗i − wi‖2(2.1γ)2k−2〈ei + w∗i , e j + w j〉2
®≤
 (1 + γ)k(2.1γ)2k−3√
1 − 2γ 〈ei + wi, e j + w j〉
2 +
 (1 + γ)k(2.1γ)2k−3√
1 − 2γ + (2.1γ)
2k−2
 〈ei + w∗i , e j + w j〉2
 ‖w∗i − wi‖2
¯≤1.05k(2.1γ)2k−3
(
〈ei + wi, e j + w j〉2 + 〈ei + w∗i , e j + w j〉2
)
‖w∗i − wi‖2
°≤8(2.2γ)2k−3
(
〈ei + wi, e j + w j〉2 + 〈ei + w∗i , e j + w j〉2
)
‖w∗i − wi‖2
where ¬ uses Lemma B.6.2 and Lemma B.6.3, ­ uses Lemma B.6.6, ® uses Lemma B.6.5, ¯
holds as γ ≤ 1100 , and ± holds as 1.05k(2.1)2k−3 ≤ 8(2.2)2k−3 for k ≥ 2. 
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Lemma* B.6.9. If ‖W‖2, ‖W∗‖2 ≤ γ, for fixed j ∈ [d],∑
i, j
〈ei + wi, e j + w j〉2 ≤ 4γ(1 − γ)2 ,
∑
i, j
〈ei + w∗i , e j + w j〉2 ≤
4γ(1 + γ)
1 − 2γ .
Similarly, for fixed i ∈ [d],∑
j,i
〈ei + wi, e j + w j〉2 ≤ 4γ(1 − γ)2 ,
∑
j,i
〈ei + w∗i , e j + w j〉2 ≤
4γ(1 + γ)
1 − 2γ .
Proof. By matrix multiplication,
d∑
i=1
〈ei + w∗i , e j + w j〉2 =
d∑
i=1
e j + w j
>ei + w∗i · ei + w∗i
>
e j + w j = e j + w j
>I + W∗ · I + W∗>e j + w j
By Lemma B.6.1, we know I + W∗ · I + W∗>  (1+γ)2(1−γ)2 I. That means,
∑d
i=1〈ei + w∗i , e j + w j〉2 ≤ (1+γ)
2
(1−γ)2 .
On the other hand, by Lemma B.5.1 term 2, 〈e j + w∗j, e j + w j〉2 = (1−〈e j + w∗j−e j + w j, e j + w j〉)2 ≥
1 − ‖w∗i −wi‖221−2γ .
Therefore, we know∑
i, j
〈ei + w∗i , e j + w j〉2 ≤
(1 + γ)2
(1 − γ)2 − 1 +
‖w∗i − wi‖22
1 − 2γ =
4γ
(1 − γ)2 +
‖w∗i − wi‖22
1 − 2γ ≤
4γ(1 + γ)
1 − 2γ
Using the same analysis, we get
∑
i, j〈ei + wi, e j + w j〉2 ≤ (1+γ)
2
(1−γ)2 − 1 = 4γ(1−γ)2 . The analysis for fixed i
is similar. 
Lemma* B.6.10. For any matrix A, we have ‖Diag(A)‖2 ≤ ‖A‖2 and ‖Off-Diag(A)‖2 ≤ 2‖A‖2.
Proof. By definition, we know ‖Diag(A)‖2 = maxi∈[d] e>i Aei ≤ maxv∈Rd v>Av = ‖A‖2, and
‖Off-Diag(A)‖2 ≤ ‖A‖2 + ‖Diag(A)‖2 ≤ 2‖A‖2. 
Lemma* B.6.11. If ‖W‖2, ‖W∗‖2 ≤ γ, ‖A‖2 ≤ 2γ(γ2+3)1−γ2 .
Proof. By Lemma B.6.1, we have
‖A‖2 = ‖(I + W∗)I + W∗> − (I + W)I + W>‖2 ≤ (1 + γ)
2
1 − γ −
(1 − γ)2
1 + γ
=
2γ(γ2 + 3)
1 − γ2 . 
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Lemma* B.6.12. If ‖W‖2, ‖W∗‖2 ≤ γ ≤ 1100 , |e j + w j>Ae j + w j − e>j Ae j| ≤ 5γ2.
Proof.
|e j + w j>Ae j + w j − e>j Ae j| ≤ |e j + w j>A(e j + w j − e j)| + |(e j + w j − e j)>Ae j|
¬≤ 4γ
2(γ2 + 3)
1 − γ2
­
< 5γ2
where¬ uses Cauchy Schwartz, Lemma B.6.11 and ‖e j + w j−e j‖2 ≤ γ, and­ holds as γ ≤ 1100 . 
Lemma* B.6.13. For any i ∈ [n], |‖[ei + w∗i ‖2 − ‖ei + wi‖2] − [w∗i,i − wi,i]| ≤ 6.07γ2.
Proof.
‖ei + wi‖2 − ‖ei + w∗i ‖2 = 〈ei + wi, ei + wi〉 − 〈ei + w∗i , ei + w∗i 〉
= 〈ei + wi, ei + wi − ei + w∗i 〉 + 〈wi − w∗i , ei + w∗i 〉
= 〈wi − w∗i , ei〉 + 〈ei + wi, ei + wi − ei + w∗i 〉 + 〈wi − w∗i , ei + w∗i − ei〉
= wi,i − w∗i,i + 〈ei + wi, ei + wi − ei + w∗i 〉 + 〈wi − w∗i , ei + w∗i − ei〉
As a result,
|[‖ei + wi‖2 − ‖ei + w∗i ‖2] − [wi,i − w∗i,i]| ≤ ||〈ei + wi, ei + wi − ei + w∗i 〉| + |〈wi − w∗i , ei + w∗i − ei〉|
¬≤ (1 + γ)2γ
2
1 − 2γ + 4γ
2 ≤ 6.07γ2
where ¬ uses Lemma B.5.1 term 2 and ‖ei + w∗i − ei‖2 ≤ 2γ, and Cauchy Schwartz. So the claim
follows. 
Corollary B.6.14. |g − Tr(W∗ −W)| ≤ 6.07dγ2.
Lemma* B.6.15. I + W is close to I on its diagonals, and close to W on its off-diagonals. More
specifically, if ‖W‖2, ‖W∗‖2 ≤ γ ≤ 1100 ,
‖Diag(I + W) − I‖2 ≤ γ
2
2(1 − γ)2 , ‖Diag(I + W
∗) − I‖2 ≤ γ
2
2(1 − γ)2
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‖Off-Diag(I + W −W)‖2 ≤ 4γ
2
1 − γ, ‖Off-Diag(I + W
∗ −W∗)‖2 ≤ 4γ
2
1 − γ
‖I + W − I‖2 ≤ 2.05γ, ‖I + W∗ − I‖2 ≤ 2.05γ
Proof. For the diagonal terms,
‖Diag(I + W) − I‖2 = max
j
|I + W j, j − 1| = max
j
∣∣∣∣∣∣1 + w j, j − ‖e j + w j‖2‖e j + w j‖2
∣∣∣∣∣∣
≤max
j
∣∣∣∣∣∣ (1 + w j, j)2 − ‖e j + w j‖22‖e j + w j‖2
∣∣∣∣∣∣
∣∣∣∣∣∣ 11 + w j, j + ‖e j + w j‖2
∣∣∣∣∣∣ ≤ maxj
∑
i, j w2j,i
2(1 − γ)2 ≤
γ2
2(1 − γ)2
For the off-diagonal terms, we know I + W = (I + W)Σ for some diagonal matrix Σ, so
‖Off-Diag(I + W −W)‖2 = ‖Off-Diag((I + W)Σ −W)‖2 = ‖Off-Diag((Σ − I)W)‖2
¬≤ 2‖(Σ − I)W‖2 ≤ 4γ
2
1 − γ
where ¬ uses Lemma B.6.10. For the difference between I + W and I, we split I + W into diagonal
and off-diagonal parts:
‖I + W − I‖2 = ‖Diag(I + W) + Off-Diag(I + W) − I‖2
=‖Off-Diag(W)‖2 + γ
2
2(1 − γ)2 +
4γ2
1 − γ
¬≤ 2‖W‖2 + γ
2(9 − 8γ)
2(1 − γ)2 ≤ 2.05γ
where ¬ uses Lemma B.6.10. 
Lemma* B.6.16. If ‖W‖2, ‖W∗‖2 ≤ γ ≤ 1100 ,
‖A − [W∗ −W + (W∗ −W)> − Diag(W∗ −W)]‖2 ≤ 9.2γ2
Proof. By definition,
∥∥∥∥[(I + W∗)I + W∗> − (I + W)I + W>] − [(W∗ −W) + (I + W∗> − I + W>)]∥∥∥∥
2
=‖W∗(I + W∗> − I) −W(I + W> − I)‖2 ≤ ‖W∗(I + W∗> − I)‖2 + ‖W(I + W)> − I)‖2
≤2.05γ2 + 2.05γ2 = 4.1γ2
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where the last inequality uses Lemma B.6.15. Below we further approximate I + W∗
> − I + W>.
∥∥∥∥[I + W∗> − I + W>] − [(W∗ −W)> − Diag(W∗ −W)]∥∥∥∥
2
=
∥∥∥∥Diag(I + W∗> − I + W>) + Off-Diag(I + W∗> − I + W>) − [(W∗ −W)> − Diag(W∗ −W)]∥∥∥∥
2
¬≤‖Off-Diag(I + W∗> − I + W>) − Off-Diag(W∗ −W)>‖2 + γ
2
(1 − γ)2
­≤ 4γ
2
1 − γ +
γ2
(1 − γ)2 ≤ 5.1γ
2
where ¬ uses Lemma B.6.15, ­ uses Lemma B.6.15 Combining everything,
‖A − [W∗ −W + (W∗ −W)> − Diag(W∗ −W)]‖2 ≤ 9.2γ2 
Using Lemma B.6.10, we immediately have the following corollary.
Corollary B.6.17. ‖Diag(A) − Diag(W∗ −W)‖2 ≤ 9.2γ2.
Lemma* B.6.18. For η ≤ 1
pid ,∥∥∥∥∥I − η (pi2uu> +
(
pi
2
+ 1
)
I
)∥∥∥∥∥
2
≤
(
1 − η
(
pi
2
+ 1
))
Proof. Consider another basis (e′1, · · · , e′d) where e′1 = u‖u‖2 . For every unit vector v = (v1, · · · , vd) in
this new space, we know
vT
(
I − η
(
pi
2
uu> +
(
pi
2
+ 1
)
I
))
v = ‖v‖22 − η
(
pi
2
+ 1
)
‖v‖22 −
piηd
2
v21
Hence we get
0 ≤ vT
(
I − η
(
pi
2
uu> +
(
pi
2
+ 1
)
I
))
v ≤
(
1 − η
(
pi
2
+ 1
))
‖v‖22
By definition of matrix norm, the lemma follows. 
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B.7 Proofs for Section B.2
B.7.1 Proof for Claim B.2.1
Comparing with Lemma 5.2.1, we know that for fixed j, P1, j is already contained in −∇L(W) j as
the first term, while P3, j is simply the summand when i = j, ignoring the first term. Below we show
how to obtain P2, j from i , j cases. We will bound the approximation error in Lemma B.2.2 and
Lemma B.2.3.
∑
i, j
((
pi
2
− θi∗, j
)
(ei + w∗i ) −
(
pi
2
− θi, j
)
(ei + wi) +
(
‖ei + w∗i ‖ sin θi∗, j − ‖ei + wi‖ sin θi, j
)
e j + w j
)
≈
∑
i, j
(
〈ei + w∗i , e j + w j〉(ei + w∗i ) − 〈ei + wi, e j + w j〉(ei + wi)
)
+
∑
i, j
(
‖ei + w∗i ‖
(
1 − 1
2
〈ei + w∗i , e j + w j〉2
)
− ‖ei + wi‖
(
1 − 1
2
〈ei + wi, e j + w j〉2
))
e j + w j
=
∑
i, j
((ei + w∗i )ei + w∗i
> − (ei + wi)ei + wi>)e j + w j
+
∑
i, j
(
‖ei + w∗i ‖ − ‖ei + wi‖ −
1
2
e j + w j
>ei + w∗i ‖ei + w∗i ‖ei + w∗i
>
e j + w j
+
1
2
e j + w j
>ei + wi‖ei + wi‖ei + wi>e j + w j
)
e j + w j
=A je j + w j +
∑
i, j
(‖ei + w∗i ‖ − ‖ei + wi‖) −
∑
i, j
1
2
e j + w j
>(ei + w∗i )ei + w∗i
>
e j + w j
+
∑
i, j
1
2
e j + w j
>(ei + wi)ei + wi
>e j + w j
 e j + w j
=A je j + w j +
(
g j − 12e j + w j
>A je j + w j
)
e j + w j = P2, j.
149
B.7.2 Proof for Lemma B.2.2
In order to prove this lemma, we bound the approximation loss of θi, j, θi∗, j in Lemma B.7.1, and the
approximation loss of sin θi, j, sin θi∗, j in Lemma B.7.2.
Lemma* B.7.1 (Approximation loss related to θi, j, θi∗, j). If ‖W‖2, ‖W∗‖2 ≤ γ ≤ 1100 ,
d∑
j=1
∑
i, j
∣∣∣∣∣〈(pi2 − θi∗, j − 〈ei + w∗i , e j + w j〉)(ei + w∗i ) − (pi2 − θi, j − 〈ei + wi, e j + w j〉)(ei + wi),w∗j − w j
〉∣∣∣∣∣
≤0.083‖W∗ −W‖2F
Proof. By definition, pi2 − θi∗, j = arcsin〈ei + w∗i , e j + w j〉, and pi2 − θi, j = arcsin〈ei + wi, e j + w j〉.
The Taylor series of arcsin x at x = 0 is
∑∞
k=0
(2k)!
4k(k!)2(2k+1) x
2k+1, where for k ≥ 1,
(2k)!
4k(k!)2(2k + 1)
≤ 1
6
(B.9)
Thus,
d∑
j=1
∑
i, j
∣∣∣∣∣〈(pi2 − θi∗, j − 〈ei + w∗i , e j + w j〉)(ei + w∗i ) − (pi2 − θi, j − 〈ei + wi, e j + w j〉)(ei + wi),w∗j − w j
〉∣∣∣∣∣
¬≤
d∑
j=1
∑
i, j
∞∑
k=1
1
6
∣∣∣∣〈〈ei + w∗i , e j + w j〉2k+1(ei + w∗i ) − 〈ei + wi, e j + w j〉2k+1(ei + wi),w∗j − w j〉∣∣∣∣
­≤
d∑
j=1
∑
i, j
∞∑
k=1
1
6
∥∥∥〈ei + w∗i , e j + w j〉2k+1(ei + w∗i ) − 〈ei + wi, e j + w j〉2k+1(ei + wi)∥∥∥2 ‖w∗j − w j‖2
®≤
d∑
j=1
∑
i, j
∞∑
k=1
(2.2γ)2k−2
(
〈ei + w∗i , e j + w j〉2 + 〈ei + wi, e j + w j〉2
)
‖w∗i − wi‖2‖w∗j − w j‖2
¯≤
d∑
j=1
∑
i, j
1.01
(
〈ei + w∗i , e j + w j〉2 + 〈ei + wi, e j + w j〉2
)
‖w∗i − wi‖2‖w∗j − w j‖2
°≤1.01
 d∑
j=1
∑
i, j
(
〈ei + w∗i , e j + w j〉2 + 〈ei + wi, e j + w j〉2
)
‖w∗i − wi‖22

1
2
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 d∑
j=1
∑
i, j
(
〈ei + w∗i , e j + w j〉2 + 〈ei + wi, e j + w j〉2
)
‖w∗j − w j‖22

1
2
≤1.01
 d∑
i=1
‖w∗i − wi‖22
∑
i, j
(
〈ei + w∗i , e j + w j〉2 + 〈ei + wi, e j + w j〉2
)

1
2
 d∑
j=1
‖w∗j − w j‖22
∑
i, j
(
〈ei + w∗i , e j + w j〉2 + 〈ei + wi, e j + w j〉2
)

1
2
±≤1.01
(
4γ
(1 − γ)2 +
4γ(1 + γ)
1 − 2γ
)
‖W∗ −W‖2F
²≤ 0.083‖W∗ −W‖2F
where ¬ is by Taylor series, ­ uses Cauchy Schwartz, ® uses Lemma B.6.7, ¯ holds as γ ≤ 1100 , °
uses Cauchy Schwartz, ± uses Lemma B.6.9, ² holds as γ ≤ 1100 .

Lemma* B.7.2 (Approximation loss related to sin θi, j, sin θi∗, j). If ‖W‖2, ‖W∗‖2 ≤ γ ≤ 1100 ,
d∑
j=1
∑
i, j
∣∣∣∣∣∣
(
‖ei + w∗i ‖2
(
sin θi∗, j − 1 + 12〈ei + w
∗
i , e j + w j〉2
)
−
‖ei + wi‖2
(
sin θi, j − 1 + 12〈ei + wi, e j + w j〉
2
))
〈e j + w j,w∗j − w j〉
∣∣∣∣∣∣ ≤ 0.002‖W∗ −W‖2F
Proof. By definition, we know θi∗, j = arccos〈ei + w∗i , e j + w j〉, and θi, j = arccos〈ei + wi, e j + w j〉.
The Taylor series of sin(arccos x) at x = 0 is 1 − x22 − x
4
8 − x
6
16 − 5x
8
128 − · · · =
∑∞
k=0 ckx
2k, where ck ≤ 18
for k ≥ 2. Thus,
d∑
j=1
∑
i, j
∣∣∣∣∣∣
(
‖ei + w∗i ‖2
(
sin θi∗, j − 1 + 12〈ei + w
∗
i , e j + w j〉2
)
−
‖ei + wi‖2
(
sin θi, j − 1 + 12〈ei + wi, e j + w j〉
2
))
〈e j + w j,w∗j − w j〉
∣∣∣∣∣∣
¬≤
d∑
j=1
∑
i, j
∣∣∣∣∣∣∣
∞∑
k=2
1
8
(
‖ei + wi‖2〈ei + wi, e j + w j〉2k − ‖ei + w∗i ‖2〈ei + w∗i , e j + w j〉2k
)∣∣∣∣∣∣∣ ‖w∗j − w j‖2
­≤
d∑
j=1
∑
i, j
∞∑
k=2
(2.2γ)2k−3
(
〈ei + wi, e j + w j〉2 + 〈ei + w∗i , e j + w j〉2
)
‖w∗i − wi‖2‖w∗j − w j‖2
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®≤2.3γ
 d∑
j=1
∑
i, j
(
〈ei + wi, e j + w j〉2 + 〈ei + w∗i , e j + w j〉2
)
‖w∗i − wi‖22

1
2
 d∑
j=1
∑
i, j
(
〈ei + wi, e j + w j〉2 + 〈ei + w∗i , e j + w j〉2
)
‖w∗j − w j‖22

1
2
≤2.3γ
 d∑
i=1
‖w∗i − wi‖22
∑
j,i
(
〈ei + wi, e j + w j〉2 + 〈ei + w∗i , e j + w j〉2
)

1
2
 d∑
j=1
‖w∗j − w j‖22
∑
i, j
(
〈ei + wi, e j + w j〉2 + 〈ei + w∗i , e j + w j〉2
)

1
2
¯≤2.3γ
(
4γ
(1 − γ)2 +
4γ(1 + γ)
1 − 2γ
)
‖W∗ −W‖2F
°
< 0.002‖W∗ −W‖2F
where ¬ is by Taylor series, ­ uses Lemma B.6.8 and Cauchy Schwartz, ® uses Cauchy Schwartz
and γ ≤ 1100 , ¯ uses Lemma B.6.9, and ° holds as γ ≤ 1100 . 
Proof for Lemma B.2.2. Combining the results from Lemma B.7.1 and Lemma B.7.2, the lemma
follows. 
B.7.3 Proof for Lemma B.2.3
Denote ∆ , P + ∇L(W). This lemma is harder to prove than the previous one since we need to
bound the spectral norm of a matrix ∆. First of all, we need to represent ∆. Again, the difference
has two parts: approximation for θi, j, θi∗, j, and sin θi, j, sin θi∗, j. Denote the two parts as ∆1,∆2, where
∆ = ∆1 + ∆2. From the proof of Lemma B.7.1, we know the j-th column of the first part is
∆1, j ,
∑
i, j
∞∑
k=1
(2k)!
4k(k!)2(2k + 1)
(
〈ei + w∗i , e j + w j〉2k+1(ei + w∗i ) − 〈ei + wi, e j + w j〉2k+1(ei + wi)
)
And the j-th column of the second part is
∆2, j ,
∑
i, j
∞∑
k=2
ck
(
‖ei + wi‖2〈ei + wi, e j + w j〉2k − ‖ei + w∗i ‖2〈ei + w∗i , e j + w j〉2k
)
e j + w j
152
Below we bound ‖∆1‖2 in Lemma B.7.3, and bounds ‖∆2‖2 in Lemma B.7.4.
Lemma* B.7.3. If ‖W‖2, ‖W∗‖2 ≤ γ ≤ 1100 , ‖∆1‖2 ≤ 3.4γ2.
Proof. Define U,V such that for i = j,Ui, j = Vi, j = 0, and for i , j,
Ui, j =
∞∑
k=1
(2k)!
4k(k!)2(2k + 1)
〈ei + w∗i , e j + w j〉2k+1,Vi, j =
∞∑
k=1
(2k)!
4k(k!)2(2k + 1)
〈ei + wi, e j + w j〉2k+1
By matrix multiplication,
∆1 =
d∑
i=1
[
(I + W∗)∗,iUi,∗ − (I + W)∗,iVi,∗] = (I + W∗)U − (I + W)V (B.10)
So it suffices to bound ‖U‖2, ‖V‖2. For i , j,
|Ui, j| =
∣∣∣∣∣∣∣
∞∑
k=1
(2k)!
4k(k!)2(2k + 1)
〈ei + w∗i , e j + w j〉2k+1
∣∣∣∣∣∣∣ ¬≤
∞∑
k=1
(2.1γ)2k−1
6
〈ei + w∗i , e j + w j〉2 ≤ 0.4γ〈ei + w∗i , e j + w j〉2
where ¬ uses Lemma B.6.2 and (B.9). Now, we know
‖U‖1 ¬= max
j
d∑
i=1
|Ui, j| ≤ max
j
∑
i, j
0.4γ〈ei + w∗i , e j + w j〉2
­≤ 1.6(1 + γ)γ
2
1 − 2γ ≤ 1.65γ
2
where ¬ is by definition, ­ uses Lemma B.6.9. Similarly,
‖U‖∞ = max
i
d∑
j=1
|Ui, j| ≤ max
i
∑
j,i
0.4γ〈ei + w∗i , e j + w j〉2 ≤ 1.65γ2
By Hölder’s inequality, we have
‖U‖2 ≤
√
‖U‖1‖U‖∞ ≤ 1.65γ2
Now we do the same analysis for V.
|Vi, j| =
∣∣∣∣∣∣∣
∞∑
k=1
(2k)!
4k(k!)2(2k + 1)
〈ei + wi, e j + w j〉2k+1
∣∣∣∣∣∣∣
≤
∞∑
k=1
(2.1γ)2k−1
6
〈ei + wi, e j + w j〉2 ≤ 0.4γ〈ei + wi, e j + w j〉2
153
Hence, ‖V‖1 = max j ∑di=1 |Vi, j| ≤ max j ∑i, j 0.4γ〈ei + wi, e j + w j〉2 ≤ 1.65γ2. Similarly, ‖V‖∞ ≤
1.65γ2, and by Hölder’s inequality, ‖V‖2 ≤
√‖V‖1‖V‖∞ ≤ 1.65γ2. Using (B.10), we get
‖∆1‖2 ≤ ‖I + W∗‖2‖U‖2 + ‖I + W‖2‖V‖2 ≤ 2(1 + γ)1.65γ2 < 3.4γ2 
Lemma* B.7.4. If ‖W‖2, ‖W∗‖2 ≤ γ ≤ 1100 , ‖∆2‖2 ≤ 6γ3.
Proof. By definition, we can write
∆2 = I + WDiag
∑
i, j
∞∑
k=2
ck
(
‖ei + wi‖2〈ei + wi, e j + w j〉2k − ‖ei + w∗i ‖2〈ei + w∗i , e j + w j〉2k
)
d
j=1
So it suffices to bound the norm of the diagonal matrix, which is the maximum of the diagonal
entries. For any j ∈ [d], we have
∣∣∣∣∣∣∣∑i, j
∞∑
k=2
ck
(
‖ei + wi‖2〈ei + wi, e j + w j〉2k − ‖ei + w∗i ‖2〈ei + w∗i , e j + w j〉2k
)∣∣∣∣∣∣∣
≤
∑
i, j
∞∑
k=2
1
8
(
‖ei + wi‖2〈ei + wi, e j + w j〉2k| + |‖ei + w∗i ‖2〈ei + w∗i , e j + w j〉2k
)
¬≤
∑
i, j
∞∑
k=2
1
4
(1 + γ)(2.1γ)2k−2
(
〈ei + wi, e j + w j〉2 + 〈ei + w∗i , e j + w j〉2
)
­≤0.6γ2
∑
i, j
(
〈ei + wi, e j + w j〉2 + 〈ei + w∗i , e j + w j〉2
)
®≤0.6γ2
(
4γ
(1 − γ)2 +
4γ(1 + γ)
1 − 2γ
)
< 5γ3
where ¬ uses Lemma B.6.2, ­ uses γ ≤ 1100 , ® uses Lemma B.6.9. So we get ‖∆2‖2 ≤ 1+γ1−γ5γ3 ≤
6γ3. 
Proof for Lemma B.2.3. Combining the results from Lemma B.7.3 and Lemma B.7.4, the lemma
follows. 
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B.8 Proofs for Section B.3
B.8.1 Proof for Lemma B.3.1
In Lemma B.2.3, we use P(W) to approximate −∇L(W) in terms of spectral norm, with approx-
imation loss 3.5γ2. Below we will get Q(W) from P(W) by removing a few more lower order
terms.
By definition 5.2.3, we have
P2, j =ge j + w j − (‖e j + w∗j‖2 − ‖e j + w j‖2)e j + w j +
(
I − 1
2
e j + w j · e j + w j>
)
Ae j + w j
+
(
I − 1
2
e j + w j · e j + w j>
)
(e j + w j) −
(
I − 1
2
e j + w j · e j + w j>
)
(e j + w∗j)e j + w∗j
>
e j + w j
=ge j + w j − (‖e j + w∗j‖2 − ‖e j + w j‖2)e j + w j +
(
I − 1
2
e j + w j · e j + w j>
)
Ae j + w j
+
1
2
(e j + w j) − (e j + w∗j)e j + w∗j
>
e j + w j +
1
2
e j + w j‖e j + w∗j‖2(e j + w∗j
>
e j + w j)2
=ge j + w j +
(
I − 1
2
e j + w j · e j + w j>
)
Ae j + w j +
3
2
(e j + w j) − e j + w∗j
>
e j + w j(e j + w∗j)
+
(
1
2
‖e j + w∗j‖2(e j + w∗j
>
e j + w j)2 − ‖e j + w∗j‖2
)
e j + w j
=ge j + w j +
(
I − 1
2
e j + w j · e j + w j>
)
Ae j + w j − w∗j + w j + (1 − e j + w∗j
>
e j + w j)(e j + w∗j)
+
(
1
2
‖e j + w j‖2 + 12‖e j + w
∗
j‖2(e j + w∗j
>
e j + w j)2 − ‖e j + w∗j‖2
)
e j + w j
Combining every column together, we get
P2 = gI + W + AI + W− 12I + WDiag({e j + w j
>Ae j + w j}dj=1)− (W∗ −W) + I + W∗Σ1 + I + WΣ2
where
Σ1 = Diag({(‖e j + w∗j‖2 − ‖e j + w∗j‖2e j + w∗j
>
e j + w j)}dj=1)
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Σ2 = Diag({12‖e j + w j‖2 +
1
2
‖e j + w∗j‖2(e j + w∗j
>
e j + w j)2 − ‖e j + w∗j‖2}dj=1)
Using Lemma B.6.12, we replace e j + w j
>Ae j + w j with e>j Ae j. By Lemma B.6.1,∥∥∥∥∥∥P2 −
[
gI + W + AI + W − 1
2
I + WDiag(A) − (W∗ −W) + I + W∗Σ1 + I + WΣ2
]∥∥∥∥∥∥
2
≤ 5(1 + γ)
2(1 − γ) < 2.6γ
2
We then focus on the middle two summands in the sum.
AI + W − 1
2
I + WDiag(A) = (A − 1
2
Diag(A)) + A(I + W − I) − 1
2
(I + W − I)Diag(A)
By Lemma B.6.10, ‖Diag(A)‖2 ≤ ‖A‖2, so∥∥∥∥∥∥
[
AI + W − 1
2
I + WDiag(A)
]
−
[
A − 1
2
Diag(A)
]∥∥∥∥∥∥
2
=
∥∥∥∥∥A(I + W − I) − 12(I + W − I)Diag(A)
∥∥∥∥∥
2
≤‖A‖2‖I + W − I‖2 + 12‖I + W − I‖2‖Diag(A)‖2
¬≤ 3γ(γ
2 + 3)
1 − γ2 2.05γ < 18.5γ
2
where ¬ uses Lemma B.6.11 and Lemma B.6.15.
Moreover, by Lemma B.5.1 term 2, we know ‖Σ1‖2 ≤ maxi∈[d](1 + γ) ‖w
∗
i −wi‖22
2(1−2γ) ≤ 2.07γ2, and in
Σ2,∣∣∣∣∣12‖e j + w∗j‖2(e j + w∗j>e j + w j)2 − 12‖e j + w∗j‖2
∣∣∣∣∣ ≤ 12(1 + γ) ∣∣∣∣e j + w∗j>e j + w j − 1∣∣∣∣ ∣∣∣∣e j + w∗j>e j + w j + 1∣∣∣∣ ≤ 2.07γ2
so the following terms approximates P2 with approximation loss (2.6+18.5+2.07+2.07)γ2 < 25.3γ2.
I + W(gI − Σ3) + A − 12Diag(A) − (W
∗ −W)
where Σ3 = Diag({ 12‖e j + w∗j‖2 − 12‖e j + w j‖2}dj=1).
By Lemma B.6.16 and Corollary B.6.17, we know ‖A − [W∗ −W + (W∗ −W)> − Diag(W∗ −
W)]‖2 ≤ 9.2γ2 and ‖Diag(A) − Diag(W∗ −W)‖2 ≤ 9.2γ2. Therefore, with approximation loss of
18.4γ2, we get∥∥∥∥∥∥
[
A − 1
2
Diag(A)
]
−
[
W∗ −W + (W∗ −W)> − 3
2
Diag(W∗ −W)
]∥∥∥∥∥∥
2
≤ 18.4γ2
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We then approximate Σ3:
‖(I + W)Σ3 − (I + W)12Diag(W
∗ −W)‖2 ≤ 1 + γ1 − γ
(
1
2
max
j
|‖e j + w∗j‖2 − ‖e j + w j‖2 − w∗j, j + w j, j|
)
< 3.1γ2
where the last inequality is by Lemma B.6.13. Moreover,
‖I + W
(
1
2
Diag(W∗ −W)
)
− 1
2
Diag(W∗ −W)‖2
≤‖I + W − I‖2
∥∥∥∥∥12Diag(W∗ −W)
∥∥∥∥∥
2
< 2.05γ
(
1
2
max
i
|w∗i,i − wi,i|
)
< 2.05γ2
Putting everything together, with approximation loss of (25.3 + 18.4 + 3.1 + 2.05)γ2 = 49γ2 to P2,
we get
(W∗ −W)> − 2Diag(W∗ −W) + gI + W
For P3, using the same idea in the proof of Lemma B.4.3, we have
P3 =
pi
2
(W∗ −W) +
(
I + W − I + W∗
)
Σ4 + I + WΣ5
where Σ4 = Diag({θ j, j∗‖e j +w∗j‖2}dj=1),Σ5 = Diag({‖e j +w∗j‖2 sin θ j, j∗−θ j, j∗‖e j +w∗j‖2}dj=1). By Taylor’s
Theorem, we know ‖Σ5‖2 ≤ ‖Diag({‖e j + w∗j‖2θ3j, j∗/3}dj=1)‖2.
Notice that θ j, j∗ ≤ 2.002γ by Lemma B.5.1 term 3, and ‖I + W− I + W∗‖2 ≤ 1+γ1−γ − 1−γ1+γ ≤ 4.001γ.
Consequently,∥∥∥∥∥P3 − pi2(W∗ −W)
∥∥∥∥∥
2
≤ ‖
(
I + W − I + W∗
)
Σ4‖2 + ‖I + WΣ5‖2
<4.001 ∗ 2.002(1 + γ)γ2 + (1 + γ)
2
3(1 − γ) (2.002γ)
3 < 8.1γ2 + 2.8γ3 < 8.2γ2
we only need to keep the term pi2 (W
∗ −W) with approximation loss 8.2γ2 to P3.
Now, combining the approximations to P2 and P3, and Lemma B.2.3, we have the following
matrix with (49 + 8.2 + 3.5)γ2 < 61γ2 approximation loss to −∇L(W):
pi
2
(W∗ −W) (I + uu>) + (W∗ −W)> − 2Diag(W∗ −W) + gI + W
where u is the all 1 vector.
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ei + wi
O
ei ∆wi
∆‖ei + wi‖2
Figure B.3: ∆g is approximately (the summation of) the projection of ∆wi onto ei + wi
B.8.2 Proof for Lemma B.3.2
By Lemma B.6.4, we know |g| ≤ 2dγ. Using Lemma B.3.1,
‖∇L(W)‖2 ≤ 61γ2 +
∥∥∥∥∥pi2(W∗ −W) (I + uu>) + (W∗ −W)> − 2Diag(W∗ −W) + gI + W
∥∥∥∥∥
2
≤61γ2 + (d + 1)piγ + 2γ + 4γ + |g|1 + γ
1 − γ < 61γ
2 + (d + 3)piγ + 2.05dγ < 6dγ.
B.8.3 Proof for Lemma B.3.3
In this proof, we use w j to represent the j-th column of Wt, and denote 4w j as the j-th column of
Gt.
∆gt ≈ η〈L(Wt), I + Wt〉
For the intuition of this section, see Figure B.3. The changes in potential function g is essentially
the changes in ‖ei + wi‖2 (summing over i), which is approximately ∆wi projected onto ei + wi. If
we write it in matrix form, we get ∆gt ≈ η〈L(Wt), I + Wt〉.
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By definition we know ‖Gt‖2 = ‖∇L(Wt) + Et‖2
¬≤ ‖∇L(Wt)‖2 + ‖Et‖2
­≤ 6dγ + ε = G2, where ¬
uses triangle inequality, ­ uses Lemma B.3.2. We have
η‖4w j‖2 ≤ η‖Gt‖2 ≤ γ
2
G2
≤ γ
6d
, η2‖4w j‖2 ≤ η‖Gt‖22 ≤ γ2 (B.11)
By Definition 5.2.2, we know
4gt , gt+1 − gt =
d∑
j=1
(〈e j + w j, e j + w j〉
‖e j + w j‖2 −
〈e j + w j − η4w j, e j + w j − η4w j〉
‖e j + w j − η4w j‖2
)
=
d∑
j=1
(〈e j + w j, e j + w j〉‖e j + w j − η4w j‖2 − 〈e j + w j − η4w j, e j + w j − η4w j〉‖e j + w j‖2
‖e j + w j‖2‖e j + w j − η4w j‖2
)
=
d∑
j=1
(‖e j + w j‖2(‖e j + w j − η4w j‖2 − ‖e j + w j‖2) + 2η〈4w j, e j + w j〉 − η2‖4w j‖22
‖e j + w j − η4w j‖2
)
If we project η4w j onto the e j + w j direction, we get
‖e j + w j − η4w j‖2 =
√
(‖e j + w j‖2 − 〈e j + w j, η4w j〉)2 + (‖η4 j‖22 − 〈e j + w j, η4w j〉2)2
≤
√
(‖e j + w j‖2 − 〈e j + w j, η4w j〉)2 + ‖η4w j‖22
¬≤ ‖e j + w j‖2 − 〈e j + w j, η4w j〉 + ‖η4w j‖22
Using (B.11), we have ‖e j + w j‖2 − 〈e j + w j, η4w j〉 ≥ 12 . By taking square on both sides, we know
¬ holds. It is trivial to show that ‖e j + w j − η4w j‖2 ≥ ‖e j + w j‖2 − 〈e j + w j, η4w j〉, so we know
−〈e j + w j, η4w j〉 ≤ ‖e j + w j − η4w j‖2 − ‖e j + w j‖2 ≤ −〈e j + w j, η4w j〉 + ‖η4w j‖22 (B.12)
Thus, with approximation loss
∑d
j=1
‖e j+w j‖2‖η4w j‖22
‖e j+w j−η4w j‖2 , we have :
4gt ≈
d∑
j=1
(−‖e j + w j‖2〈e j + w j, η4w j〉 + 2η〈4w j, e j + w j〉 − η2‖4w j‖22
‖e j + w j − η4w j‖2
)
=
d∑
j=1
η〈4w j, e j + w j〉 − η2‖4w j‖22
‖e j + w j − η4w j‖2
=
d∑
j=1
−η2‖4w j‖22
‖e j + w j − η4w j‖2 +
d∑
j=1
(‖e j + w j‖2 − ‖e j + w j − η4w j‖2)η〈4w j, e j + w j〉
‖e j + w j − η4w j‖2 + η〈Gt, I + Wt〉
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Thus we get the following approximation for 4gt.
|4gt − η〈Gt, I + Wt〉|
≤
d∑
j=1
∣∣∣∣∣∣ −η2‖4w j‖22‖e j + w j − η4w j‖2 + (‖e j + w j‖2 − ‖e j + w j − η4w j‖2)η〈4w j, e j + w j〉‖e j + w j − η4w j‖2 + ‖e j + w j‖2‖η4w j‖
2
2
‖e j + w j − η4w j‖2
∣∣∣∣∣∣
¬≤
d∑
j=1
[∣∣∣∣∣∣η〈4w j, e j + w j〉(η〈4w j, e j + w j〉 + ‖η4w j‖22)‖e j + w j − η4w j‖2
∣∣∣∣∣∣ + 0.02η2‖4w j‖22
]
­≤
d∑
j=1
[
η2‖4w j‖22 + η3‖4w j‖32
‖e j + w j − η4w j‖2 + 0.02ηγ
2
]
®≤ 1.04ηdγ2
where ¬ uses (B.12) again, and ­ ® uses (B.11), γ ≤ 1100 and ‖e j + w j − η4w j‖2 ≥ 0.98.
Thus |4gt − η〈∇L(Wt), I + Wt〉| ≤ 1.04ηdγ2 + |η〈Et, I + Wt〉| < 1.04ηdγ2 + 1.03η
√
dε
∆gt ≈ ηTr(∇L(Wt))
We want to approximate I + Wt with I. Below is the error bound.
|〈∇L(Wt), I + Wt − I〉| = |〈∇L(Wt) + Qt −Qt, I + Wt − I〉|
¬
=d · 61γ2 · 2.05γ +
d∑
i=1
2.05γ
∥∥∥∥∥(Qt − pi2(W∗ −Wt)uu>)i
∥∥∥∥∥
2
+
〈
pi
2
(W∗ −Wt)uu>, I + Wt − I
〉
­≤1.251dγ2 + 2.05dγ
(
piγ + 2γ + 4γ +
1 + γ
1 − γ |gt|
)
+ Tr
([
pi
2
(W∗ −Wt)u
] [
u>I + Wt − I
]>)
®≤20dγ2 + 2.1dγ|gt| +
∥∥∥∥∥pi2(W∗ −Wt)u
∥∥∥∥∥
2
∥∥∥(I + Wt − I)u∥∥∥2 ¯≤ 20dγ2 + 2.1dγ|gt| + 2.05pi2 ‖s‖2γ√d
where ¬ uses Cauchy Schwartz and Lemma B.6.15, ­ uses the definition of Q and Lemma B.6.1,
® holds as for any vector u, v, Tr(uv>) ≤ ‖u‖2‖v‖2, ¯ uses Lemma B.6.15.
Hence,
|4gt − η〈∇L(Wt), I〉|
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≤1.04ηdγ2 + 1.03η√dε + |η〈∇L(Wt), I + Wt − I〉|
<1.04ηdγ2 + 1.03η
√
dε + 20ηdγ2 + 2.1ηdγ|gt| + 2.05pi2 η‖s‖2γ
√
d
<21.1ηdγ2 + 1.03η
√
dε + 2.1ηdγ|gt| + 2.05pi2 η‖s‖2γ
√
d
So with approximation loss of 21.1ηdγ2 + 1.03η
√
dε + 2.1ηdγ|gt| + 2.05pi2 η‖s‖2γ
√
d, it suffices to
consider ηTr(∇L(Wt)).
∆gt ≈ −η(d + pi2 − 1)gt
According to Lemma B.3.1, with approximation loss of 61γ2, we can use −Qt to approximate
∇L(Wt).
Tr(Qt) =
pi
2
Tr
(
(W∗ −Wt) (I + uu>)) + Tr(W∗ −Wt)> − 2 Tr(Diag(W∗ −Wt)) + g Tr(I + Wt)
=
(
pi
2
− 1
)
Tr(W∗ −Wt) + pi2 Tr
(
(W∗ −Wt) (uu>)) + g Tr(I + Wt)
=
(
pi
2
− 1
)
(Tr(W∗ −Wt) − gt) +
(
pi
2
− 1
)
gt +
pi
2
Tr
(
(W∗ −Wt) (uu>)) + gt Tr(I + Wt)
Therefore,∣∣∣∣∣Tr(Qt) − gt Tr(I) − (pi2 − 1
)
gt
∣∣∣∣∣ = ∣∣∣∣∣Tr(Qt) − (d + pi2 − 1
)
gt
∣∣∣∣∣
≤
∣∣∣∣∣(pi2 − 1
)
(Tr(W∗ −Wt) − gt) + pi2 Tr
(
(W∗ −Wt) (uu>)) + gt(Tr(I + Wt − I))∣∣∣∣∣
¬≤6.07
(
pi
2
− 1
)
dγ2 +
pi
2
‖st‖2
√
d + 2.05|gt|dγ
where ¬ uses Lemma B.6.14 and Lemma B.6.15. Thus,∣∣∣∣∣4gt − [−η (d + pi2 − 1
)
gt
]∣∣∣∣∣
≤η
[
21.1dγ2 + 1.03
√
dε + 2.1dγ|gt| + 2.05pi2 ‖s‖2γ
√
d + 61dγ2 + 2.05|gt|dγ + 6.07
(
pi
2
− 1
)
dγ2 +
pi
2
‖st‖2
√
d
]
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≤η
[
86dγ2 + 1.03
√
dε + 4.15dγ|gt| + 4.8‖st‖2γ
√
d
]
Now we have
|gt+1| = |gt + 4gt| ≤
(
1 − η
(
d +
pi
2
− 1 − 4.15dγ
))
|gt| + 86ηdγ2 + 1.03η
√
dε + 4.8η‖st‖2γ
√
d
≤(1 − 0.95ηd)|gt| + 86ηdγ2 + 1.03η
√
dε + 4.8η‖st‖2γ
√
d
B.8.4 Proof for Lemma B.3.4
By definition of st,
4st , st+1 − st = (Wt −Wt+1)u = η(∇L(Wt) + Et)u = −ηQtu + η(Qt + ∇L(Wt) + Et)u
By definition of Qt,
Qtu =
(
pi
2
(W∗ −Wt) (I + uu>) + (W∗ −Wt)> − 2Diag(W∗ −Wt) + gtI + Wt) u
=
(d + 1)pi
2
st +
(
(W∗ −Wt)> − 2Diag(W∗ −Wt) + gtI + Wt
)
u
Thus, we know∥∥∥∥∥Qtu − (d + 1)pi2 st
∥∥∥∥∥
2
=
∥∥∥∥((W∗ −Wt)> − 2Diag(W∗ −Wt) + gtI + Wt) u∥∥∥∥
2
≤√d
(
‖(W∗ −Wt)>‖2 + 2‖Diag(W∗ −Wt)‖2 + ‖gtI + Wt‖2
)
¬≤√d
(
2γ + 4γ + |gt|1 + γ1 − γ
)
< (6γ + 1.03|gt|)
√
d
where ¬ uses Lemma B.6.1 and Lemma B.6.10.
By Lemma B.3.1, ‖4st − [−η (d+1)pi2 st]‖2 < η(6γ + 1.03|gt|)
√
d + η‖(Qt + ∇L(Wt) + Et)u‖2 ≤
η(6.61γ + 1.03|gt| + ε)
√
d.
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B.8.5 Proof for Lemma B.3.5
Combining Lemma B.3.3 and Lemma B.3.4, we get
|gt+1| + ‖st+1‖2
≤(1 − 0.95ηd)(|gt| + ‖st‖2) + η(6.6γ + 1.03|gt| + ε)
√
d + 86ηdγ2 + 1.03η
√
dε + (4.8ηγ
√
d − 0.62ηd)‖st‖2
¬≤(1 − 0.95ηd)(|gt| + ‖st‖2) + 6.6ηγ
√
d + 86ηdγ2 + η1.03|gt|
√
d + 2.03η
√
dε
­≤(1 − 0.84ηd)(|gt| + ‖st‖2) + 6.6ηγ
√
d + 87ηdγ2
where ¬ uses γ ≤ 1100 , d ≥ 100, ­ uses ε ≤ γ2 and d ≥ 100. So if the following inequality holds,
|gt| + ‖st‖2 will always decrease by factor at least 1 − 0.5ηd.
0.34ηd(|gt| + ‖st‖2) ≥ 6.6ηγ
√
d + 87ηdγ2
Which gives
|gt| + ‖st‖2 ≥ 6.6ηγ
√
d + 87ηdγ2
0.34ηd
=
6.6γ
0.34
√
d
+
87γ2
0.34
where the last expression is smaller than 4.5γ. Hence, |gt| + ‖st‖2 will keep decreasing by 1 − 0.5ηd
as long as it is larger than 4.5γ. So we have ‖st‖2 ≤ 4.5γ. Now plug it back to the updating rule of
|gt|:
|gt+1| ≤(1 − 0.95ηd)|gt| + 86ηdγ2 + 1.03η
√
dε + 4.8η‖st‖2γ
√
d
≤(1 − 0.95ηd)|gt| + 86ηdγ2 + 1.03η
√
dε + 21.6ηγ2
√
d
In order to get factor 1 − 0.5ηd, we have
0.45ηd|gt| ≥ 86ηdγ2 + 1.03η
√
dε + 21.6ηγ2
√
d
Solve this inequality, we get
86ηdγ2 + 1.03η
√
dε + 21.6ηγ2
√
d
0.45ηd
=
86γ2
0.45
+
1.03ε + 21.6γ2
0.45
√
d
≤ 197γ2
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The last inequality uses d ≥ 100, ε ≤ γ2. So even after |gt| + ‖st‖2 is below 4.5γ, |gt| will keep
decreasing by factor 1 − 0.5ηd until it is smaller than 197γ2.
Finally we bound the number of steps to arrive 197γ2. Let γ = 1400 , γ0 =
1
8000 . Again, the
constants here are pretty loose. Since |gt| ≤ (1 − 0.5ηd)t|g0| ≤ (1 − 0.5ηd)t2dγ0, in order to let
gt ≤ 197γ2, it suffices to have t ≥ log
197γ2
2dγ0
log(1− ηd2 )
. Since ηd is small, by Taylor expansion we know
log(1 − ηd2 ) ≈ − ηd2 . Thus, it suffices to let t ≥ 2 log(0.203d)ηd . Notice that log(0.203d)d is decreasing for
d ≥ 100, we know it suffices to let t ≥ 116η .
B.8.6 Proof for Lemma B.3.6
Let H = W −W∗, by the updating rule of Wt and the definition of Qt, we know
Ht+1 = Ht − ηHt
(
pi
2
uu> +
pi
2
)
− ηH>t + 2ηDiag(Ht) + ηgtI + W − η(Gt + Qt)
That gives,
‖Ht+1 + H>t+1‖2
≤
∥∥∥∥∥(Ht + H>t ) (I − η (pi2uu> + pi2 + 1
))∥∥∥∥∥
2
+ 2η
∥∥∥Diag(Ht + H>t )∥∥∥2 + 2η|gt|‖I + W‖2 + 2η ‖Et + ∇L(Wt) + Qt‖2
¬≤
(
I − η
(
pi
2
+ 1
))
‖Ht + H>t ‖2 + 2η‖Ht + H>t ‖2 +
2(1 + γ)η|gt|
1 − γ + 2ηε + 122ηγ
2
­≤
(
I − η
(
pi
2
− 1
))
‖Ht + H>t ‖2 + 2.05η|gt| + 124ηγ2 (B.13)
where ¬ uses Lemma B.6.18, Lemma B.6.10, ‖Et‖2 ≤ ε and Lemma B.3.1. ­ uses ε ≤ γ2 and
γ ≤ 1100 .
Similarly, we get
‖Ht+1 −H>t+1‖2
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¬≤
∥∥∥∥∥(Ht −H>t ) (I − η (pi2uu> + pi2 − 1
))∥∥∥∥∥
2
+ η|gt|‖I + W − I + I − I + W>‖2 + 2η ‖Et + ∇L(Wt) + Qt‖2
­≤
(
I − η
(
pi
2
− 1
))
‖Ht −H>t ‖2 + 4.10ηγ|gt| + 124ηγ2 (B.14)
where ¬ holds as the diagonal terms cancel out, ­ uses Lemma B.6.18, Lemma B.6.15.
Adding (B.13) and (B.14), we get
‖Ht+1 + H>t+1‖2 + ‖Ht+1 −H>t+1‖2
≤
(
I − η
(
pi
2
− 1
)) (‖Ht + H>t ‖2 + ‖Ht −H>t ‖2) + 2.1η|gt| + 248ηγ2 (B.15)
For any T > 0, by applying (B.15) recursively, we have
‖HT + H>T ‖2 + ‖HT −H>T ‖2 ≤ ‖H0 + H>0 ‖2 + ‖H0 −H>0 ‖2 + 2.1η
T−1∑
t=0
|gt| + 248ηTγ2
By Lemma B.6.4 we know |g0| ≤ 2dγ0, so 2.1η∑T−1t=0 |gt| ≤ 2.1η|g0 |(1−(1−0.5ηd)T )(0.5ηd) ≤ 4.2|g0 |d ≤ 8.4γ0.
By the proof of Lemma B.3.5, we know T ≤ 116η , so 248ηTγ2 ≤ 15.5γ2.
By triangle inequality, we know ‖H0‖2 ≤ ‖W0‖2 + ‖W∗‖2 ≤ 2γ0, so ‖H0 + H>0 ‖2 + ‖H0 −H>0 ‖2 ≤
4‖H0‖2 ≤ 8γ0.
By triangle inequality again we get
‖HT ‖2 ≤ ‖HT + H>T ‖2 + ‖HT −H>T ‖2 ≤ ‖H0 + H>0 ‖2 + ‖H0 −H>0 ‖2 + 19γ2 + 8.4γ0 ≤ 16.4γ0 + 15.5γ2
Recall we set γ = 1400 , γ0 =
1
8000 in the proof of Lemma B.3.5, we know ‖WT ‖2 ≤ ‖W∗‖2 +
‖HT ‖2 ≤ 17.4γ0 + 15.5γ2 ≤ 1440 ≤ γ.
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B.8.7 Proof for Lemma B.3.7
First, by the proof of Lemma B.3.5, we know |gt| will keep small if ‖Wt‖2 ≤ γ ≤ 1100 .
Adding (B.13) and (B.14), we get
‖Ht+1 + H>t+1‖2 + ‖Ht+1 −H>t+1‖2
≤
(
I − η
(
pi
2
− 1
)) (‖Ht+1 + H>t+1‖2 + ‖Ht+1 −H>t+1‖2) + 2.1η|gt| + 248ηγ2
¬≤
(
I − η
(
pi
2
− 1
)) (‖Ht+1 + H>t+1‖2 + ‖Ht+1 −H>t+1‖2) + 661ηγ2 (B.16)
where ¬ holds as |gt| ≤ 197γ2. So either ‖Ht+1 + H>t+1‖2 + ‖Ht+1 − H>t+1‖2 keeps decreasing, or it
increases, i.e.,
η
(
pi
2
− 1
) (‖Ht+1 + H>t+1‖2 + ‖Ht+1 −H>t+1‖2) ≤ 197ηγ2
That gives,
‖Ht+1 + H>t+1‖2 + ‖Ht+1 −H>t+1‖2 ≤
197γ2
pi
2 − 1
≤ 346γ2
Therefore, combined with the proof of Lemma B.3.6, we know ‖Ht+1 + H>t+1‖2 + ‖Ht+1 −H>t+1‖2 will
keep decreasing until it is at most 346γ2. Now,
‖Wt‖2 ≤ ‖Ht‖2 + ‖W∗‖2 ≤ ‖Ht+1 + H>t+1‖2 + ‖Ht+1 −H>t+1‖2 + γ0
¬≤ (346 + 20)γ2 ≤ γ
where ¬ holds as γ0 = 18000 . So ‖Wt‖2 is always bounded by γ.
B.9 Proofs for Section B.4
For notational simplicity, denote
x j ,
(
e j + w j · e j + w j>
)
(w∗j − w j),
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X , (x1, · · · , xd) (B.17)
y j ,
(
I − e j + w j · e j + w j>
)
(w∗j − w j),
Y , (y1, · · · , yd) (B.18)
z j ,
(
I − 1
2
e j + w j · e j + w j>
)
(w∗j − w j),
Z , (z1, · · · , zd)
We have the following relationship between x j, y j, z j.
Lemma B.9.1.
‖z j‖22 =
1
4
‖x j‖22 + ‖y j‖22, ‖x j‖22 + ‖y j‖22 = ‖w∗j − w j‖22 (B.19)
Proof for Lemma B.9.1. By definition,
‖z j‖22 =‖w∗j − w j‖22
(
I − 1
2
e j + w j · e j + w j>
)> (
I − 1
2
e j + w j · e j + w j>
)
=‖w∗j − w j‖22
(
I − e j + w j · e j + w j> + 14e j + w j · e j + w j
>e j + w j · e j + w j>
)
=‖w∗j − w j‖22
(
I − 3
4
e j + w j · e j + w j>
)
,
and similarly
‖y j‖22 =‖w∗j − w j‖22
(
I − e j + w j · e j + w j>
)> (
I − e j + w j · e j + w j>
)
= ‖w∗j − w j‖22
(
I − e j + w j · e j + w j>
)
,
‖x j‖22 =‖w∗j − w j‖22
(
e j + w j · e j + w j>
)> (
e j + w j · e j + w j>
)
= ‖w∗j − w j‖22
(
e j + w j · e j + w j>
)
The lemma follows. 
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B.9.1 Proof for Lemma B.4.1
In this proof, we heavily use the following trick between the summation of four vector products,
and the trace of four matrix products. We give one example below, and other cases are similar.
Lemma B.9.2.
∑
i, j z>j (ei+w
∗
i )(ei + w
∗
i−ei + wi)>e j + w j = Tr
([
Z>(I + W∗)
] [
(I + W∗ − I + W)>I + W
])
.
Proof. By definition, Tr(AB) =
∑d
j=1(AB) j, j =
∑
i, j A j,iBi, j. Thus,
Tr
([
Z>(I + W∗)
] [
(I + W∗ − I + W)>I + W
])
=
∑
i, j
[
Z>(I + W∗)
]
j,i
[
(I + W∗ − I + W)>I + W
]
i, j
By definition,
[
Z>(I + W∗)
]
j,i = z
>
j (ei + w
∗
i ), and
[
(I + W∗ − I + W)>I + W
]
i, j
= (ei + w∗i −
ei + wi)>e j + w j, so the lemma follows. 
Now we proceed to prove Lemma B.4.1. We first bound
∑d
j=1 z
>
j A je j + w j below by splitting A j
into three parts, and then improve the lower bound in Lemma B.9.4.
Lemma B.9.3. If ‖W‖2, ‖W∗‖2 ≤ γ ≤ 1100 , we have
d∑
j=1
z>j A je j + w j ≥ −8γ‖W∗ −W‖2F −
√
‖W∗ −W‖2f −
3
4
‖X‖2F
√
‖W∗ −W‖2F − ‖X‖2F
.
Proof. We rewrite A j as
A j = B j +
1
2
C j + D j (B.20)
where
B j =
∑
i, j
(ei+w∗i )(ei + w∗i−ei + wi)>, C j =
∑
i, j
〈w∗i−wi, ei + wi〉ei + wi·ei + wi>, D j =
∑
i, j
ziei + wi
>

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For notational simplicity, we also write B,C,D as the corresponding terms with sum
∑d
i=1
instead of
∑
i, j, so they do not depend on index j. We estimate B,C,D first, then estimate B j,C j,D j
respectively by taking the differences.
1. From B to B j:
d∑
j=1
z>j Be j + w j =
∑
i, j
z>j (ei + w
∗
i )(ei + w∗i − ei + wi)>e j + w j
¬
= Tr
([
Z>(I + W)
] [
(I + W∗ − I + W)>I + W
]) ­≥ − ∥∥∥(I + W)>Z∥∥∥
F
∥∥∥∥I + W>(I + W∗ − I + W)∥∥∥∥
F
®≥ − ‖I + W‖2‖I + W‖2 ‖Z‖F
∥∥∥I + W∗ − I + W∥∥∥
F
¯≥ −(1 + γ)
2
1 − γ ‖Z‖F
∥∥∥I + W∗ − I + W∥∥∥
F
(B.21)
where ¬ uses Lemma B.9.2, ­ uses Tr(AB) ≥ −‖A‖F‖B‖F , ® uses ‖AB‖F ≤ ‖A‖2‖B‖F , and ¯
uses Lemma B.6.1. By Lemma B.5.1 term 1, we have
∥∥∥I + W∗ − I + W∥∥∥
F
≤
√∑d
i=1 ‖yi‖22
1 − 2γ =
‖Y‖F√
1 − 2γ (B.22)
On the other hand,
d∑
j=1
z>j (B j − B)e j + w j =
d∑
j=1
z>j (e j + w
∗
j)(e j + w∗j − e j + w j)>e j + w j
=
d∑
j=1
(w∗j − w j)>(I −
1
2
e j + w j · e j + w j>)(e j + w∗j)(e j + w∗j − e j + w j)>e j + w j
For any vector x, e j + w j · e j + w j>x is the projection of x onto the direction e j + w j, so 12 ≤
‖I − 12e j + w j · e j + w j>‖2 ≤ 1, and
|(w∗j − w j)>(e j + w∗j)(e j + w∗j − e j + w j)>e j + w j|
¬≤ |(w∗j − w j)>(e j + w∗j)|
‖w∗j − w j‖22
2(1 − 2γ)
­≤‖w
∗
j − w j‖32(1 + γ)
2(1 − 2γ) ≤
‖w∗j − w j‖22(1 + γ)γ
1 − 2γ (B.23)
where ¬ uses Lemma B.5.1 term 2, and ­ uses Cauchy-Schwartz.
Combining (B.21),(B.22),(B.23), we get
d∑
j=1
z>j B je j + w j ≥ −
(1 + γ)2
(1 − γ) √1 − 2γ ‖Z‖F ‖Y‖F − (1 + γ)γ1 − 2γ ‖W∗ −W‖2F
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2. From C to C j:
d∑
j=1
z>j Ce j + w j =
∑
i, j
z>j 〈w∗i − wi, ei + wi〉ei + wi · ei + wi>e j + w j
¬
= Tr(
[
Z>X
] [
I + W
>
I + W
]
) = Tr(Z>X) + Tr(Z>X(I + W
>
I + W − I))
­≥Tr(Z>X) − ‖Z‖F‖X‖F‖I + W>I + W − I‖2
®≥ Tr(Z>X) − 4γ
(1 − γ)2 ‖Z‖F‖X‖F
where ¬ uses Lemma B.9.2 and x j = 〈w∗j − w j, e j + w j〉e j + w j, ­ uses Tr(AB) ≥ −‖A‖F‖B‖F , and
‖AB‖F ≤ ‖A‖2‖B‖F , and ® uses Lemma B.6.1. On the other hand,
d∑
j=1
z>j (C − C j)e j + w j =
d∑
j=1
z>j 〈w∗j − w j, e j + w j〉e j + w j · e j + w j>e j + w j
=
d∑
j=1
z>j 〈w∗j − w j, e j + w j〉e j + w j = Tr(Z>X)
That implies, 12
∑d
j=1 z
>
j C je j + w j ≥ − 2γ(1−γ)2 ‖Z‖F‖X‖F .
3. From D to D j:
d∑
j=1
z>j De j + w j =
∑
i, j
z>j ziei + wi
>e j + w j = Tr
([
Z>Z
] [
I + W
>
I + W
])
≥ (1 − γ)
2
(1 + γ)2
‖Z‖2F
where the last inequality holds by Lemma B.6.1. On the other hand,
z>j (D − D j)e j + w j = ‖z j‖22
That gives, ∑
j
z>j D je j + w j ≥ −
4γ
(1 + γ)2
‖Z‖2F
Now, combining B j,C j,D j together, using (B.20), we have
d∑
j=1
z>j A je j + w j ≥ −
(1 + γ)2
(1 − γ) √1 − 2γ ‖Z‖F ‖Y‖F − (1 + γ)γ1 − 2γ ‖W∗ −W‖2F
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− 2γ
(1 − γ)2 ‖Z‖F‖X‖F −
4γ
(1 + γ)2
‖Z‖2F
By definition, we know ‖X‖F ≤ ‖W∗ −W‖F , ‖Y‖F ≤ ‖W∗ −W‖F , ‖Z‖F ≤ ‖W∗ −W‖F , and
γ ≤ 1100 , so
− (1 + γ)γ
1 − 2γ ‖W
∗ −W‖2F −
2γ
(1 − γ)2 ‖Z‖F‖X‖F −
4γ
(1 + γ)2
‖Z‖2F ≥ −7γ‖W∗ −W‖2F (B.24)
Moreover,
−
 (1 + γ)2
(1 − γ) √1 − 2γ − 1
 ‖Z‖F ‖Y‖F ≥ −0.05γ‖W∗ −W‖2F (B.25)
Thus, those are small order terms. The only term left is ‖Z‖F‖Y‖F . By (B.19), we know
‖Z‖F‖Y‖F ≤
√
‖W∗ −W‖2F −
3
4
‖X‖2F
√
‖W∗ −W‖2F − ‖X‖2F (B.26)
Combining (B.24), (B.25), (B.26), we get:
d∑
j=1
z>j A je j + w j ≥ −8γ‖W∗ −W‖2F −
√
‖W∗ −W‖2f −
3
4
‖X‖2F
√
‖W∗ −W‖2F − ‖X‖2F 
Now it remains to bound
√
‖W∗ −W‖2f − 34‖X‖2F
√
‖W∗ −W‖2F − ‖X‖2F .
Lemma B.9.4.
−
√
‖W∗ −W‖2F −
3
4
‖X‖2F
√
‖W∗ −W‖2F − ‖X‖2F ≥ −1.3‖W∗ −W‖2F + ‖W∗ −W‖F‖X‖F
Proof. Consider the function f (x) =
√
y2 − 34 x2
√
y2 − x2 + xy, where x ∈ [0, y]. It suffices to show
that f (x) ≤ 1.3y2.
Indeed, we know
f ′(x) =
x(6x2 − 7y2)
2
√
4y2 − 3x2 √y2 − x2 + y
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When x = 0, f ′(x) = y > 0, and when x → y, f ′(x) < 0. We want to find the place where
f ′(x) = 0, which gives the maximum value. Assume x = λy, this is equivalent to solve
λy(6(λy)2 − 7y2) = −2y
√
4y2 − 3(λy)2
√
y2 − (λy)2
Cancel all y, and we get the solution x ≈ 0.566y, where f (x) ≈ 1.2845y2 < 1.3y2. 
Proof of Lemma B.4.1. Combining Lemma B.9.3 and Lemma B.9.4, we have proved Lemma
B.4.1. 
B.9.2 Proof for Lemma B.4.2
Again, we first consider the full sum, g =
∑d
i=1(‖ei + w∗i ‖2 − ‖ei + wi‖2).
By Lemma B.6.3, we have
|g − g j| = |‖e j + w∗j‖2 − ‖e j + w j‖2| ≤ ‖w∗j − w j‖2
Thus by Cauchy Schwartz,
|(g − g j)〈w∗j − w j, e j + w j〉| ≤ ‖w∗j − w j‖2‖x j‖2
Summing over j, we get
d∑
j=1
|(g − g j)〈w∗j − w j, e j + w j〉| ≤
d∑
j=1
‖w∗j − w j‖2‖x j‖2 ≤ ‖W∗ −W‖F‖X‖F (B.27)
where the last inequality is by Cauchy Schwartz.
Now
g
d∑
j=1
〈w∗j − w j, e j + w j〉 = g
d∑
j=1
〈e j + w∗j − e j + w j, e j + w j〉
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=g
d∑
j=1
(‖e j + w∗j‖2 − ‖e j + w j‖2 + 〈e j + w∗j, e j + w j − e j + w∗j〉) = g2 + gb ≥ gb (B.28)
where b is defined to be
∑d
j=1〈e j + w∗j, e j + w j − e j + w∗j〉. By Lemma B.5.1 term 2 we know
− (1 + γ)‖W
∗ −W‖2F
2(1 − 2γ) ≤ b ≤ 0
Combining (B.27), (B.28), the lemma follows.
d∑
j=1
〈g je j + w j,w∗j − w j〉 =
d∑
j=1
〈(g j − g)e j + w j,w∗j − w j〉 +
d∑
j=1
〈ge j + w j,w∗j − w j〉
≥ − ‖W∗ −W‖F‖X‖F + g2 + gb ≥ −‖W∗ −W‖F‖X‖F − (1 + γ)g‖W
∗ −W‖2F
2(1 − 2γ)
B.9.3 Proof for Lemma B.4.3
d∑
j=1
〈P3, j,w∗j − w j〉 =
d∑
j=1
〈pi
2
(w∗j − w j) − θ j∗, j(e j + w∗j) + ‖e j + w∗j‖ sin θ j∗, je j + w j,w∗j − w j〉
¬
=
d∑
j=1
〈pi
2
(w∗j − w j) − θ j∗, j‖e j + w∗j‖2(e j + w∗j − e j + w j) +
α j∗, j|θ j∗, j|3‖e j + w∗j‖e j + w j
3
,w∗j − w j〉
­≥pi
2
‖W∗ −W‖2F −
d∑
j=1
1.001(1 + γ)‖w∗j − w j‖22‖e j + w∗j − e j + w j‖2 −
d∑
j=1
0.335(1 + γ)‖w∗j − w j‖42
®≥pi
2
‖W∗ −W‖2F −
d∑
j=1
1.001(1 + γ)√
1 − 2γ ‖w
∗
j − w j‖32 −
d∑
j=1
0.335(1 + γ)‖w∗j − w j‖42
¯≥
(
pi
2
− 0.021
)
‖W∗ −W‖2F
where ¬ uses Taylor’s Theorem for sin θ j∗, j, so we know |α j∗, j| ≤ 1. ­ uses Lemma B.5.1 term 3
and Cauchy Schwartz, ® uses Lemma B.5.1 term 1, ¯ holds since γ ≤ 1100 , and the two small order
terms can be bounded by 0.021‖W∗ −W‖2F .
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APPENDIX C
APPENDIX FOR HARMONICA
C.1 Experimental details
C.1.1 Options
Table C.1: 60 options used in Section 6.5
Option Name Description
01. Weight initialization Use standard initializations or other initializations?
02. Weight initialization (Detail 1) Xavier Glorot [37], Kaiming [50], 1/n, or 1/n2?
03. Optimization method SGD or ADAM? [72]
04. Initial learning rate ≥ 0.01 or < 0.01?
05. Initial learning rate (Detail 1) ≥ 0.1, < 0.1, ≥ 0.001, or < 0.001?
06. Initial learning rate (Detail 2) 0.3, 0.1, 0.03, 0.01, 0.003, 0.001, 0.0003, or 0.0001?
07. Learning rate drop Do we need to decrease learning rate as we train? Yes or
No?
08. Learning rate first drop time If drop learning rate, when is the first time to drop by 1/10?
Epoch 40 or Epoch 60?
09. Learning rate second drop time If drop learning rate, when is the second time to drop by
1/100? Epoch 80 or Epoch 100?
10. Use momentum [122] Yes or No?
11. Momentum rate If use momentum, rate is 0.9 or 0.99?
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12. Initial residual link weight What is the initial residual link weight? All constant 1 or a
random number in [0, 1]?
13. Tune residual link weight Do we want to use back propagation to tune the weight of
residual links? Yes or No?
14. Tune time of residual link
weight
When do we start to tune residual link weight? At the first
epoch or epoch 10?
15. Resblock first activation Do we want to add activation layer after the first convolution?
Yes or No?
16. Resblock second activation Do we want to add activation layer after the second convolu-
tion? Yes or No?
17. Resblock third activation Do we want to add activation layer after adding the residual
link? Yes or No?
18. Convolution bias Do we want to have bias term in convolutional layers? Yes
or No?
19. Activation What kind of activations do we use? ReLU or others?
20. Activation (Detail 1) ReLU, ReLU, Sigmoid, or Tanh?
21. Use dropout [119] Yes or No?
22. Dropout rate If use dropout, rate is high or low?
23. Dropout rate (Detail 1) If use dropout, the rate is 0.3, 0.2, 0.1, or 0.05?
24. Batch norm [63] Do we use batch norm? Yes or No?
25. Batch norm tuning If we use batch norm, do we tune the parameters in the batch
norm layers? Yes or No?
26. Resnet shortcut type What kind of resnet shortcut type do we use? Identity or
others?
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27. Resnet shortcut type (Detail 1) Identity, Identity, Type B or Type C?
28. Weight decay Do we use weight decay during the training? Yes or No?
29. Weight decay parameter If use weight decay, what is the parameter? 1e− 3 or 1e− 4?
30. Batch Size What is the batch size we should use? Big or Small?
31. Batch Size (Detail 1) 256, 128, 64, or 32?
32. Optnet An option specific to the code1. Yes or No?
33. Share gradInput An option specific to the code. Yes or No?
34. Backend What kind of backend shall we use? cudnn or cunn?
35. cudnn running state If use cudnn, shall we use fastest of other states?
36. cudnn running state (Detail 1) Fastest, Fastest, default, deterministic
37. nthreads How many threads shall we use? Many or few?
38. nthreads (Detail 1) 8, 4, 2, or 1?
39-60. Dummy variables Just dummy variables, no effect at all.
See Table C.1 for the specific hyperparameter options that we use in Section 6.5. For those variables
with k options (k > 2), we use log k binary variables under the same name to represent them. For
example, we have two variables (01, 02) and their binary representation to denote four kinds of
possible initializations: Xavier Glorot [37], Kaiming [50], 1/n, or 1/n2.
C.1.2 Importance features
We show the selected important features and their weights during the first 3 stages in Table C.2,
where each feature is a monomial of variables with degree at most 3. We do not include the 4th
1https://github.com/facebook/fb.resnet.torch
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stage because in that stage there are no features with nonzero weights.
Smart choices on important options. Based on Table C.2, Harmonica will fix the following
variables (sorted according to their importance): Batch Norm (Yes), Activation (ReLU), Initial
learning rate ([0.001, 0.1]), Optimization method (Adam), Use momentum (Yes), Resblock first
activation (Yes), Resblcok third activation (No), Weight decay (No if initial learning rate is com-
paratively small and Yes otherwise), Batch norm tuning (Yes). Most of these choices match what
people are doing in practice.
A metric for the importance of variables. The features that Harmonica finds can serve as a
metric for measuring the importance of different variables. For example, Batch Norm turns out
to be the most significant variable, and ReLU is second important. By contrast, Dropout, when
Batch Norm is presented, does not have significant contributions. This actually matches with the
observations in [63].
No dummy/irrelevant variables selected. Although there are 21/60 dummy variables, we
never select any of them. Moreover, the irrelevant variables like cudnn, backend, nthreads, which
do not affect the test error, were not selected.
C.1.3 Generalizing from small networks to big networks
In our experiments, Harmonica first runs on a small network to extract important features and then
uses these features to do fine tuning on a big network. Since Harmonica finds significantly better
solutions, it is natural to ask whether other algorithms can also exploit this strategy to improve
performance.
2This is an interesting feature. In the code repository that we use, optnet, shared gradInput are two special options
of the code and cannot be set true at the same time, otherwise the training becomes unpredictable.
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Table C.2: Important features
Stage Feature Name Weights
1-1 24. Batch norm 8.05
1-2 19. Activation 3.47
1-3 04. Initial learning rate * 05. Initial learning rate (Detail 1) 3.12
1-4 19. Activation * 24. Batch norm -2.55
1-5 04. Initial learning rate -2.34
1-6 28. Weight decay -1.90
1-7 24. Batch norm * 28. Weight decay 1.79
1-8 34. Optnet * 35. Share gradInput * 52. Dummy 2 1.54
2-1 03. Optimization method -4.22
2-2 03. Optimization method * 10. Use momentum -3.02
2-3 15. Resblock first activation 2.80
2-4 10. Use momentum 2.19
2-5 15. Resblock first activation * 17. Resblock third activation 1.68
2-6 01. Good initialization -1.26
2-7 01. Good initialization * 10. Use momentum -1.12
2-8 01. Good initialization * 03. Optimization method 0.67
3-1 29. Weight decay parameter -0.49
3-2 28. Weight decay -0.26
3-3 06. Initial learning rate (Detail 3) * 28. Weight decay 0.23
3-4 25. Batch norm tuning 0.21
3-5 28. Weight decay * 29. Weight decay parameter 0.20
Unfortunately, it seems that all the other algorithms do not naturally support feature extraction
from a small network. For Bayesian Optimization techniques, small networks and large networks
have different optimization spaces. Therefore without some modification, Spearmint cannot use
information from the small network to update the prior distribution for the large network.
Random-search-based techniques are able to find configurations with low test error on the small
network, which might be good candidates for the large network. However, based on our simulation,
good configurations of hyperparameters from random search do not generalize from small networks
to large networks. This is in contrast to important features in our (Fourier) space, which do seem to
generalize.
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To test the latter observation using Cifar-10 dataset, we first spent 7 GPU days on 8 layer network
to find top 10 configurations among 300 random selected configurations. Then we apply these 10
configurations, as well as 90 locally perturbed configurations (each of them is obtained by switching
one random option from one top-10 configuration), so in total 100 “promising” configurations, to
the large 56 layer network. This simulation takes 27 GPU days, but the best test error we obtained
is only 11.1%, even worse than purely random search. Since Hyperband is essentially a fast version
of Random Search, it also does not support feature extraction.
Hence, being able to extract important features from small networks seems empirically to be a
unique feature of Harmonica.
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