Abstract -This paper addresses the use of artificial neural networks (ANN) to compensate for errors in inertial measurement units (IMU) of global positioning system (GPS) aided inertial navigation systems (INS). The GPS technology dominates, nowadays, the positioning and navigation (POS/NAV) market, and alternative POS/NAV systems are only needed because GPS does not work in all environments, or can not provide reliable solutions during some time interval. There are different solutions to fulfill information during GPS blockage and integrated inertial sensors systems with GPS are frequently used. However, low cost inertial sensors have the disadvantage of accumulating continuous errors in great extension, leading to poor system performance. In this context, ANN is applied to provide better NAV/POS solutions during the lack of information in GPS outages. This work introduces a review of the main used concepts and techniques, an approach to define input-output ANN signals based on a reduced set of inertial navigation equations, and the ANN prediction and training operation modes. It also presents a training algorithm, based on adaptive Kalman filtering approach and proposes a method for ANN training with the characteristic of alternating the training patterns from batch mode, with a constant data set size, to sequential mode, by filtering individual pattern-by-pattern of training data, which gives to the method some real time training capacity. Finally, numerical simulation results are assessed from urban vehicular positioning application, with data acquired from an MEMS IMU Crossbow CD400_200 and an Ashtech Z12 GPS receiver. The proposed methods were tested with different land vehicle dynamic situations and the position errors, computed in prediction mode or simulated GPS outage, were assessed. When compared to a conventional INS/GPS system, integrated by a Kalman filter and operating without GPS updates, the ANN position errors have lower magnitudes. These results indicate that ANN was more capable to learn the vehicle's kinematics, for a certain time interval, than the modeling presented by the conventional navigation system.
Usual KF GPS aided inertial navigation
INS is a self-contained mounted vehicle device that estimates its position and attitude by processing higher frequency information from IMU sensors, accelerometers and gyroscopes, while the GPS receiver estimates position and velocity by processing lower frequency signals from, at least, four satellites and can be used to correct accumulated errors in the INS.
The usual Kalman Filter (KF) GPS aided inertial navigation loosely coupled scheme process satellite signals to estimate position and velocity, which are combined with the INS to form positions and velocities errors and sent to the navigation KF. This filter corrects the navigation equations errors and the inertial sensors biases to provide the navigation solution vectors:
position, velocity and the attitude Euler Angles, as shown in Figure 1 . The KF state vector is given by [9] :
[ ] This GPS aided inertial navigation loosely coupled scheme with a Sigma Point Kalman Filter (SPKF) under the same IMU and GPS data set is taken as a benchmark and used to assess the proposed method. 
Artificial neural network and Kalman filter methodology

Introduction
A Multilayer of perceptrons (MLP) type of ANN is made up of layers of basic artificial neurons (perceptrons) connected forward and can learn nonlinear mappings (Eq. (1)) by adjustment of its synaptic weights, via a supervised learning process [11] . The MLP training, by supervised learning, can be done by estimating the weight parameters in order to fit the neural network model to a set of L input-output patterns [13] :
The MLP can be viewed and treated as a parameterized mapping of the input data, ( ) t x , to neural network output ( )
The supervised training process can be solved by minimizing, with respect to the vector of weights w, the following functional, given the input-output data set, a priori estimate w , and the weight matrices 1 − P and 1 − R [13] :
Minimizing J is the solution of a linear Least Square problem, where the P matrix can be chosen diagonal, since the diagonal terms are variances from the priori information errors, typically assessed empirically. R is the covariance matrix of errors from the data used for training.
When available, GPS and IMU data are acquired, recorded and processed to create a training data set, with position and velocity increments output being linearly interpolated at IMU higher rate. A MLP can then be trained in a correspondent GPS aided inertial navigation loosely coupled scheme to learn and compensate for errors in the IMU in a scheme as depicted in 
Kalman filtering training method
Singhal and Wu [12] have proposed the use of the extended Kalman filtering as training algorithm, viewing ANN as a stochastic parameter estimation problem. Rios Neto [13] has further explored this concept and proposed an algorithm that features parallel processing, in order to avoid large computational loads, and an adaptive state noise estimation to prevent the Kalman filtering based ANN parameter estimators from loosing the capacity of distributing the extraction of information to all training data. The Rios Neto [13] proposed solution is implemented in this paper, adapted to an inertial navigation problem, and is summarized in what follows.
The mapping in Eq. (3) can be expanded in a Taylor series, and in a typical ith iteration, a linear perturbation is adopted to approximate the functional given by Eq. (4) [13] : 
With these linearized approximations the minimization of the functional in Eq. (4) can be iteratively solved, and in a given iteration, for t= 1.2. …,L, treated as a stochastic linear estimation problem, which can be formulated as:
( ) ( ) e w w + = t t (8) ( ) ( ) ( ) ( )
Where the weighting matrices R and P , respectively, are now viewed and treated as the covariance matrices of ν and e error vectors. KF can then be applied if the w(t) are modeled as a stochastic process with ω(t) white noise:
A sequential KF solution, for the estimation problem, with
For the above equations, K is the Kalman gain and Q is the ( ) 
Adaptive Kalman filter solution for ANN training
data are processed. Rios Neto [13] has proposed an adaptive procedure based on a simple criterion of statistical consistency to balance a priori information priority with that of new learning information:
Where j = 1, …, m observations, and β is to be adjusted. When β = 1, new information has the same value, when compared to that one stored in trained weights; and with β < 1, but close to 1, new processed information, from new pattern, has less value than the stored one. Eq. (16) can be considered as an observation and expanded into the following associated exact estimation problem, according to Freitas Pinto and Rios Neto [14] , to be processed with a Kalman filtering algorithm:
Where:
Proposed ANN architecture for sensor integration
Without any loss of generality the proposed solution with an ANN is developed for the case of land vehicle navigation. This choice is justified by its great interest together with the facility it offers for generating testing data. It has been the choice made for application and testing in most of the alternative solutions for GPS/INS integration based on artificial neural network (ANN) that have been proposed [2, 3, 4, 5] .
Constraints on the movement of land vehicles can be defined and used to derive a reduced set of equations of motion. Brandt and Gardner [10] define the following constraints: direction of the vehicle's velocity coincides with direction of the vehicle's longitudinal axis; pitch and roll angles of the of the vehicle's body relative to the Earth surface are small and vehicle always remains on the Earth surface. Under these constraints, a set of simplified equations of motion can be defined [10] 
The ANN navigation solution is given by: 
Methods of ANN training for the navigation problem
In order to explore the adaptive Kalman filtering training algorithm, methods of dealing with data patterns are revised and some modifications are proposed. Figures 5 to 8 show the training methods.
First method is a simple version of Chiang et al. [15] proposal. Data from IMU and GPS, when available, are preprocessed and stored sequentially in time, into data sets J i , or windows of data, of some size. When each J i data set is completed, a T i training procedure starts, with initial weights obtained by random initializations of small values [-0.5, 0.5]. After completing the ANN training, the resulting weights W i are stored as the best available solution if GPS outages occur, while a new data set J i+1 is being completed. After that a new training procedure is repeated.
Second method is the Chiang et al. [15] proposal. It is the same of first method, with one modification. After the first data set has being trained, the next training procedures have initial weights w 0 obtained from previous stored solution, or
The resulting W i weights are stored as the best available solution.
Third method is the same of second method, with the following modification proposed by the authors: after the first data set training, the stored weights are updated by filtering pattern-by-pattern new data, while a new data set is being completed. After that a new training procedure starts with , characterized by streets and avenues relatively flat, with surrounding medium sized buildings and large stature trees. It was respected internal signaling with maximum allowed velocity of 40km/h. A low cost Crossbow CD400-200 IMU, based on MEMS technology, and an Ashtech Z12 GPS receiver, with single antenna, were used to acquire two data sets. IMU data was acquired at 20Hz and GPS data at 2Hz and 1Hz, respectively. GPS different output set up was used in order to assess the influence of higher rate information interpolation on the training data set capacity to capture changes on vehicle's kinematics. Figures 9 and 10 show the interval [50s, 815s] from a first data set used for simulations. In order to produce a reliable vehicle's kinematics modeling, the ANN should have correct training patterns. Considering the necessity to extract accurate information from training data set, it has been prefiltered by using a simple KF technique mainly due to low cost inertial sensors noise characteristics [16] .
All information was post-processed to test proposed training algorithms and methods, by numerical simulations. To evaluate the proposed methods, a prediction error of 20 meters, in 30 seconds of simulated GPS outage, was set as the experiment goal, considering it acceptable for general low performance land vehicle navigation purposes [1] . 
Proposed adaptive Kalman filter method verification
The proposed adaptive extended Kalman filter (AEKF) training solution, presented in Section 3, can be verified in an off-line function approximation problem. A simulation of vehicle's North and East positions, and forward velocity from [635s, 715s] data interval is tested. The trained ANN output is compared to GPS solution to generate errors. In order to assess the proposed solution performance the AEKF method is compared to the known and efficient Levenberg-Marquardt (LM) method.
For all cases an MLP was used with a 20 neurons hidden layer, with sigmoidal/linear activation functions; 40 iterations, or epochs, as a stopping criterion; α = 0,2 e β = 0,9. Entire pattern data set was divided into 30% to test and verification, and 70% to training. After 100 independent runs, it can be observed from Figure 11 that North and East positions and velocity errors have almost the same magnitude for both methods, and Figure 12 shows that LM method converges in fewer iterations but AEKF method has a slightly lower final mean squared error (MSE) after the iterations. It should be also noted that sequential training patterns is only allowed for AEKF method, since LM is a batch method. 
Hidden neurons and training iterations considerations
The choice of neural network architecture was partially defined in the Section 3. Since there is not a general rule upon which to decide the exact number of hidden neurons for a mapping or approximation problem [11] , some heuristic procedure may be useful to give some empirical insight about the neurons number's choice. The R correlation index, from linear regression analysis, can be used to give some hint about ANN generalization. R index close to unity indicates a good matching between ANN output and desired response values. As an example Figures 13 and 14 shows R index for the testing data set, east and north increments, from the previous section simulation with the same ANN architecture and stopping criterion. 
Simulations and results
First data set:
A field test campaign to acquire data was taken by using the GPS, at 2Hz rate, and the IMU at 20 Hz. , after the first data set is completed. Then, the total filtering time, until the GPS simulated outages, is about 85 [s] . For methods 1 to 3, completed data set were trained one more time, until first outage, and four more times until second outage, when compared to method 4, with one data set training completed.
In the second experiment, the vehicle was in movement. The same simulation procedure from first data set was repeated and a 20 hidden neurons ANN with 40 iterations as stopping criterion was also chosen. Again a 20s, 40s and 60s data set length was assessed with similar results. Figure 25 shows a first experiment with a 20s data set, and the vehicle was in static position until t = 100s approximately, and then moving on. Figure  26 shows a second experiment, with a 60s data set, and the vehicle was in movement. The results obtained from both data set simulations demonstrate that ANN keeps similar modeling capacity independently of IMU turn on-off action and different GPS sampling rate. These results were expected since the vehicle only has been operated at very low velocities in straight line and curves, then the 1Hz and 2Hz GPS output rates have similar influence on vehicle's kinematic modeling. 
Conclusions
Methods of training ANN, with an adaptive Kalman filtering algorithm, were tested with real navigation data, off-line and during GPS simulated outages. The proposed method 4, with capacity to continually extract information, by filtering individual pattern-by-pattern of training data, explores the possibility of updating the previously trained weights, during a defined time interval, giving to the neural network aided navigation system some real time training capacity. This is an important characteristic when using low cost IMU, based on MEMS sensors, since its noise characteristics may vary from one run to other, leading to large start-up errors. Hence, off-line training may not be useful to modeling the vehicle dynamics based on previous runs. Also, considering the Kalman adaptive solution, which is proposed to give some balance between the priori information and new learning information, the method aids the neural network to preserve some previous knowledge, acting as a time fading memory.
The proposed methods and ANN architecture were tested by using data acquired from a low cost MEMS IMU Crossbow CD400_200 and an Ashtech Z12 GPS receiver. Simulated results, with different vehicle dynamic situations, show that the proposed fourth method has positions errors of same order, when compared to other methods and achieves the position target error, of 20 meters in 30 seconds of simulated GPS outage. Also when compared to SPKF, operating only in prediction phase, the ANN schemes have the same magnitude position error when the vehicle is static and seem to have better performance when vehicle is in motion. These results indicate that the ANN was more capable of learning the vehicle's kinematics, for a certain time interval, than the modeling presented by the conventional KF based navigation system.
