We prove that, for z ∈ {1/2, 2/3, 3/4, 4/5}, at least one of the two numbers
Using the classical formulae (see, e.g., [5] , eqs. (1.11) and (6.10)) we may also express the functions f 2 (z) and f 3 (z) as follows: Moreover, the values of these functions at the point z = 1/2 are computed by means of log 2, ζ(2) = π 2 /6 and ζ(3) (see [5] , eqs. (1.16) and (6.12)):
Using these formulae we obtain the following corollary of Theorem 1. Relative results, 'at least one of the numbers 3ζ(3) − cζ (2) , ζ(2) − 2c log 2 (c ∈ Q) is irrational' and 'at least one of the numbers Li 2 (1/q), Li 3 (1/q) (q ∈ Z \ {0, 2}) is irrational', are proved in [3] and [4] , respectively.
Theorem 2 At least one of the two numbers
Our proof relies on a general hypergeometric construction of two linear forms in the polylogarithms and positive powers of the logarithm, respectively. This idea was recently used in [2] for proving that at least one of the three numbers f 2 (1/2), f 3 (1/2) and f 4 (1/2) is irrational. We are able to improve this earlier result and present the related ones due to the powerful group-structure arithmetic method introduced in [6] and [7] in order to prove new estimates for irrationality measures of ζ (2) and ζ(3) (see also [8] and [9] ).
Hypergeometric series and integral
Let a 0 , a 1 , . . . , a s and b 0 , b 1 , . . . , b s be collections of positive integers satisfying
We will also consider the ordered versions {a * 0 , a 
To this data we assign the rational function
and its 'arithmetically normalized' version
Our main objects then are as follows:
and (the closed contour L below surrounds all poles t = −k for a *
All this means that we arrange to construct 'simultaneous' approximations to the set of polylogarithms Li 1 (z), . . . , Li s (z) and the set of logarithm powers log z, . . . ,
. This is essentially the idea from [2] , Theorem 3.
Arithmetic ingredients

Lemma 1 Let
Then, for any j = 1, 2, . . . , s, we have the inclusions
where A jk are the coefficients in the partial-fraction decomposition (3) .
Proof The rational function in (3) may be written as
The polynomial R 0 (t) (of degree a 0 − 1) is integer-valued, with the property
(see [9] , Lemma 15). All poles of the rational functions R 1 (t), . . . , R s (t) are of the form t = −k for some integer k in the range a k < b , where a = min 1 j s {a j } and b = max 1 j s {b j }. Therefore, for any j = 1, . . . , s, we have
(see [9] , Lemma 16). Finally, by the Leibniz rule
In view of inclusions (7) and (8), the last formula yields the required result.
Lemma 2 Let m
= max{m 1 , b * 2 − a * 0 − 1} with m 1 defined in (6) and m 0 = b * 1 − a * 0 − 1 = max 1 j s {b j } − min 0 j s {a j } − 1.
Then the polynomials
defined in (4) and (5) as the coefficients of linear forms satisfy
Proof The claim follows immediately for the polynomials P 1 (x), . . . , P s (x) from Lemma 1 since m m 1 . In the case of P 0 (x) we require the inclusions of Lemma 1, also the obvious ones
. , s, and the fact that m b
Denote by
the arithmetic normalization in (3). By (2)- (5), the quantities
do not depend on rearranging the parameters a 0 , a 1 , . . . , a s . Let us denote by S the permutation group (of order (s + 1)!) of the parameters a 0 , a 1 , . . . , a s . For any σ ∈ S, introduce the corresponding normalization factor (σ ) = (σ a, b) and the quantities
Using Lemma 2, the inequality m 0 m, and invariance of (10) and m 0 = b * 1 − a * 0 − 1 under the S-action we arrive at the following claim.
Lemma 3 The following inclusions
are valid for any σ ∈ S.
Corollary 1 (cf. [9] , Lemma 10) If
Since ord p N ! = N / p for primes p > √ N , we have
Now, take the parameters a, b as follows:
. . , n, and
where α 0 , α 1 , . . . , α n and β 1 , . . . , β n are positive integers satisfying
to ensure conditions (1). As before, we introduce the ordered collections 
where
With a help of identity y = y − {y} (where { · } denotes the fractional part of a number) we see that functions (14) are 1-periodic. Moreover, since kx (for a positive integer k) changes its value only at the points x = l/k for l ∈ Z, we conclude that any of the functions in (14) takes constant values in demi-intervals [u, v) ⊂ [0, 1), where u, v is any pair of neighbour fractions with denominators ν 0 . These properties are inherited by the function
whence its computation is a pure machinery.
Denoting n = (a, b) and using the prime number theorem and the standard arithmetic argument (see, e.g., [9] , Lemma 11) we obtain
Lemma 4 The following limit relations are valid:
where ψ(x) is the logarithmic derivative of the gamma function.
In accordance with (11), formulae (15) completely determine the arithmetic behaviour of the constructed approximations (4) and (5).
Asymptotics
Consider the integral
where L is a closed clockwise contour surrounding all poles t = −k for a *
of the rational function R(t) = R(a, b; t).
Lemma 5 Let 0 < z < 1 and s 1. Then the following integral representation is valid:
where M is an arbitrary real constant in the interval (−∞, −b * 1 ). Proof Take the contour L in (16) as the rectangle with vertices M ± i T , T ± i T , where M is an arbitrary fixed number, M −b * 1 , and T is sufficiently large. In accordance with (2), (12) 
we have that R(t) = o(T −s−1 ) on the segments [M − i T, T − i T ], [T − i T, T + i T ] and [T + i T, M + i T ].
Therefore, for horizontal sides of the rectangle we obtain
while on the vertical segment [T − i T, T + i T ] we have the trivial bound |z| t = |z T +iy | = |z| T < 1, hence
Finally, letting T tend to infinity and taking into account estimates (18) and (19) we arrive at the required statement.
Lemma 6
The integral J = J (a, b; z) admits the following representation:
where the functions Proof Changing the variable t by −t and applying the formula
we can write (17) in the form
for some choice of the sign in '±'. Set −M = µn, t = nτ , where τ = µ + iy, µ ∈ (β * 1 , ∞), y ∈ (−∞, +∞), and n ∈ N, use (12) and the following asymptotic formula for the -function:
where K is an absolute constant. Then we obtain
Finally, estimating the normalizing factor (a, b) in (9) by (21) we obtain expression (20) as required.
Lemma 7
Let 0 < z < 1, s = 3, the parameters α, β be defined in (13), and
Suppose furthermore that Proof A straightforward verification shows that in the case s = 3 the second derivative h (τ ) is a quadratic polynomial with negative coefficients:
In particular, h (τ ) < 0 for all τ 0. This means that the function h (τ ) is strictly decreasing on [0, +∞) and, since h (0) < 0, we have h (τ ) < 0 on this interval. Whence h(τ ) is strictly decreasing on [0, +∞) and, noting that h(0) > 0 and h(+∞) = −∞, we deduce that the equation h(τ ) = 0 has a unique positive root 
The proof of the first equality is based on application of the saddle-point method to the integral representation of Lemma 6. Take 
where β 0 = 0. Note that the function defined in (24) is odd with respect to the variable v. We assume that v > 0 and consider the parametrization
Furthermore, we have
,
by (13). Thus, C 1 > C 2 or, equivalently,
i.e. 1 
