A new method is presented for cloud detection and the retrieval of three-dimensional cloud fraction from satellite infrared radiances. This method, called multivariate minimum residual (MMR), is inspired by the minimum residual technique by Eyre and Menzel and is especially suitable for exploiting the large number of channels from hyperspectral infrared sounders. Its accuracy is studied in a theoretical framework where the observations and the numerical model are supposed perfect. Of particular interest is the number of independent information that can be found on the cloud according to the number of channels used. The technical implementation of the method is also briefly discussed. The MMR scheme is validated with the Atmospheric Infrared Sounder (AIRS) instrument using simulated observations. This new method is compared with the cloud-detection scheme from McNally and Watts that is operational at the European Centre for Medium-Range Weather Forecasts (ECMWF) and considered to be the state of the art in cloud detection for hyperspectral infrared sounders.
Introduction
The influence of clouds on infrared observations is complex and, despite recent advances in radiative transfer models, the representation of the radiative impact of clouds remains imperfect. Data assimilation studies aiming at using cloud-affected observations are encouraging, especially techniques of cloud clearing (Joiner and Rokke 2000) or simultaneous estimation of cloud parameters (Chevallier et al. 2002) . However, most numerical weather prediction (NWP) centers still utilize cloud-detection schemes in order to reduce satellite radiance datasets to clear or opaque clouds. Different algorithms are available for infrared hyperspectral sounders, some simply being adapted from their version for the Advanced Television Infrared Observation Satellite (TIROS) Operational Vertical Sounder (ATOVS), others specifically designed to exploit the potential of hyperspectral observations. Information from imagers [Moderate Resolution Imaging Spectroradiometer (MODIS), Advanced Very High Resolution Radiometer (AVHRR), Atmospheric Infrared Sounder visible/near infrared (AIRS VIS/NIR)] in the visible and near infrared is extremely valuable but requires the simultaneous availability of two sources of independent data and their collocation. Therefore, the information from imagers is currently deemed too costly for operational use. Despite their lower vertical resolution, imagers can still be used to validate cloud-detection methods. Cloud-detection methods typically use measured radiances and the model equivalent for all or part of the observed spectrum. We can distinguish two classes of detection scheme: 1) Schemes providing a cloud mask with binary information for each pixel: ''clear/cloudy.'' The approach at the National Environmental Satellite, Data, and Information Service (NESDIS; Goldberg et al. 2003) relies on empirical thresholds between observations and the NWP model including the sea surface temperature derived from the NWP model compared to the one empirically calculated from four channels from AIRS. In this method, a channel from AIRS is also inferred from three channels from collocated Advanced Microwave Sounding Unit A (AMSU-A) measurements. The method developed by Serio et al. (2000) calculates autocorrelation functions for the AIRS spectrum in the 800-900-cm 21 window. These results are compared with a clear spectrum of reference and a cloud mask is derived by assuming that the soundings contaminated by clouds present a different morphology compared to the clear soundings. It is also possible to use Bayes's theorem to variationally calculate the probability of cloud (English et al. 1999) . Alternatively, the one-dimensional variational data assimilation (1D-Var) inversion technique can be modified to retrieve cloud parameters simultaneously with temperature and humidity profiles (Susskind et al. 2003; Pavelin et al. 2008) . 2) Schemes seeking to find the cloud characteristics. In general, these consist in the cloud-top pressure and its effective emissivity (i.e., its emissivity multiplied by the cloud fraction). This approach allows the use of clear channels peaking above the clouds and this represents a considerable advantage knowing that about 90% of pixels with a diameter on the order of 15 km are contaminated by clouds and even more so in sensitive areas where numerical model errors model grow most rapidly (McNally 2002; Fourrié and Rabier 2004) . A classic method used for many years is CO 2 -slicing (Chahine 1974; Menzel et al. 1983; Smith and Frey 1990) . Output from the radiative transfer model (RTM) and observations are compared for channels in the longwave CO 2 absorption band (15 mm). The radiative contrast between cloudy and clear radiances is used to retrieve the cloud-top pressure. This method assumes that the clouds bodies are gray (i.e., that the emissivity does not vary between different selected channels). The minimum local emissivity variance (MLEV) method (Huang et al. 2004 ) is a variant specially adapted to hyperspectral sounders and it searches the cloud-top pressure which allows the smallest local variation of the effective emissivity for the cloud. It is also possible to include the cloud-top pressure and emissivity effective in the control variable of a 1D-Var analysis (Eyre and Menzel, 1989) . This technique, however, requires a first guess sufficiently close to the truth to describe the problem linearly. In practice, we can use results from the CO 2 -slicing method as a starting point for a variational estimate (Li et al. 2001 ).
The cloud-detection scheme used operationally at the European Centre for Medium-Range Weather Forecasts (ECMWF) for AIRS observations is detailed in McNally and Watts (2003, hereafter MW03) . Assuming the model first guess is close enough to the truth, it identifies the cloud signature through a recognition scheme based on deviations between the first guess and the observations. Observations are compared to their model equivalent calculated in clear sky. For five distinct spectral bands (15, 9, 6, 4.5, and 4.2 mm) , channels are ranked according to their relative sensitivity to the presence of a cloud. This sensitivity is represented by the altitude a black cloud opaque should have for its radiative impact to be equal to a threshold of 1%. In practice, this altitude is calculated from the outputs of the RTM providing clear radiance data and cloudy radiances for each model vertical level. We consider here the operational implementation of MW03 at ECMWF prior to the implementation of the so-called cross-band option, which would rely solely on the 15-mm band to perform cloud detection for the whole spectrum. In the space of the ranked channels (from top to bottom), the departures from the first guess are smoothed using a low-pass filter that reduces the effect of instrumental noise. A search for the channel from which departures are monotonically growing is performed by setting a threshold on the gradient. The channels above this point are considered clear while those below are declared cloud contaminated. Dahoui et al. (2005) studied the performance of four cloud-detection schemes (NESDIS, CO 2 slicing, MLEV, and ECMWF) and provided a validation using the National Aeronautics and Space Administration (NASA) MODIS level-2 cloud mask data collocated with AIRS pixels. The four schemes render satisfactorily cloud structures at synoptic scale. ECMWF and CO 2 slicing are the two most precise schemes and they are comparable with each other. However, very low clouds and broken clouds are difficult to detect. In this paper, the ECMWF operational scheme will serve as reference for the investigations on the cloud detection. Despite showing acceptable performance for data assimilation, some deficiencies have been identified such as residual cloud contamination, undersampling for window channels, and asymmetric selection for channels in the water vapor spectral band. It follows that the population selected by the cloud detection can significantly differ from the clear true population. Auligné and McNally (2007) have shown that these deficiencies can affect the observation bias correction and trigger a detrimental feedback loop. Collard (1999) studied in a theoretical context for the Infrared Atmospheric Sounding Interferometer (IASI) the influence of cloud residual on the quality of temperature and humidity inversions. They concluded that it is desirable to minimize the imperfections of the cloud-detection scheme because they can significantly impact the quality of the analysis. There are many approaches to detect clouds, but not all meet the constraints of operational assimilation. The need for robustness and speed makes collocation between different instruments difficult in real time. An alternative method is proposed in this paper for efficient retrieval of information about the clouds and identification of clear channels.
This paper is organized in the following manner. The description of the new method is presented in section 2. We analyze the theoretical precision in section 3 and describe practical implementation details in section 4. Experiment results with simulated observations are shown in section 5. Finally, section 6 concludes this work and introduces a second part focusing on real observations.
Method
As in the MW03 scheme, we identify the signature of a cloud from the differences between observations and NWP model. However, model error or residual bias can have the same spectral signature as a cloud and they will be attributed to cloud contamination. Therefore, it is an implicit assumption that the model first guess is sufficiently accurate or that the signature of the cloud is difficult to reproduce. Rather than seeking to distinguish clear channels from cloudy channels, we model the cloud in a simple way for each pixel and use this crude cloud estimate in the radiative transfer calculations to match the observations with their model equivalent. We denote by R8 n the clear-sky radiance at frequency n. This radiance is calculated from the model first guess using the RTM. Radiances calculated for a thin opaque cloud located at level k are denoted by R Ák n . The radiative effect of the cloud is modeled by a stack of thin black clouds for N vertical model levels. At each level k, we consider the cloud fraction seen by the satellite, which is assumed to be independent of frequency and is denoted by X k . Every fractional cloud at level k completely blocks the radiation at lower levels and, therefore, we can neglect the concept of cloud overlap. Radiation transmitted to the satellite from the levels lower than k can only originate from the pixel fraction left clear by levels 1-k.
Denote by X8 the fraction of clear sky. The modeled cloudy radiance can be expressed for each frequency n by
The clear fraction of the satellite pixel can then be expressed as follows:
This representation of the cloud can be applied to all observation points (e.g., over an assimilation time window of 6 or 12 h). For simplicity, we will not represent the observation indices. The objective of this method is to adjust for each observation point the N 1 1 cloud fractions defining the cloud model for its radiative impact to be the closest possible to the measured radiances R obs n . If we follow a least squares approach, this is equivalent to minimizing the following cost function:
where X is the vector of N cloud fractions and n the index of the measured channels. This method can represent gray clouds, with an emissivity different from one, simply by adjusting the cloud fraction. Indeed, the effective emissivity used in the RTM is the product of the emissivity by the cloud fraction. Similarly, semitransparent clouds can be represented by considering their radiative impact to be the sum of radiances from fractional opaque cloud and a portion of clear sky. This proposed approach is quite similar to the minimum residual method described by Eyre and Menzel (1989) , which, however, only addresses the case of a single-layer cloud and adjusts only two parameters: cloud-top pressure and cloud fraction.
As shown in Eq. (3), the method minimizes the L 2 norm of the residual between observed and modeled radiances. However, the Planck function makes it difficult to compare radiances at different frequencies. Susskind et al. (1987) chose to minimize residuals in brightness temperature because they are more comparable. Chahine (1975) normalized each residual by the observed radiance values. We chose in this study to normalize the residuals by the clear radiance calculated by the RTM, which results in the following dimensionless cost function:
For this paper, we assume that we do not have any prior information about the cloud fractions. Indeed, cloud parameters are often not available or produced by NWP models with systematic errors, especially for short-term forecasts affected by spindown effects. We must perform a retrieval starting from a noninformative prior, which is equivalent to using the inversion methodology from Rodgers (1996) but replacing the Gaussian prior by a bounded uniform distribution.
Theoretical precision
Differentiating Eq. (4) and substituting R cld n and X8 by their expressions in Eqs. (1) and (2), we obtain the gradient of the cost function with respect to the cloud fraction for each model vertical level k:
The Hessian matrix of the considered problem is independent of the starting point of the minimization and can be written as follows by differentiating Eq. (5):
This Hessian matrix represents the analytical precision (i.e., the inverse of the analysis error covariance matrix) for the retrieval of cloud fractions from a noninformative background with a bounded uniform distribution. It relies on the radiative contrast between cloudy and clear calculations of the RTM over the spectrum of observed frequencies. Depending on their frequency, radiance observations are sensitive to different levels in the atmosphere. The information used to derive the cloud vertical extent comes from the spectral signature of cloud opacity at every vertical level. Let us consider AIRS observations transmitted in near-real time to NWP centers for a 6-h time window. The dataset includes more than four orbits of observations sampled every 18 pixels, which ensures good coverage. The 324 channels provided by NESDIS are integrated in the variational cost function, and the transfer radiation is calculated using the Radiative Transfer for ATOVS (RTTOV) model (Saunders et al. 1999; Matricardi et al. 2001 ). The NWP model is the Integrated Forecast System (IFS) model from ECMWF with a horizontal truncation T159 and 60 vertical levels. Figure 1 shows an example of the cloudy versus clear radiance ratio R Ák n /R8 n for AIRS in the longwave band as a function of the cloud vertical level k (omitting five levels near the model top). Regions in blue (red) represent frequencies and vertical levels with maximum (minimum) cloud opacity. It is apparent in this example that some (low) vertical levels are underobserved since none of the channels have sufficient sensitivity to a cloud at these levels. Therefore, even in the ideal case with perfect observations and more channels than vertical levels, there may be cloud fraction levels that cannot be retrieved properly.
We decide to restrict the cloud retrieval to levels below 100 hPa, which reduces the size of control variable to 35 cloud fractions. The Hessian described in Eq. (6) is averaged over all observations and shown in Fig. 2 . Indices of the control variable represent the model levels from 100 hPa to the ground. Since the Hessian represents the precision of the analysis, we can expect better accuracy for high clouds compared to low clouds. Indeed, as shown earlier, high clouds result in strong radiative impact across the observed spectrum while low clouds will only slightly alter a restricted set of channels.
We calculate an eigenvalue decomposition of the Hessian, and we focus on the leading eigenvalues, which are shown in Fig. 3 for various sets of AIRS channels and also for High Resolution Infrared Radiation Sounder (HIRS) channels. We note that AIRS longwave band, despite its 141 channels, does not bring much additional information about the cloud compared to HIRS channels. In contrast, the combination of longwave temperature channels with those sensitive to moisture provides significant improvement in the description of the cloud. Window and shortwave temperature channels are also informative, especially for those around 4.2 mm. We recall this is a theoretical precision, representative of the spectral signature of the cloud opacity as calculated by the RTM. In practice, the accuracy will probably be lower because of errors in the NWP model, approximations in the RTM, instrumental noise, and residual bias in the observation departures. These errors and biases may introduce correlation in the residuals, which will reduce the number of independent pieces of information and will cause the current method to be suboptimal. For example, results are expected to be significantly worse than the theoretical precision for the water vapor band, which is contaminated by inaccurate representation of the water vapor continuum in the radiative transfer calculation, large biases in the NWP model, and representativeness error. A better formulation of the cost function in Eq. (4) would require the inverse of the full observation error covariance matrix. Figure 4 represents the eigenvectors corresponding to the four leading eigenvalues. The first eigenvector contains virtually no vertical information and can be reduced to the vertically integrated cloud amount in the pixel. The following eigenvectors exhibit vertical structures, which get finer as the eigenvalues decrease and they provide information on the position and the vertical extension of the cloud. We confirm that low clouds will probably be described less accurately compared to middle and high clouds because they are less represented in the set of leading eigenvectors.
Practical implementation
We are facing a constrained minimization problem since the control variable is composed of N 1 1 pixel fractions (N cloudy and one clear) subject to the following rules:
and
These constraints can also be used to define probabilities. We can develop the analogy between the considered problem and a classification algorithm where the N 1 1 control variables correspond to mutually exclusive classes of clouds based on their height. The minimum of the cost function in Eq. (4) given the constraints in Eqs. (7) and (8) probability distribution through a mixture model that linearly combines Gaussian kernel functions. An elegant way to force the solution to satisfy these conditions is to use a variable transform involving the normalized exponential, also called softmax function (Bridle 1990 ):
where b is a parameter that controls the degree of increase in the contrast of the softmax function. This function is often used as activation function in neural networks for classification problems because it is a generalized version of the classical ''winner takes all'' model that assigns a weight of 1 to the ruling class and 0 to all other classes. One can show through Bayes's theorem that, for parameters with exponential distributions (e.g., Gaussian distributions), the softmax function can be used to represent the probability of class membership conditioned on the observations (Bishop 1995) . The calculation of the solution requires a minimization algorithm, which can be as simple as a gradient descent technique. However, to achieve faster convergence we decided to use a limited memory quasi-Newton algorithm with a dynamical preconditioner called M1QN3 and developed at Inria by Gilbert and Lemaréchal. The preconditioner is based on a square root of the Hessian computed for each observation point. An average value of the preconditioning is shown in Fig. 5 with a logarithmic color scale.
An alternative to the softmax change of variable is to express the fraction of clear sky X8 through Eq. (2) and to exclude it from the control variable. In this approach the control variable is reduced to N cloud fractions. The remaining constraint requires ensuring that all cloud fractions stay between 0 and 1. This can be enforced via FIG. 7 . Population of simulated observations for which the cloud-top pressure estimation error in the MMR scheme is greater than 50 hPa. The coordinates represent the simulated cloud pressure (x axis) and latitude (y axis). The color palette corresponds to the estimation error in hPa. the use a bound-constrained minimization algorithm such as N2QN1 (also developed at Inria). Alternatively, we can implement a ''weak'' constraint by adding a penalty term to the cost function in Eq. (4), which will penalize cloud fractions outside the desired range. This term needs to be sufficiently large to influence the solution but small enough to conserve a good convergence rate.
In practice different minimizations and constraints have been tested (not shown). While the convergence rate may vary, we did not notice significant differences in the final solution. The rest of the paper will show results using the N2QN1 bound-constrained minimization algorithm. We will now briefly discuss the potential problem of nonuniqueness in the solution. This issue can arise when the inversion problem is underdetermined and it can happen even in the ''ideal'' case with perfect observations, when d A part of the control variable is not sufficiently observed (i.e., when the observed spectrum does not show enough sensitivity to clouds at certain heights).
d There are more vertical levels than channels. In this case, even though each observation is assumed to provide an independent piece of information, there are more unknown variables than pieces of information.
d Clouds at different heights show opacity with the same spectral signature over the observed frequencies. The
Hessian matrix becomes singular and we lose the ability to distinguish solutions involving clouds at these levels.
In these examples, multiple solutions can equally minimize the cost function in Eq. (4) and we must introduce a regularization to ensure the uniqueness of the solution. Since we have a noninformative prior with a bounded uniform distribution, we cannot implement the classic Tikhonov regularization involving a Gaussian prior (Rodgers 1996) . Future work will address the possibility to introduce information about the cloud vertical extent through a Gaussian prior. The bound constraint on the cloud fractions (through a variable transform, a constrained minimization algorithm or a weak-constraint term in the cost function) can be viewed as a regularization term, but it is unlikely to be sufficient to guarantee a unique solution. Additional regularization can be performed by the following:
d Performing a variable transform using the eigenvectors of the Hessian and truncating to the leading eigenpairs.
d Performing an ensemble of retrievals with added noise to the prior and the observations, and then computing the mean solution.
d Stopping the iterative minimization process (gradient descent or quasi Newton) prior to full convergence. Even though several options were tested, this paper will only show results using the latter regularization option. In essence, ambiguous directions (e.g., levels with the same cloud opacity over the observed spectrum) will be attributed similar gradients in Eq. (5) and, because we are starting from a bounded uniform prior distribution, this will result in similar increments. Hence, the current method will spread the cloud in the vertical according to the uncertainty in the cloud vertical location. The more information available, the tighter the fit of the solution to the actual cloud vertical extent.
Because of the bound constraint on the minimization, the cost function is not strictly quadratic as in Eq. (4) and it could contain local minima. Hence, there is no guarantee that the solution of the minimization corresponds to the global minimum. We have performed sensitivity studies (not shown) by perturbing the observations and starting from different priors (e.g., entirely clear profile vs entirely cloudy profile) and found the results of the experiments in the next section to be robust.
Application to simulated observations a. Single-layer clouds
We consider a set of AIRS data received during a period of 6 h covering a large part of the globe (approximately four orbits). We use a selection of 324 channels (from 2378) provided by NESDIS with a spatial sampling of 1 /18. The first guess comes from a shortterm forecast with the ECMWF IFS model, and it is converted into radiances using the RTTOV radiative transfer model. For each observation point, we define a ''true'' cloud by simulating a thin opaque cloud at a randomly determined vertical level between 200 hPa and the ground. The radiative effect of the cloud is calculated for all AIRS channels using RTTOV. This procedure creates a set of pseudo-observations for all AIRS observation points, which are then provided to both MW03 and multivariate minimum residual (MMR) cloud-detection schemes. We recall that none of these schemes is specifically designed to return the top pressure of the cloud. Indeed, MW03 defines a list of clear FIG. 10 . As in Fig. 6 , but noise is added to the observation-minus-background departures consistent with the standard deviations in Fig. 9 (with no correlation between channels). channels for assimilation and MMR provides a profile of cloud fractions at every model level. The cloud-top pressure P cld will be estimated as follows:
d For the MW03 scheme, we determine the lowest clear channel. We then define P cld as the maximum pressure that a black cloud should have for its radiative impact to affect the channel by at least 1%.
d For the MMR scheme, clear and cloudy simulated radiances are compared for every channel. Channels for which the difference exceeds a certain threshold (e.g., 1% of the clear radiance) are declared cloudy. Then P cld is determined from the lowest clear channel as for MW03.
The true simulated cloud pressure P sim is compared with P cld estimated by the two schemes. Figure 6 represents the estimation error P sim 2 P cld for MW03 (left) and MMR (right). The distribution of the estimation error is larger for the scheme MW03 that has a tendency to estimate the cloud above its actual vertical level. The MMR scheme correctly estimates the altitude of the cloud in the majority of cases. To identify the few situations where the clouds are misplaced, Fig. 7 shows the population for which the estimation error is greater than 50 hPa. Two groups stand out among this population, which can be characterized by the cloud altitude and latitude of the observation point:
d High clouds over the high latitudes. At these latitudes and especially over polar regions, quasi-isothermal vertical profiles can be present. The radiative impact of a vertical displacement of the cloud becomes low, which explains the high uncertainty on the cloud-top pressure.
d Low clouds (mainly below 800 hPa) for all latitudes. It was mentioned previously that the accuracy of the MMR scheme is probably lower for low clouds, due to a lack of radiative contrast at these levels. Figure 8 represents the estimation error of the MMR scheme for all clouds located below 800 hPa. It is found that the MMR estimate is satisfactory in a large majority of cases, which means the scheme remains attractive even for low clouds.
The performance of both cloud-detection schemes are most likely overestimated because we are placed in the idealized case with perfect observations where the first guess and the observations only differ through the cloud FIG. 11 . As in Fig. 10 , but the simulated clouds have a fraction equal to 0.5 (instead of 1.0).
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A U L I G N É effect. For every pixel, we should actually retrieve the exact solution provided that there are more significant independent pieces of information in the observations than the number of vertical levels to retrieve, the absolute sensitivity over the observed spectrum for every level is significantly positive, and each level has a significantly different radiative signature over the observed channels. We define significant as greater than machine precision to avoid contamination by numerical noise.
In reality, the cloud-detection scheme is presented with departures, which can contain residual biases and random errors. The real statistical departures are shown in Fig. 9 for AIRS channels. The residual bias is low because the data were subject to a variational bias correction (Auligné et al. 2007; Auligné 2007) , and the standard deviations vary along spectral bands with values around 0.9 K for the upper stratosphere, 0.6 K the lower stratosphere, 0.5 K for the midtroposphere, and 0.9 K for window channels. The water vapor band presents error standard deviations significantly higher between 1.5 and 2 K. For each channel, we now introduce a random noise to the pseudo-observations, which is proportional to these error standard deviations. This approach aims to simulate errors between observations and the first guess; however, it neglects error correlations between different channels. The estimation of cloud-top pressure is repeated for MW03 and MMR with the simulated noisy observations. The result is presented Fig. 10 and shows performance degradation for both schemes compared to the estimation without noise. However, the degradation is less pronounced for MMR, suggesting that MMR is less sensitive than MW03 to errors in observation-minus-first-guess departures. We need to specify that this estimation of the performance with uncorrelated observation error is still optimistic since it neglects the correlated errors from the NWP model, the radiative transfer calculation, and discrepancies in representativeness. Furthermore, the water vapor channels provide here an important source of information for the vertical extent of clouds due to their sharp weighting functions. In reality, we should account for errors in the height of these weighting functions due to uncertainties in the background water vapor profiles.
Most validation studies of cloud-detection schemes conclude that schemes are less reliable for fractional cloud (Dahoui et al. 2005) since the radiative impact of the cloud becomes smaller as the cloud fraction decreases. To investigate this phenomenon, we repeat the previous experiment with a cloud fraction equal to 0.5. The estimation error for the two schemes is presented in Fig. 11 . The MW03 cloud-top pressure estimation is too high for a majority of situations, which can potentially contaminate the analysis with residual cloudy channels if these are not properly handled in the RTM. The performance is also slightly reduced for MMR but it is very similar to that for an opaque cloud, suggesting that MMR stays attractive for fractional clouds. In addition, MMR provides a profile of cloud fractions, with the caveats mentioned earlier that are reflected in two ways for cloud fractions estimated by MMR:
d Some very low clouds are not detected and MMR produces a total cloud fraction equal to 0%.
d The highest clouds are correctly detected but an additional cloud is estimated near the surface producing a total cloud fraction close to 100% cloud. Figure 12 represents the total cloud fraction estimated by the MMR scheme while the cloud is simulated with a constant fraction equal to 50%. We note that, apart from the cases related to low clouds described above (cloud fractions equal to 0% or 100%), the MMR scheme estimates reasonably well the simulated cloud fraction.
b. Multilayer clouds
This section also involves simulated observations but it focuses on MMR's skill to retrieve the vertical extension of clouds. Because MW03 does not have this ability, it will not be used for comparison here. The experimental design differs significantly from the previous section. The numerical model is the Weather Research and Forecasting (WRF) Model (Skamarock et al. 2008) . A forecast was initialized from the Global Forecast System (GFS) analysis at 1200 UTC 6 June 2009 and run for 6 h over the central region of the United States at a convectionallowing horizontal resolution of 4 km. On the vertical, we used 57 levels up to a model top of 10 hPa. We used the Morrison microphysical scheme (with prognostic variables for cloud liquid water, ice, rain, snow, graupel, and hail mixing ratios), which has been shown to produce realistic cloud forecasts (Morrison et al. 2005) . These hydrometeor variables, together with temperature and water vapor, are input into the Community Radiative Transfer Model (CRTM; Han et al. 2006 ) to compute simulated brightness temperatures for AIRS. The same set of AIRS channels is selected here, except for a few channels that were rejected because of their sensitivity to the lower model top.
In this experiment, perfect observations are simulated from the model run at every model grid point (without any interpolation) and will be used to test the MMR scheme with three-dimensional cloud information. Figure 13 shows the simulated observations for AIRS window channel 787 (around 11 mm). Figure 14a represents a scatterplot of these simulated observations versus their counterpart using the radiative transfer in clear sky. The large discrepancies correspond to the radiative signature of clouds for this channel. As we have explained above, the MMR uses the contrast between clear and cloudy simulated observations to construct a vertical profile of cloud fractions at every observation point. As expected in this idealized environment, the MMR is able to fit the observations very closely as shown in Fig. 14b . Figure 15 shows the retrieved cloud fraction at different model vertical levels, and also the total column cloud fraction. In this retrieval process, every observation point is retrieved independently, and, therefore, the geographical consistency with clear physical patterns demonstrates the stability of the MMR scheme. Moreover, a clear ability to discriminate clouds at different altitudes is noticeable. Figure 16 shows two vertical cross sections, respectively, along 398N and the southwest-northeast diagonal. The comparison of the retrieved cloud fraction profiles (line contours) with the sum of cloud condensates in the perfect model (green) shows a very good match in locations and altitude of the clouds. In some cases even multilayered clouds are properly represented. While the cloud-top level is very accurately determined, the cloud base can be poorly determined for optically thick clouds, due to a lack of sensitivity in the infrared spectrum.
It is evident that such a simulated experiment, with a perfect model background (for temperature and water vapor) and perfect observations, is prone to overestimating the skill of the cloud retrieval. Nevertheless, the performance of MMR in simulation is remarkable and it shows that more than cloud-top information can be retrieved from infrared sensors. 
Conclusions
A new scheme, called the multivariate minimum residual (MMR), has been introduced to detect clouds and retrieve their vertical extension. It uses cloud-free information from a numerical model and radiances from satellite infrared sensors. The retrieval of cloud fraction profiles is based on the variational solution of small independent near-linear problems. The theoretical precision of the algorithm has been presented and can be used to precondition the retrieval. The precision depends on the information content in the observations, the number of model vertical levels, and the radiative contrast of opaque clouds compared to clear sky.
The scheme has been implemented for the AIRS instrument and evaluated with simulated observations. For single-layer clouds, MMR compares favorably to the scheme from MW03, indicating its potential use in operational data assimilation as a cloud-detection scheme. Furthermore, MMR provides extra information about the cloud vertical profile. This paper is the first in a two-part publication. The second part (Auligné 2014 ) will expand the current study and validation of the MMR scheme, and will focus on real satellite observations.
