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Abstract
In this paper, we establish existence, multiplicity and nonexistence of periodic solutions for a class of ﬁrst-order neutral difference
systems. Our approach is based on a ﬁxed point theorem in cones as well as some analysis techniques.
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1. Introduction
The existence of periodic solutions for difference equations has been extensively considered by many authors
[10,7,1,3,12,8]. Recently, existence of multiple solutions of functional differential equations has been studied and
some results have been obtained [11,5,13]. Wang [11] investigated existence, multiplicity and nonexistence of positive
periodic solutions for the equation
d
dt
x(t) = a(t)g(x(t))x(t) − b(t)f (x(t − (t))),
where  is a positive parameter.
To our best knowledge, few papers are on multiplicity of periodic solutions of neutral functional difference systems.
In this paper, we consider the following ﬁrst-order neutral difference system:{(x(n) − cx(n − )) = a1(n)g1(x(n))x(n) − b1(n)f1(x(n − 1(n)), y(n − 1(n))),
(y(n) − cy(n − )) = a2(n)g2(y(n))y(n) − b2(n)f2(x(n − 2(n)), y(n − 2(n))),
(1)
where ai(n), bi(n) (i = 1, 2) are positive T-periodic sequences, and i (n), i (n) (i = 1, 2) are positive T-periodic
integer sequences, x(n)= x(n+ 1)− x(n) and y(n)= y(n+ 1)− y(n), ,  are positive parameters, c is a constant
and |c| = 1,  is a positive integer.
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Let Z be a set of all integers, N∗ = {0, 1, 2, . . . , T − 1}, X be a set deﬁned by
X = {x|x(n), x(n + T ) ≡ x(n), n, T ∈ Z}
with the norm deﬁned by ‖x‖X = max{|x(n)| : n ∈ N∗}. For any x, y ∈ X, deﬁne ‖(x, y)‖2 = ‖x‖X + ‖y‖X. Then
(X2, ‖ · ‖2) and (X, ‖ · ‖X) are Banach spaces.
Additionally, assume that (a, b), (c, d) ∈ R2, we say (a, b)< (c, d) if and only if ac and b<d or a < c and bd
or a < c and b<d; we say (a, b)(c, d) if and only if ac and bd. Similarly, we can deﬁnite (a, b)> (c, d) and
(a, b)(c, d).
Let A : X2 → X2 deﬁned by
(A(x, y))(n) = ((A1x)(n), (A2y)(n))T,
(A1x)(n) = x(n) − cx(n − ), (A2y)(n) = y(n) − cy(n − ).
Lemma 1.1. If |c| = 1, then A1 and A2 have continuous bounded inverses A−11 and A−12 on X, respectively, and for
all x, y ∈ X,
(A−11 x)(n) =
{∑
j0 c
j x(n − j), |c|< 1,
−∑j1 c−j x(n + j), |c|> 1
and
(A−12 y)(n) =
{∑
j0 c
j y(n − j), |c|< 1,
−∑j1c−j y(n + j), |c|> 1,
‖A−11 x‖X
‖x‖X
|1 − |c|| ,
‖A−12 y‖X
‖y‖X
|1 − |c|| .
Proof. According to [14,9], we can get the above equalities and then verify the results of Lemma 1.1. 
For system (1), we suppose that:
(F1) fi, gi ∈ C(R2+, R2+) (i = 1, 2) and there exist positive constants li and Li (i = 1, 2) such that 0< ligi(u, v)
Li < + ∞ for any (u, v) ∈ R2+ and i = 1, 2. For any (u, v) ∈ R2+ and i = 1, 2, fi(u, v)> 0;
(F2) f1∞ := limu+v→∞ f1(u, v)/(u + v) = ∞ and f2∞ := limu+v→∞ f2(u, v)/(u + v) = ∞.
We assume that (F1) holds in whole paper and the assumption (F2) is only needed for the results in Section 3 and
Theorem 4.3.
For i = 1,2, deﬁne
Ai = 1∏n+T−1
r=n [ai(r)Li + 1] − 1
, Bi =
∏n+T−1
r=n [ai(r)Li + 1]∏n+T−1
r=n [ai(r)li + 1] − 1
,
and = min{Ai/Bi, i = 1, 2}, for any r > 0, we denote
M(r) = max
{
fi(u, v) : 0u + v r1 − |c| , i = 1, 2
}
,
1 = max
{
BiLi |c|∑T−1s=0 ai(s)
1 − |c| , i = 1, 2
}
,
k = min
{
,
1
1 + 1
}
.
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In this paper, we discuss existence of positive T-periodic solutions of (1) as c ∈ (−k, 0].
We aim to establish existence, multiplicity and nonexistence of positiveT-periodic solutions for the ﬁrst-order neutral
difference system (1). Our approach is based on a ﬁxed point theorem in cones as well as some analysis techniques
which are used by Wang [11]. The rest of this paper is organized as follows: Section 2 is about statement of the method
(a ﬁxed point theorem in cones) and some lemmas which play important role in the proofs of the main results; in
Sections 3 and 4, we establish our main results and give the proofs and an example.
2. Preliminaries
We ﬁrst state the following well-known result. For the proof, we refer to the classical works [6,2,4].
Lemma 2.1 (Krasnoselskii [6], Deimling [2] and Guo and Lakshmikantham [4]). Let E be a Banach space and K a
cone in E. For r > 0, deﬁne Kr = {u ∈ K : ‖u‖<r}. Assume that T : Kr → K is completely continuous such that
T x = x for x ∈ Kr = {u ∈ K : ‖u‖ = r}.
(i) If ‖T x‖‖x‖ for any x ∈ Kr , then i(T ,Kr,K) = 0.
(ii) If ‖T x‖‖x‖ for any x ∈ Kr , then i(T ,Kr,K) = 1.
(iii) AssumeU1 andU2 are two subsets inKr andopen inK such thatU1∩U2=∅andT u = u for anyu ∈ Kr\(U1∪U2),
then i(T ,Kr,K) = i(T , U1,K) + i(T , U2,K).
(iv) If i(T ,Kr,K) = 0, then T has at least one ﬁxed point in Kr .
Next, we transfer existence of positive T-periodic solutions of (1) into existence of positive ﬁxed points of some
ﬁxed point mapping.
In order to establish existence, multiplicity and nonexistence of positive T-periodic solutions for (1), we ﬁrst consider
the following system:{
x(n) = a1(n)g1((A−11 x)(n))(A−11 x)(n) − b1(n)f1((A−11 x)(n − 1(n)), (A−12 y)(n − 1(n))),
y(n) = a2(n)g2((A−12 y)(n))(A−12 y)(n) − b2(n)f2((A−11 x)(n − 2(n)), (A−12 y)(n − 2(n))),
(2)
where A−11 and A
−1
2 are deﬁned in Lemma 1.1. By Lemma 1.1 and the deﬁnitions of Ai and A
−1
i , we conclude that
Lemma 2.2. (x(n), y(n)) is a T-periodic solution of (2) if and only if ((A−11 x)(n), (A−12 y)(n)) is a T-periodic solution
of (1).
Aiming to apply Lemma 2.1 to system (2), we rewrite (2) as{
x(n) = a1(n)g1((A−11 x)(n))x(n) − [a1(n)G1(x(n)) + b1(n)f1((A−11 x)(n − 1(n)), (A−12 y)(n − 1(n)))],
y(n) = a2(n)g2((A−12 y)(n))y(n) − [a2(n)G2(y(n)) + b2(n)f2((A−11 x)(n − 2(n)), (A−12 y)(n − 2(n)))],
where
G1(x(n)) = −cg1((A−11 x)(n))(A−11 x)(n − ), G2(y(n)) = −cg((A−12 y)(n))(A−12 y)(n − ).
Let K be a cone in X2 deﬁned by
K = {(u, v) ∈ X : u(n)‖u‖X, v(n)‖v‖X}.
For r > 0, deﬁne r by r = {(u, v) ∈ K : ‖(u, v)‖2 <r}, then r = {(u, v) ∈ K : ‖(u, v)‖2 = r}. Let the operator
Q, : K → X2 be deﬁned by
Q,(u, v)(n) = (Q1(u, v)(n),Q2(u, v)(n)),
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Q1(u, v)(n) =
n+T−1∑
s=n
K1u(n, s)[a1(s)G1(u(s)) + b1(s)f1((A−11 u)(s − 1(s)), (A−12 v)(s − 1(s)))],
Q2(u, v)(n) =
n+T−1∑
s=n
K2v(n, s)[a2(s)G2(v(s)) + b2(s)f2((A−11 u)(s − 2(s)), (A−12 v)(s − 2(s)))],
where
K1u(n, s) =
∏n+T−1
r=s+1 [a1(r)g1((A−11 u)(r)) + 1]∏n+T−1
r=n [a1(r)g1((A−11 u)(r)) + 1] − 1
,
K2v(n, s) =
∏n+T−1
r=s+1 [a2(r)g2((A−12 v)(r)) + 1]∏n+T−1
r=n [a2(r)g2((A−12 v)(r)) + 1] − 1
, nsn + T − 1.
The assumption (F1) implies that
0<A1K1u(n, s)B1, 0<A2K2v(n, s)B2, nsn + T − 1.
Lemma 2.3. (u(n), v(n)) is a T-periodic solution of (2) if and only if (u(n), v(n)) is a ﬁxed point of Q,.
Proof. Assume that (u(n), v(n)) is a ﬁxed point of Q,, then Q,(u, v)(n) = (u(n), v(n)), that is
u(n) =
n+T−1∑
s=n
K1u(n, s)[a1(s)G1(u(s)) + b1(s)f1((A−11 u)(s − 1(s)), (A−12 v)(s − 1(s)))].
Let
H1(s) = a1(s)G1(u(s)) + b1(s)f1((A−11 u)(s − 1(s)), (A−12 v)(s − 1(s))),
H2(s) = a2(n)G2(v(s)) + b2(s)f2((A−11 u)(s − 2(s)), (A−12 v)(s − 2(s))),
then we have
u(n) = u(n + 1) − u(n)
=
n+T∑
s=n+1
K1u(n + 1, s)H1(s) −
n+T−1∑
s=n
K1u(n, s)H1(s)
=
n+T−1∑
s=n
[K1u(n + 1, s) − K1u(n, s)]H1(s)
+ [K1u(n + 1, n + T ) − K1u(n + 1, n)]H1(n)
= a1(n)g1((A−11 u)(n))
n+T−1∑
s=n
K1u(n, s)H1(s) − H1(n)
= a1(n)g1((A−11 u)(n))u(n) − H1(n).
Similarly, we can prove that
v(n) = a2(n)g2((A−12 v)(n))v(n) − H2(n).
So (u(n), v(n)) is a T-periodic solution of (2).
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Assume that (u(n), v(n)) is a T-periodic solution of (2), then
(a1(n)g1((A
−1
1 u)(n)) + 1)u(n) − u(n + 1) = H1(n).
Therefore
Q1(u, v)(n) =
n+T−1∑
s=n
K1u(n, s)[(a1(s)g1((A−11 u)(s)) + 1)u(s) − u(s + 1)]
=
n+T−1∑
s=n
K1u(n, s)[a1(s)g1((A−11 u)(s)) + 1]u(s) −
n+T−1∑
s=n
K1u(n, s)u(s + 1)
=
n+T−1∑
s=n
K1u(n + 1, s)u(s) −
n+T−1∑
s=n
K1u(n, s)u(s + 1)
=K1u(n + 1, n)u(n) +
n+T−2∑
s=n
[K1u(n + 1, s + 1) − K1u(n, s)]u(s)
− K1u(n, n + T − 1)u(n) = u(n)
since
K1u(n + 1, s + 1) − K1u(n, s) = 0, K1u(n + 1, n) − K1u(n, n + T − 1) = 1.
Similarly, we can show that Q2(u, v)(n) = v(n). Thus (u(n), v(n)) is a ﬁxed point of Q,. The proof of Lemma
2.3 is completed. 
Lemma 2.4. If c ∈ (−, 0] and (x, y) ∈ K , then
(a) − |c|
1 − c2 ‖x‖X(A
−1
1 x)(n)
1
1 − |c| ‖x‖X,
− |c|
1 − c2 ‖y‖X(A
−1
2 y)(n)
1
1 − |c| ‖y‖X;
(b) for any n ∈ N∗, we have
l1|c|− |c|1 − c2 ‖x‖XG1(x(n))
L1|c|
1 − |c| ‖x‖X,
l2|c|− |c|1 − c2 ‖y‖XG2(y(n))
L2|c|
1 − |c| ‖y‖X.
Proof. (a) Since −<c0, it follows from Lemma 1.1 that
(A−12 y)(n) =
∑
j0
cj y(n − j)
=
∑
j0
c2j y(n − 2j) −
∑
j1
|c|2j−1y(n − (2j − 1))
 − |c|
1 − c2 ‖y‖X, n ∈ N
∗
,
(A−12 y)(n)
1
1 − |c| ‖y‖X.
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By similar arguments, we obtain (− |c|)/(1 − c2)‖x‖X(A−11 x)(n)[1/(1 − |c|)]‖x‖X.
(b) From part (a) and the assumption (F1), for any n ∈ N , we get
l1|c|− |c|1 − c2 ‖x‖XG1(x(n))
L1|c|
1 − |c| ‖x‖X,
l2|c|− |c|1 − c2 ‖y‖XG2(y(n))
L2|c|
1 − |c| ‖y‖X. 
Lemma 2.5. Assume that c ∈ (−, 0]. Then Q,(K) ⊂ K and Q, : K → K is completely continuous.
Proof. From the expression of Q,, we have
‖Q1(u, v)‖XB1
n+T−1∑
s=n
H1(s),
Q1(u, v)(n)A1
n+T−1∑
s=n
H1(s).
So we obtain
Q1(u, v)(n)
A1
B1
‖Q1(u, v)‖X‖Q1(u, v)‖X.
By similar method, we can show that
Q2(u, v)(n)
A2
B2
‖Q2(u, v)‖X‖Q2(u, v)‖X.
Thus
Q,(u, v)(n) ∈ K .
That is, Q,(K) ⊂ K .
From the continuity of gi ,A−1i and fi , we can conclude thatQ,(u, v) is continuous about (u, v) ∈ X2. Additionally,
we claim that Q, is compact. Since Q,(u, v) ∈ X2, it is enough to show that Q, maps the bounded set to the
bounded set. In fact, that (u, v) is bounded implies that Q,(u, v) is bounded. Therefore, Q, maps the bounded set
to the bounded set. It follows from Arzela–Ascoli Lemma that Q, is completely continuous. The proof of Lemma
2.5 is completed. 
Lemma 2.6. Assume that c ∈ (−, 0], then (x(n), y(n)) is a ﬁxed point ofQ, in K if and only if ((A−11 x)(n), (A−12 y)
(n)) is a positive T-periodic solution of (1).
Proof. If (x(n), y(n)) is a ﬁxed point of Q, in K, then by Lemma 2.3, (x(n), y(n)) is a positive T-periodic solution
of (2). It follows from Lemmas 2.2 and 2.4 that ((A−11 x)(n), (A−12 y)(n)) is a T-periodic solution of (1) and
(A−11 x)(n)
− |c|
1 − c2 ‖x‖X > 0, (A
−1
2 y)(n)
− |c|
1 − c2 ‖y‖X > 0.
Therefore, ((A−11 x)(n), (A
−1
2 y)(n)) is a positive T-periodic solution of (1).
If there exists (x(n), y(n)) such that ((A−11 x)(n), (A
−1
2 y)(n)) is a positiveT-periodic solution of (1), then (x(n), y(n))
is a T-periodic solution of (2) by Lemma 2.2. From the deﬁnition of A−11 , A−12 and c ∈ (−, 0], we have
x(n) = (A−11 x)(n) − c(A−11 x)(n − )> 0,
y(n) = (A−12 y)(n) − c(A−12 y)(n − )> 0.
Lemmas 2.3 and 2.5 imply that (x(n), y(n)) is a ﬁxed point of Q, in K. 
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3. Existence and nonexistence
Deﬁne
∑
={((, ), (u, v)) ∈ R2+\{(0, 0)} × K : (u, v) = Q,(u, v)},
∧
=
{
(, ) ∈ R2+\{(0, 0)} : ∃(u, v)> (0, 0) s.t. ((, ), (u, v)) ∈
∑}
,
M1(R) = B1
T−1∑
s=0
b1(s) max‖(u,v)‖2<R
f1((A
−1
1 u)(s − 1(s)), (A−12 v)(s − 1(s))),
M2(R) = B2
T−1∑
s=0
b2(s) max‖(u,v)‖2<R
f2((A
−1
1 u)(s − 2(s)), (A−12 v)(s − 2(s))), R > 0.
Lemma 3.1. Let −k < c0. Then∧ is nonempty.
Proof. Since −k < c0, 1|c|/(1 − |c|)< 1. For any R> 0 and (u, v) ∈ R , there exist 0 > 0 and 0 > 0 such that
‖Q0,0(u, v)‖2 = ‖Q10(u, v)‖X + ‖Q20(u, v)‖X
B1
L1|c|
1 − |c| ‖u‖X
T−1∑
s=0
a1(s) + B2 L2|c|1 − |c| ‖v‖X
T−1∑
s=0
a2(s)
+ 0B1
T−1∑
s=0
b1(s)f1((A
−1
1 u)(s − 1(s)), (A−12 v)(s − 1(s)))
+ 0B2
T−1∑
s=0
b2(s)f2((A
−1
1 u)(s − 2(s)), (A−12 v)(s − 2(s)))
1
|c|
1 − |c| ‖(u, v)‖2 + 0M1(R) + 0M2(R)<R = ‖(u, v)‖2,
which implies that ‖Q0,0(u, v)‖2 < ‖(u, v)‖2 for any (u, v) ∈ R .
From the assumption (F1), we have
fi(x, y)
x + y →
fi(0, 0)
x + y → ∞, x + y → 0, (x, y) ∈ R
2+, i = 1, 2.
Thus, we can ﬁnd an r˜ ∈ (0, R) such that for (x, y) with |x| + |y| r˜ it holds
f1(x, y)>
1 − c2
20A1
∑T−1
s=0 b1(s)(− |c|)
(x + y),
f2(x, y)>
1 − c2
20A2
∑T−1
s=0 b2(s)(− |c|)
(x + y), |x| + |y| r˜ .
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Take r = (1 − |c|)r˜ . For any n ∈ Z and i = 1, 2, if (u, v) ∈ r , then
(A−11 u)(n − i (n)) + (A−12 v)(n − i (n))
‖(u, v)‖2
1 − |c| = r˜
and G1(u(n))> 0, G2(v(n))> 0. So we get
‖Q0,0(u, v)‖20A1
T−1∑
s=0
b1(s)f1((A
−1
1 u)(s − 1(s)), (A−12 v)(s − 1(s)))
+ 0A2
T−1∑
s=0
b2(s)f2((A
−1
1 u)(s − 2(s)), (A−12 v)(s − 2(s)))
>
‖(u, v)‖2
2
+ ‖(u, v)‖2
2
= ‖(u, v)‖2,
which tells that, for any (u, v) ∈ r , ‖Q0,0(u, v)‖2 > ‖(u, v)‖2. It follows from Lemma 2.1 that i(Q0,0 ,R\
r , K) = 1. Therefore Q0,0 has a positive ﬁxed point in R\r , That is,
∧
is nonempty. This completes
the proof. 
Let
∧
1 ={> 0 : ∃0 s.t. (, ) ∈
∧} and∧2 ={> 0 : ∃0 s.t. (, ) ∈∧}. It is clear that∧ ⊆∧1 ×∧2.
Lemma 3.2. If (F2) holds and −k < c0, then∧ is bounded above.
Proof. It is sufﬁcient to show that
∧
1 and
∧
2 are both bounded above.
First, we prove that
∧
1 is bounded above.Otherwise, there exists a sequence {(m, m)} ∈
∧
such that limm→∞ m=
∞. Let (um, vm) is a ﬁxed point of Qm,m . For any n ∈ N , um(n)‖um‖X. By Lemma 2.4 , G1(um(n))0.
Thus for any n ∈ Z, we obtain
um(n)m
n+T−1∑
s=n
K1um(n, s)b1(s)f1((A
−1
1 (um))(s − 1(s)), (A−12 (vm))(s − 1(s))).
The assumption (F2) implies that for any 	1 > 0, there exists R1 > 0 such that f1(u, v)	1(u+ v) for u+ vR1. Let
	2 = min0u+vR1 f1(u, v)(u + v). Take 	= min{	1, 	2}. Since (um, vm) ∈ K , we get
f1((A
−1
1 um)(n − 1(n)), (A−12 vm)(n − 1(n)))	((A−11 um)(n − 1(n)) + (A−12 vm)(n − 1(n)))
	− |c|
1 − c2 ‖(um, vm)‖2, n = 1, 2, 3, . . . .
Thus,
‖um‖XmA1 	(− |c|)
∑T−1
s=0 b1(s)
1 − c2 ‖(um, vm)‖2m
	(− |c|)∑T−1s=0 b1(s)
1 − c2 ‖um‖X,
that is,
m
	A1(− |c|)∑T−1s=0 b1(s)
1 − c2 1,
which is a contradiction with limm→∞ m = ∞. So∧1 is bounded above. Similarly, we can show that∧2 is bounded
above. The proof of Lemma 3.2 is completed. 
Since
∧
is bounded above, (∗, ∗) = sup{(, ) : (, ) ∈∧} exists. Clearly, 0< ∗ <∞ and 0< ∗ <∞.
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Lemma 3.3. If (F2) holds and −k < c0, then (∗, ∗) ∈∧.
Proof. Suppose that a sequence (m, m) satisﬁes
(m, m) → (∗, ∗), (m, m)(m+1, m+1), m → ∞.
Let (um, vm) be a positive ﬁxed point of Qm,m . Therefore,
um(n) + vm(n)‖(um, vm)‖2.
First, we show that the sequence {(um, vm)} is uniformly bounded. Otherwise, there exist {mi} and {ni} satisfying
lim
i→∞ |umi (ni)| + |vmi (ni)| = ∞,
where (umi , vmi ) is a ﬁxed point of Qmi ,mi .
(F2) tells that, for any 	> 0, there existsR> 0 such that f1(u, v)	(u+v) for anyu+v >R. Since limi→∞ |umi (ni)
| + |vmi (ni)| = ∞, there is a positive integer N such that |umN (nN)| + |vmN (nN)|R(1 − c2)/(− |c|), mN > 0 and
mN
	A1(− |c|)∑T−1s=0 b1(s)
1 − c2 > 1.
Thus, for any n ∈ Z, we obtain
(A−11 umN )(n − 1(n)) + (A−12 vmN )(n − 1(n))
− |c|
1 − c2 ‖(u, v)‖2
 − |c|
1 − c2 (|umN (nN)| + |vmN (nN)|)R.
By Lemma 2.4 and −k < c0, for any n ∈ Z, G1(umN (n))0. It follows from the above arguments that
‖umN ‖umN (n)
mN
n+T−1∑
s=n
K1umN (n, s)b1(s)f1((A
−1
1 umN )(s − 1(s)), (A−12 vmN )(s − 1(s)))
mN
	A1(− |c|)∑T−1s=0 b1(s)
1 − c2 ‖umN ‖> ‖umN ‖,
which is a contradiction. So {(un, vn)} is uniformly bounded.
By Lemma 2.5 and that (um, vm) is a ﬁxed point of Qm,m , {(um, vm)} is equi-continuous. It follows from
Arzela–Ascoli Lemma that there exists a convergent subsequence {(umj , vmj ) : j = 1, 2, 3, . . .} of {(um, vm)}, where
(umj , vmj ) is a ﬁxed point of Qmj ,mj . Let limj→∞(umj , vmj ) = (u0, v0).
On the other hand, limm→∞(m, m) = (∗, ∗), thus, limj→∞(mj , mj ) = (∗, ∗). Since Q,(u, v) is
continuous about (u, v) and (, ). It is easy to show that (u0, v0) is a nonnegative ﬁxed point of Q∗,∗ . By the
assumption (F1), (0, 0) is not a ﬁxed point of Q∗,∗ . We conclude that (u0, v0) is a positive ﬁxed point of Q∗,∗ . That
is, (∗, ∗) ∈∧. 
Lemma 3.4. If (F2) holds and −k < c0. For any (, )> (∗, ∗), Q, has no ﬁxed points.
Proof. From the deﬁnition of
∧
and Lemmas 3.1–3.3, we can obtain this lemma immediately. 
We deﬁne∏


=
{
(, ) ∈
∧
: 

= tan 
,  = 0, 
 ∈
(
0,

2
)}
.
For ﬁxed 
 ∈ (0, /2), let ((
), (
)) = sup{(, ) ∈∏
}.
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By the deﬁnition of ((
), (
)) and the similarly arguments with Lemmas 3.1–3.4, for any 
 ∈ (0, /2), ((
), (
))
∈∧; if /= tan 
 and (, )> ((
), (
)), then Q, has no positive ﬁxed points.
Set
=
{
(
), (
) : 
 ∈
(
0,

2
)}
.
Theorem 3.5. If (F2) holds and −k < c0. There exist nonempty bounded subsets∧ and  of R2+\{(0, 0)} such that
(a)  ⊂∧;
(b) for any (, ) ∈∧, (1) has at least one positive T-periodic solution;
(c) for any (, ), if (, )> ((arctan /), (arctan /)), then (1) has no positive T-periodic solutions.
Proof. By Lemmas 3.1–3.4 and the above arguments, Theorem 3.5 is proved. 
4. Multiplicity of positive periodic solutions
Lemma 4.1. Assume that c ∈ (−, 0]. Let r > 0, for any (u, v) ∈ r , we obtain
‖Q,(u, v)‖2
[
B1
T−1∑
s=0
b1(s) + B2
T−1∑
s=0
b2(s)
]
M(r) + r|c|
1 − |c|1.
Proof. Since (u, v) ∈ r , by Lemma 2.4, for any n ∈ Z and i = 1, 2,
0(A−11 u)(n − i (n)) + (A−12 v)(n − i (n))
r
1 − |c| .
Therefore, for any n ∈ Z and i = 1, 2, we get
fi((A
−1
1 u)(n − i (n)), (A−12 v)(n − i (n)))M(r).
By similar proofs with Lemma 3.1, we get
‖Q,(u, v)‖2
[
B1
T−1∑
s=0
b1(s) + B2
T−1∑
s=0
b2(s)
]
M(r) + r|c|
1 − |c|1, (u, v) ∈ r . 
Lemma 4.2. Assume that c ∈ (−k, 0], let 	> 0. If for any (u, v) ∈ K , n ∈ Z and i = 1, 2, it holds
fi((A
−1
1 u)(n − i (n)), (A−12 v)(n − i (n)))[(A−11 u)(n − i (n)) + (A−12 v)(n − i (n))]	,
then
‖Q,(u, v)‖2	
[
A1
T−1∑
s=0
b1(s) + A2
T−1∑
s=0
b2(s)
]
− |c|
1 − |c|2 ‖(u, v)‖2.
Proof. For any (u, v) ∈ K and n ∈ Z, by Lemma 2.4, G1(u(n))0 and G2(v(n))0. Therefore,
Q1(u, v)(n)A1
T−1∑
s=0
b1(s)f1((A
−1
1 u)(s − 1(s)), (A−12 v)(s − 1(s))),
Q2(u, v)(n)A2
T−1∑
s=0
b2(s)f2((A
−1
1 u)(s − 2(s)), (A−12 v)(s − 2(s))).
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Thus we have
‖Q,(u, v)‖2A1
T−1∑
s=0
b1(s)f1((A
−1
1 u)(s − 1(s)), (A−12 v)(s − 1(s)))
+ A2
T−1∑
s=0
b2(s)f2((A
−1
1 u)(s − 2(s)), (A−12 v)(s − 2(s)))
	A1
T−1∑
s=0
b1(s)((A
−1
1 u)(s − 1(s)) + (A−12 v)(s − 1(s)))]
+ 	
T−1∑
s=0
b2(s)((A
−1
1 u)(s − 2(s)) + (A−12 v)(s − 2(s)))]
	
[
A1
T−1∑
s=0
b1(s) + A2
T−1∑
s=0
b2(s)
]
− |c|
1 − |c|2 ‖(u, v)‖2. 
Theorem 4.3. If (F2) hold and −k < c0. Then for any (, )> (0, 0) which is below the line L0 deﬁned by[
B1
T−1∑
s=0
b1(s) + B2
T−1∑
s=0
b2(s)
]
M(1) + |c|
1 − |c|1 = 1,
then (1) has at least two positive T-periodic solutions.
Proof. Take r1 = 1. Since −k < c0, |c|1/(1 − |c|)< 1. There is (0, 0)> (0, 0) such that[
B10
T−1∑
s=0
b1(s) + B20
T−1∑
s=0
b2(s)
]
M(r1) + r1|c|1 − |c|1 = 1.
By Lemma 4.1, for any (0, 0)< (, )< (0, 0) and (u, v) ∈ r1 , we have
‖Q,(u, v)‖2
[
B1
T−1∑
s=0
b1(s) + B2
T−1∑
s=0
b2(s)
]
M(r1) + r1|c|1 − |c|1 < 1 = ‖(u, v)‖2.
By the assumption (F1), fi0 = ∞ (i = 1, 2). For any 	> 0, there exists an r¯2 ∈ (0, r1) such that fi(u, v)	(u+ v)
for 0u + v r¯2 and i = 1, 2. We take 	> 0 satisfying
	
[
A1
T−1∑
s=0
b1(s) + A2
T−1∑
s=0
b2(s)
]
− |c|
1 − |c|2 > 1. (3)
Let r2 = (1 − |c|)r¯2. If (u, v) ∈ r2 , then
0(A−11 u)(n − i (n)) + (A−12 v)(n − i (n))
1
1 − |c| ‖(u, v)‖2 r¯2.
So for (u, v) ∈ r2 and i = 1, 2, we have
fi((A
−1
1 u)(n − i (n)), (A−12 v)(n − i (n)))	[(A−11 u)(n − i (n)) + (A−12 v)(n − i (n))].
By Lemma 4.2 and the inequality (3), for (u, v) ∈ r2 , it holds
‖Q,(u, v)‖2	
[
A1
T−1∑
s=0
b1(s) + A2
T−1∑
s=0
b2(s)
]
− |c|
1 − |c|2 ‖(u, v)‖2 > ‖(u, v)‖2.
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It follows from Lemma 2.1 that
i(Q,,r1 ,K) = 1, i(Q,,r2 ,K) = 0, i(Q,,r1\¯r2 ,K) = 1.
Therefore,Q, has a positive ﬁxed point (u(n), v(n)) inr1\¯r2 . By Lemma 2.6, ((A−11 u)(n), (A−12 v)(n)) is a positive
T-periodic solution of (1) for (0, 0)< (, )< (0, 0).
If (F2) is satisﬁed, fi∞ = ∞ (i = 1, 2). For 	> 0, we can ﬁnd H˜ > 0 such that fi(u, v)	(u + v) for u + vH˜
and i = 1, 2, where 	> 0 satisﬁes the inequality (3).
Take r3 = max{2r1, H˜ (1 − c2)/(− |c|)}. Then
(A−11 u)(n − i (n)) + (A−12 v)(n − i (n))
− |c|
1 − c2 ‖(u, v)‖2H˜ , (u, v) ∈ r3 .
For (u, v) ∈ r3 and i = 1, 2,
fi((A
−1
1 u)(n − i (n)), (A−12 v)(n − i (n)))	[(A−11 u)(n − i (n)) + (A−12 v)(n − i (n))].
From Lemma 4.2 and the inequality (3), for (u, v) ∈ r3 , we obtain
‖Q,(u, v)‖2	
[
A1
T−1∑
s=0
b1(s) + A2
T−1∑
s=0
b2(s)
]
− |c|
1 − |c|2 ‖(u, v)‖2 > ‖(u, v)‖2.
It follows from Lemma 2.1 that
i(Q,,r1 ,K) = 1, i(Q,,r3 ,K) = 0, i(Q,,r3\¯r1 ,K) = −1.
Thus,Q, has a positive ﬁxed point (u(n), v(n)) inr3\¯r1 . Lemma 2.6 tells that ((A−11 u)(n), (A−12 v)(n)) is a positive
T -periodic solution of (1) for (0, 0)< (, )< (0, 0).
From the above arguments, if the assumptions (F1) and (F2) hold, then there exist 0<r2 <r1 <r3 such that
Q, has one positive ﬁxed point in r1\¯r2 and r3\¯r1 , respectively, denoting (u1(n), v1(n)) and (u2(n), v2(n)).
Therefore, ((A−11 u1)(n), (A
−1
2 v1)(n)) and ((A
−1
1 u2)(n), (A
−1
2 v2)(n)) are two positive T-periodic solutions of (1) for
(0, 0)< (, )< (0, 0). The proof of Theorem 4.3 is completed. 
Example 4.4. We consider the following neutral difference system:⎧⎨
⎩

[
u(n) + 13u(n − 1)
]
= 14u(n) − [1 − cos(n)]eu(n−(n))+v(n−(n)),

[
v(n) + 13v(n − 1)
]
= 14v(n) − [1 − cos(n)]eu(n−(n))+v(n−(n)), n ∈ Z,
(4)
where  and  are positive parameters, (n + 2) ≡ (n), (n + 2) ≡ (n). Take T = 2,  = 1, c = − 13 , ai(n) ≡ 14 ,
bi(n) = 1 − cos(n), gi ≡ 1, fi(u) = eu, Li = li = 1. Then the assumption (F1) holds and the coefﬁcients satisfy the
requirements in the results. Then from the results in Section 3, we conclude that there must be a nonempty subset
∧
of R2+ such that (4) has at least one positive 2-periodic solution.
Additionally, fi∞ = ∞, then (F2) is satisﬁed.
By direct computations, we have
Ai = 169 , Bi =
25
9
, = 16
25
,
1 = B1L1|c|
∑s=1
s=0a1(s)
1 − |c| =
25
36
, k = min
{
16
25
,
36
61
}
= 36
61
,
M(1) = max
{
fi(u, v) : 0u + v 32
}
= e3/2,
L0 =
{
(, )> (0, 0) : + = 47e
−3/2
400
}
.
J. Wu, Y. Liu / Journal of Computational and Applied Mathematics 206 (2007) 713–725 725
It follows from Theorem 4.3 that for any (, )> (0, 0) which is below the straight line L0, the neutral system (4)
has at least two positive 2-periodic solutions.
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