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DEDICATION 
Lyle McCue - Grandfather, My Friend 
by Douglas McCue Jr. 
Lyle McCue—Grandpa—my friend 
The most agreeable person I ever knew 
So easy going 
So light hearted 
His heart may have not known 
How many it touched in its life 
Today it is known 
With every smile and tear 
For those that had the honor 
That had the chance to know him 
Knew my grandpa 
Knew my friend 
Never forgetting when he shared 
That Hamm's that made me sick 
Then upon visiting the store 
He always greeted us as kings 
Even on vacation to the lake 
For fishing he was there 
Every Halloween 
Had no less effect on me 
For the last and best stop of the night 
Was that stop at grandpa's house 
For a bit of candy and a couple apples 
But mostly to share a moment in his life 
For him I smile 
And remember 
My grandpa 
My friend 
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ABSTRACT 
The purpose of this study was to analyze the quality of the National Association of 
Industrial Technology (NAIT) certification examination quality control section, which 
contains forty items, using the methodologies of classical test theory (CTT) and item 
response theory (IRT). The ultimate goal of this research project is to evaluate the quality 
control portion of the NAIT certification exam by analyzing the questions or items. The 
project goal through this analysis was to identify the item problems and make 
recommendations to correct them. 
The following conclusions were made based on a sample of 996 examinees: 
1. The test is still being developed. 
a. The tests validity needs to be evaluated. 
b. Items need to be defined with the requirement for unidimensionality. 
2. Using classical test methodology, the test's reliability was originally .59. 
a. It was improved to .74 by eliminating poor item discrimination questions. 
3. Item response theory methodology revealed item characteristics that included: 
a. Only a subset of items contributed to total test information results. 
b. Item discrimination was considered acceptable for approximately half of the 
items. 
4. The examinee ability ratings mean was -0.0147 with a standard deviation of 1.15. 
a. The correlation between examinee scores and their ability rating was .92. 
5. The test was found to be unidimensional after removing the poor discriminating 
items. 
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CHAPTER 1. INTRODUCTION 
Introduction 
This study was conducted to provide general information about certification test 
assessment by focusing on the process of certification test assessment for a specific 
organization: the National Association of Industrial Technology (NAIT) written certification 
exam. The general principles behind this methodology might be adapted for the evaluation 
of most certification tests or exams and provide guidance for future revisions to the NAIT 
exam. 
Why Certify or License? 
Certification is a process that organizations can use to recognize an individual's 
achievement within his or her specific field of endeavor. This process is more clearly 
understood if the components of the process are presented using terms that are the same ones 
employed by the certifying organizations. Therefore, before these components are 
introduced, the issue of certification or licensure should be defined. 
Licensure is regarded as a means the government uses to protect the public, while 
certification is thought of as a means of promoting achievement within a discipline (Schoon 
& Smith, 2000). Defining licensure further, Schoon and Smith said that licensure is the 
granting of a license by a governmental body to practice a profession. Each state's 
legislature passes laws which govern the issuance and set the requirements for obtaining a 
specific license. The issued license is the property right of an individual and is backed by the 
laws and regulations of the state in which the license is issued. A license is more than a 
statement of qualification. 
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Certification is not a property right to practice a profession; instead, it is a recognized 
voluntary achieved standard of excellence for an individual. This standard of achievement is 
defined by an organization's board which is set by members (boards) who have achieved the 
specified standards of the profession (Schoon & Smith, 2000). Most of these certifying 
boards are found in the private sector, not within the government. 
The professional certification addresses those areas of knowledge not covered 
adequately in college curricula (Tandis, 1988). The areas included within the environmental 
and manufacturing fields are quality control, safety, and engineering. Tandis went on to say 
that the certification of a person would normally require both education and job/laboratory 
experience. Both licensure and certification give the suggestion of trust and expertise, which, 
if not met, result in a certification or licensure of little worth. Within these areas of the body 
of knowledge are a large number of individuals who seek certification (Tandis, 1988). 
Having achieved certification, the individuals are able to demonstrate value to the public and 
within work environments. 
The social implications of certification, while similar to licensure, are that the public 
has a sense of trust and protection, but in reality certification offers little or no legal 
protection. Hopkins (2000) indicated the primary reason organizations certify is for 
professional advancement of their members. Organizations argue that the certification is a 
measure of competence, and this measure will promote public welfare (Bertin, 2000; Dorn, 
2000; Hamm, 2000). Being certified indicates that a person has some level of expertise, but 
lack of certification does not mean that person lacks the same or higher level of expertise. 
Certification does, however, have the necessarily desirable traits that certification seekers 
need. This reason gives the impression that the public benefits from both certification and 
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licensure (Bryce, 1992). Atkinson (2000) and Shimberg (2000) argued that certification does 
not offer the public the protection that one finds with licensure. 
History of Certification 
Certification advances grew out of a need. In the late 1950s, a group of 
ophthalmologists wanted to be recognized as physicians that diagnosed and treated diseases 
of the eye and prescribed eyeglasses if needed. They also wanted the public to know that 
they were better equipped and specially trained to take care of the eye than were general 
practitioners (Shimberg, 2000). 
These "eye" doctors established a national board to certify physicians who met their 
specified standards of training and experience. Those physicians who passed their certifying 
test were awarded a certificate that demonstrated this high level of training. Today that 
practice of certification is still used. It has expanded to 24 certifying boards and is currently 
administered by the American Boards of Medical Specialties. This high number of medical 
certifying boards brought about the usage of licensure (Shimberg, 2000). 
Insurance companies and health associations pushed for licensure that would facilitate 
eligibility of Medicare payments and insurance payments. With out licensure insurance 
companies would then refuse to pay for services by unlicensed providers. The insurance 
companies knowingly or unknowingly pushed and encouraged the trend toward licensure by 
adopting the position that licensure was the evidence of competence, hence justifying their 
refusal to pay for services by unlicensed providers. 
Licensure demand became so high in the early 1970s that the federal government 
called for a moratorium on further licensing. The individual states could not pass laws that 
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were uniform for all the states and, thus, could not be used nationally for health payments. 
The leaders of the health industry used certification instead of licensure as the states did not 
have to pass laws for its implementation. Since the standards of the certification were based 
on licensing proposals, the certifications were designated as a minimum competency level. 
General Information 
Organizations associated with manufacturing industries, such as Society of 
Manufacturing Engineers (SME), Board of Certified Safety Professionals (BSCP) and, 
currently, the National Association of Industrial Technology (NAIT) are following a trend of 
testing people through certification exams. The purpose of the exam is to set a level of 
ability or find the best qualified personnel available within a job description. Organizations 
may use a certification test to compare how their organization performs against other 
organizations that are setting the standards within their field of endeavor. Certification 
exams should be written with one or more specific objectives in mind (Hale, 2000). For 
example, an objective might be to qualify people as able to perform to a specified standard 
level of competency. Setting standard levels would be an effective way for an organization 
to assess employee competency with respect to the individual's ability to support 
organization objectives. Hale went on to say that objectives might include: 
• Secure or strengthen the organization's market position 
• Design and introduce new products to market faster 
• Improve vender alliances 
• Eliminate or reduce fixed and variable costs 
• Improve the performance of a product, a process, or people 
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• Ensure some level of readiness for the future, through the continued development of 
people skills 
• Comply with regulatory requirements 
The BCSP, S ME, and NAIT organizations are using such certification tests to make 
human resources' decisions for placement or evaluation of the test-takers' knowledge of the 
discipline. Whatever the reason, the certification test sets a level of achievement (Hale, 
2000). 
The Board of Certified Safety Professionals is the first step safety professionals take 
in an effort to build their safety career. This organization has developed several certification 
exams; this discussion discusses only the initial exam for safety professionals. Developed 
using a Delphi methodology during 1967, the original test attempt yielded a reliability below 
the desired minimum .70 cutoff point (McMillan & Schumacher, 1997). After revision, the 
test carried a reliability of .885 and was judged appropriate for certification use (Schoolcraft, 
personal communication, December 11, 2002). The CSP exam is continually updated by 
examining each item and test for reliability. If an item is five years old, it is considered 
unusable or, if an item inserted in the test causes the reliability of the test to decrease, then it 
is classified as suspect. The point wherein the test needs to be changed can go as low as .75, 
but, through constant monitoring, the organization tries to isolate those problems before the 
reliability gets that low. On the other end of the scale, the reliability of the test items often 
exceeds .88 and can be as high as .90, which is the goal. 
The Society of Manufacturing Engineers (SME) has similar findings for its exam. 
The SME exam was first developed in 1972 by a group of individuals who got together and 
wrote a 100-question exam. However, this 100-question exam when assessed using classical 
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test theory resulted in a test that was below .70 when scored by using a reliability correlation 
technique and the exam was destined to be developed another way. 
In the mid 1980s, a Delphi study was conducted and the areas to be examined were 
identified (Tillman, personal communication, December 11, 2002). A 100-item exam was 
constructed, field-tested and developed. Improvements have yielded today's version which 
has reliability from 0.8 to 0.9. SME does an item analysis twice a year on their core 
certification exam using the Classical Test Theory (CTT) methodology. Tillman (Personal 
communication, December 11, 2002) said this methodology is sensitive to population size 
(N), and small sample sizes could be a problem when checking for reliability. The test is 
also examined for validity every five to ten years by surveying members of the organization, 
or when the body of knowledge that the test represents changes enough to warrant the 
revisions. 
A Historical Brief of the NAIT Certification Exam 
The National Association of Industrial Technology organized personnel and started to 
develop a certification exam in 1991. The original NAIT certification test blueprint was 
divided into nine subsections: quality control, production planning and control, industrial 
supervision, industrial finance and accounting, industrial safety management, plant layout 
and materials handling, time and motion studies, industrial communications, and ergonomics 
(Field & Rowe, 2001). 
The development continued in 1992, with Dr. Clois Kicklighter spearheading the 
writing and collection of the test items. This development netted 200 test items. In an effort 
to ensure that the 200 test item analysis was cross-sectional, every NAIT accredited program 
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was asked to contribute exams and information that could be used for certification test 
development (Field & Rowe, 2001). 
In 1995, the next step, after the test items were constructed, was to give the test to a 
sample size population of 60. Dr. Matthew Stephens (Field & Rowe, 2001) reported the 
following results: the overall K-R 20 reliability of this form of the exam was .88. The K-R 
20 reliabilities of the six subsets were: Safety = .72, Production Planning and Control = .69, 
Industrial Supervision = .67, Quality Control = .59, Industrial Communications = .33, and 
Time and Motion Studies = .20. With an overall reliability of .88 the test was reliable 
although some individual sections were low given the .33 and .20 ratings. Changes in the 
exam refined the test further. Revisions subsequent to the 1995 effort have reduced the 
number of subsections to four: production planning and control, quality control, safety, and 
management and supervision. 
According to Field and Rowe (2001), the development of the NAIT certification 
exam followed a four-phase development as suggested by the American College Testing 
(ACT) Company. The first two phases, development of test specifications and prototyping 
the test, have been completed. Work is well into phase three, or the pre-testing phase, with 
the final phase consisting of constructing operational exam forms. 
Validity 
One type of test validity is when scores correlate positively with people's ability to 
perform the job or task (i.e., when performance on the test predicts performance on the job), 
(Hale, 2000). This validation is often accomplished through survey techniques or panel 
judgments (Crocker & Algina, 1986). 
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Tests may be affected by bias. In addition, they might be subject to one or more of 
the following: sampling error and administrative error (Hale, 2000). Sampling error could be 
defined as a test not adequately sampling a particular domain of instructional content (Linn & 
Gronlund, 1995). However, the most common sampling error is under-representation of 
knowledge (Linn & Gronlund, 1995). It is often not practical to sample the complete target 
audience, therefore, organizations might make the mistake of sampling only the experts. 
This will give the test creator only part of the picture; therefore, a sampling error occurs 
(Hale, 2000). 
Administrative errors happen when the people carrying out a study for test creation 
do not control environmental factors that may cause people to restrict their responses. The 
collection of information for the test needs to be consistent. This consistency can be 
enhanced by using a script as well as checklists for information gathering. 
Other forms of validity are content validity and face validity. Content validity refers 
to how well the sample of assessment tasks represents the domain of tasks to be measured. 
The procedure for determining content validity is to compare assessment findings to the 
specifications describing the task domain under consideration. The goal in the consideration 
of content validation is to determine the extent to which a set of assessment tasks provides a 
relevant and representative sample of the domain of tasks from which interpretations of 
assessment results are made (Linn & Gronlund, 1995). 
Rigorous judgment regarding validity based on content consideration should not be 
confused with face validity, which refers only to the appearance of validity of the assessment. 
In such a case the test may not be rigorous enough (Linn & Gronlund, 1995). If the test 
appropriately measures content for one group but not another, then the test has only face 
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validity and revision should be considered to accommodate other more rigorous forms of 
validity. 
There are other considerations in assessment validation, one of which is test-criterion 
relationship. Test-criteria relationship refers to how well performance assessment predicts 
future performance, or estimates current performance on some valued measures other than 
the test itself (called a criterion) (Linn & Gronlund, 1995). The procedure for test-criterion 
relationship is to compare assessment results with another measure of performance obtained 
at a later date for prediction, or with another measure of performance obtained concurrently 
for estimating present status (Linn & Gronlund, 1995). 
Another consideration in validation is construct validity or the attempt to establish the 
meaning of the assessment results by controlling the development of the assessment. 
Construct validity refers to how well performance assessment can be interpreted as a 
meaningful measure of some characteristic or quality (Linn & Gronlund, 1995). 
A final consideration is described as the consequences of its use. Does the test add to 
the knowledge of the testing organization or the examinee? If not, then its use and 
interpretations should be evaluated. The consequences have meaning when the assessment 
results accomplish intended purposes and avoid unintended effects (Linn & Gronlund, 1995). 
The validation of the NAIT certification test is not under consideration within the current 
research effort. 
General Statement of the Problem 
Test creation that uses the most careful thought in its formation often has errors that 
need to be corrected. In the past, various techniques were implemented to evaluate and 
correct these errors. During the last half of the 20th century the techniques of test assessment 
have developed into what is now termed Item Response Theory (IRT). The NAIT 
Certification Board recognized that the test being developed needed to be as free of errors as 
possible. 
During the discussion portion of previous research recorded for the NAIT 
Certification Board, Dr. Field, Chair of the Board, reflected on further examination 
possibilities: "If the Board of Certification expects to develop multiple equivalent forms of 
the Certification examination and apply item parameters (with confidence) to the whole 
population of examinees, then a shift toward the use of item response theory in item analysis 
is advocated" D.W. Field (personal communication, May 6, 2002). 
This research covered the assessment analysis of certification test being developed for 
the National Association of Industrial Technology (NAIT). While not originally intended for 
all schools, NAIT will provide the document for post secondary schools that wish to 
participate. These schools will use this certification test to assess the health of their industrial 
technology programs as related to nationally recognized programs. The current research 
assessment of the NAIT certification exam investigated one subsection, quality control, and 
utilized Classical Test Theory (CTT) and Item Response Theory (IRT). 
Purpose of the Study 
The purpose of this study was to analyze the quality of the NAIT certification 
examination quality control section, which contains forty items, using the methodologies of 
CTT and IRT. The ultimate goal of this research was to evaluate the quality control portion 
of the NAIT certification exam by introspecting the questions, or items, for errors. The goal 
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through this analysis was to identify item problems and make recommendations for 
correcting them. 
Research Questions and Rationale 
Based on a sample of 996 examinees, this study sought to answer the following 
research questions: 
1. Are the current items in the quality control section of the NAIT certification exam 
reliable? (The exam reliability was calculated using Kuder Richardson 20. By 
identifying suspect test items, the NAIT organization may be able to increase the 
reliability of the test.) 
2. What are the item discrimination and item difficulty indices of the quality control 
section of the NAIT Certification exam? (BILOG IRT software was employed to 
identify the estimates of item discrimination and difficulty and guessing.) 
3. Based on the IRT item parameters, what are the estimates of the examinee abilities? 
(BILOG IRT software was used to identify the estimates of the examinee abilities.) 
4. What is the dimensionality of the quality control section of the exam? (DIMTEST 
and DETECT IRT software programs were used to evaluate the dimensionality of the 
quality control subsection of the test.) 
This research was undertaken in an attempt to further progress the NAIT certification 
exam by attempting to more appropriately evaluate the assessment instrument that is used in 
certifying industrial technology personnel or its students and practitioners. There are other 
organizations that would like to use the test for program evaluation as well (Field & Rowe, 
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2001). Until a complete analysis of this type is conducted there will be little proof in the way 
of hard data that the exam is reliable for its expected use. 
Delimitations 
This study assumed that the majority of personnel that are associated with this test 
can administer the exam to examinees that are participating in Industrial Technology 
programs. It was further assumed that the people asked to complete the test would answer 
the questions honestly and to the best of their abilities. This study was confined to personnel 
at NAIT-accredited and non-accredited post-secondary schools that are concerned with the 
development of this certification exam. 
This research was limited to the existing exam and its questions as well as to the 
schools with Industrial Technology (ITEC) programs that have participated (although the 
item response theory analysis may enable one to generalize the interpretation to other ITEC 
programs). 
Limitations 
As with other assessment studies, the findings of the present study are open to the test 
assessor's views and the test items usage should be determined by what information should 
be evaluated. 
13 
Definition of Terms 
Affective domain: One of three instructional objective areas that altogether are called 
Taxonomy of Educational Objectives: attitudes, interests, appreciation, and modes of 
adjustment (Linn & Gronlund, 1995). 
BILOG: A software program that implements item response theoretic methods of item 
analysis and test scoring. Item parameter estimation is by marginal maximum likelihood, 
with provision for concurrent estimation of the latent distribution (Scientific Software 
International, Inc., 1990). 
Certify: An act or, alternatively, to attest authoritatively as meeting a standard (Merriam-
Webster's ninth new collegiate dictionary, 2002). 
Cognitive domain: One of three instructional objective areas that together are called 
Taxonomy of Educational Objectives: knowledge outcomes and intellectual abilities and 
skills (Linn & Gronlund, 1995). 
Content validity: Describes how well the sample of assessment tasks represents the domain 
of tasks to be measured (Linn & Gronlund, 1995). 
Dimensionality: The minimum number of dimensions of the latent ability vector 6 required 
to produce a locally independent and monotone latent variable probability model (Lord, 
1980). 
Dichotomous scoring: A type of scoring that categorizes an individual's response as either 
correct or incorrect (i.e., 1, 0). This type of scoring is commonly used to score multiple-
choice items designed to measure aptitude or ability (Lord & Novick, 1968). 
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Item impact: The group differences in proportions of correct responses to an item on an 
ability or knowledge test, or no differences in proportions of item endorsement in the case of 
attitude scales (Drasgow & Hulin, 1990). 
Local independence: Independence of a subpopulation of examinees located at a single point 
on the latent trait scale (Crocker & Algina, 1986). 
Number right scoring model: A model that is based on scoring of multiple-choice items by 
awarding one point for a correct answer and zero for any other response. The sum of item 
scores constitutes the observed score of an examinee and reflects the ability of that particular 
examinee on a particular sample of items (Lord, 1952). 
Obtained score (X): A person's obtained score is the sum of the true score and the random 
error component for that same person (Gulliksen, 1950). 
One-parameter logistic model: A model that specifies the probability of a correct (or 
incorrect) response to a dichotomously scored item as a function of an examinee's latent 
ability and item difficulty. It requires the assumption that all items are equally discriminating 
and no allowance is made for the possibility that some questions may be correctly answered 
by guessing. In this model, the amount of the latent trait or ability possessed or achieved by 
an examinee is associated with a joint probability between response pattern and ability. The 
expression for the joint probability is called the likelihood function and the value of 6 at 
which the likelihood function reaches its maximum represents the maximum likelihood 
estimate of 6, or ability estimate, for that examinee (Hambleton et al., 1991; Lord, 1980). 
Psychomotor domain: One of three instructional objective areas that, together, are called 
Taxonomy of Educational Objectives used for describing perceptual and motor skills (Linn & 
Gronlund, 1995). 
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Random error component: Computed by taking the observed measure minus the true 
measure, and as the population gets sufficiently large, the mean (true average) approaches 
zero (Gulliksen, 1950). 
Reliability: Defined as a measurement of consistency. Within Classical Test Theory it has 
historically been defined as the correlation between scores on parallel tests within a defined 
population (Truskosky, 1999). 
Sampling error: A common problem in testing measurement, sampling error is defined as a 
test not adequately sampling a particular domain of instructional content (Linn & Gronlund, 
1995). 
Scale impact: The mean differences in scale or test scores across groups. 
Test-criteria relationship: How well performance assessment predicts future performance or 
estimates current performance on some valued measures other than the test itself (called a 
criterion) (Linn et al., 1995). 
True score (T): The actual ability of a person, a quantity that will be relati vely stable from 
test to test as long as the test is measuring the same thing, the errors are normally distributed 
and have a mean of zero. Other assumptions say that true scores are independent of errors 
from the same or similar tests (Gulliksen, 1950). 
Two-parameter logistical model: A model that specifies the probability of a correct response 
to a dichotomously scored item as a function of an examinee's latent ability and two item 
parameters: difficulty and discrimination. Similar to the one-parameter model, the total score 
or ability possessed by an examinee is associated with a joint probability of a response 
pattern and ability and is reflected by the maximum likelihood estimate of ability (Hambleton 
etal., 1991; Lord, 1980). 
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Three-parameter logistic model: A model that specifies the probability of a correct response 
to a dichotomously scored item as a function of an examinee's latent ability and three item 
parameters: difficulty, discrimination and guessing. Similar to the one- and two-parameter 
logistic models, the amount of a latent trait or ability possessed or achieved by an examinee 
is reflected by the maximum likelihood estimate of ability (Hambleton et al., 1991; Lord, 
1980). 
Unidimensionality : Statisti cal dependence of items within a test can be accounted for by a 
single trait (Crocker & Algina, 1986). 
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CHAPTER 2. REVIEW OF THE LITERATURE 
Introduction 
The literature review is divided into sections that are related to the research effort. 
This review includes test difficulty, discrimination, and reliability usage. Classical Test 
Theory (CTT) focuses on item difficulty, discrimination, and then item-test correlations. 
Item Response Theory (IRT) focuses on discrimination, difficulty, and guessing parameters 
of the test items. The IRT discussion includes other topics that are common in test 
assessment. 
Classical test theory (CTT) was the mainstay of psychological test development for 
most of the early 20th century. Gulliksen's (1950) classic textbook, Theory of mental tests, 
which remains in print, is often cited as the defining volume (Embritson & Reise, 2000). 
This classic work defined a person's ability according to his or her test scores. More 
specifically, for a given test, Gulliksen defined a person's observed score labeled, X, on the 
test as a function of an unknown true score, labeled T, and a random component (error 
component) labeled, E, for the same person which produce the equation: 
X  = T  + E  ( 1 )  
where T = the true score of the person on the test and E = is a random error component for 
the same person, as a result of the error component. The true score will remain constant even 
as the observed score varies (Gulliksen, 1950). 
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Item Difficulty 
Item difficulty in CTT is defined as the proportion of the population answering the ith 
item correctly, item difficulty is represented by: 
Pi = n /N (2) 
where: 
Pi = item difficulty value for item; 
n = number of subjects responding correctly; and 
N= total number of the subjects responding (correctly or incorrectly) to the item. 
Jackson (1974) suggested that an item from a difficulty standpoint be included in a test if that 
item is selected correctly by no more than 95% and no less than 5% of the population (N). 
Item Discrimination 
When considering item discrimination, CTT has different correlation indices from 
which to select: Pearson's product moment correlation, point biserial correlation, phi 
coefficient, and tetrachoric correlation coefficient. The first option often used for item 
discrimination is Pearson's product moment correlation. 
Pearson's product moment correlation is a measure of linear association between two 
variables. Values of the correlation coefficient range from -1 to 1. The sign of the 
coefficient indicates the direction of the relationship, and its absolute value indicates the 
strength, with larger absolute values indicating stronger relationships. When the data are in 
dichotomous form, the point biserial correlation maybe applied to obtain an estimate of 
discrimination. Point biserial correlation is based on the assumption that with zero 
correlation the means, (i, and |iXj would statistically be equal, and the larger the difference 
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between means, the larger the correlation (Guilford, 1965). The formula for the point biserial 
correlation is (Crocker & Algina, 1986, p. 317): 
Hl - the mean total test score for those who answered the item correctly; 
jjx ~ the mean total test score for the entire group; 
ax = the standard deviation of the total test scores 
pi = the difficulty of item i. 
The point biserial correlation assumes a continuous latent variable underlies the 
relationship between dichotomous items (Lord & Novick, 1968). The items are judged as 
appropriate for inclusion in the test when they exceed a pre-specified item discrimination 
criterion often > 2a above zero (Guilford, 1965). The 2a level is two standard errors above 
.00 and is computed by dividing one by the square root of the sample size minus one, then 
multiplying by two (Ebel 1965). 
Another statistical method used for dichotomous data is the Phi Coefficient. The phi 
coefficient is similar to Pearson's product-moment correlation coefficient for the binary case, 
but has a range of 0 to 1. The phi correlation usage is applied when a dichotomous scored 
item is to be correlated with the score from a dichotomous criterion (Crocker & Algina, 
1986). 
(3) 
where: 
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It is computed from a fourfold table as: 
ad -be 
Y — — • (4 
ph 
-J (a + b\a + c)(b + d\c + d) 
where: 
a = cases present on both items 
b and c = cases present on one item but absent on the other 
d = cases absent on both items. 
Tetrachoric correlation coefficient is the last correlation that can be applied. This 
correlation investigates how closely two dichotomous variables are correlated when each 
variable is created through dichotomizing an underlying distribution. The tetrachoric 
correlation coefficient is used when the results are to be submitted for factor analysis. This 
technique is applied later in the current research to determine the dimensionality of the 
dichotomous data. This technique is math intensive and generally done with the use of 
computer statistical packages, or rejected for other techniques if manual approaches must be 
applied. 
Reliability 
Reliability is an important consideration in test assessment, as without it the test will 
lack consistency. Reliability indicates a degree to which various kinds of generalizations are 
justifiable (Linn & Gronlund, 1995). The reliability illustrates how consistent test scores are 
from one test or measurement to another and has been described as a correlation between 
parallel tests (Truskosky, 1999). 
The following model of reliability used earlier in the NAIT test evaluation was the 
Kuder Richardson (K-R 20). According to Crocker & Algina (1986, p. 139), the K-R 20 
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reliability index is calculated as 
K-R 20 = 
k - 1  
i _ j = '  
"2 (5) 
where: 
k  = the number of items; 
<7^- = the total test variance; and 
p , -  -  t h e  i t e m  d i f f i c u l t y  o f  i t e m  i .  
What the test developer is looking for in a reliability coefficient is a correlation 
statistic comparing two sets of scores from the same individuals (McMillan & Schumacher, 
1997). The scale for the correlation is from .00 to .99. If the correlation is high, for example 
.90, the instrument has little error and is highly reliable. If the correlation is near .20 or .35, 
then the opposite is true. The acceptable range is .70 to .90 or higher (McMillan & 
Schumacher, 1997). 
Classical Test Theory 
CTT comes into its own when considering descriptive statistics of central tendency 
and variability. The common descriptive statistics include item difficulty (pi), item 
discrimination (r,), and test reliability (a). 
Lord (1953) made the important assertion that examinee-observed scores and true 
scores are not synonymous with ability scores. Ability scores are more fundamental because 
they are test independent, whereas observed scores and true scores are test dependent. 
22 
Cantrell (1997) stated this thought another way: classical test theory defines a person's 
ability, also known as a true score, as the expected value of performance on a given test. 
This ability estimate depends on the item difficulty of the test's items. Since the item 
difficulties are defined as the proportion of the total examinees that correctly answer the 
item, the ability estimate from CTT is dependent on both the test itself and the group of 
examinees taking the test (Hambleton, Swaminathan, & Rodgers, 1991). Hambleton and 
Arrasmith (1987) stated that classical item statistics are test dependent and the pass/fail 
cutoff point in a test is based on administrative decisions which are not defined on a 
consistent scale and, therefore, item statistics cannot be used conveniently in selecting an 
optimal set of items for an exam. Overall, the internal consistency of the test does little to 
explain the reliability, Samejima (1977), reflected on this thought: 
... it is clear that the reliability coefficient in classical test theory is at the 
mercy of the heterogeneity of the group of subjects, which has nothing to do 
with the test itself. We can easily make an erroneous test look good by using 
heterogeneous groups of subjects and obtaining a large value of the 
"reliability coefficient." Similar, we can make a good test look bad by using a 
homogeneous group of subjects. While classical test theory theorists do not 
totally neglect this fact, most of the existing tests give single values of 
"reliability coefficients" in their manuals as if they were intrinsic to the test, 
(p. 196) 
Item Response Theory 
Test assessment has become more diverse since classical test theory has been 
criticized for its shortcomings. Item response theory is being used more often for test 
evaluation (e.g., Cook & Miche, 1997; Waller, Tellegen, McDonald, & Lykken, 1996). 
Item response theory utilizes an item characteristic curve (ICC) that displays the 
relationship of the subject's latent trait ability estimate to the probability the examinee will 
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correctly answer the item (Hambleton & Swaminthan, 1985). The ICC plot, typically having 
an S shape, graphically displays the probability of responding correctly to an item as a 
function of the latent trait (denoted by 8) underlying performance on the test (Crocker & 
Algina, 1986). Although this shape is not the only shape used to represent an ICC, it is the 
most common model described in the literature (Hambleton & Swaminthan, 1985). 
ICC curves are generally described using a one-, two-, or a three-parameter logistic 
IRT model. This discussion focuses on the three-parameter item response model. The three-
parameter model (3 PL) used in dichotomously scored data has been named for the three item 
parameters (difficulty, discrimination, and guessing) used in this model. The three-parameter 
logistic model item characteristic curve is calculated using the mathematical formula: 
Pi (0) = ct + ^ — (6) 
l + exp[-1.7a, (2-6,-)] 
where: 
Pi(6) =the probability that a subject with trait level 0 answers item i correctly; 
bj = the difficulty parameter for the zth item; 
ai = the discrimination parameter for the z'th item; 
Ci = the guessing level for the z'th item; and 
1.7 - a scaling constant usually used for historical reasons (i.e., to make the logistic 
ICC virtually identical to a normal ogive (Figure 2.1) ICC with the same item 
parameters). 
In equation 5, the values of a, b, c, are as follows. The 6, parameter is called the 
difficulty parameter and is displayed by the position horizontally along the ability scale at 
which the probability of correctly answering the item is .5. The more difficult the item, the 
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farther the ICC is positioned along the horizontal axis. The at parameter is called the 
discrimination parameter, and is the steepness of the curve at its steepest point on the ICC 
and its closest relative in classical test theory is the item total correlation. Finally, the ct 
parameter is known as the guessing parameter. Graphically, the guessing parameter is the 
first curved portion of the ICC plot, called the lower asymptote, which moves up the vertical 
scale and indicates the probability of a correct response for examinees with very low ability. 
As shown in Figure 2.1, as the examinee's latent trait increases, so does the 
probability of answering correctly. 
.5 
Proportion 
Examinees 
Responding 
Correctly 
0 
Latent Trait (0) 
Adapted from Introduction to classical and modem test theory by Crocker and 
Algina, 1986. 
Figure 2.1. ICC curve 
All IRT models have certain assumptions for their use (Theunissen, P. J. J.M., 1983). 
These assumptions are: 
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1. It is possible to separate observable behavior and an underlying latent trait 
responsible for this behavior. 
2. Observed behavior is essentially probabilistic in character. 
3. There exists local stochastic (chance) independence. In terms of testing, this means 
that the correlations between items are caused by their relationship with the latent 
trait (a homogeneous test) and that in the absence of the trait, or when the trait is kept 
constant at a particular level, the correlation disappears. 
4. Measurement of the latent trait requires the repeated assessment of the indices of this 
trait, not necessarily the same index on each occasion. 
5. Unidimensionality, that is, that there is only one trait affecting examinee performance 
on the test. 
Estimating Item Parameters and Examinee Abilities 
Item parameter and examinee ability (6) estimates are generally found by using an 
IRT program, for example, BILOG. BILOG is based on the work of Bock and Lieberman 
(1970) and Bock and Aitken (1982). BILOG first determines estimates for the item 
parameters by finding values of the item parameters that maximize the marginal likelihood 
function. These values are the maximum likelihood estimates (MLEs) for the item 
parameters (a,, bit & c,) from the 3PL Model. Taking these MLE's for the item parameters as 
the true values, BILOG then determines estimates for each of the examinee abilities by 
finding values of the abilities that maximize the joint likelihood function. These values are 
the maximum likelihood estimates (MLEs) for the examinee abilities (6). 
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Determining the Dimensionality of the Test 
One of the main assumptions of estimating item parameters and examinee abilities 
from the 3PL Model using BILOG is the assumption of unidimensionality. In other words, 
one must assume the examinee ability 6 is on a single numerical scale. If the assumption of 
the unidimensionality is violated, one must question how accurate are the item parameter and 
examinee ability estimates obtained from BILOG. An example of a violation of 
unidimensionality might be described as follows. Suppose a math educator was 
administering a long division exam to group of examinees. The first question is a typical 
long division example, but the next question, while still long division, is written in Chinese. 
Thus, the exam continues to be long division but measures two dimensions: the first assesses 
the ability to do long division, whereas the second might also assess the ability to read and 
understand Chinese in addition to long division. This test would then violate the assumption 
that IRT is based on unidimensionality. 
Studies by Drasgow and Parsons (1983), Harrison (1986), Lim and Draskow (1988), 
and Reckase (1979) have reported reasonably accurate estimates of item parameters when 
there were moderate violations of the assumption of unidimensionality. If only a few items 
cause the problem, then those items should be removed. If the problem is larger than that, 
then a better fitting model should be used (Bock, Gibbons & Muriki, 1985). 
DIMTEST (Nandakumar & Stout, 1993; Stout 1987) is a nonparametric hypothesis 
testing procedure that assesses latent unidimensionality for a dichotomously scored 
educational or psychological test. In other words, DIMTEST provides a statistical hypothesis 
test to determine if the dimensionality of a test equals one or is more than one. The 
DIMTEST program hypothesis test is written: H0: = unidimensionality, while the Ha: = 
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multidimensionality. If there is just one dimension, that is it is unidimensional, then 
DIMTEST assumptions are met and no further assumption investigation is needed. 
DIMTEST looks for the violations of unidimensionality, but does not identify the 
number of dimensions. Some of the advantages of using DIMTEST are that this test has low 
Type One errors with good statistical power, except for small sample sizes or small item sets 
(Nandakumar, 1994, Gessaroli, & DeChamplain, 1996). 
To analyze clusters that are created by the DIMTEST program, another program is 
used in conjunction with DIMTEST, that being HCA/CCPROX. HCA/CCPROX is the 
acronym for agglomerative hierarchical cluster analysis (HCA) proximity measure 
(CCPROX) based on item pair covariances conditioned on the remaining items (for 
referencing of clustering see Jain & Dubes, 1988). Roussos, Stout, and Marden (1994) 
described the development of proximity measures using HCA in a dimensionality analysis, 
then Roussos again used this technique in 1995 for his dissertation (Roussos, 1995a). This 
technique clusters items based on proximity between possible pairing of clusters, and is done 
by forming a proximity matrix between each item pair. The smaller the proximity measure 
is, the more it is judged to be similar. 
HCA is used to form clusters of items, small proximities first, then progressively 
larger groups. All items are placed in separate clusters first, each item to a cluster, so in the 
case of the Quality Control section of the NAIT certification test, it would start with forty 
clusters. For the next clustering, an item from the forty clusters that is closest in the 
proximity to the first cluster would be combined; thus, for the NAIT test one would then 
have 39 clusters. This would continue until all the items were combined and there is just one 
large cluster. The HCA/CCPROX gives you the possible cluster of items, but doesn't tell the 
researcher the dimensionality of the data. 
Researchers use another tool called DETECT (Stout, 1987), originally developed 
by Stout and further developed by Zhang (Zhang & Stout, 1999a). The DETECT software 
program is nonparametric in approach and is used to try to determine the number of clusters 
of data, the number of dimensions, and which items go with which dimensions. The program 
then uses a maximization process for item cluster partitions. Searching the clustering of 
items that maximizes the DETECT statistic, the DETECT software program then searches 
for the best choice for each partition. Placing negative values for items not in the same 
cluster, and positive values for items in the same cluster gives an indication of the clusters 
relationship to each other. Using this cluster sign relationship will ensure that the clusters are 
partitioned correctly. DETECT provides a theoretical index of the extent of 
multidimensionality present in the test and allows for the determination of the test's simple 
structure. 
The DETECT theoretical index is a model-based index designed to describe certain 
key features of a multidimensional IRT model. Based on theoretical and empirical analysis 
(Zhang & Stout, 1999b, 1999c) DETECT was found to be effective in identifying dominant 
latent dimensions and in counting the separate homogeneous clusters when approximate 
simple structure is present. DIMTEST can be used to test the dimensional distinctness of 
clusters, while DETECT can analyze the amount of departure from local independence 
(Roussos, Stout, & Marden, 1998). 
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Summary 
Classical test theory has been used to help construct tests and interpret scores 
(Embritson et al. 2000; Gulliksen 1950; Lord & Novick 1968). The models used are 
straightforward and can be used to interpret student (examinee) achievement. Models used 
are well known and include Spearman-Brown, Kuder-Richardson formulas - 20 and 21, and 
the standard error formulas which provide useful information (Crocker & Algina, 1986). 
There are some limitations of classical test theory. Item difficulty and item 
discrimination values and examinees' score statistics are dependent upon the group from 
which they are taken. For a specific examination, item difficulty indices are higher when the 
examinee samples are taken from an above average ability group and lower when taken from 
a below average ability group. The discrimination indices are higher in heterogeneous 
examinee samples than in homogeneous samples. This happens because of the effect of 
"group heterogeneity" on correlation coefficients (Lord & Novick, 1968). 
The reliability of tests comes into question if the sample of examinees does not 
resemble the population (Lord & Novick, 1968). This problem has been noted particularly in 
pilot test studies where the sample of examinees does not closely match the population for 
which the test is designed. 
Hambleton and Swaminathan (1985) reported that tests should include the following 
as desirable characteristics: 
1. Item statistics that are not group dependent; 
2. Test scores illustrate examinee proficiency that is not dependent on the difficulty of 
the test; 
3. Test models are the basis for matching test items to ability levels; 
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4. Test models are based on plausible assumptions; and 
5. Test models do not need parallel tests for assessing reliability. 
These five desirable properties can be obtained within the framework of item response theory 
(Hambleton & Swaminathan, 1985). 
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CHAPTER 3. METHODOLOGY 
Introduction 
Organizations within the Industrial Technology discipline have reason to pause and 
reflect on the certification tests they are advertising. If these exams are representative of 
their needs or if they are going to use the exam for program assessment, then organization 
certification boards and / or committees may have to defend the test for the quality of the 
questions and how those items are assessed. This chapter discusses the usage of CTT and 
IRT methodologies for industrial technology certification tests. 
Population and Sample 
The target populations of examinees are those examinees who do not meet the 
prerequisite criteria for certification (i.e., individuals other than graduates of, or faculty 
member in, a NAIT-accredited Industrial Technology program). The sample for this research 
was obtained through purposeful sampling techniques. These data were collected from 
NAIT accredited universities across the mainland United States. Part of the sample came 
from a grant involving 500 to 800 graduating students from Industrial Technology programs 
across the United States. This grant was designated for Eastern Kentucky University (EKU) 
and conducted by Larry (Tim) Ross, Jr., Assistant Professor at that university. The sample 
criterion for the research effort by EKU was defined by Ross within his proposal. 
Ross's criteria were as follows: As of the publication date (2001), the NAIT 
Baccalaureate Program Directory, there were a total of 126 baccalaureate programs in 
Industrial Technology and only 51 of these programs were NAIT accredited. From the 
universities listed in the directory, a source of information, a sample was developed and 
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defined for the study. This publication contains a comprehensive reference of the industrial 
technology programs across the United States. This directory is based on the voluntary 
participation of each institution and, therefore, some programs may not be listed. As of the 
2001 publication date, the total numbers of baccalaureate programs listed in industrial 
technology were as follows: 
Industrial technology programs 109 
NAIT accredited programs 50 
Only those universities listed with an identified industrial technology programs were 
considered for inclusion. These institutions were offered through mailings for participation, 
the final result was 15 NAIT accredited and 15 non-accredited institutions. The sample for 
the Ross study was comprised of senior students graduating with a baccalaureate degree from 
an Industrial Technology program within the continental United States. The definition of 
"senior" implies those who graduated in May 2001 or December 2001. This enabled the test 
subjects to have completed the majority of the coursework required to obtain the degree. The 
sample included an equal mix of institutions that have received accreditation from the 
National Association of Industrial Technology (NAIT) and those who do not hold any 
recognized program accreditation. The combination of Ross's effort and schools selected by 
the NAIT certification committee to participate in this effort, including previous groups not 
associated with Ross's effort, resulted in a sample size of 996 (N). 
The groups that participated were first defined by NAIT by placing each state in a 
region, see Figure 3.1. 
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Region 
Region 
VI 
Region IV 
Region I Region II Region III 
Connecticut Illinois Alabama 
Indiana Iowa Delaware 
Maine Minnesota Florida 
Massachusetts Nebraska Georgia 
Michigan North Dakota Kentucky 
New Hampshire South Dakota Maryland 
New Jersey Wisconsin Mississippi 
New York North Carolina 
Ohio South Carolina 
Pennsylvania Tennessee 
Rhode Island Virginia 
Vermont West Virginia 
Region IV 
Arkansas 
Kansas 
Louisiana 
Missouri 
Oklahoma 
Texas 
Region V 
Arizona 
Colorado 
Idaho 
Montana 
Nevada 
New Mexico 
Utah 
Wyoming 
Region VI 
Alaska 
California 
Hawaii 
Oregon 
Washington 
International Members 
Figure 3.1. NAIT assigned regions (accessed online at: www.nait.org). 
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As shown in Table 3.1, a total of 996 participants were assessed. The largest single 
sample was from Alcorn State, whereas the smallest (n) was Owens Community College. 
During the study there was no attempt to evaluate the numbers by region, but it was offered 
as general background information. 
Instrumentation 
The instrument used for the data collection was the NAIT certification test. The test 
consists of 160 questions and is divided into four sections, with the four sections covering 
different subject areas from within the industrial technology discipline. These four 
subsections are labeled: production planning and control, quality control, safety, and 
management and supervision. Since these four subsections could be considered four 
different tests and each test measured different subject matter, only the quality control section 
was selected for this assessment. 
The quality control section of the test is a multiple-choice test, forty questions long. 
Each of the questions have four possible answers, the answers are labeled "a" through "d." 
The quality control section has been reviewed in previous research efforts. Dr. Matthew 
Stephens in 1995 reported the reliability values of these tests with small sample sizes (n) of 
60 and then 153 (Field & Rowe 2001). 
The reliability of this section was rated at .59 (K-R 20). It was considered low as 
compared with most tests wherein the minimum is .70 (McMillan & Schumacher, 1997). 
Other certification exam developers revealed that lower reliability numbers can be reflective 
of small sample sizes (Schoolcraft, 2002). 
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Table 3.1. The schools participating in the study. 
Status Name of School Location Number of 
participants 
Accredited 
1 Alcorn State University Alcorn State, MS 127 
2 Arizona State University East Mesa, Arizona 7 
3 California State University @ Fresno Fresno, CA. 22 
4 Central Missouri State Warrensburg, MO. 12 
5 Eastern Kentucky University Richmond, KY. 29 
6 Iowa State University Ames, Iowa 4 
7 Indiana State University Terre Haute, IN. 2 
8 Jacksonville State University Jacksonville, AL. 7 
9 Millersville University Millersville, PA. 15 
10 Morehead State University Morehead, KY. 28 
11 University of North Dakota Grand Forks, ND. 10 
12 Northern Michigan University Marquette, MI. 7 
13 North Carolina A&T State Univ. Greensboro, NC. 13 
14 Northwestern State Univ. of LA. Natchitoches, LA. 13 
15 Southern Illinois University Carbondale, IL. 64 
16 Tennessee Tech. University Cookeville, Tennessee 109 
17 Western Kentucky University Bowling Green, KY 6 
Non- Accredited 
1 Appalachian State University Boone, N. Carolina 5 
2 Bemidji State University Bemidji, MN. 25 
3 Berea College Berea, KY. 11 
4 California University of PA. California, PA 33 
5 Central Connecticut State University New Britain, CT. 20 
6 Central Michigan University Mount Pleasant, MI. 94 
7 Chadron State College Chadron, Nebraska 7 
8 University of Houston Houston, Texas 25 
9 Humboldt State University Areata, California 7 
10 Lamar University Beaumont, Texas 10 
11 Monroe County Community College Monroe, MI. 46 
12 Northeastern State University Tahlequah, OK. 100 
13 Owens Community College Toledo, OH. 1 
14 Ohio Northern University Ada, OH 29 
15 Southeastern Louisiana University Hammond, LA 23 
16 Southwestern OK. State University Weatherford, OK. 5 
17 University of Tampa Tampa, Florida 14 
18 Tarleton State University Stephenville, TX. 24 
19 University of Western AL. Livingston, AL. 9 
20 Wayne State University Detroit, Michigan 6 
Key: Accreditation determination was taken from NAIT (accessed online at: www.nait.org). 
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Reliability 
The procedure for finding the reliability coefficients when the data is dichotomous in 
form is straightforward and can be done in the following manner. When using a CTT 
methodology, the Kuder Richardson (K-R 20) may be used for the dichotomous form. In the 
current research effort the assessment focus was through the use of CTT and IRT 
methodology. 
One of the most powerful and flexible features of Item Response Theory (IRT) is the 
concept of item information. Working within the IRT framework, the test developer does not 
rely upon internal consistency reliability coefficients as the ultimate criterion forjudging the 
quality of the test or guiding item selection. Instead, measurement-oriented researchers using 
IRT are able to select individual items that provide the most measurement precision (i.e., 
information) about the latent trait they desire to measure, independent of the sample of 
subjects. That is, the item-based nature of IRT offers measurement-oriented researchers the 
ability to directly assess the contribution an item makes to the measurement precision of the 
latent trait (examinee ability). In certification tests this ability is the main interest of 
certifying organizations. Moving into the IRT framework, one uses a methodology that 
could be conducted as described in the following manner. 
Item Response Theory 
Estimating item parameters and examinee abilities 
The data used in this assessment have been converted to a dichotomous form with the 
item values assigned in the following manner. If the item was scored as a correct response, 
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the value of one (1 ) was assigned. If the item was scored as incorrect, then the value of zero 
(0) was assigned. 
After inserting these data into a three parameter logistic model (3 PL) by using the 
BILOG software program, the data were examined for the following three item parameters: 
ai = Discrimination 
b; = Difficulty 
c i = Guessing 
Determining the dimensionality of the test 
One of the assumptions in the usage of an IRT methodology is that there is only one 
dimension being measured or it is unidimensional. Using the software program titled 
DIMTEST (Stout, 1987, Nandakumar & Stout, 1993, Assessment Systems Corp., 
www.assess.com) a researcher is able to determine if there is more than one dominant 
dimension. If there is more than one, the researcher may want to identify the other 
dimensions. 
DIMTEST is a software program that runs in a Disk Operating System (DOS) 
window. This program requires the data to be formatted in a text file that contains only 1 s 
and Os, with the file extension to be labeled .dat. If the examinee's answer is graded as 
correct, then it is labeled as a 1, and if the datum is graded as a wrong answer or is omitted, 
then it is labeled as a 0. DIMTEST then examines the dichotomous data and tests for 
unidimensionality. 
By using the DETECT (Stout, 1987; Zhang & Stout, 1999a, Assessment Systems 
Corp., www.assess.com) software the number of other dimensions can be identified. The 
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program puts the dimensions together in a way that can be interpreted. Briefly, this is done 
by starting with the idea that a set of objects can be grouped together by a mutually exclusive 
and exhaustive group called clusters. If the proximity measure is large then the clusters are 
dissimilar. This cluster grouping is judgmental in nature and the proximity measure can have 
a substantial impact on the results of the cluster analysis. As each cluster is combined with a 
new cluster, a new proximity analysis is done before moving on to the next cluster. 
Eventually the clustering is done and the dimensions are calculated. 
Summary 
The research in the past century began with classical test theory. Test assessment the 
first four decades of the last century was typically done using Spearman's work and within 
the confines of Pearsonian statistical theory. In the last half of the century, Lord showed that 
the classical test theory could be expressed using item characteristic curves (ICC). 
Item response theory (IRT) was developed during the last half of the last century 
based on the concept of the ICC. The change to IRT utilizing the various software programs 
has made this type of enquiry increasingly popular. Table 3.2 shows the differences between 
the CTT and IRT models. The dichotomous data inserted into BILOG will enable a test 
assessor to look at and evaluate items based on the item discrimination, guessing, and 
difficulty parameters. 
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Table 3.2. Main differences between the CTT and IRT models 
Area of difference Classical Test Theory (CTT) Item Response Theory (IRT) 
1. Model Linear Nonlinear 
2. Level of Measurement Test Item 
3. Assumptions Weak 
Easy to meet with test data 
Strong 
Hard to meet with test data 
4. Item-Ability Relationship Not specified Item Characteristic Curve 
5. Ability Test scores or estimated true 
scores are reported on the 
test-score scale (or a 
transformed test score 
scale). 
Ability scores are typically 
reported on the scale — 3.00 
to + 3.00 (or a Transformed 
scale). 
6. Invariance of Item and Person 
Statistics 
No—item and person 
parameters are sample 
dependent. 
Yes—item and person 
parameters are sample 
Independent, if model fits the 
test data. 
7. Item Statistics 
Difficulty p (proportion correct). b : 1 pi 
Discrimination Biserial Correlations 
Item-Total Correlations 
a : 2pl, 3 pi 
Guessing None c : 3pl 
Adapted from Hambleton & Jones 1993 
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CHAPTER 4. RESULTS 
Introduction 
The first part of this section covers the classical test theory area. It presents the 
calculations of item difficulty, discrimination, and the test reliabilities. For this part of the 
test Microsoft Excel (Microsoft, 2002 (10.4524.4219) SP-2) and SPSS (SPSS Inc., version 
10.0.7) were used to calculate and ascertain the various data results. Then the results section 
moves into the item response theory area and discusses the process leading up to the use of 
BILOG (Mislevy & Bock, 1997). Finally, the findings from BILOG are introduced. 
Classical Test Theory 
Item difficulty 
The first area addressed was item difficulty, or the percentage of students answering 
the item correctly, which can range from 0 to 100 percent, depending on the students' ability. 
Table 4.1 provides a tabular representation of the results of the inquiry. The items that are 
below .05 (only a few answer these correctly) or above .95 (nearly everyone answers these 
correctly) can be considered difficulties that challenge meaningful application. While they 
still may be useful questions relative to the student's knowledge, they do not add much to 
item discrimination. Item discrimination information can be further assessed by using the 
Point Biserial statistical technique. 
The Point Biserial technique has values ranging from a theoretical -1 to a +1. A 
negative value indicates an inverse relationship between total score and the score of the item. 
Students who score high, overall, may score low on this item, indicating that 
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Table 4.1. Classical test theory results: Item difficulties for questions in the Quality Control 
test 
Qi 0.53 Q l l  0.62 Q21 0.42 Q31 0.71 
Q2 0.56 Q12 0.28 Q22 0.17 Q32 0.68 
Q3 0.28 Q13 0.44 Q23 0.27 Q33 0.32 
Q4 0.25 Q14 0.27 Q24 0.29 Q34 0.08* 
Q5 0.39 Q15 0.62 Q25 0.70 Q35 0.30 
Q6 0.45 Q16 0.68 Q26 0.41 Q36 0.74 
Q7 0.53 Q17 0.42 Q27 0.49 Q37 0.57 
Q8 0.30 Q18 0.34 Q28 0.35 Q38 0.16 
Q9 0.28 Q19 0.72 Q29 0.57 Q39 0.18 
Q10 0.32 Q20 0.26 Q30 0.57 Q40 0.56 
*Indicates that results are near the .05 or above .95 and can be considered difficulties that are either 
low or high and should be evaluated further before usage. 
such items should be reviewed or discarded altogether. These items take away from the 
reliability of the test and are not desirable for test construction. 
Next the items with an item discrimination of 0 to ± .05 were rated this low because 
the examinees test scores correlated poorly with a test item (see Table 4.2). To determine 
whether the examinees got the items all right or all wrong, a test assessor can review the item 
difficulty index. The item difficulty used with discrimination can reveal areas of needed test 
improvement. There is one other option that might hinder item discrimination at this level. 
If there is no relationship between the examinees' scores on an item and the total score, then 
both the low scoring and the high scoring groups of examinees missed the item with no 
apparent pattern. If the reason is not discernable then the item should not be used in the test. 
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Table 4.2. Classical test theory results: Item discrimination for questions in the Quality 
Control test 
Ql 0.07* Q l l  0.04* Q21 0.31 Q31 0.28 
Q2 0.35 Ql2 0.14 Q22 0.31 Q32 0.36 
Q3 0.00* Q13 0.19 Q23 0.13 Q33 0.30 
Q4 0.36 Q14 0.12 Q24 0.29 Q34 -0.04* 
Q5 0.39 Q15 0.36 Q25 0.30 Q35 0.42 
Q6 0.17 QI6 0.33 Q26 0.36 Q36 0.36 
Q7 0.35 Q17 0.35 Q27 0.18 Q37 0.36 
Q8 0.39 Q18 0.35 Q28 0.40 Q38 0.07* 
Q9 0.44 Q19 0.28 Q29 0.41 Q39 0.26 
Q10 0.44 Q20 0.35 Q30 0.08* Q40 0.16 
* Indicates those questions that are below the 2o level. 
Items above the .05 point to the 2o level have a positive relationship contributing slightly to 
the reliability of the exam and could be used as a measure of what the examinee is expected 
to master (Crocker, & Algina 1986). The 2a level is two standard deviations above .00 and 
is estimated by dividing one by the square root of the sample size minus one, then 
multiplying by two (Ebel 1965). Above the 2a (.063) level the items contribute to the 
reliability of the test and also have good test discrimination. Most of the items in Table 4.2, 
according to the CTT methodology, contribute to both reliability and have usable test 
discrimination. Test items 1,3, 11, 30, 34, 38 are questionable and require further 
investigation. These six questions were not used in the assessment. 
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Reliability 
Reliability is sometimes confused with validity when discussing classical test theory. 
Explaining the differences and what they are can be done by using a descriptive example. 
An owner of a car needs to get fuel and pulls into a gas station. The car owner fills the car's 
tank to half full and stops adding fuel at that point. The gas tank is % full, but the gas gauge 
indicates the gas tank is % full. The next time the car needs fuel the driver pulls into the gas 
station and refills the car's fuel tank to 'A full. The gas gauge indicates that the tank is % full 
but, in reality, it is V2 full. The owner does this over the next year and the results are always 
the same. It can be said that the gas gauge is reliable because it always indicates the same 
measure when the gas tank is filled to half-full, however, the gauge's indications are not 
valid. When testing over time, the test creator wants the test being assessed to be both 
reliable and valid. The test should measure the subject objectives consistently each time as 
well as over the passage of time. 
For dichotomous data, reliabilities are often measured by the usage of the K-R 20 
procedure. The reliability estimate using the K-R 20 methodology produces the following 
information about the quality control section of the test. If the test has a reliability of zero it 
would have no reliability, or if it has a reliability of one then it would be said to have perfect 
reliability. This test had a K-R 20 reliability rating of .6729, which is below the acceptable 
range minimum of .70. If the reliability is not high enough then the items that are marginal 
should be replaced and the test reevaluated. 
By simply eliminating the items with poor item discrimination values: questions 1,3, 
11, 30, 34, 38 the reliability increases to .725. This reliability of .725 is marginal, thus a 
higher reliability coefficient is desirable. 
There was a noticeable grouping of low indices, which start from the minimum yet do 
not exceed .20. Then there is a gap in values which indicates a natural division or break 
point for evaluation. Taking out marginal questions 1, 3, 6, 11,12, 13, 14, 23, 27, 30, 34, 36, 
38, and 40 the reliability increases to .7414. For our assessment we took out questions 1, 3, 
11,30 ,34 ,38  
Item Response Theory 
Before using the IRT software the assumption of unidimensionality must be tested. 
Verification of unidimensionality is necessary because many current psychometric 
procedures that are applied to test data presume that the data fit a unidimensional latent 
model (Stout, Douglas, Kim, Roussos, & Zhang 1996). A common and effective way to test 
the data is by applying a software program titled DIMTEST (Stout 1987, Nandakumar & 
Stout, 1993, Assessment Systems Corp., www.assess.com). The results from using the test 
showed that this test is not unidimensional and has a total of five clusters (see Appendix 
A. 1). It has a p-value of .0003, which indicates that the possibility of this test being 
unidimensional is highly unlikely. This p value represents a hypothesis: H0 = 
unidimensional data and Ha = the data are not unidimensional. We would reject H0 in favor 
of Hg. By eliminating the questions 1,3, 11, 30, 34, 38 which were found as undesirable by 
classical test theory the p value changes to 0.0838. For an improved p-value, a third 
variation described in the classical test area, taking out the fourteen marginal items. This 
netted a p-value of.114 which is stronger than any other variation and is adequate for using 
the BILOG software program and not violating the assumption of unidimensionality. This 
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research used only the first option or the elimination of the six questions. The desire to 
review as many questions as possible using IRT methods was the underlying reason. 
BILOG for Windows has a capability of producing charts for interpretation as well as 
the ICC charts. The first of the output to examine is the overall test information (see Figure 
4.1 and also in Appendix B.l). 
Subtest: TEST0001 
1.03 
14 
0.83 
0.62 
0.41 
0.21 
Scale Score 
Key: Test information curve: solid line, Standard error line: dotted line. The total test information for a specific 
scale score is read from the left vertical axis. The standard error for a specific scale score is read from the right 
vertical axis. 
Figure 4.1. Information and standard error curves along the scale score axis 
A test is a set of items and therefore, the test information at a given ability level, is the 
sum of the item informations at that level. The general level of the test information function 
will be much higher than that for a single item information function. Thus, a test measures 
more precisely than does a single item, the more items in a test, the more information 
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available to measure an examinee's ability. In general, longer tests will measure an 
examinee's ability with greater accuracy if the questions are reliable and valid. 
The total test information data in Figure 4.1 are leptokurtic in form and are skewed 
right, tailing toward the negative scale. Most of the data information peaks from 1 - 2 on the 
X axis, or scale score axis. The scale score axis limits are set automatically by the variance 
of the data used. The standard error was also determined. 
The standard error of each item is assumed to be normally distributed and the 
distributions of the prediction of the errors are homoscedastic, or the same for all values 
along the X axis. The error for this test indicated that, as the observed score increases the 
standard error decreases until the middle of the distribution of scores is reached; then it 
increases again slightly. This indicates that, as the standard error line moves from left to 
right the error variance changes from approximately .85; thereafter declining to below .1, and 
then rising toward the right boundary. For more information concerning standard errors refer 
to Crocker and Algina (1986). 
Test developers can apply IRT graphics to analyze each item to ensure they create the 
test they desire. According to Hambleton and Swaminathan (1985): 
The item and test information functions provide viable alternatives to the 
classical concepts of reliability and standard error. The information functions 
are defined independently of any group of examinees and, moreover, represent 
the standard error of measurement at any chosen level. Thus, the precision of 
measurement can be determined at any level of ability that is of interest. 
Furthermore, through the information function, the test construction can 
precisely assess the contribution of each item to the total test and hence 
choose items in a manner that is not contradictory with other aspects of test 
construction. The slope of the item response function and the conditional 
variance at each ability level play a function of increasing item information. 
(p.123) 
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As the slope increases, coupled with a decrease in variance, the IRT graphics provide other 
information about the test and each item. During the evaluation of these curves, items with 
large standard errors of measurements can be identified and marked for revision or 
elimination. Figure 4.2 depicts the ICC of item 4 in the current research. 
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1. 
o 
o. 
8 
g 
5 o. 
Ë 6 
2 
£L 
0. 
4 
0. 
2 
°-3 -2 -1 o ' 1 H 2 3 
Ability 
Item Characteristic Curve: ITEM0004 
Figure 4.2. ICC for item 4 
As shown in Figure 4.2, the item number is given as well as the type of item chart at 
the top. The three IRT parameters are: a^ 2.440, b4 = 1.460, c4 = 0.174. Parameter c4 is the 
probability that a person with a very low ability score will answer the item correctly. It is 
called the guessing parameter or pseudo-chance score level. If an item can not be answered 
correctly by guessing, then c = 0 (Lord, 1980). The guess parameter is interpreted directly 
since it is a probability. The guessing parameter has a range of 0 through 1 theoretically 
(Baker 1985). A value of C4 - 0.174 indicates that this item has a guess probability for 
examinees with low ability as being 0.174. 
The discriminating power of the item is represented as «4 and is the degree to which 
item response varies with ability level. This index has the usual range seen in practice of -3 
to a +3, so item 4's discrimination index of 2.44 indicates that this item discriminates well. 
In contrast, if a value were zero it indicates that the test item does not discriminate among the 
examinees' abilities. If the item has a high discrimination then the item would have a nearly 
vertical discrimination slope. Examinees with an ability level to the left of the slope have a 
small chance of getting the item right whereas those on the line or to the right have a very 
good chance of answering correctly. The slope is actually the slope of the linear regression 
of a transformation of the probability of correct response and the ability scale. A tangent of 
90 degrees (immediate change from a 0 to 100% probability) is plus infinity, while a tangent 
of zero degrees (no discrimination) is zero. Leo Stam (2003) concludes that a 45 degree 
slope or a value of 1 is average. In theory the a, range would run from -co < a,- < 00, in 
practice it typically runs from -3 to 3. 
Adapted from Fredrick Lord (1980), Figure 4.3 graphically represents an ICC and the 
location of the item parameters of a 1 PL IRT model. The vertical scale represents probability 
of an examinee answering the item correctly, and it ranges from 0 to 1. Zero signifies the 
examinee selected the incorrect response whereas one signifies the examinee answered the 
item correctly. The value of a, is proportional to the slope of the curve at the inflexion point 
shown in this model at the .5 level. At the inflexion point an examinee whose ability position 
is to the right of the point labeled b 
49 
P(8) 
asymptote 
INFLEXION 
~? 
0 
b 
Figure 4.3. Meaning of item parameters. Adopted from Lord 1980. 
will have a 50% chance or better of getting this item right, and those students to the left will 
have a 50% chance or better of getting this item incorrect. 
The asymptote is represented by the curved portions of the item characteristic curve 
and is comprised of the lower and upper sections. Often called the location parameter, the 
item difficulty parameter is represented by b. It determines the position of the curve along 
the ability scale (Lord, 1980). The more difficult the item, the further the curve is to the 
right. Lord continued that, in principle, examinees at a high ability level will virtually never 
answer an easy item incorrectly. However, in practice, such an examinee will occasionally 
make a careless mistake. This problem affects the 3-PL model less than other models, 
making it useful in practical work (Lord, 1980). 
Item "information" and contribution of each item to the overall test "information" are 
also important. These data were obtained by using BILOG. Figure 4.4 is an ICC of item 4 is 
based on an analysis and is the test item that provides the most information. The remaining 
figures are scaled to represent the amount of information that each specific item adds to the 
reliability of the test. The contribution of each item in the test is additive to the total test 
information, however, the contribution of each test item is independent of the other test 
items. This function gives information for the set of items at each point of the ability scale 
and is also influenced by the quality and number of items in the test being evaluated. 
As the slope of the curve increases in steepness, with the amount of variance 
decreasing, the quantity of information that is available increases. The information curve in 
Figure 4.4 indicates that item 4 provides a large amount of information to the test, therefore, 
the test developer may choose to accept it. This item exhibits an information curve that 
peaks between 1.4 to 1.6 on the scale score axis, with the vertical axis on the left depicting 
how much information this item provides at a given ability. The more information given by 
the item, the higher the reliability of the test being constructed. 
While item 4 contributes a large amount of information, item 40 provides very little. 
As shown in Figure 4.5, scant information is provided by item 40. (Remember the parameter 
#40 indicates the item's discriminating power, £>4o is the difficulty parameter, and c40 the 
guessing factor). The values for item 40 start with the discrimination parameter and are 
indicated by 340 = 0.178. The slope of the curve provides an indicator of the items that do not 
discriminate well. When applying classical test theory, item 40 has a difficulty of .56 which 
is fairly robust and, thus, would be considered having an adequate difficulty parameter. Lord 
in (1980) indicated that item difficulty is test and group dependent when using CTT. 
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Item Information Curve: ITEM0004 
Scale Score 
Figure 4.4. Information curve for item 4 
However, when applying IRT, the item's discriminating power is .17; this translates 
to a .16 reliability index according to equation 7. The information and scale score box on the 
right side of Figure 4.5 indicates that this item contributes scant information at a specific 
ability ranges. The test developer looks for items that will provide information and also 
discriminate in evaluating the ability of the examinee. This item will be discussed further in 
the conclusions section. 
To provide an overall visual impression of the test items and their ICC curves a 
matrix was examined next. The matrix plot is an organized way of looking at the entire set 
of ICC plots and is designed to give an overall picture of which items discriminate and the 
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amount of guessing involved with each item. As shown in Figure 4.6, the gray lines dividing 
each plot into four quadrants are drawn at a probability of 0.5 (on the y-axis) and ability of 0 
Item Characteristic Curve: ITEM0040 Item Information Curve: ITEM0040 
a - 0.170 b = -0.786 0.001 
0.8 
>, 0.6 
0.4 
0.2 
0 w 
Ability Scale Score 
3-Parameter Model, Normal Metric Item: 40 
The parameter a is the item discriminating power, the reciprocal (1/a) is the item 
dispersion, b is an item location parameter and c the guessing parameter. 
Figure 4.5. ICC and information curve for item 40 
(on the x-axis). As shown in the first row, items 2, 6, and 7 are marginal for their 
discrimination abilities, but still add to the total test information. 
Item 6 contributes very little to the test information and may need to be rewritten or 
eliminated. In row two, only item 13 may need to be reviewed because of its discrimination 
ability, while item 15 has a curve located toward the left side of the figure which means more 
people who have taken the test for this research effort, will get this question right. 
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Figure 4.6. Matrix plot of item characteristic curves for the quality control test 
Row three contains items 16 through 21, with items 16 and 19 positioned toward the 
negative side on the ability scale. Items 18 and 20 are the only two that have a noticeable 
steepness in their slope which indicates the item has a good discriminating ability within its 
ability range. The next row of items 22 through 27 contain three items that contribute 
satisfactorily to the test: 22, 24, and 26. Item number 23 has a position on the x axis 
indicating a high ability rating which is located toward the right side, while item 25 has a low 
ability rating indicated by its position. The last item on this row 27 indicates it does not 
contribute to the test information. Row five represents items 28, 29, 31 through 33, and item 
35. This row has three items that are positioned toward the negative ability side of the scale: 
29, 31, and 33. Item 33 contributes only a marginal amount whereas the other two, items 28 
and 35, are adequate. In the last row, items 36, 37, and 39, and item 40 have a rating of 
negative ability and item 40 also provides scant information to the test. Only item number 39 
indicates a positive contribution to the test. 
The information was lost from the original test items 1,3, 11, 30, 34, and 38 as these 
items were not used due to a low rating by classical test theory. These items were also 
confirmed as not being dimensional by applying DIMTEST. The elimination of these items 
also satisfied the assumption of unidimensionality for the usage of BILOG. 
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CHAPTER 5. SUMMARY, CONCLUSIONS, AND 
RECOMMENDATIONS 
The summary, conclusions, and recommendations based on the findings of the 
research are presented in this chapter. This study was designed to determine if there is a need 
to change the Quality Control subsection of the NAIT certification test as well as to provide 
direction for change. The evaluation was achieved by applying classical test theory and item 
response theory on test scores from a standardized Certified Industrial Technologist (CIT) 
exam developed by the National Association of Industrial Technology. 
Summary 
This study considered the issue of reliability and the findings of item response theory 
that have been revealed previously about the National Association of Industrial Technology 
certification exam. 
The data collected were analyzed to determine if there is a need to modify the 
existing exam and provide suggestions regarding changes that might improve the exam. The 
following research questions were considered in this analysis: 
1. Are the current items in the quality control section of the NAIT certification exam 
reliable? (The exam reliability was calculated using Kuder Richardson 20. By 
identifying suspect test items, the NAIT organization may be able to increase the 
reliability of the test.) 
2. What are the item discrimination and item difficulty indices of the quality control 
section of the NAIT Certification exam? (BILOG IRT software was employed to 
identify the estimates of item discrimination and difficulty and guessing.) 
3. Based on the IRT item parameters, what are the estimates of the examinee abilities? 
(BILOG IRT software was used to identify the estimates of the examinee abilities.) 
4. What is the dimensionality of the quality control section of the exam? (DIMTEST 
and DETECT IRT software programs were used to evaluate the dimensionality of the 
quality control subsection of the test.) 
Procedures 
Seniors from accredited and non-accredited industrial technology programs were 
selected as subjects for the study. The researcher used data obtained from NAIT board of 
certification. Approximately half of the data in the NAIT database were obtained from a 
research effort conducted in 2001 by Tim Ross at the University of Kentucky. The students 
were from across the lower forty eight states of the United States. Ross's data when 
combined with other data that was accumulated as an ongoing effort yielded a sample size of 
N = 996. The scoring from the timed multiple choice test and the answers were reduced to a 
dichotomous format with omits graded as mistakes. The test contained 160 questions with 
each subtest section comprised of 40 questions. 
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Summary of the Findings 
The summary of findings is presented by research question. Additional information 
about each of these findings can be found in Chapter 4. The N value for the analysis 
performed in this study, unless otherwise specified, is 996. 
Research Question 1: Are the current items in the quality control section of the NAIT 
certification exam reliable? 
The findings using the recommended reliability method of Kuder Richardson 20 
revealed the original test K-R 20 = .67, was lower than the desired reliability of no less than 
.70. By calculating difficulty and discrimination coefficients and eliminating unacceptable or 
marginal items the reliability was increased to a acceptable level. 
The question then was: How does this correlate with the IRT method for evaluating 
reliability? If one assumes that the data have a normal distribution of the population 
covering both criterion and item variables then a slope of 1 has a reliability index of .707 
(Richardson, 1936; Tucker, 1946). To convert an a,• discrimination value found in IRT the 
following formula (6) is used (Tucker, 1946): 
where rpbis the point biserial correlation between ability and item i. In classical item 
analysis, rPb is estimated by the item-test correlation (the correlation between response to the 
item scored 1 or 0 and the number-right score for the test). Items with greater slope or 
discriminating value are more reliable. The items with slopes less than 1 but still over zero 
are less reliable. Items with a negative slope are displayed in the opposite direction of items 
with slopes over one. Items that have no slope would have no reliability. 
(7) 
Research Question 2: What are the item discrimination and item difficulty indices of the 
quality control section of the NAIT Certification exam? 
By using the classical test method of rating an item's discrimination, questions 1,3, 
11, 10, 34, and 38 were rated as not usable; they had a rating that is marginal or 
unacceptable, this indicated further examination of the test was needed. 
Use of the BILOG analysis software package provided item discrimination and item 
difficulty and included a graphic version which lends to the ease of evaluation (see Appendix 
C). The steepness of the asymptote of the curve is a discrimination indicator, and out of the 
34 items evaluated 22 items added to test information and could be used. Of these 22 items, 
13 items would contribute to the tests reliability and could be recommended for use as is; the 
remainder could be considered with modification and then field tested. The length of the test 
is often decided by the certification board. Another way has been suggested in the literature 
(Lord, 1980, p. 104). 
It may be more convenient to set the length of a test by trial and error: by devising a 
variety of tests, measuring their information curves, then choosing the best of these, and 
modifying the test further until the desired results are obtained. The limits on testing time, 
attitude of the examinees, failure to follow directions, or techniques that invalidate 
assumptions are considerations which should included in test construction. 
Research Question 3: Based on the IRT item parameters, what are the estimates of the 
examinee abilities? 
The examination of the ability scale used in the ICC output from BILOG provides a 
wealth of information as to the probability of an examinee to answer each item correctly. In 
addition, the ICC gives the test evaluator an idea regarding the quantity of information the 
item adds to the entire test. If the item difficulty is positioned to left side of zero, then that 
item provides information to the testing organization about examinees with a lesser abilities. 
The item with a less steep slope does not discriminate at specific levels of ability and often 
adds little information to the total test. Of the 34 items, 12 items fit the description of having 
their ability positioned to the left side of zero: 1, 5, 12, 13, 16, 22, 26, 27, 28, 31, 32, and 34. 
These items have a slope less than forty-five degrees and would contribute slightly to test 
reliability, as they provide the test creator with scant information regarding its suitability for 
certification; however, they contribute to test error. The least amount of error in the NAIT 
certification test was determined to be from .20 through 3.0. Regarding the ability scale, if a 
test purports the highest possible reliability then the test items must contain the least amount 
of error. 
Research Question 4. What is the dimensionality of the quality control section of the exam? 
The original NAIT certification test failed the unidimensionality test provided by the 
software program DIMTEST. This test is required to ensure that the assumption of 
unidimensionality is met before BILOG analysis can be applied. Because items 1,3, 11, 30, 
34, and 38 were not usable in this test evaluation due to poor or negative discrimination 
rankings, the DIMTEST program was rerun with these items removed and the test was found 
to meet the assumption of unidimensionality. The use of DETECT software program 
provided the researcher with a cluster analysis for determining which items grouped together. 
The output showed that the original test has 6 clusters but only 5 of the clusters maximize the 
location of the distribution. 
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Discussion, Implications, and Conclusions 
From the review of the literature and investigations into certifying organizations that 
are considered part of the industrial manufacturing field, none of these organizations are 
currently using item response theory with classical test theory to assess their certifying 
exams. This research could be considered applied research directed at producing knowledge 
relevant to providing a solution for assessing Industrial Technology certification exams 
(Worthen & Sanders, 1973, p. 23). This research tested the usefulness of scientific theories 
and determined the quantitative and analytical relationships within Industrial Technology 
certification. Research such as this is intended to add research-based knowledge in the given 
field and stimulate basic research methodological development; its effect will be measured 
indirectly over time (McMillian & Schumacher, 1997, p. 21). Future studies examining the 
NAIT certification exam, when presented, published, and critiqued, might influence the way 
practitioners think and perceive the problems with certification assessment. The current 
applied research might encourage further research and methodological development of 
certification exams. Certainly, the need to measure learning at different abilities has 
stimulated basic research and the measurement of human intelligence and will continue 
(Kerlinger, 1979). 
The usage of classical test theory provided an overall picture of the NAIT 
certification exam. One would suspect that CTT usage would limit the scope of test 
information because its procedure was confined to difficulty, discrimination, and test 
reliability correlations. Nevertheless, due to the use of classical test theory techniques, a 
starting point for evaluation was provided and an initial overall direction for modification of 
the NAIT certification exam was developed. The CTT information identified six test items 
which detracted from the unidimensionality of the test data. This unidimensionality is an 
underlying assumption of IRT and, by deleting these items, enabled the software package 
BILOG to be applied for item response theory enquiry. 
The IRT evaluation provides a tool to measure the participating examinees' abilities 
as well as test item suitability. The IRT technique also gives the test developer an idea 
regarding item discrimination as well as an idea of the examinees' success on the 
certification exam. After the NAIT certification exam has been completely assessed and 
field tested it could be used to benchmark the performance of students within a school's 
curriculum and provide direction for improvement of that curriculum. 
During the investigation of certifying agencies that are associated with the Industrial 
Technology discipline, it became apparent that this test needed further field testing. When 
analyzed using classical test theory, numerous test questions proved to be unsatisfactory (see 
Appendix C). 
The reason these questions are not satisfactory has yet to be decided. It is an inquiry 
that neither CTT nor IRT methodology can answer at this stage. This discussion changes to 
those questions and the conclusions will provide a greater understanding about the 
procedures used to construct the exam. 
Test item number one was labeled unusable because of the low CTT discrimination 
value it received (.07). This item has multiple interpretations and should be rewritten. 
The next item not used was item three. Only 28% of the examinees selected the 
correct answer and the item had a zero item discrimination value. This question involves 
multiple problems and would keep the exam from being labeled as unidimensional. The 
dimensions involved with this question are knowledge of abbreviations for quality control 
parameters and understanding of statistics. This item abbreviation should be spelled out so 
there is no misunderstanding of questions or answers. Each item should measure one 
dimension or part of the question should explain how the dimensions interact with each 
other. 
The third item not used was test item 11, which has a difficulty rating of .62 and a 
discrimination of .04. Upon first glance this item appears to be well written and should 
assess the examinee correctly. The problem with this item may be assignable to either the 
usage of asking the examinee for a "which answer does not" give the correct findings. This 
item also has a subject word in the question that does not describe the answers best. The 
subject of this question should be changed and the word "not" in the question should be 
underlined. 
The fourth item not used, item 30, has a difficulty rating of .57 and a discrimination 
of .08. Arguably this also could be interpreted in different ways. The fifth item not used was 
item 34. It has a difficulty rating of .08 and a discrimination of -.04. This item is dated in its 
theory and should be evaluated. The last item not used in the quantitative assessment was 
item 38. 
Item 38 has a very low difficulty value of .16. Sixteen percent of the examinees 
selected the correct response. The discrimination value is also low (.07). The combination 
of low difficulty and discrimination would seem to articulate there is a large amount of 
struggling from the examinees to select the correct response. The item appears to be flawed 
and certainly needs to be rewritten. 
Item 40 was reported by IRT as providing scant information and having a low 
discrimination value. The item itself is a definition type of question that is specific in what is 
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being asked. The question is well written but concerns a subject that is barely discussed in 
the quality control subject. The answers consist of acronyms and abbreviations found in the 
quality control field but are not used much outside of the field of distribution. As written, 
this question needs to be evaluated for its correctness for inclusion in this exam. 
The test information curve represents the total test information and gives an 
indication of where on the ability scale the test information is positioned. Ideally the test 
information line would be horizontal and at a level fairly high on the information scale. The 
total test information indicates that most of the test information is positioned to the right or 
above the ability level indicated as zero. While the examinees' mean ability level is 
positioned at the zero indicator, the test information is above that point. The test creator 
would want the majority of the information to be indicated at the pass / fail cutoff point so as 
to give the most information about the examinees scoring at that point. An attempt to create 
items that would give this information is needed. This could be part of the next step in test 
development. 
This test was formulated and based on semester tests of various quality control class 
room educators, with little direction toward measuring quality control objectives. There 
could be a good explanation for this observation. As the exam was reduced from seven 
subsections to four subsections, the questions from those dissolved subsections were 
redistributed into whatever section they seemed to fit. This also explains why some items 
had to be removed to satisfy the assumption of dimensionality for the IRT methodology. 
This test is in its infancy and further field testing is necessary before a good exam is 
produced. 
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The exam should also be taken by more graduating students. Their inclusion would 
strengthen the test development. One incentive could be established by dropping the 
automatic certification by graduation from a NAIT accredited program. This strengthening 
of the test and elimination of automatic certification would bolster the organization's position 
in the manufacturing field. The resulting effort could be touted by the organization to 
manufacturing entities and help bring about a new focus to the discipline of Industrial 
Technology. 
Recommendations 
This test's usage may achieve the desired validation through test item revision and 
field testing of new items as well as existing ones. This effort should be on a continuous 
timeframe, with new questions used for examinee scoring totals only after verifying the 
reliability, discrimination, and test information. When the test items are expanded an attempt 
should be made to expand the item information range through test item creation. This could 
be done through more general knowledge quality control subject questions. 
Currently certification is virtually guaranteed by graduation from a NAIT-accredited 
school. The NAIT certification exam was not designated nor should it be intended to be used 
for a graduation criterion by participating schools, as graduation requirements are already 
established by those schools, however it may provide useful benchmark data. For the 
reliability and validity of this test to continue to improve, a requirement should be made that 
every graduating senior from accredited schools take this test. This would enable the NAIT 
certifying board to field test and develop questions on a continuous schedule. Questions 
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should also be evaluated at national level conferences by those who participate as they are 
the standard setters, or knowledgeable experts of current Industrial Technology programs. 
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APPENDIX A. DIMTEST PROCEDURES 
A.l. DIMTEST Procedures 
DIMTEST 
Asn.out : 
SUBTEST ITEM ASSIGNMENT REPORT 
Nandakumar's algorithm for choice of Assessmment Test (AT) 
Minimum AT size : 4 
Maximum AT size : 19 
5 items were found with loadings less than -0.25 
The average loading of these items is 0.36522 
6 items were found with loadings more than 0.25 
The average loading of these items is 0.43024 
Positively loading items will be used for AT. 
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SUMMARY OF ASN OUTPUT 
Total Number of Items Used: 40 
Assignment Subtest Length: 6 
Partitioning Subtest Length: 34 
************************************** 
List of Items in AT Subset: 
************************************** 
AT Items 2nd Factor Loadings 
3 6  
11 
3 2  
19 
40 
15 
0 . 5 0 9 4 1 3 2 4 2 0  
0 . 4 9 8 6 7 0 7 2 7 0  
0. 4711714980 
0 . 3 8 3 3 3 6 8 4 2 0  
0.3666118680 
0 . 3 5 2 2 6 2 3 7 8 0  
Asnlist out : 
6 
3 6  
11 
32 
19 
40 
15 
Fac.out : 
FAC: Tetrachoric factor analysis program 
This program reads a file of raw 0/1 item responses (one 
examinee per line of the file) and performs a principal-
factors factor anaysis of the sample tetrachoric corre­
lation matrix, with maximum interitem correlations esti­
mating communalities. Second-factor factor loadings are 
written to a special file for use in calculating Stout's 
statistic for unidimensionality of a dichotomously-scored 
test. For more information consult the User's Guide 
accompanying this program or 
Stout (1987). "A nonparametric approach for assessing 
latent trait unidimensionality." Psychometrika 52: 589-617. 
Nandakumar (1987). "Refinement of Stout's procedure for 
assessing latent trait unidimensionality." Ph.D. Thesis 
University of Illinois. 
Test length : 40 
Number of examinees in Factor Analysis Group: 3 0 0  
Raw 0/1 response file: 
Lines to skip in raw data file: 
Omits or bad data scored as: 
qc2003.dat 
0 
0 
Output file for second factor loadings : dataf1.dat 
Filename of this report: fac.out 
Summary Statistics on Raw Data File 
item proportion of examinees passing 
1 0.58000 
2  0 . 6 2 6 6 7  
3  0 . 2 6 6 6 7  
4  0 . 2 4 3 3 3  
5  0 . 3 9 0 0 0  
6  0 . 4 6 0 0 0  
7  0 . 5 9 3 3 3  
8  0 . 3 1 0 0 0  
9  0 . 3 1 6 6 7  
1 0  0 . 3 4 6 6 7  
1 1  0 . 6 9 3 3 3  
1 2  0 . 2 9 3 3 3  
1 3  0 . 4 7 6 6 7  
1 4  0 . 2 0 6 6 7  
1 5  0 . 6 8 3 3 3  
1 6  0 : 7 5 0 0 0  
1 7  0 . 4 2 6 6 7  
1 8  0 . 3 6 0 0 0  
1 9  0 . 7 3 3 3 3  
2 0  0 . 2 6 6 6 7  
2 1  0 . 4 2 6 6 7  
2 2  0 . 1 4 0 0 0  
2 3  0 . 2 7 0 0 0  
2 4  0 . 2 5 6 6 7  
2 5  0 . 6 8 6 6 7  
2 6  0 . 4 4 3 3 3  
2 7  0 . 4 9 0 0 0  
2 8  0 . 3 8 0 0 0  
2 9  0 . 6 3 6 6 7  
3 0  0 . 5 7 3 3 3  
3 1  0 . 7 4 0 0 0  
3 2  0 . 7 4 3 3 3  
3 3  0 . 3 3 3 3 3  
3 4  0 . 0 7 6 6 7  
3 5  0 . 3 6 0 0 0  
3 6  0 . 8 1 6 6 7  
3 7  0 . 5 8 3 3 3  
3 8  0 . 1 8 0 0 0  
3 9  0 . 2 2 0 0 0  
40 0.56667 
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correlation matrix fails to be nonnegative 
in 'facrmr' ... continuing anyway... 
I max. abs. tetra. Corr. With i 
1  0 . 2 6 0 6 7  
2  0 . 4 1 6 3 0  
3  0 . 2 0 1 0 4  
4  0 . 3 4 3 8 5  
5  0 . 4 1 4 4 4  
6  0 . 2 4 8 3 9  
7  0 . 3 0 3 5 6  
8  0 . 4 1 4 4 4  
9  0 . 4 3 9 8 4  
1 0  0 . 3 3 6 6 4  
1 1  0 . 3 6 5 6 8  
1 2  0 . 3 0 6 7 4  
1 3  0 . 2 5 1 7 3  
1 4  0 . 1 9 8 6 7  
1 5  0 . 4 1 0 9 4  
1 6  0 . 2 6 8 6 0  
1 7  0 . 3 6 5 4 5  
1 8  0 . 3 3 4 0 1  
1 9  0 . 3 3 6 3 5  
2 0  0 . 4 2 6 9 1  
2 1  0 . 3 6 5 4 5  
2 2  0 . 5 5 3 6 6  
2 3  0 . 2 7 1 6 1  
2 4  0 . 3 0 1 4 9  
2 5  0 . 2 4 8 9 6  
2 6  0 . 3 5 5 0 2  
2 7  0 . 3 0 6 7 4  
2 8  0 . 3 7 7 6 5  
2 9  0 . 4 1 0 9 4  
3 0  0 . 2 4 7 5 4  
3 1  0 . 2 7 5 5 8  
3 2  0 . 4 1 6 3 0  
3 3  0 . 2 2 8 6 9  
3 4  0 . 5 5 7 1 5  
3 5  0 . 3 7 6 6 0  
36 0.55715 
3 7  0 . 3 2 4 5 1  
3 8  0 . 2 4 7 7 9  
3 9  0 . 5 5 3 6 6  
4 0  0 . 2 5 4 5 4  
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Qcdiml.out : 
DIMTEST SUMMARY OUTPUT 
Original Data Set : qc2003.dat 
Number of Items Used: 40 
Number of Examinees Used to 
Calculate DIMTEST Statistic: 696 
Minimum Cell Size for 
Calculating DIMTEST Statistic: 2 
Number of Examinees After 
Deleting Sparse Cells: 6 8 3  
Proportion of Examinees Used to 
Calculate DIMTEST Statistic: 0.9813 
Number of Simulations Used 
to Calculate Tgbar: 50 
Randomization Seed: 69911 
Estimate of Examinee 
Guessing on Test : 0.2500 
AT List PT List 
11 1 2 3 4 5 6 
15 7 8 9 10 12 13 
19 14 1 6  17 18 2 0  21 
3 2  22 2 3  24 25 2 6  27 
3 6  2 8  2 9  30 31 33 34 
4 0  3 5  37 3 8  39 
TL=sum(TL,k)/sqrt(sum(S2, k)) {using original data} 
TG=sum(TL, k)/sqrfc(sum(S2,k)) {using simulated data} 
Tgbar = mean of 50 TGs 
T=(TL-Tgbar)/sqrt(1+1/50) 
DIMTEST STATISTIC 
TL Tgbar T p-value 
5 . 3 6 6 9  1 . 9 0 4 7  3 . 4 2 8 1  0 . 0 0 0 3  
76 
T e s t  2  
DIMTEST SUMMARY OUTPUT 
Original Data Set : qc2003a.dat 
Number of Items Used: 34 
Number of Examinees Used to 
Calculate DIMTEST Statistic: 6 9 6  
Minimum Cell Size for 
Calculating DIMTEST Statistic: 2 
Number of Examinees After 
Deleting Sparse Cells : 684 
Proportion of Examinees Used to 
Calculate DIMTEST Statistic: 0.9828 
Number of Simulations Used 
to Calculate Tgbar: 50 
Randomization Seed : 69911 
Estimate of Examinee 
Guessing on Test: 0.2500 
AT List PT List 
12 1 2 3 4 5 6 
13 7 8 9 10 11 14 
16 15 17 18 19 20 21 
2 8  2 2  2 3  24 2 5  2 6  27 
31 2 9  30 3 2  33 
34 
TL=sum(TL,k)/sqrt(sum(S2, k)) {using original data} 
TG=sum(TL,k)/sqrt(sum(S2,k)) {using simulated data) 
Tgbar = mean of 50 TGs 
T=(TL-Tgbar)/sqrt(1+1/50) 
DIMTEST STATISTIC 
TL Tgbar T P--value 
3 . 9 3 3 8  2 . 5 3 9 9  1 . 3 8 0 1  0 . 0 8 3 8  
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Test Three 
DIMTEST SUMMARY OUTPUT 
Original Data Set: qc2003c.dat 
Number of Items Used: 27 
Number of Examinees Used to 
Calculate DIMTEST Statistic : 6 9 6  
Minimum Cell Size for 
Calculating DIMTEST Statistic : 
Number of Examinees After 
Deleting Sparse Cells: 6 7 7  
Proportion of Examinees Used to 
Calculate DIMTEST Statistic: 0.9727 
Number of Simulations Used 
to Calculate Tgbar: 50 
Randomization Seed: 69911 
Estimate of Examinee 
Guessing on Test : 0.2500 
AT List PT List 
8 1 2 3 4 5 6 
12 7 9 10 11 13 14 
17 15 16 18 19 20 21 
2 2  2 3  24 2 6  27 
25 
TL=sum(TL,k)/sqrt(sum(S2,k)) {using original data} 
TG=sum(TL,k)/sqrt(sum(S2,k)) {using simulated data} 
Tgbar = mean of 50 TGs 
T= (TL-Tgbar)/sqrt(1 + 1/50) 
DIMTEST STATISTIC 
TL Tgbar T p-value 
3 . 6 2 7 9  2 . 4 1 0 3  1 . 2 0 5 6  0 . 1 1 4 0  
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A.2. DETECT Procedures 
DETECT 
Covar.out: 
COVARIANCE BETWEEN CLUSTERS 1 AND 1 
-cluster 1 items-
11 0 
11 
.00 -0 
17 
.41 2 
19 
.30 1 
23 
.04 0 
25 
.07 
27 
2 . 0 7  -0 
31 
. 5 3  -0 
33 
. 72 2 
36 
.87 
17 -0 . 41 0 . 0 0  1 .11 2 . 2 5  0 .71 0 . 2 8  0 .24 0 .20 0 .24 
19 2 .30 1. 11 0 .00 0 .70 1. 76 2 . 3 8  1 .00 0 . 0 8  2 .30 
2 3  1 .04 2, .25 0 .70 0 . 00 0. 70 -0.11 -0 .94 1 . 91 0, .77 
25 0. 07 0. 71 1 .76 0 .70 0. 00 0 . 1 3  1, . 2 4  0. 30 0. . 3 8  
27 2. .07 0. . 2 8  2 . 3 8  -0 .11 0, .13 0 . 0 0  -0. 46 -0. .  6 4  0, . 8 6  
31 -0, .53 0, .24 1 .00 -0 . 94 1, .24 - 0 . 4 6  0, .00 0, . 8 0  1, . 8 9  
33 -0,  .72 0, . 2 0  0 . 0 8  1, . 91 0. 30 -0. 64 0, . 8 0  0, . 0 0  0, . 8 2  
3 6  2. 87 0. 24 2, .30 0, .77 0. 38 0 . 8 6  1, . 8 9  0, . 8 2  0, .00 
40 1. . 2 6  -0. 42 0, . 0 8  0, .15 0. .  9 9  - 0 . 3 6  1, .15 1, .24 0. 52 
COVARIANCE BETWEEN CLUSTERS 1 AND 2-— 
11 0. 
3 
44 -1. 
4 
78 -1, 
8 
. 2 9  -1. 
9 
.15 
ciusier 
12 
- 1 . 5 6  
2. items 
14 
- 2 . 0 0  - 0 ,  
2 0  
.  1 6  -1. 
21 
.10 -1. 
2 2  
.  6 4  
17 -0.  . 2 3  0. . 9 4  0. . 0 2  -0.  97 -1. 36 0 . 4 4  0. 10 4 . 55 -0. . 0 9  
19 1. 60 -1. .  9 7  -0.  . 4 8  -0.  45 -0.  . 3 9  - 0 . 5 2  -0.  34 -1. 40 -1. , 07 
23 -1. ,27 -1. , 12 0. 43 -0.  . 6 9  -1. . 7 2  0 . 4 3  0. 47 -0.  . 0 2  -0. ,79 
25 0. 19 0. . 0 6  -0.  . 6 3  -0.  , 87 -0.  53 - 0 . 2 6  0. 27 0. . 2 9  -1. . 2 8  
27 -0.  , 0 9  -1. . 0 2  -0.  . 8 3  -0.  , 05 1. . 8 3  -0.71 -1. 13 1. , 0 0  -1. 40 
31 -0.  49 0. 2 9  0. , 16 -0.  . 2 2  -1. 16 -1.18 -0.  35 0. 06 -1. 46 
33 -0.  76 1. 15 -2. ,13 -0.  57 0. 10 0 .  6 5  -1. 01 -0.  , 2 0  -1. . 0 6  
3 6  -0.  6 0  -1. . 2 0  -0.  75 -0.  76 -0.  8 8  - 0 . 8 0  -0.  23 -0.  70 -1. 04 
4 0  -1. 31 -1. 3 6  -1. 02 -0.  2 6  -1. 12 -2.15 -0.  70 -1. . 5 8  -1. 25 
11 -0.  
2 6  
8 4  0. 
2 8  
2 2  -0.  
34 
9 0  -0.  
3 8  
01 
cluster 
3 9  
- 2 . 0 3  
2 items 
17 0. 51 -0.  17 -0.  4 8  0. 16 0. 20 
19 -0.  9 2  -0.  39 -0.  35 -0.  15 -1. 14 
2 3  -0.  3 0  -0.  24 -0.  21 0. 95 -1. 01 
40 
1.26 
- 0 . 4 2  
0 . 0 8  
0.15 
0 .  9 9  
- 0 . 3 6  
1.15 
1.24 
0 . 5 2  
0. 00 
24 
- 0 . 0 7  
-0.40 
-1.27 
- 0 . 2 7  
-0.10 
0 .  6 7  
-0.21 
-0.47 
79 
2 5  - 0 . 6 4  0 . 0 9  0 . 1 9  0 . 2 9  - 1 . 9 4  
27 -0.17 - 1 . 0 2  - 0 . 0 7  0.13 -0.19 
3 1  - 0 . 2 6  - 0 . 1 0  - 0 . 0 8  - 1 . 0 6  - 1 . 5 6  
3 3  - 1 . 4 2  - 0 . 2 6  - 0 . 3 5  0 . 4 0  - 0 . 6 4  
3 6  -1.12 -0.14 -0.95 - 0 . 8 2  - 0 . 5 3  
40 -1.11 -1.18 0.10 0.43 - 1 . 2 5  
COVARIANCE BETWEEN CLUSTERS 1 AND 3 
cluster 3 items 
1  1 3  1 8  3 0  
11 0.02 - 1 . 0 0  -1.37 -0.16 
17 -2.55 -0.04 0.35 -0.61 
1 9  - 0 . 6 8  - 0 . 7 3  0 . 2 6  - 0 . 5 3  
2 3  - 0 . 5 7  - 0 . 2 5  - 1 . 0 8  - 0 . 5 3  
2 5  - 1 . 2 2  - 0 . 2 5  0 . 2 4  - 0 . 5 4  
2 7  - 0 . 8 4  0 . 7 9  - 1 . 1 3  2 . 4 5  
3 1  1 . 5 6  - 0 . 7 3  0 . 2 1  0 . 2 9  
3 3  - 0 . 7 7  0 . 3 9  - 0 . 5 8  - 0 . 6 9  
3 6  - 0 . 6 6  - 1 . 3 1  - 1 . 0 4  0 . 0 4  
4 0  0 . 1 2  - 0 . 3 8  - 0 . 4 6  0 . 0 4  
COVARIANCE BETWEEN CLUSTERS 1 AND 4 
cluster 4 items 
2  5  6  7  1 0  1 5  1 6  2 9  3 2  3 5  
1 1  - 1 . 3 9  - 0 . 5 3  - 0 . 4 6  0 . 5 7  - 0 . 1 6  - 0 . 2 9  0 . 2 9  0 . 8 7  1 . 2 4  - 0 . 1 0  
17 -0.60 0.10 -1.69 -1.27 -0.12 -0.02 -1.65 0.00 -0.04 -1.42 
19 -1.60 -0.60 -0.67 0.71 -0.90 0.53 1.02 1.14 0.01 -0.93 
23 -0.93 0.18 -0.63 -1.01 - 0 . 2 2  -0.36 -1.50 -0.11 0.11 0.49 
2 5  - 0 . 7 5  - 0 . 0 4  0 . 6 4  0 . 1 9  - 0 . 6 1  - 0 . 4 9  0 . 0 9  0 . 2 7  - 0 . 7 3  - 0 . 3 5  
2 7  - 1 . 7 2  - 0 . 7 3  - 0 . 4 6  - 1 . 3 8  - 3 . 0 3  - 0 . 4 8  0 . 0 6  - 1 . 1 8  - 0 . 8 9  0 . 0 6  
3 1  -0.17 -0.48 0.06 0.10 0.21 -0.19 0.56 -0.45 0.21 -0.60 
3 3  0 . 6 3  - 0 . 2 3  - 1 . 7 1  - 0 . 7 0  0 . 9 2  - 0 . 7 5  0 . 2 5  0 . 1 5  0 . 3 9  0 . 1 5  
3 6  - 0 . 5 4  - 1 . 4 6  0 . 6 9  0 . 4 4  0 . 2 4  1 . 5 1  1 . 0 4  2 . 1 7  0 . 3 3  0 . 5 4  
4 0  - 0 . 3 3  - 1 . 2 9  - 0 . 6 9  0 . 9 0  0 . 1 5  1 . 2 4  - 0 . 4 0  0 . 6 9  0 . 7 6  0 . 6 6  
80 
cluster 4 items-
37 
11 -0.38 
17 -0.34 
1 9  0 . 1 9  
2 3  - 1 . 6 8  
2 5  - 0 . 1 5  
2 7  - 0 . 0 8  
3 1  0 . 3 8  
3 3  0 . 9 6  
3 6  0 . 1 1  
4 0  - 0 . 5 5  
COVARIANCE BETWEEN CLUSTERS 2 AND 2 
3 0 
3 
.00 -0 
4 
. 90 0 
8 
.56 -0 
9 
. 61 
U1US Lti l  
12 
0 . 0 1  
14 
- 0 . 0 3  •0 
2 0  
. 6 8  0. 
21 
07 0 
2 2  
.20 
4 -0.  . 9 0  0 .00 -0. 15 0 . 9 2  0 . 67 1.16 0 .72 0,  . 8 9  0 .87 
8 0,  .56 -0 . 15 0.  00 1 . 54 -1 . 4 6  - 0 . 1 2  1 . 11 -0. .73 2, .03 
9 -0. .61 0 .  9 2  1, .54 0, . 0 0  0. 34 - 0 . 0 9  1,  .52 -0. .87 1,  . 2 0  
12 0.  01 0 . 67 -1.  46 0.  34 0.  00 -0.06 •0,  .72 0.  50 .  0 ,  . 0 9  
14 -0. .03 1,  .16 -0. 12 -0, . 0 9  -0.  . 0 6  0 . 0 0  0. . 0 8  0.  . 9 8  0,  . 6 0  
2 0  -0.  . 6 8  0, .72 1.  11 1.  52 -0, .72 0 . 0 8  0,  ,  0 0  0.  ,  4 5  1. .  6 6  
21 0.  07 0.  . 8 9  -0. 73 -0.  87 0.  50 0 .  9 8  0.  , 4 5  0. , 00 0.  . 5 2  
2 2  0. , 2 0  0, .87 2. 03 1.  20 0.  . 0 9  0  .  6 0  1.  , 6 6  0.  ,52 0.  00 
2 4  -0.  ,49 0.  . 9 2  0.  , 61 0.  16 0. , 5 6  0 . 5 7  0.  ,10 -0. 40 0.  , 75 
2 6  0.  . 9 9  0.  . 4 8  -0.  . 5 6  1.  . 0 2  0.  . 10 - 0 . 3 3  0.  72 0.  81 0.  ,50 
2 8  1.  05 0.  , 51 0.  43 0.  . 61 -0. ,40 -0.51 0.  , 2 8  -1.  17 -0.  ,27 
34 0.  . 3 8  -0.  . 2 8  0.  . 2 8  -0.  20 0.  . 2 8  0.14 0.  54 0.  24 -0.  13 
3 8  -0.  10 0.  .  0 4  -0.  03 -0.  07 1.  07 0 .  0 8  0.  31 1.  19 -0.  , 4 6  
3 9  -0.  14 0.  65 0.  8 3  0.  9 5  1.  36 0 . 2 4  1.  53 -0.  70 2. 07 
2 items 
3 0.  
2 6  
9 9  1.  
2 8  
0 5  0.  
3 4  
3 8  -0.  
3 8  
10 
cluster 
3 9  
-0.14 
4 0.  4 8  0.  51 -0.  2 8  0.  0 4  0.  65 
24 
- 0 . 4 9  
0 .  9 2  
0 .  6 1  
0.16 
0 . 5 6  
0 . 5 7  
-0.10 
- 0 . 4 0  
0 . 7 5  
0 . 0 0  
0 . 1 3  
-0.46 
0.11 
0 .  9 3  
- 0 . 2 6  
81 
8  - 0 . 5 6  0 . 4 3  0 . 2 8  - 0 . 0 3  0 . 8 3  
9  1 . 0 2  0 . 6 1  - 0 . 2 0  - 0 . 0 7  0 . 9 5  
1 2  0 . 1 0  - 0 . 4 0  0 . 2 8  1 . 0 7  1 . 3 6  
1 4  - 0 . 3 3  - 0 . 5 1  0 . 1 4  0 . 0 8  0 . 2 4  
2 0  - 0 . 7 2  - 0 . 2 8  - 0 . 5 4  0 . 3 1  1 . 5 3  
21 0.81 -1.17 0.24 1.19 - 0 . 7 0  
2 2  0 . 5 0  - 0 . 2 7  - 0 . 1 3  - 0 . 4 6  2 . 0 7  
2 4  0 . 1 3  - 0 . 4 6  0 . 1 1  0 . 9 3  - 0 . 2 6  
2 6  0 . 0 0  4 . 0 3  0 . 3 6  - 0 . 2 4  0 . 5 1  
2 8  4 . 0 3  0 . 0 0  - 0 . 4 0  - 0 . 0 3  0 . 8 6  
3 4  0 . 3 6  - 0 . 4 0  0 . 0 0  - 0 . 0 5  0 . 2 6  
3 8  - 0 . 2 4  - 0 . 0 3  - 0 . 0 5  0 . 0 0  - 0 . 1 2  
3 9  0 . 5 1  0 . 8 6  0 . 2 6  - 0 . 1 2  0 . 0 0  
COVARIANCE BETWEEN CLUSTERS 2 AND 3 
cluster 3 items 
1  1 3  1 8  3 0  
3  0 . 5 9  - 0 . 6 3  - 0 . 5 1  - 0 . 6 0  
4  - 0 . 6 2  - 0 . 3 2  0 . 6 4  0 . 1 3  
8  - 0 . 5 5  - 0 . 1 6  0 . 2 7  - 0 . 4 5  
9  - 0 . 3 7  0 . 2 4  0 . 6 0  - 0 . 8 5  
1 2  - 0 . 3 3  0 . 4 1  - 0 . 6 4  - 0 . 4 2  
14 -0.71 -1.87 -0.86 1.05 
2 0  0 . 7 1  0 . 2 8  1 . 9 7  - 0 . 9 6  
2 1  - 0 . 2 4  0 . 7 9  - 0 . 2 8  - 0 . 9 6  
2 2  - 0 . 9 3  0 . 3 5  0 . 9 1  - 1 . 2 8  
2 4  - 0 . 8 9  - 0 . 1 3  - 0 . 0 8  0 . 1 0  
2 6  - 1 . 0 6  1 . 1 1  - 0 . 9 7  - 0 . 1 2  
2 8  - 1 . 2 9  - 0 . 3 7  - 0 . 2 7  - 0 . 7 5  
3 4  0 . 2 3  0 . 0 2  - 0 . 5 7  - 0 . 1 0  
38 - 0 . 1 0  -1.17 -0.53 - 0 . 7 4  
3 9  - 0 . 2 2  0 . 8 0  - 0 . 0 4  - 0 . 6 3  
4 
8 
9 
12 
14 
20 
21 
22 
2 4  
26 
28 
34 
3 8  
3 9  
3 
4 
8 
9 
12 
14 
20 
21 
22 
24 
26  
2 8  
34 
35 
.47 
. 33 
. 15 
. 57 
.55 
.  6 9  
. 97 
.  60  
. 3 3  
. 61 
. 42 
. 2 6  
.49 
. 47 
.43 
82 
COVARIANCE BETWEEN CLUSTERS 2 AND 4 
2 5 6 7 
-2. .  6 9  -0. .65 -1 . 9 8  0 . 0 9  
2. 35 0, .50 -0, .45 -0. .84 
1, .05 0, . 8 3  -0. . 6 0  0, .  9 3  
-0, .13 1.  42 -1. . 0 0  0, . 8 8  
-1.  . 2 8  -0. . 0 8  0, . 6 3  -1. . 2 2  
0.  . 2 2  0.  13 0.  76 -0.  95 
-0.  54 -0.  • 16 . -0.  73 -1.  . 0 4  
-1.  . 0 6  -0.  . 11 -0.  78 -1.  34 
0.  35 1.  . 2 7  -0.  33 -0.  03 
-0.  70 -0.  . 41 0.  04 0.  21 
0.  31 0.  . 3 7  0.  35 -0.  ,73 
0.  . 3 6  -0.  . 2 7  -0.  . 6 3  0.  , 05 
-0.  . 5 8  -0.  15 0.  , 2 0  -0.  ,48 
-0.  79 -0.  77 0.  40 -1.  ,30 
-0.  13 0.  33 -1.  . 2 8  -0.  10 
37 
-0.47 
0 . 3 5  
-0.14 
- 0 . 6 7  
- 0 . 3 6  
0 . 0 0  
0 . 2 6  
0 . 0 9  
0. 01 
- 1 . 3 0  
- 0 . 0 5  
0 . 9 4  
- 0 . 3 9  
cluster 4 items 
1 0  1 5  1 6  2 9  3 2  
-0.62 0 . 0 6  -0.41 0.27 -1.01 
0 . 8 0  -0.94 -0.10 -1.36 -0.83 
1.30 0.47 -0.95 -0.21 0.51 
-1.04 0.35 1.45 -0.46 0.61 
0.34 -1.45 -0.55 -0.50 -0.44 
- 0 . 3 9  - 2 . 2 3  - 0 . 3 6  - 1 . 3 0  - 0 . 4 2  
0 . 0 7  - 0 . 8 4  - 0 . 3 1  - 0 . 1 8  - 0 . 2 3  
- 0 . 0 9  - 0 . 3 3  0 . 1 9  0 . 0 2  - 1 . 3 3  
0 . 3 7  - 0 . 2 6  - 0 . 9 7  - 0 . 2 6  0 . 4 7  
1 . 0 9  - 0 . 4 4  - 0 . 8 9  - 0 . 2 2  - 0 . 3 5  
- 0 . 1 2  - 0 . 2 9  - 1 . 5 4  - 1 . 9 2  0 . 7 6  
0 . 3 1  0 . 9 5  0 . 6 2  0 . 8 7  - 0 . 5 5  
0.23 -0.17 0.21 -0.17 -1.06 
- 0 . 0 1  - 0 . 8 9  - 0 . 0 3  - 0 . 6 7  - 0 . 9 8  
-0.35 - 0 . 4 4  -0.24 0.24 -0.10 
cluster 4 items 
83 
3 8  - 1 . 2 1  
3 9  0 . 0 2  
COVARIANCE BETWEEN CLUSTERS 3 AND 3 
cluster 3 items — 
1 13 18 30 
1 0.00 1.05 1.12 1.25 
1 3  1 . 0 5  0 . 0 " 0  1 . 6 8  - 0 . 1 2  
18 1.12 1.68 0.00 -0.26 
3 0  1 . 2 5  - 0 . 1 2  - 0 . 2 6  0 . 0 0  
COVARIANCE BETWEEN CLUSTERS 3 AND 4 
cluster 4 items 
2  5  6  .  7  1 0  1 5  1 6  2 9  3 2  3 5  
1 0.75 -0.35 -0.40 -0.31 -0.37 -1.66 0 . 3 6  - 0 . 3 8  -1.22 0.14 
13 -0.72 - 1 . 2 0  - 1 . 5 6  - 0 . 6 3  -0.24 - 0 . 2 9  -1.42 0.20 - 0 . 2 3  -0.17 
1 8 .  0 . 8 6  - 0 . 2 8  0 . 3 1  - 0 . 0 8  - 0 . 5 4  - 0 . 2 1  0 . 5 5  0 . 5 2  - 0 . 0 4  - 0 . 5 9  
3 0  - 0 . 6 0  - 1 . 0 1  - 0 . 6 9  0 . 0 0  0 . 2 4  - 1 . 2 7  0 . 8 0  - 3 . 0 0  - 0 . 4 1  0 . 3 2  
cluster 4 items 
37 
1 -0.47 
1 3  0 . 3 0  
1 8  0 . 2 8  
3 0  - 0 . 5 1  
COVARIANCE BETWEEN CLUSTERS 4 AND 4 
cluster 4 items 
2  5  6  7  1 0  1 5  1 6  2 9  3 2  3 5  
2  0 . 0 0  2 . 3 9  - 0 . 4 6  0 . 7 9  0 . 7 1  0 . 7 4  0 . 8 2  - 0 . 5 0  3 . 0 9  1 . 3 5  
5  2 . 3 9  0 . 0 0  1 . 0 5  1 . 3 0  - 0 . 3 2  - 0 . 2 2  - 0 . 3 1  - 0 . 1 7  1 . 5 5  0 . 6 4  
6  - 0 . 4 6  1.05 0.00 1.44 - 0 . 7 0  - 1 . 0 8  0.07 -0.08 0.95 0.35 
7  0 . 7 9  1 . 3 0  1 . 4 4  0 . 0 0  0 . 4 2  0 . 9 8  0 . 6 8  1 . 2 0  0 . 4 0  0 . 7 9  
1 0  0 . 7 1  - 0 . 3 2  - 0 . 7 0  0 . 4 2  0 . 0 0  1 . 0 9  0 . 3 8  - 0 . 3 3  - 0 . 2 5  0 . 6 1  
1 5  0 . 7 4  - 0 . 2 2  - 1 . 0 8  0 . 9 8  1 . 0 9  0 , 0 0  1 . 0 3  4 . 3 7  - 0 . 0 1  1 . 1 7  
1 6  0 . 8 2  - 0 . 3 1  0 . 0 7  0 . 6 8  0 . 3 8  1 . 0 3  0 . 0 0  0 . 6 1  - 0 . 0 6  - 0 . 4 5  
2 9  - 0 . 5 0  - 0 . 1 7  - 0 . 0 8  1 . 2 0  - 0 . 3 3  4 . 3 7  0 . 6 1  0 . 0 0  - 0 . 3 9  0 . 8 5  
3 2  3 . 0 9  1 . 5 5  0 . 9 5  0 . 4 0  - 0 . 2 5  - 0 . 0 1  - 0 . 0 6  - 0 . 3 9  0 . 0 0  - 0 . 2 5  
84 
3 5  1 . 3 5  0 . 6 4  0 . 3 5  0 . 7 9  0 . 6 1  1 . 1 7  - 0 . 4 5  0 . 8 5  - 0 . 2 5  0 . 0 0  
3 7  0 . 8 3  0 . 5 4  - 0 . 6 9  - 1 . 4 8  0 . 6 7  0 . 7 8  - 0 . 1 4  1 . 2 4  1 . 6 5  0 . 4 6  
cluster 4 items 
37 
2  0 . 8 3  
5 0 . 5 4  
6  - 0 . 6 9  
7  - 1 . 4 8  
1 0  0 . 6 7  
1 5  0 . 7 8  
16 - 0 . 1 4  
2 9  1 . 2 4  
3 2  1 . 6 5  
3 5  0 . 4 6  
3 7  0 . 0 0  
Note : all the elements of the above covariance matrices 
have been multiplied by 100 for display purpose 
Qcclustl.out : 
4  1 0  1 1  1 7  1 9  2 3  2 5  2 7  3 1  3 3  3 6  4 0  
1 5  3  4  8  9  1 2  1 4  2 0  2 1  2 2  2 4  2 6  2 8  
3 4  3 8  3 9  4  
1  1 3  1 8  3  
1 1  2  5  6  7  1 0  1 5  1 6  2 9  3 2  3 5  3 7  
Qcdetl.out : 
DETECT SUMMARY OUTPUT 
Data File Name : qc2003.dat 
Number of Items: 4 0  
Number of Examinees : 996 
Minimum Number of 
Examinees per Cell : 2 
Number of Vectors Mutated: 8 
Maximum Number of Dimensions : 6 
Randomization Seed : 9923 
NUMBER OF DIMENSIONS THAT MAXIMIZE DETECT: 
85 
Exploratory DETECT Statistics : 
Maximum DETECT value : 0.3847 
IDN index value : 0.37 95 
Ratio r: 0.5661 
PARTITION WITH MAXIMUM DETECT VALUE : 
5 4 1 4 4 2 1 4 4 4 
1 5 5 3 1 1 3 4 1 4 
3 4 3 3 1 4 5 4 1 5 
1 4 3 5 4 1 4 3 4 1 
CLUSTER MEMBERSHIPS: 
CLUSTER 
3 7 11 15 
40 
1 — 
16 19 25 2 9  31 3 6  
-CLUSTER 
14 
2 
28 
17 
4 
3 2  
12 
--CLUSTER 
2 1  2 3  
--CLUSTER 
3 — 
24 
4 — 
5 8 
3 5  3 7  
--CLUSTER 
1 3  2 7  
9 
3 9  
5 — 
30 
33 
10 
34 
3 8  
18 2 0  22  26  
UIU ioaiaa sxqq. j o j  uot^bptiba ssojco on 
p — — -|—-j- 4- — — — -j- 4~ •— — — — — -j- — 4* —- 4- -j- 4~ — — —. 4* — 4- — — — 4™ 
4 hP4-4-4-4- h 4-4-4 1 H h — 1 
4 H4~P—I 1 H M 1 h 4" 4 1 1 h 
4  H4—p4~4 i—I—1—I— (-4-4-H 1-4- — K — 
h- —4-P4-4-4 h 4-4-4 H4-4- —4- —— 4 H 4-4 1 1 
—1-4 l-4-4-4-p —4-4-4 h 4 h 4-4 h 4- + 4-4-4--4- 4--4--
—p-| h 4-4 1-4 — — 1-4 1-4-4-4-4-
4 4*4 h — 4-4-4-pH 1 1—I—I 1 M 1— — — : h 
— — — 4* — 4* 4* 4* — — — — 4- p -|- 4- 4- — — -j- ^ 4* 4- — —— — — — 4- —————— 
_ — _ -j- — 4- — 4* — — — — 4*4-P — 4-4- — ~^4* — — — — — 4* — 4- — — 4-4-4-4*4* — — - — 
4-4 1 H 1 1-4-—p—I 1—— H—I — — — 4-4-4 1-4 1— 
4- 1— —H h+4-4-4-p4 1 h4 1 1 1 1-4* 
—— 1-4-4-4- —4-4- — 1—f~p 4—î 1 1-4-4 — — 1— 
-4- — —I h 4-4- — 4-4-4-4-4-4-4-— 4-P4-4-4-4- — 4-4-4 1 1 
4-4- — —1 -4- — — 4-4 h 4-4 1 b-t-p h 4 — 1— 
4 1—I—! 1 h 4-H 1 1 p-H h 4-4 1 h 
(- — — — 4 - — 4- —4-4- — —!—I—j- — H—I l-4-p4- — —h 4-4-4* 4" — 
4-4 1 4~4 1 1-4 1— — p 4-4-4-4-4 1-4-4— 
—j ) j 1 1-4 1 1 1 1-4 h4-4*p —4-4*4 1— 
— 1—• —I—1—I 1 1 1 1-4 H—p 4-4-4-4-4-4-4-
4—4 1— — 4-4 — — 4 h 4 1-4-4 1-4-4-+4-P4-4 1-4-4* 
— — — -— — —1—|- — 4- — — h 4-4— — 4 — 1-4— 4 1-4-p —1-4-
— 4,4- — — — — 4- 4--H — — - — "4" — — — — — - — 4- - — - - — - 4-4-4- — 4*+4*P 
:xTjq.BH U6TS souetaeAOO 
4-4-4— — 4 h — 1-4-4 1 1 1 1— 
98 
87 
A 3. HCA/CCPROX Procedures 
HCA/CCPROX (Sample enclosed) 
Proxout: 
1  2  3  4  5  6  7  8  9  1 0  1 1  1 2  1 3  1 4  1 5  1 6  1 7  1 8  1 9  2 0  
21 .  2 2  2 3  2 4  2 5  2 6  2 7  2 8  2 9  3 0  3 1  3 2  3 3  34 ,  3 5  3 6  
0. 14107E+00 0. .14758E+00 0. .15443E+00 0 .15198E+00 0. 15331E+00 
0. 15562E+00 0. . 1 5 2 6 1 E + 0 0  0. .15178E+00 0 .15173E+00 0. 15213E+00 
0. 15943E+00 0. ,14199E+00 0. .16044E+00 0 . 16736E+00 0. 14371E+00 
0. 17584E+00 0. . 1 3 7 2 8 E + 0 0  0. .15407E+00 0 . 14293E+00 0. 14939E+00 
0. 1 6 0 6 9 E + 0 0  0. . 1 5 6 2 8 E + 0 0  0. , 1 6 0 6 8 E + 0 0  0 .16281E+00 0. 16327E+00 
0. 16070E+00 0. , 16431E+00 0. . 1 5 3 2 9 E + 0 0  0 . 1 3 8 1 2 E + 0 0  0. 13178E+00 
0. 1 6 2 6 5 E + 0 0  0. , 1 6 0 1 8 E + 0 0  0. ,15152E+00 0 .14 961E+00 0. 1534 6E+00 
0. 15310E+00 0. , 15491E+00 0. , 15591E+00 0 .15117E+00 0. 17 919E+00 
0. 12371E+00 0. , 1 2 3 5 4 E + 0 0  0. 1527 6E+00 0 .13 970E+00 0. 13857E+00 
0. 1 5 0 9 7 E + 0 0  0. . 1 4 1 3 2 E + 0 0  0. . 1 6 3 8 7 E + 0 0  0 .16300E+00 0. 15440E+00 
0. 14 687E+00 0. 13800E+00 0. .13973E+00 0 . 15238E+00 0. 13981E+00 
0. 1 6 2 2 8 E + 0 0  0. . 1 5 6 6 9 E + 0 0  0. .15692E+00 0 . 14 656E+00 0. 1 6 2 4 9 E + 0 0  
0. 1 5 8 3 3 E + 0 0  0. , 1 5 6 6 7 E + 0 0  0. 14555E+00 0 .16936E+00 0. 1 4 3 8 9 E + 0 0  
0. 15216E+00 0. ,15745E+00 0. .147 68E+00 0 . 11380E+00 0. 14054E+00 
0. 16316E+00 0. . 1 3 2 9 5 E + 0 0  0. 15312E+00 0 .14027E+00 0. 16104E+00 
0. 15522E+00 0. , 15159E+00 0. .1617 8E+00 0 .1562 9E+00 0. 17 425E+00 
0. 1 4 8 5 7 E + 0 0  0. . 14751E+00 0. .15939E+00 0 . 15970E+00 0. 14518E+00 
0. 1 5 4 0 1 E + 0 0  0. . 1 6 0 2 0 E + 0 0  0. . 1 5 2 5 6 E + 0 0  0 . 15040E+00 0. 15385E+00 
0. 15717E+00 0. , 15669E+00 0. . 133 67E+00 0 . 1 5 8 7 6 E + 0 0  0. 15193E+00 
0. 15060E+00 0. . 1 6 3 5 6 E + 0 0  0. . 15934E+00 0 .14811E+00 0. 14165E+00 
0. 15412E+00 0. , 14143E+00 0. , 14667E+00 0 .1604 9E+00 0. 15877E+00 
0. 1 5 8 7 8 E + 0 0  0. . 1 5 9 2 3 E + 0 0  0. ,15021E+00 0 . 16592E+00 0. 15914E+00 
0. 1 5 8 5 5 E + 0 0  0. 15514E+00 0. . 15165E+00 0 . 1 6 2 9 8 E + 0 0  0. 14339E+00 
0. 1 5 6 5 0 E + 0 0  0. 15725E+00 0. 15007E+00 0 .1387 6E+00 0. 14070E+00 
0 . 1 7 1 2 8 E + 0 0  0. . 1 4 2 6 2 E + 0 0  0. . 1 5 2 7 6 E + 0 0  0 . 13957E+00 0. 15804E+00 
0. 15240E+00 0. ,14071E+00 0. 14381E+00 0 . 17111E+00 0. 14375E+00 
0. 1 4 0 5 4 E + 0 0  0. . 14080E+00 0. . 1 6 0 2 6 E + 0 0  0 . 1 4 0 2 2 E + 0 0  0. 1 5 2 6 0 E + 0 0  
0. 14319E+00 0. , 16071E+00 0. . 1 4 3 0 0 E + 0 0  0 . 16313E+00 0. 14882E+00 
0. 1 4 9 6 3 E + 0 0  0. . 1 5 9 2 4 E + 0 0  0. . 1 3 7 9 6 E + 0 0  0 .15638E+00 0. 14525E+00 
0. 1 6 2 4 9 E + 0 0  0. . 14753E+00 0. ,15099E+00 0 .14172E+00 0. 16568E+00 
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Qchcal.out : 
HCA/CCPROX SUMMARY OUTPUT 
Original Data Set : qc2003.dat 
Number of Examinees : 996 
Number of Items Used: 40 
Minimum Cell Size for 
Calculating Proximity: 2 
Estimate of Examinee 
Guessing on Test: 0.2500 
Type of Proximity: Conditional Covariance 
Type of Clustering: UPGMA Clustering 
Tie Breaking Method: First Item Pair 
CCPROX SUMMARY STATISTICS 
Proportion of Examinees Used 
Minimum: 0.9127 
Mean: 0.9308 
S D :  0 . 0 0 6 6  
Number of Cells Used 
Minimum: 21 
Mean: 22.4 5 
S D :  0 . 6 6  
Cluster Analysis Results 
Each column represents one level of the 
hierarchical cluster analysis. Asterisks (***) 
are used to mark off objects that form a cluster. 
Level of hierarchical cluster : 
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
15 15 15 15 15 15 15 15 15 15 15 15 15 15 15 15 
*** 2 9  2 9  2 9  2 9  2 9  2 9  2 9  2 9  2 9  2 9  2 9  2 9  2 9  2 9  2 9  
2 9  *** * * * * * * * * * 37 37 
*** 37 3 7  37 37 37 37 . 37 3 7  37 37 3 7  37 37 * * *  
37 *** * * * * * * *** 11 11 
11 11 11 11 11 11 11 11 11 11 11 11 11 3 6  3 6  
11 *** 3 6  3 6  3 6  3 6  3 6  36 3 6  3 6  3 6  19 1 9  
** * 3 6  3 6  3 6  3 6  19 19 19 19 19 19 19 19 
3 6  *** *** 19 *** *** *** *** *** 16 16 
19 19 19 19 16 16 16 16 16 16 16 16 
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19 16 *** 2 2 
16 16 16 16 2 2 2 2 2 2 2 2 32 32 
16 2 32 3 2  3 2  3 2  3 2  32 32 32 5 5 
*** 2 2 2 2 32 *** 5 5 5 5 5 5 *** 
2 *** *** 32 5 5 *** * * * *** 6 6 
32 32 32 5 6 6 6 6 6 6 7 
32 * * * * * * * * * 5 * * * 6 6 * * * * * * * * * * * * * * * * * * 7 * * * 
*** 5 5 5 *** 6 *** 7 7 7 7 7 7 *** 1 
5 6 7 7 1 31 
6 6 6 7 * * * 1 1 1 1 1 1 31 
6 * * * 7 1 1 * * * 31 31 2 6  
7 7 7 * * * 1 * * * *** 31 31 31 31 * * * *** 2 6  2 8  
7 1 31 31 2 6  2 6  2 8  
1 1 1 31 2 6  2 6  2 6  2 6  2 8  2 8  3 
1 *** *** * * * 31 * * * 2 6  2 6  2 8  2 8  2 8  2 8  * * * * * * 3 
31 31 31 2 6  2 8  2 8  *** *** *** 3 3 1 8  
31 2 6  2 8  3 3 3 3 18 20 
*** 2 6  2 6  2 6  2 8  *** 3 3 *** *** *** 18 18 2 0  *** 
2 6  2 8  3 18 18 18 18 20 2 0  *** 13 
*** 2 8  2 8  3 *** 1 8  18 *** 2 0  2 0  2 0  13 *** 
2 8  3 18 2 0  13 13 8 
3 3 *** 18 2 0  2 0  13 13 13 8 2 2  
3 * * * 18 *** 2 0  13 *** 8 8 2 2  
18 18 2 0  13 13 8 8 8 2 2  2 2  39 
18 *** *** 20 *** 13 *** 8 2 2  2 2  *** 39 
20 2 0  13 * * * 8 8 * * * 2 2  * * * 3 9  3 9  * * * 9 
20 *** * * * 13 *** 8 *** *** 2 2  *** 3 9  3 9  *** 9 35 
13 13 8 * * * 2 2  2 2  39 * * * 9 9 35 * * * 
13 *** *** 8 *** 2 2  39 * * * 9 9 35 35 10 
8 8 * * * 2 2  *** 3 9  3 9  9 35 10 
8 2 2  3 9  *** *** 9 * + * 35 10 10 2 4  
2 2  2 2  *** 39 *** 9 9 3 5  10 24 
2 2  *** *** 3 9  *** 9 *** 3 5  *** 10 24 24 17 
3 9  3 9  * * * 9 35 35 * * * 10 24 17 21 
3 9  *** *** 9 *** 35 10 24 17 17 21 
9 9 35 10 10 * * * 24 * * * 17 21 21 4 
9 *** 35 10 *** 24 *** 17 21 *** *** 4 *** 
* * * 3 5  35 10 24 24 * * * 17 21 * * * 4 4 * * * 14 
35 *** *** 10 2 4  *** *** 17 21 4 14 
10 10 24 *** 17 17 21 4 14 14 2 3  
10 24 17 21 21 4 14 23 3 3  
24 2 4  *** 17 21 *** 4 *** 14 *** 2 3  2 3  33 *** 
24 17 21 * * * 4 4 14 2 3  3 3  25 
*** 17 17 2 1  * * * 4 *** 14 2 3  3 3  *** 25 *** 
17 21 *** 4 14 14 2 3  *** 33 *** 25 40 
21 *** 4 *** 14 23 *** 33 *** 25 *** 40 *** 
21 * * * 4 14 2 3  2 3  * * * 33 *** 25 40 3 8  
* * * 4 14 *** 2 3  33 25 *** 40 *** 3 8  
4 14 *** 2 3  33 3 3  *** 25 40 3 8  2 7  
*** 14 *** 2 3  *** 33 2 5  *** 40 3 8  *** 27 30 
14 23 * * * 33 * * * 25 25 * * * 40 * * * 38 * * * 27 30 
2 3  33 25 40 *** 3 8  27 30 *** 12 
2 3  *** 33 25 40 40 38 27 30 12 
*** 3 3  25 *** 40 *** *** 3 8  27 3 0  12 *** 34 
3 3  25 40 3 8  38 27 3 0  12 3 4  
2 5  40 *** 3 8  2 7  3 0  *** 1 2  *** 34 
2 5  4 0  3 8  *** 27 27 3 0  *** 12 *** 34 
4 0  3 8  27 *** 30 12 *** 34 
40 3 8  2 7  30 12 34 
3 8  * * * 2 7  30 * * * 12 34 
3 8  * * * 27 3 0  *** 12 34 
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27 30 12 *** 
27 * * * 30 * * * 12 * * * 34 
30 12 34 
30 12 *** 34 
* * * 12 *** 34 
12 *** 34 
34 
34 
Level of hierarchical cluster : 
1 6  1 7  1 8  1 9  2 0  2 1  2 2  2 3  2 4  2 5  2 6  2 7  2 8  2 9  3 0  3 1  
15 15 15 15 15 15 15 15 15 15 15 15 15 15 15 15 
2 9  2 9  2 9  2 9  2 9  29 2 9  29 2 9  2 9  2 9  29 2 9  2 9  2 9  2 9  
37 37 37 37 37 37 37 37 37 37 37 37 37 37 37 37 
* * * * * * *** 11 11 11 11 11 11 11 11 11 
11 11 11 11 11 11 11 3 6  36 36 36 36 36 3 6  3 6  3 6  
3 6  3 6  3 6  3 6  3 6  3 6  3 6  1 9  19 19 19 19 19 19 1 9  19 
19 19 19 19 19 19 19 16 16 16 16 16 16 16 1 6  16 
*** 16 16 16 16 16 2 
16 16 * * * * * * * * * * * * 2 2 2 2 2 2 2 2 3 2  
*** 2 2 2 2 2 3 2  3 2  3 2  32 32 32 3 2  3 2  5 
2 2 3 2  3 2  3 2  3 2  3 2  5 5 5 5 5 5 5 5 6 
3 2  3 2  5 5 5 5 5 6 6 6 6 6 6 6 6 7 
5 5 6 7 7 7 7 7 7 7 7 * * * 
* * * 6 6 6 6 7 *** 1 
6 6 7 7 7 7 *** 1 1 1 1 1 1 1 1 31 
7 7 *** *** *** 1 31 31 31 31 31 31 31 31 *** 
1 1 1 1 31 * * * * * * 2 6  
1 1 31 31 31 31 2 6  2 6  2 6  2 6  2 6  2 6  2 6  2 6  2 8  
31 31 * * * * * * 2 6  2 8  2 8  2 8  2 8  2 8  2 8  2 8  2 8  3 
2 6  2 6  2 6  2 6  2 8  3 3 3 3 3 3 3 *** 
2 6  2 6  2 8  2 8  2 8  2 8  3 * * * 18 
2 8  2 8  ** + 3 18 18 1 8  1 8  18 18 18 2 0  
3 3 3 3 1 8  20 20 2 0  2 0  20 2 0  2 0  13 
3 3 *** *** ** + 18 2 0  13 13 13 13 13 1 3  13 8 
*** 1 8  18 1 8  18 2 0  13 *** *** 8 8 2 2  
1 8  18 2 0  2 0  2 0  2 0  13 • 8 8 8 8 8 2 2  2 2  3 9  
2 0  20 13 13 13 8 2 2  2 2  2 2  2 2  2 2  3 9  3 9  9 
13 * * * * * * 8 2 2  3 9  3 9  3 9  3 9  3 9  9 9 3 5  
13 13 * * * 8 8 8 2 2  3 9  *** 9 9 9 9 3 5  3 5  
* * * 8 2 2  2 2  2 2  3 9  * * * 9 35 35 3 5  35 * * * 10 
8 8 2 2  3 9  3 9  3 9  *** 9 35 *** 10 10 2 4  
2 2  2 2  3 9  9 35 *** 10 10 10 10 24 24 
3 9  39 *** 9 9 9 35 *** 10 24 24 24 2 4  *** 17 
* * * * * * 9 35 35 35 * * * 10 24 * * * * * * 17 17 21 
9 9 35 10 24 17 17 17 17 21 21 4 
35 35 10 10 10 24 17 21 21 21 21 4 4 14 
*** * + * 10 24 24 2 4  *** 17 21 4 4 14 14 *** 
10 10 24 * * * 17 21 * * * 4 4 14 14 * * * 2 3  
24 *** 17 17 17 21 4 14 14 23 2 3  33 
24 17 21 21 21 * * * 4 14 2 3  2 3  33 3 3  " 25 
17 21 *** 4 14 23 2 3  3 3  3 3  25 25 40 
17 21 *** 4 4 4 14 * * * 23 33 33 25 2 5  40 40 3 8  
21 4 14 2 3  33 2 5  40 4 0  3 8  *** 
4 14 14 *** 23 33 25 4 0  *** 3 8  * * * 27 
4 14 2 3  33 25 40 * * * 3 8  3 8  27 30 
*** 14 23 2 3  3 3  25 40 *** 3 8  *** 27 30 12 
14 2 3  3 3  3 3  25 4 0  3 8  * * * 2 7  27 3 0  12 
23 3 3  2 5  40 3 8  *** 27 30 30 12 *** 34 
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23 33 25 25 40 38 *** 27 30 12 
33 * + * 2 5  *** 40 * * *  38 *** 27 30 12 *** 
*** 25 *** 40 * * *  3 8  * * *  27 30 12 34 
25 40 3 8  27 30 12 34 
* * *  40 * * *  3 8  * * *  27 30 * * *  1 2  34 
40 3 8  27 30 12 * * * 34 
3 8  *** 2 7  30 *** 12 * * *  34 
3 8  27 3 0  12 34 
* * *  27 3 0  *** 12 * * *  34 
27 3 0  12 34 
3 0  12 34 
12 34 
12 3 4  
34 
34 
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Level of hierarchical cluster: 
3 2  33 34 35 3 6  37 3 8  3 9  
15 15 15 15 15 15 15 15 
2 9  2 9  2 9  2 9  2 9  2 9  2 9  2 9  
37 37 3 7  3 7  37 37 37 37 
11 11 11 11 11 11 11 11 
3 6  3 6  3 6  3 6  36 3 6  3 6  3 6  
19 1 9  1 9  19 19 1 9  19 19 
16 16 16 16 16 1 6  16 16 
2 2 2 2 2 2 2 2 
3 2  3 2  3 2  3 2  3 2  3 2  32 32 
5 5 5 5 5 5 5 5 
6 6 6 6 6 6 6 6 
7 7 7 7 7 7 7 7 
*** 1 1 1 1 1 1 1 
1 31 31 31 31 31 31 31 
31 *** *** *** 2 6  2 6  2 6  2 6  
2 6  2 6  2 6  2 8  2 8  2 8  2 8  
2 6  2 8  2 8  2 8  3 3 3 3 
2 8  3 3 3 18 18 1 8  1 8  
3 *** 18 20 2 0  2 0  20 
18 18 2 0  13 13 13 13 
18 2 0  20 13 8 8 8 8 
2 0  13 13 8 22 2 2  2 2  2 2  
13 8 8 2 2  39 3 9  3 9  3 9  
8 2 2  2 2  39 9 9 9 9 
2 2  3 9  3 9  9 35 35 35 35 
39 9 9 35 10 10 10 10 
9 35 35 10 24 24 2 4  24 
35 10 10 2 4  17 17 17 
10 2 4  24 17 21 21 21 
24 *** *** 17 21 4 4 4 
17 17 21 4 14 14 14 
17 21 21 4 14 23 2 3  2 3  
21 4 4 14 23 33 33 3 3  
4 14 14 2 3  33 25 25 25 
14 2 3  3 3  25 40 40 40 
*** 2 3  3 3  25 40 38 3 8  3 8  
2 3  33 2 5  40 3 8  27 
33 25 40 3 8  *** 27 2 7  30 
25 40 3 8  * * * 27 30 30 12 
40 3 8  27 30 12 12 34 
38 27 30 12 34 
*** 27 30 12 34 
2 7  3 0  12 * * * 34 
30 12 34 
12 * * * 34 
* * +  3 4  
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Temp.out : 
HCA/CCPROX SUMMARY OUTPUT 
Original Data Set: qc2003.dat 
Number of Examinees : 996 
Number of Items Used: 40 
Minimum Cell Size for 
Calculating Proximity: 2 
Estimate of Examinee 
Guessing on Test : 0.2500 
Type of Proximity: Conditional Covariance 
Type of Clustering : UPGMA Clustering 
Tie Breaking Method: First Item Pair 
CCPROX SUMMARY STATISTICS 
Proportion of Examinees Used 
Minimum: 0.9127 
Mean: 0.9308 
50: 0.0066 
Number of Cells Used 
Minimum: 21 
Mean: 22.45 
S D :  0 . 6 6  
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APPENDIX B. APPLICATION OF BILOG SOFTWARE FOR TESTING 
B.l. BILOG Item Characteristic Curves 
Information 
L>-
lk>-
V) 
n 
8 
S 
jojjg pjepueis 
Ç6 
Item Characteristic Curve: ITEM 02 Item Information Curve: ITEM 02 
Ability 
3-Parameter Model, Normal Metric Item: 2 
The parameter a is the item discriminating power, the reciprocal (1/a) is the item 
dispersion, b is an item location parameter and c the guessing parameter. 
Item Characteristic Curve: ITEM 04 
a = 2.440 b = 1.460 c= 0.174 
1.0 
0.8-
0.6-
0.4-
0.2 i 
Ability 
Item Information Curve: ITEM 04 
c 
o 
s 
c 
Scale Score 
3-Parameter Model, Normal Metric Item: 4 
The parameter a is the item discriminating power, the reciprocal (1/a) is the item 
dispersion, b is an item location parameter and c the guessing parameter. 
Item Information Curve: ITEM 05 Item Characteristic Curve: ITEM 05 
Ability 
3-Parameter Model, Normal Metric Item: 5 
The parameter a is the item discriminating power, the reciprocal (1/a) is the item 
dispersion, b is an item location parameter and c the guessing parameter. 
Item Characteristic Curve: ITEM 06 
a = 0.207 b = 0.542 c= 0.002 
1.(h 
0.8 
0.6 
I 
-1 0 1 
Ability 
3 
Item Information Curve: ITEM 06 
-3 -2 -1 
Scale Score 
3-Parameter Model, Normal Metric Item: 6 
The parameters is the item discriminating power, the reciprocal (1/a) is the item 
dispersion, b is an item location parameter and c the guessing parameter. 
Item Characteristic Curve: ITEM 07 Item Information Curve: ITEM 07 
Ability 
§ 
3-Parameter Model, Normal Metric Item: 7 
The parameter a is the item discriminating power, the reciprocal (1/a) is the item 
dispersion, b is an item location parameter and c the guessing parameter. 
Item Characteristic Curve: ITEM 08 
a = 1.578 b= 1.243 c= 0.172 
0.8 
0.6 
0.4 
0.2 
Ability 
Item Information Curve: ITEM 08 
c 
o 
s 
c 
Scale Score 
3-Parameter Model, Normal Metric Item: 8 
The parameter a is the item discriminating power, the reciprocal (1/a) is the item 
dispersion, b is an item location parameter and c the guessing parameter. 
Item Characteristic Curve: ITEM 09 Item Information Curve: ITEM 09 
Ability 
3-Parameter Model, Normal Metric Item: 9 
The parameters is the item discriminating power, the reciprocal (1/a)is the item 
dispersion, b is an item location parameter and c the guessing parameter. 
Item Characteristic Curve: ITEM 10 
a = 1.194 b= 1.319 c= 0.195 
1.0 
* J3 
I 
0.8 
0.6 
0.4-
0.2 
-3 -2 -1 0 
Ability 
Item information Curve: ITEM 10 
2 
-3 -1 
Scale Score 
3-Parameter Model, Normal Metric Item: 10 
The parameter a is the item discriminating power, the reciprocal (1/a) is the item 
dispersion, b is an item location parameter and c the guessing parameter. 
Item Characteristic Curve: ITEM 12 
a= 0,914 b= 2.874 c= 0.250 
1.0 
0.8 
0.6 
I 
CL 
0.2 
Ability 
item Information Curve: ITEM 12 
4 
3-
c 
o 
| 2 
-S 
c 
1 
- 3  - 2 - 1 0 1 2 3  
Scale Score 
3-Parameter Model, Normal Metric Item: 12 
The parameter a is the item discriminating power, the reciprocal (1/a) is the item 
dispersion, b is an item location parameter and c the guessing parameter. 
Item Characteristic Curve: ITEM 13 Item Information Curve: ITEM 13 
Ability 
3-Parameter Model, Normal Metric Item: 13 
The parameter a is the item discriminating power, the reciprocal (1/a) is the item 
dispersion, b is an item location parameter and c the guessing parameter. 
Item Characteristic Curve: ITEM 14 Item Information Curve: ITEM 14 
o 
ON 
3-Parameter Model, Normal Metric Item: 14 
The parameter a is the item discriminating power, the reciprocal (1/a) is the item 
dispersion, b is an item location parameter and c the guessing parameter. 
Item Characteristic Curve: ITEM 15 
a = 0.552 b = -0.594 c= 0.002 
1.0 
0.8 
0.6 
0.4 
0.2 
Ability 
Item Information Curve: ITEM 15 
4 
3 
c 0 
1 2 
a 
c 
1 
- 3  - 2 - 1 0  1  2  3  
Scale Score 
3-Parameter Model, Normal Metric Item: 15 
The parameter a is the item discriminating power, the reciprocal (1/a) is the item 
dispersion, b is an item location parameter and c the guessing parameter. 
Item Characteristic Curve: ITEM 16 
a = 0.440 b = -1.125 c =. 0.001 
•8 
J2 
! 
Item Information Curve: ITEM 16 
a 
3 
c 0 
i % 
£ c 
1 
o- i , , ; ! , ; , , | , i , , | i , , i | , i r : | , 3 - 2 - 1 0 1 2 3  
Scale Score 
3-Parameter Model, Normal Metric Item: 16 
The parameter a is the item discriminating power, the reciprocal (1/a) is the item 
dispersion, b is an item location parameter and c the guessing parameter. 
1.0, 
I 
0.8-
0.6-
0.4 
0.2-
-3 
Item Characteristic Curve: ITEM 17 
a = 0.390 b = 0.520 C= 0.002 
0 1 
Ability 
-3 
Item Information Curve: ITEM 17 
-1 
Scale Score 
3-Parameter Model, Normal Metric Item: 17 
The parameter a is the item discriminating power, the reciprocal (1/a) is the item 
dispersion, b is an item location parameter and c the guessing parameter. 
Item Characteristic Curve: ITEM 18 Item Information Curve: ITEM 18 
Ability 
3-Parameter Model, Normal Metric Item: 18 
The parameter a is the item discriminating power, the reciprocal (1/a) is the item 
dispersion, b is an item location parameter and c the guessing parameter. 
Item Characteristic Curve: ITEM 19 
a = 0.350 b= -1.715 c= 0.001 
Item Information Curve: ITEM 19 
Ability 
3-Parameter Model, Normal Metric Item: 19 
The parameter a is the item discriminating power, the reciprocal (1/a) is the item 
dispersion, b is an item location parameter and c the guessing parameter. 
Item Characteristic Curve: ITEM 20 Item Information Curve: ITEM 20 
Ability 
3-Parameter Model, Normal Metric Item: 20 
The parameter a is the item discriminating power, the reciprocal (1/a) is the item 
dispersion, b is an item location parameter and c the guessing parameter. 
•g 
X2 
£ 
Item Characteristic Curve: ITEM 21 
a = 0.322 b = 0.698 c= 0.011 
Ability 
Item Information Curve: ITEM 21 
C O 
I 
1 -
-2 
Scale Score 
3-Parameter Model, Normal Metric Item: 21 
The parameter a is the item discriminating power, the reciprocal (1/a) is the item 
dispersion, b is an item location parameter and c the guessing parameter. 
Item Characteristic Curve: ITEM 22 Item Information Curve: ITEM 22 
Ability 
3-Parameter Model, Normal Metric Item: 22 
The parameter a is the item discriminating power, the reciprocal (1/a) is the item 
dispersion, b is an item location parameter and c the guessing parameter. 
Item Characteristic Curve: ITEM 23 Item Information Curve: ITEM 23 
Ability 
3-Parameter Model, Normal Metric Item: 23 
The parameter a is the item discriminating power, the reciprocal (1/a) is the item 
dispersion, b is an item location parameter and c the guessing parameter. 
Item Characteristic Curve: ITEM 24 
a = 0.342 b = 1.730 c= 0.006 
1.0, 
•8 
I 
0.8 
0.6 
0.4-
-3 -2 -1 0 
Ability 
Item Information Curve: ITEM 24 
3 
c 
o 
| 2 
£ j: 
1 
0 
-
3 - 2 - 1 0  1  2  3  
Scale Score 
3-Parameter Model, Normal Metric Item: 24 
The parameter a is the item discriminating power, the reciprocal (1/a) is the item 
dispersion, b is an item location parameter and c the guessing parameter. 
Item Characteristic Curve: ITEM 25 
a = 0.374 b=-1.464 c= 0.001 
Item Information Curve: ITEM 25 
3-Parameter Model, Normal Metric Item: 25 
The parameter a is the item discriminating power, the reciprocal (1/a) is the item 
dispersion, b is an item location parameter and c the guessing parameter. 
Item Characteristic Curve: ITEM 26 Item Information Curve: ITEM 26 
Ability 
3-Parameter Model, Normal Metric Item: 26 
The parameter a is the item discriminating power, the reciprocal (1/a) is the item 
dispersion, b is an item location parameter and c the guessing parameter. 
Item Characteristic Curve: ITEM 28 
a = 0.175 b = 0.191 c= 0.001 
è 
1.0, 
0.8-
0.6-
0.4 
0.2 
-3 -2 -1 0 
Ability 
1 -
Item Information Curve: ITEM 28 
-3 -2 
Scale Score 
3-Parameter Model, Normal Metric Item: 28 
The parameter a is the item discriminating power, the reciprocal (1/a) is the item 
dispersion, b is an item location parameter and c the guessing parameter. 
Item Characteristic Curve: ITEM 28 
a = 1.429 b = 1.104 c = 0.199 
0.8-
•8 A 
e 
o. 
0.4 
0.2 
•3 •2 0 1 •1 2 3 
Ability 
Item Information Curve: ITEM 28 
c 
o 
a 
c 
Scale Score 
3-Parameter Model, Normal Metric Item: 28 
The parameter a is the item discriminating power, the reciprocal (1/a) is the item 
dispersion, b is an item location parameter and c the guessing parameter. 
Item Information Curve: ITEM 29 Item Characteristic Curve: ITEM 29 
Ability 
3-Parameter Model, Normal Metric Item: 29 
The parameter a is the item discriminating power, the reciprocal (1/a) is the item 
dispersion, b is an item location parameter and c the guessing parameter. 
1.0-1 
0.8-
•Q 
i 
0.4-
0.2-
-3 
Item Characteristic Curve: ITEM 31 
a = 0.375 b=-1.516 c= 0.001 
-2 -1 0 
Ability 
-3 
Item Information Curve: ITEM 31 
-2 -1 
Scale Score 
3-Parameter Model, Normal Metric Item: 31 
The parameter a is the item discriminating power, the reciprocal (1/a) is the item 
dispersion, b is an item location parameter and c the guessing parameter. 
Item Information Curve: ITEM 32 Item Characteristic Curve: ITEM 32 
Ability 
3-Parameter Model, Normal Metric Item: 32 
The parameter a is the item discriminating power, the reciprocal (1/a) is the item 
dispersion, b is an item location parameter and c the guessing parameter. 
Item Information Curve: ITEM 33 Item Characteristic Curve: ITEM 33 
Ability 
3-Parameter Model, Normal Metric Item: 33 
The parameter a is the item discriminating power, the reciprocal (1/a) is the item 
dispersion, b is an item location parameter and c the guessing parameter. 
Item Characteristic Curve: ITEM 35 Item Information Curve: ITEM 35 
Ability 
3-Parameter Model, Normal Metric Item: 35 
The parameter a is the item discriminating power, the reciprocal (1/a) is the item 
dispersion, b is an item location parameter and c the guessing parameter. 
Item Characteristic Curve: ITEM 36 Item Information Curve: ITEM 36 
Ability 
to G\ 
3-Parameter Model, Normal Metric Item: 36 
The parameter a is the item discriminating power, the reciprocal (1/a) is the item 
dispersion, b is an item location parameter and c the guessing parameter. 
Item Information Curve: ITEM 37 Item Characteristic Curve: ITEM 37 
3-Parameter Model, Normal Metric Item: 37 
The parameter a is the item discriminating power, the reciprocal (1/a) is the item 
dispersion, b is an item location parameter and c the guessing parameter. 
Item Characteristic Curve: ITEM 39 Item Information Curve: ITEM 39 
Ability 
3-Parameter Model, Normal Metric Item: 39 
The parameter a is the item discriminating power, the reciprocal (1/a) is the item 
dispersion, b is an item location parameter and c the guessing parameter. 
Item Information Curve: ITEM 40 Item Characteristic Curve: ITEM 40 
Ability 
3-Parameter Model, Normal Metric Item: 40 
The parameter a is the item discriminating power, the reciprocal (1/a) is the item 
dispersion, b is an item location parameter and c the guessing parameter. 
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Matrix Plot of Item Charact eristic Curves 
2 ,  4 - 8  
/ 
•y J 9, 10, 12-15 
— 
y 1 6 - 2 1  
/ 
2 2 - 2 7  J —7 
28,29,31-33,35 
f 
36,37,39,40 1 
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B.2. BILOG Statistics 
ITEM STATISTICS FOR SUBTEST TEST0001 
ITEM*TEST 
C O R R E L A T I O N  
ITEM NAME #TRIED #RIGHT PCT LOGIT/1.7 PEARSON BISERIAL 
1 ITEM0001 9 9 6 .  0 5 5 6 ,  .0 55. 8 -0. .14 0. . 2 8 6  0. . 3 6 0  
2 ITEM0002 9 9 6 ,  , 0 2 4 9 ,  . 0 25. .0 0. . 6 5  0. .311 0. . 4 2 4  
3 ITEM0003 9 9 6 .  , 0 3 8 4  ,  .0 3 8 .  .6 0. 27 0. . 3 2 2  0. . 4 0 9  
4 ITEM0004 9 9 6 .  , 0 4 5 3 ,  .0 45. .5 0. .11 0. . 0 8 8  0. .Ill 
5 ITEM0005 9 9 6 ,  , 0 5 2 5 .  0 52. .7 -0. . 0 6  0, . 2 5 9  0. . 3 2 5  
6 ITEM0006 9 9 6 ,  , 0 2 9 4  ,  .0 2 9 .  , 5 0. 51 0. . 3 1 8  0. .  4 2 1  
7 ITEM0007 9 9 6 ,  .0 2 7 7 ,  .0 27 . 8 0. 56 0. . 3 8 4  0. .512 
8 ITEM0008 9 9 6 .  0 3 2 3 ,  .0 3 2 ,  .4 0. 43 0. . 2 8 9  0. 377 
9 ITEM0009 9 9 6 ,  .0 2 7 9 .  0 2 8 ,  .0 0. .56 0. . 0 6 1  0, . 0 8 2  
10 ITEM0010 9 9 6 ,  .0 4 4 2 ,  .0 4 4 ,  . 4 0. 13 0. . 0 9 4  0, .118 
11 ITEM0011 996. . 0 2 7 0 ,  .0 27. .1 0. . 5 8  0. . 0 3 9  0. . 0 5 3  
12 ITEM0012 996. 0 614 , .0 61. .6 -0. . 2 8  0. . 2 8 4  0. . 3 6 1  
13 ITEM0013 9 9 6 ,  , 0 677. 0 6 8 .  0 -0. 44 0. . 2 2 6  0. . 2 9 5  
14 ITEM0014 996. . 0 4 2 2 ,  .0 4 2 ,  , 4 0. 18 0. . 2 7 4  0. . 3 4 5  
15 ITEM0015 9 9 6 ,  0 3 3 4 ,  .0 3 3 ,  .5 0. 40 0, . 2 8 0  0. . 3 6 2  
16 ITEM0016 996. ,0 7 1 8 ,  .0 72. . 1 -0. 56 0. 181 0. . 2 4 1  
17 ITEM0017 9 9 6 .  0 2 5 8 ,  .0 25. , 9 0, . 6 2  0. . 2 7 7  0. . 3 7 5  
1 8  ITEM0018 9 9 6 .  , 0 417. 0 41. . 9 0. , 19 0. , 2 2 1  0. . 2 7 9  
19 ITEM0019 9 9 6 .  . 0 1 6 9 ,  .0 17 . . 0 0. .  9 3  0. . 2 7 7  0. 411 
2 0  ITEM0020 9 9 6 .  0 2 6 6 ,  .0 2 6 .  . 7 0. ,59 0. . 0 4 7  0. . 0 6 3  
21 ITEM0021 9 9 6 .  0 2 8 5 ,  .0 2 8 ,  .6 0. .54 0. . 2 0 5  0. . 2 7 2  
2 2  I T E M 0 0 2 2  9 9 6 .  , 0 6 9 9 .  0 70. 2 -0. 50 0. . 2 0 8  0. . 2 7 4  
2 3  ITEM0023 9 9 6 ,  , 0 4 1 3 ,  .0 41. .5 0. . 2 0  0. . 2 7 6  0. . 3 4 8  
24 I T E M 0 0 2 4  9 9 6 ,  , 0 4 8 5 ,  .0 4 8 ,  .7 0. . 0 3  0. . 0 6 5  0. . 0 8 2  
25 ITEM0025 9 9 6 .  , 0 3 4 5 .  0 34, .6 0. 37 0. . 3 2 0  0. 413 
2 6  I T E M 0 0 2 6  996. , 0 5 6 9 ,  .0 57. .1 -0. .17 0. . 3 2 9  0. 415 
27 I T E M 0 0 2 7  9 9 6 ,  0 7 0 6 .  0 70. .9 -0. . 5 2  0, .  1 8 6  0. . 2 4 6  
2 8  ITEM0028 9 9 6 .  0 6 7 5 ,  .0 67 . ,8 -0. 44 0. . 2 8 4  0. .371 
2 9  ITEM002 9 996. , 0 3 1 5 ,  .0 31. , 6 0. 45 0. . 2 2 9  0. . 2 9 9  
30 ITEM0030 996. . 0 2 9 6 .  0 2 9 .  . 7 0. . 51 0. . 3 5 6  0. ,471 
31 I T E M 0 0 3 1  9 9 6 .  0 7 3 8 .  . 0 74 . 1 -0. . 6 2  0. . 2 7 1  0. . 3 6 7  
3 2  I T E M 0 0 3 2  9 9 6 .  , 0 5 7 2 ,  .0 57 . , 4 -0. , 18 0. . 2 7 4  0. . 3 4 6  
33 ITEM0033 9 9 6 .  0 1 8 3 ,  .0 18 . 4 0. . 8 8  0. . 2 1 5  0. . 3 1 3  
34 ITEM0034 9 9 6 .  ,0 5 5 4  ,  .0 55. . 6 -0. 13 0. , 0 5 1  0. . 0 6 4  
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APPENDEX C: CORRELATION OF UNSATISFACTORY TEST 
ITEMS WITH THE TEST BOOKLET 
Item Response Theory Question Information 
Item Number Si 
Discrimination 
bi 
Difficulty 
Ci 
Guessing 
Test 
Information 
CTT 
Difficulty Discrimination 
01 ( 4 1 ) a Not Used b .53 .07 
02 (42) 0.501 -0.305 0.005 0.200 .56 .35 
03 (43) Not Used .28 .00 
04 (44) 2.440 1.460 0.174 3.250 .25 .36 
05 (45) * 0.781 0.858 0.124 0.250 .39 .39 
06 (46) 0.207 0.542 0.002 0.010 .45 .17 
07 (47) 0.465 -0.154 0.001 0.170 .53 .35 
08 (4 8.) 1.578 1.243 0.172 1.250 .30 .39 
09 (49) 1.505 1.083 0.117 1.280 .28 .44 
10 (50) 1.194 1.319 0.195 0.800 .32 .44 
11 (51) Not Used .62 .04 
12 (52) 0.914 2.874 0.250 0.400 .28 . 14 
13 (53) 0.186 0.748 0.002 0.005 .44 .19 
14 (54) 1.686 2.593 0.252 1.300 .27 .12 
15 (55) 0.552 -0.594 0.002 0.200 .62 .36 
16 (56) 0.440 -1.125 0.001 0.100 .68 .33 
17 (57) 0.390 0.520 0.002 0.100 .42 .35 
18 (58) 0.803 1.279 0.155 0.275 .34 .35 
19 (59) 0.350 -1.715 0.001 0.100 .72 .28 
20 (60) 0. 679 1.610 0.096 0.250 .26 .35 
21 (61) 0.322 0.698 0.011 0.100 .42 .31 
22 (62) 1. 689 1.714 0.102 1.800 . 17 .31 
23 (63) 0.902 3.520 0.251 0.245 .27 .13 
24 (64) 0. 342 1.730 0.006 0.100 .29 .29 
25 (65) 0.374 -1.464 0.001 0.100 .70 .30 
26 (66) 1.640 1.138 0.295 1.100 .41 .36 
27 (67) 0.175 0.191 0.001 0.020 .49 .18 
28 (68) 1.429 1.104 0.199 0.950 .35 .40 
29 (69) 0.636 -0.328 0.001 0.290 .57 .41 
30 (70) Not Used .57 .08 
31 (71) 0.375 -1.516 0.001 0.090 .71 .28 
32 (72) 0.532 -0.959 0.001 0.200 .68 .36 
33 (73) 0.346 1.421 0.001 0.086 .32 .30 
34 (74) Not Used .08 -.04 
35 (75) 0.778 1.092 0.063 0.387 .30 .42 
36 (76) 0.572 -1.281 0.001 0.236 .74 .36 
37 (77) 0.490 -0.412 0.001 0.173 .57 .36 
38 (78) Not Used . 16 .07 
39 (79) 2.273 1.715 0.127 2.910 .18 .26 
40 (80) 0.170 -0.786 0.001 0.020 .56 .16 
Note. a(xx) denotes the actual test question number. b this question was not used in the IRT assessment. 
See the text for the reason why. 
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