Nonlocality of Observables in Quasi-Hermitian Quantum Theory by Barnett, Jacob
Nonlocality of Observables in Quasi-Hermitian Quantum Theory
Jacob Barnett∗
Perimeter Institute for Theoretical Physics,
31 Caroline Street North, Waterloo,
Ontario N2J 2Y5, Canada
(Dated: February 13, 2020)
Explicit construction of local observable algebras in quasi-Hermitian quantum theories is derived
in both the tensor product model of locality and in models of free fermions. The latter construction
is applied to several cases of a PT -symmetric toy model of particle-conserving free fermions on a
1-dimensional lattice, with nearest neighbour interactions and open boundary conditions. Despite the
locality of the Hamiltonian, local observables do not exist in generic collections of sites in the lattice.
The collections of sites which do contain nontrivial observables depends strongly depends on the
complex potential.
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I. INTRODUCTION
While sufficient, Hermiticity in a fixed Hilbert space
is not necessary to ensure observables of a quantum
theory have real eigenvalues, nor is it necessary for
unitarity. In finite Hilbert spaces, the necessary and
∗ jbarnett@perimeterinstitute.ca
sufficient condition for real spectra [1–5] as well as uni-
tarity [1, 6, 7] is quasi-Hermiticity, quantum theories with
observables satisfying
ηO = O†η, (I.1)
for some hermitian, positive definite operator η, referred
to as the metric. The postulate of time evolution remains
unchanged, dictated by Schro¨dinger evolution with a
quasi-Hermitian Hamiltonian. Unitarity and expecta-
tion values are defined with respect to the physical inner
product,
〈ψ|φ〉η = 〈ψ|η|φ〉 , (I.2)
〈O〉η =
〈ψ|ηO|ψ〉
〈ψ|η|ψ〉 . (I.3)
Quasi-Hermitian quantum theory is often claimed
to be a genuine extension of quantum theory. How-
ever, the theory mentioned above is simply quantum
theory where the physical Hilbert space inner prod-
uct and adjoint are defined through 〈·|·〉η. In addition,
motivated by the well known theorem that any two sep-
arable Hilbert spaces of the same dimension are isomor-
phic, there is an equivalent theory expressed in terms of
the inner product 〈·|·〉which can be constructed through
a similarity transform [8–10].
Despite the mathematical equivalence of these two
pictures of quantum theory, we emphasize that lo-
cal quantum theory is generalized by using a quasi-
Hermitian representation. More generally, the usage
of quasi-Hermitian representations plays a role when
there exists an additional physical significance to an
inner product structure aside from a role in computing
expectation values.
To elaborate, consider the tensor product model of lo-
cality, which is defined on a Hilbert space with a tensor
product factorization, H ' HA⊗HB . A common choice
for the physical inner product is one which factorizes
with HA ⊗ HB . This assumption is unnecessarily re-
strictive, since a general inner product is deduced from
a metric operator which may not factorize in the form
η = ηA ⊗ ηB .
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2Operators local to subsystem A in this model are de-
fined as those which decompose as a tensor product
with the identity operator on subsystem B,
O = OA ⊗ 1B , (I.4)
and vice versa for local operators in subsystem B. Moti-
vating this definition is the observation that expectation
values of local observables can be computed from the
local state, a partial trace of the density matrix [11],
without referencing the entire Hilbert space,
ρA = TrB
|ψ〉 〈ψ| η
〈ψ|η|ψ〉 , (I.5)
〈O〉η = TrA ρAOA. (I.6)
In addition, observables in disjoint subsystems can be
simultaneously measured without affecting each other,
a result known as no-signalling [12, 13].
Note the definition of a local operator is independent
of the inner product structure. Thus, quasi-Hermitian
theories with differing metric operators can in principle
contain distinct local observables algebras, even with
distinct, possibly vanishing dimensions. Generically,
while the aforementioned similarity transform maps a
quasi-Hermitian theory to a Hermitian theory, it does
not preserve the notion of local observable algebras.
This is a consequence of the nonlocality of the similarity
transform, demonstrated for instance in [14–16]. In fact,
the space of local quasi-Hermitian models similar to
local Hermitian models was found in [17], and is smaller
than the total space of local quasi-Hermitian models.
The use of quasi-Hermitian models allows for the
discovery and exploration of a broader set of local quan-
tum theories, despite their mathematical equivalence
to nonlocal Hermitian theories. This idea could prove
useful for finding new quantum field theories, where
the space of theories is heavily constrained by principles
such as gauge symmetry and renormalizability. In ad-
dition, it has promise for problems in quantum gravity,
where the evolution is expected to be local, but, due to
diffeomorphism invariance, observables are nonlocal.
The goal of this work is to explicitly construct local
observable algebras in quasi-Hermitian theories in gen-
eral, to discuss their properties, and derive when they
existence in several toy models.
As the observables in a subsystem A could be further
localized to a subsystem contained in A, we introduce
the notion of an extensively local observable: An ob-
servable is extensively local over subsystem A if this
observable is not local to any subsystem of A. Note that
if two subsystems A,B have extensively local observ-
ables, then their union does as well, proven by taking
a suitable linear combination of observables local to A
and B.
In section III, a theorem relating the existence of ob-
servables local to a subsystem to the Schmidt decom-
position of the metric is proven. Simple, illustrative
examples and corollaries are presented. In addition, the-
orems addressing extensively local observables specific
to free fermions are introduced in section III B, having
the classic advantage generic with free fermion models
of computational simplicity.
For systems of fermions, there is a notion of locality
which is more naturally related to the anti-commutation
relations. A review of this definition is presented in sec-
tion II C 1, and the theorems of section III B are adapted
to this notion of locality as well.
Our toy model is a local1 , one-dimensional, many-
body Hamiltonian of free fermions, a tight-binding
model with a complex on-site potential and anisotropic
tunneling amplitudes,
HPT =
(
γa†mam + γ
∗a†mam
)
+
n∑
i=1
(
Via
†
iai
)
+
n−1∑
i=1
(
t∗n−ia
†
iai+1 + tia
†
i+1ai
)
, (I.7)
where Vi = Vn−i ∈ R, m = n −m + 1, and arg tn−i =
arg ti. This toy model is symmetric under combined
parity and time-reversal symmetries, PT , and is known
to be quasi-Hermitian in some special cases [14, 15, 18–
24].
Surprisingly, even though HPT is local, there gener-
ically exist subsystems with no local observables. The
locality profile appears to depend strongly on the po-
tential. While for γ ∈ R, there is a metric such that local
observables exist in every subsystem, the metrics for
n = 2m, γ /∈ R studied in this paper are only compati-
ble with observables local to P-symmetric subsystems.
For other choices of m, there exist observables local to
subsystems which are not P-symmetric. For instance,
for m = 1, ti = t, there are local observables in ev-
ery connected subsystem with more than two sites. As
discussed in section III C, the PT -symmetry expresses
itself in a weaker form: If the metric is PT -symmetric,
and subsystem A contains local observables, then the P
dual of A also contains local observables.
II. PT -SYMMETRIC FREE FERMIONS
A. The structure of quasi-Hermitian theory
A brief review of some central foundational results in
quasi-Hermitian theory in finite Hilbert spaces is pro-
vided in this section. The interested reader is referred
to two review articles for additional depth, [25, 26].
The aim of this section is to prove a spectral theorem
for quasi-Hermitian operators, emphasized in [8, 27],
and to discuss some properties of quasi-Hermitian theo-
ries through its proof.
1 The definition of a local Hamiltonian is different from that of a local
observable, and is reviewed in section II B.
3Theorem 1. An operator, O, in a finite-dimensional Hilbert
spaceH is diagonalizable with a real spectrum if and only ifO
is quasi-Hermitian with respect to some Hermitian positive-
definite metric, η.
Note this theorem is more powerful than the textbook
claim that Hermiticity in a fixed Hilbert space is suf-
ficient for a real spectrum, as quasi-Hermiticity is the
sufficient and necessary condition for a real spectrum.
This theorem readily generalizes to the case of infinite
dimensional operators with discrete spectrum [9].
Proof. This proof begins by constructing a metric op-
erator, η, for every diagonalizable operator with real
spectrum, O.
Consider an orthonormal basis under the inner prod-
uct given through H. O is diagonalizable in this basis,
and can be expressed in the form O = UDU−1, where
the diagonal matrix D is Hermitian. The most general
metric operator associated to O is thus
η−1 = UdU†, (II.1)
where d is a Hermitian, positive-definite matrix which
commutes with D. Note the choice of metric is not
unique. A single operator of physical significance, such
as the Hamiltonian, is compatible many realizations
of inner products, which give different resulting quasi-
Hermitian theories. Choosing a particular metric can be
done by requiring additional operators to have physical
significance [1, 9]. Other, less physical choices, are to
pick a set of eigenvectors U and set d = 1, or perhaps
to choose one metric operator which has an explicit
analytic realization.
The remaining direction of the proof can be per-
formed in multiple ways. The author chooses to follow
one method performed initially in [3]. Assume the exis-
tence of a metric operator, η. Since η is positive definite,
its square root exists, is Hermitian, and is invertible
η = Ω2, Ω = Ω†. (II.2)
The square root, Ω, constructs a similarity transforma-
tion from O to a Hermitian operator,
h := ΩOΩ−1 = h†. (II.3)
Since O is similar to a Hermitian operator, O is diago-
nalizable with a real spectrum.
The map from observables to Hermitian operators
constructed in the proof of theorem 1, O → ΩOΩ−1,
maps a quasi-Hermitian theory to a Hermitian theory
with Hermitian inner product [8]. However, these two
theories can have different notions of locality, since the
operator Ω may contain nonlocal properties.
To briefly comment on foundational issues in the the-
ory with infinite Hilbert spaces, note that the theorem
of this section freely uses finite dimensional concepts,
such as diagonalizability and the assumption that pos-
itive operators have inverses defined on the entirety
of H. Critically, the similarity transformation defined
through Ω may not exist if either the metric or its in-
verse is an unbounded operator. Typically, the metric is
assumed to be bounded to avoid issues with operator
domain equalities in the quasi-Hermiticity condition.
To guarantee the mathematical validity of the similarity
transform, one may be tempted to assume the metric’s
inverse is bounded as well. However, for certain non-
Hermitian Hamiltonians with a real spectrum and an
associated metric operator, there exists no metric with
a bounded inverse [28]. Without the assumption of a
bounded metric inverse, a spectral theorem of the sort
mentioned above can’t exist. The quasi- Hermitian op-
erator described in [29] with complex spectrum, is one
such counter-example. However, the conclusion that
the eigenvalues are real still holds (note the spectrum
of an operator is in general larger than the space of
eigenvalues).
1. Relation to PT -symmetry
Some treatments of quasi-Hermitian theory start from
symmetries of the Hamiltonian, as opposed to the met-
ric. The more relaxed condition that the energy eigenval-
ues come in complex conjugate pairs (En, E∗n) is equiva-
lent to the existence of a discrete, anti-linear symmetry,
Θ [4]
[H,Θ] = 0, (II.4)
If the Θ-symmetry is unbroken, so that at least one
set of eigenstates of H are also eigenstates of Θ, then
the energies are strictly real [30]. Generic classes of
Θ-symmetric Hamiltonians experience a boundary in
parameter space, referred to as a phase transition, be-
yond which Θ is broken, and inside which Θ is unbroken
[14, 15, 18–20, 31, 32].
For any quasi-Hermitian operator, there exists a de-
composition,
Θ = PT (II.5)
into a linear operator P and the time reversal, or complex
conjugation, operator T , which commute and square
to 1 [2]. Following the historic work of [31], the special
case of Θ which is a product of parity and time-reversal
symmetries is often used to construct quasi-Hermitian
models, and the field of quasi-Hermitian quantum the-
ory is generally synonymous withPT −Symmetric quan-
tum theory2.
Interestingly, the metric of eq. (II.1) is also
PT −symmetric in the case where H is non-degenerate.
2 PT -symmetry and quasi-Hermiticity are distinct for infinite dimen-
sional Hilbert spaces [33]
4In the case of a degeneracy, only the choice of d = 1
in eq. (II.1) is guaranteed to be PT −symmetric, where
U must be chosen to contain a set of PT −unbroken
eigenstates.
B. Local Hamiltonians
To allow for nontrivial interactions between subsys-
tems, the locality condition for a Hamiltonian is weaker
than the locality definition used for observables. Qual-
itatively, a Hamiltonian is local if after a brief period
of Schro¨dinger evolution on a generic state, only the
qualities of nearby pairs of subsystems influence each
other. Given a Hilbert space, H, with a factorization
into sites, i, in a lattice, S, H ' ⊗i∈S Hi, and a graph,
G = (S,E), E ⊆ S ×S, a Hamiltonian is said to be local
if it is a sum over operators local to pairs of vertices in
the graph,
H =
∑
(i,j)∈E
Hij
∑
α,β
Oαi O
β
j , (II.6)
where Oαi forms an orthonormal basis for the operators
local to the site i.
C. Lattice Fermions
A natural setting for studying aspects of locality is
the space of quantum many-body problems, since their
Hilbert spaces have a natural tensor product decom-
position. Free fermions are a cherished example of
many-body problems; due to their relationship with a
first quantized quantum theory on a Hilbert space which
scales linearly with the number of sites, many features
of free fermionic models can be computed with only
polynomial computational resources. Examples of such
features include the ground state energy [34] as well
as entanglement entropies [35]. This is in constrast to
solving a generic many-body problem, which has an
exponential complexity. Examples of PT -symmetric
free fermions have been well-studied [14, 15, 18–20, 32].
Free fermion models are constructed with a realiza-
tion of the canonical anti-commutation relations, a relation-
ship amongst a set of n creation a†i and annihilation aj
operators [34]
{a†i , aj} = δij1, {a†i , a†j} = 0, (II.7)
where 1 is the identity operator and δ is the Kronecker
delta. Lowercase latin indices, such as i, j above, are el-
ements of the set [n], which is the set of integers ranging
from 1 to n.
A vacuum is defined as a state annihilated by all ai,
ai |0〉 = 0. For the rest of this report, it is assumed that
the vacuum is unique. As a consequence, every state in
H can be constructed through linear combinations of
repeated application of creation operators on the vac-
uum [34], and the Hilbert space of this representation
is N = 2n dimensional. For notational simplicity, a
Hilbert space will be denoted with a subscript, which
is a set whose elements refer to a labelling of a basis of
the Hilbert space. Let P([n]) denote the power set of
[n], so the Hilbert space of free fermion models will be
denotedHP([n]).
A useful generalization of the creation and annihi-
lation operators is to construct a representation, a, a† :
Cn → End(HP([n]))3, of the CAR algebra over Cn,
a(f) =
∑
i∈[n]
f∗i ai, (II.8)
a†(g) =
∑
i∈[n]
gia
†
i . (II.9)
The space of operators on HP([n]) can be expressed
through linear combinations of products of creation and
annihilation operators,
End(HP([n])) = span

(∏
i∈S1
a†i
)∏
j∈S2
aj
 : S1, S2 ⊆ [n]
 .
(II.10)
Equivalently, the space of operators on HP([n]) can be
generated from linear combinations of creation and an-
nihilation operators, so long as the linear combinations
arise from vectors which form a linearly independent
basis of Cn = span{vµ|µ ∈ [n]} = span{wν |ν ∈ [n]},
End(HP([n])) = span

( ∏
µ∈S1
a†(vµ)
)( ∏
ν∈S2
a(wν)
)
:
S1, S2 ⊆ [n]
 .
(II.11)
In particular, using the specific basis of Cn = span{ei :
i ∈ [n]}, where
(ei)j = δij , (II.12)
the decomposition of eq. (II.11) reduces to that of
eq. (II.10)
1. Fermionic Locality
Given an abstract Hilbert space, H, with no a priori
tensor product structure, locality is defined through
a unitary transformation, ι, to a theory on a Hilbert
space with a tensor product factorization,HA⊗HB . For
a quasi-Hermitian theory defined on H, the metric η
transforms to the metric ηTPS ∈ End(HA ⊗HB) via
ι : H → HA ⊗HB , ιηι† = ηTPS. (II.13)
3 End(H) denotes the set of linear operators overH
5This map is referred to as a tensor product structure [36].
A tensor product structure for HP([n]) is given by a
unitary map, the Jordan-Wigner transform [34, 37], into
the tensor product of n two-dimensional Hilbert spaces
(each equipped with a Pauli matrix, Zi, and a lowering
operator, σi = |0〉i 〈1|i),
ιp : HP([n]) →
⊗
i∈[n]
Hi[2], (II.14)
ιpap(i)ι
†
p =
⊗
j<i
Zj ⊗ σi, (II.15)
ιp |0〉 =
⊗
i∈[n]
|0〉i , (II.16)
where p is a permutation of sites, a one-to-one map
p : [n]→ [n]. A common choice for p is the identity map.
A Jordan-Wigner transform can be inverted, which pro-
duces the important identity
Zj = ιp
(
ap(j)a
†
p(j) − a†p(j)ap(j)
)
ι†p. (II.17)
In addition, when there are observables local to
HP(A) ' ⊗i∈AHi[2], we will let statements of the form
”P(A) contains observables” be synonymous to ”A con-
tains observables”.
Notice the lack of a choice of Jordan-Wigner trans-
form which localizes all ai. This is a consequence ai
satisfying anti-commutation relations, while operators
local to disjoint subsystems necessarily commute. To
find a notion of locality directly from the canonical anti-
commutation relations, the space of operators must be
restricted to a set of commuting operators. Even prod-
ucts of pairs of creation and annihilation operators sat-
isfy this criteria, motivating the following alternative
definition of the space of operators local to a subsystem
[38].
Definition 1. An operator, OS , is said to be Bravyi-
Kitaev local to a collection of sites, S ⊆ [n], if and only if
it’s a linear combination of an even product of creation
and annhilation operators with indices in this collection,
OS ∈ span

( ∏
i∈A⊆P(S)
a†i
)( ∏
j∈B⊆P(S)
aj
)
:
|A|+ |B| ≡ 0 (mod 2)
 ,
(II.18)
where |A| is the cardinality of A. This observable is
extensively local over S if and only if
OS /∈ span

( ∏
i∈A⊆P(S1)
a†i
)( ∏
j∈B⊆P(S1)
aj
)
:
|A|+ |B| ≡ 0 (mod 2)

(II.19)
for all proper subsets S1 ⊂ S.
Operator-based definitions of locality were related to
tensor product structures in [39]. Explicitly, a set of alge-
bras,Ai, associated to a set of disjoint subsystems, i ∈ Λ,
needs to satisfy three axioms to derive an equivalent
tensor product structure:
1. The algebras are independent, Ai ∩ Aj = 1∀i 6= j
2. Two distinct local subalgebras commute,
[Ai,Aj ] = 0 ∀i 6= j
3. The algebras generate the entire space of operators
onH, ∨iAi = End(H).
The second axiom is critical to ensure a lack of signalling
between subsystems.
Bravyi-Kitaev locality doesn’t satisfy the generation
axiom of locality, item 3, since odd products of creation
and annihilation operators are assumed to be unphysi-
cal. Thus, Bravyi-Kitaev Locality is weaker than a tensor
product structure.
2. Free fermions
Free fermion Hamiltonians are constructed from prod-
ucts of pairs of creation and annihilation operators.
This paper restricts itself to the particle-conserving case,
where
H =
∑
i,j
Γija
†
iaj . (II.20)
H is Hermitian if and only if the n×n matrix Γ, the first
quantized Hamiltonian, is Hermitian
A physical inner product requires construction of a
metric associated to H . One choice of metric follows
from a metric associated to the first quantized Hamilto-
nian,
MΓ = Γ†M, (II.21)
where the adjoint for matrices is taken to be com-
plex conjugate transposition, and M is Hermitian
and positive-definite. The unique solution, η ∈
End(HP([n])), to the operator equations
ηa†i =
∑
j
Mjia
†
jη, (II.22)
η |0〉 = |0〉 (II.23)
is a valid metric for H [24].
To avoid confusion, the metric η will be referred to as
the total metric, and M will be referred to as the reduced
metric. Note that the number operator, nˆ =
∑
i a
†
iai, is an
observable with this choice of metric. Since the number
operator is an observable, two Hamiltonians related
by a chemical potential, H ′ = H + µnˆ, have the same
choices of reduced metrics.
6D. Toy model
A simple testing ground for the locality theorems
proven in section III is a generalization of the models
studied in [14, 18–20, 22, 23]
HPT =
(
γa†mam + γ
∗a†mam
)
+
∑
i∈[n]
(
Via
†
iai
)
+
∑
i∈[n−1]
(
t∗n−ia
†
iai+1 + tia
†
i+1ai
)
, (II.24)
with Vi = Vn−i ∈ R and n > 1. The special sites m,m =
n−m+ 1 are referred to as impurities, and the complex
parameters ti are referred to as hopping amplitudes.
The toy model only includes one-dimensional nearest
neighbour interactions, so Γij 6= 0 ⇔ |i − j| ≤ 1. All
free fermions Hamiltonians with nearest neighbour in-
teractions are local with respect to the one-dimensional
graphG[n] = ([n], E[n]),E[n] = {(i, i+1), i ∈ [n−1]} and
the tensor product structure associated to the standard
Jordan-Wigner transform, ι1.
Despite being non-Hermitian, this Hamiltonian has
an anti-linear symmetry, PT , the product of combined
(linear) Parity and (anti-linear) Time reversal
Pa†i = a†i¯P, P |0〉 = |0〉 , (II.25)
T a†i = a†iT , T |0〉 = |0〉 , (II.26)
where i¯ = n− i+ 1. Equations (II.25) and (II.26) imply
P2 = T 2 = 1, P = P†, T = T †, and [P, T ] = 0.
This paper doesn’t construct local observable alge-
bras for metrics compatible with HPT in full generality.
Rather, we make two simplifications on the space of
parameters:
Firstly, we will assume that the phases of the hopping
amplitudes, tj = |tj |eiθj , are parity symmetric, so θj =
θn−j . The phase symmetry serves two purposes: it
simplifies the metric, and it helps ensure the reality of
the spectrum. Phase symmetry isn’t a necessary criteria
for the reality of the spectrum, exemplified by [24].
Interestingly, if the phases are symmetric, they do not
affect the spectrum of the Hamiltonian, as evidenced by
writing H in terms of an alternative representation of
the canonical anti-commutation relations,
bi := e
−iχiai, (II.27)
{bi, b†j} = δij1, (II.28)
χi+1 :=
∑
j∈[i]
θj , χ1 = 0, (II.29)
HPT =
(
γb†mbm + γ
∗b†mbm
)
+
∑
i∈[n−1]
(
|tn−i|ei(θi−θn−i)b†i bi+1 + |ti|b†i+1bi
)
.
(II.30)
However, changing the phases changes the space of
metrics, and thus, changes the associated observables.
Yet, the question of the existence of extensively local
observables with locality defined in either the ai, a
†
j or
bi, b
†
j representation yields the same answer. This is a
consequence of the transformation defined in eq. (II.27)
not relating creation or annihilation operators at distinct
sites.
Secondly, we study two special cases, summarized in
the subsections below:
1. Farthest Impurities
Properties of HPT investigated in this section assume
ti = t. Secondly, we assume m = 1. Thirdly, we choose
t ∈ R, due to the spectral equivalence and equivalence
of Bravyi-Kitaev locality between ti = t and ti = |t|. A
convenient choice of units adopted in this paper sets
t = 14 . Explicitly,
HXX =
(
γa†1a1 + γ
∗a†nan
)
+
∑
i∈[n−1]
(
a†iai+1 + a
†
i+1ai
)
.
(II.31)
This model is quasi-Hermitian in a region of parameters
known numerically [24], and known to contain the unit
disk |γ| = 1 [14]. One analytic solution to the reduced
metric in this case is [40, 41],
Mij =

1 i = j
−i Imγ (γ∗)j−i−1 i < j
i Imγ (γ)i−j−1 i > j
. (II.32)
While satisfying Hermiticity and eq. (II.21), M fails to
be a valid reduced metric for all complex-valued γ in
the PT -unbroken region, due to a lack of positive defi-
niteness [24].
2. Nearest neigbour impurities
The second special case fixes n = 2m, but leaves the
amplitudes ti 6= 0 arbitrary. A 1-parameter family of
reduced metrics is given in eq. (II.37) [24].
Importantly, the metric decomposes into parity
blocks,
Mij 6= 0⇔ i = j¯. (II.33)
Its matrix elements are given by the following recur-
4 The case t = 0 is trivial. In this case, if γ 6∈ R, the model is unphys-
ical due to a complex spectra, and for γ ∈ R, the Hamiltonian is
Hermitian.
7rence relations
(
Mmm Mmm+1
Mm+1m Mm+1m+1
)
=
 1
β − iImγ
tm
β + iImγ
t∗m
1

(II.34)
Mii =
tn−i
ti
Mi+1 i+1 (II.35)
Mi¯i = M
∗¯
ii =
tn−i
t∗i
Mi+1n−i (II.36)
Mi¯¯i =
tn−i
ti
Mn−i n−i, (II.37)
where the index i < m and where β ∈ R satisfies β2 +
(Imγ)2/|tm|2 < 1 [24]. In addition, it’s known that the
PT -symmetry breaking boundary is Imγ = |tm|.
The nearest neighbour impurity case experiences an
unusual phase transition: the entire spectrum is purely
imaginary for Imγ > |tm| [20], and H has only n/2
eigenvalues at Imγ = |tm|.
III. LOCAL OBSERVABLE ALGEBRAS IN
QUASI-HERMITIAN THEORIES
A. Local Observables in the Tensor Product Picture
A natural clue for the studies of locality would be the
tensor product structure of the metric, since tensor prod-
ucts are used to define locality, and the metric is used
to define observables. Importance of the metric’s tensor
product structure is exemplified for instance by [17],
the central claim of which is that a quasi-Hermitian alge-
bra contains local operator algebras generated by Hermitian
observables if and only if a tensor product,
η = ηA ⊗ ηB . (III.1)
A general operator inH can’t be written as a tensor prod-
uct of the form (III.1), however, a general operator has
an operator Schmidt decomposition [42] to a subsystems A
and B
η =
∑
i
√
χiη
i
A ⊗ ηiB , (III.2)
where χi ≥ 0, and in the case where η is a Hilbert-
Schmidt operator, ηiA,B are orthonormal under the
Hilbert-Schmidt inner product
Tr ηiA
†
η jA = δij , Tr η
i
B
†
η jB = δij . (III.3)
In the more general case where η is not a Hilbert-
Schmidt operator, it’s still the case that ηiA,B are linearly
independent. Let’s refer to such a set of operators, ηiA,B
as a set of Schmidt operators associated to η.
The Schmidt Number of this decomposition, nAB , is
the number of nonzero χi. While a generic opera-
tor may admit different Schmidt decompositions, the
Schmidt number for all decompositions is the same.
Note the existence of a Schmidt decomposition such
that ηiA,B = η
i†
A,B follows from the existence of a basis
for the space of Hermitian operators in End(H) such
that the basis elements are tensor product operators.
However, since the space of positive definite operators
is not a vector space, in general, the operators ηiA,B
aren’t positive definite.
With the above in mind, the following theorem re-
lating to the existence of local observables can now be
proven:
Theorem 2. The following are equivalent:
1. There exists an operator local to subsystem B,
O = 1A ⊗OB , which is a quasi-Hermitian observable
with respect to a metric, η. In addition, the operator
OB is not a multiple of the identity operator.
2. There exists a simultaneous solution, OB , to the opera-
tor equations
η jBOB = O
†
Bη
j
B ∀j : χj > 0, (III.4)
where OB is not a multiple of the identity operator.
3. There exists a partitioning of HR ⊕ HB−R = HB
such that any set of Schmidt operators, {ηiB}, associ-
ated to the metric are simultaneously reducible under a
invertible transformation, S, of the form
S†ηiBS =
(
ηiR 0
0 ηiB−R
)
. (III.5)
Keeping OB distinct from a multiple of the identity is a
sort of triviality condition. Such an operator is trivially
a local observable, however, this observable contains
no physical information, as a measurement of such an
observable always yields the degenerate eigenvalue.
In addition, we only provide a proof of the third item
for the case of compact observables, where one can
safely diagonalize an operator in the normal sense. The
validity of this item outside of this case is outside the
scope of this report.
Proof. Proof of 1⇔ 2: Assume an observable has a local
decomposition, O = 1A⊗OB . Let φiA,B : End(HA,B)→
C denote a linear functional satisfying
φiA,B(η
j
A,B) = δij . (III.6)
Applying the map φiA ⊗ 1B to both sides of the quasi-
Hermiticity condition, eq. (I.1), for O imposes the con-
straints eq. (III.4) onOB . In the case where η is a Hilbert-
Schmidt operator, this map is realized as taking a partial
trace over A after multiplication by η jA
†⊗1. Conversely,
ifOB satisfies eq. (III.4),O = 1A⊗OB is quasi-Hermitian
with respect to η.
8Proof of 1 ⇒ 3: Using theorem 1, and noting that
O is diagonalizable if and only if OB is diagonalizable,
OB has a diagonalization OB = SDS−1, with D = D†.
Substituting this into eq. (III.4)
S†ηiBSD = DS
†ηiBS. (III.7)
ForO to be nontrivial, there must be at least two distinct
elements d1 6= d2 of D. For any |d1〉 and |d2〉 from
the eigenspaces of d1 and d2 respectively, the matrix
elements of S†ηiBS vanish
〈d1|S†ηiBSD|d2〉 = 〈d1|DS†ηiBS|d2〉 = 0. (III.8)
Thus, S†ηiBS is reducible to the eigenspaces of D, com-
pleting this direction of the proof.
Proof of 3 ⇒ 1: If S satisfying eq. (III.5) exists, then
eq. (III.4) can be rewritten as(
ηiR 0
0 ηiB−R
)
(S−1OBS) = (S−1OBS)†
(
ηiR 0
0 ηiB−R
)
.
(III.9)
A nontrivial solution for OB can be constructed with
distinct eigenvalues d1, d2,
OB = S
(
d11R 0
0 d21B−R
)
S−1. (III.10)
The existence of observables local to a subsystem A
doesn’t imply that they are extensively local. There
could exist a partitioning of A into smaller subsystems
A1, A2 such that every observable in A is of the form
OA = 1A1 ⊗OA2 . Theorem (2) offers limited support in
this matter: it’s simple to demonstrate that if every ob-
servable inA is of the formOA = 1A1⊗OA2 , then {ηiA1},
is irreducible and {ηiA2} is reducible. The converse of
this statement is not true: a simple counterexample en-
tails pickingHA2 to be a tensor product ofHA3 ⊗HA4 ,
where {ηiA4} is reducible, {ηiA3} is irreducible, and ob-
servables exist in A1 ∪A3.
Corollary 2.1. If nAB = 1, so η = ηA ⊗ ηB , extensively
local observables exist in both A and B.
Proof. This can be proven through explicit construction
of local observables
O = OAηA ⊗OBηB , OA = OA†, OB = OB†, (III.11)
though we’d like to point out that this is a corollary of
theorem 2. Since the metric η is both Hermitian, ηA,B
are also Hermitian, so they’re diagonalizable, and thus
reducible to the spaces of their eigenvectors.
Corollary 2.2. In the case of a finite Hilbert space, if nAB >
(min{|A|2, |B|2} − 1)2 + 1, no local observables exist in the
smaller of A and B.
Proof. For simplicity assume without loss of generality
that |B| ≤ |A|. The proof proceeds by contradiction. As-
sume such a local observable exists inB. Construct a set
of Hermitian Schmidt operators, ηiA,B = η
i†
A,B . By the-
orem 2, the Schmidt operators, ηiB , must be simultane-
ously reducible. The decomposition fixes 2(M−|R|)|R|
matrix elements of each ηiB in a suitable basis, which
is minimized by a block of size |R| = 1. This leaves
M2 − 2M+ 2 unfixed parameters in ηiB . If the dimen-
sion of span{ηiB : i ∈ [nAB ]} exceeds this bound, the
Schmidt operators must be linearly dependent, a con-
tradiction.
Tighter bounds on the Schmidt number than those
presented above can’t exist. The tightness of the lower
bound is demonstrated by a metric with a Schmidt num-
ber of two and no local observables. Such a metric can
be constructed on a Hilbert space over two qubits,
ηmin = (1+ βσx)⊗ (1+ βσx) + β2σY ⊗ σY , (III.12)
where β ∈ R is chosen sufficiently small so ηmin is pos-
itive definite, and σx,y are Pauli matrices. A brief cal-
culation shows eq. (III.4) has no solutions, thus, this
metric has no observables of the form O = 1 ⊗ OB or
O = OA ⊗ 1.
The tightness of the upper bound is demonstrated by
a construction of a metric with Schmidt number nAB =
(min{|A|2, |B|2}−1)2+1 and local observables. Defining
the orthonormal set of matrices Aij such that Aijkl =
δikδjl, one such metric is
ηmax = α1+
∑
ij
(
0 0
0 Aij
)
A
⊗
(
0 0
0 Aij
)
B
, (III.13)
where α > 0 is chosen to be sufficiently large so that ηmax
is positive definite. Note
(
0 0
0 1
)
⊗ 1 is an observable
with respect to this metric.
B. Local Observables in Free Fermions
Applying theorem 2 to a generic many-body prob-
lem requires simultaneously reducing matrices whose
dimensions scale exponentially in the size of the cor-
responding subsystems, themselves derived from an
operator which scales exponentially with the lattice size.
However, certain aspects of locality for free fermions
can be found with only polynomial computations.
As with other polynomial-time calculations for free
fermions, the technique is to reduce the problem into a
first quantized setting. To quantify locality through ob-
servables in a first quantized setting, a correspondance
between observables associated to the total metric and
observables associated to the reduced metric is desired.
Explicitly, o is an observable in a quasi-Hermitian theory
with metric M ,
Mo = o†M, (III.14)
9if and only if
O =
∑
ij
oija
†
iaj (III.15)
is a quasi-Hermitian observable with respect to a metric
η which reduces to M via eq. (II.23). The subclass of
operators of the form eq. (III.15) which are Bravyi-Kitaev
local to a subsystem A ⊂ [n] are simply those satisfying
oij = 0 if i ∈ A′ or j ∈ A′, where A′ = [n] − A denotes
the complement of A. Bravyi-Kitaev extensively local
observables satisfy the additional constraint that for all
i ∈ A, there exists j ∈ A such that either oij 6= 0 or
oji 6= 0. Let’s refer to such matrices o as extensively
local reduced observables. The existence of extensively
local reduced observables turns out to be necessary for
the existence of extensively local observables extent in
the theory of free fermions, as will be shown shortly.
Before proving this result, some elaborations on the
extensively local reduced observables will be presented.
Since extensively local reduced observables are block
matrices, let’s define some notation relating to block
decompositions of matrices. Let MAB denote the block
of matrix elements Mij with i ∈ A, j ∈ B. In particular
(rearranging columns and rows in M as necessary),
M =
(
MAA MAA
′
MA
′A MA
′A′
)
, (III.16)
and M{i}[n] denotes the ith row of M . When necessary,
the matrix elements MAB will be considered as an oper-
ator on span{ei : i ∈ B}.
In addition, let K(A) = dim kerMA
′A, and let
{wµ|µ ∈ [K(A)]} denote a basis of kerMA′A. A brief
examination of eq. (III.14) shows that the most general
local reduced observable is a matrix of the form
oij =

∑
µ,ν∈[K(A)]
αµν
(
wµwν†MAA
)
ij
if i, j ∈ A
0 otherwise
,
(III.17)
where αµν = α∗νµ ∈ C. Note K(A) is a measure of how
many local observables are in subsystem A.
The above statements relating to kerMA
′A are readily
generalized to the case of observables in the full the-
ory of free fermions, as demonstrated in the following
theorem:
Theorem 3. Bravi-Kitaev extensively local observables in
subsystem A which are quasi-Hermitian with respect to the
metric of eq. (II.23) exist if and only if
K(A) := dim kerMA
′A > dim kerMS
′S (III.18)
for all proper subsets S ⊂ A. In addition, an operator, O,
is a Bravyi-Kitaev local observable if and only if it can be
expressed of the form (using the notation of eq. (II.9))
O =
∑
S1,S2
OS1S2
∏
µ∈S1
a†(wµ)
(∏
ν∈S2
a(MAAwν)
)
,
(III.19)
where S1, S2 ∈ P([K(A)]), OS1S2 = O∗S2S1 , OS1S2 = 0
when |S1| + |S2| ≡ 1 mod 2, and {wµ|µ ∈ [K(A)]} is a
basis of kerMA
′A.
Proof. LetOA denote a nonzero operator in End(HP([n]))
which is Bravyi-Kitaev local to subsystem A. Using
eq. (II.11), for every OA, there exists linearly indepen-
dent sets of vectors {fµ|µ ∈ [F ]}, {gν |ν ∈ [[G]]} ⊂ Cn
satisfying fµ, gν ∈ span{ei : i ∈ A} such that
OA =
∑
S1∈P([F ])
∑
S2∈P(G)
OS1S2×∏
µ∈S1
a†(fµ)
(∏
ν∈S2
a(gν)
)
, (III.20)
where OS1S2 ∈ C. Without loss of generality, fµ and gν
can be chosen such that every such vector appears in the
sum in eq. (III.20) at least once. The quasi-Hermiticity
condition, eq. (I.1), applied to OA implies
O† = ηOη−1 (III.21)
=
∑
S1∈P([F ])
∑
S2∈P([G])
OS1S2×∏
µ∈S1
a†(Mfµ)
(∏
ν∈S2
a(M−1gν)
)
. (III.22)
Observing thatO† is also Bravyi-Kitaev local toA results
in the following vector identities
fµ ∈ kerMA′A, (III.23)
gµ ∈ kerM−1A
′A
. (III.24)
Note 2 × 2 matrix inversion results in the following
kernel identity,
kerM−1
A′A
= MAA(kerMA
′A). (III.25)
Thus, expressing f, g in terms of a basis {wµ|µ ∈
[K(A)]} of kerMA′A, the operator OA can be re-
expressed in the form of eq. (III.28). The con-
straint OS1S2 = O∗S2S1 follows from demanding quasi-
Hermiticity.
Importantly, note that extensively local reduced ob-
servables exist if and only if K(A) > K(S) for all sub-
sets S ⊂ A. Intuitively, the vectors in kerMS′S corre-
spond to observables local to S, so vectors in kerMA
′A
which do not belong to any subset kerMS
′S can not
correspond to an observable local to any subset S, thus,
their corresponding observables are extensively local to
A.
Due to the potentially nonlocal string of Z factors in
the Jordan Wigner transform, an observable of the form
eq. (III.15) is not necessarily local in the sense given by
a tensor product structure, so theorem 3 is not simple
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to generalize to the case where locality in free fermion
theories is defined via a Jordan-Wigner transform. How-
ever, in the case when the subsystem is connected, that
is, for every i, j ∈ A and every integer k satisfying
p(i) < p(k) < p(j), k ∈ A, the inserted Z factors in
eq. (III.15) are local, so such a Bravyi-Kitaev local ob-
servable is additionally local under the Jordan-Wigner
transform defined by the map p. Note for every sub-
system A containing Bravyi-Kitaev local observables,
there exists a p such that every observable in A is also
local with respect to a Jordan-Wigner transform. The
validity of the theorem 3 in non-connected subsystems
and the context of a Jordan-Wigner transform will not
be commented on in this report.
Notice that altering the diagonal entries of the metric
bears no impact on the existence of observables local to
a subsystem, since the diagonal entries never contribute
to MA
′A.
Simple examples of reduced metrics with an analyti-
cal understanding of locality are presented below.
Suppose the reduced metric block reduces to a set S,
so
Mij = 0 ∀i ∈ S, ∀j /∈ S. (III.26)
Then there exists an observable which is both exten-
sively local with respect to any Jordan-Wigner trans-
form, ιp, and Bravyi-Kitaev local extensively, over sub-
system S,
nˆS =
∑
i∈S
a†iai. (III.27)
This observable is not quasi-hermitian if eq. (III.26)
doesn’t hold in S. In particular, this implies that di-
agonal reduced metrics have observables in every sub-
system.
A special case of reduced metrics are those which
reduce to 1 × 1 and 2 × 2 blocks. Equivalently, there
exists an associated involution, f : [n] → [n], f ◦ f = 1,
such that Mij 6= 0 ⇔ i = f(j) or i = j. These reduced
metrics are special since the existence of nontrivial local
observables can be read off directly from f :
Corollary 3.1. Given a reduced metric which decomposes
into 1×1 and 2×2 blocks, extensively local observables exist
in subsystems, A ⊂ [n], if and only if the subsystem’s image
under the reduced metric’s associated involution, f , is itself
f(A) = A. In addition, the most general Bravyi-Kitaev local
observable in this case is
O =
∑
S1,S2∈P([A])
OS1S2
(∏
i∈S1
a†(ei)
)∏
j∈S2
a(MAAej)
 ,
(III.28)
where ei ∈ Cn is defined in eq. (II.12) and OS1S2 = O∗S2S1 .
Proof. The construction of extensively local observables
in subsystems closed under f follows from MA
′A = 0,
so that kerMA
′A = span{ei : i ∈ A}.
Given a site i ∈ A whose dual satisfies f(i) /∈ A, and
a vector v ∈ kerMA′A, the equation M{f(i)}Av = 0 im-
mediately implies vi = 0, and the involution symmetry
of M implies (MAAv)i = 0. As a consequence, any ob-
servable of the form eq. (III.28) is local to the subsystem
S = A− {i}, and therefore is not extensive.
The special case of observables localized at a single
site is quite simple to analyse.
Corollary 3.2. Quasi-Hermitian observables, with respect
to the metric of eq. (II.23), which are extensively local to a
single site, i, exist if and only if the reduced metric is a block
matrix, Mij = Miδij .
Proof. If M block reduces, nˆ{i} is an observable. If M
doesn’t block reduce, kerMA
′A = ∅, and there are no
observables.
1. Application to toy models
The theorems of the last section are readily applied to
the toy models introduced in section II D.
a. Nearest neighbor impurities (n = 2m) Corol-
lary (3.1) is quite strong in the case of nearest neighbour
impurities, n = 2m, where the metric of eq. (II.37) block
decomposes into Parity sectors. Thus, for the metric of
eq. (II.37) with either Imγ 6= 0 or β 6= 0, extensively local
observables exist in and only in Parity symmetric subsystems.
In the case of Imγ = β = 0, there are extensively local
observables in every subsystem, since the metric is diag-
onal in this case. It appears the off-diagonal elements
of the Hamiltonian are irrelevant in determing which
subsystems contain local observables.
b. Farthest Impurities (m = 1, Imγ 6= 0) This sec-
tion will assume the choice eq. (II.32) for the metric.
This metric is only positive definite on a portion of PT -
unbroken region, demonstrated in [24], so it’s unclear
whether there exists a metric with the same properties
concerning the existence of local observables in the case
where γ is not in this region.
Theorem (3) mandates calculating kernels of blocks
of the reduced metric, kerMA
′A.
For this model, the existence of observables local to a
subsystem is related to whether the subsystem is con-
nected. Some related notation is defined in the follow-
ing paragraph:
Consider the graph GA = (A,EA) with vertices A
and edges EA = {(i, i+ 1) : i, i+ 1 ∈ A}. Let CA denote
the set of connected components of GA. A distance
between components, dA : CA × CA :→ R, is defined as
dA(C1, C2) = min {d(i, j) : i ∈ C1, j ∈ C2} , (III.29)
where d is the geodesic distance in G[n]. Intuitively,
dA measures the number of sites between C1 and C2.
Finally, denote the leftmost, CL, and rightmost, CR, or
collectively edge components of GA to be the connected
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components containing minA and maxA respectively.
Lastly, define
A<i = {k < i : i ∈ A}, (III.30)
A>i = {k > i : i ∈ A}, (III.31)
v<i =
∑
j<i
vjej , (III.32)
v>i =
∑
j>i
vjej , (III.33)
where the sums are set to zero if they sum over an empty
set.
When γ∗γ = 1, the extensively local observables are
comparatively simple to construct.
Proposition 4. For quasi-Hermitian theories with respect
to the metric of eq. (II.32) and γ∗γ = 1, extensively local
observables in subsystem A exist if and only if either GA
contains no connected components with exactly one site or
A = {1, n}∪B, where B contains no connected components
with exactly one site.
Proof. Suppose A contains a connected component with
exactly one site, i. Suppose there exists v ∈ K(A). As-
suming i /∈ {1, n}, the kernel equation,∑jMA′Aij vj = 0,
for indices i− 1, i+ 1 is(
γ−2 −1 γ∗2
1 1 1
)M{i+1}A<i v<iiImγ vi
M{i+1}A>i v>i
 = 0. (III.34)
For the second case of the proposition, suppose i =
1 ∈ A, but 2, n /∈ A, n > 3 (the cases n = 2, 3 are
trivial and follow from corollary 3.2). The other case,
i = n ∈ A, 1, n − 1 /∈ A, follows from PT −symmetry.
Then the kernel equations at sites 2, n are(
1 1
γn−2 −(γ∗)4−n
)(
iImγ v1
M{2}A>1 v>1
)
= 0. (III.35)
In all cases mentioned above, since γ∗γ = 1, these
equations imply vi = 0. In addition, note M{i}A−{i}v =
0 since
M{i}A−{i}v = γ−1M{i+1}A<i v<i + γ∗M{i+1}A>i v>i = 0.
(III.36)
Thus, MS
′Sv = 0 for S = A − {i}. Thus, by theo-
rem 3, if either A has a single-site connected component
between the endpoints of the lattice, or exactly one of
1, n is in A, no extensively local observables exist in A.
The converse follows from explicit construction of
extensively local observables. If C is a connected subset
of A, then kerMC
′C = ((1, γ∗, . . . γ∗|C|)†)⊥, so K(C) =
|C| − 1. If C = {1, n}, then (1, γn−3)ᵀ ∈ kerMC′C .
As a consequence, extensively local observables exist
in every connected subset of [n], as well as the subset
{1, n}. Taking suitable linear combinations of the above
vectors demonstrates the existence of extensively local
observables in the subsystem A = {1, n} ∪B, where B
is a union of connected components with at least two
sites.
The remainder of the section is devoted to the case
γ∗γ 6= 1. The final result is summarized in proposi-
tion (7). Some examples of subsystems containing local
observables are shown in fig. 1.
FIG. 1. An example of an n = 13 chain, depicted in black,
with with non-hermitian impurities (γ, γ∗) at m = 1, m¯ = 13
with |γ| 6= 1 and γ 6∈ R, and hopping amplitudes ti = 1 (the
impurities are depicted with black squares). The top chain
demonstrates three subsystems, shown in different colors,
which contain extensively local quasi-Hermitian observables
with respect to the metric of eq. (II.32). The bottom chain
shows three subsystems which do not contain extensively
local observables Notably, the red subsystem in the bottom
chain does have local observables, but they are also local to the
collection of the leftmost three red sites. In addition, the blue
and green subsystems in the top chain only contain extensively
local observables if |γ| 6= 1.
To simplify the analysis, we start with the special case
where the subsystem is connected.
Lemma 5. For a quasi-Hermitian model with the metric of
eq. (II.32) for γ∗γ 6= 1, every subset C ⊂ [n] such that GC is
connected with at least three sites contains Bravyi-Kitaev ex-
tensively local observables. In addition, {1, 2} and {n−1, n}
contain Bravyi-Kitaev extensively local observables. No other
connected subgraph contains Bravyi-Kitaev local observables.
Proof. By corollary 3.2, if |C| = 1, there are no nontrivial
local observables.
In the case of connected subsystems, dim kerMC
′C is
easy to find, since the rows labelled by indices to the
left of C are all multiples of each other, and similarly for
indices to the right of C. Note the set of rows of MC
′C
to the left or right of C doesn’t exist if either 1 ∈ C or
n ∈ C, so in these cases, K(C) increases by one. Thus,
kerMC
′C = span
{
1C′({1})(1, γ∗, . . . , γ∗|C|)†,
1C′({n})(γ|C|, . . . , γ, 1)†
}⊥
,
(III.37)
K(C) = |C| − 2 + 1A({1}) + 1A({n}), (III.38)
where 1S : P([n])→ P([n]) is the indicator function,
1S(T ) = 1− δT∩S ∅. (III.39)
K(C) is nonzero if and only if |C| ≥ 3, C = {1, 2}, or
C = {n − 1, n}, proving that these subsystems are the
only connected subsystems with local observables.
Note that removing any number of sites from C nec-
essarily reducesK(C), so the subsystem C also contains
extensively local observables.
If a subsystem is a union of disjoint connected sub-
systems of the form above, there are observables which
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are extensively local to said subsystem. It only remains
to check subsystems which have an isolated site or pair
of sites.
Lemma 6. Bravyi-Kitaev observables which are extensively
local to a subsystem, A ⊆ [n], and quasi-Hermitian under
the metric of eq. (II.32) exist only if the following conditions
on its connected components, A = ∪CA, are met:
1. If A contains a connected component, C ∈ CA with
|C| ≤ 2, and C /∈ {{1, 2}, {n− 1, n}}, then A must
contain at least one more connected component, so
A 6= C.
2. For every connected component with a single site,
C = {i}, then i− 2, i+ 2 ∈ A when i− 2, i+ 2 ∈ [n].
Intuitively, this connected component is separated
from the rest of the substem by at most one site from
both the left and the right.
3. The connected components with two sites, |C| = 2,
satisfy min dA(C,CA) ≤ 2, unless C = {1, 2} or
C = {n−1, n}. Intuitively, this connected component
is separated from the rest of the subsystem by at most
one sites from either the left or the right.
4. The edge components may have a single site only if that
component is CL = {1} or CR = {n}. Otherwise,
|CL,R| > 1.
The set of all subsets A ⊆ [n] satisfying the above criteria
will be referred to asR.
Proof.
1. Trivial consequence of lemma (5)
2. Assume {i} is a connected component of A. Con-
sider the kernel conditions
(
MA
′Av
)
j
= 0 for the
following choices of j ∈ {i−2, i−1, i+1, i+2}∩[n],
using the notation of eqs. (III.31) and (III.33),
V ᵀ :=
(
M{i−1}A<i v<i, iImγ vi,M{i−1}A>i v>i
)
(III.40)
V ∈ X := span

1A′({i− 2})
(
γ−1,−γ∗, γ∗)†
1A′({i− 1}) (1,−1, 1)† ,
1A′({i+ 1})
(
γ2, 1, (γ∗)−2
)†
1A′({i+ 2})
(
γ3, γ, (γ∗)−3
)†

⊥
(III.41)
For a nontrivial solution V to exist, dimX ≤ 2,
which only happens if either γ∗γ = 1 or
i− 2, i+ 2 ∈ A when i− 2, i+ 2 ∈ [n]. Thus, when
γ∗γ 6= 1, since V = 0, the vector vi is also in the
kernel of MS
′S , where S = A − {i}. Therefore,
there is no observable extensively local to the site
i in this case.
3. Suppose i, i + 1 ∈ A, and assume n > 4, since
n = 4 reduces to theorem 5. Consider the kernel
conditions (MA
′Av)j = 0 for the choices of j ∈
{i− 2, i− 1, i+ 2, i+ 3} ∩ [n]:
V ᵀ :=
(
M{i−2}A<ivA<i , iImγvi, iImγvi+1,M
{i−2}A>i+1vA>i+1
)
,
(III.42)
V ∈ X := span

1A′({i− 2})
(
1,−γ∗,−γ∗2, 1)†
1A′({i− 1})
(
γ,−1,−γ∗, γ∗−1)†
1A′({i+ 2})
(
γ4, γ, 1, γ∗−4
)†
1A′({i+ 3})
(
γ5, γ2, γ, γ∗−5
)†

⊥
.
(III.43)
For V to be nontrivial, dimX ≤ 3. This only hap-
pens when |γ| = 1, or i− 2 ∈ A when i− 2 ∈ [n],
or i+ 3 ∈ A when i+ 3 ∈ [n].
4. Suppose i is the leftmost site, i − 1 ∈ [n], and
i+ 1 ∈ A′. Then(−1 1
1 γ∗−2
)(
iImγvi
M{i−1}A>iv>i
)
= 0. (III.44)
Thus, vi = M{i−1}A>iv>i = 0, so M{i}Av = 0.
Thus, for every v ∈ kerA, v>i ∈ kerMS′S with
S = A− {i}, so by theorem 3, there are no exten-
sively local observables in A. The case where i is
the rightmost site follows from PT symmetry.
The remainder of this section is dedicated to showing
that subsystems A satisfying the enumerated criteria of
lemma (6), A ∈ R, do contain extensively local observ-
ables.
Proposition 7. Bravyi-Kitaev extensively local observables
to a subsystem A = ∪CA ⊆ [n], which are quasi-Hermitian
under the metric of eq. (II.32), exist if and only if the condi-
tions of lemma (6) are met.
Proof. Define
Ck = {C ∈ CA : |C| ≤ k} (III.45)
Rk = {A ∈ R : CA = Ck}. (III.46)
Intuitively, Rk is the set of all subsystems A whose
connected components contain at most k sites. Note
Rn = R. We’ll use an inductive argument to prove that
for each Rk, every element contains extensively local
observables.
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Consider first the base case where A ⊂ R2, where all
connected components have cardinality at most 2. Note
|C2|−|C1| denotes the number of connected components
in CA with cardinality exactly two. A simple argument
by counting the number of linearly independent rows
in MA
′A results in the identity
K(A) ≥ |C2| − |C1| − 1 + 1A({1}) + 1A({n}). (III.47)
Thus, local observables exist in A.
The following proves by contradiction that the observ-
ables constructed above are extensively local. Suppose
such an observable is not extensive, but is local to S ⊂ A
with cardinality at most k. This subset doesn’t satisfy
the criteria of lemma (6), so the observable must be local
to a subset S with cardinality at most k − 1. Repeating
this argument inductively until k = 1 would imply the
existence of a observable local to a single site, which
contradicts corollary (3.2).
To prove the inductive hypothesis, we’ll demonstrate
that for every A ∈ Rk, with k > 2, there exists a decom-
position A = ∪iAi such that either Ai ∈ Rk−1, or Ai
is a union of connected components, Ai = ∪Ck,2 ⊆ [n]
with |Ck,2| ≥ 3. Since Ai either is assumed to have ex-
tensively local observables in the first case, or known to
have extensively local observables by lemma (5) in the
latter case, A must have extensively local observables.
Suppose A has l connected components C ∈ CA with
cardinality |C| = k. We’ll express A as a union of the
formA = B1∪B2∪B3 such thatB1, B2 ∈ Rk, B3 is con-
nected with cardinality |A3| > 2, and B1 and B2 com-
bined have l−1 connected components with cardinality
|C| = k. An inductive argument on l thus constructs the
decomposition Ai from the previous paragraph.
Pick one connected component C ∈ CA with cardinal-
ity |C| = k. The construction of B1, B2, B3 splits into
four cases:
If A = C, the construction B1 = B2 = ∅, B3 = C is
trivial.
If min d(C,CA) ≥ 3, then the sets B1 = A−C,B2 = ∅
must satisfy the axoims of lemma (6), and B3 = C is of
the desired form.
If there is a unique set C1 such that d(C,C1) = 2, set
B3 = C, B2 = ∅. In the case where maxC1 < minC, set
B1 = A<minC+2, else, set B1 = A>maxC−2.
In the final case, there are two sets C1, C2 such that
d(C,C1) = d(C,C2) = 2. Without loss of generality,
assume maxC1 < minC < maxC < minC2. Set B3 =
C, B1 = A<minC+2, B2 = A>maxC−2.
C. Symmetry Properties of Local Observables
Observe that in both toy models, if a subsystem has
local observables, its parity dual also has local observ-
ables. This statement is also true for any theory with
a PT −symmetric metric, such as the common choice
η = PC [7].
This is proven by explicit construction of an observ-
able in the parity dual of a subsystem which is known
to contain local observables. Explicitly, given a Hilbert
space which factorizesH = ⊗iHi, a quasi-Hermitian ob-
servable, OA, local to a collection of sites A, and suppos-
ing PT decomposes with the factorization of the Hilbert
space, PT : End(Hi) → End(Hi¯),PT(O) = PT OPT ,
the following observable is local to APT = {¯i : i ∈ A}:
Oi¯ = PT OiPT (III.48)
ηOi¯ = O
†
i¯
η. (III.49)
IV. RESULTS
This paper presents several theorems which construct
local operator algebras in quasi-Hermitian theories. In
addition, it applies them to several PT -symmetric toy
models of free fermions with nearest neighbor interac-
tions.
The first set of theorems, presented in section III A
apply when locality is defined by a tensor product struc-
ture, and relates the existence of local observables to the
Schmidt decomposition of the metric. Numerical appli-
cation of this theorem to a generic many body problem
in practice requires some care, as the number of matrix
elements of the metric scales exponentially with lattice
size.
The second set of theorems, presented in section III B,
applies to models of free fermions. Locality is defined
directly from the canonical anti-commutation relations
rather than through a tensor product structure. It seems
that the structure of local observable algebras depends
more strongly on the non-Hermiticity of the potential
than the non-Hermiticity of the hopping amplitudes,
and it’s more sensitive to the location of non-Hermitian
impurities than their relative strength. When the non-
Hermitian impurities are closest to each other, nontrivial
observables exist if and only if the subsystem containing
them is Parity symmetric. When the impurities are far-
thest from each other, the existence of local observables
depends on certain connectivity properties of the sub-
system, outlined and proven in the various propositions
of section III B 1. For a precise statement of these con-
nectivity properties see lemma (6) and proposition (4).
Interestingly, in the case where the impurities are far-
thest from each other, the space of subsystems with
local observables is broader in the special case |γ| = |t|,
where γ is the non-Hermitian potential and t is the non-
Hermitian hopping amplitude. We note this may be
connected to a special spectral property of the Hamilto-
nian: when γ = eiθ, only one eigenvalue of H depends
on θ [24].
Lastly, the subsystems containing nontrivial local ob-
servables with respect to a PT −symmetric inner prod-
uct have a weak relation to PT -symmetry, assuming
PT admits a suitable tensor product factorization: If a
subsystem contains observables, then its PT dual also
contains observables. In particular, this result holds for
theories constructed with a CPT inner product, and for
non-degenerate Hamiltonians.
V. OUTLOOK
Due to the equivalence between a quasi-Hermitian
theory in the Hilbert space with inner product 〈·|·〉 and
a Hermitian theory in the Hilbert space with inner prod-
uct 〈·|·〉η , a natural question to ask is whether the gener-
alized notion of locality discussed in this paper can be
obtained without the use of a quasi-Hermitian descrip-
tion of a model.
The discrepancy between the algebra of local oper-
ators and the algebra of physical observables stems
from the distinction between the physical inner product,
〈·|·〉η, and the inner product given by a tensor product
structure. The author suggests that assuming these two
inner products are the same is an unnecessarily restric-
tive assumption of quantum theory, and exploration of
interesting nonlocal phenomena will follow from break-
ing this assumption. Quasi-Hermitian descriptions as-
sist this process in cases where an understanding of the
local degrees of freedom precedes an understanding
of the dynamics. Reversing the roles of the Hamilto-
nian and locality suggests a procedure for starting with
a physical inner product, and from there defining the
tensor product structure and local degrees of freedom.
In this sense, spacetime emerges from the fundamental
degrees of freedom associated with 〈·|·〉η. When the
additional constraint that the Hamiltonian is local in the
emergent degrees of freedom is applied, the choice of a
tensor product structure is generically unique [43]. In
addition to the aforementioned application of our inter-
pretation of quasi-Hermitian theory to the emergence
of spacetime and generalizing local quantum theory,
we mention several natural extrapolations of the results
and strategy of this work below:
1. A generalization of theorem 2 relating to the
existence criteria of extensively local observables.
2. A discussion of local observables in non-
Hermitian QFTs. Is it possible to find a theory
with observables nonlocal in time with quasi-
Hermiticity? This would bring this formalism one
step closer to a bridge with quantum gravity.
3. A strategy for proving whether there exists a
metric associated to a Hamiltonian which is
compatible with local observables. Such a strat-
egy may not apparent from the tensor product
structure of H alone, as HPT is an example of a
Hamiltonian with Schmidt numbers not identical
with its metric.
4. Since quasi-Hermitian theories often emerge
through renormalization schemes [44–47], it
would be interesting to see how nonlocality
emerges through an appropriate renormalization
procedure.
5. What can be said about the locality properties of
observables for a Hamiltonian which is not local
in the sense of section II B, but is rather k-local for
some k > 2 [43]?
6. A discussion of the local observable algebras in the
case where the metric is time-dependent. In this
case, for unitarity, the generator of time-evolution
is no longer an observable, but satisfies
i~
d
dt
η = H†η − ηH (V.1)
instead [48].
7. The complete set of metrics associated to the
first quantized m = 1 Hamiltonian with uniform
tunnelling amplitudes is known [41], how do
more general choices of metrics change the
existence properties of local observables?
8. An understanding of how entanglment of the met-
ric operator affects properties of local observable
algebras, where an entangled metric operator
is defined in the same fashion as an entangled
mixed state [49].
9. A generalization theorem 3 to metric operators
compatible with models of fermions with pair cre-
ation and annihilation.
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