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iAbstract
Cavity optomechanics is an exciting new quantum technology that involves coupling an opti-
cal field to mechanical vibrational modes, and has applications in weak force measurement,
quantum computing and the exploration of deep quantum phenomena, such as entangle-
ment. In such systems an external driving force, often a laser, excites an electromagnetic
field in a resonant optical cavity containing mechanical elements. Radiation pressure inside
the cavity causes mechanical components to oscillate, and these in turn modulate the optical
resonances, allowing the exchange of optical and vibrational energy.
There has been recent interest in optomechanical systems consisting of many vibrational
components interacting with a single optical field, which have already shown improvements
in measurement accuracy, and could potentially lead to new and interesting applications.
In this situation, the interaction between optical and mechanical components couples each
vibrational mode to the others and allows for the emergence of collective vibrational motion
despite natural variations between individual oscillators. This phenomenon is called syn-
chronisation, and has been shown to occur in coupled oscillator systems in biology, chem-
istry, engineering and physics.
In this thesis we consider the semiclassical dynamics of optomechanical systems de-
scribed by the standard optomechanical Hamiltonian, with many mechanical vibrational
modes, or resonators, with different frequencies. We show that this system has a natural
separation of time scales: the fast-time dynamics of the optical component which, is slowly
modulated by the mechanical subsystem; and the slow-time behaviour of mechanical sub-
system.
The slow-time dynamics of the mechanical system is described by a type of coupled
oscillator system that is not well understood; in particular here the oscillators are linear, and
the coupling is nonlinear. To better understand this phenomenon, we develop a theory of
synchronisation for linear oscillators with nonlinear all-to-all coupling, showing the existence
and stability of synchronised states. We show that the conditions for synchronisation can be
expressed in terms of coupling strength and frequency heterogeneity. This is in agreement
with findings in previously studied models of synchronisation.
Applying our theory to recent optomechanical experiments in the resolved sideband
regime, we produce estimates on experimental parameters above which synchronisation
should occur. In a related scenario, we show how our results can be used to construct a
bi-stable latch that is robust to variations in natural frequency.
Finally, we investigate how synchronisation of the mechanical system affects statistical
properties of the fast-time optical system. In particular, we show that the optical system is
asymptotic to a periodically correlated process, and how time-frequency analysis can aid in
the detection of synchronised states.
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Chapter 1
Introduction
1.1 Oscillators
We live in a universe rich with periodic behaviour. We experience it every day; in the rise and
fall of the tide, the coming and going of seasons and the circadian rhythms that organic life
forms exhibit. Oscillations are the physics of our art; the regular intervals of compression and
rarefactions in air that constitute a musical note and the vibrations of photons we perceive
as colour. We use periodic motion to power our vehicles and generate our electricity. More
recently, physicists have used periodic motion to make measurements at the sub-atomic
level, and this is the motivating application for our research.
One of the key characterisations of an oscillator is its fundamental frequency (or just fre-
quency when this is not ambiguous), which counts how many times the oscillator completes
a full cycle per unit of time. We hear this in action when we play the Middle C on a piano,
which is around 440Hz, or 440 cycles per second. In some cases we are interested in the
amplitude of the oscillation; how ‘loud’ we play the note.
It is also relevant that the tone we hear is not a ‘pure tone’ in the sense that it only
contains an oscillatory component at 440Hz. Indeed what (partly) makes up the particular
sound of a piano are the harmonics; integer multiples of the fundamental frequency, and
their amplitudes relative to the fundamental. The set containing the fundamental frequency,
the harmonics and their relative amplitudes is called the frequency spectrum or spectrum
of an oscillator. Figure 1.1 contrasts the difference between a pure tone (top) and the more
complicated sound of a piano (bottom). We may thank Joseph Fourier as it was he who first
showed that any oscillation can be represented in this way [15].
A more complete spectral representation of a tone includes how the spectrum evolves
over time. For an instrument such as a piano, this would capture the long term dynamics
where different harmonics decay in amplitude at different rates. This captures the fact that
an instrument such as a piano is not technically an oscillator, but a resonator, as it does
1
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(a) A finite segment of a 440Hz pure tone (left), and the corresponding computer calculated spectrum
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(b) The signal of a Piano note (left) and the corresponding computer calculated spectrum (right). The
note played is E4, approximate 330Hz. The unique sound of a piano is partly due to the differences
in relative amplitude of harmonics, the peaks at 660Hz and higher in the spectrum.
Figure 1.1: Time-frequency analysis of a pure tone vs a Piano note, originally appearing in
Ref. [1].
not contain an internal source of energy [35]. Oscillatory phenomena with a spectrum that
varies periodically over time can most easily be found in the theory behind frequency mod-
ulated (FM) radio signals [33], where the instantaneous frequency of an oscillator is varied
periodically.
In many cases, processes exhibiting oscillatory behaviour are influenced by an external
force. This may be a completely different process, or yet another instance of the same
process albeit with some slight variation (or both). In the case of circadian rhythms, for
example, the sleep-wake cycle is influenced by the rotation of the earth. As coupling is
only one directional, that is, we do not change the rotation of the earth, this an example
of a driven (but not coupled) system. In the case of the piano (supposing we depress the
damping pedal, allowing all strings to vibrate freely) every string is coupled to every other
via the piano shell. This is an example of all-to-all coupling, where the key difference is that
the interaction between any two individual strings is two-way. Further, one could imagine the
actual sound vibrations exciting neighbouring strings, though the effect would be very weak.
This type of interaction is known as localised coupling.
Coupled oscillator systems have the ability to synchronise, whereby each oscillator de-
viates from the natural frequency to form collective emergent motion. Systems that exhibit
synchronisation occur in a wide variety of contexts including chemical oscillators [26], bio-
logical systems [14, 21, 45], mechanical systems [20, 35], Josephson Junctions [44] and
nano-electromechanical systems (NEMS) [22].
The key question when studying systems exhibiting synchronisation is: under what con-
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ditions does collective behaviour appear? In most cases, the answer can be phrased as
a trade off between the nature of coupling and population heterogeneity. One of the main
results in this thesis is to determine the conditions for the existence and stability of syn-
chronised states in systems where the oscillators are linear and the coupling mechanism is
nonlinear. In particular, we find that the existence and stability conditions can be described
in terms of the distribution of frequencies, and the coupling nonlinearities.
In the remainder of this chapter we will look at the history of the mathematics of syn-
chronisation. We will begin with a brief review of phase oscillator models in Section 1.2 and
then discuss amplitude dynamics in Section 1.3. In Section 1.4 we introduce the standard
optomechanical Hamiltonian, which broadly describes a class of physically interesting sys-
tems, made possible by new developments in quantum engineering. Understand when and
how synchronisation occurs in these systems has been a motivating factor for this research.
Finally, in Section 1.5 we will discuss the layout of the remainder of this thesis and the order
in which the results were found.
1.2 The Kuramoto Model
The first documented description of synchronisation is attributed to Huygens [23] who, in
a letter to his father, described how two pendulum clocks suspended on a beam synchro-
nise. He accurately attributed this to imperceptible vibrations of the beam, which allowed
each clock to interact with the other. Other observations were made over the following cen-
turies [35], notably by Rayleigh in acoustics and Van der Pol in electronics.
The works of Y. Kuramoto [26, 27] were pivotal to the analysis of synchronised oscillators.
Kuramoto was interested in a large n collection of chemical oscillators whereby the dynamics
of an individual oscillator zj is described by the complex-valued differential equation
z˙j = (α− β |zj|2)zj + iωjzj + K
n
∑
k 6=j
zk, j = 1 . . . n, α, β > 0, (1.1)
where each ωj is sampled from some probability distribution g(ω) and the coupling constant
K ≥ 0. Without loss of generality, we can assume g(ω) has mean zero. In the decoupled
state K = 0, each oscillator is attracted to the state
zj(t) =
√
α
β
eiωjt, (1.2)
with θj(0) = 0 without loss of generality. This is especially clear when we look at (1.1) in
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Figure 1.2: Geometric interpretation of the mean field (1.4). The phases θj are plotted on
the unit circle. The spatial average r exp(iψ) is a complex number where r measures how
close each θj is to the average phase ψ.
polar form zj = rj exp(iθj);
r˙j = α
(
1− β
α
r2j
)
r +
K
n
∑
k 6=j
rk cos(θk − θj), (1.3a)
θ˙j = ωj +
K
n
∑
k 6=j
rk
rj
sin(θk − θj). (1.3b)
Indeed, for K = 0 the dynamics of rj and θj completely decouple and hence the state given
by (1.2) is known as a stable limit cycle. Stable, as if one were to perturb any rj, the system
will relax back to the state given in (1.2).
Kuramoto found that, for α/β ≈ 1, and α, β sufficiently large, one can assume that for
small coupling K  α, β, the amplitude rj does not deviate far from the stable state, and
any small perturbations cause rj to be rapidly attracted back to the limit cycle. This al-
lowed Kuramoto to ignore the amplitude dynamics and only consider the phase; i.e. (1.3b)
to produce what is known as a phase oscillator model;
θ˙j = ωj +
K
n
n∑
k=1
sin(θk − θj).
One can visualise this system as a swarm of points moving around the unit circle; then
we can define the mean field or complex order parameter (see Figure 1.2)
reiψ =
1
n
∑
j
eiθj (1.4)
which captures the macroscopic properties of the system; the average phase ψ, and the
phase coherence or order parameter r.
Indeed, if we consider a synchronised state, where all oscillators are rotating at the same
frequency, then r will be constant. In this state the value of r will measure the degree of
phase coherence, that is, how similar in relative phase each oscillator is, with r = 1 describ-
ing the state where all oscillators are concentrated at one point. In the incoherent state,
where oscillators act as if they were uncoupled, oscillator phases are uniformly distributed
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around the circle. In this situation the order parameter approaches r = 0 as n→∞.
The phase evolution of an individual oscillator can hence be described in terms of the
mean field phase, and amplitude
θ˙j = ωj +Kr sin(ψ − θj). (1.5)
Equation (1.5) is known as the Kuramoto model and we refer the reader to Strogatz’s [41]
excellent review of the Kuramoto model for more details.
It is not necessary for the purposes of this work to further discuss the Kuramoto model,
except to add that in the case of unimodal distributions, that is when g is an even function,
non-increasing on [0,∞), there is a critical coupling constant K = Kc, where
Kc =
2
pig(0)
,
whereby for K > Kc oscillators will begin to synchronise. This highlights the idea that
synchronisation depends on the interaction between population heterogeneity, encoded in
g(0), and coupling strength, described by K.
1.3 Beyond Kuramoto: Amplitude dynamics
In some cases, amplitude dynamics play an important role in the system’s behaviour. Even
in the case of (1.1), relaxing the assumptions that α, β are large gives rise to a plethora of
dynamics not captured by the phase oscillator model. A survey of these can be found in [30]
and include, but are not limited to, amplitude death, quasi-periodic motion and chaos.
Amplitude death, also known as quenching, describes the phenomenon where a suffi-
ciently wide spread of frequencies and large coupling stabilise the origin, pulling oscillators
off their limit cycle and causing the system to collapse into the trivial state. This phenomenon
was the subject of a paper by Mirollo and Strogatz [31], who investigated (1.1) with uni-
modally distributed frequencies and with α = 1−K. It was shown that the origin is stable for
a given coupling strength K > 1 if the inequality
1
K
<
∫ ∞
−∞
1
K − 1− iωg(ω)dω (1.6)
holds. This integral will feature prominently in this work and as such we will discuss at length
in Section 2.4.
In more recent work, Lee, et al. [28] introduced a model of coupled Landau-Stuart oscil-
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lators given by
z˙j = (αj + iωj)zj − (1 + iγ) |z|2j zj +
K
n
n∑
k=1
zk j = 1 . . . n. (1.7)
One can recover (1.1) by setting γ = 0, αj = α and appropriately scaling each zj by
√
β. It is
useful to note that for (1.7) with K = 0, each oscillator is in normal form for a Hopf bifurcation
at the origin, with αj the bifurcation parameter, occurring when αj = 0.
In their study, Lee, et al. [28] no longer assumed that αj is identical and positive for every
oscillator. Instead they assumed that αj is sampled from a probability distribution h(α),
allowing some oscillators to have stable limit cycles (where αj > 0) and some stable origins
(when αj < 0). In the n → ∞ limit they showed that the quenched state was unstable if the
solutions to D(λ) = K−1 had <[λ] > 0, where the authors defined the dispersion function as
D(λ) =
∫ ∞
−∞
∫ ∞
0
(λ− iω + α)g(ω)h(α)
[λ− iω + 2α− iγα][λ− iω + iγα] dαdω
+
∫ ∞
−∞
∫ 0
−∞
g(ω)h(α)
λ− iω − α dαdω.
Letting g be unimodal, γ = 0, K > 1 and setting h(α) = δ(α + K − 1), where δ is the Dirac
delta function, reproduces (1.6).
In all of the above cases, the coupling between oscillators has been linear. Nonlinear
coupling has been investigated in phase oscillator models [6, 34], but has not received much
attention in Landau-Stuart models. The model considered in this thesis concerns damped
linear oscillators, which do not have a limit cycle. In order for oscillatory states to exist, we
must consider non-linear coupling. One of the key results in this work is the existence and
stability of synchronised states for such systems.
1.4 Resonators in Cavity Optomechanics
The motivation for considering arrays of linear oscillators comes directly from theory and ex-
periments in cavity optomechanics that deal with coupling mechanical and optical degrees
of freedom in order to make precise measurements. These experiments make use of photon
momentum transfer [25], or radiation pressure, to impart a force upon a mechanical element,
such as a spring or a suspended mirror. Such systems have a variety of implementations
with applications ranging from weak force detection [3] to quantum memory [5] and compu-
tation [8, 38].
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The (quantum) optomechanical Hamiltonian [4],
H = ω′aa
†a+ ua† + u†a+
n∑
j=1
ω′jb
†
jbj +
n∑
j=1
G′j
2
(bj + b
†
j)a
†a+Hloss, (1.8)
is often used to describe the conservation and transfer of energy between the external
source u, the optics a and the mechanical components bj. Here a, bj and u are taken as
operators on the underlying quantum space and the constants denoted by primes are un-
normalised physical parameters. We can observe that the first three terms describe the
optical cavity as a harmonic oscillator with frequency ω′a, which is coupled to an external
driving force u. Each mechanical component is a harmonic oscillator with frequency ω′j, and
is coupled to the optical system at a rate G′j. Both the mechanical and optical losses are
captured in the Hloss term, as are the noise sources resulting from thermal excitation.
The time evolution of the operators a, bj are given by the Langevin equations [4]
da
dt
= −(κ′ + iω′a)a− ia
n∑
j=1
G′j
2
(
bj + b
†
j
)
− iu†, (1.9a)
dbj
dt
= −(γ′ + iω′j)bj − i
Gj
2
a†a+
√
γ′ς ′jξj(t). (1.9b)
The real valued parameters κ′, γ′ describe the decay rates for the optics and mechanics
respectively, which result from thermal and optical losses in Hloss. The Gaussian process
ξj(t) captures noisy thermal excitations of the jth oscillator, with ςj describing the strength of
the noise. It is assumed that the mechanical system is weakly damped κ′  γ′, and similarly
coupled G′j ≈ G′. We assume the coupling is weak relative to the decay rate of the cavity
G′  κ′ and comparable to the decay rate of the mechanical system. We also assume that
the spread of frequencies ω′j about the average mechanical frequency ω′M =
∑n
j=1 ω
′
j/n is
small enough that it makes sense to write ω′j = ω′M + γ′ωj.
We assume that the system is driven by a single-mode coherent photon source with
amplitude υ′ ∈ R+ and frequency ω′υ so that, without loss of generality,
u† = υ′e−iω
′
υt (1.10)
and that each oscillator receives about the same thermal excitation, i.e. ς ′j ≈ ς ′.
We are interested in the semiclassical behaviour, where the quantum fluctuations are
small. As such we will investigate the dynamics of the (normalised) expected values of the
operators, with the optical system in a frame of reference co-rotating with the forcing
α(t) =
√
nG′ 〈a〉 eiωυt, βj(t) = nG′ 〈bj〉 .
It is not surprising that nG′ appears as a normalisation factor. Indeed for a population of
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Resonator Array
(Mechanical Springs)
External Feedline
(AC source)
Optical Cavity 
(Leaky LC Circuit)
Figure 1.3: Electrical circuit representation of an optomechanical system.
identically coupled oscillators, it is the rate of photon-phonon exchange between the optical
subsystem and the entire mechanical subsystem.
Hence the parameter changes
ωd =
ω′υ − ω′a
κ′
, ωM =
1
κ′
E
[
ω′j
]
, ωj =
1
γ′
(
ω′j − E
[
ω′j
])
, (1.11a)
G =
1
γ′
G′, γ =
γ′
κ′
, υ =
√
nG′ |u| , ς = nG′ς ′ (1.11b)
result in the non-dimensionalised, complex-valued equations of motion for the semiclassical
system
dα
dt
= −(1− iωd)α− iα
n∑
j=1
βj + βj
2n
− iυ, (1.12a)
dβj
dt
+ iωMβj = −γ
[
(1 + iωj)βj + i
G
2
|α|2
]
+
√
γςξj(t), (1.12b)
where ωd is the input detuning from the optical resonant frequency and υ is the effective
forcing.
It is important to note that this model is accurate for a wide variety of physical implemen-
tations and parameter regimes [4]. Indeed, in certain regimes (in particular the microwave
regime, see [4, 22]) one treats the physical system as an electronic circuit as in Figure 1.3
and recovers (1.12) via classical circuit analysis. In this situation, the external force is mod-
elled as an AC voltage source and drives the optical cavity, which behaves as a high loss
capacitor-inductor circuit. The capacitance, and hence resonant frequency, of the optical
circuit depends on the average displacement of the mechanical oscillators. Omitted from the
circuit analysis is the radiation pressure coupling, a purely quantum effect by which energy
is imparted onto the mechanical system.
Much of the research so far has dealt with a single mechanical resonator coupled to an
optical mode. In the last five years however, there has been an interest in systems with many
mechanical oscillators [5, 29, 39]. The situation concerning a large number of mechanical
oscillators with identical frequencies and in the absence of noise was investigated in [22]. In
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this case the differences between any two oscillators βj − βk decay to zero so that the long
term behaviour can be reduced to a four dimensional system consisting of the optical cavity
α and the collective combination of the mechanical system β = 1
n
∑n
j=1 βj. One can indeed
say that in this case, the long-term dynamics of the n oscillator system is the same as that
of the single n = 1 oscillator system.
For the purposes of our research, both of these situations correspond to the case where
the corresponding frequency distribution g(ω) = δ(ω − E [ω′j]) is a Dirac delta function. Nu-
merical analysis of the identical oscillator system shows a rich set of dynamical behaviours
including the creation of oscillatory states via Hopf bifurcations, creation and destruction of
multi-stable oscillatory states via Saddle-Node bifurcations of limit cycles and period dou-
bling routes to chaos. We refer the reader to Figure 2 [22] for a graphical summary of these
transitions.
Section II.C of [22] provided the primary motivation for our research. In this section,
the authors conducted a preliminary numerical investigation of the situation involving two
identically sized oscillator populations where each sub-population had identical frequencies.
Again using collective combinations, the system could be reduced to that of an n = 2 prob-
lem. In a physically relevant parameter regime the long term behaviour of the mechanical
system could be attracted to an in-phase state, an anti-phase or out-of-phase state. In the
in-phase state the angular difference between each sub-population was approximately zero;
that is Arg β1 − Arg β2 ≈ 0. Conversely when the oscillators are out-of-phase, the angular
difference is |Arg β1−Arg β2| ≈ pi. Figure 7 of [22] shows how the stability of these solutions
change as the frequency difference ∆ω = ω2 − ω1 and forcing υ are varied.
It has been experimentally shown [46] that the synchronisation of such systems can pro-
vide a means to improve the signal to noise ratio. In this situation the signal to noise ratio
captures how much the system noise masks a measurement of the oscillator frequency, with
a high ratio corresponding to cleaner and more accurate measurement. For the mechanical
subsystems, the main source of noise and dissipation is thermal fluctuations. In the exper-
imental situation, one does not usually have the ability to easily measure the mechanical
subsystem. Instead, optical measurements are used to infer the mechanical state.
In Chapter 6 we show that the frequency spectrum of the optical subsystem, which is a
physically measurable quantity, depends on the state of the mechanical subsystem. Indeed
for different synchronised states different spectra can occur, allowing one to infer the internal
state of the mechanical system without directly measuring it.
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1.5 The Story of This Thesis
We shall end this chapter with a discussion of the chronology of the results in this thesis.
As mentioned in the previous section, this research project was inspired by the work done
by Holmes, et al. in [22]. Our preliminary research focussed on the two oscillator problem,
and resulted in the bifurcation analysis of an approximate system that appears briefly in
Section 3.2.1 and the numerical part of Section 3.2.2.
As an extension of these results, we performed numerical modelling of systems with a
much larger population (n = 25) in the same parameter regime as [22], which revealed some
interesting structures. Firstly, we did not see any quasi-periodic or chaotic motion as per
other literature on coupled oscillators (for example [30]). Indeed, we could only reproduce
the trivial state, where each βj = 0, and what seemed to be an ‘in-phase’ and ‘anti-phase’
synchronised state. In both cases, the resonators seemed to lie on a curve in the complex
plane passing through the origin, not on a straight line as one would expect for in-phase and
anti-phase states.
In the anti-phase solution case there seemed to be one or two oscillators that were syn-
chronised but could not be classified as either in or out of phase. Hence, the first goal of this
research was to explain these structures, and understand the transition between quenched
states, the in-phase and anti-phase synchronised states.
The paper by Mirollo and Strogatz [31], as discussed in Section 1.3, provided a useful
starting point for us to understand the transition out of the quenched state. It was how-
ever necessary for us to relax some of those authors’ assumptions regarding the dispersion
function (1.6), in particular that the image of the dispersion function is real valued. To this
end we produced useful bounds, results regarding analyticity and conformal mapping prop-
erties. These are presented in Section 2.4 and form the foundation of describing how the
spread of oscillator frequencies affect the existence and stability of both quenched and os-
cillating states. Furthermore, we discovered that the so-called dispersion function naturally
described the ‘average’ transfer function of a population of n damped harmonic oscillators.
Looking at the fixed points of the n dimensional system through the lens of complex
geometry allowed us to explain our curious numerical results and show general conditions for
the existence of synchronised states. Solving the stability problem in generality turned out to
be significantly more difficult. We were nonetheless able to produce sufficient conditions for a
synchronised state to be unstable, and conjectured that this is both necessary and sufficient.
It turned out that assuming the unimodality of oscillator frequencies was necessary only
for the stability discussion, which relied heavily on the complex analytic properties of the
dispersion function as per Section 2.4. The existence and stability results are presented in
Chapter 4 and are the main result in our paper published in Chaos [11].
Another goal of this research was to understand how different mechanical states affect
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the optical system. It is often the case that direct measurement of the mechanical system is
not physically possible, so being able to infer the state of the resonators based on the optics
could be potentially useful for experiments. Discussions with a fellow doctoral candidate
working in the Australian Research Council Centre of Excellence, EQuS (Engineer Quantum
Systems), James Bennett, revealed a physical explanation of some of the results already
uncovered and provided context for the integral introduced in Section 1.3. This intuition
forms the basis of Chapter 2. The discussion of spectral properties of the cavity and thermal
noise followed, and is presented in Chapter 6.
In the physics literature there is considerable interest in a particular parameter regime,
the resolved sideband regime, where the average mechanical frequency is much larger than
the natural decay rate of the optical system, and the external forcing is tuned to a harmonic
of the mechanics, called the Stokes sideband. Using asymptotic analysis we found that
this particular parameter regime allows for some drastic simplifications to the mathematical
model. These simplifications allow us to identify parameter regimes, in the resolved side-
band regime, with stable and multi-stable synchronised states.
In the case of more general systems discussed in Chapter 4, we were also able to identify
‘distributional bounds’ for existence and stability. One would expect a system with oscillators
of non-identical frequencies to be in a sense less stable than one with identical frequencies.
This is indeed the case, and we show how these results can be used to construct a bi-stable
latch that is robust to variations in the natural frequencies of individual oscillators. These
results are formally presented in Chapter 5.
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Chapter 2
LTI Systems, Susceptibility and the
Dispersion Function
We are interested in systems of coupled oscillators such that, when completely decoupled,
each individual oscillator follows damped harmonic motion. It is useful therefore to review
linear oscillator theory and introduce some important terminology. In Section 2.1, we will
briefly discuss the linear time invariant (LTI) systems approach to a single damped harmonic
oscillator and introduce the susceptibility. In the following section 2.2 we show how the
susceptibility describes how damped harmonic oscillators respond to periodic forcing.
In Section 2.3 we extend the previous discussion to arrays of linear oscillators with differ-
ing natural frequencies which capture the response of an entire oscillator array to periodic
forcing.
The main results of this chapter are presented in Section 2.4. Here we show the rela-
tionship between array susceptibility and the dispersion function as studied by Mirollo and
Strogatz [31]. Significantly, we establish some complex analytic properties (in particular an-
alyticity, injectivity and certain bounds) of the dispersion function which will be important to
our discussion of synchronisation in the following chapters.
2.1 The Damped Harmonic Oscillator
Let us consider the familiar forced second order differential equation
x¨+ 2x˙+ (1 + ω2)x = ωv(t), (2.1)
which models the displacement of a resonator x(t), a damped spring for example, with a
natural frequency ω and a unit decay rate. The resonator is driven by some function v. We
assume v ∈ L1(R), and higher regularity may be imposed at a later stage.
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Figure 2.1: Block diagram for (2.1) in the time domain (upper) and Laplace domain (lower).
It is often useful to work with such systems in the Laplace domain, (as opposed to the
time-domain in (2.1)). As is well know, the Laplace transform of the linear differential operator
Dω =
1
ω
(
d2
dt2
+ 2
d
dt
+ 1 + ω2
)
is a multiplication operator in the Laplace domain. If we understand that D−1ω is well defined
as the convolution operator
D−1ω v =
∫ t
0
et−τ sin(ω(t− τ))v(τ)dτ,
this leads to
x = D−1ω v(t) → X(s) = Hω(s)V (s),
with the transfer function given by
Hω(s) =
ω
(s+ 1)2 + ω2
. (2.2)
Figure 2.1 summarises the relationship between the time domain representation of the sys-
tem (top), and the Laplace domain representation (bottom).
The transfer function H(s) has two poles at s = −1± iω, so one can further factorise
Hω(s) =
1
2i
(Xω[s]−X−ω[s])
where
Xω[s] = 1
1− iω + s (2.3)
is defined as the susceptibility of a resonator.
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Figure 2.2: Left power transmission |Xω(iν)|2 and phase shift φω = ArgXω(iν).
2.2 Susceptibility
It is often the case that we are interested in the frequency response of a transfer function; that
is, how a system behaves when fed a pure sinusoidal input with frequency ν. To calculate
this, one can use the Fourier transform
xˆ(ξ) = F [x](ξ) =
∫ ∞
−∞
x(t)e−iξtdt
and apply the well known property that the Fourier transform of a convolution operator is a
multiplication operator. Hence the Fourier transform of (2.1) is given by
xˆ = F [D−1ω ](ξ)vˆ(ξ). (2.4)
A fundamental result concerning integral transforms is the relationship between the Laplace
and Fourier transforms. Indeed, if the region of convergence for the Laplace transform in-
cludes the imaginary axis, then the (non-unitary) Fourier transform is simply the Laplace
transform evaluated along the imaginary axis. As both poles of (2.2) are in the left half
plane, we have
F [D−1ω ](ξ) =
1
2i
(Xω[iξ]−X−ω[iξ]) .
Suppose we drive the system with a sinusoidal input, v(t) = cos(νt), and hence vˆ(ξ) =
pi[δ(ξ − ν) + δ(ξ + ν)]. It is then a trivial task to apply the inverse Fourier transform to find
x(t) =
1
4i
(Xω[iν]−X−ω[iν]) eiνt + 1
4i
(Xω[−iν]−X−ω[−iν]) e−iνt.
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Figure 2.3: The conformal map ζ = Xω(s) and the image of s = iν (in red).
By noticing that X−ω(s) = Xω(s), we can re-arrange to show
x(t) =
1
2
|Xω(iν)| sin (νt+ argXω[iν]) + 1
2
|Xω(−iν)| sin (νt+ argXω[−iν]) .
Hence |Xω[iν]| describes a frequency-dependant amplitude response, reducing the out-
put amplitude depending on how far the drive frequency ν is from each resonance. In sys-
tems theory it is commonplace to instead think of power transmission (or alternatively, the
energy spectral density of a system as per Chapter 12 [10]) |Xω[iν]|2 as seen on left of Fig-
ure 2.2. This shows the familiar Lorentzian profile, with unity gain (no damping) occurring at
resonance, when ν = ω. Similarly argXω[iν] describes the frequency dependant phase shift
(Figure 2.2, right hand panel), which is zero at resonance.
An important thing to note is that frequencies sufficiently far from resonances are ‘damped
out’. This is especially the case when we consider high frequency regimes, where ω  1.
This is illustrated by the inequality
|ν − ω| ≥ ω =⇒ |Xω(iν)| ≤ 1
(1 + ω2)1/2
.
For large ω we can think of Xω as ‘switching on’ when the system is driven near resonance,
and ‘switching off’ when away from resonance.
Whilst this is the usual representation from an LTI system point of view, it is useful for us
to discuss the complex analytic properties of the susceptibility function. For any fixed, finite
ω, Xω is a linear fractional transform on C. Indeed it can be viewed as a bi-holomorphic map
Xω : C∗ → C∗ of the Riemann sphere. We note that the image of the imaginary axis (see
Figure 2.3) is a circle of radius one half, centred at s′ = 1/2. Referring to Figure 2.3, one
can observe that the resonance at s = iω is mapped to the furthest point on the circle(in red)
from the origin.
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2.3 Resonator arrays
Let us now consider a system whereby n damped harmonic oscillators, with different reso-
nant frequencies, are driven by the same source; i.e.,
x¨j + 2x˙j + (1 + ω
2
j )xj = ωjv(t) j = 1 . . . n
and the average output
x(t) =
1
n
n∑
j=1
xj
is the measured quantity.
In the Laplace domain we can simply express the output transfer function as
X(s) =
(
1
n
n∑
j=1
Hωj(s)
)
V (s)
and hence the transfer function of the entire array is given by
H(s) =
1
n
n∑
j=1
Hωj(s).
Again, we can split each Hωj into its rotating and counter-rotating frequency components,
thus giving
H(s) =
1
2i
[
n∑
j=1
Xωj(s)
n
−
n∑
j=1
X−ωj(s)
n
]
.
We hence have the average or effective susceptibility of an oscillator array as
Xn(s) = 1
n
n∑
j=1
Xωj(s). (2.5)
Expressed as a rational function Xn(s) = p(s)/q(s), p and q are n−1 and n order polynomials
respectively, so we wish to find some way to approximate this function for large n. The
effective susceptibility function is closely related to the dispersion function, which we will
discuss in the next section.
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2.4 The Dispersion Function
It is at this point we will introduce the (finite) dispersion function [31],
fn(µ) =
1
n
n∑
j=1
1
µ− iωj . (2.6)
If we suppose that each ωj is a real valued, IID random variable sampled from a distribution
with density g(ω), then we have the following definition
Definition 2.4.1. Let g(ω) be a probability density function and C+ be the open right half-
plane. Then the dispersion function f : C+ → C+ is defined by the integral
f(µ) =
∫ ∞
−∞
1
µ− iωg(ω)dω.
It is a trivial application of the strong law of large numbers to show that fn(µ) →a.s. f(µ)
for any {µ : <[µ] 6= 0}. We can thus relate average susceptibility to the dispersion function;
in particular we have
X [s]→a.s. f(s+ 1) as n→∞. (2.7)
For particular families of probably density functions it is possible to find closed form expres-
sion of the associated dispersion function (see Table 2.1).
Much of the previous research about f(µ) dealt with real valued µ, see e.g. [30, 31]. It will
be of use for us to extend some of these results into the complex plane; specifically when
µ ∈ C+.
Theorem 2.4.2. The dispersion function as defined in 2.4.1 is analytic on the open right half
plane.
Proof. The result follows since (µ− iω)−1 is analytic for all <[µ] > 0.
Theorem 2.4.3. Let g(ω) be a even symmetric probability distribution, non-increasing on
[0,∞). Then the dispersion function f(µ) is injective on the open right half plane.
Proof. In order to prove this result, we begin by expanding two properties of f established
in Theorem 2 of [31] for symmetric unimodal distributions g(ω). It was proved that for real
valued µr = <[µ], f(µr) is real-valued and strictly decreasing function of µr and hence is
bijective on this domain. In the course of proving that real value µ implies real value f(µ) the
imaginary part
=[f ] =
∫ ∞
0
ω
µ2r + ω
2
[g(ω + µi)− g(ω − µi)]dω (2.8)
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Distribution g(ω) f(µ)
Cauchy
σ
pi(σ2 + ω2)
1
σ + µ
Uniform
{
1
piσ
|ω| < pi
2
σ
0 elsewhere
i
piσ
log
(
µ− ipiσ/2
µ+ ipiσ/2
)
Gaussian 1
piσ
exp[−ω2/(piσ2)]
1
σ
w
(
iµ√
piσ
)
Table 2.1: f(µ) for various distributions with the same modal height g(0) and spread mea-
sured by σ = [pig(0)]−1. The solution for the Gaussian is described in terms of the plasma
dispersion function [32] w(z) = exp(−z2)erfc(−iz).
was shown to be strictly negative for µi > 0. To see this observe that for µi > 0, ω ≥ 0,
|ω− µi| < |ω+ µi|, thus g(ω− µi) > g(ω+ µi) which means, as a function of ω, the integrand
is non-negative and zero only if ω = 0.
Replacing µi by −µi we also find that µi < 0 ⇐⇒ =[f(µ)] > 0. We can thus say that f
maps the open first quadrant Q1 of the complex plane into the open fourth quadrant Q4 and
hence if f : Q1 → f(Q1) ⊂ Q4 is injective, then it is injective on the right half plane.
To show f : Q1 → f(Q1) ⊂ Q4 is injective, let us pick some µ1, µ2 ∈ Q1 and consider
f(µ1)− f(µ2) =
∫ ∞
−∞
(
1
µ1 − iω −
1
µ2 − iω
)
g(ω)dω
= (µ2 − µ1)
∫ ∞
−∞
g(ω)
(µ1 − iω)(µ2 − iω) dω.
Let us define
I(µ1, µ2) =
∫ ∞
−∞
g(ω)
(µ1 − iω)(µ2 − iω) dω. (2.9)
We wish to show that f(µ1) = f(µ2) implies µ1 = µ2, so it is sufficient to show that the
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integral I(µ1, µ2) is never zero. Using the symmetry of g we have;
I(µ1, µ2) =
∫ ∞
0
[
1
(µ1 − iω)(µ2 − iω)
+
1
(µ1 + iω)(µ2 + iω)
]
g(ω)dω
= −2
∫ ∞
0
ω2 − µ1µ2
(µ21 + ω
2)(µ22 + ω
2)
g(ω)dω.
Let us consider the imaginary part
=[I(µ1, µ2)] =
∫ ∞
0
k(ω)g(ω)dω, (2.10)
where
k(ω) = =
[
−2(ω
2 − µ1µ2)(ω2 + µ12)(ω2 + µ22)
|(µ21 + ω2)(µ22 + ω2)|2
]
=
ρω4 + αω2 + β
|(µ21 + ω2)(µ22 + ω2)|2
and
ρ = 2= [µ1µ2 − µ12 − µ22] ,
α = 2= [|µ1|2 µ1µ2 + |µ2|2 µ1µ2 − µ12µ22] ,
β = 2= [|µ1|2 |µ2|2 µ1µ2] .
Clearly β < 0 for all µ1, µ2 ∈ Q1, so k(ω) is not identical to zero. Furthermore, since ρ > 0
and the numerator of k(ω) is a quadratic in ω2, k(ω) has only one simple root on the positive
real line.
To show (2.10) is never zero, consider the domain ω ∈ [0,∞) on which g is a decreasing
function. We invoke the layer cake representation where we express the integral∫ ∞
0
k(ω)g(ω)dω =
∫ ∞
0
∫ ∞
0
k(ω)I{g(ω)≤x}dxdω
as an integral over the super-level sets of g; the intervals [0, ωx), where g(ωx) = x. Thus it
suffices to show that the contribution from each level set
K(ωx) =
∫ ωx
0
k(ω)dω
never changes sign for all ωx.
Since k(ω) changes sign from negative to positive, K(ωx) begins negative and increases
in magnitude until a critical value ω0 at which k(ω0) = 0, then decreases in magnitude for
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the remainder of the positive real line. Thus it remains to show that |K(ωx)| decreases to a
limiting value, and that value is zero. Working back up we can show that
lim
ωx→∞
K(ωx) = =
[∫ ∞
−∞
1
(µ1 − iω)(µ2 − iω) dω
]
.
We now evaluate this integral using contour integration. Define
p(z) =
1
i(z − µ1)(z − µ2) ,
and the line Γ1(R) parametrised by z = iω with (−R < ω < R) for some fixed R >
max(|µ1| , |µ2|). It follows that
lim
R→∞
∫
Γ1
p(z)dz =
∫ ∞
−∞
1
(µ1 − iω)(µ2 − iω) dω.
Let Γ2 be the semicircular arc with the parametrisation
z = Re−iθ
(
−pi
2
< θ <
pi
2
)
,
so that Γ = Γ1 ∪ Γ2 is a closed contour. Since µ1, µ2 ∈ Q1, both poles of p(z) are contained
inside int Γ.
For Γ2(R), the reverse triangle inequality gives the estimate
|p(z)| < 1
(R− |µ1|)(R− |µ2|) ,
so that ∣∣∣∣∫
Γ2
p(z)dz
∣∣∣∣ < piR(R− |µ1|)(R− |µ2|) =⇒ limR→∞
∫
Γ2
p(z)dz = 0.
Since µ1, µ2 ∈ int Γ and
Res
z=µ1
p(z) =
1
i(µ1 − µ2) , Resz=µ2 p(z) =
1
i(µ2 − µ1) = −Resz=µ1 p(z),
we have ∫
Γ
p(z)dz =
∫
Γ1
p(z)dz +
∫
Γ2
p(z)dz = 0
for all R > max(|µ1| , |µ2|). Hence
lim
R→∞
∫
Γ1
p(z)dz =
∫ ∞
−∞
1
(µ1 − iω)(µ2 − iω) dω = 0 =⇒ limωx→∞K(ωx) = 0,
and thus K never changes sign. This implies that the integral in (2.9) is never zero for
µ1 6= µ2.
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Theorem 2.4.4. Let g(ω) be an even symmetric probability distribution, non-increasing on
[0,∞). Then the dispersion function f : C+ → f(C+) is a conformal map from the open
right-half plane C+.
Proof. Since f is both analytic and injective on the right half plane, it remains to identify the
set of points where
df
dµ
= −
∫ ∞
−∞
g(ω)
(µ− iω)2 dω = 0. (2.11)
Note that g is symmetric and non-increasing on [0,∞) by assumption. In this case it has
been previously shown by Mirollo and Strogtaz [31] that f(µ) = f(µ), that f(µr) is strictly
decreasing for µr > 0 and that limµr→∞ f(µr) = 0. In particular it was shown for real valued
µr < νr that f(µr) > f(νr). Since f is analytic, and hence differentiable, on the right half
plane it is the case that for µ real valued df/dµ 6= 0.
Observe that the imaginary part of (2.11) is given by
=
[
df
dµ
]
= −
∫ ∞
−∞
2µrω
(µ2r + ω
2)2
g(ω + µi)dω
=
∫ ∞
0
2µrω
(µ2r + ω
2)2
[g(µi − ω)− g(ω + µi)]dω.
By a similar argument to 2.4.3, in particular (2.8), one can observe that the integrand is
non-negative and zero only if ω = 0. Hence df/dµ = 0 has no solutions in the right half
plane.
Remark 2.4.5. We can contrast this with a prototypical multi-modal distribution consisting of
two delta functions, by setting g(ω) = [δ(ω −∆ω) + δ(ω + ∆ω)]/2 and thus
df
dµ
= −
[
1
2(µ− i∆ω)2 +
1
2(µ+ i∆ω)2
]
.
When µ = ∆ω, which is in the domain of f , df/dµ = 0 and thus for this distribution f is not
a conformal map.
The following theorem and corollary will be of use in Section 4.2.3.
Theorem 2.4.6. Let L = {µr + iµi : µi ∈ R, µr fixed > 0} be a line in the open right half
plane with constant real part and B = {z : |z − (2µr)−1| ≤ (2µr)−1} ⊂ C. Then f(L) ⊂ B.
Proof. Consider for µr > 0
<[f(µ)] =
∫ ∞
−∞
µr
|µ− iω|2 g(ω)dω,
which implies
<[f(µ)]
µr
=
∫ ∞
−∞
1
|µ− iω|2 g(ω)dω.
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However
|f(µ)|2 =
∣∣∣∣∫ ∞−∞ 1µ− iωg(ω)dω
∣∣∣∣2 ≤ ∫ ∞−∞ 1|µ− iω|2 g(ω)dω,
thus since µr > 0
<[f(µ)]
µr
≥ |f(µ)|2 . (2.12)
Completing the square gives ∣∣∣∣f(µ)− 12µr
∣∣∣∣2 ≤ 14µ2r ,
which completes the proof.
Corollary 2.4.7. For any fixed µi function <[1/f(µr+iµi)] is bounded below by an increasing
function of µr for µr > 0. In particular the following inequality holds:
µr ≤ <
[
1
f(µ)
]
. (2.13)
Proof. This follows directly from (2.12).
Remark 2.4.8. By direct calculation, equality holds in (2.13) if the distribution is given by a
Dirac delta function g(ω) = δ(ω − ω0) for any ω0 ∈ R.
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Chapter 3
A Two Oscillator Problem from Quantum
Opto-Mechanics
In this chapter we derive the coupled oscillator model for the system in Section 1.4 in the ab-
sence of noise and perform a stability analysis of the two oscillator problem. In Section 3.1
we use multiscale analysis to extract the slow modulation of each oscillator about an av-
erage frequency. In Section 3.2 we discuss in detail the two oscillator problem introduced
in Holmes, et al. [22]. We show the existence and discuss the stability of quenched and
synchronised solutions numerically and analytically.
3.1 Derivation for n Oscillators
3.1.1 Multiscale Analysis: Slow Time Scale
In the parameter regime of interest, the mechanical loss rate is slow relative to the optical
loss rate γ  1, so let us consider
dβj
dt
+ iωMβj = −γ
(
(1 + iωj)βj + i
G
2
|α|2
)
. (3.1)
It is clear that, in the limit as γ → 0, each βj becomes purely oscillatory. For γ small,
this is an example of a weakly nonlinear oscillator, which can be studied using multi-scale
analysis [24, 43]. To this end we introduce a slow time scale τ = γt; this is the time scale of
the natural decay rate of the oscillators. We further make the Ansatz
βj =
[
zj(τ) + γβ
(1)
j (t) + γ
2β
(2)
j + . . .
]
e−iωM t. (3.2)
The term zj(τ) captures the slow time dynamics, and β
(k)
j is the kth order perturbative
25
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correction. Clearly βj solves (3.1) to zeroth order in γ. To the first order we have
dβ
(1)
j
dt
= −
(
dzj
dτ
+ (1 + iωj)zj + i
G
2
|α|2 eiωM t
)
.
For the approximation to be valid we require that β(1)j (t) remains bounded. For this to hold
the secular terms, which are constant on the fast time scale, must sum to zero. Thus we
expand |α|2 as a Fourier series in ωM such that
|α|2 =
∞∑
k=−∞
fke
ikωM t,
where fk is a function of z1, z2 . . . zn so that the perturbation β
(1)
j stays bounded if
dzj
dτ
= −(1 + iωj)zj − iG
2
f−1, (3.3)
which gives the slow time dynamics of the oscillators.
3.1.2 Multiscale Analysis: Fast Time Scale
In order to complete analysis of the slow time dynamics, we must attend to the fast time
system. To this end, we substitute (3.2) into (1.12a) and truncate to zeroth order in γ,
yielding
dα
dt
= −(1− iωd)α− i 1
2n
α
n∑
j=1
(
zje
−iωM t + zjeiωM t
)− iυ.
We introduce the mean field z akin to the Kuramoto model [26] by defining
z =
1
n
∑
j
zj (3.4)
and take the mean field amplitude r = |z| and phase Φ = Arg z.
The resulting equation
dα
dt
= − [(1− iωd) + ir cos(ωM t− Φ)]α− iυ (3.5)
describes a parametric, specifically a frequency modulated (FM), oscillator. The mean field
amplitude r and phase Φ appear fixed on the fast time scale as the mean field (3.4) only
depends on the slowly varying co-ordinates zj. Hence, we can integrate (3.5), to zeroth
order in γ, via the integrating factor exp[p(t)] where
p(t) = (1− iωd)t+ i r
ωM
sin(ωM t− Φ).
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Solving (3.5) and discarding transient terms produces
α = −iυe−p(t)
∫ t
0
ep(t
′) dt′, and |α|2 = υ2e−2<[p(t)]
∣∣∣∣∫ t
0
ep(t
′) dt′
∣∣∣∣2 . (3.6)
It is useful to expand |α| in terms of its harmonics; to do this we use the Jacobi–Anger
expansion [2]
eix sin y =
∞∑
m=−∞
Jm(x)e
imy, (3.7)
where Jm is the mth Bessel function of the first kind. We then have
ep(t) =
∞∑
m=−∞
Jm
(
r
ωM
)
e(1+i(mωM−ωd)t−imΦ)
and hence ∫ t
0
ep(t
′) dt′ =
∞∑
m=−∞
Xωd [imωM ]Jm
(
r
ωM
)
e−imΦ
[
e(1+i(mωM−ωd))t
′
]t
0
, (3.8)
where X is the susceptibility function as per Section 2.1.
As we are only interested in the long term dynamics, we substitute (3.8) into (3.6) and
discard exponentially decaying terms of |α|2 to give
|α|2 = υ2
∑
k,m
Xωd [imωM ]Xωd [ikωM ]ei(m−k)(ωM t−Φ)Jm
(
r
ωM
)
Jk
(
r
ωM
)
.
In particular, we pull out the term where k = m+ 1,
f−1 = υ2eiΦ
∑
m
Xωd [imωM ]Xωd [i(m+ 1)ωM ]Jm
(
r
ωM
)
Jm+1
(
r
ωM
)
,
as required for (3.3).
Finally we define the nonlinear coupling function as
F (r) =
Gυ2
2ir
∑
m
Xωd [imωM ]Xωd [i(m+ 1)ωM ]Jm
(
r
ωM
)
Jm+1
(
r
ωM
)
, (3.9a)
which is continuous as r → 0, with the limit given by
F (0) =
Gυ2
4ωM i
(
Xωd [0]Xωd [iωM ]−Xωd [0]Xωd [−iωM ]
)
(3.9b)
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so that the slow-time dynamics becomes
dzj
dτ
= −(1 + iωj)zj + zF (|z|), z = 1
n
∑
j
zj. (3.10)
3.2 Two Oscillator System
In order to study large oscillator arrays, it is useful to first develop an understanding of the
dynamics for n = 2. We are in particular interested in the parameter regime
ωM = 2, G = 1, ω1 = ∆ω, ω2 = −∆ω,
which coincides with that studied in [22]. We treat ωd, υ and ∆ω as bifurcation parame-
ters, because ωd, υ represent physically accessible parameters, and ∆ω is something an
experimentalist might want to measure. For example, if an atom were to attach itself to a
nanomechanical resonator, the effective mass of the beam would increase, modifying the
natural frequency of that resonator leading to a nonzero ∆ω. Hence we have the following
system
dz1
dτ
= (−1 + i∆ω)z1 + zF (|z|), (3.11a)
dz1
dτ
= (−1− i∆ω)z1 + zF (|z|), (3.11b)
dz2
dτ
= (−1− i∆ω)z2 + zF (|z|), (3.11c)
dz2
dτ
= (−1 + i∆ω)z2 + zF (|z|), (3.11d)
z =
z1 + z2
2
, (3.11e)
z =
z1 + z2
2
, (3.11f)
where F is given by (3.9a).
3.2.1 Amplitude Death
Clearly z1 = z2 = 0 is a solution that exists for all parameter regimes. To investigate the
stability let us define Z = (z1, z1, z2, z2),
L =
(
−1 + i∆ω 0
0 −1− i∆ω
)
, and N =
1
2
(
F (0) 0
0 F (0)
)
.
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The linearised system about the origin is given by
dZ
dτ
=
(
L+N N
N L+N
)
Z.
Since N,L and their conjugates commute with each other, we have the characteristic
function
ρ(λ) = det
[
(L+N − Iλ)(L+N − Iλ)−N2] ,
which expands to
ρ(λ) = det
[
λ2I − λ(2N + L+ L) +N(L+ L) + LL] .
We have
L+ L = −2I LL = (1 + ∆ω2)I,
so
ρ(λ) = det
[
λ2I − 2λ(N − I)− 2N + (1 + ∆ω2)I] .
Since all the matrices are diagonal, we can read off
ρ(λ) =
(
λ2 − λ(F (0)− 2) + 1 + ∆ω2 − F (0)) (λ2 − λ(F (0)− 2) + 1 + ∆ω2 − F (0)) .
Now if ρ(λ) = 0 then ρ(λ) = 0, so it is sufficient to look at the zeros of
ρ1(λ) = λ
2 + λ(2− F (0)) + 1− F (0) + ∆ω2.
This is a complex valued quadratic of the form λ2 + a1λ + a0 and thus has zeros in the left
hand plane if and only if <[a1] > 0 and <[a1]<[a1a0] > =[a0]2.
The first condition becomes
2 > Fr(0),
which captures the physical condition whereby there is insufficient forcing to overcome the
natural decay of the mechanical system. We can infer that the second condition
∆ω2 > (Fr(0)− 1) |2− F (0)|
2
(2− Fr(0))2
holds when the difference in oscillator frequencies is too large for the coupling to take effect.
For the given system, and the parameter range of interest, the first condition is the crit-
ical one. The second condition is only violated for extremely large ∆ω  1000 and is not
considered physically relevant. The red curve in Figure 3.1 shows the parameters for which
Fr(0) = 2, the Hopf bifurcation whereby the trivial solution loses stability as υ increases.
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3.2.2 Synchronised Solutions
Numerical investigation
When looking for synchronised solutions, one approach is to change variables to a relative
polar co-ordinate system by setting r1 = |z1| , r2 = |z2| , φ = arg z1 − arg z2. This follows from
noting that the system (3.11) is invariant under constant rotations z′n = zneiψ, n = 1, 2 and
ψ ∈ R. Only phase differences matter so the resulting equations of motion are given by
dr1
dt
=
r1
2
(Fr(r)− 2) + r2
2
[
e−iφF (r)
]
r
, (3.12a)
dr2
dt
=
r2
2
(Fr(r)− 2) + r1
2
[
eiφF (r)
]
r
, (3.12b)
dφ
dt
= 2∆ω +
1
2
[
r2
r1
e−iφF (r)− r1
r2
eiφF (r)
]
i
. (3.12c)
This is a highly nonlinear problem, which can potentially exhibit a very wide variety of
interesting and complicated behaviour. As such it is unlikely that we will be able to produce
a full categorisation of the solution types, and thus we will treat it numerically. We do this
using the continuation toolkit Matcont [18]. This suite allows one to evolve a system forwards
in time until it reaches a fixed point. Once a fixed point is found, parameters can be contin-
uously changed so that bifurcations can be identified. This is a computationally expensive
exercise, as the fixed point co-ordinates must be updated for each parameter variation.
For the system (3.12), we approximate the coupling function F by a four term Maclaurin
series in r2. This was chosen to capture the small r dynamics and investigate the in-phase
synchronised solutions of the approximate system, which is known [22] to exist for ∆ω = 0,
and trace bifurcations in the parameter space (∆ω, ωd, υ). Even given the above approxima-
tions, the computation time for each bifurcation curve was significant, taking around a week’s
worth of computation on a midrange desktop (Intel Core i7-2600 with 8Gb ram) to produce
Figure 3.1, which shows bifurcations of the trivial state and the in-phase synchronised state
in (υ, ωd) space. Due to the hands-on nature of the toolkit, it was not possible to use batch
processing to perform the numerical analysis.
The red dot-dashed curve in Figure 3.1 is the Hopf bifurcation by which the origin tran-
sitions from stable (left of the red curve) to unstable (right of the red curve) and does not
depend on the spread of frequencies ∆ω in the given ranges of υ and ωd. The solid curves
are the Hopf bifurcation where the ‘in-phase’ solution φ ≈ 0 and r1 ≈ r2 loses stability. Inside
these regions, the ‘in-phase’ solution is unstable, and the system is attracted to an ‘anti-
phase’ solution where φ ≈ pi. Resonance between the average mechanical frequency ω and
the detuning ωd occur around ωd = 2, 4, 6 and cause the ‘in-phase’ solution to remain stable
for the given values of ∆ω.
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Figure 3.1: Bifurcation diagram for (3.12a) to (3.12c) in (υ, ωd) space. The red dot-dashed
line is the Hopf bifurcation by which the trivial state loses stability. The solid curves show
the Hopf bifurcation through which the in-phase solution loses stability. The location of these
curves in (υ, ωd) space depends on the particular value of ∆ω.
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Analysis
Let us look at how the synchronised solutions appear in the four dimensional system. First
however, we wish to make a non-linear and time dependant change of co-ordinates to move
into a frame of reference co-rotating with the mean field. We let z = r exp[iΦ], and define the
mean field frequency
Ω =
dΦ
dt
which is constant in the synchronised state. Setting zj → zj exp[iΦ] we have
dz1
dt
= [−1 + i(∆ω − Ω)]z1 + rF (r), (3.13a)
dz2
dt
= [−1− i(∆ω + Ω)]z2 + rF (r), (3.13b)
r =
z1 + z2
2
, r ∈ R+. (3.13c)
Fixed points are given by
z1 = X∆ω[iΩ]rF (r), z2 = X−∆ω[iΩ]rF (r), (3.14)
and hence by (3.13c) we have
r = rF (r)
(X−∆ω[iΩ] + X∆ω[iΩ]
2
)
.
The term in brackets is exactly the average susceptibility of the mechanical system evaluated
at Ω. Thus
rF (r)f2(1 + iΩ) = r,
where f2 is the finite dispersion function as per Section 2.4, with n = 2.
Clearly r = 0 is a solution for all parameters. The non-trivial solutions, if they exist, can
be found by solving
F (r) = 1/f2(1 + iΩ) (3.15)
for (r,Ω). For this particular system, we can expand and rearrange (3.15) for Ω in terms of
r. Indeed we have
1
f2(1 + iΩ)
=
2
[1 + i(Ω + ∆ω)]−1 + [1 + i(Ω−∆ω)]−1 = 1 + iΩ +
∆ω2
1 + iΩ
,
which when multiplying (3.15) by (1 + iΩ) gives
(1 + iΩ)F (r) = (1 + iΩ)2 + ∆ω2.
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(a) Prototypical anti-phase state.
0
0
(b) Prototypical in-phase state.
Figure 3.2: In the anti-phase state (a), z1 and z2 are found on diametrically opposite sides
of the pictured circle. In this situation |Ω| < ∆ω. The angular difference φ > 0 approaches
φ ≈ pi as ∆ω increases. The in-phase state (b) occurs with ∆ω < |Ω|, and hence z1 and z2
are on the same semicircular arc between the origin and rF (r).
Equating real and imaginary parts we then have
Ω =
Fi(r)
2− Fr(r) (3.16a)
and
∆ω2 = (Fr(r)− 1) |F (r)− 2|
2
(Fr(r)− 2)2 . (3.16b)
To understand what these solutions look like and how they relate to the fixed points
discussed in Section 3.2.2, let us suppose we have numerically found a pair (r,Ω) for some
∆ω < 1. We will look at two solution types which give rise to the in-phase and anti-phase
type behaviour previously seen [22].
Firstly, let us suppose that Ω ≈ 0. Following from the discussion in Section 2.2, the
solutions z1 and z2 in (3.14) can be seen as points on a circle of radius rF (r), centred at
rF (r)/2 (Figure 3.2a). For illustrative purposes suppose we can fix Ω ≈ 0 and increase ∆ω
causing z1 and z2 to move closer towards the origin along the opposing segments of the
circle. As ∆ω gets sufficiently large φ→ pi, hence the anti-phase solution.
Similarly if we suppose that |Ω|  ∆ω, both z1 and z2 are on the same segment of the
circle (Figure 3.2b), and hence φ is small. Now suppose we can further increase Ω, both z1
and z2 will move towards the origin along the same segment, so that for sufficiently large Ω,
φ→ 0 and |z1| ≈ |z2|.
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3.2.3 Stability of Synchronised Solutions
In order to calculate the stability it is useful to extend the first lemma in Strogatz and
Mirollo [31].
Lemma 3.2.1. Let a, b ∈ C, µ ∈ C+ and ωj ∈ R. Let L be a n × n matrix with ones in every
entry and define K to be an n× n diagonal matrix with Ljj = iωj − µ. Then the eigenvalues
λ of
K =
(
L+ aJ bJ
bJ L+ aJ
)
satisfy ρc(λ;µ)ρd(λ;µ) = 0 where
ρc(λ;µ) =
n∏
j=1
(
(λ+ µr)
2 + (µi − ωj)2
)
and
ρd(λ;µ) =
(
fn(µ+ λ)
−1 − a) (fn(µ+ λ)− a)− |b|2 . (3.17)
Proof. Firstly we will consider the case when b = 0. It is sufficient to look at the eigenvalues
of K11 = L + aJ which was investigated by Mirollo and Strogatz [31], where they show that
K11 has a characteristic equation in terms of the finite dispersion function (2.6);
ρ11(λ) = [1− afn(µ+ λ)]
n∏
j=1
(λ+ µ− iωj).
So define
ρ1(λ) = det
[
(K11 − Iλ)(K11 − Iλ)
]
= ρ11(λ)ρ11(λ).
Suppose b 6= 0 and K11 − Iλ is invertible (and hence K11 − Iλ is invertible). Then by
factorisation,
det(K − Iλ) = det[K11 − Iλ] det[K11 − Iλ]
× det
[
I − |ab|2
(
L− Iλ
a
+ J
)−1
J
(
L− Iλ
a
+ J
)−1
J
]
.
Now the first factor is nothing but ρ1(λ) as given above. For the second factor we write
the matrix of ones as the outer product of two vectors of ones J = uuT , and apply the matrix
determinant lemma to give
det(K − Iλ) = ρ1(λ)
[
1− |b|
2
|a|2u
T
(
L− Iλ
a
+ J
)−1
uuT
(
L− Iλ
a
+ J
)−1
u
]
.
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We use the fact that
uT
(
L− Iλ
a
)−1
u = −afn(µ+ λ)
which, when combined with the Sherman-Morrison formula ([36] Section 2.7.1), shows
uT
(
L− Iλ
a
+ J
)−1
u =
afn(µ+ λ)
afn(µ+ λ)− 1 .
Similarly for the conjugate term, noting that fn(µ+ λ) = fn(µ+ λ), we have
det(K − Iλ) = ρ1(λ)
[
1− |b|2 fn(µ+ λ)fn(µ+ λ)
(afn(µ+ λ)− 1)(afn(µ+ λ)− 1)
]
.
Since µ, λ are finite, fn is never zero, so we can expand ρ1 and factorize det(K − Iλ) =
ρc(λ;µ)ρd(λ;µ)/(fn(µ+ λ)fn(µ+ λ) which completes the proof.
To begin our stability analysis suppose we have a fixed point of (3.13) with a given (r,Ω).
Let us consider (3.11) and move to a constantly rotating frame of reference by the change
of variables zj → zj exp(Ωct + Φ0) chosen such that at the fixed point Ωc = Ω. This choice
of co-ordinates avoids the fact that the mean field frequency Ω may vary if we perturb off
the fixed point, but in order for co-ordinate system to be consistent we must also relax our
condition on z, only requiring that it be real valued at the fixed point.
The resulting equations of motion are given by
dz1
dt
= [−1 + i(∆ω − Ωc)]z1 + zF (|z|), (3.18a)
dz2
dt
= [−1− i(∆ω + Ωc)]z2 + zF (|z|), (3.18b)
z =
z1 + z2
2
(3.18c)
and their respective complex conjugates. We calculate the partial derivatives evaluated at
the fixed point
∂z˙1
∂z1
= −1 + i(∆ω − Ωc) + 1
2
F (r) +
r
4
dF
dr
,
∂z˙1
∂z1
=
1
4
r
dF
dr
,
∂z˙1
∂z2
=
1
2
F (r) +
r
4
dF
dr
,
∂z˙1
∂z2
=
r
4
dF
dr
and define a = F (r)
2
+ r
4
dF
dr
, b = r
4
dF
dr
. Letting J to be the matrix with ones in every element
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and defining the diagonal matrix
L =
(
−1 + i∆ω − iΩc 0
0 −1− i∆ω − iΩc
)
we have the linearisation in terms of Z = (z1, z2, z1, z2)T as the block matrix
dZ
dt
=
(
L+ aJ bJ
bJ L+ aJ
)
Z.
By Lemma 3.2.1, the critical point is stable if and only if the solutions of ρc(λ; 1+iΩc)ρd(λ; 1+
iΩc) = 0 are in the left half plane. The solutions to ρc(λ; 1 + iΩc) are always on the line
<[λ] = −1, so the stability is determined by
0 = ρd(λ; 1 + iΩc),
=
[
1 +
(
∆ω
λ+ 1 + iΩc
)2
− F (r)
2
− r
4
dF
dr
][
1 +
(
∆ω
λ+ 1− iΩc
)2
− F (r)
2
− r
4
dF
dr
]
− r
2
16
∣∣∣∣dFdr
∣∣∣∣2 .
Since this is evaluated at the fixed point, we can use (3.15) to eliminate F (r) then, assuming
λ 6= −1 ± iΩc, we re-arrange to produce a real valued quartic of the form λq(λ) where,
q(λ) = a3λ
3 + a2λ
2 + a1λ+ a0 and
a3 = |κ|2 , κ = 1 + iΩc, (3.19)
a2 = 2(|κ|2 −∆ω2)− |κ|2<
[
r
dF
dr
]
, (3.20)
a1 =
∣∣∆ω2 − κ2∣∣2 + ∆ω2< [κrdF
dr
]
− 2|κ|2<
[
r
dF
dr
]
, (3.21)
a0 = ∆ω
2<
[
κ2r
dF
dr
]
−<
[
r
dF
dr
]
|κ|4 . (3.22)
Now, λq(λ) always has a zero eigenvalue solution associated with the rotating centre
manifold. As q is a cubic, there are either three real solutions, or one real and a conjugate
pair. The solutions are in the left half plane if all coefficients are positive, and a2a1 > a3a0.
As we continuously change ∆ω or change the parameters of F , a saddle-node bifurcation
occurs as (one of) the real eigenvalue(s) pass through zero, which occurs when a0 = 0
and all other terms are positive. We can also identify Hopf bifurcations, which occur when
a2a1 = a3a0 and a0/a2 > 0.
Figure 3.3 plots the mean field amplitude at the fixed points r and the bifurcations as
a function of ∆ω. For ∆ω small, this system has a stable in-phase synchronised solution
and unstable critical point at the origin. The in-phase solution loses its stability via a Hopf
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Figure 3.3: Synchronised solutions for the mean field r as a function of ∆ω in the parameter
regime (v, ωd) = (150, 1.5). This regime specifies a particular coupling function via (3.9a),
and is an equivalent regime to that in figure 7, [22]. For small values of ∆ω, the system has a
stable, large Ω, in-phase synchronised solution and an unstable origin. As ∆ω increases, a
pair of unstable solutions with 0 < |Ω| < |∆ω| are created via a saddle-node bifurcation. As
∆ω increases, one branch of the saddle-node gains stability via a Hopf bifurcation. The other
branch collides with the origin in a subcritical Hopf bifurcation. The signs of the eigenvalues
along each branch show how the dimension and nature of the unstable manifold changes
with ∆ω.
bifurcation further along in ∆ω. As ∆ω increases, a pair of unstable anti-phase solutions
are created via a saddle-node bifurcation. One of these solutions gains stability via a Hopf
bifurcation of periodic orbits. The other branch of the saddle-node bifurcation persists for a
short range of values in ∆ω, undergoing a Hopf bifurcation which may create quasi-periodic
solutions, before colliding with the origin in a subcritical Hopf bifurcation.
From the applications point of view, we are predominantly interested in transitions from
stable synchronised motion to unstable behaviour, which may be of use as a switching or
detection mechanism. However, it is important to note that a variety of bifurcations may occur
that do not change the overall stability characteristics of a synchronised solution. Indeed, the
existence of Hopf bifurcations along an unstable branch of solutions suggests the existence
of stable toroidal or quasi-periodic solutions, which have been seen to occur in coupled
oscillator systems [30]. In the two oscillator case [22], toroidal solutions were seen, but only
existed for a very small window in parameter space.
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Chapter 4
Damped Harmonic Oscillators With
All-To-All Non-linear Coupling
We shall now discuss the existence (Section 4.1) and stability (Section 4.2) of synchronised
states for arrays of linear oscillators with non-linear all-to-all coupling.
4.1 Existence of Synchronised Solutions
Theorem 4.1.1. Let F : R→ C be a C1 function, and ωj ∈ R. Then the system
dzj
dt
= −(1− iωj)zj + zF (|z|), j = 1 . . . n, z = 1
n
n∑
j=1
zj (4.1)
has synchronised states (up to a constant phase shift) given by
zj(t) = rF (r)Xωj [iΩ]eiΩt, (4.2)
where r,Ω satisfy the implicit relation
r (F (r)X [iΩ]− 1) = 0. (4.3)
Proof. First, suppose there exists an oscillator zk that is constantly rotating such that zkeiΩkt
is constant for some Ωk. We move the entire system into a frame of reference rotating at Ωk
by letting zj → zjeiΩkt for all j. Hence we have
dzj
dt
= −[1 + i(Ωk − ωj)]zj + zF (|z|) j = 1 . . . n. (4.4)
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Since the kth oscillator is constant in this frame of reference, we must have
zF (|z|) = [1 + i(Ωk − ωk)]zk
then by substituting into (4.4) we have for all j 6= k,
dzj
dt
= −[1 + i(Ωk − ωj)]zj + [1 + i(Ωk − ωk)]zk. (4.5)
As the last term is constant this a linear differential equation, hence the solution zj ap-
proaches the fixed point
zj =
1 + i(Ωk − ωj)
1 + i(Ωk − ωk)zk.
This implies that each zj is constant and hence r is constant. Furthermore, since the asymp-
totic solutions are all fixed points in this frame of reference, we have d
dt
arg z = Ω = Ωk.
Conversely, if we suppose z is constantly rotating with a fixed amplitude, we can move to
a rotating frame of reference by setting zj → zjeiΘ, where Θ = arg z and with Ω = dΘdt con-
stant. We can always choose Θ(0) = 0 without loss of generality. Introducing the integrating
factor exp[1 + i(Ω− ωj)], (4.1) becomes
d
dt
(
zje
[1+i(Ω−ωj)]t) = e[1+i(Ω−ωj)]trF (r).
As r is assumed constant, we can integrate to find
zj = Xωj [iΩ]rF (r)
[
e[1+i(Ω−ωj)](τ−t)
]τ=t
τ=0
to show that each zj asymptotically approaches
zj = Xωj [iΩ]rF (r).
Returning to the original frame of reference gives (4.2). Further, we have the constant value
of r given by
r =
1
n
∑
j
zj =
rF (r)
n
∑
j
Xωj [iΩ].
Since the sum is simply the average susceptibility as per (2.7), this concludes the proof.
It follows from this proof that there are no stable partially synchronised states. Indeed,
from (4.5) we can see that if any two oscillators are co-rotating at a fixed amplitude, then
so too will every other oscillator. This does not however rule out quasi-periodic or toroidal
solutions, which are suggested to exist [22]. Equation (4.3) should come as no surprise
as it describes the existence of synchronised solutions in terms of the interplay between
frequency spread (via X [iΩ]) and the non-linear coupling F (r). Whilst this result holds in-
dependent of n, it becomes increasingly impractical to work with as n becomes large. This
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kind of problem is common to much of the coupled oscillator literature, and we follow the
usual approach of approximating in the thermodynamic limit, as n → ∞. We do this in the
following lemma.
Lemma 4.1.2. Consider the system (4.1). Let the frequencies {ωj}nj=1 be a sequence of
I.I.D. random variables with a given probability distribution g. Then, for sufficiently large n,
the solutions to the implicit relation (4.3) for (r,Ω) in Theorem 4.1.1 can be approximated (in
the sense of [31]) by the solutions to
F (r) =
1
f(1 + iΩ)
, (4.6)
where f is the dispersion function as per 2.4.1.
Proof. This follows directly from (2.7)
As a consequence of (4.2) and applying our discussion of the susceptibility in Section 2.2,
each zj lies on a circle with radius |rF (r)| /2 centred at rF (r)/2, rotating about the origin with
an angular frequency of Ω. Oscillators with frequencies ωj ∈ (Ω−1,Ω+1) can be found on the
arc furthest from the origin. It is useful to think about how the density of oscillator frequencies
g is mapped to a density on the given circle, Figure 4.1 for example. In the synchronised
state, the solutions (4.2) are located on the solid black circle in Figure 4.1, which is rotating
at a frequency Ω. The area around the solid black circle is a graphical representation of the
density mapping, which was constructed by scaling the inner and outer normal vectors of
the circle by the value of g(ω). Oscillators with frequencies ωj ∈ (Ω− 1,Ω + 1) will be found
on the solid black arc of the circle within the shaded region.
The results in Section 3.2 can be generalised to other multi-modal distributions by con-
sidering mappings of the density g. Figure 4.2 shows how in-phase and anti-phase clusters
appear in the case of two Cauchy distributions with modal values at ±∆ω. Here we have
shown example values of Ω relative to the modal peaks (top), and the corresponding den-
sities for synchronised states (bottom). In all cases ||Ω| −∆ω| > 1, so that the density on
the arc further from the origin (i.e.; the shaded region in Figure 4.1) is small. The bottom
insets show the densest regions, all of which are on the heavy black circle, near the origin. In
Figure 4.2 a), Ω ≈ 0 gives solutions where oscillators with frequencies ωj < 0 appear on the
lower arc and oscillators with ωj > 0 appear on the upper arc. In this situation the system is
in an approximately symmetric anti-phase state. For values of ∆ω > |Ω|  0 the oscillators
are clustered on both sides of the origin but no longer appear symmetric as in Figure 4.2
b). The in-phase state is shown in Figure 4.2 c) and is characterised by |Ω|  ∆ω with the
oscillators most dense on only one side of the circle, close to the origin. In this way the
density on the circle inherits the symmetry of the distribution of frequencies and produces a
symmetric, anti-phase solution.
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Figure 4.1: In the synchronised state, all oscillators are at a fixed position on a circle in the
complex plane z, co-rotating with the mean field. The shaded and unshaded area provides
a graphical representation of how the density of frequencies g maps to a density of position
on the circle. Oscillators with frequencies between (Ω− 1,Ω + 1) end up on the arc furthest
from the origin and thus have the largest amplitude.
a.) b.) c.)
Figure 4.2: In-phase and anti-phase solutions arise from differing values of the mean field
rotational velocity Ω. Both a) and b) are examples of anti-phase solutions which occur when
Ω is between the modal values −∆ω < Ω < ∆ω. In-phase solutions c) occur when Ω is
larger than the largest oscillator frequency so that all oscillators are on the same arc. If Ω is
sufficiently large, the oscillators are packed closer to the origin and have similar amplitudes.
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One can observe that both (4.3) and the limiting analogue (4.6) are implicit functions in
both r and Ω. Finding inverse functions for either the coupling function F (r) or the effective
susceptibility X [iΩ] is a tall order in all but the most pathological cases. As per Table 2.1,
there are closed form expressions for some common frequency distributions, some of which
even have ‘nice’ inverse which Lemma 4.1.2 allows us to use.
4.2 Stability of Synchronised Solutions
We now turn to the stability of the synchronised solutions found in Section 4.1.
Lemma 4.2.1. For sufficiently large n, the stability of both the trivial and synchronised states
of (4.1) given by a pair (r,Ω) are governed by the solutions of
r2
4
∣∣∣∣dFdr
∣∣∣∣2 = [ 1f(1 + λ+ iΩ) −
(
F (r) +
r
2
dF
dr
)][
1
f(1 + λ+ iΩ)
−
(
F (r) +
r
2
dF
dr
)]
(4.7)
in the sense that if (4.7) has a solutions with <[λ] > 0, the state is unstable, otherwise it is
stable.
Proof. We begin the stability calculation with the full 2n dimensional system in the non-
rotating frame of reference; (4.1) along with the corresponding complex conjugate equations.
Suppose that a synchronised solution exists for a particular value of (r,Ω). We change co-
ordinates by moving to a frame of reference constantly rotating at Ω; zj → zj exp(iΩt+ Φ0),
dzj
dt
= −(1 + i(Ω− ωj))zj + zF (|z|), (4.8)
where Φ0 is chosen such that at the fixed point z = z = r is real. Using the following partial
derivatives, evaluated at the fixed point
∂
∂zj
zF (|z|) = 1
n
(
F (r) +
r
2
dF
dr
)
,
∂
∂zj
zF (|z|) = r
2n
dF
dr
,
we produce the linearised matrix at the fixed point, which is given by
K =
(
L+ 1
n
(
F (r) + r
2
dF
dr
)
J r
2n
dF
dr
J
r
2n
dF
dr
J L+ 1
n
(
F (r) + r
2
dF
dr
)
J
)
.
where J is the n×n matrix of ones and L is the diagonal matrix with entries Ljj = −1+i(ωj−
Ω). Applying Lemma 3.2.1 allows the eigenvalues to be expressed as ρ(λ) = ρc(λ)ρd(λ). It
follows from Theorem 1 in [31] that for sufficiently large n the zeros of ρc(λ) = 0 occur close
to the vertical line in the complex plane with real part <[λ] = −1. As the real part of the
solutions to ρc(λ) = 0 are independent of both the frequency distribution and the coupling
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function, ρc does not contribute to any stability changes, except to provide a strong inherent
stability. Re-arranging ρd(λ) = 0 and applying Theorem 1 in [31] produces the desired
result.
Whilst this results holds for all g it is again an implicit function, this time of λ, and is not
at all trivial to solve. Hence we wish to impose some symmetry conditions on g, to allow the
use of complex analytic properties these conditions produce.
Theorem 4.2.2. Let g be a even symmetric probability distribution, non-increasing on [0,∞)
and let f be the associated dispersion function as per 2.4.1. Let E = {z : <[z] > 1} and
U = 1/f(E). The trivial fixed point of the system in 4.1.1 in the limit as n → ∞ is a.s.
unstable if and only if F (0) ∈ U .
Proof. We apply Lemma 4.2.1 to the trivial solution (r,Ω) = (0, 0). As complex solutions
must come in conjugate pairs, it suffices to look at the solutions to
F (0) =
1
f(1 + λ)
.
Consider the set E. If 1 + λ ∈ E then λ has a positive real part. By Theorem 2.4.4, E and
U = 1/f(E) are conformally equivalent which completes the proof.
As one can see, requiring that f is holomorphic turns out to be incredibly useful. It allows
us to partition the complex plane into two (open) disjoint regions, U where the origin is
unstable and U c where the origin is stable. Let us suppose that F (0; l) depends continuously
on the parameter set l. Supposing that at some value l = l0, F (0; l0) is located in U c, and
after a continuous parameter change to l = l1, F (0; l1) ∈ U . From this we infer that the
system must have undergone a Hopf bifurcation as it passed through the boundary. In
particular, there must exist a l = lc where, without loss of generality, l0 < lc < l1 such that
F (0; lc) ∈ ∂U .
Theorem 4.2.3. Let g be a even symmetric probability distribution, non-increasing on [0,∞)
and let f be the associated dispersion function as per definition 2.4.1. Consider a given
coupling function F ∈ C1 : R+ → C. A non-trivial fixed point of (4.1), given by r = rc and
Ω = Ωc is unstable if 〈
dF
dr
∣∣∣∣
rc
,
d
dµ
(
1
f(µ)
) ∣∣∣∣
1+iΩc
〉
> 0. (4.9)
Proof. In order to prove the desired result, we will first develop a geometric understanding
of the fixed point problem.
We begin with the set E as defined in Theorem 4.2.2 and the open complement Ec which
are separated by the line ∂E = {z : z = 1 + iΩ,Ω ∈ R}. We define the images of E and the
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Figure 4.3: The set E (top, shaded region) and it images U = 1/f(E) for the Gaussian
(bottom left) and Uniform (bottom right) distributions with the same spread σ = 1. The
boundary of these sets, ∂E and ∂U respectively, are shown as the thick lighter coloured
lines. The thick dark line Λ′ in the bottom plots orthogonally intersects ∂U at the point p.
boundary as U = 1/f(E), ∂U = 1/f(∂E). A consequence of Theorem 2.4.4 is that ∂U does
not intersect itself.
Let us also define the line Γ = {z : z = F (r), r ∈ [0,∞)} and P = Γ ∩ ∂U to be the set
of all the points where ∂U and Γ intersect. Clearly a non-trivial synchronised state, given
by (4.6), occurs at a particular point p(r,Ω) ∈ P . It follows from the continuity of F and the
conformal property of 1/f that p(r,Ω) uniquely specifies a pair (r,Ω).
Before we proceed to the discussion of stability, let us recall a property from planar
geometry. Two points ζ1, ζ2 ∈ C are called inversions with respect to a circle of radius c,
centred at q if c2 = (ζ1 − q)(ζ2 − q). Considering (4.7), we see that λ is an eigenvalue for the
linearised system at the point p if
ζ1 =
1
f(1 + iΩ + λ)
and ζ2 =
1
f(1 + iΩ + λ)
(4.10a)
are inversion with respect to the circle
Sp =
{
ζ :
∣∣∣∣p+ r2 dFdr − ζ
∣∣∣∣ = ∣∣∣∣r2 dFdr
∣∣∣∣} . (4.10b)
The real eigenvalues will occur on the circumference of Sp as λ = λ implies that ζ1 = ζ2.
Indeed there is always one solution λ = 0 associated with the rotational frame of reference,
which occurs where the circle Sp intersects the point p.
Positive real eigenvalues can be identified by introducing a horizontal line Λ = {z : 1 +
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a) Unstable b) Stable
Figure 4.4: A synchronised solution at the point p has positive real eigenvalues if the line Λ′
intersects the boundary of I in U at a point other than p. In a) there is such an intersection
implying the existence of at least one positive real eigenvalue for the synchronised solution.
In b) there is no such intersection and thus the synchronised solution is stable.
λ + iΩ, λ ∈ [0,∞)} for Ω at the point p (see Figure 4.3, topmost pane). Clearly Λ and ∂E
intersect orthogonally, so the image of this line Λ′ = 1/f(Λ) will intersect the boundary ∂U
orthogonally at the point p. Additional real eigenvalues occur when the line Λ′ intersects the
circle Sp. Furthermore, if these intersections of Λ′ and Sp occur in the set U , we know that
such intersections correspond to positive real eigenvalues, see Figure 4.4a.
However intersections of Λ′ and Sp only occur when a section of Λ′ lies inside the circle
Sp. Let intSp be the disk bounded by the circle Sp and int I = U ∩ intSp be the subset of the
disk inside the region U . We shall call I the union of int I and the boundary ∂I, with p ∈ I
(see Figure 4.4 a). Suppose that there exists some segment of Λ′ which is inside I such that
Λ′∩ int I 6= ∅ then there must exist at least two points at which Λ′ intersects ∂I and hence the
characteristic equation for the solution at p must have two real eigenvalues λ ≥ 0. If there
is a segment of Λ′ inside I we are guaranteed that at some point Λ′ leaves I. Λ′ can not go
back through the boundary ∂U , as this would require 1/f to no longer be bijective. Neither
can it stay inside I, as the real part of Λ′ is bounded below by an increasing function as per
corollary 2.4.7
There is always at least one point where Λ′ and ∂I intersect; at the point p, where λ = 0.
Thus a sufficient condition for positive real eigenvalues is obtained by requiring that the
outward normal to ∂U at p point into int I, so that Λ′ starts at p and continues into the set
I. Hence we require the inner product between the outward normal to ∂U and the direction
dF/dr from the intersection p to the centre of the circle Sp to be positive.
Thus for any solution p = p(r,Ω), if〈
dF
dr
∣∣∣∣
r
,
d
dµ
(
1
f
) ∣∣∣∣
1+iΩ
〉
> 0 (4.9)
then (4.7) has a positive real eigenvalue and the synchronised solution is unstable, where
〈u, v〉 = <[uv] is the geometric inner product.
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Suppose that Λ′∩ I = {p}, then the synchronised solution at the point p is stable. Clearly
a necessary condition for this to occur is the converse of (4.9) that Λ′ doesn’t immediately
enter int I.
For systems with Cauchy distributed frequencies we have 1/f(µ) = µ + σ. In this
case (4.9) reduces so that dF/dr
∣∣
rc
> 0 implies an unstable state. Further, one can check
via (4.7) to show that two eigenvalues exists, are given by λ = 0 and λ = rdFr/dr, and
hence (4.9) is both necessary and sufficient. One would intuitively expect systems with sim-
ilar distributions to behave similarly. Indeed the condition for complex eigenvalue solutions;
that ζ1, ζ2 as per (4.10) must be geometric inversions with respect to the circle Sp, seems
exceedingly stringent. The stability of a synchronised state seems to be controlled by the
largest eigenvalue, which gives the following conjecture.
Conjecture 4.2.4. The condition for stability/instability in Theorem 4.2.3 is both necessary
and sufficient. In particular for a given coupling function F ∈ C1 : R+ → C, a non-trivial fixed
point of (4.1), given by r = rc and Ω = Ωc is stable if〈
dF
dr
∣∣∣∣
rc
,
d
dµ
(
1
f(µ)
) ∣∣∣∣
1+iΩc
〉
< 0,
and non-hyperbolic at equality.
We note that this conjecture would necessarily be tied to the unimodal symmetry of
g, as in the two oscillator case it has been shown [22] that bifurcations to a stable torus
do exists in some parameter regimes. In the case where this conjecture holds it follows
that bifurcations occur when parametric changes cause the inner product (4.9) change from
positive to negative, in addition to the trivial Hopf bifurcation through which a synchronised
state is created.
Remark 4.2.5. Suppose Conjecture 4.2.4 is true. Then the loss (or gain) of stability of a
non-trivial synchronised solution as above can only occur in one of three 3 ways;
1. a Hopf bifurcation with the trivial solution,
2. a (generalised) saddle-node bifurcation of synchronised solutions, or
3. a (generalised) pitchfork bifurcation of synchronised solutions.
If Conjecture 4.2.4 holds, then one need only consider the different ways Γ can cross ∂U
in order to completely categorise the bifurcations of synchronised solutions. Some possible
ways for a synchronised solution to be created or destroyed are shown in Figure 4.5. If
Conjecture 4.2.4 holds, then Figure 4.5 is a complete list.
In Figure 4.5 a) Hopf bifurcations of the trivial solution occur when Γ is deformed such
that F (0) passes from the set U c to U , creating(destroying) a new synchronised solution. In
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a.) Hopf at origin
i ii iii
c.) Pitchfork Bifurcation of Synchronised Solution
i ii iii
b.) Saddle Node Bifurcation of Synchronised Solution 
i ii iii
Figure 4.5: Hopf and Saddle-node bifurcations of synchronised solutions can occur when
smooth parameter changes cause the coupling function F to deform.
the topmost pane a), two systems are shown with stable trivial solutions solutions. When Γ
is deformed such that F (0) is on the boundary ∂U , the trivial solution undergoes a supercriti-
cal(subcritical) Hopf bifurcation, creating(destroying) synchronised solutions as F (0) passes
into U .
The middle pane, Figure 4.5 b), gives an example of how saddle-node bifurcations can
occur in this system. Suppose there is a convex segment of Γ (i) and Γ is deformed in such
a way that this segment intersect ∂U at one point (ii). At this intersection, both curves are
tangential and thus a semi-stable synchronised solution is created. As Γ is further deformed,
two synchronised solutions will be created, one stable and one unstable (iii).
Figure 4.5 c) shows how a synchronised solution can bifurcate into three synchronised
solutions through a pitchfork bifurcation. A synchronised solution already exists (i) in the
example system. When Γ is deformed such that it intersects tangentially, the synchronised
solution becomes semi-stable (ii). Continuing this deformation causes the synchronised
solution to become unstable (stable) as two new stable (unstable) synchronised solutions
appear through a supercritical (subcritical) pitchfork bifurcation of periodic orbits.
Chapter 5
Applications
We now discuss applications of the main results of Chapter 4 first in the context of nano-
mechanical systems as per Section 1.4, and secondly for general systems of the form (4.1).
In Section 5.1 we discuss the situation known as the resolved sideband regime, where
the average oscillator frequency is orders of magnitude higher than the natural decay rate
of the optical cavity, ωM  1. In this regime, the forcing oscillation v in (1.9a) is detuned
to the Stokes sideband, that is shifted by approximately the average natural frequency of
the mechanical oscillators. We shall show that the coupling function in this regime can
be asymptotically expanded in terms of ω−1M , leading to great simplifications which allow
for insights into the behaviour in this parameter regime. By considering a nanomechanical
system where the oscillator frequencies are Cauchy distributed we present conditions for
the existence of one and two synchronised states. Our bounds are then used to establish
parameter estimates for a selection of recent physical experiments.
In Section 5.2 we investigate systems of the form (4.1) with Gaussian and uniform distri-
butions. We show that scaling properties of the dispersion function f allow for the construc-
tion of bounds on the range of the coupling function F (r) for which synchronised solutions
may exist. We also show how these results can be used to estimate the number of synchro-
nised solutions and to construct a multi-stable system which functions as a binary memory
register.
5.1 Nano-electromechanical Systems in the Resolved Side-
band Regime.
In this section we consider the resolved sideband regime and develop an approximation for
the coupling function F when the external forcing is tuned to the Stokes sideband. In this
situation the cavity detuning ωd is approximately equal to the mechanical resonance ωM such
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that ωd = ωM + ∆ with ∆ ωM .
5.1.1 Approximating the Coupling Function
In this case we have
Xωd [imωM ] =
1
1− i∆ + i(m− 1)ωM ,
so that when m 6= 1 we have
Xωd [imωM ] =
1
i(m− 1)ωM
∞∑
k=0
(
i∆− 1
i(m− 1)ωM
)k
.
Hence we take
Xωd [imωM ] =
 11−i∆ m = 1,i
(1−m)ωM +O(ω
−2
M ) m 6= 1.
(5.1)
We now consider the coupling function as per (3.9a) and break the summation into the
terms where m = 0 and m 6= 0 such that
F (r) =
Gυ2
2ir
[
Xωd [0]Xωd [iωM ]J0
(
r
ωM
)
J1
(
r
ωM
)
+
∑
m6=0
Xωd [imωM ]Xωd [i(m+ 1)ωM ]Jm
(
r
ωM
)
Jm+1
(
r
ωM
)]
.
We use the well-known Bessel Identity
Jm(x) =
x
2m
(Jm−1(x) + Jm+1(x))
to simplify this expression. For clarity we will understand that Jm = Jm(r/ωM). For the term
corresponding to m = 0, we apply this identity on the factor J1 such that
Gυ2
2ir
Xωd [imωM ]Xωd [i(m+ 1)ωM ]JmJm+1
∣∣∣∣
m=0
=
Gυ2
4iωM
X [0]X [iωM ]J0(J0 + J2).
For the terms in the summation; we expand the factor Jm so that we get
F (r) =
Gυ2
4iω
(
X [0]X [iωM ]J0(J0 + J2) +
∑
m 6=0
mXωd [imωM ]Xωd [i(m+ 1)ω]Jm+1(Jm−1 + Jm+1)
)
.
Now, since all the Bessel functions are bounded and mXωd [i(m + 1)ωM ] is O(ω−1M ) for all
m 6= 1, we truncate F (r) by discarding all term of O(ω−3M ) or smaller. In particular, we are
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only left with the terms corresponding to m = 0, 1 so that
F (r) =
Gυ2
4iωM
(
X [0]X [iωM ]J0(J0 + J2) + X [iωM ]X [2iωM ]J2(J0 + J2)
)
+O(ω−3M ). (5.2)
This expansion makes sense from a physical point of view; if we recall that F (r) is propor-
tional to the rotational component of |α|2 counter-rotating at a frequency of ωM . The two
terms in (5.2) represent the contributions from the closest two modes of α. The condition
ωM  1 states that the mechanical resonances are spaced sufficiently far apart relative
to the linewidth of the cavity so that the resonances are essentially filtered out, and hence
captured in the asymptotically small O(ω−3M ) term.
Substituting (5.1) into (5.2) and performing a little algebra gives the leading order approx-
imation
F (r) ≈ Gυ
2
4ω2M(1 + ∆
2)
[
(J0 + J2)
2 + i∆(J22 − J20 )
]
. (5.3)
Figure 5.1 shows the graph of this coupling function. We note that changing the parame-
ters results in a qualitatively similar graph. Indeed, increasing ∆ scales down the graph of
F (r), with the imaginary part being scaled proportionally to ∆/(1 + ∆2), and the real part
proportionally to 1/(1+∆2). The parameters G, υ and ωM simply scale the graph up or down
respectively. Further we note that in the given parameter regime, the value of F (0) is in the
region U and far beyond the plot axis. By Theorem 4.2.2 this implies that the trivial state
given by r = 0 is unstable.
5.1.2 Approximate Conditions for Synchronised Solutions
Let us suppose we have a system with Cauchy distributed frequencies with spread σ. Refer-
ring to Table 2.1, we note that 1/f(µ) = µ + σ. By Lemma 4.1.2 synchronised solutions are
given by the solutions (r,Ω) to (4.6). However in the case of Cauchy distributed frequencies
it suffices to look only at the real part. Indeed we have the following lemma:
Lemma 5.1.1. In the case of system given by (4.1) with Cauchy distributed frequency the
synchronisation problem can be solved analytically. In particular, synchronised states occur
at the solutions in r of
<[F (r)] = 1 + σ, (5.4a)
where σ is the spread of the distribution. Further, the trivial state is stable (unstable) iff
<[F (0)] < (>) 1 + σ, (5.4b)
and a synchronised state given by r = rc is stable (unstable) iff
<
[
dF
dr
∣∣∣∣
rc
]
< (>) 0. (5.4c)
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Gaussian
Cauchy
Uniform
Figure 5.1: Graph of the coupling function F (r) with r ∈ [0,∞), given by (5.3), plotted against
1/f for different distributions with spread σ = 1. Here we show a single coupling function
with parameters are chosen to be ωM = 10, υ = 250, ∆ = 0.5 andG = 1. We can note that
the graph of F starts at F (0) which is in the region U far to the right of the axis.
Proof. For Cauchy distributed frequencies (see Table 2.1) we have 1/f(µ) = µ + σ. By
Lemma 4.1.2 we have
<[F (r)] = 1 + σ, =[F (r)] = Ω.
Hence the frequency Ω depends on r and the value of r is specified by the solutions to (5.4a).
By Lemma 4.2.1 the stability of both the trivial state is determined by the solutions in
λ to (4.7), with stability iff <[λ] ≤ 0 for all solutions in λ. In the trivial case, substituting
(r,Ω) = (0, 0) we have
(1 + σ + λ− F (0))
(
1 + σ + λ− F (0)
)
= 0
which has two solutions given by λ1 = F (0) − (1 + σ) and λ2 = F (0) − (1 + σ), giving the
required result (5.4b).
For a synchronised state, we can substitute F (r) = 1 + σ + iΩ into (4.7) and, after some
basic algebraic manipulations we find that the solutions in λ satisfy
λ
(
λ− r<
[
dF
dr
])
= 0.
Noting that r > 0, we have one solution λ = 0 associated with the centre manifold. The other
eigenvalue is has the same sign as < [dF
dr
]
, which gives the desired result (5.4c).
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Figure 5.2: Plot of r/ωM vs <[F ](r) for (5.3) with logarithmic scale on the vertical axis. For
this graph we have set Gυ2/4ω2M(1 + ∆2) = 1.
In the resolved sideband regime, we use the approximation given by (5.3) which produces
(1 + σ) =
Gυ2
4ω2M(1 + ∆
2)
(J0 + J2)
2. (5.5)
Figure 5.2 shows the graph of <[F ] with Gυ2/4ω2M(1 + ∆2) = 1. We note that the first two
maxima occur at <[F (0)] = 1 and <[F (r1)] ≈ 10−2 where r1 ≈ 5ωM . By scaling the graph of
<]F (r)] by a factor of Gυ2
4ω2M (1+∆
2)
it follows that synchronised solutions exist when
(1 + σ) <
Gυ2
4ω2M(1 + ∆
2)
, (5.6a)
and multistability occurs when
(1 + σ) <
Gυ2
4ω2M(1 + ∆
2)
× 10−2. (5.6b)
Let us return to the physical parameters (denoted with primes) as defined in Section 1.4
and in particular (1.11). We define C0 = γG2 = G′
2/(γ′κ′) as the single photon optomechan-
ical cooperativity for one resonator, so that nC0 is the optomechanical cooperativity of the
entire array. Hence (5.6a) becomes
υ′2
1 + ∆2
>
4ω′M
2
nC0κ′2
(1 + σ). (5.7)
The right hand side of (5.7) captures how much power is transmitted through the side-
band and is reduced in a Lorentzian fashion (that is, scaled down by factor of (1 + ∆2)−1)
as ∆ is increased. Indeed the amount of power entering the optical system is given by
Pin =
~ω′e
κ′a
u†u where ω′e is the un-normalised laser frequency as per (1.10), κ′a = 2κ′ is the
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cavity linewidth, and u†u ≈ κ′2υ′2 is incoming photon count. Hence an increase in the array
cooperativity by either increasing C0 or by increasing the number of mechanical elements n
should result in less input power to achieve a synchronised state. Setting ∆ = σ = 0 we find
the minimum power for synchronisation
Pmin =
4~ω′eω′M
2
C0κ′a
(5.8)
and the minimum power for multi-stability Pms = Pmin × 102 satisfy
Pin
(1 + ∆2)(1 + σ)
>
Pmin
n
and
Pin
(1 + ∆2)(1 + σ)
>
Pms
n
respectively.
In table 5.1 we calculate Pmin and Pms for four recent experiments in the resolved sideband
regime. In each case we have used the physical parameters to produce estimates for the
minimum power entering the cavity required to achieve synchronisation Pmin and to allow for
multistability Pms. For systems of n identical resonators these estimates will decrease by a
factor of 1/n.
The experiment by Gro¨blacher, et al. [19] published in Nature, 2009, used a common
setup known as a Fabry-Pe´rot cavity. In this case the optical cavity was constructed using
two highly reflective surfaces. The mirror on one end is suspended and allowed to vibrate
forming a mechanical resonator. The other is partially transparent allowing photons to enter
and photon-phonon exchange occurs as photons bounce off the suspended mirror.
In a letter to Nature, 2011 Chan, et al. [7] detailed an optomechanical system constructed
using a patterned nanobeam suspended on the surface layer of a silicon-on-insulator mi-
crochip and externally driven via a tapered optical fibre. A perturbation in patterning at the
centre of the nanobeam creates an localised optical and mechanical resonance which are
coupled through radiation pressure.
Another experimental setup as seen in Verhagen, et al.’s 2012 letter in Nature [42] in-
volving toroidal microcavities. In this situation the optical cavity is constructed with the whis-
pering gallery mode of a toroidal resonator. The torus is held in place with four spokes
anchored at the centre with the expansion and contraction of the entire structure taken to be
the mechanical resonator, which is coupled to the optical mode via radiation pressure.
The most recent experiment listed in table 5.1 published in 2016 by Dieterle, et al. [12]
and involved coupling an aluminium microwave coil resonator to a silicon H-slot mechanical
resonator, fabricated on a single microchip. Whilst this is an electromechanical system,
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Ref. Type κ′a ω′a γ′M ω′M C0 Pmin Pms
[19] FPC 215 kHz 1PHz 140Hz 950 kHz 2.42× 10−7 7.31µW 731µW
[7] SMC 500MHz 195THz 35 kHz 3.68GHz 47.3× 10−3 47 nW 4.7µW
[42] TMC 10MHz 61.2THz 1MHz 78MHz 1.16× 10−6 13.5µW 1.35mW
[12] MEC 4.5MHz 8.87GHz 25.7Hz 9.69MHz 5.15× 10−6 15.2µW 1.52mW
Table 5.1: Experimental parameters for recent experiments in the resolved sideband regime.
The different topologies are Fabry-Pe´rot cavity (FPC), silicon microchip (SMC), Toroidal mi-
crocavity (TMC) and superconducting microwave resonator (MEC).
not an optomechanical system, the theoretical model is the same with the coil resonator
performing the same function as an optical cavity would in an optomechanical system. In
this case the resonant frequency of the coil resonator depends upon the displacement of the
mechanical system. When the coil resonator is inductively driven, a radiation pressure force
is imparted on the mechanical system which in turn modulates the microwave resonance
and forms and hence couples the mechanical and microwave modes.
Thermal fluctuations are a significant source of noise and measurement error in these
experiments. It has been shown [46] that synchronisation can provide improvements of the
signal to noise ratio in optomechanical experiments. From table 5.1 we see that synchroni-
sation is indeed achievable for systems in the given parameter regimes and thus could be
useful for increasing the accuracy of future experiments.
5.2 Estimation of Synchronised States.
For this section we will be concerned with systems of the form (4.1) and how the synchro-
nised states depend upon the choice of distribution. We consider systems with uniform and
Gaussian distributed frequencies and show that scaling properties produce bounds on the
coupling F for which synchronisation can occur. These results will be used to create a bi-
stable system which is robust to frequency variations and can therefore be used as binary
latch.
5.2.1 Limits and Scaling Properties
Let us consider a family of probability distributions, parametrised by σ > 0, which satisfy the
scaling property
g(ω;σ) =
1
σ
g
(ω
σ
; 1
)
. (5.10)
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Figure 5.3: The mapping µ → 1/f(µ) for (a) Gaussian and (b) Uniform distributed frequen-
cies both with spread σ = 1. The domain is the open right half plane, with the leftmost line
being the image of vertical line <[µ] =  where 0 <  1. The grid has been constructed by
varying both <[µ] and =[µ] by 1/4 unit increment. In the case of Cauchy distributed frequen-
cies (not shown) the mapping is given by µ → µ + σ and is hence just a linear shift to the
right.
It follows from [31] Section 5.1 that the associated family of dispersion functions obey the
same scaling property. We can see this by observing
f(µ;σ) =
∫ ∞
−∞
g(ω;σ)
µ− iω dω =
∫ ∞
−∞
g(ω/σ; 1)
µ− iω
dω
σ
,
then by change of integration variable ω → σω′ it follows that∫ ∞
−∞
g(ω/σ; 1)
µ− iω
dω
σ
=
∫ ∞
−∞
g(ω′; 1)
µ− iσω′ dω
′ =
1
σ
∫ ∞
−∞
g(ω′; 1)
µ/σ − iω′ dω
′,
hence
f(µ;σ) =
1
σ
f
(µ
σ
; 1
)
. (5.11)
This is useful as it means we only need understand how the dispersion function behaves for
a particular value of σ, and we can recover the behaviour of the entire family from (5.11).
Further it follows that the family of mappings µ → 1/f(µ;σ) for µ in the right half plane are
qualitatively similar. Figure 5.3 shows these mappings for the uniform and Gaussian distri-
butions with σ = 1 and zero mean. We also note that in the case of the Cauchy distribution
we have 1/f(µ;σ) = µ + σ so that the image of the right half plane will simply be a linear
shift by σ.
From Figure 5.3 one can observe that, in the case of both the Gaussian and uniform
distributions, for a given <[µ] = µr the real part of 1/f(µ) is maximum along the real axis. In
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this case we can always find a particular Cauchy distribution with spread σc such that
<
[
1
f(µ;σ)
]
≤ µr + σc. (5.12)
This upper bound seems to hold for general symmetric probability distributions. However, a
proof of this property has not yet been established.
It is also useful to look at the limit as σ → 0. It is well known that for probability distribu-
tions we have
lim
σ→0+
g(ω;σ) = δ(ω),
where the limit is taken in the weak sense. For all <[µ] > 0 it then follows that
lim
σ→0+
f(µ;σ) =
∫ ∞
−∞
δ(ω)
µ− iω dω =
1
µ
.
This corresponds to the situation where all oscillators have exactly the same natural fre-
quency. As we are primarily concerned with 1/f(µ), one can observe that this limiting case
provides a natural lower bound as per remark 2.4.8.
5.2.2 Synchronised States for Gaussian and Uniformly Distributed Os-
cillators.
Let us consider a system of oscillators given by (4.1) with a general coupling function F .
Let us suppose that the oscillator frequencies are either Gaussian or uniformly distributed.
Due to the scaling property (5.11) we can take σ = 1 without loss of generality. We wish to
establish conditions on F such that the dynamics of (4.1) are qualitatively similar for uniform,
Gaussian or Cauchy distributed frequencies.
As per Lemma 4.1.2, for sufficiently large n, synchronised states occur at the solutions
(r,Ω) to F (r) = 1/f(1 + iΩ). For a given coupling function and distribution, one can graph-
ically identify the existence of synchronised states as in Figure 5.4. This avoids attempting
to find inverses to either the coupling function F or the dispersion function f .
For both the Gaussian and uniform distributions it follows from (5.12) and corollary 2.4.7
that there exists a σc such that
1 ≤ <
[
1
f(1 + iΩ)
]
≤ 1 + σc (5.13)
so that the curve 1/f(1 + iΩ) is contained within a vertical strip of width σc. We thus have the
following estimate:
Theorem 5.2.1. Consider a system given by (4.1) with either Gaussian or uniformly dis-
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Figure 5.4: The existence of synchronised solutions of the system given by (4.1) for the
Cauchy, Uniform and Gaussian distributed frequencies with spread σ = 1 (see Table 2.1). In
each case, and for the given coupling function F , the trivial state is unstable and one stable
synchronised solution exists.
tributed frequencies ωj and a specified coupling function F (r). Let
σc = max
Ω∈R
<
[
1
f(1 + iΩ)
]
− 1.
If F (r) = 1 +σ has the same number of solutions in r for σ = 0 and σ = σc, and <[dFdr ] 6= 0 for
all r such that 1 ≤ F (r) ≤ 1 + σc then (4.1) has at least the same number of synchronised
states as the equivalent identical oscillator problem.
Proof. Since <[dF
dr
] 6= 0 inside the strip defined by (5.13), the real part of F (r) must be strictly
increasing or decreasing inside this strip. Hence we can construct a sequence of intervals
Rj = (pj, qj) such that <[F (pj)] = 1 and <[F (qj)] = 1 +σ, and F (Rj) is contained completely
inside the strip. By (5.13) and the Intermediate Value Theorem, it follows that for each Rj
there exists at least one r ∈ Rj such that F (r) = 1/f(1 + iΩ). Repeating for each Rj gives
the desired result.
Additionally, as illustrated in Figure 5.4, if one has further information on F (r), for example
good bounds on the location and number of sign changes of <[dF/dr] and =[dF/dr] inside
the set {r : F (r) ∈ [1, 1 + σc]}, then one may extend the rigorous synchronisation analysis
done for the Cauchy distribution to the case of uniform and Gaussian distributed frequencies.
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(a) Bi-stable state (b) Set low (c) Set high
Figure 5.5: An example of using bi-stability to construct memory. In the bi-stable state (a),
both high and low frequency states are stable. By changing the parameters of the coupling
F such that it shifts right, the high frequency state disappears via a saddle-node bifurcation
leaving only a low frequency state (b). Returning the parameters of F to the original state (a)
keeps the system in the low frequency state. Similarly, if the parameters of F were changed
such that it shifts to the left, the low frequency state becomes is destroyed, leaving only a
high frequency state (c) which is maintained as parameters return to the bistable state (a).
5.2.3 An application as a robust frequency latch.
We now show how Theorem 5.2.1 can be used to construct a switching system with robust-
ness towards the natural frequencies of individual oscillators. It is reasonable to assume that
when manufacturing an array of resonators one would expect some variation in the natural
frequencies of each oscillator. For example, manufacturing nanomechanical resonators is
somewhat complicated and can involve chemical etching to construct nano-scale beams [7]
or disks [42]. Minor defects from the etching process can cause differences in the natu-
ral frequencies of the resonators. We assume that for a given physical sample the natural
frequencies are Gaussian with spread σ = 1.
Suppose that we can construct a coupling function F (r;λ) with generalised parameters
λ. Suppose that in the initial configuration λ = λ0 is shown in Figure 5.5a and has two
stable and one unstable synchronised states for the equivalent identical oscillator problem,
and Cauchy distributed problem as per 5.2.1. Let us suppose that we have sufficient bounds
on <[F ] and =[F ] so that we can extend the results concerning the Cauchy distribution
to the Gaussian. Further, assuming Conjecture 4.2.4 holds, this condition implies that the
synchronised states have the same stability and hence the identical oscillator problem and
the Gaussian problem are qualitatively equivalent. In this particular case both exhibit bi-
stability with one stable high frequency synchronised state and one stable low frequency
synchronised state.
Suppose we smoothly vary the parameter λ such that the region of the coupling function
in 5.5a is shifted to the right and that at λ = λl only one synchronised state remains for the
identical oscillator, the Gaussian, and the Cauchy problem. In this case, the high frequency
state disappears via a saddle-node bifurcation (albeit at different values of λ for different dis-
tributions) leaving only the low frequency state (Figure 5.5b). If the bifurcation parameter λ is
then returned to the initial configuration λ = λ0, the system will remain in the low frequency
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state.
Similarly, smoothly varying the parameter λ such that the F is shifted left will destroy the
low frequency state (Figure 5.5c) for all distributions and the system will thus be attract to
the high frequency synchronised state at λ = λh. On returning to the bi-stable configuration
λ = λ0 the system remains in the high frequency synchronised state.
Such a system could be used as a latch or memory as the bi-stable state ‘remembers’
what the last parameter change was. For such a system, one need only calculate the bifur-
cation points λh for the identical and λl Cauchy distributed systems which is a significantly
easier problem than for the system with Gaussian distributed frequencies.
Chapter 6
Measurement and Noise
Controlling thermal noise is critically important in engineered quantum systems, as noise
can often mask quantum effects of interest. Recent experimental data [46] has shown the
capacity for synchronised states to improve the signal-to-noise ratio in certain optomechan-
ical systems.
In this chapter, we will discuss how the presence of noise impacts the spectral properties
of the optical system. Our goal is to be able to infer what the mechanical system is doing
by simply measuring the frequency content of the optics. Section 6.1 will be a brief review
of the relevant stochastic calculus followed by a discussion of cyclostationary or periodically
correlated processes. In Section 6.2 we present an approximation of the optical dynamics in
the state where the mechanical system is synchronised. We derive the expected value and
autocorrelation; and conclude that it is an asymptotically cyclostationary process. Finally, in
Section 6.3 we apply results from the previous sections to the example system in Section 3.2
and demonstrate how cyclostationarity aids in the detection of synchronised states.
6.1 Stochastic Calculus
We will denote a stochastic process {α(t, x) : t ∈ [0,∞), x ∈ X} with the representation
αt defined on the probability space (X,B, P ) where X is the sample space, equipped with
a sigma field B and P is a probability measure on the elements of B. We will concern
ourselves with second-order processes, where E [|αt|2] <∞ for all t. We can recall that one
can construct the Wiener increment
dWt = ξtdt
from the Gaussian process ξt. We assume that ξt is the white noise limit of a physical noise
process and hence it is appropriate to use Strotonovich stochastic calculus. We refer the
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reader to Chapters 4 and 8 of [16] for further details.
A stochastic process αt is said to be stationary in the wide sense(WSS) [40] if the ex-
pected value E [αt] = c is constant, and the autocorrelation
R(t, τ) = E [αtαt+τ ] (6.1)
depends only on the difference in time τ . In this situation it is standard practice to drop the
explicit dependence on t, so that we have R(t, τ) = R(τ).
It is well known that for a WSS process the autocorrelation function is a hermitian func-
tion. Indeed, we can observe that by rearranging (6.1) in terms of t− τ we have the following
R(t,−τ) = R(t− τ, τ). (6.2)
In the case of WSS processes we recover R(−τ) = R(τ) as required.
For WSS processes, the Khinchin-Wiener relation (Section 3.2.1 [40]) states the spectral
density
S(ν) = E
[
lim
T→∞
1
T
∣∣∣∣∫ T
0
αt e
−iνtdt
∣∣∣∣2
]
and the autocorrelation function are Fourier transform pairs, that is S(ν) = F [R(τ)](ν). For
WSS processes, this provides an effective way to identify the frequency content. How-
ever, for non-stationary processes this no longer holds as R(t, τ) is no longer indepen-
dent of t and hence the Fourier transform of the autocorrelation function F [R(t, τ)](ν) =∫∞
−∞R(t, τ)e
−iτν dτ will necessarily depend on the reference time t.
It is reasonable, however, to think that an oscillating system may have statistics which
are instead periodic or almost periodic. By definition these processes will be non-stationary,
which leads to the following:
Definition 6.1.1 (Cyclostationary Process [17]). A second-order stochastic process αt is
said to be cyclostationary in the wide sense if there exists some T > 0 such that
E [αt] = E [αt+T ] , (6.3a)
R(t, τ) = R(t+ T, τ), (6.3b)
for all t, τ .
Periodicity suggests we can construct a series expansion for R. Indeed, if the Fourier
series expansion of R(t, τ) converges, we may define ω = 2pi/T and write
R(t, τ) =
∞∑
k=−∞
Rk(τ)eikωt, (6.4)
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where Rk(τ) is the kth cycle autocorrelation function. We can also define the kth spectral
correlation density function [17] as the Fourier transform
F k(ν) =
∫
R
Rk(τ)e−iντ dτ, (6.5)
which reduces to the spectral density when k = 0. We interpret (6.5) as a statistic describing
the correlation between the spectral component at ν and the spectral component at ν − kω.
When Rk ≡ 0 for all k 6= 0, (6.4) is independent of time and the process is thus WSS. In
this situation all spectral correlation density functions are zero except F 0(ν) from which we
recover the Khinchin-Wiener relation.
More generally, a stochastic process αt is said to be asymptotically cyclostationary [17]
if the expected value is asymptotically periodic
E [αt] = E [αt+T ] + rα(t) (6.6a)
and the autocorrelation function is of the form
R(t, τ) =
∞∑
k=−∞
Rk(τ)eikωt + rαα(t, τ), (6.6b)
where both remainder terms have limiting values lim|t|→∞ rα(t) = 0 and lim|t|→∞ rαα(t, τ) = 0.
One can expect this to occur, for instance, in causal systems which are sufficiently damped,
so that they rapidly damp out initial conditions and random fluctuations. In such systems it is
common to discard the transient behaviour, and instead consider the system in the limit as
|t| → ∞.
For non stationary processes, it is often useful to analyse how the spectral properties
evolve over time using time-frequency analysis. There are a variety of ways to describe these
properties, and the particular approach taken often depends on the physical phenomenon.
We refer the reader to [9] Chapters 5 and 6 for details. In any case, (6.4) drastically simplifies
the calculation of time-frequency statistics. As an example, we will consider the Wigner-Ville
distribution [37] defined as
Wα(t, ν) =
∫ ∞
−∞
E
[
αt−τ/2αt+τ/2
]
e−iντ dτ.
The Wigner-Ville distribution roughly captures how the spectral characteristics of a pro-
cess evolve over time [9]. For stationary processes this reduces to the aforementioned
Khinchin-Wiener relation. In the case of cyclostationary processes we have
E
[
αt−τ/2αt+τ/2
]
=
∞∑
k=−∞
Rk(τ)eikω(t−τ/2)
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so the Wigner-Ville distribution can be expressed as a sum over the spectral correlation
density functions
Wα(t, ν) =
∞∑
k=−∞
eiωktF k(ν + kω/2). (6.7)
6.2 Cavity Spectrum
To calculate the spectral statistics of the optical system, we begin with (1.12a) ;
dα
dt
= −
[(
1− iωd + iβ + β
2
)
α + iυ
]
, (6.8)
where β = 1
n
∑n
j=1 βj.
Let us suppose that the mechanical system is in a synchronised state with βj = zj exp(−iωM t)
and zj given by the solutions (4.2). In the synchronise state each zj is fixed in amplitude and
relative phase, and is rotating at a frequency of γΩ. As each βj is rotating at the same rate
so too is the average β. As an approximation, we suppose that the noise does not influence
the existence of synchronised states, and results in additive noise about the position of each
βj.
Hence we shall introduce the model
β + β
2
= r cos(ωet− Φ) + ςγξt, (6.9)
where ωe = ωM − γΩ is the effective parametric frequency, Φ is the mean field phase and
ςγ =
√
γς and ξt is a real-valued noise process. We shall make the assumption that ξt
is a Gaussian white noise process, hence the Stratonovich differential equation resulting
from (6.8) and (6.9) is given by
dαt = − ([1− iωd + ir cos(ωet− Φ)]αt + iυ) dt− iςγαtdWt. (6.10)
It follows from Section 3.1.2 that, in the limit as ςγ goes to zero, αt should be asymptoti-
cally periodic. Indeed, the main result of this section is the following:
Theorem 6.2.1. The stochastic process αt described by (6.10) is asymptotically cyclosta-
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tionary with cycle autocorrelation functions given by
Rk(τ) = υ2e−ikΦ
∑
j,l,m
Jj
(
r
ωe
)
Jl
(
r
ωe
)
Jm
(
r
ωe
)
Jk+j+l−m
(
r
ωe
)
(
Xωd [ς2γ/2 + ilωe]Xωd [ς2γ/2 + ijωe]ei(l−m
′)ωeτ
+e−[1+
ς2γ
2
+i(mωe−ωd)]τ
[Xωd [ς2γ/2 + ilωe] + Xωd [−ς2γ/2 + ilωe]
2 + i(l − j)ωe
+Xωd [ς2γ/2 + ijωe]
(Xωd [−ς2γ/2 + ilωe]−Xωd [ς2γ/2 + ilωe]) ]). (6.11)
Here Jk(x) is the kth Bessel function of the first kind, and Rk(τ) is defined for τ ≥ 0.
Proof. To prove this we will first show that (6.10) can be expressed as an integral equation.
This is the content of Section 6.2.1. Following this, in Section 6.2.2 we show that the ex-
pected value E [αt] is asymptotically periodic in the limit as t → ∞. Finally in Section 6.2.3,
we show that the autocorrelation function is of the form (6.6b) with the same periodicity as
the expected value. We note that since αt is causal; that is, at time t0, αt0 does not depend
on t > t0. Further, by definition αt is supported only for t ≥ 0 so we only need consider the
asymptotic behaviour as t→∞. This corresponds to the physical situation where one starts
the system αt in a given state α0 at t = 0 from which it evolves forwards in time, and that the
state at any given time t0 does not depend on the future configuration.
6.2.1 Solving for αt
We are going to use an integrating factor technique to solve this, so let
ψt = exp
[
(1− iωd)t+ i r
ωe
sin(ωet− Φ)
]
, Ξt = exp(iςγWt).
Hence, dψt = [1− iωd + ir cos(ωet− Φ)]ψtdt and dΞt = iςγΞtdWt.
This allows us to rewrite (6.10) as
dαt = −ψ−1t αtdψt − Ξ−1t αtdΞt − iυdt
and multiplying by ψtΞt allows us to see
d(αtψtΞt) = −iυψtΞtdt,
which integrates to
αt = ψ
−1
t Ξ
−1
t
[
α0ψ0Ξ0 − iυ
∫ t
0
ψsΞsds
]
. (6.12)
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We note that ψ−1t Ξ
−1
t = O(e
−t), which implies the system rapidly damps out the initial condi-
tions. We will use this to our advantage throughout the following section.
6.2.2 Calculating the Expected Value
To calculate the expected value, let us begin by considering (6.12), and discard the rapidly
decaying terms. We then have
E [αt] = −iυ
∫ t
0
ψ−1t ψsE
[
Ξ−1t Ξs
]
ds+O(e−t). (6.13)
Our approach will be similar to Section 3.1.2 and will involve decomposing the inte-
grand into Fourier components using the Jacobi–Anger expansion (3.7). Let Jk(x) be the
kth Bessel function of the first kind, we define the constants
Jk = Jk
(
r
ωe
)
so that we have
ψs = e
(1−iωd)s+i rωe sin(ωes−Φ) =
∞∑
k=−∞
Jke
[1+i(kωe−ωd)]s−ikΦ (6.14a)
and the inverse
ψ−1t =
∞∑
l=−∞
Jle
−[1+i(lωe−ωd)]t+ilΦ. (6.14b)
In order to simplify our calculations, we define
Ek(t) = e
[1+i(kωe−ωd)]t (6.15a)
so that Ek(−t) captures the damping and detuning of the kth mode of ωe. We note that Ek
has the values
Ek(0) = 1, |Ek(t)| = et. (6.15b)
so that we have limt→∞Ek(−t) = 0. We also have algebraic properties
Ek(t)Ek(s) = Ek(s+ t), (Ek)
−1(t) = Ek(−t), (6.15c)
and an anti-derivative in terms of the susceptibility function (2.3)∫
Ek(t)e
νtdt = Xωd [ν + ikωe]Ek(t)eνt. (6.15d)
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The following antiderivative∫
Ek(t)El(t)dt =
1
2 + i(k − l)ωeEk(t)El(t) (6.15e)
will also be of use when calculating the autocorrelation function of αt.
We can now express (6.14a) as
ψs =
∑
k
Jke
−ikΦEk(s).
For (6.14b) we can fix any fixed integer k and write
ψ−1t =
∑
l
Jle
ilΦ+i(k−l)ωetEk(−t).
Hence the product is given by
ψ−1t ψs =
∑
k,l
JkJle
i(k−l)(ωet−Φ)Ek(s− t)
and after re-ordering the summation by setting l = k −m we have
ψ−1t ψs =
∑
k,m
JkJk−meim(ωet−Φ)Ek(s− t). (6.16)
We now turn to the noise term Ξ−1t Ξs. It is useful for us to recall the well-known result
that if Z is a Gaussian random variable with mean zero, then
E [exp(Z)] = exp
(
1
2
E
[
Z2
])
.
Hence by setting Z = iςγ(Ws −Wt) we have
E
[
Ξ−1t Ξs
]
= exp
(
−ς
2
γ
2
E
[
(Ws −Wt)2
])
. (6.17)
Now, since 0 < s < t, we have
E
[
(Ws −Wt)2
]
= t− s =⇒ E [Ξ−1t Ξs] = exp(ς2γ2 (s− t)
)
. (6.18)
Substituting (6.16) and (6.18) into (6.13) we have
E [αt] = −iυ
∑
k,m
JkJk−meim(ωet−Φ)
∫ t
0
Ek(s− t)eς2γ(s−t)/2 ds. (6.19)
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It follows from (6.15d) that∫ t
0
Ek(s− t)eς2(s−t)/2 ds = Xωd
[
ς2γ/2 + ikωe
] (
1− Ek(−t)e−ς2γt/2
)
(6.20)
and hence (6.19) becomes
E [αt] = −iυ
∑
k,m
JkJk−meim(ωet−Φ)Xωd
[
ς2γ/2 + ikωe
]
+O(e−t). (6.21)
It is important to note that this is a function of time t, and hence not wide sense stationary.
Indeed, for sufficiently large t the expected value asymptotes to a Fourier series and is
periodic with a period T = 2pi/ωe.
6.2.3 Computing the Autocorrelation Function
We now turn our attention to the autocorrelation function
R(t, τ) = E [αtαt+τ ]
= υ2
∫ t
0
∫ t+τ
0
(ψ−1t ψs′)ψ
−1
t+τψsE
[
(Ξ−1t Ξs′)Ξ
−1
t+τΞs
]
dsds′. (6.22)
We shall follow a similar approach to Section 6.2.2 by expressing the deterministic part as
a sum of the functions Ek. We shall then calculate the expected values for stochastic terms
and solve the resulting integrals.
For the deterministic part, we recall (6.16) to write
(ψ−1t ψs′)ψ
−1
t+τψs =
∑
j,k,l,m
JjJj−kJlJl−mEl(−t− τ)Ej(−t)eimωeτ+i(m−k)(ωet−iΦ)El(s)Ej(s′). (6.23)
Similar to (6.17), we can write the noise term as
E
[
(Ξ−1t Ξs′)Ξ
−1
t+τΞs
]
= exp
(
−ς
2
γ
2
E
[
(Ws −Wt+τ −Ws′ +Wt)2
])
. (6.24)
Since s < t+ τ , s′ < t and τ ≥ 0 without loss of generality, we have
E
[
(Ws −Wt+τ −Ws′ +Wt)2
]
= τ + s′ − s+ 2[min(s, t)−min(s, s′)].
We thus have the piecewise expression of (6.24)
E
[
(Ξ−1t Ξs′)Ξ
−1
t+τΞs
]
=

exp
[
− ς2γ
2
(τ + s′ − s)
]
, 0 ≤ s < s′,
exp
[
− ς2γ
2
(τ + s− s′)
]
, s′ < s < t,
exp
[
− ς2γ
2
(2t+ τ − s− s′)
]
, t ≤ s.
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which we shall use to split the inner integration of (6.22) into parts. Let us define
I
(1)
j,l (t, τ) = El(−t− τ)Ej(−t)
∫ t
0
∫ s′
0
Ej(s′)El(s)e−
ς2γ
2
(τ+s′−s) dsds′, (6.25a)
I
(2)
j,l (t, τ) = El(−t− τ)Ej(−t)
∫ t
0
∫ t
s′
Ej(s′)El(s)e−
ς2γ
2
(τ+s−s′) dsds′, (6.25b)
I
(3)
j,l (t, τ) = El(−t− τ)Ej(−t)
∫ t
0
∫ t+τ
t
Ej(s′)El(s)e−
ς2γ
2
(2t+τ−s−s′) dsds′ (6.25c)
which, when combined with (6.23), allows us to write (6.22) as a reasonably simple integral
R(t, τ) = υ2
∑
j,kl,m
JjJj−kJlJl−meimωeτ+i(m−k)(ωet−iΦ)
[
I(1) + I(2) + I(3)
]
. (6.26)
Now for (6.25a), we evaluate the inner integral by applying (6.15d) to produce
I(1) = Xωd [ς2γ/2 + ilωe]El(−t− τ)Ej(−t)e−
ς2γ
2
τ
∫ t
0
Ej(s′)[El(s′)− e−
ς2γ
2
s′ ]ds′.
By both (6.15e) and (6.15d) we have
I(1) = Xωd [ς2γ/2 + ilωe]El(−t− τ)Ej(−t)e−
ς2γ
2
τ
[
Ej(t)El(t)− 1
2 + i(l − j)ωe
+Xωd [−ς2γ/2 + ijωe]
(
Ej(t)e
− ς
2
γt
2 − 1
)]
. (6.27)
For the first term of (6.27), using (6.15c) it follows that El(−t− τ)Ej(−t)Ej(t)El(t) = El(−τ),
and by (6.15b) that the remaining terms are exponentially decaying. Hence we have
I(1) = Xωd [ς2γ/2 + ilωe]
El(−τ)e−
ς2γ
2
τ
2 + i(l − j)ωe +O(e
−t). (6.28a)
Similarly for (6.25b) we have
I(2) = Xωd [−ς2γ/2 + ilωe]
El(−τ)e−
ς2γ
2
τ
2 + i(l − j)ωe
+Xωd [−ς2γ/2 + ilωe]Xωd [ς2γ/2 + ijωe]El(−τ)e−
ς2γ
2
τ +O(e−t). (6.28b)
For (6.25c) we can rearrange and compute the integrals so that
I(3) =
∫ t
0
Ej(s′ − t)e ς
2
2
(s′−t) ds′
∫ t+τ
t
El(s− t− τ)e ς
2
2
(s−t−τ) ds
= Xωd [ς2γ/2 + ilωe]Xωd [ς2γ/2 + ijωe]
(
1− El(−τ)e−
ς2γ
2
τ
)
+O(e−t). (6.28c)
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We now can rewrite (6.26) as
R(t, τ) = υ2
∑
j,k,l,m
JjJj−kJlJl−mei(m−k)(ωet−Φ)
[
Xωd [ς2γ/2 + ilωe]Xωd [ς2γ/2 + ijωe]eimωeτ
+El(−τ)e
−
(
ς2γ
2
−im
)
τ
(
1
2 + i(l − j)ωe
(Xωd [ς2γ/2 + ilωe] + Xωd [−ς2γ/2 + ilωe])
+Xωd [ς2γ/2 + ijωe]
(Xωd [−ς2γ/2 + ilωe]−Xωd [ς2γ/2 + ilωe]))]+O(e−t). (6.29)
Since we are concerned with the long-term steady state statistics, we assume t is sufficiently
large so that the exponentially decaying term goes to zero. In this limit as t → ∞, R(t, τ)
asymptotes to a periodic function with a period T = 2pi/ωe and hence αt is a asymptotically
cyclostationary process. Indeed setting k′ = m− k and m′ = l −m gives
R(t, τ) =
∑
k′
eik
′ωetRk
′
(τ) +O(e−t)
from which we can read off the desired cycle autocorrelation functions (6.11).
6.2.4 Spectral correlation densities of αt
In order to work out the spectral correlation density functions, we recall that we have as-
sumed that τ ≥ 0 for the calculation of (6.11). Dropping the prime notation, we use (6.2) to
extend the definition of R(t, τ) such that
R(t, τ) =

∑
k e
ikωetRk(τ) τ ≥ 0,∑
k e
−ikωe(t+τ)Rk(−τ) τ < 0.
We can express this in a more useful form by reordering the summation for τ < 0 via setting
k → −k and using u(τ) as the Heaviside step function such that the kth cycle correlation
function Rk(τ) defined for τ ∈ R becomes
Rk(τ) = u(τ)Rk(τ) + u(−τ)e−ikωeτRk(−τ). (6.30)
We wish to take the Fourier transform of (6.30), but let us first recall that for any L1 function
f we have F [f(−τ)](ν) = F [f(τ)](ν). Hence we have
F k(ν) = F [u(τ)Rk(τ)] (ν) + F [u(τ)Rk(τ)] (ν − kωe).
Now, looking at (6.11) we only need the following two Fourier transforms
F [u(τ)ei(l−m)ωeτ ] = 1
i(ν − (l −m)ωe) + piδ(ν − (l −m
′)ωe)
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and
F [Em(−τ)e−
ς2γ
2
τ ] =
∫ ∞
0
e
−
(
1+
ς2γ
2
+i[mωe−ωd+ν]
)
τ
dτ = Xωd
[
ς2γ/2 + i (ν +mωe)
]
.
Hence we have
F [u(τ)Rk(τ)](ν) = υ2e−ikΦ
∑
j,l,m
JjJlJmJk+j+l−mcj,k,l,m(ν),
where
cj,k,l,m(ν) = Xωd [ς2γ/2 + ilωe]Xωd [ς2γ/2 + ijωe]
(
1
i(ν − (l −m)ωe) + piδ(ν − (l −m)ωe)
)
+ Xωd
[
ς2γ/2 + i (ν +mωe)
](Xωd [ς2γ/2 + ilωe] + Xωd [−ς2γ/2 + ilωe]
2 + i(l − j)ωe
+ Xωd [ς2γ/2 + ijωe]
(Xωd [−ς2γ/2 + ilωe]−Xωd [ς2γ/2 + ilωe])). (6.31)
Finally this results in the cycle spectral correlation densities
F k(ν) = υ2
∑
j,l,m
JjJlJmJk+j+l−m
(
e−ikΦcj,k,l,m(ν) + eikΦcj,k,l,m(ν − kωe)
)
. (6.32)
One can note that in the case where r = 0, Jj(0) = 1 if and only if j = 0. Hence for the trivial
solution, F k(ν) = 0 for all k 6= 0, so the trivial state is indeed wide sense stationary. We do
not expect that any other stationary solutions to exist. Observing (6.31) we also note that
cj,k,l,m(ν) is unbounded when ν = (l −m)ωe and that the remaining terms are of order one
for sufficiently small ςγ.
When performing numerical calculations it is useful to replace the unbounded terms with
ones that are bounded, but large, in order to compare the size of each F k(ν). Indeed we
have the following limit taken in the weak sense
lim
→0+
1
+ i(ν − (l −m)ωe) =
(
1
i(ν − (l −m)ωe) + piδ(ν − (l −m)ωe)
)
.
will be useful for numerical calculations, in particular to give the approximation for small 
cj,k,l,m(ν) ≈ c˜j,k,l,m(ν) = 1
+ i(ν − (l −m)ωe)Xωd [ς
2
γ/2 + ilωe]Xωd [ς2γ/2 + ijωe] (6.33)
which will greatly simplify computations of each cj,k,l,m.
Wigner-Ville Distribution for the Two Oscillator Problem 72
6.3 Wigner-Ville Distribution for the Two Oscillator Prob-
lem
To illustrate how the Wigner-Ville distribution can be used to infer the state of the mechanical
system, let us consider a two oscillator problem as per Section 3.2. We shall use the same
parameter regime but choose the difference in natural frequency ∆ω ≈ 35 such that both the
in-phase and anti-phase solutions are stable (see Figure 3.3). We must additionally specify
the small parameter γ = 0.01 and noise strength ςγ =
√
γ. For ∆ω on either side of the
multi-stable region, the in-phase or anti-phase solution remains stable and in both cases,
neither the mean amplitude r nor frequency Ω deviates by much.
Using the techniques in Section 3.2.2, we numerically calculate that the in-phase has
a mean field amplitude and phase as (r,Ω) ≈ (2.37, 87.9) and the anti-phase (r,Ω) ≈
(2.312,−4.41). In both cases we use (6.7) to calculate the approximate Wigner-Ville dis-
tribution
W(t, ν) = υ2
∑
j,k,l,m
JjJlJmJk+j+l−meikωet
(
c˜j,k,l,m(ν + kωe/2) + c˜j,k,l,m(ν − kωe/2)
)
,
where we have taken Φ = 0. We implement this in Matlab, and constrain the sums of each
j, k, l,m to the range [−10, 10] to produce Figures 6.1, 6.2 and 6.3.
For reference we show the trivial state in Figure 6.1, which is stable for lower values of
υ as per 3.2.1. In this situation the Wigner-Ville distribution is constant with respect to time,
and hence corresponds to a wide sense stationary process.
The in phase state has a effective frequency ωe = ω − γΩ ≈ 1.2. In Figure 6.2 we see
that the Wigner-Ville distribution appears periodic. Hence we can distinguish the in-phase
state from the trivial state by recognising that the in phase state displays cyclostationarity.
Further, one can estimate the effective frequency by estimating the distance between the
spectral lines; the constant ν lines which vary periodically. Indeed, this follows from (6.33)
as each c˜j,k,l,m is large at integer multiples of ωe. Since the effective frequency ωe is not close
to the bare cavity detuning ωd we can infer that the mechanical system is in a high frequency
state Ω 1.
For this system, and in this parameter regime, the out of phase state has an effective
frequency ωe ≈ 2.05. In Figure 6.3 we observe that the system is indeed in a cyclostationary
state, and that the spectral lines are further apart compared to those in Figure 6.2. From this
we can infer that there is only slight detuning and hence the mechanical system is in a low
frequency state.
From the applications point of view, it is commonplace for an experiment to return a
time series representing the stochastic process αt and construct a Wigner-Ville distribution
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Figure 6.1: The magnitude of Wigner-Ville distribution |W(t, ν)| for the r = 0 state. The
vertical scale in Figure 6.1a is measured as a percentage of the maximum value. Figure 6.1b
shows a flattened version of top, similar to what one would expect to see on a spectrograph,
with the yellow strip corresponding to the peak in Figure 6.1a. In this situation the spectral
distribution is constant with respect to time, corresponding to a wide-sense stationary state.
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Figure 6.2: The in-phase state displays periodicity in the Wigner-Ville distribution and hence
is a cyclostationary. One can estimate the effective frequency by observing the separation
between the spectral lines; that is the periodically brighter lines of constant ν in Figure 6.2b.
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Figure 6.3: The out of phase state also displays periodicity in the Wigner-Ville distribution,
and hence cyclostationarity. One can distinguish this state from the in phase state (Fig-
ure 6.2) from the larger separation between the periodic spectral lines with constant ν.
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characterising the data. From this one should be able to estimate Ω and identify the state of
the mechanical system.
Chapter 7
Conclusion
7.1 Summary of Results
In this thesis we have shown the existence and stability of synchronised solutions for a
system of coupled oscillators originating in quantum optomechanics. In the process, we
have shown the existence and stability of synchronised solutions for a more general oscillator
model that has not yet been significantly investigated in the literature. Further, and in the
case of particular experiments in the so-called resolved sideband regime, we have produced
estimates as to when synchronisation will occur. Finally, we have shown that time-frequency
analysis can be used to detect synchronisation in the motivating physical system.
In Chapter 2 we calculated the susceptibility of an array of non-identical damped har-
monic oscillators, highlighting the relationship to the dispersion function f(µ) which has
previously appeared in the literature [28, 30, 31] and depends upon the distribution g(ω)
of the natural frequencies of the oscillator population. As previous studies were only con-
cerned with real valued arguments, it has been necessary for us to explore the properties
of f(µ) when the argument µ ∈ C+ is in the right half-plane. Indeed, Theorem 2.4.6 shows
that for µ in the right half-plane f(µ) lies inside a closed disk of radius 1/(2<[µ]) centred at
1/(2<[µ]) + 0i. Further, if we assume that the underlying distribution g(ω) is symmetric and
non-decreasing on ω ∈ [0,∞), then Theorem 2.4.4 states that the mapping µ→ f(µ) is con-
formal. It is clear that this property does not hold if we relax the non-decreasing condition,
indeed relaxing the non-decreasing condition shows that whilst f remains analytic, it may no
longer be injective.
For the application in quantum optics, there is a natural separation of time scales; a
slow time scale proportional to the damping rate of the resonators, and a fast time scale
associated with the optical decay rate. In Chapter 3 we used the method of multiple scales
to separate and solve the fast time dynamics, and produced equations of motion for the slow
phase and amplitude modulation of each resonator. The slow time dynamics were described
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by n damped linear oscillators with all-to-all non-linear coupling, a type of coupled oscillator
system that has not been previously studied.
Section 3.2 discusses in detail the situation where n = 2, in a parameter regime previ-
ously studied [22]. In particular, we have used the numerical continuation toolkit matcont [18]
to identify the bifurcations as in the parameter space (υ, ωd,∆ω). In the physical system, υ, ωd
correspond to the external forcing amplitude and detuning respectively, and ∆ω is the dif-
ference in natural frequency between each mechanical oscillator. The resulting bifurcation
diagram (Figure 3.1) shows that as υ increases past a critical value, which depends on ωd,
the trivial state becomes unstable, and both oscillators undergo a Hopf bifurcation to a in-
phase synchronised state. In this state, both oscillators are rotating at the same frequency,
and have approximately the same phase. We have shown that this state can lose stability
as u is further increased, and the system is instead attracted to an anti-phase synchro-
nised state; where the oscillators are rotating at the same frequency but are approximately
pi out of phase. However, it can be seen that there are regions of resonance, when ωd is
an integer multiple of the average natural frequency of the oscillators, where the in-phase
solution does not lose stability. Figure 3.3 shows the existence and stability of in-phase and
anti-phase solutions for the parameter regime (υ, ωd) = (100, 1.5), which is equivalent to that
used in Figure 7, [22].
Chapter 4 discussed the existence and stability of synchronised states in the situation
with a large n population of damped harmonic oscillators with non-linear all-to-all coupling.
We have produced existence and stability conditions which hold with generality towards
the non-linear coupling function F and the distribution of frequencies g via the dispersion
function f . We have shown that in the case of symmetric, non-decreasing frequency distri-
butions, necessary conditions for a stable synchronised solution can be framed in terms of
an inner product between the derivatives of 1/f and F as per (4.9). These results form the
bulk of our publication appearing in the journal Chaos [11].
Chapter 5 applied the results from the previous chapters to physical models in the re-
solved sideband regime, where the average natural frequency of the mechanical system is
much higher than the loss rate of the optical system. Using asymptotic analysis we produced
parameter bounds for the existence of one and two stable synchronised states and calculate
estimates for four recent experiments. We have also shown how scaling properties of the
dispersion function f allow the construction of a binary latch which is stable to variations in
the natural frequencies of the mechanical oscillators.
Finally, Chapter 6 presented an analysis of the effect of thermal noise on the optical sys-
tem. By assuming the existence of a stable synchronised state, we have shown that the
optical cavity is a periodically correlated process and not wide sense stationary. We have
thus calculated the spectral correlation functions, which describe the inter-harmonic corre-
lations, in order to calculate the Wigner-Ville distributions for particular states investigated
earlier in this work (Figures 6.1, 6.3, 6.2).
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7.2 Outlook
7.2.1 Expanding on the Complex Analytic Properties of the Dispersion
Function
Conjecture 4.2.4 proposes that Theorem 4.2.3 completely determines the stability of syn-
chronised solutions for the given system. Whilst it is not clear exactly what is needed to
prove this conjecture, it would be useful to know more about the curvature of the lines 1/f(µ)
with µr constant. For different distributions (see Figure 5.4) it seems that <[1/f(µ)] is maxi-
mal when µ is real. Proving this result may not only be of use towards Conjecture 4.2.4, but
would formalise the existence of a distributional ‘upper bound’ as per Section 6.1.
The stability of synchronised solutions in systems of the form given in (4.1) for arbitrary
frequency distributions remains an open question. In particular, further investigation is re-
quired as to how to handle multi-modal distributions. For a given multi-modal distribution, it
would be useful to identify the regions of the complex plane where the mapping µ→ 1/f(µ)
is both injective and conformal, allowing application of the results in Chapter 4.
Further, in the case of multi-modal frequency distributions toroidal solutions are known to
exists for systems of the form (4.1). A deeper understand of the mapping µ→ 1/f(µ) would
be of use when analysing the existence and stability of such solutions.
7.2.2 Nonlinearly Coupled Oscillators
A 2013 paper by Lee, et al. [28] analysed a system consisting of both linear oscillators and
limit-cycle oscillators with linear all-to-all coupling. A natural extension of the results in Chap-
ter 4 would involve generalising [28] to cater for non-linear all-to-all coupling. One possible
approach would be to consider the set of linear oscillators as one subsystem, as per Chap-
ter 4, coupled to another subsystem consisting of the population of limit-cycle oscillators.
One would expect a rich set of dynamical states (as in [30], for example) more typical of
coupled Stuart-Landau systems.
7.2.3 Nonlinear Optical Cavities
As shown in Chapter 4, synchronised states exist due to an interplay between the frequency
distribution and the non-linear coupling function. Further, in Chapter 5 we see that the ability
to construct coupling with particular features could lead to multi-stability and hysteresis. It
would thus be of use to explore different optomechanical Hamiltonians, as per (1.8), and
see what possible coupling functions they may produce. In particular, it may be of interest
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to add cubic terms to (1.12a) and see what the resulting coupling function looks like. In this
situation however, it is unlikely that the approach taken in Section 3.1.2 would remain viable
and one would likely find more success by assuming a Fourier series expansion of α and
recursively determining the Fourier coefficients as in [22].
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