Differential processing of threat can consummate as early as 100 ms post-stimulus. Moreover, early perception not only differentiates threat from non-threat stimuli but also distinguishes among discrete threat subtypes (e.g. fear, disgust and anger). Combining spatial-frequency-filtered images of fear, disgust and neutral scenes with high-density event-related potentials and intracranial source estimation, we investigated the neural underpinnings of general and specific threat processing in early stages of perception. Conveyed in low spatial frequencies, fear and disgust images evoked convergent visual responses with similarly enhanced N1 potentials and dorsal visual (middle temporal gyrus) cortical activity (relative to neutral cues; peaking at 156 ms). Nevertheless, conveyed in high spatial frequencies, fear and disgust elicited divergent visual responses, with fear enhancing and disgust suppressing P1 potentials and ventral visual (occipital fusiform) cortical activity (peaking at 121 ms). Therefore, general and specific threat processing operates in parallel in early perception, with the ventral visual pathway engaged in specific processing of discrete threats and the dorsal visual pathway in general threat processing. Furthermore, selectively tuned to distinctive spatial-frequency channels and visual pathways, these parallel processes underpin dimensional and categorical threat characterization, promoting efficient threat response. These findings thus lend support to hybrid models of emotion.
Introduction
Efficient detection of signals of danger in the environment is a hallmark of adapative behavior. Extensive electrophysiological data (recorded on the scalp or directly on the visual cortex) have revealed remarkable efficiency in visual categorization of threat-laden faces or scenes, consummating at about 100 ms post-stimulus or even earlier (cf. Vuilleumier and Pourtois, 2007; Olofsson et al., 2008; Miskovic and Keil, 2012) . Notably, this feat is achieved not only for evolutionarily privileged stimuli (e.g. faces; Pizzagalli et al., 2003; Eimer and Holmes, 2007; Forscher and Li, 2012; Kawasaki et al., 2012; Flaisch and Schupp, 2013) or simple cues (e.g. geometric shapes; Stolarova et al., 2006; Steinberg et al., 2013; ) , but also for complex scenes (Keil et al., 2002; Smith et al., 2003; Carretié et al., 2004 Carretié et al., , 2007 Hot et al., 2006; Alorda et al., 2007; Li, 2011, 2013) . Moreover, this fast processing of threat can be exaggerated in anxious individuals characterized by heightened sensitivity and reactivity to threat stimuli, pointing to an early perceptual mechanism underlying the pathophysiology of anxiety disorders (Williams et al., 2007; Li et al., 2008b; Weinberg and Hajcak, 2011; Rossignol et al., 2012) .
Recent studies further suggest that this early threat processing not only differentiates threat from non-threat (neutral or positive) stimuli (along general dimensions of affective valence/ arousal; Russell, 1980) , but is also capable of dissociating individual basic emotions (Ekman, 1992) , even within the domain of threat (e.g. fear, disgust and anger). Replicated findings indicate divergent processing of fear and disgust during early perception: relative to neutral scenes, fear-evoking scenes enhance whereas disgust-evoking scenes suppress visual event-related potentials (ERPs; e.g. the P1 component, an early visual ERP peaking around 100 ms) and concomitant extrastriate cortical activity Li, 2011, 2013) . Importantly, these opposite deviations for fear and disgust processing (from the neutral condition) highlight qualitative differentiation of discrete threat subtypes beyond their quantitative (dimensional) differences in arousal, intensity or valence. In keeping with that, another group demonstrates an augmented P1 component to angry faces and a suppressed P1 to disgusted faces, relative to neutral faces (Liu et al., 2015) , providing further support for early visual discrimination of threat subtypes.
This specialized threat processing aligns with categorical/ basic theories of emotion, permiting-specific characterization of discrete emotions serving specific biological functions (Ekman, 1992; Izard, 1994) . To the extent that they are both threat relevant, fear and disgust are posited to subserve independent biological systems-the 'self protection system' and the 'disease avoidance system', respectively (Rozin and Fallon, 1987; Oaten et al., 2009; Neuberg et al., 2011) , and accordingly, each represents core emotions in specific subtypes of anxiety (e.g. fear for social anxiety; disgust for blood phobia; McNally, 2002) . In sensory processing, fear purportedly elicits an immediate 'stop-look-and-listen' response to facilitate sensory acquisition in order to guide action (e.g. fight or flight; Gray, 1987) , while disgust provokes instant sensory rejection to prevent poison or contamination from entering the organism (Rozin and Fallon, 1987) . Interestingly, these opposing sensory responses align with the contrary biomechanical properties in facial expressions of fear and disgust: the widened eyes and nostrils in fearful faces augment visual and oflactory sensory intake, contrasting with narrowed eyes and nostrils in disgusted faces that restrict sensory intake (Susskind et al., 2008) . Therefore, it would make important ecological sense that fear and disgust stimuli engage specific processing during early perception, thereby promoting corresponding responses with minimal delay.
Nevertheless, a key question remains as to how the sensory system manages to differentially encode threat subtypes at such a fast speed. It is commonly thought that a 'quick-anddirty' subcortical (superior-colliculus-pulvinar) pathway transmits coarse features of threat stimuli to the amygdala, where threat information is extracted and fedback to the visual cortex to support threat perception (Phelps and LeDoux, 2005; Vuilleumier and Pourtois, 2007) . The orbitofrontal cortex (OFC) may also extract threat value based on crudely processed visual input and in turn inform threat perception via reentrant feedback to the visual cortex (Barrett and Bar, 2009; Kveraga et al., 2007) . However, to the extent that convincing evidence exists for threat processing in the amygdala and OFC, these findings typically indicate generalized/dimensional response enhancement to biologically salient stimuli (e.g. fear, disgust, or reward) relative to neutral stimuli (Phillips et al., 1998; Anderson et al., 2003; Rolls, 2004) , providing little insights into specialized characterization of threat subtypes in the brain (Lindquist et al., 2012) .
Altenatively, although simple sensory inputs (e.g. a tone or a light; as often used in classical conditioning) can be transmitted to the amygdala via the subcortical pathway, complex stimuli (e.g. scenes) would require elaborate processing in the sensory cortex before eliciting emotion processing in the limbic system (Phelps and LeDoux, 2005) . Indeed, meta-analyses of neuroimaging data indicate that besides the amygdala and OFC, emotional scenes reliably activate the occipital visual areas (e.g. the lateral occipital cortex), which are critical for visual object processing (Sabatinelli et al., 2011; Lindquist et al., 2012) . Moreover, recent computational modeling of fMRI data suggests that sensory cortical feedforward input is essential for threat processing in the amygdala (Kumar et al., 2012; .
Therefore, early encoding of fear and disgust may recruit multiple neural pathways in parallel (Pessoa and Adolphs, 2010; Chikazoe et al., 2014) , entailing coarse coding of valence and/or arousal in the limbic/paralimbic areas and fine-grained categorization of discrete threat emotions in the sensory cortex.
To further validate specific threat processing in early visual perception and more importantly, to elucidate its neural unpderpinnings, we combined spatial-frequency-filtered images of natural scenes of fear or disgust (Figure 1 ) with highdensity electroencephalogram (EEG) recordings and cortical source estimation (focusing particularly on early visual ERPs). Compelling evidence indicates that high spatial frequencies (HSFs) largely contribute to refined perception subserved by the ventral visual cortex while low spatial frequencies (LSFs) largely contribute to coarse perception subserved by subcortical and dorsal visual cortical pathways (Shulman and Wilson, 1987; Livingstone and Hubel, 1988; Hughes et al., 1990; Merigan and Maunsell, 1993; Schyns and Oliva, 1994; Robertson, 1996; Han et al., 2003; Vuilleumier et al., 2003; Loftus and Harley, 2005; Yoshida and Yoshino, 2007; Flevaris et al., 2010; De Cesarei et al, 2013; Kauffmann et al., 2015) . We therefore filtered images to include either HSFs or LSFs to isolate different early visual processes. We hypothesized that distinct visual processing of fear and disgust would emerge in the HSF images and be sourcelocalized to the ventral visual cortex, reflecting cortical-based, refined encoding of discrete threats, whereas overlapping visual processing of fear and disgust would arise in the LSF images and be localized to the dorsal visual cortex, reflecting general, dimensional processing of threat that is likely to be intimately associated with limbic emotion processing.
Materials and methods

Participants
Forty-six right-handed college students (mean age, 19.3 years; 22 men) with normal or corrected-to-normal vision participated in the study. Six participants were excluded from EEG analysis due to excessive eye movements, trial omissions and recording failures. All participants denied a history of severe head injury, psychological/neurological disorders or current use of psychotropic medication. All participants provided informed consent to participate in this study, which was approved by the University of Wisconsin Institutional Review Board.
Stimuli
Twenty-seven broadband images were selected from the International Affective Picture Set (Lang et al., 2008) and internet sources, depicting natural scenes/objects (nine for each emotion category). The fear set included objects of snakes, spiders, guns and knives; the disgust set included roaches, dirty toilets and vomit, and the neutral emotion set included household objects (Fig. 1A) . To generate LSF and HSF images, the unfiltered, broadband images were transformed to grayscale and equal size, normalized to equal luminance (17.11 cd/m 2 ), and low-pass filtered at three cycles/degree or high-pass filtered at seven cycles/degree, respectively ( Figure 1A ; Vuilleumier et al., 2003; Winston et al., 2003; Vlamings et al. 2009 ). We note that our previous studies Li, 2011, 2013) have examined these emotions in broadband, unfiltered images. Therefore, to prevent fatigue and limit image repetition, we examined expressly responses to the filtered images here. Systematic imaging processing using SHINE (Willenbockel et al., 2010) and in-house programs was performed to ensure the resultant six image sets (H/LSF Â Fear/Disgust/Neutral) were equated on luminance [124 (0.01) on a 0-255 scale] and contrast [32 (0.08)]. Wavelet analyses (Delplanque et al., 2007) were applied to filtered image sets to ensure equal wavelet energy for each spatial frequency (SF) band across three emotion conditions (P's > 0.289). Lastly, objective measures of visual complexity (edge density, entropy, compressed image size; Rosenholtz et al., 2007; Marin and Leder, 2013) were computed and submitted to ANOVAs (Emotionby-SF), which revealed no significant effect of emotion or emotion-SF interaction on visual complexity (P's > 0.397; see Supplementary Materials for details). Furthermore, an independent group (N ¼ 14) provided ratings of emotional content (valence, arousal, disgust and fear) and image recognizability on a visual analogue scale, while another group (N ¼ 11) provided familiarity ratings on these images. Results verified the emotional content of image sets and indicated comparable content recognizability and familiarity (P's > 0.463) across emotion conditions (see Supplementary Materials for details).
Main experiment
Participants were seated $120 cm from a cathode ray tube (CRT) monitor in an electrically shielded room, and performed a visual search task adapted from a previous study (Krusemark and Li, 2011 ; Figure 1B ). There were six conditions [Emotion (fear, disgust, neutral) Â Spatial Frequency (LSF, HSF)], each including 100 trials randomly presented in four experimental blocks. Each trial began with a crosshair at the center of the screen, followed by an image (7.2 Â 7.2 ) centrally displayed for 150 ms. Next, a search array in green was superimposed on the image for 500 ms, consisting of one horizontal bar (target) and seven vertical bars (distracters). Participants were required to make a button press to indicate the quadrant where the target was located while maintaining fixation. Stimulus presentation was linked to the refresh rate (60 Hz) of the CRT monitor and delivered using Cogent2000 software (Wellcome Department, London, UK) as implemented in Matlab (Mathworks, Natick, MA). EEG was recorded throughout the experiment. Synchronization between stimulus display and data acquisition was verified using a photodiode placed at the center of the monitor screen.
Control EEG experiment
To further rule out artifact induced by potential physical disparities across the image sets, we then conducted a control EEG experiment in the same participants. The same visual search task and EEG acquisition and analysis parameters used in the main experiment were adopted here except that the images were phase-scrambled (Chen et al., 2007) and thus unintelligible.
EEG recording and analysis
EEG were recorded from a 96-channel (BioSemi ActiveTwo) system at a 1024 Hz sampling rate, down-sampled to 256 Hz, and digital bandpass filtered from 0.1 to 40 Hz. Electrooculogram (EOG) was recorded at two eye electrodes at the outer canthi of each eye and one infraorbital to the left eye. The epoch was segmented from À200 to 300 ms post stimulus onset to focus on early visual processing, corrected to the 200-ms pre-stimulus baseline. Trials with EEG/EOG voltages exceeding 6 75 mV (relative to pre-stimulus baseline) were excluded from analysis.
We focused on a well-established visual ERP component, the P1 potential (peaking at $ 100 ms), reflecting early visual processing in the extrastriate cortex (Mangun et al., 1993) . Inspection of grand average waveforms indicated a P1 component that peaked at 121 ms post-stimulus, maximal at central occipital sites. We also examined the N1 potential, another key visual ERP peaking around 150-190 ms (Hillyard and AnlloVento, 1998; Vogel and Luck, 2000) . Grand average waveforms indicated a distinct N1 component that peaked at 156 ms poststimulus, also maximal at occipital sites. Given this occipital distribution, the absence of a laterality hypothesis, and a lack of relevant site effects, we decided to focus on the more commonly used Oz site in our analysis. Mean P1 and N1 amplitudes were http://scan.oxfordjournals.org/ extracted at Oz over 36 ms (105-141 ms) and 44 ms (137-181 ms) intervals centered on the corresponding peaks (i.e. peak 6 4 and 5 data points, respectively, determined based on the widths of these components).
Lastly, to depict the evolving time course more closely and to identify the latencies of threat processing, we then performed a data-driven analysis . We submitted voltage amplitude at each data point to paired t-tests (fear vs disgust, fear vs neutral and neutral vs disgust in HSF and LSF). To control for Type I error, a corrected P < 0.05 was set based on Monte Carlo simulation, represented by a significance threshold of P < 0.05 over 11 consecutive data points. The first time point of the significance window was identified as the latency of discrimination (see Supplementary Materials for details).
Low-resolution brain electromagnetic tomography. We then isolated the cortical sources of significant ERP effects using low-resolution brain electromagnetic tomography (LORETA). As an inverse solution, LORETA has been validated using neuroimaging methods in visual and cognitive processes (Pascual-Marqui et al., 2002) . To minimize false positives in intracranial source localization, we applied constraints in our analyses to the time windows and tests where surface ERP effects were significant (Thatcher et al., 2005; . Also, based on Monte Carlo simulation, we derived a corrected threshold of P < 0.05, requiring a voxellevel P < 0.005 over three contiguous voxels. All coordinates are reported in MNI space. Specific details are provided in Supplementary Materials.
Statistical analysis
Two-way repeated measures analyses of variance (ANOVAs; with Greenhouse-Geisser corrections) with independent variables of Emotion (fear, disgust, neutral) and SF (LSF, HSF) were performed on response time (RT), accuracy and P1/N1 mean amplitudes. Significant ANOVA effects were followed by t-tests to contrast the effects of individual conditions (using the least significant difference test; LSD). RTs over 6 2 SDs from each subject's mean RT were excluded from analysis. Similarly, for response accuracy, a two-way repeatedmeasures ANOVA revealed a SF effect [F(1,45) ¼ 13.15, P < 0.001, Figure 2B) 
Results
General threat-related interference in visual search
Differential P1 for fear and disgust in HSFs
As illustrated in Figure 3 , a two-way ANOVA of Emotion by SF on mean P1 amplitudes revealed a strong SF effect, F(1,39) ¼ 22.36, P < 0.001, g 2 p ¼ 0.36, presumably reflective of physical disparities between HSF and LSF input. Importantly, we uncovered an emotion-by-SF interaction, F(1.90,73.96) ¼ 8.14, P ¼ 0.001, g 2 p ¼ 0.17. Follow-up one-way ANOVAs indicated that in both SF bands, emotion significantly modulated P1 magnitude but in different patterns.
In the HSF condition, the significant emotion effect Furthermore, point-by-point t-tests ascertained that feardisgust discrimination emerged as early as 109 ms and continued till the end of the epoch-300 ms, while fear and disgust each deviated from the neutral condition starting at 105 and 117 ms, respectively (P < 0.05 corrected based on Monte Carlo simulation; Figure 3A ).
In the LSF condition, the significant effect of emotion [7.63(4.35 ) lV] did not differ from P1 to the LSF neutral and disgust conditions (P's > 0.148). Point-by-point t-tests further indicated that the LSF disgust waveform deviated from the neutral waveform as early as 82 ms and continued till 133 ms. The fear waveform did not significantly diverge from the other two waveforms in this P1 window.
Using LORETA, we first localized the origin of the P1 potential (collapsed across the three emotions) to the extrastriate cortex for HSF images [cuneus/BA 18, MNI coordinates: peak x, y, z ¼ À24, À102, À6] and to the postcentral gyrus in the parietal lobe for LSF images (peak x, y, z ¼ 18, À53, 71; Supplementary Figure S1 ). In support of our ERP extraction and source localization, these source results concurred with the asymmetry of the ventral vs dorsal visual stream that HSF vs LSF information preferentially activates, respectively (De Valois et al., 1982; Livingstone and Hubel, 1988; Merigan and Maunsell, 1993; Laycock et al., 2007) .
Following source validation, we performed voxel-wise t-tests in LORETA to isolate neural substrates of the scalp effects in this P1 interval. A cluster was isolated in the left occipital fusiform gyrus in the ventral visual stream [seven voxels; peak: À45, À74, À13; t(39) ¼ 3.20, d ¼ 0.51; Figure 3C ], showing enhanced current density in response to HSF fear than to HSF disgust images. Another cluster was identified in the left precuneus positioned in the dorsal visual stream [three voxels; peak: À24, À88, 36, t(39) ¼ 3.51, d ¼ 0.54; Figure 3D ], exhibiting stronger current density to the LSF neutral than LSF disgust condition. Combined with scalp P1 results, these source analyses confirmed that early visual processing of HSF and LSF threat selectively recruited ventral and dorsal visual pathways, respectively.
Critically, the ventral (HSF-sensitive) but not the dorsal (LSFsensitive) stream was capable of differentiating subordinatelevel threat (fear and disgust) during the P1 window. Figure 3A and F]. The main effect of SF was similar to the effect observed in the P1 component with greater mean amplitude in the LSF than HSF.
Overlapping N1 augmentation for fear and disgust in LSFs
The emotion-by-SF interaction effect suggested different response profiles during this window in the high and low SFs. As reported earlier, waveforms for fear and disgust in HSFs diverged in opposite directions relative to the neutral condition from 109 ms to the end of epoch; this key pattern was clear in the N1 Figure 3A ] while the two threat conditions did not differ (P ¼ 0.442). Point-by-point t-tests further ascertained that LSF fear and disgust waveforms never diverged (at any single time point) throughout the epoch. LORETA source estimation localized the LSF N1 origin (collapsed across the three emotions) to the dorsal visual stream in the postcentral gyrus (peak x, y, z ¼ 18, À53, 71; Supplementary Figure S1) . A voxel-wise contrast between LSF threat (collapsed across fear and disgust) and LSF neutral conditions specified a cluster in the right middle temporal gyrus, a part of the dorsal visual stream (Ungerleider and Haxby, 1994) , which exhibited heightened current density for threat than neutral trials [six voxels; peak: 46, À32, 1; t(39) ¼ 2.86, d ¼ 0.45; Figure 3E ; note: this cluster survived P < 0.05 corrected at the voxel level P < 0.01].
Control EEG experiment
We then examined ERPs during the P1 and N1 windows in response to phase-scrambled images in the control experiment (Supplementary Figure S2) . A two-way ANOVA (Emotion-by-SF) indicated an interaction effect during the P1 interval, F(1.97,76.74) ¼ 7.15, P ¼ 0.002, g 2 p ¼ 0.16. However, the pattern of this effect stood clearly apart from the counterpart in the main experiment. In contrast to the opposite deviation of HSF fear and disgust from the neutral condition in the main experiment, a one-way ANOVA for the HSF condition indicated no main effect of emotion (P ¼ 0.426)-the three scrambled emotion conditions had equivalent P1 amplitudes. In contrast to the suppressed P1 to LSF disgust in the main experiment, the ANOVA in the LSF condition revealed a main effect of emotion, F(1.98,77.10) ¼ 13.45, P < 0.001, g 2 p ¼ 0.26, reflecting augmented P1 to scrambled LSF disgust (vs scrambled fear and neutral images; P's < 0.002). In the N1 window, a two-way ANOVA revealed a main effect of emotion, F(1.95,76.14) ¼ 10.11, P < 0.001, g 2 p ¼ 0.21, but no emotion-by-SF interaction (P ¼ 0.248). Scrambled fear and neutral images evoked greater N1 across LSFs and HSFs than did scrambled disgust images (P's < 0.008). We suspect that these effects could arise from minor physical alterations introduced by the image scramble procedure. Nevertheless, the fact that the pattern of these effects was inconsistent with the pattern of the main effects above largely excluded confounds related to physical disparities across image sets.
Discussion
Using SF filtering of naturalistic images and high-density visual ERPs, we identified both general and specific processing of threat in early visual perception, preferentially tuned to distinctive SF channels and involving segregated visual pathways. Fear and disgust conveyed in HSFs evoked opposite response patterns in the occipital P1 (peaking at 121 ms)-enhanced for fear and suppressed for disgust relative to neutral condition. This divergence was accompanied by heightened activity in the ventral visual (occipital fusiform) cortex for fear vs disgust. In contrast, fear and disgust in LSFs elicited convergent response augmentation (vs neutral stimuli) in a slightly delayed visual ERP (the N1 peaking at 156 ms), accompanied by overlapping response enhancement for both threats in the middle temporal gyrus (a part of the dorsal visual pathway). These parallel processes align with a recent proposal of multi-path processing of emotion involving amygdala and extra-amygdala pathways (Pessoa and Adolphs, 2010) . Furthermore, current findings highlight the coexistence of general, dimensional (threat vs neutral) and specific, discrete (fear vs disgust) threat characterization in early perception, helping to reconcile the long-standing dimension-vs-category debate in emotion research (Ekman, 1994; Russell, 1994; Izard, 1994) , supporting hybrid models of emotion (Russell, 2003; Hamann, 2012) .
As early visual ERPs are sensitive to physical properties of the stimuli, we carefully equalized the images for size, luminance, contrast and wavelet energy across SF and emotion conditions. In addition, given that SF filtering often introduces visual alterations in images (Vlamings et al., 2009) , we took an iterative approach to ensure that the final filtered image sets were comparable in all these basic visual properties. Additional assessment of image complexity and familiarity confirmed that the emotional sets were also equated in these aspects. Furthermore, a control experiment using phase-scrambled versions of the final image sets revealed clearly incompatible results with those in the main analysis, further excluding lowlevel physical confounds in the P1/N1 effects reported above. Also notably, although a strong asymmetry exists in response to HSF vs LSF stimuli in the ventral vs dorsal cortical and subcortical visual pathways (De Valois et al., 1982; Livingstone and Hubel, 1988; Merigan and Maunsell, 1993) , we acknowledge that this segregation is incomplete and some level of overlap is possible. Nevertheless, this overlap is presumably minor at the moderate contrast and luminance levels applied here (32 and 124/255, respectively). Importantly, our interpretation of the results stands on the relative importance of H/LSF information in these pathways, which is corroborated by our source localization of HSF trials to the ventral visual stream and LSF trials the dorsal visual stream. Moreover, the significant emotion-by-SF interaction effects on P1/N1 potentials further accentuate the relative strengths and dissociable patterns of early visual processing of threat conveyed in low vs high SFs. Lastly, as arousal can impact attention and motivation, it may drive the current ERP and behavioral effects, independent of emotion. However, none of the effects were compatible with the systemic decline in rated arousal levels over the three emotions (i.e. fear > disgust > neutral), helping exclude this possible caveat.
It is widely known that threat stimuli evoke enhanced early and late ERPs and hemodynamic responses in multiple brain regions, compared with neutral stimuli (Schupp et al., 2000; Vuilleumier and Pourtois, 2007; Sabatinelli et al., 2011) . Specifically, neuroimaging studies have evinced response enhancement to both fear and disgust in the amygdala and OFC (Phillips et al., 1998; Rolls, 2004) . In addition, threat analysis in the amygdala and OFC is thought to be preferentially tuned to LSF visual input and largely represent dimensional encoding of affective valence and arousal as opposed to discrete emotions (Barrett and Bar, 2009; Phelps and LeDoux, 2005; Lindquist et al., 2012) . In particular, the occipital N1 potential has revealed enhanced visual response to emotional stimuli (Keil et al., 2001 (Keil et al., , 2002 , especially when conveyed in the LSFs (Carretié et al., 2007) . Therefore, the convergent augmentation of N1 potentials and dorsal visual activity in response to LSF fear and disgust (vs neutral) images confirm this general tenet in the literature, suggesting that early visual processing supports general, dimensional analysis of threat based on reentrant, coarse input from the amygdala/OFC to the visual cortex (Phelps and LeDoux, 2005; Vuilleumier and Pourtois, 2007; Barrett and Bar, 2009; Chikazoe et al., 2014) .
In contrast, fear and disgust conveyed in HSFs evoke opposing effects on the P1 component and concomitant occipital fusiform activity. That P1 and ventral cortical activity are heightened for HSF fear and dampened for HSF disgust (relative to neutral trials) maps closely onto our previous findings based on broadband images Li, 2011, 2013) , highlighting a qualitative (vs quantitative) dissociation between the two threat subtypes. Importantly, these opposing sensory responses figure nicely with the ecological functions of fear to promote and disgust to suppress sensory acquisition (Susskind et al., 2008) and their distinct effects on perceptual attention and encoding (Krusemark and Li, 2011; Chapman et al., 2013; Van Hooff et al., 2013) .
Critically, that four key qualities-specific (subordinatelevel) encoding, fast latency, HSF-selectivity, and ventral visual cortical engagement-converge in this threat processing dovetails with standard object categorization in the ventral visual stream that also consummates at 100-150 ms (Van Rullen, 2007; Thorpe, 2009) . We thus speculate that with the exception of the few highly preserved, innate objects (e.g. fearful faces) that would elicit enhanced P1 response, especially when presented in LSFs (Pourtois et al., 2005; Vlamings et al., 2009) , by activating the superior-colliculus-amygdala pathway (Johnson, 2005) , emotion encoding from scenes would involve the visual cortex (Phelps and LeDoux, 2005; Kumar et al., 2012; . The current P1 response to HSF emotional scenes thus raises the possibility that the ventral visual cortex supports specific, categorical threat encoding, in a manner analogous to standard object encoding (Lindquist et al., 2012; Li, 2014) . The notion of cortical-based threat processing coincides with accruing evidence of normal rapid threat detection and intact ventral visual cortical response to threat in individuals with extensive or complete amygdala lesion (Tsuchiya et al., 2009; Bach et al., 2011; Piech et al., 2011; Edmiston et al., 2013) . Finally, it is worth noting that given opposing effects of threat subtypes on P1 potentials, studies examining these subtypes indiscriminately may fail to demonstrate early visual processing of threat simply due to the cancellation of opposing effects. In fact, from both analytical and theoretical perspectives, there is a growing need to investigate threat at the level of specific subtypes (Weinberg and Hajcak, 2010; Chapman et al., 2013; Wheaton et al., 2013; Van Hooff et al., 2013; Kveraga et al., 2015) .
We surmise that HSFs would carry intermediate-level, classspecific sensory features (Ullman et al., 2002) , which are 'fear'-and 'disgust-defining' and thus enable discrete categorization of these subtypes even during early stages of perception. Certain sensory rules and regularities have been associated with different emotions. For example, curves are viewed as less threatening and more pleasant than sharp angles (Bar and Neta, 2006, 2007; Larson et al., 2012) ; HSFs carry diagnostic information for fearful faces; whereas LSFs carry diagnostic information for happy faces and intermediate SFs for disgust faces (Smith and Schyns, 2009 ). Another possible explanation for this specific threat encoding stems from the associative learning literature, which suggests that plastic changes in the sensory cortex following aversive associative learning would support representation of the newly acquired threat value in the conditioned stimuli (Weinberger, 2007; Li et al., 2008a; Padmala and Pessoa, 2008; Sacco and Sacchetti, 2010; Miskovic and Keil, 2012) . Conceivably, by learning to associate a gun with a fear response or a dirty toilet with a disgust response, the ventral visual cortex can develop distinct threat representations associated with corresponding sensory input, thereby supporting specific categorization of fear and disgust even during the initial feedforward sensory sweep (Serre et al. 2007; Weinberger and Bieszczad, 2011; Li, 2014) .
Taken together, divergent P1 effects in HSFs and convergent N1 effects in LSFs to fear and disgust implicate the joint participation of ventral visual cortical pathways and dorsal/subcortical (amygdala/OFC-centered) pathways in early threat processing. Accordingly, in naturalistic environments, cortical and subcortical processes act in concert to efficiently capture and analyze threat signals arising in their respectively preferred locations/ settings (e.g. fovea or periphery, proximity or distance, light or dark, preferentially recruiting ventral vs dorsal/subcortical pathways, respectively), thereby maximizing the biological advantage of the perceiver. Such a system of refined and coarse threat processing in parallel coincides with growing notions in standard object perception, where cortical and subcortical processes operate in concert, and are progressively integrated to drive object perception (Bar, 2003; Bentin et al., 2006; Epstein et al., 2008; Crouzet et al., 2010; Clark, 2013) . Therefore, it is possible that threat perception entails a specifically tuned cortical pathway for precise threat categorization to inform discrete emotion responses, and a broadly tuned amygdala/OFC pathway for sensitive threat detection to prompt general defense response (Li, 2014) . Last, we surmise that as the two pathways interact intimately, output of the detailed sensory cortical encoding of threat signals is progressively integrated with the product of amygdala/OFC processing, activating the defense system in a dimensional manner . Consequently, HSF and LSF threat could trigger overlapping defense responses and behavior, such as the convergent visual search interference by fear and disgust in both SF bands demonstrated here.
In sum, current findings lend support to the notion of parallel general and specific processing of threat involving different neural pathways, even at a very early stage (Pessoa and Adolphs, 2010) . Such integrative, parallel processing would afford critical ecological advantages, facilitating perception and evaluation of danger in the environment. Last, parallel processing of general and specific threat can help to reconcile longstanding debates in emotion conceptualization (Cacioppo and Berntson, 1994; Ekman, 1994; Izard, 1994; Russell, 1994) , in support of emerging hybrid models (Russell, 2003; Hamann, 2012) incorporating both categorical and dimensional aspects of emotion.
