A simulation of top quark mass measurement scheme near the tt production threshold in future e + e − colliders, e.g. the Circular Electron Positron Collider(CEPC), is performed. χ 2 fitting method is adopted to determine the number of energy points to be taken and their locations. Our result shows that the optimal energy point is located near the largest slope of the cross section to beam energy and the most efficient scheme is to concentrate all luminosity on this single energy point in one parameter top mass fitting case. This suggests that the so called data driven method can be a best choice for the future real experimental measurement. Conveniently, the top mass statistical uncertainty can also be calculated directly by the error matrix even without any sampling and fitting. Agreement of the above two optimization methods has been checked. Our conclusion is that by taking 50 f b −1 total effective integrated luminosity data, the statistical uncertainty of the top potential subtracted mass can be suppressed to about 7 MeV and the total uncertainty is about 30 MeV. This precision will help to identify the stability of the electroweak vacuum at the Planck scale.
I. INTRODUCTION
The Higgs potential is closely related to both the Higgs boson mass and the top quark pole mass. Especially, if the top quark mass is too heavy, the quartic Higgs coupling λ in the Standard Model may be negative at large energy scale before the Planck scale and the stability of electroweak vacuum breaks. Therefore, the determination of the electroweak vacuum stability needs precise measurements for both the Higgs boson mass and the top quark mass. At the Large Hadron Collider (LHC), the Higgs mass is measured with the precision of O(200) MeV [1] , which means, currently, the electroweak vacuum stability is more sensitive to the uncertainty of the top quark pole mass.
Before detailed investigation of the top quark mass, one should keep in mind that the top quark mass is not an experimental direct observable. This means the value of the experimental output masses should depend on the theoretical input definitions.
Theoretically, kinds of top masses can be defined.
• Pole mass
The pole mass has an inherent ambiguity in order of O(Λ QCD ) [2] [3] [4] and leads to an instability of top threshold peak location at different orders, thus the pole mass is not a good definition for experimental measurements and unambiguous definitions of top masses are necessary. The renormalized top quark propagator is expressed as
From the denominator, we have
where m R is the renormalized top mass, R (/ p) is the renormalized top quark selfenergy contribution. At α s first order of the top quark self-energy, it can be expressed as (1) 
where the coefficient c n → 2 n n! and the convergence of perturbative expansion breaks when n → ∞. The behavior of this IR renormalon results an intrinsic ambiguity of the pole mass. The ambiguity is estimated as [4] δm pole = C F 2N f |β 0 | e −C/2 Λ QCD ln m
where β i is the i + 1th-loop beta function, C is a constant related to renormalization scheme, C F = 4/3.
To avoid the pole mass ambiguity, several short distance masses can be defined due to the IR sensitive term cancellation between the pole mass and the static potential V (r) of the toponium.
We see that it is very like the PS mass case as the IR behavior of the E 1S (m pole , α s (µ)) results an IR renormalon which cancels with the ambiguity of m pole . Thus the 1S mass contains non-ambiguity.
• MS mass: defined by the modified minimal subtraction renormalization scheme.
Experimentally, the top quark mass can be measured mainly by two methods. The first one is from the top decay products reconstruction [8] . For example, the current most precise top mass is obtained from the lepton+jets channel. The main source of errors comes from the jet energy scale calibration. However, the experimental measured top mass corresponds to none of the above theoretical mass definitions. The reason comes from the Monte Carlo(MC) simulation to determine the selection efficiency. As we need to put in an initial top mass to generate events in MC, the final measured top mass will inevitably be affected by this initial mass. So the experimental measured top mass is usually named as the MC mass.
Approximately, sometimes people do not distinguish the MC mass and the pole mass as their difference is estimated to be less than 1 GeV.
The second method is extracting top mass from measured tt cross section by comparing it with the theoretical cross section [9] [10] [11] [12] . The two cross section curves have different dependent relations on the fictional top mass and the overlap region corresponds to the real top mass. The advantage of this method is that it has a relatively clear mass definition (not absolutely clear as it also needs MC simulation), but the accuracy is not so good.
Current PDG values are [1] Direct measurement m = 173.1 ± 0.6GeV, Mass from cross section measurements m = 160 +5 −4 GeV, Pole from cross section measurements m = 173.5 ± 1.1GeV.
Alternatively, there is a third method which uses top pair threshold scan at future 350 GeV e + e − colliders, e.g. the International Linear Collider(ILC), the Compact Linear Collider(CLIC), the e + e − Future Circular Collider(FCC-ee) and CEPC etc.. The corresponding simulations have been performed in [13] [14] [15] . Because of the clear mass definition, sensitive dependence of the cross section on the top mass and low background pollution, this method is believed to be the best choice to obtain the most accurate top mass although it's expensive and time consuming.
This paper is organized as follows: In Sec. II, we review the framework of threshold top pair production cross section which is declared up to NNNLO QCD level. In Sec. III, we perform Possion-Sampling and χ 2 fitting by using Minuit [16] code, and present an equivalent error matrix analysis for the statistical uncertainty estimation. Our study shows that the most efficient data taking strategy is just one optimal energy point which locates in the largest slope of the cross section to the beam energy region. The so-called data-driven method is necessary. In Sec. IV, we discuss briefly the impact of future CEPC top mass measurement on the electroweak vacuum stability. In Sec. V, we give a short summary.
II. CROSS SECTION
The theoretical high order QCD calculations of the cross section e + e − →γ * /Z * →tt near threshold is built in the framework of nonrelativistic quantum chromodynamics(NRQCD) [17, 18] and potential nonrelativistic quantum chromodynamics(pNRQCD) [19] . NRQCD is obtained by integrating out the hard part O(m) of the QCD and pNRQCD is obtained by integrating out the soft part O(mυ) of the NRQCD. The top pair production cross section at NNLO QCD order appeared in the 1990s, e.g. Ref. [7] , and recently has been updated to NNNLO QCD [20] . On the other hand, when the energy approaches to the threshold, the top quark velocity υ becomes very small. The corresponding resummation for Coulomb singularities and large logarithms is completed at next-to-next-to-leading-logarithmic order(NNLL) in [21] . The details can been found in [22] . These are implemented in Monte Carlo generators Whizard [23] , which could make multi-particle process simulations at e + e − colliders. It includes a model " SM tt threshold.mdl " that can be used to calculate the top pair production cross section near the threshold at LL order and NLL order [24] [25] [26] .
Because the top quark pair is unstable and decays to W + W − bb instantaneously when they are produced, the full process e + e − → W + W − bb should be taken into account, thus it has backgrounds which come from the decay of W + W − , ZZ and ZH etc. As pointed out in
Ref. [27] , these backgrounds can increase the total cross section. In order to reduce these backgrounds, invariant mass cuts for W + b and W −b are needed and can be taken the form
The analysis [28] shows that a cut with △M t ∽ 15 -35 GeV is moderate, so in our calculations we set △M t = 30 GeV.
In the followings, we briefly review the theoretical framework of the total cross section calculations for top pair bound state. The top pair total cross section can be written in the
where σ 0 = 4πα 2 /3s is the cross section for the µ + µ − pair at tree level and s = q 2 = (E + 2m t ) 2 is the square of center of mass energy, R υ and R a are the ratios contributed by vector current and axial-vector current respectively, which can be related to the twopoint functions of the vector current and the axial-vector current separately by the optical theorem,
where the vector and axial-vector couplings of fermions to the Z boson are
e f is the electric charge of the fermion in units of positron charge (e f = 2/3 for top quark and e f = 1 for electron), T f 3 is the third component of its weak isospin and θ w denotes the Weinberg angle.
The two-point Green function of vector (or axial-vector) current are given by [29] 
where X = v (or X = a) denotes the vector (or axial-vector) current, and j
In the framework of (p) NRQCD, the expansion of the vector and axial-vector currents
where σ k is Pauli matrix and D = − ▽, ψ is the top quark field and χ is the anti-top quark field, c v , d v and c a are the non-relativistic QCD (NRQCD) matching coefficients of vector and axial-vector currents [29, 30] . In the center of mass frame (CM frame), the momentum
space, and
By inserting Eq. (17) into Eq. (18) and making the fallowing substitutions
where the superscripts "S" and "P " denote the S-wave state and the P -wave sate respectively. The R υ and R a therefore are simplified to
In (p)NRQCD perturbation theory, the expansion for the Green function G S (q 0 ) takes
where
is the zero-point Green function in coordinate space, which can be derived by solving the non-relativistic Schrödinger equation in spherical coordinate
..) are the high order corrections, which are not only related to the high order corrections of Coulomb potential but also G X 0 (E). The complete S-wave G X (E) = G S (E) calculations at third order are provided in Ref. [30] and the P -wave
at the same order is included in Ref. [29] . The complete numerical calculations are implemented in the QQbar threshold code [31] .
The experimental observed cross section is calculated by convoluting the theoretical cross section with the initial state radiation (ISR) factor and the luminosity spectrum (LS),
is the correction function due to large energy spread mainly caused by beamstrahlung and synchrotron radiation [32, 33] , which is usually described by a Gaussian function at the circular colliders [34] , F(x, s ′ ) is the initial state radiation fac-
) is the theoretical cross section at NNNLO QCD order computed by QQbar threshold code. In Fig. 1 , the red curve is the purely QCD calculation of total cross section at NNNLO order. It can be seen clearly the so-called top pair bound state which locates just above the threshold energy point. The blue and green curves are the total cross sections that are corrected by luminosity spectrum (LS) and ISR respectively. The black curve corresponds to the observed total cross section. We see that the ISR correction observably decreases the total cross section. To simulate the top mass threshold scan experiment, we should assume an attempt top mass value as initial input parameter. The locations of the optimal energy points, which are determined by the simulation, may variate when the real top mass is different from our assumed value. However, the optimization method itself won't change and we are going to discuss this problem later after the simulation.
In our calculation, we adopt the PS mass scheme and our input parameters are set the same as in [20] . m t PS (µ f = 20 GeV) = 171.5 GeV , Γ t = 1.33 GeV. Other input parameters are set as the default values in the QQbar threshold code. We approximately set energy spread as 0.1629%, which is the designed energy spread at 240 GeV center of mass energy at CEPC [32] [33] [34] and we estimate it won't change much at tt threshold region.
III. TOP MASS MEASUREMENT SCHEME
In this section, first, the experimental top mass measurements are simulated by using the software Minuit to perform the χ 2 fittings. The number of optimal energy points and their locations are determined. Second, a substitutable theoretical analysis on statistical error matrix in one-point scheme is provided, which can calculate the statistical error directly even without any data-sampling and fitting. Finally, the luminosity dependence of the top mass statistical error is analysed and the accuracy of the top mass that can be achieved at the future collider CEPC is discussed.
The crucial problem for a top mass threshold measurement optimization is to determine the number of energy points to be taken and their locations. Actually, relative studies [13] [14] [15] have already been made to simulate the threshold scan at future e + e − colliders. In these researches, the data taking schemes are usually designed as 10 equal-distance energy points in a selected threshold nearby energy region with equal luminosity distributed on each energy point. It is quite easy to imagine that these 10 points definitely will not contribute equally to the fitted top mass due to their different sensitivity to the variations of the top mass and cross sections. In fact, it has been shown [36] in similar tau lepton mass threshold scan case that the most efficient scheme is to concentrate all luminosity on the single optimal energy point in one free mass parameter fitting(Sometimes the background cross section and the selecting efficiency can also be taken as free parameters to be fitted and this is called the multi-parameter fitting, which we do not consider here). We have checked this result and find that the additional energy points far from the optimal energy point have negligible contribution to minimize the statistical error of the fitted top mass, and this indicates that they are completely unnecessary.
To find the location of the single optimal energy point, we perform several χ 2 fittings in one energy point scheme and the single energy point ranging from 342 GeV to 346 GeV with a step of 0.1 GeV. The general χ 2 function takes the form:
where n is the number of energy points, and n = 1 in the single energy point case, N i is the number of top pair events which is simulated by Possion sampling according to the Poisson expectation value µ i (m t ) of the ith energy point. µ i is given by
where ǫ sig is the top pair selecting efficiency; Br Wb is the branching ratio for the decays of 
where ∆m t = m t -m t0 , m t is the top quark PS mass and m t0 = m PS t (µ f = 20 GeV) = 171.5 GeV is our initial input parameter.
Besides the χ 2 fitting, the statistical error of the top mass can also be obtained from the error matrix analysis. The covariant matrix is described by
The statistical error is just the square root of the covariance matrix [16] ,
So with Eq. (28) we can calculate the statistical uncertainty directly. [MeV]
• MC sample fit err-matrix calc
FIG. 4:
The correlation between the statistical error δm stat. t and the L ef f in the optimal one-point √ s = 342.6 GeV scheme. The black dots are χ 2 fitted points, and the red curve is computed from error matrix analysis.
The theoretical uncertainty of the normalized total cross section at NNNLO QCD order is estimated at 3% [20] . In our analysis, we assumed that the variation of top mass depends linearly on the total cross section, then the theoretical error of the top mass can be derived by the error transmission formula,
Substituting the approximate formula ∂σ(m t ; √ s)/∂m t = 2∂σ(m t ; √ s)/∂ √ s into Eq. (29), the top mass theoretical uncertainty is extracted to be ± 25.6 MeV which is significant larger than the statistical uncertainty. Similar result has also be presented in [15] . For systematic uncertainty, simulation study shows it is expected to be about 10 MeV at FCCee [39] . Without making careful analysis, which depends on the detailed information of the hardware, we expect here an equal value of the systematic error at CEPC. Thus, the total accuracy of the PS top mass that can be measured at CEPC is estimated as about δm total t ∼ 30 MeV, in which the statistical and systematic errors are comparable and the theoretical error is the dominate source.
Considering the real experiment, the situation is somewhat different from our simulation as the initial input top mass is unnecessarily be equal to the real top mass. The solution is circulating the fitting until to an acceptable accuracy. This means we initially put in an attempting top mass and find the corresponding single optimal energy point location, accumulate some events here, do the fitting and get a measured top mass. Then we take this experimental measured top mass as input parameter to determine the new location of the single optimal energy point, take data, and do the fitting once again. The circular can be stopped until the statistical uncertainty is suppressed to to an expectable accuracy. So the single optimal energy point does not mean we only take one energy point data in the whole experiment but one energy point in each fitting. The fitting itself can be made for many times and this circulation is the so called "data-driven" method.
In order to compare the different points selection schemes, we also perform 10 points scheme as employed in the simulations [14, 15] . We take energy points from 340 GeV to 349 GeV by a step of 1 GeV and assign averagely 5 f b −1 effective integrated luminosity for each point. The total effective 50 f b −1 integrated luminosity results to about 15 MeV statistical uncertainty, which analogous results holds in Refs. [14, 15] . For comparison, obviously the one point scheme leads to a sizeable improvement, about 50% decrease of the top mass statistical uncertainty.
IV. THE IMPACT OF ACCURATE TOP MASS ON ELECTROWEAK VACUUM STABILITY
The sensitivity of the electroweak vacuum stability to the top mass is usually performed in the pole mass scheme, so we need to convert the PS mass into the pole mass. The relation between the PS top mass and the pole mass with corrections up to NNNLO QCD order takes the form [40] ,
, µ f is the subtraction scale and we set µ f = 20 GeV for consistence with the setting m t PS (µ f = 20 GeV) = 171.5 GeV, µ is the renormalization scale as we mentioned above and we set µ = 80 GeV, β 0 , β 1 , β 2 are the renormalization QCD β-functions calculated in [41] , and a 1 , a 2 , a 3 are constant coefficients related to the color factors and the number of light quarks, as given in [40, 42] .
The top pole mass reads
where the three-loop strong running coupling [43] has be used. We'd like to point out there is a little different convention that the second and the third order coefficients of QCD β-functions in [43] are multiplied by a factor of 0.5, comparing with those in Ref. [41] .
Obviously, the uncertainty of the top pole mass is dominated by the intrinsic ambiguity which is estimated to be O(200) MeV [4] . Both experimental efforts and high order theoretical calculations can not contribute to reduce this intrinsic uncertainty.
As far as the studies of vacuum stability at colliders concerned, the LHC could extract 
V. SUMMARY
In this paper, the threshold scan of the top quark mass measurement experiment is simulated at future e + e − collider near 350 GeV and the data taking strategy is optimized to minimize the statistical fluctuation of the top mass. The top pair production cross section adopted is up to NNNLO QCD level and the potential subtracted top mass is selected as it is free from the intrinsic ambiguity in the pole mass definition. The optimization shows the number of the energy point should be only one and it locates near the largest slope region of the cross section to the beam energy. Agreement result has been checked by the error matrix calculation of the statistical error. The so called data-driven method can be a best choice for the future real top mass measurement experiment which means the fitted top mass should be taken as a new input parameter to determine the next location of the optimal energy point and this circulative fittings can be stopped until the statistical error is minimized to an acceptable value. Our research has already shown the advantage of this optimized scheme.
As data events are recorded at the most efficient single energy point, 7 MeV statistical uncertainty can be achieved within 50 f b −1 effective integrated luminosity, which is about half of that comparing to the 10 average distributed points scheme used in [14, 15] with an equal total integrated luminosity.
The 3% theoretical uncertainties for the normalized top pair production cross section caused by the renormalization scale variation leads to a 25.6 MeV theoretical uncertainties for the top mass. Although a hardware dependent systematic uncertainty analysis is still absent here, our simulation shows that the systematic error at the future CEPC is expected to be comparable to the statistical uncertainty at about O(10) MeV, the same as that at the FCC-ee [39] . Actually, no matter whatever we can achieve to suppress the above error sources, the uncertainty of the top quark pole mass will still be dominated by the intrinsic ambiguity at about O(200) MeV. Even though, a top quark pole mass with O(200) MeV total uncertainty, together with the accurate Higgs mass measured at future e + e − 250 GeV collider, is sufficient enough to make the final conclusion of the fate of the stability of the Standard Model electroweak vacuum. It is hard to believe that a metastable vacuum is just caused by coincidence and undiscovered new physics behind that is highly expected.
