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Resumen
La deconvolucio´n dispersa consiste en estimar una sen˜al de reducido nu´-
mero de muestras no nulas a partir de un conjunto de observaciones ruidosas,
que se suponen originadas por la convolucio´n entre una sen˜al de aspecto im-
pulsivo y la respuesta al impulso de un sistema lineal e invariante. En la
introduccio´n de esta investigacio´n se comentan las aplicaciones ma´s relevan-
tes, que van desde la propuesta original en s´ısmica de reflexio´n a extensiones
en procesamiento de ima´genes.
La primera de las dos l´ıneas de investigacio´n presentadas en esta Tesis in-
troduce nuevos me´todos de deconvolucio´n dispersa no ciega basados en una
te´cnica emergente de procesado de sen˜al a partir de algoritmos de Ma´qui-
nas de Vectores Soporte (SVM). Estos algoritmos esta´n regularizados, por
lo que son adecuados al problema de deconvolucio´n dispersa, el cual esta´
mal condicionado, y pueden proporcionar soluciones dispersas. En esta Tesis
se introducen dos algoritmos de deconvolucio´n no ciega utilizando SVM. El
primer algoritmo se formula en el funcional SVM primal, y proporciona una
solucio´n regularizada no dispersa. El segundo se formula en el dual, y produce
una solucio´n dispersa utilizando como funcio´n nu´cleo la funcio´n de ambigu¨e-
dad del sistema lineal invariante. Se utiliza una funcio´n de coste robusta y
su grado de dispersio´n se ajusta a trave´s de uno de sus para´metros libres.
La segunda l´ınea parte de la modificacio´n del algoritmo de deconvolucio´n
homomo´rfica (DH), a trave´s de la introduccio´n de un me´todo constructivo de
transformacio´n de la sen˜al que permite analizar, mediante representaciones
cepstrales, sen˜ales limitadas en banda.
Las prestaciones de los me´todos de deconvolucio´n dispersa propuestos se
analizan mediante simulaciones sobre datos sinte´ticos y reales. El algoritmo
basado en Ma´quinas de Vectores soporte con funcio´n nu´cleo de funcio´n de
ambigu¨edad se prueba en datos reales obtenidos en un experimento en s´ıs-
mica de reflexio´n. As´ı mismo, el algoritmo de deconvolucio´n homomo´rfica
propuesto se prueba en un problema pra´ctico de hemodina´mica.

Abstract
Sparse deconvolution is the estimation of a low nonzero samples signal
from a set of noisy observations. The observations are supposed to be ge-
nerated as the convolution between a sparse signal and a linear invariant
system’s impulse response. In this research’s introduction we comment some
relevant applications, from reflection seismology original applications to ima-
ge processing.
The first of the two research lines presented in this Thesis introduces
new nonblind sparse deconvolution methods. They are based on an emerging
signal processing techniques called Support Vector Machine (SVM). SVM
algorithms are regularized and produce sparse solutions fitting sparse de-
convolution requirements. In this Thesis we introduce two nonblind sparse
deconvolution algorithms based on SVM. The first algorithm is formulated in
the SVM primal functional and produces a regularized non sparse solution.
The second algorithm is formulated in the dual signal model and produces a
sparse solution when the kernel function is the linear time invariant system’s
ambiguity function. A robust cost function is utilized which allows to tune
the sparsity by one of its free parameter.
The second research line uses a homomorphic deconvolution (DH) modi-
fication through the introduction of a constructive method, which transforms
band limited signal into full band signals.
Performance of the sparse deconvolution methods are analyzed through
simulations on synthetic and real data. Support Vector Machine algorithm
is tested with reflection seismic real data. Also, homomorphic deconvolution
algorithm is tested in a hemodynamic practical problem.

Nomenclatura
y(t): sen˜al de salida analo´gica
x(t): sen˜al de entrada analo´gica
h(t): respuesta al impulso
e(t): sen˜al de error
yn: sen˜al de salida de tiempo discreto
xn: sen˜al de entrada de tiempo discreto
hn: respuesta al impulso de tiempo discreto
en: sen˜al de error muestreada
P: nu´mero de muestras de la sen˜al de entrada
Q: nu´mero de muestras de la respuesta al impulso
N: nu´mero de observaciones
H: matriz de convolucio´n
L: lagrangiano
λ: para´metro libre en funcio´n de coste L1
ε: para´metro de insensibilidad en funcio´n de coste ε-Huber
γ: para´metro de coste cuadra´tico en funcio´n de coste ε-Huber
C: para´metro de coste lineal en funcio´n de coste ε-Huber
ξ
(∗)
k : variables de holgura
β
(∗)
k : multiplicadores de Lagrange asociados a variables de holgura
α
(∗)
k : multiplicadores de Lagrange asociados a vectores soporte
K: matriz de nu´cleos
w: vector de pesos
φ(x) : X → F transformacio´n no lineal
⊗: operador de convolucio´n de tiempo discreto
R: conjunto de los nu´meros reales
Rn: espacio n-dimensional de los reales
X : espacio de entrada
H: espacio de caracter´ısticas
()T : operador de trasnposicio´n
‖‖1: norma 1
‖‖2: norma 2
〈, 〉: producto interno

Acro´nimos
ARMA: Modelo Autoregresivo de Medias Mo´viles
(Auto Regressive Moving Average)
BW: Ancho de Banda (Bandwidth)
BG: Bernoulli-Gausiano
CMPG: Conjunto de Trazas con Punto Medio Comu´n
(Common Midpoint Gather)
CSPG: Conjunto de Trazas de Disparo Comu´n
(Common Shotpoint Gather)
dB: Decibelio
DFT: Transformada Discreta de Fourier
DD: Deconvolucio´n Dispersa
DH: Deconvolucio´n Homomo´rfica
DP: Deconvolucio´n Predictiva
FFT: Transformada Ra´pida de Fourier (Fast Fourier Transform)
FIR: Respuesta al Impulso Finita (Finite Impulse Response)
Hz: Hercios
IIR: Respuesta al Impulso Infinita (Infinite Impulse Response)
KKT: Karush-Khun-Tucker
LS: Mı´nimos Cuadrados (Least Squares)
MAP: Ma´ximo a posteriori
MED: Deconvolucio´n de mı´nima entrop´ıa
MG: Mezcla de Gausianas
MDS: Modelo Dual de Sen˜al
ML: Ma´xima Verosimilitud
MPS: Modelo Primal de Sen˜al
MSKA: Modelo de Sen˜al con Kernel de Ambigu¨edad o Autocorrelacio´n
MSE: Error Cuadra´tico Medio (Mean Square Error)
PSF: Funcio´n Punto-Dispersio´n (Point Spread Function)
PL: Problema Lineal
RKHS: Espacio de Hilbert con Nu´cleo Reproductor
(Reproducive Kernel Hilbert Space)
SLIT: Sistema Lineal Invariante en el Tiempo
SNR: Relacio´n Sen˜al a Ruido (Signal Noise Ratio)
SVM: Ma´quina de Vectores Soporte (Support Vector Machine)
SVR: Ma´quina de Vectores Soporte en Regresio´n
(Support Vector Regression)
TF: Transformada de Fourier
TIF: Transformada Inversa de Fourier
WT: Trazo de Oscilacio´n (Wavelet Trace)
WTVA: Trazo de Oscilacio´n Temporal de A´rea Variable
(Wavelet Trace Variable Area)
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Cap´ıtulo 1
Introduccio´n
La convolucio´n de sen˜ales es uno de los pilares fundamentales del ana´lisis
y procesado de sen˜al, y se basa en los principios de linealidad e invarian-
za temporal [87]. El problema opuesto de la convolucio´n, la deconvolucio´n,
es igualmente importante debido a la gran cantidad de aplicaciones que re-
quieren la separacio´n de sen˜ales que pueden modelarse mediante una mezcla
convolucional [76]. La convolucio´n de sen˜ales puede interpretarse como un
problema directo, es decir, se busca la sen˜al de salida en un sistema lineal
e invariante en el tiempo (SLIT) a partir de los valores conocidos de la se-
n˜al de entrada y de la respuesta al impulso que caracteriza a dicho sistema.
De la misma forma, la deconvolucio´n puede interpretarse como un problema
inverso, esto es, conocidas la salida y en principio, tambie´n la respuesta al
impulso, se busca estimar la sen˜al de entrada [76].
Existen muchas aplicaciones que se pueden modelar mediante la convo-
lucio´n entre una sen˜al de entrada, formada por unas pocas esp´ıculas, deno-
minada sen˜al dispersa, y la respuesta al impulso de un SLIT. Al problema
de encontrar las esp´ıculas a partir de la sen˜al de salida se le ha llamado de-
convolucio´n dispersa (DD). Si se conoce a priori la respuesta al impulso, se
habla de DD no ciega, y en caso contrario se hablara´ de DD ciega.
La presente Tesis introduce nuevos me´todos de DD tanto en los casos
donde se conoce la respuesta al impulso, como en aquellos donde se desconoce.
De una parte, en la seccio´n 3.4 se proponen algoritmos para DD no ciega
basados en la utilizacio´n de una de las te´cnicas emergentes en procesado
de sen˜al, esto es, las ma´quinas de vectores soporte (SVM, Support Vector
Machine) [142]. Las SVM se amoldan muy bien a los requerimientos en la
solucio´n del problema de deconvolucio´n dispersa no ciega, ya que conllevan
una regularizacio´n impl´ıcita y, adema´s, producen soluciones dispersas [40].
De otra parte, en la seccio´n 4.4 se propone una modificacio´n al algoritmo de
deconvolucio´n homomo´rfica (DH) propuesto en [70], motivada por el estudio
de un problema pra´ctico. El problema en cuestio´n es la estimacio´n de la
impedancia de entrada ao´rtica a partir de registros card´ıacos de presio´n y
flujo medidos en la arteria aorta. La modificacio´n de la DH se basa en una
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2 CAP´ITULO 1. INTRODUCCIO´N
transformacio´n de la sen˜al a deconvolucionar, traslada´ndola a un espacio
de sen˜al donde se garantiza una separacio´n adecuada entre las sen˜ales que
forman el conjunto de observaciones.
En el presente cap´ıtulo se hara´ una breve introduccio´n al problema de la
DD, analizando, a trave´s del gran nu´mero de aplicaciones, su importancia
y su trascendencia en problemas de sen˜al. Tambie´n se describira´n las moti-
vaciones principales de la presente investigacio´n. Por u´ltimo, se definira´n el
plantamiento y los objetivos de la Tesis.
1.1. Intere´s y aplicaciones de las te´cnicas de
deconvolucio´n
Fue la necesidad de encontrar yacimientos de combustibles fo´siles la que
dio origen a los primeros me´todos de DD [102]. Las primeras aplicaciones se
centraron en la caracterizacio´n del subsuelo terrestre, a trave´s de la s´ısmica
de reflexio´n [103]. Los registros obtenidos de estas aplicaciones se modelaban
como la convolucio´n entre una onda s´ısmica y los reflectores correspondientes
a las interfases entre estructuras geolo´gicas. Dado que la onda s´ısmica se
propaga a trave´s del subsuelo, originando nuevas ondas como producto de
las reflexiones, este modelo resulta ser una buena aproximacio´n [75].
Los primeros me´todos de DD que surgieron requer´ıan algu´n conocimiento
de la onda s´ısmica, por ejemplo, su autocorrelacio´n [90, 103]. Sin embargo,
en esas primeras aplicaciones no era posible conocer la onda s´ısmica y, por
tanto, fue necesario utilizar algunas suposiciones sobre las caracter´ısticas de
la sen˜al y sobre la naturaleza de la onda que se propaga. La suposicio´n de que
la distribucio´n de los reflectores puede modelarse como un proceso aleatorio
de ruido blanco, condujo al resultado de que la autocorrelacio´n de la onda
s´ısmica es igual, excepto por un factor de escala, a la autocorrelacio´n de las
observaciones [103]. Esta suposicio´n permitio´ utilizar la DD sin la necesidad
de conocer a priori la onda s´ısmica, dando origen a lo que se conoce como
DD ciega. Sin embargo, recientemente se ha cuestionado la suposicio´n que
se hizo sobre la distribucio´n de ruido blanco de los reflectores [105, 158].
En [157, 158] se propuso la medicio´n directa de la onda s´ısmica, y si bien
tal propuesta genero´ mucho rechazo [89], no obstante abrio´ el camino a la
exploracio´n de me´todos de DD no ciega.
Recientemente, la DD se ha empezado a utilizar en aplicaciones ma´s com-
plejas, las cuales demandan me´todos ma´s robustos de estimacio´n. La bu´sque-
da de yacimientos geote´rmicos, donde la estructura del subsuelo es mucho
ma´s cao´tica que la de aquellos que contienen yacimientos petrol´ıferos, debido
a la naturaleza volca´nica del subsuelo, requiere me´todos de DD mucho ma´s
robustos [94]. A trave´s de me´todos de DD se puede estimar los tiempos de
llegada de la onda s´ısmica y, a partir de e´stos, se construyen mapas de veloci-
dades que permiten identificar la presencia de yacimientos geote´rmicos [93].
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Esta te´cnica, junto con los recientes avances en algoritmos de interpolacio´n y
visualizacio´n, ha permitido la construccio´n de representaciones del subsuelo
terrestre en dos y tres dimensiones, las cuales ofrecen mejores herramientas
de exploracio´n [24].
En el campo de la ingenier´ıa de comunicaciones, la deconvolucio´n se en-
cuentra en aplicaciones de igualacio´n de canal. Por un lado, los me´todos no
ciegos se desarrollan a partir de la transmisio´n de una secuencia conocida
de datos a trave´s del canal, la cual sirve como sen˜al de entrada [92]. Por
otro lado, los algoritmos ciegos utilizan como u´nica informacio´n disponible
un conjunto de observaciones a la salida del canal [47, 48]. Los primeros al-
goritmos para deconvolucio´n ciega o igualacio´n surgen como resultado del
intento de resolver las interferencias entre s´ımbolos en comunicaciones v´ıa
modem, originadas al aumentar la velocidad de comunicacio´n [68, 69]. Otro
hito importante en el desarrollo de algoritmos de deconvolucio´n e igualacio´n
se establece, en la de´cada de 1980, con la introduccio´n del algoritmo de mo´-
dulos constantes [41, 135], el cual tiene una amplia aplicacio´n en modulacio´n
digital de sen˜ales [132].
De muy especial intere´s resultan las aplicaciones en formacio´n de ima´genes
radar de apertura sinte´tica [123]. A partir del modelo de sen˜al propuesto
en [77], donde se modela la energ´ıa recibida por el radar a trave´s de un
modelo convolucional, ha sido posible introducir te´cnicas de deconvolucio´n
en el mejoramiento de la calidad de las ima´genes.
Otra aplicacio´n ma´s reciente y muy importante de los me´todos de decon-
volucio´n no ciegos se encuentra en el a´rea de procesamiento digital de sen˜ales
biome´dicas, ya sea en una o en varias dimensiones. En el caso particular de
ima´genes me´dicas (caso bidimensional) se pueden considerar tres a´reas donde
la deconvolucio´n ha tenido un gran impacto: ultrasonido, resonancia magne´-
tica y tomograf´ıa computarizada. Las te´cnicas de restauracio´n de ima´genes
se basan en modelar la imagen degradada como la convolucio´n entre la ima-
gen real y la funcio´n punto-dispersio´n (PSF, Point Spread Function). Esta
aplicacio´n es un ejemplo de deconvolucio´n no ciega, ya que la restauracio´n
de la imagen requiere del conocimiento a priori de la PSF [129].
Todas estas aplicaciones plantean nuevos retos que requieren la renovacio´n
de viejos paradigmas y la introduccio´n de nuevas ideas en el desarrollo de
te´cnicas robustas de deconvolucio´n.
1.2. La deconvolucio´n en problemas de sen˜al
La deconvolucio´n ha sido un campo activo de investigacio´n durante ma´s
de cincuenta an˜os. En [101] y [103] se propusieron me´todos que, sin hacer
uso del te´rmino deconvolucio´n, permit´ıan determinar, con cierta precisio´n,
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las reflexiones en un problema de DD1. Sin embargo, el fundamento teo´rico
que impulso´ el desarrollo de te´cnicas de deconvolucio´n se encuentra, unos
an˜os ma´s atra´s, en el trabajo de [151] y en la implementacio´n algor´ıtmica
desarrollada en [65]. Norbert Wiener propon´ıa en [151]: “(...) unir la teor´ıa
y pra´ctica de dos campos de trabajo (...) las series temporales en estad´ıstica
y la ingenier´ıa de comunicaciones”. La implementacio´n condujo al disen˜o de
filtros de mı´nimos cuadrados, aunque el trabajo de [65] es ampliamente reco-
nocido por la solucio´n eficiente de sistemas normales de ecuaciones asociados
al disen˜o de filtros de mı´nimos cuadrados. La relacio´n expl´ıcita entre series
temporales y deconvolucio´n fue establecida en [103], dando origen al me´todo
de deconvolucio´n de mı´nimos cuadrados ma´s importante: la deconvolucio´n
predictiva (DP) [89].
Los me´todos de solucio´n por mı´nimos cuadrados y mı´nimos absolutos han
estado presentes durante ma´s de dos siglos [128], y su aplicacio´n a problemas
de DD surgieron con el nacimiento del procesamiento de sen˜ales en tiempo
discreto. Los me´todos de deconvolucio´n desarrollados durante las de´cadas
de 1950 y 1960 fueron principalmente mı´nimos cuadrados [148]. No fue sino
hasta la de´cada 1970 que se introdujo la solucio´n por mı´nimos absolutos o
norma L1 [25]. En [130] se utilizo´ un factor de penalizacio´n que permit´ıa la
regularizacio´n del problema, y adema´s se formulo´, de una forma muy precisa
la DD como problema de programacio´n lineal (PL). En [81] se exploraron las
ventajas del me´todo Simplex como te´cnica de solucio´n del problema de PL
en DD. As´ı mismo, los trabajos en norma L1 estimularon investigaciones en
normas ma´s generales [7, 154].
A finales de la de´cada de 1970 y durante toda la de´cada de 1980, se inicio´
y desarrollo´ uno de los me´todos de deconvolucio´n ma´s importantes de los
u´ltimos 25 an˜os, la deconvolucio´n de ma´xima verosimilitud (ML, Maximum
Likelihood). El me´todo de deconvolucio´n ML se inicio´ utilizando modelos
de variables de estado [61], pero su amplia utilizacio´n en problemas de pro-
cesado de sen˜al condujo a su formulacio´n convolucional [76]. ML incorporo´
conocimiento de a´reas tales como la identificacio´n de sistemas y la teor´ıa de
deteccio´n y estimacio´n. As´ı mismo, se incorporo´ un nuevo modelo estad´ıstico
para la sen˜al dispersa [75, 76].
En la de´cada de 1990 empezaron a publicarse trabajos que demostraban
que una de las hipo´tesis ma´s importantes en los me´todos de DD cla´sicos, el
modelado de la sen˜al dispersa como una secuencia de ruido blanco aleatorio,
carec´ıa de fundamento real [112, 114, 157]. Desde entonces, se han propuesto
nuevos modelos para la sen˜al dispersa, y en [113] se analizan los ma´s impor-
tantes.
1Ricker, en [101], acun˜o´ el te´rmino compresor de ondas, ya que interpretaba las obser-
vaciones como la superposicio´n de ondas originadas por el efecto de reflexio´n a trave´s de
discontinuidades. Dichas reflexiones pod´ıan calcularse aplicando un filtro capaz de contraer
cada una de las ondas hasta hacer de ellas impulsos que correspondiesen con los coeficientes
de reflexio´n. Por otro lado, Robinson, en [103], utilizo´ el te´rmino descomposicio´n predictiva,
que ma´s tarde sustituir´ıa por deconvolucio´n predictiva.
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A modo de reflexio´n cabe decir que las modificaciones actuales sobre la
naturaleza de la sen˜al dispersa no han conducido a la desestimacio´n de los
me´todos cla´sicos, basados en el filtrado de mı´nimos cuadrados, como por
ejemplo, la solucio´n mediante el filtro de Wiener. De hecho en [113, 114] se
resalta que la DD mediante el filtrado de Wiener es uno de los me´todos ma´s
robustos frente a una gran variedad de condiciones, como por ejemplo, la
estad´ıstica del ruido o la sen˜al de entrada.
1.3. Motivacio´n e intere´s de la investigacio´n
Los algoritmos propuestos en la presente Tesis se basan en dos te´cnicas
muy diferentes, que se corresponden con el caso donde se conoce la respuesta
al impulso y en el que se desconoce completamente. El caso donde se conoce
la respuesta al impulso tiene como problemas principales: el mal condicio-
namiento, la sensibilidad al tipo de ruido y la limitante impuesta de poder
encontrar soluciones u´nicamente en los casos donde la fase de la respuesta
al impulso es mı´nima. El problema del mal condicionamiento se da cuando
pequen˜as variaciones en las observaciones conducen a grandes variaciones en
las estimaciones. La sensibilidad al tipo de ruido se da cuando variaciones en
la estad´ıstica del ruido o la presencia de valores at´ıpicos conducen a malas
estimaciones de la sen˜al dispersa. Por u´ltimo, el problema de la fase mı´nima
se da cuando no se puede encontrar una solucio´n directa a trave´s de un filtro
inverso estable. El caso donde no se conoce la respuesta al impulso adolece de
los mismos problemas del caso anterior, pero la situacio´n es au´n ma´s comple-
ja, y es necesaria la introduccio´n a priori de informacio´n sobre la sen˜al, como
por ejemplo, algu´n conocimiento sobre la estad´ıstica de las observaciones o
sobre el ancho de banda de las sen˜ales implicadas.
Por tanto, aqu´ı se exploran en dos direcciones las posibilidades para nue-
vos algoritmos de DD: para el caso no ciego, se propone extender las propie-
dades de robustez y dispersio´n de las SVM a la solucio´n del problema; y para
el caso ciego, se proponen modificaciones del algoritmo de la DH de acuerdo
con la naturaleza conocida de la aplicacio´n pra´ctica a resolver en la presente
Tesis, es decir, la estimacio´n de la impedancia de entrada ao´rtica.
Si bien las SVM han sido propuestas inicial y fundamentalmente como
procedimiento de clasificacio´n en problemas bicla´sicos [142], recientemente
se han desarrollado algoritmos SVM para problemas de procesado digital de
sen˜al, que requieren de te´cnicas robustas de procesado, tales como el mode-
lado ARMA (Auto Regressive Moving Average), el ana´lisis espectral cla´sico,
el filtrado gamma o la interpolacio´n [107, 110, 111, 108]. Dadas las buenas
prestaciones observadas en la extensio´n de las SVM a problemas cla´sicos de
procesado digital de sen˜al, se extendera´n las propiedades de robustez de la
SVM a la solucio´n del problema de DD.
La DH fue desarrollada de forma simulta´nea y por fuentes separadas en
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[10, 83]. Su aplicacio´n como te´cnica ciega ha tenido un amplia aceptacio´n
en muchos campos de la ingenier´ıa [23, 82]. Las modificaciones recientes del
me´todo [70], as´ı como los desarrollos de me´todos nume´ricos para el ca´lculo de
ra´ıces [122], y a partir de e´stas los coeficientes cepstrales, han estimulado el
uso de la DH como me´todo robusto de deconvolucio´n ciega. Su incorporacio´n
en la presente Tesis ha sido motivada, adema´s de sus buenas prestaciones,
por la necesidad de tener una te´cnica robusta de deconvolucio´n que permita
resolver una aplicacio´n particular, esto es, la caracterizacio´n de la impedancia
de entrada ao´rtica.
1.4. Planteamiento y objetivos de la Tesis
En la presente Tesis se desarrollara´n me´todos de DD basados en dos
te´cnicas diferentes, como son la deconvolucio´n mediante SVM y la DH. La
primera sirve como alternativa a propuestas no ciegas y se basa en dos con-
ceptos claves: la minimizacio´n de funciones de coste robustas y las te´cnicas
de optimizacio´n. La segunda es una alternativa a me´todos ciegos propuestos
hasta la fecha y se basa en modificaciones del algoritmo de DH.
La extensio´n de las SVM como me´todo de DD requiere el desarrollo de
nuevos modelos algor´ıtmicos. El desarrollo de un modelo adecuado para la
solucio´n del problema ha conducido a explorar dos propuestas SVM dentro
del marco de procesado de sen˜al:
En la primera propuesta, se estudiara´n los trabajos en SVM realizados
en aplicaciones de procesado de sen˜al [107, 110, 111, 108] y generaliza-
dos dentro de un marco lineal general en [20, 107]. Esta generalizacio´n
permitira´ incluir a la DD como un caso particular dentro del marco
SVM lineal general. Este me´todo de deconvolucio´n sera´ llamado de-
convolucio´n SVM basada en el modelo primal de sen˜al (MPS). Del
ana´lisis teo´rico y de la simulacio´n sobre el MPS se obtendra´n impor-
tantes conclusiones sobre sus ventajas y limitaciones, que conducira´n a
la bu´squeda de otros algoritmos que superen sus limitaciones.
La segunda propuesta se basara´ en el modelo dual de sen˜al (MDS),
introducido en [108] como modelo alternativo en problemas de interpo-
lacio´n, que utiliza el algoritmo SVM desarrollado en regresio´n (SVR,
Support Vector Regression). Este modelo formulara´ el problema de DD
como una regresio´n no lineal e incorporara´ la utilizacio´n de los espacios
de caracter´ısticas. El ana´lisis teo´rico del MDS mostrara´ ventajas sobre
el MPS, pero a la vez dificultades teo´ricas en su implementacio´n, por
ejemplo en sistemas causales.
La necesidad de un algoritmo para aplicaciones de DD ciega ha llevado en
esta Tesis a la utilizacio´n y modificacio´n del algoritmo para la DH propuesto
en [86]. En este sentido, se explorara´n aqu´ı las siguientes propuestas:
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Se desarrollara´, a trave´s del estudio de los algoritmos precedentes de
DH, una nueva versio´n que se adaptara´ a los modelos de sen˜al ma´s
comu´nmente encontrados en problemas de DD ciega. Esta modificacio´n
conducira´ a la transformacio´n previa de la sen˜al a un dominio que se
ha llamado dominio suplemental (DS), que mejorara´ los resultados de
la DD ciega.
Se aplicara´ el algoritmo modificado de DH a una aplicacio´n de bioin-
genier´ıa, la caracterizacio´n de la impedancia de entrada ao´rtica. Esta
aplicacio´n requerira´ de algoritmos robustos que permitira´n hacer infe-
rencias sobre las caracter´ısticas del sistema cardiovascular a partir de
mediciones realizadas en el flujo sangu´ıneo.
La presente investigacio´n se estructurara´ en seis cap´ıtulos, los cuales se
detallan a continuacio´n:
El presente cap´ıtulo ha servido de introduccio´n elemental al problema
de la DD.
El Cap´ıtulo 2 realizara´ una revisio´n bibliogra´fica de los me´todos cla´sicos
y las aportaciones ma´s recientes en deconvolucio´n ciega y no ciega.
En el Cap´ıtulo 3 se introducira´n las SVM para los problemas cla´sicos de
clasificacio´n y regresio´n, y se estudiara´n las aplicaciones ma´s recientes
de las SVM a problemas de procesado de sen˜al. Adema´s, se presentara´
la primera aportacio´n de la presente Tesis: el desarrollo de dos algorit-
mos de DD no ciega basados en SVM. Por u´ltimo, se presentara´n los
resultados, a trave´s de varios experimentos, que ilustrara´n la robustez
del me´todo para diferentes tipos de ruido, de sen˜ales de entrada y de
respuestas al impulso.
El Cap´ıtulo 4 describira´ brevemente la DH y presentara´ modificaciones
realizadas sobre la sen˜al que permitira´n mejorar las prestaciones del
algoritmo de DH. Una de estas modificaciones es la segunda aportacio´n
de la presente Tesis, esto es, la DH en el Dominio Suplemental. Tambie´n
al final del cap´ıtulo, se realizara´n pruebas sobre sen˜ales sinte´ticas.
El Cap´ıtulo 5 desarrollara´ una aplicacio´n pra´ctica de los me´todos de
DH en bioingenier´ıa, esto es, la caracterizacio´n de la impedancia de
entrada ao´rtica.
Finalmente, el Cap´ıtulo 6 se resumira´n las conclusiones de la investiga-
cio´n realizada en la presente Tesis, y se propondra´n las l´ıneas futuras
de investigacio´n.
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Cap´ıtulo 2
Deconvolucio´n de sen˜ales
dispersas
En muchas situaciones pra´cticas se desea caracterizar la estructura interna
de un sistema f´ısico a partir de medidas del comportamiento del mismo.
Tambie´n, es posible que a partir de estas medidas se tenga intere´s no en la
estructura interna, sino en la estimulacio´n que dio origen a dichas medidas.
Estas dos situaciones se pueden formular como un u´nico problema [44] que
se conoce con el nombre de problema inverso, y que matema´ticamente se
formula a trave´s de la ecuacio´n integral siguiente:
y(t) =
∫ t
0
K(t, τ)x(τ)dτ + e(t) (2.1)
donde las sen˜ales y(t), K(t, τ) y x(t) representan la salida, la estructura
interna y la entrada del sistema f´ısico en cuestio´n, respectivamente, y e(t) es
un proceso aleatorio que modela la componente de ruido. La Ecuacio´n (2.1)
se conoce con el nombre de ecuacio´n integral de Fredholm de primera clase
[91, 136], y la funcio´n K(t, τ) en la misma es la funcio´n nu´cleo o kernel la
cual debe cumplir con las condiciones de la seccio´n 3.1.3.
Un caso particularmente importante se da en los problemas donde el
nu´cleo es una funcio´n del tipo convolucional, es decir, el nu´cleo depende
solamente de la diferencia entre dos variables independientes. Este tipo par-
ticular de problema inverso se conoce con el nombre de deconvolucio´n [45] y
matema´ticamente se escribe como:
y(t) =
∫ t
0
h(t− τ)x(τ)dτ + e(t) (2.2)
donde h(t − τ) es la respuesta al impulso del sistema, la cual se desplaza
en funcio´n de la variable τ . As´ı, el problema de deconvolucio´n se refiere a
la solucio´n de una ecuacio´n integral lineal del tipo Fredholm de primera
clase con nu´cleo invariante [55]. Cabe hacer notar que, en la Teor´ıa de los
Sistemas Lineales, los l´ımites de la integral (2.2) esta´n definidos en el intervalo
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(−∞,∞), con lo que se consigue incluir aquellas funciones definidas en todo
el intervalo de tiempo. Desde el punto de vista de la Teor´ıa de Operadores,
la integral (2.2) se interpreta como una transformacio´n lineal sobre la sen˜al
de entrada x(t).
Desde el punto de vista de los sistemas lineales, la Ecuacio´n (2.2) se
conoce con el nombre de integral de convolucio´n, donde la sen˜al de salida se
origina a partir de la convolucio´n de la sen˜al de entrada con la respuesta al
impulso. As´ı, la deconvolucio´n se interpreta como una operacio´n que cancela
los efectos de una convolucio´n efectuada sobre una sen˜al [46].
El caso particular de la DD se da cuando el sistema tiene una repuesta
al impulso formada por una serie de impulsos distribuidos de forma dispersa
y aleatoria. A modo de ejemplo, y para facilitar la descripcio´n del problema,
se utiliza a continuacio´n la aplicacio´n que ma´s ha estimulado el desarrollo de
algoritmos de deconvolucio´n: la s´ısmica de reflexio´n [75, 103]. Como puede
verse en la Figura 2.1(a), en esta aplicacio´n la sen˜al de salida corresponde
generalmente a una sen˜al s´ısmica generada artificialmente. La onda s´ısmica
se origina a trave´s del uso de explosivos o vibradores meca´nicos que hacen
propagar ondas a trave´s del subsuelo. La onda s´ısmica se propaga hacia aba-
jo y, cuando encuentra discontinuidades geolo´gicas, parte de e´sta se refleja
hacia la superficie, donde es registrada por los equipos de medida. El modelo
geolo´gico de capas del subsuelo terrestre, tal y como se observa en la Figura
2.1(a), corresponde a un modelo de para´metros distribuidos [75], y cualquier
sen˜al medida correspondera´ a un conjunto de re´plicas retrasadas y escala-
das de la onda s´ısmica de entrada. Matema´ticamente, la sen˜al s´ısmica puede
modelarse a trave´s de la siguiente ecuacio´n:
y(t) =
∞∑
j=1
hjx(t− tj) + e(t) (2.3)
donde x(t) e y(t) representan a la onda que se hace propagar a trave´s del
subsuelo y a la onda s´ısmica total medida a la salida, respectivamente; hj y tj
representan la amplitud y el instante de tiempo correspondiente a la reflexio´n
en el instante i-e´simo, respectivamente. Es posible reescribir la respuesta al
impulso como un sumatorio de impulsos:
h(t) =
∞∑
j=1
hjδ(t− tj) (2.4)
donde δ(t) representa la funcio´n delta de Dirac. Debido a que la convolucio´n
es un operador conmutativo, es posible intercambiar el orden de las sen˜ales
a convolucionar, y suponer que el tren de impulsos de (2.4) sirve de entrada
a un sistema de respuesta al impulso igual a la onda s´ısmica. Este cambio se
realiza debido a dos cuestiones importantes: en primer lugar se debe a que la
serie de impulsos no posee una longitud finita definida y, en segundo lugar,
la serie de impulsos se modela en muchas aplicaciones como una secuencia
aleatoria [75].
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Figura 2.1: El problema de s´ısmica de reflexio´n: (a) el subsuelo terrestre
modelado como un conjunto de estructuras geolo´gicas estimulado por una
onda s´ısmica; (b) su representacio´n como un SLIT.
La Ecuacio´n (2.3) representa un modelo de sen˜al de tiempo continuo de
gran importancia en el modelado de aplicaciones que involucran sen˜ales dis-
persas, pero su utilidad es solamente teo´rica. Las aplicaciones que requieren
la estimacio´n de la sen˜al dispersa a partir de un nu´mero limitado de observa-
ciones se basan en un modelo equivalente de tiempo discreto donde la sen˜al
de entrada y la respuesta al impulso tienen longitud finita, el cual se escribe
como sigue:
y[n] =
P−1∑
j=0
x[j]h[n− j] + e[n] = h[n]⊗ x[n] + e[n] (2.5)
donde n = 0, 1, ..., N − 1. La sen˜al dispersa de entrada x[n] y la respuesta al
impulso h[n] tienen longitud finita igual a P muestras y Q=N -P+1 muestras,
respectivamente. Tambie´n, es posible simplificar la notacio´n de sumatorio a
trave´s de la introduccio´n del operador ⊗, que se conoce con el nombre de
operador de convolucio´n de tiempo discreto.
Resulta de mucha utilidad escribir la suma de convolucio´n (2.5) de forma
matricial, y para ello se utiliza una representacio´n algor´ıtmica, dada por:
yn =
P∑
j=1
xjhn−j+1 + en (2.6)
donde n = 1, ..., N . Obse´rvese que, a diferencia del modelo de tiempo discreto
(2.5), los ı´ndices empiezan en la posicio´n n = 1, es decir xn = x[n− 1]. Esta
notacio´n se mantendra´ a lo largo de la presente Tesis cuando se utilice la
representacio´n algor´ıtmica.
Para tener en cuenta (2.6) en todos los valores del ı´ndice n, se puede
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utilizar la formulacio´n matricial siguiente:

y1
y2
...
yN
 =

h1 0 . . . 0
h2 h1 . . . 0
... h2
. . .
...
hQ
...
. . .
0 hQ
. . .
...
...
...
0 0 . . . hQ


x1
x2
...
xP
+

e1
e2
...
eN
 (2.7)
Reescribiendo de forma simplificada, se tiene la expresio´n:
y = Hx + e (2.8)
donde la matriz H tiene dimensio´n N × P , y corresponde a la matriz de
convolucio´n generada a partir de la respuesta al impulso hn [17].
El problema de la DD se describe desde dos puntos de vista claramente
diferenciados, segu´n el conocimiento que se tenga sobre la respuesta al im-
pulso [115]. El primer enfoque supone conocida la respuesta al impulso hn,
adema´s de la sen˜al de salida yn, y busca calcular la sen˜al dispersa xn. Este
caso es conocido como DD no ciega. El segundo enfoque supone que tanto
la sen˜al dispersa xn como el filtro hn son desconocidos, y se denomina DD
ciega.
En el presente cap´ıtulo se realizara´ una revisio´n bibliogra´fica de los dife-
rentes me´todos de DD. Se incluira´n me´todos ba´sicos, como el de la transfor-
mada discreta de Fourier, de mucha utilidad en la introduccio´n de algunos
problemas que suelen encontrarse en este tipo aplicaciones. Tambie´n se estu-
diara´n me´todos cla´sicos basados en mı´nimos cuadrados y mı´nimos absolutos,
as´ı como te´cnicas de estimacio´n ma´ximo a posteriori, entre las cuales des-
taca la deconvolucio´n de ma´xima verosimilitud. En cuanto a las te´cnicas no
ciegas, se revisara´ el me´todo de la DH y el me´todo de mo´dulos constantes.
Por u´ltimo, se hara´ un ana´lisis de varios aspectos relevantes encontrados al
aplicar las te´cnicas de DD, entre los cuales esta´n el modelo de sen˜al dispersa
y la fase de la respuesta al impulso.
2.1. DD no ciega
La DD es un problema cla´sico dentro del procesamiento digital de sen˜ales.
De hecho, fue la deconvolucio´n de sen˜ales dispersas, tal como se introdujo en
[103], el primer me´todo de procesamiento digital de sen˜ales sin una contra-
parte analo´gica [102]. Los me´todos analo´gicos, anteriores a la introduccio´n
de la deconvolucio´n, buscaban la estimacio´n de sen˜ales dispersas a trave´s
de la aplicacio´n directa de filtros de ranura sobre la la sen˜al de salida. Por
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otro lado, la deconvolucio´n se introdujo como una te´cnica de tiempo discreto
[102]. A continuacio´n, en esta seccio´n se hara´ una revisio´n de las te´cnicas no
ciegas ma´s comunes.
2.1.1. Solucio´n usando la transformada de Fourier
En [28, 27, 50] se introdujo el algoritmo de la transformada ra´pida de
Fourier (FFT, Fast Fourier Transform) en el ca´lculo de la transformada de
Fourier de tiempo discreto (DFT, Discrete Fourier Transform). El problema
de la deconvolucio´n tiene una solucio´n teo´rica directa en el dominio transfor-
mado a trave´s del uso de la DFT, siempre que las sen˜ales sean de longitud
finita [121]. La sen˜al de entrada en principio puede calcularse directamente
a trave´s de:
x[n] = DFT−1
(Y [k]
H[k]
)
+DFT−1
(E[k]
H[k]
)
(2.9)
donde DFT−1 representa la DFT inversa, y H[k], Y [k] y E[k] representan las
DFT de h[n], y[n] y e[n], respectivamente.
La estimacio´n de la sen˜al de entrada obtenida a trave´s de (2.9) es muy
sensible a errores en los datos, introducidos por la componente de ruido. En
particular, cuando se divide por un valor de H[k] con un valor de mo´dulo
pequen˜o, se amplifica el efecto del ruido, obtenie´ndose una mala estimacio´n
de la sen˜al de entrada [98]. Al segundo te´rmino del miembro de la derecha de
(2.9) se le conoce como ruido de alta frecuencia, debido a que´ es el responsable
de la distorsio´n de alta frecuencia [32]. El ruido de alta frecuencia se produce
debido al cara´cter paso bajo de la mayor´ıa de sistemas f´ısicos, esto es, la sen˜al
de entrada se ve severamente atenuada en sus componentes de frecuencias
altas y, al realizar la operacio´n de deconvolucio´n, e´stas se ven amplificadas
junto con las componentes de ruido.
Para ilustrar la solucio´n al problema de deconvolucio´n mediante la DFT,
se introduce a continuacio´n un ejemplo en el cual se recupera la sen˜al de
entrada mediante (2.9). Las ecuaciones de este ejemplo se presentan en la
seccio´n de experimentos del cap´ıtulo 4 y corresponde a la convolucio´n de una
onda Ricker con una secuencia de tres impulsos. La Figura 2.2(a) y 2.2(b)
muestran la respuesta al impulso de un filtro paso banda y una sen˜al dispersa
formada por tres impulsos, respectivamente. En las Figuras 2.2(c) y 2.2(d)
se muestran las amplitudes de los espectros de la respuesta al impulso y la
sen˜al dispersa, respectivamente.
La amplitud de la DFT de la sen˜al de salida con ruido aditivo Gausiano
se muestra en la Figura 2.2(e). La amplitud de la DFT de la sen˜al de entrada
obtenida a partir de (2.9) se muestra en la Figura 2.2(f), donde se observa
como el me´todo es muy sensible al ruido aditivo sobre la sen˜al de salida, no
solamente en alta frecuencia, sino tambie´n, en este caso, en baja frecuencia,
dado el cara´cter paso banda de la respuesta al impulso utilizada.
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Figura 2.2: Sen˜ales de prueba: (a) respuesta al impulso; (b) sen˜al dispersa;
(c) amplitud del espectro de la respuesta al impulso; (d) amplitud del espectro
de la sen˜al dispersa; (e) amplitud del espectro de la sen˜al de salida con ruido;
(f) sen˜al dispersa estimada.
Este enfoque basado en la DFT fue analizado en [98], donde se propuso
la regularizacio´n para mejorar el problema de la alta sensibilidad al ruido
aditivo. Dicha regularizacio´n condujo a la deconvolucio´n mediante filtro de
Wiener [30, 99], de la cual se hablara´ ma´s adelante.
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2.1.2. Solucio´n de mı´nimo error cuadra´tico
El me´todo de mı´nimos cuadrados (LS, Least Squares) ha cumplido ya su
bicentenario1, y su incorporacio´n en la solucio´n del problema de DD surgio´
con el nacimiento mismo de la deconvolucio´n. Fueron los trabajos, primero
el teo´rico en [151] y luego la implementacio´n en [65], los que condujeron
al desarrollo de filtros de deconvolucio´n de LS [89]. En esta seccio´n solo se
considerara´n los me´todos LS que se basan en la minimizacio´n directa del
error cuadra´tico, con un enfoque puramente matricial tal como fue planteado
en [100].
Solucio´n de mı´nimo error cuadra´tico no regularizado
Utilizando notacio´n matricial, la solucio´n LS consiste en encontrar un vec-
tor x que minimice la norma cuadra´tica del error, es decir se busca minimizar
el funcional:
JLS = ‖y −Hx‖22 (2.10)
La solucio´n viene dada por:
xˆ = (HTH)−1HTy = H+y (2.11)
La expresio´n H+ se conoce con el nombre de matriz generalizada de H,
o pseudoinversa de Moore-Penrose [46]. Un resultado similar se obtiene con
el estimador de ma´xima verosimilitud [49], en presencia de ruido Gausiano,
donde se busca maximizar la probabilidad condicional p(y|x).
Obse´rvese que HTH es una matriz cuadrada QxQ de tipo Toeplitz. Si se
denota la autocorrelacio´n de la respuesta al impulso por:
γk =
Q∑
i=1
hihi+k, k = 1, 2, . . . , Q (2.12)
se tiene que:
HTH =

γ1 γ2 . . . γQ
γ2 γ1 . . . γQ−1
...
...
...
γQ γQ−1 . . . γ1
 (2.13)
es la matriz de autocorrelacio´n de la respuesta al impulso hn, donde γi es el
elemento que forma i-e´sima diagonal.
La solucio´n (2.11) tuvo inicialmente alguna aceptacio´n en la comunidad
cient´ıfica [15, 26, 37, 100] fundamentalmente por su sencillez, pero al igual
que en el me´todo basado en la DFT, la solucio´n de (2.11) es muy sensible
a las variaciones debido al ruido en la sen˜al de salida. Esta alta sensibilidad
1El me´todo de mı´nimos cuadrados fue utilizado por Gauss en 1795, sin embargo fue
publicado por Legendre en 1805 [58].
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significa que pequen˜as perturbaciones en la sen˜al de salida producen grandes
variaciones en la sen˜al dispersa estimada, a esto se le conoce como problema
mal condicionado [44].
Formalmente, un problema esta´ bien condicionado si cumple con tres con-
diciones [42, 44]: (1) tiene solucio´n, (2) la solucio´n es u´nica y (3) la solucio´n
depende continuamente de datos y para´metros, es decir, pequen˜as perturba-
ciones en los datos no deben causar grandes perturbaciones en los resultados.
El problema esta´ mal condicionado cuando no se cumple alguna de estas
condiciones.
A continuacio´n se ilustrara´ con un ejemplo simple el problema de mal
condicionamiento. Supo´nganse los valores de sen˜al siguientes:
y =
 0.270.25
3.33
 , A =
 0.16 0.100.17 0.11
2.02 1.29
 , x = [ 1
1
]
, e =
 0.01-0.03
0.02

donde y, A, x y e corresponden con el vector de observaciones, la matriz mal
condicionada, el vector de entrada y el vector de ruido, respectivamente. La
estimacio´n de x obtenida a trave´s de (2.11) es:
xˆ =
[
7.01
-8.40
]
El resultado obtenido utilizando la solucio´n LS de (2.11) conduce a una
mala estimacio´n del valor verdadero de la sen˜al, x = [1, 1]T , a pesar de
tener un valor pequen˜o para la norma del error, ‖Ax− y‖2 = 0.022. La mala
estimacio´n del valor de x se debe al mal condicionamiento de la matriz A.
En [54] se estudio´ el problema del mal condicionamiento de la matriz de
convolucio´n en problemas de deconvolucio´n, el cual se atribuyo´ a la depen-
dencia cuasi-lineal de sus filas. A trave´s de la expansio´n en serie de Taylor,
se demostro´ que cualquier fila de la matriz H se aproxima como la combina-
cio´n lineal de dos filas adyacentes. La dependencia cuasi-lineal de las filas de
H se debe a la suavidad de la respuesta al impulso. As´ı, un aumento de la
frecuencia de muestreo empeora el condicionamiento de la matriz, ya que se
incrementa la dependencia entre filas [54].
Una caracterizacio´n ma´s expl´ıcita del problema de mal condicionamiento
en problemas de deconvolucio´n se realizo´ en [32], a trave´s de la utilizacio´n de
un modelo convolucional diferente de (2.8) y dado por:
y + δy = H(x+ δx) (2.14)
donde δy y δx, representa las distorsiones en la sen˜al de salida y entrada
respectivamente. Utilizando la representacio´n basada en la descomposicio´n
en valores singulares [32], se obtiene una solucio´n para la sen˜al de entrada
dada por:
x+ δx =
N∑
i=1
yTui
λi
vi +
N∑
i=1
δyTui
λi
vi (2.15)
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donde {λi,ui} y {λi,vi} son los autovalores/autovectores de las matrices
HHT y HTH, respectivamente.
La solucio´n dada por (2.15) caracteriza el problema de mal condiciona-
miento en un problema de deconvolucio´n, y permite identificar el origen de las
distorsiones en la estimacio´n de la sen˜al [32]. Del segundo te´rmino del miem-
bro de la derecha de (2.15), se observa que, incluso en las situaciones donde
la componente de distorsio´n es pequen˜a, el valor de δx puede ser grande, si
el autovalor λi correspondiente es pequen˜o, en comparacio´n con el autovalor
de valor ma´ximo λmax.
El problema de mal condicionamiento hace necesaria la bu´squeda de alter-
nativas que permitan mejorar las prestaciones del me´todo de deconvolucio´n
LS. A continuacio´n se presenta una solucio´n a dicho problema.
Solucio´n de mı´nimo error cuadra´tico regularizado
El mal condicionamiento puede corregirse a trave´s de un proceso llama-
do regularizacio´n, el cual reemplaza la matriz pseudoinversa H+ de (2.11)
por una matriz Cγ, donde el para´metro γ se denomina para´metro de re-
gularizacio´n [80]. La forma de regularizacio´n ma´s utilizada se lleva acabo
modificando el nu´mero de condicio´n de la matriz HTH, dado por el cociente
entre sus autovalores mayor y menor, agregando una valor constante a la
diagonal principal. Esta modificacio´n conduce a la solucio´n LS regularizada
siguiente:
xˆ = (HTH+ γI)−1HTy (2.16)
donde γ > 0 es el para´metro de regularizacio´n y la matriz Cγ viene dada
por:
Cγ =
(
HTH+ γI
)−1
HT (2.17)
La ecuacio´n (2.16) es la misma solucio´n obtenida por Tikonov en [131] a
partir de la optimizacio´n del funcional:
JLSR = ‖y −Hx‖22 + γ‖x‖22 (2.18)
donde γ‖x‖22 es el te´rmino de regularizacio´n y γ es el para´metro de regula-
rizacio´n, interpretado en este caso como una constante de compromiso entre
la minimizacio´n del error y la norma de la sen˜al dispersa.
A trave´s de un enfoque puramente probabil´ıstico, en [115, 128] se mues-
tra que es posible obtener la solucio´n regularizada de (2.16) a partir de la
maximizacio´n de la probabilidad p(x|y). Este principio se formula como el
estimador ma´ximo a posteriori siguiente:
xˆMAP = max
{
exp
(
− ‖y −Hx‖
2
2
2σ2
)
exp
(
− ‖x‖
2
2
2σ2x
)}
(2.19)
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donde σ y σ2x son las varianzas del ruido y de la sen˜al dispersa, respectiva-
mente. Maximizar (2.19) equivale a minimizar el funcional:
JMAP = ‖y −Hx‖22 +
σ2
σ2x
‖x‖22 (2.20)
que conduce a la expresio´n de LS regularizada (2.16), con γ = σ2/σ2x.
El enfoque probabil´ıstico muestra que la deconvolucio´n de LS regularizada
adolece de dos problemas fundamentales:
la norma L2 del error no favorece la obtencio´n de sen˜ales dispersas,
debido a la suposicio´n de estad´ıstica Gausiana, y
es necesario conocer a priori un valor adecuado para el para´metro de
regularizacio´n γ.
Otras te´cnicas de deconvolucio´n basadas en LS se han propuesto en la
literatura, a saber: mı´nimos cuadrados con restricciones [38, 78] y mı´nimos
cuadrados total [74, 141]. Estas te´cnicas, si bien es cierto que realizan algu´n
tipo de regularizacio´n que resuelve en cierta medida el problema del mal con-
dicionamiento, no ofrecen resultados que se adapten a los requerimientos en
la solucio´n de problemas de DD, debido fundamentalmente a que presuponen
una estad´ıstica Gausiana para la sen˜al dispersa.
2.1.3. Solucio´n mediante filtro de Wiener
La solucio´n del problema de deconvolucio´n usando filtrado de Wiener
busca la obtencio´n de un filtro lineal o´ptimo, mediante un enfoque de series
temporales. La idea fundamental del filtrado de Wiener consiste en que a
partir de una versio´n ruidosa de la sen˜al deseada, es posible obtener, median-
te filtrado lineal o´ptimo, una estimacio´n de e´sta. La estimacio´n o´ptima se
obtiene a trave´s de la minimizacio´n del error cuadra´tico medio, dado por:
E{‖x− xopt‖22} (2.21)
donde xopt es la estimacio´n o´ptima de la sen˜al dispersa. La estimacio´n li-
neal de x se obtiene multiplicando las observaciones y por una matriz de
estimacio´n [49], esto es:
xopt =Mopty (2.22)
donde Mopt es la matriz de estimacio´n o´ptima. La matriz Mopt no se puede
obtener a partir de la minimizacio´n de (2.21), debido a que el valor de x es
desconocido, y en su lugar se busca un aproximacio´n xˆ = xopt de x mediante
el principio de ortogonalidad para filtrado lineal o´ptimo [46], y que consiste
en minimizar el funcional:
JW = E{(x− xopt)yT} (2.23)
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Sustituyendo (2.8) en (2.23), se obtiene la expresio´n siguiente:
E{xxTHT + xeT} − E{(MoptHx+Mopte)(xTHT + eT )} = 0 (2.24)
donde E{xxT} = Cx y E{eeT} = Ce son las covarianzas de la sen˜al dispersa
y del ruido, respectivamente, y E{xeT} = 0. Sustituyendo estos valores en
(2.24) y despejando para la matriz o´ptima, se obtiene:
Mopt = (H
TH+CeCx
−1)−1HT (2.25)
Sustituyendo (2.25) en (2.22) se obtiene la expresio´n cerrada para la sen˜al
estimada:
xopt = (H
TH+CeCx
−1)−1HTy (2.26)
La solucio´n mediante filtro de Wiener requiere el conocimiento a priori de
la covarianza de la sen˜al dispersa, y debido a esto no es posible obtener una
solucio´n directa. En [90] se demuestra que es posible utilizar la covarianza
de las observaciones y en [51] se utilizan me´todos iterativos para encontrar
mejores soluciones.
La solucio´n del problema de DD a trave´s del filtro de Wiener obtenida en
(2.25) coincide con:
el estimador MAP (2.20) cuando x y e son realizaciones de procesos
aleatorios Gausianos de media nula [49, 115],
la solucio´n LS regularizada (2.16), y
la solucio´n regularizada en el sentido Tikhonov [131].
El filtro de Wiener fue una de las primeras te´cnicas utilizadas en DD
[103], y su aplicacio´n dio origen a la DP, de la cual se hablara´ en la siguiente
seccio´n.
2.1.4. Deconvolucio´n predictiva
Si bien es cierto la DP se considera un me´todo de deconvolucio´n ciego,
su enfoque basado en el filtro de Wiener permite que se le incluya con los
me´todos de deconvolucio´n dispersa no ciegos.
El filtro de prediccio´n es un operador que actu´a sobre un registro de
entrada en un tiempo n y estima la amplitud del trazo en un tiempo futuro,
n+k, donde n es la variable independiente que representa el tiempo discreto.
Es razonable definir la salida deseada como una versio´n adelantada en el
tiempo de la entrada, con lo cual el funcional a minimizar esta´ dado por:
JDP = E{‖yn − yn+k‖22} (2.27)
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Figura 2.3: Filtrado de Wiener en DP: (a) disen˜o del filtro; (b) aplicacio´n a
un conjunto de observaciones.
En [90] se demostro´ que el sistema de ecuaciones para la deconvolucio´n,
basada en el filtro de Wiener, y el del filtro predictor de longitud unitaria,
son ide´nticos, excepto por un factor de escala. As´ı, el uso de distancias de
prediccio´n mayores que uno conduce a una solucio´n ma´s general que el filtro
o´ptimo de Wiener, ya que permite controlar la longitud de la sen˜al de salida,
y por lo tanto especifica el grado de resolucio´n deseado de la sen˜al dispersa
(el caso ideal es el impulso unitario).
El modelo general basado en el filtro de Wiener involucra tres sen˜ales,
como se muestra en la Figura 2.3(a). La sen˜al de entrada y, la sen˜al deseada
d y la sen˜al de salida, que corresponde a los coeficientes del filtro predictor.
La minimizacio´n del funcional (2.27) conduce a la solucio´n mediante filtro de
Wiener [46, 103], dado por el sistema normal de ecuaciones siguiente:
r0 r1 . . . rQ−1
r1 r2 . . . rQ−2
...
...
...
...
rQ−1 rQ−2 . . . r0


a0
a1
...
aQ−1
 =

rk
rk+1
...
rk+Q−1
 (2.28)
la cual se puede reescribir de forma simplificada como a continuacio´n:
Ra = p (2.29)
donde a es el vector con los coeficientes del predictor, R es la matriz de
autocorrelacio´n de la respuesta al impulso, y que para la suposicio´n de sen˜al
dispersa como secuencia aleatoria blanca es igual a la autocorrelacio´n de las
observaciones [90], y p es la correlacio´n cruzada entre la sen˜al de entrada
y la sen˜al deseada. Los elementos de la matriz de autorcorrelacio´n y de la
correlacio´n cruzada se calculan a partir de:
rk =
Q∑
i=1
yiyi+k, k = 0, 2, . . . , Q (2.30)
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La solucio´n de (2.29) permite obtener el operador de prediccio´n de la
Figura 2.3(a) el cual se utiliza como filtro de prediccio´n de error, Figura
2.3(b). La salida de esta operacio´n de filtrado es la sen˜al de error, que bajo
este modelo corresponde a la estimacio´n de la sen˜al dispersa.
A pesar de las ventajas que introduce el para´metro k del predictor, funda-
mentalmente en el control sobre la resolucio´n de la salida, el me´todo adolece
de los mismos problemas que los me´todos LS y filtrado de Wiener, ya que
DP es en s´ı un me´todo LS. En las secciones siguientes se introducen nuevos
enfoques en la solucio´n del problema de deconvolucio´n.
2.1.5. Deconvolucio´n como problema de optimizacio´n
El problema de DD no ciega se puede formular como un problema de
optimizacio´n [81] que consiste en minimizar el funcional:
JPO = ‖e‖pp + λq‖xˆ‖qq (2.31)
donde e = y −Hxˆ es el vector de residuos, ‖ ‖p y ‖ ‖q son las normas p y
q, respectivamente, y λq es un para´metro de regularizacio´n, que se denomina
peso relativo o factor de amortiguamiento. El para´metro λq se selecciona
como compromiso entre dos objetivos antago´nicos [81], la minimizacio´n del
error e y la conservacio´n del cara´cter disperso de la sen˜al de entrada xˆ.
El caso particular p = 2 y λp = 0 corresponde a la solucio´n de LS, mien-
tras que la combinacio´n p = 2 y λ2 6= 0 corresponde a LS regularizado,
descrito anteriormente. Otras variantes del funcional (2.31) se obtienen con
la incorporacio´n de restricciones a la solucio´n [78].
Otros casos particulares se han presentado en la literatura [25, 81, 130,
154], destacando el caso que corresponde con la minimizacio´n del valor abso-
luto de los residuos, tambie´n conocido como deconvolucio´n norma L1, y del
cual se hablara´ en la pro´xima seccio´n.
2.1.6. Deconvolucio´n norma L1
La DD norma L1 fue introducida en [25] como alternativa a la deconvo-
lucio´n de LS. Al igual que LS, el me´todo de mı´nimos absolutos, o norma L1,
fue introducido hace ma´s de dos siglos y su incorporacio´n en la solucio´n de
problemas de DD nace junto con el desarrollo de otras disciplinas, como por
ejemplo las investigaciones operativas y las te´cnicas de optimizacio´n.
En [25] se propuso la solucio´n de (2.31), con λ1 = 0 y p = 1, utilizando
programacio´n lineal, es decir la minimizacio´n del valor absoluto del error sin
regularizacio´n. En [130] se incorporo´ un factor de regularizacio´n, λ1 6= 0,
quedando el funcional a minimizar como:
JL1 = ‖e‖1 + λ1‖xˆ‖1 (2.32)
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sujeto a
e = y −Hxˆ (2.33)
donde xˆ es la estimacio´n de la sen˜al dispersa y λ1 es una constante de re-
gularizacio´n. El me´todo utilizaba programacio´n parame´trica para calcular el
valor o´ptimo. En [31] se introdujo el me´todo Simplex como me´todo de solu-
cio´n del problema de deconvolucio´n, pero sin la utilizacio´n de un para´metro
de regularizacio´n, y sin seguir directamente la formulacio´n establecida por
el funcional (2.32). Sin embargo, en [81] se utilizo´ el funcional regularizado
(2.32) junto con las restricciones (2.33) y se escribio´ como problema de PL,
donde se buscaba minimizar:
‖e+ + e−‖1 + λ1‖xˆ+ + xˆ−‖1 (2.34)
sujeto a [
H −H I − I
] [
x+ x− e+ e−
]T
= y (2.35)
donde x+,x−, e+ y e− son los valores absolutos de la parte positiva y negativa
de los vectores xˆ = x+ − x− y e = e+ − e−, reescritos de esta forma para
poder ser compatibles con la formulacio´n esta´ndar del me´todo Simplex.
Adema´s de aplicar el me´todo Simplex en la solucio´n de (2.34)-(2.35), se
establecio´ un criterio para la determinacio´n del valor ma´s adecuado de la
constante de penalizacio´n λ1, en funcio´n de la relacio´n sen˜al a ruido y de un
valor ma´ximo de este para´metro [81].
La deconvolucio´n norma L1 es uno de los me´todos de deconvolucio´n dis-
persa de sen˜ales ma´s robustos, debido a que es menos sensible a la presencia
de muestras at´ıpicas. La insensibilidad a los valores at´ıpicos tiene una inter-
pretacio´n estad´ıstica simple: me´todos robustos esta´n asociados a funciones
de densidad con distribucio´n extendida, mientras que la funcio´n Gausiana
tiene una distribucio´n concentrada [128].
Una generalizacio´n de la deconvolucio´n norma L1 para funcionales de
norma Lp fue presentada en [7, 154], donde el problema se presenta como
la solucio´n de un sistema lineal de ecuaciones a trave´s de me´todos iterati-
vos a saber: mı´nimos cuadrados recursivos (IRLS, Iterative Recursive Least
Squares) y me´todos basados en gradiente conjugado.
2.1.7. Deconvolucio´n con coste Huber
En la Figura 2.4(a) se observa que la funcio´n valor absoluto es singular en
el origen, es por eso que su minimizacio´n se hace dif´ıcil debido a este punto
de singularidad. Las soluciones propuestas en [31, 81, 130] se basan general-
mente en me´todos de programacio´n lineal que son computacionalmente muy
costosos. Las limitaciones de los me´todos LS y norma L1 han conducido a
la utilizacio´n de me´todos h´ıbridos que combinan las normas L1 y L2 en el
tratamiento de residuos grandes y pequen˜os, respectivamente [11].
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La funcio´n de coste Huber [52] se define matema´ticamente como :
LH(en) =

e2n
2ε
, 0 ≤|en| ≤ ε
en − ε
2
, |en| ≥ ε
(2.36)
donde ε es el para´metro que controla la frontera entre la zona cuadra´tica y
la zona lineal. De esta forma, la zona cuadra´tica resuelve el problema de la
singularidad y penaliza cuadra´ticamente los residuos pequen˜os, mientras que
la zona lineal penaliza los residuos at´ıpicos.
En [43], y apoya´ndose en la funcio´n de Huber [52], se formalizo´ matema´-
ticamente el problema de deconvolucio´n que combinaba el uso de las normas
p = 1 y p = 2. El funcional a minimizar viene dado por:
JH =
1
2ε
∑
n∈I1
e2n +
∑
n∈I2
(
|en| − ε
2
)
(2.37)
donde I1 e I2 corresponden a las zonas cuadra´tica y lineal, respectivamente,
determinadas por el valor de los residuos respecto a la constante ε. Debido
a que (2.37) es una funcio´n no lineal, requiere me´todos no lineales para su
optimizacio´n. En [43] se utilizo´ un me´todo recursivo no lineal basado en el
algoritmo de Newton, donde el valor actual de la sen˜al dispersa viene dado
por:
xk+1 = xk − µkF−1k ∇Jε(ek) (2.38)
donde ∇ es el operador gradiente de derivadas parciales, Fk es el Hessiano
del funcional (2.37), y µk es una constante de aprendizaje. La deconvolucio´n
con funcio´n de coste Huber es un me´todo robusto que incorpora las ventajas
de los me´todos individuales basados en norma L1 y L2. Este me´todo mejora
sus prestaciones en presencia de ruido y valores at´ıpicos, manteniendo la
suavidad en los pequen˜os residuos que son penalizados con norma cuadra´tica.
Las prestaciones de la funcio´n de coste de Huber servira´n de base en los
algoritmos que se desarrollara´n en el cap´ıtulo siguiente.
2.1.8. Deconvolucio´n de ma´xima verosimilitud
Uno de los me´todos de deconvolucio´n ma´s importantes desarrollados en
los u´ltimos 25 an˜os ha sido el me´todo de ma´xima verosimilitud (ML, Maxi-
mum Likelihood). La deconvolucio´n de ML se introdujo usando modelos de
ecuaciones de espacio de estado [61], y posteriormente se reformulo´ usando
el modelo de convolucio´n [76].
En la Figura 2.5 se muestra el modelo convolucional utilizado en la decon-
volucio´n de ML. Pueden identificarse tres componentes principales: la entrada
x, la respuesta al impulso h y el ruido aditivo a la salida y. La entrada es-
ta´ formada el producto de las secuencias r y q de distribucio´n Bernoulli y
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Figura 2.4: Funciones de coste utilizadas en la deconvolucio´n como problema
de optimizacio´n: (a) funcio´n coste valor absoluto (norma L1); (b) funcio´n
coste de Huber.
Gausiana, respectivamente, ma´s una componente de ruido aditivo Gausiano
eB, que modela el efecto de las refracciones [76]. La respuesta al impulso
se modela como un proceso ARMA. El ruido a la salida se supone blanco,
aditivo, Gausiano y de media cero.
La deconvolucio´n de ML modifica el modelo para la sen˜al de entrada, lo
que lleva a reescrir (2.8) como sigue:
y = HQr+HeB + e (2.39)
donde Q es la matriz diagonal Q = diag[q1, q2, . . . , qN ] formada por los
elementos de la secuencia Bernoulli q, el vector columna r esta´ formado por
los elementos de la secuencia Gausiana, eB es un vector columna con las
muestras de ruido aditivo Gausiano a la entrada y e es el vector columna con
las muestras de ruido aditivo Gausiano a la salida.
La relacio´n directamente proporcional que existe entre la funcio´n de ve-
rosimilitud y la funcio´n de probabilidad [76] se representa por:
L
{
h, s,q, r, eB|y} = p(y,q, r, eB|h, s) (2.40)
donde h,q, r, eB son los para´metros del modelo descritos en la Figura 2.5,
y s = {σq, σB, σe, λ} es un vector con los para´metros estad´ısticos de las
diferentes procesos aleatorios. A partir de (2.40), y utilizando el teorema de
Bayes, se formula el funcional de la deconvolucio´n de ML [76]. Para el caso
en el que la respuesta al impulso es conocida, el funcional a minimizar queda
como:
JMLD =
1
2σr
‖r‖22 −
1
2σB
‖eB‖22 −
1
2σn
‖y −HQr−HeB‖22 + cte (2.41)
donde el te´rmino cte depende de la distribucio´n de la secuencia Bernoulli
[76].
La optimizacio´n del funcional (2.41) se lleva a cabo a trave´s de algoritmos
de bu´squeda exhaustiva. Durante la primera mitad de la de´cada de 1980 se
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Figura 2.5: Modelo convolucional utilizado en la formulacio´n del problema
de deconvolucio´n de ML. La entrada esta forma de la suma de dos sen˜ales
aleatorias, una de estad´ıstica BG y la otra de estad´ıstica Gausiana.
desarrollaron muchos algoritmos de deconvolucio´n de ML, entre los cuales
destaca el algoritmo basado en la deteccio´n y reemplazo de la esp´ıcula ma´s
probable (SMLR, Single Most-Likely Replacement Detector). La optimiza-
cio´n basada en el algoritmo SMLR ha sido una de las claves ma´s importantes
en la optimizacio´n del funcional (2.41), pero su implementacio´n es computa-
cionalmente muy costosa, y adema´s presenta mı´nimos locales [57].
2.1.9. Deconvolucio´n mediante mezcla de Gausianas
La deconvolucio´n basada en la mezcla de Gausianas (MG) es un me´todo
basado en la minimizacio´n de la norma L2 del error y un te´rmino de penaliza-
cio´n [115]. El te´rmino de penalizacio´n se obtiene a partir de la modelizacio´n
de la sen˜al dispersa como una mezcla de dos Gausianas ponderadas de media
nula y con distintas varianzas. La distribucio´n Gausiana de mayor varianza,
σb, modela las muestras correspondientes a las esp´ıculas de la sen˜al dispersa
y la distribucio´n Gausiana de menor varianza, σn, modela las muestras nulas
de la misma. La distribucio´n de probabilidad de una sen˜al con distribucio´n
MG se representa a trave´s de:
p(x) =
pin√
2piσn
e
− x2
2σ2n +
pib√
2piσb
e
− x2
2σ2
b (2.42)
donde p(x) es la funcio´n densidad de probabilidad de la variable x, σn y σb son
las desviaciones esta´ndar de las Gausianas estrecha y ancha, respectivamente;
y pin y pib son las probabilidades a priori de las Gausianas, cuya suma es igual
a uno.
A partir del modelo (2.42), y utilizando estimacio´n MAP, se deriva el
funcional para la deconvolucio´n de MG como sigue:
JMG(x) = ‖z−Hx‖22 − αMG
N∑
i=1
log
2∑
j=1
pijpj(xi) (2.43)
donde αMG es un para´metro de regularizacio´n que se determina con me´todos
heur´ısticos, por ejemplo, utilizando el modelo de sen˜al, el grado de dispersi-
vidad o la varianza del ruido [115].
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El me´todo de MG puede interpretarse como un modelo general, que tiene
como casos particulares la distribucio´n Gausiana del te´rmino de penalizacio´n
(pin = pib y σn = σb) y la Bernoulli-Gausiana (σn = 0) de la deconvolucio´n
ML propuesto en [61, 76].
En [115] se propusieron dos me´todos para la minimizacio´n de (2.43). El
primero actualiza la sen˜al muestra a muestra, mientras que el segundo ac-
tualiza toda la sen˜al de forma simulta´nea. La deconvolucio´n MG presenta
problemas en la convergencia debido a la alta sensibilidad de sus algoritmos
de optimizacio´n, y sobre esto se hablara´ en la seccio´n de experimentos del
siguiente cap´ıtulo.
2.1.10. Me´todo de la ventana iterativa
La deconvolucio´n mediante la utilizacio´n iterativa de ventanas (IWM,
Iterative Window Method) surgio´ como una modificacio´n al algoritmo SLMR,
y fue introducido por [56], basa´ndose en la maximizacio´n de la densidad de
probabilidad a posteriori, esto es:
p(q|r,y) ≈ p(y|q, r) p(q|r) p(r) (2.44)
donde q y r son los vectores de amplitud y posicio´n, respectivamente, de la
sen˜al dispersa. El me´todo de deconvolucio´n se basa en la maximizacio´n de
(2.44), o estimacio´n MAP, a trave´s de la seleccio´n adecuada de los valores
de q y r. Para cada valor de r se calculan los valores o´ptimos de qˆ, median-
te la solucio´n de un sistema lineal de ecuaciones. Sin embargo, p(qˆ, r|y) es
una funcio´n no lineal, y su maximizacio´n con respecto a r se lleva a cabo
iterativamente. La bu´squeda empieza comparando un valor de referencia r
con un nu´mero de vecinos, dentro de una ventana. Si alguno de los vecinos
incrementa el valor de p(qˆ, r|y) se adopta este nuevo valor de r como valor
de referencia, la bu´squeda se detiene cuando ningu´n vecino mejora el valor
de probabilidad a posteriori. A continuacio´n, se selecciona otra ventana y se
repite el procedimiento. Las iteraciones se detienen cuando ya no hay ningu´n
cambio ni en la amplitud ni en la localizacio´n de las esp´ıculas.
Si el nu´mero de observaciones es grande, la estimacio´n de las amplitudes
se vuelve computacionalmente muy costosa. El me´todo IWM reduce el coste
computacional calculando las estimaciones sobre un subconjunto de compo-
nentes en cada iteracio´n. La maximizacio´n se restringe a una ventana donde
se busca localmente la posicio´n de las esp´ıculas que maximizan (2.44). As´ı
la deconvolucio´n mediante IWM se formula partiendo r en dos partes, una
para los componentes dentro de la ventana (rw) y otra para los que esta´n
fuera (rw¯). Lo mismo se hace con la sen˜al dispersa y la matriz de convolucio´n
del filtro; Hw representa las columnas de H que corresponden a las esp´ıculas
dentro de la ventana y Hw¯ representa las columnas correspondientes a las
esp´ıculas fuera de la ventana.
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El valor del funcional a minimizar viene dado por:
JIW (r
w) = (vw)T
(
(Hw)THw + γI
)−1
vw + g(rw) (2.45)
donde vw = (Hw)Ty − (Hw)THw¯qw¯ y el te´rmino g(rw) se calculan a partir
de los estad´ısticos de la sen˜al dispersa [56].
g(r) = 2σ2e ln
(
p(r)
)− σ2e ln(2piσq)M (2.46)
donde σe, representa la varianza del ruido de salida e, σq representan la
varianza de la magnitud de la sen˜al dispersa de entrada q, respectivamente,
y M representa el nu´mero total de esp´ıculas [56, 57]
A pesar de las mejoras introducidas por la deconvolucio´n IWM, su coste
computacional sigue siendo alto, debido principalmente a la bu´squeda itera-
tiva del modelo que ma´ximiza la probabilidad a posteriori (2.44). Tambie´n
cabe decir que IWM ha sido comparado con otros algoritmos utilizando mo-
delos de sen˜al sinte´ticos, pero muy pocas pruebas se han realizado con sen˜ales
reales.
2.2. DD ciega
Los me´todos de deconvolucio´n ciegos parten del desconocimiento de la
respuesta al impulso. Para poder realizar la deconvolucio´n es necesario cono-
cer, adema´s del conjunto de observaciones, informacio´n a priori sobre la sen˜al
a procesar. Los me´todos LS, como por ejemplo el filtro de Wiener y la DP,
suelen considerarse a veces como algoritmos ciegos, aunque en su formulacio´n
aparece la respuesta al impulso como conocida2. En esta seccio´n se revisara´n
brevemente tres de las te´cnicas ciegas ma´s relevantes que han surgido en la
literatura.
2.2.1. Te´cnicas de DH
La te´cnica de DH surgio´ casi simulta´neamente de dos fuentes diferentes
en la de´cada de 1960 [10, 83], pero fue en [86, 83] donde se sentaron las bases
teo´ricas y en [86, 117, 134] se desarrollaron aplicaciones de lo que se llamo´
superposicio´n generalizada, y donde la DH es un caso particular. El principio
de la DH consiste en convertir las operaciones de convolucio´n en sumas, para
lo cual se recurre a un operador que combina varias operaciones, y se utiliza
un modelo de observaciones que no incluye el ruido blanco aditivo a la salida
2Tradicionalmente, la mayor´ıa de me´todos LS resuelven el desconocimiento de la res-
puesta al impulso asumiendo que la sen˜al dispersa se puede modelar como ruido aleatorio
blanco, ya que con esta suposicio´n se obtiene que la autocorrelacio´n de las observaciones
es igual a la de la respuesta al impulso, excepto por un factor de escala. Se ha demostrado
que tal suposicio´n sobre la sen˜al dispersa carece de validez [112], y la necesidad de conocer
la respuesta al impulso surge de forma natural [157].
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del modelo convolucional (2.8). Sobre este modelo se aplica la secuencia de
operaciones siguiente: la transformada Z (TZ), el logaritmo complejo y la
TZ inversa. Este conjunto de operaciones traslada las observaciones a un
dominio diferente, llamado dominio cepstral, quedando la expresio´n para las
observaciones como:
yˇ = xˇ+ hˇ (2.47)
donde xˇ y hˇ representan la transformada Z inversa de log[X(z)] y log[H(z)],
respectivamente.
Teo´ricamente, el me´todo de DH permite separar sen˜ales que se han ori-
ginado a partir de una convolucio´n pero en la pra´ctica el me´todo presenta
algunos problemas. Quiza´ el problema que ma´s se ha tratado en la literatu-
ra es el de desenrrollado de la fase [126, 85], y del que siguen publica´ndose
me´todos mejores y ma´s eficientes [16, 60]. Otro problema de la DH es el
ca´lculo del logaritmo de valores cercanos o iguales a cero, muy comu´n en
sen˜ales limitadas en banda. Algunas soluciones proponen ampliar el ancho
de banda de la sen˜al [134] o construir un espacio de sen˜al de banda completa,
donde no existan valores en frecuencia de la sen˜al iguales o cercanos a cero
[70, 72, 140]. Sobre estas soluciones y la aplicacio´n de las mismas se hablara´
en los Cap´ıtulos 4 y 5 de la presente Tesis.
2.2.2. Algoritmo de mo´dulos constantes
El algoritmo de deconvolucio´n basado en el criterio de mo´dulos constantes
(MC) fue introducido en [41], y en [47] como parte de un conjunto ma´s general
de algoritmos conocidos como te´cnicas Bussgang [47]. En [41] se propuso la
minimizacio´n de la funcio´n de coste de dispersio´n:
Jp =
1
2p
E
{
(|yn|p − γMC)2
}
(2.48)
donde la constante γMC se define como:
γMC = E
{
|xn|2p
}
/E
{
|xn|p
}
(2.49)
de tal forma que se asegura la existencia de un mı´nimo local para el funcio-
nal (2.48). El caso particular de p = 2 se conoce como criterio de mo´dulos
constantes, y la sustitucio´n de (2.49) en (2.48) conduce al funcional:
JMC =
1
4
E
{(
|yn|2 − E{|xn|
4}
σ2x
)}
(2.50)
El funcional (2.50) muestra como el criterio de mo´dulos constantes pe-
naliza el cuadrado del mo´dulo de salida |yn|2 que se alejan de la constante
γMC = E{|xn|4}/σ2x.
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2.2.3. Me´todos basados en aprendizaje ma´quina
En la presente revisio´n del estado del arte no se encontro´ ningu´n me´todo
SVM en DD, siendo el me´todo ma´s parecido el de igualacio´n ciega tipo buss-
gang propuesto en [116]. En [116] se considera el problema de una secuencia
de s´ımbolos, pertenecientes a un alfabeto, por ejemplo {si ∈ ±1} para el
caso binario, de mo´dulos constantes {|si| = 1}, como sen˜al de entrada de un
SLIT, y a cuya salida se agrega ruido blanco aditivo Gausiano.
Formalmente se puede enunciar este problema como sigue: supo´ngan-
se que, a partir del conjunto de N observaciones en la salida del canal
(y1, . . . ,yN), donde la observacio´n yi = (yi, yi−1, . . . , yi−M+1)T es de dimen-
sio´n M . Se desea recuperar la propiedad de mo´dulos constantes a trave´s de
la aplicacio´n del filtro:
(wTyi)
2 = z2i = 1 (2.51)
donde i = 1, . . . , N , y w es el vector de coeficientes del filtro de longitud M .
El problema se puede formular como la minimizacio´n del funcional:
J(w) =
1
2
‖w‖2 + C
N∑
i=1
|1− (wTyi)2|ε (2.52)
donde C > 0 es una constante de penalizacio´n y |1− (wTyi)2|ε es la funcio´n
de coste ε-insensible [142] definida en el cap´ıtulo siguiente. La funcio´n de
coste establece un compromiso entre la complejidad del igualador y el nivel
de desviacio´n por encima de la salida mo´dulo constante unitaria.
Dentro de la formulacio´n SVM, el funcional (2.52) se reescribe como un
problema de optimizacio´n con restricciones, a trave´s de la introduccio´n de
variables positivas de holgura, y se aplica la te´cnica de los multiplicadores de
Lagrange para encontrar su solucio´n [116].
2.3. Consideraciones sobre la sen˜al dispersa
La mayor´ıa de me´todos de DD desarrollados hasta la fecha suponen que
la sen˜al dispersa puede modelarse como un sen˜al aleatoria de ruido blanco.
Esta suposicio´n permite estimar la funcio´n de autocorrelacio´n de la respuesta
al impulso a partir de las observaciones. En trabajos ma´s recientes se demos-
tro´ que los modelos de sen˜al dispersa asociados a ciertos feno´menos f´ısicos
no tienen un comportamiento aleatorio de ruido blanco [112, 143]. De hecho,
en [157] se alento´ a abandonar completamente la suposicio´n de ruido blanco
y orientar los esfuerzos a la medicio´n precisa de la onda. Esta posicio´n gene-
ro´ mucho debate en su momento [89] y estimulo´ la investigacio´n de nuevos
modelos de sen˜al dispersa. En [114] se formulo´ el problema de deconvolucio´n
considerando la sen˜al dispersa como la convolucio´n de dos sen˜ales:
y[n] = h[n](xm[n]⊗ xa[n]) (2.53)
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Figura 2.6: Esquema que ilustra la deconvolucio´n con regularizacio´n sobre el
ruido. El filtro de Fourier atenu´a el ruido amplificado durante la operacio´n
de inversio´n y el filtro Wavelet atenu´a el ruido residual.
donde xm[n] es la componente de fase mı´nima y ruido no blanco y xa[n] es la
componente paso todo y de ruido blanco. El filtro de deconvolucio´n estimado
a partir de (2.53) viene dado por:
f [n] = (h[n]⊗ xm[n])−1 (2.54)
y al aplicarlo a las observaciones se obtiene como resultado solamente la com-
ponente paso todo de ruido blanco de la sen˜al dispersa, xa[n]. Al usar (2.54)
como filtro de deconvolucio´n en problemas de DD se obtiene una estimacio´n
de la sen˜al dispersa con caracter´ısticas de ruido blanco. Esto no significa que
la sen˜al estimada posea realmente esa caracter´ıstica, sino que (2.54) extrae
u´nicamente la componente blanca de la sen˜al dispersa.
La suposicio´n de ruido blanco condujo a resultados equivocados [112, 114,
157]. En [113, 114] se propuso modelar la sen˜al dispersa como ruido aleatorio
fraccionadamente integrado (FIN, Fractionally Integrated Noise). A partir
de e´ste nuevo modelo, y de considerar que la sen˜al dispersa se divide en una
componente coloreada de fase mı´nima y otra blanca de fase no mı´nima, se
generalizo´ la deconvolucio´n mediante filtro de Wiener.
La idea de introducir el ruido aleatorio FIN ha sido una contribucio´n
importante en la mejora de los me´todos de deconvolucio´n. Sin embargo, el
modelo tiene como principal limitacio´n el no incluir el ruido aditivo a la salida
del modelo de convolucio´n.
2.4. Consideraciones sobre el ruido a la salida
En general, muchos me´todos de deconvolucio´n no consideran el efecto que
el ruido coloreado, originado a partir de la aplicacio´n del filtro de deconvo-
lucio´n a las observaciones, tiene sobre la estimacio´n de la sen˜al dispersa. En
[79] se introdujo un me´todo h´ıbrido de deconvolucio´n no ciego, que regulariza
el ruido a la salida del modelo convolucional a trave´s de la combinacio´n de
un doble filtrado. Los filtros se obtienen utilizando el criterio de Wiener en
los dominios de frecuencia y Wavelets.
Si se aplica la inversa o pseudoinversa de la matrix de convolucio´n a (2.8)
se obtiene una mala estimacio´n de la sen˜al dispersa debido al te´rmino de
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ruido coloreado, como se muestra a continuacio´n:
xˆ = H+Hx+H+e
xˆ = x+ e′ (2.55)
donde e′ = H+e es la componente de ruido coloreado y presenta una varianza
muy grande cuando la matriz H esta mal condicionada, originando un error
cuadra´tico medio entre x y xˆ muy alto. La estimacio´n de la sen˜al dispersa x
a partir de xˆ se lleva acabo a trave´s de la representacio´n adecuada de esta
u´ltima en un dominio que permite minimizar el efecto del ruido coloreado.
As´ı, dado un conjunto de funciones base ortogonales {zk}N−1k=0 la estimacio´n
preliminar de la sen˜al dispersa puede representarse como:
xˆ =
N−1∑
k=0
(
〈x, zk〉+ 〈H−1e, zk〉
)
zk (2.56)
Una mejor estimacio´n de la sen˜al dispersa se consigue si se modifica cada
una de las componentes de xˆ, a trave´s de la multiplicacio´n por un escalar λfk .
La nueva ecuacio´n queda como:
xˆ =
N−1∑
k=0
(
〈x, zk〉+ 〈H−1e, zk〉
)
λfkzk (2.57)
donde 0 ≤ λfk ≤ 1 se interpreta como una regularizacio´n del problema de
deconvolucio´n. El valor de la constante de regularizacio´n λfk se escoge co-
mo compromiso entre la distorsio´n de la sen˜al x y la atenuacio´n del ruido
coloreado e′.
Si el conjunto de funciones base esta dado por funciones exponenciales
complejas, la estimacio´n obtenida a trave´s de (2.57) se interpreta como una
operacio´n de un filtro en el dominio de la frecuencia. Los coeficientes del filtro
esta´n dados por los diferentes valores de las constantes de regularizacio´n λfk .
El me´todo es equivalente a la deconvolucio´n basada en la DFT y por tanto
la sen˜al dispersa estimada se ve seriamente distorsionada debido al mal con-
dicionamiento de la matriz de convolucio´n. Como solucio´n a este problema,
en [79] se propone una nueva regularizacio´n a trave´s de la representacio´n de
(2.57) mediante transformada Wavelet.
La representacio´n de (2.57) en el dominio Wavelet y su regularizacio´n a
trave´s de la multiplicacio´n de cada una de sus componentes por un escalar
λwk , de forma similar a como se hizo en el dominio de la frecuencia, conduce
a mejores estimaciones de la sen˜al dispersa [79]. Sin embargo, es muy dif´ıcil
escoger los para´metros adecuados de regularizacio´n de los filtros de pospro-
cesado. Esta limitacio´n es muy comu´n en los me´todos de deconvolucio´n que
utilizan regularizacio´n.
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2.5. Consideraciones sobre la fase
El concepto de fase mı´nima surge dentro del ana´lisis de circuitos a partir
del desarrollo de amplificadores realimentados, y posteriormente se introduce
en la teor´ıa de prediccio´n de series temporales [9]. La idea parte del concepto
de lazo de realimentacio´n en una red ele´ctrica donde la salida de e´sta depende
de la entrada y de la sen˜al de realimentacio´n. El proceso de realimentacio´n
tiene que darse a cierta velocidad, de tal forma que la salida del sistema sea
estable. La velocidad a la cual se da la realimentacio´n es controlada por la
funcio´n de fase, y e´sta tiene que tener un retraso de fase mı´nimo para que el
sistema realimentado sea estable [102].
Desde el punto de vista del dominio de la frecuencia, un sistema de fase
mı´nima, dentro de un conjunto de sistemas con igual amplitud para la res-
puesta en frecuencia, es aque´l para el cual la componente de fase posee el
menor desplazamiento de fase en funcio´n de la frecuencia [33]. Por otro lado,
desde el punto de vista temporal, un sistema de fase mı´nima es aquel para el
cual la energ´ıa de la respuesta al impulso esta´ muy concentrada al inicio, y
en el caso de sen˜ales discretas se traduce en valores grandes para los primeros
coeficientes. As´ı, una sen˜al de fase mı´nima tiene la forma decreciente expo-
nencialmente con el tiempo, donde la parte mayor esta´ al inicio [102]. Desde
un punto de vista geome´trico, la condicio´n de fase mı´nima se interpreta a
partir de funciones de transferencia racionales. Para que un SLIT sea de fase
mı´nima sus polos y ceros deben estar dentro de la circunferencia de radio
unidad.
En deconvolucio´n, el concepto de fase mı´nima se introdujo en [103] como
una forma de garantizar que el filtro de prediccio´n de la DP fuese estable. A
partir de ese trabajo, la mayor´ıa de me´todos de deconvolucio´n consideran la
respuesta al impulso del SLIT como de fase mı´nima [113].
En [137] se utilizo´ el me´todo de la DH en la deconvolucio´n de sen˜ales
con respuesta al impulso de fase no mı´nima, demostra´ndose que, bajo ciertas
condiciones, era posible deconvolucionar este tipo de sen˜ales. La limitacio´n
viene impuesta por la separacio´n entre el primer reflector y la componente
de fase mı´nima de la respuesta al impulso; si estas se solapan no es posible
separarles, obtenie´ndose una estimacio´n distorsionada de la sen˜al dispersa.
Hasta la publicacio´n del trabajo en [62], no se sab´ıa si era posible la
estimacio´n de la respuesta al impulso de una onda de fase no mı´nima a partir
de un conjunto de observaciones [75], pero bajo la suposicio´n de que la sen˜al
dispersa corresponde a una sen˜al aleatoria de ruido blanco con distribucio´n
BG, es posible su estimacio´n.
Otro me´todo que permite calcular un filtro de deconvolucio´n con indepen-
dencia de la fase de la respuesta al impulso es la deconvolucio´n de mı´nima
entrop´ıa (MED, Minimum Entropy Deconvolution) [152]. La MED calcula un
filtro que maximiza una funcio´n objetivo que mide el cara´cter no Gausiano
2.6. CONCLUSIONES 33
de la sen˜al, a trave´s de la maximizacio´n de la kurtosis de la sen˜al disper-
sa. El me´todo no hace ninguna suposicio´n sobre la fase de la respuesta al
impulso pero algunas dificultades en cuanto a su pobre robustez lo hicieron
ra´pidamente poco atractivo como te´cnica de deconvolucio´n [152].
2.6. Conclusiones
En la revisio´n bibliogra´fica presentada en este cap´ıtulo se ha tratado de
caracterizar el estado del arte y de la pra´ctica de los me´todos de deconvolucio´n
de sen˜ales dispersas. No cabe duda de que la mayor parte de te´cnicas se
basan mayoritariamente en los me´todos de LS. Las propuestas ma´s recientes
incorporan variaciones en el modelo de sen˜al dispersa, la fase de la respuesta
al impulso y el tipo de ruido a la salida del modelo convolucional.
Para los algoritmos no ciegos propuestos en la presente Tesis, resultan de
especial intere´s tres contribuciones realizadas en el campo de la deconvolu-
cio´n. La primera es la formulacio´n introducida en [25], donde el problema
de deconvolucio´n se escribe como un problema de optimizacio´n. La segunda
se refiere a los trabajos que incluyen las restricciones al funcional de optimi-
zacio´n, como una forma de regularizacio´n [81, 130]. Por u´ltimo, resulta de
valiosa importancia la introduccio´n de funciones de coste robustas realiza-
das en [43]. Estas tres contribuciones servira´n de base en el desarrollo de las
nuevas te´cnicas de DD no ciega propuestas en esta Tesis.
Tal como se ha presentado en la presente revisio´n bibliogra´fica, las te´cnicas
ciegas de DD, en particular la DH, siguen l´ıneas muy diferentes a las te´cnicas
no ciegas. La interpretacio´n que se le puede dar a algunos de estos algoritmos
es que se basan en trasladar la sen˜al de salida a un espacio de funciones donde
es posible separar la sen˜al dispersa de la respuesta al impulso. Esta sera´ una
de las claves importantes en cuanto a las te´cnicas ciegas propuestas en la
presente Tesis.
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Cap´ıtulo 3
Deconvolucio´n de sen˜ales
dispersas mediante SVM
En el presente cap´ıtulo se desarrollan algoritmos SVM para deconvolucio´n
de sen˜ales dispersas. Con el objeto de facilitar la introduccio´n de estos al-
goritmos, se estudian conceptos importantes del aprendizaje ma´quina. Entre
los conceptos introductorios a tratar se pueden destacar:
la clasificacio´n y la regresio´n mediante algoritmos SVM, en particular
haciendo e´nfasis en conceptos y definiciones ba´sicas fundamentales en
el a´rea de las ma´quinas de aprendizaje;
los nu´cleos de Mercer, estudiando en particular los nu´cleos invariantes
al desplazamiento;
las soluciones no lineales de los problemas de clasificacio´n y regresio´n
mediante algoritmos SVM, permitiendo la introduccio´n de las formula-
ciones del problema primal y dual;
el marco lineal general de los algoritmos SVM para procesado digi-
tal de sen˜al, introduciendo aplicaciones como el ana´lisis espectral y el
modelado ARMA; y
el problema de interpolacio´n no uniforme de sen˜ales ruidosas, revisando
la aplicacio´n del algoritmo basado en el MDS.
El estudio de estos temas tiene un doble objetivo. El primero es introducir
los conceptos que son ma´s relevantes para esta Tesis, relacionados con el
aprendizaje mediante SVM. El segundo se refiere a la introduccio´n de modelos
de sen˜al que permiten ampliar las capacidades de los algoritmos SVM en
aplicaciones de procesado de sen˜al.
En este cap´ıtulo se proponen dos algoritmos de DD desarrollados a partir
de los modelos de sen˜al MPS, y MDS. El MPS fue introducido en [107] y se
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ha aplicado a la solucio´n de diferentes problemas de procesamiento de sen˜ales
[20, 107, 110, 111]. Por otro lado, el MDS fue introducido un poco ma´s tarde
[108] en la solucio´n de problemas de interpolacio´n.
El cap´ıtulo se divide en seis secciones. La primera seccio´n introduce los
conceptos ma´s importantes en SVM mediante la solucio´n de los problemas
de clasificacio´n y regresio´n, para los casos lineal y no lineal. El caso no lineal
se trata mediante el estudio previo de los nu´cleos de Mercer. En la segunda
seccio´n se estudia el MPS y sus aplicaciones en la solucio´n de problemas de
procesado de sen˜al. La tercera seccio´n presenta el problema de interpolacio´n
mediante SVM, y que permite desarrollar un nuevo algoritmo basado en el
MDS. La cuarta seccio´n presenta los resultados ma´s novedosos de la presente
Tesis, esto es, los algoritmos SVM para DD. La quinta seccio´n muestra los
resultados obtenidos en DD a partir de la comparacio´n de los nuevos me´-
todos SVM propuestos con algoritmos de DD ampliamente utilizados en la
literatura. Los experimentos se realizan para diferentes tipos de ruido, con
sen˜ales disperas deterministas y aleatorias y con respuesta al impulso de fase
mı´nima y no mı´nima. Tambie´n se ha incluido una aplicacio´n pra´ctica que
resuelve el problema de DD en un problema de geof´ısica.
3.1. SVM en clasificacio´n y regresio´n
En esta seccio´n se describen dos problemas del aprendizaje ma´quina, la
clasificacio´n y la regresio´n, y su resolucio´n mediante algoritmos SVM. Am-
bos problemas han motivado el desarrollo teo´rico y algor´ıtmico de te´cnicas
estad´ısticas y matema´ticas que permiten su solucio´n de una forma eficiente.
La solucio´n de ambos problemas no es ni mucho menos un tema cerrado, y
nuevos resultados se siguen presentando continuamente en la literatura.
3.1.1. El clasificador binario con clases linealmente se-
parables
El problema de clasificacio´n ma´s simple es aque´l en el que hay que decidir
entre dos clases claramente diferenciables en el sentido de que pueden separar-
se mediante un hiperplano. A este problema se le llama clasificacio´n binaria
con conjuntos linealmente separables, y formalmente puede enunciarse como
sigue.
Sea el conjunto de muestras de entrenamiento:
S = {(x1, y1), . . . , (xN , yN)} ⊆ (X × Y)N (3.1)
donde N es el nu´mero de muestras, y X e Y denotan los espacios de entrada
y salida, respectivamente. Adema´s, los vectores xi ∈ X ⊆ Rn del espacio de
entrada se denominan ejemplos de entrenamiento, mientras que los valores
yi ∈ Y = {1,−1} del espacio de salida se conocen como etiquetas.
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Sea una funcio´n real f() : X ⊆ Rn → R, la entrada x = [x1, . . . , xn]T per-
tenece a la clase positiva si f(x) ≥ 0, y a la clase negativa en caso contrario.
La funcio´n f(x) es una funcio´n lineal con respecto a x ∈ X , y corresponde a
la ecuacio´n de un hiperplano que se escribe como:
f(x) = 〈w,x〉+ b (3.2)
donde el vector de pesos w ∈ Rn y el sesgo b ∈ R son los para´metros que
controlan la funcio´n f(x), y deben de calcularse a partir de los datos, y 〈·, ·〉
representa el operador producto escalar. La regla de decisio´n esta´ dada por
la funcio´n sgn(f(x)).
Una interpretacio´n geome´trica del problema de clasificacio´n binaria es
la que considera al espacio de entrada X partido en dos por un hiperplano
definido por la ecuacio´n 〈w,x〉 + b = 0 [29]. En la Figura 3.1(a) se muestra
co´mo el hiperplano definido por una recta divide el espacio de entrada R2
en dos regiones, separando as´ı el espacio de entrada en dos clases distintas.
Bajo esta interpretacio´n geome´trica, ya que el vector w define un vector
perpendicular al hiperplano, y la constante b mueve al hiperplano en una
direccio´n paralela, es necesario calcular n+ 1 para´metros.
Existen diferentes criterios para seleccionar el hiperplano separador. En
esta seccio´n se presenta el criterio de ma´ximo margen, pues es el criterio en el
que se basan los algoritmos SVM para clasificacio´n. Se define el margen como
la distancia entre el hiperplano y la muestra ma´s cercana xi, y se requiere
que la ecuacio´n del hiperplano sea wTxi + b = 1. Puede demostrarse que la
distancia entre la muestra y el hiperplano esta´ dada por [29]:
d =
1
‖w‖ (3.3)
donde d es la distancia entre la muestra xi y el hiperplano, y el problema de
maximizar el margen es equivalente a minimizar la norma ‖w‖.
Las Figuras 3.1(a), 3.1(b) y 3.1(c) muestran dos hiperplanos separadores
para un mismo conjunto de muestras. En general para un conjunto de en-
trenamiento con muestras linealmente separables existen infinito nu´mero de
hiperplanos separadores. De este nu´mero infinito de hiperplanos el clasifica-
dor de margen ma´ximo corresponde al hiperplano con margen geome´trico
ma´ximo, tal como se observa en la Figura 3.1(c), sujeto a las restricciones:
yi
[〈w,xi〉+ b] ≥ 1 (3.4)
donde i = 1, 2, . . . , N . Dado que el margen geome´trico es igual al inverso de
la norma, ζ = 1/‖w‖, el problema puede escribirse como un problema cla´sico
de programacio´n cuadra´tica con restricciones de desigualdad, donde se busca
minimizar la norma cuadra´tica del vector lineal del hiperplano separador
sujeta a la restriccio´n (3.4). E´stos problemas de optimizacio´n se resuelven
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Figura 3.1: El problema de clasificacio´n binario de clases linealmente sepa-
rables: (a) hiperplano separador (w,b); (b) margen de una muestra al hiper-
plano; (c) margen ma´ximo del hiperplano.
usando la te´cnica de los multiplicadores de Lagrange [29], de donde se obtiene
el funcional Lagrangiano siguiente:
1
2
wTw −
N∑
i=1
αi
{
yi
[〈w,xi〉+ b]− 1} (3.5)
donde los αi son los multiplicadores de Lagrange correspondientes a (3.4).
La solucio´n de (3.5) conduce al hiperplano de ma´ximo margen con margen
geome´trico ζ = 1/‖w‖.
Como se vera´ ma´s adelante, el clasificador de ma´ximo margen es la base
en la que se apoyan los algoritmos SVM para la construccio´n de clasificadores
ma´s complejos. Adema´s, como se explicara´ a continuacio´n, el clasificador de
ma´ximo margen tiene un gran parecido con el problema de ridge regression,
y ha sido este parecido el que ha permitido una de las primeras ampliaciones
de las SVM a la solucio´n de problemas de regresio´n [29].
3.1.2. El problema de regresio´n lineal
El problema de regresio´n lineal consiste en encontrar una funcio´n lineal
de la forma:
f(x) = 〈w,x〉+ b (3.6)
que se ajuste lo mejor posible a los datos de entrenamiento S = {(x1, y1), . . . , (xN , yN)},
donde a diferencia del conjunto (3.1), aqu´ı el espacio de salida Y ⊆ R.
El problema de regresio´n se corresponde con el ajuste de un hiperplano al
conjunto dado de entrenamiento. En la Figura 3.2 se muestra como ejemplo
una funcio´n de regresio´n lineal unidimensional, donde la distancia ei es el
error para una muestra particular de entrenamiento.
La solucio´n por mı´nimos cuadrados selecciona los para´metros (w, b) que
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minimizan el siguiente funcional:
∑
e2i =
N∑
i=1
(
yi − 〈w,xi〉 − b
)2
(3.7)
que se conoce como funcio´n cuadra´tica de pe´rdidas, y que se reescribe de
forma matricial como a continuacio´n:
e2 =
(
y − X˜w˜)T (y − X˜w˜) (3.8)
donde y, X˜ y w˜ se definen como:
y =

y1
y2
...
yN
 , X˜ =

xT1 , 1
xT2 , 1
...
xTN , 1
 , w˜ = (wT , b)T (3.9)
Obteniendo el gradiente e igualando a cero (3.8) se obtiene la solucio´n
por mı´nimos cuadrados siguiente:
w˜ =
(
X˜T X˜
)−1
X˜Ty (3.10)
A menudo la matriz X˜T X˜, de taman˜o (N+1)×(N+1), es una matriz mal
condicionada y el ca´lculo de su inversa conduce a problemas de estabilidad
[29]. Una forma de enfrentar dicho problema es a trave´s de la introduccio´n
de un factor de regularizacio´n en el funcional (3.7), como se escribe a conti-
nuacio´n:
λ〈w,w〉+
N∑
i=1
(
〈w,xi〉+ b− yi
)2
(3.11)
donde el para´metro λ ∈ R+ controla el compromiso entre mantener un nivel
bajo de pe´rdidas y una norma de la solucio´n suave. La solucio´n de (3.11) se
conoce como ridge regression y viene dada por:
w˜ =
(
X˜T X˜+ λIN+1
)−1
X˜Ty (3.12)
donde IN+1 es la matriz identidad con el elemento (N+1)×(N+1) igual a
cero y cuyos otros elementos de la diagonal son iguales a la constante λ.
Obse´rvese el parecido entre (3.11) y el funcional para la clasificacio´n li-
neal separable de ma´ximo margen (3.5), y que ambos presentan un funcional
formado por dos te´rminos, uno que controla la complejidad de la hipo´tesis y
el otro su exactitud sobre los datos de entrenamiento.
Hasta este punto se han introducido los problemas de clasificacio´n y re-
gresio´n ma´s simples. En la mayor´ıa de problemas pra´cticos se encuentra que,
en el caso de la clasificacio´n, las clases no son linealmente separables y, en el
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Figura 3.2: Funcio´n de regresio´n lineal unidimensional.
caso de la regresio´n, no existen hiperplanos lineales que se ajusten de forma
apropiada a las observaciones.
Las SVM surgieron como algoritmos robustos propuestos para resolver
problemas de clasificacio´n, y ma´s tarde se extendieron a la solucio´n de pro-
blemas de regresio´n [142]. La capacidad de las SVM de resolver problemas de
clasificacio´n y regresio´n, que incluyen datos ruidosos, posiblemente de esta-
d´ıstica desconocida, y con presencia de valores at´ıpicos, se basa en buscar su
solucio´n en un espacio posiblemente diferente del espacio de entrada. Estos
espacios se conocen con el nombre de espacios de caracter´ısticas, y su incor-
poracio´n conduce a la utilizacio´n de funciones nu´cleo o kernel. Las funciones
nu´cleo han dotado a las SVM de la capacidad de extender las soluciones a
problemas no lineales, preservando las ventajas de las soluciones a problemas
lineales.
3.1.3. Nu´cleos de Mercer
Frecuentemente, las aplicaciones reales de clasificacio´n y regresio´n requie-
ren hipo´tesis ma´s complejas que las que se limitan a funciones lineales. Una
de estas hipo´tesis se basa en la idea de que los datos del espacio de entrada
X se pueden representar en un espacio de mayor dimensio´n (espacio de ca-
racter´ısticas) H mediante una transformacio´n no lineal φ(): RN → H sobre
los datos, es decir:
x = (x1, . . . , xN)→ φ(x) = (φ1(x), . . . , φNH (x)) (3.13)
donde NH es la dimensio´n del espacio de caracter´ısticas H y e´sta puede ser
de dimensio´n infinita.
Como ejemplo, conside´rese el problema de separar dos conjuntos de mues-
tras linealmente no separables, tal como se muestra en la Figura 3.3. Cla-
ramente, en el espacio de entrada el problema no es linealmente separable,
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ya que no existe ningu´n plano en R2 que pueda separar ambas clases. Si se
transforman los datos del espacio de entrada utilizando la transformacio´n no
lineal siguiente:
φ(x) = (x21,
√
2x1x2, x
2
2) = (z1, z2, z3) (3.14)
entonces el espacio de entrada en R2 se traslada a R3. Si se supone que la
frontera de separacio´n en R2 de las clases corresponde a una elipse, e´sta se
transformara´ en R3 en la ecuacio´n de un plano, como se muestra a continua-
cio´n:
φ :
(x1
a
)2
+
(x2
b
)2
= 1 −→ z1
a2
+
z3
b2
= 1 (3.15)
que corresponde a la ecuacio´n de un plano en R3. As´ı, el propo´sito de la trans-
formacio´n φ(x) es linealizar, en el espacio de caracter´ısticas, las estructuras
no lineales. Sin embargo, los espacios de caracter´ısticas son ma´s complicados
y de mayor dimensio´n que el espacio de entrada y, adema´s, tienen la dificul-
tad an˜adida de requerir el desarrollo de la operacio´n producto interno en ese
espacio [29].
Es posible calcular este producto interno de una forma impl´ıcita, solamen-
te con los datos del espacio de entrada. Para ilustrar como se puede realizar
este ca´lculo se desarrolla el producto interno usando la transformacio´n no
lineal (3.14), as´ı:
〈φ(xi),φ(xj)〉 = 〈(xi1,
√
2xi1xi2, x
2
i1), (xj1,
√
2xj1xj2, x
2
j1)〉
= (xi1xj1 + 2xi1xi2xj1xj2 + x
2
i1x
2
j1)
= 〈xi,xj〉2
= K(xi,xj) (3.16)
dondeK(xi,xj) es la funcio´n nu´cleo. Obse´rvese que, para calcular el producto
escalar 〈φ(xi),φ(xj)〉 en el espacio de caracter´ısticas, no es necesario calcular
la transformacio´n no lineal φ(x) = (x21,
√
2x1x2, x
2
2), sino que se calcula de
una forma indirecta a trave´s del producto interno cuadra´tico de las muestras
del espacio de entrada, 〈xi,xj〉2. Esta forma indirecta de calcular el producto
interno en el espacio de caracter´ısticas es muy bien conocida en el mundo de
las ma´quinas de aprendizaje, y se ha denominado el truco del nu´cleo [118].
Es decir, la funcio´n nu´cleo permitira´ calcular el producto escalar
K(xi,xj) = 〈φ(xi),φ(xj)〉 = φ(xi)Tφ(xj) (3.17)
directamente a partir de las muestras xi y xj, sin tener que calcular las
transformaciones. El uso de funciones nu´cleo sobre conjuntos finitos de datos
conduce a la obtencio´n de matrices de tipo Gram como a continuacio´n:
G = K(xi,xj) =

K(x1,x1) K(x1,x2) . . . K(x1,xN)
K(x2,x1) K(x2,x2) . . . K(x2,xN)
...
...
...
...
K(xN ,x1) K(xN ,x2) . . . K(xN ,xN)
 (3.18)
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Figura 3.3: Efecto de la traslacio´n φ(x1, x2) = (x
2
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2) de un espacio
de entrada X a un espacio de caracter´ısticas H.
que son sime´tricas y definidas positivas, es decir, todos sus autovalores son
mayores que cero [29].
La validez de la funcio´n nu´cleo esta´ determinada por las condiciones de
Mercer [29]. Formalmente, las condiciones de Mercer establecen que dada
una aplicacio´n bivariada K(xi,xj) continua y sime´trica, se puede asegurar la
existencia de la aplicacio´n φ : X × X → H tal que:
K(xi,xj) =
〈
φ(xi),φ(xj)
〉
=
∞∑
n=1
λnφn(xi)φn(xj) (3.19)
donde λn ∈ R+ y la funcio´n de transformacio´n no lineal φ(x) = (φ1(x),
. . . , φNH (x)) permite la generalizacio´n del producto interno en un espacio de
Hilbert. La expansio´n es posible si y solo si para toda funcio´n g(x) de energ´ıa
finita, tal que: ∫
g2(x)dx <∞ (3.20)
se cumple la condicio´n:∫ ∫
K(xi,xj)g(xi)g(xj)dxidxj ≥ 0 (3.21)
Las condiciones de Mercer llevan de forma impl´ıcita dos propiedades ne-
cesarias que deben cumplir las funciones nu´cleo [29], las cuales se escriben a
continuacio´n:
La funcio´n nu´cleo de Mercer es siempre sime´trica de tal forma que:
K(xi,xj) = 〈φ(xi),φ(xj)〉 = 〈φ(xj),φ(xi)〉 = K(xj,xi) (3.22)
La funcio´n nu´cleo de Mercer debe cumplir con la desigualdad triangular,
es decir debe satisfacer la desigualdad de Cauchy-Schwartz definida por:
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K(xi,xj)
2 = 〈φ(xi),φ(xj)〉2 ≤ ‖φ(xi)‖2‖φ(xj)‖2
= 〈φ(xi),φ(xi)〉〈φ(xj),φ(xj)〉 = K(xi,xi)K(xj,xj)
(3.23)
En la siguiente seccio´n se dara´n algunos ejemplos de las funciones nu´cleo
ma´s utilizadas.
3.1.4. Ejemplos de funciones nu´cleo
La Tabla 3.1 presenta un resumen de las funciones nu´cleo ma´s habitual-
mente utilizadas, de las cuales la funcio´n nu´cleo lineal K(xi,xj) = 〈xi,xj〉
es la ma´s simple. Tambie´n diferentes transformaciones no lineales pueden
conducir a la misma funcio´n nu´cleo. Por ejemplo, las transformaciones no
lineales siguientes:
x = (x1, x2) ∈ R2 → φ(x) =
( 1√
2
(x21 − x22),
√
2x1x2,
1√
2
(x21 + x
2
2)
)
∈ R3
x = (x1, x2) ∈ R2 → φ(x) = (x21, x1x2, x1x2, x22) ∈ R4
conducen a la funcio´n nu´cleo (3.16) del ejemplo de la Figura 3.3.
Otra funcio´n nu´cleo comu´nmente utilizada es la funcio´n de nu´cleo poli-
no´mico de grado d=2, definida en la Tabla 3.1. La funcio´n de transformacio´n
para este tipo de nu´cleo es una funcio´n no lineal que transforma observaciones
en R2 a un espacio de dimensio´n 6, en R5 a trave´s de:
φ(x) = (1,
√
2x1,
√
2x2,
√
2x1x2, x
2
1, x
2
2) (3.24)
y desarrollando el producto escalar, se tiene:
〈φ(xi),φ(xj)〉 = 1 + 2xi1xj1 + 2xi2xj2 + 2xi1xi2xj1xj2 + x2i1x2j1 + x2i2x2j2
= (〈xi,xj〉+ 1)2 (3.25)
En general, la dimensio´n del espacio de caracter´ısticas de la funcio´n nu´cleo
polinomial es
(
N+d
d
)
, donde N es la dimensio´n del espacio de origen [120].
Otra funcio´n nu´cleo ampliamente utilizada es la funcio´n de nu´cleo Gausia-
noK(xi,xj) = e
− ‖xi−xj‖
2
2σ2 , donde σ representa la anchura de la funcio´n nu´cleo.
La transformacio´n no lineal φ() para esta funcio´n nu´cleo es desconocida, y
la dimensio´n del espacio de caracter´ısticas es infinita [73].
3.1.5. Nu´cleos invariantes al desplazamiento
En [156] se propuso el uso de una funcio´n nu´cleo basada en la transfor-
mada Wavelet, demostrando que las funciones invariantes al desplazamiento
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Funcio´n nu´cleo Tipo
K(xi,xj) = 〈xi,xj〉 Lineal
K(xi,xj) =
(〈xi,xj〉+ 1)d Polino´mico
K(xi,xj) = e
− ‖xi−xj‖
2
2σ2 Gausiano
K(xi,xj) = e
− |xi−xj |
σ Laplaciano
K(xi,xj) = sinc
(
(xi − xj)σ
)
Sinc
K(xi,xj) = tanh(γ〈xi,xj〉+ µ) Sigmoidal
K(xi,xj) =
√‖xi − xj||2 − c2 Multicuadra´tica
Tabla 3.1: Ejemplos de funciones nu´cleo de Mercer.
cumplen con las condiciones de Mercer para funciones nu´cleo. Las funcio-
nes invariantes a desplazamientos forman espacios vectoriales denominados
espacios invariantes al desplazamiento.
Las funciones invariantes al desplazamiento se encuentran en aplicaciones
muy conocidas en ana´lisis de sen˜al como, por ejemplo, la interpolacio´n [138].
La combinacio´n de prefiltrado y muestreo puede escribirse en te´rminos de
productos internos [4, 138] como sigue:
(h⊗ f)(t)|t=n =
∫
f(t)h(n− t)dt = 〈f, ϕn〉 (3.26)
donde ϕn = h(n− t), y el periodo de muestreo es T=1. Obse´rvese como sus-
tituyendo ϕ(t) por la funcio´n sinc se tiene la ecuacio´n de muestreo uniforme.
El conjunto de funciones {ϕn = ϕ(t− n)n∈Z} expande un espacio de Hilbert.
En [156] se demostro´ que las funciones nu´cleo invariantes al desplazamien-
to son nu´cleos de Mercer si cumplen con la condicio´n, necesaria y suficiente,
de tener una transformada de Fourier no negativa, es decir:
(2pi)−1/2
∫ +∞
t=−∞
ϕ(t)e−j2piftdt ≥ 0 ∀f ∈ R (3.27)
Un tipo de funcio´n nu´cleo invariante al desplazamiento de mucha impor-
tancia, en este cap´ıtulo, en el desarrollo de algoritmos para deconvolucio´n en
SVM, es la funcio´n de ambigu¨edad de sen˜ales finitas1. La funcio´n de ambi-
gu¨edad Rhn de una sen˜al hn de longitud finita se define como:
Rhn = hn ⊗ h−n (3.28)
La transformada de Fourier de (3.28) es no negativa y por tanto puede
utilizarse como una funcio´n nu´cleo de Mercer del tipo invariante al desplaza-
miento.
1La funcio´n originada como la convolucio´n entre la respuesta al impulso y su inver-
so temporal es la funcio´n de ambigu¨edad [6], y que no debe confundirse con la funcio´n
de autocorrelacio´n. Sin embargo, en el presente cap´ıtulo se utiliza el te´rmino funcio´n de
autocorrelacio´n como sino´nimo de funcio´n de ambigu¨edad.
3.1. SVM EN CLASIFICACIO´N Y REGRESIO´N 45
wx+ b = 1
wx + b = -1
wx + b = 0
(a)
wx + b = 1
wx + b = -1
wx + b = 0
wx + b = 1
wx + b = -1
wx + b = 0
ix
x
j
(b) (c)
Figura 3.4: Hiperplano separador calculado mediante SVM para: (a) clases
linealmente separables; (b) clases linealmente separables con muestras en el
margen; (c) clases no separables linealmente.
3.1.6. Nu´cleos de Mercer en clasificacio´n SVM
En la Seccio´n 3.1 se introdujo el problema de clasificacio´n binaria de
clases linealmente separables, y se definio´ el criterio de margen ma´ximo como
criterio de optimizacio´n. Adema´s, la solucio´n se planteo´ como un problema
de optimizacio´n con restricciones que se reescribe a continuacio´n:
minimizar
1
2
‖w‖2 (3.29)
sujeto a yi
(〈w,xi〉+ b) ≥ 1, ∀i = 1, . . . , N (3.30)
donde el cuadrado de la norma se utiliza con el objetivo de formular un pro-
blema de optimizacio´n cuadra´tica. Este problema se conoce como problema
primal, y su solucio´n conduce al hiperplano de ma´ximo margen con margen
geome´trico γ = 1/‖w‖. El Lagrangiano del problema primal se escribe como
sigue:
1
2
wTw −
N∑
i=1
αi
{
yi
[〈w,xi〉+ b]− 1} (3.31)
Los multiplicadores de Lagrange αi 6= 0, tales que las restricciones (3.30)
se verifican con igualdad, se denominan vectores soporte y pueden interpre-
tarse como los puntos ma´s pro´ximos a la superficie de decisio´n. La Figura
3.4(a) representa la solucio´n para un problema linealmente separable de di-
mensio´n 2, obse´rvese la existencia de un hiperplano que maximiza el margen
entre ambos conjuntos de clases.
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Derivando parcialmente con respecto a las variables primales wk y b, y
aplicando las condiciones Karush-Kuhn-Tucker (KKT), se obtiene el proble-
ma dual del problema primal que consiste en:
maximizar
N∑
i=1
αi − 1
2
N∑
i=1
N∑
j=1
yiyjαiαj〈xi,xj〉 (3.32)
sujeto a
N∑
i=1
yiαi = 0 (3.33)
donde αi ≥ 0.
El Ape´ndice A presenta, dentro del marco de un problema de optimizacio´n
general, un estudio ma´s amplio sobre las condiciones KKT. Las condiciones
KKT permiten hacer algunas conclusiones sobre la formulacio´n de los pro-
blemas primal y dual. E´stas establecen que en la solucio´n o´ptima (α∗i , w
∗,
b∗), el producto entre variables duales y restricciones es igual a cero,
α∗i
[
yi
(〈w∗,xi〉+ b∗)− 1] = 0 (3.34)
lo que implica que solamente las entradas xi para las que el margen es igual a
uno tienen asociados valores de αi diferentes de cero, todos los otros valores
de αi son iguales a cero.
Para los diferentes algoritmos SVM que se presentan en este cap´ıtulo, las
formulaciones de los problemas primal y dual se realizara´n a trave´s de tablas
de doble columna, donde los problemas primal y dual estara´n representados
en las columnas de la izquierda y derecha, respectivamente.
Clases no separables linealmente. En muchos problemas reales, los datos
no son linealmente separables, por ejemplo, con datos ruidosos, y no es posi-
ble encontrar el hiperplano separador tal que se verifique la restriccio´n (3.30).
La solucio´n a este tipo de problemas motivo´ el uso de medidas ma´s robustas
de la distribucio´n del margen. Esta nueva distribucio´n considera posiciones
de otros puntos de entrenamiento, adema´s de los cercanos a la frontera de
decisio´n, es decir, se suaviza el margen. Para suavizar el margen se introdu-
cen variables de pe´rdidas ξi. Dicha modificacio´n conduce a las formulaciones
primal y dual mostradas en la parte superior de la Tabla 3.2, donde C es un
para´metro de compromiso entre maximizar el margen y minimizar el error
de entrenamiento.
La Figura 3.4(c) muestra el problema de clasificacio´n no separable con dos
muestras i y j mal clasificadas. En general, si xi es clasificada correctamente
por el hiperplano y esta´ fuera del margen, ξi = 0; si esta´ correctamente
clasificada y en el margen, 0 < ξi < 1; y si esta´ incorrectamente clasificada,
ξi > 1.
Clasificacio´n no lineal. Cuando se introdujo el concepto de funcio´n nu´cleo
se dijo que era posible linealizar la estructura de datos a trave´s de transforma-
ciones no lineales a espacios de mayor dimensio´n. En este espacio es posible
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Problema lineal
Problema primal Problema dual
minimizar maximizar
1
2
||w||2 + C∑Ni=1 ξi ∑Ni=1 αi − 12∑Ni,j=1 αiαjyiyj〈xi,xj〉
sujeto a sujeto a
yi(〈w,xi〉+ b) ≥ 1− ξi 0 ≤ αi ≤ C
ξi ≥ 0
∑N
i=1 αiyi = 0
Problema no lineal
Problema primal Problema dual
minimizar maximizar
1
2
||w||2 + C∑Ni=1 ξi ∑Ni=1 αi − 12∑Ni,j=1 αiαjyiyjK(xi,xj)
sujeto a sujeto a
yi(〈w,φ(xi)〉+ b) ≥ 1− ξi 0 ≤ αi ≤ C
ξi ≥ 0
∑N
i=1 αiyi = 0
Tabla 3.2: Problemas primal y dual en clasificacio´n SVM con margen suave
lineal y no lineal.
aplicar la teor´ıa de clasificacio´n separable a problemas que no lo eran en el
espacio de entrada. As´ı, el problema consiste en encontrar un hiperplano en
el espacio de caracter´ısticas tal que (〈φ(xi),w〉 + b) > 1 para cada muestra
xi con clase yi = 1 y (〈φ(xi),w〉 + b) < 1 para cada muestra xi con clase
yi = −1. La formulacio´n de los problemas primal y dual se muestran en la
parte inferior de la Tabla 3.2.
3.1.7. Nu´cleos de Mercer en regresio´n SVM
A diferencia de los me´todos LS, donde se busca el hiperplano f(x) =
〈w,x〉 + b que mejor se ajusta al conjunto de entrenamiento {(xi, yi), i =
1, . . . , N donde xi ∈ RN e yi ∈ R}, minimizando el error cuadra´tico medio, el
criterio de error del algoritmo SVR busca el hiperplano que mejor se ajusta
a los datos, con una tolerancia igual a ε.
A la diferencia entre la funcio´n estimada y las observaciones se le llama
residuo de la salida, y se utiliza como indicador de la exactitud en la aproxi-
macio´n. Por consiguiente es necesario medir la importancia de esta exactitud
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a trave´s de la funcio´n de coste. El tipo de funcio´n de coste utilizado incide
directamente en los resultados de la regresio´n.
La regresio´n SVM fue propuesta en [142] y utiliza la funcio´n de coste
ε-insensible, que permite encontrar hiperplanos con valores o´ptimos para w
ignorando al mismo tiempo valores de residuos menores que el para´metro ε.
La funcio´n de coste ε-insensible se define como:
L(ei) =
{
0 |ei| < ε
|ei| − ε |ei| > ε
(3.35)
El problema de regresio´n se escribe como un problema de optimizacio´n
donde se busca minimizar la norma del hiperplano sujeto a unas restricciones,
como se muestra a continuacio´n:
minimizar
1
2
‖w‖2 (3.36)
sujeto a yi − 〈w,xi〉 − b ≤ ε (3.37)
〈w,xi〉+ b− yi ≤ ε (3.38)
donde i = 1, 2, . . . , N.
La formulacio´n del problema (3.36)-(3.38) supone que la optimizacio´n es
factible, es decir la funcio´n f(xi) aproxima todos los pares (xi, yi) con tole-
rancia ε. Esta situacio´n no es muy frecuente en la pra´ctica, y es necesario
suavizar el margen a trave´s de la introduccio´n de variables de holgura, que-
dando el problema de optimizacio´n como sigue:
minimizar
1
2
‖w‖2 + C
N∑
i=1
(ξi + ξ
∗
i ) (3.39)
sujeto a yi − 〈w,xi〉 − b ≤ ε+ ξi (3.40)
〈w,xi〉+ b− yi ≤ ε+ ξ∗i (3.41)
donde C es una constante que determina el compromiso entre el valor o´ptimo
de la norma dew y la funcio´n de pe´rdidas, ξi y ξ
∗
i son las variables de holgura o
pe´rdidas por exceso o por defecto, respectivamente, sobre la solucio´n respecto
al valor de ε.
Aplicando el teorema de Lagrange y las condiciones KKT se obtiene el
problema dual. La formulacio´n del problema dual, aparte de relacionar los
multiplicadores de Lagrange con los datos de entrenamiento y los para´metros
libres de la SVM, facilita la extensio´n del algoritmo SVR lineal a su versio´n
no lineal. En la parte superior izquierda de la Tabla 3.3 se ha vuelto a escribir
el problema primal (3.39)-(3.41), y a su derecha se encuentra su respectivo
problema dual.
La expresio´n de la solucio´n del hiperplano o vector de pesos estimada es:
w =
N∑
i=1
(αi − α∗i )xi (3.42)
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Figura 3.5: Esquema de regresio´n (figura adaptada de [18]) SVR. Las mues-
tras en el espacio original se trasladan a un espacio de caracter´ısticas donde
es posible aplicar la SVR lineal. Las muestras fuera del intervalo definido
por ε son penalizadas y se convierten en vectores soporte. La penalizacio´n se
lleva a cabo a trave´s de una funcio´n de coste: (a) funcio´n ε-insensible; (b)
funcio´n ε-Huber.
donde αi y α
∗
i son los multiplicadores de Lagrange que corresponden a las
restricciones (3.36) y (3.37), respectivamente. Sustituyendo en la ecuacio´n del
hiperplano se tiene la expresio´n conocida como expansio´n vectores soporte,
dada por:
yˆ = f(x) =
N∑
i=1
(αi − α∗i )〈xi,x〉+ b (3.43)
que describe la solucio´n como una combinacio´n lineal de las muestras de
entrenamiento xi. No´tese como (3.43) es funcio´n solamente de los multipli-
cadores de Lagrange y el producto interno entre los datos. Es decir, no es
necesario calcular expl´ıcitamente el vector de pesos w.
Tal como se hizo con el problema de clasificacio´n, el algoritmo SVR se
puede generalizar a problemas no lineales a trave´s de una transformacio´n no
lineal. Esto se lleva a cabo trasladando los datos de entrada a un espacio de
caracter´ısticas a trave´s de la transformacio´n no lineal φ : X → H, y luego
resolviendo para el modelo lineal siguiente:
yˆ = f(x) = 〈φ(x),w〉+ b (3.44)
donde yˆi son los valores estimados de yi, w es el vector de pesos en el espacio
de caracter´ısticas y b es el sesgo. Similarmente al caso anterior, el algoritmo
SVR solo depende de los productos sobre los datos transformados φ(x). Por
lo que solo es necesario conocer K(xi,x).
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Problema lineal, coste ε-insensible
Problema primal Problema dual
minimizar maximizar
1
2
||w||2 + C∑Ni=1(ξi + ξ∗i ) −12∑Ni=1∑Nj=1(αi − α∗i )〈xi,xj〉(αj − α∗j )+
+
∑N
i=1((αi − α∗i )yi − (αi + α∗i )ε)
sujeto a sujeto a
yi − 〈w,xi〉 − b ≤ ε+ ξi 0 ≤ (αi − α∗i ) ≤ C
〈w,xi〉+ b− yi ≤ ε+ ξ∗i
∑N
i=1(αi − α∗i ) = 0
ξi, ξ
∗
i ≥ 0
Problema no lineal, coste ε-insensible
Problema primal Problema dual
minimizar maximizar
1
2
||w||2 + C∑Ni=1(ξi + ξ∗i ) −12∑Ni=1∑Nj=1(αi − α∗i )K(xi,xj)(αj − α∗j )+
+
∑N
i=1((αi − α∗i )yi − (αi + α∗i )ε)
sujeto a sujeto a
yi − 〈w,φ(xi)〉 − b ≤ ε+ ξi 0 ≤ (αi − α∗i ) ≤ C
〈w,φ(xi)〉+ b− yi ≤ ε+ ξ∗i
∑N
i=1(αi − α∗i ) = 0
ξi, ξ
∗
i ≥ 0
Problema no lineal, coste ε-Huber
Problema primal Problema dual
minimizar maximizar
1
2
||w||2 + 1
2γ
∑N
i=1(ξ
2
i + ξ
∗2
i )+ −12
∑
i,j(αi − α∗i )
(
K(xi,xj) + γδij
)
(αj − α∗j )+
+C
∑
i∈I2(ξi + ξ
∗
i )− +
∑N
i=1((αi − α∗i )yi − (αi + α∗i )ε)
−∑i∈I2 γ C22
sujeto a sujeto a
yi − 〈w,φ(xi)〉 − b ≤ ε+ ξi 0 ≤ (αi − α∗i ) ≤ C
〈w,φ(xi)〉+ b− yi ≤ ε+ ξ∗i
∑N
i=1(αi − α∗i ) = 0
ξi, ξ
∗
i ≥ 0
Tabla 3.3: Problemas primal y dual para SVR con funcio´n de coste ε-
insensible en los casos lineal y no lineal, y con funcio´n de coste ε-Huber
en el caso no lineal.
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En la parte de en medio de la Tabla 3.3 se muestra la formulacio´n para
los problemas primal y dual para el caso no lineal, y de donde la solucio´n
SVR viene dada por:
yˆ = f(x) =
N∑
j=1
(αj − α∗j )
〈
φ(xj),φ(x)
〉
+ b
A pesar de las buenas prestaciones de la formulacio´n SVR, existen li-
mitaciones debido principalmente a su funcio´n de coste que de una forma
impl´ıcita asume una estad´ıstica espec´ıfica para los residuos del modelo [18].
En muchas aplicaciones resulta ma´s real asumir que las observaciones han si-
do contaminadas con diferentes fuentes de ruido de estad´ıstica diferente. Por
ello, es necesaria la inclusio´n de funciones de coste ma´s robustas. La funcio´n
ε-Huber introducida en [110] ha demostrado ser una funcio´n de coste robusta,
con muy buenas prestaciones en problemas que involucran diferentes tipos
de ruido. La funcio´n ε-Huber se define como:
LεH(ei) =

0, |ei| ≤ ε
1
2γ
(|ei| − ε)2, ε ≤|ei| ≤ eC
C(|ei| − ε)− 1
2
γC2, |ei| ≥ eC
(3.45)
donde ε, C y γ son los para´metros libres de la funcio´n de coste y tienen que
ser calculados a priori. La funcio´n de coste ε-Huber combina tres regiones:
una regio´n insensible, una cuadra´tica y una lineal. Las tres regiones permiten
tratar diferentes tipos de ruido. As´ı, la zona insensible ignora errores menores
que el valor absoluto ε; la zona de coste cuadra´tica utiliza la norma L2 de los
errores, apropiada para perturbaciones con estad´ıstica Gausiana; y la zona
de coste lineal limita el efecto de valores at´ıpicos en la solucio´n [18, 19, 110].
Los problemas SVR primal y dual para la funcio´n de coste ε-Huber se
muestran en la parte inferior de la Tabla 3.3. De donde se observa que la
formulacio´n del problema dual es muy similar a la obtenida con funcio´n de
coste ε-insensible excepto por el factor γδij, donde δij es la funcio´n delta
de Kronecker. El factor γ an˜adido a la diagonal principal de la matriz nu´-
cleo funciona como para´metro de regularizacio´n [110], por ello si se compara
el funcional del problema dual ε-Huber con el obtenido para la funcio´n ε-
insensible, se observa que el primero es una versio´n regularizada del u´ltimo
[110].
3.2. Marco lineal SVM para sen˜ales de tiem-
po discreto
Durante los u´ltimos an˜os se han planteado muchos algoritmos para proble-
mas de procesado digital de sen˜al mediante el principio de las SVM. Muchas
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de esas aplicaciones se basan en la idea de buscar una relacio´n directa entre
los datos y las observaciones, y as´ı poder utilizar el algoritmo SVR. Adema´s,
en la mayor´ıa de los casos se aprovecha el truco del nu´cleo para desarrollar
versiones no lineales de los algoritmos propuestos.
En esta seccio´n se estudia el marco general para la solucio´n de proble-
mas supervisados de sen˜ales de tiempo discreto desarrollados a partir del
algoritmo SVR y que se basa en el concepto de MPS introducido en [20].
Sea Y el espacio de Hilbert N dimensional, donde cada uno de sus elemen-
tos es una secuencia discreta {yn} de N elementos y que puede representarse
de forma vectorial como y = [y1, y2, . . . , yN ]
T . Adema´s, sea el conjunto de
vectores {z1, . . . , zP} una base que expande el espacio Y , y donde cada vec-
tor de la base se define como zi = (z1i, . . . , zNi)
T .
Cada vector de sen˜al observado y podra´ representarse como una com-
binacio´n lineal de elementos de esta base, ma´s un te´rmino de error e =
[e1, . . . , eN ]
T mediante:
y1
y2
...
yN
 = w1

z11
z21
...
zN1
+ · · ·+ wP

z1P
z2P
...
zNP
+

e1
e2
...
eN
 (3.46)
Para un instante de tiempo dado n, el modelo lineal de series temporales
puede escribirse como:
yn =
P∑
p=1
wpznp + en = 〈w,vn〉+ en (3.47)
donde w = [w1, . . . , wP ] es el vector de pesos del modelo, que debe estimarse,
y vn = [zn1, . . . , znP ] representa el espacio de entrada en el instante n.
Los coeficientes del modelo se estiman minimizando una funcio´n de coste
residual ma´s un te´rmino de regularizacio´n, es decir, se minimiza:
1
2
‖w‖2 +
N∑
n=1
Lp(en) (3.48)
Para establecer una conexio´n entre los residuos y los para´metros, se in-
troducen restricciones adicionales basadas en el modelo (3.47). Siguiendo la
misma metodolog´ıa de desarrollo algor´ıtmico SVM, se presentan en la Tabla
3.4 los problemas primal y dual.
A partir del problema primal, derivando parcialmente su Lagrangiano con
respecto a las variables primales y aplicando las condiciones KKT, se obtiene
una expresio´n para el vector de pesos en funcio´n de los multiplicadores de
Lagrange, dada por:
wp =
N∑
n=1
(αn − α∗n)zpn (3.49)
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Marco lineal SVM
Problema primal Problema dual
minimizar maximizar
1
2
||w||2 + 1
2γ
∑N
n=1(ξ
2
n + ξ
∗2
n )+ −12(α−α∗)T (Rv + γI)(α−α∗)+
+C
∑
n∈I2(ξn + ξ
∗
n)−
∑
n∈I2 γ
C2
2
+(α−α∗)Ty − ε1T (α+α∗)
sujeto a sujeto a
yn −wTvn ≤ ε+ ξn 0 ≤ α(∗) ≤ C
−yn +wTvn ≤ ε+ ξ∗n
ξn, ξ
∗
n ≥ 0
Tabla 3.4: Problemas SVM primal y dual para el marco lineal con funcio´n de
coste ε-Huber.
Adema´s, del desarrollo del problema dual, y tal como se muestra en la
parte derecha de la Tabla 3.4, es posible identificar la matriz de correlaciones
del espacio de entrada:
Rv = 〈vs,vt〉 (3.50)
Tras encontrar los multiplicadores de Lagrange, que se representan en
forma vectorial mediante α(∗) = [α(∗)1 , . . . , α
(∗)
N ]
T , donde α
(∗)
i se utiliza para
referirse a cualquiera de los dos multiplicadores αi o´ α
∗
i , el modelo de series
temporales se reescribe como:
yn = f(vn) =
N∑
l=1
(αl − α∗l ) 〈vl,vn〉 (3.51)
En la aplicacio´n de este marco lineal general es importante identificar
el conjunto de funciones base que expande el espacio de observaciones Y .
A trave´s de algunos ejemplos, en la siguiente seccio´n se muestra la solucio´n
de algunos problemas cla´sicos de procesado de sen˜al como casos particulares
dentro del marco propuesto en esta seccio´n.
3.2.1. Ana´lisis espectral SVM
El algoritmo SVM para ana´lisis espectral fue propuesto en [111]. Formal-
mente se puede enunciar como sigue. Sea {ytn} una serie temporal obtenida a
trave´s de muestreo en los correspondientes instantes de tiempo {t1, · · · , tN}
de una funcio´n continua y(t), se puede representar como un modelo de sen˜al
basada en sinusoides mediante:
ytn =
P∑
i=1
Ai cos(ωitn + φi) + etn (3.52)
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donde los para´metros desconocidos son las amplitudes Ai, las fases φi y las
frecuencias ωi para un nu´mero P de componentes sinusoidales, y etn es el error
del modelo. Aplicando identidades trigonome´tricas para la funcio´n coseno
y definiendo los coeficientes ci = Aicos(φi) y di = Aisin(φi), es posible
reescribir (3.52) como:
ytn =
P∑
i=1
(
ci cos(ωitn) + di sin(ωitn)
)
+ etn (3.53)
Si se hace vn = [cos(ω1tn), . . . , cos(ωP tn), sin(ω1tn), . . . , sin(ωP tn)]
T y
los coeficientes cT = [c1, . . . , cP ] y d
T = [d1, . . . , dP ] se concatenan en w
T =
[cT ,dT ], es posible reescribir (3.53) como:
ytn = 〈w,vn〉+ en (3.54)
El problema de estimacio´n espectral se ha reformulado dentro del marco
SVM lineal de manera similar a (3.47), con lo cual se puede proceder a
la formulacio´n de los problemas primal y dual de forma automa´tica. En la
Tabla 3.5 se muestra un algoritmo, en tres pasos, que resuelve el problema
de estimacio´n espectral mediante SVM.
Como se observa a partir de la reformulacio´n de (3.52) en (3.54), es posible
resolver el problema de la estimacio´n espectral dentro del marco lineal general
de las SVM. La robustez de este me´todo de estimacio´n espectral ha sido
demostrada a trave´s de ejemplos sinte´ticos y en la solucio´n de problemas de
estimacio´n de canal en problemas de comunicaciones digitales [111].
3.2.2. Identificacio´n de sistemas SVM-ARMA
En [110] se introdujo el uso de las SVM como me´todo de identificacio´n
de sistemas basado en modelado ARMA. Formalmente, el problema puede
escribirse como sigue. Sean {xn} y {yn} las secuencias de entrada y salida,
respectivamente, de un sistema invariante en el tiempo caracterizado por la
ecuacio´n en diferencias siguiente:
yn =
M∑
i=1
aiyn−i +
Q∑
j=1
bjxn−j+1 + en (3.55)
donde {ai} y {bj} son los coeficientes AR y MA del sistema, respectiva-
mente, y en es la componente de ruido del sistema. Se definen los vectores
yTn−1 = [yn−1, yn−2, . . . , yn−M ] y x
T
n = [xn, xn−1, . . . , xn−1+Q], y su concate-
nacio´n como vn = [y
T
n−1,x
T
n ]
T . Adema´s, se definen los vectores de coeficien-
tes aT = [a1, a2, . . . , aM ] y b
T = [b1, b2, . . . , bQ], y su concatenacio´n como
wT = [aT ,bT ]. Se puede reescribir (3.55) como:
yn = 〈w,vn〉+ en (3.56)
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Ana´lisis espectral mediante SVM
• Se construye la matriz de correlaciones del espacio de entrada, la cual
esta´ formada por la suma de las matrices Rcos y Rsin que se definen como:
Rcos(m, k) =
∑P
i=1 cos(witm) cos(witk)
Rsin(m, k) =
∑P
i=1 sin(witm) sin(witk)
• Utilizando la Tabla 3.4, se formula y resuelve el problema dual, que
consiste en maximizar:
−1
2
(α−α∗)T [Rcos +Rsin + γI] (α−α∗) + (α−α∗)T y − ε1T (α+α∗)
sujeto a 0 ≤ α(∗) ≤ C.
• Los coeficientes del modelo (3.53) se obtienen a partir de los multipli-
cadores de Lagrange calculados en el paso anterior, y esta´n dados por:
ci =
∑N
k=1(αk − α∗k) cos(ωitk)
di =
∑N
k=1(αk − α∗k) sin(ωitk)
Tabla 3.5: Algoritmo propuesto para la estimacio´n espectral con SVM dentro
del marco lineal general.
De (3.56) se observa que el conjunto de vectores base esta´ formado por
re´plicas desplazadas de las secuencias de entrada y salida, y sera´ necesario
conocer las condiciones iniciales n = ko, . . . , N , donde ko = ma´x (M + 1, Q).
La estimacio´n de los coeficientes del modelo se realiza siguiendo los mis-
mos pasos que en el marco lineal general. La formulacio´n de los problemas
primal y dual se realiza de manera similar al me´todo general. En la Tabla 3.6
se muestra un algoritmo, en tres pasos, que permite estimar los coeficientes
del modelo ARMA de la Ecuacio´n (3.55).
Identificacio´n de sistemas SVM-ARMA no lineal. Las capacidades
de las SVM se han extendido a la formulacio´n de nuevos algoritmos que inclu-
yen modelado no lineal. Esto es posible a trave´s de la transformacio´n de los
datos de entrada a un espacio de caracter´ısticas que cumple con las propieda-
des de los espacios de Hilbert con nu´cleo reproductor (RKHS, Reproducing
Kernel Hilbert Space) [73].
En [73] se hace referencia a dos te´cnicas de modelado no lineal. Una prime-
ra solucio´n, impl´ıcita al problema, se obtiene si se aplica una transformacio´n
no lineal, φ(·), al espacio de entrada, conduciendo a un modelo ma´s general
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Modelado ARMA mediante SVM
• Se construyen las matrices de correlacio´n del espacio de entrada y
salida, RQx y R
M
y , respectivamente, y que se definen como:
RQx (m, k) =
∑Q
j=1 xm−j+1xk−j+1
RMy (m, k) =
∑M
i=1 ym−iyk−i
• Se formula y resuelve el problema dual que consiste en maximizar:
−1
2
(α−α∗)T [RQx +RMy ] (α−α∗) + (α−α∗)T y − ε1T (α+α∗)
sujeto a 0 ≤ α(∗) ≤ C.
• Los coeficientes del modelo (3.55) se obtiene a partir de los multipli-
cadores de Lagrange calculados en el paso anterior y esta´n dados por:
ai =
∑N
n=ko
(αn − α∗n)yn−i
bj =
∑N
n=ko
(αn − α∗n)xn−j+1
Tabla 3.6: Algoritmo propuesto para el modelado ARMA con SVM utilizando
el marco lineal general.
dado por:
yn = 〈w,φ(vn)〉+ en (3.57)
El otro me´todo se basa en un solucio´n expl´ıcita a trave´s de la construc-
cio´n del modelo ARMA en un espacio de caracter´ısticas del tipo RKHS que
permite un ana´lisis ma´s profundo de la estructura de la serie temporal. El
modelo de sen˜al viene dado por:
yn = a
Tφ(yn−1) + bTφ(xn) + en (3.58)
La formulacio´n de los problemas primal y dual para los modelos de sen˜al
(3.57) y (3.58), y ejemplos que miden sus prestaciones, se tratan con detalle
en [73].
3.3. SVM para interpolacio´n
En [108] se introdujo el uso de las SVM en la solucio´n de problemas de
interpolacio´n sobre muestras no uniformes y ruidosas. Adema´s de utilizar el
marco lineal desarrollado en la seccio´n anterior, en [19, 108] se introdujo un
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nuevo algoritmo de interpolacio´n basado en el MDS, que plantea la solucio´n
del problema de interpolacio´n como una regresio´n no lineal sobre los instantes
de tiempo de las observaciones, utilizando funciones nu´cleo adecuadas.
En esta seccio´n se presenta el problema de interpolacio´n desde dos enfo-
ques, uno basado en el MPS y otro en el MDS. Desde el punto de vista de
procesado de sen˜al, el problema de interpolacio´n trata sobre la reconstruccio´n
de sen˜ales a partir de sus muestras. La solucio´n teo´rica a dicho problema fue
formulada de manera independiente por tres fuentes diferentes, y por eso el
teorema que da la solucio´n se conoce con el nombre de Whitaker-Shannon-
Kotel’nikow (WSK), en honor a sus autores [39]. El teorema de muestreo
establece que una sen˜al limitada en banda puede reconstruirse a partir de
sus muestras si e´stas han sido obtenidas a trave´s de muestreo uniforme y
con una frecuencia igual a dos veces la frecuencia ma´xima de la sen˜al [119].
Matema´ticamente, la fo´rmula de reconstruccio´n se escribe como:
x(t) =
∞∑
n=−∞
x
( n
W
)
sinc
(
Wt− n) (3.59)
donde piW representa el ancho de banda de la sen˜al, y las muestras equidistan-
tes de x(t) se interpretan como los coeficientes de un conjunto de funciones ba-
se formadas a trave´s de re´plicas desplazadas de la funcio´n sinc(t) = sin(pit)
pit
. Es
decir, desde el marco lineal SVM se tiene que las funciones base que expanden
el espacio de salida (espacio de reconstruccio´n) esta´n dadas por re´plicas de la
funcio´n sinc centradas en los instantes de muestreo, {zn} = {sinc(W (t−n))},
para n = 1, . . . , N .
En algunas aplicaciones es posible suponer que el conjunto de muestras
se ha obtenido a trave´s de muestreo uniforme, es decir, los instantes de mues-
treo forman una rejilla uniforme en una o varias dimensiones. Sin embargo, en
muchas situaciones pra´cticas las observaciones forman un conjunto de datos
que corresponden a muestras obtenidas en instantes de tiempo no uniforme-
mente espaciados. En [155] no solo se introdujo la prueba de la unicidad de la
recuperacio´n de sen˜ales limitadas en banda no uniformemente muestreadas,
sino que adema´s se desarrollaron ecuaciones cerradas para su ca´lculo. As´ı,
solamente bajo la suposicio´n de que la sen˜al es limitada en banda con ener-
g´ıa mı´nima es posible reconstruir la sen˜al original a partir de un conjunto de
muestras de taman˜o 2WT , no uniformemente muestreadas a trave´s de:
x(t) =
N∑
n=1
x(tn)
{
N∑
m=1
bmnsinc(W (t− tm))
}
(3.60)
donde bmn es el (m,n)-e´simo elemento del inverso de la matriz cuyos elemen-
tos esta´n dados por sinc(W (tn− tm)), con n,m = 1, . . . , N . Si se agrupan de
manera diferente los te´rminos del doble sumatorio como sigue:
x(t) =
N∑
m=1
{
N∑
n=1
bmnx(tn)
}
sinc(W (t− tm)) (3.61)
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Figura 3.6: El problema de muestreo, la localizacio´n del instante de muestreo
se ha marcado con una X y el valor de la muestra con un c´ırculo: (a) una
funcio´n x(t) ∈ R ha sido muestreada uniformemente y no uniformemente,
paneles superior e inferior, respectivamente; (b) dos tipos de muestreo bidi-
mensional (cartesiano y polar) con muestreo uniforme y no uniforme, paneles
superior e inferior, respectivamente.
el te´rmino entre llaves en (3.61) corresponde a los coeficientes del modelo,
am =
N∑
n=1
bmnx(tn) (3.62)
Reescribiendo (3.62) utilizando notacio´n matricial se tiene:
a = S−1x (3.63)
donde a = [a1, a2, . . . , aN ]
T es el vector de coeficientes del modelo, x =
[x(t1), . . . , x(tN)]
T es el vector de observaciones, correspondientes al muestreo
no uniforme, y la matriz S se define como a continuacio´n:
S =

sinc[W (t1 − t1)] . . . sinc[W (t1 − tN)]
sinc[W (t2 − t1)] . . . sinc[W (t2 − tN)]
...
...
...
sinc[W (tN − t1)] . . . sinc[W (tN − tN)]
 (3.64)
La solucio´n (3.63) es o´ptima en el sentido LS, pero requiere la inversio´n de
la matriz S, que normalmente adolece de problemas de mal condicionamiento.
Otro problema comu´nmente encontrado en la pra´ctica se debe a que las
observaciones raramente representan muestras exactas de la sen˜al x(t) debido,
entre otros problemas, a la presencia de ruido. As´ı, para ser ma´s precisos se
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asume un modelo ma´s general que incluye el efecto de ruido aditivo con una
estad´ıstica normalmente conocida a priori, esto es:
x′(t) = x(t) + e(t) =
N∑
m=1
amsinc(W (t− tm)) + e(t) (3.65)
de donde el problema de interpolacio´n se puede escribir dentro del marco
lineal SVM de forma directa, tal como se detallara´ a continuacio´n.
3.3.1. Algoritmo MPS para interpolacio´n
La formulacio´n a partir de un conjunto {x′(tn) = x(tn)+en, n = 1, . . . , N}
de observaciones de (3.65) dentro del marco SVM lineal fue introducida en
la solucio´n de problemas de interpolacio´n en [108]. La ecuacio´n (3.65) se
reescribe como:
x′(tn) =
N∑
m=1
amsinc(W (tn − tm)) + e(tn) = 〈a,vn〉+ en (3.66)
donde vn = [sinc(W (tn − t1)), . . . , sinc(W (tn − tN))] y a es el vector de
coeficientes del modelo, tal como se definio´ en (3.63).
Al igual que en las aplicaciones en identificacio´n de sistemas, a trave´s del
modelado ARMA, y la estimacio´n espectral de la seccio´n anterior, se sigue la
misma metodolog´ıa en el desarrollo de los problemas primal y dual. Es decir,
se busca minimizar una funcio´n de coste robusta, la ε-Huber en este caso,
sujeta a unas restricciones lineales formuladas a partir del MPS.
La formulacio´n de los problemas primal y dual se muestra en la parte
superior de la Tabla 3.7. De la formulacio´n del Lagrangiano para el problema
primal y de las condiciones KKT se obtiene la matriz del espacio de entrada
[108], que esta´ dada por:
T(k,m) =
N∑
n=1
sinc(W (tn − tk))sinc(W (tn − tm)) (3.67)
El problema dual del MPS se resuelve, de nuevo, utilizando te´cnicas de
programacio´n cuadra´tica, y a partir de su solucio´n se obtienen los multipli-
cadores α(∗) = [α(∗)1 . . . α
(∗)
N ]
T con los que se calculan los coeficientes {aj} del
modelo
aj =
N∑
i=1
(αi − α∗i )sinc(W (ti − tj)) (3.68)
Obse´rvese co´mo los coeficientes del modelo son proporcionales a la corre-
lacio´n cruzada entre los multiplicadores de Lagrange y las funciones base.
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Modelo Primal de Sen˜al
x′n =
∑N
i=1 aisinc(W (tn − ti)) + en
Problema primal Problema dual
minimizar maximizar
1
2
||a||2 + 1
2γ
∑N
n=1(ξ
2
n + ξ
∗2
n )+ −12(α−α∗)T (T+ γI)(α−α∗)+
+C
∑
n∈I2(ξn + ξ
∗
n)−
∑
n∈I2 γ
C2
2
+(α−α∗)Tx− ε1T (α−α∗)
sujeto a sujeto a
x′n −
∑N
i=1 aisinc(σ0(tn − ti)) ≤ ε+ ξn 0 ≤ α(∗) ≤ C∑N
i=1 aisinc(σ0(tn − ti))− x′n ≤ ε+ ξ∗n
ξn, ξ
∗
n ≥ 0
Modelo Dual de Sen˜al
x′n = 〈w,φ(tn)〉+ en
Problema primal Problema dual
minimizar maximizar
1
2
||w||2 + 1
2γ
∑N
n=1(ξ
2
n + ξ
∗2
n )+ −12(α−α∗)T (G+ γI)(α−α∗)+
+C
∑
n∈I2(ξn + ξ
∗
n)−
∑
n∈I2 γ
C2
2
+(α−α∗)Tx− ε1T (α−α∗)
sujeto a sujeto a
x′n − 〈w,φ(tn)〉 ≤ ε+ ξn 0 ≤ α(∗) ≤ C
−〈w,φ(tn)〉+ x′n ≤ ε+ ξ∗n
ξn, ξ
∗
n ≥ 0
Tabla 3.7: Problemas primal y dual para interpolacio´n mediante SVM, con
funcio´n de coste ε-Huber, en el modelo primal de sen˜al.
3.3.2. Interpolacio´n no uniforme usando espacios inva-
riantes
La generalizacio´n del Teorema de Muestreo (3.59) a espacios de recons-
truccio´n ma´s generales fue posible a trave´s de la introduccio´n de los espacios
invariantes [4, 139]. Su ampliacio´n a la interpolacio´n no uniforme ha sido
desarrollada recientemente [2, 21, 66]. Las primeras consideraciones de no
uniformidad estaban enfocadas a pequen˜as perturbaciones a la hora de obte-
ner las muestras [66]. En trabajos ma´s recientes se ha utilizado la teor´ıa de
espacios invariantes, desarrollada en principio para muestreo uniforme, ob-
teniendo una teor´ıa u´nica que incluye interpolacio´n uniforme y no uniforme
con ruido en las observaciones [3].
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Si se hace ϕk(t) = sinc(t − k), xn = wk y T= 1 el teorema de muestreo
(3.59) puede reescribirse como:
x(t) =
∑
k∈Z
wkϕk(t) (3.69)
donde wk son los coeficientes del modelo y ϕk(t) representa un conjunto de
funciones base que expande un espacio V de aproximacio´n,
V (ϕ(t)) =
{
x˜(t) =
∑
k∈Z
wkφk(t) : wk ∈ l2
}
(3.70)
En general, un espacio invariante al desplazamiento es un espacio de fun-
ciones en Rd [3] y se define por:
V (ϕ1, . . . , ϕNH ) =
{ NH∑
i=1
∑
k∈Zd
wikϕ
i(t− k)
}
(3.71)
donde las funciones {ϕi(t−k)} pueden formar una base, ya no estrictamente
ortogonal, de funciones limitadas o no en banda [139, 138]. Los coeficientes wk
o´ptimos de (3.69) en el sentido de LS y se obtienen a partir de los operadores
de proyeccio´n ortogonal y proyeccio´n oblicua para bases ortogonales y no
ortogonales, respectivamente.
PV (ϕ)x(t) =
∑
k∈Z
〈x(t), ϕ˜k(t)〉ϕk(t) (3.72)
donde ϕ˜k(t) es el conjunto de funciones base dual de ϕk(t) que cumplen con
la condicio´n de biortogonalidad 〈ϕ˜k(t), ϕl(t)〉 = δk−l(t). El producto interno
wk = 〈x(t), ϕ˜k(t)〉 representa las contribuciones de la sen˜al a lo largo de la
direccio´n especificada por ϕk(t). E´ste producto interno, como se muestra en
la Figura 3.7, es equivalente a, primero, filtrar la sen˜al de entrada con un
filtro paso bajo ideal (filtro antisolapamiento), y luego muestrear la sen˜al
filtrada, as´ı:
(x⊗ h)(t)|t=k =
∫
x(t)h(k − t)dt
= 〈x(t), ϕ˜k(t)〉 (3.73)
donde ϕ˜(t) = hT (t − k) y para el caso formulado en (3.59) el prefiltrado y
el postfiltrado son ambos filtros paso bajo con respuesta al impulso h(t) =
ϕ(t) = ϕ(−t) y el producto interno resulta en las muestras uniformemente
espaciadas x(k) = 〈x(t), ϕk(t)〉.
La representacio´n de sen˜al utilizando los operadores de proyeccio´n es de
mucha utilidad cuando se introduce el concepto de RKHS. Si reescribimos
(3.72) como:
62 CAP´ITULO 3. DECONVOLUCIO´N DE SEN˜ALES DISPERSAS MEDIANTE SVM
+h(t) (t)j(-t)=
x(t)
S d(t-n)
x(t)
Prefiltrado Muestreo Postfiltrado
j
Figura 3.7: Representacio´n esquema´tica en tres pasos del teorema de muestreo
utilizando espacios invariantes al desplazamiento. El intervalo de muestreo
es uniforme con T = 1. (1) La sen˜al de entrada x(t) se ha filtrado con un
filtro antisolapamiento. (2) El proceso de muestreo conduce a la obtencio´n de
los coeficientes wk. (3) La reconstruccio´n se obtiene a trave´s del filtrado de
los coeficientes con ϕ(t).
PV (ϕ)x(t) =
∑
k∈Z
〈x(·), ϕ˜(· − k)〉ϕ(t− k) (3.74)
= 〈x(·),
∑
k∈Z
ϕ˜(· − k)ϕ(t− k)〉 (3.75)
= 〈x(·), K(t, ·)〉 = x˜(t) (3.76)
de donde para el espacio invariante V (ϕ) especificado por (3.71) el nu´cleo
reproductor es igual a:
K(t, s) =
∑
k∈Z
ϕ(t− k)ϕ˜(s− k) (3.77)
El resultado anterior dice que el espacio de reconstruccio´n V (ϕ) es un
RKHS cuyo nu´cleo reproductor es (3.77).
La discusio´n anterior ha servido para establecer la validez de un nuevo
modelo de sen˜al presentado en [108] y que se discutira´ a continuacio´n.
3.3.3. Algoritmo MDS para interpolacio´n
Un algoritmo SVM diferente puede obtenerse para la interpolacio´n si se
usa el principio de la SVR. El problema se plantea como a continuacio´n. Dado
un conjunto de observaciones {xn} en los instantes de tiempo {tn} se traslada
los instantes de tiempo a un espacio de caracter´ısticas H a trave´s de una
transformacio´n no lineal t ∈ R→ φ(t) ∈ H. En el espacio de caracter´ısticas,
se tiene que las transformaciones sobre los instantes temporales aproximan
linealmente las observaciones mediante:
x′n = 〈w,φ(tn)〉+ en (3.78)
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donde x′n es el conjunto de observaciones de una sen˜al limitada en banda
con ruido aditivo Gausiano. La formulacio´n de los problemas primal y dual
se muestra en la parte inferior de la Tabla 3.7. De la formulacio´n para el
problema dual se identifica la siguiente matriz:
G(k,m) = 〈φ(tk),φ(tm)〉 = K(tk, tm) (3.79)
donde K(tk, tm) es un nu´cleo de Mercer y permite obviar el conocimiento
expl´ıcito de la transformacio´n no lineal φ(·).
El vector de pesos en H esta´ dado por:
w =
N∑
n=1
(αj − α∗j )φ(tn) (3.80)
La solucio´n final se expresa como:
xn =
N∑
j=1
ηjK(tj, tn) (3.81)
donde ηj = (αj − α∗j ) y el nu´cleo se define como K(tk, tn) = sinc(σ0(tk −
tn)). Es posible demostrar que la funcio´n nu´cleo anterior cumple con las
propiedades de un nu´cleo de Mercer [156] y se conoce como nu´cleo sinc. De
(3.81) se observa que es posible utilizar otros tipos de nu´cleo de Mercer. Por
ejemplo, si se define K(tk, tn) = exp
(
−‖tk−tn‖2
2σ20
)
, tendr´ıamos un interpolador
Gausiano.
Tambie´n, (3.81) puede interpretarse como la convolucio´n entre un filtro
cuya respuesta al impulso es la funcio´n y la sen˜al de entrada es la secuencia
de multiplicadores de Lagrange correspondientes a cada instante de tiempo.
As´ı, si se asume que {ηn} son las observaciones de un proceso de tiempo
discreto η[n] y que {K(tn)} es la versio´n de tiempo discreto de una funcio´n
de autocorrelacio´n dada por K[n] [19, 108], la solucio´n x[n] puede escribirse
como:
x[n] = η[n]⊗K[n] (3.82)
Obse´rvese que (3.82) tiene validez en el caso de la interpolacio´n con nu´cleo
sinc, ya que la funcio´n nu´cleo sinc cumple con la condicio´n de tener una
transformada de Fourier no negativa [156].
3.4. SVM para deconvolucio´n no ciega
En esta seccio´n se desarrolla la principal aportacio´n de la presente Tesis
en DD no ciega. Se proponen dos algoritmos SVM desarrollados a partir de
los modelos MPS Y MDS analizados en las secciones 3.2 y 3.3. Tal como se
64 CAP´ITULO 3. DECONVOLUCIO´N DE SEN˜ALES DISPERSAS MEDIANTE SVM
describe en esta seccio´n, la DD no ciega mediante SVM presenta ventajas
sobre los me´todos hasta ahora conocidos, debido fundamentalmente a las
siguientes cuestiones:
la solucio´n se expresa en funcio´n de un subconjunto de observaciones,
conduciendo a soluciones dispersas;
la solucio´n conlleva una regularizacio´n impl´ıcita ofreciendo buenas pres-
taciones en problemas mal condicionados; y
la incorporacio´n de funciones de coste robustas mejora las capacidades
de los algoritmos SVM frente a ruido con estad´ıstica no Gausiana y de
cara´cter impulsivo.
Estas ventajas se amoldan a los requerimientos en la solucio´n de pro-
blemas de DD no ciega. Debido a la estrecha relacio´n existente entre los
problemas de interpolacio´n y deconvolucio´n [139, 138, 34], la formulacio´n de
algoritmos SVM utilizando los modelos de sen˜al MPS y MDS surgen de forma
natural.
La solucio´n SVM del problema de DD no ciego basada en MPS se ob-
tiene aplicando el marco lineal de la seccio´n 3.2, y de una forma simple se
referira´ a e´ste como algoritmo MPS. La formulacio´n de la solucio´n mediante
el algoritmo MPS no conduce a una solucio´n dispersa, pero descubre uno
de los conceptos fundamentales en DD no ciega mediante SVM: la relacio´n
impl´ıcita entre la respuesta al impulso y los nu´cleos de Mercer. Por otra par-
te, la solucio´n SVM basada en MDS conduce a soluciones dispersas, pero la
respuesta al impulso debe cumplir con un requerimiento fundamental; e´sta
debe ser un nu´cleo de Mercer.
A partir de la combinacio´n de las ventajas de los algoritmos MPS y MDS,
se propone y se desarrolla un nuevo algoritmo. Debido a que el algoritmo
se basa en una modificacio´n previa de las observaciones, que consiste en
filtrado con el inverso temporal de la respuesta al impulso, se ha denominado
con el nombre de algoritmo basado en un Modelo de Sen˜al con Kernel de
Ambigu¨edad o Autocorrelacio´n (MSKA).
La metodolog´ıa a seguir en la presentacio´n de cada uno de los algoritmos
es como sigue:
se introduce el modelo de sen˜al correspondiente;
se introduce el funcional a optimizar;
se formula el problema primal;
se formula el funcional Lagrangiano;
se formula el problema dual; y
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se obtiene una expresio´n cerrada para la sen˜al dispersa en funcio´n de
los multiplicadores de Lagrange.
Cada uno de los algoritmos propuestos parten de un modelo de sen˜al di-
ferente, en cambio, el funcional a optimizar puede escribirse de una forma
gene´rica, adaptando los cambios a cada uno de los casos particulares. En el
Cap´ıtulo 2 se establecio´ que el problema de DD no ciega puede formularse
como un problema de optimizacio´n a trave´s del funcional (2.31). Esta formu-
lacio´n permite amoldar el problema de deconvolucio´n dentro del marco SVM,
y con ello la introduccio´n del funcional general, con funciones de coste ma´s
robustas y con la incorporacio´n de te´rminos de penalizacio´n ma´s adecuados.
El funcional (2.31) se puede reescribir como sigue:
JSVM =
N∑
n=1
LεH(en) + ‖τ‖22 (3.83)
donde LεH(en) es la funcio´n de coste ε-Huber de los residuos y ‖τ‖22 es un
te´rmino gene´rico de penalizacio´n, definido de forma diferente para cada uno
de los algoritmos propuestos.
A continuacio´n se desarrollan cada uno de los algoritmos de DD no cie-
ga mediante SVM, utilizando el funcional general (3.83) y sus respectivos
modelos de sen˜al.
3.4.1. Formulacio´n de la DD en el MPS
El algoritmo MPS se obtiene reformulando el problema de DD, tal como
se hizo en los ejemplos de ana´lisis espectral e identificacio´n de sistemas de
las secciones 3.2.1 y 3.2.2, respectivamente. Siguiendo esa misma l´ınea se
reescribe el modelo de sen˜al utilizando la representacio´n algor´ıtmica de la
convolucio´n:
yn =
P∑
j=1
xjhn−j+1 + en (3.84)
donde, de nuevo, xj es la sen˜al dispersa de entrada que ha de ser estimada.
El conjunto de funciones base se forma a partir de desplazamientos de la
respuesta al impulso, la cual es una funcio´n invariante en el tiempo. De la
ecuacio´n (2.7) se observa que la respuesta al impulso esta´ dada por el vector
columna siguiente:
h =
[
h1, h2, . . . , hQ, 0, . . . , 0
]T
(3.85)
de tal manera que el conjunto de funciones base esta´ formado por P funciones
correspondientes a cada una de las columnas de la matriz de convolucio´n H,
formada por re´plicas desplazadas de la respuesta al impulso.
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El espacio de entrada se obtiene de forma similar a como se obtuvo en el
ejemplo de identificacio´n de sistemas de la Seccio´n 3.2.2, y esta´ formado por
cada una de las filas de la matriz de convolucio´n:
vn =
[
hn, hn−1, hn−2 . . . , hn−(P−1)
]
(3.86)
donde hn = 0 en los valores de ı´ndice P<n<0. Tambie´n, si se considera la se-
n˜al dispersa como el conjunto de coeficientes de un problema de identificacio´n
de sistemas, la ecuacio´n (3.84) puede escribirse como:
yn = 〈x,vn〉+ en (3.87)
La estimacio´n de la sen˜al dispersa puede realizarse siguiendo los pasos del
marco lineal general de la Seccio´n 3.2 pero, a diferencia de los ejemplos de
estimacio´n espectral e identificacio´n de sistemas, en esta seccio´n se desarrolla
paso a paso la obtencio´n de los problemas primal y dual, permitiendo evaluar
con mayor precisio´n las capacidades del algoritmo.
El algoritmo MPS se obtiene de la optimizacio´n del funcional (3.83) sujeto
a restricciones lineales determinadas a partir del modelo original, en este caso,
la suma de convolucio´n. La funcio´n de coste residual es la ε-Huber, mientras
que el para´metro de regularizacio´n esta´ dado por la norma de la estimacio´n
de la sen˜al dispersa, y se incorpora en (3.83), haciendo τ = xˆ. Sustituyendo
en (3.83), se tiene que el funcional a optimizar esta´ dado por:
JMPS =
N∑
n=1
LεH(en) +
1
2
‖xˆ‖22 (3.88)
Como normalmente se hace en el desarrollo SVM, se sustituye (3.45) en
(3.88), conduciendo a la minimizacio´n del funcional siguiente:
1
2
P∑
k=1
xˆ2k +
1
2γ
∑
n∈I1
(ξ2n + ξ
∗2
n ) + C
∑
n∈I2
(ξn + ξ
∗
n)−
∑
n∈I2
γC2
2
(3.89)
con respecto a xˆk, ξn y ξ
∗
n, donde ξn y ξ
∗
n son variables de holgura, sujeto a
las restricciones lineales siguientes:
yn −
P∑
j=1
xˆjhn−j+1 ≤ ε+ ξn (3.90)
−yn +
P∑
j=1
xˆjhn−j+1 ≤ ε+ ξ∗n (3.91)
ξn ≥ 0 (3.92)
ξ∗n ≥ 0 (3.93)
donde n = 0, 1, . . ., N e I1 e I2 son las regiones para los cuales los residuos
tienen un coste cuadra´tico y lineal, respectivamente. Obse´rvese que las res-
tricciones (3.90) y (3.91) se han escrito utilizando el modelo de sen˜al (3.84)
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pero los mismos resultados se obtienen si se utiliza el modelo de sen˜al (3.87).
Utilizando los multiplicadores de Lagrange se obtiene el funcional Lagrangia-
no siguiente:
1
2
P∑
k=1
xˆ2k +
1
2γ
∑
n∈I1
(ξ2n + ξ
∗2
n ) + C
∑
n∈I2
(ξn + ξ
∗
n)−
−
N∑
n=1
αn(−yn +
P∑
j=1
xˆjhn−j+1 + ε+ ξn)−
−
N∑
n=1
α∗n(yn −
P∑
j=1
xˆjhn−j+1 + ε+ ξ∗n)−
−
N∑
n=1
(βnξn + β
∗
nξ
∗
n)−
∑
n∈I2
γC2
2
(3.94)
donde αn, α
∗
n, βn y β
∗
n son los multiplicadores de Lagrange correspondientes
a (3.90), (3.91), (3.92) y (3.93), respectivamente.
Derivando parcialmente el funcional Lagrangiano con respecto a las va-
riables primales xˆk y aplicando las condiciones KKT se obtiene la siguiente
expresio´n gene´rica para la sen˜al dispersa:
xˆn =
N∑
i=1
(αi − α∗i )hi−n+1 =
N∑
i=1
ηihi−n+1 (3.95)
donde de nuevo ηi = αi − α∗i . La Ecuacio´n (3.95) se puede reescribir como
sigue:
xˆn = ηn ⊗ h−n ⊗ δn+Q (3.96)
donde δn representa la secuencia impulso unitario de tiempo discreto definida
como δn = 0 para n 6= 0 y δn = 1 para n = 0 [33]. De (3.96) se observa que
la sen˜al dispersa estimada es igual a la convolucio´n entre los multiplicadores
de Lagrange y la inversio´n temporal desplazada de la respuesta al impulso.
Sobre este hecho se hara´n algunos comentarios relevantes al final de esta
seccio´n.
El problema dual se obtiene derivando parcialmente el funcional Lagran-
giano (3.94) con respecto a las variables primales y aplicando las condiciones
KKT. Como paso previo, se obtiene la matriz de entrada sustituyendo (3.95)
en (3.94) como a continuacio´n:
R = R(i, l) =
P∑
k=1
hi−k+1hl−k+1 (3.97)
El problema dual consiste en maximizar:
−1
2
(α− α∗)T (R+ γI)(α− α∗)+ (α− α∗)Ty − ε1T (α+ α∗) (3.98)
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sujeto a
0 ≤ α(∗) ≤ C (3.99)
donde, al igual que en los algoritmos SVM anteriores, los vectores α(∗) =
[α
(∗)
1 , α
(∗)
2 , · · · , α(∗)N ]T , y = [y1, y2, · · · , yN ]T , y 1 = [1, 1, ..., 1]T representan
el conjunto de multiplicadores de Lagrange, las observaciones y un vector
columna de unos de longitud N , respectivamente.
Resulta relevante en el ana´lisis del MPS la relacio´n entre los residuos y
los multiplicadores de Lagrange, que fue demostrada en [110], y esta´ dada
por:
ηn =

sign(en)C, |en| ≥ eC
sign(en)
1
γ
(|en| − ε), ε ≤|en| ≤ eC
0, |en| < ε
(3.100)
De (3.100) se observa que se puede controlar convenientemente la dis-
persio´n de los multiplicadores de Lagrange a trave´s del para´metro libre ε
y, adema´s, el efecto de los valores at´ıpicos esta´ limitado por el valor de la
constante C.
Utilizando (3.96) y (3.100) se puede construir un esquema para el MPS
donde los multiplicadores de Lagrange y la estimacio´n de las observaciones
son, respectivamente, la entrada y la salida de un sistema lineal e invariante
con el tiempo. Esta relacio´n se ilustra en la Figura 3.8, donde el recta´ngulo
a trazo discontinuo muestra la existencia impl´ıcita de una funcio´n nu´cleo de
ambigu¨edad, la cual esta´ dado por:
Kn = R
h
n = hn ⊗ h−n (3.101)
En el esquema de la Figura 3.8 se observa que la sen˜al dispersa xˆn se
encuentra entre los SLTI correspondientes a la respuesta al impulso y la
repuesta al impulso invertida temporalmente. Tambie´n el mismo esquema
muestra un sistema de retraso de tiempo discreto δn+Q que hace compatible
el ı´ndice de muestras con el ı´ndice de sen˜al, compensando el desplazamiento
temporal introducido por la convolucio´n con la respuesta al impulso con
inversio´n temporal.
El esquema del MPS de la Figura 3.8 permite hacer tres observaciones
importantes. Primero, es posible controlar la dispersio´n de los multiplicado-
res de Lagrange a trave´s del para´metro libre ε. Segundo, a pesar de que la
secuencia ηn es una secuencia dispersa, de acuerdo a la naturaleza de los
algoritmos SVM, el valor estimado de la sen˜al de entrada no lo es, debido a
que la solucio´n (3.96) incluye el filtrado en sentido anticausal, perdie´ndose
el cara´cter disperso de la secuencia ηn. Finalmente, esta situacio´n conduce a
explorar otros modelos de sen˜al que aprovechen mejor el cara´cter disperso de
los multiplicadores de Lagrange, por ello en la siguiente seccio´n se desarrolla
un algoritmo SVM para DD basado en el MDS.
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Figura 3.8: Esquema para el MPS. Los multiplicadores de Lagrange y las
observaciones son la entrada y la salida, respectivamente, de un SLIT.
3.4.2. Formulacio´n de la DD en el MDS
La formulacio´n del problema de DD no ciega utilizando el MDS se formula
siguiendo la misma l´ınea que en la Seccio´n 3.3.3, introducida en [108]. Sea una
secuencia {yn} discreta en un espacio de Hilbert de la que se disponen de N
observaciones consecutivas, agrupadas en un vector y = [y1, y2, . . . , yN ]
T , en
los instantes de tiempo {n}, se aplica una transformacio´n no lineal φ: Z −→
H sobre estos u´ltimos. Dicha transformacio´n establece una correspondencia
entre el espacio de entrada, dado por los instantes de tiempo, y un RKHS
o espacio caracter´ıstico de dimensio´n NH . Cada vector de sen˜al observado y
puede representarse como una combinacio´n lineal de un conjunto de funciones
base {φ(n)} y un te´rmino de error e = [e1, . . . , eN ]T . As´ı, para un instante
de tiempo dado n el modelo lineal puede escribirse como:
yn =
NH∑
j=1
wjφj(n) + en = 〈w,φ(n)〉+ en (3.102)
donde n = 1, · · · , N , φj es la componente j−e´sima de la funcio´n de trans-
formacio´n no lineal φ(), wj es el j-e´simo elemento del vector de pesos del
modelo w y NH es la dimensio´n del espacio de caracter´ısticas. En general, la
dimensio´n del espacio de caracter´ısticas es mucho mayor que la del espacio de
entrada. Sin embargo, las SVM permiten trabajar con espacios de dimensio-
nes muy altas. Esto es posible si se incorporan en los algoritmos SVM, como
se vio en la Seccio´n 3.1.3, el uso de nu´cleos de Mercer [29], lo que facilita la
formulacio´n matema´tica y el ca´lculo computacional.
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A partir del modelo de sen˜al (3.102) y del funcional generalizado (3.83),
es posible construir el funcional para el MDS. El para´metro de regularizacio´n
en el MDS esta´ dado por la norma al cuadrado del vector de pesos, y se
incorpora en (3.83) haciendo τ = w. Sustituyendo en (3.83) se tiene:
JMDS =
N∑
n=1
LεH(en) +
1
2
‖w‖22 (3.103)
As´ı, se busca minimizar:
1
2
NH∑
k=1
w2k +
1
2γ
∑
n∈I1
(ξ2n + ξ
∗2
n ) + C
∑
n∈I2
(ξn + ξ
∗
n)−
∑
n∈I2
γC2
2
(3.104)
sujeto a
yn −
NH∑
j=1
wjφj(n) ≤ ε+ ξn (3.105)
−yn +
NH∑
j=1
wjφj(n) ≤ ε+ ξ∗n (3.106)
ξn ≥ 0 (3.107)
ξ∗n ≥ 0 (3.108)
Siguiendo la metodolog´ıa SVM se obtiene, de manera similar a como se
hizo con el algoritmo MPS, el funcional Lagrangiano siguiente:
1
2
NH∑
k=1
w2k +
1
2γ
∑
n∈I1
(ξ2n + ξ
∗2
n ) + C
∑
n∈I2
(ξn + ξ
∗
n)−
∑
n∈I2
γC2
2
−
−
N∑
n=1
αn
(
− yn +
NH∑
j=1
wjφj(n) + ε+ ξn
)
−
−
N∑
n=1
α∗n
(
yn −
NH∑
j=1
wjφj(n) + ε+ ξ
∗
n
)
−
−
N∑
n=1
βnξn −
N∑
n=1
βnξ
∗
n (3.109)
donde αn, α
∗
n, βn y β
∗
n son los multiplicadores de Lagrange correspondientes
a (3.105), (3.106), (3.107) y (3.108), respectivamente.
Derivando parcialmente el funcional Lagrangiano con respecto a las va-
riables primales wk se obtiene el vector de pesos wk como funcio´n de los
multiplicadores de Lagrange, como se escribe a continuacio´n:
wk =
N∑
n=1
(αn − α∗n)φk(n) (3.110)
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Sustituyendo (3.110) en (3.109) y simplificando, se obtiene la siguiente
matriz de Gram:
G = G(i, l) = 〈φ(i),φ(l)〉 = K(i, l) (3.111)
donde la matriz G(i, l) se obtiene evaluando la funcio´n nu´cleo para los valores
i, l = 1, 2, . . . , N .
Sustituyendo (3.110), (3.111) en el funcional Lagrangiano y utilizando las
condiciones KKT se formula el problema dual de (3.104)-(3.108), que consiste
en maximizar:
−1
2
(α− α∗)T
[
G+ γI
]
(α− α∗)+ (α− α∗)Ty − ε1T (α+ α∗) (3.112)
sujeto a
0 ≤ α(∗) ≤ C (3.113)
Sustituyendo (3.110) en el primer te´rmino del miembro derecho de (3.102),
se obtiene una expresio´n para la estimacio´n de las observaciones en funcio´n
de los multiplicadores de Lagrange:
yˆn =
NH∑
j=1
( N∑
i=1
(αi − α∗i )φj(i)
)
φj(n) =
=
N∑
i=1
(αi − α∗i )
( NH∑
j=1
φj(i)φj(n)
)
=
=
N∑
i=1
ηiK(i, n) (3.114)
donde, de nuevo, αi, α
∗
i son los multiplicadores de Lagrange, e yˆn es la esti-
macio´n de la observacio´n n-e´sima.
De (3.114) y tal como se muestra en la Figura 3.9 se observa que se
pueden relacionar los multiplicadores de Lagrange, la funcio´n nu´cleo y las
observaciones mediante un SLIT como sigue:
yˆn = ηn ⊗Kn = ηn ⊗ hn = xˆn ⊗ hn (3.115)
donde la sen˜al dispersa de entrada se define a partir de los multiplicadores
de Lagrange, la respuesta al impulso corresponde a la funcio´n nu´cleo y la
sen˜al de salida a la estimacio´n de las observaciones. Adema´s, al igual que en
el MPS, y tal como se mostro´ en (3.100), el grado de dispersio´n se controla
a trave´s del para´metro ε.
Este enfoque requiere que la respuesta al impulso sea compatible con los
nu´cleos de Mercer. En [156] se demostro´ que los nu´cleos invariantes K(i, l) =
K(i − l) son nu´cleos de Mercer si y solo si su transformada de Fourier es
no negativa (ve´ase Seccio´n 3.1.5). Por ejemplo, el nu´cleo sinc, K(tk, tn) =
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Figura 3.9: Esquema para el MDS, donde se representa la relacio´n entre las
observaciones y los multiplicadores de Lagrange.
sinc(σ0(tk − tn)), utilizado en la interpolacio´n con muestreo no uniforme de
sen˜ales de banda limitada [108], tiene transformada de Fourier real y sime´trica
y, por tanto, cumple con el criterio de tener una transformada de Fourier no
negativa.
La respuesta al impulso encontradas en las aplicaciones pra´cticas tienen
una naturaleza causal, y por tanto no son sime´tricas. Por consiguiente, no
cumplen con una de las condiciones necesarias de los nu´cleos de Mercer.
Observando el MPS representado en la Figura 3.8 se tiene que el SLIT que
relaciona los multiplicadores de Lagrange y las observaciones es la funcio´n
de autocorrelacio´n, y como se ha demostrado esto es un nu´cleo de Mercer.
De esta observacio´n surge la posibilidad de aprovechar las ventajas de los
modelos MPS y MDS.
A continuacio´n se presenta un modelo que aprovecha las ventajas de los
me´todos precedentes y supera sus limitaciones, introduciendo previamente
un preprocesado sobre el conjunto de observaciones.
3.4.3. Formulacio´n de la DD en el MDS modificado
En la seccio´n anterior se determino´ que la principal desventaja del algo-
ritmo MDS es el requerimiento de tener una respuesta al impulso que sea
un nu´cleo de Mercer. En esta seccio´n se introduce un nuevo algoritmo que
permite resolver la limitacio´n antes citada [109]. A trave´s del preprocesado
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de las observaciones es posible modificar la respuesta al impulso del sistema
SLIT, convirtie´ndose e´sta en la funcio´n de autocorrelacio´n, la cual cumple
con las condiciones de los nu´cleos de Mercer [156]. Debido a la incorporacio´n
de la funcio´n de autocorrelacio´n de la respuesta al impulso en la formulacio´n
del algoritmo SVM, se ha denominado a e´ste algoritmo basado en el MSKA.
A partir de los resultados obtenidos en el MPS, se modifica el modelo
convolucional filtrando la salida yn con la inversio´n temporal desplazada de
la respuesta al impulso hQ−n. La Figura 3.10(a) muestra co´mo se modifican
las observaciones a trave´s de filtrado y cuyo resultado puede verse como la
convolucio´n de la sen˜al dispersa con una respuesta al impulso sime´trica, es
decir:
zn = yn ⊗ h−n ⊗ δn+Q =
= xˆn ⊗
[
hn ⊗ h−n
]⊗ δn+Q + e′n =
= xˆn ⊗Rhn ⊗ δn+Q + e′n =
= xˆn ⊗Khn ⊗ δn+Q + e′n (3.116)
donde e′n = en ⊗ h−n ⊗ δn+Q son los residuos modificados y Khn es un nu´cleo
invariante. Las observaciones modificadas zn pueden interpretarse como la
convolucio´n entre la sen˜al dispersa y el nu´cleo invariante dado por la auto-
correlacio´n de la respuesta al impulso.
Este nuevo modelo permite aprovechar el cara´cter disperso intr´ınseco en
el MDS sin los inconvenientes causados por la falta de simetr´ıa de la respuesta
al impulso. En ese sentido, las observaciones modificadas zn se utilizan, tal
como se hizo en MDS, para construir el modelo de sen˜al modificado:
zn =
NH∑
i=1
viψi(n) + e
′
n (3.117)
donde n = 1, · · · , N , ψi es la componente i−e´sima de la funcio´n de transfor-
macio´n no lineal ψ(), vi es el i-e´simo elemento del vector de pesos del modelo
v y NH es la dimensio´n del espacio de caracter´ısticas.
A partir del modelo de sen˜al (3.117) y del funcional generalizado (3.83)
es posible construir el funcional a optimizar en el algoritmo MSKA, donde el
para´metro de regularizacio´n esta´ dado por la norma cuadra´tica del vector de
pesos, τ = v, escribie´ndose como sigue:
JMSKA =
N∑
n=1
LεH(en) + ‖v‖22 (3.118)
El problema primal consiste en la minimizacio´n de:
1
2
NH∑
k=1
v2k +
1
2γ
∑
n∈I1
(ξ2n + ξ
∗2
n ) + C
∑
n∈I2
(ξn + ξ
∗
n)−
∑
n∈I2
γC2
2
(3.119)
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Figura 3.10:Modelo modificado dual de sen˜al: (a)modificacio´n de las observa-
ciones; (b) relacio´n entre las observaciones y los multiplicadores de Lagrange.
sujeto a
zn −
NH∑
j=1
vjψj(n) ≤ ε+ ξn (3.120)
−zn +
NH∑
j=1
vjψj(n) ≤ ε+ ξ∗n (3.121)
ξn ≥ 0 (3.122)
ξ∗n ≥ 0 (3.123)
El problema de optimizacio´n se resuelve aplicando los multiplicadores de
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Lagrange, de donde se obtiene el correspondiente Lagrangiano:
1
2
NH∑
k=1
v2k +
1
2γ
∑
n∈I1
(ξ2n + ξ
∗2
n ) + C
∑
n∈I2
(ξn + ξ
∗
n)−
∑
n∈I2
γ
2
C2 −
−
N∑
n=1
αn(−zn +
NH∑
j=1
vjψj(n) + ε+ ξn)−
N∑
n=1
βnξn −
−
N∑
n=1
α∗n(zn −
NH∑
j=1
vjψj(n) + ε+ ξ
∗
n)−
N∑
n=1
β∗nξ
∗
n (3.124)
donde αn, α
∗
n, βn y β
∗
n son los multiplicadores de Lagrange correspondientes
a (3.120), (3.121), (3.122) y (3.123), respectivamente. Derivando parcialmen-
te (3.124) con respecto a las variables primales vk se obtiene la siguiente
expresio´n para los pesos del modelo:
vk =
N∑
n=1
(αn − α∗n)ψk(n) (3.125)
Sustituyendo (3.125) en (3.124) y aplicando las condiciones KKT se ob-
tiene la matriz N ×N siguiente,
A = A(i, l) =
NH∑
k=1
ψk(i)ψk(l) = K(i, l) (3.126)
definida por un producto escalar en el RKHS, y como consecuencia, puede
sustituirse por un nu´cleo de Mercer.
Al igual que en los casos MPS y MDS, se utilizan las condiciones KKT
para formular el problema dual, que consiste en maximizar:
−1
2
(α− α∗)T (A+ γI)(α− α∗) + (α− α∗)Tz− ε1T (α∗ + α) (3.127)
sujeto a
0 ≤ α(∗) ≤ C (3.128)
Sustituyendo (3.125) en el primer te´rmino del miembro derecho de (3.117)
se obtiene una expresio´n para las observaciones modificadas, dada por:
zˆn =
NH∑
j=1
( N∑
i=1
(αi − α∗i )ψj(i)
)
ψj(n) =
=
N∑
i=1
(αi − α∗i )
( NH∑
j=1
ψj(i)ψj(n)
)
=
=
N∑
i=1
ηiK(i, n) =
N∑
i=1
ηiR
h
i−n (3.129)
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donde zˆn es la estimacio´n de las observaciones obtenidas como funcio´n de
los multiplicadores de Lagrange de manera similar a como se hizo en el caso
MDS, se puede reescribir como sigue:
zˆn = ηn ⊗Kn = ηn ⊗Rhn = xˆn ⊗Rhn (3.130)
En la Figura 3.10(b) se representa, a trave´s de un esquema, las relaciones
establecidas en (3.130), de donde se observa que el grado de dispersio´n de la
sen˜al estimada xˆn = ηn se ajusta a trave´s del para´metro ε. De esta forma,
el algoritmo MSKA incorpora las ventajas de los me´todos MPS y MDS,
ya que la sen˜al dispersa estimada se obtiene directamente a partir de los
multiplicadores de Lagrange. La solucio´n del algoritmo MSKA es dispersa
fundamentalmente como consecuencia de la formulacio´n SVM. As´ı mismo
es robusta debido a la regularizacio´n impl´ıcita en el funcional (3.118), que
incorpora la funcio´n de coste ε-Huber.
En la siguiente seccio´n se desarrollan experimentos que permiten evaluar
las prestaciones de los algoritmos SVM propuestos, estos son: el MPS y el
MSKA. Las prestaciones se miden utilizando dos conjuntos de figuras de me´-
rito, uno que mide las prestaciones en la deteccio´n de esp´ıculas y otro que
miden las prestaciones en la estimacio´n de las mismas. Tambie´n, se inclu-
ye, como una forma de evaluar las capacidades de los algoritmos SVM en
aplicaciones pra´cticas, la deconvolucio´n de sen˜ales dispersas en problemas de
s´ısmica de reflexio´n.
3.5. Simulaciones y Experimentos
En esta seccio´n se realizan experimentos que, en general, permiten evaluar
las prestaciones de los algoritmos SVM propuestos en la presente Tesis. Los
experimentos se orientan a medir prestaciones en lo referente a diferentes
estad´ısticas de ruido aditivo; se consideran, adema´s, situaciones donde la
respuesta al impulso es de fase mı´nima y no mı´nima; y se valora, tambie´n, el
efecto del ruido coloreado. Principalmente, los experimentos ira´n orientados
a medir los siguientes aspectos:
Experimento 1. Busca determinar el valor de los para´metros libres o´p-
timos γ, C y ε a utilizar en los algoritmos SVM.
Experimento 2. Mide las prestaciones de los algoritmos cuando la sen˜al
dispersa de entrada es determinista.
Experimento 3. Mide las prestaciones de los algoritmos cuando la sen˜al
dispersa de entrada es aleatoria con distribucio´n BG.
Experimento 4. Mide las prestaciones de los algoritmos cuando el ruido
aditivo a la salida del modelo convolucional es de tipo impulsivo.
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Experimento 5. Mide las prestaciones de los algoritmos cuando la res-
puesta al impulso es de fase no mı´nima.
Experimento 6. Mide el efecto del ruido coloreado propio del algoritmo
MSKA.
Experimento 7. Se aplica el algoritmo MSKA en la estimacio´n de sen˜ales
dispersas en un problema de s´ısmica de reflexio´n.
Adema´s, en los experimentos 2, 3, 4 y 5 se aplican a las sen˜ales sinte´ticas
otros me´todos de deconvolucio´n, lo que permite comparar las prestaciones
obtenidas con me´todos ampliamente aceptados y utilizados en DD no ciega.
Los me´todos con los cuales se realizan las comparaciones son: MG y deconvo-
lucio´n norma L1, ve´ase las Secciones 2.1.6 y 2.1.9. Estos algoritmos han sido
seleccionados debido a que ambos me´todos son muy robustos frente a sen˜ales
dispersas de entrada y ruido aditivo a la salida de estad´ıstica no Gausiana
[76, 115].
3.5.1. Experimento 1: para´metros libres de la SVM
Los algoritmos SVM utilizados en la solucio´n de problemas de DD no
ciegos requieren del conocimiento previo de los para´metros libres C, γ y ε.
En [22, 64] se han introducido me´todos para estimar de una forma anal´ıtica
los para´metros ε y C basados en el conocimiento a priori de la estad´ıstica de
la sen˜al y el ruido. Tambie´n, y a pesar de su elevado coste computacional, se
han utilizado los me´todos de remuestreo en la estimacio´n de los para´metros
libres [106].
Bu´squeda de los para´metros C y γ. Debido a que el para´metro ε, tal
como se establecio´ en (3.100), controla el grado de dispersio´n de la sen˜al este
experimento se enfoca a analizar el efecto de los para´metros restantes C y
γ en la solucio´n del problema de DD no ciega. Dejando el valor de ε fijo
se realiza bu´squeda exhaustiva sobre los para´metros C y γ. El valor o´ptimo
de dichos para´metros viene dado por aquellos valores que minimizan, en el
sentido LS, el valor del error cuadra´tico medio (MSE, Mean Square Error)
como figura de me´rito, el cual se define como:
MSE =
1
N
N∑
n=1
(xˆn − xn)2 (3.131)
Descripcio´n de los datos. La bu´squeda de para´metros se realiza utilizan-
do la sen˜al determinista propuesta en [35, 36], donde la sen˜al dispersa esta´
formada por 128 muestras con cinco picos en las posiciones x20 = 8.0, x25=
6.845, x47 =-5.4, x71=4.0 y x95 =-3.6. As´ı mismo, se utiliza el filtro de res-
puesta al impulso de longitud infinita (IIR, Infinite Impulse Response) cuya
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Figura 3.11: Sen˜ales de prueba: (a) sen˜al dispersa; (b) respuesta al impulso;
(c) sen˜al de salida sin ruido; (d) amplitud de la respuesta en frecuencia del
filtro; (e) fase de la respuesta en frecuencia del filtro.
funcio´n de transferencia se escribe a continuacio´n:
H(z) =
z − 0.6
z2 − 0.414z + 0.64 (3.132)
donde el filtro tiene un cero en z = 0.6 y dos polos en z = 0.8 exp(±j5pi/12).
Como se muestra en la Figura 3.11(c) el filtro tiene una banda de paso muy
estrecha que elimina muchas de las componentes de la sen˜al dispersa, hacien-
do el problema de DD no ciega ma´s dif´ıcil.
Consideraciones sobre la simulacio´n. Utilizando un valor fijo de ε= 0
se realizaron simulaciones para diferentes valores de para´metros C y γ con
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diferentes valores de relacio´n sen˜al a ruido (SNR, Signal to Noise Ratio). Para
cada valor de SNR y dejando fijo dos de los tres para´metros ({ε, C} o {ε, γ})
se obtuvo el promedio MSE (3.131) de 100 realizaciones para cada valor
de para´metro libre. Los valores o´ptimos obtenidos para C y γ fueron muy
similares para el rango de SNR de 0− 20 dB. Utilizando los valores o´ptimos
estimados para C y γ, como para´metros fijos, se realizo´ una bu´squeda de los
valores o´ptimos, para cada SNR, del para´metro ε.
Resultados. Las simulaciones se realizaron utilizando los algoritmos SVM
desarrollados para MPS y MSKA. Para cada valor o´ptimo de ε se calculo´ el
MSE utilizando los rangos de valores para C=[10−4, 104] y γ=[10−6, 102]. En
la Figura 3.12 se observa que tanto para MPS como para MSKA existe un
rango de valores de C y γ para los que el MSE tiene un valor mı´nimo.
Comparando los resultados obtenidos para diferentes valores de SNR,
como por ejemplo los obtenidos en las Figuras 3.12(a) y 3.12(c), correspon-
dientes a 4dB y 16dB, respectivamente, se observa que los rangos de valores
para C y γ son independientes del nivel de ruido. As´ı, de los resultados ob-
tenidos en ambos casos, MPS Y MSKA, es posible escoger los valores C=102
y γ=10−2 como para´metros o´ptimos. Estos resultados facilitan la aplicacio´n
de los algoritmos SVM, ya que en general la determinacio´n de los para´metros
o´ptimos es un problema dif´ıcil y au´n no resuelto.
Siguiendo el trabajo desarrollado en [64], donde se estudia la dependencia
lineal entre ε y las estimaciones del ruido, la estimacio´n de para´metros se
centra en la determinacio´n del para´metro ε o´ptimo.
3.5.2. Experimento 2: sen˜al de entrada determinista
Utilizando la sen˜al sinte´tica determinista del experimento anterior se de-
terminaron las prestaciones de los algoritmos de DD basados en SVM. Las
prestaciones de los me´todos se midieron a trave´s de dos tipos de figuras de
me´rito, a saber: figuras de me´rito de estimacio´n y figuras de me´rito de de-
teccio´n. Las prestaciones de los algoritmos SVM se compararon con la de los
me´todos MG y L1 en todos los casos.
Figuras de me´rito para estimacio´n de sen˜al. Adema´s de utilizar el valor
MSE de (3.131) para medir las prestaciones de los algoritmos de DD en la
estimacio´n de la sen˜al dispersa, se utilizaron las figuras de me´rito propuestas
en [81], que se definen como a continuacio´n:
F ssd =
∑
n
(xˆn − xn)2 (3.133)
F pick =
∑
xn 6=0
(xˆn − xn)2 (3.134)
F null =
∑
xn=0
(xˆn − xn)2 =
∑
xn=0
xˆ2n (3.135)
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Figura 3.12: Variacio´n del MSE para los me´todos de deconvolucio´n basados
en los modelos MSKA y MPS en funcio´n de los para´metros libres C y γ,
para: SNR = 4 dB, (a)-(b) y SNR = 16 dB (c)-(d).
donde F ssd es la suma de las desviaciones al cuadrado de cada instante de
sen˜al de su valor verdadero, F pick compara los resultados solamente en lo-
calizaciones donde haya picos verdaderos, y F null estima las desviaciones al
cuadrado en los instantes nulos de sen˜al. Valores bajos para cada una de las
figuras de me´rito anteriores indican buenas prestaciones [81].
Figuras de me´rito para deteccio´n de sen˜al. Las figuras de me´rito (3.133)-
(3.135) miden las prestaciones en la estimacio´n, si por otro lado se consideran
solo las capacidades de deteccio´n, se puede usar la sensibilidad y la especifi-
cidad como figuras de me´rito, las cuales se definen como:
Se =
Vp
Vp + Fn
(3.136)
Es =
Vn
Vn + Fp
(3.137)
donde Se y Es son la sensibilidad y la especificidad, respectivamente. Las
variables Vp, Fp, Fn y Vn se definen en la Tabla 3.8.
Consideraciones sobre la simulacio´n. Para cada me´todo y para cada va-
lor de SNR en el intervalo 4 a 20 dB se generaron 100 realizaciones para
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Sen˜al dispersa de prueba
Resultado de la det. Pico Nulo
detectado Verdadero positivo(Vp) Falso positivo (Fp)
no detectado Falso negativo (Fn) Verdadero negativo (Vn)
Tabla 3.8: Definicio´n de las variables Vp, Fp, Fn y Vn.
5 10 15 20
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
SNR [dB]
M
SE
(a)
5 10 15 20
0.1
0.2
0.3
0.4
0.5
SNR [dB]
M
SE
5 10 15 20
0.02
0.04
0.06
0.08
0.1
0.12
0.14
0.16
SNR [dB]
M
SE
(b) (c)
Figura 3.13: MSE en funcio´n de la SNR para los me´todos: MSKA, MPS, MG,
L1 (trazo continuo, discontinuo, punteado y punteado discontinuo, respecti-
vamente) en presencia de ruido: (a) Gausiano; (b) Laplaciano; (c) uniforme.
cada para´metro libre. Adema´s, las simulaciones se repitieron para tres tipos
diferentes de ruido: Gausiano, Laplaciano y uniforme.
MSE y SNR. A partir de la seleccio´n previa de los para´metros o´ptimos se
calculo´ el valor MSE promedio para diferentes valores de SNR. El para´metro
o´ptimo libre de cada uno de los me´todos se escogio´ de acuerdo con la figura
de me´rito (3.133), es decir, el para´metro que conduce a valores promedios
mı´nimos de F ssd. Una vez seleccionado el para´metro libre para cada uno de los
me´todos de deconvolucio´n, se aplico´ cada uno de los algoritmos obtenie´ndose
el MSE promedio de 100 realizaciones.
Las Figuras 3.13(a), 3.13(b) y 3.13(c) muestran los resultados obtenidos
para todos los me´todos de deconvolucio´n en presencia de ruido Gausiano,
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Laplaciano y uniforme, respectivamente. Es evidente que el algoritmo MSKA
tiene mejores prestaciones que los otros me´todos. Solo para relaciones sen˜al a
ruido altas, superiores a los 10 dB, los me´todos MG y L1 ofrecen prestaciones
comparables a los resultados obtenidos con el algoritmo MSKA.
Adema´s, para obtener una mayor precisio´n en el ana´lisis de los resultados,
se presentan en la Tabla 3.9 los promedios y la desviacio´n esta´ndar del MSE
para todos los me´todos y tipos de ruido.
En general los resultados obtenidos de MSE y su respectiva desviacio´n
esta´ndar son similares en cada uno de los tres tipos de ruido analizados, pero
en cada uno de e´stos se observa que el algoritmo MSKA supera a los otros
algoritmos al obtener valores MSE inferiores, as´ı como tambie´n valores de
desviacio´n esta´ndar relativos a la media ma´s pequen˜os. As´ı mismo se observa
que todos los algoritmos presentan mejores prestaciones de estimacio´n en
presencia de ruido uniforme, comparadas con las obtenidas en los casos de
ruido Gausiano y Laplacio, siendo las prestaciones en e´stos u´ltimos bastante
similares.
El algoritmo L1 ocupa el segundo lugar en prestaciones, pero con una des-
ventaja muy evidente: su alto coste computacional. De hecho las prestaciones
de L1 mejoran en presencia de ruido Laplaciano, comparadas con las obteni-
das con ruido Gausiano, pero e´stas no superan los resultados obtenidos con el
algoritmo MSKA. Cabe notar que el me´todo MG obtiene resultados pobres
con SNR bajas, y que adema´s, el valor de su desviacio´n esta´ndar supera el
valor promedio de MSE debido a la alta variabilidad de e´ste me´todo.
En resumen, para los tres tipos de ruido y para los diferentes valores
de SNR, el algoritmo MSKA presenta las mejores prestaciones en cuanto
a la obtencio´n de niveles de MSE menores que los obtenidos con los otros
algoritmos.
Desviacio´n cuadra´tica del error. La Figura 3.14 muestra los resultados
obtenidos con la figura de me´rito F ssd para cuatro valores de SNR. En to-
dos los casos puede observarse que el valor del para´metro libre o´ptimo que
minimiza su valor depende del nivel de ruido.
Tanto en los me´todos SVM como en L1 se puede identificar que valores
grandes del para´metro libre conducen a la solucio´n cero. La solucio´n cero
para la sen˜al estimada puede identificarse como un valor constante, igual a
la norma cuadra´tica de la sen˜al verdadera de prueba, as´ı:
F ssd = F pick =
N∑
n=1
(0− xn)2 =
N∑
n=1
x2n (3.138)
El valor de para´metro libre que conduce a la solucio´n cero puede interpre-
tarse como el valor de una cota ma´xima. Por una parte, de la Figura 3.14(d)
se observa que la deconvolucio´n L1 tiene un valor de cota ma´ximo muy bien
definido y que no depende del valor de SNR. Por otra parte, y como pue-
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Me´todo 4 dB 8 dB 12 dB 16 dB 20 dB
L1 23.2±9.2 9.7±4.4 4.0±1.9 1.60±0.65 0.62±0.36
MG 85.2±120.1 10.1±23.9 3.6±3.6 2.67±1.82 2.44±1.18
MPS 43.4±9.3 24.8±6.3 13.6±3.0 7.13±1.75 3.39±0.85
MSKA 11.8±4.4 4.9±1.8 1.9±0.9 0.74±0.31 0.33±0.15
(a)
Me´todo 4 dB 8 dB 12 dB 16 dB 20 dB
L1 17.7±8.5 7.4±4.2 3.5±1.7 1.19±0.61 0.45±0.25
MG 59.9±49.1 12.8±18.0 3.7±4.0 2.63±1.48 2.35±1.04
MPS 51.7±14.5 28.5±7.7 15.2±4.1 7.74±2.14 3.57±1.00
MSKA 13.1±6.1 5.2±2.2 2.1±0.9 0.85±0.40 0.35±0.15
(b)
Me´todo 4 dB 8 dB 12 dB 16 dB 20 dB
L1 3.4±1.2 1.3 ±0.7 0.5±0.2 0.21±0.07 0.09±0.03
MG 12.3±6.7 3.9 ±1.7 3.0±1.0 2.56±0.52 2.32±0.32
MPS 17.1±2.2 10.1 ±1.5 5.3±0.8 2.80±0.32 1.66±0.17
MSKA 1.4±0.6 0.6 ±0.2 0.2±0.1 0.11±0.04 0.04±0.01
(c)
Tabla 3.9: MSE±STD (x100) para sen˜ales determinista con ruido (en negrita
se ha resaltado el algoritmo que obtiene las mejores prestaciones y en cursivas
el segundo mejor): (a) Gausiano; (b) Laplaciano; (c) uniforme.
de verse en las Figuras 3.14(a) y (3.14)(b), en los algoritmos SVM valores
grandes de ε conducen de forma suave a la solucio´n cero.
Tambie´n, en la Figura 3.14 se observa que valores excesivamente peque-
n˜os del para´metro o´ptimo conducen a estimaciones muy malas de la sen˜al
dispersa. En el caso de deconvolucio´n L1, esto se debe a que valores peque-
n˜os de λ conducen a una mala regularizacio´n, mientras que, para el caso de
los algoritmos SVM, valores pequen˜os de ε conducen a soluciones poco dis-
persas. De lo anterior se concluye que el valor o´ptimo del para´metro libre se
encuentra en un punto intermedio entre la cota ma´xima y valores no muy
pequen˜os del para´metro libre.
Las Figuras 3.14(a) y 3.14(b) muestran que es posible seleccionar un valor
de ε que produzca un valor mı´nimo de F ssd en los me´todos MPS y MSKA. En
el caso del me´todo MG no es posible identificar un mı´nimo para la figura de
me´rito F ssd. Analizando a trave´s de simulaciones el comportamiento diferente
del me´todo MG, se extendieron los rangos de bu´squeda del para´metro libre
αmg, determina´ndose que no es posible alcanzar la solucio´n cero y que siempre
existe algu´n valor de reflector detectado.
Otras figuras de me´rito de estimacio´n. Las figuras de me´rito F pick y F null
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Figura 3.14: F ssd en funcio´n del para´metro libre para SNR = 4, 8, 12 y 20
dB (trazo continuo, discontinuo, punteado y punteado discontinuo, respecti-
vamente ) en: (a) MPS; (b) MSKA; (c) MG; (d) L1.
pueden utilizarse tambie´n para determinar los para´metros libres o´ptimos.
La funcio´n F pick determina la desviacio´n cuadra´tica de los picos reales y su
valor se incrementa con el valor del para´metro libre hasta alcanzar un valor
constante, determinado por la solucio´n cero, mientras que F null decrece con
el valor del para´metro libre hasta que, en la solucio´n cero, alcanzar el valor de
cero. La interseccio´n de ambas figuras de me´rito conduce a un punto o´ptimo,
ya que corresponde con un valor de compromiso entre la estimacio´n de los
reflectores y la estimacio´n de los valores de sen˜al igual a cero.
En la Figura 3.15 se presentan las figuras de me´rito F pick y F null para una
SNR igual a 4dB. Al igual que en el caso F ssd, se pueden identificar valores
de para´metros libres que conducen a la solucio´n cero, excepto en MG. Una
buena eleccio´n del para´metro o´ptimo en los me´todos SVM es el punto de
interseccio´n de ambas figuras de me´rito, y se observa que e´stos son muy
parecidos a los obtenidos con la figura de me´rito F ssd.
Probabilidad de deteccio´n. Se calculo´ la probabilidad de deteccio´n en fun-
cio´n del para´metro libre en cada uno de los me´todos de deconvolucio´n. Las
pruebas de deteccio´n se hicieron con una SNR igual a 4dB.
Las Figuras 3.16(a)-(d) muestran los promedios de deteccio´n obtenidos
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Figura 3.15: Figura de me´rito F pick (trazo continuo) y F null (trazo disconti-
nuo) para SNR = 6 dB en: (a) MPS; (b) MSKA; (c) MG; (d) L1.
para la sen˜al determinista. Nuevamente se puede comprobar, en todos los
me´todos, salvo MG, la existencia de un valor de para´metro libre que sirve de
cota ma´xima, y superado dicho valor se obtiene la solucio´n cero. En promedio,
todos los me´todos poseen algu´n valor de para´metro libre que permite alcanzar
valores de deteccio´n cercanos al 100%.
Sensibilidad y especificidad. Las figuras de me´rito Se y Es se calculan en
funcio´n de los para´metros libres. A diferencia de las figuras de me´rito (3.133)-
(3.136), la sensibilidad y especificidad miden la capacidad de deteccio´n de los
me´todos y no la de estimacio´n.
El punto de interseccio´n entre ambas figuras de me´rito conduce a un valor
de compromiso entre la sensibilidad y la especificidad. En la Figura 3.17, para
una SNR igual a 4dB, se ha calculado Se y Es para todos los me´todos. Se
observa que el me´todo MSKA supera a los dema´s me´todos, al conducir a
valores ma´s altos de sensibilidad y especificidad en el punto de cruce.
86 CAP´ITULO 3. DECONVOLUCIO´N DE SEN˜ALES DISPERSAS MEDIANTE SVM
0 2 4 6 8
0
0.2
0.4
0.6
0.8
1
ε
Pr
ob
ab
ili
da
d 
de
 d
et
ec
ci
ón
0 2 4 6 8
0
0.2
0.4
0.6
0.8
1
ε
Pr
ob
ab
ili
da
d 
de
 d
et
ec
ci
ón
(a) (b)
0 2 4 6 8
0
0.2
0.4
0.6
0.8
1
α
mg
Pr
ob
ab
ili
da
d 
de
 d
et
ec
ci
ón
0 2 4 6 8
0
0.2
0.4
0.6
0.8
1
λ
Pr
ob
ab
ili
da
d 
de
 d
et
ec
ci
ón
(c) (d)
Figura 3.16: Promedio de la probabilidad de deteccio´n para la sen˜al determi-
nista en: (a) MPS; (b) MSKA; (c) MG; (d) L1.
3.5.3. Experimento 3: sen˜al de entrada aleatoria
El propo´sito de este experimento es el de mostrar las capacidades de los
diferentes algoritmos SVM en la DD no ciega de sen˜ales dispersas aleatorias.
Se utilizo´ para este experimento un tipo de sen˜al aleatoria con distribucio´n
Bernoulli-Gausiana (BG) [76], donde las muestras se generan de acuerdo con
el siguiente modelo:
xk = rk · qk (3.139)
donde rk es ruido blanco Gausiano, de media cero y varianza σa, y qk es una
secuencia Bernoulli, para la cual:
Pr(qk) =
{
1− p, qk = 0
p, qk = 1
(3.140)
Se seleccionaron 128 muestras de una sen˜al dispersa aleatoria con distri-
bucio´n BG. La localizacio´n de los valores de sen˜al diferente de cero tienen una
distribucio´n Bernoulli con una probabilidad p = 0.05, mientras que sus mag-
nitudes tienen una distribucio´n Gaussiana de media cero y varianza σa = 1.
La respuesta al impulso es la misma que se uso´ para el caso de la sen˜al
determinista.
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Figura 3.17: Sensibilidad (trazo continuo) y especificidad (trazo discontinuo)
para una SNR = 4dB en: (a) MPS; (b) MSKA; (c) MG; (d) L1.
Me´todo 4 dB 8 dB 12 dB 16 dB 20 dB
L1 0.76±0.81 0.37±0.48 0.16±0.21 0.07±0.05 0.03±0.03
MG 0.64±0.65 0.39±0.59 0.32±0.47 0.29±0.44 0.22±0.29
MPS 1.27±1.27 0.65±0.49 0.34±0.37 0.20±0.17 0.13±0.08
MSKA 0.41±0.39 0.19±0.19 0.12±0.36 0.08±0.16 0.07±0.10
Tabla 3.10: MSE±STD(x100) para sen˜ales aleatoria con ruido Gausiano (en
negrita se ha resaltado el algoritmo que obtiene las mejores prestaciones y en
cursivas el segundo mejor).
MSE y SNR. En la Figura 3.18 se observa que el me´todo MSKA consi-
gue los niveles de MSE ma´s bajos que los otros me´todos, siendo superado
u´nicamente por la deconvolucio´n L1 para SNR altas. Siguiendo el mismo
procedimiento que en el caso determinista, se presentan en la Tabla 3.10 los
promedios y la desviacio´n esta´ndar para todos los me´todos de deconvolucio´n
en presencia de ruido Gausiano. Los valores de desviacio´n esta´ndar mues-
tran un problema comu´n en todos los me´todos: la presencia de valores de
desviacio´n esta´ndar tan grandes como el valor promedio MSE. A trave´s de
simulaciones se ha comprobado que el MSE calculado para 100 realizaciones
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Figura 3.18: MSE en funcio´n de SNR para los me´todos: MSKA; MPS; MG; y
L1 (trazo continuo, discontinuo, punteado y punteado discontinuo, respectiva-
mente) en presencia de ruido Gausiano y entrada aleatoria con distribucio´n
BG ( σa = 1, p =0.05).
tiene una estad´ıstica no Gausiana debido a la alta variabilidad de las solu-
ciones, y este es un problema bastante comu´n en deconvolucio´n de sen˜ales
dispersas [76].
Figuras de me´rito de estimacio´n. Las figuras de me´rito de estimacio´n son
las establecidas en las Ecuaciones (3.133)-(3.135). Los resultados obtenidos
son muy similares a los que se obtuvieron en el caso de una sen˜al de entrada
determinista. En la Figura 3.19 se muestra la variacio´n de la desviacio´n cua-
dra´tica del error, representado a trave´s de la figura de me´rito F ssd, donde se
observa que el valor del para´metro o´ptimo que minimiza el error en los algo-
ritmos L1 y SVM se encuentra en un valor intermedio entre el para´metro que
determina la solucio´n cero y valores cercanos a cero. Como puede observarse
en las Figuras 3.19(a)-3.19(d) los valores obtenidos para el para´metro ε son
ma´s pequen˜os que los obtenidos en la DD con sen˜al determinista.
Cabe hacer una observacio´n con respecto a los resultados obtenidos con
los me´todos MG y L1. El primero, al igual que el resultado obtenido cuando
la sen˜al de entrada era determinista, obtuvo promedios constantes de F ssd
para valores elevados del para´metro libre, mientras que el segundo condujo a
la solucio´n cero para valores de para´metro libre similares al del experimento
con entrada determinista. Adema´s, y como puede observarse de la Figura
3.19(d), el me´todo L1 no presenta un trazo suave en su curva de F
ssd, de-
bido a que, para algunas realizaciones, el algoritmo Simplex produce valores
anormalmente elevados de MSE.
Las figuras de me´rito F pick y F null condujeron a valores de para´metros
o´ptimos muy parecidos a los obtenidos con la desviacio´n cuadra´tica del error.
En la Tabla 3.11 (a)-(b) se muestran los resultados de calcular el para´metro
o´ptimo: a trave´s del mı´nimo de F ssd y a trave´s de la interseccio´n entre F pick
y F null. Es evidente que el valor de para´metro libre o´ptimo en ambos casos
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Figura 3.19: F ssd para una entrada aleatoria, con distribucio´n BG, en funcio´n
del para´metro libre para SNR = 4, 8, 12 y 20 dB (trazo continuo, discontinuo,
punteado y punteado discontinuo, respectivamente) en: (a) MPS; (b) MSKA;
(c) MG; (d) L1.
es muy parecido, dando un voto de confianza al valor de para´metro o´ptimo
calculado.
Figuras de me´rito de deteccio´n. La probabilidad de deteccio´n se calculo´
en funcio´n del para´metro libre, donde para cada valor del para´metro se pro-
medio´ el resultado de 100 realizaciones. Las simulaciones se realizaron para
diferentes valores de SNR. Las Figuras 3.20(a)-3.20(d) muestran los prome-
dios de deteccio´n obtenidos para cada valor de para´metro libre para SNR =
4dB. Se observa que, para este tipo de entrada, y con el nivel de ruido alto
producido por una SNR = 4dB, la probabilidad de deteccio´n es baja para
todos los me´todos. Los valores del para´metro ε o´ptimo obtenidos en las Fi-
guras 3.20(a)-3.20(d), es decir, aquellos para los que se tienen probabilidades
de deteccio´n ma´s altas, se corresponden con los valores o´ptimos obtenidos
con las figuras de me´rito de estimacio´n (3.133)-(3.135).
Las otras figuras de me´rito relacionadas a la deteccio´n vienen dadas por
(3.136)-(3.137), y los resultados de e´stas conducen a la obtencio´n de un va-
lor o´ptimo de para´metros libres, de manera similar a como se obtuvo con
las figuras de me´rito F pick y F null. La Tabla 3.11(c) muestra los valores de
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Met(par) 4 dB 6 dB 8 dB 10 dB 12 dB 14 dB 16 dB 20 dB
L1(λ) 1.29 1.21 1.53 1.13 1.62 0.89 1.29 1.29
MG(α) 0.97 0.65 0.89 0.32 0.24 0.89 1.21 0.08
MPS (ε) 0.24 0.24 0.08 0.08 0.08 0.08 0.08 0
MSKA(ε) 0.40 0.45 0.16 0.08 0.24 0.08 0.24 0.16
(a)
Met(par) 4 dB 6 dB 8 dB 10 dB 12 dB 14 dB 16 dB 20 dB
L1(λ) 1.37 1.29 1.29 1.29 1.29 1.05 1.13 0.97
MG(α) 0.32 0.24 0.16 0.16 0.08 0.08 0.08 0.08
MPS (ε) 0.24 0.24 0.16 0.16 0.16 0.16 0.08 0.08
MSKA(ε) 0.32 0.32 0.16 0.24 0.16 0.16 0.16 0.16
(b)
Met(par) 4 dB 6 dB 8 dB 10 dB 12 dB 14 dB 16 dB 20 dB
L1(λ) 0.97 0.97 0.97 0.97 1.13 0.97 0.89 0.89
MG(α) 0.16 0.08 0.08 0.08 0.08 0.08 0.08 0.08
MPS (ε) 0.24 0.24 0.16 0.16 0.08 0.08 0.08 0.08
MSKA(ε) 0.24 0.24 0.08 0.08 0.08 0.08 0.08 0.08
(c)
Tabla 3.11: Para´metros libres calculados a partir de diferentes figuras de me´-
rito: (a) F ssd; (b) F pick y F null; (c) Se y Es.
para´metros o´ptimos obtenidos a partir de las intersecciones de las curvas
de sensibilidad (3.136) y especificidad (3.137) que, coinciden con los valores
obtenidos con las otras figuras de me´rito.
3.5.4. Experimento 4: efecto del ruido impulsivo
Los algoritmos de DD se ven seriamente comprometidos cuando las obser-
vaciones se ven distorsionadas por ruido impulsivo. A trave´s de simulaciones,
en el presente experimento se midieron las prestaciones de los diferentes al-
goritmos frente al ruido impulsivo, el cual se genero´ como una sen˜al aleatoria
blanca con distribucio´n BG, de manera similar a como se hizo con la sen˜al de
entrada aleatoria con distribucio´n BG del experimento anterior. La Figura
3.21 muestra, a trave´s de un ejemplo, el comportamiento de los diferentes
me´todos de DD cuando las observaciones han sido distorsionadas con ruido
impulsivo.
A trave´s de una distorsio´n controlada, utilizando un u´nico impulso en
diferentes posiciones y para diferentes magnitudes, se puede inferir las capa-
cidades y las limitaciones de los diferentes me´todos. El ejemplo de la Figura
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Figura 3.20: Promedio de la probabilidad de deteccio´n para la sen˜al aleatoria
con distribucio´n BG obtenido con: (a) MPS; (b) MSKA; (c) MG; (d) L1.
3.21 ilustra la distorsio´n introducida por un u´nico impulso de magnitud 2 en
la posicio´n y65. Este sencillo experimento condujo a una importante conclu-
sio´n sobre las limitaciones del algoritmo L1: la presencia de ruido impulsivo
ralentiza la convergencia del algoritmo Simplex, y en la mayor´ıa de los ca-
sos diverge. Este problema se resuelve agregando una componente de ruido
Gausiano, produciendo una SNR alta igual a 20 dB. El me´todo MG conduce
a estimaciones razonables pero interpreta valores grandes de ruido impulsivo
como esp´ıculas de la sen˜al dispersa. De los resultados de la Figura 3.22(c)
se observa que el me´todo MSKA es el que mejor resuelve el problema de
ruido impulsivo, a pesar de ser inferior a MG en cuanto a estimacio´n de la
amplitud. A continuacio´n se presentan experimentos ma´s exhaustivos, que
utilizan la sen˜al determinista del Experimento 2, los que permiten valorar
ma´s de cerca las capacidades de los diferentes me´todos.
MSE y SNR. Se calculo´ el MSE en funcio´n de la SNR para todos los me´to-
dos de DD, de manera similar a como se hizo en los experimentos anteriores.
Los para´metros libres o´ptimos fueron previamente seleccionados de acuerdo
a los resultados obtenidos con las diferentes figuras de me´rito.
La Figura 3.22 muestra los resultados que se obtuvieron para tres valores
diferentes de ruido impulsivo, generados a partir de la variacio´n del para´me-
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Figura 3.21: Ejemplo que ilustra las capacidades de los me´todos de deconvolu-
cio´n en presencia de ruido impulsivo (los c´ırculos indican el valor verdadero
de la sen˜al dispersa): (a) se introduce en la muestra 65 de las observaciones
una esp´ıcula de magnitud 2; (b) filtrado anticausal de las observaciones co-
mo primer paso del MSKA (el trazo continuo representa la sen˜al filtrada y el
discontinuo la sen˜al sin filtrar) ; (c) resultado de aplicar el algoritmo MSKA;
(d) resultado del me´todo MG; (e) resultado del me´todo L1.
tro de probabilidad Bernoulli (p). Se observa que los me´todos L1 y MSKA
condujeron a los mejores resultados, obteniendo el primero mejores estima-
ciones para SNR bajas. Sin embargo, en ambos casos el nivel de MSE es muy
similar en la mayor parte del rango de SNR, en general a partir de valores
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Figura 3.22: MSE en funcio´n de SNR para todos los me´todos: MSKA, MPS,
MG, L1 (trazo continuo, discontinuo, punteado y punteado discontinuo, res-
pectivamente) en presencia de ruido impulsivo para diferentes valores de pro-
babilidad Bernoulli: (a) p=0.01; (b) p=0.05; (c) p=0.1.
de SNR superiores a los 8 dB. Para analizar con ma´s detenimiento los re-
sultados, la Tabla 3.12 presenta los valores promedios de MSE as´ı como sus
respectivas desviaciones esta´ndar. Se observa que los algoritmos L1 y MS-
KA, a diferencia de los experimentos anteriores, donde el valor de desviacio´n
esta´ndar es grande en relacio´n con el valor de la media, obtienen valores de
desviacio´n esta´ndar ma´s pequen˜os.
Figuras de me´rito de estimacio´n. La Figura 3.23 muestra la variacio´n de
la desviacio´n cuadra´tica del error, F ssd, en funcio´n del para´metro libre para
los diferentes me´todos de DD, para un valor de probabilidad p = 0.1.
En general, todos los algoritmos mostraron respuestas similares a las ob-
tenidas en los experimentos 2 y 3. De esta manera, los me´todos MSKA, MPS
y L1 presentaron valores de para´metros libres para los cuales el valor de F
ssd
es mı´nimo, as´ı como, tambie´n, valores a partir de los cuales la respuesta F ssd
alcanza un valor constante e igual a la solucio´n cero. Adema´s, en todos los
algoritmos la estimacio´n de la sen˜al dispersa resulto´ ser menos dependiente
del nivel de ruido, los valores de F ssd presentan promedios muy similares para
diferentes valores de SNR, como se observa en la Figura 3.23. Ma´s importan-
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Me´todo 0 dB 4 dB 8 dB 12 dB 16 dB 20 dB
L1 0.7±0.3 0.7±0.4 0.6±0.3 0.7± 0.3 0.7±0.4 0.6±0.3
MG 3.4±4.4 2.4±1.1 2.3±1.6 2.4±1.2 2.5±1.7 2.4±1.2
MPS 7.5±7 5.3±3 4.2±1.8 3.7±1 3.5±0.96 3.4±0.8
MSKA 1.3±2.1 0.6±0.60 0.4±0.2 0.3±0.2 0.3±0.1 0.3±0.1
(a)
Me´todo 0 dB 4 dB 8 dB 12 dB 16 dB 20 dB
L1 0.9±2.1 0.4±0.8 0.3±0.4 0.21±0.1 0.2±0.1 0.1±0.06
MG 7.5±9.2 3.1±2.9 2.7±1.3 2.5±1.4 2.4±0.6 2.3±0.4
MPS 17.3±10.8 8.5±5.6 4.6±2.4 3.2±1.3 2.2±0.6 1.9±0.3
MSKA 3.0±2.1 1.3±1.1 0.6±0.5 0.2±0.16 0.1±0.05 0.07±0.03
(b)
Me´todo 0 dB 4 dB 8 dB 12 dB 16 dB 20 dB
L1 2.2 ±2.8 1.5 ±1.4 1.1±1.0 0.9±0.4 0.8±0.5 0.7±0.3
MG 13.8±19.1 3.9±3.8 2.9±2.5 2.6±1.9 2.3±1.1 2.4±1.3
MPS 30.4±12.3 15.2±6.3 8.6 ±2.8 5.5±1.6 4.2±1.1 3.7±0.8
MSKA 4.7±2.2 2.3±1.4 1.0 ±0.7 0.6±0.3 0.4±0.3 0.7±0.1
(c)
Tabla 3.12: MSE±STD(x100) para sen˜al determinista con ruido impulsivo
(en negrita se ha resaltado el algoritmo que obtiene las mejores prestaciones
y en cursivas el segundo mejor): (a) p=0.01; (b) p=0.05; (c) p=0.1.
te au´n, fue el hecho de que en los algoritmos MPS, MSKA y L1 los valores
de para´metro libre obtenidos fueron bastante similares a los obtenidos en el
experimento 2, pudiendo usarse e´stos en cualquiera de los dos tipos de ruido.
Los resultados que se obtuvieron usando las figuras de me´rito F pick y
F null no se muestran en el presente experimento, pero al igual que con F ssd
condujeron a prestaciones muy similares a las obtenidas en el experimento
2. En la Tabla 3.13 se muestran los valores de para´metros libres o´ptimos
obtenidos con F pick y F null, los cuales son muy similares a los conseguidos
con F ssd.
Figuras de me´rito de deteccio´n. Se calcularon los promedios de la proba-
bilidad de deteccio´n como funcio´n del para´metro libre. Para cada valor de
para´metro libre se aplicaron los algoritmos de DD sobre 100 realizaciones.
Los experimentos se repitieron para diferentes valores de SNR. La Figura
3.24 muestra los promedios de deteccio´n obtenidos para cada valor de para´-
metro libre para una SNR = 4dB. El valor alto de probabilidad de deteccio´n
debe interpretarse con cuidado, ya que el ruido impulsivo conduce a falsas
detecciones, por lo que se presta especial atencio´n a las figuras de me´rito que
miden la sensibilidad y la especificidad dadas por (3.136)-(3.137).
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Figura 3.23: F ssd para una entrada determinista con ruido impulsivo (p=0.1),
con distribucio´n BG, en funcio´n del para´metro libre para SNR = 4, 8, 12 y
20 dB (trazo continuo, discontinuo, punteado y punteado discontinuo, respec-
tivamente) en: (a) MPS; (b) MSKA; (c) MG; (d) L1.
Teniendo en cuenta las capacidades de deteccio´n, el para´metro libre o´pti-
mo se calculo´ a trave´s de las figuras de me´rito Es y Se. En la Tabla 3.13 se
comparan los valores de para´metros libres o´ptimos obtenidos con diferentes
figuras de me´rito. Se observa que los valores obtenidos a partir de Es y Se
son mayores que los obtenidos a partir de las otras figuras de me´rito.
3.5.5. Experimento 5: efecto de la fase no mı´nima
La mayor´ıa de me´todos de DD no ciegos se basan fundamentalmente en
calcular el inverso de la respuesta al impulso, suponiendo para ello que e´sta
es de fase mı´nima. El siguiente experimento tiene como objetivo ilustrar las
capacidades del algoritmo MSKA cuando la respuesta al impulso es de fase
no mı´nima.
Consideraciones sobre la simulacio´n. Se realizo´ un conjunto de simula-
ciones con el sistema (3.132), y cuya funcio´n de transferencia se reescribe a
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Met(par) -4 dB 0 dB 4 dB 8 dB 12 dB 16 dB 20 dB
L1(λ) 1.74 1.33 1.82 1.74 1.25 1.70 1.66
MG(α) 20.4 23.3 11.4 10.4 13.3 17.7 18.18
MPS (ε) 0.89 0.57 0.24 0.16 0.08 0.08 0.08
MSKA(ε) 2.67 1.69 0.97 0.65 0.48 0.40 0.40
(a)
Met(par) -4 dB 0 dB 4 dB 8 dB 12 dB 16 dB 20 dB
L1(λ) 1.74 1.29 1.41 1.49 1.45 1.49 1.58
MG(α) 21.6 13.6 2.42 1.45 0.97 0.97 0.72
MPS (ε) 1.45 1.05 0.81 0.65 0.57 0.57 0.57
MSKA(ε) 2.10 1.37 0.81 0.57 0.40 0.32 0.32
(b)
Met(par) -4 dB 0 dB 4 dB 8 dB 12 dB 16 dB 20 dB
L1(λ) 2.42 2.63 2.67 2.99 3.07 3.19 3.19
MG(α) 3.39 5.33 3.39 3.88 7.03 13.81 15.3
MPS (ε) 3.31 3.31 3.23 3.23 3.31 3.23 3.3
MSKA(ε) 3.56 2.83 3.47 4.77 5.45 5.82 5.9
(c)
Tabla 3.13: Para´metros libres calculados para el ruido impulsivo a partir de
diferentes figuras de me´rito y probabilidad p = 0.1: (a) F ssd; (b) F pick y F null;
(c) Se y Es.
continuacio´n:
H(z) =
z − c
(1− 0.8 · e−j 5pi12 z−1)(1− 0.8 · ej 5pi12 z−1) (3.141)
donde c es el valor del u´nico cero de la respuesta al impulso (3.141). Como
sen˜al dispersa de entrada se utilizo´ la sen˜al determinista de 5 impulsos del
experimento 2. El ruido aditivo utilizado fue de tipo Gausiano.
El experimento consistio´ fundamentalmente en evaluar las prestaciones
del algoritmo MSKA para algunos valores de c que esta´n fuera de la circun-
ferencia de radio unidad, es decir aquellos para los que (3.141) es de fase no
mı´nima. La influencia de la posicio´n geome´trica del cero, (z − c), de (3.141)
en la estimacio´n del para´metro o´ptimo se muestra en la Figura 3.25. Las
Figuras 3.25(b) y 3.25(c) muestran la F ssd para SNR = 4 dB y SNR = 8 dB,
respectivamente, en ambos casos se muestran los resultados para los valores
de c = 0.6 y c = 2.0. En ambos casos la figura de me´rito F ssd alcanzo´ el
mismo nivel de error cuadra´tico medio, pero a diferencia del caso de fase mı´-
nima, el sistema con respuesta al impulso de fase no mı´nima requirio´ valores
de para´metro libre ma´s grandes.
3.5. SIMULACIONES Y EXPERIMENTOS 97
0 2 4 6 8
0
0.2
0.4
0.6
0.8
1
ε
Pr
ob
ab
ili
da
d 
de
 d
et
ec
ci
ón
0 2 4 6 8
0
0.2
0.4
0.6
0.8
1
ε
Pr
ob
ab
ili
da
d 
de
 d
et
ec
ci
ón
(a) (b)
0 2 4 6 8
0
0.2
0.4
0.6
0.8
1
α
Pr
ob
ab
ili
da
d 
de
 d
et
ec
ci
ón
0 2 4 6 8
0
0.2
0.4
0.6
0.8
1
λ
Pr
ob
ab
ili
da
d 
de
 d
et
ec
ci
ón
(c) (d)
Figura 3.24: Promedio de la probabilidad de deteccio´n para la sen˜al determi-
nista con ruido impulsivo, y probabilidad p = 0.1, obtenido a trave´s de: (a)
MPS; (b) MSKA; (c) MG; (d) L1.
DD de sen˜ales deterministas. En las Figuras 3.26(c) y 3.26(d) se mues-
tran sen˜ales dispersas estimadas al aplicar el algoritmo MSKA a las sen˜ales
deterministas de las Figuras 3.26(a) y 3.26(b), respectivamente. En ambos
casos se seleccionaron respuestas al impulso de fase no mı´nima, con ceros en
c = 1.4 y c = 2.0, y valor del para´metro libre ε = 10.0 y SNR = 4dB. En el
primero caso, para c = 1.4, el valor de ε = 10.0 obtuvo buenas prestaciones
en deteccio´n y estimacio´n. Por otro lado, cuando el cero se alejo´ ma´s, hacia la
posicio´n c = 2.0, la estimacio´n de la sen˜al dispersa introdujo algunos valores
de esp´ıculas espurias. En este punto cabe decir que el ejemplo de la Figura
3.26(c) es bastante exagerado si se considera que, en general, las sen˜ales co-
rrespondientes a feno´menos f´ısicos tienen sus ceros situados muy cerca de la
circunferencia de radio unidad [53, 60, 122].
3.5.6. Experimento 6: efecto del ruido coloreado
En el presente experimento se estudia uno de los problemas intr´ınsecos en
el desarrollo del algoritmo MSKA. En la Seccio´n 3.4.3 se formulo´ el problema
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Figura 3.25: F ssd del algoritmo MSKA calculado para sistemas de fase mı´ni-
ma, c=0.6, y no mı´nima, c=2, (trazo continuo y discontinuo, respectivamen-
te): (a) distribucio´n geome´trica de los polos y ceros de la respuesta al impulso
de un sistema de fase mı´nima al que se le desplaza el cero hasta sacarle fuera
de la circunferencia de radio unidad, hacie´ndole de fase no mı´nima; (b) F ssd
para una SNR = 4dB; (c) F ssd para una SNR = 8dB.
modificando previamente las observaciones como sigue:
zn = xˆn ⊗ h−n ⊗ δn+Q + e′n (3.142)
donde donde e′n = hQ−n⊗en es la componente de ruido aditivo modificado, y
se le denomina ruido coloreado. El ruido coloreado de (3.142) tiene un ancho
de banda definido por la respuesta al impulso y sus muestras ya no esta´n
incorrelacionadas. En la literatura este problema suele ignorarse, recurriendo
a un modelo ma´s simplificado que no incluye el ruido aditivo a la salida
[114], ignora´ndose el efecto que e´ste pueda tener en los resultados. Trabajos
recientes han propuesto minimizar el efecto del ruido coloreado a trave´s de
un doble filtrado sobre los resultados de la deconvolucio´n [59, 79].
En este experimento, se demuestra la robustez de la funcio´n de coste ε-
Huber que, a trave´s de su regularizacio´n impl´ıcita, permite minimizar el efecto
del ruido coloreado. Para mostrar su robustez se realizo´ una comparacio´n del
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Figura 3.26: Resultados obtenidos al aplicar el algoritmo de deconvolucio´n
MSKA a dos sen˜ales con respuesta al impulso de fase no mı´nima: (a) sen˜al
determinista de fase no mı´nima ruidosa, c = 1.4; (b) sen˜al determinista de
fase no mı´nima ruidosa, c = 2.0; (c) sen˜al dispersa estimada, c = 1.4; (d)
sen˜al dispersa estimada, c = 2.0
desempen˜o del me´todo MSKA frente a dos tipos de ruido: el coloreado, ob-
tenido a partir de (3.142), y una versio´n modificada que recupera el cara´cter
blanco de las observaciones modificadas. Las caracter´ısticas espectrales en
magnitud del ruido blanco se recuperaron a trave´s de la modificacio´n previa
de las muestras de error, tal como se ilustra en la Figura 3.27. Esto se lo-
gro´ filtrando las muestras de ruido aditivo con el inverso de la respuesta al
impulso.
emodn = en ⊗ h−1n (3.143)
donde h−1n es el inverso de la respuesta al impulso. Las muestras de ruido
modificadas se sumaron a la salida del modelo convolucional. Al aplicar el
algoritmo MSKA, el conjunto de observaciones yn se modifico´ filtrando con
el inverso temporal hQ−n obtenie´ndose las observaciones:
z′n =
{
xn ⊗ hn + emodn
}
⊗ hQ−n
= xn ⊗Khn + eblancon (3.144)
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Figura 3.27: Esquema que ilustra las modificaciones previas realizadas sobre
las muestras de ruido, filtradas con el inverso de la respuesta al impulso.
donde
eblancon = en ⊗ h−1n ⊗ hQ−n (3.145)
es la componente con caracter´ısticas espectrales en amplitud de ruido blanco
y Khn es el kernel de autocorrelacio´n.
A las observaciones modificadas segu´n (3.142) y (3.144), se aplico´ el al-
goritmo MSKA sobre 100 realizaciones. Los valores de para´metros o´ptimos
utilizados fueron los que se determinaron en el experimento de bu´squeda de
para´metros libres, es decir, C = 100 y γ = 10−6. Para las simulaciones se uti-
lizo´ la sen˜al dispersa determinista y la respuesta al impulso del Experimento
2, con lo cual el para´metro ε utilizado, calculado para cada SNR, es el que
minimiza la figura de me´rito F ssd. En la Tabla 3.14 se presentan los resul-
tados obtenidos para el valor promedio de MSE calculado para los tipos de
modificaciones sobre las observaciones. Los valores promedios MSE son bas-
tante parecidos en ambas situaciones, mientras que la desviacio´n esta´ndar del
MSE es ma´s pequen˜a para el caso de ruido coloreado. Estos resultados per-
miten determinar que el algoritmos MSKA conduce a buenas estimaciones de
la sen˜al dispersa incluso en situaciones donde se modifica las caracter´ısticas
estad´ısticas del ruido.
Ruido Gausiano Ruido Gausiano modificado
4 dB 8 dB 12 dB 20 dB 4 dB 8 dB 12 dB 20 dB
11.7±4.9 5.2±2.0 2.0±0.9 0.3±0.1 11.8±7.7 5.5±3.4 1.9±1.0 0.3±0.2
Tabla 3.14: MSE obtenido a partir de la DD de una sen˜al determinista con
el me´todo MSKA, donde se compara el efecto de modificar previamente las
muestras de ruido.
3.5.7. Experimento 7: aplicacio´n pra´ctica
Uno de los me´todos ma´s comu´nmente utilizados en estudios de s´ısmica
de reflexio´n consiste en muestrear varias veces un mismo punto del subsuelo,
teniendo como referencia un punto medio comu´n. En la Figura 3.28(a) se
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Figura 3.28: Procesamiento de sen˜ales s´ısmicas: (a) esquema que ilustra la
obtencio´n del CSPG en seis puntos diferentes, as´ı como un esquema para
el punto medio comu´n m6; (b) el concepto de multiplicidad; (c) esquema
para un u´nico trazo fuente-receptor del punto m6 e ilustracio´n del concepto
de apilamiento; (d) datos reales obtenidos de un conjunto CSPG [71]; (e)
trazas ma´s cercana y ma´s lejana del conjunto CSPG y dos formas esta´ndar
de representacio´n: trazo tipo WT y WTVA.
observa co´mo, bajo la suposicio´n de un u´nico estrato plano, la adquisicio´n se
realiza moviendo a lo largo de una l´ınea imaginaria una fuente s´ısmica y un
array de medidores. La principal ventaja del me´todo radica en que a partir
de la obtencio´n de varios registros sobre un mismo punto se mejora la SNR
[104]. Al nu´mero de veces que se muestrea un mismo punto se le conoce como
multiplicidad, y depende del nu´mero de medidores utilizados, de la separacio´n
102 CAP´ITULO 3. DECONVOLUCIO´N DE SEN˜ALES DISPERSAS MEDIANTE SVM
xn y
n
NMO ApilamientoDeconvol. Migración
Figura 3.29: Esquema general que muestra las tres te´cnicas ma´s importantes
en el procesamiento de sen˜ales s´ısmicas.
entre e´stos y de la separacio´n de los puntos fuente [153, 104]. Para simplificar
el ana´lisis, se asume que la onda se propaga a trave´s de medios homoge´neos,
iso´tropos y sin perdidas, es decir la velocidad en cada una de las capas que
forman el modelo del subsuelo es constante.
La Figura 3.28(a) muestra un array de 6 medidores separados uniforme-
mente por una distancia llamada intervalo de grupo (IG). El subsuelo se
estimula en 8 puntos fuente Sn, con una separacio´n entre s´ı igual a la mitad
del IG. Los puntos de reflexio´n se conocen con el nombre de puntos medios
y tienen una separacio´n igual a la de los puntos fuente. Cada estimulacio´n
genera un grupo de trazas con fuente comu´n (Common Source Point Gathe-
ring, CSPG) medidas por el array de sensores. El grupo de trazas comunes
a un punto medio forman el grupo de trazas de punto medio comu´n (Com-
mon Midpoint Gather, CMPG). En la Figura 3.28(b) se muestra que para la
configuracio´n del experimento se tiene que a partir del punto medio comu´n
m6, la multiplicidad es igual a 6. En general los experimentos se realizan con
configuraciones de multiplicidad alta con las que se consiguen SNR altas.
En la Figura 3.28(c) se muestra, a trave´s de un esquema simple formado
por un u´nico par fuente-receptor, la distribucio´n hiperbo´lica que adquieren
las trazas agrupadas entorno a un punto medio comu´n [104]. La distancia h,
del punto medio M al punto R, se conoce como distancia de desplazamiento.
El valor de tiempo to, que emplea la onda recorrer la distancia M-m6-M, se
conoce con el nombre de tiempo de la distancia de desplazamiento cero. A
partir de la Figura 3.28(c), y utilizando trigonometr´ıa ba´sica, se obtiene la
expresio´n siguiente: (vt
2
)2
=
(vto
2
)2
+ h2 (3.146)
donde v representa la velocidad de la onda, t el tiempo que emplea e´sta en
cubrir la distancia S-m6-R, y h es la distancia de desplazamiento u offset. Si
se reescribe (3.146) como a continuacio´n:( t
2
)2
− h
2
v2
=
(t2o
2
)
(3.147)
y ya que se ha supuesto que tanto v como to son constantes, la Ecuacio´n
(3.147) corresponde a la ecuacio´n de una hipe´rbole con coordenadas (h, t/2).
El conjunto de datos obtenidos a partir de un experimento de s´ısmica
de reflexio´n, tal como se describe en la Figura 3.28, involucra tres variables
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Coordenada Te´cnica de procesamiento de sen˜al
Tiempo (t) Deconvolucio´n
Desplazamiento (h) Correccio´n CMP (NMO) y apilamiento
Punto medio comu´n (m) Migracio´n
Tabla 3.15: Procesamiento de datos s´ısmicos.
importantes: el tiempo t, la distancia h y el punto medio comu´n m. Cada
una de estas variables se corresponde con tres me´todos de procesamiento di-
gital de sen˜al, a saber: deconvolucio´n, apilamiento y ana´lisis de velocidad, y
migracio´n, respectimamente. La Tabla 3.15 muestra por una parte la corres-
pondencia entre las coordenadas {t, h,m} y sus respectivas te´cnicas de pro-
cesamiento, mientras que, por otra parte, la Figura 3.29 muestra la secuencia
de ejecucio´n de estas te´cnicas. Previo a la aplicacio´n de cualquiera de e´stas
te´cnicas de procesado de sen˜al, se realizan sobre los registros varios tipos
de preprocesado, entre los cuales se pueden mencionar: el demultiplexado, la
edicio´n de trazas, la aplicacio´n de ganancias o la correccio´n esta´tica.
El intere´s de la presente aplicacio´n se centra en la deconvolucio´n de re-
gistros s´ısmicos del tipo CSPG. En la Figura 3.28(d) se muestra un conjunto
CSPG de sen˜ales s´ısmicas medidas a lo largo de una l´ınea de sensores de un
kilo´metro de longitud [71]. Para mejorar la presentacio´n visual del conjunto
de trazas, e´stas se representan como una imagen, donde la amplitud de la tra-
za se corresponde con una escala de grises previamente definida [71]. Debido
a que las trazas que forman el CSPG presentan rangos dina´micos muy altos,
se hace necesario, para mejorar la representacio´n visual, modificar el registro
a trave´s de la amplificacio´n y truncamiento de cada una de las trazas. As´ı,
la Figura 3.29(d) muestra el conjunto CSPG con una amplificacio´n y trunca-
miento de 4 dB, es decir, cada una de las trazas se amplifica 4 dB truncando
aquellos valores que superan ese valor. La Figura 3.28(e) muestra dos trazas
correspondientes a las mediciones realizadas por los sensores situados a 10
y 1000 metros, respectivamente. Adema´s, para la traza ma´s lejana se han
dibujado los dos tipos de representacio´n ma´s comu´nmente encontrados en la
literatura, a saber: el trazo de oscilacio´n (Wiggle Trace, WT) y el trazo de
oscilacio´n temporal de a´rea variable (Wiggle Trace Variable Area, WTVA).
Resultados de la deconvolucio´n. La deconvolucio´n s´ısmica require la es-
timacio´n previa de la onda s´ısmica. Los me´todos de deconvolucio´n tradicio-
nales tales como la DH y la DP suelen conducir a muy buenas estimaciones
de la onda s´ısmica, no as´ı de la sen˜al dispersa. Las Figuras 3.30(a) y 3.30(b)
muestran las ondas s´ısmicas de cada una de las trazas y el promedio de e´s-
tas, respectivamente, obtenidas a partir de las trazas de la Figura 3.28(d)
utilizando DP.
Utilizando la onda s´ısmica estimada ,y aplicando el algoritmo SVM-
MSKA a cada traza del CSPG, se estimo´ la sen˜al dispersa para cada una
104 CAP´ITULO 3. DECONVOLUCIO´N DE SEN˜ALES DISPERSAS MEDIANTE SVM
0 0.05 0.1 0.15 0.2 0.25
−5
0
5
10
Tiempo [seg]
am
pl
itu
d
(a) (b)
0 0.2 0.4 0.6 0.8 1
−0.5
0
0.5
1
Tiempo [seg]
A
m
pl
itu
d
0 0.2 0.4 0.6 0.8 1
−0.02
−0.015
−0.01
−0.005
0
0.005
0.01
0.015
Tiempo [seg]
A
m
pl
itu
d
(c) (d)
Figura 3.30: Estimacio´n de la onda s´ısmica: (a) obtenida traza a traza uti-
lizando DP; (b) onda s´ısmica obtenida promediando las ondas s´ısmicas es-
timadas de cada una de las trazas del CSPG; (c) valor normalizado para
la sen˜al dispersa estimada; (d) comparacio´n del valor verdadero de la traza
con su valor calculado a partir de la convolucio´n de la onda y sen˜al dispersa
estimadas.
de las trazas. Los para´metros libres utilizados se ajustaron de acuerdo a los
resultados obtenidos en los experimentos con sen˜ales sinte´ticas, γ= 10−6 y
C=100. El valor de ε empleado fue de ε=1x10−3.
La Figura 3.30(c) muestra los valores normalizados de una u´nica traza
del CSPG junto con el valor estimado de su sen˜al dispersa. Como una forma
de comprobar si el resultado para la sen˜al dispersa es adecuado la Figura
3.30(d) compara una traza estimada, calculada como la convolucio´n de la
onda s´ısmica y la sen˜al dispersa estimada, y su valor verdadero. La similitud
entre ambas sen˜ales indica la congruencia de la solucio´n obtenida.
Las Figuras 3.31(a), 3.31(b) y 3.31(c) muestran la sen˜al dispersa, la sen˜al
verdadera y la sen˜al estimada para varias trazas, respectivamente. Con el
objetivo de mejorar la visualizacio´n, estas Figuras solamente presentan un
segmento, entre los 0.3 y los 0.9 segundos. Adema´s, se utiliza la forma de
representacio´n esta´ndar WTVA que rellena de color la parte positiva de la
onda.
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Figura 3.31: Resultados de la deconvolucio´n aplicada sobre un conjunto
CSPG utilizando ε = 10−3: (a) conjunto de sen˜ales dispersas estimadas;
(b) conjunto de sen˜ales reconstruidas; (c) conjunto de sen˜ales originales.
Como se dijo en la introduccio´n de la presente aplicacio´n, la deconvolucio´n
so´lo representa una parte importante en las aplicaciones de caracterizacio´n
del subsuelo a trave´s de s´ısmica de reflexio´n. Los resultados obtenidos a trave´s
de e´sta permiten magnificar zonas de los registros distorsionadas por la onda
s´ısmica y por el ruido en la medida de los registros.
En la Figura 3.32 se muestran los resultados obtenidos con otros me´to-
dos de deconvolucio´n. Los me´todos de DD mediante filtro predictor, filtro de
Wiener y deconvolucio´n en el dominio de la frecuencia de las Figuras 3.30(a),
3.30(b) y 3.30(c), respectivamente, presentan resultados muy similares. Esto
tiene una explicacio´n bastante clara debido a que, como se dijo en el cap´ıtulo
anterior, estos me´todos conducen, bajo la suposicio´n de estad´ıstica Gausiana,
a la solucio´n LS. Estas soluciones no tienen un cara´cter disperso y, como se
observa, apenas se nota el efecto de compresio´n de onda s´ısmica [101] propio
de la DD de sen˜ales s´ısmicas. La Figura 3.32(d) presenta los resultados obte-
nidos a trave´s de una variante del algoritmo MG para DD ciega desarrollado
en [115]. La solucio´n mediante MG ciega solo permite realizar estimaciones
de aquellas zonas de la traza con energ´ıa alta, aquellas zonas donde la energ´ıa
de la sen˜al es muy baja no permiten la obtencio´n de valores de sen˜al dispersa.
106 CAP´ITULO 3. DECONVOLUCIO´N DE SEN˜ALES DISPERSAS MEDIANTE SVM
0 10 20 30 40 50 60
0.3
0.4
0.5
0.6
0.7
0.8
Ti
em
po
 [s
eg
]
Longitud [mts]
0 10 20 30 40 50 60
0.3
0.4
0.5
0.6
0.7
0.8
Ti
em
po
 [s
eg
]
Longitud [mts]
(a) (b)
940 950 960 970 980 990 1000
0.3
0.4
0.5
0.6
0.7
0.8
Ti
em
po
 [s
eg
]
Longitud [mts]
0 10 20 30 40 50 60
0.3
0.4
0.5
0.6
0.7
0.8
Ti
em
po
 [s
eg
]
Longitud [mts]
(c) (d)
Figura 3.32: Resultados de la deconvolucio´n aplicada sobre un conjunto
CSPG: (a) sen˜al dispersa obtenida mediante DP; (b) sen˜al dispersa obteni-
da mediante deconvolucio´n Wiener; (c) sen˜al dispersa obtenida con me´todo
de frecuencia; (d) sen˜al dispersa obtenida mediante MG ciego.
Como nota final puede decirse que la solucio´n mediante SVM produce
resultados dispersos de sen˜al. Por otra parte, las otras soluciones conducen
a estimaciones muy malas de la sen˜al dispersa. Es decir, si se reinterpreta la
deconvolucio´n como un me´todo de compresio´n de ondas [101], los me´todos de
DD mediante filtro predictor, filtro de Wiener y deconvolucio´n en la frecuen-
cia no son capaces de efectuar una compresio´n adecuada de la onda s´ısmica.
Cabe decir tambie´n, que la principal desventaja del algoritmo SVM-MSKA
es su coste computacional alto.
3.6. Conclusiones
La principal aportacio´n de este cap´ıtulo ha sido la introduccio´n de dos
algoritmos de DD no ciega. El algoritmo MPS presenta buenas prestaciones
en cuanto a regularizacio´n, pero su aplicacio´n directa se ve limitada por que
la solucio´n no tiene la dispersio´n buscada en este tipo de aplicaciones. El
algoritmo MSKA surge como una modificacio´n del algoritmo basado en el
MDS. Las principales caracter´ısticas del MSKA son su solucio´n dispersa,
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intr´ınseca en la naturaleza de los algoritmos SVM, y su robustez frente a
ruido de estad´ıstica no Gausiana.
A trave´s de varios experimentos se ha mostrado las capacidades de los al-
goritmos frente a diferentes situaciones: tipos de ruido (Gausiano, Laplaciano,
uniforme e impulsivo), tipo de sen˜al de entrada (aleatoria y determinista) y
caracter´ısticas en la fase (mı´nima y no mı´nima). Tambie´n, se han probado las
capacidades del algoritmo MSKA en datos reales correspondientes a un expe-
rimento de geof´ısica: la reflexio´n s´ısmica. Los resultados obtenidos a trave´s de
dicho experimento resaltan el cara´cter disperso de la solucio´n del algoritmo
SVM para deconvolucio´n.
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Cap´ıtulo 4
Deconvolucio´n homomo´rfica
En este cap´ıtulo se tiene intere´s en un tipo de sen˜al dispersa de caracte-
r´ısticas peculiares, que posee una transformada de Fourier igual al cociente
de dos sen˜ales paso bajo. La necesidad de disponer de un algoritmo que se
adapte a este caso particular ha conducido en la presente Tesis a estudiar,
aplicar, y ampliar algoritmos de DH en la estimacio´n de sen˜ales dispersas.
La DH esta´ ligada a dos conceptos muy importantes: los sistemas ho-
momo´rficos y el ana´lisis cepstral. El concepto de sistema homomo´rfico fue
introducido en [84], y permitio´ la generalizacio´n del principio de superposi-
cio´n de los sistemas lineales. Casi al mismo tiempo, y de forma separada, fue
introducido el concepto de cepstrum [10], el cual se definio´ como la transfor-
mada inversa de Fourier (TIF) del logaritmo del espectro de potencia de una
sen˜al. El cepstrum corresponde a un caso particular de sistema homomo´rfico
[86], aque´l para el que la operacio´n entre sen˜ales se define por el operador de
convolucio´n.
Este cap´ıtulo esta´ formado por cinco secciones principales. La primera sec-
cio´n hace una introduccio´n teo´rica al cepstrum complejo, y, particularmente,
al algoritmo de DH, estudiando los conceptos ma´s importantes, as´ı como los
problemas en su implementacio´n. La segunda seccio´n analiza el problema de
la DH de sen˜ales limitadas en banda, revisando los me´todos que proponen
la traslacio´n de la sen˜al a un espacio de sen˜al de banda completa. La ter-
cera seccio´n formula un problema particular de DD, donde la transformada
de Fourier de la sen˜al dispersa esta´ formada por el cociente de dos sen˜ales
limitadas en banda. La cuarta seccio´n presenta la segunda contribucio´n de
la presente Te´sis, esto es, se utiliza una modificacio´n al algoritmo de DH
propuesto en [70] para su aplicacio´n en problemas donde la sen˜al dispersa en
el dominio de la frecuencia esta´ formada por el cociente de dos sen˜ales paso
bajo; dicha DD se realiza trasladando las sen˜ales limitadas en banda a un
dominio de sen˜ales de banda completa. Finalmente se realiza un conjunto de
simulaciones y experimentos sobre sen˜ales sinte´ticas que permiten evaluar las
prestaciones de los algoritmos.
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4.1. Generalidades del cepstrum complejo
El cepstrum fue empleado en [10] utilizando u´nicamente la magnitud de
la transformada de Fourier de la sen˜al. La incorporacio´n de la fase condujo
al concepto ma´s general denominado cepstrum complejo (CC) [86]. El CC no
debe interpretarse como que e´ste es una funcio´n compleja, de hecho el CC de
una sen˜al real es una sen˜al real [87].
La presente seccio´n esta´ formada por cuatro subsecciones. En la primera
se define formalmente el CC, introduciendo la notacio´n a utilizar en el resto
del cap´ıtulo. La segunda explica el concepto de CC dentro del marco de
los sistemas homomo´rficos. En la tercera, y a partir de la representacio´n
cano´nica, se muestra la forma de calcular nume´ricamente el valor del CC.
Finalmente, se introduce la DH desde el enfoque de la Teor´ıa de Sistemas.
4.1.1. Definicio´n del CC
Conside´rese una sen˜al de tiempo discreto x[n] cuya transformada Z (TZ)
se expresa como a continuacio´n:
X(z) =
+∞∑
n=−∞
x[n]z−n = |X(z)|ej]X(z) (4.1)
donde |X(z)| y ]X(z) representan la magnitud y el a´ngulo de la TZ compleja
X(z), respectivamente. El logaritmo complejo de X(z) se define [33] como:
Xˇ(z) = log[X(z)] =
= log
[|X(z)|ej]X(z)] =
= log|X(z)|+ j]X(z) (4.2)
El CC xˇ[n] de la sen˜al de tiempo discreto x[n], se calcula aplicando la TZ
inversa:
xˇ[n] =
1
2pij
∮
log
[
X(z)
]
zn−1dz (4.3)
donde el CC xˇ[n] debe cumplir con la condicio´n necesaria de ser una sen˜al
estable [87], para lo cual la regio´n de convergencia, donde se aplica la in-
tegracio´n de contorno, debe incluir la circunferencia de radio unidad. Esta
condicio´n define la TZ del CC Xˇ(z) como una sen˜al de tiempo discreto esta-
ble, es decir, e´sta posee una representacio´n convergente en series de potencias
[87].
La condicio´n de estabilidad del CC permite representarlo utilizando la
TIF, como sigue:
xˇ[n] =
1
2pi
∫ pi
−pi
Xˇ(ejω)ejωndω (4.4)
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Figura 4.1: Principio generalizado de superposicio´n: (a) el concepto de trans-
formacio´n lineal ligado al principio de superposicio´n se ha generalizado a
trave´s de una transformacio´n no lineal, H, definida como un sistema homo-
mo´rfico; (b) un sistema homomo´rfico representado a trave´s de tres subsiste-
mas.
donde Xˇ(ejω) es la transformada de Fourier de xˇ[n], que corresponde al caso
particular z = ejω de (4.2) y que se escribe como:
Xˇ(ejω) = log|X(ejω)|+ j]X(ejω) (4.5)
donde el a´ngulo ]X(ejω) representa la respuesta en frecuencia de la fase, la
cual tiene un cara´cter ambiguo, es decir, se puede sumar cualquier mu´ltiplo
entero de 2pi en cualquier valor de frecuencia sin que cambie Xˇ(ejω) [33].
La existencia de Xˇ(ejω) requiere que e´sta sea perio´dica con periodo igual
a 2pi, y por tanto, la funcio´n de fase ]X(ejω) debe ser una funcio´n de ω,
continua y de periodo 2pi. Adema´s, el CC de sen˜ales reales es, tambie´n, una
sen˜al real, y por tanto Xˇ(ejω) es una funcio´n compleja sime´trica conjugada.
Es decir, la funcio´n de fase es una funcio´n continua de ω, perio´dica con
periodo 2pi y de simetr´ıa impar.
El ca´lculo nume´rico de la funcio´n de fase es un tema abierto de inves-
tigacio´n [60, 82] y los resultados obtenidos en DH dependen de las buenas
prestaciones que posean los algoritmos al enfrentar este problema.
En la siguiente seccio´n se introduce el ana´lisis cepstral dentro del marco
de los sistemas homomo´rficos. Dicho enfoque permite estudiar la DH desde
el punto de vista de ana´lisis de sistemas.
4.1.2. Generalizacio´n del principio de superposicio´n
Algebraicamente, el principio de superposicio´n se interpreta como una
transformacio´n lineal en el mismo espacio vectorial al que pertenece la se-
n˜al de entrada x[n] [124]. Matema´ticamente, sea T la transformacio´n que el
sistema hace sobre la sen˜al de entrada, sean dos sen˜ales de entrada cuales-
quiera x1[n] y x2[n], y sea un escalar c ∈ C, se tiene que, por el principio de
superposicio´n [87] se cumplen las dos propiedades siguientes:
T
{
x1[n] + x2[n]
}
= T
{
x1[n]
}
+ T
{
x2[n]
}
(4.6)
T
{
cx1[n]
}
= cT
{
x1[n]
}
(4.7)
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La extensio´n del principio de superposicio´n (4.6)-(4.7) a casos no lineales
fue introducida en [84, 86] y se denomino´ principio de superposicio´n generali-
zado. Matema´ticamente, si se denota por H a la operacio´n de transformacio´n
generalizada, 2 al operador que combina las sen˜ales de entrada, · al operador
que combina sen˜ales de entrada con escalares, ¯ al operador que combina las
sen˜ales de salida y ¦ al operador que combina sen˜ales de salida con escalares,
es posible extender las propiedades que definen el principio de superposicio´n
(4.6)-(4.7), como sigue:
H
{
x1[n]2x2[n]
}
= H
{
x1[n]
}¯H{x2[n]} (4.8)
H
{
c · x[n]} = c ¦H{x[n]} (4.9)
Los sistemas que cumplen con (4.8)-(4.9) se denominan sistemas lineales
generalizados o sistemas homomo´rficos, debido a la analog´ıa que existe con
el concepto de homomorfismo de la Teor´ıa de Grupos, interpreta´ndose como
transformaciones algebraicas en espacios de sen˜al [87].
Tal como se ilustra en la Figura 4.1, cualquier sistema homomo´rfico puede
descomponerse en tres subsistemas homomo´rficos conectados en cascada, y
esta configuracio´n se conoce como representacio´n cano´nica [87]. El primer
sistema depende del operador de entrada 2, el segundo es un sistema lineal
L, y el tercero es un sistema que depende solo del operador de salida ¯.
El sistema asociado al operador de entrada D2[·] se conoce como sistema
caracter´ıstico de entrada, y al sistema asociado al operador de salida D¯[·]
como sistema caracter´ıstico de salida.
En la siguiente subseccio´n se estudia un tipo de sistema caracter´ıstico
utilizado en la deconvolucio´n de sen˜ales.
4.1.3. Sistema caracter´ıstico para la convolucio´n
El CC de una sen˜al de tiempo discreto puede formularse, dentro del marco
de los sistemas lineales generalizados, a trave´s de la utilizacio´n de un siste-
ma homomo´rfico que transforma sen˜ales convolucionadas a la entrada en la
suma de e´stas a la salida. De esta manera, el CC de una sen˜al de tiempo
discreto x[n] = x1[n] + x2[n] define como operador de entrada al operador
de convolucio´n ⊗, al operador de salida como el operador suma +, y a la
transformacio´n no lineal como el sistema caracter´ıstico D⊗[·]. Aplicando las
propiedades de superposicio´n generalizada (4.8)-(4.9), se tiene:
D⊗
[
x[n]
]
= D⊗
[
x1[n]⊗ x2[n]
]
=
= D⊗
[
x1[n]
]
+D⊗
[
x2[n]
]
=
= xˇ1[n] + xˇ2[n] = xˇ[n] (4.10)
donde las sen˜ales xˇ1[n], xˇ2[n], xˇ[n] corresponden al CC de x1[n], x2[n] y x[n],
respectivamente.
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Figura 4.2: Operador de convolucio´n como sistema caracter´ıstico: (a) repre-
sentacio´n cano´nica; (b) aproximacio´n usando la DFT.
Utilizando el sistema caracter´ıstico D⊗[·] y su sistema inverso D−1⊗ [·], la
Figura 4.2(a) muestra la representacio´n cano´nica de la clase de sistemas ho-
momo´rficos cuyas sen˜ales de entrada y salida esta´n combinadas a trave´s del
operador de convolucio´n. Para una sen˜al de entrada x[n] = x1[n] ⊗ x2[n], la
salida esta´ dada por:
y[n] = y1[n]⊗ y2[n] (4.11)
donde y1[n] e y2[n] son las respuestas del sistema a las entradas x1[n] y x2[n],
respectivamente.
La implementacio´n nume´rica de los sistemas caracter´ısticos D⊗[·] y D−1⊗ [·]
se muestra en la Figura 4.2(b), donde las DFT se calculan utilizando el algo-
ritmo de la FFT. Adema´s, el sistema L puede ser cualquier sistema lineal, y
su papel es el de eliminar o modificar cualquiera de las componentes del CC
de entrada. Este tipo de aplicaciones se introdujo en el Cap´ıtulo 2 como DH,
y en las secciones siguientes se presentan ma´s detalles sobre su implementa-
cio´n.
4.1.4. Deconvolucio´n homomo´rfica de sen˜ales
Existen algunas consideraciones a tener en cuenta antes de usar el sistema
lineal L de la Figura 4.2(a) como me´todo de DH. Primero, debe observarse
que la entrada a dicho sistema no es una sen˜al de tiempo discreto, sino el
CC de e´sta. En segundo lugar, L no es invariante en el tiempo, sino en la
frecuencia [87], lo que modifica el concepto de filtrado de frecuencias. La
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Figura 4.3: Caso ideal en DH: la componente de sen˜al de la izquierda, de
variacio´n lenta, y la de la derecha, de variacio´n ra´pida, esta´n claramente
separadas.
relacio´n entre la sen˜al de entrada y la sen˜al de salida en este tipo de sistemas
viene dada por la ecuacio´n:
yˇ[n] = l[n]xˇ[n] (4.12)
donde l[n] es el sistema lineal invariante en la frecuencia, y desempen˜a la
funcio´n de filtro homomo´rfico.
Los sistemas invariantes en la frecuencia son de mucha utilidad pra´ctica
cuando las componentes del CC no se solapan. Por ejemplo, en el caso ideal
que se muestra en la Figura 4.3, la sen˜al de entrada x[n] = x1[n] ⊗ x2[n]
tiene un CC xˇ[n] = xˇ1[n] + xˇ2[n] cuyas componentes esta´n suficientemente
separadas. As´ı, se puede decir que el CC esta´ formado por dos partes: una
componente que cambia suavemente, que corresponde a xˇ1[n], y otra que
experimenta cambios muy ra´pidos, formada por xˇ2[n].
Cada una de las componentes del CC puede separarse u´nicamente si e´stas
no se solapan. Es decir, existe un punto n0 tal que:
xˇ1[n] = 0, ∀n ≥ n0
xˇ2[n] = 0, ∀n ≤ n0
Para el caso separable, como puede verse, es necesario encontrar el punto
n0 que hace el papel de frecuencia de corte en los filtros homomo´rficos. Por
ejemplo, si se quiere eliminar la componente de oscilacio´n ra´pida se puede
recurrir a un filtro cuya respuesta en el dominio temporal sea como la que se
muestra en la Figura 4.4(a). Si, en cambio, se desea eliminar la componente de
oscilacio´n lenta, el filtro homomo´rfico a aplicar debe tener las caracter´ısticas
presentadas en la Figura 4.4(b). La seleccio´n de los para´metros libres N1 y
N2 se obtienen a partir del conocimiento a priori de las caracter´ısticas de la
sen˜al a deconvolucionar, y algunos criterios para su seleccio´n se presentan en
[12, 13, 137]. Adema´s, debido al cara´cter perio´dico del CC, el filtro invariante
4.2. DH DE SEN˜ALES LIMITADAS EN BANDA 115
l [ ]n
N1
N2
l [ ]n
N1N2
(a) (b)
N2
N N 1--
-
N2N N 1--
-
--
Figura 4.4: Filtros en el dominio cepstral: (a) paso corto; (b) paso largo.
en frecuencia debe de poseer periodicidad, como puede verse en las Figuras
4.4(a) y 4.4(b).
4.2. DH de sen˜ales limitadas en banda
En muchas de las aplicaciones que se encuentran en la pra´ctica de proce-
sado de sen˜al se trabaja con sen˜ales limitadas en banda. Esto representa un
problema para el ca´lculo directo del CC, ya que la funcio´n logaritmo comple-
jo calculada sobre los intervalos de respuesta nula esta´n indeterminados. A
lo largo del desarrollo y refinamiento de los me´todos de DH, se han propues-
tos me´todos que buscan solucionar este problema, a trave´s de la conversio´n
de las sen˜ales limitadas en banda a sen˜ales de banda completa. En [85], la
transformacio´n se realiza interpolado, diezmando y filtrado en el dominio de
la frecuencia. El problema que presenta este me´todo esta´ relacionado con los
valores a los que hay que ajustar los interpoladores, diezmadores y las fre-
cuencias de corte de los filtros. Posteriormente, se propuso en [70] construir
una sen˜al suplemental de banda completa que se an˜ade a la sen˜al original
[70]. Este me´todo se describe en la presente seccio´n.
Conside´rese una sen˜al paso banda x[n] = r[n] ⊗ w[n] donde r[n] es un
tren de impulsos y w[n] es una onda que satisface las propiedades del CC. Se
definen las sen˜ales Xrec(z) e Y (z) como sigue:
Xrec(z) = X(z) + ² (4.13)
Y (z) = Xrec(z) + S(z) (4.14)
donde ² es una constante que se agrega a X(z) evitando valores de frecuencia
cercanos o iguales a cero, y la sen˜al S(z) es la sen˜al suplemental que se define
como:
S(z) = Xrec(z) + Si(z) (4.15)
donde la sen˜al Si(z) presenta las siguientes caracter´ısticas:
es una sen˜al IIR de segundo orden, de fase mı´nima y de espectro suave;
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sus polos esta´n localizados en:
ωc =

pi + ω2
2
, si ω1 ≤ pi − ω2
ωc
2
, otro caso;
su ancho de banda se calcula a partir del radio del polo segu´n la relacio´n
BW ≈ 2(1− r)/√r.
El procedimiento constructivo se empieza reescribiendo (4.14) como sigue:
Y (z) = S(z)
[Xrec(z)
S(z)
+ 1
]
(4.16)
Si se define Φ(z) = Xrec(z)
S(z)
+1 y se aplica la funcio´n logaritmo complejo a
(4.16), se tiene:
Yˇ (z) = log
[
S(z)
]
+ log
[
Φ(z)
]
=
= Sˇ(z) + Φˇ(z) (4.17)
Considerando la condicio´n |Xrec(z)
S(z)
< 1| es posible escribir Φˇ(z) en serie
de potencias como sigue:
Φˇ(z) = −
∞∑
n=1
(−1)n
n
[
Xrec(z)
S(z)
]n
=
=
[
Xrec(z)
S(z)
]{
1− 1
2
[
Xrec(z)
S(z)
]
+
1
3
[
Xrec(z)
S(z)
]2
− . . .
}
=
=
[
Xrec(z)
S(z)
]
Γ(z) (4.18)
donde Γ(z) se define como:
Γ(z) =
{
1− 1
2
[
Xrec(z)
S(z)
]
+
1
3
[
Xrec(z)
S(z)
]2
− . . .
}
(4.19)
Si se define la funcio´n logaritmo complejo de Φˇ(z) como Ψ˜(z) = log
[
Φˇ(z)
]
y se aplica en (4.17) y (4.18) se tiene:
Ψ˜(z) = log
[
Φˇ(z)
]
= (4.20)
= log
[
Yˇ (z)− Sˇ(z)] = (4.21)
= log
[
Xrec(z)
]− log[S(z)]+ log[Γ(z)] = (4.22)
= Xˇrec(z)− Sˇ(z) + Γˇ(z) (4.23)
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de donde se obtiene una expresio´n para Xˇrec(z) en funcio´n de la TZ de las
observaciones, la TZ de la sen˜al suplemental y la serie Γ(z), como sigue:
Xˇrec(z) = log
[
Yˇ (z)− Sˇ(z)]+ Sˇ(z)− Γˇ(z) (4.24)
La expresio´n para Xˇrec(z) obtenida a trave´s del procedimiento anterior
corresponde a una transformacio´n de una sen˜al paso banda a una de banda
completa [70]. Este procedimiento resuelve el problema de la funcio´n loga-
ritmo complejo cuando se aplica a sen˜ales de banda limitada, ya que se ha
incrementado aquellos valores de potencia que producen resultados indeter-
minados. Tambie´n, Xrec(z) esta´ bien definida ya que siempre es posible cons-
truir una sen˜al suplemental S(z) y, adema´s, las sen˜ales Yˇ (z), Sˇ(z) y Γˇ(z)
esta´n bien definidas [70].
En la Tabla 4.1 se resume el algoritmo para la DH usando sen˜al suplemen-
tal, tal como fue propuesto en [70, 140]. En la siguiente seccio´n se formula un
problema particular de sen˜al donde las sen˜ales de entrada y salida del SLIT
son sen˜ales perio´dicas y de banda limitada.
4.3. DH como identificador de sistemas
Como se definio´ en el Cap´ıtulo 2, la DD no ciega parte del conocimiento
de la sen˜al de salida y la respuesta al impulso o la sen˜al de entrada del SLIT.
En el Cap´ıtulo 3 se desarrollaron ejemplos y simulaciones donde se conoc´ıa
la entrada y la respuesta al impulso. Por otro lado, en esta seccio´n se estudia
un modelo de sen˜al donde se conoce la sen˜al de salida y la sen˜al de entrada,
con la peculiaridad an˜adida de que e´stas son perio´dicas y de banda limitada.
La Figura 4.5 muestra un esquema donde se ilustra el modelo de sen˜al a
utilizar, problema que tambie´n suele conocerse como identificacio´n de siste-
mas. En esta aplicacio´n se considera que el sistema a identificar corresponde a
una sen˜al dispersa de longitud finita. La funcio´n de transferencia del sistema
de la Figura (4.5) esta´ dada por:
I(z) =
P (z)
Q(z)
(4.25)
donde Q(z), P (z) e I(z) corresponde a la TZ de la sen˜al de entrada, la sen˜al
de salida y la respuesta al impulso, respectivamente.
Tal como se describio´ en el Cap´ıtulo 2, la solucio´n directa mediante DFT
es muy sensible a errores en los datos, introducidos por la componente de
ruido. Adema´s Q(z) es de banda limitada y por tanto I(z) se vuelve indeter-
minada. Este problema se puede resolver si, en lugar de realizar el cociente
directo de (4.25), se calcula el logaritmo complejo de e´sta, como sigue:
Iˇ(z) = Pˇ (z)− Qˇ(z) (4.26)
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Paso 1. Calcular el espectro X(ejw) de la secuencia x[n] y determinar
de manera aproximada el ancho de banda de la sen˜al suplemental (BW)
que hace que e´sta sea de banda completa.
Paso 2. Calcular las frecuencias de los polos wc de la sen˜al si[n] a partir
de las frecuencias de corte w1 y w2.
Paso 3. Calcular el radio del polo r a partir del ancho de banda.
Paso 4. Con los valores de radio y frecuencia de localizacio´n de los polos
construir la sen˜al Si como la respuesta de un sistema IIR de segundo
orden.
Paso 5. Calcular Xrec(e
jw) y S(ejw) = Xrec(e
jw) + Si(e
jw).
Paso 6. Calcular las constantes G, β1 y β2 y escalar las sen˜ales del paso
anterior tal como se explica en [70].
Paso 7. Crear Y (z) con las sen˜ales escaladas del paso anterior y obtener
Xˇrec(z).
Paso 8. A partir de Xˇrec(z), obtener xˇrec[n] mediante filtrado homo-
mo´rfico.
Tabla 4.1: Algoritmo de DH usando el me´todo de la sen˜al suplemental.
Aplicando la TZ inversa se obtiene la expresio´n del CC de la respuesta al
impulso:
iˇ[n] = pˇ[n]− qˇ[n] (4.27)
donde qˇ[n], pˇ[n] e iˇ[n] corresponde al CC de la entrada, la salida y la respuesta
al impulso, respectivamente. Puede observarse que en (4.27) se ha resuelto el
problema de la divisio´n por valores de frecuencias iguales o cercanos a cero
de Q(z), ya que el cociente de (4.25) se ha transformado en una diferencia
de sen˜ales. Pero la estimacio´n de la respuesta al impulso no esta´ del todo
resuelta, ya que las funciones Qˇ(z) y Pˇ (z) se vuelven indeterminadas para
aquellos valores de Q(z) y P (z), respectivamente, con valores cercanos o
iguales a cero.
La solucio´n a este problema se encuentra en la transformacio´n previa
de las sen˜ales de banda limitada a sen˜ales de banda completa, tal como se
explico´ en la seccio´n anterior. Este nuevo dominio de sen˜al se conoce con el
nombre de Dominio Suplemental (DS) y su aplicacio´n en la estimacio´n de la
respuesta al impulso (4.25) se estudia en la siguiente seccio´n.
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Figura 4.5: SLIT con entrada y salida perio´dicas de banda limitada.
4.4. DH en el Dominio Suplemental
El procedimiento para estimar la respuesta al impulso de (4.25) sigue
los pasos establecidos en la Seccio´n 4.2. As´ı, se definen las sen˜ales Prec(z) y
Qrec(z) como sigue:
Prec(z) = P (z) + ² (4.28)
Qrec(z) = Q(z) + ² (4.29)
A partir de las cuales se construye sus respectivas sen˜ales suplementales
como:
SP (z) = Prec(z) + Si(z) (4.30)
SQ(z) = Qrec(z) + Si(z) (4.31)
donde la sen˜al Si(z) es la misma para Q(z) y P (z) y se calcula siguiendo el
algoritmo descrito en la Tabla 4.1. Utilizando (4.30) y (4.31) se construyen
las sen˜ales de banda completa siguientes:
YP (z) = Prec(z) + SP (z) (4.32)
YQ(z) = Qrec(z) + SQ(z) (4.33)
donde YQ(z) e YP (z) son sen˜ales de banda completa. El cociente entre (4.32)
y (4.33) esta´ dado por:
YI(z) =
YP (z)
YQ(z)
=
Prec(z) + SP (z)
Qrec(z) + SQ(z)
=
=
SP (z)
[
Prec(z)
SP (z)
+ 1
]
SQ(z)
[
Qrec(z)
SQ(z)
+ 1
] =
=
SP (z)ΦP (z)
SQ(z)ΦQ(z)
(4.34)
donde ΦP =
Prec(z)
SP (z)
+ 1 y ΦQ =
Qrec(z)
SQ(z)
+ 1. Aplicando la funcio´n logaritmo
complejo a (4.34) se obtiene:
YˇI(z) = log[YI(z)] = YˇP (z)− YˇQ(z) =
= SˇP (z)− SˇQ(z) + ΦˇP (z)− ΦˇQ(z) (4.35)
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Desarrollando ΦˇP (z) y ΦˇQ(z) en series de potencias se tiene:
ΦˇP (z) =
Prec(z)
SP (z)
ΓP (z) (4.36)
ΦˇQ(z) =
Qrec(z)
SQ(z)
ΓQ(z) (4.37)
donde las variables ΓP (z) y ΓQ(z) se definen como:
ΓP (z) = 1− 1
2
[Prec(z)
SP (z)
]
+
1
3
[Prec(z)
SP (z)
]2
+ . . . (4.38)
ΓQ(z) = 1− 1
2
[Qrec(z)
SQ(z)
]
+
1
3
[Qrec(z)
SQ(z)
]2
+ . . . (4.39)
donde al igual que en (4.19), los cocientes en (4.38) y (4.39) esta´n sujetos a
|Prec(z)
SP (z)
| < 1 y |Qrec(z)
SQ(z)
| < 1. Si se define la funcio´n Ψ˜(z) como el logaritmo
complejo de Ψ˜(z) = log[ΦˇP (z)− ΦˇQ(z)] y se sustituye en (4.35) se tiene:
Ψ˜ = log
[
ΦˇP (z)− ΦˇQ(z)
]
=
= log
[
Prec(z)
SP (z)
ΓP (z)− Qrec(z)
SQ(z)
ΓQ(z)
]
=
= log
{
Prec(z)
Qrec(z)
[
ΓP (z)Qrec(z)
SP (z)
− Q
2
rec(z)ΓQ(z)
SQ(z)Prec(z)
]}
=
= Pˇrec(z)− Qˇrec(z) + log[RES(z)] (4.40)
donde RES(z) es una variable introducida para simplificar los te´rminos en
series de la ecuacio´n anterior, reescribiendo para Pˇrec(z)− Qˇrec(z) se tiene:
Iˇrec(z) = Pˇrec(z)− Qˇrec(z) = Ψ˜(z)− log[RES(z)] (4.41)
donde Iˇrec(z) representa la funcio´n de transferencia del sistema de la Figura
4.5 en el DS. La Ecuacio´n (4.41) corresponde a la transformacio´n de banda
completa de (4.27), es decir, la resta de las sen˜ales de presio´n y flujo se
realiza en el DS. Este nuevo enfoque introduce dos cuestiones fundamentales:
en primer lugar, el cociente espectral de sen˜ales se transforma en una resta
espectral de sen˜ales y, en segundo lugar, la transformacio´n de las sen˜ales de
presio´n y flujo con ancho de banda paso bajo a ancho de banda completa.
En una aplicacio´n de este tipo, con sen˜ales limitadas en banda, el cambio de
cociente espectral a resta espectral de sen˜ales y la transformacio´n al DS son
cuestiones fundamentales.
En la siguiente seccio´n se desarrollan varias simulaciones que permiten
ilustrar muchas de las propiedades de la DH tal como han sido presentadas
en este cap´ıtulo.
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4.5. Simulaciones y Experimentos
A continuacio´n se presentan cuatro experimentos realizados sobres sen˜a-
les sinte´ticas. Los experimentos llevan un orden incremental de dificultad y
permiten evaluar las capacidades y limitaciones de los me´todos de DH. El
primer experimento compara resultados teo´ricos, a trave´s de la obtencio´n de
una expresio´n matema´tica para el CC de una sen˜al, con resultados obtenidos
utilizando el me´todo directo (MD). Adema´s, e´ste experimento permite mos-
trar la mayor parte de los problemas encontrados en el ca´lculo nume´rico del
CC. El segundo experimento an˜ade un grado ma´s de complejidad al hacer
que la sen˜al de variacio´n suave sea de banda limitada, para ello se utiliza el
modelo matema´tico de una onda s´ısmica [70]. El tercer experimento es una
aproximacio´n sinte´tica al problema que ha motivado este cap´ıtulo, y consiste
de un sistema lineal disperso cuya entrada y salida esta´n formadas por sen˜ales
perio´dicas de banda limitada. El u´ltimo experimento consiste en una modifi-
cacio´n del tercer experimento que incluye el efecto de reflexiones, e´ste modelo
es una aproximacio´n ma´s realista del modelo que caracteriza la impedancia
a la entrada de la aorta y que se estudiara´ en el siguiente cap´ıtulo.
4.5.1. MD de DH
Este primer experimento se ha tomado de [87] y tiene por objetivo ana-
lizar el CC de sen˜ales con diferentes caracter´ısticas de fase, mı´nima o mixta,
y caracter´ısticas temporales, variacio´n suave o variacio´n impulsiva disper-
sa. Tambie´n el ejemplo permite mostrar los problemas que surgen cuando
se calcula nume´ricamente el CC. Las sen˜ales a convolucionar se escogen de
tal forma que es posible calcular expresiones matema´ticas cerradas, del ti-
po polino´mico racional, para sus transformadas Z. Conside´rese una sen˜al de
tiempo discreto que se origina a partir de la convolucio´n de dos sen˜ales como
se muestra a continuacio´n:
y[n] = x[n]⊗ h[n] (4.42)
donde x[n] y h[n] representan la sen˜al dispersa de entrada y la respuesta
al impulso, respectivamente. La sen˜al dispersa esta´ forma de tres impulsos
separados N0 muestras entre s´ı, con un valor de amplitud decreciente expo-
nencialmente. Matema´ticamente se escribe como:
x[n] = δ[n] + βδ[n−N0] + β2δ[n− 2N0] (4.43)
La respuesta al impulso utilizada es una sen˜al sinusoidal amortiguada
decreciente tipo FIR, dada por:
h[n] = b0w[n] + b1w[n− 1] (4.44)
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donde w[n] es igual a:
w[n] =
rn
2sin2θ
{
cos(θn)− cos
[
θ(n+ 2)
]}
u[n], θ 6= 0, pi (4.45)
y que corresponde a una sen˜al IIR con un polo complejo conjugado situado
en re±jθ.
Las Figuras 4.6(a), 4.6(b), 4.6(c) muestran las sen˜ales h[n], x[n] e y[n],
respectivamente, utilizando los valores de para´metros espec´ıficos siguientes:
b0 = 0.98, b1 = 1, β = r = 0.9, θ = pi/6, N0 = 15.
Tal como se observa en las Figuras 4.6(d) y 4.6(e), la respuesta en fre-
cuencia de h[n] es paso bajo con fase no lineal. Esta sen˜al es una versio´n
simplificada de modelos ma´s complejos encontrados en aplicaciones pra´cticas
de ana´lisis y procesado de sen˜al. La simplicidad del modelo puede observarse
a partir de la TZ de h[n], que viene dada por:
H(z) =
b0 + b1z
−1
(1− rejθz−1)(1− re−jθz−1) (4.46)
Esta ecuacio´n solo presenta un pico de resonancia. Normalmente, en las
aplicaciones de tratamiento digital de voz y s´ısmica de reflexio´n se tienen mo-
delos con, al menos, diez picos de resonancia [87]. A pesar de su simplicidad,
el modelo presenta todas las propiedades del CC de una sen˜al digital cuya
TZ es racional.
Ca´lculo anal´ıtico del CC. Primero se reescribe la expresio´n para la TZ de
h[n] de la siguiente manera:
H(z) =
b1z
−1
[
1 + b0
b1
z
]
(1− rejθz−1)(1− re−jθz−1) (4.47)
El factor z−1 en el numerador de (4.47) conduce a dificultades teo´ricas,
ya que introduce una componente lineal en el a´ngulo del logaritmo de H(z),
produciendo discontinuidades en las frecuencias de fase ω = ±pi de Hˇ(z),
con lo cual Hˇ(z) no sera´ anal´ıtica en el c´ırculo unitario. Para soslayar dicho
problema, se multiplica H(z) por z, cuyo efecto en el dominio temporal es un
desplazamiento hacia la izquierda de la sen˜al digital, es decir, h[n] se adelanta
a h[n+1]. El adelanto tambie´n afecta a y[n], y esto debera´ tenerse en cuenta
al interpretar los resultados finales.
Se reescribe la expresio´n para H(z), sin el factor z−1, como sigue:
H(z) =
b1
[
1 + b0
b1
z
]
(1− rejθz−1)(1− re−jθz−1) (4.48)
Aplicando la funcio´n logaritmo a (4.48) y luego calculando su TZ inversa,
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Figura 4.6: Sen˜ales sinte´ticas: (a) respuesta al impulso; (b) sen˜al dispersa;
(c) convolucio´n de ambas; (d) magnitud de Y (ejω); (e) valor principal del
a´ngulo de Y (ejω); (f) valor principal del a´ngulo sin componente de fase lineal
de Y (ejω); (g) fase desenrrollada de Y (ejω).
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se tiene que el cepstrum de la respuesta al impulso hˇ[n] viene dado por:
hˇ[n] =

log|b1| , n = 0,
1
n
[
(rejθ)n + (re−jθ)n
]
, n > 0,
1
n
(−b0
b1
)−n
, n < 0,
(4.49)
Para determinar xˇ[n], primero se calcula la TZ de x[n], la cual viene dada
por:
X(z) = 1 + βz−N0 + β2z−2N0 =
1− β3z−3N0
1− βz−N0 (4.50)
Aplicando la funcio´n logaritmo complejo a X(z), se obtiene:
Xˇ(z) = log
(
1− β3z−3N0
)
− log
(
1− βz−N0
)
(4.51)
y ya que β < 1, se utiliza la expansio´n en series de potencias como sigue:
Xˇ(z) = −
∞∑
k=1
β3k
k
z−3N0k +
∞∑
k=1
βk
k
z−N0k (4.52)
Aplicando la TZ inversa se obtiene el CC para la sen˜al dispersa de entrada,
el cual esta´ dado por:
xˇ[n] = −
∞∑
k=1
β3k
k
δ[n− 3N0k] +
∞∑
k=1
βk
k
δ[n−N0k] (4.53)
El CC de la sen˜al (4.42) se obtiene mediante la suma del CC de la res-
puesta al impulso (4.49) y de la sen˜al dispersa de entrada (4.53):
yˇ[n] = hˇ[n] + xˇ[n] (4.54)
Las Figuras 4.7(a) y 4.7(b) muestran el CC de la respuesta al impulso y
de la sen˜al dispersa de entrada, respectivamente. Es importante hacer notar
las siguientes observaciones:
la sen˜al h[n] es de fase mixta y su cepstrum hˇ[n] esta´ definido para
tiempos positivos y negativos;
la sen˜al h[n] es de variacio´n suave y, por tanto, su cepstrum se concentra
entorno al origen (como puede observarse en (4.49), su valor decae
exponencialmente);
la sen˜al x[n] es de fase mı´nima y su cepstrum xˇ[n] solo esta´ definido
para valores positivos de tiempo;
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Figura 4.7: CC de: (a) la respuesta al impulso, hˇ[n]; (b) la sen˜al dispersa,
xˇ[n].
la sen˜al x[n] es de variacio´n ra´pida, esta´ formada por un tren de deltas
y, por tanto, su cepstrum, como puede observarse en (4.53) corresponde
a un secuencia de impulsos localizados en posiciones mu´ltiplos de N0;
la componente de fase mı´nima de hˇ[n] se atenu´a antes de alcanzar la
posicio´n temporal del primer impulso de xˇ[n].
De los resultados teo´ricos obtenidos a partir de este ejemplo, se puede
concluir que solo es posible separar las sen˜ales que componen a (4.42) si la
sen˜al de variacio´n suave no se solapa con la sen˜al de variacio´n ra´pida. Para
este caso particular, la separacio´n es posible si la componente de fase mı´nima
de hˇ[n] se atenu´a lo suficiente, hacia valores cercanos a cero, antes de alcanzar
la posicio´n de la primera muestra de xˇ[n].
Ca´lculo nume´rico del CC. La sen˜al (4.42) esta´ formada por 2048 muestras,
y para visualizar mejor su representacio´n solo se muestra en la Figura 4.6(c)
el segmento donde la sen˜al tiene valores diferentes de cero. La Figura 4.6(e)
muestra la fase o valor principal del a´ngulo de (4.46), donde se observan
discontinuidades en los valores de fase ±pi. La discontinuidad se debe al
cara´cter multivaluado de la parte imaginaria de la funcio´n logaritmo complejo
[87], y representa uno de los mayores problemas en el ca´lculo nume´rico del CC.
El paso fundamental consiste en calcular la funcio´n de fase verdadera. Este
paso se conoce como desenrollado de fase, y ha sido ampliamente estudiado
en la literatura [60, 85]. El desenrrollado de la fase requiere primero que se
elimine la componente de fase lineal, en este ejemplo multiplicando por z.
Las Figuras 4.6(f) y 4.6(g) muestran la fase de la respuesta al impulso sin la
componente lineal y el valor verdadero de la fase, respectivamente.
En la Figura 4.8(a) se muestra el CC de la sen˜al (4.42), donde se pueden
identificar el CC individual de cada componente de la sen˜al. Las Figuras
4.8(b) y 4.8(c) muestran los resultados obtenidos despue´s de deconvolucionar
mediante DH la respuesta al impulso y la sen˜al dispersa, respectivamente.
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Figura 4.8: Sen˜al sinte´tica de prueba: (a) CC; (b) respuesta al impulso ver-
dadera y estimada; (c) sen˜al dispersa de entrada verdadera y estimada
Obse´rvese que en las Figuras 4.8(b) y 4.8(c) ya no se utiliza la representacio´n
de tiempo discreto de sen˜ales. La representacio´n de trazo continuo facilita la
comparacio´n de las sen˜ales estimadas con las originales y se utilizara´ en los
siguientes experimentos.
En general las estimaciones tanto de la respuesta al impulso como de la
sen˜al dispersa se realizan adecuadamente, es decir, el MD de DH permite
separar ambas componentes. El MD funciona bien en este ejemplo debido a
las siguientes cuestiones:
el cepstrum debido a la componente de fase mı´nima de la respuesta al
impulso no se solapa con el cepstrum de la sen˜al dispersa;
es posible llevar a cabo el desenrrollado de la fase;
la respuesta al impulso tiene un ancho de banda amplio;
la ausencia de ruido aditivo en el modelo de sen˜al (4.42);
no existe periodicidad en el modelo de sen˜al.
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Figura 4.9: Sen˜al sinte´tica de banda limitada: (a) onda Ricker; (b) sen˜al
dispersa formada por tres impulsos; (c) sen˜al s´ısmica de salida; (d) amplitud
del espectro; (e) fase del espectro.
4.5.2. Sen˜ales limitadas en banda
En la Figura 4.6(d) se observa que la sen˜al del modelo sinte´tico de (4.42)
tiene un ancho de banda que se extiende por casi todo el espectro de frecuen-
cias. En muchas situaciones pra´cticas se tiene que la sen˜al tiene un ancho de
banda muy estrecho, como por ejemplo, las sen˜ales s´ısmicas, y que adema´s
tienen una respuesta en frecuencia paso banda.
Las sen˜ales limitadas en banda presentan dificultades an˜adidas en la apli-
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cacio´n del algoritmo de la DH. Como se estudio´ en las secciones precedentes,
la principal fuente de dificultades proviene de la necesidad de calcular el lo-
garitmo complejo de sen˜ales cuya TZ tiene valores cercanos o iguales a cero.
Considere la sen˜al de variacio´n lenta definida por la onda Ricker, que es
igual a la segunda derivada de la funcio´n Gausiana [70, 104], ampliamente
utilizada en la generacio´n sinte´tica de ondas s´ısmicas, la cual esta dada por:
h[n] = −2.51826√
2pi
[
(0.16n− 3.4641)2 − 1] · e− 12[(0.16n−3.4641)2] (4.55)
La sen˜al dispersa de entrada o sen˜al de variacio´n ra´pida esta´ formada por
tres impulsos, como a continuacio´n:
x[n] = δ[n] + 0.75δ[n− 12] + 0.5625δ[n− 24] (4.56)
Las Figuras 4.9(a), 4.9(b) y 4.9(c) muestran la onda Ricker, la sen˜al dis-
persa y la onda s´ısmica, respectivamente. La onda s´ısmica esta´ formada por
la convolucio´n entre la sen˜al dispersa y la onda Ricker. Tambie´n, las Figuras
4.9(d) y 4.9(e) muestran la amplitud y la fase del espectro, respectivamente.
La amplitud del espectro muestra una sen˜al de banda limitada que dificul-
ta o, en el peor de los casos, impide el calculo del CC. Adema´s se observa
como la fase del espectro presenta discontinuidades en aquellos valores que
superan el valor de ±pi, y esto hace necesaria la introduccio´n de te´cnicas de
desenrrollado de fase.
A diferencia del experimento anterior, en este experimento no es posible
obtener una expresio´n cerrada para el CC de la onda Ricker. Las Figuras
4.10(a) y 4.10(c) muestran el CC de la onda Ricker y la sen˜al s´ısmica, res-
pectivamente, obtenidos de forma directa utilizando el esquema de la seccio´n
4.1.3. Por otro lado, la sen˜al dispersa (4.56) tiene una expresio´n cerrada dada
por (4.52). En principio el cepstrum de (4.56) deber´ıa de ser identificable, ya
que esta´ formado por una secuencia de impulsos mu´ltiplos del factor de sepa-
racio´n 12, pero de la Figura 4.10(c) se observa que no es posible determinarlo
con claridad.
Las Figuras 4.10(b) y 4.10(d) muestran el CC de la onda Ricker y de la
sen˜al s´ısmica, respectivamente, calculado mediante dos me´todos de DH: el
primero se basa en la transformacio´n de la sen˜al s´ısmica al DS y el segundo
en el ca´lculo de las ra´ıces. El me´todo de DH basado en el ca´lculo de las ra´ıces
(MR) se explica en el Ape´ndice B, y en esta seccio´n sirve para validar los
resultados obtenidos con el el me´todo de transformacio´n al DS. Su utilizacio´n
como me´todo de validacio´n se debe a que, para sen˜ales no ruidosas de longitud
pequen˜a, que no superan las cuatro mil muestras, el valor del cepstrum es
muy preciso, debido principalmente a que no requiere el ca´lculo del logaritmo
complejo, ni del desenrrollado de la fase.
Como se comento´ en el Experimento 1 se utiliza representacio´n de trazo
continuo de sen˜ales, se hace de esta forma para mantener coherencia con
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Figura 4.10: CC para las sen˜ales : (a) onda Ricker (MD); (b) onda Ricker
(MR y DS); (c) onda s´ısmica (MD); (d) onda s´ısmica (MR y DS);(e) onda
Ricker original y estimada; (f) sen˜al dispersa original y estimada.
los resultados comu´nmente encontrados en la literatura [85, 133, 137]. En la
Figura 4.10(d) se identifica con bastante claridad la componente de variacio´n
ra´pida xˇ[n] de la componente de variacio´n lenta hˇ[n].
Las Figuras 4.10(e) y 4.10(f) muestran la onda Ricker y la sen˜al disper-
sa estimadas, respectivamente. Estas sen˜ales se han estimado utilizando el
algoritmo de DH con transformacio´n DS como se describe a continuacio´n:
las sen˜ales tienen una frecuencia de muestreo de 250 Hz y una longitud
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Retraso Sen˜al dispersa de prueba
n Valor impulso MR DS
0 1.0000 1.0000 1.0000
12 0.75 0.7128 0.7131
24 0.5 0.4351 0.4336
Tabla 4.2: Resultados del experimento con la sen˜al s´ısmica.
de 2048 muestras;
las frecuencias que determinan el ancho de banda son ω1=0 y ω2=0.6786,
de donde se obtiene el ancho de banda BW= 20 Hz, la frecuencia de re-
sonancia de polos ωc = 1.9101 radianes y la longitud de polo r=0.7783;
se aplica el algoritmo de la Tabla 4.1 obtenie´ndose las sen˜ales X(ejω)
S(ejω) e Y (ejω);
se obtiene el cepstrum de la onda s´ısmica;
se obtiene las componentes de variacio´n suave hˇ[n] y de variacio´n ra´pida
xˇ[n].
Ya que este experimento se ha llevado a cabo con un nu´mero pequen˜o
de muestras, es posible validar los resultados utilizando el MR. La Tabla 4.2
muestra los resultados obtenidos en la estimacio´n de la sen˜al dispersa (4.56),
utilizando ambos me´todos. Los resultados son muy parecidos, pero el algo-
ritmo basado en la transformacio´n al DS obtiene aproximaciones ligeramente
mejores y ma´s pro´ximas a los resultados reales.
4.5.3. Sen˜ales perio´dicas limitadas en banda
La DH de sen˜ales perio´dicas presentan un grado an˜adido de dificultad,
debido a que, desde el punto de vista de los sistemas lineales, e´stas se inter-
pretan como la convolucio´n entre un ciclo aislado y una secuencia de impul-
sos unitarios separados uniformemente y de longitud igual a 1. Esta u´ltima
secuencia tiene ceros en la circunferencia de radio unidad, imposibilitando
teo´ricamente el ca´lculo del CC [60, 87].
En el presente experimento se ha escogido una sen˜al, representada en la
Figura 4.11(a), modelada por un ciclo aislado de sen˜al mediante una para´-
bola invertida, tomando sus valores positivos, de duracio´n No
3
seguida de una
deflexion negativa, de duracio´n igual a No
50
. Matema´ticamente, se define como
sigue:
h[n] =
−
36
N2o
n2 +
12
No
n, n = 0, . . . , (
1
3
+
1
50
)No
0, otro caso
(4.57)
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Figura 4.11: Modelo de para´bola invertida: (a) representacio´n de un ciclo;
(b) tren de dos impulsos; (c) sen˜al formada por dos ciclos; (d) amplitud del
espectro; (e) fase del espectro.
Para representar la periodicidad de una forma simple se convoluciona
(4.57) con la secuencia formada por dos impulsos como sigue:
x[n] = δ[n] + δ[n−No] (4.58)
donde No representa la separacio´n entre ambos impulsos, tal como se muestra
en la Figura 4.11(b). La transformada de Fourier de (4.58) esta´ dada por:
X(ejω) = 2cos(ωNo/2) · e−jωNo/2 (4.59)
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Figura 4.12: CC del modelo de para´bola invertida: (a) MD (trazo continuo)
y basado en las ra´ıces (trazo discontinuo); (b) CC de dos ciclos del modelo
de para´bolas calculado con el MD; (c) utilizando rellenado con ceros.
La transformada (4.59) presenta ceros espectrales, o valores para los cuales
e´sta es igual a cero, y el ca´lculo de su CC se vuelve problema´tico debido a que
la funcio´n logaritmo complejo no esta´ definida en esos valores. Por otra parte,
no es posible calcular una expresio´n matema´tica cerrada para el CC de la
sen˜al de variacio´n suave (4.57). La Figura 4.12(a) muestra el CC hˇ[n] definido
principalmente para valores de tiempo negativo, lo que indica el predominio
de su componente de fase mı´nima. El CC hˇ[n] se ha calculado utilizando
el MD con desenrrollado de fase. Tambie´n, al igual que en el experimento
anterior, se utiliza el MR para validar este resultado. Es importante hacer
notar que el MR solo puede utilizarse en los casos donde las ra´ıces de la sen˜al
no esta´n en la circunferencia de radio unidad. De esta manera el me´todo no
funciona en la sen˜al (4.58), ya que la componente formada por dos impulsos
introduce ceros espectrales.
La Figura 4.12(b) muestra el CC para dos ciclos de (4.57) calculado con el
MD, utilizando una FFT de 1024 puntos y una frecuencia de muestreo de 500
Hz. En principio no es posible, desde un punto de vista teo´rico, calcular el CC
de esta sen˜al, ya que la componente xˇ[n] no esta´ determinada. Sin embargo,
en este caso particular, es posible calcular el CC de la convolucio´n entre (4.57)
y (4.58), ya que debido a las limitaciones de la precisio´n nume´rica los ceros
4.5. SIMULACIONES Y EXPERIMENTOS 133
Nu´mero de ciclos
Me´todo 2 3 4 5 6 7 8 9 10 11 12 13 14
MD S´ı S´ı No S´ı S´ı S´ı No S´ı S´ı S´ı No S´ı S´ı
DS S´ı S´ı S´ı S´ı S´ı S´ı S´ı S´ı S´ı S´ı S´ı S´ı S´ı
Tabla 4.3: Determinacio´n de la sen˜al dispersa mediante MD y DS a partir
de varios ciclos del modelo de sen˜al de para´bola invertida .
espectrales desaparecen. Pero tambie´n, el valor estimado del CC introduce
ruido en todo el cepstrum, distorsionando la parte de sen˜al correspondiente
a hˇ[n].
Es posible reducir el nivel de ruido utilizando la te´cnica de rellenado con
cerros. En [23] se sugieren valores de rellenado con ceros iguales a 10 veces la
longitud de la sen˜al. La Figura 4.12(c) muestra el CC de dos ciclos de sen˜al,
utilizando FFT de longitud 65,536. Puede observarse que el rellenado con
ceros mejora las prestaciones del MD reduciendo el nivel de ruido, pero sin
llegar a realizar una buena estimacio´n de hˇ[n].
El caso ma´s general de una sen˜al perio´dica modelada a partir de una
secuencia de N impulsos se escribe como sigue:
x[n] =
N−1∑
k=0
δ[n− kNo] (4.60)
donde No representa el periodo. La transformada de Fourier de (4.60) esta´
dada por:
X(ejω) = 2j
sen(ωNoN/2)
sen(ωNo/2)
· ejωNo(1−N)/2 (4.61)
la cual presenta ceros espectrales que dificultan el ca´lculo directo del CC.
La Tabla 4.3 identifica los experimentos para los cuales es posible obtener
una estimacio´n de la sen˜al dispersa a partir de una sen˜al formada por varios
ciclos de la sen˜al (4.57). De los resultados obtenidos con el MD se observa que,
debido a las limitaciones en precisio´n nume´rica, no siempre se tienen ceros
espectrales en una sen˜al perio´dica. Sin embargo, hay varios casos donde no
se puede determinar el CC de una sen˜al perio´dica. Tambie´n, de la Tabla 4.3
se observa que el me´todo de DH basado en la transformacio´n al DS permite
estimar la sen˜al dispersa en todos los casos.
Las Figuras 4.13(a) y 4.13(b) muestran los resultados obtenidos al aplicar
la DH en DS a 12 ciclos de la para´bola invertida h[n]. Se observa la existencia
de un nivel de ruido presente en la estimacio´n de la sen˜al dispersa. Por otro
lado, el algoritmo obtiene buenas prestaciones en la estimacio´n de h[n].
En el siguiente experimento se analiza un tipo de sen˜ales perio´dicas limi-
tadas en banda que incluye reflexiones como parte del ciclo de sen˜al funda-
mental.
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Figura 4.13: Sen˜ales originales y resultados de la DH en DS: (a) modelo
parabo´lico de sen˜al (trazo continuo) y su estimacio´n (trazo discontinuo); (b)
sen˜al dispersa original (c´ırculos) y su estimacio´n (trazo discontinuo).
4.5.4. Sen˜ales perio´dicas limitadas en banda con refle-
xiones
En el presente experimento se utiliza el modelo de sen˜al de para´bola in-
vertida (4.57) de la seccio´n anterior. Por otra parte, la sen˜al dispersa esta´
formada por un conjunto de impulsos que representan reflexiones. Las refle-
xiones pueden generar las dos situaciones siguientes:
las reflexiones se dan dentro de la longitud del ciclo formando una sen˜al
discreta de fase mı´nima;
las reflexiones se dan dentro de la longitud del ciclo formando una sen˜al
discreta de fase no mı´nima.
Se descarta la situacio´n donde las reflexiones se extienden ma´s alla´ de la
longitud del ciclo, debido a que las motivaciones pra´cticas a estudiar en el
cap´ıtulo siguiente consideran las reflexiones dentro de la longitud del ciclo
ba´sico. Estas reflexiones no modifican la periodicidad de la sen˜al de salida
sino que solamente modifican la forma de e´sta con respecto a la entrada.
Las Figuras 4.14(a) y (4.14)(b) muestran el modelo sen˜al basado en una
para´bola invertida y una secuencia de reflectores perio´dicos, respectivamente.
En la Figura 4.14(c) se observa co´mo el efecto de los reflectores se traduce
en una distorsio´n de la sen˜al con modelo parabo´lico. Tambie´n, de la Figura
4.14(e) se observa co´mo el a´ngulo de fase presenta muchas discontinuidades,
dificultando el ca´lculo directo de su CC.
En el caso ma´s simple, donde las reflexiones tienen una separacio´n uni-
forme y un valor de amplitud que decae exponencialmente, se tiene que las
prestaciones de los algoritmos de DH, basados en el MD y el DS, son bastante
similares a las obtenidas en el experimento que solo considera periodicidad.
La Tabla 4.4 identifica los experimentos, variando el nu´mero de ciclos, para
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Figura 4.14: Modelo de para´bola invertida: (a) representacio´n de un ciclo;
(b) tren de seis impulsos con reflexiones; (c) sen˜al formada por seis ciclos;
(d) amplitud del espectro; (e) fase del espectro.
los cuales es posible deconvolucionar la sen˜al dispersa perio´dica del modelo
de sen˜al (4.57). Las Figuras 4.15(a) y 4.15(b) muestran la estimacio´n del ciclo
ba´sico de sen˜al y la sen˜al dispersa perio´dica para 6 ciclos de sen˜al, respec-
tivamente. Ninguno de los me´todos, MD o MR, permiten deconvolucionar
dichas sen˜ales.
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Nu´mero de ciclos
Me´todo 2 3 4 5 6 7 8 9 10 11 12 13 14
MD S´ı S´ı S´ı S´ı No S´ı No S´ı S´ı S´ı No S´ı S´ı
DS S´ı S´ı S´ı S´ı S´ı S´ı No S´ı S´ı S´ı S´ı S´ı S´ı
Tabla 4.4: Determinacio´n de la sen˜al dispersa con reflexiones mediante MD
y DS a partir de varios ciclos del modelo de sen˜al de para´bola invertida.
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Figura 4.15: Sen˜ales originales y resultados de la DH en DS : (a) modelo
parabo´lico de sen˜al (trazo continuo) y su estimacio´n (trazo discontinuo); (b)
sen˜al dispersa original (c´ırculos) y su estimacio´n (trazo discontinuo).
En la situacio´n donde las reflexiones presentan una separacio´n no unifor-
me y el valor de su amplitud no decae exponencialmente, el CC corresponde,
en general, a una sen˜al de fase no mı´nima. Esta situacio´n complica la apli-
cacio´n de la DH, ya que la componente de fase ma´xima de la secuencia de
impulsos se solapa con el CC de la sen˜al de variacio´n suave.
En el Ape´ndice C se desarrolla la expresio´n general para el CC de una
secuencia de impulsos. De este desarrollo teo´rico se observa que el problema se
resuelve multiplicando la sen˜al por una exponencial decreciente [117, 137]. La
multiplicacio´n por una exponencial decreciente se interpreta geome´tricamente
como el acercamiento de las ra´ıces de la sen˜al al origen [87]. La seleccio´n
adecuada del valor constante de la exponencial decreciente permite tener
valores de ra´ıces de la sen˜al con mo´dulos menores que uno, convirtiendo la
sen˜al en una sen˜al de fase mı´nima.
4.6. Conclusiones
En este cap´ıtulo se han descrito los tres principales problemas que pre-
sentan los algoritmos de DH, a saber: el desenrrollado de la fase, el ca´lculo
del logaritmo complejo de valores cercanos o iguales a cero y la estimacio´n
cuando la fase es no mı´nima. Tambie´n, condicionado por un tipo particular
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de aplicacio´n, el ana´lisis de soluciones se ha centrado en el ca´lculo del loga-
ritmo complejo de sen˜ales cuya TZ tiene valores cercanos o iguales a cero.
La aplicacio´n en cuestio´n es similar al problema de identificacio´n de sistemas
con sen˜ales de entrada y salida perio´dicas y de banda limitada. Utilizando el
algoritmo de la DH basado en la construccio´n de una sen˜al suplemental fue
posible superar el problema de la estimacio´n de la respuesta al impulso de
este tipo particular de SLIT.
Tambie´n, se escogio´ un conjunto de pruebas con una secuencia incre-
mental de dificultad. En el primer experimento fue posible obtener buenas
prestaciones a partir de la aplicacio´n directa de la definicio´n del CC. En el
segundo experimento, se incremento´ la dificultad introduciendo como sen˜al
de variacio´n suave una sen˜al de banda limitada. En el tercer experimento
se mostraron las buenas prestaciones del algoritmo de la DH para sen˜alas,
que adema´s de ser limitadas en banda, tienen un comportamiento perio´dico.
Finalmente, en el cuarto experimento se incremento´ la dificultad an˜adiendo
reflexiones a la sen˜al perio´dica de banda limitada. En todos estos experi-
mentos el algoritmo de DH basado en la transformacio´n de banda completa
demostro´ buenas prestaciones.
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Cap´ıtulo 5
Caracterizacio´n de la
Impedancia de Entrada Ao´rtica
mediante DH
Dos enfoques histo´ricos han sido utilizados para modelar la relacio´n exis-
tente entre presio´n y flujo y las propiedades meca´nicas del sistema arterial.
Por una parte, el modelo Windkessel describe el sistema arterial como un
sistema hidra´ulico donde la presio´n y el flujo esta´n relacionados con la com-
pliancia arterial y la resistencia perife´rica total [95]. Por otra parte, el otro
enfoque describe al sistema arterial como un tubo de longitud infinita, donde
la impedancia de entrada esta´ asociada a la compliancia arterial local y al
a´rea de seccio´n transversal [14]. En la pra´ctica, ambos me´todos resultan ina-
decuados en la caracterizacio´n del sistema arterial [97]. Las deficiencias ma´s
grades de ambos me´todos histo´ricos provienen de la no incorporacio´n de la
topolog´ıa espacial del sistema arterial [95].
Ambos modelos histo´ricos fallan en explicar la diferencia entre las formas
de ondas de presio´n y flujo [95]. Algunas investigaciones teo´ricas han sugerido
que esta diferencia se debe a las reflexiones que las ondas sufren a lo largo de
su propagacio´n a trave´s del sistema circulatorio [145, 149, 150]. De hecho, a
lo largo de los an˜os, ha habido mucho debate sobre si las ondas originadas en
el corazo´n podr´ıan ser reflejadas y, de serlo, en que´ sitios del sistema arterial
[145]. La principal prueba presentada sobre la existencia de reflexiones ha sido
precisamente la diferencia en las formas de onda entre la presio´n y el flujo,
un sistema arterial libre de reflexiones presentar´ıa formas de onda similares.
En la de´cada de 1960 se introdujo y extendio´ el concepto de impedancia
de entrada ao´rtica (IEA), la cual describe la relacio´n en re´gimen permanente
entre la presio´n en el inicio de la aorta ascendente y el flujo de salida valvular
simulta´neo. El estudio de la IEA muestra que ninguno de los dos modelos
histo´ricos es capaz de describir la impedancia de entrada correctamente, y por
tanto modelar el sistema arterial [95, 97]. A pesar de que en [88] se establece
que la IEA permite identificar la magnitud de las reflexiones y el sitio donde
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e´stas se producen, apenas se han realizado trabajos que permitan identificar
a partir de la IEA la magnitud y posicio´n de los reflectores.
En este cap´ıtulo se utilizan te´cnicas de DH para determinar, en caso de
que existan, las reflexiones a trave´s del estudio de la IEA. Se aprovecha la
ventaja intr´ınseca en las te´cnicas homomo´rficas que convierten cocientes en-
tre espectros de sen˜ales en restas de espectros de sen˜ales, siendo esto un
factor clave en la estimacio´n de la IEA. El cap´ıtulo esta´ organizado como a
continuacio´n. La primera seccio´n introduce conceptos ba´sicos sobre la fisio-
log´ıa del sistema cardiovascular. La segunda seccio´n estudia las dos escuelas
tradicionales sobre propagacio´n de ondas en el sistema arterial. La tercera
y u´ltima seccio´n es la aportacio´n de esta Tesis, es decir, se aplican algorit-
mos de DH en la estimacio´n de la IEA, fundamentalmente se estudian las
prestaciones del algoritmo basado en la transformacio´n al DS. Tambie´n, se
incluye la aplicacio´n de los algoritmos de DH en la estimacio´n de la admi-
tancia de entrada ao´rtica (AEA), que ha demostrado ser un problema mejor
condicionado.
5.1. El Sistema Cardiovascular
El sistema cardiovascular esta´ formado por el corazo´n, los vasos sangu´ı-
neos y la sangre. En te´rminos simples, algunas de sus principales funciones
son: (1) la distribucio´n de ox´ıgeno y nutrientes a todos los tejidos corpora-
les; (2) el transporte del dio´xido de carbono y los productos metabo´licos de
desecho desde los tejidos a los pulmones y a los o´rganos excretores; (3) la
distribucio´n del agua, electro´litos y hormonas por todo el organismo.
En el sistema cardiovascular, la sangre es impulsada a lo largo de todo
el sistema por el corazo´n, que funciona como una doble bomba muscular.
Cada lado del corazo´n hace las funciones de una bomba que contiene dos
cavidades, una aur´ıcula y un ventr´ıculo. Las aur´ıculas contribuyen al llenado
de los ventr´ıculos. Los ventr´ıculos al contraerse expulsan la sangre hacia todo
el organismo. Por una parte, la contraccio´n del ventr´ıculo derecho impulsa
la sangre a trave´s de la va´lvula pulmonar hacia la arteria pulmonar, que se
ramifica progresivamente formando la circulacio´n pulmonar, llegando a los
pulmones. Dentro de los pulmones se da el intercambio de CO2 por O2, y la
sangre oxigenada vuelve al corazo´n a trave´s de la aur´ıcula izquierda cerrando
el circuito de la circulacio´n pulmonar. Por otro parte, la contraccio´n del
ventr´ıculo izquierdo empuja la sangre a trave´s de la va´lvula ao´rtica hacia la
aorta, primera y mayor arteria de la circulacio´n siste´mica. La sangre fluye
desde la aorta a las arterias principales, cada una de las cuales irriga un
o´rgano o una regio´n corporal. La sangre vuelve al corazo´n a trave´s del sistema
venoso, cerrando la circulacio´n siste´mica.
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5.1.1. Ciclo card´ıaco
El ciclo card´ıaco es la secuencia de hechos ele´ctricos y meca´nicos que
se producen durante un u´nico latido card´ıaco. Se compone de dos fases: la
diasto´lica o de relajacio´n y la sisto´lica o de contraccio´n. En la Figura 5.1
se observa la representacio´n gra´fica de las curvas de presio´n y flujo en el
ventr´ıculo izquierdo y en la entrada de la aorta. Sobre estas curvas se ha
representado la sen˜al del electrocardiograma, que permite identificar las fases
que se dan durante cada ciclo.
A continuacio´n se explicara el ciclo card´ıaco a trave´s de cada una de los
eventos que ocurren durante los periodos sisto´licos y diasto´licos.
S´ıstole auricular. La despolarizacio´n auricular producida por la despo-
larizacio´n del nodo sinusal (SA) conduce a la contraccio´n auricular. Dicha
contraccio´n completa el llenado ventricular (las aur´ıculas contribuyen en me-
nos del 20 % al volumen ventricular final). El volumen ventricular despue´s del
llenado se conoce como volumen del fin de dia´stole o volumen telediasto´lico
(VTD).
S´ıstole ventricular. La contraccio´n ventricular produce un aumento brus-
co de la presio´n ventricular y las va´lvulas auriculoventriculares (AV) se cie-
rran una vez que dicha presio´n supera la auricular. Durante la fase inicial de
la contraccio´n ventricular, la presio´n es menor que la de la arteria pulmonar
y de la aorta, con lo que las va´lvulas de salida permanecen cerradas. En este
tiempo de generacio´n de presiones no hay entrada ni salida de sangre del
ventr´ıculo, y se conoce como contraccio´n isome´trica o isovolume´trica, dado
que el volumen ventricular no cambia.
Eyeccio´n. Las va´lvulas de salida se abren cuando la presio´n en el ventr´ıculo
excede la de la arteria. El flujo dentro de las arterias es inicialmente muy
ra´pido pero a medida que la contraccio´n se reduce, la eyeccio´n se reduce. La
contraccio´n activa cesa durante la segunda mitad de la eyeccio´n, y el mu´sculo
se repolariza. La presio´n ventricular durante la fase de eyeccio´n reducida es
ligeramente menor que la de la arteria, pero la sangre sigue saliendo a causa
del momento. Finalmente el flujo se invierte brevemente, provocando el cierre
de la va´lvula de salida y un pequen˜o incremento en la presio´n ao´rtica, la
muesca dicro´tica.
Dia´stole: relajacio´n y llenado. En el periodo siguiente al cierre de las
va´lvulas de salida, los ventr´ıculos se relajan ra´pidamente. Sin embargo, la
presio´n ventricular es au´n mayor que la presio´n auricular, y las va´lvulas AV
permanecen cerradas. Esto se conoce como relajacio´n isovolume´trica. Du-
rante las u´ltimas dos terceras partes de la s´ıstole, la presio´n auricular se
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Figura 5.1: Curvas de presio´n y flujo que ilustran la secuencia de hechos
meca´nicos que se producen durante un u´nico ciclo card´ıaco (figura adaptada
de [1]).
incrementa como resultado del llenado desde las venas. Cuando la presio´n
ventricular desciende por debajo de la presio´n auricular, las va´lvulas AV se
abren, y la presio´n auricular disminuye a medida que los ventr´ıculos se llenan
ra´pidamente. A este hecho contribuye el reflujo ela´stico de las paredes ventri-
culares, esencialmente aspirando la sangre. Cuando los ventr´ıculos se relajan
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completamente, el llenado se ralentiza. Esto continu´a sobre las dos terceras
partes de la dia´stole a causa del flujo venoso. En reposo la dia´stole tiene
una longitud dos veces mayor que la s´ıstole, pero decrece proporcionalmente
durante el ejercicio y a medida que la frecuencia card´ıaca se incrementa.
Pulso arterial. Hay muchas cuestiones que todav´ıa no esta´n claras sobre
la ge´nesis del pulso arterial [88]. Como definicio´n general, el pulso arterial es
cualquier fluctuacio´n perio´dica originada por el corazo´n con una frecuencia
igual al ritmo card´ıaco. La eyeccio´n de la sangre en cada latido card´ıaco se
convierte en pulsaciones de flujo y presio´n1.
Las pulsaciones de flujo son los movimientos longitudinales de sangre a
lo largo del sistema arterial. El flujo puede medirse a trave´s de medidores de
flujo colocados alrededor de la arteria o insertados a trave´s de cateterismo;
tambie´n, puede medirse a trave´s de te´cnicas no invasivas como las te´cnicas
basadas en ultrasonidos. La forma de onda del flujo en la aorta es la de un
pulso triangular durante el periodo sito´lico que se reduce a un valor constante
y casi nulo durante el periodo diasto´lico, ve´ase Figura 5.2(b). El flujo alcanza
valores ma´ximos en la entrada de la aorta (hasta 300% el valor medio de flujo
arterial) y decrece progresivamente hacia la periferia. Esta atenuacio´n se debe
a: (1) las caracter´ısticas meca´nicas de las arterias; y (2) el incremento en el
a´rea total efectiva de la seccio´n transversal de todas las arterias de la periferia
con relacio´n al a´rea de la aorta.
Las pulsaciones de presio´n tienen su origen en la sangre que sale del
ventr´ıculo izquierdo a trave´s de la aorta, que genera una onda de presio´n.
La fluctuacio´n pulsa´til se incrementa desde la aorta hacia la periferia, ve´ase
Figura 5.2(b), alcanzando valores de 40% a 80% mayores que la presio´n
arterial media.
El estudio del pulso arterial tiene su historia ligada al estudio de la medi-
cina y al esfuerzo por entender el funcionamiento del sistema cardiovascular
[88]. No fue sino hasta el siglo XVII que se empezo´ a tener una concepcio´n
del funcionamiento del sistema cardiovascular, y hubo que esperar al desarro-
llo de teor´ıas en dina´mica de fluidos y propagacio´n de ondas para tener una
mejor concepcio´n del sistema cardiovascular.
5.1.2. Hemodina´mica
La hemodina´mica es el estudio de las relaciones entre la presio´n (P), la
resistencia (R) y el flujo sangu´ıneo (Q) en el sistema cardiovascular. Aunque
las propiedades de este flujo son enormemente complejas, pueden deducirse
en gran manera de una visio´n ma´s simple de las leyes f´ısicas que gobiernan
el flujo de los l´ıquidos a trave´s de tuber´ıas. As´ı, el flujo sangu´ıneo a trave´s
1Aunque el te´rmino pulso se refiere a cualquier tipo de pulsacio´n, normalmente los
cl´ınicos lo entienden como pulso de presio´n en una arteria grande y accesible.
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Figura 5.2: Ondas de presio´n y velocidad: (a) la onda de presio´n es causa del
ensanchamiento de la pared arterial; (b) ondas de presio´n y velocidad en
diferentes puntos de la aorta (Figuras adaptadas de [1]).
de los vasos esta´ determinado por la diferencia de presio´n en el vaso y por la
resistencia de la sangre, matema´ticamente se escribe como sigue:
Q =
P2 − P1
R
=
∆P
R
(5.1)
donde P1 y P2 corresponden a los valores de presio´n en los puntos 1 y 2,
respectivamente, y ∆P corresponde al diferencial de presio´n entre ambos
puntos.
La resistencia al flujo esta´ originada por las fuerzas de friccio´n dentro del
l´ıquido, y depende de la viscosidad de e´ste y de las dimensiones de la arteria
descritas por la ley de Poiseuille:
R =
8νL
pir4
(5.2)
donde ν es la viscosidad de la sangre, L es la longitud del vaso, r radio
del vaso. De (5.2) se observa co´mo pequen˜os cambios en el radio producen
grandes variaciones en el valor de flujo.
Considerando el sistema cardiovascular en conjunto, los distintos tipos de
vasos sangu´ıneos (arterias, arteriolas, capilares) se hallan dispuestos en serie,
con lo cual la resistencia de todo el sistema es igual a la suma de todas las
resistencias ejercidas por cada vaso, siendo las arteriolas las que ofrece mayor
resistencia [1].
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Tipo de onda
Transmitida Reflejada
Compresio´n Expansio´n Compresio´n Expansio´n
Presio´n ↑ ↓ ↑ ↓
Flujo ↑ ↓ ↓ ↑
Tabla 5.1: Contribucio´n a la presio´n y el flujo medido en cualquier punto
del sistema circulatorio, debido a cualquiera de los cuatro posibles frentes de
onda. El s´ımbolo ↑ significa aumento y ↓ disminucio´n.
5.1.3. Presio´n y flujo sangu´ıneo y teor´ıa de propaga-
cio´n de ondas en el sistema arterial
El flujo sangu´ıneo en la aorta y en las grandes arterias es pulsa´til como
resultado del vaciado r´ıtmico del ventr´ıculo izquierdo. Cuando la sangre se
eyecta desde el ventr´ıculo izquierdo durante la s´ıstole, golpea la columna de
sangre ya presente en la aorta ascendente, creando una onda de presio´n en la
sangre ao´rtica que es ra´pidamente trasladada hacia las arteriolas. Esta onda
de presio´n pasa por cada punto a lo largo de la aorta y de las grandes arterias,
estableciendo un gradiente de presio´n transitorio que propulsa brevemente la
sangre ma´s alla´ de dicho punto, causando una onda de flujo pulsa´til. La onda
de presio´n tambie´n es causa del ensanchamiento de la pared arterial, que
almacena parte de la energ´ıa de la onda. La pared arterial recobra su forma
durante la dia´stole, propulsando la sangre hacia adelante. Este mecanismo de
bombeo en las arterias ela´sticas se ilustra en la Figura 5.2(a) y se denomina
funcio´n Windkessel.
La elasticidad de la arteria limita el valor al cual puede incrementarse la
presio´n. Sin embargo, la sangre fluye debido a la expansio´n y contraccio´n a
lo largo de la arteria. En situaciones donde las arterias se vuelven r´ıgidas,
tales como las provocadas por la arteriosclerosis, los cambios en la presio´n
sisto´lica incrementan en la medida que la expansio´n en las arterias disminuye.
La onda viaja en la medida que este intercambio de energ´ıa se extiende por el
sistema. La velocidad de la onda incrementa en la medida que las paredes de
la arteria se vuelven ma´s r´ıgidas, as´ı el estado de las arterias puede describirse
funcionalmente a trave´s de la velocidad de la onda pulso (PWV, Pulse Wave
Velocity).
Las sen˜ales de presio´n y flujo medidas en la aorta generalmente resultan
de sucesiones coincidentes de frentes de ondas transmitidos (hacia adelante)
y reflejados (hacia atra´s) [145]. En la aorta, frentes de onda hacia adelante
surgen del ventr´ıculo izquierdo, mientras que los frentes de onda hacia atra´s
llegan de las reflexiones del sistema perife´rico. La idea fisiolo´gica principal
es que la onda que viaja en cualquier direccio´n lleva informacio´n sobre su
evento promotor.
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En la Tabla 5.1 se presentan los cuatro tipos de onda existentes en el
sistema arterial y su contribucio´n a la presio´n y flujo medidos en cualquier
punto [8]. Presio´n y flujo cambian en el mismo sentido o en sentido opuesto si
el frente de onda es transmitido o reflejado, respectivamente [8]. Por ejemplo,
los frentes de onda reflejados que llegan a la aorta desde el sistema perife´rico
son de compresio´n, con lo cual incrementan la presio´n y disminuyen el flujo.
Por el contrario, en la arteria coronaria las ondas reflejadas son expansivas
(ya que se originan en los pequen˜os vasos del miocardio) disminuyendo la
presio´n y aumenta el flujo coronario. En general, la naturaleza de la onda
reflejada dependera´ del sitio de reflexio´n; cambios positivos o negativos en
la presio´n dependen de si la reflexio´n se da en puntos cerrados o abiertos,
respectivamente.
5.2. Modelos de propagacio´n de ondas en el
sistema arterial
El estudio de las propiedades del sistema arterial mediante medidas de
presio´n y flujo se conoce con el nombre de problema inverso hemodina´mico
[95]. Los me´todos que ofrecen soluciones a este problema pueden agruparse
en tres categor´ıas [95, 97]. Por una parte esta´n los dos paradigmas histo´ri-
cos basados en el me´todo de tubo ela´stico y modelo Windkessel, y por otra
parte, esta´n los me´todos que, partiendo de suposiciones de linealidad de los
paradigmas histo´ricos, construyen modelos ma´s complejos.
La primera categor´ıa corresponde a los modelos Windkessel, donde el sis-
tema arterial se modela como un circuito hidra´ulico que a su vez tiene un
equivalente ele´ctrico, donde el flujo y la presio´n corresponden a la corriente y
al voltaje, respectivamente. La segunda categor´ıa se basa en un modelo tubu-
lar de longitud infinita, donde los pulsos originados en el corazo´n se propagan
hacia la periferia como si el sistema arterial fuese un tubo uniforme de longi-
tud infinita sin reflexiones. La tercera categor´ıa corresponde a me´todos ma´s
sofisticados que tienen como base los dos modelos histo´ricos. A continuacio´n
se dara´n ma´s detalles de cada uno de los modelos.
5.2.1. Modelo Windkessel
El modelo Windkessel fue introducido a finales del siglo XIX [95] y se
basa en comparar el corazo´n y el sistema arterial siste´mico con un circuito
hidra´ulico formado por una bomba conectada a una ca´mara. El circuito esta´
lleno de agua excepto por una pequen˜a bolsa de aire en la ca´mara. En la
medida que la bomba empuja el agua dentro de la ca´mara el agua simulta´-
neamente comprime la bolsa de aire y empuja el agua fuera de la ca´mara
devuelta hacia la bomba. La compresibilidad del aire en la bolsa de aire si-
mula la elasticidad y extensibilidad de la aorta en la medida que la sangre
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es empujada a trave´s de ella por el ventr´ıculo izquierdo, este efecto se cono-
ce como compliancia arterial (CTot). La resistencia que el agua encuentra al
dejar la ca´mara camino de vuelta a la bomba simula la resistencia al flujo
sangu´ıneo encontrado en las arterias mayores, menores, arteriolas y capilares,
debido a la disminucio´n del dia´metro. La resistencia al flujo se conoce como
resistencia perife´rica (RTot).
Si se asume que la razo´n entre la presio´n de aire y el volumen en la
ca´mara es constante, y el flujo del fluido a trave´s de la tuber´ıa que conecta la
ca´mara y la bomba cumplen con la ley de Poiseuille, se establece la ecuacio´n
diferencial que relaciona la presio´n y el flujo, que se escribe como sigue:
I(t) =
1
RTot
P (t) + CTot
dP (t)
dt
(5.3)
donde I(t) representa el flujo como una funcio´n del tiempo, medido en unida-
des de volumen por tiempo; P (t) es la presio´n como una funcio´n del tiempo
medida en unidades de fuerza por unidades de a´rea; CTot es la compliancia
arterial que mide la razo´n entre presio´n y volumen; y RTot es la resistencia
perife´rica total o constante de proporcionalidad flujo-presio´n.
El circuito hidra´ulico tiene un equivalente ele´ctrico, tal como se muestra
en la Figura 5.3(a). En este circuito i2(t), es la corriente en la rama de en
medio, i3(t) es la corriente en la rama de la derecha del circuito, RTot es la
resistencia del resistor y CTot es la capacitancia del capacitor. Ya que solo hay
dos elementos pasivos en este circuito, se le conoce como modelo Windkessel
de dos elementos. En te´rminos fisiolo´gicos, I(t) y P (t) representan el flujo y
la presio´n sangu´ınea desde el corazo´n hacia la aorta, CTot es la compliancia
arterial en la aorta y RTot representa la resistencia perife´rica en el sistema
arterial siste´mico.
De la Figura 5.1 se observa que durante la dia´stole no hay flujo sangu´ıneo,
por tanto I(t) = 0 y la ecuacio´n (5.3) tiene una solucio´n dada por:
P (t) = P (td)e
−(t−td)
RC (5.4)
donde td y P (td) son el tiempo al inicio de la dia´stole y la presio´n sangu´ınea
en la aorta al inicio de la dia´stole, respectivamente.
El modelo Windkessel funciona muy bien durante los dos u´ltimos tercios
de la dia´stole, cuando no hay flujo desde el corazo´n a las arterias. La teor´ıa
predice con mucha exactitud el decaimiento exponencial, con una constante
igual a τ = RC, que es muy aproximada a los valores reales medidos en la
pra´ctica.
Otros modelos basados en el modelo Windkessel de dos elementos han
surgido a lo largo de los an˜os. Entre ellos el que ha sido popularmente acep-
tado ha sido el modelo de tres elementos de la Figura 5.3(b). Este agrega
una resistencia en serie, que representa la impedancia caracter´ıstica, entre la
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Figura 5.3: Esquema de un circuito ele´ctrico correspondiente a un modelo
Windkessel: (a) dos elementos; (b) tres elementos.
fuente y el bucle paralelo CTot/RTot. Otros modelos ma´s complejos conside-
ran las oscilaciones de la presio´n durante la dia´stole a trave´s de un modelo
Windkessel de 5 elementos [97].
5.2.2. Modelo ela´stico tubular
El modelo tubular que ma´s ha gozado de popularidad ha sido el modelo
asime´trico T. El modelo supone que la circulacio´n perife´rica posee dos puntos
donde se producen las reflexiones [14]. El primer punto de reflexio´n esta´
localizado en la parte superior del cuerpo y representa a todas las reflexiones
originadas individuales originadas por los vasos arriba de la aorta. El segundo
sitio de reflexio´n esta´ localizado en la parte inferior del cuerpo y representa a
todas las reflexiones individuales originadas en el tronco y las extremidades
inferiores [88]. As´ı, un esquema de este modelo lo hace parecer un tubo en
forma de T asime´trica, la base de la T representa la aorta ascendente mientras
que el lado asime´trico ma´s corto representa las arterias mayores arriba del
corazo´n y el lado asime´trico ma´s largo representa la aorta descendente y las
extremidades inferiores.
Modelos ma´s sofisticados han surgido a partir del modelo tubular asime´-
trico. En [14, 67] se introdujeron modificaciones al esquema ba´sico agregando
a cada una de las ramas de la T modelos Windkessel de tres y cuatro ele-
mentos.
5.2.3. Modelos en el dominio de la frecuencia
En la de´cada de 1950 se introdujo el ana´lisis en serie de Fourier en el
estudio de las ondas arteriales de presio´n y flujo [88]. Es decir, las ondas
de presio´n y flujo se pueden representar como la superposicio´n de sinusoides
con amplitud, frecuencia y fase adecuadas. Las te´cnicas en el dominio de la
5.2. MODELOS DE PROPAGACIO´N DE ONDAS EN EL SISTEMA ARTERIAL 149
Flujo
Zin
Presión Presión
Zo
Flujo
(a) (b)
Figura 5.4: Esquemas para determinar el efecto de las reflexiones (la l´ınea
punteada representa los promedios): (a) las medidas experimentales de pre-
sio´n y flujo esta´n relacionadas por la impedancia de entrada, Zin; (b) en un
modelo idealizado sin reflexiones la relacio´n entre presio´n y flujo es directa-
mente proporcional, el valor de la constante es la impedancia caracter´ıstica.
frecuencia suponen un relacio´n lineal entre la presio´n y el flujo, determinada
por la impedancia de entrada. Como se dijo anteriormente, las diferencias
entre las formas de onda de presio´n y flujo son cuestio´n de controversia y los
me´todos en el dominio de la frecuencia las atribuyen a las ondas reflejadas.
Los me´todos basados en la frecuencia han tratado de estimar la localizacio´n y
el valor de dichas reflexiones a trave´s del ca´lculo de la IEA mediante modelos
lineales como el de la Figura 5.4(a).
A continuacio´n se introduce el me´todo basado en las series de Fourier en la
estimacio´n de la IEA. Tambie´n, se comenta brevemente otro me´todo basado
en modelado ARMA, y por u´ltimo se discute un me´todo h´ıbrido propuesto
recientemente.
Me´todo basado en series de Fourier
El ana´lisis de Fourier permite tener una mejor comprensio´n de la hemo-
dina´mica del sistema arterial, y su uso ha sido ampliamente descrito en la
literatura [88]. El me´todo basado en la serie de Fourier, a diferencia de los
me´todos temporales, no interpreta al pulso en sus componentes sisto´lica y
diasto´lica sino que lo interpreta como la superposicio´n de armo´nicos. La IEA
se calcula como el cociente directo entre los coeficientes de los desarrollos en
serie de Fourier de la presio´n y el flujo, como sigue:
Zin(w) =
pk
qk
(5.5)
donde pk y qk son los coeficientes de la representacio´n en serie de Fourier de
las sen˜ales de presio´n y flujo, respectivamente.
Esta forma de estimar la IEA ha sido de mucha utilidad para entender
conceptos muy importantes sobre las sen˜ales de presio´n y flujo, como por
ejemplo, su cara´cter paso bajo y su concentracio´n de energ´ıa en frecuencias
bajas (casi el 98% de la energ´ıa esta´ contenida en los primeros cinco armo´-
nicos [88]). Sin embargo, el me´todo de ca´lculo de la IEA adolece de algunos
problemas relacionados con el cociente de las transformadas de Fourier de
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dos sen˜ales paso bajo. El valor de la IEA se vuelve indeterminado para va-
lores donde la transformada de Fourier del Flujo es cercana o igual a cero,
impidiendo su ca´lculo o conduciendo a estimaciones equivocadas.
Otros inconvenientes que tiene la estimacio´n de la impedancia de entrada
utilizando las serie de Fourier se resumen a continuacio´n:
las series de Fourier son un me´todo de ana´lisis de estado estacionario
que no puede usarse directamente en el estudio de sen˜ales perio´dicas o
transitorias;
la representacio´n en serie de Fourier supone una relacio´n lineal entre la
presio´n y el flujo;
la dificultad que tienen el personal cl´ınico en la interpretacio´n de con-
ceptos tales como armo´nicos, fase y espectro;
la imposibilidad de relacionar eventos que ocurren en tiempos espec´ı-
ficos durante ciclo card´ıaco (como los descritos en la seccio´n 5.1.1) y
caracter´ısticas especiales del espectro de frecuencia, las componentes
armo´nicas se determinan a partir de una forma de onda perio´dica [88].
Me´todo basado en modelado ARMA
Un procedimiento alternativo en la estimacio´n de la impedancia se obtie-
ne utilizando modelado parame´trico ARMA [5, 63]. El modelo se encuentra
resolviendo un problema de identificacio´n de sistemas, que establece la re-
lacio´n entre presio´n y flujo a trave´s de la siguiente ecuacio´n en diferencias:
p[n] =
r∑
i=1
aip[n− i] +
s∑
j=0
bjq[n− j] + e[n] (5.6)
donde los coeficientes ai y bj son los coeficientes del modelo y e[n] representa
el error del modelo.
La estimacio´n de la impedancia de entrada mediante modelado ARMA
presenta varios inconvenientes: (1) la seleccio´n del orden del modelo es una
cuestio´n que no se ha resuelto, pues el criterio Akaike no funciona en este
tipo de sen˜al; (2) la estimacio´n es dependiente del taman˜o de la ventana de
observacio´n.
Me´todo h´ıbrido basado en modelos histo´ricos
En [97] se demostro´ la imposibilidad de poder resolver el problema inver-
so hemodina´mico a partir de mediciones de presio´n y flujo en un u´nico sitio
dentro del sistema arterial, por ejemplo la entrada de la aorta. La explicacio´n
se debe a que no existe una solucio´n u´nica sino infinito nu´mero de soluciones,
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Figura 5.5: Problema hemodina´mico: (a) Problema hemodina´mico directo,
dados los valores de compliancia, a´rea de seccio´n transversal y longitud de
las arterias se estima el valor de la impedancia de entrada; (b) problema
hemodina´mico inverso, dada la impedancia de entrada (o valores de presio´n
y flujo) se estiman los valores de compliancia, a´rea y longitud.
determinadas por el modelo topolo´gico de ramificacio´n arterial elegido. Una
solucio´n u´nica puede obtenerse si: (1) se conoce a priori un modelo topolo´gi-
co; o (2) se tienen medidas de presio´n y flujo en mu´ltiples sitios del sistema
arterial.
En [95] se propone una solucio´n al problema inverso hemodina´mico basada
en la combinacio´n de los dos paradigmas histo´ricos: el modelo Winkessel y
el modelo tubular. Cada uno de los dos modelos estima muy bien la IEA en
intervalos de frecuencia diferente: el modelo Windkessel lo hace para bajas
frecuencias, y el modelo tubular para frecuencias altas. En las frecuencias
intermedias, la IEA esta´ determinada por la topolog´ıa del sistema circulatorio
y por la propagacio´n de ondas sobre el mismo. En este intervalo de frecuencias
las ondas se suman constructivamente o destructivamente en la entrada de
la aorta [96], dependiendo si llegan en fase o defase. La forma de medir el
efecto que las ondas incidentes y reflejadas tienen sobre las formas de onda
sigue el ana´lisis cla´sico de reflexiones de onda propuesto en [88]. Es decir, se
calcula el efecto global a trave´s del coeficiente de reflexio´n, como sigue:
ZΓ = Zo
1 + Γ
1− Γ (5.7)
donde Γ es el coeficiente de reflexio´n el cual no esta´ asociado a un topo-
log´ıa en particular y por tanto no sirve para resolver el problema inverso
hemodina´mico [95].
De esto u´ltimo surge el modelo h´ıbrido propuesto en [95] que combina
solamente las impedancias de entrada calculadas a frecuencias bajas y altas
a trave´s de los modelos Windkessel y tubular, respectivamente2.
En la Tabla 5.2.3 se resume las relaciones existentes entre los diferentes
modelos, los intervalos de frecuencia y el valor de su impedancia de entrada.
La estimacio´n de los intervalos de frecuencias bajas, intermedias y altas es una
de las claves ma´s importantes de este me´todo. Estos intervalos de frecuencias
2Este enfoque solo dejan la posibilidad de que existan esp´ıculas en frecuencias interme-
dias, y que a partir de datos experimentales pueden calcularse en funcio´n de la frecuencia
card´ıaca en reposo.
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Modelo Frecuencia Zin(ω) Prop. Meca´nicas
Windkessel Baja RTot/(1 + jwRTotCTot) CTot y RTot
(0-0.5, RHR)
Ramificado Intermedia Zo(1− Γ)/(1 + Γ) l, A y C
(0.5-1.5, RHR)
Tubular Alta Zo A y C
(1.5-10, RHR)
Tabla 5.2: Relacio´n cualitativa entre los para´metros del sistema arterial y la
impedancia de entrada en tres rangos diferentes de frecuencias.
se miden en funcio´n de la frecuencia card´ıaca en reposo (RHR, Repose Heart
Rate), as´ı por ejemplo, las frecuencias intermedias esta´n definidas en el rango
entre 1 y 3 Hz, para una RHR igual a 2 Hz.
5.2.4. Me´todos temporales
La controversia sobre si la diferencia entre las formas de onda de la de
presio´n y flujo medidas en cualquier punto del sistema arterial se debe a las
reflexiones continua, y los modelos temporales han vuelto a surgir con nuevas
ideas que minimizan el efecto de las reflexiones de ondas como explicacio´n a
estas diferencias [144, 146].
Fundamentalmente, una de las claves de los me´todos temporales radica en
que, y como se ha dicho antes, los me´todos en el dominio de la frecuencia no
pueden explicar muchos eventos que ocurren en diferentes instantes del ciclo
card´ıaco. En la Figura 5.6(b) se muestra tres ciclos card´ıacos para presio´n
y flujo medidos en la entrada de la aorta y donde el cuarto ciclo no llega a
empezar. El fallo en el inicio del cuarto ciclo conduce a un decaimiento de
la presio´n diasto´lica. Esta perdida de presio´n se debe, principalmente, a la
descarga del volumen sangu´ıneo desde el sistema arterial hasta el sistema ve-
noso [147]. Si por ejemplo el corazo´n deja de funcionar totalmente, la presio´n
arterial continuara´ descendiendo hasta alcanzar el valor de la presio´n venosa.
Esta parte de la presio´n se debe al trasvase de flujo sangu´ıneo y no debi-
do a la propagacio´n de ondas a trave´s del sistema cardiovascular y ninguna
de las componentes armo´nicas podr´ıa explicar este movimiento de volumen
sangu´ıneo [147].
El modelo temporal propuesto en [144] calcula la presio´n debido al tras-
vase de sangre desde el sistema arterial hacia las venas a trave´s de un modelo
Windkessel. Esta presio´n se conoce con el nombre de presio´n Windkessel
(Pwk). A la diferencia entre la presio´n medida y la presio´n Windkessel se le
llama presio´n de exceso (Pex), matema´ticamente se escribe como sigue:
Pao = Pwk + Pex (5.8)
La presio´n de exceso es la que se considera debido a la propagacio´n de
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Figura 5.6: Sen˜ales de presio´n y flujo en la entrada de la aorta: (a) un solo
ciclo que muestra los periodos diasto´lico y sito´lico; (b) en el cuarto ciclo ya
no hay una recuperacio´n de la sen˜al de presio´n.
ondas. A trave´s de experimentos se ha demostrado que la forma de onda Pex
es estrictamente similar al flujo ao´rtico, Qin.
5.2.5. Limitaciones de los modelos
Las limitaciones de los modelos ma´s recientes, tanto en el dominio tem-
poral [144] como en el dominio de la frecuencia [95], son:
ambos enfoques siguen considerando el efecto que la topolog´ıa tiene
sobre las sen˜ales de presio´n y flujo, pero evitan estudiar a profundidad
el efecto de las reflexiones;
el me´todo en el dominio temporal ma´s reciente propuesto en [144] deja
claro que la presio´n de exceso tiene su origen en las reflexiones pero no
profundiza en su caracterizacio´n;
el me´todo en el dominio de la frecuencia ma´s reciente propuesto en
[95] propone que las esp´ıculas debido a reflexiones deben buscarse en
un rango intermedio de frecuencias, pero descarta cualquier intento de
bu´squeda debido a que no existe solucio´n u´nica.
Debido a que los me´todos ma´s recientes que proponen la caracterizacio´n
de la IEA admiten de una u otra forma la existencia de reflexiones, en la si-
guiente seccio´n se aplicara´n me´todos de DH para caracterizar la IEA y tratar
de determinar, si existen, la localizacio´n y la amplitud de las reflexiones.
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5.3. Simulaciones y Experimentos
En la seccio´n de experimentos del cap´ıtulo anterior se mostro´ las capaci-
dades de la DH a partir de la transformacio´n al DS. El me´todo funciono´ muy
bien en los experimentos con sen˜ales sinte´ticas. En esta seccio´n se aplica la
DH a la estimacio´n de la IEA y la AEA sobre sen˜ales reales.
El estudio se realiza sobre datos de presio´n y flujo ao´rticos obtenidos
en dos cerdos [72]. La presio´n fue medida mediante cateterismo, utilizando
un mano´metro de alta definicio´n (Millar Instruments, 5F). El mano´metro se
introdujo a trave´s de la arteria caro´tida, hacie´ndolo llegar hasta la entrada
de la aorta. La orientacio´n se hizo utilizando ima´genes de ultrasonidos. El
flujo se midio´ utilizando un detector de flujo (Transonic System, Ithaca, NY)
localizado en la entrada de la aorta. La presio´n y el flujo fueron digitalizadas
a una frecuencia de muestreo fs = 500 Hz, con una duracio´n por registro de
8 segundos.
La estimacio´n de la IEA y la AEA parte fundamentalmente del modelo
en frecuencia para la impedancia y la admitancia siguientes:
Zin(e
jω) =
P (ejω)
Q(ejω)
(5.9)
Ain(e
jω) =
Q(ejω)
P (ejω)
(5.10)
donde Zin(e
jω) y Ain(e
jω) representan la IEA y la AEA, respectivamente. Los
experimentos propuestos para la estimacio´n de (5.9) y de (5.10) se basan en
la transformacio´n del dominio de sen˜al, es decir se buscan dominios donde el
cociente espectral se transforme en una resta de sen˜ales. Para ello, el primer
experimento se basa en la transformacio´n de las sen˜ales al dominio cepstral,
transforma´ndose el cociente de sen˜ales en resta de sen˜ales. Por otro lado,
el segundo experimento traslada las sen˜ales al DS, definido en el cap´ıtulo
anterior, antes de realizar la operacio´n de resta de sen˜ales. Con ello se mejoran
las prestaciones al aplicar la funcio´n logaritmo complejo sobre el espectro de
las sen˜ales de presio´n y flujo.
5.3.1. Estimacio´n de la IEA y la AEA usando ana´lisis
cepstral
Si se aplica la funcio´n logaritmo complejo a (5.9) y a (5.10) se obtienen
las expresiones para el CC de la IEA y la AEA:
zˇin[n] = pˇ[n]− qˇ[n] (5.11)
aˇin[n] = qˇ[n]− pˇ[n] (5.12)
donde pˇ[n], qˇ[n], zˇin[n] y aˇin[n] corresponden al CC de la sen˜al de presio´n, la
sen˜al de flujo, la IEA y la AEA, respectivamente. La ventaja de trasladar las
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Me´todo de ra´ıces Me´todo directo
lroots roots Longitud de la DFT
Longitud 4000 4000 4000 4096 8192 16382 32764
Cerdo 1
rp 3042 3042 12 74 -32 -456 -1996
rq 292 292 -8 -4 -70 -212 -266
pˇ[0] 5.0392 5.0392 2.7261 5.0334 5.0368 5.0387 5.0399
qˇ[0] 2.3024 2.3024 2.2610 2.3004 2.2995 2.3019 2.3023
Cerdo 2
rp 3761 3761 -7 93 -81 -2239 -3653
rq 2867 2867 25 69 -1057 -2695 -2813
pˇ[0] 4.9909 4.9909 3.5986 4.9905 4.9891 4.9917 4.9913
qˇ[0] 2.1212 2.1212 2.1120 2.1277 2.1218 2.1206 2.1217
Tabla 5.3: Algunos para´metros para el CC de las sen˜ales de presio´n y flujo,
utilizando el MD y el MR.
sen˜ales de presio´n y flujo al dominio cepstral queda en evidencia si se observa
co´mo los cocientes de (5.9) y (5.10) se han transformado en las restas de
sen˜ales (5.11) y (5.12), respectivamente.
Las Figuras 5.7 y 5.8 muestran las caracter´ısticas ma´s importantes de
las sen˜ales de presio´n y flujo utilizadas en este experimento, las cuales se
comentan a continuacio´n:
el espectro de ambas figuras muestra su naturaleza paso bajo, concen-
tra´ndose la mayor parte de la energ´ıa en los primeros 20 Hz;
la fase del espectro presenta muchos puntos de discontinuidad en los
valores de fase iguales a ±pi;
las ra´ıces en el plano complejo, as´ı como los histogramas de distribu-
cio´n de la magnitud de las mismas, muestran co´mo en todos los casos
la mayor parte de las ra´ıces esta´n cerca de la circunferencia de radio
unidad;
las ra´ıces con magnitudes cercanas a la circunferencia de radio unidad
dificultan la obtencio´n del valor verdadero del a´ngulo de fase [87].
A partir de la estimacio´n del CC de las sen˜ales de presio´n y flujo mediante
el MD y el MR se obtienen algunas caracter´ısticas que se muestran en la Tabla
5.3, y que permiten hacer los siguientes comentarios:
las ra´ıces se han calculado utilizando dos me´todos diferentes, lroots se
basa en el algoritmo de la FFT [122] y roots en la descomposicio´n en
valores singulares;
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Figura 5.7: Presio´n y flujo para el cerdo 1 : (a) onda de presio´n; (b) onda de
flujo; (c) espectro de la onda de presio´n; (d) espectro de la onda de flujo; (e)
ra´ıces de la onda de presio´n; (f) ra´ıces de la onda de flujo; (g) distribucio´n
de las ra´ıces de la onda de presio´n; (h) distribucio´n de las ra´ıces de la onda
de flujo.
5.3. SIMULACIONES Y EXPERIMENTOS 157
0 1 2 3 4 5 6 7
110
115
120
125
130
135
140
145
Tiempo [Segundos]
m
m
H
g
0 1 2 3 4 5 6 7
−5
0
5
10
Tiempo [Segundos]
m
l/s
eg
(a) (b)
−30 −20 −10 0 10 20 30
0.5
1
1.5
2
x 104
Frecuencia [Hz]
|P(
ejw
)|
−30 −20 −10 0 10 20 30
−2
0
2
Frecuencia [Hz]
∠
 
P(
ejw
)
−30 −20 −10 0 10 20 30
2000
4000
6000
Frecuencia [Hz]
|Q
(ej
w )|
−30 −20 −10 0 10 20 30
−2
0
2
Frecuencia [Hz]
∠
 
Q(
ejw
)
(c) (d)
−1 −0.5 0 0.5 1
−1
−0.5
0
0.5
1
real
im
ag
in
ar
io
−1 −0.5 0 0.5 1
−1
−0.5
0
0.5
1
real
im
ag
in
ar
io
(e) (f)
0.9996 0.9998 1 1.0002 1.0004 1.0006
0
100
200
300
400
500
Distribución de las raíces de la señal de presión
0.95 1 1.05 1.1 1.15 1.2 1.25 1.3
0
500
1000
1500
2000
2500
Distribución de las raíces de la señal de flujo
(g) (h)
Figura 5.8: Presio´n y flujo para el cerdo 2 : (a) onda de presio´n; (b) onda de
flujo; (c) espectro de la onda de presio´n; (d) espectro de la onda de flujo; (e)
ra´ıces de la onda de presio´n; (f) ra´ıces de la onda de flujo; (g) distribucio´n
de las ra´ıces de la onda de presio´n; (h) distribucio´n de las ra´ıces de la onda
de flujo.
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Figura 5.9: CC en registros del cerdo 1 : (a) CC de la presio´n (MD); (b) CC
del flujo (MD); (c) CC de la presio´n (MR); (d) CC del flujo (MR);
el nu´mero de ra´ıces fuera de la circunferencia de radio unidad para la
presio´n y el flujo se representa por rp y rq, respectivamente, y en ambos
me´todos el resultado es el mismo;
el nu´mero de ra´ıces fuera de la circunferencia de radio unidad es igual
al valor de la componente lineal de fase [87];
el ca´lculo del CC utilizando diferentes longitudes para la DFT conduce
a diferentes valores para la componente lineal de fase, lo que significa
que no es posible obtener un valor u´nico para la fase utilizando el MD;
el nu´mero de ra´ıces fuera de la circunferencia de radio unidad, calcu-
ladas con el MR, y el valor de la componente de fase lineal, calculadas
con el MD, son diferentes, conduciendo a diferentes estimaciones del
CC [87];
los coeficientes cepstrales pˇ[0] y qˇ[0] se comparan utilizando diferentes
valores de longitud para la DFT, del MD, en general se observa que
este coeficiente cepstral se mantiene constante para longitudes de DFT
superiores a los 8192 puntos.
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Figura 5.10: CC en registros del cerdo 2 : (a) CC de la presio´n (MD); (b)
CC del flujo (MD); (c) CC de la presio´n (MR); (d) CC del flujo (MR);
Las Figuras 5.9 y 5.10 muestran el CC de los registros de presio´n y flujo
para los cerdos 1 y 2, respectivamente, calculados mediante el MD y el MR.
Para mejorar la resolucio´n en la presentacio´n se resto´ la media a todos los
registros. El CC obtenido para cada registro depende del me´todo empleado,
mostrando el MR valores de coeficientes cepstrales mayores que los obte-
nidos con el MD en los tiempos cercanos a cero. Tambie´n, se observa que
el CC obtenido directamente de los registros no produce informacio´n sobre
periodicidad y reflexiones en la presio´n y el flujo.
En las Figuras 5.11 y 5.12 se muestran la IEA y la AEA, estimadas para
los cerdos 1 y 2, respectivamente. De las Figuras 5.11(a)-(b) y 5.12(a)-(b) se
observa que la IEA estimada con los me´todos directo y basado en las ra´ıces
conducen a sen˜ales de banda completa, ocupando todo el ancho de banda
determinado por la frecuencia de muestreo. Estudios fisiolo´gicos muestran
que la IEA tiene sentido para valores de frecuencias ma´s bajos, entre 0 y 15
Hz [88, 95]. As´ı mismo, puede observarse el ruido de la l´ınea de baja tensio´n,
correspondiente a componentes armo´nicos en 50 y 150 Hz. Para filtrar estas
componentes del espectro de frecuencia se utiliza un filtro tipo butterworth
de quinto orden y una frecuencia de corte de 40 Hz. Las Figuras 5.11(c)-(d)
y 5.12(c)-(d) muestran la IEA obtenida a partir del filtrado previo de los
160
CAP´ITULO 5. CARACTERIZACIO´N DE LA IMPEDANCIA DE ENTRADA AO´RTICA
MEDIANTE DH
−200 −100 0 100 200
20
40
60
80
100
|Z i
n(ω
)|
frecuencia [Hz]
−200 −100 0 100 200
10
20
30
40
50
60
70
80
|Z i
n(ω
)|
frecuencia [Hz]
(a) (b)
−60 −40 −20 0 20 40 60 80
5
10
15
20
|Z i
n(ω
)|
frecuencia [Hz]
−60 −40 −20 0 20 40 60 80
5
10
15
20
|Z i
n(ω
)|
frecuencia [Hz]
(c) (d)
0 5 10 15
5
10
15
20
|Z i
n(ω
)|
frecuencia [Hz]
0 5 10 15
5
10
15
20
|Z i
n(ω
)|
frecuencia [Hz]
(e) (f)
0 5 10 15
1
2
3
4
5
6
7
8
9
|A i
n(ω
)|
frecuencia [Hz]
0 5 10 15
2
4
6
8
10
12
14
|A i
n(ω
)|
frecuencia [Hz]
(g) (h)
Figura 5.11: IEA y AEA calculada sobre los registros del cerdo 1: (a) IEA
(MR); (b) IEA (MD); (c) IEA (MR) con registros filtrados; (d) IEA (MD)
con registros filtrados; (e) IEA (MR, 0-15Hz); (f) IEA (MD, 0-15Hz); (g)
AEA (MR, 0-15Hz); (h) AEA (MD, 0-15Hz).
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Figura 5.12: IEA y AEA calculada sobre los registros del cerdo 2: (a) IEA
(MR); (b) IEA (MD); (c) IEA (MR) con registros filtrados; (d) IEA (MD)
con registros filtrados; (e) IEA (MR) (0-15Hz); (f) IEA (MD, 0-15Hz); (g)
AEA (MR, 0-15Hz); (h) AEA (MD, 0-15Hz).
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Figura 5.13: Respuesta al impulso (cerdo 1) calculada a partir de: (a) IEA
(MR); (b) IEA (MD); (c) AEA (MR); (d) AEA (MD).
registros de presio´n y flujo.
Para mejorar la visualizacio´n, las Figuras 5.11(e)-(f) y 5.12(e)-(f) mues-
tran segmentos de la IEA correspondientes al rango de frecuencias que va de
0 a 15 Hz. Tambie´n, en las Figuras 5.11(g)-(h) y 5.12(g)-(h) se muestra la
AEA para este mismo segmento de frecuencias. Tanto la IEA y la AEA se
han calculado utilizando el MD y el MR. A continuacio´n se hacen algunos
comentarios sobre los resultados obtenidos:
la IEA calculada con el MD presenta picos espectrales muy pronuncia-
dos no presentes en la IEA estimada con el MR;
para un mismo par de registros de presio´n y flujo, el MD y el MR
producen estimaciones de la IEA parecidas en el rango de frecuencias
de 0 a 15 Hz;
la estimacio´n de la IEA no parece ser reproducible entre pares diferentes
de registros de presio´n y flujo;
los resultados obtenidos muestran que existe mayor coherencia en la
estimacio´n de la AEA que en la estimacio´n de la IEA;
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Figura 5.14: Respuesta al impulso (cerdo 2) calculada a partir de: (a) IEA
(MR); (b) IEA (MD); (c) AEA (MR); (d) AEA (MD).
las estimaciones de la AEA son muy parecidas, resaltando en los dos
pares de registros valores grandes de energ´ıa en el rango de frecuencias
de 5 a 10 Hz.
A partir de las estimaciones de la IEA y la AEA se calcula la respues-
ta al impulso, aplicando la TIF. Las Figuras 5.13(a) y 5.13(b) muestran la
respuesta al impulso obtenida a partir de la IEA calculada mediante los me´-
todos MR y MD, respectivamente. Estas respuestas al impulso no muestran
ninguna evidencia de reflexio´n el el intervalo de tiempo correspondiente a
un ciclo de sen˜al. Tambie´n, en las Figuras 5.13(c) y 5.13(d) se muestra la
respuesta al impulso calculada a partir de la AEA, y al igual que con la IEA,
no es posible identificar los puntos donde posiblemente existan reflexiones.
Las mismas pruebas se hacen con los registros del cerdo 2, las Figuras
5.14(a) 5.14(b) muestran la respuestas al impulso obtenidas a partir de la
IEA calculada mediante los me´todos MR y MD, respectivamente. Por una
parte, se observa que la IEA del cerdo 2 conduce a respuestas al impulso con
mayores oscilaciones en el intervalo de tiempo entre 0 y 0.2 segundos. Por otra
parte, de las Figuras 5.14(c) y 5.14(d) se observa que la respuesta al impulso
calculada mediante la AEA es ma´s estable y reproducible; sin embargo, no
es posible determinar ninguna reflexio´n.
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Figura 5.15: Sen˜al suplemental : (a) magnitud del espectro; (b) distribucio´n
de polos y ceros.
En el siguiente experimento se utilizara´ la DH basada en el DS para
realizar la estimacio´n de la IEA y la AEA, as´ı como, sus respectivas respuestas
al impulso.
5.3.2. Estimacio´n de la IEA y la AEA en el DS
En este experimento se aplica el algoritmo descrito en la Tabla 4.1, el cual
se desarrolla a continuacio´n:
1. el espectro de las sen˜ales de presio´n y flujo es tipo paso bajo, con-
centra´ndose la mayor parte de la energ´ıa en el rango de frecuencias
comprendido entre 0 y 20 Hz;
2. las frecuencias de corte se definen como ω1=0 y ω2= 20pi/500 = 0.1257
y a partir de e´stas se calcula la frecuencia del polo complejo de la sen˜al
suplemental, ωc = 26pi/50;
3. el radio de la sen˜al suplemental es igual a r= 0.2613;
4. los valores de ωc y r definen la sen˜al suplemental como una sen˜al IIR
con un solo polo complejo;
5. las sen˜ales de presio´n y flujo se modifican suma´ndoles la sen˜al suple-
mental del paso anterior;
SP (e
jω) = Prec(e
jω) + Si(e
jω) (5.13)
SQ(e
jω) = Qrec(e
jω) + Si(e
jω); (5.14)
6. se calculan las constantes siguientes: las constantes βP1, βP2, βQ1 y βQ2
modifican a las sen˜ales Prec(e
jω), SP (e
jω), Qrec(e
jω) y SQ(e
jω), respec-
tivamente, garantizando la convergencia de las sen˜ales en el DS;
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presio´n flujo
Pre-escalado GP = ma´x
∣∣Prec(z)
SP (z)
∣∣ GQ = ma´x∣∣Qrec(z)SQ(z) ∣∣
Constante 1 βP1 =
1√
GP /0,95
βQ1 =
1√
GQ/0,95
Constante 2 βP2 =
√
GP/0,95 βQ2 =
√
GQ/0,95
Tabla 5.4: Constantes del me´todo de DH en el DS.
7. se construyen las sen˜ales YP (e
jω) e YQ(e
jω) como a continuacio´n:
YP (e
jω) = βP1Prec(e
jω) + βP2SP (e
jω) (5.15)
YQ(e
jω) = βQ1Qrec(e
jω) + βQ2SQ(e
jω); (5.16)
8. se calcula la diferencia entre presio´n y flujo en el DS utilizando (4.41).
Las Figuras 5.15(a) y 5.15(b) muestran la magnitud del espectro y la
distribucio´n de polos y ceros de la sen˜al suplemental Si(e
jω), respectivamente.
Resultados obtenidos con los registros del cerdo 1
Las Figuras 5.16(a) y 5.16(b) muestran la IEA y la AEA, respectivamente,
calculadas a partir de los pares de registros de presio´n y flujo correspondientes
al cerdo 1. Los registros han sido filtrados con el mismo filtro butterworth
del experimento anterior. Si se compara la IEA obtenida en la Figura 5.16(a)
con las obtenidas en el experimento anterior, se observa que, en general,
se obtienen gra´ficas muy parecidas. Sin embargo, la IEA calculada a partir
de la transformacio´n de la sen˜al al DS muestra picos de frecuencias ma´s
pronunciados que los obtenidos con los me´todos MD y MR.
En la Figura 5.16(b) se observa que la AEA estimada mediante trans-
formacio´n al DS presenta picos espectrales de mayor amplitud que aquellos
calculados mediante los me´todos MD y MR. Se observa co´mo se conservan
los picos espectrales en el rango de frecuencias comprendido entre los 7-9 Hz
y 10-15 Hz.
Las Figuras 5.16(c) y 5.16(d) muestran la respuesta al impulso calculada
a partir de la IEA y la AEA, respectivamente. En ambas gra´ficas el me´todo
basado en la transformacio´n al DS parece ser coherente con los resultados
obtenidos con los me´todos MD y MR, es decir, la respuesta al impulso no
presenta evidencia de reflexiones y mantiene un patro´n constante a lo largo
del tiempo. Tambie´n, se observa que la respuesta al impulso calculada a partir
de la AEA tiene un respuesta ma´s estable, y por tanto ma´s reproducible.
Resultados obtenidos con los registros del cerdo 2
Siguiendo el mismo procedimiento que para los registros del cerdo 1, en
las Figuras 5.17(a) y 5.17(b) se muestran la IEA y la AEA, respectivamente,
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Figura 5.16: IEA, AEA y respuesta al impulso del cerdo1 : (a) IEA calculada
mediante transformacio´n al DS; (b) AEA calculada mediante transformacio´n
al DS; (c) respuesta al impulso de la IEA; (d) respuesta al impulso de la AEA.
correspondientes al cerdo 2. Al comparar los resultados obtenidos con los
me´todos MD y MR con los de la Figura 5.17(a) se observa que la amplitud
de los picos espectrales se ha magnificado. Por ejemplo, en todos los me´to-
dos aparecen conjuntos de picos en las frecuencias 2-3 y 6-7 Hz, siendo las
obtenidas a trave´s de la transformacio´n en el DS las de mayor taman˜o.
En la Figura 5.17(b) se muestra la AEA obtenida mediante transforma-
cio´n al DS. Al comparar la AEA con la obtenida mediante los me´todos MD y
MR, se observa que todos los me´todos conducen aproximadamente al mismo
resultado. Sin embargo, la AEA calculada mediante transformacio´n al DS tie-
ne amplitudes mayores en las esp´ıculas. En general, la estimacio´n de la AEA
permite obtener resultados ma´s fiables, pues independientemente del me´todo
y del par de registros seleccionados, los resultados son bastante reproducibles.
Las Figuras 5.17(c) y 5.17(d) muestran la respuesta al impulso estimadas
a partir de la IEA y la AEA. Por una parte, puede observarse que la respuesta
al impulso estimada a partir de la IEA presenta oscilaciones entre los 0-0.4
segundos, y que no corresponden a ningu´n tipo de reflexio´n. Por otra parte,
la respuesta al impulso estimada a partir de la AEA es ma´s estable y ma´s
coherente con los resultados obtenidos con el MD y el MR; sin embargo, no
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Figura 5.17: IEA y AEA del cerdo2 : (a) IEA calculada mediante transforma-
cio´n al DS; (b) AEA calculada mediante transformacio´n al DS; (c) respuesta
al impulso de la IEA; (d) respuesta al impulso de la AEA.
hay ningu´n indicio de reflexiones. En general, la estimacio´n de la respuesta
al impulso es ma´s reproducible si se estima a partir del registro de AEA.
Con el objetivo de intentar mejorar la estimacio´n de la respuesta al im-
pulso, se realizaron pruebas promediando las estimaciones de la IEA y de
la AEA de varios segmentos de un mismo registro. A partir de la IEA y
la AEA promedio se calculo´ la respuesta al impulso obtenie´ndose mejores
prestaciones.
En la Figura 5.18 se muestran los resultados obtenidos en la estimacio´n de
la respuesta al impulso a partir de la IEA y la AEA promedio. Cada registro se
dividio´ en cuatro segmentos y a cada uno de ellos se estimo´ la IEA y la AEA.
Las Figuras 5.18(a) y 5.18(c) muestra la IEA y la AEA promedio obtenida con
los registros del cerdo 1. De la misma manera, las Figuras 5.18(e) y 5.18(g)
muestran la IEA y la AEA promedio obtenida de los registros del cerdo 2. A
partir de estos valores promedio se calcula la respuesta al impulso, como se
muestra en las Figuras 5.18(b), 5.18(d), 5.18(f) y 5.18(h). Las respuestas al
impulso estimadas muestran algunas cuestiones interesantes. En primer lugar
se identifica en todos los resultados un impulso entorno a los 0.5 segundos,
y que identifica el perio´do de la sen˜al. En segundo lugar, no se observan
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Figura 5.18: IEA y RI promedios calculados mediante segmentacio´n en 4
segmentos de los registros del cerdo 1 y 2 : (a) IEA (cerdo 1); (b) RI calculada
a partir de (a); (c) AEA (cerdo 1); (d) RI calculada a partir de (c); (e) IEA
(cerdo 2); (f) RI calculada a partir de (e); (g) AEA (cerdo 2); (h) RI calculada
a partir de (g).
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reflexiones que puedan asociarse a la fisiolog´ıa del sistema circulatorio, en
coherencia con los resultados obtenidos con el MD y el MR. Por u´ltimo, existe
mayor reproducibilidad en la respuesta al impulso para diferentes registros y
diferentes me´todos.
5.4. Conclusiones
La caracterizacio´n del sistema arterial circulatorio, a trave´s de la hipo´tesis
que establece una relacio´n lineal entre la presio´n y el flujo en la entrada
de la aorta, se ha estudiado mediante la utilizacio´n de algoritmos de DH.
La ventaja de utilizar algoritmos de DH en la caracterizacio´n del sistema
arterial circulatorio radica en que se transforma el cociente en el dominio de
la frecuencia entre la presio´n y el flujo en una resta. En general, los algoritmos
de DH adolecen de dos problemas fundamentales relacionados con la fase y la
funcio´n logaritmo complejo. En esta Tesis se propuso un me´todo que aborda
el segundo problema, es decir, el problema de aplicar la funcio´n logaritmo
complejo a sen˜ales de banda limitada. La eliminacio´n de los ceros espectrales
en el espectro de frecuencia de las sen˜ales de presio´n y de flujo se resolvio´ a
trave´s de transformaciones a dominios de sen˜al de banda completa.
De los resultados obtenidos en los dos experimentos llevados a cabo con
sen˜ales reales de presio´n y de flujo ao´rticos, puede decirse que en general, los
tres algoritmos de DH conducen a resultados bastante similares en cuanto
a caracterizacio´n de la IEA y la AEA. Siendo los resultados obtenidos con
el algoritmo de transformacio´n al DS los que conducen a estimaciones de
respuesta al impulso ma´s estables y reproducibles.
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Cap´ıtulo 6
Conclusiones y l´ıneas futuras
En esta Tesis se han propuesto dos nuevos algoritmos de DD no ciega y
una variacio´n del algoritmo de DH. El desarrollo de los algoritmos parte de
la hipo´tesis de que las observaciones se originan como la convolucio´n de dos
sen˜ales, una de variacio´n suave y otra de cara´cter disperso. La sen˜al dispersa
tal como se ha definido en el Cap´ıtulo 2 presenta un elevado nu´mero de
muestras nulas y unas pocas muestras dispersas y de aspecto picudo. Este
modelo de sen˜al se aproxima a feno´menos f´ısicos tales como los encontrados
en s´ısmica de reflexio´n y el problema inverso hemodina´mico presentado en
los Cap´ıtulos 3 y 5, respectivamente.
Los algoritmos de DD no ciega se desarrollaron utilizando dos modelos di-
ferentes de sen˜al. Alternativamente, los algoritmos de DD no ciega mediante
SVM planteados pueden considerarse como me´todos robustos de regulariza-
cio´n con restricciones. Por una parte, la robustez se consigue utilizando una
funcio´n de coste que se adapta a diferentes tipos de ruido y, por otra parte,
las restricciones permiten incluir el modelo de sen˜al en cuestio´n.
Los resultados obtenidos con los nuevos algoritmos en DD no ciega per-
miten concluir lo siguiente:
la introduccio´n de la funcio´n de coste ε-Huber sirve de compromiso
entre los me´todos cla´sicos basados en las normas L1 y L2;
la funcio´n ε-Huber mejora la robustez de los algoritmos debido a que su
componente cuadra´tica se amolda a los requerimientos de ruido Gau-
siano y su componente lineal penaliza los valores at´ıpicos;
la incorporacio´n de los modelos de sen˜al MPS y MDS en la formulacio´n
del problema de DD no ciega permite la solucio´n del problema mediante
SVM;
la modificacio´n del algoritmo MDS conduce a un algoritmo robustos y
de solucio´n dispersa;
171
172 CAP´ITULO 6. CONCLUSIONES Y L´INEAS FUTURAS
la comparacio´n con otros algoritmos de DD no ciega permite ver co´mo
el algoritmo MKSA supera a e´stos en circunstancias como: diferente
tipo de ruido, diferente nivel de ruido y diferente tipo de fase de la
sen˜al de variacio´n suave.
La contribucio´n en DH realizada en esta Tesis se basa en una modificacio´n
del me´todo introducido en [70] y su aplicacio´n en la estimacio´n de la IEA y
la AEA. Sobre esta contribucio´n se puede concluir lo siguiente:
la aplicacio´n de algoritmos de DH en la estimacio´n de la IEA y la AEA
tienen un fundamento teo´rico muy simple, basado en la resta del CC
de sen˜ales;
la transformacio´n a un dominio de sen˜ales de banda completa se hace
necesaria debido al cara´cter paso bajo de las sen˜ales bajo estudio.
6.1. Aportaciones
La introduccio´n en el Cap´ıtulo 3 de algoritmos de DD no ciega basados
en la te´cnica SVM han conducido a las siguientes aportaciones:
la incorporacio´n de la funcio´n de coste robusta ε-Huber;
la solucio´n del problema de DD no ciego dentro del marco SVM lineal;
la solucio´n del problema de DD no ciego dentro del marco establecido
por el MDS;
la solucio´n del problema de DD no ciego utilizando el MDS modificado
o MSKA;
el desarrollo de un me´todo heur´ıstico de obtencio´n de para´metros libres.
En los Cap´ıtulos 4 y 5 se han realizado las siguientes aportaciones:
la modificacio´n del algoritmo de DH basada en la transformacio´n al
DS;
la utilizacio´n de algoritmos de DH en la caracterizacio´n de la IEA y la
AEA;
la utilizacio´n de algoritmos de DH en la bu´squeda de reflexiones en el
sistema arterial a partir de la estimacio´n de la IEA y de la AEA;
la utilizacio´n de algoritmos de DH como me´todos de DD no ciegos.
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6.2. L´ıneas Futuras
La presente Tesis deja abierta las siguientes l´ıneas de investigacio´n:
La ampliacio´n de la solucio´n de DD mediante SVM al problema ma´s
general, es decir, la solucio´n del problema inverso. Tal como se explico´
en el Cap´ıtulo 2 la DD corresponde a un caso particular de problema
inverso, aquel para el que la funcio´n nu´cleo esta´ formada por funciones
invariantes en la variable independiente. Es importante explorar co´mo
se adapta esta generalizacio´n al requerimiento de que la funcio´n nu´cleo
cumpla con las condiciones de Mercer.
Unificar los problemas de deconvolucio´n e interpolacio´n mediante SVM
en una teor´ıa u´nica, de manera similar a como se ha propuesto en
[3, 139, 138]. El desarrollo de esta teor´ıa ma´s general le dara´ rigor
matema´tico a la solucio´n de problemas de procesado de sen˜al mediante
SVM.
La ampliacio´n de la deconvolucio´n mediante SVM a la solucio´n de pro-
blemas multidimensionales. En esta Tesis solo se han tratado ejemplos
y aplicaciones unidimensionales, y es por ello que el siguiente paso sera´
la ampliacio´n a mayores dimensiones.
Investigar me´todos no heur´ısticos para la seleccio´n de para´metros libres.
Si bien es cierto que en la presente Tesis se han revisado los trabajos de
[22, 64], e´stos no se adaptan completamente a las necesidades requeridas
en aplicaciones de DD.
Los me´todos de DD para sen˜ales dispersas aleatorias de esta Tesis par-
ten de un modelo estad´ıstico que supone a e´sta como una sen˜al aleatoria
de ruido blanco. Una l´ınea de investigacio´n que modifique esta supo-
sicio´n podr´ıa basarse en los modelos de sen˜al aleatoria propuestos en
[113, 114].
El me´todo de DH mediante transformacio´n al DS se podr´ıa utilizar
en conjunto con el MR. La disponibilidad de algoritmos que calculan
ra´ıces mediante la FFT, como se muestra en el ape´ndice B, permite el
ca´lculo coeficientes cepstrales de sen˜ales de longitud grandes, del orden
de 1 a 4 millones de muestras.
Es posible explorar el ca´lculo de los coeficientes cepstrales mediante
SVM. La idea parte del hecho de que es posible calcular dichos coefi-
cientes a partir de los coeficientes de un predictor lineal, y con ello la
introduccio´n de los algoritmos SVM.
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APE´NDICES

Ape´ndice A
Condiciones KKT
Las condiciones KKT son condiciones necesarias para identificar puntos
estacionarios, es decir, puntos extremos, de silla y de inflexio´n, de un proble-
ma restringido, no lineal, sujeto a restricciones de desigualdad [127].
Las condiciones KKT son suficientes bajo ciertas limitaciones, por ejem-
plo, en un problema de minimizacio´n la funcio´n objetivo es convexa y el
espacio de soluciones es un conjunto convexo. El problema de optimizacio´n
ma´s general incluye restricciones de igualdad y de desigualdad y se escribe
como a continuacio´n:
minimizar f(w) (A.1)
sujeto a
gi(w) ≤ 0, i = 1, . . . , k
hi(w) = 0, i = 1, . . . ,m
(A.2)
El Lagrangiano se formula [29] construyendo un funcional a partir de la
funcio´n objetivo (A.1) y las restricciones (A.2), como a continuacio´n:
L(w, αi, βi) = f(w) +
k∑
i=1
αigi(w) +
m∑
i=1
βihi(w) (A.3)
donde αi y βi son los multiplicadores de Lagrange correspondientes a las
restricciones (A.2) del problema primal. Reescribiendo el funcional (A.3) de
forma matricial se tiene:
L(w,α,β) = f(w) +
〈
α,g(w)
〉
+
〈
β,h(w)
〉
(A.4)
El problema dual se escribe como a continuacio´n:
maximizar θ(α,β) (A.5)
sujeto a α ≥ 0 (A.6)
donde la relacio´n entre el problema primal y dual esta´ dada por [29]:
θ(α,β) = infw∈ΩL(w,α,β) (A.7)
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donde w ∈ Ω ⊆ Rn, y inf es el ı´nfimo, y representa la cota superior del
conjunto de cotas inferiores. Los valores de los vectores para los que se cumple
la igualdad θ(α,β) = L(w,α,β) se conocen como punto de silla (w∗, α∗,
β∗) y corresponde a la solucio´n simulta´nea de los problemas primal y dual.
Las condiciones KKT establecen que para que (w∗, α∗, β∗) sea la solucio´n
o´ptima de los problemas primal (A.1)-(A.2) y dual (A.5)-(A.6) e´stos deben
de cumplir con las condiciones siguientes:
∂L(w∗,α∗,β∗)
∂w∗
= 0 (A.8)
∂L(w∗,α∗,β∗)
∂α
= 0 (A.9)
∂L(w∗,α∗,β∗)
∂β
= 0 (A.10)
Adema´s, de las condiciones (A.8)-(A.10) se tienen otras condiciones que
se conocen como condiciones KKT complementarias [29], las que se escriben
a continuacio´n:
α∗i gi(x
∗) = 0, i = 1, . . . ,m (A.11)
gi(x
∗) ≤ 0, i = 1, . . . ,m (A.12)
α∗i ≥ 0, i = 1, . . . ,m (A.13)
Las condiciones complementarias (A.11)-(A.13) establecen que la solucio´n
puede estar en cualquiera de dos posiciones definidas por una restriccio´n de
desigualdad. La solucio´n puede estar en el interior de de la regio´n factible o en
la frontera, coincidiendo con los casos donde αi = 0 o αi ≥ 0, respectivamente.
Ape´ndice B
DH utilizando ra´ıces
polino´micas
La DH en el DS resuelve el problema de deconvolucionar sen˜ales limi-
tadas en banda a trave´s de la transformacio´n de e´stas a sen˜ales de banda
completa. En la pra´ctica el me´todo presenta el problema de tener que cal-
cular la sen˜al suplemental, que como se ha visto conlleva el desarrollo de
un algoritmo de muchos pasos. Adema´s, el me´todo no considera el problema
de desenrrollado de la fase [87]. El desenrrollado de la fase se vuelve ma´s
complicado cuando los ceros de la sen˜al esta´n muy cerca de la circunferencia
de radio unidad [60]. Los ceros cercanos a la circunferencia de radio unidad
producen discontinuidades en la fase que son muy dif´ıciles de calcular por
los algoritmos propuestos hasta la fecha, originando errores en el ca´lculo del
cepstrum. Por otro lado, se ha demostrado que sen˜ales discretas de longitud
finita correspondientes a observaciones de feno´menos f´ısicos tienen sus ceros
muy cerca a la circunferencia de radio unidad, haciendo ma´s dif´ıcil el ca´lculo
del cepstrum. En la Figura B.1 se muestra la distribucio´n de las ra´ıces de dos
sen˜ales reales correspondientes a la mediadas de presio´n y flujo en la entrada
de la aorta de un cerdo. La representacio´n en el plano complejo de las ra´ıces
de estas sen˜ales muestran que la mayor parte de e´stas se encuentran entorno
a la circunferencia de radio unidad. Tambie´n, a partir de la distribucio´n del
histograma de las magnitudes de las ra´ıces se confirma que la mayor parte
de las ra´ıces tiene un radio muy cercano a uno.
Otra forma de calcular el cepstrum complejo fue propuesto en [125, 126],
donde se interpreta la TZ de una sen˜al discreta x[n] de longitud finita como
un polinomio en z−1 y puede escribirse como producto de sus ra´ıces [87],
como sigue:
X(z) = Azr
Mi∏
k=1
(1− akz−1)
Mo∏
k=1
(1− bkz) (B.1)
donde |ak|, |bk| <1. Los factores (1−akz−1) y (1−bkz) corresponden a losMi y
Mo ceros dentro y fuera de la circunferencia de radio unidad, respectivamente.
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Figura B.1: Ra´ıces de dos sen˜ales reales: (a) distribucio´n de las ra´ıces de la
sen˜al de presio´n ao´rtica en el plano complejo; (b) histograma del radio de
las ra´ıces de la sen˜al de presio´n; (c) distribucio´n de las ra´ıces de la sen˜al de
flujo; (d) histograma del radio de las ra´ıces de la sen˜al de flujo.
Aplicando la funcio´n logaritmo complejo a (B.1) se tiene:
Xˇ(z) = log(A) + log(zr) +
Mi∑
k=1
(1− akz−1) +
Mo∑
k=1
(1− bkz) (B.2)
El cepstrum complejo resultante xˇ[n] es la suma de cada una de las con-
tribuciones individuales de cada te´rmino en (B.2). Para secuencias reales, A
es real, y si A es positivo, xˇ[0] = log(A). El te´rmino zr corresponde en el
dominio temporal a desplazamientos de la sen˜al x[n]; si r = 0 este te´rmino
es igual a uno pero cuando r 6= 0 la fase incluira´ un te´rmino lineal con pen-
diente r. La existencia de la TF Xˇ(ejω) requiere que la componente de fase
tenga simetr´ıa impar, sea perio´dica en ω y continua en el intervalo |ω| < pi.
El te´rmino lineal forzara´ una discontinuidad en la fase en ω = ±pi haciendo
que Xˇ(z) no sea anal´ıtica en la circunferencia de radio unidad. Una solu-
cio´n pragma´tica a los problemas presentados por los primeros dos te´rminos
de (B.2) consiste en calcular algebraicamente el signo de A y el valor de r
para luego modificar la sen˜al de entrada x[n] de tal forma que (B.2) se puede
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reescribir como a continuacio´n:
Xˇ(z) = log|A|+
Mi∑
k=1
(1− akz−1) +
Mo∑
k=1
(1− bkz) (B.3)
Utilizando expansio´n en serie de potencias el cepstrum complejo se escribe
como:
xˇ[n] =

log|A|, n = 0,
−
Mi∑
k=1
ank
n
, n > 0,
Mo∑
k=1
b−nk
n
, n < 0,
(B.4)
donde las ra´ıces ak y bk se calculan usando algoritmos nume´ricos de ca´lculo de
ra´ıces. La principal ventaja de calcular el cepstrum complejo con (B.4) radica
en que no es necesario calcular el valor verdadero de la fase, evita´ndose la
incertidumbre de los me´todos basados en el desenrrollado de fase.
El principal inconveniente del ca´lculo del cepstrum complejo a partir del
ca´lculo de las ra´ıces consiste en su elevado coste computacional, limitando su
aplicacio´n a sen˜ales formadas por unas pocas muestras [125, 126].
En [122] se introdujo un algoritmo capaz de factorizar polinomios con
coeficientes aleatorios de grado tan alto como un millo´n1. El algoritmo apro-
vecha la propiedad de que las ra´ıces de polinomios con coeficientes aleatorios
ide´nticamente distribuidos esta´n localizados muy cerca a la circunferencia de
radio unidad [53].
El me´todo de ca´lculo de las ra´ıces utiliza el algoritmo de la FFT y, como
se muestra en la Figura B.2, crea una rejilla de bu´squeda alrededor de la
circunferencia de radio unidad a trave´s de la evaluacio´n de la TZ de la sen˜al
en muestras igualmente espaciadas en torno a un sector angular con radio
cercano a uno. Los mı´nimos locales obtenidos a partir de las evaluaciones
se utilizan como estimaciones preliminares de la localizacio´n de los ceros
para luego aplicar el me´todo de Newton de bu´squeda de ra´ıces. El algoritmo
presenta buenas prestaciones en aplicaciones sobre sen˜ales reales debido a
que la bu´squeda de ra´ıces se realiza sobre rejillas cercanas a la circunferencia
de radio unidad.
1Los resultados ma´s recientes desarrollados con este algoritmo alcanzan polinomios de
grado 4 millones [16].
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Figura B.2: Rejilla de bu´squeda del me´todo de ca´lculo de ra´ıces basado en el
algoritmo de la transformada ra´pida de Fourier.
Se crea una rejilla, que es ma´s densa sobre la circunferencia de radio
unidad, a trave´s del muestreo del plano complejo en c´ırculos conce´ntri-
cos.
Se buscan dentro de la rejilla mı´nimos locales que se utilizan como
valores iniciales en la bu´squeda de ra´ıces.
A partir de los valores iniciales se calculan las ra´ıces, se utiliza cualquie-
ra de los me´todos esta´ndar de ca´lculo de ra´ıces: el me´todo de Newton
o el me´todo de Laguerre.
Es posible que algunas ra´ıces se pierdan. Si esto sucede las ra´ıces en-
contradas se utilizan para simplificar el polinomio, obteniendo uno de
menor grado.
Se factoriza este polinomio de menor grado y se refinan las ra´ıces en-
contradas.
Se repiten los u´ltimos dos pasos anteriores hasta que todas la ra´ıces son
calculadas.
Tabla B.1: Algoritmo para calcular la factorizacio´n de polinomios.
Ape´ndice C
Ana´lisis cepstral de un tren de
impulsos general
Sea la secuencia de impulsos con una separacio´n entre impulsos aperio´dica
que se escribe como sigue:
ro[n] =
N∑
i=1
αiδ[n− ni] (C.1)
donde αi representa la amplitud de los impulsos. La secuencia de impulsos ro
no tienen un comportamiento exponencial decreciente y no es una sen˜al de
fase mı´nima. Multiplicando (C.1) por una exponencial decreciente [117, 137],
se convierte e´sta en una sen˜al de fase mı´nima, como sigue:
r[n] = ro[n]a
n =
N∑
i=1
αia
niδ[n− ni] (C.2)
donde la sen˜al ani es la exponencial decreciente. Calculando la TZ de (C.2)
se tiene:
R(z) =
N∑
i=1
αia
niz−ni = α1an1z−n1
[
1 +
N∑
i=2
βia
Niz−Ni
]
(C.3)
donde βi =
αi
α1
, Ni = ni − n1, i = 2, 3, . . . , N . Eliminando previamente el
factor lineal, se aplica la funcio´n logaritmo complejo a (C.3) como sigue:
Rˇ(z) = log(α1) + log
[
1 +
N∑
i=2
βia
Niz−Ni
]
(C.4)
Desarrollando la funcio´n logaritmo en serie de potencias, se tiene:
Rˇ(z) = log(α1) +
∞∑
m=1
(−1)m+1
m
( N∑
i=2
βia
Niz−Ni
)m
(C.5)
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Conside´rese el caso espec´ıfico de una sen˜al formada por tres reflectores
separados una distancia cualquiera que se escribe a continuacio´n:
ro[n] =
3∑
i=1
αiδ[n− ni], ni > 0 (C.6)
Se procede de manera similar al caso general, utilizando (C.4) se calcula
el logaritmo de la TZ de r[n], as´ı:
Rˇ(z) = log(α1) +
∞∑
m=1
(−1)m+1
m
(
3∑
i=2
βia
Niz−Ni
)m
= (C.7)
= log(α1) +
∞∑
m=1
(−1)m+1
m
(
α2
α1
aN2z−N2 +
α3
α1
aN3z−N3
)m
(C.8)
El te´rmino entre pare´ntesis de (C.8) se desarrolla utilizando el binomio
de Newton, de la siguiente manera:
Rˇ(z) = log(α1) +
∞∑
m=1
(−1)m+1
m
m∑
l=0
(
m
l
)[
(
α2
α1
aN2z−N2)(m−l) · (α3
α1
aN3z−N3)l
]
donde
(
m
l
)
es el nu´mero combinatorio entre m y l, reescribiendo la ecuacio´n
anterior como sigue:
Rˇ(z) = log(α1) +
∞∑
m=1
(−1)m+1
m
m∑
l=0
(
m
l
)
·
·
[
(
α2
α1
)(m−l)(
α3
α1
)l(aN2(m−l)+N3l)
]
z−N2(m−l)−N3l (C.9)
Aplicando la TZI como sigue:
rˇ[n] = log(α1)δ[n] +
∞∑
m=1
(−1)m+1
m
m∑
l=0
m!
l!(m− l)!
·
(
(
α2
α1
)m−l(
α3
α1
)laN2(m−l)+N3l
)
δ
[
n− (m− l)N2 − lN3
]
(C.10)
donde se observa que el cepstrum, rˇ[n], tiene valores diferentes de cero en
mu´ltiplos de los periodos N2, N3, as´ı como mu´ltiplos de su suma.
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