Let H be a Hopf algebra and let D H be a Hopf-module category. Let M be a stable anti-Yetter-Drinfeld module over H. We describe the Hopf-cyclic cohomology HC • H (D H , M ) using characters of differential graded Hopf-module categories equipped with closed graded traces with coefficients in M . We construct a pairing HC q H (C, M ) ⊗ HC p H (D H , M ) → HC p+q (D H ) with the Hopf-cyclic cohomology of an H-module coalgebra C with coefficients in M . This categorifies the characteristic map of Connes and Moscovici in Hopf-cyclic cohomology. MSC(2010) Subject Classification: 16T05, 18E05, 58B34
Introduction
In [11] , [12] , [13] , Connes and Moscovici introduced Hopf-cyclic cohomology as a generalization of Lie algebra cohomology adapted to Noncommutative Geometry. Given a Hopf algebra H that is equipped with a modular pair in involution (δ, σ) and acts on an algebra A, they constructed a characteristic map γ • ∶ HC • (δ,σ) (H) → HC • (A) (1. 1) taking values in the cyclic cohomology HC • (A) of A. Both Hochschild homology and the cyclic theory have since been studied extensively in several categorical contexts (see, for instance, [6] , [7] , [21] , [30] , [32] , [34] , [36] ). The starting point of this paper is the construction of a characteristic map γ • ∶ HC • (δ,σ) (H) → HC • (D H ) taking values in the cyclic cohomology of a Hopf-module category D H (or "H-category", see Definition 2.1) equipped with a δ invariant σ-trace. More generally, our purpose is to construct a pairing
Here, M is a stable anti-Yetter Drinfeld (SAYD) module over H, C is an H-module coalgebra acting on the category D H and HC p H (D H , M ) (resp. HC q H (C, M )) denotes the Hopf-cyclic cohomology of the category D H (resp. the coalgebra C) with coefficients in M .
Let k be a field. A Hopf-module category consists of a k-linear category D H with H acting on its morphism spaces in such a way that the composition on D H is well-behaved with respect to the coproduct on H. This notion was introduced by Cibils and Solotar in [8] , where they constructed a Morita equivalence connecting the Galois coverings of a category to its smash extensions via a Hopf algebra. A small Hopf-module category may be treated as a "Hopf module algebra with several objects", in the same way as a small preadditive category plays the role of a "ring with several objects" in the sense of Mitchell [37] . In fact, the replacement of rings by small preadditive categories has been widely studied in the literature (see, for instance, [5] , [15] , [33] , [35] , [42] , [43] ). Further, cyclic modules associated to Hopf-module categories have been studied by Kaygun and Khalkhali [25] , while the Hochschild-Mitchell cohomology of an H-comodule category has been studied by Herscovich and Solotar [20] . This paper is also part of our larger program of studying Hopf-module categories as objects of independent interest, begun in [3] , [4] .
In this paper, we introduce the Hopf-cyclic cohomology groups HC • H (D H , M ) of a Hopf-module category D H with coefficients in an SAYD module M over H. We recall that an SAYD module M is a space carrying both an action and a coaction of H, which together satisfy the precise condition required to incorporate coefficients into the Hopf-cyclic theory. This notion was introduced by Hajac, Khalkhali, Rangipour and Sommerhäuser in [16] where it was conjectured that there is a general pairing between the Hopf-cyclic cohomology of a module coalgebra and the Hopf-cyclic cohomology of a module algebra, a fact that was proved later by Khalkhali and Rangipour in [29] . For related work on pairings and Hopf-cyclic cohomology, we refer the reader to [1] , [2] , [17] , [18] , [19] , [23] , [24] , [39] .
For a Hopf-module category D H , we describe in this paper the cocycles and coboundaries that determine HC • H (D H , M ) by extending Connes' original construction of cyclic cohomology from [9] and [10] in terms of cycles and closed graded traces on differential graded algebras. Accordingly, we interpret the cocycles Z • H (D H , M ) and the coboundaries B • H (D H , M ) as characters of differential graded H-module categories equipped with closed graded traces with coefficients in M . The pairing in (1.2) is then constructed by extending the methods of Khalkhali and Rangipour [29] for building cup products in Hopf-cyclic cohomology. We therefore feel that the present article is the first step towards "categorification" of the Noncommutative Differential Geometry of Connes [10] .
We now describe the paper in more detail. In Section 2, we introduce the notion of a δ-invariant σ-trace on a left H-category D H (see Definition 2. 2) , where (δ, σ) is a modular pair in involution for the Hopf algebra H. Given such a trace, we prove (see Theorem 2.4) that there is a characteristic map The pairing in (1.4) suggests that we look for a similar pairing when the Hopf algebra H is replaced by an H-module coalgebra C and the SAYD module σ k δ is replaced by an arbitrary SAYD module M . For an H-module coalgebra C acting on the H-category D H , we show in Theorem 4.2 that we have a pairing:
where HC • H (C, M ) is the Hopf-cyclic cohomology of the H-module coalgebra C with coefficients in the SAYD module M . The final purpose is to extend the pairing in (1. 5) to higher levels. This is done in several steps. In Section 5, we provide a description of the space Z • H (D H , M ) of cocycles, for which we extend the formalism of Connes [10] . We first describe in detail the construction of the universal differential graded (DG)-category associated to an ordinary k-linear category. We then consider DGH-categories which may be treated as differential graded H-module algebras with several objects.
Since δ-invariant σ-traces on D H are precisely the 0-cocycles in the Hopf-cyclic cohomology HC • H (D H , σ k δ ), we are motivated to define more generally the n-dimensional closed graded (H, M )-traces on a DGH-category S H (see, Definition 5. 7) . We then introduce cycles (S H ,∂ H ,T H ) over the H-category D H using which we provide a description of Z • H (D H , M ) in Theorem 5.11. This result is an H-linear categorical version of Connes' [10, Proposition 1, p. 98]. We show that an element φ ∈ Z n H (D H , M ) if and only if it is the character of an n-dimensional cycle over D H . It also follows from Theorem 5.11 that there is a one to one correspondence between Z n H (D H , M ) and the collection of n-dimensional closed graded (H, M )-traces on the universal DGH-category Ω(D H ) associated to D H . We then proceed to obtain a description of the space B • H (D H , M ) of coboundaries. In Section 6, we show that the Hopf-cyclic cohomology of an H-category D H is the same as that of its linearization D H ⊗ M r (k) by the matrix ring M r (k). For this, we first construct a para-cyclic module
We also consider inclusion and trace maps
Then, we show in Proposition 6.5 that the induced morphisms
between the underlying Hochschild complexes are homotopy inverses of each other. Applying the functor Hom H (−, k), we show in Proposition 6.6 that there are mutually inverse isomorphisms of Hopf-cyclic cohomologies:
In Section 7, we provide a description of B • H (D H , M ). Let Cat H denote the category whose objects are H-categories and whose morphisms are H-linear functors. Using the isomorphims in (1. 6 
where (C, D H ) = (ΩC, Ω(D H )) 0 . Then, in Proposition 8.11 and Proposition 8.13 respectively, we show that the pairing in 1.7 restricts to well-defined pairings:
Thus, using (1. 8) and (1.9), we obtain the following pairing of Hopf-cyclic cohomologies:
Finally, in Theorem 8.15, we show that in case the H-module coalgebra C acts on the H-category D H , the pairing in (1.10) induces a well-defined pairing
Notations: Throughout the paper, H is a Hopf algebra over the field k of characteristic zero, with comultiplication ∆, counit ε and bijective antipode S. We will use Sweedler's notation for the coproduct
The small cyclic category introduced by Connes in [9] will be denoted by Λ. The Hochschild differential on any simplicial module will be denoted by b.
Categorified characteristic in Hopf-cyclic cohomology
It is well known that a ring can be identified with a preadditive category having a single object (see, for instance [41] ). Accordingly, any small preadditive category may be treated as a ring with several objects in the sense of Mitchell (see [37, 38] ). We now recall the notion of an H-category, introduced by Cibils and Solotar [8] , which may be considered as an "H-module algebra with several objects." 
(iii) the composition map is a morphism of H-modules, i.e.,
A small left H-module category will be called a left H-category.
We now let H be a Hopf algebra with a modular pair in involution (δ, σ) (see [13] ) and let D H be a left H-category. In this section, we introduce the notion of a δ-invariant σ-trace on the category D H . Using this trace, we then construct a characteristic map from the cyclic cohomology of the Hopf algebra H to that of the category D H . We first recall from [12] , [13] the cyclic cohomology of a Hopf algebra. Let δ ∈ H * be a character and σ ∈ H be a group-like element (i.e., ∆(σ) = σ ⊗ σ and ε(σ) = 1) such that δ(σ) = 1. Then, the pair (δ, σ) is said to be a modular pair on H. The character δ determines a δ-twisted
The pair (δ, σ) is said to be a modular pair in involution if S 2 δ (h) = σhσ −1 for all h ∈ H. Given a modular pair (δ, σ) in involution for a Hopf algebra H, one can associate a Λ-module C • H (δ,σ) by setting C n (H) ∶= H ⊗n , ∀n ≥ 1 and C 0 (H) = k. For n > 1, the face maps δ i ∶ C n−1 (H) → C n (H) are given as follows:
For n = 1, we have δ 0 (1) = 1 and δ 1 (1) = σ. For n > 0, the degeneracy maps σ i ∶ C n+1 (H) → C n (H) for 0 ≤ i ≤ n are given by
For n = 0, we have σ 0 (h) = ε(h). The cyclic operator τ n ∶ C n (H) → C n (H) is given by
The cyclic cohomology determined by the Λ-module C • H (δ,σ) is said to be the cyclic cohomology of the Hopf algebra H with respect to the modular pair (δ, σ) and will be denoted by HC • (δ,σ) (H). We now recall the cyclic cohomology of a small k-linear category due to McCarthy [36] . The additive cyclic nerve of a small k-linear category C is defined to be the cyclic module determined by
where the direct sum runs over all (X 0 , X 1 , . . . , X n ) ∈ Ob(C) n+1 . The structure maps are given by
The cyclic cohomology groups of C are determined by the k-spaces CN n (C) ∶= Hom k (CN n (C), k) with the structure maps
We will use the notation CN • (C) ∶= {CN n (C)} n≥0 to denote the cocyclic module associated to the category C and HC • (C) for the corresponding cyclic cohomology.
We now introduce the notion of δ-invariant σ-traces on an H-category. 
for any h ∈ H, f ∈ Hom D H (X, Y ) and g ∈ Hom D H (Y, X).
Proof. Let T H be δ-invariant. Then, we have
Conversely, suppose that the collection T H satisfies (2.4). Then, for any f ′ ∈ Hom D H (X, X), we have
We are now ready to prove that there is a characteristic map from the cyclic cohomology of the Hopf algebra H taking values in the cyclic cohomology of the H-category D H . 
This induces a homomorphism in cyclic cohomology
Proof. We need to show that the following identities hold:
We first verify (2.5). The case i = 0 is straightforward. For i = n, we have
Next we verify (2.6). For 0 ≤ i ≤ n − 1, we have
It now remains to verify (2. 7) . For that, we have
This completes the proof.
Invariant traces as Hopf-cyclic cocycles
We continue with H being a Hopf algebra equipped with a modular pair (δ, σ) in involution. The key to the construction of the characteristic map γ
In this section, we will describe such traces as Hopf-cyclic cocycles for D H taking values in a certain SAYD module.
Proof. This follows from the fact that the antipode S is an anti-algebra homomorphism and ∆(1
We now recall the notion of a SAYD module from [ 
We now define the Hopf-cyclic cohomology HC • H (D H , M ) of an H-category D H with coefficients in a stable anti-Yetter-Drinfeld (SAYD) module M (see also [25] ). This generalizes the construction of the Hopf-cyclic cohomology for H-module algebras with coefficients in a SAYD module (see [16] ). For each n ≥ 0, we set
where k is considered as a right H-module via the counit. It is clear from the definition that an element in
Proof. Using the stability of M , we have
Using the stability of M , we also observe that
We now recall that a (co)simplicial module is said to be para-(co)cyclic if all the relations for a (co)cyclic module are satisfied except τ n+1 n = id (see, for instance [25] ).
Proposition 3.4. Let D H be a left H-category and let M be a right-left SAYD module over H. Then,
It is easy to verify that δ i and σ i for 0 ≤ i ≤ n define a cosimplicial structure on C • (D H , M ). Therefore, it remains to check that the following identities hold:
It follows immediately by definition that τ n δ 0 = δ n . Next, we verify the identities involving the degeneracies. For i = n, we have
The case 1 ≤ i < n is easy to verify. Further, we have (1), it now remains to prove that the structure maps are well-defined and τ n+1 n = id. Let us first verify that the cyclic operator τ n is well-defined, i.e.,
Similarly, it may be verified that the degeneracies are also well-defined. Next, we verify that the face maps are well-defined. For 0 ≤ i < n, we have
Since δ n = τ n δ 0 , the preceeding computations show that δ n is also well-defined.
Further, using the stability of M , we have
The cohomology of the cocyclic module C • H (D H , M ) will be called the Hopf-cyclic cohomology of the Hcategory D H with coefficients in the SAYD module M . The corresponding cohomology groups will be denoted by HC • H (D H , M ).
Remark 3.5. The field k is trivially a Hopf algebra with ∆(1) = 1 ⊗ 1, S(1) = 1 = ε(1), and also a SAYD module over itself with coaction given by ∆.
, we get back the ordinary cyclic cohomology HC • (D H ) of the k-linear category D H as discussed in Section 2.
We now let σ k δ denote the SAYD module structure on k (see, for instance [17] ) over H defined by setting
Let D H be a left H-category and let (δ, σ) be a modular pair in involution for H. Then,
Using the fact that σ is a group-like element in H and δ(σ) = 1, we have
for any f ∈ Hom D H (X, Y ) and g ∈ Hom D H (Y, X). This shows that the collection T H is a σ-trace on the category D H . We now verify that T H is δ-invariant. For any f ′ ∈ Hom D H (X, X), we have
This shows that φ ∈ HC 0 H (D H , σ k δ ).
Characteristic map with SAYD coefficients
Let D H be a left H-category and let (δ, σ) be a modular pair in involution for H. We have shown that the δ-invariant σ-traces on D H are in bijection with HC 0
The pairing in (4.1) leads us to ask if there exists a similar pairing when the Hopf algebra H is replaced by an H-module coalgebra C and the trivial SAYD module σ k δ is replaced by a general SAYD module M . In this section, we obtain the following pairing
We now recall the Hopf-cyclic cohomology of a left H-module coalgebra C with coefficients in a right-left SAYD module M (see [16] ).
is a Λ-module with the following structure maps:
The cohomology of the cocyclic module C • H (C, M ) is said to be the Hopf-cyclic cohomology of the H-module coalgebra C with coefficients in the SAYD module M . The corresponding cohomology groups will be denoted by HC • H (C, M ). In the construction of the pairing (4.1), the Hopf algebra H acts on the category D H in the sense of Definition 2.1. We will now define the action of an H-module coalgebra C on a left H-category D H . Definition 4.1. Let D H be a left H-category and C be a left H-module coalgebra. We say that C acts on
We now show that there is a pairing between the Hopf-cyclic cohomology of an H-module coalgebra C and 
Thus, we get the following pairing
Then, by definition, we have
for any m ∈ M, f ∈ Hom D H (X, Y ) and g ∈ Hom D H (Y, X). In order to show that (4.3) defines a map of Λ-modules, we need to prove that the following identities hold:
For 0 ≤ i ≤ n − 1, we have
This proves (4.5). Next, we verify the identity (4. 6) . For 0 ≤ i ≤ n − 1, we have
It may be verified similarly that σ n γ n+1 M = γ n M σ n . It remains to verify (4. 7) . We have
Our purpose is to extend the result in Theorem 4.2 to a general pairing
This will be done in several steps.
Traces, cocycles and DGH-categories
In order to take the pairing in Theorem 4.2 to higher levels, we will need a deeper understanding of the cohomology groups HC • H (D H , M ) and HC • (D H ). For this, we will develop a formalism analogous to that of Connes [10] in order to describe the spaces Z
in terms of closed graded traces. The pairing mentioned in (4.8) will then be constructed using methods analogous to those of [29] . Our purpose in this section is to describe Z • H (D H , M ) and Z • (D H ), for which we will need the framework of DG-categories.
We start by recalling the notion of the tensor product of complexes.
. . be two cochain complexes. Then, their tensor product A • ⊗ B • also forms a cochain complex which is defined as follows:
We now recall the notions of DG-categories and DG-functors.
Definition 5.1. A differential graded category (DG-category) (C, ∂) is a k-linear category C such that
is a cochain complex of k-spaces for each X, Y ∈ Ob(C).
(ii) the composition map
for any f ∈ Hom C (X, Y ) r and g ∈ Hom C (Y, Z) n−r .
Whenever the meaning is clear from context, we will drop the subscript and simply write ∂ • for the differential on any Hom • C (X, Y ).
A DG-category with a single object is the same as a differential graded k-algebra. Accordingly, any small DGcategory may be treated as a differential graded k-algebra with several objects. For more on DG-categories, we refer the reader to Keller [26] , [27] .
Definition 5.2. A DG-functor α between two DG-categories (C, ∂) and (C ′ , ∂ ′ ) is a k-linear functor α ∶ C → C ′ such that the induced map Hom
, is a morphism of complexes for each X, Y ∈ Ob(C) compatible with composition and units.
Remark 5.3. We observe that corresponding to any DG-category C, there is a category C 0 defined as:
Clearly, the composition in C induces a well-defined composition
We now construct a "universal DG-category" associated to a given k-linear category, similar to the construction of the universal differential graded algebra associated to an ordinary k-algebra. This construction is possibly well known, but we were unable to locate a reference. Proof. Let ΩC be the category with Ob(ΩC) ∶= Ob(C) and Hom ΩC (X, Y ) the k-vector space generated by the symbols f 0 df 1 . . . df n satisfying the following two relations:
where (f 0 , f 1 , . . . , f n ) varies over all chains X fn → X n fn−1
of composable morphisms in C. An element of the form f 0 df 1 . . . df n in Hom ΩC (X, Y ) is said to be homogeneous of degree n.
The composition in ΩC is determined by
whenever the target of f n+1 is identical to the source of f n . In particular, it follows that
is a cochain complex for each X, Y ∈ Ob(ΩC). It may also be verified easily that the composition in ΩC is a morphism of complexes. Thus, ΩC is a DG-category. Now, let (D, ∂ ′ ) be a DG-category and ρ ∶ C → D 0 be a k-linear functor. We extend ρ to obtain a functor ρ ∶ ΩC → D as follows:ρ (X) ∶= ρ(X)
for all X ∈ Ob(ΩC) = Ob(C) and f 0 df 1 . . . df n ∈ Hom n ΩC (X, Y ). Since each ρ(f i ) is a morphism of degree 0 in D, it follows from (5.1) and (5. 4) 
It is also clear by construction thatρ (ΩC) 0 = ρ. Moreover, we have
It is clear thatρ ∶ ΩC → D is compatible with compositions and hence is a DG-functor. The uniqueness of ρ follows from (5. 5) .
We now consider the notion of a DGH-category which may be treated as a differential graded H-module algebra with several objects.
Definition 5.5. A left DGH-category is a left H-category which is also a DG-category (S H ,∂ H ) such that for all n ≥ 0:
. We can similarly define the notion of a DGH-functor between DGH-categories. We note that the category S 0 H corresponding to the DGH-category (S H ,∂ H ) is an ordinary left H-category. Proposition 5.6. Let D H be a left H-category. Then, the universal DG-category (Ω(D H ), ∂ H ) associated to D H is a left DGH-category with the H-action determined by
Proof. From the definitions in (5.4) and (5. 7) , it may be easily verified that Ω(D H ) is a left H-category. Moreover, we have
Hence, the differential ∂ H on Ω(D H ) is H-linear. This proves the result. 
for all h ∈ H, m ∈ M , f ∈ Hom n S H (X, X), f ′ ∈ Hom n−1 S H (X, X), g ∈ Hom i S H (X, Y ), g ′ ∈ Hom j S H (Y, X) and i + j = n.
In particular, putting H = k = M , we get: Definition 5.8. Let (S,∂) be a DG-category. A closed graded trace of dimension n on S is a collection of k-linear mapsT ∶= {T X ∶ Hom n C (X, X) → k} X∈Ob(C) such that
for all f ∈ Hom n−1 S (X, X), g ∈ Hom i S (X, Y ), g ′ ∈ Hom j S (Y, X) and i + j = n. 
We will often suppress the functor ρ and refer to φ simply as the character of the n-dimensional cycle (S H ,∂ H ,T H ).
The next result provides a characterization of the space Z n H (D H , M ) of n-cocycles in the Hopf-cyclic cohomology of the category D H with coefficients in the SAYD module M . 
(2) There exists a closed graded (H, 
We now verify that the collection T H is an n-dimensional closed graded (H, M )-trace on Ω(D H ). For any f 0 df 1 . . . df n ∈ Hom n Ω(D H ) (X, X) and h ∈ H, we have
Hence, T H satisfies the condition (5.8) . Now, by the universal property of Ω(D H ), the functor ρ ∶ D H → S 0 H can be extended to a DGH-functorρ ∶ Ω(D H ) → S H as in (5.6) . Thus, for any p 0 dp 1 . . . dp n−1 ∈ Hom n−1 Ω(D H ) (X, X), we have T H X m ⊗ ∂ n−1 H (p 0 dp 1 . . . dp n−1 ) = T H X (m ⊗ id X dp 0 dp 1 . . . dp
Hence, T H satisfies the condition (5.9). Finally, we see that
This proves the condition in (5.10). 
) For achieving simplicity of notation, we will drop the functor ρ. To show that φ is an n-cocycle, it suffices to check that
Now using the equality∂ 0 H (f g) =∂ 0 H (f )g + f∂ 0 H (g) for any f and g of degree 0, we have
Thus, using the condition in (5. 10) , we obtain
Next, using (5.9), (5. 10) , and the H-linearity of∂ H , we have
. We now verify that the collection {T n X ∶ M ⊗ Hom n Ω(D H ) (X, X) → k} X∈Ob(Ω(D H )) is a closed graded (H, M )-trace on (Ω(D H ), ∂ H ). For any p 0 dp 1 . . . dp n−1 ∈ Hom n−1 Ω(D H ) (X, X), we have T H X m ⊗ ∂ n−1 H (p 0 dp 1 . . . dp n−1 ) = T H X m ⊗ id X dp 0 dp 1 . . . dp n−1 = φ(m ⊗ id X ⊗ p 0 ⊗ . . . ⊗ p n−1 )
)p n−1 d(id X )dp 0 dp 1 . . . dp n−2 = 0 This proves the condition in (5.9). Next, for any g ′ = g 0 dg 1 . . . dg r ∈ Hom r Ω(D H ) (Y, X) and g = g r+1 dg r+2 . . . dg n+1 ∈ Hom n−r
On the other hand, we have
Using repeatedly the fact that φ = (−1) n τ n φ, we get
The condition (5.10) now follows using the fact that b(φ) = 0. This proves the result. Proposition 5.13. Let C be a small k-linear category and φ ∈ CN n (C). Then, the following conditions are equivalent:
(1) φ is the character of an n-dimensional cycle over C, i.e., there exists an n-dimensional cycle (S,∂,T ) and a k-linear functor ρ ∶ C → S 0 such that
(2) There exists a closed graded trace T of dimension n on (Ω(C), ∂) such that
for any f 0 ⊗ . . . ⊗ f n ∈ Hom C (X 1 , X 0 ) ⊗ Hom C (X 2 , X 1 ) ⊗ . . . ⊗ Hom C (X 0 , X n ).
(3) φ ∈ Z n (C).
Remark 5.14. By Proposition 5.13, it is clear that there is a one to one correspondence between ndimensional closed graded traces on the DG-category Ω(C) and Z n (C).
Linearization by matrices and Hopf-cyclic cohomology
We continue with M being a right-left SAYD module over H. In Section 5, we described the spaces Z • H (D H , M ) and Z • (D H ). The next aim is to find a characterization of B • H (D H , M ) and B • (D H ) which will be done in several steps. For this, we will show in this section that the Hopf-cyclic cohomology of an H-category D H is the same as that of its linearization D H ⊗ M r (k). Let C be a k-linear category and r ∈ N. Then, its linearization C ⊗ M r (k) is the k-linear category defined as follows:
Ob
for any X, Y ∈ Ob(C ⊗ M r (k)). 
for any m ∈ M and f 0 ⊗ f 1 ⊗ . . . ⊗ f n ∈ Hom D H (X 1 , X 0 ) ⊗ Hom D H (X 2 , X 1 ) ⊗ . . . ⊗ Hom D H (X 0 , X n ).
(2) By passing to the tensor product over H, we obtain a cyclic module C H
Proof. The proof of (1) follows from Proposition 3.4 (1). To prove (2), we first verify that the cyclic operator t n is well-defined. For any m ⊗ H f 0 ⊗ . . . ⊗ f n ∈ C H n (D H , M ), we have
It may be verified easily that the face maps and the degeneracies are also well-defined. Moreover,
The cyclic homology groups corresponding to the cyclic module C H • (D H , M ) will be denoted by HC H • (D H , M ).
We fix r ≥ 1. For 1 ≤ i, j ≤ r and α ∈ k, we let E ij (α) denote the elementary matrix in M r (k) having α at (i, j)-th position and 0 everywhere else. Let D H be a left H-category. For each 1 ≤ p ≤ r, we have an inclusion of H-categories inc p ∶ D H → D H ⊗ M r (k) given by
For any right-left SAYD-module M , the inclusion
It may be verified easily that this induces a morphism C
of para-cyclic modules. In particular, we have a morphism between the underlying Hochschild complexes
hoc Definition 6.3. Let D H be a left H-category, M be a right-left SAYD module over H and let r ∈ N. Then, for each n ≥ 0, we define a k-linear trace map
Lemma 6.4. Let D H be a left H-category, M be a right-left SAYD module and let r ∈ N. Then, the trace map as in (6.1) defines a morphism C
In particular, we have an induced morphism between underlying Hochschild complexes
Proof. It may be verified easily that the trace map tr M commutes with the face maps, the cyclic operator and the degeneracies. Proof. We first verify that C
We now verify that ̵ h n ∶= ∑ n i=0 (−1) i ̵ h i is a pre-simplicial homotopy (see, for instance, [31, § 1.0.8]) between C • (inc 1 , M ) hoc ○ C • (tr M ) hoc and id C•(D H ⊗Mr (k),M) . For this, we need to verify the following identities:
Next, using the equality ∑ r l=1 E 11 (B kl )E 1l (1) = E 1k (1)B for all B ∈ M r (k), 1 ≤ k ≤ r, we have for 0 < i < n:
The case i = n follows similarly. For i > i ′ + 1, we have
Further, using the equality ∑ 1≤j,k≤r E j1 (B jk )E 1k (1) = B, we have
Finally, using the fact that E 1q (1)E j1 (B jk ) = 0 unless q = j, we have
This proves the result.
We denote by V ect k the category of all k-vector spaces and by M od-H the category of all right H-modules. Let Hom H (−, k) ∶ H-M od → V ect k be the functor that takes N ↦ Hom H (N, k).
for all f ∈ Hom C (X, Y ) and for all X, Y ∈ Ob(C). Then, HC • (C) = 0. By taking H = k = M in Definition 7.5, we obtain the notion of a vanishing S-cycle (S,∂,T ) associated to a k-linear DG-category S. We now recall from [10, p103] the algebra C of infinite matrices (a ij ) i,j∈N with entries from C satisfying the following conditions (see also [22] ) (i) the set {a ij i, j ∈ N} is finite, (ii) the number of non-zero entries in each row or each column is bounded.
, we recall the following result from [10, p104]: Lemma 7.6. There exists an algebra homomorphism ω ∶ C → C and an inner automorphism
For any k-algebra A, we may define a k-linear category A ⊗ D H as follows:
The category A ⊗ D H is a left H-category via the action h(a ⊗ f ) ∶= a ⊗ hf for any h ∈ H, a ⊗ f ∈ A ⊗ Hom D H (X, Y ).
Lemma 7.7. We have HC • H (C ⊗ D H , M ) = 0. Proof. We will verify that the category C ⊗ D H satisfies the assumptions of Proposition 7.3. Let ω and Ξ be as in Lemma 7.6. We now define υ ∶ C ⊗ D H → C ⊗ D H given by
Since ω ∶ C → C is an algebra homomorphism, it follows that υ is a functor. By the definition of the H-action on C ⊗ D H , it is also clear that υ is H-linear.
We now provide a useful interpretation of the space B n H (D H , M ).
when the coalgebra C acts on D H in the sense of Definition 4.1.
We begin by recalling the characterization of Z • H (C, M ) and B • H (C, M ) from [29] . A DGH-module coalgebra (Θ,D) is a graded H-module coalgebra Θ = ⊕ n≥0 Θ n equipped with an H-linear codifferentialD of degree
∀c ∈ Θ n , n ≥ 0 Definition 8.1 (see [29] ). Let (Θ,D) be a left DGH-module coalgebra and M be a right-left SAYD module over H.
is said to be a closed graded (H, M )-cotrace of dimension n on Θ.
Definition 8.2 (see [29] ). Let C be a left H-module coalgebra, (Θ,D) be a left DGH-module coalgebra and M be a right-left SAYD module over H. An n-dimensional Θ-cycle over C is a tuple (Θ,D,x, ̺) wherex is an n-dimensional closed graded (H, M )-cotrace on Θ and ̺ ∶ Θ 0 → C is an H-linear coalgebra map.
Suppose Θ = ⊕ n∈≥0 Θ n is a left DGH-module coalgebra. Then, clearly Θ 0 is a left H-module coalgebra. Let ̺ ∶ Θ 0 → C be an H-linear coalgebra map. Then, ̺ can be co-extended to obtain̺ ∶ Θ n → C ⊗n+1 given by the following composition:
Lemma 8.3 (see [29] ). If (Θ,D,x, ̺) is an n-dimensional Θ-cycle over C, then̺ M (x) ∈ Z n H (C, M ). We now briefly explain the construction of the universal DG-coalgebra ΩC associated to any coalgebra C (see [28] ). LetC = ker(ε C ). Then, ΩC = ⊕ n≥0 (ΩC) n where (ΩC) 0 = C and for n ≥ 1, we have (ΩC) n = C ⊗C ⊗n . The codifferential D ∶ (ΩC) n → (ΩC) n−1 is given by D = ε C ⊗ i ⊗ id ⊗n−1 ∶ C ⊗C ⊗n → C ⊗C ⊗n−1 where i ∶C → C denotes the inclusion. Moreover, if C is a left H-module coalgebra, then so is ΩC with the H-action (see [29] ) determined by h ⋅ (c 0 ⊗ c 1 ⊗ . . . ⊗ c n ) = h 1 c 0 ⊗ h 2 c 1 ⊗ . . . ⊗ h n+1 c n Then, we refer to (ΩC, D) as the universal DGH-module coalgebra associated to the H-module coalgebra C.
Since (ΩC) 0 = C, we consider the identity map id ∶ (ΩC) 0 → C and co-extend it as in (8.1) to obtaiñ id M ∶= id M ⊗ĩd ∶ M ⊗ H (ΩC) n → M ⊗ H C ⊗n+1 . Thus, we have:
Lemma 8.4 (see [29] ). Let C be a left H-module coalgebra. Then, the association x ↦ĩd M (x) defines a one to one correspondence between the n-dimensional closed graded (H, M )-cotraces on ΩC and the space Z n H (C, M ). Definition 8.5 (see [14] , Section 3). An automorphism Ψ ∶ C → C of an H-module coalgebra C is said to be co-inner if there exists an H-linear invertible element χ ∈ C * = Hom H (C, k) such that
i.e., Ψ(c) = χ(c 1 )c 2 χ −1 (c 3 ) for all c ∈ C. for any f ∈ Hom p+q (Θ,S H ) (X, X), is a (p + q)-dimensional closed graded trace on the DG-category (Θ, S H ).
Proof. We need to verify that the collection (x,T H ) satisfies the following two conditions: (x,T H ) X ((D,∂ H ) p+q−1 (f )) = 0 ∀f ∈ Hom p+q−1 (Θ,S H ) (X, X) 
