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ABSTRACT
INDIVIDUAL DIFFERENCES IN STIMULUS FREQUENCY OTOACOUSTIC EMISSION
PHASE
By
Joshua J. Hajicek
Advisor: Glenis R. Long

Otoacoustic emissions (OAEs) are sounds that originate in the cochlea and are measured in the
ear canal. OAEs provide a noninvasive tool for investigating cochlear mechanics. Stimulusfrequency OAEs (SFOAEs) are evoked by presenting a single frequency tone, called a probe tone,
which have an advantage over other OAEs because they are the least influenced by cochlear
nonlinearities. However, because the SFOAE are generated in the cochlea with the same
frequency as the stimulus, additional techniques, such as the use of suppressor tones are needed
to enable separation of the probe tone from the SFOAE.

The primary goal of this investigation was to explore individual differences in SFOAE phase
gradient delays. These delays were hypothesized to improve estimates of cochlear health,
inferred from hearing thresholds. Efficient measures of phase gradient delays can be obtained
using frequency swept tones analyzed with time-frequency filtering, such as the least squares
(LS) fit. The least squares fit is a time-frequency filter because the LS fit estimates coefficients
for a subset of the total signal which are then used to separate and estimate signals of interest.
However, the limitations of the frequency swept tone procedure and LS fit for estimating SFOAEs
are not well understood. This investigation first focused on identifying limitations of such SFOAE
iv

and refining the LS fitting procedure. It was determined that including a suppressor was necessary
for obtaining optimal SFOAE estimates, and the investigation shifted from further refining the
LS fitting procedure to exploration of alternative time-frequency analyses which permit clearer
characterization of the various latency contributions to suppressor based SFOAEs estimates. The
use of a fast, continuous filtered wavelet transform provided a unique perspective on the
distribution of SFOAE energy in the time-frequency domain and confirmed that SFOAEs are a
sum of both long and short latency contributions. The distributions of long and short SFOAE
energy explain some the discrepancies between discrete tone and swept tone SFOAEs procedures.

Predicting behavioral thresholds from the combination of SFOAE phase, magnitude, or the
combination of phase and magnitude may be misleading when the analysis is not focused around
the SFOAE latency contributions from the region where SFOAEs are most affected by cochlear
damage. It was revealed that more focus should be given to understanding the best ways to
separate the long and the short latencies for different stimulus parameters and individuals, in order
to improve sensitivity to cochlear health.

By appropriately separating SFOAE latency

contributions and performing stepwise multiple linear regressions, behavioral thresholds were
predictable. The most significant threshold predictions were obtained when all latency
components of magnitude, phase, and phase gradient delay were included in the stepwise multiple
linear regressions.
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CHAPTER 1: INTRODUCTION & BACKGROUND
Otoacoustic emissions (OAEs) are sounds that originate in the cochlea and measured in the ear
canal, which provide a noninvasive tool for investigating cochlear mechanics. Evoked OAEs are
a subset of OAEs produced in response to externally presented stimuli. They are measured using
small OAE-probes that contain one or more speakers and microphones assembled into a compact
device that can be placed into the ear canal. The OAE probe speakers are used to present stimuli
while the microphone records the cochlear response after the reflections generated by the cochlea
travel back through the middle ear to the ear-canal.
There are several types of evoked OAEs, each evoked by different types of acoustic stimuli.
Stimulus-frequency OAEs (SFOAEs) are traditionally evoked by pure tones. Transient evoked
OAEs (TEOAEs) are evoked with transient stimuli such as clicks, chirps, or tone-bursts. Distortion
Product OAEs (DPOAEs) arise when two or more tones are presented simultaneously. Each of
these OAEs can be quantified by estimates of amplitude and phase.
In the audiology clinic, DPOAEs and TEOAEs are the most frequently used emissions. Clinical
OAE measures are primarily used for universal newborn hearing screening or for basic evaluation
of cochlear health. Current guidelines set by the American Speech-Language-Hearing Association
(ASHA) loosely define the clinical use of OAEs (American Speech-Language-Hearing
Association, 2014). ASHA’s published guidelines only recommend measures of OAE magnitude,
SNR, and magnitude reproducibility, and do not mention OAE phase. When information from
OAE phase is combined with OAE magnitude, a more complete view of cochlear health is
available (reviewed in Siegel, 2008, pp 237-256). An increase in sensitivity to cochlear health is
expected when information from phase and magnitude are combined. Cochlear health is defined
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here as the ability of the cochlea to encode auditory information to auditory nerve synapses.
Healthy cochlear function is highly tied to outer and inner hair cell function, where the outer hair
cells (OHC) are largely responsible for producing robust OAEs. Analysis of OAE phase offers
additional information about cochlear processing beyond that provided by magnitude,
reproducibility, and SNR (e.g., Sisto and Moleti, 2002; Shera, Guinan, and Oxenham 2002;
Bergevin et al., 2008). For example, OAE phase is related to the sharpness of cochlear tuning
(Shera et al., 2008; Bergevin, et al., 2008; Moleti and Sisto, 2016b) which is often affected by
cochlear damage.

Introduction to OAE Phase
Phase is defined in radians, degrees, or cycles, where 2π radians = 360 degrees = 1 cycle. The
number of phase cycles can also be thought of as the number of time domain peaks a signal, such
as a sinusoid, goes through as it propagates to a particular point in 3-dimensional space. Signal or
wave propagation is not instantaneous and can be expressed in terms of a time delay when
propagation distance is referenced to a starting point. Propagation speed is governed by the
stiffness and mass of the medium a wave propagates through. However, regardless of the medium,
the more cycles a signal passes through as it propagates, the more delay it accumulates. The phase
of a signal is usually referenced to the phase of another signal. Therefore, phase of a signal of
interest can be positive or negative, depending on the reference signal’s phase. Positive phase
indicates that the signal of interest arrived before the reference signal and is said to be “phase
leading”. Whereas negative phase indicates that a signal of interest arrived after the reference
signal and is said to be “phase lagging”. With regard to the phase of OAEs, it is common to
reference OAE phase to the phase of the evoking stimulus within the ear canal. OAEs lag in phase
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as they arrive after stimulus onset due to cochlear, roundtrip middle ear, and acoustic propagation
delays. Phase lags can be expressed in time by computing the group delay. The group delay is
computed by the negative of the derivative of the unwrapped phase responses with respect to
frequency. Unwrapping is necessary because phase rotates between 0 and 360 degrees and
unwrapping eliminates cyclical jumps between 360 and 0 degrees. When group delay is computed
for the phases measured at different frequencies, and the group delay is filtered to remove relatively
large derivative values, the resulting trend is referred to as the phase gradient delay (Shera and
Bergevin, 2012). Therefore, phase gradient delay is the trend of group delay with respect to
frequency. Multiple signal components with different phase characteristics contribute to OAEs.
Large derivative values occur when there is a shift in the magnitude dominance between signal
components with different phase characteristics and results in relatively large shifts in the
unwrapped phase (phase slope). Large changes in the unwrapped phase confound estimates of
phase gradient delays (Shera and Bergevin, 2012). A basic understanding of cochlear mechanics
is necessary in order to better understand how OAE amplitude, phase, and phase gradient delay
relates to the mechanics of the cochlea.

Overview of Cochlear Mechanics
Cochlear dispersion is the process responsible for mapping frequency to place. A description of
the process of cochlear dispersion in response to the energy from a pure tone follows in order to
clarify the relationship of OAE amplitude and phase to the mechanics of the cochlea. For a more
detailed review of cochlear mechanics, the reader is referred to Pickles (2008), which forms the
basis of this review. The cochlea includes two perilymph filled chambers called the scala vestibuli
and the scala tympani. A central chamber, called the scala media, shares the bony duct that houses
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scala vestibuli, which is filled with endolymph. Reissner’s membrane separates the scala media
from the scala vestibuli, and the basilar membrane (BM) separates the scala media from the scala
tympani. The organ of Corti is located within the scala media, and together with the BM, forms
the cochlear partition, which spans the length of the cochlea. The organ of Corti includes the inner
and outer hair cells (IHC and OHC, respectively), supporting cells, and the tectorial membrane.
The tectorial membrane is a gelatinous compliant structure that covers the organ of Corti. The
tectorial membrane is coupled to tallest stereocilia of each OHC. The tectorial membrane also
covers the apical tips of the IHC’s stereocilia. Near the input to the cochlea (the base of the
cochlea) the BM is stiff and its stiffness progressively decreases with increasing distance from the
base. Consequently, the BM’s compliance, mass, and inertia all increase with distance from the
base. Nonlinear damping is also an important aspect of cochlear mechanics and occurs due to the
nonlinear change in the ratio of stiffness and mass along the cochlear partition. Nonlinear damping
has been shown to produce realistic OAE fine structure as well and account for changes in BM
activity patterns in response to different stimulation intensities and is the source of harmonic and
intermodulation distortion that arise from cochlear traveling waves (Shear and Guinan, 1999;
Talmadge et al., 2000). Therefore, nonlinear damping, and the ratio between stiffness and mass
of the cochlear partition are the primary mechanisms responsible for cochlear dispersion.
At low stimulation intensities, the stapes moves with a piston-like motion, which generates a
pressure difference between the scala tympani and scala vestibuli. When the cochlea is excited by
a relatively low frequency tone (e.g., 2000 Hz) the basal cochlea is stiffness-dominant and
responds earlier than more apical mass-dominant sections. These gradients generate a slow
mechanical traveling wave that propagates forward, from base to apex on the cochlear partition.
Due to the changes in the above mechanical parameters along the cochlear partition, the traveling
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wave propagates to a location where it reaches maximum displacement, which can be related to
admittance (the inverse of impedance) but is better described as the interaction of the cochlea’s
physical properties; the longitudinal changes in nonlinear damping, and the stiffness/mass ratio
(e.g., Talmadge, et al., 2000; Duifhuis, 2012, ch3). Impedance and admittance are appropriate for
linear systems. However, the cochlea is nonlinear and departure from linear descriptions are
necessary. Instead, it is more appropriate to describe the physical interactions of the mechanical
properties themselves. When stiffness and mass of the cochlear partition are nearly equal, though
in opposition, and damping is low or negative, a resonant peak in the traveling wave occurs. Due
to the progressive change in stiffness and damping with cochlear position, as the traveling wave
propagates, its wavelength shortens, amplitude grows, and propagation speed slows as it
approaches its resonant place. Apical to the resonant place, energy dissipation will exceed
propagation and traveling wave displacement is rapidly damped, halting further traveling wave
propagation. A consequence of dispersion is traveling waves generated by low frequency sounds
take longer to reach their best frequency place than traveling waves generated by higher
frequencies. Peak displacement for each stimulus frequency occurs just basal to the region where
stiffness and mass are equal, but opposite. Equal stiffness and mass eliminates pressure differences
across the cochlear partition resulting in maximal energy coupling into the cochlear partition. The
location where BM displacement peaks for a given frequency is called the best frequency, or
characteristic frequency. This roughly logarithmic mapping of frequency to location is called
tonotopic organization and has been mapped for various mammals (Greenwood, 1990, 1996).
It is helpful to understand the cochlea in two states, as a purely passive system, and as a passive
system integrated with an active system. A passive cochlea is one that has no OHC motility, in
which case the only energy input received by the cochlea is that provided by the stimulus, as would
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occur post-mortem. A passive cochlea lacks endocochlear potential and/or healthy OHCs, which
lead to the loss of OHC stereocilia bundle and somatic motility (of which the later will be discussed
in more detail below). Under these conditions, the response patterns on the BM are governed
exclusively by passive cochlear mechanics. The stimulus intensity needed to obtain measurable
BM responses is significantly elevated when compared to a live, healthy cochlea (reviewed in
Robles and Ruggero, 2001). Therefore, passive BM patterns will have relatively small
displacements in the characteristic frequency region and traveling wave tuning is relatively broad
and may span much of the cochlea, regardless of stimulus intensity. In a passive cochlea, with
increases in stimulus intensity, BM displacement grows linearly both within the characteristic
frequency region and basal to it.
In a healthy cochlea with healthy OHC’s and normal endocochlear potential, OHC somatic
motility supplies additional energy to the traveling wave as it approaches its characteristic
frequency. The additional energy from OHCs in the characteristic frequency region takes the form
of negative damping (amplification), which creates a relatively tall and broad traveling-wave
pattern near the characteristic frequency. OHC’s feed energy back into the traveling wave as it
propagates to its best frequency (reviewed in Pickles, 2008). The process leading to this
amplification is often referred to as the “cochlear amplifier” but is better referred to as the “active
process”. The active process also leads to nonlinearities such as distortion, suppression. Most
importantly, the active process improves frequency selectivity, enables larger dynamic range of
sound intensities to be encoded, and decreases the intensity threshold for detecting sound
(reviewed in, Geisler, 1998).
The active process modifies the traveling wave of a passive cochlea. The impact of the active
process on BM traveling waves depends on stimulus intensity and has the most influence on
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traveling wave patterns when evoked by low intensity tones. Gain from the active process increases
over a region 1/3-1/2 octave basal to the characteristic frequency place, with maximum gain at the
characteristic frequency (Cooper and Rhode, 1995; Ren, 2004; Dong and Olson, 2005, 2008, 2010;
Rhode, 2007; Versteegh and van der Heijden, 2012; Dong, 2014). As the intensity of the stimulus
increases, OHC motility saturates, and consequently, BM responses become increasingly
dominated by passive mechanics. Therefore, BM responses will initially grow linearly with
increases in stimulus over a range of low-level intensities. At moderate stimulus intensities, passive
BM vibration begins to dominate OHC somatic motility producing nonlinear, compressive growth.
At higher intensities, OHC motility saturates and BM displacements will be similar to the passive
cochlea. When OHC motility is completely saturated and is unable to contribute to the
displacement of the BM, the mechanics of the passive cochlea will dominate BM responses, which,
will once again grow linearly with further increases in intensity. Hence, the active process leads to
nonlinear growth of BM displacement within the characteristic frequency region and displacement
becomes progressively more compressive with increases in intensity until the passive system
dominates. Increases in stimulus intensity also cause the traveling wave to broaden, peak at a more
basal place, and increase in propagation speed. In mouse models, it has been shown that the
tectorial membrane also plays an important role in conveying traveling wave information to the
IHCs. For low intensity sounds (~20 dB SPL), the tectorial membrane has sharper tuning (higher
Q), leads in phase, and has greater displacement at a more apical place relative to the BM (Lee et
al., 2015). As the intensity of sound stimulation is progressively increased, tectorial membrane
tuning becomes progressively broader. At high stimulation intensities (e.g., ~80 dB SPL) tectorial
membrane tuning is significantly broader with less displacement than BM (Lee et al., 2015). The
complex interaction between the BM and tectorial membrane help explain the relative apical shift
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in single auditory fibers when referenced to BM responses and may also explain some of the
differences between Greenwood’s maps and psychophysical measures of hearing sensitivity (Lee
et al., 2015). Radially, the midpoint of the tectorial membrane is situated above the IHCs whereas
the midpoint of the BM is more proximal to the OHCs than the IHCs. Tectorial membrane
traveling waves appear to be more closely tied to IHC depolarization than the traveling waves on
the BM, and hence has more direct influence on hearing thresholds (Lee et al., 2015).
If OHC motility is eliminated, the cochlea will be passive. In the case where elimination or
reduction of OHC motility is limited to a relatively small region of the cochlea, the influence on
the BM traveling wave will be most prominent for low level tones that have a characteristic
frequency within 1/3-1/2 octave apical to the damaged region (reviewed in Robles and Ruggero,
2001; Dong and Olson, 2013).

It is not totally clear what mechanism is responsible for the

activation of OHC somatic motility is, but one plausible explanation is that the relative phases
between tectorial membrane and BM assume a specific phase relationship that creates enough
sheering force to pivot OHC hair bundles, thus activating somatic motility (reviewed in, Dong and
Olson, 2013). It could be that OHC motility is progressively summed over the 1/2-1/3 octave
region basal to the characteristic frequency, where after, the mechanical traveling wave is rapidly
damped off (Dong and Olson, 2013).

SFOAE Generation
To better understand the relationship between OAE phase and the relationship between individual
differences in phase gradient and healthy cochlear function, it is helpful to understand how a simple
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pure tone generates SFOAEs. This will also aid understanding differences in DPOAE and TEOAE
phase responses.
SFOAEs evoked by discrete-frequency probe tones are generated when the traveling wave
approaches its characteristic frequency. Cochlear models support the claim that SFOAEs arise
from partial reflection of forward traveling wave energy due to nonlinear reflectance in the region
related to the characteristic frequency (e.g., Zweig and Shera, 1995; Talmadge et al., 1997;
Talmadge et al., 1998; Shera and Guinan, 1999; Shera et al., 2005; Shera and Guinan, 2007; Sisto
et al., 2015; Zweig, 2015). These models also support claims that reflections of SFOAE energy in
a healthy cochlea arise from dense, random distributions of small physiological irregularities along
the length of the cochlear partition. These irregularities correlate with dense inhomogeneities in
the impedance of the cochlear partition as seen by the traveling wave (Zweig and Shera, 1995;
Talmadge et al., 1998). Collectively, these irregularities have been called “roughness” (e.g.,
Talmadge et al., 1998). The impedance of these irregularities reflect portions of the traveling wave
in the reverse direction. Most of these wavelets will cancel each other out. On the other hand,
wavelets reflected at spatial relations of ½ the wavelength of the traveling wave will sum
coherently (Zweig and Shera, 1995). If enough wavelets sum coherently from the region where
the traveling wave’s envelope is tall but broad, then the phase coherent wavelet may pass back out
of the middle ear to transfer some of the energy to the ear canal where it becomes an SFOAE. The
amount of energy transfer from cochlea to the outer ear is dependent on the degree of impedance
matching at the cochlea-stapes interface. A Matched impedance would transfer nearly all of the
energy to the ear canal, whereas mismatch will result in some traveling wave energy re-reflected
apically due to middle ear reflectance (e.g., Dhar et al., 2002). The relatively large displacement
BM in the best frequency region ensures that reflections from this region will be significantly
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larger than from other regions, and the broad response ensures there are enough wavelets summing
coherently. Together, the tall, but broad response is analogous to bandpass filtering of scattered
energy from irregularities, in the best frequency region and is called coherent linear reflection
filtering (Zweig and Shera, 1995). Coherent linear reflection filtering explains reflection type
emissions which have relatively long latencies associated with the round trip travel time of the
traveling wave, such as TEOAEs, the reflection component of DPOAE, and SFOAEs (Talmadge
et al., 1998; Talmadge et al., 1999; Shera and Guinan, 1999). However, there is also evidence of
short latency SFOAEs that arise from nonlinear reflectance stemming from the nonlinear change
in stiffness from base to apex (Talmadge et al., 1998; Shera and Guinan, 1999; Talmadge et al.
2000). Since the phase of nonlinear reflections are nearly phase invariant with frequency, their
group delay cannot be ascribed to round trip travel time (Shera and Guinan, 1999; Talmadge et al.,
2000). Short latency contributions to SFOAE will be greatest within the best frequency region and
in response to moderate to moderately-high intensity stimulus tones.

DPOAE and TEOAE Phase Responses
DPOAEs have multiple components with significant differences in their respective phase gradient
delays (e.g., Talmadge et al., 1997; Talmadge et al., 1998; Talmadge et al., 1999; Mauermann et
al., 1999; Shera and Guinan, 1999; Talmadge et al., 2000; Mauermann and Kollmeier, 2004; Long
et al., 2008b; Moleti et al., 2017). The most commonly studied DPOAE is the 2f1-f2 distortion
product generated by two pure tones with f1<f2. At least two components make up the 2f1-f2
DPOAE. One component, known as the nonlinear, distortion, wave-fixed, or generator component
has a shallow phase-gradient delay nearly independent with frequency. This component arises due
to nonlinear reflectance (e.g., Talmadge et al., 1998; Shera and Guinan, 1999; Talmadge et al.,
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1999; Talmadge et al., 2000). This wave-fixed component indicates that it has a short latency
relative to stimulus onset, similar to that of the short latency SFOAEs. The other component, often
called the reflection, or place-fixed component has a much steeper phase gradient delay, implying
that takes significantly longer to return to the ear canal than the generator component. Similar to
long latency SFOAEs, its phase gradient delay is frequency dependent, accumulating more phase
delay with decreases in frequency. Since these DPOAE components have the same frequency,
OAE-probe microphones, which are used to evoke and record OAEs, record both components,
which have to be untangled. Since the two component phases rotate at different rates, their
pressures sum constructively and destructively at different frequencies resulting in quasi-periodic
spectral peaks and nulls, respectively (e.g., Talmadge, et al., 1998; Talmadge et al., 1999; Shera
and Guinan, 1999; Talmadge et al., 2000; Kalluri and Shera, 2001; Dong and Olson, 2005; Long
et al., 2008b). Spectral nulls in DPOAE amplitude are accompanied by abrupt phase shifts that can
be predicted from the amplitudes and phases of each component (e.g., Talmadge, et al., 1998;
Talmadge et al., 1999; Shera and Guinan, 1999; Talmadge et al., 2000; Kalluri and Shera, 2001;
Dong and Olson, 2005; Long et al., 2008b).
TEOAE amplitude and phase at a particular frequency may also be the determined by the sum of
contributions from short and long latency OAEs (e.g., Goodman et al., 2011). Short latency
components tend to occur when OAE energy of a certain frequency is generated due to nonlinear
reflectance which is also the source of intermodulation distortion (e.g., Talmadge et al., 1998;
Shera and Guinan, 1999; Talmadge et al., 2000; Goodman et al., 2009; Mertes and Goodman,
2013). Long latency reflections arise due to coherent linear reflection from cochlear irregularities
that are scattered along the cochlear partition (e.g., Talmadge et al., 1998; Shera and Guinan,
1999).
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In general, short latency OAEs have relatively shallow phase-gradient delays and linear growth
with increases in stimulus intensity (e.g., Moleti et al., 2012; Mertes and Goodman, 2013; Moleti
et al., 2013; Moleti et al., 2014; Moleti et al., 2017). Nonlinear reflectance is a wave fixed
phenomenon (Talmadge et al., 1998) which means that the displacement of the BM will affect the
amplitude of the reflections and is nearly invariant in phase with frequency and traveling wave
velocity (Zweig and Shera, 1995; Shera and Guinan, 1999; Talmadge et al., 2000). Long
latency OAEs are generated in the tonotopic region and have relatively steep phase-gradient delays
and nonlinear growth (Moleti et al., 2012; Mertes and Goodman, 2013; Moleti et al., 2013; Moleti
et al., 2014; Moleti et al., 2017). Therefore, DPOAE and TEOAE amplitude and phase gradient
trends are the sum of OAE sources from relatively broad cochlear regions. These summations of
short and long latency contributions lead to varying amounts of constructive and destructive phase
interactions. Phase interference can also occur when the impedance of the middle ear reflects
portions of OAE energy sources back towards the appropriate tonotopic places. This internal rereflection may occur multiple times, causing constructive or destructive phase interactions at the
place of the stapes that change with time and the frequency of the OAE (e.g., Dhar et al., 2002).
Collectively, these issues make interpretation of OAE phase challenging (e.g., Talmadge et al.,
1998).
Examination of phase, phase gradient delays, and latency of OAE should include OAEs less
affected by phase interactions between components. SFOAEs are a natural choice because at low
stimulus intensities SFOAEs arise primarily from the tonotopic region associated with the probe
tone, which could simplify the analysis of individual phase responses. Like other OAEs, SFOAE
magnitude also offers useful information about cochlear health. Long-latency TEOAE, and
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SFOAE are the most vulnerable to noise induced cochlear damage (e.g., Lapsley Miller et al.,
2004; Lapsley Miller et al., 2006; Mertes and Goodman, 2013). The relative simplicity of SFOAE
phase (though, not to suggest that it is in any way simple) may be advantageous for assessing
longitudinal or episodic changes in cochlear health after cochlear insults, as well as for
understanding the differences between individuals with normal and mild hearing loss.
Furthermore, it is speculated that the short latency component of SFOAEs may provide additional
information about cochlear health. To facilitate the interpretation of SFOAE phase, certain steps
must be taken so that the phase trends can be reliably estimated and are discussed in the next
section.

Reliable Estimation of Otoacoustic Emission Phase and Phase Gradient Delays
The phase responses from individual SFOAE measurements must be unwrapped before phase
gradient delay trends can be computed. Reliable unwrapping is only possible when several phase
measurements within each cycle are available. Therefore, if stimuli with discrete, static,
frequencies are used to extract the unwrapped phase, several discrete frequency OAE
measurements within each phase cycle are required.
The most reliable phase gradient delays can be estimated from frequency regions associated with
OAE spectral peaks (e.g., Shera and Bergevin, 2012). Phase trends derived from within spectral
peaks are less likely to include abrupt, and often large phase shifts that can lead to phase
unwrapping errors. These abrupt phase shifts occur when the magnitude dominance shifts between
two components, such as short and long latency SFOAEs. The shift in component dominance leads
to a corresponding shift in the local phase trend, which, is typically accompanied by a null in the
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magnitude of the frequency spectrum. A method to estimate the phase gradient trend is to use
energy weighting (e.g., Shera and Bergevin, 2012). Energy weighting locally weights the influence
a particular phase data point has on the overall phase trend. The weights are determined by the
corresponding magnitude of each phase point. If the local magnitude for its respective phase point
is small, such as in the case of a spectral null, this phase point is down weighted and will have little
influence on the overall phase trend. Energy weighting avoids the need to extrapolate over
frequency regions with spectral nulls. However, many additional steps are necessary before energy
weighting can be applied, Smoothing, filtering, and time-frequency pre-filtering must be
performed before estimating the phase trend.
More recently, a relatively straight-forward method to obtain estimates of average SFOAE delays
utilizes the continuous wavelet transform (Moleti and Sisto, 2016b; Moleti et al., 2017). A wavelet
transform is a class of time-frequency signal-analysis techniques. Other common time-frequency
analyses include the short-time-Fourier-Transform, and the Wigner-Ville distribution. A brief
introduction of the continuous wavelet transform follows, and the reader is referred to Burrus et
al., (1998) for a more comprehensive review. The wavelet transform provides an intuitive way to
quantify and visualize time-frequency events. It has significant benefits over the short-timeFourier-transform (a.k.a. STFT or spectrogram) and Wigner-Ville distributions. Fourier transform
coefficients represent signals infinite in time. To mitigate this property and analyze smaller signal
events, signal processing windows are applied to smaller segments of data and then computed with
a discrete Fourier transform (DFT). However, signal processing windows are especially sensitive
to Gabor uncertainty; the tradeoff between localizing time and frequency events. The WignerVille distribution utilizes a quadratic distribution function, which is much better at resolving timefrequency events. However, the quadratic function introduces distortion in the form of cross-terms
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when two or more signal components are present in the analysis. Cross terms make interpretation
challenging because they nonlinearly distort computed time-frequency distributions (Boashash,
2015). The continuous wavelet transform computes time-frequency coefficients by computing the
convolution integral between a signal and a continuous set of basis functions. These basis functions
are small (often) oscillatory functions, called wavelets. The set of wavelets consist of a primary
basis function, called the mother wavelet, and copies of it, which are scaled (stretched and
normalized), and shifted in time. Therefore, each wavelet coefficient represents a local timefrequency event without the need of windowing and free of cross-terms. The advantage of using
wavelets to estimate phase gradient delays is that the estimates are less sensitive to the random
consequences of irregularities on the cochlear partition. The wavelet transform also allows better
resolution in time, frequency, or scale than a fast Fourier transform (FFT) because it maps 2dimensional coefficients, denoted here as time-frequency coefficients, onto a one-dimensional
signal (Burrus et al., 1998, p3). Hence, wavelet transforms are well suited for localizing timefrequency events. Phase gradient delays are computed by calculating the weighted average of the
time-frequency coefficients within lower and upper time constraints (Moleti and Sisto, 2016b;
Moleti and Sisto, 2017). Therefore, wavelet transforms of OAEs provide an insightful, and
relatively straightforward way to examine and quantify distributions of the latency dependent
SFOAE power as a function of frequency. However, this method appears to work best when the
frequency spacing of the data approaches a continuous function. This has been achieved by using
frequency swept tones and a with-suppressor paradigm, across the frequency range of interest for
this thesis (Moleti and Sisto, 2016a). After subtracting the with- and without-suppressor
conditions, the wavelet transform of the residual was computed (Moleti and Sisto, 2016a; Moleti
and Sisto, 2017).
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Relating OAE Phase Gradient Delays to Cochlear Mechanics
In this section, the relation between SFOAE phase and cochlear mechanics will be explained in
the context of a healthy human basal cochlea, unless otherwise noted. Here, the basal cochlea refers
to cochlear positions with characteristic frequencies > 1.5 kHz. References to traveling waves
refer to the mechanical traveling wave on the cochlear partition, not to the fast-compressive wave
that propagates via cochlear fluid (and nearly phase-invariant with frequency) (e.g., Dong and
Olson, 2008). This background information is important for understanding the results, which are
presented later in the thesis.
Estimating Cochlear Tuning
Cochlear dispersion, hence traveling-wave phase accumulation, has been investigated using nerve
fiber recordings (e.g., Kim, 1980), auditory brainstem responses (e.g., Neely et al., 1988; Tognola
et al., 1997; reviewed in Moleti and Sisto, 2008; Harte et al., 2009), and intracochlear
measurements at the base of the cochlea (e.g., Cooper, 1996; reviewed in Robles and Ruggero,
2001; Dong and Olson, 2008 Versteegh and van der Heijden, 2012). The quality-factor (Q) of a
cochlear traveling wave is related to cochlear tuning, which is usually expressed as Q-equivalent
rectangular bandwidth (QERB). The Q of a traveling wave can be thought of as the “peakiness” and
width of the wave’s envelope, where higher-Q equals a narrower envelope. Tallness is defined by
the difference between the differences between the displacement at the cochlear base and the tip
of BM activity pattern at the characteristic frequency. However, activity pattern is much broader
(includes more traveling wave cycles than quantified by Q alone) and the BM activity pattern is
significantly taller than would be in for simple mechanical system, such as an oscillator, where,
broad implies that there are multiple traveling waves within the peak of the traveling wave.
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Therefore, using Q to describe traveling waves within the cochlea must be used in context of the
cochlea because Q of a filter implies a tradeoff between peakiness and the number of wavelengths
within the peak. For a system with high Q, less wavelengths are included within the peak, which
contrasts with traveling wave patterns in the healthy active cochlea. Another property of Q in the
context of the cochlea is that the traveling wave progressively slows as it approaches its
characteristic frequency. The more the wave slows, the more phase it accumulates. For the same
characteristic frequency, traveling waves with lower-Q will slow less than those with high-Q.
Gradients in Q form the basis for using the SFOAE phase gradient delays of long latency OAE
components to estimate cochlear tuning (Kemp and Chum, 1980; Shera et al., 2002; Shera and
Guinan, 2003; Keefe et al. 2008; Shera et al., 2010; Bentsen et al., 2011; Joris et al., 2011;
Charaziak and Siegel, 2014; Moleti and Sisto, 2016b; Moleti et al., 2017). Q for the human cochlea
has been estimated to be about 15 at the base and 5 at the apex (reviewed in Talmadge et al., 1998).
Cochlear tuning is estimated by converting SFOAE phase gradient delays to Q-equivalent
rectangular bandwidth (QERB) (reviewed in Bentsen et al., 2011). Similarly, cochlear tuning can
also be computed using time-frequency analysis, such as the wavelet transform described
previously (Moleti et al., 2017). The average delay (an alternative representation of phase gradient
delay) from the wavelet transform is converted into dimensionless function of frequency from
where tuning can be estimated (Moleti and Sisto, 2016b; Moleti et al., 2017). Evidence that tuning
can be reliably estimated from SFOAEs is supported from experiments investigating the effects of
stimulus intensity, which are well known to reduce gain, broaden the traveling wave, and reduce
its Q (e.g., Cooper, 1996; reviewed in Robles and Ruggero, 2001; Rhode, 2007; Dong and Olson,
2008; Dong and Olson, 2010; Versteegh and van der Heijden, 2012).

17

Effects of Stimulus Intensity on Cochlear Dispersion
Intracochlear measures of basilar membrane vibration, show phase leads with increases in stimulus
intensity (e.g., Cooper, 1996; Robles and Ruggero, 2001; Versteegh and van der Heijden, 2012)
thus reducing the Q of the traveling wave, which also introduces a slight apical shift in
characteristic frequency. Therefore, traveling waves excited by high intensity tones will not slow
as much when approaching their characteristic frequency, resulting in less phase accumulation,
despite peaking at a more apical location. Likewise, increasing stimulus intensity reduce DPOAE,
SFOAE, and TEOAE phase gradient delay slopes with the most significant changes observed in
SFOAE and TEOAE (Moleti et al., 2016b). Since, cochlear tuning often decreases after cochlear
damage, SFOAE (and TEOAE) phase may be particularly useful for assessing cochlear damage.

Relative Changes in SFOAE Phase and Amplitude after Cochlear Damage
At relatively low stimulus intensities, a reduction in OHC motility leads to broader, and smaller
BM displacement envelopes that peak at a slightly more basal location (Liberman, 1984; Copper
and Rhode 1997; Ruggero et al., 1997; Robles and Ruggero, 2001). Intracochlear measurements
reveal, that after death (total loss of OHC motility) small phase leads that increase with stimulus
intensity also occur, though much less so than in a healthy cochlea (e.g., Ruggero et al., 1997).
Therefore, changes in cochlear dispersion after damage may result in changes in SFOAE amplitude
and phase-gradient delay.
However, the relationship between BM responses and SFOAEs is somewhat indirect due to several
factors. These include constructive and destructive phase summations between fast-compressive18

fluid and slow-mechanical traveling waves, at the stapes/oval window (the cochlear-middle-ear
interface), within the ear canal between probe tone SFOAE, as well as between the short and long
latency components of SFOAE. These interactions contribute, to varying degrees, to the
unpredictability expected between changes in SFOAEs due to changes in cochlear mechanics.
For example, cochlear lesions or locally damaged areas may create relatively large irregularities
near its borders. Relatively large irregularities result in larger, local, cochlear reflectance and may
increase OAE amplitude (Kakagi et al., 1998a, 1998b). This can be accounted for by cochlear
models that generate OAEs by coherent linear reflection (Zweig and Shera, 1995; Talmadge et al.,
1998; Talmadge et al., 2000), where larger irregularities in BM impedance result in increased local
reflections that lead to backwards traveling waves, hence larger OAEs. Increases in OAE
amplitude after damage have been observed in DPOAEs (e.g., Kakagi et al., 1998a, 1998b; Dong
and Olson, 2010), SFOAEs (e.g., Dewey and Dhar, 2016), and TEOAEs (e.g., Kakagi et al., 1998a,
1998b). These findings go against the common clinical understanding that OAE magnitude is
expected to decrease after cochlear damage. Therefore, it is particularly important to understand
patterns in OAEs as they relate to cochlear damage.
Dong and Olson (2010) presented a particular interesting case where DPOAE and intracochlear
pressure were measured simultaneously before and after local damage to the cochlear partition.
The damage resulted in an increase in the amplitude of the 2f1-f2 DPOAE evoked by f2/f1=1.05
primary frequency ratios. The local damage reduced the nonlinearity in the damaged region which
decreased DPOAEs when the f2 primary was slightly below the best frequency. When f2 was close
to the best frequency (the damaged region), DPOAE increased (Dong and Olson, 2010). Tying
DPOAEs to cochlear health is difficult because damage modifies the stiffness and compliance of
the cochlear partition, which leads to shifts in phase accumulation, and consequently, changes the
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relative dominance between the phase of locally generated distortion and the phase of reflections
arising from the more apical 2f1-f2 region. SFOAE phase potentially provides a clearer indication
of changes in tuning, especially when measured before and after damage.
A clear example of longitudinal changes in SFOAE phase in relation to DPOAE phase can be seen
in Figure 12 of Dewey and Dhar (2016). In a young adult with normal hearing, audiograms,
DPOAEs, and SFOAEs were measured before and after exposure to recreational noise. After noise
exposure, low frequency audiometric thresholds worsened between 20 and 50 dB SPL at 5 days
post noise exposure, and partially recovered after 10 days. Both DPOAE and SFOAE had
frequency regions where their magnitude decreased and increased but the relationship between
thresholds, DPOAE magnitude, and phase was difficult to interpret due to the multiple components
and changes in the region of generation. DPOAE phase slopes showed little change. The phase
slopes decreased slightly in the region where DPOAE magnitudes showed enhancement. A
different story emerged when the SFOAE phase gradient delay and magnitudes were examined.
The individual SFOAE phase gradient delay showed a clear systematic decrease in phase gradient
delay in the same regions where SFOAE magnitudes decreased most. The slope of the SFOAE
phase was near normal at frequencies where SFOAE magnitude enhancement was observed These
data provide some support for the claim that after cochlear damage the slope of SFOAE phase
changes more dramatically than DPOAE phase gradient delays. SFOAE phase appear to be more
sensitive to changes in cochlear health than DPOAE amplitude or phase, and at least as sensitive
as SFOAE magnitude.
Collectively, decreased cochlear tuning is associated with increases in stimulus level and cochlear
damage, both of which relate to changes in SFOAE phase gradient delays. However, despite these
occasional examples, the sensitivity of SFOAE amplitude and phase gradient delays to cochlear
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tuning or status is still not well understood. SFOAE generators arise from the best frequency
region, where traveling wave displacement is greatest. Changes in cochlear health might be
improved by restricting SFOAE analysis to those SFOAE with from long latency components,
which have longer latencies and accumulate more phase due to roughness (Moleti et al., 2012;
Sisto et al., 2015; Moleti and Sisto, 2016a). Long latency TEOAEs have also been shown to be
more sensitive to cochlear health relative to those with shorter latencies for the same frequencies
(e.g., Goodman et al., 2009; Moleti et al., 2013; Mertes and Goodman, 2013). Therefore, SFOAEs
evoked with discrete frequency pure tones, which are a sum of both short and long latency SFOAE
generators, may be less sensitive to subclinical changes relative to methods that enable isolation
of long latency SFOAE. In addition, most experiments utilizing SFOAE phase gradient delays to
quantify and qualify changes in cochlear health utilize suppressor tones. The addition of
suppressors makes the cochlea more passive (Cooper, 1996; Robles and Ruggero, 2001, Keefe et
al., 2008), which may not be ideal if one is interested in investigating the health of the active
cochlea.

SFOAE Measurements Utilizing Suppressor Tones
SFOAEs are traditionally evoked with discrete frequency tones (e.g., Brass and Kemp, 1991; Brass
and Kemp, 1993; Shera and Guinan, 1999; Kalluri and Shera, 2001; Siegel et al., 2005; Kalluri
and Shera, 2007; Long and Talmadge, 2007; Long, Talmadge, Jeung, 2008; Siegel, 2008; Kalluri
and Shera, 2013; Naghibolhosseini et al., 2014). However, SFOAEs evoked in this way are
difficult to measure without additional stimulus conditions. This is because SFOAEs return with
the same frequency as the stimulus (Brass and Kemp, 1991). Due to the dispersive nature of the
cochlea, SFOAEs lag in phase (are time-delayed) but have the same frequency as the stimulus.
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The probe tone and SFOAE are then said to be non-orthogonal. Orthogonality indicates that two
vector spaces are separated by (90º) from one another, such as the relationship between cosine and
sine. When signals are not orthogonal they are difficult to separate, especially if they have similar
parameters. This lack of orthogonality necessitates additional conditions or signal processing
strategies to separate stimulus pressure from OAE pressure.
One way to separate the SFOAE is to record the SFOAE with a suppressor (e.g., Brass and Kemp,
1991; Brass and Kemp, 1993; Shera and Guinan, 1999; Kalluri and Shera, 2001; Kalluri and Shera,
2007; Kalluri and Shera, 2013). The suppression method provides SFOAE phase and amplitudes
similar to SFOAEs estimated with other nonlinear stimuli paradigms (Kalluri and Shera, 2007).
The frequency of the suppressor should be close enough in frequency in order to suppress the
SFOAE (it does so by reducing the gain available to the characteristic frequency associated with
the probe tone (reviewed in Geisler, 1998)) but far enough away to ensure minimal interference
with the SFOAE during signal processing (such as bandpass-filtering or performing a windowed
FFT). For example, for a high frequency suppressor, 50 Hz above the frequency of the probe tone
should adequately suppress the SFOAE but not interfere with the SFOAE during signal processing.
When analyzing SFOAEs the presence of the probe tone will contaminate estimates of magnitude
and phase. Reducing the amplitude of the probe tone in the analyzed response is the main reason
for using suppressor tones. Several variations in of the suppression methodology have been
described (e.g., Brass and Kemp, 1991, 1993; Shera and Guinan, 1999; Siegel, 2008; Kalluri and
Shera, 2013; Naghibolhosseini et al., 2014), but the basic idea is to record one set (or windowed
segments) of measurements where the SFOAE and the stimulus are present (Vp), another set (or
segments) where the SFOAE has been suppressed (Vps), and possibly a third where the suppressor
is presented alone (Vs). Subtraction of the conditions is used to get the residual (Vr) and can be
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done before or after synchronous averaging. Subtraction of the conditions reduces the magnitude
of probe tone, and if the suppressor is presented alone, reduces its magnitude within the residual.
An FFT can be used to estimate the phase and magnitude of the SFOAE and other components.
In a two-condition paradigm, where Vp is the pressure of the probe in the ear canal when presented
alone, and Vps is the pressure of the probe and suppressor presented simultaneously, a residual,
Vr, is produced by subtracting the two conditions, such that Vr = Vp – Vps. There is also a threecondition paradigm where the suppressor is presented alone, Vs as an additional condition to the
two-condition paradigm. The residual, Vr, is produced by adding Vp to Vs and subtracting Vps
such that, Vr = Vp + Vs – Vps. In either case, the probe and SFOAE are present in only one
condition. Subtracting inverts signal phases and cancels out signals present in both conditions. The
result of the subtraction produces a residual containing all signal components not present in both
conditions. In the two-condition paradigm Vr will contain the SFOAE, noise, the suppressor, and
any OAE generated by the suppressor. In the three-condition paradigm Vr will consist mainly of
SFOAE and noise (Shera and Guinan, 1999).
It’s important to note that reliable cancelation of a probe tone requires consistent acoustic pressure
throughout a set of measurements. If the OAE probe moves in the ear canal, or middle ear
impedance changes during data collection, the acoustic pressure of the probe tone will change and
may “leak” into the residual due to imperfect cancelation. Imperfect cancelation will lead to
interference, hence, estimation errors. Another issue with suppression paradigms is that the
additional conditions take up to 3 times longer to measure. Time-consuming measurements are
tiring for participants but are often necessary if one is interested in acquiring reliable phase gradient
delays over a wide frequency range. This is due to the need for finely spaced frequency
measurements in order to reliably unwrap and differentiate the individual SFOAE phase responses
23

(Kalluri and Shera, 2007; Shera and Bergevin, 2012; Kalluri and Shera, 2013; Naghibolhosseini
et al., 2014). It is also difficult to know if, and when, a suppressor will completely suppress
SFOAE generators, or if the addition of a suppressor tone and the OAE generated by it
(SFOAEsupp) will contribute or modify the cochlear mechanics responsible for generating SFOAEs
or affect the residual from subtraction (e.g., Siegel, 2008). Intracochlear measurements clearly
show decreased tuning (BM phase leads) when a second tone of equal or greater intensity is
presented along with a probe tone (Cooper, 1996; Robles and Ruggero, 2001), and is echoed in
SFOAE experiments exploring the effect of relative suppressor frequency and intensity (Keefe et
al., 2008).

Summary of Potential Issues Pertaining to Estimates of Phase Gradient Delays
In short, four primary issues must be addressed if SFOAEs are to be used for quantifying individual
phase gradient delays: 1) SFOAEs come back with the same frequency as the probe tone which
necessitates additional stimulus conditions that make data collection impractical for evaluating
individual phase gradient delays, 2) it is unknown if and when a suppressor will fully suppress
SFOAE energy and/or modify cochlear mechanics, 3) due to the lack of orthogonality between the
probe tone and SFOAE, these signals will be weakly separable due to signal interference, 4)
SFOAEs consist of both short and long latency components, of which the short latency
contributions are less understood in terms of their relation to cochlear health. Some of these issues
may be mitigated, by replacing the discrete-frequency probe and suppressor tones with frequency
swept tones and implementing different signal processing techniques.
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Estimating SFOAEs Evoked with Frequency Swept Tones and the Least Squares
Fitting Procedure
SFOAEs can be measured more efficiently when discrete frequency probe tone paradigms are
modified to use probe- and suppressor-tones continuously swept in frequency (Long and
Talmadge, 2007; Long, Talmadge, and Jeung, 2008; Kalluri and Shera, 2013; Naghibolhosseini et
al., 2014; Moleti et al., 2016). Agreement between SFOAEs evoked with frequency swept tones
and discrete tones, utilizing suppression, have been assessed (Kalluri and Shera, 2013;
Naghibolhosseini et al., 2014). Simply sweeping the tone often reduces measurement time by
much more than half (Long et al., 2008a; Naghibolhosseini et al., 2014). When using continuously
swept frequency stimuli, the recordings from each frequency swept tone condition, 1) withsuppressor, and 2) without-suppressor, are averaged separately and subtracted. SFOAE amplitude
and phase can be estimated from the residual by utilizing a narrow-band spectral estimation
technique, such as the least squares (LS) fitting procedure, which is analogous to the discrete
Fourier transform (Long and Talmadge, 2007; Long, Talmadge, and Jeung, 2008; Kalluri and
Shera, 2013; Naghibolhosseini et al., 2014). The LS fit estimates signal components by minimizing
the sum of square differences between a parametric model of total ear canal pressure and the
recorded ear canal pressure (Long and Talmadge, 1997; Long and Talmadge, 2007; Long et al.,
2008a; Kalluri and Shera, 2013). When estimating SFOAEs from a residual, the parametric model
should consist of all expected signal components (with unknown amplitude and phase) within the
residual. The LS fit determines coefficients by choosing coefficients that minimize the squared
error between the model and the actual data. The chosen coefficients are then said to be optimal
in the LS sense and are used to reconstruct the signal. This procedure is called LS filtering and is
described in detail below.
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Estimating SFOAEs Without-Suppressor Tones
When designing the parametric model for the LS fit, all known attributes of the signal must be
modeled. If a signal component is expected to have a delay, the delay must be added to the equation
terms that for the given modeled signal. This is particularly important for OAEs arising from
coherent linear reflection filtering (see above for a description) which are significantly delayed
relative to the stimulus. As a result of the BM delay, the round-trip travel time (delay) of the
SFOAE increases as frequency decreases. When the frequency of a tone is continuously swept (up
or down), it introduces a small time and frequency separation between the probe tone and the
SFOAE. Using the same LS fit, one can take advantage of this time-frequency difference by adding
the expected delay to the parametric model. The added delay should enable separation of the ear
canal pressure recording in response to a probe-tone (without-suppressor) into separate signal
estimates of the probe tone and SFOAE pressure (Long and Talmadge, 2007; Long, Talmadge,
and Jeung, 2008). For without-suppressor recordings, the LS parametric model used consisted of
expected signal components (with undefined amplitude and phase) that made up the total ear canal
pressure (Long and Talmadge, 2007). Total acoustic pressure in this case was the combination of
pressure from the probe tone, SFOAE, and noise.
However, as with all time-frequency estimation techniques, the LS fitting procedure has
limitations for simultaneously resolving time- and frequency-events (Long and Talmadge, 2007).
The primary theorem governing this limitation is the Gabor-Uncertainty principle, which was
derived from the Heisenberg Uncertainty principle from quantum mechanics. Gabor uncertainty
states there is an unavoidable tradeoff between localizing time and frequency events (reviewed in
Boashash, 2015, p13). In addition, further limits are imposed by the lack of orthogonality between
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the probe tone and SFOAE which further limits signal separation. Moreover, the expected delay
of the SFOAE must be added to the model, or the delay must be estimated by iteratively solving
the LS problem over a range of plausible delays. This, so called latency searching algorithm should
ideally identify the latency that yields the smallest sum of squared differences but is prone to error
over regions where SFOAE spectra have large amplitude nulls (consistent with a low SNR) (Shera
and Bergevin, 2012). Also, due to the closeness in frequency of the two components, a significantly
larger data frame must be used to resolve the two signals in the frequency domain. In the withsuppressor paradigm, a filter size of ~8 Hz (5512 samples with a sampling rate (fs) of 44,100 Hz)
versus the ~2Hz filter (22050 samples) needed for separating the probe and SFOAE in the withoutsuppressor paradigm. The smoothing that occurs in the longer filter consequently reduces the
ability to correctly identify SFOAE latency. On the other hand, using a predefined latency function
within the model may also result in estimation errors if individual differences in physiology lead
the function to deviate from the latency of interest.

Attempts to estimate SFOAEs without

removing the probe must investigate these limitations and issues.
Suppressor SFOAE paradigms have so far only been validated against other nonlinear SFOAE
paradigms such as those that rely on nonlinear growth (compression or spectral smoothing
paradigms) and over a limited frequency range (e.g., Kalluri and Shera, 2007). These methods are
expected to bias SFOAE estimates towards OAEs that arise from coherent linear reflection and
may not adequately capture the shorter latency components that are expected to arise from
nonlinear reflectance (e.g., Talmadge et al., 2000). Taking advantage of nonlinear growth may bias
SFOAE estimates by favoring either short or longer latencies, depending on the paradigm used.
Therefore, it is unclear to what degree the complete SFOAE has successfully been observed, and
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the nearly exclusive reliance on additional stimulus conditions highlights the difficulty of
measuring SFOAEs without additional conditions.
SFOAE validation in humans requires a measurement method relatively free of potential effects
that do not rely on the nonlinearity of cochlear mechanics, such as suppressors, to estimate SFOAE
amplitude and phase. Figure 1, shows reasonable agreement between SFOAEs with discrete tones
(black stars), frequency swept tones with-suppressors (red line), and frequency swept tones
without-suppressors (green line).
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Noise (Discrete)
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Figure 1. SFOAEs evoked with discrete frequency tones (black stars), frequency swept tones
with swept frequency suppressors (red line), and frequency swept tones without suppression.
Taken with permission from Naghibolhosseini et al. (2014).

SFOAE estimates using the LS procedure do not always resolve the signals into separate filters
especially when there are large differences between the component intensities and when the
components have similar frequencies. Separation tends to be worse at high frequencies (~6-8 kHz),
where SFOAE latency is significantly shorter than at ~1 kHz. When the probe tone and the SFOAE
are not properly separated, amplitude and phase interference can occur that leads to errors in
SFOAE estimates. Despite the lower noise floors of the frequency swept tone paradigm (which is
an advantage of the LS fit analysis), the primary limitation appears to have been the determination
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of filter parameters to minimize interference between the probe tone and SFOAE. The work
initiated by Long and Talmadge (2007) could be extended to test the limitations of estimating
SFOAEs with and without suppressors or additional conditions. Alternate LS parametric signal
processing strategies that utilize parametric models are anticipated to improve time-frequency
signal resolvability should be evaluated with the motivation to find a SFOAE paradigm that may
provide more complete description of SFOAE amplitude and phase characteristics, or further
validate existing paradigms.
Some of the above limitations might be mitigated if the parametric model is modified to better
describe the natural variance that occurs over relatively large data frames. The currently employed
versions of the LS parametric models assume that the phase and amplitude are in steady state (nontime-varying) over a given data frame. This assumption is often false, especially for SFOAE which
have time-varying amplitude and phase. Accounting for time-varying components may improve
estimates of SFOAE amplitude, phase.
A parametric model that is time-varying may also enable better separation of the probe tone and/or
improve the ability to track SFOAE latency and possibly reduce the dependency on suppressors
for estimating SFOAEs. However, the danger of overfitting arises when the number of free
parameters of a parametric model is increased. A parametric model’s free parameters must strike
a balance between model bias (underfitting) and variance (overfitting). This balance is called
parsimony. One way to evaluate a model for parsimony is to use techniques derived from
information-theoretic criteria (e.g., Burnham and Anderson, 2002) such the Akaike Information
Criterion (AIC). The basic idea is AIC penalizes a model for each free parameter which doesn’t
statistically improve the model’s ability to explain the data. Therefore, AIC helps identify models
that strike a balance between bias and variance. Even small improvements in the LS parametric
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model might lead to significant insights in individual phase gradient delays. The trouble is that
when you don’t actually know what the magnitude and phase of the signal your estimating is, how
can you validate a given parametric model.

Validating Least Squares Parametric Models
The most promising updates to a LS parametric model/fitting procedure could be validated using
a cochlear model that generates human-like in-silico SFOAEs (Talmadge et al., 1998; Talmadge
et al., 2000). These models produce simulated ear-canal recordings that would have the same
problems as SFOAE measures in humans. A cochlear model allows the parameters that generate
SFOAEs to be adjusted or turned on and off. This enables the SFOAE to be isolated because the
cochlear model is free from many of the processes that contaminate real-ear measurements such
as external noise, OAE probe movement, electrical and acoustic crosstalk, speaker and microphone
nonlinearities, and etc. When the probe tone is present in two in-silico recordings, but the SFOAE
only in one recording, the probe tone can be near perfectly canceled out by subtracting the two
recordings. When the SFOAE is free from the probe tone or noise, the LS fit will produce
coefficients that accurately quantify SFOAE amplitude and phase, provided that the LS filter has
a wide frequency band. The model could also be used to produce discrete tone SFOAEs, which
would be in steady state, and therefore free of the effects of the filter size used for the LS fit.
Together, these various conditions enable reasonable validation of any changes that might make
to a LS parametric model.
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Research Aims
Aim 1. Identify limitations of SFOAE measurements using frequency swept tones and the LS
fitting procedure and explore alternate LS fit parametric models, which may increase the ability
estimate an individual’s phase-gradient delays without additional stimulus conditions.
Several systematic steps are needed to evaluate this goal so that aim 2 can be addressed. Therefore,
these methods and their results contribute to most of the present dissertation. Since suppression
methods traditionally utilize three stimulus conditions (Vp, Vs, and Vps), as discussed above, the
effects of using a two-condition procedure (Vp and Vps) need to be validated against the threecondition paradigm. Next, the limitations of estimating SFOAEs directly from the (Vp) condition
will be assessed. Alternate LS parametric models that are time-varying and expected to provide
improvements for estimating phase gradient delays will be evaluated, verified, and
validated/invalidated. The optimal set of LS parameters and parametric model, should they exist,
will be used to estimate individual SFOAE phase gradient delays as a function of frequency. Since
the LS fit depends on a predefined latency function, or iterative latency function estimation, the
errors of deviant latency functions used for the LS fit will also be quantified. Latency estimates
from the LS fit will be compared to latency estimates using wavelet analysis and time-frequency
weighting. Individual latency functions from the LS fit and wavelet analysis will be compared the
latency functions previously recommended (e.g., Naghibolhosseini et al., 2014). Finally, the most
promising techniques for estimating individual latency functions will be validated using the
cochlear model described Talmadge et al. (1998) and Talmadge et al. (2000). Techniques that
appear to be beneficial will then be applied to the entire participant population to investigate the
following aim.
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Aim 2. The primary goal of this investigation is to explore individual differences in SFOAE
phase gradient delays, to improve estimates of cochlear health as inferred from hearing
thresholds.
Thresholds measured with clinical audiograms, which are measured in 5 dB HL intensity
increments, and Bekesy tracking, which are measured in 1 dB SPL intensity increments, and the
most reliable individual estimates of SFOAE phase gradient delays, whether with- or withoutsuppressor, will be used to quantify individual differences in phase gradient delays. The ability to
predict or validate hearing thresholds acquired from psychophysical measures to measures of
SFOAE phase gradient delay alone, amplitude alone, and phase gradient delay and amplitude
combined will be assessed by testing the following hypotheses.

Hypotheses
SFOAE measures that do not utilize suppressors may improve SFOAE phase gradient-delay
estimates. Such tools may be more sensitive to individual differences in phase gradient delays due
to cochlear health. Further improvement in sensitivity to cochlear health is expected by utilizing
both SFOAE phase and magnitude, as has been observed when DPOAE are evaluated (Voss et al.,
2010).
The above questions and assumptions were used to form the following hypotheses:
1) Individual differences in SFOAE phase gradient delays will reflect cochlear health as
inferred from audiograms and OAE magnitudes.
2) Combining SFOAE amplitude and phase will improve the sensitivity to differences in
cochlear health as inferred by audiograms.
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3) Sensitivity to cochlear health may be improved by using SFOAE measures not requiring
suppression.
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CHAPTER 2: METHODS
Participants
Nineteen participants between the ages of 18-40 were recruited. This age group was chosen with
the intent to obtain a mixture of different mild hearing loss configurations (i.e. audiogram notches,
normal hearing, and thresholds that increase with increases in frequency). Hearing threshold
audiograms were estimated using 1/3 octave-narrowband-noise at standard octave intervals from
0.25-8 kHz using the Modified Hughson-Westlake procedure specified by the American National
Standards Institute (ANSI; S3.21-2004), with a GSI-16 audiometer (Grason-Stadler, Eden Prairie)
and TDH-49 headphones. Note, that when time was available, inter-octave band (750, 1500, 3000,
6000 Hz) thresholds were also measured within the same session. Also, note, that the audiogram
for participant 18 was not collected. To ensure that measurable SFOAEs would be obtained,
participants were required to have at least three hearing thresholds < 20 dB HL between 1000 and
8000 Hz, as normal audiometric thresholds are correlated with measurable OAEs (e.g., Gorga et
al., 1993). Audiograms were converted from dB hearing level (HL) to dB SPL using conversions
specified by American National Standards Institute (ANSI 3.6-2004). Otoscopy was used to verify
ear canals were free of impacted cerumen, and that tympanic membranes looked healthy. Figure 2
and Figure 3 show the audiograms for each participant in dB HL and dB SPL, respectively. Middle
ear status was verified via tympanometry using a GSI-33 Tympanometer (Grason-Stadler, Eden
Prairie). Tympanic peak pressure was required to be within +/- 50 daPa of ambient pressure
because this range does not significantly affect OAE measurements (Thompson, 2013; Marshall
et al., 2015; Thompson et al., 2015). While each participant had at least some frequencies with
normal thresholds, some participants had sloping, high-frequency losses (N=4), and threshold
notches of various depths and frequencies (N=10). In a subset of participants (N=13), detailed
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behavioral threshold measurements were obtained via Bekesy tracking over the range of 1-12 kHz
using 1/3 octave narrowband noise using Sony MDR-7506 headphones and custom MATLAB
software (Zhou et al., 2011). Six threshold frequencies per octave were obtained for a total of 22
thresholds frequencies. Frequencies were log spaced across each octave. On average, it took
participants about 40 minutes to complete the Bekesy tracking procedure for both ears (~ 20
minutes per ear). Narrowband noise was used reduce the impact of threshold fine structure (Lee
et al, 2012). Thresholds acquired from the Bekesy tracking procedure may better be related to
cochlear health and SFOAEs due to the increased resolution (e.g., Dewey and Dhar, 2014) and are
shown in Figure 4.
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Figure 2. Audiograms, plotted in dB HL, measured for each ear tested, except for NN18, whose
data is absent. Audiograms were measured with 1/3 octave of narrowband noise centered about
the test frequency. For reference, the dashed line indicates 20 dB HL. Note, that when time was
available, inter-octave band (750, 1500, 3000, 6000 Hz) thresholds were also measured.
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Figure 3. Audiograms, plotted in dB SPL, measured for each ear tested, except for NN18, whose
data is absent. Only the ears that SFOAEs were measured in are presented. Audiograms were
measured with 1/3 octave of narrowband noise centered about the test frequency. Note, that when
time was available, inter-octave band (750, 1500, 3000, 6000 Hz) thresholds were also measured.
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Otoacoustic Emission Equipment
Stimuli were generated, and the ear canal response recorded, using custom Mac software (OSX)
written by Carrick L. Talmadge (email address: clt@olemiss.edu), and interfaced with a MOTU
828 Firewire Audio Interface (Cambridge, MA). Stimuli were delivered to the ear canal using
Etymotic Research, Inc. ER-2 insert earphones (Etymotic Research, Inc., Elk Grove Village)
coupled to the OAE probe via acoustic tubing. Ear canal pressure responses were recorded with
either an Etymotic Research, Inc. ER10A or ER10B+ microphone/preamplifier OAE probe system
(Etymotic Research, Inc., Elk Grove Village) with the output connected to a Stanford Research
Systems (Sunnyvale, CA) SR560 low-noise preamplifier with a 2nd order low-pass filter with a
cutoff frequency of 10,000 Hz. The output of the SR560 was connected to the MOTU, which
digitized the signal at a sampling rate of 44.1 kHz. The digitized data was stored on an Apple
Macintosh computer (Apple, Cupertino) for offline analysis.

General Procedures
All data was recorded in an IAC double-walled sound booth (Industrial Acoustics Company, North
Aurora). Participants were seated in a comfortable reclining chair in a moderately reclined
position. If the audiogram indicated a threshold notch, that ear was selected for measurement.
Otherwise, the ear with better thresholds was selected or, the right ear was selected when the
thresholds between the ears were similar. After the OAE-probe assembly was inserted into the ear
canal, the microphone cable and acoustic tubing were fixed to the chair, and/or participants
clothing with medical tape. This reduced noise by preventing cables and tubing from rubbing
against anything. The taped cables/tubes also enabled a small amount of free head movement
without changing the position of the OAE-probe within the ear canal. Each participant was
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instructed to minimize movement, swallowing, coughing, etc. Participants were also instructed to
breathe with their mouth slightly open to reduce noise generated by the vocal and respiratory tracts
by allowing these sounds to exit the body.
After the OAE-probe position was confirmed to be both well seated and stable in the ear canal, an
acoustic probe-fit check was performed by playing white noise at 65 dB SPL and computing a fast
Fourier transform. These “fit-checks” were performed to identify any probe movement/slippage
at the start, middle, and end of each measurement to verify that the position of OAE-probe was
stable throughout the measurement set. OAE probe slippage was evaluated by performing an FFT
of the white noise recordings made in the ear canal. Small changes in probe position change the
magnitude of the spectrum. If magnitude changes were identified, it was assumed there was
changes in OAE probe position, and all OAE measurements were repeated. To entertain the
participant during data collection, a movie of their choice was played on an external DVD player
connected to a flat screen LCD TV, which were both located outside of the sound booth. The TV
was muted and subtitles were turned on. All participant recordings were monitored in real-time
via headphones connected to the MOTU headphone jack as well as through the sound booth
window. After a break, if the participant was willing, data was also collected from their other ear
(N=4).

SFOAE Measurements
SFOAEs were measured using 35 dB SPL stimuli in all ears. This level was chosen to strike a
balance between generating relatively robust SFOAEs but still at a low enough stimulus intensity
to ensure that the SFOAE would be locally generated. In all participants, probe tones were
continuously swept in frequency from 1000-8000 Hz. Responses from 128 sweeps were recorded.
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A swept suppressor tone was presented along with the probe on every other sweep. The suppressor
was fixed at 55 dB SPL and was maintained 50 Hz above the probe tone’s frequency. SFOAEs,
with and without suppression, were collected from a subset of six participants using additional
probe intensities of 25, 30, and 40 dB SPL. In one additional participant (NN7), 25, 30, and 35 dB
SPL levels were collected. The intensity of the suppressor was always 20 dB above the probe. Four
ears (NN5, NN10, NN16, NN26) were used to evoke SFOAEs with a 3-condition, 2 suppressor
SFOAE paradigm (Vp, Vs, Vps), and were used to establish the validity of using a 2-condition, 1
suppressor paradigm. The 3 condition, 2 suppressor paradigm took significantly longer than the 2
condition, 1 suppressor paradigm. Time limitations, willingness of the participants, as well as
available funds for participant compensation restricted the number of participants measured with
the longer suppressor paradigm. To assess reliability, two participants, NN5 and NN16 had 1
additional repeated measure of the Vp and Vps conditions (NN16 on the same day and NN5 on
different days).

Analysis
The Least Squares Fitting Procedure
The LS fit parametric model mathematically describes important features of SFOAE recordings
while leaving certain unknown parameters free to fit to the data. This enables the separation of the
physiologically generated/modeled SFOAE from the electrically generated probe tone. If the LS
fit model is flawed, errors in SFOAE amplitude and phase estimates are expected, which will
consequently lead to errors in amplitude and phase gradient delay estimates. When the LS fit model
accurately describes the SFOAE the LS fit should accurately estimate SFOAE. The current use of
the LS fit used to estimate the probe and SFOAE amplitudes and phases are described below.
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SFOAE recordings can be described as a sum of cosines. For example, an SFOAE recording is
composed of the stimulus, SFOAE, and noise. Therefore, a parametric model, called 𝑝(𝑡) which
models the components interest within the recorded pressure response 𝑥(𝑡) such that 𝑝(𝑡) ≈ 𝑥 (𝑡),
𝑝 (𝑡 ) = 𝐴
𝐴A 𝑐𝑜𝑠(∅A (𝑡) + 𝜃A ) ,
6777778777779
/ 𝑐𝑜𝑠(∅/ (𝑡 ) + 𝜃/ ) + 6777778777779
:;<=>?>@

(1)

:BCDE

where, 𝐴H is amplitude, ∅H (𝑡) is known and the instantaneous (discrete) angular frequency, and
𝜃H is the unknown phase. This model is then a set of two equations in four unknowns, which
makes the system of equations underdetermined. The LS fit minimizes the below function with
respect to 𝐴 and 𝜃 such that,
A
min O[𝐴/ cos (∅/ (𝑡) + 𝜃/ ) + 𝐴A cos(∅A (𝑡) + 𝜃A ) − 𝑥(𝑡)]

DL,M,NL,M

(2)

However, 𝐴 and 𝜃 are nonlinear combinations of each other and in practice are difficult to solve.
In order to linearize the LS fit with respect to phase, each component is modeled as cosine-sine
pair, otherwise said to be in phase and in quadrature,
𝑝( 𝑡 ) = 𝐴
/ 𝑐𝑜𝑠W∅/ (𝑡 )X + 𝐴A 𝑠𝑖𝑛W∅/ (𝑡 )X + 𝐴
[ 𝑐𝑜𝑠W∅A (𝑡 )X + 𝐴\ 𝑠𝑖𝑛W∅A (𝑡 )X .
677777777787777777779
677777777787777777779
:;<=>?>@

(3)

:BCDE

This form enables each component to assume any phase and is now a system of four linear
equations in four unknowns (𝐴/ , … 𝐴\ ) and is easier to solve. Unless otherwise noted, an
empirically developed time-frequency latency function has been used in the parametric model to
estimate the expected SFOAEs instantaneous angular frequency (Naghibolhosseini et al., 2014).
This latency function is an inverse second order polynomial,

𝜏 (𝑓 ) = 2 +

1
,
0.035 + 0.00006𝑓 + 0.000000002𝑓 A

(4)
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where f is the frequency of the stimulus, and 𝜏, the delay in milliseconds (ms). The issue with the
above latency function is that the data used to generate this equation has only been validated in a
few ears, subsequent revisions will be described later. The delay, 𝜏, is then used to compute
expected angular frequency for the SFOAE component of the time-domain model in equation (4).
The angular frequency ∅f is computed as follows,
k(;)

∅f (𝑡) = − g

𝜏(𝜔i )𝑑𝜔i ,

(5)

l

where 𝜔 = 2𝜋𝑓(𝑡), (Talmadge, 2007) but in practice this is implemented over the range of (t)
such that, ∅f (1) 𝑡𝑜 ∅f (𝑁),

∅f (𝑛) =

𝜋
− 𝜏(1)[𝑓(1) − 𝑓(2)],
2

⎧
⎪st/

𝜋
⎨ O ∅f (𝑛 − 1) − 2 𝜏(𝑛) + 𝜏(𝑛 − 1)[𝑓(𝑛 + 1) − 𝑓 (𝑛 − 1)],
⎪ H
⎩
∅f (𝑁 − 1),

𝑛= 1
1 <𝑛 ≤ 𝑁−1

(5𝑎)

𝑛= 𝑁

In order to approximate the steady state responses at a given instantaneous frequency, a weighting
function 𝑊(𝑡) is applied, such as a Blackman, Hann, or Hamming window function, where the
time window is 𝑡/ < 𝑡 < 𝑡A . The LS fit is solved for the time window 𝑡 by L2-normalization which
minimizes the weighted mean squared error (R), where, p(t) is in the form of (3),
;A

min(𝑅) = O [𝑝(𝑡) − 𝑥(𝑡)]A 𝑊 (𝑡) .
;/

(6)
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Therefore, (6) is another form of (2). However, in practice when performing the LS fit, linear
algebra in the form of 𝐴𝑐 ≈ 𝑥, will be used where 𝐴 is a tall matrix with the cosine and sine basis
functions of equation (3) on its columns, over the windowed segment, t, and c, the vector of
coefficients A1-AN of (3). Since A is not square, and thus noninvertible, the following formula is
used so that A becomes invertible,
𝑐 = (𝐴y 𝐴)t/ 𝐴y 𝑥 .

(7)

The window function (W), is applied to (7) which now takes the following form.
𝑐 = (𝐴y 𝑊𝐴)t/ 𝐴y 𝑊𝑥 .

(8)

Now the LS fit will determine the optimal coefficients, in the least squares sense, that best describe
x(t) in the center of the data window. Since the coefficients, 𝑐, are in phase and in quadrature
(complex valued), the magnitude of a given component is determined by calculating the
hypotenuse of its real and imaginary coefficients,

A
A
|𝑀| = ~𝑐•€•?
+ 𝑐<=•‚
.

(9)

The phase angle in radians is determined by,
𝜃 = −tant/ †

𝑐<=•‚
‡ + 𝜏̂ ,
𝑐•€•?

(10)

where, 𝜏̂ , is the delay for the frequency of the component in the center of the window as defined
in (4).
Unless otherwise noted, a window length of t = 0.5s = 22050 samples, was used. The averaged
recording was parsed in to 0.5s overlapped data segments called data frames. Data frames were
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overlapped by 1 or 10%, which correspond to step sizes of 220 and 2205 samples, respectively.
The LS fit was then performed on each data frame. The decision to use a particular step size versus
the other was based on how finely spaced the center frequencies needed to be for a particular type
of analysis. The main benefit of using the smaller step size is finer frequency spacing, and avoids
the need to interpolate data between frequencies in some instances, such as when estimating with
linear frequency spacing (as opposed to log frequency spacing). It is also relevant to mention that
no zero-padding was used on the first or last data frames. This explains why SFOAE amplitude
and phase plots have no data at 1000 Hz and 8000 Hz, as these frequencies do not fall in the middle
of a data frame.

Artifact Reduction
Before performing the LS fit, all frequency swept tone SFOAE measurements were processed with
an artifact reduction paradigm based on weighted averaging (e.g., Sanchez and Gans, 2006). This
method was used for swept tone DPOAE recordings but also appeared to work for SFOAEs withand without-suppressors. Estimation theory shows that averaging multiple measurements is an
optimal solution for reducing the effects of noise. The constraint on this optimization is that the
distribution and intensity of noise in each measurement be the same. When the noise in each
measurement is expected to differ, an optimal solution can be derived using a weighted average
where the weights are specified as the normalized inverse of each measurements noise variance.
In short, measurements with less noise variance (i.e. quieter, or less noisy measurements) are given
more weight than noisier measurements.
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Equation (3) can be modeled in the discrete form such that,
𝑝‰ = 𝑝(𝑡),

(11)

𝑝‰ = 𝑎 + 𝑛‰ , 𝑘 = 1, … , 𝑁

(12)

where

where the constant, a, is the pressure of the probe tone plus the pressure of the SFOAE as
measured by the probe microphone, and N the number of sweeps in a given condition (with- or
without-suppressor). The noise, 𝑛‰ is the residual from the LS fit and is assumed to have zero
mean and a Gaussian distribution with the variance 𝜎‰A . The optimal estimation of then becomes,
s

𝑎Œ = O 𝑝‰ 𝑤‰ ,

(13)

‰Ž/

where the weights are defined as,

𝑤‰ =

1
𝜎‰A
∑s
<Ž/

1
𝜎<A

.

(14)

The weights are normalized such that they will sum to unity and hence can be directly applied to
the pressure response. In practice, the weighted average is performed across all sweeps for each,
m, data frame,
s

𝑎Œ= = O 𝑝‰,= 𝑤‰,= ,

𝑚 = 1, … 𝑀

(15)

‰Ž/
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where M is the total number of data frames. The weights of each frame from each recording can
be visualized in an intuitive way using the short time Fourier transform (a.k.a. spectrogram) such
as shown in Figure 5.

Spectrogram of the weights for each n-sweep and m-frame as computed during the
weighted
average
Weights
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Figure 5. An example spectrogram of weights for a sample set of 12 SFOAE sweeps. Notice
that noisy segments are automatically down-weighted (dark blue) and the cleanest data
upweighted (red). The normalized weights (wi ) are shown as color and correspond to the
colorbar on the right. Note that the normalization occurs over each column, for which the
weights sum to unity.
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Figure 6 shows the effect of weighted averaging on a DPOAE recording made with continuously
swept primaries. Here, DPOAE data is shown because it was a particularly noisy set of
measurements due to frequent swallowing by the participant and highlights the effectiveness of
this technique.

Unweighted Average

dB SPL

Frequency (kHz)

Weighted Average

Time (s)

Time (s)

Figure 6. Spectrograms for the weighted (left) versus the unweighted average (right) for the same
set of DPOAE recordings. Note that DPOAE data are shown here as this participant was
particularly noisy due to regular swallowing and demonstrates the effectiveness of weighted
averaging for noise reduction. Similar effects occur with SFOAE data.

SFOAE Noise Floor Estimation
Noise floor estimates were made by separating individual recordings of from each paradigm into
two file sets, called buffers, then performing the weighted average on each buffer. The weighted
average of the second buffer is subtracted from the first buffer. This produces a residual that
should, ideally, contain only noise. The LS fit is then performed on the residual in the same
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manner as used on SFOAEs (e.g., according to (8)) where the computed coefficients will
represent the noise within each data frame.

SFOAE Analysis with the Continuous Wavelet Transform
The wavelet basis functions used are defined by (18) which were specified by Moleti and Sisto
(2016b), and were optimized for OAEs (Tognola et al., 1997).
𝑤(𝜏, 𝑓) =

1
cos(2𝜋𝑓𝑡) ,
1 + (𝛾𝑓𝑡)\

(18)

where 𝛾 = 0.075/2π. Each basis function was scaled by the inverse of frequency, 𝑓, and shifted in
time by 𝜏 (Moleti and Sisto, 2016). Figure 7 shows the mother wavelet (blue line) followed by the
next two wavelets used here.

Figure 7. Plot of the mother wavelet defined in equation 18, which is used in the wavelet
decomposition.
Due to the integration between each wavelet and the signal, the wavelet transform performed in
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the time-domain takes significant time to compute. A fast version of the continuous wavelet
transform, called the fast wavelet transform was used (Moleti et al., 2012; and Moleti and Sisto,
2016a). MATLAB software written by Arturo Moleti (moleti@roma2.infn.it), Renata Sisto, and
Federica Longo was used to perform the fast wavelet transform, filter frequency components based
on their latency, and reconstruct each component. Rather than performing convolution in the time
domain, the fast wavelet transform performs multiplication between Fourier transform of a smaller
set of wavelet basis functions and the Fourier transform of the signal. The fast wavelet transform
is computationally efficient and provides information equivalent to the continuous wavelet
transform for the same basis functions (e.g., Mallat, 2009). Time-frequency filtering is performed
by setting time-frequency coefficients that fall outside of a specified delay equal to zero (Moleti
et al., 2012). Wavelet filtering is used to quantify the contributions of SFOAEs with of the short,
long, and short+long (combined) latencies the following filter parameters will be used, as
summarized in Table 1.

Table 1. Parameters used for wavelet filtering of the short, long, and combined latency
contributions of SFOAE.
C1
C2
Wavelet time-frequency Filter
Condition
Bandpass filter for the short latency 0.3 0.9
(basal) SFOAEs
Combined short and long latency 0.3 N/A
SFOAEs
Bandpass filter for the long latency N/A 0.9
components

C3

𝒂𝒍 (ms)

𝒃𝒍

𝒃𝒉

𝜷

15

0.9

0.8

0.5

NA
2
1.5
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The latency cutoffs are defined as 𝜏< (𝑓) such that,

𝜏< ( 𝑓 ) =

𝑓 t˜™
⎧
𝐶
𝑎
†
⎪ < ? 1000‡ , 𝑓 < 1500 𝐻𝑧

𝑓 t˜•
⎨
⎪𝐶< 𝑎œ †
‡
, 𝑓 ≥ 1500 𝐻𝑧
1000
⎩

,

(19)

where C1, C2, C3 = 0.3, 0.9, and 1.5, respectively and, 𝑎? = 15 𝑚𝑠, 𝑏? = 0.9, 𝑏œ = 0.8, and
𝑎œ = 1.5˜• t˜™ 𝑎? . 𝜏< (𝑓) is the i-th latency cutoff as a function of frequency and accounts for the
breaking of scaling symmetry within the cochlea above and below 1500 Hz (Moleti et al., 2014).
These cutoff frequencies were validated by visual inspection across the participants. The central
cutoff 𝜏A (𝑓) was used to separate the top and bottom barycenters (loci of SFOAE energy) within
the hyperbolic region between 𝜏/ and 𝜏A , where the top barycenters correspond to the long latency
components and the bottom barycenters correspond to the short latency contributions (e.g., Moleti
et al., 2013). It is common for these barycenters to roughly mirror each other, whereas, in other
instances, the barycenter may fall in the middle central cutoff. These characteristics will be
discussed and shown in the results section.

To perform the wavelet transform, the residual from the with-suppressor SFOAE paradigm was
processed with the LS fit with a 5512 sample Blackman windowed data frame (125 ms) which is
equivalent to ~12 Hz filter bandwidth centered about the frequency of the probe tone. A 55-sample
step size (1.2 ms) was used for windowing each consecutive data frame. The relatively wide
frequency filter was long enough in time to capture, short, long, and secondary latency components
within the main lobe of the Blackman window. The relatively small step size was used so that
data could be evaluated in 20 Hz steps. Equation (18) was used to compute 512 wavelet basis
functions (each scaled with a length of 1024 samples where then Fourier transformed. The
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complex coefficients from each SFOAE LS data frame were kept in the frequency domain and the
wavelet transform was computed in the frequency domain by multiplying each wavelet with the
signal in the frequency domain and is equivalent to convolution in the time domain (e.g., Moleti
et al. 2012). C1 specifies the lower latency cutoff for the time-frequency coefficients and ensures
any residual power from the probe tone due to incomplete cancelation or stimulus ringing is filtered
out. The wavelet analysis also enables one to tune the time-frequency tradeoff by specifying the
parameter, 𝛽, which was chosen according to Tognola et al. (1997) such that 𝛽 = 0.05.

Cochlear Model
A description of the cochlear model and the most of the parameters utilized for the dissertation
are described in Talmadge et al., (1998) and Talmadge et al. (2000). The cochlear model was
implemented in the C programing language and was run from the Terminal application (version
2.6.1) on OSX 10.11.6 (Apple, Cupertino, CA). Some key parameters deviate from those used in
the above publications along with the variables names used in the software. These parameters, as
well as a variable map described in Table 2.
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Table 2. List and description of the parameters used for the cochlear model. Also, the name the
variables used in the software are mapped to the variables in Talmadge et al. (1998).

Software
Variable

Variables used in
Talmadge et al. (1998)

zweigRho

𝜌@

Value

Description

0.1416 Strength of slow delayed stiffness

feedback
zweigMu

𝜓@

1.742 Delay of slow delayed stiffness

feedback
zweigRhoS
zweigMuS

𝜌¤

0.16 Strength of fast (short) delayed

𝜓¤

0.24 Delay of fast (short) delayed stiffness

rgamma2

𝛾A (𝑥)

f00

𝜔l

stiffness feedback
feedback
1e14 Nonlinear damping saturation factor
20822.6 Frequency-map exponential

coefficient

f01

𝜔/

kw

𝜅k

1.3815511 Frequency-map exponential constant

g00

𝛾l

10000 Damping exponential coefficient

g01

𝛾/

kg

𝑘k

sigma_bm

𝜎˜=

r0

𝑟l

-145.552 Frequency-map offset

100 Damping offset
1.3815511 Damping exponential constant
0.0055 Mass of the BM per unit area
0.00, 0.02, Roughness in percent (Talmadge et
0.05, and al., 2000)
0.10

This class of cochlear model accounts for many important features of auditory threshold- and OAE
fine structure, in addition to OAE generation (Talmadge et al., 1998). The present model is most
relevant for investigating the basal cochlea and its response to low-intensity stimuli with
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frequencies greater than ~1500 Hz (Talmadge et al., 1998; Talmadge et al., 2000). The model is
1-dimensional (1D), includes right and left traveling waves and is solved in the time-domain. In
order to make the model 1D, average values of scalae cross-sections and BM width, etc., are used
in place of 2- or 3-dimensional parameters. Cochlear nonlinearity was added using a van der Pol
damping function. The active process arises from the fast feedback, which acts like negative
damping. Slow time-delayed feedback plus nonlinear damping produces the tall and broad BM
displacement necessary for coherent linear reflection filtering. This results in tonotopic
organization based on the Greenwood map for humans (Greenwood, 1990; Greenwood, 1996).
When the oval window is presented with stimuli, the model produces an apical traveling wave that
produces peak BM displacement at places predicted by the Greenwood function. OAE generation
arises via the mechanisms described in the models of Zweig (1991), and Zweig and Shera (1995),
which account for reflections from apically traveling waves by the process of coherent linear
reflection filtering (Talmadge et al., 1998; Talmadge et al., 2000). OAE fine structure arises from
the basis functions used for the apical and basal reflectance as well as the boundary conditions at
the oval window. Roughness induced reflectance of apical traveling waves are governed by
random irregularities (roughness) in the form of discrete perturbations of the cochlear partition's
impedance function. Internal, multiple re-reflections of basal-going traveling waves are a result of
the boundary condition at the cochlear base determined by the middle ear model. A model of the
ear canal is coupled to middle ear model, which interfaces to the cochlea. Within the cochlea,
integration of left and right going traveling waves produce local fine structure in BM displacement.
The model utilized here also has a nonlinear intensity saturation function, which deviates from the
relatively simple quadratic nonlinearity saturating function described in Talmadge et al. (1998).
Essentially, this property makes the cochlea more passive with increased stimulus intensity. This
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saturation function accounts for the physiological relationship between the active and the passive
properties responsible for compressive BM displacement as stimulus intensity increases. Here, the
value, 𝜎@•; = 5, was used so that nonlinearity saturates between 35 and 50 dB. Table 2 lists the
parameters used and follows the naming convention used in the shell script written by Carrick
Talmadge (contact: clt@olemiss.edu), called runOAE5.aug.sh.

Three versions of the cochlear model were implemented varying in the number of discrete cochlear
sections, hence irregularities, responsible for generating OAEs. The model can be run with 1024,
2048, and 4096, cochlear sections, which have the following software names, mear314 (medium),
bear314 (big), and hear314 (huge), respectively. The mear314 version of the model was initially
used because it is solved much more rapidly than the two larger versions. However, mear314 may
not integrate some of the cochlear equations as accurately (Talmadge et al., 1998). Therefore,
hear314 was used for the remainder of the model results presented in this dissertation. Each model
utilized integration time steps of 6.25𝜇𝑠, which is equivalent to a discrete time simulation rate of
160,000 Hz.

Stimuli used for Evoking SFOAEs from the Cochlear Model
Before the stimuli of interest were presented, the cochlea’s active process needed to be excited to
jumpstart the active process leading to SOAE generation and let any random noise generated by
the model settle into steady state. After the model settles into steady state, the stimulus of interest
was introduced. This “plucking” process ensures that the cochlea’s response to stimuli will
produce repeatable interactions between SOAEs, noise, in addition to basal and apical traveling
waves. In this dissertation the model was plucked by presenting a non-ramped 8000 Hz cosine
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truncated to a 0.2 ms transient. A conservative settling period of 200ms was used, even though
~100 milliseconds was typically adequate, especially if there were no detectable SOAEs.
Stimuli consisted either of discrete-frequency- or frequency-swept tones. Discrete tones were
cosines with durations of 1 second. If SOAEs are present, it is advantageous to use longer duration
tones (e.g., 10 s) which enable averaging to reduce the impact of SOAEs. Note, SOAEs occur at
random cochlear longitudinal locations for each roughness pattern. The roughness pattern is
determined by setting a “seed value” for the random number generator used for creating the
roughness pattern. A seed value equal to 1 was used. Only two roughness patterns could be tested
because each set of data required roughly 0.5 of a terabyte (TB) of hard drive space and funding
was not available for additional hard drives. Fifty discrete frequencies, spaced logarithmically
between 1000 and 8000 Hz were run on the model. Two additional tones 1 Hz above and below
the above each of the 50 center frequencies were also run on the model. The groups of three tones
enable an estimate of the phase and latency at each center frequency by differentiation (described
in detail below). Each tone was presented at 35 dB SPL. Before each tone, the cochlea was
“plucked” then left to settle for 200 ms, after which the probe tone was presented. The 200 ms
settling time is based on a recommendation provide by Carrick Talmadge. Each probe tone
generated an ear canal response that was saved as a separate recording along with the activity
patterns from the basilar membrane, and the output from the oval window.
A frequency swept tone from 1000-8000 Hz with a sweep rate of 0.5 octaves/s (2s/octave) was
also presented at 35 dB SPL with a sampling rate of 80,000 Hz. The swept tone recording was 6.2s
in duration and was preceded by the same transient and settling time used for discrete tones.
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For all stimuli, two roughness conditions were used. SOAEs were evaluated by visually examining
BM activity patterns after the model was in steady state and after the transient was introduced. In
one condition, roughness was set to 0.05%, which resulted in one low level SOAE.
In another condition, roughness was set to 0.00. This turns the linear SFOAE generators off and
resulted in a “smooth cochlea”. In the smooth cochlea, tones were presented at L=20 dB SPL
which reduces the effects of harmonic, and cubic nonlinearities (c.f. Talmadge et al., 2000).
Recordings were then scaled up by 15 dB so that the intensities of the tones in the two roughness
conditions were equivalent. This procedure reduces reflections in the smooth cochlea due to
nonlinear damping (private communication with Carrick Talmadge, 2016). The two conditions
were subtracted which removes the probe tone and produces a residual that consists only of the
SFOAE.
This model is useful because the responses of the ear canal, middle ear (tympanic membrane),
oval-window, and basilar membrane can be examined independently. In most instances, the output
of 1024 sections of the BM activity patterns were saved. The model also outputs the root-meansquare (RMS) values for each section of the BM. See Figure 8 for examples of the RMS of the
BM activity patterns for three tones, 1500, 3000, and 6000 Hz (blue, red, and yellow lines,
respectively). In-silico ear canal recordings were saved as sound files which, were used for further
processing.
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Displacement (cm)

Figure 8. Simulated basilar membrane displacement (cm) generated by
the cochlear model (top) and respective phase responses for three tones
with frequencies of 1.5, 3, and 6 kHz.

Generating Deterministic SFOAEs with the Cochlear Model
Deterministic SFOAEs are defined as SFOAEs free of the influence of noise, and the probe tone.
Hence, these emissions significantly increase the probability of estimating the “deterministic”
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amplitude and phase of the SFOAE as long as the analysis technique is adequate and applied
correctly. When working with data from the cochlear model, deterministic SFOAE recordings are
created by subtracting the outputs from two cochlear model conditions. In one condition, the
cochlea is forced to be smooth and is referred to as the without-roughness condition. In the other
condition, roughness is added along the basilar membrane and is called the with-roughness
condition. The without-roughness condition should be relatively free of any SFOAEs since the
irregularities that form coherent reflection are removed. The with-roughness condition will
generate significant SFOAEs. The subtraction between the two conditions will cancel out the probe
tone (which is common to both recordings) and result in a residual that only consists of SFOAE
pressure. This pressure residual will consist of reflections primarily due to roughness and
nonlinearity (Talmadge et al., 1998). Multiple internal reflections should be negligible when a
moderate percentage of roughness is used (0.02% roughness), but may increase with larger
roughness values (0.05 or 0.1%). SFOAEs that arise due to BM roughness will consist of short
(basal) and long (from the characteristic frequency region) latency components. Time-frequency
analysis, such as with an FFT, or the LS fit, can then be used to compute amplitude and phase
gradient delays without having to worry about contamination/interference from the probe tone.

Calculating the Expected Latency from the Characteristic Frequency using the Cochlear
Model
There is no single answer as to the latency (or phase gradient delay) of an SFOAE because, even
for relatively low intensity probe tones, SFOAE energy will contain contributions from both
nonlinear and linear reflectors (perturbations on the BM). Therefore, the problem of computing
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known latency must be reframed to that of computing the phase gradient delay/latency from a
specific latency region generated by the cochlea.
Long latency components are more reflective of cochlear roughness, while short latency
components better reflect scaling invariance and nonlinear reflectance (e.g., Talmadge et al., 1998;
Talmadge et al., Goodman et al., 2009; Moleti et al., 2012; Mertes and Goodman, 2013; Moleti et
al., 2013; Sisto et al., 2015; Moleti et al., 2016a). Here, it is desirable to identify SFOAE
contributions from both linear and nonlinear reflections within the characteristic frequency region.
Estimated BM latency at the characteristic frequency was computed using the 50 groups of three
discrete frequency tones on the smooth cochlea. 1024 sections of the basilar membrane, as a
function of position, x, were saved for each of the 150 frequencies. All frequencies were integers,
which ensures an integer number of stimulus cycles within each recording. From this point, for
each stimuli frequency, the phase and basilar membrane displacements were computed as a
function of position, x. The procedure used to estimate phase and displacements is based on an
adaptive LS fitting procedure (Long and Talmadge, 1997). To remove the effects of the middle
ear effects on phase and amplitude as a function of frequency, each of the phase and amplitude
computations were normalized to the value at the base of the cochlea. The delay, 𝜏, for the central
frequency within each frequency triplet was estimated by taking the derivative with respect to the
phase around ±1Hz of that of the central frequency for each group of three tones,

𝜏(𝑥, 𝜔) =

WΦ(𝑥, 𝜔 + 𝜋 2) − Φ(𝑥, 𝜔 − 𝜋 2)X
4𝜋

(22)

Where 𝜏(𝑥, 𝜔) is based on the phase, Φ, for frequency, 𝜔, where the BM has peak displacement
for the given discrete frequency stimuli. Using the computed BM late responses, a spline function
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was used to generate a latency function from 1000 to 8000 Hz. Using twice the value of where 𝜏
such that 2𝜏(𝑥=•© , 𝜔) = 𝜏•; (𝜔) provides a reasonable estimate of the expected latency of SFOAEs
measured at the central frequency (𝜔) of each stimulus triplet. This would be relatively easy to
compute if scale invariance were strictly obeyed and the traveling wave had a constant Q, as
assumed by Talmadge et al. (1998, Eq. 93), however, the present cochlear model violates these
assumptions, which better represents cochlear physiology. Therefore, there will be some deviation
from estimates due to violations in scale invariance and the gradual increase in Q of the traveling
wave from apex to base. However, these deviations will, in part, be mitigated by the length of the
LS fit filter (1/2 second) and the likelihood that SFOAEs phase and amplitude will be dominated
from the best frequency region due to the relatively low stimulus levels used for computing
𝜏(𝑥, 𝜔). However, by computing the latency of the SFOAE recordings, a better relationship
between cochlear latency and SFOAEs can be generated.
The latency of the discrete SFOAEs was computed using a similar procedure, but no normalization
was utilized because the middle ear delay is a necessary part of the SFOAE latency. In addition,
SFOAEs were computed using the rough cochlea, where r0=0.05%.

SFOAE latency was

computed by differentiating the phases of the +/- 1 Hz SFOAE responses around each of the 50
center frequencies. A latency function is then created by splining each of the phase/latency
estimates from 1000 to 8000 Hz. An inverse 2nd order polynomial is then used to generate a latency
function that can be used with the LS fitting procedure.
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CHAPTER 3: RESULTS
Equivalency of Two and Three Condition SFOAE Estimates Analyzed with the LS
Fitting Procedure

Four participants, NN5, NN10, NN16, and NN26, were used to assess the equivalency of the twocondition suppressor frequency swept tone paradigm to that of the three-condition paradigm.
These participants were chosen because they had a range of emission levels, with NN5 having,
overall, the lowest emissions. In all four participants, differences between the 2 and 3 condition
suppressor paradigms (labeled 1S and 2S, respectively) were equivalent until SFOAE approached
the noise floor, of approximately -20 dB SPL. Of particular interest is NN16, shown in Figure 9
where both the 1 (labeled 1S) and 2 suppressor condition paradigms were repeated on the same
day, with about an hour break between measures. Differences between measures, R1 (solid lines)
versus R2 (dashed lines) were greater than the differences between the suppressor paradigms, 1S
and 2S, respectively. Collectively, these data were taken as reasonable support that little is gained
by the additional Vs condition where the suppressor is presented alone. Rather, this additional
condition appeared to add time, increase the noise floors, and add an additional layer of complexity
to the analysis stage. The primary reason for this additional condition is to reduce the both the
suppressor and the OAE generated by the suppressor tone, thus further isolating the SFOAE, with
the LS fit, which included in its parametric model a component for the suppressor tone which was
fixed 50 Hz above the frequency of the probe tone, the suppressor tone was not expected to
contaminate estimates of the either the probe tone or SFOAE.
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SFOAE Amplitude Comparision with 2 and 3 Condition Suppression
with Repeated Measures Made on Separate Days
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Figure 9. An example of SFOAE amplitude similarity between the 2 (2C) and 3 (3C)
suppressor condition paradigms as well as between repeated measures. Differences
between days, R1 (solid lines) versus R2 (dashed lines) are greater than the differences
between the suppressor paradigms, 1S and 2S, respectively. Data from NN16, with ~1
hour between repeated measures. Noise floors were around -20 dB SPL.

Exploring the Signal Processing Limits of Resolving the SFOAE and Probe Tone
without using Suppressors
Estimating the Required Filter BW for Resolving the Probe Tone from the SFOAE using the
Blackman Window
Signal processing windows focus the LS fit on a particular range of data and to prevent other
nearby signals from “leaking” into a particular filter. The signals used for the LS fit analysis must
be considered carefully in order to take advantage of a given window function’s parameters. It is
often the case that a window function will be optimal in one situation and suboptimal in others.
The LS fit is only able to resolve two nearby signals into separate filters if both signals are included
in the parametric model and fall outside of the others signal processing window’s main lobe, which
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is best described as -6 dB relative to the peak opposed to the traditionally recommended -3 dB
bandwidth (Prabhu, 2014, chapters 3-4), which is more realistic in the presence of noise, such as
is the case for SFOAE. When adjacent signals fall within the side lobes of a filter, distinct spectral
peaks become visible. This is because the side lobes attenuate signals with frequencies outside of
the main lobe of the signal processing window, provided that the amplitude of the signal within
the side lobe does not exceed the attenuation of the side lobe. Different windows have different
maximum and minimum side lobe levels, and the side lobe attenuation for some windows is
constant while other windows have progressively attenuating side lobes (roll off) as frequency
separation increases. Figure 10 shows the hypothetical frequency difference introduced between a
½ octave/s (2s/octave) upward swept frequency probe tone and the expected SFOAE latency based
on an empirically derived latency function determined by Naghibolhosseini et al. (2014). The
figure suggests a minimum frequency separation at low frequencies of ~4.3 Hz is needed to resolve
the probe tone and SFOAE, if they are equal in amplitude. Five commonly used window functions

Figure 10. The estimated frequency difference between the latency functions defined in equation
(4) for a log frequency swept probe tone with a sweep rate of ½ octaves/second and the estimated
frequency of the SFOAE based empirical observations by Long et al. (2008a).
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were tested for their ability to resolve the SFOAE and probe tones using the LS fit. Twelve data
subsets, including three repeated measures on three participants (NN5, NN10, and NN16) were
used for comparing the effect of each window. This subset included SFOAEs that had large,
moderate, and low SFOAE magnitudes. The with-suppressor SFOAEs was used as the reference
SFOAE level. The median SFOAE magnitudes for the with- and without-suppressor conditions,
were calculated for 19 non-overlapping 1/8 octave bands. This strategy mitigated the effect of
small frequency shifts in SFOAE due to stimulus conditions. Within participant, differences
between the with- and without-suppressor condition for each 1/8th octave band were taken as an
estimate of error. Total error was computed as the sum of the errors across bands. This procedure
was repeated for the Welch, Hamming, Hann, Nuttall, and Blackman windows. The results are
summarized in Figure 11 and indicate that the Blackman or Hann windows resulted in the least
errors.

The Blackman and Hann window have good side lobe attenuation but the Blackman’s first side
lobe is relatively low (-58 dB) compared to others windows such as the Welch (-21 dB), or Hann
(-32 dB). However, the reduction in the Blackman’s side lobe comes at the cost of a slightly wider
main lobe. The approximate limit of frequency resolvability based on the Discrete Fourier
Transform (DFT) for two pure tones with frequencies f1 and f2, where f1 < f2, with 0.5 second
window (data segment) is presented below. Here, justification of the use of the Blackman window
is presented. It was determined that the minimum frequency separation of f1 from f2 is
approximately ~5 Hz when f2 is -45 dB SPL below that of f1 as the DFT analysis resulted in two
distinct spectral peaks. When the frequencies were 4 Hz apart, only one peak was observed in
spectrum. The -45 dB relative difference between the signals was used because for a 35 dB probe
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tone, it provides an estimate resolvability for a -10 dB SFOAE in the presence of the probe tone.
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Total Errors between the With-Suppressor and Without-Suppressor SFOAEs for
Different Signal Processing
Windows in 6 Participants, 3 with repeated measures
Total errors for select signal processing windows
Total Error, dB SPL
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Figure 11. Top: Summary of total errors SFOAE magnitude errors introduced by the
Welch, Nuttall, Hamming, Hann, and Blackman window functions. Errors were
computed over 1000-8000 Hz in 19 non-overlapping 1/8th octave frequency bands. Total
errors were computed by summing the differences between the with-suppressor and
without-suppressor conditions across each band, and within-each data set. These errors
were computed independently for each of the subjects with errors summed across the 1/8
octave bands. Bottom: Box-and-whisker plot of window function errors across
participants with the mean (red horizontal lines), standard deviations (whiskers) and
outliers (red crosshairs).
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When f2 is -55 dB below that of f1, the minimum frequency distance for resolving f2 is ~6 Hz.
When f2 is -65 dB relative to f1, at least 10 Hz is needed to resolve the signals. The effect of being
able to resolve lower level signals with an increased frequency difference is due to the decaying
side lobes of the Blackman window. These effects are important to understand as they apply to the
LS fitting procedure when using signal processing windows and may help explain the ability or
lack thereof, of the LS fit to separate the probe tone from the SFOAE.

Estimation of SFOAE Amplitude Estimation Errors Due to Latency Function Errors
To assess the SFOAE amplitude errors that the latency function may introduce if it were not
adequately aligned with the SFOAE component likely to arise from the peak of the slow traveling
wave, a simple model of a SFOAE recording was generated by summing a frequency swept cosine
of 35 dB SPL (the analogue for the probe tone).
Synthesized OAE: Probe (L35), OAE (L20), Noise (L-20)

40

dB SPL

20
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sfoae
noisefloor
rms error
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Figure 12. Simple model of a frequency swept tone SFOAE ear canal recording was generated
by summing a swept frequency probe tone of 35 dB SPL, and SFOAE of 20 dB SPL with added
white Gaussian noise of -20 dB SPL. The SFOAE also had a deterministic latency added to it.
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A second frequency swept cosine with a latency offset included in the phase function of the swept
cosine according to equation (4) was used as the analogue for the SFOAE. This signal was set to
20 dB SPL. White Gaussian noise of -20 dB SPL was also added to the two swept tones. Figure
12 shows the relative levels of each signal component. Note, this simplistic model is not related
to the cochlear model described above.

A LS fit of the modeled ear-canal recording using the latency function in (4) perfectly estimated
the signal. The latency function of the LS fit was then systematically forced to deviate from
equation (4) by + and – 2 ms in 0.1 ms steps. Figure 13 shows the effect on amplitude, of the probe
(top lines, which are overlaid), SFOAEs, the middle group of colored lines that deviate more at
the high frequencies.
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Magnitude (dB SPL)

Frequency (Hz)

Figure 13. Least squares fits of a simple model of a without-suppression ear canal recording and
the effect on amplitude estimation errors by systematically introducing errors in latency function.
The range of latency errors fell between -2 to 2 ms, as indicated by the colorbar next to the right
axis.

Note that the color of each group of lines represents the systematic deviation of the latency function
as indicated by the colorbar on the right-hand side of Figure 13 where bright green indicates the
true latency of the model and gradient of blue and red indicate the negative and positive errors
introduced into the latency function. The lower groups of dashed lines show the root mean squared
error (RMSE) after each LS fit where higher values represent more error in the model. The error
systematically increased as the latency function deviated from the true SFOAE latency of the
model. This systematic deviation is due to the roughly logarithmic decrease in latency from as the
characteristic frequency moves to a more basal location.
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Figure 14. Least Squares fit shown in the figure above but zoomed in around the probe at 1000
Hz to highlight interference.

Figure 13 indicates that errors for this model are likely to be greatest for the high frequencies when
the deviation is ± 2 ms from the correct latency function. While there appears to be little deviation
in the probe tone, this is due to the data being plotted in dB SPL which results in a compressed yaxis and emphasizes smaller changes for lower magnitude signals. If the data is zoomed in around
the probe tone around 1000 Hz, as in Figure 14, differences in the amplitude of the probe tone
estimates are observed. It should be noted that larger estimates are observed when the latency
error of the SFOAE is negative and indicates that energy from the probe tone is leaking into the
filter of SFOAE. The periodic nature of the errors in probe tone estimates, are due to the cyclical
phase relationship between the phase invariant probe tone and rapidly rotating phase of the
SFOAE. This procedure was extended to span latency errors from -15 to 0 ms. The resulting data
was then used to construct Figure 15 which show the estimated constraints of latency function
deviations as a function of frequency that lead to SFOAE amplitude estimates within ± 1 dB of the
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deterministic SFOAE. The figure indicates that the required latency to achieve ± 1 dB accuracy is
relatively more relaxed for the low frequencies (3 ms at 1000 Hz) than for the higher frequencies
(0.4 ms at 8000 Hz).
The data in Figure 15 are summarized as a bar graph Figure 16, which shows estimates of the
absolute value of the latency estimates. The absolute value was used because the deviations in
SFOAE amplitude were the same for positive or negative latency function deviations. Figure 16
shows that as frequency increases, the tolerance for the latency function decreases.

Figure 15. Latency value deviations around equation (4) that will provide +/- 1 dB SPL of
accuracy in SFOAE estimates. Note the thin band that spans the middle of the axis occurs
when the signal processing windows from the probe tone and SFOAE overlap enough that
spectral leakage from the probe tone into the SFOAEs window yields correct level.
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Figure 16. Summary of the absolute values of the estimated and acceptable latency function
deviations in milliseconds that yields estimates of SFOAE amplitude within ±1 dB.

Modifications to the Least Squares Parametric Model
One of the main potential problems with the parametric model in equation (3) is that over a given
window, W, the model assumes that the amplitude variables of equation (3) have constant
amplitude over the duration of the window. However, it is possible, and likely, that the amplitude
envelope varies within the window over time. This is likely to be more relevant to SFOAE (which
have large peaks and abruptly descending nulls) than the probe or suppressor tones. However, the
time variation of both components should be appropriately compensated in order to achieve
maximum component separation. Failure to account for changes across the analysis window of
the LS fit analysis might lead errors in SFOAE amplitude and phase estimates. To compensate for
amplitude-variation over time the LS fit model was allowed to vary in time. To illustrate this
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modification, the LS fit parametric model was modified so that it is has freedom to fit to timevarying (time-varying) amplitude and phase across the data segment being analyzed. Equation (3)
was expanded to include additional time-varying basis functions so that the equation becomes,
𝑝( 𝑡 ) … = 𝐴
/ 𝑐𝑜𝑠W∅/ (𝑡 )X + 𝐴A 𝑠𝑖𝑛W∅/ (𝑡 )X + 𝐴[ 𝑣/ (𝑡)𝑐𝑜𝑠W∅/ (𝑡 )X + 𝐴\ 𝑣/ (𝑡)𝑠𝑖𝑛W∅/ (𝑡 )X …
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where 𝑣/ (𝑡) is a half-cycle of a cosine function starting at t1 and ending at t2,

𝑣/ (𝑡) = cos ±𝜋 †0.5 +

𝑡 − 𝑡/
‡² .
𝑡A − 𝑡/

(15)

Now, the magnitude of each component will have a coefficient for each point in time, thus can be
expressed as time-varying magnitude due to the inclusion of 𝑣/ (𝑡). For example, the magnitude of
the stimulus is defined as,
|𝑀(𝑡)| = ³[𝐴/ + 𝐴[ 𝑣/ (𝑡)]A + [𝐴A + 𝐴\ 𝑣/ (𝑡)]A ,

(16)

and the phase of the stimulus is also time-varying, for example,
∅(𝑡) = −tant/ ([𝐴A + 𝐴\ 𝑣/ (𝑡)]/ [𝐴A + 𝐴\ 𝑣/ (𝑡)]) + 𝜏̂ .

(15)

Now there are N values for the magnitude and phase, where N is the length of the time-vector t.
For a weighted LS fit the best solution for both the magnitude and phase will be the value in the
middle of the data window. This is because the window function’s weights are greatest within the
center of its main lobe.
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At least four basis functions will be added to the parametric model, such that equation (12) can be
generalized as,

𝑣H (𝑡) = cos ±𝑛𝜋 †0.5 +

𝑡 − 𝑡/
‡² , 𝑤ℎ𝑒𝑟𝑒 𝑛 = 1, 2 , 3, 𝑎𝑛𝑑 4,
𝑡A − 𝑡/

(16)

where, 𝑣A (𝑡), 𝑣[ (𝑡), and 𝑣\ (𝑡), correspond to a 1, 1.5, and 2 cycles of cosine functions,
respectively.
For example, when two more basis functions are used, the LS fit model expands to include up to
16 parameters (8 for each component) in 16 unknowns. The variables v1 through v4 are the first
four basis functions of the discrete cosine transform (DCT). These basis functions have been
chosen because they are optimum for data compression (e.g., Smith, 2003, p496).

A function

optimum for data compression can represent time-varying amplitude with a minimum number of
basis functions (e.g., Smith, 2003, p496). Data compression using the DCT is well established
(e.g., Rao and Yip, 2000). DCT basis functions which approximate principal component analysis.
Principal component analysis (PCA) is a computationally efficient method of the Karhunen-Loeve
Transform (KLT), which has been shown to be an ideal form of representing datasets with the
smallest number of coefficients but is far from being computationally efficient. Figure 17
highlights the differences between time-varying LS with two time-varying basis functions and the
non time-varying LS fit. The magnitudes (left column) and phases (right column) are shown for
two center frequencies, 2420 (top), and 2462 (bottom) Hz are shown the SFOAE component. The
dashed line represents the non-time-varying LS fit and the solid line represents the time-varying
LS fit. The downward triangles show the estimated magnitude and phase for the time-varying LS
fit and the square represents the same for the non time-varying LS fit. The time-varying model
appears to better track local minima and maxima in both the phase and magnitudes over the
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duration of the data frame. At certain frequencies, significant differences in the estimates for the
magnitude and phase are observed.
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A

B

C

D

Figure 17. Example, from a human SFOAE component, of how the traditional LS fit (dashed
lines) and the modified LS fit that utilizes time-varying basis functions (solid lines). A, and B
are the magnitude and phase, respectively, for the center frequency of 2420 Hz, and C and D are
the magnitude and phase for the frequency of 2462 Hz. The idea as the time-varying method
reduces coefficient bias by better fitting to the peaks and nulls in the center of the window. You
can see that the magnitude and phase of the spectral null is tracked between the two adjacent
data frames, but the traditional LS fit choose a coefficient biased towards the peaks within the
signal. This indicates that the LS fit is biased towards the spectral peaks of SFOAE, which can
be mitigated by allowing the LS parametric model to be time-varying
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Time Varying Basis Functions Recover Fine Structure in the Absence of Probe Tones
The cochlear model was used to produce discrete and frequency swept tone SFOAE recordings
with and without roughness so that probe tones could be removed by subtraction. Since the discrete
tones are not affected by the LS fit filter bandwidth, and is free of probe tone interference, it is
taken as the “deterministic SFOAE” amplitude. Isolated frequency swept-tone SFOAEs were also
generated and then analyzed with different LS filter bandwidths of 8, 4, 2, 1 Hz and 5 different
parametric models that had 0-4 time-varying (time-varying) basis functions added. The number of
time-varying basis functions added is indicated at the top of each plot within Figure 18.

Note, that the smaller the bandwidth, the more smoothing the model performs on the data.
However, this can be compensated by the addition of time-varying basis functions. For example,
take the case where 4 time-varying basis functions are added (bottom left subplot) to the LS
parametric model and compare that to the condition where 0 time-varying basis functions were
used (top left subplot). In a 0 time-varying condition only the 8 Hz LS filter reasonably matches
the amplitude of the discrete tones (black dots). When 4 time-varying basis functions are used, 8,
4, and 2 Hz time-varying basis functions agree well with the discrete data.
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18. SFOAEs generated by a cochlear model (Talmadge-4000
et al., 1998; 2000). The black line
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parametric model (indicated by the title of subplots) for estimating the SFOAEs. Note that as the
number of basis functions increases, more fine structure is recovered, which is a function of the
size of the filter bandwidth. Note, that as the number of basis functions increases, the lines start
to overlap and may not be distinguishable from one another.

Parametric Model Ranking with the Akaike Information Criterion.
The data in Figure 18 illustrate that the time-varying basis functions help overcome the smoothing
that results from the use of a narrowband LS filter. However, this data is ideal, and unrealistic
because it is free of a probe tone, which, is usually present, unless a suppressor is used to permit
removal of the primaries. Therefore, in the next section, efforts to estimate the appropriate number
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of basis functions most likely to result in a parametric model balanced between model bias and
variance. The results then can be more confidently applied to SFOAE estimates from humans,
with- and without-suppression.

Assessing LS Parametric Model Parsimony with the Akaike Information Criterion
It may be that less or more basis function terms are needed in the parametric model or that one
specific model term performs best. One of the risks of using a parametric model is under and
overfitting. It is unclear which is less desirable but it has been argued that a small amount of
overfitting (increased variance) is less desirable than the bias due to underfitting (Burnham and
Anderson, 2002, p17). Underfitting results in coefficients, which do not adequately describe the
data and may be biased heavily towards a specific principal component, and thus will underrepresent the information within the data. Another way to think of underfitting is when a model
fails to identify robust, reliable features from the data. Overfitting is when the chosen coefficients
partially represent signals other than those the model is designed to describe, and results in an
increase in variance. A common case of overfitting would be due to increased coefficient variance
due to the influence of noise, which would best be left in the error term of the LS fit. The principal
of parsimony is when a model strikes a statistical balance between model errors related to bias
(underfitting) and variance (overfitting). Model parsimony (the balance between model bias and
variance) will be evaluated using the Akaike Information Criterion (AIC). Given a set of models,
AIC enables the identification of parsimonious models. The AIC statistic has been chosen over
other model evaluation procedures such as adjusted-R2 and the Mallows CP test as AIC utilizes the
maximum log-likelihood and the former use a LS approach, which are better suited as a descriptive
statistic than as tools for model selection (Burnham and Anderson, 2002, S1). AIC is based on the
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Kullback-Leibler (K-L) divergence which is the distance (K-L distance) between the estimation
from the model, p(t), and full reality (x(t)). However, it is usually not possible to know the full
reality or the parameter values that would explain it. Instead, AIC estimates the expected K-L
distance between the parametric model and the mechanisms that generated the data. The formal
equation for AIC is,
𝐴𝐼𝐶 = −2 log ºℒW𝜃¼ ½𝑥X¾ + 2𝐾,

(17)

where log ºℒW𝜃¼½𝑦X¾ is the maximum value of the log-likelihood of the fitted parameter space and
the observed data, x, and K, the number of estimated parameters. The maximum log likelihood
(MLL)

is

defined
/

as,

𝑀𝐿𝐿 = − 𝑛 log(𝜎Œ A ) ,

(18)

1
𝑛
𝑛
log ºℒW𝜃¼ ½𝑦X¾ = − 𝑛 log(𝜎Œ) − log(2𝜋) − .
2
2
2

(19)

A

However, this equation can be simplified when using LS parametric models such that,

𝐴𝐼𝐶 = −2 logWℒ(𝜃¼ |𝑦)X + 2𝐾,

(20)

∑ 𝜀̂<A
𝜎Œ =
,
𝑛

(21)

where,
A

where 𝜖̂< , is the residual from model i, and K, now includes two extra parameters, the variance of
the residual (𝜎 A ) and the intercept (Burnham and Anderson, 2002, p63). The units of AIC are the
probability distribution of −log (𝑔(𝑥|𝜃 )), with x the sampled data and 𝜃 the estimated parameters
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(Burnham and Anderson, 2002, p340). AIC values by themselves are not a useful statistic,
however, the relative values of AIC provide useful information and are used to rank models in
terms of parsimony. These differences, ∆< , are formally described as differences between the
maximum probability distribution from each model and the model with the smallest maximum
probability distribution, 𝐴𝐼𝐶=<H ,
∆< = 𝐴𝐼𝐶< − 𝐴𝐼𝐶=<H .

(22)

The metric ∆< is used to rank the models from best to worst. Typically models with ∆< > 10 are
not considered as candidates for making valid inferences about the mechanisms behind the
generated data under analysis (Burnham and Anderson, 2002). However, models with ∆< > 10
might may be considered if sample size is large relative to the number of estimated parameters, K
(Burnham and Anderson, 2002, S8.6). Here, N=22050 and Kmax = 42, but typically K = 12, giving
n/K ratios of 525, and ~1837, respectively. In this case, candidate models with ∆< > 10 may provide
useful information and still be considered as parsimonious. Therefore, the strict ∆< > 10 cutoff can
be relaxed (Burnham and Anderson, 2002, S8.6) which may increase the number of candidate
models. It should be noted that while model selection based in AIC is useful, model selection is
still more of an art than a science, and AIC should be considered more as a helpful guide for
determining parsimonious models.
AIC was computed for each participant on the L35 SFOAEs with- and without-suppressor
conditions. Since all participants had the same number of analysis windows, AIC could be
computed for each center frequency that that data frame was centered about. Within each
participant, and for each stimuli condition, and or each time-varying model, ∆< was computed
relative to the non-time varying model. This resulted in Nmodels-1 ∆< values for each frequency. The
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mean and median ∆< values were computed across participants but within stimulus condition. The
means and medians were undistinguishable. The mean values with 1 standard deviation (shaded
area) are plotted in Figure 19 for both stimuli conditions. The values on the left indicate the number
of time-varying basis functions used for each component in the model for the without-suppressor
condition. The values on the right indicate the number of time-varying basis functions used for
each component in the with-suppressor parametric model and the y-axis are dimensionless units
of ∆ AIC. It should be noted that the ∆ 𝐴𝐼𝐶 values for the without-suppressor with 4 time-varying
basis functions overlaps with the ∆ 𝐴𝐼𝐶 values for the 2 time-varying basis function model
without-suppressor. Relaxing the ∆ AIC < 10 to ∆ 𝐴𝐼𝐶 < 20, up to 4 and 2 addition basis functions
may be candidate models for the without- and with-suppressor paradigms, respectively.
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Mean ∆𝒊 values computed across participants without- and with-suppressor,
left and right values, respectively

Figure 19. The median AIC differences (∆ AIC) for all participants. ∆ AIC values for
each participant were computed across frequency across which the mean values were
computed after taking the difference between the non-time-varying LS parametric
model fits and the model fits for up to 4 time-varying basis functions per component.
The solid and dashed lines indicate the without and with-suppressor mean values for
each ranked model. The values on the left and right above each line indicate the number
of time-varying basis functions used for the without- and with-suppressor conditions,
respectively. The shaded area represents one standard deviation around the means.
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Effect of the Time-Varying LS Fit on the with- and without-Suppressor Conditions on Human
SFOAEs
AIC indicated that for the up to 4 time-varying basis functions might provide useful information
for the without-suppressor condition and that up to 2 time-varying basis functions might be useful
for the without-suppression data. Figure 20 illustrates the effect on magnitude and phase estimates
by progressively using up to 5 time-varying basis functions to the parametric model for two
participants, NN5 and NN16, left and right columns, respectively. Relative to the withoutsuppressor (bottom row), there is little change in both magnitude (top subplots) and phase
estimates (bottom subplots) of the with-suppressor paradigm (bottom row) even when adding up
to 5 time-varying basis functions to the model. The without-suppressor shows relatively large
increases in amplitude and increased fine structure in both phase and amplitude. Relative to NN16,
NN5 has overall lower emissions for the non-time varying LS fits. As a result, there seems to be
relatively more growth in the level of the emission as more time-varying basis functions are added.
If this growth is not due to a signal processing artifact it might imply that the time-varying
parametric model is recovering additional information from the SFOAE. The next section will
investigate if this growth is due to an artifact of the time-varying parametric model. As indicated
by AIC, it might be that the time-varying parametric models with greater than 2 basis functions
are prone to overfitting and could account for the additional fine structure or increases in
amplitude.
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Figure 20. SFOAE estimates with- and without-suppression, top and rows, respectively, for
two participants, NN5 and NN16, left and right, respectively. 0-5 time-varying basis
functions were progressively added to the LS fit model, as indicated by the legends. Each
plot shows the magnitude and phase, top and bottom axes, respectively.
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Coupler Measurements Indicate Significant Spectral Leakage in the without Suppressor
Condition and Indicate Suppressor Tones are Needed to Reliably Estimate SFOAEs.
Figure 21 shows the without suppressor measurement made in a Bruel and Kjaer IEC711 artificial
ear coupler (Bruel and Kjaer, Naerum). This coupler does not produce SFOAEs and analysis of
the SFOAE should not be detectable; it should fall into the noise floor. Data is plotted both on a
linear y-axis, in pascals, and on a log y-axis (dB SPL) in the middle plot. The bottom plot shows
the phase. The solid lines reflect the estimated magnitude and phase of the probe tone and the

Figure 21. Probe tone presented to a coupler with the ER10B+ OAE probe. A coupler does
not produce SFOAEs and therefore their amplitude should be in the noise floor. Data were
analyzed with a non-time-varying LS parametric model (green lines) and time-varying LS
parametric models with 2 and 4 additional time-varying basis functions for each
component in the model (light blue and purple lines, respectively).
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dashed lines reflect the estimates of the SFOAE (which was not expected to be present). The data
were estimated using the three models indicated by AIC to be parsimonious; a non-time-varying
parametric model (green lines) as well as with time-varying parametric models with 2 and 4 basis
functions, shown as the light blue and purple lines, respectively. When the data is plotted in
Pascals there is a subtle but clear tradeoff between the intensity of the probe tone and the estimated
intensity of the probe tone for the time-varying parametric models. Under ideal circumstances the
intensity of the SFOAE should remain noise floor when additional time-varying basis functions
are applied to the analysis. However, when as time-varying basis functions were added to the
analysis, the intensity of the probe tone decreased and was negatively correlated with the intensity
of the SFOAE. This increase in SFOAE intensity with time-varying basis functions suggests that
the LS fit is normalizing energy across the parametric model for each signal component.

This phenomenon is often referred to as spectral leakage and is typical when a set of filters does
not adequately resolve signals as desired. The primary, and most likely factor, is that the expected
phase of the probe tone and SFOAE are mostly nonorthogonal, which means they cannot be
separated. Since the phase of the probe tone rotates relatively slowly and the phase of the SFOAE
is expected to rotate relatively rapidly, the signals are cyclically orthogonal only at a few specific
frequencies. The assumption of orthogonality is the basis of most signal separation techniques and
only occurs when the relative phase between signals differ by 90 degrees (i.e. cosine vs sine). Since
orthogonality is not a gradient, but an exact condition, one can only expect reliable signal
separation when the relative phases between the probe tone and SFOAE are offset by 90 degrees.
In practice, the frequencies where orthogonality should occur is a difficult to predict, especially
when the phase of the SFOAE is an unknown parameter of the model and is expected to differ
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across individuals as a function of frequency.

Examining the data on a dB scale, the middle plot of Figure 21, the relative shift of power from
the probe tone to the SFOAE is obscured due to the compressed scale, as was also observed in
Figure 14. On the dB scale it appears that only the SFOAE magnitude is growing, while the
intensity of the probe tone remains constant with each addition of time-varying basis functions.
This is misleading. However, when one examines the phase, a clearer story emerges. The phase
of the non-existent SFOAE is rapidly rotating, primarily due to the assumption of the parametric
model. However, when additional basis functions are added to the parametric model, the phase
slope systematically becomes shallower when the number of time-varying basis functions
increases. This supports the idea that the LS fit is unable to adequately resolve the signals into the
separate filters of the parametric model, even when there is no SFOAE. Taken together, these data
suggest that even with the non-time-varying implementation of the LS fit, SFOAE estimates might
be contaminated by the energy of the probe tone. At least at this point in time, it appears that the
suppressors, or additional stimulus conditions that reduce the impact of the probe tone are
necessary for reliably estimating SFOAEs. Even if the relative magnitude difference between a
probe tone and an individual’s evoked SFOAE is small, the resulting estimates from the LS fit
may not be reliable. This is because the LS fit is unable to distinguish between two nonorthogonal
signals, as is the case with most time-frequency analyses. Therefore, as suggested by the above
data, all further analyses will only utilize the with-suppressor data, unless otherwise noted.
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Isolating Long, Short, and Combined Latency SFOAE Contributions with the
Filtered, Continuous Wavelet Transform
Since, it is unclear if cochlear health is best assessed using the long, short, or combined latency
components, it is beneficial to estimate the contributions separately as well as the combination of
the long+short (combined) components. The time-frequency analyses that the LS fitting procedure
provides could be tailored so that it filters SFOAE generators arising from roughness (long latency)
and nonlinear reflectance (short latency) into separate components. While the short latency
components of TEOAE appear to have little relation to hearing thresholds (e.g., Mertes and
Goodman, 2013; Moleti et al., 2014) this is still unclear for the short latency components of
SFOAEs and the focus of the following analysis is to better understand the relationship between
these latency components and hearing thresholds. It is not clear how SFOAE latency contributions
are distributed within and across participants. Therefore, the wavelet transform in conjunction with
time-frequency filtering will be utilized to gain a clearer picture of their respective distributions.
The wavelet transform is useful for exploring time-frequency distributions as it offers a unique
visual representation of SFOAE energy as a function of time and frequency. Wavelet transform
filtering enables separation of contributions into short, long, and combined distributions, which is
then used to quantify phase, phase gradient delay, and magnitude within each latency subspace.

As described in the methods section, time-frequency filtering was used to zero out the timefrequency coefficients outside of the latency range of interest (Moleti et al., 2012). The remaining
time-frequency coefficients were then time-frequency filtered according to the selected latency
subspace. The filtered time-frequency coefficients were used to quantify the short, long, or
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combined SFOAE contributions. Magnitude, phase, phase gradient delays (also called the
weighted average of latency (Moleti et al., 2012)) were estimated within each latency subspace.
Phase gradient delay is another name for group delay. Group delay is defined as the negative of
the derivative of phase with respect to angular frequency. Utilizing the wavelet transform, phase
gradient delays are computed using the weighted average within each latency region, where the
weights are defined by the values of the time-frequency coefficients within each latency region
after time-frequency filtering.

Figure 22-Figure 25 show the unfiltered (top axes) and filtered wavelet transforms (bottom axes)
for four participants. The y-axis is latency, expressed in ms, the x-axis is frequency in kHz, and
the colormap represents SFOAE magnitude, which is normalized so the maximum time-frequency
coefficient equals unity. The wavelet transforms are presented as contour plots, where red contours
relate to wavelet transform coefficients with the greatest values, and the smallest coefficients as
cyan contours. A common problem with contour plots is that when the number of contours is
increased, adjacent contours (which represent SFOAE magnitude) become visually
undistinguishable from one another. A custom color map was developed to help overcome this
limitation and enabled a finer gradient of magnitude levels to be displayed while keeping them
visually distinguishable. When the coefficients are plotted against a linear colormap (which relates
to magnitude), much of the SFOAE data appeared to be absent. To enhance the visibility of
SFOAEs with lower magnitude, the color to magnitude map was set so that it is roughly
logarithmic (Moleti et al., 2012). This increases the visual dynamic range of SFOAEs but comes
with the cost of sometimes saturating regions with the greatest magnitudes. Effort was taken to
strike a balance between magnitude saturation and the dynamic range of magnitudes displayed.
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When saturation occurred, it tended to occur mostly at the lower frequencies of the wavelet
transform, where SFOAEs tended to be most robust.

The top half of each figure shows the unfiltered wavelet transforms and the latency cutoffs (black
lines) used during time-frequency filtering which are applied in the bottom plot. The latency cutoff
lines are shown on the unfiltered wavelet transform to help the reader understand what data will
be included/excluded after time-frequency filtering is applied. The bottom plot shows the filtered
wavelet transform. The solid black lines show the upper and lower latency cutoffs used for timefrequency filtering, and the dotted black line shows the latency cutoff used to separate the short
from the long latency contributions. The solid teal line shows the latency function developed in
our lab for estimating SFOAEs with the LS fitting procedure (Naghibolhosseini et al., 2014).
Knowing where the LS fit latency function falls for a given participant’s SFOAE distribution offers
insight into what estimates of phase, phase gradient delay, and magnitude would be if the LS fitting
procedure was applied. In other words, the latency function is shown to provide a visual guide for
the SFOAE contributions that the LS fit would be focused about, if it were applied in place of the
wavelet transform.

The wavelet transforms reveal clear regions where SFOAE energy is focused in the time-frequency
domain, where the approximate geometric center of SFOAE loci is referred to as a barycenter.
The barycenters differ across participants in their frequency, latency, and magnitude. Often, pairs
of short and long latency loci occur within the same general frequency region, possibly due to
contributions from nonlinear reflectance and roughness, respectively. The barycenter pairs were
used as a visual guide to determine a reasonable cutoff as a function of frequency (e.g., Moleti et
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al., 2013). The average SFOAE delay at 1000 Hz was used to compute 𝑎? , which sets the upper
latency cutoff used for time-frequency filtering. The lower latency cutoff was based on Moleti et
al. (2012). In most participants, the SFOAEs form fairly clear hyperbolic triangle from low to
high frequencies. In short, the latency cutoffs were chosen to match the hyperbolic triangle formed
by the primary reflections of SFOAE and were set to exclude multiple internal re-reflections
(Moleti et al., 2012). The bottom of each of the following figures also show the average delay
(light gray solid line) computed from the coefficients within the short latency region which lies
between the dashed black line and the lower solid black line. The average delay from the long
latency contributions are shown as the a thin, white, solid line, which was computed with the timefrequency coefficients between the upper solid black line and the central dashed black line (Moleti
and Sisto, 2016b). The thick white line represents the average group delay between the upper and
lower solid black lines, which is referred to as the combined latency region. The combined latency
region includes all time-frequency coefficients within the solid black lines.

Figure 22 shows a participant with particularly strong long latency SFOAEs where most of the
barycenters are above the central cutoff. The unfiltered SFOAE shows robust spontaneous OAE
around 2300 Hz as indicated by the vertical blue area extending to the top the figure. In some
participants, there were frequency and/or latency regions were SFOAE energy was barely
detectable, such as shown for NN22 in Figure 25, whose audiograms and tympanometry were
clinically normal.
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Figure 22. Unfiltered fast continous wavelet transform of with-suppressor SFOAEs from NN24
(top) and the filtered wacelet transform (bottom). The upper and lower latency cutoffs (solid
black lines) are shown in both the unfiltered and filtered transforms to highlight the regions
used for filtering. The bottom of each of the following figures also show the average delay for
the short (light gray solid line) and long latency (white solid line) SFOAE contributions, which
are separated by the latency cutoff denoted by the dotted black line. This participant also has a
robust spontaneous OAE ~2300 Hz, as indicated by the vertical contours extending to the top of
the upper axes. The Bekesy tracking thresholds are shown below the wavelet transform.
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Figure 23. Same as Figure 22 but for participant NN26, who has relatively more robust
magnitude low latency SFOAEs as indicated by the prominent loci below the central cutoff. The
white arrorws (top) point to examples of pairs of short and long latency barycenters.

Figure 23 is in the same format as the previous figure but for a different participant, NN26. This
participant has relatively strong short latency SFOAEs leading to some symmetry between the
barycenters across frequency. Note, symmetrical loci may differ significantly in magnitude
(color) and is best assessed by the relative contours of individual loci (or loci that appear to be
fused). Note the white arrows on the top axes point to two pairs of, roughly, symmetric loci.
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Figure 24 highlights a participant that whose SFOAE contributions are dominated by
contributions with lower latencies. The short latency components either imply strong basal linear
reflections due to cochlear roughness (irregularities) or may be arising due to nonlinear reflections
from the best frequency region, which are relatively phase invariant with frequency. In either
case, it is clear that the shorter latency components tend to dominate the overall SFOAE. In cases
where the shorter latency components dominate the SFOAE, the LS fit’s latency function might
need to be adjusted so that it can pick up these components, assuming they are related to cochlear
health. If they are not related to cochlear health, as in the case where they are arising from a
relatively more basal location and not directly tied to traveling wave amplification, it might imply
that there is some loss of amplification. Another possibility is that this participant has normal
cochlear mechanics that produce SFOAEs with overall shorter latencies. These possibilities and
their implications for predicting hearing status will be discussed in more detail later in the thesis.

Figure 25 highlights a participant that has significantly decreased SFOAEs above 3000 Hz. The
audiogram for this participant is normal, with thresholds of 5 dB HL at 6000 Hz and 10 dB HL
at 8000 and 12000 Hz.
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Figure 24. Same format as Figure 22 but for a participant whose SFOAE energy appears
at, overall, relatively lower latencies. Note, the white arrows on the top axes point to two,
roughly symmetric, loci. The Bekesy tracking threshold is shown below the wavelet
transform for reference.
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Figure 25. Same format as Figure 22 but for a participant with nearly absent SFOAEs
above 3000 Hz. This participant has a clinically “normal” audiogram according to
age (all thresholds ≤ 10 dB HL). The Bekesy tracking thresholds are shown for
reference.
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Estimates of Phase Gradient Delay Trends using Peak Picking and the Weighted
Average of the Wavelet Transform’s Time-Frequency Coefficients
The figures in this section show estimated magnitudes (blue lines) which correspond to the
magnitude values on left y-axis (dB SPL). The right y-axis shows the values for group delay (red
lines), and phase gradient delay trends (in ms) which exclude or down weight data around
magnitude nulls. The phase gradient delays, which are derived from group delay (red) were
computed two ways, 1) as described by Shera and Bergevin (2012) which uses peak picking (bright
green lines) and, 2) by the method described in Moleti et al., (2016b) (black lines) which use the
weighted average of the time-frequency coefficients from the filtered wavelet transform to
estimate the average delay (phase gradient delay). The blue, unfilled, downward facing triangles
denote the location of the peaks in the magnitude used for the peak picking procedure. The group
delay values corresponding to the frequency locations at each magnitude peak were splined to
estimate the overall trend in phase gradient delay (green line). The number of splined points differ
across participants and latency components. Note, the two methods for computing the trends in
phase gradient delay are remarkably similar for the long (top plots), combined (middle plots), and
short (bottom plots) latency components. This similarity further validates the relatively simple
procedure described by Moleti et al. (2016b) for computing the trend of the phase gradient delay.
The weighted averaging method offers a relatively more continuous estimate of the phase gradient
delay trends as a function of frequency. This is because the weighted average weights data for all
frequencies in its computation, hence is much more continuous than the phase gradient delay trends
obtained with the peak picking procedure. One of the downfalls of the peak picking procedure is
that if there are only a few peaks in the magnitude spectrum, the number of splines used to
construct the trend will have poor resolution. For the remainder of the analyses, the phase gradient
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delay trends computed by weighted averaging were used. Note that the magnitudes and phase
gradient delays differ within participants across latency components, as well as across participants
for the same latency component.
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Long Latency
Combined Latency
Short Latency
Frequency kHz
Figure 26. Wavelet transform magnitudes (blue lines, left y-axis) in dB SPL. The right
y-axis shows group delay (red lines), and phase gradient delay trends in (ms) of which
the trends were computed two ways, 1) peak picking (bright green lines) and, 2) the
weighted average of the time-frequency coefficients from the filtered wavelet transform
to. The blue, unfilled, downward facing triangles denote the location of the peaks in the
magnitude used for the peak picking procedure. The plots are separated by latency, long
(top), combined (middle), and bottom (short).
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Figure 27. Wavelet transform magnitudes (blue lines, left y-axis) in dB SPL. Same
format as Figure 26.
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Figure 28. Wavelet transform magnitudes (blue lines, left y-axis) in dB SPL. Same
format as Figure 26.
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Figure 29. Wavelet transform magnitudes (blue lines, left y-axis) in dB SPL. Same format as
figure 26.
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Across Participant Mean and 95% Standard Deviations of Magnitude and Phase
Gradient Delays for the Long and Short Latency Components
Figure 30 shows the magnitudes obtained using time-frequency filtering, for all participants (not
individually labeled) for the short (blue), long (red), and combined (black) latency SFOAE
contributions are plotted. The means, across participants, for the short (cyan), long (green), and
combined (yellow) are also shown. The mean of the combined long+short magnitudes are greater
overall, whereas the short and long components appear to be mostly lower than the mean of the
combined magnitudes.

Figure 30. The magnitudes for each participant’s short (blue), long (red), and combined
(black) latency SFOAE contributions are plotted together. The across participant
means for the short (cyan), long (green), and combined (yellow) are also shown.
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Figure 31. Four standard deviations (~95%) about the respective means of the short
(transparent blue outlined in blue), long (transparent red outlined in red), and combined
(transparent black outlined in black) latency magnitudes. The mean of the short (blue
solid line), long (red solid line), and combined (black solid line) are also shown.

Figure 31 summarizes the individual data in by presenting four standard deviations (~95%) about
the respective means of the short (transparent blue), long (transparent red), and combined
(transparent black) latency magnitudes. The mean of the short (blue solid line), long (red solid
line), and combined (black solid line) are also shown. This figure reveals a large amount of
variability across participants for each subset of SFOAE latency contributions. It is interesting
that there is less variability in the long latency magnitude than for the short latency magnitude.
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Figure 32 highlights the trends in the unwrapped phase trends (in cycles), across participants for
the short (blue), long (red), and combined (black) individual data. Individual data is not labeled.
The respective means across participants are shown in cyan, green, and yellow. These data are
summarized in Figure 33, which show four standard deviations about the mean (95%) for the
short (transparent blue outlined in blue), long (transparent red outlined in red), and combined
(transparent black outlined in black) phase trends. Given that the SFOAE components were
selected based on latency, it makes sense that the combined phase trends fall between the short
and long latency phase trends.
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Individual Participant Phase Trends a=14.404, b=0.8
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Figure 32. The unwrapped phase trends for the short (blue), long (red), and combined (black) for
each participant are plotted. The means, across participants for the short (cyan), long (green), and
combined (yellow) are also shown.
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The variably in phase increases at the high frequencies because phase unwrapping started at the
low frequencies. Hence, variability naturally accumulates as phase unwrapping extends to higher
frequencies.

All Participants, 4 Standard Deviations (
5

= 95%) about the Mean Phase Slopes for the Short, Combined, and Long Latencies
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Figure 33. Unwrapped Phase: Four standard deviations of the short (transparent blue outlined in
blue), long (transparent red outlined in red), and combined (transparent black outlined in black)
are also shown. The respective means, across participants are displayed as the dotted blue, red,
and black lines.

Similarly, the phase gradient delays for all participants are shown in Figure 34 and in Figure 35
the means across participants plus 4 standard deviations are shown. The overlap between the long
and combined phase, and the combined and the short is expected as the combined phase trends
are a combination of the short and long. However, the averages (dotted lines) across latency
subspaces are well separated.
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Figure 34. All participant phase gradient delays (PGD) which is the negative of the derivative
of phase with respect to frequency, which is mathematically called the group delay. The
means, across participants for the short (cyan), long (green), and combined (yellow) are also
shown and show reasonable separation. The large variability occurs due to the derivative of
phase having large (negative or positive) values when the phase dominance between
components shifts, which usually corresponds to a null in the magnitude spectrum.
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All Participants, 4 Standard Deviations (
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= 95%) about the Mean PGDs for the Short, Combined, and Long Latencies
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Figure 35. Phase gradient delays (PGD) in ms computed by taking the negative of the derivative
of the phase with respect to frequency. Four standard deviations of the short (transparent blue
outlined in blue), long (transparent red outlined in red), and combined (transparent black outlined
in black) are also shown. The respective means, across participants are displayed as the dotted
blue, red, and black lines.

The phase gradient delays/group delays computed by taking the negative of the derivative of the
unwrapped phase with respect to frequency highlight the high variability due to rapid phase
changes in spectral nulls of SFOAE magnitude. When the dominance between two components,
for example, between short and long latency components, changes, the component with the
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strongest magnitude will also dominate the phase, which also leads to a rapid change in the phase.
The large negative and positive peaks in the phase gradient delays highlight the necessity of using
the weighted average (or peak picking) algorithms for obtaining reliable phase gradient delays
which are least affected by phase changes associated with nulls in magnitude. Unless these
methods are used to analyze individual phase gradient delays, it becomes difficult to obtain
meaningful information about SFOAE phase or cochlear tuning (Shera and Bergevin, 2012;
Moleti and Sisto, 2016b). Compare the red lines to the black or green lines in Figure 26-Figure
29 where the black and green lines have much less variability as a function of frequency. Also,
note that positive or negative peaks in group delay (red line) typically correspond to nulls in
SFOAE magnitude (blue line). For assessing the relationship between phase gradient delays and
hearing thresholds, the weighted average of the time frequency coefficients (black lines) will be
used.

Relationship between SFOAE Components and Bekesy Tracking Hearing
Thresholds
There are several approaches that can be taken to evaluate the ability of the short, combined, and
long components of SFOAEs to predict hearing thresholds. Here two approaches are taken, the
first used linear regression between each individual SFOAE predictor and threshold. Scatter plots
were created with a data point for each participant's SFOAE predictor on the x-axis and threshold
frequency on the y-axis. These scatter plots were used to create a simple linear regression model
for each frequency. The p-value from the F-statistic was used to determine significance along
with the amount of explained variance from the Pearson correlation coefficient, adjusted R2.
Adjusted R2 was used because it accounts for the sample size and is a more conservative estimate
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of explained variance than the simpler R2 which does not take into account the sample size.
SFOAEs were filtered with a 1/3 octave band median filters for the same frequencies used to
measure the 1/3 octave band noise thresholds. Below the scatter plots followed by the linear
regressions for each threshold frequency are shown for the Bekesy tracking thresholds in Figure
36 -Figure 39. To anticipate, for all threshold frequencies, no significance was determined between
any of the individual predictors and hearing thresholds, therefore, the complete set of scatter plots
and respective linear regressions are shown in Appendix A.
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Long Latency Phase vs. Bekesy Thresholds

Figure 36. Scatter plots with the Bekesy tracking thresholds on the y-axis and long latency
phase on the x-axis. The scatter plots are separated by threshold frequency as indicated at the
top of each subplot. The x-axis data was 1/3 octave median filtered centered around the
frequency indicated by the title of each subplot. Each colored data point represents the data
from a single individual. Notice there is little correlation between threshold and phase.
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Long Latency Phase vs. Bekesy Thresholds

Figure 37. Linear regression plots for each Bekesy tracking frequency and the respective long
latency phase for the same data presented in the previously shown scatter plots. Notice there is
no significance and little explained variance as indicated by the p-value, and R2, respectively.
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Combined Latency Phase vs. Bekesy Thresholds

Figure 38. Scatter plots with the Bekesy tracking thresholds on the y-axis and combined latency
phase on the x-axis. The scatter plots are separated by threshold frequency as indicated at the
top of each subplot. The x-axis data was 1/3 octave median filtered centered around the
frequency indicated by the title of each subplot. Each colored data point represents the data from
a single individual. Notice there is little correlation between threshold and combined latency
phase
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Combined Latency Phase vs. Bekesy Thresholds

Figure 39. Linear regression plots for each Bekesy tracking frequency and the respective
combined latency phase for the same data presented in the previously shown scatter plots.
Notice, there is no significance and little explained variance as indicated by the p-value, and R2,
respectively.
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Figures 36 - 39 indicate that, individually, the short, long, or combined predictors of phase, phase
gradient delay, or magnitude have no significant predictive power for estimating thresholds. The
p-values for each regression indicated no significance and the explained variance, R2 indicated that
correlations were poor and could not account for a significant amount of SFOAE variance relative
to thresholds. As observed in the next section, significant predictive power and higher explanation
of variance occur only when multiple predictors are combined to predict thresholds.

Relationship between Bekesy Tracking Thresholds and Multiple SFOAE Predictors
using Multiple Linear Regression
The second method utilized to estimate thresholds from SFOAEs was multiple linear regression
where multiple SFOAE predictors were included in the linear regression model (on the x-axis),
and the Bekesy tracking threshold on the y-axis. The overall ability to predict thresholds was
determined using a multiple linear regression technique called stepwise linear regression. The
MATLAB function called stepwiselm was used to check all possible combinations of predictors
and successively adds and removes each predictor. If the addition of a predictor increases the pvalue the component is removed from the model. If a predictor increases significance of the model,
the predictor is included in the model. The final model is the model that has the smallest p-value
and no collinearity. Stepwise linear regression utilizes the p-value from the ANOVA F-statistic to
determine the optimal linear regression model for all SFOAE predictors entered in to the linear
regression. Here the p-value and multicollinearity were used to remove or include predictors in the
linear regression model. If any pair of the predictors were collinear the predictor that had the
smallest effect on the p-value was removed and the multiple linear regression was recomputed.
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Six groups of predictors were run using the stepwise linear regression analysis: 1) All SFOAE
predictors were included in the stepwise linear regression (long, combined, and short phase,
magnitude, and phase gradient delay), 2) only the long and short predictors were included for the
magnitude, phase, and phase gradient delays, 3) only the combined phase, and the long and short
components for phase gradient delay and magnitudes, 4) only the combined magnitude, and long
and short phase and phase gradient delays, 5) only the combined phase gradient delay, and the
short and long magnitude and phase, 6) only the combined phase, magnitude, and phase gradient
delays were included.

These groups were chosen because the independence between the combined (long + short latency
components) for phase, phase gradient delay, or magnitude, and the long and short phase gradient
delay trend components were unknown. The combined latency component is the sum of the short
and long components and therefore may share the some of the variance of the short and/or long
latency components. Each subgroup was run separately using the stepwise linear regression
algorithm. The outputs of the stepwise linear regressions are shown below. For some frequencies
in a subgroup of predictors, no significance and therefore no model could be determined, which is
shown as an empty axis. Empty axes are titled such that it indicates no significant predictors were
available. Figure 41 - Figure 46 show the multiple linear regressions described above.
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All Predictors vs. Bekesy Thresholds

Figure 41. Multiple linear regressions with all predictors evaluated for significance and
multicollinearity. The solid red line shows the regression with the confidence interval shown as
the dashed red line. The p-values for each frequency are significant (p<0.05) and also show a
significant amount of explained variance (R2).
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Long and Short Phase, Phase Gradient Delay, and Long Latency
Phase Magnitude vs. Bekesy Thresholds

Figure 42. Multiple linear regressions with all predictors evaluated for significance and
multicollinearity. The solid red line shows the regression with the confidence interval shown as
the dashed red line. The p-values for frequencies 1260, 1414, 1587, 2000, 2520, 3175, 3564,
4490, 5040, and 5657 are significant prediction models (p<0.05) and also show a significant
amount of explained variance (R2)..
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Combined Phase Gradient Delay and Short and Long Phase, and
Magnitude vs. Bekesy Thresholds

Figure 43. Multiple linear regressions with combined phase gradient delay and short and long
latency phase and magnitude predictors evaluated for significance and multicollinearity. The
solid red line shows the regression with the confidence interval shown as the dashed red line.
The p-values for frequencies 1260, 1414, 1587, 2000, ]3564, 4490, 5040, and 5657 are
significant prediction models (p<0.05) and also show a significant amount of explained
variance (R2).

121

Combined Magnitude, and Long and Short Phase and Phase
Gradient Delay vs. Bekesy Thresholds

Figure 44. Multiple linear regressions with combined magnitude and long and short phase and
phase gradient delays evaluated for significance and multicollinearity. The solid red line shows
the regression with the confidence interval shown as the dashed red line. The p-values for
frequencies 1260, 1587, 2000, 2520, 4490, 5040, and 5657 are significant prediction models
(p<0.05) and also show a significant amount of explained variance (R2).
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Combined phase, and Long and Short Latency Phase Gradient Delay
and Magnitude vs. Bekesy Thresholds

Figure 45. Multiple linear regressions with combined phase and long and short magnitude and
phase gradient delays evaluated for significance and multicollinearity. The solid red line shows
the regression with the confidence interval shown as the dashed red line. The p-values for
frequencies 1260, 1414, 2000, 2520, 3175, 3564, 4490, 5040, and 5657 Hz are significant
prediction models (p<0.05) and also show a significant amount of explained variance (R2) except
for at 5040 and 5657 Hz, which show a fair unexplained variance.
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Combined Phase, Phase Gradient Delay and Magnitude (no short or
long predictors) vs. Bekesy Thresholds

Figure 46. Multiple linear regressions with combined magnitude, phase, and phase gradient
delays evaluated for significance and multicollinearity. The solid red line shows the regression
with the confidence interval shown as the dashed red line. The p-values for frequencies of 5040
and 5657 were the only two models that were significant but had significant amounts of
unexplained variance (R2). This suggests that the short and long latency predictors are both
important for determining thresholds.
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The above multiple linear regressions indicate that all predictors are important for some
frequencies. Using only the combined predictors as shown in Figure 46 appear to have the least
predictive power, with significant models available for 5040 and 5657 Hz, though the explained
variance is relatively small. This is in contrast to when all predictors are available for the stepwise
multiple linear regressions. The coefficients (beta values) for most of the predictors appear to be
important for most frequencies except for 5657 Hz, where only the combined phase gradient delay
was utilized. The included components for each frequency are summarized in Table 3 where an
‘X’ indicates that a given predictor was included in the model for a given frequency column.
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Table 3. Summary of predictors (listed on the rows) included in a given model after the stepwise
multiple linear regression was performed when all components were available for model
inclusion. There is one model for each frequency, which is listed in Hz at the top of each the
column. Included components are denoted by the letter ‘X’. No predictor was included for all
frequencies. Each predictor was utilized for multiple frequencies. Note, that “Mag” is the
abbreviation for magnitude, “Ph”, the abbreviation for phase, and “Pgd”, the abbreviation for
phase gradient delay.
Component

1260 1414 1587 1782 2000 2245 2520 2828 3175 3564 4000 4490

5040 5657

6350

MagCombined X

X

X

X

X

X

X

X

X

X

X

X

X

X

MagLong

X

X

X
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X

X

X

X

X

X

X

X

X

X

X

X

X
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X

X

X

X

X
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X

X

MagShort

X

X
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X
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X

X

X

X

X
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X

X

X
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X
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X

X
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X
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X

X
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X
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X
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X

PhCombined
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X

X

X

X

X

PhLong

X

X

X

X

X

X

X

X

X

X

PhShort

X

X

X

X

X

X

Further analysis revealed that for the multiple linear regression shown in Figure 41, which
includes all predictors, that the coefficients for the phase and phase gradient delay have the most
weight for each model (across frequency) relative to magnitude. This offers some support that
when all predictors are included in the multiple linear regression, that phase and/or phase gradient
delay has relatively more predictive power relative to magnitude.
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Stepwise linear regression evaluates all predictor pairs for multicollinearity and removes
components that share variance for a given Bekesy threshold. Therefore, it appears that the
combined, short, and long latency components are typically sufficiently independent for
predicting magnitude, phase, and phase gradient delay, at least for some frequencies. Initially, it
was unclear if phase gradient delay, which is the derivative of phase, was independent of the
phase. For many frequencies, both components were included which is a good indicator of
independence. However, the above data set is relatively small, and the above models should be
taken with caution as overfitting is a possibility.

Overfitting can be assessed with the Bayesian information criterion, which is similar to AIC
where both use likelihood for determining an optimal model and remove components that are
likely to lead to over fitting. Typically, AIC is utilized for assessing parsimony, and BIC is utilized
to determine the most optimal parsimonious model (Burnham and Anderson, 2002, Chapter 6).
Using the BIC as the selection criteria for including a component (as opposed to the p-value),
multiple linear regression was recomputed with the long, combined, and short predictors for
phase, phase gradient delay, and magnitude available for predicting thresholds. Figure 47 shows
the models selected using BIC as the selection criteria. The selected models and components
differ from the same multiple linear regression showed in Figure 41, but the components included
are similar and, in some cases, more components are included, indicating that overfitting is
unlikely by including all available predictors. Note that the p-values are not available as BIC
uses likelihood as opposed to the ANOVA statistic for selecting components for a given model.
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Figure 47. Stepwise multiple linear regression with all predictors and using the Bayesian

information criterion (BIC) for assessing each model for the most parsimonious regression. Note
that pgd, ph, and mag are abbreviations for phase gradient delay, phase, and magnitude,
respectively.
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Investigating the Origin of the Short and Long Latency Components with the
Cochlear Model.
Figure 48 shows the wavelet transform for SFOAEs generated by the cochlear model. Note that
the upper-, lower-, and central-cutoffs were adjusted because the cochlear model had slightly
longer latencies than the human data. However, the distributions within the short- and longlatency regions are similar to the distributions in the human data but over a different latency region.
In humans it’s not simple to estimate the regions of the traveling wave relative to the characteristic
frequency, or the mechanisms that generate the short and long latency components. The short
latency components measured in human or others mammals have been suggested to arise from a
relatively basal region of the traveling wave (outside of the peak region, also known as the long
wave region of the traveling wave) (e.g., Siegel et al. 2005; Siegel, 2008; Mertes and Goodman,
2013). This is a plausible interpretation for place fixed reflections due to roughness, especially if
roughness is large. OAE reflections due to roughness have a group delay roughly 2 times the
latency of the traveling wave and the propagation velocity of the traveling wave outside of the best
frequency region is relatively fast and will have a short latency. However, reflections due to the
nonlinear change in stiffness along the cochlear partition, called nonlinear reflectance, which is a
wave fixed mechanism, have short latencies that are nearly invariant with frequency (Talmadge et
al., 2000). In this case, group delay will not reflect the propagation latency of the traveling wave.
Reflections due to nonlinear reflectance are less compressive in intensity than those arising from
coherent reflections due roughness. In the cochlear model used here, the peak of the traveling
wave is roughly 1000 times greater than at the characteristic frequency than at the base. For this
reason, it is difficult to attribute short latency reflections due to roughness from a relatively basal
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region. Displacement of the traveling wave on the BM outside of the active region has both a long
wavelength and small displacement. Unless the cochlea has large irregularities either on the edges
outside of the best frequency region of the traveling wave, it is more probable, however, that these
reflections arise from the peak region, due to nonlinear reflectance. In this case, the magnitude of
the short latency components would be a strong indicator of amplification on the BM (Talmadge
et al., 2000). In human data, it’s clear that the shorter latency components start to dominate the
longer latency components as stimulus intensity increases, which agrees with delayed stiffness
models of cochlear mechanics (Talmadge et al., 2000), but gets little attention in the literature.
Furthermore, the well-known basal shift in traveling wave peak displacement with increased
stimulus level (reviewed in Robles and Ruggero, 2001) can also be attributed to nonlinear
reflectance.

In Figure 48 the SFOAE was separated from the probe tone by subtracting the response of the
smooth cochlea evoked with a -20 dB tone, which was scaled up to 10 dB before the subtraction.
The -20 dB smooth cochlear response ensures that most reflections due to nonlinear reflectance
will be recovered. To illustrate this, the smooth cochlear model was evoked with a -20 dB tone
and subtracted from the 10 dB output from a cochlea with 0.02% roughness. Figure 49 shows the
same cochlear model but with roughness increased to 0.05%. Notice the spread of activity towards
the shorter latency components. An indicator that as roughness increases, progressively more basal
locations are contributing SFOAEs due to roughness.
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Filtered Wavelet Transform of Cochlear Model, 10 dB SPL, Roughness = 0.02%

Figure 48. Wavelet transform of SFOAEs generated by the cochlear model where the roughness
was set to 0.02% for the rough cochlea with an intensity of L10 dB. The smooth cochlea had a
level of -20 dB. The SFOAEs were analyzed with an 8 Hz filter (10000 samples due to the
sampling rate for the model of 80,000 Hz. Note that the latencies for the model are slightly
longer than in human. Therefore, the latency cutoffs were adjusted for analysis of model data.
Also note the similarity of the distributions of both short and long latency components in the
model and human SFOAE,. The thin white line on the bottom plot shows the average long
latency phase gradient delay. The thick white line shows the average of the combined phase
gradient delay, and the thin gray line shows the average of the short latency phase gradient delay.
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Figure 49. Same as the above figure but with the roughness cochlea set to a roughness of 0.05%.
Relative to Figure 48, there is a noticeable spread of reflections to lower latencies, due to
coherent linear reflections (from roughness) from a relatively more basal location of the traveling
wave stemming from the increase in roughness. There is also an increase in the multiple internal
reflections, which are observed as energy above the upper latency cutoff of the unfiltered
wavelet transform.
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The above figures include reflections from roughness and nonlinear reflectance. Contributions due
solely to roughness are plotted as a function of increased roughness, when the percent roughness
is systematically changed to 0.02, 0.05, and 0.10%. Differences in roughness are shown on the
top, middle, and bottom panels of the figure, respectively. To remove the effect of nonlinear
reflections, the smooth cochlea was presented with the same level stimulus as the rough cochlea
(10 dB) and was subtracted from the response of the rough cochlea. After subtraction, the residual
contains contributions solely due to roughness.

133

Unfiltered Wavelet Transform of Cochlear Model, 10 dB SPL, Roughness = 0.02%

Unfiltered Wavelet Transform of Cochlear Model, 10 dB SPL, Roughness = 0.05%

Unfiltered Wavelet Transform of Cochlear Model, 10 dB SPL, Roughness = 0.10%

Frequency (Hz)

Figure 50. Change in SFOAEs only due to roughness as the roughness changes from
0.02 (top), 0.05 (middle), and 0.10% (bottom). Note, as roughness increases,
progressively more shorter latency emissions are generated, which can be ascribed to
emissions arising from progressively more basal locations relative to characteristic
frequency.
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The figure below shows the SFOAEs solely generated by nonlinear reflectance. This was estimated
by presenting smooth cochlea with a -20, 0, 5, and 10 dB frequency swept tones. The SFOAE
from the -20 dB tone was then subtracted from the SFOAEs generated by the 0, 5, and 10 dB tones,
after scaling the -20 dB response up to the level of the tone it was subtracted from (0, 5, and 10
dB, respectively). This resulted in a residual that contains only SFOAEs generated due to
nonlinear reflectance between the -20 dB tone and the other stimuli. Notable increases in nonlinear
reflectance are observed as the intensity of the stimulus is increased. At the lowest level, 0 dB,
nonlinear reflectance appears to be first order, and progressively moves to second order reflections
(harmonic and intermodulation distortion products) for the 5 and 10 dB intensity tones. In addition,
there appears to be a strong secondary reflection that falls within long latency region of the SFOAE
for the 5 and 10 dB levels.
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Unfiltered Wavelet Transform of Smooth Cochlear Model, L0 dB minus L-20 dB

Unfiltered Wavelet Transform of Smooth Cochlear Model, L5 dB minus L-20 dB

Unfiltered Wavelet Transform of Smooth Cochlear Model, L10 dB minus L-20 dB

Frequency (Hz)

Figure 51. Unfiltered wavelet transforms of SFOAEs generated purely by the nonlinear
reflectance estimated by subtracting SFOAEs generated by a smooth cochlea presented
with a -20 dB swept tone which is then scaled up to the stimulus levels for smooth
cochleae presented with 0 dB (top), 5 dB (middle), and 10 dB (bottom) tones, respectively.
There is a clear band of short latency energy across frequency which appears to extend
below the short latency cutoff (lower black line)
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The SFOAEs from the cochlear model account for several interesting phenomenon. As the
roughness increases, reflections appear to come from relatively more basal regions of the traveling
wave, and progressively spread to the shorter latency region while simultaneously increasing the
energy within the long latency region. As the intensity of the stimulus increases, reflections from
nonlinear reflectance also increase. In addition, it appears that with increased intensity, nonlinear
reflectance goes from purely first order to second order reflections which result in harmonic and
intermodulation distortion. Furthermore, as the strength of the nonlinear reflections increase,
secondary internal re-reflections appear within the long latency region.

The short latency

reflections are nearly invariant in phase with frequency and take the form of long thin bands across
frequency. The latency also appears to start near 0 ms and spread upwards to about 5-10 ms across
frequency. Therefore, it is possible that the filtered wavelet transforms for the human data removed
some of the contributions due to nonlinear reflectance. Collectively, the above analysis suggests
that for moderate to high intensity tones, both the long and short latency components may be a
combination of reflections due to nonlinear reflectance and roughness. Increases in roughness
appear to spread downward in latency while increases in stimulus intensities appear to spread
upward in latency.

Figure 52 and Figure 53 highlight the change in BM gain and phase slope with increases in
amplitude for a 3000 Hz pure tone in a smooth cochlea (the cochlear model with no roughness).
The later of the two figures show the zoomed in response around the characteristic frequency and
make the shifts in phase and displacement more apparent. Here, the only source of reflection is
due to nonlinear reflectance. There is a clear basal shift in the peak displacement with increased
stimulus intensity. Scalloping in the activity pattern, basal to the best frequency, as a function of
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cochlear position start to occur at 40 dB, which indicates phase interference between backward
traveling waves due to nonlinear reflectance and the forward (apical) traveling wave. The phase
plot in Figure 53 show a progressive decrease in the overall phase slope with increases in stimulus
intensity with the most dramatic decrease near the peak of the traveling wave. These data suggest
that nonlinear reflectance is both the source of the change in the peak displacement with changes
in intensity as well as evidence that nonlinear reflections occur from within the peak region.
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Figure 52. Top, basilar membrane activity pattern as a function of position for a 3000 Hz pure tone.
The activity pattern was divided by the value at the base of the cochlea and thereby expressed in gain
(dB) for 5 stimulus intensities, -20, 0, 20, 40, and 60 dB. Bottom, the phase of the BM as a function of
cochlear position and expressed in degrees.
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Figure 53. The same data in the previous figure but zoomed in around the characteristic
frequency region to better illustrate the changes in BM gain and phase with increases in
intensity. The legend in the lower plot denotes the stimulus intensity for the 3000 Hz pure
tone. Note that BM displacement is normalized to the displacement at the base, which
translates to BM gain.
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Summary of Key Results and Findings
It was determined that SFOAEs evoked with frequency swept tones and analyzed with the LS fit
is not yet reliable for separating the probe tone from the SFOAE without the use of suppressors.
The primary reason was that in the presence of the probe tone, which is significantly greater in
intensity relative to the SFOAE may bias coefficient choices. Applying the time-varying
parametric model on the LS fit did not appear to improve separation and may exacerbate improper
assignment of coefficient values to the SFOAE filter, especially when the SFOAE is near the noise
floor or absent, as was observed in the coupler measurements. The use of suppressors appear to
be necessary at this time. Using the suppressor paradigm to evoke SFOAEs and then analyzed with
the filtered-continuous wavelet transform revealed a gradient of SFOAE energy with a gradient of
short to long latency components. This gradient changes as a function of frequency and can be
modeled with a power law fit. A central latency cutoff was chosen such that it separated
barycenters with similar frequency but that fell within the upper and lower portions of the latency
spectrum, the long and short latency components, respectively. The frequency location of the longshort barycenter pairs and the distribution of the short and long latency had a high degree of
variance across participants. There also appeared to be a clear relationship between the Bekesy
tracking thresholds and strength of the wavelet transform time-frequency coefficients, where low
thresholds resulted in weak SFOAEs across both the long and short latency components. This
possibly suggests that both components arise from similar regions of the basilar membrane but
occur due to different mechanisms.

When linear regressions were computed for each individual predictor (long, combined, and short
phase, phase gradient delay, and magnitude), in order to predict thresholds obtained with Bekesy
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tracking no correlations were significant as all p-values were much larger than 0.05. In addition,
R2 indicated weak explanation of variance. However, when multiple predictors were used to
predict behavioral thresholds, significant relationships were found, especially when all predictors
were allowed to be included in the multiple linear regressions. The explained variance for each of
these models was also significant, illustrating that phase, phase gradient delay, and magnitude are
all important predictors of threshold. When all predictors were used in the multiple linear
regressions, it is plausible to assume there was some overfitting. Utilizing BIC to assess and select
the most parsimonious models indicated that overfitting was unlikely when all predictors are
included. Additional analysis of the relative coefficient strengths for the models for each threshold
frequency indicated that phase or phase gradient delay had the most weight overall, relative to
magnitude. This suggests that phase is relatively more important than magnitude when assessing
cochlear health as inferred from audiograms.

Similar to human data, frequency swept tone SFOAEs obtained from the cochlear model had a
similar distribution of short and long latency components.. The cochlear model includes aspects
of cochlear physiology related to OAE generation, by including or excluding generators due to
cochlear roughness and nonlinear reflectance. The model provides evidence that wave-fixed
phenomenon due to nonlinear reflectance accounts for a notable portion of the short latency
component when roughness is removed. It was also demonstrated that reflections from nonlinear
reflectance are not related to traveling wave propagation delays even though they arise from near
the characteristic frequency region, which has a relatively slow phase velocity. In addition, as
stimulus intensity increases, SFOAE generators from nonlinear reelections may show up in the
long latency region due to multiple internal re-reflections and possibly due to intermodulation
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distortion. The model also helped explain that as cochlear roughness increases, linear reflections
tend to spread to the lower latency region, probably coming from regions relatively more basal
than the characteristic frequency. Round trip propagation delays are better ascribed to OAE
generators due to reflections from cochlear roughness. Collectively, the results of this thesis
strongly suggest that both the long and short latency components of SFOAE arise from the
characteristic frequency region of the basilar membrane. This contradicts the theory that the short
SFOAE latency components arise solely from relatively more basal region of the traveling wave.
It is more likely that both reflections from nonlinear and linear reflections may contribute to both
the short and long latency components, especially as roughness and/or stimulus intensity increases.
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CHAPTER 4. DISCUSSION
The primary goal of this investigation, as described in Research Aim 2, was to explore individual
differences in SFOAE phase gradient delays, which were hypothesized to improve estimates of
cochlear health as inferred from hearing thresholds. It was also hypothesized that combining
SFOAE magnitude and phase would further improve the sensitivity to differences in cochlear
health as inferred by audiograms. Efficient measures of phase gradient delays can be obtained with
frequency swept tones analyzed with time-frequency filtering, such as the LS fit. However, the
limitations of the swept tone procedure and the LS fit were not well understood. Furthermore,
SFOAE measures have traditionally relied upon the use of suppressor tones to estimate SFOAEs.
It was hypothesized the use of suppressor tones might change estimates of phase gradient delays.
Therefore, aim 1) was to identify the limitations of SFOAE measurements using frequency swept
tones and the LS fitting procedure and identify the most probable parameters for obtaining the
measures of phase gradient delay. These were validated using models capable of producing
deterministic SFOAEs. After identifying the most probable methods from a subset of human data
and the cochlear model, the hypotheses described in aim 2 were tested on the full data set and
related back to cochlear mechanics. The data set consisted of frequency swept tone SFOAEs
obtained with- and without-suppressor, from 19 human participants.

It was anticipated that a LS parametric model that can better describe the time-varying nature of
SFOAEs would improve the ability to estimate individual phase-gradient delays without the use
of suppressors. However, separation of the probe from the resulting SFOAE, which are close in
frequency, requires a filter that spans a large section of the data in order to achieve a filter that is
has sufficiently narrow bandwidth to resolve the signals. The cost of using long filters is
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smoothing, which smooth the phase and magnitude, due to averaging over the duration of the
signal processing window. It was hypothesized that by allowing the parametric model to vary in
time, in conjunction with a narrower band filter, would mitigate smoothing while simultaneously
enabling reliable separation. When this hypothesis was tested by analyzing SFOAEs generated by
a cochlear model, it was determined that the time-varying parametric model effectively recovered
fine structure when the probe tone was absent from the analyzed recording. However, consistent
with the Gabor uncertainty principle when the probe tone was present in the analyzed data, the
probe and SFOAE were not reliably separated because these components are non-orthogonal and
the relative magnitude of the probe is typically large. The failure of the LS fit, and variations in
parametric models to extract SFOAE without including a suppressor, made it clear that at this point
in time, that suppressor-based paradigms are necessary for estimating SFOAEs. Consequently, it
was not possible to assess the impact of the suppressor on cochlear mechanics.

The determination that the with-suppressor SFOAEs measurements are optimal led to a shift in
focus from refining the LS fitting procedure to estimate SFOAEs without-suppressor, to the
exploration of alternative time-frequency analyses for characterizing individual differences in
SFOAE phase and phase gradient delays. The fast-continuous wavelet transform was adopted,
which is both computationally efficient and has previously been used for SFOAE analyses (e.g.,
Moleti et al., 2012). With guidance from Arturo Moleti and Renata Sisto, the wavelet transform
was adopted and tailored for analyzing the present data set. The wavelet transform provided a
unique perspective on the distribution of SFOAE energy in the time-frequency domain. The energy
distributions obtained with the wavelet transform made it clear that SFOAEs are a sum of both
long and short latency components. This analysis also made it obvious that there were errors in the
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latency functions used to estimate SFOAEs using a LS fit. The methods described in Moleti et al.
(2012) were refined to enable the separation and characterization of SFOAEs with short and long
latencies. Evidence supporting short and long latency emissions within the mammalian cochlea in
response to transients and pure tones has been steadily building (e.g., Siegel et al., 2005; Shera et
al., 2005; Siegel 2008; Shera et al., 2008; Goodman et al., 2009; Goodman et al., 2011; Moleti et
al., 2012; Mertes and Goodman, 2013; Moleti et al., 2013; Moleti et al., 2014; Charaziak and
Siegel, 2014; Charaziak and Siegel, 2015; Moleti and Sisto, 2016a). Such findings were not
consistent with how the LS fit was previously used in our laboratory. Our lab’s latency function
appeared optimal for extracting the long latency components from some participants, but for many
others the latency function did not extract the most dominant SFOAEs. Exploration of the
separation of the long and short latency contributions provided a more meaningful tool to
determine the appropriate latency function for a given individual and potentially develop more
generalizable latency functions.

The wavelet transform provides a unique way to visualize SFOAEs in the time-frequency domain,
even if it is also subject to the Gabor uncertainty principle. This method also made it easier to
assess individual differences in both SFOAE magnitude and phase while simultaneously providing
insights into the LS fitting procedure. When frequency swept tones and time-frequency analyses
were used to estimate SFOAEs with either the LS fit, or the continuous wavelet transform, it
appeared that parsing the short from the long latency components provides important information
for assessing cochlear health. It was clear that there are significant differences between individuals
necessitating individualization of the LS fitting procedure when sensitive measures of cochlear
health are necessary. If SFOAEs were used in a pass/refer manner, as DPOAE and TEOAE are,
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and measured at several discrete frequencies, individualization may not add much. However, when
more sensitive measures of cochlear health are desired, or when SFOAEs are to be used to
longitudinally monitor cochlear health, individualization of time-frequency analyses is expected
to help. It also expected that individualization of the LS fitting procedure will enable better
predictions of hearing thresholds.

Relating audiograms to SFOAE phase, and/or magnitude, may mislead unless one can be sure that
the LS fit is focused on SFOAE generators arising from the best frequency region. It was
previously unclear the predictive value of potential short and long latency components. Linear
regressions between Bekesy tracking thresholds and either the short or long latency, phase,
magnitude, or phase gradient delays did not reach significance. Significant predictions of
thresholds were only obtained when the short and long latency components were utilized in a
multiple linear regression. SFOAE phase and phase gradient delays appeared to be the most
significant predictors for most threshold frequencies. It was also interesting that each frequency
had a slightly different model. It is possible that part of this effect was due to effects of the middle
ear. Better calibration strategies such as the forward pressure level calibration, which better control
the power flowing into the middle ear, might have produced more similar models across frequency,
but this remains an open question, as well as a weakness of the present investigation. The use of
Bayesian statistics (BIC) supported the idea that all of the predictors (long, combined, short
components of phase, phase gradient delay, and magnitude) are important for predicting hearing
thresholds. Furthermore, it was interesting that the inclusion of all of these components did not
lead to overfitting. It was also interesting that the combined phase, phase gradient delays, and
magnitudes provided the least number of significant models. This highlights the idea that both the

147

short and long components are important for predicting thresholds and related to the integrity of
the cochlea’s active process, which is directly tied to hearing sensitivity.

The illustration in Figure 54 summarizes potential mechanisms for the short and long latency
contributions due solely to roughness. It shows a hypothetical cochlear response to a fixedamplitude pure tone, represented by the blue sinewave coming from the OAE probe. It assumes
that SFOAEs are a sum of multiple cosines of the same frequency but with varying latencies, which
are determined by the local group velocity of the traveling wave as it propagates to its best
frequency place. In other words, for a given probe tone frequency, irregularities from both best
frequency and the region relatively basal to the best frequency will contribute to the overall
SFOAE within the ear canal. Figure 54 highlights the possibility that as a traveling wave
propagates to its best frequency place, there may be reflections from relatively basal locations that
make their way back to the outer ear, especially if the irregularities within the basal region of the
traveling wave are large. These potential reflections will have less phase accumulation (latency)
than those arising from the best frequency region. Coherent linear reflection filtering suggests that
the shorter latency components will grow more linearly and will also contribute less to the overall
amplitude and phase of the OAE because they are less affected by the active process (e.g.,
Talmadge et al., 1998; Talmadge et al., 2000; Goodman et al., 2009, Moleti et al., 2012, Mertes
and Goodman, 2013).
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Figure 54. When a pure tone stimulus is presented to the ear, irregularities along the
cochlear partition backscatter some of the energy on the partition. The relative magnitudes
of potential reflections are indicated by the size of the arrows. Due to the gradients in
stiffness and mass along the partition, basal reflections travel back to the ear canal more
rapidly than those that arise near the best frequency place (BF), leading to differences in
phase.

Data from the cochlear model support the claim that SFOAEs may be the sum of contributions
from the best frequency region and regions relatively basal to it, but only when irregularities are
relatively large. When irregularities are large the cochlear model shows a systematic spread
towards, and into the shorter latency region. It is possible that the pairs of barycenters that were
observed in wavelet transforms of the human data are due to roughness as opposed to nonlinear
reflectance. When reflections due to nonlinear reflectance were isolated, they were more likely to
appear as horizontal bands of energy, rather than local circular clusters of energy. However, when
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the intensity of the stimulus provided to the cochlear model was increased, oval clusters of energy
falling within the long latency region did appear for currently unknown reasons.

A simple illustration of a cochlear model that combines reflections from nonlinear reflectance to
the nonlinear change in stiffness along the cochlear partition, and linear reflections due to cochlear
roughness can be seen in Figure 55. The emphasis in this model is that both the long and short
latency contributions arise from the best frequency place. As roughness increases, linear
reflections basal to the best frequency region would become more robust. As the displacement of
the traveling wave increases, such as would be the case when the intensity of a stimulus is
increased, reflections from nonlinear changes in stiffness would also increase, as indicated by the
green lines.
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Figure 55. An alternative model according to Talmadge et al. (2000) where the short latency
reflections return due to the wave fixed mechanism of nonlinear reflectance (green). Here,
the short latency components also come from the best frequency/characteristic frequency
region and the long latency components arise due to linear reflections due to roughness on
the cochlear partition. This contrasts with the model shown above in that both the short and
long latency components arise from the best frequency/characteristic frequency place.
Reflections due to the nonlinear reflectance will be nearly invariant in phase with frequency and
correspond to short (fast) contributions of SFOAE. SFOAEs due to roughness (red arrows) will
have phase responses associated with the group velocity of the traveling wave and will therefore
will have a relatively long latency (e.g., Shera et al., 2005). Long latency emissions come from
the short wave region of the traveling wave, whereas short latency emissions that arise due to
roughness will arise from regions where the wavelength of the traveling wave is relatively longer,
thus leading to shorter latencies.
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Long wave SFOAE, and TEOAE sources grow more linearly with increases in stimulus pressure
and arise from cochlear regions that are more stiffness dominant (relative to the characteristic
frequency region), therefore accumulate less phase. Hence, long wave (not to be confused with
long latency) emissions are less related to cochlear damage.

Short wave reflections grow

compressively and come from cochlear regions where OHC motility contributes most to the
displacement of the traveling wave. The weight of these different contributions differ significantly
across individual cochleae, and sum with different constructive and destructive patterns as a
function of frequency. These summations are likely to show up as differences between OAEs
measured in steady state, such discrete tone SFOAEs, and the non-steady state (time varying)
SFOAEs evoked by frequency swept tones. All components will be stable in the ear canal when
measured with discrete tones, while the constructive and destructive patterns of the short and long
components evoked by frequency swept tone SFOAE will depend on the sweep rate, travel time,
stimulus intensity, and the rate of nonlinear changes in stiffness with position. However, for most
individuals, differences between discrete tone emissions and swept tone emissions, should, in
theory, be negligible, since the sweep rate of the probe tone is typically many times slower than
that of the traveling wave on the BM. However, significant differences between the paradigms
may emerge if the LS fit’s latency function diverges from the latency region where the majority of
SFOAE energy is generated.

Latency Components Account for Differences Observed between Discrete
Frequency and Frequency Swept SFOAEs
The SFOAE data presented in the results section reveal individual differences in the distributions
of SFOAE energy across time, and frequency. Such distributions of SFOAE energy help explain
discrepancies between the discrete tone and swept tone procedures. In a previous research
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(Naghibolhosseini et al., 2014; Hajicek et al., 2018), with-suppressor discrete tone and frequency
swept tone SFOAEs were compared within participant. In a few participants, SFOAE magnitudes
from the discrete tones were significantly greater than those estimated with the swept-tone
procedure. In some of these participants, significant magnitude differences were limited to specific
frequency regions. Figure 56 shows examples of these differences from two individuals.

Initially, there was skepticism that these differences could be due to cochlear physiology because
SFOAEs measured with different paradigms have been reported to be similar (e.g., Kalluri and
Shera, 2007; Kalluri and Shera, 2013). It was believed that such differences might be due to the
signal processing. However, responses from discrete- and swept-tone paradigms were analyzed
with the same LS fit, and with similar parameters. Differences stemming from the OAE probe
placement during the different data collection procedures was also unlikely as the OAE probe fit
was closely monitored, and the measures were collected in a single session, with the same
instrumentation. The discrete tone paradigm provided a steadier state estimate of SFOAE due to
the 4 second duration of the probe tone. The discrete tone SFOAE estimations also do not require
the use of a latency function to separate SFOAE and probe, whereas the LS fit for the swept tone
procedure does require the latency of the SFOAE to be estimated. Consequently, a more plausible
explanation is that the latency function we used for the swept tone LS parametric model departed
significantly from the latency region where the most significant SFOAE energy arose. This issue
might be magnified because our current LS parametric model assumes that the SFOAE is a single
cosine with an unknown amplitude and phase with a fixed latency. It is probable that these
assumptions will frequently be violated and the parametric model for the SFOAE might be better
modeled as multiple sine waves with different latencies.
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Figure 56. SFOAEs measured from two participants (top and bottom). Note, the relatively
higher amplitudes of the discrete tone SFOAEs (black stars) to the frequency swept SFOAEs
(red and green lines). Discrete and swept tone SFOAEs were analyzed with the same LS fit
from which noise floors were also estimated.
The LS parametric model used to estimate the above swept tone SFOAEs may have been biased
towards a subset of latency contributions such that it resulted in observed differences between the
swept and discrete tone measures shown in Figure 56. Further analyses of the data from the bottom
participant in Figure 56 provides evidence for the suspected latency bias. The top of Figure 57
(copied from Figure 56) shows frequency swept tone (red and green lines) and discrete tone
SFOAE magnitudes (black stars) for NN3. Note that the discrete tone magnitudes in the 4 kHz
region are significantly greater than those from the swept tones. The bottom of the figure shows
the filtered wavelet transform for the same swept tone data. This participant has strong short
latency contributions. The solid cyan line shows the latency function used to estimate the swept
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tone SFOAEs, which is clearly biased towards the longer latencies. As a result, the LS fit largely
filtered out the shorter latency components, which is where most of the SFOAE energy arises from
in this participant. When the average delay for the combined SFOAE latencies was computed
(thickest white line on the bottom plot) it reveals a clear bias toward shorter latency SFOAE
contributions. The dotted vertical light blue line intersects the LS fit latency function the average
delay at 4 kHz, which differ by ~2ms between the average delay of the short and long latency
contributions. The error predictions shown in Figure 13 and Figure 15, predicted an approximately
13 dB decrease in magnitude from the actual SFOAE magnitude when the LS latency function at
4 kHz was 2 ms greater than the actual latency of SFOAE. The discrete and swept tone SFOAEs
differ by ~8-13 dB SPL over the 4 kHz region, close to the above prediction.
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Figure 57. Top, frequency swept tone (red and green lines) and discrete tone SFOAE magnitudes
(black stars). Note that in the 4 kHz region, the discrete tone magnitudes are significantly greater
than the swept tone SFOAEs. Bottom, the filtered wavelet transform with evidence of strong low
latency contributions. The thick cyan line shows the latency function used to estimate the swept
tone SFOAEs, which is biased towards the longer latencies. As a result, the swept tone SFOAE
filtered out the shorter latency components, which is where most of the SFOAE energy is arising.
When the average delay is computed for the combined SFOAE latencies (thickest white line) there
is a clear bias toward lower latency SFOAE contributions. The dotted vertical light blue line
highlights the intersections of the LS fit latency function the average delays and reveals a ~2ms
difference.
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When the magnitudes from the discrete tone, and swept tone SFOAEs estimated with the LS fit
(which utilized a latency function) are plotted on the same axes as the magnitude of the long,
combined, and short latency magnitude contributions a clear relationship emerges. Figure 58
shows that the discrete tone data at 4 kHz matches the magnitudes estimated from the combined
(highlighted by the red box in the middle of the plot) and short latency regions of the filtered
wavelet transform. The combined magnitude offers the best fit to the discrete tone data with the
long latency magnitude showing the largest discrepancy between the discrete and swept tone
SFOAEs.
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Long Latency
Combined Latency
Short Latency
Figure 58. Swept tone (green and red lines) and discrete tone (black stars) SFOAE
magnitudes computed with the LS fit and plotted on top of the SFOAE magnitude
computed with the filtered wavelet transform. The same discrete and swept tones from the
LS fit are plotted on top of the long magnitude (top), combined magnitudes (middle) and
short magnitudes (bottom). Around 4 kHz there is approximately a 10 dB difference
between the discrete and frequency swept tone SFOAEs when estimated with the LS fit.
The red box in the middle plot highlight the region where SFOAE magnitudes better match
the combined magnitude from the wavelet transform analysis.
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Possible Refinements of the LS Fitting Procedure by use of the Wavelet Transform
Despite the extreme difficulty in estimating SFOAEs without suppression, it is probable that if the
probe tone and SFOAE in the without-suppression paradigm were more separable, this dissertation
might have taken an alternate path, but probably would have reached similar conclusions, i.e., that
more focus should be given on individualizing the latency function for estimating SFOAEs using
swept tones, thereby enabling better characterization of phase gradient delays within an individual.
In summary, this thesis suggests that LS fitting procedure should be used with caution unless
methods to determine the appropriate latency function, such that, one can be sure that the LS fit’s
parametric model is able to capture both the long and short latency components. The fastcontinuous transform applied to SFOAEs measured with suppressor have additional advantages
over the LS fit used here. More focus on developing the filtered wavelet transform while making
the information provided more accessible to a broader audience, might be more beneficial than
using the LS fit with predefined, or individualized latency function. The alternative is to further
develop the LS fit so that latency is a free parameter. The LS fit could be set up so that it searches
for an optimal latency. Our lab has used this method, and much more work needs to be done to
ensure the chosen latency is focused about the long latency contributions. The current
implementation of the LS fit searching algorithm has limited ability to track the phase of the
SFOAE without setting constraints on the range of latencies that the search is conducted over. It
is possible that with more research utilizing the wavelet transform, or other time-frequency
techniques, that these constraints can better be generalized. Since the LS fits are also timefrequency analysis, the established constraints should apply to them.
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A fixed window length across frequency was used in the swept tone SFOAE analysis that utilized
the LS fit. This may be less than optimal since the latencies of the SFOAE change with frequency.
Modifying the LS fit so that the bandwidth of the filter changes as a function of frequency is
probably more appropriate, because the span of frequencies increases due to the logarithmic
change with frequency as frequency increases (e.g., Abdala et al., 2018). Another thing to consider
is the apical-basal transition within the cochlea, which changes the expected latency. Basal and
apical regions of the cochlea differ in terms of their phase slopes. In humans, a phase/latency
transition occurs between these two regions at best frequencies of ~1000-2000 Hz (reviewed in
Moleti et al., 2017). The LS fit used here utilized a 2nd degree polynomial, which doesn’t
adequately describe capture this transition. The LS fit parametric model for the SFOAE may be
improved by utilizing the expected transition, such as described in Equation 19 which was taken
from Moleti et al. (2014). This improvement is could easily be implemented. The down side of
the LS fit is that signal properties must be known in advance for efficient analysis. The wavelet
transform was appropriate because it was unclear what the latency distributions were for each
individual. Therefore, the information gained from this study may aid in the development of a
more appropriate latency function to be used with the LS fit. It might be advantageous to use two
latency functions for the SFOAE, one that captures the shorter latencies due to nonlinear
reflectance and the longer latency components that are generated from cochlear roughness.

The wavelet transform and LS fit are both useful procedures as each method provides unique
benefits. The LS fit is more computationally efficient because only the time-frequency regions of
interest, need to be evaluated. However, the wavelet transform provides visual information that
can be used intuitively to determine time-frequency regions and analyze regions of interest.
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Therefore, the insights provided from each method can be used to improve the other, as they are
capable of providing the related information. The wavelet transform offers a unique way to
separate the short and long latency contributions of SFOAE. The loci of the respective
contributions differ across participants. The parameters used here, and by Moleti, Sisto, and
colleagues (e.g., Moleti et al., 2012) suggest more refinements are needed to generalize this
separation and suggest that there will be subpopulations that require different latency cutoffs. Data
from the cochlear model suggests that the short latencies due to nonlinear reflectance are much
shorter than the latency we used as a cutoff. The model produced nonlinear reflectance SFOAEs
that spanned from nearly 0 ms to about 5-10 ms (depending on frequency), where the most robust
nonlinear reflections had delays of only a few ms. Because in the model we can perfectly cancel
out the probe tone, it is possible to extend the lower latency cutoff to near 0 ms. However, with
human data there is sufficient reason to use a slightly higher cutoff. Stimulus ringing in the ear
canal may last several ms and might possibly confound estimates of latencies below the chosen
lower cutoff used for the human data. While it is expected that the subtraction used for the
suppressor paradigm would remove much of the ringing, the subtraction is rarely perfect due to
the dynamics of the middle ear, and small movements in probe position.

A weakness of our research is that probe intensity and its effect on the relative magnitude
contributions were not examined; the ratio of between the magnitudes of the short and long latency
contributions tend to increases with stimulus intensity (e.g., Goodman et al., 2009; Mertes and
Goodman, 2013; and Moleti and Sisto, 2016b). The intensity of the probe tone also affects the
phase gradient delays, where the long latency delays become progressively shorter with increases
in stimulus intensity. It is expected that as more focus is given to understanding how to best
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separate these the long and the short latencies for different stimulus parameters, that the sensitivity
to estimating audiograms will increase. However, it seems more important to focus on improving
the sensitively of SFOAEs to infer information about cochlear health than being able to predict
audiograms. Audiograms are affected by peripheral and central portions of the auditory system. If
relatively more central aspects affect thresholds, SFOAEs will not be reflective of hearing
thresholds and may confound threshold predictions. The sample size of this study was small, and
the central influences of the audiogram were not assessed.

Conclusions
Time-frequency analysis revealed SFOAEs consist of a gradient of latency contributions that can
be parsed into separate latency components, namely, long, short, and combined (long + short)
latency components. The phase, phase gradient delay, and magnitudes of each component were
quantified. A cochlear model was used to explore possible mechanisms responsible for generating
the long and short latency contributions. Differences in across individua latency contributions were
identified. There is evidence for two major mechanisms responsible SFOAE generation; coherent
linear reflection, and nonlinear reflectance. Significant differences in the phase properties of these
two reflection mechanisms were identified. The coherent linear reflection component have a
latency associated with traveling wave propagation and arises due to reflections from irregularities
along the cochlear partition.

Nonlinear reflections have short latencies which are nearly

independent of frequency and the travel time along the cochlear partition. This short latency
component arises due to the changes in the mechanical proprieties along the cochlear partition.
The long and short latency components have been referred to as place and wave fixed mechanisms,
respectively (e.g., Talmadge et al., 1998; Talmadge et al., 2000).
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Results from a time domain cochlear model indicate that both of these components arise from the
best frequency region. However, the cochlear model also indicates that when cochlear roughness
increases, reflections possibly arise from regions more basal to the best frequency. This results in
a wider latency distribution. Increases in stimulus intensity systematically increases the intensity
of nonlinear reflections. These results suggest that both the long and short SFOAE latency
components provide useful information about the health of the active process, which is directly
tied to cochlear health.

When each component was used individually to predict behavioral thresholds, no significant
prediction models were obtainable. When all components were used together in a multiple linear
regression, the long, short, and combined (short+long) latency components of phase, phase
gradient delay, and magnitude, all had significant predictive power for predicting behavioral
hearing thresholds. In the majority of the multiple linear regression models, one model for each of
15 threshold Bekesy tracking frequencies, phase and phase gradient delays have greater predictive
power than magnitude. Collectively, these results highlight the importance of separating the
various latency components of SFOAE, and suggest that, together, the short, long, and combined
latency components of phase, phase gradient delay, and magnitude provide a more holistic
assessment of cochlear health than any single component.
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Appendix A: Linear Regressions for independent SFOAE Predictors (xaxis) and Bekesy Tracking Hearing Thresholds (y-axis)
Long Latency Phase vs. Bekesy Thresholds

Figure 59. Scatter plots with the Bekesy tracking thresholds on the y-axis and long latency
phase on the x-axis. The scatter plots are separated by threshold frequency as indicated at the
top of each subplot. The x-axis data was 1/3 octave median filtered centered around the
frequency indicated by the title of each subplot. Each colored data point represents the data
from a single individual. Notice there is little correlation between threshold and phase.
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Long Latency Phase vs. Bekesy Thresholds

Figure 60. Linear regression plots for each Bekesy tracking frequency and the respective long
latency phase for the same data presented in the previously shown scatter plots. Notice there is
no significance and little explained variance as indicated by the p-value, and R2, respectively.
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Combined Latency Phase vs. Bekesy Thresholds

Figure 61. Scatter plots with the Bekesy tracking thresholds on the y-axis and combined latency
phase on the x-axis. The scatter plots are separated by threshold frequency as indicated at the
top of each subplot. The x-axis data was 1/3 octave median filtered centered around the
frequency indicated by the title of each subplot. Each colored data point represents the data from
a single individual. Notice there is little correlation between threshold and combined latency
phase
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Combined Latency Phase vs. Bekesy Thresholds

Figure 62. Linear regression plots for each Bekesy tracking frequency and the respective
combined latency phase for the same data presented in the previously shown scatter plots.
Notice, there is no significance and little explained variance as indicated by the p-value, and R2,
respectively.
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Short Latency Phase vs. Bekesy Thresholds

Figure 63. Scatter plots with the Bekesy tracking thresholds on the y-axis and short latency phase
on the x-axis. The scatter plots are separated by threshold frequency as indicated at the top of
each subplot. The x-axis data was 1/3 octave median filtered centered around the frequency
indicated by the title of each subplot. Each colored data point represents the data from a single
individual. Notice there is little correlation between thresholds and short latency phase at each
frequency .
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Short Latency Phase vs. Bekesy Thresholds

Figure 64. Linear regression plots for each Bekesy tracking frequency and the respective short
latency phase for the same data presented in the previously shown scatter plots. Notice there is
no significance and little explained variance as indicated by the p-value, and R2, respectively.
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Long Latency Phase Gradient Delay vs. Bekesy Thresholds

Figure 65. Scatter plots with the Bekesy tracking thresholds on the y-axis and long latency phase
gradient delay on the x-axis. The scatter plots are separated by threshold frequency as indicated
at the top of each subplot. The x-axis data was 1/3 octave median filtered centered around the
frequency indicated by the title of each subplot. Each colored data point represents the data from
a single individual. Notice there is little correlation in the data.
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Long Latency Phase Gradient Delay vs. Bekesy Thresholds

Figure 66. Linear regression plots for each Bekesy tracking frequency and the respective long
latency phase gradient delay for the same data presented in the previously shown scatter plots.
Notice there is no significance and little explained variance as indicated by the p-value, and R2,
respectively.
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Combined Latency Phase Gradient Delay vs. Bekesy Thresholds

Figure 67. Scatter plots with the Bekesy tracking thresholds on the y-axis and combined latency
phase gradient delay on the x-axis. The scatter plots are separated by threshold frequency as
indicated at the top of each subplot. The x-axis data was 1/3 octave median filtered centered
around the frequency indicated by the title of each subplot. Each colored data point represents
the data from a single individual. Notice there is little correlation in the data.
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Combined Latency Phase Gradient Delay vs. Bekesy Thresholds

Figure 68. Linear regression plots for each Bekesy tracking frequency and the respective
combined latency phase gradient delay for the same data presented in the previously shown
scatter plots. Notice there is no significance and little explained variance as indicated by the pvalue, and R2, respectively.
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Short Latency Phase Gradient Delay vs. Bekesy Thresholds

Figure 69. Scatter plots with the Bekesy tracking thresholds on the y-axis and short latency phase
gradient delay on the x-axis. The scatter plots are separated by threshold frequency as indicated
at the top of each subplot. The x-axis data was 1/3 octave median filtered centered around the
frequency indicated by the title of each subplot. Each colored data point represents the data from
a single individual. Notice there is little correlation in the data.
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Short Latency Phase Gradient Delay vs. Bekesy Thresholds

Figure 70. Linear regression plots for each Bekesy tracking frequency and the respective short
latency phase gradient delay for the same data presented in the previously shown scatter plots.
Notice there is no significance and little explained variance as indicated by the p-value, and R2,
respectively.
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Long Latency Magnitude vs. Bekesy Thresholds

Figure 71. Scatter plots with the Bekesy tracking thresholds on the y-axis and long latency
magnitude on the x-axis. The scatter plots are separated by threshold frequency as indicated at
the top of each subplot. The x-axis data was 1/3 octave median filtered centered around the
frequency indicated by the title of each subplot. Each colored data point represents the data from
a single individual. Notice there is little correlation in the data.
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Long Latency Magnitude vs. Bekesy Thresholds

Figure 72. Linear regression plots for each Bekesy tracking frequency and the respective long
latency magnitude for the same data presented in the previously shown scatter plots. Notice there
is no significance and little explained variance as indicated by the p-value, and R2, respectively.
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Combined Latency Magnitude vs. Bekesy Thresholds

Figure 73. Scatter plots with the Bekesy tracking thresholds on the y-axis and combined latency
magnitude on the x-axis. The scatter plots are separated by threshold frequency as indicated at
the top of each subplot. The x-axis data was 1/3 octave median filtered centered around the
frequency indicated by the title of each subplot. Each colored data point represents the data from
a single individual. Notice there is slightly more correlation in the data with respect to the above
scatter plots but it is far from significant.
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Combined Latency Magnitude vs. Bekesy Thresholds

Figure 74. Linear regression plots for each Bekesy tracking frequency and the respective
combined latency magnitude for the same data presented in the previously shown scatter plots.
Notice there is no significance and little explained variance as indicated by the p-value, and R2,
respectively.
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Short Latency Magnitude vs. Bekesy Thresholds

Figure 75. Scatter plots with the Bekesy tracking thresholds on the y-axis and short latency
magnitude on the x-axis. The scatter plots are separated by threshold frequency as indicated at
the top of each subplot. The x-axis data was 1/3 octave median filtered centered around the
frequency indicated by the title of each subplot. Each colored data point represents the data from
a single individual. Notice there is little correlation in the data.
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Short Latency Magnitude vs. Bekesy Thresholds

Figure 76. Linear regression plots for each Bekesy tracking frequency and the respective short
latency magnitude for the same data presented in the previously shown scatter plots. Notice
there is no significance and little explained variance as indicated by the p-value, and R2,
respectively.
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