When an extended system is coupled at its opposite boundaries to two reservoirs at different temperatures or chemical potentials, it cannot achieve a global thermal equilibrium and is instead driven to a set of current carrying non-equilibrium states. Motivated by developments in the understanding of thermalization in closed quantum many-body systems, we find conditions under which such current-driven systems can achieve, or violate, local thermal equilibrium, by investigating their entropy, mutual information, and entanglement at long times. We focus on a specific model consisting of a two-parameter family of random unitary circuits acting locally on a chain of spin-1/2s (equivalently, qubits) that exhibits quantum chaotic behavior in most of its parameter space. The only conserved quantity is the z component of the total magnetization of the spins. We choose the model so that for all parameter values the time-averaged correlation functions agree and are close to local equilibrium. However, computing the total von Neumann entropy of the system shows that there are in fact three distinct "phases" of the driven problem, with local equilibrium only emerging in the quantum chaotic regime, while one of the other phases exhibits volume-law mutual information and entanglement. We extend these results to the three-dimensional, non-interacting Anderson model in the diffusive regime, showing that the non-equilibrium steady-state for fermions realizes the volume-law mutual information phase of the random circuit. Our results suggest a generic picture for the emergence of local equilibrium in current-driven quantum chaotic systems, as well as provide insights into methods to stabilize highly-entangled many-body states out of equilibrium.
I. INTRODUCTION
Uncovering general principles that describe the entanglement structure of quantum many-body systems is a fundamental challenge in statistical mechanics and quantum information science [1] . In the ground state of local Hamiltonian systems, the entanglement entropy often satisfies an "area law," whereby the entropy of a subregion scales with the area of its boundary [2] [3] [4] [5] . At thermal equilibrium at nonzero temperature, this scaling becomes a volume law for pure states [6] [7] [8] , but the mutual information of equilibrium thermal Gibbs (thus mixed) states still exhibits an area law [4] . The existence of such area laws allows a rich set of analytical and numerical tensor network techniques to be used to characterize and classify these states [9] [10] [11] . Although area laws are typical of thermal mixed states, any modification that drives the system out of equilibrium allows for potential violations.
A standard non-equilibrium scenario consists of a system coupled to two reservoirs with different chemical potentials, which drives currents in the system. The analog of thermalization in these systems is the approach to local equilibrium at long times, which is often assumed when describing the transport properties of strongly interacting, quantum chaotic systems [12] [13] [14] [15] . For classical versions of this problem, a large body of work has been devoted to deriving emergent hydrodynamic descriptions of hard-core stochastic lattice gases [16, 17] . In this case, rigorous arguments have been formulated showing that the entropy for a large class of these models converges to local equilibrium (up to sub-volume corrections) [18, 19] . At the same time, it has been found that, even in one dimension, these boundary driven classical systems exhibit behavior traditionally associated with critical models at equilibrium, such as power-law correlations and spontaneous symmetry breaking [20] [21] [22] [23] , making them a rich avenue for investigation. Studies of quantum versions of these current-driven problems have mainly focused on integrable or free-fermion models [24] [25] [26] [27] [28] [29] [30] [31] . Provided the system is not in a many-body localized phase, adding integrability breaking terms or interactions to these lattice models generally leads to diffusive dynamics at long times [32] [33] [34] [35] [36] . Other work has aimed at finding efficient tensor network descriptions of the steady states of these models based on the assumption that they satisfy an area law or have an integrable structure [37] [38] [39] [40] [41] . A related quench problem considers two identical many-body systems at different temperatures or chemical potentials suddenly brought into contact and allowed to evolve. For integrable models the steady-state for this problem is typically non-thermal [42] [43] [44] , which has been shown to lead to a logarithmic violation of the area law for the mutual information [45] and entanglement [46] [47] [48] [49] .
To determine more general conditions under which the long time states of current-driven models achieve or violate local equilibrium, here we investigate a twoparameter family of such models with a strongly interacting regime that exhibits quantum chaotic behavior. The model also shows two other distinct "phases" of nonchaotic behavior at certain limiting (thus "fine-tuned") values of its parameters. Our system is a spin-1/2 chain with the z component of the magnetization of the spins being the "charge" that is conserved and that is being transported by the current. Away from the boundaries the dynamics is unitary, and is given by a random quantum circuit with gates acting locally on the spins; this allows us to obtain many results analytically. At long times each specific realization of this boundary-driven system converges, for all initial conditions, to a particular time-dependent mixed state that we call a "nonequilibrium attracting state" (NEAS) in analogy to the nomenclature of a non-equilibrium steady-state (NESS) for driven time-independent systems. The time-averaged correlation functions and current are the same for all parameters in this model and, up to small corrections, can be computed from local equilibrium.
Despite this uniform time-averaged behavior, we find three different phases for the instantaneous NEAS when we look at its von Neumann entropy, mutual information, and entanglement properties. The generic behavior is quantum chaotic and is, as one might expect, close to local thermal equilibrium. For certain limiting values of the parameters of the model, we obtain two other fine-tuned phases whose entropy deviates extensively from local equilibrium, one of which also exhibits volume law mutual information and entanglement (as measured by the logarithmic negativity) of its instantaneous NEAS manybody density matrix. Although we derive these results for a specific one-dimensional random circuit model, some of the qualitative behavior is more general and should apply to more "physical" situations in higher dimensions and with time-independent Hamiltonians. In particular, we show numerically that the volume-law mutual information phase is realized for fermions in the diffusive regime of the three-dimensional (3D) non-interacting Anderson model. Surprisingly, given the long history of that subject, the presence of such a volume-law mutual information in the NESS of the driven 3D Anderson model has not been previously uncovered to our knowledge.
II. EMERGENCE AND VIOLATION OF LOCAL EQUILIBRIUM
The general setup we consider is shown in Fig. 1 (a) and consists of a system with a global conservation law (either magnetization or particle number) in contact with two thermodynamic reservoirs at different chemical potentials. The chemical potential bias leads to steadystate currents in the long time limit. The models we consider have an effective hydrodynamic description for the average value of the conserved quantity n(r, t) given by the diffusion equation ∂ ∂t n(r, t) =D∇ 2 n(r, t),
whereD is the scaled diffusion constant and r is a ddimensional position vector scaled so that x = 0/1 corresponds to the longitudinal position of the left/right reservoir. When subject to the boundary condition n(r)| x=0 = n L and n(r)| x=1 = n R , this equation has the steady-state solution shown in Fig. 1 (b) The average local density will generically be linear in the position, but the total von Neumann entropy may have an extensive ("volumelaw") deviation from local equilibrium (LE). (c) We focus on a random circuit model for the bulk dynamics, which exhibits quantum chaotic behavior for some parameter regimes. The interaction with reservoir is accounted for by a SWAP gate that acts immediately after any other gate is applied to the boundary spin. (d) We also consider the diffusive regime of non-interacting fermions in a random potential in 3D and find they display a similar volume law entanglement structure as one of the phases of the random circuit.
This average profile, however, gives limited information about the entanglement structure of the long time states, which is generically encoded in high-degree correlation functions. To investigate the entropy and entanglement properties of such current driven quantum systems more systematically we analyze the two models shown in Fig. 1 (c-d). Due to its simple structure and analytic tractability, we focus on a random circuit model with charge conservation in most of this paper. Indeed, for this reason, similar random circuit or Floquet models have been widely used to investigate dynamics in quantum chaotic systems [50] [51] [52] [53] [54] [55] [56] [57] [58] [59] [60] [61] [62] [63] [64] [65] . As there is no energy conservation for the random circuit, local equilibrium is simply defined as the product state density matrix with the same average magnetization profile as (2) . One distinction between the Anderson model and the random circuit is that the Anderson model is also subject to energy conservation. In fact, it is known from theoretical studies [66] [67] [68] and experimental measurements [69] that the local energy distribution function of diffusive non-interacting wires strongly deviates from local equilibrium. Thus the question we address in the context of the Anderson model is how the entanglement structure for the NESS density matrix within a single disorder realization compares to the disorder-averaged density matrix.
A. Local random circuit with charge conservation
Before describing our results in detail, we first give an "informal" general picture for the entanglement structure and the emergence or not of local equilibrium in the random circuit model. As mentioned in the introduction, we find three phases primarily distinguished by the presence or absence of quantum chaotic behavior. To tune between these three phases we draw the nearest-neighbor random gates according to a two-parameter measure dµ over three gate sets µ 0,1,2 :
where the probabilities p 1,2 satisfying p 1 + p 2 ≤ 1 are our tuning parameters. To gain some intuitive understanding for the action of the three gate sets on the qubits it turns out to be more convenient to work in a fermion representation of the spins after a Jordan-Wigner transformation. In this representation, the gates in µ 0 only induce discrete hopping of the fermions between sites, which leads to diffusive transport of the fermion density, (i.e., magnetization), since the position of the gate is also chosen randomly. In µ 1 we allow "partial swaps" of the qubits, which, in the fermion representation, can break up local fermion density operators n i = c † i c i into creation c † i
and annihilation c j operators that act on different sites, but we forbid gates that induce interactions between the fermions. In µ 2 the gates are allowed to induce random phases on each state of the fermion occupations, which generates interactions between the fermions, but there are no partial swaps in µ 2 . These gates allow the operators c † i and c i to generate local density operators n i = c † i c i by mapping, for example, c i → c i n i+1 , but they do not break up the local density operators. By combining gates from µ 1 and µ 2 one can generate any two-qubit unitary that conserves the total fermion number.
Our motivation for distributing the gates according to (3) is based on the fact that ballistic operator spreading, which is associated with fast scrambling and quantum chaos, only emerges in a two-step process that requires both p 1 and p 2 to be nonzero. The general picture for operator spreading in high-temperature quantum chaotic spin models without a conservation law was developed in Ref. [53] [54] [55] . More recently, these results were generalized to the case with a conservation law [56, 57] , where it was found that during the evolution induced by the random circuit, an initially non-trivial local operator O i at site i can generally be decomposed into two components: a conserved component that spreads diffusively with the diffusion constant D, and a non-conserved component distributed across an exponentially growing number of operator strings each of which has a maximum length and number of non-trivial operators that scales as v B t, where v B is the butterfly velocity. In the case of the random circuit model considered in this work, we can describe the operator spreading process through coupled equations for the coarse grained density of local density operators n o (x, t) and creation c(x, t) operators at the low-density "front" of the non-conserved component of the spreading operator
where r 1 ∼ p 1 and r 2 ∼ p 2 are the rates for generating creation and local density operators, respectively. These equations describe a runaway process whereby the noninteracting fermion gates from µ 1 break up density operators into creation and annihilation operators, which then allows the generation of more density operators through the application of the interaction gates from µ 2 . The diffusion constant is always order one for these random circuits, but, for small p 1 and p 2 , Eq. (4)- (5) predict the scaling of the butterfly velocity as
The asymmetry between p 1 and p 2 arises from the fact that the partial swaps in µ 1 only move operators but do not produce new operators, while the interactions in µ 2 can make new density operators. As a result, for weak interactions, p 2 p 1 , the front is primarily composed of c i and c † i with a low density of n i , and the faster p 1 process is at local equilibrium even within the front. Thus the front speed is limited only by p 2 . On the other hand, in the opposite regime p 1 p 2 , the front contains primarily n i operators and the p 1 process is not at local equilibrium within the front. In this case both processes are important within the front, since one needs to break up the density operators to maintain the locally low density of creation and annihilation operators, which in turn make new density operators. For either p 1 or p 2 equal to zero, the butterfly velocity is exactly zero, which is the origin of the two distinct non-chaotic phases described in the introduction.
We now move to the description of the long-time behavior of the current driven problem with open boundaries. The crucial feature of the quantum chaotic phase for finite p 1 and p 2 (phase III) is the presence of ballistic operator spreading, whereas the operator spreading is diffusive in phases I and II, where p 1 = 0 and p 2 = 0, respectively. This separation of time scales between the spreading of correlations and the diffusion of the conserved charge leads to a simple heuristic picture for the emergence of local equilibrium. Due to the action of the partial swaps in phases II and III, the system's non-equilibrium attracting state (NEAS) density matrix is constantly "emitting" non-conserved operators at a rate per site that scales as the square of the current J 2 ∼ δ 2 /L 2 (where δ is the end-to-end difference of the of the local magnetization, and L is the length of the system). In phase III, these non-conserved operators spread ballistically at speed v B and thus only "live" for a time ∼ L/v B before they reach a boundary and are "absorbed" (decohered) by that reservoir, implying that they can only accumulate to a density on the order of δ 2 /L. Since these non-conserved operators are needed to describe the history of the unitary dynamics in the bulk, when they are quickly lost to the reservoir and remain at a low-density, the deviation ∆S ≡ S(ρ LE ) − S(ρ) of the von Neumann entropy S(ρ) = − Tr[ρ log ρ] from the density matrix of local equilibrium ρ LE remains small.
Understanding the volume law deviation of the entropy from local equilibrium in the other two phases requires separate consideration: In phase I the argument above no longer applies because the absence of partial swaps implies that the NEAS has zero rate for "emitting" nonconserved operators. In this case, the extensive deviation from local equilibrium is encoded in the single-site spin densities: in the NEAS, each site came most recently from one of the two reservoirs and it still has that spin density. In phase II, the "emission" process is present, but the non-conserved operators spread only diffusively so they build up to a density on the order of δ 2 . We find that this high density of non-conserved operators leads to a volume law deviation of the entropy, mutual information, and entanglement away from local equilibrium. Here the mutual information between two regions A and B is defined in terms of the von Neumann entropy as
, where ρ C is the reduced density matrix on region C. To establish the volume law scaling of the entanglement in this phase, we use an entanglement measure known as the logarithmic negativity [70] . Similar to the area law for the mutual information, recently an area law for the logarithmic negativity was proved for thermal equilibrium Gibbs states [71] , thus the emergence of phase II is a manifestly nonequilibrium effect.
B. Non-interacting Anderson model
Our result that phase II exhibits volume-law mutual information and entanglement is intriguing, as such behavior is forbidden in thermal equilibrium Gibbs states of systems with short-range interactions. To explore the general applicability of this finding, we also investigate the NESS (non-equilibrium steady-state) of the 3D disordered Anderson model for non-interacting fermions in the diffusive phase (see Fig. 1(d) ). Although the arguments presented above seemingly extend in a straightforward manner to this diffusive system, it is helpful to understand how such extensive long-range correlations can emerge using a description that also explicitly takes into account energy conservation.
We model the driven problem by taking a finite disordered region connected at its two ends to ballistic leads that are otherwise identical to the central region. The correlations in the NESS are determined by the properties of the scattering states in a narrow energy range (up to thermal broadening) between the chemical potentials of the two leads. There are two sources of correlations that then give rise to the mutual information: First, there is the range in energy difference over which the scattering state wavefunctions are correlated in the disordered region. This energy scale is simply set by the Thouless energy, which is the inverse of the diffusive transit time through the disordered region E Th = D/L 2 x where D is the diffusion constant and L x is the longitudinal length of the disordered region (assumed to be nearly equal to the transverse width L) [72, 73] . Crucial to the existence of the diffusive phase in 3D is that for large L the Thouless energy is much larger than the average level spacing ∼ 1/L 2 L x that the disordered region would have if it were isolated [73] . In the context of the NESS, this scaling implies that the eigenfunctions of the open system are significantly modified due to the coupling to the leads. In addition to these energy correlations, there are also correlations between different transverse scattering channels. Accounting for both these types of contributions, we find that we recover the volume-law scaling of the mutual information predicted from the diffusion model for phase II. Note that this effect is absent in equilibrium because the scattering states originating from each lead are then equally populated and interfere with each other to cancel the long-range correlations present in the eigenfunctions. For a ballistic conductor biased at its two ends, a simple calculation shows that there is no similar buildup of a volume law mutual information in the NESS.
To our knowledge the presence of these extensive correlations in the NESS of the non-interacting 3D Anderson model has not been previously discussed in the literature. There is a large body of work studying shot-noise correlations of disordered mesoscopic systems [74] [75] [76] ; however, the presence of such correlations between spatially separated leads follows directly from current conservation and does not provide direct information about the mutual information or entanglement. For free fermion or Luttinger liquid leads connected by a time varying quantum point contact, there is a coincidental relation between the full counting statistics of the current and growth of entanglement entropy in the leads [77, 78] . These studies, however, considered a spatially zero dimensional region between the leads, finding logarithmic growth of entanglement entropy in the time direction, and did not consider steady-state properties. Other related work has considered the ground state entanglement entropy of random spin chains [79, 80] and wavefunction entanglement in the Anderson model (i.e., entanglement entropy of the system with a single occupied eigenstate) [81] , finding a logarithmic scaling with system size in both cases.
C. Approach to local equilibrium following quench
Going beyond the scenario of the boundary-driven system considered in most of this work, our results also have implications for the time dynamics of interacting diffusive systems when the initial density profile has deviations from equilibrium. In particular, for weak interactions either in the random circuit or in disordered metals, the butterfly velocity is parametrically smaller than other characteristic scales for the diffusive dynamics. For the random circuit, the diffusion constant is set by the lattice spacing and the rate at which the unitaries act, while the butterfly velocity is reduced by a factor of √ p 2 according to (6) . In a weakly interacting diffusive metal the diffusion constant is determined by the elastic scattering rate and the mean free path, while v B ∼ √ Dγ in , where γ in is the inelastic scattering rate due to interactions [82, 83] ; we are here considering the case where the elastic scattering rate is large compared to γ in . Using the mapping of the local random circuit to diffusive fermions, we can interpret the parameter p 2 as the analog of γ in . As we now argue, this parametric separation between operator spreading dynamics and the diffusive dynamics leads to a large window of space and time where the system will display strong deviations from local equilibrium with a similar structure to the volume-law mutual information phase of the NEASs.
As a thought experiment we imagine a quench experiment in the random circuit model whereby we prepare the left and right halves of the chain in initial product state diagonal density matrices with different magnetizations m L/R = (1 ± δ)/2 on the left/right half. At time scales much larger than the Thouless time, the magnetization will relax to either equilibrium if the system is not driven or to the NEAS if it is driven; however, in either case, the early time dynamics on the diffusive length scale will display behavior reminiscent of the boundary driven system. Letting the step in the magnetization occur at x = 0, the diffusion length D ≡ √ Dt then sets the length scale for the diffusive smoothing of the magnetization step. For weak interactions the diffusion length is large compared to v B t at early times, and crossover length and time scales,
are set by D (t) = v B t. For t τ in , we can neglect the effects of the ballistic operator spreading in describing features on the scale D , thus, the quench dynamics will behave similarly to the volume-law mutual information phase (phase II) of a boundary driven system with L ∼ D . On the other hand, for t τ in the operator spreading will have scrambled most of the information originally encoded on the length scale D over a much larger range on the order of v B t. Thus the system will appear to be in local equilibrium, similar to phase III of the boundary driven system. Note that in the random circuit model the mean free path is on the order of a single lattice spacing, which implies that diffusion is well defined down to this scale. This should be contrasted with the strongly interacting regime for diffusive metals, where the interactions can lead to a renormalization of the diffusion constant. In that context, τ in can instead be identified with a microscopic equilibration time τ eq , which then provides a constraint on the renormalization group flow by implying the existence of an upper bound on the diffusion constant D v 2 B τ eq [84] . As shown in Fig. 2(a) , the initial step in density will broaden diffusively over a length D so that the instantaneous current density near the origin at time t will scale as J ∼ δ/ D . Defining the reduced density matrix at time t over the region between ±x as ρ(x, t), the entropy deviation from local equilibrium is
From our analysis of the boundary driven system, we then have the result that for times much less τ in the entropy deviation for x = D will scale as
Thus, we expect the system exhibits volume law deviations from local equilibrium on this length scale. On the other hand, for times much longer than τ in but short compared to the Thouless time, the situation is analogous to phase III of the boundary driven system, so we will have only area-law deviations from local equilibrium, Fig. 2(b) . From this picture we can also develop some intuitive understanding for the finite size scaling that sets the crossover with increasing p 2 from phase II to phase III for the NEAS of the boundary driven system. In this case, the Thouless time τ Th = L 2 /D imposes a cutoff on the time dynamics, which suggests that the crossover occurs precisely when τ Th ∼ τ in . This implies the crossover function for the NEAS density matrices starting from phase II will be a universal function of p 2 L 2 in the scaling limit. We directly verify this scaling in our analysis below.
D. Overview of the paper
The paper is organized as follows: In Sec. III we present the random circuit model with charge conservation, analyze the time-averaged behavior, derive the phase diagram for this model, and determine the crossovers behavior between the three phases. We then show that the NEAS density matrix in phase II exhibits a volume law scaling of its logarithmic negativity, implying that it exhibits extensive long-range entanglement. We end this section by discussing the entropy production following a quench and the phase diagram for extensions of this model to higher dimensions or including a local bath.
In Sec. IV we analyze the mutual information using a scattering state approach to the 3D non-interacting Anderson model and compare these results to a scattering state analysis of phase II in the random circuit. We find that the volume law mutual information in both models can be traced to the presence of "hidden" correlations between the scattering state wavefunctions. We present our conclusions in Sec. V. In the Appendices we present several useful technical results. See Appendix A for an overview.
III. LOCAL RANDOM CIRCUIT WITH CHARGE CONSERVATION
The random circuit model consists of a chain of L spin-1/2's or qubits, with additional spins at sites 0 and L + 1 that are coupled to the reservoirs. The only conserved quantity is the z component of the spin. The left/right reservoirs are taken to be in an infinite product state of mixed spin-1/2 states with magnetization m L/R and no off-diagonal correlations or coherences. For the bulk dynamics we consider (described below), the time-averaged local magnetization in this system is linear in the position (see Fig. 1(b) ). One of the primary motivating questions of this work is how close the NEASs (non-equilibrium attracting states) are to local equilibrium. Since there is only the one conserved quantity in our model, local equilibrium is defined as the maximal entropy mixed state that has the same average magnetization profile:
where
z )/2 denote projections of each site i onto spin up or down and m L/R are the magnetizations of the left/right reservoir.
The dynamics are generated by a sequence of randomly chosen nearest-neighbor unitary operations, i.e., quantum gates, applied at each time step, with no correlations between time steps (see Fig. 1(c) ). After a gate operates on a boundary spin, that boundary spin is then immediately swapped with a "fresh" (uncorrelated) spin from the adjacent infinite reservoir. The unitary operations act on a given pair of neighboring sites (chosen with uniform probability at each time step) and, in the local basis |↑↑ , |↑↓ , |↓↑ , |↓↓ , take the form [56, 57] 
The coefficients in U are chosen as follows: With probability p 1 we apply a "non-interacting fermion" (NIF) gate defined by U + = U * − = e iφ with φ a uniform random phase and the central 2×2 matrix is a Haar random unitary on SU (2) . When acting only on nearest neighbors such a circuit can be efficiently simulated using a fermion representation of the qubits obtained by a Jordan-Wigner transformation [85] . In this case, the spin-density is mapped to the fermion density. These NIF gates are the only ones that perform a "partial swap," where all four of U rl , U lr , U ud , U du are nonzero. With probability p 2 ≤ (1 − p 1 ) we apply a randomly chosen unitary from one of two "interaction gate" sets that produce interactions between the fermions:
where u i and d i are projectors onto up and down spins, respectively, the φ i are uniform random phases and SWAP exchanges the state of the two sites (SWAP is:
. Note that these interaction gates do not perform partial swaps, which implies that states in the z-basis are mapped to a single-state in the z-basis. Finally, with probability 1 − p 1 − p 2 we apply either an iSWAP gate (SWAP with instead U lr = U rl = i so that it is in the NIF class) or the identity operation with equal probability. This last set of gates produce neither interactions nor partial swaps.
A. Time-averaged steady state
Although this system does not go to a timeindependent steady state due to the noisy nature of the circuit, we provide three general theorems in Appendix B that can be used to prove an individual realization of this random circuit has a unique set of NEASs in the longtime limit. The ensemble of circuits, or the ensemble of all times for a single circuit produces a probability density P(ρ) over the NEAS density matrices ρ that depends on the parameters p 1 and p 2 . The physical argument underlying the theorems is rather straightforward: Due to the diffusive transport in the system arising from swap and partial swap gates, after a time much greater than L 2 (L + 1 gates of the random circuit occur in one unit of time), the trajectory of each spin within the system has almost certainly involved a swap with a reservoir, which has no memory of the initial state within the system.
An important feature that we have designed in to this family of models is that the time averaged density matrix ρ = ρ(t) t = dρP(ρ)ρ is independent of p 1 and p 2 .
Specifically, due to the random phases, the transport, and the swaps with the reservoirs, all off-diagonal terms in the density matrix average to zero such that
where τ i ∈ {0, 1} is a pseudo-spin variable for site i. Averaging over random circuits we find that the probability measure P (τ ) has to satisfy the same steady state equation as a well-known classical, stochastic model of hard core particles, which goes under the name of the symmetric simple exclusion process (SSEP) [17] 
We give the full expression for the transition matrix W σ τ and review some basic properties of SSEP in Appendix C. This model is exactly solvable using a translationally invariant matrix product state (MPS) representation for P (τ ) with a bond dimension equal to L [86] . The diverging bond dimension in this model is needed to account for the long-range correlations induced by the currents with a translationally invariant MPS. The average spin current between two sites satisfies an Ohm's law and is given by
, and · t denote time averages or, equivalently, averages over P(ρ).
B. Phase diagram
The central results for the random circuit model can be summarized via the phase diagram shown in Fig. 3(a) , while the key features of the bulk dynamics in the three phases are illustrated in Fig. 3(b-d) . In Table I we list some of their defining characteristics. Since these three phases all have the same averageρ, they can not be distinguished by any simple time-averaged measurements. But they do differ qualitatively in their P(ρ), which can be seen by the scaling of the instantaneous total entropy and mutual information of the NEAS. Alternatively, time-resolved measurements of two-point functions will generically distinguish these three phases.
These phases are further distinguished by the rate of entropy production in the reservoirs following a quench. If the system is started, for example, in a product pure state with zero entropy, the initial entropy production due to coupling to the reservoirs is diffusive (∼ √ t) in phases I and II, while it is ballistic (∼ t) in phase III. But if the initial density profile is different from that of the NEAS, the final entropy production in phase III is diffusive as this profile diffusively approaches that of the NEAS.
FIG. 3. (a) Phase diagram as a function of probabilities p1
and p2 determining the distribution of random unitaries in the random circuit. We find three distinct phases in the thermodynamic limit. Phase I is realized along the entire p1 = 0 axis. Phase II is realized for p2 = 0 and p1 > 0. Turning on p1 > 0 always destabilizes phase I, as indicated by the schematic "flow lines." Similarly, turning on p2 > 0 in phase II causes a "flow" to phase III. (b) Phase I has a mapping to a classical hard-core lattice gas with discrete hopping. (c) In Phase II both the spin and the coherences move and spread diffusively, (d) while in phase III the coherences spread ballistically at the butterfly speed vB, rapidly reaching the boundaries where they are "decohered" by the reservoirs. For p 1 = 0, we can see by inspection that diagonal product states of the form
are attracting states of the random circuit, where τ i is a pseudo-spin variable that keeps track of whether a given density operator was originally inserted from the left or right reservoir. This is because the random phases for the gates in (13) do not affect this type of product state, while the SWAP's simply rearrange the configuration of on-site density matrices. If the initial state had any offdiagonal coherences in this u, d basis, these will diffuse to the boundaries and "disappear" in to the reservoirs. The dynamics within the NEAS manifold can then be mapped to SSEP where ρ m L /m R maps to a pseudo-spin-up/down state at a given site and the pseudo-spin reservoirs are fully polarized. This allows us to characterize the entire distribution function of the NEASs through the relation P(ρ τ ) = P (τ ) for P (τ ) satisfying (16) with δ = 1. Note this is perhaps an unconventional perspective on classical SSEP, where we view the process as produced by one particular circuit, and for finite L for that specific circuit there is a unique time-dependent absorbing state ρ τ (t). We can find the average entropy of the NEASs by noting that
where N L is the total number of pseudo-spin-ups of the chain and N R = L − N L is the number of pseudo-spindowns. Due to the pseudo-spin z inversion symmetry
and comparing to local equilibrium, we find the volume law correction
In the limit δ → 1, the NEAS approaches a pure state and this deviation reaches its maximum possible value.
Phase II: Diffusive non-interacting fermions
For p 2 = 0, the NEASs have exact representations as Gaussian fermionic states because the dynamics are equivalent to that of non-interacting fermions and, in the fermion representation, the reservoirs are clearly Gaussian states. Such states are uniquely determined by their two-point function [87] [88] [89] 
where c i are fermion annihilation operators related to the spin-lowering operator σ
− on each site via a JordanWigner transformation. The operators c i spread diffusively in this random circuit, leading to diffusive spreading of both the spin density n i = c † i c i and the coherences c † i c j for i = j (see Fig. 3c ). Again, any non-Gaussian features of the initial state will diffuse to the boundaries and disappear in to the reservoirs, leaving the Gaussian NEAS at long time. The presence of the log of the twopoint function makes it difficult to compute the average entropy. For simplicity we restrict to anti-symmetric reservoirs m L = −m R = δ/2 and small δ so that we can expand the log to find
whereḠ = G t and δG = G −Ḡ. SinceḠ is just given by the linear magnetization profile, the first term is the entropy of local equilibrium, while the second term accounts for the deviations arising from additional correlations and is determined by the covariance matrix
To solve for A ij , we work in the scaling limit (L → ∞) for p 1 L 2 1 and only compute the lowest order correction in a 1/L expansion. Defining the coordinates x = i/L and y = j/L, we introduce the variables a(x, y) = A xL,yL+1 and h(x) = A xL,xL . The restriction to nearest neighbor gates implies that, away from the diagonal x = y, a(x, y) satisfies a diffusion equation with boundary conditions a(x, 1) = a(0, y) = 0. Integrating out the h(x) variable, one finds that a(x, y) has a constant source term along the diagonal given by −2J
2 Lδ(x−y) = −2δ 2 δ(x−y)/L. This diffusion problem has the solution (for x < y)
The deviation from local equilibrium can be expressed perturbatively in δ as
which has a volume law correction away from both local equilibrium and the average entropy of phase I. We can also compute the mutual information of two sections of the chain cut at a point z ∈ (0, 1)
In sharp contrast to the p 1 = 0 solution, we find that the NEASs have a volume law scaling of the mutual information, indicating that these states are highly correlated. For mixed states, the mutual information is not a direct measure of entanglement as it can be dominated by classical correlations. In Sec. III D we explicitly show that the NEAS density matrix has volume law entanglement for sufficiently large δ by computing a lower bound on the logarithmic negativity. When measured according to the fermionic logarithmic negativity recently introduced by Shapourian, Shiozaki, and Ryu [90] , we find that this volume law scaling persists down to arbitrarily small δ. This establishes that the NEAS density matrix is driven to a non-separable state in the large L limit. Thus, the volume law deviation of the entropy in phase II arises from entanglement and non-local correlations, while the deviation in phase I arises from "classical," single-site magnetizations.
Phase III: Quantum chaotic
For nonzero values of p 1 and p 2 , the dynamics in the bulk are quantum chaotic as discussed in Sec. II A. Recall that the effective butterfly velocity v B , which measures the speed of the ballistic operator front, scales as v
, while the diffusion constant for conserved quantities is identical for all values of p 1 and p 2 . The calculation of the average entropy in this region is more difficult than in phases I and II because this random circuit does not map to an integrable model. To approach the calculation analytically, we instead work perturbatively in δ. This allows us to expand log ρ = log(ρ+ρ−ρ) to derive an expression for the average entropy similar to
which reduces the computation of the average entropy to the easier task of computing the average purity. The details of this calculation are described in Appendix E, while we give a brief summary here with more details provided in the discussion of the crossover behavior in Sec. III C. The approach we take is to first derive exact steady-state equations for the average replicated density matrix ρ ⊗ ρ t . The solution to these equations can then be mapped to the NESS of a fictitious six-species stochastic lattice gas model we refer to as the abc-model. (Not to be confused with the abc-model introduced in Ref. [23] .) We then use the ansatz that the n-point connected correlation functions of ρ ⊗ ρ t have a scaling as δ n /L n−1 or smaller. This type of scaling is well known for SSEP and can be proved exactly for phase I and II. Using this ansatz, for p 1,2 L 2 1, the lowest order correction to the entropy deviation from local equilibrium is given by
are order one constants computed from the perturbative solution to the the abc-model (see Appendix E). As a result, the average entropy is given by that of local equilibrium in the large L limit. This behavior is similar to SSEP, where the leading order L 0 term in ∆S at small δ is ∼ δ 4 . We can bound the higher order corrections to ∆S since S(ρ LE ) ≥ S(ρ) ≥ S(ρ) t and S(ρ) is equal to S(ρ LE ) up to a constant correction [18, 19] . To second order in δ and for p 1,2 L 2 1, we find that the mutual information between two halves of the chain has the scaling
where α 3 = 2(2 − p 2 ) is computed from the abc-model. Based on our analysis, we suspect that P(ρ) is sharply peaked nearρ, whose mutual information is bounded by log L for large δ, but further analysis is required to make more definitive statements about the mutual information at large values of δ.
C. Crossovers
Here we analyze the finite size scaling of the crossovers between each phase to gain further insight into the relevant length scales that describe the NEASs. Conveniently, we have an analytic description of the entire phase diagram for this model using the perturbative solution to the abc-model for ρ ⊗ ρ t introduced in Appendix E. Essentially, to second order in δ, the average replicated density matrix for anti-symmetric reservoirs (m L = −m R ) is entirely determined by six correlation functions: the average magnetization profile u i t , the average connected spin-spin correlations τ ij ≡ u i u j t − u i t u j t , and the average fluctuations
t denote the connected correlations defined with respect to the singlesite fluctuations. For anti-symmetric reservoirs, these correlations are invariant under δ → −δ, which sends u i → d i and vice versa. The average connected spin-spin correlation is known exactly from the mapping ofρ to the NESS of SSEP and is given by (see Appendix C)
We define the scaled variables x ≡ i/L and y ≡ (j +1)/L, then, expanding to lowest order in 1/L and second order in δ, we find that these correlation functions satisfy a set of diffusion equations away from the diagonal x = y.
gives the corrections to the current fluctuations as compared to local equilibrium. In terms of these variables, we can compute the entropy and mutual information as
+ 4L
The boundary conditions are such that all the connected correlation functions vanish for x or y equal to 0 or 1.
There is also a set of boundary conditions on the diagonal, which mix these different functions and result in a non-trivial steady-state. The boundary condition for the coherences takes the form
which provides a microscopic justification for the heuristic picture outlined in Sec. II where we argued that the action of the partial swaps leads to non-conserved operators being generated at a rate per site proportional to the average current fluctuations. From (40), we find that there is an additional source term δJ 2 (x), which accounts for the deviations of the current fluctuations from local equilibrium and has to be found self-consistently. The full expressions for the diagonal boundary conditions for b(x, y) and B(x, y) are given in Appendix E. Solving these equations we find that b(x, y) is only non-zero at order δ 4 for all values of p 1 and p 2 . Our expectation from SSEP is that the δ 4 corrections scale with a higher power of L, which would imply that these density-density fluctuations only give rise to an area law correction to the entropy and mutual information. The field B(x, y) ∼ δ 2 /L has a non-trivial dependence on p 1 and p 2 , but this field gives no direct contribution to the entropy at second order in δ.
Using these coupled diffusion equations we can obtain a quantitative picture for the crossover behavior. The results are summarized in Fig. 4 . In (a) we identify the crossover boundaries between the three phases as determined by the scaling of ∆S and I(L : R), while (b) schematically shows the functional behavior of both quantities in the crossover from (A) phase I to II, (B) phase II to III, and (C) phase III to I.
Phase I to II crossover.-The phase I to II crossover is distinct from those to phase III because all operators spread diffusively in both phases so ballistic operator spreading does not play a role. Instead one can understand the crossover solely in terms of the dynamics of diffusive non-interacting fermions. In phase I, the fermion operators that have an expectation value in the NEAS are predominantly paired into density operators n i = c † i c i . Once injected into the system from one of the reservoirs, these operators live for a time on the order of the Thouless time τ Th = L 2 /D before escaping back out to the reservoirs. However, if a partial swap gate acts on this operator within τ Th , then n i will break up into a pair of creation and annihilation operators. These operators then evolve independently in the system before escaping to the reservoir. Their common origin from the initially local density operator gives rise to the transient longrange entanglement in the system. In phase II, this is in fact the dominating physics as the density operators are almost immediately broken up into pairs of independent creation and annihilation operators once they enter the system. Based on this argument, we expect the crossover to occur for p 1 L 2 ∼ 1. We can verify this scaling directly using (35) and (40) .
which, unlike local equilibrium, leads to order L 0 current fluctuations δJ 2 (x) instead of L −2 . Thus, despite the small value of p 1 , these large current fluctuations allow the partial swaps to drive coherences on the diagonal at the rate per site ∼ p 1
This diagonal boundary condition leads to the scaling
for an order one constant β(p 1 , p 2 ), which implies the emergence of the volume law mutual information as p 1 L 2 approaches one. Remaining in phase I, but increasing p 2 L 2 above one, this scaling becomes instead I(L :
2 , which leads to the diagonal crossover boundary for the mutual information shown in Fig. 4(a) .
Returning now to the description of the phase I to II crossover on the phase II side (p 1 L 2 1), unlike the phase I side, the current fluctuations in this regime are close to their value in local equilibrium. Away from order 1/ √ p 1 sites near the boundary, they are given by
Inserting this into (40) implies that the diagonal source term for a(x, y) becomes independent of p 1 , which reflects the fact that the density operators are quickly broken up by the partial swaps within the Thouless time. Although the current fluctuations are weak in this regime, the rapid application of the p 1 gates allows the coherences to build up to the large density needed to recover the volume law mutual information. Phase II to III crossover.-The physical picture underlying the phase II to III crossover was discussed in Sec. II C. Since the butterfly velocity scales as √ p 2 in this regime, there is a natural crossover scale defined by the value of p 2 for which L/v B ∼ τ Th , which suggests that the crossover occurs when p 2 L 2 ∼ 1. This is readily verified using (36) , which shows that when p 2 L 2 1 the a(x, y) is exponentially damped away from the diagonal. The entropy deviation and mutual information in this regime are given by (28)- (29), which determine the boundaries shown in Fig. 4(a) . We remark that the exponential decay of the b(x, y) and a(x, y) fields away from the diagonal should not be interpreted as an exponential decay in the time dynamics of the random circuit, but instead results from the restriction of the allowed density matrices to the manifold of NEASs.
Phase I to III crossover.-The phase I to III crossover, which occurs in the regime p 1 < p 2 , is distinct from the other two crossovers because the system can no longer be treated as non-interacting or weakly interacting fermions in the crossover regime. Moreover, due to the weak scaling of the butterfly velocity as (p 1 p 2 ) 1/4 in this regime, the ballistic operator spreading can play a secondary role in determining the properties of the NEAS crossover. This follows by a similar argument that was used in describing the phase I to II crossover. Since the partial swaps are needed to break up the single-site density operators, the action of the p 1 gates is crucial to realizing local equilibrium, however, for p 1 L 2 1 the probability is small of the partial swaps acting before the density operators are diffusively exchanged with the reservoirs. The distinction from the phase I to II crossover is that the ballistic operator spreading can lead to a rapid dissipation of the non-conserved operators to the reservoirs even for p 1 L 2 ∼ 1. In fact, according to our expression for the butterfly velocity this over-damping of the coherences persists until p 1 p 2 L 4 ∼ 1. Of course for too small values of p 1 our derivation of v B no longer applies because the entire system reaches the NEAS after the application of a total of ∼ L 3 gates; however, p 1 L 3 ∼ 1 is still a much smaller scale than the crossover scale set by the Thouless time of
This over-damping of the non-conserved operators motivates us to consider an approximate description of the phase I to III crossover in which we model decoherence induced by the reservoir as an instantaneous measurement of the density matrix in the z-basis after each unitary is applied. In this simplified model, the density matrix always remains in a diagonal mixed state such that the dynamics have an effective classical description. More specifically each time step of the random circuit is replaced by a randomly chosen operation on the diagonal components of the nearest neighbor density matrices that with probability 1 − p 1 applies either the identity or SWAP operation and with probability p 1 applies a transition matrix that is the identity except when acting on the operators {u i d i+1 ,d i u i+1 }, where it takes the form
where θ is a random variable drawn from [0, π] with probability density sin θ. The average replicated density matrix for this model is described by the same abc-model as the random circuit with the restriction that configurations with a-particles are no longer allowed. As a result, to second order in δ, ρ ⊗ ρ t is characterized in terms of the correlation functions u i t , τ ij , h i , b ij and B ij , while a(x, y) = 0. Furthermore, these correlations satisfy the same equations of motion as the random unitary circuit with the constraint a(x, y) = 0. While both models exhibit the same crossover scale at p 1 L 2 ∼ 1, we can gain some physical intuition by considering the simpler model described here. For p 1 = 0 we have the same result as for the random unitary circuit that P(ρ) for the NEAS is described by the NESS for SSEP. On the other hand, for large values of p 1 , the stochasticity induced by allowing finite θ implies that even a single realization of the NEAS will be close to the NESS of SSEP. In this case, the Thouless time is the only relevant time scale in the problem since all the dynamics is diffusive, which forces the crossover scale to be p 1 L 2 ∼ 1.
D. Volume law entanglement in phase II
The von Neumann entropy and mutual information are not direct measures of entanglement for mixed state density matrices. Although a variety of entanglement measures for mixed states have been introduced [1] , these measures are generally harder to compute than the von Neumann entropy because of the difficulty of distinguishing entanglement in many-body systems from non-local, classical correlations, which, for mixed states, can also be generated by local operations and classical communication (LOCC) between the two regions. One efficiently computable measure of entanglement in the Hilbert space dimension is the logarithmic negativity E(ρ), which was originally introduced by Vidal and Werner [70] . E(ρ) has the property that, if it is non-zero, then the density matrix is non-separable (i.e., entangled) between the two regions. In bosonic or spin systems E(ρ) is naturally defined using the partial transpose operation,
where matrix elements are taken with respect to a separable orthonormal basis for regions A and B. The logarithmic negativity is
where ||A||≡ Tr[
is a measure of the strength and number of negative eigenvalues of ρ T A and is an upper bound on the entanglement of distillation E D (ρ). E D (ρ) is a more fundamental measure of entanglement defined as the maximum number of nearperfect singlet states that can be generated from multiple copies of ρ with LOCC on A and B. Although our underlying physical system in the random circuit model is a spin system, the logarithmic negativity for two adjacent regions in the original spin representation is equal to the logarithmic negativity of the fermions obtained after a Jordan-Wigner transformation [91] . Since we have an exact representation of the NEAS density matrix in phase II in terms of a Gaussian fermionic state, it is natural to ask whether we can directly compute the logarithmic negativity using this representation.
For fermionic systems a partial transpose operation can be defined analogously to (45) ; however, it has the property that the partial transpose of a fermionic Gaussian state may not be Gaussian, which makes the logarithmic negativity generally intractable to compute for large systems even for these simple fermionic states [91] . On the other hand, it was argued by Shapourian, Shiozaki, and Ryu that a more natural definition of the logarithmic negativity for fermions is in terms of a partial time reversal operation on sub-system A [90, 92] . We refer to this measure as E f (ρ) to distinguish it from E(ρ). Unlike the partial transpose, this operation maps fermionic Gaussian states to fermionic Gaussian states, making it efficiently computable in the number of fermions. Furthermore, for fermionic gaussian states it can be shown that it is an upper bound on the logarithmic negativity E(ρ) ≤ E f (ρ) + log √ 2 [91, 93] . Several efficiently computable lower bounds on E(ρ) for Gaussian states were also introduced by Eisert, Eisler and Zimborás [93] . Here we use the lower bound E (ρ) introduced by these authors for Gaussian states that conserve particle number:
To compute the upper and lower bounds for the time averaged logarithmic negativity in phase II we use the fact that all fourth and higher-order correlations of the matrix elements of the two-point function G ij scale as δ 4 or higher. This allows us to sample random realizations of the NEAS two-point function by treating G ij as independent, normally distributed random variables with meanḠ ij and variance A ij (see Eq. (23)). Using this approach to sample from the NEAS, we are able to compute E f, (ρ) for up to several thousand sites, which allows an accurate determination of the coefficient for the volume law term in E f, (ρ) as a function of δ. The results are shown in Fig. 5 , where we compare this direct sampling approach for L = 10 3 sites to exact simulations of the NEAS two-point function for realizations of the random circuit with p 1 = 1, p 2 = 0, and L = 50 sites. We find good agreement between the two independently computed coefficients up to δ ≈ 0.75. Interestingly, E f (ρ) exhibits volume law scaling for any nonzero FIG. 5 . Upper E f (ρ) and lower E (ρ) bounds for the logarithmic negativity per unit length in phase II with p1 = 1 and p2 = 0. The upper bound is equal to the fermionic logarithmic negativity [90] . Solid lines are for L = 10 3 sites computed by randomly sampling the fermionic two-point function of the NEAS, which is valid for small δ. Circles are computed from an exact simulation of the NEAS two-point function for the random circuit with L = 50 sites. The volume law coefficient for E f (ρ) is non-zero for any δ > 0, while the volume law coefficient of E (ρ) is non-zero only for δ > 0. 5. δ, which shows that the NEAS density matrix remains non-separable in the scaling limit. On the other hand, E (ρ) is exactly zero up until δ = 0.5, at which point a clear volume law scaling emerges. The sharp behavior of the lower bound suggests that the system may undergo a phase transition with increasing δ from a weakly entangled state to a volume-law entangled state. However, we expect that the actual behavior of E(ρ) is more like E f (ρ), which exhibits a crossover to the volume law scaling for any nonzero δ. Finally, we remark that it was recently proven that thermal mixed states of equilibrium spin models obey an area law for the logarithmic negativity [71] . Thus, similar to the observed volume law mutual information, this volume law scaling of E(ρ) is a manifestly non-equilibrium effect.
E. Entropy production following a quench
The discussion so far concerned average properties of each phase in the long-time limit. It is also interesting to consider the explicit time-dynamics of this model, where the effects of the ballistic operator spreading in the quantum chaotic region should be more manifest. Here we argue that, starting from an initial state that differs extensively in entropy from the NEAS, the ballistic operator spreading directly appears in the entropy production rate in the reservoirs following a quench into the chaotic phase.
For a quench in to phase I or II, all operators spread diffusively, implying that the system's net entropy change, which is only due to the reservoirs, will grow following the quench as ∼ √ t until it saturates on a time scale of order L 2 . In contrast, in phase III any deviations from the NEAS can produce operators that spread ballistically to the boundary, so initially the increase in entropy can grow linearly in t. This fast entropy production will saturate on a timescale of order L/v B as the system is brought to a local equilibrium. But if the magnetization profile in this initial local equilibrium is extensively away from the steady state then at later times diffusive spin transport is required for further entropy increase, leading to a crossover in time to diffusive relaxation of the local equilibrium state, which then finally approaches a NEAS by a time scale of order L 2 .
F. Extensions of the random circuit model
Two natural extensions of the random circuit model are to consider higher dimensional lattices with the left and right boundary of the lattice coupled to reservoirs or to allow each site to also be coupled to a qudit with local Hilbert space dimension q, which acts as a local bath for the qubit. The closed system dynamics for the qudit models were studied in Ref. [56, 57] by replacing U + and U − in the definition of the two-qubit unitaries in the bulk (see Eq. (12)) by two independent Haar random unitaries acting on the qudits. The central 2×2 matrix was replaced by a Haar random unitary acting on the 2q 2 dimensional space space spanned by |↑↓ ⊗ |nn and |↓↑ ⊗ |nn , where n and n represent the state of the qudit on the two sites. FIG. 6 . Expected NEAS phase diagram as a function of the partial swap probability p1 for the random circuit model in higher spatial dimensions or with an additional qudit at each site in arbitrary dimensions [56, 57] , which acts like a local bath for the qubit. Although phase I is preserved for p1 = 0, there is no non-interacting fermion regime (phase II) in these models and we expect that the system immediately becomes quantum chaotic and achieves local equilibrium (phase III) for any finite p1.
In the qudit model in arbitrary spatial dimensions, phase I still naturally appears by forbidding partial swaps of the state of the qubit. However, adding any finite probability p 1 for partial swaps results in quantum chaotic dynamics even for p 2 = 0, which drives the system to local equilibrium (phase III, see Fig. 6 ). Effectively the qudits act as a quantum chaotic bath which can rapidly dissipate entropy into the reservoirs through ballistic operator spreading. For higher-dimensional lattices of qubits with finite p 2 , phase I and phase III are naturally realized for p 1 = 0 and any nonzero p 1 , respectively. Furthermore, for p 2 = 0 beyond 1D there is no longer a mapping of the random circuit to a system of non-interacting fermions and the operator spreading becomes ballistic for any finite value of p 1 . In this case, we expect that the system directly realizes phase III even along the p 2 = 0 axis. The entropy and mutual information properties of the qudit models and the higher dimensional qubit models can be studied analytically using extensions of the abc-model discussed in Appendix E. Although we do not expect the higher dimensional random circuit models to naturally realize phase II, one can consider explicit non-interacting fermion models in higher dimensions to realize this phase, one example of which is discussed in Sec. IV.
IV. NON-INTERACTING ANDERSON MODEL
The presence of the volume law mutual information in phase II arises from the diffusive spreading of the fermions that were produced by a Jordan-Wigner transformation of the spins. It is then natural to ask whether a similar effect occurs in a paradigmatic model for diffusive fermions: the Anderson model in 3D, with the Hamiltonian
where t is the hopping, the first sum is over nearestneighbor sites of a simple cubic lattice, and V i is a random potential on each site. We draw V i from a uniform distribution between ±W/2. In 1D and 2D, any amount of disorder localizes the eigenstates, while in 3D this model has a metal-insulator transition near W c /t ≈ 16.3 [94, 95] . We focus on the diffusive regime 0 < W < W c . Similar to the averaging over random unitaries in the circuit model, this model has characteristic disorder-averaged properties. For example, the disorder-averaged densitydensity response function in 3D at small (k, ω) is simply dominated by a diffusive pole
where D is the diffusion constant and ν is the density of states, with the fluctuations of these diffusive modes well described by a nonlinear sigma model [96] .
A. Entropy from scattering states
To determine the entanglement structure of the NESS for this Anderson model in contact with two reservoirs we use a description of the eigenstates of the system in terms of scattering states [74, 97, 98] , as shown in Fig. 7 . The leads are taken to be ballistic conductors with the same Hamiltonian as the disordered region, but with no random potential: V i = 0. The incoming scattering states at a given energy E in transverse channel n are defined by a set of fermion operators a n α (E) whose wavefunction satisfies the boundary condition that it is an incoming plane wave in lead α and channel n. These operators have the correlation functions
where µ α is the chemical potential of lead α, and T is the temperature which for simplicity we take to be the same in the two leads. The outgoing operators b n α (E) are related to these incoming operators through the Smatrix.
FIG. 7.
Incoming and outgoing scattering states for a disordered wire with mean free-path .
As in phase II, the reduced density matrix for the disordered region is entirely determined by the two-point function. Defining the wavefunction of the incoming scattering states
the two-point function inside the wire is
where δσ = σ L (E)−σ R (E) is the difference in the Fermifunctions of the two leads. The term proportional to δσ gives the non-equilibrium contribution to the two-point function. The excess fermion density in the wire due to the bias (assuming δµ ≡ µ L − µ R > 0, and taking as our equilibrium reference the state when µ = µ R in both leads) is given by
After disorder averaging, δn(x) d will have the linear ramp profile discussed in Sec. II. Similar to phase II, we can compute the corrections to the entropy by expanding the two-point function around its disorder average. The correction to the entropy of a given sub-region A will then be approximately equal to (see Eq. (22)) (54) which depends on the disordered average wavefunction correlations between different channels and energies. We parametrize these correlations by introducing the function
In the limit where δµ, T t ∼ W , over the range of energies that contribute to the NESS, Φ nm A (E, ∆E) will only depend on the energy difference ∆E. Taking the weaklydriven limit δµ T t ∼ W to compare to the random circuit, this allows us to approximate the entropy deviation from the disorder averaged reduced density matrix for region A as
The scaling of ∆S A with the geometry of A is determined by several factors. First, from the definition of the scattering states, the wavefunction amplitude scales as φ n L (x, E) ∼ 1/L, where we have taken the two transverse linear dimensions of the leads and the diffusive region to be L. Assuming A is a finite fraction of the diffusive region, which is of length L x , the sum over x and y involves on the order of
x . As we argued in Sec. II, the energy range over which the scattering state wavefunctions change on the length scale L x is given by the Thouless energy E Th ∼ 1/L 2 x , which allows us to represent ∆S as
where s(µ R , ) is independent of L x in the scaling limit, but will depend on the aspect ratio L/L x of the diffusive region. For diffusive wires in the regime L L x , the transmission through the wire satisfies the "isotropy" condition [99] , which states that the wavefunctions in different transverse channels are completely uncorrelated at each transverse slice of the wire. This assumption permits analytic treatments of the transmission and conductance through the wire using random matrix theory (RMT) [97] . For the scaling analysis of the entropy, this would imply that the sum over n and m can be reduced to a single sum over n, leading to an area law scaling with ∆S A independent of L x in this L x L regime. However, in the regime L ∼ L x , this isotropy condition is known to break down [100] , which allows additional correlations that violate the area law scaling.
Using numerical solutions of the scattering state wavefunctions based on the transfer matrix method [94, 95, 
101, 102]
, we have confirmed that there is indeed a volume law scaling of the mutual information of two halves of the wire when the diffusive region has an aspect ratio of one. Our numerical results are summarized in Fig. 8 . We consider a wire on a cubic lattice of size (L+2)×L×L with periodic boundary conditions in the transverse direction and strong disorder W/t = 8, but still well within the metallic phase (W c /t ≈ 16.3). We parameterize the average mutual information between two regions as
where i AB (µ R , ) converges to a single function of that is independent of L in the large L limit. Taking A/B equal to the left/right half of the central L × L × L cube of the wire, Fig. 8(a) shows the scaling of |i AB (µ R , )| with L, demonstrating that it quickly converges to a universal curve. The converged function for i AB (0, ) is well fit by a Gaussian decay e
2 at small values of with σ ≈ 5, but then changes sign and crosses over to a power law tail that is well fit by −3/2 over this range of . We note that a similar crossover at the Thouless energy to an −d/2 tail has been observed in the spectral statistics of small metallic particles in dimension d [103] . For the parameters used in Fig. (8) , we find that the integral of i AB (0, ) over is approximately equal to 4. The overall scaling of the mutual information with L is set by the term f AB , which is shown in Fig 8(b) . Fitting to f AB = aL + b, we determine the coefficients
consistent with an overall volume law scaling for the mutual information. We leave a direct calculation of the logarithmic negativity E(ρ) for future work. However, because of the similar structure of the fermionic two-point function of this model with phase II in the random circuit, we expect that the NESS will similarly exhibit a volume law scaling for entanglement.
B. Scattering state correlations in random circuit
In the case of the 3D Anderson model, we saw that the volume law mutual information arose from "hidden" correlations between different transverse channels of the scattering states. Here we show that a similar effect occurs in phase II of the random circuit model.
For the random circuit we do not have an identical notion of a scattering state as in extended Hamiltonian systems. Instead we define our scattering states to be the set of all reservoir operators at t = 0. Running the circuit forward in time, these reservoir operators will diffuse into and eventually out of the system on a time scale ∼ L 2 . At any instant of the circuit we thus have an over-complete set of operators given by the of order L 2 reservoir operators that are still present and diffusing in the system. We can roughly understand the evolution of the probability amplitude of a single reservoir operator by coarse graining its evolution to a diffusion equation. In this case, it satisfies a standard diffusion equation with absorbing boundaries. Using the method of images, this diffusion problem has the solution at early times
where t = n/L 2 and x = i/L are the rescaled discrete time n and space i variables, respectively. At late times, the dynamics are dominated by the slowest diffusive mode that satisfies the boundary condition that it vanishes at the edges
Thus, we see that the scattering states spread across the system on the diffusive time scale and have amplitude ∼ 1/L before eventually leaking back out to the reservoirs. Similar to Hamiltonian systems, we define an incoming scattering state wavefunction using the backward time evolution of the system operators
where c m are the operators at time step m < n including both the system and the reservoir. Evolving sufficiently far backward in time that φ i (n − m) only has sizable overlap with the reservoir, we can express the two-point function in the system as
where, similar to the Anderson model, we used the fact that scattering states in the reservoir are in an uncorrelated product state at negative times. For i = j, we see that (67) is a sum of order L 2 terms with amplitude ∼ 1/L 2 and thus we find that the density in the system is always order one, as expected. For i = j, we can use the identity
to rewrite the coherences for anti-symmetric reservoirs as
We immediately see that at equilibrium (δ = 0) the coherences vanish as expected. For finite δ, we naively have a sum over L 2 terms with random phases and amplitude 1/L 2 , which would result in the scaling
Such a scaling would lead to an area law for the mutual information, in sharp contrast to what we found in Sec. III B. The resolution to this paradox is similar to the effect we found for the 3D Anderson model, where the volume law arose due to the presence of correlations between transverse channels. In the case of the random circuit, the volume law mutual information is recovered because of correlations between reservoir wavefunctions that persist over a finite time.
V. CONCLUSION
While systems in thermodynamic equilibrium Gibbs states usually satisfy area laws for their entanglement entropy or mutual information, any modification that drives the system out of equilibrium allows for potential violations of this behavior. In this paper we investigated a common non-equilibrium scenario consisting of an extended system coupled at its two ends to reservoirs at different chemical potentials, leading to currentcarrying non-equilibrium attracting states (NEASs) in the long-time limit. The analog of thermalization for these current-driven systems is the approach to local equilibrium. For a family of random circuit models, we found that the ballistic operator spreading associated with quantum chaos is crucial for the emergence of local equilibrium in these models. As our argument in favor of local equilibrium is rather general, it will be interesting to test these ideas in quantum chaotic Hamiltonian or Floquet driven systems. In addition, given that we found the mutual information of the NEASs in the quantum chaotic region is consistent with an area law, it is likely that these states can be well approximated using a matrix product representation, allowing a rich set of analytical and numerical techniques to be applied to further characterize these states.
A more surprising result is that, in one of the nonchaotic phases (phase II), we found that the system is driven towards a highly-entangled state with a volumelaw mutual information and logarithmic negativity between two halves of the chain. This behavior demonstrates the ability to stabilize a high-degree of entanglement in non-equilibrium systems with limited fine-tuning of the evolution. For example, we showed that such extensive mutual information is also realized in the disordered 3D Anderson model for diffusive, non-interacting fermions, which is a widely used model for investigating transport. In the case of the Anderson model, we directly linked the volume law mutual information in the nonequilibrium steady state (NESS) to correlations between the scattering state wavefunctions in different scattering channels at a given energy. Future work could investigate the behavior of the NESS entanglement across the metal-insulator transition, where, naively, one expects a crossover to an area law scaling due to the localization of the wavefunctions. Using the mapping of disorder averaged Anderson models to supersymmetric field theories [96] , it will be interesting to understand how the volume law mutual information of the NESS emerges in the corresponding field theoretic description. Determining more general conditions under which one can achieve such a strong violation of local equilibrium is a promising direction for future research. Finally, one is naturally led to ask whether such large deviations of the entropy away from local equilibrium or extensive entanglement can be harnessed as a thermodynamic resource or for applications in quantum information science.
In the context of open quantum systems, our work introduces the concept of NEAS density matrices to the description of the long-time behavior of non-equilibrium open systems with noise or time-dependence in their parameters. In time-independent systems, there is a natural classification of NESSs into those described by lowentropy mixtures of a few pure states and high-entropy mixed states, with the latter often having an effective thermal description at long wavelengths [104] . Extending this classification program to the description of NEASs may prove a rich direction of research.
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Appendix A: Overview of Appendices
The Appendices are organized as follows: In Appendix B we present several general theorems that prove the existence of a set of NEAS density matrices for the local random circuit model. In Appendix C we review some basic properties of the symmetric simple exclusion process (SSEP), which describes the time-averaged behavior of the random circuit model. In Appendix D we provide more details for the analysis of the scaling limit in phase II. In Appendix E we derive a compact representation of the replicated density matrix that describes both the quantum chaotic phase III and the crossovers between the three phases. In Appendix F we present an analysis of the von Neumann entropy of an open random circuit without charge conservation. For a zero entropy reservoir, we find that the entropy of the system is reduced by one bit, on average, compared to the infinite temperature state.
Appendix B: Stationary random quantum circuits
In this appendix, we establish some basic facts about the long-time behavior of random quantum circuits coupled to reservoirs. This analysis demonstrate that the models considered in this paper have an attractive ensemble of density matrices in the long-time limit, which we refer to as non-equilibrium attracting states (NEASs).
For a given d-dimensional quantum system, an associated quantum channel E(·) is defined as a trace preserving, completely positive linear map that acts on the set of d × d complex matrices M d (C). Every quantum channel has a representation in terms of a collection of Kraus operators E k satisfying r K † r K r = I such that the density matrix of the system is transformed as [105] 
In this work we are interested in characterizing fixed points E(·), defined as
Since the set of density matrices is a compact, convex set in R n for n = d 2 − 1, Brouwer's fixed point theorem implies that every quantum channel has at least one fixed point. Some sufficient conditions for ρ ss to be unique are described in Ref. [105] .
We consider families of quantum channels E σ (·) where σ is a random variable with probability measure dσ that takes on a possibly infinite set of values. If we introduce an additional measure dν on F ss (E σ ) (e.g., determined by the distribution of initial states), this naturally induces a distribution of steady state density matrices ρ σν with measure dσdν.
In the language of quantum channels, random circuits are defined as a sequence of independent random variables σ = (σ 1 , . . . , σ n ) such that
where the E σi are assumed to be drawn from identical distributions of random quantum channels. We focus on stationary random circuits defined by the property that lim n→∞ M n (X) = ρ σ Tr(X) with a probability that converges to one, where ρ σ is a density matrix that is independent of the initial state X for all X ∈ M d (C). Such stationary random circuits have the convenient property that, for sufficiently large n, M n (·) induces a unique distribution of density matrices ρ ν with measure dν, which is stationary in the sense that E σ (ρ ν ) is also distributed with measure dν. This property leads to the steady-state equations for the average replicated density matrices
For a given distribution of quantum channels E σ , the following two theorems are useful in determining whether the associated random circuit M n (·) is stationary. First we prove that a wide class of random circuits are in fact stationary:
Theorem B.1. Let M n (·) be a random circuit that satisfies the following properties: (i) there exists m ∈ N such that, with finite probability, M m (·) has a onedimensional set of fixed points and (ii) M n is almost surely diagonalizable for every n. Then M n (·) is a stationary random circuit.
Proof. Condition (i) implies that the quantum channel M n (·) has a one-dimensional set of fixed points with a probability that converges to one with increasing n. For a given sequence σ of sufficiently large length, we denote the fixed point as ρ σ . Condition (ii) implies that we can then almost surely represent M n (·) aŝ
where λ σ k are the eigenvalues of M n (·) with magnitude strictly less than one, P σ k are projectors into the
Note that the second term in (B5) is always traceless when acting on X ∈ M d (C) due to the fact that M n (·) preserves the trace. This condition implies that
for all σ = (σ 1 , . . . , σ n ) and σ = (σ 1 , . . . , σ n ). Now consider the limit as q → ∞ of the quantum channelŝ
where µ = (σ ( −1)n+1 , . . . , σ n ). Denote by λ µ max = max k (|λ µ k |) the maximum magnitude of the eigenvalues, now
where ||A|| ∞ is the magnitude of the maximum eigenvalue of A. The RHS is a strictly decreasing sequence of positive real numbers, which must converge to zero as q → ∞. Applying condition (ii) to M qn (·) with σ = (σ 1 , . . . , σ qn ) results in the identities almost surely
Now, since the maximal eigenvalue λ σ max converges to zero, this implies the convergence with probability one
The following theorem and a weakened version, both proved in Ref. [105] , are helpful in determining whether a given M n satisfies condition (i) of Theorem B.1
span of all degree-m monomials of Kraus operators forming E n (·). Then the following are equivalent: (1) For all density matrices ρ the limit lim k→∞ E k (ρ) exists, is independent of ρ and given by a positive definite density matrix ρ ∞ . (2)There exists an m ∈ N such that for all
The modified version of this theorem has the weaker condition that we are only guaranteed the existence of an n ∈ N such that K n = M d (C). In this case, the limit lim k→∞ E k (ρ) exists, is independent of ρ, but is given by a positive semi-definite density matrix ρ ∞ . This version of the theorem applies to the restricted region of the phase diagram with p 1 = 0, where, for δ = 1, the NEASs are given by pure states, i.e., rank one density matrices.
Appendix C: The symmetric simple exclusion process
Here we review some basic properties of the symmetric simple exclusion process (SSEP) [17] . The transition matrix for SSEP can be decomposed into two single-site boundary operators and L − 1 two site operators in the bulk
where, in the local basis {11, 01, 10, 00}, W i is equal to an effective hopping matrix
while the boundary transition matrices for antisymmetric reservoirs take the form
This model has an exact solution in terms of a matrix product state (MPS) representation. Specifically,
where A L/R are infinite dimensional matrices and |U, V are vectors that satisfy the algebraic equations
From these relations it directly follows that (C4) satisfies Eq. (16) . This algebra can be used to efficiently compute the probability amplitude of any configuration by recursively reducing the number of A τi matrices in the representation of P (τ 1 , . . . , τ L ) from L to zero. Explicit representations of these matrices are given in Ref. [86] . The one and two point connected correlations functions for i < j are given by [17] 
where τ ij ≡ τ i τ j − τ i τ j . Note that the two-point function is negative due to the repulsive hard-core interactions between particles. In the scaling limit, the connected three point function also has a simple form (x < y < z)
Appendix D: Scaling limit for phase II
In this appendix, we provide more details of the derivation of the volume law correction to the average entropy and mutual information for the non-interacting fermion random circuit. First, we note that the free-fermion gates acting on sites k and k + 1 obey the relation
where V ij acts as the identity on most sites except when j is equal to k or k + 1, in which case it is a Haar random matrix on U(2) with probability p 1 , permutes sites k and k + 1 with probability (1 − p 1 )/2 due to the action of the iSWAP, or is the identity with probability (1−p 1 )/2. The action of the reservoir can also be simply accounted for by combining the action of the unitary gate, swap with the reservoir, and trace over the reservoir into a Kraus operator acting on the density matrix; however, in the scaling limit (L → ∞) a detailed consideration of the boundary operators is not necessary to lowest order in 1/L as they only serve to set boundary conditions on the course-grained correlation functions. In deriving time-evolution equations for the covariance matrix
one finds that circuit averaging will couple A ij to densitydensity fluctuations n i n j t for i = j. However, since every NEAS is a Gaussian Fermionic state, we can use Wick's theorem to to find a relation between the densitydensity correlations and A ij using the mapping ofρ to SSEP
where τ i τ j c is given in Eq. (C9). Using the definition of A ij we find the average density-density correlations are given by
From our solution for A ij = −τ ij in the scaling limit, we find that these correlations exactly vanish to lowest order in 1/L. Denoting averages over random circuits with an overbar, the time-evolution equations for the covariance matrix elements are given by
where V kσ ij acts on sites k and k + 1 and dσ is the probability measure for the randomly chosen set of gates on that site. To compute this average we can use standard formulas for Haar averages of tensor products of matrices on U(n) [54] . In particular, for a given k when i and m are all equal to either k or k + 1 we have the identity
where F kk+1 is a permutation matrix for sites k and k + 1. On the other hand, if only a pair of i indices are equal to k or k + 1 (e.g., i 1 and i 3 ), we instead have the identity
Using these relations together with (D3), we find the steady-state equations for the covariance matrix in the bulk
Before examining the steady-state solutions for finite p 1 , it is constructive to examine their behavior for p 1 = 0, where we have an analytic solution for the NEAS density matrices and their probability distribution. In this case, we see that A ii decouples from A ii+1 , which becomes undriven. As a result, A ij = 0 for j = i and we are left with a discrete diffusion equation for A ii
We define h(x) = A xL,xL , which, in the scaling limit, satisfies the boundary conditions h(0) = h(1) = 0, leading to the solution
An alternative derivation of this result is to use the mapping of P(ρ τ ) to SSEP with fully pseudo-spin polarized reservoirs to write
where τ i = 1−i/(L+1), which agrees with (D12) in the scaling limit after subtracting n i 2 t . Using this solution to compute the correction to the entropy we find
which agrees with Eq. (19) expanded to order δ 2 . For finite p 1 , the solution to the steady-state exhibits crossover behavior in the scaling limit because the A ij correlations are now sourced by the current along the diagonal. To solve for A ij , we first invert the steadystate solution of (D8) and find
where cosh λ = 3+p1 3−p1 . This expression is valid in the bulk up to exponentially small corrections on the order of e −λL . Notice that the second term is non-perturbative in p 1 , which is consistent with the non-analytic behavior we find in the entropy and mutual information. Defining a(x, y) = A xL,yL+1 , we can rewrite the first term as
Inserting this identity into (D9) leads to the coarsegrained diffusion equation for a(x, y)
The second term on the RHS contributes an O(L −2 ) correction to a(x, y), which is why we neglected it in the discussion in the main text.
Appendix E: Average replicated density matrix in chaotic phase III
In this appendix, we solve for the one and two point correlation functions of the time averaged replicated density matrix ρ ⊗ ρ t perturbatively in δ and L −1 . Using the ansatz that the higher order connected correlation functions scale with higher powers of δ, these correlation functions then allow us to compute the deviations of the average entropy and mutual information away fromρ. As discussed in the main text, we find that the entropy converges to that of local equilibrium, while the mutual information obeys an area law to second order in δ.
To describe the dynamics of the NEAS ρ ν , we first decompose the state into a complete set of orthogonal, Hermitian operators S normalized according to Tr(SS
The random channels that make up the random circuit map the state ρ ν to a different NEAS E σ (ρ ν ). Defining the coefficients e σ SS by
the density matrix is updated as
Then the average moments in the NEASs satisfy
as a result the matrix ρ ⊗n t is given by the NESS of a stochastic process in the space of operator strings with the transition matrix W SS = e σ S1S 1 · · · e σ SnS n t − δ SS [54] .
To compute the average entropy and mutual information to lowest order in δ it is sufficient to have access to only the doubled matrix ρ ⊗ ρ t . To solve for this operator, we first reduce to a subset of the full Hilbert space that describes the NEASs. Unitarity of the bulk dynamics implies that ρ 2 evolves with the same average dynamics as ρ. This implies that ρ 2 t has only diagonal components in the local z-basis, placing constraints on which second order moments a S a S t are allowed to be non-zero. In particular, the only allowed operator string pairs 
where the single-site operators are taken as u = (1 + σ z )/2, d = (1 − σ z )/2, = σ − , and r = σ + . This simplification reduces the size of the Hilbert space needed to represent ρ ⊗ ρ t from 16 L to 6 L .
To describe the dynamics in this basis we make a formal mapping of each of these on-site operator pairs to one of three classes of spin-1/2 particles:
It is further convenient to make a Jordan-Wigner transformation on the i and r i operators, which leads to an anti-commutation relation for the a and c particles. We can then map the solution for ρ ⊗ ρ t to the NESS of a six species symmetric exclusion process in the space (µ s1 1 , . . . , µ s N N ), where µ i ∈ {a, b, c}, s i ∈ {↑, ↓}. We can evaluate the transition matrix in this representation following a similar approach as for the NIF random circuit making use of standard formulas for averages over Haar random unitaries. We find that the amplitude of each configuration P L evolves according
The two-site transition matrix in the bulk is a 6×6×6×6 tensor with nonzero entries
The right boundary transition matrix R R can be obtained by switching p d and p u in the expressions for R L .
From these expressions we see the interacting gates effectively induce a dissipative interaction between a and c particles. This can be understood intuitively because the interactions effectively couple the off-diagonal correlations of the fermions to density-density fluctuations, which damp out the off-diagonal terms. Alternatively, the presence of these dissipative terms can be understood using the arguments given in the main text whereby the non-conserved operators spread ballistically to the reservoirs where they are decohered, which leads to a dissipation term in the bulk.
There are several helpful identities to keep in mind when working with this representation for ρ ⊗ ρ t . First, the fact that Tr[ρ] = 1 is reflected by the identity
This conservation law is explicitly preserved by the bulk and boundary transition matrices. Similarly we can express the average purity as
The average purity is preserved by the bulk transition matrices, which are associated with unitary dynamics; however, purity is not conserved by the boundary matrices. These boundary terms conserve the total number of b and c particles to preserve probability, but give rise to pure damping of the a particles. The reduced density matrices for a subset of sites A = {i 1 , . . . , i n } ⊂ {1, . . . , L} have the representation
where A c is the complement of A, ρ A = Tr A c [ρ], and µ si i denotes the single-site operator in the doubled space corresponding to the label µ si i . In order to map the dynamics of P L to a classical stochastic lattice gas, one requires that P L ≥ 0 for all configurations of the particles. By definition, positivity of P L is guaranteed for configurations that contain only a and b particles and only b and c particles; however, any configuration that contains a mixture of a and c particles is allowed to have negative weight. This fact should provide sufficient warning to the reader to avoid literally interpreting the dynamics of the abc-model as a classical stochastic lattice gas. On the other hand, for the problem at hand and sufficiently small values of δ, we find that P L does not have negative weight configurations in the large L limit. Thus our analysis provides an a posteriori justification for the interpretation of the abc-model as a classical stochastic lattice gas, but we do not assume the positivity of P L in the analysis below.
To compute quantities such as the entropy, purity, or mutual information it is obviously sufficient to have access to arbitrarily high-order correlation functions. In the case of the NIF random circuit we took advantage of the fact that the NEASs are Gaussian fermionic states to represent the entropy in terms of two-point functions. For the full interacting problem such a simplification is no longer possible. Instead we take advantage of the fact that the only correlations in the system are perturbatively suppressed in the current J ∼ δ/L. This allows us to make an expansion of the NEAS density matrices around product states
where the δρ 1... n are defined recursively as the deviation of the reduced density matrix on sites 1 , . . . , n from the cluster expansion. This property implies that any partial trace over δρ 1 ... n is zero. Due to the fact that the NEASs for δ = 0 are product states, each of these terms must be at least order δ.
To illustrate the validity of such an expansion for this class of current-driven problems we consider a few examples, focusing on the case of the NIF random circuit for p 2 = 0. For the NESS of SSEP represented as a density matrix, one can rigorously prove that these connected correlation functions satisfy the scaling [17] 
For the discrete hopping random circuit we saw that δρ 1... n = 0 for all n. In the case of the NIF random circuit, the mutual information between two halves of the chain satisfies a volume law, thus we know these states contain significant long-range correlations. Nevertheless, we will now argue that the expansion in (E15), which occurs in the original spin-basis instead of the fermionic basis, is still valid. In phase II we found that the off-diagonal matrix elements of δρ m scale, with highprobability, as δ/ √ L, while the diagonal elements scale as δ 2 /L 2 . To evaluate the scaling of the higher-order connected correlation functions we can use the representation of ρ as a Gaussian fermionic state and Wick's theorem to relate these correlations to the two point functions. For example, the non-zero connected 3-point functions for i < j < k have the scaling for the off-diagonal correlations
while the connected correlations on the diagonal scale as
More generally, we find that the off-diagonal connected correlation functions of length n, for n even, scale as δ n/2 /L n/2 , while, for n odd, they scale as
For the diagonal connected correlations we instead find the scaling δ n /L n/2 . Finally, we remark that an important feature of the class of NEASs we consider is that every density matrix in the ensemble has no correlations between states with different total z-angular momentum. This implies that the singlesite density matrices ρ i have no off-diagonal components. When evaluating the purity to order δ 2 we can represent
Here we were able to drop several terms because of the scaling
These scalings follow because multiplication by the single-site density matrices does not map off-diagonal terms of δρ 1··· n onto the diagonal, while the diagonal components have the scaling
Thus, despite the volume law mutual information in phase II, quantities such as the entropy and mutual information can be computed with access only to non-extensive correlation functions of ρ and without knowledge of the Gaussian fermionic structure of the NEASs. The error in the nth order truncation scales as δ n For the quantum chaotic phase it is more convenient to apply the ansatz in (E15) to ρ ⊗ ρ t instead of each instance of the random circuit. This is because the averaging over random circuits can induce correlations even between product state density matrices. For example, for p 1 = 0 the NEASs are pure product states, while P(ρ) encodes all the long-range correlations of the symmetric simple exclusion process (see Appendix C).
Based on (E12) and the symmetries of the problem for m L = −m R , to compute the average purity we need to find the correlation functions
These correlation functions are subject to several mathematical constraints. Conservation of probability implies that
) is independent of s by the definition of the c-particles. A second constraint can be found using the fact that tracing over the second replica reduces the doubled density matrix toρ. For the single site density matrices this implies
where we made use of Eq. (C8). Expanding in δ, the single-site correlation functions take the form
which follows because sending δ → −δ mapsb ↑ i →b ↓ i . We can use (E28) to constrain all the terms with odd powers of δ in this sum. In particular, the only non-zero term with an odd power of δ is
which is an exact result. We can derive similar constraints for the two-point functions. First, they are symmetric under the mapping δ → −δ. This implies that the only unique two-point functions are: 
Tracing over one of the replicas similar to (E28) then leads to the relations
As a result of these constraints, to lowest order in δ the unknown correlation functions are
It is convenient to work in scaled coordinates and define the variables
b(x, y) ≡ δb 
τ (x, y) ≡ τ LxLy+1 .
A direct calculation to lowest order in 1/L and second order in δ shows that these variables satisfy independent diffusion equations away from the diagonal (x = y) 
These variables are mixed by the boundary conditions on the diagonal 
Solving for the other components in phase III, (i.e., p 1,2 L 2 1) gives the solutions
a(x, y) = 1 
Here the coefficients α i are all order one and take the explicit values
Consequently, the average entropy and mutual information of the NEAS density matrices is equal to that of local equilibrium in the scaling limit.
Appendix F: Open random quantum circuit without charge conservation
To compare to the random circuit with conservation laws studied in the main text, here we analyze an open random circuit without conservation laws acting on a spin chain with one end of the chain coupled to a zero entropy, spin-polarized reservoir. In this case we find that the NEASs have, on average, one bit of entropy less than the infinite temperature state. This result can be understood intuitively because as the reservoir becomes entangled with the system, it is also injecting known pure states. As shown in Fig. 9 , this reduces the entropy of the system by one bit, which is spread non-locally across the entire chain due to the chaotic dynamics in the bulk. The random circuit is composed of Haar random twoqubit unitaries U µ ii+1 acting on each pair of nearest neighbors. After a unitary is applied on site 0, this site is swapped with a spin from the reservoir. We can write the combined action of the unitary gate on sites 0 and 1 and the swap with the reservoir as a quantum channel acting on the reduced density matrix ρ for sites 1, . . . , L The time-averaged density matrix is simply given by the infinite temperature stateρ = 2 −L I; however, since the reservoir has zero entropy we do not expect the higher order moments of ρ to be at infinite temperature. We can evaluate the average purity by noting that ρ 2 is also proportional to I, which implies that the second order moments of the density matrix coefficients satisfy a S a S † t ∝ δ SS .
For this problem we can then write the second order moment equations in the form
Further simplifications are possible by noting that, due to the symmetry of the problem, the average population of strings with S i = X, Y, Z are equal in the NEASs. This allows us to represent each S → 01001 . . . by binary strings, where 0/1 denote whether a given site has a trivial/nontrivial operator [54] . In this case, the local Hilbert space for the strings is mapped to a pseudo-spin 1/2 and the update matrix takes the form 
where R acts on site 1 in the basis {0, 1} and W i acts on sites i and i + 1 in the basis {00, 01, 10, 11}. The birth and death rates of the non-trivial strings on site 1 are given by b = 0.2 and d = 0.6, respectively. The operator ρ 2 is fully determined by its trace
Due to the mixing induced by the boundary, the populations p 1 = S |a 1S | 2 and p µ = S |a µS | 2 have to be treated separately. We can write down a reduced Markov chain describing only the populations p 1 = S |a 1S | 2 , p µ = S |a µS | 2 , and the population in the identity string
This Markov chain describes the process whereby the trivial string gives birth to a nontrivial operator at site 1. This operator then spreads throughout the system, leading to a finite mixing with p 1 due to evolution under W 1 at rate ∼ 1/3. The strings with a non-trivial operator at site 1 die at rate d and can be born from the non-trivial operator strings with the identity at site 1 at rate b. The steady state is independent of and is given by
The average purity is given by
which shows that the NEASs have, on average, one bit of entropy less than the infinite temperature state. We have checked that this analysis gives excellent agreement with numerics on small chains (see Fig. 9 ). There are small finite size corrections due to the fact that there is a slightly higher probability of the information bit being lost at site one, but these decay exponentially with L.
