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INTRODUCTION
E NSEMBLE of multiple learning machines, i.e., a group of learners that work together as a committee, has attracted a lot of research interest in the machine learning community since it is considered as a good approach to improve the generalization ability [3] . Most ensemble learning algorithms train the individual neural network independently or sequentially, so the advantages of interaction and cooperation among the individual networks are not exploited. However, Liu and Yao [1] , [2] have shown that the cooperation with ensemble members is useful for obtaining better ensembles. This new approach opens a new research area where the design and training of the different networks can be interdependent.
Negative Correlation Learning (NCL) [1] , [2] emphasizes the interaction and cooperation among individual neural networks in the ensemble and has performed well on a number of empirical applications, including regression problems [4] and classification problems [5] . NCL introduces a correlation penalty term to the cost function of each individual network so that each neural network minimizes its MSE together with the correlation with the ensemble.
According to the definition of NCL, it seems that the correlation term in the cost function acts as the regularization term. However, we observed that the training of NCL with the penalty coefficient set to 1 corresponds to treating the entire ensemble as a single estimator and considering only the empirical training error without regularization [21] . In this case, NCL only reduces the empirical MSE of the ensemble, and it pays less attention to regularizing the complexity of the ensemble, which leads NCL to be prone to overfitting the noise in the training set. Similarly, setting a zero or small positive corresponds to independently training these estimators without regularization, and in this case, NCL is prone to overfitting as well.
NCL can use the penalty coefficient to explicitly alter the emphasis on the MSE and correlation portion of the ensemble, and thus, alleviate the overfitting problem to some extent. However, NCL could not totally overcome the overfitting problem by tuning this parameter without regularization, especially when dealing with data with nontrivial noise, which will be implicitly evidenced by the empirical work on multiobjective implementation of NCL in this paper. The regularization term is especially beneficial to NCL since large weights are usually connected with nearlinear dependence among groups of units in the network, and negative correlation learning would seem to potentiate the appearance of large weights in the ensemble.
Another problem with NCL is that the parameter , which controls the trade-off between empirical error and correlation, needs to be tuned. Although this parameter is crucial to the performance of NCL, there is no formulated approach to select the parameter. Optimization of the parameter usually involves cross-validation, whose computation is extremely expensive.
In order to address these problems, this paper proposes a multiobjective regularized negative correlation learning (MRNCL) algorithm. MRNCL incorporates an additional regularization term for the ensemble [21] , which can be decomposed into different parts for each network. By incorporating an additional regularization term, the training of an individual neural network in MRNCL involves minimization of the three terms: empirical training error term, correlation penalty term, and the regularization term.
However, how to balance the trade-off among the three terms is crucial for the generalization performance of ensemble. Poor generalization occurs if the trade-off is unbalanced. The usual approach is to assign coefficient parameters to these terms and choose the appropriate coefficients based on tedious trial-and-error processes.
The idea of the paper is the introduction of an evolutionary multiobjective algorithm to search the best trade-off among the three terms: the empirical error, correlation, and regularization. Evolutionary multiobjective algorithms are well suited to search the optimal trade-off among different objectives by parallelizing the search using a population of networks and biasing toward the Pareto front and, at the same time, maintaining population diversity to obtain as many candidate solutions as possible. These properties are especially important in ensemble design.
Since the regularization term is considered as one objective in MRNCL, the networks with appropriate regularization are preferable in MRNCL. Thus, the obtained ensemble is regularized and is more robust against noise in the training set.
MRNCL algorithm not only addresses the issues concerned with NCL, but also provides the following advantages:
1. Being a multiobjective algorithm, the approach is able to produce a diverse ensemble. Some individuals are good at minimizing the training error; some pay more attention to cooperation and the others manage to control the complexity. 2. The parameters of individual networks can be effectively obtained in the evolutionary multiobjective algorithm. 3. Due to the regularization term, the obtained ensemble is regularized and is more robust against noise in the training set. 4. There is no need to weigh the different objectives by optimizing the coefficient parameters. The key contributions of this paper include:
1. we verify the overfitting of NCL due to lack of regularization from multiobjective learning point of view; 2. we employ an additional regularization term to control the complexity of the ensemble; 3. we implement the algorithm using evolutionary multiobjective algorithm, and 4. we carry out extensive experimental studies to evaluate and compare MRNCL with some existing ones. The rest of this paper is organized as follows: After the background description in Section 2, the proposed algorithm is introduced in Section 3. Experimental results and discussions are presented in Section 4. Finally, Section 5 concludes the paper.
BACKGROUND
Neural network ensembles [3] are a learning paradigm where a collection of neural networks are trained for the same task. There have been many ensemble methods studied in the literature, such as Bagging [6] , Boosting [7] , ensemble of features [8] , and so on. Most ensemble learning algorithms train individual neural networks independently or sequentially.
Negative correlation learning [1] , [2] is a successful neural network ensemble learning algorithm. It is different from previous works such as bagging or boosting, since NCL emphasizes interaction and cooperation among individual learners in the ensemble by using an unsupervised penalty term in the error function to produce biased individuals whose errors tend to be negatively correlated.
In 2000, Abbass [9] first proposed a memetic multiobjective evolutionary approach to evolve artificial neural networks. Two objectives are considered in this algorithm. One is to minimize the error and the other is to minimize the number of hidden units, which can be thought as a kind of regularization measure. This method first proposed the idea to consider both regularization and accuracy in a multiobjective algorithm and to combine the individuals in the pareto front for final predictions.
In 2001, McKay and Abbass [10] presented an alternative anticorrelation measure, root-quartic negative correlation learning (RTQRT-NCL) and used the anticorrelation in training neural network ensembles. The empirical results showed significant improvements for both artificial neural networks (ANN) and genetic programming (GP) learning machines. They also derived a theoretical explanation of the improved performance of RTQRT-NCL in larger ensembles. Later, Abbass [11] employed a multiobjective evolutionary algorithm and a gradient-based local search method to train neural networks and simultaneously optimize their architectures. A neural network ensemble can be generated by combining the networks in the final generation.
In 2004, Jin et al. [12] used a multiobjective evolutionary algorithm to optimize the accuracy and regularization of neural networks. As a natural byproduct of the multiobjective evolutionary approach to neural network learning, neural network ensembles can be easily constructed using the obtained networks with different levels of model complexity.
Islam et al. [13] took a constructive approach to building the ensemble, starting from a small group of networks with a minimal architecture. The networks are all partially trained using NCL. The approach can automatically determine weights, network topologies, and ensemble membership. In the following work, Brown et al. [14] formalized NCL, providing a statistical interpretation of its success. Furthermore, for estimators that are linear combinations of other functions, they derive an upper bound on the penalty coefficient, based on properties of the Hessian matrix.
Diverse and accurate ensemble learning algorithm [15] , [16] is an approach that combines evolving neural networks and a multiobjective algorithm. In this paper, adaptive Gaussian variance is employed for generating the offspring and the memetic pareto artificial neural network algorithm [9] was used for evolving neural networks. Finally, diverse and accurate classifiers can be achieved through these procedures. Oliveira et al. [17] use multiobjective evolutionary algorithms to generate an ensemble to solve the handwritten recognition problem. This algorithm produces a set of classifiers with a small number of features and a low error rate by evolving these classifiers with different randomly chosen features. The combination weights of ensemble are obtained by a multiobjective algorithm with two different objectives: diversity and accuracy.
Cooperative coevolution of artificial neural network ensembles [18] combines the coevolution of different subpopulations of diverse networks and the evolution of the combination weights of these networks. In this algorithm, the cooperation with the rest of the population is defined as one objective, and each network is evaluated in the evolutionary process using a multiobjective evolutionary method. Thus, the algorithm encourages the collaboration among individuals and improves the combination schemes for the ensemble.
Chen et al. [19] propose to incorporate bootstrap of data, random feature subspaces [8] , and evolutionary algorithms with NCL to automatically design accurate and diverse ensembles. The idea promotes the diversity within the ensemble and simultaneously emphasizes the accuracy and cooperation in the ensemble. Dam et al. [20] apply the NCL algorithm to train the neural network ensemble in learning classifier systems, where NCL is shown to improve the generalization of the ensemble.
In [21] , Chen and Yao propose the regularized negative correlation learning (RNCL) algorithm with set to 1 and make use of Bayesian inference to infer the explicit regularization parameters. In this paper, we formulate the regularized negative correlation learning as a multiobjective evolutionary learning problem. A multiobjective evolutionary algorithm is used to search effectively the best trade-off among these objectives without searching for the combination parameters to weigh these objectives. Compared with RNCL by gradient descent with Bayesian inference in [21] , MRNCL often achieves a little better performance by considering an additional weighting coefficient of the correlation term. The potential advantages of the multiobjective approach include: it enables us to observe the interaction and trade-off among different objectives; and it enables us to add or remove an objective easily without changing the overall algorithm. However, the benefits come with the price, more computational time to train MRNCL.
MULTIOBJECTIVE REGULARIZED NEGATIVE CORRELATION LEARNING
This section analyzes NCL and its potential risk of overfitting. In order to address the problem, a multiobjective regularized NCL algorithm is proposed.
Negative Correlation Learning
NCL introduces a correlation penalty term to the error function of each individual network in the ensemble so that all the networks can be trained interactively on the same training data set. Given the training set fx n ; y n g N n¼1 , NCL combines M neural networks f i ðxÞ to constitute the ensemble
In training network f i , the cost function e i for network i is defined by
where is a weighting parameter on the penalty term p i :
The first term on the right-hand side of (1) is the empirical training error of network i. The second term p i is a correlation penalty function. The purpose of minimizing p i is to negatively correlate each network's error with the error for the rest of the ensemble. The parameter controls a trade-off between the training error term and the penalty term. With ¼ 0, we would have an ensemble with each network trained independently. If is increased, more and more emphasis would be placed on minimizing the penalty.
Based on the individual error function (1), the error function for the ensemble can be obtained by averaging these individual network errors e i . If ¼ 1, the average error E of all the individual networks e i is obtained as follows:
As explained in [1] , minimizing each e i individually also minimizes E. According to (3) , the error function of NCL is equivalent to training a single estimator f ens ðx n Þ instead of training each individual network separately. It is also observed that NCL only minimizes the empirical training MSE P N n¼1 ðf ens ðx n Þ À y n Þ 2 but does not regularize the complexity of the ensemble. As discussed in Section 1, only minimizing MSE leads to overfitting. In Section 4, we will present the empirical evidence showing that NCL is prone to overfitting. 1 In order to improve the generalization ability of NCL, the next section presents a new multiobjective regularized NCL algorithm.
Multiobjective Regularized Negative Correlation Learning
Following the traditional strategy to avoid overfitting, a regularization term is incorporated into the ensemble error function:
where w i ¼ ðw i;1 ; . . . ; w i;n i Þ T is the weight vector of neural network i and n i is the total number of weights in network i. This regularization term P M i¼1 i w T i w i is the weight decay [22] term for the entire ensemble. In order to train each neural network with its regularization, we have to decompose the regularization term into M parts, each part for a network. The error function for network i can be obtained as follows:
Comparing this error function with the cost function of NCL (1), MRNCL imposes a regularization term on every individual neural network and MRNCL needs to optimize both the correlation coefficient and the regularization parameters i .
According to (5) , the training of an individual neural network in MRNCL involves minimization of three terms: empirical training error term, correlation penalty term, and the regularization term. The generalization of ensemble depends on the trade-off among the three terms and how to balance the trade-off among the three terms for different problems becomes an important problem. This paper makes use of an evolutionary multiobjective algorithm to balance the trade-off.
The formulation of MRNCL is not heuristic but based on the Bayesian statistical model. According to Appendix A, MRNCL is an application of the Bayesian framework in an ensemble system [21] . The squared weight decay term, i.e., the regularization term, corresponds to the prior of the weight vector in the ensemble. This is the reason why we only include the squared weight decay term as the regularization term in the multiobjective algorithm. This intrinsic Bayesian characteristic of MRNCL potentially facilitates the incorporation of Bayesian methods in evolutionary multiobjective algorithms to improve the performance of MRNCL.
According to (5), MRNCL defines the following three objectives:
. Objective of Performance P N n¼1 ðf i ðx n Þ À y n Þ 2 : This objective measures the empirical mean square error based on the training set. . Objective of Correlation À P N n¼1 ðf i ðx n Þ À f ens ðx n ÞÞ 2 : This correlation term measures the amount of variability among the ensemble members and this term can also be treated as the diversity measure [23] . From both theoretical and experimental results, it has been shown that, if the individual networks in an ensemble are unbiased, the most effective combination of them occurs when the errors of the individual networks are negatively correlated. This objective encourages individual networks to negatively correlate their errors, and thus, helps to generate a diverse ensemble.
. Objective of Regularization w
Based on the regularization theory [24] , the weight decay term [22] is employed to punish large weights. The weight decay term causes the weights to converge to smaller absolute values than they otherwise would. The regularization term helps the generalization ability of a neural network because large weights can hurt generalization in two different ways: 1) excessively large weights leading to hidden nodes can cause the output function to be too rough, possibly with neardiscontinuities. Excessively large weights leading to output nodes can cause wild outputs far beyond the range of the data if the output activation function is not bounded to the same range as the data. 2) Large weights can cause excessive variance of the output [25] . The regularization term is beneficial to NCL since large weights are usually connected with nearlinear dependence among groups of nodes in the network, and NCL would seem to potentiate the appearance of large weights in the ensemble.
Component Networks and Evolutionary Operators
The component network in the ensemble is a radial basis function (RBF) network. The output of RBF network is computed as a linear combination of K basis functions
where w ¼ ðw 1 ; . . . ; w K Þ T denotes the weight vector in the output layer and È ¼ ð 1 ; . . . ; k Þ is the vector of basis functions. The Gaussian basis functions k are defined as
where k and k denote means and widths of the Gaussian, respectively. The training of RBF network is separated into two steps. In the first step, the means k are initialized with randomly selected data points from the training set and the variances k are determined as the euclidean distance between k and the closest i ði 6 ¼ k; i 2 f1; . . . ; KgÞ. Then, in the second step, we perform gradient descent in the regularized error function (weight decay)
In order to fine-tune the centers and widths, we simultaneously adjust the output weights, the RBF centers, and the variances. Taking the derivative of (6) with respect to RBF means k and variances 2 k , we obtain
These two derivatives are employed in the minimization of (6) by scaled-conjugategradient descent, where we always compute the optimal output weights in every evaluation of the error function. The optimal output weights w can be computed in closed form by
where y ¼ðy 1 ; . . . ; y n Þ T denotes the output vector, and I is an identity matrix. We use RBF networks as the base learners because of the following advantages: 1) If the centers and widths of the basis functions have been chosen, the optimal output weights w can be efficiently computed in closed form, which means the performance mostly depends on the selection of basis functions.
2) It is reasonable to define crossover and mutation operators in structural-evolving RBF networks by tuning these basis functions.
Based on the above reasons, the crossover and mutation operators for RBF networks are described as follows:
. Crossover Operator: Since the performance of an RBF network mostly depends on the basis functions, i.e., the centers and the widths, the crossover operator is defined to exchange the basis functions of two RBF networks. Many crossover techniques exist in the literatures, such as one-point crossover, two-point crossover, and "cut and splice" crossover [26] . In an RBF network ensemble, as different networks may have different numbers of basis functions, the "cut and splice" approach has been adopted by randomly choosing separate crossover points for two RBF networks and swapping their basis functions beyond those points. . Mutation Operator: This paper defines two structural mutation operators for RBF networks:
Deleting one basis function. Randomly select one basis function and delete it. -Adding one basis function. The center of the new basis function is determined by a randomly selected data point from the training set. Then, the width of the basis function is chosen as the minimal distance from other centers in this RBF network. As the crossover and mutation operations may not generate the optimal combination of basis functions, in order to fine-tune the center, width, and the weight vector, we simultaneously adjust the output weights, the RBF centers, and widths based on (7), (8) , and (9). This procedure is also called parametric mutation [18] , which modifies the parameters of the network without modifying its topology. This parametric mutation is performed for a few iterations (in our experiments, only one scaled-conjugate-gradient update is employed).
Multiobjective Evolution of Ensemble and
Rank-Based Fitness Assignment
In this paper, we will consider a population of individuals who have three objectives and a multiobjective algorithm is employed to select a set of best classifiers with respect to the three objectives. There are a lot of multiobjective algorithms available and the selection of the most suitable algorithm is not a trivial task [27] . In this paper, nondominated sorting with fitness sharing [28] and rank-based fitness assignment are employed. The idea underlying nondominated sorting is the use of a ranking selection method to emphasize current nondominated individuals and a niching method to maintain diversity in the population. Nondominated sorting is based on layers of Pareto front, which ranks the individuals in the population by fronts that lead to fast convergence to Pareto front in the final population and the diversity is maintained by a niching method in the population.
The nondominated sorting algorithm consists of two stages: One is to obtain the nondominated fronts of different layers and every individual of these fronts is assigned an equal dummy fitness. The algorithm used for obtaining the nondominated set of solutions compares the individuals pairwise and marks as dominated all the individuals that are dominated by at least one member of the population. The second is that the members of every front share their fitness [29] with the constraints that none of the members of a front gets a higher fitness than any of the members of the previous front.
Since the dummy fitness assigned by nondominated sorting is raw, sometimes the range of the raw fitness is too large, leading to the situation that some networks reproduce too rapidly, taking over the population too quickly, and preventing the evolutionary algorithm from searching other areas of the solution space. This paper employs rankbased fitness assignment to reassign the fitness to the networks because rank-based fitness assignment behaves in a more robust manner than proportional fitness assignment. In rank-based fitness assignment, the population is sorted according to the raw fitness values. The fitness assigned to each individual depends only on its position in the individuals' ranking and not on the actual raw fitness value.
Assume the best individual in a population ranks the first. The probability of selecting individual i can be calculated as follows [30] :
where M is the population size, and max and min are two parameters.
In order to encourage diversity in the population, our algorithm uses the recommended values [30] , max ¼ 1:1 and min ¼ 0:9, to have an appropriate selection pressure.
Since we compare the children with the parents before being admitted into the population, a large selective pressure will lead some individuals to reproduce too rapidly, and thus, limits the search ability of the evolutionary algorithm. It is the reason why we use max ¼ 1:1 and min ¼ 0:9 in our paper.
Algorithm Description
The details about Multiobjective Regularized Negative Correlation Learning (MRNCL) are summarized in Fig. 1 . Note that in the crossover and mutation operations, the comparison of the child network with the parent network is conducted as follows: 
EXPERIMENTAL STUDIES
In this section, we present the experimental results of MRNCL and MNCL, which employs a multiobjective algorithm (two objectives: training error and correlation term) to train negative correlation ensemble. We use MNCL instead of gradient-based NCL because MRNCL uses multiobjective algorithm and it is fair and natural to employ the multiobjective algorithm to train NCL.
In order to compare our algorithm with previous work on multiobjective ensemble learning, we have obtained the source code from Dr. Yaochu Jin and used the same parameters as their algorithm in [12] . This algorithm evolves multilayer perception (MLP) using two objectives (training error and regularization, i.e., number of connections in MLP) and we name the algorithm as multiobjective neural network (MoNN) in this paper.
In this section, first, we present experimental results of MRNCL and other algorithms on four synthetic classification problems in order to understand the behavior of these algorithms. We also design two experiments with different noise levels to study the characteristics of MRNCL, MNCL, and MoNN on noisy data. Second, we carry out extensive experiments on 16 benchmark classification data sets to compare the performance of MRNCL, MNCL, and other classifiers.
Experimental Setup
In our experiments, radial basis function networks are used as the individual classifiers. The number of hidden nodes is randomly selected but restricted in the range of 5-15. The parameters in the evolutionary algorithm are set to: the 2. The raw fitness values depend on their ranked layers (fronts) in the population. If they are in the same layer (front), e.g., they are both nondominant solutions, the one in less crowded area will receive greater fitness according to the fitness sharing algorithm. population size M (100), the number of crossovers in one generation 20, the number of mutations in one generation 10, the number of generations (200), and the parameter of fitness sharing share (0.2). These parameters are chosen after some preliminary experiments. They are not meant to be optimal.
In the experiments, we restrict the minimal hidden nodes of RBF networks to three in MRNCL and MNCL to discourage improperly simple networks.
Synthetic Data Sets
As the first experiment, we demonstrate the results of MRNCL on four synthetic data sets in two dimensions in order to illustrate graphically the decision boundaries.
These four data sets are as follows:
1. synth is generated from mixtures of two Gaussians by [31] . 2. Overlap comes from two Gaussian distributions with equal covariance, and is expected to be separated by a linear plane. 3. Bumpy comes from two equal Gaussians but being rotated by 90 degrees. Quadratic boundaries are required. 4. Relevance is a case where only one dimension of the data is relevant to separating the data. In Fig. 2 , we present a comparison of MRNCL, MNCL, and MoNN. We can observe a similar performance of MRNCL and MNCL in the case of Relevance. Since the data set is noise-free, MRNCL and MNCL successfully separate the two classes. In this data set, MoNN generates two linear lines with unnecessary training error.
The reason is that MoNN can reduce the regularization by deleting connections and nodes of MLP while it could not always reduce the MSE due to the intrinsic complexity of the data set. In the end, MoNN tends to select the networks with small regularization, and thus, overregularizes the ensemble in some cases.
The situation is similar in the case of Overlap. Since it is difficult for RBF networks, which are used as component learners in MRNCL and MNCL, to obtain linear decision boundaries [32] , MRNCL produces near-linear boundary, while the boundary of MNCL is a little twisty. MoNN generates a linear line according to the expectation to separate the data set.
We observe that MRNCL gives more accurate results in other cases. In the cases of Synth and Bumpy, MRNCL produces smooth boundary and disregards the outliers in the training points. In the case of Synth, MoNN tries to use a near-linear boundary to separate the nonlinear data set consisting of four Gaussians. The generated model is overregularized, and thus, degrades the performance. In the case of Bumpy, although the decision boundary of MoNN is smooth, it does not generate an appropriate boundary according to expectation. (The optimal boundary is a quadratic one.) Since the noise level is large because of these overlapping points in the case of Bumpy, MNCL does not generalize well and produces the twisty boundary. In the case of Synth, MNCL concentrates on several outliers and generates a corner in the boundary. Fig. 3 illustrates the mean values of these three objectives in different generations. The arrow points from the first generation to the final generation. According to these figures, MRNCL algorithm tries to minimize the three objectives. However, based on the analysis in Section 3, the empirical training error is negatively correlated with the correlation term. Instead of minimizing the three objectives simultaneously, MRNCL seeks to find a good balance between the two objectives, training error and the correlation term, and MRNCL always minimizes the third objective, the regularization term, in the evolutionary algorithm.
In order to illustrate the effect of negative correlation term in these algorithms, we employ a popular diversity measure, Q statistics 3 [33] , and measure the diversity in each generation for these three algorithms. The results are presented in Fig. 4 . In this figure, MRNCL and MNCL encourage diversity 4 in the evolution while MoNN does not pay much attention to increasing diversity in the evolution. In Fig. 4d , since Relevance is a noise-free data set, most networks concentrate on the training error and MRNCL does not need more diversity to classify this data set. This indicates that MRNCL can choose the best trade-off among these objectives for different problems. Based on the formulation of MRNCL and the observations, the main function of the negative correlation term is to encourage diversity in the ensemble.
The 3D view of the last population is illustrated in Fig. 5 . The negative correlation between the empirical error term and the correlation term has been confirmed by these figures. The final population distributes a good trade-off between these three objectives for all the data sets. According to this figure, we also notice that almost 80-90 percent of the solutions in the last generation are nondominated solutions. In Section 4.5, we will present the performance of ensembles by using only the nondominated solutions in MRNCL.
Experimental Results on Noisy Data
In order to explore the behavior of MRNCL and other multiobjective learning methods with different noise levels, we conduct two additional experiments. In the experiments, we select two data sets: synth and banana. 5 To change the noise level, we randomly select different percentages of data points and reverse their labels. We run 100 times and report the average results in Fig. 6. Figs. 6a and Fig. 6b visualize the decision boundaries of MRNCL, MNCL, and MoNN with 20 percent noise.
Though the noise level is high, MRNCL produces smooth boundaries. MNCL tries to minimize the training error and it does not generalize well. MoNN generates an oversmooth (inappropriate) decision boundary disregarding the data distribution for the synth data set. Both boundaries are biased from the optimal boundary.
We also plot the curves, Figs. 6c and 6d, of classification error versus noise level for these two data sets. In these two figures, MRNCL is a little better in the beginning, but as the In both data sets, MoNN exhibits similar curves in Figs. 6c and 6d. In the beginning, the added noise is very small. MoNN overregularized the ensemble and the obtained performance is worse than MRNCL. When the noise levels are increased (less than 0:1 $ 0:15), MoNN achieves a similar performance to MRNCL since the large regularization in MoNN helps. However, with the increase of noise levels, MoNN could not be comparable to MRNCL due to the large regularization and small diversity in the obtained ensembles. The results of MRNCL are promising on these classification problems. After the analysis with synthetic data sets, the next section presents the results of the realworld benchmark problems.
Benchmark Results
In order to evaluate the performance of MRNCL, we compare MRNCL, MNCL, and other algorithms on 16 benchmark problems. These data sets used in this paper have been summarized in Table 1 .
The first 13 data sets have been preprocessed and organized by Rätsch et al. 6 These data sets include one synthetic set (banana) and 12 data sets coming from the UCI [34] , DELVE, 7 and STATLOG repositories. The main difference between the original and Rätsch's data is that Rätsch converted every problem into binary classes and randomly partitioned every data set into 100 training and testing folds (Splice and Image have only 20 folds in Rätsch's implementation). In addition, every instance is normalized dimensionwise to have zero mean and unit standard deviation. The last three data sets including magic04, satellite, and spam are obtained from UCI machine learning repository [34] . The 10-fold cross-validation is used and the results are based on 100 runs for each data set.
For Adaboost and Bagging, we combine 200 base learners. Clearly, this number of ensemble size is somewhat arbitrary and may not be optimal. As the base learner, we use RBF nets with adaptive centers, as described in Section 3.3. The parameters of SVM (; C) (C is the regularization constant and is the width of the RBF kernel being used) are optimized on the first five training folds of each data set. On each of training folds, a 10-fold cross-validation procedure with grid search will be performed. 8 Finally, the model parameters are computed as the median of the five estimations.
The performance of MRNCL, MNCL, MoNN, Adaboost, Bagging, SVM, and RBF network over 100 runs (20 runs for Splice and Image) is summarized in Table 2 . The performance of RBF network, Adaboost, and SVM for the first 13 data sets is obtained from Rätsch's implementation. 9 We followed the similar methodology for parameter selection and reported the performance of these algorithms for the last three data sets.
According to Table 2 , MRNCL outperforms all the other methods in 10 out of 16 data sets, and comes second in six cases. In comparison with MNCL, MRNCL wins 14 times out of 16 and of them nine wins are statistically significant. In the results, MNCL performs well in the cases with little noise: Image, Thyroid, and Twonorm, which are all synthetic data with little noise (see the lower error rates). The observation validates that MNCL achieves better results when noise is small.
Adaboost with 200 learners seems to overfit the noise and it does not achieve comparable performance to other methods. SVM with cross-validation search obtains a good performance in these algorithms as it ranks first place on four out of 16 data sets.
Based on the empirical results, we notice that MoNN is prone to generate "simple" neural networks with small regularization. The reason is that there are only two objectives, regularization and mean square error, in MoNN and the regularization term can be reduced to an arbitrary small value while MSE could hardly do it due to the intrinsic complexity of the data set, especially when the data lies in a high-dimensional space.
MoNN uses an elitist nondominated sorting genetic algorithm (NSGA-II) [35] , which will archive nondominated solutions in this evolution. In this case, the final population consists of many individuals with very small regularization but large MSE, leading the pareto front to be biased to include more individuals with smaller regularization but large error. This is the reason of performance degradation in both synthetic and benchmark experiments for MoNN.
Our algorithm makes use of an additional objective, negative correlation term, to encourage diversity in the population. This objective encourages these networks to behave differently in the population, and thus, alleviates the above problem in MoNN. In the experiments, we further restrict the minimal hidden nodes in RBF networks as three in MRNCL and MNCL to further discourage improperly simple networks.
Note that in [12] , a regression problem, 3D Ackley function, is employed to validate the algorithm ability. The Ackley function is a continuous, multimodal function obtained by modulating an exponential function with a cosine wave of moderate amplitude. For this kind of data sets with lots of local maxima and minima, "simple" networks are beneficial to address the overfitting problems. 8. The ranges of cross-validation search for SVM are C 2 f1; 10; . . . ; 100g and 2 f0:1; 0:3; . . . ; 10g (The data has been normalized to unit standard deviation) in both synthetic data sets and benchmark data sets.
9. http://ida.first.fraunhofer.de/projects/bench/benchmarks.htm.
Ensemble Size and Nondominated Solutions
In the previous section, we have reported the performance of MRNCL using all the networks in the population. It is suggested in [36] , [37] that it might be better to use a subset of available neural networks than to use all. For this purpose, we will use the nondominated solutions to construct a neural network ensemble. Fig. 5 shows the nondominated solutions in the population and more than 80 percent of the solutions are nondominated. We also report the performance and the ensemble size of MRNCL using the entire population and the nondominated solutions only on the 16 benchmark data sets in Table 3 , respectively.
According to this table, the performance of the ensemble using nondominated solutions is a little better than that using all solutions in the population. The ensemble size is reduced to almost 80-90 percent of the population size by adopting the nondominated solutions. Based on these results, adopting the nondominated solutions instead of the entire population can improve the ensemble performance and reduce its size. It also gives a potential direction to improve our work by selecting a subset of the nondominated solutions to constitute a smaller ensemble.
As we observed in Fig. 5 , although some individuals in the population have large regularization and some have small regularization, most individuals will have appropriate regularization according to different problems. For example, since the data are linearly-separable in the relevance data set (Fig. 5d) , the ensemble does not need large regularization. In this case, most of the networks have small regularization. Therefore, an ensemble of all networks would have an appropriate regularization.
Statistical Comparisons over Multiple Data Sets
Statistical tests on multiple data sets for multiple algorithms are preferred for comparing different algorithms over multiple data sets [38] . In this section, we will conduct statistical tests over multiple data sets by using the Friedman test [39] with the corresponding posthoc tests.
The Friedman test is a nonparametric equivalence of the repeated-measures analysis of variance (ANOVA) under the null hypothesis that all the algorithms are equivalent and so their ranks should be equal [39] , [40] . This paper uses an improved Friedman test proposed by Iman and Davenport [40] .
The Friedman test [39] is carried out to test whether all the algorithms are equivalent. If the test result rejects the null hypothesis, i.e., these algorithms are equivalent, we can proceed to a posthoc test. The power of the posthoc test is much greater when all classifiers are compared with a control classifier and not among themselves. We do not need to make pairwise comparisons when we, in fact, only test whether a newly proposed method is better than the existing ones.
Based on this point, we would like to choose MRNCL as the control classifier to be compared with. Since the 
where j is the number of algorithms, T is the number of data sets, and critical values q can be found in [38] . For example, when j ¼ 4, q 0:05 ¼ 2:394, where the subscript 0.05 is the significance level. Table 4 lists the mean rank of these algorithms using different training algorithms. Table 5 gives the Friedman test results. Since we employ the same threshold 0.05 for these ensemble training algorithms, the critical difference CD ¼ 1:0927, where j ¼ 4 and T ¼ 16, is the same for these algorithms. Several observations can be made from our results.
First, the null hypothesis that all the algorithms are equivalent is rejected for each algorithm in Table 4 . Second, the differences between MRNCL and other algorithms including MNCL, MoNN, and SVM are greater than the critical difference, so the differences are significant, which means the MRNCL is significantly better than these algorithms in this current experimental setting.
There are at least three reasons why the performance of our algorithm is better than the performance of others.
1. Effective parameters of RBF ensemble, obtained by the evolutionary algorithm, improve the performance of the ensemble. The performance of RBF networks mostly depends on the number of basis functions and the selection of centers and the widths in these basis functions. In RBF network ensemble, better performance is achieved when these individuals cooperate with each other. How to select these parameters is crucial for the ensemble. In most of the existing ensemble algorithms, we have to tune these parameters manually, suffering from the tedious trial-anderror process in practice. However, our algorithm can determine these parameters automatically according to different problems given that we specify some parameters for the evolutionary algorithm. We do not observe great sensitivity to GA parameters, such as the population size, crossover rate, and generation number, within their commonly accepted ranges.
2.
The multiobjective algorithm promotes the accuracy, diversity, and regularization in the ensemble. The accuracy and diversity are considered as two important factors in ensemble algorithms. Our analysis reveals that besides these two factors, regularization of ensemble is another important part for ensemble performance. The regularization term controls the complexity of ensemble and improves the performance of ensemble against noise. The existing ensemble algorithms either focus on accuracy, e.g., Adaboost, and/or diversity, e.g., Bagging and NCL.
In order to take all these terms into consideration, our strategy adopts a multiobjective algorithm to generate the accurate, diverse, and regularized ensemble. 3. Our algorithm uses a multiobjective algorithm to construct an ensemble to balance the trade-off for different problems. There is no need to weigh objectives by selecting the coefficients.
Computational Complexity and Running Time
Based on the algorithm in Fig. 1 , the major running time of MRNCL is consumed by the training of RBF networks. In the initialization step, we need to train each component RBF network, totally M, in the population. In each generation, indicated by G, we need to train 2C þ u RBF networks, where C is the number of crossovers in one generation and u is the number of mutations in one generation. In total, we need to train M þ ð2C þ uÞG RBF networks in MRNCL. To train each RBF network after performing crossover and mutation, we only need to perform a few scaled-conjugategradient updates (in our experiments, only one scaledconjugate-gradient update is employed) to simultaneously adjust the output weights and the RBF centers and widths. This can be performed quickly.
In MRNCL and MNCL, we perform three scaled-conjugate-gradient (SCG) updates on each RBF network in the initialization step. Since only one SCG update is employed to simultaneously adjust the output weights and the RBF centers and widths after crossover and mutation, the total number of SCGs is 3M þ ð2C þ uÞG ¼ 10;300 given that these parameters are set with the size of population M ¼ 100, the number of crossovers in one generation C ¼ 20, the number of mutations in one generation u ¼ 10, and the number of generations G ¼ 200 in this algorithm. The number of training epochs is similar for different data sets.
In MoNN [12] , the RPropþ algorithm [42] is employed to train neural networks. The population size is 100 and the maximal generation is 200. In each generation, MoNN generates a new population of 100 offspring. With this parameter setting, in total, it will call 100 Â 200 ¼ 20;000 RProp þ algorithm. Note that RPropþ is implemented in Cþþ and the training is faster than SCG. Table 6 shows the average running time of MRNCL, MNCL, and MoNN over 100 runs. The running time is the 10. We rank these algorithms based on the metric on each data set and record the ranking of each algorithm as 1, 2, and so on. Average ranks are assigned in case of ties. The average rank of one algorithm is obtained by averaging over all of data sets. Please refer to Table 4 for the mean rank of these algorithms.
"training and evaluation" time (in seconds) of these algorithms including MRNCL, MNCL, and MoNN in one run, which includes the execute time of the algorithm in Fig. 1 (for MRNCL) and the evaluation time to calculate the error statistic on test set. The running time in Table 6 is averaged over 100 runs. Note that the running time is not CPU time since there are two CPUs in our computational platform.
The computational environment is windows XP with Intel Core 2 Duo 1.66 GHz CPU and 2 GB RAM. The algorithms are implemented in Matlab and C language, where C language is used for MATLAB MEX files to implement the RBF network training algorithm and nondominated sorting algorithm. From Table 6 , MRNCL and MNCL consume similar computational time and MoNN takes less time because MoNN is implemented by Cþþ and our algorithm is programmed in MATLAB. In fact, if MRNCL is implemented by Cþþ, it will cost less time than MoNN since the RBF training is faster than MLP.
CONCLUSIONS
This paper analyzes NCL and points out that NCL is prone to overfitting the noise because NCL does not regularize its complexity. We have proposed a new multiobjective regularized NCL (MRNCL), which incorporates an additional regularization term for NCL. This paper adopts a multiobjective algorithm and treats the training MSE, regularization, and correlation as three separate objectives.
In MRNCL, the crossover and mutation operators are defined to vary the structure of RBF networks. The nondominated sorting algorithm with fitness sharing and rank-based fitness assignment are employed to promote diversity in MRNCL.
Several experiments have been carried out to evaluate MRNCL. The experiments on four synthetic classification problems demonstrate the behavior of MRNCL, MNCL, and MoNN. These results showed clearly about the advantages and effectiveness of MRNCL due to its regularization term for noisy data. The higher the noise level, the better MRNCL's performance is in comparison with MNCL. The experiments also show that MoNN tends to overregularize the ensemble, and thus, degrades the performance. The experiments on two additional classification problems with different noise levels demonstrate further that MRNCL achieves better performance than MNCL, especially when the noise is nontrivial in data sets.
Then, we carry out extensive experiments on 16 benchmark classification data sets to compare the performance of MRNCL, MNCL, and other state-of-the-art algorithms. MRNCL performs quite favorably on these data sets. The three major reasons why the performance of our algorithm was so good are given in this paper. 1) Effective parameters of the RBF ensemble, obtained by the evolutionary algorithm, improve the performance of ensembles.
2) The multiobjective algorithm promotes the accuracy, diversity, and regularization in the ensemble.
3) The best trade-off of the three objectives can be achieved by constructing an ensemble generated by a multiobjective algorithm.
In [37] , Chen et al. demonstrated that the performance of the ensemble can be improved by selecting a small subset of ensemble members using a probabilistic ensemble pruning method. It is one of our future work to incorporate the ensemble selection/pruning algorithms into the multiobjective ensemble learning algorithms to generate more compact ensembles.
Other future work for this study includes a more indepth study of different evolutionary operators and other fitness ranking methods used in the multiobjective evolutionary algorithm.
APPENDIX A BAYESIAN INTERPRETATION OF MRNCL
This section describes the probabilistic interpretation of MRNCL and the function of the regularization term.
Given the training set D ¼ fx n ; y n g N n¼1 , we follow the standard probabilistic formulation and assume that the targets are sampled from the model with additive noise:
where e n is independent sample from some noise process which is further assumed to be mean-zero Gaussian with variance À1 . According to the Bayesian theorem, given the hyperparameters ¼ ð 1 ; . . . ; M Þ 11 and , we obtain the weight parameters w ¼ ðw 
where the probability P ðD j ; Þ is a normalization factor which is independent of w. The weight vector of each network w i is assumed to have a Gaussian distribution with zero mean and variance
À1
i . The prior of the weight vector w is obtained as follows: 11 . i , i ¼ 1; 2; . . . M, is the inverse variance of the Gaussian distribution of weights for network i. Results are averaged over 100 runs.
where n i is the total number of weights in network i.
Since noise e n follows a Gaussian distribution with zero mean and variance À1 , the likelihood P ðD j w; Þ can be written as
We omit all constants and normalization factor, and apply Bayesian rules:
Taking the negative logarithm, the maximum of the posteriori model parameters w is obtained as the solution to the following optimization problem:
where i ¼ i =. We substitute i and with one parameter i because the minimization of J 1 only depends on the ratio i ¼ i =.
Comparing (15) with (4), MRNCL is equivalent to maximization of the posterior under Bayesian framework when ¼ 1. The likelihood P ðD j w;Þ corresponds to the empirical training error terms and the prior overweight vector P ðw j Þ corresponds to the regularization term. The regularization term penalizes large weights, causing the weights to converge to smaller absolute values than they otherwise would.
Based on the above analysis, MRNCL is an application of Bayesian framework in ensemble system.
APPENDIX B Q STATISTICS
Yule's Q statistics [33] computes the "coefficient of association" for two classifiers, f i and f j , given by
where the definition of N 11 , N 00 , N 01 , and N 10 are given in Table 7 .
Q statistics varies between À1 and 1. For statistically independent classifiers, the expectation of Q i;j is 0. Classifiers that tend to classify the same objects correctly will have positive values of Q, and those which commit errors on different objects will produce negative Q value. For an ensemble of M classifiers, the average Q statistics over all pairs of classifiers is, 
