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INTRODUCTION 
Preliminary Remarks 
Piezo is an adjective relating to the Greek word piezein 
meaning to press. Consequently, a piezoreflection experiment 
is a study of the change in the reflectivity of a solid due to 
stress. 
In generalI the reflectivity of a solid is changed by 
stress. The changes depend on the band structure of the 
solid, the type of stress, and the wavelength of light. The 
changes are most pronounced at the onset of Interband transi­
tions, This makes it possible to determine accurately energy 
band separations at certain points in the Brillouin zone. If 
single crystal samples and polarized light are used, informa­
tion about the location in the Brillouin zone of these 
transitions can be obtained in addition to the energy band 
separation. Since the piezoreflection of a solid is due to 
the modulation of the band structure by an external stress 
field. Information about the deformation potentials of the 
participating bands can be obtained. 
In the following section a discussion of the pertinent 
optical constants will be given. The knowledge of these con­
stants and their relation to the electronic behavior is neces­
sary for interpretation of experimental data. References re­
lating to the discussion are Stern (1) and Givens (2). 
2 
Optical Constants 
The Interaction of electromagnetic radiation with matter 
is described by four coupled linear differential equations 
called Maxwell's equations. For an isotropic, nonmagnetic, 
uncharged conducting medium, Maxwell's equations in Gaussian 
units are: 
s V  « 1 = 0  ( 1 )  
%'B = 0 (2) 
V XÊ + 1 iÂ = 0 (3) 
C â t 
^ XH = ^ ai + ^ ^  . (4) 
It was assumed in Equations 1 through 4 that Ohm's law 
and the constitutive equations apply, o is the conductivity 
and e the dielectric constant. It Is convenient when discus­
sing the optical properties of metals to define the charge 
displacement vector D where 
% XH = 1 . (5) 
C 0t 
Incorporated in 5 are the effects of both the conduction and 
displacement currents, D is related to Ê by the complex 
dielectric constant. That is 
D = , (6) 
and 
*1 + 1*2 ' (7) 
3 
The charge displacement vector equals Maxwell's displace­
ment vector In a dielectric, since In a dielectric the conduc­
tivity is zero. In general, they are not equal. The complex 
dielectric constant is useful in interpreting electronic 
behavior. Some structure in the complex dielectric constant 
can be related to critical points in the joint density of 
states function. 
In discussing the optical properties, It is traditional 
and convenient that they be expressed In terms of the complex 
index of refraction. The complex index of refraction is 
defined as 
N = n + Ik . (8) 
k is called the extinction coefficient, and n is called the 
index of refraction. The complex refractive index is related 
to the complex dielectric constant by the equation 
= Z, (9) 
By equating the real and imaginary parts of Equation 9 one 
finds 
= n2 - k^ , (10) 
and 
«2 = 2nk . (11) 
The optical properties of a solid can be characterized by n 
and k or and ®2* If and k are known at a particular 
wavelength, and ®2 be calculated (or vice versa). 
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If one assumes the stationary state solutions for the 
electric and magnetic fields have a time dependence exp 
(-i(x> t), It is possible to find the relation between the 
complex dielectric constant and the constants which character­
ize the medium appearing In Maxwell's equations. Using'Equa­
tions 4, 5i and 6 one finds 
®1 = ® , (12) 
and 
«2 = ^ . (13) 
By combining Equations 3 and 4, it is possible to 
decouple the fields. The resulting equation is 
(e+ iïSZ i)i = + idil = 0 . (14) 
u; QZ 
One possible solution of Equation 14 is 
Ê = (nz/c-t)g.2nkz/\ a _ (15) 
where & = 2n c/u; . ^ is just the vacuum wavelength of an 
electromagnetic wave of angular frequency U; . The magnetic 
field can be calculated from Equation 3 and is equal to 
H = Ho (n2/o-fc)^.2nkz/A>^ _ (16) 
Where 
Hg = =Eo)N|el*(# = tan"l k/n). (1?) 
It is evident from the above equations that electromagnetic 
(EM) radiation in a conductor can be represented by a plane 
wave with velocity c/n and damped at a rate proportional to k. 
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s and H are not in phase and are perpendicular. In a good 
conductor [wj» 1, so the field energy is almost entirely 
magnetic in nature. 
The flux of energy of an electromagnetic wave is given 
by the Poynting vector S, where 
S = f- ÊXH . (18) 
4TT 
Inserting the real parts of Ê and H into Equation 18 and 
taking the time average over one cycle yields the average 
flux In the direction of propagation. The result is given 
by 
< s > . sa e-tnkz/liS . (19) 
The time average of the energy removed from the wave per 
unit volume per unit time is given by W, where 
W = - K-L2 , (20) 
5z 
Substituting Equation 19 into 20 gives 
« = E„2 . (21) 
From Equation 21 we see that is a measure of the dissipa­
tion of energy in a solid. 
Since = e, is a measure of the polarization of the 
medium. In the visible and ultraviolet regions of the spectrum 
the heavy Ions making up the lattice can not follow the fields. 
In this region the polarization is determined entirely by the 
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motion of the more mobile core and conduction electrons. 
Because e is an example of a generalized displacement, 
it must satisfy the requirements-of causality (1), That is* 
there must be no displacement until after the application of 
the force. This condition requires that the real and imagin-
ary parts of the complex dielectric constant, «, should satis­
fy the Kramers-Kronis relations 
S. • "" 
P indicates that the principal part of integrals are taken. 
In an optical experiment, one often measures the reflec­
tion coefficient, H, or the transmission coefficient, T. H is 
defined as the ratio of the reflected to the incident inten­
sity. T is defined to be the ratio of the transmitted to 
incident intensity. 
The reason reflection and refraction of electromagnetic 
waves occurs at the interface between two media is because 
certain boundary conditions must be satisfied. At an inter­
face with no charge or current, the normal components of B and 
BE are continuous, and the tangential components of E and H 
are continuous. These conditions may be deduced from Maxwell's 
equations by using Stokes* theorem and the divergence theorem. 
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For a normally Incident wave on a solid' with a complex 
Index of refraction N, one finds 
i • Ë 
by requiring the tangential components of Ë and H to be con­
tinuous. Ej. and are respectively the reflected and inoi^ 
dent electric fields. The intensity of a wave is proportional 
to I Ep. Therefore 
' - imr - sw • (n+1)' 
Two more useful optical constants are r and 0, They are 
defined by the relation 
r = |r|e-" a ^  . (26) 
r is called the complex reflection coefficient. From Equation 
24, we see (r( = | Ep/Ej^| =i~R and 0 is the phase shift of the 
Incident electric field upon reflection. 0 and |r( (also R) 
satisfy a dispersion relation deduced by Jahoda (3)* This 
relation is 
'o ® 
From Equation 27 it is possible to calculate 0(Eo) if R 
Is known in the energy range (0,W), Practically, of course, 
the optical constants are only known in a limited range of 
8 
energies. Fortunately, due to the form of the Integrand, 
only the values of R near Eq are important in calculating 
The classical treatment of the optical properties of 
metals was first given by Drude (4) in 1900. Consider the 
motion of a free eleotron'undir the influence of an electric 
field of a plane wave given by Equation 15 with the z depend­
ence suppressed. The equation of motion is 
The damping term is proportional to 1/T, a phenomenologi-
cal damping constant. This term represents processes that 
dissipate energy and momentum. In t is incorporated the com­
bined effects of collisions with lattice vibrations, impuri­
ties, defects, or in general, any departures from a perfectly 
periodic potential of an infinite crystal. 
The steady state solution of Equation 28 is 
e(Eo). 
Free Electron Theory of Metals 
ic + i/T = - s E.e-1" * 
m " 
(28)  
JL „ - • V ^ 7 
® + i ^ /t 
If there are N free electrons in the metal, then the current 
density is given by 
(29) 
J = .Hei = 1 SS! l2£±i! (30) 
m Lj + i/T 
9 
To calculate and ^2 us compare Equation 30 with the 
right hand side of Equation 4 given In a slightly rearranged 
form by 
The first term In the brackets Is the free-space displacement 
current density, the second Is the polarization current den­
sity, and the third is the conduction current density. 
Historically It was believed that the polarization current 
could be distinguished from the conduction current because 
the latter arises from the motion of obvious charge In con­
ductors, whereas the former arises from hidden charge. In 
adopting an atomic viewpoint, one can no longer distinguish 
between the two types. Consequently one must equate Equation 
30 with the last two terms in the brackets. With this identi­
fication, one gets the Drude expression for and Sg, They 
are 
i *«2 
'1 = 1 2 P , - / (32) 
U.2 + 1/T2 
and 
«2 V' ,2, • (33) 
v,OT(u/^ + 1/T2) 
\jj p used in the above equations is called the plasma frequency 
and Is defined by 
: Mef , (34) 
m 
10 
The Drude formula gives accurate results for silver (5) 
for fiiL. < lev. using the DC value of T given by 
e(0) = , (35) 
m 
Equation 35 was found by combining Equations 13 and 33 with 
U set equal to zero. Between l.Oev, and 3*5EV, T must be 
smaller than the DC value to fit the data (6). 
Quantum Meohanieal Caloulatlon of the 
Complex Dielectric Constant 
.A/ 
The complex dielectric constant, e, characterizes the 
response of a solid to an EM wave. Ultimately, though, the 
response to EM waves is determined by the possible elementary 
excitations in the solid. A quantum mechanical calculation of 
'e just correlates « with these excitations. 
Some possible electronic excitations by EM waves at 
optical frequencies are one-electron intraband and interband 
transitions. An intrabemd transition is one where both the 
initial and final states are in the same band. See transition 
a In Figure 1. Because of the Pauli principle, Intraband 
transitions are possible only in partially filled bands. For 
Interband transitions the initial and final states are in 
different bands. See transitions b and c in Figure 1. A 
transition is called direct if the electron's wave vector is 
conserved, Indirect if the electron's^wave vector is not 
11 
E 
k 
Figure 1. Illustration of intraband and Interband 
transitions 
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conserved. Transitions a and c are indirect while transition 
b is direct. Let and Ef denote respectively the energy of 
the electron's initial and final state. Transitions where 
'fi fu; = Ef - El are called ener^ conserving transitions. 
Transitions where UJ ^ Ef - E^ are called virtual transitions. 
In discussing the complex dieleotric constant» it is con­
venient to divide @2 and «g into a bound term (denoted by 
superscript b) and a free term (denoted by superscript f). 
Therefore and «2 be written as 
ss @2^ + (36) 
and 
'2 = 'a*" + '2*. (37) 
Interband transitions contribute to the bound term, while 
Intraband transitions contribute to the free term. 
In a quantum mechanical calculation of and *2^ one 
must consider not only the interaction between EM radiation 
and electrons, but also the interaction between electrons and 
lattice vibrations or impurities. This is because the transi­
tion from initial to final state is a two-step process pro­
ceeding through a virtual Intermediate state, Dumke (7) has 
made such a calculation. He finds and reduce to the 
classical Drude result given in Equations 32 and 33 for photon 
energies less than the Fermi energy. The mass appearing in m 
is no longer the free electron mass, but the average inverse 
effective mass given by 
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The relaxation time r is the relaxation time of sleotrons at 
the Fermi surface. The leading correction term in this quan­
tum mechanical calculation is of second order in 
where Ep is the Fermi energy• A few more remarks will he 
made about the free carrier contribution after and 
have been dlseussed. 
Tauc (8) has calculated «1^ and using first order 
time-dependent perturbation theory. He simply noted that the 
energy loss by EM radiation due to interband transitions can 
be written as 
"* ^ = E 1 (Ef - E^)W^c . (39) 
8n 1 f 
The double sun is over all initial (occupied) states and final 
(unoccupied) states with energies Ei and-E^-(Ef > Ej^). 
is the probability per unit time of a transition from state 1 
to state f and can be calculated using first order time-
dependent perturbation theory. 
Using the result of «3^ from the above equation, can 
be calculated from the Kramers-Kronlg relation previously 
cited. One finds 
e,b (E) e,<iW. (40) 
/•/ „2E2 I * lave jj2g I 
and 
14 
• - , 
Ae)= 1 + ^ 8ne^ f SiU(B')dE' ^ (4i) 
I ' l  » * E'(B'2-E2) 
The matrix element between initial and final states is 
Mi'i 'kle^^ ^ a»p ( ijb (42) 
where <^k| is a Bloch wave function of an electron in band t> 
with wave vector k, and S is a unit vector In direction of the 
eleotrio field. îp is the Wève vector of the plane EM wave. 
a I? , @ #2 
Mjj'xiave the value of M/'i) averaged over all states in 
the Brillouin zone such that Ez'fk) - Eje(k) = E. The double 
sum over ^ and is the sum over all occupied bands. and 
unoccupied bands, A', Bz*i (E) is the joint density of states 
function between bands i and i' and represents the number of 
possible transitions per unit volume per unit energy between 
bands ^ and 
In the calculation of Equations 40 and 41, it was impli­
citly assumed that the excited states have an infinite life­
time, The inclusion of finite lifetimes broadens the struc­
ture. It was also assumed that the solid was at temperature 
T = 0, that is all states below the Fermi level are occupied 
and all states above empty. 
There are more sophisticated methods for calculating the 
dielectric constants (9). They involve calculating, to first 
order in the induced field, the current induced in the medium. 
The electrons in the solid are pictured as Interacting with a 
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self-consistent field made up of the external field and an 
Induced field due to the perturbed electron density. In the 
limit of infinite Interband relaaatlon time and T s 0, the 
results are Identical with the results given In Equations 32, 
33, 40, and 41. 
From Equations 32, 33, 40, and 41, it is possible in 
principle to calculate the optical properties of the solid. 
In practice a rough band structure Is first calculated and 
then redefined with the help of optical measurements* With 
the aid of Equations 40 and 41 It Is possible to correlate 
optical measurements to pertinent band structure parameters. 
From the expression for it Is apparent that only 
energy conserving transitions contribute to «2^* This is 
reasonable since *2 Is a measure of the energy absorbed in a 
solid from EM radiation. In however, both energy con­
serving and virtual transitions contribute. 
The matrix element In Equation 42 in general would be 
MÏ'i = : p I /k). 
With k ^ k'. The space part of the Bloch functions have the 
periodicity of the lattice. This requires that k? + k - k' = 
0 if is going to be non-zero, ky is at least two orders 
of magnitude smaller than the electron's wave vector. This 
gives us the selection rule for optical absorption 
k * k*. 
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This Is the reason why k = k* In the matrix element In Equa­
tion 42. 
In the reduced sons soheoe optical transitions can be 
pictured as direct transitions from filled bands to vacant 
ones. See Figure 1, transition b. In second order perturba­
tion theory, It Is possible to have non-vertical transitions 
if one considers In addition to the photon-electron inter­
action the eleotron-phonon interaction. For pure solids these 
transitions will only be Important when they occur at energies 
where no direct transitions occur. This is because experience 
shows absorption coefficients for Indirect transition are 
three orders of magnitude smaller than those for direct transi­
tions (10). In alloys this is not the case. 
Consider an Intraband transition from the state Ej just 
below the Fermi surface to the state Ef just above the Fermi 
surface. For this transition one can write 
E/(k+q) - Si(k ) = cradicBje(5)*q =» 1^7/ •q«'rtcq = "hW 
where grad%Ef(K) = hv i • Contrary to the case of interband 
transitions, Intraband transitions are not energy conserving 
transitions, Intraband transitions would be virtual and only 
contribute to the real part of the dielectric constant were it 
not for the scattering of electrons during their acceleration. 
From Equation 40 it Is evident that «2^ is going to play 
a major role in obtaining band structure Information from 
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optical data, will not be as usefult because for a given 
energy, £» real as well as virtual transitions contribute. 
The expression for the Joint density of states function 
is given by 
f : • 
/S «radjç(E^i(k;-B^(k) ) 
The surface over which the integrand is evaluated is given by 
Ejfc» (k)«Eji(k) = B, It Is expected that the structure In Is 
due to the joint density of states function, because usually 
It Is assumed that the matrix element is a slowly varying 
function of k and therefore can be approximated by a constant. 
Mueller and Phillips (11) have shown for the noble metals this 
Is a poor approximation. If one is only interested in the 
gross features of constant matrix elements is still a 
reasonable approximation« Strong variations of gi'iCE) occur 
at critical points where the denominator in Equation ^ 3 is 
zero. Critical points occur where 
grades^:(k) = grad^Ej(k) ^  0, (44) 
and also where 
grad|çE^t(k) = gradj^E^Cic) « 0. (45) 
Critical points where Equation 44 is satisfied are called 
general Interband points and can occur anywhere in the Brll-
louln zone. Points where Equation 45 is satisfied are called 
symmetry Interband points# These points occur at points of 
high symmetry in the Brillouin zone* One can prove with 
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symmetry arguments alone that at these points grad EiCIc) must 
equal zero for all bands which are not degenerate at these sym­
metry points. For the face--centered cubic structure symmetry 
Interband points occur at H, X, L, and W (10). See Figure 
2 for the Brillouin zone of the faoë-ôêntêrcd cubic structure. 
The points of high symmetry are also denoted* It seems reason­
able from the joint density of states properties to try to 
relate the structure observed in to the energy band gaps 
at these symmetry points. In this way one can get band struc-* 
ture parameters from experimental optical data. One should be 
a little careful in doing this because the function = 
E|»(k) - EjjCic) has general Interband points in addition to 
symmetry interband points. 
The kind of structure in g4'4(E) at a critical point is 
determined by a Taylor series expansion of Ex'jj(lc) at k » kg. 
If the determinant B^E/âkiâkj is non-zero, it is possible 
to write the expansion in the form 
3 
Ej .a fk)  =  ExtxCicc )  +  2 .  e ia i (k i -ko i )2 .  (46 )  
1=1 
In this expansion, the a^ig are all positive and the are 
either 1 or -1, The determine the character of the 
singularity. The singularity is of type Mq, ^2* ^3 
depending on whether zero, one, two, or three of the are 
-I. Mq corresponds to a minimum, to a maximum, and M2 and 
Ml are saddle points. Table 1 gives the functional form of 
19 
Figure 2, Brlllouln zone for face-centered cubic crystal 
20 
S^i^(E) at the critical point and Figure 3 graphically illus­
trates s/U(B)(8). 
Table 1, Functional form of gjijfB) near critical points 
Type EKEç E>E(. 
Mn 0 «0 V
C-B(Ec-E)& c 
Mg Ç G-B(E-Ee)^ 
M. B(E_-E)& 0 
Eg is critical point energy. B is a constant, and C is 
a slowly varying function of energy at the critical point. 
Effects of Strain on the Optical Properties 
In general when a solid is strained, the band structure 
changes. The bands shift in energy and change shape. The 
detailed changes depend upon the type of strain applied. For 
example, isotropic strain conserves crystal symmetry whereas 
uniaxial strain will not. 
If one is willing to focus his attention on a localized 
region in k-space, say the states in the same energy extrenum, 
it is possible to approximate the effect of strain on a non-
degenerate band by a rigid translation in energy. If the band 
is degenerate, the band could split if the strain lifted the 
degeneracy. The amount of translation is proportional to the 
21 
g(E) ^ 
Figure 3» Behavior of joint density of states function, g(E), 
at critical point E© with different types of 
. singularities 
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strain components. For an Isotropic strain, one can write 
A k E  =  E l *  ( 4 7 )  
where 6 = av/V and Is the dilatation of the solid, AE is the 
shift In the energy band extremum and is the volume defor­
mation potential. For a general strain, the generalization 
of Equation 4? Is ^ 
AE^^^ = 2 Us (48) 
8=1 
where is the shift in energy of the 1th extremum, Ug is 
the strain component Indexed in short notation (u^ » Uii* 
U2 = U22» ^3 = uju. = u^ = U13, U5 = Uig), and the 
V(^)J are deformation potential constants (12), 
H—# ij ^ 
To get an idea of how one can calculate the change in the 
optical constants under strain from band structure parameters 
consider a simple solid consisting of a filled valence band 
with equation 
Ev(ic) = Ev - akZ (49) 
and an empty conduction band with equation 
Ej,(k) = Ejj + ak2 (50) 
under isotropic strain. 
In calculating the change In eg due to strain, denoted 
f by AGg» we will ignore the structureless Gg term and consider 
®2* *2(8) can be written as SgfE) = A/M|^gç.y(E) where M is 
the interband matrix element, A = 4n^e^h^/m^E^, and gcv(E) is 
the joint density of states function. Both M and g^ytE) 
depend on strain. It is expected that the most profound 
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change In «g is due to the strain-Induced relative motion of 
a given pair of energy bands. This relative motion of energy 
bands changes the onset energy for a particular transition. 
Both A and M are slowly varying functions of energy and will 
be approximated by constants. To first approximation Aeg can 
be written as 
AEgy is the relative shift of the two bands due to the dllata-
tlvely, the volume deformation potentials for the conduction 
and valence band. Prom Equations 49 and 50 it is apparent 
that the function Ex«/(k), which determines the nature of the 
critical point at k =0, equals 
The critical point at k = 0 is of type Mq, From Table 1, one 
can immediately write down the joint density of states func­
tion, It is 
AejCE) = SEot = iEov . 
0 E wS 
(51) 
tlon 6 and is equal to (E^ - eJ)4 , eJ and eJ are, respec-
E^.^(k) = Ec(k) - Ey(k) = E* - Ey + 2ak2. (52) 
Scv(®) ~ 0 
Therefore 
A eg ( E ) = 0 E<E° -
(54) 
S>Bg - Eg . 
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The magnitude of the structure in A eg is directly proportional 
.. to the dilatation 6 and to the difference of the deformation 
potentials of the two bands. Prom Equation it is apparent 
Asg exhibits strong structure at this critical point. This is 
why a piezoreflection experiment is useful for locating criti­
cal points, Mg. and M-j critical points exhibit similar 
structure. 
For a real solid, when many points In the Brlllouln zone 
are contributing to Aeg at a given energy, a calculation of 
Aeg is hard to do. 
In a plezoreflection experiment the fractional change in 
reflectivity due to strain, AB/R, is-measured. In order to 
extract information about the band structure from the experi­
ment one wants to relate AR/R to Ae^ and Aeg, Ae^ andAgg are 
respectively the change in thé real and the imaginary parts of 
the dielectric constant due to strain. In an unstrained solid, 
6% and eg must be specified to determine uniquely the optical 
response of a solid, Equlvalently, one could also specify r 
and 6, or n and k. This Is also true for a strained solid. 
That Is, one must specify e^, eg, ae^ and Aeg, or n, k. An and 
Ak or a, e, AR/R, and Ae. It is convenient to use AR/R and AO 
as the Independent variables. Equation 28 gives the Kramers-
Kronlg relation needed to determine A@ from AR/R, The un­
strained solid satisfies the equation 
(28) 
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while the strained solid satisfies the equation 
8(Eo) + Ae(Eo) = fsp f . (55) 
" 4 sZ.EgZ 
Subtraction of Equation 28 from Equation 55 yields the desired 
result. That is 
E r® A 
AetEL) = -2 P \ -jâZ&p dE , (56) 
IT Jc af-EoZ 
In obtaining Equation 56 ln(l+AR/R) was expanded in a power 
series. Only the lowest order term in ^H/R was kept. This 
is an excellent approxinatlon since the maximum value of AR/R 
is less than 10"^, 
To calculate &B, AR/R needs to be known over the entire 
energy range. In practice AR/R is measured over a suffi­
ciently broad energy range so that the derived does not 
depend sensitively on AR/R outside this region. If this is 
the case, a meaningful comparison with theory can be made. 
With both AR/R and Ae known, it is now possible to calcu­
late and ASg, From the equations 
-fR e-l« = . 
(n+1) + Ik 
= n2 - k2 , 
and 
«2 = 2nk 
it is possible to relate AR/R and Ae to A^i and Ae#. Straight­
forward manipulation yields 
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R 
. and 
^®2 = [kfG^-lï+nGg]^ " [n(G^-l)-k*2]&6 , (5^) 
In a plezoreflection experiment AR/R and A© can be deter­
mined. Another experiment needs to be done to determine n and 
k, since to calculate Ae^ and As^ all four Independent vari­
ables are needed. 
Theory of the Noble Metal Alloys 
Recent advances In the knowledge of the noble metals has 
stimulated research In their alloys. At present, even though 
there Is not a good alloy theory for the noble metals, one 
has the Intuitive feeling that It Is possible to obtain band 
structure Information about the pure solvent by watching how 
the structure In the optical constants changes with alloying. 
Present day theories can, at most, give qualitative Informa­
tion about the changes expected. In some cases this Is all 
that Is needed to differentiate between two possible transi­
tions under consideration. Three alloy theories often 
referred to are the rigid band model (13,14,15), Preldel's 
screening model (l6), and the model of Cohen and Heine (1?). 
According to the rigid band model, the effect of the per­
turbing potential, due to the difference In potential between 
the solute and solvent, merely shifts every energy level of 
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the solvent by nearly the same amount. The shift can be cal­
culated by first order perturbation theory and Is equal' to the 
mean value of the perturbing potential (V= <Vp><0 If the val­
ence of the solute, Z, Is greater than the valence of the 
solvent, +1), The energy bands and the density of states can 
be pictured as being rigidly displaced In energy. Depending 
on whether the valence of the solute is greater or less than 
that of the solvent, the Fermi level will move respectively 
upward or downward with rèSpëôt ta the bottom of the oonduc^ 
tlon band. The change In the Perml level with respect to the-
bottom of the conduction band, AE, Is deterÊlned by the density 
of states of the solvent at the Perml level. See Figure 4a. 
The model of Freldel shows that a strong perturbing 
potential can sometimes Inject bound states below the conduc­
tion band. Therefore some electrons, which were considered 
conduction electrons In extended states In the rigid band 
model, might be In bound localized states screening the excess 
charge of the solute atoms. The effect of the perturbation on 
the conduction states Is the same as given In the rigid band 
model. Since some electrons can be trapped in bound states, 
the motion of the Perml level might not be the same as in the 
rigid band model. • Freldel calculated ASp, the change In the 
Fermi level with respect to the solvent Perml level for 
copper. The result Is shown in Figure 5* See Figure 4b for 
the relative motion of the density of states as predicted by 
Freldel. In Freldel's model, the change of the Perml level 
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Figure 4. Relative motion of g(E) as predicted by: (a) the 
rigid band model, (b) the model of Prledel 
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Figure 5. Shift of the Fermi surface, AEp, of copper as 
predicted by Prledel 
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with respect to the bottom of the conduction band Is Ep - V, 
In dilute alloys (<5#) there Is no change In the Fermi level 
according to Freidel. (Ep-V) > 0 If Z > 1. 
The Fermi surface of the noble metals is essentially 
spherical except in the <111> directions where the Fermi 
surface bulges out and touches the zone faces. See Figure 6, 
Cohen and Heine have proposed a model which estimates the elec­
tron energy gap on the <111> faces in the Brillouin zone from 
the s-p excitation energies of free atoms* The energy gap in 
a topological sense is important because it is a measure of 
the sphericity of the Fermi surface. The change in the energy 
gap upon alloying is 
^sp ~ ^sp^solute"^'^sp^solvent^ » (59) 
where e/a is the electron to atom ratio, Z is the valence of 
the solute, and (Agpigoiutg and (Agp)solvent are respectively 
the s-p excitation energies of the solute and solvent atoms. 
The implications of an energy gap change are; (1) the band 
structure, E (k), changes, (2) the density of states is 
altered. It is quite evident that the model of Cohen and 
Heine is incompatible with the rigid band model. 
Purpose of Experiment 
There has been speculation about what transitions make up 
the first interband absorption edge in silver. It was Inlti-
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Figure 6. Ferrai surface of silver 
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ally assumed that the edge was due to the strong d-Tjand to 
Fermi surface transition (near L3 - Lg'). See Figure 7 for 
the band structure of silver from Reference (18). Beaglehole 
(19) and Mueller and Phillips (11) suggested that there also 
might be a weak Fermi-surface-to-seoond-conduction band trans­
ition (near L21 l^) contributing to the edge. Morgan and 
Lynch (20) looked for this transition when they were alloying 
Indium in silver. They found a weak peak developing in @2 
the low energy side of the dominant peak with increasing 
indium concentration. They attributed iihis peak to the 
L21 Li transition. The peak was masked by the dominant 
L3 "* ^2' transition, so no estimates of the shift could be 
made. It is hoped in this experiment that the shift of this 
peak with Increasing Indium concentration can be accurately 
determined. One can then deduce what alloy theory, if any, 
is appropriate. 
M. Garfinkel ^  al. (21) have investigated the piezo-
reflection of silver. They attributed the structure near 4.0 
ev. to the dominant L] ^  ^ 2* transition. With this identifi­
cation they were forced to conclude that the L21 deformation 
potential is negative. When they looked at the structure for 
the same transition in gold and copper, they concluded the 
L21 deformation potential Is positive for both of these 
metals. One would think since all noble metals have the same 
atomic and crystalline structure, and similar band structures. 
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Figure 7, Band structure by Segall (18) of silver 
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that they should have similar deformation potentials. This 
is true for the face-centered cubic semi-conductors. Pos­
sibly the Identification of the transition giving rise to the 
structure at 4.0 ev. ln~Ag is incorrect. It Is hoped that 
this experiment can positively identify the transitions 
giving rise to the structure at 4,0 ev. In silver, Morgan 
and Lynch (20) found that upon alloying, the structure due to 
the two transitions moved in opposite directions. The " 
Lgi transition moved to higher energy while the L21 " 
transition moved to lower energy. Therefore, if both transi­
tions contribute to the structure, one would expect the 
structure to split upon alloying. If only one transition 
contributed to the peak, it is expected the peak should shift 
as a whole to higher or lower energy depending on whether it 
was respectively the Lj L2* transition, or the Lgt 
transition. 
35 
EXPERIMENTAL PROCEDURES 
Sample Preparation 
In a piezoreflection experiment, one wants to impress a 
strain field on a sample while measuring its reflectivity. 
For a metal the easiest way to do this is to evaporate a 
metallic film directly on a polished face of a piezoelectric 
ceramic. Evaporated films can consistently be made which have 
clean, smooth, flat surfaces and have an additional asset in 
that they can be uniformly strained. 
Piezoelectric ceramics were used to strain the films. 
These ceramics have the property that when a voltage is 
applied between two of their faces, they deform. The deforma­
tion depends on the kind and shape of the ceramic, the direc­
tion poled, and the direction of the electric field. In this 
experiment, tetragonally shaped lead zirconate-lead titanate 
ceramics were used with dimensions 3/16 inch by i inch by & 
inch. An alloy film was evaporated on one square face and a 
metallic film was painted on the other. The ceramic was 
poled in such a way that when a voltage was applied between 
the square faces, they expanded uniformly while the distance 
between the faces contracted. When the polarity of the 
voltage was reversed, the square faces contracted uniformly 
while the distance between the faces expanded. Application 
of an AC voltage caused a uniform planar expansion and con-
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traction of the alloy film with a frequency equal to that of 
the applied voltage. To insure that all the ceramics had 
identical piezoelectric constants (or equivalently, the same 
deformation for a given applied field), they were all made 
from the same batch. This was the only way one could get 
identical composition and poling of the ceramics. 
The sllver-lndlum alloys evaporated were made from 
99-999^ silver and 99^$^% Indium, The silver and indium were 
fused together by arc melting. The composition of the re­
sultant alloy was determined by chemical analysis. The indium 
concentrations of the samples ranged from 1.21% to 6.38#, 
The vacuum evaporator used was capable of reaching 
5x10*9 Torr. The system had a 50 liter/second ion pump and a 
titanium sublimator. The cylindrical boat used to evaporate 
the alloy was 3 Inches long and inch wide and made of 3 mil 
molybdenum, A rectangular shaped copper sample holder was 
located 3 Inches above the boat. On its downward side it held 
a piezoelectric ceramic and a glass substrate used to monitor 
the Indium concentration of the films. Holes were drilled 
along the entire length of the sample holder. In the holes 
were placed quartz tubing through which resistance wire was 
laced. With this arrangement, the samples could be annealed 
in the vacuum by running current through the resistance wire, 
A thermocouple was placed on the top of the sample holder. 
This way It was easy to determine what current was necessary 
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to anneal at a given temperature. 
Experimentally, it was found that to get a film at least 
1 micron thick, O.k grams of starting material were needed. 
Before the alloy was placed in the vacuum system, it was put 
In a NH^0H-H202 etching solution to remove Impurities "that 
may have been embedded in the material in the shaping proces­
ses, It was left in this solution for an hour. While the 
alloy was being etched, the ceramic and glass substrate were 
thoroughly cleaned by washings with first trichloroethylene, 
then distilled water, then acetone, and finally with methanol. 
After the washing they were dried by blowing hot alr^over 
them. This cleaning process resulted in a clean, residue-
free surface. After the alloy was etched it was rinsed in 
distilled water followed by the same washing given to the 
ceramic. During and after the washing process, clean forceps 
were used to handle the items. 
The boat and alloy were initially outgassed when the 
pressure was in the 10"^ Torr range. The current was left on 
until the alloy melted. When the outgassing was occurring, a— 
shutter covered the glass substrate and the ceramic. The 
system was allowed to pump down to 5x10"' Torr and then the 
evaporation was begun again, A current of 100 amps was run 
through the boats, (6o amps was enough current to melt 
silver.) The shutter was not moved out of the way until the 
alloy was melted and started to evaporate. The shutter was 
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closed Just before all the alloy was evaporated. This was 
done so oxides with higher evaporating points than the alloy 
would not contaminate the film's surface. It took from 110 
to 130 seconds to make a 1.0 micron film. During the evapor­
ation, the pressure rose to as high as 8x10"® Torr. The 
samples were then annealed for four hours at 310°C, This was 
necessary to get sharp x-ray diffraction patterns with the 
alloys. When the alloys were not annealed, only faint dif­
fraction patterns could be attained, indicating the alloys 
were! (1) in an amorphous state, (2) strained, or (3) non-
homogeneous. Probably lack of a sharp diffraction pattern 
was due to a combination of all of the above. After evapora­
tion the films were stored in a desiccator. 
The vapor pressures of indium and silver are slightly 
different at high temperatures. There is a possibility that 
the Indium concentration of the film is different than that of 
the starting material, due to the way the evaporation was 
carried out. To check the films' composition, a curved glass 
substrate was placed in the sample holder alongside the 
piezoelectric ceramic. The lattice parameter of the evapor­
ated alloy film was determined and compared with a calibration 
curve to give the indium concentration. The calibration curve 
was obtained by measuring the lattice parameters of the start­
ing alloy materials whose compositions were known from chem­
ical analysis. The lattice parameters were found from analysis 
of Debye-Scherrer patterns from a back reflection, focusing. 
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x-ray camera. Below is given a table showing how the indium 
concentration changed with evaporation. The uncertainty in 
the film composition is due to the finite width of the dif­
fraction lines. 
Table 2. Indium concentrations in alloys 
Starting material Film 
2.26# 0.4 + 0,2& 
3.16% 1.6 + 0.2# 
4.82^ 3.3 + 0.2% 
6.38* 5,0 + o.z i  
Diffractometer studies by M. Garfinkel ^  al. (21) of 
evaporated noble metal films showed that they were composed 
of crystallites having either a <111> or a <100> axis normal 
to the plane of the films. Otherwise the crystallites were 
randomly oriented, 
I 
Experimental Arrangement 
The schematic diagram of the experimental .apparatus is 
shown in Figure 8a. Light from a xenon arc was incident on a 
monochromator with an average band pass of .02 ev. The un-
polarized, collimated beam leaving the monochrom&tor was 
deflected onto the sample at near normal incidence (angle of 
incidence less than eleven degrees) and then onto a photo-
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AMPLI 
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Figure 8. Schematic diagram of: (a) the experimental set up, (b) the sample 
holder 
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multiplier with an S-13 response. An oscillator applied a 1.1 
kilocycle voltage to the transducer which In turn applied a 
uniform planar AC strain of magnitude to the sample* 
The beam reaching the detector had a modulated component pro­
portional to the change In the reflectivity, AH, of the sample 
due to strain, and a DC component proportional to the reflec­
tivity, R, of the unstrained sample. The AC component of the 
beam was measured synchronously with the strain field by a 
synchronous amplifier and the DC component was measured by 
a DC voltmeter. Recorders monitored the outputs of the syn­
chronous amplifier and voltmeter. 
A xenon arc was used over the entire wavelength range 
from 2,5 ev, to 4,5 ev. The power supply for the arc was a 
well regulated, low ripple (.01%), constant current supply. 
This was used because the response time of the lamp was 
shorter than one cycle of the 1,1 kilocycle operating fre­
quency, and it was also easier to detect small signals with 
a synchronous amplifier when the noise is held to a minimum. 
The transducer on which the sample was deposited was held 
by two plexiglas supports. See Figure 8b, Leads from the 
oscillator were glued to the square faces, and printed circuit 
paint was used to make electrical contact with the electrodes. 
The sample was mounted at its center of gravity to minimize 
induced vibrations of the photomultipller. This mechanical 
decoupling of the oscillating sample from the photomultipller 
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was necessary to eliminate spurious signals from Induced 
oscillatory motion of the dynode structure. 
There are other spurious signals which cannot be avoided. 
The normal vibration of the sample modulates the beam coher­
ently with the signal. Since the beam and the photocathode 
are non-uniform,an AC signal is induced. Finite beam size and 
non-uniformities in the optical path and sample surface also 
inject false signals s It was assumad these spurious signals 
merely shift the zero levels of tR/E and do not cause struc­
ture, An analytical procedure will be used to determine the 
true zero level. 
In this experiment, only AR/R is needed and not the 
absolute values of R or AH. Providing the photomultiplier is 
linear over the range used, AR/R is just equal to the ratio 
of the AG to DC photomultiplier current. This is because 
IQ and Ip are respectively the incident and reflected inten­
sities. ig^Q and i^c are respectively the AC and DC photo­
multiplier currents, and V^c and are respectively the 
measured AC and DC voltages across the impedance network 
through which the photomultiplier current flowed. The con­
stant k in the last term is due to the fact that the AC and 
DC current have different Impedances In the Impedance network. 
Experimentally AR/R was determined by monitoring the 
^3 
outputs of the recording Instruments while the monochrometor 
swept through the energy region of Interest, A simple divi­
sion of the outputs and multiplication by k yields the desired 
result. To Insure the proper correlation of outputs, the time 
constants of the AC and DC channels were made equal. All 
measurements of AR/R were taken with samples at room tempera­
ture. 
Previously, (static) plezoreflectlon experiments required 
large sample strains (10"^)* Since most materials can not be 
strained this severely, the technique was of limited useful­
ness, The changes due to strain were obtained by a direct 
subtraction of the strained from the unstrained reflectivity 
curve. Sensitivities of the order of 10"^ were possible for 
ÀR/R. With phase sensitive detection, sensitivities of 
5x10'^ are possible. This makes It possible to Investigate 
a wider range of materials, since now one does not have to 
apply as large a strain. 
Before aT can be calculated from Equations 57 and 58» A6 
needs to be calculated from the equation 
To use Equation 10, suitable extrapolations outside th@.region 
in which the data were taken need to be made. On the low 
Analysis of Results 
(10) 
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energy side of the data region (below 2*5 ev*) ^  is dominated 
by the free carrier absorption due to conduction electrons. 
It will be assumed that below 2.5 ev. '« can be represented 
adequately by the Drude formulas given in Equations 32 and 33. 
They are 
.2 
- ites' "" 
and 
UJ 
u)t(u;^+I/T2) 
®2 5 ; . (33) 
'U 
This is good approximation for Sg since «g does not contribute 
below the first interband transition energy if one ignores 
broadening effects. For silver this transition occurs at 
approximately 3.9 ev. This is not as good an assumption for 
because contributes to below the onset of these 
transitions. However, the contribution of to is not 
large enough to Invalidate the results. As was mentioned 
before, T is the conduction band relaxation time and is 
the plasma frequency given by Equation 34. 
The change In and eg due to strain can be found by 
straightforward differentiation. One gets 
^®1 _ o 4. 2 
= 2 1 , (60) 
*1"! Wp T2(VO2+I/T2J T 
and 
Ae 
= a _5l . (61) 
2 Wp (1+ W^T^) T 
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If one assumes the effective mass, m» Is Independent of 
strain and that only the fractional change In volume con­
tributes to W p and T one gets 
AUP 1 Av 
Wp 2 V 
(62) 
and 
^ = . (63) 
T V P 
p is the bulk resistivity and is given by 
1 2 1 _ ne T 
p m 
(64) 
p is related to the resistance, R, by the formula 
R = pVA » (65) 
where i is the length and A is the cross sectional area of the 
Sample,  Substitution of p, R, and AT in Equations 60 
and 61 yields ~ 
4€, = ( VL)[-1+ 2 _ AINR (66) 
^ ^ l+tù^r^\3 dlnV V 
and 
^  -  a W ) ]  M  .  ( 6 ? )  
(1+u?t2)\3 ainv V 
àV/V was set equal to three times the magnitude of the uniform 
planar expansion constant. This Is not strictly true. How­
ever, the results are not sensitive to the choice of AV/V, 
When AV/V was reduced by $0^, the experimental results for 
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Aeg varied by less than 5^^- An expression for AR/R and A@ 
can be obtained by Inverting Equations 57 and $6 and using 
the expression above for and 6*2' 
The values of AR/R from the free carrier model were used 
to extrapolate the measured values of AR/R to low energies. 
As was mentioned previously, the zero level of the measured 
values of AR/R Is uncertain. It was determined by requiring 
that the measured values of AH/R (E > 2,5 ev.) join smoothly 
with the free carrier expression of AR/R (E < 2*5 @v,), 
In order to determine A©, an extrapolation of AR/R on 
the high energy side (S > 4,5 ev.) of the data region also 
needs to be done. This was done by setting AR/R equal to a 
constant and requiring that the data region and high energy 
region join smoothly. The shape of the calculated A6 curve, 
in the energy range in which AR/H was measured, does not 
depend sensitively on how AR/R is extrapolated outside this 
region. To a first approximation different extrapolation 
techniques merely shift the zero level. 
It is possible to get an idea of how AR/R could be ex­
trapolated in the high energy region by requiring the calcula­
ted values of A@, using the dispersion relation, to equal the 
free carrier values of Ae in the low energy region (E < 2.5 
ev.). A least squares fit of a polynomial of AR/R In the high 
energy region was done using this constraint. Values of AG 
in the data range were then calculated with this high energy 
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extrapolation. For the three most dilute alloys this extrapo­
lation technique duplicated the results used in this experi­
ment except for a slight zero shift. For the most concen­
trated alloy, the contribution to 68 of the integral of >^R/R 
in the high energy region dominated the contribution due to 
the other two regions giving an unphysical result. It does 
not seem reasonable that a small increase in indium concentra­
tion would introduce a large (compared to other alloys) change 
in Ah/R in the high energy region, especially when the trend 
in the data region was to reduce AR/R substantially* This was 
why the other extrapolation technique was used. 
The values of (Up, T and dlnR/dlnV need to be specified 
for the alloys before A0 can be calculated, Matthiessen's 
rule (22) was used to estimate T, Matthiessen's rule states 
1/T = L/T^ + 1/TJ + L/TJ (68) 
for dilute alloys with non-magnetic impurities. Equation 68 
simply states that the reciprocals of the relaxation times of 
the various electron scattering processes are additive. The 
first term on the right-hand side represents the frequency of 
scattering by phonons. The second term represents the fre­
quency of scattering by impurities. The third term represents 
the frequency of scattering of "Junk" In films such as grain 
boundaries, vacancies, and strains. For dilute alloys (< $^) 
it was assumed the first and third terms were constant, inde­
pendent of indium concentration, and equal to the reciprocal 
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of the relaxation time of a pure silver film. The second 
term was assumed proportional to the indium concentration. 
According to Morgan and Lynch, the sum of the first and third 
terms equals .175x10^^ sec"*^. The proportionality constant in 
the second term equals ,0308x10^^ sec"^ and was determined 
from Llnde's (23) resistivity data on silver-indium alloys. 
The values of Ulp for the various Indium concentrations can 
be calculated using Equation 34. It was assumed each indium 
atom contributed three conduction electrons to the solid* 
The experimental value of dlnR/dlnV for pure silver was deter­
mined by Lawson (24 )  and equals 3 , 6 ,  Since p in Equation 64  
is proportional to 1/T, the bulk resistivity of an alloy can 
be written as 
P = Pl + Pj + Pj » (68) 
and the resistance can be written as 
R = + RJ + RJ , (69) 
With the help of Equations 65, 68, and 69, straightforward 
differentiation of dlnR/dlnV yields 
dlnR _ PL*Pj dlnfR^+Rj) ^  
dlnV p^+p^+pj dlnV P^^+P^+PJ dlnV 
or equlvalently 
dlnR _ <iln(RL+Rj) 
(70 )  
dlnV 1/TJ^+I/TJ+I/TJ dlnV 1/T^+1/TJ+1/TJ 
dlnRi 
dlnV 
(71) 
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dln(RL+Rj)/dlnV is dlnR/dlnV of pure silver. The relative 
values of dln(Rj^+Rj)/dlnV to dlnRj/dlnV can be approximated 
from the data of Dugdale and Gugan (25) of dlnR/dP as a func­
tion of temperature of copper. At low temperatures, near zero 
degrees Kelvin, dlnR/dP Is due to impurities since R^+Rj « Rj. 
At room temperature, dlnR/dP is due to lattice vibrations be­
cause Hj;^+Rj » Rj for reasonably pure copper (impurities less 
than .01#). dlnR/dlnV is related to dlnR/dP by the relation 
where B is the bulk modulus. The ratio dln(Rx,+Rj)/dlnV to 
dlnRj/dlnV is equal to the ratio of dlnR/dP at high and low 
temperatures if the response of silver is the same as copper 
(both are noble metals) and the bulk modulus is not a function 
of temperature. The latter is a good approximation because 
the bulk modulus of all the noble metals varies less tMn 6% 
from the room temperature value to absolute zero value (26, 
27). The value of dlnRj/dlnV can now be determined and is 
equal to -1.1. The values of Up, T, and dlnR/dlnV used for 
the alloys are listed in Table 3. 
In the actual calculation of A0 numerical techniques were 
used. Simpson's rule was used in the integration. In the 
interval where the Integrand is singular, suitable limiting 
procedures were used to calculate this contribution to the 
Integral. 
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Table 3» Parameters used In A6 calculation 
Alloy Upxl0~^^(sec"^) TXlO^^(sec) dlna 
dlnV 
Afo 1.40 5.34 3.29 
_ 1.62 1,42 4.46 2.50 
3,34 1.44 3,61 1.84 
5.0d 1.46 '3.04 1.40 
To calculate Aei and Asg at a given energy, the values 
of n and k need to be known in addition to AR/fl and A6. 
Morgan and Lynch (20) have measured the n and k values of 
dilute silver-indium alloys in the energy range 3«35 ev. to 
4.28 ev. See Figures 9 and 10. n and k values for this 
experiment were found by interpolation between these n and k 
Values, The interpolation technique involved doing a quad­
ratic least squares fit of n and k as a function of concentra­
tion at a fixed energy. The values of n and k for the alloys 
used in this experiment were determined from the fitted 
curves, n and k values were calculated every hundredth of an 
ev, for the .4% and 1,6.'® alloys and every two hundredths of 
an*ev. for the 3.3% and 5*0# alloys in the energy range from 
3.35 ev. to 4.28 ev. In the energy range from 2.50 ev, to 
3»35 ev., n and k values were calculated from the Drude 
expressions for and «2» since there were not experimental 
data available in this range. The plasma frequency and 
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Figure 10. k values for the silver-Indium alloys of Morgan and Lynch (20) 
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relaxation time appearing in «]_ and Sg were chosen so that 
the values of n and k in this energy range joined smoothly 
at 3^35 ev, with the interpolated values from the data of 
Morgan and Lynch (20). 
Straightforward evaluation of Equations 57 and 58 
yielded Ae^ and ûfig. 
5^  
EXPERIMENTAL RESULTS 
In this section the results of this experiment will be 
presented. The results of other related experiments will also 
be shown which will be used in the interpretation of this 
experiment. 
M. Garfinkel et (21) measured the piezoreflection of 
the noble metals from 1,5 ev. to 5«0 ev. A uniform planar 
expansion of fxlO"^ was applied to their films. The author 
has measured the piezorefleotion of several silver films in 
the energy from 2,5 ev. to 4.5 ev. The results obtained 
agreed with Reference 21 to within 15%. For this reason only 
the results of M. Garfinkel et al. (21) will be shown. See 
Figure 11 for AR/R and éB obtained for a silver film. The 
corresponding and Aeg for this film are presented in Figure 
12. 
In Figures 13 and 14, the experimental results for AR/R 
and A0 for four dilute silver-indium alloys are shown. In the 
order of increasing indium concentration the zero level cor­
rections to the experimental AR/R curves were 4.76x10"^, 
-1.83x10-4, 1.20x10-4, and -2.53x10-5, The results of Refer­
ence 21 were scaled down to 0.6 of original value to compensate 
for the different amount of strain applied to the silver and 
alloy films. 
The expressions for and Ae,> can be written in the 
form 
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A @2 = AA & + BB A6 * (72) 
and 
(73) 
AA and BB are the coefficients relating AR/R and A0 to 
and ACg, They are only functions of n and k, AA and BB are 
shown respectively in Figures 15 and 16 for the four alloys, 
Aq^ and A@2 8.^® shown In Figures 17 and 18, There is a 
systematic variation of A 62 from the alloy to the more 
concentrated ones except for the most concentrated (5.0#) 
alloy. The whole curve for this alloy seems to be rigidly 
shifted downward. The reason for this is probably due to the 
fact that the 5*0# alloy is appreciably out of the concentra­
tion range (0.5& to 4.1&) of the alloys of Morgan and Lynch, 
and hence, the extrapolated values of n and k are poor ones. 
It will be assumed that the gross features of this curve are 
qualitatively correct. 
To get an idea of the free electron contribution of A®2» 
A®2 Is shown in Figure 19. was calculated from Equation 
67 with the appropriate values of W p and T used for each 
alloy. 
Morgan and Lynch (20) have calculated «2 for dilute 
silver-Indium alloys, was obtained by subtracting 
given by Equation 33» from «g. The results for the dilute 
alloys of Morgan and lynch (20) are shown In Figure 20. 
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DISCUSSION 
Plezo-optloal Effect in Cubic Crystals 
Before proceeding with the discussion of the experimental 
results, it is necessary to validate one of the assumptions 
made earlier. In deriving the expressions for 6and ASg it 
was implicitly assumed that e was a scalar. This is true for 
an unstrained cubic crystal. It is not necessarily true for 
a strained cubic crystal (28). In general ^  is a symmetric 
second rank tensor relating the electric field vector, E, to 
the charge displacement vector D. 
The state of strain of a body, u, is characterized by a 
symmetric second rank tensor and is related to the "change in 
the complex dielectric constant due to strain" tensor. A®, by 
the relation (21) 
y 
''2 
0
 
II 
aïi, 
^'6 
Wii W12 W12 ^1 
W12 ^ 11 W12 ^2 
'"^12 ^12 ^11 U3 
U/^ 
"5 
U6 
(74) 
The notation for the u*s and AG's are the same as used in 
ft/ 
Equation 48. The Ae^'s refer to components of the Ae tensor 
resolved along the crystallographic directions. The relation 
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of Ae^ and Aeg to the will be specified later. The 
irf's In the above equation are elements of a fourth rank tensor 
written In the usual convention (28) for cubic crystals with 
(m3m) symmetry. The W*s characterize the plezo-optleal 
effect. Only three W's (actually six Independent variables, 
since the W*s are complex) are needed to speolfy completely 
As, and hence the change In the optical properties due to an 
arbitrary strain. The state of strain of a body under a given 
stress is calculated using the relation 
"1 
1 
8ll ^ 12 Si2 ^1 
"2 Si2 S11 Si2 ^2 
U3 Sl2 ^ 12 Sii '3 
8# 
"5 "5 
"6 ^44 '6 
relating the stress tensor to the strain tensor. This rela­
tion holds for all cubic crystals of (m3m) symmetry. The S's 
are the usual elastic compliances. 
To calculate the change in the complex dielectric con­
stant due to a uniform planar stress, one first resolves the 
planar stress into normal components and shear components of 
stress on the cube faces. Once the stress tensor components 
are determined, straightforward matrix multiplication yields 
the Ae*s. The component of the "change in the complex dielec-
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• 
trie constant due to strain" tensor, Ae, in a direction speci­
fied by direction cosines Ig, and Is given by (28) 
Y j '  ( 7 6 )  
J ,  4- J  1 j 
Equation ?6 Is useful in calculating the component of D par­
allel to i. If Ë is In a direction specified by direction 
cosines ^3» the component of 5 parallel to 2, 
denoted by Dii, can be written as 
ô n  =  .  ( 7 7 )  
It was found that a uniform planar stress In the <100> 
and <111> planes gave a tensor which was Isotropic. In the 
stress plane. Let the component of the Ac tensor In the <100> 
plane be ^ i^qq and In the <111> plane be One can now 
write the change In complex dielectric constant due to strain 
for the film as the scalar 
(A®)f = As^ + lAGg = aA^QQ + . (78) 
a and b are normalizing constants to take Into account the 
relative number of <100> and <111> oriented crystallites. The 
dielectric constant for the unstrained film Is the scalar e = 
+ i®2« The dielectric constant for the strained film Is the 
scalar ® = (e^ + + iX*^ + A eg). 
For the case of uniaxial strain with single crystals It Is 
possible to determine the complete set of W's If the strain 
and polarization are directed along properly chosen crystallo-
graphic directions. Three measurements of Independent optical 
constants are needed to do this (21). 
.'V- t'-'-ïfts... 
69 
Interband and Intraband Transitions 
In this section we will be concerned with the Intraband 
and Interband transitions giving rise to structure In thé 
optical constants, A description of A«g will be made in terms 
of these two elementary excitations. 
In Figure I3 the aR/R curves for the alloys are shown. 
The curves display a systematic variation with concentration. 
The structure broadens and shifts to lower energy as the 
indium concentration is increased. In the 5,0% alloy, the 
structure has almost disappeared. Since A9 is related to the 
AR/R by a Kramers-Kronlg relation, it is expected A@ will 
exhibit a similar systematic variation with Indium concentra­
tion, This is evident from the A© curves depicted In Figure 
14, The structure in AR/R and for pure silver is shown In 
Figure 11 and is much larger and more localized than in even 
the most dilute alloy. 
To calculate Ae^ and A 62 Equations 72 and 73 were used, 
AA and BB are the coefficients relating AR/R and A© to AE^ 
and Aeg, aA and BB are shown respectively in Figures 15 and 
16, As was mentioned earlier, the n and k values of Morgan 
and Lynch (20) were used to calculate and n and k values of the 
alloys in the energy range from 3*35 ev, to 4.28 ev. In the 
energy range from 2,50 ev, to 3*35 ev, free electron values 
of n and k, as given by the Drude formulas, were used. It 
was hoped that the metal was free-electron like in this region 
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to validate the use of the Drude formulas. This Is probably 
not the case as evidenced by the fact that the slopes of AA 
and BB do not join smoothly at 3»35 ev* For this reason the 
data below 3.35 ev* should be treated with a little caution. 
The curves for A63 are shown respectively In 
Figures 17 and 18, Notice that, unlike the structure In AR/R 
and Ae, which varies radically In magnitude between alloys, the 
strweture In Ae^ and ASg are all of the same magnitude. Since 
Afig I'S most directly related to any changes in critical points 
in the joint density of states and to changes in optical matrix 
elements, an interpretation of electronic transitions between 
states of a given energy difference should be made In terms of 
AG2 and not AH/R. A direct Interpretation in terms of AR/R 
could lead to misleading results since the structures in 
and AR/R are not similar. 
The free electron contribution to Ae^ given by Equation 
67 and will be denoted by Aef, for the various alloys Is 
shown in Figure I9. For all practical purposes, the contribu­
tion of Ae^ to AEg is negligible and will be Ignored, The 
structure in A®2 is due to A®^, that is the change in ®2 ^.ue to 
stress, iiince only Interband contributions contribute to 
A®2 Is a measure of the change in the joint density of states 
due to strain if one ignores the variation of matrix elements 
with strain, 
• Through a combination of band structure calculations by 
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Segall (18), Hasa and Okaaoto (18), and Cooper, Ehrenrelch, 
and Phlllpp (29) and experimental work measuring the normal re­
flection by Taft and Phlllpp (30) and Ehrenrelch and Phlllpp 
(6), the first interband transition in silver was presumed to 
be a strong d-band (near L^) to Fermi surface (near Lgi) 
transition. This transition will be called the L2t 
transition. The Lj Lgi transition occurs at approximately 
3.9 ev. The next higher transition was presumed to be from 
the d-band (near X5) to the conduction band (near This 
transition was thought to occur at 5*7 ev. Beaglehole (19) 
pointed out that the constant oscillator strength assumed in 
the previous calculations could be in error. He proposed that 
other transitions could contribute to the structure In eg 
the energy range from 4.0 ev. to 6,0 ev., for example a trans­
ition from the Fermi surface (near Lgi) to the second conduc­
tion band (near 1%). Call this transition the Lgi 
transition. See Figure 7 for the band structure of silver. 
This transition is expected to be weak because of the small 
number of occupied states near Lgi. Mueller and Phillips (11) 
made a calculation of «3 for copper. They found, as proposed 
by Beaglehole (19), that matrix elements are not constant and 
that the weak Lg» transition should contribute to the 
structure in «2 near 4.0 ev. Since the conduction bands for 
silver and copper are similar, this should also be true for -
silver. Morgan atid Lynch (20) found upon alloying silver with 
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indium that the strong structure In «2 moved to higher energy 
while weak structure developed and moved to lower energy. 
Morgan and Lynch (20) attributed this weak structure to the 
L21 Li transition and the strong structure to the Lj Ig* 
transition. The data of Morgan and Lynch (20) for «g are 
shown in Figure 20, 
In Figure 18 the structure in Aig moves to lower energy 
in a manner similar to the weak structure in of the silver-
indium alloys of Morgan and Lynch (20), The structure In 
does not split into two components with increasing indium 
concentration as occurred in «g. Because of this, the struc­
ture is attributed to the Lgt " L^ transition and not the 
L3 L21 transition as was done by Garfinkel et al. (21). 
There are other reasons to believe that the structure Is 
due to the weak Lgi L^ transition and not the strong L3 " 
L2< transition. Phillips (31) and Herman and Sklllnan (32) 
have found that the L^ (s-llke symmetry) level is very sensl-
-tive to what crystal potential Is used to calculate the energy 
bands in face-centered cubic semiconductors. Levels with 
different symmetry are less sensitive to small variations In 
the crystal potential. Band calculations of copper by Segall 
(33) and Burdlck (34), which used slightly different methods 
in calculation of the energy bands, agreed quite well with 
regard to the L3 (d-like symmetry) level and the Lgt (p-llke 
symmetry) level, but were off by more than 1.0 ev. for the Lj^ 
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level. Thus, the level is sensitive to the crystalline 
potential. Experimentally this was shown to be true by 
Zallen (35). He found In copper that the L21 "* transition 
was at least seven times more sensitive to hydrostatic pres­
sure than the L3 L21 transition. For silver he found that 
the 3,9 ev. edge In the reflectivity was at least 2.7 times 
more sensitive to pressure than the L3 "* L21 transition In 
copper. One expects the L3 "* Lgi transitions In silver and 
copper to have similar pressure dependences* Therefore, It 
appears that more than one transition contributes to the edge 
and that the "extra" transition Is more sensitive to pressure 
than the L3 L21 transition. Morgan and Lynch (20) found the 
transition they Identified as the 12' ^  transition shifted 
by more than 0.5 ev, with the 4,1;( Indium alloy whereas the 
strong L3 L21 transition shifted less than «3 ev. This 
further supports the correctness of their Identification of 
the transitions. This is because dilute alloying perturbs the 
crystal potential of the solvent, and one would expect the 
"sensitive" level to shift more with alloying. 
In conclusion, the identification of the structure in 6«2 
as arisins from the weak Lg'"* ^ 1 transition Is justified even 
though the strong L3 "* L21 transition is present. 
6@2 is plotted as a function of energy for silver In 
Figure 12 and for the silver-indium alloys In Figure 18. 
Three conspicuous trends are apparent as silver is alloyed 
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with indium: (1) the whole structure shifts to lower energy, 
(2) the structure on the low energy side of the sharp peak in 
silver (which will be denoted as low energy structure) in­
creases with alloying, and (3) the sharp peak at 4,06 ev, in 
pure silver decreases with alloying till it is smaller than 
the low energy structure which increases with alloying. 
The prodigious peak at 4,o6 ev, in silver is attributed 
to the critlGal point at L. It was pointed out earlier that L 
is % Symmetry intêrbând ôïitiôal point» From Figuré 3 ôf 
Table 1, it is apparent that the derivative of the joint densi­
ty of states function with respect to energy is singular at all 
critical points. The critical point between the first and 
second conduction band at L is a type M2 critical point and 
has a negative singularity. Gerhardt et al. (36) and Zallen 
(35) have found that copper has a negative L2'"*^l gap 
shift with dilatation. Silver should have a similar band gap 
shift. Prom Equation 54 we see 662 should display a positive 
peak if the identification is correct. ^«2 has a positive peak 
ak the expected energy. This is partly the basis for the peak 
identification. 
The decrease in this peak with increasing indium concen­
tration is attributed to increasing "fuzziness" of the Fermi 
surface. The fuzziness of the Fermi surface is a direct re­
sult of the uncertainty principle and finite mean-free path 
of the conduction electrons. For example, a mean free path 
of 100 lattice spacings would imply a 1'^ uncertainty in the 
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diameter of the Fermi surface» As Indium Is added, the mean 
free path at the Perml surface decreases with a corresponding • 
Increase In the "fuzzlness". Since the singularity In the 
joint density of states is related to the precise definition 
Of energy surfaces, it is expected that the peak, which re­
flects the singularity at L, will be reduced with increasing 
fuzzlness. Another important effect which will decrease and 
broaden the peak with increasing indium concentration is the 
increase in the Interband band relaxation time. Morgan and 
Lynch (20) found considerable broadening In @2 with increasing 
indium concentration. 
From Figure 12 we see the low energy structure for pure 
silver extends down to 3.26 ev. This structure cannot be 
accounted for by known interband transitions. The same thing 
Is true for the and 1,6# alloy In Figure 18. Joos and 
Klopfer (37), Huebner et (38), Green (39), and Morgan and 
Lynch (20) have seen a weak peak in «g centered around 3*5 ev. 
in silver. It does not seem to be related to Interband transi­
tions because all of the above references find peaks of varying 
magnitude. This probably indicates the peak is a property of 
the particular film or surface, and not of-the bulk material. 
Stanford £t al. (40) have noticed that the magnitude of the 
peak is related to surface roughness. They found rougher 
surfaces produced larger peaks. They attributed this peak 
to the excitation of surface plasmons. The samples used in 
this experiment were relatively rough. The samples had an 
r.m.s. roughness of about 70A. (The Irregularity of an 
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interference fringe in the thickness-measuring Interferometer 
was used as a measure of the surface roughness.) The struc­
ture centered at 3,5 ev. in eg might be correlated with the 
low energy structure In Figure 12, although it is not immedi­
ately clear how the strain field would modulate this struc­
ture, When Sreen (39) alloyed silver with 5*00% zinc (valence 
plus two) or cadmium (valence plus two), the 3*5 ev. peak in 
62 disappeared. This is because surface plasmons damp out 
upon, alloying and shift to higher energies where the strong 
L3 Lgt transition obscures their presence. This Is in­
directly supported-by the data in this experiment. The low 
energy structure in the two most concentrated alloys can be 
accounted for by direct and indirect transitions, possibly 
implying this "extra" structure is no longer present. 
Normally, in pure metals, one does not have to worry 
about Indirect transitions. This is not the case for alloys. 
The addition of indium In silver Increases the likelihood of 
indirect transitions, as well as direct ones. The indium 
atoms provide the scattering mechanism necessary to conserve 
momentum in an indirect transition. Ziman (41) derived an 
approximate expression giving the ratio of indirect to direct 
transitions in alloys. From this expression it was found that . 
the Indirect transitions should be as strong as the direct 
transitions for the 3.3% and 5,0% alloys. Therefore, the 
onset of structure in Aeg denotes the Fermi level - energy 
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gap and not the energy of the lowest allowed direct transi­
tion. 
In discussing the structure in â«2 it Is convenient to 
have a tentative band structure for silver and the alloys. 
In Figure 21 is the modified band structure of silver for the 
first and second conduction band. The energy band gap at L 
was set equal to 4.06 ev. The other relevant band parameters 
are from References (18) and (29)» The ©urvature of the 
second conduction band was estimated from Segall's band calcu­
lation of silver using Hartree-Pock free ion functions (18), 
It was found to have a curvature equal to three-fourths of 
the first conduction band. Because of the relative curvatures 
of the two bands, a direct transition from the Ferrai surface 
occurs at a lower energy than direct transition from L21, The 
lowest possible interband transition between the first and 
second conduction band would be an Indirect transition from 
the Fermi surface to 1% at 3.76 ev. 
As was done for silver, the L band gap for the alloys can 
be estimated from the structure In 6*2* For the sake of discus­
sion, it will be assumed that the L band gap for the alloys, in 
the order of increasing concentration, are 3.88 ev,, 3*80 ev,, 
3,50 ev,, and 3,36 ev. In the 0.4,^ alloy, the L band gap ener­
gy was chosen at the energy where the high energy peak was. In 
the more concentrated alloys, the choice becomes more ambiguous 
due to the fact that both Indirect as well as direct transi-
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Figure 21, Band structure for silver and a 5^ Indium alloy 
tlons contribute about equally to the structure. A peak in 
A62 does not necessarily mean a peak In Aeg due to direct 
transitions, in the 1.6#, 3*3^# and 5,0^ alloys, the L band 
gap energy was chosen where a shoulder started to develop on 
the high energy side of the peak. In Figure 22 Is a plot of 
L band gap energy as a function of Indium concentration. The 
energy at which interband structure starts is also plotted In 
this figure. 
On the right side of Figure 21 is the tentative band 
structure of the 5*0# indium alloy. It was assumed each 
indium atom contributed three electrons to the conduction 
band. The shift of the Fermi level with respect to the bottom 
of the conduction band was calculated from the electronic 
specific heat data of pure silver of Green and Cuthbert (42). 
They showed the effects of alloying on the electronic specific 
heat are small and Justify the use of the electronic specific 
heat of pure silver. 
From Figure 21 it is apparent that if only direct transi­
tions were possible in the alloys the energy Interval from 
the L band gap to the onset energy would be less than 0,2 ev, 
(ignoring broadening). For the alloys the energy interval 
from the tentative band gap down to the onset energy is from 
0,6 to 0,7 ev. This strongly suggests that indirect transi­
tions contribute to the structure in the alloys as was pointed 
out by Zlman (41). Of course we are assuming that the "extra" 
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low energy structure In silver disappears upon alloying as 
suggested by Green's data (39)* It Is Interesting to note 
that when Green (39) alloyed 10^ cadmium (which Is In the 
same row and In between silver and Indium In the periodic 
table) In silver, it had the same onset energy for Interband 
transitions as the 5'^^ indium alloy» This suggests the struc­
ture In Aeg is correlated with Interband transitions as sug­
gested, Thi increase in the low energy structure in 6^2 with 
Increasing indium concentration Is attributed largely to the 
increase in indirect transitions, since they Increased from 
zero to the same strength as direct transitions. To a lesser 
extent direct transitions contributed to the increase in ts^2 
due to the increase in the number of electrons occupying con­
duction band states near L21. The peak In Asg for the more 
concentrated alloys is where both indirect and direct transi­
tions contribute to A 62• 
It would be very satisfying if one could do a simple 
calculation, similar to that used to derive Equation 5^» to 
calculate the shape of the experimental curves. The diffi­
culty of the problem precludes this. For example, since the 
structure in ^^2 is due to transitions between energy bands 
at L, there are eight points in the Brillouin zone contributing 
to the structure. The contribution to ^^2 from the eight 
points will not all be equal because each point has a differ­
ent orientation to the stress plane. Second order perturba-
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tion theory will have to be used to account for the Indirect 
Interband transitions, A theory will have to be developed to 
calculate the contribution of strain modulated surface plas-
mons. And finally, one has to account for structures broaden­
ing with increasing indium concentration, a phenomenon related 
to the increased uncertainty in wave vector for electron 
states. 
The rigid band model and the model of Preldel both pre­
dict that the perturbation due to the solute simply shifts all 
energy eigenvalues of the solvent by a constant amount. They 
differ In that the motion of their Perml levels are different. 
It is obvious that both theories do not apply to the silver-
indium alloys as evident from Figure 21, since both theories 
predict the perturbing potential shifts all conduction band 
states by the same amount. The theory of Cohen and Heine (I7) 
predicts the band gap should decrease by ,51 ev. Their value 
has the correct sign and is close to the observed ,70 ev, 
shift. 
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SUMMARY 
The fractional change in reflectivity due to strain, 
AR/R, of four vacuum evaporated sllver»indlum films was meas­
ured in the energy range from 2.5 ev. to 4.5 ev. The films 
had indium concentrations of 0,4^, 1.6$, 3*3^ and 5*0#. A 
lead zirconate-lead titanate transducer strained the films, 
A Kramers-Kronig inversion of AR/R yielded the other strain-
dependent optical constant A@. The change in the real and 
imaginary part of the complex dielectric constant, àti and 
A eg» were calculated. 
Interpretation of the structure in A eg of silver and the 
four alloys indicated; (1) the Lg' "* H gap in silver is 
4.06 ev. and decreases to 3.36 ev. in the 5*0# indium alloy, 
(2) the structure at 4.06 ev, in silver is due to the Lg' "* ^1 
transition and not the L3 Lgi transition as previously 
identified, and (3) indirect transitions contribute to the 
structure. 
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