Finding solutions to a constraint satisfaction problem is known to be an NP-complete problem in general, but may be tractable in cases where either the set of allowed constraints or the graph structure is restricted. In this paper we identify a restricted set of contraints which gives rise to a class of tractable problems. This class generalizes the notion of a Horn formula in propositional logic to larger domain sizes. We give a polynomial time algorithm for solving such problems, and prove that the class of problems generated by any larger set of constraints is NP-complete.
Introduction
Combinatorial problems abound in Arti cial Intelligence. Examples include planning, temporal reasoning, line-drawing labelling and circuit design. The Constraint Satisfaction Problem (CSP) 14] is a generic combinatorial problem which is widely studied in the AI community because it allows all of these problems to be expressed in a natural and direct way. Reduction operations 12, 10] and intelligent search methods 4, 18] developed for the CSP have been applied with success to many di erent practical problems.
Finding solutions to a constraint satisfaction problem is known to be an NPcomplete problem in general 12] even when the constraints are restricted to binary constraints. However, many of the problems which arise in practice have special properties which allow them to be solved e ciently.
The question of identifying restrictions to the general problem which are sucient to ensure tractability has been discussed by a number of authors. Such restrictions may either involve the structure of the constraints, in other words which variables may be constrained by which other variables, or they may involve the nature of the constraints, in other words which combinations of values may be allowed for variables which are mutually constrained. Examples of the rst approach may be found in 4, 6, 8, 14, 15] (see 3] for a survey) and examples of the second approach may be found in 14, 21, 1, 11, 19, 20] .
In this paper we take the second approach, and carefully consider what restrictions must be imposed on the nature of the constraints in order to ensure that all the problems involving those constraints can be solved e ciently. We identify a particular class of constraints, M, which has the following properties: In summary, this paper identi es a generalization of the notion of Horn formulae to larger domain sizes, which provides a new maximal class of tractable problems. The relationship between this new class and earlier tractable classes which have been identi ed in the literature is described in Section 3.
A solution to a constraint satisfaction problem is an assignment of values to the variables which is consistent with all of the constraints.
The length of the tuples in a given constraint will be called the`arity' of that constraint. In particular, unary constraints specify the allowed values for a single variable, and binary constraints specify the allowed combinations of values for a pair of variables.
It is convenient to make use of the following operations from relational algebra 13].
De nition 2.2 Let S be any ordered set of r variables and let C(S) be a constraint on S.
For any ordered subset S 0 S, let (i 1 ; i 2 ; : : : ; i k ) be the indices of the elements of S 0 in S. De ne the projection of C(S) onto S 0 , denoted S 0(C(S)), as follows S 0 (C(S)) = f(x i 1 ; x i 2 ; : : :; x i k ) j 9(x 1 ; x 2 ; : : : ; x r ) 2 C(S)g De nition 2.3 For any constraints C(S 1 ) and C(S 2 ), the join of C(S 1 ) and C(S 2 ), denoted C(S 1 ) 1 C(S 2 ) is the constraint on S 1 S 2 containing all tuples t such that S 1 (ftg) C(S 1 ) and S 2 (ftg) C(S 2 ).
We shall assume, for simplicity, that each variable is subject to at least one constraint. Hence, the set of all solutions to a constraint satisfaction problem P, denoted Sol(P ), is simply the join of all the constraints 8]
Sol(P ) = C(S 1 ) 1 C(S 2 ) 1 1 C(S c ):
The decision problem for a constraint satisfaction problem is to determine whether or not this join is non-empty. The class of problems in which the constraints all belong to some class C will be denoted CSP(C). In an earlier paper 1] we characterize precisely the classes of constraints C which give rise to tractable problem classes CSP(C), in those cases where the constraint set C is closed under permutations of the domain D.
In what follows, we shall assume that the domain D is a totally-ordered set.
This assumption is not unreasonable, since in many applications the domain may be considered to be a subset of the natural numbers, or the real numbers. By making use of this additional ordering property of the domain we are able to de ne new sets of constraints which give rise to tractable problems. As a consequence of assuming that the domain is ordered, we may de ne the following operation on the elements of any constraint. All of these constraints are max-closed (and also min-closed). Hence, any system of constraints of this restricted type can be solved e ciently using the algorithm described below.
Other (non-binary) arithmetic constraints which are also max-closed, and could therefore be added to this set without losing this property, include a 1 X 1 + a 2 X 2 + + a r X r bY + c aX 1 X 2 X r bY + c (
Further important examples of non-binary max-closed constraints will be discussed in Section 5.
Related Work
Van Beek 19] introduced the notion of`row-convex' constraints, which can be de ned as follows:
De nition 3.1 A binary constraint C over an ordered domain D is said to be row-convex if, for all w; x; y; z in D, ((w; 
Row-convex constraints include all`functional' constraints, (which are binary constraints where each value for either variable is compatible with at most one value for the other variable), and all monotonic constraints, which are de ned as follows:
De nition 3.2 A binary constraint C over domain D is said to be monotonic if, for all w; x; y; z in D,
It is shown in 19] that any constraint satisfaction problem which is path-consistent and contains only row-convex constraints can be solved in polynomial time.
In general, however, the class of problems CSP(C) may be NP-complete, even when C contains only row-convex constraints, since the transposition of a row-convex constraint is not necessarily row-convex, and the composition of two row-convex constraints is not necessarily row-convex.
The class of 0/1/all constraints introduced in 1] (and independently in 11]) is a subclass of the row-convex constraints (which includes all functional constraints). It is shown in 1] that CSP(C) is solvable in polynomial time whenever C contains only 0/1/all constraints. It is also shown that CSP(C) is NP-complete whenever C contains all 0/1/all constraints over some xed domain together with any constraint which is not 0/1/all.
The max-closed constraints introduced in this paper are not a subclass of the row-convex constraints, even when restricted to binary constraints, as the following example illustrates. Note also that problems containing only binary max-closed constraints can be solved by establishing arc-consistency, as indicated by Theorem 4.2 below, whereas problems involving row-convex constraints require path-consistency in general 19] .
On the other hand, there is considerable overlap between the two classes of constraints, as the following result indicates.
Proposition 3.4
Any binary constraint which is both max-closed and min-closed is row-convex. Any binary constraint which is monotonic is both max-closed and min-closed. The binary constraints described in Example 2.8 are all both max-closed and minclosed, hence they are also row-convex.
The converses of the statements in Proposition 3.4 do not hold. For example, the second binary constraint shown in Figure 1 is row-convex and max-closed but not min-closed. The third binary constraint shown in Figure 1 is both max-closed and min-closed but not monotonic. Proof: Assume that P has no empty constraints. For each variable i, let x i be the maximum value allowed for that variable by some constraint C(S j ) such that i 2 S j . We claim that (x 1 ; x 2 ; : : : ; x n ) is a solution to P. To establish this claim, consider any constraint C(S) of P, where S = (i 1 ; i 2 ; : : :; i r ), and any i j 2 S. By the choice of the x i , and pair-wise consistency, we must have some tuple t i j 2 C(S) whose jth coordinate is x i j . Since C(S) is max-closed, the maximum of all these tuples must belong to C(S), but again by the choice of x i , this must be (x i 1 ; x i 2 ; : : : ; x ir ). Hence (x 1 ; x 2 ; : : : ; x n ) satis es C(S), and the claim follows. Equivalent results clearly also hold for min-closed constraints.
For a given problem instance over a domain D which is not in CSP(M D ), it will sometimes be possible to reorder D in such a way that all of the constraints become max-closed. To check whether a particular reordering achieves this, it is su cient to check every pair of tuples in every constraint, to ensure that De nition 2.5 is satis ed. The time required to check an ordering is therefore O(ct 2 ), and for any xed domain size, the number of possible reorderings is constant.
There exists an even broader class of problem instances in which it is possible to choose a separate ordering of the domain at each variable in such a way that all of the constraints become max-closed. Whether there is an e cient algorithm to nd such a combination of orderings when it exists is currently an open question.
Horn clauses
A Horn clause is a logical expression consisting of a disjunction of propositional variables, at most one of which is unnegated. A Horn formula is a conjunction of Horn clauses.
The importance of Horn formulae is illustrated by the fact that the satis ability problem for Horn formulae (HORNSAT) is P-complete 16]. Hence every polynomially solvable decision problem may be reduced to HORNSAT in logarithmic space.
In this section we give an alternative description of min-closed constraints and show that Horn clauses are a special case of such constraints.
In order to express a constraint C(S) as a formula in rst order logic we introduce variable symbols v 1 ; v 2 ; : : :; v r to denote the variables in S, and constant symbols a 1 ; a 2 ; : : : and b 1 ; b 2 ; : : : to denote xed elements of the domain D. for each tuple (a 1 ; a 2 ; : : : ; a r ) 6 (() Conversely, we shall now show that any constraint which satis es an expression of the form given in the theorem must be min-closed.
Assume, for contradiction, that t 1 = (x 1 ; x 2 ; : : : ; x r ) and t 2 = (y 1 ; y 2 ; : : :; y r ) satisfy a conjunction of expressions of the form given in the theorem, but t 1 u t 2 does not.
This implies that t 1 u t 2 fails to satisfy some conjunct of this expression which is logically equivalent to the following : (a 1 v 1 )^(a 2 v 2 )^: : :^(a r v r )^(v i b i )] But, by de nition of t 1 u t 2 this means that a j min(x j ; y j ); j = 1; 2; : : : ; r and min(x i ; y i ) b i . Hence either t 1 or t 2 also fail to satisfy , which contradicts the choice of t 1 and t 2 . By a similar argument we may show that max-closed constraints over this Boolean domain are precisely those which may be expressed by conjunctions of disjunctions with at most one negated variable.
Intractability of Extensions
In this section we shall demonstrate that any superset of the set of max-closed (or min-closed) constraints can generate intractable problems. Hence these sets of constraints are both maximal sets of tractable constraints.
We begin by characterizing max-closed constraints using the following property.
De nition 6.1 A constraint C(S) is said to be \crossover-closed" if, for all i; j 2 S, h (x i ; x j ) 2 (i;j) (C(S)) i^h (y i ; y j ) 2 (i;j) (C(S)) i^(
For binary constraints, this is equivalent to being max-closed.
Lemma 6.2 A binary constraint is max-closed if and only if it is crossover-closed.
However, for constraints of higher arity, it is possible to be crossover-closed without being max-closed, as the following example illustrates.
Example 6.3 Consider the following constraint, C, consisting of 3 tuples C = f(T ; T; F); (T; F; T);(F; T;T)g If the domain D is ordered such that F < T, then C is crossover-closed, because the projection of C onto any pair of variables is f(T ; T); (T; F); (F; T)g.
However, C is not max-closed because the maximum of any pair of tuples is (T; T; T), which is not an element of C.
2
We now establish the precise relationship between these properties for constraints of any arity. (() If C(S) is not max-closed, then there exist t 1 ; t 2 2 C(S), such that t = t 1 t t 2 6 2 C(S). Let t 1 = (x 1 ; x 2 ; : : :; x r ) and t 2 = (y 1 ; y 2 ; : : : ; y r ) and let t = (z 1 ; z 2 ; : : :; z r ) where z i = max(x i ; y i ).
Now impose a further constraint on S which restricts each variable i 2 S to values less than or equal to z i . This additional constraint is clearly max-closed, and the intersection of C(S) with this constraint results in a new constraint, which will be denoted C 0 (S).
Choose a minimal subset M = fi 1 ; : : :; i m g S such that M (ftg) 6 Proof: Any CSP clearly belongs to NP since a solution may be checked against all of the constraints of the problem in polynomial time.
To demonstrate that CSP(M D fC g) is NP-complete we shall provide a polynomial time reduction from the NP-complete problem GRAPH 3-COLORABILITY 7].
To carry out this reduction, we rst note that, by Lemma 6.4, since C is not max-closed, we may compose C with max-closed constraints to form a constraint C 0 which is not crossover-closed. In other words, on some pair of coordinate positions, there exist values x 1 ; x 2 ; y 1 ; y 2 , with x 1 > y 1 and x 2 < y 2 , such that C 0 allows the combinations (x 1 ; x 2 ) and (y 1 ; y 2 ) but does not allow the combination (x 1 ; y 2 ).
Without loss of generality, we may assume that this holds in the rst and last coordinate positions. The problem P is illustrated in Figure 2 . Note that the additional constraints used in P are all max-closed, hence P 2 CSP(M D fC g).
By explicitly constructing all possible solutions to P, we may show that all possible combinations of a; b and c are allowed for the variables 2r + 1 and 2r + 2 except for the pairs (a; a); (b; b) and (c; c).
But this means that we may reduce any instance of GRAPH 3-COLORABILITY to a problem in CSP(M D fC g) in polynomial time, by replacing each edge in the graph with P and identifying the vertices of the edge with the variables corresponding to 2r + 1 and 2r + 2.
Since the above construction uses only binary constraints, this result remains true even when M D is restricted to binary constraints.
For the case of jDj = 2, it is possible to obtain a similar result by constructing a polynomial time reduction from the NP-complete problem NOT-ALL-EQUAL- SATISFIABILITY 7] . Furthermore, it remains NP-complete even when M D is restricted to ternary max-closed constraints. Theorem 6.6 may also be proved by using Corollary 5.3, together with Schaefer's characterization of tractable subproblems of the SATISFIABILITY problem, given in 17].
Corresponding results may of course be obtained for min-closed constraints.
Conclusion
This paper has demonstrated the signi cance of the class of constraints which have been designated as max-closed constraints. These results provide e cient techniques for solving any constraint satisfaction problem where the constraints lie within this class. This may be known a priori from some feature of the original problem (such as the fact that the constraints are expressed in Horn formulae), or it may be achievable by suitable pre-processing. In order words, we have identi ed another possible class of`target' problems, for which an e cient algorithm is known, which can be used to provide a possible goal for a general problem solving scheme, as in 4].
We have also shown that any class of problems allowing a larger set of constraints is NP-complete, so it is unlikely that e cient general solution techniques exist.
