The performance of different models and procedures for forecasting aggregated May-July streamflow for the Churchill Falls basin on the Québec-Labrador peninsula is compared. The models compared have different lead times and include an autoregressive model using only past streamflow data, an autoregressive with exogenous input model utilizing both past streamflow and precipitation, and a linear regression model using the principal components of exogenous measures of atmospheric circulation inferred from the National Centers for Environmental Prediction/National Center for Atmospheric Research reanalysis project. The forecast skills of the different approaches are compared using a variety of measures of performance. The results indicate that relatively accurate forecasts using only measures of atmospheric circulation can be issued as early as in December of the prior year. A multimodel combination approach is found to be more effective than the use of a single forecast model. In addition, it is concluded that forecasting models utilizing atmospheric circulation data are useful, especially for basins where hydroclimatic observations are scarce and for basins where flows and other hydroclimatic variables are not strongly autocorrelated ͑do not depend on their past͒.
Introduction
The number of studies linking climatic teleconnections and other measures of atmospheric circulation to various phenomena have increased substantially in the last 20 years. Just to mention a few, these phenomena range from fish production ͑Mantua et al. 1997͒, to surface air temperature ͑Barnett and Preisendorfer 1987͒, to seasonal and annual streamflow ͑Piechota et al. 1997; Hamlet and Lettenmaier 1999; Wang and Eltahir 1999; Filho and Lall 2003͒, to extreme streamflow, precipitation, and temperature ͑Waylen and Caviedes 1986; Gershunov and Barnett 1998; Gershunov 1998; Waylen and Laporte 1999͒ , in addition to other processes that can be considered to be influenced by climate variability. The focus of this study is forecasting of seasonal streamflow. In general, there are two possible approaches to forecasting streamflow using climate information. The first is the use of a statistical model with carefully chosen climatic predictors with some understanding of the associated physical mechanisms that connect the predictor and the streamflow response. The second approach is to use rainfall and temperature forecasts from ocean-atmosphere general circulation models ͑GCMs͒ ͑or other models͒, and then translate these forecasts into streamflow forecasts using physically or statistically based rainfall-runoff models. Both approaches were considered, with the results from the GCMs being disappointing for our high-latitude study region. Consequently, this paper focuses primarily on the first approach.
Results of diagnostic analysis of hydroclimatic data, climatic teleconnection indices, and gridded atmospheric circulation variables from the National Centers for Environmental Prediction/ National Center for Atmospheric Research ͑NCEP/NCAR͒ reanalysis project ͑Kistler et al. 2001͒ to spring flows in the Churchill Falls ͑CF͒ basin on the Québec-Labrador peninsula are reported in the companion paper ͑Sveinsson et al. 2008͒ . The study identifies various potential predictors of CF spring flows from different sources and with different lead times. In this paper, these studies are extended and different forecasting procedures are applied to the identified predictors for forecasting of the aggregated spring May, June, and July ͑MJJ͒ streamflow in the CF basin. The CF basin is the largest basin in the overall study area and the most important one with respect to hydropower generation and serves here as a test basin to explore the potential use of atmospheric circulation variables for making seasonal streamflow forecasts for high-latitude basins on the Québec-Labrador peninsula.
An ability to issue a MJJ streamflow forecast in December is of particular interest to water planners and managers at HydroQuébec with respect to hydropower generation. The May-July aggregated flows count for about 50% of the total annual flow volume in the CF basin while the January-April winter flows count for only about 10% of the total annual volume. Thus knowledge in December of the future MJJ reservoir inflows can be used for making decisions about future releases during the winter contributing to a more proactive water management that may prove useful in extreme years. The performance of the different forecasting models used herein is measured in terms of their ability to adaptively forecast one-step ahead the aggregated MJJ flow volume during the 1990-2000 forecast evaluation period. The short length of the evaluation period is due to the shortness of records for some of the potential predictors ͑different length records͒, and that given concerns related to interannual variability the writers consider the ability to forecast well the most recent observations more important than good forecasts of say the beginning of the record. At the time of this study, the hydroclimatic data obtained for the CF basin were confidential post-2000, explaining the end year of the forecast evaluation period. Forecasts of flows through 2004 were, however, made and circulated within Hydro-Québec.
Data
The location of the different predictors of CF MJJ flows identified in Sveinsson et al. ͑2008͒ are shown in Fig. 1 . The CF basin indicates the location of basin hydroclimatic observations, while the rectangular boxes indicate spatial areas that NCEP/NCAR predictors from atmospheric circulation are averaged over. The process used by Sveinsson et al. ͑2008͒ for identification of potential predictors related to atmospheric circulation, involved doing composite analysis of NCEP/NCAR reanalysis variables with respect to high-and low-flow years, and cross-correlating gridded fields of the reanalysis variables with 1961-1999 CF MJJ flows. Then using some subjective judgment a subset of predictors from averaged September, October, and November ͑SON͒ gridded fields was selected from locations that: ͑1͒ had significant correlation with the CF MJJ flows at the 5% significance level; ͑2͒ were consistent with results from the composite analysis; and ͑3͒ were known from the literature to affect climate variability in the Québec-Labrador region. The time of forecast with respect to the different predictors is shown below, where the lead times are with respect to the beginning of the forecasted MJJ period:
• Forecast in August with nine months lead: Past CF MJJ flows; • Forecast in December with five months lead: SON NCEP/ NCAR reanalyses predictors; and • Forecast in February with three months lead: Past CF MJJ flows and January precipitation. The SON NCEP/NCAR fields are available from 1949 to date and should be considered as the most up-to-date available atmospheric circulation information at the time of forecast in December. The reason for using SON average fields ͑i.e., three month averages͒ is to reduce or smooth-out noise. Shorter time average, such as October-November fields could also have been used. The intercorrelation between the CF MJJ flows and the six surface level indices ͑SLP 1 , SLP 2 , SLP 3 , SST 1 , SST 2 , SST 3 ͒ and the six above surface level indices ͑GP 1 , GP 2 , ZW 1 , ZW 2 , MW 1 , MW 2 ͒ are shown in Tables 1 and 2 , respectively. Note, that the above acronyms are defined in the caption of Fig. 1 . The streamflow record starts in January 1961, while the precipitation record starts in September 1972. At the time of this study, these data were confidential post the end of 2000. The autocorrelation of MJJ streamflow at one year lag was 0.45 and at two year lag was 0.47. The correlation of the MJJ streamflow with past January precipitation is 0.74. Another possible predictor could have been the observed January winter temperature with a correlation coefficient of 0.48 with was the observed MJJ streamflow. As stated before, the main interest was to issue the forecast in December with about a five month lead time, or earlier. The observed January precipitation was not available at that time, but was, nevertheless, included here as an exogenous variable for comparison with other methods and to get a measure of the possible gain by waiting until February before issuing the forecast.
The different predictors in Fig. 1 related to atmospheric circulation appear rathered widely spread over the region shown in Fig. 1 , apart from the central Pacific ENSO region. This may not be a surprise, since studies of links between climate over the Québec-Labrador peninsula and atmospheric circulation have in general not found direct links with ENSO ͑e.g., Shabbar and Barnston 1996; Bonsai et al. 2001; Sheridan 2003͒ , but rather with teleconnections in the north Pacific, the north Atlantic, and the northern polar region. For further information refer to Sveinsson et al. ͑2008͒.
Measures of Forecast Performance and Fit
The different forecasting procedures utilized in this paper are compared based on their ability to forecast future MJJ flows for the CF basin. The forecast evaluation period spans the last 11 years of record, 1990-2000 , and the models are applied in adaptive mode ͑real-time mode͒ during this period and the onestep-ahead forecasts are evaluated. In adaptive forecasting all procedures used for model building are repeated in each time step t using only data available prior to the time of forecast. During each time step after rebuilding the model, the one-step-ahead forecast ͑i.e., the next future value of the dependent variable͒ is estimated using the newly observed explanatory variables that were not used in the model building process. This process simulates operational use of the models.
The performance of different models was measured in terms of one-step-ahead mean-absolute-forecast-error and root-meansquare-forecast-error ͑defined below͒ for the 1990-2000 evaluation period. Performance measures based on actual forecast errors should be less affected by differences in sample lengths used for fitting different models than, for example, the residual variance of the fit or information criteria such as the corrected Akaike information criterion ͑AICc͒ ͑Hurvich and Tsai 1989͒. A more-detailed description of these procedures and measures follows. Resampling methods, such as jack-knifing and bootstrap, could also have been used to validate the performance of different models. Such resampling methods are especially important when only a subset of the data set is used for fitting, such as nearest-neighbor methods. The main reasons for not using these approaches here, were the unequal record lengths of different predictors and the different modeling approaches applied.
Performance Measures
The forecast error at time i is denoted by ê i with
where Y i ϭobserved streamflow; and Ŷ i ϭforecasted streamflow. Recall that the forecast Ŷ i is based on a model fit to the previous data only, which is updated each year, i.e., all errors reported here are out of sample forecast errors. For a forecast period of length m we define the mean-absolute-forecast-error ͑MAFE͒ as
and the root-mean-square-forecast-error ͑RMSFE͒ ͑sometimes referred to as the loss function͒ as
͑2͒

Fitting Measures
Fitting measures are often based on the residual variance of the model fit. When comparing residual variances across models care should be taken to estimate the residual variances in the same way for all models and usually based on a period that is common in all models. If Z t is the model residual at time t, then assuming that the residuals are normally distributed with zero mean, the maximum likelihood estimate of the residual variance of a model fit to n observations is
͑3͒
To penalize the number of parameters used in the model, the corrected Akaike information criterion is used in the form given by Shumway and Stoffer ͑2000, p. 42͒
where kϭnumber of regression parameters excluding constant terms used to fit the model. The residual variance in Eq. ͑3͒ is referred to as the mean-squared-error ͑MSE͒ of the model. Other verification measures of the model fit are the bias, bias= n −1 ͚ i=1 n Z i , and the coefficient of determination, R 2 =1 
Forecasting Models
Many of the procedures used in this paper require that the data are normally distributed. There are various tests of normality available in the literature. Throughout this study two normality tests are applied to all predictors and predictands at the 10% significance level, namely, the skewness test of normality ͑Snedecor and Cochran 1980͒, and the Filliben probability plot correlation test of normality ͑Filliben 1975͒. Tabulated test statistics for smaller sample sizes of the skewness test are given in Salas et al. ͑1980͒, and tabulated test statistics of the correlation test are given by Filliben ͑1975͒ and Vogel ͑1986͒. Any variable failing one of the tests is transformed to normal using an appropriate transformation. Of the variables already introduced, only SST 1 failed both normality tests and was transformed to normal using a power transformation.
Exploratory analysis of the CF streamflow revealed a stronger dependence of MJJ streamflow with past MJJ streamflow than with any other past seasonal streamflow. Due to this dependence, forecasting models utilizing only MJJ streamflow as predictors are considered as null models, instead of traditional null models of average flows or last year flow. These null models are considered as a benchmark for the forecasting models utilizing exogenous variables.
AR"p… Using past MJJ Streamflow
The autocorrelation function ͑ACF͒, partial ACF ͑PACF͒, and spectrum of the CF MJJ flows in Fig. 2 have similar characteristics as those of the annual flows in Sveinsson et al. ͑2008͒. An AR͑2͒ model ͑where AR = autoregressive͒ seems appropriate, but it might also be argued that the flows show a degree of nonstationarity. For example, there appears to be an upward linear trend from 1961 to 1979, a downward trend from 1979 to 1991, and an upward trend from 1991 to 1999. Although this behavior may be expected of a quasiperiodic AR͑2͒ process, for comparison, the data are also differenced and fitted by an appropriate nonstationary autoregressive integrated moving average ͑ARIMA͒ model. Other models, such as shifting mean or shifting Markov models could also be an alternative ͑Thyer and Kuczera 2000; Sveinsson et al. 2003; Fortin et al. 2004͒ . The ACF and PACF of the lag-1 differenced CF MJJ ͑data not shown͒ suggest an ARIMA ͑p =1,d =1,q =0͒, where d = 1 means that the flows were differenced at lag 1, and p = 1 and q = 0 mean that the differenced flows are modeled by an ARMA͑1,0͒ or the equivalent AR͑1͒ model. 2 . Characteristics of the aggregated MJJ CF flow: ͑a͒ time series; ͑b͒ normal probability paper plot based on Cunnane plotting position; ͑c͒ and ͑d͒ ACF and PACF with two-sided 95% confidence limits for a white-noise process; and ͑e͒ spectral density and one-sided 95% confidence limits for a white-noise process based on no smoothing
The two model candidates, namely, the AR͑2͒ and the ARIMA͑1,1,0͒ models, can be represented by the general AR͑p͒ model defined as
where ͕X t ͖ϭstationary process representing the sequence of mean subtracted streamflows or differenced streamflows; and ͕Z t ͖ ϳ iid N͑0, Z 2 ͒ϭwhite-noise process. In the upcoming analysis the autoregressive parameters ͑͒ are estimated using conditional least-squares equivalent to Hannan-Rissanen in Brockwell and Davis ͑1996͒, and the residual variance is estimated by its maximum likelihood estimator in Eq. ͑3͒.
ARX"p… Using past MJJ Streamflow and January Precipitation
In the diagnostic analysis ͑Sveinsson et al. 2008͒, the observed January precipitation was found to be positively correlated with the lagging CF MJJ flows with a correlation coefficient of 0.74. This indicates that the autoregressive model could be improved by including the January precipitation as an exogenous component, at the cost of the shortest forecast lead time of the models considered in this study. An ARX͑p͒ model ͑where ARX ϭautoregressive exogenous͒ fit to the MJJ streamflows and January precipitation data is of the form
where X t , P t , and Z t represent the streamflow, precipitation, and the noise, respectively, at time t. Since the streamflow record is much longer than the precipitation record, the parameters are easily estimated using least squares conditioned on past streamflow. In order to determine the order of the autoregressive model we use the corrected Akaike information criterion in Eq. ͑4͒ with k = p + 1. The AICc for p up to 5 is shown in Fig. 3 , with the minimum AICc occurring at p = 2, suggesting an ARX͑2͒ model, although the AICc is similar for the ARX͑0͒ and ARX͑1͒ models.
Regression on Observed Gridded NCEP/NCAR Reanalysis Data
Principal component analysis ͑PCA͒, also often referred to as empirical orthogonal functions ͑EOFs͒, have been widely used in the atmospheric and meteorology literature, and more recently, in the hydrology literature. For a detailed description of the PCA procedure in climate-related applications we refer the reader to Essenwanger ͑1976, Chap. 3.4͒ and Preisendorfer ͑1988͒, and more recently, to von Storch and Zwiers ͑1999, Chap. 13͒ and Wilks ͑1995, Chap. 9.3͒. In most cases PCA is used when working with multiple cross-correlated explanatory variables. The principal components ͑PCs͒ extracted from the explanatory variables are mutually linearly independent and explain the full variability of the explanatory variables. 
Results
Forecasting Using Observed Streamflow and Precipitation
Figs. 4 and 5 show one-step-ahead forecasts of the null models using adaptive AR͑2͒ and ARIMA͑1,1,0͒ models, respectively. The MAFE and RMSFE of both models are given in Table 3 . The one-step-ahead forecasts match the observed data quite well, with the ARIMA͑1,1,0͒ model resulting in somewhat better performance, both with respect to visual fit and MAFE and RMSE statistics. The one-step-ahead 95% confidence limits are approximated by Ϯ1.96 Z for both models, which is the minimum onestep RMSFE assuming that the model is true ͑no parameter uncertainty͒ and that the residuals ͕Z t ͖ are normal ͑Brockwell and Davis 1996͒. Nonstationary models, such as the ARIMA, are often useful for shorty-term forecasting of hydrologic time series that show a degree of nonstationarity ͑like trends͒. The source of this apparent nonstationarity can also be captured by using exogenous climate information as is done in the other models in this study. Fig. 6͑a͒ shows a one-step-ahead adaptive forecast for the 1990-2000 forecast period for the ARX͑2͒ model, and a comparison in Fig. 6͑b͒ for the ARX͑0͒ model. The ARX͑0͒ and ARX͑2͒ models had similar AICc ͑refer to Fig. 3͒ . The MAFE and RMSFE for both models are given in Table 3 . Even though the two ARX models utilize less data for fitting than the other models in Table 3 , their performance measured in terms of MAFE and RMSFE is better than for the other models, with the ARX͑2͒ model performing best of the two.
Forecasting Using Observed NCEP/NCAR Reanalysis
The 12 SON NCEP/NCAR reanalysis predictors ͑refer to Fig. 1͒ are separated into two groups with the SST and SLP indices from Table 1 in the first one, and the geopotential and wind indices from Table 2 in the second one. Thus, the first group is characterized by measures of atmospheric circulation and oceanic anomalies measured at the surface level, while the second group is characterized by measures of atmospheric circulation measured at higher elevations ranging from the middle of the Troposphere to the Tropopause.
Results of principal component analysis applied to the six standardized ͑SST, SLP͒ indices and the six standardized geopotential ͑GP͒, zonal wind ͑ZW͒, and meridional wind ͑MW͒ indices are shown in Table 4 . In both cases only the first PC is significantly correlated with the CF MJJ flows. Fig. 7 shows the fit and residual properties from regressing the first ͑SST, SLP͒ PC on the CF MJJ flows. From the table and the figure it appears adequate to use only the first ͑SST, SLP͒ PC for modeling and forecasting purposes. A one-step-ahead adaptive forecast with 95% prediction intervals is shown in Fig. 8͑a͒ based on regressing the first PC with the CF MJJ flows, and in Fig. 8͑b͒ based on regressing the 10 nearest neighbors of the concurrent value of the first PC with the CF MJJ flows. The MAFE and RMSFE are given in Table 3 , where the two different modeling approaches are dubbed as "PC1 SST, SLP" and "k-nn PC1 SST, SLP," respectively. Similarly, for the six ͑GP, ZW, MW͒ indices, the linear fit and residuals of the first PC on the CF MJJ flows ͑data not shown͒ and the correlation values in Table 4 indicate the adequacy of using only the first PC for modeling and forecasting purposes. Fig. 9͑a͒ shows the adaptive one-step-ahead forecast with 95% prediction intervals based on regressing the first PC with the CF MJJ flows, and Fig. 9͑b͒ based on regressing the 10 nearest neighbors of the concurrent value of the first PC with the CF MJJ flows. The MAFE and RMSFE are given in Table 3 , where the two different modeling approaches are named "PC1 GP, ZW, MW" and "k-nn PC1 GP, ZW, MW," respectively.
Comparing the two different modeling approaches ͑regression versus k-nn͒, and both the ͑SST, SLP͒ and the ͑GP, ZW, MW͒ models, the regression approach that uses all the data performs somewhat better than the one that uses the 10 nearest neighbors, indicating that the relationship between the predictand and the first PC of the predictors cannot be discriminated from the linear given the amount of data available and its signal-to-noise ratio. In addition, the forecasts utilizing the NCEP/NCAR reanalysis, seem to outperform the AR͑2͒ and ARJMA͑1,1,0͒ null models in terms of forecast errors ͑refer to Table 3͒ , while performing somewhat worse than the shorter lead time ARX models. It should be noted that as for the precipitation data, an ARX structure could have been built utilizing the PCs of the reanalysis predictors as exogenous information and the past CF MJJ flows as autoregressive structure. The AICc of such ARX models was calculated and resulted in suggested ARX͑0͒ models for both the ͑SST, SLP͒ and the ͑GP, ZW, MW͒ predictor set, i.e., the same type of models as used in this section.
Extended Forecast Based on NCEP/NCAR Reanalysis Data
The only up-to-date data that are not confidential are the NCEP/ NCAR reanalysis data. These data can be used to extend the forecast of CF MJJ streamflows up to date. At the time of this study, the NCEP/NCAR data were used to extend the forecast through 2003. In addition, this section deals with different modeling combinations utilizing the NCEP/NCAR data, which are aimed at reducing the effects of misidentified predictors on the forecasts.
Sensitivity to Predictor Selection
Before extending the forecast through 2003 we would like to look at the sensitivity of the previous results based on the NCEP/ NCAR reanalysis variables with respect to individual predictors. First, we repeat the previous analyses for the 1990-2000 onestep-ahead forecast period, where in each run one of the predictors is systematically dropped as opposed to using all predictors. The results are shown in Table 5 , where in addition, the last column of Table 5 shows the residual standard deviation ͓maxi-mum likelihood estimate ͑MLE͔͒ based on model fits to all available data through 2000. In addition, for the ͑GP, ZW, MW͒ based models we have also left out both the MW predictors, the reason being that we are not convinced of a strong physical connection between these indices and the hydrology of our basin ͑refer to Fig. 1 for predictor locations͒.
All three measures ͑MAFE, RMSFE, Z ͒ can be considered as a measure of performance for each model, where a lower value indicates better performance ͑MAFE, RMSFE͒ or a better fit ͑ Z ͒. From Table 5 it can be observed that for each performance measure there is a predictor that can be dropped to improve that measure with respect to the full models. In addition, improvement in forecast measure ͑MAFE, RMSFE͒ is usually not associated with improvement in fitting measure ͑ Z ͒, indicating possible changes in the atmospheric circulation relationship with the CF MJJ flows over the course of the record. Note also that for the ͑GP, ZW, MW͒ model, leaving out the less/least physically justifiable MW predictors results in the largest gain in forecast performance for the model, while giving the poorest fit, thus indicating reduced influence of that region to the CF MJJ flows over the latter part of the record.
Random Predictor Combinations
The previous section indicates that perhaps alternative predictor combinations may perform better than letting all six ͑SST, SLP͒ predictors compose one model and all ͑GP, ZW, MW͒ predictors compose another one.
For example, from the total number of 12 predictors, 924 different six-predictor combinations can be selected. Thus, one alternative is to use all of the different 924 predictor combinations to create 924 forecast ensembles, where the forecast for a particular year is estimated as the ensemble median. Instead of being confined to the 924 predictor combinations, another alternative is to randomly sample six predictors without replacement ͑i.e., each predictor can only occur once in each set͒ from the 12 predictor set, and then repeat for the desired number of forecast ensembles. Following the latter approach, 1,000 sets, each of size 6, were sampled from the parent predictor set of size 12. For each predictor set one-step-ahead adaptive forecasts of CF MJJ flows for the 1990-2003 period were made in a similar way as before except that in each step instead of regressing only on the first PC, stepwise regression ͑Draper and Smith 1998͒ with entry and exit tests made at the 5% significance level was applied to the first four out of six PCs. The median and the 2.5 and 97.5% percentiles of the 1,000 forecast ensembles are shown in Fig. 10 . The MAFE and RMSFE shown in Fig. 10 are lower than for the full ͑SLP, SST͒ and ͑GP, ZW, MW͒ models in Table 5 , with the RMSFE being lower than for any of the models in Table 5 although higher than the RMSFE of the ARX͑2͒ model in Table 3 . As is indicated in Fig. 10 , the 95% ensemble percentile interval is not the same as a 95% prediction interval for the forecasts. The ensemble percentile interval shows the range of forecasts and is related to the conditional 95% confidence interval of the mean forecast given the observations and ignoring residuals or model fit errors. An estimate of the actual prediction error distribution can be made using a similar approach as is used in the next section.
Large Number of Predictors and Multiple Models
Apart from the above effort, the focus up to this time has been on individual, and possibly, dependent models and no consideration has been given to model combinations in the sense of somehow combining or averaging the results from different models taking into account possible dependence across models. A rather simple solution is proposed here utilizing all available predictors for building multiple models. Note, that if multiple models are already available, then the procedure can be started in Step 3 weighing the results from the different models. 1. Prescreening of the predictors using stepwise regression with entry and exit tests made at a large ␣ 1 significance level is applied to the standardized predictor set. In each step the predictors selected are removed from the set, and the procedure is repeated creating additional models until either a de- Fig. 7 . ͑a͒ CF MJJ flows and a linear fit using the first ͑SST, SLP͒ PC from the principal component analysis in Table 4 ; ͑b͒ same, but smoothed with a Spencer smoother; ͑c͒ residuals of the fit; and ͑d͒ ACF of the residuals Fig. 8 . One-step-ahead adaptive forecast of aggregated CF MJJ flows for the 1990-2000 period using principal component analysis on the observed sea level pressures and surface temperature sequences SLP 1 ; SLP 2 , SLP 3 , SST 1 , SST 2 , and SST 3 : ͑a͒ adaptive scheme regressed on the first PC; ͑b͒ adaptive scheme regressed on the 10 nearest neighbors of the concurrent value of the first PC sired number of models ͑k͒ have been created or until the number of predictors remaining are below a certain threshold ͑n k ͒. 2. Given a large ␣ 1 in Step 1, say ␣ 1 Ն 0.2, each model may have more predictors than necessary. The dimension of each model is reduced by filtering the model predictors using principal component analysis and applying stepwise regression at the ␣ 2 significance level to the first r PCs explaining more then ␥% ͑like 85%͒ of the overall variability. The resulting k models are represented by i = 1 , . . . ,k
with b ͑i͒ = ͑X ͑i͒Ј X ͑i͒ ͒ −1 X ͑i͒Ј y and ⑀ ͑i͒ = y − X ͑i͒ b ͑i͒ , where yϭcommon observed predictand for all models.
3. From each of the k models a forecast ŷ f ͑i͒ = x f ͑i͒ b ͑i͒ is made based on the future observation x f ͑i͒ for model i. The forecasts from individual models are combined by taking the weighted average
where the weights i are calculated from
͑10͒
where Z ͑i͒ 2 ϭMSE of the residuals for model i estimated by Eq. ͑3͒. This weighting procedure, which ignores the correlation between forecast errors, was one of the preferred procedures for combination of economic forecasts by Winkler and Makridakis ͑1983͒. 4. For retrospective adaptive forecasts, Steps 1-3 are repeated for each year of the forecasting period. The prediction error of the forecasts in each step is estimated by two approaches. If the number of models is small relative to the sample size, the forecast errors can be estimated by fitting a zero mean multivariate normal ͑MVN͒ distribution to the model residuals estimating the variance-covariance matrix by its maximum likelihood estimate. Then, the error distribution is estimated from the weighted averages of random samples generated from the MVN distribution of the residuals, using the same weights as in Eq. ͑9͒.
For a larger number of models it may be more accurate to use bootstrapping. The method we follow here is based on resampling the model residuals as in Stine ͑1985͒ and Lam and Veall ͑2002͒, and estimating the prediction interval using the percentile-t principle as in Kim ͑1999͒ and Lam and Veall ͑2002͒. For each bootstrap replication the rows of the residual matrix E = ͓⑀ ͑1͒ , . . . ,⑀ ͑k͒ ͔ from the k models in
Step 2 above are resampled with replacement resulting in alternative model residuals E* = ͓⑀* ͑1͒ , . . . ,⑀* ͑k͒ ͔ and future residuals ⑀ f * = ͓⑀ f * ͑1͒ , . . . ,⑀ f * ͑k͒ ͔, preserving correlation of residuals across models. For each model i = 1 , . . . ,k, predictand replication and future predictand value consist of the pair
The parameters of each model are reestimated
The results of Kim ͑1999͒ and Lam and Veall ͑2002͒ show the bootstrap percentile-t method as more robust against nonnormality than the traditional bootstrap percentile method; in the traditional bootstrap percentile method the prediction error distribution is estimated directly from the forecast residuals, which in our case would be estimated as the weighted average of e f ͑i͒ using the weights in Eq. ͑9͒. In the bootstrap percentile-t method used here, the forecast residual for each model is scaled
where ⑀ ͑i͒ and e ͑i͒ are the least-squares estimates of the residual standard deviation for the initial model in Step 2 and the bootstrapped model, respectively. The combined forecast residual is then taken as the weighted average of e f * ͑i͒ using the same weights as in Eq. ͑9͒. Fig. 11 shows one-step-ahead forecasts of CF MJJ flows using the above multimodel approach, where in Fig. 11͑a͒ the approach is applied to the combined 12 NCEP/NCAR predictors and the forecast is extended through 2003, while in Fig. 11͑b͒ the previous year MJJ CF streamflow and the 12 NCEP/NCAR predictor set are used limiting the end of the forecast horizon to 2001 due to the streamflow inclusion. In Step 1: ␣ 1 = 0.25 and n k = 4, and in
Step 2: ␣ 2 = 0.05 and ␥ = 85. The 95% prediction intervals represent the 2.5 and 97.5% percentiles of the error distribution estimated using the MVN and the bootstrap approach above, where in each case 2,000 samples were generated. The MAFE ͑shown in Fig. 11͒ is somewhat higher than the MAFE of the previous section using random predictor combinations, and similar to the MAFE of the full ͑SLP, SST͒ model in Table 5 , while the RMSFE is somewhat higher than the RMSFE using random predictor combinations but similar to the RMSFE of the full ͑SLP, SST͒ and ͑GP, ZW, MW͒ models. Fig. 12 shows one-step-ahead forecasts using the multimodel approach applied on the ͑SLP, SST͒ and ͑GP, ZW, MW͒ models, where the multimodel approach is started in Step 3 with predefined models. The MAFE and RMSFE are greatly improved and are lower than for both the random predictor combinations of the previous section and than for the ARX͑0͒ model in Table 5 , while being a little higher than the MAFE and RMSFE of the ARX͑2͒ model.
Concluding Remarks
This study shows that using variables related to atmospheric circulation for forecasting basin flows is a viable alternative to traditional forecasting methods that use basin hydroclimatic information such as streamflow and precipitation. Atmospheric circulation variables such as in the NCEP/NCAR reanalysis project are updated monthly and have global coverage, while basin hydroclimatic variables are often not up to date in addition to not being available for some basins. In addition, with respect to the signal-to-noise ratio it may make more sense to use atmospheric variables representing fields in space than, for example, to use observed basin precipitation measured at one point. Local climate variability is the result of preexisting atmospheric circulation conditions. Thus, in general, a longer lead time should be expected of flow forecasts using identified measures of atmospheric circulation influencing the local climate than forecasts based on the observed basin response to those preexisiting conditions.
The main goal of this study was to investigate if robust forecasts of the MJJ aggregated streamflow in the CF basin could be made with about a five month lead in December of the previous year using measures of atmospheric circulation. Basically, three types of models were compared: ͑1͒ ARIMA models utilizing past CF MJJ flows. Forecast issued in August with a nine month lead; ͑2͒ regression models utilizing principal components of variables related to atmospheric circulation extracted from the NCEP/ NCAR reanalysis project. Forecast issued in December with a five month lead; and ͑3͒ ARX models utilizing past CF MJJ flows ͑AR component͒ and observed January precipitation in the CF basin as the exogenous component. Forecast issued in February with a three month lead. Comparing all models with respect to forecast errors for the one-step-ahead 1990-2000 forecast period, performance was always increased by the shorter lead time, with an ARX͑2͒ model performing best. The two forecasting models utilizing NCEP/NCAR predictors outperformed the streamflowbased ARIMA models with respect to forecast errors.
The CF MJJ forecasts of the two NCEP/NCAR ͑SST, SLP͒ and ͑GP, ZW, MW͒ forecasting models were extended through 2003, although a comparison for the 2001-2003 period could not be made due to confidentiality of the streamflow data. An analysis of these models with respect to leaving out one predictor at a time indicated that averaging of models could be used to reduce the effects of possible misidentified predictors. A 1,000-member forecast ensemble based on resampling without replacement of six out of the 12 NCEP/NCAR predictors showed the possible spread in forecasts using different predictor combinations, where in addition, the median ensemble forecast had lower forecast errors than the two ͑SST, SLP͒ and ͑GP, ZW, MW͒ based models, indicating that there might not be a basis for the initial separation of the surface level predictors from the higher altitude predictors. A multimodel combination for a large number of predictors was proposed, where the final forecast is taken as a weighted average of the individual model forecasts with the weights being estimated from model fitting measures. Three runs were made with this model, the first one using the 12 NCEP/NCAR predictor set, the second one using the same 12 predictor set in addition to the previous year MJJ CF flows, and the third one using the two predefined ͑SST, SLP͒ and ͑GP, ZW, MW͒ models. The first two runs resulted in a similar performance as for the ͑SST, SLP͒ based model, while the third run weighting the two ͑SST, SLP͒ and ͑GP, ZW, MW͒ models resulted in lower forecast errors than for any other model utilizing NCEP/NCAR predictors, indicating some degree of independence between the two ͑SST, SLP͒ and ͑GP, ZW, MW͒ models. Only the ARX͑2͒ model performed marginally better than this last model.
