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In this paper, we establish sharp two-sided estimates for the
Dirichlet heat kernels of a large class of time-dependent parabolic
operators with singular drifts in C1,α-domain in Rd , where d 1
and α ∈ (0,1]. Our operator is L + μ · ∇x, where L is a time-
dependent uniformly elliptic divergent operator with Dini continu-
ous coeﬃcients and μ is a signed measure on (0,∞)×Rd belong-
ing to parabolic Kato class. Along the way, a gradient estimate is
also established. Our method employs a combination of partial dif-
ferential equations and perturbation techniques.
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Two-sided estimates of heat kernel for parabolic operators in Rd have a long history and many
beautiful results have been established. In his classical results, Aronson [2] used the parabolic Harnack
inequality, which was established by Moser [27], to obtain the heat kernel estimates. Later, Fabes and
Stroock [15] used the heat kernel estimates to obtain parabolic Harnack inequality following Nash’s
idea [28]. See [2,10,12,29] and the references therein for more details.
But, due to the complication near the boundary, two-sided estimates for (Dirichlet) heat kernel
in C1,1-domain have been established only recently. See [11–13] for the upper bound estimates and
[34] for the lower bound estimates in C1,1-domains for the Laplace operator. Regarding the strongly
parabolic system, one may refer to [7,8] for the upper bounds. Recently in [6] the ﬁrst named author
proved the two-sided estimates for heat kernel of parabolic operators with Dini continuous diffusion
coeﬃcient in C1,α-domains for every α ∈ (0,1] (see below for the deﬁnition of C1,α-domain).
The main goal of this paper is to extend the result in [6] to operators with singular drifts; we
establish sharp two-sided estimates for the heat kernel (or fundamental solution) of ∂
∂t − L, deﬁned
in (1.1)–(1.2), with Dini continuous diffusion coeﬃcients and certain singular drifts, in every cylinder
where the base domain D is a C1,α-domain lying in Rd satisfying the connected line condition, which
will be deﬁned below.
Here and after, we assume that d 1 and α ∈ (0,1]. Our operator L can be written
L +
d∑
i=1
μi
∂
∂xi
, (1.1)
where
Lu(t, x) =
d∑
i, j=1
∂
∂xi
(
aij(t, x)
∂
∂x j
u(t, x)
)
(1.2)
and the drift μi is a signed measure in (0,∞)×Rd , which belongs to the parabolic Kato class deﬁned
in Deﬁnition 3.1. Here, the operator ∂
∂t − L is understood in a weak sense. Namely, ( ∂∂t − L)u = f in
(t1, t2) × D if and only if
∫
D
t2∫
t1
−u(t, x) ∂
∂t
φ(t, x) +
d∑
i, j=1
aij(t, x)
∂
∂x j
u(t, x)
∂
∂xi
φ(t, x)dt dx
−
∫
(t1,t2)×D
d∑
i=1
∂
∂xi
u(t, x)φ(t, x)dμi(t, x)
=
∫
D
t2∫
t1
f (t, x)φ(t, x)dt dx
for any φ ∈ C∞c ((t1, t2) × D). Here C∞c ((t1, t2) × D) is the set of all smooth functions with compact
support in (t1, t2) × D , dt dx denotes the Lebesgue measure in [0,∞) ×Rd .
We assume that the operator L satisﬁes the uniform ellipticity condition, i.e., there exists a con-
stant λ ∈ (0,1] such that for all (t, x) ∈ (0,∞) ×Rd and ξ ∈Rd, we have
λ|ξ |2 
d∑
i, j=1
aij(t, x)ξiξ j and max|ξ |1
∣∣(aij(t, x))ξ ∣∣ λ−1. (1.3)
S. Cho et al. / J. Differential Equations 252 (2012) 1101–1145 1103We emphasize here that aij(t, x) may not be symmetric. We further assume (t, x) → aij(t, x) is
Dini continuous, if there exists a non-decreasing function ψ : [0,∞) → [0,∞) such that, for any
(t, x), (s, y) ∈ (0,∞) ×Rd,
d∑
i, j=1
∣∣aij(t, x) − aij(s, y)∣∣ψ(√|t − s| + |x− y|) and
∫
0+
ψ(t)
t
dt < ∞. (1.4)
Here, |x − y| means the Euclidean distance between x and y, and we will use B(x, r) to denote
the open ball centered at x ∈ Rd with radius r > 0. A domain (connected and open set) D in Rd
(when d  2) is said to be a C1,α-domain if there exist a localization radius R0 > 0 and a constant
Λ0 > 0 such that for every z ∈ ∂D , there exist a C1,α-function φ = φz :Rd−1 →R satisfying φ(0) = 0,
∇φ(0) = (0, . . . ,0), ‖∇φ‖∞  Λ0, |∇φ(x1) − ∇φ(x2)|  Λ0|x1 − x2|α for x1, x2 ∈ Rd−1, and an or-
thonormal coordinate system C Sz: y = (y1, . . . , yd−1, yd) =: ( y˜, yd) with its origin at z such that
B(z, R0) ∩ D = {y = ( y˜, yd) ∈ C Sz: |y| < R0, yd > φ( y˜)}. The pair (R0,Λ0) will be called the charac-
teristics of C1,α-domain D . A C1,α-domain in R is simply an open interval or an open ray in R. Note
that a C1,α-domain can be unbounded.
We assume that our C1,α-domain D in Rd with characteristics (R0,Λ0) satisﬁes the follow-
ing connected line condition with characteristics (χ1,χ2): there exist χi > 0, i = 1,2, and 
0 =

0(Λ0, R0,d) > 0 such that for any 
  
0 and x, y ∈ D with dist(x, ∂D) 
 , dist(y, ∂D) 
 , one can
ﬁnd a length parameterized curve l ⊂ D connecting x and y such that the length |l| of l is less than
or equal to χ1|x − y| and dist(l(u), ∂D)  χ2
 for every u ∈ [0, |l|]. It is easy to check any bounded
C1,α-domain and the domain above the graph of any C1,α-function satisfy connected line condition.
Here and in the sequel, we use “:=” as a way of deﬁnition. Throughout this paper, we ﬁx a
C1,α-domain D satisfying the connected line condition with characteristics (R0,Λ0) and (χ1,χ2),
respectively and let ρ(x) := dist(x, ∂D) with the convention that ρ(·) ≡ ∞ if D =Rd .
A function qD(t, x; s, y) deﬁned in Q T × Q T , Q T := (0, T ) × D , is called the heat kernel of ∂∂t − L
in Q T if qD(t, x; s, y) satisﬁes the following three conditions: For any ﬁxed (s, y) ∈ Q T ,
∫
D
T∫
0
−qD(t, x; s, y) ∂
∂t
φ(t, x) +
d∑
i, j=1
aij(t, x)
∂
∂x j
qD(t, x; s, y) ∂
∂xi
φ(t, x)dt dx
−
d∑
i=1
∫
(0,T )×D
∂
∂xi
qD(t, x; s, y)φ(t, x)dμi(t, x) = φ(s, y) (F1)
for any φ ∈ C∞c ((0, T ) × D);
qD(t, x; s, y) = 0 for any x ∈ ∂D; (F2)
lim
t→s+
∫
D
qD(t, x; s, y)u0(y)dy = u0(x) for any x ∈ D, u0 ∈ C∞c (D). (F3)
See also [19, Deﬁnition 3.15] and [25] for D = Rd for other deﬁnitions. When D = Rd , we simply
denote q
Rd by q.
It is easy to see that, for any ﬁxed (s, y) ∈ Q T and φ ∈ C∞c ((s, T ) × D),
∫ T∫
−qD(t, x; s, y) ∂
∂t
φ(t, x) +
d∑
i, j=1
aij(t, x)
∂
∂x j
qD(t, x; s, y) ∂
∂xi
φ(t, x)dt dxD s
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d∑
i=1
∫
(s,T )×D
∂
∂xi
qD(t, x; s, y)φ(t, x)dμi(t, x) = 0. (1.5)
Thus for any continuous function u0 on D and ﬁxed s, the function deﬁned by u(t, x) :=∫
D qD(t, x; s, y)u0(y)dy solves the following initial value problem in a weak sense:
⎧⎪⎨
⎪⎩
(∂t − L)u(t, x) = 0 in (s, T ) × D,
u(t, x) = 0 for x ∈ ∂D,
lim
t→s+
u(t, x) = u0(x).
(IVP)
For a,b ∈R, let a∧ b :=min{a,b} and a ∨ b :=max{a,b}. We denote
ψ0(t, x, y) :=
(
1∧ ρ(x)√
t
)(
1∧ ρ(y)√
t
)
, ψ1(t, y) :=
(
1∧ ρ(y)√
t
)
t−
1
2 ,
when t > 0, x, y ∈ D . If t  0, ψ0 and ψ1 are deﬁned to be zero. For c > 0, Γc is the Gaussian kernel:
Γc(t, x; s, y) := (t − s)−d/2e−c
|x−y|2
t−s , for t > s. If t  s, Γc is deﬁned to be zero.
We frequently use the phrase “depending on μ only via the rate at which max1id Nμi (r) goes
to zero”, which means that the statement is true for any family of d-dimensional vector-valued signed
measures ν ’s on (0,∞) ×Rd with max1id Nν i (r)max1id Nμi (r), r > 0. See Section 3.1 for the
deﬁnition of the (parabolic) Kato (semi) norm Nμi . The main results of this paper can be stated as
follows:
Theorem 1.1. Let d  1, α ∈ (0,1] and T > 0, and suppose D is a C1,α-domain satisfying the connected line
condition with characteristics (R0,Λ0) and (χ1,χ2), respectively. Let L be an operator of the form
Lu(t, x) =
d∑
i, j=1
∂
∂xi
(
aij(t, x)
∂
∂x j
u(t, x)
)
in (0,∞) × D,
satisfying the uniform ellipticity condition with Dini continuous coeﬃcients ai j(t, x) and a vector-valued signed
measure μ = (μ1, . . . ,μd) on (0,∞) × Rd belonging to the Kato class deﬁned in Deﬁnition 3.1. Then the
heat kernel qD(t, x; s, y) of ∂∂t − L − μ · ∇x (in the initial value problem) and its gradient ∇xqD(t, x; s, y)
exist and are jointly continuous and the following Gaussian estimates hold: there exist positive constants ci =
ci(d, λ,χ1,χ2,ψ, T ,Λ0, R0,α,μ), i = 1,2, depending on μ only via the rate at which max1id Nμi (r)
goes to zero, such that for x, y ∈ D and 0 s < t  s + T ,
c−11 ψ0(t − s, x, y)Γc−12 (t, x; s, y) qD(t, x; s, y) c1ψ0(t − s, x, y)Γc2(t, x; s, y) (1.6)
and
∣∣∇xqD(t, x; s, y)∣∣ c1ψ1(t − s, y)Γc2(t, x; s, y). (1.7)
A heat kernel of ∂s + L +∑di=1 μi ∂∂xi of the ﬁnal value problem in (0, T ) × D is a Borel function
qˆD(s, x; t, y) satisfying the following three conditions: For any ﬁxed (t, y) ∈ (0, T ) × D and any φ ∈
C∞c ((0, t) × D),
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(0,t)×Rd
−qˆD(s, x; t, y) ∂
∂s
φ(s, x) −
d∑
i, j=1
aij(s, x)
∂
∂x j
qˆD(s, x; t, y) ∂
∂xi
φ(s, x)dsdx
+
d∑
i=1
∫
(0,t)×Rd
∂
∂xi
qˆD(s, x; t, y)φ(s, x)dμi(s, x) = 0; (F1′)
qˆD(s, x; t, y) = 0 for any x ∈ ∂D; (F2′)
lim
s→t−
∫
D
qˆD(s, x; t, y)u0(y)dy = u0(x) for any x ∈ D, u0 ∈ C∞c (D). (F3′)
When D = Rd , we simply denote qˆ := qˆ
Rd . By the duality between the ﬁnal value problems and the
initial value problems (see Remark 3.21 through Remark 3.23), we see that qˆD also enjoys the same
Gaussian estimates (1.6)–(1.7).
When dμi is absolutely continuous with respect to dt dx so that dμi/(dt dx) is given by some nice
function U i(t, x), two-sided Gaussian estimates of heat kernel in Rd have been known for a long time.
For L +∑di=1 U i(t, x) ∂∂xi , these were ﬁrstly established by Aronson in [2] under the assumption that
each U i belongs to Lp((0, T ] × B(0, R)) for some p, R > 0, and bounded outside (0, T ] × B(0, R). In
the case when aij ’s are Hölder continuous and each function U i belongs to the Kato class, these were
proved by Zhang in [33].
Riahi [30] established the estimates (1.6) and (1.7) in the case when aij ’s are Hölder continuous,
D is a bounded C1,1-domain and each dμi/(dt dx) is given by some function belonging to Kato class.
The second named author, jointly with Renming Song, established (1.6) and (1.7) when aij = δi j , D is
a bounded C1,1-domain and each μi is given by dt ν i(dx) with ν i being in the elliptic Kato class
(see Proposition 3.5 and [22]). Very recently, (1.6) and (1.7) are discussed for Kato classes for signed
measures in [0,∞) ×Rd , when the total Kato norm deﬁned in [31, (4.1)] is suﬃciently small.
Even though this paper adopts the main strategy from [22] which deals with sharp two-sided
heat kernel estimates for ∂t −  with drift ν i(x)dt dx of the elliptic Kato class, there are substantial
diﬃculties. The ﬁrst step to establish (1.6) and (1.7) is to get the same estimate for p0D , heat kernel of
∂t − L (without drift). Once we have these estimates, then we establish them for qnD , heat kernel of
∂t − L−∑di=1 U in(t, x), where U in is the function deﬁned in (3.20), with the constants independent of n.
Then we show that the density qnD converges uniformly in each compact subset of (0,∞) × D × D .
But the estimate (1.7) was not known for p0D due to the weak assumption on the regularity of aij and
the domain D . Section 2 is purely analytic and is devoted to proving the estimate and joint continuity
of the gradient of p0D .
As in [22], the uniform convergence of heat kernels and their gradient show that the approxi-
mation scheme proposed above is also well-suited for the purpose of this paper. The uniform con-
vergence of qnD is essential for our approach to establish (1.6) and (1.7), and they can be regarded
as stability results for the heat kernels under perturbations. The general strategy of proving the uni-
form convergence of heat kernels is similar to that of [22]. However, we have to overcome quite a
few new diﬃculties due to the fact that our operators are time-dependent and the drifts are signed
measures on (0,∞) ×Rd (not time-dependent signed measures of the form dμi(t, x) = μi(t)(dx)dt).
These require very careful and detailed estimates throughout our proofs.
Lastly, we give the probabilistic counterpart and some consequences of Theorem 1.1 in Section 4.
It is well known that there are close relationships between second order elliptic differential opera-
tors and diffusion processes. For certain second order elliptic differential operator that satisﬁes the
maximum principle, there is a diffusion process X associated with it so that such operator is the in-
ﬁnitesimal generator of X . A prototype is the celebrated interplay between the Laplacian and the
Brownian motion. The heat kernel of such operator is the transition density function of X . Such in-
terplay can be extended to a large class of time-inhomogeneous parabolic operators. We show that
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List of notations for heat kernels.
p0D ∂t − L in (0, T ) × D
pD ∂t − L − B · ∇x in (0, T ) × D, where Bi(t, x) is bounded
qD ∂t − L −μ · ∇x in (0, T ) × D , where μi belongs to Kato class
qˆD ∂s + L +μ · ∇x in (0, T ) × D , where μi belongs to Kato class
qnD ∂t − L − Un · ∇x in (0, T ) × D , where U in is deﬁned in (3.20)
qˆnD ∂s + L + Un · ∇x in (0, T ) × D , where U in is deﬁned in (3.20)
qνD ∂t − L + ∇x · ν in (0, T ) × D , where ν i belongs to Kato class
qˆνD ∂s + Lˆ + ν · ∇x in (0, T ) × D , where ν i belongs to Kato class
q, qn q = q
Rd , q
n = qn
Rd
qˆ, qˆn qˆ = qˆ
Rd , qˆ
n = qˆn
Rd
qˆD is transition density of a time-inhomogeneous diffusion X which can be approximated by nice
diffusions in the sense of weak convergence. From the time-homogeneous case, we obtain two-sided
Green function estimates, Theorem 4.8, along with so-called 3G-Theorem, Corollary 4.9.
The remainder of this paper is organized as follows. In Section 2, we prove the estimate and joint
continuity of the gradient of p0D . In Section 3, we use the results on p
0
D in Section 2 and give the
proof of Theorem 1.1. Section 4 discuss some probabilistic counterparts of Theorem 1.1.
Concluding the introductory section, we present some standard notations: We will follow the
standard multi-index notation for derivatives: given a vector n := (n1, . . . ,nd), where each nk is a
non-negative integer, let |n| := n1 + · · · + nd and denote Dnx u(t, x) := ∂
|n|u(t,x)
∂x
n1
1 ···∂x
nd
d
and |Dkxu(t, x)| :=
(
∑
|n|=k |Dnx u(t, x)|2)1/2. We deﬁne ∇xu := ( ∂∂x1 u, . . . , ∂∂xd u). Note that |∇xu(t, x)| = |D1xu(t, x)|. We use
∂t , ∂yi , ∂yi ,y j instead of
∂
∂t ,
∂
∂ yi
, ∂
2
∂ yi∂ y j
respectively to simplify notations. We use c1, c2, . . . to denote
generic constants, whose exact values are not important and can be changed from one appearance to
another. The labeling of the constants c1, c2, . . . starts anew in the statement of each result. The val-
ues of the constants C1,C2, . . . will remain the same, and the dependence of the constants c1, c2, . . .
on the universal constants, the dimension d, and the constants C1,C2, . . . will not be mentioned ex-
plicitly.
The set of strict positive natural numbers is denoted by N, whereas N0 :=N∪{0}. For a measurable
set A ⊂ Rd , we use md(A) to denote the d-dimensional Lebesgue measure of A. We sometimes use
the convention of
μ
(
(a,b) × U)= ∫
(a,b)×U
dμ(t, x) =
∫
U
b∫
a
dμ(t, x) (1.8)
for every (a,b) × U ⊆ (−∞,∞) × Rd . For the reader’s convenience, we summarize in Table 1 heat
kernel notations that appear frequently in this paper.
2. Gradient estimate
We recall that L is the operator deﬁned in (1.2). In this section, we will prove a gradient estimate
of the heat kernel p0D of ∂t − L in Q T = (0, T ) × D , which will be used in Section 3.
The following two-sided bound on p0D(t, x; s, y) was established in [6]. We write it in a slightly
different form for our purpose:
Theorem 2.1. Let T > 0, α ∈ (0,1], and D be C1,α-domain satisfying the connected line condition with
characteristics (R0,Λ0) and (χ1,χ2), respectively. Suppose that L is an operator of the form in (1.2)
satisfying (1.3) in Q T with Dini continuous coeﬃcients ai j . Then, there exist positive constants C1 =
S. Cho et al. / J. Differential Equations 252 (2012) 1101–1145 1107C1(d, λ,χ1,χ2,ψ, T ,Λ0, R0,α), C2 = C2(d, λ,χ1,χ2,ψ,Λ0, R0,α) such that for x, y ∈ D and 0  s <
t  s + T ,
1
C1
ψ0(t − s, x, y)Γ 1
C2
(t, x; s, y) p0D(t, x; s, y) C1ψ0(t − s, x, y)ΓC2(t, x; s, y).
The lower bound on p0D(t, x; s, y) is stated in [6] for bounded C1,α-domains (with connected ball
condition). However, by the Harnack inequality using connected ball condition directly, the proofs
there work without boundedness condition.
Some properties regarding Gaussian kernel are enlisted in the following lemma. Especially, all the
necessary properties from Dini continuity are stated in (i) and (ii).
Lemma 2.2. For any ﬁxed β > 0 and 
 > 0, there exists δ > 0 depending on 
 , β , ψ such that for every R  δ,
and ER := {(s, y): 0< s < R2, |y| < R}, we have
(i)
∫
ER
ψ
(√
s + |y|)∣∣∇yΓβ(s, y;0,0)∣∣dsdy  
R,
(ii)
∫
ER
ψ
(√
s + |y|)∣∣D2yΓβ(s, y;0,0)∣∣dsdy  
.
Moreover, for ﬁxed β > 0 there exists c > 0 depending on β such that for every R < ∞, and
E ′R :=
{
(s, y): 0< s < R2, R/2< |y| < R}∪ {(s, y): R2/2< s < R2, |y| < R},
we have
(iii)
∫
E ′R
∣∣∇yΓβ(s, y;0,0)∣∣dsdy  cR,
(iv)
∫
E ′R
∣∣D2yΓβ(s, y;0,0)∣∣dsdy  c.
Proof. The lemma can be proved by some elementary calculations using the deﬁnition of Dini
continuity, the fact supρ>0 ρ
c′e−ρ < ∞, for all c′ > 0 and the estimates |∇yΓβ(s, y;0,0)| 
cs−d/2−1/2e−β
|y|2
s and |D2yΓβ(s, y;0,0)| cs−d/2−1e−β
|y|2
s . We skip the details. 
The following lemma, which generalizes the result of M. Grüter and K. Widman [20, Lemma 3.1]
to the parabolic case, is the key step to obtain gradient estimates:
Lemma 2.3. Suppose that L is of the form (1.2) with smooth coeﬃcient aij . Let u ∈ C((s∗, t∗] × B(x∗,3r/2))
such that (∂t − L)u = 0 in (s∗, t∗] × B(x∗,3r/2). Then there exists C0 = C0(d, λ,ψ) > 0 such that for any
(t, x) ∈ E := (s∗, t∗] × B(x∗, r),
∣∣∇xu(t, x)∣∣dE(t, x) C0((r ∧ √t∗ − s∗) ∨ 1) sup
(s,y)∈E
∣∣u(s, y)∣∣,
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∣∣∇xu(t∗, x∗)∣∣ C0
1∧ r ∧ √t∗ − s∗ sup(s,y)∈E
∣∣u(s, y)∣∣. (2.1)
Proof. Without loss of generality, we assume s∗ = 0 and x∗ = 0. By [24, Theorem 6.6] and the remark
after it, the solution u is smooth. Thus,
M0 := sup
(t,x)∈E
∣∣u(t, x)∣∣< ∞, M1 := sup
(t,x)∈E
∣∣∇xu(t, x)∣∣dE(t, x) < ∞.
Choose (t0, x0) ∈ E such that |∇xu(t0, x0)|dE (t0, x0) > 12M1. Let η ∈ C∞(Rd+1), 0 η  1, be a cut-off
function satisfying the following:
η(t, x) ≡ 1 in t0 − t  r
2
0
2
and |x− x0| r0
2
, (2.2)
η(t, x) ≡ 0 in t0 − t  r20 or |x− x0| r0, (2.3)∣∣∇xη(t, x)∣∣ 4
r0
,
∣∣D2xη(t, x)∣∣ 8r20 ,
∣∣∂tη(t, x)∣∣ 4
r20
, (2.4)
where r0  dE(t0, x0)/2 will be chosen later. Let Γt0,x0 be the heat kernel of the operator ∂t − L0 of the
form in (1.2) with symmetric constant coeﬃcients a0i j := 12 (aij(t0, x0) + a ji(t0, x0)). Since u is smooth
and Γt0,x0 (t, x; ·, ·), ∇Γt0,x0(t, x; ·, ·) belong to L1(E), for (t, x) ∈ E, we may insert η(·,·)Γt0,x0 (t, x; ·, ·)
as a test function, and get
0=
∫
E
[
d∑
i, j=1
∂yi
(
aij(s, y)∂y j u(s, y)
)− ∂su(s, y)
]
η(s, y)Γt0,x0(t, x; s, y)dsdy
=
∫
E
−
d∑
i, j=1
aij(s, y)∂y j u(s, y)∂yi
(
η(s, y)Γt0,x0(t, x; s, y)
)
− ∂su(s, y)η(s, y)Γt0,x0(t, x; s, y)dsdy
=
∫
E
d∑
i, j=1
(
aij(t0, x0) − aij(s, y)
)
∂y j u(s, y)∂yi
(
η(s, y)Γt0,x0(t, x; s, y)
)
dsdy
− lim

→0+
∫
B(0,r)
t−
∫
0
d∑
i, j=1
aij(t0, x0)∂y j u(s, y)∂yi
(
η(s, y)Γt0,x0(t, x; s, y)
)
+ ∂su(s, y)η(s, y)Γt0,x0(t, x; s, y)dsdy.
Using integration by parts, (2.3) and the fact Γt0,x0 (t, x; s, y) = 0 for t  s, we get
0=
∫ d∑
i, j=1
(
aij(t0, x0) − aij(s, y)
)
∂y j u(s, y)∂yi
(
η(s, y)Γt0,x0(t, x; s, y)
)
dsdyE
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→0+
[ ∫
B(0,r)
t−
∫
0
d∑
i, j=1
aij(t0, x0)u(s, y)∂yi ,y j
(
η(s, y)Γt0,x0(t, x; s, y)
)
dsdy
−
∫
B(0,r)
u(s, y)η(s, y)Γt0,x0(t, x; s, y)|t−
0 dy
+
∫
B(0,r)
t−
∫
0
u(s, y)∂s
(
η(s, y)Γt0,x0(t, x; s, y)
)
dsdy
]
.
Hence we get
u(t, x)η(t, x) = lim

→0+
∫
B(0,r)
u(t − 
, y)η(t − 
, y)Γt0,x0(t, x; t − 
, y)dy
=
∫
E
d∑
i, j=1
(
aij(t0, x0) − aij(s, y)
)
∂y j u(s, y)∂yi
(
η(s, y)Γt0,x0(t, x; s, y)
)
dsdy
+ lim

→0+
∫
B(0,r)
t−
∫
0
d∑
i, j=1
aij(t0, x0)u(s, y)∂y j ,y j
(
η(s, y)Γt0,x0(t, x; s, y)
)
+ u(s, y)∂s
(
η(s, y)Γt0,x0(t, x; s, y)
)
dsdy.
Switching the role of i and j, and taking the average of the both sides, we obtain
u(t, x)η(t, x) =
∫
E
d∑
i, j=1
(
aij(t0, x0) − aij(s, y)
)
∂y j u(s, y)∂yi
(
η(s, y)Γt0,x0(t, x; s, y)
)
dsdy
+ lim

→0+
∫
B(0,r)
t−
∫
0
d∑
i, j=1
a0i ju(s, y)∂yi ,y j
(
η(s, y)Γt0,x0(t, x; s, y)
)
+ u(s, y)∂s
(
η(s, y)Γt0,x0(t, x; s, y)
)
dsdy.
First using the fact
d∑
i, j=1
a0i j∂yi ,y jΓt0,x0(t, x; s, y) + ∂sΓt0,x0(t, x; s, y) = 0 in (0, t − 
) × B(0, r),
and then differentiating with respect to xk , k = 1, . . . ,d, and setting (t, x) = (t0, x0), we obtain
∇xu(t0, x0) =
∫ d∑
i, j=1
(
aij(t0, x0) − aij(s, y)
)
∂y j u∇x∂yi
(
η(s, y)Γt0,x0(t, x; s, y)
)
dsdy|(t,x)=(t0,x0)E
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→0+
∫
B(0,r)
t−
∫
0
d∑
i, j=1
(
2a0i ju∂yiη∇x∂y jΓt0,x0(t, x; s, y)
+ a0i ju(∂yi ,y jη)∇xΓt0,x0(t, x; s, y)
)+ u(∂sη)∇xΓt0,x0(t, x; s, y)dsdy|(t,x)=(t0,x0).
(2.5)
Here and below, we sometimes use u, η instead of u(s, y), η(s, y) to simplify notations. Note
that η(s, y) and Γt0,x0(t, x; s, y) are non-zero only when 0  t0 − s < r20 , and |x0 − y|  r0. Let F :=
{(s, y): 0  t0 − s < r20 , and |x0 − y|  r0}, and F ′ := {(s, y): 0  t0 − s < r20 , r0/2  |x0 − y|  r0} ∪
{(s, y): r20/2< t0 − s < r20 , |x0 − y| r0}. Using r0  dE (t0, x0)/2 and dE (t0, x0) 2dE (s, y),
sup
F
∣∣∇yu(s, y)∣∣ sup
|x0−y|dE (t0,x0)/2
0t0−s(dE (t0,x0)/2)2
∣∣∇yu(s, y)∣∣
 sup
|x0−y|dE (t0,x0)/2
0t0−s(dE (t0,x0)/2)2
dE(s, y)
∣∣∇yu(s, y)∣∣ 1
dE(s, y)
 2M1
dE(t0, x0)
,
and we have
∣∣∇xu(t0, x0)∣∣  2dM1
dE(t0, x0)
∫
F
ψ
(√|t0 − s| + |x0 − y|)[|∇yη|∣∣∇yΓt0,x0(t0, x0; s, y)∣∣
+ η∣∣D2yΓt0,x0(t0, x0; s, y)∣∣]dsdy
+ c1(d, λ)M0
∫
F ′
∣∣D2yη∣∣∣∣∇yΓt0,x0(t0, x0; s, y)∣∣+ |∇yη|∣∣D2yΓt0,x0(t0, x0; s, y)∣∣dsdy
+ c2(d)M0
∫
F ′
∣∣(∂sη)∇yΓt0,x0(t0, x0; s, y)∣∣dsdy
=: 2dM1
dE(t0, x0)
J1 + c1M0 J2 + c2M0 J3.
By (2.4), and estimates (i) and (ii) of Lemma 2.2, there exists δ > 0 depending on d, λ,ψ such that
for r0 := min(δ,dE (t0, x0)/2), we get J1  (8d)−1. Also, by the estimates (iii) and (iv) of Lemma 2.2,
J2 ∨ J3  c3(δ ∧ dE (t0, x0))−1. Thus, by our choice of (t0, x0),
1
2
M1 <
∣∣∇xu(t0, x0)∣∣dE(t0, x0) 1
4
M1 + c4M0 dE(t0, x0)
δ ∧ dE(t0, x0) .
Since δ depends only on d, λ,ψ , we conclude that M1  c5(d, λ,ψ)((r ∧ √t∗) ∨ 1)M0. 
Lemma 2.4. Under the same condition as in Lemma 2.3, for any 
0 > 0, there exists δ0 = δ0(d, λ,ψ, r,
t∗ − s∗)
√
t∗−s∗∧r
8 such that for any (t˜, x˜), (tˆ, xˆ) ∈ [(t∗ + s∗)/2− δ20 , (t∗ + s∗)/2] × B(x∗, δ0),
∣∣∇xu(t˜, x˜) − ∇xu(tˆ, xˆ)∣∣ 
0
1∧ r ∧ √t∗ − s∗ supE |u|. (2.6)
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a cut-off function such that η(t, x) ≡ 1 when t  r20/2 and |x|  r0/2, η(t, x) ≡ 0 when t  r20 or
|x| r0, and ‖∇xη‖∞  4/r0, ‖D2xη‖∞  8/r02, ‖∂tη‖∞  4/r20, where r0 
√
t∗∧r
8 will be ﬁxed later.
We denote η˜(s, y) := η(t˜ − s, x˜ − y) and ηˆ(s, y) := η(tˆ − s, xˆ − y). Let Γt˜,x˜ be the heat kernel of
∂t −∑di, j=1 aij(t˜, x˜)∂xi ,x j . Without loss of generality, we assume aij is symmetric, if not, we make it
symmetric by replacing a ji with (aij + a ji)/2, as in the proof of Lemma 2.3. By (2.5), the following
identity holds for any (t˜, x˜) ∈ E = (0, t∗] × B(0, r):
∇xu(t˜, x˜) =
∫
E
d∑
i, j=1
(
aij(t˜, x˜) − aij(s, y)
)
∂y j u∇x∂yi
(
η˜Γt˜,x˜(t, x; s, y)
)
dsdy|(t,x)=(t˜,x˜)
+
d∑
i, j=1
(
2aij(t˜, x˜)u∂yi η˜∇x∂y jΓt˜,x˜(t, x; s, y)
+ aij(t˜, x˜)u(∂yi ,y j η˜)∇xΓt˜,x˜(t, x; s, y)
)+ u(∂sη˜)∇xΓt˜,x˜(t, x; s, y)dsdy|(t,x)=(t˜,x˜).
For (t˜, x˜) ∈ Er0 := ( t∗2 − 2r20, t∗2 ] × B(0,2r0), we deﬁne
f (t˜, x˜, s, y) =
∫
E
d∑
i, j=1
(
2aij(t˜, x˜)∂yi η˜(s, y)∇x∂y jΓt˜,x˜(t, x; s, y)
+ aij(t˜, x˜)
(
∂yi ,y j η˜(s, y)
)∇xΓt˜,x˜(t, x; s, y))
+ (∂sη˜(s, y))∇xΓt˜,x˜(t, x; s, y)|(t,x)=(t˜,x˜).
Then, for every (t˜, x˜), (tˆ, xˆ) ∈ Er0 , |∇xu(t˜, x˜) − ∇xu(tˆ, xˆ)| I1 + I2, where
I1 :=
∫
E
d∑
i, j=1
∣∣aij(t˜, x˜) − aij(s, y)∣∣∣∣∂y j u∇x∂yi (η˜Γt˜,x˜(t, x; s, y))∣∣∣∣(t,x)=(t˜,x˜)
+ ∣∣aij(tˆ, xˆ) − aij(s, y)∣∣∣∣∂y j u∇x∂yi (ηˆΓtˆ,xˆ(t, x; s, y))∣∣∣∣(t,x)=(tˆ,xˆ) dsdy,
I2 :=
∣∣∣∣
∫
E
[
f (t˜, x˜, s, y)u(s, y) − f (tˆ, xˆ, s, y)u(s, y)]dsdy∣∣∣∣.
Note that η˜ and Γt˜,x˜ are non-zero only when 0  t˜ − s < r20 , and |x˜ − y|  r0. Hence, our domain E
can be restricted to Ft˜,x˜ := {(s, y): 0 t˜ − s < r20, and |x˜− y| r0}. Then, by the deﬁnition of η˜,
I1  4d sup
(t˜,x˜)∈Er0
∫
Ft˜,x˜
ψ
(√|t˜ − s| + |x˜− y|)|∇yu|
× (∣∣∇yη˜∇yΓt˜,x˜(t˜, x˜; s, y)∣∣+ η˜∣∣D2yΓt˜,x˜(t˜, x˜; s, y)∣∣)dsdy
 16d
r0
sup
(t˜,x˜)∈Er0
∫
F ˜ ˜
ψ
(√|t˜ − s| + |x˜− y|)|∇yu|∣∣∇yΓt˜,x˜(t˜ − s, x˜− y;0,0)∣∣dsdyt,x
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(t˜,x˜)∈Er0
∫
Ft˜,x˜
ψ
(√|t˜ − s| + |x˜− y|)|∇yu|∣∣D2yΓt˜,x˜(t˜ − s, x˜− y;0,0)∣∣dsdy
=: 16d
r0
J1 + 4d J2.
Fix 
0 > 0. By Lemma 2.2(i), we can choose r0 
√
t∗∧r
8 small enough such that
J1 =
∫
Ft˜,x˜
ψ
(√|t˜ − s| + |x˜− y|)|∇yu|∣∣∇yΓt˜,x˜(t˜ − s, x˜− y;0,0)∣∣dsdy
 sup
E
|∇yu|
∫
Ft˜,x˜
ψ
(√|t˜ − s| + |x˜− y|)∣∣∇yΓt˜,x˜(t˜ − s, x˜− y;0,0)∣∣dsdy
 
0r0
32C0
sup
E
|∇yu|.
Similarly, using Lemma 2.2(ii), we get J2  
08C0 supE |∇yu|. Hence, by Lemma 2.3,
I1 

0
2C0
sup
E
|∇yu| 
0
2(1∧ r ∧ √t∗) sup(s,y)∈E
∣∣u(s, y)∣∣.
Now we compute I2. Note that ∂yi η˜ are non-zero only if
0 t˜ − s < r20, r0/2 |x˜− y| r0 or r20/2< t˜ − s < r20, |x˜− y| r0.
For every δ0  r0 and (t˜, x˜), (tˆ, xˆ) ∈ Eδ0 := [t∗/2− δ20, t∗/2] × B(0, δ0), let
H := {(s, y) ∣∣ r20/8 tˆ − s < 8r20, r0/8 |xˆ− y| 8r0}.
Note that H ⊂ E . Moreover, {0  t˜ − s < r20, r0/2  |x˜ − y|  r0} ⊂ H , {r20/2 < t˜ − s < r20, |x˜ − y| 
r0} ⊂ H , {0 tˆ − s < r20, r0/2 |xˆ− y| r0} ⊂ H and {r20/2< tˆ − s < r20, |xˆ− y| r0} ⊂ H . Thus
I2 
(
sup
E
|u|
)
sup
(t˜,x˜),(tˆ,xˆ)∈Eδ0
∫ ∫
H
∣∣ f (t˜, x˜, s, y) − f (tˆ, xˆ, s, y)∣∣dsdy.
Put the second supremum inside the integrals, and then the integrand is less than or equal to
2 sup
(t˜,x˜),(tˆ,xˆ)∈Eδ0
∣∣ f (t˜, x˜, s, y)∣∣1H (s, y).
If δ0  r08 , we see that either |x˜− y| 14δ0 or |t˜ − s| 31δ20 , therefore the integrand is bounded uni-
formly. By continuity of f (t˜, x˜, s, y) with respect to (t˜, x˜) and using Lebesgue dominated convergence
theorem, I2 goes to zero as δ0 goes to zero. 
Let a˜i j(t, x) := a ji(T − t, x) and L˜u := ∂xi (a˜i j∂x j u). If aij is smooth and p˜0D is the heat kernel of
∂t − L˜, then it is well known that
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(See [17, Theorem 15] and our Lemma 3.9 for the proof.)
Lemma 2.5.When aij is smooth, ∇xp0D(t, x; s, y) is jointly continuous on (0,∞) × D × (0, t) × D.
Proof. Fix s0 < t0 and x0, y0 ∈ D and let T := 2t0. Choose r0 < √s0 such that F1 := (t0, t0 + r20] ×
B(x0, r0), F2 := (s0, s0 + r20] × B(y0, r0) are relatively compact open subsets of (0,2t0) × D with F1 ∩
F2 = ∅. Using (2.7), for any (t˜, x˜), (tˆ, xˆ) ∈ F1, (s˜, y˜), (sˆ, yˆ) ∈ F2,
∣∣∇xp0D(t˜, x˜; s˜, y˜) − ∇xp0D(tˆ, xˆ; sˆ, yˆ)∣∣

∣∣∇xp0D(t˜, x˜; s˜, y˜) − ∇xp0D(tˆ, xˆ; s˜, y˜)∣∣+ ∣∣∇x p˜0D(T − s˜, y˜; T − tˆ, xˆ) − ∇x p˜0D(T − sˆ, yˆ; T − tˆ, xˆ)∣∣.
Since F1 and F2 are disjoint, the heat kernel p0D(t, x; s, y) can be viewed as a solution of
(∂t − L)u = 0. Thus by Lemma 2.4, given 
 > 0, we can choose δ = δ(
) such that for any (t˜, x˜), (tˆ, xˆ) ∈
[(2t0 + r20)/2− δ2, (2t0 + r20)/2]× B(x0, δ) and (s˜, y˜), (sˆ, yˆ) ∈ [(2s0 + r20)/2− δ2, (2s0 + r20)/2]× B(y0, δ),
∣∣∇xp0D(t˜, x˜; s˜, y˜) − ∇xp0D(tˆ, xˆ; sˆ, yˆ)∣∣ 2
1∧ r0 sup(t,x)∈F1, (s,y)∈F2
∣∣p0D(t, x; s, y)∣∣< ∞.  (2.8)
Now the main result of this section follows:
Theorem 2.6. Let D be C1,α-domain satisfying the connected line condition with characteristics (R0,Λ0) and
(χ1,χ2), respectively. Also, L is an operator of the form in (1.2) satisfying (1.3)–(1.4). Then, for some constant
C3 = C3(d, λ,χ1,χ2,ψ, T ,Λ0, R0), the heat kernel p0D of the operator ∂t − L in (0, T ) × D satisﬁes the
following gradient estimate: for every x, y ∈ D and 0 s < t  s + T ,
∣∣∇xp0D(t, x; s, y)∣∣ C3ψ1(t − s, y)ΓC2/2(t, x; s, y), (2.9)∣∣∇y p0D(t, x; s, y)∣∣ C3ψ1(t − s, x)ΓC2/2(t, x; s, y). (2.10)
Here C2 is the constant in Theorem 2.1. Especially when D = Rd, these estimates also hold with ψ1 = 1. Also,
∇xp0D(t, x; s, y) and ∇y p0D(t, x; s, y) are jointly continuous when s < t.
Proof. Assume aij is smooth. Using (2.1) with E = ( t+s2 , t] × B(x, ρ(x)2 ∧
√
t − s) and Theorem 2.1, for
t > s,
∣∣∇xp0D(t, x; s, y)∣∣ c11∧ ρ(x) ∧ √t − s sup(v,z)∈E p0D(v, z; s, y)
 c2
1∧ ρ(x) ∧ √t − s sup(v,z)∈E
(
1∧ ρ(z)√
v − s
)(
1∧ ρ(y)√
v − s
)
1
(v − s)d/2 e
−C2 |z−y|2v−s
 c3
1∧ ρ(x) ∧ √t − s
(
1∧ ρ(x)√
t − s
)(
1∧ ρ(y)√
t − s
)
sup
z∈B(x,√t−s)
1
(t − s)d/2 e
−C2 |z−y|2t−s .
Considering the cases ρ(x)
√
t − s and ρ(x) > √t − s separately, we see that
(
1
1∧ ρ(x) ∧ √t − s
)(
1∧ ρ(x)√
t − s
)

√
T ∨ 1√
t − s .
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z ∈ B(x,√t − s), we see that
sup
z∈B(x,√t−s)
e−C2
|z−y|2
t−s  eC2e−C2
|x−y|2
2(t−s) .
For Dini continuous aij , without loss of generality, assume aij is deﬁned in Rd+1. Consider amij :=
aij  φm , where φm(t, x) = 2−m(d+1)φ(t/2m, x/2m)  0, φ ∈ C∞c ((−1,1) × B1) and
∫
Rd+1 φ = 1. Since
aij is continuous, amij is uniformly convergent to aij in E . Furthermore, note that
∑d
i, j=1 |amij (t, x) −
amij (s, y)|ψ(
√
t − s+ |x− y|). Let p0,mD be the heat kernel of ∂t − Lm , where Lm is the same form of
operator L replacing aij with amij . It is known that p
0,m
D weakly converges to p
0
D . (See the proof of [2,
Theorem 9].)
Since, by (2.8) and (2.9), ∇xp0,mD are equicontinuous and uniformly bounded, using Arzela–Ascoli
theorem and standard diagonal argument, there exists a subsequence ∇xp0,mkD converging uniformly
on every compact subset of Q T × Q T ∩ {s < t}. Since ∇xp0,mkD is continuous, ∇xp0D is continuous on
Q T × Q T ∩ {s < t}.
For (2.10), let x, y ∈ D and 0 s < t  s + T . Note that by (2.7), p0D(t, x; s, y) = p˜0D(2t − s, y; t, x),
where p˜0D is the heat kernel of ∂t − L replacing aij(t˜, x) by a˜i j(t˜, x) := a ji(2t − t˜, x). Thus, by (2.9),
∣∣∇y p0D(t, x; s, y)∣∣= ∣∣∇y p˜0D(2t − s, y; t, x)∣∣
 c1√
t − s
(
1∧ ρ(x)√
t − s
)
ΓC2/2(t, x; s, y). 
3. Stability of heat kernel under perturbation through parabolic Kato class
For a signed measure ν on [0,∞) × Rd , we use ν+ and ν− to denote its positive and negative
parts, and |ν| = ν++ν− its total variation. We can extend ν to Rd+1 by taking ν ≡ 0 on (−∞,0)×Rd .
For a signed measure ν on [0,∞) ×Rd and h > 0, we deﬁne
Nν(h) := sup
(t,x)∈(0,∞)×Rd
∫
(t−h,t)×Rd
(t − s)− 12 ΓC2/(32)(t, x; s, y)d|ν|(s, y)
+ sup
(s,y)∈(0,∞)×Rd
∫
(s,s+h)×Rd
(t − s)− 12 ΓC2/(32)(t, x; s, y)d|ν|(t, x).
Here the constant C2 comes from the constant in Theorem 2.1.
Deﬁnition 3.1. We say that a signed measure ν on [0,∞) × Rd belongs to the (parabolic) Kato class
Kd if limh↓0 Nν(h) = 0. A function f on [0,∞) × Rd is said to be in the (parabolic) Kato class Kd if
f (t, x)dt dx ∈ Kd .
More generally, we say that a d-dimensional vector-valued signed measure μ := (μ1, . . . ,μd) on
[0,∞) ×Rd belongs to the Kato class Kd if each μi belongs to Kd . Similarly, a d-dimensional vector-
valued function V = (V 1, . . . , V d) on [0,∞) × Rd belongs to Kd if each V i belongs to the Kato
class Kd .
We emphasize that μi may not be absolutely continuous with respect to the Lebesgue measure
on [0,∞) × Rd (see [3, p. 792]). In Section 3.1, we give a couple of examples on signed measures
belonging to Kato class. Regarding Example 3.2, one may refer to [19, Lemmas 3.7 and 3.8].
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Example 3.2. Let μ be a signed measure on [0,∞)×Rd , and assume there exist a constant δ > 0 and
a positive function α on [0,∞) such that
|μ|((t − h, t) × Bg(h)(x))∨ |μ|((s, s + h) × Bg(h)(x)) α(h)g(h)δ, (3.1)
for any t, s > 0, x ∈Rd , and any positive function g on [0,∞) and arbitrary small h > 0. Furthermore,
we assume
lim
h↓0
h−d/2−1/2+δ/2
∞∑
k=1
α
(
(1/k)2/(d+1)h
)
k−δ/(d+1) = 0. (3.2)
Then μ belongs to Kd . In fact, if we let C3 := C2/32 for simplicity,
∫
Rd
t∫
t−h
ΓC3(t, x; s, y)(t − s)−1/2 d|μ|(s, y)
=
∞∫
0
|μ|((s, y): s ∈ (t − h, t), y ∈Rd, (t − s)−d/2−1/2e− C3 |x−y|2(t−s) > λ)dλ
=
h−d/2−1/2∫
0
|μ|(· · ·)dλ +
∞∫
h−d/2−1/2
|μ|(· · ·)dλ =: I1(h) + I2(h).
Using the fact −x ln x is increasing near zero and the assumption (3.1),
I1(h)
h−d/2−1/2∫
0
|μ|((s, y): s ∈ (t − h, t), y ∈Rd, |x− y| < {−C−13 h ln(hd/2+1/2λ)}1/2)dλ
 α(h)
h−d/2−1/2∫
0
(−C−13 h ln(hd/2+1/2λ))δ/2 dλ
= α(h)(C−13 )δ/2hδ/2−d/2−1/2
1∫
0
(− lnη)δ/2 dη.
We know hδ/2−d/2−1/2α(h) → 0 as h → 0 by (3.2), and therefore I1(h) → 0 as h → 0. Also,
I2(h)
∞∑
k=1
(k+1)h−d/2−1/2∫
kh−d/2−1/2
|μ|((s, y): s ∈ (t − h, t), |x− y|
<
{
C−13 (t − s) ln
(
k−1
(
h/(t − s))(d+1)/2)}1/2)dλ.
Note the logarithm function is positive when t − s < (1/k)2/(d+1)h. Hence,
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∞∑
k=1
h−d/2−1/2|μ|
(
(s, y): t − s < (1/k)2/(d+1)h, |x− y| < C−1/23 h1/2
× 1
k1/(d+1)
k1/(d+1)
(
t − s
h
)1/2{
ln
(
k−1
(
h/(t − s))(d+1)/2)}1/2)dλ
 c1Mh−d/2−1/2+δ/2
∞∑
k=1
α
(
(1/k)2/(d+1)h
)
k−δ/d+1,
by (3.1), where M := supx<1 xδ/2(ln 1/(x(d+1)/2))δ/2. We apply (3.2) again and conclude I2(h) → 0 as
h → 0. From the same argument,
sup
(s,y)∈(0,∞)×Rd
∫
(s,s+h)×Rd
(t − s)− 12 ΓC3(t, x; s, y)d|μ|(t, x)
also goes to zero as h → 0.
Example 3.3. For every s ∈ [0,∞), let μs be a measure on Rd , and assume there exist δ > 0 and a
positive function α on [0,∞) such that for arbitrary small r > 0,
|μs|
(
Br(x)
)
 α(s)rδ, for all x ∈Rd, (3.3)
sup
t∈(0,∞)
t∫
t−h
α(s)(t − s)δ/2−d/2−1/2 ds → 0 as h → 0 (3.4)
and
sup
s∈(0,∞)
s+h∫
s
α(t)(t − s)δ/2−d/2−1/2 dt → 0 as h → 0. (3.5)
Then dμs(y)ds ∈ Kd . In fact, if we let C3 := C2/32,∫
Rd
ΓC3(t, x; s, y)(t − s)−1/2 d|μs|(y)
=
∞∫
0
|μs|
(
y: ΓC3(t, x; s, y)(t − s)−1/2 > λ
)
dλ

(t−s)−d/2−1/2∫
0
|μs|
(
y: |x− y| < {−C−13 (t − s) ln((t − s)d/2+1/2λ)}1/2)dλ,
and using the assumption (3.3),
∫
d
ΓC3(t, x; s, y)(t − s)−1/2 d|μs|(y) α(s)C−δ/23 (t − s)δ/2−d/2−1/2
1∫
0
(− lnη)δ/2 dη.
R
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sup
(t,x)∈(0,∞)×Rd
t∫
t−h
∫
Rd
ΓC3(t, x; s, y)(t − s)−1/2 d|μs|(y)ds c1 sup
t∈(0,∞)
t∫
t−h
α(s)(t − s)δ/2−d/2−1/2 ds.
By (3.4), the right-hand side goes to zero as h → 0. Using (3.5) instead of (3.4),
sup
(s,y)∈(0,∞)×Rd
s+h∫
s
∫
Rd
ΓC3(t, x; s, y)(t − s)−
1
2 d|μt |(x)dt
also goes to zero as h → 0.
Recall that md is the d-dimensional Lebesgue measure for d  1, and let μs(dy)ds = f (s, y)dsdy,
where f ∈ Lp1 (m1, Lp2 (md)) and p1, p2  1. Let qi satisfy 1/pi + 1/qi = 1, i = 1,2. Then, one can
check (3.4)–(3.5) are true with δ = d/q2 if (d/(2q2) − d/2 − 1/2)q1 + 1 > 0. Moreover, if | f (s, y)| 
f1(s)g1(y), where f1 ∈ L∞(R1) and g1 ∈ Lp2(Rd), then (3.4)–(3.5) are true with δ = d/q2 if p2 > d.
Example 3.4. Let μ00 be the Cantor–Lebesgue measure on [0,1] (see [4] for the construction), and
extend it to R by giving 0 outside of [0,1]. Also deﬁne dμ0s (·) = dμ00(· − s) for t −h < s < t. Note that
for every s ∈ [0, T ], μ0s ([s, s + 1]) = μ00([0,1]). Now we deﬁne
dμs(a,b) = dμ0s (a)db for t − h < s < t.
Then, for the d-dimensional ball B(x, r), μs(B(x, r))  c1r1+log2/ log3 by [3, Example 2.2], and this
satisﬁes the conditions (3.3) and (3.4).
3.2. Properties
The parabolic Kato class is a generalized version of elliptic Kato class in the following sense.
Proposition 3.5. (See Proposition 2.3 in [22].) Suppose that d  3 and ν is a signed measure on Rd. Then
ν(dx)dt ∈ Kd if and only if limr↓0 supx∈Rd
∫
|x−y|r |x− y|−d+1 d|ν|(y) = 0.
The next two lemmas follow easily from the well-known 3P-type inequalities (see [31, Lemmas 3.2
and 3.3]). Recall that we use the notational convention (1.8).
Lemma 3.6. There exists a positive constant M depending on d,C2 such that for any signed measure ν on
[0,∞) ×Rd, for t > s and (x, y) ∈ D × D,
(i)
∫
D
t∫
s
ψ0(t − v, x, z)ΓC2/4(t, x; v, z)ψ1(v − s, y)ΓC2/2(v, z; s, y)d|ν|(v, z)
 Mψ0(t − s, x, y)ΓC2/4(t, x; s, y)Nν(t − s),
(ii)
∫
D
t∫
s
ψ1(t − v, z)ΓC2/4(t, x; v, z)ψ1(v − s, y)ΓC2/2(v, z; s, y)d|ν|(v, z)
 Mψ1(t − s, y)ΓC2/4(t, x; s, y)Nν(t − s).
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[0,∞) ×Rd, for t > s and (x, y) ∈ D × D,
(i)
∫
D
t∫
s
ψ1(t − v, x)ΓC2/4(t, x; v, z)ψ0(v − s, z, y)ΓC2/2(v, z; s, y)d|ν|(v, z)
 Mψ0(t − s, x, y)ΓC2/4(t, x; s, y)Nν(t − s),
(ii)
∫
D
t∫
s
ψ1(t − v, x)ΓC2/4(t, x; v, z)ψ1(v − s, z)ΓC2/2(v, z; s, y)d|ν|(v, z)
 Mψ1(t − s, x)ΓC2/4(t, x; s, y)Nν(t − s).
Proof. The claim (ii) follows from Lemma 3.6(ii). Moreover, (i) follows from the inequality
ψ1(t − v, x)ΓC2/4(t, x; v, z)ψ0(v − s, z, y)ΓC2/2(v, z; s, y)
 Mψ0(t − s, x, y)ΓC2/4(t, x; s, y)
× (ψ1(t − v, z)ΓC2/8(t, x; v, z) + ψ1(v − s, z)ΓC2/8(v, z; s, y)),
where M = M(d,C2) is a positive constant. This is a slightly modiﬁed version of the inequality in [31,
Lemma 3.2], and can be proved by the same method. We skip the details. 
3.3. Perturbation for bounded functions
Suppose that B(t, x) = (B1(t, x), . . . , Bd(t, x)) is a bounded vector-valued function which clearly be-
longs to the Kato class Kd . Also, recall that D is a C1,α-domain satisfying the connected line condition
with characteristics (R0,Λ0) and (χ1,χ2), respectively and p0D(t, x; s, y) is the heat kernel of ∂t − L.
By [2, Theorem 6], there exists a function pD(t, x; s, y) satisfying
pD(t, x; s, y) = p0D(t, x; s, y) +
∫
D
t∫
s
pD(t, x; v, z)∇z p0D(v, z; s, y) · B(v, z)dv dz, (3.6)
which is a heat kernel of ∂t − L − B · ∇x . Moreover, the following Chapman–Kolmogorov equation
holds:
pD(t, x; s, y) =
∫
D
pD(t, x; v, z)pD(v, z; s, y)dz, ∀x, y ∈ D, 0 < s < v < t. (3.7)
Recall the constant M in Lemma 3.6, and C3 in Theorem 2.6. Choose t0 small such that
C3M
d∑
i=1
NBi (t0)
1
2
. (3.8)
We deﬁne I Bk (t, x; s, y) recursively for k ∈N0 and (t, x, y) ∈ (s, s + t0] × D × D:
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I Bk+1(t, x; s, y) :=
∫
D
t∫
s
I Bk (t, x; v, z)∇z p0D(v, z; s, y) · B(v, z)dv dz.
By induction, and using Lemma 3.6, Theorems 2.1 and 2.6,
∣∣I Bk (t, x; s, y)∣∣ C1ψ0(t − s, x, y)(t − s)− d2 e− C2 |x−y|24(t−s)
(
C3M
d∑
i=1
NBi (t − s)
)k
. (3.9)
Here, C1 and C3 are the constants in Theorem 2.1 and Theorem 2.6 respectively. Thus, by iterating
(3.6) and our choice of t0 > 0, for (t, x, y) ∈ (s, s + t0] × D × D,
pD(t, x; s, y) =
∞∑
k=0
I Bk (t, x; s, y) (3.10)
and
pD(t, x; s, y)
∞∑
k=0
∣∣I Bk (t, x; s, y)∣∣ 2C1ψ0(t − s, x, y)(t − s)− d2 e− C2 |x−y|24(t−s) . (3.11)
We also deﬁne J Bk (t, x; s, y) for k ∈N0 and (t, x, y) ∈ (s, s + t0] × D × D by
J B0 (t, x; s, y) := ∇xp0D(t, x; s, y),
J Bk+1(t, x; s, y) :=
∫
D
t∫
s
J Bk (t, x; v, z)∇z p0D(v, z; s, y) · B(v, z)dv dz.
As in the inequality (3.9),
∣∣ J Bk (t, x; s, y)∣∣ C3
(
1∧ ρ(y)√
t − s
)
(t − s)− d+12 e− C2 |x−y|
2
4(t−s)
(
C3M
d∑
i=1
NBi (t − s)
)k
. (3.12)
Note that (3.10) and (3.12) imply that for (t, x, y) ∈ (s, s + t0] × D × D,
∇xpD(t, x; s, y) =
∞∑
k=0
J Bk (t, x; s, y) (3.13)
and
∣∣∇xpD(t, x; s, y)∣∣ ∞∑
k=0
∣∣ J Bk (t, x; s, y)∣∣ 2C3
(
1∧ ρ(y)√
t − s
)
(t − s)− d+12 e− C2 |x−y|
2
4(t−s) . (3.14)
Now we are going to prove the lower estimate of pD(t, x; s, y). Combining (3.8), (3.10), and (3.9),
we have for every (t, x, y) ∈ (s, s + t0] × D × D ,
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∞∑
k=1
∣∣I Bk (t, x; s, y)∣∣
 2C1C3M
d∑
i=1
NBi (t0)ψ0(t − s, x, y)(t − s)−
d
2 e−
C2 |x−y|2
4(t−s) .
By Theorem 2.1,
p0D(t, x; s, y) C−11 ψ0(t − s, x, y)(t − s)−
d
2 e
− |x−y|2C2(t−s) , (3.15)
so we have for |x− y|√t − s and (t, x, y) ∈ (s, s + t0] × D × D,
pD(t, x; s, y)
(
C−11 e
−C−12 − 2C1C3M
d∑
i=1
NBi (t0)
)
ψ0(t − s, x, y)(t − s)− d2 .
Now we choose t1  t0 small so that C1C3M
∑d
i=1 NBi (t1) < (2C1)−1e−C
−1
2 . So for (t, x, y) ∈ (s, s +
t1] × D × D and |x− y|√t − s, we have
pD(t, x; s, y) (2C1)−1e−C−12 ψ0(t − s, x, y)(t − s)− d2 . (3.16)
Now one can follow the proof in [34, Lemma 2.1] and conclude that there exist C4 ∈ (0,C2/2) and
t2  t1 such that
pD(t, x; s, y) c5ψ0(t − s, x, y)(t − s)−d/2e−
C4 |x−y|2
t−s , (3.17)
for all (t, x, y) ∈ (s, s + t2] × D × D .
Now using the Chapman–Kolmogorov equation, we can extend the two-sided estimates to any
T > 0.
Theorem 3.8. Let D be C1,α-domain satisfying the connected line condition with characteristics (R0,Λ0)
and (χ1,χ2), respectively. Suppose that B(t, x) = (B1(t, x), . . . , Bd(t, x)) is a bounded vector-valued func-
tion. Then pD(t, x; s, y), which is the heat kernel pD(t, x; s, y) of ∂t − L − B · ∇x in D, and ∇xpD are
jointly continuous on (t, x; s, y) ∈ (0,∞) × D × (0, t) × D. Furthermore, for each T > 0, there exist posi-
tive constants c j = c j(d, λ,χ1,χ2,ψ, T ,Λ0, R0,α, B),1 j  3, depending on B only via the rate at which
max1id NBi (r) goes to zero, such that
c1ψ0(t − s, x, y)Γc2 (t, x; s, y)  pD(t, x; s, y) c3ψ0(t − s, x, y)ΓC2/4(t, x; s, y)
and
∣∣∇xpD(t, x; s, y)∣∣ c3ψ1(t − s, y)ΓC2/4(t, x; s, y),
for all x, y ∈ D and 0 s < t  s + T .
Proof. Without loss of generality, we assume s = 0. Recall that C4  C2/2 and put v = C2t4C4 . By (3.7),
(3.11) and (3.17), for t  t2,
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∫
D
(
1∧ ρ(x)√
v
)(
1∧ ρ(z)√
v
)
v−d/2e−C2
|x−z|2
4v
×
(
1∧ ρ(z)√
v
)(
1∧ ρ(y)√
v
)
v−d/2e−C2
|z−y|2
4v dz
 c2
∫
D
pD(2v, x; v, z)pD(v, z;0, y)dz
= c2pD(2v, x;0, y) c3ψ0(2t, x, y)Γ4C24/C2(2t, x;0, y).
On the other hand, by (3.7) and (3.11), for t  t2,
pD(2t, x;0, y) c4
(
1∧ ρ(x)√
t
)(
1∧ ρ(y)√
t
)∫
D
t−d/2e−C2
|x−z|2
4t t−d/2e−C2
|z−y|2
4t dz
 c5
(
1∧ ρ(x)√
2t
)(
1∧ ρ(y)√
2t
)
(2t)−d/2e−C2
|x−y|2
4(2t)
and, by (3.14),
∣∣∇xpD(2t, x;0, y)∣∣
∫
D
∣∣∇xpD(2t, x; t, z)∣∣pD(t, z;0, y)dz
 c6
(
1∧ ρ(y)√
t
)
t−1/2
∫
D
t−d/2e−C2
|x−z|2
4t t−d/2e−C2
|z−y|2
4t dz
 c7
(
1∧ ρ(y)√
2t
)
(2t)−
d+1
2 e−C2
|x−y|2
4(2t) .
Repeating these procedures for ﬁnite number of times, we proved the theorem for ﬁxed T > 0. Joint
continuity of ∇xpD follows from Theorem 2.6 and (3.13). 
Let p˜D be the heat kernel of ∂t − L˜ + ∇x · B˜ , L˜u = ∂xi (a˜i j∂x j u), a˜i j(v, z) := a ji(T − v, z), B˜(v, z) :=
B(T − v, z), i.e.,
∫
D
T∫
0
−p˜D(t, x; s, y) ∂
∂t
φ(t, x) +
d∑
i, j=1
a˜i j(t, x)
∂
∂x j
p˜D(t, x; s, y) ∂
∂xi
φ(t, x)dt dx
−
d∑
i=1
∫
D
T∫
0
B˜(v, z)p˜D(t, x; s, y) ∂
∂xi
φ(t, x)dt dx = φ(s, y) (3.18)
for any φ ∈ C∞c ((0, T ) × D), limt→s+
∫
D p˜D(t, x; s, y)u0(y)dy = u0(x) for any x ∈ D,u0 ∈ C∞c (D), and
p˜D(t, x; s, y) = 0 for any x ∈ ∂D .
The next lemma will be used in the next subsection.
Lemma 3.9. Suppose B is smooth. Then pD(t, x; s, y) = p˜D(T − s, y; T − t, x).
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is smooth such that pD , p˜D are smooth unless (t, x) = (s, y). For 0 s < t  T ,
∫
D
t−
∫
s+

pD(v, z; s, y)∂v p˜D(T − v, z; T − t, x) + ∂v pD(v, z; s, y)p˜D (T − v, z; T − t, x)dv dz
=
∫
D
pD(v, z; s, y)p˜D (T − v, z; T − t, x)|t−
s+
 dz.
Since pD and p˜D are smooth, by (1.5) and (3.18),
∂v pD(v, z; s, y) =
d∑
i, j=1
∂zi
(
aij(v, z)∂z j pD(v, z; s, y)
)+ d∑
i=1
Bi(v, z)∂zi pD(v, z; s, y)
and
−∂v p˜D(T − v, z; T − t, x)
=
d∑
i, j=1
∂zi
(
a ji(v, z)∂z j p˜D(T − v, z; T − t, x)
)− d∑
i=1
∂zi
(
Bi(v, z)p˜D(T − v, z; T − t, x)
)
.
Using the fact that pD(v, z; s, y) = p˜D(T − v, z; T − t, x) = 0 for any z ∈ ∂D , and integrating by parts,∫
D
pD(s + 
, z; s, y)p˜D(T − s − 
, z; T − t, x)dz =
∫
D
pD(t − 
, z; s, y)p˜D (T − t + 
, z; T − t, x)dz.
Taking 
 → 0+ , and by (F3),
p˜D(T − s, y; T − t, x) = pD(t, x; s, y). 
3.4. Perturbation for general case
In the remainder of this section, we assume μ = (μ1, . . . ,μd) belongs to Kd and ﬁx it. The next
lemma extends [22, Lemma 3.2] to the parabolic Kato class.
Lemma 3.10. For any bounded (d − 1)-rectiﬁable subset A of Rd and 0 < T1  T2 < ∞, we have∑d
i=1 |μi|([T1, T2] × A) = 0.
Proof. Since
∣∣μi∣∣([t − h2, t]× B(x, R))
 2(d+1)/2hd+1eC2R2/h2
∫
[t−h2,t+h2]×B(x,R)
(
t + h2 − s)−1/2ΓC2(t, x; s − h2, y)d∣∣μi∣∣(s, y)
 2(d+1)/2hd+1eC2R2/h2Nμi
(
2h2
)
,
for any R,h > 0
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(t,x)∈[h2,∞)×Rd
∣∣μi∣∣([t − h2, t]× B(x, R)) 2(d+1)/2hd+1eC2R2/h2Nμi (2h2). (3.19)
Let N(A, ε) be the smallest number of ε-balls needed to cover A. So for each ε > 0, there exists a
sequence {x j}1 jN(A,ε) such that
d∑
i=1
∣∣μi∣∣([T1, T2] × A) N(A,ε)∑
j=1
d∑
i=1
∣∣μi∣∣([T1, T2] × B(x j, ε)), 1 i  d.
For each ε > 0, we deﬁne tεk := T1 + (k − 1)ε2,k  1 and let Nε be the smallest integer greater than
or equal to (T2 − T1)/ε2. Using (3.19), we get
d∑
i=1
∣∣μi∣∣([T1, T2] × A) N(A,ε)∑
j=1
Nε∑
k=1
∫
B(x j,ε)×[tεk ,tεk+1]
d
∣∣μi∣∣(t, x)
 2(d+1)/2
(
T2 − T1 + ε2
)
εd−1eC2N(A, ε)Nμi
(
2ε2
)
.
Let Aε := {x ∈ Rd: dist(x, A) ε}. It is well known (see, for instance, [26, (5.4) and (5.6)]) that there
exists a positive number c1 = c1(d) such that εdN(A, ε) c1md(Aε). Since A is (d− 1)-rectiﬁable, by
[16, Theorem 3.2.39], there exists c2 = c2(A) > 0 such that limε↓0 ε−1md(Aε) = c2 < ∞. Thus we have
for any 1 i  d,
d∑
i=1
∣∣μi∣∣([T1, T2] × A) c3 lim
ε↓0
1
ε
md(Aε)Nμi
(
2ε2
)= c3c2 lim
ε↓0 Nμi
(
2ε2
)= 0. 
We ﬁx a non-negative smooth function ϕ(t, x) = Φ(t, |x|) in Rd+1 with supp[ϕ] ⊂ (0,1) × B(0,1)
and
∫∫
ϕ(t, x)dt dx = 1. For any positive integer n, we put ϕn(t, x) = 2n(d+2)ϕ(22nt,2nx). For 1 i  d,
deﬁne
U in(t, x) :=
∫
Rd+1
ϕn(t − s, x− y)dμi(s, y), n ∈N. (3.20)
Put Un(t, x) = (U1n (t, x), . . . ,Udn(t, x)) and set
dμin(t, x) = U in(t, x)dt dx and μn :=
(
μ1n, . . . ,μ
d
n
)
. (3.21)
Note that Un is bounded and smooth. The following lemma is simple, but essential in this paper.
Recall that we ﬁxed a signed measure μ = (μ1, . . . ,μd) belonging to Kd .
Lemma 3.11. Each U in belongs to the Kato class Kd. Moreover Nμin (h) Nμi (h) for every h > 0, 1 i  d.
Proof. By a change of variable,
∫
d
t∫
t−h
(t − s)−1/2ΓC3(t, x; s, y)
∣∣U in∣∣(s, y)dsdyR
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∫
Rd
∞∫
−∞
( ∫
Rd
t∫
t−h
(t − s)−1/2ΓC3(t, x; s, y)ϕn(s − v, y − z)dsdy
)
d
∣∣μi∣∣(v, z)
=
∫
Rd
∞∫
−∞
( ∫
Rd
t−v∫
t−h−v
(t − r − v)−1/2ΓC3(t, x; r + v, z + w)ϕn(r,w)dr dw
)
d
∣∣μi∣∣(v, z)
=
∫
Rd
∞∫
−∞
ϕn(r,w)
( ∫
Rd
t−r∫
t−h−r
(t − r − v)−1/2ΓC3(t, x; r + v, z + w)d
∣∣μi∣∣(v, z)
)
dr dw.
Similarly,
∫
Rd
s+h∫
s
(t − s)−1/2ΓC3(t, x; s, y)
∣∣U in∣∣(t, x)dt dx

∫
Rd
∞∫
−∞
ϕn(r,w)
( ∫
Rd
s+h−r∫
s−r
(v + r − s)−1/2ΓC3(v + r, z + w; s, y)d
∣∣μi∣∣(v, z)
)
dr dw.
Hence
Nμin(h)
∫
Rd
∞∫
−∞
ϕn(r,w)Nμi (h)dr dw = Nμi (h). 
Lemma 3.12. Let 0 < T0 < T1 < ∞ and 0 < δ < T0/2. Suppose K is a compact subset of Rd and U is a
bounded domain with smooth boundary ∂U . Then we have the following.
(i) For every s 0 and any uniformly continuous function f (t, v, x, y, z) on
Es :=
{
(t, v, x, y, z): (t, x, y, z) ∈ [s + T0, s + T1] × K × K × U , v ∈ [s + δ, t − δ]
}
,
we have that for 1 i  d,
lim
n→∞ sup(t,x,y)∈[s+T0,s+T1]×K×K
∣∣∣∣∣
∫
U
t−δ∫
s+δ
f (t, v, x, y, z)
(
dμin − dμi
)
(v, z)
∣∣∣∣∣= 0.
(ii) For every t  T1 and any uniformly continuous function g(s, v, x, y, z) on
Ft :=
{
(s, v, x, y, z): (s, x, y, z) ∈ [t − T1, t − T0] × K × K × U , v ∈ [s + δ, t − δ]
}
,
we have that for 1 i  d,
lim
n→∞ sup(s,x,y)∈[t−T1,t−T0]×K×K
∣∣∣∣∣
∫
U
t−δ∫
s+δ
g(s, v, x, y, z)
(
dμin − dμi
)
(v, z)
∣∣∣∣∣= 0.
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and extend f to be zero off E . Let
An :=
{
w ∈Rd: dist(∂U ,w) 2−n}.
By Lemma 3.10, we have
lim
n→∞
∣∣μi∣∣([s + δ − 2−2n, s + t]× An)= ∣∣μi∣∣([s + δ, s + t] × ∂U)= 0.
Given ε > 0, choose a large positive integer n1 such that for every n n1,
(
sup
(t,v,x,y,z)∈E
∣∣ f (t, v, x, y, z)∣∣)∣∣μi∣∣([s + δ − 2−2n, s + t]× An)< ε
4
. (3.22)
Let
ψ
t,x,y
n ( f )(a,w) :=
∫
Rd
∞∫
−∞
ϕn(v − a, z − w) f (t, v, x, y, z)dv dz
=
∫
Rd
∞∫
−∞
ϕ(v, z) f
(
t,2−2nv + a, x, y,2−nz + w)dv dz. (3.23)
By deﬁnition of μin , we have for every (t, x, y) ∈ [s+ T0, s + T1] × K × K ,
∫
U
t−δ∫
s+δ
f (t, v, x, y, z)
(
dμin − dμi
)
(v, z)
=
∫
U
t−δ∫
s+δ
[ ∫
Rd
∞∫
−∞
ϕn(v − a, z − w)dμi(a,w)
]
f (t, v, x, y, z)dv dz
−
∫
U
t−δ∫
s+δ
f (t, v, x, y, z)dμi(v, z).
Since f is zero outside E , we extend the domain of z and v , and then apply Fubini’s theorem. Using
the fact that ϕn(v − s, z − w) is non-zero only if s + δ − 2−2n  a t − δ and w ∈ U ∪ An , the above
integral becomes
∫
U∪An
t−δ∫
s+δ−2−2n
(
ψ
t,x,y
n ( f )(a,w) − f (t,a, x, y,w)
)
dμi(a,w).
By (3.22), for every large n n1 with 2−2n+1 < δ,
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∫
U
t−δ∫
s+δ
f (t, v, x, y, z)
(
dμin − dμi
)
(v, z)
∣∣∣∣∣

∣∣∣∣∣
∫
U\An
t−δ∫
s+δ−2−2n
(
ψ
t,x,y
n ( f )(a,w) − f (t,a, x, y,w)
)
dμi(a,w)
∣∣∣∣∣+ ε2 =: L + ε2 .
Since |μi|([s + δ, s + T1 − δ] × U ) < c1 < ∞, by the uniform continuity of f on E and (3.23), L goes
to zero as n → ∞ uniformly on (t, x, y) ∈ [s + T0, s + T1] × K × K . 
We deﬁne Iμnk (t, x; s, y), Iμk (t, x; s, y), Jμnk (t, x; s, y), and Jμk (t, x; s, y) recursively for k ∈ N0 and
(t, x, y) ∈ (s,∞) × D × D:
Iμn0 (t, x; s, y) = Iμ0 (t, x; s, y) := p0D(t, x; s, y),
Iμnk+1(t, x; s, y) :=
∫
D
t∫
s
Iμnk (t, x; v, z)∇z p0D(v, z; s, y) · dμn(v, z),
Iμk+1(t, x; s, y) :=
∫
D
t∫
s
Iμk (t, x; v, z)∇z p0D(v, z; s, y) · dμ(v, z), (3.24)
and
Jμn0 (t, x; s, y) = Jμ0 (t, x; s, y) := ∇xp0D(t, x; s, y),
Jμnk+1(t, x; s, y) :=
∫
D
t∫
s
Jμnk (t, x; v, z)∇z p0D(v, z; s, y) · dμn(v, z),
Jμk+1(t, x; s, y) :=
∫
D
t∫
s
Jμk (t, x; v, z)∇z p0D(v, z; s, y) · dμ(v, z).
Since dμn(t, x) = (U1n(t, x)dt dx, . . . ,Udn(t, x)dt dx) and U in(t, x) is bounded, we can guarantee the ex-
istence of the heat kernel qnD for ∂t − L − Un · ∇x . Moreover, by (3.6),
qnD(t, x; s, y) = p0D(t, x; s, y) +
∫
D
t∫
s
qnD(t, x; v, z)∇z p0D(v, z; s, y) · dμn(v, z). (3.25)
Using Lemma 3.11, we can choose t′0 > 0 small such that
C3M
d∑
Nμin
(
t′0
)
 C3M
d∑
Nμi
(
t′0
)
 1
2
. (3.26)i=1 i=1
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qnD(t, x; s, y) =
∞∑
k=0
Iμnk (t, x; s, y), ∇xqnD(t, x; s, y) =
∞∑
k=0
Jμnk (t, x; s, y)
and, using (3.26), by the same arguments as the ones in (3.9) and (3.12), we have, for k ∈ N0 and
(t, x, y) ∈ (s, s + t′0] × D × D,
∣∣Iμk (t, x; s, y)∣∣∨ ∣∣Iμnk (t, x; s, y)∣∣ C12−kψ0(t − s, x, y) (t − s)− d2 e− C2 |x−y|24(t−s) , (3.27)∣∣ Jμk (t, x; s, y)∣∣∨ ∣∣ Jμnk (t, x; s, y)∣∣ C12−kψ1(t − s, y) (t − s)− d2 e− C2 |x−y|24(t−s) . (3.28)
With these inequalities, for t ∈ (s, s + t′0], we can deﬁne
qD(t, x; s, y) :=
∞∑
k=0
Iμk (t, x; s, y), rD(t, x; s, y) :=
∞∑
k=0
Jμk (t, x; s, y).
Moreover, for t ∈ (s, s + t′0],
qnD(t, x; s, y) ∨ qD(t, x; s, y) 2C1ψ0(t − s, x, y) (t − s)−
d
2 e−
C2 |x−y|2
4(t−s) ,
∣∣∇xqnD(t, x; s, y)∣∣∨ ∣∣rD(t, x; s, y)∣∣ 2C1ψ1(t − s, y)(t − s)− d2 e− C2 |x−y|24(t−s) .
In the remainder of this section, we will show that for each s 0, qnD(t, x; s, y) and ∇xqnD(t, x; s, y)
converge uniformly on every compact subset of {(t, x, y) ∈ (s,∞) × D × D}, and show that for each
t > 0, qnD(t, x; s, y) and ∇xqnD(t, x; s, y) converge uniformly on every compact subset of {(s, x, y) ∈
(0, t) × D × D}.
Lemma 3.13. Suppose that R is a positive number. Then, for any a > 0, there exists positive constant c depend-
ing only on a and d such that for any measure ν on [0,∞) ×Rd and t > 0,
(i) sup
|x|,|y|<R
∫
|x−z|4R
t∫
s
(t − v)−d/2e− a|x−z|
2
t−v (v − s)−(d+1)/2e− a|z−y|
2
v−s dν(v, z)
 c(t − s)−d/2e− a|x−y|
2
2(t−s)
× sup
|w|<R
∫
|w−z|2R
t∫
s
(
(t − v)−(d+1)/2e− a|w−z|
2
4(t−v) + (v − s)−(d+1)/2e− a|w−z|
2
4(v−s)
)
dν(v, z),
and
(ii) sup
|x|,|y|<R
∫
|x−z|4R
t∫
s
(t − v)−(d+1)/2e− a|x−z|
2
t−v (v − s)−(d+1)/2e− a|z−y|
2
v−s dν(v, z)
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2
2(t−s)
× sup
|w|<R
∫
|w−z|2R
t∫
s
(
(t − v)−(d+1)/2e− a|w−z|
2
4(t−v) + (v − s)−(d+1)/2e− a|w−z|
2
4(v−s)
)
dν(v, z).
Proof. One can follow the proof of Lemma 3.1 of [33] and show that for any x, y ∈Rd ,
∫
|x−z|4R
t∫
s
(t − v)−d/2e− a|x−z|
2
t−v (v − s)−(d+1)/2e− a|z−y|
2
v−s dν(v, z)

∫
|x−z|4R
t∫
s
(t − v)−d/2e− a|x−z|
2
2(t−v) (v − s)−(d+1)/2e− a|z−y|
2
v−s dν(v, z)
 c(t − s)− d2 e− a|x−y|
2
2(t−s)
( ∫
|x−z|4R
t∫
s
(t − v)− d+12 e− a|x−z|
2
4(t−v) dν(v, z)
+
∫
|x−z|4R
t∫
s
(v − s)− d+12 e− a|y−z|
2
4(v−s) dν(v, z)
)
.
For |x|, |y| < R , if z satisﬁes |x − z|  4R , we have |y − z|  |x − z| − |x − y|  4R − |x − y| > 2R .
Therefore,
∫
|x−z|4R
t∫
s
(v − s)−(d+1)/2e− a|y−z|
2
4(v−s) dν(v, z)
∫
|y−z|2R
t∫
s
(v − s)−(d+1)/2e− a|y−z|
2
4(v−s) dν(v, z),
which ends the proof of (i). (ii) follows similarly. 
Lemma 3.14. If μ ∈ Kd, we have that for any t, s, δ > 0 with t − s > δ and 1 i  d,
lim
R↑∞ supn: 2−2n+4δ
w∈Rd
∫
|w−z|2R
t∫
s+δ
(v − s)−(d+1)/2e− C2 |w−z|
2
16(v−s)
(
d
∣∣μin∣∣+ d∣∣μi∣∣)(v, z) = 0,
lim
R↑∞ supn: 2−2n+4δ
w∈Rd
∫
|w−z|2R
t−δ∫
s
(t − v)−(d+1)/2e− C2 |w−z|
2
16(v−s)
(
d
∣∣μin∣∣+ d∣∣μi∣∣)(v, z) = 0.
Proof. We will prove the ﬁrst claim only. Since ϕ is a non-negative radial function supported by
(0,1) × B(0,1), we have for any w ∈Rd and 2−2n+4  δ,
∫
|w−z|2R
t∫
s+δ
e−
C2 |w−z|2
16(v−s) d
∣∣μin∣∣(v, z)
S. Cho et al. / J. Differential Equations 252 (2012) 1101–1145 1129
∫
|w−z|2R
t∫
s+δ
∫
|y−z|<2−n
v∫
v−2−2n
e−
C2 |w−z|2
16(v−s) ϕn(v − a, z − y)d
∣∣μi∣∣(a, y)dv dz.
Since |w− y| |y− z|+|w− z| < 2−n +|w− z| (2−(n+1)R−1+1)|w− z| and v− s 2−2n + (a− s)
δ(δ − 2−2n)−1(a − s)  1615 (a − s) in the integral above, for large R , e−
C2 |w−z|2
16(v−s)  e−
C2 |w−y|2
20(a−s) . Thus for
such large R ’s, we get
∫
|w−z|2R
t∫
s+δ
e−
C2 |w−z|2
16(v−s) d
∣∣μin∣∣(v, z)

∫
|w−z|2R
t∫
s+δ
∫
|y−z|<2−n
v∫
v−2−2n
e−
C2 |w−y|2
20(a−s) ϕn(v − a, z − y)d
∣∣μi∣∣(a, y)dv dz

∫
|w−y|R
t∫
s+δ−2−2n
e−
C2 |w−y|2
20(a−s)
( ∫
|y−z|<2−n
a+2−2n∫
a
ϕn(v − a, z − y)dv dz
)
d
∣∣μi∣∣(a, y)

∫
|w−y|R
t∫
s
e−
C2 |w−y|2
20(a−s) d
∣∣μi∣∣(a, y).
Thus
sup
n: 2−2n+4δ
w∈Rd
∫
|w−z|2R
t∫
s+δ
(v − s)−(d+1)/2e− C2 |w−z|
2
16(v−s)
(
d
∣∣μin∣∣+ d∣∣μi∣∣)(v, z)
 2δ− d+12 sup
w∈Rd
∫
|w−z|R
t∫
s
e−
C2 |w−z|2
20(v−s) d
∣∣μi∣∣(v, z)
 2δ− d+12 (t − s) d+12 e− 3C2R
2
160(t−s) sup
w∈Rd
∫
|w−z|R
t∫
s
(v − s)−(d+1)/2e− C2 |w−z|
2
32(v−s) d
∣∣μi∣∣(v, z)
 2δ− d+12 (t − s) d+12 e− 3C2R
2
160(t−s) Nμi (t − s),
which goes to zero as R → ∞ since μi belongs to the Kato class Kd . 
In the remainder of this section, t′0 stands for the constant t′0 deﬁned in (3.26). Recall that we
ﬁxed μ = (μ1, . . . ,μd) belonging to Kd .
Lemma 3.15. For any compact subsets K1 and K2 of D, and T0 ∈ (0, t′0], we have for all k 0,
lim
n→∞ sup
(t,x,y)∈[s+T0,s+t′0]×K1×K2
∣∣Iμnk (t, x; s, y) − Iμk (t, x; s, y)∣∣= 0, ∀s 0,
lim
n→∞ sup
(s,x,y)∈[t−t′ ,t−T0]×K1×K2
∣∣Iμnk (t, x; s, y) − Iμk (t, x; s, y)∣∣= 0, ∀t  t′0.
0
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Lemma 3.16. For any compact subsets K1 and K2 of D, and T0 ∈ (0, t′0], we have for all k 0,
lim
n→∞ sup
(t,x,y)∈[s+T0,s+t′0]×K1×K2
∣∣ Jμnk (t, x; s, y) − Jμk (t, x; s, y)∣∣= 0, ∀s 0,
lim
n→∞ sup
(s,x,y)∈[t−t′0,t−T0]×K1×K2
∣∣ Jμnk (t, x; s, y) − Jμk (t, x; s, y)∣∣= 0, ∀t  t′0.
Proof. Without loss of generality, we may assume that T0 < 2 and we will prove the lemma when
K1 and K2 are equal and are subsets of B(0, r) for some r > 0. We let K := K1 = K2. The lemma is
clearly valid for k = 0. We assume that the lemma is true for k, which implies that Jμk (t, x; s, y) is
continuous for t > s.
Take R > r. Since |x| < R , we have |x− z| > |z|− |x| > 4R for |z| 5R . If t ∈ [s+ T0, s+ t′0], by (2.9),
(3.28), and Lemma 3.13(ii),
A(n, t, x; s, y) :=
d∑
i=1
( ∫
|z|5R
t∫
s
∣∣ Jμnk (t, x; v, z)∣∣∣∣∂zi p0D(v, z, s, y)∣∣d∣∣μin∣∣(v, z)
+
∫
|z|5R
t∫
s
∣∣ Jμk (t, x; v, z)∣∣∣∣∂zi p0D(v, z, s, y)∣∣d∣∣μi∣∣(v, z)
)
 c1
d∑
i=1
∫
|x−z|4R
t∫
s
(t − v)−(d+1)/2e− C2 |x−z|
2
4(t−v) (v − s)−(d+1)/2
× e− C2 |z−y|
2
4(v−s)
(
d
∣∣μin∣∣+ d∣∣μi∣∣)(v, z)
 c2T−(d+1)/20
d∑
i=1
sup
|w|<R
∫
|w−z|2R
t∫
s
(
(t − v)−(d+1)/2e− a|w−z|
2
4(t−v)
+ (v − s)−(d+1)/2e− a|w−z|
2
4(v−s)
)(
d
∣∣μin∣∣+ d∣∣μi∣∣)(v, z). (3.29)
For any given ε > 0, by Lemma 3.11, we ﬁrst choose δ < T0/2 such that
d∑
i=1
Nμi (δ) +
d∑
i=1
sup
n1
Nμin (δ) <
εT (d+1)/20
2c0
.
For this δ, by Lemma 3.14, we can choose R large enough so that
sup
n: 2−2n+4δ
d
( ∫
|w−z|2R
t∫
s+δ
(t − v)−(d+1)/2e− a|w−z|
2
16(t−v)
(
d
∣∣μin∣∣+ d∣∣μi∣∣)(v, z)w∈R
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∫
|w−z|2R
t−δ∫
s
(v − s)−(d+1)/2e− a|y−z|
2
16(v−s)
(
d
∣∣μin∣∣+ d∣∣μi∣∣)(v, z)
)

εT (d+1)/20
2c0d
. (3.30)
Therefore, by (3.29) and (3.30),
sup
n: 2−2n+4δ
(t,x,y)∈[s+T0,s+t′0]×K×K
A(n, t, x; s, y) < ε.
Choose a smooth domain D1 ⊂ D1 ⊂ D such that for every z ∈ D \ D1,
ρ(z) < d1 := δ
(
1∧ εδ
d/2
4C21 L1
)
, (3.31)
where δ is to be chosen later, and
L1 = L1(s, δ)
:= sup
x∈K ,n1
d∑
i=1
∫
D
s+t′0−δ∫
s
(t − v)−(d+1)/2e− C2 |x−z|
2
4(t−v)
(
d
∣∣μin∣∣+ d∣∣μi∣∣)(v, z),
which is ﬁnite. If D =Rd , take D1 = D =Rd .
Now we ﬁx D ′ := D ∩ B(0,5R) and D ′1 := D1 ∩ B(0,5R). We consider n with 2−2n+4  δ only. Let
I(n, t, x; s, y) :=
d∑
i=1
( ∫
D ′\D ′1
t−δ∫
s+δ
∣∣ Jμnk (t, x; v, z)∣∣∣∣∂zi p0D(v, z; s, y)∣∣d∣∣μin∣∣(v, z)
+
∫
D ′\D ′1
t−δ∫
s+δ
∣∣ Jμk (t, x; v, z)∣∣∣∣∂zi p0D(v, z; s, y)∣∣d∣∣μi∣∣(v, z)
)
,
II(n, t, x; s, y) :=
d∑
i=1
( ∫
D ′
s+δ∫
s
∣∣ Jμnk (t, x; v, z)∣∣∣∣∂zi p0D(v, z; s, y)∣∣d∣∣μin∣∣(v, z)
+
∫
D ′
s+δ∫
s
∣∣ Jμk (t, x; v, z)∣∣∣∣∂zi p0D(v, z; s, y)∣∣d∣∣μi∣∣(v, z)
)
,
III(n, t, x; s, y) :=
d∑
i=1
( ∫
D ′
t∫
t−δ
∣∣ Jμnk (t, x; v, z)∣∣∣∣∂zi p0D(v, z; s, y)∣∣d∣∣μin∣∣(v, z)
+
∫
′
t∫ ∣∣ Jμk (t, x; v, z)∣∣∣∣∂zi p0D(v, z; s, y)∣∣d∣∣μi∣∣(v, z)
)
,D t−δ
1132 S. Cho et al. / J. Differential Equations 252 (2012) 1101–1145IV(n, t, x; s, y) :=
d∑
i=1
∣∣∣∣∣
∫
D ′1
t−δ∫
s+δ
Jμk (t, x; v, z)∂zi p0D(v, z; s, y)dμin(v, z)
−
∫
D ′1
t−δ∫
s+δ
Jμk (t, x; v, z)∂zi p0D(v, z; s, y)dμi(v, z)
∣∣∣∣∣,
and
V (n, t, x; s, y) :=
d∑
i=1
∫
D ′1
t−δ∫
s+δ
∣∣ Jμnk (t, x; v, z) − Jμk (t, x; v, z)∣∣∣∣∂zi p0D(v, z; s, y)∣∣d∣∣μin∣∣(v, z).
Then we have
∣∣ Jμnk+1(t, x; s, y) − Jμk+1(t, x; s, y)∣∣
 ε + I(n, t, x; s, y) + II(n, t, x; s, y) + III(n, t, x; s, y) + IV(n, t, x; s, y) + V (n, t, x; s, y).
Since δ < T0/2, by (3.27)–(3.28), we have
II C212−2k(2/T0)−
d+1
2
d∑
i=1
sup
w∈Rd
∫
D ′
s+δ∫
s
(v − s)−(d+1)/2e− C2 |w−z|
2
4(v−s)
(
d
∣∣μin∣∣+ d∣∣μi∣∣)(v, z).
Here we used the inequality of T0/2= T0 − T0/2 t − s − T0/2< t − s − δ  t − v . Similarly,
III C21 2−2k(2/T0)−
d+1
2
d∑
i=1
sup
w∈Rd
∫
D ′
t∫
t−δ
(t − v)−(d+1)/2e− C2 |w−z|
2
4(t−v)
(
d
∣∣μin∣∣+ d∣∣μi∣∣)(v, z).
Given ε > 0, using Lemma 3.11, we choose δ < T0/2 such that II and III are less than or equal to ε/8
for every n 1.
On the other hand, by (3.27), (3.28), and (3.31), we have
sup
(x,y)∈K×K ,n1
t∈[s+T0,s+t′0]
I(n, t, x; s, y)
 C21 sup
x∈K ,n1
t∈[s+T0,s+t′0]
d∑
i=1
∫
D ′\D ′1
t−δ∫
s+δ
(
1∧ ρ(z)√
t − v
)
(t − v)−(d+1)/2(v − s)−(d+1)/2
× e− C2 |x−z|
2
4(t−v)
(
d
∣∣μin∣∣+ d∣∣μi∣∣)(v, z)

C21d1
δ
d+2
2
sup
x∈K ,n1
t∈[s+T0,s+t′ ]
d∑
i=1
∫
D ′
t−δ∫
s+δ
(t − v)−(d+1)/2e− C2 |x−z|
2
4(t−v)
(
d
∣∣μin∣∣+ d∣∣μi∣∣)(v, z)0
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C21d1
δ
d+2
2
sup
x∈K ,n1
d∑
i=1
∫
D ′
s+t′0−δ∫
s
(t − v)−(d+1)/2e− C2 |x−z|
2
4(t−v)
(
d
∣∣μin∣∣+ d∣∣μi∣∣)(v, z),
which is less than ε4 by deﬁnition of d1.
Now we estimate IV . Let f i(t, v, x, y, z) := Jμk (t, x; v, z)∂zi p0D(v, z; s, y). Since Jμk t, x; v, z) and
∂zi p
0
D(v, z; s, y) are continuous by Theorem 2.6, f i(t, v, x, y, z) is uniformly continuous on
{(t, v, x, y, z): (t, x, y, z) ∈ [s+ T0, s+ t′0]× K1 × K1 × D ′1, v ∈ [s+ δ, t− δ]}. Therefore, by Lemma 3.12,
lim
n→∞ sup
(t,x,y)∈[s+T0,s+t′0]×K×K
IV(n, t, x; s, y) = 0.
Finally we estimate V . From (3.28), we easily see that
sup
(t,x,y)∈[s+T0,s+t′0]×K×K
V (n, t, x; s, y)
 C12−kδ−(d+1)/2
d∑
i=1
∫
D ′1
s+t′0∫
s+δ
sup
(t,x)∈[s+T0,t−δ]×K
∣∣ Jμnk (t, x; v, z) − Jμk (t, x; v, z)∣∣d∣∣μin∣∣(v, z).
Thus, by the assumption on Jμnk , (3.28) and the dominated convergence theorem,
lim
n→∞ sup
(t,x,y)∈[s+T0,s+t′0]×K×K
V (n, t, x; s, y) = 0.
The proof for (ii) is similar. 
Theorem 3.17.
(i) For every s  0, qnD(t, x; s, y) and ∇xqnD(t, x; s, y) uniformly converge on any compact subset of{(t, x, y): x, y ∈ D, t ∈ (s,∞)}.
(ii) For every t > 0, qnD(t, x; s, y) and ∇xqnD(t, x; s, y) uniformly converge on any compact subset of{(x, s, y): x, y ∈ D, s ∈ [0, t)}.
Proof. We ﬁx s  0 and prove the convergence of qnD in (i) only. Let K be any compact subset of{(t, x, y): x, y ∈ D, t ∈ (s, s + t′0]}. Given 
 > 0, using (3.27), choose M such that
sup
n1, (t,x,y)∈K
( ∞∑
k=M
∣∣Iμnk (t, x; s, y)∣∣+
∞∑
k=M
∣∣Iμk (t, x; s, y)∣∣
)
< 
/2.
Then, by Lemma 3.15, for large n
sup
(t,x,y)∈K
∣∣qnD(t, x; s, y) − qD(t, x; s, y)∣∣ sup
(t,x,y)∈K
M∑
k=1
∣∣Iμnk (t, x; s, y) − Iμk (t, x; s, y)∣∣+ 
/2< 
.
Now we show the convergence for t ∈ (s + t′0, s + 32 t′0). Let K1, K2 be compact subsets of D and
Dr := {z ∈ D: ρ(z) < r} for r > 0. The uniform upper bounds of qnD and qD imply that
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n1, t∈(s+t′0,s+ 32 t′0]
(x,y)∈K1×K2
∫
Dr
qnD
(
t, x; t − t
′
0
2
, z
)
qnD
(
t − t
′
0
2
, z; s, y
)
+ qD
(
t, x; t − t
′
0
2
, z
)
qD
(
t − t
′
0
2
, z; s, y
)
dz
 c1t′−d0
( ∫
{z∈Dr : |z|<R}
(
1∧ ρ(z)√
t′0
)
dz +
∫
{z∈Dr : |z|R}
exp
(
−c2 |z|
2
t′0
)
dz
)
for some positive constants c1 and c2, where R > 0 is chosen so that for any given ε > 0,
c1t
′−d
0
∫
{z∈Dr : |z|R}
exp
(
−c2 |z|
2
t′0
)
dz < ε/4.
Then we choose 0 < r < (t′0)1/2 small such that c1t
′−d
0 |{z ∈ Dr: |z| < R}| < ε4 . By (3.7), we have for
(t, x, y) ∈ (s + t′0, s + 32 t′0] × K1 × K2,∣∣∣∣qnD(t, x; s, y) −
∫
D
qD
(
t, x; t − t
′
0
2
, z
)
qD
(
t − t
′
0
2
, z; s, y
)
dz
∣∣∣∣
=
∣∣∣∣
∫
D
qnD
(
t, x; t − t
′
0
2
, z
)
qnD
(
t − t
′
0
2
, z; s, y
)
− qD
(
t, x; t − t
′
0
2
, z
)
qD
(
t − t
′
0
2
, z; s, y
)
dz
∣∣∣∣
< c3 sup
t∈(s+t′0,s+ 32 t′0],ρ(z)r
(x,y)∈K1×K2
∣∣∣∣qnD
(
t, x; t − t
′
0
2
, z
)
qnD
(
t − t
′
0
2
, z; s, y
)
− qD
(
t, x; t − t
′
0
2
, z
)
qD
(
t − t
′
0
2
, z; s, y
)∣∣∣∣+ ε2 ,
for some positive constant c3. The ﬁrst term in the last line above goes to zero as n → ∞ by the
uniform convergence of qnD(t, x; s, y) on compact subsets of {(t, x, y): x, y ∈ D, t ∈ (s, s + t′0]}. The
general case can be proved by repeating the previous argument. 
We extend qD(t, x; s, y) to every t ∈ (s,∞) by
qD(t, x; s, y) = lim
n→∞q
n
D(t, x; s, y). (3.32)
Since qD(t, x; s, y) is the uniform limit of jointly continuous functions on any compact subset of
{(t, x; s, y): x, y ∈ D, t ∈ (s,∞)}, it is jointly continuous on {(t, x; s, y): x, y ∈ D, t ∈ (s,∞)}. Us-
ing Theorem 3.17, we see that for any (t, y) ∈ (s,∞) × D and any relatively compact open subset
D0 of D , the sequence of functions {qnD(t, ·; s, y): n  1} is a Cauchy sequence in the Banach space
C1(D0), thus ∇xqD(t, x; s, y) exists for every (t, x, y) ∈ (s,∞)×D×D . By [32, Theorem 7.17], it follows
that ∇xqD(t, x; s, y) is equal to rD(t, x; s, y) = limn→∞ ∇xqnD(t, x; s, y).
Moreover, by Theorem 3.17 and its proof, we have the Chapman–Kolmogorov equation for qD :
qD(t, x; s, y) =
∫
D
qD(t, x; v, z)qD (v, z; s, y)dz, ∀x, y ∈ D, 0 < s < v < t. (3.33)
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and (χ1,χ2), respectively. Suppose that μ(t, x) = (μ1(t, x), . . . ,μd(t, x)) belongs to the Kato class Kd. Then,
qD(t, x; s, y) deﬁned in (3.32) is a heat kernel of ∂t − L − μ · ∇x in D. Furthermore, qD(t, x; s, y) and
∇xqD(t, x; s, y) are jointly continuous on (t, x; s, y) ∈ (0, T ) × D × (0, t) × D for each T > 0, and there
exist positive constants c j = c j(d, λ,χ1,χ2,ψ, T ,Λ0, R0,α,μ), 1 j  2, depending on μ only via the rate
at which max1id Nμi (r) goes to zero, such that
c−11 ψ0(t − s, x, y)Γc−12 (t, x; s, y) qD(t, x; s, y) c1ψ0(t − s, x, y)Γc2(t, x; s, y) (3.34)
and ∣∣∇xqD(t, x; s, y)∣∣ c1ψ1(t − s, y)Γc2(t, x; s, y), (3.35)
for all (t, x; s, y) ∈ (0, T ] × D × (0, t) × D.
Proof. The inequalities (3.34) and (3.35) follow from Theorem 3.8, Lemma 3.11. Recall Iμk that we
deﬁned in (3.24), and qD deﬁned using I
μ
k . Also, note
Iμk+1(t, x; s, y) =
∫
Q T
· · ·
∫
Q T
p0D(t, x; v1, z1)∇z1 p0D(v1, z1; v2, z2) · dμ(v1, z1)
· · ·∇zk+1 p0D(vk+1, zk+1; s, y) · dμ(vk+1, zk+1).
We will show that qD is indeed the heat kernel of ∂t − L − μ · ∇x. For this, it is enough to show
that qD satisﬁes (F1). Let I
μ,φ
1 (s, y) :=
∫
Q T
φ(t, x)∇xp0D(t, x; s, y) · dμ(t, x). Note that
∫
Q T
−p0D(t, x; s, y)∂tφ(t, x) +
d∑
i, j=1
aij(t, x)∂x j p
0
D(t, x; s, y)∂xiφ(t, x)dt dx
−
∫
Q T
φ(t, x)∇xp0D(t, x; s, y) · dμ(t, x)
= φ(s, y) − Iμ,φ1 (s, y).
Moreover, with
Iμ,φk+1(s, y) :=
∫
Q T
· · ·
∫
Q T
φ(v1, z1)∇z1 p0D(v1, z1; v2, z2) · dμ(v1, z1)
· · ·∇zk+1 p0D(vk+1, zk+1; s, y) · dμ(vk+1, zk+1),
we also have
∫
Q T
−Iμk+1(t, x; s, y)∂tφ(t, x) +
d∑
i, j=1
aij(t, x)∂x j I
μ
k+1(t, x; s, y)∂xiφ(t, x)dt dx
−
∫
Q T
φ(t, x)∇x Iμk+1(t, x; s, y) · dμ(t, x)
= Iμ,φ(s, y) − Iμ,φ(s, y).k+1 k+2
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∫
Q T
−qD(t, x; s, y)∂tφ(t, x) +
d∑
i, j=1
aij(t, x)∂x j qD(t, x; s, y)∂xiφ(t, x)dt dx
−
∫
Q T
φ(t, x)∇xqD(t, x; s, y) · dμ(t, x)
= φ(s, y) − Iμ,φ1 (s, y) + Iμ,φ1 (s, y) − Iμ,φ2 (s, y) + · · · .
Choosing small T , we proved (F1). For large T , we use (3.33) for qD(t, x; s, y). Joint continuity of ∇xqD
follows from Theorem 3.17 and the continuity of ∇xqnD . 
Remark 3.19. The computations above show that our result is quite optimal. Namely, the condition of
μ ∈ Kd is necessary and suﬃcient for the convergence of Iμk . With Hölder continuous aij and in the
whole domain, the results were obtained in [33]. Theorem 3.18 extends all results in [30, Chapter 3]
to C1,α-domains.
Remark 3.20. It is shown in [31, Theorem 5.1 and Corollary 5.3] that, when Mc(ν), deﬁned in [31,
(4.1)], is suﬃciently small, (3.34)–(3.35) are true. In fact, using our Theorem 2.6, one can follow the
arguments in [31] and show that the main results in [31] can be extended for parabolic operators
with Dini continuous non-symmetric diffusion matrix in C1,α-domain. Since the argument will be
almost identical, we omit all details.
Remark 3.21. Let q˜D be the heat kernel of ∂t − L˜ + ∇x · μ˜, L˜u = ∂xi (a˜i j∂x j u), a˜i j(v, z) := a ji(T − v, z),
dμ˜(v, z) := dμ(T − v, z), i.e.,
∫
D
T∫
0
−q˜D(t, x; s, y) ∂
∂t
φ(t, x) +
d∑
i, j=1
a˜i j(t, x)
∂
∂x j
q˜D(t, x; s, y) ∂
∂xi
φ(t, x)dt dx
−
d∑
i=1
∫
Q T
q˜D(t, x; s, y) ∂
∂xi
φ(t, x)dμ˜i(t, x) = φ(s, y)
for any φ ∈ C∞c ((0, T ) × D).
Note a˜ satisﬁes (1.3)–(1.4). By Lemma 3.9, Theorems 3.17 and 3.18, it is easy to see that
qD(t, x; s, y) = q˜D(T − s, y; T − t, x).
For applications to the next section, we prove the following:
Theorem 3.22. Let D be C1,α-domain satisfying the connected line condition with characteristics (R0,Λ0)
and (χ1,χ2), respectively. Suppose that ν(t, x) = (ν1(t, x), . . . , νd(t, x)) belongs to the parabolic Kato
classKd. Then there exists a heat kernel qνD(t, x; s, y) of ∂t − L+∇x ·ν in (0, T )×D. Furthermore, qνD(t, x; s, y)
is jointly continuous on (t, x; s, y) ∈ (0, T )× D × (0, t)× D for each T > 0, and there exist positive constants
c j = c j(d, λ,χ1,χ2,ψ, T ,Λ0, R0,α, ν), 1 j  2, depending on given quantities and ν only via the rate at
which max1id Nν i (r) goes to zero, such that
c−11 ψ0(t − s, x, y)Γc−12 (t, x; s, y) q
ν
D(t, x; s, y) c1ψ0(t − s, x, y)Γc2 (t, x; s, y) (3.36)
for all (t, x; s, y) ∈ (0, T ] × D × (0, t) × D.
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a ji(T − v, z), dν˜(v, z) := dν(T − v, z), then q˜νD(T − s, y; T − t, x) = qνD(t, x; s, y). Now (3.36) is clear by
Theorem 3.18. 
In fact, one can modify the proof of Theorem 3.18 and prove the gradient estimates also. We skip
the details.
Remark 3.23. Let Lˆu = ∂xi (a ji∂x j u) and qˆνD be the heat kernel of the adjoint operator of ∂t − L+∇x ·ν .
Speciﬁcally, (∂t − L + ∇x · ν)wˆ := (−∂s − Lˆ − ν · ∇y)w(s, y) = f in Q T if and only if
∫
Q T
w(s, y)∂sφ(s, y) +
d∑
i, j=1
a ji(s, y)∂y j w(s, y)∂yiφ(s, y)dsdy
−
∫
Q T
d∑
i=1
∂yi w(s, y)φ(s, y)dν
i(s, y)
=
∫
Q T
f (s, y)φ(s, y)dsdy
for any φ ∈ C∞c (Q T ). One can follow the idea of Theorem 3.18 to construct qˆνD . Then qˆνD satisﬁes all
the corresponding properties in Theorem 3.18.
Moreover, qνD(t, x; s, y) = qˆνD(s, y; t, x). This claim can be proved following the idea of proof for [2,
Theorem 9(i)] or our argument in Remark 3.21. So we skip the proof.
Similar to (IVP), if we deﬁne u to be u(s, y) := ∫D qνD(t, x; s, y) f (x)dx, then u solves the following
in a weak sense: ⎧⎪⎪⎨
⎪⎪⎩
(∂s + Lˆ + ν · ∇y)u = 0 in (0, t) × D,
u(s, y) = 0 for y ∈ ∂D,
lim
s→t−
u(s, y) = f (y) for y ∈ D.
(3.37)
4. Time-inhomogeneous diffusions with measure-valued drifts
In this section, we discuss probabilistic counterpart of the main results of Section 3. Recall that
Un(s, x) = (U1n (s, x), . . . ,Udn(s, x)) is deﬁned in (3.20), and consider the following ﬁnal value problem:
(∂s + L + Un · ∇x)u(s, x) = 0 in (s, x) ∈ [0, t] ×Rd and u(t, ·) = f (·). (4.1)
Since we will follow the standard notation to the probabilistic literature in this section (we mainly
follow the notations in [19]), we will use the pair (s, x), (t, y) instead of (t, x), (s, y). For convenience,
throughout this section, we ﬁx T > 0 and consider the time interval [0, T ] only. We use B(Rd) and
B([0, T ]) to denote the Borel σ -algebra on Rd and [0, T ], respectively.
From (3.37), replacing ν by Un , Lˆ by L,
Tns,t f (x) =
{∫
Rd
f (y)qˆn(s, x; t, y)dy if 0 s < t  T ,
f (x) if s = t and 0 s T ,
for every f ∈ Cc(Rd), is the solution of (4.1), where qˆn(s, x; t, y) is the heat kernel of ∂s + L + Un · ∇x
(in the ﬁnal value problem).
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the following two conditions: For any ﬁxed (t, y) ∈ (0, T ) ×Rd ,
∫
(0,T )×Rd
−qˆn(s, x; t, y) ∂
∂s
φ(s, x) −
d∑
i, j=1
aij(s, x)
∂
∂x j
qˆn(s, x; t, y) ∂
∂xi
φ(s, x)dsdx
+
∫
(0,T )×Rd
d∑
i=1
∂
∂xi
qˆn(s, x; t, y)U in(s, x)φ(s, x)dsdx = φ(t, y)
for any φ ∈ C∞c ((0, T ) ×Rd), and
lim
s→t−
∫
Rd
qˆn(s, x; t, y)u0(y)dy = u0(x) for any x ∈ D, u0 ∈ C∞c
(
R
d).
On the other hand, from the deﬁnition and the existence and uniqueness of weak solutions to the
ﬁnal value problem on the space of the bounded continuous functions, qˆn(s, x; t, y) satisﬁes the
Chapman–Kolmogorov equation and
∫
qˆn(s, x; t, y)dy = 1. Thus qˆn(s, x; t, y) is a transition density.
See [19, Deﬁnition 1.2] and the remark after [19, Theorem 3.4]. Let Ω := (Rd)[0,T ] . We deﬁne a pro-
cess Xn and a probability measure Pns,x by X
n
t (w) = w(t) for w ∈ Ω , and
Pns,x
(
Xnt1 ∈ B1, . . . , Xntk ∈ Bk
)
=
∫
B1
qˆn(s, x; t1, x1)
∫
B2
qˆn(t1, x1; t2, x2) · · ·
∫
Bk
qˆn(tk−1, xk−1; tk, xk)dxk · · ·dx1, (4.2)
where s  t1 < · · · < tk  T , and B j ∈ B(Rd), 1  j  k. For the notational convenience, we use
Ps,x(Xnt ∈ ·) instead of Pns,x(Xnt ∈ ·).
Let F s,nt , 0  s  t  T , be the σ -algebra generated by Xnv with s  v  t and let Gs,nt = F¯ s,nt be
the completion of F s,nt with respect to Vs = {Pv,x: s v  t, x ∈ Rd}, which is right continuous, i.e.,
Gs,nt = Gs,nt+ (see [19, Lemma 2.18]).
The following proposition tells us that the process Xn can be considered as a standard process
with continuous sample paths. We refer to [19] for the deﬁnition of strongly continuous backward
Feller–Dynkin propagator and standard process.
Proposition 4.1. For every n 1, T ns,t is a strongly continuous backward Feller–Dynkin propagator associated
with the transition density qˆn(s, x; t, y). Moreover, there exists a modiﬁcation of Xn which is standard process
whose sample paths are continuous.
Proof. Using Gaussian estimates of qˆn(s, x; t, y), one can check Kolmogorov’s criterion easily (see [19,
Theorem 3.9]). Thus, by [19, Theorem 2.22], we only need to show that Tns,t is a strongly continuous
backward Feller–Dynkin propagator in C0(Rd).
Clearly, using the Gaussian estimates of qˆn(s, x; t, y) (Theorem 3.22) and the dominated conver-
gence theorem, we can show that Tns,t f (x) → 0 as |x| → ∞ for f ∈ C0(Rd). Moreover, since
∣∣Tns,t f (x0) − Tns,t f (x)∣∣
=
∣∣∣∣
∫
d
f (x0)qˆ
n(s, x0; t, y)dy −
∫
d
f (x)qˆn(s, x; t, y)dy
∣∣∣∣R R
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∫
Rd
∣∣ f (x0)∣∣∣∣qˆn(s, x0; t, y) − qˆn(s, x; t, y)∣∣dy +
∫
Rd
∣∣ f (x0) − f (x)∣∣qˆn(s, x; t, y)dy,
using the joint continuity and Gaussian estimates of qˆn(s, x; t, y) (Theorem 3.22), we conclude Tns,t f
is continuous. Thus Tns,t f ∈ C0(Rd) for every f ∈ C0(Rd).
Since our propagator is locally uniformly bounded, by [19, Theorem 2.1], to show Tns,t is strongly
continuous, it is enough to show that it is strongly continuous in t and s separately. Moreover, since
for s v < t
∥∥Tns,t f − Tnv,t f ∥∥∞ = ∥∥Tnv,t T ns,v f − Tnv,t T nv,v f ∥∥∞

∥∥Tnv,t(Tns,v f − Tnv,v f )∥∥∞  ∥∥Tns,v f − Tnv,v f ∥∥∞,
we will show that for every ﬁxed s and f ∈ C0(Rd), the function t → Tns,t f is continuous on [s, T ].
Fix f ∈ C0(Rd) and 0  s < T . Recall that, by Theorem 3.22, qˆn(s, x; t, y)  c1(t − s)−d/2e−c2
|x−y|2
t−s
for 0 < t − s < 1 and let c3 :=
∫
Rd
e−c2|w|2 dw . Since f is uniformly continuous, for any given ε > 0,
there exists δ > 0 such that if |z| < δ, ‖ f (·+ z)− f (·)‖∞ < ε/(2c1c3). There exists tδ ∈ (0,1) such that
if 0< v  tδ ,
∫
|z|δ v
−d/2e−c2
|z|2
v dz = ∫|w|δv−1/2 e−c2|w|2 dw < ε/(4c1‖ f ‖∞).
Now using the fact that Tns,t1= 1, for every s < t  tδ + s,
sup
x∈Rd
∣∣Tns,t f (x) − Tns,s f (x)∣∣
 c1 sup
x∈Rd
∫
|z|<δ
∣∣ f (x+ z) − f (x)∣∣(t − s)−d/2e−c2 |z|2t−s dz
+ c1 sup
x∈Rd
∫
|z|δ
∣∣ f (x+ z) − f (x)∣∣(t − s)−d/2e−c2 |z|2t−s dz
 c1
ε
2c1c3
∫
Rd
(t − s)−d/2e−c2 |z|
2
t−s dz + 2c1‖ f ‖∞
∫
|z|δ
(t − s)−d/2e−c2 |z|
2
t−s dz < ε. (4.3)
When s v < t  v + tδ , ‖Tns,t f − Tns,v f ‖∞ = ‖Tnv,t T ns,v f − Tnv,v T ns,v f ‖∞, and since Tns,v f ∈ C0(Rd), we
can apply Tns,v f in (4.3) instead of f and v instead of s. 
Recall qˆ(s, x; t, y) := limn→∞ qˆn(s, x; t, y) is the heat kernel of ∂s + L +μ · ∇x . Deﬁne
Ts,t f (x) =
{∫
Rd
f (y)qˆ(s, x; t, y)dy if 0 s < t  T ,
f (x) if s = t and 0 s T ,
for every f ∈ C0(Rd). Since qˆ(s, x; t, y) also satisﬁes Chapman–Kolmogorov equation and∫
qˆ(s, x; t, y)dy = 1, qˆ(s, x; t, y) is also a transition density. We also deﬁne a process X using
qˆ(s, x; t, y) and Ps,x as in (4.2). Then we have a corresponding proposition to the previous one. The
proof is almost identical, so we skip the proof.
Proposition 4.2. Ts,t is a strongly continuous backward Feller–Dynkin propagator associated with the transi-
tion density qˆ(s, x; t, y)dy. Moreover, there exists a modiﬁcation of X which is standard process whose sample
paths are continuous.
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generality, we also assume Ω = C([0, T ],Rd). Under this setting we consider the weak convergence
of the process Xn to X . We ﬁrst show the tightness of Xn . Without loss of generality, we consider
the case s = 0 only. Recall that a sequence of (Xn,P0,x) in C([0, T ],Rd) with the uniform topology is
tight if for every 
 > 0 there is a compact subset K of C([0, T ],Rd) such that supn P0,x(Xn /∈ K ) 
 .
The following lemma is suﬃcient to prove Xn is tight due to [1].
Proposition 4.3. For any positive constants T , β and ε, there exists δ > 0 independent of x and n such that
P0,x
(
sup
tvt+δ
∣∣Xnv − Xnt ∣∣> β) ε, ∀t  T − δ.
Proof. Note that, by the Markov property of Xn with respect to F0,nt (see [19, Theorem 2.13]),
P0,x
(
sup
tvt+δ
∣∣Xnv − Xnt ∣∣> β)= E0,x[Pt,Xnt
(
sup
tvt+δ
∣∣Xnt − Xnv ∣∣> β)]
 sup
y∈Rd
Pt,y
(
sup
tvt+δ
∣∣Xnt − Xnv ∣∣> β).
Deﬁne Gt,nv -stopping time
Snt :=
{
inf{v  t: |Xnv − Xnt | > β} on
⋃
tv<T {|Xnv − Xnt | > β},
T elsewhere
and
Tnt :=
{
inf{v  Snt : |Xnv − XnSnt | > β/2} on
⋃
tv<T {|Xnv − XnSnt | > β/2},
T elsewhere.
Then, {Tnt  v} belongs to σ -algebra generated by Sn ∨ ρ, XnSn∨ρ , 0  ρ  T . Thus, by the strong
Markov property with respect to {Snt , Tnt } and {Pt,y} (cf. [19, Sections 2.7–2.10]),
Pt,y
(∣∣Xnt+δ − XnSnt ∣∣ β/2, Snt  t + δ)
= Et,y
[
ESnt ,XnSnt
[1Tnt t+δ]: Snt  t + δ
]
= Et,y
[
PSnt ,XnSnt
(∣∣Xnt+δ − XnSnt ∣∣ β/2): Snt  t + δ],
and hence
Pt,y
(
sup
tvt+δ
∣∣Xnv − Xnt ∣∣> β)
 Pt,y
(
Snt  t + δ
)
 Pt,y
(∣∣Xnt+δ − Xnt ∣∣ β/2)+ Pt,y(∣∣Xnt+δ − Xnt ∣∣< β/2, Snt  t + δ)
 Pt,y
(∣∣Xnt+δ − Xnt ∣∣ β/2)+ Pt,y(∣∣Xnt+δ − XnSnt ∣∣> β/2, Snt  t + δ)
 Pt,y
(∣∣Xnt+δ − Xnt ∣∣ β/2)+ Et,y[PSnt ,XSnt
(∣∣Xnt+δ − XnSnt ∣∣ β/2): Snt  t + δ]
 2 sup
z∈Rd, ξ∈[0,δ]
Pt+ξ,z
(∣∣Xnt+δ − Xnt+ξ ∣∣ β/2).
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sup
n1
P0,x
(
sup
tvt+δ
∣∣Xnv − Xnt ∣∣> β) 2 sup
n1, z∈Rd, ξ∈[0,δ]
∫
B(z,β/2)c
qˆn(t + ξ, z; t + δ,w)dw
 c1 sup
ξδ
∫
B(0,β/2
√
δ−ξ)c
e−c2|y|2 dy,
which is arbitrary small as δ goes to zero. 
For every open subset U of Rd and s v  T , let us deﬁne the ﬁrst exit time of U after time v by
τn,vU =
{
inf{t > v: Xnt /∈ U } on
⋃
st<T {t > v, Xnt /∈ U },
T elsewhere.
We deﬁne for 0 s < t  T and Ps,x ,
Xn,Dt (ω) =
{
Xnt (ω) if t < τ
n,s
D (ω),
∂ if t  τn,sD (ω),
where ∂ is a cemetery state. The process (Xn,D ,Ps,x) is called the subprocess of (Xn,Ps,x) killed upon
leaving D . For the remainder of this paper, we use the convention f (∂) = 0.
For 0 s t  T , x, y ∈Rd , let
qˆnD(s, x; t, y) := qˆn(s, x; t, y) − Es,x
[
qˆn
(
τn,sD , X
n
τn,sD
; t, y): τn,sD < t]. (4.4)
Note that by the continuity of the sample paths of Xn , we have qˆnD(s, x; t, y) = 0 for x ∈Rd \ D . Since
Ps,x
(
Xnt ∈ A, τn,sD < t
)= ∫
A
Es,x
[
qˆn
(
τn,sD , X
n
τn,sD
; t, y): τn,sD < t]dy,
and Ps,x(τ
n,s
D = t) 
∫
∂D qˆ
n(s, x; t, y)dy = 0, for 0  s  t  T , we have Ps,x(Xn,Dt ∈ A) =∫
A qˆ
n
D(s, x; t, y)dy. Hence, qˆnD(s, x; t, y) is the transition density of Xn,D . The following lemma is
needed in Proposition 4.5.
Lemma 4.4. For every x ∈ ∂D, s 0, Ps,x(τn,sD = s) = 1.
Proof. Since D is a C1,α-domain, there exists a cone A with vertex x such that A ∩ B(x, r) ⊂ Dc for
some r > 0. Without loss of generality, we assume s = 0, x = 0 and r  1. Under P0,x , we have
P0,x
(
τn,0D  t
)
 P0,x
(
Xnt ∈ A ∩ B(0, r)
)
 P0,x
(
Xnt ∈ A
)− P0,x(Xnt /∈ B(0, r))
=
∫
A
qˆn(0,0; t, y)dy −
∫
B(0,r)c
qˆn(0,0; t, y)dy.
Using two-sided estimate of qˆn and the change of variable t−1/2 y = z,
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A
qˆn(0,0; t, y)dy  c1
∫
A
e−c2|z|2 dz and
∫
B(0,r)c
qˆn(0,0; t, y)dy  c3
∫
B(0,r/
√
t)c
e−c4|z|2 dz.
Hence,
P0,x
(
τn,0D  t
)
 c1
∫
A
e−c2|z|2 dz − c3
∫
B(0,r/
√
t)c
e−c4|z|2 dz,
which goes to c1
∫
A e
−c2|z|2 dz > 0 as t → 0. Now by zero-one law (for example, see [18, Theorem 2,
p. 45]) and the fact {τn,0D = 0} ∈ G00 , we conclude P0,x(τn,0D = 0) = 1. 
Using the fact that qˆn(s, x; t, y) is the heat kernel of ∂s + L + Un · ∇x in Rd and (4.4) (see [19,
Theorem 3.5]), we can prove the following.
Proposition 4.5. The function qˆnD deﬁned in (4.4) is the heat kernel of ∂s + L + Un · ∇x in D.
Proof. Note that, by Remark 3.23, qˆnD(s, x; t, y) is the heat kernel of ∂s + L+Un ·∇x in D if and only if
it is the heat kernel of ∂t − Lˆ+∇y ·Un in D where Lˆu = ∂xi (a ji∂x j u). So we will prove the latter. Since,
for any ﬁxed (s, x) ∈ (0, T ) × D and any smooth function φ vanishing near the parabolic boundary of
(0, T ) × D ,
∫
(0,T )×D
−qˆnD(s, x; t, y)
∂
∂t
φ(t, y) +
d∑
i, j=1
a ji(t, y)
∂
∂ y j
qˆnD(s, x; t, y)
∂
∂ yi
φ(t, y)dt dy
−
∫
(0,T )×D
d∑
i=1
qˆnD(s, x; t, y)U in(t, y)
∂
∂ yi
φ(t, y)dt dy
=
∫
(0,T )×D
−qˆn(s, x; t, y) ∂
∂t
φ(t, y) +
d∑
i, j=1
a ji(t, y)
∂
∂ y j
qˆn(s, x; t, y) ∂
∂ yi
φ(t, y)dt dy
−
∫
(0,T )×D
d∑
i=1
qˆn(s, x; t, y)U in(t, y)
∂
∂ yi
φ(t, y)dt dy
+
∫
(0,T )×D
Es,x
[
qˆn
(
τn,sD , X
n
τn,sD
; t, y): τn,sD < t] ∂∂t φ(t, y)
−
d∑
i, j=1
a ji(t, y)
∂
∂ y j
Es,x
[
qˆn
(
τn,sD , X
n
τn,sD
; t, y): τn,sD < t] ∂∂ yi φ(t, y)
+
d∑
Es,x
[
qˆn
(
τn,sD , X
n
τn,sD
; t, y): τn,sD < t]U in(t, y) ∂∂ yi φ(t, y)dt dy.i=1
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∂t − Lˆ + ∇y · Un in Rd , the above is equal to
φ(s, x) + Es,x
[ ∫
(0,T )×D
qˆn
(
τn,sD , X
n
τn,sD
; t, y) ∂
∂t
φ(t, y)
−
d∑
i, j=1
a ji(t, y)
∂
∂ y j
qˆn
(
τn,sD , X
n
τn,sD
; t, y) ∂
∂ yi
φ(t, y)
+
d∑
i=1
qˆn
(
τn,sD , X
n
τn,sD
; t, y)U in(t, y) ∂∂ yi φ(t, y)dt dy: τn,sD < t
]
= φ(s, x) + Es,x
[
φ
(
τn,sD , X
n
τn,sD
)
: τn,sD < t
]= φ(s, x).
Lemma 4.4 implies
Es,w
[
qˆn
(
τn,sD , X
n
τn,sD
; t, y): τn,sD < t]= qˆn(s,w; t, y), w ∈ ∂D,
thus, by (4.4), qˆnD(s,w; t, y) = 0 for w ∈ ∂D. Lastly, for x ∈ D and u0 ∈ C∞c (D),
lim
t→s+
∫
D
qˆnD(s, x; t, y)u0(y)dy
= u0(x) + lim
t→s+
∫
D
Es,x
[
qˆn
(
τn,sD , X
n
τn,sD
; t, y): τn,sD < t]u0(y)dy.
The second term is bounded above by ‖u0‖∞Ps,x(τn,sD = s) which is zero by Lemma 4.4. 
Recall that we have constructed a diffusion process X in Proposition 4.2. The following theorem is
the main theorem in this section.
Theorem 4.6. Suppose that μ belongs to the Kato class Kd. Then, Xn converges weakly to X = {Xt,Ps,x:
s  t < T , x ∈ Rd}. Moreover, qˆD(s, x; t, y) := limn→∞ qˆnD(s, x; t, y) is transition density, which is jointly
continuous, of the subprocess XD of X killed upon leaving D.
Proof. Without loss of generality, assume s = 0. By Proposition 4.3, the Markov property and [1],
Xn is tight in C([0, T ],Rd). Since Theorem 3.17 tells us that every convergent sub-sequential limits
of Xn are the same, Xn converges weakly to X in C([0, T ),Rd). Let τD := inf{v > 0: Xv /∈ D} be
the ﬁrst exit time of D for X under P0,x and XD be the subprocess of X killed upon leaving D .
Since Xt has continuous sample paths and D is a C1,α-domain, for every 0 < t < T and x ∈ Rd ,
P0,x(τD = t) 
∫
∂D qˆ(0, x; t, y)dy = 0. Thus {t < τD} is open in C[0, T ] whose boundary is P0,x-null,
and so for any bounded continuous function f in D ,
lim
n→∞E0,x
[
f
(
Xnt
)
1{t<inf{v>0: Xnv /∈D}}
]= E0,x[ f (Xt)1{t<τD }], ∀x ∈ D, t > 0
(cf. Theorem 2.9.1(vi) in [14]). Therefore, by Theorem 3.17, qˆD(0, x; t, y) := limn→∞ qˆnD(0, x; t, y) is the
transition density for XD , which is jointly continuous. 
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time-independent. Deﬁne qD(t, x, y) := qˆD(0, x; t, y). In [23], the intrinsic ultracontractivity for XD
is discussed when aij is in C1. Using the estimates in this paper, the intrinsic ultracontractivity for
XD for the Dini continuous aij can be proved exactly by the same way. We recall and use some results
from [23]:
By [23, (5.26)], there exist μ1 > 0 and strictly positive continuous functions φ1 and ψ1 such that
‖φ1‖L2(D) = ‖ψ1‖L2(D) = 1 and, for every (t, x, y) ∈ (0,∞) × D × D ,
eμ1tφ1(x) =
∫
D
qD(t, x, y)φ1(y)dy, e
μ1tψ1(x) =
∫
D
qD(t, y, x)ψ1(y)dy.
Thus, by Theorem 3.22, we get
φ1(x)  ρ(x) and ψ1(x)  ρ(x). (4.5)
Here and in the sequel, for two non-negative functions f and g , the notation f  g means that there
are positive constants c1 and c2 so that c1g(x)  f (x)  c2g(x). Thus by combining (4.5) and [23,
Corollary 5.10, Theorem 5.11], we have the heat kernel estimates for the large time as well.
Theorem 4.7. For any bounded C1,α-domain D and T > 0, there exist positive constants c5, c6 > 0 such that
c5e
−μ1tρ(x)ρ(y) qD(t, x, y) c6e−μ1t ρ(x)ρ(y), ∀(t, x, y) ∈ [T ,∞) × D × D.
Theorems 1.1 and 4.7 imply that the Green function GD(x, y) :=
∫∞
0 qD(t, x, y)dt is ﬁnite for x = y.
We now extend [22, Theorem 6.2] to C1,α-domain and for every d 1.
Theorem 4.8. The following Gaussian function estimate holds with implicit constants depending onμ only via
the rate at which max1id Nμi (h) goes to zero:
GD(x, y) 
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
1
|x−y|d−2 (1∧
ρ(x)ρ(y)
|x−y|2 ) when d 3,
log(1+ ρ(x)ρ(y)|x−y|2 ) when d = 2,
(ρ(x)ρ(y))1/2 ∧ ρ(x)ρ(y)|x−y| when d = 1.
Proof. We skip the proof of the theorem since it is just an elementary direct integration (cf. [22,
Theorem 6.2] and [5, Corollary 1.2]). 
The next corollary is an easy consequence of Theorem 4.8. See [9].
Corollary 4.9 (3G-Theorem). For any bounded C1,α-domain D in Rd, there exists a constant c > 0 depending
on μ only via the rate at which max1id Nμi (r) goes to zero such that for x, y ∈ D,
GD(x, y)GD(y, z)
GD(x, z)
 c
⎧⎪⎨
⎪⎩
|x−z|d−2
|x−y|d−2|y−z|d−2 when d 3,
(GD(x, y) + GD(y, z) + 1) when d = 2,
1 when d = 1.
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