We report on the feasibility of k-means clustering techniques for the dynamic threshold detection of encoded q-ary symbols transmitted over a noisy channel with partially unknown channel parameters. We first assess the performance of k-means clustering technique without dedicated constrained coding. We apply constrained codes which allows a wider range of channel uncertainties so improving the detection reliability.
I. INTRODUCTION
In data storage products, user data are written into physical attributes that can be either magnetic [1] , electronic [2] , optical [3] , or even biological such as DNA [4] . Due to inevitable process variations, called noise, the magnitude of the physical attributes may deviate from their nominal values. In addition, we have a long-term instability, called drift [5] , which may lead over time to changes of the physical attributes. As the detector is ignorant of the long-term drift of the physical attributes, this leads to a phenomenon called channel mismatch. Channel mismatch without dynamic detection may lead to significant degradation of the error performance, as shown, for example, in [6] . As not all code blocks in a random-access memory are written at the same time, the drift at read time, which is a function of the lapsed time since writing the data blocks, may therefore vary per code block. While process variations may vary from symbol to symbol, it is assumed here that the drift term is constant within a block of symbols, but may vary from code block to code block. The changes in drift per block basis precludes the usage of conventional dynamic drift estimation, which is based on previously retrieved codewords. As a consequence, the detector, ignorant of the actual drift, must therefore estimate the drift The associate editor coordinating the review of this manuscript and approving it for publication was Wen-Long Chin . on a block of symbols basis, and adjust its detector parameters for optimizing its performance.
The detector resilience to unknown mismatch by drift can be improved in various ways, for example, by employing coding techniques. Balanced codes [6] - [9] and composition check codes [10] , [11] , in conjunction with Slepian's optimal detection [12] offer excellent resilience in the face of channel mismatch on a block of symbols basis. These coding and signal processing techniques are often considered too expensive in terms of code redundancy and hardware, in particular when high-speed applications are considered.
Recently, Pearson distance detectors have been advocated as they are immune to mismatch on a block of symbols basis [6] . For the binary case, q = 2, the redundancy is attractively low and the complexity of the Pearson detector scales with n. Neural network-based dynamic threshold detection for non-volatile memories have been presented in [5] . For larger alphabet size, q, the number of arithmetical operations of grows exponentially with the codeword length, n, so that these methods become an impracticability [13] . Alternative detection methods for larger q and n that are less costly in resources are welcome.
We investigate new detection techniques for q-ary data, q > 2, that are conveyed over channels distorted by additive noise and unknown drift of the channel parameters. The new detection techniques are based on k-means cluster analysis [14] - [16] that classifies the n received symbols into q clusters. Detection with given initial estimates of the (unknown) channel parameters iterates to improved estimates of the sent n-symbol codeword. In this work, we focus on the application of the clustering technique for signal detection for non-volatile memory (NVM) technologies, which typically have microsecond to nanosecond read access time, and ultra-low power consumption. We choose to use the k-means clustering algorithm to illustrate our ideas, since it is simple and effective, and can satisfy the high-speed and low-complexity requirement of NVMs.
Section II commences with preliminaries and a description of the channel model. Prior art detection schemes are discussed in Section III. In Section IV, we present a new detection technique based on k-means clustering, and the error performance of the prior art and new schemes are assessed. In Sections V and VI, we adopt a simple linear channel model for improving the detection quality.
II. PRELIMINARIES AND CHANNEL MODEL
Let S ⊆ Q n be a codebook of n-symbol codewords x = (x 1 , x 2 , . . . , x n ) over the q-ary alphabet Q = {0, . . . , q − 1}. The codeword, x ∈ S, is translated into physical attributes, where the logical symbols, x i = k ∈ Q, are written at a nominal (physical) level k. Due to signal dependent drift, which depends on the original physical level k, the physical level is at read time equal to k + b k , where the drift term b k ∈ R denotes the average deviation from the nominal value k. The q drift parameters b k are average deviations from the nominal levels, and they are assumed to be relatively small with respect to the (normalized) unity difference between neighboring signal levels. Besides the distortion by unknown drift, the received symbols are distorted by unknown additive noise caused by random telegraph noise [17] , [18] and fabrication process variations during the write operation. We are now in a position to write down the channel model.
Let the codeword, x, consisting of n q-ary symbols be sent or stored. The symbols, r i , of the retrieved vector r = (r 1 , . . . , r n ) are distorted by unknown additive noise and signal dependent drift terms, and given by
The received word, r, is corrupted by (assumed) additive Gaussian noise ν = (ν 1 , . . . , ν n ), where ν i ∈ R are zero-mean independent and identically distributed (i.i.d) noise samples with normal distribution N (0, σ 2 ). The quantity σ 2 ∈ R denotes the noise variance. Since the q signal dependent drift terms, b x i = b k , x i = k ∈ Q, are fixed for an n-symbol word, and may vary per block of n symbols, previously received n-symbol blocks cannot be used to estimate the unknown drift terms. Thus, the estimation of the q real-valued b k 's and the n integer-valued x i 's must be accomplished having knowledge of the n observed r i 's, see (1) , plus the assumptions on the distributions of the noise ν i and signal dependent drift b k , only.
Unambiguous solution of (1) is not possible for large values of the signal dependent drift term b k , and restrictions must be made on its range. For unambiguous detection we must avoid overlap between the physical level, k + b k , associated with the logical symbol k ∈ Q, and its neighboring physical level k + 1 + b k+1 associated with the logical symbol k + 1.
In an extreme example, we may have b 0 = 1 and b 1 = −1, so that, as a result, the logical values of the '0's and '1's and their representations by the physical levels '0's and '1's are swapped, which should be avoided. Such undesired situation is avoided if we stipulate that
or, we have found the restrictions
We first design, in Section IV, a detector for the above model (1), where the q unknown offsets, b k 's, are uncorrelated. Thereafter, in Sections V and VI, we distinguish two special cases, where the q unknown b k 's are correlated. For the first model, we assume
where a is an unknown attenuation, or gain, of the channel, and b is an unknown offset, a and b ∈ R. We simply find using (1)
Note that for the binary case, q = 2, we can always rewrite (1) by (5) , substituting b = b 0 and a = 1 + b 1 − b 0 . The condition (3) implies a > 0. For the second model, called offset-only model, a = 1, all q drift terms, b k , are equal, so that we simply obtain r i = x i + b + ν i . We start with a brief discussion of prior art detection methods.
III. PRIOR ART DETECTION SCHEMES
We discuss three prior art detection schemes and their relevant attributes.
A. FIXED THRESHOLD DETECTION (FTD)
A conventional fixed threshold detector (FTD), also called symbol-by-symbol detector, straightforwardly quantizes the n real-valued r i 's to an integer,x i ∈ Q. Let the threshold function be denoted byx i = ϑ (r i ),x i ∈ Q, where the threshold vector ϑ = (ϑ 0 , . . . , ϑ q−2 ) has q−1 (real) elements, called thresholds or threshold levels. The threshold vector satisfies the order
The quantization function, ϑ (u), of the threshold detector is defined by
For a fixed threshold detector the q − 1 detection thresholds values, ϑ i , are equidistant at the threshold levels
Threshold detection has been applied for its implementation simplicity. However, we may pay the price for its simplicity elsewhere as the error performance seriously degrades in the face of channel mismatch [6] . A detector that dynamically adjusts the threshold vector, ϑ, is a necessity that offers solace in the face of channel mismatch. A typical example of such a detector is described in the next subsection.
B. DYNAMIC THRESHOLD DETECTION (MIN-MAX DETECTOR)
We assume that the channel model is, see (5), r i = ax i +b+ν i , where the gain, a > 0, and offset, b, are unknown parameters, except for the sign of a. In case S = Q n , that is all possible codewords are allowed, mismatch immune detection on a block of symbols basis is not possible since such a detector cannot distinguish between the wordx and its shifted and scaled versionŷ = c 1x + c 2 . A designer must judiciously select codewords from Q n given adequate constraints that enables mismatch-immune detection. For example, we select for S those codewords where the symbols '0' and 'q − 1' must be both at least once present. For the binary case, q = 2, this implies a slight redundancy as only the all-'0' and all-'1' words have to be barred, see Subsection VI-A for details. Then, the detector can straightforwardly estimate the gain and offset byâ
whereâ andb denote the estimates of the actual channel gain and offset. The dynamic thresholds, denoted byθ i , are scaled in a similar fashion as the received codeword, that is,
It has been shown in [19] that the min-max detector operates satisfactorily over a large range of unknown parameters a and b. However, sinceâ andb are biased estimates of a and b, the above dynamic threshold detector loses error performance with respect to the ideal matched case, especially for larger codeword length n. The detector complexity scales linearly with n as its principal cost is the finding of the maximum and minimum of the n received symbol values using (9) and (10) . Alternatively, detection based on the prior art Pearson distance, discussed in the next subsection, improves the error performance, but with mounting hardware requirements.
C. PEARSON DISTANCE DETECTION
Immink and Weber [6] advocated the Pearson distance instead of the conventional Euclidean distance for improving the error performance of a mismatched noisy channel.
We first define two quantities, namely the vector average of the n-vector z z = 1 n n i=1 z i (12) and the (unnormalized) vector variance of z
The Pearson distance, δ p (r,x), between the received vector r and a codewordx ∈ S is defined by
where
is the (Pearson) correlation coefficient. It is assumed that both codewords x andx are taken from a judiciously chosen codebook S, whose properties are explained in subsection VI-A.
A detector based on the Pearson distance outputs the codeword
It can easily be verified that the minimization of δ p (r,x), and thus x o , is independent of both a and b, so that the detection quality is immune to unknown drift of the quantities a and b on a block of n symbols basis. The minimization operation (16) requires |S| computations, which is impractical for larger S. The number of computations can be reduced to K , the number of constant composition codes that constitutes the codebook S, given by [6] 
For the binary case, q = 2, we have K = n − 1, so that the detection algorithm (16) scales linearly with n. For the non-binary case, it is hard to compute or simulate the error performance of minimum Pearson distance detection in a relevant range of q and n as the number, K , of operations grows rapidly with both q and n. The three prior art detection methods discussed above have drawbacks in error performance and/or complexity, and to alleviate these drawbacks, viable alternatives are sought for. In the next section, we propose and investigate a novel detection method with less complexity requirements, which is based on clustering techniques.
IV. DATA DETECTION USING K -MEANS CLUSTERING
In the next subsection we describe the basic k-means clustering algorithm, and present results of simulations for the unmatched noisy channel. VOLUME 8, 2020
A. BASIC K -MEANS CLUSTERING ALGORITHM
We assume that a cluster is associated with one of the q, q > 2, symbol values. The k-means clustering technique, see for example [15] , aims to partition the n received symbols r i into k = q clusters (sets), V = {V 0 , V 1 , . . . , V k−1 } by minimizing the within-cluster sum of squares, which is defined by
where the centroid µ i is the mean of the received symbols in cluster V i , or
The binary case, q = 2, has been studied in the context of symbol timing recovery by Zhao et al. [14] , where the two pulse amplitudes are unknown.
The k-means clustering algorithm is an iteration routine that finds a solution of (18) . At the start of the iteration algorithm, the sets V
The superscript integer in parentheses, (t), t = 1, 2, . . ., denotes the iteration count. In addition, we initialize the k centroids µ
The choice of the initial centroids has a bearing on word error rate and the speed of convergence of the iteration process. Forgy's method [20] , for example, a well-known method described in the literature, randomly chooses k symbols (assuming k < n), r i , from the n-symbol received vector r, and sets these as the initial centroids µ
Forgy's approach is not followed here as we developed improved initial centroids aiming to reduce the number of iterations and the word error rate.
Let the order of the centroids be given by
We iterate the next two steps until the symbol assignments no longer change and the iteration routine has come to a halt.
• Assignment step: The n r i 's, 1 ≤ i ≤ n, are assigned to the k sets V (t+1) j as follows. If r i is closest to the centroid
then r i is assigned to cluster V (t+1) . The elements of
If |V (t+1) j | = 0 then we set µ
j (that is, no update). We run the above algorithm until the intermediate decoded word is unchanged at iteration step, t = t o , that is, we havê
. Then the final estimate of the sent codeword is x o =x (t o ) . The k-means cluster algorithm always converges to a simple steady state, and limit cycles do not occur [21] . Note that the process may reach a local minimum of the within-cluster sum of squares (18) .
B. ASSIGNMENT STEP
Let us focus on the assignment step of the k-means clustering technique given by (21) . Considering the order (20) of the centroids µ (t) j , we conclude that the symbol r i lies between, say, µ
As
we obtain
Using (7), we yield
The vector,x (t) , equalŝ
From the above, we see that the k-means clustering detection method, following object function (18), is a dynamic threshold detector, where the threshold vector,θ, is iteratively updated with the means of the members of each cluster using (23).
C. SIMULATIONS RESULTS
We now investigate the error performance of the channel based on model (1) . The q unknown drift parameters, b k , k ∈ Q, are assumed to be taken from a zero-mean continuous uniform distribution with variance σ 2 b . Clearly, the parameters b k 's are within the range −
. At the beginning of the iteration detection process, the centroids are set to µ (1) i = i, i ∈ Q, and the decoder iterates the assignment and updates following the steps discussed above. Figure 1 shows results of simulations for the case n = 64 and q = 4. We compare the word error rate (WER) of traditional fixed threshold detection and the newly developed dynamic threshold detection based on k-means clustering versus signal-to-noise (SNR). The SNR is defined by = −20 log σ . We display two cases of interest, namely σ b = 0 (no variations, ideal channel) and σ b = 0.1 (random drift parameters). We further display the upper bound of the word error rate of a threshold detector for the ideal additive noise channel [6] WER
The error performance of k-means clustering detection for σ b = 0 is close to the performance of both theory and simulation practice of conventional fixed threshold detection. We infer that for σ b = 0.1, k-means clustering detection is superior to fixed threshold detection. An important (time) complexity issue is the number of iterations, which depends on the integers q, n, and the signalto-noise ratio, SNR. Although the convergence of the iteration process is guaranteed [21] , the speed of convergence, and thus the complexity issue is an open question that we investigated by simulations.
Results of simulations for n = 64, q = 4, and σ b = 0.1 are shown Table 1 (same parameters as used in the simulations depicted in Figure 1 ). At an SNR = 17 dB, around 91% of the received words is detected without further iterations. In 8% of the detected words, only a single iteration of the threshold levels is required before finishing the iteration process. Essentially no iterations are required at a higher SNR = 20 dB. As no iterations are needed in the large majority of cases,we infer that k-means clustering detection outperforms fixed threshold detection at the cost of only a slight additional (time) complexity.
The situation is, however, slightly more subtle than can be inferred from perusing Figure 1 as a detector flaw is hidden behind the average values. We investigate this phenomenon for the binary, q = 2, case. If we look closer to the error components, it turns out that codewords with a small or large weight, where the weight of a codeword is the sum of the 1's in that codeword, are much more prone to error than codewords with (almost) equal numbers of ones and zeros. Figure 2, Curve (a) , shows for the k-means clustering method the WER as a function of the weight of the sent codeword, n = 12, for a binary, q = 2, ideal channel, σ b = 0. We infer that words with a low or high weight (except the all-one and all-zero words) are more prone to error than words with a weight close to n/2, a so-called balanced word. The error performance of fixed threshold detection is independent of the weight of the sent codeword, see Figure 2 , Curve (b). 
V. UNKNOWN GAIN AND OFFSET (SMALL RANGE OF UNCERTAINTY)
In this section, we assume that the channel model, see (5) ,
applies. If the tolerance range of the gain, a, is close to unity and the tolerance range of the offset, b, is close to zero, we may directly apply the basic k-means clustering as outlined in the previous section. Both a and b must lie so close to their nominal values that a fixed threshold detector operates correctly in the noiseless case. Then, the initialization step, using the fixed threshold detector, furnishes sufficiently reliable data for the iterations to follow. From the definition of a fixed threshold decoder, see (7) , we simply derive the following tolerance ranges of a and b that guarantee a flawlessly operating threshold detector, namely
Results of computer simulations are displayed in Figure 3 , where for the case n = 64 and q = 4, the WER of fixed threshold detection and detection based on k-means clustering versus SNR are compared. The channel gain is assumed to be a = 0.95 and b = 0, respectively. We conclude that the cluster detector shows a greater resilience in the face of unknown gain, a, and additive noise than the fixed threshold detector, where the parameters a and b are assumed to have a limited range of uncertainty. In case, however, they have a wider tolerance range than prescribed by (31), it is not possible to unambiguously detect the codeword with a fixed threshold detector. Then, the detector needs assistance, and constrained coding is applied to assist in overcoming this difficulty as discussed in the next section. 
VI. UNKNOWN GAIN AND OFFSET (LARGE RANGE OF UNCERTAINTY)
In this section, we focus on the situation where we anticipate that in (5) both parameters a and b have such a great range of possible values that a fixed threshold detector fails in the majority of cases. In the next subsection, we show, by example, that in such a case it is impossible to distinguish between certain nettlesome situations, and constrained coding becomes a requirement to solve the ambiguity.
A. CONSTRAINED CODING
In order to cope with larger uncertainties of both parameters a and b, we face an ambiguity problem. For example, let q = 5, and let (2, 4, 4) be the received vector. Clearly, it is impossible to distinguish between the two choices, where the sent codeword is (2, 4, 4) and a = 1 or where (1, 2, 2) and a = 2. Let S be the adopted codebook, then we can cope with the above ambiguity if (2, 4, 4) ∈ S then (1, 2, 2) / ∈ S, or vice versa. The name Pearson code was coined [19] for a set of codewords that can be uniquely decoded by a detector immune to large uncertainties in both gain a, a > 0, and word offset b. Pearson code design can be found in [22] . Codewords in a Pearson code, S, satisfy two conditions, namely • Property A: If x ∈ S then c 1 +c 2 x / ∈ S for all c 1 , c 2 ∈ R with (c 1 , c 2 ) = (0, 1) and c 2 > 0.
• Property B: x = (c, c, . . . , c) / ∈ S for all c ∈ R. We adopt a Pearson code that has codewords with at least one '0' symbol and at least one 'q−1' symbol. We may easily verify that such codewords satisfy Properties A and B. The number of allowable n-symbol codewords equals [19] 
For the binary case, q = 2, we simply find that |S| = 2 n − 2 (both the all-'1' and all-'0' words are deleted).
B. REVISED K -MEANS CLUSTERING USING MIN-MAX INITIALIZATION
Here it is assumed that the parameters a and b are completely unknown, except for the sign of a, a > 0. Due to the large uncertainty, we cannot adopt the elementary choice of the initial values of the centroids µ (1) i as described in Section IV. We propose, following the min-max detector technique described in Subsection III-B, the choice of the initial centroids µ (1) i 's using the minimum, min i r i , and maximum value, max i r i , of the received symbols. The Pearson code guarantees at least one '0' symbol and also at least one 'q−1' symbol in a codeword. The detector may therefore use the minimum and maximum value of the received symbols as anchor points defining the range of values of the symbols in the received vector. To that end, let
The q initial centroids, µ
i , are found by the interpolation
Note that the above initialization step of the modified k-means clustering technique has the same effect as the scaling used in the min-max detector (11) . Figure 4 shows results of computer simulations for the case q = 4 and n = 64 and a gain a = 1.5. For normalization purposes, we define the SNR by SNR = −20 log(σ/a). We compared prior art min-max detector with the k-means clustering detection algorithm. The detector based on k-means clustering outperforms the prior art min-max detector. In the next subsection, we discuss a second modification to the basic k-means clustering method using regression analysis.
C. REVISED K -MEANS CLUSTERING ALGORITHM USING REGRESSION ANALYSIS
We adopt a second modification to the clustering algorithm of Section IV. In the basic updating step (23), the k centroids are updated by computing a new mean of the members in that cluster only. Here we assume that the linear channel model, r i = ax i + b + ν i , described by (5) holds. We have investigated an alternative method for updating the centroids, µ (t+1) j , by applying the well-known linear regression model [23] that estimates the two coefficients a and b instead of the q centroids µ i .
We start and initialize as described in the previous subsection, where the q initial centroids, µ 
where, as in (33),
For the offset only case, a = 1, we have
After the initialization, we iterate the next two steps until equilibrium is reached.
• Assignment step: Assign the n received symbols, r i , to the k sets V (t+1) j . If r i , 1 ≤ i ≤ n, is closest to µ (t) , or = argmin
then r i is assigned to V (t+1) . The (temporary) decoded codeword, denoted bŷ
is found byx
where φ V (t) (r i ) = j such that r i ∈ V (t) j . • Updating step: Updates of the means µ (t+1) j , j ∈ Q are found by a linear regression model that estimates the coefficients a and b. To that end, define the linear regression modelr
where the (real-valued) regression coefficientsâ (t) and b (t) , chosen to minimize n i=1 (r i −r i ) 2 ,denote the estimates of the unknown quantities a and b. The regression coefficientsâ (t) andb (t) are found by invoking the well-known linear regression method [23] , and we find using (13) and (15) 
andb (t) = r −â (t)x (t) .
We note that for all x ∈ S, σx(t) = 0 since Property B holds, see Subsection VI-A. The updated µ (t+1) i , i = 0, . . . , q − 1, are found by the interpolation
For the offset-only case, a = 1, we simply find
and µ
We have conducted a myriad of computer simulations with the above algorithms. Figure 5 compares the error performance of the revised k-means clustering using min-max initialization versus the revised k-means clustering using regression analysis for the case q = 16 and n = 64. The performance difference between the two cluster methods is independent of the unknown quantities a and b. VOLUME 8, 2020 FIGURE 5. WER of a) revised k-means clustering using min-max initialization, and b) revised k-means clustering algorithm using regression method both for q = 16 and n = 64.
VII. CONCLUSION
We have analyzed k-means clustering technique as a dynamic threshold detection technique of encoded strings of q-ary symbols in the presence of signal dependent offset and additive noise. We have evaluated the error performance of k-means clustering detection technique, where the signal dependent offsets are correlated, and can be modelled as unknown scale, or gain, and translation, or offset. The proposed k-means clustering classification outperforms common prior art detection methods at the cost of only a slight increase in (time) complexity.
