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Introduction
Suppose we have I independent Poisson observations x 1 , . . . , x I with unknown mean parameters λ 1 , . . . , λ I . Consider the problem of estimating λ = (λ 1 , . . . , λ I ) under the loss
The usual estimator is x = (x 1 , . . . , x I ) which is both the maximum likelihood and the uniformly minimum variance unbiased estimator. For I = 1 x is known to be admissible(See Brown and Hwang [2] for example). Since Clevenson and Zidek [4] proved the inadmissibility of x for I ≥ 2 and derived the class of estimators which improve on x under the above loss, the estimation of λ in higher dimensions has received considerable attention and a lot of research have been devoted to this problem.
Tsui and Press [19] derived improved estimators under k-normalized squared error loss,
Hwang [12] generalized the identity of Hudson [11] and derived an unbiased estimator of the difference of two risk functions between the MLE and the improved estimators. Hwang [12] also extended the problem to the estimation of the mean parameters of a subclass of discrete exponential families which includes Poisson distribution and derived some estimators which dominate the MLE by using the identity. Chou [3] gave classes of improved estimators for a wider class of discrete exponential families. In the setting of simultaneous prediction of Poisson random variables, Komaki [14] derived fundamental results on admissibility under the Kullback-Leibler loss. Other important results in this field may be found in Ghosh and Parsian [8] , Ghosh, Hwang and Tsui [7] , Ghosh and Yang [9] , Johnstone [13] , Tsui [18] etc.
The present paper considers the problem of estimating the means in Poisson decomposable graphical models. Consider a J-way layout contingency table. Let ∆ = {1, . . . , J} be the set of variables which corresponds to the set of vertices in the conditional independence graph. Denote the number of levels for δ ∈ ∆ by I δ . We assume that I δ ≥ 2 for all δ. We express the set of levels of δ by I δ = {1, . . . , I δ }. Each cell of the table is the element i = (i δ ) δ∈∆ of the whole cells I, i ∈ I, I = δ∈∆ I δ .
Let the marginal cell and the set of the marginal cells for V ⊂ ∆ be expressed by i V and I V , respectively. For the vector of the cell frequencies x = {x(i)} i∈I ∈ Z |I| the marginal frequency for i V is denoted by x(i V ). Define x + = x(i ∅ ) = i∈I x(i). The Poisson decomposable graphical model is expressed as follows,
where C is the set of cliques of the corresponding decomposable conditional independence graph G and S is the set of minimal vertex separators S with multiplicities ν(S) in any perfect sequence. x(i) are supposed to be independent with respect to i ∈ I. We note that the above definition includes the case where G is disconnected. For the disconnected G, we suppose that ∅ ∈ S and that ν(∅) = ν G − 1, where ν G is the number of connected components of G. In this article we address the problem of the simultaneous estimation of λ = {λ(i)} i∈I under the following normalized squared loss function
from the decision theoretic viewpoint. When G is complete, (1) corresponds to a saturated model. A series of results on the shrinkage estimation of multivariate Poisson means which were inspired by Clevenson and Zidek [4] correspond to this setting.
The model (1) with S = {∅} and C = {{1}, . . . , {J}} is called Poisson multiplicative model. Recently Hara and Takemura [10] studied the estimation of the means in the Poisson multiplicative models and derived some classes of estimators improving on the MLE by using the 2 argument in Clevenson and Zidek [4] and Chou [3] . Hara and Takemura [10] also showed the inadmissibility of the MLE in the three way decomposable graphical model which corresponds to the decomposable graph in Figure 1 .
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Figure 1: 3-way decomposable model
In this paper we extend the results of Hara and Takemura [10] to the general Poisson decomposable models (1) and give the classes of estimators improving on the MLE under the loss function (2) . The paper is organized as follows. In Section 2 we summarize basic facts on the Poisson decomposable graphical models and decomposable graphs. In Section 3 we present some classes of estimators which dominate the MLE in the Poisson decomposable model (1) . In Section 4 we give examples of improved estimators for some decomposable models. Section 5 gives Monte Carlo studies which confirm the theoretical results of the dominance relationship.
2 Basic facts on the Poisson decomposable graphical models and the decomposable graphs
Notation
In this section we define some notations which we use in the following argument. Mostly we follow the notation of Lauritzen [15] . In what follows we assume that the graph G is decomposable (chordal) and not complete. For a subset of vertices V ⊂ ∆ let G(V ) be the subgraph induced by V . C(V ), S(V ) and ν(S, V ) for S ∈ S(V ) represent the set of the cliques, the set of the minimal vertex separators and the multiplicity of S in G(V ), respectively.
Define
and I ∅ ≡ 1. Let adj(δ, G) be the set of vertices which are adjacent to δ ∈ ∆ in G. For a set of cliques
For example ∆ and C of the graph in Figure 2 is 
Basic facts on the Poisson decomposable models
In this section we summarize some basic facts on the Poisson decomposable model (1) . The joint probability function of x is
.
is the complete sufficient statistic for this model. The dimension of x C is C∈C I C . x C contains some obvious redundant elements to be minimal sufficient, but it is notationally convenient to use x C . Following Sundberg [17] and Lauritzen [15] , the marginal probability function of x C is
and the MLE of λ and α(i C ) for C ∈ C are x + and x(i C )/x + , respectively. Therefore the MLE of λ is given byλ
The following lemma corresponds to the identity of Hudson [11] and Hwang [12] . 
where
Proof.
From this lemma with m = −1 and g(x C ) = 1,λ M L (x) is found to be the uniformly minimum variance unbiased estimator of λ. We note that (4) with m = 1 is expressed by
Let the bijection σ : {1, 2, . . . , J} → ∆ be a perfect elimination scheme (e.g. Blair and Peyton [1] ) of vertices in G.
The following lemmas are required to derive the class of improved estimators.
. The proofs of the Lemma 2.2 and 2.3 are given in the Appendix.
Some preparations on the decomposable graphs
In this section we prepare some lemmas on the decomposable graphs required for the argument in the following section.
Suppose |C| = K. Let C 1 , C 2 , . . . , C K be a perfect sequence of the cliques in G. We write
This condition is known as the running intersection property of the perfect sequence.
, be the set of cliques which includes S. We note that C k 1 , . . . , C kq is a subsequence of the perfect sequence. Then we obtain the following lemma.
Proposition 2.1. S decomposes G(∆(C S )) into ν(S) + 1 connected components.
Darroch, Lauritzen and Speed [5] and Letac and Massam [16] state this proposition but the proof is not given. Since this proposition is essential for the present paper, we give the proof of Proposition 2.1 in a series of lemmas.
Lemma 2.4. For a perfect sequence
Proof. When k = K, the lemma is trivial. Assume k < K. Since C 1 , C 2 , . . . , C k satisfies the running intersection property, it suffices to show that
This contradicts the running intersection property of
However any vertex in ∆(C S )\S is adjacent to all vertices in S from the completeness of cliques. This implies C ⊃ S for all C ∈ C(∆(C S )), which contradicts the assumption that
Next we show that
which implies C k ∈ C S . Thus the subsequence C k 1 , . . . , C kq also satisfies the running intersection property. This proves the lemma.
Lemma 2.6. S(∆(C S )) = {S k l : l ≥ 2} and the multiplicity of S in G(∆(C S )) is ν(S).
Proof. From Lemma 2.5
From Lemma 2.5 and 2.6 there exists the sequence of indicesk
). Proposition 2.1 is obtained from the following lemma with l = q.
Lemma 2.7. S decomposes G(∆(C
Proof. We prove this lemma by induction on l. For l = 1 the lemma is trivial. Suppose that p ≥ 2 and that the lemma holds for l ≤ p. Then there exists
In the case where
Then C k p+1 \ S and C k l \ S are connected. If there are two cliques C kp 1 and C kp 2 satisfying (6), it is necessary for them to satisfy that
Thus C kp 1 \ S and C kp 2 \ S are connected and they belong to the same connected component.
. This completes the proof.
We have completed the proof of Proposition 2.1. We present two additional lemmas needed later.
Lemma 2.8. For any C ∈ C, there exists a perfect elimination scheme σ and
Proof. The proof is by induction on the number of vertices J. The lemma is trivial if J ≤ 3. Suppose J > 3 and assume that the lemma holds for all decomposable graphs with fewer than J vertices.
Since G is decomposable and is not complete, G has at least two non-adjacent simplicial vertices(see Dirac [6] ). Thus there exists a simplicial vertex δ such that δ / ∈ C. C(∆ \ {δ}) includes C and then from the inductive assumption G(∆\{δ}) has a perfect elimination scheme σ ∆\{δ} : {1, 2, . . . , J − 1} → ∆ \ {δ} and for some j, 2 ≤ j ≤ J,
If we set σ(1) = δ and σ(l) = σ ∆\{δ} (l − 1), l = 2, . . . , J, then σ satisfies (7). The proof is completed.
We note that the cliques in
Then we obtain the following lemma.
Lemma 2.9. For any S ∈ S andC ∈ C(S, G), there exists a perfect elimination scheme σ and
We give the proof of this lemma in the Appendix.
Improved estimation of the means in the decomposable models for connected graphs
In this section we give some classes of estimators improving on λ M L under the loss function (2). We introduce the following class of Chou [3] -type estimators,
where V is a set of vertices such that G(V ) is complete, i.e., V ⊂ C for some C ∈ C. β > 0 and γ ≥ 0 are the constants. Suppose that φ V (x) is nondecreasing and satisfies
8 for all nonnegative integer x. By using (5), the difference between two risk function ofλ
is an unbiased estimator of R(λ,λ M L ) − R(λ,λ φ V ,γ ). Thus in order to examine the dominance ofλ
Let C V be the set of the cliques which include V . Define I C V by
Then we obtain the following theorem.
Proof. By applying Lemma 2.2, 2.3 with ∆(σ, j) = C ∈ C V and Lemma 2.8, we havê
Define B as B = x(i V ) + β + 1. Then from (13)
The second inequality follows from the fact that (B − 1) γ+1 ≥ B γ+1 − (γ + 1)B γ for γ ≥ 0 and the assumption (11) . The right hand side of (15) is always nonnegative under the condition (14) , which completes the proof.
So far we considered any V ⊂ ∆ such that V is a proper subset of some clique in G. We can obtain wider conditions on φ V to dominate the MLE, if V is a subset of a minimal vertex separator. Consider any of the following three condition, (i) V is a minimal vertex separator, i.e. V ∈ S (ii) There exists a minimal vertex separator S such that V ⊂ S
For each of these cases we derive wider class of estimators, which dominate the MLE. We begin with the case (i) where V ∈ S. Define I C(V,G) by
where C(V, G) is given in (8). Then we obtain the following theorem.
Theorem 3.2. Suppose V is a minimal vertex separator in
for all nonnegative integer x, thenλ
the loss function (2).
Proof. By using Lemma 2.2, 2.3 with ∆(σ, j) = ∆(C) and Lemma 2.9, we havê
for allC ∈ C(V, G). The last inequality follows from Lemma 3.2 in Hara and Takemura [10] . Thus from the definition of
Define B as B = x(i V ) + β + 1. In the same way as (15)
The right hand side of (19) is always nonnegative under the condition (17) , which completes the proof.
Remark 3.1. We note that |C| = ν(V ) + 1 for allC ∈ C(V, G) and V ∈ S from (8). Since we assumed that I δ ≥ 2 for all δ ∈ ∆, we have
Thus the class (17) is wider than (14) .
Next we consider the case (ii) where there exists at least one minimal vertex separator S ∈ S such that V ⊂ S. We note that such V may itself be a minimal vertex separator. For example S of the graph in Fig 3 is {{2}, {2, 5}} . {2} is itself a minimal vertex separator and is also a subset of {2, 5}.
Define S V as follows,
Theorem 3.3. Suppose V ⊂ S for some S ∈ S. Define I *
V by
the loss function (2).
Proof. Define S * V by S * V = argmax
From (18) we havê
Let B be B = x(i V ) + β + 1. In the same way as (19) 
The inequality follows from the argument in Remark 3.1. Thus the class (21) is wider than (14) in Theorem 3.1. Even in the case where V ∈ S,
from the fact that V ∈ S V , that is, the class (21) is wider than (17) . Thus we may as well apply Theorem 3.3 to such V . If V ∈ S and there exist no minimal vertex separators S ∈ S such that V ⊂ S, Theorem 3.2 should be applied.
From the result of Theorem 3.3 with V = ∅, we can obtain the following result.
Theorem 3.4. If φ(·) satisfies
M L under the loss function (2). We give an example of the case (iv). C and S of the graph in Figure 4 are {{1,2},{2,3,4},{3,5}} and {{2}, {3}}, respectively. If we set V = {2, 3}, then V is a subset of the clique {2, 3, 4} and is the union of the minimal vertex separators {2} and {3}.
Since V is supposed to be a subset of a clique of G or V = ∅, in view of Lemma A.1 in the Appendix, V necessarily belongs to any of the above (i) to (v). Thus Theorem 3.1 should be applied only to the cases (iv) and (v).
Examples

3-way model of Figure 1
As mentioned in the Section 1, Hara and Takemura [10] derived the improved estimators in the 3-way model in Figure 1 . In this model C = {{1, 2}, {2, 3}}, S = {{2}}. Then the model (1) is expressed by
Consider the class of estimators (10) with V = {2} and apply Theorem 3.2 to this model. Since ν({2}) = 1 and
Next we set V = {∅} and apply Theorem 3.4 to this model. Since
(24) and (25) coincide with the results of Theorem 4.1 and 4.3 in Hara and Takemura [10] , respectively.
Consider the class of estimators (10) with V = {1}. Since {1} is simplicial, we can apply Theorem 3.1 and obtain the following condition on φ V (·) = φ 1 (·) corresponding to (14) ,
This class is not included in that of Hara and Takemura [10] . Figure 3 For the graph in Figure 3, C = {{1, 2}, {2, 3, 5}, {2, 4 , 5}}, S = {{2}, {2, 5}} and ν({2}) = ν({2, 5}) = 1. The model (1) is expressed by
5-way model of
Consider the class of estimators (10) with V = {2}. {2} satisfies {2} ∈ S and {2} ⊂ {2, 5} ∈ S. Thus this case corresponds to the condition (ii) and we can apply Theorem 3.3. From (16) and
Next we consider to take V = ∅. From (22) I * in this model is
By applying Theorem 3.4 with this I * , we can obtain another class.
The case where the graph is disconnected
When G is disconnected, we suppose that
where ν G is the number of connected components. We may consider G as if ∅ were adjacent to all the vertices in ∆. The model (1) with C = {{1}, . . . , {J}}, |∆| = J, and S = {∅} is called J-way Poisson multiplicative model. The corresponding conditional independent graph is disconnected set of vertices as presented in Figure 5 .
The model (1) corresponding to the Figure 5 is written by 
Hara and Takemura [10] derived the Chou [3] -type estimator improving on the MLE in this model. Consider the class of improved estimators (10) with V = ∅ and apply Theorem 3.2 to this model. Since ν(∅) = J and
This class coincides with the class of Hara and Takemura [10] . By applying Theorem 3.4 we can also obtain the above class. Next we consider the model in Figure 6 . This model is composed of two disconnected 3-way models which is considered in Section 4.1. In this model C = {{1, 2}, {2, 3}, {4, 5}, {5, 6}}, S = {{2}, {5}, ∅} and ν({2}) = ν({5}) = ν({∅}) = 1. Thus the model (1) is written by
Consider the class of estimators (10) By applying Theorem 3.4 with this I * , we can obtain a class of improved estimators.
Monte Carlo Studies
We study the risk performance of the proposed estimators for the 5-way decomposable model corresponding to the graph in Figure 3 through Monte Carlo studies with 100,000 replications. We consider the following class of estimatorŝ
This is the class (10) We write α(δ) = {α(i δ )} i δ ∈I δ .
In Table 2 to Table 6 we present the risks ofλ
for some λ and I = 2, 3. The summary of the experiments is as follows.
• We can confirm the dominance of the proposed estimators over the MLE. As can be expected from the fact that the proposed estimators shrink the MLE towards zero, we can see considerable amount of risk reduction when λ is small.
• The improvement is in the inverse proportion to λ.
• When α(i δ ) are balanced,λ β,∅ shows larger risk reduction.
• When α(i V ), V ∈ {{2}, {2, 5}} vary widely,λ β,V shows larger risk reduction as λ gets large. Figure 3 with balanced α(i δ ).
(1) I = 2 and α( Proof of Lemma 2.9 The proof is by induction on the number of vertices J. The lemma is trivial if J = 2. Suppose J > 2 and assume that the lemma holds for all decomposable graph with fewer than J vertices.
Suppose that G has J vertices. If G(∆(C)) includes all of the simplicial vertices in G, G(∆(C)) = G from Lemma B.1.
In the case where G(∆(C)) = G, there exists at least one simplicial vertex δ such that δ / ∈ ∆(C). Since G(∆ \ δ) has J − 1 vertices, there exist a perfect elimination scheme σ ∆\{δ} : {1, 2, . . . , J − 1} → ∆ \ {δ} and j < J − 1 such that ∆(C) = {σ ∆\{δ} (j − 1), . . . , σ ∆\{δ} (J − 1)} from the inductive assumption. If we set σ(1) = δ and σ(j) = σ ∆\{δ} (j − 1), j = 2, . . . , J, then σ satisfies (9) , which completes the proof.
C The proof of Lemma 2.2 and Lemma 2.3
Proof of Lemma 2.2 As we mentioned in Section 2, the MLE of α(i C ) is x(i C )/x + for all C ∈ C. Since any cliques and minimal vertex separators in G(∆(σ, j)) are included in some cliques in C, the MLE of α(i C ) and α(i S ) for all C ∈ C(∆(σ, j)) and S ∈ S(∆(σ, j)) are x(i C )/x + and x(i S )/x + , respectively. Thus it suffices to show that the conditional independent graph of ∆(σ, j) is G (∆(σ, j) ).
We prove this by induction on j. The lemma is trivial if j = 1. Suppose j 0 ≥ 2 and assume that the lemma holds for j ≤ j 0 . 
