In a recent paper, "The derivation algebra of a real division algebra", we showed that if Der A is the derivation algebra of a finite dimensional division algebra A over the reals, then (i) dim A = 1 or 2 implies Der A -0, (ii) dim A = 4 implies Der A is su (2) or dim Der A = 0 or 1, (iii) dim A = 8 implies Der A is one of the following Lie algebras:
(1) compact G 2 (2) su(β) ( 3 ) su{2) © su(2) ( 4) su (2) 0 N where N is an abelian ideal and dim N -0 or 1 ( 5 ) N where N is abelian and dim N = 0, 1 or 2. Moreover, any subalgebra of Der A is isomorphic to one of the Lie algebras listed above.
For each Lie algebra L appearing in (i), (ii), and (iii) we also exhibited a real division algebra having L as its derivation algebra without proving that the derivation algebra was as asserted. One of the goals of this present paper is to verify that these examples have the derivation algebra claimed, but our main purpose is broader than this. Using the representation theory of Lie algebras we investigate those real division algebras A having L as its derivation algebra for each of the nonzero Lie algebras L mentioned above. The larger that L is, the more detailed is the information concerning the structure of A. As one might expect, most of the classes of division algebras are natural generalizations of the quaternions and octonions. The principal exception is a family of division algebras which includes the pseudo-octonions introduced by Okubo in "Pseudo-quaternion and pseudo-octonion algebras." l A review of some basic results on representations* Throughout this paper we will assume that all algebras and modules are finite dimensional. Let A be an algebra over a field F of characteristic 0, and assume L is a semisimple subalgebra of the derivation algebra Der A. Since A is an L-module, it decomposes into irreducible summands: A-V ± 0 0 V n . Moreover, the product of V r x V 8 into A followed by the projection onto V t induces an L-module homomorphism of V r (g) V 8 into V t . Conversely, by taking a sum of irreducible L-modules A -V x 0 0 V n and prescribing Since this is a standard result we give only a brief outline of the proof. Using the uniqueness of the decomposition of U and Schur's lemma, one can show that the homomorphisms π t (projection of U onto Ui followed by an isomorphism onto W) form a basis for Hom L (£7, W).
In case U is an L-module over an arbitrary field F of characteristic 0, we can take the algebraic closure K of F and form the module U κ = U® F K for L κ = L® F K, and then apply Proposition 1.1 to U κ . We examine the effect of this field extension on certain submodules of £7.
Suppose U = U ι 0 0 U m is a decomposition of U into irreducible L-submodules. Let U o be the sum of all the trivial 1-dimensional summands and U* be the sum of the others. Then U=U o φ U* and one readily verifies that:
U o = {u e U\ lu = 0 for all I e L)
The submodules Z7 0 and U* behave nicely relative to field extensions as the next lemma indicates. Proof. From our alternate characterizations above, it follows that (U O ) K Q (U κ ) 0 ={xe U K \lx = 0 for all leL κ }, and (U*) K =(LU) K Q L K U K = {U x )+. But since U κ = (U 0 ) κ 0 (17,)* £ (Ήr) θ (ϋ*) = ê quality must hold in each case.
•
In view of the above remarks, an equivalent formulation of Lemma 1.2 (ii) is that the extension {LU) K equals the image of U κ under L κ , which is L K U K .
We now turn our attention to the case that A is a real division algebra. According to the result stated in the introduction, the only possible semisimple subalgebras of Der A are compact G 2 , su (3) , su (2) φ su (2) , and sw (2) . Each of these Lie algebras contains a copy of su (2) so that if Der A contains a semisimple algebra, A decomposes into irreducible s^(2)-modules. Irreducible sw(2)-modules are most easily described by complexifying and regarding the resulting module as an s£ (2)-module. Again the results we mention are quite well-known ( [4] or [6] ), but our aim is to develop the background needed for later sections.
Let h -(Q _.I)> e -in Or an( * f ~ (l o) ^e *^e s^an(^ar( l basis for sl (2) over the complex numbers C. Given any integer m ^ 0, there is a unique irreducible si (2) Let us consider the case that m=2n, and hence that dim V(m) = 2n + 1 is odd. In this situation we define: + (~iγZ_ 2q for q = 0, , n F, = ίZ 2g - (-l) 9^_ 2g
for g = 1, -, n V o = V n+1 = ?7 %+1 -0 .
The action of su{2) on the £/'s and V's can be readily computed using (1.4) to show that for q -1, , n: 
There can be no irreducible su(2)-module of dimension 2(2n + 1), so in fact, the smallest nontrivial su(2)-module is su (2) itself.
The Clebsch-Gordan formula provides the answer as to how the tensor product of two irreducible sϊ(2)-modules decomposes:
Since for any real Lie algebra L and for any three L-modules
, the ClebschGordan formula determines a bound for dim^ Hom s% (2) 
(U(S)V, W).
In addition to results on su (2) and s/(2)-modules we require some facts concerning irreducible modules for sl (2) 0 sl (2) , sl (3) , and G 2 . These facts can be established using arguments in ([4] , Chapter 6) or ([6] , Chapters 7 and 8).
Given a semisimple Lie algebra L over an algebraically closed field of characteristic 0 with Cartan decomposition L = iϊ0 Σ« eΦ I/ α , there are certain linear functionals X lf , λj on H, (the so called fundamental weights) which span the dual £Γ* of H. The irreducible L-modules are in one-to-one correspondence with the elements in H* of the form X = m^ + + 7n{Kι where the m* are nonnegative integers. Following Humphreys we denote the irreducible module corresponding to X as F(λ). (In this notation the sl(2)m odule V(m) would be V(mX^j). The dimension of the module V(X) is given by WeyΓs formula ([4] , p. 140), and the tensor product of V(X) and F(λ') can be resolved into irreducibles using either Steinberg's formula ( [4] , p. 141) or calculations involving weights and their multiplicities.
Real division algebras exist only in dimensions 1, 2, 4 and 8, and as the result in the introduction indicates, the only time that su (2) (& su(2) , su(Z), and compact G 2 occur in DerAis when dim A = 8. Therefore when we decompose A c into irreducible summands for sl (2) 0 sl (2) , sϊ(3)t or G 2 , the V(X) are constrained by dim V(X) ^ 8, and the sum of the dimensions must total 8.
Since every sl(2) 0 sl(2) irreducible module is just the tensor product of two irreducible sZ(2)-modules, one can handle these modules using the above considerations.
For the Lie algebra sl(S) = A 29 WeyΓs dimension formula reads: + 2) . Using this expression one easily computes that the only modules of dimension less than 8 are given by We adopt the convention of denoting a module by its dimension, and in the event of two or more of equal dimensions distinguish them by a bar or star or both.
Consider now the tensor products of these modules. For any irreducible F(λ), F(0) (x) V(X) = V(X). Of the remaining products we list only those needed in the study of real division algebras.
3(x)3 = 6 + 3 3®3=8+1 3"(x)3 = <3 + 3 (1.8) 6 <g> 6 -15 + 15* + 6 270 G. M. BENKART AND J. M. OSBORN 6(g)6 = Ϊ5+ Ϊ5* + 6 8®8 = 27+ 10+ 10 + 8 + 8 + 1.
Here 15 = F(4λ L ), 15* -V(2\ + λ 2 ), 15 = F(4λ 2 ), Ϊ5* = F(λ x + 2λ 2 ), 27 = V(2\ + 2λ 2 ), 10 -F(3λJ and Ϊ0 = F(3λ 2 ). The case 8 (g) 8 is noteworthy because the two 8-dimensional summands imply there are two linearly independent s£(3)-homomorphisms of 8® 8 -^8. The 8-dimensional module is sί(3) itself under the adjoint representation, and a basis of homomorphisms may be concretely given by: x (x) y -»[xy] and x (g) y -• xy + yx -2/3 tr(xy)I where tr(xy) denotes the trace of xy.
The dimension formula for G 2 modules is dim F(λ) ( (m 1 +l)(m 2 +l)(m 1 +m 2 + 2)(rn 1 +2m 2 +3)(m 1 +3m 2 +4)(2m 1 +3m 2 +5) . 5! Thus, there are only two modules of dimension less than or equal to 8: the 1-dimensional module F(0), and the 7-dimensional module F(λ x ). The resolution of 7® 7 into irreducibles is given by
where these modules have dimensions 27, 14, 7, and 1 respectively. 2* The case Der A = compact G 2 * We are now ready to consider individually the different possibilities for Der A, and to investivate for each one the division algebras A with that derivation algebra. We take the possible derivation algebras in the order in which they are listed at the beginning of this paper, starting with the case when Der A is a compact form of G 2 . As we noted in § 1, there are only two irreducible (? 2 -modules of dimension 8 or less over the complex numbers-one of dimension 1 and one of dimension 7. Thus, if A is a real division algebra with Der A = compact (? 2 , the scalar extension A c = A ® Λ C must be a sum of one 1-dimensional module and one 7-dimensional module. (Note A c could not be a sum of eight 1-dimensional modules because Der A must act faithfully on A.) Since the decomposition of A c into irreducible modules is necessarily a refinement of the decomposition of A, we see that either A is a direct sum of a 1-dimensional module and an irreducible 7-dimensional module, or else A is an irreducible 8-dimensional module. But the last possibility can be ruled out by Lemma 1.2. Hence A = U + V where U is a 1-dimensional G 2 -module and F is an irreducible 7-dimensional G 2 -module.
As was observed at the beginning of § 1, the homomorphisms from U®U, U®V, V®U, and V®V into U and V determine the possible products between the summands. Since for G 2 -modules over C, 1 (x) 1 = 1, l(x)7^7^7(x)l, and 7 (g) 7 ~ 27 + 14 + 7 + 1, it follows from Proposition 1.1 that there is at most one homomorphism up to scalar multiple in each of the cases: Z7(x) U->U, U®V-*V, V®U-+V, V&V-+V, and V® V-> U, and only the zero homomorphism in the other cases. From this we deduce first that U 2 Q U. But since A is a division algebra, £7 2 =£θ, so it must be U 2 -U. Thus, there exists an idempotent ue U. Now u (X) v -» v and v ® u -> v define module homomorphisms from Z7(g) V and V®U onto F. Therefore, left (right) multiplication by u is just the identity transformation on V multiplied by the scalar rj (ζ). To determine homomorphisms for F(g) V-> F, F® F-> U, we examine the best known example in the class we are describing-the octonion algebra O. In O there is a basis u, e lf , # 7 with multiplication given by table (2.1) below with β -η -ζ = 1. Here u spans a 1-dimensional module and e lt , β 7 a 7-dimensional module for Der O = compact G 2 . Since the modules being discussed are unique up to isomorphism, and since dim* Hom^2 (F (x) F, F) <Ξ 1 and dim* Hom^ (F (R) F, 17)^1, the products in the general case are the same as in the octonions up to multiplication by a constant. After replacing the basis elements of F by a fixed scalar multiple of themselves, we may assume that the multiplication from VxV to F is identical to that of the octonions, but that the products from F x F to U involve the scalar β. To be specific, there is a basis u, e u , e 7 with multiplication given by (2)module under the adjoint representation. As we saw in § 1 there are two independent homomorphisms from sl(S) (g) sl(Z) to sl(β), and this is indeed true for su(S) as well. One of the homomorphisms is obviously the Lie product, and to obtain the other we consider $u(S) as 3 x 3 complex skew-Hermitian matrices (#* = -x) of trace zero. For x and y in su (3), xy + yx -(2/S)tr(xy)I is a Hermitian matrix, so multiplying it by i gives a skew-Hermitian matrix which also has trace zero. Now for z also in su (3), -tr(x[zy] ). This calculation demonstrates that the map x (x) y -> i{a?2/ + i /α? -(2/3)ίr(&ί/) 7} is indeed an sw(3)-homomorphism. Our argument shows that for any real 8-dimensional algebra A on which su(S) acts irreducibly as derivations, the product in A is given by (3) is the entire derivation algebra whenever a Φ 0. For if A~ denotes the algebra A under the product x*y -#*# = 2a [xy] , then every derivation of A is also a derivation of A~. But A~ is isomorphic to su (3), which has only inner derivations (see [4] p. 23), so Der A = su(3) in this instance. Our investigations of this case will be complete, once we establish a criterion for such an algebra to be a division algebra. To this purpose we prove THEOREM 
Let A be an S-dimensional real algebra defined on the vector space su(Z) with multiplication given by (3.1). Then A is a division algebra if and only if aβ Φ 0. For such a division algebra, Der A -su(S) and A is an irreducible su(2>)-module. Conversely any real division algebra on which su(?>) acts irreducibly as derivations is given by this construction.
It is easy to see the necessity of the condition aβ Φ 0 to have a division algebra since any element squares to zero if β = 0, and since the product of ie n -ie 22 with e 12 -e 21 is zero if a = 0. To establish the sufficiency of the condition we need the following results.
Let x be a skew-Hermitian complex matrix. Then there is a unitary matrix u such that u~ιxu = v where v is diagonal (see for instance, Herstein [3] p. 302, Theorem 6.Z 2 ). Since v is skewHermitian also, it follows that all the characteristic roots of v, hence of x, are purely imaginary. LEMMA 3.3 . Let x and y belong to su(Z), and assume 7, δ e C are such that δ Φ ± 7. // jxy + δyx = Xl for some XeC, then x or y is 0.
Proof. Let u be a unitary matrix which diagonalizes x as above. Then ^{u~ιxu)^u~ιyu) + δiu^xu^u^yu) = Xl. Hence we may assume without loss of generality that x is diagonal, say x = diag {a l9 α 2 , α 3 }. If y -(6^ ), then the equation jxy + δyx -Xl gives for ί Φ j:
Since y is skew-Hermitian, b 5i = -b iά . Thus, for each pair i, j with i ^ j 9 we obtain the system of equations:
If some bij Φ 0 for i Φ j, then since y 2 -δ 2 Φ 0, we have α^α^-0. However, x has trace 0, so it follows that a λ -α 2 = α 3 = 0 in this case, and x -0. We may assume then that ?/ is diagonal, say y = diag {&! , 6 2 , δ 3 }. Equating entries in 7^ + δj/aj = Xl gives (3.5) α^! = a 2 b 2 = α 3 δ 3 = (7 + δ)-^ .
Using the fact that x and ?/ have trace 0, we obtain
which simplifies to show:
If not both a x and α 2 are zero then Then it is apparent from (3.8) that bfiϊ 1 satisfies the equation z 2 + z + 1. Hence bjbϊ 1 = ω, a complex cube root of 1. But then (3.5) implies α 2 = a λ ω and α 3 = -a ι -a 2 --α x (l + α>) = α^2. If α x = αi for aeR, then a 2 = (α/2)i±i/(3/2)α which contradicts the fact that all roots of x are purely imaginary unless a -0. But then a? = 0 as desired.
• Proof of Theorem 3.2. It remains to show that if aβ Φ 0 then A is a division algebra. Suppose x and y are complex skewHermitian 3x3 matrices of trace zero with the property that
3 Letting 7 = a + βi and d = -α + /Si, we have 7 + 5 -2^^ ^ 0 and 7 -δ = 2α =7^ 0. Since the hypotheses of Lemma 3.3 are satisfied, we are forced to conclude that x = 0 or y -0, and hence that A is a division algebra.
• Those special cases in which β = ±i/3α have been studied recently by Okubo [8] , and have been shown to have many interesting properties. For example these algebras have a quadratic form permitting composition. They are not composition algebras in the usual sense since they do not have an identity element.
It turns out that the two algebras studied by Okubo are the only ones in the class defined by Theorem 3.2 which have a quadratic form permitting composition. However, we can show that every algebra A described by Theorem 3.2 is flexible. For this we take x 9 y skew-Hermitian matrices of trace 0, we let X x>y = (2/3)tr(xy) and use (3.1) to calculate that
It is also clear from (3.1) that A is Lie admissible, since A~~su(Z).
4*
The case Der A = s%(3) concluded* Having dealt with the situation when A is a single irreducible sw (3)-module, we turn to the case when A is a sum of at least two irreducible sw(3)-modules. The only irreducible s£(3)-modules o f dimension less than 8 are the ones which in the notation of (1.7) are given by 1, 3, 3, 6 and 6. Thus A c must be a sum of modules of these types which add up to give dim A c = 8. We consider the various possibilities.
First, if A c consists of a sum of Γs and 3's, then the relation 3 (x) 3 = 6 + 3 in (1.8) shows that the product of any two elements in the 3-summand(s) must be zero. However, by Lemma 1.2 the complexiίication of the image (su(Z)A) c equals sί (3)A c which is the sum of copies of 3. Thus, the product of any two elements in su(Z)A would be zero and would contradict the fact that A is a division algebra. This demonstrates that A c cannot consist solely of Γs and 3's. Similarly we can rule out each case where in addition to Γs there is exactly one of the types 3, 6, or 6 occurring in A c by using the relations 3 (g> 3 = 6 + 3, 6 (x) 6 = 15 + 15* + 6, and 6 <g) 6 = 15 + 15* + 6 from (1.8).
Thus, there must be at least two of the types 3, 3, 6, 6 present in A c , and this implies A c = 1 + 1 + 3 +3. Looking again at su(3)A and sl(8)A c , we see that A is the sum of two 1-dimensional modules and either two nonisomorphic 3-dimensional irreducible sw(3)-modules or one irreducible 6-dimensional module. In the former case let us suppose W, W are the two 3-dimensional modules such that W c = 3 and W c = 3, and U and V are the 1-dimensional modules. Then the relations 3 ® 1 = 3, 3®3 = 6 + 3, and 3 <g) 3 = 8 + 1 show that for each weW, wA Q Rw + U + V + W. Hence, left multiplication by w is not onto, and this case cannot happen if A is a division algebra. Thus A is the direct sum of two 1-dimensional modules and an irreducible 6-dimensional module Z. Moreover we have the following THEOREM 
If A is a real division algebra such that Der A = su(S) and A is not an irreducible su(S)-module, then A has a basis u, v 9 z ίf
, z 6 with multiplication table given by (4.2) . Conversely an algebra A defined by (4.2) admits su (3) Proof. We have already determined that such an algebra is the sum of two 1-dimensional sw(3)-modules and an irreducible 6-dimensional module. In order to deduce the various products between the summands let us first consider a well-known example in which this type of decomposition occurs-namely the octonions. Let O be an octonion algebra with basis u, e lf , e 7 and multiplication given by (2.1) with β=zζ=η = l. Let L = {3eDer O\d(e 7 ) = 0}. Then L is isomorphic to su(Z). (See for example, [2] , [5] , or [7] .) One can actually verify this assertion directly in the following manner. Let us complexify O and obtain a basis for O c by taking:
Products between these elements can be calculated using (2.1). We list the results below where we adopt the convention that e jH = 1 if (jkl) is an even permutation of {1, 2, 3}, ε jkl = -1 if the permutation is odd, and ε jH = 0 if (jkl) is not a permutation of {1, 2, 3}, and d jk is the Kronecker delta. (3), and X is the module which we have been denoting by 3 (it is 3 x 1 matrices on which s£(3) acts by matrix multiplication), and Y is 3 (it is 1 x 3 matrices on which the action of s£ (3) is right multiplication by minus the matrix). From these observations it follows that if Z denotes the span of e u , e Q in O, then L leaves Z invariant, while our previous remarks show that Z must be an irreducible module for su (S) .
Let us consider the L-module homomorphisms of Z 0 Z into Z. Since Z c = X + Y, and since 3 (x) 3 = 6 +3, 3 (x) 3 = 6 + 3 and 3<g)3 = 8 + 1 we see dim c Hom Zc
It is spanned by the homomorphisms φ u φ 2 where φ γ (u ό ® u k ) -s jkl u*, φ 2 (u* (x) u*) = e jkl u lf and φ x and <p 2 are 0 on all products of basis elements not of the specified type.
Given φe'Rom L {Z0 Z, Z), then ψ lifts to an L c -homomorphism of (X + Y) (x) (X + Γ) into X + Γ, and so 9 = αφ x + bφ 2 where a,beC.
Therefore <£>((% + u*) (x) (% + u*)) = e jH (au* + 6%ι). But since u 3 -+ ^ and u k + w* lie in Z, so does αuf + bn u and α%* + but = a(uι + %*) + βίO? -%) where a, βeR.
Thus α = α + βi, b = a -βί and 6 = ά. It follows that
These equations determine the effect of φ on the e r (x) e s basis of
Since the modules involved are unique up to isomorphism, the general case of an irreducible 6-dimensional sw(3)-module Z which becomes 3 + 3 upon complexification is no different from the behavior just observed. There is a basis e u •••, e 6 of Z such that any su(3)m odule homomorphism φ is given as above for some a, βeR. If Z is a summand in an algebra A which admits su(3) as derivations, then these homomorphisms determine the possible products from Z x Z to Z, and since the homomorphisms are all skew-symmetric, the products will be anticommutative.
Thus we may assume that the products from Z x Z to Z are given by (4.3) for some a, βeR. ). Since 7 = 7 and ζ = ζ, the z's lie in Z, and they are the desired basis.
To calculate further entries in the (4.2) table let us recall that 3®3 = 8 + l. (This resolution can be concretely realized by the matrix multiplication of a 3 x 1 matrix with a 1 x 3 matrix followed by projection onto sl(3) and C-I). Thus, Vj(&v* -+δ Sh w is an sί(3)-module homomorphism of 3(x)3 onto the 1-dimensional module spanned by w, and any other one is just a complex multiple of this homomorphism. From this it follows that any sw (3) The relations 103 = 3, l(x)3 = 3 similarly imply the existence of scalars σ ly σ 2 eR such that
In this fashion one obtains the entries in the table involving the σ's and τ's. Since Ru + Bv is a subalgebra, the products u 2 , uv, vu, v 2 are of the form indicated by (4.2), and the determination of the . Hence Der A is a compact G 2 in this case. Conversely suppose Der A is a compact form of G 2 . Then A decomposes relative to Der A into a 1-dimensional module U and a 7-dimensional irreducible module Fas in § 2. Since Z is the image of A under su(S) £ Der A, Z must be contained in V, the image of A under Der A. Every element of V is known to square to an element in U (see Table 2 .1), but every element of Z squares to an multiple of u. Thus U is the span of u, and V is the span of the z's and v + Xu for some xeR.
It follows that right or left multiplication by u on V, and also on U, must be a scalar multiple of the identity transformation, and this implies that 0*2 = 0! = τ 2 , θ x -0, θ 2 = σ l9 and θ z = τ x . Since A is a division algebra, left or right multiplication by a nonzero linear combination of u and v on z t must be nonzero, and this forces <? 4 Φ 0 and τ 4 ^ 0.
We deduce further relations by recalling that products from V x V ~> V are the same as in the octonions. Thus, they share the property that if x, y and yx are in V, then (yx)x e Ry and y(yx) e Rx, since these properties follow from the alternativity of the octonions. (See for example, Schafer [9] .) Such elements are that y]i~-1, so that all the conditions in (4.5) do indeed hold when Der A = compact G 2 .
The question of when a real algebra with multiplication given by (4.2) is a division algebra is formidable because of the large number of scalars in the multiplication table. However, we can exhibit division algebras of this type which have su(S) as their full derivation algebra. The easiest example is obtained by taking the values of the constants prescribed in (4.5) with the sole exception that 7]± is some negative number besides -1. This algebra was shown to be a division algebra in ( [1] , Theorem 20), and it has su(Z) as its derivation algebra according to Theorem 4.4. (2) . An irreducible sl(2) 0 βZ(2)-module over C is just the tensor product of two irreducible sl(2)-modules (one for each summand of sϊ (2)0sϊ(2)). If V λ is an irreducible module for the first copy of sl(2) f and V 2 for the second copy, and if dim V 1 = m and dim V 2 = n, then V 1 ®V 2 is an irreducible module for sl(2) 0 sl(2) of dimension mn, and we denote this module by m®n.
The case Der
Suppose now su(2) 0 su(2) £ Der A where A is a real division algebra, and for convenience write S t and S 2 for the two copies of 8u (2) . As we explained in § 1, we have the ^-module decomposition 4 = 4 0 φ4 where A Q is the space of elements annihilated by S x and A* is the image of A under S x . Since S 1 and S 2 commute, it is easy to see that 
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A -A Ά A £D> A ffi A
Since the smallest nontrivial su(2)-module has dimension 3, we see A o * -0 or dim A o * ^ 3, and the same is true of A* o . Because (A**)c is just the sum of all irreducible sl(2) 0 sZ(2)-modules not annihilated by either summand, it follows that either A** = 0 or else dim A** ^ 4. We consider the various possibilities.
Of course, not all A* o , A θ5i< , A** can be zero, since S 1 (£)S 2 acts nontrivially on A. If A o * Φ 0 Φ A* o , then a simple dimension count shows A** = 0. Since (m (g) 1) (x) (1 (g) n) = m( §)n for sZ(2) 0 sί(2)-modules, A^QAQ^ £ (A* o ) c (A Oi|< ) c £ (A^Jc = 0. This contradiction enables us to conclude either A* o = 0 or Λ o+ = 0. Without loss of generality we suppose that A 0Hί = 0, and hence A^iooφA^φA^. In this decomposition A** Φ 0, since otherwise S 2 would act trivially on A. Now (Am) c is comprised of a sum of modules of the following types: 2 (g) 2, 2 (g) 3, 3 (g) 2, 2 (g) 4, 4 (g) 2. In any event, (A^) c is the direct sum of copies of modules of dimension 2 when it is decomposed relative to one of the copies of sl (2) . Since 2(x)2 = 3 + l for sί(2)-modules it must be that (A**) If dim A oo = 0, then dim A* o -dim A** = 4 and (Ac)*,, = 2 relative to (SJc = sl (2) . But then A c is just the sum of 2-dimensional modules for (SJc, and as above 2 (x) 2 = 3 + 1 shows that all products are zero. Thus, it is impossible for A oo to be zero.
Consider now the possibility A* 0 = 0. In this instance dimA 00 = dim A** = 4, and every derivation of A in S L 0S 2 has rank <^ 4. If this is the case, then any space of commuting derivations has dimension not more than one according to ([1] , Corollary 16). However, S x 0 S 2 has a 2-dimensional space of commuting derivations, so we arrive at a contradiction. Therefore A* o Φ 0, and since A oo Φ 0 and dim A** = 4, it must be that dim A* o = 3. This is the first part of the principal result of this section which we are now ready to state and prove. THEOREM (2) . There exists a basis u, x lf x 2 , α? 8 , y u 2/2, V*, y± such that the multiplication in A is given by (5.2) for some β, 7, <5, ε, 7), ζ, θ, p, σ 6 R. Furthermore, Der A is either su (2) (2) which acts irreducibly on X, and let d [, d 2 , d' 3 be the corresponding basis for the other copy. Since the module X is just the adjoint representation of su (2), there is a basis x l9 x 2 , x 3 of X such that the action of su(2) 0 su{2) on X is given by Thus, Y must be isomorphic to the span of the y's. In order to deduce the products X 2 , UX, and XU, we recall that for sί(2)-modules 3(g)3 = 5 + 3 + l, and 3 (g) 1 = 3 (see (1.6) ). Thus, X 2 £ X + U, and XU + UX £ X, and up to scalar multiple there is just one possible product in each case. The product from X x X to X is just the Lie product on su (2) , from X x X to U the product is simply the inner product (as seen from the quaternions on which su(2) acts as derivations), and from Ix U to X or U x X to X the product is just multiplication by a scalar. After replacing each x { by an appropriate scalar multiple of itself, we obtain the portion of the multiplication table (5.2) pertaining to products on X + U.
Let A be a real division algebra such that sw(2)0sw(2)£Der A. Then as an su(2)®su(2)-module, A is a direct sum of a l'dimensional module U annihilated by both copies of su(2), a ^-dimensional module X irreducible under one copy of su(2) and annihilated by the other, and a ^-dimensional module Y irreducible under both copies of su
Now for products involving Y, we have (3 (g) 1) (g) (2 (g) 2) = (3 <g) 2) (g) (1 <g) 2) = (4 + 2)<g) 2 = 4 (g) 2 + 2(g) 2. Thus, XY+ YXQ Y, dim c Hom sZ (2)φ8m) (X c (g) F c , F c ) = 1, and consequently dim Λ Hom 8ίt (2)Θβtt (2) 
Moreover, (2 (g> 2) (g) (2 (g) 2) = (3 + 1) <g) (3 + 1) demonstrates that F 2 £X+ U, dim* Hom βll (2)Θfll(ί) (F<g)F, X)^l, and dim Λ Hom SM (2)θ81t (2) (Γ(g) F, J7) ^ 1. Finally (1 (g) 1) (g) (2 (g) 2) = 2 (g) 2 shows that constants σ, peR exist so that Ί&^ = py ά and ^-^ = σy 6 for all j.
In order to find the products XY 9 span a sw(2) φ si6(2) subalgebra of the derivation algebra of the octonions with multiplication as above. Moreover, if one makes the following identifications u <-> 1, x x <-+ β x , α? 2 «-» e 2 , ίc 3 *-^> e 4 , y λ <--»• e 3 , ?/ 2 ^-> e 5 , / 3 •-» β 6 , and #4 «-> β 7 , the action of su (2) If Der A properly contains su(2) φ su(2) for a division algebra A with multiplication given by (5.2) , then Der A must be a compact G 2 , since this is the only Lie algebra in our classification of derivation algebras of real division algebras which can properly contain su(2)@ su (2) . The proof of Theorem 5.1 will be complete if we can show that Der A is a compact G 2 if and only if (5.5) ε = 1 = η, βy = δ, ζ = p, Θ = σ, 7 > 0, and βpσ < 0 .
If A satisfies the relations (5.5), then (5.2) reduces to the multiplication given in (2.1) ViV 2 ) 6 (^2). The same property must also hold for φ~\ V) = X+ F, so that using (5.2) using ζ = p and 0 = (7. If β<ocτ > 0, we can set c = Vβ~ιρσ in the last calculation and obtain zero divisors. Thus, βpσ < 0 in a division algebra, and we have verified all the relations of (5.5).
• Although we shall not attempt to derive necessary and sufficient conditions on the constants for the algebra A given by (5.2) to be a division algebra, we note that there do exist division algebras of this form with Der A -su(2) φ su (2) . For example, if we choose e = l = ^ = 7, β <0, β -£ δ <0, ζ = p = l = θ = σ, then A is isomorphic to the division algebra of ( [1] , Theorem 20) using the map u^u 9 x 1^ e lf x 2 <-> e 2 , x 3 <-e 4 , y 1 -e 3 , y 2 -e β , y z -> e Q , y, «-> e 7 .
6* The case Der A = su (2) and Cer A = su(2) + N. Suppose now A is a real division algebra and that su(2) £ Der A. Using the convention explained in § 1 of denoting an irreducible su (2) Proof. We suppose first that A is a direct sum of odd-dimensional irreducible modules. At least one irreducible module of dimension g: 3 must be present, since su(2) cannot act trivially on all of A. Then the only possibility when dim A = 4 is 1 + 3. For dim A = 8, we note that the elements of A annihilated by all of su(2) form a subalgebra which has dimension 0, 1, 2, or 4. With this restriction on the number of Γs in the decomposition, it is immediate that the only possible decompositions are 1 + 7, 3 + 5, and 1 + 1 + 3 + 3.
Suppose then that A has an even-dimensional irreducible module. Since by (1.6) the product of even-dimensional irreducible modules in A c must lie in the sum of the odd-dimensional irreducible modules, the same is true in A. Thus A must also have odd-dimensional irreducible modules. In fact, the dimension of the sum of the odddimensional irreducible modules must be the same as the dimension of the sum of the even-dimensional modules, since right multiplication by any nonzero element of an even-dimensional irreducible module will map each of these two spaces into the other. As the smallest even-dimensional irreducible su(2)-module has dimension 4, it follows that dim A = 8 and that A is the sum of a single 4-dimensional irreducible module and some odd-dimensional irreducible modules. The only possibilities are 1 + 3 + 4 and 1 + 1 + 1 +
+ 4.
We discuss in turn each of the cases that arise in Proposition 6.1 beginning with the case 1 + 3. This case is very similar to the case when Der A = compact G 2 , since we see that there is exactly one product from 3 x 3 to 3 and one from 3 x 3 to 1. Then A is just like the quaternions except that there are several constants in the table. Specifically the multiplication table for A is given by
where we have normalized e^ e 29 e± to make the scalar involved in the product from 3 x 3 to 3 become 1, and we have normalized u so that u 2 = u. Since this algebra is a subalgebra of the algebra given by (2.1), it is a division algebra if βηζ > 0 by Theorem 2.2. Conversely, if the algebra given by (6.2) is a division algebra, then the equation 0 = (a o u + α^i + a 2 e 2 + α 4 e 4 )(δ 0 w + Mi + b 2 e 2 + δ 4 e 4 ) can hold only if either all the α's or all the 6's are zero. An argument identical to the proof of Theorem 2.2 shows that this condition implies βηζ > 0. We have proved THEOREM 6.3. A ^-dimensional real algebra is a division algebra with su (2) as its derivation algebra if and only if A has a basis u, e lf e 2 , β 4 with multiplication given by (6.2) for some real numbers β, η 9 ζ such that βηζ > 0.
The best known algebra belonging to the class defined by (6.2) is of course the algebra of quaternions, which arises by taking β = Ύ] = ζ = 1. If we take β = 1 and η = -1 = ζ, we obtain the pseudo-quaternions of Okubo [8] .
We consider next the case when A has the decomposition 1 + 7. Here we can establish THEOREM 6.4. If A is a real division algebra with su(2)QΌeτ A, and if A breaks up as an su (2)-module into a sum of a 1-dimen* sional module and an irreducible 7'-dimensional module, then Der A is a compact G 2 . Hence the structure of A is described by Theorem 2.2.
Proof. Let A be an algebra satisfying the hypotheses of Theorem 6.4, let U be the 1-dimensional module, and let E be the irreducible 7-dimensional module. Then Ϊ7(x) U = U, and so U is a subalgebra spanned by an idempotent u. Also, Z7® E ~ E, and right multiplication by u acts on £ as a scalar multiple of the identity transformation. Similarly, left multiplication by u acts on ί as a scalar multiple of the identity. By the Clebsch-Gordan formula, there is up to a scalar multiple exactly one homomorphism from E <g) E to E, and exactly one from E (g) E to U. If we can show that these are the same two homomorphisms which come out of the algebras defined by (2.1), we will have shown that the present algebra A belongs to the class of algebras defined by (2.1) . In order to demonstrate that these homomorphisms are the same, it is sufficient to exhibit an algebra which satisfies the hypotheses of Theorem 6.4 and which also has the form (2.1), since the modules involved are unique up to isomorphism. Thus, it suffices to establish that the octonions O satisfy the hypotheses of Theorem 6.4.
Letting O be spanned by u, e u , e 7 where multiplication is given by (2.1) with β = η = ζ = 1, we show that there exists a subalgebra of DerO isomorphic to su(2) which acts irreducibly on E = (e l9 , e 7 ). As we noted in § 5, the maps (2) .
It remains to show that E is irreducible under this copy S of 8u (2) . We show first that each basis element e 5 generates all of E under the action of S. Let M{e 3 ) denote the S-submodule of E will have shorter length than w for some a e {0, 2, 4, 6} and that
Since w has the shortest length among all nonzero elements, we obtain w x = 0 for some α, which implies that w has one of the forms λiβi + λ 3 β 3 , λ 2 β 2 + λ 6 e 6 , λ 4 e 4 + λ 5 e 5 , λ 7 β 7 .
The case when w = X 7 e 7 has already been eliminated. If w = λ^ + λ 3 β 3 , then 2λ x^; + \d t w = (2λ? + 2X3)^, showing that e t is in the submodule generated by w. But we have shown that e 1 generates all of E, so w could not be of the form λ^ + λ 3 β 3 . An identical argument rules out the cases when w = X 2 e 2 + λ 6 e 6 and w = λ 4 e 4 +λ 5 e 5 . Thus E is an irreducible S-module.
We turn now to the case when A is a direct sum of an irreducible 3-dimensional su(2)-module and an irreducible 5-dimensional sw(2)-module. Since each of 3x3, 3x5, 5x3, 5x5 has one multiplication into each of 3 and 5, there will be eight constants in the multiplication table of A. One can construct A by thinking of A as the 3x3 skew-Hermitian complex matrices of trace zero, where both su (2) and the 3-dimensional submodule of A are identified with the subspace of matrices which are skew (as well as skewHermitian), and where the 5-dimensional module is those matrices which are symmetric (and skew-Hermitian). The action of su (2) on the two modules is the Lie product, and the different multiplications between the two modules in A are obtained by resolving into the 3 and 5-components the two products on this set of matrices given in (3.1).
As is obvious from the construction of A, the algebras occurring here include the class of algebras studied in § 3. On the other hand, when A has no 1-dimensional submodule for su (2) , it cannot have a 1-dimensional submodule for all of Der A, which rules out the cases that Der A is either a compact G 2 or su(2) 0 su (2) , and the case when Der A = su(S) and A is not an irreducible su(Z)-module. We have established most of THEOREM 6.5. If A is a real division algebra with su (2) Proof. In view of our classification of the derivation algebras of division algebras and of the remarks in the paragraph before the statement of the theorem, it is only necessary to rule out the case that Der A = su (2) 0 N where N is a 1-dimensional Lie algebra. Employing the representation of A explained above, we let 3^ 3 2 , 3 3 be the basis of su (2) and x lf x 2 , x 3 the basis for the 3-dimensional module X defined by • REMARK. The question of whether real division algebras satisfying the hypotheses of Theorem 6.5 and having Der A = su(2) actually exist has not been settled, to the best of our knowledge.
Consider next the case when the decomposition of A as su (2)m odules is 1 + 1 + 3 + 3. By determining all possible homomorphisms from the tensor product of two summands into a third summand, one can obtain a general multiplication table with 40 different scalars, but the number of constants can be decreased by making a judicious choice of basis. This class of algebras clearly contains those division algebras with Der A = su(β) where A is not an irreducible sw(3)-module, and hence also the division algebras where Der A = compact G 2 . It also contains the algebras with Der A -su(2) φ su (2) , since in the notation of (5.3) and (5.4) (2) under which A has the decomposition 1 + 1 + 3 + 3. We don't know whether the case when Der A = su(β) and A is an irreducible su(3)-module is included in the present case, or whether there exist real division algebras with the decomposition 1 + 1 + 3 + 3 where Der A is either just su (2) or su (2) + N.
We turn briefly to the case where A has the s^(2)-module decomposition 1 + 3 + 4. The general multiplication table here can be written out using 21 constants. It is clear that those division algebras where Der A = su(2) φ su (2) or Der A = compact G 2 are included in this class. The division algebras with Der A = su(3) and A not an irreducible sw(3)-module are clearly not included in the 1 + 3 + 4 case, but it is less clear whether the case when Der Asu(S) and A is an irreducible s^(3)-module is included. We have not attempted to settle whether there are division algebras of this type with Der A = su (2) or Der A = su (2) φ N for the case 1 + 3 + 4.
Our final case is when the s^(2)-module decomposition is 1 + 1 + 1 + 1 + 4. Again those division algebras where Der A = su(2)®su (2) or Der A -compact G 2 are included in this class. We don't know whether either type of division algebra with Der A = su(Z) occurs here. For this case we will prove that there are division algebras with Der A = su (2) and also with Der A = su (2) φ N.
Let A be an algebra with basis u, e l9 e 2 , , e Ί and multiplication as in the octonions except that the squares of the e/s are not all equal. Specifically, products in A are given by [1, Theorem 20 ] that this algebra is a real division algebra, and we want to calculate its derivations for appropriate conditions on the /3's. In particular, we shall establish THEOREM 6.9. Let A be the real division algebra defined by Comparing with (5.4), we see that (6.10) defines an irreducible module action of su (2) Since we showed in § 5 that 91, d 2 , d [ are derivations of the octonions and since the present algebra is the same as the octonions except for the squares of the e s, the maps d [, d[, d [ will act as derivations on any product of basis vectors where the verification does not depend on calculating the square of an e^ In particular, the d^s act as derivations on all products of the form E Q E 1 or EJΰ 0 . For the remaining products-those of the type E x E lf one can verify directly using (6.10) and the fact that β s -β δ = β 6 = β 7 that each d[ behaves as a derivation. Thus, d[, d[, d [ are derivations and span a copy of su (2) If α 24 = 0, the argument of the last paragraph shows that 3 e su (2) , implying that dim Der A <£ dim su(2) + 1 = 4. Thus, in order to prove that Der A = su (2) + N, it is sufficient to show that Der A contains a nonzero derivation 3 X which commutes with 3J, 3 2 , 3g. We claim that if 3 X is defined by 3i(w) = 0, dM = 0, 3 x (e 2 ) = 2e 4 , d 1 (e 4 ) = -2e 2 , then 3 X is a derivation of A commuting with 3ί, 3 2 , 3 3 . We saw in § 5 that d 1 is a derivation of the octonions commuting with d [, 3 2 , 3 3 (see (5.4) ). Thus 3 X must also commute here with 3J, 3 2 , 3 3 , and 3 L must act as a derivation on any product of basis vectors, since in those cases where the calculation involves squaring on e if the two 
s s
Proof. From (7.4) we know that x ι y 1 e Z, say x 1 y ι -Ί X Z X + 7 2 z 2 . Applying d 1 and 3 2 respectively to this relation and using (7.2), we obtain By identical arguments, we obtain all the entries in (7.4) of the forms UX, UY, UZ, XU, YU, and ZU. Choosing β u β 2 , δ l9 δ 2 e R with x\ = βjUx + β 2 u 2 and x x x 2 = S^ + δ 2 u 2 , we have the relations 0 = 0 = d^xfo) = 3i(a?i)a?2 + #iδi(x 2 ) = ^2 -»ϊ which give us x\ and x 2 x lm The entries in (7.4) of the form Y 2 and Z 2 are found in the same way. Finally, the derivations 3! and 3 2 impose no restrictions at all on the subspace Z7, so the constants have to be all different here.
• we get α 35 = -α 67 . Thus, Der A is at most 1-dimensional. To show that dim Der A = 1, it is sufficient to verify that the special case of (7.8) with α 35 = 1 and α 67 = -1 is a derivation of A. But this linear transformation was shown to be a derivation of the octonions in § 5 (under the correspondence e 3 *-* y lf e 5 *-# 2 , e β «-j/ 8 , ^r «-* 3/* 3 corresponds to 3 2 in (5.4)), and so 3 will act as a derivation on any product of basis vectors where the verification does not depend on calculating the square of an e t . Since /3 3 = β 5 and β 6 = β 7 in the case we are considering, it is clear from (7.8) that 3 will act as a derivation even in those cases where the verification depends on calculating the square of an e t . Finally, suppose that the hypotheses of part (iii) of Theorem 7.7 hold. Then Lemma 6.11 shows that any 3 6 Der A has the form we see that dim Der A <; 2. It suffices to show that the special cases of (7.9) defined by the If A is a finite-dimensional real algebra with L = Der A as its derivation algebra, then the connected Lie group G corresponding to the Lie algebra L acts as a group of automorphisms on A. Furthermore, G necessarily has finite index in Aut A, the group of all automorphisms of A. One might ask in the case of a real division algebra whether G can be properly contained in Aut A, and we shall give an example to show that this can happen. In the algebra A defined by (6.8) with all /3's distinct, we have shown that Der A = 0 and hence G -1. On the other hand, this algebra has 8 automorphisms, as one sees by noting that for any choice of ε l9 ε 2 , ε 3 e {1, -1} the map is an automorphism of A.
