Cells of the cyanobacterium Synechococcus elongatus possess a circadian clock in the form of three core 9 clock proteins (the Kai proteins) whose concentrations and phosphorylation states oscillate with daily pe-10 riodicity under constant conditions [1]. The circadian clock regulates the cell cycle such that the timing of 11 cell divisions is biased towards certain times during the circadian period [2, 3, 4, 5], but the mechanism un-12 derlying how the clock regulates division timing remains unclear. Here, we propose a mechanism in which 13 a protein limiting for division accumulates at a rate proportional to cell volume growth and modulated by 14 the clock. This "modulated rates" model, in which the clock signal is integrated over time to affect division 15 timing, differs fundamentally from the previously proposed "gating" concept, in which the clock is assumed 16 to suppress divisions during a specific time window [2, 3]. We found that while both models can capture 17 the single-cell statistics of division timing in S. elongatus, only the modulated rates model robustly places 18 divisions away from darkness during changes in the environment. Moreover, within the framework of the 19 modulated rates model, existing experiments on S. elongatus are consistent with the simple mechanism that 20 division timing is regulated by the accumulation of a division limiting protein in phase with genes whose 21 activity peak at dusk. 22 2 Results
to the environmental light intensity. The experimental light intensity profile is sinusoidal during the period 48 under light. We therefore model λ (θ ) as
where λ 0 is the maximum growth rate and T L is the duration of the period under light. λ 0 and T L are 50 known parameters. For our analyses, we use cell volume and cell length interchangeably since volume can 51 be well approximated as proportional to cell length in rod-shaped bacteria that grow by elongation such 52 as S. elongatus [16] . Experimentally, cells divide approximately symmetrically with small fluctuations in 53 the division ratio (i.e. 0.51 ± 0.02 in the data set for wild type cells under LL). We assumed perfectly 54 symmetrical divisions in our models. Divisor accumulation can describe division timing in a clock-deletion strain 56 To construct a basic model of division timing without a clock, we considered the experiments on the 57 clock-deletion strain. Under LL, the clock-deletion strain behaves, with minor deviations, like several 58 other microbes whose cells appear to add a constant size from birth to division on average ( Fig. 2a ) 59 [6, 8, 11, 12, 17, 18] . Inspired by models that sought to describe such single-cell correlations (SM Sec-60 tion 5.1) [9, 19, 20] , we considered the following "divisor accumulation" model. Its basic component is the 61 accumulation of a divisor protein limiting for division, whose amount is denoted by X, at a rate proportional 62 to volume growth,
Here, r is the degradation rate of the divisor. Division occurs upon the accumulation of a threshold amount 64 X 0 of divisors. Divisors are consumed during division so that the amount of divisors is zero at birth, denoted
The resetting of divisors could be describing a scenario similar to the disassembly of the divisome in E. coli typically do not have enough divisors to divide immediately after dawn ( Fig. 2ce , SM Section 5.1). Un-89 der LD, p (t d ) is bimodal because some cells divide before reaching a period of darkness (short-generation 90 cells), whereas other cells must wait through a period of darkness before division (long-generation cells).
91
The model is able to capture the mean generation times of both short-and long-generation cells ( Fig. 2df , 92 SM Section 5.1). Moreover, the model predictions for the distributions of and the correlations between the 93 other stochastic variables also agree with experiments ( Fig. S3abc ). Taken together, divisor accumulation is 94 a simple mechanistic model that can capture the statistics of division timing in the clock-deletion strain. by the divisor accumulation model without a clock ( Fig. 3ab ). We therefore considered a modulated rates 101 model where the rate of accumulation of the divisor is modulated by a periodic function y (θ ),
y (θ ) could be describing, for example, the approximately sinusoidal promoter activity of FtsZ under LL
103
[25]. We therefore assumed the following sinusoidal form,
where ω = 2π/ (24 h), and A and ϕ are the magnitude and phase offset of the modulation. The modulated rates model, in which the clock signal is integrated over time to affect division timing, dif-138 fers fundamentally from the widely considered gating hypothesis, which assumes that the clock suppresses 139 divisions during a specific time window [2, 3] . We next sought to distinguish between the two hypotheses 140 by incorporating the gating hypothesis into the framework of the divisor accumulation model, and compar-141 ing the predictions of the two models. In our gating model, divisors accumulate without modulation by the 142 clock, as in Eq. 3. However, only a fraction y (θ ) of the accumulated divisors is active in contributing to 143 reaching the threshold. That is,
whereX is the amount of active divisors. A threshold amount of active divisors triggers division,
All other aspects of the gating model are the same as the modulated rates model. The gating function y (θ ) 146 could be, for example, a step function equal to zero during the window of suppressed division and one 147 otherwise, which is exactly the case considered in Ref. [3] . To compare the gating and the modulated rates 148 models without additional differences, we considered the case where y (θ ) is sinusoidal as in Eq. 8. By 149 using the same fitting procedure as for the modulated rates model, we found that the gating model can also 150 capture the effects of the clock on the statistics of division timing (Fig. S5 ). To more clearly distinguish 151 between the two hypotheses, we next sought to understand how the two models differ qualitatively.
152
First, the best fit values of ϕ suggest that the effect on division timing by the clock is implemented by 153 different molecular players in the two models. For the modulated rates model, one mechanistic interpretation 154 is that y (θ ) describes the promoter activity of the divisor. In this case, the value of ϕ is related to the phase 155 at the peak of the concentration of the divisor (SM Section 5.1). Specifically, we found that the divisor 156 concentration peaks approximately 12 ± 1 hours after dawn under 12:12 LD ( to determine the activity of the Kai proteins, and other potential modulators of division timing, would help 181 verify the above distinction between the two models.
182
The differences between the two models in predictions involving ϕ arise from the difference between 183 integrating a signal over time, and acting on the signal instantaneously. By taking the derivative of Eq. 9, 184 the gating model can be rewritten as,
which is equivalent to the modulated rates model for the variableX with an extra term X (dy/dt). When hold. The above difference between the two models could be relevant for cells in nature facing fluctuations 207 in environmental light intensity [29] . The experimental realization of the scenario would be one way to 208 directly differentiate the two models. [26], as well as the concentration of the divisor and effector in the modulated rates and gating models, respectively, as determined from the best fit values of ϕ in the two models (SM Section 5.1).
a b 3 Discussion
210
How cyanobacteria regulate division timing has been studied for decades, but how and why the clock reg-211 ulates division timing remain unclear [2, 4, 5, 30] . One widely considered mechanism is that of gating,
212
where the signal from the clock is assumed to suppress divisions in a specific time window [2, 3] . Here, we 213 proposed a different mechanism of modulated rates, where the signal from the clock is integrated over time 214 to affect division timing. Biologically, the gating model could correspond to a post-translational mechanism
To distinguish between the two mechanisms, we formulated a simple framework that describes how cell Intuition for model behavior. Compared to the case without degradation, the long-generation cells now have even longer generation times due to the degradation of accumulated divisors during darkness. The long-361 generation cells must now compensate for the degraded divisors, and therefore will be larger at division.
362
Cells with the largest t d are therefore also the largest cells at division (Fig. S2a) . These cells might go on to 363 become short-generation cells with small generation times. In this way, degradation increases the difference 364 between the mean generation times of short-and long-generation cells. Similarly, coupling division timing 365 to the clock introduces correlations between cell size and division timing, as explained in the main text and 366 shown in Fig. S2b , as well as increases the difference between the mean generation times of short-and 367 long-generation cells. Divisor concentration. Within the modulated rates model, the concentration of the divisor, x = X/V , lags 369 some time behind the promoter activity described by y (θ ). The lag duration can be estimated by ignoring 370 divisions and calculating the resulting concentration by integrating for X (t) /V (t) as t → ∞, which gives
where t = ωt + πϕ/12. Therefore, if (λ + r) ω, then x ∝ y and the promoter activity and the concen-
Summary of the parameter values used and comparisons to data
For the purpose of analyzing the statistics of division timing, there are only two free parameters (A and ϕ) 379 in the models, whereas the other parameters (λ 0 , r, σ ) are already determined and fixed or extracted from 380 the data. The maximum growth rate λ 0 is extracted from the experimentally observed instantaneous growth 381 rates. As explained in the main text, the degradation rate r is assumed to be the same as inferred from the 382 experiments with the clock-deletion strain. The magnitude of the coarse-grained stochasticity σ is chosen 383 to match the experimentally observed CV of cell lengths at birth. The two remaining parameters describing 384 the modulation function y (θ ) must then explain the statistics of division timing, including those shown in 385 Figs. 2, 3, Fig. S3 , and Table S3 . WT, LL 0.2 ± 0.1 0.1 ± 0.1 7 ± 1 13 ± 1 0.11 0.11 14.7 WT, 16:8 LD 0.8 ± 0.1 0.5 ± 0.1 9 ± 1 11 ± 1 0.10 0.08 7.0 WT, 12:12 LD 0.4 ± 0.1 0.2 ± 0.1 7 ± 1 8 ± 1 0.17 0.15 5.5 Table 2 : The best fit or extracted values for the parameters of the modulated rates (M) and the gating (G) models for the wild type (WT) and the clock-deletion (del) strains under various environments. -denotes parameters not applicable to that condition. τ 0 = ln 2/λ 0 is the fastest doubling time corresponding to the maximum growth rate λ 0 , and is extracted from the experiments. σ is chosen to match the experimentally observed standard deviation of cell lengths at birth. The best fit value of r ≈ 0.025 ± 0.006 h −1 , corresponding to a half-life of 28 ± 6 h, was determined for the clock-deletion strain under 16:8 LD, and was used for all environments. Error bars on A, ϕ, and r denote intervals (to the precision specified) outside which the best fit value has a significance level smaller than 0.01 by likelihood analysis (Methods). The predictions were obtained by simulating the modulated rates model using the best fit values in Table   S2 and taking into account the recording protocol. 
Cousin-cousin correlations 404
Correlations in generation times along cell lineages have been used to study systems from cyanobacteria to 405 cancer cells [22, 30, 32] . In particular, the relations between the parent-child, sibling-sibling, and cousin-406 cousin correlations in generation times (ρ md , ρ ss , ρ cc , respectively) inform how division timing might be 407 inherited from the parent cell or affected by an underlying clock-like process. The modulated rates model 408 captures these correlations (Table S3 ).
409
Wild type under LL Modulated rates Model without clock Clock-deletion under LL ρ md −0.25 ± 0.12 −0.46 −0.27 −0.07 ± 0.13 ρ ss 0.62 ± 0.10 0.68 0.31 0.41 ± 0.11 ρ cc 0.46 ± 0.10 0.56 0.21 0.29 ± 0.13 Table 3 : Generation time correlations between mother-daughter, sister-sister, and cousin-cousin pairs (ρ md , ρ ss , ρ cc , respectively). The errors on the experimental values report 95% confidence intervals. Table S2 contains the parameter values used.
Further comparisons of the modulated rates model 410
To better understand the modulated rates model, we compared it to the model of Ref. [5] . First, we calcu-411 lated the likelihood functions for the model of Ref. [5] . Briefly, the model assumed that the instantaneous 412 probability to divide is dependent on the instantaneous cell size, cell size at birth, the growth rate, and the 413 circadian phase. In particular, the circadian phase modulates the probability to divide by a coupling function 414 (G (t) in Eq. 1 of Ref.
[5]) that is independent of the environment. We found that under LL conditions, the 415 modulated rates model and the model of Ref.
[5] have comparable goodness of fit to the data (Fig. S7a ).
416
However, under LD conditions, the model of Ref.
[5] does not capture the full extent of the bias of divisions 417 away from darkness under 16:8 LD (Fig. S7b ). This result suggests that within the framework of Ref.
[5], 418 the coupling function either varies with the environment or is modulated by an extra environmental factor, 419 analogous to our conclusion that within the modulated rates model, the best fit values of A and ϕ vary with 420 the environment. 
