The aim of this paper is to present the development of a synthetic phantom that can be used for the selection of optimal scanning parameters in computed tomography (CT) colonography. In this paper we attempt to evaluate the influence of the main scanning parameters including slice thickness, reconstruction interval, field of view, table speed and radiation dose on the overall performance of a computer aided detection (CAD)-CTC system. From these parameters the radiation dose received a special attention, as the major problem associated with CTC is the patient exposure to significant levels of ionising radiation. To examine the influence of the scanning parameters we performed 51 CT scans where the spread of scanning parameters was divided into seven different protocols. A large number of experimental tests were performed and the results analysed. The results show that automatic polyp detection is feasible even in cases when the CAD-CTC system was applied to low dose CT data acquired with the following protocol: 13 mAs/rotation with collimation of 1.5 mm × 16 mm, slice thickness of 3.0 mm, reconstruction interval of 1.5 mm, table speed of 30 mm per rotation. The CT phantom data acquired using this protocol was analysed by an automated CAD-CTC system and the experimental results indicate that our system identified all clinically significant polyps (i.e. larger than 5 mm).
Introduction
Colon cancer is the second leading cause of cancer deaths in the developed nations [1] [2] [3] and numerous studies indicated that early detection and removal of colon polyps is the most effective way to reduce colorectal cancer (CRC) mortality [4] [5] [6] [7] . Colonoscopy is widely considered the standard diagnostic technique for the detection of colonic neoplasia [8, 9] but it is important to mention that colonoscopy is a highly invasive and time consuming medical investigation [10] . Virtual colonoscopy (VC) or CT colonography (CTC) [11] [12] [13] [14] is a minimally invasive medical procedure that has been proposed as an alternative to conventional colonography. Since its introduction by Vining et al. [11] in 1994, CTC has received extensive attention from research community and many publications have emerged in areas of 3D surface rendering and visualization [15] [16] [17] , centerline calculation [18] , colon unfolding [19] and automated polyp detection [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] . Recent publications [22, 23, 35] indicate that the results returned by the automatic CAD-CTC polyp detection systems in the vast majority of cases closely match or even outperform the human reader performance. It is worth mentioning that the performance of the CAD-CTC systems is constantly improving and this is driven not only by the development of new more sophisticated algorithms for polyp detection but also by the advances in the development of the CT scanners. From this aspect, the current range of the multidetector CT (MDCT) scanners offers excellent image quality and the typical acquisition period is reduced to 20-30 s for a full abdominal scan.
The major concern associated with CTC is the fact that the patients are subjected to high levels of ionising radia-tion. The medical literature indicates that the level of ionising radiation received by the patients during the CT examination varies from 5 to 20 mSv [36] [37] [38] [39] [40] [41] and this radiation level may induce cancer in 0.05% of the patients older than 50 years that were subjected to a CT abdominal examination [42] . Cohen [43] indicates in his paper that the risk of inducing cancer in patients is significantly lowered when they are subjected to low-level radiation exposure and an important number of studies were carried out in order to identify the minimal level of radiation dose that can be used in CTC but without a negative impact on the detection of colorectal polyps [41, [44] [45] [46] . The identification of the optimal scanning parameters (collimation, slice thickness, table speed, reconstruction interval) is a difficult problem and this procedure is applied on synthetic phantoms that are designed to accurately model the human body [47] [48] [49] [50] [51] [52] [53] [54] [55] [56] [57] [58] . In this sense, Beaulieu et al. [47] used spherical plastic beads to model polyps while Dachman et al. [48] created false polyps in a pig colon by puckering the mucosa of the colon. Their studies focused on finding the imaging effect of collimation, tube current (pitch) and orientation when they analysed different sizes and types of polyps. Similar studies were performed by Taylor et al. [49] and Springer et al. [50] . Using a different approach, Whithing et al. [51] constructed an air filled acrylic cylinder where polyps of different sizes were attached on the inner side of the acrylic tube and they applied the developed phantom to evaluate the artefacts generated by the collimation and the tube current. Laghi et al. [54] and Embleton et al. [55] used synthetic and pig colons and their tests indicate that CT scans with a collimation of 4 mm × 2.5 mm, 1.25 mm reconstruction interval, 40 mAs/rotation generate datasets with sufficient resolution to be used for automated and manual CTC polyp detection. Ozgun et al. [56] used latex material to build phantom polyps having dimensions ranging from 1 to 10 mm. Their tests were focused on finding the minimal tube current that allows the detection of polyps larger than 5 mm. They reported that the detection of the polyps larger than 5 mm is feasible only if the CT scans are performed in the range 60-100 mAs/rotation.
In this paper we evaluate the effect of key scanning parameters (mAs/rotation, slice thickness, reconstruction interval, field of view and table speed) by analysing the CT data obtained by scanning a novel synthetic phantom. The phantom has been specifically designed for CAD-CTC to simulate colon polyps with different shapes (pedunculated, sessile and flat) and sizes (3-18 mm) . In our studies the CT phantom data is evaluated using an automated CAD-CTC system [34] in order to determine the influence of the scanning parameters on polyp detection. A special emphasis of our study is placed on determining the minimal radiation dose that allows robust identification of colonic polyps but not at the expense of reduced sensitivity in polyp detection. This paper is organized as follows. In Section 2 the development of the synthetic phantom is detailed. Section 3 briefly presents the automated CAD-CTC polyp detection system. In Section 4 the experimental results are presented and discussed while Section 5 concludes this paper.
Materials and methods

Phantom design
A synthetic phantom was constructed using a PVC tube, two acrylic tubes, two plastic plates and latex material to emulate the colon wall, polyps and folds. The external PVC tube is 230 mm long with a diameter of 300 mm. Acrylic tubes are 235 mm long and the dimensions of the inner and outer diameters are 40 and 50 mm, respectively. Hounsfield unit (HU) values of the PVC tube, acrylic tubes and plastic plates are 1500, 100, 90, respectively. The construction of the synthetic phantom is illustrated in Fig. 1 .
The polyp inserts for phantom were made using latex material having a HU value of −95. We have chosen to use latex as this material allows us to generate very realistic shapes (pedunculated, sessile, flat, flat-depressed) for polyps and folds as illustrated in Fig. 2 . In addition the HU values associated with the latex material approximate the HU values of the colon wall (∼10 HU). In CTC the large difference between the HU values associated with the air voxels (−1000 HU) and the HU values of the colon tissue are evaluated to identify the surface of the colon wall. The model for polyps was made from clay and liquid latex was poured into the model to create the latex polyp inserts. To make the surface of the latex sheet more realistic the thickness of the sheet was made uneven. We have created two sheets of latex containing 48 polyps having different sizes, seven flat polyps, two depressed flat polyps, 15 non-spherical polyps, two pedunculated polyps, 22 spherical/elliptical polyps and six haustral folds. In Fig. 3 several 3D views of some representative synthetic polyps are depicted.
Image acquisition
The developed phantom described in Section 2.1 was scanned using a 16-slice Siemens Somatom Sensation CT scanner in Mater Hospital, Dublin, Ireland. The phantom has been scanned in longitudinal (phantom was placed parallel to the CT scanner bed) and transversal directions, where the scanning parameters (collimation, slice thickness, field of view, table speed, reconstruction interval and mAs/rotation) were varied. All scans were performed at 120 kVp tube voltage. It is useful to note that the effective radiation dose is influenced by the value of the tube voltage but its relationship with image quality, tissue contrast and image noise is complex and the effect of this parameter would be difficult to be evaluated. Therefore, in our experiments we maintained the value of this parameter constant (120 kVp) because this is the standard value of the tube voltage used in most clinical examinations. The smoothing reconstruction filter used was the B30 filter [59] and this filter has been employed based on its optimal performance in data smoothing and noise removal (this is the filter used in most clinical studies and a detailed evaluation on the performance of the available smoothing filters is beyond the scope of this investigation).
In conjunction with our clinical partners from Mater Hospital we have chosen the following spread of parameters: collimation 0.75 mm × 16 mm and 1.5 mm × 16 mm, field of view: 325 and 360 mm, table speed: 20-30 mm/rotation, slice thickness of 1, 2 and 3 mm and mAs/rotation: 100, 80, 70, 60, 50, 40, 30, 20 and 13 (13 mAs/rotation is the minimum value that can be set for Siemens Somatom Sensation CT scanner used in our experiments). These scanning parameters have been divided into seven protocols as follows:
• 
CAD-CTC polyp detection algorithm
We have developed an automated CAD-CTC method designed to identify the colorectal polyps in CT data [34] that evaluates the local morphology of the colon wall. Initially, the colon is segmented using a seeded 3D region growing algorithm that was applied to segment the air voxels, which assures the robust identification of the colon wall. In some situations the colon is collapsed due to either insufficient insufflation or residual water. In order to address this issue we have developed a novel colon segmentation algorithm that is able to correctly identify the colon segments using knowledge about their sizes and location within the body in all imaging conditions (for more details refer to [60] ). After the identification of the colon wall, the normal vector is calculated for each voxel of the colon wall using the Hummel-Zucker operator [61] . The normal vectors sample the local orientation of the colonic surface and the suspicious candidate structures that may resemble polyps are extracted using a simple convexity analysis. The suspicious colonic surfaces (candidate surfaces) have convex properties and are detected using the 3D histogram and the Gaussian distribution of the Hough Points (for a detailed description of this algorithm refer to [34] ). This method is able to correctly identify all polyps above 3 mm but it is worth noting that this is achieved at the cost of a high level of false positives. In order to reduce the level of false positives, statistical features [34] including the standard deviation of surface variation, ellipsoid fitting error, sphere fitting error, three axes of the ellipsoid and the Gaussian sphere radius are calculated for each candidate surface that has been identified by the convexity method described before. These features are fed into a feature normalised classifier [62] that is able to decide whether the surface under investigation belongs to a polyp or a fold. The classifier was trained using a collection of 64 polyps and 354 folds that were selected by a radiologist. The developed CAD-CTC algorithm was tested on phantom (standard and low dose CT datasets) and real patient data (mAs/rotation of 100) and shows 100% sensitivity for polyps larger than 5 mm with a rate of 4.05 false positives per dataset.
Experiments and results
The aim of this paper is to evaluate the influence of the scanning parameters on the overall polyp detection results in CAD-CTC systems. In order to evaluate this, the synthetic phantom detailed in Section 2 has been scanned and a total of 51 CT datasets have been acquired using the seven protocols mentioned in Section 2.2.
When the CAD-CTC system has been applied to CT data acquired using the Protocol 1, the results indicate that 100% sensitivity has been achieved for polyps larger than 10 mm in both longitudinal and transversal positions for all radiation levels (100-13 mAs/rotation). For medium size polyps (5-10 mm) the sensitivity was 100% in all cases but 20 and 30 mAs/rotation, where the sensitivity rate was 95%. The reduction in sensitivity was caused by the undetected polyp illustrated in Fig. 4a which was situated close to the end plates. The sensitivity in polyp detection when the CAD-CTC algorithm was applied to CT data acquired using the Protocol 1 is illustrated in Fig. 5 . The sensitivity of the polyp detection achieved when the CAD-CTC algorithm has been applied to CT data acquired using the Protocol 2 is 100% for polyps larger than 10 mm. The sensitivity for medium size polyps (5-10 mm) dropped to 95% when the phantom was scanned with 30, 20 and 13 mAs/rotation. There was only one polyp undetected for data acquired with this protocol and is illustrated in Fig. 4b .
For CT data acquired using the Protocol 3, the polyp detection for all scans show 100% sensitivity except the case when the phantom has been scanned with 30 mAs/rotation. The polyp undetected is illustrated in Fig. 4b . The polyp detection sensitivity when the scans were performed using the Protocol 4 is 100% for polyps larger than 10 mm for all radiation doses except 100 mAs/rotation. The sensitivity in polyp detection for medium size polyps is also 100% except the case when the phantom has been scanned with 30 mAs/rotation when the sensitivity dropped to 95%. The polyp missed by the CAD-CTC system is illustrated in Fig. 4a . The sensitivity in polyp detection obtained when the CAD-CTC system was applied to CT data scanned using the Protocol 5 is lower than the sensitivity obtained when the Protocols 1-4 were employed. The reason for this is that no interpolation was applied to obtain an isometric dataset as the reconstruction interval is 0.8 mm and the voxel resolution is almost the same in all directions (the lower performance of the CAD-CTC system when applied to datasets acquired using the Protocol 5 is justified since the classifier is trained only with interpolated data). Sensitivity achieved for polyp detection when the CAD-CTC algorithm has been applied to CT data obtained using the Protocol 6 is 100% for all radiation doses except the case when the data is scanned with 20 mAs/rotation. The polyp missed by the polyp detection algorithm is illustrated in Fig. 4a . For CT data acquired using the Protocol 7, the polyp detection for all scans shows 100% sensitivity for polyps ≥ 10 mm, (5-10) mm and <5 mm. Results of the automated polyp detection for all 51 scans used in our experiments are depicted in Figs. 5-11. It is useful to note that the overall sensitivity achieved by our CAD-CTC system is lowered by the inclusion of flat polyps. The sensitivity rate for flat polyps is between 22 and 55% and our method has not been designed to detect this class of colorectal polyps. The flat polyps have distinct shapes and their identification should be approached by a CAD-CTC system that is specifically designed to deal with this type of polyps [63] . 
Effect of slice thickness, reconstruction interval and table speed
To analyse the effect of slice thickness and reconstruction interval, the synthetic phantom has been scanned using protocols where these parameters are varied (Protocols 1, 3, 4, 5 and 7). An important step preceding the application of the CAD-CTC algorithm is data interpolation. All CT datasets were interpolated in order to make them isometric except cases when they were obtained when the phantom was scanned using the Protocol 5. The CT data obtained using the Protocol 5 was not interpolated as the voxel resolution is almost similar in all directions (voxel width and height: 0.7 mm, voxel depth: 0.8 mm). The experimental results indicate that the performance of the CAD-CTC algorithm is virtually unchanged when it is applied to CT data acquired using the Protocols 1, 3, 4 and 7. The results obtained when the algorithm has been applied to data acquired using the Protocol 5 were worse than those obtained when the algorithm was applied to CT data obtained using other protocols. This has been generated by the fact that data interpolation has a smoothing effect on the 3D morphology of the colon wall and another important factor is that we have trained the classifier only with interpolated data.
Protocol 7 uses the collimation 0.75 mm × 16 mm that allows us to scan the phantom at a slice thickness of 1mm with a reconstruction interval of 0.7 mm. This protocol was Fig. 11 . Sensitivity of the polyp detection algorithm when applied to Protocol-7 CT data. used to scan the phantom to create near isometric voxels and to evaluate the influence of the lower collimation on the overall performance of the CAD-CTC system. Our automatic CAD-CTC algorithm shows 100% sensitivity for polyps ≥ 10 mm, (5-10) mm and <5 mm for all doses ranging from 22 to 100 mAs/rotation. As indicated in Fig. 11 our CAD-CTC system shows higher sensitivity when applied to 30 mAs/rotation CT data acquired using the Protocol 7 (100%) than in cases when the phantom was scanned at the same radiation dose using the Protocols 1-5. It is useful to note that the small increase in sensitivity noticed when the phantom was scanned using the Protocol 7 is obtained at the expense of a higher rate of false positives (generated by the uneven surface of the phantom) and higher radiation dose.
The field of view was set to 360 mm for Protocol 2 and to 325 mm for other protocols. The experimental data indicates that the field of view does not have a significant impact on the performance of the automated polyp detection algorithm.
Another parameter of interest is the table speed. To evaluate the influence of this parameter on the overall polyp detection results, we set this parameter to 20 mm/rotation for Protocol 6 and 30 mm/rotation for Protocols 1-5 and 7. At 30 and 20 mm/rotation table speeds the effective dose is 2.7 mSv at 100 mAs/rotation for Protocols 1-6. This parameter has a negligible effect on the radiation dose since the Siemens scanner used in our experiments utilises the "effective tube current" model where a variation in the scan time (the lower the scan time the higher the table speed) implies a concomitant variation in the tube current. For Siemens Somatom 16 slice CT scanner the lowest mAs/rotation that can be set at 20 mm/rotation table speed is 20 mAs/rotation whereas for 30 mm/rotation table speed the lowest mAs/rotation is 13. We have varied this parameter to evaluate only the effect of the motion artefacts and the experimental results indicate that the table speed has a marginal effect on the overall performance of our CAD-CTC system. Small benefits have been observed when the algorithm has been applied to the detection of small (not clinically significant) and flat polyps.
Level of noise and the radiation dose
In this element of the study we aim to evaluate the correlation between the image noise and the radiation dose. In this regard we have selected five circular regions of interest (ROIs) with a radius of 20 voxels that are evaluated for three consecutive slices (see Fig. 12 ). Since the data is homogenous (the phantom is filled with water) the level of noise can be accurately sampled by calculating the standard deviation (S.D.) of the voxel distribution within the circular region of interest.
For CT data scanned using the Protocols 1 and 3, the S.D. increased with a factor of 2.67 (S.D. = 26.59 for 100 mAs/rotation and S.D. = 70.95 for 13 mAs/rotation) when the scan was performed at 13 mAs/rotation when compared to the case when the phantom was scanned with 100 mAs/rotation radiation dose. The relation between the noise level and the radiation dose is almost linear and this is illustrated in Fig. 13 . In Fig. 13 is noticed a small decay in the plot for Protocol 1 that may be caused by the smoothing effect induced by the data interpolation procedure.
Conclusions
The experimental data presented in this paper is obtained by scanning the synthetic phantom described in Section 2.1. Although the phantom was designed to emulate as closely as possible the real clinical conditions it is worth noting that the synthetic data is not affected by factors such as motion artefacts (caused by breathing) or the presence of residual material such as fluid and stool that are currently experienced when analysing real patient data. One of the main aims of this investigation was the development of a study environment that allows us to determine the influence of the scanning parameters on the performance of the polyp detection algorithm. Currently, the performance of the existing CAD-CTC systems is evaluated on real patient data that is supplied by differ-ent research organizations that are not available for computer vision community. Therefore the absence of standard test data makes the performance evaluation of these systems restricted to the scenario they were tested. Thus, another important merit of this investigation is the generation of ground truth synthetic data that can be used to test all developed systems in the same conditions. For comparison purposes we have made the phantom data available on request from the following web page: http://www.eeng.dcu.ie/∼whelanp/cadctc. Typical size of a CT dataset is in the range (70-125 MB). It is useful to note that recently the Walter Reed Army Medical Center (WRAMC) database has been made available to the research community which will help the evaluation of the developed CAD-CTC systems but the main advantage of using synthetic data is the generation of unambiguous ground truth data (requires no validation by radiologists) that can be used especially in the development phase of the CAD-CTC systems.
Our CAD-CTC system indicates that automated polyp detection is feasible even at radiation doses as low as 13 mAs/rotation. The sensitivity rate in polyp detection achieved by our CAD-CTC system is always higher than 90% for polyps larger than 5 mm and the overall sensitivity for all types of polyps is higher than 80%. The sensitivity rate would be even higher as our method has not been trained for the detection of flat polyps. For this type of polyps the achieved sensitivity is in the range 22-55%. In our experiments one polyp (see Fig. 4a ) has been placed closed to the outer plastic plates of the phantom and at low radiation doses the image noise joined the surface of the polyp with the surface generated by the plastic plate and the classifier assigned this surface to be part of a fold. It is worth mentioning that this situation will not appear in clinical studies.
The main merit of this paper is the development of a realistic phantom that closely simulates the situations encountered in real clinical studies. Thus, we placed the main emphasis on evaluating the influence of the scanning parameters on the performance of the automated polyp detection. From these parameters we focused our attention on the radiation dose as the main concern regarding CT examinations is the exposure of the patients to ionizing radiation. Recent studies demonstrated that CT which accounts for 4% of the medical radiographic examinations contributes 35-40% of the cumulated radiation dose received by the patients [64] . Our study reveals that the reduction of mAs/rotation from 100 to 13 (1.5 mm × 16 mm collimation) reduced the effective dose from 2.7 to 0.35 mSv as it is illustrated in Fig. 14 . In our experiments we have also scanned the phantom using a reduced collimation (0.75 mm × 16 mm) but the experimental data indicates that the small increase in polyp detection sensitivity achieved by our CAD-CTC system does not justify the increased radiation dose that would be received by patients (there will be an 11% increase of the effective dose as illustrated in Fig. 14) . In addition it is worth noting that the volume of CT data acquired at a reduced collimation is significantly larger than the volume of CT data generated at 1.5 mm × 16 mm collimation and this will be a deterring factor when the data is evaluated manually by radiologists. We conclude that a reduced collimation is not justified since the increase in sensitivity is marginal and for clinical purposes a 1.5 mm × 16 mm collimation is deemed appropriate to detect the clinically significant colorectal polyps (see the results reported in Figs. 5-10 (1.5 mm × 16 mm colimation) and Fig. 11 (0.75 mm × 16 mm collimation)).
Also another important issue we tried to address in this paper is the relationship between the radiation dose and the impact on the performance of the CAD-CTC polyp detection algorithm. In this regard, our studies indicated that the level of image noise when the phantom was scanned with 13 mAs/rotation was higher with a factor of 2.67 than in the case when the phantom was scanned with 100 mAs/rotation radiation dose. Although the level of noise significantly increased at low radiation dose the effect on the performance in polyp detection is minimal. The experimental data presented in Figs. [5] [6] [7] [8] [9] [10] [11] indicates that the sensitivity in polyp detection for polyps larger than 5 mm is always above 95%. We notice a small increase in false positives at 13 mAs/rotation but the effect on true positive detection rate is not noticeable. The impact of the field of view and the reconstruction interval was negligible and it was virtually eliminated by the smoothing effect of the data interpolation that is applied to make the dataset isometric. We conclude that low dose radiation (as low as 13 mAs/rotation) is feasible to be used in standard CTC clinical examinations.
