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The condensation of fermion pairs lies at the heart of superfluidity. However, for strongly corre-
lated systems with reduced dimensionality the mechanisms of pairing and condensation are still not
fully understood. In our experiment we use ultracold atoms as a generic model system to study the
phase transition from a normal to a condensed phase in a strongly interacting quasi-two-dimensional
Fermi gas. Using a novel method, we obtain the in situ pair momentum distribution of the strongly
interacting system and observe the emergence of a low-momentum condensate at low temperatures.
By tuning temperature and interaction strength we map out the phase diagram of the quasi-2D
BEC-BCS crossover.
The characteristics of quantum many-body systems are
strongly affected by their dimensionality and the strength
of interparticle correlations. In particular, strongly cor-
related two-dimensional fermionic systems have been of
interest because of their connection to high-Tc supercon-
ductivity. Although they have been the subject of intense
theoretical studies [1–8], a complete theoretical frame-
work has not yet been established.
Ultracold quantum gases are an ideal realization for
exploring strongly interacting 2D Fermi gases, as they
offer the possibility of independently tuning the dimen-
sionality and the strength of interparticle interactions.
Reducing the dimensionality [9] led to the observation
of a Berezinskii-Kosterlitz-Thouless (BKT) type phase
transition to a superfluid phase in weakly interacting 2D
Bose gases [10, 11]. Tuning the strength of interactions
in a three-dimensional two-component Fermi gas made
it possible to explore the crossover between a molecular
Bose-Einstein Condensate (BEC) and a BCS superfluid
[12–15].
Recently, efforts have been made to combine reduced
dimensionality with the tunability of interactions and to
experimentally explore ultracold 2D Fermi gases [16–21].
However, the phase transition to a condensed phase has
not yet been observed. Here, we report on the conden-
sation of pairs of fermions in the quasi-2D BEC-BCS
crossover.
The BEC-BCS crossover smoothly links a bosonic
superfluid of tightly bound diatomic molecules to a
fermionic superfluid of Cooper pairs in 2D as well as 3D
systems. However, changing the dimensionality leads to
some inherent differences. In two dimensions, there is a
two-body bound state for all values of the interparticle
interaction. Furthermore, because of the enhanced role of
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fluctuations in 2D, true long-range order is forbidden for
homogeneous systems at finite temperature [22, 23]. Still,
a low temperature superfluid phase with quasi-long-range
order can emerge due to the BKT mechanism [24, 25].
In a 2D gas with contact interactions, the interactions
can be described by the 2D scattering length a2D. Using
the Fermi wave vector kF , the dimensionless crossover
parameter is given by ln(kFa2D). The crossover regime
is reached for | ln(kFa2D)| . 1. For ln(kFa2D) −1, the
binding energy is large and the system consists of deeply
bound bosonic dimers. For ln(kFa2D)  1, the dimer
binding energy tends to zero. For a thermal energy kBT
significantly larger than the binding energy, the dimers
are dissociated due to thermal excitations and the system
becomes fermionic.
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FIG. 1: Experimental setup. A quasi-2D gas (red disk) is
created by loading a two-component ultracold Fermi gas of 6Li
atoms into a single layer of a standing-wave trap created by
two interfering laser beams (λ = 1064 nm, green arrows) that
cross under a small angle (14◦). Using absorption imaging
along the vertical direction (red arrow) we obtain the column
density of the sample.
Two-dimensional gases are realized by a strongly
anisotropic confinement, which leads to a freezing out
of the degrees of freedom in one spatial direction. Such
a quasi-2D gas captures the essential properties of a 2D
system. Corrections to the 2D physics may arise from
the residual influence of the third dimension.
We perform our measurements using a two-component
Fermi gas of 6Li atoms in the lowest two Zeeman sub-
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FIG. 2: Density distributions at the lowest accessible temperature for different interaction strengths. (A) In situ
density distribution obtained from absorption imaging along the z-axis. (B) Pair momentum distribution obtained from the
τ/4 method with a pair projection ramp to `z/a3D = 7.11 (692 G). The strong enhancement at low momenta in the momentum
distribution for ln(kF a2D) < 3.24 is a clear signature of pair condensation. Each picture is the average of about 30 individual
measurements. The temperature of the samples ranges from 64 nK at ln(kF a2D) = −7.13 to 78 nK at ln(kF a2D) = 3.24.
levels, which we denote |1〉 and |2〉 [26]. The ultracold gas
initially consists of 40 000-50 000 atoms per spin state,
which are bound into dimers at a temperature of ap-
proximately 50 nK and a magnetic offset field of 795 G
(`z/a3D = 1.08) [27]. It is loaded into a hybrid trap con-
sisting of a single layer of a standing-wave optical dipole
potential and a weak magnetic potential. The combined
trapping frequencies are ωx = 2pi×17.88(3) Hz and ωy =
2pi × 17.82(4) Hz in radial, and ωz = 2pi × 5.53(3) kHz
in axial direction. This leads to a pancake-shaped cloud
with an aspect ratio of ωzωr ≈ 310 (see Fig.1) and an ax-
ial harmonic oscillator length `z =
√
~/mωz ≈ 551 nm
with the reduced Planck’s constant ~, the atom mass m,
and the axial trapping frequency ωz. We ensure that
there is no significant population of axially excited states
by measuring the axial momentum distribution of the
gas [18, 27]. Assuming that the internal structure of
pairs, i.e. the relative wave function of the fermions
inside the pairs, has only negligible effect beyond the
two-body sector [54], our system can be described in
the 2D framework with the effective 2D scattering length
a2D = `z
√
pi/A exp
(
−√pi2 `za3D ) [3, 16, 27, 28], where
A = 0.905.
To explore the phase diagram of the quasi-2D BEC-
BCS crossover, we tune the temperature by heating the
sample, and the interaction strength by adiabatically
ramping the magnetic offset field to values between 692 G
(`z/a3D = 7.11) and 982 G (`z/a3D = −2.35) [27]. We
probe the 2D density distribution via absorption imag-
ing along the vertical direction (see Fig. 1). The den-
sity distributions for different interaction strengths are
shown in Fig. 2A for the coldest accessible tempera-
tures. For growing ln(kFa2D), the width of the sample
increases while its central density decreases from approx-
imately 2.7/µm2 at ln(kFa2D) = −7.13 to approximately
0.76/µm2 at ln(kFa2D) = 3.24. This change of the den-
sity distribution illustrates the crossover from a dense
condensate of bosonic molecules to a degenerate Fermi
gas whose density is reduced by the Fermi pressure. How-
ever the phase transition into a condensed phase, which
manifests itself in the enhanced density of pairs with van-
ishing momentum, is not directly visible in the measured
density distributions.
We thus conceived a method to probe the in situ pair
momentum distribution of our strongly interacting sys-
tem by combining a quench of interactions with a matter
wave focusing technique, in which the sample expands
ballistically in a weakly confining radial harmonic poten-
tial [29–32].
Due to its large aspect ratio, our sample expands
rapidly and almost exclusively in the z-direction after the
release from the optical trap. Hence, its density suddenly
drops and interactions between the expanding particles
are quenched. Redistribution of momentum in the ra-
dial direction during the expansion is thus negligible at
the weakest probed interaction strengths and does not
affect the momentum distribution. To minimize inter-
action effects also in the strongly interacting regime, we
perform a fast ramp to the lowest accessible interaction
strength on the BEC side (B = 692 G, `z/a3D = 7.11)
on a time scale shorter than 125µs just before the re-
lease. This is fast enough that the density and momen-
tum distributions cannot adjust to the new interaction
parameter [27, 32]. At the same time, pairs of atoms
are projected onto deeply bound molecules whose bind-
ing energy EB significantly exceeds the energy scale given
by the axial confinement (~ωz) and one obtains the pair
momentum distribution [55]. A similar technique was al-
ready used to explore the three-dimensional BEC-BCS
crossover [13, 14, 33]. However, these experiments could
not take advantage of the interaction quench and the sub-
sequent ballistic expansion since they were lacking the
fast expansion in the z-direction.
To obtain the radial momentum distribution, we per-
form this ballistic expansion in a weakly confining har-
monic potential with trap frequency ωexp = 2piνexp in
the radial direction. In a simple picture, the harmonic
3potential acts as a matter wave lens and brings the far
field distribution to finite time scales. After an expan-
sion time of texp=τ/4, where τ = 1/νexp is the period of
the harmonic potential, the position of each particle de-
pends only on its initial momentum in the radial plane.
Thus n(x, t = τ/4) = n˜(~k/(mωexp), t = 0) and hence,
by imaging the density profile after texp=τ/4, we gain
direct access to the initial 2D momentum distribution
[29, 30, 32]. In our case, the radial trap frequency is
ωexp ' 2pi × 10 Hz, which leads to texp = 25 ms [27]. In
contrast to conventional time-of-flight expansion, where
the initial spatial distribution of the sample influences
the obtained momentum distribution especially at low
momenta, distortions are negligible in this method.
By combining the interaction quench with the projec-
tion onto molecules and the τ/4 momentum imaging, we
are able to access the radial in situ pair momentum dis-
tribution n˜(k) in the whole crossover regime.
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FIG. 3: Quantitative analysis of the momentum distri-
bution at `z/a3D = 1.55. (A) Radial momentum distribu-
tion n˜(k) at the coldest accessible temperature. We logarith-
mically plot n˜(k) as a function of k2. The thermal wing thus
appears as a straight line from which we extract the temper-
ature of the sample with a Boltzmann fit (line). The figure is
the average of about 30 individual measurements. (B) Non-
thermal fraction Nq/N as a function of T/TF . Nq is indicated
by the gray area in panel (A). (C) Normalized peak momen-
tum density n˜0/n0 as a function of T/TF . The intersection
of linear fits to the high and low temperature regime yields
the critical temperature Tc/TF . Each data point in (B) and
(C) is the average of about 30 individual measurements, the
error bars indicate the standard error of the mean. Solid lines
indicate the fitted data range.
Fig. 2B shows the obtained pair momentum distribu-
tions for the coldest attainable temperature at different
interaction strengths. One observes a dramatic enhance-
ment at low momenta which manifests itself in a sharp
central peak. This feature is strongest on the BEC side
and persists above ln(kFa2D) = 0 and the 3D Feshbach
resonance, until it vanishes at ln(kFa2D) ≈ 3.2 on the
BCS side. Comparing the data at the two largest de-
picted values of ln(kFa2D), one observes that the peak
momentum density n˜0 changes by almost an order of
magnitude, whereas the in situ peak density n0 changes
by less than 10%. As n˜0 is a measure for the long-range
coherence of the system [34], the observed abrupt change
indicates the phase transition to the condensed phase.
For a more quantitative analysis of our data, we az-
imuthally average the pair momentum distribution. Fig.
3A shows the obtained radial distribution for the cold-
est accessible temperature measured at 782 G, which
corresponds to `z/a3D = 1.55 (ln(kFa2D) ≈ −0.51).
We extract the temperature T of the sample from the
high momentum tail of the radial distribution which is
well described by a Gaussian. Note that before the
ramp of the interaction strength, the thermal part of
the gas consists of molecules for `z/a3D > 0.55, free
atoms for `z/a3D < −0.46, and a mixture of atoms and
molecules between these two interaction strengths [27].
For each investigated interaction strength and temper-
ature, we determine the Fermi wave vector and Fermi
temperature from the in situ peak density according to
k2F = 2mkBTF /~2 = 4pin0. Here, m refers to the mass
of a 6Li atom and kB is Boltzmann’s constant. This def-
inition employs the local density approximation at the
trap center and allows us to compare the obtained data
to predictions for the homogeneous system. Note that
n0 = n0,|1〉 = n0,|2〉, where n0,|i〉 is the peak density of
atoms in state |i〉.
At low momenta, a fraction of the momentum den-
sity lies above the Gaussian fit (gray area in Fig. 3A).
We define this quantity as the nonthermal fraction Nq/N
[56] and investigate its behavior as a function of the de-
generacy temperature T/TF (see Fig. 3B). While the
non-Gaussian fraction vanishes for T/TF & 0.5, it slowly
grows for decreasing temperatures. For T/TF . 0.2,
the slope increases until we reach Nq/N ≈ 0.6 for the
coldest samples. This is in agreement with theoreti-
cal predictions [35–37] and previous experimental results
[31, 34, 38, 39], which find a presuperfluid increase of
low-momentum states for temperatures above the super-
fluid transition temperature Tc. This behavior inhibits
a precise determination of the transition temperature Tc
from Nq/N . To obtain an estimate for the critical tem-
perature, we instead plot the normalized peak momen-
tum density n˜0/n0 as a function of temperature as shown
in Fig. 3C. This quantity is a measure for the fraction
of the sample which exhibits long-range phase coherence
[34]. The innermost pixel of the momentum distribu-
tion corresponds to a coherence length well above 100µm
which is almost two orders of magnitude larger than the
4thermal wavelength of the coldest samples. The normal-
ized peak momentum density shows a sudden change of
slope which we assume to occur at the phase transition.
We estimate Tc/TF by the intersection of linear fits to
the regimes above and below the phase transition. For
the example shown in Fig. 3, this results in a critical
temperature of Tc/TF = 0.129 (35), where the statisti-
cal uncertainty is obtained from the standard errors of
the two linear fits. The critical phase space density is
ρc = n0,cλ
2
dB,c = 3.9 (6), where λdB,c and n0,c are the
thermal de Broglie wavelength and the peak in situ den-
sity at the critical temperature, respectively.
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FIG. 4: Phase diagram of the strongly interacting 2D
Fermi gas. The experimentally determined critical temper-
ature Tc/TF is shown as black data points and the error bars
indicate the statistical errors. Systematic uncertainties are
discussed in detail in [27]. The color scale indicates the non-
thermal fraction Nq/N and is linearly interpolated between
the measured data points (white crosses). Each data point
is the average of about 30 measurements. The dashed white
line is the theoretical prediction for the BKT transition tem-
perature given in [40].
By repeating this analysis for all investigated inter-
action strengths, we obtain the transition temperature
as a function of the interaction parameter ln(kFa2D).
The resulting values are shown as black dots in Fig.4
together with the corresponding non-Gaussian fraction
Nq/N , which is displayed as a color scale. Comparing
the data for Tc/TF and Nq/N , one finds that the phase
transition occurs at a significant non-Gaussian fraction
of Nq/N ≈ 0.3 for all measured interaction strengths.
On the BEC side of the phase diagram, one observes
a slow increase of the measured critical temperature to-
wards the crossover region. Within their statistical un-
certainties, the measured values of Tc/TF are in good
agreement with an effective description in terms of 2D
bosons [40]. This theoretical prediction describes a BKT
transition into a superfluid phase with algebraically de-
caying phase coherence. Interestingly, the bosonic the-
ory provides a reasonable description of the data up to
ln(kFa2D) = 0, where the 2D scattering amplitude di-
verges. This indicates that the fermionic nature of the
constituents of the bosonic dimers has only a small effect
on the many-body physics of the system up to this point.
The crossover to a fermionic description should thus oc-
cur at positive values of ln(kFa2D). This is in line with
recent theoretical predictions [6, 41].
Far on the BCS side, fermionic theories predict an ex-
ponential decrease of Tc/TF [7, 42]. Although we can
only give an upper limit for the critical temperature
Tc/TF ≤ 0.16 for ln(kFa2D) ≥ 2, the observed non-
Gaussian fraction is consistent with a decrease towards
the BCS limit. However, Tc/TF is systematically above
the theoretical predictions for ln(kFa2D) > 0 [7, 8, 40].
Part of this deviation might be due to the residual in-
fluence of the third dimension. In our system, resid-
ual axial excitations grow with increasing ln(kFa2D) [27].
Recently, it was predicted that they would lead to an in-
creased critical temperature [43]. Additionally, the three-
dimensional internal structure of atom pairs might lead
to corrections in the regime where EB ≈ ~ωz, which go
beyond the two-body sector. Whether this effect has any
influence on the measured phase diagram still needs fur-
ther experimental and theoretical consideration. Initial
steps in this direction have been taken [44].
Our work constitutes a basis for future theoretical and
experimental studies of quantum gases in the quasi-2D
BEC-BCS crossover. The measured critical temperature
suggests the validity of BKT theory on the bosonic side.
Superfluidity and the algebraic decay of correlations be-
low the transition remain to be validated. Indeed, our
ability to extract the in situ momentum distribution with
negligible distortion offers direct access to the coherence
properties of the system. A first analysis of the trap av-
eraged first order correlation function, which we obtain
by Fourier transforming the pair momentum distribution,
suggests algebraically decaying phase correlations below
the critical temperature. However, due to the inhomo-
geneity of our system, a careful analysis is required to
unambiguously confirm the BKT nature of the observed
transition. Additionally, the equation of state can be
extracted from the density distribution in the trap. Fi-
nally, the exploration of the dimensional crossover to 3D,
in which an increased Tc/TF is predicted [43], offers new
opportunities to understand mechanisms which lead to
high critical temperatures.
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7SUPPLEMENTAL MATERIAL
I. TWO-DIMENSIONAL INTERACTIONS AND
THEORETICAL PREDICTIONS
In our experiment we create an effectively 2D sys-
tem by means of a tight axial confinement along the z-
direction. The system is then characterized by the 3D
scattering length a3D and, as an additional length scale,
the oscillator length `z =
√
~/mωz. Both parameters
uniquely determine the effective 2D scattering length a2D
of the system. In our measurements `z is constant and we
tune a2D by changing a3D via a magnetic Feshbach res-
onance. Unlike in 3D, there is a two-body bound state
for all interaction strengths in two dimensions. In the
BCS limit (a2D  `z), it is weakly bound and the size
of the dimers, which is on the order of a2D, is much
larger than `z. Thus, the dimers have a 2D character.
On the contrary, in the BEC limit the dimers are much
smaller than `z. They are thus not influenced by the
axial confinement, and internally have a 3D character.
However, the behavior of the dimers can be described in
the 2D framework regardless of their internal structure.
In particular, the scattering processes in this system can
be mapped onto those of purely two-dimensional inter-
actions. We review here the concepts of 2D scattering
length and confinement induced two-body bound state.
2D scattering length. The 2D scattering length
a2D is defined from low-energy scattering of particles
[3, 9, 21]. For this purpose we consider the scatter-
ing amplitude of two atoms with relative momentum
~k and energy Ek = ~ωz/2 + ~2k2/m colliding in the
continuum above the ground state of the harmonic os-
cillator in z-direction. For sufficiently low k we have
|Ek − ~ωz/2|  ~ωz and higher excitations in the z-
direction do not affect the collision. This regime is ex-
perimentally relevant here for all magnetic fields since
µ, kBT . ~ωz. The scattering amplitude for atoms then
reads
f(k) =
4pi√
2pi`z/a3D − ln(pik2`2z/A) + ipi
(1)
with A = 0.905 [9, 46]. This formula is valid for all
values of `z/a3D as long as k is sufficiently low [3, 9]. In
particular, from the definition of the 2D scattering length
a2D according to f(k)→ 4pi/[− ln(k2a22D)+ipi] for k → 0
we deduce
a2D = `z
√
pi
A
exp
(
−
√
pi
2
`z
a3D
)
(2)
for all magnetic field values. This definition includes the
underlying three-dimensionality of the scattering events
up to the two-body sector.
In the weak confinement limit (`z  a3D) realized far
on the BEC side, we obtain
f(k) ' g˜ :=
√
8pi
a3D
`z
, (3)
which constitutes an energy-independent effective cou-
pling constant. This is the expected low-energy limit-
ing behavior for a short ranged potential whose range
re is much smaller than `z [9]. Expression (3) can be
used to compare the molecules on the BEC side to two-
dimensional bosons with coupling constant g˜b by replac-
ing a3D → 0.6a3D [47] and m → 2m. We then obtain
g˜b = 0.60 for 692G, demonstrating that the fermionic sys-
tem realizes strongly coupled two-dimensional bosons in
this limit. Eq. (2) for the 2D scattering length has been
employed for the whole crossover in Ref. [21], where the
limit (3) provides for the correct bosonic weak-coupling
limit.
Confinement induced bound state. The confine-
ment along the z-direction induces a two-body bound
state with binding energy E˜B for all values of the 3D
scattering length a3D. The corresponding binding energy
E˜B is found from [9, 46]
`z
a3D
=
∫ ∞
0
du√
4piu3
(
1− e
−E˜Bu/~ωz√
(1− e−2u)/2u
)
. (4)
From the binding energy an associated length scale a˜2D
can be defined according to E˜B = ~2/ma˜22D. This length
scale can be used to quantify the interactions of the sys-
tem. However, only far on the BCS side of the crossover,
where a2D  `z and the internal structure of the dimer
is two-dimensional, this length scale coincides with the
2D scattering length.
This limit is reached for magnetic fields & 852G. Far
on the BEC side, in contrast, E˜B approaches the binding
energy of the 3D system since the size of dimer is much
smaller than `z and thus the effect of the strong con-
finement on the dimer vanishes. The difference between
a2D and a˜2D reaches almost three orders of magnitude at
692G. The interaction strengths at the critical tempera-
ture using both definitions are listed in Table I.
Far on the BEC side (ln(kFa2D)  −1), the critical
temperature can be computed from the theory of weakly
coupled two-dimensional bosons. Based on the corre-
sponding Monte Carlo calculations presented in [35, 36]
the BKT transition temperature is found [40] to be
Tc
TF
=
1
2
[
ln
( C
4pi
ln
( 4pi
k2Fa
2
2D
))]−1
(5)
with C = 380(3).
II. PREPARATION OF THE SAMPLE
We start our experimental sequence by transferring
a 3D Fermi gas of 6Li atoms in states |1〉 and |2〉 [26]
from a magneto-optical trap into an optical dipole trap
(ODT). This surfboard-shaped trap has an aspect ratio of
ωx:ωy:ωz = 1:8:44 and is far red detuned (λ = 1064 nm)
from the optical transition. The gas is then evapora-
tively cooled into degeneracy at a magnetic offset field
8of 795 G on the BEC side of the broad Feshbach reso-
nance at 832.2 G [26]. We therefore obtain a 3D molecu-
lar Bose-Einstein condensate (mBEC) consisting of about
105 molecules with negligible thermal fraction. This sam-
ple is finally transferred into a standing-wave optical
dipole trap (SWT) as illustrated in Fig. 1A in the main
text.
The SWT is created by two elliptical focused 1064 nm
Gaussian beams, which intersect under an angle of ' 14◦.
This leads to a standing wave interference pattern where
the maxima have a distance of ' 4.4µm. The ellipticity
of the beams is chosen such that the interference maxima
have a circular symmetry in the xy-plane. At the posi-
tion of the SWT, the magnetic offset field has a saddle
point. It leads to an additional weak magnetic confine-
ment (anti-confinement) in radial (axial) direction. The
measured trap frequency of the magnetic confinement
in radial direction is ωmag(B) ≈ 2pi × 0.39Hz
√
B[G].
At a magnetic offset field of 795 G, the combined trap-
ping frequencies for the central layers of the SWT are
given in the main text and lead to an aspect ratio of
ωx : ωy : ωz = 1 : 0.997 : 309.
In order to align the relative position of the atoms in
the ODT with one layer of the SWT, we apply a magnetic
field gradient in z-direction, which can shift the atoms up
or down in the ODT. To optimize the fraction of atoms
transferred into this single layer, we furthermore decrease
the vertical size of the atoms in the ODT by modulating
the position of the ODT in the transverse x-direction on
a time scale much faster than all trapping frequencies.
This creates a time averaged potential where the width
of the trap in x-direction is increased by a factor of ap-
proximately 5. In order to further reduce the extension
in z-direction of the sample, we ramp to a magnetic off-
set field of 730 G over 600 ms. This reduces the repulsive
interaction and thus the size of the sample. After the
transfer into the SWT, we ramp back to 795 G, where we
further evaporatively cool the sample by simultaneously
applying a magnetic field gradient and lowering the trap
depth. This also allows us to control the total number of
particles.
In order to access higher temperatures in a controlled
fashion, we can then apply a heating procedure. For the
lowest three temperatures, we hold the sample in the
SWT at 795 G for a variable time (0 . . . 1 s) during which
it is heated by technical noise. For higher temperatures,
we parametrically heat the sample by modulating the
depth of the SWT with variable amplitude. After letting
the sample equilibrate for 300 ms, we ramp the magnetic
offset field to the value we want to investigate, where we
wait for an additional 20 ms before probing the system.
All magnetic field ramps are performed with ramp speeds
. 1.9 G/ms. To ensure adiabaticity of the magnetic field
ramps, we compare the temperature of a sample held
at an offset field of 732 G to the temperature of a sam-
ple which was ramped across the Feshbach resonance to
900 G and back in the same time. We find that for this
ramp speed the two temperatures agree within their un-
certainties. All magnetic field ramps are thus adiabatic,
and we probe the crossover in an isentropic way.
III. DISTRIBUTION OF PARTICLES IN THE
STANDING-WAVE TRAP
In order to probe the distribution in the layers of
the SWT, we use a radio-frequency tomography tech-
nique. We apply a magnetic field gradient along the
z-axis to make the transition frequency ν|2〉|3〉 between
states |2〉 and |3〉 spatially dependent on z. The de-
pendence of ν|2〉|3〉 on the magnetic field is given by
dν|2〉|3〉/dB ' 6.3 kHz/G. We can thus visualize the den-
sity distribution by counting the number of transferred
atoms as a function of the transition frequency. To mini-
mize the line width of the transition, we need to exclude
interaction effects and three-body losses. Hence, we first
remove the particles in state |1〉 by applying a resonant
laser pulse for about 10µs. To minimize heating and
losses, this is done at a magnetic offset field of 1000 G,
where the atoms are not bound into molecules at our
temperatures and interactions are comparatively weak.
Although we still observe significant heating, the ther-
mal energy is small compared to the trap depth and it
is therefore not expected that particles get transferred
between the individual layers. After a ramp back to
795 G, we apply a magnetic field gradient of approxi-
mately 70 G/cm along the z-axis. We thus achieve a dif-
ference of approximately 200 Hz in transition frequency
between atoms in neighboring layers. We then drive the
|2〉-|3〉 transition and record the number of transferred
particles using state-selective absorption imaging along
the y-axis as a function of frequency (see Fig. S1).
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Fig. S 1: Tomographic measurement of the particle dis-
tribution in the standing-wave trap. Data points repre-
sent the number of particles transferred to state |3〉 as a func-
tion of the transition frequency ν|2〉|3〉. The central maximum
at 81.9591 MHz corresponds to atoms in the central layer, the
neighboring layers are only slightly populated. The sum of
three Gaussian profiles (solid line) is fitted to the data and
yields a population of the central layer with approximately
89% of the particles.
9The large central maximum at 81.9591 MHz in Fig. S1
corresponds to atoms in the central layer. Note that only
a fraction of atoms is transferred to state |3〉, and thus
the displayed atom number is considerably lower than the
total atom number in the trap. The neighboring layers
lie at roughly 81.9589 MHz and 81.9593 MHz which was
confirmed in previous measurements where several layers
were filled. By repeating the tomographic measurement,
we can assure that the position of the layers is stable
within a range of pi/8 over time scales of more than a
week.
We fit the distribution shown in Fig. S1 with three
Gaussian profiles of the same width and thus estimate
the fraction of atoms in the non-central peaks to be 11%.
Note that this value is a conservative upper bound and
overestimates the number of atoms in the non-central
layer for two reasons: the magnetic field gradient applied
during the measurement tilts the trap and thus removes a
large percentage (approximately 25%) of all atoms before
the transition is driven. Since the central layer is filled
with more atoms and to higher energies than the sur-
rounding layers, a greater fraction of atoms will be lost
from the central layer. In addition, the atom numbers de-
tected in the non-central peaks are at the detection limit,
and are thus influenced by phenomena such as dispersive
non-resonant interactions between the imaging light and
atoms in state |2〉.
The phase space density of atoms in the non-central
layers is low, and we therefore expect them to follow a
thermal distribution. Hence, their influence on the mea-
sured condensate fraction, peak condensate density and
temperature is negligible. However, the in situ density
distribution may be influenced. This is discussed in sec-
tion VIII.
IV. INFLUENCE OF THE FINITE ASPECT
RATIO
In contrast to theory, where the dimensionality of a
system can easily be set, experimental realizations of low
dimensionality will always remain an approximation. For
instance, a two-dimensional system can be realized by
strongly confining particles in one of the three spatial
dimensions. However, there will always be a residual in-
fluence of the third dimension. Its magnitude can be
determined by comparing the relevant energy scales of
the system (the temperature T , the chemical potential µ
and dimer binding energy EB) to the axial oscillator en-
ergy ~ωz. For T, µ & ~ωz, particles populate the axially
excited trap levels. We ensure the absence of a signifi-
cant population of these excited levels by performing a
measurement which is explained below. This includes
the center-of-mass motion of atom pairs. However, de-
pending on the dimer binding energy EB the internal
structure of atom pairs can be three-dimensional. For
EB  ~ωz, the internal structure of the pairs is 2D.
For EB  ~ωz, the pairs are deeply bound and their
internal 3D structure is not resolved. Hence, only for
EB ≈ ~ωz which in our system occurs at an interaction
strength ln(kFa2D) ≈ 0.5, the internal structure of the
pairs might affect the behavior of the system.
Estimating this effect is complicated: a theoretical
treatment beyond the two-body sector is extremely diffi-
cult due to strong interactions, and experimental studies
would require even larger trap aspect ratios or smaller
atom numbers, both of which are currently unfeasible.
We estimate the population of axially excited states
due to finite T and µ by investigating the system’s mo-
mentum distribution in the axial direction. This mea-
surement is performed similar to the technique described
in [18] and it relies on the same principles as the previ-
ously used band-mapping technique [48].
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Fig. S 2: Measurement of axially excited population.
The axial width σz is obtained from a Gaussian fit to the
density distribution after 3 ms time-of-flight. For atom num-
bers up to approximately 60 000, only the axial ground state
of the trap is occupied and σz is constant. For higher atom
numbers, axially excited trap levels become populated and
σz increases. Lines are linear fits to the data, the fit range is
indicated by the solid part of each line.
We release the sample from the SWT, let it expand
for a time-of-flight of 3 ms, and measure its vertical ex-
tension. In the non-interacting limit, atoms in the axial
ground state of the trap have a Gaussian wave function
in the axial direction. Their axial expansion can then be
described by the dispersion of a Gaussian wave packet,
which is independent of the number of atoms in the axial
ground state. Fig. S2 shows the axial width σz, which is
determined from a Gaussian fit to the density distribu-
tion, as a function of the number of prepared atoms per
spin state N in the weakly interacting Fermi regime at
1400 G and at the coldest attainable temperature. One
observes that the axial width is independent of the num-
ber of atoms up to approximately N2D = 60 000 atoms
per spin state. For N > N2D the axial width starts to
increase with growing N . This change in behavior in-
dicates population of the axially excited states, where
the atoms have additional momentum in axial direction.
The obtained critical atom number N2D is in agreement
with the expectations for a trap with the given aspect
ratio and anharmonicities. By keeping the atom number
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below N2D, we can thus ensure that for the investigated
temperature only a negligible fraction of atoms populates
the axial excited state.
This measurement is performed in the fermionic
regime, where due to the Pauli principle multiple occupa-
tion of trap levels is suppressed. All other measurements
presented here are performed at lower magnetic fields,
closer to the bosonic limit (ln(kFa2D) → −∞). The
measurement performed at 1400 G (ln(kFa2D) & 6) thus
represents an upper bound on the fraction of particles
in the axially excited states as for lower fields the atoms
tend to form molecules which occupy lower energy states.
To ensure the absence of a significant amount of ax-
ial excitations also for lower magnetic fields and higher
temperatures, we make use of the relation between the
radial size of a harmonically trapped gas and the energy
of the highest occupied oscillator level. We compare the
radial size of each sample to that of the measurement
at 1400 G, where we have excluded significant popula-
tion of axially excited states. For this comparison, we
estimate the radial Fermi radius rF by the radius where
the particle density reaches the noise floor for a particle
number N2D at a magnetic field of 1400 G. Then we in-
tegrate the number of particles outside this radius. In
this way, we obtain Nex,r, an estimate for the number
of particles whose energy is larger than ~ωz. Assum-
ing that all degrees of freedom are equally occupied, the
number of particles in axially excited states is given by
Nex,z ' Nex,r/2. We find that Nex,z . 1.5% for all inter-
actions strengths below ln(kFa2D) = 3 and temperatures
below T/TF ' 0.3. Furthermore, for all T/TF . 0.2, the
fraction of axially excited particles is Nex,z < 1%.
Note that this estimate for the axially excited fraction
is conservative, as it assumes constant trap frequencies.
It does not take into account that the radial trap fre-
quency decreases by up to about 16% when the magnetic
field is decreased to 692 G. This leads to an increase in
the corresponding Fermi radius by up to approximately
8%, and to a corresponding overestimation of Nex,z.
We have thus measured the phase diagram of a quasi-
2D system with small but finite influence of the third
dimension. This influence has to be considered when
comparing the experimental data to true 2D predictions.
Recent theoretical work shows that these effects influence
the system and can lead to a higher critical temperature
[43].
V. OBTAINING THE PAIR MOMENTUM
DISTRIBUTION
In order to probe the momentum distribution of the
sample, we use the combination of an interaction quench
and a matter wave focusing technique described in de-
tail in the main text and in [32]. We turn off the opti-
cal SWT, and let the sample expand ballistically in the
weak magnetic potential, which is confining in the ra-
dial direction. Due to the harmonic shape of this po-
tential, the in situ momentum distribution of the 2D
sample is mapped to a spatial distribution after an ex-
pansion time of texp = T/4 = pi/(2ωexp). In our case,
ωexp = ωmag ≈ 2pi × 10 Hz, which leads to texp = 25 ms.
To obtain the actual in situ momentum distribution,
it is fundamentally important that interactions are negli-
gible while the gas is expanding, since they would result
in a redistribution of momentum. Due to its large aspect
ratio, our sample expands rapidly in z-direction. Thus,
its density drops rapidly and interactions between the
expanding particles are quenched. However, for large
interactions strengths there is still residual scattering,
which can affect the obtained momentum distribution.
We thus minimize the interactions by quickly ramping
to the lowest accessible interaction strength on the BEC
side (692 G) on a timescale shorter than 125µs just before
releasing the sample from the SWT. This procedure leads
to a negligible scattering rate during the expansion [32]
and projects correlated pairs of atoms onto tightly bound
molecules. The measured momentum distribution thus
does not contain the relative momentum of the atoms in a
pair, but only the center-of-mass momentum of the pair.
Thus, fermionic Cooper pairs and bosonic molecules yield
the same signature of enhanced low-momentum density
in the pair momentum distribution. As a consequence,
information about the Tan contact [45] cannot be ob-
tained from the pair momentum distribution.
We validate that this method does not alter the tem-
perature of the system by comparing the momentum
distributions obtained with and without the interaction
quench both below (732 G) and above (872 G) the reso-
nance. In both cases the observed temperature are con-
sistent within the experimental uncertainties.
Furthermore, we confirm that the measured non-
Gaussian fraction Nq/N remains unchanged for low mag-
netic fields where pairs are deeply bound. This is
achieved by comparing data with and without the mag-
netic field ramp. For high magnetic fields however, we
cannot directly access Nq/N without projecting corre-
lated pairs into molecules. We thus need to make sure
that we probe the properties of the interacting system
at the original magnetic field, i.e. that the sample does
not adapt to the interaction strengths at lower magnetic
fields during and after the ramp. To estimate this ef-
fect, we prepare a sample at 900 G at a high temperature
where we expect Nq/N = 0 and perform the rapid ramp
without releasing the sample from the trap. We find that
it takes more than 11 ms for the momentum distribution
to adapt to the interaction strength at the new magnetic
field value of 692 G and develop a non-Gaussian fraction.
This is two orders of magnitude larger than the timescale
of the rapid ramp (< 125µs). Hence, the influence of the
rapid ramp technique on the measured quantities can be
neglected.
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VI. ABSORPTION IMAGING PARAMETERS
AND CALIBRATIONS
We use absorption imaging along the z-axis (see Fig.1,
main text) to determine the integrated column density
n2D (x, y). To obtain a reasonable signal-to-noise ratio
we set the imaging intensity to I ' Isat. Thus, for zero
detuning one obtains [49, 50]
n2D (x, y)σ
∗
0 = − ln
It (x, y)
I0 (x, y)
+
I0 (x, y)− It (x, y)
I∗sat
(6)
= OD (x, y) +
I0 (x, y)
I∗sat
(1− e−OD(x,y)),
(7)
where It is the transmitted intensity after the atomic
cloud, I0 is the initial intensity before the atomic cloud,
I∗sat is the effective saturation intensity, σ
∗
0 is the effective
scattering cross section and the optical density OD is
defined as OD = − ln ItI0 .
Due to the uniform intensity distribution of the imag-
ing beam at the position of the atoms, I0 (x, y) is inde-
pendent of x and y to a good approximation. In order
to calibrate I0/I
∗
sat, we take several subsequent data sets
of a pure atomic sample at 1400 G both with our regular
imaging settings and with a 10 dB attenuated imaging in-
tensity. We then use equation (7) and adjust I0/I
∗
sat such
that the RHS yields the same result both for the regular
and the low-intensity setting. Averaging over the data
sets then results in I0/I
∗
sat = 0.97
+0.13
−0.08. The systematic
uncertainties are estimated by the minimum and maxi-
mum I0/I
∗
sat obtained for the individual data sets. This
leads to a systematic uncertainty of +7%−4% for the atom
number N and the peak density n0, and a negligible un-
certainty for T and Nq/N . In addition, we independently
measure the power of the imaging beam and thus deter-
mine the imaging intensity to be I ≈ Isat. This justifies
using the literature value σ0 [51] for σ
∗
0 .
On the BEC-side, the binding energy of the molecules
shifts the resonance frequency which leads to a decreased
detection efficiency. Using in situ images at different
fields, we calibrate this factor for our imaging settings.
For magnetic fields below 782 G, it deviates from 1 and
reaches Nat/Nmol = 1.33
+0.10
−0.07 at 692 G. This leads to
a systematic uncertainty of up to 8% in atom number
N and peak density n0 for the affected magnetic fields.
More details about the systematic uncertainties can be
found in section VIII.
The duration of our imaging pulse is τ = 8µs. Due to
the small mass of 6Li, the atoms are accelerated during
the imaging pulse. This results in a Doppler shift of ap-
proximately 10 MHz at the end of the imaging pulse. To
compensate for this effect, we linearly sweep the imaging
laser frequency during the pulse. In order to reduce the
shot noise in the absorption images, we use a ten times
longer reference pulse. To further improve the quality of
the absorption images, we apply a fringe removal algo-
rithm [52].
VII. TEMPERATURE DETERMINATION
We obtain the temperature T of each sample by fitting
a Boltzmann distribution given by
n˜(p, t = 0) = n(x, texp) = A0 exp
(
−Mω
2
expx
2
2kBT
)
(8)
to the wing of the radial momentum distribution [32].
Here, M is the mass of the expanding particle, kB is
Boltzmann’s constant, A0 is the amplitude of the fit func-
tion, and ωexp is the trapping frequency of the radial
magnetic confinement the particles expand in. As evi-
dent from Fig. 3A, this function describes the data well
over a range of more than 50 pixels. The temperatures
used in the main text are the average of approximately 30
realizations. In order to obtain the degeneracy tempera-
ture T/TF , we obtain TF from the in situ peak density
of the sample as described in the main text.
For magnetic fields ≤ 782 G, the thermal part of the
sample has the momentum distribution of molecules. We
verify this in a measurement where we prepare the sample
at different magnetic fields and let it evolve in time-of-
flight for 3 ms before ramping the magnetic field to 527 G,
where molecules are deeply bound and are thus not de-
tected in absorption imaging resonant with free atoms.
We observe that all atoms are bound in molecules after
this expansion experiment at all investigated tempera-
tures for magnetic fields ≤ 782 G. Thus, they are also
bound in the trap. For these magnetic fields, we thus use
the molecule mass in equation (8). For magnetic fields
≥ 892 G, the binding energy of the quasi-2D dimer is sig-
nificantly smaller than the thermal energy in our sample.
The thermal wing thus has the momentum distribution
of atoms and we use the atom mass. For intermediate
fields, the thermal part crosses over from the molecular
to the atomic momentum distribution. Thus, using the
atom and molecule mass one obtains an upper and lower
bound on the temperature.
We determine the degeneracy temperature at the inter-
mediate fields from a linear interpolation of T/TF versus
ln(kFa2D) between 782 G and 892 G for samples where
we applied the same heating parameter. This interpola-
tion is depicted in Fig. S3 for the lowest attainable tem-
perature. The behavior of the interpolated temperature
and of the temperatures obtained using the molecular
(red) and atomic (green) mass justifies the interpolation
procedure. The interpolated temperature always lies be-
tween the molecular and the atomic limit. It is close to
the molecular limit on the BEC side, and crosses over
to the atomic limit as ln(kFa2D) increases. We estimate
the systematic error of the interpolated temperature us-
ing two assumptions: T/TF has to be monotonous in
ln(kFa2D), which yields an interval between the T/TF of
the two points between which we interpolate, and T/TF
has to lie between the values obtained from a fit with the
molecule mass and the atom mass (red and green data
in Fig. S3). The overlap of these two intervals is in-
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dicated by the gray area in Fig. S3. It gives an upper
bound for the systematic uncertainty of the interpolation
result. The statistical errors of the interpolated T/TF are
obtained from the statistical errors at 782 G and 892 G.
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Fig. S 3: Temperature interpolation in the strongly in-
teracting regime at the lowest attainable temperature. We
obtain the temperature at magnetic fields 782 G < B < 892 G,
where the thermal part of the gas does not exclusively consist
of molecules or atoms, from a linear interpolation between
the points at 782 G and 892 G (solid line). The tempera-
tures obtained with the molecule (atom) mass are depicted as
red squares (green triangles). The systematic uncertainty of
the interpolated temperatures are indicated by the gray area.
Dashed lines are guides to the eye. Each data point is the av-
erage of approximately 30 individual measurements, the error
bars denote the standard error of the mean.
In addition to the temperature determination from the
momentum distribution, we also extract the temperature
from the in situ data. Applying the local density approx-
imation to the whole cloud, we plot the in situ density
as a function of the trapping potential V (r) and fit its
wing with a Boltzmann distribution, which in this case is
given by n(V ) = B0 exp
(
− αVkBT
)
, where 1 ≤ α ≤ 2 takes
into account whether the thermal wing consists of atoms
or molecules. For the intermediate magnetic fields, we
perform an interpolation similar to the one mentioned
above to determine α.
For magnetic fields up to 812 G, the temperatures ob-
tained from both methods agree for low temperatures.
For low fields and the highest temperatures, the in situ fit
yields larger temperatures. For larger fields, the tempera-
ture from the in situ data is systematically lower than the
temperature obtained from the momentum distribution.
The reasons for this deviation are still unclear. Never-
theless, within their errors, the extracted critical temper-
atures from both methods are still compatible with each
other. The values for Tc/TF obtained with both methods
are listed in table I.
VIII. SYSTEMATIC UNCERTAINTIES
The errors given in the main text are the statistical er-
rors of our measurements. In addition, systematic uncer-
tainties arise due to uncertainties in the following quan-
tities:
Imaging intensity I0/Isat: The measured atom
density depends on the intensity I0 of the imaging beam
(see equation (7)). In our experiments we use an imag-
ing intensity of I0/I
∗
sat = 0.97
+0.13
−0.08 (see section VI). This
leads to an uncertainty in the peak density n0 and thus
we obtain TF
+7%
−4% and kF
+3.5%
−2% .
Atoms in non-central pancakes: We obtain an
upper bound of 11% for the fraction of atoms in the
non-central layer of the SWT (see section III). To es-
timate their influence on the measured peak density n0,
we assume that their temperature is not affected by the
evaporative cooling in the SWT because of the small
atom number. However, it is affected by the heating
procedure where the depth of the trap is modulated.
The minimum temperature of these atoms is thus about
100 nK, the temperature at the transfer into the SWT.
Assuming a thermal Boltzmann gas, we calculate the
density of 5500 atoms in the two non-central layers to be
n0,nonc. = 0.14 atoms/µm
2 [53]. This leads to an overes-
timation of TF by 5% for the lowest magnetic fields, and
19% at the highest magnetic fields, where n0 is smaller
due to the fermionic character of the sample. Analo-
gously, kF is overestimated by 2.5% to 9.5%.
Reduced absorption cross section of molecules:
A finite molecular binding energy leads to a shift of the
optical transition frequency of the dimers and results in
a reduced absorption cross section. By rescaling the ob-
tained images for the lowest three magnetic fields (692 G,
732 G and 782 G), we compensate for this effect (see sec-
tion VI). The uncertainty in the rescaling factor leads to
an uncertainty in the peak density n0 and thus TF which
is smaller than 8%. The corresponding uncertainty in kF
is smaller than 4%.
Magnification of the imaging system: We cal-
ibrate the magnification of the imaging system using
Kapitza-Dirac scattering of atoms on an optical stand-
ing wave potential with known periodicity. The resulting
uncertainty in the magnification is approximately 3%.
This uncertainty quadratically enters the temperature
obtained from the fit with equation (8). Thus, T and
T/TF have a relative systematic uncertainty of approxi-
mately 6%.
Trap frequency of the expansion potential: We
measure the trap frequency of the expansion potential
ωexp with a relative uncertainty of approximately 3%.
This leads to an uncertainty of 6% in T (see equation
(8)).
Expansion time: The measured momentum distri-
bution depends on the expansion time. The extracted
temperature has a maximum for texp = T/4 = pi/(2ωexp).
Deviations from the ideal expansion time lead to a sys-
tematic underestimation of T by approximately 5%.
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B [Gauss] `z/a3D ln(kF a2D)Tc (stat.)(sys.) ln(kF a˜2D)Tc (stat.)(sys.) Tc/TF (stat.)(sys.) (Tc/TF )in situ (stat.)
692 7.11 - 7.30 (4)
(
+4
−5
)
- 0.96 (4)
(
+2
−3
)
0.089 (15)
(
+14
−13
)
0.090 (13)
732 3.98 - 3.42 (2)
(
+4
−6
)
- 0.45 (2)
(
+3
−5
)
0.100 (22)
(
+17
−15
)
0.099 (27)
782 1.55 - 0.59 (1)
(
+4
−7
)
0.20 (1)
(
+4
−6
)
0.129 (35)
(
+24
−18
)
0.112 (44)
812 0.55 0.57 (1)
(
+2
−7
)
0.79 (2)
(
+2
−7
)
0.146 (25)
(
+50
−23
)
0.146 (21)
832 0 1.23 (1)
(
+2
−8
)
1.33 (1)
(
+2
−8
)
0.167 (39)
(
+48
−34
)
0.122 (103)
852 -0.46 1.72 (1)
(
+2
−9
)
1.76 (1)
(
+2
−9
)
0.167 (27)
(
+42
−22
)
0.122 (60)
TABLE I: Measured critical temperatures. The measured critical temperatures Tc/TF are given with their respective
statistical and systematic errors as a function of the magnetic offset field B, `z/a3D, and the 2D interaction parameter ln(kF a2D)
at Tc/TF . In addition, also the alternative 2D interaction parameter ln(kF a˜2D)Tc obtained with equation (4) and the critical
temperature (Tc/TF )in situ obtained from the in situ temperature fit are given.
Fitted region for temperature determination:
The temperature determined from the fit to the tail of the
momentum distribution weakly depends on the region in-
cluded in the fit. This leads to a relative uncertainty of
7% in T for low temperatures and up to 13% at the high-
est investigated temperatures. The same effect also leads
to a systematic uncertainty in the determined nonther-
mal fraction Nq/N . The absolute uncertainty in Nq/N
ranges from 0.06 at low temperatures to about 0.02 at
high temperatures.
Temperature interpolation (812 G - 852 G): For
the magnetic fields 812 G, 832 G and 852 G, the reduced
temperature T/TF is determined by interpolation be-
cause here the sample consists of a mixture of molecules
and atoms (see section VII). The systematic uncertainties
are estimated as detailed in section VII. The obtained
relative uncertainties are largest for low temperatures.
They are usually on the order of 10%-25% and range up
to 50% for few individual values. For the critical tem-
perature Tc, the total systematic uncertainties including
those from temperature interpolation are listed in table
I.
Resulting total systematic uncertainties: As-
suming a Gaussian distribution of the previously men-
tioned 8 independent error sources, we calculate the total
relative systematic uncertainty of T/TF . For magnetic
fields where the temperature is not interpolated, one ob-
tains T/TF
+15%
−13% for low temperatures and low magnetic
fields to T/TF
+28%
−15% at high temperatures and high mag-
netic fields. At the critical temperature, one obtains ap-
proximately Tc/TF
+17%
−15%. At the magnetic fields where
the temperature is determined by interpolation, the sys-
tematic uncertainties are significantly bigger and one ob-
tains approximately Tc/TF
+30%
−20% at the critical tempera-
ture. The systematic uncertainty in ln(kFa2D) is dom-
inated by the uncertainties in kF . We thus neglect un-
certainties in a2D. The total absolute systematic uncer-
tainty then lies between ln(kFa2D)
+0.04
−0.05 for low magnetic
fields and ln(kFa2D)
+0.02
−0.10 for high magnetic fields. The
systematic uncertainties of T/TF and ln(kFa2D) at the
critical temperature Tc are listed in table I.
Temperature determination from in situ pro-
files: As mentioned in section VII, we additionally de-
termine the temperature from the in situ profiles for com-
parison. For magnetic fields ≥ 832 G, these temperatures
are systematically smaller than those determined from
the momentum distribution. The corresponding values
for (Tc/TF )in situ are listed in table I.
