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 Proposal of a new uncertain structural optimization method under hybrid uncertainties; 
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 Polynomial Chaos (PC) expansion and Chebyshev interval methods integrated in a uniform 
framework; 
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This paper proposes a new hybrid uncertain design optimization method for structures which contain both 
random and interval variables simultaneously. The optimization model is formulated with the feasible 
robustness and the reliability of the worst scenario. The hybrid uncertainty is quantified by using the 
orthogonal series expansion method that integrates the Polynomial Chaos (PC) expansion method and the 
Chebyshev interval method within a uniform framework. The design sensitivity of objective and 
constraints will be developed to greatly facilitate the use of gradient-based optimization algorithms. The 
numerical results show that this method will be more possible to seek the feasible solution. 
Keywords: hybrid uncertain optimization; orthogonal series expansion; Polynomial Chaos expansion; 
Chebyshev interval method. 
 
1. Introduction 
In engineering, the majority of research works for structural problems are based on the assumption that all 
parameters of the systems are deterministic. However, a number of real-world problems inherently 
contain numerous uncertain factors, e.g. various uncertainties are involved in loads, parameters, material 
properties, fraction tolerance, boundary conditions and geometric dimensions in the whole life cycle of 
design, manufacturing, service and aging. To enhance structural design performance and safety, there is 
an increasing demand to incorporate the impact of uncertainties quantitatively into the design problem of 
structures. In the area of uncertain optimization, the reliability-based design optimization (RBDO) and the 
robust design optimization (RDO) represent two major paradigms. RBDO [1] is a well-known type of 
design method under uncertainties, which has been widely studied over the past decades [2-6]. RBDO 
focuses on a risk-based solution taking into account the feasibility of target at expected probabilistic 
levels, in which the risk measure is commonly expressed by the probabilities of failure. Besides the 
RBDO, RDO [7] is another important type of design method consisting of uncertainties, which aims to 
determine a design to optimize the deterministic performance, while making it insensitive with respect to 
uncertain variables. As a matter of fact, the RBDO and RDO can be studied in a unified framework [7, 8], 
as the RBDO and RDO belong to the broad family of design optimization under uncertainty.  
 
The implementation of the design optimization considering uncertain parameters generally contains two 
procedures. The first is the optimization algorithm for seeking the optimum solution at the nominal values 
of the design variables, while the second is the uncertainty quantification that quantifies the uncertainty 
by using some evaluation indexes, such as the probability of failure or the generalized reliability index [4], 














cases, the two procedures are implemented by using the double-loop [1, 10] or the sequential single-loop 
optimization [11]. There also have been some studies that try to combine the two procedures into one 
single step, e.g. the single-loop optimization in RBDO [3, 12, 13]. Since the first procedure only refers to 
the conventional optimization algorithms, the second procedure for uncertainty quantification (or 
uncertainty analysis) will be the key for design optimization under uncertainty. 
 
Uncertainty can be classified into two different types [14, 15], namely aleatory and epistemic uncertainty. 
Aleatory uncertainty, also termed as objective or stochastic uncertainty, describes the inherent variation 
associated with a physical system or environment. Epistemic uncertainty or subjective uncertainty, on the 
other hand, derives from some level of ignorance or incomplete information about a physical system or 
environment. The aleatory uncertainty is commonly expressed by the random variables while the 
epistemic uncertainty may be described as the interval variables or fuzzy variables and so on. Since a 
number of engineering problems not only involve the aleatory uncertainty but also contain the epistemic 
uncertainty, this paper studies the design optimization problems of structures under the hybrid uncertainty. 
 
In the quantification of the uncertainty about random variables, the optimization method [1], Monte Carlo 
simulation [16, 17], and Polynomial Chaos (PC) expansion method [18, 19] are usually employed. The 
optimization method is mainly used in the first-order reliability method (FORM) to find the most 
probable point (MPP) [3]. The optimization method has also been combined with the response surface 
method to quantify uncertainty [5, 20]. The Monte Carlo simulation can be conveniently implemented to 
produce a more comprehensive statistic information for evaluation functions, such as mean, variance, 
probability of failure, probability density function (PDF) and cumulative distribution function (CDF). 
However, the Monte Carlo simulation usually requires the information from a large number of sampling 
points. Its rate of convergence is of order 1 N , which may be computationally prohibitive in 
engineering. The PC expansion method which is a kind of spectral decomposition method can be used to 
estimate the response of system with random variables, to greatly reduce the computational cost. The PC 
expansion method expands evaluation functions with respect to random variables using the corresponding 
orthogonal polynomials. After the PC expansion, the mean and variance of the evaluation functions can 
be calculated conveniently by using the characteristic of the orthogonal polynomials, and the Monte Carlo 
simulation may also be applied to estimate the PDF and CDF of the evaluation functions after the 
expansion. More application of the PC expansion method can be found in [21-25]. 
 
For interval uncertainty analysis, the evaluation indexes of uncertainty are described by the upper and 
lower bounds (maximum and minimum values) of the evaluation functions. The bounds of evaluation 














optimization methods may capture the exact bounds of the evaluation functions if the optimization 
algorithms have the capacity to seek the global optimum. Since the global optimization algorithms are 
generally time-consuming, the gradient-based optimization algorithms are usually employed to find a 
local optimum solution, which will be effective when there are not multiple local optimal solutions in the 
uncertainty range. Interval arithmetic is the other effective method to estimate the bounds of the 
evaluation function, and it may produce an envelope of the evaluation function. The interval arithmetic 
has higher efficiency than the optimization algorithm, but the envelope is usually wider than the actual 
bounds, which is known as the overestimation phenomenon [32]. There have been some techniques 
developed to control the overestimation, such as the Taylor series expansion method [33, 34] and 
Chebyshev interval method [35]. The Chebyshev interval method expands the evaluation function with 
respect to the interval variables using the Chebyshev polynomials and then uses the interval arithmetic to 
estimate their bounds In fact, the Chebyshev method is also a special case of spectral decomposition 
method, since it expands the original function as an orthogonal series. However, the Chebyshev 
polynomials expansion only needs the information of bounds rather than the precise information of the 
probability distribution for uncertain variables, which is different from the traditional PC expansion for 
problems with random variables. 
 
The uncertainty quantification methods mentioned above are only focused on one type of uncertainty, but 
many engineering problems involve both types of uncertainty simultaneously. Qiu et al. [36] proposed a 
probabilistic and interval hybrid reliability model to solve the structural design optimization problem, but 
the expression of limit state functions is required to be simple. Gao et al. [37] studied the hybrid 
uncertainty analysis for structures, in which both the Taylor expansion and Monte Carlo simulation are 
combined to determine the bounds of mean and standard deviation of the evaluation functions. Jiang et al. 
[38] employed the nested double-loop optimization to implement the analysis of hybrid uncertainty, in 
which the outer layer optimization is to find the MPP induced by the aleatory uncertainty and the inner 
layer optimization is to seek the extreme values under epistemic uncertainty. Li et al. [10] presented a 
multi-objective robust optimization to explore the design problems of parametric uncertainties involving 
both random and interval variables in foam filled thin-walled tube, in which the nested optimization 
procedure and Kriging surrogate model were employed.  
 
The nested optimization is computationally prohibitive for structural design problems in engineering, so 
Du et al. [39] used the sequential single-loop optimization to analysis the hybrid uncertainty. Luo et al. 
[40] also proposed a sequential approximate programming and iteration scheme to solve the RBDO with 
hybrid uncertainties. Ge et al. [41] applied the single-loop optimization for the hybrid reliability 














reference [42], in which  the random process and fuzzy variables were used the describe the hybrid 
uncertainty. The optimization algorithm is used to handle the fuzzy variables. Eldred et al. [43] combined 
the PC expansion and interval optimization to quantify the hybrid uncertainty. However, most of the 
methods mentioned above are normally realized by using the optimization algorithms so that the 
efficiency will be low. Recently, Wu et al. [44] combined PC expansion method and Chebyshev interval 
method to develop a new uncertainty analysis method for vehicle dynamics performance under the hybrid 
uncertainty, which will be employed in this study.  
 
In this paper, we will systematically combine the interval arithmetic, the Monte Carlo simulation and the 
PC expansion theory to quantify the hybrid uncertainty, so as to deliver a new hybrid uncertainty based 
optimization method for structures including design sensitivity analysis for interval mean and interval 
standard deviation. In the proposed method, the evaluation functions are firstly expanded via a series of 
orthogonal polynomials with respect to both the random and interval variables. After the expansion, the 
interval mean and interval variance of evaluation functions are calculated conveniently and effectively by 
using the characteristic of orthogonal polynomials. At the same time, the derivatives of the interval 
objective function and constraints can be evaluated, to enable the application of gradient-based 
optimization algorithms to the uncertainty design optimization. Finally, the Monte Carlo simulation will 
be applied to estimate the PDF and CDF of the two bounds of the evaluation functions. It is noted that the 
Monte Carlo simulation is not computationally expensive in this case, because we have built a relatively 
cheap (orthogonal series based) surrogate model for the original complicated evaluation functions. The 
optimization under hybrid uncertainty is formulated with the feasible robustness under the aleatory 
uncertainty and the reliability of the worst scenario under the epistemic uncertainty. Two typical 
numerical examples will be used to demonstrate the effectiveness of the proposed method. 
2. Hybrid uncertainty optimization model 
The conventional deterministic optimization model can be expressed as follows: 
min      ( )
s.t.      ( )











      (1) 
where 
mRx  are the m-dimensional design variables, f(x) is the objective function, and 
T
1( ) [ ( ) ( )]kg gg x x x  is the k-dimensional constraints. All the design variables in the vector x and 
other parameters are deterministic in the above equation.  
 
As aforementioned, we will extend the deterministic optimization problem as an uncertain optimization 














uncertain variables contained in both objective and constraint functions. Thus, the optimization 
formulation will be changed to the following model 
min      ( , )
s.t.      ( , )








g x η ξ 0
x x x
     (2) 
where η=[η1 …ηm]
T
 are the uncertain part of the design variables, ξ=[ξ1 … ξn]
T
 denotes the uncertain 
parameters. It is noted that the η and ξ can be either random variables or interval variables, or the mixture 
of random and interval variables. However, for simplicity but without losing any generality, this study 
will only consider parameters ξ  as the n-dimensional independent random variables, and η  as the m-
dimensional independent interval variables, to be noted by [ ] [ , ]η η η , in which ηand η  are the lower 
bounds and upper bounds of the interval variables, respectively. 
 
Since both the objective function f and constraints g contain the uncertain variables, the objective and 
constraints should be re-formulated to reflect the influence of the uncertainty. Firstly, if only the random 
variables are included in f and g, the mean μf and μg, as well as the variance 
2
f  and 
2
gσ are usually used 
as uncertainty evaluation indexes. For the feasible robustness approach, the objective and constraints will 
be the weighted summation of the mean value and standard deviation, so the uncertain optimization 
model can be transformed to the following expression [7, 45, 46] 
   
   
1 2
3 4
min      w [ ] w [ ]
s.t.      w [ ] w [ ]










x + η ,ξ x + η ,ξ
μ x + η ,ξ σ x + η ,ξ 0
x x x
   (3) 
where w1 and w2 are the weighting coefficients for the mean value and standard deviation in the objective 
function. Here we can set them as w1 = 1, and w2 = 1. It is noted that there is no requirement that w1 + w2 
= 1, as the value of an objective function can be multiplied by a positive number, which does not change 
the characteristics of the original objective function in the optimization process. In this case, the 
optimization under the new objective function will provide the same optimal point as the original 
objective function. w3 and w4 are also the weighting coefficients for the mean and standard deviation of 
the constraints, and set as w3 = 1, and w4 = 3 in this paper. If the constraints can approximately satisfy the 
normal distribution, the probability is given by Φ(w4), where Φ is the cumulative distribution function of 
a standard normal variable. For example, in this paper w4 is considered as 3 which means that the 
probability of the constraint satisfaction will be Φ(3)=0.9987 [45]. Fig. 1 is used to express the constraints 
in the RDO. If the constraints are close to the normal distribution, the solution (red solid line) obtained by 
using the constraint of RDO model has quite small probability to fail, but solution (blue dash line) of the 
















Figure 1 Constraints of RDO 
 
For the stochastic optimization problem, there are several types of RDO models considering random 
variables, depending on the expressions for robustness measures, which mainly contain the expectance 
measure of robustness which is used in this paper, probabilistic threshold measure of the robustness, and 
statistical feasibility robustness [45]. In general, the expectance measure can be obtained more easily than 
the other two measures, because the expectance measure only depends on the mean and variance while 
other two measures compute the conditional CDF of the objective or constraint functions. This paper uses 
the expectance measure, as the PC expansion can obtain the mean and variance convinently. It is worth to 
note that the PC expansion can also be used to compute the CDF, but an additional Monte Carlo 
simulation may be required after the implementation of PC expansion, which costs the computation in the 
optimization process. 
  
Secondly, considering the additional interval uncertainty [η] included in the Eq. (3), the value of the mean 
and standard deviation would also be an interval number rather than a real number. Therefore, the mean 
and standard deviation vary between their lower bounds and upper bounds. To guarantee the reliability, 
the worst case scenario will be considered in the optimization formulation, which uses the maximum 
value (or the upper bounds) of the original objective function and constraints as the new objective 
function and constraints. Hence, the optimization model can be expressed as follows: 
   
   
1 2
3
min      w [ ] w [ ]
s.t.      [ ] w [ ]










x + η ,ξ x + η ,ξ
μ x + η ,ξ σ x + η ,ξ 0
x x x
    (4) 
The above optimization problem can be solved by many traditional optimization methods. Here the 
discussion of the optimization algorithm is out of the major scope of this study. The key procedure in the 














constraints are composed of the bounds of interval mean and interval deviation, so how to obtain the two 
measure metrics efficiently is an important issue, which will be discussed in the next section. 
3. Hybrid uncertainty analysis method 
3.1 Hybrid uncertainty analysis by the orthogonal series expansion 
This section will briefly discuss the orthogonal series expansion (OSE) method for analysis of the hybrid 
uncertainty. For more details readers can be referred to [44]. Consider the function F(ξ, [η]) which 
includes both the random variables ξ and interval variables [η], where the n-dimensional random 
variables are assumed to be in the form of standard Gaussian distribution (0,  1)nNξ  and the m-
dimensional interval variables are defined as [ ]=[-1, 1]mη . 
 
To evaluate the interval mean and interval variance of F(ξ, [η]), which will be expanded by using the p-th 
order of truncated sparse Hermite series with respect to the random variables ξ as 
1
0







ξ η η ξ      (5) 
where the βj([η]) denotes the coefficients of Hermite polynomials, ϕj denotes the n-dimensional sparse 
Hermite polynomials which are the basis of the expansion and are produced by the product of 1-
dimensional Hermite polynomials, shown as 
 
0
1 1 1 1 2
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   







ξ ξ ξ                  (6) 
where Hi denotes the 1-dimensional Hermite polynomial with order i. S is the number of terms of the n-
dimensional sparse Hermite series with order p, i.e. S=(n+p)!/(n!p!). The Hermite polynomials for 
functions with Gaussian random variables can get the optimal convergence. For the random variable with 
uniform probability distribution, the Legendre polynomials are used as the basis that can produce better 
accuracy. More orthogonal polynomials basis for other random variables can be found in [19]. 
 
The coefficients ([ ])j η  have a relationship with interval variables [η], so they can be expanded by the 
Chebyshev polynomials [35]. Expanding the coefficients βj([η]) with respect to [η] using the p-th order 
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Here βi,j denotes the elements in the coefficient matrix β with K rows and S columns, ψi denotes the m-
dimensional sparse Chebyshev polynomials [35, 44], and K is number of terms of m dimensional 
Chebyshev series with order p, i.e. K=(m+p)!/(m!p!). 
 
The coefficient matrix β can be obtained by using the least squares method twice [44] 
   
1 1
T T T T
1 1 1 2 2 2( ) ( ) ( ) ( ) ( ) ( )
 
β X η X η X η F X ξ X ξ X ξ    (8) 
where X1 is the transform matrix about the interval variables, X2 is the transform matrix about random 
variables, and F is the function value matrix at the collocation points of random variables and interval 
variables. Using T
0 1[ ,  , ]S  Φ  and 
T
0 1[ ,  , ]K  Ψ  to denote the vectors of Hermite 
polynomials and Chebyshev polynomials, respectively, the two transform matrix will be expressed by 
T T
(1) ( ) (1) ( )
1 2( ) ( ) ( ) ,  ( ) ( ) ( )
M N       X η Ψ η Ψ η X ξ Φ ξ Φ ξ   (9) 
where the 
( )( 1,..., )i i Nξ  denotes the collocation points of the random variables which are selected from 
the zeros of Hermite polynomials with order p+1, and 
( )  ( 1,..., )i i Mη  are the collocation points of 
interval variables selected from the zeros of the (p+1)-th Chebyshev polynomials [35, 44]. To enhance the 
numerical stability of the least squares method in Eq. (8), the number of collocation points are usually 
selected by the following criteria: N≥2S and M≥2M. Hence, the matrix of function value is expressed as 
(1) (1) (1) ( )
( ) (1) ( ) ( )
( , ) ( , )










ξ η ξ η
F
ξ η ξ η
    (10) 
 
The order p for the expansion process can be determined by the variation of coefficients β. In general 
physical problems, the low-order terms dominate the system rather than the high-order terms, which 
means the coefficients of high-order terms will be convergent to 0 gradually. Therefore, we can increase 
the order of the orthogonal series sequentially and compare the variation of coefficients to determine the 











β      (11) 
where the subscript p denotes the order of the expansion, and c is a small criterion number, e.g. c=2% 
used in this paper. Once the previous criterion is satisfied, we can stop to increase the order of expansion 
and use the p-th order orthogonal series to expand the original function.  
 
The Chebyshev series may be transformed to the power series, so the Eq. (7) can be expressed by the 

















[ ]([ ])= ([ ]) ([ ])
K K
j i j i i j i
i i
P   
 
 
 η η η     (12) 
where 
,i j  are the elements of coefficient matrix α of the power function Pi, and the m-dimensional 
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The coefficient matrix α can be calculated by using a linear transformation from the coefficient matrix β, 
or evaluated by the least squares method, i.e. 
   
1 1
T T T T
3 3 3 2 2 2( ) ( ) ( ) ( ) ( ) ( )
 
α X η X η X η F X ξ X ξ X ξ    (14) 
where the F and X2 are as the same shown in Eqs. (9-10), and the transform matrix X3 is expressed by 
T
(1) ( )
3( ) ( ) ( )
M   X η P η P η      (15) 
Here T
0 1[ ,  , ]KP P P denotes the vector of the power function. 
 
Once the coefficients are obtained, the interval mean [ ]F  and interval variance 
2[ ]F  of the evaluation 












 η η      (16) 
2
1 1 1
2 2 2 2
,
1 1 0
[ ] [ ] = ([ ])
S S K
F j j i j i j
j j i






   η     (17) 
where 2 ,j j j      and the operation <u, v> represents the inner product of u and v. 
 
Using Eqs. (16-17) to calculate the interval mean and interval variance of function f and g given in Eq. (4), 
the uncertainty optimization can be implemented. It can be found that the proposed method handles the 
random variables and interval variables in one integrated framework, and can be implemented easily. 
After obtain the function value matrix F at the collocation points (Eq. (10)), the coefficients can be 
produced by the least squares method, and then the interval mean and variance can be calculated 















3.2 Sensitivity analysis with the hybrid uncertainty 
When the gradient-based optimization algorithms are used as the optimization algorithm, the derivatives 
of objective and constraints with respect to the design variables are required. Although the finite 
difference method can be used to approximate the derivatives, the computational cost will be expensive 
so the numerical accuracy will be low for large-scale optimization problems. In this section, we will 
derive the first-order derivatives of the interval mean and interval standard deviation. 
 
Based on Eq. (4), it can be found that the derivatives of the evaluation functions (both the objective 
function and the constraints functions) with respect to x is equal to the derivatives with respect to η, 
Considering the 1-dimensional case, the coefficients of Hermite polynomials in Eq. (12) can be regarded 





[ ] [ ] ([ ]) [ ]
K K
i
j i j i j i j
i i
P      
 
 
         (18) 
If there is a small increment  , the coefficient can also be expressed as another standard power series 
   
1 1
0, , 0, ,
1 1
[ ] [ ] [ ] [ ]
k k
i i
j j i j j i j
i i
b b       
 
 
          (19) 
where the coefficients bi will be determined by  
   2, , 1,1i j i j i jb i              (20) 
 
Using the interval arithmetic, the upper and lower bound of the coefficients can be calculated by 
   0, , , , ,
2 1 2
signj j i j i j i j i j
i q i q
H     
  
        (21) 
   0, , , , ,
2 1 2
signj j i j i j i j i j
i q i q
H     
  
          (22) 
where q denotes the positive integer, and the sign function sign(x) and Heaviside step function H(x) are 
defined as 
   
1,         0 1,         0
sign ,   
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Combining Eqs. (18)-(22) and neglecting the discontinuous points that are αi,j =0, the derivative of the 
two bounds of the coefficients can be expressed by 
   
       1, 1, , 1, ,
0
2 1 2
[ ] [ ]
lim 1 sign 1
j j j
j i j i j i j i j
i q i q
i i H
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The Eqs. (24-25) contain the sign function and Heaviside step function, which will make the derivatives 
unsmooth. The unsmooth derivatives may make the optimization process unstable, so the following 
approximation projection method is used to smooth the sign function and Heaviside step function 
       
1 1
sign tanh ,  tanh
2 2
x x H x x           (26) 
where the coefficient γ is a positive real number. The function tanh(γx) will be equal to sign(x) when the 
parameter γ tends to be infinite. Therefore, the derivatives of the two bounds will be transformed to  
       1, 1, , 1, ,
2 1 2
1
1 tanh 1 tanh
2
j
j i j i j i j i j









    

       (27) 
      1, 1, , 1, ,
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       (28) 
 Combining Eqs. (16) and (27), the derivative of the upper bound of the interval mean will be  
      0 1,0 1,0 ,0 1,0 ,0
2 1 2
1
1 tanh 1 tanh
2
F
i i i i
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 
      (29) 
Using the interval arithmetic in Eq. (17), the upper bound of the interval variance can be calculated by 
 
1




F j j j
j
   


          (30) 
Therefore, the derivative of the upper bound of the standard deviation is given as 
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   (31) 
Based on the sensitivity information given by Eq. (29) and (31), the hybrid uncertainty optimization 
defined in Eq. (4) can be implemented by conventional gradient-based optimization algorithms.  
4. Quantification of hybrid uncertainty 
We can obtain the interval mean and interval variance of evaluation functions based on the derivation in 
the previous section, but these two evaluation indexes may not provide the comprehensive information of 
the hybrid uncertainty. Besides the interval mean and interval variance, the hybrid uncertainty can be 
more comprehensively assessed by the p-box, the measures of belief and plausibility in the evidence 
theory [14, 47]. Here the PDF and CDF of the lower and upper bounds of evaluation functions will be 
applied to express the comprehensive information. The CDF of lower bound may be equivalent to the 
measure of belief, while the CDF of the upper bound may be equivalent to the measure of plausibility. 
 














            
1 1 1 1
, ,
0 0 0 0
,
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Therefore, the two bounds of the evaluation functions will be defined as  
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The optimization algorithms or scanning method can be used to calculate the two bounds with respect to 
interval variables. On the other hand, the bounds of evaluation functions contain the random variables ξ , 
so we can obtain the PDF and CDF of the bounds through the Monte Carlo simulation. It should be noted 
that both the optimization process and Monte Carlo simulation are not computationally expensive in this 
case, because the analytical expression (Eq. (32)) has been obtained. 
 
To verify the proposed method, we consider the following test example. For simplicity, the ( ,[ ])F    is a 
scalar function containing 1-dimensional random variable (0,  1)N  and 1-dimensional interval variable 
[ ]=[-1, 1] , which is defined as 








     (34) 
The proposed orthogonal series is used to expand Eq. (34). Using the different order of polynomials to 
expand the function and computing the coefficients, we have 1 21 10.49, 0.97  β β , and
3 1
0.98 β . Since the variation between the coefficient of the second order polynomial and third 
polynomial is very small, we will choose the second order polynomial to implement the OSE based on the 
Eq. (11). Therefore, the number of collocation points and interpolation points are set as N=M=3. As a 
result, the total number of computing points for the original function is N×M=9.  
 
 















Figure.2 (b) The CDF of two bounds 
(“lb”: lower bound;  “ub”: upper bound;  “MCST”: Monte-Carlo-Scanning-Test;   
“OSE”: Orthogonal Series Expansion)  
 
After obtaining the coefficients, the Monte Carlo simulation and optimization algorithm can be used to 
obtain the sampling data of the bounds. Based on a large amount of sampling data, we can plot the PDF 
and CDF of the two bounds for the function F, shown in Fig.2. 
 
The reference result of the PDF and CDF of the two bounds can be obtained by the combination of Monte 
Carlo simulation and the scanning test for the original function, termed as Monte-Carlo-Scanning-Test 
(MCST). The MCST uses the Monte Carlo simulation collect the sampling points in the space of random 
variables and employs the scanning test that is a symmetrical dense grid to sample the space of interval 
variables. The scanning test will find the bounds of the evaluation function, and the Monte Carlo 
simulation will find the corresponding PDF and CDF. The results of MCST are also given in Fig.1, which 
shows that the PDF and CDF of two bounds obtained by the OSE method is very close to that of MCST. 
In practical applications, the cost of evaluating the original function is very expensive usually, so we use 
the number of evaluating the original function as the index of efficiency. For this numerical testing 
example, the 10000 samples are used in the Monte Carlo simulation and 10 symmetrical samples are used 
in the scanning test, so the total number computing the original function is 10000×10, which is much 
larger than the 9 samples used in the OSE method. Hence, the OSE method has higher efficiency than the 
MCST.  
 
To demonstrate the efficiency of the proposed OSE method, another uncertain quantification method by 
Eldred et al. [43] was also employed in this paper in the test example. Eldred’s method applied an 
optimization algorithm to seek the bounds of interval variables, and the PC expansion to handle random 














Eldred’s method with our OSE method, we still employ the second order polynomials expansion to 
handle the random variable, so the numbers of computing original functions for both methods are the 
same, namely 3. Here, the sequential quadratic programming (SQP) is used to find the bounds of the 
interval variable, and the two bounds are obtained after 16 evaluations of the original function. Since the 
function is monotonic with respect to the interval variable, the results obtained by the SQP method is 
globally optimal. As a result, the accuracy of the Eldred’s interval optimization-based method is almost 
the same as the OSE method in this paper. However, the total number of function evaluations for Eldred’s 
method is 16×3=48, which is also larger than the 9 samples used in the OSE method. Hence the proposed 
OSE method has higher efficiency than Eldred’s method. 
 
If the random variable is considered as constant, e.g. ξ=1, then CDF of the two bounds will be a 
degenerated into two vertical lines (pure interval), and the PDF will be infinite. On the other hand, if there 
is no interval variable in the function, the CDF of the two bounds will be one traditional CDF. Some 
researchers just consider the uncertain-but-bounded variables as uniformly distributed random variables, 
which may produce some large deviations. For example, if the uncertain variable η in Eq. (34) is assumed 
to satisfy the uniform distribution, i.e. η ~ U(-1,1), we can draw its PDF and CDF of F(ξ, η) by using the 
Monte Carlo method, shown in Fig. 3. However, if the actual probability distribution is η ~ Beta(2,4) or η 
~ Beta(4,2), the corresponding PDF and CDF of function F(ξ, η) will be quite different, shown as Fig. 3. 
Since we do not know the actual distribution of η, the unfit assumption will make a large error. In this 
case, if we just use the bounds information, the envelope of the possible actual CDF can be obtained, i.e. 
the various CDF under different probability distribution are contained in the CDF belt constructed by the 
bounds of hybrid uncertainty (Fig. 3). 
 
 
















Figure 3 (b) The CDF of F(ξ, η) for different types of random variable 
 
5. Numerical examples of Structure optimization 
In this section, two design optimization problems for structures that are the 18-bar planar truss and 25-bar 
space truss are used to show the effectiveness of the proposed design optimization method under hybrid 
uncertainty. The cross-section areas of the structure are the design variables, which are also considered as 
interval variables. The modulus of elasticity and the material density of the bar are regarded as random 
parameters. The results of the proposed hybrid uncertainty optimization will be compared with that of the 
conventional deterministic optimization and the conventional random optimization. 
5.1 18-bar planar truss structure 
Figure 4 shows the 18-bar cantilever planar truss structure. The objective function is to minimize the total 
weight of the planar truss by satisfying the stress limitations of ±20000lb/in
2
 and Euler buckling 
compressive stress limitation: 
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, Li is the ith member length, and Ai denotes the cross-sectional area of the ith 
member. The minimum cross-sectional area of members is 0.1 in
2

































y P P P P P
250 in
250 in 250 in250 in 250 in 250 in
 
Figure 4 18-bar planar truss structure 
 
The members can be classified into four groups when the cross-sectional areas are regarded as the design 
variables: x1 (A1, A4, A8, A12, A16), x2 (A2, A6, A10, A14, A18), x3 (A3, A7, A11, A15), and x4 (A5, A9, A13, A17). 
Considering the design variables as interval variables, the interval width is 0.1in
2
. The nominal value of 
the material density ρ=0.1lb/in
3
, and the vertical loads is P=20000lb acting on the upper nodes of the 
planar truss. Here E and   are considered as random parameters, satisfying the Gaussian distribution 
where the mean value is the nominal value and the standard deviation is 2% of the nominal value, that is 
7 5 2~ (10 ,  (2 10 ) )E N   and 2~ (0.1,  0.002 )N . For this problem, the deterministic optimization 
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where f is the total mass of the truss, i  denotes the stress of the ith member, g1 and g2 are the stress 
constraints and Euler buckling compressive stress limitation, respectively. Three cases of the optimization 
will be considered:  
(1) the deterministic optimization without considering uncertain parameters and variables (defined as 
problem (36));  
(2) the uncertain optimization with considering the random parameters (E and  )  
 
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T T
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(3) the uncertain optimization with considering the hybrid uncertainty for both the interval variables  and 
random parameters 
  
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T T
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where the interval variables    
4
0.05,0.05 η .  
 
The active-set algorithm in MATLAB is used to implement the optimization, with initial values of design 
variables x0=[10 10 10 10]
T
. The objective and constraint functions are expanded by using the 2nd order 
orthogonal polynomials for the hybrid uncertain optimization problem. Therefore, the collocation points 
will be chosen from the zeros of both the 3rd order Hermite polynomial and the Chebyshev polynomials. 
Since there are 2 random variables and 4 interval variables, the number of coefficients for the Hermite 
polynomials expansion and Chebyshev polynomials expansion will be 6 and 15, respectively. To make 
the least squares method stable, all the 9 zeros of the 3rd order Hermite polynomial (2 dimension) are 
used as the collocation points for the random variables, and 30 zeros of the 3rd order Chebyshev 
polynomial (4 dimension) are randomly chosen as the collocation points for the interval variables. The 
optimization results are shown in Table 1, which only gives the solution of the design variables. It can be 
found that there are only 5% difference among the three solutions. However, if we have a close look at 
the constraints as given in Figs. 7-9, it can be found that there are obvious differences among the three 
solutions. Particularly, the deterministic optimization produces the solutions which violate the constraints 
with higher probability, and in some cassions even more than 50%. Thus, the deterministic optimization 
will lead to a design that may not be feasible. The design optimization problems with uncertainties may 
make the optimized solution satisfy the constraints with higher probability. 
 










Deterministic 10.00 21.65 12.50 7.07 
Random 10.00 22.30 12.87 7.07 
Hybrid 10.10 22.44 12.97 7.18 
 
The iteration histories for the objective functions of the three optimization problems are shown as Fig. 5. 
It can be found that the hybrid uncertain optimization process normally converges after the first 20 















Figure 5 The iteration history of the objective function 
  
Figure 6 PDF of f 
(lbd: lower bound of deterministic optimization; ubd: upper bound of deterministic optimization; 
lbr: lower bound of random optimization; ubr: upper bound of random optimization; 
lbh: lower bound of hybrid optimization; ubh: upper bound of hybrid optimization) 
 
To compare the optimization results comprehensively, the PDF and CDF of the two bounds of the 
objective function and constraints are shown in Figs. 6-10. The constraint g2 is only related to interval 
variables, so only its CDF is shown. 
 




















Figure. 9 CDF of constraint g1 
 
It can be found that the objective functions of the random optimization and the hybrid uncertainty 
optimization are more conservative than that of the deterministic optimization. However, for the upper 
bound of constraint g1, there are more than 60% probabilities to be violated for the deterministic 
optimization, while the failure probability for both the random optimization and the hybrid uncertainty 
optimization is very small (close to zero). The standard deviation for the solution of the hybrid 
optimization is smaller than the solution of the deterministic optimization, which is demonstrated by the 
fact that the latter has an obvious smaller peak value of PDF. However, the hybrid optimization and 
random optimization provide similar standard deviations, which may be induced by the following two 
reasons: firstly the two solutions are close; and secondly the constraint for the solutions of the different 
cases is weak nonlinear. 
 
For the bounds of constraint g2, the deterministic optimization and random optimization give the same 
results, because both of them do not consider the interval uncertainty. Therefore, the upper bounds of the 
















which means that the two optimization results are possible to violate the constraints. The hybrid 
uncertainty optimization makes the upper bound of g2 smaller than 20000lb/in
2
, which makes the optimal 
solution located inside the feasible region. 
 
Figure 10 CDF of constraint g2 
 
5.2 25-bar space truss 
The 25-bar truss structure for transmission towers is shown in Fig. 11. The cross-sectional areas of truss 
members are regarded as interval design variables, and the interval width is 0.1in
2
. The nominal value of 






, respectively, which satisfy 
the Gaussian distribution 
7 5 2~ (10 ,  (2 10 ) )E N   and 2~ (0.1,  0.002 )N .  
 
Figure 11 25-bar space truss structure 
 
The optimization problem is to minimize the total weight of the space truss. This space truss is subjected 














truss members can be grouped in Table 3, which also shows the stress limitations of each group. At the 
same time, the maximum displacements of nodes in each direction are limited to ±0.35in. The cross-




Table 2 Loading conditions 
Node Condition 1 Condition 2 
Px (lb) Py (lb) Pz (lb) Px (lb) Py (lb) Pz (lb) 
1 0 20000 5000 1000 10000 -5000 
2 0 -20000 -5000 0 10000 -5000 
3 0 0 0 500 0 0 
6 0 0 0 500 0 0 
 
Table 3 Member stress limitations 
Variables 
x1 x2 x3 x4 x5 x6 x7 
A1 A2 ~A5 A6 ~A9 A10 ~A13 A14 ~A17 A18 ~A21 A22 ~A25 




-35000 -11000 -17000 -35000 -6000 -6000 -11000 




40000 40000 40000 40000 40000 40000 40000 
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where Li is the length of the ith bar, i  is the stress of the ith member, and di  represents the displacement 
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   (41)
 
where ξ denotes the random parameters E and ρ , and the interval variables    
7
0.05,0.05 η .  
 
The initial values of the design variables are set as x0=[1 … 1]
T
1x7. The objective and constraint functions 
are expanded by using the 2nd order orthogonal polynomials, with 9 collocation points of the random 
variables and 72 collocation points of the interval variables. 
 
















Deterministic 0.10 1.77 2.95 0.10 0.69 1.95 2.61 
Random 0.10 1.97 3.15 0.10 0.73 1.93 2.80 
Hybrid 0.10 2.13 3.24 0.10 0.75 2.00 2.95 
 
The optimization results are shown in Table 4, and the iteration history of the objective function is 
provided in Fig. 12. It can be found that the hybrid optimization model is quite stable and converges to 
the optimum after only 20 iterations. 
 















The CDF of the bounds for the objective function and active constraints are shown in Figs.13-15, 
respectively. The weight of the truss by using the uncertainty design optimization is larger than that of the 
deterministic optimization, because the constraints of the uncertainty optimization are more rigorous. 
 
Figure 13 CDF of objective f 
 
Figure 14 CDF of constraint g6 
 
One of the active constraints g6 is only related to the interval variables, so its CDF will be two vertical 
lines, as shown in Fig.14. Since g6 is only related to the interval variables, the random optimization and 
the deterministic optimization almost lead to the same results, and the lower bound of g6 is smaller than -
6000lb/in
2
, which indicates that the constraint is not satisfied. However, for the hybrid uncertainty design 
optimization, its lower bound is larger than -6000lb/in
2
















Figure 15 CDF of objective g8 
The CDF of the other active constraint g8 (≤0.35) are given in Figs. 15. It can be seen that the failure 
probability of the deterministic optimization is around 90% for the worst case of scenario. The failure 
probability of the random optimization is much smaller, but it is still has about 10% failure probability 
under the worst condition. However, the failure probability of the hybrid uncertainty optimization tends to 
zero under worst case of scenario. 
6. Conclusions 
This paper has developed a new hybrid uncertain design optimization method, in which both aleatory and 
epistemic uncertainties are considered simultaneously. The numerical analysis for the hybrid uncertainty 
is implemented by using the orthogonal series expansion (OSE) method. To save the computational cost, 
the interval arithmetic is applied to estimate the interval mean and variance of the objective and constraint 
functions. The design sensitivity of the objective and constraints are explicitly developed to facilitate the 
direct application of many gradient-based optimization algorithms. First, the results of one mathematical 
test example show that the proposed OSE method has similar accuracy of the Monte Carlo simulation and 
scanning test methods but it has much higher efficiency. Second, two typical structure optimization 
problems have been utilized to showcase the effectiveness of the proposed method. Their optimization 
results denote that the hybrid uncertainty optimization method can satisfy the constraints in the worst case, 
but the traditional deterministic optimization and random optimization may produce unfeasible solutions. 
The convengnace process demonstrates the proposed method is numerically stable and converges well. 
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