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Τεχνητή νοημοσύνη και προσωπικά δεδομένα: 
η περίπτωση της εξ αποστάσεως βιομετρικής ταυτοποίησης 
Ευαγγελία Ανδρουλάκη 
Δικηγόρος παρ’ Αρείω Πάγω, εγκληματολόγος (ΜΔΕ), Υπ. Διδάκτωρ 
 
 
1. Τεχνητή νοημοσύνη και προσωπικά δεδομένα  
 
 Η ανάπτυξη της τεχνητής νοημοσύνης1 2 και ο τρόπος με τον οποίο έχει 
ενταχθεί στους τομείς της οικονομίας, της υγείας, των εργασιακών σχέσεων, του 
ιδιωτικού βίου, της ηθικής, καθιστά αναγκαία τη διαφορετική προσέγγιση των 
παραδοσιακών εννοιών του δικαίου και τη θεσμική ενίσχυση του ισχύοντος 
 
1 Βλ. ορισμό τεχνητής νοημοσύνης στην υπ’ αρ. COM (2018) 237 final Ανακοίνωση της Επιτροπής με 
θέμα «Τεχνητή νοημοσύνη για την Ευρώπη» κατά τον οποίο: «Η τεχνητή νοημοσύνη (ΤΝ) αναφέρεται 
σε συστήματα που χαρακτηρίζονται από ευφυή συμπεριφορά, αναλύοντας το περιβάλλον τους και 
ενεργώντας – με κάποιο βαθμό αυτονομίας – για την επίτευξη συγκεκριμένων στόχων. Τα συστήματα που 
λειτουργούν βάσει τεχνητής νοημοσύνης μπορούν να βασίζονται αποκλειστικά σε λογισμικό, ενεργώντας 
στον εικονικό κόσμο (π.χ. βοηθοί φωνής, λογισμικό ανάλυσης εικόνας, μηχανές αναζήτησης, συστήματα 
αναγνώρισης ομιλίας και προσώπου) ή η τεχνητή νοημοσύνη μπορεί να ενσωματωθεί σε συσκευές 
υλισμικού (π.χ. προηγμένα ρομπότ, αυτόνομα αυτοκίνητα, δρόμοι ή εφαρμογές του Διαδικτύου των 
Πραγμάτων). Χρησιμοποιούμε την τεχνητή νοημοσύνη σε καθημερινή βάση, π.χ. για να μεταφράσουμε 
γλώσσες, να υποτιτλίσουμε βίντεο ή να μπλοκάρουμε ανεπιθύμητη ηλεκτρονική αλληλογραφία. Πολλές 
τεχνολογίες τεχνητής νοημοσύνης απαιτούν δεδομένα προκειμένου να βελτιώσουν τις επιδόσεις τους. Από 
τη στιγμή που θα λειτουργήσουν σωστά, μπορούν να υποστηρίξουν τη βελτίωση και την αυτοματοποίηση 
της λήψης αποφάσεων στον ίδιο τον τομέα. Για παράδειγμα, ένα σύστημα τεχνητής νοημοσύνης θα 
εκπαιδευτεί και, ακολούθως, θα χρησιμοποιηθεί για να εντοπίζει κυβερνοεπιθέσεις βάσει των δεδομένων 
του οικείου δικτύου ή συστήματος.», url  https://eur-lex.europa.eu/legal-
content/EL/TXT/PDF/?uri=CELEX:52018DC0237&from=EN διαδικτυακά προσπελάσιμη στις 
24.06.2020.  
2 Βλ. Επίσης για την κατηγοριοποίηση της τεχνητής νοημοσύνης: Σπ. Τάσσης, Η εποχή της τεχνητής 
νοημοσύνης, δημοσιευμένο στην ηλεκτρονική ιστοσελίδα https://www.lawspot.gr/nomika-
blogs/spiros_tassis/dikaio-stin-epohi-tis-tehnitis-noimosynis, διαδικτυακά προσπελάσιμο στις 
24.06.2020, όπου γίνεται διάκριση ανάμεσα σε δύο κατηγορίες, την περιορισμένη ή αδύναμη τεχνητή 
νοημοσύνη και την γενική ή ισχυρή. Η πρώτη είναι αυτή χρησιμοποιούμε σήμερα σε αρκετές 
εφαρμογές κυρίως ψηφιακές και αναφέρεται σε τεχνητή νοημοσύνη που είναι σε θέση να χειριστεί 
μόνο ένα συγκεκριμένο έργο (π.χ. ένα εργαλείο φιλτραρίσματος ανεπιθύμητης ηλεκτρονικής 
αλληλογραφίας), ενώ η ισχυρή τεχνητή νοημοσύνη είναι ικανή να εμφανίζει στοιχεία ανθρώπινης 
νοημοσύνης και κοινής λογικής και μπορεί να θέσει τους δικούς της στόχους και να αντιμετωπίσει 
κάθε γενικευμένο έργο που της ζητείται, σχεδόν σαν να ήταν άνθρωπος. Βλ. και σχετικές αναφορές σε 
https://medium.com/personified-systems/structure-in-ai-law-ethics-the-world-and-the-mind-
7e00c5e0ae2, https://techcrunch.com/2017/01/28/artificial-intelligence-and-the-law/?guccounter, 
διαδικτυακά προσπελάσιμες στις 24.06.2020. 
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νομοθετικού πλαισίου που την καλύπτει, προκειμένου η περαιτέρω εξέλιξη της να 
κάμψει το δυνατόν τους προβληματισμούς που ανακύπτουν από την εφαρμογή της3. 
 Η συγκέντρωση τεράστιων όγκων δεδομένων, κυρίως μέσω του διαδικτύου 
με τη βοήθεια και των συστημάτων τεχνητής νοημοσύνης, έχουν καταστήσει δυνατή 
την ανάλυση, τον συνδυασμό, και την επ’ αόριστον αποθήκευση τεράστιων όγκων 
δεδομένων4, τα οποία εν συνεχεία μπορούν να χρησιμοποιηθούν για μια περαιτέρω 
ανωνυμοποίηση δεδομένων σχετικά με τα πρόσωπα, πολλές φορές υπό καθεστώς 
αδιαφάνειας (ιδίως σε ό,τι αφορά τους αλγόριθμους) και περίπλοκου τρόπου 
λειτουργίας, δημιουργώντας νέους κινδύνους για την προστασία και την ασφάλεια 
των τελευταίων.  
 Ο Γενικός Κανονισμός Προστασίας Δεδομένων (ΓΚΠΔ) παραμένει 
τεχνολογικά ουδέτερος σε ότι αφορά γενικώς τις νέες τεχνολογίες, ειδικώς δε την 
τεχνητή νοημοσύνη5. Δηλαδή, δεν λαμβάνει θέση υπέρ της χρήσης ή όχι κάποιας 
συγκεκριμένης τεχνολογίας. Συνεπώς, δεν μπορεί να θεωρηθεί ότι αποκλείεται “a 
 
3 Βλ. την υπ’ αρ. 2017/C 288/01 Γνωμοδότηση  της Ευρωπαϊκής Οικονομικής και Κοινωνικής 
Επιτροπής με θέμα «Η τεχνητή νοημοσύνη — Η επίδραση της τεχνητής νοημοσύνης στην (ψηφιακή) 
ενιαία αγορά, στην παραγωγή, στην κατανάλωση, στην απασχόληση και στην κοινωνία», όπου γίνεται 
αναφορά στο ότι πρέπει να αναπτυχθούν νέες διαδικασίες τυποποίησης για την επαλήθευση και την 
επικύρωση των συστημάτων τεχνητής νοημοσύνης, οι οποίες θα πρέπει να βασίζονται σε μεγάλο 
φάσμα κανόνων, έτσι ώστε να καθίσταται δυνατή η αξιολόγηση και ο έλεγχος της ασφάλειας, της 
διαφάνειας, της αναγνωσιμότητας, της δυνατότητας λογοδοσίας και της ηθικής υπευθυνότητας των 
συστημάτων τεχνητής νοημοσύνης, url https://eur-lex.europa.eu/legal-
content/EL/TXT/PDF/?uri=CELEX:52016IE5369&from=EL, διαδικτυακά προσπελάσιμη στις 
24.06.2020. 
4 Βλ. και Γνωμοδότηση 3/2018 του Ευρωπαίου Επόπτη για τα Προσωπικά Δεδομένα, σχετικά με τη 
χειραγώγηση στο διαδίκτυο και τα δεδομένα προσωπικού χαρακτήρα, url 
https://edps.europa.eu/sites/edp/files/publication/18-03-19_online_manipulation_en.pdf, Διαδικτυακά 
προσπελάσιμη στις 24.06.2020. 
5 Η αρχή της τεχνολογικής ουδετερότητας δεν είναι άγνωστη στο ευρωπαϊκό δίκαιο. Σύμφωνα με το 
προοίμιο του κανονισμού (ΕΕ) 2015/2120, «Τα μέτρα που προβλέπονται στον παρόντα κανονισμό 
συμμορφώνονται με την αρχή της τεχνολογικής ουδετερότητας, δηλαδή δεν επιβάλλουν ούτε προβαίνουν 
σε διακρίσεις υπέρ της χρήσης ενός συγκεκριμένου είδους τεχνολογίας». Βλ. Κανονισμό (ΕΕ) 2015/2120 
του Ευρωπαϊκού Κοινοβουλίου και του Συμβουλίου της 25ης Νοεμβρίου 2015 για τη θέσπιση μέτρων 
σχετικά με την πρόσβαση στο ανοικτό διαδίκτυο και την τροποποίηση της οδηγίας 2002/22/ΕΚ για την 
καθολική υπηρεσία και τα δικαιώματα των χρηστών όσον αφορά δίκτυα και υπηρεσίες ηλεκτρονικών 
επικοινωνιών και του κανονισμού (ΕΕ) αριθ. 531/2012 για την περιαγωγή σε δημόσια δίκτυα κινητών 
επικοινωνιών εντός της Ένωσης (Κείμενο που παρουσιάζει ενδιαφέρον για τον ΕΟΧ), Σκέψη 2. Βλ. 
επίσης Ι. Ιγγλεζάκης, Ουδετερότητα του Διαδικτύου: Ευκαιρίες και Προκλήσεις στην Εποχή της 
Πληροφορίας- Η διαφορετική προσέγγιση ΗΠΑ και ΕΕ στο ζήτημα της ουδετερότητας διαδικτύου και 
η πιθανή σύγκρουση μεταξύ των ρυθμιστικών μοντέλων στις δύο όχθες του Ατλαντικού, 2017, url 
https://www.lawspot.gr/nomika-blogs/ioannis_igglezakis/oydeterotita-toy-diadiktyoy-eykairies-kai-
prokliseis-stin-epohi-tis#footnote8_fb1uzar, διαδικτυακά προσπελάσιμο στις 24.06.2020. 
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priori” η εφαρμογή του σε περιπτώσεις επεξεργασίας δεδομένων μέσω συστημάτων 
τεχνητής νοημοσύνης6. 
 Ο ΓΚΠΔ περιλαμβάνει και αρχές ως εργαλεία διασφάλισης της σύννομης 
και θεμιτής επεξεργασίας. Τέτοια αποτελεί η αρχή της ελαχιστοποίησης, σύμφωνα με 
την οποία τα δεδομένα προσωπικού χαρακτήρα πρέπει να είναι κατάλληλα, συναφή 
και να περιορίζονται στο αναγκαίο για τους σκοπούς για τους οποίους υποβάλλονται 
σε επεξεργασία7. Η αυστηρή εφαρμογή της αρχής αυτής στις περιπτώσεις της 
τεχνητής νοημοσύνης μπορεί να μεταφραστεί και ως ένα απώτατο όριο για τους 
αλγορίθμους και για το τι νέο μπορούν αυτοί ενδεχομένως να παράξουν8. Επιπλέον, η 
 
6 Η λογική του επικεντρώνεται περισσότερο στον αντίκτυπο που ενδεχομένως έχουν οι εξελίξεις της 
τεχνολογίας στην άσκηση και στην προστασία των προσωπικών δεδομένων των υποκειμένων, 
παρέχοντας τα απαραίτητα εργαλεία διασφάλισης της σύννομης και θεμιτής επεξεργασίας τους [Α. 
Βόρρας, Λ. Μήτρου, Τεχνητή νοημοσύνη και προσωπικά δεδομένα - Μια θεώρηση υπό το πρίσμα του 
Ευρωπαϊκού Γενικού Κανονισμού Προστασίας Δεδομένων (ΕΕ) 2016/679, ΔΙΜΕΕ (πλέον ΔΙΤΕ), τ.4, 
2018, σελ.459]. 
7 Βλ. σχετικά και Σκέψη 156 του Γενικού Κανονισμού Προστασίας Δεδομένων, όπου αναφέρεται ότι: 
«Η επεξεργασία δεδομένων προσωπικού χαρακτήρα για σκοπούς αρχειοθέτησης προς το δημόσιο 
συμφέρον, σκοπούς επιστημονικής ή ιστορικής έρευνας ή στατιστικούς σκοπούς θα πρέπει να υπόκειται 
σε κατάλληλες εγγυήσεις για τα δικαιώματα και τις ελευθερίες του υποκειμένου των δεδομένων σύμφωνα 
με τον παρόντα κανονισμό. Οι εν λόγω εγγυήσεις θα πρέπει να διασφαλίζουν ότι έχουν θεσπιστεί τα 
τεχνικά και οργανωτικά μέτρα που εγγυώνται, ειδικότερα, την αρχή της ελαχιστοποίησης των δεδομένων. 
Η περαιτέρω επεξεργασία δεδομένων προσωπικού χαρακτήρα για σκοπούς αρχειοθέτησης προς το 
δημόσιο συμφέρον, σκοπούς επιστημονικής ή ιστορικής έρευνας ή στατιστικούς σκοπούς 
πραγματοποιείται όταν ο υπεύθυνος της επεξεργασίας έχει εκτιμήσει κατά πόσο είναι εφικτό να 
εκπληρωθούν οι σκοποί αυτοί μέσω της επεξεργασίας δεδομένων τα οποία δεν επιτρέπουν ή δεν 
επιτρέπουν πλέον την ταυτοποίηση των υποκειμένων των δεδομένων, υπό την προϋπόθεση ότι υπάρχουν 
κατάλληλες εγγυήσεις (όπως, για παράδειγμα, η ψευδωνυμοποίηση των δεδομένων). Τα κράτη μέλη θα 
πρέπει να προβλέπουν κατάλληλες διασφαλίσεις σχετικά με την επεξεργασία δεδομένων προσωπικού 
χαρακτήρα για σκοπούς αρχειοθέτησης προς το δημόσιο συμφέρον, σκοπούς επιστημονικής ή ιστορικής 
έρευνας ή στατιστικούς σκοπούς. Θα πρέπει να επιτρέπεται στα κράτη μέλη να παρέχουν, υπό 
συγκεκριμένες προϋποθέσεις και με δέουσες εγγυήσεις για τα υποκείμενα των δεδομένων, προδιαγραφές 
και παρεκκλίσεις όσον αφορά τις απαιτήσεις πληροφόρησης και τα δικαιώματα διόρθωσης και 
διαγραφής, το δικαίωμα στη λήθη, το δικαίωμα περιορισμού της επεξεργασίας, το δικαίωμα στη 
φορητότητα των δεδομένων και το δικαίωμα αντίταξης κατά την επεξεργασία δεδομένων προσωπικού 
χαρακτήρα για σκοπούς αρχειοθέτησης προς το δημόσιο συμφέρον, σκοπούς επιστημονικής ή ιστορικής 
έρευνας ή στατιστικούς σκοπούς. Οι εν λόγω προϋποθέσεις και εγγυήσεις ενδέχεται να συνεπάγονται 
ειδικές διαδικασίες, ώστε τα υποκείμενα των δεδομένων να ασκούν τα δικαιώματα αυτά, εφόσον είναι 
σκόπιμο για τους σκοπούς που επιδιώκονται με τη συγκεκριμένη επεξεργασία, παράλληλα με τεχνικά και 
οργανωτικά μέτρα που αποσκοπούν στην ελαχιστοποίηση της επεξεργασίας δεδομένων προσωπικού 
χαρακτήρα σύμφωνα με τις αρχές της αναλογικότητας και της αναγκαιότητας. Η επεξεργασία δεδομένων 
προσωπικού χαρακτήρα για επιστημονικούς σκοπούς θα πρέπει να συμμορφώνεται επίσης με άλλες 
σχετικές νομοθεσίες, όπως αυτή για τις κλινικές δοκιμές.». Βλ. και την υπ’ αριθμ. 26/2019 Απόφαση 
της Αρχής Προστασίας Δεδομένων Προσωπικού Χαρακτήρα. 
8 Α. Βόρρας, Λ. Μήτρου, Τεχνητή νοημοσύνη και προσωπικά δεδομένα - Μια θεώρηση υπό το πρίσμα 
του Ευρωπαϊκού Γενικού Κανονισμού Προστασίας Δεδομένων (ΕΕ) 2016/679, ΔΙΜΕΕ (πλέον ΔΙΤΕ), 
τ.4, 2018, σελ.459. 
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αρχή της λογοδοσίας (accountability)9 και η αρχή της διαφάνειας10 μπορούν να 
συμβάλλουν ουσιαστικά στον περιορισμό των κινδύνων που προκύπτουν από την 
εκτεταμένη επεξεργασία των δεδομένων από τις εφαρμογές της τεχνητής 
νοημοσύνης11. Ιδιαίτερα σημαντική είναι και η πρόβλεψη για την διενέργεια 
εκτίμησης αντικτύπου σε περιπτώσεις όπου η επεξεργασία θα προκαλούσε υψηλό 
κίνδυνο για τα προσωπικά δεδομένα του υποκειμένου ελλείψει μέτρων μετριασμού 
του κινδύνου από τον υπεύθυνο επεξεργασίας, καθώς και σε περιπτώσεις 
συστηματικής και εκτενούς αξιολόγησης προσωπικών δεδομένων των υποκειμένων, 
 
9 Αρχή Προστασίας Προσωπικών Δεδομένων, Η Αρχή της Λογοδοσίας, url 
https://www.dpa.gr/portal/page?_pageid=33,213245&_dad=portal&_schema=PORTAL, διαδικτυακά 
προσπελάσιμη στις 24.06.2020. Σύμφωνα με την αρχή της λογοδοσίας (accountability), οι υπεύθυνοι 
επεξεργασίας ή εκτελούντες την επεξεργασία (οργανισμοί/φορείς/επιχειρήσεις), που συλλέγουν και 
επεξεργάζονται προσωπικά δεδομένα, οφείλουν να διαμορφώνουν τις διαδικασίες και τα τεχνικά και 
οργανωτικά συστήματά τους κατά τέτοιο τρόπο ώστε να μπορούν να αποδεικνύουν, ανά πάσα στιγμή, 
τόσο ενώπιον των εποπτικών αρχών όσο και των δικαστηρίων, ότι είναι πλήρως συμμορφωμένοι με 
όσα προβλέπει ο Κανονισμός. Η εισαγωγή της αρχής της λογοδοσίας μετατοπίζει το «βάρος της 
απόδειξης», όσον αφορά τη νομιμότητα της επεξεργασίας και τη συμμόρφωση με τον ΓΚΠΔ, από τις 
αρχές προστασίας δεδομένων στους ίδιους τους υπευθύνους επεξεργασίας ή τους εκτελούντες. 
10 Η αρχή της διαφάνειας από την άλλη πλευρά εγγυάται στα υποκείμενα των δεδομένων την με 
ακρίβεια και σαφήνεια ενημέρωση τους για τη συλλογή και χρήση (επεξεργασία) των προσωπικών 
τους δεδομένων. Βλ. αρ.12-14 του ΓΚΠΔ. Ειδικότερα, με βάση την αρχή της διαφάνειας, η ενημέρωση 
πρέπει να είναι συνοπτική, διαφανής, κατανοητή, εύκολα προσβάσιμη και διατυπωμένη σε απλή και 
σαφή γλώσσα. Αόριστοι όροι πρέπει να αποφεύγονται (π.χ. «θα μπορούσε», «ενδέχεται», «πιθανόν 
να…», κ.λπ.). Η ενημέρωση πρέπει να περιλαμβάνει, μεταξύ άλλων, ιδίως τις εξής πληροφορίες: τον 
σκοπό της επεξεργασίας των δεδομένων, τις πηγές τους (όταν η συλλογή γίνεται από άλλες πηγές κι 
όχι από το ίδιο το υποκείμενο) και τους τυχόν αποδέκτες τους. 
Τα άρθρα 13 και 14 του ΓΚΠΔ εξειδικεύουν ποιες ακριβώς πληροφορίες πρέπει να περιλαμβάνει η 
ενημέρωση, όταν η συλλογή γίνεται από τα ίδια τα υποκείμενα ή από άλλες πηγές. 
Ειδικότερα, τα φυσικά πρόσωπα (υποκείμενα των δεδομένων) μπορούν να ζητήσουν από τον 
υπεύθυνο επεξεργασίας τις εξής επιπρόσθετες πληροφορίες: τις κατηγορίες των δεδομένων τους, τις 
πηγές των δεδομένων τους (όταν τα δεδομένα δεν χορηγούνται από το υποκείμενο), τη χρονική 
περίοδο τήρησης των δεδομένων τους ή, όταν αυτό δεν είναι δυνατό, τα κριτήρια για τον χρόνο 
τήρησής τους, τη δυνατότητά τους να ασκήσουν το δικαίωμα διόρθωσης, διαγραφής, περιορισμού και 
εναντίωσης στην επεξεργασία, την ύπαρξη διαδικασίας αυτόματης λήψης αποφάσεων, 
συμπεριλαμβανομένης της κατάρτισης προφίλ και τη διαβίβαση των δεδομένων σε τρίτη χώρα ή 
διεθνή οργανισμό και την ύπαρξη σχετικών εγγυήσεων προστασίας. Η ενημέρωση από τον Υπεύθυνο 
Επεξεργασίας πρέπει να γίνεται: α) τη στιγμή της συλλογής, όταν αυτή γίνεται απευθείας από τα 
υποκείμενα των δεδομένων, και  β) σε εύλογο χρονικό διάστημα από τη συλλογή των δεδομένων (το 
αργότερο σε ένα μήνα), όταν αυτή γίνεται από άλλες πηγές. Τα υποκείμενα δεν έχουν το δικαίωμα 
ενημέρωσης, όταν διαθέτουν ήδη τις πληροφορίες ή η χορήγησή τους συνεπάγεται δυσανάλογη 
προσπάθεια για τον υπεύθυνο επεξεργασίας. 
11 Για την σχετική συζήτηση αναφορικά με την υιοθέτηση της αρχής της αλγοριθμικής λογοδοσίας, 
ήτοι της χρήσης ελέγχων για την ορθή λειτουργία των συστημάτων τεχνητής νοημοσύνης και την 
διόρθωση των επιβλαβών αποτελεσμάτων που ενδεχομένως έχουν βλ. στην ηλεκτρονική διεύθυνση 
https://www.fortunegreece.com/article/i-koursa-tis-technitis-noimosinis-bori-na-rixi-tis-ipa-apo-tin-
korifi/. 
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η οποία βασίζεται σε αυτοματοποιημένη επεξεργασία, περιλαμβανομένης της 
κατάρτισης προφίλ12. 
 Η προσέγγιση των εφαρμογών τεχνητής νοημοσύνης βάση κινδύνου γίνεται 
και από την Ευρωπαϊκή Επιτροπή στη Λευκή Βίβλο για την τεχνητή νοημοσύνη13. 
 
12 Βλ. άρθρο 35 του Γενικού Κανονισμού για την Προστασία Προσωπικών Δεδομένων, σύμφωνα με 
το οποίο: 1. Όταν ένα είδος επεξεργασίας, ιδίως με χρήση νέων τεχνολογιών και συνεκτιμώντας τη φύση, 
το πεδίο εφαρμογής, το πλαίσιο και τους σκοπούς της επεξεργασίας, ενδέχεται να επιφέρει υψηλό κίνδυνο 
για τα δικαιώματα και τις ελευθερίες των φυσικών προσώπων, ο υπεύθυνος επεξεργασίας διενεργεί, πριν 
από την επεξεργασία, εκτίμηση των επιπτώσεων των σχεδιαζόμενων πράξεων επεξεργασίας στην 
προστασία δεδομένων προσωπικού χαρακτήρα. Σε μία εκτίμηση μπορεί να εξετάζεται ένα σύνολο 
παρόμοιων πράξεων επεξεργασίας οι οποίες ενέχουν παρόμοιους υψηλούς κινδύνους. 
2. Ο υπεύθυνος επεξεργασίας ζητεί τη γνώμη του υπευθύνου προστασίας δεδομένων, εφόσον έχει οριστεί, 
κατά τη διενέργεια εκτίμησης αντικτύπου σχετικά με την προστασία δεδομένων. 
3. Η αναφερόμενη στην παράγραφο 1 εκτίμηση αντικτύπου σχετικά με την προστασία δεδομένων 
απαιτείται ιδίως στην περίπτωση: 
α) συστηματικής και εκτενούς αξιολόγησης προσωπικών πτυχών σχετικά με φυσικά πρόσωπα, η οποία 
βασίζεται σε αυτοματοποιημένη επεξεργασία, περιλαμβανομένης της κατάρτισης προφίλ, και στην οποία 
βασίζονται αποφάσεις που παράγουν έννομα αποτελέσματα σχετικά με το φυσικό πρόσωπο ή ομοίως 
επηρεάζουν σημαντικά το φυσικό πρόσωπο, 
β) μεγάλης κλίμακας επεξεργασίας των ειδικών κατηγοριών δεδομένων που αναφέρονται στο άρθρο 9 
παράγραφος 1 ή δεδομένων προσωπικού χαρακτήρα που αφορούν ποινικές καταδίκες και αδικήματα που 
αναφέρονται στο άρθρο 10 ή 
γ) συστηματικής παρακολούθησης δημοσίως προσβάσιμου χώρου σε μεγάλη κλίμακα…. 
7. Η εκτίμηση περιέχει τουλάχιστον: 
α) συστηματική περιγραφή των προβλεπόμενων πράξεων επεξεργασίας και των σκοπών της 
επεξεργασίας, περιλαμβανομένου, κατά περίπτωση, του έννομου συμφέροντος που επιδιώκει ο υπεύθυνος 
επεξεργασίας, 
β) εκτίμηση της αναγκαιότητας και της αναλογικότητας των πράξεων επεξεργασίας σε συνάρτηση με τους 
σκοπούς, 
γ) εκτίμηση των κινδύνων για τα δικαιώματα και τις ελευθερίες των υποκειμένων των δεδομένων που 
αναφέρονται στην παράγραφο 1 και 
δ) τα προβλεπόμενα μέτρα αντιμετώπισης των κινδύνων, περιλαμβανομένων των εγγυήσεων, των μέτρων 
και μηχανισμών ασφάλειας, ώστε να διασφαλίζεται η προστασία των δεδομένων προσωπικού χαρακτήρα 
και να αποδεικνύεται η συμμόρφωση προς τον παρόντα κανονισμό, λαμβάνοντας υπόψη τα δικαιώματα 
και τα έννομα συμφέροντα των υποκειμένων των δεδομένων και άλλων ενδιαφερόμενων προσώπων. 
8. Η συμμόρφωση με εγκεκριμένους κώδικες δεοντολογίας που αναφέρονται στο άρθρο 40 από τους 
σχετικούς υπευθύνους επεξεργασίας ή εκτελούντες την επεξεργασία λαμβάνεται δεόντως υπόψη κατά την 
εκτίμηση του αντικτύπου των πράξεων επεξεργασίας που εκτελούνται από τους εν λόγω υπευθύνους ή 
εκτελούντες την επεξεργασία, ιδίως για τους σκοπούς εκτίμησης αντικτύπου σχετικά με την προστασία 
δεδομένων… 
10. Όταν η επεξεργασία δυνάμει του άρθρου 6 παράγραφος 1 στοιχείο γ) ή ε) έχει νομική βάση στο 
δίκαιο της Ένωσης ή στο δίκαιο του κράτους μέλους στο οποίο υπόκειται ο υπεύθυνος επεξεργασίας, το 
εν λόγω δίκαιο ρυθμίζει την εκάστοτε συγκεκριμένη πράξη επεξεργασίας ή σειρά πράξεων και έχει 
διενεργηθεί ήδη εκτίμηση αντικτύπου σχετικά με την προστασία δεδομένων ως μέρος γενικής εκτίμησης 
αντικτύπου στο πλαίσιο της έγκρισης της εν λόγω νομικής βάσης, οι παράγραφοι 1 έως 7 δεν 
εφαρμόζονται, εκτός εάν τα κράτη μέλη κρίνουν απαραίτητη τη διενέργεια της εν λόγω εκτίμησης πριν 
από τις δραστηριότητες επεξεργασίας. 
13 Ευρωπαϊκή Επιτροπή, Λευκή Βίβλος, Τεχνητή νοημοσύνη - Η ευρωπαϊκή προσέγγιση της αριστείας 
και της εμπιστοσύνης, url https://op.europa.eu/en/publication-detail/-/publication/aace9398-594d-11ea-
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Ειδικότερα, η Επιτροπή διαφοροποιεί τις εφαρμογές τεχνητής νοημοσύνης ως προς το 
κατά πόσο είναι ή όχι «υψηλού κινδύνου», το οποίο προκύπτει από το εάν ο τομέας 
που χρησιμοποιούνται και η χρήση για την οποία προορίζονται, ενέχουν σημαντικούς 
κινδύνους, ιδίως από την άποψη προστασίας της ασφάλειας, των δικαιωμάτων των 
καταναλωτών και των θεμελιωδών δικαιωμάτων. Τα κριτήρια αυτά πρέπει να 
συντρέχουν σωρευτικά για να θεωρηθεί μία εφαρμογή τεχνητής νοημοσύνης 
«υψηλού κινδύνου» και ως εκ τούτου κατά τον σχεδιασμό κανονιστικού πλαισίου για 
την τεχνητή νοημοσύνη πρέπει να τηρούνται συγκεκριμένες υποχρεωτικές νομικές 
απαιτήσεις14.  
 
2. Η εξ αποστάσεως βιομετρική ταυτοποίηση 
 Μεταξύ των εφαρμογών τεχνητής νοημοσύνης οι οποίες θεωρούνται 
«υψηλού κινδύνου» συμπεριλαμβάνονται και αυτές που χρησιμοποιούνται για 
σκοπούς εξ αποστάσεως βιομετρικής ταυτοποίησης15.  
 Η εξ αποστάσεως βιομετρική ταυτοποίηση είναι η ταυτοποίηση που γίνεται 
όταν προσδιορίζεται εξ αποστάσεως η ταυτότητα πολλών ατόμων με τη χρήση 
βιομετρικών αναγνωριστικών στοιχείων, όπως για παράδειγμα των δακτυλικών 
αποτυπωμάτων, της εικόνας προσώπου, της ίριδας των ματιών κ.λπ., σε δημόσιο 
χώρο, συνεχώς ή εξακολουθητικά, μέσω της αντιπαραβολής τους με δεδομένα που 
ήδη υπάρχουν σε συγκεκριμένες βάσεις δεδομένων16. Δηλαδή, από την ταυτοποίηση 
αυτή προκύπτει αν το υπόδειγμα των βιομετρικών δεδομένων συγκεκριμένου 
 
8b81-01aa75ed71a1/language-el/format-PDF/source-118376146, διαδικτυακά προσπελάσιμη στις 
23.06.2020. 
14 Αναφορικά με τις απαιτήσεις για τις εφαρμογές τεχνητής νοημοσύνης υψηλού κινδύνου βλ. 
Ευρωπαϊκή Επιτροπή, Λευκή Βίβλος, Τεχνητή νοημοσύνη - Η ευρωπαϊκή προσέγγιση της αριστείας 
και της εμπιστοσύνης, σελ. 23-27, url https://op.europa.eu/en/publication-detail/-
/publication/aace9398-594d-11ea-8b81-01aa75ed71a1/language-el/format-PDF/source-118376146, 
διαδικτυακά προσπελάσιμη στις 23.06.2020. 
15 L. Pascu, New EU AI strategy puts remote biometric identification in “high-risk” category, 
Biometric update.com, 19.02.2020, url  https://www.biometricupdate.com/202002/new-eu-ai-strategy-
puts-remote-biometric-identification-in-high-risk-category, διαδικτυακά προσπελάσιμη στις 
23.06.2020. 
16 E. Syta, M. J. Fischer, D. Wolinsky, A. Silberschatz, G. Gallegos-Garcia and B. Ford, Private Eyes: 
Secure Remote Biometric Authentication, url https://dedis.cs.yale.edu/dissent/papers/secrypt15-
biometric.pdf, διαδικτυακά προσπελάσιμο στις 26.06.2020. 
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προσώπου είναι αποθηκευμένο σε βάση δεδομένων, στην οποία περιέχονται πολλά 
υποδείγματα17.  
 Τα βιομετρικά δεδομένα που χρησιμοποιούνται στην ανωτέρω μέθοδο, 
ορίζονται ως εξής σε διάφορους κανόνες της ΕΕ αλλά και στην ελληνική 
νομοθεσία18: «Δεδομένα προσωπικού χαρακτήρα τα οποία προκύπτουν από ειδική 
τεχνική επεξεργασία συνδεόμενη με φυσικά, βιολογικά ή συμπεριφορικά 
χαρακτηριστικά φυσικού προσώπου και τα οποία επιτρέπουν ή επιβεβαιώνουν την 
αδιαμφισβήτητη ταυτοποίηση του εν λόγω φυσικού προσώπου, όπως εικόνες προσώπου 
ή δακτυλοσκοπικά δεδομένα.». Πρόκειται δηλαδή για φυσικά χαρακτηριστικά ενός 
ατόμου που λόγω των ιδιοτήτων τους είναι ικανά να οδηγήσουν στην διακρίβωση της 
ταυτότητάς του19. Ειδικότερα, τα βιομετρικά δεδομένα, όπως για παράδειγμα το 
δακτυλικό αποτύπωμα, είναι καθολικά (τα έχει κάθε άνθρωπος), μοναδικά (κάθε 
άνθρωπος έχει διαφορετικά) και μόνιμα (παραμένουν αμετάβλητα στο χρόνο)20.  
 Η τεχνολογία αναγνώρισης προσώπου (Facial Recognition Technology), η 
οποία χρησιμοποιείται από τις εφαρμογές τεχνητής νοημοσύνης με σκοπό την εξ 
αποστάσεως βιομετρική ταυτοποίηση, καθιστά δυνατή τη σύγκριση πολλών 
ψηφιακών εικόνων προσώπου για να προσδιοριστεί αν ανήκουν στο ίδιο άτομο21. Η 
σύγκριση των λήψεων που λαμβάνονται από βιντεοκάμερες (CCTV-Closed Circuit 
 
17 Η εν λόγω βιομετρική ταυτοποίηση διαφοροποιείται από τη βιομετρική επαλήθευση ταυτότητας. Η 
τελευταία αποτελεί μία διαδικασία ταυτοποίησης κατά την οποία επαληθεύεται ότι τα μοναδικά 
βιολογικά χαρακτηριστικά ενός ατόμου είναι αυτού που δηλώνει ότι είναι, δηλαδή συγκρίνονται δύο 
βιομετρικά υποδείγματα για να διαπιστωθεί αν το πρόσωπο που είναι στις δύο εικόνες είναι το ίδιο 
πρόσωπο. 
18 Βλ. άρθρ. 3 παρ. 13 της υπ’ αρ. 2016/680 Οδηγίας Ευρωπαϊκού Κοινοβουλίου και Συμβουλίου, 
άρθρ. 4 παρ. 14 Γενικού Κανονισμού Προστασίας Προσωπικών Δεδομένων, άρθρ. 3 παρ. 18 υπ’ αρ. 
2018/1725 Κανονισμού (ΕΕ) και άρθρ. 44 περ. ιβ) ν. 4624/2019. 
19 Στ. Αλεξιάδης, Ανακριτική, Εκδόσεις Σάκκουλα, Αθήνα-Θεσσαλονίκη, 6η έκδοση, 2006, σελ. 167 
επ. όπου αναλύεται η δικαστική ανθρωπομετρία και η δακτυλοσκοπική μέθοδος, ως τρόποι 
εξακρίβωσης της ταυτότητας. 
20 Α. Μπρούμας, Το νομικό πλαίσιο της επεξεργασίας βιομετρικών δεδομένων, δημοσιευμένο στο 
ηλετκτρονικό περιοδικό “Law&Tech”, url https://lawandtech.eu/2019/09/09/biometric-data/, 
διαδικτυακά προσπελάσιμο 26.06.2020. 
21 European Union Angency for fundamental rights, Facial recognition technology: fundamental rights 
considerations in the context of law enforcement, url 
https://fra.europa.eu/sites/default/files/fra_uploads/fra-2019-facial-recognition-technology-focus-
paper.pdf, διαδικτυακά προσπελάσιμο στις 26.06.2020. 
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TV22) με εικόνες που ήδη υπάρχουν σε βάσεις δεδομένων αναφέρεται ως «ζωντανή» 
τεχνολογία αναγνώρισης προσώπων. Ειδικότερα, η τεχνολογία αναγνώρισης 
προσώπου επιτρέπει την αυτόματη ταυτοποίηση ενός ατόμου αντιστοιχίζοντας δύο ή 
περισσότερα πρόσωπα από ψηφιακές εικόνες. Αυτό επιτυγχάνεται με την ανίχνευση 
και τη μέτρηση διάφορων χαρακτηριστικών του προσώπου, τα οποία η εν λόγω 
τεχνολογία εξάγει από την εικόνα και σε δεύτερο στάδιο τα συγκρίνει με 
χαρακτηριστικά που λαμβάνονται από άλλα πρόσωπα23. 
 Επισημαίνεται ότι εθνικές αρχές που χρησιμοποιούν τέτοια τεχνολογία για 
την επιβολή του νόμου στην ΕΕ είναι λίγες - αλλά πολλές δοκιμάζουν τις 
δυνατότητες της εν λόγω τεχνολογίας. Το Ηνωμένο Βασίλειο, το οποίο έχει 
αποχωρήσει από την ΕΕ, χρησιμοποιεί την τεχνολογία αναγνώρισης προσώπου για 
την αναγνώριση ατόμων σε πραγματικό χρόνο χρησιμοποιώντας κάμερες στους 
δρόμους. Άλλα κράτη μέλη της ΕΕ έχουν ξεκινήσει δοκιμές και έχουν σχεδιάσει τη 
χρήση τεχνολογίας αναγνώρισης προσώπου. Για παράδειγμα, στην Ουγγαρία, ένα 
έργο που ονομάζεται «Szitakötő» (λιβελούλα) σχεδιάζει να αναπτύξει 35.000 
κάμερες με δυνατότητες αναγνώρισης προσώπου στη Βουδαπέστη αλλά και σε 
ολόκληρη τη χώρα. Οι κάμερες θα προβαίνουν σε λήψεις πινακίδων οδήγησης και 
εικόνων προσώπου για τη διατήρηση της δημόσιας τάξης, συμπεριλαμβανομένης της 
οδικής ασφάλειας24. Επίσης, η τσεχική κυβέρνηση ενέκρινε ένα σχέδιο για την 
επέκταση της χρήσης καμερών αναγνώρισης προσώπου - από 100 σε 145 - στο 
Διεθνές Αεροδρόμιο της Πράγας25. Οι αστυνομικές αρχές της Γερμανίας και της 
Γαλλίας διενήργησαν εκτεταμένες δοκιμές της εν λόγω τεχνολογίας. Η αρχή 
προστασίας δεδομένων της Σουηδίας ενέκρινε τη χρήση τεχνολογίας αναγνώρισης 
 
22 Βλ. για τη λειτουργία των βιντεοκαμερών CCTV, Λεξικό όρων για συστήματα CCTV, Security 
Report.gr, 18.07.2017, url https://securityreport.gr/magazine-archive/year-2017/item/4487-leksiko-
oron-gia-systimata-cctv, διαδικτυακά προσπελάσιμο στις 26.06.2020. 
23 Για περισσότερες λεπτομέρειες αναφορικά με το πως λειτουργεί η τεχνολογία αναγνώρισης 
προσώπου βλ. L. Introna and H. Nissenbaum, Facial Recognition Technology: A Survey of Policy and 
Implementation Issues, Lancaster University Management School Working Paper 2010/030.  
24 V. Ábrahám,  CCTV: Is It Big Brother or the Eye of Providence?, Hungary Today, 18.01.2019, url   
https://hungarytoday.hu/cctv-is-it-big-brother-or-the-eye-of-providence/, διαδικτυακά προσπελάσιμη 
στις 26.06.2020. 
25 St. Mayhew, Expanded use of facial recognition at Prague international airport approved, Biometric 
update.com, 10.03.2019, url  https://www.biometricupdate.com/201903/expanded-use-of-facial-
recognition-at-prague-international-airport-approved, διαδικτυακά προσπελάσιμη στις 26.06.2020. 
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προσώπου από τις αστυνομικές αρχές για να βοηθήσει στον εντοπισμό υπόπτων 
τέλεσης εγκλημάτων, το οποίο επιτρέπει σε αυτές να συγκρίνουν εικόνες προσώπου 
από βιντεοκάμερες (CCTV) σε λίστα παρακολούθησης που περιέχει πάνω από 40.000 
φωτογραφίες. 
 
3. Εξ αποστάσεως βιομετρική ταυτοποίηση και προστασία προσωπικών 
δεδομένων 
 Τα βιομετρικά δεδομένα26, τα οποία χρησιμοποιούνται από τις εφαρμογές 
τεχνητής νοημοσύνης με σκοπό την εξ αποστάσεως βιομετρική ταυτοποίηση, 
αποτελούν ειδική κατηγορία δεδομένων προσωπικού χαρακτήρα, διότι η συλλογή και 
η χρήση τους συνεπάγεται κινδύνους για θεμελιώδη δικαιώματα και ως εκ τούτου 
χρήζουν ειδικής προστασίας. 
 Το ενωσιακό νομικό πλαίσιο, με πρώτο τον ΓΚΠΔ, απαγορεύει καταρχήν 
την επεξεργασία βιομετρικών δεδομένων με σκοπό την αδιαμφισβήτητη ταυτοποίηση 
προσώπου27. Μόνο εάν συντρέχει κάποια από τις εξαιρέσεις που προβλέπει το άρθρ. 
 
26 Biometrics: authentication & identification (definition, trends, use cases, laws and latest news) - 
2020 review, Thales, 24.06.2020, url https://www.thalesgroup.com/en/markets/digital-identity-and-
security/government/inspired/biometrics, διαδικτυακά προσπελάσιμο στις 26.06.2020. 
27 Βλ. Κανονισμός 2016/679 (ΕΕ) για την προστασία των φυσικών προσώπων έναντι της επεξεργασίας 
των δεδομένων προσωπικού χαρακτήρα και για την ελεύθερη κυκλοφορία των δεδομένων αυτών και 
την κατάργηση της οδηγίας 95/46/ΕΚ (Γενικός Κανονισμός για την Προστασία Δεδομένων), άρθρο 9 
παρ. 1, όπου προβλέπεται ότι: Απαγορεύεται η επεξεργασία δεδομένων προσωπικού χαρακτήρα που 
αποκαλύπτουν τη φυλετική ή εθνοτική καταγωγή, τα πολιτικά φρονήματα, τις θρησκευτικές ή 
φιλοσοφικές πεποιθήσεις ή τη συμμετοχή σε συνδικαλιστική οργάνωση, καθώς και η επεξεργασία 
γενετικών δεδομένων, βιομετρικών δεδομένων με σκοπό την αδιαμφισβήτητη ταυτοποίηση προσώπου, 
δεδομένων που αφορούν την υγεία ή δεδομένων που αφορούν τη σεξουαλική ζωή φυσικού προσώπου ή 
τον γενετήσιο προσανατολισμό, καθώς και Σκέψη 51 Δεδομένα προσωπικού χαρακτήρα τα οποία είναι 
εκ φύσεως ιδιαίτερα ευαίσθητα σε σχέση με θεμελιώδη δικαιώματα και ελευθερίες χρήζουν ειδικής 
προστασίας, καθότι το πλαίσιο της επεξεργασίας τους θα μπορούσε να δημιουργήσει σημαντικούς 
κινδύνους για τα θεμελιώδη δικαιώματα και τις ελευθερίες. Τα εν λόγω δεδομένα προσωπικού 
χαρακτήρα θα πρέπει να περιλαμβάνουν δεδομένα προσωπικού χαρακτήρα που αποκαλύπτουν 
φυλετική ή εθνοτική καταγωγή, όπου η χρήση του όρου «φυλετική καταγωγή» στον παρόντα 
κανονισμό δεν συνεπάγεται ότι η Ένωση αποδέχεται θεωρίες που υποστηρίζουν την ύπαρξη χωριστών 
ανθρώπινων φυλών. Η επεξεργασία φωτογραφιών δεν θα πρέπει συστηματικά να θεωρείται ότι είναι 
επεξεργασία ειδικών κατηγοριών δεδομένων προσωπικού χαρακτήρα, καθώς αυτές καλύπτονται από 
τον ορισμό των βιομετρικών δεδομένων μόνο σε περίπτωση επεξεργασίας μέσω ειδικών τεχνικών 
μέσων που επιτρέπουν την αδιαμφισβήτητη ταυτοποίηση ή επαλήθευση της ταυτότητας ενός φυσικού 
προσώπου. Τέτοια δεδομένα προσωπικού χαρακτήρα δεν θα πρέπει να υποβάλλονται σε επεξεργασία, 
εκτός εάν η επεξεργασία επιτρέπεται σε ειδικές περιπτώσεις που προβλέπονται στον παρόντα 
κανονισμό, λαμβάνοντας υπόψη ότι το δίκαιο των κρατών μελών μπορεί να προβλέπει ειδικές 
διατάξεις για την προστασία των δεδομένων, προκειμένου να προσαρμόζεται η εφαρμογή των 
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9 παρ. 2 του ΓΚΠΔ28 είναι δυνατή η επεξεργασία τους29. Επομένως, η εν λόγω 
επεξεργασία μπορεί να πραγματοποιηθεί μόνο για συγκεκριμένους λόγους, ο 
 
κανόνων του παρόντος κανονισμού λόγω συμμόρφωσης προς νομική υποχρέωση ή λόγω εκπλήρωσης 
καθήκοντος που εκτελείται προς το δημόσιο συμφέρον ή κατά την άσκηση δημόσιας εξουσίας που έχει 
ανατεθεί στον υπεύθυνο επεξεργασίας. Εκτός από τις ειδικές απαιτήσεις στις οποίες υπάγεται η εν 
λόγω επεξεργασία, θα πρέπει να εφαρμόζονται οι γενικές αρχές και οι λοιποί κανόνες του παρόντος 
κανονισμού, ιδίως σε ό,τι αφορά τους όρους νόμιμης επεξεργασίας. Παρεκκλίσεις από τη γενική 
απαγόρευση επεξεργασίας δεδομένων προσωπικού χαρακτήρα που υπάγονται στις εν λόγω ειδικές 
κατηγορίες θα πρέπει να προβλέπονται ρητώς, μεταξύ άλλων, σε περίπτωση ρητής συγκατάθεσης του 
υποκειμένου των δεδομένων ή όταν πρόκειται για ειδικές ανάγκες, ιδίως όταν η επεξεργασία 
διενεργείται στο πλαίσιο θεμιτών δραστηριοτήτων ορισμένων ενώσεων ή ιδρυμάτων, σκοπός των 
οποίων είναι να επιτρέπουν την άσκηση των θεμελιωδών ελευθεριών, και Σκέψη 91 Αυτό θα πρέπει να 
ισχύει ιδίως για πράξεις επεξεργασίας μεγάλης κλίμακας που στοχεύουν στην επεξεργασία σημαντικής 
ποσότητας δεδομένων προσωπικού χαρακτήρα σε περιφερειακό, εθνικό ή υπερεθνικό επίπεδο, οι 
οποίες θα μπορούσαν να επηρεάσουν μεγάλο αριθμό υποκειμένων των δεδομένων και οι οποίες είναι 
πιθανόν να έχουν ως αποτέλεσμα υψηλό κίνδυνο, για παράδειγμα λόγω της ευαισθησίας τους, όταν 
σύμφωνα με τα υφιστάμενα επίπεδα τεχνολογικής γνώσης χρησιμοποιείται μια νέα τεχνολογία σε 
ευρεία κλίμακα, καθώς και για άλλες πράξεις επεξεργασίας οι οποίες έχουν ως αποτέλεσμα υψηλό 
κίνδυνο για τα δικαιώματα και τις ελευθερίες των υποκειμένων των δεδομένων, ιδίως όταν οι πράξεις 
αυτές δυσχεραίνουν την άσκηση των δικαιωμάτων των υποκειμένων των δεδομένων. Βλ. σχετικά και 
άρθρ. 10 παρ. 1 του υπ’ αρ. 2018/1725 Κανονισμού ΕΕ. 
28 Βλ. Κανονισμός 2016/679 (ΕΕ) για την προστασία των φυσικών προσώπων έναντι της επεξεργασίας 
των δεδομένων προσωπικού χαρακτήρα και για την ελεύθερη κυκλοφορία των δεδομένων αυτών και 
την κατάργηση της οδηγίας 95/46/ΕΚ (Γενικός Κανονισμός για την Προστασία Δεδομένων), άρθρο 9 
παρ.2, όπου προβλέπεται ότι: Η παράγραφος 1 δεν εφαρμόζεται στις ακόλουθες περιπτώσεις: 
α) το υποκείμενο των δεδομένων έχει παράσχει ρητή συγκατάθεση για την επεξεργασία αυτών των 
δεδομένων προσωπικού χαρακτήρα για έναν ή περισσότερους συγκεκριμένους σκοπούς, εκτός εάν το 
δίκαιο της Ένωσης ή κράτους μέλους προβλέπει ότι η απαγόρευση που αναφέρεται στην παράγραφο 1 
δεν μπορεί να αρθεί από το υποκείμενο των δεδομένων, 
β) η επεξεργασία είναι απαραίτητη για την εκτέλεση των υποχρεώσεων και την άσκηση 
συγκεκριμένων δικαιωμάτων του υπευθύνου επεξεργασίας ή του υποκειμένου των δεδομένων στον 
τομέα του εργατικού δικαίου και του δικαίου κοινωνικής ασφάλισης και κοινωνικής προστασίας, 
εφόσον επιτρέπεται από το δίκαιο της Ένωσης ή κράτους μέλους ή από συλλογική συμφωνία σύμφωνα 
με το εθνικό δίκαιο παρέχοντας κατάλληλες εγγυήσεις για τα θεμελιώδη δικαιώματα και τα 
συμφέροντα του υποκειμένου των δεδομένων, 
γ) η επεξεργασία είναι απαραίτητη για την προστασία των ζωτικών συμφερόντων του υποκειμένου 
των δεδομένων ή άλλου φυσικού προσώπου, εάν το υποκείμενο των δεδομένων είναι σωματικά ή 
νομικά ανίκανο να συγκατατεθεί, 
δ) η επεξεργασία διενεργείται, με κατάλληλες εγγυήσεις, στο πλαίσιο των νόμιμων δραστηριοτήτων 
ιδρύματος, οργάνωσης ή άλλου μη κερδοσκοπικού φορέα με πολιτικό, φιλοσοφικό, θρησκευτικό ή 
συνδικαλιστικό στόχο και υπό την προϋπόθεση ότι η επεξεργασία αφορά αποκλειστικά τα μέλη ή τα 
πρώην μέλη του φορέα ή πρόσωπα τα οποία έχουν τακτική επικοινωνία μαζί του σε σχέση με τους 
σκοπούς του και ότι τα δεδομένα προσωπικού χαρακτήρα δεν κοινοποιούνται εκτός του 
συγκεκριμένου φορέα χωρίς τη συγκατάθεση των υποκειμένων των δεδομένων, 
ε) η επεξεργασία αφορά δεδομένα προσωπικού χαρακτήρα τα οποία έχουν προδήλως δημοσιοποιηθεί 
από το υποκείμενο των δεδομένων, 
στ) η επεξεργασία είναι απαραίτητη για τη θεμελίωση, άσκηση ή υποστήριξη νομικών αξιώσεων ή 
όταν τα δικαστήρια ενεργούν υπό τη δικαιοδοτική τους ιδιότητα, 
ζ) η επεξεργασία είναι απαραίτητη για λόγους ουσιαστικού δημόσιου συμφέροντος, βάσει του δικαίου 
της Ένωσης ή κράτους μέλους, το οποίο είναι ανάλογο προς τον επιδιωκόμενο στόχο, σέβεται την 
ουσία του δικαιώματος στην προστασία των δεδομένων και προβλέπει κατάλληλα και συγκεκριμένα 
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μέτρα για τη διασφάλιση των θεμελιωδών δικαιωμάτων και των συμφερόντων του υποκειμένου των 
δεδομένων, 
η) η επεξεργασία είναι απαραίτητη για σκοπούς προληπτικής ή επαγγελματικής ιατρικής, εκτίμησης 
της ικανότητας προς εργασία του εργαζομένου, ιατρικής διάγνωσης, παροχής υγειονομικής ή 
κοινωνικής περίθαλψης ή θεραπείας ή διαχείρισης υγειονομικών και κοινωνικών συστημάτων και 
υπηρεσιών βάσει του ενωσιακού δικαίου ή του δικαίου κράτους μέλους ή δυνάμει σύμβασης με 
επαγγελματία του τομέα της υγείας και με την επιφύλαξη των προϋποθέσεων και των εγγυήσεων που 
αναφέρονται στην παράγραφο 3, 
θ) η επεξεργασία είναι απαραίτητη για λόγους δημόσιου συμφέροντος στον τομέα της δημόσιας 
υγείας, όπως η προστασία έναντι σοβαρών διασυνοριακών απειλών κατά της υγείας ή η διασφάλιση 
υψηλών προτύπων ποιότητας και ασφάλειας της υγειονομικής περίθαλψης και των φαρμάκων ή των 
ιατροτεχνολογικών προϊόντων, βάσει του δικαίου της Ένωσης ή του δικαίου κράτους μέλους, το οποίο 
προβλέπει κατάλληλα και συγκεκριμένα μέτρα για την προστασία των δικαιωμάτων και ελευθεριών 
του υποκειμένου των δεδομένων, ειδικότερα δε του επαγγελματικού απορρήτου, ή 
ι) η επεξεργασία είναι απαραίτητη για σκοπούς αρχειοθέτησης προς το δημόσιο συμφέρον, για 
σκοπούς επιστημονικής ή ιστορικής έρευνας ή για στατιστικούς σκοπούς σύμφωνα με το άρθρο 89 
παράγραφος 1 βάσει του δικαίου της Ένωσης ή κράτους μέλους, οι οποίοι είναι ανάλογοι προς τον 
επιδιωκόμενο στόχο, σέβονται την ουσία του δικαιώματος στην προστασία των δεδομένων και 
προβλέπουν κατάλληλα και συγκεκριμένα μέτρα για τη διασφάλιση των θεμελιωδών δικαιωμάτων και 
των συμφερόντων του υποκειμένου των δεδομένων.  
Βλ. Π. Μαντζούφα, Βιοπολιτική και βιομετρία, διαδικτυακά διαθέσιμο στην ιστοσελίδα 
https://www.constitutionalism.gr/1828-biopolitiki-kai-biometria/ υποσημείωση 19, προσπελάστηκε 
στις 27.06.2020. 
Η Αρχή Προστασίας Δεδομένων Προσωπικού Χαρακτήρα είχε την ευκαιρία να ασχοληθεί με τον 
έλεγχο της νομιμότητας από την επεξεργασία βιομετρικών δεδομένων αρκετές φορές (βλ. αποφάσεις 
9/2003, 52/2003, 39/2004, 50/2007, 62/2007, σε www.dpa.gr). Από τις αποφάσεις προκύπτει ότι η 
νομιμότητα της συλλογής των στοιχείων συναρτάται τόσο με τον έλεγχο της νομιμότητας του σκοπού 
και την τήρηση της νομοθεσίας για την δημιουργία αρχείου όσο και με την στάθμιση ανάμεσα στην 
αναγκαιότητα του σκοπού και την καταλληλότητα του μέτρου. Πρόκειται για τον έλεγχο 
αναλογικότητας που επιβάλλει την υιοθέτηση ηπιότερων μέσων όταν τα βιομετρικά δεδομένα 
κρίνονται ως επαχθή σε σχέση με τον σκοπό ασφάλειας που υπηρετείται στην συγκεκριμένη 
περίπτωση. Με άλλα λόγια πρέπει να διασφαλιστεί ότι θα καταστεί αδύνατη η χρησιμοποίηση 
βιομετρικών δεδομένων, για σκοπούς διάφορους αυτών για τους οποίους έχουν συλλεγεί. Στο ίδιο 
πνεύμα κινούνται τόσο τα κείμενα της ΕΕ (από Επιτροπή, Κοινοβούλιο και Ομάδα εργασίας άρθρου 
29) όσο και η πρόσφατη απόφαση του ΕΔΔΑ, Case of S. and Marper v. The United Kingdom, της 
4/12/2008 – 30562/04 και 30566/04. Για μια ολοκληρωμένη παρουσίαση των Ευρωπαϊκών και 
εθνικών διαστάσεων του θέματος, βλ. Ε. Συμεωνίδου-Καστανίδου, Βιομετρικά δεδομένα: Σημασία και 
νομική κατοχύρωση, εισήγηση, σε Ημερίδα: Βιομετρικά δεδομένα, σύγχρονες εξελίξεις και 
δεοντολογία, Θεσσαλονίκη, 10-12-2009. 
Επιπλέον, ο συγγραφέας αναφέρεται και στους κινδύνους που εγκυμονούν από την αξιοποίηση 
δεδομένων περί την δράση του ατόμου στο παρελθόν. Τα δεδομένα αυτά, που μπορεί να αφορούν σε 
αρνητικά γεγονότα του παρελθόντος, (π.χ. παράνομες πράξεις που έχουν παραγραφεί, έκτιση ποινής 
για ποινικά αδικήματα, καταδικαστικές αποφάσεις για χρέη που τελικά εξοφλήθηκαν, ποινικές 
κατηγορίες για τις οποίες ο κατηγορούμενος αθωώθηκε κλπ.) γίνονται αντικείμενο αρχειοθέτησης και 
ηλεκτρονικής επεξεργασίας και διατηρούνται σε τράπεζες πληροφοριών. Οι πληροφορίες αυτές 
μπορούν να ανασυρθούν σε οποιαδήποτε στιγμή του βίου του ατόμου και να αποτελέσουν μεγάλο 
πρόσκομμα στην προσπάθεια του να αναπτύξει την προσωπικότητά του. 
29 Η απαγόρευση της επεξεργασίας των βιομετρικών δεδομένων αποτυπώνεται και στο άρθρο 10 της 
υπ’ αρ. 2016/680 Οδηγίας Ευρωπαϊκού Κοινοβουλίου και Συμβουλίου κατά το οποίο η επεξεργασία 
επιτρέπεται μόνο όταν είναι απολύτως αναγκαία, με την επιφύλαξη των κατάλληλων διασφαλίσεων 
για τα δικαιώματα και τις ελευθερίες του υποκειμένου των δεδομένων και εφόσον το επιτρέπει το 
δίκαιο της ΕΕ ή των κρατών μελών, επιβάλλεται προκειμένου να προστατευθούν ζωτικά συμφέροντα 
του υποκειμένου των δεδομένων ή άλλου φυσικού προσώπου ή όταν η επεξεργασία αυτή αφορά σε 
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βασικότερος των οποίων είναι το δημόσιο συμφέρον30. Μάλιστα η επεξεργασία αυτή 
πρέπει να λαμβάνει χώρα βάσει του δικαίου της ΕΕ ή των κρατών μελών, με την 
τήρηση των απαιτήσεων αναλογικότητας, με σεβασμό του δικαιώματος στην 
προστασία των δεδομένων, με τις κατάλληλες και επαρκείς εγγυήσεις και όταν 
υπάρχει αυστηρή ανάγκη και πλήρης αιτιολογία για την εν λόγω επεξεργασία31. 
Οποιαδήποτε επεξεργασία βιομετρικών δεδομένων με σκοπό τη μοναδική 
ταυτοποίηση φυσικού προσώπου, η οποία καταρχήν απαγορεύεται από το δίκαιο της 
ΕΕ, θα πρέπει να μην παραβιάζει τον Χάρτη των Θεμελιωδών Δικαιωμάτων της ΕΕ. 
Θα πρέπει δε να εξετάζεται ότι πράγματι υπάρχει αυστηρή ανάγκη για την εν λόγω 
επεξεργασία, κατʼ αρχήν άδεια από το ενωσιακό ή το εθνικό δίκαιο, καθώς και 
κατάλληλες διασφαλίσεις32.  
Κατά την ανάλυση της αναλογικότητας ενός προτεινόμενου συστήματος που 
χρησιμοποιεί βιομετρικά δεδομένα, μία πρώτη μέριμνα είναι να διερευνηθεί αν το 
σύστημα είναι αναγκαίο για την κάλυψη της προσδιορισθείσας ανάγκης, ήτοι αν είναι 
ουσιώδους σημασίας για την ικανοποίηση της εν λόγω ανάγκης ή είναι απλώς πιο 
εύχρηστο ή αποδοτικό ως προς το κόστος. Ένας δεύτερος παράγοντας που πρέπει να 
λαμβάνεται υπόψη είναι αν το σύστημα είναι πιθανό να είναι αποτελεσματικό όσον 
αφορά την κάλυψη της εν λόγω ανάγκης με βάση τα συγκεκριμένα χαρακτηριστικά 
της τεχνολογίας που προβλέπεται να χρησιμοποιηθεί33. Μια τρίτη πτυχή που πρέπει 
 
δεδομένα τα οποία έχουν προδήλως δημοσιοποιηθεί από το υποκείμενο των δεδομένων, url https://eur-
lex.europa.eu/legal-content/EL/TXT/PDF/?uri=CELEX:32016L0680&from=EL, διαδικτυακά 
προσπελάσιμο στις 26.06.2020. 
30 L. Pascu, New EU AI strategy puts remote biometric identification in “high-risk” category, 
Biometric update.com, url  https://www.biometricupdate.com/202002/new-eu-ai-strategy-puts-remote-
biometric-identification-in-high-risk-category, διαδικτυακά προσπελάσιμο στις 26.06.2020. 
31 Ευρωπαϊκή Επιτροπή, Λευκή Βίβλος, Τεχνητή νοημοσύνη - Η ευρωπαϊκή προσέγγιση της αριστείας 
και της εμπιστοσύνης, url https://op.europa.eu/en/publication-detail/-/publication/aace9398-594d-11ea-
8b81-01aa75ed71a1/language-el/format-PDF/source-118376146, διαδικτυακά προσπελάσιμη στις 
26.06.2020. 
32 Ευρωπαϊκή Επιτροπή, Λευκή Βίβλος Τεχνητή νοημοσύνη - Η ευρωπαϊκή προσέγγιση της αριστείας 
και της εμπιστοσύνης, 2020, διαδικτυακά διαθέσιμη στην ιστοσελίδα 
https://op.europa.eu/en/publication-detail/-/publication/aace9398-594d-11ea-8b81-
01aa75ed71a1/language-el/format-PDF/source-118376146,  προσπελάστηκε στις 27.06.2020. 
33 Φ. Παναγοπούλου-Κουτνατζή, Βιομετρικές μέθοδοι και προστασία ιδιωτικότητας: Σκέψεις με 
αφορμή την απόφαση ΔΕΕ Michael Schwarz κατά κρατιδίου Bochum (C-291/2012), διαδικτυακά 
διαθέσιμη στην ιστοσελίδα 
https://www.dpa.gr/pls/portal/docs/PAGE/APDPX/EUROPEAN_DP_DAY_GENERAL/2014_DP_D
Επιθεώρηση Δικαίου Πληροφορικής @ Information Law Journal 
Τ. 1 (2021) 
Ε-ISSN: 2732-6004 
Available online at: http://ejournals.lib.auth.gr/infolawj/ 
 
© 2021 by Author(s). This is an open-access article distributed under the terms and conditions of the Creative 
Commons Attribution 4.0 International (CC BY 4.0). See https://creativecommons.org/licenses/by/4.0/ 
13 
να αξιολογείται είναι αν η προκύπτουσα συρρίκνωση της ιδιωτικότητας είναι 
αναλογική με οποιοδήποτε αναμενόμενο όφελος. Εάν το όφελος είναι σχετικά μικρό, 
όπως η ενίσχυση της ευχρηστίας ή μια μικρή εξοικονόμηση κόστους, τότε η 
συρρίκνωση της ιδιωτικής ζωής δεν είναι σκόπιμη. Η τέταρτη πτυχή της 
αξιολογήσεως της επάρκειας ενός συστήματος τεχνητής νοημοσύνης που 
χρησιμοποιεί βιομετρικά δεδομένα είναι να εξεταστεί αν ένα μέσο με λιγότερες 
επιπτώσεις σε βάρος της ιδιωτικότητας θα μπορούσε να επιτύχει τον επιδιωκόμενο 
σκοπό34. Κατά την εξέταση πρέπει να λαμβάνονται υπόψη ο σημαντικός αντίκτυπος 
τέτοιων συστημάτων στην ανθρώπινη αξιοπρέπεια των ατόμων, στα οποία 
αναφέρονται τα δεδομένα, καθώς και οι συνέπειες στα θεμελιώδη δικαιώματα35. 
Επιπλέον, έχει προταθεί ως μέτρο για την ορθολογική χρήση τέτοιων τεχνολογιών η 
εποπτεία και η επίβλεψη της χρήσης τους από ανεξάρτητες αρχές, επιφορτισμένες με 
αυτό το έργο36. 
 
4. Εξ αποστάσεως βιομετρική ταυτοποίηση και παραβίαση θεμελιωδών 
δικαιωμάτων 
 Από την ανωτέρω χρήση των εφαρμογών τεχνητής νοημοσύνης για την εξ 
αποστάσεως βιομετρική ταυτοποίηση προκύπτουν διάφορα ζητήματα αναφορικά με 
τον κίνδυνο παραβίασης θεμελιωδών δικαιωμάτων. Οι επιπτώσεις στα θεμελιώδη 
δικαιώματα από τη χρήση συστημάτων τεχνητής νοημοσύνης για την εξ αποστάσεως 
 
AY/OMILIES_2014_DP_DAY/MELETES_PANAGOPOULOU.PDF, προσπελάστηκε στις 
27.06.2020. 
34 Φ. Παναγοπούλου-Κουτνατζή, Βιομετρικές μέθοδοι και προστασία ιδιωτικότητας: Σκέψεις με 
αφορμή την απόφαση ΔΕΕ Michael Schwarz κατά κρατιδίου Bochum (C-291/2012), διαδικτυακά 
διαθέσιμη στην ιστοσελίδα 
https://www.dpa.gr/pls/portal/docs/PAGE/APDPX/EUROPEAN_DP_DAY_GENERAL/2014_DP_D
AY/OMILIES_2014_DP_DAY/MELETES_PANAGOPOULOU.PDF, προσπελάστηκε στις 
27.06.2020. 
35 Φ. Παναγοπούλου-Κουτνατζή, Βιομετρικές μέθοδοι και προστασία ιδιωτικότητας: Σκέψεις με 
αφορμή την απόφαση ΔΕΕ Michael Schwarz κατά κρατιδίου Bochum (C-291/2012), διαδικτυακά 
διαθέσιμη στην ιστοσελίδα 
https://www.dpa.gr/pls/portal/docs/PAGE/APDPX/EUROPEAN_DP_DAY_GENERAL/2014_DP_D
AY/OMILIES_2014_DP_DAY/MELETES_PANAGOPOULOU.PDF, προσπελάστηκε στις 
27.06.2020. 
36 European Union Agency for Fundamental Rights, Facial recognition technology: fundamental rights 
considerations in the context of law enforcement, 2020, διαδικτυακά διαθέσιμη στην ιστοσελίδα 
file:///C:/Users/dk0020/AppData/Local/Temp/fra-2019-facial-recognition-technology-focus-paper-
1_en.pdf, προσπελάστηκε στις 27.06.2020. 
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βιομετρική ταυτοποίηση μπορούν να διαφέρουν σημαντικά ανάλογα με τον σκοπό, το 
πλαίσιο και το πεδίο εφαρμογής της χρήσης. Ο κίνδυνος σφαλμάτων των εν λόγω 
συστημάτων τεχνητής νοημοσύνης στην αντιστοίχιση προσώπων είναι το πιο συχνό 
ζήτημα αναφορικά με την παραβίαση θεμελιωδών δικαιωμάτων. Επίσης, η αδύναμη 
θέση στην οποία βρίσκονται τα άτομα, τα βιομετρικά δεδομένα των οποίων 
λαμβάνονται και υπόκεινται επεξεργασία κατά την εξ αποστάσεως βιομετρική 
ταυτοποίηση προκαλεί επίσης ανησυχία αναφορικά με τον σεβασμό των 
δικαιωμάτων τους. Μάλιστα, τα άτομα αυτά ενδέχεται να μην γνωρίζουν ότι 
διενεργείται η ως άνω επεξεργασία των βιομετρικών τους δεδομένων με αποτέλεσμα 
να μην μπορούν να αμφισβητήσουν πιθανές καταχρήσεις εκ μέρους των υπευθύνων 
επεξεργασίας ή των εκτελούντων την επεξεργασία των δεδομένων αυτών ή να 
καταγγείλουν τυχόν παραβιάσεις των δικαιωμάτων τους. 
Ειδικότερα, η χρήση των εφαρμογών τεχνητής νοημοσύνης με σκοπό την εξ 
αποστάσεως βιομετρική ταυτοποίηση ενδέχεται να παραβιάζει το δικαίωμα στην 
ανθρώπινη αξιοπρέπεια, τα δικαιώματα στον σεβασμό της ιδιωτικής ζωής και στον 
πληροφοριακό αυτοκαθορισμό. Τα δικαιώματα αυτά, τα οποία προβλέπονται από 
υπερνομοθετικής ισχύος διατάξεις37, ενδεχομένως παραβιάζονται κατά τη συλλογή 
των βιομετρικών δεδομένων του ατόμου, η οποία εν συνεχεία οδηγεί στην 
ταυτοποίηση του και στην αποκάλυψη μοναδικών χαρακτηριστικών του38. 
 Επισημαίνεται ο κίνδυνος από τη χρήση των συγκεκριμένων εφαρμογών 
τεχνητής νοημοσύνης να λαμβάνουν χώρα διακρίσεις εις βάρος ειδικών ομάδων, 
όπως τα παιδιά, οι ηλικιωμένοι και τα άτομα με αναπηρίες. Επιπλέον, ιδιαίτερα 
σημαντικό είναι και το γεγονός ότι από τη χρήση της τεχνολογίας αυτής, μπορεί να 
περιοριστεί σημαντικά η ελευθερία της έκφρασης, του συνέρχεσθαι και 
συνεταιρίζεσθαι, καθώς και το δικαίωμα της χρηστής διοίκησης και της δίκαιης 
δίκης39. Ειδικότερα, ως προς το δικαίωμα της ελευθερίας του συνέρχεσθαι και 
 
37 Βλ. άρθρα 7 και 8 του Χάρτη Θεμελιωδών Δικαιωμάτων, άρθρο 8 της ΕΣΔΑ. 
38 European Union Agency for Fundamental Rights, Facial recognition technology: fundamental rights 
considerations in the context of law enforcement, url https://fra.europa.eu/en/publication/2019/facial-
recognition,  προσπελάστηκε στις 27.06.2020. 
39 European Union Agency for Fundamental Rights, Facial recognition technology: fundamental rights 
considerations in the context of law enforcement, url https://fra.europa.eu/en/publication/2019/facial-
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συνεταιρίζεσθαι η συγκεκριμένη τεχνολογία έχει αρνητικό αντίκτυπο στην ελευθερία 
αυτή όταν οι άνθρωποι φοβούνται ότι η εν λόγω τεχνολογία χρησιμοποιείται για την 
ταυτοποίησή τους (“chilling effect”) και για το λόγο αυτό περιορίζουν τις 
δραστηριότητές τους που άπτονται του δικαιώματος του συνέρχεσθαι και 
συνεταιρίζεσθαι40. Περαιτέρω, ο περιορισμός της ιδιωτικής ζωής των ατόμων με την 
επεξεργασία μεγάλου όγκου προσωπικών δεδομένων μπορεί τελικά να επηρεάσει τη 
λειτουργία της ίδιας της δημοκρατίας, καθώς η ιδιωτική ζωή αποτελεί βασική αξία 
που ενυπάρχει σε μια φιλελεύθερη, δημοκρατική και πλουραλιστική κοινωνία και 
ακρογωνιαίο λίθο για την απόλαυση των θεμελιωδών δικαιωμάτων εκ μέρους των 
πολιτών. Στην Ετησία Έκθεση του Βρετανού Επιτρόπου Βιομετρικών Στοιχείων 
επισημάνθηκαν τα ζητήματα αυτά και μάλιστα παρουσιάστηκαν περιπτώσεις 
σφαλμάτων της εν λόγω τεχνολογίας αναγνώρισης προσώπου που χρησιμοποιείται 
από την αστυνομία του Ηνωμένου Βασιλείου, αφού αυτή προβαίνει σε διακρίσεις, 
αναγνωρίζοντας εσφαλμένα περισσότερο γυναίκες και έγχρωμα άτομα 41. 
 
recognition,  προσπελάστηκε στις 27.06.2020, Ομοίως, European Union Agency for Fundamental 
Rights, Fundamental rights and the interoperability of EU information systems: borders and security, 
διαδικτυακά διαθέσιμο στην ιστοσελίδα https://fra.europa.eu/en/publication/2017/fundamental-rights-
and-interoperability-eu-information-systems-borders-and-security, προσπελάστηκε στις 27.06.2020.  
Βλ. επίσης J. Bustard, ΙΕEE Signal Processing Magazine The Impact of EU Privacy Legislation on 
Biometric System Deployment: Protecting citizens but constraining applications, διαδικτυακά 
διαθέσιμο στην ιστοσελίδα 
https://pureadmin.qub.ac.uk/ws/portalfiles/portal/16553923/The_Impact_of_EU_Privacy_Legislation_
on_Biometric_System_Deployment.pdf, προσπελάστηκε στις 24.06.2020. 
40 European Union Agency for Fundamental Rights, Facial recognition technology: fundamental rights 
considerations in the context of law enforcement, url https://fra.europa.eu/en/publication/2019/facial-
recognition,  προσπελάστηκε στις 27.06.2020. 
41 Μ. Σκόνδρα, Αναγνώριση προσώπου (Face recognition) και προσωπικά δεδομένα 
O ορατός εφιάλτης της αόρατης παρακολούθησης, διαδικτυακά διαθέσιμο στην ιστοσελίδα 
https://www.lawspot.gr/nomika-blogs/magdalini_skondra/anagnorisi-prosopoy-face-recognition-kai-
prosopika-dedomena#footnoteref4_9iol8qa, προσπελάστηκε στις 27.06.2020.  
Έρευνα του Πανεπιστημίου του Κάρντιφ σχετικά με δοκιμές τεχνολογίας αναγνώρισης προσώπου από 
την αστυνομία της Νότιας Ουαλίας, διαπίστωσε ότι το σύστημα σημείωσε 2.900 πιθανούς υπόπτους, 
αλλά 2.755 ήταν εσφαλμένες αναγνωρίσεις, και συνακόλουθα, λάθος συλλήψεις. Οι συλλήψεις αυτές 
παραμένουν στα αστυνομικά μητρώα και εμφανίζονται στην ποινική κατάσταση των ατόμων, γεγονός 
που μπορεί να επηρεάσει για παράδειγμα τη μελλοντική πρόσληψή τους σε θέσεις εργασίας. 
https://www.theguardian.com/uk-news/2019/jun/27/watchdog-criticises-chaotic-police-use-of-facial-
recognition. 




προσπελάστηκε στις 25.06.2020, καθώς και το άρθρο A US government study confirms most face 
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5. Συμπερασματικές παρατηρήσεις 
Η χρήση εφαρμογών τεχνητής νοημοσύνης για την εξ αποστάσεως βιομετρική 
ταυτοποίηση εγείρει σοβαρά ζητήματα, ιδίως αναφορικά με τον κίνδυνο παραβίασης 
δικαιωμάτων, τα οποία μέχρι στιγμής παραμένουν σε μεγάλο βαθμό νομοθετικά 
δεοντολογικά στοιχήματα. Επισημαίνεται ότι ο μεγαλύτερος φόβος που εκφράζεται 
είναι η δημιουργία βάσεως βιομετρικών δεδομένων υπό κεντρική διαχείριση και η 
χρήση των δεδομένων για άλλους πλην από τους κατά νόμο προβλεπόμενους 
σκοπούς42.  
Η στάθμιση του «ειδικού βάρους» των δικαιωμάτων αποτελεί ένα πάντοτε 
επίκαιρο ζήτημα προς ρύθμιση. Στα νομικά κείμενα της ΕΕ καθώς και σε εθνικά 
δίκαια υπάρχουν ήδη οι νομικές βάσεις, όπως οι αρχές της διαφάνειας και της 
λογοδοσίας στον ΓΚΠΔ, οι οποίες μπορούν να οδηγήσουν στο μέλλον και σε μια 
«αλγοριθμική διαφάνεια», σε ό,τι αφορά την τεχνητή νοημοσύνη. Άλλωστε όπως 
επισημαίνει και η Επίτροπος του Συμβουλίου της Ευρώπης για τα Ανθρώπινα 
Δικαιώματα, Dunja Mijatović43: «Η διασφάλιση ότι τα ανθρώπινα δικαιώματα 
 
recognition systems are racist US National Institute of Standards and Technology, διαδικτυακά 
διαθέσιμο στην ιστοσελίδα https://www.technologyreview.com/2019/12/20/79/ai-face-recognition-
racist-us-government-nist-study/#Echobox=1576857379, , προσπελάστηκε στις 27.06.2020, κατά την 
οποία η τεχνολογία αναγνώρισης προσώπου που χρησιμοποιείται από τις εφαρμογές τεχνητής 
νοημοσύνης για την εξ αποστάσεως βιομετρική ταυτοποίηση έχει υψηλότερα ποσοστά σφάλματος 
όταν χρησιμοποιείται σε γυναίκες και έγχρωμους ανθρώπους, με αποτέλεσμα να παράγει 
προκατειλημμένα αποτελέσματα, τα οποία τελικά μπορούν να οδηγήσουν σε διακρίσεις. 
42 Φ. Παναγοπούλου-Κουτνατζή, Βιομετρικές μέθοδοι και προστασία ιδιωτικότητας: Σκέψεις με 
αφορμή την απόφαση ΔΕΕ Michael Schwarz κατά κρατιδίου Bochum (C-291/2012), διαδικτυακά 
διαθέσιμη στην ιστοσελίδα 
https://www.dpa.gr/pls/portal/docs/PAGE/APDPX/EUROPEAN_DP_DAY_GENERAL/2014_DP_D
AY/OMILIES_2014_DP_DAY/MELETES_PANAGOPOULOU.PDF, προσπελάστηκε στις 
27.06.2020. 
43 Council of Europe, Commissioner for Human Rights, Unboxing artificial intelligence: 10 steps to 
protect human rights, url https://rm.coe.int/unboxing-artificial-intelligence-10-steps-to-protect-human-
rights-reco/1680946e64, διαδικτυακά προσπελάσιμο στις 26.06.2020. Βλ. και C. Burt, European 
Commissioner calls for strict regulation of facial recognition to preserve freedom of assembly, 
Biometric update.com, 26.06.2020, url https://www.biometricupdate.com/201905/european-
commissioner-calls-for-strict-regulation-of-facial-recognition-to-preserve-freedom-of-assembly, 
διαδικτυακά προσπελάσιμη στις 26.06.2020. 
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ενισχύονται και δεν υπονομεύονται από την τεχνητή νοημοσύνη είναι ένας από τους 
βασικούς παράγοντες που θα καθορίσουν τον κόσμο στον οποίο ζούμε». 
 
