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Higher Toroidal Regular Polytopes*
Peter McMullen
University College London, London WC1E 6BT, England
and
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A regular polytope is locally toroidal if its minimal sections which are not of
spherical type are toroids. The locally toroidal polytopes of rank 4 have been exten-
sively discussed, and their classification is now nearly complete. In this paper,
the locally toroidal polytopes of higher rank are investigated. Again, an almost
complete classification of these regular polytopes is obtained; as well as sporadic
examples, there are several infinite families.  1996 Academic Press, Inc.
1. Introduction
In a sequence of papers [1, 5, 13, 1518, 24, 28, 29], the present authors
and others have extensively investigated the locally toroidal regular
polytopes of rank 4, with a view particularly to discovering which of them
are finite. These polytopes have facets and vertex-figures which are
(topologically) either spheres, that is, one of the five Platonic figures
[3, 3], [3, 4], [4, 3], [3, 5], or [5, 3], or toroids, of kinds [4, 4](s, t) ,
[3, 6](s, t) or [6, 3] (s, t) , where t=0 or t=s, with at least one of them of the
latter kind, but otherwise have no further identifications imposed upon
them, so that they are universal. This classification problem is now nearly
complete.
In this paper, we move on to the obvious next step, that of investigating
the locally toroidal regular polytopes of higher rank. At this stage, we
shall only allow the facets or vertex-figures to be toroids, although we
know examples with toroidal sections of smaller rank. This restriction
yields polytopes of ranks 5 and 6 alone; we shall obtain here a complete
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shall find that there are just three of these polytopes of rank 5 which are
finite, but in rank 6 there are six infinite families of them, as well as at least
eight sporadic examples.
The plan of the paper is as follows. In 92, we shall briefly discuss abstract
regular polytopes in general. Then in 93, we shall list the various regular toroids
of ranks 4 and 5. The locally toroidal polytopes are obtained by taking
quotients of certain regular hyperbolic honeycombs, and we shall establish
some of their properties which we use subsequently in 94. The locally toroidal
regular polytopes themselves are then described in the next four sections.
Finally, in 99, we show that there are no chiral toroids of rank greater than 3,
and hence no chiral polytopes with these as components.
2. Abstract Regular Polytopes
In this section, we give a brief outline of the theory of abstract regular
polytopes, or regular incidence-polytopes as they have frequently been
called hitherto.
Following [6, 14] and similar papers (see also [20, Chapter 2]), an
abstract n-polytope is a partially ordered set P whose elements are called
faces, which has a strictly monotone rank function rank ( } ) with range
[&1, 0, ..., n]. (We shall often drop the qualification ``abstract'' in what
follows.) We shall call a face of rank i an i- face; further 0-, 1- and (n&1)-
faces of an n-polytope are called vertices, edges and facets, respectively. The
flags (totally ordered subsets) of P all contain exactly n+2 faces, including
the unique minimal face F&1 and unique maximal face Fn of P. In addition,
P is strongly flag connected, meaning that any two flags 8 and 9 of P can
be joined by a sequence 8=80 , 81 , ..., 8k=9 of adjacent flags, so that
8i&1 and 8i differ by one face for i=1, ..., k, which are such that
8 & 98i for each i. Finally, if F and G are an (i&1)- and (i+1)-face
with F<G, then there are exactly two i-faces H such that F<H<G.
If F and G are faces of P with F<G, we call GF :=[H | FHG] a section
of P. We can usually safely identify a face F with the section FF&1. If F is a face,
then Fn F is called the co-face of P at F, or the vertex-figure if F is a vertex.
An abstract n-polytope P is regular if its combinatorial automorphism
group A(P) is transitive on its flags. Let 8 :=[F&1, F0 , ..., Fn] be a fixed
or base flag of P; occasionally we do not mention F&1 and Fn , because
they belong to all flags. The group A(P) of the regular polytope P is
generated by involutions \0 , ..., \n&1 , where \i is the unique automorphism
which keeps all but the i-face of 8 fixed (i=0, ..., n&1). These distinguished
generators satisfy relations
(\i \j) pij==,
































































where pii=1, pji=pij=: pj if j=i+1, and pij=2 otherwise; here, the pj 's
are given by the (Schla fli ) type [ p1 , ..., pn&1] of P. Further, A(P) has the
intersection property (with respect to the distinguished generators), namely
(\i | i # I) & (\i | i # J)=(\i | i # I & J) ,
for all I, J[0, ..., n&1]. Groups with the above properties are called
(string) C-groups; since we discuss no other kind of C-group here, for
brevity we shall drop the qualifier ``string''. An important fact is that, given
a C-group, there is an associated regular polytope of which it is the
automorphism group (see [14, 22, 20]).
In verifying that a given group is a C-group, it is usually only the inter-
section property which causes any difficulty. In this context, the following
result is sometimes useful. First, let P, Q be regular n-polytopes, with
groups A(P)=( \0 , ..., \n&1) and A(Q)=(_0 , ..., _n&1). If the mapping
\j [ _j ( j=0, ..., n&1) induces a homomorphism of A(P) onto A(Q), we
say that Q is a quotient of P, or that P covers Q. Strictly speaking, we
should talk about ordinary quotients or covers, but in this paper no more
general kind will be needed. We should remark that we have adopted a
different term here from that used previously, in that we now replace
``collapse'' by ``quotient''. We may observe that such a quotient is alter-
natively defined by means of a suitable normal subgroup N of A(P); condi-
tions on such a subgroup N which guarantee that the quotient, which is
then written PN, be a polytope (that is, that A(P)N be a C-group) are
discussed in [20, Chapter 2]. We then have the following quotient lemma.
Lemma 2.1. Let G :=( \0 , ..., \n&1) be a group with involutory gener-
ators \j ( j=0, ..., n&1), such that (\i \j)2== whenever j&i2, and let
(_0 , ..., _n&1) be a C-group (with respect to the distinguished generators _j).
If the mapping \j [ _j induces a homomorphism, which is one-to-one on
( \0 , ..., \n&2) or on ( \1 , ..., \n&1) , then G is also a C-group.
In other words, G satisfies the intersection property. To see this, suppose
that the mapping is one-to-one on ( \0 , ..., \n&2). We recall from [23, 24]
that we need only verify the intersection property for the subsets
[0, ..., n&2] and [1, ..., n&1], since ( \0 , ..., \n&2) is certainly a C-group.
However, the inverse image of every subgroup (_i | i # I) contains
( \i | i # I) , and this inverse is one-to-one when I=[1, ..., n&2].
If P1 and P2 are regular n-polytopes such that the vertex-figures of P1 are
isomorphic to the facets of P2 , we denote by (P1 , P2) the class of the
regular (n+1)-polytopes P with facets isomorphic to P1 and vertex-figures
isomorphic to P2 . If (P1 , P2) {<, then any such P is a quotient of a
universal member of (P1 , P2); this universal polytope is denoted by
[P1 , P2] (see [25]).
































































If P is an abstract n-polytope, then its dual P* is obtained by reversing
the partial order. It is clear that the dual of a regular polytope is also
regular; if \0 , ..., \n&1 are the distinguished generators (corresponding to
some base flag) of the automorphism group A(P) of the regular polytope
P, then \n&1 , ..., \0 (in the reverse order) are the distinguished generators
of A(P*) (with respect to the flag of P* corresponding to the base flag
of P).
3. The Higher Toroids
We construct a (regular) toroidal polytope or, more briefly, a toroid, as
a quotient of a regular honeycomb T of Euclidean space Ek (for some k)
by a normal subgroup 4 of its translational symmetries; the resulting
toroid is written T4. The regular toroids of rank 3 are well known, and
have been much discussed in the literature (see, for example, [4] for
general background information). In this section, we shall describe the
regular toroids of higher rank.
For notational reasons, in this section we prefer to denote the rank by
n+1. To construct a regular toroid of rank n+14, we must begin with
a regular honeycomb of En. Except for n=4, the only such honeycomb is
the tiling [4, 3n&2, 4] of En by cubes; here and below, rk will be used to
denote a string of k consecutive r's. In E4, there are two other regular
honeycombs [3, 3, 4, 3] and [3, 4, 3, 3], which are duals.
We first consider the cubic tiling [4, 3n&2, 4]. Its vertex set may be taken
to be Zn, the set of points with integer cartesian coordinates; this set can
also be regarded as its translation group. Because we wish the resulting
toroid to be regular, if the translation by s # Zn occurs in the identifying
subgroup (lattice) 4, then so must all its conjugates under the group
[4, 3n&2, 4] of the honeycomb, or, what amounts to the same thing, under
the group [3n&2, 4] of its vertex-figure, which consists of all permutations
of the coordinates of vectors with all changes of their signs. Let s be the
smallest positive integer among the coordinates of vectors in 4. Permuting
these coordinates if necessary, we can assume that (s, s2 , ..., sn) # 4 for some
s2 , ..., sn # Z. Hence (&s, s2 , ..., sn) # 4, and so (by subtraction) 2se1 # 4,
where ei is the i th standard basis vector of En for i=1, ..., n; it then follows
that 2sei # 4 for each i=1, ..., n.
We can now add integer multiples of these 2sei to a general vector in 4,
and change signs of coordinates if necessary, to see that 4 is generated by
all permutations of (sk, 0n&k), for some k with 1kn (k is unique, since
we may subtract vectors with smaller k from those with larger k, so as
further to reduce k). However, there are still restrictions on k. If
3kn&1, we may shift coordinates along to obtain (0, sk, 0n&k&1) # 4.
































































Subtracting, and permuting coordinates and changing sign, shows that
(s2, 0n&2) # 4. (If k is odd, it further follows that (s, 0n&1) # 4.) In any case,
we see that the only allowed values of k are k=1, 2 or n. We shall write
4s for the translation group generated by s :=(sk, 0n&k) and its images
under permutation and changes of sign of coordinates.
The regular polytope which results by this factorization is denoted by
[4, 3n&2, 4]s :=[4, 3n&2, 4]4s . In order that the corresponding group,
which we write as [4, 3n&2, 4]s , satisfy the intersection property, we must
actually have s2, but otherwise there are no further restrictions. (It is
straightforward to verify the intersection property directly; otherwise, refer
to the general discussion in [20, Chapter 2].) Summarizing, we have
Theorem 3.1 For each n3, and s=(sk, 0n&k) with s2 and k=1, 2
or n, there is a regular toroid [4, 3n&2, 4]s .
We give the details of these polytopes in Table I. The most important
things we need subsequently are the numbers v of their vertices and f of
their facets, and the orders g of their groups.
We now describe the groups of these toroids. Let the group [4, 3n&2, 4]
be (R0 , ..., Rn) , where the Rj are the following reflexions acting on En;
throughout, x=(!1 , ..., !n) is a general vector of En:
xR0 :=(1&!1 , !2 , ..., !n),
xRj :=(!1 , ..., !j&1 , !j+1 , !j , !j+2, ..., !n) ( j=1, ..., n&1),
xRn :=(!1 , ..., !n&1 , &!n).
Then for each k=1, ..., n,
xR0 . . .Rk&1=(!2 , ..., !k , 1&!1 , !k+1 , ..., !n),
xRk . . .Rn Rn&1. . .Rk=(!1 , ..., !k&1 , &!k , !k+1 , ..., !n),
so that
xR0 R1 . . .Rn Rn&1. . .Rk=(!2 , ..., !k , !1&1, !k+1 , ..., !n).
TABLE I
The Polytopes [4, 3n&2, 4]s .
s v f g
(s, 0n&1) sn sn (2s)n .n !
(s2, 0n&2) 2sn 2sn 2n+1sn .n !
(sn) 2n&1sn 2n&1sn 22n&1sn .n !
































































Hence (R0 R1 . . .Rn Rn&1. . .Rk)k is the translation by ((&1)k, 0n&k), and the
definition of [4, 3n&2, 4]s (for the various s) yields.
Theorem 3.2. Let s=(sk, 0n&k), with s2 and k=1, 2 or n. Then the
group [4, 3n&2, 4]s is the Coxeter group [4, 3n&2, 4]=( \0 , ..., \n) ,
factored out by the single extra relation
(\0 \1 . . . \n \n&1. . . \k)sk==.
The cases k=1 and 2 of Theorem 3.2 have interesting geometric inter-
pretations, which are of importance for the future. By a cut of a regular
n-polytope P, we mean a regular polytope Q of lower rank with
A(Q)A(P), whose vertices are vertices of P, and are just those invariant
under some distinguished subgroup of A(P). (The nature of cuts will be
illustrated by our examples; they can be found in P using the abstract ver-
sion of Wythoff 's construction, compare [3, 11].) With the notation of the
theorem, let us define
{ :=\2 \3 . . . \n \n&1. . . \2 .
Then the defining relation of Theorem 3.2 can be written as
(\0 \1 {\1)s==, if k=1,
(\0 \1 {)2s==, if k=2.
The subgroup (\0 , \1 , {) of [4, 3n&2, 4]s is that of the cut of [4, 3n&2, 4]s
invariant under \3 , ..., \n , which is a toroid of type [4, 4]. More specifi-
cally, if s~ :=(sk, 02&k) for each s=(sk, 0n&k) with k=1 or 2, we have
Theorem 3.3. If k=1, 2, the cut of [4, 3n&2, 4]s invariant under
\3 , ..., \n is a toroid [4, 4]s~ .
Such a cut is called universal, because it is the universal polytope in its
class. The question whether or not a cut is universal can be very subtle.
Usually it is necessary, but generally not sufficient, that the relations on the
corresponding cut of the universal polytope (in the above case, [4, 4])
which determine it are just those which determine the whole polytope as a
quotient of its universal polytope (which here is [4, 3n&2, 4]). In fact, if the
generators hi (say) of a group H are represented by words wi in the gener-
ators gj of a supergroup G, and if G has a presentation in terms of the gj 's
which can also be expressed by relations in the wi 's, then in general a
presentation for H in terms of the hi 's cannot simply be found from the
relations for G by replacing the wi 's by the hi 's (compare [10, p. 103,
exercise 24]). That the cut in Theorem 3.3 is indeed universal can easily be
































































seen geometrically. However, universality of cuts is much less obvious for
the polytopes in 94.
As we said above, the only other toroids are dual pairs derived from
[3, 3, 4, 3] and [3, 4, 3, 3]. We just consider the former. We may take the






2)), the set of points of E
4 whose
cartesian coordinates are all integers or all halves of odd integers. These
points also correspond to the integer quaternions; in this context, the sym-
metry group [3, 3, 4, 3] consists of the mappings x [ q1 xq2+h and
x [ q1 x q2+h, where q1 , q2 are unit integer quaternions, h is an integer
quaternion, and x is the (quaternion) conjugate of x (compare [8]). Much
the same analysis as above applies, and, initially bearing only the vertices
of [3, 3, 4, 3] in Z4 in mind, we conclude that the identification is by a
vector (sk, 04&k) (and its images under permutation and changes of sign of
coordinates) for some integers s2 and some k=1, 2 or 4. However,
taking the full group of symmetries of [3, 3, 4, 3] into account, we observe
that (s, s, s, s) is equivalent to (2s, 0, 0, 0), and so the last case has already
been counted. Using the same notation as for the cubic toroids, and
denoting the dual by the same suffix, we thus obtain
Theorem 3.4. For each s=(sk, 04&k) with s2 and k=1 or 2, there are
regular toroids [3, 3, 4, 3]s and [3, 4, 3, 3]s .
We list the details of these polytopes in Table II. However, since the
number of vertices of [3, 3, 4, 3]s is the same as the number of facets of its
dual [3, 4, 3, 3]s , and vice versa, we need only consider the former.
We now determine the groups [3, 3, 4, 3]s . We take [3, 3, 4, 3] with the






2)) as above. The group [3, 3, 4, 3]=
(R0 , ..., R4) has the reflexion Rj in the following hyperplane for j=0, ..., 4.






The Polytopes [3, 3, 4, 3]s .
s v f g
(s, 0, 0, 0) s4 3s4 1152s4
(s, s, 0, 0) 4s4 12s4 4608s4
































































Because we shall wish to investigate certain subgroups in what follows,
it is helpful to represent the defining relations of the group [3, 3, 4, 3]s=
( \0 , ..., \4) in terms of three particular involutions. The first is \0; the
second and third are
_ :=\1 \2 \3 \2 \1 ,
{ :=\4 \3 \2 \3 \4 .
Now R0 and the reflexions S :=R1 R2 R3 R2 R1 and T :=R4 R3 R2 R3 R4 in
[3, 3, 4, 3] which correspond to _ and { are given by
xR0=(1&!1 , !2 , !3 , !4),
xS=(!2 , !1 , !3 , !4),
xT=(!1 , &!2 , !3 , !4).
Hence we have
xR0 STS=(!1&1, !2 , !3 , !4),
xR0 ST=(!2 , !1&1, !3 , !4).
Thus R0 STS is the translation by (&1, 0, 0, 0), while (R0ST )2 is the trans-
lation by (&1, &1, 0, 0). As a consequence, we have
Theorem 3.5. Let s=(sk, 04&k), with s2 and k=1 or 2. Then the
group [3, 3, 4, 3]s of the polytope [3, 3, 4, 3]s is the Coxeter group
[3, 3, 4, 3]=( \0 , ..., \4) , factored out by the relation
(\0 _{_)s==, if k=1,
(\0 _{)2s==, if k=2.
It is of geometric interest to describe the meaning of these relations; this
will also have future relevance. Inspection of the reflexions R0 , S and T
shows that they act effectively on the plane !3=!4=0, which is that
invariant under R2 and R4 . The cut of [3, 3, 4, 3] by this plane is a square
tessellation [4, 4], passing through diametral squares of facets [3, 3, 4] of
the honeycomb, whose symmetry group is just (R0 , S, T) , and corre-
sponds to the operation
R0 , ..., R4) [ (R0 , R1 R2 R3 R2 R1 , R4 R3 R2 R3 R4)=: (R0 , S, T )
on [3, 3, 4, 3]. Thus we have
































































Theorem 3.6. The quotient map which yields [3, 3, 4, 3]s from [3, 3, 4, 3]
is induced by the quotient map of the cut [4, 4] which yields [4, 4]s~ .
The notation for s~ is that introduced above. Thus these cuts are universal.
Alternative defining relations are possible. For example, when k=1, we
can take
(\0 \1(\2 \3 \4)3)2s==,
while if k=2, we can take
(\0 \1 \2 \3 \4 \3 \2 \1 \3 \2 \3)2s==.
There is a cut corresponding to the relation for k=1 (it is of type [3, 6]),
but we shall make no use of it.
Finally in this section, we discuss various quotient and subgroup relations
between the groups of these toroids, and their geometric consequences. We
begin with quotients, since these will subsequently prove more important.
A quotient relation between (for example) two groups of the form
[4, 3n&2, 4]s arises from a corresponding subgroup relation between the
translation groups 4s . In turn, this quotient relation implies a covering by
the first torus of the second.
Now we have
4(2s, 0n&1){ 4(sn)4(s2, 0n&2)=4(s, 0n&1) ,
for all s2. If n is even, there is also the relation
4(sn)4(s2, 0n&2) .
Moreover, if p is an odd prime, we obviously have 4ps4s for every s. It
may be seen that every other subgroup relationship is a consequence of
these. We deduce
Theorem 3.7. Let n3. For each s2, there are coverings
[4, 3n&2, 4] (2s, 0n&1)z{ [4, 3
n&2, 4](sn)
[4, 3n&2, 4] (s2, 0n&2)=z[4, 3n&2, 4](s, 0n&1) .
In addition, if n is even, there is a covering
[4, 3n&2, 4] (sn)z[4, 3n&2, 4] (s2, 0n&2) .
































































Lastly, for each s=(sk, 0n&k) (with s2 and k=1, 2 or n) and every odd
prime p, there is a covering
[4, 3n&2, 4]psz[4, 3n&2, 4]s .
Exactly similar considerations apply to the polytopes of type [3, 3, 4, 3],
and we obtain
Theorem 3.8. Let s2. Then there are coverings
[3, 3, 4, 3](2s, 0, 0, 0)z[3, 3, 4, 3] (s, s, 0, 0)z[3, 3, 4, 3] (s, 0, 0, 0) .
Further, if p is an odd prime, there is a covering
[3, 3, 4, 3]psz[3, 3, 4, 3]s ,
with s=(s, 0, 0, 0) or (s, s, 0, 0).
With subgroups, our interest is in being able to take the vertices of one
polytope as a subset of those of another, in such a way that the group of
the first polytope is a subgroup of that of the second; we briefly call this
inscribing the first in the second, and represent the relationship by the sub-
set sign . The question is thus more complicated than that for quotients;
we must have corresponding subgroup relationships for the Euclidean
honeycombs, and, additionally, compatibility between the identifying trans-
lation groups.
With [4, 3n&2, 4], the situation is still fairly straightforward. Since n3,
the only way to inscribe one copy of [4, 3n&2, 4] in another (with, say, the
origin o as a common vertex) is to take its vertices as mZn for some integer
m2. A translation subgroup which will identify the first copy must be of
the form Znms for some s of the usual kind, so that we have
Theorem 3.9. Let n3. Then for each s=(sk, 0n&k) with s2 and
k=1, 2 or n, and each integer m2,
[4, 3n&2, 4]s[4, 3n&2, 4]m s .
For [3, 3, 4, 3], an additional possibility arises. Another choice of
vertices for [3, 3, 4, 3] is hZ4, the set of vectors in Z4 whose coordinates
have even sum (see [3, p. 156]). We can clearly inscribe hZ4 in






2)), and each symmetry of the smaller set is also one of
the larger. If we repeat this, we find 2Z4 _ (2Z4+(1, 1, 1, 1)) inscribed in
hZ4. We then obtain
































































Theorem 3.10. Let s2. Then for each s=(s, 0, 0, 0) or (s, s, 0, 0) and
each integer m2,
[3, 3, 4, 3]s[3, 3, 4, 3]ms .
Moreover,
[3, 3, 4, 3](s, 0, 0, 0)[3, 3, 4, 3] (s, s, 0, 0)[3, 3, 4, 3](2s, 0, 0, 0) .
Finally, we observe that we can inscribe both [4, 3, 3, 4] and [3, 4, 3, 3]






2)) is obvious, and
a little thought establishes the subgroup property. However, the translation






2 s) in [3, 3, 4, 3], and this
is only permissible for [4, 3, 3, 4] if s is even. For the latter, [3, 4, 3, 3] has







4, and a translation permissible for
these must also be permissible for the [3, 3, 4, 3] whose vertices form the
complementary set hZ4. We conclude that we have
Theorem 3.11. For each s2, there are the following inscribed
polytopes:
[4, 3, 3, 4](s, s, 0, 0)
[3, 4, 3, 3](s, 0, 0, 0)=[3, 3, 4, 3] (s, s, 0, 0) ,
[4, 3, 3, 4] (s, s, s, s)
[3, 4, 3, 3](s, s, 0, 0)=[3, 3, 4, 3] (2s, 0, 0, 0) .
It is worth noting that the operations on the group [3, 3, 4, 3] which
yield these subgroups are
(\0 , ..., \4) [ (\0 , \1 , \2 \3 \2 , \4 , \3) :=(_0 , ..., _4)
for [3, 4, 3, 3], and
(\0 , ..., \4) [ (\0 , \1 \2 \3 \2 \1 , \4 , \3 , \2)=: ({0 , ..., {4)
for [4, 3, 3, 4]. These subgroup relations can also be derived by twisting
arguments; see [19].
4. Hyperbolic Honeycombs
In preparation for our investigation of the locally toroidal regular
polytopes, we now consider the regular honeycombs in hyperbolic space
Hn of dimension n=4 and 5.
































































In H4, we need only consider the honeycomb [3, 4, 3, 4], since none of
the others has a Euclidean facet or vertex-figure (we shall not count dual
pairs as essentially different). Our concern here is just with a certain cut of
the honeycomb. Since we are working with the geometric groups here, we
shall use the same notational conventions as we did in 93 for geometric
groups.
Theorem 4.1. Let [3, 4, 3, 4]=(R0 , ..., R4) . Then the operation
(R0 , ..., R4) [ (R0 , R1 , R2 , R3 R4 R3)=: (S0 , ..., S3)
yields the group (S0 , ..., S3) $ [3, 4, 4] of a cut [3, 4, 4] of [3, 4, 3, 4] by
the hyperplane spanned by an octahedral face [3, 4].
It is easy to verify that
R2 R3 R4 R3tR3 R4 ,
where t denotes conjugacy; the remaining group relations are also
straightforward.
We may remark at this point that the structure of a cut can also be
recognized by using the canonical representation of Coxeter groups. To
give an example, for the honeycomb [3, 4, 3, 4], we can find the Gram
matrix for the generating reflexions S0 , ..., S3 of the group of the cut from
the Gram matrix for R0 , ..., R4 . But S0 , ..., S3 commute with the reflexion
R4 , so that (S0 , ..., S3) is determined by its action on the mirror of R4 .
The Gram matrix for S0 , ..., S3 can now be identified as the Gram matrix
of [3, 4, 4].
There are more relationships involving the honeycombs in H5. We first
look at those between honeycombs of the same dimension.
Theorem 4.2. The Coxeter group [3, 3, 3, 4, 3] has subgroups
[3, 3, 4, 3, 3] of index 5 and [3, 4, 3, 3, 4] of index 10.
Writing [3, 3, 3, 4, 3]=(R0 , ..., R5) , the operations which yield these
subgroups are
(R0 , ..., R5) [ (R0 , R1 , R2 , R3 R4 R3 , R5 , R4)=: (S0 , ..., S5)
for [3, 3, 4, 3, 3], and
(R0 , ..., R5) [ (R0 , R1 , R2 R3 R4 R3 R2 , R5 , R4 , R3)=: (T0 , ..., T5)
for [3, 4, 3, 3, 4]. It is again relatively easy to check the relations (or this
may be done geometrically), and the indices can be verified by simplex
dissection arguments (see [7]), or directly; see also [19]. Geometrically,
































































the meaning is that both [3, 3, 4, 3, 3] and [3, 4, 3, 3, 4] can be inscribed
in [3, 3, 3, 4, 3].
We now describe various cuts of these honeycombs. We first consider the
polytopes of type [3, 3, 3, 4, 3]. We recall the relations of Theorem 3.5
for the toroids of type [3, 3, 4, 3], and the fact that Theorem 3.6 shows
that these relations are induced by those on a cut [4, 4] of [3, 3, 4, 3].
Throughout, we use the notation for the group generators introduced
above. We have
Theorem 4.3. Let [3, 3, 3, 4, 3]=(R0 , ..., R5) . Then the operation
(R0 , ..., R5) [ (R0 , R1 , R2 R3 R4 R3 R2 , R5 R4 R3 R4 R5)=: (U0 , ..., U3)
yields the group (U0 , ..., U3) $ [3, 4, 4] of a cut [3, 4, 4] of [3, 3, 3, 4, 3]
by the 3-dimensional plane containing a diametral octahedron [3, 4] of a
facet [3, 3, 3, 4].
Next, we have the type [3, 3, 4, 3, 3].
Theorem 4.4. Let [3, 3, 4, 3, 3]=(S0 , ..., S5) . Then the operation
(S0 , ..., S5) [ (S0 , S1 S2 S3 S2 S1 , S4 S3 S2 S3 S4 , S5)=: (V0 , ..., V3)
yields the group (V0 , ..., V3) $ [4, 4, 4] of a cut [4, 4, 4] of [3, 3, 4, 3, 3]
by a 3-dimensional plane which is induced by a cut [4, 4] of a facet
[3, 3, 4, 3].
The cut [4, 4] is as in Theorems 3.5 and 3.6.
Finally, we have the type [3, 4, 3, 3, 4], or, rather, its dual.
Theorem 4.5. Let [3, 4, 3, 3, 4]=(T0 , ..., T5). Then the operation
(T0 , ..., T5) [ (T5 , T4 , T3 T2 T1 T2 T3 , T0 T1 T2 T1 T0)=: (W0 , ..., W3)
yields the group (W0 , ..., W3) $ [4, 4, 4] of a cut [4, 4, 4] of [4, 3, 3, 4, 3]
by a 3-dimensional plane which is induced by a cut [4, 4] of a facet
[4, 3, 3, 4].
In each of these three cases, the relations for the subgroups are easily
verified.
We conclude this section by describing how representations over finite
rings can be constructed for the symmetry group of a regular honeycomb.
These representations are useful in deciding the structure of subgroups for
certain abstractly defined groups; see 96. We illustrate the method for the
group [3, 3, 3, 4, 3], though it generalizes to other groups as well.
































































We employ the real 6-dimensional canonical representation of (the
Coxeter group) [3, 3, 3, 4, 3]. The Gram matrix for the generating
reflexions R0 , ..., R5 of [3, 3, 3, 4, 3] only has entries 0, 1, &12 (=&cos ?3)
and &12 - 2 (=&cos ?4). It follows that R0 , ..., R5 are represented by
matrices over Q(- 2). Now, if m is odd, then we can consider all matrix
entries over the ring Zm if 2 is a quadratic residue modulo m (in which we
can fix one solutions of x2#2 (mod m)), or over Zm[- 2] if 2 is a quad-
ratic nonresidue modulo m. This gives us a representation of [3, 3, 3, 4, 3]
over the ring R :=Zm or Zm[- 2] respectively, which also supports the
quadratic form defined by the corresponding Gram matrix M over R.
Specificly, we are interested in finding the order of the element R1 STS,
with S :=R2 R3 R4 R3 R2 and T :=R5 R4 R3 R4 R5 ; compare Theorem 3.5
with k=1 and the index shifted by 1. We shall show that R1 STS has order
m for either choice of the ring R.
Let [e0 , ..., e5] be the canonical basis of R6, and let ( } , } ) =( } , } ) M be
the quadratic form over R whose Gram matrix with respect to [e0 , ..., e5]
is M. Then, over R,
xRi=x&2(x, ei) ei (i=0, ..., 5),
just as in the real case. Now, T and STS are ``reflexions'' with ``normal
vectors'' e3 R4 R5 and e3 R4 R5 S, respectively. To find the order of R1 STS
we need to compute (e1 , e3 R4 R5 S)=(e1 S, e3 R4 R5) . This is straight-
forward, since all products (ei , ej) are 0, 1, &12 and &
1
2 - 2. In particular,
(e1 , e3 R4 R5 S) =&1. But R1 STS fixes the intersection of the ``reflexion
planes'' of R1 and STS, and thus is completely determined by its effect on
the linear span E of e1 , e3 R4 R5 S. With respect to these two base vectors,








so that B has order m. It follows that R1 STS also has order m, as claimed.
All this is most easily checked by first working over the real numbers, and
then reducing modulo m; in fact, R1 STS is a translation over the reals (as
we should expect).
Note that, if m is an odd prime, then we obtain representations over
fields GF( p) if p#\1 (mod 8) or GF( p2) if p#\3 (mod 8). Similar such
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representations were also used in [21] for the construction of certain
regular 4-polytopes.
5. Polytopes of Rank 5
The only candidates for regular 5-polytopes whose facets and vertex-
figures are spherical or toroidal (with at least one of the latter kind) are
those of type [3, 4, 3, 4] and their duals. Confining our attention to the
first of each dual pair, we shall write
P5s :=[[3, 4, 3], [4, 3, 4]s],
where the convention throughout the section is that s=(sk, 03&k) with
s2 and k=1, 2 or 3. Our main result is
Theorem 5.1. The regular polytope P5s exists for all s. It is finite when
s=2, and infinite when s3.
We construct the cases k=1 by a direct twisting argument. Consider the
Coxeter diagram of Fig. 1. The involutions \0 , \1 and \4 are in the original
Coxeter group G (say), while \2 and \3 are involutory automorphisms of
the diagram. The presentation of the resulting group is easily checked, as
is the intersection property (the same group occurs as the case q=3 of [15,
Figure (85)]). Only if s=2 (when the branches marked s in the diagram
will be absent) is G finite (see [3, 911.5]); it then has order 23 .192=1536.
The group of outer automorphisms is the dihedral group D3 of order 6; we
conclude that A(P5(2, 0, 0)) has order 6.1536=9216, while A(P
5
(s, 0, 0)) is
infinite for s3.
For k=2 or 3, if P5s exists, then it covers P
5
(s, 0, 0) , so that it is infinite
when s3. To prove that P5(s, 0, 0) does indeed exist, let A
5
s be the group
abstractly defined by the presentation belonging to P5(s, 0, 0) ; if P
5
(s, 0, 0)
exists, then A5s is its group. We shall also allow s=1 in our discussion, even
Fig. 1. The group of [[3, 4, 3], [4, 3, 4] (s, 0, 0)].
































































though A5s cannot then be the group of a polytope. Now, the intersection
property for A5s with s2 is guaranteed by Lemma 2.1, since the quotient
is one-to-one (the group of) the facet [3, 4, 3]. It remains to prove that the
vertex-figure group in A5s is indeed that of the torus [4, 3, 4]s . This can be
checked using the homomorphisms A5(2s, 0, 0) [ A
5
(sk, 03&k) [ A
5
(s, 0, 0) and
A5(sk, 03&k) [ A(1k, 03&k) . For k=2, if the group is not that of [4, 3, 4] (s, s, 0) ,
then because it has the intersection property it must be that of [4, 3, 4](s, 0, 0) ,
and hence A5(s, s, 0) and A
5
(s, 0, 0) are the same. But then A
5
(1, 1, 0) and A
5
(1, 0, 0)
must also be the same, which can easily be disproved by identifying both
groups as quotients of A5(2, 0, 0) , and using Figure 1. For k=3, the proof is
exactly similar.
There remain the cases s=(2, 2, 0) and (2,2,2). The existence (inter-
section property) follows by the same quotient argument as immediately
above, so only the finiteness remains to be established. This was done using
the Todd-Coxeter coset enumeration method, with the results listed in
Table III. This completes the proof.
There is an alternative common approach to the cases s=(2k, 03&k),
which identifies the groups involved. The idea is to represent all these cases
as quotients of the infinite polytope P5(4, 0, 0) ; this is constructed by a dif-
ferent twisting argument from that above. However, the details are a little
too complicated to be included here, and will be discussed in the subse-
quent paper [19].
Let us also note that, when k=1, we have a cut [[3, 4], [4, 4]s~ ] of
[[3, 4, 3], [4, 3, 4]s], where we write s~ :=(sk, 02&k) with s2, induced by
the corresponding cut of [3, 4, 3, 4]. In fact, the corresponding operation
(of Theorem 4.1) on the group of Figure 1 is
(\0 , ..., \4) [ (\0 , \1 , \2 , \3 \4 \3),
and this employs only the generators of the left and upper right branches
of the diagram. But this operation is known to give [[3, 4], [4, 4](s, 0)]
(see [17]), so that this cut is universal. We conjecture that the correspond-
ing cut for k=2 is also universal, because again the relations on the latter
cut which yield [[3, 4], [4, 4]s~ ] are just those which need to be imposed
TABLE III
The Finite Polytopes [[3, 4, 3], [4, 3, 4]s].
s v f g
(2, 0, 0) 24 8 9216
(2, 2, 0) 48 32 36864
(2, 2, 2) 1536 2048 23 59296
































































on [3, 4, 3, 4] to yield [[3, 4, 3], [4, 3, 4]s]. While there is an analogous
cut in case k=3, it is not universal; in fact, it is a finite quotient of the
infinite polytope [[3, 4], [4, 4] (4, 0)].
While on the subject of cuts, let us make a final observation. It is known
(see [17]) that the polytope [[3, 4], [4, 4] (3, 0)] is finite, and, as above, it
is a universal cut of [[3, 4, 3], [4, 3, 4](3, 0, 0)], which is infinite. Thus an
infinite regular polytope can have finite universal cuts.
6. Polytopes of Rank 6: Type [3, 3, 3, 4, 3]
For locally toroidal regular polytopes of rank 6, there is as yet no case
completely settled. We begin with the type [3, 3, 3, 4, 3], and explain why
we conjecture that there are precisely three finite examples.
Let us adopt the notation of 93, except that we replace \j by \j+1 in the
definitions of _ and { for j=1, ..., 4. Then, as we saw in 94, the operation
(\0 , ..., \5) [ (\0 , \1 , _, {)
defines a cut of type [3, 4, 4]. Moreover, the defining relations, added to
those of the (Coxeter) group of the cut, which yield [[3, 4], [4, 4]s~ ], with
s~ :=(sk, 02&k) when s=(sk, 04&k), are just those which give the quotient
1P
6
s :=[[3, 3, 3, 4], [3, 3, 4, 3]s] in which we are interested. This leads us
to conjecture that this cut is indeed universal.
Now, we know from [17] that the only finite cases of regular polytopes
[[3, 4], [4, 4]s~ ] are those with s~ =(2, 0), (2, 2) or (3, 0). Thus we have
Conjecture 6.1. The only finite regular polytopes 1P6s =
[[3, 3, 3, 4], [3, 3, 4, 3]s] are those for s=(2, 0, 0, 0), (2, 2, 0, 0) and
(3, 0, 0, 0).
The finiteness was in each case checked by the Todd-Coxeter coset
enumeration method. The resulting details of the polytopes are listed in
Table IV.
We shall denote by 1A6s the group abstractly defined by the presentation
belonging to 1P
6
s ; if 1P
6
s exists, then 1A
6
s is its group. We have no further
TABLE IV
The Known Finite Polytopes [[3, 3, 3, 4], [3, 3, 4, 3]s].
s v f g
(2, 0, 0, 0) 20 960 3 68640
(2, 2, 0, 0) 160 30720 117 96480
(3, 0, 0, 0) 780 189540 727 83360
































































details to offer at present on the groups, although relationship between
these groups and those of other regular 6-polytopes will appear in the next
two sections.
In the remainder of this section, we shall provide arguments to support
the following
Conjecture 6.2. The regular polytopes 1P6s =[[3, 3, 3, 4], [3, 3, 4, 3]s]
exist for all s=(sk, 04&k) with s2 and k=1, 2.
We shall explain how the case k=2 can be deduced from k=1, and how
the latter case can be established under an additional assumption on two
subgroups of 1A6s . Let us introduce some notation, which we shall use here
and in the next two sections. We write 1 :=( \0 , ..., \5) for a group like
1A6s , or the group of a regular 6-polytope, 10 :=( \1 , ..., \5) (corre-
sponding to the group of its vertex-figure), 15 :=( \0 , ..., \4) (for the
group of its facet), and 105 :=( \1 , ..., \4).
We shall now prove Conjecture 6.2 under the assumption that in
1= 1A6(s, 0, 0, 0) the subgroups 10 and 15 really are isomorphic to
[3, 3, 4, 3](s, 0, 0, 0) and [3, 3, 3, 4], respectively. By considerations at the end
of 94 we know this to be true if s is odd. In fact, in the presentation of
[3, 3, 3, 4, 3] over Zs or Zs[- 2], the element R1 STS has order s, and thus
we also have a representation of 1 in which the subgroup corresponding to
10 is isomorphic to [3, 3, 4, 3](s, 0, 0, 0) ; it is straightforward to verify as well
the corresponding statement for 15 . It follows that, if s is odd, then the
subgroups 10 and 15 have the required structure. The same also remains
true if s=2t with t odd. In this case, we can work with the natural
homomorphisms 1 [ 1A6(t, 0, 0, 0) and 1 [ 1A
6
(2, 0, 0, 0) to identify 10 and 15 .
In fact, the element of 1 corresponding to R1 STS must now have an order
divisible by t and 2, which must hence be s=2t. On the other hand, 10
cannot be isomorphic to [3, 3, 4, 3](t, t, 0, 0) , since otherwise 1=1A6(t, t, 0, 0) ;
the latter can be disproved by using the quotient onto the groups with
t=1. Note that the general case could be derived in a similar way if the
structure of 10 in 1 with s=2m were known to be of the required type.
Using our assumption, we first prove the intersection property for both
k=1 and k=2. Because of the quotient Lemma 2.1, we need only check
the cases k=1 with s a prime; every other example covers one of these.
With 1 now the group 1A6s , we have
Lemma 6.3. The only subgroup H with 105<H<15 has [H : 105]=2.
We can see this geometrically; 15 is the group of the regular 5-cross-
polytope X 5, and 105 is the group of its vertex-figure. Some coset repre-
sentative of 105 in H must move the base vertex of X 5, and if this new
































































vertex is not antipodal to the base vertex, then conjugation by 105 will
move it to any vertex adjacent to the base vertex, and there follows
H=15 , contrary to assumption. Thus the index is 2, as claimed.
We now prove the intersection property. The easy case is s=p, an odd
prime. We have |15 |=25 .5!=10.384, and |10 |= p4 .1152=3p4 .384. By
Lemma 6.3, the only possible indices for 105 , of order 384, in 10 & 15 are
1, 2 or 10. But the latter two are impossible, and the result follows.
For s=2, we argue quite differently. In [3, 3, 4, 3](2, 0, 0, 0) , we see that
opposite vertices of the vertex-figure [3, 4, 3] are identified; in other
words, the polytope has the same vertices as P50 :=[[3, 3, 4], [3, 4, 3]6].
It follows that 1P
6
(2, 0, 0, 0) (if it exists) has the same vertices as
P60 :=[[3, 3, 3, 4], P
5
0]. But it was shown in [12] that P
6
0 does indeed
exist, has 20 vertices, and has a faithful realization in E15. We now apply
the quotient Lemma 2.1 to show that 1P
6
(2, 0, 0, 0) also exists, since the
covering map is one-to-one on the facet. This completes the proof of the
intersection property.
Under the above assumptions on 10 and 15 in 1A6(s, 0, 0, 0) , it now follows
that the polytope 1P
6
(s, 0, 0, 0) does indeed exist. But the same assump-
tions also imply the existence for k=2. In fact, if the subgroup 10 of
1A6(s, s, 0, 0) is not isomorphic to [3, 3, 4, 3](s, s, 0, 0) , then it can only be
[3, 3, 4, 3](s, 0, 0, 0) , by the homomorphism 1A6(s, s, 0, 0) [ 1A
6
(s, 0, 0, 0) , our
assumptions on 1A6(s, 0, 0, 0) , and the fact that it is known to be a C-group.
Were that true, then 1A6(s, s, 0, 0) $ 1A
6
(s, 0, 0, 0) , which can easily be disproved
by using quotients onto the groups with s=1. It follows that 10 and 15 are
the groups we are interested in, and hence 1P
6
(s, s, 0, 0) also exists.
Note that, since our assumptions on 1A6(s, 0, 0, 0) are known to hold if s is
odd, or s=2t with t odd, our arguments actually prove Conjecture 6.2 for
all such s with k=1 or 2.
7. Polytopes of Rank 6: Type [3, 3, 4, 3, 3]
The situation for the remaining two types of locally toroidal regular
polytopes of rank 6 is somewhat similar. We can appeal in each case to
known results about which of the regular 4-polytopes of type [4, 4, 4]
exists and is finite, but since these do not, at present, cover all possibilities,
our knowledge of the polytopes of rank 6 is correspondingly incomplete.
We shall not quote here the complete results known about these 4-poly-
topes, but instead refer the reader to [13, 17, 18].
Let us begin by giving the list of those polytopes of type [3, 3, 4, 3, 3]
which are known to exist and be finite; this is done in Table V (we have
only listed one of each dual pair).

































































The Known Finite Polytopes [[3, 3, 4, 3]s , [3, 4, 3, 3]t]
s t v f g
(2, 0, 0, 0) (t, 0, 0, 0) (t even) 32 2t4 36864t 4
(2, 0, 0, 0) (t, t, 0, 0) (t even) 32 8t4 147476t 4
(2, 2, 0, 0) (2, 2, 0, 0) 2048 2048 1509 94944
(3, 0, 0, 0) (3, 0, 0, 0) 2340 2340 2183 50080
Let us write throughout 2P
6
s, t :=[[3, 3, 4, 3]s , [3, 4, 3, 3] t], and denote
the corresponding abstract group by 2A6s, t . If we define _ and { exactly as
in 93 (that is, without the shift of indices as in 96), then the operation
(\0 , ..., \5) [ (\0 , _, {, \5)
yields a cut of 2P
6
s, t in the class ([4, 4]s~ , [4, 4] t~ ) (as usual, s~ =(s
k, 02&k)
when s=(sk, 04&k), and so on). Evidence indicates that this cut is indeed
[[4, 4]s~ , [4, 4] t~ ] (that is, the cut is universal), but so far we have not been
able to prove this. Now several cases of the regular polytopes of type
[4, 4, 4] are completely settled, and as a consequence, we have
Theorem 7.1. Under the assumption that the cut above is universal, then
if the polytope 2P6s, t exists, it is infinite in at least the following cases.







































The cases (a) and (b) of Theorem 7.1 exactly describe the infinite cases
of the corresponding 4-polytopes; however, case (c) is incomplete (see
[17]); and it is an open question whether s=3 and t=5 gives a finite
polytope. In particular, in case (a), this applies to the cases s=4, t=2 and
s=t=3, where we have equality; these immediately cover the two sporadic
































































examples of Table 5. Computer application of the Todd-Coxeter coset
enumeration process suggest that no other regular polytopes of type 2P
6
s, t
can be finite, except for those in the two infinites sequences in Table 5;
a number of cases are, in any event, eliminated by the known results about
the class [4, 4, 4]. Two of the probably infinite examples are given by
s=(3, 0, 0, 0), t=(2, 2, 0, 0) or (4, 0, 0, 0), for which the corresponding
4-polytope is finite.
There remain the two infinite sequences 2P
6
s, t with s=(2, 0, 0, 0). The
first sequence, with t=(t, 0, 0, 0), is easily dealt with, regardless of our
assumptions about universality. The corresponding 4-polytope collapses if
t is odd, and so the only possibilities are with t even. In fact, the same is
also true for the class t=(t, t, 0, 0), as the following argument shows. In
Q :=[3, 3, 4, 3](2, 0, 0, 0) , opposite vertices of the vertex-figure [3, 4, 3]
coincide, so that Q covers the locally projective regular polytope
[[3, 3, 4], [3, 4, 3]6] with the same number of vertices (see 96 and [12]).
The existence of this covering forces the opposite vertices of the facets of
the vertex-figure [3, 4, 3, 3]t to coincide. Now the product of the reflexions
in the centres of adjacent facets of [3, 4, 3, 3] is conjugate to the transla-
tion by (2, 0, 0, 0), and so any group of translations by which we identify
must be a subgroup of the group 4(2, 0, 0, 0) . Thus t must be even in both
cases.
Actually, we can go further than this. In the vertex-figure [3, 4, 3, 3]t ,
whatever t might be, vertices equivalent under the translation by 4(2, 0, 0, 0)
coincide. That is, all the polytopes 2P
6
(2, 0, 0, 0), t have the same number of
vertices, namely that of the case t=(2, 0, 0, 0). Direct calculation (using the
Todd-Coxeter coset enumeration process; see also below) yields 32 vertices
for this, and then the remainder of the details in Table 5 can be filled in
easily.
We now discuss the general question of existence of the polytopes 2P
6
s, t .
As in the previous sections, we provide arguments which support the
following
Conjecture 7.2 The polytope 2P6s, t=[[3, 3, 4, 3]s , [3, 4, 3, 3] t] exists
for each s=(sk, 04&k), t=(tm, 04&m) with s, t2 and k, m=1, 2, except
when s=(2, 0, 0, 0) and t is odd, or t=(t, 0, 0, 0) and s is odd.
We have already discussed the first exception; the second is its dual
analogue. For the remaining cases, we shall (as before) prove the conjec-
ture under the additional assumptions that in 1 :=2A6(s, 0, 0, 0), (t, 0, 0, 0) the
subgroups 10 and 15 are distinct from 1 and are actually isomorphic to
[3, 3, 4, 3](s, 0, 0, 0) and [3, 4, 3, 3](t, 0, 0, 0) , respectively. We must observe
that, in contrast to the previous section, our assumptions cannot be
reduced to the study of representations of 1 over finite rings. In fact, in the
corresponding representations of [3, 3, 4, 3, 3] over Zs or Zs[- 2], the two
































































subgroups corresponding to 10 and 15 are related, with parameter vectors
s, t as in Theorem 7.4 below. In general, of course, s and t must be allowed
to vary independently.
We first discuss the intersection property for 2A6s, t with arbitrary s and
t. The case s=t=(2, 0, 0, 0) can be checked directly, if tediously. All the
cases with s=(2, 0, 0, 0) (and t even) cover this, while preserving the facet,
and so the intersection property follows from the quotient Lemma 2.1. The
general case s=(sk, 04&k), t=(t m, 04&m), with s and t both even, covers
one of the latter while preserving the group of the vertex-figure, and so this
group also has the intersection property. In particular, this proves
polytopality if k=m=1.
All remaining cases can be dealt with by covering arguments reducing to
a case s (or t) of the form ( p, 0, 0, 0) with p an odd prime. Adopting the
notation of 96, but with 1=2A6s, t , we now have
Lemma 7.3. If s=( p, 0, 0, 0) with p an odd prime, then 105 is a maximal
subgroup of 15 .
In fact, by our assumption, 15=[3, 3, 4, 3]s , even if m=2. Now let H
be a subgroup such that 105<H<15 . The cosets of 105 in H are repre-
sented by translations (we think here of the original construction of 15), so
since H{105 , then H contains some translation (a1 , ..., a4)o mod p. If
ak0 mod p, then (as in 93) 2ak ek # H, so that ek # H also. But this means
that H=15 , and so H cannot be proper. This concludes the proof.
An immediate consequence is that, if p is an odd prime, then the intersec-
tion property holds for the group 2A( p, 0, 0, 0), t=: ( \0 , ..., \5) in the follow-
ing cases, to which the remaining one can be reduced by applications of the
quotient lemma. First, if t=(2, 2, 0, 0), then |10 & 15 | is a common divisor
of 1152. p4 and 1152.64, and thus of 1152. Hence 10 & 15=105 , as
required. Otherwise, we can suppose that t=(q, 0, 0, 0), with q an odd
prime. If q{ p, then |10 & 15 | is a common divisor of 1152 . p4 and 1152.q4,
and thus again of 1152; we reach the same conclusion. If q=p, the situa-
tion is only slightly different; this time the order of the intersection could
be 1152. p4, but this would mean that the whole group collapsed to that of
the vertex-figure, so that 10=15 , contrary to assumption. Thus the inter-
section cannot have order 1152. p4, and again we have reached the desired
conclusion. This completes the proof of the intersection property for all s
and t.
It now follows that 2P
6
s, t exists a least for s=(s, 0, 0, 0) and t=
(t, 0, 0, 0). To settle the existence in the remaining cases, we proceed as in
the previous section, and work with the homomorphisms
2A6(s, s, 0, 0), (t, t, 0, 0)  2A
6
(s, s, 0, 0), (t, 0, 0, 0)  2A
6
(s, 0, 0, 0), (t, 0, 0, 0) ,
































































and the corresponding coverings of polytopes. For example, if in
1= 2A6(s, s, 0, 0), (t, 0, 0, 0) the subgroup 15 is not [3, 3, 4, 3](s, s, 0, 0) , then it can
only be [3, 3, 4, 3](s, 0, 0, 0) , because it has the intersection property. But this
forces 1= 2A6(s, 0, 0, 0), (t, 0, 0, 0) , which can easily be disproved by using the
quotients onto the corresponding groups with s=t=1. The case
1= 2A6(s, s, 0, 0), (t, t, 0, 0) can be shown in a similar way. Modulo our initial
assumptions, our proof of Conjecture 7.2 is now complete.
As we saw in 94, the group [3, 3, 4, 3, 3] is a subgroup of index 5 in
[3, 3, 3, 4, 3]. Under our assumptions that Conjectures 6.2 and 7.2 hold,
the corresponding relationship between the quotient groups of the locally
toroidal polytopes is
Theorem 7.4. For each s2, 2A6(s, s, 0, 0), (s, 0, 0, 0) is a subgroup of index 5
in 1A6(s, s, 0, 0) , while 2A
6
(2s, 0, 0, 0), (s, s, 0, 0) is a subgroup of index 5 in 1A
6
(2s, 0, 0, 0) .
Actually, rather weaker assumptions than the ones we have made would
suffice. To identify the subgroups 2A6s, t in Theorem 7.4, we note that the
structure of the group of the vertex-figure is given by Theorem 3.11, while
that of the facet is conjugate (under \3 \2 \1 \0) to the group of the original
vertex-figure. The index is indeed 5 (rather than the 1 it could theoretically
become under the quotient); in fact, the index remains 5, even if we take
the quotient onto the groups with s=1. In the case s=2, we observe that
five copies of 2P
6
(2, 2, 0, 0), (2, 0, 0, 0) (each with 128 vertices) can be inscribed in
1P
6
(2, 2, 0, 0) (which has 160 vertices), to form a regular compound; each ver-
tex of the latter belongs to four copies of the former. The complementary
set of 32 vertices to the 128 vertices of a 2P
6
(2, 2, 0, 0), (2, 0, 0, 0) in the 160 ver-
tices of 1P
6
(2, 2, 0, 0) belong to those of a 2P
6
(2, 0, 0, 0), (2, 0, 0, 0) , so another
regular compound of five of the latter is also formed.
If we try to apply the same construction to 1A6(s, s, 0, 0) with s odd, some-
thing curious happens. We obtain a group isomorphic to the original
(because the vertex-figure essentially remains the same) which satisfies the
relations of 2A6(s, 0, 0, 0), (s, 0, 0, 0) , as well as some others. In the interesting
case s=3, the order of the resulting group is a third of that of the universal
polytope (whose existence can be proved directly), as we see by comparing
group orders. We deduce
Theorem 7.5. The group 2A6(3, 0, 0, 0), (3, 0, 0, 0) has a normal subgroup of
order 3; taking the quotient by this subgroup identifies the vertices of
2P
6
(3, 0, 0, 0), (3, 0, 0, 0) by threes.
In fact, the subgroup is probably central (we have not yet identified it),
and also identifies the facets by threes.
































































8. Polytopes of Rank 6: Type [3, 4, 3, 3, 4]
As in 97, we begin the section by giving a list of those locally toroidal
regular polytopes of type [3, 4, 3, 3, 4] which are known to exist and be




s, t :=[[3, 4, 3, 3]s , [4, 3, 3, 4]t].
As in 97, one of the main tools in our investigation is a certain cut, actually
(in geometric terms) of the dual
(3P
6
s, t)*=[[4, 3, 3, 4]t , [3, 3, 4, 3]s].
The cut is induced by the operation
(\0 , ..., \5) [ (\5 , \4 , _, {),
with
_ :=\3 \2 \1 \2 \3 ,
{ :=\0 \1 \2 \1 \0 ,
and is thus of type [4, 4, 4]. More specifically, if t=(tk, 04&k) with k=1
or 2, the cut is in the class ([4, 4]t~ , [4, 4]s~ ); where the notation for the
suffixes is that introduced earlier. In fact, we conjecture that the cut is
universal, so that it is isomorphic to [[4, 4]t~ , [4, 4]s~ ]. On the other hand,
if k=4, this cut is not universal.
We can immediately deduce (independently of the universality of the cut)
that collapse of the polytope occurs if s=(2, 0, 0, 0) and t=(t, 0, 0, 0) with
t odd, or if t=(2, 0, 0, 0) and s=(s, 0, 0, 0) with s odd. In fact, when
t=(2, 0, 0, 0), this is the only restriction on s. To see this, it is better to
TABLE VI
The Known Finite Polytopes [[3, 4, 3, 3]s , [4, 3, 3, 4]t]
s t v f g
(s, 0, 0, 0) (s even) (2, 0, 0, 0) 3s4 16 18432s4
(s, s, 0, 0) (2, 0, 0, 0) 12s4 16 73728s4
(s, 0, 0, 0) (s even) (2, 2, 0, 0) 6s4 64 73728s4
(s, s, 0, 0) (s even) (2, 2, 0, 0) 24s4 64 294912s4
(2, 0, 0, 0) (2, 2, 2, 2) 384 1024 188 74368
(2, 0, 0, 0) (4, 0, 0, 0) 12288 65536 12079 59552
(3, 0, 0, 0) (3, 0, 0, 0) 2340 780 727 83360
































































consider the dual polytope. Since [4, 3, 3, 4] (2, 0, 0, 0) is flat with 16 facets,
we see that (3P
6
s, (2, 0, 0, 0))* is also flat with 16 vertices, when it does not
degenerate. Now the whole polytope collapses onto the facet [4, 3, 3] of
[4, 3, 3, 4](2, 0, 0, 0) . This must induce a corresponding collapse of the ver-
tex-figure [3, 3, 4, 3](s, 0, 0, 0) onto the vertex-figure [3, 3] or [4, 3, 3]. In
the universal polytope, with group
[3, 3, 4, 3]=( \4 , ..., \0) ,
this is given by imposing the relation (\1 \2)2==, that is, by making the
generators \1 and \2 commute. Therefore this must be compatible with the
extra relation imposed on [3, 3, 4, 3] to get the group of [3, 3, 4, 3]s .
The implications for the elements _ and { of this commutativity are
_=\3 \2 \1 \2 \3=\3 \1 \3=\1 ,
{=\0 \1 \2 \1 \0=\0 \2 \0=\2 .
In case s=(s, 0, 0, 0), we have
==(\4 _{_)s=(\4 \1 \2 \1)s=(\4 \2)s,
from which it follows that s must be even. In case s=(s, s, 0, 0), we have
==(\4 _{)2s=(\4 \1 \2)2s,
which holds automatically, imposing no additional condition. This gives
the appropriate entries of Table 6 above. (See also [19] for an explicit
construction of these polytopes.)
For a deeper investigation of the case s=(2, 0, 0, 0), it is again
appropriate to consider the dual polytope. Opposite vertices of the vertex-
figure [3, 4, 3] of [3, 3, 4, 3](2, 0, 0, 0) are identified, so that it has the same
vertices as those of the locally projective regular polytope P50 :=
[[3, 3, 4], [3, 4, 3]6] (see [12]).
Now P50 has a faithful realization in E
12 (for the general theory of
realizations, see [11]); its vertices are those of four congruent regular
tetrahedra centred at the origin lying in orthogonal 3-dimensional sub-
spaces, and its edges join vertices of different tetrahedra. It follows that this
P50 is suitable to be the vertex-figure of a regular apeirotope in the class
([4, 3, 3, 4], P50). However, the apeirotope is not universal; we shall dis-
cuss the extra relations satisfied by its group below.
There is a non-faithful representation (R0 , ..., R5) of the group of
[[4, 3, 3, 4], P50], which is determined by the following generators:
































































xR0 :=(1&!1 , 1&!2 , 1&!3 , !4 , ..., !12),
xR1 :=(!4 , !5 , !6 , !1 , !2 , !3 , !7 , ..., !12),
xR2 :=(!1 , !2 , !3 , !7 , !8 , !9 , !4 , !5 , !6 , !10 , !11 , !12),
xR3 :=(!1 , ..., !6 , !10 , !11 , !12 , !7 , !8 , !9),
xR4 :=(!1 , !3 , !2 , !4 , !6 , !5 , !7 , !9 , !8 , !10 , &!12 , &!11),
xR5 :=(!2 , !1 , !3 , !5 , !4 , !6 , !8 , !7 , !9 , !11 , !10 , !12).
It is tedious, but easy, to verify that these generators satisfy the required
relations; for the subgroup (R1 , ..., R5) , see [12]. Thus a realization (not
faithful) of [[4, 3, 3, 4], P50] can be obtained by applying Wythoff's
construction with initial vertex o.
It appears that there is one extra relation which must be imposed on the
abstract group ( \0 , ..., \5) (of the universal polytope [[4, 3, 3, 4], P50]) to
yield the group of the geometric apeirotope. (This conclusion is indicated
by inspection of a fundamental region for the group in E12, but a small
degree of uncertainty remains.) In the course of the subsequent discussion,
we construct three lattices 41 , 42 and 44 ; it is helpful to notice that
4Z124j for each j.
First, we can check that (R0 R1 R2 R3 R4 R3 R2 R1)2=: T, say, is the
translation by (0, &2, &2, 0, ..., 0). The images of the translation vector of
T under (R1 , ..., R5) are all vectors of the form
((0, \2, \2), (0, 0, 0)3),
and those obtained by permutation of and within the blocks of three, and
these translations generate the lattice 41 .
Now, since any two translations commute, T necessarily commutes
with all its conjugates in the group. Let { :=(\0 \1 \2 \3 \4 \3 \2 \1)2. In
( \0 , ..., \5), the conjugates of { by elements of ( \0 , ..., \4) are transla-
tions in the group of the facet of the universal polytope, and thus commute
with {; hence this must trivially hold for the corresponding elements of
(R0 , ..., R4). However, R5 TR5 # T (with # meaning ``commutes with'') is
not forced by a corresponding relation in the abstract group, so that we
must in fact impose the extra relation
\5 {\5 # {.
The group of [[4, 3, 3, 4](4, 0, 0, 0) , P50] is obtained by imposing on the
abstract group the extra relation {2==. Since {2== implies {&1={, and
hence

































































=((\0 . . . \4 . . . \1)2 \5(\1 . . . \4 . . . \0)2 \5)2
t (\4 . . . \0 . . . \4 \5)4
t(\5 \4 \5 . \3 . . . \0 \3)4
t(\4 . . . \0 . . . \3)4
t(\0 . . . \4 . . . \1)4
==,
the identification of the universal [[4, 3, 3, 4], P50] which yields
[[4, 3, 3, 4](4, 0, 0, 0) , P50] can be factored through our geometric
apeirotope.
Further, (R0 R1 R2 R3 R4 R3 R2)4 is the translation by the vector
((0, &2, &2)2, (0, 0, 0)2). The images of this vector are the permutations
(again of and within blocks of three) of
((0, \2, \2)2, (0, 0, 0)2),
the signs in the first two blocks being allowed to vary freely, but the non-
zero coordinates forced to correspond (we shall call these coherent permuta-
tions); these generate the lattice 42 . We easily verify that [41 : 42]=4,
coset representatives being o, ((0, 2, 2), (0, 0, 0)3), and the two vectors
obtained from the latter by permutation within the first block.
Finally, (R0 R1 R2 R3 R4)8 is the translation by ((0, &2, &2)4). The
images of this vector are the coherent permutations of
((0, \2, \2)4),
again with arbitrary changes of sign, and these generate the lattice 44 .
Now we have [41 : 44]=64, with coset representatives all vectors of the
form ((0, 2, 2)k, (0, 0, 0)4&k) with 0k3, and those obtained from them
by permutation of the first three blocks, and by permutation within the
blocks. In fact, 44 is also a subgroup of 42 , of index 16.
We also note that (since these lattices are 12-dimensional) we have the
index [4k : m4k]=m12 for each k and each integer m2. Further, we can
construct polytopes in the class ([4, 3, 3, 4]t , [3, 3, 4, 3] (2, 0, 0, 0)) , with
t=(tk, 04&k) and t even, by taking the vertex-set of the apeirotope modulo
1
2 t4k , although we shall not in general obtain universal polytopes.
The initial case t=(2, 0, 0, 0) yields a flat polytope, which must therefore
have 16 vertices (this can also be verified by a direct count of its vertices).
This is covered by all examples t=(tk, 04&k) with t even. Further, the case
t=(4, 0, 0, 0) covers those with t=2. We can now easily perform the
































































calculations which lead to the entries in Table VI with s=(2, 0, 0, 0). For
these values of t, the polytopes are indeed universal in their classes.
An alternative approach to this case is to be found in [19], where it is
shown that 3P
6
(2, 0, 0, 0), (t, 0, 0, 0) is infinite for even t6. It is not too unlikely
that the only finite examples are those listed in Table VI. In fact, with t even,
the only undecided cases are 3P
6
(2, 0, 0, 0), (4, 4, 0, 0) and 3P
6
(2, 0, 0, 0), (4, 4, 4, 4) ,
both of which are probably infinite.
We now consider the cases when t=(2, 2, 0, 0). In [19], we used group
theoretic methods to discuss these polytopes; here we adopt a more directly
geometric approach. We shall prove a result which has obvious generaliza-
tions in higher rank (with an analogous proof ).
Theorem 8.1. The regular polytope [[4, 3, 3, 4](2, 2, 0, 0) , [3, 3, 4, 3]]
exists, and has 64 vertices, which coincide with those where the vertex-figure
[3, 3, 4, 3] is replaced by its locally projective quotient P50 .
We phrase the theorem in terms of the dual, because, as in [19], this is
the more convenient to work with. Our proof proceeds in two stages: first,
we give a direct construction for the universal polytope; second, we present
a model for the polytope with the locally projective vertex-figure, and show
that it too has 64 vertices.
For the universal polytope, we begin with the facet [4, 3, 3, 4] (2, 2, 0, 0) ,
which has 32 vertices and facets. All its vertices belong to a (closed) ring,
which is composed of four 4-cubes, meeting on opposite 3-faces, to form a
subcomplex C3_C 21 , where C
k is a k-cube, and C k1 is its 1-skeleton
(graph). A cube adjacent to one in the ring meets it again two steps along,
on the opposite side, so that the new ring which they determine shares two
cubes with the old ring. The whole facet can be built up step by step in this
fashion, moving from one ring to another related to it in this way.
We now consider the subcomplex of the universal polytope, which we
obtain just from sticking facets together along the 4-cubes in a single ring
of each. Since three facets fit together around each face C 3, we see very
readily that the cubes in these rings actually close up to form a subcomplex
C3_C 31 , thereby involving six facets, and giving 64 vertices in all. (Perhaps
the picture the reader should have is that of an ordinary cube with hollow
square faces corresponding to the rings; its vertices and edges are now
thickened to 3- and 4-cubes.) We claim that these 64 are all the vertices of
the polytope.
To see this, we just continue to add new facets. At each stage, we fit a
third facet, F say, around a face C3 which already belongs to two existing
facets F $ and F"; further, we may suppose that F $ and F" meet on a 4-cube
which already belongs to a subcomplex C=C3_C 31 as above, whose ver-
tices are just the previous 64. Then F meets F $ and F" on 4-cubes C$ and
































































C", respectively, which contain the given 3-cube C3, and are adjacent to
the rings of F $ and F" in C. Now complete C$ to the ring in F $ which
shares two 4-cubes (one of which is that in F" also) with the existing one.
These two 4-cubes belong to C; it follows that the ring in F which contains
C$ and C" already has all its vertices in C, since the only vertices yet
uncounted belong to the facet in C which meets the ring of F $ on the
second of the 4-cubes in the existing ring. We finish the stage by completing
any subcomplex C3_C 31 formed by rings, in the manner just described.
Summarizing the procedure, in adding a new facet, we see that three out
of four subfacets in one of its rings will already have all their vertices in the
existing subcomplex, and hence all the vertices of this facet are among
those already found. In other words, after the first six facets, the introduc-
tion of a new facet does not require any new vertices. This establishes the
first claim.
The model is constructed as follows. Let A6(2) be the 6-dimensional
affine space over the field GF(2) with 2 elements. We define the following
6 reflexions, where x :=(!1 , ..., !6).
xR0 :=(!1+1, !2 , ..., !6),
xRj :=(!1 , ..., !j&1 , !j+1 , !j , !j+2 , ..., !6), j=1, 2, 4, 5,
xR3 :=(!1 , !2 , !4+!5+!6 , !3+!5+!6 , !5 , !6).
Then we may verify that (R0 , ..., R6) is the group [4, 3, 3, 4, 3], with the
additional relations
(R0 R1 R2 R3 R4 R3 R2)4=E=(R2 R3 R4 R5)6.
That is, the corresponding polytope has facet [4, 3, 3, 4] (2, 2, 0, 0) , and ver-
tex-figure the projective polytope P50 . It is also easy to check that the
group is transitive on the 64 points of A6(2), so that each is a vertex. This
latter fact shows that the facet cannot collapse onto the flat polytope
[4, 3, 3, 4](2, 0, 0, 0) , so that the first extra relation above cannot be replaced
by the stronger one (R0 R1 R2 R3 R4 R3 R2 R1)2=E.
Finally, since the universal polytope and its quotient with the locally
projective vertex-figure both have 64 vertices, the vertex-set of the two
polytopes can be thought of, in an obvious way, as coinciding.
Corollary 8.2. The regular polytope 3P6s, (2, 2, 0, 0) exists when s=
(sk, 04&k) with k=1, 2 and s even, and has 64 facets; otherwise it
degenerates.
The corollary follows immediately from Theorem 8.1. Dualizing, the
finite polytope (3P
6
s, (2, 2, 0, 0))* will degenerate unless it covers
































































[[4, 3, 3, 4](2, 2, 0, 0) , P50], because both this and the universal polytope
have 64 vertices. As far as toroidal vertex-figures are concerned, since
[3, 3, 4, 3](2, 0, 0, 0) and P50 have the same vertices, this implies that the
vertex-figure must cover [3, 3, 4, 3](2, 0, 0, 0) , so that s is even, as required.
We are left with the sporadic example s=t=(3, 0, 0, 0). There is little to
say about this, other than that its group order was found using the Todd-
Coxeter coset enumeration process. However, see the remark at the end of
the section.
We next discuss the general question of existence of the polytope 3P
6
s, t .
Again, we provide arguments to support
Conjecture 8.3. The polytope 3P6s, t=[[3, 4, 3, 3]s , [4, 3, 3, 4] t] exists
for s=(sk, 04&k), t=(tm, 04&m) with s, t2, k=1, 2 and m=1, 2, 4,
except when
(a) s=(2, 0, 0, 0) and t=(t, 0, 0, 0) with t odd,
(b) t=(2, 0, 0, 0) and s=(s, 0, 0, 0) with s odd,
(c) t=(2, 2, 0, 0) and s odd.
This conjecture was confirmed in [19] for all s, t with m=1 and t even.
To explain the general case, we again write 1= 3A6s, t for the group corre-
sponding to 3P
6
s, t , 10 for the group of the vertex-figure, and so on. We also
let s=1 or t=1, to act as targets for quotient maps. We now prove the
conjecture under the assumption that the groups 3A6s, t are distinct for
s=(s, 0, 0, 0) and t=(t, t, 0, 0) or (t, t, t, t), and t=(t, 0, 0, 0) and
s=(s, 0, 0, 0) or (s, s, 0, 0), and that in 1= 3A6(s, 0, 0, 0), (t, 0, 0, 0) the subgroups
10 and 15 are distinct from 1, and are actually isomorphic to
[4, 3, 3, 4](t, 0, 0, 0) and [3, 3, 4, 3](s, 0, 0, 0) , respectively. We may observe
that the quotients of the groups 3A6s, t onto the corresponding groups
obtained for s=1, t=1 do not distinguish between those pairs of groups
where equality is excluded by assumption. Further, concerning representa-
tions of [3, 4, 3, 3, 4] over finite rings, the same remark as in the previous
section applies. We begin with some lemmas.
Lemma 8.4. If t=( p, 0, 0, 0) with p an odd prime, then 105 is a maximal
subgroup of 10 .
To prove this, we work with the original group [4, 3, 3, 4]. The cosets
of 105 in a subgroup H with 105<H<10 are represented by translations.
Since we can conjugate by 105 , we can use the same analysis as in 93, and
conclude that these translations themselves form a subgroup generated by
































































a vector (qk, 04&k), for some q and k. But this subgroup must contain pZ4,
which is impossible, since this latter subgroup is itself maximal. Note
that, by our assumptions, the group of the vertex-figure is indeed
[4, 3, 3, 4]( p, 0, 0, 0) . The lemma thus follows.
With a very similar proof, we also have
Lemma 8.5. If s=( p, 0, 0, 0) with p an odd prime, then 105 is a maximal
subgroup of 15 .
We now consider the intersection property for 1= 3A6s, t , with s, t
arbitrary. First, any case (s, t) with s, t both even covers the case
s=t=(2, 0, 0, 0); the corresponding flat polytope can be checked directly,
and we can then apply the quotient lemma. Eliminating the degenerate
cases, bearing in mind that we must also check the infinite examples for
polytopality, and again employing the quotient lemma, we are reduced to
considering the following.
s=( p, p, 0, 0), t=(2, 0, 0, 0), p an odd prime. Note that the polytope (if
it exists) is flat. Now, 15 $ [3, 4, 3, 3]( p, p, 0, 0) ; in fact, otherwise we have
15 $ [3, 4, 3, 3]( p, 0, 0, 0) , and thus 3A6( p, p, 0, 0), (2, 0, 0, 0) $ 3A
6
( p, 0, 0, 0), (2, 0, 0, 0) ,
contrary to our assumptions on the groups 3A6s, t . But then
|15 |=4p4 .1152 and |10 |=16.384. Thus |15 & 10 | is a divisor of 4.384.
So the index of 105 in 15 & 10 is 1, 2 or 4. The cosets are represented
by translations (in both 10 and 15), and, as in Lemma 8.4, if one trans-
lation occurs, then so do its conjugates under 105 . Considering the
various cases shows that the only non-zero translation we can have in
10 is that (1, 1, 1, 1), when the index would be 2. If this translation, {
say, occurs in 10 & 15 , then it is a central involution (because ({) is
normal) and 10 & 15 $ 105_C2 . Since p is odd, as an element of the
group 15 of the facet, the translation {$, say, in 105 { must be that by
( p, 0, 0, 0), since only then do we also obtain index 2. We now have the
required contradictions. As a subset of 10 , we see that 105 { must leave
fixed the initial vertex F0 , say, of the whole polytope, but as a subset of
15 it must move F0 (recall again that the polytope is flat). We conclude
that the index was, in fact, just 1, and the proof is complete.
s=(2, 2, 0, 0), t=( p, 0, 0, 0), p an odd prime. Now, |15 |=
64.1152=192.384 and |10 |=p4 .384, and it follows at once that
15 & 10=105 (the possible exception p=3 is covered by Lemma 8.4).
s=( p, 0, 0, 0), t=(q, 0, 0, 0), p, q odd primes. The maximality of 105 in
10 shows that the order of 15 & 10 is either 384 or q4.384. If p{q, the
latter is immediately excluded. But even if p=q, the latter cannot occur,
because 1{15 by assumption.
This completes the discussion of the intersection property. The existence
of 3P
6
s,t now follows for s=(s, 0, 0, 0) and t=(t, 0, 0, 0) (and for some
































































other cases). For the remaining cases, we again work with the homo-
morphisms
3A6(s, 0, 0, 0), (t, t, t, t)  3A
6
(s, 0, 0, 0), (t, t, 0, 0)  3A
6
(s, 0, 0, 0), (t, 0, 0, 0)
and
3A6(s, s, 0, 0), t  3A
6
(s, 0, 0, 0, ), t .
For example, if in 1= 3A6(s, 0, 0, 0), (t, t, 0, 0) the subgroup 10 is not
[4, 3, 3, 4](t, t, 0, 0) , then it must be [4, 3, 3, 4](t, 0, 0, 0) , because it has the
intersection property. But this implies that 1= 3A6(s, 0, 0, 0), (t, 0, 0, 0) , which
can be disproved using the quotients onto the groups with s=t=1. The
other groups are dealt with similarly, except that occasionally we draw on
our assumption that certain of the groups are distinct. Modulo all our
assumptions, the proof of Conjecture 8.3 is now complete.
As we saw in 94, the group [3, 4, 3, 3, 4] is a subgroup of index 10 in
[3, 3, 3, 4, 3]. Under the assumption that Conjectures 6.2 and 8.3 hold (in
fact, somewhat weaker assumptions suffice), the corresponding relationship
between groups of locally toroidal regular polytopes is
Theorem 8.6. For each s2, 3A6(s, 0, 0, 0), (s, s, 0, 0) is a subgroup of index
10 in 1A6(s, s, 0, 0) , while 3A
6
(s, s, 0, 0), (2s, 0, 0, 0) is a subgroup of index 10 in
1A6(2s, 0, 0, 0) .
The verification of Theorem 8.6 is similar to that of Theorem 7.4, and is
omitted, because there is again only one finite example, namely the first
case with s=2. We have an associated regular compound; ten copies of
3P
6
(2, 0, 0, 0), (2, 2, 0, 0) (each with 96 vertices) can be inscribed in the 160 ver-
tices of 1P
6
(2, 2, 0, 0) , and each vertex of the latter belongs to six copies of the
former.
If we apply the same construction to the group 1A6(s, 0, 0, 0) with s odd, we
obtain a group satisfying the relations of 3A6(s, 0, 0, 0), (s, 0, 0, 0) , but possibly
some others as well. However, comparison of the group orders shows
Theorem 8.7. The groups 1A6(3, 0, 0, 0) and 3A
6
(3, 0, 0, 0), (3, 0, 0, 0) are
isomorphic, and the polytopes 1P6(3, 0, 0, 0) and 3P
6
(3, 0, 0, 0), (3, 0, 0, 0) have the
same vertices.
9. Chiral Toroids
We recall from [26] that a polytope P is called chiral if there are
precisely two orbits of flags under its automorphism group A(P), with
































































adjacent flags belonging to different orbits. Intuitively, this means that P
has complete rotational symmetry, but not the full symmetry by reflexion.
We shall show that there are no chiral toroids of rank greater than 3,
and hence there can be no chiral polytopes of rank greater than 4, whose
facets or vertex-figures are such chiral toroids. This is in contrast to the
existence of locally toroidal 4-polytopes with chiral facets or vertex-figures,
for which see [1, 27].
Theorem 9.1. There are no chiral toroids of rank greater than 3.
We first treat the case of toroids of type [4, 3n&2, 4], with n3. Such a
toroid is of the form P=[4, 3n&2, 4]4, where 4Zn is a lattice. Since P
is chiral, 4 is invariant under the rotations of the original tessellation, and,
in particular, under the rotation group [3n&2, 4]+ of its vertex-figure. This
consists of all even (odd) permutations of the coordinates of vectors in En,
together with an even (odd) number of changes of sign. So, it suffices to
show that the image of an arbitrary vector in 4 under some odd permuta-
tion of its coordinates is also in 4.
Let a : =(a1 , ..., an) # 4. From a, we deduce the existence of the following
vectors in 4; bear in mind that n3, and that any sign change in coor-
dinates is permitted for a vector with at least one coordinate 0. We have
(a1 , ..., an) # 4
O (&a2 , a1 , a3 , ..., an) # 4
O (a1+a2 , a2&a1 , 0, ..., 0) # 4
O (a1+a2 , 0, a1&a2 , 0, ..., 0) # 4
O (0, a2&a1 , a2&a1 , 0, ..., 0) # 4
O (a2&a1 , a1&a2 , 0, ..., 0) # 4
O (a2 , a1 , a3 , ..., an) # 4,
which was what we wished to show.
The remaining cases concern the toroids of type [3, 3, 4, 3] and their
duals; we need only treat the former. But the argument used above
shows that, if a given vector lies in the factoring lattice 4, then so do
its images under all permutations and changes of sign of coordinates.
Hence 4 is invariant under the whole symmetry group [3, 4, 3] of the
vertex-figure of [3, 3, 4, 3], so that the resulting toroid is regular. This
completes the proof.
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