Eine formale algorithmische Synthese digitaler Schaltungen by Kapp, Kai
Universität Karlsruhe (TH) 








Eine formale algorithmische Synthese digitaler Schaltungen 











Straße am Forum 2
D-76131 Karlsruhe
www.uvka.de
Dieses Werk ist unter folgender Creative Commons-Lizenz 
lizenziert: http://creativecommons.org/licenses/by-nc-nd/2.0/de/
Dissertation, Universität Karlsruhe (TH), Fakultät für Informatik, 2005
u.d.T.: Eine automatisierte optimierende formale Synthese steuerfluss- 
behafteter Schaltungsbeschreibungen  
Danksagung
Die vorliegende Arbeit entstand in den Jahren 1999 bis 2005 am Institut für Technische Infor-
matik∗ der Fakultät für Informatik an der Universität Karlsruhe (TH).
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meines Studiums und meiner Promotion kaum möglich gewesen wäre. Der größte Dank aber
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Computersysteme halten immer mehr Einzug in alle Bereiche des Lebens. Dabei nimmt vor
allem die Verbreitung eingebetteter Systeme ständig zu. Eingebettete Systeme sind Computer-
systeme, die Bestandteil eines übergeordneten Systems sind, dessen primäre Funktion nicht re-
chenorientiert ist. Beispielsweise enthalten Mobiltelefone, Fernseher und Fotokopierer einge-
bettete Systeme. Auch in sicherheitskritischen Bereichen, wie der Luft- und Raumfahrttechnik,
der Medizintechnik oder der Automobiltechnik, kommen digitale Systeme verstärkt zum Ein-
satz. Gerade in diesen Bereichen ist es von höchster Wichtigkeit, dass die eingesetzten Systeme
fehlerfrei arbeiten. Funktionsfehler können hier nicht nur immense Kosten, sondern sogar Perso-
nenschäden nach sich ziehen.
Fehler können in Computersystemen in der Hardware oder, falls vorhanden, in der Software
auftreten. Während bei sicherheitskritischen Anwendungen Fehler von vornherein weitestgehend
ausgeschlossen werden müssen, ist in weniger kritischen Bereichen eine nachträgliche Fehler-
korrektur denkbar. Allerdings ist selbst in diesen Fällen häufig nur eine Korrektur der Software
durchführbar, beispielsweise durch Aktualisierung der Firmware eines Systems. Eine Nachbes-
serung der Hardware ist dagegen im Allgemeinen ausgeschlossen oder mit einem inakzeptablen
Kostenaufwand verbunden. Aus diesem Grund ist die Korrektheit der Hardwareanteile digitaler
Systeme von besonderer Bedeutung.
Grundvoraussetzung für die Herstellung fehlerfreier Hardware ist zunächst die fehlerfreie
Spezifikation der gewünschten Schaltung. Dabei handelt es sich keineswegs um eine triviale
Aufgabe. Ganze Forschungsbereiche, wie etwa die Modellprüfung [ClGP99, BBFL01, Schn03],
widmen sich der Überprüfung von Spezifikationen auf bestimmte Korrektheitseigenschaften.
Untersucht werden beispielsweise deren Lebendigkeit (liveness), Sicherheit (safety) und Fair-
ness. Genauso wichtig wie die Korrektheit der Spezifikation ist deren fehlerfreie Umsetzung. Die
resultierende Schaltung muss exakt die in der Spezifikation definierten Eigenschaften aufweisen.
Die Erfüllung dieser zweiten Anforderung ist der zentrale Punkt der vorliegenden Arbeit.
Auf Grund der Größe und der Komplexität heutiger digitaler Systeme ist ein manueller Hard-
wareentwurf in der Regel nicht praktikabel. Stattdessen kommen Synthesewerkzeuge zum Ein-
satz, die eine abstrakte Verhaltensspezifikation der Schaltung erlauben und somit deren Größe
und Komplexität handhabbar machen [McPC90]. Aus der abstrakten Spezifikation leitet das
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Synthesesystem eine konkrete Implementierung ab, welche als Vorlage für die Produktion des
digitalen Systems dient.
Neben der Möglichkeit einer abstrakteren Schaltungsspezifikation ist ein weiterer Vorteil der
maschinellen Synthese deren Zuverlässigkeit gegenüber einem manuellen Entwurf. In diesem
Zusammenhang wurde der Begriff correctness by construction geprägt, welcher die Annahme
ausdrückt, dass durch den Einsatz eines Entwurfssystems das Auftreten von Fehlern während
der Synthese ausgeschlossen wird und infolgedessen eine Implementierung grundsätzlich exakt
die anfänglich spezifizierten Eigenschaften aufweist. Diese Annahme gilt jedoch nur, solange
das Entwurfssystem selbst mit absoluter Sicherheit keinen Fehler enthält. Im Laufe der Jahre
wurden die Entwurfssysteme allerdings ebenfalls immer größer und komplexer. Entsprechend
ist auch die Wahrscheinlichkeit von Fehlern in diesen Systemen gewachsen. Fehlerhafte Ent-
wurfssysteme können jedoch zu inkorrekten Implementierungen führen, so dass heutzutage eine
Verifikationsphase nach Abschluss eines Syntheselaufs unumgänglich ist. Nur so kann sicherge-
stellt werden, dass die Implementierung tatsächlich den Vorgaben der Spezifikation entspricht.
Die Verifikationsphase ist allerdings sehr aufwändig und kostenintensiv. Zwar kann die Ein-
haltung spezifizierter Randbedingungen, wie die Ausführungsdauer eines Taktes und die Leis-
tungsaufnahme oder Größe der Schaltung, meist verhältnismäßig einfach durch eine Analyse
der Implementierung überprüft werden. Die Verifikation ihrer Funktionalität ist jedoch sehr
aufwändig. Daher beschränken sich viele Verfahren auf die Entdeckung möglichst vieler Feh-
ler in der Implementierung. Die wenigsten haben den Anspruch, die Korrektheit der Implemen-
tierung nachzuweisen. Einen automatischen Korrektheitsnachweis können entsprechende Ver-
fahren in der Regel auch allenfalls für kleinere Schaltungen auf den unteren Abstraktionsebe-
nen erbringen. Zudem ist deren Anwendung meistens sehr zeit- und speicheraufwändig. Da aus
Komplexitätsgründen die Verifikation des Synthesewerkzeugs an sich ebenfalls im Allgemeinen
ausgeschlossen ist, ist die ideale Lösung dieses Problems eine Entwurfsmethodik, die von vorn-
herein Fehler während der Synthese ausschließt und somit eine nachträgliche Gegenüberstellung
des spezifizierten Verhaltens und des Verhaltens der resultierenden Implementierung überflüssig
macht.
Der Ansatz der sogenannten transformationsbasierten Synthese versucht diesen Anspruch zu
erfüllen, indem die Implementierung aus der Spezifikation ausschließlich durch verhaltenserhal-
tende Transformationen abgeleitet wird. Wenn jeder der Transformationsschritte das Verhalten
seines jeweiligen Ausgangspunktes erhält, so weist jedes Zwischenergebnis der Synthese und
infolgedessen auch die resultierende Implementierung automatisch das ursprünglich spezifizier-
te Verhalten auf. Dieser Ansatz funktioniert selbstverständlich nur, solange tatsächlich keine der
Transformationen das Verhalten seiner Eingabe ändert, also korrekt ist. Die Sicherstellung der
Korrektheit jeder einzelnen Transformation ist daher unabdingbar [McFa93]. Naheliegend ist ein
entsprechender Nachweis in Form eines formalen Beweises.
In vielen Ansätzen wird die Korrektheit der Transformationen nur manuell auf dem Papier
bewiesen, so dass eine Überprüfung der Beweise nur durch mehrfaches Gegenlesen erfolgen
kann. Menschliche Fehler lassen sich auf diese Weise kaum ausschließen. Als äußerst sicher
kann dagegen die Durchführung der Beweise mit Hilfe maschineller Unterstützung innerhalb
sogenannter Theorembeweiser angesehen werden. Theorembeweiser sind Programme zur Er-
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zeugung formaler Spezifikationen und Beweise. Sie basieren für gewöhnlich auf einem kleinen
Kalkül aus wenigen Axiomen und Inferenzregeln und gelten daher als extrem zuverlässig.
Aber selbst wenn die Korrektheit aller Transformationen nachgewiesen wurde, kann der
transformationsbasierte Ansatz immer noch fehlschlagen, wenn die Implementierungen der
Transformationen fehlerhaft sind. Außerdem müssen diese Implementierungen in ein Synthe-
sesystem integriert werden, was auf Grund der Komplexität dieser Systeme ebenfalls eine si-
cherheitskritische Aufgabe darstellt.
Durch die Einbettung des gesamten Ableitungsprozesses in einen Theorembeweiser ist aller-
dings eine Gewährleistung der korrekten Ausführung der Transformationen möglich. Dieser An-
satz wird als formale Synthese bezeichnet. Schaltungen werden als Terme und Formeln innerhalb
eines Theorembeweisers spezifiziert und ausschließlich durch Transformationen umgeformt, de-
ren Korrektheit mit Hilfe des Theorembeweisers nachgewiesen wurde. Als Ergebnis eines jeden
Transformationsschritts erhält man durch diesen Ansatz zusätzlich zu der transformierten Varian-
te der Schaltung automatisch den formalen Beweis, dass die transformierte Schaltung funktional
korrekt bezüglich ihres Ausgangspunktes ist.
Die meisten Arbeiten im Bereich der formalen Synthese befassen sich lediglich mit der Syn-
these von Schaltungen auf den unteren Abstraktionsebenen (Register-Transfer- und Gatterebene)
oder sind auf der algorithmischen Ebene auf die Synthese reiner Datenflussbeschreibungen be-
schränkt. Überdies eignen sich nur wenige dieser Ansätze für eine Automatisierung der Synthese,
so dass dem Schaltungsentwerfer die interaktive Steuerung des Entwurfsablaufs abverlangt wird.
In diesem Fall sind vom Entwerfer fundierte Kenntnisse im Bereich der formalen Methoden ge-
fordert, was die Akzeptanz eines entsprechenden Werkzeugs maßgeblich erschwert [KBES96].
Das bisher umfassendste System zur formalen Synthese digitaler Schaltungen ist das HASH
(Higher order logic Applied to Synthesis of Hardware) Synthesesystem. HASH wurde im Rah-
men eines von der Deutschen Forschungsgemeinschaft (DFG) unterstützten Forschungsprojekts
am Institut für Rechnerentwurf und Fehlertoleranz der Fakultät für Informatik an der Universität
Karlsruhe entwickelt. In diesem Projekt wurde eine Basis für die formale Repräsentation digi-
taler Schaltungen auf verschiedenen Abstraktionsebenen sowie für eine durchgehende formale
Synthese von der System- bis zur Gatterebene geschaffen [Eise99, Blum00].
Im Gegensatz zu anderen Ansätzen der formalen Synthese unterstützt HASH nicht nur die
formale Spezifikation und Synthese reiner Datenflussbeschreibungen. Steuerflussbehaftete Ver-
haltensbeschreibungen mit zyklischem Steuerfluss können ebenfalls in dem System spezifiziert
und verarbeitet werden [Blum00].
Die Synthese steuerflussbehafteter Schaltungsbeschreibungen unterliegt allerdings bislang
gravierenden Einschränkungen. Eine Einflussnahme auf qualitative Eigenschaften der resultie-
renden Schaltung, wie deren Größe und Geschwindigkeit, ist kaum möglich. So werden steu-
erflussbehaftete Spezifikationen im Zuge der algorithmischen Synthese (high-level synthesis) in
eine einzige Schleife mit einem steuerflussbereinigten Rumpf überführt. Dadurch gehen die ex-
pliziten Steuerinformationen der Spezifikation verloren und stehen für Optimierungen während
des restlichen Syntheseprozesses nicht zur Verfügung. Als Folge dieser Transformation wird bei-
spielsweise die gemeinsame Nutzung von Funktionseinheiten, welche in der Spezifikation exklu-
siv in unterschiedlichen Programmzweigen zum Einsatz kommen, verhindert. Außerdem wird
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durch diese Vorgehensweise implizit eine Unterschranke für die Ausführungszeit des Schlei-
fenrumpfes festgelegt, welche der Ausführungszeit des längsten Grundblocks der Spezifikation
entspricht. Diese Ausführungszeit bestimmt letztendlich auch die Dauer eines Taktes auf der
Register-Transfer-Ebene (RT-Ebene), da die resultierende Implementierung auf der Register-
Transfer-Ebene pro Takt genau eine Schleifeniteration ausführt. Somit wird die Ausführung aller
kürzeren Grundblöcke infolge dieser Vorgehensweise unnötig ausgebremst.
In [Blum00] werden zwar einige Transformationen vorgestellt, die vor der Überführung der
Spezifikation in die Ein-Schleifen-Form eine begrenzte Einflussnahme auf die Qualität des Syn-
theseergebnisses erlauben. Eine ähnliche Qualität der Implementierungen wie in der konventio-
nellen Synthese ist mit diesen Transformationen allerdings nicht zu erreichen. Ein Konzept für
den automatisierten Einsatz dieser Transformationen existiert nicht, so dass die Anwendung der
Transformationen interaktiv erfolgen muss und somit vom Entwerfer fundierte Kenntnisse in
formalen Methoden gefordert sind. Auch weicht das Konzept so stark von der konventionellen
Synthese ab, dass bewährte Verfahren aus diesen Bereichen nicht eingesetzt werden können.
1.1 Zielsetzung der Arbeit
In dieser Arbeit wird ein neuer Ansatz für die formale Synthese steuerflussbehafteter Schal-
tungsbeschreibungen vorgestellt. Dieser Ansatz verfolgt zwei grundlegende Ziele: die Erhöhung
der Qualität der resultierenden Implementierungen sowie die vollständige Automatisierung des
Syntheseprozesses.
Durch den Einsatz einer neuen formalen Schaltungsrepräsentation bleiben die Steuerinfor-
mationen, die der Entwerfer in der Spezifikation vorgegeben hat, während des gesamten Syn-
theseverlaufs erhalten. Das Optimierungspotential der Implementierungen erhöht sich dadurch
beträchtlich. Beispielsweise ergeben sich weitreichende Möglichkeiten für die gezielte Einord-
nung der einzelnen Operationen der Spezifikation in bestimmte Takte der geplanten RT-Ebenen-
Implementierung. Durch eine günstige Verteilung der Operationen lässt sich die durchschnittli-
che Taktzahl, welche zur Ausführung der Spezifikation erforderlich sein wird, minimieren bzw.
eine optimale Ausnutzung der eingesetzten Funktionseinheiten erreichen.
Als Grundlage für die formale Spezifikation und Synthese von Schaltungsbeschreibungen
kommt in HASH Logik höherer Ordnung [Chur40] zum Einsatz. Logik höherer Ordnung ist nicht
entscheidbar, so dass sich für eine Synthese auf Basis Logik höherer Ordnung ein konstruktiver
Ansatz wie der transformationsbasierte Entwurf anbietet. Um eine Automatisierung dieser for-
malen Synthese zu erreichen, muss ein Synthesesystem geschaffen werden, welches im Stande
ist, selbstständig geeignete Transformationen zur Ableitung einer RT-Ebenen-Implementierung
aus einer Schaltungsspezifikation auszuwählen und anzuwenden. Vor der Anwendung bestimm-
ter Transformationen muss das System überdies eine automatische Analyse und gegebenenfalls
eine Umformung der jeweiligen Schaltungsrepräsentation durchführen können, damit ein Gelin-
gen entsprechender Transformationen gewährleistet werden kann. Darüber hinaus muss für jede
Transformation, deren Anwendung an bestimmte Vorbedingungen geknüpft ist, eine Strategie
für den automatischen Beweis der entsprechenden Vorbedingungen existieren.
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Eine Methodik, welche die vollständig automatisierte Durchführung der formalen algorith-
mischen Synthese realisiert, wird in der vorliegenden Arbeit präsentiert. Es werden die Transfor-
mationen und verschiedenen Schaltungsrepräsentationen vorgestellt, welche die Basis für die for-
male algorithmische Synthese bilden, und gezeigt, wie durch die gezielte Anwendung der Trans-
formationen automatisch die verhaltenserhaltende Ableitung einer RT-Ebenen-Implementierung
aus einer steuerflussbehafteten Schaltungsspezifikation erfolgen kann. Durch die vollständige
Automatisierung der formalen Synthese wird auch Entwerfern ohne Kenntnisse in formalen Me-
thoden ermöglicht, Implementierungen zu entwickeln, die bewiesenermaßen funktional korrekt
bezüglich ihrer Spezifikation sind.
Um eine Verbesserung der Qualität der resultierenden Implementierungen zu erlangen, wird
überdies ein Rahmenwerk zur Integration konventioneller Synthesewerkzeuge bzw. Synthese-
algorithmen in den formalen Syntheseprozess angeboten. Auf diese Weise können ausgereifte,
hochwertige Synthesetechniken eingesetzt werden, um den formalen Ableitungsprozess zu steu-
ern und dadurch Implementierungen hoher Qualität zu erzeugen. Ein Risiko stellt die Anbin-
dung unverifizierter Syntheseverfahren nicht dar. Fehlerhafte Steuerdirektiven können im Ansatz
der formalen Synthese ebenso wenig wie potentielle Fehler im HASH Synthesesystem zu un-
korrekten Implementierungen führen. Die Ableitung der Implementierungen erfolgt vollständig
innerhalb eines Theorembeweisers und dieser stellt die Korrektheit jedes einzelnen Transforma-
tionsschritts sicher.
Insgesamt ergibt sich ein Entwurfssystem für die formale algorithmische Synthese, mit des-
sen Hilfe garantiert korrekte Implementierungen hoher Qualität vollautomatisch aus steuerfluss-
behafteten Schaltungsbeschreibungen abgeleitet werden können.
1.2 Gliederung der Arbeit
Die Arbeit ist in zwei Teile unterteilt. Im Teil I der Arbeit wird zunächst in Kapitel 2 eine Über-
sicht über die Synthese digitaler Schaltungen gegeben. Anschließend werden verschiedene Tech-
niken zur Sicherstellung der Korrektheit des Syntheseergebnisses diskutiert. Es folgt in Kapitel 3
eine Beschreibung des in dieser Arbeit eingesetzten Theorembeweisers und eine ausführliche
Darstellung der prinzipiellen Durchführung der formalen Synthese. Im Anschluss daran werden
die formalen Schaltungsrepräsentationen vorgestellt, die im Zuge der formalen algorithmischen
Synthese zum Einsatz kommen.
In Teil II der Arbeit wird das neue Konzept zur formalen Synthese steuerflussbehafte-
ter Schaltungsbeschreibungen präsentiert. Das Rahmenwerk zur Integration konventioneller
Optimierungs- und Syntheseverfahren wird in Kapitel 4 beschrieben und die vollständige Au-
tomatisierung der formalen algorithmischen Synthese wird anschließend in Kapitel 5 erläutert.
Die Ausarbeitung endet mit einigen experimentellen Ergebnissen in Kapitel 6 und einer Zu-







Die heute zur Verfügung stehenden Technologien und Methoden erlauben die Produktion von
Schaltungen einer Größe und Komplexität, deren Entwurf ohne eine maschinelle Unterstützung
nicht mehr handhabbar wäre. Schaltungen werden heutzutage im Allgemeinen auf einem ho-
hen abstrakten Niveau in sogenannten Hardware-Beschreibungssprachen, wie z. B. VHDL
[VHDL02] oder Verilog [ThMo02], spezifiziert. Mit Hilfe von Synthese-Werkzeugen wird aus
der Schaltungsbeschreibung ein konkretes Layout der Schaltung erzeugt, welches als Vorlage für
eine anschließende Chip-Fertigung verwendet wird.
Als Eingabe erhalten die Synthese-Werkzeuge entweder eine strukturelle oder verhaltens-
orientierte Beschreibung der gewünschten Schaltung und zusätzlich einige physikalische Rand-
bedingungen, welche die resultierende Schaltung einzuhalten hat. Diese Randbedingungen be-
ziehen sich meistens auf die Geschwindigkeit, die Fläche sowie den Leistungsverbrauch der
gewünschten Schaltung. Die Fläche der resultierenden Schaltung steht dabei in direktem Zusam-
menhang mit deren Produktionskosten.
Zur Bewältigung der Komplexität des Syntheseprozesses wird dieser in der Regel schrittwei-
se durchgeführt. Ausgangspunkt eines Syntheseschritts ist eine Spezifikation, welche die zu syn-
thetisierende Schaltung beschreibt. Ein Syntheseschritt bewirkt entweder eine Verfeinerung oder
eine Optimierung der Spezifikation. Bei einer Verfeinerung wird die Schaltungsbeschreibung
von einer Abstraktionsebene auf eine darunter liegende Abstraktionsebene abgebildet. Einige
abstrakt spezifizierte Eigenschaften werden dabei konkretisiert. Bei einer Optimierung werden
Eigenschaften der Spezifikation innerhalb einer Abstraktionsebene verbessert.
Das Ergebnis eines Syntheseschritts wird als Implementierung bezeichnet. Eine Implemen-
tierung repräsentiert wiederum die Basis für den gegebenenfalls anschließend auszuführenden
Syntheseschritt, in welchem Fall sie als dessen Ausgangsspezifikation angesehen wird.
In dieser Arbeit wird zwischen folgenden Abstraktionsebenen unterschieden: der Gatter-
ebene, der Register-Transfer-Ebene, der algorithmischen Ebene sowie der Systemebene. Auf
der Gatterebene wird eine Schaltung als Struktur bestehend aus Logik-Gattern und Flip-Flops,
welche durch boolesche Signalleitungen miteinander verbunden sind, dargestellt. Die Logik-
Gatter realisieren boolesche Operationen und die Flip-Flops boolesche Speicherelemente. Auf
dieser Ebene ist das Zeitverhalten der Elemente von großer Bedeutung. In der Regel kommen
approximative Verzögerungsmodelle zur Anwendung. Auf der nächsthöheren Abstraktionsebe-
10 2. Synthese digitaler Schaltungen
ne, der Register-Transfer-Ebene, entspricht die Schaltung einer Struktur aus (z. B. arithmetisch-
logischen) Funktionseinheiten, Speichereinheiten (z. B. Registern) und Verbindungseinheiten
(z. B. Multiplexern). Während auf der Gatterebene die Laufzeiten der Gatter relevant sind, ist die
kleinste Zeiteinheit der RT-Ebene üblicherweise der Takt. Innerhalb eines Taktes werden die Re-
gister gelesen, Operationen ausgeführt und die Ergebnisse wieder in die Register geschrieben. Es
findet also in jedem Takt genau ein Register-Transfer statt. Auf der algorithmischen Ebene wird
die Schaltung durch nebenläufige Algorithmen beschrieben. Von der Zeit wird weiter abstrahiert.
Es spielt nur noch die Kausalität eine Rolle. Die Operationen der Algorithmen müssen in einer
Reihenfolge ausgeführt werden, die deren Steuer- und Datenabhängigkeiten Rechnung trägt. Auf
der Systemebene werden Schaltungen durch ein System untereinander kommunizierender Pro-
zesse beschrieben. Die Prozesse bestehen einerseits aus funktionalen Prozessen, welche die auf
der algorithmischen Ebene definierten Algorithmen ausführen, und andererseits aus Prozessen,
die die Kommunikation zwischen den funktionalen Prozessen steuern. Auf dieser Ebene ist nur
noch die Kausalität bezüglich der auszuführenden Prozesse von Bedeutung.
Im Folgenden liegt der Schwerpunkt auf der sogenannten algorithmischen Synthese, in wel-
cher Schaltungsspezifikationen auf der algorithmischen Ebene auf Implementierungen auf der
Register-Transfer-Ebene abgebildet werden [McPC90, GaRa94, Lin97].
2.1 Algorithmische Synthese
Oft wird vor Beginn der algorithmischen Synthese eine Optimierung der algorithmischen Schal-
tungsbeschreibung vorgenommen. In [NiBr97a, NiBr97b] wird gezeigt, dass dieser Schritt in der
Regel eine starke Verbesserung der Qualität der daraus synthetisierten Schaltung mit sich bringt.
Die meisten dieser Optimierungen sind aus dem Bereich der optimierenden Software-Compiler
bekannt [AhSU86, Much97]. Einige Beispiele sind die Propagierung von Konstantenwerten, das
Zusammenfassen gemeinsamer Teilausdrücke, die Vereinfachung boolescher und algebraischer
Ausdrücke, die Extraktion von Schleifeninvarianten und die Entfernung überflüssiger Ausdrücke
und Variablen. Eine umfassende Übersicht entsprechender Transformationen speziell für die Op-
timierung von Schaltungsbeschreibungen auf der algorithmischen Ebene gibt [GeRo99].
Die gegebenenfalls optimierte Verhaltensbeschreibung bildet schließlich den Ausgangs-
punkt für die Abbildung der Verhaltensspezifikation auf eine Implementierung auf der Register-
Transfer-Ebene. Die Implementierung besteht in der Regel aus einem Operationswerk (datapath)
und einem Steuerwerk (control unit). Das Operationswerk ist eine Struktur aus Funktions-,
Speicher- und Verbindungseinheiten, dessen spezielle Funktionsweise vom Steuerwerk konfigu-
riert werden kann. Aufgabe des Steuerwerks ist es, auf Basis des Operationswerks die taktweise
Abarbeitung einer Berechnung zu realisieren.
Bei der Durchführung der algorithmischen Synthese werden im Allgemeinen vier Aufgaben-
stellungen unterschieden [DeMi94]:
• die Ablaufplanung (scheduling),
• die Ressourcenbereitstellung (allocation),
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• die Ressourcenzuweisung (binding),
• und die Steuerwerksynthese (control synthesis).
Während der Ablaufplanung werden die Operationen einer Spezifikation in einzelne Steu-
erschritte (control steps) eingeordnet. Ein Steuerschritt entspricht einem Takt auf der Register-
Transfer-Ebene. Man unterscheidet die ressourcenbeschränkte und die zeitbeschränkte Ablauf-
planung. Die ressourcenbeschränkte Ablaufplanung hat das Ziel, die Anzahl an Steuerschritten
zu minimieren, die zur Ausführung einer Berechnung unter Verwendung einer fest vorgegebe-
nen Menge von Ressourcen benötigt werden. Im Gegensatz dazu ist bei der zeitbeschränkten
Ablaufplanung eine feste Grenze für die Anzahl an Steuerschritten vorgegeben, in welcher eine
Berechnung mit einer möglichst kleinen Menge von Ressourcen durchgeführt werden muss.
Im Rahmen der Ressourcenbereitstellung wird festgelegt, welche und wie viele der Res-
sourcen, also Funktions-, Speicher- und Verbindungseinheiten, zur Erzeugung eines geeigneten
Operationswerks zur Verfügung gestellt werden müssen. Bei den einzelnen Ressourcen existiert
häufig eine Auswahl von verschiedenen Realisierungen, welche die gleiche Aufgabe erfüllen,
aber unterschiedliche physikalische Eigenschaften, wie z. B. Laufzeit, Flächen- und Energiebe-
darf, aufweisen. Werden mehr Ressourcen bereitgestellt, so werden in der Regel weniger Takte
zur Durchführung einer Berechnung benötigt. Allerdings führt der Einsatz einer größeren An-
zahl von Ressourcen auch zu einer Vergrößerung der Fläche der Implementierung und dadurch
zu einer Erhöhung der Produktionskosten der Schaltung.
Wenn auch bei der Ablaufplanung eine Einteilung der Operationen in verschiedene Steu-
erschritte vorgenommen wird, so bleibt dennoch zunächst offen, welche Funktionseinheit kon-
kret die Realisierung einer bestimmten Operation übernimmt. Diese Zuordnung erfolgt im Zuge
der sogenannten Ressourcenzuweisung. Während der Ressourcenzuweisung werden Operatio-
nen bestimmten Funktionseinheiten und Variablen den bereitgestellten Speicherelementen zuge-
ordnet. Weiter werden alle benötigten Datenübertragungen auf eine geeignete Weise den Ver-
bindungseinheiten zugewiesen, so dass die Daten innerhalb jedes Taktes den Vorgaben der Ab-
laufplanung entsprechend und im Einklang mit den übrigen Ressourcenzuweisungen übertragen
werden können.
Obwohl diese drei Aufgaben hier einzeln aufgelistet werden, sind sie doch stark miteinander
verflochten. Sie müssen oft gleichzeitig oder iterativ bearbeitet werden, um ein zufriedenstellen-
des Ergebnis bzgl. der physikalischen Eigenschaften der Implementierung, wie deren Schnellig-
keit, Energiebedarf und Fläche bzw. Kosten, zu erzielen. Ihre Ergebnisse stellen die Basis für den
Aufbau des Operationswerks dar.
Die letzte Aufgabe der algorithmischen Synthese ist die Erzeugung eines Steuerwerks. Das
Steuerwerk regelt die schrittweise Durchführung einer Berechnung nach den Vorgaben der Ab-
laufplanung. Dazu gibt es über Steuersignale dem Operationswerk in jedem Takt eine bestimmte
Funktionsweise vor und ermittelt in Abhängigkeit von dessen Statusausgabe den anschließend
auszuführenden Steuerschritt. Zusätzlich regelt das Steuerwerk die Kommunikation mit der Um-
gebung der Schaltung. Dazu enthält es einige Steuereingänge zum Anstoßen oder zum Abbre-
chen einer Berechnung und ebenso Steuerausgänge, über die es den Status der Berechnung seiner
Umgebung mitteilt.
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2.2 Sicherstellung der Korrektheit des Syntheseergebnisses
Ein wichtiger Bestandteil der Synthese digitaler Schaltungen ist die Sicherstellung der Korrekt-
heit des Syntheseergebnisses. Eine Schaltung mit den besten physikalischen Eigenschaften ist
wertlos, falls sie sich nicht den Vorgaben ihrer Spezifikation entsprechend verhält.
Wie bereits eingangs erwähnt, kann die Einhaltung physikalischer Randbedingungen in der
Regel verhältnismäßig einfach mit analytischen Mitteln überprüft werden, so dass sich die Be-
trachtungen in dieser Arbeit auf die funktionale Korrektheit der Implementierung bezüglich ihrer
Spezifikation konzentrieren.
Um die Korrektheit einer Implementierung sicherzustellen, bieten sich prinzipiell drei
Zeitpunkte an: vor, während oder nach Durchführung der Synthese [KBES96]. Vor der
Durchführung eines Syntheselaufs kann die Korrektheit aller resultierenden Ergebnisse gewähr-
leistet werden, indem ein Syntheseprogramm eingesetzt wird, das garantiert fehlerfrei arbeitet.
Ein entsprechender Nachweis kann nur durch eine Verifikation des Synthesewerkzeugs erbracht
werden. Während des Syntheseprozesses kann die Korrektheit der Implementierung sicherge-
stellt werden, indem ausschließlich verhaltenserhaltende Transformationen zur Ableitung der
Implementierung aus der Spezifikation eingesetzt werden. Als letzte Möglichkeit bietet sich eine
Verifikation der Implementierung nach Durchführung der Synthese an. In diesem Fall wird die
resultierende Implementierung ihrer ursprünglichen Spezifikation gegenübergestellt und über-
prüft, ob beide das gleiche Verhalten aufweisen.
Im Folgenden werden einige Ansätze aus dem Bereich der algorithmischen Synthese vorge-
stellt, welche die Korrektheit ihrer Ergebnisse vor, während oder nach Durchführung der Syn-
these sicherzustellen beabsichtigen.
2.2.1 Sicherstellung der Korrektheit nach der Synthese
Nach Abschluss des Syntheseprozesses steht im Allgemeinen keine Information mehr über die
Art und Weise, wie sich die Implementierung aus der Spezifikation ergeben hat, zur Verfügung.
Daher muss allein auf Basis der Implementierung und ihrer Spezifikation überprüft werden, ob
die Implementierung die vorgesehene Funktionalität aufweist.
Die gebräuchlichste Methode zur Überprüfung der Korrektheit eines Syntheseergebnisses
ist hierbei die Simulation. Um nachzuweisen, dass sich eine Implementierung korrekt verhält,
müssen alle möglichen Kombinationen von Eingabewerten simuliert und die aus ihnen resul-
tierenden Ausgaben der Implementierung und der Spezifikation gegenübergestellt werden. Bei
Schaltwerken muss eine entsprechende Simulation überdies für jeden möglichen Zustand des
Systems durchgeführt werden. Die Anzahl der zu überprüfenden Eingabekombinationen wächst
somit exponentiell mit der Zahl der Schaltungseingänge bzw. der Zahl der eingesetzten Spei-
cherelemente, so dass eine erschöpfende Simulation – wenn überhaupt – lediglich für sehr kleine
Schaltungen mit endlichen Datentypen in Frage kommt. Bei größeren Schaltungen kann nur eine
Validierung der Implementierung auf Basis einer Teilmenge der möglichen Eingabesequenzen
durchgeführt werden. In diesem Fall stellt die Simulation jedoch nicht die Korrektheit der Im-
plementierung sicher, sondern erhöht allenfalls das Vertrauen des Entwerfers in die resultierende
Schaltung.
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Eine automatische Verifikation auf Basis formaler Methoden zum nachträglichen Beweis der
funktionalen Korrektheit der RT-Ebenen-Implementierung bezüglich ihrer algorithmischen Spe-
zifikation scheidet im Allgemeinen ebenfalls auf Grund der Komplexität dieses Vorhabens aus.
Selbst wenn nur endliche Datentypen in der Spezifikation eingesetzt werden und infolgedessen
die Schaltung nur begrenzt viele unterschiedliche Zustände einnehmen kann, so wächst den-
noch die Anzahl der zu berücksichtigenden Fälle exponentiell mit der Bitbreite der Eingangs-
signale bzw. der Speicherelemente an (state explosion problem). Aus diesem Grund ist eine
entsprechende Verifikation für größere Schaltungen kaum durchführbar, beim Einsatz unend-
licher Datentypen überhaupt nur eingeschränkt möglich, und gilt daher als kaum praktikabel
[Gupt92, KBES96, Krop99].
2.2.2 Sicherstellung der Korrektheit vor der Synthese
Eine Möglichkeit, bereits vor der Durchführung der Synthese die Korrektheit aller Ergebnisse
zu gewährleisten, besteht theoretisch in dem Einsatz eines verifizierten Synthesesystems. Für
den Schaltungsentwerfer wäre diese Lösung optimal. Ohne Kenntnisse im Bereich der formalen
Methoden könnte er allein durch Nutzung eines entsprechenden Werkzeugs garantiert korrekte
Implementierungen entwickeln.
Die Verifikation von Software ist jedoch extrem aufwändig und infolgedessen meist nur für
kleinere Programme praktikabel. Synthesewerkzeuge sind aber für gewöhnlich große, komplexe
Programme, so dass deren Verifikation in aller Regel ausgeschlossen ist. Entsprechende Ansätze
beschränken sich daher auf die Verifikation einzelner Optimierungs- und Synthesealgorithmen∗.
FDLS-Verifikation: In [NTRG01] wird die formale Spezifikation und Verifikation des Force-
Directed List Scheduling-Algorithmus [PaKn89] in dem Theorembeweiser PVS (Prototype Ve-
rification System) [OwRS92] beschrieben. Dabei handelt es sich um einen Algorithmus zur res-
sourcenbeschränkten Ablaufplanung.
Die Verifikation beginnt mit der formalen Spezifikation einiger Eigenschaften, die gene-
rell für ressourcenbeschränkte Ablaufplanungen gelten müssen: Jede Operation wird einem be-
stimmten Steuerschritt zugewiesen, die Einordnung der Operationen berücksichtigt alle Steuer-
und Datenabhängigkeiten und die Ressourcenbeschränkungen werden strikt eingehalten. Der Al-
gorithmus zur Ablaufplanung selbst wird ebenfalls formal spezifiziert.
Die Verifikation des Algorithmus erfolgt durch den formalen Beweis, dass bei seiner
Ausführung alle zuvor spezifizierten Eigenschaften erfüllt werden. Im Zuge dessen werden zahl-
reiche Lemmata bewiesen, welche invarianten Eigenschaften des Algorithmus entsprechen, die
zu bestimmten Zeitpunkten seiner Ausführung gelten.
Nach der Verifikation des Algorithmus wird dessen formale Spezifikation als Vorlage für
eine Implementierung in C++ verwendet und die Implementierung in das bereits bestehende
∗Zur Vereinfachung soll im weiteren Verlauf der Arbeit der Begriff ,,Synthesealgorithmen“ neben Syntheseal-
gorithmen auch Optimierungsalgorithmen umfassen. Entsprechend soll der Begriff ,,Syntheseverfahren“ auch Opti-
mierungsverfahren einschließen.
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Synthesewerkzeug DSS [RKDV92] integriert. Die während der Verifikation entdeckten inva-
rianten Eigenschaften werden zusätzlich als sogenannte Assertions ,,sorgfältig“ implementiert
und in die Implementierung des Algorithmus eingefügt. Die Assertions überprüfen während
der Ausführung des Algorithmus, ob die geforderten Eigenschaften auch tatsächlich eingehal-
ten werden, und unterstützen eine gegebenenfalls erforderliche Fehlersuche.
In [NaVe98] wird das gleiche Verfahren bei der Ressourcenzuweisung von Speichereinheiten
angewandt.
Man beachte, dass in diesem Ansatz kein wirklich verifiziertes Programm zur Ausführung
kommt, sondern nur ein Programm, das zu bestimmten Zeitpunkten untersucht, ob ein Fehler
in seiner Berechnung aufgetreten ist. Die Autoren bezeichnen daher die resultierende Imple-
mentierung als ,,selbst-verifizierend“. Der Erfolg des Verfahrens ist jedoch abhängig von der
Vollständigkeit der bewiesenen Eigenschaften und von der fehlerfreien Implementierung des Al-
gorithmus sowie der Assertions, welche die korrekte Ausführung des Algorithmus sicherstellen
sollen.
Bedroc: Das Bedroc Projekt der Cornell Universität in Ithaca, NY befasst sich ebenfalls mit
der Sicherstellung der Korrektheit des Synthesewerkzeugs [LeAL91, LCAL93]. Ziel des Projekts
ist die durchgängige Anwendung formaler Methoden während des gesamten Entwurfsprozesses.
Das Bedroc Synthesesystem erzeugt automatisch aus einer Verhaltensspezifikation in der Spra-
che HardwarePal eine Netzliste in XNF (Xilinx Network Format) für die Programmierung eines
FPGAs (Field Programmable Gate Array). HardwarePal ist eine im Zuge des Bedroc Projekts
entwickelte imperative Sprache, die stark an Pascal angelehnt ist, und zusätzlich einige Kon-
strukte zur Spezifikation von Hardware bereitstellt.
Der Entwurfsprozess in Bedroc beginnt mit der Spezifikation des Verhaltens der gewünschten
Schaltung in HardwarePal. Anschließend wird die Spezifikation in einen sogenannten Abhängig-
keitsflussgraph (AFG) übersetzt. Die Knoten des AFG stehen für funktionale Operationen, Steu-
eroperationen und Ein-/Ausgabeoperationen. Die Kanten zwischen den Knoten repräsentieren
den Steuer- bzw. den Datenfluss zwischen den Operationen. Auf Basis des AFG wird nach ei-
nigen hardwareunabhängigen Optimierungen die algorithmische Synthese durchgeführt. Es er-
geben sich ein Steuerwerk, welches als Menge logischer Gleichungen dargestellt wird, und ein
Operationswerk, das einer Netzliste aus Hardwareressourcen entspricht.
Die nachfolgende Logiksynthese besteht aus mehreren Schritten: Zunächst werden das Steu-
erwerk sowie das Operationswerk anhand einer Hardwarebibliothek in eine Netzliste primitiver
Basiszellen (Addierzellen, Multiplexer, Logikgatter, Flipflops, . . . ) übersetzt und die kombina-
torische Logik des Operationswerks mit Hilfe des Werkzeugs PBS (Proven Boolean Simplifier)
minimiert. Anschließend werden die kombinatorische Logik des Operationswerks sowie die se-
quentielle Logik des Steuerwerks wieder zusammengeführt und auf das konkrete Ziel-FPGA
abgebildet. Während der Technologieabbildung auf den FPGA werden noch einige hardware-
abhängige Optimierungen durchgeführt.
Bisher sind nur einige Bestandteile des Bedroc Systems formal verifiziert worden. Bewie-
sen wurde beispielsweise die Korrektheit des Algorithmus zur Übersetzung der HardwarePal-
Spezifikation in einen AFG sowie die Korrektheit der AFG-basierten Optimierungsalgorithmen.
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Diese Beweise wurden jedoch nur auf dem Papier durchgeführt. Im Gegensatz dazu wurde beim
Logikminimierer PBS sogar dessen konkrete Implementierung mit Hilfe eines Theorembewei-
sers verifiziert (siehe unten). Der Beweis der Korrektheit der eigentlichen Syntheseschritte, die
eine Verfeinerung von der algorithmischen Ebene auf die RT-Ebene bzw. von der RT- auf die
Gatterebene bewerkstelligen, steht noch aus.
PBS: Die Verifikation des Logiksynthese-Werkzeugs PBS [AaLe91, AaLe94, AaLe95] wurde
mit Hilfe des Theorembeweisers Nuprl [CABC86, Lees92] durchgeführt. PBS implementiert den
Weak Division-Algorithmus, welcher die Fläche der resultierenden Schaltung minimiert, indem
er redundante kombinatorische Logik eliminiert [BrMc82].
PBS ist in der Sprache SML (Standard Meta Language) implementiert, einer funktionalen
Sprache mit einer formal definierten Semantik [MiTM97]. Zu Beginn der Verifikation wird ei-
ne für die Implementierung von PBS ausreichende Teilmenge der Sprache SML in dem Theo-
rembeweiser Nuprl definiert. Dadurch kann im Anschluss an die Verifikation des Algorithmus
dessen Quelltext unverändert eingesetzt werden. Eine fehlerträchtige nachträgliche Implemen-
tierung entfällt. Nach der Spezifikation des Algorithmus im Theorembeweiser werden einige
Eigenschaften modelliert, die der Algorithmus zu erfüllen hat. Diese beinhalten, dass der Algo-
rithmus die Funktionalität der Schaltung nicht verändert und dass die Größe der resultierenden
Schaltung minimal ist, also keinerlei redundante Logik mehr enthält. Anschließend beweisen
die Autoren interaktiv in Nuprl, dass ihre konkrete Implementierung von PBS die geforderten
Eigenschaften erfüllt.
Der Quelltext von PBS hat eine Länge von etwa 1000 Zeilen. Zur Verifikation von PBS war
der Beweis von ca. 500 Theoremen erforderlich. Der damals in Softwareverifikation unerfahrene
Autor Mark Aagaard brauchte 8 Monate zum Beweis des Algorithmus. Die Autoren schätzen,
dass geübte Entwickler einen Algorithmus ähnlicher Komplexität und Größe sonst in 3 Monaten
verifizieren könnten.
2.2.3 Sicherstellung der Korrektheit während der Synthese
Aus den bisher aufgeführten Ansätzen wird ersichtlich, dass eine Gewährleistung der Implemen-
tierungskorrektheit vor bzw. nach der Synthese im Allgemeinen undurchführbar oder mit einem
kaum vertretbaren Aufwand verbunden ist. Als Alternative verbleibt die Sicherstellung der Kor-
rektheit während der Durchführung der Synthese.
In diesem Zusammenhang bietet sich der transformationsbasierte Entwurf an. Bei der trans-
formationsbasierten Synthese werden Implementierungen ausschließlich auf Basis verhaltenser-
haltender Transformationen aus der Spezifikation abgeleitet. Fehler werden auf diese Weise
während des Syntheseprozesses vermieden. Ändert keine der Transformationen das Verhalten
der Spezifikation, so weist letztendlich auch die resultierende Implementierung genau das spezi-
fizierte Verhalten auf.
FRESH: Ein Beispiel für ein transformationsbasiertes Synthesesystem ist FRESH (FRom
EquationS to Hardware). In [MeHF96, MeHF97, MeHF98, MeHe98, MHMP02, MeHP02] wird
16 2. Synthese digitaler Schaltungen
eine automatische, transformationsbasierte Synthese von der algorithmischen Ebene auf die RT-
Ebene beschrieben. Als Spezifikationssprache wird die eigens entwickelte Sprache ES (Equa-
tional Specification) verwendet. ES ist an die Sprache Lucid [WaAs85] angelehnt, bietet aber
keinerlei Steuerkonstrukte an. So sind Schaltungsspezifikationen in ES auf reine – wenn auch
zyklenbehaftete – Datenflussbeschreibungen beschränkt.
Die ES-Spezifikation einer gewünschten Schaltung wird zunächst in eine VHDL-
Spezifikation, bestehend aus einem einzigen Prozess, überführt und mittels eines konventionel-
len Synthesewerkzeugs auf eine Implementierung auf der RT-Ebene abgebildet. Die resultieren-
de Implementierung wird daraufhin als Vorlage für die transformationsbasierte Herleitung einer
entsprechenden ES-Implementierung innerhalb von FRESH verwendet. Schließlich wird die in
FRESH erzeugte RT-Ebenen-Implementierung wieder von der Sprache ES in VHDL übersetzt
und mit konventionellen Synthesewerkzeugen weiterverarbeitet.
In FRESH werden alle zur Durchführung einer algorithmischen Synthese erforderlichen
Schritte unterstützt. Welchen Einschränkungen jedoch die einzelnen Synthesealgorithmen un-
terliegen, so dass deren Ergebnisse noch in FRESH umsetzbar sind, geht aus den Veröffentli-
chungen des Projekts leider nicht hervor.
Da die Korrektheit der Transformationen in dieser Arbeit nur manuell bewiesen und de-
ren Implementierung überhaupt keiner Überprüfung unterzogen wurde, kann allein der Einsatz
dieses Systems die Korrektheit der resultierenden Implementierungen nicht gewährleisten. Eine
nachträgliche Überprüfung der Ergebnisse bleibt nach wie vor unerlässlich.
CBS: Ein weiteres Verfahren aus dem Bereich der transformationsbasierten Synthese wird
in [HiRE99, HiER99] präsentiert. Dabei handelt es sich um einen Algorithmus namens Case-
Based-Scheduling (CBS) zur Synthese von Pipelinesystemen aus einer sequentiellen Prozessor-
beschreibung. Die Spezifikation der Prozessorbeschreibung erfolgt in der Sprache Language of
Labelled Segments (LLS), einer Sprache zur Spezifikation synchroner Transitionssysteme. Bei
dem vorgestellten Verfahren wird die Spezifikation der sequentiellen Prozessorbeschreibung aus-
schließlich durch die Anwendung von Transformationen, welche die funktionale Korrektheit er-
halten, in ein Pipelinesystem überführt.
Um Implementierungsfehler des Synthesewerkzeugs aufzudecken, wird die Korrektheit je-
des einzelnen Transformationsschritts durch den externen Äquivalenzprüfer TUD [RiEH99,
RiHE99, BELR01] kontrolliert. Zusätzlich wird nach der Durchführung aller Transformationen
nochmals die Korrektheit des gesamten Syntheseschritts mit dem in [BuDi94] geschilderten Ver-
fahren überprüft.
Aus der Tatsache, dass durch diese zusätzlichen Verifikationsschritte einige Fehler in dem
Synthesewerkzeug aufgedeckt werden konnten [Hinr98], wird ersichtlich, dass eine ,,sorgfälti-
ge“ Entwicklung und Implementierung der Transformationen alleine nicht ausreicht, um die
Korrektheit der Ergebnisse sicherzustellen. Ein erster Schritt in Richtung eines zuverlässigeren
transformationsbasierten Entwurfssystems ist daher zunächst einmal die formale Verifikation der
Transformationen.
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Einsatz formal verifizierter Transformationen
In vielen transformationsbasierten Systemen werden Transformationen eingesetzt, die bei ihrem
Entwurf intuitiv als ,,offensichtlich korrekt“ angesehen [McFa93] und höchstens informell veri-
fiziert wurden. Um sicherzugehen, dass die Transformationen tatsächlich korrekt arbeiten, bietet
sich eine Verifikation der Transformationen im Rahmen eines Theorembeweisers an. Durch die
maschinelle Unterstützung wird jegliche Intuition bei der Beurteilung der Korrektheit der Trans-
formationen ausgeschlossen und die Korrektheitsbeweise können jederzeit objektiv nachvollzo-
gen werden. Auf die Zuverlässigkeit mittels eines Theorembeweisers geführter Beweise wird in
Abschnitt 3.1 näher eingegangen.
TRADES: In [Raja95a, Raja95b, Raja95c, MiRa96] wird die Verifikation einiger graphen-
basierter Optimierungstransformationen auf der algorithmischen Ebene, wie z. B. das Entfer-
nen gemeinsamer Teilausdrücke oder Konstantenpropagierung, präsentiert, die in dem Synthese-
System TRADES (TRAnsformationel DErivation System) zum Einsatz kommen. Eine formale
Spezifikation der Semantik der Graphen, welche in einer Variante der Sprache SPRITE Input
Language (SIL) [KMNS92] modelliert werden, wird nicht durchgeführt. Es werden lediglich
einige Axiome intuitiv aufgestellt, die grundlegende Eigenschaften der Graphen beschreiben,
welche sowohl vor als auch nach deren Transformation zutreffen müssen. Die Axiome werden in
dem Theorembeweiser PVS (Prototype Verification System) [OwRS92] spezifiziert und bilden
die Basis für die Verifikation der ebenfalls in PVS spezifizierten Transformationen.
Wie sich später herausstellen sollte, war das zunächst entwickelte Graphenmodell offenbar zu
abstrakt. Nach der Entwicklung eines detaillierteren Modells der Graphen, wurden Unzulänglich-
keiten in den bislang als ,,korrekt bewiesenen“ Transformationen gefunden [MHMP96, Midd97].
In diesem Zusammenhang stellt sich die Frage, ob das neu geschaffene Modell nun alle erforder-
lichen Aspekte hinreichend in Betracht zieht.
DSS: Teica und Vemuri stellen in [TeVe01, TeVe01b] den Beweis für die Korrektheit von
sieben Transformationen auf der RT-Ebene vor. Die verwendete RT-Modellierung ist auf reine
Datenflussbeschreibungen beschränkt. Schleifen und Verzweigungen sind nicht darstellbar. Die
Transformationen sind nicht-interpretierend, d. h. die Funktionen der verwendeten Operationen
werden außer Acht gelassen. Somit sind Optimierungen, die sich beispielsweise Eigenschaf-
ten wie Assoziativität oder Kommutativität arithmetischer Operationen zu Nutze machen, nicht
durchführbar. Die Transformationen sind rein struktureller Natur.
Die Semantik der RT-Beschreibungen und alle Transformationen wurden formal in dem
Theorembeweiser PVS definiert. Anschließend wurde die Korrektheit und die Vollständigkeit
der Transformationen mit Hilfe des Theorembeweisers nachgewiesen.
Die Transformationen kommen in dem Synthesewerkzeug DSS [RKDV92] zum Einsatz. Dort
werden sie allerdings nicht direkt für die Durchführung der Synthese verwendet, sondern aus-
schließlich für die Überprüfung der Ergebnisse der Ablaufplanung und der Ressourcenbereitstel-
lung [RaTV00, TeRV01, RaTv01].
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Die formale Verifikation der in einem System verwendeten Transformationen trägt beträcht-
lich zur Erhöhung der Zuverlässigkeit des Systems bei. Es besteht aber immer noch das Risiko,
dass sich im Zuge der Implementierung der Transformationen und deren Integration in ein zu-
meist komplexes Synthesesystem Fehler einschleichen. Entsprechende Fehler können wiederum
die Funktionsweise der Transformationen beeinträchtigen. Mit Hilfe eines Theorembeweisers
kann jedoch auch diese Fehlerquelle ausgeschlossen werden.
Formale Synthese
In der formalen Synthese wird die Korrektheit der Syntheseergebnisse sichergestellt, indem der
komplette Ableitungsprozess in einen Theorembeweiser eingebettet wird. Der Theorembeweiser
wird nicht nur genutzt, um die Korrektheit der Transformationen nachzuweisen, sondern auch
um deren korrekte Ausführung zu überwachen. Zusätzlich zu einer Implementierung liefert der
formale Syntheseprozess automatisch den formalen Beweis, dass die Implementierung die Vor-
gaben ihrer Spezifikation erfüllt.
Während es auf den unteren Abstraktionsebenen, der RT- und Gatterebene, bereits einige
Arbeiten im Bereich der formalen Synthese gibt (siehe [Eise99]), befassen sich bis heute nur
wenige Ansätze mit der formalen Synthese algorithmischer Schaltungsbeschreibungen.
MINI-ADDL: Ein formales Synthesesystem zur Optimierung algorithmischer Schaltungsbe-
schreibungen wird in [Lars96] vorgestellt. Als formale Hardwarebeschreibungssprache bettet der
Autor die imperative Sprache MINI-ADDL in den Theorembeweiser HOL [GoMe93] ein. MINI-
ADDL entspricht einer leicht erweiterten Untermenge der Sprache ADDL (Algorithmic Design
Description Language), welche ursprünglich als Spezifikationssprache für das Synthesesystem
CAMAD [PeKu94] entwickelt wurde.
In seiner Arbeit präsentiert der Autor einige Transformationen zur Modifizierung von MINI-
ADDL-Programmen, welche es dem Benutzer ermöglichen, interaktiv algorithmische Optimie-
rungen an einer Spezifikation vorzunehmen. Eine Abbildung der Spezifikation auf niedrigere
Abstraktionsebenen wird nicht durchgeführt.
Die Transformationen basieren auf in HOL bewiesenen Theoremen und werden durch ver-
haltenserhaltende Termersetzungen von Untertermen der Spezifikation realisiert. Für die Anwen-
dung mancher Transformationen müssen bestimmte Vorbedingungen erfüllt sein, deren Gültig-
keit in dem System aber nur teilweise automatisch bewiesen wird. Oft muss der Benutzer eingrei-
fen und die Erfüllung entsprechender Vorbedingung interaktiv im Theorembeweiser nachweisen.
Die Anwendung dieses Systems setzt weitreichende Kenntnisse in der Durchführung for-
maler Beweise mit dem Theorembeweiser HOL voraus. Eine automatisierte Anwendung der
Transformationen ist nicht vorgesehen.
Larsson hatte früher bereits einen anderen Ansatz zur formalen Synthese in HOL [Lars94,
Lars95] vorgestellt. Dabei handelt es sich allerdings um eine rein exemplarische und zudem
sehr eingeschränkte Synthese einfacher, steuerflussloser Schaltungsbeschreibungen. Dieser An-
satz soll daher nicht weiter betrachtet werden.
Wenn auch die Arbeiten von Larsson nur einen kleinen Ausschnitt der im Zuge einer algo-
rithmischen Synthese anfallenden Aufgaben behandeln, so kann er immerhin deren fehlerfreie
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Ausführung garantieren. Dies ist ein großer Vorteil im Vergleich zu den bisher beschriebenen
Arbeiten.
Ein wesentlich umfassenderes System zur formalen Synthese digitaler Schaltungen wurde
im Rahmen eines Forschungsprojekts am Institut für Rechnerentwurf und Fehlertoleranz der
Fakultät für Informatik an der Universität Karlsruhe entwickelt. Das System trägt den Namen
HASH (Higher order logic Applied to Synthesis of Hardware).
HASH: Mit der Entwicklung des Synthesesystems HASH wurde eine Basis für die formale
Repräsentation digitaler Schaltungen auf allen vier Abstraktionsebenen sowie für eine durchge-
hende formale Synthese von der System- bis zur Gatterebene geschaffen [Eise99, Blum00]. In
HASH erfolgt die Synthese größtenteils automatisch, eine interaktive Steuerung ist aber ebenfalls
möglich.
Die Synthese beginnt mit der Spezifikation der gewünschten Schaltung als logischer Term
direkt im Theorembeweiser HOL (siehe Abschnitt 3.1). Als Spezifikationssprache wird die for-
male Hardwarebeschreibungssprache GROPIUS verwendet [BlEi98]. Alle Konstrukte von GRO-
PIUS sind in Logik höherer Ordnung definiert, so dass die Sprache eine mathematisch exakte
Semantik hat.
Die Korrektheit sämtlicher Transformationen, welche bei der Durchführung der Synthese
zum Einsatz kommen, wurde im Theorembeweiser nachgewiesen. Das Synthesesystem liefert
zu jedem Optimierungs- oder Syntheseschritt gleichzeitig den Beweis für dessen Korrektheit.
Die genaue Vorgehensweise wird ausführlich in Abschnitt 3.2 beschrieben.
In HASH ist die formale Spezifikation und Synthese von Schaltungen nicht auf reine Daten-
flussbeschreibungen beschränkt. Steuerflussintensive Verhaltensbeschreibungen mit zyklischem
Steuerfluss können ebenfalls in dem System spezifiziert und verarbeitet werden. So gibt es auf
der algorithmischen Ebene in GROPIUS u. a. das Konstrukt WHILE zur Spezifikation µ-rekursiver
bzw. while-berechenbarer Funktionen (siehe Abschnitt 3.3.3).
Im Folgenden wird näher auf das in [Blum00] vorgestellte Verfahren zur algorithmischen
Synthese in HASH eingegangen. Dieses stellt den Ausgangspunkt der vorliegenden Arbeit dar.
Auf der algorithmischen Ebene besteht eine Schaltungsspezifikation in HASH aus zwei Tei-
len: aus einer algorithmischen GROPIUS-Beschreibung, welche die Funktionalität der gewünsch-
ten Schaltung festlegt, sowie einem Schnittstellenverhaltensmuster, das vorgibt, wie die Steue-
rung der algorithmischen Beschreibung erfolgt und wie deren Kommunikation mit der Außen-
welt abläuft.
Bei der algorithmischen Synthese wird in [Blum00] strikt zwischen der Synthese reiner Da-
tenflussbeschreibungen und der Synthese steuerflussbehafteter Beschreibungen unterschieden.
Während die Synthese von Datenflussbeschreibungen weitestgehend automatisch abläuft, erfor-
dert die Synthese steuerflussbehafteter Schaltungsbeschreibungen den manuellen Eingriff des
Schaltungsentwicklers.
Im Falle steuerflussbehafteter Schaltungen erfolgt die algorithmische Synthese in vier Pha-
sen. Zuerst wird im Zuge einer sogenannten Optimierungs-Programm-Transformation (OPT) die
Verhaltensbeschreibung der Schaltung in eine äquivalente, optimierte Beschreibung überführt.
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Die sich ergebende Schaltungsbeschreibung wird in einem zweiten Schritt, der sogenann-
ten Transformation in Ein-Schleifen-Form (ESF), in eine wiederum äquivalente Darstellung
überführt, die aus einer einzigen Schleife mit einem steuerflusslosen Rumpf besteht: Steuer-
strukturen in der Verhaltensbeschreibung werden im Verlauf dieser Transformation schrittweise
entfernt und durch boolesche Hilfsvariablen zur Speicherung der Steuerinformationen und Mul-
tiplexern, welche im Rumpf der resultierenden Schleife die Steuerinformationen umsetzen, er-
setzt. In diesen ersten beiden Schritten erfolgt implizit eine zeitliche Einordnung der Operationen
in Steuerschritte sowie die Bereitstellung und Zuordnung von Registern. Die resultierende Ein-
Schleifen-Form der Spezifikation wird daraufhin durch Anwenden eines sogenannten Implemen-
tierungstheorems auf die Register-Transfer-Ebene abgebildet. Abschließend wird im kombinato-
rischen Teil der RT-Implementierung die Bereitstellung und Zuordnung von Funktionseinheiten
durchgeführt.
Dieses Konzept zur formalen algorithmischen Synthese weist einige schwerwiegende Nach-
teile auf. Um diese nachvollziehen zu können, ist eine detailliertere Betrachtung des Verfah-
rens erforderlich. So wird im Folgenden zunächst die Transformation der Spezifikation in Ein-
Schleifen-Form näher beschrieben und im Anschluss daran die aus dieser Vorgehensweise resul-


















Abbildung 2.1: Beispiel einer Umformung während der ESF-Transformation
Ein Beispiel für eine bei dem Übergang zur ESF verwendete Transformation ist in Abbil-
dung 2.1 schematisch dargestellt. Links ist eine Programmstruktur bestehend aus einem Block a
und einer nachfolgenden Schleife mit einer Bedingung c und einem Rumpf b dargestellt. Bei
dem Übergang zur ESF wird eine solche Struktur in die auf der rechten Seite dargestellte Pro-
grammstruktur überführt. In der neuen Struktur wird zunächst eine boolesche Hilfsvariable h
eingeführt, welche mit dem Wert F für falsch initialisiert wird. Der Körper der neuen Schleife
wird genau dann ausgeführt, wenn entweder die ursprüngliche Schleifenbedingung c wahr ist
oder wenn die Hilfsvariable h den Wert F hat. Somit bewirkt die Initialisierung der Hilfsvariable
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auf den Wert F, dass der Schleifenkörper mindestens einmal durchlaufen wird. Im Körper der
Schleife werden sowohl der Block a als auch der Block b ausgeführt. Anschließend selektiert
ein im Rumpf neu hinzugefügter Multiplexer in Abhängigkeit von der Hilfsvariable h eines der
beiden Ergebnisse der Blöcke a und b. Bei der ersten Iteration ist der Wert der Hilfsvariable F, so
dass in diesem Fall stets das Ergebnis des Blocks a selektiert und weitergeleitet wird. Am Ende
des Schleifenrumpfes wird der Wert der Hilfsvariable auf T (wahr) gesetzt. Dies bewirkt, dass
ab diesem Zeitpunkt die Durchführung aller weiteren Iterationen allein von der ursprünglichen
Schleifenbedingung c abhängt, und der Multiplexer im Rumpf der Schleife grundsätzlich nur
noch das Ergebnis des ursprünglichen Schleifenrumpfes b selektiert.
Die Überführung anderer Steuerstrukturen in die ESF läuft nach dem gleichen Prinzip ab:
Es werden zusätzliche boolesche Hilfsvariablen eingeführt und in deren Abhängigkeit das Er-
gebnis des passenden Blocks am Ende des Schleifenrumpfes mit Hilfe zusätzlicher Multiplexer
selektiert.
Ein entscheidender Nachteil dieser Vorgehensweise ist, dass alle Steuerstrukturen der Spe-
zifikation, wie im Beispiel die Ausführung der Schleife nach Ausführung des Blocks a, in Da-
tenselektionen durch Multiplexer überführt werden. Aus Steuerabhängigkeiten werden also Da-
tenabhängigkeiten. So müssen im Rumpf der im Beispiel resultierenden Schleife immer sowohl
der Block a als auch der Block b parallel ausgeführt werden, bevor der Multiplexer das passende
Ergebnis selektieren kann. Folglich müssen ausreichend Hardwareressourcen bereitgestellt wer-
den, um sowohl Block a als auch Block b gleichzeitig berechnen zu können. Wird dagegen der
im Beispiel vom Entwerfer vorgegebene Steuerfluss während der Synthese aufrechterhalten, so
kann eine exklusive Ausführung der beiden Blöcke implementiert und somit eine gemeinsame
Nutzung von Hardwareressourcen durch die beiden Blöcke realisiert werden.
Weiter hat die ESF-Transformation den Nachteil, dass die Ausführungszeit des Schleifen-
rumpfes der Ausführungszeit des längsten enthaltenen Blocks entspricht. Eine Schleifeniteration
entspricht wiederum nach der Abbildung auf die Register-Transfer-Ebene genau einem Takt, so
dass der längste enthaltene Block im Schleifenrumpf letztendlich eine Unterschranke für die
Dauer eines Taktes auf RT-Ebene darstellt. Ist wie im Beispiel angedeutet der Block a sehr lange
und der Block b nur kurz, so muss im Schleifenrumpf dennoch grundsätzlich auf das Ende der
Berechnung des längeren Blocks a gewartet werden, da erst dann der Multiplexer seine Selektion
tätigen kann.
Die Überführung einer Spezifikation in Ein-Schleifen-Form ist eindeutig. Es ist Aufgabe der
vorher auszuführenden Optimierungs-Programm-Transformation die Spezifikation derart umzu-
formen und zu optimieren, dass die aus der ESF-Transformation resultierende Schaltung für
eine gegebene Kostenfunktion optimal wird. Als Grundlage für die Optimierungs-Programm-
Transformation existieren zwar bereits einige Optimierungstheoreme, welche bekannte Umfor-
mungen aus dem Bereich des Compiler-Baus, wie z. B. das Aufrollen von Schleifen, nachbilden
[AhSU86]. Allerdings gibt es bisher weder auf diesen Ansatz abgestimmte Entwurfsraumun-
tersuchungsmethoden noch ein Konzept für eine zielgerichtete Anwendung der Optimierungs-
Transformationen. Auf Grund der großen Abweichung dieses Ansatzes von gängigen Synthese-
verfahren ist überdies der Einsatz konventioneller Synthesealgorithmen kaum möglich.
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2.2.4 Zusammenfassung
Aus den vorgestellten Ansätzen geht hervor, dass sich korrekte Syntheseergebnisse im Rah-
men einer algorithmischen Synthese am ehesten durch die Vermeidung von Fehlern während
der Durchführung der Synthese gewährleisten lassen. Eine nachträgliche Verifikation der Imple-
mentierung bietet sich aus Komplexitätsgründen in aller Regel nicht an. Auch ist eine Software-
verifikation der Synthesewerkzeuge auf Grund deren Größe und Komplexität im Allgemeinen
nicht möglich. So erweist sich der transformationsbasierte Entwurf als der vielversprechendste
Ansatz zur Erzeugung garantiert korrekter Implementierungen.
Grundvoraussetzung für die fehlerfreie Funktionsweise eines transformationsbasierten Sys-
tems ist die Korrektheit der eingesetzten Transformationen und deren korrekte Ausführung. Zur
Sicherstellung der Korrektheit der Transformationen bietet sich ein formaler Beweis an. Um
menschliche Fehler bei der Beweisführung auszuschließen, empfiehlt sich der Einsatz eines
Theorembeweisers. Neben der Korrektheit der Transformationen an sich muss zusätzlich deren
fehlerfreie Ausführung garantiert werden. Eine ,,sorgfältige“ Implementierung der Transforma-
tionen reicht dazu nicht aus. Jedoch bietet auch in diesem Fall der Einsatz eines Theorembewei-
sers die Möglichkeit, die korrekte Ausführung der Transformationen zu gewährleisten.
In der formalen Synthese wird der komplette Ableitungsprozess, im Zuge dessen eine Imple-
mentierung aus einer Spezifikation abgeleitet wird, in einen Theorembeweiser eingebettet. Die
Korrektheit jedes einzelnen Transformationsschritts wird während der Durchführung der Syn-
these mit Hilfe des Theorembeweisers formal nachgewiesen. Durch diese Vorgehensweise erhält
man als Ergebnis der Synthese den formalen Beweis, dass die resultierende Implementierung
ihre Spezifikation erfüllt.
Das bisher am weitesten entwickelte System zur formalen Synthese digitaler Schaltungen ist
HASH. Im Bereich der algorithmischen Synthese steuerflussbehafteter Schaltungsbeschreibun-
gen weist dieses System allerdings noch einige Unzulänglichkeiten auf. Zum einen schränkt die
bisherige Vorgehensweise die Optimierungsmöglichkeiten, die sich normalerweise im Lauf ei-
ner algorithmischen Synthese ergeben, stark ein. Zum anderen weicht diese Vorgehensweise so
stark von gängigen Verfahren ab, dass eine Anbindung konventioneller Synthese- und Optimie-
rungsalgorithmen kaum in Frage kommt. Die einzigen Optimierungstransformationen, mit denen
Einfluss auf die Qualität der Implementierung genommen werden kann, sind im Wesentlichen ei-
nige interaktiv anzuwendende algorithmische Optimierungen. Eine zielgerichtete, automatisierte
Anwendung dieser Optimierungstransformationen ist nicht vorgesehen.
In dieser Arbeit wird daher ein neues Konzept zur Durchführung der formalen algorith-
mischen Synthese steuerflussbehafteter Schaltungsbeschreibungen vorgestellt. Es erlaubt die
vollständige Automatisierung der formalen algorithmischen Synthese und lehnt sich dabei stark
an gängige Syntheseverfahren an, so dass auch klassische Synthesealgorithmen zur Steuerung
des Entwurfsprozesses hinzugezogen werden können. Ziel ist eine vollautomatische algorithmi-
sche Synthese, welche bewiesenermaßen korrekte Implementierungen hoher Qualität erzeugt.
Kapitel 3
Grundlagen der formalen Synthese
Als Fundament für die Durchführung der formalen Synthese kommt in der vorliegenden Arbeit
der Theorembeweiser HOL [GoMe93] (Higher Order Logic) zum Einsatz. Nach einer kurzen
Einführung in HOL wird gezeigt, wie die Korrektheit der einzelnen Synthesetransformationen
mit Hilfe dieses Theorembeweisers sichergestellt und auf deren Basis eine korrekte formale Syn-
these durchgeführt werden kann. Anschließend werden die verschiedenen Schaltungsrepräsen-
tationen vorgestellt, die in dieser Arbeit zur formalen Darstellung digitaler Schaltungen auf der
Gatter-, RT- und algorithmischen Ebene eingesetzt werden.
3.1 Der Theorembeweiser HOL
Die im Theorembeweiser HOL verwendete Logik höherer Ordnung wurde von Mike Gordon
an der Universität Cambridge entwickelt [Gord85]. Sie basiert auf fünf Axiomen und acht Infe-
renzregeln. Ursprünglich war HOL primär für die Spezifikation und Verifikation von Hardware
gedacht, mittlerweile wird HOL aber auch in vielen anderen Bereichen eingesetzt.
HOL ist ein direkter Abkömmling des Theorembeweisers LCF (Logic for Computable
Functions), welcher Anfang der 70er an den Universitäten Edinburgh und Stanford von Ro-
bin Milner entwickelt wurde [GMWa79]. Mit LCF wurde damals die Programmiersprache ML
(Meta-Language) entworfen [GMMN78, MiTM97], auf die das HOL-System auch heute noch
aufbaut. Da Logik höherer Ordnung nicht entscheidbar ist, ist HOL grundsätzlich für eine in-
teraktive Nutzung ausgelegt. Mit Hilfe der zu Grunde liegenden Programmiersprache ML ist
allerdings eine Automatisierung bestimmter Beweisverfahren möglich.
ML ist eine universell einsetzbare, streng-typisierte, funktionale Programmiersprache. Das
HOL-System stellt als Sammlung einiger Bibliotheken eine Erweiterung der Sprache ML dar.
Mit diesen Bibliotheken wird unter anderem der abstrakte Datentyp thm für Theoreme der Lo-
gik höherer Ordnung eingeführt. Es gibt nur fünf vordefinierte Werte des Typs thm. Diese ent-
sprechen den von Gordon ausgewählten fünf grundlegenden Axiomen [Gord85] seiner Logik
höherer Ordnung. Weitere Theoreme können ausschließlich auf Basis der in den Bibliotheken
zur Verfügung gestellten Funktionen erzeugt werden. Deren korrekter Einsatz wird durch die
strenge Typüberprüfung von ML sichergestellt.
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Es stehen acht Funktionen zur Ableitung von Theoremen zur Verfügung, welche wiederum
Gordons grundlegenden Inferenzregeln entsprechen. Zusätzlich werden zahlreiche komplexere
Ableitungsfunktionen angeboten, welche aber alle letzten Endes auf die acht grundlegenden Ab-
leitungsfunktionen zurückgreifen. Durch das Abspeichern abgeleiteter Theoreme in sogenannten
Theorien kann die Basis der zur Verfügung stehenden Theoreme erweitert werden. Auf diese
Weise müssen bereits abgeleitete Theoreme nicht bei jedem Start des Systems neu erzeugt wer-
den.
Der kleine Kern von HOL, bestehend aus den fünf Axiomen und den acht Ableitungsfunktio-
nen, gepaart mit der strengen Typisierung von ML und vor allem auch dem Einsatz des abstrakten
Datentyps thm für Theoreme, führen zu einer extrem hohen Zuverlässigkeit der in HOL geführ-
ten Beweise. Laut Konrad Slind, einem der Entwickler von HOL, wurde in den letzten 10 Jahren
der HOL-Entwicklung nur ein einziger schwerwiegenderer Fehler gefunden, der gegebenenfalls
zu einem ,,falschen Beweis“ hätte führen können.
Die in dieser Arbeit verwendete Version des Theorembeweisers ist HOL98-Taupo 6. Ihr
liegt die ML-Version Moscow ML 2.01 zu Grunde, welche voll kompatibel zu Standard ML
[MiTM97] ist.
Terme in HOL
Terme sind in HOL gemäß dem λ-Kalkül nach Church [Chur40] aufgebaut und sind streng
typisiert. Sie basieren auf Variablen, Konstanten, Applikationen (Funktionsanwendungen) und
λ-Abstraktionen. Abbildung 3.1 zeigt den Aufbau von Termen in HOL∗.
λ-Abstraktion = “( λ” Variable “.” Term “)”
Applikation = “(” Term Term “)”




Abbildung 3.1: Syntax der Terme in HOL
Eine Konstante bezeichnet entweder einen konstanten Wert, wie z. B. die boolesche Konstan-
te T für wahr, oder einen fest definierten Term. So steht beispielsweise die Konstante AND für
eine Funktion, welche die boolesche Konjunktion ausführt. Eine Variable ist ein Platzhalter für
einen beliebigen Term.
Eine Applikation (t1 t2) bezeichnet das Ergebnis der Anwendung der Funktion t1, dem Ope-
rator, auf den Wert des Terms t2, dem Operanden. Applikationen sind linksassoziativ, so dass
t t1 t2 . . . tn als Abkürzung für (. . . ((t t1) t2) . . . tn) gilt.
Eine λ-Abstraktion λx.t bezeichnet eine Funktion v 7→ t[v/x] mit dem Parameter x und
dem Funktionsrumpf t. Der Term t[v/x] steht für den Term t, in dem alle freien Vorkommen
∗In dieser Arbeit werden alle Syntaxdefinitionen in der EBNF, der erweiterten Backus-Naur-Form, dargestellt.
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der Variablen x durch v substituiert wurden. Der Parameter einer λ-Abstraktion wird auch als
Abstraktionsvariable bezeichnet. Eine Variable x wird innerhalb eines Terms als gebunden be-
zeichnet, wenn sie im Geltungsbereich eines vorangehenden λx liegt, also zuvor als Abstrakti-
onsvariable deklariert wurde. Ansonsten wird sie als frei bezeichnet. Zum Beispiel ist das Auf-
treten der Variablen x in dem Term λx.(f(x, y)) durch das λx gebunden, während das Auftreten
der Variablen y frei ist. Ein Term, in welchem alle Variablen gebunden sind, wird als geschlos-
sen bezeichnet. Zur Abkürzung von Termen der Form (λx1.(λx2. . . . (λxn.t) . . . )) wird auch die
Notation λx1x2 . . . xn.t verwendet.
Eine erhebliche Verbesserung der Lesbarkeit von λ-Abstraktionen ermöglicht die Verwen-
dung des let-Konstrukts. Es gilt: (let x = p in M) := ((λx.M) p). Dem Parameter x
wird also explizit durch die let-Anweisung der Wert des Terms p zur Verwendung im Rest M
des Terms zugewiesen. Die vereinfachende Wirkung dieser Schreibweise wird vor allem bei ge-
schachtelten Abstraktionen deutlich, wie das folgende Beispiel zeigt:
((λx1.(λx2.(λx3.M) p3) p2) p1) = let x1 = p1 in
let x2 = p2 in
let x3 = p3 in M
Ein Term der Form (λx.t) s, also eine Applikation, deren Operator eine λ-Abstraktion ist,
wird als β-Redex (reducible expression) bezeichnet und kann β-reduziert werden. Eine β-Reduk-
tion bedeutet informell das ,,Ausführen“ der Applikation und entspricht dem Ersetzen des ur-
sprünglichen Terms (λx.t) s durch den Term t[s/x]. Eine solche Konversion ist allerdings nur
dann zulässig, wenn durch die Substitution von x durch s keine freien Variablen in s gebun-
den werden. Beispielsweise ist die Substitution der Variablen y in dem Term (λx.x + y) durch
den Term (x + 2) nicht zulässig, da die freie Variable x in (x + 2) im resultierenden Term
(λx.x+(x+2)) durch die vorangehende Deklaration der gleichlautenden Abstraktionsvariable x
gebunden wäre. Das Problem kann leicht umgangen werden, indem vor der β-Reduktion die be-
troffene Abstraktionsvariable umbenannt wird. Diese Art der Umformung wird als α-Konversion
bezeichnet. Nach der Umbenennung der Abstraktionsvariable x im Term (λx.x+y) in beispiels-
weise x′ erhält man den Term (λx′.x′+y). Eine Substitution von y durch (x+2) ist nun zulässig.
Entsprechende Umbenennungen nimmt der Theorembeweiser HOL bei Bedarf automatisch vor.
Eine weitere Art der Umformung von Termen ist die sogenannte η-Konversion. Sie reduziert
einen η-Redex, einen Term der Form (λx.R x), auf den Term R, falls x in R nicht frei vorkommt.
Typen in HOL
In der Logik höherer Ordnung sind alle Terme streng typisiert. Das folgende Beispiel soll die
Wichtigkeit einer strengen Typisierung deutlich machen. Das Beispiel trägt den Namen ,,Russells
Paradoxon“. Gegeben sei eine Definition der Funktion Ω wie folgt:
Ω = λP.¬(P P )
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Die Logik höherer Ordnung erlaubt eine Anwendung der Funktion Ω auf sich selbst. In die-
sem Fall lautete das Ergebnis:
Ω Ω = (λP.¬(P P )) Ω
= ¬(Ω Ω)
Im ersten Schritt wird das linke Ω durch seine Definition ersetzt. Anschließend wird eine
β-Reduktion durchgeführt. Die resultierende Aussage Ω Ω = ¬(Ω Ω) ist offensichtlich wider-
sprüchlich. Durch eine strenge Typisierung der Terme in der Logik höherer Ordnung werden
derartige Inkonsistenzen unterbunden. Eine Definition der Funktion Ω wie oben ist mit typisier-
ten Termen erst gar nicht möglich.
In der Logik höherer Ordnung hat jeder Term einen fest zugeordneten Typ, der seine Werte-
menge definiert. Abbildung 3.2 zeigt die Syntax der Typen in HOL.
Typkomposition = “(” Typ {“,” Typ } “)” Typoperator
Funktionstyp = Typ “→” Typ




Abbildung 3.2: Syntax der Typen in HOL
Atomare Typen sind konstante Typen und bezeichnen einen festen Wertebereich. Die Typ-
konstante bool bezeichnet beispielsweise den booleschen Wertebereich {T, F}. Typvariablen da-
gegen sind Platzhalter für einen beliebigen, festen Typ und können mit konkreten Typen instan-
tiiert werden. Ein Term, der eine Typvariable enthält, wird als polymorph bezeichnet. Ansonsten
heißt der Term monomorph.
Aus existierenden Typkonstanten können mit Hilfe sogenannter Typoperatoren neue Typen
erzeugt werden. Entsprechende Typkompositionen haben die Form (σ1, . . . , σn)op, wobei op
einen Typoperator der Wertigkeit n bezeichnet und σ1, . . . , σn die zugehörigen Typoperanden.
Ein wichtiger Typoperator ist beispielsweise prod. Er besitzt die Wertigkeit 2 und bildet das
kartesische Produkt zweier Typen. Ein Typ (σ1, σ2)prod wird im Allgemeinen als σ1 × σ2 dar-
gestellt.
Der Funktionstyp σ1 → σ2 bezeichnet den Typ einer (totalen) Funktion mit dem Defi-
nitionsbereich σ1 und dem Wertebereich σ2. Der Typoperator → ist rechtsassoziativ, so steht
σ1 → σ2 → · · · → σn → σ abkürzend für σ1 → (σ2 → (· · · → (σn → σ) . . . )).
Wird der Typ eines Terms explizit dargestellt, so wird er durch einen Doppelpunkt getrennt
hinter dem Term angegeben, wie zum Beispiel in λ(a, b).AND(a, b):bool×bool → bool.
Nach dieser kurzen Einführung in den Theorembeweiser HOL wird im Folgenden beschrie-
ben, wie auf Basis von HOL die Durchführung einer formalen Synthese realisiert werden kann.
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3.2 Durchführung der formalen Synthese
Der Begriff Formale Synthese bezeichnet die transformationsbasierte Ableitung einer Implemen-
tierung aus einer Schaltungsspezifikation innerhalb eines Theorembeweisers. Sie beginnt mit der
Spezifikation der gewünschten Schaltung als logischer Term im Theorembeweiser. Auf der algo-
rithmischen Ebene erfolgt die Spezifikation der Schaltung in der Regel als Verhaltensbeschrei-
bung in GROPIUS (siehe Abschnitt 3.3.3). Im Laufe der Synthese wird die Spezifikation durch
verhaltenserhaltende Transformationen optimiert und in eine für den Wechsel der Abstraktions-
ebene geeignete Form gebracht. Während dieser Phase handelt es sich bei allen Transformationen
um Äquivalenzumformungen der Schaltung. Im Folgenden werden zunächst die verschiedenen
Transformationsvarianten innerhalb einer Abstraktionsebene beschrieben. Anschließend werden
die Transformationen, welche einen Wechsel der Abstraktionsebene bewirken, erläutert.
3.2.1 Transformationen innerhalb einer Abstraktionsebene
Jede Transformation entspricht der Anwendung einer speziellen ML-Funktion, einer sogenann-
ten Konversion. Konversionen, welche keinen Wechsel der Abstraktionsebene bewirken, haben
als Eingabe einen Term t, transformieren diesen in einen Term t′, beweisen im Zuge dessen
gegebenenfalls existierende Vorbedingungen, und geben letztendlich ein Theorem `t = t′ aus.
Dieses Theorem besagt, dass der ursprüngliche Term t äquivalent zu der transformierten Vari-
ante t′ ist. Die transformierte Variante t′ ist der Ausgangspunkt für die nächste Transformation,
welche wiederum ein Theorem `t′ = t′′ ergibt. Beide Theoreme werden anschließend auf Basis
der Transitivität der Äquivalenzrelation zu einem Theorem `t = t′′ zusammengefasst. Damit
erhält man den Beweis, dass der ursprüngliche Term t äquivalent zum Ergebnis t′′ der letzten
Transformation ist.
Entsprechend dieser Vorgehensweise wird der Ausgangsterm Sn einer Abstraktionsebene
(siehe Abbildung 3.3) optimiert und transformiert, bis er in einer für den Wechsel der Ab-
straktionsebene geeigneten Form vorliegt. Ergebnis dieser Transformationen ist ein Theorem
`Sn = S ′n, welches die Äquivalenz zwischen dem ursprünglichen Ausgangsterm Sn und dem
resultierenden Term S ′n bestätigt.
Im Folgenden wird im Detail auf die verschiedenen Arten von Transformationsschritten,
welche Transformationen einer Schaltung innerhalb einer Abstraktionsebene bewirken, einge-
gangen.
Transformationen durch direkte Theoremanwendung
Die einfachste Art der Umformung eines Terms ist die Anwendung eines Theorems der Form
` t1 = t2, also eines Theorems, welches die Äquivalenz zweier Terme ausdrückt. Beispiel eines
entsprechenden Theorems ist das Theorem der Kommutativität der Multiplikation:
MULT COMM := ` ! m n.m ∗ n = n ∗m (3.1)
Wird eine Transformation auf Basis eines solchen Theorems auf einem bestimmten Term an-
gestoßen, so versucht HOL durch Mustererkennung (pattern-matching) den linken Teil t1 der
























Abbildung 3.3: Optimierungen und Verfeinerungen in der formalen Synthese
im Theorem enthaltenen Gleichung mit dem gegebenen Term in Übereinstimmung zu bringen,
indem die allquantifizierten Variablen des Theorems mit passenden Werten instantiiert werden.
Gelingt dies, so ist eine Anwendung des Theorems auf den gegebenen Term möglich. Das Er-
gebnis einer solchen Konversion entspricht der auf den Eingabeterm spezialisierten Variante des
eingesetzten Theorems.
Gegeben sei beispielsweise ein Term 7 ∗ (b − 2). Sein Bezeichner sei t. Die Operanden der
Multiplikation in t sollen mit Hilfe des Theorems 3.1 vertauscht werden. Zur direkten Anwen-
dung eines Theorems dient in HOL die Funktion REWR CONV. Eine Anwendung des Theorems
MULT COMM auf t ergibt:
(REWR CONV MULT COMM t) = ` 7 ∗ (b− 2) = (b− 2) ∗ 7
Es wurde erfolgreich eine Mustererkennung durchgeführt: Die Variable m des Theorems
MULT COMM wurde mit 7 und die Variable n mit dem Teilterm (b − 2) instantiiert. Ergebnis
ist ein Theorem, welches besagt, dass der ursprüngliche Term 7 ∗ (b − 2) äquivalent zu dem
resultierenden Term mit den vertauschten Operanden ist.
Transformationen durch Theoreme mit Annahmen/Prämissen
Etwas komplizierter gestaltet sich der Einsatz von Theoremen der Form A ` t1 = t2, also Theo-
remen mit nichttrivialen Annahmen, bzw. Theoremen der Form ` C ⇒ (t1 = t2), Theoremen
mit Prämissen. Sie sollen ebenfalls der Überführung eines Terms der Form t1 in einen Term der
Form t2 dienen. Für eine automatisierte Anwendung dieser Art von Theoremen müssen spezielle
Konversionen entwickelt werden, in deren Verlauf die im Theorem enthaltenen Annahmen bzw.
Prämissen automatisch bewiesen werden.
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Ein Beispiel für ein Theorem mit einer Prämisse ist das Theorem MOD MULT’ (MOD steht in
HOL für den Modulo-Operator):
MOD MULT’ := ` ! n r q. r < n ⇒ ((q ∗ n + r)MODn = r) (3.2)
Ein allgemeiner Ansatz für Konversionen, welche auf Theoremen dieser Form basieren, be-
ginnt mit der Analyse des zu transformierenden Terms. Es werden die Werte des Eingabeterms
ermittelt, welche den Variablen des anzuwendenden Theorems entsprechen. Mit diesen konkre-
ten Werten werden schließlich die Variablen des Theorems instantiiert und die Annahmen bzw.
Prämissen des nun spezialisierten Theorems mit Hilfe existierender Konversionen bewiesen. Das
resultierende Theorem enthält daraufhin keine Annahmen oder Prämissen mehr und kann, wie
im letzten Abschnitt beschrieben, auf den ursprünglichen Eingabeterm angewandt werden.
In Abbildung 3.4 ist als Beispiel eine Konversion dargestellt, welche die automatische Um-
formung eines Terms auf Basis des Theorems MOD MULT’ durchführt. Die Funktionsweise der
Konversion soll anhand des Eingabeterms ((b− 2) ∗ 7 + 3) MOD 7 demonstriert werden.
fun MOD MULT’ CONV st =
let
val n = rand st
val r = rand(land st)
val q = land(land(land st))
val specThm = ISPECL [n,r,q] MOD MULT’
val rwThm = CONV RULE ((LAND CONV ARITH CONV)
THENC IMP CONV) specThm
in
REWR CONV rwThm st
end
Abbildung 3.4: Beispiel einer Konversion zum Theorem MOD MULT’
Als Erstes findet in der Konversion die Analyse des Eingabeterms statt, in welcher die Werte
ermittelt werden, die den Variablen des Theorems MOD MULT’ entsprechen. Die Funktionen
rand und land liefern dabei den rechten bzw. linken Operanden eines Terms. Für den Eingabeterm
in diesem Beispiel ergeben sich für die Variable n der Wert 3, für r der Wert 7 und für die
Variable q der Wert b − 2. Mit Hilfe der Funktion ISPECL wird das Theorem MOD MULT’ mit
den ermittelten Werten instantiiert und so auf den zu transformierenden Term spezialisiert. Das
resultierende Theorem wird der Variablen specThm zugeordnet:
specThm = ` 3 < 7 ⇒ (((b− 2) ∗ 7 + 3)MOD 7 = 3)
Im nächsten Schritt wird die Prämisse des nun spezialisierten Theorems bewiesen. Die Funk-
tion CONV RULE erlaubt die Umformung eines Theorems mit Hilfe von Konversionen. Durch
die Funktion LAND CONV wird die Konversion ARITH CONV nur auf den linken Operanden
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der Implikation, den Teilterm 3 < 7, angewandt. ARITH CONV ist eine Konversion zur Aus-
wertung bestimmter mathematischer Ausdrücke. In diesem Fall ersetzt sie den Teilterm 3 < 7
durch T, also den Wert wahr. Man erhält: ` T ⇒ (((b − 2) ∗ 7 + 3)MOD 7 = 3). Der Opera-
tor THENC ermöglicht die sequentielle Ausführung von Konversionen, so dass die direkt nach
ARITH CONV ausgeführte Funktion IMP CONV die Vereinfachung der Implikation T⇒f zu
f bewirkt. Resultat ist das Theorem ` ((b− 2) ∗ 7 + 3)MOD 7 = 3. Dieses Theorem weist keine
Prämisse mehr auf und wird abschließend mit dem Befehl REWR CONV auf den ursprünglichen
Eingabeterm angewandt. Man erhält: ` ((b− 2) ∗ 7 + 3)MOD 7 = 3.
Das Ergebnis dieser Konversion gleicht zwar in diesem Fall dem in der Konversion abgelei-
teten Theorem rwThm. Das Theorem rwThm wird am Schluss aber nochmals explizit auf den
Eingabeterm angewandt, um sicherzustellen, dass bei der Analyse des Eingabeterms bzw. bei der
Spezialisierung des Theorems MOD MULT’ keine Fehler unterlaufen sind.
Transformationen durch konstruierte Theoreme
Eine weitere Möglichkeit der Transformation bieten Konversionen, die ausgehend von einem
Eingabeterm einen neuen Term in einer bestimmten Form aufbauen, und anschließend beweisen,
dass der neue Term äquivalent zum Eingabeterm ist. Ergebnis der Konversion ist ein speziell
konstruiertes Theorem, welches besagt, dass der ursprüngliche Term äquivalent zu seiner trans-
formierten Variante ist.
Ein Beispiel für eine entsprechende Transformation ist in Abbildung 3.5 gegeben. Ziel dieser
Konversion ist das Herausziehen des Operanden einer Funktion, so dass aus einer Applikation
f opr ein Term der Form (λv.f v) opr (bzw. let v = opr in (f v)) wird. Diese Transformation
wird später bei der Überführung einer GROPIUS-Spezifikation in eine bestimmte Darstellungs-
form benötigt (siehe Abschnitt 3.3.1).
fun EXTR OPR CONV ft =
let
val (f,opr) = dest comb ft
val v = genvar(type of opr)
val ft’ = mk comb(gen mk abs (var,mk comb(f,v)),opr)
val z = mk eq (ft,ft’)
in
prove(z, GEN BETA TAC THEN REFL TAC)
end
Abbildung 3.5: Beispiel einer konstruktiven Konversion
Die Funktionsweise der Konversion soll anhand eines Eingabeterms p (u ∗ 3) dargelegt wer-
den. Am Anfang der Konversion wird der Eingabeterm mit der Funktion dest comb in den Ope-
rator p und Operanden (u ∗ 3) unterteilt. Der Operator wird der Variablen f zugewiesen und
der Operand der Variablen opr. Als nächstes wird die spätere Abstraktionsvariable erzeugt, wel-
che den gleichen Typ wie der Operand (type of opr) haben muss. Die Funktion genvar wählt in
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diesem Zusammenhang einen eindeutigen, bisher nicht verwendeten Namen für die Abstrakti-
onsvariable. In diesem Beispiel sei dieser Name s. Anschließend wird der Zielterm konstruiert.
Die Funktion mk comb erzeugt aus einer Funktion und einem Operanden eine Applikation und
die Funktion gen mk abs erzeugt aus einer Variable und einem Term eine Abstraktion (siehe
auch Abschnitt 3.1). Der Zielterm ergibt sich zu (λs.p s)(u ∗ 3) und wird in der Variable ft’
gespeichert.
Nun ist zu beweisen, dass dieser Term äquivalent zum ursprünglichen Eingabeterm ist, dass
also gilt: (p(u∗3)) = ((λs.p s)(u∗3)). Dieses Beweisziel wird aus dem ursprünglichen Eingabe-
term ft und seiner neu konstruierten Variante ft’ mit Hilfe der Funktion mk eq konstruiert. In der
prove-Anweisung wird mit Hilfe sogenannten Taktiken der entsprechende Beweis durchgeführt.
Die Taktik GEN BETA TAC bewirkt eine β-Reduktion auf dem neu konstruierten Term, wor-
aufhin dieser dem Eingabeterm gleicht. Zu beweisen bleibt somit (p(u ∗ 3)) = (p(u ∗ 3)). Die
Gleichheit der beiden Terme wird durch die Taktik REFL TAC bestätigt. Ausgabe der Konversi-
on ist schließlich das Theorem ` (p(u ∗ 3)) = ((λs.p s)(u ∗ 3)).
3.2.2 Transformationen zum Wechsel der Abstraktionsebene
Beim Wechsel der Abstraktionsebene findet eine Verfeinerung der Spezifikation statt. Zum Bei-
spiel wird beim Wechsel von der algorithmischen Ebene zur Register-Transfer-Ebene die Zeit
konkretisiert. Während auf der algorithmischen Ebene nur die Kausalität relevant ist, werden
auf der RT-Ebene einzelne Takte betrachtet (siehe Kapitel 2). In diesem Fall ist die Imple-
mentierung nicht äquivalent zur Spezifikation. Stattdessen impliziert sie das in der Spezifika-
tion definierte Verhalten. Entsprechend kommen spezielle Implementierungstheoreme der Form
` Impl. ⇒ Spez. zum Einsatz. Diese Theoreme besagen, dass die verfeinerte Implementierung
die abstraktere Spezifikation erfüllt.
Vor dem Wechsel der Abstraktionsebene muss ein Term Sn, welcher hier den Ausgangspunkt
auf der abstrakteren Ebene repräsentiert, (vgl. Abbildung 3.3), in eine für das anzuwendende Im-
plementierungstheorem geeignete Form überführt werden. Diese Überführung erfolgt auf Basis
von Transformationen, wie sie im letzten Abschnitt beschrieben wurden. Ergebnis dieser Trans-
formationen ist ein Theorem ` Sn = S ′n, wobei der Term S ′n die von dem anzuwendenden
Implementierungstheorem geforderte Form aufweist.
Transformationen, welche einen Wechsel der Abstraktionsebene bewirken, ähneln den Trans-
formationen, welche Theoreme mit Annahmen und Prämissen einsetzen. Sie beginnen ebenfalls
mit der Analyse des Eingabeterms, welcher in diesem Fall der speziell geformte Term S ′n ist.
Im Term S ′n werden die konkreten Werte ermittelt, welche den Variablen des anzuwendenden
Implementierungstheorems entsprechen. Anschließend werden die Variablen des Implementie-
rungstheorems mit den ermittelten Werten instantiiert und so das Implementierungstheorem auf
den Eingabeterm spezialisiert. Ergebnis dieser Transformation ist ein Theorem ` In ⇒ S ′n. Der
Term In entspricht der Implementierung auf der niedrigeren Abstraktionsebene.
Ersetzt man in dem resultierenden Theorem nun den Term S ′n durch den äquivalenten Aus-
gangsterm Sn, so erhält man das Theorem ` In ⇒ Sn. Dieses Theorem besagt, dass die resul-
tierende Implementierung In die durch den Term Sn definierte Spezifikation erfüllt. Der Term
In wird im weiteren Verlauf als Spezifikation Sn+1 auf der tieferen Abstraktionsebene angese-
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hen. Die beiden verschiedenen Bezeichner In und Sn+1 werden auf Grund der unterschiedlichen
Betrachtungsweisen verwendet, bezeichnen aber exakt den gleichen Term.
Eine weitere Optimierung und Verfeinerung der Spezifikation Sn+1 ergibt wiederum ein
Theorem ` In+1 ⇒ Sn+1, bzw. ` In+1 ⇒ In. Darin steht In+1 für die Implementierung auf
der unter dem Term Sn+1 befindlichen Abstraktionsebene. Die Ergebnisse zweier Verfeinerun-
gen, hier ` In+1 ⇒ In und ` In ⇒ Sn, werden auf Basis der Transitivität der Implikation
zusammengefasst. Man erhält: ` In+1 ⇒ Sn. Somit ergibt sich als Endergebnis des gesamten
Syntheseprozesses stets ein Theorem, welches besagt, dass die letztendlich resultierende Imple-
mentierung die ursprüngliche Spezifikation erfüllt.
Die in dieser Arbeit eingesetzten Implementierungstheoreme und deren konkrete Anwendung
werden ausführlich in Abschnitt 5.6 erläutert.
3.2.3 Programmierfehler und die formale Synthese
Ebenso wie konventionelle Synthesewerkzeuge (und Software im Allgemeinen) ist auch das for-
male Synthesesystem nicht vor Programmierfehlern sicher. Programmierfehler führen allerdings
in diesem Ansatz im ungünstigsten Fall zu einem Syntheseprozess, der eventuell abbricht oder
niemals terminiert. Weiter existiert die Möglichkeit, dass die durch Synthesealgorithmen getrof-
fenen Entwurfsentscheidungen nicht korrekt umgesetzt werden, so dass die resultierende Im-
plementierung nicht die beabsichtigten physikalischen Eigenschaften aufweist. Sie kann sich
beispielsweise als Folge einer unkorrekten Umsetzung als zu langsam erweisen oder eine zu
große Fläche erfordern. Fehler dieser Art sind aber in der Regel verhältnismäßig einfach durch
eine Gegenüberstellung der ermittelten Entwurfsziele und der resultierenden Implementierung
aufzudecken.
Anders als bei konventionellen Synthesewerkzeugen kann jedoch in der formalen Synthese
niemals eine Implementierung erzeugt werden, deren Verhalten von dem in der Spezifikation
definierten abweicht: Mit jeder Implementierung wird stets der Beweis geliefert, dass diese ihre
Spezifikation erfüllt. Dieser Beweis wird automatisch durch das formale Synthesesystem inner-
halb des Theorembeweisers HOL geführt. Infolgedessen entspricht die Zuverlässigkeit dieses
Entwurfssystems exakt der extrem hohen Zuverlässigkeit des Theorembeweisers HOL (siehe
Abschnitt 3.1).
3.3 Formale Repräsentation von Hardware
Grundvoraussetzung für eine formale Synthese ist eine formale Darstellung der Hardware. Oh-
ne eine entsprechende Repräsentation ist ein formales Argumentieren über die Korrektheit von
Transformationen nicht möglich. Da die Semantik gängiger Hardwarebeschreibungssprachen
wie VHDL [VHDL02] oder Verilog [ThMo02] nur umgangssprachlich definiert ist, bieten sich
diese als Spezifikationssprache eines formalen Synthesesystems nicht an. Aus diesem Grund
wurde die formale Hardwarebeschreibungssprache GROPIUS entwickelt, deren Syntax und Se-
mantik mathematisch exakt in der Logik höherer Ordnung des Theorembeweisers HOL definiert
sind.
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Auf Grund der unterschiedlichen Abstraktionsgrade der Entwurfsebenen existiert für jede
Ebene eine spezielle Darstellungsform. Im Folgenden wird die formale Schaltungsrepräsentation
auf der algorithmischen, der RT- sowie der Gatterebene ausführlich beschrieben. Da in dieser Ar-
beit die algorithmische Synthese im Vordergrund steht, wird auf Spezifikationen auf der System-
ebene nicht näher eingegangen. In diesem Zusammenhang sei auf [Blum99, Blum00, SaBK01]
verwiesen.
3.3.1 Kombinatorische Schaltungsbeschreibungen
Kombinatorische Schaltungen stellen einen funktionalen Zusammenhang zwischen ihren Ein-
und Ausgängen her. Sie kombinieren die an ihrem Eingang anliegenden Größen zu einer ent-
sprechenden Ausgangsgröße. Graphisch werden kombinatorische Schaltungen als zyklenfreie
Datenflussgraphen (DFG) dargestellt. Die gerichteten Kanten eines Datenflussgraphen beschrei-
ben den Datenfluss von den Eingängen der Schaltung über Knoten, welche die auszuführenden
Operationen repräsentieren, zu den Ausgängen. In der Realität entsprechen die Datenflusskanten
den Signalleitungen, die die Funktionseinheiten miteinander verbinden.
Ein Beispiel für einen Datenflussgraphen zeigt Abbildung 3.6. Die Signale a, b, c und d
stellen die Eingänge des Datenflussgraphen dar. Die Signale g, h und i entsprechen den internen




















Abbildung 3.6: Ein Datenflussgraph
Die Operationen AND, OR und INV, welche in dem Datenflussgraphen zum Einsatz kommen,
bilden in HASH die Grundlage für kombinatorische Schaltungsbeschreibungen auf der Gatter-
ebene. AND bezeichnet die boolesche Konjunktion, OR die Disjunktion und INV die Negation.
Auf der Gatterebene sind alle Signale booleschen Typs, können also ausschließlich die Werte
T für wahr und F für falsch annehmen. Mit dieser Menge von Konstrukten kann jede beliebige
boolesche Funktion beschrieben werden, d. h. sie bilden eine Basis im Sinne der Aussagenlo-
gik. Die Auswahl gerade dieser Konstrukte als Basis geschah willkürlich. Genauso wären andere
Basen, bestehend beispielsweise aus der Operation NAND (der negierten Konjunktion), denkbar
gewesen.
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DFG-Terme
Kombinatorische Schaltungen werden in GROPIUS durch sogenannte DFG-Terme dargestellt
[EiKu95]. Wie alle Terme in HOL basieren auch DFG-Terme auf dem λ-Kalkül. Abbildung
3.7 zeigt einen DFG-Term, welcher dem Datenflussgraphen in Abbildung 3.6 entspricht.
λ(a,b,c,d). let r = INV a in
let g = b AND r in
let h = INV c in
let i = g AND h in
let s = INV g in
let t = d AND g in
let u = d OR i in
let v = d in
(r,s,t,u,v)
Abbildung 3.7: Ein DFG-Term
Der funktionale Zusammenhang zwischen den Ein- und Ausgangssignalen einer kom-
binatorischen Schaltung wird in DFG-Termen als λ-Abstraktion modelliert. Der Parameter
der λ-Abstraktion, in diesem Fall die Variablenstruktur (a,b,c,d), entspricht den Eingangssigna-
len der Schaltung. Daher werden die Variablen a, b, c und d auch als Eingangs- bzw. Eingabeva-
riablen des DFG-Terms bezeichnet.
Eine Variablenstruktur ist eine Struktur beliebig verschachtelter Variablen. Man beachte, dass
es in HOL keine n-Tupel gibt sondern nur Paare; n-Tupel werden durch verschachtelte Paare
nachgebildet. Dabei wird das Komma zur Trennung eines Paars als rechtsassoziativ angesehen,
so dass bei rechtsgeklammerten Paaren die Klammern im Allgemeinen weggelassen werden. Die
Termstruktur (t1, t2, . . . , tn−1, tn) steht also zum Beispiel für (t1, (t2, . . . (tn−1, tn) . . . )). In dem
konkreten Beispiel ist (a,b,c,d) eine Abkürzung für (a,(b,(c,d))).
Der DFG-Term in Abbildung 3.7 endet mit der Variablenstruktur (r,s,t,u,v). Die Ausgangs-
struktur eines DFG-Terms legt die Ausgangssignale der Schaltung fest. Entsprechend werden die
Variablen r, s, t, u und v auch als Ausgangs- bzw. Ausgabevariablen des DFG-Terms bezeichnet.
Im Rumpf des DFG-Terms können mit Hilfe des let-Konstrukts interne Signale explizit spezi-
fiziert und mit einem Namen versehen werden. In dem vorliegenden Beispiel wurde die Ausgabe
jeder Operation explizit gekennzeichnet. Für jeden Knoten in dem Datenflussgraphen existiert
genau ein let-Term. Zusätzlich wurde das Durchschleifen des Signals d durch einen weiteren
let-Term deutlich gemacht.
Die Reihenfolge der let-Terme in einem DFG-Term hängt allein vom Datenfluss zwischen
dessen Komponenten ab. Die Verwendung freier Variablen ist in DFG-Termen nicht zulässig. Sie
entsprächen Eingangssignalen ohne Signalquellen und somit ohne definierten Wert.
Der Datenfluss impliziert eine partielle Ordnung der let-Terme. Da die Ordnung der let-
Terme ausschließlich durch Datenflussabhängigkeiten eingeschränkt ist, können beispielsweise
in dem DFG-Term in Abbildung 3.7 die let-Terme, welche die internen Signale g und h defi-
nieren, vertauscht werden. Ihre beiden Komponenten sind voneinander unabhängig und würden
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in Hardware parallel ausgeführt werden. Auch der letzte let-Term, der das Durchschleifen des
Signals d spezifiziert, kann im Rumpf des DFG-Terms beliebig platziert werden. Dagegen ist
beispielsweise das Vertauschen der let-Terme mit den Parametern h und i nicht zulässig, da das
Signal h zur Berechnung des Signals i benötigt wird.
Alle Variablen in dem DFG-Term in Abbildung 3.7 haben booleschen Typ. Der Typ des
DFG-Terms ist somit bool × bool × bool × bool → bool × bool × bool × bool × bool.
Eine genaue Definition der Syntax von DFG-Termen ist in Abbildung 3.8 gegeben.
KonstVar = Konstante | Variable
VarStrukt = Variable | “(” VarStrukt “,” VarStrukt “)”
AusdrStrukt = Ausdruck | “(” AusdrStrukt “,” AusdrStrukt “)”
Ausdruck = KonstVar |
Präfix-Operator AusdrStrukt |
AusdrStrukt Infix-Operator AusdrStrukt |
DFG-Term AusdrStrukt
Ausgabe = AusdrStrukt
Rumpf = { “let” VarStrukt “=” AusdrStrukt “in” } Ausgabe
DFG-Term = “λ” VarStrukt “.” Rumpf
Abbildung 3.8: Syntax der DFG-Terme
Der Rumpf eines DFG-Terms besteht aus einer Reihe von let-Termen und schließt mit
einer Ausgabe ab. Die Ausgabe eines DFG-Terms ist eine beliebige Struktur von Ausdrücken.
Ausdrücke können Konstanten, Variablen, Operationen oder auch Applikationen ganzer DFG-
Terme sein. Die Möglichkeit der Verschachtelung von DFG-Termen erlaubt eine hierarchische
Schaltungsbeschreibung.
Operatoren kommen in Präfix- oder Infix-Notation vor und müssen vor ihrer Verwendung
in HOL definiert werden. Tabelle 3.1 listet die Operatoren und Konstanten auf, welche zur Be-
schreibung von Schaltungen auf der Gatterebene definiert wurden.
Bezeichner Typ Funktion
AND bool × bool → bool boolesche Konjunktion
OR bool × bool → bool boolesche Disjunktion
INV bool → bool boolesche Negation
T bool boolesche Konstante wahr
F bool boolesche Konstante falsch
Tabelle 3.1: Operatoren und Konstanten in GROPIUS auf der Gatterebene
In den let-Termen im Rumpf eines DFG-Terms werden Variablen die Werte beliebiger Aus-
drücke zugewiesen. Die Variablen können als Operanden in nachfolgenden let-Termen oder in
der Ausgabe des DFG-Terms weiterverwendet werden. Wie bereits angemerkt entsprechen diese
Variablen internen Signalen der Schaltung, denen explizite Bezeichner zugewiesen wurden.
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Flache DFG-Terme
Eine Unterklasse der DFG-Terme bilden sogenannte flache DFG-Terme (FDFG-Terme) [Eise99].
Der in Abbildung 3.7 dargestellte DFG-Term gehört beispielsweise dieser Unterklasse an. Flache
DFG-Terme haben folgende Einschränkungen gegenüber allgemeinen DFG-Termen:
• Die Ausgabe besteht nur aus einer Struktur von Konstanten und Variablen und enthält
keine Operationen.
• In jedem let-Ausdruck darf maximal ein Operator enthalten sein.
• Der Typ jeder Variable muss atomar oder eine Typvariable sein.
Somit ergibt sich für FDFG-Terme eine Syntax gemäß Abbildung 3.9. In den folgenden Syn-
taxdefinitionen werden teilweise bereits zuvor definierte Nichtterminale der Übersichtlichkeit
halber nochmals aufgeführt. Unveränderte Definitionen von Nichtterminalen sind durch graue
Schrift gekennzeichnet.
KonstVar = Konstante | Variable
VarStrukt = Variable | “(” VarStrukt { “,” VarStrukt } “)”
KonstVarStrukt = KonstVar |
“(” KonstVarStrukt { “,” KonstVarStrukt } “)”




Rumpf = { “let” VarStrukt “=” Ausdruck “in” } Ausgabe
FDFG-Term = “λ” VarStrukt “.” Rumpf
Abbildung 3.9: Syntax flacher DFG-Terme (FDFG-Terme)
In FDFG-Termen werden alle internen Signale explizit innerhalb von let-Ausdrücken be-
nannt und können so im Rest des Terms mehrfach verwendet werden. Dies ist beispielsweise
im Zusammenhang mit der Optimierung Zusammenfassen gemeinsamer Teilausdrücke wichtig:
Ein Teilausdruck, der mehrmals in einem DFG-Term vorkommt, wird nach dieser Optimierung
nur noch einmalig in einem let-Term berechnet und über den explizit zugewiesenen Namen im
restlichen DFG-Term beliebig oft referenziert (siehe Abschnitt 4.2.4).
Ein weiterer Vorteil von FDFG-Termen gegenüber allgemeinen DFG-Termen ist die bessere
Lesbarkeit der Schaltungsbeschreibung. Abbildung 3.10 stellt als Gegensatz die Normalform des
DFG-Terms in Abbildung 3.7 dar. Die Normalform eines Terms erhält man, indem man alle
β-Redizes und η-Redizes durch Anwendung ihrer entsprechenden Konversionen reduziert. Die
Überführung in die Normalform ist konfluent. Dies bedeutet, dass das Ergebnis (abgesehen von
den Namen der Variablen) von der Reihenfolge der Reduktionsanwendungen unabhängig ist.
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λ(a,b,c,d). (INV a,
INV(b AND (INV a)),
d AND (b AND (INV a)),
d OR ((b AND (INV a)) AND (INV c)),
d)
Abbildung 3.10: Normalform des Terms in Abbildung 3.7
Wie dem Beispiel in Abbildung 3.10 zu entnehmen ist, wurde der DFG-Term durch die
Überführung in die Normalform unübersichtlicher. Die Struktur des Datenflussgraphen kann nur
noch schwer nachvollzogen werden. Da aber die Normalform für alle DFG-Terme, welche den-
selben Datenflussgraphen repräsentieren, eindeutig ist, kann sie zum Äquivalenzbeweis zweier
DFG-Terme genutzt werden. Diese Vorgehensweise ist allerdings nur bei sehr kleinen DFG-
Termen möglich, da deren Größe im Zuge der Umformung in die Normalform mit der kombi-
natorischen Tiefe der Schaltung exponentiell anwachsen kann. Ursache für ein entsprechendes
Anwachsen ist die β-Reduktion von Signalen, die mehrfach als Operand im Rest des Terms zum
Einsatz kommen.
Der größte Vorteil einer Darstellung der Schaltung mittels flacher DFG-Terme ist eine Verein-
fachung der Automatisierung verschiedener Beweisverfahren. FDFG-Terme erlauben eine einfa-
che Traversierung über alle Operationen des jeweils entsprechenden Datenflussgraphen.
Einen Mittelweg zwischen gänzlich ausgeflachten DFG-Termen und DFG-Termen in Nor-
malform stellen sogenannte kompakte FDFGs (KFDFGs) dar [KaSa03].
Kompakte FDFG-Terme
KFDFG-Terme werden stets ausgehend von FDFG-Termen erzeugt. Soll ein DFG-Term in einen
KFDFG-Term überführt werden, so muss dieser zunächst in einen FDFG-Term transformiert
werden. Kompakte FDFG-Terme erhält man aus allgemeinen FDFG-Termen durch
• die β-Reduktion aller let-Terme, welche auf der rechten Seite der Zuweisung keine Ope-
ration, sondern nur eine Variable oder Konstante stehen haben.
• die β-Reduktion aller übrigen let-Terme, deren Parameter höchstens einmal im Rest des
Terms verwendet wird.
Durch die β-Reduktion aller let-Terme, welche interne Signale für Variablen oder Kon-
stanten einführen, wird der Term verkleinert und dadurch auch die Übersichtlichkeit des Terms
erhöht. Durch die β-Reduktion aller übrigen let-Terme, deren Parameter höchstens einmal im
Rest des Terms Verwendung finden, wird die Größe des Terms weiter reduziert. Da ausschließlich
let-Terme reduziert werden, deren Parameter höchstens einmal im Rest des Terms verwendet
werden, wird ein Wachsen des Terms, wie es bei der Überführung in die normierte Darstellung
auftreten kann, von vornherein unterbunden. Neben der höheren Übersichtlichkeit von KFDFG-
Termen ist vor Allem ihre Kompaktheit gegenüber allgemeinen DFG-Termen von Vorteil. Die
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Verarbeitungsgeschwindigkeit eines Terms im Theorembeweisers HOL hängt zu einem wesent-
lichen Teil von dessen Größe ab. Eine Verkleinerung der Terme führt somit zu einer Beschleuni-
gung des formalen Synthesesystems.
Infolge der oben genannten Transformationen, welche einen FDFG-Term als Ausgangspunkt
voraussetzen, ergibt sich für einen KFDFG-Term eine Syntax gemäß Abbildung 3.11.
KonstVar = Konstante | Variable
VarStrukt = Variable | “(” VarStrukt { “,” VarStrukt } “)”
KonstVarAusdrStrukt = KonstVar |
Ausdruck |
“(” KonstVarAusdrStrukt { “,” KonstVarAusdrStrukt } “)”
Ausdruck = Präfix-Operator KonstVarAusdrStrukt |
KonstVarAusdrStrukt Infix-Operator KonstVarAusdrStrukt
Ausgabe = KonstVarAusdrStrukt
Rumpf = { “let” VarStrukt “=” Ausdruck “in” } Ausgabe
KFDFG-Term = “λ” VarStrukt “.” Rumpf
Abbildung 3.11: Syntax kompakter FDFG-Terme (KFDFG-Terme)
Die kompakte Fassung des FDFG-Terms in Abbildung 3.7 zeigt Abbildung 3.12. Die let-
Terme mit den Parametern r und g wurden nicht reduziert, da diese beiden Parameter mehrfach
im Rest des Terms verwendet werden.
λ(a,b,c,d). let r = INV a in
let g = b AND r in
(r, INV g, d AND g, d OR (g AND (INV c)), d)
Abbildung 3.12: Der kompakte FDFG-Term des Terms in Abbildung 3.7
Definition hierarchischer Strukturen
HOL unterstützt den hierarchischen Aufbau von Funktionseinheiten. Auf Basis der Grundele-
mente auf der Gatterebene - AND, OR und INV - lassen sich neue Funktionseinheiten zur wei-
teren Verwendung in Schaltungsbeschreibungen definieren. Ein NAND-Baustein zur Berechnung
einer negierten Konjunktion lässt sich beispielsweise durch Verknüpfung eines AND- und eines
INV-Bausteins folgendermaßen definieren:
NAND := λ(a, b).INV(AND(a, b))
In dieser Arbeit wird für die Definition neuer Konstanten in HOL das Symbol := verwendet.
Es hat die Bedeutung ,,wird in HOL definiert durch“. Es handelt sich hierbei um eine konser-
vative Erweiterung der Logik. Somit kann die Konsistenz der Logik von HOL nicht durch die
Definition zusätzlicher Konstanten verletzt werden [Melh93].
3.3 Formale Repräsentation von Hardware 39
Ebenfalls zulässig ist die Definition neuer Konstanten in HOL mit freien Eingangsvariablen.
Freie Variablen werden in diesem Zusammenhang implizit als allquantifiziert betrachtet:
NAND(a, b) := INV(AND(a, b))
Durch die Definition beliebiger DFG-Terme als Konstanten mit einem bestimmten Namen,
welche wiederum zur Definition weiterer Komponenten herangezogen werden können, ist ein
hierarchischer Systementwurf möglich. In GROPIUS sind schon eine Reihe von zusammenge-
setzten Bausteinen definiert. Einige wichtige Beispiele aus [Eise99] zeigt Abbildung 3.13.
AND3(a, b, c) := AND(a,AND(b, c))
EQ1(a, b) := OR(AND(a, b),AND(INV(a),INV(b)))
EQ3((a1, a2, a3), (b1, b2, b3)) := AND3(EQ1(a1, b1),EQ1(a2, b2),EQ1(a3, b3))
XOR(a, b) := INV(EQ1(a, b))
MUX1(s, a, b) := OR(AND(s, a),AND(INV(s), b))
HADD(a, b) := (XOR(a, b),AND(a, b))
FADD(cin, a, b) := let (x, y) = HADD(a, b) in
let (sum, z) = HADD(cin, x) in
let cout = OR(y, z) in
(sum, cout)
Abbildung 3.13: Einige hierarchisch definierte Elemente
AND3 bezeichnet eine Konjunktion mit drei Eingängen und EQ1 die Äquivalenz zweier
boolescher Signale. EQ3 verwendet den neu definierten EQ1-Baustein zur Berechnung der Äqui-
valenz zweier Signalbündel mit jeweils drei booleschen Signalen. XOR ist der Exklusiv-Oder-
Baustein und MUX1 ein Multiplexer. HADD steht für einen Halbaddierer und wird zur Definition
des Volladdierers FADD verwendet.
Abstrakte kombinatorische Schaltungsbeschreibungen
Komponenten, bei deren Definition Signale variablen Typs verwendet werden, werden als po-
lymorphe Komponenten bezeichnet. Sobald eine polymorphe Komponente in einer Schaltungs-
beschreibung eingesetzt wird, werden deren variable Typen in Abhängigkeit ihres Kontexts mit
konkreten Typen instantiiert. Tabelle 3.2 stellt als Beispiel die Definitionen der polymorphen
Verdrahtungskomponenten FST und SND dar.
Bezeichner Definition Typ Funktion
FST FST (a,b) := a α× β → α Selektion der linken Hälfte eines Paars
SND SND (a,b) := b α× β → β Selektion der rechten Hälfte eines Paars
Tabelle 3.2: Polymorphe Verdrahtungskomponenten in GROPIUS auf der Gatterebene
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Die Funktion FST (first) selektiert die linke Hälfte eines Paars und die Funktion SND
(second) die rechte Hälfte. Sie entsprechen den Funktionen λ(f,s).f bzw. λ(f,s).s. Werden diese
Komponenten in einer Schaltungsbeschreibung eingesetzt, so werden ihre Typvariablen α und β
automatisch mit zu den jeweils angeschlossenen Signalleitungen passenden Typen belegt.
Gegeben sei beispielsweise ein Signalbündel ((a,b),c), dessen einzelne Signale a, b und c
alle booleschen Typs seien. Das Signalbündel hat somit den Typ (bool × bool) × bool. Wird
die Funktion FST auf dieses Signalbündel angewandt, so wird der Typ dieser FST-Instanz zu
((bool × bool) × bool) → (bool × bool) konkretisiert. Eine Anwendung der Funktion SND auf
dasselbe Signalbündel ergäbe für diese Instanz von SND den Typ ((bool× bool)× bool) → bool.
Weitere wichtige polymorphe Komponenten sind der Multiplexer MUX und der Operator
EQ, welcher die Äquivalenz zweier Signale bzw. Signalbündel ausdrückt (siehe Tabelle 3.3).
Der Ausdruck MUX(a,b,c) wählt in Abhängigkeit des booleschen Signals a das Signal(-bündel)
b oder c aus. Hat a den Wert T, so wird das Signal(-bündel) b gewählt, anderenfalls das
Signal(-bündel) c. Der Ausdruck EQ(a,b) liefert den Wert T, wenn die beiden eingehenden Si-
gnale bzw. Signalbündel a und b bzw. die gleichen Werte enthalten.
Bezeichner Typ Funktion
MUX bool × α× α → α Multiplexer
EQ α× α → bool Äquivalenzoperator
Tabelle 3.3: Polymorphe Operatoren in GROPIUS auf der Gatterebene
Sind alle variablen Typen einer polymorphen Komponente mit konkreten Typen belegt,
so kann eine Abbildung der Komponente auf eine Schaltungsstruktur aus elementaren Gat-
terbausteinen erfolgen. Ein Ausdruck MUX(a,(s1,s2),(t1,t2)), dessen Signale alle booleschen
Typ haben, könnte beispielsweise durch die gepaarte Anwendung der Komponente MUX1 aus
Abbildung 3.13 realisiert werden:
MUX(a, (s1, s2), (t1, t2)) := (MUX1(a, s1, t1),MUX1(a, s2, t2))
Auf der Gatterebene sind noch einige weitere Typen (u. a. Aufzählungsdatentypen) und Ope-
ratoren, beispielsweise zur Bearbeitung von Feldern, definiert, mit deren Hilfe generische re-
guläre Schaltungsstrukturen definiert werden können. Damit ist beispielsweise die Modellierung
generischer n-Bit-Addierer möglich, aus welchen durch Instantiierung der Variablen n konkrete
Addierer der gewünschten Bitbreite abgeleitet werden können [SaKa03, SaKa03b]. Die Model-
lierung generischer Schaltungen wird ausführlich in [Eise99] beschrieben und soll hier nicht
weiter betrachtet werden.
3.3.2 Sequentielle Schaltungsbeschreibungen
Ergänzt man eine kombinatorische Schaltung (ein Schaltnetz) um eine Rückkopplung, so entsteht
eine sequentielle Schaltung (ein Schaltwerk). Schaltwerke sind konkrete Implementierungen ab-
strakter Automaten bestehend aus einem Speicher, der den Zustand des Automaten enthält, sowie
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einer kombinatorischen Schaltung, welche die Ausgabe und den Folgezustand des entsprechen-
den Automaten ermittelt (siehe Abbildung 3.14). Den aktuellen Zustand hat der Automat auf
Grund eines Anfangszustandes und der gesamten Vorgeschichte aller bisher eingetroffenen Ein-
gaben erreicht. Man beachte, dass in synchronen Schaltungen eine Rückkopplung der Signale









Abbildung 3.14: Ein Schaltwerk
Die oft im Zusammenhang mit Automaten gebräuchliche Aufteilung der Ausgabe- und Über-
gangsfunktion in zwei strikt getrennte Funktionen wird in GROPIUS nicht vorgenommen. In der
Hardware wird dieser kombinatorische Anteil der Automaten letztendlich durch eine Struktur
elementarer Gatterbausteine realisiert. Durch ein Zusammenfassen der beiden Funktionen erhöht
sich das Potenzial möglicher Optimierungen. Es können beispielsweise gemeinsame Teilausdrü-
cke der Aus- und Übergangsfunktion zusammengefasst werden, so dass sie nur einmalig reali-
siert werden müssen. Als Folge werden die Fläche der Schaltung und somit auch deren Kosten
verringert.
Eine sonst gängige gesonderte Angabe des Ein- und Ausgabealphabets sowie des Zustands-
raums ist auf Grund der strengen Typisierung in GROPIUS nicht erforderlich. Durch den Typ
des Automaten werden die Wertebereiche der Ein- und Ausgänge sowie der Zustände eindeutig
festgelegt. Im Folgenden bezeichnen die Typvariablen ι, ω und σ die Typen der Eingangssignale,
der Ausgangssignale und der Zustände.
Ein Automat wird in GROPIUS durch ein Paar (f,q) definiert [Eise97b]. Die Funktion f re-
präsentiert den kombinatorischen Anteil der Schaltung, also die zusammengefasste Ausgabe-
und Übergangsfunktion, und die Variable q steht für den Initialzustand des Automaten (siehe
Tabelle 3.4).
Bezeichner Typ Funktion
f (ι× σ) → (ω × σ) Ausgabe- und Übergangsfunktion
q σ Initialzustand
Tabelle 3.4: Bestandteile eines Automaten auf der RT-Ebene
Die Funktion f erwartet als Eingabe ein Paar des Typs (ι×σ) bestehend aus der aktuellen Ein-
gabe des Automaten sowie dem aktuellen Zustand des Automaten. Die Ausgabe der Funktion f
42 3. Grundlagen der formalen Synthese
ist ein Paar, welches den Ausgabewert des Automaten sowie dessen Folgezustand enthält. Der
Ausgabetyp von f ist somit (ω × σ).
Ein Automat wird in GROPIUS durch eine Funktion dargestellt, welche eine Sequenz von Ein-
gabewerten auf eine Sequenz von Ausgabewerten abbildet. Die Zeit wird dabei durch natürliche
Zahlen des Typs num modelliert. Eine Zeiteinheit entspricht der Dauer eines Register-Transfers.
Ein Register-Transfer umfasst das Lesen des Speichers, die Verarbeitung der Eingabe und des
aktuellen Zustands durch die Funktion f sowie die Ausgabe des Automaten und das Speichern
des berechneten Folgezustands. Die Sequenz der Eingangssignale ist eine Funktion insq mit dem
Typ num → ι. Der Ausdruck (insq t) liefert den Eingabewert des Automaten zum Zeitpunkt t.
Entsprechend liefert die Funktion outsq:num → ω die Ausgabe des Automaten in Abhängigkeit
von der Zeit.
Die Semantik eines Automaten wird in GROPIUS mit Hilfe des Konstrukts automaton be-
schrieben. Die Definition der Funktion automaton erfolgt auf Basis der Hilfsfunktion state.
Die Funktion state ist mittels primitiver Rekursion über die Zeit t definiert:
state (f, q) insq 0 := q
state (f, q) insq (SUC t) := SND(f(insq t,state (f, q) insq t))
Die Funktion SUC liefert den Nachfolger einer natürlichen Zahl. Der Ausdruck (SUC t) ent-
spricht demnach (t+1). Die Funktion state liefert für einen Automaten (f,q) zu einer Eingabe-
sequenz insq die zugehörige Sequenz stsq:num → σ der Zustände, die der Automat einnimmt:
stsq := state (f, q) insq
Der Ausdruck (state (f,q) insq t) ergibt beispielsweise den Zustand des Automaten (f,q),
in dem er sich infolge der Eingabesequenz insq zum Zeitpunkt t befindet. Zum Zeitpunkt 0 ist
der Zustand des Automaten q. Auf Basis der Funktion state ist die Funktion automaton
folgendermaßen definiert:
automaton (f, q) insq t := FST(f(insq t,state (f, q) insq t))
Der Ausdruck (automaton (f,q) insq) liefert die Ausgabesequenz des Automaten (f,q) zu
einer gegebenen Eingabesequenz insq. Entsprechend gibt (automaton (f,q) insq t) den Ausga-
bewert des Automaten zum Zeitpunkt t an.
Ein Automat g, welcher auf einer Funktion f und einem Initialzustand q basiert, kann nun
unter Verwendung des Konstrukts automaton folgendermaßen definiert werden:
g := automaton(f, q)
Durch die Darstellung eines Automaten als ein Paar, bestehend aus einem DFG-Term f und
einem Initialzustand q, werden inkonsistente Schaltungsspezifikationen von vornherein ausge-
schlossen. DFG-Terme lassen die Spezifikation von Kurzschlüssen nicht zu und verzögerungs-
freie Zyklen sind ebenfalls durch die implizite Rückkopplung des Automatenzustands über Spei-
cherelemente bereits syntaktisch ausgeschlossen.
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3.3.3 Algorithmische Schaltungsbeschreibungen
Auf der algorithmischen Ebene besteht eine Schaltungsspezifikation aus einer algorithmischen
Beschreibung, welche die Funktionalität der gewünschten Schaltung spezifiziert, sowie einem
Schnittstellenverhaltensmuster, das die Schnittstelle der Schaltung zur Außenwelt definiert. Das
Schnittstellenverhaltensmuster erweitert die algorithmische Schaltungsbeschreibung um einige
Steuer- und Statussignale, wie zum Beispiel einem reset-, start- und ready-Signal, und legt fest,
wie die Kommunikation der Schaltung mit ihrer Umgebung auf Basis dieser zusätzlichen Signale
abläuft.
Durch das Signal reset kann die Ausführung einer Schaltung jederzeit abgebrochen und die
Schaltung in ihren Anfangszustand versetzt werden. Das reset-Signal ist auf der algorithmischen
Ebene von besonderer Bedeutung, da für GROPIUS-Spezifikationen auf dieser Ebene nicht mehr
grundsätzlich entscheidbar ist, ob die spezifizierte Berechnung für alle möglichen Eingaben ter-
miniert. Die Klasse der spezifizierbaren Algorithmen entspricht der Klasse der berechenbaren
bzw. µ-rekursiven Funktionen. Es ist möglich, dass eine Funktion nur für eine bestimmte Ein-
gabemenge ein Ergebnis liefert, während sie für andere Eingaben niemals terminiert. Eine sol-
che Funktion wird als partielle Funktion bezeichnet. Andere Funktionen, wie beispielsweise
DFG-Terme, terminieren immer. Sie liefern für jeden Eingabewert einen definierten Ausgabe-
wert und werden als totale Funktionen bezeichnet.
Um formal über partielle Funktionen auf der algorithmischen Ebene argumentieren zu
können, wurde der Datentyp α partial für die Ausgabe algorithmischer Schaltungsbeschreibun-
gen eingeführt [BlEi98]. Der Typ ist folgendermaßen definiert:
partial := Defined of α | Undefined
Der Typ α partial verfügt über die Konstruktoren Defined:α → α partial und
Undefined:α. Ein Objekt des Typs α partial kann die Werte Defined x, wobei x den Typ α
hat, und Undefined annehmen. Aus formaler Sicht bedeutet ein Wert Defined x als Ausga-
be einer algorithmischen Beschreibung, dass die Berechnung zu Ende geführt wurde und das
resultierende Ergebnis den Wert x hat. Der Wert Undefined besagt, dass die Berechnung nicht
terminiert. Im Allgemeinen ist für eine Spezifikation auf der algorithmischen Ebene nicht vorher-
sagbar, ob deren Berechnung terminieren wird oder nicht. Das Halteproblem ist für berechenbare
Funktionen unentscheidbar.
Mit der Einführung des neuen Typs α partial erzeugt der Theorembeweiser HOL automa-
tisch die Funktion PRIMREC partial, welche später zur Definition einiger der GROPIUS-
Konstrukte auf der algorithmischen Ebene verwendet wird:
` (∀f u y.PRIMREC partial (Defined y) f u = f y) ∧
(∀f u.PRIMREC partialUndefined f u = u)
(3.3)
Für die folgenden Definitionen der GROPIUS-Konstrukte ist die Variable u in Gleichung
3.3 grundsätzlich mit dem Wert Undefined belegt. Die Semantik des resultierenden Ausdrucks
PRIMREC partial x f Undefined lässt sich in einfachen Worten folgendermaßen beschrei-
ben: Ist die Eingabe x definiert, entspricht sie also einem Wert Defined y, so wird der Wert y
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als Operand an die Funktion f weitergereicht. In diesem Fall liefert der PRIMREC partial-
Ausdruck den Wert f y. Ist die Eingabe x allerdings undefiniert, also Undefined, so ist die
Ausgabe des PRIMREC partial-Ausdrucks auch stets Undefined.
Für Ausdrücke der Form PRIMREC partial x f Undefined wird auf Grund der besseren
Lesbarkeit die folgende Schreibweise bevorzugt verwendet:
case x of
Defined y → f y
‖ Undefined → Undefined
(3.4)
Algorithmische Verhaltensspezifikation in GROPIUS
Auf der algorithmischen Ebene erfolgt die Schaltungsspezifikation in GROPIUS mittels soge-
nannter P-Terme (Programm-Terme). Während ein DFG-Term den generischen Typ α → β
hat, haben P-Terme einen Typ α→ β partial. Abbildung 3.15 zeigt die Syntaxdefinition von
P-Termen. Bei den in dieser Arbeit eingesetzten Konstrukten handelt es sich um eine Fortent-
wicklung der in [Blum00] vorgestellten Konstrukte. Die ursprünglich erforderlichen acht Grund-
konstrukte konnten auf fünf reduziert werden [SaBK01]. Durch die Reduktion der Grundkon-
strukte sind zur Durchführung der formalen Synthese weniger Theoreme und Konversionen er-
forderlich, wodurch sich ebenfalls die Automatisierung der formalen Synthese vereinfacht (siehe
Abschnitt 4.2.1).
P-Term = “DEF” DFG-Term |
P-Term “SER” P-Term |
P-Term “PAR” P-Term |
“IF” DFG-Kond P-Term P-Term |
“WHILE” DFG-Kond P-Rumpf
Abbildung 3.15: Syntax der P-Terme
DFG-Kond steht für DFG-Terme mit boolescher Ausgabe, also DFG-Terme des Typs
α→bool. Diese Art von Termen wird zur Spezifikation von Bedingungen in Schleifen und Ver-
zweigungen verwendet. Allgemein hat ein P-Term einen Typ α→β partial. Das Nichtterminal
P-Rumpf in Abbildung 3.15 steht für eine Untermenge der P-Terme, deren Typ α→α partial
ist. Sie kommen als Rumpf von WHILE-Schleifen zum Einsatz. In Tabelle 3.5 sind die Typen der
neu eingeführten Konstrukte aufgelistet.
DFG-Terme sind ein wesentlicher Bestandteil von P-Termen. Sie werden eingebunden
mit dem Konstrukt DEF, welches den generellen Typ α → β eines DFG-Terms in den Typ
α→β partial umwandelt und auf diese Weise den DFG-Term in einen P-Term überführt:
DEF f x := Defined(f x) (3.5)
Die Typumwandlung ändert nichts an der Tatsache, dass der DFG-Term für alle Eingaben
terminiert. Die Ausgabe einer Funktion der Form DEF f angewandt auf einen Operanden x er-
3.3 Formale Repräsentation von Hardware 45
Bezeichner Typ
DEF (α → β) → (α → β partial)
SER (α → β partial) → (β → γ partial) → (α → γ partial)
PAR (α → β partial) → (α → γ partial) → (α → (β × γ) partial)
IF (α → bool) → (α → β partial) → (α → β partial) → (α → β partial)
WHILE (α → bool) → (α → α partial) → (α → α partial)
Tabelle 3.5: Typen der GROPIUS-Konstrukte auf der algorithmischen Ebene
gibt grundsätzlich einen Wert Defined (f x). Der Wert Undefined kann durch DEF-Terme nicht
erreicht werden.
Das Konstrukt SER dient zur sequentiellen Ausführung zweier P-Terme. SER wird dabei in
Infix-Notation verwendet. In einem Ausdruck (A SER B) x wird zuerst der P-Term A auf den
Operanden x angewandt. Terminiert die Berechnung von A x, so ist das Ergebnis der Berechnung
ein Wert Defined y. Der Wert y dient anschließend als Eingabe für den P-Term B. Terminiert
einer der beiden P-Terme nicht, so ist das Gesamtergebnis Undefined. Das Konstrukt SER ist
folgendermaßen definiert:
(A SER B) x := case A x of
Defined y → B y
‖ Undefined → Undefined
(3.6)
Die P-Terme, die durch das Konstrukt SER miteinander kombiniert sind, werden in Anleh-
nung an imperative Programmiersprachen auch als Anweisungen bezeichnet. Tatsächlich sind
P-Terme natürlich Funktionen. Weiter wird in Termen der Form A SER B der Term A als
Vorgänger von B bzw. der Term B als Nachfolger von A bezeichnet.
Mit Hilfe des Konstrukts PAR kann die Unabhängigkeit zweier P-Terme explizit ausgedrückt
werden. Die Unabhängigkeit besagt in diesem Zusammenhang, dass keiner der beiden P-Terme
Ergebnisse des anderen P-Terms zu seiner eigenen Berechnung benötigt. Die Funktion PAR wird
wie das Konstrukt SER in Infix-Notation verwendet.
In einem Ausdruck (A PAR B) x wird der Operand x:α als Operand an die beiden P-
Terme A:α→ β partial und B:α→ γ partial weitergereicht. Terminiert die Berechnung von
(A x) mit einem Wert Defined (u:β partial) und die Berechnung von (B x) mit einem Wert
Defined (v:γ partial), so werden ihre Ergebnisse u und v zu einem Paar zusammengefasst
und Defined ((u,v):(β × γ) partial) als Gesamtergebnis des PAR-Ausdrucks ausgegeben. Er-
gibt allerdings einer der P-Terme den Wert Undefined, so ist auch das Ergebnis des gesamten
PAR-Ausdrucks Undefined. Im Gegensatz zu der Berechnung eines SER-Ausdrucks können
beim PAR-Konstrukt die beiden P-Terme in beliebiger Reihenfolge ausgeführt werden.
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Das Konstrukt PAR ist mit Hilfe zweier verschachtelter case-Funktionen definiert:
(A PAR B) x := case A x of
Defined u → case B x of
Defined v → Defined (u,v)
‖ Undefined → Undefined
‖ Undefined → Undefined
(3.7)
Zur Definition des IF-Konstrukts wird die HOL-Funktion COND benutzt. Sie bewirkt die be-
dingte Ausführung eines ihrer beiden Zweige und hat den generischen Typ bool→α→α→α.
Im Allgemeinen werden die Notationen (if c then A else B) oder (c ⇒ A | B) für den Aus-
druck COND c A B verwendet. Ist die Bedingung c wahr, so ist das Ergebnis des Ausdrucks A,
ansonsten B.
Das IF-Konstrukt ist auf Basis der Funktion COND folgendermaßen definiert:
(IF c A B) x :=
(
COND (c x) (A x) (B x)
)
(3.8)
Ist die Bedingung c für das Argument x wahr, so ist das Ergebnis der Ausdruck A x. Ergibt
die Berechnung von c x den Wert F, wird also die Bedingung nicht erfüllt, ist das Ergebnis
des IF-Terms der Ausdruck B x. Um die Lesbarkeit des IF-Konstrukts zu verbessern, werden
im Folgenden den beiden Zweigen des IF-Konstrukts die Schlüsselwörter THEN und ELSE
vorangestellt. Es gilt:
(IF c THEN A ELSE B) := (IF c A B) (3.9)
Das folgende Theorem beschreibt die Semantik des WHILE-Konstrukts. Die konstruktive
Definition der WHILE-Funktion wird ausführlich in [Blum00] vorgestellt.
` ∀ c A x.
(∃y. (WHILE c A x = Defined y) ∧
∃ t s.
(s 0 = x) ∧
(∀n. n<t ⇒ (c (s n) ∧
A (s n) = Defined (s (n+1)))) ∧
¬c (s t) ∧
(s t = y))
∨ (WHILE c A x = Undefined)
(3.10)
In diesem Theorem bezeichnet die Variable c die Schleifenbedingung, also einen DFG-Term
mit boolescher Ausgabe. A steht für den P-Term, welcher den Rumpf der Schleife bildet, und die
Variable x für den Eingabewert der Schleife.
Der linke Teil der Disjunktion beschreibt den Fall, in welchem die Berechnung der Schleife
terminiert. In diesem Fall gibt es einen Wert y, so dass das Ergebnis der Schleifenberechnung
Defined y ist. Zusätzlich existieren ein Wert t, welcher die Anzahl der Iterationen repräsen-
tiert, die bis zum Terminieren der Schleife durchgeführt werden, sowie eine Funktion s, welche
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den Stand der Berechnung in Abhängigkeit einer bestimmten Iterationszahl liefert. Der Stand
der Berechnung entspricht vor der Durchführung der ersten Iteration dem Eingabewert x der
WHILE-Schleife (s 0 = x). Solange die Bedingung der Schleife für den aktuellen Stand der Be-
rechnung wahr ist, also (c (s n)) gilt, iteriert die Schleife weiter. In jeder Iteration wird einmalig
der Rumpf der Schleife ausgeführt. Der Rumpf wird auf den aktuellen Stand der Berechnung
angewandt und ergibt so den neuen Stand der Berechnung. Terminiert die Schleife, so muss auch
die Berechnung jeder einzelnen Iteration terminieren und infolgedessen einen definierten Wert
ergeben (A (s n) = Defined (s (n+1))). Die Schleife terminiert nach der t-ten Iteration. Zu die-
sem Zeitpunkt ist die Schleifenbedingung nicht mehr wahr (¬c (s t)). Das Ergebnis der gesamten
Schleifenberechnung entspricht schließlich dem letzten Stand der Berechnung (s t = y).
Im Theorem 3.10 beschreibt der rechte Teil der Disjunktion den Fall, in welchem die Schleife
nicht terminiert. Das kann zweierlei Ursachen haben: Entweder ergibt die Schleifenbedingung
niemals den Wert falsch, es handelt sich also um eine Endlosschleife, oder in einer Iteration
führt die Berechnung des Rumpfes zu einem undefinierten Wert, d. h. der Rumpf selbst termi-
niert nicht. Terminiert die WHILE-Schleife nicht, so ist das Ergebnis der Schleifenberechnung
undefiniert (Undefined).
Durch das Einfügen des Schlüsselworts DO zwischen der Bedingung und dem Rumpf einer
Schleife soll im Folgenden die Lesbarkeit des WHILE-Konstrukts verbessert werden. Es gilt:
(WHILE c DO A) := (WHILE c A) (3.11)
Ein Beispiel für eine algorithmische Verhaltensbeschreibung in GROPIUS wird in Abbildung
3.16 gegeben. Bei dieser Spezifikation handelt es sich um einen effizienten Algorithmus zur
Berechnung von un. Abbildung 3.17 stellt zum Vergleich das entsprechende Programm in der
Programmiersprache C dar.
DEF (λ(u, n).
let v = 1 in (u, v, n))
SER
(WHILE (λ(u, v, n).n> 0) DO
( IF (λ(u, v, n).ODD n)
THEN (DEF (λ(u, v, n).
let v’ = u∗v in
let n’ = n−1 in (u, v’, n’)))
ELSE (DEF (λ(u, v, n).
let u’ = u∗u in
let n’ = n DIV 2 in (u’, v, n’)))) )
SER
DEF (λ(u, v, n).v)
Abbildung 3.16: Algorithmische GROPIUS-Beschreibung zur Berechnung von un
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int uhochn (int u, int v)
{ int v = 1;
while (n>0)
{ if (n%2)
{ v = u∗v;
n = n−1;}
else
{ u = u∗u;
n = n/2;} }
return v;
}
Abbildung 3.17: C-Programm zur Berechnung von un
Ableitung weiterer algorithmischer Konstrukte
Um den Komfort von Schaltungsspezifikationen in GROPIUS zu erhöhen, können auf Basis der
fünf vorgestellten algorithmischen Grundkonstrukte weitere Hilfskonstrukte definiert werden. Es
folgen einige Bespiele nützlicher Definitionen, die im weiteren Verlauf der Arbeit Verwendung
finden.
NOP := DEF(λ(x.x)) (3.12)
IFT c THEN A := IF c THEN A ELSE NOP (3.13)
Das Konstrukt NOP (no operation) wird im Wesentlichen als Hilfskonstrukt für weitere
Definitionen verwendet. Die zur Definition von NOP verwendete Funktion λ(x.x) entspricht der
Identitätsfunktion, welche u. a. durch die Funktion I repräsentiert wird. Sie führt keine Opera-
tion durch und gibt ihren Eingabewert unverändert weiter. Auf Basis des IF-Konstrukts und NOP
ist das Konstrukt IFT definiert, welches die bedingte Ausführung eines P-Terms A realisiert.
Zur Einführung einer lokalen Variablenstruktur mit einer Initialisierung n dient das Konstrukt
LOCVAR. Es ist folgendermaßen definiert:
LOCVAR n A := DEF(λx.(x, n)) SER A SER DEFFST (3.14)
Der erste DEF-Ausdruck erweitert einen Eingabewert x:α um eine lokale Variable bzw.
eine Variablenstruktur, welche mit dem Wert n:γ initialisiert wird. Auf den resultierenden
Wert wird der P-Term A angewandt. A hat einen Typ (α× γ)→ (β × γ) partial. Der rechte
DEF-Ausdruck lässt die lokale Variable schließlich wieder fallen. Der Typ des gesamten Aus-
drucks LOCVAR n A ist somit α→β partial.
Die Konstrukte LEVA und RIVA ermöglichen die selektive Anwendung eines P-Terms auf
den linken bzw. rechten Teil einer gepaarten Eingabe. Es gilt:
LEVA A := (DEF FST SER A) PAR (DEF SND) (3.15)
RIVA A := (DEF FST) PAR (DEF SND SER A) (3.16)
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Der Ausdruck LEVA A hat einen Typ (α× γ) → (β × γ) partial. Eine Eingabe
(x,k):(α× γ) wird entsprechend der Semantik des PAR-Konstrukts zunächst an beide Zweige
von PARweiter geleitet. Im linken Zweig wird mit DEF FST der rechte Teil des Paars (x,k) fallen
gelassen und anschließend der P-Term A auf den verbleibenden Wert x angewandt. Im rechten
Zweig dagegen wird der Wert x fallen gelassen und der verbleibende Wert k unverändert weiter-
geleitet. Das Ergebnis der Berechnung von A x und der unveränderte Wert k werden schließlich,
falls die Berechnung von A x terminiert, entsprechend der PAR-Semantik zusammengefasst und
ausgegeben. Terminiert die Berechnung von A x nicht, so ist die Ausgabe undefiniert. Bei dem
Konstrukt RIVAwird analog der P-Term A ausschließlich auf dem rechten Teil des Eingabepaars
ausgeführt. Der linke Teil bleibt unverändert.
Um dem Schaltungsentwerfer die Spezifikation von Schaltungen weiter zu erleichtern, ist auf
Basis der Grundkonstrukte auch die Herleitung eventuell bereits bekannter Konstrukte aus ande-
ren Programmiersprachen möglich. Im Folgenden werden als Beispiele die Konstrukte REPEAT
und FOR eingeführt, mit deren Hilfe Schleifen mit der Semantik der entsprechenden Konstrukte
der Sprache MODULA-2 [Wirt85] dienen können.
Das Konstrukt REPEAT erlaubt die Spezifikation einer Schleife mit nachfolgender Prüfung.
Es findet bei diesem Schleifentyp eine erste Ausführung des Schleifenrumpfes ohne Prüfung der
Abbruchbedingung statt. Daher werden entsprechende Schleifen auch als ,,annehmende Schlei-
fen“ bezeichnet. Das Konstrukt ist wie folgt definiert:
REPEAT A UNTIL c := A SER (WHILE c DO A) (3.17)
Das folgende Beispiel der Definition des Konstrukts FOR zeigt, dass auch komplexere und
ausgefeiltere Ableitungen aus den Grundkonstrukten einfach möglich sind:
FOR i m s A := LOCVAR (i,m,s)
(IF (λ(x,(i,m,s)). s > 0)
THEN (WHILE (λ(x,(i,m,s)). s ≤ m)
DO (A PAR (DEF (λ(x,(i,m,s)).(i+s,m,s)))))
ELSE (WHILE (λ(x,(i,m,s)). s ≥ m)
DO (A PAR (DEF (λ(x,(i,m,s)).(i+s,m,s))))))
(3.18)
Der Wert i definiert den Initialwert der Zählervariable, m ihren Grenzwert und s ihre Schritt-
weite. Alle drei Werte haben den Typ num. Der Typ des gesamten Ausdrucks FOR i m s A sei
α→α partial.
Die Realisierung einer FOR-Schleife beginnt in GROPIUS mit der Einführung der Zählerva-
riable, des zugehörigen Grenzwerts sowie der Schrittweite der Zählervariable als lokale Varia-
blen. Im anschließenden IF-Ausdruck wird in Abhängigkeit davon, ob die Schrittweite positiv
oder negativ ist, zu einer der beiden WHILE-Schleifen mit der passenden Abbruchbedingung ver-
zweigt. Nach der Semantik von FOR-Schleifen in MODULA-2 ist die Zählervariable im Rumpf
der Schleife zwar lesbar, aber nicht veränderbar. Dieser Tatsache wird im Rumpf der Schleife
durch das PAR-Konstrukt Rechnung getragen. Im rechten Zweig des PAR-Ausdrucks wird sepa-
rat die Zählervariable i um die Schrittweite s erhöht bzw. vermindert und der Grenzwert m sowie
die Schrittweite s unverändert weitergegeben. Der linke Zweig des PAR-Ausdrucks erhält wie
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der rechte Zweig die gesamte Variablenstruktur (x,(i,m,s)) als Eingabe. Die Funktion A berech-
net auf Basis dieser Eingabe einen neuen Wert des Typs α partial und lässt den rechten Teil der
Eingabe fallen. A hat also den Typ (α× num× num× num)→α partial. Auf diese Weise
kann die Funktion A Berechnungen auf Basis der Zählervariable (und auch des Grenzwerts bzw.
der Schrittweite) durchführen, diese drei Werte aber nicht verändern.
Schnittstellenverhaltensmuster
Für eine vollständige Schaltungsbeschreibung in GROPIUS ist neben der Spezifikation des
funktionalen Verhaltens der gewünschten Schaltung zusätzlich die Auswahl eines bestimmten
Schnittstellenverhaltensmuster erforderlich, welches die Kommunikationsweise der Schaltung
mit der Außenwelt definiert. Es steht bereits eine Auswahl aus mehreren vordefinierten Schnitt-
stellenverhaltensmustern zur Verfügung.
Ein Schnittstellenverhaltensmuster ergänzt die algorithmische Spezifikation der Schaltung
um einige Steuer- und Statussignale, im Allgemeinen um die Signale start, ready und reset. Die
Signale start und reset sind eingehende Signale, während das Signal ready ein Ausgangssignal ist
(siehe Abbildung 3.18). Mit Hilfe des Eingangssignals start wird auf Basis der gerade gültigen
Eingabewerte eine Berechnung angestoßen, welche dem spezifizierten funktionalen Verhalten
der Schaltung entspricht. Das Signal ready gibt an, ob die Schaltung gerade beschäftigt ist, oder
ob sie bereit ist, eine neue Berechnung durchzuführen. Mit Hilfe des Signals reset kann eine
Berechnung jederzeit abgebrochen und die Schaltung in ihren Anfangszustand versetzt werden.
Abbildung 3.18: Vollständige Schaltungsbeschreibung auf der algorithmischen Ebene
Die einfache Syntax vollständiger algorithmischer Schaltungsspezifikationen ist in Abbil-
dung 3.19 dargestellt. Das Nichtterminal SSVM steht für ein bestimmtes Schnittstellenverhal-
tensmuster, welches dem P-Term VerhSpez zugeordnet wird. Der P-Term VerhSpez entspricht
der funktionalen Verhaltensbeschreibung der gewünschten Schaltung.
VerhSpez = P-Term
AlgSpez = SSVM VerhSpez
Abbildung 3.19: Syntax algorithmischer Schaltungsbeschreibungen
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Definition 3.19 gibt die Spezifikation eines Schnittstellenverhaltensmusters wieder†. Die
Funktion GEN SSVM beschreibt eine Relation zwischen den Ein- und Ausgangssignalen einer
algorithmischen Schaltungsbeschreibung. Aus dem Muster GEN SSVM werden später durch spe-
























GEN SSVM SPEC (startsq,resetsq,readysq,inputsq,outputsq) :=
¬(startsq 0) ⇒ readysq 0
∧
∀ t.
(readysq t ∧ ¬(startsq (t+1))) ⇒
readysq (t+1) ∧
(outputsq (t+1) = outputsq t)
∧
(resetsq t ∧ ¬(startsq t)) ⇒ readysq t
∧
(((t=0) ∨ readysq (t-1) ∨ resetsq t) ∧ startsq t) ⇒
case (SPEC (inputsq t)) of
Defined res →(
∃ m.
∀ n.(n < m ∧ (∀ p.p < n ⇒¬(resetsq (t+p+1)))) ⇒
¬(readysq (t+n))
∧
(∀ n.n < m ⇒¬(resetsq (t+n+1))) ⇒








In Definition 3.19 werden wie bei den sequentiellen Schaltungsbeschreibungen in
Abschnitt 3.3.2 Sequenzen von Signalen, also Signale in Abhängigkeit von der Zeit, betrachtet.
Die Zeit wird hier ebenfalls durch natürliche Zahlen des Typs num repräsentiert. Zwar ist auf der
algorithmischen Ebene die Zeit ausschließlich in Bezug auf Kausalitäten relevant. Letztendlich
wird jedoch eine Zeiteinheit der algorithmischen Ebene in der resultierenden Implementierung
auf der RT-Ebene auf genau einen Register-Transfer, also einen Takt, abgebildet.
Die Steuersignale start, reset und ready haben alle den Typ bool. Entsprechend haben ihre
Wertsequenzen startsq, resetsq und readysq den Typ num→bool. Hat die Verhaltensspezifikati-
on SPEC den Typ α→β partial, so folgen daraus für die Sequenzen der Ein- und Ausgabesi-
gnale (inputsq und outputsq) die Typen num→α bzw. num→β.
Das Verhalten des Schnittstellenverhaltensmusters GEN SSVM ist beispielhaft in Abbildung
3.20 dargestellt. In dieser Darstellung entspricht ein hoher Signalpegel dem booleschen Wert
†Um die Übersichtlichkeit größerer Formeln zu erhöhen, werden im Folgenden Klammerungen teilweise weg-
gelassen und durch Einrückung des Textes ausgedrückt.
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wahr (in GROPIUS: T) und ein niedriger Signalpegel dem Wert falsch (in GROPIUS: F). Ein
Signal, welches wahr ist, wird auch als aktiv bzw. aktiviert bezeichnet. Graue Kästen beim Aus-
gabesignal stehen für einen undefinierten Wert.
Um eine einfache Gegenüberstellung der verschiedenen Schnittstellenverhaltensmuster zu
ermöglichen, werden in den folgenden Beispielen ihre Wirkungsweisen jeweils anhand der glei-
chen Eingabesequenzen (bzw. einer Untermenge davon) veranschaulicht. Weiter soll jedem Bei-
spiel die gleiche algorithmische Verhaltensspezifikation SPEC zu Grunde liegen. Die Zugehörig-
keit eines Ausgabewerts zu einem bestimmten Eingabewert wird durch Indizes hervorgehoben.
So gilt zum Beispiel SPEC i1 = Defined o1, d. h. die Ausgabe o mit dem Index 1 wurde auf
Basis der Eingabe i mit dem gleichen Index 1 ermittelt.
Zum Zeitpunkt 0 befindet sich die Schaltung im Ruhezustand, es sei denn, dass sofort durch
ein aktives Signal start eine Berechnung angestoßen wird. Im Ruhezustand hat das Signal ready
den Wert wahr. Dieses Verhalten ist in Zeile 1 der Definition 3.19 spezifiziert. Im Beispiel in
Abbildung 3.20 ist dieser Zustand zum Zeitpunkt 0 dargestellt.
Ist die Schaltung im Ruhezustand, ist also ready aktiv, und wird zum darauf folgenden Zeit-
punkt keine neue Berechnung durch Aktivierung des start-Signals angestoßen (Zeile 4), so bleibt
die Schaltung im Ruhezustand (Zeile 5) und am Ausgang wird der letzte Ausgabewert weiter ge-
halten (Zeile 6, Zeitpunkte 0, c, e und j).
Mit Hilfe des reset-Signals kann eine Berechnung jederzeit abgebrochen und die Schaltung
wieder in den Ruhezustand versetzt werden (Zeile 8, Zeitpunkt g). Wird allerdings gleichzei-
tig mit dem reset-Signal das start-Signal aktiviert, so wird eine eventuell laufende Berechnung
abgebrochen und sofort eine neue Berechnung auf Basis des zu diesem Zeitpunkt gültigen Ein-
gabewerts angestoßen (Zeile 10). In Abbildung 3.20 wird zum Beispiel die Berechnung, die zum
Zeitpunkt h auf Basis des Eingabewertes i5 gestartet wurde zum Zeitpunkt i abgebrochen und
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Abbildung 3.20: Verhalten des Schnittstellenverhaltensmusters GEN SSVM
Um bei einem inaktiven reset-Signal eine neue Berechnung durch Aktivierung des Signals
start anstoßen zu können, muss die Schaltung sich entweder im Ruhezustand befinden (Zeit-
punkte a, d, f und h) oder gerade erst in Betrieb genommen worden sein (Zeile 10). Ansonsten
hat die Aktivierung des Signals start keine Auswirkungen auf eine laufende Berechnung. So hat
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zum Beispiel das Aktivieren des Signals start zum Zeitpunkt b keinerlei Einfluss auf die zum
Zeitpunkt a begonnene Berechnung.
Eine Berechnung wird auf Basis des Eingabewertes durchgeführt, welcher zu Beginn der
Berechnung am Eingang der Schaltung anliegt (Zeile 11). Zum Zeitpunkt a ist das der Wert i1,
bei d i3, bei f i4, bei h i5 sowie zum Zeitpunkt i der Wert i6.
Für den Verlauf einer Berechnung (Zeile 11) gibt es zwei Möglichkeiten: Entweder sie ter-
miniert mit einem definierten Wert res (Zeile 12-18) oder sie terminiert nicht und das Ergebnis
ist undefiniert (Zeile 19-22).
Terminiert die Berechnung, so gibt es einen Wert m, welcher der Dauer der Berechnung ent-
spricht (Zeile 13). Startet die Berechnung zum Zeitpunkt t, so endet sie zum Zeitpunkt t+m.
Während einer laufenden Berechnung ist das Signal ready durchgehend inaktiv (Zeile 15),
sofern die Berechnung nicht mit Hilfe des reset-Signals abgebrochen wird (Zeile 14). Bleibt
während der gesamten Berechnung das reset-Signal inaktiv (Zeile 17), so liegt schließlich zum
Zeitpunkt t+m das Ergebnis der Berechnung res am Ausgang der Schaltung an (Zeile 18, Zeit-
punkte c, e und j). Gleichzeitig wird das ready-Signal aktiviert, um anzuzeigen, dass die gerade
durchgeführte Berechnung beendet ist und ein gültiger Wert am Ausgang der Schaltung anliegt.
Zusätzlich wird dadurch die Bereitschaft der Schaltung für weitere Berechnungen signalisiert.
Falls die Berechnung nicht terminiert, wird das ready-Signal niemals aktiviert (Zeile 22). So
wird der Umgebung signalisiert, dass die Schaltung die Berechnung noch nicht zu Ende geführt
hat. Erst durch die Aktivierung des reset-Signals (Zeile 21 bzw. Zeile 8) kann die Schaltung wie-
der initialisiert werden, damit sie für weitere Berechnungen zur Verfügung steht. Dabei kann, wie
bereits erwähnt, durch gleichzeitiges Aktivieren des Signals start sofort eine neue Berechnung
angestoßen werden (Zeile 10, Zeitpunkt i).
Tabelle 3.6 fasst für das Schnittstellenverhaltensmuster GEN SSVM die Bedeutung der ver-
schiedenen möglichen Kombinationen der Steuersignale nochmals zusammen. Die Werte T bzw.
F stehen für aktive bzw. inaktive Signale. Der Eintrag ,,–“ steht sowohl für den Wert T als auch
für den Wert F.
start reset ready Bedeutung
F – T Ruhezustand der Schaltung
T – T Anstoßen einer Berechnung
T T F Abbruch einer laufenden und Start einer neuen Berechnung
– F F Aktiver Zustand der Schaltung
F T F Abbruch einer laufenden Berechnung
Tabelle 3.6: Bedeutung der Steuersignale des Schnittstellenverhaltensmusters GEN SSVM
Koppelt man im Schnittstellenverhaltensmuster GEN SSVM das reset-Signal mit dem start-
Signal, so erhält man das Schnittstellenverhaltensmuster START RESET SSVM:
START RESET SSVM SPEC (startresetsq,readysq,inputsq,outputsq) :=
GEN SSVM SPEC (startresetsq,startresetsq,readysq,inputsq,outputsq)
(3.20)
Abbildung 3.21 stellt das Verhalten dieses Schnittstellenverhaltensmusters exemplarisch dar.
Gleichzeitig mit der Aktivierung des start-Signals wird auch jeweils das reset-Signal aktiviert.
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Somit werden die Berechnungen, welche zu den Zeitpunkten a, f und g gestartet und noch nicht
zu Ende geführt wurden, jeweils durch die nachfolgenden erneuten Aktivierungen des start- bzw.
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Abbildung 3.21: Verhalten des Schnittstellenverhaltensmusters START RESET SSVM
Ein weiteres Schnittstellenverhaltensmuster erhält man, indem man im Schnittstellenver-
haltensmuster GEN SSVM das reset-Signal fest deaktiviert, also konstant durch die Wertese-
quenz (λx.F) auf den Wert falsch setzt. Dieses Schnittstellenverhaltensmuster hat den Namen
START NO RESET SSVM:
START NO RESET SSVM SPEC (startsq,readysq,inputsq,outputsq) :=
GEN SSVM SPEC (startsq,(λx.F),readysq,inputsq,outputsq)
(3.21)
Das resultierende Verhalten wird in Abbildung 3.22 dargestellt. Im Gegensatz zum Verhalten
des Schnittstellenverhaltensmusters START RESET SSVM wird beim Schnittstellenverhaltens-
muster START NO RESET SSVM durch Aktivierung des start-Signals keine laufende Berech-
nung abgebrochen. Das erneute Aktivieren des start-Signals zum Zeitpunkt b bzw. g hat somit
auf die zum Zeitpunkt a bzw. f gestartete Berechnung keinerlei Auswirkung. Zu beachten ist,
dass dieses Schnittstellenverhaltensmuster nur bei Verhaltensspezifikationen einsetzen werden
sollte, bei denen man sicher weiß, dass die Berechnung für alle möglichen Eingabewerte ter-
miniert. Eine laufende Berechnung kann ansonsten nur noch durch die Außerbetriebname der
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Abbildung 3.22: Verhalten des Schnittstellenverhaltensmusters START NO RESET SSVM
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Bei den folgenden beiden Schnittstellenverhaltensmustern RUN RESET SSVM und
RUN NO RESET SSVM ist das start-Signal konstant aktiviert. Ihre Definitionen sind in den Glei-
chungen 3.22 und 3.23 gegeben.
RUN RESET SSVM SPEC (resetsq,readysq,inputsq,outputsq) :=
GEN SSVM SPEC ((λx.T),resetsq,readysq,inputsq,outputsq)
(3.22)
Beim Schnittstellenverhaltensmuster RUN NO RESET SSVM ist zusätzlich das reset-Signal
dauerhaft deaktiviert. Eine laufende Berechnung kann also nicht mehr abgebrochen werden.
So gelten für die einzusetzenden algorithmischen Verhaltensbeschreibungen die gleichen Ein-
schränkungen wie bei dem Schnittstellenverhaltensmuster START NO RESET SSVM.
RUN NO RESET SSVM SPEC (readysq,inputsq,outputsq) :=
GEN SSVM SPEC ((λx.T),(λx.F),readysq,inputsq,outputsq)
(3.23)
Abbildung 3.23 beschreibt das Verhalten des Schnittstellenverhaltensmusters
RUN RESET SSVM. Dadurch, dass das start-Signal dauerhaft aktiviert wurde, wird umge-
hend mit der Inbetriebnahme der Schaltung die erste Berechnung gestartet (Zeitpunkt 0). Nach
dem Ende einer Berechnung wird sofort eine neue Berechnung angestoßen (Zeitpunkte b, d f
und j). Durch Aktivierung des reset-Signals wird eine laufende Berechnungen abgebrochen und
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Abbildung 3.23: Verhalten des Schnittstellenverhaltensmusters RUN RESET SSVM
Das Schnittstellenverhaltensmuster RUN NO RESET SSVM enthält keinerlei eingehende
Steuersignale mehr. Die erste Berechnung startet mit der Inbetriebnahme der Schaltung (Zeit-
punkt 0). Nach Beendigung einer Berechnung wird sofort eine neue Berechnung angestoßen
(Zeitpunkte b, d f und h). Da bei diesem Schnittstellenverhaltensmuster wie bei dem Schnittstel-
lenverhaltensmuster START NO RESET SSVM das reset-Signal dauerhaft deaktiviert ist, ist der
Abbruch von Berechnungen nicht möglich. Somit eignet sich auch dieses Schnittstellenverhal-
tensmuster nur für Berechnungen, die sicher terminieren. Das Verhalten des Schnittstellenver-
haltensmusters RUN NO RESET SSVM wird in Abbildung 3.24 veranschaulicht.
Eine Schaltung, welche aus einer algorithmischen GROPIUS-Spezifikation hervorgeht, liest
beim Start einer Berechnung die anliegenden Eingangssignale, führt auf deren Basis die spe-
zifizierte Berechnung durch und gibt schließlich, falls die Berechnung terminiert, ein Ergebnis
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Abbildung 3.24: Verhalten des Schnittstellenverhaltensmusters RUN NO RESET SSVM
auf den Ausgangssignalen aus. Um permanente Ströme von Eingabewerten zu verarbeiten, muss
man sich der Mittel der Systemebene bedienen. Auf der Systemebene werden funktionale Pro-
zesse über sogenannte Kommunikationsprozesse verknüpft, welche übergeordnet die Steuerung
der funktionalen Prozesse übernehmen [Blum99, Blum00, SaBK01]. Die funktionalen Prozes-
se entsprechen algorithmischen GROPIUS-Spezifikationen und unterscheiden sich nur durch den
Einsatz eines an die Systemebene angepassten Schnittstellenverhaltensmusters von den in dieser
Arbeit behandelten algorithmischen Spezifikationen. Die algorithmische Synthese dieser beiden
Spezifikationsformen läuft nach exakt dem gleichen Prinzip ab.
3.3.4 Die steuerflussorientierte Darstellung
Zusätzlich zu den in [Blum00] vorgestellten Schaltungsrepräsentationen wurde im Rahmen des
Forschungsprojekts Formale Synthese eine neue Zwischendarstellung für formale Schaltungs-
beschreibungen auf der algorithmischen Ebene definiert: die steuerflussorientierte Darstellung.
Diese Darstellungsform repräsentiert die Schaltung durch Zustände, welche die Operationen der
Spezifikation enthalten, sowie Transitionen zwischen den einzelnen Zuständen und erlaubt somit
die formale Beschreibung der Schaltung als Steuer-/Datenflussgraph. Sie wird im Zuge der neu
entwickelten algorithmischen Synthese (siehe Kapitel 5) eingesetzt. Durch die Durchführung
der algorithmischen Synthese auf Basis der steuerflussorientierten Darstellung wird die Steu-
erstruktur der Spezifikation nicht mehr wie in der in [Blum00] präsentierten Vorgehensweise
zerstört, sondern kann während des gesamten Syntheseprozesses nach Belieben aufrechterhalten
werden. Dadurch erhöht sich das Optimierungspotential für die resultierende Schaltung beträcht-
lich (siehe Abschnitt 2.2.3, Seite 20). Grundlage der steuerflussorientierten Darstellung ist das
Konstrukt LOOP.
In den folgenden Beschreibungen stehen Kleinbuchstaben für Variablen elementaren Typs
(a, b, c, . . . ). Unterstrichene Buchstaben bezeichnen Strukturen solcher Variablen (x, vsr, . . . ).
Kleingeschriebene, schräggestellte Buchstaben repräsentieren ganze DFG-Terme (f , g, cnd, . . . )
und schräggestellte Großbuchstaben P-Terme (L, R, T, . . . ). Nicht fett dargestellte Bezeichner
stehen für Variablen beliebigen Typs.
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Das Konstrukt LOOP
Das Konstrukt LOOP bildet die Grundlage der steuerflussorientierten Darstellung. Das Konstrukt
hat als Operanden eine Liste L von Zuständen sowie einen Zustandsbezeichner start, der den
Startzustand definiert:
LOOP start L
Die Bestandteile eines LOOP-Ausdrucks haben folgende Typen:
Bezeichner Typ
LOOP α → (α× (β → (β × α) partial)) list → (β → β partial)
start α
L (α× (β → (β × α) partial)) list
Tabelle 3.7: Bestandteile der steuerflussorientierten Darstellung
Listen in HOL: Eine Liste wird von dem HOL-Parser in eckige Klammern eingefasst darge-
stellt. Als Trennungselement für die Elemente einer Liste wird das Semikolon verwendet. Eine
Liste hat somit die Form [el1; el2; . . . ]. Durch den Listenkonstruktor :: kann ein Element am
Anfang einer Liste hinzugefügt werden. So bezeichnet der Ausdruck (h::R) eine Liste mit dem
Kopf h und dem Rest R. Die leere Liste wird durch [ ] dargestellt.
Darstellung der Zustände
Ein Zustand in der LOOP-Liste L ist ein Paar bestehend aus dem Bezeichner des Zustands und
dem sogenannten Rumpf des Zustands. Jeder Zustand ist durch seinen Bezeichner eindeutig
gekennzeichnet. Als Bezeichner kommen in dieser Arbeit natürliche Zahlen des Typs num zum
Einsatz. Prinzipiell können aber auch andere Typen verwendet werden. Im Folgenden wird auch
die Abkürzung 〈s〉 für einen Zustand mit dem Bezeichner s verwendet.
Sind die Bezeichner vom Typ α, so haben die Rümpfe der Zustände einen Typ
β→(β × α) partial. Der Typ β entspricht dabei dem Eingangstyp des gesamten LOOP-
Ausdrucks. Im Rumpf eines Zustands wird auf Basis einer Eingabe des Typs β ein neuer Wert
desselben Typs berechnet und zusätzlich der Bezeichner des Folgezustands (vom Typ α) ermit-
telt.
Definition des Konstrukts LOOP
Bei der formalen Definition des LOOP-Konstrukts kommen zwei Hilfsfunktionen zum Einsatz:
StateExists und StateCase. Die Funktion StateExists überprüft, ob in einer Zu-
standsliste ein Zustand eines bestimmten Bezeichners existiert. Sie ist folgendermaßen rekursiv
definiert:
( StateExists (h::R) s := ((s = FST h) ∨ StateExists R s) ) ∧
( StateExists [ ] s := F )
(3.24)
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Ein Zustand mit dem Bezeichner s ist genau dann in der Liste vorhanden, wenn entweder
der gesuchte Bezeichner s mit dem Bezeichner (FST h) des ersten Zustands h in der Liste über-
einstimmt oder wenn er dem Bezeichner eines der Zustände im Rest R der Liste entspricht. Im
rechten Teil der Konjunktion wird der Fall abgedeckt, in dem die Liste leer ist. In diesem Fall
terminiert die Funktion StateExists mit dem Wert F (falsch).
Die Funktion StateCase wählt aus einer Zustandsliste anhand eines Zustandsbezeichners
den Rumpf des entsprechenden Zustands aus. Sie ist ebenso wie die Funktion StateExists
rekursiv definiert:
StateCase (h::R) s := (if s = FST h then SND h else StateCase R s) (3.25)
Stimmt der Bezeichner (FST h) des ersten Zustands h der Liste mit dem gesuchten Bezeich-
ner s überein, so wird der Rumpf (SND h) dieses Zustands ausgegeben. Ansonsten wird im Rest R
der Liste weiter nach einem entsprechenden Zustand gesucht.
Mit Hilfe der Funktionen StateExists und StateCase ist das Konstrukt LOOP nun
folgendermaßen definiert:
LOOP start L := DEF (λx.(x,start))
SER
( WHILE (λ(x,s). StateExists L s)




Der erste DEF-Ausdruck führt eine Hilfsvariable ein, welche den Bezeichner des jeweils ak-
tuellen Zustands enthält (siehe auch Abbildung 3.25). Sie wird mit dem Wert start, dem Bezeich-
ner des Anfangszustands, initialisiert. Die Hilfsvariable wird nach der Ausführung der WHILE-
Schleife durch den abschließenden DEF-Term wieder fallengelassen.
In der Bedingung der WHILE-Schleife wird überprüft, ob in der Zustandsliste ein Zustand
existiert, dessen Bezeichner dem aktuellen Inhalt der Hilfsvariable entspricht. Ist dies nicht der
Fall, so verweist die Hilfsvariable auf einen sogenannten Endzustand und die Schleife termi-
niert. Ansonsten wird der Rumpf der WHILE-Schleife ausgeführt. Dort wird durch den Ausdruck
StateCase L s der Rumpf des aktuellen Zustands 〈s〉 ausgewählt, welcher anschließend auf x
angewandt wird. In diesem Zusammenhang wird x als Eingabe des Zustands 〈s〉 bezeichnet. Die
Anwendung des Rumpfs von 〈s〉 auf x liefert schließlich den Bezeichner s′ des Folgezustands
von 〈s〉 sowie dessen Eingabewert x′.
Weitere Hilfsfunktionen
In diesem Abschnitt werden einige zusätzliche Hilfsfunktionen vorgestellt, die später in Verbin-
dung mit den Transformationen, welche auf der steuerflussorientierten Darstellung operieren,
zum Einsatz kommen (siehe Abschnitt 5.2). Manche der Funktionen sind den Bibliotheken von
HOL entnommen, während andere selbst im Projekt Formale Synthese entwickelt wurden.


























Abbildung 3.25: Die LOOP-Schleife
DeleteState: Die Funktion DeleteState löscht das erste Auftreten eines Zustands mit
einem bestimmten Bezeichner aus der Zustandsliste einer steuerflussorientierten Darstellung. Sie
ist folgendermaßen definiert:
( DeleteState (h::R) s := (if s = FST h then R else h::(DeleteState R s) ) ∧
( DeleteState [ ] s := [ ] )
(3.27)
Der Ausdruck DeleteState L s hat als Ergebnis die Liste L, aus welcher das erste Auftre-
ten eines Zustand mit dem Bezeichner s entfernt wurde. Existiert in der Liste kein entsprechender
Zustand, so liefert die Funktion die unveränderte Liste L.
Da in dieser Arbeit ausschließlich Transformationen eingesetzt werden, die sicherstellen,
dass die Bezeichner aller Zustände in der Zustandsliste einer steuerflussorientierten Darstellung
eindeutig sind, kann der gesuchte Zustand 〈s〉 höchstens einmal in einer Zustandsliste vorkom-
men. Somit entspricht ein ,,erstes Auftreten“ des Zustands gegebenenfalls dem einzigen Auftre-
ten dieses Zustands.
Die Funktion DeleteState erzeugt die neue Liste konstruktiv aus der ursprünglichen Lis-
te. Vom Kopf bis zum Ende der Liste wird rekursiv untersucht, ob der Bezeichner FST h des
ersten Zustands h der Liste dem gesuchten Bezeichner s entspricht. Ist dies der Fall, so gibt die
Funktion DeleteState nur den Rest R der Liste (ohne den Zustand h) zurück. Anderenfalls
wird eine Liste mit dem Zustand h als Kopf und dem Rest R, in dem weiter rekursiv nach ei-
nem Zustand 〈s〉 gesucht und dieser gegebenenfalls eliminiert wird, zurückgegeben. Ist die zu
durchsuchende Liste leer, so gibt DeleteState eine leere Liste zurück und terminiert.
EXISTS: Die Funktion EXISTS gibt an, ob es in einer Liste ein Element gibt, welches ein
bestimmtes Prädikat erfüllt. Ihre Definition lautet:
( EXISTS P (h::R) := P h ∨ EXISTS P R ) ∧
( EXISTS P [ ] := F )
(3.28)
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Der Ausdruck EXISTS P (h::R) ist genau dann wahr, wenn irgendein Element der
Liste (h::R) das Prädikat P erfüllt. Zunächst wendet die Funktion das Prädikat P auf das erste
Element h der Liste an. Ergibt dieser Ausruck P h den Wert wahr, so ergibt der gesamte EXISTS-
Ausdruck den Wert wahr. Ansonsten wird rekursiv der Rest R der Liste untersucht. Findet sich
kein Element, auf welches das Prädikat P zutrifft, so ergibt der EXISTS-Ausdruck den Wert
falsch.
ALL EL: Die Funktion ALL EL gibt an, ob ein bestimmtes Prädikat für alle Elemente einer
Liste gilt. Ihre Definition lautet:
( ALL EL P (h::R) := P h ∧ ALL EL P R ) ∧
( ALL EL P [ ] := T )
(3.29)
Der Ausdruck ALL EL P (h::R) ist genau dann wahr, wenn alle Elemente der Liste (h::R)
das Prädikat P erfüllen. Zunächst wendet die Funktion das Prädikat P auf das erste Element h der
Liste an. Ergibt dieser Ausdruck P h den Wert falsch, so ergibt der gesamte EXISTS-Ausdruck
den Wert falsch. Ansonsten wird rekursiv der Rest R der Liste untersucht. Ist die Liste leer oder
trifft das Prädikat P auf alle Elemente zu, so ergibt der ALL EL-Ausdruck den Wert wahr.
UNZIP: Die Funktion UNZIP erzeugt aus einer Liste von Paaren ein Paar zweier Listen. Die
linke bzw. rechte Liste des resultierenden Paars enthält dabei die jeweils linken bzw. rechten
Teile aller Paare der ursprünglichen Liste. Die Funktion ist folgendermaßen definiert:
( UNZIP ((l,r)::R) := (l::FST (UNZIP R), r::SND (UNZIP R)) ) ∧
( UNZIP [ ] := ([ ],[ ]) )
(3.30)
Ähnlich wie die Funktion DeleteState baut auch die Funktion UNZIP konstruktiv die
beiden Listen auf Basis der ursprünglichen Liste auf. Ist das erste Element der Liste ein Paar
der Form (l,r), so liefert die Funktion UNZIP ein Paar zweier Listen zurück, in welchem der
Term l bzw. r das erste Element der linken bzw. rechten Liste bildet. Die Reste der beiden Listen
ermittelt die Funktion UNZIP entsprechend rekursiv auf Basis des Rests R der ursprünglichen
Liste.
MEM: Die Funktion MEM überprüft, ob ein bestimmtes Element in einer Liste enthalten ist. Sie
ist folgendermaßen definiert:
( MEM x (h::R) := (x = h) ∨ MEM x R ) ∧
( MEM x [ ] := F )
(3.31)
Der Ausdruck MEM x (h::R) gibt an, ob das Element x in der Liste vorkommt. Es wird
überprüft, ob x dem ersten Element h entspricht. Ist dies nicht der Fall, so wird rekursiv der
Rest der Liste überprüft. Ist kein entsprechendes Element in der Liste enthalten, terminiert die
Funktion MEM mit dem Wert falsch.
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MAP: Die Funktion MAP wendet eine bestimmte Funktion auf alle Elemente einer Liste an. Sie
ist folgendermaßen definiert:
( MAP f (h::R) := (f h)::(MAP f R) ) ∧
( MAP f [ ] := [ ] )
(3.32)
Der Ausdruck MAP f L wendet die Funktion f einmalig auf jedes Element der Liste L an.
Disjoint: Die Funktion Disjoint gibt an, ob alle Elemente einer Liste nur ein einziges
Mal in dieser Liste auftreten. Disjoint wird im Zusammenhang mit steuerflussorientierten
Darstellungen meistens dazu verwendet, die Eindeutigkeit der Bezeichner aller Zustände in der
Zustandsliste auszudrücken. Ihre Definition lautet:
( Disjoint (h::R) := ¬(MEM h R) ∧ Disjoint R ) ∧
( Disjoint [ ] := T )
(3.33)
Ausgehend von dem Ausdruck Disjoint (h::R) prüft die Funktion Disjoint zunächst
mit Hilfe der Funktion MEM, ob das Kopfelement h im Rest R der Liste enthalten ist. Ist dies
nicht der Fall, so wird rekursiv der Rest R der Liste überprüft. Durch diese Vorgehensweise wird
paarweise die Ungleichheit aller Elemente der Liste untersucht. Die Funktion ergibt den Wert
wahr, wenn keine Elemente mehr in der Liste übrig sind.
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Die formale Synthese beginnt mit der Eingabe der Spezifikation der gewünschten Schaltung
als Term im Theorembeweiser. Auf der algorithmischen Ebene besteht eine Schaltungsbeschrei-
bung aus der Verhaltensspezifikation der Schaltung in der Sprache GROPIUS sowie einem aus-
gewählten Schnittstellenverhaltensmuster, welches die Kommunikation der resultierenden Schal-
tung zur Außenwelt regelt.
Bei der formalen Synthese wird unterschieden zwischen der eigentlichen Durchführung
der Synthese, also der Ableitung der Implementierung aus der Spezifikation, und der Ermitt-
lung der Entwurfsziele, welche zur Steuerung des Ableitungsprozesses innerhalb des Theo-
rembeweisers herangezogen werden. Da es effizientere Plattformen als den Theorembeweiser
HOL zur Durchführung der oft aufwändigen Optimierungs- und Syntheseverfahren zur Ermitt-
lung der Syntheseziele gibt, werden diese häufig außerhalb des Theorembeweisers ausgeführt
[EiBK96, BlEK96]. Die eigentliche Synthese, während der die Implementierung nach den Vor-
gaben entsprechender Verfahren aus der Spezifikation abgeleitet wird, findet dagegen vollständig
innerhalb des Theorembeweisers statt. Durch diese Aufteilung können die Entwurfsentscheidun-
gen auf eine hocheffiziente Weise getroffen werden und gleichzeitig garantiert deren Umsetzung
innerhalb des Theorembeweisers, dass die resultierende Implementierung auch tatsächlich das
ursprünglich spezifizierte Verhalten aufweist (siehe auch Abschnitt 3.2.3).
Neben der Korrektheit der Implementierung spielt deren Qualität (Fläche, Verzögerung, Leis-
tungsverbrauch) eine ebenso entscheidende Rolle für ihre Verwertbarkeit. Daher ist es von großer
Bedeutung, die Entwurfsentscheidungen auf Basis hochwertiger Verfahren zu treffen. Anstatt
nun spezielle Entwurfsraumuntersuchungsmethoden für die formale Synthese zu entwickeln,
liegt es nahe, auf den riesigen Vorrat bereits existierender, ausgereifter Optimierungs- und Syn-
theseverfahren aus dem Bereich der konventionellen Synthese zurückzugreifen.
In [Blum00] wurden bereits konventionelle Algorithmen, wie zum Beispiel der List-Based-
Scheduling-Algorithmus [DLSM81] und der Force-Directed-Scheduling-Algorithmus [PaKn87],
zur Ermittlung von Ablaufplänen reiner Datenflussbeschreibungen eingesetzt. Die algorithmi-
sche Synthese steuerflussbehafteter Schaltungsbeschreibungen unterscheidet sich in [Blum00]
jedoch so stark von konventionellen Syntheseverfahren, dass der Einsatz konventioneller Syn-
thesealgorithmen in diesem Zusammenhang nicht praktikabel ist. Zusätzlich ist in [Blum00] die
formale algorithmische Synthese nur partiell automatisiert. Viele der Transformationen müssen
nach Gutdünken des Entwicklers interaktiv selektiert und angewandt werden, so dass vom
Schaltungsentwerfer weitreichende Kenntnisse in formalen Methoden gefordert werden (siehe
Abschnitt 2.2.3).
Im Zuge der hier vorliegenden Arbeit wurde ein neues Konzept für die formale algorithmi-
sche Synthese digitaler Schaltungsbeschreibungen erarbeitet. Das Konzept ist in der Hinsicht
universell anwendbar, dass es sowohl für reine Datenflussbeschreibungen wie auch für steuer-
flussbehaftete Schaltungsbeschreibungen geeignet ist. Es erlaubt die Integration konventioneller
Syntheseverfahren in den formalen Syntheseprozess und die vollautomatische Umsetzung der
von den Syntheseverfahren gefällten Entwurfsentscheidungen. Somit wird auch Schaltungsent-
wicklern ohne Kenntnisse in formalen Methoden ermöglicht, garantiert korrekte Implementie-
rungen hoher Qualität zu entwerfen.
In Kapitel 4 werden einige Maßnahmen beschrieben, welche zur Optimierung der Imple-
mentierungsqualität während der formalen algorithmischen Synthese ergriffen werden. Eine der
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wichtigsten Errungenschaften ist dabei das in dieser Arbeit entwickelte Rahmenwerk, welches
die einfache und effiziente Integration konventioneller Optimierungs- und Syntheseverfahren
in den formalen Syntheseprozess erlaubt. Anschließend wird in Kapitel 5 das neu entwickelte
Konzept zur Durchführung einer formalen algorithmischen Synthese erläutert. Dieses Konzept
ermöglicht die vollautomatische Synthese sowohl reiner Datenflussbeschreibungen wie auch
steuerflussbehafteter Schaltungsbeschreibungen unter Berücksichtigung der zuvor getroffenen
Entwurfsentscheidungen.
Kapitel 4
Optimierungs- und Syntheseverfahren in
der formalen algorithmischen Synthese
Neben der Korrektheit einer aus der formalen Synthese resultierenden Implementierung ist deren
Qualität von ebenso großer Bedeutung. Eine Implementierung, die zwar garantiert das in der
Spezifikation definierte Verhalten aufweist, aber langsam ist oder eine große Fläche benötigt,
kann genauso unbrauchbar sein wie eine fehlerhafte Implementierung.
Da im Bereich der konventionellen Synthese bereits unzählige Verfahren zur Optimierung
und Synthese digitaler Schaltungen entwickelt wurden, liegt es nahe, auch in der formalen Syn-
these zur Erzielung hochwertiger Implementierungen aus diesem enormen Fundus ausgereif-
ter Algorithmen zu schöpfen. Während sich einige dieser Verfahren schnell und einfach in der
funktionalen Programmiersprache Moscow ML, welche dem Theorembeweiser HOL zu Grun-
de liegt, realisieren und so in das formale Synthesesystem integrieren lassen, bietet sich für
viele jedoch eher eine Ausführung außerhalb des Theorembeweisers an. Zahlreiche Methoden
wurden beispielsweise in prozeduralen oder objektorientierten Umgebungen entworfen. Werden
die entsprechenden Algorithmen in ihren ursprünglichen Umgebungen ausgeführt, so können
deren paradigmenspezifische und umgebungsabhängige Optimierungen voll zum Tragen kom-
men. Zusätzlich entfällt deren gegebenenfalls aufwändige Portierung auf die funktionale Sprache
Moscow ML.
Zur einfachen und effizienten Integration konventioneller Optimierungs- und Syntheseverfah-
ren in das formale Synthesesystem wurde im Zuge der vorliegenden Arbeit ein Rahmenwerk ent-
wickelt, welches eine Brücke zwischen der konventionellen und der formalen Synthese schlägt.
Durch die Möglichkeit, existierende Verfahren außerhalb des Theorembeweisers auszuführen,
wird deren Anbindung an das formale Synthesesystem vereinfacht und gleichzeitig deren Effi-
zienz aufrechterhalten. Darüber hinaus erlaubt das Rahmenwerk die Integration kommerzieller
Synthesewerkzeuge, deren Quelltext nicht offenliegt und daher deren Reimplementierung im
Theorembeweiser von vornherein nicht in Frage kommt.
In Abschnitt 4.1 wird zunächst der Aufbau und die Funktionsweise des neu entwickelten Rah-
menwerks beschrieben. Anschließend werden in Abschnitt 4.2 einige algorithmische Transfor-
mationen vorgestellt, welche zur Optimierung von Verhaltensspezifikationen dienen bzw. deren
Optimierungspotenzial für später auszuführende Optimierungs- und Syntheseverfahren erhöhen.
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Die einzelnen Funktionsblöcke des Rahmenwerks werden in den Abschnitten 4.3 bis 4.7 näher
betrachtet.
4.1 Anbindung konventioneller Optimierungs- und Synthese-
verfahren
In der formalen Synthese wird die Korrektheit des Syntheseergebnisses sichergestellt, indem die
Ableitung der Implementierung aus der Spezifikation vollständig innerhalb des Theorembewei-
sers erfolgt (siehe Abschnitt 3.2). Die Ermittlung der Entwurfsziele auf Basis entsprechender
Optimierungs- und Syntheseverfahren kann dabei auch außerhalb des Theorembeweisers durch-
geführt werden. Anhand der resultierenden Entwurfsziele werden dann durch das formale Syn-
thesesystem passende Transformationen selektiert und ausgeführt, welche die formale Umset-
zung der Entwurfsziele innerhalb des Theorembeweisers bewirken. Die Sicherheit des Ansatzes
der formalen Synthese wird durch diese Vorgehensweise nicht gefährdet, denn sollte eine der
getroffenen Entwurfsentscheidungen fehlerhaft sein, so wird sich deren Umsetzung im Theo-
rembeweiser als unmöglich erweisen (siehe Abschnitt 3.2.3).
Die Möglichkeit der externen Ausführung von Entwurfsraumuntersuchungen wird in dieser
Arbeit genutzt, um die Integration konventioneller Synthesetechniken in den formalen Synthe-
seprozess zu optimieren. Dabei stehen die Einfachheit deren Integration sowie deren effiziente
Ausführung im Vordergrund. Beide Ziele wurden durch das Schaffen geeigneter Schnittstellen
an das formale Synthesesystem erreicht. Durch Nutzung dieser Schnittstellen ist es möglich,
konventionelle Verfahren in denjenigen Umgebungen auszuführen, für die sie ursprünglich kon-
zipiert waren und für die sie optimiert wurden. So kann beispielsweise ein objektorientierter Al-
gorithmus, der in das formale Synthesesystem eingebettet werden soll, in einer objektorientierten
Umgebung (wie C++) ausgeführt werden. Alternativ müsste der Algorithmus auf die funktionale
Programmiersprache Moscow ML, welche dem formalen Synthesesystem zu Grunde liegt, por-
tiert werden. Neben einer gegebenenfalls aufwändigen Portierung nähme man damit jedoch auch
häufig eine Verringerung der Effizienz des Algorithmus in Kauf. Durch eine Portierung würden
in der Regel alle umgebungs- und paradigmenspezifischen Optimierungen des Algorithmus un-
wirksam.
In den folgenden Beschreibungen des im Zuge dieser Arbeit entwickelten Rahmenwerks
bezeichnet der Begriff formale Umgebung den Theorembeweiser als Ausführungsumgebung,
während externe Umgebung für eine Ausführungsumgebung außerhalb des Theorembeweisers
bzw. des formalen Synthesesystems steht.
Der Einsatz eines Optimierungs- oder Synthesealgorithmus außerhalb des Theorembeweisers
HOL läuft wie folgt ab: Ausgangspunkt eines jeden Schritts der formalen Synthese ist eine for-
male Spezifikation der Schaltung als logischer Term im Theorembeweiser (siehe Abbildung 4.1).
Kommt ein externes Verfahren zum Einsatz, so muss zunächst die formale Schaltungsrepräsen-
tation in eine zur Verarbeitung durch das anzuwendende Verfahren geeignete Form überführt
werden. Im Zuge dessen werden nach einigen Umformungen und Optimierungen der Schaltungs-
beschreibung (Abschnitt 4.2) deren Steuer- und Datenfluss analysiert (Abschnitt 4.3). Ergebnis




























Abbildung 4.1: Anbindung externer Optimierungs- und Syntheseverfahren
dieser Analyse ist eine Tabelle, welche alle in der Spezifikation auftretenden Operationen sowie
deren Steuer- und Datenflussabhängigkeiten enthält. Auf Basis dieser Steuer-/Datenflusstabelle
wird durch einen Konverter eine für das extern anzuwendende Verfahren geeignete Datenre-
präsentation der Schaltung erzeugt (Abschnitt 4.4). Das externe Verfahren (oder mehrere Ver-
fahren, siehe Abschnitt 4.5) wird (werden) ausgeführt und dessen (deren) Ergebnis(-se) durch
einen weiteren Konverter in eine für deren Umsetzung im formalen Synthesesystem geeignete
Repräsentation überführt (Abschnitt 4.6). Die Form dieser Darstellung ist von dem jeweils durch-
zuführenden Syntheseschritt abhängig. Anschließend werden in dem formalen System adäquate
Transformationen selektiert und ausgeführt, welche eine formale Ableitung der Implementie-
rung aus der Spezifikation nach den Vorgaben der extern ermittelten Entwurfsziele innerhalb des
Theorembeweisers bewirken (Abschnitt 4.7).
Wie bereits erwähnt, ermöglicht das Rahmenwerk auch die Integration kommerzieller Syn-
thesewerkzeuge, deren Quelltext nicht verfügbar ist. Es müssen nur geeignete Konverter für die
unterschiedlichen Arten der Datenrepräsentation im Theorembeweiser und in dem konventionel-
len Synthesewerkzeug entwickelt werden.
4.2 Vorbereitung der algorithmischen Synthese
Als Vorbereitung der formalen algorithmischen Synthese wird die Spezifikation der zu synthe-
tisierenden Schaltung in eine Form gebracht, die sich für eine automatisierte Durchführung der
Synthese im Theorembeweiser, wie sie in Kapitel 5 beschrieben wird, eignet und gleichzeitig die
Analyse des Steuer- und Datenflusses der Spezifikation erleichtert. Es werden einige algorithmi-
sche Optimierungen der Spezifikation vorgenommen sowie diverse Umformungen, welche das
Potenzial für weitere Optimierungen erhöhen bzw. die anschließende Synthese der Schaltung
vereinfachen oder beschleunigen.
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4.2.1 Zurückführung auf Grundkonstrukte
Um generell eine Vereinfachung und Effizienzsteigerung der formalen algorithmischen Synthese
zu erlangen, werden zunächst alle erweiterten algorithmischen Konstrukte der gegebenen Verhal-
tensspezifikation durch ihre Definitionen (siehe Abschnitt 3.3.3, Seite 48) ersetzt. Durch diese
Maßnahme verkleinert sich die Menge der in der resultierenden Verhaltensspezifikation verwen-
deten Konstrukte auf die fünf Grundkonstrukte DEF, SER, IF, PAR und WHILE.
Durch die Beschränkung auf die fünf Grundkonstrukte wird die Anzahl an konstruktspezi-
fischen Transformationen sowie entsprechender Theoreme reduziert. Die Entwicklung von Ver-
fahren, welche auf dieser reduzierten Darstellungsform operieren, vereinfacht sich somit be-
trächtlich. Die ganze formale algorithmische Synthese wird durch diesen Schritt übersichtlicher,
effizienter und leichter wartbar.
4.2.2 Verschieben der Bedingungsberechnungen
Die Transformation Verschieben der Bedingungsberechnung von IF- und WHILE-Ausdrücken
erhöht das Optimierungspotenzial einer Spezifikation und vereinfacht die spätere Analyse von
deren Steuer- und Datenfluss (siehe Abschnitt 4.3). Zu deren besserem Verständnis sei an dieser
Stelle an den syntaktischen Aufbau von P-Termen erinnert (siehe auch Abschnitt 3.3.3):
P-Term = “DEF” DFG-Term |
P-Term “SER” P-Term |
P-Term “PAR” P-Term |
“IF” DFG-Kond “THEN” P-Term “ELSE” P-Term |
“WHILE” DFG-Kond “DO” P-Rumpf
Im Zuge der Transformation wird die Berechnung der Bedingungen von IF- und WHILE-
Ausdrücken aus deren Bedingungsblöcken DFG-Kond herausgezogen und in separaten DEF-
Termen ausgeführt. Als Ergebnis der Transformation wird im Falle eines IF-Ausdrucks dessen
Bedingung in einem DEF-Term vor dem entsprechenden Ausdruck ausgewertet, während die
Bedingungsberechnung einer WHILE-Schleife in einen DEF-Term in den Rumpf der Schleife
verschoben wird. Zur Speicherung des Ergebnisses der Bedingungsberechnung wird in beiden
Fällen eine neue boolesche Hilfsvariable eingeführt. In den aus der Transformation resultieren-
den Bedingungsblöcken der IF- und WHILE-Terme werden schließlich keinerlei Berechnungen
mehr durchgeführt, sondern nur noch die jeweils neu eingeführte boolesche Variable getestet.
Das Verschieben der Bedingungsberechnungen macht den in den Bedingungsblöcken ent-
haltenen Code für zahlreiche Optimierungen zugänglich. Beispiele einiger Verfahren, die von
diesem Schritt profitieren, sind die Eliminierung toten Codes (siehe Abschnitt 5.1), die Ma-
ximierung der Grundblöcke (siehe Abschnitt 4.2.3) sowie das Zusammenfassen gemeinsamer
Teilausdrücke (siehe Abschnitt 4.2.4). Von besonderer Bedeutung ist dieser Schritt auch für die
zeitliche Einteilung der in den Bedingungsberechnungen verwendeten Operationen, die im Zuge
der Ablaufplanung vorgenommen wird. Eine Sonderbehandlung der Bedingungsberechnungen
während der Synthese, wie sie noch in [Blum00] stattfindet, ist als Folge dieser Transformation
nicht mehr erforderlich.
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Verschieben der Bedingungsberechnung von IF-Ausdrücken
Theorem 4.1 bildet die Grundlage für das Verschieben der Bedingungsberechnung von IF-
Konstrukten. Ausgangspunkt ist ein Term der Form (IF cnd THEN A ELSE B). Nach Ausfüh-
rung der Transformation wird die Bedingungsfunktion cnd des ursprünglichen IF-Ausdrucks
zunächst in einem separaten DEF-Term ausgewertet. Der DEF-Term reicht das Ergebnis der Be-
dingungsberechnung als booleschen Wert zusätzlich zum ursprünglichen Eingabewert an den aus
der Transformation resultierenden IF-Term weiter.
` ∀ cnd A B.
(IF cnd THEN A ELSE B)
= DEF (λx.(x,cnd x))
SER
IF SND THEN (DEF FST SER A)
ELSE (DEF FST SER B)
(4.1)
Die Bedingungsfunktion des neuen IF-Terms entspricht der einfachen Funktion SND, welche aus
der Ausgabe des vorangehenden DEF-Terms das Ergebnis der Bedingungsberechnung auswählt.
In den beiden Zweigen des neuen IF-Ausdrucks wird durch die Terme DEF FST der neu ein-
geführte Bedingungswert wieder fallengelassen und anschließend, wie im Ausgangsterm, einer
der beiden ursprünglichen IF-Zweige ausgeführt.
Verschieben der Bedingungsberechnung von WHILE-Ausdrücken
Das Verschieben der Bedingungsberechnung von WHILE-Termen wird mit Hilfe des Theorems
4.2 realisiert. Ausgangspunkt ist hier ein Term der Form WHILE cnd DO B.
` ∀ cnd B.




DO ( DEF (λ(x,c).(x,cnd x))
SER
IF SND THEN (DEF FST SER B SER DEF (λx.(x,T)))




In dem aus dieser Transformation resultierenden Term erweitert zunächst ein DEF-Term die
Eingabe um den booleschen Wert T, also wahr. Die Bedingungsfunktion der nachfolgenden
WHILE-Schleife entspricht der Funktion SND, welche den neu eingeführten booleschen Wert
selektiert. Da dieser Wert anfangs immer wahr ist, wird der Rumpf der neuen WHILE-Schleife
grundsätzlich mindestens einmal ausgeführt. Nach der ersten Iteration der Schleife entspricht der
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Wert der booleschen Hilfsvariable stets dem Ergebnis der letzten Berechnung der ursprünglichen
Schleifenbedingung cnd.
Im Zuge der Transformation wird die Bedingungsfunktion cnd in den Rumpf der WHILE-
Schleife verschoben. Sie wird am Anfang des Rumpfes in einem separaten DEF-Term ausge-
wertet. Das Ergebnis dieser Bedingungsberechnung wird zusätzlich zu dem aktuellen Stand der
Schleifenberechnung an den nachfolgenden IF-Ausdruck weitergereicht. Der IF-Ausdruck se-
lektiert in seinem Bedingungsblock mit Hilfe der Funktion SND das Ergebnis der Bedingungs-
berechnung und entscheidet in dessen Abhängigkeit, ob der ursprüngliche Schleifenrumpf B
auszuführen ist oder nicht.
Ist das Ergebnis der Bedingungsberechnung wahr, so wird in dem THEN-Zweig des IF-
Ausdrucks zunächst der zusätzlich eingeführte Bedingungswert durch den Ausdruck DEF FST
fallengelassen und der Rumpf B der ursprünglichen Schleife ausgeführt. Das Ergebnis dieser Be-
rechnung wird anschließend durch den Ausdruck DEF (λx.(x,T)) wieder um den zuletzt gültigen
Wert der Schleifenbedingung (wahr) ergänzt, wodurch eine weitere Iteration der WHILE-Schleife
bewirkt wird.
Ergab die Bedingungsberechnung im DEF-Term am Anfang des Schleifenrumpfes den Wert
falsch, so kommt der ELSE-Zweig des IF-Ausdrucks zur Ausführung. In dem dort enthaltenen
DEF-Term gibt die Funktion (λ(x,c).(x,F)) den aktuellen Stand der Berechnung sowie das letzte
Ergebnis der Bedingungsberechnung, nämlich den Wert falsch, unverändert weiter und bewirkt
so den Abbruch der WHILE-Schleife.
In einem der WHILE-Schleife nachfolgenden DEF-Term wird schließlich der Wert der letzten
Bedingungsberechnung fallen gelassen und das Endergebnis der Schleifenberechnung ausgege-
ben.
4.2.3 Maximierung der Grundblöcke
Nach dem Herausziehen der Bedingungsberechnungen von IF- und WHILE-Ausdrücken wird in
der Regel eine Maximierung der in der Verhaltensbeschreibung enthaltenen Grundblöcke durch-
geführt. Nach [AhSU86] entspricht ein Grundblock (basic block) einer größtmöglichen Folge
von Anweisungen, von der jede Anweisung – außer der ersten – genau einen Vorgänger und jede
Anweisung – außer der letzten – genau einen Nachfolger hat. Etwas abweichend davon wird in
GROPIUS jeder einzelne DEF-Term als Grundblock angesehen.
Eine Maximierung der Grundblöcke führt zu einer Vereinfachung der Spezifikation und
erhöht gleichzeitig deren Optimierungspotential. Nach Durchführung dieser Transformation
können beispielsweise mit der im nächsten Abschnitt beschriebenen Methode auch gemeinsa-
me Teilausdrücke zusammengefasst werden, die ursprünglich in zwei durch das Konstrukt SER
getrennten DEF-Termen auftraten.
Sind zwei DEF-Terme mit dem Konstrukt SER verknüpft, so können sie zu einem ein-
zigen DEF-Term zusammengefasst werden. Fasst man alle durch SER-Konstrukte verknüpf-
te DEF-Terme zusammen, so erreicht man eine Maximierung der Grundblöcke der GROPIUS-
Spezifikation. Es gilt:
` DEF a SER DEF b = DEF (b ◦ a) (4.3)
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Der Operator ◦ steht für die Komposition zweier DFG-Terme: (f ◦ g) := (λx.f(g x)). Oft
ist ein Zusammenfassen entsprechender DEF-Terme erst nach einer Änderung der Klammerung
möglich, wobei von der Assoziatitvät des SER-Konstruktes Gebrauch gemacht wird:
` A SER (B SER C) = (A SER B) SER C (4.4)
Der aus dem Zusammenfassen zweier aufeinanderfolgender DEF-Terme resultierende DFG-
Term (b ◦ a) gehört (nur) der allgemeinsten Klasse der DFG-Terme an (siehe Abschnitt 3.3.1).
Setzen nachfolgende Transformationen die Form eines FDFG- oder KFDFG-Terms voraus, so
muss – auch wenn die beiden Quell-DFG-Terme a und b bereits als FDFG- oder KFDFG-Terme
vorliegen – der aus der Verschmelzung resultierende DFG-Term speziell in die geforderte Form
überführt werden.
4.2.4 Zusammenfassen gemeinsamer Teilausdrücke
Bei der Transformation Zusammenfassen gemeinsamer Teilausdrücke (common subexpression
elimination) werden Berechnungen, die wiederholt innerhalb eines DFG-Terms auftreten, auf de-
ren einmalige Durchführung reduziert und das Ergebnis dieser Berechnung entsprechend mehr-
fach verwendet. Auf diese Weise können Operationen eingespart werden und dadurch gegebe-
nenfalls die Kosten für die resultierende Schaltung reduziert und deren Geschwindigkeit erhöht
werden.
Die Transformation wird auf jedem DFG-Term einer Spezifikation ausgeführt. Wurden be-
reits die in Abschnitt 4.2.2 beschriebenen Transformationen zum Verschieben der Bedingungsbe-
rechnungen durchgeführt, so finden in den Bedingungsblöcken der IF- und WHILE-Terme kei-
ne Berechnungen mehr statt und das Zusammenfassen gemeinsamer Teilausdrücke beschränkt
sich auf die verbleibenden DFG-Terme in den DEF-Termen der Spezifikation. Diese werden
zur Vorbereitung der Transformation zunächst in flache DFG-Terme umgewandelt (siehe Ab-
schnitt 3.3.1), so dass jeder let-Ausdruck maximal einen Operator enthält. Zusätzlich werden
alle let-Terme β-reduziert, auf deren rechter Seite der Zuweisung keine Operation, sondern
nur eine Variable oder Konstante steht. Anschließend werden die let-Ausdrücke eines jeden
DFG-Terms gemäß dem folgenden Verfahren von oben nach unten abgearbeitet:
Jeder let-Ausdruck wird daraufhin untersucht, ob die zu dem entsprechenden let-Term
(let vcs = ausdrin R) gehörige Berechnung ausdr im Rest R des entsprechenden DFG-Terms
nochmals durchgeführt wird. Ist dies der Fall, so werden alle weiteren Vorkommen im Rest des
Terms durch die Variable vcs des let-Ausdrucks, welcher das Ergebnis der ersten entsprechen-
den Berechnung zugewiesen wird, ersetzt. Da es sich um einen flachen DFG-Term handelt, steht
auf der rechten Seite der Zuweisung der von der Ersetzung betroffenen let-Ausdrücke nur noch
die Variable vcs. In diesen let-Termen werden somit keine Berechnungen mehr durchgeführt.
Sie werden vor der Fortsetzung des Verfahrens β-reduziert und dadurch eliminiert. Das Verfah-
ren wird anschließend auf dem nächsten let-Ausdruck, dem ersten im Rest R des DFG-Terms,
fortgesetzt, bis alle let-Ausdrücke des DFG-Terms abgearbeitet sind.
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Im folgenden Beispiel wird bei der Untersuchung des ersten let-Terms festgestellt, dass
der Ausdruck a − 2 in dem Rest des DFG-Terms (mit der unveränderten Variablen a) nochmals
berechnet wird.
DEF ( λ(a, b).
let r = a − 2 in
let x = r + b in
let y = a − 2 in
let r = x ∗ 3 in
let s = a − 2 in
let x = r − b in
let z = s + b in (x, y, z) )
Alle weiteren Vorkommen des Ausdrucks werden durch die Variable r ersetzt, welche nach
dem ersten let-Term das Ergebnis des Ausdrucks a − 2 enthält. Die Substitution ergibt:
DEF ( λ(a, b).
let r = a − 2 in
let x = r + b in
let y = r in
let r′ = x ∗ 3 in
let s = r in
let x = r′ − b in
let z = s + b in (x, y, z) )
Man beachte, dass bei dieser Transformation eventuell entstehende Namenskonflikte automa-
tisch durch eine Umbenennung der betroffenen Variablen aufgelöst werden. Im Beispiel wurde
die Variable r, welche in dem let-Ausdruck let r = x ∗ 3 verwendet wurde, in r′ umbenannt.
Ohne diese Umbenennung wäre die Transformation nicht korrekt, da durch den let-Ausdruck
let s = r die falsche Variable r referenziert würde.
Im Anschluss an das Zusammenfassen eines gemeinsamen Teilausdrucks werden alle let-
Terme β-reduziert, deren Berechnung ursprünglich diesem gemeinsamen Teilausdruck ent-
sprach. Im Beispiel erhält man:
DEF ( λ(a, b).
let r = a − 2 in
let x = r + b in
let r′ = x ∗ 3 in
let x = r′ − b in
let z = r + b in (x, r, z) )
Dieser Schritt vereinfacht die Spezifikation und deckt gegebenenfalls weitere gemeinsame
Teilausdrücke auf. So wird im Beispiel als Folge diesen Schritts ersichtlich, dass die Opera-
tion r + b ebenfalls mehrfach in dem DFG-Term berechnet wird. Dieser gemeinsame Teilaus-
druck wird im nächsten Schritt des Verfahrens, in welchem der nachfolgende let-Ausdruck
let x = r + b zur Bearbeitung kommt, zusammengefasst.
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Die vollständige Eliminierung aller gemeinsamen Teilausdrücke ergibt im Beispiel den fol-
genden DFG-Term:
DEF ( λ(a, b).
let r = a − 2 in
let x = r + b in
let r′ = x ∗ 3 in
let x′ = r′ − b in (x′, r, x) )
Nach der Anwendung des Verfahrens auf alle DFG-Terme der Spezifikation sind alle gemein-
samen Teilausdrücke innerhalb eines jeden DFG-Terms zusammengefasst. Zusätzlich enthält je-
der let-Ausdruck der Spezifikation genau einen Operator. Letztere Eigenschaft ist für die nach-
folgende Analyse des Steuer- und Datenflusses der Spezifikation erforderlich.
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In diesem Schritt wird der Steuer- und Datenfluss der Verhaltensspezifikation analysiert. Ziel
der Analyse ist eine möglichst universell verwendbare Darstellung aller in der Spezifikation ent-
haltenen Operationen sowie deren Steuer- und Datenflussabhängigkeiten in einer Tabelle. Auf
Basis dieser Tabelle erzeugen anschließend Konverter Schaltungsrepräsentationen, welche sich
als Eingabe für die außerhalb des Theorembeweisers anzuwendenden Optimierungs- oder Syn-
theseverfahren eignen (siehe Abschnitt 4.4). Um die Operationen der Spezifikation eindeutig
referenzieren zu können, wird zunächst jeder Operation ein eindeutiger Bezeichner zugewiesen.
4.3.1 Benennung der Operationen
Ausgangspunkt diesen Schrittes ist eine Verhaltensspezifikation, welche bereits entsprechend der
in Abschnitt 4.2 beschriebenen Maßnahmen auf die algorithmische Synthese vorbereitet wurde.
Infolgedessen sind alle in der Spezifikation auftretenden DFG-Terme flach und jeder Ausdruck
ausdr in jedem let-Term let var = ausdr enthält genau einen Operator. Es existiert somit für
jede Operation genau eine Variable, der das Ergebnis der Operation zugewiesen wird. Durch
eine eindeutige Benennung dieser Variablen können die einzelnen Operationen der Spezifikation
über den Namen der jeweils zugehörigen Variable eindeutig referenziert werden. Die eindeutige
Referenzierbarkeit der Operationen der GROPIUS-Spezifikation ist Grundvoraussetzung für eine
Zuordenbarkeit der entsprechenden Operationen der externen Schaltungsrepräsentation.
In dem Namen der Operation werden alle für das extern anzuwendende Verfahren relevan-
ten Eigenschaften der Operation kodiert. Im Folgenden enthält die Identifikation einer Operation
zumeist nur deren Name und die Nummer ihrer Instanz. So wird zum Beispiel das zweite Auftre-
ten der Operation + mit dem Namen ,,ADD2“ versehen. Oft ist auch der Typ oder die Bitbreite
einer Operation von Interesse. So könnte beispielsweise der Name ,,ADD 32 i 1“ auf die erste
32-Bit-Integer-Addition der Spezifikation verweisen. Die Integration von Informationen, welche
über die einzelne Operation hinausgehen, ist ebenfalls denkbar. Der Ablaufplanungsalgorithmus
Wavesched benötigt zum Beispiel [LaRJ99] die Nummer und Schachtelungstiefe der Schleife, in
der eine Operation ausgeführt wird.
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Abbildung 4.2 zeigt als Beispiel die Spezifikation aus Abbildung 3.16 auf Seite 47 nach der
Durchführung der im letzten Abschnitt aufgeführten Vorbereitungsmaßnahmen zur algorithmi-
schen Synthese und der in diesem Abschnitt beschriebenen Benennung der Operationen. Die
Bedingungsberechnungen wurden aus den Bedingungsblöcken der IF- und WHILE-Ausdrücke
herausgezogen, alle Grundblöcke maximiert und den einzelnen Operationen eindeutige Namen
zugewiesen.
DEF (λ(u, n). ((u, 1, n), T))
SER
(WHILE (λ((u, v, n), GT1).GT1) DO
( DEF (λ((u, v, n), GT1).
let GT1’ = n> 0 in ((u, v, n), GT1’))
SER
IF (λ((u, v, n), GT1).GT1)
THEN (DEF (λ((u, v, n), GT1).
let ODD1 = ODD n in ((u, v, n), ODD1))
SER
IF (λ((u, v, n), ODD1).ODD1)
THEN (DEF (λ((u, v, n), ODD1).
let MULT1 = u∗v in
let SUB1 = n−1 in
((u, MULT1, SUB1),T)))
ELSE (DEF (λ((u, v, n), ODD1).
let MULT2 = u∗u in
let DIV1 = n DIV 2 in
((MULT2,v,DIV1),T))))
ELSE (DEF (λ((u, v, n), GT1).((u, v, n), F))) ))
SER
DEF (λ((u, v, n), GT1).v)
Abbildung 4.2: Beispielspezifikation nach den Vorbereitungen zur Flussanalyse
4.3.2 Analyse des Steuerflusses
Nach der eindeutigen Kennzeichnung der Operationen über ihre zugehörigen Variablen kann
der Steuerfluss der Spezifikation analysiert werden. Ergebnis dieser Analyse ist eine Relation,
welche die Steuerflussabhängigkeiten zwischen den Operationen der Spezifikation beschreibt.
Da manche Optimierungs- und Syntheseverfahren als Eingabe den Steuerflussgraphen einer
Spezifikation benötigen, ist für deren Einsatz die Einordnung aller Operationen der Spezifikation
in eine bestimmte Reihenfolge erforderlich. Im Zuge dessen wird auch Operationen, die eigent-
lich steuer- sowie datenunabhängig sind und somit in beliebiger Reihenfolge ausgeführt werden
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könnten, eine feste Ausführungsreihenfolge zugeordnet. Es hängt von dem jeweiligen Synthe-
severfahren ab, ob diese zusätzlichen Steuerflussinformationen verwendet werden oder nicht.
Anhand der Spezifikation in Abbildung 4.3 wird im Folgenden erläutert, wie der Steuerfluss
innerhalb von GROPIUS-Spezifikationen für den Aufbau einer Steuerflussrelation interpretiert
wird.
DEF ( λ(i1, i2, i3, i4, i5). let GT1 = i2 > i3 in
let MUX1 = MUX(GT1, i2, i3) in
let MUX2 = MUX(GT1, i5, i2) in
let SUB1 = i3 − i1 in (GT1, SUB1, i2, MUX2) )
SER
IF (λ(ifa, ifb, ifc, ifd). ifa)
THEN (DEF ( λ(ifa, ifb, ifc, ifd). let ADD1 = ifb + ifc in (ifa, ADD1, ifd)) )
ELSE (DEF ( λ(ifa, ifb, ifc, ifd). let SUB2 = ifb − ifc in (ifa, SUB2, ifd)) )
SER
DEF ( λ(da, db, dc). let MULT1 = db ∗ db in (MULT1, dc) )
SER
( DEF ( λ(pa, pb). let ADD2 = pa + pb in ADD2 )
PAR
DEF ( λ(pa, pb). let SUB3 = pa − 7 in SUB3 )
SER
DEF ( λ(ea, eb). let LT1 = ea < 128 in (ea, eb, LT1) ) )
SER
WHILE (λ(wa, wb, wc). wc) DO
( DEF ( λ(wa, wb, wc).
let ADD3 = wa + 2 in
let SUB4 = wb − 3 in
let LT2 = ADD3 < 312 in (ADD3, SUB4, LT2) ) )
SER
DEF ( λ(fa, fb, fc).
let ADD4 = fa + 10 in ADD4 )
Abbildung 4.3: Beispiel zur Analyse des Steuer- und Datenflusses
Um den Steuerfluss der Spezifikation in der resultierenden Relation vollständig darstellen
zu können, werden zusätzlich zu den bestehenden Operationen sechs spezielle Operationsnamen
verwendet: START und ENDE für den Anfang und das Ende der Spezifikation, IF und WHILE
für die Verzweigungsoperationen und PAR und PARE für das PAR-Konstrukt. Um IF-, PAR- und
WHILE-Konstrukte eindeutig referenzieren zu können, wird wie bei den anderen Operationen der
spezielle Operationsname jeweils um die Nummer der Instanz des entsprechenden Konstrukts
ergänzt. So kennzeichnet beispielsweise eine Operation PAR3 in der sich ergebenden Relation
den Beginn des dritten PAR-Konstrukts der Spezifikation.
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Von den Operationen in den let-Ausdrücken von DEF-Termen wird angenommen, dass eine
Steuerabhängigkeit besteht, die der Reihenfolge ihres Auftretens in den DEF-Termen entspricht.
Innerhalb des ersten DEF-Terms in Abbildung 4.3 ist somit die Operation MUX1 steuerabhängig
von GT1, MUX2 von MUX1 und SUB1 von MUX2:
GT1 MUX1 MUX2 SUB1
Bei Termen der Form A SER B ist die erste Operation in Block B jeweils steuerabhängig
von der letzten Operation in Block A. Handelt es sich bei der Anweisung A um einen IF- oder
PAR-Term, so ist die erste Operation in Block B von den jeweils letzten Operationen der beiden
Zweige des Vorgängers steuerabhängig.
Die durch ein IF-Konstrukt bedingte Verzweigung des Steuerflusses wird durch das Einfügen
der speziellen Operation IF gekennzeichnet. Von der IF-Operation sind jeweils die ersten Ope-
rationen der beiden Zweige des IF-Terms (hier ADD1 und SUB2) steuerabhängig. Durch
ein Plus- bzw. Minus-Zeichen wird angezeigt, ob die jeweilige Operation dem THEN- oder
ELSE-Zweig angehört. ADD1 ist somit beispielsweise von +IF1 steuerabhängig, während SUB2
von -IF1 steuerabhängig ist. Die erste Operation der dem IF-Term nachfolgenden Anweisung






PAR-Terme unterscheiden sich bezüglich des Steuerflusses dadurch von IF-Termen, dass
stets beide Zweige ausgeführt werden. Die Ausführungsreihenfolge der beiden Zweige ist dabei
nicht festgelegt. Als Spezialoperation für PAR-Ausdrücke kommen die Bezeichnungen PAR und
PARE zum Einsatz. PAR bezeichnet den Beginn einer PAR-Anweisung und PARE deren Ende.
Von PAR sind jeweils die ersten Operationen der beiden Zweige des PAR-Terms steuerabhängig.
Hier wird durch ein zusätzliches Plus- bzw. Minus-Zeichen angezeigt, ob die jeweilige Opera-
tion dem linken oder rechten Operanden des PAR-Konstrukts angehört. Die PARE-Operation
kennzeichnet das Ende des PAR-Konstrukts. Diese explizite Endmarkierung vereinfacht später
ein gegebenenfalls erwünschtes Serialisieren der beiden PAR-Zweige (siehe Abschnitt 4.4.1).
PARE ist von den jeweils letzten Operationen der beiden Zweige steuerabhängig. Von PARE ist
wiederum die erste Operation, welche auf den PAR-Term folgt (hier LT1), steuerabhängig.
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Für die Beschreibung der Steuerflussabhängigkeiten von WHILE-Konstrukten wird die spe-
zielle Operation WHILE verwendet. Diese Operation ist steuerabhängig von der/den letzten
Operation/-en der vorangehenden Anweisung (hier LT1) sowie von der/den letzten Operation/-en
des Rumpfs der WHILE-Schleife (LT2). Von der WHILE-Operation sind wiederum die erste
Operation im Schleifenrumpf sowie die erste Operation der nachfolgenden Anweisung steuer-
abhängig. Durch ein zusätzliches Plus- oder Minus-Zeichen wird angezeigt, ob die jeweils steu-





Ein WHILE-Knoten hat exakt die gleiche Funktion wie ein IF-Knoten. Beide könnten zu
einem Verzweigungsknoten zusammengefasst werden. Eine Unterscheidung wurde dennoch vor-
genommen, da durch die explizite Kennzeichnung von WHILE-Schleifen eine für die weite-
re Verarbeitung gegebenenfalls erforderliche Suche nach Zyklen im Steuerfluss erspart werden
kann.
Zuletzt werden die beiden Spezialoperationen START und ENDE zur Kennzeichnung des
Start- und Endpunkts der Spezifikation eingefügt. Die erste Operation der ersten Anweisung
(hier GT1) ist von START steuerabhängig, während ENDE von der/den letzten Operation/-en
der letzten Anweisung steuerabhängig ist:
START GT1 ADD4 ENDE
4.3.3 Analyse des Datenflusses
Parallel zum Steuerfluss wird der Datenfluss der Spezifikation analysiert. Die Datenabhängigkei-
ten aller in der Spezifikation enthaltener Operationen sowie der neu eingeführten Spezialopera-
tionen werden in diesem Schritt ermittelt.
Die Datenabhängigkeiten einer Operation sind durch die Variablen, welche als Operanden
der Operation zum Einsatz kommen, definiert. Eine Operation ist von all denjenigen Operationen
datenabhängig, deren Ergebnis in einer der Variablen, die einen Operanden der Operation bilden,
enthalten sein kann.
Innerhalb eines DFG-Terms entspricht jede Variable, die als Operand in dem Ausdruck ausdr
eines let-Terms let opname = ausdr Verwendung findet, entweder einer der Eingangsvariablen
des DFG-Terms oder der Zielvariable einer innerhalb des DFG-Terms vorangehenden Operati-
on. Im letzteren Fall ist die Operation opname (u. a.) von der entsprechenden vorangehenden
Operation datenabhängig. Handelt es sich bei dem Operand um eine der Eingangsvariablen des
DFG-Terms, so werden die daraus resultierenden Datenabhängigkeiten ermittelt, indem die vor-
angehenden Operationen über die Grenzen des DFG-Terms hinweg entlang des Steuerflusses
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zurückverfolgt werden. Es wird überprüft, welche dieser Operationen potentiell ihr Ergebnis an
die betreffende Eingangsvariable des DFG-Terms übertragen. Finden sich entsprechende Opera-
tionen, so ist opname von ihnen datenabhängig. Andernfalls entsprechen die Eingangsvariablen
des DFG-Terms globalen Eingabewerten der Spezifikation, so dass opname nicht von weiteren
Operationen datenabhängig ist.
Im Beispiel in Abbildung 4.3 hängen die Operation GT1 von den Eingangsvariablen i2
und i3 sowie SUB1 von den Eingangsvariablen i1 und i3 des DFG-Terms ab. Da dieser
DFG-Term Bestandteil der ersten Anweisung der Spezifikation ist, entsprechen dessen Ein-
gangsvariablen den globalen Eingabewerten der Spezifikation. Diese werden in der resultie-
renden Steuer-/Datenflusstabelle 4.1 speziell durch START1, START2, START3, START4 und
START5 gekennzeichnet. Die Eingangsvariablen i1, i2 und i3 des DFG-Terms entsprechen so-
mit START1, START2 und START3. Die Operationen MUX1 und MUX2 hängen von globalen
Eingabewerten und zusätzlich von dem Ergebnis der Operation GT1 ab. Beide Operationen sind
somit von der Operation GT1 datenabhängig.
In DEF-Anweisungen definieren die Ausgangsvariablen der DFG-Terme (siehe Ab-
schnitt 3.3.1), welche Ergebnisse an die nächste Anweisung übergeben werden. Durch das Kon-
strukt SER werden die Ausgaben des linken Operanden des SER-Ausdrucks direkt als Eingabe
an die nachfolgende Anweisung, dessen rechten Operanden, weitergereicht. So entspricht die
Ausgabe (GT1, SUB1, i2, MUX2) der ersten DEF-Anweisung in Abbildung 4.3 den Eingangs-
variablen (ifa, ifb, ifc, ifd) der nachfolgenden IF-Anweisung.
DFG-Terme, welche den Bedingungsblock einer IF- oder WHILE-Anweisung bilden, ent-
halten nach der in Abschnitt 4.2.2 beschriebenen Transformation keine Berechnungen mehr. Sie
selektieren nur noch eine der Eingangsvariablen des DFG-Terms, welche das Ergebnis der zu-
gehörigen Bedingungsberechnung enthält. Entsprechend werden die speziellen Verzweigungs-
operationen IF bzw. WHILE von denjenigen Operationen als datenabhängig markiert, deren
Ergebnis in der durch den zugehörigen Bedingungsblock selektierten Variable enthalten sein
kann. In Abbildung 4.3 wird im Bedingungsblock der IF-Anweisung dessen Eingangsvariable
ifa selektiert. Diese entspricht der Ausgabe GT1 der vorangehenden Anweisung und somit dem
Ergebnis der Operation GT1. Infolgedessen ist die Spezialoperation IF1 von GT1 datenabhängig.
Eine IF-Anweisung führt in Abhängigkeit ihrer Bedingung jeweils einen ihrer Zweige aus.
Eine nachfolgende Anweisung ist gegebenenfalls von Operationen in beiden Zweigen abhängig.
So ist die Operation MULT1 in dem der IF-Anweisung nachfolgenden DEF-Term sowohl von
der Operation ADD1 im THEN-Zweig der IF-Anweisung wie auch von der Operation SUB2
in deren ELSE-Zweig datenabhängig. Das Ergebnis beider Operationen wird in der Variable db
weitergereicht, welche als Operand der Operation MULT1 verwendet wird.
Bei PAR-Anweisungen werden die Ausgaben ihrer beiden Zweige parallel an nachfolgende
Anweisungen übergeben. Die Spezialoperationen PAR und PARE selbst befinden sich in keiner
Datenabhängigkeit.
Wie bereits erwähnt, ist bei WHILE-Anweisungen die Spezialoperation WHILE von all den-
jenigen Operationen datenabhängig, deren Ergebnisse in der Bedingungsvariable enthalten sein
können, welche in dem Bedingungsblock der Schleife selektiert wird. Der Ursprung des Daten-
flusses einer WHILE-Anweisung ist während der ersten Iteration die Ausgabe der vorangehenden
Anweisung und nach der ersten Iteration jeweils die Ausgabe des Schleifenrumpfes. So ist in dem
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Beispiel in Abbildung 4.3 die Spezialoperation WHILE sowohl von der Operation LT1 der DEF-
Anweisung vor der Schleife als auch von der Operation LT2 am Ende des Rumpfes der Schleife
datenabhängig. Entsprechend sind die Operationen im Schleifenrumpf während der ersten Itera-
tion von der Ausgabe der der Schleife vorangehenden Anweisung und danach von der Ausgabe
des Schleifenrumpfes selbst datenabhängig. Beispielsweise ist ADD3 sowohl von der Operation
ADD2 als auch von sich selbst datenabhängig.
Um die globale Ausgabe der Spezifikation zu kennzeichnen, wird die Spezialoperation
ENDE als datenabhängig von den Operationen, welche die Ausgaben der letzten Anweisung der
Spezifikation erzeugen, deklariert. Im Beispiel ist die Ausgabe der Spezifikation das Ergebnis
der Operation ADD4. Die Operation START steht grundsätzlich in keiner Datenabhängigkeit.
Operation ist steuerabhängig von ist datenabhängig von
START
GT1 START [START2], [START3]
MUX1 GT1 GT1, [START2], [START3]
MUX2 MUX1 GT1, [START5], [START2]
SUB1 MUX2 [START3], [START1]
IF1 SUB1 GT1
ADD1 +IF1 SUB1, [START2]
SUB2 -IF1 SUB1, [START2]
MULT1 ADD1/SUB2 ADD1/SUB2, ADD1/SUB2
PAR1 MULT1
ADD2 +PAR1 MULT1, MUX2
SUB3 -PAR1 MULT1, [7]
PARE1 ADD2/SUB3
LT1 PARE1 ADD2, [128]
WHILE1 LT1/LT2 LT1/LT2
ADD3 +WHILE1 ADD2/ADD3, [2]
SUB4 ADD3 SUB3/SUB4, [3]
LT2 SUB4 ADD3, [312]
ADD4 -WHILE1 ADD2/ADD3, [10]
ENDE ADD4 ADD4
Tabelle 4.1: Steuer- und Datenfluss des Beispiels in Abbildung 4.3
Tabelle 4.1 gibt das Ergebnis der Steuer- und Datenflussanalyse der Spezifikation aus Abbil-
dung 4.3 an. Ist eine Operation von mehreren Operationen steuerabhängig, so sind diese durch
Schrägstriche getrennt angegeben. In der rechten Spalte sind die Datenabhängigkeiten darge-
stellt. Die einzelnen Operanden einer Operation sind durch Kommata getrennt dargestellt. Kann
ein Operand das Ergebnis verschiedener Operationen sein, so sind diese durch Schrägstriche ge-
trennt angegeben. Konstanten und globale Eingabewerte sind in eckigen Klammern dargestellt.
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4.4 Erzeugung externer Schaltungsrepräsentationen
Nach der Analyse des Steuer- und Datenflusses der Schaltungsspezifikation werden die Analy-
seergebnisse in Form einer Tabelle an die externe Umgebung übergeben. Dort werden sie von
einem Konverter in eine für das extern auszuführende Verfahren passende Form überführt.
Einige Verfahren zur Analyse toten Codes (siehe Abschnitt 5.1) erwarten beispielsweise ei-
ne Beschreibung der Schaltung in Form von DU-/UD-Ketten∗ (Definition-Use/Use-Definition
chains) [Much97]. Für den Einsatz kommerzieller Werkzeuge wäre gegebenenfalls eine
Überführung der Spezifikation in VHDL [VHDL02] denkbar.
Die genaue Form hängt jeweils von dem einzusetzenden Verfahren ab. Oft ist eine bestimmte
Darstellungsform allerdings für mehrere Verfahren geeignet, vor allem wenn diese einen ähn-
lichen Optimierungs- oder Syntheseschritt realisieren. In diesem Fall können die Verfahren auf
einen gemeinsamen Konverter zurückgreifen.
Einer der Konverter, die im Zuge dieser Arbeit entwickelt wurden, erzeugt auf Basis der
Steuer-/Datenflusstabelle einer Spezifikation ihren entsprechenden Steuer-/Datenflussgraphen
(control/data flow graph, CDFG) [DeMi94, GaRa94]. Diese Darstellungsform ist in der al-
gorithmischen Synthese besonders verbreitet. Zum Beispiel basieren zahlreiche Algorithmen
zur Ablaufplanung auf CDFGs [RaJe95]. Einer der bekanntesten dieser Algorithmen ist der
Path-Based-Scheduling-Algorithmus [Camp91]. Ein anderer Vertreter dieser Algorithmen, der
Loop-Directed-Scheduling-Algorithmus [BhDB94], wurde exemplarisch in dieser Arbeit imple-
mentiert. Auf Grund der vielseitigen Anwendungsbereiche von CDFGs soll deren Konstruktion
aus einer gegebenen Steuer-/Datenflusstabelle im Folgenden näher betrachtet werden.
4.4.1 Darstellung der Spezifikation als Steuer-/Datenflussgraph
Steuer-/Datenflussgraphen sind gerichtete Graphen, deren Knoten Operationen entsprechen und
deren Kanten den Steuer- und Datenfluss zwischen den Knoten beschreiben. Die Kanten sind in
zwei Klassen unterteilt: in die Klasse der Steuerflusskanten und die Klasse der Datenflusskanten.
Ebenso wie die Kanten eines CDFGs sind auch dessen Knoten in zwei Klassen eingeteilt. Die ei-
ne Klasse der Knoten entspricht den speziellen Operationen zur Beschreibung des Steuerflusses
(START, ENDE, IF, WHILE, PAR und PARE) und die andere Klasse den in der ursprüngli-
chen Spezifikation enthaltenen Operationen. Unterscheidet das anzuwendende Verfahren nicht
zwischen WHILE- und IF-Knoten, so können beide Knotentypen durch einen einheitlichen Ver-
zweigungsknoten dargestellt werden.
Abbildung 4.4 stellt einen Steuer-/Datenflussgraphen dar, der exakt das in Tabelle 4.1 darge-
stellte Ergebnis der Flussanalyse der Beispielspezifikation aus Abbildung 4.3 widerspiegelt. In
der Abbildung sind Steuerflusskanten mittels durchgängiger Pfeile dargestellt, während Daten-
flusskanten durch gestrichelte Pfeile dargestellt werden.
∗Die UD-Kette einer Variablen gibt die Operationen an, deren Ergebnis sie potentiell enthält, und deren DU-
Kette die Operationen, die diese Variable potentiell verwenden.






















Abbildung 4.4: Steuer-/Datenflussgraph der Spezifikation in Abbildung 4.3
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Eliminierung von PAR-Knoten
Oft sind Verfahren, die auf CDFGs operieren, nicht auf PAR-Knoten als Bestandteil der Graphen
ausgelegt. In diesen Fällen werden die PAR-Knoten vor dem Einsatz entsprechender Algorith-
men eliminiert, indem die Ausführungsreihenfolge der beiden Zweige jeder PAR-Anweisung im
Voraus festgelegt wird. Dabei kann für jedes PAR-Konstrukt separat entschieden werden, wel-
cher der beiden Zweige zuerst ausgeführt werden soll.
Ein einzelner PAR-Knoten wird aus einem CDFG eliminiert, indem zunächst die
Steuerflusskante/-n, welche auf den entsprechenden PAR-Knoten verweist/-en, auf die erste Ope-
ration desjenigen Zweigs umgelenkt werden, der zuerst ausgeführt werden soll. Die von der letz-
ten Operation dieses Zweigs auf den zugehörigen PARE-Knoten verweisende Steuerflusskante
wird auf die erste Operation des anderen PAR-Zweiges umgelenkt, so dass der andere Zweig
direkt im Anschluss an den ersten Zweig der PAR-Anweisung zur Ausführung kommt. Die letzte
Operation des PAR-Zweiges, welcher als Zweiter zur Ausführung kommt, wird auf den Nach-










Abbildung 4.5: PAR-Eliminierung im Steuer-/Datenflussgraphen
In Abbildung 4.5 ist die Eliminierung des PAR-Knotens des Steuer-/Datenflussgraphen in
Abbildung 4.4 dargestellt. Der mit Plus gekennzeichnete Zweig soll in diesem Fall zuerst zur
Ausführung kommen.
Parallel zur Entfernung eines PAR-Knotens aus dem CDFG wird gleichzeitig die entspre-
chende PAR-Anweisungen der GROPIUS-Spezifikation eliminiert. Die beiden Zweige der PAR-
Anweisung werden mit Hilfe eines der beiden folgenden Theoreme in die gewählte Ausführungs-
reihenfolge gebracht:
` A PAR B = DEF ( λ(x. (x, x)) ) SER LEVA A SER RIVA B (4.5)
` A PAR B = DEF ( λ(x. (x, x)) ) SER RIVA B SER LEVA A (4.6)
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Nach Anwendung des Theorems 4.5 kommt stets der linke Zweig des ursprünglichen PAR-
Konstrukts zuerst zur Ausführung und nach Anwendung des Theorems 4.6 der rechte. Die neu
auftretenden Konstrukte RIVA und LEVA werden durch die rekursive Anwendung folgender
Theoreme eliminiert:
` LEVA (A SER B) = LEVA A SER LEVA B
` RIVA (A SER B) = RIVA A SER RIVA B
` LEVA (IF c THEN A ELSE B) = IF (λ(f, s). c f) THEN (LEVA A) ELSE (LEVA B)
` RIVA (IF c THEN A ELSE B) = IF (λ(f, s). c s) THEN (RIVA A) ELSE (RIVA B)
` LEVA (WHILE c DO A) = WHILE (λ(f, s). c f) DO (LEVA A)
` RIVA (WHILE c DO A) = WHILE (λ(f, s). c s) DO (RIVA A)
` LEVA (DEF a) = DEF (λ(f, s). (a f, s))
` RIVA (DEF a) = DEF (λ(f, s). (f, a s))
Abschließend werden die resultierenden Grundblöcke wie in Abschnitt 4.2.3 beschrieben
maximiert. Eine Eliminierung des PAR-Konstruktes in der Beispielspezifikation aus Abbildung
4.3 entsprechend der Graphentransformation in Abbildung 4.5 ergibt:
. . .
SER
DEF ( λ(da, db, dc). let MULT1 = db ∗ db in
let ADD2 = MULT1 + dc in
let SUB3 = MULT1 − 7 in




Macht ein einzusetzendes CDFG-basiertes Verfahren keinen Gebrauch von der expliziten Kenn-
zeichnung von Schleifen durch WHILE-Knoten, so können diese ebenfalls eliminiert werden.
Nach der in Abschnitt 4.2.2 beschriebenen Transformation zum Verschieben der Bedingungsbe-
rechnungen von WHILE-Konstrukten ist das Sprungverhalten der resultierenden WHILE-Knoten
ausschließlich von konstanten Werten abhängig. Durch eine Interpretation dieser konstanten Ver-
zweigungswerte ist es möglich, die WHILE-Knoten aus dem CDFG zu entfernen. Dies soll an-
hand folgenden Beispiels verdeutlicht werden:
DEF ( λx. let MULT1 = x ∗ x in MULT1 )
SER
WHILE (λx. x < 10) DO
( DEF ( λx. let ADD1 = x + 3 in ADD1 ) )
SER
DEF ( λx. let MULT2 = x ∗ 4 in MULT2 )
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Ein Verschieben der Bedingungsberechnung aus dem Bedingungsblock des WHILE-
Konstrukts (siehe Abschnitt 4.2.2) und eine Maximierung der resultierenden Grundblöcke (Ab-
schnitt 4.2.3) überführt die Spezifikation in folgende Form:
DEF ( λx. let MULT1 = x ∗ x in (MULT1, T) )
SER
WHILE (λ(wa, wb). wb) DO
( DEF ( λ(wa, wb). let LT1 = wa < 10 in (wa, LT1) )
SER
IF (λ(wa, LT1). LT1) THEN ( DEF ( λ(wa, LT1).
let ADD1 = wa + 3 in (ADD1, T) ) )
ELSE ( DEF ( λ(wa, LT1). (wa, F) ) ) )
SER
DEF ( λ(wa, LT1). let MULT2 = wa ∗ 4 in MULT2 )
Eine Analyse des Steuer- und Datenflusses dieser Spezifikation ergibt:
Operation ist steuerabhängig von ist datenabhängig von
START
MULT1 START [START1], [START1]
WHILE1 MULT1 ADD1 -IF1 [T]/[T]/[F]
LT1 +WHILE1 MULT1/ADD1, [10]
IF1 LT1 LT1
ADD1 +IF1 MULT1/ADD1, [3]
MULT2 -WHILE1 MULT1/ADD1, [4]
ENDE MULT2 MULT2
Der entsprechende Steuerflussgraph ist auf der linken Seite von Abbildung 4.6 dargestellt.
Zur Erhöhung der Übersichtlichkeit wurde hier auf die Darstellung der Datenflusskanten ver-
zichtet.
Als Folge des Verschiebens der Bedingungsberechnung des WHILE-Konstrukts ist der
WHILE-Knoten nur von konstanten Werten datenabhängig: Ist von dem WHILE-Knoten aus
gesehen der Ursprung des Steuerflusses der Knoten MULT1 oder ADD1, so ist die Schleifen-
bedingung (im Graph: wbed) wahr. Ist der Vorgänger des WHILE-Knotens dagegen der IF-
Knoten, dessen Bedingungswert sich als falsch herausgestellt hat, so ist die Schleifenbedingung
ebenfalls falsch.
Da nach den Knoten MULT1 und ADD1 die Schleifenbedingung grundsätzlich wahr ist,
kann in diesen Fällen anstatt des WHILE-Knotens auch direkt die erste Operation im Rumpf der
Schleife (LT1) angesprungen werden. Entsprechend ist, wenn die Bedingung des IF-Konstrukts
sich als falsch erweist, die Schleifenbedingung immer falsch, so dass in diesem Fall stets direkt
zu der ersten Operation nach der WHILE-Schleife gesprungen werden kann.
Wird der Steuerfluss entsprechend umgeleitet, so verliert der WHILE-Knoten seine Bedeu-
tung und kann eliminiert werden. Der im Beispiel resultierende Graph ist auf der rechten Seite
von Abbildung 4.6 dargestellt.





















Abbildung 4.6: Eliminierung von WHILE-Knoten
Auf die hier vorgestellte Weise können alle konstanten Verzweigungsbedingungen von
WHILE- und IF-Knoten im Voraus ausgewertet und so die Steuerstruktur von CDFGs verein-
facht werden.
In der Verhaltensspezifikation sind die entsprechenden Transformationen der WHILE-
Anweisungen zu diesem Zeitpunkt nicht realisierbar, da Übergänge, wie sie in dem Beispiel
infolge der Transformation von der Operation ADD1 zur Operation LT1 stattfinden, in GROPIUS
nicht direkt darstellbar sind. Daher werden die entsprechenden Umformungen in der formalen
Schaltungsspezifikation erst beim Übergang zu der in Abschnitt 3.3.4 beschriebenen steuerfluss-
orientierten Darstellung, in welcher die Darstellung derartiger Übergänge schließlich möglich
ist, nachvollzogen (siehe Abschnitt 5.2.2).
4.5 Ausführung externer Syntheseverfahren
Nach der Konvertierung der Spezifikation in das benötigte Eingabeformat kann schließlich das
gewählte Optimierungs- oder Syntheseverfahren zur Ausführung kommen. Welche Verfahren in
dem formalen Synthesesystem eingesetzt werden können, hängt davon ab, inwieweit die ent-
sprechenden Module des formalen Systems deren Ergebnisse innerhalb des Theorembeweisers
umsetzen können.
Während beispielsweise die Ablaufpläne, die in dem vorgestellten Konzept umgesetzt wer-
den können, und damit die einsetzbaren Ablaufplanungsverfahren, noch gewissen Einschränkun-
gen unterliegen, können zum Beispiel bei der Bereitstellung und Zuweisung der Verbindungs-
und Funktionseinheiten (siehe Abschnitte 5.4 und 5.5) weitestgehend alle möglichen (korrek-
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ten) Ergebnisse umgesetzt werden. Gegebenenfalls existierende Grenzen der Umsetzbarkeit be-
stimmter Entwurfsschritte werden ausführlich in Kapitel 5 beschrieben. Da die Entwicklung neu-
er Optimierungs- und Syntheseheurisitiken nicht Ziel dieser Arbeit war, wird auf die eingesetzten
Techniken nicht im Detail eingegangen.
Bei dem Einsatz externer Syntheseverfahren gibt es verschiedene Strategien. Einerseits
können nach der Ausführung eines jeden Verfahrens dessen Ergebnisse unverzüglich an das for-
male Synthesesystem zurückgeliefert werden, um dort sofort umgesetzt zu werden. Auf diese
Weise ist es möglich, die Ergebnisse eines Verfahrens umzusetzen, während bereits parallel dazu
das nächste externe Optimierungs- oder Syntheseverfahren zur Ausführung kommt. Andererseits
bietet es sich aber oft an, mehrere Syntheseverfahren auf einmal extern auszuführen und dann
erst deren Ergebnisse an das formale System weiterzuleiten.
Gerade bei den fundamentalen Aufgaben der algorithmischen Synthese – der Erstellung ei-
nes Ablaufplans, der Ressourcenbereitstellung und der Ressourcenzuweisung – bietet sich die
gemeinsame Ausführung der drei Entwurfsschritte an, da sie stark voneinander abhängig sind.
Ein optimales Ergebnis kann oft erst nach deren iterativer Ausführung erzielt werden. Da die
Verfahren somit gegebenenfalls mehrfach ausgeführt werden müssen, ist die Effizienz dieser oft
aufwändigen Entwurfsraumuntersuchungen von besonderer Bedeutung. Meist sind entsprechen-
de Verfahren bereits hochoptimiert, so dass deren größtmögliche Effizienz dadurch erreicht wird,
indem sie in denjenigen Umgebungen ausgeführt werden, für die sie entwickelt und optimiert
wurden. Diese Möglichkeit wurde durch das im Zuge dieser Arbeit entwickelte Rahmenwerk
geschaffen. Die Verfahren können unverändert in ihrer ursprünglichen Umgebung ausgeführt
werden.
Während bis zum Erreichen eines Ergebnisses der gewünschten Qualität einige Verfahren
gegebenenfalls mehrfach ausgeführt werden müssen, ist eine Nachbildung der auftretenden Zwi-
schenergebnisse in der formalen Umgebung nicht erforderlich. Erst die endgültigen Ergebnisse
eines Entwurfsschritts werden an die formale Umgebung zurückgeliefert. Zuvor müssen sie je-
doch mit Hilfe eines weiteren Konverters in eine für das formale Synthesesystem geeignete Form
überführt werden.
4.6 Konvertierung der Ergebnisrepräsentation
Die benötigte Darstellungsform der Ergebnisse hängt von dem jeweils durchzuführenden Syn-
theseschritt ab und wird von der verarbeitenden Einheit in der formalen Umgebung vorgegeben.
Für die Durchführung der Ablaufplanung in dem formalen System wird beispielsweise
der extern erzielte Ablaufplan in Form eines Graphen erwartet, welcher – ähnlich wie der
Steuer-/Datenflussgraph – als Tabelle an das formale Synthesesystem übertragen wird. Der Ab-
laufplan ist ein gerichteter Graph, dessen Knoten Zustände und dessen Kanten Übergänge zwi-
schen den Zuständen repräsentieren. Jeder Knoten enthält einen zyklenfreien Steuerflussgraphen
bestehend aus denjenigen Operationen, die in dem entsprechenden Zustand in der geplanten
RT-Ebenen-Implementierung ausgeführt werden sollen. Die Kanten sind mit den Bedingungen
behaftet, unter denen die Übergänge zwischen den RT-Ebenen-Zuständen stattfinden.





















Abbildung 4.7: Ein möglicher Ablaufplan für die Spezifikation in Abbildung 4.2
Abbildung 4.7 stellt einen Ablaufplan für die Spezifikation in Abbildung 4.2 dar. In dieser,
wie auch in den folgenden Graphendarstellungen, werden Verzweigungsknoten nicht mehr expli-
zit dargestellt. Stattdessen haben ihre ursprünglich direkt vorangehenden Operationen mehrere
ausgehende Kanten, die jeweils mit der maßgeblichen Verzweigungsbedingung behaftet sind.
Die einzelnen Verzweigungsbedingungen entsprechen dabei logischen Verknüpfungen von Aus-
gaben vorangegangener Operationen bzw. globaler Eingabewerte der Spezifikation.
Auf die Eingabedaten der verschiedenen Umsetzungsmodule wird in Kapitel 5 in dem jeweils
entsprechenden Zusammenhang näher eingegangen.
4.7 Syntheseschrittspezifische Verarbeitung der Ergebnisse
Liegen die Ergebnisse einer Entwurfsraumuntersuchung dem formalen System schließlich vor,
so wird die Spezifikation den Ergebnissen entsprechend innerhalb des Theorembeweisers umge-
formt. Dabei wird die Spezifikation im Theorembeweiser durch einzelne Transformationen kon-
struktiv in die gewünschte Implementierung überführt und nicht, wie es bei der Verifikation nach
Durchführung der Synthese (siehe Abschnitt 2.2.1) üblich ist, auf Basis der Analyseergebnisse
eine neue Implementierung aufgebaut und nachträglich die Äquivalenz dieser Implementierung
zu der Spezifikation bewiesen. Die automatische Umsetzung der einzelnen Syntheseschritte in
der formalen Synthese wird ausführlich in Kapitel 5 behandelt.




Durch das in Kapitel 4 beschriebene Rahmenwerk wurde eine Möglichkeit zur einfachen In-
tegration und effizienten Durchführung konventioneller Optimierungs- und Syntheseverfahren
geschaffen. Die in der externen Umgebung ermittelten Entwurfsziele müssen nun innerhalb des
Theorembeweisers umgesetzt werden.
In dieser Arbeit wurde besonders viel Wert auf die vollständige Automatisierung des for-
malen Syntheseprozesses gelegt. Eine interaktive Steuerung des Entwufsprozesses durch den
Entwickler sollte zwar noch möglich, aber nicht erforderlich sein. Eine Automatisierung der for-
malen Synthese erhöht nicht nur deren Komfort und Akzeptanz, sondern auch deren Geschwin-
digkeit. Vor allem aber ist der Einsatz einer formalen Synthese nicht mehr auf Entwickler mit
ausgeprägten Kenntnissen in formalen Methoden beschränkt. Durch die vollständige Automati-
sierung wird die Korrektheit des Syntheseergebnisses allein durch das Synthesesystem innerhalb
des Theorembeweisers bewiesen. Ein Eingreifen des Entwicklers ist nicht erforderlich.
Voraussetzung für eine durchgängige formale Synthese sind zum einen formale Darstellungs-
formen, welche die Repräsentation der Spezifikation, der Implementierung sowie aller Zwischen-
ergebnisse während des Syntheseprozesses erlauben, und zum anderen eine ausreichende Menge
von Transformationen, die alle für die Realisierung einer Synthese erforderlichen Umformungen
abdecken.
Die Automatisierung der Transformationen und der zugehörigen Beweise wird in dieser Ar-
beit dadurch erreicht, dass der zu transformierende Term, falls er nicht bereits in einer wohl-
definierten Form vorliegt, in eine solche überführt wird, so dass stets bekannt ist, an welcher
Stelle des Terms welche Information in welcher Form zu erwarten ist. Dies ist zumeist eine Vor-
aussetzung für die Entwicklung von Beweisstrategien, die eine automatisierte Durchführung der
im Zusammenhang mit der Transformation stehenden Beweise realisieren sollen. Soweit möglich
wurden die Transformationen derart konzipiert, dass deren resultierende Terme bereits eine Form
aufweisen, die eine direkte Weiterverarbeitung ohne zusätzliche Umformungen zulässt.
Als Beispiel für entsprechende Umformungen, Beweisstrategien und deren Einsatz folgt in
Abschnitt 5.1 eine ausführliche Beschreibung der automatischen Eliminierung toten Codes aus
GROPIUS-Spezifikationen. Anschließend wird das im Zuge dieser Arbeit entwickelte Konzept
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zur automatisierten Durchführung aller für eine formale algorithmische Synthese erforderlichen
Schritte (siehe Abschnitt 2.1) vorgestellt. Die formale algorithmische Synthese beginnt mit der
Überführung der Spezifikation in die steuerflussorientierte Darstellung (Abschnitt 5.2). Anschlie-
ßend wird die Ablaufplanung durchgeführt (Abschnitt 5.3). Nach der Bereitstellung und Zu-
weisung von Registern (Abschnitt 5.4) wird im Zuge einer Operationswerksynthese (Abschnitt
5.5) sowie der Synthese des Steuerwerks (Abschnitt 5.6) die Bereitstellung und Zuweisung der
Funktions- und Verbindungseinheiten umgesetzt.
5.1 Eliminierung toten Codes
Toter Code bezeichnet Operationen und Speicherplätze, die auf das Ergebnis einer Berechnung
keinen Einfluss haben [AhSU86, Much97]. Oft wird auch unerreichbarer Code als toter Code
bezeichnet. In dieser Arbeit wird jedoch nach [Much97] unter unerreichbarem Code Code ver-
standen, der unabhängig von der Eingabe der Berechnung, niemals zur Ausführung kommt. Im
Gegensatz dazu kann toter Code tatsächlich zur Ausführung kommen, hat aber auch in diesem
Fall keine Auswirkung auf das Ergebnis einer Berechnung. Für toten Code kommt in dieser
Arbeit folgende Definition zum Einsatz [KaSa03]:
Definition 1 (notwendige Variablen und Operationen) Variablen, die das Endergebnis einer
Spezifikation enthalten, sind notwendig. Operationen sind notwendig, wenn ihre Ergebnisse not-
wendigen Variablen zugewiesen werden∗. Variablen, die in notwendigen Operationen verwendet
werden, sind ebenfalls notwendig.
Definition 2 (unnötige Variablen und Operationen, toter Code) Variablen und Operationen,
die nicht notwendig sind, sind unnötig und repräsentieren den toten Code der Spezifikation.
Definition 3 (TC-Reduzierbarkeit) Falls einige der eingehenden Werte eines DFG- oder P-
Terms unnötig sind oder der entsprechende Term selbst unnötige Operationen oder Variablen
enthält, so heißt dieser Term TC-reduzierbar (Toter-Code-reduzierbar). Ansonsten wird der Term
als TC-reduziert bezeichnet.
Toter Code tritt meistens infolge anderer Optimierungsverfahren auf, kann jedoch unter
Umständen auch (in der Regel unbeabsichtigt) durch den Entwerfer selbst spezifiziert worden
sein. Die Eliminierung toten Codes führt oft zu einer Senkung der Kosten der resultierenden Im-
plementierung, da gegebenenfalls einige Funktionseinheiten und auch Speichereinheiten, wel-
che im Zusammenhang mit der Berechnung des toten Codes benötigt werden, eingespart werden
können.
Für die folgenden Ausführungen sei daran erinnert, dass in dieser Arbeit Kleinbuchstaben für
Variablen elementaren Typs (a, b, c, . . . ), unterstrichene Buchstaben für Strukturen solcher Va-
riablen (x, vsr, . . . ), kleingeschriebene, schräggestellte Buchstaben für ganze DFG-Terme (f , g,
∗Eine spezielle Stellung nehmen WHILE-Schleifen in diesem Zusammenhang ein. Da deren Terminieren im All-
gemeinen nicht entscheidbar ist, werden WHILE-Operationen in dieser Arbeit grundsätzlich als notwendig erachtet
und somit nie eliminiert (siehe auch Seite 98).
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cnd, . . . ) und schräggestellte Großbuchstaben für P-Terme (L, R, T, . . . ) stehen (siehe Abschnitt
3.3.4). Nicht fett dargestellte Bezeichner repräsentieren Variablen beliebigen Typs.
Weiter bezeichnet dte die Menge aller freien Variablen des Terms t (siehe Abschnitt 3.1). Es
gilt also beispielsweise dλx.(f (x,y))e=y. Eine beliebige Variablenstruktur bestehend aus einer
Variablenmenge vs wird durch 〈vs〉 dargestellt. So kann zum Beispiel 〈{a,b,c}〉 für die Varia-
blenstrukturen (a,b,c), (b,a,c), ((c,b),a), etc. stehen.
Im Zusammenhang mit der Eliminierung toten Codes kommt eine besondere Variante der
DFG-Terme zum Einsatz, die sogenannte Variableneliminierung. Eine Variableneliminierung
(λev.av) zeichnet sich dadurch aus, dass sie keinerlei Operationen enthält und weniger Aus- als
Eingangsvariablen hat, d. h. dave⊂deve. Als selbständiger Bestandteil eines P-Terms tritt sie ent-
sprechend innerhalb eines DEF-Terms auf, also in der Form DEF(λev.av). Als Beispiel für eine
Variableneliminierung sei der Term DEF (λ(d,s3,b).(s3,b)) gegeben. Er bewirkt die Eliminierung
der Eingangsvariablen d.
5.1.1 Durchführung der Eliminierung toten Codes
Das Verfahren zur Eliminierung toten Codes bearbeitet jeweils eine Anweisung der Spezifikation
nach der anderen (zum Begriff der Anweisung in GROPIUS siehe Abschnitt 3.3.3). Es beginnt mit
der letzten Anweisung der Spezifikation und endet mit der ersten.
Jede Anweisung wird nach folgendem Prinzip abgearbeitet: Falls der unter Betracht stehen-
den Anweisung eine Variableneliminierung folgt, so wird diese als Erstes in die Anweisung in-
tegriert. Anschließend wird der in der Anweisung enthaltene tote Code eliminiert. Erweisen sich
nach diesem Schritt einige der Eingänge der Anweisung als unnötig, so wird die Anweisung auf-
geteilt in eine neue Variableneliminierung, gefolgt von der vollständig TC-reduzierten Form der
Anweisung. Diese Variableneliminierung wird im darauf folgenden Schritt in den Vorgänger der
zuletzt betrachteten Anweisung integriert und dort entsprechend die Eliminierung toten Codes
fortgesetzt. Das Verfahren endet nach der Abarbeitung der ersten Anweisung der Spezifikation.
Im Folgenden wird die Eliminierung toten Codes ausführlich für jedes Grundkonstrukt vorge-
stellt, das nach den in Abschnitt 4.2 beschrieben Vorbereitungsmaßnahmen der algorithmischen
Synthese noch eine Anweisung der Spezifikation bilden kann.
Eliminierung toten Codes in DEF-Termen
Gegeben sei folgendes Beispiel eines DEF-Terms gefolgt von einer Variableneliminierung†:
DEF (λ(a,b,c,d).let s1 = b>c in
let s2 = MUX(s1,b,c) in
let s3 = c−a in (d,s3,b))
SER
DEF (λ(d,s3,b).(s3,b)) (* Variableneliminierung *)
†In HOL werden Kommentare durch eine Klammerung in ,,(*“ und ,,*)“ gekennzeichnet.
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Zuerst wird die Variableneliminierung in den DEF-Term eingebunden. Dies erfolgt unter Ver-
wendung des Theorems 4.3 auf Seite 72 nach folgendem Schema:
DEF (λev.let av = (body ev) in av)
SER
DEF (λav.nv) (* Variableneliminierung *)
=⇒ DEF (λev.let av = (body ev) in nv)
Im Beispiel führt die Integration der Variableneliminierung zur Entfernung der Ausgangsva-
riablen d:
DEF (λ(a,b,c,d).let s1 = b>c in
let s2 = MUX(s1,b,c) in
let s3 = c−a in (s3,b))
Nun wird von unten nach oben jeder der let-Ausdrücke (let var = ausdrinR) einzeln ab-
gearbeitet. Es wird überprüft, ob die Variable var des let-Ausdrucks im Rest R des DFG-Terms
benötigt wird. Dies ist genau dann der Fall, wenn var als freie Variable im Rest des Terms R vor-
kommt, also falls var∈dRe. Kommt var im Rest des Terms R nicht frei vor, so ist die Variable
(und damit auch der zugehörige Ausdruck ausdr) unnötig, so dass der gesamte let-Ausdruck
durch eine β-Reduktion eliminiert werden kann.
Diese Vorgehensweise soll anhand des obigen DEF-Terms verdeutlicht werden. Dem Verfah-
ren entsprechend wird zuerst der letzte let-Ausdruck (let s3 = c−a in (s3,b)) untersucht. Die
Menge freier Variablen, die im Rest r3:=(s3,b) dieses Ausdrucks vorkommen, ist dr3e={b,s3}.
Da s3∈{b,s3}, ist die Variable s3 notwendig und somit auch der zugehörige Ausdruck c−a.
Die Variable s2 des vorangehenden let-Ausdrucks erweist sich dagegen als unnötig: Die
Menge freier Variablen im Rest r2:=(let s3 = c−ain (s3,b)) dieses let-Terms ist dr2e={a,b,c}
und s2 ist in dieser Menge nicht enthalten. Der let-Ausdruck wird daher durch eine
β-Reduktion entfernt. Das gleiche gilt für die Variable s1. Der Rest des entsprechenden let-
Ausdrucks gleicht nach der Entfernung des zweiten let-Ausdrucks dem Rest r2. Da s1 eben-
falls nicht in {a,b,c} enthalten ist, ist auch dieser let-Ausdruck unnötig und wird daher durch
eine β-Reduktion eliminiert. Der resultierende DEF-Ausdruck lautet:
DEF (λ(a,b,c,d).let s3 = c−a in (s3,b))
Als Folge der Eliminierung der beiden let-Ausdrücke sind einige der eingehenden Werte
des DEF-Terms unnötig geworden. Daher wird in einem weiteren Schritt der Term nach folgen-
dem Schema in eine Variableneliminierung λev.nv′, die alle Variablen bis auf die notwendigen
Variablen nv′ fallen lässt, sowie den vollständig TC-reduzierten DEF-Term aufgeteilt:
DEF (λev.let nv = (body nv′) in nv) =⇒
DEF (λev.nv′) (* Variableneliminierung *)
SER
DEF (λnv′.let nv = (body nv′) in nv)
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Das Schema auf das Beispiel angewandt ergibt:
DEF (λ(a,b,c,d).(a,b,c)) (* Variableneliminierung *)
SER
DEF (λ(a,b,c).let s3 = c−a in (s3, b))
Damit ist die Eliminierung des toten Codes aus der gegebenen DEF-Anweisung abgeschlos-
sen. Die resultierende Variableneliminierung wird nun mit dem gegebenenfalls existierenden
Vorgänger der DEF-Anweisung verschmolzen und das Eliminierungsverfahren entsprechend
fortgesetzt.
Eliminierung toten Codes in IF-Termen
Folgt einem IF-Ausdruck eine Variableneliminierung, so wird diese zunächst mit Hilfe des
Theorems 5.1 in den IF-Term integriert. Durch Anwendung dieses Theorems wird die nach-
folgende Anweisung dupliziert und den beiden Zweigen des IF-Terms angehängt:
` ∀ cnd T E A.
(IF cnd THEN T ELSE E) SER A
= IF cnd THEN (T SER A) ELSE (E SER A)
(5.1)
Anschließend wird das Verfahren zur Eliminierung toten Codes rekursiv auf die beiden Zwei-
ge des IF-Terms angewandt, woraufhin jeder Zweig, der einige seiner eingehenden Werte nicht
benötigt, mit einer Variableneliminierung beginnt. Benötigt mindestens einer der Zweige alle sei-
ner eingehenden Werte, so benötigt implizit der gesamte IF-Ausdruck alle eingehenden Werte.
In diesem Fall liegt der Term bereits in der TC-reduzierten Form vor. Ansonsten wird untersucht,
ob es eingehende Werte gibt, die weder von den beiden Zweigen der IF-Anweisung noch von
deren Bedingungsberechnung benötigt werden.
Um die Analyse zu vereinfachen, werden den Eingangsvariablen der Bedingungsberechnung
und den Variableneliminierungen der beiden IF-Zweige die gleichen Namen zugeordnet. Eine
Umbenennung der Variablen wird durch eine α-Konversion (siehe Abschnitt 3.1) erreicht. Dar-
aufhin hat der IF-Ausdruck folgende Form:
IF (λev.cx) THEN (DEF λev.tzv SER T) ELSE (DEF λev.ezv SER E)
Die Menge der für den IF-Term notwendigen Variablen entspricht der Menge aller freier
Variablen, die in den Körpern der Bedingungsberechnung sowie der beiden Variableneliminie-
rungen vorkommen: nv:=dcxe∪dtzve∪dezve. Ist nv eine echte Untermenge der eingehenden Va-
riablen des IF-Terms ev:=deve, so ist eine Variablenreduktion möglich.
Gegeben sei folgendes Beispiel:
IF (λ(a,b,c,d).b>c) THEN (DEF (λ(a,b,c,d).(d,b,c)) SER T)
ELSE (DEF (λ(a,b,c,d).c) SER E)
Die freien Variablen der Unterterme, die den Termen cx, tzv und ezv entsprechenden, sind:
db>ce={b,c}, d(d,b,c)e={b,c,d} und dce={c}. Ihre Vereinigungsmenge ist nv:={b,c,d} und die
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Menge der eingehenden Variablen ev:={a,b,c,d}. In diesem Beispiel erweist sich nv als echte
Untermenge von ev. Die Menge unnötiger Variablen ist uv:=ev\nv ={a}.
Als Vorbereitung der Anwendung des Theorems 5.2, welches später für das Entfernen der
unnötigen Variablen uv eingesetzt wird, wird eine sogenannte einheitliche Variableneliminierung
uvs:=λev.nv aufgebaut. Diese bildet die Menge der Eingangsvariablen ev des IF-Ausdrucks auf
eine beliebige Variablenstruktur nv:=〈nv〉 der tatsächlich notwendigen Variablen nv ab. In die-
sem Beispiel sei (b,c,d) die für 〈nv〉 gewählte Struktur. So ergibt sich die einheitliche Variablen-
eliminierung uvs in diesem Fall zu (λ(a,b,c,d).(b,c,d)).
Diese Funktion uvs wird nun aus der Bedingungsberechnung und aus den Variableneliminie-
rungen der beiden Zweige des IF-Ausdrucks entsprechend folgender Schemata herausgezogen:
(λev.cx) =⇒ (λnv.cx) ◦ (λev.nv)
(DEF λev.tzv SER T) =⇒ (DEF λev.nv SER DEF λnv.tzv SER T)
(DEF λev.ezv SER E) =⇒ (DEF λev.nv SER DEF λnv.ezv SER E)
Daraufhin erhält man im Beispiel:
IF ( (λ(b,c,d).b>c) ◦ (λ(a,b,c,d).(b,c,d)) )
THEN ( DEF (λ(a,b,c,d).(b,c,d)) SER (DEF (λ(b,c,d).(d,b,c)) SER T) )
ELSE ( DEF (λ(a,b,c,d).(b,c,d)) SER (DEF (λ(b,c,d).c) SER E) )
Damit hat nun der resultierende Term die zur Anwendung des Theorems 5.2 erforderliche
Form. Mit Hilfe dieses Theorems wird die Funktion uvs aus dem IF-Term herausgezogen und
dadurch die unnötigen Variablen uv aus der IF-Anweisung entfernt.
` ∀ cnd′ T E uvs.
IF (cnd′ ◦uvs) THEN (DEF uvs SER T) ELSE (DEF uvs SER E)
= DEF uvs SER (IF cnd′ THEN T ELSE E)
(5.2)
Im Beispiel erhält man nach Anwendung des Theorems 5.2:
DEF (λ(a,b,c,d).(b,c,d))
SER
IF (λ(b,c,d).b>c) THEN (DEF (λ(b,c,d).(d,b,c)) SER T)
ELSE (DEF (λ(b,c,d).c) SER E)
Der tote Code ist aus dem IF-Ausdruck vollständig entfernt und die unnötigen Variablen
werden explizit durch die dem IF-Term vorangehende Variableneliminierung uvs ausgedrückt.
Eliminierung toten Codes in PAR-Termen
Falls eine Variableneliminierung einem PAR-Ausdruck folgt, so hat diese stets die Form
DEF (λ(lv,rv).nv). Dabei entspricht lv der Ausgabe des linken PAR-Zweigs und rv der des rech-
ten PAR-Zweigs. Um eine solche Variableneliminierung zu integrieren, muss diese zunächst für
jeden der beiden Zweige in eine separate Variableneliminierung lvs:=λlv.lfnv bzw. rvs:=λrv.rfnv
aufgeteilt werden. Die Struktur nv in der ursprünglichen Variableneliminierung enthält die
letztendlich notwendigen Variablen. Die Strukturen lfnv und rfnv werden aus den für den
5.1 Eliminierung toten Codes 97
linken bzw. rechten Zweig notwendigen Variablen zusammengesetzt: lfnv:=〈dlve∩dnve〉 und
rfnv:=〈drve∩dnve〉. Auf Basis dieser Strukturen wird die ursprüngliche Variableneliminierung
nach folgendem Schema umgeformt:
DEF (λ(lv,rv).nv)
=⇒ (DEF FST SER DEF (λlv.lfnv)) PAR (DEF SND SER DEF (λrv.rfnv))
SER
DEF λ(lfnv,rfnv).nv
Daraufhin ist die Integration der beiden zweigspezifischen Variableneliminierungen lvs und
rvs in den PAR-Ausdruck mit Hilfe des folgenden Theorems möglich:
` ∀ L lvs R rvs.
(L PAR R)
SER
((DEF FST SER DEF lvs) PAR (DEF SND SER DEF rvs))
= (L SER DEF lvs) PAR (R SER DEF rvs)
(5.3)
Die folgende Vorgehensweise weist einige Parallelen zu der Eliminierung toten Codes aus
IF-Termen auf. Nach der Integration der Variableneliminierung wird das Verfahren zur Eli-
minierung toten Codes auf beide Zweige des PAR-Ausdrucks angewandt. Falls beide Zweige
unnötige Variablen enthalten, werden als Folge dieses Schritts beide Zweige von einer Variab-
leneliminierung angeführt:
(DEF (λev.lnv) SER LR) PAR (DEF (λev.rnv) SER RR)
Anschließend werden den Eingangsvariablen der beiden PAR-Zweige die gleichen Namen
zugeordnet. So ergibt sich die Menge der für den PAR-Ausdruck insgesamt notwendigen Varia-
blen zu nv:=dlnve∪drnve. Eine Variableneliminierung ist möglich, falls nv eine echte Untermen-
ge der Menge eingehender Variablen ev:=deve ist. Im folgenden Beispiel entspricht die Menge
der für den PAR-Ausdruck insgesamt notwendigen Variablen nv:=dye∪d(z,y)e={y,z}:
(DEF (λ(x,y,z).y) SER LR) PAR (DEF (λ(x,y,z).(z,y)) SER RR)
Nach der Ermittlung der notwendigen Variablen wird eine einheitliche Variableneliminierung
uvs erzeugt, welche die eingehenden Variablen des PAR-Ausdrucks auf eine Struktur 〈nv〉 der
notwendigen Variablen abbildet. Im Beispiel wird für 〈nv〉 die Variablenstruktur (y,z) gewählt.
Demzufolge ergibt sich uvs zu (λ(x,y,z).(y,z)). Nach dem Herausziehen dieser einheitlichen Vari-
ableneliminierung aus den die beiden PAR-Zweige anführenden Variableneliminierungen erhält
man:
(DEF (λ(x,y,z).(y,z)) SER DEF (λ(y,z).y) SER LR)
PAR
(DEF (λ(x,y,z).(y,z)) SER DEF (λ(y,z).(z,y)) SER RR)
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Daraufhin kann das folgende Theorem zur Extraktion der Variableneliminierung aus dem
PAR-Term zum Einsatz kommen. Das Theorem bewirkt das Verschieben einer beliebigen An-
weisung, welche die beiden Zweige eines PAR-Ausdrucks anführt, vor die entsprechende PAR-
Anweisung:
` ∀ A LR RR.
(A SER LR) PAR (A SER RR)
= A SER (LR PAR RR)
(5.4)
Nach Anwendung des Theorems 5.4 ergibt sich im Beispiel:
DEF (λ(x,y,z).(y,z))
SER
(DEF (λ(y,z).y) SER LR) PAR (DEF (λ(y,z).(z,y)) SER RR)
Jeglicher toter Code ist damit aus dem PAR-Term eliminiert worden und unnötige Eingangs-
variablen der ursprünglichen PAR-Anweisung werden explizit durch die vorangestellte Variab-
leneliminierung dargestellt.
Eliminierung toten Codes in WHILE-Termen
Folgt einem WHILE-Ausdruck keine Variableneliminierung, so sind alle Ausgangsvariablen not-
wendig. Da bei einem WHILE-Ausdruck die eingehenden Variablen den Ausgangsvariablen ent-
sprechen, sind in diesem Fall auch implizit alle Eingangsvariablen notwendig, so dass sich die
Eliminierung toten Codes darauf beschränkt, das entsprechende Verfahren auf den Rumpf der
Schleife anzuwenden. Auch wenn alle Ein- und Ausgangsvariablen einer Schleife sich als not-
wendig erweisen, kann deren Rumpf dennoch toten Code enthalten. Zum Beispiel sind im fol-
genden Term im Rumpf des WHILE-Ausdrucks die Variable u sowie der zugehörige Ausdruck
b∗c unnötig und würden demzufolge eliminiert werden:
WHILE (λ(a,b,c).a>b)
DO ( DEF (λ(a,b,c).let a = b+1 in
let u = b∗c in (a,b,c,u))
SER
DEF (λ(a,b,c,u).let b = b∗2 in (a,b,c)) )
Bei WHILE-Ausdrücken gestaltet sich die Integration einer nachfolgenden Variablenelimi-
nierung aufwändiger als bei den übrigen Konstrukten. Der Ausgangsterm habe die folgende
Form:
WHILE (λwvs.cnd) DO BODY
SER
DEF λwvs.fnv
Um herauszufinden, welche der eingehenden Variablen des WHILE-Ausdrucks notwendig
sind und welche nicht, muss eine spezielle Analyse des Datenflusses der Schaltung vorgenom-
men werden. Diese wird in der vorliegenden Arbeit den Beschreibungen in Kapitel 4 entspre-
chend außerhalb des Theorembeweisers durchgeführt. Sei nv bzw. uv:=dwvse\nv die Menge
der notwendigen bzw. unnötigen Variablen.
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Da im Allgemeinen nicht entscheidbar ist, ob WHILE-Ausdrücke terminieren, werden sie im
Zuge der Eliminierung toten Codes grundsätzlich nicht entfernt. Die Eliminierung einer poten-
tiell endlos laufenden Schleife würde das Gesamtverhalten des Programms ändern und ist daher
nicht zulässig. Infolgedessen sind stets u. a. all diejenigen Variablen notwendig, die zur Berech-
nung der Schleifenbedingung erforderlich sind. Wurde zuvor die Bedingungsberechnung, wie
in Abschnitt 4.2.2 beschrieben, herausgezogen, so besteht die Schleifenbedingung nur noch aus
einer Funktion zur Selektion einer einzigen der eingehenden Variablen.
Die Eliminierung unnötiger Eingangsvariablen eines WHILE-Terms wird letzten Endes auf
Basis des folgenden Theorems durchgeführt:
` ∀ U R c.
(U SER DEF FST = DEF FST SER R)
⇒ (WHILE (c ◦FST) DO U SER DEF FST = DEF FST SER WHILE c DO R)
(5.5)
Die Anwendung dieses Theorems setzt voraus, dass die Struktur der eingehenden Variablen
des WHILE-Ausdrucks die Form (nvs,uvs) hat. Die Variablenstruktur nvs:=〈nv〉 enthält dabei die
notwendigen Variablen und die Struktur uvs:=〈uv〉 die unnötigen Variablen. In der Regel ist eine
Umsortierung der Variablen des WHILE-Terms erforderlich, um zu dieser Form zu gelangen.
Zur Durchführung einer entsprechenden Umsortierung werden zwei Hilfsfunktionen er-
zeugt: eine Funktion new vs, welche die Struktur der ursprünglichen Eingangsvariablen auf
die gewünschte Zielform abbildet, sowie deren Umkehrfunktion inv vs. Im konkreten Fall ent-
spricht die Funktion new vs der Funktion (λwvs.(nvs,uvs)) und demzufolge inv vs der Funktion
(λ(nvs,uvs).wvs). Es ist leicht zu beweisen, dass die Komposition (inv vs ◦new vs) dieser beiden
Funktionen die Identität (I) ergibt. Diese Tatsache entspricht der Vorbedingung des folgenden
Theorems zur Umsortierung der Variablenordnung eines WHILE-Terms:
` ∀ new vs inv vs cnd B.
(inv vs ◦new vs = I)
⇒ (WHILE (cnd) DO B = DEF new vs
SER
WHILE (cnd ◦ inv vs)




Die gesamte Transformation zur Entfernung toten Codes aus WHILE-Schleifen soll anhand
eines Beispiels veranschaulicht werden. Ausgangspunkt sei folgendes Codefragment:
WHILE (λ(a,b,c,d).c>b)
DO ( DEF (λ(a,b,c,d).
let a = d+1 in
let b = b+1 in
let c = c−b in
let d = a+b in (a,b,c,d)) )
SER DEF (λ(a,b,c,d).(c,b))
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Eine Analyse des Codes ergibt, dass die Variablen a und d unnötig sind. Gemäß dieser Infor-
mation wird zunächst die Variablenstruktur der Eingangsvariablen des WHILE-Ausdrucks um-
sortiert.
Zur Umsortierung der Variablenordnung in dem WHILE-Term werden die Typ-
anpassungsfunktionen new vs:=(λ(a,b,c,d).((b,c),(a,d))) sowie deren zugehörige Umkehrfunk-
tion inv vs:=(λ((b,c),(a,d)).(a,b,c,d)) erzeugt. Nach dem Beweis der Vorbedingung des
Theorems 5.6 (inv vs ◦new vs = I) kann das Theorem auf den WHILE-Term des Beispiels an-
gewandt werden. Man erhält:
DEF (λ(a,b,c,d).((b,c),(a,d)))
SER
WHILE ( (λ(a,b,c,d).c>b) ◦ (λ((b,c),(a,d)).(a,b,c,d)) )
DO ( DEF (λ((b,c),(a,d)).(a,b,c,d))
SER
DEF (λ(a,b,c,d).
let a = d+1 in
let b = b+1 in
let c = c−b in







Nach diesem Schritt werden alle aufeinander folgende DEF-Terme entsprechend der Be-





DO ( DEF (λ((b,c),(a,d)).
let a = d+1 in
let b = b+1 in
let c = c−b in
let d = a+b in ((b,c),(a,d))) )
SER
DEF (λ((b,c),(a,d)).(c,b))
Nun muss der Code auf die Anwendung des Theorems 5.5 vorbereitet werden, dessen Ein-
satz am Ende die Entfernung der unnötigen Eingangsvariablen bewirken wird. Im Zuge dessen
werden sowohl aus der Bedingungsberechnung der WHILE-Schleife als auch aus der der WHILE-
Schleife folgenden Variableneliminierung die Funktion FST herausgezogen.





DO ( DEF (λ((b,c),(a,d)).
let a = d+1 in
let b = b+1 in
let c = c−b in





Es verbleibt vor der Anwendung des Theorems 5.5 der Beweis dessen Vorbedingung
(U SER DEF FST = DEF FST SER R). Im Term U SER DEF FST entspricht U dem Rumpf
der Schleife. Nach der Konstruktion dieses Terms wird das allgemeine Verfahren zur Eliminie-
rung toten Codes darauf angewandt. Da zuvor bereits alle notwendigen Variablen der Schleife in
die linke Hälfte der Eingangsvariablenstruktur verschoben wurden, wird der Term nach der Eli-
minierung dessen toten Codes, soweit die Auswahl der notwendigen Variablen korrekt war, stets
die Form DEF FST SER R haben. Dabei entspricht R der TC-reduzierten Form von U. Damit ist
die Voraussetzung für die Anwendung des Theorems 5.5 erfüllt.
Im Beispiel erhält man:
DEF (λ((b,c),(a,d)).
let a = d+1 in
let b = b+1 in
let c = c−b in







let b = b+1 in
let c = c−b in (b,c))








let b = b+1 in
let c = c−b in (b,c)) )
SER
DEF (λ(b,c).(c,b))
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Abschließend werden die beiden den WHILE-Term anführenden DEF-Terme zu der Variab-
leneliminierung DEF (λ(a,b,c,d).(b,c)) zusammengefasst.
Nach Durchführung des Verfahrens zur Eliminierung toten Codes ergibt sich auch beim
WHILE-Konstrukt, falls dieses unnötige Eingangsvariablen hat, die Form einer Variablenelimi-
nierung, welche explizit die unnötigen Variablen ausdrückt, gefolgt von der TC-reduzierten Form
des ursprünglichen WHILE-Ausdrucks.
Die Ausführungen in diesem Abschnitt machen deutlich, wie eine Anwendung von Theore-
men oft erst nach vorbereitenden Umformungen des zu transformierenden Terms möglich ist.
Besonders aufwändig ist in dem Verfahren zur Eliminierung toten Codes die Vorbereitung von
WHILE-Anweisungen, deren Eingangs- bzw. Ausgangsvariablenstruktur vor der Eliminierung
des toten Codes umsortiert werden müssen. Erst nach dieser Umformung kann die Vorbedingung
des Theorems 5.5 auf die vorgestellte Weise automatisch bewiesen und daraufhin das entspre-
chende Theorem angewandt werden. Auf ähnliche Weise werden auch die folgenden Transfor-
mationen zur Durchführung der formalen algorithmischen Synthese vorgenommen: Terme wer-
den, falls erforderlich, in eine wohldefinierte Form überführt, um anschließend gegebenenfalls
existierende Vorbedingungen des anzuwendenden Theorems automatisch beweisen und somit
die Transformation vollautomatisch durchführen zu können.
5.2 Übergang zur steuerflussorientierten Darstellung
Vor der Durchführung der formalen algorithmischen Synthese wird die gegebene Schaltungsspe-
zifikation als Erstes in die steuerflussorientierte Darstellung (siehe Abschnitt 3.3.4) überführt.
Alle weiteren Schritte der algorithmischen Synthese werden auf Basis dieser Darstellungsform
durchgeführt. Auf Grund der Ähnlichkeit dieser Darstellung zu Graphen ist sie besonders zur
Durchführung der algorithmischen Synthese geeignet. Insbesondere Ablaufplanungsverfahren
erwarten zumeist einen Graphen als Eingabe und stellen ihre Ergebnisse ebenso in Graphenform
dar. So kann auf Basis der steuerflussorientierten Darstellung die Verhaltensspezifikation der
Schaltung in eine Form gebracht werden, die dem Eingabegraphen des anzuwendenden Synthe-
severfahrens entspricht, und anschließend konstruktiv derart transformiert werden, dass sie exakt
dessen resultierenden Ausgabegraphen nachbildet.
Trennung zwischen Aktion und Transition
Im Zuge der Automatisierung der formalen Synthese wurde für die einzelnen Zustände in ei-
ner steuerflussorientierten Darstellung eine spezielle Form festgelegt, welche eine strikte Tren-
nung zwischen der Durchführung von Berechnungen und der Bestimmung des Folgezustands
verkörpert. So sind in dieser Arbeit die Rümpfe der Zustände grundsätzlich in zwei Funktio-
nen aufgeteilt: in eine sogenannte Aktion und eine Transitionsfunktion. Während in der Akti-
on eines Zustands ein Teil der Schaltungspezifikation ausgeführt wird, führt die nachfolgende
Transitionsfunktion allein die Bestimmung des Folgezustands durch. Diese Aufteilung erleich-
tert nicht nur die Automatisierung der Transformationen, welche auf der steuerflussorientierten
Darstellung operieren, sondern erhöht auch deren Effizienz. Alle Beweise, die einen Bezug zu
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den Nachfolgern eines Zustands haben, können in der Regel allein auf Basis der einfachen Tran-
sitionsfunktionen durchgeführt werden. Durch die Aufteilung ergibt sich für die Zustände der
steuerflussorientierten Darstellung eine Syntax gemäß Abbildung 5.1‡.
Bezeichner = Konstante
VarStrukt = Variable | “(” VarStrukt “,” VarStrukt “)’′
MuxStrukt = Bezeichner| “MUX(” Variable “,” MuxStrukt “,” MuxStrukt “)”
Transitionsfunktion = DEF “( λ(” VarStrukt1 [ “,” VarStrukt2 ] “).(” VarStrukt1 “,” MuxStrukt “) )”
Zustand = “(” Bezeichner “,” P-Term “SER” Transitionsfunktion “)”
Abbildung 5.1: Syntax der Zustände in der steuerflussorientierten Darstellung
Ergänzend muss zu dieser Syntaxdefinition angemerkt werden, dass bei der Spezifikation
einer Transitionsfunktion die beiden Variablenstrukturen VarStrukt, welche mit dem Index 1 ge-
kennzeichnet sind, identisch sein müssen. Zusätzlich darf die Mux-Struktur MuxStrukt der Tran-
sitionsfunktion nur von den Variablen der optionalen Eingabestruktur VarStrukt mit dem Index 2
abhängen.
Abbildung 5.2 gibt schematisch den Aufbau eines Zustands wieder. Auf Basis einer Einga-
be x berechnet die Aktion einen neuen Wert x′ und gegebenenfalls einige Statusdaten stat. Die
Statusdaten bestehen aus einer beliebigen Anzahl boolescher Werte und steuern in der Transiti-
onsfunktion die Bestimmung des Folgezustandsbezeichners s′. Den von der Aktion berechneten









Abbildung 5.2: Aufbau eines Zustands
Hat ein Zustand nur einen möglichen Nachfolger, so erübrigt sich die Berechnung von Sta-
tusdaten in dessen Aktion, und seine Transitionsfunktion hat die einfache Form DEF (λx′.(x′,s′)).
Anderenfalls wird in der Transitionsfunktion des Zustands durch eine Struktur von Multiple-
xern der Bezeichner des Folgezustands anhand der Statuswerte ermittelt, welche sich bei der
Ausführung seiner Aktion ergeben.
Abbildung 5.3 stellt eine typische Transitionsfunktion eines Zustands mit mehreren potenti-
ellen Folgezuständen dar. Als Eingabe erhält die Transitionsfunktion in diesem Fall die von der
Aktion berechneten Werte x′ sowie zwei boolesche Statussignale c1 und c2. Von der Transiti-
onsfunktion wird der Wert x′ unverändert ausgegeben. Zusätzlich wird durch eine Multiplexer-
struktur auf Basis der zwei Statuswerte der Bezeichner des nachfolgenden Zustands ausgewählt.
‡Unveränderte Definitionen von Nichtterminalen sind wiederum durch graue Schrift gekennzeichnet.
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DEF ( λ(x′,(c1,c2)).(x′, MUX(c1, MUX(c2,1,4),
MUX(c2,3,5))) )
Abbildung 5.3: Beispiel einer Transitionsfunktion eines Zustands mit mehreren Folgezuständen
Enthalten beispielsweise die beiden Statusvariablen c1 und c2 den Wert wahr, so wird der Zu-
stand 〈1〉 als Nachfolger des Zustands ausgewählt.
5.2.1 Einführung der steuerflussorientierten Darstellung
Die Überführung einer Verhaltensspezifikation SPEC in eine steuerflussorientierte Darstellung
beginnt mit der Anwendung des Theorems 5.7:
` (start 6= exit) ⇒
SPEC = LOOP start [(start, SPEC SER DEF (λx′.(x′,exit))]
(5.7)
Das Ergebnis von dessen Anwendung ist eine steuerflussorientierte Darstellung mit einem
einzigen Zustand, dem Initialzustand 〈start〉 (siehe Abbildung 5.4). Die Aktion im Rumpf des
Zustands 〈start〉 entspricht der ursprünglichen Verhaltensspezifikation SPEC, d. h. in diesem
einen Zustand wird die vollständige Spezifikation ausgeführt. Die Transitionsfunktion des Zu-
stands wählt als Folgezustand unbedingt den Zustand 〈exit〉. Da der Bezeichner exit – entspre-
chend der Voraussetzung des Theorems 5.7 – nie dem Bezeichner start entsprechen darf und
in der Zustandsliste nur ein einziger Zustand mit dem Bezeichner start existiert, ist der von der
Transitionsfunktion gewählte Folgezustand 〈exit〉 implizit ein Endzustand. Das bedeutet, dass
sofort nach Ausführung des Initialzustands 〈start〉 die LOOP-Schleife terminiert und somit mit
Ausführung des Zustands 〈start〉 die ursprüngliche Spezifikation SPEC in der steuerflussorien-







Abbildung 5.4: Erster Zustand nach Einführung der steuerflussorientierten Darstellung
Um eine Verhaltensspezifikation mit Hilfe des Theorems 5.7 in eine steuerflussorientierte
Darstellung überführen zu können, muss diese einen Typ β→β partial haben. Im Allgemeinen
hat eine Spezifikation allerdings einen Typ α→β partial, in welchem sich die Typen α und β
unterscheiden. Infolgedessen ist in der Regel vor der Durchführung der Transformation eine Typ-
anpassung der Spezifikation erforderlich. Dabei wird die Spezifikation derart transformiert, dass
sie einen Typ β→β partial aufweist, und gleichzeitig in zwei DEF-Terme eingefasst, welche
deren ursprünglichen Eingabetyp auf den neuen Eingabetyp bzw. den neuen Ausgangstyp auf
deren ursprünglichen Ausgangstyp abbilden. Die transformierte Spezifikation kann daraufhin in
die steuerflussorientierte Darstellung übertragen werden.
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Typanpassung der Spezifikation: Der Typanpassung geht eine Analyse des Ein- und Aus-
gabetyps der Verhaltensspezifikation voraus. In der Analyse wird die maximale Anzahl der in
diesen beiden Typen jeweils auftretenden atomaren Typen (siehe Abschnitt 3.1) ermittelt. An-
schließend wird ein neuer einheitlicher Datentyp γ erzeugt, der alle atomaren Typen in der er-
mittelten Anzahl enthält, und so die Überführung des Eingabetyps α einer Spezifikation in γ und
des Ausgabetyps β partial in γ partial erlaubt.
Zur Unterstützung der Typanpassung werden vier Hilfsfunktionen erzeugt: die Funktionen
anachc:α→ γ und bnachc:β→ γ, welche die Typen α und β auf den Einheitstyp γ abbilden,
sowie deren jeweilige Umkehrfunktion cnacha:γ→α und cnachb:γ→ β. Als nächster Schritt
wird die Spezifikation nach folgendem Schema in diese Typumwandlungen eingefasst:
SPEC →











Die Ausführung der Funktionen anachc bzw. bnachc mit der anschließenden Ausführung ih-
rer zugehörigen Umkehrfunktion ergeben jeweils die Identität, so dass das Verhalten der Spezifi-
kation durch die erste Transformation nicht verändert wird. Nach dem Verschmelzen der Terme
DEF cnacha und DEF bnachc mit der ursprünglichen Spezifikation SPEC weist die resultieren-
de Spezifikation SPEC′ den gewünschten Typ γ→ γ partial auf und kann nun auf Basis des
Theorems 5.7 in die steuerflussorientierte Darstellung überführt werden.
Die Vorgehensweise soll in einem Beispiel anhand der folgenden Spezifikation verdeutlicht
werden:
DEF ( λ(i1, i2, i3).
let a1 = i1 + i2 in
let a2 = i2 ∗ a1 in (a2, T) )
Der Eingabetyp dieser Spezifikation ist num× num× num. Ihr Ausgabetyp ist
(num× bool) partial. Der atomare Typ num kommt in den beiden Typen maximal dreimal
vor, während der Typ bool höchstens einmal enthalten ist. Auf Basis dieser Elementartypen in
der gegebenen Anzahl wird der neue einheitliche Datentyp erzeugt. Die Anordnung der Elemen-
tartypen in dem resultierenden Einheitstypen ist frei wählbar. Im Beispiel sei der Einheitstyp
num× num× num× bool.
Zur Anpassung des Ausgabetyps wird die Funktion DEF (λ(a2,b1).(a2,hvn1,hvn2,b1)) er-
stellt. Die neu eingeführten Hilfsvariablen hvn1 und hvn2 haben dabei den Typ num.
Zusätzlich wird die zugehörige Umkehrfunktion DEF (λ(a2,hvn1,hvn2,b1).(a2,b1)) aufge-
baut, welche die zur Anpassung des Ausgabetyps eingeführten Hilfsvariablen wieder fallen
lässt und das ursprüngliche Ergebnis ausgibt. Diese beiden Funktionen werden als zusätz-
liche Anweisungen an die Spezifikation angehängt. Gleichzeitig werden die Funktionen
DEF (λ(i1,i2,i3).(i1,i2,i3,hvb1)) sowie deren Umkehrfunktion zur Anpassung des Eingabetyps
erzeugt und vor die ursprüngliche Spezifikation gestellt. Die Hilfsvariable hvb1 hat in diesem
Fall den Typ bool.
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Man erhält:
DEF ( λ(i1, i2, i3).(i1, i2, i3, hvb1) )
SER
DEF ( λ(i1, i2, i3, hvb1).(i1, i2, i3) )
SER
DEF ( λ(i1, i2, i3).
let a1 = i1 + i2 in
let a2 = i2 ∗ a1 in (a2, T) )
SER
DEF ( λ(a2, b1).(a2, hvn1, hvn2, b1) )
SER
DEF ( λ(a2, hvn1, hvn2, b1).(a2, b1) )
Ein Verschmelzen der ursprünglichen Spezifikation mit den beiden direkt angrenzenden Typ-
anpassungen ergibt:
DEF ( λ(i1, i2, i3).(i1, i2, i3, hvb1) )
SER
DEF ( λ(i1, i2, i3, hvb1).
let a1 = i1 + i2 in
let a2 = i2 ∗ a1 in (a2, hvn1, hvn2, T) )
SER
DEF ( λ(a2, hvn1, hvn2, b1).(a2, b1) )
Die resultierende Spezifikation, umrahmt von der anfänglichen und abschließenden Typan-
passung, hat nun einen Typ γ → γ partial, wobei γ dem gewählten Einheitstyp entspricht. Damit
erfüllt die Spezifikation nunmehr die Voraussetzung für eine Überführung in die steuerflussori-
entierte Darstellung. Wählt man 1 als Bezeichner des Startzustands und 0 für den Ausgangszu-
stand, so erhält man:
DEF ( λ(i1, i2, i3).(i1, i2, i3, hvb1) )
SER
LOOP 1
[(1, DEF ( λ(i1, i2, i3, hvb1).
let a1 = i1 + i2 in
let a2 = i2 ∗ a1 in (a2, hvn1, hvn2, T) )
SER DEF (λx′.(x′,0)))]
SER
DEF ( λ(a2, hvn1, hvn2, b1).(a2, b1) )
In diesem Beispiel besteht die Spezifikation nur aus einer einzigen DEF-Anweisung. An-
sonsten können natürlich auch Anweisungen, wie IF-Verzweigungen und WHILE-Schleifen,
auftreten. Deren Typen werden in ähnlicher Weise mit entsprechenden Hilfsfunktionen ange-
passt. Die Integration der Funktionen zur Typänderung erfolgt bei IF-Termen mit Hilfe der
in Abschnitt 5.1.1 vorgestellten Theoreme 5.1 und 5.2. Eine Änderung des Typs von WHILE-
Schleifen wird auf Basis des Theorems 5.6 durchgeführt. Im Falle von PAR-Konstrukten bietet
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es sich im Allgemeinen an, diese vor einem Übergang zur steuerflussorientierten Darstellung aus
der Spezifikation zu eliminieren. Die folgenden Verfahren gehen davon aus, dass dieser Schritt
im Zuge der Vorbereitung der algorithmischen Synthese entsprechend der Beschreibung in Ab-
schnitt 4.4.1 bereits vor dem Darstellungswechsel vollzogen wurde.
Abbildung 5.5 gibt die Spezifikation aus Abbildung 4.2 auf Seite 76 nach deren Überführung


















let MULT1 = u∗v in
let SUB1 = n−1 in
((u,MULT1,SUB1),T)))
ELSE (DEF (λ((u,v,n),ODD1).
let MULT2 = u∗u in
let DIV1 = n DIV 2 in
((MULT2,v,DIV1),T))))







Abbildung 5.5: Ergebnis der Überführung in die steuerflussorientierte Darstellung
Zuerst wurden der Ein- und Ausgabetyp der ursprünglichen Verhaltensspezifikation modifi-
ziert, um eine Überführung der Spezifikation in die steuerflussorientierte Darstellung zu ermögli-
chen. In diesem Zusammenhang wurden für die Hilfsfunktion zur Anpassung des Eingabetyps
der Spezifikation die numerische Hilfsvariable hvn1 sowie die boolesche Hilfsvariable hvb1 ein-
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geführt. Anschließend wurde die Spezifikation auf Basis des Theorems 5.7 in die steuerfluss-
orientierte Darstellung überführt, welche daraufhin die gesamte Spezifikation in der Aktion des
einzigen Zustands enthält.
In den folgenden Beschreibungen werden die anfängliche und abschließende Typanpassung
außerhalb eines LOOP-Terms meistens der Übersichtlichkeit halber weggelassen. Sie müssen erst
bei der Anwendung des Theorems zur Synthese des Steuerwerks wieder in Betracht gezogen
werden (siehe Abschnitt 5.6).
5.2.2 Ersetzen der Steuerkonstrukte durch Zustandsübergänge
Nach der Einführung der steuerflussorientierten Darstellung werden die Steuerkonstrukte der
Spezifikation eliminiert und ihr Steuerfluss durch explizite Zustandsübergänge nachgebildet.
Beispielsweise wird ein Zustand mit einer Aktion der Form A SER B in zwei Zustände auf-
gespalten: Im ersten resultierenden Zustand wird als Aktion A ausgeführt und unbedingt der
zweite Zustand als Nachfolger ausgewählt. In dessen Aktion kommt schließlich der Term B zur
Ausführung. Das Konstrukt SER wird im Zuge der Transformation eliminiert und sein entspre-
chender Steuerfluss durch einen unbedingten Zustandsübergang zwischen den beiden resultie-
renden Zuständen ersetzt.
Die in dieser Arbeit entwickelten Transformationen, welche die Zustände steuerflussorien-
tierter Darstellungen modifizieren, sind zur Vereinfachung meistens darauf ausgelegt, dass die
betroffenen Zustände am Anfang der Zustandsliste stehen. Somit ist vor deren Anwendung oft
eine Umsortierung der Zustände erforderlich.
Umsortieren von Zuständen: Das folgende Theorem ermöglicht das Verschieben eines Zu-




` ∀ start L s.
(StateExists L s)
=⇒ (LOOP start L =
LOOP start ((s,StateCase L s)::DeleteState L s))
(5.8)
Ausgangspunkt dieser Transformation ist ein LOOP-Ausdruck mit einem Anfangszu-
stand 〈start〉 und einer Zustandsliste L (Zeile 2). Voraussetzung für die Anwendbarkeit des Theo-
rems ist, dass der zu verschiebende Zustand des Bezeichners s auch tatsächlich in der Zustands-
liste L vorkommt (Zeile 1). Ergebnis der Transformation ist ein LOOP-Ausdruck mit einer Liste,
an deren Anfang nun der Zustand 〈s〉 steht (Zeile 3). Der Rumpf dieses Zustands wird dabei mit
Hilfe der Funktion StateCase aus der ursprünglichen Liste L ermittelt. Der Rest der neuen
Liste wird durch den Ausdruck DeleteState L s gebildet. Dieser Ausdruck entspricht der
ursprünglichen Liste L, aus welcher der Zustand 〈s〉 entfernt wurde.
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Nach der Überführung einer Verhaltensspezifikation in die steuerflussorientierte Darstellung
enthält diese zunächst nur einen einzigen Zustand, dessen Aktion der gesamten ursprünglichen
Spezifikation entspricht (siehe Abschnitt 5.2.1). Im Folgenden werden die Transformationen vor-
gestellt, mit deren Hilfe die Steuerkonstrukte in den Aktionen der Zustände durch eine Aufspal-
tung der Zustände und eine adäquate Anpassung von deren Transitionsfunktionen ersetzt werden
können. Diese Transformationen werden schließlich durchgeführt, um als Vorbereitung der for-
malen algorithmischen Synthese zu einer steuerflussorientierten Darstellung der Spezifikation
zu gelangen, in welcher die Aktionen der Zustände keinerlei Steuerkonstrukte mehr enthalten,
sondern nur noch aus steuerflussfreien DEF-Anweisungen bestehen.
Aufspaltung von Zuständen mit Aktionen der Form A SER B
Ein Zustand mit einer Aktion der Form A SER B wird in zwei Zustände aufgespalten. Die Ak-
tionen der beiden resultierenden Zustände entsprechen den Operanden des ursprünglichen SER-
Ausdrucks und die Transitionsfunktion des Zustands mit der Aktion A bestimmt unbedingt den
Zustand mit der Aktion B als Nachfolger. Die Aufspaltung ist schematisch in Abbildung 5.6
dargestellt.
(s, A SER B SER DEF trf ) Aufspaltung=⇒ (s, A SER DEF (λx.(x,n)))(n, B SER DEF trf )
Abbildung 5.6: Aufspaltung von SER-Aktionen
Die Schemata, welche u. a. die Transformationen zur Aufspaltung von Zuständen begleiten,
stellen die Auswirkungen der einzelnen Transformationen vereinfacht dar. Der Übersichtlichkeit
halber zeigen sie immer nur die direkt von der Transformation betroffenen Zustände. Tatsächlich
operieren die meisten Transformationen auf der gesamten steuerflussorientierten Darstellung.
Die genauen Funktionsweisen der Transformationen werden jeweils anschließend anhand der
eingesetzten Theoreme ausführlich erläutert.
Die in Abbildung 5.6 schematisch dargestellte Transformation zur Aufspaltung einer
SER-Aktion basiert auf dem Theorem 5.9. Ausgangspunkt der Transformation ist eine steuer-










` ∀ n s start A B trf L.
(n 6= start) ∧
Disjoint (s::n::FST (UNZIP L)) ∧
(∀ x (p1,p2). ((trf x = (p1,p2)) ⇒ (p2 6= n)) ∧
(EXISTS (λU. U x = Defined (p1,p2)) (SND (UNZIP L))
⇒ (p2 6= n)))
=⇒ (LOOP start ((s,A SER B SER DEF trf )::L) =
LOOP start ((s,A SER DEF (λx. (x,n)))::
(n,B SER DEF trf )::L))
(5.9)
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Im Zuge der Transformation wird dieser Zustand 〈s〉 durch zwei neue Zustände ersetzt
(Zeile 7-8). Dabei übernimmt einer der neuen Zustände den Bezeichner s des ursprüngli-
chen Zustands. In der Aktion dieses Zustands wird der P-Term A ausgeführt (Zeile 7), der
dem linken Operanden des ursprünglichen SER-Ausdrucks entspricht. Die Transitionsfunktion
DEF (λx. (x,n)) des Zustands bestimmt den zweiten neuen Zustand, welcher den neu eingeführ-
ten Bezeichner n hat, als unbedingten Nachfolger. In der Aktion des zweiten Zustands kommt der
P-Term B zum Einsatz, der rechte Operand des ursprünglichen SER-Ausdrucks. Seinen Nach-
folger bestimmt der Zustands 〈n〉 auf Basis der gleichen Transitionsfunktion DEF trf wie der
ursprüngliche Zustand 〈s〉.
Vor der Anwendung des Theorems 5.9 müssen zahlreiche Vorbedingungen erfüllt werden.
Zunächst darf der neue Bezeichner n nicht dem Bezeichner start des Startzustands entsprechen
(Zeile 1). Zusätzlich darf die Eindeutigkeit der Zustandsbezeichner mit Einführung des neuen
Bezeichners nicht verletzt werden (Zeile 2). Der Ausdruck FST (UNZIP L) ergibt in diesem
Zusammenhang eine Liste der Bezeichner aller Zustände in L, so dass (s::n::FST (UNZIP L))
alle Bezeichner der geplanten Zieldarstellung auflistet.
Weiter muss sichergestellt werden, dass der Bezeichner n ebenfalls noch nicht als Bezeich-
ner eines Endzustands (siehe Abschnitt 3.3.4, Seite 58) eingesetzt wird. Dies wird durch die
Bedingungen in den Zeilen 3-5 ausgeschlossen. Sie fordern, dass die Transitionsfunktionen der
existierenden Zustände niemals einen Zustand mit dem Bezeichner n als Nachfolger auswählen.
Die Bedingung in Zeile 3 bezieht sich dabei auf die Transitionsfunktion des zu ersetzenden Zu-
stands 〈s〉, während sich der Ausdruck in den Zeilen 4-5 auf die Zustände im Rest L der Zu-
standsliste bezieht.
Eine Voraussetzung für die Anwendbarkeit des Theorems 5.9 zur Aufspaltung eines Zustands
mit einer Aktion der Form A SER B ist, dass der Term B den gleichen Eingangstyp wie alle
anderen Zustände der steuerflussorientierten Darstellung hat. Ähnlich wie bei Theorem 5.7 in
Abschnitt 5.2.1 zur Einführung der steuerflussorientierten Darstellung ist auch in diesem Fall
zumeist eine Typanpassung vor Durchführung der Transformation erforderlich.
Typanpassung vor Aufspaltung von Zuständen mit Aktionen der Form A SER B: Der
Eingangstyp des Terms B sei γ und der Eingangstyp des Terms A (und damit der Eingangstyp
aller Zustände) sei β. Es werden wie in Abschnitt 5.2.1 beschrieben zwei Hilfsfunktionen ein-
geführt, welche den Typ γ auf β abbilden und umgekehrt. Diese Funktionen werden zwischen
den Termen A und B eingefügt, und die jeweils an die Terme A und B angrenzende Hilfsfunktion
mit dem entsprechenden Term verschmolzen. Die Vorgehensweise soll an folgendem Beispiel
verdeutlicht werden.
Gegeben sei die folgende Aktion A SER B eines Zustands:
DEF ( λ(i1, i2).
let a1 = i1 + i2 in a1 )
SER
DEF ( λa1.
let b1 = a1 + 7 in
let b2 = a1 ∗ 2 in
let c = b1 > b2 in ((b1, b2), c) )
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Der Eingangstyp des Terms A ist num× num. Der Eingangstyp des Terms B ist num
und muss somit vor der Aufspaltung des Zustands angepasst werden. Zur Anpassung des
Typs werden die Hilfsfunktionen DEF (λa1.(a1, hvn1)) und die zugehörige Umkehrfunktion
DEF (λ(a1, hvn1).a1) erstellt. Die neu eingeführte Hilfsvariable hvn1 hat dabei den Typ num.
Die beiden Funktionen werden zwischen den Termen A und B wie folgt eingefügt:
DEF ( λ(i1, i2).
let a1 = i1 + i2 in a1 )
SER
DEF ( λa1.(a1, hvn1) )
SER
DEF ( λ(a1, hvn1).a1 )
SER
DEF ( λa1.
let b1 = a1 + 7 in
let b2 = a1 ∗ 2 in
let c = b1 > b2 in ((b1, b2), c) )
Da die beiden zusätzlichen Hilfsfunktionen sich gegenseitig aufheben, also deren aufein-
anderfolgende Ausführung der Identität entspricht, ändert diese Erweiterung die Funktion der
Spezifikation nicht. Ein entsprechender Beweis wird automatisch im Theorembeweiser erbracht.
Die ursprünglichen Terme A und B werden nun mit der jeweils angrenzenden Typanpassung
verschmolzen. Man erhält:
DEF ( λ(i1, i2).
let a1 = i1 + i2 in (a1, hvn1) )
SER
DEF ( λ(a1, hvn1).
let b1 = a1 + 7 in
let b2 = a1 ∗ 2 in
let c = b1 > b2 in ((b1, b2), c) )
Infolge dieser Transformation haben die resultierenden DEF-Terme nun beide den gleichen
Eingangstyp β wie der ursprüngliche Term A, so dass einer Aufspaltung des Zustands auf Basis
des Theorems 5.9 nichts mehr im Wege steht.
Aufwändiger wird die Typanpassung, wenn wie im folgendem Beispiel der Eingangstyp des
Terms B mehr atomare Typen enthält als der Eingangstyp der Zustände der steuerflussorientierten
Darstellung bereitstellt:
DEF ( λ(i1, i2).
let a1 = i1 + i2 in (i1, i2, a1) )
SER
DEF ( λ(i1, i2, a1).
let b1 = i1 − i2 in
let b2 = a1 ∗ 2 in
let c = b1 > b2 in ((b1, b2), c) )
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Der Eingangstyp des Terms A (und somit der Eingangstyp aller Zustände) ist wieder
num× num. Der Eingangstyp des Terms B ist in diesem Fall allerdings num× num× num.
Er enthält also einmal mehr den atomaren Typ num als der Eingangstyp der Zustände bereitstellt.
In diesem Fall ist eine Typänderung aller Zustände erforderlich. Der Eingangstyp der Zustände
muss um einen atomaren Typ num erweitert werden. Eine entsprechende Typanpassung der
Zustände einer steuerflussorientierten Darstellung erfolgt auf Basis des Theorems 5.25, dessen
Anwendung ausführlich in Abschnitt 5.4 beschrieben wird.
Aufspaltung von Zuständen mit Aktionen der Form IF cnd THEN A ELSE B
Ein Zustand mit einem IF-Ausdruck als Aktion wird in drei Zustände aufgespalten. Im Ersten
der drei resultierenden Zustände wird die Bedingung des IF-Ausdrucks berechnet. In Abhängig-
keit von dem Ergebnis dieser Bedingungsberechnung wird einer der beiden anderen Zustände als
Nachfolger ausgewählt. Deren Aktionen entsprechen den beiden Zweigen des ursprünglichen
IF-Ausdrucks. Ein Schema der Transformation ist in Abbildung 5.7 dargestellt.
(s, IF cnd THEN A ELSE B SER DEF trf )
Aufspaltung
=⇒
(s, DEF (λx.(x,cnd x)) SER DEF (λ(x,c).(x,MUX(c,a,b))))
(a, A SER DEF trf )
(b, B SER DEF trf )
Abbildung 5.7: Aufspaltung von IF-Aktionen
Das Fundament dieser Transformation bildet das Theorem 5.10. Der zu transformierende
Zustand hat die Form (s, IF cnd THEN A ELSE B SER DEF trf ) und steht am Anfang der Zu-












` ∀cnd B trf A start L s b a.
Disjoint [start; a; b] ∧
Disjoint (a::b::s::FST (UNZIP L)) ∧
(∀q. (SND (trf q) 6= a) ∧ (SND (trf q) 6= b)) ∧
(∀x (p1,p2). EXISTS (λU. U x = Defined (p1,p2)) (SND (UNZIP L))
⇒ (p2 6= a) ∧ (p2 6= b))
=⇒ (LOOP start ((s,IF cnd THEN A ELSE B SER DEF trf )::L) =
LOOP start ((s,DEF (λx.(x,cnd x)) SER
DEF (λ(x,c).(x,MUX(c,a,b))))::
(a,A SER DEF trf )::
(b,B SER DEF trf )::L))
(5.10)
5.2 Übergang zur steuerflussorientierten Darstellung 113
Der erste dieser Zustände (Zeile 7-8) hat den gleichen Bezeichner s wie der zu ersetzen-
de Zustand. In der Aktion dieses Zustands wird die Bedingung cnd x des ursprünglichen IF-
Ausdrucks berechnet und zusätzlich zur Eingabe x des Zustands an die Transitionsfunktion wei-
tergereicht. In der Transitionsfunktion steuert das Ergebnis der Bedingungsberechnung die Aus-
wahl des Nachfolgers. Ergab die Bedingungsberechnung den Wert wahr, so wird als Nachfol-
ger derjenige Zustand ausgewählt, dessen Aktion dem Inhalt des ursprünglichen THEN-Zweiges
entspricht. Im Theorem ist dies der Zustand 〈a〉 (Zeile 9). Ansonsten wird der Zustand 〈b〉 aus-
gewählt, dessen Aktion dem P-Term im ELSE-Zweig des ursprünglichen Zustands entspricht.
Die Transitionsfunktionen der Zustände 〈a〉 und 〈b〉 entsprechen der Transitionsfunktion DEF trf
des ursprünglichen Zustands 〈s〉.
Die Vorbedingungen des Theorems 5.10 stellen wie schon diejenigen des Theorems 5.9 die
Eindeutigkeit aller verwendeten Zustandsbezeichner sicher. Die Bedingung in Zeile 1 schreibt
vor, dass die Bezeichner start, a und b wechselseitig verschieden sein müssen. In Zeile 2 wird
gefordert, dass alle Bezeichner der Zustände in der neu aufzubauenden Zustandsliste (Zeile 7-10)
eindeutig zu sein haben.
Eine weitere Bedingung für die Anwendbarkeit des Theorems ist, dass die neuen Bezeichner
a und b noch nicht als Bezeichner eines Endzustands verwendet werden: Die Transitionsfunktion
des ursprünglichen Zustands 〈s〉 darf niemals a oder b als Bezeichner des Nachfolgers wählen
(Zeile 3). Dies gilt auch für die Zustände im Rest L der ursprünglichen Zustandsliste (Zeile 4-5).
Der Ausdruck SND (UNZIP L) ergibt hierbei eine Liste der Rümpfe aller Zustände in L. Un-
ter Verwendung der Funktion EXISTS wird gefordert, dass diese Rümpfe für alle möglichen
Eingaben x niemals a oder b als Bezeichner ihres Nachfolgers ergeben.
Aufspaltung von Zuständen mit Aktionen der Form WHILE cnd DO R
Aus der Aufspaltung eines Zustands, dessen Aktion ein WHILE-Ausdruck ist, gehen zwei neue
Zustände hervor (siehe Abbildung 5.8). In demjenigen der beiden Zustände, welcher den ur-
sprünglichen Zustand ersetzt, wird die Bedingung des WHILE-Ausdrucks ausgewertet. Ist die
Bedingung wahr, so wird als Nachfolger der andere der beiden Zustände bestimmt. Dessen Ak-
tion entspricht dem Rumpf der WHILE-Schleife. Nach einmaliger Ausführung des Schleifen-
rumpfes wählt dieser Zustand wieder unbedingt den ersten Zustand als Nachfolger, in welchem
erneut die Berechnung der Schleifenbedingung erfolgt. Ergibt die Schleifenbedingung den Wert
falsch, wird der gleiche Nachfolger wie durch den ursprünglichen Zustand bestimmt.
(s,WHILE cnd DO R SER DEF (λx.(x,nfg)))
Aufspaltung
=⇒
(s, DEF (λx.(x,cnd x)) SER DEF (λ(x,c).(x,MUX(c,r,nfg))))
(r, R SER DEF (λx.(x,s)))
Abbildung 5.8: Aufspaltung von WHILE-Aktionen
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Zum Aufspalten von WHILE-Zuständen wird das Theorem 5.11 verwendet. Aus-
gangspunkt ist ein Zustand mit einem Bezeichner s und einem Rumpf der Form
WHILE cnd DO R SER DEF (λx.(x,nfg)) (Zeile 6). Da WHILE-Ausdrücke stets einen Typ
α→α partial haben (siehe Abschnitt 3.3.3), haben die Transitionsfunktionen entsprechender
Zustände immer den Eingangstyp α, also den gleichen Eingangstyp wie der Zustand selbst. Es
werden somit nie Statussignale zusätzlich zum Ergebnis des WHILE-Ausdrucks an die Transi-
tionsfunktion übergeben. Daraus folgt, dass der Nachfolger eines Zustands mit einem WHILE-










` ∀cnd nfg R start L s r.
Disjoint (r::s::FST (UNZIP L)) ∧
(start 6= r) ∧
(nfg 6= r) ∧
(∀x (p1,p2). EXISTS (λU. U x = Defined (p1,p2)) (SND (UNZIP L))
⇒ (p2 6= r))
=⇒ (LOOP start ((s, WHILE cnd DO R SER DEF (λx.(x,nfg))::L) =
LOOP start ((s, DEF (λx.(x,cnd x)) SER
DEF (λ(x,c).(x,MUX(c,r,nfg))))::
(r,R SER DEF (λx.(x,s)))::L))
(5.11)
Der Ausgangszustand im Theorem 5.11 wird im Zuge der Aufspaltung durch zwei neue
Zustände ersetzt. Der erste Zustand behält den Bezeichner s des zu ersetzenden Zustands bei
(Zeile 7-8). In seiner Aktion wird die Schleifenbedingung cnd ausgeführt. Das Ergebnis dieser
Bedingungsberechnung wird als Statussignal zusätzlich zur Eingabe x des Zustands an dessen
Transitionsfunktion (Zeile 8) weitergereicht. Ergab die Bedingungsberechnung den Wert wahr,
so wählt die Transitionsfunktion den zweiten neuen Zustand 〈r〉 als Nachfolger (Zeile 9). Ansons-
ten wird der gleiche Nachfolger 〈nfg〉 wie durch den ursprünglichen Zustand 〈s〉 ausgewählt. Im
Zustand 〈r〉 wird der Rumpf R der Schleife einmalig ausgeführt. Anschließend bestimmt dessen
Transitionsfunktion unbedingt wieder den neuen Zustand 〈s〉 als Nachfolger.
Die Vorbedingungen des Theorems 5.11 sind denen des Theorems 5.10 sehr ähnlich. Auch
in diesem Fall beziehen sie sich auf die Eindeutigkeit der Zustandsbezeichner. Der Bezeichner r
muss sich vom Bezeichner start des Initialszustands (Zeile 2) wie auch vom Bezeichner nfg des
Nachfolgers des ursprünglichen Zustands (Zeile 3) unterscheiden. Er darf ebenfalls noch nicht
als Bezeichner eines Endzustands in irgendeiner Transitionsfunktion der übrigen existierenden
Zustände (Zeile 4-5) verwendet werden. Weiter müssen alle Zustandsbezeichner der resultieren-
den Zustandsliste eindeutig sein (Zeile 1).
Zum besseren Verständnis wurden im Zusammenhang mit der Aufspaltung von Zuständen
Theoreme präsentiert, die Vereinfachungen der tatsächlich in dem formalen Synthesesystem
eingesetzten Theoreme darstellen, welche in Hinsicht auf die Effizienz der sie nutzenden Auf-
spaltungstransformationen optimiert wurden. Bei der Durchführung der Aufspaltungstransfor-
mationen auf Basis dieser optimierten Theoreme wird stets das Wissen, dass nach erfolgreicher
Durchführung einer Aufspaltung alle Bezeichner der Zustände in der resultierenden Darstellung
eindeutig sind, an die nächste Transformation weitergereicht. Dadurch muss eine nachfolgende
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Transformation zur Einführung eines weiteren neuen Zustands nicht nochmals die Eindeutig-
keit dieser bereits bestehenden Zustände beweisen, sondern nur, dass der neu hinzuzufügen-
de Zustandsbezeichner sich von den bisher existierenden unterscheidet. Der Aufwand für die
Durchführung der Aufspaltungstransformationen konnte durch diese Maßnahme beträchtlich re-
duziert werden.
Abbildung 5.9 zeigt die Spezifikation aus Abbildung 5.5 nach der Aufspaltung aller Zustände,
deren Aktionen Steuerkonstrukte enthielten, gemäß der in diesem Abschnitt aufgeführten Trans-
formationen. Als Ergebnis entsprechen alle Aktionen nun steuerflusslosen DEF-Anweisungen.
DEF (λ(u,n).(u,hvn1,n,hvb1)) SER
LOOP 1
[(1, DEF (λ(u,hvn1,n,hvb1).(u,1,n,T)) SER DEF (λx.(x,2)));
(2, DEF (λ(u,v,n,GT1).((u,v,n,GT1),GT1)) SER DEF (λ(x,GT1).(x,MUX(GT1,3,0))));
(3, DEF (λ(u,v,n,GT1).let GT1 = n> 0 in (u,v,n,GT1)) SER DEF (λx.(x,4)));
(4, DEF (λ(u,v,n,GT1).((u,v,n,GT1),GT1)) SER DEF (λ(x,GT1).(x,MUX(GT1,5,6))));
(5, DEF (λ(u,v,n,GT1).let ODD1 = ODD n in (u,v,n,ODD1)) SER DEF (λx.(x,7)));
(6, DEF (λ(u,v,n,GT1).(u,v,n,F)) SER DEF (λx.(x,2)));
(7, DEF (λ(u,v,n,ODD1).((u,v,n,ODD1),ODD1))
SER DEF (λ(x,ODD1).(x,MUX(ODD1,8,9))));
(8, DEF (λ(u,v,n,ODD1).let MULT1 = u∗v in
let SUB1 = n−1 in (u,MULT1,SUB1,T))
SER DEF (λx.(x,2)));
(9, DEF (λ(u,v,n,ODD1).let MULT2 = u∗u in




Abbildung 5.9: Beispielspezifikation nach Aufspaltung der steuerflussbehafteten Zustände
Unter bestimmten Umständen können nach der Aufspaltungsphase Zustände auftreten, deren
Aktionen keine Operationen enthalten. Derartige Zustände bewirken ausschließlich eine Tran-
sition zu weiteren Zuständen und werden als operationslos bezeichnet. Am häufigsten treten
entsprechende Zustände nach der Aufspaltung von Zuständen mit IF- oder WHILE-Konstrukten
als Aktionen auf. Enthält zum Beispiel einer der Zweige einer IF-Aktion keine Operationen,
so ist der Zustand, der nach der Aufspaltung den entsprechenden Zweig repräsentiert, ebenfalls
operationslos. Wurde außerdem, wie allgemein üblich, als Vorbereitung der formalen algorith-
mischen Synthese ein Herausziehen der Bedingungsberechnungen aus den Bedingungsblöcken
der IF- und WHILE-Anweisungen vorgenommen (siehe Abschnitt 4.2.2), so sind die Zustände,
die nach einer Aufspaltung der entsprechenden IF- bzw. WHILE-Zustände deren ursprüngliche
Bedingungsblöcke enthalten, ebenfalls operationslos. In der Spezifikation in Abbildung 5.9 sind
die Zustände 〈1〉, 〈2〉, 〈4〉, 〈6〉 und 〈7〉 operationslos.
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Eliminierung operationsloser Zustände
Operationslose Zustände können eliminiert werden, indem sie mit ihren Vorgängern verschmol-
zen werden. Enthält zum Beispiel ein Zustand 〈sa〉 keine Operationen, sondern bewirkt nur eine
Transition zu einem Zustand 〈sb〉, so resultiert ein Verschmelzen dieses Zustands 〈sa〉 mit sei-
nen Vorgängern darin, dass diese, anstatt den Umweg über Zustand 〈sa〉 zu nehmen, direkt den
Zustand 〈sb〉 als Nachfolger wählen.
Hat ein operationsloser Zustand mehrere Vorgänger, so muss dieser Zustand beim Verschmel-
zen mit einem seiner Vorgänger zunächst erhalten bleiben, da er noch Nachfolger der übrigen
Vorgänger ist. Hat der entsprechende Zustand dagegen nur (noch) einen Vorgänger, so wird er
beim Verschmelzen mit seinem Vorgänger eliminiert. Somit gibt es zwei Arten des Verschmel-
zens von Zuständen: eine, bei welcher der operationslose Zustand erhalten bleibt, und eine, bei
der er eliminiert wird.
Der Zustand 〈2〉 in Abbildung 5.9 ist operationslos. Einer der Vorgänger dieses Zustands ist
der Startzustand 〈1〉. Im Zustand 〈2〉 wird in der Transitionsfunktion eine Bedingung überprüft,
welche im Zustand 〈1〉 konstant auf wahr gesetzt wird. Wird der operationslose Zustand 〈2〉
mit seinem Vorgänger 〈1〉 verschmolzen, so kann die konstante Verzweigungsbedingung direkt
ausgewertet werden. Als Folge wählt der aus der Verschmelzung resultierende neue Zustand 〈1〉
nun direkt den Zustand 〈3〉 als Nachfolger:
(1, DEF (λ(u,hvn1,n,hvb1).(u,1,n,T)) SER DEF (λx.(x,3)))
Auf diese Weise werden während der Verschmelzung operationsloser Zustände mit ihren
Vorgängern konstante Sprungbedingungen jeweils ausgewertet, und so automatisch überflüssi-
ge Steuerstrukturen eliminiert. Dieses Vorgehen entspricht der Eliminierung überflüssiger Steu-
erstrukturen, wie sie auch bei dem externen Steuer-/Datenflussgraphen (siehe Abschnitt 4.4.1,
Seite 85) durchgeführt wird.
Eine Sonderstellung nimmt ein operationsloser Zustand ein, wenn er der Startzustand einer
steuerflussorientierten Darstellung ist. Soweit er das Ziel anderer Zustände ist, wird er mit die-
sen verschmolzen. Auf Grund der Tatsache, dass es sich bei dem Zustand um den Startzustand
handelt, kann dieser im Zuge der Verschmelzung mit seinen Vorgängern nie eliminiert werden.
Für diesen Fall gibt es eine spezielle Transformation, welche den ersten Zustand einer steuer-
flussorientierten Darstellung unter bestimmten Voraussetzungen vor die LOOP-Schleife ziehen
kann. Bevor diese Transformation im Detail beschrieben wird, sollen jedoch zuerst die beiden
Transformationen zur Verschmelzung zweier Zustände vorgestellt werden.
Verschmelzen von Zuständen
Abbildung 5.10 gibt schematisch das Verschmelzen zweier Zustände wieder, bei dessen
Durchführung der zweite der beiden Zustände erhalten bleibt. In dem resultierenden ersten Zu-
stand 〈sa〉 werden sowohl die Aktion a und die Transitionsfunktion trfa des ursprünglichen
Zustands 〈sa〉 als auch die entsprechenden Funktionen des zweiten Zustands 〈sb〉 ausgeführt.
Anschließend wird durch einen Multiplexer überprüft, ob der Zustand 〈sb〉 durch die Transi-
tionsfunktion trfa als Nachfolger des Zustands 〈sa〉 ausgewählt wurde oder nicht. Falls ja, so wird
(ob,nfb) selektiert und somit ein Ergebnis ausgegeben, welches der sequentiellen Ausführung
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der ursprünglichen Zustände 〈sa〉 und 〈sb〉 entspricht. Ansonsten wird (oa,nfa) ausgewählt, so
dass das Ergebnis des Zustands der alleinigen Ausführung des ursprünglichen Zustands 〈sa〉 ent-
spricht.
(sa,DEF a SER DEF trfa)
(sb,DEF b SER DEF trfb)
V erschmelzung
=⇒
(sa,DEF (λx.let (oa,nfa) = trfa (a x) in
let (ob,nfb) = trfb (b oa) in
MUX(nfa = sb,(ob,nfb),(oa,nfa))))
(sb,DEF b SER DEF trfb)
Abbildung 5.10: Verschmelzen zweier Zustände ohne Eliminierung des Zielzustands
Das Verschmelzen von Zuständen ohne Eliminierung des Nachfolgers wird auf Basis des
Theorems 5.12 durchgeführt. Ausgangspunkt der Verschmelzung sind die beiden ersten Zustände











` ∀ sa sb start a b trfa trfb L.
(sb 6= sa) ∧
¬(StateExists L sb) ∧
¬(StateExists L sa)
=⇒ (LOOP start ((sa,DEF a SER DEF trfa)::
(sb,DEF b SER DEF trfb)::L)
=
LOOP start ((sa,DEF (λx.let (oa,nfa) = trfa (a x) in
let (ob,nfb) = trfb (b oa) in
MUX(nfa = sb,(ob,nfb),(oa,nfa))))::
(sb,DEF b SER DEF trfb)::L))
(5.12)
Der Rumpf des neuen Zustands 〈sa〉, welcher das Ergebnis der Verschmelzung der beiden
Zustände repräsentiert und den ursprünglichen Zustand 〈sa〉 ersetzt, besteht zunächst aus ei-
nem einzigen DEF-Term. In diesem werden als Erstes auf Basis der Eingabe x des Zustands die
Aktion a des ursprünglichen Zustands 〈sa〉 ausgeführt und auf das Ergebnis dieser Berechnung
gleich im Anschluss daran die Transitionsfunktion trfa angewandt. Deren Ausgabe wird in der
Variablenstruktur (oa,nfa) abgelegt (Zeile 7). In dem let-Ausdruck in Zeile 8 werden dann
entsprechend die Aktion b und Transitionsfunktion trfb des Zustands 〈sb〉 auf die Ausgabe oa
angewandt. Das Ergebnis dieser Berechnung wird der Variablenstruktur (ob,nfb) zugewiesen.
Daraufhin enthält (oa,nfa) die Ausgabewerte des ursprünglichen Zustands 〈sa〉 und (ob,nfb) die
Ausgabewerte, die sich aus der sequentiellen Ausführung des ursprünglichen Zustands 〈sa〉 und
des Zustands 〈sb〉 ergeben. Welches dieser beiden Ausgabenpaare der Multiplexer in Zeile 9
schließlich auswählt, hängt davon ab, ob die Transitionsfunktion trfa des ursprünglichen Zu-
stands 〈sa〉 den Zustand 〈sb〉 als Nachfolger bestimmt hat. Falls dies der Fall ist, wenn also
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(nfa = sb) gilt, so bestimmt der Multiplexer die Variablenstruktur (ob,nfb) als Ausgabewerte des
neuen Zustands 〈sa〉, anderenfalls die Variablenstruktur (oa,nfa).
Die Vorbedingungen des Theorems 5.12 stellen die Eindeutigkeit der Zustandsbezeichner
sa und sb in der Zustandsliste sicher. Sie dürfen sich nicht gleichen (Zeile 1) und müssen sich
auch jeweils von allen anderen Zustandsbezeichnern im Rest L der Zustandsliste unterscheiden
(Zeile 2-3).
Soll im Verlauf der Verschmelzung zweier Zustände der Nachfolgezustand eliminiert werden,














` ∀ sa sb start a b trfa trfb L.
(sb 6= sa) ∧
¬(StateExists L sb) ∧
¬(StateExists L sa) ∧
(sb 6= start) ∧
(∀ y. SND (trfb y) 6= sb) ∧
(∀ x (p1,p2). (EXISTS (λU. U x = Defined (p1,p2)) (SND (UNZIP L))
⇒ (p2 6= sb)))
=⇒ (LOOP start ((sa,DEF a SER DEF trfa)::
(sb,DEF b SER DEF trfb)::L)
=
LOOP start ((sa,DEF (λx.let (oa,nfa) = trfa (a x) in
let (ob,nfb) = trfb (b oa) in
MUX(nfa = sb,(ob,nfb),(oa,nfa))))::L))
(5.13)
Zusätzlich zu den Vorbedingungen des Theorems 5.12 (Zeile 1-3) wird im Theorem 5.13
gefordert, dass der zu eliminierende Zustand 〈sb〉 nicht Nachfolger weiterer Zustände als des
Zustands 〈sa〉 ist. So darf 〈sb〉 weder Startzustand sein (Zeile 4) noch sich selbst als Nachfolger
bestimmen können (Zeile 5). Auch darf keiner der Zustände im Rest L der Zustandsliste den
Zustand 〈sb〉 als Nachfolger haben (Zeile 6-7). Ansonsten unterscheidet sich das Theorem 5.13
vom Theorem 5.12 nur dadurch, dass in der resultierenden Zustandsliste der Zustand 〈sb〉 nicht
mehr auftritt (Zeile 11-13).
Unmittelbar nach der Verschmelzung zweier Zustände wird stets der Rumpf des Zustands,
welcher das Ergebnis der Verschmelzung enthält, wieder in eine Aktion und eine Transitions-
funktion aufgeteilt, so dass wieder alle Zustandsrümpfe der steuerflussorientierten Darstellung
die Form DEF aktion SER DEF transitionsfunktion haben.
Extraktion des ersten Zustands
Wie bereits erläutert, kann der Startzustand im Zuge des Verschmelzens mit seinen Vorgängern
niemals eliminiert werden. Enthält allerdings der Startzustand keine Operation, sondern bei-
spielsweise nur die Initialisierung einiger Werte vor der Ausführung einer anschließenden Schlei-
fe, so führte er nach dem in dieser Arbeit entwickelten Konzept zur formalen algorithmischen
Synthese zu einer Implementierung auf der RT-Ebene, welche in ihrem ersten Takt nur die
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entsprechenden Initialisierungen, aber keinerlei Berechnungen, durchführen würde. Da dies
natürlich unerwünscht ist, wurde eine Transformation entwickelt, welche entsprechende Start-









` ∀L U zst2 start.
(start 6= zst2) ∧
¬(StateExists L start) ∧
(∀x (p1,p2). EXISTS (λU. U x = Defined (p1,p2)) (SND (UNZIP L))
⇒ (p2 6= start))





Ausgangspunkt dieser Transformation ist eine steuerflussorientierte Darstellung mit einem
Startzustand, dessen Rumpf aus einer Aktion U und einer Transitionsfunktion DEF (λx.(x,zst2))
besteht (Zeile 5). Die Transitionsfunktion bestimmt unbedingt einen Zustand 〈zst2〉, den zwei-
ten auszuführenden Zustand, als Nachfolger. Nach Durchführung der Transformation wird die
Aktion des ursprünglichen Startzustands vor der LOOP-Schleife ausgeführt (Zeile 6). Der neue
Startzustand der resultierenden LOOP-Schleife ist der Zustand 〈zst2〉, der direkte Nachfolger des
ursprünglichen Startzustands.
In den Vorbedingungen des Theorems 5.14 wird gefordert, dass der Zustand 〈start〉 weder
sich selbst (Zeile 1) noch einen anderen Zustand der restlichen Liste L (Zeile 3-4) als Vorgänger
hat. Weiter muss der Bezeichner start (wie üblich) eindeutig sein. Kein anderer Zustand der Liste
darf diesen Bezeichner haben (Zeile 2).
Auf Basis der Transformationen zur Verschmelzung der Zustände und zur Extraktion des
ersten Zustands werden als Vorbereitung der weiteren Syntheseschritte die gegebenenfalls in
der Schaltungsbeschreibung auftretenden operationslosen Zustände eliminiert. Die resultieren-
de Darstellung entspricht dem Steuerflussgraphen der Spezifikation. Dieser gleicht dem aus der
in Abschnitt 4.4 vorgestellten Steuerflussanalyse hervorgehenden Steuerflussgraphen der Verhal-
tensspezifikation bis auf die Tatsache, dass die Zustände in der steuerflussorientierten Darstellung
nicht die einzelnen Operationen der Spezifikation, sondern jeweils einen kompletten Grundblock
repräsentieren. Die Steuerstruktur der beiden Graphen ist jedoch völlig identisch.
Abbildung 5.11 zeigt die Spezifikation aus Abbildung 5.9 auf Seite 115, nachdem alle opera-
tionslosen Zustände durch Verschmelzung mit ihren jeweiligen Vorgängern und durch Extraktion
des Startzustands der Spezifikation, der in diesem Beispiel ebenfalls keine Operationen enthält,
eliminiert wurden. In dieser Darstellung wurde die Aktion des extrahierten Startzustands bereits
mit der der LOOP-Schleife vorangehenden Typanpassung zu dem Term DEF (λ(u,n).(u,1,n,T))
verschmolzen. Ihr entsprechender Graph ist in Abbildung 5.12 dargestellt.





let GT1 = n> 0 in ((u,v,n,GT1),GT1))
SER DEF (λ(x,GT1).(x,MUX(GT1,5,0))));
(5, DEF (λ(u,v,n,GT1).
let ODD1 = ODD n in ((u,v,n,ODD1),ODD1))
SER DEF (λ(x,ODD1).(x,MUX(ODD1,8,9))));
(8, DEF (λ(u,v,n,ODD1).
let MULT1 = u∗v in
let SUB1 = n−1 in (u,MULT1,SUB1,T))
SER DEF (λx.(x,3)));
(9, DEF (λ(u,v,n,ODD1).
let MULT2 = u∗u in




Abbildung 5.11: Beispielspezifikation nach der Eliminierung operationsloser Zustände
Nachdem die Verhaltensspezifikation entsprechend der in diesem Abschnitt beschriebenen
Maßnahmen vorbereitet wurde, liegt sie in einer steuerflussorientierten Darstellung vor, welche
sich für eine vollautomatische Umsetzung der gewünschten Entwurfsziele innerhalb des forma-
len Synthesesystems eignet. Wie bereits in Abschnitt 4.5 erwähnt, können die Synthesealgorith-
men, deren Ergebnisse zur Steuerung der algorithmischen Synthese in der formalen Umgebung













Abbildung 5.12: Steuerflussgraph der steuerflussorientierten Darstellung aus Abb. 5.11
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Umsetzung der erzielten Ergebnisse innerhalb des formalen Systems wird allerdings in einer fest
vorgegebenen Reihenfolge durchgeführt. Nachteile entstehen hieraus nicht, da die formale Um-
setzung erst beginnt, wenn bereits alle Entwurfsziele auf Basis der Synthesealgorithmen ermittelt
worden sind.
So werden die Ergebnisse der Synthesealgorithmen innerhalb des Theorembeweisers in
folgender Reihenfolge umgesetzt: Zunächst werden die Ergebnisse der Ablaufplanung (Ab-
schnitt 5.3) nachvollzogen. Anschließend erfolgt die Bereitstellung und Zuweisung von Regis-
tern (Abschnitt 5.4) sowie die Synthese des Operationswerks (Abschnitt 5.5). Die formale algo-
rithmische Synthese endet mit der Synthese des Steuerwerks (Abschnitt 5.6).
5.3 Ablaufplanung
Die Umsetzung der Ablaufplanung wird in der formalen Synthese durch die Überführung der
Schaltungsspezifikation in eine steuerflussorientierte Darstellung realisiert, die exakt den Vorga-
ben eines für diese Spezifikation zuvor ermittelten Ablaufplans entspricht [KaSa04]. Der Ab-
laufplan gibt vor, in welchem Takt der resultierenden RT-Ebenen-Implementierung die einzelnen
Operationen der Spezifikation zur Ausführung kommen sollen. Sein genauer Aufbau wurde be-
reits in Abschnitt 4.6 vorgestellt.
Da die Umsetzung der Ablaufplanung bei reinen Datenflussspezifikationen deutlich einfa-
cher ist als bei steuerflussbehafteten Schaltungsspezifikationen, können einige der Schritte, wel-
che bei der Ablaufplanung steuerflussbehafteter Schaltungsspezifikationen anfallen, eingespart
werden. Aus Effizienzgründen wird daher bei Datenflussspezifikationen eine vereinfachte Vor-
gehensweise angewandt. Diese wird ausführlich in Abschnitt 5.3.5 beschrieben. Die prinzipielle
Vorgehensweise der formalen Umsetzung ist jedoch bei beiden Arten von Schaltungsspezifika-
tionen identisch.
Im Folgenden wird zunächst das Verfahren beschrieben, welches im Zuge dieser Arbeit zur
vollautomatischen Umsetzung eines Ablaufplans für steuerflussorientierte Schaltungsspezifika-
tionen innerhalb des formalen Synthesesystems entwickelt wurde. Das Verfahren ist für die Um-
setzung von Ablaufplänen ausgelegt, die aus dem Einsatz von Ablaufplanungsalgorithmen her-
vorgehen, welche zur Erzielung hochwertiger Ergebnisse u. a. Techniken wie das Entrollen von
Schleifen [GoVM89], Chaining sowie Loop Pipelining [SaCo95] einsetzen und dabei stets die
vom Entwerfer spezifizierte Ausführungsreihenfolge der einzelnen Operationen exakt aufrecht-
erhalten [RaJe95b]. Damit können eine Vielzahl hochqualitativer Ablaufplanungsalgorithmen
in den formalen Syntheseprozess integriert werden. Bekannte Beispiele derartiger Algorithmen
sind der Path-Based-Scheduling-Algorithmus [Camp91], der Pipeline-Path-Based-Scheduling-
Algorithmus [RaJe95] sowie der Loop-Directed-Scheduling-Algorithmus [BhDB94]. Letzterer
wurde exemplarisch in dieser Arbeit implementiert.
In der formalen Synthese erfolgt die Ablaufplanung steuerflussbehafteter Schaltungsspezifi-
kationen nach den Vorgaben eines zuvor ermittelten Ablaufplans in vier Schritten:
1. Aufspalten der Zustände der steuerflussorientierten Darstellung gemäß der Aufteilung der
jeweils entsprechenden Grundblöcke im Ablaufplan (siehe Abschnitt 5.3.1)
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2. Kopieren der Zustände, so dass deren Anzahl mit der Anzahl der entsprechenden Grund-
blockteile im Ablaufplan übereinstimmt (siehe Abschnitt 5.3.2)
3. Nachbildung der Übergänge zwischen den Grundblockteilen im Ablaufplan durch Modi-
fikation der Transitionsfunktionen der Zustände (siehe Abschnitt 5.3.3)
4. Verschmelzen der Zustände der steuerflussorientierten Darstellung zur Nachbildung der
Zustände des Ablaufplans (siehe Abschnitt 5.3.4)
Ziel dieser Schritte ist die Überführung der Spezifikation in eine steuerflussorientierte Dar-
stellung, die exakt den vorgegebenen Ablaufplan widerspiegelt. Als begleitendes Beispiel dieser
Vorgehensweise soll im Folgenden die Spezifikation in Abbildung 5.11 den Vorgaben des Ab-





















Abbildung 5.13: Ein Ablaufplan für die Spezifikation in Abbildung 5.11
5.3.1 Aufteilung der Grundblöcke
Der erste Schritt zur Umsetzung eines Ablaufplans in der formalen Synthese beginnt mit der Ana-
lyse des Ablaufplans. Nach der in Abschnitt 5.2 dargestellten Überführung der Verhaltensspe-
zifikation in eine steuerflussorientierte Darstellung entsprechen die Aktionen der resultierenden
Zustände jeweils einem Grundblock der Spezifikation. Nun wird untersucht, wie die Operationen
dieser Grundblöcke im Ablaufplan verteilt sind. Für jeden Grundblock werden dessen kleinste
Anteile ermittelt, die als Bestandteil eines Zustands im Ablaufplan auftreten. Aus der Analyse
ergibt sich eine Menge der kleinsten Grundblockteile, die zur Umsetzung der Ablaufplanung in
der formalen Synthese erforderlich sind.
Abbildung 5.12 auf Seite 120 stellt den Steuerflussgraphen der Beispielspezifikation aus Ab-
bildung 5.11 dar. Während die Zustände 〈3〉 und 〈5〉 jeweils nur aus einer einzigen Operation
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bestehen, entsprechen die Zustände 〈8〉 und 〈9〉 Grundblöcken mit jeweils zwei Operationen. In
dem Ablaufplan in Abbildung 5.13 kommen die Operationen des Zustands 〈9〉 der steuerfluss-
orientierten Darstellung ausschließlich gemeinsam vor, nämlich im Zustand 〈alp4〉. Die Opera-
tionen des Zustands 〈8〉 kommen dagegen im Ablaufplan sowohl gemeinsam im Zustand 〈alp3〉
als auch aufgeteilt auf die Zustände 〈alp1〉 und 〈alp2〉 vor. Die kleinsten Anteile dieses Grund-
blocks, welche in den Zuständen des Ablaufplans verwendet werden, enthalten somit entweder
die Operation MULT1 oder die Operation SUB1.
Nach Durchführung der Analyse werden die Zustände der steuerflussorientierten Darstellung
gemäß der Aufteilung der Operationen im Ablaufplan aufgespalten. Dabei wird jede Aktion, de-
ren Operationen im Ablaufplan auf verschiedene Zustände verteilt zur Ausführung kommen, der-
art in mehrere mit dem Konstrukt SER verknüpfte DEF-Terme überführt, dass jeder dieser DEF-
Terme einem der auftretenden Grundblockteile entspricht. Anschließend werden die Zustände,
deren Aktionen aufgeteilt wurden, wie in Abschnitt 5.2.2 beschrieben in mehrere Zustände auf-
gespalten (siehe Seite 109). Die Zustände der resultierenden steuerflussorientierten Darstellung
enthalten daraufhin jeweils einen der für die Durchführung der folgenden Schritte erforderlichen
Grundblockteile.
Da im Beispiel die Operationen des Zustands 〈8〉 der steuerflussorientierten Darstellung in
der Ablaufplanung u. a. auf zwei Zustände verteilt zum Einsatz kommen, muss dieser in zwei
Zustände aufgespalten werden, von denen jeder eine der beiden Operationen enthält. Zu diesem
Zweck wird zunächst die Aktion des Zustands nach folgendem Schema in zwei DEF-Terme
aufgeteilt:
DEF (λ(u,v,n,ODD1).
let MULT1 = u∗v in









let SUB1 = n−1 in
(u,MULT1,SUB1,T))
Daraufhin hat die Aktion des Zustands die Form A SER B und kann wie in Abschnitt 5.2.2
beschrieben aufgespalten werden.
Anstatt die Grundblöcke erst in der steuerflussorientierten Darstellung aufzuteilen, können
diese auch bereits in der Verhaltensbeschreibung aufgespalten werden. Dies hat den Vorteil, dass
schon vor der Überführung der Verhaltensspezifikation in die steuerflussorientierte Darstellung
die Schnittstellen bzw. Typen zwischen den einzelnen GROPIUS-Anweisungen analysiert und
vereinheitlicht werden können. Nach der Vereinheitlichung erhält man eine Verhaltensspezifika-
tion, deren Anweisungen, bis auf die erste und letzte Anweisung, alle den gleichen Ein-/Ausga-
betyp haben. Die erste und letzte Anweisung sind DEF-Terme, welche den Ein- bzw. Ausgabetyp
wie in Abschnitt 5.2.1 beschrieben an den Einheitstyp anpassen. Die Vereinheitlichung der Typen
der internen GROPIUS-Anweisungen hat den Vorteil, dass beim Aufspalten der Zustände, welche
im Zuge des Übergangs zur steuerflussorientierten Darstellung durchgeführt wird, ansonsten ge-
gebenenfalls erforderliche Typanpassungen der Zustände entfallen. Da die Grundblöcke bereits
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in der Verhaltensbeschreibung wunschgemäß aufgeteilt wurden, enthalten die Zustände der re-
sultierenden steuerflussorientierten Darstellung automatisch jeweils einen der benötigten Grund-
blockteile. Diese alternative Vorgehensweise zur Aufteilung der Grundblockteile wird auf Grund
ihrer höheren Effizienz bevorzugt verwendet. Das Ergebnis ist bei beiden Verfahrensweisen das
gleiche.
Abbildung 5.14 stellt den Steuerflussgraph der steuerflussorientierten Darstellung aus
Abbildung 5.11 nach der Aufteilung des Grundblocks in Zustand 〈8〉 dar. Der ursprüngliche
Zustand 〈8〉 wurde in einen modifizierten Zustand 〈8〉, der nur noch die erste Operation der
ursprünglichen Aktion enthält, und einen neuen Zustand 〈10〉, welcher den zweiten Grundblock-
teil enthält, aufgeteilt. Damit liegt die Schaltungsspezifikation in einer steuerflussorientierten















Abbildung 5.14: Steuerflussgraph der Schaltungsspezifikation nach Grundblockaufteilung
5.3.2 Kopieren der Grundblockteile
Nach der Aufspaltung der Zustände der steuerflussorientierten Darstellung gemäß der Vertei-
lung der Operationen im Ablaufplan wird untersucht, wie oft jeder Grundblockteil im Ablauf-
plan auftritt. Daraufhin werden in der steuerflussorientierten Darstellung durch das Kopieren der
Zustände, welche die jeweiligen Grundblockteile repräsentieren, eine entsprechende Anzahl an
Instanzen der Grundblockteile angefertigt.
Für das laufende Beispiel listet Tabelle 5.1 zu jedem Grundblockteil die Anzahl seiner Vor-
kommen im Ablaufplan in Abbildung 5.13 auf. Jeder Zustand der steuerflussorientierten Darstel-
Grundblockteil GT1 ODD1 MULT1 MULT2, DIV1 SUB1
Zustand 〈3〉 〈5〉 〈8〉 〈9〉 〈10〉
Anzahl 2 2 2 1 2
Tabelle 5.1: Anzahl der Grundblockteile
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lung bis auf den Zustand 〈9〉 wird demnach zweimal zur Nachbildung des Ablaufplans benötigt
und muss somit jeweils einmal kopiert werden.
Beim Kopieren von Zuständen wird die Ähnlichkeit zwischen der Kopie und deren jeweili-
gem Quellzustand in einer speziellen Liste vermerkt. Die Eigenschaft der Ähnlichkeit wird für
die Durchführung des im nächsten Abschnitt beschriebenen Schritts, der Nachbildung der Über-
gangsstruktur des Ablaufplans, benötigt. Unter Ausnutzung dieser Eigenschaft ist es möglich,
den Übergang von einem Zustand zu einem seiner Nachfolger auf einen anderen Zustand umzu-
leiten, falls der vorgesehene Ersatzzustand dem ursprünglichen Nachfolger ähnlich ist.
Die Ähnlichkeit zweier Zustände ist auf Basis ihrer Rümpfe definiert. Zwei Zustände sind ge-
nau dann ähnlich, wenn entweder ihre Rümpfe identisch sind oder ihre Rümpfe für jede Eingabe
das gleiche Ergebnis bis auf die Folgezustände liefern, welche nur ähnlich, nicht aber identisch,
zu sein haben. Daraus folgt, dass die Kopie eines Zustands grundsätzlich dem Originalzustand
ähnelt, da die Kopie den gleichen Rumpf wie der Originalzustand hat.
Vor der Definition der Ähnlichkeit selbst ist die Definition einer sogenannten Ähnlichkeitsliste
erforderlich, in welcher die Ähnlichkeiten zwischen den Zuständen vermerkt wird. Es handelt
sich dabei um eine Liste, deren Elemente Paare von Zustandsbezeichnern sind. Jedes Paar ordnet
einem Zustand, dessen Bezeichner den linken Teil des Paares bildet, eine Zustandsklasse zu,
welche durch den Bezeichner im rechten Teil des Paars repräsentiert wird. Zum Auslesen der
Ähnlichkeitsklasse eines Zustands aus einer Ähnlichkeitsliste dient die Funktion SimClass:
( SimClass ((q,c)::R) s := (if s = q then c else SimClass R s) ) ∧
( SimClass [ ] s := s )
(5.15)
Die Funktion SimClass überprüft, ob der Bezeichner s des Zustands, dessen Ähnlichkeits-
klasse bestimmt werden soll, dem linken Teil des Kopfs (q,c) der Ähnlichkeitsliste entspricht.
Falls ja, so wird der rechte Teil c als Ähnlichkeitsklasse ausgegeben. Ansonsten wird die Ähn-
lichkeitsliste weiter rekursiv durchsucht. Kommt der Bezeichner s niemals als linker Teil eines
der Paare der Liste vor, so wird der Zustandsbezeichner selbst als Ähnlichkeitsklasse ausgege-
ben. Solange also ein Zustand nicht einer anderen Ähnlichkeitsklasse zugeordnet ist, bildet er
unter seinem eigenen Bezeichner seine eigene Ähnlichkeitsklasse.
Die Ähnlichkeit zweier Zustände ist nun auf Basis des Prädikats StateSim wie folgt de-
finiert. Zwei Zustände mit den Rümpfen R1 und R2 sind in Bezug auf eine Ähnlichkeitsliste






StateSim SimList R1 R2 :=
∀ x. ((R1 x = Undefined) ∧ (R2 x = Undefined)) ∨(
∃ x1 n1 x2 n2.
(R1 x = Defined (x1,n1)) ∧ (R2 x = Defined (x2,n2)) ∧
(x1 = x2) ∧
(SimClass SimList n1 = SimClass SimList n2)
)
(5.16)
Für alle Eingaben x terminiert die Ausführung der beiden Rümpfe R1 sowie R2 entweder nicht
(Zeile 1) oder beide Berechnungen terminieren mit Werten (x1,n1) bzw. (x2,n2) (Zeile 2-3), so
dass die Werte x1 und x2 gleich sind (Zeile 4) und die resultierenden Bezeichner n1 und n2 der
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Nachfolger der beiden Zustände auf ähnliche Zustände verweisen, also auf Zustände, welche der
gleichen Ähnlichkeitsklasse angehören (Zeile 5).
Damit eine Liste für die Zustände einer steuerflussorientierten Darstellung eine gültige Ähn-










SimRel L SimList :=(
ALL EL
(
λel. (¬ MEM (FST el) (SND (UNZIP SimList))) ∧
(¬ MEM (SND el) (FST (UNZIP SimList))) ∧
(StateExists L (FST el)) ∧





(Disjoint (FST (UNZIP SimList))) ∧(
∀ s1 s2.
¬ (s1 = s2) ∧ (SimClass SimList s1 = SimClass SimList s2)
=⇒ StateSim SimList (StateCase L s1) (StateCase L s2)
)
(5.17)
Eine Liste SimList repräsentiert demnach eine Ähnlichkeitsliste einer steuerflussorientierten
Darstellung mit einer Zustandsliste L, wenn keiner der Zustandsbezeichner sowohl den linken
Teil eines der Paare der Ähnlichkeitsliste bildet als auch als rechter Teil eines der Paare auf-
tritt (Zeile 1-2). Weiter muss zu jedem Bezeichner, der in der Ähnlichkeitsliste vorkommt, der
entsprechende Zustand in der Zustandsliste L der steuerflussorientierten Darstellung existieren
(Zeile 3-4). Jedem Zustand darf in der Ähnlichkeitsliste nur einmalig eine Ähnlichkeitsklasse
zugeordnet werden, d. h. die Bezeichner im linken Teil der Paare der Liste müssen eindeutig sein
(Zeile 5). Letztendlich muss für alle unterschiedlichen Zustandsbezeichner, deren Zustände der
gleichen Ähnlichkeitsklasse angehören (Zeile 7), gelten, dass die entsprechenden Zustände 〈s1〉
und 〈s2〉 auch tatsächlich ähnlich zueinander sind (Zeile 8).
Trivialerweise ist die leere Liste eine gültige Ähnlichkeitsliste für die Zustandslisten beliebi-
ger steuerflussorientierter Darstellungen:
` ∀ L. SimRel L [ ] (5.18)
Die leere Liste bildet den Ausgangspunkt für den Aufbau einer Ähnlichkeitsliste, wie er
während des Kopierens der Zustände vorgenommen wird. Eine Änderung oder Erweiterung einer
Ähnlichkeitsliste erfolgt während des Kopiervorgangs auf Basis der Funktion ExpSimList:
( ExpSimList class s [ ] := [(s, class)] ) ∧
( ExpSimList class s (h::R) := (if s = FST h then (s, class)::R
else h::ExpSimList class s R) )
(5.19)
Die Funktion ExpSimList überprüft rekursiv die existierende Ähnlichkeitsliste, ob einem
Zustand mit dem Bezeichner s, dem die neue Ähnlichkeitsklasse class zugewiesen werden soll,
bereits eine andere Ähnlichkeitsklasse zugeordnet wird. Falls ja, so wird dessen Ähnlichkeits-
klasse auf die neue Klasse class abgeändert. Ansonsten wird der Liste ein Element (s, class)
angehängt, in welchem dem Zustand 〈s〉 die Ähnlichkeitsklasse class zugeordnet wird.
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Auf Basis der soeben definierten Funktionen und Prädikate kann nun das Theorem 5.20 for-












` ∀ SimList start L q z.
SimRel L SimList ∧
StateExists L q ∧
¬ StateExists L z ∧
(start 6= z) ∧
(∀x (p1,p2). EXISTS (λU. U x = Defined (p1,p2)) (SND (UNZIP L))
⇒ (p2 6= z))
=⇒
(
let L′ = ((z, StateCase L q)::L) in
let SimList′ = ExpSimList (SimClass SimList q) z SimList in




In dem Theorem wird der bestehenden Zustandsliste L eine Kopie des Quellzustands 〈q〉
vorangestellt (Zeile 7). Die Kopie hat den gleichen Rumpf (StateCase L q) wie der Quellzu-
stand und einen neuen eindeutigen Bezeichner z. Gleichzeitig wird die Ähnlichkeitsliste SimList
um einen neuen Eintrag erweitert, in welchem dem neuen Zustand 〈z〉 die gleiche Ähnlich-
keitsklasse (SimClass SimList q) wie dem Quellzustand 〈q〉 zugeordnet wird (Zeile 8). Nach
Durchführung der Transformation besagt das resultierende Theorem, dass das Ersetzen der Lis-
te L durch die erweiterte Liste L′ in der steuerflussorientierten Darstellung korrekt ist (Zeile 9)
und die modifizierte Ähnlichkeitsliste SimList′ eine gültige Ähnlichkeitsrelation für die neue
Zustandsliste L′ bildet (Zeile 10).
Voraussetzung für die Anwendung des Theorems 5.20 ist, dass die Ähnlichkeitsliste SimList
eine gültige Ähnlichkeitsrelation für die gegebene steuerflussorientierte Darstellung L repräsen-
tiert (Zeile 1). Als Ausgangspunkt für die Ähnlichkeitsliste wird dabei bei der Kopie des ersten
Zustands die leere Liste genommen, die nach Theorem 5.18 eine gültige Ähnlichkeitsliste für
alle möglichen Zustandslisten repräsentiert. Die aus der Kopie resultierende Ähnlichkeitsliste
SimList′ wird daraufhin als Eingabe des nächsten Kopiervorgangs verwendet.
Weitere Vorbedingungen des Theorems 5.20 sind, dass der zu kopierende Zustand 〈q〉 be-
reits existiert (Zeile 2), während der Bezeichner z des Zielzustands sich von allen Bezeichnern
der Zustände in der Zustandsliste (Zeile 3) und ebenso vom Bezeichner des Startzustands unter-
scheiden muss (Zeile 4) und ebensowenig bereits als Nachfolger eines der Zustände in der Liste
verwendet werden darf (Zeile 5-6).
Unter Einsatz dieses Theorems werden nun die Zustände der steuerflussorientierten Darstel-
lung entsprechend der Anzahl der jeweiligen Grundblockteile im Ablaufplan, die sie repräsen-
tieren, vervielfältigt. Die Kopie des Zustands 〈3〉 erhält den Bezeichner 12, des Zustands 〈5〉
den Bezeichner 13, des Zustands 〈8〉 den Bezeichner 14 und des Zustands 〈10〉 den Bezeich-
ner 11. Alle diese Kopien haben den gleichen Rumpf wie ihre Originale und verweisen so-
mit auch auf die gleichen Nachfolger wie die Originalzustände. Sie haben zu diesem Zeit-
punkt noch keine Vorgänger. In der Ähnlichkeitsliste, die sich aus den Kopiervorgängen er-
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gibt, werden die Ähnlichkeiten zwischen den resultierenden Zuständen verzeichnet. Im gege-
benen Beispiel lautet die Ähnlichkeitsliste nach der Durchführung der oben genannten Kopien:
[(12,3);(13,5);(14,8);(11,10)].
LOOP 3
[( 3, DEF (λ(u,v,n,GT1).
let GT1 = n> 0 in ((u,v,n,GT1),GT1))
SER DEF (λ(x,GT1).(x,MUX(GT1,5,0))));
( 5, DEF (λ(u,v,n,GT1).
let ODD1 = ODD n in ((u,v,n,ODD1),ODD1))
SER DEF (λ(x,ODD1).(x,MUX(ODD1,8,9))));
( 8, DEF (λ(u,v,n,ODD1).
let MULT1 = u∗v in (u,MULT1,n,ODD1))
SER DEF (λx.(x,10)));
( 9, DEF (λ(u,v,n,ODD1).
let MULT2 = u∗u in
let DIV1 = n DIV 2 in (MULT2,v,DIV1,T))
SER DEF (λx.(x,3)));
(10, DEF (λ(u,MULT1,n,ODD1).
let SUB1 = n−1 in (u,MULT1,SUB1,T))
SER DEF (λx.(x,3)));
(11, DEF (λ(u,MULT1,n,ODD1).
let SUB1 = n−1 in (u,MULT1,SUB1,T))
SER DEF (λx.(x,3)));
(12, DEF (λ(u,v,n,GT1).
let GT1 = n> 0 in ((u,v,n,GT1),GT1))
SER DEF (λ(x,GT1).(x,MUX(GT1,5,0))));
(13, DEF (λ(u,v,n,GT1).
let ODD1 = ODD n in ((u,v,n,ODD1),ODD1))
SER DEF (λ(x,ODD1).(x,MUX(ODD1,8,9))));
(14, DEF (λ(u,v,n,ODD1).
let MULT1 = u∗v in (u,MULT1,n,ODD1))
SER DEF (λx.(x,3)))]
Abbildung 5.15: LOOP-Term der Beispielspezifikation nach dem Kopieren der Grundblockteile
Abbildung 5.15 enthält die Beispielspezifikation nach dem Aufteilen der Grundblöcke und
der Anfertigung der erforderlichen Kopien der Grundblockteile. Es wird nur das LOOP-Konstrukt
dargestellt. Der führende und der abschließende DEF-Term wurden der Übersichtlichkeit halber
weggelassen.
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5.3.3 Nachbildung der Übergangsstruktur des Ablaufplans
Nachdem alle Operationen bzw. Grundblockteile in der erforderlichen Zahl bereitstehen, kann
in einem weiteren Schritt die Übergangsstruktur zwischen den einzelnen Grundblockteilen nach
Vorbild des Ablaufplans in der steuerflussorientierten Darstellung nachgebildet werden. Abbil-
dung 5.16 gibt den strukturellen Aufbau des Ablaufplans des laufenden Beispiels wieder. Auf

























Abbildung 5.16: Struktureller Aufbau des Ablaufplans
Um die Struktur des Ablaufplans innerhalb des formalen Synthesesystems nachzubilden,
wird zunächst jedem Grundblockteil des Ablaufplans einer der entsprechenden Zustände der
steuerflussorientierten Darstellung zugeordnet.
So wird beispielsweise der in Abbildung 5.16 links aufgeführten Operation GT1 des Ablauf-
plans der Zustand 〈3〉 und der rechten der Zustand 〈12〉 der steuerflussorientierten Darstellung
zugeordnet. Eine umgekehrte Zuordnung ist ebenso denkbar. In Abbildung 5.16 sind alle für
dieses Beispiel gewählten Zuordnungen bereits dargestellt.
Nach erfolgter Zuordnung werden die Transitionsfunktionen der Zustände der steuerflussori-
entierten Darstellung derart modifiziert, dass sie die Übergänge zwischen den Grundblockteilen
im Ablaufplan exakt nachbilden. Die neuen Übergänge, die zur Erreichung dieses Ziels geschaf-
fen werden müssen, sind in Abbildung 5.16 durch gestrichelte Kanten hervorgehoben.
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Die Umleitung des Übergangs eines Zustands zu seinem Nachfolger auf einen dem Nachfol-







` ∀ SimList start L s Rumpf′.
StateExists L s ∧
SimRel L SimList ∧
StateSim SimList (StateCase L s) Rumpf′
=⇒
(
let L′ = ((s, Rumpf′)::(DeleteState L s)) in




Das Theorem ist derart formuliert, dass der gesamte Rumpf eines existierenden Zustands 〈s〉
durch einen neuen Rumpf Rumpf′ ersetzt wird. Im konkreten Anwendungsfall unterscheiden
sich die beiden Rümpfe allerdings nur in den Nachfolgern, die innerhalb der beiden Transiti-
onsfunktionen bestimmt werden. Voraussetzungen für den Einsatz des Theorems sind, dass der
zu modifizierende Zustand 〈s〉 existiert (Zeile 1) und SimList eine gültige Ähnlichkeitsrelation
für die gegebene steuerflussorientierte Darstellung mit der Zustandsliste L repräsentiert (Zeile 2).
Letztere Bedingung wird in der Regel nicht speziell bewiesen, sondern ist Ergebnis der im letzten
Abschnitt beschriebenen Kopiervorgänge.
Beim Einsatz des Theorems 5.21 im Zuge der entsprechenden Transformation wird zunächst
auf Basis des Rumpfes des zu modifizierenden Zustands (StateCase L s) ein neuer Rumpf
Rumpf′ konstruiert, in welchem die Zielzustände der Struktur des Ablaufplans angepasst sind.
Anschließend wird bewiesen, dass der Zustand mit dem neuen Rumpf Rumpf′ ähnlich zu dem zu
ersetzenden Zustand ist (Zeile 3). In der Praxis kommen dabei zwei Hilfstheoreme zum Einsatz,
welche die automatische Beweisführung für den vorliegenden Fall stark vereinfachen und damit
auch beschleunigen. Vor der ausführlichen Diskussion der Durchführung von Ähnlichkeitsbe-
weisen unter Verwendung dieser beiden Hilfstheoreme soll jedoch zunächst die Beschreibung
des Theorems 5.21 zu Ende geführt werden.
In Zeile 4 des Theorems wird eine neue Zustandsliste L′ erzeugt, in welcher der Rumpf
des ursprünglichen Zustands 〈s〉 durch den neuen Rumpf Rumpf′ ersetzt wird. Der Aufbau von
L′ erfolgt, indem aus der ursprünglichen Zustandsliste L der Zustand 〈s〉 entfernt wird und die
resultierende Liste um einen neuen Zustand mit demselben Bezeichner s und dem neuen Rumpf
Rumpf′ erweitert wird. Sind alle Voraussetzungen des Theorems erfüllt, so kann die Zustandsliste
der steuerflussorientierten Darstellung durch die neue Zustandsliste L′ ersetzt werden (Zeile 5).
Gleichzeitig erhält man den Beweis, dass die Ähnlichkeitsliste SimList auch für die modifizierte
Zustandsliste L′ gilt (Zeile 6).
Ähnlichkeit eines Zustands nach Änderung seiner Nachfolger
Wie bereits erwähnt, wird der neue Zustand auf Basis des ursprünglichen Zustands erzeugt, in-
dem einige Bezeichner der Nachfolger in der Transitionsfunktion ausgetauscht werden. Die Ak-
tion des Zustands bleibt unverändert. Beim Austausch der Nachfolger eines Zustands bzw. bei
dem Beweis der Ähnlichkeit zwischen dem resultierenden Zustand und seinem Ursprung kommt
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der Vorteil der Trennung der Zustandsrümpfe in Aktion und Transitionsfunktion zur vollen Aus-
wirkung. Eine separate Transitionsfunktion erleichtert nicht nur erheblich das Austauschen der
Nachfolger eines Zustands, sondern auch den in Zeile 3 des Theorems 5.21 geforderten Ähnlich-
keitsbeweis.
Hat der zu modifizierende Zustand nur einen möglichen Nachfolger, so hat seine Transiti-
onsfunktion die simple Form DEF (λx.(x,z1)). In diesem Fall kann der Bezeichner des ursprüng-
lichen Folgezustands 〈z1〉 einfach durch den Bezeichner des gewünschten Nachfolgers ersetzt
werden. Der Beweis, dass Zustände auf Basis des alten und neuen Rumpfs ähnlich sind, wird
durch das Hilfstheorem 5.22 vereinfacht. In diesem Fall muss zum Beweis der Ähnlichkeit der
beiden Zustände nur gezeigt werden, dass die Ähnlichkeitsklassen der beiden Nachfolger, welche
mit Hilfe der Funktion SimClass aus der Ähnlichkeitsliste SimList ermittelt werden, identisch
sind:
` ∀ SimList A z1 z2.
(SimClass SimList z1 = SimClass SimList z2) ⇒
StateSim SimList (A SER DEF (λx.(x,z1))) (A SER DEF (λx.(x,z2)))
(5.22)
Im Beispiel stellt Zustand 〈11〉 eine Kopie des Zustands 〈10〉 dar. Sie haben beide exakt den
gleichen Rumpf und verweisen somit beide auf den Zustand 〈3〉 als Nachfolger. Die eben be-
schriebene Vorgehensweise wird nun eingesetzt, um den Nachfolger 〈3〉 des Zustands 〈11〉 auf
den Zustand 〈12〉 abzuändern (siehe gestrichelte Kante in Abbildung 5.16). Diese Änderung ist
zulässig, da laut der Ähnlichkeitsliste [(12,3);(13,5);(14,8);(11,10)] sowohl der Zustand 〈3〉 als
auch der Zustand 〈12〉 die Ähnlichkeitsklasse 3 haben. Zustand 〈3〉 liegt in der Ähnlichkeits-
klasse 3, da laut der Definition 5.15 der Funktion SimClass die Ähnlichkeitsklasse eines jeden
Zustands, dessen Bezeichner nicht als linker Teil eines der Paare der Zustandsliste enthalten ist,
seinem eigenen Bezeichner entspricht. Der Nachfolger 〈10〉 des Zustands 〈8〉 wird entsprechend
auf den Zustand 〈11〉 abgeändert.
Etwas komplizierter gestaltet es sich, wenn der zu modifizierende Zustand mehrere potenti-
elle Nachfolger hat. In diesem Fall müssen die Bedingungen, unter denen der auszutauschende
Nachfolger ausgewählt wird, berücksichtigt werden.
Im Beispiel aus Abbildung 5.15 hat der Zustand 〈13〉 zum gegenwärtigen Zeitpunkt die Tran-
sitionsfunktion DEF (λ(x,ODD1).(x,MUX(ODD1,8,9))). Zur Nachbildung der Struktur des Ab-
laufplans muss dieser Zustand für den Fall, dass die Bedingung ODD1 wahr ist, den Zustand 〈14〉
anstatt des Zustands 〈8〉 als Nachfolger wählen. Somit ergibt sich die neue Transitionsfunktion zu
DEF (λ(x,ODD1).(x,MUX(ODD1,14,9))). Weiter muss im Beispiel der Zustand 〈12〉, ebenfalls
wenn die Bedingung ODD1 wahr ist, den Zustand 〈13〉 statt 〈5〉 als Nachfolger selektieren.
Zur Vereinfachung des Ähnlichkeitsbeweises von Zuständen mit mehreren potentiellen Nach-
folgern dient das Hilfstheorem 5.23:
` ∀ SimList A trf trf′.
( ∀ c .SimClass SimList (trf c) = SimClass SimList (trf′ c) ) ⇒
StateSim SimList (A SER DEF (λ(x,c).(x,trf c))) (A SER DEF (λ(x,c).(x,trf′ c)))
(5.23)
Um die Ähnlichkeit zwischen dem ursprünglichen Zustand und dem resultierenden Zustand
zu beweisen, müssen auch in diesem Fall nicht die vollständigen Rümpfe der Zustände untersucht
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werden. Nach einer Umformung der Transitionsfunktionen in die Form DEF (λ(x,c).(x,trf c))
reicht es aus, die sich ergebenden Bestandteile trf sowie trf′ der beiden Transitionsfunktionen zu
untersuchen, die konkret in Abhängigkeit der Bedingungen, welche in der Aktion der Zustände
berechnet werden, den Bezeichner des Nachfolgers bestimmen. Wenn sich für alle möglichen
Kombinationen der Bedingungen in der Variablenstruktur c die Ähnlichkeitsklassen der aus der
alten und neuen Transitionsfunktion resultierenden Nachfolger als identisch erweisen, so sind
zwei Zustände, welche sich nur in diesen beiden Transitionsfunktionsteilen unterscheiden, ähn-
lich und somit austauschbar.
Vor Einsatz des Hilfstheorems 5.23 müssen die zu überprüfenden Transitionsfunktionen
zunächst in die geforderte Form DEF (λ(x,c).(x,trf c)) gebracht werden. So wird die Tran-
sitionsfunktion des Zustands 〈13〉 in DEF (λ(x,ODD1).(x,(λ ODD1.MUX(ODD1,8,9)) ODD1))
überführt. Die Funktion trf im Theorem 5.23 entspricht somit in diesem Fall der Abstraktion
(λ ODD1.MUX(ODD1,8,9)). Nach dem Austausch des Zielzustands 〈8〉 ergibt sich die Funkti-
on trf′ entsprechend zu (λ ODD1.MUX(ODD1,14,9)). Ist ODD1 wahr, so bestimmen die beiden
Funktionen die Zustände 〈8〉 und 〈14〉 als Nachfolger, welche sich laut der zu diesem Zeitpunkt
gültigen Ähnlichkeitsliste ähneln. Ist ODD1 falsch, so ergeben beide Funktionen den gleichen
Nachfolger 〈9〉. Unter allen möglichen Eingabebedingungen ergeben die alte und die neue Tran-
sitionsfunktion jeweils identische oder zumindest ähnliche Nachfolger. Die Vorbedingung des
Theorems 5.23 ist somit erfüllt. Der ursprüngliche und der modifizierte Zustand sind ähnlich
und können auf Basis des Theorems 5.21 ausgetauscht werden. Auf gleiche Weise werden an-
schließend die Nachfolger des Zustands 〈12〉 angepasst.
Nach der Anpassung der Transitionsfunktionen der steuerflussorientierten Darstellung spie-
gelt diese genau die Verbindungsstruktur zwischen den Grundblockteilen wider, wie sie vom
Ablaufplan vorgegeben wird. Zur vollständigen Umsetzung der Ablaufplanung in dem forma-
len System verbleibt nur, die Zustände des Ablaufplans in der steuerflussorientierten Darstellung
nachzubilden.
5.3.4 Nachbildung der Zustände des Ablaufplans
Die Zustände des Ablaufplans werden innerhalb des formalen Systems nachgebildet, indem je-
weils die Zustände der steuerflussorientierten Darstellung, deren entsprechende Grundblockteile
im Ablaufplan zu einem Zustand zusammengefasst sind, ebenfalls zu einem einzigen Zustand
verschmolzen werden. Das Verschmelzen der Zustände erfolgt wie in Abschnitt 5.2.2 (Seite 116)
beschrieben.
Um den Zustand 〈alp1〉 des Ablaufplans in Abbildung 5.17 nachzubilden, müssen die
Zustände 〈3〉, 〈5〉 und 〈8〉 der steuerflussorientierten Darstellung zu einem Zustand verschmolzen
werden. Die Reihenfolge der Verschmelzung ist nur insofern vorgegeben, als jeweils zwei auf-
einanderfolgende Zustände verschmolzen werden müssen. So könnten in diesem Fall zuerst die
Zustände 〈3〉 und 〈5〉 und anschließend der sich daraus ergebende Zustand mit Zustand 〈8〉 ver-































Abbildung 5.17: Verschmelzung der Grundblockteile
Abbildung 5.18 enthält die Beispielspezifikation in der steuerflussorientierten Darstellung
nach der vollständigen Umsetzung der Ablaufplanung. Nach Durchführung der Verschmelzun-
gen entspricht in der steuerflussorientierten Darstellung der Zustand 〈3〉 dem Zustand 〈alp1〉
des Ablaufplans, Zustand 〈11〉 dem Zustand 〈alp2〉, Zustand 〈14〉 dem Zustand 〈alp3〉 und Zu-
stand 〈9〉 dem Zustand 〈alp4〉.
Mit der Nachbildung der Zustände des Ablaufplans endet bei steuerflussbehafteten Schal-
tungsbeschreibungen die formale Umsetzung der Ablaufplanung. Die steuerflussorientierte Dar-
stellung, die ursprünglich dem Steuerflussgraphen der Verhaltensspezifikation entsprach, konnte
automatisch auf die vorgestellte Weise umgeformt worden, so dass sie exakt den Aufbau des
vorgegebenen Ablaufplans widerspiegelt. Alle Operationen der Spezifikation, welche innerhalb
eines Taktes in der RT-Ebenen-Implementierung zur Ausführung kommen sollen, sind nun je-
weils in einem Zustand der steuerflussorientierten Darstellung zusammengefasst.
Im Folgenden wird ein Verfahren vorgestellt, welches auf die Umsetzung der Ablaufplanung
bei reinen Datenflussspezifikationen spezialisiert ist. Eine spezielle Behandlung steuerflusslo-
ser Schaltungsspezifikationen bietet sich in diesem Zusammenhang an, da deren Ablaufplanung
prinzipiell einfacher und daher auch effizienter durchführbar ist.
5.3.5 Umsetzung der Ablaufplanung bei reinen Datenflussspezifikationen
Bei der formalen Realisierung der Ablaufplanung können bei Schaltungsbeschreibungen, die kei-
nen Steuerfluss aufweisen, einige der in den letzten Abschnitten beschriebenen Schritte einge-
spart werden. In [Blum00] hat Blumenröhr bereits ausführlich eine Möglichkeit zur Umsetzung
der Ablaufplanung bei steuerflusslosen Schaltungsbeschreibungen vorgestellt. Es ist gelungen,
diesen Teil seiner Arbeit in die vorliegende Arbeit derart zu integrieren, dass im weiteren Ver-
lauf die Synthese von Schaltungsspezifikationen sowohl mit als auch ohne Steuerfluss auf eine




[( 3, DEF (λ(u,v,n,GT1).
let GT1 = n> 0 in
let ODD1 = ODD n in
let MULT1 = u∗v in
let v’ = MUX(ODD1,MULT1,v) in
let (v”,GT1’) = MUX(GT1,(v’,ODD1),(v,GT1)) in
((u,v”,n,GT1’),ODD1,GT1))
SER DEF (λ(x,ODD1,GT1).(x,MUX(GT1,MUX(ODD1,11,9),0))));
( 9, DEF (λ(u,v,n,ODD1).
let MULT2 = u∗u in
let DIV1 = n DIV 2 in (MULT2,v,DIV1,T))
SER DEF (λx.(x,3)));
(11, DEF (λ(u,MULT1,n,ODD1).
let SUB1 = n−1 in
let GT1 = SUB1> 0 in
let ODD1 = ODD SUB1 in
let C = MUX(GT1,ODD1,F) in ((u,MULT1,SUB1,C),ODD1,GT1))
SER DEF (λ(x,ODD1,GT1).(x,MUX(GT1,MUX(ODD1,14,9),0))));
(14, DEF (λ(u,v,n,ODD1).
let MULT1 = u∗v in




Abbildung 5.18: Beispielspezifikation nach Umsetzung der Ablaufplanung
einheitliche Weise erfolgen kann. In [Blum00] war eine durchgehende Sonderbehandlung der
beiden Spezifikationsarten während der gesamten algorithmischen Synthese erforderlich.
Blumenröhr hat in seiner Arbeit einige Algorithmen für die Ablaufplanung reiner Daten-
flussspezifikationen implementiert, darunter den List-Based-Scheduling-Algorithmus [DLSM81]
und eine Variante des Force-Directed-Scheduling-Algorithmus [PaKn87]. Im Folgenden wird be-
schrieben, wie seine Implementierungen uneingeschränkt in der vorliegenden Arbeit weiterver-
wendet werden können.
Schaltungsspezifikationen ohne Steuerfluss haben die Form DEF f . Ein Beispiel für eine
steuerflusslose Spezifikation gibt Abbildung 5.19.
Die Ablaufplanung beginnt mit der Ermittlung eines geeigneten Ablaufplans für die gegebene
Spezifikation DEF f auf Basis eines der zur Verfügung stehenden Ablaufplanungsalgorithmen.
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DEF (λ(a0,a1,a2,a3,b0,b1).
let MULT1 = b1∗a3 in
let SUB1 = a2−MULT1 in
let MULT2 = b0∗SUB1 in
let SUB2 = a0−MULT2 in
let MULT3 = b0∗a3 in
let MULT4 = b1∗SUB1 in
let ADD1 = MULT3+MULT4 in
let SUB3 = a1−ADD1 in
(SUB1,a3,SUB2,SUB3))
Abbildung 5.19: Eine Schaltungsspezifikation ohne Steuerfluss
Die Umsetzung des Ablaufplans nach [Blum00] besteht aus der Überführung des DFG-Terms f
in eine Komposition mehrerer DFG-Terme (fn ◦ fn−1 ◦ · · · ◦ f1), so dass jeder der resultie-
renden DFG-Terme genau diejenigen Operationen enthält, die später in einem bestimmten Takt
ausgeführt werden sollen. Die Anzahl der DFG-Terme spiegelt die Anzahl der Takte wider, wel-
che auf der RT-Ebene zur vollständigen Ausführung der Spezifikation erforderlich sein werden.
Für den Beweis, dass die Aufteilung des ursprünglichen DFG-Terms der Spezifikation in die
Komposition mehrerer DFG-Terme korrekt ist, also dass f = (fn ◦ fn−1 ◦ · · · ◦ f1) gilt, wurde
in [Blum00] bereits eine effiziente Vorgehensweise ausführlich vorgestellt. Diese wurde in die
vorliegende Arbeit unverändert integriert.
Um eine identische Weiterverarbeitung wie bei steuerflussorientierten Schaltungsbeschrei-
bungen zu gewährleisten, wird diese Schaltungsbeschreibung, welche nach der Umsetzung des
Ablaufplans nach [Blum00] in der Form DEF (fn◦fn−1◦· · ·◦f1) vorliegt, auf Basis des folgenden
Theorems umgeformt:
` ∀ A B. DEF (B ◦ A) = DEF A SER DEF B (5.24)
Durch mehrfache Anwendung des Theorems 5.24 werden alle Verknüpfungsoperatoren ◦ aus
der Schaltungsbeschreibung entfernt, so dass die Schaltungsbeschreibung schließlich die Form
DEF f1 SER DEF f2 SER . . .SER DEF fn hat.
Abbildung 5.20 stellt die Spezifikation aus Abbildung 5.19 nach dem Einsatz des ASAP-
Ablaufplanungsalgorithmus (as soon as possible) dar. Jeder der resultierenden DEF-Terme
enthält diejenigen Operationen, die später in einem bestimmten Takt auf der RT-Ebene zur
Ausführung kommen sollen.
Im Anschluss an die Unterteilung der Spezifikation in mehrere DEF-Terme erfolgt deren
Überführung in die steuerflussorientierte Darstellung (siehe Abschnitt 5.2.1). Nach dem Über-
gang in die neue Darstellungsform werden alle SER-Konstrukte in den Aktionen der Zustände,
wie in Abschnitt 5.2.2 beschrieben, durch Aufspaltung der Zustände eliminiert. Ergebnis ist ei-
ne steuerflussorientierte Darstellung, in welcher jeder Zustand diejenigen Operationen enthält,
die nach den Vorgaben des Ablaufplans innerhalb eines bestimmten Taktes in der resultieren-
den RT-Ebenen-Implementierung zur Ausführung kommen sollen. Damit ist die Ablaufplanung
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DEF (λ(a0,a1,a2,a3,b0,b1).
let MULT1 = b1∗a3 in
let MULT3 = b0∗a3 in (MULT1,MULT3,a0,a1,a2,a3,b0,b1))
SER
DEF (λ(MULT1,MULT3,a0,a1,a2,a3,b0,b1).
let SUB1 = a2−MULT1 in (MULT3,SUB1,a0,a1,a3,b0,b1))
SER
DEF (λ(MULT3,SUB1,a0,a1,a3,b0,b1).
let MULT2 = b0∗SUB1 in
let MULT4 = b1∗SUB1 in (MULT2,MULT3,MULT4,SUB1,a0,a1,a3))
SER
DEF (λ(MULT2,MULT3,MULT4,SUB1,a0,a1,a3).
let SUB2 = a0−MULT2 in
let ADD1 = MULT3+MULT4 in (ADD1,SUB1,SUB2,a1,a3))
SER
DEF (λ(ADD1,SUB1,SUB2,a1,a3).
let SUB3 = a1−ADD1 in (SUB1,a3,SUB2,SUB3))
Abbildung 5.20: Datenflussspezifikation nach Aufteilung entsprechend dem ASAP-Algorithmus
vollständig formal umgesetzt. Alle weiteren Schritte, die bei der Umsetzung der Ablaufplanung
von Schaltungsspezifikationen mit Steuerfluss anfallen, erübrigen sich hier.
Abbildung 5.21 zeigt die steuerflusslose Spezifikation aus Abbildung 5.19 nach der komplet-
ten Umsetzung der Ablaufplanung.
Nach der Umsetzung der Ablaufplanung wird die formale algorithmische Synthese mit der
Bereitstellung und Zuweisung der Register fortgesetzt. Die Bereitstellung und Zuweisung der
Funktions- und Verbindungseinheiten findet anschließend während der Operationswerksynthese
statt (siehe Abschnitt 5.5).
5.4 Bereitstellung und Zuweisung der Register
Im Zuge der Bereitstellung und Zuweisung der Register wird zunächst analysiert, wieviele Regis-
ter welchen Typs zur Realisierung der Spezifikation erforderlich sind und in welchen Registern
die verschiedenen Ausgabewerte der Zustände an deren jeweiligen Nachfolger übertragen wer-
den sollen. Dabei gibt es unterschiedliche Strategien. In dieser Arbeit wird exemplarisch eine
einfache Heuristik eingesetzt, welche das Ziel hat, die Schaltung mit einer möglichst geringen
Anzahl an Registern zu realisieren, und danach strebt, Werte, die über mehrere Zustände hinweg
unverändert weitergereicht werden, denselben Registern zuzuordnen§. Im Folgenden wird be-
schrieben, wie die aus der Analyse resultierenden Registerbelegungen vollautomatisch innerhalb
des formalen Synthesesystems umgesetzt werden können.
§Ein Umspeichern entsprechender Werte soll vermieden werden, da es im Allgemeinen zu einer erhöhten Schalt-
aktivität in der Schaltung führt und dadurch einen größeren Leistungsverbrauch verursacht.





let MULT1 = b1∗a3 in
let MULT3 = b0∗a3 in (MULT1,MULT3,a0,a1,a2,a3,b0,b1))
SER DEF (λx.(x,2)));
(2, DEF (λ(MULT1,MULT3,a0,a1,a2,a3,b0,b1).
let SUB1 = a2−MULT1 in (MULT3,SUB1,a0,a1,a3,b0,b1,hvn))
SER DEF (λx.(x,3)));
(3, DEF (λ(MULT3,SUB1,a0,a1,a3,b0,b1,hvn).
let MULT2 = b0∗SUB1 in
let MULT4 = b1∗SUB1 in (MULT2,MULT3,MULT4,SUB1,a0,a1,a3,hvn))
SER DEF (λx.(x,4)));
(4, DEF (λ(MULT2,MULT3,MULT4,SUB1,a0,a1,a3,hvn).
let SUB2 = a0−MULT2 in








Abbildung 5.21: Datenflussspezifikation nach Umsetzung der Ablaufplanung
Die Ausführung eines Zustands der steuerflussorientierten Darstellung entspricht auf der RT-
Ebene genau der Ausführung eines Taktes. Die Datenmenge, welche von einem Zustand zum
nächsten übertragen wird, spiegelt sich in der steuerflussorientierten Darstellung in dem Ein-
gabetyp der Zustände wider. Eine aus einer entsprechenden Schaltungspezifikation abgeleitete
RT-Ebenen-Implementierung muss schließlich eine Registerzahl aufweisen, die zur Speicherung
der erforderlichen Datenmenge zwischen zwei Takten ausreicht. So wird für jeden der elemen-
taren Eingabetypen der Zustände der steuerflussorientierten Darstellung genau ein Register des
passenden Typs auf der RT-Ebene bereitgestellt.
In der Spezifikation in Abbildung 5.18 ist der Eingabetyp der Zustände beispielswei-
se num× num× num× bool. Eine direkt aus dieser Spezifikation abgeleitete RT-Ebenen-
Implementierung würde eine Registerbank aufweisen, welche aus drei Registern des Typs num
sowie einem booleschen Register besteht.
In den bis zu diesem Zeitpunkt aufgeführten Theoremen zur Transformation steuerflussorien-
tierter Darstellungen wird stets die Möglichkeit berücksichtigt, dass mehrere Zustandsbezeichner
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den Ausgangszustand repräsentieren können. Nach der Definition der steuerflussorientierten Dar-
stellung in Abschnitt 3.26 steht in der Tat jeder Bezeichner, welcher sich von allen Bezeichnern
der Zustände in der Zustandsliste unterscheidet, für den Ausgangszustand, so dass theoretisch
mehrere Bezeichner zur Repräsentation des Ausgangszustands denkbar sind. Wird allerdings
wie in den letzten Abschnitten beschrieben die steuerflussorientierte Darstellung aus der Verhal-
tensspezifikation abgeleitet (siehe Abschnitt 5.2.1), so ist der Bezeichner des Ausgangszustands
grundsätzlich eindeutig. Ansonsten besteht auch die Möglichkeit, die Bezeichner aller Ausgangs-
zustände durch eine Umkodierung der Zustandsbezeichner auf einen einzigen Bezeichner abzu-
bilden (siehe Abschnitt 5.6, Seite 155).
Um die Bereitstellung und Zuweisung der Register innerhalb des formalen Systems umzuset-
zen, müssen die gewünschten Registerbelegungen zunächst in einer formalen Darstellung ausge-
drückt werden. Zu diesem Zweck wird für jeden Zustand der steuerflussorientierten Darstellung
– auch für den Ausgangszustand – eine sogenannte Zuweisungsfunktion erstellt. Diese Zuwei-
sungsfunktion gibt an, in welcher Weise die Eingabewerte eines Zustands umgeordnet werden
müssen, so dass jeder Eingabewert in demjenigen Register an den Zustand übergeben wird, wel-
ches im Zuge der Analyse ausgewählt wurde. Implizit wird damit gleichzeitig festgelegt, wie die
Ausgaben der Zustände auf die einzelnen Elementartypen verteilt zu sein haben.
Stellt sich heraus, dass nicht alle elementaren Eingabetypen der Zustände einer steuerflussori-
entierten Darstellung benötigt werden, so wird der Eingabetyp der Zustände derart umgeformt,
dass sich ein Paar zweier Typstrukturen ergibt, in welchem die rechte Typstruktur die elemen-
taren Eingabetypen enthält, welche eingespart werden können, während die linke Typstruktur
die benötigten Elementartypen enthält. Diese Aufteilung ist eine Vorbereitung für die spätere
Eliminierung der überflüssigen Eingabetypen.
Im Beispiel in Abbildung 5.18 ergibt die Ausführung eines Analysealgorithmus zur Bereit-
stellung und Zuweisung von Registern, dass von den drei Eingabetypen num und dem einen
booleschen Eingabetyp der Zustände der letztere überflüssig ist. Ansonsten soll nach den Vorga-
ben des Algorithmus für die Eingabewerte der Zustände 〈9〉, 〈11〉 und 〈14〉 keine Umsortierung
erforderlich sein. Im Zustand 〈3〉 sowie dem Ausgangszustand mit dem Bezeichner 0 sollen al-
lerdings jeweils die beiden linken Eingaben, welche zum Beispiel innerhalb des Zustands 〈3〉 den
Variablen u und v zugeordnet werden, vertauscht werden. Somit ergeben sich für den Zustand 〈3〉
sowie für den Ausgangszustand die Zuweisungsfunktion λ(i1,i2,i3,i4).((i2,i1,i3),i4) und für die
Zustände 〈9〉, 〈11〉 und 〈14〉 jeweils die Zuweisungsfunktion λ(i1,i2,i3,i4).((i1,i2,i3),i4). Die Zu-
weisungsfunktionen werden eine Änderung des Eingabetyps der Zustände zur Folge haben. Er
wird von num× num× num× bool in (num× num× num)× bool überführt. Dadurch wird
erreicht, dass die neue Typstruktur ein Paar ist, dessen rechte Hälfte aus dem booleschen Ein-
gabetyp besteht, der sich während der Analyse als überflüssig erwiesen hat. Diese Typänderung
erlaubt später die Eliminierung des überflüssigen booleschen Werts.
Nach dem Aufbau der Zuweisungsfunktionen wird zu jeder dieser Funktionen deren Um-
kehrfunktion generiert. Anschließend wird eine sogenannte Zuweisungsliste erstellt, deren Ele-
mente die Form (z,(zwf,inv)) haben. Dabei entspricht z dem Bezeichner eines Zustands, zwf
der Zuweisungsfunktion des entsprechenden Zustands sowie inv der Umkehrfunktion der jewei-
ligen Zuweisungsfunktion. Die Struktur der Zuweisungsliste erlaubt es, mit Hilfe der bereits
existierenden Funktion StateCase anhand des Bezeichners eines Zustands dessen zugehörige
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[ ( 0, ((λ(i1,i2,i3,i4).((i2,i1,i3),i4)), (λ((i2,i1,i3),i4).(i1,i2,i3,i4))) );
( 3, ((λ(i1,i2,i3,i4).((i2,i1,i3),i4)), (λ((i2,i1,i3),i4).(i1,i2,i3,i4))) );
( 9, ((λ(i1,i2,i3,i4).((i1,i2,i3),i4)), (λ((i1,i2,i3),i4).(i1,i2,i3,i4))) );
(11, ((λ(i1,i2,i3,i4).((i1,i2,i3),i4)), (λ((i1,i2,i3),i4).(i1,i2,i3,i4))) );
(14, ((λ(i1,i2,i3,i4).((i1,i2,i3),i4)), (λ((i1,i2,i3),i4).(i1,i2,i3,i4))) )]
Abbildung 5.22: Zuweisungsliste für die Beispielspezifikation in Abbildung 5.18
Zuweisungsfunktion sowie deren Umkehrfunktion zu ermitteln. Abbildung 5.22 stellt die Zuwei-
sungsliste für das laufende Beispiel dar.
Nach Aufbau der Zuweisungsliste kann unter Einsatz des Theorems 5.25 die Umordnung der






















` ∀ ZWL L start exit.
¬(StateExists L exit) ∧
(
(
(StateExists L start) ∧
(∀x (p1,p2). EXISTS (λU. U x = Defined (p1,p2)) (SND (UNZIP L))
⇒ ( (StateExists L p2) ∨ (p2 = exit)))
)
∨
(start = exit) ) ∧
( ALL EL (λz. (λtfs. SND tfs ◦ FST tfs = I) (StateCase ZWL z))
(exit ::FST (UNZIP L)) )
=⇒ ( LOOP start L =
DEF (FST (StateCase ZWL start))
SER
(LOOP start
( MAP (λ(z,Rumpf ).





(FST (StateCase ZWL z′) x, z′))))
L )
SER
DEF (SND (StateCase ZWL exit))) )
(5.25)
Voraussetzung für die Anwendung des Theorems 5.25 ist, dass nur ein Bezeichner für den
Ausgangszustand, nämlich exit, verwendet wird (Zeile 1-5). Wie bereits erwähnt ist diese Tatsa-
che grundsätzlich eine Folge der bisher beschriebenen Vorgehensweise. Zum Beweis der entspre-
chenden Vorbedingung muss zunächst sichergestellt werden, dass der Bezeichner exit überhaupt
auf den Ausgangszustand verweist. Dies ist genau dann der Fall, wenn er sich von allen Bezeich-
nern der Zustände in der Zustandsliste unterscheidet (Zeile 1). Die Aussage in Zeile 5 deckt die
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Möglichkeit ab, dass der Startzustand dem Ausgangszustand gleicht. Bei der bisher beschriebe-
nen Vorgehensweise tritt dieser Fall niemals ein. Insofern existiert der Startzustand 〈start〉 in der
Zustandsliste (Zeile 2), so dass verbleibt, für alle potentiellen Nachfolger der Zustände der steuer-
flussorientierten Darstellung zu fordern (Zeile 3), dass sie entweder in der Zustandsliste enthalten
sind oder auf den (einzigen) Ausgangszustand mit dem Bezeichner exit verweisen (Zeile 4).
Eine weitere Vorbedingung des Theorems 5.25 bezieht sich auf den korrekten Aufbau der
Zuweisungsliste (Zeile 6-7). Für alle Zustände der Zustandsliste sowie für den Ausgangszu-
stand 〈exit〉 (Zeile 7) muss ein Eintrag in der Zuweisungsliste existieren. Für jeden dieser Ein-
träge muss gelten, dass die zusätzlich zur Zuweisungsfunktion gespeicherte Funktion tatsächlich
deren Umkehrfunktion darstellt. Dies folgt aus dem Beweis, dass die Verknüpfung jeder Zuwei-
sungsfunktion mit ihrer entsprechenden Umkehrfunktion jeweils die Identität (I) ergibt (Zeile 6).
Abbildung 5.23 zeigt die Beispielspezifikation nach der Umsetzung der Registerzuweisung.
Dabei sind die Zuweisungsfunktionen bereits in die Transitionsfunktionen und deren Umkehr-
funktionen in die Aktionen der Zustände integriert worden. Die vor bzw. nach der LOOP-Schleife
stehenden DEF-Terme wurden ebenfalls bereits miteinander verknüpft.
Nach der Integration der Zuweisungsfunktionen in die Transitionsfunktionen der Zustände
verteilen diese die Ausgabewerte in Abhängigkeit des Folgezustands auf die gewünschten ele-
mentaren Ausgabetypen. Diese Verteilung wird vor der Durchführung der weiteren Synthese-
schritte in die Aktionen der Zustände verlagert, so dass sich die Transitionsfunktionen wieder,
wie ursprünglich vorgesehen (siehe Abschnitt 5.2), auf die Bestimmung des Folgezustands be-
schränken und die Ausgabe der Aktionen unverändert weitergeben. Mit diesem Schritt ist die
Zuweisung der Register abgeschlossen.
Entfernen überflüssiger Register
Falls sich bei der Analyse der benötigten Register einige der Register als überflüssig erwiesen ha-
ben, wurden bereits im Zuge der letzten Transformation die entsprechenden elementaren Einga-
betypen der Zustände der steuerflussorientierten Darstellung in die rechte Hälfte des Eingabetyps
eingeordnet. Der Eingabetyp der Zustände hat in diesem Fall die Form β1 × β2. Dabei steht β1
für die Typstruktur, welche den benötigten Eingabetypen entspricht, und β2 für eine Struktur der
überflüssigen Eingabetypen. Ist der Typ der Zustandsbezeichner α, so hat der Rumpf jedes Zu-
stands den Typ (β1 × β2)→((β1 × β2)× α) partial. Bevor der Eingabetyp auf die linke Hälfte
β1 reduziert werden kann, muss bewiesen werden, dass die Werte, die in der rechten Hälfte β2
des Eingabetyps übertragen werden, und somit auch alle Operation, welche die entsprechenden
Werte berechnen, auf die Gesamtberechnung der Spezifikation keinen Einfluss haben. In diesem
Zusammenhang kommt die Funktion SND ARG INSIGNIFICANT zum Einsatz:
SND ARG INSIGNIFICANT f := ( ∀ x y z. f (x,y) = f (x,z) ) (5.26)
Die Funktion SND ARG INSIGNIFICANT beschreibt für eine Funktion f die Eigenschaft,
dass deren zweites Argument insignifikant ist, also auf das Ergebnis der Berechnung keinen Ein-
fluss hat. Dies ist genau dann der Fall, wenn für alle Werte x des ersten Arguments, unabhängig
von dem Wert des zweiten Arguments (y bzw. z), die Funktion f stets das gleiche Ergebnis liefert.




[( 3, DEF (λ((v,u,n),GT1).
let GT1 = n> 0 in
let ODD1 = ODD n in
let MULT1 = u∗v in
let v’ = MUX(ODD1,MULT1,v) in





( 9, DEF (λ((u,v,n),ODD1).
let MULT2 = u∗u in
let DIV1 = n DIV 2 in (MULT2,v,DIV1,T))
SER DEF (λ(i1,i2,i3,i4).(((i2,i1,i3),i4),3)));
(11, DEF (λ((u,MULT1,n),ODD1).
let SUB1 = n−1 in
let GT1 = SUB1> 0 in
let ODD1 = ODD SUB1 in





let MULT1 = u∗v in




Abbildung 5.23: Beispielspezifikation nach Umsetzung der Registerzuweisung
Mit Hilfe der Funktion SND ARG INSIGNIFICANT kann nun für jeden Zustand der steu-
erflussorientierten Darstellung folgende Eigenschaft formuliert werden:
SND ARG INSIGNIFICANT (Rumpf SER DEF (λ((o1,o2),z).(o1,z)))
Der dem Zustandsrumpf Rumpf nachgestellte DEF-Term bewirkt, dass diejenigen Werte,
welche auf den zu eliminierenden Typ ausgegeben würden, fallen gelassen werden. Der gesam-
te Ausdruck beschreibt demzufolge die Eigenschaft, dass die Ausgabe des Rumpfes, wenn die
zu eliminierende Ausgabe außer Acht gelassen wird, von dem zweiten Argument unabhängig
142 5. Automatisierung der formalen algorithmischen Synthese
ist. Als Vorbereitung für die Entfernung der überflüssigen Eingabetypen auf Basis des Theo-
rems 5.27 muss diese Eigenschaft für den Rumpf eines jeden Zustands der steuerflussorientierten
Darstellung nachgewiesen werden.
Zur Durchführung des Beweises werden der Rumpf und der DEF-Term zu einem einzigen
DEF-Term f zusammengefasst und anschließend die Funktion SND ARG INSIGNIFICANT
durch ihre Definition 5.26 ersetzt. Erweist sich das zweite Argument der Funktion f erwar-
tungsgemäß als überflüssig, so ergibt die Normalisierung der beiden aus der Ersetzung von
SND ARG INSIGNIFICANT resultierenden Terme f (x,y) und f (x,z) deren Äquivalenz. Aus die-
ser folgt die Korrektheit der untersuchten Eigenschaft.
Der Beweis, dass diese Eigenschaft für alle Zustandsrümpfe der steuerflussorientierten Dar-


















` ∀ L start.
( ALL EL (λU. SND ARG INSIGNIFICANT
(U SER DEF (λ((o1,o2),z).(o1,z))))
(SND (UNZIP L)) )












DEF (λ((x,y),z).(x,z)))) L ))
(5.27)
Dass die rechte Hälfte der Ausgabewerte auch für dem LOOP-Konstrukt folgende Anweisun-
gen keine Relevanz hat, wird sichergestellt, indem die Spezifikation vor Anwendung des Theo-
rems in die Form LOOP start L SER DEF FST überführt wird (Zeile 4-6). Durch das DEF FST
im Anschluss an die LOOP-Anweisung wird eindeutig nur die linke Hälfte der Ausgabe der
LOOP-Anweisung selektiert. In der Spezifikation in Abbildung 5.23 wird diese Form bei-
spielsweise durch die Aufspaltung des abschließenden DEF-Terms DEF (λ((v,u,n),GT1).v) in
DEF FST SER DEF (λ(v,u,n).v) erzielt.
Die Anwendung des Theorems auf den Spezifikationsteil LOOP start L SER DEF FST
(Zeile 4-6) resultiert in einer LOOP-Anweisung, die nun von dem Term DEF FST angeführt
wird, und eine modifizierte Zustandsliste enthält (Zeile 8-16). Dieser Term DEF FST bewirkt,
dass die überflüssigen Eingaben bereits vor der Ausführung der neuen LOOP-Anweisung fallen
gelassen werden.
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Die Rümpfe der Zustände werden dahingehend modifiziert, dass wie in der Vorbedingung in
Zeile 2 ein DEF-Term angehängt wird, in welchem die überflüssigen Ausgaben fallen gelassen
werden (Zeile 15-16). Vorangestellt wird den neuen Rümpfen jeweils der Term DEF (λx.(x,@@))
(Zeile 12-13), welcher die verbleibenden benötigten Eingaben des Zustands um einen beliebigen
Wert (@@) des zu eliminierenden Eingabetyps erweitert. Auf diese Weise wird der Eingangstyp
der Zustände für die anschließende Ausführung des ursprünglichen Zustandsrumpfes angepasst.
Eine Verschmelzung aller DEF-Terme der neuen Zustandsrümpfe führt schließlich wieder zur
Eliminierung der eben eingeführten Konstante @@. Die resultierenden Rümpfe werden wieder
jeweils in eine Aktion und eine Transitionsfunktion unterteilt. Die Transformation endet mit der





[( 3, DEF (λ(v,u,n).
let GT1 = n> 0 in
let ODD1 = ODD n in
let MULT1 = u∗v in
let o1 = MUX(GT1,u,v) in
let o2 = MUX(ODD1,MULT1,v) in
let o2’ = MUX(GT1,o2,u) in ((o1,o2’,n),ODD1,GT1))
SER DEF (λ(x,ODD1,GT1).(x,MUX(GT1,MUX(ODD1,11,9),0))));
( 9, DEF (λ(u,v,n).
let MULT2 = u∗u in
let DIV1 = n DIV 2 in (v,MULT2,DIV1))
SER DEF (λx.(x,3)));
(11, DEF (λ(u,MULT1,n).
let SUB1 = n−1 in
let GT1 = SUB1> 0 in
let ODD1 = ODD SUB1 in
let o1 = MUX(GT1,u,MULT1) in
let o2 = MUX(GT1,MULT1,u) in ((o1,o2,SUB1),ODD1,GT1))
SER DEF (λ(x,ODD1,GT1).(x,MUX(GT1,MUX(ODD1,14,9),0))));
(14, DEF (λ(u,v,n).
let MULT1 = u∗v in




Abbildung 5.24: Beispielspezifikation nach der Registerzuweisung und -bereitstellung
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Abbildung 5.24 zeigt die Beispielspezifikation aus Abbildung 5.23 nach der vollständigen
Durchführung der Registerzuweisung und -bereitstellung.
Bei steuerflusslosen Schaltungspezifikationen kann die Bereitstellung und Zuweisung der
Register auf Grund deren zyklenfreien Aufbaus auch bereits vor deren Überführung in die steu-
erflussorientierte Darstellung umgesetzt werden. Ausgangspunkt diesen Schritts ist hierbei die
Schaltungsbeschreibung, die sich bei Datenflussspezifikationen aus der Umsetzung des Ab-
laufplans ergibt (siehe Abschnitt 5.3.5). Zu diesem Zeitpunkt hat die Spezifikation die Form
DEF f1 SER DEF f2 SER . . .SER DEF fn. Im Falle steuerflussloser Schaltungspezifikationen ist
es möglich, auf Basis der ermittelten Entwurfsziele Zuweisungsfunktionen zu erzeugen, die
gleichzeitig sowohl die Bereitstellung als auch die korrekte Zuweisung der Register bewirken.
Diese Zuweisungsfunktionen werden entsprechend der Transformation, die im Zusammenhang
mit der Typanpassung von DEF-Termen vor der Aufspaltung von Zuständen mit Aktionen der
Form A SER B beschrieben wurde (siehe Abschnitt 5.2.2), jeweils zwischen zwei aufeinander-
folgenden DEF-Termen eingebettet und mit den angrenzenden DEF-Termen verschmolzen. Als
Folge dieser Transformation werden die Daten zwischen den DEF-Termen exakt den Entwurfs-
vorgaben entsprechend übertragen, womit die Bereitstellung und Zuweisung der Register bereits
vollständig umgesetzt ist. Nach diesem Schritt wird die resultierende Spezifikation schließlich
in die steuerflussorientierte Darstellung überführt. Diese alternative Vorgehensweise wird in der
Regel auf Grund ihrer höheren Effizienz bevorzugt angewandt.
Ab diesem Punkt verlaufen die verbleibenden Schritte, die für die Durchführung einer
vollständigen formalen algorithmischen Synthese ausgeführt werden müssen, für steuerflussbe-
haftete und steuerflusslose Schaltungsbeschreibungen grundsätzlich identisch.
5.5 Synthese des Operationswerks
Der letzte Schritt der algorithmischen Synthese, bevor die Spezifikation auf eine Implementie-
rung auf der RT-Ebene abgebildet wird, umfasst die Bereitstellung und Zuweisung der Opera-
tionseinheiten innerhalb des formalen Synthesesystems. Im Zuge der Bereitstellung der Opera-
tionseinheiten wird ermittelt, welche Operationseinheiten in welcher Anzahl zur Realisierung
der Implementierung eingesetzt werden sollen. Bei der Zuweisung der Operationseinheiten wird
jeder in der Schaltungsbeschreibung spezifizierten Operation eine der bereitgestellten Operati-
onseinheiten, welche eine der jeweiligen Operation entsprechende Funktion in Hardware reali-
siert, zugeordnet. Die eigentliche Bereitstellung und Zuweisung der Operationseinheiten läuft in
einer gesonderten Analysephase üblicherweise, wie in Abschnitt 4.1 beschrieben, außerhalb der
formalen Umgebung ab. Anschließend werden die Analyseergebnisse innerhalb des formalen
Systems umgesetzt.
Als Ergebnis der Analysephase erwartet das formale System ein Operationswerk sowie ei-
ne Menge zustandsabhängiger Steuerdaten. Das Operationswerk, das aus den bereitzustellen-
den Operationseinheiten besteht, spiegelt dabei bereits die gewünschte Zuweisung der einzelnen
Operationseinheiten wider. Die Steuerdaten geben für jeden Zustand der Schaltung eine passende
Konfiguration des Operationswerks vor.
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Das Operationswerk wird in dem formalen System als DFG-Term aufgebaut und hat im
Allgemeinen den Typ (β1 × ctrl)→ (β1 × stats). Der Typ β1 entspricht dem Eingabetyp der
Zustände, also auf RT-Ebene den Registern, und ctrl den Steuereingängen des Operationswerks.
Über die Steuereingänge erfolgt die zustandsabhängige Konfiguration des Operationswerks. Die
Konfiguration steuert die Belegung der Eingänge der Operationseinheiten in dem Operations-
werk, gegebenenfalls den Arbeitsmodus von Multifunktionseinheiten sowie die Verteilung der
berechneten Werte auf die Ausgänge des Operationswerks. Der Typ β1 der Ausgabewerte ent-
spricht demjenigen der Eingabewerte der Zustände. Zusätzlich gibt das Operationswerk in der
Regel Statussignale aus, die hier durch den zusätzlichen Ausgabetyp stats repräsentiert wer-
den. In Abhängigkeit der Statussignale ermittelt die Transitionsfunktion nach Ausführung des
Operationswerks den Folgezustand. Bei steuerflusslosen Schaltungen entfällt die Ausgabe der




let (x,y) = MUX(¬(c1∨c2),(r2,r1),(r1,r2))in
let y’ = MUX(¬c1∧c2,x,y)in
let MULTc = x∗y’ in
let SUBc = r3−1 in
let n’ = MUX(c1∧ ¬c2,SUBc,r3)in
let ODDc = ODD n’ in
let GTc = n’>0 in
let DIVc = r3 DIV 2 in
let r1’ = MUX(c2,MUX(c1,MULTc,y),MUX(GTc,x,y)) in
let r2’ = MUX(c1,MUX(c2,x,MUX(GTc,y,x)),
MUX(c2,MULTc,MUX(GTc,MUX(ODDc,MULTc,y),x))) in
let r3’ = MUX(c1,SUBc,MUX(c2,DIVc,r3)) in
((r1’,r2’,r3’),(GTc,ODDc))
)
Abbildung 5.25: Ein mögliches Operationswerk für die Spezifikation aus Abbildung 5.24
Abbildung 5.25 stellt ein mögliches Operationswerk für die Spezifikation aus Abbil-
dung 5.24 dar. Der Typ der Ein-/Ausgabewerte β1 ist in diesem Fall num× num× num. Die
Steuereingänge bestehen aus den beiden booleschen Signalen c1 und c2. Der Typ ctrl der
Steuereingänge ist somit in diesem Fall bool × bool. Die Statusausgabe erfolgt ebenfalls mittels
zweier boolescher Signale, hat also ebenfalls den Typ bool × bool. Zur Realisierung der Schal-
tung wurden fünf Operationseinheiten bereitgestellt: ein Multiplizierer ∗, ein Subtrahierer −, ein
Komparator >, eine Einheit ODD, die überprüft, ob ein Wert gerade oder ungerade ist, sowie eine
Einheit DIV, die eine Division bewirkt. Die Tabelle 5.2 listet die Belegung der Steuereingänge
des Operationswerks OW in Abhängigkeit der Zustände der Schaltung auf.
Die Multiplexer in dem Operationswerk sorgen in Abhängigkeit der Steuersignale für die
korrekte Beschaltung der Eingänge der Operationseinheiten und unter zusätzlicher Berücksich-
tigung der Ergebnisse der Operationseinheiten für die korrekte Belegung der Ausgänge des Ope-
rationswerks. Die angegebene Multiplexerstruktur kann natürlich jederzeit durch gegebenenfalls
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Zustand 〈3〉 〈9〉 〈11〉 〈14〉
Steuersignale (c1,c2) (F,F) (F,T) (T,F) (T,T)
Tabelle 5.2: Konfigurationsdaten des Operationswerks in Abbildung 5.25
geeignetere kombinatorische Schaltnetze ersetzt werden. Derartige Optimierungen sind jedoch
nicht Aufgabe der algorithmischen Synthese, sondern später durchzuführender Logikoptimie-
rungen.
Die Einbettung des von dem externen Synthesealgorithmus gelieferten Operationswerks wird
in dem formalen System umgesetzt, indem der Rumpf eines jeden Zustands der steuerflussorien-
tierten Darstellung in die folgende Form überführt wird:
DEF (λx.(x,conf)) SER DEF OW SER DEF (λ(x′,stats).(x′,trf stats)) (5.28)
Die Struktur conf ist eine Konstante und enthält die Konfigurationsdaten für das Operati-
onswerk OW. Nach der Tabelle 5.2 entspricht conf im Zustand 〈3〉 beispielsweise dem Wert
(F,F). Die Funktion DEF (λx.(x,conf)), die sogenannte Konfigurationsfunktion, gibt den Einga-
bewert x des Zustands unverändert an das Operationswerk weiter und ergänzt ihn um die in dem
jeweiligen Zustand gültige Konfiguration conf. Im Anschluss an die Ausführung des Operati-
onswerks bestimmt die Transitionsfunktion DEF (λ(x′,stats).(x′,trf stats)) in Abhängigkeit der
Statussignale stats des Operationswerks den Folgezustand und gibt den Ausgabewert x′ des Ope-
rationswerks unverändert an den nächsten Zustand weiter. Während die Konfigurationsdaten und
die Teilfunktion trf der Transitionsfunktion, welche die eigentliche Berechnung des Folgezu-
stands durchführt, von dem jeweiligen Zustand abhängen, ist das Operationswerk selbst in allen
Zuständen identisch.
Das Operationswerk OW und dessen zustandsabhängige Konfigurationen conf können di-
rekt aus den Ergebnissen der Analysephase abgeleitet werden. Bevor eine Überführung der Zu-
standsrümpfe in die in dem Term 5.28 dargestellte Form durchgeführt werden kann, müssen noch
aus den ursprünglichen Transitionsfunktionen neue, an das Operationswerk angepasste Transiti-
onsfunktionen DEF (λ(x′,stats).(x′,trf stats)) abgeleitet werden. Dabei ist sicherzustellen, dass
jede der neuen Transitionsfunktionen die Statusdaten zur Ermittlung des Folgezustands exakt
in der gleichen Weise heranzieht wie die ursprüngliche Transitionsfunktion. Es kann zum Bei-
spiel vorkommen, dass eine Transitionsbedingung, welche von der ursprünglichen Aktion eines
Zustands auf einem bestimmten Statussignal übergeben wird, vom Operationswerk auf einem
anderen Statussignal ausgegeben wird.
Im Falle des Zustands 〈3〉 in Abbildung 5.24 wird der Folgezustand auf Basis zweier Status-
signale berechnet. Es ist nicht garantiert, dass das Operationswerk die Statussignale in der glei-
chen Reihenfolge wie die ursprüngliche Aktion ausgibt. Ist die Reihenfolge unterschiedlich, so
muss dies beim Aufbau der neuen Transitionsfunktion berücksichtigt werden. Oft werden man-
che Signale, die das Operationswerk erzeugt, von einigen der Transitionsfunktionen gar nicht
verwendet. Die Transitionsfunktionen der Zustände 〈9〉 und 〈14〉 sind beispielsweise von den
Statussignalen unabhängig, da der Nachfolger dieser Zustände eindeutig ist.
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Zur Feststellung, welche der Statussignale des Operationswerks den ursprünglichen Status-
signalen der Aktion eines Zustands entsprechen, wird ein Term (SND ◦ OW ◦ (λx.(x,conf)))
aufgebaut, in welchem das Operationswerk dem betreffenden Zustand entsprechend konfiguriert
wird und mit Hilfe der Funktion SND nur die rechte Hälfte seiner Ausgabe, also dessen Sta-
tusausgabe, selektiert wird. Anschließend wird der resultierende Term normalisiert (siehe Ab-
schnitt 3.3.1, Seite 36).
Für den Zustand 〈3〉 des Beispiels ergibt die Normalisierung des entsprechenden Terms:
(SND ◦ OW ◦ (λx.(x,(F,F)))) Normalisierung=⇒ (λ(r1,r2,r3).(r3>0,ODD r3))
Der Übersichtlichkeit halber wurde das Operationswerk mit OW abgekürzt. Die Variable
repräsentiert das Operationswerk aus Abbildung 5.25.
Zur Ermittlung der Statusausgabe der Aktion DEF aktion des entsprechenden Zustands wird
deren DFG-Term aktion ebenfalls mit Hilfe der Funktion SND zu einem Term (SND ◦ aktion)
verknüpft und anschließend normalisiert.
Im Beispiel erhält man:
SND ◦ (λ(v,u,n).
let GT1 = n> 0 in
let ODD1 = ODD n in
let MULT1 = u∗v in
let o1 = MUX(GT1,u,v) in
let o2 = MUX(ODD1,MULT1,v) in




Eine Gegenüberstellung der beiden normalisierten Terme ergibt, dass die beiden Statusaus-
gaben des Operationswerks gegenüber den Statusausgaben der ursprünglichen Aktion vertauscht
sind. Entsprechend werden zur Erstellung der neuen Transitionsfunktion, welche im Anschluss
an das Operationswerk ausgeführt werden soll, die beiden eingehenden Statussignale ODD1 und
GT1 der ursprünglichen Transitionsfunktionen vertauscht. Der Körper der Abstraktion bleibt
unverändert. Mit dieser neuen Transitionsfunktion ergibt sich schließlich der neue Rumpf des




Es verbleibt, die neue Transitionsfunktion als Vorbereitung für die Abbildung der Schaltungs-







148 5. Automatisierung der formalen algorithmischen Synthese
Durch diesen Schritt wird explizit hervorgehoben, dass die Funktion trf , die innerhalb der
Transitionsfunktion letztendlich den Folgezustand bestimmt, allein von den Statussignalen des
Operationswerks abhängt. Der Rumpf weist damit die in dem Term 5.28 vorgestellte Form auf.
Nach dem Aufbau eines neuen Rumpfes (Konfigfkt SER DEF OW SER Transitionsfkt′)
wird jeweils bewiesen, dass er exakt die gleiche Funktionalität wie der ursprüngliche Rumpf
(Aktion SER Transitionsfkt) aufweist. Ist dies der Fall, so kann der alte Rumpf endgültig durch
den neu generierten Rumpf ersetzt werden. Für den Beweis muss gelten, dass für alle Eingaben x
der neue und der alte Rumpf das gleiche Ergebnis liefern, dass also gilt:
∀x. (Aktion SER Transitionsfkt) x = (Konfigfkt SER DEF OW SER Transitionsfkt′) x (5.29)
Zur Durchführung dieses Beweises wird die Konfigurationsfunktion mit dem Operationswerk
und der neuen Transitionsfunktion verschmolzen. Ebenso werden die Aktion und die Transiti-
onsfunktion des ursprünglichen Rumpfes zusammengefasst. Anschließend werden beide Terme
normalisiert. Ein Vergleich der resultierenden Terme, in Zuge dessen gegebenenfalls eine Fall-
unterscheidung über die Bedingungen der verbleibenden Multiplexer durchgeführt wird und bei
Bedarf noch weitere Eigenschaften der Operationen, wie zum Beispiel deren Kommutativität, in
Betracht gezogen werden, ergibt die funktionale Äquivalenz der beiden Rümpfe. Der ursprüngli-
che Rumpf kann daraufhin durch die neue Darstellung mit dem Operationswerk ersetzt werden.
Mit der Überführung aller Rümpfe der steuerflussorientierten Darstellung in die neue Form
mit einem einheitlichen Operationswerk wird die Bereitstellung und Zuweisung der Operations-
einheiten vollständig umgesetzt.
Abbildung 5.26 zeigt das Beispiel aus Abbildung 5.24 nach der Umsetzung der Bereitstellung
und Zuweisung der Operationseinheiten gemäß dem Operationswerk OW aus Abbildung 5.25




[( 3, DEF (λx.(x,(F,F))) SER DEF OW
SER DEF (λ(x,stats).(x,(λ(GT1,ODD1).MUX(GT1,MUX(ODD1,11,9),0)) stats)));
( 9, DEF (λx.(x,(F,T))) SER DEF OW
SER DEF (λ(x,stats).(x,(λ(GT1,ODD1).3) stats)));
(11, DEF (λx.(x,(T,F))) SER DEF OW
SER DEF (λ(x,stats).(x,(λ(GT1,ODD1).MUX(GT1,MUX(ODD1,14,9),0)) stats)));
(14, DEF (λx.(x,(T,T))) SER DEF OW
SER DEF (λ(x,stats).(x,(λ(GT1,ODD1).3) stats)))]
SER
DEF (λ(v,u,n).v)
Abbildung 5.26: Ergebnis der Bereitstellung und Zuweisung der Operationseinheiten
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5.6 Synthese des Steuerwerks
Die Spezifikation einer Schaltung besteht neben der Beschreibung ihres funktionalen Verhaltens
aus der Auswahl eines geeigneten Schnittstellenverhaltensmusters, welches die Kommunikati-
on der Schaltung mit der Außenwelt definiert (siehe Abschnitt 3.3.3). Das gewählte Schnitt-
stellenverhaltensmuster hat direkten Einfluss auf das Steuerwerk der resultierenden RT-Ebenen-
Implementierung.
Für jedes der in Abschnitt 3.3.3 vorgestellten Schnittstellenverhaltensmuster wurde exem-
plarisch ein spezielles Implementierungsmuster auf der Register-Transfer-Ebene entwickelt und
jeweils der Beweis erbracht, dass jede RT-Ebenen-Implementierung, die auf Basis eines solchen
Implementierungsmusters erzeugt wird, ein Schnittstellenverhalten aufweist, welches den Vor-
gaben des zugehörigen Schnittstellenverhaltensmusters entspricht. Die aus diesen Beweisen re-
sultierenden Theoreme werden als Implementierungstheoreme bezeichnet. Kern eines jeden Im-
plementierungsmusters ist dabei ein vorgegebenes Steuerwerk, welches die Steuerung der Schal-
tung und deren Kommunikation mit der Außenwelt exakt nach den Vorgaben des zugehörigen
Schnittstellenverhaltensmusters realisiert. Durch die Spezialisierung der freien Variablen eines
Implementierungsmusters wird schließlich die vom Entwerfer spezifizierte Funktionalität der
Schaltung in das jeweilige Muster eingebracht und auf diese Weise eine konkrete Implementie-
rung der Schaltung auf der Register-Transfer-Ebene erzeugt.
Gleichung 5.30 gibt als Beispiel die Definition des Implementierungsmusters GEN IMP P
wieder, welches ein Verhalten realisiert, das dem auf Seite 51 definierten Schnittstellenverhal-
tensmuster GEN SSVM entspricht.
GEN IMP P(inputsq,resetsq,startsq,outputsq,readysq,
init,s0,CFG,OW,TRF,outsel) :=
∃ register0 statereg0 outputreg0.
(λt.(outputsq t,readysq t)) =
automaton(
(λ((inputsig,resetsig,startsig),(register,statereg,outputreg,readyreg)).
let resorrdy = resetsig ∨ readyreg in
let begin = startsig ∧ resorrdy in
let state = MUX(begin,s0,statereg) in
let initx = init inputsig in
let x = MUX(begin,initx,register) in
let idle = ¬startsig ∧ resorrdy in
let ctrl = CFG state in
let (x’,stats) = OW (x,ctrl) in
let (state’,cont) = TRF state stats in
let readysig = idle ∨ ¬cont in
let finoutput = outsel x’ in




(λt. (inputsq t,resetsq t,startsq t))
(5.30)
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Zur Definition wird ein Zusammenhang zwischen den Eingabesignalen und den Ausgabe-
signalen der Musterimplementierung hergestellt. Die Ausgabesequenzen outputsq und readysq
ergeben sich aus der Ausführung des Automaten auf den Eingabesequenzen inputsq, resetsq und
startsq. Die Sequenzen beschreiben den Werteverlauf der zugehörigen Signale in Abhängigkeit
von der Zeit t, welche mit Hilfe des Typs num modelliert wird (siehe Abschnitt 3.3.2, Seite 42).
Die Werte register0, statereg0 und outputreg0 bezeichnen die Initialwerte der Register der
Schaltung und können frei gewählt werden. Die Funktionalität der Schaltung wird durch die
freien Variablen init, s0, CFG, OW, TRF und outsel vorgegeben, welche im Zuge der Abbil-
dung der Schaltung auf die RT-Ebene mit konkreten Werten belegt werden. Von diesen Variablen
stehen beispielsweise s0 für den Anfangszustand und OW für das Operationswerk der Schaltung.











































Abbildung 5.27: Implementierungsmuster GEN IMP P
Die bis zu diesem Zeitpunkt vorgestellten Transformationen operierten stets innerhalb der
algorithmischen Ebene und ergaben somit immer Theoreme, welche die Äquivalenz zwischen
dem jeweiligen Ergebnis der Transformation und deren Ausgangspunkt ausdrückten (siehe Ab-
schnitt 3.2.1). Im Gegensatz dazu ist im Fall der Implementierungstheoreme die resultierende
Relation eine Implikation (siehe Abschnitt 3.2.2).
In dem Implementierungstheorem 5.31, welches die Relation zwischen dem Schnittstellen-
verhaltensmuster GEN SSVM und dem Implementierungsmuster GEN IMP P beschreibt, ist die
entsprechende Implikation, welche das Ergebnis der Transformation darstellen wird, in den Zei-
len 13-17 enthalten.
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Im Falle der Implementierungstheoreme sind die Spezifikation und die Implementierung
nicht mehr äquivalent, da beim Wechsel von der algorithmischen Ebene auf die Register-
Transfer-Ebene eine Verfeinerung der Spezifikation vorgenommen wird. Teil dieser Verfeine-
rung ist beispielsweise, dass für die Durchführung einer Berechnung nach dem Schnittstellen-
verhaltensmuster GEN SSVM nur vorgegeben ist, dass nach dem Anstoßen der Berechnung deren
Durchführung eine nicht näher bestimmte Zeit in Anspruch nimmt und, falls sie nicht abgebro-
chen wird und schließlich terminiert, das Ergebnis der Berechnung am Ausgang der Schaltung
anliegt und zeitgleich der Wert des Ausgabesignals readysig von falsch auf wahr wechselt. In
der RT-Ebenen-Implementierung ist zusätzlich genau definiert, wann welche Operationen der
Berechnung ausgeführt werden und welche Zwischenwerte von der Implementierung während



















` ∀ inputsq resetsq startsq outputsq readysq init s0 OW outsel CTList
CFG TRF.
let L = MAP (λ(s,cnf,trf ).
(s, DEF (λx. (x,cnf)) SER DEF OW
SER DEF (λ(x′,stats). (x′,trf stats)))) CTList in






let trfBlk = StateCase
(MAP
(
λ(s,cnf,trf ).(s, (λs′.(s′,StateExists L s′)) ◦ trf )
)
CTList) in
StateExists L s0 ∧
ALL EL (λs. (CFG s = cnfBlk s) ∧ (TRF s = trfBlk s))
(FST (UNZIP CTList)) ∧
=⇒(
GEN IMP P (inputsq,resetsq,startsq,outputsq,readysq,
init,s0,CFG,OW,TRF,outsel)
=⇒




Die Konsistenz der Implementierungsmuster wurde in dieser Arbeit durch den Beweis sicher-
gestellt, dass es für alle möglichen Eingabesequenzen unter beliebiger Belegung der Variablen
init, s0, CFG, OW, TRF und outsel, welche die Funktionalität der Schaltung widerspiegeln,
gültige Ausgabesequenzen gibt. Entsprechend wurde diese Eigenschaft auch für das Implemen-
tierungsmuster GEN IMP P nachgewiesen:
` ∀ inputsq resetsq startsq init s0 CFG OW TRF outsel.
∃ outputsq readysq.
GEN IMP P (inputsq,resetsq,startsq,outputsq,readysq,init,s0,CFG,OW,TRF,
outsel)
(5.32)
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Wird für ein Implementierungsmuster kein entsprechender Beweis durchgeführt, so ist nicht
ausgeschlossen, dass sich die auf Basis dieses Musters erzeugten Implementierungen als inkon-
sistent erweisen (siehe [Krop99]) und der im Implementierungsmuster vorgegebene Zusammen-
hang zwischen den Ein- und Ausgabesignalen der resultierenden Implementierungen niemals
erfüllt ist. In diesem Fall wäre der Beweis eines Implementierungstheorems trivial, da der linke
Teil der Implikation (beispielsweise die Zeilen 13-14 in Theorem 5.31) stets falsch, die Implikati-
on aber dadurch grundsätzlich wahr wäre (ex falso quodlibet). Der Beweis eines entsprechenden
Implementierungstheorems wäre somit nur ein Scheinerfolg.
Die Implementierungstheoreme beschreiben generisch die korrekte Abbildung beliebiger
Verhaltensspezifikationen auf die Register-Transfer-Ebene. Voraussetzung für den Einsatz der
im Zuge dieser Arbeit entwickelten Implementierungstheoreme ist, dass die Spezifikationen,
wie in den letzten Abschnitten beschrieben, in eine bestimmte Form überführt worden sind. Die
geforderte Form entspricht dem Ausgabeformat der im letzten Abschnitt vorgestellten Opera-
tionswerksynthese, nach welcher die Zustände der steuerflussorientierten Darstellung folgende
Struktur aufweisen:
(s, DEF (λx.(x,conf)) SER DEF OW SER DEF (λ(x′,stats).(x′,trf stats)))
Als Vorbereitung der Anwendung des gewählten Implementierungstheorems wird auf Basis der
steuerflussorientierten Darstellung eine Liste CTList aufgebaut, in welcher für jeden Zustand s
der Zustandsliste die zugehörige Konfiguration conf des Operationswerks sowie der zustands-
abhängige Anteil trf der betreffenden Transitionsfunktion enthalten sind. In Abbildung 5.28 ist
diese sogenannte Konfigurations-/Transitionsliste dargestellt, wie sie sich aus der Spezifikation
in Abbildung 5.26 ergibt.
[( 3, (F,F), (λ(GT1,ODD1).MUX(GT1,MUX(ODD1,11,9),0)));
( 9, (F,T), (λ(GT1,ODD1).3));
(11, (T,F), (λ(GT1,ODD1).MUX(GT1,MUX(ODD1,14,9),0)));
(14, (T,T), (λ(GT1,ODD1).3))]
Abbildung 5.28: Konfigurations-/Transitionsliste des laufenden Beispiels
Nach der Spezialisierung des Implementierungstheorems 5.31 mit der Konfigurations-/Tran-
sitionsliste CTList und dem Operationswerk OW, welches im Zuge der Operationswerksynthese
erstellt wurde (siehe Abbildung 5.25), wird in den Zeilen 1-3 des Theorems die Zustandsliste L
der steuerflussorientierten Darstellung nachgebaut. Der explizite Nachbau der Schaltungsspezifi-
kation innerhalb des Implementierungstheorems wird durchgeführt, um sicherzustellen, dass die
Schaltungsspezifikation in der geforderten Form vorliegt und die Konfigurations-/Transitionsliste
CTList korrekt aus der Schaltungsspezifikation extrahiert wurde: Nach der Belegung der Varia-
blen init und outsel mit den DFG-Termen, welche in den DEF-Anweisungen vor bzw. nach der
steuerflussorientierten Darstellung auftreten (im Beispiel in Abbildung 5.26: (λ(u,n).(1,u,n)) und
(λ(v,u,n).v)), und der Belegung von s0 mit dem Startzustand der steuerflussorientierten Darstel-
lung ergibt sich schließlich in Zeile 16 des Theorems als Parameter des Schnittstellenverhaltens-
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musters GEN SSVM ein exaktes Abbild der zu diesem Zeitpunkt vorliegenden Schaltungsspezi-
fikation.
Man beachte, dass die Schaltungsspezifikation, welche aus der Operationswerksynthese her-
vorging, allein auf Basis von Äquivalenzumformungen aus der ursprünglichen Verhaltensspezi-
fikation abgeleitet wurde. Somit liegt innerhalb des formalen Systems ein Theorem vor, welches
die Äquivalenz dieser Spezifikation und der ursprünglichen Verhaltensspezifikation ausdrückt
(siehe Abschnitt 3.2).
Dass es sich bei der innerhalb des Implementierungstheorems 5.31 nachgebildeten Schal-
tungsbeschreibung um ein exaktes Abbild der vorliegenden Schaltungsspezifikation handelt,
wird letztendlich sichergestellt, indem diese Schaltungsbeschreibung mittels einfacher Termer-
setzung im Theorembeweiser durch den Ausgangspunkt der algorithmischen Synthese, der ur-
sprünglichen Verhaltensspezifikation (siehe Abbildung 3.16 auf Seite 47), ersetzt wird. Während
der Termersetzung führt der Theorembeweiser HOL eine Mustererkennung durch und nur, wenn
die im Implementierungstheorem nachgebildete Spezifikation exakt derjenigen entspricht, wel-
che das Ergebnis der Operationswerksynthese darstellt, findet die Termersetzung statt. Ansonsten
ist offensichtlich ein Fehler beim Erstellen der Liste CTList bzw. bei der Analyse der konkreten
Werte für init, outsel bzw. s0 aufgetreten.
Im Anschluss an die Reproduktion der Ausgangsspezifikation wird in den Zeilen 4-5 des
Implementierungstheorems 5.31 auf Basis der Liste CTList automatisch die Spezifikation eines
Funktionsblocks generiert, welcher in Abhängigkeit des Zustands die korrekte Steuerung des
Operationswerks übernimmt. Im Beispiel ergibt sich der Konfigurationsblock cnfBlk zu:
StateCase [(3,(F,F)); (9,(F,T)); (11,(T,F)); (14,(T,T))]
Auf ähnliche Weise wird in den Zeilen 6-8 des Implementierungstheorems auf Basis der
Konfigurations-/Transitionsliste CTList ein Funktionsblock generiert, welcher in Abhängigkeit
des Zustands und der Statussignale des Operationswerks den Folgezustand bestimmt. Mit einem
zusätzlichen booleschen Wert gibt der Transitionsblock außerdem an, ob die Berechnung bereits
abgeschlossen ist oder nicht. Bei dem in dieser Arbeit vorgestellten Ansatz ist die Ermittlung der
Abbruchbedingung bereits am Ende jedes Taktes möglich. In [Blum00] war zur Berechnung der
Abbruchbedingung noch ein zusätzlicher Takt erforderlich.





Der Konfigurations- und der Transitionsblock nutzen beide das Konstrukt StateCase und
definieren somit nur die Ausgaben für die wirklich existierenden Zustände. Die Ausgabe der
beiden Blöcke für andere Zustände werden nicht unnötig vorbelegt, was das Optimierungspo-
tential der Schaltung auf der RT-Ebene erhöht. Freiheitsgrade bei der weiteren Synthese bleiben
so erhalten. Stehen die endgültigen Implementierungen der beiden Funktionsblöcke einmal fest,
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so wird bewiesen, dass diese Implementierungen (nur) für alle existierenden Zustände der Zu-
standliste die gleiche Ausgabe erzeugen wie die Spezifikation der Funktionsblöcke. Wurde die-
ser Nachweis erbracht (entsprechend der Zeilen 10-11 im Implementierungstheorem 5.31), so
können die tatsächlichen Implementierungen CFG und TRF der beiden Funktionsblöcke in die
RT-Ebenen-Implementierung der Schaltung übernommen werden (Zeile 13-14).
Abschließend muss im Zuge der Transformation noch nachgewiesen werden, dass der Start-
zustand s0 der steuerflussorientierten Darstellung existiert (Zeile 9). Alle weiteren Synthese-
schritte, wie zum Beispiel Retiming und diverse Logikoptimierungen, gehen von dem resultie-
renden Automaten auf der RT-Ebene aus und werden ausführlich in [Eise99] behandelt.
Steuerwerke für reine Datenflussbeschreibungen
Da bei der Synthese reiner Datenflussspezifikationen die Übergänge zwischen den einzelnen
Zuständen stets eindeutig sind, wurde für jedes Implementierungstheorem eine zusätzliche Vari-
ante entwickelt, in welcher der Transitionsblock nicht von Statussignalen des Operationswerks
abhängt. Weiter kann der Fall auftreten, dass das Operationswerk keiner zustandsabhängigen
Steuerung bedarf. Somit ergibt sich eine weitere Variationsmöglichkeit, so dass letztendlich für
jedes Schnittstellenverhaltensmuster zumindest vier verschiedene Implementierungsmuster bzw.
Implementierungstheoreme entwickelt werden müssen.
Eine Variante zur Implementierung des Schnittstellenverhaltensmusters GEN SSVM für rei-
ne Datenflussbeschreibungen und ohne zustandsabhängige Steuerung des Operationswerks hat












` ∀ inputsq resetsq startsq outputsq readysq init s0 OW outsel CTList TRF.
let L = MAP (λ(s,s′). (s, DEF OW SER DEF (λx′. (x′,s′)))) CTList in
let trfBlk = StateCase
(MAP (λ(s,s′).(s,(s′,StateExists L s′))) CTList) in
StateExists L s0 ∧
ALL EL (λs. (TRF s = trfBlk s)) (FST (UNZIP CTList)) ∧
=⇒(
GEN IMP DFG S (inputsq,resetsq,startsq,outputsq,readysq,
init,s0,OW,TRF,outsel)
=⇒




Entsprechend gestaltet sich die zugehörige Implementierung GEN IMP DFG S ebenfalls
etwas einfacher. Der Funktionsblock zur Übernahme der Konfiguration des Operationswerks
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entfällt und der Transitionsblock hängt nur noch vom aktuellen Zustand ab:
GEN IMP DFG S (inputsq,resetsq,startsq,outputsq,readysq,init,s0,OW,TRF,outsel) :=





let resorrdy = resetsig ∨ readyreg in
let begin = startsig ∧ resorrdy in
let state = MUX(begin,s0,statereg) in
let initx = init inputsig in
let x = MUX(begin,initx,register) in
let idle = ¬startsig ∧ resorrdy in
let x’ = OW x in
let (state’,cont) = TRF state in
let readysig = idle ∨ ¬cont in
let finoutput = outsel x’ in




(λt. (inputsq t,resetsq t,startsq t))
(5.34)
Umkodierung der Zustandsbezeichner
Oft bietet es sich an, vor der Abbildung der Spezifikation auf die RT-Ebene die Zustandsbezeich-
ner umzukodieren. Beispielsweise hat die Zustandskodierung Einfluss auf die Implementierun-
gen der Konfigurations- und der Transitionsblöcke. Durch eine geschickte Wahl der Zustands-
bezeichner können diese gegebenenfalls optimiert werden. Auch können aufeinanderfolgende
Zustände mit einer möglichst kleinen Hamming-Distanz kodiert werden, um die Schaltaktivität
in der resultierenden Schaltung und damit deren Energiebedarf zu reduzieren.
Zur Umbenennung der Zustände wird eine sogenannte Umbenennungsliste aufgebaut. Diese
Liste bestehend aus Paaren, deren linke Hälfte den Bezeichnern der Zustände in der steuerfluss-
orientierten Darstellung entsprechen. In der rechten Hälfte der Paare steht jeweils der neu zu
vergebende Name. Für alle Zustände, die nicht in der Zustandsliste der steuerflussorientierten
Darstellung vorkommen, also für die Ausgangszustände, wird zusätzlich außerhalb der Liste ein
eindeutiger Name spezifiziert.
Für das Beispiel in Abbildung 5.26 könnte eine Umbenennung auf Basis folgender Liste
erfolgen.
[(3,(F,F,T)); (9,(F,T,T)); (11,(T,F,T)); (14,(T,T,T))]
Zusätzlich muss ein Bezeichner für den Ausgangszustand spezifiziert werden. In diesem Bei-
spiel wäre der Bezeichner (F,F,F) denkbar. Würde in dem laufenden Beispiel eine derartige
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Anpassung der Bezeichner vor der Abbildung der Spezifikation auf die RT-Ebene auf Basis des
Implementierungstheorems 5.30 durchgeführt, so ließe sich der in diesem Fall resultierende Kon-
figurationsblock StateCase [((F,F,T),(F,F)); ((F,T,T),(F,T)); ((T,F,T),(T,F)); ((T,T,T),(T,T))]
durch die einfache Funktion (λ(s1,s2,s3).(s1,s2)) realisieren. Der folgende Term stellt die Imple-
mentierung eines für diesen Fall geeigneten Transitionsblocks dar:
TRF := ( λ(s1,s2,s3).
λ(ODD1,GT1).
let op1 = ¬s2 ∧ s3 in
let op2 = ¬s1 ∧ op1 in
let op3 = s1 ∧ op1 in
let op4 = GT1 ∨ ¬op2 ∧ ¬op3 in
((ODD1 ∧ GT1 ∧ (op2 ∨ op3),
GT1 ∧ MUX(op2,¬ODD1,op3),op4),op4) )
Im Theorem 5.36 zur Umkodierung der Zustandsbezeichner wird die Funktion
NewStateName eingesetzt, welche jedem alten Zustandsbezeichner auf Basis einer gegebe-
nen Umbenennungsliste einen neuen Bezeichner zuordnet:
( NewStateName exit [ ] s := exit ) ∧
( NewStateName exit (h::R) s := (if s = FST h then SND h
else NewStateName exit R s) )
(5.35)
Die Funktion durchsucht rekursiv die vorgegebene Umbenennungsliste (h::R). Wird ein Paar h
gefunden, dessen linke Hälfte FST h dem gesuchten Zustandsbezeichner s entspricht, so wird der
neue Bezeichner, der in der rechten Hälfte des entsprechenden Paares enthalten ist, ausgegeben.
Ansonsten wird der Rest der Liste weiter durchsucht. Enthält die Liste keinen Eintrag für den
gesuchten Zustandsbezeichner s, so wird der außerhalb der Liste zusätzlich definierte Bezeich-
ner exit ausgegeben.












` ∀ L UL start exit.
(FST (UNZIP UL) = FST (UNZIP L)) ∧
Disjoint (exit::(SND (UNZIP UL)))
=⇒ ( LOOP start L
=
(LOOP (RenameState exit UL start)
( MAP (λ(s,Rumpf ).
(RenameState exit UL s,
Rumpf
SER
DEF (λ(x′,s′).(x′,RenameState exit UL s′)))) L ))
(5.36)
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Vorbedingungen für die Anwendbarkeit des Theorems sind, dass die alten Zustandsbezeich-
ner in der Umbenennungsliste UL den Bezeichnern der Zustände der aktuellen Zustandsliste L
entsprechen (Zeile 1), und dass die in der Umbenennungsliste spezifizierten neuen Bezeichner
sowie der neue für den Ausgangszustand vorgegebene Bezeichner exit wechselseitig verschieden
sind (Zeile 2). Sind diese Voraussetzungen erfüllt, so kann die gegebene LOOP-Anweisung (Zei-
le 3) in eine neue steuerflussorientierte Darstellung mit den modifizierten Zustandsnamen (Zeile
5-10) überführt werden.
In der neuen Darstellung wird jeder Zustandsbezeichner auf Basis der Funktion
RenameState umbenannt: In Zeile 5 wird dem Startzustand ein neuer Bezeichner zugewie-
sen und in den Zeilen 6-10 werden alle Zustandsbezeichner angepasst, welche innerhalb der
Zustandsliste L auftreten. Jeder Zustand wird dahingehend modifiziert, dass deren ursprüngli-
cher Bezeichner s durch den zugehörigen neuen Bezeichner RenameState exit UL s ersetzt
wird (Zeile 7) und dem ursprünglichen Rumpf Rumpf (Zeile 8) eine Funktion zur Anpassung der
Bezeichner der Nachfolger (Zeile 10) angehängt wird. Nach Anwendung des Theorems werden
die an die Rümpfe angehängten Funktionen schließlich mit den jeweiligen Transitionsfunktionen
verschmolzen.
Endergebnis der algorithmischen Synthese
Werden die Zustände des laufenden Beispiels wie im letzten Abschnitt beschrieben umkodiert
und entsprechend die vorgeschlagenen Implementierungen des Konfigurations- und Transitions-
blocks eingesetzt, so erhält man in dem Beispiel als Endergebnis der formalen algorithmischen
Synthese folgendes Theorem:
` ∀ inputsq resetsq startsq outputsq readysq.(
GEN IMP P (inputsq,resetsq,startsq,outputsq,readysq,
(λ(u,n).(1,u,n))),(F,F,T),(λ(s1,s2,s3).(s1,s2)), OW,TRF,(λ(v,u,n).v))
=⇒
GEN SSVM SPEC (startsq,resetsq,readysq,inputsq,outputsq)
)
SPEC steht für die Verhaltensspezifikation aus Abbildung 3.16 auf Seite 47, welche Aus-
gangspunkt der Synthese war. TRF repräsentiert die auf der Seite 156 vorgeschlagene Implemen-
tierung des Transitionsblocks und OW das Operationswerk aus Abbildung 5.25 auf Seite 145.
Das Endergebnis ist also der formale Beweis, dass die sich ergebende Implementierung auf Basis
des Musters GEN IMP P mit den im Zuge der algorithmischen Synthese abgeleiteten Parame-
tern exakt die ursprüngliche Verhaltensbeschreibung SPEC mit einem dem Muster GEN SSVM
entsprechenden Schnittstellenverhalten realisiert. Diese Implementierung ist nun Ausgangspunkt
für die weiteren Syntheseschritte auf den unteren Abstraktionsebenen (siehe [Eise99]).
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Kapitel 6
Experimentelle Ergebnisse
Um die Leistungsfähigkeit des in dieser Arbeit entwickelten Konzepts zur formalen algorithmi-
schen Synthese digitaler Schaltungen zu demonstrieren, wurde ein Synthesesystem implemen-
tiert, das eine Verhaltensbeschreibung in GROPIUS diesem Konzept entsprechend vollautoma-
tisch auf eine RT-Ebenen-Implementierung abbildet. Das Synthesesystem wurde auf zahlreiche
Beispiele angewandt, welche zu diesem Zweck in die formale Hardwarebeschreibungssprache
GROPIUS übersetzt wurden. In Tabelle 6.1 sind zu jedem Beispiel die Anzahl der enthaltenen
Operationen sowie der jeweils auftretenden WHILE-, IF- und SER-Konstrukte aufgeführt.
Programm Operationen WHILE IF SER DEF
dct(2,2) 26 - - - 1
dct(3,3) 95 - - - 1
horner(2,2) 12 - - - 1
horner(4,4) 40 - - - 1
horner(6,6) 84 - - - 1
binpot 6 1 1 2 4
fibonacci 22 1 2 2 5
diffeq 11 1 0 2 3
gcd 16 3 1 5 7
bubblesort 19 2 1 6 8
fp add 61 1 11 12 24
kalman 53 6 4 14 19
Tabelle 6.1: Aufbau und Umfang der Beispiele
Die Beispielspezifikationen
Die Beispiele dct, horner und fibonacci wurden von [Blum00] übernommen. Bei dct
und horner handelt es sich um reine Datenflussbeschreibungen. Alle übrigen Spezifikationen
sind steuerflussbehaftet. Das Programm dct führt eine diskrete Cosinustransformation durch,
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welche bei der Kompression von Bildern Verwendung findet. Die Größe eines konkreten dct-
Terms hängt dabei von den Ausmaßen der zu verarbeitenden Bildblöcke ab. Das Programm
horner realisiert eine Polynomdivision nach dem Horner-Schema. Dieses Beispiel ist in Bezug
auf den Grad des Zähler- und des Nennerpolynoms skalierbar. Die konkrete Parametrisierung
dieser beiden Beispiele ist jeweils zusätzlich zum Programmnamen in Klammern angegeben.
Das dritte aus [Blum00] übernommene Programm fibonacci implementiert einen effizienten
Algorithmus zur Berechnung von Fibonacci-Zahlen.
Die Programme diffeq und kalman entstammen der High-Level-Synthesis-Benchmark-
Sammlung, die von Nikil Dutt und Preeti Ranjan Panda Mitte der Neunziger zusammengetra-
gen wurde. Das Programm diffeq dient zur Lösung von Differentialgleichungen [PaKG86]
und kalman implementiert einen Kalman-Filter. Letzteres Beispiel enthält besonders viele ver-
schachtelte Verzweigungen und Schleifen.
Das Programm gcd berechnet den größten gemeinsamen Teiler (ggT) zweier natürlicher
Zahlen nach dem binären euklidischen Algorithmus. Im Gegensatz zum klassischen Algorith-
mus zur ggT-Berechnung werden dabei Divisionen ausschließlich durch bitweise Verschiebun-
gen realisiert. Daraus resultiert eine höhere Effizienz bei der Verarbeitung des Algorithmus auf
Computersystemen.
Das Beispiel binpot implementiert einen binären Algorithmus zur Berechnung von Poten-
zen und ist, wie gcd, auf eine Ausführung auf Computersystemen optimiert. Es handelt sich bei
diesem Beispiel um die Spezifikation aus Abbildung 3.16 auf Seite 47, welche bereits in den
Kapiteln 4 und 5 zur Veranschaulichung des in dieser Arbeit entwickelten Konzepts mehrfach
herangezogen wurde.
Bei bubblesort handelt es sich um eine Implementierung des gleichnamigen Sortieralgo-
rithmus und fp add führt die Addition zweier Gleitkommazahlen durch. Vorlage für fp add
war die Funktion addsf3 in der Datei floatlib.c des GNU C-Compilers Version 3.3.
Alle in dieser Funktion auftretenden C-Makros wurden dabei expandiert.
Experimentelle Durchführung der formalen algorithmischen Synthese
Im Folgenden wird der Aufwand für die Umsetzung der Entwurfsziele diskutiert, die wie in
Kapitel 4 beschrieben zumeist außerhalb des Theorembeweisers ermittelt werden. Eine Beurtei-
lung der Leistungsfähigkeit der Optimierungs- und Syntheseverfahren, welche in dieser Arbeit
zur Bestimmung der Entwurfsziele eingesetzt werden, findet nicht statt. Ziel der Arbeit war die
Sicherstellung der Korrektheit des Syntheseergebnisses und nicht die Entwicklung möglichst
hochwertiger Optimierungs- und Synthesealgorithmen. Der Schwerpunkt lag auf der Fähigkeit
des formalen Synthesesystems, vorliegende Entwurfsziele möglichst uneingeschränkt umsetzen
zu können. Die Verfahren zur Ermittlung der Entwurfsziele sollten weitestgehend austauschbar
und so der jeweiligen Situation anzupassen sein. Entsprechend sollte auch die manuelle Vorgabe
von Entwurfszielen möglich sein. Die Entwurfsziele des Programms binpot wurden beispiels-
weise vollständig manuell entworfen.
Während die Umsetzbarkeit von Ablaufplänen in dem vorgestellten Konzept noch gewissen
Einschränkungen unterliegt (siehe Abschnitt 5.3), sind die Implementierungen für das Operati-
onswerk (siehe Abschnitt 5.5) sowie für den Konfigurations- und Transitionsblock (siehe Ab-
161
schnitt 5.6) weitestgehend frei wählbar. Auch können die Zustandsbezeichner praktisch beliebig
kodiert werden. Hierbei muss nur in dem formalen Synthesesystem eine Funktion zum Beweis
der Gleichheit bzw. Ungleichheit der neuen Zustandsbezeichner bereitgestellt werden.
In den aufgeführten Experimenten wurden die Ablaufpläne der steuerflussbehafteten Schal-
tungsbeschreibungen mittels des Loop-Directed-Scheduling-Algorithmus [BhDB94] (siehe Ab-
schnitt 5.3) und die der Datenflussbeschreibungen auf Basis des Force-Directed-Scheduling-
Algorithmus [PaKn87] ermittelt. Für alle Beispiele galten jeweils die gleichen Ressourcen- und
Zeitbeschränkungen.
Um den Implementierungsaufwand in Grenzen zu halten, wurden zur Ermittlung der wei-
teren Entwurfsziele verhältnismäßig einfache Verfahren eingesetzt, deren Ergebnisse teilweise
noch ein signifikantes Optimierungspotential bieten. Wie bereits erwähnt, ist deren Ersatz durch
anspruchsvollere Verfahren jedoch jederzeit möglich.
Neben dem Ablaufplan wird für jedes der Beispiele, wie in Abschnitt 5.4 beschrieben, die
Anzahl der erforderlichen Register sowie deren Zuteilung bestimmt. Zusätzlich wird ein pas-
sendes Operationswerk erzeugt, welches die Bereitstellung und Zuweisung der zur Verfügung
stehenden Operationseinheiten widerspiegelt (siehe Abschnitt 5.5). Schließlich wird für jeden
Zustandsbezeichner eine binäre Kodierung ermittelt.
Als Schnittstellenverhaltensmuster wurde für alle Beispiele das in Abschnitt 3.19 beschrie-
bene Muster GEN SSVM gewählt und die Abbildung auf die Register-Transfer-Ebene auf Basis
eines jeweils passenden Steuerwerks bzw. Implementierungsmusters durchgeführt (siehe Ab-
schnitt 5.6).
In den folgenden Betrachtungen wird die Umsetzung der Ablaufplanung, der Bereitstellung
und Zuweisung der Register sowie die damit verbundene Überführung der Spezifikation in die
steuerflussorientierte Darstellung getrennt von der Umsetzung der verbleibenden Syntheseschrit-
te diskutiert. Diese Aufteilung wurde vorgenommen, da die aufgezählten Schritte bei steuer-
flussbehafteten und steuerflusslosen Schaltungen auf eine unterschiedliche Weise durchgeführt
werden. Die Umsetzung aller weiteren Syntheseschritte läuft dagegen einheitlich ab.
Umsetzung der Ablaufplanung und der Registerbereitstellung- und zuweisung
Steuerflusslose Spezifikationen werden vor deren Überführung in die steuerflussorientierte Dar-
stellung in eine Form gebracht, welche bereits den vorgegebenen Ablaufplan und in der Re-
gel auch die beabsichtige Bereitstellung und Zuweisung der Register widerspiegelt (siehe
Abschnitt 5.3.5). Die Dauer dieser Umformung ist in Abbildung 6.1 dargestellt. Alle Berech-
nungen wurden auf einem Athlon XP1700+ mit 512 MB Arbeitsspeicher unter Linux 2.4-21
durchgeführt.
Zunächst wird die Spezifikation nach der in [Blum00] beschriebenen Methode in eine Kom-
position mehrerer DFG-Terme transformiert, so dass jeder DFG-Term die in einem bestimm-
ten Takt auszuführenden Operationen enthält. Diese Darstellung wird anschließend in die Form
DEF f1 SER DEF f2 SER . . .SER DEF fn (siehe Abschnitt 5.3.5) überführt, um die Schaltung
dem in dieser Arbeit vorgestellten Konzept entsprechend weiterverarbeiten zu können. Nach
dieser Integrationstransformation kann die Umsetzung der Ablaufplanung abgeschlossen wer-












Abbildung 6.1: Zeiten der für steuerflusslose Schaltungen spezifischen Transformationen
den, indem die Schaltungsbeschreibung in die steuerflussorientierte Darstellung überführt wird.
Für gewöhnlich wird jedoch bei steuerflusslosen Spezifikationen zuvor noch die Bereitstellung
und Zuweisung der Register umgesetzt (siehe Abschnitt 5.4). Die Laufzeiten dieser weiteren
Transformationen sind ebenfalls in Abbildung 6.1 dargestellt.
Die Laufzeitkomplexität der Integrationstransformation und der für steuerflusslose Schaltun-
gen spezifischen Transformation zur Registerbereitstellung und -zuweisung sind linear von der
Anzahl der komponierten DFG-Terme abhängig. Die Dauer der Integrationstransformation liegt
dabei in allen Beispielen unter einer Zehntelsekunde. Für eine Diskussion der Laufzeitkomple-
xität der Transformation, welche den Aufbau dieser Komposition durchführt, sei auf [Blum00]
verwiesen.
Bei steuerflussbehafteten Schaltungsbeschreibungen kann die Umsetzung der Ablaufplanung
erst nach deren Überführung in die steuerflussorientierte Darstellung erfolgen. Tabelle 6.2 gibt
an, wie viele Zustände aufgespalten bzw. verschmolzen wurden, um sowohl die vorverarbeite-
ten steuerflusslosen als auch die steuerflussbehafteten Beispiele in die neue Darstellungsform zu
überführen (siehe Abschnitt 5.2). Die rechte Spalte gibt die Anzahl der Zustände in der resultie-
renden Darstellung an.
Programm Aufspaltungen Verschmelzungen Zustände
dct(2,2) 4 - 5
dct(3,3) 6 - 7
horner(2,2) 7 - 8
horner(4,4) 13 - 14
horner(6,6) 19 - 20
binpot 7 8 5
fibonacci 20 11 17
diffeq 11 6 9
gcd 20 23 10
bubblesort 14 14 9
fp add 39 28 28
kalman 44 45 28
Tabelle 6.2: Transformationen zur Überführung in die steuerflussorientierte Darstellung
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Die Laufzeiten für den Übergang zur steuerflussorientierten Darstellung sind in
Abbildung 6.2 dargestellt. Die Überführung einer Verhaltensbeschreibung in die steuerflussori-
entierte Darstellung hat eine Laufzeitkomplexität von O(a2 + av). Dabei bezeichnen a bzw. v
die Anzahl der Aufspaltungstransformationen bzw. der Verschmelzungen.
Eine einzelne Aufspaltungstransformation ist linear von der Anzahl der Zustände in der
gegebenen steuerflussorientierten Darstellung abhängig. Der quadratische Aufwand für die
Durchführung aller a Aufspaltungstransformationen folgt aus der Tatsache, dass nach jeder Auf-
spaltung ein Zustand mehr existiert. Bei der Überführung einer Spezifikation in die steuerfluss-
orientierte Darstellung ist der Ausgangspunkt der Aufspaltungstransformationen eine Spezifika-
tion mit einem einzigen Zustand. Im Allgemeinen ist der Aufwand für a Aufspaltungen ausge-
hend von einer Darstellung mit n Zuständen von der Ordnung O(a2 + an).
Der Aufwand für das Verschmelzen von Zuständen ist ebenfalls linear von der Anzahl der
Zustände abhängig. Das v-fache Ausführen der Verschmelzungstransformation auf einer Dar-
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Abbildung 6.2: Zeiten für die Überführung der Beispiele in die steuerflussorientierte Darstellung
Eine steuerflussbehaftete Verhaltensbeschreibung entspricht nach deren Überführung in die
steuerflussorientierte Darstellung dem Steuerflussgraphen der Spezifikation. Hier wird die Ab-
laufplanung umgesetzt, indem diese Darstellung durch das Kopieren, Umleiten und Verschmel-
zen von Zuständen in eine neue steuerflussorientierte Darstellung überführt wird, welche dem
jeweils vorgegebenen Ablaufplan entspricht (siehe Abschnitt 5.3). Jeder der Zustände in der re-
sultierenden Darstellung definiert eine Menge von Operationen, die nach Abschluss der Synthese
in der RT-Ebenen-Implementierung in einem Takt zur Ausführung kommen werden.
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Tabelle 6.3 gibt an, wie viele der verschiedenen Transformationsschritte im Falle der steuer-
flussbehafteten Beispiele erforderlich waren, um deren Ablaufplanung in dem formalen Synthe-
sesystem vollständig umzusetzen. Zusätzlich ist die Anzahl der jeweils resultierenden Zustände
aufgelistet.
Programm Kopien Umleitungen Verschmelzungen Zustände
binpot 4 4 5 4
fibonacci 12 12 17 12
diffeq 2 2 3 8
gcd 28 38 31 7
bubblesort 7 9 9 7
fp add 24 32 24 28
kalman 43 58 57 14
Tabelle 6.3: Umsetzung der Ablaufplanung bei den steuerflussbehafteten Beispielen
Der zeitliche Aufwand für die Umsetzung der Ablaufplanung bei den gegebenen Beispielen
ist in Abbildung 6.3 dargestellt. Sie hat eine Laufzeitkomplexität der Ordnung O(n2 + k2). Dabei
repräsentiert n die Anzahl der Zustände nach der Überführung des jeweiligen Beispiels in die













Abbildung 6.3: Zeiten der für steuerflussbehaftete Schaltungen spezifischen Transformationen
Die Kopie-Transformationen haben, analog zu den Aufspaltungstransformationen, in der
Summe die Laufzeitkomplexität O(k2+kn). Der Aufwand der einzelnen Umleitungstransforma-
tionen ist linear von der Anzahl der Zustände abhängig. Da für jeden Zustand nur die einmalige
Durchführung einer Umleitungstransformation sinnvoll ist, haben die Umleitungstransformatio-
nen bei einer steuerflussorientierten Darstellung mit n Zuständen insgesamt eine Laufzeitkom-
plexität der Ordnung O(n2).
Bei der Umsetzung der Ablaufplanung werden ausschließlich Verschmelzungstransformatio-
nen eingesetzt, welche die Eliminierung einer der beiden zu verschmelzenden Zuständen bewir-
ken (siehe Abschnitt 5.2.2). Daher ist die Häufigkeit von deren Anwendung durch die Anzahl n
der in der gegebenen Darstellung existierenden Zustände begrenzt. Somit hat die Summe aller
Verschmelzungstransformationen in diesem Fall die Laufzeitkomplexität O(n2).
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Der zeitliche Aufwand, der für die Umsetzung der Bereitstellung und Zuweisung der Regis-
ter im Falle der steuerflussbehafteten Beispiele aufzubringen war, ist ebenfalls in Abbildung 6.3
dargestellt. Die Laufzeitkomplexität der Registerzuweisung hängt quadratisch von der Anzahl
der Zustände einer gegebenen Spezifikation ab, da für jeden Zustand eine Liste durchsucht
werden muss, in welcher diesem eine bestimmte Registerbelegung zugewiesen wird (siehe Ab-
schnitt 5.4). Der Aufwand für die Umsetzung der Registerbereitstellung ist linear von der Zu-
standszahl abhängig.
Durchführung der verbleibenden Syntheseschritte
Abbildung 6.4 gibt die Laufzeiten für die übrigen Schritte an, die im Zuge der formalen al-
gorithmischen Synthese durchzuführen sind. Der Aufwand für die Umsetzung der Operations-
und Steuerwerksynthese sowie der Einbettung konkreter Implementierungen für die Funktions-
blöcke (dem Konfigurations- und dem Transitionsblock) ist jeweils linear von der Anzahl s
der Zustände abhängig, welche die zu synthetisierende Schaltungsspezifikation nach der Um-
setzung der Ablaufplanung enthält. Die Laufzeitkomplexität der Transformation zur Umkodie-





















Abbildung 6.4: Zeiten für die Umsetzung der verbleibenden Syntheseschritte
Neben der Anzahl der Zustände fällt bei der Laufzeit der Transformationen vor allem auch
die Größe der jeweils zu verarbeitenden Terme ins Gewicht. Die Laufzeit für die Integration des
Rechenwerks ist beispielsweise stark von dessen Größe abhängig.
Wie bereits erwähnt, sind die Verfahren, die in der gegenwärtigen Implementierung des Syn-
thesesystems zum Entwurf der Operationswerke bzw. der Konfigurations- und Transitionsblöcke
eingesetzt werden, verhältnismäßig einfach. Durch deren Ersatz durch fortgeschrittenere Syn-
theseverfahren können effizientere und kompaktere Implementierungen erzeugt werden. Eine
166 6. Experimentelle Ergebnisse
entsprechende Optimierung der Implementierungen führt nicht nur zu einer höherwertigen Ge-
samtimplementierung der zu synthetisierenden Schaltung, sondern auch zu deren beschleunigten
Einbettung während des formalen Syntheseprozesses.
Insgesamt zeigt sich, dass die Durchführung der formalen algorithmischen Synthese in al-
len Beispielen im Bereich weniger Minuten liegt. Dabei ist besonders hervorzuheben, dass die
Laufzeit des Verfahrens von der Bitbreite der in der Spezifikation auftretenden Signale völlig
unabhängig ist. Unendliche Datentypen können gleichermaßen in der Spezifikation eingesetzt
werden, so dass beispielsweise auch die formale algorithmische Synthese generischer Schal-
tungsbeschreibungen variabler Bitbreite möglich ist.
Als Ergebnis einer formalen Synthese erhält man automatisch neben der resultierenden Im-
plementierung den in einem Theorembeweiser geführten Beweis, dass diese Implementierung
exakt den funktionalen Vorgaben der zu synthetisierenden Schaltungsspezifikation entspricht.
Da im Anschluss an eine konventionelle Synthese noch zusätzlich eine Überprüfung der
funktionalen Korrektheit der Implementierung anfällt, ist der Mehraufwand, der sich für die
Durchführung einer formalen Synthese ergibt, als sehr gering einzustufen. Der Aufwand der
Verfahren, die nachträglich die korrekte Funktionsweise der Implementierung nachzuweisen ver-
suchen, wächst in der Regel exponentiell mit der Bitbreite der Eingabesignale bzw. der Speicher-
elemente der Schaltung. Entsprechende Verfahren sind daher sehr aufwändig und können über-




Zur Herstellung fehlerfreier Hardware muss, abgesehen von der Korrektheit der Spezifikation,
vor allem auch die exakte Einhaltung der Vorgaben bei der Synthese einer Implementierung si-
chergestellt werden. Während die Einhaltung physikalischer Randbedingungen für gewöhnlich
verhältnismäßig einfach mit analytischen Mitteln überprüft werden kann, ist der Nachweis, dass
die Implementierung exakt die in der Spezifikation definierte Funktionalität aufweist, weitaus
schwieriger zu erbringen. Verfahren, die eine entsprechende Überprüfung nach Abschluss der
Synthese durchführen, kommen zumeist nur für kleinere Schaltungen in Frage, da deren Auf-
wand im Allgemeinen exponentiell mit der Bitbreite der Eingabesignale bzw. der in der Schal-
tung enthaltenen Speicherelemente steigt. Eine Softwareverifikation der eingesetzten Synthese-
werkzeuge ist auf Grund deren Größe und Komplexität in der Regel ebenfalls kaum praktikabel,
so dass es sich anbietet, die Korrektheit der Synthese während deren Durchführung sicherzu-
stellen.
Einen entsprechenden Ansatz verfolgt die formale Synthese. Die Implementierung wird hier-
bei aus einer Schaltungsspezifikation allein auf Basis verhaltenserhaltender Transformationen
innerhalb eines Theorembeweisers abgeleitet. Infolge der Einbettung des kompletten Synthese-
prozesses in einen Theorembeweiser liefert die Synthese zusätzlich zu der Implementierung der
spezifizierten Schaltung automatisch den formalen Beweis, dass die Implementierung genau das
in der Spezifikation definierte Verhalten aufweist.
Während auf den unteren Abstraktionsebenen bereits große Fortschritte im Bereich der
formalen Synthese erzielt werden konnten, wies bislang die formale algorithmische Synthese
vor allem in Bezug auf die Synthese steuerflussbehafteter Schaltungsbeschreibungen gravie-
rende Unzulänglichkeiten auf. Zum einen schränkte die bisherige Vorgehensweise die Optimie-
rungsmöglichkeiten, die sich im Laufe einer algorithmischen Synthese ergeben, stark ein. Zum
anderen war eine Einflussnahme auf die Qualität der resultierenden Implementierungen nur in
sehr geringem Umfang und darüber hinaus nur interaktiv möglich, so dass vom Entwerfer weit-
reichende Kenntnisse im Bereich der formalen Methoden gefordert waren. Des Weiteren wich
das Konzept so stark von der konventionellen algorithmischen Synthese ab, dass der Einsatz
existierender Optimierungs- und Syntheseverfahren kaum möglich und somit eine entsprechend
hohe Implementierungsqualität nicht zu erreichen war.
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Zur Überwindung der aufgeführten Einschränkungen wurde ein neues Konzept für die for-
male algorithmische Synthese entwickelt und in dieser Arbeit vorgestellt. Es erlaubt über die
Synthese reiner Datenflussbeschreibungen hinaus die vollautomatische formale Synthese steuer-
flussbehafteter Schaltungsspezifikationen. Durch den Einsatz einer neuen formalen Schaltungs-
repräsentation können die Steuerinformationen, die der Entwerfer in der Spezifikation vorgege-
ben hat, während des gesamten Syntheseverlaufs nach Belieben aufrechterhalten werden. Dies
hat eine beträchtliche Erhöhung des während der Synthese zur Verfügung stehenden Optimie-
rungspotentials zur Folge.
Da im Bereich der konventionellen Synthese bereits unzählige Verfahren zur Optimierung
und Synthese digitaler Schaltungen entwickelt wurden, bietet es sich an, aus diesem enormen
Fundus ausgereifter Techniken zu schöpfen, um auch in der formalen Synthese hochwertige Im-
plementierungen zu erzielen. Anstatt also neue, spezielle Optimierungs- und Syntheseverfahren
für die formale Synthese zu entwickeln, wurde ein Rahmenwerk geschaffen, das die einfache In-
tegration existierender Verfahren unterstützt und überdies deren effiziente Ausführung außerhalb
des Theorembeweisers ermöglicht.
Um ein möglichst breites Spektrum der konventionellen Verfahren zur Steuerung des for-
malen Entwurfsprozesses hinzuziehen zu können, wurde das neue Synthesekonzept stark an die
klassische algorithmische Synthese angelehnt, bei deren Durchführung im Allgemeinen die Ab-
laufplanung, die Bereitstellung und Zuweisung der Ressourcen sowie die Steuerwerksynthese
unterschieden werden.
In der vorliegenden Arbeit wurden die Darstellungsformen, Theoreme und Transformatio-
nen vorgestellt, welche die Grundlage für eine automatische Durchführung der formalen algo-
rithmischen Synthese bilden, und gezeigt, wie durch deren gezielten Einsatz aus einer Verhal-
tensspezifikation auf der algorithmischen Ebene effizient eine Implementierung auf der Register-
Transfer-Ebene unter Berücksichtigung vorgegebener Entwurfsvorgaben abgeleitet werden kann.
Es ist gelungen, den Ableitungsprozess vollständig zu automatisieren. Eine interaktive Vorgabe
der Entwurfsziele durch den Benutzer ist zwar nach wie vor möglich, aber nicht erforderlich.
Durch die vollständige Automatisierung der formalen Synthese ist es nun auch Entwerfern oh-
ne Kenntnisse in formalen Methoden möglich, hochwertige Implementierungen zu entwickeln,
die bewiesenermaßen funktional korrekt bezüglich ihrer Spezifikation sind. Die Effizienz der
entwickelten Vorgehensweise eröffnet dabei Möglichkeiten für deren Einsatz in der Praxis.
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Grundvoraussetzung für die Herstellung fehlerfreier Hardware ist neben der kor-
rekten Spezifikation der gewünschten Schaltung vor allem auch die fehlerfreie Um-
setzung der spezifizierten Eigenschaften in der resultierenden Implementierung 
der Schaltung.
Während die Einhaltung physikalischer Randbedingungen für gewöhnlich 
verhältnismäßig einfach mit analytischen Mitteln überprüft werden kann, ist der 
Nachweis, dass die Implementierung exakt die in der Spezifikation definierte 
Funktionalität aufweist, weitaus schwieriger zu erbringen. Verfahren, die eine ent-
sprechende Überprüfung nach Abschluss der Synthese durchführen, kommen aus 
Komplexitätsgründen meist nur für kleinere Schaltungen in Frage. Eine Software-
verifikation der eingesetzten Synthesewerkzeuge ist auf Grund deren Größe und 
Komplexität in der Regel ebenfalls kaum praktikabel, so dass es sich anbietet, die 
Korrektheit der Synthese bereits während deren Durchführung sicherzustellen.
Einen entsprechenden Ansatz verfolgt die formale Synthese. Die Implementie-
rung wird hierbei aus einer Schaltungsspezifikation allein auf Basis verhaltenser-
haltender Transformationen innerhalb eines Theorembeweisers abgeleitet. Mit der 
erfolgreichen Durchführung einer Transformation liefert der Theorembeweiser au-
tomatisch den Beweis für deren Korrektheit. Durch eine entsprechende Einbettung 
des gesamten Syntheseprozesses in einen Theorembeweiser wird mit der Imple-
mentierung der spezifizierten Schaltung gleichzeitig der formale Beweis generiert, 
dass die Implementierung genau das in der Spezifikation definierte Verhalten auf-
weist. 
Während auf den unteren Abstraktionsebenen bereits große Fortschritte im 
Bereich der formalen Synthese erzielt werden konnten, wies bislang die formale 
algorithmische Synthese, vor allem in Bezug auf die Synthese steuerflussbehaf-
teter Schaltungsbeschreibungen, gravierende Unzulänglichkeiten auf. Ein neues 
Konzept zur Überwindung vieler der existierenden Einschränkungen in der forma-
len algorithmischen Synthese wird in diesem Buch vorgestellt. Es erlaubt über die 
Synthese reiner Datenflussbeschreibungen hinaus auch die vollautomatische for-
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