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ABSTRACT
Leveraging biased click data for optimizing learning to rank systems
has been a popular approach in information retrieval. Because click
data is often noisy and biased, a variety of methods have been pro-
posed to construct unbiased learning to rank (ULTR) algorithms for
the learning of unbiased ranking models. Among them, automatic
unbiased learning to rank (AutoULTR) algorithms that jointly learn
user bias models (i.e., propensity models) with unbiased rankers
have received a lot of attention due to their superior performance
and low deployment cost in practice. Despite their differences in
theories and algorithm design, existing studies on ULTR usually use
uni-variate ranking functions to score each document or result in-
dependently. On the other hand, recent advances in context-aware
learning-to-rank models have shown that multivariate scoring func-
tions, which read multiple documents together and predict their
ranking scores jointly, are more powerful than uni-variate rank-
ing functions in ranking tasks with human-annotated relevance
labels. Whether such superior performance would hold in ULTR
with noisy data, however, is mostly unknown. In this paper, we
investigate existing multivariate scoring functions and AutoULTR
algorithms in theory and prove that permutation invariance is a
crucial factor that determines whether a context-aware learning-to-
rank model could be applied to existing AutoULTR framework. Our
experiments with synthetic clicks on two large-scale benchmark
datasets show that AutoULTR models with permutation-invariant
multivariate scoring functions significantly outperform those with
uni-variate scoring functions and permutation-variant multivariate
scoring functions.
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1 INTRODUCTION
The study of learning to rank with implicit user feedback such as
click data has been extensively studied in both academia and indus-
try. Usually, learning to rank directly with implicit user feedback
would suffer from the intrinsic noise and propensity in user interac-
tion(e.g., position bias). In recent years, many algorithms have been
proposed to find the best model that ranks query-document pairs
according to their intrinsic relevance. Among them, unbiased learn-
ing to rank (ULTR) algorithms that automatically estimate click
bias and construct unbiased ranking models, namely the AutoULTR
algorithms, have drawn a lot of attention [2, 7]. Because they do
not need to conduct separate user studies or online experiments
to estimate user bias (i.e., the propensity models), most AutoULTR
algorithms can easily be deployed on existing IR systems without
hurting user experiences.
Despite their differences in background theories and algorithm
design, previous studies on ULTR usually use uni-variate learning-
to-rank models, which score each document independently, for
experiments and theoretical analysis. Recently, multivariate scor-
ing functions, which take multiple documents as input and jointly
predict their ranking scores, have been proved to be more effec-
tive than uni-variate scoring function in many learning-to-rank
problems [1, 6]. By modeling and comparing multiple documents
together, multivariate scoring functions naturally capture the local
context information and produce state-of-the-art performances on
many learning-to-rank benchmarks with human-annotated rele-
vance labels. Whether the superior performance of multivariate
scoring functions would hold in unbiased learning to rank is still
unknown.
To leverage the full power of click data and multivariate scoring
functions, we explore the potential of multivariate scoring func-
tions in AutoULTR. Specifically, we investigate the compatibility
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Table 1: A summary of notations.
Q, q All possible query Q and a query instance q ∼ P (q).
S ,F,θ ,
E ,G, ϕ
A multivariant relevance estimation function F parameter-
ized by θ for ranking system S and a propensity estimation
function G parameterized by ϕ for propensity model E .
l , l˜ ,L˜ l is local loss, while l˜ is unbiased estimation of l and L˜ is
the unbiased estimation of global loss.
πq , di ,
i , xi , X,
y
A ranked list πq produced by S for q, a document di with
features xi on the i-th position in πq and its relevance y . X
is the feature matrix for whole πq .
oq , rq ,
cq
Bernoulli variables that represent whether a document is
observed (oq ), perceived as relevant (rq ) and clicked (cq ).
of DLA [2], an AutoULTR algorithm, with two existing multivari-
ate scoring functions, SetRank [6], and DLCM [1]. Our theoretical
analysis shows that only a subset of multivariate scoring func-
tions could perform well in ULTR. Specifically, we prove that be-
ing permutation invariant is a crucial factor determining whether
a multivariate scoring function could be applied to the existing
AutoULTR framework. Experiment results with synthetic clicks
on two large-scale publicly available benchmarks showed that the
DLA with permutation-invariant multivariate scoring functions
significantly outperforms DLA with uni-variate scoring functions
and permutation-variant multivariate scoring functions.
2 RELATEDWORK
AutoULTR, which has the advantage of estimating propensity and
relevance simultaneously, has drawn much attention recently. For
example, Ai et al. [2] proposed Dual Learning Algorithm (DLA)
based on counterfactual learning, and Wang et al. [7] proposed a
regression-based EM algorithm. On the other hand, for multivariate
scoring functions, there are several ways to take multiple docu-
ments as input. For example, DLCM [1] employs a RNN model to
give score, SetRank[6] utilizes self-attention mechanism. To the
best of our knowledge, however, research on multivariate scoring
functions in AutoULTR has not been fully explored, which is exactly
the focus of this paper.
3 PROBLEM FORMULATION
In this section, we investigate existing AutoULTR algorithms in
theory and prove that permutation invariance is a sufficient and
necessary condition that determines whether multivariate scoring
functions could be applied to existing AutoULTR algorithms. A
summary of the notations used in this paper is shown in Table 1.
3.1 Univariate and Multivariate Scoring
In a standard learning-to-rank system, given a specific query q and
its associated retrieved document set D = [d1,d2, . . . ,dN ], a vector
xi ∈ RH can be extracted and used as the feature representation
for di . Let πq be the ranked list for query q. Then there will be a
feature matrix for a ranked list πq :
X = [x1, x2, . . . , xN ]T ,where X ∈ RN×H
Then, uni-variate ranking function fθ (x) and multivariant scoring
function Fθ (X) for a ranked list can be defined as:
fθ (X) = [fθ (x1), fθ (x2), . . . , fθ (xN )]
Fθ (X) = [F 1θ (X),F 2θ (X), . . . ,F Nθ (X)]
where θ is the parameter. The main difference is that multivariant
scoring functions take the whole list as input, while uni-variate
scoring functions only score one document a time.
3.2 AutoULTR Framework
In this paper, we adopt DLA[2], an AutoULTR framework which
treats the problem of learning a propensity model from click data
(i.e., the estimation of bias in clicks) as a dual problem of construct-
ing an unbiased learning-to-rank model. Formally, let oq , rq and
cq be the sets of Bernoulli variables that represent whether a doc-
ument in πq is observed, perceived as relevant, and clicked by a
user, respectively. In DLA, an unbiased ranking system S and a
propensity model E can be jointly learned by optimizing the local
AttRank losses[1] as
l(E,q) = −
i= |πq |∑
i=1
oiq × logGiϕ (πq )
l(S,q) = −
i= |πq |∑
i=1
r iq × logF iθ (Xq )
(1)
i= |πq |∑
i=1
Giϕ (πq ) = 1,
i= |πq |∑
i=1
F iθ (Xq ) = 1 (2)
where Gϕ and Fθ , parameterized by ϕ and θ , compute the propen-
sity scores and relevance scores of each document in the ranked
list with a softmax function constrained by Eq.(2). To compute
l(S,q) and l(E,q), we need to know the actual relevance (i.e. r iq ) and
observation (i.e., oiq ) information of each document. However, in
practice, the only data we can get is click (i.e. cq ), and rq and oq are
unknown latent variables. In order to deal with clicks, a common
assumption used by most studies is
P(ciq = 1) = P(oiq = 1)P(r iq = 1) (3)
which means that users click a search result (ciq = 1) only when it
is both observed (oiq = 1) and perceived as relevant (r iq = 1), and oiq
and r iq are independent to each other. With this assumption, unbi-
ased estimation of l(S,q) and l(E,q) can be achieved through inverse
propensity weighting (IPW) [4] and inverse relevance weighting
(IRW) [2] as
l˜I RW (E,q) = −
i= |πq |∑
i=1,c iq=1
F 1θ (Xq )
F iθ (Xq )
× logGiϕ (πq )
l˜I PW (S,q) = −
i= |πq |∑
i=1,c iq=1
G1ϕ (πq )
Giϕ (πq )
× logF iθ (Xq )
(4)
Erq [˜lI RW (E,q)] ∆= l(E,q),Eoq [˜lI PW (S,q)] ∆= l(S,q),
where ∆=means equal or linearly correlated with a positive constant
factor. Then the final optimization losses in DLA are
L˜(S) =
∑
q∈Q
l˜I PW (S,q), L˜(E) =
∑
q∈Q
l˜I RW (E,q) (5)
where Q is the set of all possible queries. During training, we
update θ and ϕ with the derivatives of l˜I PW (S,q) and l˜I RW (E,q)
respectively and repeat the process until the algorithm converges.
3.3 Convergence Analysis
In this section, we analyze the compatibility of multivariate scoring
functions and DLA in theory. Firstly, we give definition of permu-
tation invariance as:
Definition 3.1. Let Sn be the set of all permutations of indices
{1, . . . ,n}, A function f : Xn −→ Yn is permutation invariant [5] iff
for any permutation function Π, f (Π(X )) = Π(f (X )) , i.e.,
f (xΠ(1), . . . ,xΠ(n)) = [f Π(1)(X ), . . . , f Π(n)(X )]
where X = [x1, . . . ,xn ], f Π(i)(X ) is the Π(i)-th dimension of f (X ).
For simplicity, we consider position bias [3] as the only bias in
click data. Then we have Giϕ = Giϕ (πq ), which means propensity
is independent with query. Let Π(i) = j mean putting xj on i-th
position of permutated matrix Π(X). In theory, DLA will converge
when
∂L˜(E)
∂Giϕ
= 0 =⇒
G1ϕ
Giϕ
=
E[c1q ]
E[c iq ]
E[ F
1
θ (Xq )
Fiθ (Xq )
]
=
E[r 1q ]
E[r iq ]
E[ F
1
θ (Xq )
Fiθ (Xq )
]
E[o1]
E[oi ] (6)
Considering any permutation funciton Π, the original i-th docu-
ment in πq is in the Π−1(i)-th document in the permuted list, where
Π−1 is the inverse function of Π. Note that in the following analysis,
the default ranking of documents is original ranking πq shown to
users if not explicitly pointed out. For a permutated ranking, we
have
GΠ−1(1)ϕ
GΠ−1(i)ϕ
=
E[Π(rq )Π−1(1)]
E[Π(rq )Π−1(i )]
E[ F
Π−1(1)
θ (Π(Xq ))
FΠ−1(i )θ (Π(Xq ))
]
E[oΠ−1(1)]
E[oΠ−1(i)] (7)
3.3.1 Necessary Condition. When DLA converges and propensity
is correctly estimated, we have
∀Π,∀i,
GΠ−1(1)ϕ
GΠ−1(i)ϕ
=
E[oΠ−1(1)]
E[oΠ−1(i)] ,
G1ϕ
Giϕ
=
E[o1]
E[oi ] (8)
Assuming that the relevance of a document di would not change
after moving to a different position, then we have
Π(rq )Π−1(i) = r iq (9)
Considering Equations (2) and (6) to (9), we can get
F 1θ (X)
F iθ (X)
=
F Π−1(1)θ (Π(X))
F Π−1(i)θ (Π(X))
⇐⇒ F iθ (X) = F
Π−1(i)
θ (Π(X)) (10)
Then, we insert i = Π(j) in Eq.10, and we have
∀Π,∀j, F jθ (Π(X)) = F
Π(j)
θ (X) (11)
which means that Fθ is permutation invariant according to Defini-
tion 3.1. This indicates that permutation invariance is a necessary
condition for the convergence of DLA.
3.3.2 Sufficient Condition. Suppose that Fθ is permutation invari-
ant, then the estimated relevance score for a document from Fθ is
independent of its position. Because Gϕ only takes the positions as
input, Fθ and Gϕ are independent to each other and can separately
estimate the relevance and propensity during training. As proven
by Ai et al. [2], DLA is guaranteed to converge in this case, which
means that permutation invariance can be a sufficient condition
for the convergence of DLA.
4 EXPERIMENT
So far, we have proven that permutation invariance is the sufficient
and necessary condition for learning-to-rank models to converge
in DLA in theory. In this section, we describe our experiments on
two large-scale benchmarks for further demonstrations.
4.1 Simulation Experiment Settings
4.1.1 Datasets and Click Simulation. To fully explore the perfor-
mance of multivariate scoring functions in AutoULTR, we con-
ducted experiments on Yahoo! LETOR set 11,and Istella-S LETOR 2
with derived click data. Similar to previous studies [4], we trained a
SVMrank model3 (which we refer to as Prod.) using 1% of the train-
ing data with real relevance judgements to generate the original
ranked list πq . We then sampled clicks (ciq ) on documents according
to Eq. (3) with oiq , and r iq as,
P(oiq = 1|πq ) = P(oi = 1) = ρi
P(r iq = 1|πq ) = ϵ + (1 − ϵ)
2y − 1
2ymax − 1
where ρ is acquired through eye-traching experiments [3], y ∈
[0, 4] is the 5-level relevance label in both datasets where ymax = 4,
and ϵ is used to model click noise so that irrelevant document(y = 0)
can also be clicked. For simplicity, we fixed the value of ϵ as 0.1.
4.1.2 Models and Evaluation Measures. In this paper, we focus
on two state-of-art multivariate scoring functions. The first one
is DLCM[1], a RNN model with gated recurrent unit(GRU) that
treats the final network state as context to score each document.
It is permutation variant by nature. The second one is SetRank[6],
constructed with multi-head self-attention networks, which is per-
mutation invariant. For DLCM, we adopt three kinds of input orders,
namely the original ranking of documents (i.e., DLCMinit ) created
by Prod.; the reverse of the original ranking (i.e., DLCMr ever ), and
a random permutation of the original ranking (i.e., DLCMrand ).
For comparison, we include a uni-variate scoring function based
on deep neural networks (DNN) as our baseline. We also include
a DNN model that directly use clicks as relevance labels, which is
referred to as DNNnavie . The source code can be found here4.
All models were tuned and selected based on their performances
on the validation set according to nDCG@10. Each model was
trained for five times and reported the mean performance The
batch size was set to be 64. Learning rate was tuned between 0.1
and 0.01, and we stoped training after 60k steps. During training,
we set the size of ranked list as 10, while during validating and
testing, we tested our ranking model on all documents to each
query. We reported both ERR and nDCG metrics at ranks of 3
and 10 to show ranking performance. Besides, in order to show
performance of propensity estimation, we computed the mean
square error (MSE) between the true inverse propensity weights
(ρ1/ρi ) and the estimated inverse propensity weights (G1/Gi ) as
MSEpropen =
1
|πq |
|πq |∑
i=1
( G
1
Gi −
ρ1
ρi
)2
1https://webscope.sandbox.yahoo.com
2http://blog.istella.it/istella-learning-to-rank-dataset/
3http://www.cs.cornell.edu/people/tj/svm_light/svm_rank.html
4https://github.com/Taosheng-ty/CIKM_2020_Multivariate_AutoULTR.git
Table 2: Performance comparison of different scoring func-
tions in AutoULTR. Significant improvements or degrada-
tions with respect to DNN are indicated with +/- (p < 0.05).
Scoring Model ERR @3 nDCG @3 ERR @10 nDCG @10 MSEpropen
(a) Yahoo!
DLCMr ever 0.414- 0.665- 0.452- 0.739- 7.40-
DLCMinit 0.427 0.686- 0.464 0.756- 9.31-
DLCMrand 0.425- 0.680- 0.462- 0.752- 0.015
SetRank 0.428 0.694+ 0.464 0.762+ 0.097
DNN 0.427 0.692 0.464 0.760 0.048
DNNnaive 0.411- 0.664- 0.449 - 0.740 - -
Prod. 0.374- 0.611- 0.416- 0.705- -
(b) Istella-s
DLCMr ever 0.676- 0.601- 0.703- 0.695- 17.5-
DLCMinit 0.700 0.629 0.724 0.707- 16.1-
DLCMrand 0.690- 0.620- 0.714- 0.710- 0.023
SetRank 0.706 0.636 0.730 0.721+ 0.135-
DNN 0.704 0.633 0.727 0.716 0.033
DNNnaive 0.683- 0.610- 0.709- 0.700- -
Prod. 0.640- 0.562- 0.669- 0.663- -
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Figure 1: Test performance on Yahoo! LETOR set 1.
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Figure 2: Test performance on Istella-s.
4.2 Experimental Results and Analysis
A summary of the results are shown in Table 2, Fig.1 and Fig.2.
4.2.1 Permutation variant and invariant ranking model. As we can
see from Table 2, DNN and SetRank, two permutation invariant
ranking models, work well with DLA and outperform DNNnaive ,
which directly trains DNNwith click data. However, DLCMinit and
DLCMr ever show terrible performance on estimating propensity
(i.e., high MSE) and poor ranking performance when compared
to DNN and SetRank. The results indicate that AutoULTR with
permutation variant functions is not guaranteed to converge and
get an unbiased ranker.
4.2.2 Comparison between uni-variant and multivariant ranking
model. Here we only consider SetRank and DNN, which are multi-
variant and uni-variant respectively. Both SetRank and DNN are
permutation invariant and theoretically principled to converge with
AutoULTR. From Fig. 1 and Fig. 2, we can see that the ranking per-
formance of SetRank significantly outperforms DNN, especially
on Istella-S LETOR. The results confirm the arguments from pre-
vious studies that multivariate scoring functions are superior to
uni-variate ones because the former can capture the contextual
information and cross-document interactions.
4.2.3 Comparison of DLCM with different input order. We noticed
that DLCMrand could get a perfect estimation of the propensity
but failed to get ranking performance as good as SetRank and
DNN. We think the reason might be that random input order makes
permutation variant models hard to remember any pattern in order,
thus empirically achieve permutation invariance. As for ranking
performance, we can interpret it from the RNN structure. In DLCM,
the final input has the most impact on the final network state,
which is viewed as context to help score each document. Random
input sequence results in a random context which would make
DLCMrand hard to score documents. This could also explain the
bad performance of DLCMr ever as it always takes documents in
the reverse order of the original ranking produced by Prod.
5 CONCLUSION AND FUTUREWORK
In this work, we explore the potential of multivariate scoring func-
tions in AutoULTR. Based on existing AutoULTR algorithms, We
prove that permutation invariance is a crucial factor for a multi-
variate scoring function to be included in AutoULTR. With two
existing multivariate functions and one AutoULTR algorithm, we
conduct experiments based on two benchmark datasets, the re-
sults of which align with our theoretical analysis. AutoULTR mod-
els with permutation-invariant multivariate scoring functions sig-
nificantly outperform those with uni-variate scoring functions
and permutation-variant multivariate scoring functions. Our work
represents an initial attempt to include multivariate scoring in
AutoULTR. In the future, we may base on our analysis to propose
novel multivariate scoring functions for AutoULTR.
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