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Inventories account for large proportions of costs in supply chains. In ad-
dition to direct costs involved with the storage of stocks in warehouses,
inventories constitute enormous amounts of capital investments. The re-
duction of inventory in supply chains therefore is a top priority in many
companies. Scientific methods have been shown to help towards achieving
this goal and can lead to competitive advantages. Over the years, there has
been a shift from control systems at the individual firm level to inventory
management for groups of players within a supply chain. Developments in
information technology have contributed to the adoption of such practices,
like the concept of Vendor Managed Inventory (VMI). VMI refers to a form
of cooperation between an upstream supplier and downstream customer re-
garding product replenishments, in which the supplier rather than its cus-
tomer determines upon the replenishment quantities and times. In this way,
the supplier is able to forecast demand more accurately which helps to util-
ize both production and transportation capacities more efficiently. Invent-
ory Routing Problems (IRP) deal with the problem faced by distributors in
VMI settings, as they seek for optimal replenishment routes along a set of
multiple customers, while assuring that minimum required stock levels are
met at all locations at all times.
Besides VMI, several other concepts exist to reduce inventories in sup-
ply chains. One of these concepts is inventory pooling, which applies to
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groups of players within the same echelon that share their stock to reduce
the risk of stockouts. In case of an (imminent) shortage, a transshipment of
one player to the other can be used to fulfill demand. It is generally known
that total amounts of stock and inventory holding costs can be reduced by
these lateral transshipments, while required service levels can still be met.
Inventory pooling is especially useful when replenishments from the sup-
plier are expensive or when lead times are long compared to the time needed
to transship laterally.
Although inventory pooling and IRPs address different issues encount-
ered in inventory control systems, many similarities can be found; in both
concepts, there is a central decision maker who observes the actual invent-
ory levels at the stock points and who decides when and how much to
transship or replenish in order to reduce inventory control costs. As IRP
considers replenishments while inventory pooling concerns lateral trans-
shipments, the concepts are complementary and could well be applied in
practice simultaneously. For those reasons, it seems worthwhile to integ-
rate IRPs and inventory pooling into a single model. However, to the best
of our knowledge, there is only one study (Coelho et al., 2012) in which an
IRP is combined with lateral transshipments. Hence, there remains a huge
gap to be closed between these research areas. In this thesis we take another
step towards the integration of inventory pooling and IRP. In Section 1.1, we
will give a broader introduction to the field of inventory control and in Sec-
tion 1.2 we pay special attention to risk pooling and lateral transshipments.
In Section 1.3 we present some main results in the field of IRP. Finally, in
Section 1.4 we give a problem definition of the Routed Inventory Pooling
Problem that we will consider and present an outline of this thesis.
1.1 Inventory control
In the field of inventory control, the biggest challenge is to adequately deal
with conflicting goals; one of these goals is to keep stock levels low to make
cash available for other purposes (Axsa¨ter, 2006). However, in case of a
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production environment with high product variability the requirement for
low stock levels of finished goods may lead to frequent production changes
and costly set-up times. In a retail setting, low inventory levels increase the
risk of lost sales. Besides, low inventory levels generally lead to high re-
plenishment frequencies and possibly to substantial delivery costs. Another
goal of inventory control often is to meet certain service constraints. These
constraints may express a lower bound on the fraction of demand that is
immediately satisfied from stock on hand or the probability that stockouts
occur. Depending on factors as holding costs, service levels and expected
demand, a decision can be made on the size of an order. Clearly, the size of
an order depends on the order frequency, which in turn depends on, among
others, the cost of an order. Hence, there exists a strong dependence between
order sizes and frequencies. Inventory control models are designed to give
support on the decisions how much and when to order, while taking into ac-
count a number of conflicting factors such as service constraints and costs.
Below, we discuss the factors that are used most commonly in the literat-
ure. For a more comprehensive overview of inventory models we refer to
standard textbooks on inventory control, e.g. the ones by Zipkin (2000) and
Axsa¨ter (2006).
Costs and service levels
Inventory models often take several costs into account. In one respect, one
has to pay for stocks on hand while in another some kind of penalty costs are
incurred in case of stockouts. This latter cost can be the actual cost for back-
ordering the goods demanded, or some estimate for the cost of lost sales.
The cost of lost sales consists of the margin of profit and the loss of goodwill,
which may be difficult to quantify. Clearly, it may be necessary to incorpor-
ate the loss of goodwill in backorder costs as well. Holding costs generally
consist of two components. The first and largest parts is the opportunity
cost for capital tied up in inventory, and should be closely related to the re-
turn on an alternative investment. The second part may consist of material
handling, storage, damage and obsolescence, insurance and taxes (Axsa¨ter,
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2006). Important to note is that holding costs should be related to the vari-
able cost per unit of stock, and not to fixed costs such as the cost of owning
a warehouse.
Other costs that are considered in inventory literature are set-up costs,
administration and transportation costs. Often, these costs are combined
into one fixed cost that is associated with an order.
Instead of backorder or lost sales costs, it is also common to incorporate
service constraints into inventory models. Service constraints tend to put
restrictions on the minimum percentage of demand satisfied directly from
stock (i.e., the fill rate), the fraction of time without stockouts (i.e., the ready
rate), or the probability of no stockout during an order cycle. When using
service constraints, one circumvents the problem of quantifying the cost of
lost sales.
Order policies
The decisions when and how much to order are given by order policies.
Commonly used order policies express how much to order when the invent-
ory position drops below a certain threshold value. It is important to note
that the inventory position differs from the number of items on hand; in
practice, some time elapses between the execution of an order and deliv-
ery. This period of time is referred to as the lead time. Furthermore, there
may be some outstanding backorders which should be taken into account.
Therefore, the inventory position is expressed as the stock on hand plus the
outstanding orders minus the backorders.
Inventory control distinguishes between continuous and periodic review
models. The first type refers to systems in which the inventory position is
monitored constantly, whereas the second refers to systems in which the in-
ventory position is checked at certain predetermined points in time only.
Two ordering policies are commonly used; the (R, Q) and (s, S) policy. In
the former policy, a quantity Q is ordered if the inventory position drops
below reorder level R. In the latter policy, an order is placed to bring the in-
ventory position back to order-up-to level S if it has hit or gone below level
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s. In case of periodic review systems with s = S− 1, the inventory position
is brought back to S at the end of each period. This policy is referred to as
the base stock or order-up-to-S policy and is denoted by (S− 1, S).
1.2 Risk pooling
Inventory pooling, also referred to in literature as lateral transshipments,
is a specific form of risk pooling. Risk pooling concerns the aggregation
of demand and stock at several points in a supply chain and results in
lower variabilities of demand and therefore in lower stock levels. Indeed,
demand can be aggregated if stock is shared among different locations by
means of transshipments. However, risk pooling could also be achieved in
other ways. Schwarz (1981) names two methods for warehouses to pool
risk. Firstly, a warehouse places an order at an outside supplier and does
not allocate the stock to the downstream retailers until the order comes in.
Hence, in this case the lead time of the outside supplier is used to pool risk.
Secondly, risk pooling could be achieved by holding back stock and allow-
ing for multiple deliveries from the warehouse to its customers during the
warehouse’s review period. In this setting, it is important to develop soph-
isticated stock allocation policies that indicate when (during an order cycle)
and how to allocate stock among customers. Note that similar decisions
need to be made in case of lateral transshipments. Therefore, we will elab-
orate on those stock allocation policies and on lateral transshipments, al-
though the research presented in this thesis focuses solely on the latter form
of risk pooling.
1.2.1 Stock allocation policies
In distribution settings with a central decision maker the main difficulty is
to allocate stock among stock points such that system wide inventory con-
trol costs are minimized. The paper of Clark & Scarf (1960) is one of the first
to consider stock allocation policies and has inspired many other authors.
In a finite horizon setting, Clark & Scarf present optimal inventory policies
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for serial systems, in which all players except the first and last have one sup-
plier and one customer, and they extend these policies to a divergent system
with one supplier that serves two customers. Clark & Scarf recognize that an
optimal stock allocation that is based on the inventories in the entire system
may lead to negative shipments from the supplier to a customer (or, altern-
atively, to a lateral transshipment from one retailer to the other). This may
occur if the retailers’ stock levels at the beginning of the period are seriously
imbalanced while the supplier does not hold sufficient stock to neutralize
this imbalance. This observation led to the allocation assumption in Eppen
& Schrage (1981), which is commonly referred to as the balance assumption.
This assumption simply disregards the possibility that retailers’ stock levels
are unbalanced at the beginning of a period, or stated differently, it allows
for negative stock allocations from the warehouse to the retailers. Clearly,
this might lead to serious errors if lateral transshipments are not allowed in
practice. Furthermore, the balance assumption may neglect the opportun-
ities of risk pooling, since it takes away the incentive to hold back stock at
the warehouse and reserve it for distribution later during the order cycle,
unless holding costs at the warehouse are lower than at the retailers.
Although one would expect that the balance assumption leads to sub-
optimal solutions, many studies have shown that it performs well (see e.g.
Eppen & Schrage, 1981; Kumar et al., 1995; Van Houtum et al., 1996; Ver-
rijdt & De Kok, 1996; Van der Heijden et al., 1997; Dogru, 2006). In some
of these studies, the central warehouse is allowed to hold stock and can
therefore gain from risk pooling opportunities. For instance, in the paper by
Van Houtum et al. (1996) it is assumed that holding costs are non-decreasing
when moving downstream in the supply chain, which helps circumventing
the balance assumption. Despite these positive results, the performance of
systems under the balance assumption may deteriorate if demand distribu-
tions and service constraints vary among retailers or if order cycles are long,
as is shown among others by McGavin et al. (1997), Axsa¨ter et al. (2002)
and Dogru (2006). Dogru et al. (2009) investigate the effect of the balance
assumption on optimal costs; in an extensive numerical study they identify
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when the balance assumption leads to near-optimal solutions and when not.
Next, we discuss a number of studies that explicitly model the possibility
to hold stock at the central warehouse in order to take advantage from risk
pooling and help improve the balance assumption.
Jackson (1988) looks into the case in which the balance assumption does
not hold. Hence, negative allocations (or lateral transshipments) are not
allowed. Minimizing the sum of expected holding and shortage costs, he
looks for the order policy of the warehouse and the ‘shipping policy’ to the
retailers at each of the remaining m periods till the next order arrives at the
warehouse. It is shown that the risk pooling effect is substantial, and that
holding warehouse stock leads to reductions in backorder costs compared
to immediate allocations. Marklund & Rosling (2012) consider the same
problem, but as opposed to Jackson’s model they allow for a non-stationary
shipping policy for deliveries to the retailers which leads to lower expected
costs.
McGavin et al. (1993) also consider the one-warehouse multiple-retailer
allocation problem in a single review period setting. At the beginning of
the period, the number of withdrawals during the period, the points in time
at which they take place, and the quantities to be withdrawn at each point
in time are determined. At each time of withdrawal during the period, it
is decided how to optimally allocate the withdrawn stock along the retail-
ers. The moments of withdrawal naturally divide the period into intervals.
McGavin et al. present two heuristics to minimize lost sales per retailer and
they find that the risk pooling benefits for two well chosen intervals of un-
equal length are comparable to those for Jackson’s four-equal-interval ‘ship-
up-to-S’ policies.
Van der Heijden (1999) presents a model in which the order-up-to levels
of both the warehouse and retailers are determined, where the order cycle
of the warehouse is a multiple of the retailers’ order cycle. The objective is
to satisfy prespecified fill rates at the retailers. In case of a shortage at the
warehouse, the delivery to each retailer is cut down by a certain percentage
of the total shortage.
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Axsa¨ter et al. (2002) present two complementary heuristics to determine
the batch ordering rule of the warehouse and the allocation rule for supply-
ing the retailers while minimizing expected holding and backorder costs.
The allocation rule is based on a two-step heuristic; at each allocation mo-
ment, it is determined how much to hold back for later redistribution and
how to allocate the stock that can be used for immediate distribution. It
is shown that the heuristics lead to considerable risk pooling benefits com-
pared to the standard approach based on the balance assumption.
A model which does not allow the central warehouse to hold stock, but
which bears similarities to the problems considered in the main part of this
thesis because of the fixed route that is used for the deliveries, is presen-
ted by Kumar et al. (1995). They consider a one-warehouse multiple-retailer
system in which the retailer’s expected holding and backorder costs are min-
imized. Upon arrival of a system replenishment order at the warehouse, a
vehicle is dispatched and visits the retailers in fixed order, which may take
up to several days. As fluctuations in demand may occur at the retailers
while the vehicle is on its way, the authors propose a dynamic allocation
policy under the balance assumption for distributing stocks. At each re-
tailer visited, an stock allocation is made for the subset of retailers not yet
replenished. The authors show that the dynamic policy outperforms the
static policy in which the allocation is made before the vehicle leaves the
warehouse.
1.2.2 Lateral transshipments
If inventory is pooled among stock points by means of lateral transship-
ments, i.e. between stock points in the same echelon, generally either of the
following two systems is used. In the first, lateral transshipments are used
to balance stock levels in order to prevent future stockouts. In the second
lateral transshipments are used to fulfill demand at a location in a reaction
to an (imminent) stockout. The former type is often referred to as proact-
ive pooling while the latter is called reactive pooling. In this thesis, we will
focus on proactive pooling policies. Therefore, the remainder of this sec-
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tion mainly deals with this kind of transshipments, although some results
on reactive pooling are mentioned due to their resemblance to the problems
that are considered in Chapters 2 - 4. Some well known papers on reactive
pooling are the ones by Axsa¨ter (1990, 2003b). For a detailed review of both
proactive and reactive pooling we refer the reader to Paterson et al. (2011).
In the literature, many different settings with proactive lateral transship-
ments can be found. Since proactive pooling takes places at predetermined
moments in time, or as in Agrawal et al. (2004), at a point in time which
is dynamically selected from a set of predetermined moments, most mod-
els assume periodic reviewing. Only recently, studies appeared (Paterson et
al., 2012; Seidscher & Minner, 2013) that consider continuous reviewing in
combination with proactive pooling.
Due to the complexity of optimizing underlying cost functions, many
authors only consider redistribution and assume that inventory (order-up-
to) levels are known. More than 50 years ago, Allen (1958) showed that for
a system with multiple non-identical retailers, balancing stock minimizes
expected total shortage costs. A few years later the model was extended by
a fixed set-up cost for transshipments (Allen, 1961). One of the first papers
that consider redistribution in combination with replenishments is the one
by Das (1975). Minimizing inventory holding, shortage and transportation
costs, he finds an optimal transfer as well as an optimal ordering rule. The
optimal moment of redistribution is left out of consideration in this study,
and in general this point in time is still unknown (Paterson et al., 2011).
While Das (1975) finds an optimal transshipment rule, others use pre-
specified pooling policies. Diks & De Kok (1996) introduce the consistent
appropriate share rationing (CAS) policy in order to determine the alloc-
ation of stock at the central warehouse as well as lateral transshipments.
The CAS policy aims to keep the ratio of a retailer’s projected net invent-
ory, which depends on a prespecified service level, over the system wide
projected net inventory constant over time. Heuristics are presented to de-
termine the integral order-up-to levels as well as the parameters of the CAS
policies at the central depot and the warehouses, such that desired service
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levels are met while costs are minimized. Banerjee et al. (2003) consider pre-
specified transshipment rules for both proactive and reactive pooling in a
periodic review setting of twenty days with positive lead times and fixed
order-up-to levels. Simulation results of ten review periods are compared to
the situation without lateral transshipments. The proactive policy balances
stock levels proportionately to each retailer’s demand rate and at most once
during a review period, whereas the reactive policy tends to provide each re-
tailer at the beginning of each day with at least their daily average demand.
It is found that both transshipment policies outperform the model without
transshipments. However, the reactive policy leads to fewer stockouts than
the proactive policy, at the expense of more transshipments. Therefore, Bur-
ton & Banerjee (2005) extend the study by introducing several cost paramet-
ers, including transshipment cost, and conclude that either of the policies
may be most desirable, depending on the cost settings. Lee et al. (2007)
provide another proactive transshipment rule based on the probability of a
stockout till the next replenishment. They show that their rule outperforms
the ones presented in Banerjee et al. (2003) and Burton & Banerjee (2005)
under certain cost conditions. Tiacci & Saetta (2011) argue that these trans-
shipment policies do not depend on cost settings, for which reason they
introduce a heuristic for deciding upon a transshipment policy while min-
imizing overall expected inventory, shortage and transshipment costs for a
periodic base stock policy with two retailers.
As was already stated, two recent papers (Paterson et al., 2012; Seidscher
& Minner, 2013) consider continuous review policies. Paterson et al. (2012)
are the first to consider ‘hybrid’ transshipments that secure the benefits of
both proactive and reactive pooling. Hence, when a shortage occurs and
a reactive shipment is needed, overall stock levels are also balanced. One
reason to do so is that often high fixed costs are incurred for a transship-
ment, whereas marginal costs per item transshipped are low. Compared
to reactive transshipments, hybrid transshipments lead to improved service
levels and reduced safety stock levels. Seidscher & Minner (2013) compare
different proactive and reactive policies in a multi-location setting with a
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continuous review (S− 1, S) policy. Here, instead of lateral transshipments
from one stock point to the other, customer demand may be redirected from
a certain standard stock point, which is the one nearest by, to another stock
point. In case of reactive pooling, a ‘transshipment’ occurs in case of a stock-
out at the standard point, whereas in case of proactive pooling, the supply-
ing stock point is selected for each demand. It is found that proactive trans-
shipments can lead to significant reductions in comparison to using only
reactive transshipments.
Finally, we consider the studies by Axsa¨ter (2003a) and Olsson (2010),
who look into the case with unidirectional lateral transshipments for reactive
pooling policies. Hence, lateral transshipments are allowed in one direc-
tion only, which is equivalent to imposing a routing constraint on the pool-
ing policy. Axsa¨ter presents an approximate technique to investigate the
fill rates at the stock points, the average amount of stocks on hand and the
backorder levels for different order-up-to-S policies. For the case with two
retailers the approximate technique is used to find optimal order-up-to-S
policies. The quality of the results is evaluated by a simulation study. Al-
though the unidirectional transshipments lead to cost reductions compared
to situations without lateral transshipments, the relative errors of the ap-
proximated solutions with respect to optimal solutions are not negligible.
Olsson (2010) investigates the same problem and develops a new modeling
method, which leads to significantly better results.
1.3 Inventory routing
Most IRPs discussed in literature consider a network that consists of several
stock points and one central warehouse which supplies a single good. The
demand rates at the stock points are given for a sequence of time periods,
e.g. the coming few days or weeks. Furthermore, holding costs at all loca-
tions and transshipment costs between each pair of locations are assumed
to be known. Given the (storage) capacities of available vehicles, at stock
points and at the central warehouse, the objective is to minimize the sum of
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expected holding and shipment costs such that inventory at each location
is sufficient to meet demand and does not exceed storage capacity. Many
variations of this problem setting are presented in literature, ranging from
deterministic to stochastic demand rates, explicit production functions at
the central warehouse to ample supply, one to multiple vehicles for distri-
bution of stock, and a finite to infinite time horizon. The Vehicle Routing
Problem, a well known problem in Combinatorial Optimization, is a spe-
cial case of the problem setting described above. Since the Vehicle Routing
Problem is NP-hard, IRPs are very difficult to solve as well. Therefore, most
of the literature focuses on exact algorithms for small instances or heuristic
approaches for realistic size instances. In order to illustrate the wide variety
of IRPs that are studied in literature, we shortly discuss some of the res-
ults below. For an extensive overview we refer the reader to the review of
Andersson et al. (2010).
Most of the recent papers in the literature on VRP consider multiple
period problems with either a finite or infinite horizon. Due to the complex-
ity of the problem, demand rates are assumed to be deterministic in most
cases. However, the first study that attempts to integrate inventory man-
agement and routing (Federgruen & Zipkin, 1984) does consider stochastic
demand, although in a single period setting. Before the period starts, the
inventory levels are observed and the stock available at the distributor is
allocated to the stock points. Simultaneously, the locations are assigned to
vehicles and the routes are constructed. The objective is to minimize the sum
of (expected) holding, shortage and delivery costs. Like this study, most of
the papers from the 1980s consider a single period. However, during this
decade the first papers on multiperiod models appeared as well (see e.g.
Bell et al., 1983; Blumenfeld et al., 1985; Miller, 1987), mostly for determin-
istic demand rates.
More recently, Bertazzi et al. (2002) introduced a multiperiod model with
multiple products in a finite horizon setting. To the best of our knowledge,
they are the first to incorporate a specific order policy in their model. This
inventory policy is based on the (s, S) policy: the amount of stock at a re-
Introduction 13
tailer may not drop below a certain threshold value s and if it is visited by
a vehicle it is replenished up to level S. However, different from the (s, S)
policy, a retailer may also be visited if the inventory position is greater than
s. A single vehicle with finite capacity is used to deliver the products, and it
is assumed that both the production rate at the distributor and the demand
rates at the retailers are known and deterministic. By means of an heuristic
algorithm, the routes and quantities to be delivered at each time period can
be determined such that the sum of inventory holding and routing costs is
minimized. Archetti et al. (2007) consider the same problem with a single
product, but present an exact algorithm. They compare the performance of
the algorithm to two relaxations of the problem; in the first relaxation, any
replenishment is allowed as long as it does not bring the inventory level
above S, while in the second relaxation there is no restriction on the replen-
ishment size at all (apart from being positive). Clearly, these relaxations on
the inventory policy lead to further cost reductions.
Instead of one distribution center, Savelsbergh & Song (2008) consider a
network with multiple distribution centers and multiple demand locations.
Both the production and demand rates are deterministic. A new optimiza-
tion algorithm is integrated with an earlier developed randomized greedy
heuristic (Savelsbergh & Song, 2007) and high quality solutions are found
for realistic size instances.
Although rare, papers can be found that consider stochastic demand in
multiperiod settings. Kleywegt et al. (2004) consider a stochastic VRP with
infinite horizon. In this paper, a single supplier and multiple retailers with
fixed storage capacity and stochastic demand rates are considered. A fleet
consisting of several homogeneous vehicles is used to satisfy demand at the
retailers. The authors present approximation methods based on a Markov
decision process to maximize the discounted value (sales revenues minus
production, transportation, inventory holding costs and shortage penalties).
Gaur & Fisher (2004) consider a real life application for Albert Heijn, a
major supermarket chain in The Netherlands. Every three to six months, a
new delivery schedule is constructed that specifies the weekdays and times
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that each store is visited. This schedule is periodic, as it leads to advantages
in workforce planning at both the distribution centers and the depots and in
addition leads to lower transportation costs due to the resulting long term
character of truck leasing contracts. Due to the complexity of the problem,
the authors present a solution method that consists of three stages. First,
the routes and delivery times are determined. Next, trucks are assigned to
routes. Finally, the workload at the distribution centers is balanced, which
may cause minor changes in the initially determined delivery times.
As was already stated, there is only one study (Coelho et al., 2012) that
combines VRP with lateral transshipments. Coelho et al. consider a finite
horizon problem with deterministic demand at the retailers. Besides de-
termining the routes and quantities to be shipped at the beginning of each
period, they also allow for direct deliveries from the distribution center to
a retailer or for transshipments between a pair of retailers. These deliveries
and transshipments are outsourced to a third-party logistics provider, and
are therefore not incorporated in the routes. The authors argue that lateral
transshipments may be beneficial when their model is used in a rolling time
horizon framework. In this case, a planning can be made based on demand
forecasts for the coming periods. Before the next period starts, demand is
observed and forecasts may change, which could lead to the need for lateral
transshipments. In the paper, a heuristic solution procedure is developed
for two different ordering policies.
1.4 Outline of this thesis
In this thesis, we take another step towards the integration of inventory
pooling and inventory routing models. As can be seen from the discussion
of both research areas in the preceding sections, numerous problem settings
could be considered. From the models that arise in inventory pooling on
the one hand and IRP on the other, it becomes clear that concessions need
to be made on ‘realistic’ modeling to diminish the computational burden.
This is illustrated for instance by the widespread assumption of determin-
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istic demand rates in existing IRP models. As was already stated, we will
focus on proactive lateral transshipments in this thesis. Although pooling is
a much broader concept than lateral transshipments, we will use both terms
as synonyms throughout the text.
As was already mentioned, Coelho et al. (2012) assume that pooling oc-
curs simultaneously with replenishments. However, since pooling at re-
order moments does not prevent stockouts during an order cycle, it seems
more natural to consider pooling between replenishments. Indeed, as pool-
ing is irrelevant in case of deterministic demand rates, we assume demand
to be stochastic. Furthermore, we assume that the shortest route along the
retailers is known and that this route is used for pooling stocks. Hence,
the fixed route serves as an input for determining the retailers’ order-up-
to levels, the moment of pooling and the amounts of stock to be pooled.
Although this may seem to be a serious restriction at first sight, it should
be noted that fixed routes are often used in practice, especially if multiple
items are pooled with a single visit to each retailer. This also becomes appar-
ent from the real life applications discussed by Kumar et al. (1995), Mercer
& Tao (1996), Enders (2003) and Gaur & Fisher (2004). Because the route
is fixed beforehand, we call the problem presented in this thesis the Routed
Inventory Pooling Problem.
A direct implication of the fixed route for redistribution and the fact that
we assume in Chapters 2 and 3 that all retailers are visited at the pooling
moment, is that there is no reason to hold back stock at the warehouse at the
beginning of the review period. Although the retailers are not necessarily
visited in the model that is presented in Chapter 4, the assumption that the
warehouse does not hold stock remains, also because we do not consider a
setting in which the holding cost at the warehouse is lower than at the retail-
ers. This allows us to focus solely on the influence of lateral transshipments
on the performance of the system.
In Chapter 2 we start with a single period model with two retailers that
face i.i.d. demand and minimize the sum of expected holding and backorder
costs over the retailers’ order-up-to levels and the moment of redistribution.
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Since the route is fixed, we do not consider routing (i.e. transshipment)
costs. Although this also holds for the inventory pooling and stock alloca-
tion literature, our problem setting is quite different, as specifying the route
for (re)distribution influences the order-up-to levels of the retailers and the
performance of the system. The purpose of Chapter 2 is to investigate how
the initial distribution of stock among the retailers and the best moment to
pool stocks are affected by the size and variability of demand and by the
size of inventory holding and backorder costs. Furthermore, we compare
the performance of our routed pooling policy to situations in which pooling
is not allowed (no pooling) or in which there are no restrictions on the route
for redistribution (complete pooling).
In Chapter 3, we extend the model of Chapter 2 by a third retailer and
drop the assumption of identical retailers. Again, we compare the outcome
of the routed pooling policy to the no pooling and complete pooling policies.
In particular, we investigate the relationship between the size of a retailer,
its variability of demand and the position in the route.
In Chapter 4, we return to the instance with two identical retailers. How-
ever, in this chapter we allow for multiple lateral transshipments and we
incorporate both fixed and variable transshipment costs into the model.
It should be noted that each of the Chapters 2 - 4 corresponds to articles
that are submitted to international journals. Therefore, they can be read in
isolation. At the same time, this implies that the introductory sections of
Chapters 2 - 4 overlap to a certain extent. Chapter 5 concludes and gives




A considerable proportion of costs in supply chains consists of inventory
and transportation costs. For this reason, both inventory control and rout-
ing problems have extensively been studied in literature for over 50 years.
In the last decade, the combination of these two fields has also flourished
(Andersson et al., 2010). So far, the literature on Inventory Routing Problems
(IRP) has dealt with optimizing order frequency and transportation routes,
mostly in a setting with constant demand rates. To the best of our know-
ledge, there is only one paper (Coelho et al., 2012) in which inventory pooling,
i.e. the possibility to share inventory among stock points to prevent (poten-
tial) stockouts, is considered in combination with transportation. We will
take another step towards the integration of these two fields in this chapter.
Part of the motivation for writing this chapter was that we came across
a real-life case for a distributor of paint in the Netherlands. This distrib-
utor has one warehouse, and periodically supplies retail locations via a
fixed route. The distributor is able to observe actual stock levels at the
retailers and once between replenishments stock amongst the locations is
pooled. In other words, inventory is redistributed in order to compensate
for fluctuations in demand across different locations. However, the trans-
portation truck uses a predetermined (shortest) route past all locations. For
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this reason, it is only possible to transship paint from retailer A to B if the
truck visits A before B. Apart from the fixed route for redistribution, this
setting is very similar to the problem studied by Jo¨nsson & Silver (1987).
As was already indicated, we believe that the study by Coelho et al.
(2012) is the only one that combines inventory pooling and transportation
in what we call Inventory Pooling and Routing Problems (IPRP). Coelho et
al. (2012) consider an IRP model with finite horizon in which, in addition
to regular replenishments, lateral transshipments can take place between a
pair of stock points. Contrary to the replenishments, these lateral transship-
ments are outsourced to a third party logistics provider and thus do not
influence the routing decision faced by the supplier. We look into the in-
tegrated IPRP from another perspective. In an explorative study, we restrict
our attention to a system with two identical retailers and a single item. The
route is fixed from the outset (from retailer 1 to 2 and not the other way
around) and in this respect we focus more on the pooling than the routing
aspects of IPRP, hence the name Routed Inventory Pooling Problem. Although
the assumption of a fixed route may seem very restrictive, it is often used
in practice, especially if multiple items are pooled along the same route. We
consider a single period (order cycle) where starting stock levels need to be
determined (as well as the moment of pooling stocks). This can be inter-
preted as setting the order-up-to levels in an inventory system with a neg-
ligible lead time, and indeed is a building block for studying multi-period
problems as those decompose to single period problems under the assump-
tion of a negligible lead time. Demand for both retailers are assumed to
be normally distributed. We derive cost expressions for routed pooling, as
well as no pooling and complete pooling; in the latter policy retailers can be
visited in arbitrary order. No pooling and complete pooling serve as bench-
marks for routed pooling, since routed pooling is expected to perform worse
than complete pooling but better than no pooling. As the cost expressions
are complex, we perform a numerical investigation that provides insights
into the relative benefits of routed pooling and the best moment to pool.
The remainder of this chapter is organized as follows. In Section 2.2 we
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present a brief overview of related work. Section 2.3 contains the problem
formulation and models for the no pooling, complete pooling and routed
pooling policies, where the former two serve as a basis for the latter. In
Section 2.4 results of a numerical study are presented. The final section con-
cludes and gives suggestions for further research.
2.2 Related work
Pooling inventory across different stock points, which are typically retailers
and we will use this term in what remains, is a well-known and much ap-
plied inventory management concept. It allows considerable reductions in
overall stock levels whilst maintaining high service levels. Many authors,
including Gross (1963), Das (1975), Karmarkar & Patel (1977) and Tagaras &
Vlachos (2002), have analyzed the benefits of pooling. These studies assume
that pooling takes place at one or more predetermined moments in an order
cycle, although some have studied more dynamic policies. See Paterson et
al. (2011) for more details.
Pooling at predetermined moments in time is generally referred to as
pro-active pooling. This concept bears some similarities to that of reactive
pooling or reactive lateral transshipments (LT). These reactive transshipments
are also used to redistribute stock amongst retailers. However, different
from pro-active pooling, reactive LT react to shortages, take place between
only two retailers, and many can occur during a single order cycle. See
Paterson et al. (2011) for a more detailed discussion of the differences and
literature review of both pro-active and reactive pooling.
A study on reactive LT that is of particular interest for our study is that
of Axsa¨ter (2003a). He considers unidirectional reactive LT, which can also
be interpreted as fixed route reactive LT. Axsa¨ter uses an approximate tech-
nique to find the optimal order-up-to levels and numerically compares the
benefits of unidirectional reactive LT to no LT. He finds that the approxim-
ation technique leads to cost reductions compared to situations without LT,
although the relative errors of the approximated solutions with respect to
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optimal solutions are not negligible. In a follow-up paper, Olsson (2010)
comes up with an improved approximation algorithm for the same prob-
lem. In this chapter we also explore the benefits of sharing stock amongst
retailers, but for pro-active pooling policies and based on an exact analysis.
2.3 Model
We consider a single period model with two identical retailers, numbered
1 and 2, that are (re)supplied up to Si, i = 1, 2, at the start of the period.
Demands Di are i.i.d. normally distributed with mean µ and variance σ2.
Moreover, demand for a retailer during a fraction β of the period is normally
distributed with mean βµ and variance βσ2. This is relevant as the ana-
lysis of pooling policies will separately consider demand before and after
pooling. It should be noted that the normal distribution allows for negative
demand. We circumvent this problem in our computational experiments
in Section 2.4 by selecting parameters such that negative realizations of de-
mand become highly improbable.
Our main focus is on the routed pooling policy, which pools the stock
after a fraction α of the period. At ‘time’ α, inventory can be transported
from retailer 1 to retailer 2 but not the other way around (since the route
is fixed). Obviously, reversing the depot-1-2-depot route of a truck would
not increase transportation distance. However, in many practical situations
multiple items may have to be pooled on the same route, in which case the
direction cannot be determined at the single item level.
Besides routed pooling, we also consider the no pooling and the com-
plete (either way) pooling policies. These serve as benchmarks for testing
the performance of the routed pooling policy. For all three types of policies,
we will derive an expression for the total cost, including a backorder cost b
for each demand that is not directly satisfied and a holding cost h for each
item that remains unused at the end of the period. It should be noted that
we assume that backorders are satisfied whenever possible. This implies
that stocks which are pooled at time α may be used to satisfy backorders that
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occurred before that time. The different pooling policies will be considered
next in three separate subsections. In these subsections, we will make use of
the notation in Table 2.1.
2.3.1 No pooling
Without pooling, the problem decomposes into two identical single period
newsvendor problems. Using standard results (see e.g. Axsa¨ter, 2006) we







h E(Si − Di)+ + b E(Si − Di)−
]
,
and find that the optimal order-up-to level for each retailer is













Here, we use the loss function G(x) = ϕ(x)− x(1− Φ(x)), where ϕ(x) is
the probability density function of the standard normal distribution.
2.3.2 Complete pooling
In the complete pooling problem, there are two stages. In the first stage, the
retailers decide on the order-up-to level Si. In the second stage, the demand
for each retailer until time α is observed. Let this demand be denoted by Di,α.
Let the residual stock after the first stage be denoted by Ri = Si−Di,α. After
observing the residual stock levels, a decision is made on how to redistribute
the stock over the two retailers. In our analysis, we will first assume that
α < 1, i.e. that there are indeed two stages. However, afterward we will
also discuss the extreme case that α = 1.
Let the stock levels after transshipments be denoted by Sˆi. Let the de-
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Table 2.1. Notation which is used in Section 2.3.
General notation for all models
h holding cost for each item that remains unused at the end
of the period
b backorder cost for each demand that cannot be satisfied
immediately
Di demand at retailer i during one period
µ mean demand at a retailer during one period
σ2 variance of demand at a retailer during one period
Si order-up-to level of retailer i
ϕ(·) probability density function of standard normal distribution
Φ(·) cumulative distribution function of standard normal distribution
G(·) loss function, G(x) = ϕ(x)− x(1−Φ(x))
Notation in case of pooling
α moment in time at which stock is redistributed
Di,α demand at retailer i during stage 1, from the beginning of the
period till time α
Di,1−α demand at retailer i during stage 2, from time α till the end
of the period
Ri residual stock at retailer i at time α, just before redistribution
Sˆi stock level of retailer i at time α, right after redistribution
fX(·) probability density function of random variable X,
X = Sˆ, Sˆ1, Sˆ2,R1,R2
FX(·) cumulative distribution function of random variable X,
X = Sˆ1, Sˆ2,R1,R2
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Strictly speaking, we should use the realized demand di,α instead of the ran-
dom variable Di,α in the constraint above. However, to avoid extra notation
we use the same notation for random variables and their realizations in the
remainder of the chapter.
Since the retailers are identical and their separate cost functions for the
second stage are obviously convex, the best solution is to divide the total
residual stock equally. So, both retailers have stock level Sˆ = ∑2i=1(Si −
Di,α)/2 after pooling. In the remainder of this subsection, we will therefore
use Sˆ instead of Sˆ1 and Sˆ2. The corresponding stage 2 cost is similar to (2.1),
but with modified mean (1− α)µ and variance (1− α)σ2.
The expected number of backorders for the first stage (just before pool-




[ E(Si − Di,α)−].
Here, it is important to note that some of these backorders may still ex-
ist after pooling and in that case also at the end of the period. Costs for
these backorders have already been included above as second stage costs,
and should therefore not be included again. The expected number of such
backorders is 2 E(Sˆ)−. Under the assumption that backorders are satisfied
























Note from (2.2) that all expectations are ‘standard’ underage/overage
expressions for normally distributed demand, though with different means
and variances. Indeed, we easily get Sˆ ∼ N
(
∑2i=1 Si






Therefore, given S1 and S2, we can rewrite (2.2) in terms of standard
























h(x− (1− α)µ) + (h + b)σ√1− α G






This cost expression is too complex to derive closed-form solutions for
the optimal order-up-to levels and pooling time. However, we will determ-
ine those numerically for a number of cases in Section 2.4.
Finally, we consider the ‘extreme’ policy α = 1, i.e. pooling at the end
of the period. Although this is unlikely to be the optimal policy as it does
not avoid any backorders, it does offer the maximum benefit in holding cost
reduction and as such is insightful. The α = 1 case has only a single stage













Again, we will first assume that α < 1 and then discuss the extreme case that
α = 1. Let Ri = Si − Di,α denote the residual stock before transshipment.
If R1 ≥ R2, we redistribute stock such that Sˆ1 = Sˆ2 = R¯, with R¯ the mean
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residual stock. When R1 < R2 there is no transshipment, since this would


































The respective cumulative distribution functions (cdf) are









from which the corresponding probability density functions (pdf) can be
determined (numerically) by differentiation.
Using R1 ∼ N
(
S1 − αµ, ασ2
)
and R2 ∼ N
(
S2 − αµ, ασ2
)
and the same






















h(x− (1− α)µ) + (h + b)σ√1− α G








Finally, for the case that α = 1, we find (also similar to complete pooling)

















We normalize mean demand at µ = 50 and the holding cost at h = 1, and
consider each combination of the following parameter values:
• σ ∈ {5, 10, 15};
• b ∈ {2, 5, 10};
• α ∈ {0, 0.05, 0.1, . . . , 1}.
For each instance, we find the best policy of all three types (no pooling,
routed pooling and complete pooling) by optimizing over the starting stock
levels S1 and S2 (where α is obviously not relevant for the no pooling policy).
All calculations are done in MathWorks Matlab R2010a. Our main focus in
describing the results will be on the differences between routed and com-
plete pooling.
In Figures 2.1 - 2.4, representative results for a selection of instances are
presented. In each of the graphs, either the results for constant backorder
cost b = 2 and various demand functions are depicted (the upper graphs),
or the results for various backorder costs and constant demand function
N (50, 100) (the lower graphs).
Consider Figure 2.1, in which the optimal stock level for a retailer in
the complete pooling case is presented. Naturally, the stock levels at the
retailers increase both with the standard deviation σ (the upper picture) as
with backorder cost b (the lower picture). The effect of the pooling time α on
stock levels and cost is that they first decrease, then increase, and in some
cases decrease again when α gets close to one. The final ‘dip’ is unexpected
and will be explained below, but first we explain the other, more intuitive
results.
If we redistribute stock early in the review period, we only benefit par-
tially from redistribution; on the one hand, there is only a very small prob-
ability that demand at one of the retailers is extremely low or high during
the first stage. Hence, there is little to compensate for. On the other hand,
demand for the second stage is still quite uncertain due to the length of the
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second stage. So we are only a little better off compared to the no pool-
ing case. It is thus better to wait for redistribution till one of the retailers
is almost out of stock. The later we redistribute, the better we are able to
compensate for imbalances. However, if we wait too long, the probability of
a stockout becomes too large and stock levels start to increase with α. This
happens earlier if the variability of demand is larger.
Now we discuss the unexpected dip in order-up-to levels for some cases
when α is almost one. This is caused by the assumption in our model that
existing backorders are satisfied whenever possible, thus at the moment of
pooling stocks. It should be noted that this is a standard assumption for
backorder models in the inventory control literature, also if there is a fixed
cost per backorder. In fact, with such a cost setting it is often ‘better’ not to
satisfy existing backorders during an order cycle as the fixed penalty cost
has already been incurred. Instead, the item under consideration could be
used to prevent another backorder during the remainder of the period. Ob-
viously, such a strategy is often not acceptable in practice and hence a first
come first served (FCFS) strategy is typically assumed for satisfying de-
mands, including backordered demands. For the inventory system that we
consider, satisfying backorders by pooling just before the period ends also
‘suffers’ from this (theoretical) disadvantage. At the same time, redistribut-
ing stock may prevent backorders in what is left of the period. However, as
we get closer to the end of the period, the latter effect diminishes. This is
particularly so if the backorder cost is small compared to the holding cost,
as starting stock levels will be lower in such situations, leaving fewer items
(if any) to redistribute after satisfying existing backorders. Hence, in these
cases redistribution is used most of the time to satisfy backorders instead of
balancing stock levels, giving an incentive to decrease order-up-to levels.
Now consider the graphs in Figure 2.2. Here, the optimal stock levels
of both retailers in the routed pooling model are presented. As the routed
pooling model is not symmetric, retailers have different optimal stock levels
for α > 0. If α = 0, we are in the no pooling case and retailers have the same










































































































































































Figure 2.1. Optimal order-up-to level as a function of α for complete pooling.
In the upper figure, the backorder cost is fixed (b = 2), whereas the
demand distribution is fixed in the lower figure (N (50, 100)).


















































































N(50,25) retailer 1 N(50,100) retailer 1 N(50,225) retailer 1




















































































b=2 retailer 1 b=5 retailer 1 b=10 retailer 1
b=2 retailer 2 b=5 retailer 2 b=10 retailer 2
Figure 2.2. Optimal order-up-to level as a function of α for routed pooling.
In the upper figure, the backorder cost is fixed (b = 2), whereas the



















































































CP vs. RP, b=2
N(50,25) Routed P. N(50,25) Complete P.
N(50,100) Routed P. N(50,100) Complete P.
















































































CP vs. RP, N(50,100)
b=2 Routed P. b=2 Complete P.
b=5 Routed P. b=5 Complete P.
b=10 Routed P. b=10 Complete P.
Figure 2.3. Optimal level of safety stock as a function of α for both com-
plete and routed pooling. In the upper figure, the backorder cost is fixed
(b = 2), whereas the demand distribution is fixed in the lower figure
(N (50, 100)).












































































CP vs. RP, b=2
N(50,25) Routed P. N(50,25) Complete P.
N(50,100) Routed P. N(50,100) Complete P.











































































CP vs. RP, N(50,100)
b=2 Routed P. b=2 Complete P.
b=5 Routed P. b=5 Complete P.
b=10 Routed P. b=10 Complete P.
Figure 2.4. Optimal cost as a function of α for both complete and routed
pooling. In the upper figure, the backorder cost is fixed (b = 2), whereas
the demand distribution is fixed in the lower figure (N (50, 100)).
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1 than at retailer 2. The reason is clear: when we redistribute, we can move
stock from retailer 1 to 2 but not the other way around. It is therefore crucial
to place sufficient stock at retailer 2 such that the risk of stockout in the first
stage is not too large, while the probability that retailer 1 will have less stock
than retailer 2 at the moment of redistribution remains small. If α grows,
the initial stock imbalance first grows until the risk of stockout at retailer 2
becomes too large. From that point, the imbalance declines. If α = 1, stock
levels at the retailers are almost equal. Only if the backorder cost is low (i.e.
b = 2), there remains a considerable gap between the initial stock levels. The
explanation is that even if α = 1, pooling can still be used to avoid holding
cost. If the holding cost rate is relatively large, it may therefore still be better
to start with a higher stock level at retailer 1, as his left-over stock can be
used to satisfy backorders at retailer 2 when pooling.
As stock levels differ among retailers when the route is fixed, we look
into total amounts of safety stock in order to compare total inventory in case
of complete pooling to routed pooling. Note that safety stock of retailer i is
defined as the difference between the order-up-to level Si and mean demand
µ; it is the amount of stock that is kept to reduce the risk of stockouts due to
fluctuations in demand. The graphs in Figure 2.3 show that safety stock at
the system level for routed pooling is affected in the same way by backorder
costs and variability of demand as in the complete pooling model. Indeed,
if we redistribute early, then complete pooling results in (almost) the same
level of safety stock as routed pooling, although we divide the stock dif-
ferently among retailers. Since stockouts are unlikely to occur early in the
period, we can achieve the same distribution of stock at the beginning of
stage two in both models. As α increases further, levels of safety stock for
the routed pooling model start to increase, while the levels in the complete
pooling model are still decreasing. Here, we see the negative effect of using
a fixed route for redistribution. As we can no longer compensate for high
demand at retailer 1 using stock of retailer 2, and as we store less stock at
retailer 2 than at retailer 1, we need slightly more safety stock in total.
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Finally, in Figure 2.4, we plot the optimal costs for both pooling models.
As was the case for the levels of safety stock, we can see that optimal costs
are the same for low values of α. As we need more safety stock in the routed
pooling case than in the complete pooling case for higher values of α, costs
are also slightly greater in the routed pooling model for high values of α.
After discussing these representative cases, we next present some aver-
age figures over all considered instances. For ease of presentation, we omit
the term ‘average’ in what remains of this section. Figure 2.5 shows the op-
timal values of α and the corresponding minimum costs. It appears that the
effect of backorder costs and variability of demand on the optimal value of
α are the same in both models. If the backorder cost b is fixed and the stand-
ard deviation σ increases, then the optimal value of α decreases. The reason
is that stockouts becomes more likely at an earlier stage. If the standard de-
viation σ is constant and b increases, the optimal moment for redistribution
moves a bit to the end of the review period. This is caused by the fact that
levels of safety stock are higher for larger values of b. If we compare the fig-
ures, we see that redistribution occurs earlier in the routed pooling model
than in the complete pooling model; as the stock levels are not equally di-
vided among retailers in the routed pooling model, retailer 2 is more likely
to face a stockout at an earlier stage.
Now that we have seen the optimal moments of transshipments and cor-
responding optimal costs, we focus on a specific instance and compare the
routed pooling policy to the no pooling and complete pooling policies. We
zoom in on the instance with backorder cost b = 5 and standard deviation
σ = 10. The results are summarized in Table 2.2. From the table it becomes
clear that stock is evenly distributed among retailers in the no pooling and
complete pooling case at the moment of replenishment, whereas retailer 1
receives more than retailer 2 in the case of routed pooling. However, the
level of safety stock in case of routed pooling is 14.8 per cent lower than in
case of no pooling. If we allow for complete pooling, safety stock decreases
further to a 17.1 per cent drop compared to no pooling. The reductions in











































































































Figure 2.5. Optimal values of α and corresponding minimum costs for all
instances of the complete pooling and routed pooling model.
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Table 2.2. Results for the instance with backorder cost b = 5 and standard
deviation σ = 10 at the optimal moment of transshipment.
Optimal α S1 S2 Safety Stock Costs
No pooling 59.7 59.7 19.4 30.0
Routed pooling 0.70 65.1 51.4 16.5 24.9
Complete pooling 0.80 58.0 58.0 16.0 24.0
cent in case of complete pooling.
Figure 2.6 depicts the relative cost savings of routed pooling w.r.t. no
pooling for all instances at the optimal moment of redistribution. We see
that the cost reductions vary between 13 and 21 per cent. Variance has a
negative effect on cost reduction, while the level of backorder costs has a
small but positive effect. A natural question to ask is how much we lose
if we fix the route for redistribution in case of pooling. Therefore, we com-
pared cost savings of routed pooling (compared to no pooling) and complete
pooling (again compared to no pooling). The results are presented in Fig-
ure 2.7. Obviously, cost savings are higher for complete pooling. However,
a very encouraging find is that the cost savings of routed pooling are only
around ten to twenty per cent smaller than those for complete pooling. So,
by creating stock imbalances at the start of the order cycle, most of the be-
nefits from complete pooling can be retained under routed pooling. This is
particularly so if the demand variance is not too high.
2.5 Conclusion
In this chapter we investigated the Routed Inventory Pooling Problem, a
special case of the Inventory Pooling and Routing Problem (IPRP) in which
transportation and inventory pooling are combined. The model in this chap-
ter serves as a starting point for more generalized models. We focused on
a single period setting with two retailers. The objective was to determine
the order-up-to levels, given the fact that it is allowed to redistribute stock
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Figure 2.7. The percentage of cost savings of complete pooling (w.r.t. no
pooling) that can be achieved by routed pooling.
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We derived exact expressions for the cost of routed pooling as well as
for the case with no pooling and complete pooling. By numerical evalu-
ation, we compared the routed pooling model to models without pooling
and with complete pooling. It appears that in case of routed pooling we
are able to achieve 80 to 90 per cent of the cost reduction that is realized
by complete pooling. In comparison with complete pooling, the distribu-
tion of stock over retailers changes considerably, but the aggregate safety
stock level is almost unchanged. This is a promising result and it certainly
seems worthwhile to explore generalizations of the Routed Inventory Pool-
ing Problem.
Opportunities for future research are numerous. First of all, one could
look into the case with more than two retailers. Secondly, one could invest-
igate the effect of non-identical retailers on safety stock levels and the way
stock is distributed among retailers. Note that retailers could differ from
one another in the distribution of demand they face and/or in the size of
backorder and holding costs. As is the case in this chapter, these approaches
focus mainly on pooling, whereas it would also be worthwhile to put more
emphasis on the routing aspect of the problem. For instance, it seems nat-
ural to include transshipment costs that depend on the amount of stock that
is redistributed. Especially, it would be interesting to investigate the effect
of transshipment costs on the distribution of stock over retailers. Situations
where the route for redistribution does not have to be predetermined (at
the multi-item level) may also be considered. Besides transshipment costs
and non-fixed routes, inclusion of truck capacities is another extension that
could be of practical relevance. Finally, it would be interesting to consider





During the past decades, both inventory control and routing problems have
received considerable amounts of attention in literature. As both invent-
ory and transportation significantly contribute to costs in supply chains, the
combination of inventory management and routing has gained popularity
in recent years (Andersson et al., 2010). The majority of these combined
Inventory Routing Problems focus on order frequency and transportation
routes and assume that demand rates are constant.
In reality, the assumption of constant demand rates holds very rarely.
In order to compensate for strong fluctuations in demand, companies often
redistribute inventory among stock points between replenishments by lat-
eral transshipments. This is a specific form of pooling. In Chapter 2, we
presented a model which enhances the integration of inventory routing and
pooling into Inventory Pooling and Routing Problems. We started with a
simple setting of two identical retailers that are periodically supplied by a
warehouse. At some point in time between replenishments, there is a pos-
sibility to redistribute stock among retailers, although this can only be done
via a fixed route. The choice for a fixed route is motivated by a real-life
case of a distributor of paint in the Netherlands. This distributor period-
ically supplies a number of retail locations. At a predetermined point in
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time between replenishments, the distributor visits all locations in fixed or-
der and balances stock levels. Since the routing decision is not taken at item
level, the distributor is able to redistribute stock levels of multiple products
with a single visit to each retailer. A direct consequence of the fixed route for
redistribution is that it affects the replenishment levels of the retailers. Be-
cause of the fixed route, the problem is called the Routed Inventory Pooling
Problem (RIPP).
In this chapter we will extend the model of Chapter 2 by introducing a
third retailer on the one hand and by relaxing the assumption of identical
retailers on the other hand. Hence, we consider a single period setting with
three retailers in which the optimal order-up-to levels and the best moment
of pooling stocks are determined. The route for redistribution is fixed from
the outset, which implies that stock may only be moved from retailer 1 to 2
and 3 and from retailer 2 to 3. We assume that the retailers face independ-
ently but not necessarily identically distributed demand. We do not only
derive cost distributions for the routed pooling policy, but also for the no
pooling and complete pooling policies since they serve as ideal benchmarks
for routed pooling. It should be noted that our single period model can
be interpreted as a setting with negligible lead time, and it could therefore
serve as a building block for multi-period problems.
In Chapter 2, we showed that stock is unevenly distributed among re-
tailers at the beginning of the period in order to increase the probability that
stock can be redistributed later on. By introducing a third retailer, we can in-
vestigate whether there are similar declines in stock values between retailers
1 and 2 and retailers 2 and 3. Furthermore, by dropping the assumption of
identical retailers we can look into the effect of a retailer’s size and position
in the route on expected total costs.
We believe that the paper of Coelho et al. (2012) and Chapter 2 are the
first studies that build a bridge between the fields of inventory pooling and
routing. Nevertheless, a large number of publications has appeared in each
of the separate areas. In this chapter, the route is assumed to be known
beforehand. Therefore, we restrict our attention to the pooling literature.
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For an overview of inventory routing we refer to Andersson et al. (2010).
In the field of inventory pooling, some early papers deal with redistri-
bution at the beginning of the period (Allen, 1958, 1961, 1962), or at reorder
moments (Gross, 1963; Karmarkar & Patel, 1977). These papers assume that
lead times are negligible. Also in the model by Coelho et al. (2012), the
first to combine inventory routing and pooling, the lateral transshipments
occur at replenishment moments. For positive lead times, Diks & De Kok
(1996) consider a setting in which redistribution occurs directly after replen-
ishment but before a new order is placed. Das (1975), Tagaras & Vlachos
(2002) and Jo¨nsson & Silver (1987) consider models in which redistribution
takes place at a predetermined moment in time during an order cycle. Fi-
nally, Agrawal et al. (2004) present a model in which the time of redistribu-
tion is variable and in which the decision on the moment of redistribution
is combined with the rebalancing decision itself. For a more comprehensive
overview of the lateral transshipment literature we refer to Paterson et al.
(2011).
Closely related to the routed pooling problem considered in this chapter
is the problem with unidirectional lateral transshipments (ULT) which is
studied by both Axsa¨ter (2003a) and Olsson (2010). While we consider a
system in which transshipments are proactive and tend to prevent shortages
from happening in the future, both Axsa¨ter and Olsson consider a setting in
which transshipments are reactive and are a response to an actual stock out
at one of the retailers. Axsa¨ter develops an approximation technique to find
the order-up-to levels and compares the outcome to the model without lat-
eral transshipments. He finds that ULT have cost benefits compared to the
case without lateral transshipments. Olsson finds an improved approxim-
ation algorithm for the same problem. Although ULT can be interpreted
as fixed route lateral transshipments, our approach differs from the papers
mentioned in that we consider proactive instead of reactive transshipments
and use exact analysis.
Kranenburg & Van Houtum (2009) consider a model with partial pooling.
In this problem, lateral transshipments are allowed only from a subset of
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warehouses. Axsa¨ter et al. (2013) consider a variant of this problem in which
this subset consists of one warehouse. It should be noted that routed pooling
can be seen as a specific form of partial pooling. However, we use the term
routed pooling to stress that redistribution occurs along a fixed route.
The chapter is organized as follows. In Section 3.2 we give a problem
definition and present the models for the no pooling, complete pooling and
routed pooling case. Recall that the no pooling and complete pooling mod-
els serve as benchmarks for the routed pooling model. In Section 3.3 we
solve the models for a number of instances and look into the distribution
of safety stock over retailers and the effect of the size of retailers and their
position in the route on total expected costs. The final section concludes and
gives directions for future research.
3.2 Model
We consider a single period model with three retailers, numbered 1, 2 and 3,
that are (re)supplied up to Si, i = 1, 2, 3, at the start of the period. The retail-
ers face independently but not necessarily identically normally distributed
demand Di with mean µi and variance σ2i . Although the normal distribu-
tion allows for negative demand, this may only cause problems for certain
parameter settings, which are excluded from the experiments in Section 3.3.
Somewhere during the period at time α, 0 ≤ α ≤ 1, the residual stock levels
Ri are observed and stock may be redistributed among retailers. We there-
fore consider two stages, one before and one after pooling. We assume that
first stage demand at retailer i is normally distributed with mean µi1 = αµi
and variance σ2i1 = ασ
2
i , while second stage demand is normally distributed
with mean µi2 = (1− α)µi and variance σ2i2 = (1− α)σ2i . We can only use the
fixed route 1 → 2 → 3 for redistribution, i.e. we can only move inventory
from retailer 1 to retailers 2 and/or 3 and from retailer 2 to retailer 3. This is
a valid assumption as often multiple items are pooled along the same route
in practice.
Although the retailers are non-identical in terms of demand, they share
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the same cost structure. A backorder cost b is incurred for each demand
that cannot be satisfied immediately and a holding cost h for each item that
remains unused at the end of the period. Backorders that occur during the
first stage are satisfied at time α by residual stock of other retailers if pos-
sible. Note that these assumptions of non-identical demand but identical
costs apply to the discussed real-life case and in general when retailers be-
long to the same company.
The main focus of this chapter is on the routed (inventory) pooling policy.
Nevertheless, we will first look into the no pooling and complete pooling poli-
cies. In the latter policy, pooling is allowed without any restrictions on the
order in which retailers are visited. The no pooling and complete pooling
policies serve as benchmark for testing the performance of the routed pool-
ing policy as complete pooling is more flexible than routed pooling whereas
no pooling does not allow for any flexibility. While the number of retailers
in the routed pooling case is restricted to three, we consider the general case
with any number of retailers N in case of no pooling and complete pooling.
In the remainder, we make use of the notation in Table 3.1.
3.2.1 No pooling
Without pooling, the problem decomposes into N identical single period
newsvendor problems. Using standard results (see e.g. Axsa¨ter, 2006) we







h E(Si − Di)+ + b E(Si − Di)−
]
,
and find that the optimal order-up-to level for retailer i is







Table 3.1. Notation which is used in Section 3.2.
General notation for all models
h holding cost for each item that remains unused at the end of the
period
b backorder cost for each demand that cannot be satisfied immediately
Di demand at retailer i during one period
µi mean demand at retailer i during one period
σ2i variance of demand at retailer i during one period
Si order-up-to level of retailer i
ϕ(·) probability density function of standard normal distribution
Φ(·) cumulative distribution function of standard normal distribution
G(·) loss function, G(x) = ϕ(x)− x(1−Φ(x))
E(X) expected value of random variable X
(a)+ max{a, 0}
(a)− max{−a, 0}
Notation in case of pooling
α moment in time at which stock is redistributed
µi1 mean demand of retailer i during stage 1, i.e. from the beginning
of the period till time α (µi1 = αµi)
µi2 mean demand of retailer i during stage 2, i.e. from time α till the
end of the period (µi2 = (1− α)µi)





σ2i2 variance of demand of retailer i during stage 2 (σ
2
i2 = (1− α)σ2i )
Di1 demand at retailer i during stage 1
Di2 demand at retailer i during stage 2
Ri residual stock at retailer i at time α, just before redistribution
Sˆi stock level of retailer i at time α, right after redistribution
fX(·) probability density function of random variable X, X = Sˆi, Ri
FX(·) cumulative distribution function of random variable X, X = Sˆi, Ri
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Here, we use the loss function G(x) = ϕ(x)− x(1− Φ(x)), where ϕ(x) is
the probability density function of the standard normal distribution.
3.2.2 Complete pooling
In the complete pooling problem, there are two stages. In the first stage,
which lasts till time α, the retailers decide upon their order-up-to levels Si.
At the end of stage 1, the demand for each retailer until α is observed. Let
this demand be given by Di1. Hence, the residual stock level at retailer i can
be denoted by Ri = Si − Di1. Strictly speaking, we should use ri and di1
to denote realizations of random variables Ri and Di1. However, to avoid
extra notation we will use the same notation for random variables and their
realizations in the remainder of the chapter. Given the residual stock levels,
a decision is made on how to redistribute stock among the retailers. Note
that if α = 0, we are in the no pooling case. We will first analyze the case
0 < α < 1 and afterwards we will discuss the extreme case α = 1.
Let the stock levels after transshipment be denoted by Sˆi and let the de-
mand for retailer i in stage 2 be given by Di2. The second stage cost function
for retailer i is given by
Ci2(Sˆi) = b E(Sˆi − Di2)− + h E(Sˆi − Di2)+, i = 1, . . . , N.
In terms of standard normal loss function expressions we have
Ci2(Sˆi) = h(Sˆi − µi2) + (h + b)σi2 G
( Sˆi − µi2
σi2
)
, i = 1, . . . , N. (3.3)
















This problem is identical to the allocation problem in a two-echelon distri-
bution system as discussed in Eppen & Schrage (1981) and Van Houtum
et al. (1996). As can be seen from these papers, the problem can easily be
solved using the Lagrangian multiplier method. The Lagrange function for
(3.4) is given by





h(Sˆj − µj2) + (h + b)σj2 G









G′(x) = −x φ(x)− [1−Φ(x)]− x[−φ(x)] = Φ(x)− 1,




= h + (h + b)σi2
(
Φ







= λ− b + (h + b)Φ
( Sˆi − µi2
σi2
)







(Sˆj − Rj) = 0. (3.6)
Hence, from (3.5) it follows that
Φ






, i = 1 . . . , N,
which in turn leads to




, i = 1, . . . , N.
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and the optimal stock level of retailer i right after redistribution is given by
Sˆ?i = µi2 + σi2
∑Nj=1(Rj − µj2)
∑Nj=1 σj2
, i = 1, . . . , N. (3.7)
Next we consider stage 1. The expected number of backorders during





It should be noted that (some of the) backorders that are incurred in the first
stage at retailer i, may remain after redistribution. In what remains, we will
refer to such backorders as ‘time α backorders’ and to all stage 1 backorders
before redistribution simply as stage 1 backorders. The expected number of






These should not be penalized again at the end of stage 2. Taking this into















Note that these are all standard underage/overage expressions, though
with different means and variances. As Ri = Si − Di1 ∼ N (Si − µi1, σ2i1), it


















Therefore, given S1, . . . , SN , we can rewrite (3.8) in terms of standard












x fSˆ?j (x) dx +∫ ∞
−∞
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Now we consider the extreme policy α = 1. As we only have one stage
in this case, this policy is unlikely to be optimal as it does not avoid any
backorders. However, it does offer the maximum benefit in holding cost
reduction and is as such insightful. Note that holding costs can be reduced
by using excess stock at retailer i to satisfy backorders at retailer k. Hence,












x fY(x) dx. (3.10)
Cost expressions (3.9) and (3.10) are too complex to derive closed-form
solutions for the optimal order-up-to levels and moment of pooling. How-
ever, they do allow us to determine the optimal order-up-to levels numer-
ically and we will do so for a number of cases in Section 3.3. Furthermore,
next we will derive some structural results on the effect on shifts in mean
demand. These results provide insights into the dependence of first and
second stage costs on mean demand rates. Therefore, they will be helpful in
explaining the effect of the ordering of different sized retailers in a route on
total costs.
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Shifts in mean demand
We will look into the consequences of a shift in retailer l’s mean demand
rate when the moment of redistribution α, 0 < α ≤ 1, and the level of safety
stock per retailer remain unchanged. The safety stock SSi at retailer i is
defined as the difference between order-up-to level Si and mean demand
µi. It is easy to see that for α = 1, there is no effect of a change in µl since
the distributions of remaining stock levels at the end of the period remain
unchanged. However, this does not hold for residual stock levels (just before
pooling) at time α < 1, as we will show in what follows. The intuition for
this result is that, besides the actual safety stock for the complete period,
fraction 1− α of the mean demand also serves as a safety stock until time α.
Therefore, if the mean demand increases, then the ‘total safety stock’ in stage
1 increases and hence the probability of a stockout in that stage decreases.
To formally prove this, we first introduce some notation.
Let the mean demand rates, standard deviations of demand and order-
up-to levels before the change of µl be given respectively by µi, σi and Si,
i = 1, . . . , N, and let redistribution occur at time α, 0 < α < 1. We use
the superscript n to denote all parameters and variables after the change.
Hence, we have µnl = µl + ∆ and S
n
l = Sl + ∆. Note that µ
n
k = µk and
Snk = Sk for all k 6= l, σni = σi for all i and αn = α.
Lemma 3.1. If the mean demand rate of retailer l increases (decreases) and the
safety stock levels remain the same, then the probability of a stockout at retailer l in
stage 1 decreases (increases).
Proof. From Snl − µnl = Sl − µl and 0 < α < 1 it follows that Snl − µnl1 >
Sl − µl1 if ∆ > 0 (Snl − µnl1 < Sl − µl1 if ∆ < 0). Hence, the amount of
safety stock with respect to first stage demand is greater (smaller) after the
change. Clearly, this results in a lower (higher) probability of a stockout in
stage 1.
Lemma 3.2. If the mean demand rate of retailer l changes by ∆ and the safety
stock levels remain the same, then the cdf of the stock level at retailer l right after
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redistribution is given by FSˆ?nl (x + (1− α)∆) = FSˆ?l (x) and of retailers k 6= l, by
FSˆ?nk (x) = FSˆ?k (x).
Proof. Recall that the safety stock levels do not change when µl changes.
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Since σni = σi for all i = 1, . . . , N, the desired result follows.
Theorem 3.1. If the mean demand rate of retailer l increases (decreases) and the
safety stock levels remain the same, then the expected first stage cost and the ex-
pected time α backorders at retailer l decrease (increase); expected first stage costs
and expected time α backorders at the other retailers as well as total expected second
stage costs remain the same.
Proof. We consider the case with a positive change ∆ > 0 in the mean de-
mand. The proof for ∆ < 0 is similar. From Lemma 3.1 we know that retailer
l has a smaller probability of a stockout in stage 1. Since we only have to pay
for backorders and not for excess stock at the end of this stage, it follows
that expected first stage costs of retailer l decrease because of the increase
in mean demand (note that for large order-up-to levels, the decrease may be
small). Clearly, expected first stage costs of the other retailers do not change.
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Now we look at the expected time α backorders and second stage costs




x fSˆ?nl (x)dx = −
∫ −(1−α)∆
−∞





Hence, the expected time α backorders of retailer l decrease. Furthermore, it
can easily be seen from x+(1− α)∆−µnl2 = x−µl2 and fSˆ?nl (x+(1− α)∆) =
fSˆ?l (x) that expected second stage costs of retailer l remain unchanged. From
FSˆ?k (x) = FSˆ?nk (x), k 6= l, we have that the expected time α backorders and
expected second stage costs of retailers k 6= l do not change either.
Theorem 3.1 shows that, besides safety stocks, mean demands affect the
first stage costs and thereby the optimal initial stock distribution. This is
insightful and will turn out to be very useful in Section 3.3 for explaining
the effects of changes in model parameters on the optimal solution.
3.2.3 Routed pooling
For the routed pooling case, we will restrict our attention to the case with
N = 3 retailers. Similar to the complete pooling case we will first analyze
the case 0 < α < 1 and then the case α = 1. The routed pooling problem
shows similarities to the allocation problem in a two-echelon distribution
system with imbalance as presented in Langenhoff & Zijm (1990), as in both
problems it might be impossible to balance the stock levels of the retail-
ers. However, the problems differ due to the fact that the routed pooling
problem allows for lateral transshipments, although these are sent along the
fixed route 1 → 2 → 3. Hence, we can only move stock from retailer 1 to
retailers 2 and/or 3 and from retailer 2 to retailer 3. The following lemma is





Lemma 3.3. If there is a positive transshipment from retailer 1 to 2 (2 to 3) in the
















Proof. By convexity of Ci2(Sˆi), i = 1, 2, 3, we must have C′12(Sˆ
?
1) ≥ C′22(Sˆ?2)
(C′22(Sˆ?2) ≥ C′32(Sˆ?3)) since otherwise we could obtain a better solution by











C′32(Sˆ?3)), we can obtain a better solution by transshipping more, again con-




















3 , we make
the following sidestep. Suppose we divide stock over all retailers, while
we do not take the route restrictions into account. From Section 3.2.2 we
know that after redistribution in the complete pooling case, the stock level
at retailer i is given by






(Rj − µj2), i = 1, 2, 3.












In the routed pooling case, stock could be redistributed among two instead
of three retailers, say k and l, k 6= l. Again, if retailers k and l can be visited
in arbitrary order the stock level at retailer k after redistribution is given by






Now, Sˆ?k ≤ x if and only if
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We now define for each S ⊆ {1, 2, 3} and i ∈ S






Function HSi (x) can be interpreted as follows: if we redistribute stock among
retailers j ∈ S that have total residual stock level ∑j∈S Rj = HSi (x), then re-
tailer i ends up with stock level Sˆ?i = x. This function is useful for deriving
the density functions of Sˆ?i , i = 1, 2, 3.
As we will show, the cdf of retailer 1 is given by













H{1,2,3}1 (x)− y− z
)
dz dy. (3.11)
In order to show that this holds, we distinguish four cases that contain all
possible combinations of residual stock levels Ri. For each case, we will
show that it either leads to Sˆ?1 ≤ x or Sˆ?1 > x.
1. R1 ≤ x;
2. R1 > x, R2 ≤ H{1,2}1 (x)− R1;
3. R1 > x, R2 > H
{1,2}
1 (x)− R1, R3 ≤ H{1,2,3}1 (x)− R1 − R2;
4. R1 > x, R2 > H
{1,2}
1 (x)− R1, R3 > H{1,2,3}1 (x)− R1 − R2.
Case 1. If R1 ≤ x, then Sˆ?1 ≤ x as we can only transship inventory to and
not from retailer 1. This explains the first term on the right-hand side (RHS)
of (3.11).
Case 2. Since R1 > x and R2 ≤ H{1,2}1 (x) − R1 stock is redistributed
among retailers 1 and 2 . From Lemma 3.3 it follows that less than x units
will be left at retailer 1, even if no items are transshipped to retailer 3. This
explains the second term on the RHS of (3.11).
Case 3. From R1 > x and R2 > H
{1,2}
1 (x)− R1 alone we cannot conclude
whether there is a positive transshipment from retailer 1 to 2 or not. How-
ever, from R1 + R2 + R3 ≤ H{1,2,3}1 (x) and Lemma 3.3 it follows that items
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will be transshipped from both retailers 1 (via 2) and 2 to 3. We thus get
Sˆ?1 ≤ x, which explains the final term on the RHS of (3.11).
Case 4. In this case we will end up with Sˆ?1 > x, even if stock is redistrib-
uted among all retailers.














H{1,2,3}2 (x)− y− z
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H{1,2,3}2 (x)− y− z
)
dz dy,
by distinguishing the following cases:
1. R2 ≤ x, R1 ≤ H{1,2}2 (x)− R2;
2. R2 ≤ x, R1 > H{1,2}2 (x)− R2, R3 ≤ H{1,2,3}2 (x)− R1 − R2;
3. R2 ≤ x, R1 > H{1,2}2 (x)− R2, R3 > H{1,2,3}2 (x)− R1 − R2;
4. R2 > x, R3 ≤ H{2,3}2 (x)− R2, R1 ≤ H{1,2,3}2 (x)− R2 − R3;
5. R2 > x, R3 ≤ H{2,3}2 (x)− R2, R1 > H{1,2,3}2 (x)− R2 − R3;
6. R2 > x, R3 > H
{2,3}
2 (x)− R2.
Case 1. Since R2 ≤ x, a transshipment from retailer 1 is needed to reach
stock level x, but this is not achieved as R1 ≤ H{1,2}2 (x)− R2. This explains
the first term on the RHS of (3.12).
Case 2. Different from Case 1, the combined stock at retailers 1 and 2
is now sufficient to achieve stock level x at retailer 2. However, as R3 ≤
H{1,2,3}2 (x) − R1 − R2, transshipments will take place to retailer 3 as well,
leaving less than x units at retailer 2. This explains the second term on the
RHS of (3.12).
Case 3. As for Case 2, stock is redistributed between all retailers. How-
ever, since R3 > H
{1,2,3}
2 (x)− R1 − R2, this implies Sˆ?2 > x.
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Case 4. Since R2 > x and R2 + R3 ≤ H{2,3}2 (x), we find that stock is
moved from retailer 2 to 3 and the combined stock is not enough to achieve
Sˆ?2 > x. Moreover, since R1 ≤ H{1,2,3}2 (x)− R2− R3, this is also not achieved
using transshipments from retailer 1. This explains the final term on the
RHS of (3.12).
Case 5. Similar to Case 4, we find that stock is redistributed among all
retailers, but since R1 > H
{1,2,3}
2 (x)− R2 − R3 this now implies Sˆ?2 > x.
Case 6. Even without transshipments from retailer 1, R3 > H
{2,3}
2 (x)−R2
implies that more than x items will be left at retailer 2 after transshipping to
retailer 3.
Finally, we consider the cdf of retailer 3. We will show that






H{1,2,3}3 (x)− y− z
)
dz dy. (3.13)
by considering the following cases:
1. R3 > x;
2. R3 ≤ x, R2 > H{2,3}3 (x)− R3;
3. R3 ≤ x, R2 ≤ H{2,3}3 (x)− R3, R1 ≤ H{1,2,3}3 (x)− R2 − R3;
4. R3 ≤ x, R2 ≤ H{2,3}3 (x)− R3, R1 > H{1,2,3}3 (x)− R2 − R3.
Case 1. If R3 > x it is impossible to obtain Sˆ?3 ≤ x as stock cannot be
transshipped from retailer 3 to another retailer.
Case 2. Since R2 > H
{2,3}
3 (x)− R3, the combined stock level at retailers 2
and 3 implies that Sˆ?3 > x.
Case 3. Now the combined stocks of retailers 2 and 3 are not sufficient
to achieve Sˆ?3 > x. Moreover, since R1 ≤ H{1,2,3}3 (x) − R2 − R3, this still
holds including transshipments from retailer 1. This leads to the only term
in (3.13).
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Case 4. This case is similar to Case 3, but now the transshipment from
retailer 1 to 3 implies that Sˆ?3 > x since R1 > H
{1,2,3}
3 (x)− R2 − R3.
From the cumulative density functions we can determine the corres-
ponding probability density function by (numerical) differentiation.
Using Ri ∼ N (Si − µi1, σ2i1), i = 1, 2, 3, and the same arguments as for
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Finally, we consider the case α = 1 in which we redistribute before the hold-
ing cost is incurred. In order to determine the optimal redistribution, we no
longer have to take demand in stage 2 into account. Instead, we try to avoid
holding costs. This can be achieved by using excess stock at one retailer to
satisfy existing backorders at another retailer. An optimal solution is there-
fore to strive to redistribute such that Sˆ1 = Sˆ2 = Sˆ3, as either backorders or
excess stocks remain, but not both. We remark that there may be other ways
to achieve this, but that is not relevant here as our sole purpose is to derive
the minimal cost, which will apply to any optimal solution. Using
HSi (x) = |S|x, S ⊆ {1, 2, 3}, i ∈ S ,
and following the same line of reasoning as for 0 < α < 1, the cdf’s of the
retailers are given by:

































































Shifts in mean demand
We consider the same change in retailer l’s mean demand as in Section 3.2.2.
Note that Lemma 3.1 also holds for routed pooling. We now present a
lemma and theorem which are analogous to Lemmas 3.2 and Theorem 3.1,
respectively.
Lemma 3.4. If the mean demand rate of retailer l changes by ∆ and the safety
stock levels remain the same, then the cdf of the stock level at retailer l right after
redistribution is given by FSˆ?nl (x + (1− α)∆) = FSˆ?l (x) and of retailers k 6= l, by
FSˆ?nk (x) = FSˆ?k (x).
Proof. Recall that the safety stock levels do not change when µl changes and
that Rl ∼ N (Sl − µl1, σ2l1). Since Snl = Sl + µnl − µl and the variance of
demand remains unchanged, it follows that
Rnl ∼ N (Snl − µnl1, σ2l1) = N (Sl − µl1 + µnl2 − µl2, σ2l1)
= N (Sl − µl1 + η, σ2l1),
where η = (1− α)∆ = µnl2 − µl2. It thus follows that FRnl (x + η) = FRl (x).
Using µnl2 = µl2 + η and denoting by H¯ the functions H after the change of
µl , we have for l, k ∈ S , l 6= k, that












= HSl (x) + η,
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and






= HSk (x) + η.
We can now easily show that FSˆ?nl (x + η) = FSˆ?l (x) and FSˆ?nk (x) = FSˆ?k (x),
k 6= l. We will do so for the cdf of Sˆ?n1 , first assuming that mean demand of
retailer 1 changes and subsequently that mean demand of retailers 2 and 3
change, respectively. The proofs for the cdf’s of Sˆ?n2 and Sˆ
?n
3 for changes in
mean demand µi, i = 1, 2, 3, are similar.
Suppose that mean demand of retailer 1 changes. The cdf of Sˆ?n1 is given
by
FSˆ?n1 (x + η) = FR
n
1
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H¯{1,2,3}1 (x + η)− y− z
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dz dy
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Now suppose that the mean demand of retailer 2 changes. For the stock
level of retailer 1 after redistribution we have
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fR1(y) fRn2 (z) FR3
(
H{1,2,3}1 (x) + η − y− z
)
dz dy


















Finally consider the case that mean demand of retailer 3 changes. The cdf of
Sˆ?n1 is then given by:

















































Theorem 3.2. If the mean demand rate of retailer l increases (decreases) by ∆ and
the safety stock levels remain the same, then only the expected first stage cost and
expected time α backorders at retailer l decrease (increase); expected first stage costs
and expected time α backorders at the other retailers as well as total expected second
stage costs remain the same.
Proof. See the proof of Theorem 3.1, in which Lemma 3.2 needs to be re-
placed by Lemma 3.4.
3.3 Computational experiments
We tested the no pooling, complete pooling and routing pooling policies for
several instances in MathWorks Matlab R2012a. The holding cost is normal-
ized at h = 1 and the backorder cost is set at b = 10. Each retailer faces
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independently normally distributed demand with mean µi ∈ {50, 75} and
standard deviation σi ∈ {10, 15}. The combinations of µi and σi that we con-
sidered are presented in Table 3.2. Each combination constitutes a series of
instances, as it is tested for all α ∈ {0, 0.10, 0.20, . . . , 0.50, 0.55, 0.60 . . . , 0.95, 1}.
The first series is the base case in which Di ∼ N (50, 100) for all i ∈ {1, 2, 3}.
In Series 2 - 8 mean demands vary while standard deviations are kept con-
stant. In Series 9 - 15 it is the other way around. In this way we are able
to isolate the effect of changes in mean demand rates and variability of de-
mand, respectively. It should be noted that we consider more values of α
during the second half of the period than during the first, as results from
Chapter 2 suggest that the optimal point of redistribution lies somewhere
during the second half of the period, and this will indeed turn out to hold
in our generalized setting as well. For each instance and each value of α, we
determine the optimal order-up-to level (and corresponding safety stocks)
for both the complete and routed pooling policy. Note that for α = 0 these
policies are equivalent to no pooling.
Before analyzing the (safety) stock levels of routed pooling, we first con-
sider the results for complete pooling, which will serve as a benchmark.
Also, rather than directly discussing all series, we first restrict our attention
to Series 1, 7 and 11 in Section 3.3.1. The comparative performance of these
cases is illustrative of a change in either mean demand or variation of de-
mand. In Section 3.3.2, we will discuss Series 1, 8 and 11 for the routed
pooling policy and compare the safety stock levels of these cases to the com-
plete pooling policy. Afterwards, in Section 3.3.3, we will develop further
insights from the other cases that consider changes in the mean or variation
of demand (compared to base Series 1) at different points in the route. In
fact, that will provide insights on how to best select a route in case of routed
pooling. Finally, in Section 3.3.4 we investigate how much of the pooling
benefits can be captured by using a fixed route for redistribution.
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Table 3.2. All tested combinations of µi and σi, i = 1, 2, 3.
Series µ1 µ2 µ3 σ1 σ2 σ3
1 50 50 50 10 10 10
2 75 50 50 10 10 10
3 50 75 50 10 10 10
4 50 50 75 10 10 10
5 75 75 50 10 10 10
6 75 50 75 10 10 10
7 50 75 75 10 10 10
8 75 75 75 10 10 10
9 50 50 50 15 10 10
10 50 50 50 10 15 10
11 50 50 50 10 10 15
12 50 50 50 15 15 10
13 50 50 50 15 10 15
14 50 50 50 10 15 15
15 50 50 50 15 15 15
3.3.1 Complete pooling: a change in the mean or variation of de-
mand
In Figure 3.1, optimal safety stock levels SSi = Si − µi are presented for the
complete pooling policy for Series 1, 7 and 11. First, we discuss Series 1 in
which retailers i are identical and face demand Di ∼ N (50, 100). Since the
retailers are identical, they have the same order-up-to levels. Note that the
safety stock is highest for either very small or very large values of α. For
small values of α, redistribution comes too early to provide a substantial
pooling benefit. If we redistribute very late, then high separate safety stock
levels are still needed to cover demand until the time of redistribution. It
appears that the optimal value for α is around 0.75. This will be similar for
other series and also confirms findings in Chapter 2.
Next consider Series 7 in Figure 3.1 and recall that, compared to Series
1, this implies an increase in mean demand for retailers 2 and 3. It appears






















Series 1 - Retailers 1, 2 and 3 Series 11 - Retailers 1 and 2
Series 7 - Retailer 1 Series 11 - Retailer 3
Series 7 - Retailers 2 and 3
Figure 3.1. Optimal safety stock levels in case of complete pooling.
Series 1: µ = (50, 50, 50) and σ = (10, 10, 10);
Series 7: µ = (50, 75, 75) and σ = (10, 10, 10);
Series 11: µ = (50, 50, 50) and σ = (10, 10, 15).
the safety stock levels is small. However, for larger values of α, safety stock
is ‘moved’ from retailers 2 and 3 to retailer 1. This can be explained using
Lemma 3.1. This lemma implies that for unchanged safety stock levels (from
Series 1), the probability of a stockout at retailers 2 and 3 would decrease
during stage 1. Hence, safety stock is moved to retailer 1 to obtain a new
optimal balance. By looking at the exact figures, it also appears that this does
indeed provide a benefit in the form of a reduced total (over all retailers)
safety stock level. As expected, the imbalance and implied benefit diminish
as α approaches one, since redistribution then happens ‘too late’.
Finally, we consider Series 11. Here, the standard deviation of demand
of retailer 3 is 15 instead of 10 while mean demand is 50 at all retailers. First
of all, we see that due to the greater variability of demand at retailer 3, its
safety stock level SS3 is greater than SS1 and SS2. For α ≤ 0.5, the differences
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remain small as stockouts at a very early stage are unlikely. If α > 0.5 there is
a decline in the safety stock levels of retailers 1 and 2, whereas SS3 increases.
Here, retailer 3 ‘benefits’ from the smaller variance of demand of the other
retailers in the same way as retailer 1 benefited from the greater demand
rates of the other retailers in Series 7; we accept a higher risk of stockout
at retailers 1 and 2 in stage 1 such that the risk of a stockout at retailer 3 is
mitigated. Again, if α approaches one, this effect diminishes.
3.3.2 Routed pooling: a change in the mean or variation of de-
mand
Now we consider the routed pooling policy. In Figure 3.2, the optimal order-
up-to levels Si are presented for Series 1, 7 and 11. Observe first of all for
Series 1 (the upper graph) that, in contrast to complete pooling, the optimal
order-up-to levels differ among retailers, although they face identically dis-
tributed demand. This is a consequence of the fixed route that is used for
redistribution. The probability of large demand imbalances up to time α in-
creases with α, providing an incentive to increase S1 at the expense of S2 and
S3, so that redistribution can be used to rebalance. However, as α increases,
the probability of a stockout up to time α also increases, providing an in-
centive to limit the difference in initial stock levels. The combined effect of
these two incentives is that S1, relative to S2 and S3, first increases and then
decreases in α. The same arguments apply to the relative initial stock val-
ues of retailers 2 and 3, and so this difference also first increases and then
decreases in α.
Although most stock is put at retailer 1 and least at retailer 3 in Series 1,
this result does not hold in general for non-identical retailers. In the middle
graph the optimal order up-to-levels are given for Series 7, in which µ1 = 50
and µ2 = µ3 = 75 while σi = 10 for all i. For small values of α, retailer 1
still has the greatest order-up-to level despite the fact that it faces the lowest
expected demand. For α > 0.7 however, retailer 1 receives less stock than
retailer 2 and for α > 0.75 it also gets less than retailer 3. A similar observa-










































































Figure 3.2. Optimal order-up-to levels in case of routed pooling.
Series 1: µ = (50, 50, 50) and σ = (10, 10, 10);
Series 7: µ = (50, 75, 75) and σ = (10, 10, 10);
Series 11: µ = (50, 50, 50) and σ = (10, 10, 15).
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while σ1 = σ2 = 10 and σ3 = 15. In this case, we see that S2 < S3 for α ≥ 0.3
due to the greater variability of demand at retailer 3.
In order to compare the performance of routed pooling to complete pool-
ing, we look into the size of total safety stock TSS = ∑3i=1(Si − µi) and
the total cost. In Figure 3.3 both TSS and expected total costs of the com-
plete and routed pooling policies are given for Series 1, 7 and 11. Both
policies have almost the same TSS and expected total costs for small val-
ues of α; as demand in the first stage is relatively small, the restrictions of
a fixed route are mitigated as explained above. However, if α becomes lar-
ger, this increases the stockout probability until time α further down the
route and so we see that more safety stock is needed in the routed pooling
cases. Total expected costs increase in comparison with complete pooling as
a consequence, although the cost increase is rather small, an issue to which
we will return in Section 3.3.4. As can be seen from Figure 3.3, distribut-
ing stock unevenly among retailers affects the best moment of pooling as
well. In case of routed pooling, we ideally redistribute somewhat earlier
than in case of complete pooling. Note that this confirms the results for two
identical retailers in Chapter 2.
3.3.3 Routed pooling: order of retailers in a route
In order to investigate the effect of non-identical retailers on the perform-
ance of routed pooling, we restrict our attention to the optimal moment of
redistribution. In Table 3.3, the optimal solutions at the best moment of re-
distribution are presented for all series. Recall that Series 1 is our base case.
In Series 2 - 8, mean demand rates are varied while the variability of demand
is kept constant and vice versa in Series 9 - 15.
Recall from Theorem 3.2 and the discussion in Section 3.2.2 that an in-
crease in mean demand for a retailer creates additional safety stock for that
retailer up to the time of redistribution, leading also to a reduced cost. Re-
call also from Section 3.3.1 that for complete pooling this leads to a shift
in safety stock from the retailer in question to the other retailers in order to

























































































Figure 3.3. Optimal total safety stock levels and corresponding expected
total costs for both routed and complete pooling.
Series 1: µ = (50, 50, 50) and σ = (10, 10, 10);
Series 7: µ = (50, 75, 75) and σ = (10, 10, 10);
Series 11: µ = (50, 50, 50) and σ = (10, 10, 15).
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Table 3.3. Routed pooling: optimal solutions at best moment of redistribu-
tion for each Series.
Series µ1 µ2 µ3 σ1 σ2 σ3 α SS1 SS2 SS3 SST Costs
1 50 50 50 10 10 10 0.75 19.6 7.2 3.9 30.8 40.7
2 75 50 50 10 10 10 0.75 19.6 7.2 3.9 30.8 40.7
3 50 75 50 10 10 10 0.75 22.0 4.0 4.3 30.3 40.2
4 50 50 75 10 10 10 0.75 20.9 8.6 0.1 29.5 39.3
5 75 75 50 10 10 10 0.75 22.0 4.0 4.3 30.3 40.2
6 75 50 75 10 10 10 0.75 20.9 8.6 0.1 29.5 39.3
7 50 75 75 10 10 10 0.80 20.6 6.2 2.5 29.3 39.0
8 75 75 75 10 10 10 0.80 20.6 6.3 2.5 29.4 39.0
9 50 50 50 15 10 10 0.70 28.9 5.1 2.1 36.1 48.1
10 50 50 50 10 15 10 0.70 19.7 14.9 2.0 36.6 48.2
11 50 50 50 10 10 15 0.70 22.8 4.9 9.6 37.2 49.2
12 50 50 50 15 15 10 0.70 27.3 13.1 1.5 42.0 55.4
13 50 50 50 15 10 15 0.70 29.7 4.1 8.8 42.6 56.4
14 50 50 50 10 15 15 0.70 20.4 14.1 8.6 43.0 56.5
15 50 50 50 15 15 15 0.65 29.9 11.5 6.6 48.1 63.6
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of the shift depends on the position in the route of the retailer with increased
mean demand. Significant shifts away from retailer 1 are most cost optimal,
since this retailer cannot be restocked at the moment of pooling, if needed.
In fact, it appears from Table 3.3 that the effect of a 50 per cent increase in
µ1 on safety stock and costs is negligible. However, the same increase for
retailer 2 (Series 3) does have a significant effect. In particular, safety stock
moves from retailer 2 to retailer 1. There is also a small increase in the safety
stock of retailer 3; a large increase would not be cost effective due to the in-
ability to transship stocks from this retailer to where it might be needed. An
even bigger shift in safety stocks is observed for a 50 per cent increase in µ3
(Series 4), from retailer 3 to both other retailers. This also gives the largest
cost improvement.
In our comparison of Series 1 and 2 we already explained that an in-
crease of demand at retailer 1 does not lead to a (considerable) change in
the optimal solution. For the same reason, we see that optimal safety stock
levels in Series 3, 4 and 7 are approximately optimal for Series 5, 6 and 8,
respectively. We do observe a change in the time of redistribution, which
increases from 0.75 for Series 1 - 6 to 0.8 for Series 7 and 8. The fact that both
retailer 2 and 3 have more safety stock with respect to first stage demand
causes the optimal moment of redistribution to move towards the end of
the period, and also leads to lower expected costs for these series. In con-
clusion we can say that if retailers face different mean demand rates while
variances of demand are the same, then it is best to visit the retailers that
face highest demand latest.
Now we consider Series 9 - 15 in which variability of demand changes.
From Series 9 - 11 we see that in comparison with Series 1, the safety stock
level of the retailer that faces more variable demand increases considerably.
Obviously, this is caused by the increased probability of high demand at
these retailers. A second effect of the increased variability is that we need
to redistribute earlier in the period. As a result, we need less safety stock
at retailers 2 and 3 in comparison with Series 1, unless their standard de-
viation of demand is higher. For all series, total levels of safety stock and
Three non-identical retailers 69
total expected costs increase compared to the base case. Since we prefer to
store most safety stock at the beginning of the route and since an increase
in variability of demand leads to an increase of the level of safety stock, it
is best to visit the retailers with large variability of demand first. When de-
mand variation is increased for all retailers (Series 15), total expected costs
are greatest of all series and we redistribute earliest.
3.3.4 Cost effectiveness of routed pooling
Finally we investigate how much of the pooling benefits we lose if the route
for redistribution is fixed from the outset. We define the cost benefit of
routed pooling (complete pooling) as the difference in expected costs between
no pooling and routed pooling (complete pooling), and look at the relative
benefits of routed pooling compared to complete pooling. Results are depic-
ted in Figure 3.4. It appears that we can obtain between 80 and 90 per cent of
the pooling benefits when we use a fixed route for redistribution. Note that
these results are in line with those from Chapter 2. Increasing the number
of retailers from 2 to 3 therefore does not seem to influence the performance
of routed pooling.
3.4 Conclusion
We investigated the Routed Inventory Pooling Problem (RIPP) with three
non-identical retailers. In the RIPP, retailers can pool stock at a predeter-
mined point in time, under the restriction that stock can only be trans-
shipped along a fixed (shortest) route. We considered a single period setting
in which retailers face independently but not necessarily identically distrib-
uted demand. We derived cost expressions for the routed pooling policy
and performed experiments for a variety of instances. Results of routed
pooling were compared to benchmark instances without pooling and with
complete pooling. Because of the complexity of the problem we considered
a setting with three retailers. Increasing the number of retailers leads to very



























Percentage of (complete) pooling 
benefits captured by routed pooling
Figure 3.4. Percentage of pooling benefits captured by routed pooling for all
series. The reader is referred to Table 3.2 for a description of each series.
ing problems for larger networks therefore demands a different approach
than the one adopted in this chapter.
We obtained some valuable analytical and numerical insights on set-
ting safety stock levels and designing routes. In particular, it is beneficial
to design routes in such a way that they first visit those retailers with low
mean demand and high (relative) demand variation, and visit retailers with
large, stable demand towards the end of the route. This suggests that re-
tailers should be ordered according to a decreasing coefficient of variation
(σ2i /µi), which could be investigated in future research. Visiting small re-
tailers with high demand variation first allows most of the safety stocks to
initially be placed with the former type of retailers, where they are most
needed during the first part of the period, and from where they can still
be redistributed to other retailers if necessary. By doing so, we can obtain
around 90 per cent (for the considered instances) of the benefits that could
be obtained from complete pooling compared to no pooling. Furthermore,
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even for other route selections, the relative cost performance of routed pool-
ing still does not drop below 80 per cent. This is encouraging, since besides
demand size and stability, travel times and distances obviously also play a
role in selecting a route in practice. This also indicates one important direc-
tion for further research, which is to incorporate transportation costs that de-
pend on the number of items shipped or on the distance traveled. Another
fruitful avenue (for applications with a single item) is to look into models in
which the route for redistribution is not fixed beforehand. Finally, one could




The routed inventory pooling
problem with multiple lateral
transshipments
4.1 Introduction
During the last decade, Vendor Managed Inventory (VMI) has gained in
popularity due to technical advances in the design of Electronic Data In-
terchange systems. VMI concerns inventory systems in which an upstream
distributor, instead of its downstream customers, determines when to re-
plenish the customers and how much to ship. This is beneficial, since deliv-
eries to several retailers can be combined, which often leads to a decline in
transshipment costs and lower inventory levels in the supply chain. In ad-
dition to order-up-to levels and replenishment times, the retailer also needs
to determine routes along the retailers, i.e. in which order to visit the re-
tailers. For this reason, Inventory Routing Problems (IRP) have extensively
been studied in recent years (see Andersson et al., 2010, for a survey on
IRP). In this chapter, we consider a simple VMI setting with two retailers
while we allow for lateral transshipments. Hence, the distributor does not
only determine the order-up-to levels and routes, but additionally has the
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possibility to balance the retailers’ stock levels at multiple predetermined
moments during an order cycle.
The option to balance stock levels via lateral transshipments during an
order cycle, which is often referred to as inventory pooling, is widely stud-
ied in literature (see e.g. Paterson et al., 2011) but, with the exception of the
paper by Coelho et al. (2012), not in combination with transportation. In
Chapters 2 and 3, we considered inventory pooling models in which a fixed
(shortest) route among all retailers is used for redistribution. Since the route
is fixed from the outset, we named it the Routed Inventory Pooling Problem
(RIPP). The routing and pooling decisions are considered separately, motiv-
ated also by a real-life case of a distributor of paint in the Netherlands, which
indeed uses a fixed route across retailers to balance stock levels between re-
plenishments. Although fixed routes may theoretically lead to suboptimal
solutions in comparison with flexible routes, they are commonly used in
practice as often many products are pooled and delivered simultaneously.
In this chapter, we will generalize the setting in Chapter 2 by (i) allow-
ing for multiple lateral transshipments between regular deliveries and (ii)
including transshipment costs that consist of both a fixed and variable com-
ponent. Allowing for multiple transshipments is interesting, as in general
only one predetermined redistribution opportunity per period is considered
in the literature (Paterson et al., 2011). Considering (both fixed and variable)
costs for lateral transshipments greatly enhances the applicability for real-
life situations.
So, we consider a single period inventory system with two identical re-
tailers that are replenished at the beginning of the period. Replenishment
lead times are assumed to be negligible, and this setting can be considered
as a building block for multiple period settings. We assume that the de-
mand distributions at the retailers are known and that unmet demand is
backordered while holding costs are incurred for inventory stored at the re-
tailers. Lateral transshipments are allowed at several predetermined points
in time. At these moments, the stock levels of the retailers are observed
and the distributor determines whether or not to balance stock levels. For
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each transshipment, both a fixed cost and a variable cost (depending on the
number of items transshipped) are incurred. Furthermore, the distributor
determines the order-up-to levels of the retailers. Although we are mainly
interested in the routed pooling policy, i.e. in which stock can be moved
from retailer 1 to 2 and not the other way around, we also consider the no
pooling and complete pooling policies since they serve as ideal benchmarks.
Our main focus is on the influence of multiple transshipments and the in-
clusion of transshipment costs on the performance of (routed) pooling.
In Section 4.2 we will give a brief overview of related literature. In Sec-
tion 4.3, we will state the problem definition and present a Dynamic Pro-
gramming formulation. Section 4.4 contains an extensive numerical study
in which the performance of multiple lateral transshipments and the influ-
ence of transshipment costs on optimal order-up-to levels and total expected
costs are examined. Results are compared to the no pooling and complete
pooling policies. We conclude in Section 4.5 and provide directions for fur-
ther research.
4.2 Related work
Inventory pooling models have received considerable attention over the
years. Roughly speaking, they can be divided into two classes. The first
contains models with proactive lateral transshipments in which stock levels
are balanced at predetermined moments in time, while the second contains
models with reactive lateral transshipments in which stock movements only
occur in case of stockouts. In this chapter we consider proactive lateral
transshipments, and we will therefore focus on contributions to this partic-
ular research area in this section. For a broader overview of developments
in both proactive and reactive transshipment models we refer to Paterson et
al. (2011).
In the literature, different options for the timing of redistribution are con-
sidered. Some pioneering papers (Allen, 1958, 1961, 1962) deal with redis-
tribution at the beginning of a period. Early papers that deal with redistri-
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bution during the period, as we do in this study, are those by Gross (1963)
and Karmarkar & Patel (1977). Finally, Agrawal et al. (2004) takes a further
step by determining the moment of redistribution dynamically, based on the
actual demand observed. In these studies, order-up-to levels are assumed
to be known or not taken into consideration.
Many papers (for instance Tagaras & Vlachos, 2002; Jo¨nsson & Silver,
1987) as well as Chapters 2 and 3 of this thesis deal with the determin-
ation of order-up-to levels in combination with proactive transshipments.
Tagaras & Vlachos (2002) conclude that the performance of pooling is influ-
enced by the moment of redistribution, which in turn depends on the type
and variability of demand distributions. Jo¨nsson & Silver (1987) consider
redistribution towards the end of the order cycle since backorders are most
likely to occur at that stage. These results are confirmed by the studies in
Chapters 2 and 3. Moreover, we obtained similar results for routed pooling,
although transshipments ideally do occur somewhat earlier for routed than
for complete pooling.
4.3 Model
We consider a single period inventory system with two identical retailers,
numbered 1 and 2, that are (re)supplied up to Si, i = 1, 2, by a central ware-
house at the start of the period. The period is divided into M stages of equal
length. During each stage t, t = 1 . . . , M, the retailers face i.i.d. demand
Dit. We assume that Dit is discretely distributed for all i and that the density
functions are known. At the end of each stage t, holding costs ht are in-
curred for all on hand items at the retailers. If demand cannot be met, it is
backordered against cost b per item and delivered at the end of the period,
i.e. after stage M. Furthermore, at the end of each stage t = 1, 2, . . . , M− 1,
there is a opportunity to balance stock levels of the retailers by a transship-
ment from retailer 1 to 2. For each lateral transshipment, a fixed cost F and
variable costs T per item transshipped are incurred. The order-up-to levels
Si and the quantities to be transshipped at the end of the first M− 1 stages
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are determined by the distributor, who has complete information about the
retailers’ inventory levels and demand at any given point in time. We as-
sume that the distributor has ample supply and that transshipment times
are negligible, i.e. they take place overnight.
The main focus of this chapter is on the routed pooling policy, in which
stock can only be moved from retailer 1 to 2. However, we will also look into
the complete and no pooling policies, since they serve as maximal bench-
marks to investigate the performance of routed pooling. In the complete
pooling policy, lateral transshipments are allowed in either direction, i.e.
from retailer 1 to 2 and the other way around. Furthermore, we will com-
pare the performance of multiple lateral transshipments to a single trans-
shipment opportunity in a numerical study in Section 4.4.
In order to formally state the problem described above we will make
use of the notation in Table 4.1. As each transshipment considered is a lat-
eral transshipment, we will drop the term ‘lateral’ in the remainder of the
chapter. We first present the model for no pooling in Section 4.3.1. In Sec-
tion 4.3.2 the model for both the complete and routed pooling policy are
presented.
4.3.1 No pooling
If pooling stocks is not allowed, the problem simplifies to a standard news-
vendor problem (see for instance Axsa¨ter, 2003a). If we define Dcit = ∑
t
s=1 Dis,
i.e. the cumulative demand at retailer i during stages 1, . . . , t, then the ex-



















Table 4.1. Notation which is used in Section 4.3.
i, j retailer indices, i, j = 1, 2
M number of stages in a period
t stage index, t = 1, . . . , M
ht holding cost for each item that remains unused at the end
of stage t, t = 1, . . . , M
b backorder cost for each demand that cannot be satisfied
immediately
F fixed cost of transshipping x > 0 units
T unit transshipment cost
xt number of items transshipped from retailer 1 to 2 (xt ≥ 0)
or from 2 to 1 (xt < 0) at the end of stage t, t = 1, . . . , M− 1
Si order-up-to level of retailer i
Dit demand at retailer i during stage t
Dcit cumulative demand at retailer i during stages 1, . . . , t
Rit residual stock level at the end of stage t, t = 1, . . . , M,
just before redistribution
Sit stock level at beginning of stage t, t = 1, . . . , M, right
after redistribution
E(Y) expected value of random variable Y
fY(·) probability density function of random variable Y
FY(·) cumulative distribution function of random variable Y
(a)+ max{a, 0}
(a)− max{−a, 0}
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The objective is to determine the order-up-to levels Si that minimize total







We obtain the following result on the upper bound of the optimal value
of Si.
Lemma 4.1. In case of no pooling, the smallest value of Si that satisfies FDciM(Si) =
∑Siy=0 fDciM(y) ≥ bb+hM is an upper bound for the optimal order-up-to level of retailer
i.
Proof. The optimal order-up-to level S?i is the smallest value of Si for which























(y− S?i ) fDciM(y)
)
≥ 0






































Defining κ(t) = ∑M−1t=1 ∑
S?i
y=0 ht fDcit(y) and FDciM(Si) = ∑
Si
y=0 fDciM(y) we have
κ(t) + hMFDciM(S
?








Since κ(t) is non-negative and b and hM are strictly positive, it follows that
b−κ(t)
b+hM
≤ bb+hM . Therefore, the smallest value of Si that satisfies FDciM(Si) ≥
b
b+hM
must be an upper bound for the optimal order-up-to level of retailer
i.
Note that the upper bound condition in Lemma 4.1 is of the familiar
newsvendor type, but with the holding cost of the traditional newsvendor
optimality condition replaced by the holding cost hM of the final stage. The
partial intuition behind this result is that any item sold prevent a backorder
at cost b and does not incur the stocking cost hM in at least the final period,
which explains the term b + hM.
4.3.2 Complete and routed pooling
If multiple lateral transshipments are allowed, we split the period into M
stages. At the beginning of the first stage retailer i is replenished up to level
Si. At the end of stages 1, . . . , M − 1, there is a possibility to balance stock
levels; in case of routed pooling, the shipment can be sent from retailer 1
to 2 or vice versa. In case of complete pooling, stock can only be moved
from retailer 1 to 2. Irrespective of the direction of a shipment, fixed costs
F are incurred as well as variable costs T per item shipped. We first present
the complete pooling model. The routed pooling model is obtained after a
minor modification.
Complete pooling
Let Sit, t = 1, . . . , M, denote the stock level of retailer i at the beginning of
stage t. Note that Si1 = Si. Furthermore, let Rit = Sit − Dit, t = 1, . . . , M,
denote the residual stock level of retailer i at the end of stage t just before
redistribution. Note that we can only move stock from retailer i to j, i 6= j, at
the end of stage t, if Rit > 0. Finally, let xt denote the size of the transship-
ment from retailer 1 to 2 at the end of stage t, t = 1, . . . , M− 1 (a negative
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transshipment from 1 to 2 implies a transshipment of size −xt from retailer




















s.t. S1,t+1 = (S1t − D1t)+ − xt t = 1, . . . , M− 1, (4.2)
S2,t+1 = (S2t − D2t)+ + xt t = 1, . . . , M− 1, (4.3)
Sit ≥ 0 i = 1, 2, t = 1, . . . , M, (4.4)
xt ∈ Z t = 1, . . . , M− 1, (4.5)
where
1xt =
 1 if xt 6= 0,0 else.
The objective function (4.1) consists of the sum of expected holding,
backorder and transshipment costs. Constraints (4.2) ((4.3)) ensure that the
inventory level at the beginning of stage t + 1 at retailer 1 (retailer 2) equals
the residual stock level of stage t minus the amount that is transshipped to
retailer 2 (plus the amount transshipped from retailer 1). Constraints (4.4)
state that the inventory level at the start of each period is non-negative and
Constraints (4.5) that we can only transship an integer number of items.
Note that from Constraints (4.2) - (4.4) it directly follows that−(S2t−D2t)+ ≤
xt ≤ (S1t − D1t)+.
We will now present a Dynamic Programming formulation for solving
(4.1) - (4.5). Let Xt = {x | − (R2t)+ ≤ x ≤ (R1t)+, x ∈ Z} be the set of
feasible transshipments at the end of stage t. Let Ct(R1t, R2t), t = 1, . . . , M−
1, denote the expected cost at the end of stage t, just before transshipping
xt items, when the residual stock levels of retailers 1 and 2 are R1t and R2t,
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respectively. Hence,













(Rit)+ + (−1)ix− Di,t+1
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CM(R1M, R2M) = 0. (4.7)
Equation (4.6) states that we minimize expected future costs over transship-
ment quantities x ∈ Xt at the end of stage t, t = 1, . . . , M− 1. The expected
future costs at the end of the final stage M are zero (Equation (4.7)). Finally,
let C0(S1, S2) denote the expected cost at the beginning of the period when
we determine the optimal order-up-to levels Si. We have















In the routed pooling problem stock can only be transshipped from retailer
1 to 2 at the end of stages 1, . . . , M− 1. Hence, we have
xt ∈ N0 t = 1, . . . , M− 1. (4.9)
The routed pooling problem is equivalent to (4.1)-(4.4) and (4.9). The cor-
responding Dynamic Programming formulation is given by (4.6) - (4.8), in
which Xt = {x | 0 ≤ x ≤ (R1t)+, x ∈ Z}.
The Dynamic Programming formulation (4.6) - (4.8) can be solved nu-
merically using backward induction. We will do so for both complete and
routed pooling and a large number of instances in Section 4.4.
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4.4 Computational experiments
We implemented the Dynamic Programming formulations for complete and
routed pooling as well as the no pooling model in software package R 2.15.1
and solved it for a variety of instances. We set the number of stages M at
4 in order to limit the computation time, and we set the holding cost ht at
1 for all t and the backorder cost b at 50. We considered five different dis-
crete demand distributions for demand Dit at retailer i during stage t. These
are chosen such that we can investigate the effect of the size of both the
mean demand rate and variability of demand on optimal order-up-to levels,
cost benefits of pooling, pooling probabilities and average number of items
transshipped. The discrete uniform distribution on the interval [0, 8], with
mean demand of 4 units, serves as the base distribution for all stages. How-
ever, we also consider situations where the expected demand is reduced to
2 or increased to 8 for all stages. Furthermore, we consider situations with
mean demand of 4 units, as in the base distribution, but with lower respect-
ively higher variance of demand. All distributions are presented in Table
4.2. For each demand distribution, we considered the following combina-
tion of parameter values:
• F ∈ {0, 1, . . . , 20};
• T ∈ {0, 1, . . . , 50}.
We first consider the probability distributions with mean demand of 4
and low, medium and high variability of demand in Section 4.4.1 and solve
the Dynamic Program to find optimal order-up-to levels and corresponding
total expected costs. The optimal order-up-to levels are used to determine
the pooling probability, i.e. the probability that at least one unit is trans-
shipped, and the average number of items transshipped at the end of each
stage. We do so for a number of cost settings and for all pooling policies,
where the pooling probability and average number of items transshipped
are obviously irrelevant when pooling is not allowed. In Section 4.4.2 we
look into the effects of changes in mean demand. In Section 4.4.3 we invest-
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Table 4.3. Optimal order-up-to levels for the no pooling policy with mean





2 20 23 24
only once during the period at a predetermined moment in time, i.e. at the
end of stage 1, 2 or 3. Finally, in Section 4.4.4 we compare the performance
of routed pooling to complete pooling.
4.4.1 Effects of variability of demand
We start with the complete pooling policy and look into the instances with
fixed transshipment cost F = 0 and unit transshipment cost T ∈ {0, 1, . . . , 50}.
In the upper graph in Figure 4.1 optimal order-up-to levels are presented for
all demand settings with mean demand of 4 units. Clearly, optimal order-
up-to levels increase with demand variability and unit transshipment cost
T. Since pooling is allowed in both directions and demand is discrete, the
difference in optimal order-up-to levels between retailers is at most one. We
see similar patterns when T = 5 and F ∈ {0, 1, 2, . . . , 20} (the lower graph
in Figure 4.1). Note that in case of high demand variability, all order-up-to
levels are multiples of four, since stage demand is 0, 4 or 8 in this case. In
Table 4.3, optimal order-up-to levels for the no pooling policy are presen-
ted. As can be easily checked, these levels are the same as the order-up-
to levels for most complete pooling instances depicted in Figure 4.1. Only
when transportation is relatively cheap, these levels differ for some demand
distributions. This may seem peculiar, since pooling often lead to lower
stock values (see for instance Chapter 2). However, since demand is discrete
and the mean demand is rather small in the instances under consideration,
the effects of pooling on stock levels are limited. Indeed, in Section 4.4.2
we will show that pooling effects on total stock are greater if mean demand























Unit transshipment cost T
Complete pooling, fixed cost F=0
Retailer 1, Low Var. Retailer 2, Low Var.
Retailer 1, Med. Var. Retailer 2, Med. Var.























Fixed transshipment cost F
Complete pooling, unit cost T=5
Retailer 1 & 2, Low Var. Retailer 1, Med. Var.
Retailer 2, Med. Var. Retailer 1 & 2, High Var.
Figure 4.1. Optimal order-up-to levels in case of complete pooling for de-
mand distributions with mean stage demand µit = 4 and low, medium
and high variability of demand. In the upper figure, fixed transshipment
cost F = 0 and unit transshipment cost T ∈ {0, . . . , 50}. In the lower fig-
ure, T = 5 and F ∈ {0, . . . , 20}.
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Next, we consider the routed pooling policy for the same instances as de-
picted in Figure 4.1. The optimal order-up-to levels are depicted in Figures
4.2 and 4.3. In contrast to complete pooling, differences between retailers’
order-up-to levels are now greater than one in many cases. As stock can
only be moved from retailer 1 to 2, it is beneficial from the perspective of
inventory control to stock more items at retailer 1 than 2; in this way there
is a better chance that stock can be rebalanced at some stage(s) during the
period. However, this in turn leads to higher expected transshipments costs.
Hence, from a transportation point of view it is better to balance order-up-to
levels from the start. For those reasons, the initial imbalance is greatest when
transshipments are free of charge. As the transshipment costs increase, the
order-up-to levels converge to the no pooling stock levels in most of the de-
picted instances. Note that when T = 5, 11 ≤ F ≤ 20 and variability of
demand is low (see the lower graph in Figure 4.3) the total order-up-to level
is 41 and thus greater than total stock in the no pooling case (which is 40).
The fact that pooling leads to higher stock levels is explained by the flexible
use of those stocks, implying a greater benefit of having stock.
Although the total amount of stock does not change much in F and T,
total expected costs do change. In Figure 4.4, costs are presented for all
policies and for the same instances as considered in Figures 4.1 - 4.3. For
fixed F, the rise in expected total costs due to an increase in T is especially
apparent for low (initial) values of T. On the other hand, if we fix T and vary
F, the change in total expected costs appears to be limited. As we will show,
this is caused by the fact that often more than one unit is transshipped (see
Figures 4.7 and 4.8) which implies that a change in F has less impact than
a similar change in T. Before we look into the average number of items
transshipped, we first present results on the pooling probability, i.e. the
probability that stocks are pooled at the end of a stage, for a small selection
of instances.
In Figure 4.5, the pooling probabilities are presented for both complete
and routed pooling and for the same cost instances as in Figures 4.1 - 4.4.
















































































Figure 4.2. Optimal order-up-to levels in case of routed pooling for fixed
transshipment cost F = 0, unit transshipment cost T ∈ {0, . . . , 50} and
demand distributions with mean stage demand µit = 4 and high, me-
dium and low variability of demand.















































































Figure 4.3. Optimal order-up-to levels in case of routed pooling for unit
transshipment cost T = 5, fixed transshipment cost F ∈ {0, . . . , 20} and
demand distributions with mean stage demand µit = 4 and high, me-

















Fixed transshipment cost T
Complete, routed and no pooling, T=5
No Pooling, High Var No Pooling, Med Var. No Pooling, Low Var.
Routed P, High Var. Routed P, Med. Var. Routed P, Low Var.
















Unit transshipment cost T
Complete, routed and no pooling, F=0
No Pooling, High Var No Pooling, Med Var. No Pooling, Low Var.
Routed P, High Var. Routed P, Med. Var. Routed P, Low Var.
Complete P, High Var. Complete P, Med. Var. Complete P, Low Var.
Figure 4.4. Optimal expected total cost levels for all pooling policies with
mean stage demand µit = 4 and with low, medium and high variability
of demand. In the upper figure, fixed transshipment cost F = 0 and
unit transshipment cost T ∈ {0, . . . , 50}. In the lower figure, T = 5 and
F ∈ {0, . . . , 20}.
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of the period. At the end of the first stage, demand has been relatively low
(compared to the order-up-to levels) while uncertainty for demand during
the remaining periods is still quite high. Hence, there is no immediate risk
for a stockout during the second stage and it is better to wait and see how
demand evolves during stage 2, unless transportation is free of charge; in
that case, there are no limitations, except residual stock levels themselves,
to transship items. Towards the end of the period, the risk of a stockout
increases while uncertainty of demand during the remainder of the period
diminishes, for which reasons it becomes beneficial to redistribute.
In general, the pooling probability is non-increasing in both fixed trans-
shipment costs F and unit transshipment costs T. However, there are some
exceptions in which the pooling probability increases in T. For example, in
case of routed pooling, high variability of demand and fixed transshipment
cost F = 10 (see the upper graph in Figure 4.6), the pooling probability at
the end of stage 3 is increasing in T ∈ {0, 1, . . . , 4}. This can be explained
using the lower graph in Figure 4.6 in which the average numbers of items
pooled - under the restriction that at least one item is transshipped - are
depicted. One can easily see that for stage 2 this number is decreasing in
T ∈ {0, 1, . . . , 4}. As a direct consequence, the probability that residual stock
levels at the end of stage 3 are imbalanced increases, which leads to a higher
probability of distribution in that stage.
Comparing the pooling probabilities for complete pooling to those for
routed pooling, we see that for the instances depicted in the upper row of
Figure 4.5, the pooling probability for very small values of T (i.e. T ≤ 3) is
higher in case of routed pooling. This is caused by the imbalance in stock
levels at the beginning of the period if the route for redistribution is fixed. As
this initial imbalance decreases in T, the pooling probability also declines.
In fact, due to the restriction of using a fixed route, it appears that for lar-
ger values of T pooling occurs less often in case of routed pooling. When
optimal order-up-to levels are the same for both policies, pooling naturally
occurs twice as often when the retailers can be visited in arbitrary order.


















































































































































































































































































































































































































































Figure 4.6. Routed pooling with mean stage demand µit = 4, high vari-
ability of demand and fixed transshipment cost F = 10. In the upper
figure, pooling probabilities at the end of stages 1, 2 and 3 are depicted,
and in the lower figure the average number of items pooled under the



















































































Figure 4.7. Average number of items pooled, under the restriction that at
least one item is transshipped, in case of complete pooling with mean
stage demand µit = 4 and medium variability of demand.


















































































Figure 4.8. Average number of items pooled, under the restriction that at
least one item is transshipped, in case of routed pooling with mean stage
demand µit = 4 and medium variability of demand.
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least one item is transshipped. See Figures 4.7 and 4.8. First of all, we ob-
serve that there is a negative trend when unit transshipment cost T increases
and fixed transshipment cost F is constant, while this trend is positive when
T is constant and F increases. As more than one unit is transshipped in most
cases, an increase in F has less impact on average transshipment cost than
an equivalent increase in T. In fact, given that a transshipment takes place,
an increase in F gives an incentive to transship more items since this mitig-
ates the rise in average transshipment costs. This explains the positive trend
in the lower graphs of Figures 4.7 and 4.8. Now consider the instances in
Figures 4.7 and 4.8 in which F = 0. Here, average transshipment costs equal
T and are thus not effected by the number of items transshipped. For this
reason, the number of items transshipped decreases in T. When fixed costs
are positive, for example when F = 10, there is an interesting pattern. By
similar arguments as for the instances depicted in the lower graphs of Fig-
ures 4.7 and 4.8, it follows that a small increase in T gives an incentive to
transship more items such that the impact on average transshipment costs
is less severe; the decrease in an item’s share in fixed cost partly cancels
out the increase in the unit transshipment cost. However, this effect dimin-
ishes for large shifts in T, for which reason we see a decreasing trend in the
middle graphs of Figures 4.7 and 4.8. Finally, note that although the pooling
probability may be constant for specific ranges of F or T (see Figures 4.5 and
4.6), the pooling strategy in terms of number of items transshipped is not
the same for these ranges, as can be seen by comparing Figures 4.5 and 4.6
to Figures 4.7 and 4.8.
4.4.2 Shifts in mean demand
In this section we consider shifts in mean demand and their implications
on stock levels, the number of transshipments and the performance of both
routed and complete pooling compared to no pooling. In Section 4.4.1 we
noticed that the differences between total initial stock levels in the no pool-
ing and pooling cases are rather small. We will first show that these differ-
ences become larger if mean demand increases. In the upper graph of Fig-
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Figure 4.9. Difference in total order-up-to levels between the no pooling and
complete pooling policies, and between the no pooling and routed pool-
ing policies. Here, mean stage demand is either 2, 4 or 8, variability of
demand is medium, fixed transshipment cost F = 0 and unit transship-






































































Figure 4.10. Relative cost savings of complete pooling with respect to no
pooling for medium variability of demand.





































































Figure 4.11. Relative cost savings of routed pooling with respect to no pool-
ing for medium variability of demand.
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ure 4.9 the differences between total stock levels in case of no pooling and
complete pooling are given for demand distributions with different mean
values and F = 0. In the lower graph results are presented for the difference
between no pooling and routed pooling. Indeed, we see that the differences
increase with mean stage demand. Furthermore, we see that the differences
between complete pooling and no pooling are at least as large as for routed
pooling versus no pooling. These results suggest that the benefits of pooling
increase with mean demand. In order to check whether this is true we look
into the relative savings of both complete pooling and routed pooling with
respect to no pooling. Results are depicted in Figures 4.10 and 4.11. From
the graphs, it follows that larger savings in the total amount of stock do not
necessarily lead to greater savings in total expected costs. In fact, for the
instances with F = 0, savings are about the same for all demand intensities
under consideration. This must be caused by the fact that on average more
items are transshipped if mean demand is high (see the upper graph in Fig-
ure 4.12) which results in relatively high transportation costs. However, if
the fixed transshipment cost is positive (the middle graphs in Figures 4.10
and 4.11), relative savings do appear to be greater for large demand rates.
Also in this case more units are transshipped if demand rates are high (the
middle graph in Figure 4.12), but because of the fixed cost for transship-
ments this leads to lower average unit transshipment cost and thus to a cost
advantage compared to low demand rates. For T = 5 and varying F (the
lower graphs in Figures 4.10, 4.11 and 4.12) the same argument holds. Espe-
cially for high values of F, average unit transshipment costs are smaller for
large demand rates which results in greater cost savings.
4.4.3 Single pooling opportunity
We now compare the pooling policies with multiple transshipments to po-
licies in which transshipments are allowed once during the period at a pre-
determined moment in time. Since we have M = 4 stages, the single trans-
shipment opportunity is at the end of stage 1, 2 or 3. We focus on the base
probability distribution with mean µit = 4 and medium variability of de-























































Unit transshipment cost T








































Figure 4.12. Average number of items pooled at the end of stage 3, under
the restriction that at least one item is transshipped, for both complete
and routed pooling with mean stage demand µit ∈ {2, 4, 8} and medium
variability of demand.
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mand. In Figure 4.13, optimal order-up-to levels and total expected costs
are depicted for F ∈ {0, 10} and T = 0. From the results, it follows that
in case of complete pooling the possibility for multiple transshipments at
the end of stages 1, 2 and 3 does not lead to a decrease in total stock or a
(significant) decrease in total costs. Although the same holds for the total
stock value in case of routed pooling, it appears that total costs are affected
by multiple transshipment opportunities if transportation is free of charge.
The same holds true for instances in which there is a small unit transship-
ment cost T and no fixed transshipment cost. This can be seen from the
lower graph in Figure 4.14, in which total costs are given for the routed
pooling case with F = 0 and a broad range of unit transshipment cost T.
The reason that multiple transshipments are beneficial for routed pooling
in case of low transshipment costs - and not for complete pooling - is that
stock is unevenly distributed among the retailers in these instances. Hence,
even in early stages there is a considerable risk of a stockout at retailer 2, as
opposed to the complete pooling policy. Furthermore, note that in case of
a single transshipment opportunity, the initial imbalance decreases with the
moment of redistribution. This result was also found in Chapter 2.
In Figure 4.14 total costs are presented for a wider variety of instances.
Indeed, we see that in case of complete pooling it suffices to redistribute
once at the end of stage 3, whereas in case of routed pooling it pays off to
redistribute at the end of each stage as long as transshipments are relatively
inexpensive.
4.4.4 Relative performance of routed pooling
Finally, we look into the performance of routed pooling compared to com-
plete pooling, i.e. we investigate how much of the pooling benefits are cap-
tured if the route for redistribution is fixed beforehand. Here, the pooling
benefits are defined as the difference in expected costs between no pooling
and complete pooling. In the upper row of Figure 4.15 results are presen-
ted for different demand rates and medium variability of demand, and in
the lower row for mean demand µit = 4 and different variances. The per-






































































































































































































































































































































































































































































































































































































Unit transshipment cost T
Complete pooling, fixed cost F=0
End stage 1 End stage 2



















Unit transshipment cost T
Routed pooling, fixed cost F=0
End stage 1 End stage 2
End stage 3 End stages 1-3
Figure 4.14. Expected costs if pooling occurs once during a period (at the
end of stage 1, 2 or 3) and if pooling occurs at the end of each stage 1,
2 and 3. Here, fixed transshipment cost F = 0, unit transshipment cost
T ∈ {0, . . . , 20}, mean demand µit = 4 and variability of demand is
medium.
Multiple lateral transshipments 105
formance of routed pooling in comparison to complete pooling rapidly de-
clines (for fixed transshipment cost F) when the unit transshipment cost T
increases, while it decreases slowly for fixed T and increasing F. If trans-
shipment costs are low, the optimal strategy under routed pooling is still
able to capture most of the complete pooling benefits by initially storing
much more items at retailer 1, thereby achieving a high likelihood of optimal
rebalancing between the retailers, or equivalently a low probability that re-
tailer 2 carries more stock than retailer 1 just before the moment(s) of pool-
ing. However, the large initial imbalance also implies a large probability that
transshipments take place and also a large expected number of transshipped
items, which is clearly suboptimal if transshipments are expensive. There-
fore, routed pooling is relatively (compared to complete pooling) less effect-
ive if transshipments are expensive, especially if the transshipment cost per
item is large. However, it should be noted that for these instances benefits of
pooling are small anyway (see Figure 4.4). Note also that in the worst case
50 per cent of the cost savings of complete pooling can be obtained by routed
pooling. This follows from the fact that retailers are identical; if order-up-to
levels are the same, then pooling occurs twice as often when the route for
redistribution is not fixed.
4.5 Conclusion
We considered the Routed Inventory Pooling Problem (RIPP) with multiple
lateral transshipments. In this single period problem with two retailers,
stock can be redistributed along a fixed route at multiple predetermined
points in time. Hence, it is allowed to transship stock from retailer 1 to 2 but
not the other way around. For each transshipment fixed costs are incurred
as well as variable costs depending on the number of items transshipped.
We introduced a Dynamic Program that minimizes total expected inventory
and transshipment costs over the order-up-to levels of the retailers and the
number of items transshipped at each pooling opportunity. In an extensive

























































































































































































































































































































































































Multiple lateral transshipments 107
and complete pooling policies with three pooling opportunities, as well as
to policies with a single opportunity for redistribution.
From the experiments we can conclude that, as expected, the perform-
ance of both complete and routed pooling is strongly affected by transship-
ment costs. Changes in unit transshipment cost generally have a greater
impact on costs than equivalent changes in fixed transshipment costs, due
to the fact that generally more than one item is transshipped for the cases
that we considered, which also seems likely for real-life cases. Indeed, we
considered relatively low mean demand levels. Only if redistribution is re-
latively cheap (compared to inventory holding and backorder costs), sub-
stantial cost reductions up to 13 per cent can be obtained.
In comparison with complete pooling, the performance of routed pool-
ing declines rapidly with unit transshipment costs. If transshipments are
either free of charge or very cheap, the restrictions of a fixed route for re-
distribution can be compensated by a great imbalance in initial order-up-to
levels; in these cases, routed pooling leads to almost the same amount of
cost reductions as complete pooling. However, if transshipment costs in-
crease, there is a tendency towards more balanced order-up-to levels and
the performance of routed pooling deteriorates.
An interesting find is that, in case of low transshipment costs, multiple
transshipment opportunities do have a positive effect on expected costs in
case of routed pooling, but not in case of complete pooling. This also is a
direct consequence of the imbalance in order-up-to levels in case of routed
pooling.
A possible direction for future research would be an extension to a model
with more than two retailers, although one will probably need a heuristic
approach to find optimal order-up-to levels and corresponding costs due
to the computational complexity. Furthermore, it would be interesting to
include truck capacities or, in the single item case, to look into models in




Both inventories and transportation account for considerable costs in supply
chains. Therefore, techniques and concepts that minimize these costs have
been object of study for many decades. Recent developments in informa-
tion technology play an important role in finding new methods to reduce
costs. For instance, they have advanced cooperation between subsequent
actors in a supply chain. This has lead to an increase in the popularity of
concepts like Vendor Managed Inventory (VMI), in which a supplier may
determine the replenishment moments and quantities of its customers. As
a consequence, the supplier is able to forecast and anticipate on changes in
demand more accurately and, therefore, to utilize its production and trans-
portation capacities more efficiently. Because of these trends in supply chain
management, there is an expanding demand for models that minimize both
inventory and transportation costs. At the same time, risk pooling is a pop-
ular tool to cut down inventory costs. For this reason, we integrated the
VMI setting with pooling and obtained a combined inventory pooling and
routing problem. Due to the complexity of the combined problem, we fixed
the route for redistribution beforehand and named the problem considered
in this thesis the Routed Inventory Pooling Problem (RIPP). Chapters 2 - 4
describe several variants of the RIPP. Below, we discuss the features of each
model and the most important results we obtained from both analytical and
numerical analysis.
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The general problem studied in this thesis is a single item, single period
inventory model in which retailers follow a base stock policy and are sup-
plied by a single distribution center. The replenishment lead time is as-
sumed to be negligible and therefore our model can be seen as a building
block for multiperiod settings. Each retailer faces independently distributed
stochastic demand. Inventory holding costs are incurred for leftover stock at
the retailers at the end of the period. Furthermore, unmet demand is back-
ordered for which extra costs are incurred. At one or more predetermined
moments during the order cycle, the retailers’ stock levels are observed and
balanced via transshipments along a fixed route. It should be noted that
fixed routes are often used in practice, and are especially useful when mul-
tiple items are pooled.
Since no results in the literature are known on the RIPP, we started in
Chapter 2 with a simple setting in which two identical retailers face i.i.d.
normally distributed demand. We assumed that a truck always visits the
retailers at the moment of redistribution, and therefore transshipment costs
are not incorporated explicitly into the model. The moment in time that
stock is redistributed naturally divides the order cycle into two stages. We
derived exact cost expressions for the first and second stage expected hold-
ing and backorder costs. In addition, we derived cost expressions for scen-
arios without pooling (i.e. no pooling) and without restrictions on the route
for redistribution (i.e. complete pooling). These expressions were optim-
ized over the order-up-to levels of retailers for a wide variety of parameter
settings, including the moment of redistribution. In this way, we were able
to determine both the optimal order-up-to levels and the best moment for
pooling stocks. We compared the results for the routed pooling to the no
pooling and complete pooling policies, which serve as natural benchmarks.
In case of routed pooling, the order-up-to level of the retailer that is visited
first in the route is greater than the level of the second retailer. The reason is
that pooling is only beneficial if the first retailer holds more stock than the
second retailer at the moment of redistribution. Otherwise, transshipping
stock would lead to an increase of the imbalance and hence to a rise in ex-
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pected costs. We found that, depending on the parameter settings, the best
moment to pool stocks is when 70 to 80 per cent of the period has elapsed.
In case of routed pooling, redistribution ideally occurs somewhat (around
5 per cent) earlier in comparison with complete pooling, since the second
retailer faces a higher risk for a stockout at an earlier stage due to the initial
imbalance of stock levels. A comparison of the performance of routed pool-
ing to the performance of complete pooling showed that the routed pooling
policy is able to capture 80 till 90 per cent of the cost benefits of complete
pooling.
In Chapter 3, we extended the model of Chapter 2 by adding a third
retailer. Furthermore, we dropped the assumption of identical retailers in
terms of their demand distributions. The goal of this extension was two-
fold. First of all, we were able to check whether an increase in the num-
ber of retailers deteriorates the performance of routed pooling compared to
complete pooling. Secondly, it gave insight how to construct routes as we
could vary the retailers’ mean demand rates and variances of demand. It
appeared that it is best to visit retailers that face highly variable demand
first. After all, relatively small amounts of safety stock are preferably stored
towards the end of the route, which implies that it is best to visit retailers
with stable demand last. Furthermore, there is an incentive to visit large re-
tailers towards the end as well, since expected second stage demand (which
is greater for large than for small retailers) serves as ‘safety stock’ before
the moment of redistribution. As a positive side effect, the optimal moment
of pooling is postponed when visiting small retailers with highly variable
demand first.
Concerning the increase in the number of retailers, we found that we
are able to capture 80 to 90 per cent of the complete pooling benefits when
three retailers are incorporated into the model. Since similar numbers were
found in Chapter 2 for two retailers, we suspect that a fixed route is likely
to perform equally well when the number of retailers is further increased.
Finally, in Chapter 4, we incorporated fixed and variable transshipment
costs and allowed for three lateral transshipments during the period. We
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did so for the case with two identical retailers, as studied in Chapter 2. In-
stead of deriving exact cost expressions, we formulated a Dynamic Program
and solved it for different demand distributions and fixed and variable cost
parameters. Obviously, pooling benefits quickly diminish if transportation
becomes more expensive. Generally, the benefits of pooling strongly depend
on the unit transshipment cost and to a lesser extent on fixed transship-
ment costs, since often multiple items are sent along the route. However,
the dependence on fixed transshipment costs may increase if the number of
transshipment opportunities rises. Furthermore, we found that there is a
stronger decline in the performance of routed pooling than in the perform-
ance of complete pooling when costs of transportation increase. The reason
is that, in the routed pooling policy, optimal order-up-to levels of the re-
tailers converge when transportation costs grow. As an immediate result,
the probability increases that it becomes impossible to balance stock levels
via a transshipment from retailer 1 to 2. An interesting find is that, for low
transportation costs, multiple transshipment opportunities are beneficial in
case of routed pooling, while they do not lead to significant cost reductions
in case of complete pooling. Again, the explanation can be found in the
difference in order-up-to levels between the retailers. Because of this differ-
ence, the risk for a stockout at the end of the route becomes imminent at an
earlier stage when retailers are visited in fixed order. Recall that a similar
result was found by McGavin et al. (1993), who showed that for stock alloc-
ation policies the risk pooling benefits of two well chosen unequal intervals
are comparable to the benefits of four-equal-interval ship-up-to-S policies.
Finally, it appeared from the experiments that in case of positive fixed trans-
shipment costs, the performance of pooling improves when mean demand
at the retailers increases.
Summarizing, pooling is beneficial if transportation costs are not too
large compared to inventory holding and backorder costs. The perform-
ance of routed pooling is more sensitive to the cost of transshipments than
the performance of complete pooling. Since fixed transshipment costs often
account for the larger part of pooling costs in practice (the cost of sending
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a truck does not depend on the number of items transshipped), it follows
that pooling will lead to cost reductions as long as volumes of stock are
sufficiently high. Furthermore, in such cases routed pooling is a valuable
alternative for complete pooling as it captures most of the cost benefits.
There are numerous directions for future research. For instance, it would
be interesting to increase the number of retailers in the network to more real-
istic sizes while developing efficient heuristic solution methods. Addition-
ally, one could look into multiperiod models with lead times or into cases
with multiple vehicles and truck capacities. In this thesis, we assumed that
the length of a replenishment cycle is known. Alternatively, it would be in-
teresting to investigate the length of this cycle on the performance of routed
pooling or to consider continuous review policies. These are all extensions
of the RIPP as presented in this thesis. However, as appears from the discus-
sion in Chapter 1, there are many other variants of Inventory Pooling and
Routing Problems that could be considered.
First of all, one could integrate a stock allocation policy into the model
which would apply to applications in which it is cheaper to store stock at
a central warehouse than at its downstream stock points. However, even
under the assumption of equal holding costs it may be beneficial to hold
back stock, for instance if retailers are divided into subsets which are visited
by distinct vehicles.
Instead of considering pure proactive pooling policies, a fruitful avenue
might be to consider reactive policies or hybrid policies as recently studied
by Paterson et al. (2012) and Seidscher & Minner (2013). An imminent short-
age may be a good reason to balance overall stock levels, although it requires
more flexibility than redistribution at a predetermined point in time. Note
that dynamic proactive policies as studied in Agrawal et al. (2004) could be
a good alternative to hybrid policies and require less flexibility.
For the single item case, an interesting direction would be a further in-
tegration of the routing and pooling decision. A first approach may be to
adjust the model of Coelho et al. (2012) by incorporating the lateral trans-
shipments into the route that is used for distribution. A second step would
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be to present a model that considers both replenishments, as in the clas-
sical IRP, and lateral transshipments during an order cycle. Coelho et al.
use deterministic demand rates in a rolling horizon framework to circum-
vent stochasticity. Attempts to implement stochastic demand rates could be
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Samenvatting
In supply chains vloeit een groot deel van de kosten voort uit voorraden
en transport. Om deze reden wordt al decennia lang onderzoek gedaan
naar technieken en concepten die de voorraad- en transportkosten helpen
te verlagen. Recente ontwikkelingen in informatietechnologie (IT) hebben
een belangrijke invloed op het ontstaan van methodes waarmee kosten kun-
nen worden bespaard. Dankzij de huidige IT-systemen is het bijvoorbeeld
mogelijk het verloop van voorraadniveaus op afstand te volgen. Dit resul-
teert in een toename van de populariteit van concepten als Vendor Managed
Inventory (VMI), waarin de leverancier - in plaats van zijn afnemer - be-
paalt wanneer de afnemer bevoorraad wordt en hoe groot de leveringen
zijn. Hierdoor is de leverancier beter in staat de totale vraag te voorspellen
en op fluctuaties te reageren, en kan hij zijn productie- en transportcapaciteit
efficie¨nter benutten.
Vanwege deze trends in supply chain management is er een toenemende
vraag naar modellen die tegelijkertijd de transport- en voorraadkosten mi-
nimaliseren, zoals het Inventory Routing Probleem (IRP). Daarnaast is het
gebruikelijk om risico’s die veroorzaakt worden door de onzekerheid in
de vraag naar producten te verkleinen door middel van samenwerking in
de keten. Hiervan is bijvoorbeeld sprake als de voorraden van verschil-
lende opslagpunten aangewend kunnen worden om aan de vraag op een
bepaalde locatie te voldoen. Dit verkleint immers de kans dat niet kan
worden voldaan aan de vraag en leidt uiteindelijk tot een vermindering
van het totale voorraadniveau in het distributiesysteem. Vanwege de popu-
lariteit van IRPs en van samenwerkingsverbanden om risico’s te spreiden,
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worden beide concepten in dit proefschrift samengevoegd in e´e´n model. In
het gecombineerde probleem wordt samengewerkt door op bepaalde mo-
menten de voorraadniveaus van verschillende opslagpunten te balanceren.
Hierbij is de route die is afgelegd om tot de herverdeling te komen van in-
vloed op de totale kosten. Vanwege de complexiteit van dit probleem wordt
de route langs de voorraadpunten vastgelegd alvorens wordt bepaald hoe-
veel voorraad bij elk opslagpunt wordt neergelegd en hoeveel artikelen er
op het moment van herverdeling verplaatst moeten worden. Dit proef-
schrift introduceert dus het Routed Inventory Pooling Probleem (RIPP), wat
vrij vertaald kan worden als het voorraadprobleem waarin voorraadniveaus
via een vaste route gebalanceerd kunnen worden. In de Hoofdstukken 2 -
4 worden verschillende varianten van het RIPP beschreven. Onderstaand
worden de kenmerken van elk model beschreven alsmede de belangrijkste
resultaten die verkregen zijn uit zowel analytische als numerieke analyses.
Alle modellen die in dit proefschrift beschreven worden hebben met
elkaar gemeen dat ze e´e´n periode en e´e´n artikel beschouwen. Aan het be-
gin van de periode wordt een aantal detailhandelaren (voorraadpunten)
bevoorraad door leveringen vanuit een centraal distributiecentrum. Hier-
bij wordt de voorraad van elke detailhandelaar aangevuld tot een vast en
mogelijk uniek aanvullingsniveau. Er wordt verondersteld dat de lever-
ingstijd verwaarloosbaar is. Hiervan is in de praktijk sprake als leveringen
bijvoorbeeld buiten de openingstijden plaatsvinden. Door deze aanname
kunnen de modellen als bouwsteen dienen voor modellen die meerdere
periodes omvatten. In alle hoofdstukken is sprake van een stochastische
vraag naar producten bij de detailhandelaren. Echter, er wordt wel aan-
genomen dat de vraagverdelingen bekend zijn. Voor elk product dat aan
het eind van de periode niet verkocht is worden voorraadkosten geı¨ncas-
seerd. Aan de andere kant moet er een nabestelling worden geplaatst voor
vraag waaraan niet direct kan worden voldaan, wat gepaard gaat met extra
kosten per nabesteld artikel. Om fluctuaties in de vraag gedurende de peri-
ode op te kunnen vangen, kunnen de voorraadniveaus op e´e´n of meerdere
vooraf vastgestelde momenten worden gebalanceerd door goederen van de
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ene naar de andere detailhandelaar over te brengen. Dit transport vindt
plaats langs een vooraf vastgestelde vaste route. Het is dus onmogelijk om
voorraad van detailhandelaar X naar Y te vervoeren als detailhandelaar Y
eerder wordt bezocht dan detailhandelaar X. Dit soort vaste routes wordt in
de praktijk vaak gebruikt, vooral als de voorraadniveaus van meerdere pro-
ducten op hetzelfde moment worden gebalanceerd. Tenslotte moet worden
benadrukt dat leveringen vanuit het distributiecentrum alleen aan het begin
van de periode plaatsvinden.
Aangezien er in de literatuur geen resultaten bekend zijn over het RIPP,
wordt in Hoofdstuk 2 een begin gemaakt met een eenvoudig geval met twee
detailhandelaren voor wie de vraag naar producten onafhankelijk en iden-
tiek normaal verdeeld is. Op het moment van herverdeling wordt altijd
eerst detailhandelaar 1 en dan detailhandelaar 2 bezocht. Omdat aange-
nomen wordt dat de route altijd wordt afgelegd - ongeacht het aantal te
verplaatsen artikelen - worden de transportkosten niet expliciet opgeno-
men in het model. Het moment van herverdeling verdeelt de periode van-
zelfsprekend in twee fases. Voor beide fases worden exacte uitdrukking-
en gevonden voor de verwachte nabestellingkosten, waarbij ook de ver-
wachte voorraadkosten zijn opgenomen in de uitdrukking voor fase twee.
In een numerieke studie worden de optimale aanvullingsniveaus bepaald
voor verschillende combinaties van parameterwaarden, waaronder het mo-
ment van herverdeling. De uitkomsten worden vergeleken met enerzijds
het geval waarin voorraad niet gedeeld kan worden (geen samenwerking)
en anderzijds het geval waarin de detailhandelaren in willekeurige volgorde
kunnen worden bezocht (volledige samenwerking). Deze gevallen vormen
natuurlijke benchmarks omdat de verwachte kosten in het geval zonder
samenwerking niet lager uit kunnen vallen dan in het model met een vaste
route, terwijl ze bij volledige samenwerking niet hoger uit kunnen vallen.
Hoewel de verwachte vraag voor beide detailhandelaren gelijk is, blijkt
dat wanneer de route vastligt het aanvullingsniveau van de eerste detail-
handelaar hoger is dan dat van de tweede. De reden hiervan is dat het ba-
lanceren van voorraad alleen tot kostenvoordelen leidt als de eerste detail-
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handelaar op het moment van herverdelen meer artikelen op voorraad heeft
dan de tweede. Als dit niet het geval is, leidt het verplaatsen van voorraad
slechts tot een vergroting van de disbalans. Hierbij dient te worden opge-
merkt dat de aanvullingsniveaus gelijk zijn wanneer de detailhandelaren in
willekeurige volgorde kunnen worden bezocht. Afhankelijk van de overige
parameterwaarden blijkt dat men het beste kan herverdelen nadat 70 tot
80 procent van de periode verstreken is. In vergelijking met het scenario
van volledige samenwerking gebeurt herverdeling bij een vaste route iets
vroeger (ongeveer vijf procent) omdat de tweede detailhandelaar in een eer-
der stadium een groter risico loopt door zijn voorraad heen te raken. Dit
wordt veroorzaakt door het verschil in aanvullingsniveaus tussen beide de-
tailhandelaren. Uit de numerieke experimenten blijkt verder dat wanneer
de voorraadniveaus via een vaste route worden gebalanceerd de kosten-
voordelen 80 tot 90 procent bedragen van de besparingen die gerealiseerd
worden wanneer er sprake is van volledige samenwerking.
In Hoofdstuk 3 wordt het model van Hoofdstuk 2 uitgebreid met een
derde detailhandelaar. Bovendien wordt niet langer aangenomen dat de
vraag bij elke detailhandelaar identiek verdeeld is. Het doel van deze uit-
breiding is tweeledig. Ten eerste kan worden onderzocht of een uitbreiding
van het aantal detailhandelaren van twee naar drie tot een verslechtering
leidt van de resultaten van het model met een vaste route ten opzichte van
het model zonder vaste route. Ten tweede geeft het inzicht in de wijze
waarop routes geconstrueerd zouden moeten worden aangezien de gemid-
delde vraag en variantie per detailhandelaar kunnen verschillen. Uit de
experimenten blijkt dat detailhandelaren bij wie de vraag sterk fluctueert
bij voorkeur als eerste worden bezocht. Het is immers voordelig zo min
mogelijk veiligheidsvoorraad aan het einde van de route te leggen, wat im-
pliceert dat detailhandelaren met een stabiele vraag zo laat mogelijk moeten
worden bezocht. Bovendien is er sprake van een prikkel om grote detailhan-
delaren eerst te bezoeken, omdat de verwachte vraag voor fase twee (die ho-
ger is voor grote dan voor kleine detailhandelaren) als ‘veiligheidsvoorraad’
dient tot het moment van herverdeling. Een positief neveneffect van het
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vroegtijdig bezoeken van kleine detailhandelaren met een sterk varie¨rende
vraag is dat het herverdelingsmoment kan worden uitgesteld.
Wat de toename in het aantal detailhandelaren betreft, blijkt dat 80 tot
90 procent van de kostenvoordelen van volledige samenwerking kunnen
worden behaald. Aangezien soortgelijke resultaten in Hoofdstuk 2 zijn ge-
boekt, lijkt het aannemelijk dat herverdeling via een vaste route ook voor
grotere netwerken tot soortgelijke resultaten leidt.
Tenslotte wordt in Hoofdstuk 4 een model beschreven waarin zowel
vaste kosten per transport als variabele kosten per getransporteerd artikel
zijn opgenomen. Bovendien vindt herverdeling in dit model op vier vooraf
vastgestelde momenten plaats. Net zoals in Hoofdstuk 2 worden twee iden-
tieke detailhandelaren in ogenschouw genomen. In plaats van een ana-
lyse aan de hand van exacte kostenuitdrukkingen wordt in dit hoofdstuk
een Dynamisch Programmeringsmodel geformuleerd dat wordt opgelost
voor verschillende vraagverdelingen en parameterwaarden van de vaste en
variabele transportkosten. Zoals verwacht nemen de voordelen van samen-
werking snel af naarmate het transporteren van goederen duurder wordt.
Over het algemeen hangen de kostenvoordelen van het delen van voor-
raad sterk af van de variabele kosten per getransporteerd product, en in
mindere mate van de vaste kosten per transport. Dit wordt veroorzaakt
door het feit dat vaak meerdere producten worden vervoerd. Het feit dat
de vaste kosten per transport een kleinere invloed hebben zou veroorzaakt
kunnen worden door het relatief kleine aantal van vier mogelijke trans-
porten. Daarnaast blijkt dat in vergelijking met de kostenvoordelen van
volledige samenwerking de kostenvoordelen voor een vaste route sneller
afnemen naar mate de transportkosten stijgen. De reden hiervoor is dat, in
het geval van een vaste route, de optimale aanvullingsniveaus convergeren
als de transportkosten toenemen. Het gevolg is dat het minder waarschijn-
lijk wordt dat de voorraadniveaus gebalanceerd kunnen worden door arti-
kelen van de eerste naar de tweede detailhandelaar te transporteren. Het
is interessant om te zien dat, in het geval van lage transportkosten, de mo-
gelijkheid om de voorraadniveaus op meerdere momenten te balanceren tot
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kostenvoordelen leidt in het geval van een vaste route, terwijl dit niet tot sig-
nificante voordelen leidt in het geval van volledige samenwerking. Ook dit
kan verklaard worden aan de hand van het verschil in aanvullingsniveaus
wanneer de route voor herverdeling vast ligt. Dit verschil leidt er namelijk
toe dat de detailhandelaar aan het einde van de route een grotere kans heeft
om vroegtijdig door zijn voorraad te raken. Een soortgelijk resultaat wordt
gevonden door McGavin et al. (1993). Uit dit artikel blijkt dat wanneer een
vooraf bepaalde hoeveelheid voorraad op twee goed gekozen momenten
gedurende een periode over detailhandelaren wordt verdeeld, de verwachte
kosten vergelijkbaar zijn met de situatie waarin de voorraad van elke de-
tailhandelaar op vier vooraf vastgestelde momenten tot een bepaald niveau
wordt aangevuld. Tot slot blijkt uit de experimenten dat wanneer de vaste
kosten per transport positief zijn, de kostenvoordelen toenemen naar mate
de vraag per detailhandelaar toeneemt.
Samenvattend kan gesteld worden dat het balanceren van voorraad-
niveaus voordelig is als de transportkosten niet te hoog zijn ten opzichte
van de voorraad- en nabestellingkosten. De hoogte van de transportkos-
ten hebben een sterkere negatieve invloed op de kostenbesparingen wan-
neer de route voor herverdelen vast ligt. Omdat de vaste kosten van een
transport in de praktijk vaak het grootste deel uitmaken van de totale trans-
portkosten (de kosten voor het inzetten van een vrachtwagen hangen niet af
van het aantal te vervoeren producten), leidt het balanceren van voorraad-
niveaus tot kostenbesparingen zolang de voorraden maar voldoende groot
zijn. Bovendien is het vastleggen van de route een waardevol alternatief
voor volledige samenwerking, omdat bij een vaste route het grootste deel
van het kostenvoordeel wordt benut.
Er zijn talloze mogelijkheden voor vervolgonderzoek. Een interessante
optie is om het aantal detailhandelaren waaruit het netwerk bestaat uit te
breiden naar meer realistische groottes en hiervoor efficie¨nte heuristische
oplossingsmethoden te ontwikkelen. Daarnaast zou men kunnen kijken
naar multiperiode modellen met doorlooptijden of naar gevallen waarin
verschillende voertuigen met een bepaalde capaciteit gebruikt worden voor
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transport.
In dit proefschrift wordt aangenomen dat de lengte van een periode
gegeven is. Het zou echter interessant zijn om te onderzoeken in hoeverre
de kostenvoordelen van herverdeling via een vaste route afhangen van de
lengte van de periode, of om te kijken naar modellen waarin het moment
van bevoorrading afhangt van het voorraadniveau in plaats van de tijd.
Bovenstaande suggesties betreffen uitbreidingen op het RIPP dat is geı¨ntro-
duceerd in dit proefschrift. Echter, zoals blijkt uit de uiteenzetting in Hoofd-
stuk 1, zijn er vele andere varianten op dit probleem die in de toekomst
onderzocht kunnen worden.
Zo zou gekeken kunnen worden naar modellen waarbij een hoeveelheid
artikelen achter gehouden wordt in het distributiecentrum. Deze voorraad
kan gedurende een periode worden verdeeld over de detailhandelaren. Dit
kan interessant zijn wanneer het voordeliger is voorraad op te slaan in het
distributiecentrum dan bij detailhandelaren. In het geval van gelijke voor-
raadkosten kan het echter ook voordelig zijn voorraad achter te houden, bij-
voorbeeld wanneer de detailhandelaren zijn onderverdeeld in groepen die
door verschillende voertuigen worden bediend.
In plaats van een proactief beleid te voeren waarbij op vooraf vastgestelde
momenten wordt herverdeeld, zou men ook kunnen kijken naar een meer
reactief beleid waarin actie wordt ondernomen als er een (dreigend) tekort
ontstaat. Een interessante optie is een hybride vorm zoals onlangs is on-
derzocht door Paterson et al. (2012) en Seidscher & Minner (2013), omdat
een (dreigend) tekort een goed moment kan zijn om de totale voorraad-
niveaus te balanceren. Zulke systemen vragen echter meer flexibiliteit dan
herverdelingen op vooraf bepaalde tijdstippen. Hierbij dient te worden op-
gemerkt dat dynamisch proactief beleid zoals beschreven in Agrawal et al.
(2004) een goed alternatief kan vormen op het hybride beleid omdat hierbij
minder flexibiliteit gevraagd wordt.
Tot op dit punt is de routebepaling buiten schot gebleven en wordt steeds
aangenomen dat de route vast ligt. Het is echter buitengewoon uitdagend
om in toekomstig onderzoek te kijken naar modellen waarin zowel de route
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als het moment van herverdelen bepaald worden. Een eerste stap in deze
richting zou een aanpassing van het model van Coelho et al. (2012) kunnen
zijn. Dit model kan aangepast worden door de transporten tussen de de-
tailhandelaren op te nemen in het routebepalingsprobleem voor de bevoor-
rading. Een andere mogelijkheid bestaat uit het ontwikkelen van een model
waarin detailhandelaren periodiek worden bevoorraad, zoals in het klassieke
IRP, en waarbij voorraadniveaus worden gebalanceerd op andere momenten.
Coelho et al. beschouwen een model met rollende horizon onder de aan-
name van deterministische vraag, om zo de stochasticiteit te ontlopen. Po-
gingen om stochastische vraagverdelingen in het model op te nemen kunnen
bijdragen aan de praktische toepasbaarheid van voorraadmodellen waarin
voorraden gedeeld worden via flexibele routes.
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