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스토리지는 중앙처리장치, 메인 메모리 등과 함께 컴퓨터 시스템의
성능을 결정하는 주요 요소이다. 컴퓨터 시스템이 처리해야 할 데이터의
양이 지속적으로 증가함에 따라 이를 효과적으로 처리할 수 있는 고성
능컴퓨터시스템이요구되고있다.이러한고성능컴퓨터시스템을구성
하기 위해서는 고성능 스토리지가 필수적인데, NAND 플래시 메모리를





상에 따라 스토리지 인터페이스 또한 계속해서 변경되고 발전될 것이다.
특히 NAND 플래시 메모리의 급격한 발전과 PRAM, ReRAM 등의 고성
능 차세대 메모리의 등장은 스토리지 인터페이스의 발전을 더욱 가속화
할것으로예상된다.
한편 컴퓨터 시스템에는 주로 메인 메모리로 사용되는 DRAM을 위
한 인터페이스도 존재한다. 메인 메모리의 대역폭과 레이턴시는 전체 컴
퓨터 시스템의 성능에 직접적인 영향을 미치므로, DRAM 인터페이스는
스토리지 인터페이스를 포함한 다른 인터페이스에 비해 항상 고성능의
대역폭과 레이턴시를 제공해왔다. 이러한 고성능 DRAM 인터페이스를
스토리지인터페이스로활용할수있다면기존의스토리지인터페이스에
비해 고속의 인터페이스를 확보할 수 있으며 별도의 스토리지 인터페이
스를개발할필요가없다.그러나스토리지인터페이스와 DRAM인터페
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최종적으로 제안한 스토리지와 호스트 시스템을 결합하여 완전한
Android시스템을구성함으로써본연구의타당성을검증한다.먼저구현
된 스토리지에 대한 정량적 평가를 통해 신규 스토리지 프로토콜이 매우
낮은 오버헤드를 갖고 있으며 제안된 스토리지가 최신의 UFS 2.0 스토
리지와 비교될만한 성능을 확보했음을 보인다. 또한 제안된 스토리지에
대한 정성적 평가를 통해 해당 스토리지를 효과적으로 활용하기 위해 필
요한개선점에대해살펴본다.
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컴퓨터 시스템의 성능은 최초의 컴퓨터 시스템이 등장한 이후부터
현재에 이르기까지 계속해서 향상되어 왔다. 이러한 성능 향상은 컴퓨
터 시스템을 구성하는 중앙처리장치, 메인 메모리, 스토리지 등 각각의
요소들의 성능이 개선됨에 따라 가능했다. 중앙처리장치 (CPU, Central
Processing Unit)는 컴퓨터 시스템에서 연산을 담당한다. 중앙처리장치
의성능은반도체의집적도가 18개월마다 2배로증가한다는무어의법칙
(Moore’s law)에 따라 급격히 향상되어 최신 제품의 동작 속도는 수 GHz
(Giga Hertz)에이른다.
메인 메모리는 중앙처리장치가 실행중인 프로그램과 처리중인 데
이터를 저장한다. 메인 메모리로는 주로 DRAM (Dynamic Random Ac-
cess Memory)을 사용하는데, ① 바이트 (byte) 단위의 접근이 가능하며,
② SRAM (Static Random Access memory) 에 비해 같은 비용으로 큰 용
량을 사용할 수 있고, ③ 비교적 빠른 속도를 제공하기 때문이다. DRAM
역시 무어의 법칙에 따라 빠른 속도로 발전했으며, 한동안은 황의 법칙
(Hwang’s law)에따라집적도가 12개월마다 2배로증가하기도했다.
한편스토리지는전원이공급되지않아도프로그램과데이터를비휘
발성으로 저장하는 역할을 담당한다. 기존에는 주로 하드디스크 (HDD,
Hard Disk Drive)가 사용되었는데, 반도체인 중앙처리장치나 메인 메모
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리에 비해 속도 향상이 지체되었다. 속도 향상의 지체는 반도체 소자인
DRAM과달리플래터 (platter),스핀들모터 (spindle motor),암 (arm),그
리고 헤드 (head) 등의 기계적인 요소로 구성되는 하드디스크의 구조적
인 특성에서 기인한다. 하드디스크의 정보에 대해 읽기 (read) 또는 쓰기
(write) 작업을 수행하기 위해서는 스핀들 모터와 암을 이용하여 헤드를
플래터상의 목표 위치까지 이동시켜야 한다. 이로 인해 하드디스크에서
한번의 I/O연산을수행하기위해서는헤드를플래터상의목표위치까지
이동하는 시간인 탐색 시간 (seek time)이 발생하며, 이 시간은 일반적으
로수 ms (microsecond)수준이다.따라서하드디스크는연속된데이터에
대한 순차 접근 (sequential access) 성능은 비교적 우수하나, 임의의 데이
터에대한임의접근 (random access)성능은매우떨어지는단점이있다.
하지만 NAND플래시메모리 (NAND flash memory)가등장하고,이
를 스토리지의 저장 매체로 사용하면서 스토리지의 성능은 급격히 발전
했다. NAND 플래시 메모리는 반도체 소자이므로 기존의 하드디스크와
달리 기계적 요소가 없이 전기적 신호로만 동작하므로 NAND 플래시 메
모리로구성된스토리지는임의접근성능이뛰어나다.또한크기가작기
때문에 하나의 스토리지에 다수의 NAND 플래시 메모리 칩을 장착할 수
있고, 다수의 NAND 플래시 메모리를 동시에 동작시켜 병렬성을 높임으
로써높은성능을제공할수있다.이러한 NAND플래시메모리의특성을
이용하여스토리지의성능은기존에비해급격히빠른속도로발전했다.
호스트와 각 장치를 연결하는 호스트 인터페이스 (host interface) 또
한계속발전하면서 DRAM과스토리지의향상된성능을효과적으로활
용할 수 있었다. DRAM 인터페이스의 최신 버전인 DDR4는 최대 25.6
GB/s의전송속도를지원한다.스토리지인터페이스는 SATA (Serial ATA),
SAS (Serial Attached SCSI), NVMe (NVM express), eMMC (Embedded
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MultiMedia Card), UFS (Universal Flash Storage)등이있다.데스크탑환
경에서는 주로 SATA (Serial ATA) 인터페이스를 사용하는데, 최신 버전
은 SATA3 이며 최대 전송속도가 600 MB/s 이다. 고성능을 필요로 하는
엔터프라이즈환경에서는 SAS , NVMe등의인터페이스를사용한다.이
들의최신버전은각각 4.8 GB/s (2레인), 8 GB/s (PCIe 3세대 4레인)의
전송속도를 지원한다. 특히 NVMe 는 하드디스크가 아닌 NAND 플래시
메모리와같은반도체소자로구성된솔리드스테이트디스크 (SSD, Solid
State Disk)를위해제안된새로운인터페이스이다.앞으로도호스트인터
페이스는 각 장치의 성능 향상에 따라 계속해서 변경되고 발전할 것으로
예상된다.
그런데 DRAM과스토리지는데이터를저장한다는공통점에도불구
하고 서로 다른 인터페이스를 사용해왔다. 그 이유는 I/O 연산의 단위와
응답시간 (latency)의차이에서기인한다.첫째, I/O연산의단위가 DRAM
은 바이트 또는 캐시라인 (cacheline, 주로 64 바이트)이지만, 스토리지는
섹터 (sector, 주로 512 바이트)이다. 둘째, DRAM 은 수 ns 단위의 고정





한편 DRAM과 스토리지 인터페이스를 통합하고자 하는 연구도 진
행되고 있다. 이는 상변화 메모리 (PRAM, Phase change Random Access
Memory),자기저항메모리 (MRAM, Magnetoresistive Random Access Mem-
ory) 등의 고성능 차세대 메모리의 등장과 NAND 플래시 메모리의 성
능 향상으로 인해 DRAM 과의 성능 격차가 줄어들어고 있기 때문이다.
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DRAM 인터페이스를 활용하면 매우 높은 대역폭과 낮은 응답시간을 갖
는 인터페이스를 확보할 수 있다. 하지만 DRAM 인터페이스의 특성 (①





페이스를 변경하지 않고 스토리지 인터페이스로 사용하기 위한 시스템
아키텍쳐 및 DRAM 인터페이스 위에서 동작하는 프로토콜을 제안한다.
제안된아키텍쳐와프로토콜을기반으로스토리지와호스트시스템을설
계하고 구현한다. 그리고 구현된 스토리지와 호스트 시스템을 통합하여
해당 스토리지로 구동되는 컴퓨터 시스템을 구축하고 평가함으로써 본




스토리지와 해당 스토리지를 사용하는 호스트 시스템에 대해 연구한다
[1]. 먼저 해당 스토리지를 사용하는 전체 시스템 아키텍쳐를 정의하고,
호스트 시스템과 제안된 스토리지가 연결되고 자료를 교환하는 방식을
기술한다. 해당 스토리지는 기존의 시스템과 다르게 별도의 호스트 인터
페이스를위한인터페이스가아닌DRAM컨트롤러에DRAM인터페이스
를 통해 연결된다. 여기서 스토리지는 호스트 시스템과의 통신을 위해서
호스트 시스템과 스토리지 내부에서 모두 접근 가능한 작은 크기의 공유
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메모리 버퍼를 제공한다. 호스트의 DRAM 컨트롤러는 스토리지의 공유
메모리 버퍼를 일반적인 DRAM 장치와 동일하게 인식하며 같은 방식으
로제어한다.




없으므로 소프트웨어 수준에서 정의된 신규 프로토콜이 필요하다. 본 논
문에서제안한프로토콜은공유메모리버퍼를①제출큐 (SQ, Submission
Queue), ② 완료 큐 (CQ, Completion Queue), ③ 데이터 버퍼 (DB, Data
Buffer)로나누어사용한다.호스트시스템은제출큐에스토리지명령을
기록하고, 스토리지 장치는 제출 큐에서 처리할 명령을 가져와서 처리한
후, 완료 큐에 결과를 기록한다. 읽기 또는 쓰기 데이터는 데이터 버퍼를
통해서교환된다.
제안된 물리 계층 수준의 연결 및 프로토콜을 사용하는 아키텍쳐에
대한최적화를위해필요한기법을연구한다.기존의호스트시스템은호
스트 시스템과 스토리지 장치간의 명령과 자료 이동을 전용 컨트롤러가
담당했으나, 본 논문에서 제안한 방식에서는 호스트의 중앙처리장치가
이 역할을 담당하게 된다. 따라서 중앙처리장치의 부하를 줄이고 성능을
개선하기위해중앙처리장치에내장된 DMA컨트롤러를활용하는방법,
GPIO를활용하는방법등을살펴본다.
전체 시스템 아키텍쳐 설계가 완료되면 이를 위한 NAND 플래시
메모리 기반 스토리지를 설계한다. 스토리지는 크게 스토리지 컨트롤러
(controller)와 펌웨어 (firmware)로 구분된다. 스토리지 컨트롤러는 호스
트인터페이스,펌웨어실행을위한기반장치 (중앙처리장치, SRAM등),
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NAND 플래시 메모리 컨트롤러 등으로 구성된다. 스토리지 컨트롤러가
제공하는 호스트 인터페이스는 공유 메모리 버퍼를 제공하며, 이것은 단
일포트 (single port) SRAM을이용해외부의호스트시스템,내부의스토
리지컨트롤러모두에서접근이가능하도록설계되었다.펌웨어는스토리
지컨트롤러가제공하는중앙처리장치와 SRAM을이용해실행되며,호스
트인터페이스계층 (host interface layer),플래시메모리변환계층 (flash
memory translation layer),플래시메모리인터페이스계층 (flash memory
interface layer)로구성된다.
또한 제안된 스토리지를 사용할 수 있는 호스트 시스템 하드웨어와
소프트웨어를 설계한다. 호스트 시스템 하드웨어는 모바일 플랫폼을 위
한개발보드를기반으로하며,변경은제안한스토리지를호스트 DRAM
컨트롤러에 연결하기 위한 PCB 수정에 국한된다. 기존의 DRAM 인터
페이스를 물리 계층을 연결하기 위해 그대로 사용하므로 DRAM 컨트
롤러에 대한 변경은 불필요하다. 호스트 시스템 소프트웨어는 부트로더
(bootloader)와 운영체제 (operating system)의 디바이스 드라이버 (device
driver)가 필요하다. 부트로더는 제안된 스토리지의 공유 메모리 버퍼를
호스트시스템의물리주소공간에사상 (map)하는역할을담당하며,디
바이스 드라이버는 해당 스토리지를 운영체제에 블록 장치로 등록하고
스토리지를제어한다.
위의 설계를 바탕으로 구현을 완료하고 본 연구에서 제안한 기법의
타당성을검증하고성능을정량적,정성적으로평가한다.먼저제안된프
로토콜의오버헤드를평가하고UFS 2.0프로토콜과비교함으로써제안된
프로토콜의 타당성을 검증한다. 그 후 스토리지 인터페이스 버퍼 용량과
인터페이스 최대 성능간의 민감도를 분석하고 목표 성능을 위한 버퍼 용
량에 대해 검토한다. 마지막으로 기본적인 읽기/쓰기 성능을 평가하고,
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이를최신 UFS 2.0스토리지와비교함으로써제안된스토리지에대한정
량적 평가를 마친다. 그리고 정성적 평가를 수행함으로써 제안된 스토리
지를더욱효과적으로활용하기위한방안을검토한다.
본연구의의의는다음과같다.




때 발생하는 문제를 지적하고, 다음 세대의 시스템 아키텍쳐에서
개선할점을제안한다.
1.3 논문의구성
본 논문의 구성은 다음과 같다. 제 2장에서는 본 연구의 배경 지식
과관련연구에대해살펴본다.먼저다양한스토리지인터페이스 (SATA,
SAS, NVMe, eMMC, UFS)에 대해 각 인터페이스의 특징과 발전 동향
을 살펴본다. 그리고 DRAM의 구조 및 인터페이스 등에 대해 살펴본다.
DRAM셀구조,뱅크,랭크,채널등의개념과동작방식에대해살펴보고
DRAM 인터페이스와 스토리지 인터페이스의 차이를 정리한다. 또한 다
양한 DRAM DIMM에대해서도살펴본다.본논문에서제안한스토리지
는 NAND 플래시 메모리에 기반을 두고 있으므로 NAND 플래시 메모리














호스트 인터페이스를 제공하는 호스트 인터페이스 블록이다. 백본 블록
은펌웨어실행에필요한 CPU자원과메모리를제공하며,플래시메모리
인터페이스는 플래시 메모리를 제어하기 위한 하드웨어 장치를 제공한
다. 스토리지 펌웨어는 해당 스토리지 컨트롤러 위에서 동작하며, 크게
호스트 인터페이스 계층, 플래시 변환 계층, 플래시 메모리 인터페이스
계층으로 구분된다. 호스트 인터페이스 계층은 제안된 스토리지 프로토
콜을 위해 새로 설계되었으며, 스토리지 프로토콜과 스토리지 내부 요청
사이의변환을담당한다.
제 5장에서는 제안된 스토리지 장치를 위한 호스트 시스템을 설계
한다.먼저호스트시스템하드웨어의설계를살펴본다.호스트시스템은
기존의모바일시스템플랫폼레퍼런스보드를일부수정하도도록설계되
었으며, DRAM채널 0에는실제DRAM이,채널 1에는제안된스토리지가
연결된다.그후에는호스트시스템소프트웨어를살펴본다.먼저시스템
초기화시에 제안된 스토리지에 대한 설정을 수행할 부트 로더를 설계한
다. 부트 로더는 제안된 스토리지 인터페이스에 대한 동작 타이밍 파라
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미터,주소공간에대한매핑등을담당한다.마지막으로 Linux디바이스
드라이버에 대한 구현을 살펴본다. 디바이스 드라이버는 초기화 과정에
서 스토리지 장치에 대한 인식, 설정, 블록 장치 등록 등을 수행한다. 그
후 상위 계층의 I/O 요청을 받아 스토리지의 제출 큐에 요청을 제출하고,





사양, 평가 방법 등을 살펴본다. 그 후 제안된 스토리지 프로토콜의 오버
헤드에 대한 평가, 스토리지 인터페이스를 위한 버퍼 크기에 대한 성능
민감도분석,읽기/쓰기성능평가,최신 UFS 2.0스토리지와의성능비교
를 통해 제안된 스토리지의 타당성을 정성적으로 평가한다. 정량적 평가
후에는정성적인평가를실시함으로써제안된스토리지를더욱효과적으
로활용하기위한방안을검토한다.





이 장에서는 본 연구의 배경 지식과 관련 연구를 살펴본다. 먼저 기
존의다양한스토리지인터페이스와그특징을확인한다.그리고본연구
에서 스토리지 인터페이스의 물리 계층으로 활용하고자 하는 DRAM 인
터페이스에 대해 살펴본다. 한편 본 연구에서 제안한 스토리지는 NAND
플래시메모리를저장매체로사용하므로NAND플래시메모리의특징과






기 위해 별도의 독립적인 스토리지 인터페이스를 사용한다. 호스트 시스
템과 스토리지는 각각 해당 인터페이스를 위한 컨트롤러를 구비하고 있
으며,각컨트롤러는전용버스 (bus)를통해서연결된다.
스토리지 인터페이스의 주 연산은 읽기 (read)와 쓰기 (write) 이며,
연산의단위는일반적으로섹터 (sector)를사용한다.스토리지에서는대
용량의 자료에 대한 입출력이 발생하므로 연산의 기본 단위인 섹터의 크
기는일반적으로 512바이트또는 4096바이트를사용한다.
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스토리지 인터페이스는 환경의 특성에 따라 데스크탑/서버, 모바일
환경으로 각각 발전해왔다. 데스크탑 환경에서는 ATA, 서버 환경에서는
SCSI,모바일환경에서는 eMMC가주로사용되고있다.최근에새로등
장한인터페이스는데스크탑/서버환경을위한 NVMe,모바일환경을위
한 UFS 가 있다. 특히 NVMe 의 경우는 PCIe 버스 환경에서 동작하기
때문에,모바일에서도 PCIe환경을구축하면사용이가능하다.
2.1.1 데스크탑/서버스토리지인터페이스
2.1.1.1 SATA (Serial ATA)
SATA (Serial ATA)는일반적인데스크탑환경에서널리사용되는스
토리지장치인터페이스이며, 2003년에표준화되었다.기존의 PATA (Par-
allel ATA)는 40또는 80선의리본케이블을이용했는데,이로인해데이터
버스의 동작 속도를 고속으로 높이기가 어려웠다. SATA 인터페이스는 2
쌍의 전도체로 구성된 고속의 직렬 케이블을 이용함으로써 속도를 개선
하였다. PATA 의 경우 UDMA 6 모드에서 최대 133 MB/s 의 전송속도를
지원했으나, SATA 는 1.0 버전의 150 MB/s 로부터 3.0 버전의 600 MB/s
까지향상되었다.
SATA 2.0부터본격적으로 NCQ (Native Command Queueing)기능이
사용되기시작했다. NCQ는스토리지장치가실행해야할호스트명령을
큐 (Queue)에쌓아두고,스토리지장치가명령의선택순서를선택하여실
행하는 것이다. 이를 통해 전체 시스템의 성능을 개선할 수 있다. 기존의
PATA 에서도 NCQ와 유사한 TCQ (Tagged Command Queueing) 기능이
제공되었으나,일반적으로널리사용되지는않았다.

























있으나, HDD는 SATA 2.0버전의최대속도인 300 MB/s조차도충분히활
용하지못하는성능을보여주고있다.반면 SSD는 NAND플래시메모리
자체의 성능 향상과 다수의 NAND 플래시 메모리 칩을 활용한 병렬성을
통해성능이급격히향상되어 SATA 3.0버전의최대속도인 600 MB/s를
뛰어넘어 더 빠른 속도를 제공하는 NVMe 등의 인터페이스를 채택하는
추세이다.
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2.1.1.2 SAS (Serial Attached SCSI)
SAS (Serial Attached SCSI)는 높은 성능과 신뢰성을 제공하므로 서
버 시스템에서 주로 사용된다. 기존에는 SCSI 인터페이스 또한 ATA 인
터페이스와 마찬가지로 패러랠 방식을 사용했으나 속도 향상을 위해 시








• Service delivery subsystem
Initiator와 target 간의 정보를 전송하는 장치로 케이블 등이 포함
된다.
• Expander











OS File systems, Upper driver layers












NVMe (NVM express) 인터페이스는 2011년에 제안되어 사용되고
있으며최신버전은 1.2이다 [3]. HDD를기반으로발전한 ATA, SCSI와
달리 처음부터 NAND 플래시 메모리와 같은 NVM (Non-Volatile Mem-
ory)를위해설계되었다.
NVMe는 PCIe (PCI express)를기반으로하고있으며아키텍쳐는그
림 2와 같다. 그림 2에서 볼 수 있듯이 NVMe의 가장 큰 특징은 호스트
시스템에해당인터페이스를위한별도의컨트롤러가존재하지않는다는









(submission queue)와 완료 큐 (completion queue)로 구분된다. 제출 큐는
호스트 시스템이 커맨드가 포함된 엔트리를 제출하고, 스토리지가 해당
엔트리를 가져와서 처리한다. 완료 큐는 스토리지가 완료 결과 엔트리를
제출하고, 스토리지가 해당 엔트리를 가져와서 처리한다. 큐의 프로듀서
는 새 엔트리를 테일 (tail)에 추가하고, 컨슈머는 헤드 (head)부터 엔트리
를확인하기시작해서 tail까지증가하면서새엔트리를검사한다.최대로











버전은 5.1이고 최대 400 MB/s의 전송속도를 제공한다 [4]. eMMC가 널
리 사용되게 된 이유 중 한 가지는 간단한 아키텍쳐 때문이다. eMMC는
오직 12개의 핀을 이용해서 호스트 시스템과 통신한다; 8핀은 데이터, 1
핀은명령,그리고 3개의핀은클록을포함한나머지용도로사용한다.
또한 eMMC는 boot mode라고 불리는 모바일 시스템에서 매우 유용
한 기능을 제공한다. 호스트 시스템은 NOR 플래시 메모리나 EEPROM














UFS는 가장 최근에 제안된 모바일 스토리지 인터페이스이며, 비교
적 최근에 상용화에 성공하였다. 최신 버전은 2.0 이며 현재 가장 빠른
모바일 스토리지 인터페이스로서 최대 전송속도는 1,200 MB/s (2개의 6
Gb/s레인사용시)이다 [5]. eMMC와마찬가지로 boot mode와 command
queueing을지원한다.
은그림 3은 UFS의전체아키텍쳐를보여준다. UFS가 eMMC와구
분되는 큰 특징 중 하나는 eMMC와 달리 시리얼 방식의 통신을 사용한
다는 것이다. 또 다른 특징으로는 NVMe와 마찬가지로 스토리지가 호스
트시스템의메모리에접근할수있다는것이다.이기능은 UME (unified
memory extension)인데스토리지가호스트시스템의메모리를할당받아
스토리지가 필요한 용도로 사용할 수 있다 [6]. 일반적으로 모바일 스토
리지는 비용, 공간, 전력소모 등의 원인으로 인해 리소스의 제약이 많기
때문에동작에필요한최소한의리소스만갖추고있는경우가많다.따라
서메모리도최소한의용량만갖추고있는경우가많다.만약호스트시스
템의 메모리를 스토리지가 사용할 수 있다면 호스트 메모리를 펌웨어의
메타데이터를올려두거나미리읽기버퍼,쓰기버퍼등으로활용가능하
















































DRAM은 바이트 단위 (또는 캐시 라인 단위)의 접근이 가능하고 속
도가 매우 빠르며 SRAM 에 비해 상대적으로 가격이 저렴하여 주로 컴
퓨터시스템의메인메모리로사용된다.그러나시간이지나면저장된데
이터가 소실되고, 이를 마기 위해 주기적으로 리프레시를 수행해야 하기
때문에이로인한소비전력이필요한단점도있다.사용환경에따라DDR
[8], LPDDR [8], GDDR [8]등으로구분되나기본동작은유사하다.여기
서는 DRAM구조와특성,오퍼레이션, DRAM DIMM에대해살펴본다.
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2.2.1 DRAM구조와특성




셀의 데이터 입출력은 다음과 같이 진행된다. 셀의 데이터를 읽기
위해서는 row 디코더와 column 디코더, 센스 앰프를 사용한다. 먼저 row
디코더를 통해 대상 row 의 셀을 활성화 (activate) 한다. 그 후 column 디
코더를 이용해 대상 row 셀 중 타겟 clumn의 셀을 활성화 (activate)한다.
이제는센스앰프를이용해서최종선택된셀의데이터를읽어낸다.셀에
데이터를쓰는방법도유사한순서를통해진행한다.
셀 어레이가 모여서 뱅크 (bank), 랭크 (rank)를 구성하게 되며, 하








으로 위장한 메모리 장치이므로, 기존의 시스템에서 사용하던 인터리빙
기법을사용하지않는다.오히려기존의인터리빙기법을필요에의해설






후에 READ명령과함께 col주소를전송한다. CL시간이후 DATA
시그널을통해읽기데이터가전송된다.읽기데이터전송이완료되
면 tRP 시간동안 precharge를수행한다.
• Write
Write 오퍼레이션은 ACT 명령과 함께 row 주소를 전송한 후, tRCD
이후에WRITE명령과함께 col주소및쓰기데이터를전송한다.쓰
기데이터전송완료후 tWR이후 tRP동안 row precharge를수행한다.
2.2.3 DRAM DIMM
일반적으로 데스크탑/서버 시스템에서는 DRAM을 다수의 DRAM
칩이 PCB에 장착된 DIMM (Dual Inline Memory Module) 형태로 사용
한다.데스크탑시스템에서는같은비용으로큰용량의 DRAM을사용하




UDIMM (unbuffered DIMM)은 그림 5의 (a)와 같은 간단한 구조로
이루어져있다. ECC를 지원하는 경우 ECC 패리티를 저장하기 위
한 DRAM 칩이 추가로 장착된다. UDIMM의 DRAM 칩은 호스트
시스템의 DRAM 컨트롤러와 명령, 주소, 데이터 시그널이 직접 연
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그림 5: DRAMM DIMM분류
결된다. 따라서 DRAM 칩 이외의 부품 사용을 최소화하여 가격이
저렴한장점이있다.





RDIMM (registered DIMM)은 그림 5의 (b)와 같은 구조를 사용하
며 명령과 주소 시그널의 품질을 개선하기 위해 RCD (Registering
Clock Driver)를 사용한다. RCD는 DIMM의 중앙에 위치하며 호스
트시스템의DRAM컨트롤러에서DRAM명령과타겟주소를전달
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받아서 RDIMM에 있는 각각의 DRAM 칩에 분배한다. 이 때 RCD
와각 DRAM칩까지의거리가다르기때문에이거리차를고려하
여 DRAM 칩에 명령과 주소를 전달함으로서 결과적으로 RDIMM
의모든 DRAM칩이같은시점에명령과주소를전달받을수있도
록 한다. 따라서 호스트 시스템의 DRAM 컨트롤러와 DRAM 칩이
직접연결되는 UDIMM에비해명령과주소시그널의품질이개선





LRDIMM (load reduced DIMM)은RDIMM보다더많은용량의DRAM
















이를 위해서 바이오스와 같은 시스템 초기화 소프트웨어는 시스템에 장
착된 DRAM DIMM의정보를확인하고적절한설정을진행하는데,이를
위해 DIMM의 SPD (Serial Presence Detector)를 사용한다. SPD 정보는
DRAM DIMM의별도의 EEPROM에저장되어있으며 DRAM의용량,속
도, 제조사 등에 대한 정보를 포함하고 있다. SPD 정보는 DRAM 인터페
이스가 활성화되기 전에 필요하기 때문에 호스트 시스템은 매우 간단한









부와의 데이터 교환을 담당하는 레지스터 (또는 페이지 버퍼)로 나눌 수
있다. 셀 어레이의 구조는 그림 6과 같으며, 페이지가 모여 블록이 된다.
하나의 NAND플래시메모리칩에포함되어있는모든블록은하나의레





셀 (cell)은 데이터를 저장하는 기본 단위이다. 집적도에 따라 SLC
(single level cell), MLC (multi level cell), TLC (triple level cell)로
구분되는데각각셀당 1, 2, 3비트를저장한다.
셀의상태는 SLC기준으로 1 (erased)또는 0 (programmed)로구분
되며, MLC는 4가지상태, TLC는 8가지상태를갖는다.셀의상태는
erase 오퍼레이션을 통해 0에서 1로 천이할 수 있고, program 오퍼
레이션을통해 1에서 0으로천이할수있다.
• 페이지
페이지 (page)는셀로구성되며 Read와 Program오퍼레이션의기본




페이지의 크기를 2112 바이트로 가정하고 있다. 여기서 실제 데이




블록 (block)은 Erase 오퍼레이션의 기반 단위이며, 여러 개의 페이
지가 모여 하나의 블록을 구성한다. 그림 6의 NAND 플래시 메모
리는 하나의 블록이 64개의 페이지로 구성되는 것을 가정한다. 이
경우 하나의 블록의 크기는 데이터 영역만 계산하면 128 KB이고,
NAND 플래시 메모리 칩 하나가 2048 개의 블록으로 구성된다고












Read 오퍼레이션은 페이지 단위로 동작하며, 셀 어레이에 저장된
데이터를 페이지 버퍼로 읽어온다. 한 셀에 한 비트의 데이터만 저
장되는 SLC에비해 2, 3비트의데이터가저장되는 MLC와 TLC는
SLC에 비해 데이터를 읽는 시간이 더 오래 걸린다. 페이지 버퍼에
읽어온데이터는스페어영역에저장된 ECC정보를활용해서에러
탐지및정정과정을거쳐서원본데이터로복원해야한다.
그림 6에서 볼 수 있듯이 NAND 플래시 메모리 셀은 서로 인접하





Program 오퍼레이션도 페이지 단위로 동작하며, 페이지 버퍼의 데
이터를셀어레이에저장한다.이오퍼레이션은 NAND플래시메모
리의셀특성으로인해반드시 erase가완료된페이지에만수행해야
한다. 프로그램 오퍼레이션 수행 중에 에러가 발생할 수 있으므로
이에대한적절한처리가필요하다.
하나의셀에 2, 3비트가저장되는MLC, TLC의경우는한셀이 LSB














NAND 플래시 메모리는 그림 7와 같은 인터페이스를 사용한다. 각
인터페이스핀의용도는다음과같이크게세가지로구분된다: ①컨트롤
러가 NAND플래시메모리에명령과주소를전달 ② NAND플래시메모
리가자신의상태를컨트롤러에전달 ③ NAND플래시메모리에쓸데이
터,또는 NAND플래시메모리에서읽은데이터전송.
과도기적인 NAND 플래시 메모리 제품 중에는 NAND 플래시 메모
리뿐아니라 SRAM을내장하고있어해당 SRAM을통해 NAND플래시
메모리를 제어할 수 있는 제품도 있었다. 해당 제품은 OneNAND 라는
제품명으로상용화되었고,그림 8처럼임베디드시스템에서부팅에필요
한 데이터가 저장된 NOR 플래시 메모리를 제거할 수 있는 효과가 있어
한동안 널리 사용되었다. 또한 NAND 플래시 메모리의 인터페이스가 변
경되더라도 SRAM영역에정의된NAND플래시메모리를제어하기위한
인터페이스는 변경되지 않으므로 신규 NAND 플래시 메모리 제품도 호
































앞에서살펴본것과같이 NAND플래시메모리의 read, write오퍼레
이션 단위는 일반적인 스토리지 인터페이스의 섹터 (512 바이트)가 아닌
페이지이다. 따라서 NAND 플래시 메모리를 스토리지로 사용하려면 섹
터 주소를 NAND 플래시 메모리 주소로 변환해주는 소프트웨어 계층이
필요하며, 이것을 플래시 변환 계층이라고 한다. 또한 플래시 변환 계층




플래시 변환 계층의 가장 기본적인 역할 중 하나로, 스토리지 인터
페이스의오퍼레이션단위인섹터 (논리주소)와 NAND플래시메
모리의오퍼레이션단위인페이지또는블록 (물리주소)간의매핑
을 관리한다. 호스트가 read를 요청하면, ① 대상 섹터 주소에 대한
NAND 플래시 메모리의 물리 주소를 확인하고 ② 해당 물리 주소
에서 데이터를 읽어서 ③ 호스트에 반환한다. 호스트가 write를 요
청하면, ① erase된 페이지 (또는 블록)에 호스트의 write 데이터를
프로그램하고 ② 논리-물리 주소의 매핑 정보를 새 물리 주소로 업
데이트하고 ③호스트에 write결과를반환한다.
논리주소를 물리주소로 매핑하는 단위에 따라 페이지 매핑, 블록
매핑,하이브리드매핑등이있다.페이지매핑은랜덤쓰기성능이
좋지만 매핑 정보가 큰 단점이 있다. 블록 매핑은 매핑 정보의 크
기가 작지만 랜덤 쓰기 성능이 매우 낮은 단점이 있다. 하이브리드
매핑은 페이지 매핑과 블록 매핑의 장점을 합한 것으로 매핑 정보
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가 작으면서도 성능이 좋지만, 매핑 정보의 관리가 복잡한 문제가






스토리지 내부에 있는 NAND 플래시 메모리 블록의 개수는 한정
되어 있으므로, 계속해서 호스트의 write를 처리하면 자유 블록이
점차 소진되고, 더이상 자유 블록이 없으면 호스트의 write 처리가
불가능하다. 따라서 프로그램이 완료된 블록 중 대상 블록을 선정









이기 때문에 필연적으로 erase와 program을 발생시켜 NAND 플래
시메모리의수명을감소시킨다.이렇게가비지컬렉션으로인해더
쓰여지는 양을 수치화 하기 위해 WAF (write amplification factor),











때문이다. 배드 블록은 제조 공정에서 이미 불량인 초기 배드 블록




하다. 런타임 배드 블록은 다시 두 가지로 나눌 수 있는데 erase 오
퍼레이션이실패하는배드블록과 program오퍼레이션이실패하는
배드블록으로분류할수있다.따라서플래시변환계층은 erase와







횟수가 이 제조사에 의해 정해져 있으며, 이 횟수를 넘어가면 정상
동작을보장하지않는다.스토리지는사양에서지정된용량을제공
해야 하는데, 만약 스토리지를 구성하는 NAND 플래시 메모리의
일부블록의 P/E횟수가급격히증가하여지정된용량을제공할수




리 블록의 P/E 횟수를 균등하게 유지할 필요가 있으며, 이를 위한
기법을웨어레벨링이라고한다.
웨어 레벨링은 크게 소극적인 (reactive) 웨어 레벨링과 적극적인
(proactive)웨어레벨링으로나눌수있다.소극적인웨어레벨링은
웨어 레벨링 자체를 위해 데이터를 이동시키지 않는다. 대신 호스




반면 적극적인 웨어 레벨링은 웨어 레벨링을 자체를 위해 데이터
를이동시키기도한다.예를들면특정블록에한번호스트가 write
한 후 오랫동안 업데이트가 이루어지지 않는 데이터가 있다면, 이
블록은유효페이지개수가많아서가비지컬렉션대상블록에서도























하지 않으면 계속 유지될 가능성이 높기 때문에, 적극적인 웨어 레
벨링기법은해당블록의데이터를강제로다른블록으로 (주로 P/E




이와 같은 플래시 변환 계층은 그림 9에서와 같이 호스트 시스템 또
는 스토리지 내부에서 실행될 수 있다. NAND 플래시 메모리의 도입 초
기에는 호스트 시스템에서 플래시 변환 계층을 실행하면서 호스트 시스
템이 NAND 플래시 메모리를 직접 관리하는 형태로 사용되었다. 그러나
NAND 플래시 메모리가 급격히 발전하면서 NAND 플래시 메모리를 관








스템을일반적으로플래시파일시스템 (flash file system)이라고부른다.
플래시 메모리 파일 시스템은 일반적으로 플래시 변환 계층이 수행하는
작업을 수행하면서 상위 계층에는 일반적인 파일 시스템 인터페이스를
제공한다.플래시파일시스템에는다음과같은것들이있다.
• JFFS2
JFFS2 (journaling flash file system version 2)는로그스트럭쳐기반
의플래시파일시스템이다 [11].초기버전인 JFFS는 NOR플래시
메모리를 위해 개발되었으나, 다음 버전인 JFFS2는 NAND 플래시
메모리를 지원한다. 파일과 디렉토리의 변경사항은 inode와 dirent
node에로깅되고,파일과디렉토리에업데이트가발생하면새노드
가 생성되고 기존의 노드는 무효화된다. JFFS2의 가장 큰 단점은
로그스트럭쳐기반파일시스템에서일반적으로발생하는긴마운
트 시간이다. 로그 스트럭쳐 기반 파일 시스템은 모든 변경사항을
로그형태로기록한다.따라서파일시스템이마운트될때최신상
태를확보하기위해서는로그전체를읽어야하는문제가있다.이를





YAFFS (yet another flash file system)는 JFFS와 다르게 처음부터
NAND 플래시 메모리를 위해 작성된 파일 시스템이며 현재 버전
2까지개발되어있다 [12] [13]. YAFFS1은페이지크기가 512바이
트인 NAND 플래시 메모리를 지원하며, YAFFS2는 페이지 크기가
2048바이트인NAND플래시메모리도지원한다. YAFFS는파일의
데이터를기록할때,가장처음에는파일의메타데이터를기술하는
페이지를 기록한다. 새 파일이 생성될 때 마다 고유한 object ID를
할당받는데, 한 파일에 포함된 모든 데이터는 이 object ID를 이용
해서 관리된다. 또한 새로 쓰여지는 모든 블록에 대해 일련 번호를
표시하는데, 이것은 단조 증가한다. 따라서 파일 내의 같은 오프셋
을 가리키는 데이터가 여러 개 존재하더라도 일련 번호를 활용해




UBIFS (unsorted block image file system)는 Linux의 UBI (unsorted
block image) 장치 위에서 동작하는 플래시 파일 시스템이다 [14].
UBI는 NAND플래시메모리의배드블록에대한리매핑과웨어레
벨링을 수행하므로 UBIFS는 NAND 플래시 메모리가 정상 블록인




F2FS (flash friendly file system)은 NAND플래시메모리를위한파
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일 시스템이지만, 앞에서 설명한 플래시 파일 시스템과는 달리 일






역으로 나누고 해당 구역 안에서는 순차 쓰기만을 수행한다. 그리
고주기적으로플래시변환계층에서수행하는것과유사한가비지




쳐 기반의 파일 시스템에서는 하나의 업데이트가 상위 계층의 로
그에대한계속적인업데이트를발생시키는 wandering tree문제가
존재한다. F2FS는 해당 문제를 node address translation 기법을 활
용하여해결했다.
2.4 NVDIMM장치
NAND 플래시 메모리와 같은 비휘발성 메모리를 활용하여 데이터
를비휘발성으로보존하는 DIMM을일반적으로 NVDIMM (Non-Volatile
DIMM)이라고 부르며, NVDIMM-N, F, P의 세 가지 유형으로 분류된다
[17] [18].또한최근에 Intel에서발표한 3D Xpoint메모리로구성된 Intel
DIMM 또한 NVDIMM 으로 분류할 수 있으나, 상세한 정보가 공개되지
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NVDIMM-N은 그림 10에서 보는 것과 같이 DRAM, NAND 플래시
메모리, 컨트롤러, 보조 전원 (배터리 등)으로 구성된다. 일반적인 상황
에서는 DRAM만을 사용해서 DRAM DIMM과 동일하게 동작한다. 그러
나 전원이 차단되면 NVDIMM-N 컨트롤러가 DRAM의 데이터를 같은
DIMM 내부에 있는 NAND 플래시 메모리로 백업한다. 데이터가 백업되
는 동안은 호스트 시스템에서 전원을 공급받을 수 없기 때문에 배터리
와 같은 보조 전원을 사용한다. 호스트 시스템에 다시 전원이 공급되면
NVDIMM-N 컨트롤러를 이용해서 NAND 플래시 메모리에 백업된 데이





NVDIMM-N의 가장 큰 장점이다. 일반적인 상황에서는 DRAM을
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위와 마찬가지로 일반적인 상황에서는 DRAM을 대상으로만 입출
력이발생하므로 DRAM과마찬가지로반영구적인수명을갖는다.
단, DRAM의 데이터가 백업되는 NAND 플래시 메모리의 경우 수
명이 있으나 NVDIMM-N 이 주로 사용되는 서버 환경에서는 전원
차단이거의발생하지않기때문에문제가없는수준이다.
그이유는다음과같다. NVDIMM-N장치에 DRAM과동일한용량
의 NAND플래시메모리가장착되어있고 (보통 DRAM용량의 2-4
배), 하루에 한번씩 전원 공급이 중단되어 NAND 플래시 메모리에
백업을 해야 한다고 가정하자. 1년을 사용하면 NAND 플래시 메
모리의 Erase회수는 365이고, 5년을사용하더라도 1825회가된다.
NAND플래시메모리의보장 Erase회수는제조사와제품마다다르
지만, 일반적으로 수천 회를 보장하는 것으로 알려져 있다. 따라서
DRAM 용량과 NAND 플래시 메모리 용량이 1:1인 경우에도 5-10
년정도는동작에문제가없을것으로예상된다.게다가 NVDIMM-
N의 NAND 플래시 메모리 용량은 일반적으로 DRAM 용량의 2-4
배를 사용하고, 서버 환경에서는 전원 차단이 거의 발생하지 않는





NVDIMM-N은 기존의 DRAM 인터페이스와 100% 호환되므로 호
스트시스템의하드웨어를변경할필요가없다.그것은DRAM DIMM
에는 없는 NVDIMM-N의 고유한 작업인 NAND 플래시 메모리를
이용한 백업과 리스토어가 NVDIMM-N 컨트롤러에 의해 자동으
로 수행되기 때문이다. 백업과 리스토어를 그러나 NAND 플래시
메모리에서 DRAM으로의 데이터를 복원하거나, 전원 중단 없이
강제백업을위해서는호스트시스템에서소프트웨어의지원이필
요하다. 또한 NVDIMM-N 장치의 인식을 비롯한 활용을 위해서도





공하기 때문에 고성능이 필요한 응용, 특히 데이터베이스 시스템의 로깅
디바이스로 많이 활용되고 있다. 다른 NVDIMM 기술에 비해 구현이 간
단하면서도활용도가높아,가장먼저표준화가진행되고있으며 [19],다
수의 업체에서 NVDIMM-N 타입의 제품을 판매하고 있다. [20][21] [22]
[23]. NVDIMM-N장치는데이터백업과복원을담당할컨트롤러가필요







시를 특징으로 하는 DRAM을 위한 인터페이스이므로, DRAM 이 아닌
NVM (주로 NAND플래시메모리)을저장매체로사용하므로가변레이
턴시를 갖는 NVDIMM-F를 DRAM 프로토콜 수준에서 직접 지원할수는
없다.
이 문제를 해결하기 위해서는 고정 레이턴시를 가정하는 DRAM 인
터페이스에서 가변 레이턴시를 지원할 수 있도록 별도의 스토리지 인터
페이스를 정의해야 한다. 따라서 스토리지 컨트롤러는 스토리지 인터페
이스로 활용되는 공유 메모리 버퍼 또는 이와 유사한 형태의 메모리를
제공하고, 호스트 시스템은 이 메모리를 자신의 주소 공간에 매핑시켜서
사용해야 한다. 이것은 호스트의 DRAM 컨트롤러와 DRAM 장치가 완
전한 마스터-슬레이브 구조이기 때문에 DRAM 인터페이스에서는 특정


















간주할 수 있다. 프로토콜에 대해서는 아직까지 표준화가 진행되지 않았
으며,본연구에서제안하는프로토콜은 3장에서자세히다룰것이다.
NVDIMM-F의 장점은 DRAM 인터페이스에 기반하고 있기 때문에
빠른 전송속도와 매우 짧은 레이턴시를 제공할 수 있다는 것이다. 앞에
서 살펴본 대로 DDR4 인터페이스의 경우 최대 32 GB/s 의 대역폭과 수
ns수준의레이턴시를제공한다. DDR4인터페이스의대역폭은 PCIe 3.0
16레인의 최대 대역폭인 16 GB/s (단방향), 32 GB/s (양방향)과 비교시 2
배 또는 동등한 수준이나, 레이턴시는 PCIe 대비 매우 우월하다. 따라서
DRAM인터페이스를스토리지인터페이스로활용하면기존의스토리지
인터페이스와비교하여우수한전송속도와레이턴시를얻을수있다.
NVDIMM-F는 NVDIMM-N과 달리 표준화를 위한 작업이 매우 더
디게 진행되고 있어 아직까지 프로토콜 및 에코시스템에 대한 표준화가
완료되지않았다.그러나 Diablo Technologies는 NVDIMM-F에해당되는
유형의 제품을 MCS (memory channel storage라고 분류하고 [24], DDR3
인터페이스기반으로독자규격을이용해상용화에성공하였다 [25].
















인터페이스용 메모리를 호스트 시스템에 제공하고, 호스트 시스템은 이
인터페이스용메모리를자신의주소공간에매핑시켜서스토리지명령을
처리하는데 사용하는 것을 알 수 있다. 특히 해당 제품은 대용량 캐패시
터를 사용하여 5 us 또는 3.3 us 수준의 쓰기 레이턴시를 제공하는 것이
특징이다.이는쓰기명령과데이터가 NVDIMM-F에전달되면 DIMM에
전원 공급이 차단되어도 내장된 캐피시터를 활용하여 쓰기 작업을 끝까
지수행하여영속성 (persistency)를보장할수있기때문에스토리지가쓰
기 명령을 받더라도 실제 NAND 플래시 메모리에 쓰기 작업을 수행하지
않고 호스트에는 쓰기 명령이 완료된 것으로 보고하기 때문이다. 기존의
스토리지인터페이스도이와같이캐패시터를활용하여실제로NAND플
래시 메모리에 쓰기 작업을 수행하지 않고도 쓰기 명령이 완료된 것으로




유사한 점이 있지만 다음과 같은 의의를 갖는다. 먼저 상용 제품의 내부
구조 및 동작 방식은 개념적으로만 일부 자료가 공개되어 있으나, 본 연
구에서는 스토리지 내부와 호스트 시스템의 설계와 구현에 대해 자세한
내용을기술한다.또한기존제품은기존의 SSD컨트롤러와 DRAM인터
페이스를 위한 브릿지 컨트롤러를 결합한 형태로 구현되었으나, 본 연구
에서는 SSD 컨트롤러와 DRAM 인터페이스를 통합한 단일 컨트롤러를
설계하고구현하였다.마지막으로 GPIO를활용하여명령완료처리에대
한 인터럽트를 발생시킴으로써 호스트 시스템이 명령 완료 처리를 위해
폴링을해야하는필요성을제거했다.상용제품의명령완료처리방식에
대한자료가공개되어있지않으므로정확히알수는없지만, DIMM인터
페이스의 특성상 에러 발생 등의 특별한 이벤트를 제외하면 인터럽트를
사용하지 않는 것으로 알려져 있으므로 아마도 폴링 방식으로 명령 완료
처리를구현했을것으로추정된다.




당 장치를 블록 장치로 등록하면 기존의 SSD와 동일한 방식으로 사용할
수 있다. 따라서 어플리케이션을 전혀 수정하지 않아도 고성능 블록 디
바이스를 활용할 수 있는 장점이 있다. 일반적으로 새로운 장치 또는 인
터페이스를 사용하기 위해서는 신규 디바이스 드라이버를 개발과 신규
디바이스 드라이버를 적용해야 하는데, 일단 개발이 완료되면 비교적 간
단한 절차를 통해 적용 가능하다. 어플리케이션을 수정해야 효과적으로
활용이 가능한 NVDIMM-N과 비교하면 기존의 어플리케이션을 그대로
사용가능한장점이더욱크게부각된다.
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그러나 신규 디바이스 드라이버 적용 뿐 아니라 BIOS (basic input









F는 DRAM이 아니기 때문에 메모리 테스트가 불필요하며 인터리








일반적인 DRAM처럼 사용할 수 없는 영역이므로 예약 (reserved)
상태로설정되어야한다.
• MTRR테이블변경
MTRR (memory type range registers)은각메모리영역이어떤캐시
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정책으로 관리되는지에 대한 정보를 제공하는 레지스터의 집합이
다 [28]. 설정 가능한 캐시 모드는 uncached, write-through, write-
protect,그리고 write-back이있다. NVDIMM-F의스토리지인터페
이스영역은 uncached 모드로설정하여,인터페이스 (메모리)에쓰
여진 데이터가 일단 CPU 내부의 캐시에 저장되도록 한다. 여기서
캐싱으로인한메모리트랜잭션의리오더링이발생하여쓰기명령
처리시 무결성이 위반될 가능성이 있는데, 이는 6.3.4 메모리 트랜
잭션순서보장에서자세히다룰것이다.
• DIMM트레이닝절차변경
바이오스는 DRAM 인터페이스의 시그널에 대한 최적의 타이밍을
찾기 위한 조정 작업에 해당되는 트레이닝 과정을 수행한다 [29].
이것은 하나의 시스템에 다수의 DRAM DIMM이 설치될 수 있으
며, 메모리 컨트롤러부터 각 DRAM DIMM까지 시그널의 길이에
차이가 있기 때문에, 이에 대한 타이밍을 조절하기 위한 작업이다.
앞에서와 마찬가지로 NVDIMM-F의 스토리지 인터페이스 영역은
일반 DRAM이 아니므로 기존의 트레이닝 작업을 NVDIMM-F에
적합하도록변경할필요가있다.
• ACPI테이블변경
ACPI (advanced configuration and power interface)는운영체제가주
변기기의 탐색, 설정, 전원관리를 위한 규약이다 [30]. 바이오스는
시스템 초기화 과정에서 주변기기에 대한 탐색 및 초기활르 수행
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Intel은 2015년에 비휘발성이면서 속도가 빠른 특성을 제공하는 3D





























효과적인 활용을 위해서는 시스템 소프트웨어의 지원이 필요하다. Intel
에서는 그림 13의 소프트웨어 아키텍쳐를 제안했다. 여기서 각 구성요소
의 역할은 다음과 같이 정리할 수 있다. 먼저 시스템 초기화 소프트웨어
가 NVDIMM을 DRAM DIMM과 구분하여 인식하고, 이에 대한 정보를






















Memory Device to System 






















운영체제에전달해야한다. ACPI 6.0에서는이를위해 NFIT (NVDIMM




• SPA Range Structure
49
NVDIMM이 사용하는 시스템의 물리 주소 영역과 각 영역의 유형
을기술한다.
• Memory Device to System Address Range Map Structure





ory Device to System Address Range Map Structure는현재의메모리
인터리브정보를기술하고있는 Interleave Structure를포인트한다.
• SMBIOS Management Information Structure
SMBIOS 테이블 항목을 기술한다. 이것은 새로 추가된 NVDIMM
에대한 SMBIOS엔트리를기술할수있도록한다.
• NVDIMM Control Region Structure
NVDIMM을 기술하고 가능한 경우는 Block Control Window 까지
기술한다.
• NVDIMM Block Data Window Region Structure
Block동작이가능한 NVDIMM에대한 Block Data Window를기술
한다.
• Flush Hint Address Structure




Device Handle을 통해 구조체에 의해 지원되는 NVDIMM을 기술
한다.
2.5.2 Linux지원
현재 리눅스에는 그림 13의 NVDIMM을 위한 구성 요소 대부분이
지원되고있으며각구성요소별역할은다음과같다.
• NFIT Core
2.5.1 BIOS에서 기술한 NFIT 인터페이스 정보를 이용해서 시스템
에장착된 NVDIMM장치를관리하는모듈이다.
• Block Window Driver
NFIT는 NVDIMM 장치에서 블록 단위의 I/O를 할 수 있는 Block
Window를정의했다. Command/Address Register를통해명령을전
송하고 Status Register를 통해 결과를 확인한다. 이 모듈은 해당 인
터페이스를이용한블록 I/O를수행할수있도록한다.
• PMEM Block Driver
바이트 단위로 접근할 수 있는 NVDIMM 장치를 블록 디바이스로
사용할수있는기능을제공한다.
• BTT




2.5.4 NVM Programming Model에서 제안한 NVM Programming
Model의구현이다.
파일 시스템의 경우는 NVDIMM-N 또는 SCM을 위한 ext4, BPFS,
PMFS 파일 시스템을 사용할 수 있다. NVDIMM-N과 SCM 모두 공통적
으로 바이트 단위의 접근과 비휘발성을 특징으로 하므로 시스템 소프트
웨어의많은부분을공유할수있다.
기존의 파일시스템과 다른 점은 DAX (direct access) 기능을 활용한





Microsoft Windows운영체제도 NVDIMM과 SCM을위한소프트웨
어 개발을 진행하고 있다. 현재 가장 먼저 상품화가 진행된 NVDIMM-N
을 활용하기 위한 인터페이스 [34]가 정의되어 있다. 또한 SCM driver 개
발이나 기존 파일시스템을 NVDIMM-N과 SCM에 적합하도록 수정하는
작업이진행되고있다 [35].
2.5.4 NVM Programming Model
SNIA (Storage Networking Industry Association)는 NVDIMM, SCM





로그래밍 인터터페이스를 제공한다. 이 프로그래밍 인터페이스는
I/O명령을블록드라이버로전송하는운영체제의원래동작에NVM
을위한확장을추가한다.이모드를지원하기위해서는, NVM장치





















volume 이라는 추상화 계층을 제공한다. PM 볼륨은 메모리 매핑
기능을지원함으로써기존의 CPU에서사용하는 load, store인스트
럭션을그대로사용할수있다. PM볼륨은메모리채널, PCIe또는






• NVM.PM.VOLUME.VIRTUAL ADDRESS SYNC















• NVM.PM.FILE.GET ERROR EVENT INFO




이 장에서는 본 논문에서 제안하는 스토리지 인터페이스를 논의한
다.먼저호스트시스템과스토리지의물리계층수준의연결방식을제안




된 스토리지 장치는 DRAM 버스와 인터럽트 시그널을 이용해서 호스트
시스템의 CPU와 통신한다. 스토리지 장치와 호스트 시스템 사이의 데이
터이동은호스트소프트웨어가처리한다.
스토리지 장치의 호스트 인터페이스는 마치 DRAM 처럼 동작한다.
따라서 호스트 시스템은 제안된 스토리지 장치를 사용하기 위해서 호스
그림 15:전체시스템아키텍쳐
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트 시스템을 변경할 필요가 없다. 이를 위해서 작은 크기의 공유 메모리
버퍼를 호스트 인터페이스로 사용한다. 이 버퍼는 호스트 시스템 CPU와
스토리지 컨트롤러에게 공유된다. 호스트 시스템 CPU는 해당 버퍼를 일
반적인 DRAM과 마찬가지로 일반적인 load와 store 명령을 통해 접근할
수 있다. 호스트 시스템 CPU와 스토리지 컨트롤러가 이 버퍼에 동시에
접근하는 경우에는, 해당 공유 버퍼의 컨트롤러가 호스트 시스템 CPU에




은 하드웨어에 의해 해석되지 않는다. 그 대신, 몇 개의 특수 기능 레지
스터들이 메모리의 특정 영역에 매핑되어 있다. 특수 기능 레지스터들은
호스트 소프트웨어가 스토리지 장치에 특별한 제어 정보를 전달하거나,




여기서는 앞에서 정의한 물리 계층 위에서 동작하는 스토리지 장치
프로토콜을 논의한다. 프로토콜의 전반적인 동작은 그림 16에 정리되어
있다.스토리지장치인터페이스의핵심인공유메모리버퍼는다음의세
가지 영역으로 나눠진다: 제출 큐 (SQ: Submission Queue), 완료 큐 (CQ:





하나의 제출 큐 엔트리는 다음과 같은 항목으로 구성된다: 명령 ID
(command ID), 연산 코드 (opcode), 시작 섹터 (start sector), 섹터 개수
(sector count), 그리고 버퍼 인덱스 (buffer index). 명령 ID는 동시에 실행
중인 여러 개의 명령 중에서 특정 명령을 식별하기 위해 사용된다. 연산
코드는 실행할 명령의 종류를 나타내며 읽기, 쓰기 등이 있다. 시작 섹터
와 섹터 개수는 명령의 대상이 되는 시작 섹터와 섹터 개수이다. 버퍼 인
덱스는데이터버퍼내부의인덱스이며,버퍼주소와유사하다.읽기또는
쓰기 명령에 대한 데이터는 이 버퍼 인덱스로부터 시작해서 연속적으로
저장된다.
하나의 완료 큐 엔트리는 명령 ID (command ID)와 완료 상태 (com-
pletion status)의 2개항목으로구성된다.명령 ID는실행이완료된명령의
명령 ID인데, 이 값은 해당 명령이 제출 큐에 제출될 때 주어진 값을 사
용한다. 완료 상태는 이 명령이 성공적으로 완료되었는지 아닌지를 나타
낸다.
제안된프로토콜이동작하는예를그림 16과함께살펴보자.먼저호
스트 시스템이 수행하려는 스토리지 명령을 제출 큐 엔트리 양식에 맞춰
준비한후제출큐의끝 (tail)에저장한다 (#2).제출한명령이쓰기명령인
경우, 명령을 제출하기 전에 쓰기 데이터를 데이터 버퍼에 저장해두어야








스토리지 장치는 제출 큐에서 가져온 명령을 실행한다 (#4). 실행할 명령
이 쓰기 명령인 경우 스토리지에 저장할 데이터는 데이터 버퍼에 저장되
어 있다. 해당 데이터의 데이터 버퍼상의 시작 위치는 제출 큐 엔트리의
버퍼 인덱스 항목에 지정되어 있다. 실행할 명령이 읽기 명령인 경우 스
토리지 내부의 읽기 명령 실행이 완료되면, 제출 큐 엔트리에서 지정한
데이터 버퍼 인덱스에 데이터 버퍼상의 위치에 읽기 명령에 해당되는 데
이터를저장해야한다.
스토리지 장치 내부에서 명령 실행이 완료되면 완료 큐의 끝 (tail)
에 완료 엔트리를 저장하고 (#5), 호스트 시스템에게 명령이 실행이 완료
되었음을 알린다 (#6). 호스트 시스템은 새로 도착한 완료 엔트리를 완료
큐의선두 (head)부터끝 (tail)의순서로검색한다 (#7).새로도착한완료
엔트리가 있으면 호스트 시스템은 해당 엔트리를 처리한다 (#8). 완료된
명령이 읽기 명령이라면, 데이터 버퍼에 저장되어 있는 스토리지의 읽기
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명령에대한데이터를호스트시스템의버퍼로복사한다 (#9).





모리 버퍼와 스토리지 매체 사이의 데이터 전송은 스토리지 컨트롤러의
DMA엔진이담당한다.
마지막으로, 본 프로토콜과 같이 두 개체 사이의 통신을 위해 큐를
사용하는것은스토리지및통신시스템에서는흔한설계패턴이다.큐는
한 시스템 내에서 동시에 여러 개의 메시지 (스토리지 명령과 완료 결과)
가처리될수있도록한다.이특성은병렬성과접근시간의변동성이존재
하는 스토리지 장치에서는 매우 중요하다. 다수의 NAND 플래시 메모리
칩으로구성된스토리지장치는일반적으로칩의개수만큼병렬성을제공
하며,접근시간은현재스토리지장치의상태와입력으로주어진명령에









예로는, NVMe SSD는기반으로사용하고있는 PCIe버스의인터럽트기
법 (기존의시그널링방식또는메시지기반)을활용한다.그러나 DRAM
인터페이스는호스트시스템에명령실행이완료되었음을전달하기위한
장치를 제공하지 않는다. DRAM이 결정적인(deterministic) 동작 시간을





더 구체적으로는, 호스트 시스템의 디바이스 드라이버가 제출 큐에 명령
을제출한후,주기적으로완료큐를확인하면서제출된명령의실행완료




자원을 절약하기 위해서 본 연구에서는 두 번째 방법, 즉 GPIO 핀을 이
용한명령실행완료전달방법을사용한다.그러나매우높은 I/O성능을
제공하는경우에는폴링이인터럽트보다효과적일수도있다 [36].폴링과
인터럽트 방식에 의한 이벤트 처리는 전통적인 연구 주제이며 각각의 장
단점을갖고있으나본연구에서는이에대해자세히다루지않을것이다.
이 문제는 본 연구 뿐 아니라 고성능 SCM과도 관련된다. 현재는
SCM을 컴퓨터 시스템에 연결하는 표준화된 인터페이스가 존재하지 않
는다. 아직까지는 SCM이 연구 단계여서 독자적인 인터페이스를 사용하
거나시뮬레이션을통해평가를진행하기때문에큰문제가되지않는다.









(consistency) 모델에 의존한다. 그림 16의 #1과 #2를 예로 들어 살펴보
자. 호스트 시스템은 쓰기 명령이 제출되기 전에 쓰기 데이터가 데이터
버퍼에저장되어있음을보장해야한다.만약이가정이지켜지지않으면
스토리지컨트롤러는데이터버퍼에있는불완전한데이터를스토리지매
체에 저장할 수도 있다. 따라서 호스트 시스템은 프로토콜의 두 과정, 즉
쓰기 명령 제출과 데이터 버퍼로 쓰기 데이터를 복사하는 프로토콜 간의
순서를보장할수있도록적절한기법을활용해야한다.
본연구에서사용한호스트플랫폼에서는 CPU의 L1, L2캐시로인한
문제는 발생하지 않았다. 호스트 시스템의 디바이스 드라이버가 명령 제
출시의 무결성을 보장하도록 설계되어야 하는데, 이를 위해 공유 메모리
버퍼 공간을 캐시가 불가능한 영역으로 간주하고 적합한 메모리 작업 순





함하고 있는 기존의 스토리지 인터페이스와 달리, 본 스토리지 인터페이
스는 호스트 시스템의 DRAM 컨트롤러 이외에는 별도의 컨트롤 로직을
포함하지 않는다. 따라서 호스트 시스템의 소프트웨어가 스토리지 인터
페이스에 해당되는 공유 메모리 버퍼와 호스트 시스템의 버퍼 사이의 데
이터전송을관리해야한다.
데이터 전송에는 CPU 자체의 인스트럭션에 기반한 메모리 복사를
이용할수있다.가장기초적인방법으로는 load, store인스트럭션을반복
함으로써복사하는방법이있는데어느호스트시스템에서나이용가능한
방법이다. 그러나 데이터 복사에 CPU가 계속해서 개입해야 하므로 단순
반복적인작업에귀중한CPU자원을낭비하게됨으로써전체적인시스템
성능이 저하될 가능성이 있다 [37]. 또다른 문제로는 쓰기 데이터의 경우
공유 메모리 버퍼에 복사된 후 스토리지에 저장되면 당분간 접근될 확률
이 낮은 데이터임에도 불구하고 해당 데이터가 L1, L2 의 다른 데이터를
밀어내고자신이남아있는캐시오염문제이다.따라서 CPU를이용한데
이터복사는이용하지않는것이좋다.특정 CPU아키텍쳐에서는대량의
데이터 복사에 최적화된 별도의 연산을 제공하는 경우도 있으나 [38], 해
당 CPU아키텍쳐에서만사용가능하다는단점이있다.
대량의 데이터 복사에 적합한 방법은 전통적으로 사용되던 DMA
(Direct Memory Access) 장치를 이용한 방법이다. 본 연구에서도 DMA
장치를 활용함으로써 호스트 시스템의 버퍼와 스토리지 인터페이스 버
퍼 사이의 데이터 전송을 효과적으로 수행했다. 일반적으로 최신 모바일
시스템 CPU 에는 범용 DMA 장치가 포함되어 있고 [39], 이것을 활용하
63
면데이터의전송시작과종료시에만 CPU가개입하면된다.따라서낮은
CPU 오버헤드만으로도 대용량의 데이터를 고속으로 전송할 수 있다. 하









당 스토리지 컨트롤러를 기반으로 NAND 플래시 메모리를 섹터 단위로
접근가능한스토리지로동작시키는펌웨어를설계한다.
4.1 컨트롤러
본 연구에서 제안하는 스토리지 컨트롤러의 전체 구조는 그림 17과
같다.컨트롤러는세블록으로구성된다:호스트인터페이스,백본 (back-
bone), 플래시 메모리 인터페이스. 이 블록들은 서로 AXI 인터커넥트로
연결되어 있어서 고속으로 데이터를 교환할 수 있다. 각 블록의 기능은
다음과같다.
• 호스트인터페이스블록
본 연구에서 제안한 인터페이스의 핵심인 공유 메모리 버퍼를 제







펌웨어 동작에 필요한 기능을 제공한다. CPU, 메모리와 대용량 데
이터 이동에 필요한 DMA 하드웨어 등을 제공함으로써 펌웨어가
원활히동작할수있도록한다.
• 플래시메모리인터페이스블록
다수의 NAND 플래시 메모리 컨트롤러와 ECC 엔진을 제공한다.





모리 버퍼를 제공한다. 이 공유 메모리 버퍼는 에뮬레이트된 DRAM 장
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이를위해기존의 DRAM장치와동일한 I/O PAD를사용한다. I/O PAD의
뒤쪽에는 명령/주소 해석기 (command/address parser)가 있어서 I/O PAD
에도달한 DRAM명령과주소를해석하여명령과대상주소를결정한다.
대상주소는각뱅크 (bank)의 row주소를유지하고있는뱅크상태레지스
터 (bank status register)로전달되어각요청에대해 row와 column주소가
연결된 (concatenated) 주소를 생성한다. 이 버퍼는 8개의 SRAM 뱅크로
구성되는데, 각 뱅크는 여러 개의 SRAM 매크로로 구성된다. 각 SRAM




에 호스트와 스토리지가 동시에 접근하는 경우는 충돌이 발생한다. 이렇
게 충돌이 발생하는 상황에서는 호스트 시스템이 먼저 접근할 수 있도록






단, 버퍼로의 동시 접근에 의한 충돌 발생 시 스토리지 컨트롤러의
접근이차단되므로약간의성능저하가발생할수있다.충돌로인한성능
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저하를 최소화하기 위해 그림 17과 같이 8개의 SRAM 뱅크 각각에 대해
별도의 SRAM 컨트롤러를 사용한다. 이 경우 호스트 시스템과 스토리지
컨트롤러가같은뱅크에접근하지않는한충돌이발생하지않는다.따라
서 단일 SRAM 컨트롤러를 사용할 때와 비교해 충돌 발생 확률이 1/8 로
감소한다.
4.1.2 백본 (backbone)블록
이 블록은 스토리지를 구동시키는 펌웨어를 위한 기본적인 장치들,
즉, CPU, SRAM, DMA등을제공한다.여기에는두개의동일한 CPU가
포함되는데,명령어와데이터를저장하기위해전용스크래치패드메모리
를 사용한다. 스크래치패드 메모리 덕분에 각 CPU는 캐시 서브시스템을
사용하지않고도안정적로높은성능을제공한다.
또한 범용으로 사용되는 두 개의 SRAM 모듈이 포함되는데, 각 모
듈은 독립적인 SRAM 컨트롤러에 의해 제어됨으로써 높은 성능을 낼 수
있다. AXI 인터커넥트의 메모리 매핑 로직은 SRAM에 대한 접근을 인
터리브 방식으로 처리하기 대문에 충돌 발생 가능성을 감소시킨다. 백본
블록에 포함된 범용 DMA는 소프트웨어가 대량의 데이터를 효과적으로
전송할 수 있도록 한다. DMA에는 데이터 전송 기능 뿐만 아니라 AND,
XOR 등의 비트 연산 기능이 포함되어 있다. 이 기능을 이용하면 데이터
인코딩이나 디코딩과 같은 시간이 오래 걸리는 데이터 처리 작업을 가속
화하여처리할수있다.
이 블록은 인터럽트 컨트롤러, 타이머, GPIO 등의 주변장치를 위한
IP 들도 포함한다. 인터럽트 컨트롤러는 호스트에 스토리지 명령의 완료
를 통보하는데 중요한 역할을 담당한다. 이 컨트롤러는 하나의 스토리지





하며,시퀀서 (sequencer)와플래시메모리컨트롤러 (FMC, Flash Memory
Controller)등이포함된다.시퀀서는특수목적의마이크로컨트롤러인데,
고수준의 제어 신호 시퀀스를 생성한다. 플래시 메모리 컨트롤러는 시퀀
서가 생성한 신호 시퀀스를 받아서 이것을 NAND 플래시 메모리 칩을
제어하기위한저수준의제어신호와데이터신호를생성한다.또한플래
시 메모리 컨트롤러는 내부의 SRAM과 NAND 플래시 메모리 사이에서
사용자데이터를전송한다. NAND플래시메모리 PHY는하드매크로로
구현되는데, 플래시 메모리 컨트롤러와 NAND 플래시 메모리 칩 사이에
서 데이터를 고속으로 전송한다. 이것은 유효한 데이터 윈도우의 중앙을
탐색하고 중앙 정렬된 데이터 스트로브를 생성하기 위해서 delay-locked
loops (DLLs)와지연제어로직을사용한다.
마지막으로, 이 블록은 두 개의 공유된 ECC 디코더와 한 개의 ECC
인코더를 포함한다. 이렇게 비대칭적인 구조를 통해 본 연구에서 사용하
는 LDPC (low-density parity-check) 알고리즘이 비대칭적이고 가변적인
특성을수용할수있다.두개의 ECC디코더와한개의인코드를사용하는
이유는 다음과 같다. 스토리지에서 필요한 ECC 인코더의 성능은 스토리
지 내부의 NAND 플래시 메모리의 칩의 개수에 비례하는 것으로 생각할
수있는데 ECC인코딩시간은일정하기때문이다.따라서비교적느리게









펌웨어는 주소 변환 기능을 통해 페이지 (또는 블록) 단위로 동작하
는 NAND 플래시 메모리가 섹터 단위로 동작하는 스토리지로 동작할 수
있도록 한다. 펌웨어는 컨트롤러가 제공하는 백본 블록의 CPU와 SRAM
을 이용하여 실행되며, 컨트롤러를 이용해 NAND 플래시 메모리를 비롯
한하드웨어를제어한다.펌웨어는그림 18에서보이는것과같이 3개의
계층구조로구성되며,각계층의역할은다음과같다.
4.2.1 호스트인터페이스계층 (Host Interface Layer)
호스트인터페이스계층은펌웨어스택의가장상위에있으며 3장에
서 정의한 스토리지 인터페이스를 이용해서 호스트 시스템과 통신한다.
이 계층은 호스트 시스템으로부터 새로운 명령을 수신하고 하위 계층에
새로수신한명령의실행을요청한다.그후하위계층으로부터요청했던
명령의 실행이 완료 통보를 받으면, 완료 결과를 호스트 시스템에 반환
한다.
새로수신된명령이존재하는지확인하기위해서는스토리지인터페
이스의 제출 큐를 시작 (head) 부분 부터 확인한다. 만약 새로운 제출 큐
엔트리가 존재한다면, 해당 엔트리를 가져온다 (fetch). 엔트리에 포함된
명령을 해석한 후, 하위 계층인 플래시 변환 계층이 처리하기에 적합한
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그림 18:펌웨어스택




인터페이스 계층은 스토리지 장치 인터페이스의 완료 큐에 추가할 엔트
리를 준비한다. 해당 엔트리가 준비되면 완료 큐의 끝 (tail)에 엔트리를
추가하고, 인터럽트를 발생시켜서 명령 실행이 완료되었음을 호스트 시
스템에게통보한다.
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본 연구의 호스트 인터페이스 계층은 호스트의 관리 명령은 자신이
직접처리하고,일반적인 I/O명령 (Read, Write, Flush)은하위계층인플
래시 변환 계층이 처리하도록 전달한다. 호스트 인터페이스 계층이 제공
하는 핵심적인 관리 명령으로는 스토리지에 대한 정보를 제공하는 Iden-
tify 명령이 있다. 호스트 시스템은 해당 명령을 통해 스토리지의 존재를
확인하고용량등의특성을확인할수있다.
4.2.2 플래시변환계층 (Flash Translation Layer)
플래시변환계층은펌웨어스택의중간,즉상위계층인호스트인터
페이스 계층과 하위 계층인 플래시 인터페이스 계층의 사이에 위치한다.
이 계층은 호스트 인터페이스 계층에서 호스트 명령 처리 요청을 전달받




이 계층의 주 역할은 주소 변환 (Address Translation)이며 이를 위해
논리-물리주소매핑정보를유지한다.호스트의읽기명령을처리할때는
매핑 정보를 참조하며, 쓰기 명령을 처리할 때는 매핑 정보를 갱신한다.
호스트 인터페이스 계층으로부터 읽기 명령을 수신하면, 플래시 변환 계
층은자신이관리하는논리-물리주소매핑정보로부터읽기명령의대상
논리 주소에 매핑된 NAND 플래시 메모리의 물리 주소를 확인한다. 이
확인 과정이 완료되면 NAND 플래시 메모리의 물리 주소를 포함한 읽기
명령을하위계층인플래시인터페이스로전달한다.
호스트 인터페이스 계층으로부터 쓰기 명령을 수신하면, 해당 데이
터가프로그램될 NAND플래시메모리의물리주소를결정한후플래시
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인터페이스 계층으로 프로그램 명령을 전달한다. 요청한 명령에 대해 플
래시인터페이스계층이처리완료를통보하면,플래시변환계층도호스
트인터페이스계층에처리완료를전달한다.만약호스트의쓰기명령에
대한 NAND 플래시 메모리의 프로그램이 완료되었다면, 플래시 변환 계
층은자신이관리하는논리-물리주소매핑정보를새로운 NAND플래시
메모리의주소로갱신한다.
그 외에도 가비지 컬렉션 (Garbage Collection), 마모 균등화 (Wear
Leveling), 불량 블록 관리 (Bad Block Management) 등의 플래시 변환 계
층에서수행하는일반적인기능도수행한다.
4.2.3 플래시인터페이스계층 (Flash Interface Layer)
플래시인터페이스계층은펌웨어스택의최하단에위치하면서플래
시 메모리 컨트롤러를 활용하여 NAND 플래시 메모리 연산을 수행한다.
이 계층은 상위 계층인 플래시 변환 계층으로부터 요청을 수신하면 해당
요청에 대응되는 NAND 플래시 메모리 명령으로 변환한 후 플래시 메모
리 컨트롤러에 전송한다. 플래시 메모리 컨트롤러는 전송된 NAND 플래




이 과정에서 플래시 인터페이스 계층은 ECC 인코딩과 디코딩을 수
행하게된다.쓰기명령이라면 ECC인코딩을통해패리티정보를계산해
서 NAND 플래시 메모리의 스페어 영역에 계산된 패리티 정보를 추가한
다.읽기명령의경우는 NAND플래시메모리에서읽어온데이터를 ECC





션 중 erase, program 에서 에러가 발생하면 해당 블록은 배드 블록으로








이 장에서는 제안된 스토리지 장치 인터페이스 및 스토리지 장치를
위한 호스트 시스템을 설계한다. 먼저 해당 스토리지 장치가 사용될 호
스트 시스템 플랫폼 하드웨어를 설계한다. 그 후 해당 스토리지 장치를
활성화하는 소프트웨어인 부트 로더 (boot loader)와 디바이스 드라이버






시스템의 하드웨어를 변경 없이도 사용 가능하다. 그러나 기존의 플랫폼




본 연구에서는 신규 호스트 시스템 플랫폼 하드웨어를 처음부터 새
로 설계하지 않고 기존 상용 태블릿 제품의 플랫폼으로 사용된 모바일












치 인터페이스 및 스토리지 장치의 설계와 구현에 집중하고 호스트 시스
템의구현에필요한시간과노력을최소화할수있다.
변경된호스트시스템플랫폼보드의구성은그림 19에정리되어있
다.호스트시스템의 CPU는ARM Cortex A15듀얼코어를제공하는 Sam-
sung Exynos 5250이며,이 CPU는 2개의 LPDDR3 DRAM채널을제공한
다.제안된스토리지장치의평가를위해그림 19에서와같이DRAM채널
0은 실제 DRAM에 연결하고 DRAM 채널 1은 제안된 스토리지 장치에
연결하도록 플랫폼 보드를 설계하였다. 현재는 제안된 스토리지 장치로
부터부팅이불가능하므로, SD카드에부트로더및운영체제를설치하여
평가를진행했다.
5.2 부트로더 (boot loader)
본 연구에서는 universal boot loader (U-Boot) [41]를 사용해서 시스
템에 전원이 인가된 직후의 시스템 초기화 및 운영체제 (OS, Operating
System)를 로딩한다. U-boot는 시스템 초기화 과정에서 DRAM 서브시
스템도 초기화한다. 제안된 스토리지 장치 인터페이스는 호스트 시스템
관점에서 일반적인 DRAM과 동일하므로 부트 로더의 DRAM 서브시스
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템 초기화 과정에서 해당 인터페이스도 일반적인 DRAM과 마찬가지로
초기화가 필요하다. 이를 위해 U-Boot를 변경하여 제안된 스토리지 장












본 장치의 디바이스 드라이버는 일반적인 Linux 블록 디바이스 드
라이버와 마찬가지로 초기화 과정에서 스토리지 장치를 인식하고 장치
정보를 커널에 등록한다 [42] [43] [44]. 초기화의 첫 단계에서 스토리지
장치 인터페이스의 물리 주소를 가상 주소에 매핑한다. 제출 큐와 완료
큐 영역에 대해서는 ioremap nocache() 커널 API를 호출하여 해당
가상주소영역을캐싱불가능한영역으로설정한다.데이터버퍼영역에
대해서는 ioremap() 커널 API를 호출하여 해당 가상 주소 영역이 캐
싱가능하도록설정하고,필요한경우에만캐시무효화작업을수행한다.


















스토리지 장치 식별이 완료되면, 초기화 루틴이 블록 장치 등록에
필요한 자료구조를 준비해서 add disk() 커널 API를 호출해서 Linux
커널에 블록 장치로 등록한다. 이 시점부터 스토리지 장치에 SATA, SAS
SSD와같은일반적인블록장치와같은방식으로접근할수있다.본장치
의디바이스드라이버는상위계층이블록 I/O요청을전달하는인터페이
스로 make request() API를제공한다.이 API는블록 I/O요청에대한











완료 처리기 (completion handler)를 이용해서 I/O 요청을 처리한다. 디바
이스드라이버에상위계층으로부터 (make request() API를통해서)
블록 I/O 요청이 전달되면, 제출 처리기가 실행된다. 제출 처리기는 bio
구조체형태로전달받은블록 I/O요청을제안한스토리지장치프로토콜
에맞도록변환한다.또한해당블록 I/O요청을위한영역을스토리지장
치 인터페이스의 데이터 버퍼 영역에 할당한다. 그리고 준비한 스토리지





치가 생성한 완료 인터럽트를 수신하는 GPIO 핀의 인터럽트 처리기 (in-
terrupt handler)에 의해 호출된다. 완료 처리기는 완료 큐 엔트리를 확인
해여 새롭게 완료된 스토리지 명령이 있을 경우 대응되는 bio 구조체와
연결된 Linux커널의상위계층에명령실행완료를통보한다.상위계층
으로의통보는 bio end io()커널API를통해서가능하다.읽기명령이
완료된경우는스토리지장치에서읽어온데이터가저장되어있는데이터





디바이스 드라이버 설계시 적용 가능한 몇 가지의 소프트웨어 수준
최적화를살펴본다.
5.4.1 DMA를이용한데이터전송
데이터 버퍼와 bio 구조체의 버퍼 사이에서 데이터를 효과적으로
전송하기 위해 호스트 시스템의 CPU에 내장된 메모리 간 (memory-to-
memory) DMA 장치를 활용할 수 있다 [39]. 메모리 간 DMA 장치가 제
공되지 않는 호스트 시스템에서는 여전히 소프트웨어적인 메모리 복사




작은 크기의 무작위 I/O 성능은 DMA를 사용하는 경우가 소프트웨어적





제안된 스토리지 장치의 디바이스 드라이버는 하나의 bio 요청을
작은요청크기를가진다수의스토리지명령으로변환하여처리한다.이
방식에는 크게 두 가지 이유가 있다. 먼저, 현재 프로토콜은 분할 처리
(scatter and gather)를지원하지않기때문에하나의스토리지명령을처리
하기 위해서는 스토리지 명령의 요청 크기에 해당되는 연속적인 공간을
데이터 버퍼 영역에서 확보해야 한다. 게다가 상위 계층이 데이터 버퍼
영역의 크기보다 더 큰 요청 크기를 갖는 bio 요청을 전달할 수도 있기
때문에이기법을반드시사용해야한다.
두 번째 이유는 하나의 큰 I/O 요청을 작은 크기의 다수 I/O 요청을
분할하여처리하는것이성능을향상시킬수도있기때문이다. 3.2에서설
명한 바와 같이, 스토리지 명령의 쓰기 또는 읽기 데이터는 각각 제출 큐
또는 완료 큐의 엔트리가 처리되기 전에 데이터 버퍼에 준비되어 있어야
한다.
그림 22의상황을예로살펴보자.디바이스드라이버가상위계층으






(B)와같이해당요청을 4개의 128 KB쓰기요청으로변환하여처리하는
것이다. 이 경우 4개의 스토리지 명령은 각 명령에 대응되는 128 KB 데
이터를 데이터 버퍼로 전송한 후에 스토리지로 전달할 수 있다. 이제 두
경우를 비교해보자. (A)의 경우는 스토리지 명령 1개로 처리되므로 명령
제출및완료처리에대한비용이적다.하지만실제로스토리지내부에서
NAND플래시메모리의프로그램연산이시작되는시점은더느리다.그
이유는 전체 데이터 512 KB를 전송하는 시간이 오래 걸리기 때문이다.
따라서스토리지매체, NAND플래시메모리의유휴시간이더길어진다.
스토리지 매체의 대역폭이 호스트 인터페이스 대역폭보다 작은 이와 같














해 데이터 버퍼 영역이 단편화된다. 데이터 버퍼 영역에 대한 외부 단편
화는 다음 두 가지 이유 때문에 최소화되어야 한다. 먼저, 현재 프로토콜
설계는 한 개의 제출 큐 엔트리에 한 개의 버퍼 인덱스만 지정할 수 있
다. 따라서 스토리지 명령에 대한 데이터 버퍼는 연속적으로 할당되어야
한다. 두 번째 이유는 데이터 버퍼의 단편화로 인해 데이터 버퍼 영역을
연속적으로할당할수없는경우, bio요청을다수의매우작은크기를갖
는 스토리지 명령으로 분할 처리해야 하기 때문이다. 5.4.2에서 단일 I/O
를 다수의 작은 크기를 갖는 I/O 로 분할하여 처리하는 것이 성능을 향상
시킬수있다는것을확인했다.그러나다수의스토리지명령을처리하는
비용이 이 스토리지 장치의 병렬성 활용으로 인한 이득보다 커지는 경우
전체성능이하락한다.










그림 23: Scatter-gather IO
화하기위해잘알려진버디메모리할당알고리즘 [45] [42]을사용할수
있다.또한이문제는프로토콜을수정하여제출큐엔트리에다수의버퍼









I/O 스케쥴러는 상위 계층의 I/O 요청을 자신의 큐에 추가시켜서 병
합 (merge), 재정렬 (reordering)등의 작업을 거쳐 스토리지에 전달한다.
주 목적은 병합을 통해 스토리지로 전달되는 I/O 요청의 개수를 줄이고,
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재정렬을통해탐색거리 (seek distance)를줄여서스토리지 I/O성능을향
상시키는것이다.그러나이것은탐색시간이수 ms수준인하드디스크를
사용하는 경우엔 유효하나 탐색 시간이 없는 NAND 플래시 메모리 기반
스토리지의경우에는큰의미가없다.
오히려 I/O 스케쥴러의 큐에서 대기하는 시간으로 인해 스토리지로
의 I/O요청전달이늦어져서전체적인응답시간이증가하는역효과를가





청했으나, 스토리지 자체의 스케쥴링 정책에 의해 해당 읽기 I/O에 대한
우선순위가 낮아 늦게 처리되어 사용자 경험이 떨어지는 상황이 발생할











이 장에서는 3 장, 4 장, 5장의 설계를 바탕으로 구현된 스토리지를
평가한다. 먼저 호스트 시스템의 사양과 실험 받법 등을 포함한 평가 환






사용 가능한 모바일 컴퓨터 시스템을 구축했다. 호스트 시스템의 운영체
제는 안드로이드를 사용하였다. 구현된 전체 시스템에 대한 정보는 표 3
에정리되어있고,스토리지컨트롤러의정보는표 4에정리되어있다.
현재호스트시스템에서는본논문에서제안한스토리지에서부팅이
어플리케이션프로세서 Samsung Exynos 5250
(ARM Cortex-A15 dual @ 1.7 GHz)
DRAM인터페이스 LPDDR3, 2채널 (600 MHz)
DRAM용량 1.5 GB (DRAM채널 0)
스토리지용량 32 GB (DRAM채널 1)
표 3:프로토타입시스템요약
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Fabrication공정 28 nm CMOS
Controller패키지크기 20.9 mm2 (5.5 mm x 3.8 mm)
eMCP패키지크기 11.5 mm x 13.0 mm x 1.2 mm
Core clock 266 MHz
Host interface clock 800 MHz (1,600 Mb/s)
Host interface clock 800 MHz (1,600 Mb/s)
NAND flash interface clock 233 MHz (466 Mb/s)
전력소비량 순차읽기 560 mW,순차쓰기 450 mW
표 4:컨트롤러칩사양
불가능하기 때문에 별도의 스토리지 장치 (SD 카드)를 이용해서 부팅한
다. 이 방식의 장점은 운영체제와 관련된 예상 불가능한 I/O 요청이 SD
카드에서 처리되기 때문에 평가중인 본 논문의 스토리지 장치에 영향을
주지 않는다는 것이다. 구현된 스토리지 장치는 전체 용량을 단일 ext4
파일시스템파티션으로설정했다.
이장에서제시하는평가결과는모두실제시스템에서측정한것이
다. 성능 측정은 디바이스 드라이버에서 트레이스를 수집하거나 iozone
벤치마크를 이용했다. 또한 평가를 위해 마이크로 벤치마크를 사용하는
데,이는스토리지장치자체의성능특성분석에집중하기위해서이다.
이 장의 평가 내용에는 포함하지 않았으나 제안된 스토리지에 운영





이 섹션에서는 3 장, 4 장, 5 장의 설계를 바탕으로 구현된 스토리지
를 정량적으로 평가한다. 먼저 호스트 시스템의 사양과 실험 받법 등을
포함한평가환경을검토한다.그후새로제안한프로토콜의오버헤드를
평가함으로써 타당성을 검증한다. 또한 제안된 스토리지 인터페이스는
제한된 인터페이스 버퍼 크기를 가지므로 이에 대한 민감도 분석을 실시
한다.그리고스토리지의읽기/쓰기성능을평가한다.마지막으로제안된
스토리지의 성능을 최신 UFS 2.0 장치와 비교함으로써 제안된 스토리지
의현재수준을확인한다.
6.2.1 프로토콜오버헤드
여기서는 본 연구에서 제안한 프로토콜의 타당성을 검증하기 위해
사용자 데이터를 전송하기 위해 지불해야 하는 오버헤드를 평가한다. 먼
저 오버헤드를 수치화 하기 위해 스토리지 프로토콜 오버헤드를 다음과
같이정의한다.
storage protocol overhead = 1− protocol bandwidthinter f ace bandwidth
여기서 인터페이스 대역폭 (inter f ace bandwidth) 데이터 전송 방식
(DMA또는소프트웨어적인메모리복사)에의해결정되며,호스트시스
템에서 사용할 수 있는 데이터 전송 방식에 따라 달라진다. 인터페이스
대역폭으로 DRAM 인터페이스, 구체적으로 LPDDR3 인터페이스의 대
역폭을 고려하지 않는 이유는 실제 데이터 전송률은 데이터 전송 방식에
따라달라지고이것이해당시스템에서의실질적인최대대역폭이기때문












결과를 반환하도록 수정했다. 따라서 NAND 플래시 메모리에 접근하는
시간이제외되므로보다정확한측정이가능하다.
프로토콜오버헤드평가결과는그림 24에제시되어있다.이그래프
는 각 요청 크기에 대한 인터페이스 대역폭과 프로토콜 대역폭을 보여준





측정되었다. 또한 요청 크기가 증가할수록 상대적인 오버헤드의 비중이
감소하는 것을 볼 수 있다. 최소, 최대 오버헤드 비율은 각각 3.8 % (512
KB요청크기)와 66.8 % (4 KB요청크기)이다.
그림 25에제안된스토리지와상용 UFS 2.0장치에서측정한프로토
콜 오버헤드에 해당되는 레이턴시가 비교되어 있다. 모든 요청 크기에서
제안된스토리지프로토콜의오버헤드가 UFS프로토콜의오버헤드보다
낮지만, 완전히 동일한 조건이 아니므로 1:1 비교는 의미가 없다. 앞에서
기술한 것과 같이 읽기 요청의 처리 시간에서 NAND 플래시 메모리 접
근 시간을 제외하기 위해서 제안된 스토리지의 펌웨어를 수정하여 읽기
요청을 처리할 때 NAND 플래시 메모리에 접근하지 않고 호스트 인터페
이스 계층에서 바로 (무의미한) 읽기 데이터를 반환하도록 했다. 그러나
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UFS장치의펌웨어를같은조건으로수정할수는없기때문에 UFS장치
의 테스트 대상 영역에 DISCARD 명령을 수행하여 매핑 정보를 제거한
후 측정을 진행했다. UFS 장치의 펌웨어 내부 구조를 알수는 없으나, 제
안된 펌웨어와 비슷한 계층 구조로 되어 있다고 가정하면 읽기 명령을
처리하기 위해 호스트 인터페이스 계층 및 플래시 변환 계층까지 실행된
후결과를반환했을것으로추정된다.
6.2.2 스토리지인터페이스버퍼크기와최대전송속도
여기서는 스토리지 인터페이스의 버퍼 크기와 최대 전송 속도간의
관계를살펴본다.이관계를살펴보는이유는인터페이스버퍼크기가스
토리지인터페이스의성능을결정하는주요소이기때문이다.
평가를 위해 인터페이스 버퍼 크기 (X 축)와 요청 크기 (서로 다른
선)에 대한 스토리지 장치의 QD4에서의 읽기 성능을 측정했다. 이 평가
에서도 앞의 프로토콜 오버헤드 평가와 마찬가지로 펌웨어를 수정하여
호스트의 읽기 요청에 대해 NAND 플래시 메모리에 대한 접근 없이 바
로 (의미없는) 읽기 데이터를 반환하도록 했다. 따라서 이 결과는 NAND
플래시 메모리의 성능을 제외하고 순수하게 스토리지 인터페이스 버퍼
크기와최대전송속도간의관계에대한것이다.












것으로 가정하자. 먼저 64 KB 요청 크기에 대해 살펴보자. 현재 데이터
버퍼는 128 KB 모두 비어 있으므로, 쓰레드 0 (T0)은 데이터 버퍼 중 64
KB를할당받아서읽기작업을제출할수있다.쓰레드 1 (T1)역시나머지
데이터버퍼 64 KB를할당받아서읽기작업을제출할수있다. T0의첫 64
KB에 대한 읽기 작업이 종료되면 T0는 나머지 64 KB에 대한 읽기 작업











































Chunk Size: 128 KB
그림 27:버퍼용량부족으로인한성능저하
이바로 128 KB읽기요청을제출할수있다.그러나 T1은데이터버퍼를
할당받기 위해 T0의 읽기가 완료될 때 까지 기다려야 한다. 따라서 전체
수행시간은그림 27에서보는것과같이요청크기가 64 KB인경우가더
짧다.
현재의 프로토콜에서 발생하고 있는 이 문제는 버퍼에서 데이터 전
송이 발생하지 않는 상황에서도 각 스토리지 명령이 불필요하게 버퍼를
점유하고 있기 때문이다. 이 문제를 개선하기 위해서는 각 명령의 버퍼
점유시간을최소화해야한다.가령읽기명령에대해서는명령제출시점
이 아닌 NAND 플래시 메모리에서 데이터를 가져오는 시점에서 데이터
버퍼를 할당하고, 쓰기 명령에 대해서는 NAND 플래시 메모리로 데이터
를전송한이후에는즉시데이터버퍼를해제하는방법을사용할수있을
것이다.
데이터 버퍼 사용 시간을 최소화하는 기법을 적용하면 스토리지 인
터페이스가 제공하고자 하는 목표 성능을 달성하기 위한 데이터 버퍼 필
요량을 다음과 같이 계산할 수 있다. 4 KB 데이터 버퍼로 데이터를 넣고
꺼내는시간을각각 10 us라고가정하면, 1초에는 50000번의 I/O를수행
할수있다.이를대역폭으로환산하면 200 MB/s가되고,만약 128 KB의
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버퍼가있다면 25600 MB/s,즉 25.6 GB/s의대역폭을확보할수있다.버
퍼에 데이터를 넣는 작업과 꺼내는 작업을 중첩시키면 같은 양의 데이터
버퍼로도더욱빠른대역폭을확보할수있다.




터페이스 버퍼 크기에 대한 민감도 분석을 완료햇으므로, 이제는 제안된
스토리지 자체의 성능을 평가한다. 스토리지 장치의 가장 기본적인 성능
은읽기/쓰기성능이며,평가는널리알려진벤치마크프로그램인 IOZone
file system benchmark [46]를이용했다.
$ iozone -ecI -+n -L64 -S32 -r(CHUNKSIZE)k -s1024m
-i0 -i1 -t1 // QD 1
$ iozone -ecI -+n -L64 -S32 -r(CHUNKSIZE)k -s1024m
-i0 -i1 -t4 // QD 4
평가를위해스토리지의전체용량을단일 ext4파일시스템으로만들
고다음의파라미터를사용해서 QD1, QD4성능을측정했다.
성능측정결과는그림 28에제시되어있다.읽기의경우 QD1, QD4
모두요청크기가증가함에따라전송속도도계속해서증가하여,요청크
기 512 KB와 QD4조건에서최대전송속도가 432.2 MB/s로측정되었다.
쓰기의경우도읽기와마찬가지로 QD1, QD4모두요청크기가증가함에
따라 전송 속도도 계속해서 증가한다. 그러나 QD4의 경우 요청 크기 64
KB에서성능이거의포화됨을알수있다. QD1의경우는계속해서성능
이 증가하다가 요청 크기 256 KB 에서 성능이 거의 포화된다. 최대 쓰기
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그림 28:다양한요청크기에서의읽기/쓰기성능




1:1로 비교하기 위한 것은 아니며, 단지 비교를 통해 제안된 스토리지의
본연구 UFS (Galaxy S6)
어플리케이션 Exynos 5250 Exynos 7420
프로세서 (ARM Cortex A15 * 2 (ARM Cortex A57 * 4 + A53 * 4
@ 1.7 GHz) @ 2.1 GHz)
메인메모리 1.5 GB 3 GB
(LPDDR3 @ 600 MHz) (LPDDR4 @ 1,555 MHz)





표 5에 스토리지의 사양을 비롯한 전체 플랫폼의 사양이 정리되어
있는데, UFS의 호스트 시스템이 제안된 스토리지의 호스트 시스템보다
훨씬고사양임을알수있다.주어진사양을보면 UFS의호스트시스템이
CPU,메인메모리의용량과속도,스토리지의용량을비롯한모든면에서
우월하다. 또한 보이지 않는 부분에서 우월한 점도 있을 것으로 추정되
는데, 그것은 UFS 장치가 상용화된 제품이므로 상당한 수준의 최적화가
적용되었을 것이기 때문이다. 반면 본 연구에서 제안된 스토리지는 아직
프로토타입 수준이므로 많은 최적화가 필요하다. 추정 가능한 또다른 사





그림 29의 결과는 iozone을 통해 측정한 QD4 의 성능을 비교한 것
이다.제안된스토리지장치는많은불리한점,특히용량이 1/2에불과함
에도 불구하고, 순차 읽기에서 UFS 장치보다 100 MB/s 정도 더 우월한
성능을보인다.이것은앞에서평가된바와같이프로토콜오버헤드가낮
기 때문인 것으로 추정된다. 512 KB 쓰기와 4 KB 읽기의 경우는 제안된
스토리지의성능이낮은데,이것은스토리지장치의용량이 UFS에비해
절반이기 때문에 예측 가능한 결과이다. 원인을 분석해보면 쓰기 작업은
일반적으로 NAND플래시메모리성능과칩의개수에비례하고,랜덤읽
기 성능 역시 칩이 개수에 비례하기 때문인 것으로 추정된다. 마지막으
로 4 KB 쓰기 성능의 열세는 병렬성의 열세와 캐시 쓰기 기능의 미지원
때문이다. 캐시 쓰기 기능이 지원되면 실제 NAND 플래시 메모리에 프
로그램이 완료되지 않아도 호스트 시스템에 쓰기 명령이 완료되었다고














본 연구에서 제안한 스토리지 인터페이스는 DRAM 인터페이스를
기반으로 하므로 전용 버스가 있는 기존의 스토리지 인터페이스에 비해
DRAM버스대역폭을더많이사용한다.읽기명령을처리하는상황을가
정해보자.스토리지가NAND플래시메모리로부터요청된데이터를읽어
서 데이터 버퍼에 준비해두었다. 호스트 시스템은 DRAM 인터페이스상
에서 DMA 를 수행하여 준비된 데이터를 가져갈 것이다. 여기서 DRAM
버스 대역폭을 한 번 사용한다. DMA 장치는 데이터 버퍼에서 읽어온 데
이터를최종목적지인 bio버퍼에저장할것이다.여기서 DRAM버스대
역폭을두번째로사용한다.기존의 eMMC나 UFS와같이스토리지전용
버스를 사용하는 인터페이스에서는 DRAM 버스 대역폭을 한 번만 사용










모리 주소 공간을 n개의 뱅크에 순서대로 인터리빙되도록 설정함으로써
병렬성을높여성능을향상시킬수있다.
그런데 제안된 스토리지 장치를 사용하기 위해서는 DRAM 인터리
빙과 관련하여 검토할 점이 있다. 제안된 스토리지 장치 인터페이스가
DRAM 주소 공간에 매핑되지만 이 영역은 인터리빙에 참여해서는 안된









② 제안된 스토리지 인터페이스가 인터리빙에 참여하지 않는 경우. 먼저
첫 번째 경우는 다음과 같은 이유로 인터리빙 단위가 가변적인 것이 좋
다. 인터리빙 단위 큰 단위로 고정되어 있는 경우를 살펴보자. 이 경우는
스토리지인터페이스가자신에게할당된주소공간의극히일부만을사용
하게된다.스토리지인터페이스관점에서는호스트시스템에게제공하는
인터페이스 주소 공간 전체가 호스트 시스템의 주소 공간에 매핑되므로
문제가 없다. 그러나 호스트 시스템 관점에서는 스토리지 인터페이스에
할당되었으나실제로사용되지않는영역에대한주소공간이낭비된다.
이번에는 인터리빙 단위가 아주 작은 단위로 (캐시 블록 크기 정도)
고정된 경우를 가정해보자. 이 경우는 스토리지 인터페이스가 호스트 시
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스템의 주소 공간에 아주 작은 크기로 분할되어 매핑된다. 결국 호스트
시스템의 디바이스 드라이버가 인터리빙 단위에 맞춰서 스토리지 인터
페이스의 데이터 버퍼에 대한 데이터 전송 작업을 수행해야 하고 이는
연속적인영역에대해데이터전송을수행하는것보다성능이현저히떨
어질 가능성이 있다. 또한 본 연구에서 제안한 현재 수준의 프로토콜은
데이터 버퍼가 연속된 주소에 존재할 것을 가정하고 있으므로 프로토콜
과의호환성에도문제가발생한다.게다가스토리지인터페이스,즉공유
메모리 버퍼 영역은 일반적인 용도로는 할당해서는 안되는 공간이기 때
문에같은인터리빙그룹에포함되어있는일반적인 DRAM용량조차도
인터리빙되어 있는 스토리지 인터페이스로 인해 전혀 사용할수가 없는
공간이 되는 문제가 발생한다. 이와 같이 스토리지 인터페이스가 필요로
하는 주소 공간 이상의 크기를 인터리빙 단위의 최소 크기로 설정할 수
있도록지원할필요가있다.
제안된스토리지인터페이스가인터리빙에참여하지않는경우를검
토해보자. 먼저 첫 번째 경우는 호스트 시스템의 모든 DRAM 장치가 채
널, 랭크, 뱅크 관점에서 완벽하게 균등하고 동일하게 연결된 경우다. 이
상황에서는 DRAM의 전체 용량을 호스트 시스템이 보장하는 어떠한 방




매핑하고, 인터리빙에 참여하지 않는 남은 용량을 성능을 위해 연속적인






DRAM의 인터리빙 단위를 조절할 수는 있으나 모든 DRAM이 인터리빙
에참여해야하는제약이있었다.따라서인터리빙단위를크게설정함으
로써 스토리지 인터페이스가 DRAM과 인터리빙 되지 않는 것과 유사한
효과를 얻을 수 있었다. 단, 위에서 살펴본 것과 같이 주소 공간이 크게
낭비되는 문제가 있으므로 (512 MB의 주소 공간 중 실제로 수 백 KB 만
사용),향후모바일 CPU에서는이에대한개선이필요하다.
6.3.3 DRAM인터페이스와의물리적접속
본 연구의 제안에 의하면 스토리지 장치 컨트롤러가 완벽한 DRAM
인터페이스를 준비해야 한다. 이 요구사항은 스토리지 장치 컨트롤러의
단가에 영향을 주는데, 왜냐하면 DRAM 인터페이스는 일반적인 스토리
지장치인터페이스에비해많은신호핀을사용하기때문이다.예를들면
eMMC는 12개의 핀을 사용하고, UFS 2.0 은 7개 (1 레인) 또는 11개 (2
레인)의 핀을 사용한다. 반면에 LPDDR3 인터페이스는 38개 (x16) 또는
최대 60개 (x32)의 핀을 사용한다. 이와 같이 DRAM 인터페이스는 비교
적 많은 핀을 사용하므로 제안된 스토리지 장치 인터페이스를 지원하는
스토리지 장치 컨트롤러가 가격 경쟁력을 확보하기 위해서는 DRAM 인
터페이스의핀수를감소시킬필요가있다.
현재의 DRAM 인터페이스 표준은 패러랠 방식을 사용한다. 일반적
으로 패러랠 방식은 한 클록에 다수의 신호를 동시에 전송함으로써 높은
대역폭과 짧은 레이턴시를 얻을 수 있다. 그러나 패러랠 방식은 클록 스
큐 (clock skew)와 크로스 톡 (cross talk)으로 인해 동작 클록을 고속으로




향상시키기 용이하므로 고속 클록을 이용한 성능 향상이 가능하다 [47].
또한 인터페이스에 다수의 핀이 필요한 패러랠 방식에 비해 시리얼 방식
은소수의핀을사용하므로인터커넥트비용을감소시킬수있다.이러한
시리얼 방식의 장점 때문에 스토리지 인터페이스는 SATA, SAS 로, 로컬
버스는 PCIe로,비디오/오디오인터페이스는 HDMI와같은시리얼방식
으로발전해왔다.
DRAM 인터페이스가 시리얼 방식으로 변경되면 현재보다 더 적은
I/O 핀을 사용하면서도 전송속도를 향상시킬 수 있을 것으로 기대된다.






는 점이다. 현재의 DRAM 인터페이스는 (변경 가능한) 고정된 레이턴시
를기반으로동작하기때문에레이턴시가다른메모리소자를사용하는데
큰 제약이 있다. 최근들어 활발하게 연구가 진행되고 있는 SCM (storage




스 컨트롤러가 DRAM을 포함한 이종의 메모리를 지원하는 방법에 대한
연구가 진행되었다 [48]. DRAM 인터페이스 수준에서 가변 레이턴시를
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데이터가 공유 메모리 버퍼에 쓰여져 있어야 한다. 그러나 스토리지 디
바이스 드라이버가 쓰기 데이터를 공유 메모리 버퍼로 전송하는 작업이
쓰기 명령 제출 이전에 수행되도록 작성되더라도 실제로는 두 작업에 대
한 메모리 트랜잭션은 L1 (level 1), L2 (level 2) 캐시 등으로 인해 순서가
바뀔 수 있다. 캐시로 인한 메모리 트랜잭션의 순서가 뒤바뀌는 것을 막
기 위해 Intel x86 아키텍쳐에서는 clflush 인스트럭션을 제공하는데,
이것은 캐시의 내용을 메모리로 플러시한다 [49]. 따라서 쓰기 데이터를





버퍼링 (buffering)이나 메모리 트랜잭션의 리오더링 (reordering) 기법을
적극적으로활용하기때문이다 [10].따라서 L1, L2캐시수준에서의순서








제안하였다 [49]. 이 인스트럭션의 실행이 완료되면 호스트 시스템 메모
리 컨트롤러의 버퍼에 있는 트랜잭션이 메모리로 모두 플러시된다. 따라
서 쓰기 데이터 전송 후 clfush 인스트럭션과 pcommit 인스트럭션을
실행하면 공유 메모리 버퍼에 쓰기 데이터가 전송되었음이 보장되고, 그
후 쓰기 명령을 제출하면 쓰기 명령의 무결성을 보장할 수 있다. 그러나
빈번한 캐시 플러시 작업은 시스템 성능을 저하시키므로 캐시 플러시는
가급적 부득이한 경우에만 수행하고, 캐시의 일부 내용만을 플러시하는
clflushopt인스트럭션을활용하여성능저하를최소화할수있다.
본연구의구현에사용된호스트시스템의 CPU는 ARM Cortex A15
이다 [50].해당 CPU는아직 pcommit과같이메모리컨트롤러의버퍼를
플러시하는 인스트럭션을 제공하지 않는다. 따라서 구현 과정에서는 캐
시플러시인스트럭션만을사용했으나여기서논의된메모리트랜잭션의
리오더링으로 인한 문제가 발생하지는 않았다. 그러나 향후 해당 CPU가
주로 사용되되는 모바일 환경에서도 본 연구의 스토리지 인터페이스나




토리지를 이용해서 운영체제로 부팅할 수 있는 기능이 필수적이다. 기존









데스크탑/서버시스템에서는바이오스 (BIOS: basic input output system),
모바일시스템에서는부트로더 (boot loader)라고불린다.시스템초기화
과정은 일반적으로 POST (power on self test) 라고 불리며 [51], CPU, 메
인 메모리 뿐 아니라 키보드, 비디오 디스플레이 등의 주변기기에 대한
인식과초기화를수행한다.초기화가완료되면스토리지에서운영체제의




그런데 모바일 시스템은 시스템 리소스의 제약으로 인해 시스템 초
기화 소프트웨어의 초기 로딩과 실행이 데스크탑/서버 시스템보다 더 복
잡하며, 이로 인해 부팅을 위해 스토리지의 특별한 지원이 필요하다. 데
스크탑/서버 시스템의 시스템 초기화 소프트웨어인 바이오스는 별도의
초기화 없이 사용 가능하며 XIP (execution in place)가 가능한 EEPROM
(electrically erasable programable read only memory)에 저장되므로, 바이
오스의 코드를 EEPROM에 저장된 상태에서 바로 실행할 수 있다. 모바
일 시스템에서도 같은 방식으로 부트 로더를 별도의 EEPROM에 저장할








위해서 부트 로더를 읽어들이는데 특화된 매우 간단한 방법을 사용한다.
eMMC 인터페이스의 경우 호스트 시스템이 CMD 핀을 low 상태로 74
클록 사이클이상 유지하면 eMMC 장치는 자동으로 사전에 저장된 부트





위와 같은 boot mode를 제안된 스토리지에 적용하는데는 다음과 같
은어려운점이있다.일반적으로 DRAM컨트롤러는부트로더에의해초
기화되는데, 제안된 스토리지는 DRAM 인터페이스를 기반으로 하고 있
으므로, DRAM 컨트롤러가 초기화되기 전에는 스토리지에서 부트 로더
를읽어오기어렵다.따라서 DRAM컨트롤러가초기화되기전에 eMMC
의 boot mode와같은간단한방법을통해제안된스토리지에서부트로더
를 읽어올 수 있는 방법이 필요하다. 이를 위해 부트 로더 전용의 사이드
밴드 시그널을 고려해 볼 수 있으나, 기존 DRAM 인터페이스 사양에 해
당 시그널을 위한 수정이 필요할 수 있다. 또한 이 방법이 구비되더라도
스토리지인터페이스가어느주소에매핑되어있는지알수있어야한다.
다행히도모바일시스템의경우는데스크탑/서버시스템과달리제조시에










DMA 장치의 경우는 측정된 최대 속도가 약 450 MS/s 에 불과하여 스
토리지인터페이스의최대속도가그이하로제한되었다.따라서본논문
제안과같이호스트시스템에별도의스토리지인터페이스컨트롤러를사














지금까지 본 논문에서 제안한 DRAM 인터페이스 기반의 스토리지
아키텍쳐의설계,구현,평가를살펴보았다.먼저DRAM인터페이스를기
반으로스토리지인터페이스를설계하였다.스토리지인터페이스는공유
메모리 버퍼와 이를 기반으로 동작하는 스토리지 프로토콜로 구성된다.
그리고 이 인터페이스를 기반으로 동작하는 스토리지 장치를 설계하였
다. 스토리지 장치는 스토리지 컨트롤러와 펌웨어로 구성된다. 또한 제
안된 스토리지 장치를 위한 호스트 시스템을 설계한다. 호스트 시스템은
호스트 플랫폼 하드웨어, 부트 로더, 디바이스 드라이버로 구성된다. 그
후 스토리지 장치와 호스트 시스템을 구현하고 통합하여 하나의 완전한
Android시스템을구축함으로써제안의타당성을검증하였다.실제시스
템에서의성능평가결과여러가지약점에도불구하고최신의상용 UFS
2.0 장치보다 빠른 순차 읽기 성능을 보였다. 따라서 본 논문에서 제안한
스토리지아키텍쳐의타당성이검증되었다고할수있다.
7.2 향후연구
지금까지 DRAM 호스트 인터페이스를 사용하는 스토리지의 설계,







낮은 레이턴시를 제공하기 때문에, 낮은 레이턴시를 제공하는 차세대 메




버퍼라는 특성을 적극적으로 활용하기 위한 방안에 대한 연구도 필요하
다. 해당 버퍼 영역은 호스트 시스템에서 DRAM과 동일한 용도로 사용
할수있기때문에용량이작은 NVDIMM-N과유사하게활용할수있다.




업데이트가 빈번히 발생하는 저널링/로깅 버퍼로 활용하는 방안에 대한
연구도필요할것으로보인다.
궁극적으로는메모리와스토리지의통합된인터페이스에및프로토
콜에 대한 연구가 필요하다. 앞에서 살펴본 것과 같이 현재는 메모리와
스토리지 인터페이스가 별도로 분리되어 있다. 하지만 고성능의 차세대







소를 위주로 최적화가 되어 있다. 그러나 차세대 메모리의 경우 기존의
저장 소자와는 다른 휘발성, 속도, 전력 소모, 가격 특성을 가질 수 있기
때문에 이를 고려하여 메모리 시스템을 최적으로 구성하고 운영할 수 있
는방안에대한연구가필요하다.또한이러한차세대메모리를사용하면
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of A High Performance Storage
Leveraging the DRAM Host
Interface
Sungyong Seo
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Storage is a key factor that determines the overall performance of a
computer system. In the era of big data, the demand for high performance
computer systems has been ever increasing. High performance storage is
also needed in order to construct a high performance computer system. The
performance of a storage has increased dramatically with the adoption of
NAND flash memory.
A storage is connected with a host system via a storage interface. The
storage interface has evolved in order to fully exploit the performance of
a storage. Its performance will evolve as storage advances. However, we
already have faster interface in current computer system: the DRAM inter-
117
face. It provides up to 25.6 GB/s in case of latest DDR4 specification. Since
the protocols for storage and DRAM are not compatible, we cannot exploit
the DRAM interface as a storage interface as is.
In this work, a new storage protocol is proposed in order to turn the
DRAM interface to a storage interface. It runs on top of the DRAM inter-
face. This protocol builds on a small host interface buffer structure mapped
to the host system’s memory space. Given the protocol, a design of storage
controller and firmware is proposed. The storage controller natively sup-
ports the DRAM (LPDDR3) interface. Also a new host platform including
both hardware and software is proposed for the proposed storage since the
storage cannot be connected with conventional computer systems.
Finally the feasibility of this work is proved by constructing a full An-
droid system running on the developed storage and platform. Evaluation
result shows that the proposed storage architecture has very low protocol
handling overheads and compares favorably to a latest commercial UFS 2.0
storage.
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