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Abstract
We study polynomials that are orthogonal with respect to a varying
quartic weight exp(−N(x2/2+tx4/4)) for t < 0, where the orthogonal-
ity takes place on certain contours in the complex plane. Inspired by
developments in 2D quantum gravity, Fokas, Its, and Kitaev, showed
that there exists a critical value for t around which the asymptotics
of the recurrence coefficients are described in terms of exactly spec-
ified solutions of the Painleve´ I equation. In this paper, we present
an alternative and more direct proof of this result by means of the
Deift/Zhou steepest descent analysis of the Riemann-Hilbert problem
associated with the polynomials. Moreover, we extend the analysis
to non-symmetric combinations of contours. Special features in the
steepest descent analysis are a modified equililbrium problem and the
use of Ψ-functions for the Painleve´ I equation in the construction of
the local parametrix.
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1 Introduction and statement of results
1.1 Introduction
Let V = Vt be the quartic polynomial defined by
V (x) = Vt(x) = x
2/2 + tx4/4, (1.1)
where t ∈ R is a parameter. In this paper we study orthogonal polynomials
with respect to the exponential weight e−NVt(x) where N ∈ N, in cases where
t is negative. Since for negative t integrals like∫
R
xke−NVt(x)dx
are divergent, we will have to define what we mean by orthogonal polynomials
in this case. Before doing so, and in order to motivate what we are going to
do, we discuss the case t ≥ 0 first.
For t ≥ 0, the monic orthogonal polynomial pin of degree n ∈ N satisfies∫
R
pin(x)x
k e−NVt(x)dx = 0, (1.2)
for k = 0, 1, . . . , n−1. An important feature of these polynomials is that the
recurrence coefficients an in the three term recurrence pin+1(x) = xpin(x) −
anpin−1(x) satisfied by these polynomials satisfy
an + tan(an−1 + an + an+1) =
n
N
. (1.3)
The nonlinear difference equation (1.3) is referred to as the string equation
or the Freud equation. It is also known as an example of a discrete Painleve´
equation, see [27] and the references cited therein. Of course the polynomials
pin as well as the recurrence coefficients an depend on N and t. If we want
to emphasize this dependence we write pin,N,t and an,N(t).
An important tool in the study of the asymptotic behavior of pin,n,t and
an,n(t) as n → ∞ is played by the equilibrium measure in the external field
Vt [29]. This is the unique Borel probability measure µ = µt on R that
minimizes
IVt(µ) =
∫∫
log
1
|x− y|dµ(x)dµ(y) +
∫
Vt(x)dµ(x) (1.4)
2
among all Borel probability measures on R. The measure µt can be calculated
explicitly. It is supported on the interval [−ct, ct] where
c2t =
2
3t
(√
1 + 12t− 1
)
, (1.5)
and it has a density given by
dµt
dx
=
t
2pi
(x2 − d2t )
√
c2t − x2, for x ∈ [−ct, ct], (1.6)
where
d2t = −
1
3t
(√
1 + 12t+ 2
)
. (1.7)
The formula (1.7) may look a bit awkward since d2t < 0 for t > 0, but we
have written it this way, since we will mainly use (1.7) for t < 0 and then
d2t > 0.
The limiting behavior of the recurrence coefficients an,n(t) as n → ∞ is
directly related to the support [−ct, ct] of the equilibrium measure, since we
have for t ≥ 0 that
an,n(t) =
c2t
4
+O(n−1) =
√
1 + 12t− 1
6t
+O(n−1) (1.8)
as n→∞. The asymptotics (1.8) follows from far more general results in [11]
where it is also shown that O(1/n) term can be written as a full asymptotic
expansion in powers of 1/n.
1.2 Critical behavior of recurrence coefficients
As said before, we are going to consider the case t < 0. Although in this
case the orthogonal polynomials are not well-defined by (1.2), the Freud
equation (1.3) makes perfect sense. If t ≥ −1/12 also the measure (1.6)
with ct > 0 and dt > 0 given by (1.5) and (1.7) is well-defined and gives
a probability measure on R. This measure does not minimize (1.4) among
all Borel probability measure on R (in fact there is no such minimizer), but
it does minimize (1.4) among all Borel probability measures on [−ct, ct], or
among all Borel probability measures on the larger interval [−dt, dt]. The
value t = −1/12 is critical, since for t < −1/12 the measure (1.6) is not
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well-defined anymore. Note that for t = tcr = −1/12, we have c2t = d2t = 8
and we find the critical measure µ−1/12 = µcr where
dµcr
dx
=
1
24pi
(8− x2)3/2, for x ∈ [−
√
8,
√
8]. (1.9)
By formal calculations based on the Freud equation (1.3) it was shown
in the physics literature, see e.g. the surveys [15, 16], that the recurrence
coefficients an,n(t) have very interesting limit behavior as n → ∞ for t near
the critical value tcr = −1/12. Namely, if t depends on n and tends to tcr as
n→∞ in such a way that
n4/5(t− tcr) = −c1x (1.10)
remains fixed, then
lim
n→∞
n2/5(an,n(t)− 2) = c2y(x) (1.11)
where y(x) is a solution of the Painleve´ I equation
y′′ = 6y2 + x. (1.12)
In (1.10) and (1.11) we have that c1 and c2 are certain explicit positive
constants.
In two very important papers [18, 19] Fokas, Its, and Kitaev were able
to prove this result in a mathematically rigorous way. First of all they made
it clear how the orthogonal polynomials with respect to e−NVt(x) should be
defined in case t < 0. The solution is to consider the orthogonality not on
R but on a contour Γ in the complex plane chosen so that Re Vt(z) → +∞
as z → ∞ along the contour. For symmetry reasons they chose a contour
Γ that consists of the two lines parametrized by z = reipi/4 and z = re−ipi/4
with −∞ < r <∞. Then the orthogonality property for the polynomials pin
is ∫
Γ
pin(z)z
ke−NVt(z)dz = 0, for k = 0, 1, . . . , n− 1, (1.13)
and the integrals are well-defined. Note that the bilinear form
〈p, q〉 =
∫
Γ
p(z)q(z)e−NVt(z)dz (1.14)
4
is not positive definite, so that (1.17) is an example of non-Hermitian orthog-
onality. As a result it is not automatic that a unique monic polynomial pin of
degree n exists that satisfies (1.13). However, it follows from the analysis of
[18, 19] that in the asymptotic regime given by (1.10) the monic polynomi-
als pin+1,n,t, pin,n,t, pin−1,n,t exist for n large enough, they satisfy a three-term
recurrence relation with recurrence coefficient an,n(t) that satisfies (1.11) for
a uniquely specified solution y(x) of the Painleve´ I equation (1.12).
The analysis in [18, 19] is based on a characterization of the orthogonal
polynomials by a Riemann-Hilbert problem. The Riemann-Hilbert problem
admits a Lax pair formulation, and the Freud equation for the recurrence
coefficients follows from the compability equation for the Lax pair. In [18] the
Painleve´ I asymptotic behavior is proved via a WKB analysis of the Riemann-
Hilbert problem and the associated Lax pair. It is interesting to note that
the Riemann-Hilbert problem for orthogonal polynomials was stated for the
first time in [19]. It should also be noted that [19] is not restricted to the
quartic potential (1.1) but more general polynomial potentials are considered
as well.
Subsequent developments in the asymptotic analysis of Riemann-Hilbert
problems made us consider this problem again. The main new development
is the application of the powerful Deift/Zhou steepest descent analysis for
Riemann-Hilbert problems [14] to the Riemann-Hilbert problem for orthog-
onal polynomials by Deift et al. [12, 11] which had a major impact on the
asymptotic theory of orthogonal polynomials.
In this paper we give an alternative proof of the Painleve´ I asymptotics
using these new techniques. The proof we thus obtain is a direct proof, in
the sense that the analysis only deals with the Riemann-Hilbert problem
and not the Lax pair. We derive asymptotics for the recurrence coefficients
without considering the Freud equation in an explicit way. For clarity of
presentation we restrict ourselves to the quartic potential (1.1) but extension
to more general potentials is possible. But even in the context of the quartic
potential our method allows an extension to a more general model which we
describe now.
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Figure 1: The contour Γ with the weights on the different parts of Γ
1.3 Statement of results
The orthogonality relation with parameters α and β
Instead of the bilinear form (1.14) we put weights αi on the different parts
of the contour Γ and consider a bilinear form
〈p, q〉 =
4∑
i=1
αi
∫
Γi
p(z)q(z)e−NVt(z)dz (1.15)
where Γi is the part of Γ in the ith quadrant. Not all choices of weights are
relevant. We impose α1 + α4 = 1 and α2 + α3 = 1. Then putting α = α1
and β = α3 we obtain the situation indicated in Figure 1. The bilinear form
then depends on the two parameters α and β and we denote it by 〈p, q〉α,β
so that
〈p, q〉α,β = α
∫
Γ1
p(z)q(z)e−NVt(z)dz + (1− β)
∫
Γ2
p(z)q(z)e−NVt(z)dz
+ β
∫
Γ3
p(z)q(z)e−NVt(z)dz + (1− α)
∫
Γ4
p(z)q(z)e−NVt(z)dz.
(1.16)
The choice α = β corresponds to the situation considered by Fokas, Its, and
Kitaev [19].
The orthogonal polynomial pin of degree n is now defined by the relations
〈pin(z), zk〉α,β = 0, for k = 0, 1, . . . , n− 1. (1.17)
6
The polynomial clearly depends on α and β. It is again an example of non-
Hermitian orthogonality, so that uniqueness and existence are not immediate.
However if three consecutive monic polynomials pin+1, pin and pin−1 exist then
they are connected by a three-term recurrence relation of the form
pin+1(z) = (z − bn)pin(z)− anpin−1(z) (1.18)
where we now have two recurrence coefficients an and bn. The bn coefficient
vanishes only if α = β, since then the bilinear form is even. In that case
an satisfies the Freud equation (1.3). For α 6= β the bilinear form is not
even and we have the general three-term recurrence (1.18). Then (1.3) is
not satisfied, but instead the an and bn satisfy a more complicated system of
nonlinear difference equations.
We use an,N(t) and bn,N(t) to indicate the dependence on N and t. The
recurrence coefficients also depend on α and β but we will not indicate that
in the notation.
The regular case −1/12 < t < 0
We refer to the case where t is fixed with −1/12 < t < 0 as the regular
case. In the regular case we will find that the asymptotic formula for an,n(t)
is a straightforward continuation of the one valid for t ≥ 0, see (1.8). In
addition, the recurrence coefficient bn,n(t) is exponentially small. This is our
first result.
Theorem 1.1. Let −1/12 < t < 0 be fixed. Then there exists an n0 = n0(t)
such that the recurrence coefficients an,n(t) and bn,n(t) exist for all n ≥ n0,
and
an,n(t) =
√
1 + 12t− 1
6t
+O(1/n), n→∞, (1.19)
and there exists a constant Ct > 0 such that
bn,n(t) = O(exp(−Ctn)), n→∞. (1.20)
The recurrence coefficient an,n(t) has a full asymptotic expansion in powers of
n−1 and all terms in the asymptotic expansion are independent of the choice
of α and β.
The proof of Theorem 1.1 is given in Section 3.
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Figure 2: Jump matrices for the Ψ-function associated to the solution yα of
the Painleve´ I equation
The critical case
The main purpose of the present paper is to deal with the critical case where
t depends on n such that t→ −1/12 as n→∞ at a critical rate. It is only in
the critical case that the dependence on the parameters α and β plays a role.
In our main result (Theorem 1.2 below) we will give asymptotic formulas for
an,n(t) and bn,n(t) as n → ∞ in terms of special solutions yα and yβ of the
Painleve´ I equation (1.12). We describe these special solutions first.
Solutions yα of the Painleve´ I equation
To explain how the solution yα depends on α we recall the Riemann-Hilbert
problem associated with Painleve´ I. Let Ψ(ζ ; x) be a 2 × 2 matrix valued
function that is analytic in the complex ζ-plane except for jumps on the
contours arg ζ = ±2pi/5, arg ζ = ±4pi/5, and arg ζ = pi. The contours are
oriented as in Figure 2. The orientation induces a + and − side on each part
of the contour, where the + side (− side) is on the left (right) if one traverses
the contour according to the orientation. For ζ on the contour the limiting
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values Φ±(ζ ; x) from both sides exist and are connected by
Ψ+(ζ ; x) = Ψ−(ζ ; x)Aα
where the jump matrices Aα are given in Figure 2. Furthermore, Ψ has
asymptotics
Ψ(ζ ; x) =
ζσ3/4√
2
(
1 −i
1 i
)(
I +
Ψ1(x)
ζ1/2
+
Ψ2(x)
ζ
+O(ζ−3/2)
)
eθ(ζ,x)σ3 , (1.21)
for ζ →∞, where σ3 = ( 1 00 −1 ) and θ is defined by
θ(ζ, x) =
4
5
ζ5/2 + xζ1/2. (1.22)
Then it is known that
yα(x) = 2i (Ψ2(x))12 (1.23)
is a solution of the Painleve´ I equation, and it is this solution yα that will
appear in our main result below.
As is the case for any solution of the Painleve´ I equation we have that yα
is a meromorphic function with an infinite number of poles in the complex
plane. The Riemann-Hilbert problem for Ψ has a solution if and only if x is
not a pole of yα.
The above Riemann-Hilbert problem does not generate all solutions of
the Painleve´ I equation, but only those solutions that satisfy
y(x) =
√
−x/6(1 + o(1)) as x→ −∞. (1.24)
All yα satisfy (1.24) and they have a common asymptotic series
yα(x) ∼
√
−x/6
[
1 +
∞∑
k=1
ak(−x)−5k/2
]
as x→ −∞ (1.25)
for certain coefficients ak.
For the special value α = 1 we have that the asymptotic series (1.25) is
valid as |x| → ∞ with arg x ∈ [3pi/5, pi]. The other solutions differ from y1
by exponentially small terms only. It follows from results of Kapaev [22] that
yα(x) = y1(x)− i(α− 1)√
pi211/831/8(−x)1/8 e
− 1
5
211/431/4(−x)5/4 (1 +O(x−3/8)) (1.26)
as x→ −∞. The behavior (1.26) characterizes yα.
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Main result
Our main result is the following theorem.
Theorem 1.2. Let α, β ∈ C, and let t vary with n such that
n4/5(t+ 1/12) = −c1x, c1 = 2−9/53−6/5, (1.27)
remains fixed, where x is not a pole of yα and yβ. Then, for large enough n,
the recurrence coefficients an,n(t) and bn,n(t) associated with the orthogonal
polynomials with respect to the bilinear form (1.16) exist and they satisfy
an,n(t) = 2− c2 (yα(x) + yβ(x))n−2/5 +O(n−3/5), c2 = 23/532/5, (1.28)
and
bn,n(t) = c3 (yβ(x)− yα(x))n−2/5 +O(n−3/5), c3 = 21/1032/5, (1.29)
as n→∞. The expansions (1.28) and (1.29) hold uniformly for x in compact
subsets of R not containing any of the poles of yα and yβ, and the O terms
can be expanded into a full asymptotic expansion in powers of n−1/5.
Remark 1.3. It is quite remarkable that we do not have a term of order
n−1/5 in (1.28) and (1.29). The terms in these expansions ultimately come
from the terms in the asymptotic expansion (1.21) of Ψ(ζ ; x), as we will show.
Terms of order n−1/5 could have appeared because of the term Ψ1(x)/ζ1/2
in (1.21). However, it turns out that the entries of Ψ1(x) cancel out in the
calculations. These entries also do not contribute to the n−2/5 term.
Remark 1.4. Not much is known about the precise location of the poles
of yα on the real line, however see [8, 21]. Because of (1.24) we know that
there can be only a finite number of poles on the negative real axis. Joshi
and Kitaev [21, Prop. 3] showed that every real valued solution of (1.12) has
at least one pole on the positive real axis, so this applies in particular to our
solutions yα with Re α = 1/2.
Remark 1.5. Even though we will concentrate on the quartic potential, it
will be obvious that our method generalizes to higher degree potentials. The
quartic potential serves as a generic example for all polynomial potentials
for which the density of an associated critical equilibrium measure vanishes
with an exponent 3/2 at the endpoints of the support as in (1.9).
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Note that this type of vanishing is not possible in the case of usual or-
thogonality with respect to varying exponential weights on the real line, since
then it is only possible that the density of the equilibrium measure vanishes
at an endpoint with an exponent (4k + 1)/2 with k ∈ N0. See [10, 11] for
more details. The generic case k = 0 leads to Airy functions. The first criti-
cal case k = 1 is described in terms of the second member of the Painleve´ I
hierarchy [7].
Remark 1.6. The general symmetric quartic potential V (x) = gx2/2+tx4/4
exhibits another type of critical behavior for g < 0 and t > 0. Here the zeros
of the orthogonal polynomial pin with respect to e
−nV (x) may accumulate
either on one or on two intervals, depending on the values of g and t, and the
same holds true for the eigenvalues of the unitary random matrix ensemble
(1/Zn)e
−nTr V (M)dM on n × n Hermitian matrices M . Bleher and Its [2, 3]
showed that the transition is described by the Hastings-Mcleod solution of
the Painleve´ II equation. This result was generalized in [5, 6] to more general
potentials.
Overview of the rest of the paper
The proofs of Theorems 1.1 and 1.2 are based on a steepest descent analysis
of the RH problem that characterizes the orthogonal polynomial pin. This
RH problem is due to Fokas, Its, and Kitaev [19]. We discuss it in detail in
Section 2.
In Section 3 we prove Theorem 1.1. After the appropriate deformation of
contours, the steepest descent analysis is similar to the analysis in Deift et
al. [11] and therefore we will not give all the details of the proof here.
The major part of the paper is devoted to the proof of Theorem 1.2 which
is given in Section 4. Here the critical measure (1.9) corresponding to the
critical value t = −1/12 comes into play. For t 6= −1/12, we will not use
the equilibrium measure µt from (1.6) in the steepest descent analysis, but
instead a modified equilibrium measure νt (in fact a signed measure). Similar
modified equilibrium measures were used before in [4, 5, 6] for double scaling
limits arising in critical random matrix models. The modified equilibrium
problem is discussed in Section 4.2. It leads to a modified g-function [13, 11]
which is used in the first transformation of the RH problem.
The steepest descent analysis then proceeds as in [11]. We open lenses
around the critical interval [−√8,√8] and then construct a parametrix for the
11
Γ1
Γ2
Γ3
Γ4
Γ0
Figure 3: Deformation of the contour
resulting RH problem. The Ψ-functions associated with Painleve´ I appear
in the construction of the local parametrices around the endpoints ±√8.
This construction is analogous to the construction in [5, 6], where a local
parametrix was built out of the Ψ-functions associated with Painleve´ II. The
final transformation of the RH problem is given in Section 4.8. It leads to a
RH problem which for large n can be solved explicitly in a series involving
powers of n−1/5. We calculate the terms up to order n−2/5 explicitly. We
also show how the recurrence coefficients can be expressed in terms of the
final RH problem and then the final computations in Section 4.11 lead to the
proof of Theorem 1.2.
2 The Riemann-Hilbert problem
By analyticity, a deformation of the contour Γ does not change the polyno-
mial pin as defined in (1.17), provided that each part Γj extends to infinity
in the sector
Sj = {z ∈ C | (4j − 3)pi/8 < arg(z) < (4j − 1)pi/8}. (2.1)
Figure 3 shows a particular deformation of Γ, which will turn out to be
convenient for our analysis. The contours are deformed so that they contain
the part [−dt, dt] on the real axis where dt is defined by (1.7). At the points
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±dt the contours separate and extend to infinity in the sectors Sj. The
precise setting of this deformation will be given later. Changing our previous
notation, we will now use Γ1, . . . ,Γ4 to denote the contours as in Figure 3.
We also put Γ0 = [−dt, dt]. The contours are oriented as indicated in Figure
1.
The parts Γ1, . . . ,Γ4 carry the weights as before, and Γ0 has the weight
1. If then for z ∈ Γ we define
α(z) =

1, z ∈ Γ0,
α, z ∈ Γ1,
1− β, z ∈ Γ2,
β, z ∈ Γ3,
1− α, z ∈ Γ4,
then for polynomials p and q, the bilinear form (1.15) is equal to
〈p, q〉α,β =
∫
Γ
p(z)q(z)α(z)e−NVt(z)dz. (2.2)
Consider the following Riemann-Hilbert (RH) problem for a 2×2 matrix-
valued function Y : C \ Γ→ C2×2.
Y (z) is analytic in C \ Γ
Y+(z) = Y−(z)
(
1 α(z)e−NVt(z)
0 1
)
, z ∈ Γ
Y (z) = (I +O(1/z))
(
zn 0
0 z−n
)
, z →∞,
(2.3)
By a standard argument one can show that if a solution to the RH problem
(2.3) exists, it is unique, see [9, 12]. The existence of Y depends on the
existence of polynomials that are orthogonal with respect to the bilinear
form (2.2). To be precise, we have
Proposition 2.1. The RH problem (2.3) has a solution if and only if there
exist polynomials p and q such that
(a) p is monic of degree n and 〈p(z), zk〉α,β = 0 for k = 0, 1, . . . , n− 1,
(b) q has degree ≤ n − 1, 〈q(z), zk〉α,β = 0 for k = 0, 1, . . . , n − 2, and
〈q(z), zn−1〉α,β = −2pii.
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In that case the solution of the RH problem is given by
Y (z) =
p(z)
1
2pii
∫
Γ
p(s)α(s)e−NVt(s)
s− z ds
q(z)
1
2pii
∫
Γ
q(s)α(s)e−NVt(s)
s− z ds
 , z ∈ C \ Γ. (2.4)
Proof. The proof is standard, see [19] or [9].
Note that the non-Hermitian orthogonality is exactly the right concept
for the formulation of a RH problem. This has been exploited before in for
example [1, 24, 25].
It follows from Proposition 2.1 that if Y exists, then p = Y11 = pin and so
the monic orthogonal polynomial pin exist. The polynomial q = Y21 satisfies
the orthogonality conditions for pin−1. If q has degree n− 1, then the monic
orthogonal polynomial pin−1 exist, and there is a constant κn−1 6= 0 such that
q = Y21 = κn−1pin−1. It might happen that q has degree < n − 1, and then
pin−1 does not exist.
We use Y (n+1), Y (n), Y (n−1) to denote the solutions of the RH problem
(2.3) for the values n + 1, n, and n − 1, respectively (with fixed N). If all
three RH problems have a solution then pin+1, pin and pin−1 exist. We show
that they are related by a three term recurrence relation.
Proposition 2.2. Suppose that the monic orthogonal polynomials pin+1, pin,
pin−1 exist. Then they satisfy
pin+1(z) = (z − bn)pin − anpin−1(z) (2.5)
for certain coefficients an and bn.
Proof. From Proposition (2.1) it follows that the RH problems for Y (n) and
Y (n+1) are solvable. From the discussion above we find that the first column
of Y (n) consists of
(
pin
κn−1pin−1
)
for some non-zero constant κn−1.
Since the jump matrices in the RH problem (2.3) have determinant one,
and det Y (n)(z) → 1 as z → ∞, it is easy to check that det Y (n)(z) ≡ 1 for
all z ∈ C \ Γ. Thus Y (n) is invertible. Consider Y (n+1)(Y (n))−1. Since Y (n)
and Y (n+1) have the same jumps, this function has no jump on Γ. Therefore
its entries are entire functions. Moreover, from the asymptotic condition at
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infinity it follows by Liouville’s theorem that there exist constants an, bn and
cn such that
Y (n+1)(z)
(
Y (n)(z)
)−1
=
(
z − bn −an/κn−1
cn 0
)
. (2.6)
So
Y (n+1)(z) =
(
z − bn −an/κn−1
cn 0
)
Y (n)(z) (2.7)
and this is in fact the difference equation in the Lax pair in [19]. The 11–entry
of equation (2.7) leads to (2.5).
The recurrence coefficients an and bn can be expressed directly in terms
of the solution Y (n) of the RH problem. This follows as in [9, Section 3.2].
For convenience of the reader, and since the precise form (2.10) for the recur-
rence coefficient bn is not given in [9], we include the proof of the following
proposition as well.
Proposition 2.3. If we write
Y (n)(z) =
(
I + Y
(n)
1 /z + Y
(n)
2 /z
2 +O(z−3)
)(
zn 0
0 z−n
)
(2.8)
as z →∞, then
an =
(
Y
(n)
1
)
12
(
Y
(n)
1
)
21
, (2.9)
and
bn =
(
Y
(n)
2
)
12(
Y
(n)
1
)
12
−
(
Y
(n)
1
)
22
. (2.10)
Proof. As in the proof of Proposition 2.2 we have that
(
Y (n)
)
21
is a polyno-
mial of degree n−1 with leading coefficient κn−1. Thus from (2.8) we obtain
κn−1 =
(
Y
(n)
1
)
21
. (2.11)
Multiplying both sides of the identity (2.7) with z−nσ3 and using (2.8), we
find
(I +O(1/z))
(
z 0
0 z−1
)
=
(
z − bn −an/κn−1
cn 0
)(
I +
Y
(n)
1
z
+
Y
(n)
2
z2
+O(z−3)
)
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as z →∞. Taking the 12-entries on both sides, we obtain
O(z−2) =
(
Y
(n)
1
)
12
− an
κn−1
+z−1
((
Y
(n)
2
)
12
− bn
(
Y
(n)
1
)
12
− an
κn−1
(
Y
(n)
1
)
22
)
+O(z−2).
Thus (
Y
(n)
1
)
12
=
an
κn−1
(2.12)
and (
Y
(n)
2
)
12
− bn
(
Y
(n)
1
)
12
− an
κn−1
(
Y
(n)
1
)
22
= 0. (2.13)
Then (2.11) and (2.12) lead to (2.9), while we obtain (2.10) from solving
(2.13) for bn and using (2.12).
Proposition 2.3 shows that we can compute the recurrence coefficients
from the RH problem for Y (n) alone. In our final proposition of this section
we show that if we compute an and bn as in (2.9) and (2.10) and if an 6= 0,
then these are indeed the recurrence coefficients.
Proposition 2.4. Suppose that the RH problem (2.3) has a solution Y (n)
with expansion (2.8). Let an and bn be given by (2.9) and (2.10). If an 6= 0,
then the monic orthogonal polynomials pin+1, pin and pin−1 exist and they are
connected by the three-term recurrence (2.5).
Proof. Since an 6= 0, we get from (2.9) that
κn−1 =
(
Y
(n)
1
)
21
6= 0. (2.14)
This means that the 21-entry of Y is a polynomial of exact degree n− 1 and
therefore the orthogonal polynomial pin−1 exists.
Define
cn = κn−1/an =
(
(Y
(n)
1 )12
)−1
(2.15)
and use (2.7) to define Y (n+1). Then Y (n+1) is analytic in C \ Γ and satisfies
the jump relation of the RH problem (2.3). We show that it satisfies the
asymptotic condition with n replaced by n+ 1. We have
Y (n+1)(z)
(
z−n−1 0
0 zn+1
)
=
(
z − bn −an/κn−1
cn 0
)(
I +
Y
(n)
1
z
+
Y
(n)
2
z2
+O(z−3)
)(
z−1 0
0 z
)
as z →∞. Collecting terms according to powers of z, we find
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• there is one term with z2 which comes with coefficient
(
1 0
0 0
)(
0 0
0 1
)
=
O.
• the terms with z come with coefficients(
1 0
0 0
)
Y
(n)
1
(
0 0
0 1
)
+
(−bn −an/κn−1
cn 0
)(
0 0
0 1
)
=
(
0 (Y
(n)
1 )12 − an/κn−1
0 0
)
and this is O because of (2.9) and (2.14).
• the constant terms are(
1 0
0 0
)(
1 0
0 0
)
+
(−bn −an/κn−1
cn 0
)
Y
(n)
1
(
0 0
0 1
)
+
(
1 0
0 0
)
Y
(n)
2
(
0 0
0 1
)
=
(
1 0
0 0
)
+
(
0 −bn(Y (n)1 )12 − an/κn−1(Y (n)1 )22
0 cn(Y
(n)
1 )12
)
+
(
0 (Y
(n)
2 )12
0 0
)
and using (2.9), (2.10), (2.14), and (2.15), we find that this is the
identity matrix I.
It follows from all this that
Y (n+1)(z) =
(
I +O(z−1))(zn+1 0
0 z−n−1
)
and so Y (n+1) solves the RH problem (2.3) with n replaced by n+1. Then the
monic orthogonal polynomial pin+1 exists and the recurrence (2.5) holds.
In our main results we are interested in the asymptotic behavior of an,n(t)
and bn,n(t). As a result of Propositions 2.3 and 2.4 it suffices to take N = n
in (2.3) and do a steepest descent analysis for this RH problem.
3 Steepest descent analysis in the regular case
and the proof of Theorem 1.1
In the regular case −1/12 < t < 0 with t fixed, the steepest descent analysis
for the RH problem (2.3) with N = n can be done in a way very similar to
the classical steepest analysis for t ≥ 0 as in [12, 11].
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In the first transformation we use the continuation of the equilibrium mea-
sure that we discussed in Section 1 for t > 0, see (3.1). The local parametrix
at the end-points is constructed out of Airy functions, as in the case t ≥ 0.
Therefore the analysis will not be carried out in full detail. We only point
out how one gets into a standard situation, by deforming the contour and
defining the correct equilibrium measure. Then we only sketch the rest of
the analysis and state the result for the recurrence coefficients.
The equilibrium measure
The first transformation is based on the equilibrium measure µt defined in
(1.6). So we have
dµt
dx
=
t
2pi
(x2 − d2t )
√
c2t − x2, for x ∈ [−ct, ct], (3.1)
with ct and dt given by (1.5) and (1.7). Since −1/12 < t < 0, we have that
dt is real and 0 < ct < dt. Also note that the density (3.1) is positive for
x ∈ (ct, ct). The measure µt minimizes IVt(µ), see (1.4), among all probability
measures supported on [−ct, ct].
Let gt : C \ (−∞, ct]→ C be the g-function defined by
gt(z) =
∫ ct
−ct
log(z − x) dµt(x), (3.2)
where for each x ∈ (−ct, ct) we choose the principal branch of the logarithm
log(z − x). Then gt can be represented in the following way
gt(z) = − t
2
∫ z
ct
(s2 − d2t )(s2 − c2t )1/2 ds+
1
2
Vt(z) + lt/2, (3.3)
for all z ∈ C\(−∞, ct] and for some constant lt. Define φt : C\(−∞, ct]→ C
by
φt(z) = − t
2
∫ z
ct
(s2 − d2t )(s2 − c2t )1/2 ds. (3.4)
In the first transformations the jumps for the transformed RH problem are
expressed in terms of φt.
Note that the integrand in (3.4) is negative for s ∈ (ct, dt). Therefore
φt(z) < 0, for z ∈ (ct, dt). (3.5)
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By symmetry we have
φt+(z) + φt−(z) < 0, for z ∈ (−dt,−ct). (3.6)
Then it follows from (3.3), (3.5) and (3.6) that{
gt+(z) + gt−(z)− Vt(z) = lt, z ∈ (−ct, ct),
gt+(z) + gt−(z)− Vt(z) < lt, z ∈ (−dt,−ct) ∪ (ct, dt). (3.7)
The transformation Y 7→ T
The transformation Y 7→ T normalizes the condition at infinity and serves
as a first step to get the jumps close to the identity. Define T : C \ Γ by
T (z) = e−nltσ3/2Y (z)e−ngt(z)σ3/2enltσ3/2, (3.8)
for all z ∈ C \ Γ. Then T satisfies the following RH problem
T (z) is analytic in C \ Γ
T+(z) = T−(z)
(
e−n(gt+(z)−gt−(z)) α(z)e−n(Vt(z)+lt−gt+(z)−gt−(z))
0 en(gt+(z)−gt−(z))
)
, z ∈ Γ
T (z) = I +O(1/z), z →∞.
(3.9)
Since gt is analytic in C \ (−∞, ct], one might expect a jump on (−∞,−dt).
However, since gt+(z) − gt−(z) = 2pii for z ∈ (−∞,−dt), the function
en(gt+(z)−gt−(z)) is analytic for z ∈ (−∞,−dt) and therefore there is no jump
for S on (−∞,−dt).
Now from (3.3) and (3.4) it follows that the jump matrix can be rewritten
as
T+(z) = T−(z)

(
1 α(z)e2nφt(z)
0 1
)
, z ∈ Γ \ [−ct, ct],(
e−2nφt+(z) 1
0 e−2nφt−(z)
)
, z ∈ (−ct, ct).
(3.10)
For z ∈ (−ct, ct) we get from (3.4) that φt±(z) ∈ iR. The diagonal entries of
the jump matrix on (−ct, ct) are therefore oscillating functions. By (3.5) and
(3.6) the jump matrix converges pointwise to the identity for z ∈ (−dt,−ct)∪
(ct, dt). We first have to specify the precise deformation of the contour to
control the behavior of the jump matrices on Γ1, . . . ,Γ4. We will deform the
contour such that the jump matrix converges pointwise to the identity for
z ∈ Γ \ [−ct, ct].
19
−10 −8 −6 −4 −2 0 2 4 6 8 10
−10
−8
−6
−4
−2
0
2
4
6
8
10
Γ1
Γ2
Γ3
Γ4
Γ5
−dt dt 
−ct ct 
Figure 4: The shaded region is the region where Re φt > 0 in the regular
case. The curves are steepest descent curves for φt. The figure corresponds
to the value t = −1/24.
Deformation of the contour
In view of the jump matrix (3.10) on [−ct, ct] we want that the real part of φt
is negative on Γ \ [−ct, ct]. The shaded region in Figure 4 is the region where
Re φt(z) > 0. In the white unshaded region we have Re φt(z) < 0. So we
want that each Γj stays in the white region. One possible way to define Γj is
to take the steepest descent curve for φt through ±dt in the k-th quadrant,
where we have that Im φt is constant, and Re φt(z)→ −∞ as z →∞ along
the steepest descent curve, see Figure 4.
Summary of the rest of the steepest descent analysis
In the remaining part of the steepest descent analysis we open a lens around
[−ct, ct] to turn the oscillating jumps on [−ct, ct] into a constant jump at
[−ct, ct] and a jump that converges pointwise to the identity on the upper
and lower lips of the lens. In Figure 5 the contour is shown after opening of
the lens. This lens can be defined in a completely similar way as in the case
t ≥ 0. After this, we construct a local solution, called parametrix, around
the endpoints ±ct. But locally around ±ct, our situation does not differ from
the case t ≥ 0: the equilibrium measure vanishes with an exponent 1/2 at
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Figure 5: Opening of the lenses in the regular case. The lens around [−ct, ct]
is contained in the shaded region of Figure 4
±ct and the contours together with the jump matrices locally have exactly
the same shape as in the case t ≥ 0. So the parametrix is constructed by
means of Airy functions as in [11].
Proof of Theorem 1.1
The result of the steepest descent analysis, which we will not perform in
more detail here, is that the RH problem for Y (n) is solvable if n is large
enough, so that the coefficients an,n(t) and bn,n(t) can be computed in terms
of Y (n) as in Proposition 2.3. It also follows that the asympotic formula (1.8)
for the recurrence coefficient an,n(t) which holds for t ≥ 0 continues to hold
for −1/12 < t < 0. Then an,n(t) 6= 0 for n large enough, so that an,n(t)
and bn,n(t) are indeed the recurrence coefficients by Proposition 2.4. As in
[11] we also find a full asymptotic expansion for an,n(t) in powers of n
−1. In
addition, the recurrence coefficient bn,n(t) is exponentially small.
This completes the proof of Theorem 1.1.
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4 Steepest descent analysis in the critical case
and the proof of Theorem 1.2
The rest of the paper is devoted to the critical case. We take N = n in
(2.3) and analyze the RH problem in the double scaling limit. First we let
t be a fixed value close to −1/12, which could be less than −1/12. Later
we let t → −1/12 and n→ ∞ simultaneously and show that the Painleve´ I
equation appears.
In the critical case the measure µcr is given by
dµcr
dx
(x) =
(8− x2)3/2
24pi
, (4.1)
for x ∈ [−√8,√8]. The measure vanishes with an exponent 3/2 at x = ±√8.
A consequence of this phenomenon is that the parametrix with Airy functions
which we could use in the regular case fails to work in this case.
4.1 Deformation of the contour
As in the regular case we begin by deforming the contour Γ. The deformed
contour is constructed in terms of φcr and will therefore not depend on t.
Here φcr is
φcr(z) = φ−1/12(z) =
1
24
∫ z
ccr
(s2 − 8)3/2ds (4.2)
and ccr =
√
8.
The shaded region in Figure 6 represents all z ∈ C for which Re φcr(z) ≥
0. The white region represents all z ∈ C for which Re φcr(z) < 0. As in the
regular case, we want the Γj to be contained in the white region. Comparing
with Figure 4 we see that the shaded parts meet at ±√8, which is a direct
consequence of the exponent 3/2 vanishing of the measure at ±ccr = ±
√
8.
Hence a major difference with the regular case is the fact that the contours
have to leave the real axis at the point ±ccr = ±
√
8 to continue in the
complex plane, whereas in the regular case we can deform the contour such
that it contains the interval [−dt, dt] with dt > ct.
Now define Γj , j = 1, . . . , 4 as the steepest descent curve for φcr through
±√8 in the j-th quadrant, where we have that Im φcr is constant, and
Re φcr(z) → −∞ as z → ∞ along the steepest descent curves. We also
put Γ0 = [−
√
8,
√
8], see Figure 6.
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Figure 6: The shaded region is the region where Re φcr > 0. The curves
Γ1, . . . ,Γ4 are the steepest descent curves for φcr that contain ±ccr = ±
√
8.
4.2 Modified equilibrium problem
An important feature of our analysis is the use of a modified equilibrium
problem. This is inspired on the papers [5, 6], see also [4], where the authors
used a modification of a similar equilibrium problem to handle a double
scaling limit.
Recall the energy functional IVt as defined in (1.4). Instead of minimiz-
ing IVt among Borel probability measures on R, we consider the following
extremal problem. Minimize
IVt(ν) =
∫∫
log
1
|x− y| dν(x) dν(y) +
∫
Vt(x) dν(x) (4.3)
among all signed measures ν such that∫
dν = 1, and supp (ν) ⊂ [−
√
8,
√
8]. (4.4)
From general arguments of potential theory [29], there exists a unique
minimizer νt of IVt . We will use this measure in the steepest descent analysis.
Note that its properties differ on two crucial points from the equilibrium
measure µt as defined in (3.1). It is forced to have support within [−
√
8,
√
8],
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and it is not necessarily positive everywhere. Only for t = tcr = −1/12, we
have νt = µt.
The use of this modified equilibrium measure is not without a price. If
t > −1/12 the density of the equilibrium measure is negative near the end-
points ±√8, which causes a problem when we open the lens. Instead of
exponential decay, we get exponential growth in a neighborhood of ±√8.
This neighborhood becomes smaller when t tends to −1/12 and will eventu-
ally fall inside the region where we are going to make a special parametrix
anyway. On the other hand, if t < −1/12 the measure νt is positive and the
opening of the lens causes no problem, but we still get exponential growth in
a neighborhood of the endpoints ±√8 which now follows from the behavior
of its associated g-function on the contours Γj, j = 1, . . . , 4. However, when t
tends to −1/12, this neighborhood will eventually fall inside the region again
where we make the special parametrix.
We will derive an explicit expression for the minimizer. The Euler-
Lagrange equations for the minimization problem yield that for some con-
stant lt we have
2
∫
log
1
|x− y|dνt(y) + Vt(x) + lt = 0
for x ∈ [−√8,√8]. Taking a derivative with respect to x, we get a singular
integral equation for the density vt of νt,
2PV
∫ √8
−√8
vt(y)
x− ydy = V
′
t (x) = V
′
cr(x) + (t+ 1/12)x
3, for x ∈ (−
√
8,
√
8).
Thus
dνt
dx
(x) = vt(x) = vcr(x) + (t + 1/12)v
◦(x)
where
vcr(x) =
dµcr
dx
(x) =
(8− x2)3/2
24pi
, x ∈ [−
√
8,
√
8),
and v◦(x) is such that ∫ √8
−√8
v◦(x)dx = 0 (4.5)
and
PV
∫ √8
−√8
v◦(y)
x− ydy = x
3/2, x ∈ (−
√
8,
√
8). (4.6)
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We determine v◦ from (4.5) and (4.6).
Lemma 4.1. We have that v◦ is given by
v◦(x) =
8 + 4x2 − x4
2pi
√
8− x2 , x ∈ (−
√
8,
√
8). (4.7)
Proof. Define
h(z) =
8 + 4z2 − z4
2(z2 − 8)1/2 , z ∈ C \ [
√
8,
√
8],
where the branch of the square root is chosen which is positive for real z >√
8. Then,
8 + 4y2 − y4√
8− y2 =
1
i
(h−(y)− h+(y)), y ∈ (−
√
8,
√
8),
which implies that∫ √8
−√8
8 + 4y2 − y4
2pi
√
8− y2 dy =
1
2pii
∫
C
h(z) dz
and
PV
∫ √8
−√8
8 + 4y2 − y4
2pi
√
8− y2(x− y)dy =
1
2pii
∫
C
h(z)
x− z dz, x ∈ (−
√
8,
√
8),
where C is a closed contour around [−√8,√8] with counterclockwise orien-
tation. Since
h(z) =
8 + 4z2 − z4
2(8− z2)1/2 = −z
3/2 +O(1/z3), z →∞,
which we can check by straightforward calculation, we find by the residue
theorem ∫ √8
−√8
8 + 4y2 − y4
2pi
√
8− y2 dy = −Resz=∞h(z) = 0,
PV
∫ √8
−√8
8 + 4y2 − y4
2pi
√
8− y2(x− y) dy = −Resz=∞
h(z)
x− z = x
3/2.
Thus v◦ defined by (4.7) satisfies (4.5) and (4.6). This proves the lemma.
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4.3 Modified gt and φt functions
We use gt to denote the g-function associated with νt. So gt : C \ (−∞,
√
8]
is defined by
gt(z) =
∫
log(z − x)dνt(x) (4.8)
and it satisfies
gt+(z) + gt−(z)− Vt(z) = lt, z ∈ (−
√
8,
√
8) (4.9)
and
gt(z) = log z +O(1/z), z →∞. (4.10)
We also define φt : C \ (−∞,
√
8] by
φt(z) = φcr(z) + (t + 1/12)φ
◦(z) (4.11)
where
φ◦(z) =
1
2
∫ z
√
8
8 + 4s2 − s4
(s2 − 8)1/2 ds. (4.12)
Then
φt(z) = −1
2
Vt(z) + gt(z)− 1
2
lt, z ∈ C \ (−∞,
√
8], (4.13)
which will be used in the first transformation.
Observe that gt and φt are different from the functions with the same
name that were used in Section 3 in the steepest descent analysis in the
regular case. Since we will not use the results of Section 3 in what follows,
we trust that this will not cause any confusion.
4.4 The transformations Y 7→ T 7→ S
Define T : C \ Γ by
T (z) = e−nltσ3/2Y (z)e−ngt(z)σ3/2enltσ3/2, (4.14)
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Figure 7: The contour ΣS that arises after opening of the lens around
[−ccr, ccr] where ccr =
√
8.
for all z ∈ C \ Γ. Then T satisfies the following RH problem
T (z) is analytic in C \ Γ
T+(z) = T−(z)
(
1 α(z)e2nφt(z)
0 1
)
, z ∈ Γj , j = 1, 2, 3, 4,
T+(z) = T−(z)
(
e−2nφt+(z) 1
0 e−2nφt−(z)
)
, z ∈ (−√8,√8),
T (z) = I +O(1/z), z →∞.
(4.15)
Since φt±(z) ∈ iR for z ∈ (−
√
8,
√
8), the jump matrix is oscillatory on
this interval. In the second transformation we open a lens. This lens will not
depend on t. Add two curves to the contour such that both contour go from
−√8 to √8, one below and the other one above this interval, such that
Re φcr(z) > 0, (4.16)
holds on the lips of the lens. Figure 6 indicates that this can be done. It
leads to a contour ΣS as in Figure 7 where the upper and lower lips of the
lens are in the shaded region of Figure 6. Define
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
S(z) = T (z)
(
1 0
−e−2nφt(z) 1
)
, in the upper part of the lense,
S(z) = T (z)
(
1 0
e−2nφt(z) 1
)
, in the lower part of the lense,
S(z) = T (z), elsewhere.
(4.17)
Then S satisfies the following RH problem on the contour ΣS consisting of
Γ and the upper and lower lips of the lense.
S(z) is analytic in C \ ΣS
S+(z) = S−(z)
(
1 α(z)e2nφt(z)
0 1
)
, z ∈ Γj , j = 1, 2, 3, 4,
S+(z) = S−(z)
(
1 0
e−2nφt(z) 1
)
, on the lips of the lense,
S+(z) = S−(z)
(
0 1
−1 0
)
, z ∈ (−√8,√8),
S(z) = I +O(1/z), z →∞.
(4.18)
The contour ΣS is constructed such that Re φcr(z) < 0 on Γj, j = 1, 2, 3, 4
and Re φcr(z) > 0 on the upper and lower lips of the lens. So the jump
matrices in the RH problem for S would have the correct decay properties
in case t = −1/12, since then φt = φcr. However, if t 6= −1/12, then φt is
different from φcr, and Re φt(z) has an incorrect sign on some of the contours.
In Figure 8 the contour ΣS is shown near
√
8. The shaded regions are the
regions where Re φt > 0. The left picture shows the behavior of Re φt for
t < −1/12 and the right picture the behavior for t > −1/12. In the left
picture we see that
√
8 is inside the shaded region, whereas it is inside the
white region in the right picture. Therefore, Re φt has the wrong sign on
(small) parts of Γj , j = 1, 2, 3, 4 in the left picture. In the right picture it has
the wrong sign on (small) parts of the lips of the lens. However, the following
proposition states that this behavior only occurs in small neighborhoods of
±√8.
Proposition 4.2. Let U and Û be neighborhoods of
√
8 and −√8, respec-
tively. Then there exist δ > 0 and ε > 0 such that for all t ∈ R with
|t + 1/12| < δ, we have Re φt > ε on the upper and lower lips of the lens
outside U ∪ Û and Re φt(z) < −ε|z|4 on Γj \ (U ∪ Û) for j = 1, 2, 3, 4.
Proof. There exists an ε > 0 such that Re φcr > ε on the lips of the lens
outside U and Re φcr(z) < −ε|z|4 on the contours Γj outside U . The latter
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Figure 8: Behavior of Re φt in a neighborhood of ccr =
√
8 for t < −1/12
(left) and t > −1/12 (right). The shaded region is where Re φt > 0. The
real part of φt has the wrong sign on some parts of ΣS .
inequality holds since φcr(z) = (1/96)z
4 +O(z3) as z → ∞ by (4.2) and Γj
is a steepest descent curve for φcr. Since
φt = φcr + (t+ 1/12)φ
◦.
and φ◦(z) = −(1/8)z4+O(z3) as z →∞, see (4.12), it follows by continuity
that the same inequalities hold for φt if t is sufficiently close to −1/12.
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4.5 The parametrix M away from the endpoints
The 2× 2 matrix valued function M : C \ [−√8,√8]→ C2×2 defined by
M(z) =
1
2
(
1 1
i −i
)(
z −√8
z +
√
8
)σ3/4(
1 −i
1 i
)
, (4.19)
is a solution of the RH problem
M is analytic in C \ [−√8,√8],
M+(z) = M−(z)
(
0 1
−1 0
)
, z ∈ (−√8,√8),
M(z) = I +O(1/z), z →∞.
(4.20)
Thus M has the same jumps as S on the interval (−√8,√8). We will use
M as a parametrix for S away from the endpoints. That is, we use M as an
approximation for S away from ±√8. The approximation will be good if n
is large, and t is sufficiently close to −1/12. The approximation will not be
good near the endpoints. There we construct a local parametrix with the aid
of the RH problem for Painleve´ I which was already given in Section 1, but
which will be discussed in more detail next.
4.6 The RH problem for Painleve´ I
In the literature one can find several equivalent versions of the RH problem
for Painlevee´ I [20, 23]. Here we start from the RH problem as formulated
by Kapaev [22].
Let ΣΨ be the collection of rays arg(ζ) = 2kpi/5 for k = −2,−1, 0, 1, 2
together with the negative real axis arg(ζ) = pi with orientation as in Figure
9. Let A0(ζ) for ζ ∈ ΣΨ be as indicated in Figure 9, that is,
A0(ζ) =

(
1 sk
0 1
)
arg(ζ) = 2kpi/5, k = −1, 1(
1 0
sk 1
)
arg(ζ) = 4kpi/5, k = −2, 0, 2(
0 −i
−i 0
)
arg(ζ) = pi,
(4.21)
where the Stokes multipliers sk are complex numbers such that
1 + sksk+1 = −isk+3, sk+5 = sk, k ∈ Z. (4.22)
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(
1 s1
0 1
)
(
1 s−1
0 1
)
(
1 0
s2 1
)
(
1 0
s−2 1
)
(
1 0
s0 1
)
(
0 −i
−i 0
)
Figure 9: The contour ΣΨ and the jump matrices A0 for the RH problem
for Ψ(0).
Consider the RH problem for a 2×2 matrix valued function Ψ(0) depend-
ing on a parameter x,
Ψ(0)(·; x) is analytic in C \ ΣΨ,
Ψ
(0)
+ (ζ ; x) = Ψ
(0)
− (ζ, x)A0(ζ), ζ ∈ ΣΨ,
Ψ(0)(ζ ; x) = ζ
σ3/4√
2
(
1 1
1 −1
)(
I +O(ζ−1/2)) eθ(ζ,x)σ3 , ζ →∞ (4.23)
where θ is given as before by (1.22). Then Ψ(0) has an expansion of the form
Ψ(0)(ζ ; x) =
ζσ3/4√
2
(
1 1
1 −1
)(
I +
(−H 0
0 H
)
ζ−1/2 +
1
2
(H2 y
y H2
)
ζ−1 +O(ζ−3/2)
)
eθ(ζ,x)σ3 ,
(4.24)
where H and y depend on x. The function y = y(x) is a solution of the
Painleve´ I equation (1.12) and H(x) = 1
2
(y′(x))2− 2y3(x)− yx is the Hamil-
tonian. Note that H′(x) = −y(x). To every set of Stokes multipliers sk sat-
isfying (4.22), there corresponds a unique solution of (1.12) and vice versa.
The RH problem for Ψ(0) has a solution if and only if x is not a pole of y.
For our purposes we need a special choice of Stokes multipliers. We take
s0 = 0 and s1 = iα. This determines the other Stokes multipliers by (4.22)
and it follows that
s0 = 0, s1 = iα, s−1 = i(1− α), s2 = s−2 = i. (4.25)
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We will denote this special solution by Ψ(0)(ζ ; x, α). The corresponding so-
lution of the Painleve´ I equation and its Hamiltonian will be denoted by yα
and Hα.
Before we proceed with the parametrix we first modify the RH problem
for Ψ(0) by defining
Ψ(ζ ; x, α) = Ψ(0)(ζ ; x, α)
(
1 0
0 −i
)
(4.26)
and we reverse the orientation on the contours arg ζ = pi and arg ζ = ±4pi/5.
Then the RH problem for Ψ reads
Ψ(·; x, α) is analytic in C \ ΣΨ
Ψ+(ζ ; x, α) = Ψ−(ζ ; x, α)A(ζ), ζ ∈ ΣΨ,
Ψ(ζ ; x, α) = ζ
σ3/4√
2
(
1 −i
1 i
)(
I + Ψ1(x)
ζ1/2
+ Ψ2(x)
ζ
+O
(
1
ζ3/2
))
eθ(ζ,x)σ3 , ζ →∞.
(4.27)
where the jumps A(ζ) are as indicated in Figure 2 in Section 1 and
Ψ1 =
(−Hα 0
0 Hα
)
= −Hασ3, (4.28)
Ψ2 =
1
2
(H2α −iyα
iyα H2α
)
=
1
2
H2αI +
1
2
yασ2, (4.29)
where we use
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
to denote the Pauli spin matrices.
We note that ζ−σ3/4Ψ(0)e−θσ3 has a full asymptotic series in powers of
ζ−1/2, see [20, 28]. Therefore Ψ has also an asymptotic series
Ψ(ζ ; x, α) ∼ ζ
σ3/4
√
2
(
1 −i
1 i
)(
I +
∞∑
k=1
Ψk(x, α)ζ
−k/2
)
eθ(ζ,x)σ3 (4.30)
for ζ → ∞. For our purposes it is sufficient to work with the terms up to
order O(ζ−1). It is possible to derive a full asymptotic expansion for the
recurrence coefficients if one works with the full expansion (4.30).
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4.7 Construction of the local parametrix
We will define local parametrices P and P̂ for the RH problem for S around
the endpoints ±√8. The jumps for S are given in (4.18) and we want that
P has the same jumps in a neighborhood of
√
8. In addition we want that
P matches with M that we constructed in (4.19). So in a disk U around
√
8
we want that P satisfies the following RH problem.
P (z) is analytic in U \ ΣS
P+(z) = P−(z)
(
1 αe2nφt(z)
0 1
)
, z ∈ Γ1 ∩ U,
P+(z) = P−(z)
(
1 (1− α)e2nφt(z)
0 1
)
, z ∈ Γ4 ∩ U,
P+(z) = P−(z)
(
1 0
e−2nφt(z) 1
)
, on the lips of the lens inside U,
P+(z) = P−(z)
(
0 1
−1 0
)
, z ∈ (−√8,√8) ∩ U,
P (z) =M(z)(I +O(n−1/5)), as n→∞, uniformly for z ∈ ∂U.
(4.31)
The construction of P is based on the following observation.
Lemma 4.3. Let P : U \ ΣS → C2×2 be defined by
P (z) = E(z)Ψ(n2/5f(z);n4/5ut(z), α)e
−nφt(z)σ3 (4.32)
where
(1) Ψ(·; x, α) is the solution of the RH problem (4.27) that is associated
with yα;
(2) f is a conformal map from U to a neighborhood of 0 such that ΣS ∩ U
is mapped to (part of) the contour ΣΨ;
(3) ut : U → C is analytic and n4/5ut(U) does not contain any poles of yα;
(4) E : U → C2×2 is analytic.
Then P is analytic in U \ ΣS and satisfies the jump conditions in (4.31).
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Proof. If we put P˜ = P enφtσ3 then the jump properties for P in (4.31) trans-
late into
P˜+(z) = P˜−(z)
(
1 α
0 1
)
, z ∈ Γ1 ∩ U,
P˜+(z) = P˜−(z)
(
1 1− α
0 1
)
, z ∈ Γ4 ∩ U,
P˜+(z) = P˜−(z)
(
1 0
1 1
)
, on the lips of the lens inside U,
P˜+(z) = P˜−(z)
(
0 1
−1 0
)
, z ∈ (−√8,√8) ∩ U.
(4.33)
Here we used the fact that φt is analytic in C \ (−∞,
√
8] and φt+ + φt− = 0
on (−√8,√8). The jump matrices in (4.33) are exactly the same as the ones
that appear in the RH problem for Ψ, see Figure 2, except that these jumps
are on different contours. Since f provides a conformal map between the
respective contours, it is then immediate that Ψ(n2/5f(z); x, α)e−nφt(z)σ3 has
the required jump properties on ΣS ∩U , for every x that is not a pole of yα.
Since the jumps do not depend on x, the jump properties will not be affected
if we let x = n4/5ut(z) where ut is analytic and n
4/5ut(z) is not a pole of
yα for every z ∈ U . Finally, we note that the multiplication on the left by
an analytic factor E(z) does not change the jumps either, so that (4.32) has
indeed the required jump properties on ΣS ∩ U .
What remains to be shown is that we can find f , ut and E with the
properties stated in Lemma 4.3 such that the matching condition
P (z) =M(z)(I +O(n−1/5)), as n→∞, uniformly for z ∈ ∂U, (4.34)
is satisfied as well. In the next lemma we will show that this is indeed satisfied
if we define
f(z) =
[
5
4
φcr(z)
]2/5
, (4.35)
ut(z) = (4/5)
1/5φt(z)− φcr(z)
(φcr(z))1/5
, (4.36)
and
E(z) = M(z)
[
(n2/5f(z))σ3/4√
2
(
1 −i
1 i
)]−1
=
1√
2
M(z)
(
1 1
i −i
)
(n2/5f(z))−σ3/4.
(4.37)
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Recall that φcr is given by (4.2), φt is given by (4.11), and M is given by
(4.19). The branches of the fractional exponents in (4.35)-(4.37) are all taken
to be positive for z −√8 real and positive and sufficiently small.
Lemma 4.4. Assume that x ∈ R is not a pole of yα and let
t = tcr − c1xn−4/5, c1 = 2−9/53−6/5. (4.38)
Let f , ut, and E be as in (4.35)-(4.37). Then there is a disk U around
√
8,
depending only on x and α but not on n, such that the properties (2)–(4)
stated in Lemma 4.3 are satisfied and such the matching condition (4.34)
holds.
Proof. We begin with the properties of f . It follows from this definition (4.2)
of φcr that
φcr(z) =
27/4
15
(z −
√
8)5/2(1 + hcr(z)) (4.39)
with hcr an analytic function in a neighborhood of
√
8 with hcr(
√
8) = 0.
Thus (4.35) defines a conformal map ζ = f(z) from a small enough disk U1
around
√
8 to a neighborhood of ζ = 0. Then f(z) is real for real z ∈ U1 and
since by (4.39) and (4.35) we have
f(z) = 2−1/103−2/5(z −
√
8) +O((z −√8)2), (4.40)
as z → √8, we see that f maps (−√8,√8) ∩ U1 to a part of the negative
real axis.
Since Γ1 and Γ4 are defined as the steepest descent curves of φcr that
start from
√
8, we have that φcr is real and negative on Γ1 and Γ4. Then it
follows from (4.35) that f maps these contours onto the rays arg ζ = 2pi/5
and arg ζ = −2pi/5, respectively.
Finally, to have all the mapping properties stated in (2) in Lemma 4.3,
we want that f maps the upper and lower lips of the lens that are inside U1
to parts of the rays arg ζ = ±4pi/5. Here we use the additional freedom we
have in choosing the exact location of the lips of the lense. So far we have
only specified that they should be in the region where Re φcr > 0. Now we
require in addition that in a neighborhood of
√
8 we want the lips to be such
that argφcr(z) = ±2pi for z on the upper and lower lips near
√
8. We can
clearly impose this extra requirement. Note that we take arg φcr(z) so that
it is continuous for z ∈ C\ (−∞,√8] and has the value 0 for z−√8 real and
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positive. Then by (4.35) we have that arg f(z) = ±4pi/5 for z ∈ U1 on the
lips of the lense, and thus all the properties stated in (2) of Lemma 4.3 are
satisfied.
Now we turn to the properties of ut. Because of (4.11) and (4.36) we can
write
ut(z) = (t + 1/12)u
◦(z) (4.41)
where
u◦(z) = (4/5)1/5
φ◦(z)
(φcr(z))1/5
. (4.42)
From (4.12) it follows that
φ◦(z) = −27/43 (z −
√
8)1/2(1 + h◦(z)), (4.43)
where h◦ is analytic in a neighborhood of
√
8 with h◦(
√
8) = 0. Then by
(4.39), (4.42), and (4.43) we find that u◦ is analytic in a neighborhood of
√
8
and
u◦(z) = −29/536/5
(
1 +O(z −
√
8)
)
(4.44)
for z → √8, so that u◦(√8) = −c−11 . Combining (4.38), (4.41), and (4.44),
we see that n4/5ut(
√
8) = x. Since x is not a pole of yα we can then find a
disk U2 around
√
8 with U2 ⊂ U1, such that n4/5ut(z) is not a pole of yα for
every z ∈ U2. Since n4/5ut = −c1xu◦ depends only on x, the disk U2 depends
only on x. So the properties stated in (3) of Lemma 4.3 are satisfied.
Since M is given by (4.19) we find from (4.37) that
E(z) =
1√
2
(
1 1
i −i
)(
n2/5f(z)(z +
√
8)
z −√8
)−σ3/4
which implies that E is analytic in a disk U ⊂ U2 around
√
8, as f(z) has a
simple pole at z =
√
8, see (4.40). This shows that property (4) of Lemma
4.3 is satisfied.
We finally show that the matching condition (4.34) is satisfied. Since Ψ
has asymptotics (1.21), we find from (4.32) that uniformly for z ∈ ∂U ,
P (z) =E(z)
(n2/5f(z))σ3/4√
2
(
1 −i
1 i
)(
I +O(n−1/5))
× exp ((θ(n2/5f(z), n4/5ut(z))− nφt(z))σ3) (4.45)
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as n→∞. Since θ(ζ, x) = 4
5
ζ5/2 + xζ1/2, we see that
θ(n2/5f(z), n4/5ut(z)) = n
[
4
5
(f(z))5/2 + ut(z)(f(z))
1/2
]
= nφt(z) (4.46)
where in the last equality we used the formulas (4.35) and (4.36) for f and
ut. Hence we can forget about the exponential factor in (4.45). Because of
the definition (4.37) of E we see that (4.45) leads to the matching condition
(4.34).
This completes the proof of Lemma 4.4.
Remark 4.5. The neighborhood U in Lemma 4.4 depends on x, but an
inspection of the proof shows that that we can take U independent of x if
x is allowed to vary in a compact set that does not contain any poles of yα.
Then also the matching condition (4.34) is uniformly valid for such x.
Parametrix around −√8
The local parametrix P̂ in a disk Û around the other endpoint −√8 should
satisfy the following RH problem.
P̂ (z) is analytic in Û \ ΣS
P̂+(z) = P̂−(z)
(
1 (1− β)e2nφt(z)
0 1
)
, z ∈ Γ2 ∩ Û ,
P̂+(z) = P̂−(z)
(
1 βe2nφt(z)
0 1
)
, z ∈ Γ3 ∩ Û ,
P̂+(z) = P̂−(z)
(
1 0
e−2nφt(z) 1
)
, on the lips of the lens inside Û ,
P̂+(z) = P̂−(z)
(
0 1
−1 0
)
, z ∈ (−√8,√8) ∩ Û ,
P̂ (z) =M(z)(I +O(n−1/5)), as n→∞, uniformly for z ∈ ∂Û .
(4.47)
It turns out that P̂ can be expressed directly in terms of P . Let us write
P = Pα to emphasize that the solution of (4.31) depends on α. Then it
follows that
P̂ (z) = σ3Pβ(−z)σ3 (4.48)
solves (4.47) on the neighborhood Û = −Uβ of −
√
8. Indeed, the identity
(4.48) is an immediate consequence of the RH problems (4.31) and (4.47),
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and the facts that M(−z) = σ3M(z)σ3 and φt(−z) = φt(z) ± pii. It is well-
defined if x is not a pole of yβ.
Since f , ut, and E do not depend on α, it follows from (4.32) and (4.48)
that
P̂ (z) = σ3E(−z)Ψ(n2/5f(−z);n4/5ut(−z), β)e−nφt(−z)σ3σ3 (4.49)
for z ∈ Û .
Matching condition
We obtain a more precise matching condition than (4.34) if we use the asymp-
totic series (4.30) in (4.32). Then it follows as in the proof of Lemma 4.4
that
P (z) ∼M(z)
(
I +
∞∑
k=1
Ψk(n
4/5ut(z), α)f(z)
−k/2n−k/5
)
(4.50)
as n→∞, uniformly for z ∈ ∂U , and
P̂ (z) ∼M(z)σ3
(
I +
∞∑
k=1
Ψk(n
4/5ut(−z), β)f(−z)−k/2n−k/5
)
σ3 (4.51)
as n→∞, uniformly for z ∈ ∂Û , where in the last identity we also used that
σ3M(−z)σ3 = M(z).
For future reference we recall that
n4/5ut(z) = −c1xuo(z) (4.52)
where uo is an analytic function with
uo(
√
8) = −c−11 . (4.53)
4.8 Third transformation S 7→ R
Now let x be fixed and assume that x is not a pole of yα and yβ. As before
we let t vary with n such that
t = −1/12− c1xn−4/5. (4.54)
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Figure 10: Contour ΣR for the RH problem for R
Then the local parametrices P and P̂ are defined in U and Û and they
satisfy (4.31) and (4.47). We also have M as a parametrix for S away from
the endpoints.
Define R as
R(z) =

S(z)M−1(z), z ∈ C \
(
U ∪ Û ∪ ΣS
)
,
S(z)P−1(z), z ∈ U \ ΣS ,
S(z)P̂−1(z), z ∈ Û \ ΣS .
(4.55)
Then R satisfies a RH problem on the contour ΣR that is shown in Figure
10. ΣR consists of the curves ΣR,j for j = 1, 2, 3, 4 which are the parts of
the curves Γj outside the disks U and Û , of the curves ΣR,5 and ΣR,6 which
are the parts of the upper and lower lips of the lens that are outside the two
disks, and of the circles ∂U and ∂Û . The orientation of ΣR is as indicated in
Figure 10. In particular we choose clockwise orientation on the two circles.
Lemma 4.6. With ΣR as described above we have that R satisfies the RH
problem 
R is analytic in C \ ΣR
R+(z) = R−(z)AR(z), z ∈ ΣR, j = 1, 2, 3, 4,
R(z) = I +O(1/z), z →∞,
(4.56)
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where
AR(z) = M(z)
(
1 α(z)e2nφt(z)
0 1
)
M−1(z), z ∈ ΣR,j , j = 1, 2, 3, 4,
(4.57)
AR(z) = M(z)
(
1 0
e−2nφt(z) 1
)
M−1(z), z ∈ ΣR,5 ∪ ΣR,6, (4.58)
AR(z) = P (z)M(z)
−1, z ∈ ∂U, (4.59)
AR(z) = P̂ (z)M(z)
−1, z ∈ ∂Û . (4.60)
Proof. Note that S andM have the same jumps on (−√8,√8), S and P have
the same jumps on ΣS ∩ U , and S and P̂ have the same jumps on ΣS ∩ Û).
From this it follows that R+ = R− on these contours, so that R is analytic
there, and these contours do not appear in ΣR.
The jumps (4.57)-(4.60) are an easy consequence of the definition (4.55)
and the jumps satisfied by S, see (4.18).
The jump matrices (4.57) and (4.58) are exponentially close to the identity
matrix as n → ∞. This follows from Proposition 4.2 since t → −1/12 as
n→∞.
Because of (4.50)-(4.51) and (4.59)-(4.60) we have that AR(z), z ∈ ∂U ∪
∂Û , has an asymptotic series in powers of n−1/5
AR(z) ∼

I +
∞∑
k=1
W (k)(z)n−k/5, z ∈ ∂U,
I +
∞∑
k=1
Ŵ (k)(z)n−k/5, z ∈ ∂Û ,
(4.61)
where
W (k)(z) = W (k)α (z) = M(z)Ψk(n
4/5ut(z), α)M
−1(z)f(z)−k/2, (4.62)
and, see also (4.48),
Ŵ (k)(z) = σ3W
(k)
β (−z)σ3. (4.63)
It follows that R admits an asymptotic series in powers of n−1/5.
Lemma 4.7. For large enough n, the RH problem for R has a solution, and
R admits an asymptotic expansion
R(z) ∼ I +
∞∑
k=1
R(k)(z)n−k/5, (4.64)
as n→∞, uniformly for z ∈ C \ ΣR.
The expansion (4.64) is valid uniformly near infinity in the sense that for
every K ≥ 1 there is a constant CK > 0 such that∥∥∥∥∥R(z)− I −
K−1∑
k=1
R(k)(z)n−k/5
∥∥∥∥∥ ≤ CK |z|−1n−K/5 (4.65)
holds for every z with |z| ≥ 3.
Proof. We already observed that the jump matrix AR for R is close to the
identity if n is large. On the parts ΣR,j we have by Proposition 4.2 that
‖AR(z)− I‖ ≤ Ce−ε|z|4, z ∈ ΣR,j , j = 1, . . . , 6, (4.66)
for some positive constants C and ε.
Then the lemma follows from (4.66) and the expansions (4.61), cf. also
the arguments used in the proof of [12, Theorem 7.81].
The estimate (4.65) follows as in [26, Lemma 8.3].
Corollary 4.8. The RH problem for Y is solvable for sufficiently large n.
Proof. Since the transformations Y 7→ T 7→ S 7→ R are invertible we can
recover Y from R. Since the RH problem for R has a solution for large enough
n, it now also follows that the original RH problem for Y has a solution for
large enough n.
From Proposition 2.1 it now follows that the monic orthogonal polynomial
pin,n(t) exists for n large enough. In the rest of the proof we will calculate
the coefficients an,n(t) and bn,n(t) by means of Proposition 2.3. Then we find
that an,n(t) 6= 0 for n large enough, so that by Proposition 2.4 the monic
orthogonal polynomials of degrees n + 1 and n − 1 exist as well, and that
an,n(t) and bn,n(t) are the recurrence coefficients in the three-term recurrence
relation.
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4.9 Explicit expressions for R(1) and R(2)
The matrix coefficients R(k)(z) that appear in the expansion (4.64) can be
found by solving iteratively the following RH problems
R(k) is analytic in C \ (∂U ∪ ∂Û)
R
(k)
+ (z) = R
(k)
− (z) +
∑k
l=1R
(k−l)
− (z)W
(l)(z), z ∈ ∂U,
R
(k)
+ (z) = R
(k)
− (z) +
∑k
l=1R
(k−l)
− (z)Ŵ
(l)(z), z ∈ ∂Û ,
R(k)(z) = O(1/z), z →∞,
(4.67)
where R(0)(z) = I. These are additive RH problems and therefore can be
solved by the Sokhotskii-Plemelj formula. It turns out that the jump matrices
have analytic continuations inside U and Û with a pole at ±√8. This makes
them easy to solve in an explicit way as in [26].
In order to establish (1.28) and (1.29) we have to determine R(1) and R(2)
explicitly. First we show that W (1) and W (2) are analytic in U \ {√8}. We
recall that c3 = 2
1/1032/5, which was already defined in Theorem 1.2.
Lemma 4.9. The functions W (1) and W (2) are analytic in U \ {√8} with
simple poles at
√
8, and residues
Res
z=
√
8
W (1)(z) = −21/4c1/23 Hα(x) (σ3 − iσ1) (4.68)
and
Res
z=
√
8
W (2)(z) =
1
2
c3H2α(x)I +
1
2
c3yα(x)σ2. (4.69)
Similarly, we have that Ŵ (1) and Ŵ (2) are analytic in Û \ {−√8} with
simple poles at −√8, and
Res
z=−√8
Ŵ (1)(z) = 21/4c
1/2
3 Hβ(x) (σ3 + iσ1) (4.70)
and
Res
z=−√8
Ŵ (2)(z) = −1
2
c3H2β(x)I +
1
2
c3yβ(x)σ2. (4.71)
Proof. Because of (4.28) and (4.52) we obtain from (4.62) that
W (1)(z) = −Hα(−c1xu
◦(z))
f(z)1/2
M(z)σ3M
−1(z), (4.72)
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and
W (2)(z) =
1
2
H2α(−c1xu◦(z))
f(z)
+
1
2
yα(−c1xu◦(z))
f(z)
M(z)σ2M
−1(z). (4.73)
It turns out to be convenient to rewrite M from (4.19) as
M(z) =
1
2
(
z −√8
z +
√
8
)1/4
(I + σ2) +
1
2
(
z +
√
8
z −√8
)1/4
(I − σ2).
and M−1 = M t as
M−1(z) =
1
2
(
z +
√
8
z −√8
)1/4
(I + σ2) +
1
2
(
z −√8
z +
√
8
)1/4
(I − σ2).
Then by straightforward calculations it follows that
M(z)σ3M
−1(z) =
1
2
(z −√8
z +
√
8
)1/2
(σ3 + iσ1) +
(
z +
√
8
z −√8
)1/2
(σ3 − iσ1)

(4.74)
and
M(z)σ2M
−1(z) = σ2. (4.75)
By (4.40) we have that f has a simple zero at
√
8, and so we obtain from
(4.72)–(4.73) and (4.74)–(4.75) that W (1) and W (2) are analytic in U with
simple poles at
√
8. Because of (4.53) and
lim
z→∞
z −√8
f(z)
= 21/1032/5 = c3 (4.76)
we find the residues (4.68) and (4.69).
The statements (4.70) and (4.71) about Ŵ (1) and Ŵ (2) then follow from
(4.68), (4.69), and (4.63).
Explicit expression for R(1)
The RH problem (4.67) with k = 1 reads
R(1) is analytic in C \ (∂U ∪ ∂Û),
R
(1)
+ (z) = R
(1)
− (z) +W
(1)(z), z ∈ ∂U,
R
(1)
+ (z) = R
(1)
− (z) + Ŵ
(1)(z), z ∈ ∂Û ,
R(1)(z) = O(1/z), z →∞.
(4.77)
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Lemma 4.10. The solution to (4.77) is given by
R(1)(z) =

1
z −√8 Resz=√8W
(1)(z) +
1
z +
√
8
Res
z=−√8
Ŵ (1)(z), z ∈ C \ (U ∪ Û),
1
z −√8 Resz=√8W
(1)(z) +
1
z +
√
8
Res
z=−√8
Ŵ (1)(z)−W (1)(z), z ∈ U,
1
z −√8 Resz=√8W
(1)(z) +
1
z +
√
8
Res
z=−√8
Ŵ (1)(z)− Ŵ (1)(z), z ∈ Û .
(4.78)
Proof. Let R(1) be defined by (4.78). Since W (1) is analytic in U with a
simple pole at
√
8, and Ŵ (1) is analytic in Û with a simple pole at −√8, it
is then clear that R(1) satisfies all of the properties in (4.77), including the
analyticity at ±√8.
If we use the explicit expressions (4.68) and (4.70) for the residues ofW (1)
and Ŵ (1), we find the following expansion of R(1)(z) as z →∞.
Corollary 4.11. We have that
R(1)(z) =
R
(1)
1
z
+
R
(1)
2
z2
+O(z−3), z →∞ (4.79)
where
R
(1)
1 = Res
z=
√
8
W (1)(z) + Res
z=−√8
Ŵ (1)(z)
= 21/4c
1/2
3 [(Hβ(x) +Hα(x)) iσ1 + (Hβ(x)−Hα(x))σ3] , (4.80)
and
R
(1)
2 =
√
8 Res
z=
√
8
W (1)(z)−
√
8 Res
z=−√8
Ŵ (1)(z)
= 27/4c
1/2
3 [(Hα(x)−Hβ(x)) iσ1 + (Hβ(x) +Hα(x)) σ3] . (4.81)
Explicit expression for R(2)
The RH problem (4.67) for k = 2 reads
R(2) is analytic in C \
(
∂U ∪ ∂Û
)
,
R
(2)
+ (z) = R
(2)
− (z) +W
(2)(z) +R
(1)
− (z)W
(1)(z), z ∈ ∂U,
R
(2)
+ (z) = R
(2)
− (z) + Ŵ
(2)(z) +R
(1)
− (z)Ŵ
(1)(z), z ∈ ∂Û ,
R(2)(z) = O(1/z), z →∞.
(4.82)
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The jumps on ∂U and ∂Û consist of two terms. Both terms have an analytic
extension inside U and Û with a simple pole at ±√8. Therefore R(2) can be
given in an explicit form in the same way as R(1).
Lemma 4.12. The solution to (4.82) is given by
R(2)(z) =
1
z −√8 Resz=√8
[
W (2)(z) +R(1)(z)W (1)(z)
]
+
1
z +
√
8
Res
z=−√8
[
Ŵ (2)(z) +R(1)(z)Ŵ (1)(z)
]
, z ∈ C \ (U ∪ Uˆ),
(4.83)
while for z ∈ U (z ∈ Û) we have that R(2)(z) is given by (4.83) minus the
jump matrix for R(2) on ∂U , (on ∂Û).
We can further evaluate the residues in (4.83) using Lemma 4.9. Indeed,
from (4.68) and (4.69) we get
Res
z=
√
8
[
W (2)(z) +R(1)(z)W (1)(z)
]
=
1
2
c3H2α(x)I +
1
2
c3yα(x)σ2 − 21/4c1/23 Hα(x)R1(
√
8)(σ3 − iσ1).(4.84)
Since (σ3 − iσ1)2 = 0, we find that in evaluating R1(
√
8)(σ3 − iσ1) we can
ignore terms in R1(
√
8) involving σ3 − iσ1. Using (4.68), (4.70), (4.72), and
(4.74) in the formula (4.78), we see that the only other terms in R1(
√
8)
involve σ3 + iσ1. Sine (σ3 + iσ1)(σ3 − iσ1) = 2(I + σ2), the result is that
R(1)(
√
8)(σ3 − iσ1) =
2−9/4c1/23 Hβ(x) + 2−9/4Hα(x) lim
z→√8
(
z −√8
f(z)
)1/2 2(I + σ2)
= 2−5/4c1/23 (Hβ(x) +Hα(x)) (I + σ2)
where we used (4.76) to obtain the last equality. Subsituting this in (4.84),
we find
Res
z=
√
8
[
W (2)(z) +R(1)(z)W (1)(z)
]
=
1
2
c3
(H2α(x)I + yα(x)σ2 −Hα(x) (Hα(x) +Hβ(x)) (I + σ2))
=
1
2
c3 (yα(x)σ2 −HαHβI −Hα(Hα(x) +Hβ(x))σ2) . (4.85)
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Similarly, we have
Res
z=−√8
[
Wˆ (2)(z) + R(1)(z)Wˆ (1)(z)
]
=
1
2
c3 (yβ(x)σ2 +HαHβI −Hβ(Hα(x) +Hβ(x))σ2) . (4.86)
If we use (4.85) and (4.86) in (4.83) and expand around z =∞, we obtain
the following corollary.
Corollary 4.13. We have that
R(2)(z) =
R
(2)
1
z
+
R
(2)
2
z2
+O(z−3), z →∞ (4.87)
where
R
(2)
1 =
1
2
c3
(
yα(x) + yβ(x)− (Hα(x) +Hβ(x))2
)
σ2 (4.88)
and
R
(2)
2 =
√
2c3
(
(yα(x)− yβ(x))σ2 − 2Hα(x)Hβ(x)I − (H2α(x)−H2β(x))σ2
)
.
(4.89)
4.10 Recurrence coefficients in terms of R
We start from the formulas (2.9) and (2.10) that express an,n(t) and bn,n(t)
in terms of the solution Y of the RH problem (2.3). Following the effects of
the transformations Y 7→ T 7→ S 7→ R we obtain the following expressions
for an,n(t) and bn,n(t) in terms of the coefficients R1 and R2 in the expansion
R(z) = I +
R1
z
+
R2
z2
+O(z−3), z →∞. (4.90)
Lemma 4.14. We have that
an,n(t) =
(
(R1)21 − i
√
2
)(
(R1)12 + i
√
2
)
(4.91)
and
bn,n(t) =
(R1)11 − 2−1/2i(R2)12
1− 2−1/2i(R1)12 − (R1)22. (4.92)
46
Proof. Since νt is a measure with an even density, we have
gt(z) =
∫
log(z − x) dνt(x)
= log(z)− 1
z
∫
x dνt(x)− 1
2z2
∫
x2 dνt(x) +O(z−3)
= log(z)− cz−2 +O(z−3), z →∞,
for some constant c. Then
engt(z) = zn
(
1− cnz−2 +O(z−3)) ,
so that we get from (4.14) and (2.8) that
T (z) = e−nltσ3/2
(
I +
Y1
z
+
Y2
z2
+O(z−3)
)(
I +
cnσ3
z2
+O(z−3)
)
enltσ3/2
= I +
T1
z
+
T2
z2
+O(z−3), z →∞, (4.93)
with T1 = e
−nltσ3/2Y1enltσ3/2 and T2 = e−nltσ3/2 (Y2 + cnσ3) enltσ3/2. Then we
find after some straightforward calculations
an,n(t) = (Y1)21(Y1)12 = (T1)21(T1)12 (4.94)
and
bn,n(t) =
(Y2)12
(Y1)12
− (Y1)22 = (T2)12
(T1)12
− (T1)22. (4.95)
Since by (4.17) and (4.55) we have that T = S = RM outside the disks
and the lens, and M has the expansion
M(z) = I +
M1
z
+
M2
z2
+O(z−3) = I −
√
2
z
σ2 +
1
z2
I +O(z−3), z →∞.
we find from (4.90) and (4.93) that
T1 = R1+M1 = R1−
√
2σ2, T2 = R2+R1M1+M2 = R2−
√
2R1σ2+ I.
(4.96)
Inserting (4.96) into (4.94) and (4.95) we arrive at (4.91) and (4.92).
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4.11 Proof of Theorem 1.2
Finally, we are ready for the proof of Theorem 1.2.
Proof. For each k ≥ 1 we have that R(k) has a Laurent expansion at infinity
R(k)(z) =
R
(k)
1
z
+
R
(k)
2
z2
+O(z−3), z →∞.
Because of (4.65) and (4.90) we then get that R1 and R2 have asymptotic
expansions in powers of n−1/5,
Rj ∼
∞∑
k=1
R
(k)
j n
−k/5, j = 1, 2. (4.97)
Using (4.97) in (4.91) and (4.92) we find that ann(t) and bn,n(t) have asymp-
totic expansions in powers of n−1/5.
Inserting
R1 = R
(1)
1 n
−1/5 +R(2)1 n
−2/5 +O(n−3/5), (4.98)
into (4.91) yields
an,n(t) = 2 +
√
2i
((
R
(1)
1
)
21
−
(
R
(1)
1
)
21
)
n−1/5
+
((
R
(1)
1
)
12
(
R
(1)
1
)
21
+
√
2i
((
R
(2)
1
)
21
−
(
R
(2)
1
)
12
))
n−2/5 +O(n−3/5)
(4.99)
From the explicit expression for R
(1)
1 in (4.80) it follows that(
R
(1)
1
)
12
=
(
R
(1)
1
)
21
= 21/4c
1/2
3 i (Hα(x) +Hβ(x)) (4.100)
and so the order n−1/5 in (4.99) vanishes. From the explicit expression for
R
(2)
1 in (4.88) it follows that(
R
(2)
1
)
21
= −
(
R
(2)
1
)
12
=
1
2
c3i
(
yα(x) + yβ(x)− (Hα(x) +Hβ(x))2
)
.
(4.101)
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Therefore by (4.100) and (4.101) the coefficient in the term of order n−2/5 in
(4.99) is
−21/2c3 (Hα(x) +Hβ(x))2 − 21/2c3
(
yα(x) + yβ(x)− (Hα(x) +Hβ(x))2
)
= −21/2c3(yα(x) + yβ(x)).
This proves equation (1.28) in Theorem 1.2 since c2 = 2
1/2c3.
The calculations for bn,n(t) are slightly more involved. Besides (4.98) we
also use
R2 = R
(1)
2 n
−1/5 +R(2)2 n
−2/5 +O(n−3/5). (4.102)
and the explicit expressions (4.80)-(4.81) and (4.88)-(4.89) for R
(k)
j , j, k =
1, 2. This yields
(R1)11 − 2−1/2i(R2)12 = 21/4c1/23 (Hα(x)−Hβ(x))n−1/5
+ c3(−yα(x) + yβ(x) +H2α(x)−H2β(x))n−2/5 +O(n−3/5),
(4.103)
1− 2−1/2i(R1)12 = 1 + 2−1/4c1/23 (Hα(x) +Hβ(x))n−1/5 +O(n−2/5) (4.104)
and
(R1)22 = 2
1/4c
1/2
3 (Hα(x)−Hβ(x))n−1/5 +O(n−3/5). (4.105)
Inserting (4.103)-(4.105) into (4.92), we obtain (1.29).
This completes the proof of Theorem 1.2.
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