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Abstract. Compressive sampling is a new paradigm for sampling, based on sparseness of signals or signal representations. It
is much less restrictive than Nyquist-Shannon sampling theory and thus explains and systematises the widespread experience
that methods such as the Ho¨gbom CLEAN can violate the Nyquist-Shannon sampling requirements. In this paper, a CS-based
deconvolution method for extended sources is introduced. This method can reconstruct both point sources and extended sources
(using the isotropic undecimated wavelet transform as a basis function for the reconstruction step). We compare this CS-based
deconvolution method with two CLEAN-based deconvolution methods: the Ho¨gbom CLEAN and the multiscale CLEAN. This
new method shows the best performance in deconvolving extended sources for both uniform and natural weighting of the
sampled visibilities. Both visual and numerical results of the comparison are provided.
1. Introduction
Radio interferometers measure the spatial coherence function
of the electric field (Thompson et al. 1994). From complete
sampling of this function, an image may be constructed by
applying an inverse Fourier transform. Nyquist-Shannon sam-
pling theory dictates the sampling required. However, since the
development of the CLEAN algorithm (Ho¨gbom 1974), it has
been known that given some restrictions on the sky brightness
- specifically that it is composed of a limited number of point
sources - the Nyquist-Shannon limits are much too conserva-
tive.
Compressive sensing/sampling theory (CS) (Candes &
Wakin 2008; Candes 2006; Wakin 2008) says that we can re-
construct a signal using far fewer measurements than required
by the Nyquist-Shannon theory, provided that the signal is
sparse or there is a sparse representation of the signal with a
respective given basis function dictionary. Since CS was pro-
posed, it has attracted very substantial interest and been applied
in many research areas including: a single pixel camera (Wakin
et al. 2006), a high performance magnetic resonance imag-
ing (Lustig et al. 2007; Puy et al. 2010), a modulated wide-
band converter (Mishali et al. 2009), image codec on Herschel
satellite (Bobin & Starck 2009), and so on.
CS can be applied to radio interferometry. Wiaux et al.
(2009a) compare the CS-based deconvolution methods with the
Ho¨gbom CLEAN method (Ho¨gbom 1974) on simulated uni-
form random sensing matrices with different coverage rates.
They apply compressive sensing straightforwardly for decon-
volution by assuming that the target signal is sparse. In their
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paper, they did not consider a sparse representation that is ap-
propriate for extended sources in the sky. In a subsequent pa-
per, Wiaux and other authors propose a new spread spectrum
technique for radio interferometry (Wiaux et al. 2009b) by us-
ing the non-negligible and constant component of the antenna
separation in the pointing direction. Moreover, in their second
paper, they assumed that any kind of astrophysical structure
consist of Gaussian waveforms of equal size and similar stan-
dard deviation. Neither of these two papers provide a com-
plete comparison between the CS-based deconvolution meth-
ods and the CLEAN-based deconvolution methods, such as the
Ho¨gbom CLEAN and the multiscale CLEAN (Cornwell 2008).
In this paper, we introduce a CS-based deconvolution method
that deals with extended emission without assuming Gaussian
shapes. This method adopts the isotropic undecimated wavelet
transform (IUWT) (Starck et al. 2007) as a basis function. Our
motivation for adopting the IUWT is based upon the work
of Starck et.al, who found that the IUWT can decompose a
wide range of astronomical images into a sparse isotropic rep-
resentation (Starck et al. 2007). We compare the performance
of the resulting deconvolution method with Ho¨gbom CLEAN,
the multiscale CLEAN (Cornwell 2008), and another CS-based
method. Both visual and numerical results indicate that the new
CS-based deconvolution method provides superior results re-
gardless of the uniform or natural weighting adopted.
In Section 2, we review compressive sensing theory. The
working mechanism of CS and its critical ingredients such as
sparsity, incoherence, the restricted isometry property, and re-
construction are introduced. In Section 3, we introduce the fun-
damentals of radio astronomy. In Section 4, the CS-based de-
convolution methods are discussed. Our visual and numerical
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comparisons of deconvolution methods in Section 5. The final
conclusions are given in Section 6.
2. Compressive sensing
As mentioned in the introduction, CS theory governs the sens-
ing or sampling of a sparse signal. In this paper, we are con-
cerned with the application of CS to images. We begin by
considering image compression. In many image compression
techniques, images are transformed into other domains where a
limited number of parameters can represent the image. For ex-
ample, the wavelet transform can provide a sparse representa-
tion of real-world images, because there are many small values
on each scale for the smooth regions of the images, and there
are a few large values for the edges. The fundamental tech-
nique in modern image compression (Shapiro 1993; Said &
Pearlman 1996) is to retain only the large-value wavelet coef-
ficients. The wavelet transform was adopted for the JPEG2000
standard for image compression. In this procedure, images are
captured by an imaging system, transformed into a wavelet do-
main, small or insignificant values discarded, and the trans-
form reversed. While this works well, the approach is wasteful
since too much information is recorded in the first place. CS
provides a superior strategy in which the measurements them-
selves are limited or sparse. For examples, two CS-based lay-
outs of CMOS sensors were proposed in Robucci et al. (2008)
and Bibet et al. (2009). With these CMOS sensors, one can re-
duce the power drawn from commercial camera batteries by
discarding the requirement for codec chips to be able to per-
form compression. Another application is to trade off the com-
pression rate against number of measurements (Shapiro 1993;
Said & Pearlman 1996).
To describe CS concisely, we describe a general linear
imaging system with
ψI = V, (1)
where I is the target signal in vector form of length n, the vec-
tor V is the observations with length m, and ψ is a matrix of
size m by n. If there are fewer observations than unknowns in
the target signal I, i.e., there are more columns than rows in
ψ and m  n, we must try to recover the unknowns in the
target signal with fewer observations. Although this equation
may admit multiple solutions, if vector signal I is sufficiently
sparse with respect to a known dictionary of basis functions,
we can fully reconstruct the target signal I by using this extra
information. That this is possible is known from the success of
non-linear imaging algorithms such as the Ho¨gbom CLEAN.
The advance in CS is a rigorous theory constraining under what
circumstances this is possible.
Compressive sensing theory has a number of important in-
gredients: sparsity, incoherence, the restricted isometry prop-
erty, and reconstruction. We introduce these in the next subsec-
tions.
2.1. Sparsity
A signal is sparse if there is is a given dictionary of basis func-
tions in which the signal can be represented by most elements
being zero. Examples of dictionaries of basis functions include
the Fourier transform, the wavelet transform, and the gradient
representation for a piecewise constant signal. With a sparse
basis function, Eq. (1) can be rewritten as
ψφα = V or Θα = V, (2)
where Θ = ψφ of size m × n and I = φα, α is a sparse repre-
sentation when the transform matrix φ is adopted. In general,
φ is n × l with l greater or equal to n. This allows compressive
sensing to have a wide application, because many signals of-
ten have a sparse representation in a certain basis dictionary.
This can, of course, also be applied to the circumstances where
the signal itself can be sparse, in which case φ is the identity
matrix.
2.2. Incoherence
Nyquist-Shannon sampling theory covers the requirements
when sampling the signal directly. In contrast, CS theory cov-
ers sensing or sampling of the target signal indirectly by means
of a sensing matrix (for example, the partial Fourier matrix
in Candes & Romberg (2007)) ψ in Eq. (1) or Θ in Eq. (2).
As proven in Candes & Romberg (2007), given a random se-
lected measurements or observations V , the target signal I can
be recovered exactly with overwhelmingly probability, when
the number of measurements m satisfies
m ≥ Const. µ2(F, φ) · s · log n, (3)
where s is the number of non-zero entries in α, µ(F, φ) is the
mutual coherence, and F is the sensing system. Note that, ψ
is a subset of F. For example, if the sensing system is in the
Fourier domain, then the partial Fourier matrix ψ is assembled
from the randomly selected rows of the Fourier transform ma-
trix F. The unit-normalised basis vectors of F are organized
in rows, and the unit-normalised basis vectors of φ are orga-
nized in columns. CS requires that the correlation or coherence
between F and φ is low. This is measured by the mutual µ(F, φ)
µ(F, φ) =
√
n · max
1≤k, j≤l
| < Fk, φ j > |, (4)
where | < Fk, φ j > | is the inner product between two vectors:
the kth row of F and the jth column of φ. The coherence mea-
sures the largest correlation between any two rows of F and φ.
If F and φ contain highly correlated elements, the coherence is
large, and vice-versa.
Equation (3) shows that as the coherence decreases, fewer
samples are needed. Thus if there is a sparse representation in
φ, it must be spread out in the domain F in which it is ac-
quired. For example, a spike signal in the time domain can be
spread out in the frequency domain. Therefore, the best way
is to sense this signal in the frequency domain, because in this
case µ(F, φ) = 1. This makes perfect sense because to measure
the strength of a single pulse, all that is needed is a single mea-
surement in Fourier space, as opposed to an exhaustive search
in the time domain.
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2.3. Restricted isometry property (RIP)
The discussion above focused only on the situation that the sig-
nal has a sparse representation with respect to a certain dic-
tionary of basis functions. We note that “sparse” here means
there are few non-zero entries. However, this is rarely the case,
and more often most of the entries will be approximately zero.
CS theory is also applicable to this case but to explore it we
need to introduce another concept, the restricted isometry prop-
erty. In Eq. (2), Θ is now the sensing matrix and α is a near
sparse vector signal with s of the largest entries. For each in-
teger s = 1, 2, · · ·, we define the isometry constant ζs in the
matrices Θ as the smallest number such that
(1 − ζs)‖α‖2l2 ≤ ‖Θα‖2l2 ≤ (1 + ζs)‖α‖2l2 (5)
which holds for all s sparse vectors α. If ζs is not too close to 1,
then an equivalent description of RIP is to say that all subsets
of s columns taken from the matrix Θ are approximately or-
thogonal. It cannot, of course, be exactly orthogonal, because
it has more columns than rows. Candes et al. (2006) shows that
if the matrix Θ satisfies the RIP of order 2s and the isometry
constant ζ2s <
√
2− 1 = 0.414, then the L1 norm minimization
solution α∗ to Eq. (2) obeys:
‖α∗ − α‖l2 ≤ Const · ‖α − αs‖l1/
√
s, (6)
where αs is the vector α with all but the largest s entries set to
zero.
In practical applications, the measured data will be cor-
rupted by noise. To investigate the effects of noise on CS, Eq.
(2) can be rewritten as
Θα + E = V, (7)
where E is a stochastic error term. If the matrix Θ satisfies a
RIP of order 2s and the isometry constant ζ2s <
√
2−1 = 0.414,
then the L1 norm minimization solution to Eq. (7) satisfies
‖α∗ − α‖l2 ≤ C0 · ‖α − αs‖l1/
√
s +C1 · , (8)
where C0 and C1 are constants and  bounds the amount of
noise E in L2 norm.
When the RIP is satisfied, the sensing matrices are al-
most orthogonal. Examples of matrices that satisfy the RIP are
the Gaussian sensing matrix, binary sensing matrix, random
orthonormal sensing matrix, and partial Fourier sensing ma-
trix (Candes 2006). A Gaussian sensing matrix can be achieved
by selecting m rows randomly and independently from the nor-
mal distribution matrix of size n by n with mean zero and vari-
ance 1/m. A partial Fourier sensing matrix can be constructed
by selecting m rows randomly and renormalizing the columns
to unity. These random sensing matrices are not only for Θ in
Eq. (2) but also for the matrix ψ, provided that φ is an arbi-
trary orthonormal basis (Candes & Wakin 2008). These ran-
dom sensing matrices are universal sensing matrices in a cer-
tain sense, because randomness can always help in designing a
suitable sensing matrix that obeys the RIP.
2.4. Reconstruction
As described above, CS theory shows that we only need mea-
sure a compressed version of the sparse target signal. However,
a decompression or reconstruction procedure is obviously re-
quired to recover the signal. From equations (6) and (8), we
can see that L1 norm minimization can give a good solution.
The L1 norm of a vector is simply the sum of the absolute val-
ues of the vector components. L1 norm minimization has been
studied well and its history can be traced back to geophysics in
the mid-eighties (Santosa & Symes 1986).
Compressive sensing uses a basis pursuit (BP) approach to
find the solution to Eq. (2) by solving
min ‖α‖l1 s.t. ψφα = V. (9)
BP is a principle for decomposing a signal into an super-
position of dictionary elements, in which these coefficients
have the smallest L1 norm among all possible decomposi-
tions. For measurements contaminated by noise, BP can be re-
placed by a more general algorithm: Basis Pursuit De-Noise
(BPDN). (Chen et al. 1998). The solution is given by
min ‖α‖l1 s.t. ‖ψφα − V‖l2 ≤ . (10)
Because the L1 norm is convex, it can then be calculated by
modern linear programming optimization algorithms (Beck &
Teboulle 2009; Becker et al. 2009; Boyd & Vandenberghe
2004). There are many L1 norm solvers or toolboxes for L1
norm minimization problems.
We, finally, note that CS is an asymmetric compression
method, which means that the reconstruction step is unrelated
to the measurement method. For general compression methods,
the decompression step has to be the inverse of the compres-
sion step, for example, if we compress an image with a JPEG
codec, then we have to decompress the image with a JPEG de-
coder. For compressive sensing, for the same measurements
there are many ways to reconstruct or decompress the target
signal. For example, by selecting the different decomposition
transform matrix φ in equations 9 and 10, different reconstruc-
tion results will be calculated. We note that the best solution
depends on an understanding of which domain the signal has
the sparsest representation.
3. Radio interferometry
A radio interferometer (i.e. a pair of antennas is used to mea-
sure the spatial coherence (visibility) function due to the sky
brightness within the field of view of the antennas. The van
Cittert-Zernike theorem states that the visibility V(u, v) is a
two-dimensional Fourier transform of the sky brightness I
V(u, v) =
∫
I(x, y)e2pi j(ux+vy)dxdy, (11)
where u and v are the baseline vectors of the interferometer and
I(x, y) is the sky brightness of the coordinates x and y. Here, we
assume that we can ignore the component of the baseline to-
wards the source - an approximation that is adequate for a small
field of view. Equation (11) shows that the radio telescope ar-
ray measures the Fourier coefficients of the sky brightness. If
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we could measure all the Fourier coefficients of the sky bright-
ness, the sky brightness image could be reconstructed using the
inverse Fourier transform. Unfortunately, it is usually infeasi-
ble and certainly expensive to capture all the visibility data,
up to the Nyquist-Shannon sampling limit. Thus, the measure-
ments are the partial and incomplete Fourier coefficients. This
situation can be described as
MFI = V, (12)
where I is the sky brightness image in a vector format of length
n, and V is the measured visibility data i.e. the Fourier coeffi-
cients in a vector format of length n as well. Strictly speaking,
this is not quite consistent with the previous definition of V as
it now contains many zeros. We note that these unmeasured
visibility data in V are denoted here as zeros, where F is the
Fourier transform matrix of size n× n and M is a binary matrix
implementing the UV coverage mask of size n×n. In M, it con-
tains either zeros on each line at the index of the unmeasurable
visibility data, or only one non-zero value on each line at the
index of measurable visibility data. Since we do not capture all
the visibility data using a telescope array, there are many zero
lines in the mask matrix M.
Radio interferometric imaging can be described by Eq.
(12). If we carry out an inverse Fourier transformation on both
sides, we have
F−1M ∗ I = F−1V, (13)
where ∗ is a convolution operator and F−1 is the inverse Fourier
transform matrix. Here, F−1M is called the point spread func-
tion or the dirty beam. From Eq.(12), we know that many en-
tries of V are zero. If we apply an inverse Fourier transform to
this, we will get F−1V , which is also called the dirty map, i.e.,
the convolution of the true brightness distribution image I with
the dirty beam F−1M. Therefore, by long-established conven-
tion, the reconstruction of I is called deconvolution.
In our investigations described below, we consider
two deconvolution methods: the commonly used Ho¨gbom
CLEAN (Ho¨gbom 1974) and the multiscale CLEAN (Cornwell
2008). The Ho¨gbom CLEAN method is a matching pursuit al-
gorithm. It repeats the two main steps: finding the peak value
in the residual image and removing the dirty beam at that po-
sition with a certain gain to obtain an upgraded residual im-
age for the next iteration. CLEAN is a non-linear method and
it works well for point-like sources. Multiscale CLEAN is a
scale-sensitive version of the CLEAN method designed to re-
construct extended objects (Cornwell 2008).
This experiment is based on simulating the Australian
Square Kilometer Array Pathfinder (ASKAP) (Deboer et al.
2009) radio telescope, which comprises an array of 36 anten-
nas each 12m in diameter. When completed in 2013, ASKAP
will provide high dynamic range imaging with wide-field-of-
view phased array feeds. The 36 antennas will be distributed
with a smallest separation of 22 m and a longest baseline 6km
in Boolardy of Western Australia. Moreover, 30 of them will
be located within a 2km radius core with an approximately
Gaussian baseline distribution. The Gaussian baseline distri-
bution measures large magnitude samples as discussed above,
and produces a Gaussian shape point spread function (PSF)
in the image domain, which can be approximated well by a
clean beam and is well-behaved when deconvolution is not
needed. In ASKAP, there are also six long baseline telescopes
to capture high frequency detail, such as the separation of com-
pact sources. The design of ASKAP is well-adapted to CS, al-
though it was designed independently of CS. Although ASKAP
is equipped with phased array feeds to give approximately 30
primary beams on the sky, in our simulations we consider only
one primary beam. We expect that the results will transfer over
to the case of multiple primary beams, though this remains to
be demonstrated in a subsequent paper.
4. Compressive sensing-based deconvolution
methods
We now briefly discuss the conventional understanding of the
deconvolution problem in radio interferometry. As described
above, the limited sampling of the Fourier plane means that
there will be many solutions to the convolution equation. It is
therefore necessary to use some prior information to select a
solution. The prior information can be that the true sky bright-
ness is real and positive, the sky brightness image has only
point sources that are sparse in the image domain, or the sky
brightness image has a sparse presentation with respect to a
dictionary of basis functions, to name just a few. In some other
imaging contexts, regularisation methods that minimize the L2
norm solutions are used, but the application of these techniques
is unsuitable for deconvolution problems in radio astronomy.
The L2 norm minimization of Eq. (12) provides the dirty map,
which is the convolution of the true brightness distribution with
the dirty beam. Compared to the L2 norm, the L1 norm used in
CS theory puts more weight on the small magnitude variables.
This means that L1-minimizing solutions will have a larger
number of small values. We now see the connection to CS.
Returning now to CS, we see that CS can be applied to ra-
dio astronomy in a straightforward manner, because the Fourier
domain is perfectly incoherent to the image domain (Candes
et al. 2006). Equation (12) can also be rewritten in a similar
form to Eq. (1), when MF = ψ. This allows the reconstruction
of point sources and compact sources, these being sparse in the
image domain. However, it will not work effectively for some
extended sources such as galaxies, gas emission, and nebulae.
Fortunately, in these cases, a sparse representation of the sig-
nal can be achieved by using some dictionary functions such
as the wavelet transform and the undecimated wavelet trans-
form (Starck et al. 2007).
Finally we wish to emphasize the role of the sampling ma-
trix. Even though we know that the noiselet (Coifman et al.
2001) and the Haar wavelet transforms (Chui 1992) are a per-
fect incoherent pair (Candes & Romberg 2007), the radio inter-
ferometer can only measure the visibility data i.e. the Fourier
coefficients. That is, we are limited to the Fourier domain for
the sampling procedure. A hypothetical instrument might mea-
sure in one or the other of noiselet or Haar wavelet space, in
which case the other space could be used for the signal.
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In our studies below, we test the following two CS-based
methods for radio astronomy deconvolution: partial Fourier and
Isotropic undecimated wavelet transform based CS.
4.1. Partial Fourier (PF) based CS deconvolution
method
In this paper, PF is an abbreviation for an L1 norm based par-
tial Fourier reconstruction method. The partial Fourier sens-
ing matrix exactly matches the radio astronomy array described
above. We can apply the L1-norm-based method in a straight-
forward manner by rewriting the deconvolution problem as
min ‖I‖l1 s.t. MFI = V, (14)
for the pure deconvolution problem without noise,
min ‖I‖l1 s.t. ‖MFI − V‖l2 ≤ , (15)
for the noise contaminated cases, where  describes the uncer-
tainty in the observation V as in the situation where the mea-
surements are contaminated with noise. We solve the above
equation by using the fast iterative shrinkage-thresholding al-
gorithm (Beck & Teboulle 2009) described later.
4.2. Isotropic undecimated wavelet transform (IUWT)
based CS
The PF can work effectively when the sky brightness images
include point sources. In many circumstances, this is not the
case. However, as long as we can find a suitable dictionary of
basis functions in which the extended sources possess a sparse
representation, the deconvolution procedure can still be carried
out. In this paper, we adopt the isotropic undecimated wavelet
transform (IUWT) (Starck et al. 2007) as the dictionary φ. The
IUWT algorithm is very well suited to astronomical images,
because both the UDWT and the RDWT (undecimated/ redun-
dant wavelet transform) preserve translation-invariance, and
many sources in the universe are isotropic (Starck & Murtagh
2006). In the IUWT, a non-orthogonal filter bank is used. The
low pass filter is h1D = [1, 4, 6, 4, 1]/16, and the high pass filter
g1D = δ− h1D = [−1,−4,−10,−4,−1]/16). In the implementa-
tion of the IUWT, we need only apply the low pass filter (Starck
et al. 2007). The high frequency components for the next scale
can be calculated by subtracting the low frequency components
from the current scale.
If the number of scales of the wavelet transform is l, then
the IUWT has l + 1 images; in contrast, there are 3l + 1 times
as many sub-band images with the UDWT or the RDWT.
Therefore, it requires less computational time and less mem-
ory than the UDWT/RDWT.
If we denote the isotropic undecimated wavelet transform
as W and its inverse transform of IUWT as W−1, then the
IUWT-based CS deconvolution method can be written as
min ‖α‖l1 s.t. MFW−1α = V, (16)
where I = W−1α and α denotes the wavelet coefficients in the
IUWT domain in a vector format. Here, α is a sparse represen-
tation of the true sky brightness I in which there are expanded
sources. For the noise contaminated case, we have
min ‖α‖l1 s.t. ‖MFW−1α − V‖l2 ≤ . (17)
The two above equations can also be rewritten in
Lagrangian form
min λ|α| + ‖MFW−1α − V‖2. (18)
From a Bayesian point of view, λ is a balancing parameter
between the contribution from the maximum likelihood part
and the prior part i.e. the second term and the first term, re-
spectively. There are many L1-norm-minimization algorithms
or toolboxes for these problems, such as, L1-magic, which
is a second-order gradient-based optimization method, and
some first-order gradient methods such as the iterative meth-
ods ISTA (Iterative Soft-Thresholding Algorithm (Daubechies
et al. 2003)) and FISTA (Fast Iterative Shrinkage-Thresholding
Algorithm (Beck & Teboulle 2009)). For large-scale problems,
first-order methods are preferable, because the calculation of
the inverse of the Hessian matrices for the second order meth-
ods is slow (Beck & Teboulle 2009).
Using the commonly-adopted first-order gradient method
ISTA (Daubechies et al. 2003), the solution can be calculated
by
αk+1 = Tλt(αk − 2t(MFW−1)T (MFW−1αk − V)), (19)
where t is an appropriate step size and Tx denotes the shrinkage
operator for each component αki in αk of the kth iteration as
Tx = (|αki| − x)+sgn(αki), ∀αki ∈ αk. (20)
The above equation can be rewritten as
αk+1 = Tλt(αk − 2tWF−1MT (MFW−1αk − V)), (21)
because both matrices W and F are orthogonal. The initial α0
can be calculated by transforming the dirtymap into the IUWT
domain. After a certain number of iterations, the wavelet co-
efficients of the reconstructed image can be calculated from
Eq. (21). We then apply the inverse wavelet transform to
those wavelet coefficients, the model image I eventually recon-
structed.
However, ISTA converges quite slowly. Beck & Teboulle
(2009) developed a more rapidly convergent variant: Fast ISTA
(FISTA). In this approach, the iterative shrinkage operator is
not employed on the previous point αk, but rather at a very
specific linear combination of the previous two points αk and
αk−1. Based on FISTA, the solution to Eq. (18) is
αk+1 = Tλ/L(βk − 2L (MFW
−1)T (MFW−1βk − V)), (22)
where L is the Lipschitz constant in Beck & Teboulle (2009)
and Tλ/L denotes the shrinkage operator for each component
αki in αk of the kth iteration as
Tλ/L = (|βki| − λL )+sgn(βki), ∀βki ∈ βk, (23)
tk+1 =
1 +
√
1 + 4t2k
2
, (24)
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βk+1 = αk + (
tk − 1
tk+1
)(αk − αk−1). (25)
Both α0 and β0 are set to be the wavelet coefficients of the
dirtymap in the IUWT domain. The initial t is set to be 1 as
suggested in Beck & Teboulle (2009). The algorithm ends ei-
ther after an assigned certain number of iterations or when the
minimum of Eq. (18) is attained. After executing the algorithm,
the wavelet coefficients of the reconstructed image can be cal-
culated. The main computational effort in FISTA remains the
same as in ISTA, namely, in the shrinkage operator. However,
as described in Beck & Teboulle (2009), for ISTA, the error
decreases as 1/k; for FISTA, the error decreases as 1/k2, where
k is the number of iterations.
In this approach, the IUWT-based CS with FISTA, is
abbreviated as IUWT-based CS in this paper. These CS-
based deconvolution methods, PF and IUWT-based CS, are
implemented in MATLAB. Our code may be found at:
http://code.google.com/p/csra/downloads.
5. Experimental results
We compare the CS-based deconvolution methods (PF and
IUWT-based CS) introduced above and the CLEAN-based ap-
proaches: Ho¨gbom CLEAN and the multiscale CLEAN.
Our test image, of size 256×256 pixels, is shown in the top
left image of figure 1. The brightness of the test image ranges
from 0 to 0.0065Jy/pixel, and its total flux is 10Jy. The primary
beam of ASKAP is 1.43 degrees for the working frequency of
1GHz. We only select the centre 30 antennas in this test, hence
the highest achievable angular resolution is about 30 arcsec. To
obey the Nyquist-Shannon sampling requirements, we adopt a
cell size of 6 arcsec. The image size of ASKAP was selected to
be 2048× 2048 pixels in this paper. The test image was padded
with zeros in order to fit the simulation, and the zero-padded
version of the true sky image is shown in figure 1(b).
For the ASKAP antenna configuration, we obtain two UV
coverages by using both uniform weighting and natural weight-
ing, respectively. Uniform weighting can help us to control the
point spread function and minimize the large positive or nega-
tive sidelobes. Natural weighting simply inversely weights all
measurements with their variances thus optimises the signal-to-
noise ratio in the dirty image. For most arrays, natural weight-
ing creates a poor beam shape, because the measurements from
shorter baselines are overemphasized (Thompson et al. 1994).
In contrast, uniform weighting introduces a weighting factor
that is the inverse of the areal density of the data in the UV
plane. As a result, it can minimize the sidelobes and sharpen
the beam at the expense of poorer sensitivity. Uniform weight-
ing is more compatible with CS theory in that the UV coverage
mask M is a a binary mask that is identical to the derivation in
section 4.2.
For natural weighting, however, the UV coverage mask M
is no longer a binary mask, and it ranges between 0 and the
maximum value on the regular grid. In this case, we cut the
UV coverage mask M by setting a threshold. The magnitude
1 Download the file “PF IUWT.zip” which includes both PF and
IUWT-based CS algorithms
of M smaller than the threshold will be set to zero by force.
After this step, we can apply the above derivation in section
4.2 in a straightforward manner. The selection of the thresh-
old for M depends on the noise level. If there is no noise in-
volved, the threshold can be arbitrarily small. However, this
is not the case in reality. By our experience, the threshold be-
tween 0.1 ∗max(M) and 0.01 ∗max(M) is a good selection for
ASKAP. Here, the threshold is set to be 0.01∗max(M), i.e. any
magnitude smaller than one percent of the maximum of M will
be set to zero.
The source is taken to be located at declination -45 degrees
and right ascension 12h30m00.00 (epoch J2000), and the ar-
ray is located at latitude -27degrees. The observing frequency
range is between 700MHz and 1GHz. There are 30 channels
with 10MHz bandwidth for each channel. This multifrequency
observation will help us to fill the UV coverage. The integra-
tion time is 60 seconds, and the observing time is 1 hour. The
system temperature controlling the noise level is set to 50K
in this test. The two UV coverages with both uniform weight-
ing and natural weighting can be seen in Figs. 1(c) and (d),
respectively. In these UV coverages, the white dots show the
visibility data sampled by the ASKAP array. The relevant dirty
beams (normalised to unit peak) are shown in Figs. 1(e) and (f),
respectively. The dirty maps of uniform weighting and natural
weighting can be seen in Figs. 1(g) and (h) in the same or-
der. These dirty beams are displayed with an enlarged version
to help readers identify the difference between these two dirty
beams. We can see that uniform weighting produces a narrower
beam than natural weighting. This difference can also be seen
in the dirty maps.
For the Ho¨gbom CLEAN method, we use a 10000 itera-
tions, a gain of 0.1, and a 0.001Jy threshold. For the multi-
scale CLEAN method, the parameters are 10000 iterations, a
gain of 0.7, six scales of 0, 2, 4, 8, 16, and 32, and a 0.001Jy
threshold. For the CS based methods, λ is set to 0.0001 for
both the PF and the IUWT-based CS. It only takes 4 iterations
for these CS based methods to converge i.e. the minimum of
Eq. (18) to be achieved. The clean beam is selected by fitting
a two-dimensional Gaussian to the dirty beam: 24.58 by 21.79
(arcsec), which is the Full Width at Half Maximum (FWHM).
Since the cell size is 6 arcsec in this case, the FWHM is 4.10
by 3.63 pixels. We can then calculate a clean beam with stan-
dard deviation of 1.74 by 1.54. By using the clean beam, the
relevant residual images and restored images can be computed
by MATLAB. The residual image is defined to be
residual image = dirty map −
dirty beam ∗ model, (26)
where ∗ denotes the convolution operator. The restored image
is defined
restored image = clean beam ∗ model +
residual image. (27)
The deconvolved results with uniform weighting are shown in
figure 2. From left to right in columns are the model images, the
residual images, and the restored images, respectively. From
top to bottom in rows are the results of the Ho¨gbom CLEAN,
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Fig. 1. Testing data shown with the scaling power of −1.5. From left to right in the first row are: (a) the test image of size
256×256, (b) the zero-padded true-sky image of size 2048×2048, (c) the uniform-weighted UV coverage of ASKAP, (d) natural-
weighted UV coverage of ASKAP; From left to right in the second row are: (e) the corresponding PSF of the uniform-weighted
UV coverage in a three-times-enlarged version, (f) the corresponding PSF of natural-weighted UV coverage in a three-times-
enlarged version, (g) the dirtymap with the uniform-weighted UV coverage, and (h) the dirtymap with the natural-weighted UV
coverage.
the multiscale CLEAN, the partial Fourier (PF) method and the
IUWT-based CS, respectively. We note that these displayed im-
ages are the centres of these reconstructed images. The model
images are displayed with the range 0 Jy/pixel to 0.006 Jy/pixel
and the scaling power of −1.5; the restored images are dis-
played with the range 0 Jy/pixel to 0.3 Jy/pixel and the scal-
ing power of −1.5; the residual images in figure 3 are trun-
cated and displayed with range -0.01 Jy/pixel to +0.01 Jy/pixel
and the scaling power of 0. From these reconstructed models,
we can see that IUWT-based CS gives the best model recon-
struction and residual image. Not unexpectedly, there are some
point-like structures in the model of the Ho¨gbom CLEAN. The
multiscale CLEAN gives a smooth version of the model and
a non-uniform residual image. The PF is good for this case,
because of the large number of measurements. When we turn
to the restored images, it is difficult to discern significant dif-
ferences visually. Consequently, numerical comparison is im-
portant. The following numerical comparisons are carried out
with dynamic range (DR) and fidelity. As defined in (Cornwell
et al. 1993), the dynamic range describes the ratio of the peak
brightness of the restored image to the off-source error level
and is defined as
DR =
max(restored image)
RMS error
, (28)
where the root mean square (RMS) error is defined to be
RMS error =
√∑
(residual image)2
number o f pixels
. (29)
The fidelity (FD) is the ratio of the brightness of a pixel
in the true image to the error image. The fidelity is an image
that is difficult to measure. Therefore, the simplified definition
is adopted
FD = median{ true sky image image
abs(model − true sky image) }. (30)
This definition slightly differs from the one defined
in Cornwell et al. (1993). The numerator is the true sky im-
age rather than the model, and Eq. (30) provides a more reli-
able evaluation than the one defined in Cornwell et al. (1993).
If there are two different models with the same denominator,
these two different models will have the same FD in Eq. (30).
However, these two different models will have different FDs
in the study of Cornwell et al. (1993), which is undesirable.
Therefore, Eq. (30) is adopted in this paper. To achive a robust
evaluation of the restored model, we propose the clean beam
blurred FD (CFD) given by
CFD = median{ clean beam ∗ true sky image
clean beam ∗ abs(model − true sky image) }.(31)
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Fig. 2. Deconvolution results with uniform weighting. From left to right in columns are the model images (shown with range 0
Jy/pixel to 0.006Jy/pixel and the scaling power of −1.5), the residual images (shown with range -0.01 Jy/pixel to 0.01 Jy/pixel
and the scaling power of 0), and the restored images (shown with range 0 Jy/pixel to 0.3 Jy/pixel and the scaling power of −1.5),
respectively. From top to bottom in rows are the results of the Ho¨gbom CLEAN, the multiscale CLEAN, the partial Fourier (PF)
method, and the IUWT-based CS, respectively.
This is a blurred version of FD defined in Eq. (30) and will
decrease the different performance of the models but more ro-
bustly than FD. Numerical comparison results can be found in
Table 1. From the first part of the table (the results of the uni-
form weighting test), we can see that IUWT-based CS provides
the best reconstruction results for both FD and CFD.
For the natural weighting test, we adopt a 10000 iterations,
a gain of 0.1, and a 0.001Jy threshold for the Ho¨gbom CLEAN.
As far as the multiscale CLEAN method is concerned, the fol-
lowing arguments are adopted: 10000 iterations; gain of 0.7;
six scales as 0, 2, 4, 8, 16, 32, and 0.001Jy threshold. For the
CS-based methods, λ is set to 0.00001 for both the PF and
the IUWT-based CS. It takes 17 iterations for the PF to con-
verge and 50 iterations for the the IUWT-based CS. All the
deconvolved results are shown in figure 3. From left to right
in columns are the model images, the residual images and the
restored images, respectively. From top to bottom in rows are
the results of the Ho¨gbom CLEAN, the multiscale CLEAN, the
partial Fourier (PF) method, and the IUWT-based CS, respec-
tively. Again, these displayed images are the centre of those
reconstructed images. As in the previous figure, the model im-
ages are displayed with range 0 Jy/pixel to 0.006 Jy/pixel and
the scaling power of −1.5; and the restored images are dis-
played with the range 0 Jy/pixel to 0.3 Jy/pixel and the scal-
ing power of −1.5; the residual images in figure 3 are truncated
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Table 1. Numerical comparison results
Ho¨gbom Multiscale PF IUWT-based CS
Uniform-weighted UV coverage
DR 188 166 154 186
FD 1.292 2.337 1.965 2.569
CFD 1.001 1.014 1.014 1.035
Time (minutes) 34 17 1 3
Natural-weighted UV coverage
DR 396 1477 834 1175
FD 1.000 2.812 8.295 8.786
CFD 0.976 1.308 3.319 3.367
Time (minutes) 31 18 2 28
and displayed with the range of from -0.01 Jy/pixel to +0.01
Jy/pixel and the scaling power of 0.
From figures 3, we can see that the IUWT-based CS can
provide superior results to the Ho¨gbom CLEAN, the multiscale
CLEAN, and the PF. For example, the model of the IUWT-
based CS is clearly seen to be a closer approximation to the true
sky image when comparing with other methods. The residual
image of the IUWT-based CS is also the most uniform one in
the middle column of figure 3, and the restored image of the
IUWT-based CS shows fewer artifacts than those of the other
methods.
As well as dynamic range and fidelity, it is important to
study the photometry i.e. the relationship between the true sky
pixel and that reconstructed. Ideally this should be perfectly
linear with slope unity, becoming more scattered only for noisy
pixels. We show the photometric curves for the full resolution
images in figure 3. We plot all the models against the true sky
image in figure 4. All models are displayed along the y-axis,
and the x-axis is the true sky image. From left to right and
from top to bottom, we provide plots of the Ho¨gbom CLEAN,
the multiscale CLEAN, the partial Fourier (PF) method, and
the IUWT-based CS. Here, we can see that both the PF and
the IUWT-based CS give a much closer approximation to the
true sky image. Note that we do not display those plots for the
uniform weighting test, because there is almost no difference
between those plots for that test. If we plot similar curves for
the restored images, we find much smaller differences between
the methods, confirming the wisdom of restoring the CLEAN-
based images to a lower resolution. If, for scientific reasons,
higher resolution is required, then the CS-based approaches
should be used.
Numerical comparison results of natural weighting test can
also be found in the second part of Table 1. From this table,
we can see that IUWT-based CS again provides the best recon-
struction, even though it has a lower dynamic range than the
multiscale CLEAN. As far as the computational time is con-
cerned, in the uniform weighting test, the IUWT-based CS is
much faster than traditional deconvolution methods. It is slower
for the natural weighting test, but it is still comparable in speed
to the Ho¨gbom CLEAN. Since these CS-based deconvolution
methods are gradient-based methods, they will not heavily de-
pend on the complexity of the model. This is the reason why
they are faster than the Ho¨gbom CLEAN. The computer is a
2.53-GHz Core 2 Duo MacBook Pro with 4GB RAM.
In both cases, IUWT-based CS can reconstruct good results
as judged visually and numerically. The different weighting
methods do not affect the good performance. Our interpreta-
tion is that the IUWT-based CS provided the best results be-
cause IUWT provides a more sparse representation. If the target
signal consists of point sources, then PF will provide superior
deconvolution results.
6. Conclusion
For the radio interferometry deconvolution problem, CS-based
methods can provide better reconstructions than the tradi-
tional deconvolution methods for uniform weighting or natu-
ral weighting. In general, for point sources, PF is the best ap-
proach; for extended sources, the IUWT decomposition-based
deconvolution method (called IUWT-based CS in this paper)
is a good solution. The precondition is we should know some
prior knowledge of the target signal, for example, we need to
know in which domain the target signal has a sparse repre-
sentation. In some circumstances, this prior information might
not be available, therefore, future work will focus on an adap-
tive deconvolution method for any sources. The other potential
project is to implement these methods for deconvolving those
large-scale images in real time. To achieve this goal, this algo-
rithm can be run on clusters by cutting the large-scale images
into blocks in order to carry out parallel computing.
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