Abstract. In this paper we analyze the convergence of a centered finite-difference approximation to the nonselfadjoint Sturm-Liouville eigenvalue problem
( } «(0) = u(l) = 0 where S has smooth coefficients and a(x) ï a« > 0 on [0, 1] . We show that the rate of convergence is 0(Az2) as in the selfadjoint case for a scheme of the same accuracy. We also establish discrete analogs of the Sturm oscillation and comparison theorems. As a corollary we obtain the result (2) hmsup i 22 -f < °°w
here Ax = \/{M + 1) is the mesh size and Ap, V" are the characteristic pairs of L, the M X M matrix which approximates C, and V? is normalized so that \\Vp\\i = 1.
1. Introduction. Many authors (e.g.
[1], [6] , [8] , [9] ) have studied the convergence of finite-difference methods for selfadjoint Sturm-Liouville eigenvalue problems. In this report we are concerned with the nonselfadjoint problem We wî7Z s/îow ¿/¡a¿ ¿/ie Za¿íer procedure preserves the rate of convergence, namely O (Ax2), which obtains in the selfadjoint case for a scheme of the same accuracy, (see [6] ). This is Theorem 1.
The matrix L defined above will be shown to be similar to an oscillation matrix, by means of a diagonal transformation D. Using the basic theorem on oscillation matrices, (see [4] , [5] ) and the fact that the entries of D alternate in sign, one immediately has a discrete analog of the Sturm Oscillation Theorem [13, p. 212, Theorem 2.1] namely L has positive distinct eigenvalues 0 < Ai < A2 < • • • < AM and if W3 is an eigenvector belonging to Ay then W3' has exactly j -1 nodes** in 0 < x < 1. Moreover the nodes of successive eigenvectors alternate.*** We will also show the following Theorem 2. Let V3' be an eigenvector of L corresponding to A,-and let &Mm(V3) be the maximum distance between successive nodes of V3. Then there exists an integer jo, independent of M, and a positive constant K\, such that for j0 is j S M, we have (1.9) WO"') aiiliAy)-"2.
In the continuous case, the estimate (1. and di = 1 and let L = D~lLD = (lti).
Since we require L = LT we must have dt~llijdj = dfHjidi where L = (1^) .
Further, since I a = 0 for j > i + 1, j < i -1, the dps must be determined so that
Starting from di = 1, we may solve recursively to obtain = n(-7if), ¿ = 2,...,m A-=l \ Pk / and, since 7*, ft < 0 for sufficiently small Ax, dp > 0 if Aa; is small enough. With D constructed as above, we have
and we must show that llolU, ll-D^IU remain bounded as M -> 00. Let and Q< = n(i_|^)
then dp = Qi/Pi. Now for sufficiently small Aa;, By Gershgorin's theorem, [7] , the eigenvalues of L lie in the union of the discs \z -la\ ^ 0, in the complex plane. Hence if A is an eigenvalue of L, then A 5: 0 since A is real. Now let h be the finite-difference operator corresponding to -L, i.e. Proof. Because the difference scheme in (1.5) is properly centered and we assume sufficient smoothness of up and the coefficients of ?, we have at the mesh points, where Ki is a constant. Now, the eigenvalues of L are distinct and converge to the corresponding distinct eigenvalues of ?. It follows that (3.8) inf {|XP-A,|} ä; coo> 0 for all sufficiently small Aa;. Hence, on using (3.7), (3.9) 2>/ ^KiAa;4.
From (3.9), (3.6) we obtain Since Vp = ßDXp for some ß and \\XP\\2 = 1 we have id = iiö-vi2 .
On taking square roots in (3.10), we have o-p= WD-'U^U + OiAx*) and we may assume that trp and ß have the same sign; hence using (3.1), (3. 12) («7P -ß) = 0(Ax4) .
Writing Up -Vp = J^i^v vjDX' + (<rp -ß)DXp we have Proof. In the selfadjoint case this result may be found in Bückner [1] . In the present more general case we will need to estimate the off-diagonal elements of the matrix L in Lemma 1.
With the notation of (1.8) let We now proceed to estimate the quadratic form (X, LX) where X is any complex M vector of norm 1. Defining a;0 = xu+i -0, and using (4.3), we may write 
A72Sm^T
The distance between successive zeros of y(x) isx//3y = (Ä"27r2/Ay)1/2 ^ 1// for j large enough by Lemma 3.
Let v(x) be the piecewise-linear function corresponding to "graph" of vector V = P~lW3. Define the auxiliary function z(x) by
whenever v(x) 9e 0 .
We proceed to estimate the distance between successive nodes of v(x) by investigating the difference equation satisfied by z(x).
We may assume that ôMax(U) > 3Aa;; for if ôMax(U) g 3Aa;, then in particular, We now show that for all sufficiently large j, the difference operator lk (or -U if v is strictly negative) occurring in (4.25) is of positive type, and hence satisfies the discrete maximum principle :
It is sufficient to show that if j is sufficiently large, (4.28) (2 -MyAa;2)^ = 2 + fc -Ay)Aa;2/co* if j is sufficiently large, since we assume c(x) is bounded. Furthermore, 2 + (ck -Ay) Ax2/wk is positive for ft G N' since vk, vk+i, vk-i have the same sign, on using (4.21). Thus (4.26) is satisfied.
Suppose now that z(x) has two zeros in the interval spanned by N. At any mesh point lying between the two zeros we must have z(x) = 0 by the maximum principle. Since z(x) = 0 if and only if y(x) = 0, this means that the distance between successive zeros of y(x) is ^ Aa; = l/(M +1). However, as already noted, this distance is ^ \/j and j ^ M.
Thus y(x) has at most one zero in the interval spanned by N. Hence the maximum distance between successive nodes of v(x) must be less than or equal to v/ßj + 2Aa;. Since Ay = 0(1/Aa;2), we have A similar estimate is valid for the eigenvector W3 of L since W3 = PV and P is a positive diagonal matrix. Q.E.D. Corollary 1. Let the eigenvectors \VP\ of L be normalized so that ||UP1|2 = 1. Then there exists a constant K and an integer p0, both independent of M such that if
