Flexibility and dynamics of protein structures are reflected in the B-factors and order parameters obtained experimentally with X-ray crystallography and Nuclear Magnetic Resonance (NMR). Methods such as Normal Mode Analysis (NMA) and Elastic Network Models (ENM) can be used to predict the fluctuations of protein structures for either atomic level or coarse-grained structures. Here, we introduce the LocalDistance Matrix Error (DME), an efficient and simple analytic method to study the fluctuations of protein structures, especially for the ensembles of NMR-determined protein structures. 
Introduction
The biological functions of proteins are strongly dependent on their flexibilities and motions. Such dynamics information can be obtained experimentally from B-factors and order parameters with X-ray crystallography and NMR, respectively (Wuthrich, 1986; Karplus and McCammon, 1981) . However, experiments usually provides insufficient information regarding the ways proteins move as well as detailed dynamics information (Karplus and McCammon, 1981) . Some theoretical methods such as molecular dynamic simulation have been applied to simulate protein dynamics (McCammon et al., 1979 ), but such all-atom detailed simulation is computationally expensive. On the other hand, some simplified methods such as NMA (Levitt et al., 1985) and the elastic network methods GNM Copyright © 2011 Inderscience Enterprises Ltd. (Haliloglu et al., 1997) and ANM (Atilgan et al., 2001 ) have also shown promising results closely resembling those obtained by more complicated methods in simulating protein dynamics. In general, such simplified methods involve fewer parameters and less detailed potential energy functions, and hence are more efficient, compared with general molecular dynamics simulations.
Generally, protein crystal structures deposited in the PDB (Bernstein et al., 1977) are major resources for studying protein dynamics and can provide accurate dynamic information. In a crystal, X-ray crystallography determines the unique protein structure. For instance, the position of each atom is determined at its average position based on the electron density map, and every atom has been assigned a so-called temperature or B-factor whose magnitude is proportional to the mean square displacement from its mean position. Even though such B-factors have limitations in explaining detailed atomic motions, they provide information regarding the relative amplitude of the fluctuations and are a unique source of protein dynamics in the solid state. Protein crystal structures determined at the average positions of atoms are considered to be equilibrium-state structures and hence could be further studied for their dynamics using theoretical approaches, which can provide the detailed information of the motions and energies. On the other hand, NMR spectroscopy provides an alternative way to determine protein structures in solution. Indeed, protein structures in solution are closely related to their functions in nature, but they can also be very flexible in solution and even sometimes transitions between multiple conformations can be observed through experimental data (Wagner et al., 1992) , which are very crucial to understand protein functions and dynamics. However, owing to insufficient experimental data from NMR experiments, structures are often underdetermined. In general, an ensemble of multiple energy-minimised structures satisfying the experimental distance constraints instead of a unique conformation is used to represent a protein in solution. And sometimes, many models in an ensemble appear to deviate substantially from one another and are thus considered to be poorly determined (Cui et al., 2005; Doreleijers et al., 1998) .
The GNM method applies the knowledge of the structure's geometry in the elastic network structure and Gaussian energy distributions to study protein motions with the assumption that the structure is near its equilibrium state, and in its coarse-grained version only considers the residues contacts, for instance, C α contacts. In this method, the potential energy function is dramatically simplified and contains only one explicit single parameter, but fluctuations predicted by GNM show good agreement with experimental observation of fluctuation such as B-factor in crystal structures (Kundu et al., 2002) . Especially, the GNM method involves only one single parameter, which is not atom or amino acid specific. In computation, the GNM method only requires solving a Singular Value Decomposition (SVD) problem and therefore needs much less computing than molecular dynamics simulations.
Here, we investigate a new computational approach to study protein dynamics of NMR ensembles, coarse-grained at the residue level (only considering C α atoms). In this work, we define local DME for residues. We compute the distances between pairs of C α atoms, and the differences of those distances between all pairs of structures in an NMR ensemble. The fluctuations of each C α atom are estimated with this Local-DME calculation and are compared with B-factors of the same protein determined by X-ray crystallography. We also compare the estimations from Local-DME with GNM and RMSD calculations.
Methods

Gaussian Network Model
In the GNM method, a 3D protein structure is usually described as an elastic network connected by harmonic springs with a limiting cut-off distance to define the spring connections. Only C α atoms for each residue of a protein are considered, and these springs form an elastic network. For instance, fluctuations of C α atoms are approximated based on Gaussian distributions of their inter-C α atomic distances around equilibrium (initial) position, and a single-parameter and non-amino-acid specific Hookean potential is adopted for the interaction. The contact matrix of C α atoms of a protein is constructed as a Kirchhoff matrix (see equation (1)).
( 1) where i and j are indices of C α atom in the sequence of a protein chain, d ij is the distance between ith and jth C α atoms, and d c is the cut-off distance.
The mean-square fluctuation of each C α atom and cross-correlation between any two C α atoms can, therefore, be evaluated through the inverse of Kirchhoff matrix (see equation (2)). In general, Γ −1 is symmetric and positive semi-definite and hence SVD can be applied to compute its pseudo-inverse with equation (3), (3) where Σ is a diagonal matrix of Γ −1 , and V is singular vector matrix and orthogonal.
Therefore, the mean-square fluctuations and cross-correlations can be obtained once the inverse is available. And, usually only non-zero singular values as well as their corresponding singular vectors are considered.
In our research work, a set of NMR ensemble structures has been tested. However, GNM requires a single model. To overcome this difficulty and compute theoretical fluctuations, we ran the GNM in two ways: with an average coordinate matrix, i.e., average over all coordinates, then construct a connectivity matrix from that structure and also with an average connectivity matrix, i.e., construct a connectivity matrix for each model in the NMR file, then take the mean matrix. Then starting from either the average connectivity matrix or the connectivity matrix generated from the average coordinate matrix, we use GNM to compute the fluctuations of an NMR ensemble.
Local-DME calculation
The differences between two conformations of the same protein are calculated using the DME method, which considers the averaged deviation between two structures for all atoms. In DME calculations, the pairwise inter-atomic distance matrix for each conformation is generated, and the Frobenius norm of the difference matrix between these two matrices then is computed to yield the average deviations between these two structures (see equation (4)), (4) where C is the generated distance matrix of one structure, D is the generated distance matrix of the other structure, || || 2 is the norm and || || F is the Frobenius norm.
However, such a DME calculation only shows the difference in the average between two structures and provides little information about the details of flexibilities and deviations in the structures locally. For instance, some regions could be very flexible and hence have larger deviations, but the average deviation with the DME calculation cannot show this. Here, the modified DME calculation has been developed to study the local deviation specifically. Alternatively for each C α atom (this work considers the residue level), only the internal distances with it are considered and differences of those distances between all possible pairs of structures in an ensemble can be summed. Such local DME values are used to show the flexibility of that atom. Then, fluctuations of each C α atom are given with this so-called Local-DME calculation -LDME (see equations (5) and (6)).
(5) (6) where l is the number of conformations in the ensemble, A m and A n are the distance matrices of two distinct mth and nth conformations in the ensemble, is the sum of differences of the ith column between A m and A n , which represents the local deviation of the ith atom in the ensemble and B i is the averaged local deviation of the ith atom in the whole ensemble.
RMSD calculations
Root Mean Square Deviation (RMSD) is similar to LDME in that it measures deviations in atoms' positions in an ensemble of structures. To compute this value for each residue, treat each residue as a coordinate matrix of alpha-Carbon. Each residue will have a corresponding vector of the form: C α (x, y, z). The RMSD between this vector and the corresponding vector of every structure in the set is calculated, averaged, and stored as the experimental fluctuation for the ith residue. The value is always used to represent the flexibility of such residue in the structure. The larger the RMSD value, the larger is the flexibility it shows. In many cases, RMSD values are also used to estimate the fluctuations manifested in NMR ensembles. However, the problem with this method is that it depends strongly on the alignment. For example, the alignment considering only backbone atoms will give different fluctuations of proteins than when one considers side chain atoms.
The RMSD between two coordinate vectors C i,l (x i,l , y i,l , z i,l ) and C i,m (x i,m , y i,m , z i,m ) of this type residue is computed as follows: (7) and the averaged RMSD of this type residue in the ensemble can be computed as follows: (8) where i is the index of this type residue, k is the number of molecules in the ensemble, l and m are two different molecules in the ensemble.
RMSD vs. LDME
LDME calculations require only simple calculations. For instance, given two structures with coordinate files, a distance matrix can then be obtained for each structure. Then, the LDME values for comparing these two structures can be calculated in formula (4). Note that LDME calculations just require fundamental algebraic calculations, and do not require any advanced mathematics knowledge.
However, RMSD calculations are essentially optimisation problems. For instance, given two structures with coordinate files X and Y, also assume that X and Y are already located to have the same geometric centre, otherwise we can compute the geometric centre for each structure and subtract it from each structure, respectively and then RMSD calculations are need to align two structures first before computing the root mean square displacement of atoms. To align two structures optimally, an optimisation question can be formulated in equation (9): (9) where Q is a rotation matrix.
The solution to problem (9) requires SVD. The following theorem follows.
Theorem 1-The optimal solution that minimises (9) is Q = UV T , where UWV T = SVD (Y T X).
More details can be found in Diamond (1979) , Mclachlan (1972) and Kabsch (1979) .
Then, the RMS values can be computed through equations (7) and (8). Compared with LDME calculations, RMSD calculations require more sophisticated mathematics and generally include three steps, translation, rotation and calculations of position displacement after alignment. However, the problem with the RMSD method is that it depends on the alignment very much. For example, the alignment considering only backbone atoms will show different fluctuations of proteins from the one considering side chain atoms. Our research results show that LDME can be used to compute fluctuations that reflect protein dynamics better than RMSD can.
Correlation calculation
We compute the linear correlation coefficient between the apparent fluctuations in the NMR ensembles from Local-DME calculations or RMSD calculations and the experimental B-factors of same proteins determined by X-ray crystallography. Meanwhile, GNM has been applied to calculate the fluctuations based on the crystal structures, which is compared with Local-DME calculations as well. Simply, we can set up a least squares problem and calculate the correlation coefficient r with equation (10). (10) where n is the number of residues in the protein, x i is the experimental B-factor or calculated fluctuation from GNM for the ith C α atom, and y i is the predicted fluctuation of the ith C α atom from Local-DME calculations or RMSD calculations.
Even though these two sets of values are not properly scaled, the calculation of correlation coefficient is still appropriate. But, the scaling of the predicted fluctuations could be done by multiplying by an appropriate constant, which could be determined through comparing experimental and theoretical data (see equation (11)). y (11) where Σ j x j and Σ j y j are the sums of theoretical and experimental fluctuations of each C α separately, and x i and are the theoretical fluctuations (GNM or Local DME or RMSD) of the ith C α atom before and after scaling, respectively.
Samples
In this work, a set of 16 proteins with both crystal structures and NMR-determined ensembles were downloaded from the PDB database (Bernstein et al., 1977) . For each protein, fluctuations calculated with Local-DME for the NMR ensemble and ones generated by GNM for the crystal structure represent those theoretical B-factors and are scaled after comparing with the experimental B-factor. Those structures are listed in Table 1 .
A large set of NMR ensembles is also selected to compare the fluctuations generated with different computational methods. By using RCSB's advanced search feature, we were able to accommodate our search criteria including choosing structures containing only protein chains, removing structures with 50% or higher similarity and selecting structures with deposit dates between 1996 and 2006. This search resulted in 1256 different NMRdetermined structures in ensembles. They were used to compute fluctuations with the LDME, RMSD and GNM methods. Since individual NMR files typically contain multiple models, LDME and RMSD could be calculated. However, GNM requires only a single model. The average connectivity matrix and the connectivity matrix of an average coordinate matrix have been adopted.
The study of protein dynamics here was focused on the coarse-grained level, therefore only the C α atoms of each residue were considered in modelling fluctuations of a protein. For those protein structures containing water molecules, small ligand or other cofactors, there is still no certain way for incorporating these and hence these were not considered in this work.
Computational tools
Matlab 7.0 installed on a DELL computer with 3.0GHz Pentium CPU and 2GB memory is the main computational tool used in this research. To compute the inverse of the Kirchhoff matrix, the SVD routine existing in Matlab 7.0 was directly called and generated the singular values and corresponding singular vectors. On the basis of past experience (Kundu et al., 2002) , it was pointed out that using a small set of singular vectors in the ascending order of their singular values is sufficient, but in this paper, we still consider all non-zero singular values as well as their singular vectors.
Scaling of theoretically calculated fluctuations
For these calculated fluctuations through either GNM or Local-DME, we could determine the scaling constant through equation (8). And, a detailed investigation and figures are also provided.
Results and discussion
Fluctuations predicted by GNM on crystal structures, experimental B-factors of these crystal structures and fluctuations computed using Local-DME on NMR-determined structure ensembles are compared. For each selected protein, both crystal structure and NMRdetermined structure ensemble were downloaded from PDB. We also studied the correlations among LDME, RMSD and GNM methods that are conducted to estimate the fluctuations, and in this work, over 1000 different NMR protein ensembles have been selected. To overcome the problem that GNM is only applicable to a single model, we tried two ways, using the average connectivity matrix or connectivity generated through average coordinate matrix for each NMR ensemble.
In the GNM method, small singular values contribute significantly to the total fluctuation, which correspond to the slow motion modes, while large singular values and corresponding singular vectors are related to the fast motion modes, because of using reciprocal of these singular values. Even though a few smallest singular values are relatively more important in the calculation and are also sufficient enough to provide accurate prediction of fluctuations, all non-zero singular values and corresponding singular vectors were still used here in representing the inverse of Kirchhoff matrix. A cut-off distance in GNM is used in this work. An NMR-determined structure ensemble of a protein usually contains multiple models solved in NMR determination protocols, such as the program Crystallography and NMR System (CNS) (Brunger et al., 1998) , and all models are energy-minimised and satisfy experimental constraints in general. Local DME calculations and RMSD values will hence provide the predicted fluctuations of each NMR-determined structure ensemble based on the local dissimilarities among these models. Even though NMR structures are hardly comparable to crystal structures in terms of their resolution, the models of the ensembles are determined based on experimental data, which contains much structural information including dynamics and flexibilities reflecting its being in solution at a normal temperature. Table 1 shows the results of analysis of dynamics on proteins with both crystal structures and NMR-determined structures. The first two columns list the PDB names of proteins determined by X-ray crystallography and NMR spectroscopy, respectively. The third column lists the number of amino acids in each protein. The last three columns contain comparison of fluctuations provided by different approaches including theoretical and experimental methods. In the bottom of the table, the averaged correlation coefficients are also computed. For most proteins, the flexibilities predicted by Local-DME in the NMRdetermined ensembles have high correlations with temperature factors of corresponding crystal structures (see LDME vs. B-factor), and some proteins can even have correlation coefficients above 0.8, such as 2PHY-3PHY and 4PTI-1PIT. The average correlation coefficient for LDME vs. B-factor is 0.62, which indicates that the protein dynamics in solution is quite similar to ones in solid state, especially some hot residues with large fluctuations, and hence using Local-DME calculation to predict the fluctuations of proteins in solution is reliable, and Local-DME values can represent pseudo-B-factors of NMRdetermined structures in a certain sense. As a control, we also applied GNM calculations to crystal structures to compute the fluctuations, where a 7Å cut-off distance was used. For some proteins, high correlations between B-factors and fluctuations by GNM or between Bfactors and fluctuations by Local DME were also obtained, but the average correlation coefficients are 0.57 and 0.60, respectively, which are relatively lower than LDME vs. Bfactor. Figures 1 and 2 show the results of comparisons of experimental B-factors, fluctuations predicted by GNM from crystal structures and Local-DME values in the corresponding NMR-determined ensembles for 2KNT-1KUN and 2PHY-3PHY, after scaling based on experimental B-factors. We also show backbone graphs of crystal structures and corresponding NMR ensembles. In 2KNT-1KUN, both Local DME values in the NMR ensemble and fluctuations by GNM have high correlations with the experimental B-factors. Especially, the hot residues with large flexibilities are identified in the NMR structure 1KUN as well as in the crystal structure 2KNT. Actually, most of those hot residues are located on the surface of the protein or loop regions, and hence are relatively more flexible with fewer contacts. In 2PHY-3PHY, the high correlation between Local DME values in NMR ensemble 3PHY and temperature factors of 2PHY was obtained, while fluctuations predicted by GNM did not give promising results, in which flexibilities of some residues were either overestimated or underestimated. Figure 3 shows the same comparison as in Figures 1 and 2 for 1PGB-2IGG, but in this example, the correlation between Local DME in the NMR ensemble 2IGG and the B-factors of 1PGB was not so good, while we did obtain a better correlation between B-factors and the theoretical fluctuations from GNM. Table 2 summarises the statistical analysis for comparisons of the correlations among LDME, GNM and RMSD for 1256 NMR-determined protein ensembles. GNMa means the GNM calculations with an average connectivity matrix, while GNMb means the GNM calculations with the connectivity matrix generated from average coordinate matrix. The first column shows the comparison of correlations among LDME, GNMa, GNMb and RMSD. The last four columns show the min, max, mean and median correlations of each comparison, respectively. Indeed, LDME and RMSD calculations show some correlation, but because mathematical calculations are different for each method, they are not identical. Our analysis shows that LDME can be used to calculate fluctuations for better representing protein dynamics.
The correlations between LDME and GNM with an average connectivity matrix for the 1256 NMR proteins ranged from 0.016 to 0.99 with a mean correlation of 0.81 and a median correlation of 0.8678 (see Figure 4) . Notice that nearly 30% of our samples show a correlation of 0.9 or greater. In the graph, the percentage of samples with correlation values was plotted against corresponding correlation intervals. Most proteins show a remarkable strong correlation between LDME and GNMa.
Comparing the average coordinate matrix (then computing a connectivity matrix) with LDME values resulted in corrections ranging from 0 to 0.98 with a mean correlation of 0.68 and a median correlation of 0.74 (see Figure 5 ). More than 30% of our samples show a correlation of 0.8 or greater. Samples are grouped based on their correlation values, and several bins are then normalised to obtain the percentage. The percentages of samples are then plotted against the corresponding correlation values.
When using RMSD values compared with predicted GNM results with an average connectivity matrix, we found a range of correlations from 0 to 0.99, with a mean correlation of fluctuations of 0.77, a median correlation of 0.84 (see Figure 6 ). Notice that nearly 30% of all data samples resulted in a correlation of 0.9 or greater. In the graph, the percentage of samples with correlation values was plotted against corresponding correlation intervals.
Using RMSD and GNM with an average coordinate matrix, we found a range of correlations from 0 to 0.99, with a mean correlation of fluctuations 0.59, a median correlation of 0.68 (see Figure 7) . Notice that nearly 30% of data samples resulted in a correlation of 0.75 or greater.
Conclusions and remarks
In this paper, we developed an efficient computational tool called Local-DME calculation to study the protein dynamics of NMR-determined ensembles in solution. For crystal structures, it is relatively easier to obtain flexibility information of proteins in solid state from either experimental data or theoretical methods since only one structure for each protein is usually determined based on fitting the electronic density map after crystallisation, while an ensemble of structures are energy-minimised and satisfy experimental distance constraints, are given in NMR structure determination instead (Brunger et al., 1998) . On the other hand, many structures in an NMR ensemble can actually deviate from the true structures and are thus poorly considered to be poorly determined, which causes some difficulties in studying NMR structures theoretically. Experimental data from NMR spectroscopy is complicated and usually considered to be insufficient for understanding protein dynamics completely.
In fact, an ensemble of NMR structures is determined exactly based on the experimental data, which includes both structural and dynamic information, and the superimposition of structures can visibly provide fluctuations of a protein in solution with some graphics software. The superimposition of structures generally requires RMSD calculations, which can also provide RMSD values for each atom after alignment to indicate the deviations from the mean position. Hence, RMSD values sometimes imply the flexibilities of atoms in NMR-determined structures. However, the strategy of performing multiple structural alignments in an ensemble could affect the results a lot and, it is still difficult to determine the optimal alignment with currently available techniques. Furthermore, the strategy of aligning different modes in NMR ensemble is crucial to obtain meaningful RMSD values, for example, the rotation matrix generated based on the all-atom coordinate matrix or the backbone-atom coordinate matrix or the weighted coordinate matrix, which might give different estimations of fluctuations in NMR ensembles.
Hence, Local-DME provides a more accurate and reliable tool, which does not require aligning multiple structures, but instead, only considers the inter-atomic distances among an ensemble of structures. For the most flexible residues, the inter-atomic distances are also found to differ significantly in different conformations of an ensemble, especially those residues in the loop or surface regions. From our results of using this method, the hot residues that are relatively more flexible in crystal structures have also been identified in the corresponding NMR-determined ensembles, which implies good agreement in protein dynamics between proteins having both structures determined by NMR spectroscopy and Xray crystallography. For our cases the average correlation coefficient between B-factors of crystal structures and Local-DME values of NMR ensembles is 0.62, even higher than using GNM. Therefore, Local-DME calculations indeed are applicable to study the protein dynamics of NMR structures.
We also compared the correlations between LDME, GNM and RMSD. To overcome the difficulty that GNM is only applicable to a single model, we tried both the average connectivity matrix and the connectivity matrix generated from an average coordinate matrix. There is not a notable difference between these two methods based on our results. Compared with GNMb in Table 2 , GNMa with average connectivity matrix has higher correlations with either LDME or RMSD. On the other hand, based on a statistical analysis of 1256 NMR-determined protein ensembles, LDME shows a higher correlation in average than RMSD with either GNMa or GNMb. Note that in this work we simply used each protein ensemble that had been already aligned when deposited, because using other alignment methods would generate different results when estimating RMSD fluctuations. The question how to choose an accurate alignment is still a difficult topic in protein structure modelling. Hence, the advantage of using LDME is to avoid alignment and considering only inter-atomic distances.
It is possible to use Local-DME values as pseudo-B-factors for NMR. However, the computation methods selected in NMR structure determination or the experimental data might affect the Local-DME calculations, which might provide incorrect information about protein dynamics. On the other hand, this can also be used to evaluate the quality of NMRdetermined ensembles. Plot of experimental, simulated B-factors and Local DME against residue number. B-factor is from the experimental data in crystal structures (2KNT), GNM is from the application of GNM to crystal structures and Local-DME is from the Local-DME calculations on NMR ensembles (1KUN). Both Local-DME and GNM generated values are highly correlated with B-factors (see online version for colours) Plot of experimental, theoretical B-factor and Local DME against residue number. B-factor is from the experimental data in crystal structures (2PHY), GNM is from the application of GNM to crystal structures and Local-DME is from the Local-DME calculations on NMR ensembles (3PHY). Local-DME calculations yield a better correlation with the temperature factors, while GNM does not show a good result and the flexibilities in some domains were either overestimated or underestimated (see online version for colours) Plot of experimental, theoretical B-factor and Local DME against residue number. B-factor is from the experimental data in crystal structures (1PGB), GNM is from the application of GNM to crystal structures and Local-DME is from the Local-DME calculations on NMR ensembles (2IGG). GNM predicted the fluctuations reasonably well, while Local-DME values did not agree so well with B-factor of the crystal structure (see online version for colours) Distribution of the correlations between the calculated LDME values and GNM fluctuations using an average connectivity matrix for 1256 NMR structures (see online version for colours) Distribution of the correlations between the calculated LDME values and GNM fluctuations using an average coordinate matrix (then computing a connectivity matrix) for 1,256 NMR structures (see online version for colours) Distribution of the correlations between the calculated RMS values and the GNM fluctuations using an average coordinate matrix 1256 NMR structures (see online version for colours) Table 1 The comparison of experimental B-factors, fluctuations predicted by GNM from crystal structures and Local-DME values in the corresponding NMR determined ensembles 
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