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CLASSIFICATION THEOREMS FOR OPERATORS PRESERVING
ZEROS IN A STRIP
PETTER BRA¨NDE´N AND MATTHEW CHASSE
Abstract. We characterize all linear operators which preserve certain spaces
of entire functions whose zeros lie in a closed strip. Necessary and sufficient
conditions are obtained for the related problem with real entire functions, and
some classical theorems of de Bruijn and Po´lya are extended. Specifically, we
reveal new differential operators which map real entire functions whose zeros
lie in a strip into real entire functions whose zeros lie in a narrower strip; this
is one of the properties that characterize a “strong universal factor” as defined
by de Bruijn. Using elementary methods, we prove a theorem of de Bruijn and
extend a theorem of de Bruijn and Ilieff which states a sufficient condition for
a function to have a Fourier transform with only real zeros.
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2 P. BRA¨NDE´N AND M. CHASSE
1. Introduction and main results
In 1950, a paper of N. G. de Bruijn [20] connected operators which contract the
zeros of real entire functions towards the real axis and Fourier transforms which
have only real zeros. Heuristically, an eigenfunction of an operator which contracts
zeros towards the real axis will have only real zeros, provided its zeros can be shown
to lie in some strip. Using this principle, de Bruijn found sufficient conditions for
a Fourier transform to have only real zeros, extending work by Po´lya [37]. We
address two connected questions: (1) Which linear operators preserve the set of
entire functions whose zeros lie in a strip? and (2) Which linear operators contract
the zeros of a real entire function closer to the real axis?
A fundamental notion in complex analysis is that of linear transformations which
preserve spaces of functions whose zeros lie in a given subset of the complex plane.
Stability and zero localization techniques have been applied, for example, to estab-
lish log-concavity in combinatorics [8], total positivity in matrix theory [43], and to
describe phase transitions in statistical mechanics [4, 30]. Recently, the Kadison–
Singer problem, which was open for more than fifty years, was resolved using zero
localization methods [31]. It is well-known that the Riemann hypothesis is equiv-
alent to the statement that the Riemann ξ-function, as originally defined [38], has
only real zeros. Results concerning the zero loci of the Riemann ξ-function have
therefore been pursued with sustained interest [12, 15, 20, 25, 26, 28, 33, 42]. A
theme present in the work E. Laguerre, G. Po´lya [35], J. Schur [39], and others,
was stated in a succinct form by T. Craven and G. Csordas as an open problem
[12] (modified below for clarity).
Problem 1. Let S ⊂ C[z] (or S ⊂ R[z]) be a set of polynomials which have zeros
only in the set Ω ⊂ C. Characterize all linear operators T : S → S ∪ {0}.
For Ω = R, Po´lya and Schur characterized the operators T : S → S ∪ {0} of the
form T [xk] = γkx
k, γk ∈ R, k = 0, 1, 2, . . . [39]. Craven and Csordas [11, 12, 14]
extended the theory of Po´lya–Schur, while posing a number of formidable open
problems, including Problem 1. J. Borcea and the first author solved Problem
1 in the case that Ω is either a closed circular domain, a circle, or a line [3].
This result was subsequently extended to multivariate polynomials [4], and then to
transcendental entire functions [6]. For open circular domains, a characterization
has recently been given by E. Melamud [32]. Problem 1 has remained open in the
important cases that Ω is a (closed or open) strip, convex sector, or double sector.
Here we continue the classification program for the strip case, and extend work of
de Bruijn [20] on the zeros of trigonometric integrals. We completely solve Problem
1 for complex polynomials when Ω is a prescribed closed strip in the complex plane
(Theorems 1.1 and 1.2). This is arguably the most important case of Problem 1
which goes beyond circular domains. A characterization for the open strip follows
from the observations of Melamud. Problem 1 is consequently solved when Ω is any
image of the open or closed strip under a Mo¨bius transformation (Corollary A.3).
For questions pertaining to the Riemann hypothesis, solutions to Problem 1,
where the set Ω is a strip, are especially relevant. We investigate linear operators
T which preserve the set of real polynomials whose zeros lie in a strip, and give an
equivalent condition that T preserves a larger set of polynomials (Theorem 3.10).
These results are applied to give sufficient conditions for differential operators to
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contract the zeros of real entire functions towards the real axis, as we describe
below.
Suppose a linear operator T is defined by
T
(∫ ∞
−∞
F (t)eiztdt
)
=
∫ ∞
−∞
S(t)F (t)eiztdt,
where S is a real entire function of order at most two. In [20], de Bruijn applies
the term strong universal factor to a function S if the associated operator T has
two properties when acting on the space of entire functions which possess Fourier
transforms:
Let f be an entire function which possesses a Fourier transform.
(I) If the zeros of f(z) lie in the strip |Im z| ≤ µ, then the zeros of T (f(z)) lie
in a strip |Im z| < µ′, where µ′ < µ is independent of f(z).
(II) If for any ε > 0, all but a finite number of the zeros of f(z) lie in the strip
{z : |Im z| ≤ ε}, then the function T (f(z)) has only a finite number of
non-real zeros.
It was proved by de Bruijn that the factor S(t) = exp(λt2), λ > 0, corresponds
to an operator which satisfies property (I), and more than fifty years later, Ki and
Kim proved condition (II) holds [25]. We prove sharp sufficient conditions for large
classes of differential operators which have property (I) of strong universal factors
(Theorems 4.5 and 4.7); it remains to be determined whether these operators also
have property (II). Afterwards, we return to the original motivation in de Bruijn’s
paper [20] and investigate kernels which have Fourier transforms with only real
zeros.
We now state the main results along with the required notation. Let Ω ⊆ Cm.
A polynomial p(z1, . . . , zm) ∈ C[z1, . . . , zm] is Ω-stable if
z ∈ Ω implies p(z) 6= 0.
Let Cn[z1, z2, . . . , zm] be the space of all polynomials in C[z1, z2, . . . , zm] of degree
at most n, let Pn(Ω) be the set of Ω-stable polynomials in Cn[z1, z2, . . . , zm], and
let P(Ω) = ⋃∞n=0 Pn(Ω). A linear operator T is said to preserve Ω-stability if
T (P(Ω)) ⊆ P(Ω) ∪ {0}. For notational convenience the symbols Pn(Ω) and P(Ω)
are used with the number of variables implicitly defined by the dimension of Ω, and
the space of univariate complex polynomials is denoted C[z]. The next theorem
reduces Problem 1 when S is a closed strip to the case when S is a half–plane.
This yields algebraic and transcendental characterizations of strip preservers for
polynomials (Theorem 1.2), and for transcendental entire functions (Theorem 4.3).
Theorem 1.1. Let H1 and H2 be two parallel open half-planes in C such that
C \ (H1 ∪H2) is a closed strip with non-empty interior, and let T : Cn[z] → C[z].
Then T preserves H1 ∪H2-stability if and only if either
(i) T has range of dimension at most one and is of the form
T [f ] = α(f)p for f ∈ Cn[z]
where α : Cn[z]→ C is a linear functional and p ∈ P(H1 ∪H2); or
(ii) T satisfies (a) and (b) below.
(a) T : Pn(H1)→ P(H1) ∪ {0} or T : Pn(H2)→ P(H1) ∪ {0};
(b) T : Pn(H1)→ P(H2) ∪ {0} or T : Pn(H2)→ P(H2) ∪ {0}.
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Note that by the characterization of half-plane stability preservers [3, Theorem
4], Theorem 1.1 characterizes preservers of H1 ∪ H2-stability in terms of zero-
restrictions on the symbols of the operators (to be defined below). When the strip
in Theorem 1.1 has empty interior, and thus is a line, all H1∪H2-stability preservers
are characterized in [3, Theorem 3].
An operator which preserves stability on a region H1 ∪ H2, as described in
the statement of Theorem 1.1, is said to be a strip preserver. More generally,
an operator T : C[z1, z2, . . . , zm] → C[z1, z2, . . . , zm] is said to preserve a set of
polynomials S if T (S) ⊆ S ∪ {0}. An Ω-stable polynomial is simply called stable
in the case where Ω = Hn, n ∈ N, and
H = {z ∈ C : Im(z) > 0}.
For Ω ⊂ Cn, let P(Ω) be the closure of the set of polynomials P(Ω) under uniform
limits on compact sets in Cn. An operator T which acts on C[z] is extended to
multivariate polynomials by declaring the other variables constant with respect to
T , and also to formal power series by acting on each term of the series. The formal
power series
GT (z, w) = T (e
−zw) =
∞∑
k=0
(−1)kwk
k!
T (zk) ∈ C[z][[w]]
is said to be the symbol of T. When T acts on a space of polynomials of bounded
degree n, the algebraic symbol GT = T ((z+w)
n) is used. In the proofs of Theorems
3.13 and 3.14, a version of the symbol for operators acting on multivariate polyno-
mial spaces appears, and the reader is referred to [4, Section 1.1] for its definition
and applications. Let ζ¯ be the complex conjugate of ζ ∈ C, and for a set Ω ⊂ C,
let the set of conjugates in Ω be denoted by
Ω∗ = {ζ¯ : ζ ∈ Ω}.
Fix the notation
Sµ := P({z : |Im z| > µ}),
and Sµ(R) := Sµ∩R[z], for the sets of complex (resp. real) polynomials whose zeros
lie in a closed strip of width µ. We state most results relative to the strip |Im z| ≤ µ,
since it has special relevance for real entire functions, and can be translated to any
other strip by a linear transformation of the variable z.
Note that the algebraic characterization for strip preservers on C[z] is given by
requiring the conditions in Theorem 1.1 to hold for all degrees n, and the criteria in
[3, Theorem 4]. The following transcendental characterization of strip preserving
operators is also obtained.
Theorem 1.2. Let T : C[z]→ C[z] be a linear operator and let H1 = {z : Im z >
µ}, where µ > 0. Then T preserves Sµ if and only if
(i) T has range of dimension at most one and is of the form
T [f ] = α(f)p for f ∈ Cn[z]
where α : C[z]→ C is a linear functional and p ∈ P(H1 ∪H∗1 ); or
(ii) T satisfies (a) and (b) below.
(a) eiµwGT (z, w) ∈ P(H1 ×H) or e−iµwGT (z, w) ∈ P(H1 ×H∗);
(b) eiµwGT (z, w) ∈ P(H∗1 ×H) or e−iµwGT (z, w) ∈ P(H∗1 ×H∗).
STRIP PRESERVERS 5
In the following examples, let H1 be as in Theorem 1.2 T be a linear operator
and let T : C[z]→ C[z] unless otherwise stated.
Example 1.3. Let T =
∑N
k=0Qk(z)D
k be a finite order differential operator with
polynomial coefficients {Qk(z)}Nk=0, and let FT (z, w) =
∑N
k=0Qk(z)w
k. By Theo-
rem 1.2, T preserves Sµ if and only if
eiµwGT (z, w) = FT (z, w)e
−(z−iµ)w ∈ P(H1 ×H), and
e−iµwGT (z, w) = FT (z, w)e−(z+iµ)w ∈ P(H∗1 ×H∗).
Since e−(z−iµ)w ∈ P(H1 ×H) and e−(z+iµ)w ∈ P(H∗1 ×H∗), we conclude that
T preserves Sµ if and only if FT (z, w) ∈ P(H1 ×H) ∩ P(H∗1 ×H∗).
Thus the criteria of Theorem 1.2 simplify to just one criterion on the symbol. For
an operator satisfying this criterion, T : Pn(H1)→ P(H1)∪{0} and T : Pn(H∗1 )→
P(H∗1 ) ∪ {0}.
Example 1.4. The operator T (p(z)) = p(−z) clearly preserves Sµ for any µ ≥ 0,
and satisfies T : Pn(H∗1 )→ P(H1) ∪ {0} and T : Pn(H1)→ P(H∗1 ) ∪ {0}.
Example 1.5. The operator T : Cn[z]→ C[z], given by T (p(z)) = (z−1)np(2iz/(z−
1)), preserves Sµ=1. T has been constructed using a Mo¨bius transformation which
takes the open unit disk {z : |z| < 1} to the open half-plane {z : Im z < 1}, and
therefore T : Pn(H1)→ P(H1) ∪ {0} and T : Pn(H1)→ P(H∗1 ) ∪ {0}.
The results in [20] are dependent on the following theorem, which extends
Jensen’s theorem on critical points. The notation D := d/dz is used throughout
the sequel to simplify expressions involving derivatives.
Theorem 1.6 ([20]). If p(z) ∈ Sµ(R), then for λ ≥ 0, and ξ ∈ C \ {0},
ξp(z + iλ) + ξ¯p(z − iλ) ∈ Sδ,
where δ =
√
max{µ2 − λ2, 0}.
(The original statement of Theorem 1.6 constrains the zeros of ξp(z+iλ)+ξ¯p(z−iλ)
to lie in a union of ellipses contained in the strip.) With ξ = 1/2, the operator in
Theorem 1.6 is cos(λD), λ ≥ 0. Using de Bruijn’s theorem, D. Bleecker and G.
Csordas proved the following theorem, which describes precisely the action of e−λD
2
on real polynomials whose zeros lie in a horizontal strip.
Theorem 1.7 ([2, Theorem 3.2]). If p(z) ∈ Rn[z] ∩ Sµ, n ≥ 1, then for λ ≥ 0,
q(z) = e−λD
2
p(z) =
bn/2c∑
k=0
(−1)k λ
k
k!
D2kp(z) ∈ Rn[z] ∩ Sδ,
where δ =
√
max{µ2 − 2λ, 0}.
Note that Theorem 1.7 follows quickly from Theorem 1.6 by observing the limit
(uniform on compact sets)(
cos
(√
λ
n
D
))n
→ exp(−λD2) (n→∞). (1.1)
H. Ki, Y. Kim, and J. Lee, proved generalizations of Theorem 1.7 in the case where
the polynomial p is replaced by a transcendental entire function with a finite number
6 P. BRA¨NDE´N AND M. CHASSE
of zeros outside of a prescribed strip [26]. The differential operators furnished by
Theorem 1.6 are limited to those of the form A cos(λD+r), a, λ, r ∈ R. Prior to this
work, the operators given by Theorem 1.6 together with e−λD
2
, λ > 0 were, to our
knowledge, the only known operators that narrow the strip (up to composition).
The next theorem, proved in Section 3, provides a large class of new operators
which map Sµ(R) to Sδ(R), with δ < µ for µ > 0.
Theorem 1.8. Let T =
∑∞
k=0 akD
k = h(D)eiλD be a differential operator with
constant coefficients ak ∈ C, k = 0, 1, 2 . . . , T ∗ :=
∑∞
k=0 a¯kD
k, and suppose that
h(w) ∈ P(H∗). If p ∈ Sµ(R), then
(T + T ∗)(p(z)) = h(D)p(z + iλ) + h∗(D)p(z − iλ) ∈ Sδ(R),
where δ =
√
max{µ2 − λ2, 0}, and h∗(z) = h(z¯).
Remark 1.9. If T =
∑∞
k=0 akD
k is a differential operator as in Theorem 1.8, then
T : P(H)→ P({Im z > −λ}), λ ≥ 0, if and only if T has the form T = h(D)eiλD,
where h(D) is a stability preserving differential operator. The corresponding symbol
of such an operator is GT (z, w) = h(−w)e−iλw, where h(−w) ∈ P(H) (by [3,
Theorem 6]) or equivalently h(w) ∈ P(H∗).
Remark 1.10. Let S(t) = h(it)e−λt + h∗(it)eλt, where h(w) ∈ P(H∗). Theorem
1.8 implies that functions with the form of S satisfy property (I) in the definition
of strong universal factors (see Theorem 4.5). Recently, a preprint of D. Cardon
appeared where he shows that an operator with property (I) of strong universal
factors must have order at least one and either mean or maximal type [9].
Note that Theorem 1.6 is a special case of Theorem 1.8, where the operator h
is multiplication by ξ. In Section 3, Theorem 1.8 is used to prove the following
generalization of a theorem of Po´lya, who showed that the finite cosine transforms
of positive increasing functions have only real zeros [40, Problem 205].
Theorem 1.11. Let f(z) be an entire function with the representation
f(z) =
∫ 1
0
cos(λzt)g(t) dt,
where the function g is non-negative and non-decreasing, and λ ∈ R. The differen-
tial operator f(D) maps Sµ(R) to Sδ(R), where δ =
√
max{µ2 − λ2/4, 0}.
Theorems 1.8 and 1.11 provide a means of constructing a substantially more
diverse collection of differential operators which map polynomials in Sµ(R) to poly-
nomials whose zeros lie in a narrower strip. For example, Theorem 1.11 implies
that the zeroth Bessel function, J0(z) (see (3.8)), will shrink the strip containing
the zeros of a real polynomial when applied as a differential operator J0(D). We
will frequently reference the following class of entire funtions.
Definition 1.1. A real entire function ϕ(x) =
∑∞
k=0 γkx
k/k! is in the Laguerre-
Po´lya class, written ϕ ∈ L P, if it can be expressed in the form
ϕ(x) = cxme−ax
2+bx
ω∏
k=1
(
1 +
x
xk
)
e−x/xk (0 ≤ ω ≤ ∞),
where b, c, xk ∈ R, m is a non-negative integer, a ≥ 0, xk 6= 0, and
∑ω
k=1 1/x
2
k <∞.
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Laguerre and Po´lya proved thatL P = P(H∪H∗); that is, the Laguerre-Po´lya
class consists precisely of functions which are locally uniform limits of polynomials
which have only real zeros. An immediate consequence of Theorem 1.2 is that dif-
ferential operators with constant coefficients, which preserve the set of polynomials
whose zeros lie in a given strip, must be of the form ϕ(D), where ϕ is an entire
function in the Laguerre-Po´lya class (Corollary 2.7).
We continue with a series of lemmas and the proof of Theorems 1.1 and 1.2 in
Section 2. Mo¨bius images of the strip are addressed in Appendix A. In Section 3,
necessary and sufficient conditions are given for a linear operator T : R[z] → R[z]
to preserve Sµ, µ ≥ 0 for real polynomials (Propositions 3.10, 3.12), although a
characterization involving the operator symbol is not obtained. These results are
then applied to prove Theorems 1.8 and 1.11. The main results are extended to
transcendental entire functions in Bargmann-Fock spaces in Section 4 (see Theorems
4.3, 4.5 and 4.7). In Section 5, we extend a theorem of N. G. de Bruijn and L. Ilieff
which states a sufficient condition for a Fourier transform to have only real zeros
(Theorem 5.5, Corollary 5.6).
Ackowledgements. Both authors would like to thank the American Institute of
Mathematics for their hospitality during December of 2011 when this project was
initiated. We also thank Professor George Csordas for providing thorough feedback
on an earlier version of the manuscript.
2. Strip preservers for complex polynomials
In this section, Theorem 1.1 is proved using a property of linear transformations
which map complex polynomials stable on half-planes separated by a line, to poly-
nomials stable on another region (Lemma 2.5). At the end of the section, Theorem
1.2 is proved, and a characterization for open strip preservers is given (Corollary
2.10). The classical result known as Hurwitz’s Theorem (see [10, footnote 3, p.
22] for a multivariate version) will be invoked frequently by name throughout the
paper. The proof of Theorem 1.1 requires several lemmas, including the following
generalization of the classical Hermite-Biehler theorem.
Lemma 2.1 ([4, Lemma 2.8]). Let p = q + ir ∈ C[z1, . . . , zn], where q and r are
real polynomials. The following are equivalent:
(i) p is stable;
(ii) q + wr ∈ R[z1, . . . , zn, w] is stable.
Remark 2.2. For later use we note that Lemma 2.1 extends readily to transcendental
entire functions by Hurwitz’s theorem. The resulting statement is that p = q +
wr ∈ P(Hn) if and only if q + wr is real stable; that is, q + wr ∈ P(Hn × H) ∩
R[[z1, . . . , zn, w]].
Lemma 2.3. Let f(z1, . . . , zn) and g(z1, . . . , zn) be multivariate entire functions,
let Ω ⊂ Cn be a connected set, and let C ⊂ C be a closed set such that C \ C has
exactly two connected components A and B. If h = f + zn+1g is non-zero on Ω×C
and g is non-zero on Ω (or g ≡ 0), then h is either non-zero on Ω × (A ∪ C) or
Ω× (B ∪ C).
Proof. Clearly we may assume that g 6≡ 0. By assumption
ζ ∈ Ω implies − f(ζ)
g(ζ)
/∈ C.
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Connectivity prevents the event that −f(ζ1)/g(ζ1) ∈ A and −f(ζ2)/g(ζ2) ∈ B for
some ζ1, ζ2 ∈ Ω. Hence −f(ζ)/g(ζ) ∈ A for all ζ ∈ Ω or −f(ζ)/g(ζ) ∈ B for all
ζ ∈ Ω, and the lemma follows. 
Lemma 2.4 below describes linear spaces of multivariate entire functions which
are non-zero on a given region. A case of special relevance in Lemma 2.4 is that
of a linear space of stable polynomials, which is proved in [4, Lemma 3.2] in a less
general form.
Lemma 2.4. Let V be a K-linear space of multivariate entire functions which are
non-zero on Ω, where K = R or C and Ω ⊆ Cn is a non-empty set.
(i) If K = R, Ω has non-empty interior and each non-zero element of V is
non-zero on Ω, then dimR V ≤ 2.
(ii) If K = C and each non-zero element of V is non-zero on Ω, then dimC V ≤
1.
Proof. We first prove (ii). Suppose that there are two linearly independent entire
functions f and h in V . Then the function G(ξ, ζ) = f(ξ) + ζh(ξ) is non-zero on
Ω for all ζ ∈ C. Given any ω ∈ Ω, h(ω) 6= 0 by definition, and there is a zero
of G(ω, ζ) at ζ0 = −f(ω)/h(ω). Therefore, f + ζ0h has a zero in Ω, and this is a
contradiction.
To prove (i) we may assume that Ω is open and connected, since otherwise we
may replace Ω by an open and connected subset of Ω. Suppose that there are three
linearly independent functions f1, f2 and f3 in V . Then f1 + vf2 + wf3 is non-
zero on Ω × R2. By possibly multiplying f2 or f3 by −1, Lemma 2.3 implies that
f1 + vf2 +wf3 is non-zero on Ω×H2. The entire function λ−1(f1 + λvf2 + λwf3)
is non-zero on Ω × H2 for all λ > 0, so that by Hurwitz’s Theorem vf2 + wf3 is
non-zero on Ω×H2. We claim that f2 + ζf3 is non-zero on Ω for all ζ ∈ C. Indeed,
w/v attains all values in C except non-negative real values for w, v ∈ H. However,
f2 + ζf3 is assumed to be non-zero on Ω for real values of ζ also, so the claim
follows. This gives a contradiction by what has already been established in (ii). 
Lemma 2.5. Let T : Cn[z] → C[z] be a linear operator of rank greater than one.
Let S ⊂ C be an open non-empty strip, let L ⊂ S be any line in S, let the half-planes
H1 and H2 be the connected components of the complement of L, and let Ω ⊆ C be
a connected set with non-empty interior.
If T : Pn(S′) → P(Ω) ∪ {0}, then T : Pn(H1) → P(Ω) ∪ {0} or T : Pn(H2) →
P(Ω) ∪ {0}.
Proof. By a change of variables we may assume that L is the real line and H1 = H,
the open upper half-plane. Assume first that there is a polynomial p(z) of degree
n with only real and simple zeros for which T (p)(z) ≡ 0. Then, by Hurwitz’s
theorem, for each polynomial q(z) ∈ Cn[z] there is a number  > 0 for which
p(z) + q(z) ∈ P(S′). Since T (q) = T (p + q), we have T (q) ∈ P(Ω) ∪ {0}. We
conclude that T (Cn[z]) ⊆ P(Ω)∪{0} and by Lemma 2.4 that dimC(T (Cn[z])) ≤ 1,
which contradicts the hypothesis. Hence the image of each polynomial of degree n
with only real and simple zeros is Ω-stable.
Suppose that p(z) = q(z) + ir(z) has all its zeros in H2. By the Hermite–Biehler
Theorem [41, p. 197] and the Hermite-Kakeya Theorem [41, p. 198], q(z)+αr(z) has
only real and simple zeros for all α ∈ R. By what we observed above, Fp(z, w) :=
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T (q)(z) +wT (r)(z) is Ω×R-stable. Lemma 2.3 now implies that Fp(z, w) is either
Ω×H1-stable or Ω×H2-stable.
Now assume that there are two polynomials pj(z) = qj(z) + irj(z), j = 1, 2, that
have all their zeros in H2 and such that Fpj (z, w) is Ω×Hj-stable. Let pt, t ∈ [1, 2],
be a homotopy between p1 and p2 such that Fpt is Ω × R-stable for 1 ≤ t ≤ 2. It
follows that there is a t ∈ [1, 2] for which F (pt) = T (qt) + wT (rt) is Ω×H1-stable
and Ω×H2-stable. Thus, F (pt) is Ω×C stable, which cannot happen as observed
in the proof of Lemma 2.4 (ii).
We have proved that either Fp is Ω ×H1-stable for all p that have all zeros in
H2, or Fp is Ω×H2-stable for all p that have all zeros in H2. Setting w = i in Fp,
the Hermite–Biehler theorem now implies the conclusion of the lemma. 
Remark 2.6. If S is an open strip or a closed strip with non-zero interior and
T : Pn(S′)→ P(Ω) ∪ {0} is a linear operator with rank greater than one, then for
any line in S with complement H1 ∪H2,
T : Pn(H1)→ P(Ω) ∪ {0} or T : Pn(H2)→ P(Ω) ∪ {0}. (2.1)
This follows immediately from Lemma 2.5 and a limiting argument, by first showing
(2.1) for the open strip, and then letting the lines approach the edge from the
interior of a closed strip.
We now give the proofs of Theorems 1.1 and 1.2, which are stated in the intro-
duction.
Proof of Theorem 1.1. If T has rank one or less then it is clear that it must have
form (i), whose sufficiency is clear also, so assume otherwise. If T satisfies conditions
(a) and (b) of (ii), then it follows immediately that T satisfies one of four conditions:
(1) T : P(H1)→ P(H1) ∪ {0} and T : P(H1)→ P(H2) ∪ {0},
(2) T : P(H1)→ P(H1) ∪ {0} and T : P(H2)→ P(H2) ∪ {0},
(3) T : P(H1)→ P(H2) ∪ {0} and T : P(H2)→ P(H1) ∪ {0},
(4) T : P(H2)→ P(H1) ∪ {0} and T : P(H2)→ P(H2) ∪ {0}.
In any case, T : P(H1∪H2)→ P(H1∪H2)∪{0}, and thus the sufficiency direction
is clear.
To prove necessity, suppose that T preserves H1 ∪H2-stability. For an open set
U, define the superscript notation
Ur = Int(C \ U).
By Lemma 2.5 and Remark 2.6, either T : Pn(H1)→ P(H1)∪{0}, or T : Pn(Hr1 )→
P(H1) ∪ {0}. We first prove the following claim, from which the proof of necessity
quickly follows.
Claim : If T : Pn(Hr1 ) → P(H1) ∪ {0}, then T : Pn(H2) → P(H1) ∪ {0} or
T : Pn(H1)→ P(H1) ∪ {0} .
Let 0 ≤ t ≤ 1, and define
Kt = {z ∈ C : z = tz1 + (1− t)z2, z1 ∈ H2, z2 ∈ Hr1}
one may check that Kt is a half-plane for each t ∈ [0, 1], and that it is a continuous
parametrization between K0 = H
r
1 and K1 = H2. As above, Lemma 2.5 and
Remark 2.6 imply that T : Pn(Kt) → P(H1) ∪ {0} or T : Pn(Krt ) → P(H1) ∪ {0}
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for each 0 ≤ t ≤ 1. If T : Pn(Kt) → P(H1) ∪ {0} for all 0 < t < 1, then by
Hurwitz’s theorem T : Pn(K1) → P(H1) ∪ {0} and we have proved the claim.
Assume therefore that T : Pn(Krs ) → P(H1) ∪ {0} for some 0 < s < 1. We
separately address the following two possible cases:
(A) There is an  > 0 for which T : Pn(Kt)→ P(H1) ∪ {0} for all 0 ≤ t < .
(B) There is no  > 0 for which T : Pn(Kt)→ P(H1) ∪ {0} for all 0 ≤ t < .
If (A) holds, then by Hurwitz’s theorem there is a smallest s, 0 < s < 1, such
that T : Pn(Krs ) → P(H1) ∪ {0}. To show this, let S be the set of all values of t
for which T : Pn(Krt ) → P(H1) ∪ {0}, and suppose that smin = inf S 6∈ S. Then
there must exist a countable sequence of values {sν}∞ν=0 in S with sν → smin. Since
T : Pn(Krsν )→ P(H1)∪ {0} for all ν = 0, 1, 2, . . ., and H1 is an open set, it follows
by Hurwitz’s Theorem that T : Pn(Krsmin) → P(H1) ∪ {0}, which contradicts our
assumption smin 6∈ S. Therefore, it must be that smin ∈ S, and henceforth let
s = smin. Note that by Hurwitz’s theorem, T : Pn(Ks) → P(H1) ∪ {0} as well,
by approaching s from below. Thus, T : Pn(Krs ) ∪ Pn(Ks) → P(H1) ∪ {0}. Let
G(z, w) = T [(z − w)n]. By what we have observed, for each v ∈ C, G(z, v) ∈
P(H1) ∪ {0}, since (z − v)n ∈ Pn(Ks) ∪ Pn(Krs ) for all v ∈ C. Suppose that
G(z, v) ≡ 0 for some v ∈ C. If v is in the interior of the strip, then for each
q(z) ∈ Cn[z] there is an  > 0 such that all zeros of (z − v)n + εq(z) are in the
interior of the strip. It follows that T (q) = T (εq + G(z, v))/ε ∈ P(H1) ∪ {0},
thus T (Cn[z]) ⊆ P(H1), and we arrive at a contradiction by Lemma 2.4. When
v is not in the interior of the strip, it is in the interior of either Ks or K
r
s . Since
T : Pn(Krs ) → P(H1) ∪ {0} and T : Pn(Ks) → P(H1) ∪ {0}, the same argument
may be applied to show that if G(z, v) ≡ 0 for v ∈ C outside the interior of the strip,
then T (Cn[z]) ⊆ P(H1), and we arrive at a contradiction by Lemma 2.4 again. We
conclude that G(z, w) is H1 × C-stable. By the fundamental theorem of algebra,
this cannot happen unless T (zk) ≡ 0 for all k > 1; i.e., T has rank at most one.
Since by assumption the rank of T is 2 or more, case (A) cannot occur.
If (B) holds, then by Hurwitz’s theorem T : Pn(H1) → P(H1) ∪ {0}, and this
completes the proof of the claim.
From Lemma 2.5 and the claim, we may conclude that T : Pn(H1)→ P(H1)∪{0}
or T : Pn(H2) → P(H1) ∪ {0}. By symmetry, the same statement must hold
when P(H2) is the range; that is, T : Pn(H1) → P(H2) ∪ {0} or T : Pn(H2) →
P(H2) ∪ {0}. This completes the proof of necessity. 
Proof of Theorem 1.2. Set H2 = H
∗
1 , and let L1(p(z)) = p(z − iµ) and L2(p(z)) =
p(−z − iµ), be linear changes of variables which map P(H) to P(H1) and P(H2)
respectively. By the transcendental characterization of stability preservers [3, The-
orem 6] and Theorem 1.1, satisfying both (iia) and (iib) in Theorem 1.2 (also see
conditions (I) and (II) below) implies that T preserves H1 ∪H2-stability. For the
opposite direction, if T preserves H1∪H2-stability, then Theorem 1.1 part (ii) holds
for all degrees n. From the algebraic characterization of stability preservers in [3,
Theorem 4], conditions (a) and (b) of Theorem 1.1, for an operator of rank one or
more, are equivalent to the following conditions (with the identically zero function
forbidden):
(A) L−11 TL1((z+w)
n) ∈ P(H×H)∪{0} or L−11 TL2((z+w)n) ∈ P(H×H)∪{0};
(B) L−12 TL1((z+w)
n) ∈ P(H×H)∪{0} or L−12 TL2((z+w)n) ∈ P(H×H)∪{0}.
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If one of the conditions in (A) or (B) holds, then it holds for all degrees m ≤ n as
well [3, Lemma 4]. Thus if T preserves H1 ∪H2-stability on C[z], then one of the
conditions in (A) holds for all n and one of the conditions in (B) holds for all n.
The statement of the theorem then follows from the equivalence of the algebraic
and transcendental characterizations of stability preservers given in [3, Corollary 2]
and [3, Theorem 6]. Namely, an operator T of rank one or more preserves H1 ∪H2
stability if and only if it satisfies
(I) L−11 TL1(e
−zw) ∈ P(H ×H) ∪ {0} or L−11 TL2(e−zw) ∈ P(H ×H) ∪ {0};
(II) L−12 TL1(e
−zw) ∈ P(H ×H) ∪ {0} or L−12 TL2(e−zw) ∈ P(H ×H) ∪ {0}.
These conditions simplify to those stated in the theorem. 
An operator T which preserves Sµ(R), µ ≥ 0, will be referred to as a real strip
preserver (to be used in the sequel). If the operator T in Theorem 1.2 commutes
with the translation operator and the strip C \ (H1 ∪H2) is symmetric about the
real axis, then the conditions in Theorem 1.2 simplify to those for preservers of
polynomials with only real zeros, which are characterized in [3, Theorem 5]. This
provides a characterization of the differential operators with constant coefficients
which preserve the set of polynomials whose zeros all lie in a strip.
Corollary 2.7. If f(z) is a formal power series with real coefficients, then f(D)
preserves Sµ, µ ≥ 0 if and only if f ∈ L P.
The sufficiency direction of Corollary 2.7 was already known to Po´lya [41, pp 155–
158].
A multiplier sequence is a real sequence, {γk}∞k=0, which defines a linear operator
T : R[z] → R[z] by T (zk) = γkzk that preserves reality of zeros. It is elementary
to show that the terms of a multiplier sequence must either have the same sign
or alternate in sign. G. Csordas and T. Craven characterized multiplier sequences
that map any polynomial p ∈ C[z] to a polynomial whose zeros lie in the convex
hull formed of the zeros of p and the origin [14]: the sequence {γk}∞k=0 must be a
constant multiple of a non-negative, non-decreasing multiplier sequence. In addition
to these sequences, those with alternating signs also correspond to strip preserving
operators.
Proposition 2.8. Let {γk}∞k=0 be a real sequence. The linear operator T : C[z]→
C[z] defined by T (zk) = γkzk preserves Sµ if and only if either {γk}∞k=0 or {(−1)kγk}∞k=0
is a constant multiple of a non-decreasing, non-negative multiplier sequence.
Proof. Let the exponential generating function for the sequence {γk}∞k=0 be denoted
by
ϕ(z) =
∞∑
k=0
γk
k!
zk.
The symbol of T is then GT (z, w) = ϕ(−zw). By Theorem 1.2, T is a strip preserver
if and only if
eiµwϕ(−zw) ∈ P(H1 ×H) or eiµwϕ(zw) ∈ P(H1 ×H)
and
eiµwϕ(−zw) ∈ P(H2 ×H) or eiµwϕ(zw) ∈ P(H2 ×H).
In any case, it is necessary that for all w = r ∈ R,
eirµϕ(−rz) ∈ P(H1) ∩ P(H2),
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and therefore ϕ(z) has only real zeros. Suppose that eiµwϕ(−zw) ∈ P(H1 × H).
Then setting w = ir, r > 0, implies that eµwϕ(−irz) ∈ P(H1 ×H), which restricts
ϕ(z) to have only real non-positive zeros, and furthermore to be a function which
is a locally uniform limit of polynomials with only real non-positive zeros. One
may conclude that the order of ϕ is at most one, and that {γk}∞k=0 is a multiplier
sequence [29, Chapter VII]. In the other case, when eiµwϕ(zw) ∈ P(H1 ×H), ϕ(z)
must have only real non-negative zeros (ϕ(−z) has only real non-positive zeros).
Assume that ϕ has only real non-positive zeros. According to the observations
above, ϕ is locally uniform limit of polynomials with only real non-positive zeros,
and it therefore possesses the Hadamard factorization [29, Chapter VIII]
ϕ(z) = ceazzm
ν∏
k=1
(
1 +
z
zk
)
, (0 ≤ ν ≤ ∞),
where a ≥ 0, c ∈ R, m is a non-negative integer, zk > 0 for k = 1, 2, 3, . . ., and∑∞
k=1 1/zk <∞. Then,
eiµwGT (z, w) = ce
−aw(z−iµ/a)(−zw)m
ν∏
k=1
(
1− zw
zk
)
,
is in P(H1×H) if and only if a ≥ 1. From [14, Lemma 2.2] of Craven and Csordas,
it follows that for c > 0, 0 ≤ γ0 ≤ γ1 ≤ γ2 ≤ · · · . In the case that ϕ has only real
non-negative zeros, the same holds for {(−1)kγk}∞k=0. 
With the following theorem of E. Melamud, a characterization for linear opera-
tors preserving the set of polynomials whose zeros lie in an open strip is obtained.
Theorem 2.9 ([32]). Let T : C[z] → C[z] be a linear operator, T : P(Ω) →
P(Ω) ∪ {0}, and Ω ⊂ C be an open set. Then T : P(Ω) → P(Ω) if and only if
T [zk] ∈ P(Ω), where k = min{m : T [zm] 6≡ 0}.
Corollary 2.10. Let T : C[z] → C[z] be a linear operator. T preserves the set of
polynomials whose zeros lie only in the open strip |Im z| < µ, P({|Im z| ≥ µ}),
if and only if it preserves Sµ and T [zk] ∈ P({|Im z| ≥ µ}), where k = min{m :
T [zm] 6≡ 0}.
The latter requirement in Corollary 2.10 may be stated in different forms. In
particular, zk may be replaced with any polynomial p ∈ C[z] with deg(p) = k.
Characterizations of Mo¨bius images of the strip are provided in Appendix A.
3. Strip preservers for real polynomials
We now seek a characterization of operators which preserve the set of real poly-
nomials whose zeros lie in a prescribed closed strip. A form of the Hermite-Biehler
Theorem is proved for polynomials whose zeros lie in a strip (Lemma 3.7), yielding
an equivalent condition for a linear operator to be a real strip preserver (Proposition
3.10). The section ends with the proofs of Theorems 1.8 and 1.11.
Let a linear operator T : Rn[z] → R[z] be extended to Cn[z] = Rn[z] ⊕ iRn[z]
by T (u + iv) = T (u) + iT (v) for u, v ∈ R[z]. While conditions (iia) and (iib) of
Theorem 1.1 are sufficient for T : Rn[z]→ R[z] to preserve H1 ∪H2-stability, they
are not necessary, as the following example demonstrates.
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Example 3.1. The operator T1 = e
−3D2/8 maps S1(R) to S1/2(R) by Theorem 1.7.
Let T2 be the scale transformation z 7→ 12z, which maps S1/2 to S1. The composition
T = T2 ◦ T1 then preserves S1(R), but not S1 (consider T (z − i) = z/2− i).
3.1. A class of entire functions. Throughout the rest of the section, let f∗(z) :=
f(z¯), and define the following class of functions for real µ ≥ 0,
Dµ = {f : |f(z)| > |f∗(z)| for Im z > µ, and f is entire}.
Note that for f ∈ Dµ, |f(z)| < |f∗(z)|, whenever Im z < −µ. A function in Dµ
may be of infinite order, although in subsequent investigations it may be beneficial
to consider the subclass of Dµ consisting only of those functions with finite order.
We require the lemma of de Bruijn which is used to prove Theorem 1.6, and state
it here in a modified form with the notation just defined.
Lemma 3.2 ([20, Lemma 1]). If p(z) ∈ Sδ(R), δ ≥ 0, then for λ > 0,
p(z + iλ) ∈ Dµ,
where µ =
√
max{δ2 − λ2, 0}.
Lemma 3.3. Let f = g + ih be an entire function, where g and h are real entire
functions. The following are equivalent.
(i) f ∈ Dµ.
(ii) wf(z) + f∗(z) 6= 0, whenever |w| ≥ 1 and Im z > µ.
(iii) g(z) + wh(z) 6= 0, whenever Im w ≥ 0 and Im z > µ.
Furthermore, if f ∈ Dµ, then f(z), g(z), and h(z) are non-zero for Im z > µ.
Proof. To show condition (i) is equivalent to condition (ii), note that f ∈ Dµ if
and only if
|f∗(z)|/|f(z)| < 1, Im z > µ.
This is in turn equivalent to
wf(z) + f∗(z) 6= 0, whenever |w| ≥ 1, Im z > µ.
Condition (ii) is equivalent to condition (iii) by virtue of the Mo¨bius transformation
w 7→ (w + i)/(w − i) which maps the upper half-plane to the exterior of the unit
disk, yielding the condition
w(f + f∗) + i(f − f∗) 6= 0, whenever Im w ≥ 0, Im z > µ.
Either setting w = 0 in (iii), or multiplying by 1/w and applying Hurwitz’s theorem
as |w| → ∞, shows that f(z), g(z), and h(z) are non-zero for Im z > µ. Note that
Dµ does not contain complex constant multiples of real entire functions, including
the identically zero function. This prevents the cases h ≡ 0 in the application of
Hurwitz’s theorem above. 
Remark 3.4. The conditions in Lemma 3.3 are similar to those for majorization in
[29, Ch. IX]. For µ = 0, the class of functions in Dµ is the class of de Branges
functions [19], called the Hermite-Biehler class of functions in [23], and includes the
Po´lya class, as defined by L. de Branges [18, p. 35].
Let Dµ be the closure of Dµ under uniform limits on compact subsets of C. The
following is an extension of Lemma 3.3 to functions in Dµ.
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Lemma 3.5. Let f = g + ih be an entire function, where g and h are real entire
functions. The following are equivalent.
(i) f ∈ Dµ.
(ii) Either f ≡ 0, or for |w| > 1, Im z > µ,
wf(z) + f∗(z) 6= 0.
(iii) Either f ∈ Dµ, or f = cϕ, where c ∈ C, and ϕ is a real entire function
such that ϕ(z) 6= 0 whenever Im z > µ.
(iv) Either f ≡ 0, or for Im w > 0, Im z > µ,
g(z) + wh(z) 6= 0.
Furthermore, f(z), g(z), and h(z) are either non-zero for Im z > µ or identically
zero.
Proof. We first show (i)⇔(ii). Assume (i) and let {fn}∞n=1 be a sequence of entire
functions in Dµ which converges uniformly on compact subsets of C to a function
f . Then by Lemma 3.3,
yn(z, w) := wfn(z) + f
∗
n(z) 6= 0, |w| > 1, Im z > µ, (3.1)
for each n ∈ N, and consequently by Hurwitz’s Theorem, either the inequality in
(3.1) holds in the limit n → ∞ or we obtain the identically zero function, which
establishes (ii). If (ii) holds and f is not identically zero, then
wf(z) + f∗(z) 6= 0, |w| > 1, Im z > µ,
and f(z) 6= 0 for Im z > µ by Hurwitz’s theorem. It follows that |f∗(z)|/|f(z)| ≤ 1
for Im z > µ. Let un(z) = (1 + iz/n)f(z) define a sequence of entire functions
{un}∞n=1 which converge to f uniformly on compact subsets of C. For each n ∈ N,
|u∗n(z)|
|un(z)| =
∣∣∣∣1− iz/n1 + iz/n
∣∣∣∣ ∣∣∣∣f∗(z)f(z)
∣∣∣∣ < 1, Im z > µ.
Therefore, wun(z) + u
∗
n(z) 6= 0, for |w| ≥ 1, Im z > µ. By Lemma 3.3, un ∈ Dµ for
each n, thus f ∈ Dµ.
Conditions (ii) and (iv) are seen to be equivalent by applying the same Mo¨bius
transformation as in the proof of Lemma 3.3. Note that if (ii) and (iv) are satisfied,
then f(z), g(z), and h(z) are either non-zero for Im z > µ or identically zero by
Hurwitz’s theorem.
It is easy to see that (iii)⇒(i)∧(ii). Moreover if (ii) is satisfied and 0 6≡ f 6∈ Dµ,
then f∗(z) = −wf(z) for some |w| = 1. It follows that f = cϕ, where c ∈ C, and
ϕ is a real entire function. Hence, ϕ is non-zero for Im z > µ as observed in the
previous paragraph. This establishes (ii)⇒(iii). 
Let Dµ(R) be the subclass of real entire functions in Dµ, and note that by
Proposition 3.5, if f(z) ∈ Dµ(R), then f(z) is non-zero for |Im z| > µ. For entire
functions f and g we define the µ-Wronskian by
Wµ[f, g](z) :=
sin(µD)f
µ
· cos(µD)g − cos(µD)f · sin(µD)g
µ
=
1
2µi
(f(z + iµ)g(z − iµ)− f(z − iµ)g(z + iµ)). (3.2)
Note that Wµ[f, g] reduces to the usual Wronskian W0[f, g] := f
′g − fg′ when
µ→ 0.
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Lemma 3.6. Let µ ≥ 0 and f = g + ih, where g and h are real entire functions.
(i) f ∈ Dµ if and only if Wλ[h, g](x) < 0 for all λ > µ and x ∈ R.
(ii) If f ∈ Dµ, then Wµ[h, g](x) ≤ 0 for all x ∈ R.
(iii) If f∗ ∈ Dµ, then Wµ[h, g](x) ≥ 0 for all x ∈ R.
(iv) If f ∈ Dµ, then Wµ[h, g] ≡ 0 if and only if f ∈ Dµ \Dµ.
Proof. Let µ ≥ 0 and f = g + ih. By Lemma 3.3 (iii), f ∈ Dµ if and only if for all
λ > µ,
g(x+ iλ) + wh(x+ iλ) = 0 implies Im w < 0.
If h(x+ iλ) = 0, then Wλ[h, g] = 0 and f /∈ Dµ. If h(x+ iλ) 6= 0, then
Im w = −Im g(x+ iλ)
h(x+ iλ)
= λ
Wλ[h, g](x)
|h(x+ iλ)|2 ,
which proves (i).
Statements (ii) and (iii) follow by continuity and the anti-symmetry of Wµ.
For (iv), assume f ∈ Dµ and Wµ[h, g] ≡ 0, where µ > 0. If h ≡ 0, then f ∈
Dµ\Dµ by Lemma 3.5 (iii). If h 6≡ 0, then by (3.2), g(z)/h(z) = g(z+2µi)/h(z+2µi)
for all z ∈ C such that h(z) 6= 0. If g(z)/h(z) is not a constant, then there is a w ∈ H
such that g(z)/h(z) + w is periodic and somewhere 0. Hence the entire function
g(z) + wh(z) = h(z)(g(z)/h(z) + w) fails to satisfy Lemma 3.5 part (iv), unless
g(z)/h(z) is a constant. Now g(z)/h(z) is a constant precisely when f ∈ Dµ \Dµ.
For µ = 0, the condition is easily seen to imply that g and h are constant multiples
of each other. 
Note that by Lemma 3.6 (ii), the class of functions associated to a fixed h ∈ Dµ(R)
by
{f : f + ih ∈ Dµ, f is a real entire function}
forms a cone (it is closed under convex sums).
A real linear space of entire functions, all of which are non-zero on the same
prescribed region, can have dimension at most two by Lemma 2.4. Consequently,
Lemma 3.7 is an analog to the Hermite-Biehler Theorem for polynomials in Dµ,
and characterizes linear spaces of real polynomials whose zeros lie in a strip.
Lemma 3.7. Let f be an entire function. Then f ∈ Dµ ∪ D∗µ if and only if
f = g + ih, where g and h are real entire functions such that
αg + βh ∈ Dµ(R) \ {0} for all (α, β) ∈ R2 \ {(0, 0)}. (3.3)
Moreover f ∈ Dµ (f ∈ D∗µ) if and only if f satisfies (3.3) and Wµ[h, g](x) < 0
(Wµ[h, g](x) > 0) for some x ∈ R.
Proof. If f = g + ih ∈ Dµ ∪ D∗µ, then (3.3) follows from Lemma 3.3 (iii) and the
statement just below it.
For the converse consider the entire function in two variables g(z) +wh(z). It is
non-vanishing whenever Im z > µ and w ∈ R. By Lemma 2.3, g(z)+wh(z) is either
non-vanishing on {z : Im z > µ} × {w : Im w ≥ 0}, or on {z : Im z > µ} × {w :
Im w ≤ 0}. Hence either f ∈ Dµ or f∗ ∈ Dµ by Lemma 3.3.
If f ∈ Dµ ∪D∗µ, then Wµ[h, g](x) 6= 0 for some x ∈ R by Lemma 3.6 (4). Hence,
the last statement follows from Lemma 3.6. 
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Remark 3.8. When µ = 0, Lemma 3.7 reduces to the ordinary Hermite-Biehler
Theorem, with the interlacing condition replaced by an equivalent condition on the
span of g and h [34, pp. 12–13].
Let Pµ be the set of polynomials in Dµ defined by
Pµ = Dµ ∩ C[z].
Note that Pµ is a subset of the polynomials that are stable on the half-plane Im z >
µ. By Lemma 3.7, Pµ consists of precisely those polynomials in P({z : Im z > µ})
which can be written as g+ ih, where the real polynomials g and h form a Hermite-
Biehler type pair (although g, h may have non-real zeros). By the classical Hermite-
Biehler theorem [34, pp. 12–13], a stable polynomial will satisfy this condition, and
thus the following strict inclusions hold:
P(H) ⊂ Pµ ⊂ P({z : Im z > µ}). (3.4)
We now prove that the set of polynomials in Pµ of degree less than n ∈ N, and
its interior, are connected. The proof of this relies on deforming polynomials in
Pµ into stable polynomials, and using the the connectedness of the set of stable
polynomials of degree less than n. Note that any stable polynomial of degree d < n
may be obtained as a limit of stable polynomials of degree n by letting n− d zeros
tend to infinity in the lower half-plane.
Lemma 3.9. Both Pµ ∩ Cn[z] and its interior, Int(Pµ ∩ Cn[z]), are connected.
Moreover, each polynomial in Pµ ∩ Cn[z] is the limit of polynomials in Int(Pµ ∩
Cn[z]).
Proof. We claim that for each 0 ≤ t ≤ µ,
cos(tD) : Pµ → Pδ(t),
where δ(t) =
√
µ2 − t2. This will prove the first part of the lemma by the following
arguments. Note that P0 ∩Cn[z] is the set of stable polynomials of degree at most
n, and Int(P0 ∩ Cn[z]) is the set of stable polynomials of degree at most n with
no real zeros, respectively. These sets are obviously connected. Hence, given the
claim, this proves that Pµ ∩ Cn[z] is connected, since we may first continuously
deform a polynomial p ∈ Pµ to a stable polynomial using cos(tD), 0 ≤ t ≤ µ,
and we may connect any two stable polynomials. Since cos(tD) : Cn[z]→ Cn[z] is
invertible and continuous we have cos(tD) : Int(Pµ ∩ Cn[z]) → Int(Pδ(t) ∩ Cn[z]),
which implies that we may connect any two polynomials in Int(Pµ ∩Cn[z]) as just
described.
Note that the claim is true for real polynomials in Pµ by Theorem 1.6. For
complex polynomials in Pµ we argue as follows. By continuity it suffices to consider
p = q + ir ∈ Dµ ∩ Cn[z]. Then αq + βr ∈ Pµ ∩ Rn[z] for all α, β ∈ R, by Lemma
3.7. Hence, α cos(tD)q + β cos(tD)r ∈ Pδ(t) ∩ Rn[z] for all α, β ∈ R, and thus
cos(tD)p ∈ Pδ(t) ∪ P∗δ(t) for all 0 ≤ t ≤ µ by the same lemma. If the claim is
false, then cos(tD)p ∈ P∗δ(t) for some 0 ≤ t ≤ µ. However, for small t > 0,
Wδ(t)[cos(tD)q, cos(tD)r](x) < 0 for some x ∈ R by continuity and Lemma 3.7, and
therefore cos(tD)p ∈ Pδ(t) for sufficiently small t > 0 by the same lemma. It follows
by continuity that there is a 0 < t ≤ µ such that cos(tD)p ∈ Pδ(t) ∩P∗δ(t), and thus
cos(tD)p is a complex constant multiple of a real polynomial by Lemma 3.5 (iii);
that is,
cos(tD)(αq + βr) ≡ 0 for some (α, β) ∈ R2 \ {(0, 0)}.
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Since cos(tD) is invertible this implies that αq + βr ≡ 0, which is a contradiction.
This proves the claim.
If µ = 0, the second statement is clear, so let µ > 0. If p ∈ Dλ ∩ Cn[z] for some
0 ≤ λ < µ, then
p(z) + wp∗(z) 6= 0, whenever |w| ≤ 1 and Im z ≥ µ (3.5)
by Lemma 3.3 (ii). For each fixed |w0| ≤ 1, the set of polynomials which satisfy
p(z) + w0p
∗(z) 6= 0 is open, and since {w : |w| ≤ 1} is compact, the set of polyno-
mials satisfying (3.5) is open. It follows that Dλ ∩ Cn[z] ⊆ Int(Pµ ∩ Cn[z]). Hence
if, p ∈ Dµ ∩ Cn[z], then cos(D)p ∈ Int(Pµ ∩ Cn[z]) for each  > 0. Otherwise, if
p ∈ Pµ ∩ Cn[z] is not in Dµ ∩ Cn[z], then p is a constant multiple of a real poly-
nomial and by Lemma 3.2, p(z + i) ∈ Int(Pµ ∩ Cn[z]) for each  > 0 by the same
arguments (unless p is a constant, which is clearly in Int(Pµ ∩ Cn[z])). 
The polynomials of degree 1 in Dµ are simply those with a zero in the closed
lower half-plane, and descriptions of the degree 2 polynomials in Dµ using the
location of zeros are more complicated. The structure of Dµ appears non-trivial
and open to investigation.
3.2. Real strip preservers. Recall that H is defined to be the open upper half-
plane. We use the notation that for a set of polynomials S,
S∗ = {p∗ : p ∈ S}.
An operator which preserves real zeroed polynomials must be either stability pre-
serving or stability reversing [3], meaning either T (P(H)) ⊆ P(H)∪{0} or T (P(H)) ⊆
P∗(H)∪ {0}. A salient feature of the class Pµ is that preserving the strip of width
µ is equivalent to either preserving or reversing Pµ. This yields the following “char-
acterization” of real strip preservers.
Proposition 3.10. Let T : Rn[z]→ R[z] be a linear operator.
Then T : Sµ ∩ Rn[z]→ Sµ(R) ∪ {0} if and only if either
(i) dimR(T ) ≤ 2 and T has the form
T (p) = α(p)Q+ β(p)R,
where α, β : Rn[z]→ R are linear functionals, and Q+ iR ∈ Pµ, or
(ii) either T (Pµ ∩ Cn[z]) ⊆ Pµ or T (Pµ ∩ Cn[z]) ⊆ P∗µ.
Proof. Consider first the case where dimR(T ) > 2. By Lemma 3.5, the set of real
polynomials in Pµ is Sµ(R)∪ {0}. Thus, if T is a real linear operator such that (ii)
holds, then T : Sµ∩Rn[z]→ Sµ(R)∪{0}. For the converse, suppose T (Sµ∩Rn[z]) ⊆
Sµ(R). Then for p = q + ir ∈ Pµ of degree at most n, T (q) + wT (r) ∈ Pµ for all
real w, by Lemma 3.7. By Lemma 3.7 again, T (p) = T (q) + iT (r) is either in Pµ
or P∗µ. Hence, T (Pµ ∩ Cn[z]) ⊆ Pµ ∪ P∗µ, and we claim that T (Pµ ∩ Cn[z]) ⊆ Pµ
or T (Pµ ∩ Cn[z]) ⊆ P∗µ. It is sufficient to show that T (Int(Pµ ∩ Cn[z])) ⊆ Pµ
or T (Int(Pµ ∩ Cn[z])) ⊆ P∗µ, by Lemma 3.9. Suppose that there are p1, p2 ∈
Int(Pµ ∩ Cn[z]) with T (p1) ∈ Pµ and T (p2) ∈ P∗µ. Then by Lemma 3.9, there is
a polynomial p ∈ Int(Pµ ∩ Cn[z]) such that T (p) ∈ Pµ ∩ P∗µ. By Lemma 3.5, the
space Pµ ∩ P∗µ is precisely the set of complex constant multiples of polynomials in
Sµ(R). By multiplying p by a suitable complex constant we may thus assume that
iT (p) ∈ Pµ ∩ R[z], and thus p = q + ir where T (q) ≡ 0. Now let h ∈ Rn[z] be
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arbitrary. Then, since p ∈ Int(Pµ ∩Cn[z]), there is an  > 0 such that p+ h ∈ Pµ.
Hence T (h) + iT (r) = T (p + h) ∈ Pµ. By Lemma 3.5 again this implies that
T (h) is either identically zero or in Sµ. We have proved that each element of the
linear space T (Rn[z]) is either identically zero or in Sµ. By Lemma 2.4, T can
have rank at most 2, which corresponds to the first case. Thus if dimR T > 2,
T [Int(Pµ ∩ Cn[z])] ⊆ Pµ or T [Int(Pµ ∩ Cn[z])] ⊆ P∗µ, and case (ii) holds.
If dimR(T ) ≤ 2, then T must have the form in (i) by Lemma 3.7. 
In the µ = 0 case, Proposition 3.10 provides the characterization of real stability
preservers [3] as stability preserving or reversing. If T preserves Sµ(R) for all
degrees, then Proposition 3.10 implies that either T (Pµ ∩ Cn[z]) ⊆ Pµ or T (Pµ ∩
Cn[z]) ⊆ P∗µ for all n ∈ N, yielding the following corollary.
Corollary 3.11. The linear operator T : R[z]→ R[z] preserves Sµ(R) if and only
if either
(i) dimR(T ) ≤ 2 and T has the form
T (p) = α(p)Q+ β(p)R,
where α, β : R[z]→ R are linear functionals, and Q+ iR ∈ Pµ, or
(ii) either T (Pµ) ⊆ Pµ or T (Pµ) ⊆ P∗µ.
From Corollary 3.11, one immediately obtains the following necessary condition
for a real strip preserver.
Proposition 3.12. Let T : R[z] → R[z], H1 = {z : Im z > µ}, and H2 = H∗1 . If
T preserves Sµ(R), then either
T (P(H)) ⊆ P(H1) ∪ {0} and T (P(H∗)) ⊆ P(H2) ∪ {0},
or
T (P(H)) ⊆ P(H2) ∪ {0} and T (P(H∗)) ⊆ P(H1) ∪ {0}.
Proof. By symmetry, it is only necessary to consider T (P(H)). Suppose h = q+ir ∈
P(H). By Lemma 2.1, q + λr ∈ P(H) ∩ R[z] for all λ ∈ R, and in particular
q + λr ∈ P(H1 ∪H2). Then either T (q + λr) ≡ 0 or
T (q + λr) = T (q) + λT (r) ∈ P(H1 ∪H2) for all λ ∈ R.
In the latter case, T (q) + iT (r) ∈ P(H1) ∪ P(H2) by Lemma 3.7, and Corollary
3.11 restricts the images of P(H) and P(H∗) to those stated, since T (P(H)) 6⊆
P(H2)∪{0} when T (Pµ) ⊆ Pµ, and T (P(H)) 6⊆ P(H1)∪{0} when T (Pµ) ⊆ P∗µ. 
The condition in Proposition 3.12 is not sufficient. For example, any scale trans-
formation, including a dilation which moves zeros outside the strip, will satisfy these
conditions. For the special case of a differential operator with constant coefficients,
the characterization (Corollary 3.17) is simple, and coincides with Corollary 2.7.
By the theory of real stability, we now obtain sufficient conditions to preserve Pµ.
Theorem 3.13. Let T : Cn[z] → C[z] be a linear operator with algebraic symbol
GT (z, ζ) = A(z, ζ) + iB(z, ζ), where A,B ∈ R[z, ζ]. If
A(z, ζ) + wB(z, ζ) 6= 0 whenever Im z > µ, Im ζ > −µ, and Im w > 0, (3.6)
then T : Pµ ∩ Cn[z]→ Pµ.
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Proof. Write T = R+ iJ , where R, J : Rn[z]→ R[z]. Then
T (f + ig) = R(f)− J(g) + i(J(f) +R(g)).
Define a linear operator T˜ : R(n,1)[z, w]→ R(n,1)[z, w] by
T˜ (f + wg) = R(f)− J(g) + w(J(f) +R(g)).
By way of Lemma 3.5, the result follows if we prove that (3.6) implies that T˜
preserves stability on {z : Im z > µ} × {w : Im w > 0}. By [4, Theorem 2.1], T˜
preserves such stability if GT˜ (z, ζ, w, v) = T˜ [(z + ζ)
n(w + v)] is non-zero whenever
Im z > µ, Im ζ > −µ, Im w > 0, and Im v > 0. Since
GT˜ = (w + v)
(
A(z, ζ) +
(
1
1/w + 1/v
− 1
w + v
)
B(z, ζ)
)
and
Im w > 0 and Im v > 0 implies Im
(
1
1/w + 1/v
− 1
w + v
)
> 0,
the proof follows. 
With a proof almost identical to that of Theorem 3.13, but using the transcen-
dental characterization of stability preservers [4, Theorem 2.3] we get the following
sufficient condition for preserving Pµ.
Theorem 3.14. Let T : C[z] → C[z] be a linear operator with symbol GT (z, ζ) =
A(z, ζ) + iB(z, ζ), where A,B ∈ R[z][[ζ]], and fix µ ≥ 0. If
eiµζ(A(z + iµ, ζ) + wB(z + iµ, ζ)) (3.7)
defines an entire function in P(H ×H ×H), then T : Pµ → Pµ.
Remark 3.15. The sufficient conditions to preserve Pµ in Theorems 3.13 and 3.14
are not necessary. For example, the transcendental symbol for the operator T in
Example 3.1 is GT (z, ζ) = e
−3ζ2/8−zζ/2 = A(z, ζ), and
eiµζ(A(z + iµ, ζ) + wB(z + iµ, ζ)) = e−3ζ
2/8−zζ/2+iµζ/2 6∈ P(H ×H ×H).
Theorem 3.16. Let f(z) be a formal power series with complex coefficients. Then
f(D) preserves Pµ if and only if f is an entire function in P(H∗).
Proof. Note that in the case µ = 0, the theorem reduces to the well-known result
that f(D) is a stability preserver if and only if f ∈ P(H∗) (see [3]).
Let T = f(D) = h(D) + ig(D), where h and g are real power series, and note
that GT (z, ζ) = e
−zζf(−ζ). Hence (3.7) simplifies to e−zζ(h(−ζ)+wg(−ζ)). If f ∈
P(H∗), then f(−ζ) = h(−ζ) + ig(−ζ) ∈ P(H). By Remark 2.2, h(−ζ) +wg(−ζ) ∈
P(H×H). Hence sufficiency follows from Theorem 3.14 and that e−zζ ∈ P(H×H).
Suppose T preserves Pµ. If p ∈ Sµ(R) ⊆ Pµ, then h(D)p + ig(D)p ∈ Pµ. Fix
α ∈ R, and consider the operator Tα = h(D) + αg(D). It follows from Lemma
3.5 that Tα : Sµ(R) → Sµ(R). Thus by Proposition 3.10, Tα : Pµ → Pµ or
Tα : Pµ → P∗µ. If Tα : Pµ → Pµ, then eiµDTα : P0 → P0, since the translation eiµD
ensures that condition (iv) in Lemma 3.5 is satisfied (for µ = 0 in Lemma 3.5).
It follows that eiµDTα preserves stability, since P0 = P(H), and therefore by the
characterization of stability preservers [3], e−iµz(h(−z)+αg(−z)) is in P(H). Since
h+αg is a real entire function we may then deduce that also h+αg ∈ P(H)∩R[[z]]
(by [29, Chapter VII, Theorem 7]). If Tα : Pµ → P∗µ, then R◦e−iµD ◦Tα : P0 → P0
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where R(p(z)) = p(−z). By the characterization of stability preservers in [3], the
symbol of R ◦ e−iµD ◦ Tα is in P(H ×H). The symbol is ezζ+iµζ(h(−ζ) +αg(−ζ)),
which is not in P(H ×H) unless h(−ζ) +αg(−ζ) ≡ 0. In any case we have proved
that h(z) + αg(z) ∈ P(H) for each α ∈ R. This implies by Remark 2.2, that either
f = h+ ig ∈ P(H∗) or f∗ = h− ig ∈ P(H∗).
To finish the proof we need to prove that f ∈ P(H∗). If f∗ ∈ P(H∗), then
f∗(D) : Pµ → Pµ (by the converse direction) and f(D) : Pµ → Pµ (by assumption).
Since T : Pµ → Pµ if and only if T ∗ : P∗µ → P∗µ, we have f(D) : Pµ∩P∗µ → Pµ∩P∗µ.
By Lemma 3.5 (iii),
Pµ ∩ P∗µ = {ch : h ∈ Sµ(R), c ∈ C}.
Since f(D) maps complex multiples of real polynomials to polynomials of the same
type, f must be a complex multiple of a real entire function, and hence both
f∗ ∈ P(H∗) and f ∈ P(H∗).

Corollary 3.17. Let f(z) be a real formal power series. Then f(D) preserves
Sµ(R) if and only if f ∈ L P.
Proof. Fix µ ≥ 0. By Corollary 3.11, f(D) preserves Sµ(R) if and only if either
f(D)Pµ ⊆ Pµ or f(D)Pµ ⊆ P∗µ. From Theorem 3.16, this can only happen if
f(z) ∈ R[[z]] ∩ P(H∗) or f(z) ∈ R[[z]] ∩ P(H), or equivalently f ∈ L P. 
We now prove Theorem 1.8, which extends de Bruijn’s theorem.
Proof of Theorem 1.8. Assume T = eiλDh(D) where h(w) ∈ P(H∗). Now
(T + T ∗)p(z) = h(D)R(z) + h∗(D)R∗(z),
where R(z) = eiλDp(z) = p(z + iλ). Hence R ∈ Pδ with δ = max(0,
√
µ2 − λ2) by
Lemma 3.2. Since the operator h(D) preserves the set Pδ by Theorem 3.16, the
zeros of (T + T ∗)p(z) = h(D)R(z) + h∗(D)R∗(z) will lie in the strip of width δ by
Lemma 3.5 (with f = h(D)R(z), f + f∗ ∈ Sδ(R)). 
Recall that P(S) is the closure of the set of polynomials P(S) under uniform
limits on compact sets in C. An entire function f ∈ P({z : Re z > 0}) is said to
be Hurwitz stable. We will need the following theorem of Enestro¨m–Kakeya, see
[41, p. 255].
Theorem 3.18 (Enestro¨m–Kakeya). If the coefficients of a polynomial are non-
negative and non-decreasing, then all its zeros lie in the closed unit disk.
Proof of Theorem 1.11. Through scaling z, it is sufficient to prove the theorem
when λ = 1. Let y(z) = eiz/2I(z)/2, where
I(z) =
∫ 1
0
eiz(t−1/2)g(t) dt,
and thus f(z) = y(z) + y∗(z), and f(D) = eiD/2I(D)/2 + e−iD/2I∗(D)/2. We will
show I(z) ∈ P(H∗), whence the result follows by Theorem 1.8.
Rotating z → −iz, and shifting the integral by t 7→ t + 1/2, it is sufficient to
prove the statement that
F (z) =
∫ 1/2
−1/2
eztg(t+ 1/2)dt
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is Hurwitz stable. Approximate the integral, F (z), by GM (z), where
(2M + 1)GM (z) =
M∑
k=−M
g
(
k
2M
+
1
2
)(
ez/2M
)k
= HM
( z
2M
)
.
Note that by the Enestro¨m–Kakeya theorem, HM (z) may be written as product
of real factors of the form R(z) = e−z/2(ez + r), where r is a real number in the
interval [−1, 1], and complex conjugate factors of the form
U(z) = e−z(ez + ζ)(ez + ζ¯) = ez + s2e−z + 2t, where |t| ≤ s = e−τ ≤ 1,
and |ζ| ≤ 1. Hence
2eτU(z) = cosh(z + τ) + t/s (τ ≤ 0).
Note that if U(z − τ) is Hurwitz stable, then so is U(z). Now 2eτU(z − τ) =
cosh(z) + t/s where |t/s| ≤ 1. This is Hurwitz stable as can be seen by rotating
the variables z 7→ iz (one obtains cos(z) + t/s which is in the Laguerre–Po´lya class
[21]). Similarly,
R(z) = (1 + r) cosh
(z
2
)
+ (1− r) sinh
(z
2
)
= sinh
(z
2
+ β
)
(β ≥ 0)
is Hurwitz stable (β ≥ 0 follows from sinhβ = 1 + r ≥ 0). Since HM is Hurwitz
stable for each M = 1, 2, 3, . . . , by Hurwitz’s Theorem F (z) = limM→∞GM is
Hurwitz stable. 
As mentioned earlier, from the integral representation of the Bessel function for
(Re ν + 1/2) > 0 [1, p. 231],
Jν(z) =
2√
pi Γ
(
ν + 12
) (z
2
)ν ∫ 1
0
(1− t2)ν−1/2 cos(zt) dt, (3.8)
J0(D) will decrease the width of the strip containing the zeros of a real polyno-
mial by the amount given in Theorem 1.11. From Theorem 1.11, it can not be
determined if J1(D) and J2(D) will also narrow the strip containing the zeros of
a real polynomial. For the case g(t) = 1 in Theorem 1.11, a sharp result can be
obtained with an identity, suggesting that a tighter bound on the narrowing of the
strip width may be obtained for other cases as well.
Proposition 3.19. Let g(z) = sin(λz)/z, where λ > 0. Suppose p(x) ∈ Sµ(R).
Then g(D)p(z) ∈ Sδ(R), where δ =
√
µ2 − λ2/3.
Proof. Recall the identity
sin(z)
z
= cos(z/2) cos(z/4) cos(z/8) · · · .
Computing the shrinking from cos(λD) using Theorem 1.6 yields that the width of
the strip squared decreases as
µ2 7→ µ2 − λ2/4− λ2/16− λ2/64− · · · = µ2 − λ2/3.

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4. Extensions to Bargmann-Fock spaces
In the case that an operator maps polynomials to arbitrary entire functions, then
an extension of the characterization of strip preservers can be applied, and the oper-
ator can be extended to act on transcendental entire functions, as we obtain below
in Theorem 4.3. Extensions of Theorems 1.8 and 1.11 are also stated (Theorems 4.5
and 4.7). We will work with the class Sµ (or its image under a linear transforma-
tion) which has a characterization in terms of the Hadamard factorization similar
to that for L P.
Proposition 4.1 ([27]). A function ϕ is in Sµ if and only if ϕ has the form
ϕ(z) = ce−γz
2+azzm
ν∏
k=1
(
1− z
zk
)
ez/zk , (0 ≤ ν ≤ ∞), (4.1)
for γ ≥ 0, where c ∈ C, zk ∈ C \ (H1 ∪H2), and
−2µγ ≤ Im a+
ν∑
k=1
Im z−1k ≤ 2µγ.
We adopt necessary notation and terminology from [6], along with Theorem 4.2
(below). For α ∈ Nn, define zα = zα11 zα22 · · · zαnn and α! = α1!α2! · · ·αn!. Let α ≤ β
for α, β ∈ Rn, denote that αj ≤ βj for all j = 1, . . . , n, while the condition αj > βj
for all j = 1, . . . , n, is denoted α  β. For β ∈ (0,∞)n, define the β-weighted
Bargmann-Fock space, Fβ , as the space of all entire functions f(z) =
∑
α∈Nn aαz
α,
such that
||f ||2β =
∑
α∈Nn
α!
βα
|aα|2 <∞.
With the definition of the inner product,
〈f, g〉β =
∑
α∈Nn
α!
βα
aαbα =
β1 · · ·βn
pin
∫
Cn
f(z)g(z) exp
(
−
n∑
i=1
βi|zi|2
)
dm,
where dm represents Lebesgue measure, Fβ is a Hilbert space (||f ||2β = 〈f, f〉β). If
the reproducing kernel is defined by eβ(z, w¯) = exp(−
∑n
j=1 βjzjw¯j), then
f(w) = 〈f(z), eβ(z, w¯)〉 = 〈eβ(z¯, w), f(z¯)〉.
By the Cauchy-Schwarz inequality
|f(w)|2 = |〈f(z), eβ(z, w¯)〉|2 ≤ ||f ||2β ||eβ(z, w¯)||2β = C(|w|)||f ||2β , (4.2)
and therefore convergence in || · ||β implies uniform convergence on compact subsets
of C [44, p. 34].
We require the following theorem, which is sharp with respect to the norm pa-
rameter (denoted γ) [6].
Theorem 4.2 ([6]). Let T : C[z1, . . . , zn] → C[[z1, . . . , zm]] be a linear operator
such that GT (z, w) ∈ Fβ⊕γ . Then T defines a bounded operator T : Fα → Fβ for
all α ≤ γ−1:
‖T (f)‖β ≤ ‖GT (z, αw)‖β⊕α‖f‖α. (4.3)
Moreover T has the integral representation
T (f)(z) =
∫
Cn
f(w)GT (z,−αw) exp
(
−
n∑
i=1
βi|wi|2
)
dm. (4.4)
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Conversely if T : Fα → Fβ is a bounded operator, then GT (z, w) ∈ Fβ⊕γ for all
γ  α−1.
Theorem 4.3 extends Theorems 1.1 and 1.2 to transcendental entire functions.
Theorem 4.3. Let T : C[z]→ C[[z]] be a linear operator of rank greater than one,
and let H1 = {z : Im z > µ}. Then T : P(H1∪H∗1 )→ P(H1∪H∗1 ) if and only if T
satisfies (i) and (ii) below, and consequently GT (z,−w) ∈ F(b,c) for some b, c ∈ R.
(i) eiµwGT (z, w) ∈ P(H1 ×H) or e−iµwGT (z, w) ∈ P(H1 ×H∗);
(ii) eiµwGT (z, w) ∈ P(H∗1 ×H) or e−iµwGT (z, w) ∈ P(H∗1 ×H∗).
Moreover if GT (z,−w) ∈ F(b,c), then
(1) T extends to a bounded linear operator of form (4.3) and (4.4) for all a <
1/c, and
(2) T : P(H1 ∪H∗1 ) ∩Fa → P(H1 ∪H∗1 ) ∩Fb for all a ≤ 1c .
Proof. Sufficiency of (i) and (ii) is clear for the same reasons as in the proof of
Theorem 1.1, with the transcendental extension of the characterization of stability
preservers [6, Theorem 2.3], and the identity P(H1)∩P(H∗1 ) = P(H1∪H∗1 ) — this
can be verified from the parameter restrictions of the Hadamard factorizations of
P(H1), P(H∗1 ), and P(H1∪H∗1 ) (equation (4.1), [29, Chapter VIII]). As the theorem
statement asserts, by [4, Theorem 6.6], if eiµwGT (z, w) ∈ P(H1×H)∪P(H1×H∗),
then GT (z,−w) ∈ F(b,c) for some b, c ∈ R. The extension described by (1) and
(2) then follows from Theorem 4.2 and the following limiting argument. For f ∈
P(H1 ∪ H∗1 ) ∩ Fa, let {fn}∞n=0 be a sequence of polynomials such that fn → f
locally uniformly, then T (fn) → T (f) locally uniformly by (4.2) and (4.3). By
Hurwitz’s theorem, T (f) ∈ P(H1 ∪H∗1 ).
To prove necessity of conditions (i) and (ii), we define two linear operators by
their action on shifted monomials:
J−µn ((z − iµ)k) =
k!
nk
(
n
k
)
(z − iµ)k, and
J+µn ((z + iµ)
k) =
k!
nk
(
n
k
)
(z + iµ)k, for each k ∈ N.
By the criteria for stability preservers [3], J−µn : P(H1) → Pn(H1) and J+µn :
P(H∗1 )→ Pn(H∗1 ), and furthermore J±µn ◦T (p)→ T (p) locally uniformly as n→∞,
for all p ∈ C[z] [13, Lemma 2.2]. Therefore the following claim implies conditions
(i) and (ii) through the transcendental characterization of stability preservers [3,
Theorem 6].
Claim: For each n ∈ N, J−µn ◦ T : P(H1) → Pn(H1) ∪ {0} or J−µn ◦ T : P(H∗1 ) →
Pn(H1)∪{0}, and similarly J+µn ◦T : P(H1)→ Pn(H∗1 )∪{0} or J+µn ◦T : P(H∗1 )→
Pn(H∗1 ) ∪ {0}.
To prove the claim, let m ∈ N, and note that Lemma 2.5 implies either J−µn ◦
T : Pm(H1) → Pn(H1) ∪ {0} or J−µn ◦ T : Pm(Hr1 ) → Pn(H1) ∪ {0} (where
Ur = Int(C \ U)). If J−µn ◦ T : Pm(Hr1 )→ Pn(H1) ∪ {0}, one can proceed with an
argument similar to that used in the proof of Theorem 1.1 to show that J−µn ◦ T :
Pm(H∗1 )→ Pn(H1) ∪ {0}. Repeating this argument for J+µn ◦ T establishes that
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(A) J−µn ◦ T : Pm(H1)→ Pn(H1) ∪ {0} or J−µn ◦ T : Pm(H∗1 )→ Pn(H1) ∪ {0},
and
(B) J+µn ◦ T : Pm(H1)→ Pn(H∗1 ) ∪ {0} or J+µn ◦ T : Pm(H∗1 )→ Pn(H∗1 ) ∪ {0}.
Observe that one of the conditions in (A) must hold for all m ∈ N and one of the
conditions in (B) must hold for all m. Indeed, J−µn ◦ T : Pm1(H1) 6→ Pn(H1)∪ {0}
and J−µn ◦ T : Pm2(H1) → Pn(H1) ∪ {0} for m2 > m1 is a contradiction, as
Pm2(H1) ⊇ Pm1(H1). This establishes the claim. 
Since both of Theorems 1.8 and 1.11 involve only differential operators with
constant coefficients, we extend them with a more convenient statement, which
may be proved using Theorem 4.2 (see [7, Example 3.6]).
Theorem 4.4 ([29, Chapter IX, Theorem 8]). Let f(z), ϕ(z) ∈ P(H), where f(z) =
e−γ1z
2
f1, ϕ = e
−γ2z2ϕ1, and f1 and ϕ1 are entire functions of genus one. If
γ1γ2 < 1/4, then f(D)ϕ(z) ∈ P(H) and the series
f(D)ϕ(z) = a0ϕ(z) + a1ϕ
′(z) + a2ϕ′′(z) + · · ·+ akϕ(k)(z) + · · · (4.5)
converges uniformly on any compact subset of C. (Furthermore, f(D) : Fa → Fb
for all a < 1/c, b > c/(1− ac) [30, Proposition 2.5]).
The uniform convergence in (4.5) is proved by showing (and also implies) uniform
boundedness of the partial sums, thus if pn is any sequence of approximating poly-
nomials which converges uniformly to ϕ on compact subsets of C, f(D)pn → f(D)ϕ
uniformly as well. From standard limiting arguments the extensions of Theorems
1.8 and 1.11 follow with the aid of Theorem 4.4. A finite Fourier transform has
order at most one, and whence there is no need to restrict f(D) to act on a subclass
of Sµ(R) in Theorem 4.7.
Theorem 4.5. Suppose T =
∑∞
k=0 akD
k = h(D)eiλD is a differential operator with
constant coefficients ak ∈ C, k = 0, 1, 2 . . . , and that h ∈ P(H∗). For µ ≥ λ ≥ 0,
a < 1/(4γ), b > a/(1− 4γa), (T + T ∗) : Fa → Fb and
(T + T ∗) : Fa ∩ Sµ(R)→ Sδ(R),
where δ = max
{√
µ2 − λ2, 0
}
.
Remark 4.6. If GT (z, w) ∈ Fβ , then G(T+T∗)(z, w) ∈ Fβ . In Theorem 4.5, T +
T ∗ = e−γD
2
g(D), where g is an entire function of order at most 1.
Theorem 4.7. Let f(z) be an entire function with the representation
f(z) =
∫ 1
0
cos(λzt)g(t) dt,
where the function g is non-negative and non-decreasing, and λ ∈ R. Then f(D) :
Sµ(R)→ Sδ(R), where δ = max
{√
µ2 − λ2/4, 0
}
.
We end by stating a necessary and sufficient condition for an entire function to
have zeros only in a strip. This inequality reduces to one already established for
the real line in the case the strip width is set to zero [17].
Proposition 4.8. Let f be a real entire function. Then f ∈ Sµ(R) if and only if
f has order at most two, and either for all Im z > µ
Im{−f ′(z)f(z)} > 0,
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or Im{−f ′(z)f(z)} ≡ 0.
Proof. Since any function f ∈ Sµ(R) has order at most two (see (4.1)), and this is
a hypothesis on f in the second clause, let us continue assuming that f has order
two or less. By Theorem 3.16, if f ∈ Pµ, then (1 + iD)f = f + if ′ is also in Pµ.
If f is real, then f ∈ Sµ(R) if and only if (1 + iD)f = f + if ′ ∈ Pµ by Theorems
3.16, 4.4, and Proposition 3.5. If f + if ′ ∈ Pµ, then either f + if ′ ∈ Pµ ∩ Dµ
or f + if ′ ∈ Pµ ∩ Dµ \ Dµ. By Lemma 3.6, f + if ′ ∈ Pµ ∩ Dµ if and only if
Wλ[f
′, f ](x) < 0 for all λ > µ, x ∈ R, or equivalently
2Wλ[f, f
′] =
1
λ
Im{−f ′(z)f(z)} > 0,
where z = x + iλ. Otherwise, by Lemma 3.5 (iii), f + if ′ ∈ Pµ ∩ Dµ \ Dµ if and
only if
(a+ ib)(f + if ′) = ϕ, (4.6)
where ϕ ∈ Sµ(R), a, b ∈ R. The imaginary part of (4.6) is bf + af ′ = 0, which
implies that f (and also ϕ) is of the form f = cerz for c ∈ C and r ∈ R, whence
Im{−f ′(z)f(z)} ≡ 0. 
5. Fourier transforms with only real zeros
N. G. de Bruijn and L. Ilieff independently proved that if φ(t) is an even entire
function and φ′(t) ∈ L P, then the Fourier transform of eφ(it) will have only real
zeros, provided it exists [20, 22]. We find a new proof for a result of de Bruijn
(Theorem 5.4) by modifying Ilieff’s method of proof, and extend it in Corollary
5.5, and Proposition 5.6. Similar results have been obtained by H. Ki and Y.-O.
Kim [24] by extending de Bruijn’s argument involving the saddle point method.
Lemma 5.1. If G ∈ C[z] with deg(G) = 2d 6= 0, G(it) = −ct2d + · · · , and c > 0,
then as m→∞, the roots of G(it) = −m, denoted {tk}2dk=1, satisfy
tk = e
i2pik/2d
(m
c
)1/2d
+O (1) (m→∞), (5.1)
for k = 1, 2, 3, . . . , 2d.
Proof. Let m = cλ2d, t = λx, and substitute these in the equation G(it) = m,
yielding
x2d +
1
λ
O(x2d−1) = 1. (5.2)
Thus, by Hurwtiz’s theorem the roots of (5.2) approach the roots of unity, and
from the local analyticity of the roots of (5.2) in s = 1/λ around s = 0 (see [5]),
the roots are given by
x = ei2pik/2d +O(1/λ) (λ→∞),
k = 1, 2, 3, . . . , 2d. Then, replacing x = t/λ and λ = (m/c)1/2d yields (5.1). 
Lemma 5.2. There is a real constant A > 1 such that∣∣∣1 + z
n
∣∣∣n ≤ eRe z/2, (5.3)
for all z ∈ C with −nA < Re z ≤ 0 and |Im z/Re z| < 1/2.
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Proof. With z = x+ iy, the inequality in (5.3) can be rewritten as
eX − (1 +X)2 − Y 2 ≥ 0, (5.4)
where X = x/n, and Y = y/n. For (5.4) to hold when |y/x| ≤ 1/2, it is sufficient
that
F (X) = eX − (1 +X)2 −X2/4 ≥ 0. (5.5)
It follows from F (0) = 0, and
dF
dX
(0) = −1,
that there is always an interval −A < X ≤ 0 where (5.5) holds. The critical
points of F occur at the intersection points of the convex function eX and the line
5X/2 + 2. Since F (−1) = 1/e − 1/4 > 0, and F has only one critical point for
X < 0, it follows that −A < −1. 
Lemma 5.3. Let G be a real polynomial of the form G(it) = −ct2d + · · · , where
deg(G) = 2d 6= 0, and c > 0, such that G′ ∈ L P. For m,n ∈ N, let
Fn,m(z) =
∫ am
−a¯m
(1 +G(it)/m)neitz dt, (5.6)
where G(iam) = −m = G(iam) = G(−ia¯m). Then Fm,n ∈ L P for all n,m ∈ N.
Proof. Let n ≥ 1. Integration of Fn,m by parts yields∫ am
−a¯m
(1 +G(it)/m)neitz dt =
(1 +G(it)/m)neitz
iz
∣∣∣∣am
−a¯m
−
∫ am
−a¯m
n
z
G′(it)(1 +G(it)/m)n−1eitz dt
=
n
z
G′(D)
∫ am
−a¯m
(1 +G(it)/m)n−1eitz dt.
Since G′ ∈ L P, the operator G′(D) preserves reality of zeros by the Hermite-
Poulain Theorem. It follows by induction on n that Fn,m ∈ L P for all m,n ∈ N,
once it is established that the base case has only real zeros for any m ∈ N. Indeed,
F0,m =
∫ am
−a¯m
eitz dt =
2e−ayz sin(axz)
z
∈ L P,
for any am = ax + iay ∈ C (ax, ay ∈ R). 
Theorem 5.4 ([20, Theorem 20]). Let F (z) be an entire function possessing the
representation
F (z) =
∫ ∞
−∞
eG(it)eitz dt, (5.7)
where G′(x) ∈ R[z]∩L P, and G(it) = −ct2d + · · · , where deg(G) = 2d 6= 0, and
c > 0. Then F (z) ∈ L P.
Proof. Let G be a real polynomial as described in the theorem, suppose that c = 1,
and G(iam) = −m = G(iam) = G(−ia¯m), and am = t2d as described in (5.1).
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Expanding around t = am,
G(it) +m = 0 + iG′(iam)(t− am) + · · ·
· · ·+ i2d−1G
(2d−1)(iam)
(2d− 1)! (t− am)
2d−1 − (t− am)2d
Let am = xm + iym, where xm, ym ∈ R. By (5.1), |t − am| = O(1) as m → ∞
for values of t in the line segment Lm = {xm + is : 0 ≤ s ≤ ym}, and using
G(k)(iam) = O((am)
2d−k) = O(m(2d−k)/2d) one obtains
G(it) +m = O(m
2d−1
2d ), (m→∞), (5.8)
for t ∈ Lm, and similarly for t ∈ −L∗m. Then,
Fn,m(z) =
∫
−L∗m
In,m(t, z)dt+
∫ xm
−xm
In,m(t, z)dt+
∫
Lm
In,m(t, z)dt,
where In,m(t, z) = (1 +G(it)/m)
neitz.
Choosing n = m and using the estimates (5.8) and (5.1) yields
(1 +G(it)/m)m = (Cm−
1
2d +O(m−
2
2d ))m = O(Cmm−
m
2d )
for t ∈ Lm ∪ (−L∗m), some C ∈ C. Therefore,
Fm,m(z) =
∫ xm
−xm
(1 +G(it)/m)meitzdt+O(Cmm−
m
2d ), (m→∞). (5.9)
Let A be the constant in Lemma 5.2. Since the interval where (5.3) holds grows
more quickly with n = m than |G(ixm)| by (5.8), there is an M ∈ N such that that
Am > Re G(ixm) for all m ≥M . By Lemma 5.3,∣∣∣∣∣
∫ −R
−xm
(1 +G(it)/m)meitzdt
∣∣∣∣∣ ≤
∫ −R
−∞
eRe G(it)e−t Imzdt, and (5.10)
for real R sufficiently large that |Im G(it)/Re G(it)| < 1/2 for all |t| > R, and
for m > M such that xm > R. Inequality (5.10) holds mutatis mutandis when the
limits of integration on the left-hand side are changed to R and xm, and on the right
to R and ∞, repectively. The integral on the right-hand side of (5.10) converges
and provides a uniform bound over compact subsets of C for the integral on the
left hand side (likewise for the integral on [R, xm]). Furthermore, by choosing R
sufficiently large for fixed z ∈ C, the integral on the right hand side of (5.10) (and
also for the integral on [R,∞]) can be made arbitrarily small, hence Fm,m → F
pointwise. Since (1 +G(it)/m)m converges uniformly on [−R,R] as m→∞,∫ R
−R
(1 +G(it)/m)meitzdt
is locally uniformly bounded on C. With (5.9) and (5.10), we may conclude that
the sequence Fm,m is locally uniformly bounded and therefore Fm,m → F uniformly
on compact sets as m → ∞ [44, p. 34]. Since each Fm,m ∈ L P by Lemma 5.3,
by Hurwitz’s Theorem F (z) ∈ L P. 
Corollary 5.5. Let F (z) be an entire function possessing the representation (5.7)
where Re G(it)→ −∞ as t→ ±∞, and G′(x) ∈ R[z]∩L P. Then F (z) ∈ L P.
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Proof. Given any G(t) ∈ R[t] with Re G(it) → −∞ as t → ±∞ the integral (5.7)
converges. If the leading term of G has even degree the conclusion holds by 5.4.
Suppose the leading term of G has odd degree 2k − 1, k ∈ N. We can perturb
the coefficients of G such that G′ has only simple real zeros, separated by some
distance ε > 0; call this perturbation Gε. The convergence of the integral in (5.7)
and the fact that Gε is a polynomial, imply that there exist B,C > 0 such that
|eGε(it)| < |Ce−Bt2 | for all t ∈ R, and 0 ≤ ε ≤ ε0, provided ε0 is sufficiently small.
Then for δ, ε > 0, with δ sufficiently small and ε ≤ ε0,
Fε,δ(z) =
∫ ∞
−∞
e−δt
2k+Gε(it)eitz dt ∈ L P
by Theorem 5.4. Local uniform boundedness, given by
|Fε,δ(z)| ≤
∫ ∞
−∞
|eGε(it)|e−t Im z dt ≤
∫ ∞
−∞
|Ce−Bt2 |e−t Im z dt,
and pointwise convergence to Fε,0 as δ → 0, imply that Fε,δ(z) → Fε,0(z) locally
uniformly for 0 < ε ≤ ε0. By Hurwitz’s theorem, Fε,0(z) ∈ L P for 0 < ε ≤ ε0.
Letting ε → 0 and applying Hurwitz’s theorem again yields F0,0(z) = F (z) ∈
L P. 
We now extend a Theroem of Ilieff and de Bruijn, who proved that for any even
entire function G with in G′ ∈ L P, the Fourier transform F in (5.7) has only
real zeros. Proposition 5.6 below removes the requirement to be even, and requires
only that the coefficients in the real part of G(it) are eventually negative.
Proposition 5.6. Suppose G(t) =
∑∞
k=0 γkx
k/k! is a real transcendental entire
function, G′ ∈ L P, and there exists a K ∈ N such that (−1)Kγ2K < 0 and
(−1)kγ2k ≤ 0 for k > K. Then
F (z) =
∫ ∞
−∞
eG(it)eiztdt ∈ L P.
Proof. Let gn(t) =
∑n
k=0
(
n
k
)
γk(t/n)
k and define
M(t) =
K−1∑
k=0
|γ2k|
(2k)!
t2k + (−1)Kγ2K
(
t
2K
)2K
.
If G′(t) ∈ L P, then g′n(t) =
∑n−1
k=0
(
n−1
k
)
γk+1(t/n)
k ∈ L P for each n ∈ N [13].
By virtue of the inequality
(
n
k
)
/nk ≤ 1/k!,
|egn(it)| ≤ eM(t) for all t ∈ R, n ∈ N,
and since the leading coefficient of M(t) is negative and of degree at least two,
eM(t) ≤ e−εt2 for a fixed ε > 0 and |t| > Rε sufficiently large. Thus,∣∣∣∣∫ ∞−∞ egn(it)eiztdt
∣∣∣∣ < ∫ Rε−Rε eM(t)e−t Imzdt+
∫ −Rε
−∞
e−εt
2
dt+
∫ ∞
Rε
e−εt
2
dt,
and the left hand side is uniformly bounded on compact subsets of C. Thus,∫ ∞
−∞
egn(it)eiztdt→ F (z)
locally uniformly on C as n → ∞ [44, p. 34], whence F (z) ∈ L P by Theorem
5.5 and Hurwitz’s Theorem. 
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Remark 5.7. Let φ(t) =
∑∞
k=0 akt
k be a real entire function. Then for any real
polynomial p(t) =
∑N
k=0 bkt
k, the k-th coefficient of p(t)φ(t) =
∑∞
k=0 ckt
k, is
ck = b0ak + b1ak−1 + · · ·+ bNak−N (k ≥ N).
Since φ is entire, lim supk→∞ |ak+1/ak| = 0, and consequently for k sufficiently
large, sgn(ck) = sgn(bNak−N ). Thus for p ∈ R[z], such that Re p(it), t ∈ R,
has positive leading coefficient, and G as described in Proposition 5.6 with G′ ∈
L P replaced by (pG)′ ∈ L P, the function G2(t) = p(t)G(t) again satisfies the
hypotheses for G in Proposition 5.6.
6. Closing remarks
Below we identify several avenues one might explore as a continuation of the
work here. As mentioned earlier, D. Cardon has shown that an operator with
property (I) of strong universal factors must have order at least one and either
mean or maximal type [9]. With this in mind, we list some directions for further
investigation.
(1) Obtain a characterization of real strip preservers which either uses proper-
ties of the operator symbol, or some other readily verifiable criteria.
(2) Determine if operators arising from Theorem 1.8 which possess property
(I) of a strong universal factors also satisfy property (II).
(3) Given f ∈ L P of order one and mean type, determine a partner g ∈
L P such that (f + ig)(D) has the form of T in Theorem 1.8 (note the
zeros of f and g must interlace). Do all operators with order strictly less
than two, and property (I) of strong universal factors, have this form?
(4) Prove the following conjecture,
Conjecture 6.1. Suppose G(t) =
∑∞
k=0 γkx
k/k! is a real transcendental
entire function, G′ ∈ L P, and G(it)→ −∞ as t→ ±∞. Then
F (z) =
∫ ∞
−∞
eG(it)eiztdt ∈ L P.
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Appendix A. Linear preservers and strip regions under Mo¨bius
transformations
Recall the general form of a Mo¨bius transformation, given by
Φ(z) =
az + b
cz + d
, a, b, c, d ∈ C, ad− bc 6= 0, (A.1)
with inverse Φ−1(z) = (dz − b)/(−cz + a). The images of a strip under Mo¨bius
transformations, which are not of the form z → az+ b, take three basic geometries,
which are depicted below.
(i) (ii) (iii)
Let the horizontal lines and the vertical lines mark the images of the open half-
plane above the strip Sµ=1, and the open half-plane below Sµ=1 (resp.), then the
examples of images above are given by
(i) Φ(z) = −1/z (the exterior of two tangent disks),
(ii) Φ(z) = −1/(z + i) (the exterior of a disk tangent to a plane),
(iii) Φ(z) = (4− iz)/(2 + iz) (a disk with a tangent interior disk removed).
The set of polynomials of exact degree n whose zero set is some bounded region
Ω ⊂ C is not dense in Pn(Ωc) (see [3, p. 473]). Thus a characterization for operators
preserving stability on regions which include case (iii) can only be algebraic. For
the proofs of Corollary A.2 and A.3 below we require the following lemma.
Lemma A.1 ([3, Lemma 6], modified). Let T : Cn[z] → Cm[z] and let m be
minimal, i.e., m = max{deg(T (p)) : p ∈ Cn[z]}. Let Cj = Φ−1(Hj), for j = 1, 2,
be open circular domains, where Φ is a Mo¨bius transformation as in (A.1) and H1
and H2 are parallel open half-planes as in Theorem 1.1. Let S be the linear operator
defined by φ−1m Tφn, where φk(p) = (cz + d)
kp(Φ(z)). The following are equivalent:
(i) T (p) is C1∪C2-stable or zero whenever p is of degree n and C1∪C2-stable.
(ii) S(p) is H1∪H2-stable or zero whenever p is of degree n and H1∪H2-stable.
(iii) S(p) is H1∪H2-stable or zero whenever p is of degree at most n and H1∪H2-
stable.
The proof of Lemma A.1 is nearly identical to that for [3, Lemma 6] and is
therefore omitted. The only scenario where the equivalence is not straight forward
is when either C1 or C2 is the exterior of a circle, and thus S(p) = (−cz+a)r(p)S0(p),
where S0(p) is H1∪H2-stable and a/c ∈ H1∪H2. In this case, the minimality of m
and a continuity argument (as in the proof of [3, Lemma 6]) establish that r(p) = 0
for all p ∈ P(H1 ∪H2).
Lemma A.1 with Theorem 1.1 yields a condition for preservers of polynomials
of fixed degree n with zeros which lie in a Mo¨bius image of the strip.
Corollary A.2. Let n ∈ N, T : Cn[z] → C[z] be a linear operator. Let Φ(z) be a
Mo¨bius transformation, and C1, C2 ⊂ C open circular domains such that Φ−1(C \
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(C1∪C2)) is a closed strip in the complex plane. Then T : Pn(C1∪C2)\Pn−1(C1∪
C2)→ P(C1 ∪ C2) ∪ {0} if and only if either
(i) T has range of dimension at most one and is of the form
T [f ] = α(f)p for f ∈ Cn[z] \ Cn−1[z],
where α : Cn[z] \ Cn−1[z] → C is a linear functional and p ∈ P(C1 ∪ C2);
or
(ii) T satisfies (a) and (b) below.
(a) T : Pn(C1) \ Pn−1(C1)→ P(C1) ∪ {0}
or T : Pn(C2) \ Pn−1(C2)→ P(C1) ∪ {0};
(b) T : Pn(C1) \ Pn−1(C1)→ P(C2) ∪ {0}
or T : Pn(C2) \ Pn−1(C2)→ P(C2) ∪ {0}.
Additionally, T : Pn(C1 ∪ C2) \ Pn−1(C1 ∪ C2) → P(C1 ∪ C2) if and only if T :
Pn(C1 ∪ C2) \ Pn−1(C1 ∪ C2) → P(C1 ∪ C2) and T [zk] ∈ P(C1 ∪ C2), where
k = min{m : T [zm] 6≡ 0}.
Proof. Sufficiency of the conditions (a) and (b) is immediate, as is necessity of (a)
when T has a rank at most one. To show necessity, we may equivalently show that
S, as defined in Lemma A.1, preserves H1 ∪H2-stability for polynomials of degree
n or less. By Theorem 1.1, the conditions necessary for S to preserve H1 ∪ H2-
stability correspond to those given when Lemma A.1 part (ii) is applied to obtain
the equivalent conditions for T . The conditions to preserve C1 ∪ C2-stability for
polynomials of precise degree n now follow from Theorem 2.9. 
In Corollary A.2, let Φ have the form (A.1) with Φ−1(C \ (C1 ∪ C2)) = Sµ,
and without loss of generality assume Φ−1(C1) is the open half-plane above Sµ.
One may then obtain the following explicit algebraic versions of the conditions in
Corollary A.2 for operators of rank one or more.
(1) T [((az + b) + (cz + d)(w − iµ))n] ∈ P(C1 ×H)
or T [((az + b) + (cz + d)(w + iµ)n] ∈ P(C1 ×H∗);
(2) T [((az + b) + (cz + d)(w − iµ))n] ∈ P(C2 ×H)
or T [((az + b) + (cz + d)(w + iµ)n] ∈ P(C2 ×H∗).
The algebraic characterization of preservers of polynomials with zeros in Mo¨bius
images of the strip now follows from Corollary A.2, which is used to verify the
conditions (a) and (b) in case (ii).
Corollary A.3. Let n ∈ N, T : Cn[z] → C[z] be a linear operator. Let Φ(z) be a
Mo¨bius transformation, and C1, C2 ⊂ C open circular domains such that Φ−1(C \
(C1 ∪C2)) is a closed strip in the complex plane. Then T : Pn(C1 ∪C2)→ P(C1 ∪
C2) ∪ {0} if and only if either
(i) T has range of dimension at most one and is of the form
T [f ] = α(f)p for f ∈ Cn[z]
where α : Cn[z]→ C is a linear functional and p ∈ P(C1 ∪ C2); or
(ii) T satisfies (a) and (b) below for each m ≤ n.
(a) T : Pm(C1)→ P(C1) ∪ {0} or T : Pm(C2)→ P(C1) ∪ {0};
(b) T : Pm(C1)→ P(C2) ∪ {0} or T : Pm(C2)→ P(C2) ∪ {0}.
Additionally, T : Pn(C1 ∪ C2) → P(C1 ∪ C2) if and only if T : Pn(C1 ∪ C2) →
P(C1 ∪ C2) and T [zk] ∈ P(C1 ∪ C2), where k = min{m : T [zm] 6≡ 0}.
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