ABSTRACT. Several families of complex-valued, univalent, harmonic functions are studied from the point of view of geometric function theory. One class consists of mappings of a simply-connected domain onto an infinite horizontal strip with a normalization at the origin. Extreme points and support points are determined, as well as sharp estimates for Fourier coefficients and distortion theorems. Next, mappings in /z/ > 1 are considered that leave infinity fixed. Some coefficient estimates, distortion theorems, and covering properties are obtained. For such mappings with real boundary values, many extremal problems are solved explicitly.
One shows easily that the orientation-preserving property implies that Ibil < 1. Therefore (f -bd)/(l -Ib11 2 ) is also in SH and one may restrict attention to the subclass S~ = {f E SH normalized by f(O) = 0, fz(O) = 1, and h(O) = O}.
From [2] we have the important facts that S H is normal and that S~ is compact with respect to the topology of locally uniform convergence. In addition, let us mention the following interesting result from [2] . LEMMA 1.1 [2, THEOREM 5.7] . A function f = h + 9 in SH maps U onto a convex domain if and only if the analytic function h -e 2iO 9 is univalent and maps U onto a domain convex in the direction B for all B, 0 ~ B < 7r.
In contrast to conformal mappings, harmonic mappings are not at all determined (up to normalization) by their image domains. Therefore, it is natural to study For the special case D = G = U we refer to the work of G. Choquet [1] , E. Heinz [4] , and R. R. Hall [3] .
In the next section of this article we choose the domain G to be a strip 0 instead of a disk and the domain D =f. C to be simply connected. Since SH(D, 0) is not closed, we determine the extreme points and support points of its closure SH(D, 0). We are able to give an isomorphism between SH(D, 0) and the familiar class P of analytic functions J in U with positive real part and J(O) = 1. As applications we
give some coefficient estimates and distortion theorems. In particular, we refer to Theorem 2.14.
In the third section we consider harmonic orientation-preserving univalent mappings defined on U = {z: Izl > 1} that map 00 to 00. Such mappings can be represented by
J(z) = Alog Izl + h(z) + g(z)
where 00 is again in the class, we may restrict our attention to the family ~~ of all harmonic orientation-preserving univalent mappings which have the development 00 00
k=l k=l
We show that ~~ is compact, and by Schwarz's lemma it follows that IAI ::; 2 and Ibll ::; 1. In contrast to the familiar analytic subclass ~', but similar to the class S}j, support points of ~~ need not be slit mappings. In particular, for real I the function z + e h /z is a support point of ~~ and maps U onto {w: Iw I > 2 cosh /2)}.
In addition, since the image domain is C\{O} when I = 11', we note that harmonic mappings need not preserve the conformal type of a domain. §3 closes with sharp lower bounds for the diameter of C\J(U) as a function of bl and with an area theorem.
Finally, in §4 we study the subclass ~~R of all functions in ~~ that map U onto the complement of a real line segment. We show that functions in ~~R can be represented, but in a nonlinear fashion, in terms of probability measures on the unit circle. Applications include sharp coefficient estimates and distortion theorems, including the maximum diameter of the omitted segment. 
tt e,t -z
The condition v(O) = 0 implies t2 = tl + 1l", and since the remaining normalization forces it = 0 (modulo 21l"). Thus r and also v are as asserted. 0
For z E U and 1171 = 1, define now the kernel
l+z License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
Then for TJ = e-2ia we define 
At the same time,
where by the Herglotz formula p(z) = ~711=1 (1 + TJz)/(l -TJz) dJi for some measure
and the lemma is proved. D As a first consequence we obtain the folowing interesting result. 
J\SH(U,O).
Although functions in J do not necessarily map onto 0, we shall see that they map onto convex subdomains. Later, in Theorem 2.9, we shall be even more specific. The next lemma gives a sufficient condition in order that I E J implies I E 
SH(U,O
where Uo: is defined in (2.1). Furthermore, the image fo:(U) is 
PROOF. Since SH(U, 0) = 1, one can easily identify the extreme points from the integral representation in (2.2). In particular, the mapping
is a linear homeomorphism, and we know that the extreme points of P are unit point masses. Thus the extreme points are as indicated. 
also the differences an -bn are independent of f and
where [ ]m denotes the mth coefficient of the function in brackets. 
and so
where Ck = ~111=1 r/ dll are the moments of Il· Since ICkl ~ 1, the bounds for Ibnl follow. Because of (2.6) the bounds for lanl follow. Equality occurs in all cases for the functions 
5).
Then a1 = 1 and
where the constants Cn-1 are defined by
The bounds are sharp.
PROOF. We have already observed in Theorem 2.3 that a1 = 1. Since '¢o(z) = tanh z, 
1-tanz allows us to identify the constants Ck in Theorem 2.13. They are 
which has positive coefficients, it follows from (2.10) that an and bn are dominated by the corresponding coefficients of fo 0 'l/JDo = ho + 90. That is, an and bn are bounded by the corresponding coefficients of
The bounds are sharp for
Our next application concerns the extremal problems
where z E U is fixed and
If z is purely imaginary, then z = -z and the extremal problems (2.11) are trivial. Assume therefore that Re z 1= O.
Since the extremal problems (2.11) are linear, it is sufficient to find the extreme values over the set of extreme points of SH(U, D), that is,
" "
After the substitutions t = sin 20: and w = 2iz / (1 -z2) these become 1 max -arg(1 + tw) and 
(d) <P7r-I)(t) = <PI) (-t) for 0 < () < 7r, and <P-7r-I)(t) = <Po(-t) for -7r < () < o. License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use (h) If ° < () < 7r, then ¢o is positive, increasing for -00 < t < 7((}), and decreasing for 7((}) < t < 00. If -7r < () < 0, then ¢o is negative, decreasing for -00 < t < 7((}) and increasing for 7((}) < t < 00.
PROOF. Properties (a), (b), (c), (d), and (e) follow easily from the definition. In preparation for (f) note that t2¢~(t) = -1m { 1 +l teiO } -arg(l + te iO ) and
So if 7 is a critical point, then 
Finally, if ¢~ ( 7) = ° for a 7 < -cos (), then ¢(f ( 7) < ° and we have a strict local maximum. Only one such critical point 7 = 7((}) can appear, and so (f) is proved for () E (0,7r/2).
If () = 7r/2, then ¢~/2(7) = -2/(1 + 7)2 < ° at each critical point. Hence there is only one. In fact, ¢~/2(7) = ° if and only if 7 = 0.
The remaining cases of (f) and properties (g) and (h) now follow by applying properties (c) and (d). 0 On the basis of Lemma 2.15 we may conclude the following. For ° < () < 7r/2, For 7r/2 < () < 7r, 
and the extrema developed above. License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use Furthermore, if z = Izle i , where -7r < I < -7r 12, then we can apply these estimates to -z:
Since A( -z) = -A(z) and B( -z) = -B(z), these bounds can be written as (c). 0 In each case we remark that the inequalities are sharp.
3. Harmonic mappings of fJ. First we find the form of harmonic mappings of fJ = {z: Izl > I} for which 1(00) = limz-+oo I(z) exists as 00. 
where 0 ::; 1,81 < 10:1. In addition, a = hi Iz is analytic and satisfies la(z)1 < 1.
PROOF. Since I is harmonic and 1(00) = 00, it has the representation O(lzI K ) as z -> 00 for each real number K > (1 + la(oo)I)/(I-la(oo)l). It follows that the Fourier coefficients a_n and Ln are all zero for n > K. Therefore the singular part of I at 00 is of the form 
k=-N k=-N
are analytic in fJ and A E C. The subclass with no logarithmic singularity will be denoted by I:'k:
The following estimates are essentially a consequence of Schwarz's lemma. If I E I:~ has expansion (3.1), then
is analytic in fJ and la(z)1 < 1 by Lemma 3.1. The maximum principle implies that w(z) = za(z) is also bounded by one, and so I~AI ::; 1 and Ib1 + ilAI21 ::; 1-I~AI2.
The latter implies I b1 1 ::; 1.
If I belongs to I:'k, then A = 0, a(z) = -b1z-2 -2b2z-3 +"', and w(z) = z 2 a(z) is bounded by one. Therefore Ib11 ::; 1 and 12b21 ::; 1-lbI12. D The coefficient bounds in Theorem 3.2 are all sharp. Equality in (a) is attained, for example, by the function I(z) = z -liz + 210g Izl, which maps fJ onto C\{O}. For a proof that I belongs to I:~ see Theorem 3.7.
In the proof of part (a) we could have observed also that b1 must lie in a disk of radius 1-ilAI2 about the point -iIAI2. In addition, the bound for b2 is attained by the function
REMARK. In contrast to the classical analytic families Sand E, the functions above show that support points of EH and E'H need not be slit mappings. Furthermore, f(U) may not be conformally equivalent to U.
The following lemma contains a distortion estimate for a class of locally quasiconformal mappings.
LEMMA 3.3. Let f be a diffeomorphism of U satisfying
Then for all z E U we have
In particular, the disk {w: Iwl < 1~} is contained in f(U). 
Therefore Lemma 3.3 applies to j, and the first two conclusions follow. In addition,
The bound for c is equivalent to the following. 
we conclude that D f 2' : 211 + b11.
For the given parameters bi and A the function (3.2) maps U onto the exterior of the circle Iwl = 11 + bil and shows that the bound is sharp. To see that the mapping is univalent either observe that it maps the circles Izl = R, R > 1, onto an increasing family of (possibly nonconcentric) circles or note that it is a local homeomorphism since its Jacobian is positive and is one-to-one on circles near au. 0
Note that we have proved the apparently stronger bound (Xl Df 2': 2 11 + b112 + I)la2k-112 + Ib2k+11 2 ).
k=1
Corresponding to the classical area theorem is the following. hh' dz + -2 .
gg' az + 27r Re b1 
In Lemma 3.1 we proved that We will use the identities
What we have derived is that E~fR C l' and E'JfR C 1".
The next theorem shows that we even have equality.
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use THEOREM 4.1. We have ~~R = l' and ~'J.rR = 1".
Then f is harmonic in U and has the required normalization at infinity. By reversing the steps in the derivation of (4.1) one finds that a = hi fz satisfies lal < 1 in U and that fz = (1 -z1 2 + i I: A) 1(1 -a) .
The latter is nonzero in U since IAI ::::; 2. Therefore f is locally univalent and orientation-preserving.
Write
where F(z) = z -liz + A log Izi. Since IAI ::::; 2, the function F belongs to ~~ by Theorem 3.7. In particular, F is univalent and maps U onto C\{O}.
Since 1m f = 1m F, the function f 0 F-1 carries horizontal lines into themselves.
That is, f 0 F-1 ((7 + iT) = ¢( (7, T) + iT. We shall show that oN 0(7 > O. Then it will follow that both f 0 F-1 and f are univalent.
Using the Jacobian h = IFz 12 -IFz12, which is positive, and the identity of-
Aided again by the development of (4.1), one finds that
Z for some analytic function p of positive real part, and
thus C\f(U) is real and f E ~~R' The same proof also implies 1" C ~'J.rR' 0
The following corollary is a consequence of the corresponding properties of P. (1) I:~R is apparently not a convex family since ImA = -2 ~t71=1 Im'f} dM appears also in the integrand. The subset of I:~R consisting of functions for which A is real is convex. One can easily develop a theory for it that parallels the theory for I:'jlR' 
E~ E~ E~R E~R
We are now concerned with max D f .
THEOREM 4.3. The diameter Df of C\f(iJ) satisfies
~ax Df = ~:uc Df = 27r.
EHR EHR

Equality occurs if and only if
Zk->t7k i 1t71 =1
-'f} Z2
The functions arg((l -'f}/zd/(l -'f}/Z2)) of'f} are bounded as Zk --+ 'f}k and so by
Fatou's lemma we may estimate tl('f}b'f}2) above by interchanging lim sup and J.
Next, the points 'f}l and 'f}2 partition the circle /'f}/ = 1 into disjoint arcs It and h which we index so that arg((l -'f}/'f}d/(l -'f}/'f}2)) has a constant value Q: for 'f} on the interior of It and Q: + 7r for 'f} on the interior of 12. Then
iI, iI2
We have tacitly included the points 'f}l and 'f}2 in the appropriate arcs It or h in order to bound the limit superior.
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On the interval ({3, {3 + 271") the function arg(l-e ilJ /e i (3) = ~(B -{3 + m7l") for some odd integer m. Therefore
for an appropriate probability measure jL on [{3, {3 + 271"J. Thus B1 and B2, which we may index so that sin B1 < sin;3 < sin B2 and 0 < B1 -B2 < 27l".
Therefore we have 
PROOF. Since
we have to find the maximum and minimum of 
[11 (x -xo)arg(1 + xw) dp.., (4.9) where Xo = f~l xdp.. and p.. is a probability measure on [-1, IJ.
It is convenient to write 
Equality occurs if and only if fl has mass A = 1/2 at x = 1 and mass 1 -A = ~ at x = -1, which corresponds to the indicated extremal function. 0 Our final applications concern coefficient problems for ERR and E'lrR. We have already seen in Theorem 3.2 that for 00 00 That is, sin(4n()k)/sin(2()k) is a negative constant for all k. The function sin( 4n()) / sin(2()) is positive on the interval (Bn, 11"/2 -11"/ (4n)) and negative on (11" /2 -11"/( 4n), 11"/2). Furthermore, on (11"/2 -11"/ (4n), 11"/2) it is strictly decreasing.
Therefore, there is only one point On satisfying (4.12), and it lies in the interval (11"/2 -11"/(4n), 11"/2). As a result, we have (4.13)
The function f E ~~R whose measure consists of equal point masses at rt = e iOn and rt = e-iOn has coefficient a2n that achieves equality in (4.13). Therefore we have Furthermore, since U2n-1 is odd, we may omit its absolute value sign. 0 We now apply Theorem 4.9 to the second and fourth coefficients. If B~ = rr/2 + (-1)nrr/(4n), then (sin2B~)U2n_l(CosB~) = cos(rr/(4n)) approaches one as n -> 00. As a result, max_1:Sx::;1(1 -X 2 )U2n _ 1(X) approaches one as n -> 00. Thus the bounds in Theorem 4.7 are asymptotically correct for the even coefficients.
COROLLARY 4.11. We have lim max n Re a2n = lim max n Re b2n = 1.
n---+CX) E~R n---+oo E~R
In ~'h:R' Theorem 4.7 gave sharp estimates for the odd coefficients. We shall briefly consider the even coefficients.
The function 1 2 The problem for higher even coefficients in ~'h:R is more difficult. We may write the coefficient License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
