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1. I modelli matematici e la simulazione del polimorfismo a livello del DNA  
La genetica di popolazioni è una disciplina il cui scopo primario è lo studio dei fenomeni 
che plasmano e influenzano la variabilità genetica nelle popolazioni. Conoscere i meccanismi che 
da un lato portano alla formazione di nuove varianti alleliche e dall’altro ne comportano la 
scomparsa, è di fondamentale importanza per la formulazione di modelli matematici che li possano 
descrivere. I vantaggi di avere modelli che approssimano la realtà sono molteplici: permettono di 
studiare come queste forze interagiscano tra loro, come abbiano agito nel passato e inoltre di 
prevedere che effetti avranno, sulla variabilità osservabile a livello del DNA, nel futuro. 
Un esempio è lo studio del processo mutazionale. Il cambiamento delle basi azotate in alcuni 
punti del DNA, è la forza che provoca la comparsa di nuovi alleli in una popolazione. Questi 
cambiamenti possono avvenire nelle cellule somatiche, e perciò influenzare il comportamento delle 
cellule nei tessuti differenziati, oppure avvenire nelle cellule germinali ed essere trasmessi alla 
progenie. Solo questi ultimi sono di interesse evolutivo perché la loro storia può essere studiata nel 
tempo. La presenza simultanea nella popolazione di due o più alleli ad un locus genomico è detta 
polimorfismo e generalmente viene generato dalla comparsa di mutazioni in singole posizioni del 
genoma, denominate “Single Nucleotide Polymorphism” (SNP). 
La misura più semplice per quantificare la distanza tra due sequenze diverse di DNA, 
provenienti da un particolare locus genomico, è il numero di differenze nucleotidiche osservabili. 
Inoltre, se si assume che le mutazioni compaiano ad una frequenza costante nel tempo (orologio 
molecolare stretto), il numero di differenze è direttamente proporzionale al tempo intercorso dalla 
loro divergenza. In questo modo però non è tenuta in considerazione la possibilità che un 
polimorfismo possa essere originato dall’accumulo di più di una mutazione nel tempo, o che un sito 
uguale tra le due sequenze sia in realtà il risultato di una retromutazione o di una mutazione 




Figura1: Illustrazione dei vari tipi di sostituzioni che possono avvenire in una sequenza di DNA. Una sequenza 
ancestrale (in alto) diverge in due sequenze che accumulano sostituzioni in modo indipendente (in basso). 
 
Nel 1969, Jukes e Cantor (Jukes e Cantor 1969) proposero un modello per descrivere 
probabilisticamente un meccanismo di sostituzione nucleotidica che tenesse in considerazione tutti 
questi elementi. Secondo il loro modello (denominato JC69), ogni sito che compone una sequenza 
di DNA evolve in maniera indipendente e il cambiamento nucleotidico in ogni posizione nel tempo 
è descritto da una catena di Markov in tempo continuo, dove le quattro basi azotate del DNA sono i 
quattro possibili stati della catena e ogni nucleotide ha la stessa probabilità di mutare in uno 




Figura2: Tassi relativi di sostituzione nucleotidica secondo tre diversi modelli mutazionali: JC69 (Jukes e Cantor 
1969), K80 (Kimura 1980) e HKY85 (Hasegawa et al. 1985). Lo spessore delle frecce è proporzionale al tasso di 
sostituzione mentre l’ampiezza dei cerchi rappresenta la frequenza dei nucleotidi nelle distribuzioni all’equilibrio nel  
modello di Markov. 
  
 
Utilizzando questa formulazione, è possibile calcolare la probabilità di osservare ognuna 
delle quattro basi azotate a t = n dato un nucleotide di partenza a t = 0, ed estendendo questo 
meccanismo a tutti i siti di una sequenza di DNA è possibile prevedere come questa si evolva nel 
tempo.   
Nel corso degli anni sono state sviluppate numerose evoluzioni di questo primo modello di 
sostituzione (vedi Kimura 1980; Hasegawa et al. 1985; Tamura e Nei 1993) aggiungendo di volta in 
volta nuove caratteristiche per rendere il modello più realistico, fino ad arrivare alla definizione del 
“General Time Reversible” (Tavaré 1986; Yang 1994; Zharkikh 1994), un modello generale che 
comprende al suo interno tutti gli altri modelli come casi speciali. 
La definizione di questi modelli ha, di fatto, aperto le porte all’uso delle simulazioni in 
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genetica di popolazione. Infatti, da questo momento è stato possibile “generare” al calcolatore 
sequenze di DNA evolute secondo un processo che replica quello che succede in natura, e ottenere 
precise previsioni sul livello di polimorfismo secondo diversi parametri del modello. 
In generale è possibile definire una simulazione al computer (chiamata anche simulazione 
stocastica o simulazione Monte Carlo) come un esperimento virtuale, dove si cerca di riprodurre un 
processo biologico in un calcolatore per studiarne le proprietà. In alcuni casi viene utilizzato il 
termine specifico “simulazione Monte Carlo” quando il risultato ottenuto è deterministico, come ad 
esempio nel calcolo integrale, o il termine “simulazione stocastica” quando il risultato contiene 
variazioni casuali. Queste distinzioni non saranno prese in considerazione in questa tesi. 
  
2. I modelli demografici “forward in time” 
I modelli mutazionali descrivono come le mutazioni insorgono nei singoli individui, ma non 
tengono in considerazione come la demografia possa influenzarne la diffusione nelle popolazioni. 
Ad esempio, nelle ricostruzioni filogenetiche si è interessati a studiare eventi di divergenza tra 
specie avvenuti centinaia di migliaia, o milioni, di anni nel passato tramite l’analisi di porzioni 
molto conservate del genoma. In questo caso, è ragionevole pensare che eventi demografici di 
relativa breve durata, come una riduzione o un’espansione demografica, non abbiano lasciato segni 
significativi a livello del DNA e possano perciò essere ignorati. Quando si analizzano invece gli 
individui appartenenti ad una popolazione, il livello di polimorfismo è altamente influenzato dalla 
demografia passata, ed perciò di fondamentale importanza tenere in considerazione la variazione 
delle caratteristiche della popolazione nel tempo. I modelli demografici rispondono a questa 
esigenza, descrivendo in maniera formale come gli individui di una popolazione, generalmente 
rappresentati da un numero N di cromosomi o singoli loci di DNA, evolvono nel tempo.  
Nella categoria di modelli forward in time, la composizione della popolazione viene 
modificata generazione dopo generazione secondo le regole del modello, con uno scorrere del 
tempo dal presente verso il futuro.  
Il modello neutrale di Wright-Fisher (Fisher 1930; Wright 1931) è il modello più semplice 
per descrivere la dinamica di una popolazione costante nel tempo. Il modello assume che la 
popolazione sia di dimensioni finite, con un numero di individui pari ad N se si considerano 
organismi aploidi o 2N se diploidi. Gli incroci devono essere casuali (popolazione panmittica) e 
ogni individuo deve avere la stessa probabilità di lasciare discendenti (assenza di selezione). Infine 
il tempo viene misurato in generazioni discrete e non sovrapposte, cioè ogni generazione è 
composta solo dai discendenti della generazione precedente. Se queste assunzioni sono rispettate, la 
composizione della popolazione alla generazione t+1 (futuro) rappresenta un campionamento con 
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rimpiazzo degli individui dalla generazione t (presente), come illustrato in Figura3. 
 
Figura 3: Evoluzione di una popolazione di Wright-Fisher. Le frecce indicano la transizione dalla generazione t alla 
generazione t + 1, pescando con rimpiazzo 2N individui dalla generazione t. 
 
Seguendo questo modello, possiamo ad esempio studiare la dinamica delle frequenze alleliche nel 
tempo. Questo fenomeno, chiamato deriva genetica, non è altro che il cambiamento della frequenza 
di un allele nella popolazione dovuto al campionamento casuale degli individui che si riproducono e 
che lasciano discendenti nelle generazioni successive. La probabilità di un allele di fissarsi (tutti gli 
individui della popolazione possiedono quell’allele) o di scomparire è direttamente proporzionale 
alla dimensione della popolazione. Basandosi su questo modello, nel 1931 Wright introdusse il 
concetto di dimensione effettiva di una popolazione, che permise di confrontare l’impatto della 
deriva genetica in popolazioni diverse e venne definita come la dimensione di una ipotetica 
popolazione di Wright-Fisher che sperimenti lo stesso livello di deriva genetica della popolazione 
studiata. Questo parametro, ad oggi, rimane una delle misure cardine in genetica di popolazioni. 
Crow e Kimura (1970) utilizzarono questo modello per studiare, tramite simulazioni, come 
il tempo necessario per la fissazione di un allele nella popolazione sia direttamente proporzionale 
alla sua dimensione effettiva, con un tempo atteso di fissazione minore in popolazioni di piccole 
dimensioni.  
Sebbene il modello di Wright-Fisher descriva bene diversi aspetti di una popolazione, 
contiene alcune assunzioni che ne limitano le capacità di descrivere la dinamica di una popolazione 
reale. Ad esempio in molte specie la generazione parentale e quella dei discendenti è sovrapposta, 
per cui in un dato  momento temporale la popolazione è formata da una percentuale variabile delle 
due parti. Inoltre in molti casi reali le popolazioni non mantengono una dimensione costante nel 
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tempo ma possono andare incontro ad espansioni o contrazioni demografiche. Non tenere in 
considerazione il fenomeno della selezione naturale è un grosso limite del modello e ne pregiudica 
l’applicabilità a tutti quei casi in cui questa agisce. 
Con il progressivo aumento dei marcatori genetici a disposizione, seguito dalla maggior 
capacità di calcolo dei computer, si è arrivati alla possibilità di simulare singoli marcatori o l’intero 
genoma di ogni individuo secondo scenari evolutivi realistici (Hoban et al. 2011). Questo tipo di 
simulazioni permette di definire lo stato iniziale della popolazione (t=0) assegnandole un certo 
numero di individui oppure suddividendoli in sottopopolazioni per ricreare una popolazione 
strutturata al suo interno. Il passaggio alle generazioni successive (t+1, t+2, ecc...) avviene tramite 
l’accoppiamento degli individui che può essere definito come casuale o non casuale. A questo 
livello si possono introdurre caratteristiche come l’accoppiamento assortativo, le generazioni 
sovrapposte, la selezione o la varianza del successo riproduttivo, permettendo ad alcuni individui di 
lasciare un numero maggiore (o minore) di discendenti nella generazione successiva. 
Potenzialmente, l’intero genoma di ogni individuo può essere simulato, perciò è possibile 
ricreare realistici meccanismi mutazionali e di ricombinazione e assegnarli in modo differenziale 
lungo il genoma. 
 
3. I modelli demografici “backward in time” 
Intuitivamente l’evoluzione è associata allo scorrere del tempo. Circa 4 miliardi di anni fa le 
prime molecole hanno iniziato ad evolversi in strutture sempre più complesse e a conquistare 
praticamente qualsiasi habitat disponibile sulla Terra, cambiando in continuazione ed accumulando 
diversità genetica. 
Il modello di Wright-Fisher, descritto in precedenza, cerca di riprodurre questo tipo di 
evoluzione in una scala più piccola, descrivendo le dinamiche dei geni nel tempo, passando da una 
generazione alla successiva. In questo modo è possibile seguire la linea di discendenza di un gene in 
un punto qualsiasi del tempo. Ricostruire cosa è successo ad un gene “all’indietro nel tempo” è 
l’idea dei modelli backward in time, che hanno trovato la loro più importante descrizione formale 
matematica nel modello Coalescente. Su questo modello si basano la maggior parte dei metodi 
moderni di indagine delle dinamiche di popolazione basate sul DNA (Rosenberg e Nordborg 2002).   
Introdotto da Kingman (Kingman 1982a; Kingman 1982b), il Coalescente è un modello 
stocastico che descrive i rapporti di discendenza dei geni provenienti da un campione della 
popolazione procedendo dal presente al passato. Dato un campione di N geni (2N nel caso di 
organismi diploidi), e assumendo che la popolazione si sia mantenuta costante nel tempo, è 
possibile costruire una genealogia che ne descrive le relazioni di discendenza tracciando quando 
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avviene un evento di coalescenza, cioè quando due geni hanno un antenato comune nella 
generazione precedente. La storia di un campione di dimensioni N comprende quindi esattamente 
N-1 eventi di coalescenza, alla fine dei quali si avrà un unico antenato comune di tutto il campione, 
definito come antenato comune più recente (TMRCA). Il risultato finale è un albero come quello 
mostrato in Figura4. 
 
 
Figura4: A sinistra, una genealogia di cinque sequenze campionate da una popolazione di 10 individui in una 
popolazione di Wright-Fisher di dimensioni costanti. A un certo tempo, le sequenze si fondono (coalescono) in un 
unico antenato comune (TMRCA). A destra, è riportato un esempio della stessa genealogia prodotta secondo il 
modello Coalescente. Il tempo nel modello di Wright-Fisher è discreto mentre nel Coalescente è misurato in modo 
continuo.  
 
Ogni genealogia, o realizzazione del processo coalescente, viene perciò descritta dalla 
combinazione di relazioni di parentela tra i membri del campione e dai tempi di coalescenza. La 
probabilità che due geni abbiano un antenato comune alla generazione precedente è inversamente 
proporzionale alla dimensione della popolazione da cui provengono. Per questo motivo i 
cambiamenti demografici influenzano i tempi di coalescenza. 
Se consideriamo ad esempio un campione di sequenze di DNA proveniente da una 
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popolazione che ha subito un’espansione demografica, il tempo atteso prima del primo evento di 
coalescenza dipenderà dalla dimensione della popolazione moderna e perciò sarà grande. Al 
contrario, procedendo indietro nel tempo, la dimensione della popolazione sarà più piccola, e così 
due sequenze potranno avere una coalescenza in tempi più rapidi. L’effetto di questo processo sulla 
genealogia finale sarà di produrre un albero con rami terminali lunghi e corti rami interni se 
confrontata con quella attesa secondo uno scenario di popolazione costante (vedi Figura5). 
 
 
Figura5: Due esempi di genealogie. (a) una genealogia di 25 sequenze campionate da una popolazione che ha subito 
un espansione demografica; (b) una genealogia con lo stesso numero di sequenze, campionate da una popolazione 
costante. 
 
Allo stesso modo una popolazione che ha subito un declino demografico sarà caratterizzata 
da un’elevata frequenza di eventi di coalescenza in tempi recenti dovuta alla dimensione di 
popolazione moderna piccola per poi avvenire a più bassa frequenza quando la popolazione diventa 
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più grande nel passato. Utilizzando questo modello è quindi possibile simulare in maniera semplice 
e veloce una genealogia di un locus genomico di interesse secondo uno scenario demografico 
predefinito. Una volta ricostruita la genealogia è possibile simulare la variabilità genetica a quel 
locus utilizzando un qualsiasi modello mutazionale inserendo le mutazioni in maniera proporzionale 
alla lunghezza dei rami. 
Negli anni successivi alla sua introduzione, il Coalescente è stato esteso in modo da 
includere fenomeni popolazionistici e genetici che ne hanno di fatto aumentato la capacità di 
generare variabilità genetica secondo scenari demografici realistici. 
Ad oggi esistono decine di simulatori con diverse caratteristi e che danno la possibilità di 
simulare popolazioni multiple, cambiamenti demografici, modelli spaziali espliciti, migrazione fra 
le popolazioni, ricombinazione, diversi modelli mutazionali, selezione e il campionamento antico 
(vedi review di Hoban et al. 2011 per una descrizione dettagliata).  
 
4. Le simulazioni in genetica di popolazioni 
In genetica di popolazioni si è spesso interessati allo studio di sistemi (individui, popolazioni 
o specie) sui quali agiscono molteplici fenomeni naturali o artificiali (ad esempio indotti 
dall’uomo), ed è spesso difficile capire come questi interagiscano fra loro. 
Le simulazioni al calcolatore sono ottimi strumenti per capire il funzionamento di questi 
sistemi complessi. In principio generale è quello di generare dataset in-silico di variabilità genetica 
secondo specifiche combinazioni di scenari evolutivi e caratteristiche genetiche. Ad esempio, se 
applicato allo studio dell’evoluzione umana (vedi Ray e Excoffier 2009), lo scenario demografico 
può contenere espansioni demografiche da particolari regioni geografiche, differenti dimensioni di 
popolazione antiche e recenti e livelli di migrazione entro e tra continenti. Inoltre, nella simulazione 
possono essere specificati diversi tipi di marcatori genetici, tassi di mutazione e assunzioni 
sull’associazione di diversi marcatori. 
Il processo di simulazione normalmente prevede la ripetizione di una simulazione per tenere 
in considerazione la stocasticità del processo demografico, mutazionale e del campionamento. I 
dataset prodotti in questo modo di solito sono utilizzati in tre classi di applicazioni in genetica di 
popolazioni: scopi predittivi, l’inferenza statistica e la validazione di metodi statistici. 
 
Scopi predittivi 
Le simulazioni per definizione predicono lo stato futuro di un sistema secondo in condizioni 
specifiche predeterminate e perciò sono diventate uno strumento molto affermato soprattutto in 
biologia evoluzionistica per studiare problemi complessi come l’evoluzione della riproduzione 
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sessuale o la teoria della speciazione (Lively et al 2010; Church et al 2002). 
Oltre che in questo campo, le simulazioni sono molto utilizzate anche in genetica della 
conservazione e in epidemiologia. Ad esempio, la conservazione, gestione e recupero di specie in 
pericolo di estinzione (o importanti dal punto di vista economico) è spesso complicata 
dall’influenza di molti fattori tra cui i cambiamenti climatici, le malattie e lo sovra sfruttamento. In 
questo ambito, l’obiettivo principale è quello di prevedere l’impatto di cambiamenti ecologici 
(frammentazione dell’habitat, epidemie di malattie, ecc..) o dell’intervento umano (traslocazioni di 
individui, allevamento, ecc..) sulla variabilità genetica futura. L’approccio generalmente seguito è 
quello di simulare una popolazione secondo diversi scenari di flusso genico, controllare il livello di 
variabilità genetica prodotto e infine identificare i valori dei parametri che permettono di 
raggiungere l’obiettivo a cui si è interessati. Ad esempio, un problema molto frequente è 
determinare quale tasso di migrazione garantisca il livello desiderato di eterozigosità, 
differenziamento genetico o outbreeding (Daleszczyk 2009; Vonholdt 2008) in una popolazione. In 
altri casi questo tipo di approccio è stato utilizzato per valutare le conseguenze genetiche del 
mantenere una barriera tra le popolazione di bisonte Europeo rispetto alla condizione di assenza di 
barriera (Daleszczyk 2009); determinare la minima dimensione effettiva di popolazione, e tassi di 
migrazione, per mantenere livelli accettabili di eterozigosità nel lupo di Yellowstone (Vonholdt 
2008); cercare il numero di colonie necessarie per mantenere variabilità genetica negli alleli sessuali 
in popolazioni di api controllate (Alves et al. 2011); e predirre l’impatto genetico di riduzioni 
demografiche assumendo diverse intensità e tempi di reintroduzione di individui, caccia di frodo o 
eventi naturali (Kenney et al. 1995; Ng et al. 2009).  
L’utilizzo delle simulazioni si è dimostrato altrettanto importante in genetica medica. In 
questo campo esiste un forte interesse nel riuscire ad identificare loci del genoma associati alla 
suscettibilità alle malattie. Una teoria sull’architettura genetica delle malattie prevede che le 
malattie comuni siano causate da pochi alleli condivisi tra le popolazioni (“Common Disease 
Common Variants”, CDCV), ma le condizioni genetiche e demografiche necessarie perché questo 
avvenga sono molto discusse. Simulazioni in forward sono state usate per testare questa ipotesi 
secondo uno scenario di popolazione stabile dal punto di vista demografico, o in espansione, con 
vari livelli di mutazione, migrazione e selezione (Peng e Kimmel 2007).  
Le simulazioni hanno mostrato come un modello definito utilizzando le informazioni disponibili 
sulla storia evolutiva umana (una recente espansione demografica) riesca a spiegare gli alti livelli di 





  Negli ultimi decenni si è verificato un progressivo interesse nel far luce sulla storia evolutiva 
delle specie, ed in particolare, nell’identificare cambiamenti demografici, il mescolamento e  la 
divergenza tra le popolazioni e nelle modifiche degli areali di distribuzione indotti dai cambiamenti 
climatici (Fagundes et al. 2007; Ray e Excoffier 2009). Le simulazioni in questi anni sono diventate 
uno strumento essenziale per lo studio di questi fenomeni. Un problema comune in questo campo è 
confrontare ipotesi demografiche alternative e di stimare parametri demografici e genetici alla base 
dei modelli maggiormente supportati dai dati. Un approccio molto diffuso è quello di generare dati 
genetici secondo diverse storie evolutive, utilizzare alcune statistiche descrittive (come l’Fst, 
numero di alleli, ecc..) per riassumere le informazioni sul polimorfismo e creare, infine, le 
distribuzioni degli indici calcolati generate secondo ogni modello. Lo scenario migliore viene 
successivamente identificato confrontando le distribuzioni degli indici calcolati nelle simulazioni  e 
nei dati reali. Questo ultimo passaggio viene eseguito utilizzando diversi metodi sviluppati ad-hoc, 
o più recentemente tramite l’Approximated Bayesian Computation, che ha di fatto rivoluzionato 
l’uso delle simulazioni per l’inferenza statistica (Beaumont et al. 2002; Beaumont 2010; Csillery et 
al. 2010). 
Numerosi esempi dell’utilizzo delle simulazioni per l’inferenza statistica sono presenti in 
letteratura e spaziano dalla biologia evolutiva, all’ecologia, alla conservazione e all’epidemiologia. 
In conservazione, ad esempio, questo tipo di approccio è stato applicato allo studio dell’invasione di 
un nuovo habitat da parte di una specie. Gli eventi di colonizzazione sono importanti fattori di 
cambiamento ecologico ed evoluzionistico ed è perciò di particolare interessa studiare come il 
fenomeno della deriva genetica, e della selezione naturale, agiscano a livello del DNA e influenzino 
il successo di un invasione. La complessità di questi eventi, però, pone dei seri limiti agli approcci 
tradizionali basati sulla massima verosimiglianza, o Bayesiani, ma non quelli basati sulle 
simulazioni. Alcuni esempi includono la stima del numero e dell’origine degli individui fondatori di 
rana toro che hanno dato origine alla colonizzazione del Nord America (Ficetola et al. 2008) oppure 
lo studio del flusso genico tra alcune popolazioni di ricci di mare recentemente formatesi e 
l’ipotetica popolazione sorgente in Australia (Banks et al. 2010). 
Le simulazioni possono essere uno strumento utile anche nella fase di pianificazione di un 
esperimento. Lo schema di campionamento (cioè il numero di marcatori e il numero di campioni) 
adeguato per identificare un fenomeno attraverso un test statistico è uno dei problemi più comuni in 
genetica di popolazioni: un campione troppo piccolo potrebbe non contenere abbastanza 
informazione per identificare il fenomeno che stiamo cercando, mentre produrre un campione 
troppo grande significa spendere più risorse del necessario.  
A questo scopo si possono effettuare simulazioni di dati genetici secondo diversi schemi di 
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campionamento alla ricerca della miglior combinazione che permetta di identificare un particolare 
fenomeno con una certa confidenza. Ad esempio, con questo approccio è stato verificato che 
l’accuratezza nella stima di massima verosimiglianza di θ aumenta più velocemente incrementando 
il numero di loci inclusi nell’analisi rispetto all’incremento degli individui campionati o 
dell’aumento della lunghezza delle sequenze di DNA analizzate (Felsenstein 2006).  
 
Validazione di metodi statistici 
Di pari passo con l’aumento della quantità di dati genetici disponibili, vengono sviluppati  
nuovi metodi e strumenti statistici per estrarre informazioni dai dati di variabilità genetica. Una 
volta proposto un nuovo metodo o strumento, le simulazioni sono generalmente utilizzate per 
verificare come questo si comporta in particolari condizioni. 
Un aspetto molto importante è verificare l’efficienza di un metodo nel raggiungere il suo 
scopo. L’approccio generalmente utilizzato prevede di definire un intervallo prefissato di valori per 
un parametro d’interesse. In seguito, una o più simulazioni vengono effettuate secondo quel 
parametro, i dati prodotti vengono analizzati con la metodologia proposta e, infine, il potere del 
metodo viene calcolato insieme ad alcune misure di qualità della stima.  Questo approccio è stato 
seguito ad esempio per verificare il potere di un metodo nell’identificare una riduzione della 
dimensione effettiva di una popolazione (Luikart et al. 1998) o  il potere di alcuni test di 
assegnazione secondo diversi livelli di struttura di popolazione e variabilità genetica (Manel et al. 
2002).  
Lo stesso approccio può essere utilizzato per confrontare l’abilità di diversi metodi nel 
raggiungere lo stesso obbiettivo: ad esempio è stato utilizzato per verificare come un semplice 
nuovo metodo basato sull’analisi delle componenti principali (DAPC, Jombart et al. 2010) abbia 
una capacità maggiore nell’ identificare la struttura nelle popolazioni rispetto a un più complesso 
metodo bayesiano (Pritchard et al. 2000). 
 In molti casi, un metodo (o un modello) necessita che alcune assunzioni siano rispettate per 
poter essere applicato ed ottenere una stima credibile. Non rispettare le assunzioni può influenzare il 
risultato della metodologia più o meno pesantemente. Le simulazioni possono essere usate per 
verificare quanto un metodo sia “robusto” quando le sue assunzioni vengono violate. Per far questo, 
vari livelli di intensità di un fenomeno vengono simulati e sui dati prodotti dalle simulazioni viene 
applicato il metodo. Più si osserva uno scostamento dalla verità, più il metodo è influenzato da quel 
particolare fenomeno e, in questo modo, è anche possibile classificare quei fenomeni che lo 
influenzano maggiormente. Questo approccio è stato utilizzato ad esempio per verificare come la 
stima di parametri demografici secondo il modello “Isolation with Migration” (Nielsen e Wakeley 
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2001) si dimostri robusta alla violazione di numerose assunzioni come l’assenza di migrazione, la  
presenza di ricombinazione intra-locus o migrazione da popolazioni non campionate, mentre risulta 
essere molto sensibile a modificazioni del modello mutazionale (Strasburg e Rieseberg 2010). 
 
5. Scopo della tesi 
In questo studio mi sono occupato dell’utilizzo delle simulazioni genetiche, basate sul 
Coalescente, applicate a quattro diversi problemi di genetica di popolazioni che rientrano nei campi 
applicativi descritti nell’introduzione. 
Nella prima applicazione, ho effettuato uno studio di simulazioni applicato ad una 
metodologia statistica, chiamata “Bayesian Skyline Plot” (Drummond et al. 2005), che permette di 
ricostruire la dinamica della dimensione effettiva di una popolazione nel tempo. Un’assunzione del 
modello alla base di questa metodologia prevede che la popolazione in esame sia isolata, cioè non 
invii o riceva migranti da un’altra popolazione. Con un approccio simile a quanto descritto nella 
sezione 1.4.3 ho studiato gli effetti della violazione dell’assunzione d’isolamento sulla ricostruzione 
della dimensione di popolazione nel tempo. 
Nel secondo studio ho utilizzato le simulazioni per quantificare l’importanza dell’inclusione 
di campioni antichi all’interno di un’analisi demografica mirata ad identificare una riduzione 
demografica e di identificare gli schemi di campionamento (combinazione di DNA antico e 
moderno) ideali per massimizzare la probabilità di identificare il fenomeno demografico 
minimizzando il costo di produzione del campione. 
Nel terzo studio ho collaborato alla stesura di una review sulle applicazioni di un 
metodologia statistica basata sulle simulazioni, chiamata Approximate Bayesian Computation 
(Beaumont et al. 2002). La review si divide in due parti principali: nella prima parte sono state 
descritte le origini della metodologia e come si è sviluppata nel tempo. Nella seconda, sono stati 
discussi in maniera critica tutti i passaggi necessari alla realizzazione di un’analisi completa e i 
lavori usciti dal 1997 al 2009 in cui questa metodologia è stata impiegata. 
Nel quarto studio ho applicato l’Approximated Bayesian Computation per indagare la storia 
demografica di tre specie di pesci antartici appartenenti al genere Chionodraco. I dati genetici sono 
stati utilizzati per ricostruire eventi di ibridazione interspecifica e come i cicli glaciali abbiano 










L’EFFETTO DELLA MIGRAZIONE SULLA RICOSTRUZIONE 
DELLA DIMENSIONE EFFETTIVA DI UNA POPOLAZIONE NEL 





La storia demografica di una popolazione modella il pattern di variabilità genetica 
osservabile nel genoma dei suoi componenti moderni. La ricostruzione di questa dinamica, a partire 
da un campione di DNA moderno, permette perciò di raccogliere importanti informazioni sui 
processi evolutivi avvenuti come ad esempio  studiare la correlazione tra eventi demografici e paleo 
climatici (Drummond et al. 2005; Campos et al. 2010), analizzare i fattori che hanno influenzato la 
dinamica delle popolazioni nel passato (Finlay et al. 2007; Atkinson et al. 2008; Stiller et al. 2010) e 
tracciare la trasmissione e la diffusione di virus (Kitchen et al. 2008; Magiorkinis et al. 2009). 
Diversi metodi sono ad oggi disponibili per stimare la storia demografica di un popolazione 
utilizzando sequenze di DNA (Hey 2010), molti dei quali assumono che essa sia descritta da  un 
semplice modello parametrico come una crescita esponenziale o logistica. La storia demografica poi 
può essere inferita valutando quanto i dati genetici supportano un particolare modello piuttosto che 
un altro oppure stimando direttamente i parametri del modello. Ad esempio la stima del tasso di 
crescita di un modello ad espansione esponenziale può assumere un valore positivo, negativo o 
uguale a zero, indicando rispettivamente una popolazione in crescita, decrescita o costante. 
Molto spesso però la storia demografica di una popolazione è più complessa di quanto 
descritto da un semplice modello parametrico perciò è stata sviluppata una classe di modelli non 
parametrici o semiparametrici, denominati “Skyline Plot”, in grado di ricostruire le dinamiche 
popolazionistiche nel tempo a partire da un campione di sequenze di DNA, o da una genealogia 
stimata in precedenza, senza la necessità di definire a priori un insieme di possibili modelli 
demografici (Pybus et al. 2000; Strimmer e Pybus 2001; Drummond et al. 2005; Heled e 
Drummond 2008; Ho e Shapiro 2011).Tutti questi metodi si basano sulla teoria coalescente 
(Kingman 1982a; Kingman 1982b) per mettere in relazione la genealogia delle sequenze 
appartenenti al campione e la storia demografica della popolazione da cui proviene. La maggior 
parte delle proprietà di questi metodi derivano direttamente dal Coalescente includendo dunque 
anche le assunzioni e le limitazioni. La ricostruzione della dimensione effettiva nel tempo si può 
scomporre in due passaggi distinti. Nella prima parte, la genealogia che descrive i rapporti 
genealogici tra gli individui facenti parte del campione è stimata a partire dai dati genetici mentre 
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nella seconda parte, la genealogia inferita viene utilizzata per ricostruire la storia demografica della 
popolazione che dipende essenzialmente da il tempo degli eventi di coalescenza presenti nella 
genealogia. La flessibilità di questa metodologia, insieme allo sviluppo di un software user-frinedly 
per l’applicazione pratica (BEAST, Drummond e Rambaut 2007), ha fatto si che lo “Skyline Plot” 
sia diventato uno degli strumenti più utilizzati per ricostruire la storia demografica delle 
popolazioni. 
Una delle assunzioni principali prevede che il campione studiato provenga da una 
popolazione panmittica isolata, cioè non scambi (o abbia scambiato) migranti con altre popolazioni. 
L’effetto di includere nel campione alcuni individui migrati da un’altra popolazione si ripercuote 
direttamente sui tempi di coalescenza stimati e perciò può provocare una distorsione della 
ricostruzione demografica difficilmente quantificabile ma proporzionale all’intensità della 
migrazione e al livello di differenziamento delle popolazioni che scambiano migranti. Questo 
fenomeno è da tenere in considerazione soprattutto quando si studiano specie animali altamente 
mobili o quando non ci siano barriere conosciute a limitarne il flusso genico tra le popolazioni. 
Sebbene la violazione dell’assunzione di panmissia sia stata presa in considerazione in alcuni studi 
(Shapiro et al. 2004; Drummond et al. 2005; Atkinson et al. 2008; Atkinson et al. 2009), ad oggi 
non è presente in letteratura un’indagine rigorosa ed esaustiva sulla robustezza dello “Skyline Plot” 
quando le sue assunzioni non sono rispettate ed in particolare l’effetto della migrazione. 
In questo studio mi sono occupato di analizzare attraverso uno studio di simulazione come vari 
livelli di migrazione influiscano sulla ricostruzione della dimensione effettiva nel tempo utilizzando 
l’ultimo modello sviluppato, denominato “Extended Bayesian Skyline Plot”(Heled e Drummond 
2008). Questo modello offre notevoli vantaggi rispetto ai precedenti, tra i quali la possibilità di 
analizzare più di un locus nella stessa analisi, di tenere conto della ploidia dei loci genetici e di 
stimare il numero di cambiamenti demografici avvenuti nel passato.  Varie intensità di migrazione 
sono state prese in considerazione in modo da comprendere valori realistici osservati in popolazioni 
reali. Ho analizzato inoltre l’effetto delle dimensioni effettive della popolazione che scambia 
migranti e della diversità degli individui che vengono scambiati sull’analisi. Lo “Skyline Plot” 
sembra essere robusto a livelli blandi di  migrazione, ma in alcuni casi sono stati verificati effetti 









I dati genetici simulati 
I dataset simulati sono stati creati utilizzando il modello coalescente implementato nel 
software Simcoal (Excoffier et al. 2000). Ogni dataset è composto da 30 individui aploidi 
provenienti da una popolazione che può ricevere migranti a varie intensità. In base alla condizione 
testata, ogni individuo può essere rappresentato da un locus, 5 loci o 10 loci di 10.000 paia di basi 
ognuno. I dati sono stati generati secondo il modello mutazionale HKY85 (Hasegawa et al. 1985) 
con un tasso di mutazione di 1.25x10-7 mutazioni per sito per generazione, tipico di una regione 
autosomica non codificante (Fagundes et al. 2007). La frequenza dei quattro nucleotidi (A,C,T,G) è 
stata impostata come uguale e il tasso di trasversioni/transizioni uguale a uno (una mutazione ha la 
stessa probabilità di essere una transizione o una trasversione). Il modello mutazionale impiegato è 
a siti finiti, ma la probabilità che due o più mutazioni avvengano sullo stesso sito in una sequenza di 
10.000 paia di basi è estremamente bassa, e perciò trascurabile. 
 
Il modello demografico 
Il modello demografico utilizzato per la simulazione prevede la presenza nel passato di una 
popolazione ancestrale, di dimensione Na, che si suddivide istantaneamente in due popolazioni di 
uguale dimensione (Ne) al tempo TDIV. Successivamente, le popolazioni appena divise iniziano a 
scambiare migranti al tempo TMIG fino al presente, con un’intensità regolata dal tasso di migrazione 
m (vedi Figura1.1).  
 
 
Figura 6.1: il modello demografico utilizzato per le simulazioni coalescenti.  
 
Il modello viene descritto da 5 parametri (Na, Ne, TDIV, TMIG, m), ognuno dei quali è stato variato in 
modo da esplorare uno spazio formato da 40 combinazioni (vedi Tabella 1.1 e Tabella1.1S per la 
descrizione delle combinazioni). 
Tabella 1.1: I valori dei parametri demografici utilizzati per le simulazioni coalescenti. 
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Nome  Abbreviazione  Unità di misura  Intervallo valori 
Dimensione effettiva ancestrale  Na  Individui aploidi  10 000 
Dimensione effettiva moderna  Ne  Individui aploidi  10 000 











Inizio della migrazione  TMIG  Generazioni  50, 150, 2 000, 5 000, 10 000 
Tempo di divergenza  TDIV  Generazioni  2 000, 10 000 
 
La dimensione effettiva della popolazione moderna e ancestrale sono state fissate entrambe 
ad un valore di 10 000 individui aploidi, in modo da mimare una popolazione costante nel corso del 
tempo in assenza di migrazione. In questo modo, in assenza di migrazione, la storia demografica 
ricostruita a partire dalle informazioni genetiche degli individui di una sola delle popolazioni 
moderne dovrà essere costante e proprio questo caso sarà il modello nullo di confronto con scenari 
dove la migrazione sarà presente. L’intervallo d’intensità di migrazione è stato scelto in modo da 
esplorare casi dove la migrazione è bassa (10-5x10 000 = 0.1 individui migranti aploidi per 
generazione) fino a casi dove la migrazione è molto alta (10-1x10 000 = 1 000 individui migranti 
aploidi per generazione), dove le due sottopopolazioni simulate sono da considerarsi come un’unica 
popolazione panmittica. Il tempo della divergenza delle due popolazioni moderne è stato scelto in 
modo da considerare una divergenza recente (TDIV = 2 000) e una divergenza antica (TDIV = 10 
000). Allo stesso modo il tempo di inizio della migrazione è stato scelto in modo da esplorare 
diversi casi: le popolazioni moderne iniziano recentemente a scambiare migranti (TMIG = 50, 150), 
in tempi intermedi (TMIG = 2 000, 5 000) e in tempi antichi (TMIG = 10 000). Per ognuna delle 
combinazioni di parametri definite sono state prodotte 100 simulazioni in modo da tenere in 
considerazione la componente stocastica del Coalescente.  
 
La variabilità genetica simulata 
Secondo ogni scenario demografico definito, sono state prodotte 1 000 simulazioni 
coalescenti per valutare i livelli di variabilità genetica presenti. Il livello di variabilità genetica intra-
popolazione è stato valutato attraverso la media, il 2.5° e il 97.5° percentile della distribuzione del 
numero di siti polimorfici presenti. Il livello di diversità tra le due popolazioni che scambiano 
migranti è stato analizzato attraverso la media, il 2.5° e il 97.5° percentile della distribuzione di Fst 
(Cockerham e Weir 1984). Infine sono state calcolate la D di Tajima (Tajima 1989) e la Fs di Fu (Fu 
1997) che, in assenza di selezione attiva sulla popolazione, indicano la presenza di cambiamenti 
demografici passati: il valore 0 è atteso se la popolazione è rimasta di dimensioni costanti nel 
tempo, valori negativi indicano espansione demografica mentre valori positivi sono indicativi di 
riduzioni demografiche. Per ognuna delle 1 000 simulazioni è stato verificato se i valori per questi 
due indici sono significativamente diversi da 0 (bootstrap di 1 000 simulazioni, α=0.05) ed infine è 
stata riportata la percentuale totale di simulazioni significative per ognuno dei due indici. Le analisi 
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sopra riportate sono state effettuate con il software Arlequin3.5.1 (Excoffier e Lischer 2010). 
 
La ricostruzione della storia demografica 
Tutti i metodi definiti nella classe degli “Skyline Plot” prevedono due passaggi distinti e 
separabili. La genealogia degli individui analizzati deve essere ricostruita a partire dai dati genetici 
ed include non solo la stima delle relazioni tra gli individui (topologia dell’albero) ma anche i loro 
tempi di divergenza (età dei nodi). Questo passaggio può essere effettuato utilizzando i metodi 
filogenetici standard Bayesiani o di massima-verosimiglianza. Una condizione essenziale è che le 
lunghezze dei rami dell’albero siano proporzionali con il tempo, perciò il tempo deve essere scalato 
in mutazioni, anni o generazioni. La genealogia, essendo una stima basata su un campione di 
sequenze di DNA, porta con se un errore, chiamato “errore filogenetico”, che può essere di notevole 
entità quando la genealogia contiene rami interni corti. Inoltre, molti organismi sono caratterizzati 
da una bassa variabilità genetica intraspecifica che provoca un aumento della varianza stocastica 
nella lunghezza dei rami. Nonostante questi fattori, se vogliamo ricostruire la storia demografica di 
una popolazione, non serve che la genealogia sia ben risolta, soprattutto quando le stime sono 
pesate tra un grande numero di alberi come nel framework Bayesiano (Drummond et al. 2005).   
Il secondo passaggio prevede la stima della storia demografica basata sulla genealogia stimata. Una 
caratteristica molto utile di questa fase è che dipende solamente dal tempo degli eventi di 
coalescenza e non dal fatto di ricostruire la genealogia esatta delle sequenze del campione (Pybus et 
al. 2000). Per esempio, osservare eventi di coalescenza molto vicini tra loro è indicativo di una 
dimensione effettiva piccola, e questo principio può essere sfruttato per stimare la dinamica della 
dimensione effettiva. Più precisamente, i metodi “Skyline Plot” si basano sulla semplice relazione 
tra la dimensione effettiva della popolazione e la lunghezza attesa degli intervalli di coalescenza 
secondo il modello Coalescente: la dimensione effettiva media in ogni intervallo tra due eventi di 
coalescenza può essere stimata dal prodotto della lunghezza dell’intervallo (γi) e i(i-1)/2, dove i 
rappresenta il numero di linee dell’albero presenti nell’intervallo (Figura1.2a). In questo modo è 
possibile ottenere una stima della dimensione effettiva in ogni intervallo (definito da ogni evento di 
coalescenza) della genealogia stimata (Figura1.2b) e così ricostruire la storia demografica tramite la 
dinamica della dimensione effettiva intervallo dopo intervallo. La ricostruzione demografica 
include una considerevole parte di incertezza dovuta alla natura stocastica del Coalescente. Infatti, 
ogni genealogia considerata è solo una singola realizzazione casuale di questo processo e questo 
comporta che, ad esempio, la stima della dimensione effettiva in ogni intervallo di coalescenza 
incorpori una notevole quantità di errore. L’errore dovuto al Coalescente è inversamente 
proporzionale al numero di linee genealogiche presenti in ogni intervallo di coalescenza e quindi 
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non è uniforme lungo la genealogia: più ci avviciniamo alla radice dell’albero, più aumenta l’errore 
nella stima della dimensione effettiva. Ad esempio, l’ultimo intervallo di coalescenza (γ2 in 
Figura1.2) viene stimato a partire da sole due linee ed è perciò l’intervallo con più errore associato. 
Questo fatto diventa perciò di notevole importanza ad esempio quando si sta considerando una 
popolazione costante dove, in media, l’ultimo intervallo di coalescenza occupa metà della 
genealogia.  
 
Figura 1.2: Stima della storia demografica da una genealogia. (a) Una genealogia stimata a partire dai dati genetici, 
dove la lunghezza di ogni ramo è proporzionale al tempo. Gli intervalli di coalescenza sono indicati con ϒi. (b) La 
dimensione effettiva della popolazione stimata in ogni intervallo di coalescenza. 
 
Una volta ottenuta la stima della dimensione effettiva in ogni intervallo, la dinamica della 
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dimensione effettiva nel tempo viene ricostruita in principalmente due modi (vedi review Ho e 
Shapiro 2011 per i dettagli dei metodi): i) partendo dall’intervallo più recente, la dimensione 
effettiva viene unita con quella dell’intervallo adiacente assumendo che sia rimasta costante 
all’interno dell’intervallo, producendo un grafico a “scalini” simile a quello rappresentato in 
Figura1.2b; ii) la dimensione effettiva non rimane costante all’interno dell’intervallo, ma varia in 
maniera lineare tra due intervalli, rappresentando in maniera più realistica come una popolazione 
aumenta o si riduce rispetto a un cambiamento istantaneo. Nei metodi “Skyline Plot” bayesiani la 
dimensione effettiva in ogni intervallo non è descritta da un singolo valore ma bensì da una 
distribuzione, detta distribuzione a posteriori. Perciò, per ogni intervallo di coalescenza viene 
utilizzato un indice di tendenza centrale come la media, moda o mediana come stima della 
dimensione effettiva. Insieme alla stima, viene riportato anche l’ “High Posterior Density Interval” 
(HPD, o intervallo di credibilità) che descrive qual è l’intervallo più piccolo che contiene il 90% o il 
95% dei valori a maggior frequenza (vedi Figura1.3).   
 
Figura1.3: Rappresentazione grafica di uno skyline plot. La dimensione effettiva (in ordinata) è visualizzata in 
funzione del tempo (in ascissa). Il tempo è misurato dal presente (0) fino al tempo dell’antenato comune più recente 




In questo studio la dinamica della dimensione effettiva nel tempo è stata stimata con il 
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metodo “Extended Bayesian Skyline Plot” implementato nel software BEASTv1.6.1 (Drummond et 
al. 2002; Heled e Drummond 2008). Questo metodo, basato su un framework bayesiano accoppiato 
a Monte Carlo Markov Chain (MCMC), permette di stimare la genalogia degli individui simulati a 
partire dai dati di variabilità molecolare e ricostuire la funzione demografica nel tempo in un 
singolo passaggio. Inoltre, a differenza degli altri “Skyline Plot”, si possono analizzare 
contemporaneamente più loci indipendenti per stimare la storia demografica di una popolazione, 
riducendo in questo modo l’errore associato al Coalescente e, di conseguenza, l’errore nella stima. 
Ad ogni locus impiegato nell’analisi è possibile associare un fattore che tenga in considerazione la 
ploidia ed ereditabilità. In questo modo, ad esempio, è possibile tenere in considerazione che la 
dimensione effettiva di un locus autosomale trasmesso in maniera biparentale è quattro volte più 
grande di quella di un locus aploide mitocondriale. Inoltre, solo utilizzando l’ ”Extended Bayesian 
Skyline Plot” è possibile stimare il numero di cambiamenti demografici tramite “Bayesian 
Stochastic Variable Selection” (BSVS, Kuo e Mallick 1998). La presenza di molti intervalli di 
coalescenza corti può portare a un notevole aumento del “rumore di fondo” nella ricostruzione 
demografica perciò Strimmer e Pybus (2001) proposero di eliminare gli intervalli troppo corti 
raggruppandoli con i loro vicini in un numero n di gruppi specificato a priori.  Con il BSVS è 
possibile selezionare l’n maggiormente supportato dai dati senza doverlo necessariamente 
specificare a priori. Se un solo gruppo viene selezionato, significa che i dati supportano uno 
scenario di popolazione costante nel tempo. 
 
Framework di analisi 
Ogni dataset simulato è stato convertito in un input file leggibile da BEAST attraverso il 
software BEAUTI disponibile nello stesso package. Lo stesso modello mutazionale utilizzato per la 
generazione dei dati simulati è stato impiegato nell’analisi (modello mutazionale HKY85, tasso di 
mutazione fissato a 1.25x10-7 mutazioni per sito per generazione, frequenza delle basi uguale e 
rapporto transizioni su trasversioni uguale a uno) in modo che i risultati non risentano 
dell’incertezza della stima dei parametri mutazionali. La distribuzione a priori del numero di 
cambiamenti demografici è stata definita come una distribuzione di Poisson con media ln(2) in 
modo da favorire nel 50% dei casi uno scenario di popolazione costante e nel restante 50% dei casi 
almeno un cambiamento demografico. La lunghezza della catena ha previsto 10 milioni di iterazioni 
con un campionamento dei parametri del modello ogni 1 000 iterazioni, ed il primo 10% della 
catena marcoviana totale è stato scartato (burn-in). I valori degli operatori che regolano il 
campionamento MCMC sono stati mantenuti invariati rispetto a quelli di default.  Alla fine di ogni 
analisi è stato valutato se la convergenza è stata raggiunta, cioè se l’algoritmo ha campionato dalla 
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distribuzione a posteriori di ogni parametro. A questo scopo sono state calcolate due misure di 
convergenza per i parametri più importanti del modello: la likelihood, la distribuzione a priori 
globale (indica il campionamento complessivo da tutte le distribuzioni a priori di tutti i parametri), 
la distribuzione a posteriori complessiva (indica il campionamento complessivo da tutte le 
distribuzioni a posteriori di tutti i parametri) e numero di cambiamenti demografici. Come primo 
indice è stato calcolato il valore di “Effective Sample Size” (ESS) che rappresenta il numero di 
campionamenti indipendenti dalla distribuzione a posteriori stimata. L’algoritmo di campionamento 
di tipo MCMC, per sua natura, effettua dei campionamenti che sono correlati tra loro per cui il 
valore di ESS indica la qualità della stima della distribuzione a posteriori. Un ESS minore di 100 
viene considerato in genere un valore basso e indicativo di problemi durante l’analisi. Come 
seconda indicazione di convergenza, è stato eseguito il test di Geweke. Questo test si basa sul 
principio che se la catena ha raggiunto la convergenza, la prima parte e l’ultima parte della catena 
avranno la stessa media e la loro differenza sarà distribuita in modo normale. Il comando 
geweke.diag disponibile nel package “CODA” per l’ambiente statistico R (R Development Core 
Team 2010) è stato utilizzato per condurre il test ed ottenere il p-value associato.  
Per ognuna delle combinazioni demografiche studiate sono stati riassunti i dati di 
convergenza dei 100 dataset simulati calcolando per i quattro parametri considerati: la media di 
ESS, il numero di dataset che hanno un valore di ESS minore di 100 e la percentuale di dataset che 
hanno mostrato un p-value del Geweke test non significativo per un valore di α=0.05 (vedi 
Tabella1.9-11S per i risultati).  
Le analisi dei dataset che hanno raggiunto la convergenza sono state utilizzate per ricostruire 
la dinamica demografica della popolazione nel tempo e rappresentarla in modo grafico per capire in 
maniera visiva gli scostamenti da uno scenario di popolazione costante.  
Per ogni combinazione demografica è stata calcolata la probabilità (PERR) di favorire un modello 
demografico errato (cioè non una popolazione costante) verificando la percentuale di dataset (su 
100 repliche) dove la distribuzione a posteriori del numero di cambiamenti demografici non 
conteneva lo 0 (un valore di 0 significa popolazione costante)(Heled e Drummond 2008). Inoltre è 
stata calcolata la mediana della distribuzione delle mode della distribuzione a posteriori del numero 
di cambiamenti demografici, in modo da riassumere il numero di cambiamenti supportato dai dati. 
Infine, per valutare l’intensità del cambiamento demografico è stato calcolato il rapporto tra la 
dimensione effettiva più antica (valore di Ne massimo nelle ultime 10 generazioni) e quella più 
recente (valore massimo tra la decima e la ventesima generazione). Valori superiori a uno indicano 
una riduzione demografica mentre valori inferiori a uno supportano uno scenario di espansione 








Variabilità genetica presente negli scenari demografici studiati 
I valori di variabilità genetica calcolati in 1 000 dataset simulati sono riportati in 
Tabella1.1S. La variabilità genetica intra popolazione si attesta su valori alti in ognuno degli scenari 
studiati (S medio circa 100, con i limiti dei percentili da 50 a 200) aumentando leggermente per 
livelli intensi di migrazione (m=10-2, 10-1) come atteso quando una popolazione riceve migranti. Il 
livello di divergenza tra le popolazioni moderne, è direttamente proporzionale al tempo della 
divergenza ancestrale e all’intensità della migrazione: i valori di Fst oscillano da una media di circa 
0.5 quando la separazione è avvenuta 10 000 generazioni nel passato e la migrazione è bassa (m=10-
5), fino a valori prossimi allo 0 quando la divergenza è bassa (2 000 generazioni) e la migrazione è 
intensa (m=10-1,10-2). Gli indici di neutralità (D di Tajima e Fs di Fu) non sembrano indicare 
cambiamenti demografici, producendo una frazione di dataset significativamente diversi da 0 
estremamente bassa (% D max 0.10, % Fs max 0.17). 
 
L’effetto della migrazione sulla ricostruzione demografica 
Quando la migrazione tra le popolazioni è bassa (m=10-5), le dinamiche ricostruite sono, 
come atteso, quelle tipiche di una popolazione di dimensioni costanti nel tempo (ad esempio 
Figura1.5, m=10-5). Le curve ricostruite si sovrappongono completamente al controllo in tutte le 
combinazioni di parametri demografici e numero di loci (da Figura1.1S a Figura1.8S, m=10-5). 
Inoltre, per questa intensità di migrazione, la PERR assume il valore 0 in tutti i casi analizzati 
(Figura1.3) e il rapporto Na/Ne rimane centrato su 1(Figura1.4, min 0.94 – max 1.03). Un aumento 
dell’intensità della migrazione influenza la ricostruzione demografica. Valori di m intermedi (10-4, 
10-3) aumentano la probabilità di commettere un errore fino a valori di circa il 40% per valori di 
TMIG maggiori di 150 generazioni e se vengono utilizzati più di un locus per l’analisi. Inoltre, se le 
popolazioni scambiano migranti da molto tempo (TMIG > 150) e sono altamente differenziate 
(TMIG=10 000), la curva ricostruita tende a piegarsi verso il basso per tempi prossimi al presente 
indicando una riduzione demografica in corso nella popolazione (vedi ad esempio Figura1.5 TMIG = 
TDIV = 10 000,  Figura1.6-7-8S). Risultato confermato anche dal rapporto delle dimensioni effettive 
antiche e moderne che assume valori maggiori di uno, tipici di una riduzione demografica 
(Figura1.4, TDIV = 10 000, TMIG > 150). Inoltre, in queste condizioni di migrazione e tempi di 
divergenza/migrazione, più loci vengono utilizzati per l’analisi, più la distorsione nella 
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ricostruzione demografica risulta evidente (Figura1.3, Figura1.4, Figura1.5). Per alte intensità di 
migrazione (m=10-2, 10-1), si osservano due tipi di deformazioni della dinamica demografica 
ricostruita. Se la divergenza tra le popolazioni e l’inizio della migrazione sono entrambe antiche 
(TMIG = TDIV = 10 000), la dinamica ricostruita è quella di una popolazione di dimensioni costanti nel 
tempo ma doppie rispetto alle dimensioni reali (Figura1.5, Figura1.8S). Come atteso 
dall’osservazione delle dinamiche ricostruite, il valore di PERR è molto piccolo, variando dallo 0 al 
10%, rispettivamente con 1 e 10 loci e il rapporto Na/Ne leggermente inferiore a 1 (Figura1.4). 
Negli altri casi invece, soprattutto per bassi livelli di divergenza (TDIV = 2 000), la dinamica 
ricostruita è quella tipica di un’espansione demografica, dove l’inizio dell’espansione coincide con 
il reale tempo della divergenza tra le popolazioni (Figura1.5, Figura1.1S, Figura1.3S, Figura1.5S). 
Il rapporto Na/Ne tende a raggiungere valori di 0.5, indicando chiaramente un’espansione 
demografica che ha portato al raddoppiamento della dimensione antica (Figura1.4, TDIV = 2 000, 
m=10-2 - 10-1), e la PERR varia dal 20 al 90% quando si utilizzano 10 loci. Lo stesso andamento 
demografico si osserva in misura minore anche per popolazioni molto divergenti (TDIV = 10 000) e 
tempi di migrazione recenti (TMIG ≤ 5 000). La media del rapporto tra Na/Ne, in questo caso, 
suggerisce un’ espansione demografica, assumendo valori minori di uno (Figura1.4, TMIG ≤ 5 000, 
TDIV = 10 000) ma l’ispezione grafica delle ricostruzioni demografiche indica che la distorsione 
demografica non è supportata dalla maggior parte delle ricostruzioni (Figura1.2S, Figura1.4S, 
Figura1.6S, Figura1.7S). Interessante notare che in generale, le analisi basate su un singolo locus 
raramente ottengono PERR maggiore di 0, cioè riescono rifiutare l’ipotesi di popolazione costante, a 





Figura 1.3: probabilità di identificare un cambiamento demografico (PERR) al variare dell’intensità della migrazione 




Figura 1.4: Media del rapporto tra la dimensione effettiva ancestrale (Na) e moderna (Ne). Valori superiori a uno 
(evidenziati in tonalità di blu) indicano una riduzione demografica, mentre valori inferiori a uno (evidenziati in 




Figura 1.5: rappresentazione grafica riassuntiva dell’influenza della migrazione sulle ricostruzioni demografiche. In 
ogni grafico sono riportate le mediane degli skyline plot ricostruiti in assenza (linee in rosso in nero) e in presenza di 
migrazione. Il tempo di inizio della divergenza (TDIV) e della migrazione (TMIG) sono indicati graficamente 
















L’accurata ricostruzione della storia demografica delle popolazioni è un passaggio chiave 
per rispondere a numerose domande della biologia evoluzionistica che vanno dalla gestione delle 
popolazioni a rischio di estinzione (Hansen et al. 2008; Valdiosera et al. 2008), all’inferenza sulle 
dinamiche epidemiologiche di virus e batteri (Rambaut et al. 2008), allo studio della divergenza tra 
popolazioni (Hey 2010). Alcuni metodi analitici, come lo Skyline Plot, permettono un’inferenza 
molto accurata della storia demografica delle popolazioni, però esiste la necessità di conoscere il 
loro potere e affidabilità quando si analizzano condizioni tipiche dei sistemi naturali reali. Gli studi 
di simulazione si sono rivelati uno strumento molto utile per raggiungere questo obbiettivo e  per 
capire nel dettaglio il comportamento di un metodo quando alcune assunzioni vengono violate (Hey 
2005; Strasburg e Rieseberg 2010). In questo studio è stato analizzato come la presenza di 
migrazione influisca sulla ricostruzione della dinamica di una popolazione di dimensione costante 
nel tempo quando il metodo assume di analizzare una popolazione isolata. 
 Il metodo si è dimostrato robusto a bassi livelli di migrazione (m=10-5), ricostruendo in tutti 
i casi analizzati lo scenario corretto e non rifiutando mai lo scenario di popolazione costante. 
L’arrivo di pochi migranti non sembra influenzare il pattern di coalescenze attese nella popolazione 
da cui proviene il campione, non influendo perciò nella dinamica ricostruita (vedi Figura1.3, 
Figura1.4, Figura1.5 prima colonna). Livelli di migrazione intermedi (m=10-4, 10-3) possono avere 
diversi effetti sulla ricostruzione demografica. Se la popolazione scambia migranti per poche 
generazioni (TMIG=50, 150), non si osservano effetti sulla dinamica ricostruita, anche se la 
popolazione non campionata è altamente divergente. Lo “Skyline Plot” perciò risulta essere robusto 
alla violazione di isolamento o per valori estremamente bassi di migrazione o quando questa è 
avvenuta in tempi molto recenti e per un periodo limitato nel tempo. Scenari con livelli di 
migrazione intermedi tra popolazioni altamente divergenti (TDIV=10 000) e per lungo periodo (TMIG 
>150 gen) sono caratterizzati da ricostruzioni demografiche con una dinamica tipica di una 
popolazione in declino  (Figura1.5 colonna due, Figura 1.4). Come già osservato in altri studi (Hein 
et al. 2005; Chikhi et al. 2010), l’entrata nella popolazione di individui altamente divergenti può in 
alcuni casi riprodurre l’effetto di una popolazione strutturata al suo interno, introducendo lunghi 
rami interni nella genealogia ricostruita  e pattern di coalescenze tipiche di una popolazione in 
declino. Popolazioni che scambiano centinaia di individui per generazione sono da considerarsi 
come un'unica grande popolazione panmittica. Come atteso, alti livelli di migrazione (m=10-2, 10-3), 
provocano due diversi tipi di distorsione della dinamica di popolazione ricostruita. Quando la 
divergenza tra le popolazioni è recente (TDIV=2 000), procedendo indietro nel tempo la dinamica 
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ricostruita è formata da una prima parte con una dimensione effettiva di 20 000 individui, cioè 
doppia rispetto al vero e una seconda parte dopo il tempo di divergenza di dimensioni di 10 000 
(Figura1.5 colonna tre). Questo andamento demografico visto nel normale scorrere del tempo è 
tipico di una espansione demografica che ha raddoppiato la dimensione effettiva circa 2 000 
generazioni nel passato e compare anche per tempi di migrazione molto brevi (ad esempio 
TMIG=50). Più loci vengono utilizzati per l’analisi più questo fenomeno sembra essere chiaro,  
mentre utilizzando un singolo locus si hanno molti casi in cui l’andamento ricostruito è tipico di una 
popolazione costante. Anche quando la divergenza tra le popolazioni è più antica (TDIV=10 000), si 
osserva lo stesso fenomeno (dove il tempo della divergenza coincide con il tempo di una finta 
espansione demografica), ma solo per tempi di migrazione brevi (TMIG < 2 000) (Figura1.2S, 
Figura1.4S). Questo fenomeno è da tenere in considerazione quando si analizzano popolazioni reali 
che, ad esempio, abbiano recentemente colonizzato un nuovo habitat ma continuino a scambiare 
migranti con la popolazione di origine. In questo caso, l’iniziale evento di divergenza potrebbe 
essere confuso con un segnale di espansione demografica non realmente avvenuto. Infine, quando la 
migrazione avviene ad alti livelli per molte generazioni, il segnale di divergenza tra le popolazioni 
viene perso e la dinamica ricostruita è quella di un’unica popolazione costante nel tempo ma di 
dimensioni doppie rispetto al vero. Nei casi in cui sia possibile, sembra dunque essere necessario 
valutare il livello migrazione da e verso la popolazione oggetto di studio, prima di procedere alla 
ricostruzione demografica. Nel caso in cui ci siano evidenti segnali di flusso genico in corso, la 
ricostruzione demografica deve essere eseguita sapendo che potrebbe essere altamente influenzata, 
o addirittura evitata. Ad esempio nel lavoro pubblicato da Liao et al.  (2010), gli autori hanno 
studiato come l’ultimo periodo glaciale abbia influenzato la storia demografica di quattro 
popolazioni di Cinnamomum kanehirae nell’isola di Taiwan. La dinamica demografica è stata 
ricostruita per ognuna di esse, sebbene siano presenti evidenti segnali di flusso genico antico e 
recente tra le popolazioni, e di conseguenza le assunzioni del modello alla base del metodo statistico 
siano palesemente violate. In questo caso, in accordo con i risultati ottenuti, la presunta espansione 
demografica, coincidente al ritiro dei ghiacci successivo al Last Glacial Maximum, potrebbe essere 
spiegata da uno scambio di migranti tra le popolazioni piuttosto che da un aumento della 
dimensione effettiva delle popolazioni. In conclusione, questo studio, sebbene limitato a specifiche 
condizioni di studio,  suggerisce che la migrazione può influenzare profondamente le ricostruzioni 
demografiche prodotte con l’EBSP, e che l’interpretazione dei grafici ottenuti da dati genetici reali 
dovrebbe tenere in considerazione l’effetto i livelli di migrazione possono produrre per evitare 




1.5 MATERIALI SUPPLEMENTARI 
 
Tabella 1.1S: Indici di variabilità genetica intra e tra popolazioni negli scenari demografici simulati. I valori riferiti ai 
siti polimorfici e Fst si riferiscono alla media, 2,5% e 97,5% della distribuzione delle statistiche calcolate in 1.000 
simulazioni coalescenti. Per la D di Tajima (D) e Fs di Fu (Fs) è stata riportatata la percentuale di volte in cui la 
statistica è significativamente maggiore (%pos) o minore (%neg) di 0. 
     Siti polimorfici  Fst  D  Fs 
Modello TMIG TDIV m  Media 0.025 0.975  Media 0.025 0.975  %pos %neg  %pos %neg 
1 - - -  94,3 52,0 156,1  - - -  0,04 0,04  0,06 0,03 
25 50 2000 10-5  104,2 56,0 187,2  0,160 0,014 0,463  0,04 0,03  0,03 0,04 
22 50 2000 10-4  97,5 52,0 175,3  0,153 0,021 0,399  0,02 0,03  0,04 0,02 
23 50 2000 10-3  101,2 53,0 162,2  0,131 0,015 0,356  0,01 0,04  0,01 0,08 
34 50 2000 10-2  124,9 73,0 204,0  0,024 -0,023 0,143  0,03 0,04  0,01 0,14 
24 50 2000 10-1  127,5 73,0 223,0  0,001 -0,027 0,060  0,06 0,02  0,06 0,03 
9 150 2000 10-5  99,1 47,0 221,2  0,155 0,008 0,387  0,02 0,03  0,04 0,02 
2 150 2000 10-4  98,6 53,0 169,0  0,137 0,025 0,356  0,02 0,06  0,01 0,05 
3 150 2000 10-3  107,0 61,0 184,4  0,107 0,002 0,318  0,01 0,08  0,01 0,13 
35 150 2000 10-2  118,3 75,0 176,0  0,000 -0,027 0,065  0,02 0,04  0,01 0,10 
7 150 2000 10-1  127,5 72,9 235,6  0,004 -0,026 0,076  0,03 0,05  0,04 0,05 
8 2000 2000 10-5  99,6 49,0 165,2  0,186 0,018 0,565  0,03 0,05  0,04 0,05 
4 2000 2000 10-4  106,6 55,0 202,1  0,118 0,003 0,326  0,01 0,05  0,02 0,08 
5 2000 2000 10-3  114,0 67,9 202,2  0,023 -0,021 0,140  0,01 0,04  0,01 0,12 
36 2000 2000 10-2  119,8 76,9 189,2  -0,001 -0,025 0,065  0,01 0,06  0,01 0,17 
6 2000 2000 10-1  117,4 74,9 189,3  0,001 -0,025 0,066  0,03 0,05  0,03 0,04 
29 50 10000 10-5  92,8 45,9 167,2  0,504 0,266 0,801  0,05 0,04  0,05 0,04 
26 50 10000 10-4  100,2 53,0 167,1  0,458 0,224 0,812  0,01 0,07  0,02 0,02 
27 50 10000 10-3  124,4 64,0 221,2  0,401 0,157 0,726  0,01 0,02  0,01 0,04 
37 50 10000 10-2  152,3 96,9 210,2  0,070 -0,017 0,202  0,01 0,02  0,02 0,03 
28 50 10000 10-1  159,2 97,0 249,1  0,000 -0,026 0,043  0,02 0,04  0,05 0,03 
20 150 10000 10-5  101,2 53,0 169,2  0,468 0,191 0,727  0,03 0,07  0,05 0,03 
11 150 10000 10-4  111,0 50,0 183,2  0,420 0,161 0,761  0,01 0,06  0,02 0,01 
14 150 10000 10-3  142,4 92,0 252,1  0,295 0,103 0,551  0,01 0,05  0,01 0,03 
38 150 10000 10-2  161,8 109,0 227,1  0,000 -0,026 0,040  0,02 0,02  0,01 0,03 
17 150 10000 10-1  157,1 106,0 227,1  -0,001 -0,027 0,054  0,01 0,07  0,03 0,03 
19 2000 10000 10-5  100,5 53,0 183,1  0,446 0,231 0,767  0,03 0,05  0,05 0,01 
10 2000 10000 10-4  130,9 74,0 206,4  0,274 0,063 0,614  0,01 0,03  0,03 0,02 
13 2000 10000 10-3  146,3 90,0 229,2  0,033 -0,015 0,124  0,01 0,02  0,01 0,02 
39 2000 10000 10-2  157,9 102,9 224,2  0,002 -0,024 0,053  0,01 0,02  0,01 0,05 
16 2000 10000 10-1  153,3 90,9 249,1  0,001 -0,026 0,061  0,05 0,03  0,07 0,04 
33 5000 10000 10-5  105,2 46,0 204,1  0,417 0,150 0,701  0,02 0,04  0,05 0,01 
30 5000 10000 10-4  131,9 78,0 221,1  0,195 0,032 0,463  0,01 0,01  0,03 0,02 
31 5000 10000 10-3  147,1 99,0 210,1  0,018 -0,018 0,111  0,01 0,02  0,01 0,06 
40 5000 10000 10-2  152,9 95,0 240,6  0,008 -0,026 0,067  0,01 0,02  0,01 0,04 
32 5000 10000 10-1  152,9 91,0 268,1  0,002 -0,025 0,060  0,03 0,05  0,02 0,03 
21 10000 10000 10-5  103,8 50,0 171,1  0,419 0,161 0,747  0,01 0,02  0,07 0,02 
12 10000 10000 10-4  130,9 73,1 225,0  0,184 0,025 0,494  0,01 0,03  0,04 0,01 
15 10000 10000 10-3  151,5 96,0 231,3  0,022 -0,019 0,113  0,01 0,04  0,01 0,04 
41 10000 10000 10-2  151,9 100,0 218,4  0,010 -0,024 0,111  0,01 0,03  0,03 0,06 




Figura 1.1S: Skyline plot ricostruiti in assenza (linee in nero) o in presenza (linee in rosso) di migrazione a differenti intensità, utilizzando 1, 5 e 10 loci. TMIG 50 (barra verticale 




Figura 1.2S: Skyline plot ricostruiti in assenza (linee in nero) o in presenza (linee in rosso) di migrazione a differenti intensità, utilizzando 1, 5 e 10 loci. TMIG 50 (barra verticale 




Figura 1.3S: Skyline plot ricostruiti in assenza (linee in nero) o in presenza (linee in rosso) di migrazione a differenti intensità, utilizzando 1, 5 e 10 loci. TMIG 150 (barra 




Figura 1.4S: Skyline plot ricostruiti in assenza (linee in nero) o in presenza (linee in rosso) di migrazione a differenti intensità, utilizzando 1, 5 e 10 loci. TMIG 150 (barra 




Figura 1.5S: Skyline plot ricostruiti in assenza (linee in nero) o in presenza (linee in rosso) di migrazione a differenti intensità, utilizzando 1, 5 e 10 loci. TMIG 2 000 (barra 




Figura 1.6S: Skyline plot ricostruiti in assenza (linee in nero) o in presenza (linee in rosso) di migrazione a differenti intensità, utilizzando 1, 5 e 10 loci. TMIG 2 000 (barra 




Figura 1.7S: Skyline plot ricostruiti in assenza (linee in nero) o in presenza (linee in rosso) di migrazione a differenti intensità, utilizzando 1, 5 e 10 loci. TMIG 5 000 (barra 




Figura 1.8S: Skyline plot ricostruiti in assenza (linee in nero) o in presenza (linee in rosso) di migrazione a differenti intensità, utilizzando 1, 5 e 10 loci. TMIG 10 000 (barra 




Tabella1.9S: indici di convergenza delle analisi effettuate usando un locus. Gli indici di convergenza sono stati 
calcolati sulla distribuzione a posteriori totale (Post), sulla distribuzione a priori totale (Pri), sulla likelihood (Lik) e 
sulla distribuzione a posteriori del numero di cambiamenti demografici (N° C). 
  Media ESS  N° ESS < 100  % Geweke non significativi 
Modello 
 
Post Pri Lik N° C 
 
Post Pri Lik N° C 
 
Post Pri Lik N° C 
1 
 
183 182 2584 1821 
 
64 67 0 0 
 
0.85 0.86 0.95 0.92 
2 
 
371 367 5579 3912 
 
4 4 0 0 
 
0.88 0.88 0.94 0.95 
3 
 
376 371 5736 3957 
 
4 4 0 0 
 
0.87 0.87 0.91 0.89 
4 
 
369 366 5632 3895 
 
3 2 0 0 
 
0.91 0.91 0.95 0.93 
5 
 
374 371 5635 3989 
 
4 3 0 0 
 
0.83 0.82 0.95 0.89 
6 
 
416 414 5714 4015 
 
3 2 0 0 
 
0.90 0.90 0.97 0.90 
7 
 
378 375 5826 4050 
 
6 7 0 0 
 
0.87 0.88 0.93 0.92 
8 
 
379 372 5303 3850 
 
0 0 0 0 
 
0.86 0.85 0.98 0.95 
9 
 
380 375 5502 4096 
 
1 2 0 0 
 
0.91 0.91 0.93 0.93 
10 
 
352 349 5369 3898 
 
0 1 0 0 
 
0.85 0.85 0.95 0.95 
11 
 
362 357 5498 3804 
 
3 3 0 0 
 
0.87 0.88 0.89 0.90 
12 
 
341 337 5192 3762 
 
4 4 0 0 
 
0.86 0.87 0.95 0.92 
13 
 
346 342 5377 3668 
 
4 4 0 0 
 
0.86 0.86 0.96 0.95 
14 
 
338 334 5319 3899 
 
4 4 0 0 
 
0.88 0.88 0.93 0.91 
15 
 
334 329 5289 3802 
 
4 4 0 0 
 
0.88 0.88 0.94 0.93 
16 
 
335 333 5707 4045 
 
4 4 0 0 
 
0.91 0.91 0.97 0.90 
17 
 
336 332 5796 4120 
 
6 5 0 0 
 
0.88 0.88 0.92 0.95 
18 
 
335 333 5710 4102 
 
3 2 0 0 
 
0.89 0.89 0.98 0.89 
19 
 
373 369 5426 3709 
 
2 2 0 0 
 
0.88 0.89 0.93 0.94 
20 
 
355 353 5604 4072 
 
2 2 0 0 
 
0.90 0.89 0.93 0.94 
21 
 
359 356 5664 4116 
 
2 2 0 0 
 
0.86 0.87 0.92 0.94 
22 
 
378 378 5516 3915 
 
3 2 0 0 
 
0.90 0.90 0.94 0.91 
23 
 
379 375 5603 3938 
 
3 4 0 0 
 
0.92 0.92 0.97 0.91 
24 
 
376 373 5860 3949 
 
1 2 0 0 
 
0.87 0.87 0.95 0.91 
25 
 
362 359 5553 3982 
 
3 2 0 0 
 
0.88 0.88 0.94 0.93 
26 
 
375 370 5406 3875 
 
2 3 0 0 
 
0.88 0.88 1.00 0.93 
27 
 
337 336 5654 4128 
 
3 3 0 0 
 
0.87 0.87 0.97 0.96 
28 
 
343 339 5762 4175 
 
4 3 0 0 
 
0.91 0.91 0.98 0.92 
29 
 
370 366 5564 3927 
 
4 4 0 0 
 
0.86 0.87 0.96 0.94 
30 
 
347 342 5311 3650 
 
2 3 0 0 
 
0.89 0.90 0.94 0.91 
31 
 
315 311 5309 3669 
 
8 11 0 0 
 
0.88 0.88 0.96 0.90 
32 
 
350 346 5731 4106 
 
5 5 0 0 
 
0.91 0.91 0.92 0.94 
33 
 
369 366 5333 3751 
 
3 3 0 0 
 
0.84 0.84 0.92 0.93 
34 
 
401 398 5617 3944 
 
2 2 0 0 
 
0.88 0.87 0.94 0.94 
35 
 
394 391 5794 4155 
 
3 3 0 0 
 
0.90 0.90 0.97 0.94 
36 
 
383 381 5860 4049 
 
4 4 0 0 
 
0.83 0.83 0.92 0.94 
37 
 
323 318 5592 4008 
 
7 7 0 0 
 
0.89 0.88 0.93 0.91 
38 
 
333 330 5738 4057 
 
2 2 0 0 
 
0.91 0.91 0.96 0.95 
39 
 
321 317 5666 4065 
 
8 9 0 0 
 
0.87 0.89 0.96 0.97 
40 
 
327 324 5758 3925 
 
7 7 0 0 
 
0.91 0.92 0.98 0.95 
41 
 
329 328 5769 4252 
 
7 8 0 0 
 











Tabella1.10S: indici di convergenza delle analisi effettuate usando 5 loci. Gli indici di convergenza sono stati calcolati 
sulla distribuzione a posteriori totale (Post), sulla distribuzione a priori totale (Pri), sulla likelihood (Lik) e sulla 




N° ESS < 100 
 
% Geweke non significativi 
Modello 
 
Post Pri Lik N° C 
 
Post Pri Lik N° C 
 
Post Pri Lik N° C 
1 
 
2107 2873 1717 1289 
 
0 0 0 0 
 
0.90 0.90 0.90 0.90 
2 
 
2547 3550 1881 1784 
 
0 0 0 0 
 
0.80 0.70 0.90 0.90 
3 
 
2533 3534 1643 1510 
 
1 1 0 0 
 
1.00 0.90 1.00 0.90 
4 
 
1796 2370 1487 1234 
 
1 1 0 0 
 
0.90 0.90 0.90 0.80 
5 
 
1610 2172 1585 1092 
 
1 0 0 0 
 
0.80 0.90 0.80 0.60 
6 
 
2937 4098 1882 1778 
 
0 0 0 0 
 
1.00 1.00 1.00 0.90 
7 
 
3182 4312 1830 2026 
 
0 0 0 0 
 
1.00 1.00 0.90 1.00 
8 
 
2434 3387 1746 1467 
 
0 0 0 0 
 
0.90 0.90 1.00 0.90 
9 
 
2431 3244 1768 1407 
 
0 0 0 0 
 
1.00 0.90 1.00 1.00 
10 
 
1412 1798 1503 935 
 
1 2 0 1 
 
0.90 0.90 0.90 0.90 
11 
 
1584 2186 1680 1151 
 
0 0 0 0 
 
0.80 0.80 1.00 0.70 
12 
 
1087 1729 1253 1111 
 
2 2 0 0 
 
0.90 0.90 1.00 1.00 
13 
 
923 1432 1113 846 
 
2 3 0 0 
 
0.80 0.80 0.80 0.70 
14 
 
1989 2794 1678 1485 
 
0 0 0 0 
 
1.00 1.00 1.00 0.90 
15 
 
1455 1897 1352 1113 
 
1 1 0 0 
 
0.80 0.70 1.00 0.90 
16 
 
2402 3788 1772 1540 
 
0 0 0 0 
 
0.80 0.80 1.00 0.80 
17 
 
2696 3919 1898 2232 
 
0 0 0 0 
 
1.00 1.00 1.00 0.90 
18 
 
2366 3660 1797 1657 
 
0 0 0 0 
 
1.00 0.90 1.00 0.90 
19 
 
1707 2146 1705 1192 
 
0 0 0 0 
 
0.90 0.90 1.00 0.90 
20 
 
2177 3184 1611 1388 
 
0 0 0 0 
 
0.90 0.90 0.90 0.80 
21 
 
1964 2679 1676 1554 
 
0 0 0 0 
 
0.70 0.80 0.90 0.70 
22 
 
2309 3374 1615 1428 
 
0 0 0 0 
 
1.00 1.00 1.00 0.90 
23 
 
2247 3199 1679 1445 
 
1 1 0 0 
 
0.80 0.80 0.90 0.90 
24 
 
3030 4413 1906 1476 
 
0 0 0 0 
 
0.80 0.90 0.90 1.00 
25 
 
2105 2783 1892 1459 
 
0 0 0 0 
 
0.90 0.90 0.90 0.90 
26 
 
2047 2838 1726 1314 
 
0 0 0 0 
 
0.80 0.80 0.90 0.90 
27 
 
1550 2209 1500 1402 
 
1 1 0 0 
 
0.80 0.90 0.90 0.90 
28 
 
2301 3439 1612 1943 
 
1 0 0 0 
 
0.90 0.90 0.90 0.80 
29 
 
2037 2804 1737 1256 
 
0 0 0 0 
 
1.00 1.00 1.00 0.90 
30 
 
1025 1331 1436 985 
 
0 0 0 0 
 
0.90 1.00 0.80 0.90 
31 
 
2181 3515 1700 1665 
 
0 0 0 0 
 
0.90 0.90 1.00 0.90 
32 
 
2376 3493 1818 1865 
 
0 0 0 0 
 
0.90 1.00 0.90 0.80 
33 
 
2119 3032 1719 1349 
 
0 0 0 0 
 
0.90 0.80 1.00 0.60 
34 
 
2861 4179 1765 1942 
 
0 0 0 0 
 
0.90 1.00 0.90 1.00 
35 
 
2084 3317 1787 1453 
 
0 0 0 0 
 
0.90 0.90 0.90 0.90 
36 
 
2772 4108 1783 1890 
 
1 1 0 0 
 
0.80 0.90 0.90 0.90 
37 
 
2649 4204 1930 2573 
 
0 0 0 0 
 
1.00 0.90 1.00 0.90 
38 
 
2282 3349 1840 1976 
 
0 0 0 0 
 
0.90 0.80 1.00 0.60 
39 
 
2093 3211 1657 1900 
 
0 0 0 0 
 
0.90 0.90 1.00 1.00 
40 
 
2660 3863 1904 2038 
 
0 0 0 0 
 
0.90 1.00 0.90 0.90 
41 
 
2156 3032 1676 1642 
 
0 0 0 0 
 




Tabella1.11S: indici di convergenza delle analisi effettuate usando 10 loci. Gli indici di convergenza sono stati 
calcolati sulla distribuzione a posteriori totale (Post), sulla distribuzione a priori totale (Pri), sulla likelihood (Lik) e 




N° ESS < 100 
 
% Geweke non significativi 
Modello 
 
Post Pri Lik N° C 
 
Post Pri Lik N° C 
 
Post Pri Lik N° C 
1 
 
1110 1672 817 460 
 
1 1 1 1 
 
0.70 0.80 0.70 0.60 
2 
 
1468 2369 981 752 
 
0 0 0 1 
 
0.90 0.90 0.90 0.80 
3 
 
1406 2148 942 810 
 
0 0 0 1 
 
0.80 0.80 0.70 0.80 
4 
 
976 1553 869 493 
 
1 1 0 2 
 
0.80 0.80 0.90 0.80 
5 
 
1040 1524 820 506 
 
4 3 0 4 
 
0.50 0.60 0.70 0.60 
6 
 
1850 2992 922 1138 
 
0 0 0 0 
 
0.80 0.70 0.90 0.80 
7 
 
1747 2615 1036 880 
 
0 0 0 1 
 
0.90 1.00 1.00 1.00 
8 
 
1350 2106 894 732 
 
0 0 0 0 
 
0.90 0.80 1.00 0.80 
9 
 
1424 2124 872 786 
 
1 1 0 1 
 
0.90 0.80 1.00 0.80 
10 
 
492 612 816 501 
 
1 1 0 0 
 
0.60 0.50 0.70 0.70 
11 
 
1203 1721 983 479 
 
0 0 0 1 
 
0.80 0.80 0.90 0.80 
12 
 
533 678 790 615 
 
0 0 0 0 
 
0.70 0.70 0.90 0.70 
13 
 
614 906 662 602 
 
3 3 0 0 
 
0.60 0.60 0.70 0.90 
14 
 
577 813 817 511 
 
1 0 0 0 
 
0.90 0.90 0.90 1.00 
15 
 
419 684 575 413 
 
5 3 0 2 
 
0.30 0.40 0.50 0.40 
16 
 
1633 2561 1098 1328 
 
0 0 0 0 
 
0.90 0.80 0.80 0.90 
17 
 
1463 2382 1024 1261 
 
0 0 0 1 
 
0.80 0.90 1.00 1.00 
18 
 
1520 2368 1078 987 
 
0 0 0 1 
 
1.00 0.90 1.00 0.70 
19 
 
820 1330 769 612 
 
1 1 0 1 
 
0.60 0.60 0.80 0.60 
20 
 
1309 1900 936 756 
 
0 0 0 0 
 
0.90 0.90 0.90 0.80 
21 
 
1315 1975 980 896 
 
1 1 0 0 
 
0.90 0.90 1.00 1.00 
22 
 
1276 1985 946 803 
 
1 1 0 1 
 
0.80 0.90 1.00 1.00 
23 
 
1177 1682 955 718 
 
1 1 0 3 
 
0.90 1.00 0.90 0.80 
24 
 
1708 3088 936 882 
 
1 0 0 1 
 
0.90 0.90 0.80 0.80 
25 
 
1150 1736 908 717 
 
0 0 0 0 
 
1.00 1.00 0.90 0.80 
26 
 
1241 1876 938 662 
 
0 0 0 1 
 
0.90 0.70 1.00 0.80 
27 
 
1223 1755 939 760 
 
1 1 0 0 
 
0.80 1.00 0.90 0.80 
28 
 
1137 1793 954 579 
 
1 1 0 1 
 
0.80 0.80 0.90 1.00 
29 
 
1068 1701 912 693 
 
0 0 0 0 
 
0.80 0.80 1.00 0.70 
30 
 
500 590 806 575 
 
0 0 0 0 
 
0.90 0.90 0.80 1.00 
31 
 
429 708 660 330 
 
2 1 0 0 
 
0.70 0.90 0.80 0.60 
32 
 
1647 2708 1036 1199 
 
0 0 0 0 
 
0.90 1.00 1.00 0.90 
33 
 
1021 1469 882 596 
 
0 0 0 0 
 
1.00 1.00 0.90 0.90 
34 
 
1465 2242 964 965 
 
0 0 0 1 
 
0.90 1.00 0.90 0.90 
35 
 
1528 2487 918 1032 
 
0 0 0 1 
 
0.80 0.80 0.90 0.70 
36 
 
1413 2549 920 919 
 
1 1 0 1 
 
0.80 1.00 0.70 0.90 
37 
 
1101 1635 917 581 
 
0 0 0 2 
 
0.60 0.60 0.70 0.70 
38 
 
1269 1920 995 1057 
 
1 0 0 0 
 
0.60 0.70 0.80 0.70 
39 
 
1081 1817 799 809 
 
2 1 0 3 
 
0.70 0.70 0.90 0.80 
40 
 
1690 2601 1051 1146 
 
0 0 0 0 
 
1.00 0.90 1.00 1.00 
41 
 
1272 2001 982 906 
 
0 0 0 0 
 




APPLICAZIONE NUMERO DUE 
 
L’IMPORTANZA DEL DNA ANTICO NEL RICOSTRUIRE LA 




La variabilità genetica osservabile in un campione di sequenze di DNA moderne contiene 
numerose informazioni sulla storia demografica della popolazione studiata. Negli ultimi anni, 
riuscire a studiare questo processo e stimarne alcuni parametri chiave è diventato uno degli obiettivi 
principali in genetica di popolazione con numerose applicazioni in antropologia, biologia della 
conservazione, epidemiologia e virologia (Drummond et al. 2005; Fagundes et al. 2007; 
Magiorkinis et al. 2009; Stiller et al. 2010). In particolare, la stima della dimensione effettiva di una 
popolazione, e come questa sia cambiata nel corso del tempo, risulta essere estremamente 
informativa riguardo la storia demografica ed evolutiva di una popolazione. Conoscere la 
demografia passata di una popolazione ha notevoli ricadute pratiche soprattutto in genetica della 
conservazione, per identificare quelle specie che richiedano piani di protezione, nel caso di specie in 
declino demografico, o piani di controllo per quelle specie in rapida espansione demografica come 
le specie invasive. 
  Le informazioni contenute in campioni di DNA moderno sono comunemente usate per 
ricostruire eventi demografici avvenuti nel passato (Fagundes et al. 2007; Neuenschwander et al. 
2008), ma negli ultimi 25 anni, i progressi effettuati nella genotipizzazione del DNA degradato 
hanno permesso a molti laboratori di studiare la variabilità genetica anche in campioni antichi, di 
età compresa dalle decine alle decine di migliaia di anni nel passato. Con il termine “DNA antico” 
(aDNA) si intende il DNA proveniente dal materiale biologico di un individuo non più in vita. 
Questo materiale include resti sub fossili (di solito ossa e denti), resti archeologici, coproliti, 
mummie, reperti congelati naturalmente (ad esempio nel permafrost), sedimenti, erbari e reperti 
museali. Questo tipo di dato ha di fatto aperto le porte all’analisi genetica delle popolazioni del 
passato e si è rivelato particolarmente utile in genetica di conservazione per la gestione di specie in 
pericolo di estinzione a causa dell’intervento antropico soprattutto negli ultimi 100/200 anni (vedi 
esempi in Wandeler et al. 2007 e Leonard 2008). Le popolazioni di piccole dimensioni risentono in 
maniera più marcata l’effetto della deriva genetica casuale e perdono rapidamente diversità 
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genetica. Questo fenomeno rende più difficile determinare le caratteristiche genetiche della 
popolazione nel passato utilizzando solo DNA moderno. Il aDNA permette di misurare direttamente 
la diversità genetica nel passato e quindi di ottenere stime della dimensione effettiva passata, livelli 
di flusso genico, e parentela tra le popolazioni, prima della perturbazione demografica.  Alcuni 
esempi dell’utilizzo del DNA antico in genetica di conservazione includono: la stima della 
dimensione effettiva del lupo grigio in Nord America prima e dopo la sua completa estirpazione in 
alcune aree geografiche (Leonard et al. 2005); la stima del livello di introgressione tra le 
popolazioni di trote (Salmo trutta) naturali ed allevate utilizzando reperti museali delle popolazioni 
di trota prima delle pratiche di allevamento (Hansen 2002) e  l’identificazione delle popolazioni più 
adatte per attuare programmi di reintroduzione di Oxyura leucocephala in Spagna (Muñoz-Fuentes 
et al. 2005), del grizzly di Yellowstone in Nord America (Miller e Waits 2003) e di Gypaetus 
barbatus in Europa (Godoy et al. 2004). Allo stesso modo, verificare il livello di variabilità genetica 
nel passato e nel presente, può essere utile per identificare espansioni demografiche. Questo tipo di 
fenomeno, come anche le reintroduzioni e le invasioni, può talvolta mettere in contatto specie 
allopatriche che non hanno sviluppato barriere riproduttive e facilitarne la loro ibridazione. Gli 
effetti dell’ibridazione sono difficilmente prevedibili ma possono essere estremamente dannosi per 
le specie native come documentato per numerosi gruppi tassonomici comprendenti pesci (Perry et 
al. 2002), uccelli (Mank et al. 2004; Munoz-Fuentes et al. 2007), mammiferi (Leonard e Wayne 
2008), e piante (Saltonstall 2002). 
Il recente sviluppo della teoria Coalescente (Kingman 1982a; Kingman 1982b) e la sua 
successiva estensione nel Coalescente Seriale (Rodrigo e Felsenstein 1999), hanno permesso lo 
studio della storia demografica di una popolazione integrando dati molecolari moderni ed antichi. 
Simulazioni coalescenti sono state utilizzate per confrontare la performance di un campione di 
DNA mitocondriale moderno e un campione formato da DNA moderno e antico nell’identificare 
una riduzione demografica avvenuta 2 000 generazioni nel passato (Ramakrishnan et al. 2005). Il 
campione genetico comprendente aDNA si è dimostrato migliore nell’identificare la riduzione 
demografica rispetto al solo campione moderno e il potere generale è risultato essere influenzato 
dall’intensità della riduzione demografica e dalla dimensione effettiva dopo la riduzione 
demografica. Sebbene questo studio fornisca prime indicazioni sull’effetto dell’inclusione di aDNA 
nelle analisi, le sue conclusioni sono limitate a un singolo marcatore genetico e l’effetto di usare un 
marcatore diverso non è prevedibile. Inoltre il confronto dei due campioni è basato sulle 
distribuzioni di due indici di variabilità genetica (Eterozigosità e D di Tajima) che non riassumono 
tutta l’informazione presente nei dati, ma solo una parte, per cui i risultati ottenuti sembrano essere 
indicativi di un trend generale e non generalizzabili ad altri modelli demografici. Inoltre, le 
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performance sono state misurate solamente secondo uno schema di campionamento contenente 
DNA moderno e uno schema contenente DNA moderno e DNA antico campionato subito prima 
della riduzione demografica, perciò l’effetto di altri tipi di campionamento (ad esempio avere più 
campioni temporali) rimane sconosciuto. L’inclusione di aDNA sembra essere importante anche nel 
processo di stima di parametri demografici. Chan et al. (2006) hanno dimostrato che includere 
campioni antichi nell’analisi rende possibile la stima dell’intensità della riduzione demografica e 
della dimensione effettiva antica di Ctenomys sociabilis in modo più preciso che se stimato con solo 
DNA moderno.  
Sebbene il aDNA sia uno strumento molto utile per ottenere informazioni genetiche da 
individui non più presenti, presenta però alcuni svantaggi. La possibilità di includere nelle analisi un 
campione antico dipende soprattutto dalla disponibilità in natura o in museo di reperti appartenenti 
alla specie d’interesse, per cui in alcuni casi è semplicemente impossibile il suo utilizzo. Inoltre, il 
reperto biologico deve essere distrutto per poterne estrarne il DNA, impedendo l’analisi di tutti quei 
reperti per cui la disponibilità nei musei è molto scarsa o unica. La successiva tipizzazione genetica 
richiede delle misure di controllo non standard per evitare il rischio di contaminazione con DNA 
moderno e una fase di validazione del dato genetico ottenuto piuttosto lunga. L’insieme di questi 
fattori fa si che la produzione in laboratorio del dato genetico antico sia dalle cinque alle dieci volte 
maggiore rispetto al DNA moderno, senza considerare il costo per la raccolta dei campioni in natura 
o dalle collezioni museali. Studiare le condizioni in cui uno studio di genetica di popolazione trae 
vantaggio dall’inclusione di campioni antichi al suo interno, risulta un problema di notevole 
importanza per non sprecare risorse economiche e campioni di valore storico. Quantificare quanto 
la combinazione di DNA moderno ed antico aumenti il potere di identificare una riduzione o un 
aumento demografico è ancora poco studiata ed inoltre non esistono informazioni in letteratura 
riguardanti l’effetto di diversi schemi di campionamento temporale antico sull’inferenza.  
L’obiettivo principale di questo studio è di valutare il contributo dell’utilizzo del DNA 
antico nell’identificare una riduzione demografica. Simulazioni coalescenti seriali sono state 
utilizzate per generare sequenze di DNA da una popolazione in declino demografico e combinate 
secondo diversi schemi di campionamento ognuno dei quali caratterizzato da una diversa quantità e 
distribuzione temporale del campione antico. Il metodo dell’Extended Bayesian Skyline Plot (Heled 
e Drummond 2008) è stato successivamente utilizzato per valutare l’abilità di ogni schema di 
campionamento nel ricostruire una riduzione demografica tenendo in considerazione il maggior 
costo di produzione del DNA antico. I risultati ottenuti indicano che non solo includere DNA antico 
nell'analisi sembra contribuire in modo significativo alla precisa ricostruzione del modello evolutivo 
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ma anche la distribuzione temporale delle sequenze antiche sembra giocare un ruolo chiave nel 
processo di inferenza. 
 
2.2 MATERIALI E METODI 
Lo studio di simulazione, si compone di tre passaggi principali: i) la simulazione dei dati 
genetici secondo diverse condizioni demografiche; ii) la ricostruzione della funzione demografica 
(relazione tra dimensione effettiva della popolazione e il tempo in generazioni) a partire dai dati di 
variabilità molecolare e iii) il confronto fra la dinamica simulata e ricostruita, la quantificazione 
dell’errore nella ricostruzione e il confronto dei diversi schemi di campionamento in accordo con 
l’accuratezza e la precisione della ricostruzione.  
Passaggio 1: simulazione dei dati genetici 
100 dataset di DNA sono stati simulati con il software SerialSimcoal (Anderson et al. 2005) 
per ogni specifico scenario di simulazione. Uno scenario di simulazione è stato definito come la 
combinazione di un modello demografico (con i parametri demografici associati), dal tipo e numero 
di marcatori genetici e da uno schema di campionamento temporale. Il modello demografico è stato 
creato per riprodurre una riduzione demografica avvenuta in tempi recenti, come documentato per 
numerose specie animali soprattutto a causa dell’intervento antropico. Il modello prevede una 
popolazione di dimensione stabile che subisce una riduzione istantanea, che ne fa decrescere la 
dimensione di un certo numero di volte, e poi rimane stabile fino al presente. Per molte specie 
animali, il tempo di generazione varia dai 2 ai 4 anni (Mech e Seal 1987; Nichols et al. 2001; Chan 
et al. 2006), perciò il tempo del cambiamento demografico (TC) è stato fissato a 50 generazioni nel 
passato (100/200 anni). Gli altri parametri del modello sono la dimensione effettiva moderna (N0), 
la dimensione effettiva pre-riduzione (NA) e l’intensità del cambiamento demografico (IC=NA/N0).  
Le dimensioni effettive moderne sono state scelte in modo da avere in media al momento della 
riduzione (50 generazioni nel passato) il 50%, 90% o 99% delle linee genealogiche moderne. 
Seguendo quanto derivato da Tavaré (1984), è possibile calcolare il valore atteso del numero di 
linee genealogiche presenti a un certo momento nel passato: 
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dove i è il numero di linee genealogiche al tempo 0 (presente) e t è il tempo dell’evento 
demografico scalato per la dimensione effettiva della popolazione. L’obiettivo è stato raggiunto 
impostando le dimensioni effettive a 150, 750 e 1500 individui aploidi. Sono state prese in 
considerazione tre intensità dell’evento demografico: una riduzione debole che porta al 
dimezzamento della dimensione effettiva antica (IC=2) e due riduzioni più intense dove la 
popolazione moderna è 10 o 100 volte più piccola rispetto a prima della riduzione (IC=10, 100). 
Una rappresentazione schematica dei modelli e dei loro parametri associati è presente in Figura2.1. 
 
Figura2.7: Illustrazione grafica del modello di riduzione demografico e dei parametri associati. NA: dimensione 
effettiva della popolazione prima della riduzione demografica; N0: dimensione effettiva dopo la riduzione 
demografica; TC: tempo della riduzione demografica (fissato a 50 generazioni nel passato); IC: intensità della 
riduzione demografica (con lo scorrere del tempo dal presente al passato, IC indica di quante volte la popolazione 
antica era maggiore di quella moderna). 
Una sequenza di 400 paia di basi è stata simulata secondo un modello mutazionale a siti 
finiti usando un tasso di mutazione di 1x10
-6
 mutazioni per sito per generazione (Soares et al. 2009) 
e un tempo di generazione di 2 anni, in modo da replicare una sequenza proveniente da un locus di 
DNA mitocondriale, usato comunemente in genetica di conservazione. La dimensione del campione 
è stata fissata a 80 individui aploidi. 
L’ultimo elemento necessario per la definizione di uno scenario di simulazione è lo schema 
di campionamento temporale. Uno schema di campionamento temporale è una particolare 
distribuzione di n sequenze di DNA nell’intervallo di tempo tra il presente (t=0) e l’età del 
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campione più antico a disposizione (fissato a t=250) espressa in generazioni. Ad esempio, se n=80, 
uno schema di campionamento potrebbe essere composto da tutte le sequenze al tempo 0 cioè un 
campione di sole sequenze moderne oppure potrebbe assegnare 40 sequenze al tempo 0 e 40 
sequenze a 100 generazioni nel passato formando un campione composto da DNA moderno ed 
antico. Analizzare tutte le possibili disposizioni di n sequenze in un arco temporale discreto, 
formato da 251 possibili valori (0,1,2,…,250), non è però trattabile dal punto di vista 
computazionale ed è perciò stato ristretto a 16 tempi discreti di campionamento temporale tra t=0 e 
t=250 assegnando ad ogni punto temporale un uguale numero di sequenze. Un sottoinsieme formato 


















Tabella2.1: descrizione degli schemi di campionamento utilizzati. Il gruppo rappresenta il numero di campionamenti 
temporali. Il sottogruppo indica la posizione dei campionamenti rispetto al tempo della riduzione demografica, con 
“r” sono indicati i campioni pre-riduzione, con “o” quelli post-riduzione. I tempi da T1 a T16 rappresentano i 16 
possibili tempi di campionamento ordinati dal piu antico al più recente.  
CODICE GRUPPO SOTTOGRUPPO T1 T2 T3 T4 T5 T6 T7 T8 T9 T10 T11 T12 T13 T14 T15 T16 
8 1C controllo 200 - - - - - - - - - - - - - - - 
7 1C controllo 100 - - - - - - - - - - - - - - - 
6 1C controllo 50 - - - - - - - - - - - - - - - 
5 1C 1o 40 - - - - - - - - - - - - - - - 
4 1C 1o 30 - - - - - - - - - - - - - - - 
3 1C 1o 20 - - - - - - - - - - - - - - - 
2 1C 1o 10 - - - - - - - - - - - - - - - 
1 1C 1o 0 - - - - - - - - - - - - - - - 
27 2C 1r1o 200 40 - - - - - - - - - - - - - - 
24 2C 1r1o 200 30 - - - - - - - - - - - - - - 
21 2C 1r1o 200 20 - - - - - - - - - - - - - - 
18 2C 1r1o 200 10 - - - - - - - - - - - - - - 
15 2C 1r1o 200 0 - - - - - - - - - - - - - - 
26 2C 1r1o 100 40 - - - - - - - - - - - - - - 
23 2C 1r1o 100 30 - - - - - - - - - - - - - - 
20 2C 1r1o 100 20 - - - - - - - - - - - - - - 
17 2C 1r1o 100 10 - - - - - - - - - - - - - - 
14 2C 1r1o 100 0 - - - - - - - - - - - - - - 
25 2C 1r1o 50 40 - - - - - - - - - - - - - - 
22 2C 1r1o 50 30 - - - - - - - - - - - - - - 
19 2C 1r1o 50 20 - - - - - - - - - - - - - - 
16 2C 1r1o 50 10 - - - - - - - - - - - - - - 
13 2C 1r1o 50 0 - - - - - - - - - - - - - - 
33 2C 2o 40 30 - - - - - - - - - - - - - - 
32 2C 2o 40 20 - - - - - - - - - - - - - - 
30 2C 2o 40 10 - - - - - - - - - - - - - - 
12 2C 2o 40 0 - - - - - - - - - - - - - - 
31 2C 2o 30 20 - - - - - - - - - - - - - - 
29 2C 2o 30 10 - - - - - - - - - - - - - - 
11 2C 2o 30 0 - - - - - - - - - - - - - - 
28 2C 2o 20 10 - - - - - - - - - - - - - - 
10 2C 2o 20 0 - - - - - - - - - - - - - - 
9 2C 2o 10 0 - - - - - - - - - - - - - - 
35 4C 3r1o 200 100 50 0 - - - - - - - - - - - - 
40 4C 2r2o 200 100 40 20 - - - - - - - - - - - - 
37 4C 2r2o 200 50 40 0 - - - - - - - - - - - - 
36 4C 2r2o 200 50 20 0 - - - - - - - - - - - - 
39 4C 1r3o 200 40 20 0 - - - - - - - - - - - - 
38 4C 1r3o 50 40 20 0 - - - - - - - - - - - - 
34 4C 4o 40 30 10 0 - - - - - - - - - - - - 
41 8 3r5o 200 100 50 40 30 20 10 0 - - - - - - - - 








Il sottoinsieme è stato scelto arbitrariamente in modo da rappresentare gli schemi di 
campionamento considerati più importanti: Tra gli otto schemi con un solo campionamento 
temporale (1C, Tabella2.1), gli schemi 8,7,6 rappresentano un controllo (essendo composti da 
sequenze di DNA campionate precedentemente all’evento demografico), lo schema 1 contiene solo 
DNA moderno mentre negli schemi 2,3,4,5 le sequenze sono state prese successivamente alla 
riduzione demografica ma non al tempo 0; venticinque combinazioni con due campioni temporali 
formano gruppo 2C (Tabella2.1,codice 9-33), di cui 10 prima dell’evento demografico (sottogruppo 
1o, Tabella2.1, codice 19-12,28-33,) e 15 con un campione prima e uno dopo l’evento (sottogruppo 
1r10,Table1, codice 13-27); sette schemi  con quattro campionamenti temporali distribuiti prima 
dell’evento (codice 34), uno prima e tre dopo (codice 35), due prima e due dopo (codice 36,37,40), 
o tre prima e uno dopo (codice 38,39); e infine uno schema con otto (codice 41) e uno con sedici 
(codice 42) campionamenti lungo tutto l’arco temporale.  Seguire quest’approccio è stato necessario 
per limitare la dimensione totale del problema. Considerando che i) un singolo modello 
demografico è stato analizzato, ii) il modello demografico è caratterizzato da diverse combinazioni 
di parametri, iii) sono stati definiti 42 schemi di campionamento, iv) 100 repliche sono state 
analizzate per ogni scenario simulativo, 37.800 data set genetici sono stati prodotti e analizzati 
statisticamente. 
 
Passaggio 2: la ricostruzione della funzione demografica 
Tutti i metodi definiti nella classe degli “Skyline Plot” prevedono due passaggi distinti e 
separabili. La genealogia degli individui analizzati deve essere ricostruita a partire dai dati genetici 
ed include non solo la stima delle relazioni tra gli individui (topologia dell’albero) ma anche i loro 
tempi di divergenza (età dei nodi). Questo passaggio può essere compiuto utilizzando i metodi 
filogenetici standard Bayesiani o di massima-verosimiglianza. Una condizione essenziale è che le 
lunghezze dei rami dell’albero siano proporzionali con il tempo, perciò il tempo deve essere scalato 
in mutazioni, anni o generazioni. La genealogia, essendo una stima basata su un campione di 
sequenze di DNA, porta con se un errore, chiamato “errore filogenetico”, che può essere di notevole 
entità quando la genealogia contiene rami interni corti. Inoltre, molti organismi sono caratterizzati 
da una bassa variabilità genetica intraspecifica che provoca un aumento della varianza stocastica 
nella lunghezza dei rami. Nonostante questi fattori, se vogliamo ricostruire la storia demografica di 
una popolazione, non serve che la genealogia sia ben risolta, soprattutto quando le stime sono 
pesate tra un grande numero di alberi come nel framework Bayesiano (Drummond et al. 2005).   
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Il secondo passaggio prevede la stima della storia demografica basata sulla genealogia 
stimata. Una caratteristica molto utile di questa fase è che dipende solamente dal tempo degli eventi 
di coalescenza e non dal fatto di ricostruire la genealogia esatta delle sequenze del campione (Pybus 
et al. 2000). Per esempio, osservare eventi di coalescenza molto vicini tra loro è indicativo di una 
dimensione effettiva piccola, e questo principio può essere sfruttato per stimare la dinamica della 
dimensione effettiva. Più precisamente, i metodi “Skyline Plot” si basano sulla semplice relazione 
tra la dimensione effettiva della popolazione e la lunghezza attesa degli intervalli di coalescenza 
secondo il modello Coalescente: la dimensione effettiva media in ogni intervallo tra due eventi di 
coalescenza può essere stimata dal prodotto della lunghezza dell’intervallo (γi) e i(i-1)/2, dove i 
rappresenta il numero di linee dell’albero presenti nell’intervallo (Figura2.2a). In questo modo è 
possibile ottenere una stima della dimensione effettiva in ogni intervallo (definito da ogni evento di 
coalescenza) della genealogia stimata (Figura2.2b) e così ricostruire la storia demografica tramite la 
dinamica della dimensione effettiva intervallo dopo intervallo. La ricostruzione demografica 
include una considerevole parte di incertezza dovuta alla natura stocastica del Coalescente. Infatti, 
ogni genealogia considerata è solo una singola realizzazione casuale di questo processo e questo 
comporta che, ad esempio, la stima della dimensione effettiva in ogni intervallo di coalescenza 
incorpori una notevole quantità di errore. L’errore dovuto al Coalescente è inversamente 
proporzionale al numero di linee genealogiche presenti in ogni intervallo di coalescenza e quindi 
non è uniforme lungo la genealogia: più ci avviciniamo alla radice dell’albero, più aumenta l’errore 
nella stima della dimensione effettiva. Ad esempio, l’ultimo intervallo di coalescenza (γ2 in 
Figura2.2) viene stimato a partire da sole due linee ed è perciò l’intervallo con più errore associato. 
Questo fatto diventa perciò di notevole importanza ad esempio quando si sta considerando una 





Figura2.8: Stima della storia demografica da una genealogia. (a) Una genealogia stimata a partire dai dati genetici, 
dove la lunghezza di ogni ramo è proporzionale al tempo. Gli intervalli di coalescenza sono indicati con ϒi. (b) La 
dimensione effettiva della popolazione stimata in ogni intervallo di coalescenza. 
 
Una volta ottenuta la stima della dimensione effettiva in ogni intervallo, la dinamica della 
dimensione effettiva nel tempo viene ricostruita in principalmente due modi (vedi review Ho e 
Shapiro 2011 per i dettagli dei metodi): i) partendo dall’intervallo più recente, la dimensione 
effettiva viene unita con quella dell’intervallo adiacente assumendo che sia rimasta costante 
all’interno dell’intervallo, producendo un grafico a “scalini” simile a quello rappresentato in 
Figura2.2b; ii) la dimensione effettiva non rimane costante all’interno dell’intervallo, ma varia in 
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maniera lineare tra due intervalli, rappresentando in maniera più realistica come una popolazione 
aumenta o si riduce rispetto a un cambiamento istantaneo. Nei metodi “Skyline Plot” bayesiani, la 
dimensione effettiva in ogni intervallo non è descritta da un singolo valore ma bensì da una 
distribuzione, detta distribuzione a posteriori. Perciò, per ogni intervallo di coalescenza viene 
utilizzato un indice di tendenza centrale come la media, moda o mediana come stima della 
dimensione effettiva. Insieme alla stima viene riportato anche l’ “High Posterior Density Interval” 
(HPD, o intervallo di credibilità) che descrive qual è l’intervallo più piccolo che contiene il 90% o il 
95% dei valori a maggior frequenza (vedi Figura2.3).  
 
Figura2.9: Rappresentazione grafica di uno skyline plot. La dimensione effettiva (in ordinata) è visualizzata in 
funzione del tempo (in ascissa). Il tempo è misurato dal presente (0) fino al tempo dell’antenato comune più 
recente (TMRCA). La dimensione effettiva La linea tratteggiata rappresenta la mediana della ricostruzione mentre in 
grigio è evidenziato l’HPD. 
 
In questo studio la dinamica della dimensione effettiva nel tempo è stata stimata con il 
metodo “Extended Bayesian Skyline Plot” implementato nel software BEASTv1.6.1 (Drummond et 
al. 2002; Heled e Drummond 2008). Questo metodo, basato su un framework bayesiano accoppiato 
a Monte Carlo Markov Chain (MCMC), permette di stimare la genalogia degli individui simulati a 
partire dai dati di variabilità molecolare e ricostuire la funzione demografica nel tempo in un 
singolo passaggio. Inoltre, a differenza degli altri “Skyline Plot”, si possono analizzare 
 54 
 
contemporaneamente più loci indipendenti per stimare la storia demografica di una popolazione, 
riducendo in questo modo l’errore associato al Coalescente e, di conseguenza, l’errore nella stima 
(si riduce l’ampiezza del HPD). Ad ogni locus impiegato nell’analisi è possibile associare un fattore 
che tenga in considerazione la sua ploidia ed ereditabilità. In questo modo, ad esempio, è possibile 
tenere in considerazione che la dimensione effettiva di un locus autosomale trasmesso in maniera 
biparentale è quattro volte maggiore rispetto ad un locus aploide mitocondriale. Inoltre, solo 
utilizzando l’”Extended Bayesian Skyline Plot” è possibile stimare il numero di cambiamenti 
demografici tramite “Bayesian Stochastic Variable Selection” (BSVS, Kuo e Mallick 1998). La 
presenza di molti intervalli di coalescenza corti può portare a un notevole aumento del “rumore di 
fondo” nella ricostruzione demografica perciò Strimmer e Pybus (2001) proposero di eliminare gli 
intervalli troppo corti raggruppandoli con i loro vicini in un numero n di gruppi specificato a priori.  
Con il BSVS è possibile selezionare l’n maggiormente supportato dai dati senza doverlo 
necessariamente specificare arbitrariamente a priori. Se un solo gruppo viene selezionato, significa 
che i dati supportano uno scenario di popolazione costante nel tempo. 
Ognuno dei 37 800 dataset genetici è stato convertito in un input file leggibile da BEAST 
creando un modello con il software BEAUTI (Drummond e Rambaut 2007) e inserendo nel 
modello i dati molecolari attraverso uno script per l’ambiente per l’analisi statistica R (R 
Development Core Team 2010) sviluppato ad hoc. Lo stesso modello mutazionale utilizzato per la 
generazione dei dati genetici simulati è stato impiegato nell’analisi (HKY85, tasso di mutazione 
fissato a 1x10
-6
 mutazioni per sito per generazione, frequenza delle basi uguale e rapporto 
transizioni su trasversioni uguale a uno) in modo che i risultati non risentano dell’incertezza della 
stima dei parametri mutazionali. Il tasso di mutazione è stato scalato in generazioni (1 generazione 
= 2 anni) in modo da stimare il tempo in generazioni e la dimensione effettiva della popolazione in 
numero di individui aploidi. La distribuzione a priori del numero di cambiamenti demografici è 
stata definita come una distribuzione di Poisson con media ln(2) in modo da favorire nel 50% dei 
casi uno scenario di popolazione costante e nel restante 50% dei casi almeno un cambiamento 
demografico. La lunghezza della catena ha previsto 20 milioni di iterazioni con un campionamento 
dei parametri del modello ogni 10.000 iterazioni ed è stato scartato il primo 10% della lunghezza 
totale della catena perché non informativo (burn-in). I valori degli operatori che regolano il 
campionamento MCMC sono stati mantenuti invariati rispetto a quelli di default. Alla fine di ogni 
analisi è stato valutato se la convergenza è stata raggiunta, cioè se l’algoritmo ha campionato dalla 
distribuzione a posteriori di ogni parametro. A questo scopo sono state calcolate due misure di 
convergenza per i parametri più importanti del modello: la likelihood, la distribuzione a priori 
globale (indica il campionamento complessivo da tutte le distribuzioni a priori di tutti i parametri), 
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la distribuzione a posteriori complessiva (indica il campionamento complessivo da tutte le 
distribuzioni a posteriori di tutti i parametri) e numero di cambiamenti demografici. Come primo 
indice è stato calcolato il valore di “Effective sample size” (ESS) che rappresenta il numero di 
campionamenti indipendenti dalla distribuzione a posteriori stimata. L’algoritmo di campionamento 
di tipo MCMC, per sua natura, effettua dei campionamenti che sono correlati tra loro per cui il 
valore di ESS indica la qualità della stima della distribuzione a posteriori. Un ESS minore di 100 è 
considerato in genere un valore basso e indicativo di problemi durante l’analisi. Come seconda 
indicazione di convergenza, è stato eseguito il test di Geweke. Questo test si basa sul principio che 
se la catena ha raggiunto la convergenza, la prima parte e l’ultima parte della catena avranno la 
stessa media e la loro differenza sarà distribuita in modo normale. Il comando “geweke.diag” 
disponibile nel package CODA per l’ambiente statistico R (R Development Core Team 2010) è 
stato utilizzato per condurre il test e ottenere il p-value associato.  
Per ogni scenario di simulazione studiato, sono stati riassunti i dati di convergenza dei 100 
dataset simulati calcolando per i quattro parametri considerati: la media di ESS, il numero di dataset 
che hanno un valore di ESS minore di 100 e la percentuale di dataset che hanno mostrato un p-value 
del Geweke test non significativo per un valore di α=0.05. Le analisi dei dataset che hanno 
raggiunto la convergenza sono state utilizzate per ricostruire la dinamica demografica della 
popolazione nel tempo. Ogni ricostruzione effettuata con BEAST può essere immaginata come una 
distribuzione di funzioni demogafiche campionate via MCMC (Heled e Drummond 2008). La 
mediana dei valori di N in n punti, dove n corrisponde alla media dei tempi di coalescenza ordinati 
in tutte le genealogie campionate, è stata utilizzata per costruire la funzione demografica mediana 
denominata N’50(t) . Lo stesso procedimento è stato usato per calcolare la funzione demografica 
N’2.5(t) e N’97.5(t) (i limiti dell’HPD95%). 
 
Passaggio 3: il confronto tra la dinamica ricostruita e simulata, e il confronto tra gli schemi di 
campionamento 
Ogni funzione demografica ricostruita è stata confrontata con quella utilizzata per generare i 
dati simulati. Sono stati calcolati tre indici per rappresentare lo scostamento tra le due funzioni:  
Errore relativo di ricostruzione 
Confrontando la funzione demografica mediana N’50(t) con la funzione demografica 
simulata N(t) utilizzando una funzione normalizzante, da t=0 alla mediana della distribuzione 
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dell’altezza della genealogia ricostruita t = τ, è stato possibile definire l’errore relativo di 
ricostruzione come: 
   (  ( )  ( ))   √∫(








e rappresenta la distanza media relativa tra una stima e il valore conosciuto (Heled e Drummond 
2008), utile per quantificare l’accuratezza della ricostruzione. 
Dimensione relativa dell’intervallo di credibilità 
Lo stesso principio può essere applicato per calcolare la dimensione media relativa 
dell’intervallo di credibilità (o HPD) al 95% :  
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(Heled e Drummond 2008), utile per quantificare la precisione della ricostruzione. 
Coverage della funzione ricostruita 
Il coverage dello stimatore (mediana) della funzione ricostruita misura la percentuale di 
volte in cui il valore della funzione demografica simulata cade nell’intervallo di credibilità al 95% 
stimato, ed è definito come: 
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dove I è la funzione indicatore (Heled e Drummond 2008).  
 
Questi indici descrivono le proprietà della funzione demografica ricostruita nel suo insieme, 
ma non sono informativi dello scostamento in regioni locali della ricostruzione demografica. Per 
questo, la funzione demografica mediana (N’50(t)) è stata utilizzata per stimare in ogni simulazione 
i) la dimensione effettiva pre-cambiamento demografico (N’0), definita come la media di N’50(t) da 
t=11 a t=20 (le prime 10 generazioni sono state scartate perché generalmente affette da distorsioni 
casuali della dimensione effettiva stimata); ii) la dimensione effettiva appena precedente il 
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cambiamento demografico (N’PRE), definita come la media di N’50(t) da t=106 a t=155; iii) la 
dimensione effettiva antica (N’A), definita come la media di N’50(t) negli ultimi due intervalli di 
coalescenza. Queste tre stime sono state utilizzate per calcolare due stimatori dell’intensità della 
riduzione demografica: 
   
     
   
     
   
   
 
Inoltre, la funzione demografica mediana N’50(t) è stata utilizzata per ottenere una stima del 
tempo in cui è avvenuto  il cambiamento demografico (TC). Questo parametro non può essere 
stimato in maniera esplicita da BEAST perché non fa parte del modello “skyline plot”, però può 
essere stimato indirettamente dalla funzione demografica ricostruita. In particolare si tratta di 
identificare se, e a quale tempo, la funzione N’50 abbia un punto di flesso. L’approccio analitico 
comunemente utilizzato consiste nel trovare il punto x in cui la derivata seconda della funzione sia 
uguale a 0 e successivamente verificare se la derivata seconda cambi di segno intorno ad x. 
Tuttavia, alcune analisi preliminari effettuate hanno mostrato che questo sistema analitico risente 
della presenza di piccole oscillazioni della dimensione effettiva nella regione vicina a t=0 (tipiche 
delle funzioni demografiche ricostruite), pregiudicandone l’applicabilità. Un metodo alternativo è 
stato perciò utilizzato. In una prima fase, l’intensità del cambiamento demografico (I2) è stata 
utilizzata come filtro: le funzioni con I2 < 10% non sono state considerate rappresentare un 
cambiamento demografico e di conseguenza prive di TC. Nella seconda fase, in ognuna delle 
funzioni rimaste, è stata calcolata la derivata prima (m) nell’intervallo chiuso [0,TMRCA]. La 
derivata prima rappresenta il coefficiente angolare della retta tangente alla funzione demografica, ed 
è perciò informativa sul momento del cambiamento demografico (Figura2.4, b). Nel caso in cui la 
funzione demografica rappresenti una riduzione (Figura2.4, a), m è caratterizzato da un picco 
positivo sovrapposto al momento del cambiamento demografico (Figura2.4, b).  Il tempo del 
cambiamento demografico (Tc) è stato poi definito come il tempo associato al massimo assoluto 
della funzione di m nell’intervallo delimitato dal momento in cui m supera (Tc inf) e ritorna inferiore 
(Tc sup) a un certo valore soglia. Lo scopo di questo passaggio è identificare rapidi aumenti o 
riduzioni delle dimensioni effettive nel tempo, perciò il valore di soglia per m è stato definito come 
quello associato alla retta che rappresenta un cambiamento lineare di N’50 dal passato al presente. 
L’intervallo chiuso t[10,20] è stato scelto per rappresentare il presente (sono state scartate le prime 
10 generazioni perché soggette ad oscillazioni di N’50) mentre l’intervallo t[tMRCAmin-20,tMRCAmin] 
per il passato. Il parametro tTMRCAmin è il valore di TMRCA minimo all’interno dello scenario 
simulativo di appartenenza della funzione demografica studiata. Si è scelto di utilizzare tTMRCAmin 
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invece di tTMRCA per avere un valore di TMRCA condiviso tra le funzioni demografiche per ogni 
scenario simulativo ed evitare di studiare valori di t non previsti in alcune ricostruzioni. Il numero 
di volte in cui, tra le 100 repliche, è stato possibile identificare una riduzione demografica in questo 
modo (PRID), rappresenta una stima frequentista della probabilità di identificare un evento 
demografico ed è stata perciò calcolata per ogni schema di campionamento in ogni scenario 
simulativo. 
Le funzioni demografiche N’50(t), N’2.5(t) e N’97.5(t) sono state ottenute dal’output di Beast 
interpolando i valori di dimensione effettiva e il tempo espresso in generazioni con una funzione 
spline, utilizzando il pacchetto “akima” per l’ambiente statistico R (R Development Core Team 
2010).  
 
Figura2.10: (a) funzione demografica mediana tipica di una popolazione che ha subito una riduzione demografica 
(linea nera continua) e la retta di declino lineare tra il TMRCA e il presente (linea rossa tratteggiata); (b) andamento 
della derivata prima di N’50 (linea nera continua) e della retta di declino (linea rossa tratteggiata) che funge da 
soglia. Il tempo dalla riduzione (TC) è stato calcolato come il valore massimo nell’intervallo tra il tempo in cui m 




In ogni scenario simulativo, le distribuzioni degli indici descritti in precedenza (le 100 
repliche) sono state caratterizzate calcolandone la mediane la deviazione standard. Inoltre per i 
parametri N0, NPRE, Na, I1, I2 è stato calcolato il BIAS e RMSE (Radice dello scarto quadratico 
medio) dello stimatore rispetto al valore con cui sono stati simulati i dati, definiti come: 
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dove  ̂  è lo stimatore del parametro θ e n è il numero di repliche. Questi indici rappresentano lo 
scostamento relativo dello stimatore dalla stima esatta di un parametro d’interesse. Un BIAS 
positivo indica una sovrastima del parametro mentre negativo indica una sottostima.  
Infine, per ogni scenario simulativo è stata calcolata la probabilità di rifiutare un modello 
demografico di popolazione costante (PC) verificando la percentuale di repliche in cui la 
distribuzione a posteriori del numero di cambiamenti demografici non conteneva lo 0 (un valore di 
0 significa popolazione costante)(Heled e Drummond 2008). 
In ogni scenario simulativo, è stato utilizzato un modello di regressione logistica 
multinomiale per descrivere la relazione tra gli schemi di campionamento (variabile risposta) e 8 
indici rappresentanti la funzione demografica (err, dim, PC, PRID, Tc, N’0, N’PRE e N’TMRCA, variabili 
esplicative). Gli indici cov, I1, I2 sono stati esclusi dalla stima a causa della totale correlazione con 
le altre variabili e perciò non avrebbero aggiunto informazione al processo inferenziale.  In seguito, 
per ogni schema di campionamento è stato possibile calcolare la probabilità di generare la 
combinazione degli 8 indici coincidenti con la funzione demografica osservata (err=0, dim=0, 
PC=1, PRID=1, Tc=50, N’0=N0, N’PRE=NA, N’TMRCA=NA), cioè la probabilità di ricostruire la funzione 
demografica osservata (PSS). PSS somma ad 1 all’interno di ogni scenario simulativo, e permette 
perciò il confronto diretto di ogni coppia di schemi di campionamento all’interno di esso. Per questo 
motivo, il valore assoluto di PSS non è da ritenersi particolarmente informativo in quanto dipende 
dal numero di schemi di campionamento confrontati contemporaneamente (ad esempio la PSS dello 
schema 1 può non essere la stessa se si studiano 42 o 45 schemi di campionamento) mentre il 
confronto relativo della PSS appartenente a diversi schemi rimane costante ed è utile per comparare 
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le loro performance. Una classifica degli schemi di campionamento è stata stilata in accordo con i 
valori di PSS in ogni scenario simulativo.  
 
2.3 RISULTATI 
In Figura2.5 sono stati riassunti graficamente i tre indici principali utili a descrivere l’abilità 
di uno schema di campionamento nel ricostruire la funzione demografica reale in ognuno dei nove 
scenari simulativi: la probabilità relativa associata ad ogni schema (PSS), la media della stima del 
tempo della riduzione demografica (TC medio) e la probabilità di rifiutare l’ipotesi di popolazione 
costante (PC). Nel confronto sono stati inseriti tre schemi di controllo (nr 6,7,8) per avere un punto 
di riferimento rispetto alla non capacità di ricostruire la funzione demografica corretta.  
Schemi di campionamento a un campione temporale (gruppo 1C) 
  Lo schema composto totalmente da DNA moderno (1) è caratterizzato da PSS prossime a 
zero in quasi tutti gli scenari simulativi analizzati indicando basse performance quando si utilizza 
solo DNA moderno rispetto a schemi con DNA antico. Anche nei casi in cui PSS per lo schema 1 sia 
maggiore degli altri schemi ad un campionamento (Figura2.5, gruppo 1C, N0 750 - 1500, IC 10) e 
degli schemi di controllo, non riesce mai a raggiungere valori comparabili con gli schemi migliori 
(PSS(1)=0.019, PSS(16)=0.112). Maggiore è l’intensità della riduzione, maggiore è la capacità dello 
schema 1 di identificare l’evento demografico. Quando l’intensità della riduzione è bassa (IC=2) lo 
schema 1 non è in grado di rifiutare l’ipotesi di popolazione costante per nessuna delle dimensioni 
effettive considerate (PC=0%, PRID=0-9%, Figura2.5c IC=2, N0=150, 750, 1500 e Tabella2.2-10). 
Anche per intensità IC=10, la probabilità PC assume valori molto bassi (PC=0 - 5%, N0 150 - 1500) 
mentre PC, basata sulla funzione ricostruita, raggiunge valori da 0 al 79% (Tabella2.2-10), 
suggerendo che sebbene BEAST spesso ricostruisca una riduzione demografica, lo scenario di 
popolazione costante non può essere escluso utilizzando solo DNA moderno. Come atteso, ad 
intensità di riduzione massime (IC=100), la PC dello schema 1 aumenta in maniera proporzionale 
alla dimensione effettiva residua dopo la riduzione raggiungendo una PC=20% per N0=150, fino al 
100% nel caso di N0=1500 (Figura2.5c, Tabella2.2-10). Anche in questi casi però, allo schema 1 
viene attribuita una bassa PSS dovuta a un bias nella stima del tempo dell’evento demografico, che 
mediamente, risulta essere tra le 183.3 e le 285.7 generazioni, cioè dalle 3.6 alle 5.7 volte il valore 
vero (Figura2.5b, Tabella2.2-10, IC 100). Gli altri schemi appartenenti al gruppo sono caratterizzati 
da avere un comportamento del tutto simile allo schema 1 in tutti gli scenari studiati, indicando che 
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campionare le sequenze di DNA progressivamente più vicino al tempo della riduzione demografica 
non influenza i risultati. 
 
 
Schemi di campionamento a due campioni temporali (gruppo 2C) 
Il gruppo composto da due campionamenti temporali contiene schemi ad alta PSS in tutti gli 
scenari simulativi analizzati (Figura2.5a). In sei delle nove combinazioni di parametri, ripartire il 
campionamento in due parti è sufficiente per raggiungere il massimo delle performance, ottenendo 
valori di PSS maggiori rispetto ad un campionamento più distribuito (4C,8C e 16C) o concentrato in 
un punto temporale (Figura2.5a, N0 750 - 1500, IC 2-100). Negli altri casi invece, il campionamento 
distribuito viene selezionato come strategia da preferire, ma con una probabilità solo leggermente 
superiore rispetto agli schemi 2C (Figura2.5a, N0150, IC 2 - 100). L’analisi di PC indica che, più 
intenso è stato l’evento demografico, più è facile identificarlo usando schemi del gruppo 2C 
(Figura2.5c). Nel caso in cui l’intensità sia bassa, non si nota un guadagno prestazionale 
nell’identificare una riduzione rispetto al controllo (Figura2.5c, IC2), mentre nel caso di IC=10, 
alcuni schemi del gruppo 2C raggiungono PC maggiori sia degli schemi di controllo sia degli 
schemi ad un campione temporale (Figura2.5c, IC10, schema 13, PC =17%). L’uso di questo gruppo 
di schemi si dimostra particolarmente utile nello stimare i parametri demografici associati ad una 
riduzione intensa soprattutto quando la dimensione effettiva post-riduzione è piccola, come nel caso 
di N0=150. In questo caso, non solo la probabilità di identificare la riduzione è maggiore rispetto 
agli schemi 1C (PC 1C=20 - 26%, PC 2C=75 - 100%), ma anche il tempo della riduzione risulta 
stimato con maggior precisione (TC 1C ~ 190, TC 2C schema 13 = 49.2, Figura2.5b,c, N0=150, 
IC=100).  
All’interno del gruppo 2C, il sottogruppo comprendente gli schemi con due campionamenti 
temporali successivi alla riduzione demografica (sottogruppo 2o), ha mediamente una PSS più bassa 
rispetto agli schemi con i dati genetici presi prima e dopo la riduzione (sottogruppo 1r1o) 
(Figura2.5a). Questa differenza di PSS è principalmente dovuta alla stima del tempo della riduzione 
demografica. Infatti, quando l’intensità dell’evento è massima (IC=100), ed è perciò più facilmente 
identificabile, il sottogruppo 2o tende sovrastimare il TC (circa 4.8 volte nel caso di N0=1500), e 
produrre stime della intensità della riduzione demografica più lontane dai valori simulati 
(Tabella2.2-10). Lo stesso andamento si osserva in misura minore per IC=10 (N0 1500) dove TC 
tende ad essere stimato mediamente a 76.3 generazioni. Il confronto tra il Relative Recovery Error 
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(RRE) e il Relative Credible Interval (RCI) all’interno del gruppo 2C, indica che avere un campione 
prima e dopo l’evento demografico (1r1o) produce stime più precise ed accurate della strategia 2o 
(Figura2.6). In tutte le combinazioni di parametri demografici, gli schemi 1r1o (in blu) tendono a 
minimizzare i due indici rispetto a 2o. La differenza tra i due sottogruppi si nota in particolar modo 
quando la riduzione demografica produce una dimensione effettiva di 150 individui. In questo caso, 
avere un campione proveniente dalla popolazione prima della riduzione aumenta l’accuratezza della 
ricostruzione demografica piuttosto della precisione nella stima(Figura2.6, N0 150). Quando le 
dimensioni della popolazione post-riduzione sono più grandi (N0 750 - 1500), il sottogruppo 1r1o 
risulta essere ancora il migliore ma con una differenza meno marcata rispetto a 2o (Figura2.6, N0 
750 - 1500, IC=2 - 100). Come atteso, le inferenze prodotte da uno schema di tipo 2o, essendo 
basate su campioni dalla popolazione post-riduzione, risentono del livello di variabilità genetica 
nella popolazione in quel momento temporale producendo quindi stime meno accurate se il livello è 
basso, ma stime più accurate se viene conservata variabilità genetica dopo la riduzione. 
All’interno del sottogruppo 1r1o, gli schemi aventi un campione pre-riduzione demografica 
a 200 generazioni nel passato (27,24,21,18,15), ottengono PSS molto basse, del tutto simili agli 
schemi di controllo (Figura2.5a). Sebbene questi schemi, a differenza del controllo, riescano a 
identificare la riduzione demografica a una frequenza simile agli schemi migliori (vedi PC in 
Figura2.5c, N0 750 - 1500, IC10 - 100 e Tabella2.2-10), la stima del TC sembra essere distorta verso 
valori superiori al reale, e coincidenti con il tempo del campionamento pre-riduzione demografica 
(Figura2.5b). Spostando il tempo del campionamento pre-riduzione a 100 generazioni (schemi 
26,23,20,17,14), si nota un generale aumento di PSS in tutti gli scenari analizzati, dovuto 
principalmente alla stima di TC che tende maggiormente verso il valore vero. Questa stima però 
sembra essere ancora influenzata dal tempo del campionamento pre-riduzione, assumendo spesso 
valori tendenti a 100 generazioni, soprattutto negli scenari ad alta intesità (IC=100) dove la 
riduzione è più facilmente identificabile. Muovendo il campionamento pre-riduzione ad un valore 
coincidente con la riduzione demografica si osservano le migliori performance. Gli schemi 
25,22,19,16,13 ottengono valori di PSS e PC tra i più alti del gruppo soprattutto con gli schemi 16 e 
13. Questi due schemi, negli scenari con IC > 2, riescono a raggiungere i valori di PC più alti tra tutti 
gli schemi confrontati e soprattutto producono una stima di TC molto vicina al valore simulato 
(Figura2.5b). In questa serie di schemi, spostare il tempo del campionamento post-riduzione, 
tenendone invariato il pre-riduzione, ha l’effetto di peggiorare le performance sia nella PC sia nella 





Schemi di campionamento a quattro campioni temporali (4C) e a campionamento temporale 
altamente distribuito (8C, 16C) 
Il gruppo composto dagli schemi aventi quattro punti di campionamento temporale mostra 
buone performance nella ricostruzione della dinamica demografica simulata, ottenendo valori di PSS 
superiori agli schemi a singolo campionamento in tutti gli scenari simulativi (Figura2.5a). Inoltre, a 
questo gruppo viene attribuito il massimo valore di probabilità in tutti i casi con N0=150 
(Tabella2.2-10) ma senza evidenziare una grossa differenza dai valori di PSS ottenute con 
campionamento di tipo 2C. Negli scenari simulativi con N0=750 - 1500, questa tipologia di 
campionamento ottiene valori di PSS superati solo dal gruppo di schemi 2C e in un caso da 8C (N0 
750, IC 10). Questo risultato suggerisce ci sia un vantaggio nel distribuire il campione di sequenze 
di DNA in quattro punti temporali rispetto a una strategia a singolo campionamento (1C), ma che le 
sue performance non siano maggiori rispetto a una strategia di campionamento più semplice come 
la 2C. All’interno del gruppo 4C, si nota come lo schema nr 38 appartenente al sottogruppo 1r3o (1 
campione pre- e 3 campioni post-riduzione) sia quasi sempre selezionato come lo schema migliore 
del gruppo (Figura2.5a,N0 150 IC 2 - 10, N0 750 IC 10 - 100, N0 1500 IC 10). Questo schema ottiene 
valori di PC tra i più alti fra tutti i gruppi di schemi (Figura2.5c) e stime di TC molto vicine al valore 
vero (TC medio IC2=49.23, TC medio IC10=53.06, TC medio IC100=58.86, Figura2.5b, Tabella2.2-
10). Come già verificato nel gruppo C2, spostare il tempo del campionamento pre-riduzione in 
tempi più antichi (nello schema 38 è posizionato a 50 generazioni nel passato mentre nello schema 
39 a 100 generazioni) provoca un abbassamento delle performance in tutti i casi analizzati dovuta 
alla stima distorta del TC verso il tempo del campionamento temporale. Tra gli schemi rimanenti, il 
nr 34, caratterizzato da 4 campioni post-riduzione demografica, ottiene una PSS sempre inferiore a 
schemi con almeno un campione pre-riduzione (Figura2.5a), suggerendo l’importanza di questo tipo 
di informazione per ricostruire la dinamica demografica corretta. Gli altri schemi del gruppo C4 (nr 
35,40,37,36), nessuno sembra essere supportato in maniera chiara dai valori di PSS, mostrando una 
forte oscillazione della preferenza tra gli scenari simulativi. 
Il passaggio a un campionamento ancora più distribuito nel tempo (8C e 16C) non sembra 
essere richiesto per ottimizzare la ricostruzione demografica. Infatti, gli schemi 8C e 16C 
ottengono, in alcuni casi, valori di PSS simile ma non maggiore ad altri schemi di campionamento 
più semplici contenenti DNA antico (vedi ad esempio N0150 IC2 o N0150 IC100 in Figura2.5a) o, 




Ricostruire la storia demografica di una popolazione è uno degli aspetti principali a cui si è 
interessati in genetica di conservazione e in molti altri ambiti, che vanno dall’antropologia 
molecolare all’epidemiologia. Alcuni metodi statistici di recente sviluppo, permettono di rispondere 
a questa domanda utilizzando l’informazione combinata proveniente da un campione di sequenze di 
DNA moderne ed antiche. L’uso del DNA antico è vantaggioso perché contiene al suo interno le 
informazioni sui processi storici avvenuti nel passato, ma a causa della sua natura non è sempre 
possibile farne uso. Le numerose difficoltà nell’estrazione e nella genotipizzazione del DNA da 
campioni biologici degradati, uniti alla generalmente bassa disponibilità dei reperti a disposizione, 
fanno del DNA antico uno strumento molto costoso da utilizzare. Alla luce di questo, sembra perciò 
importante valutare quanto, e in che condizioni, il suo uso possa contribuire alle ricostruzioni 
demografiche. Questo studio di simulazione, sebbene limitato a uno specifico scenario di riduzione 
demografica, un singolo marcatore genetico e a una specifica metodologia di analisi, conferma con 
estrema chiarezza il potere del DNA antico nel ricostruire eventi demografici passati. In accordo 
con quanto verificato da Ramakrishnan et al. 2005, gli schemi che incorporano al loro interno DNA 
antico hanno migliori prestazioni se confrontati con lo schema avente solo DNA moderno. 
L’inclusione del dato antico migliora sia la capacità di identificare la riduzione demografica, sia la 
stima dei suoi parametri più importanti come l’intensità della riduzione e il tempo in cui essa è 
avvenuta. Quando l’intensità della riduzione demografica è molto forte, ma viene conservata 
variabilità genetica, lo schema con solo DNA moderno sembra essere sufficiente per identificare 
l’evento demografico però tende produrre una stima più antica del tempo in cui esso è avvenuto. In 
questo caso, l’uso del DNA antico permette di raggiungere le stesse performance 
nell’identificazione della riduzione e di correggere la distorsione nella stima del tempo dell’evento. 
Inoltre, potendo misurare direttamente il livello di variabilità genetica nel passato, è possibile 
ricostruire l’evento demografico anche nei casi in cui il livello di polimorfismo nel campione 
moderno sia estremamente basso. Quando la riduzione demografica non è molto intensa (la 
popolazione si riduce della metà), includere DNA antico nell’analisi non sembra essere sufficiente 
per rifiutare l’ipotesi di popolazione costante. Tuttavia, le ricostruzioni prodotte tendono a essere 
maggiormente non-costanti rispetto allo schema con solo DNA moderno e perciò essere utilizzate 
come una prima evidenza molto lieve di riduzione demografica.  
Contro le attese, gli schemi con due tempi di campionamento hanno performance simili, e in 
molti casi anche maggiori, rispetto a schemi con un campionamento temporale più distribuito nel 
tempo. Dividere il campione a disposizione in due parti, una precedente e una successiva all’evento 
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demografico, sembra essere in assoluto la miglior strategia per ricostruire la dinamica demografica 
corretta. Dato che lo scenario demografico può essere visto come una transizione istantanea da una 
popolazione costante pre-riduzione ad una seconda popolazione costante post-riduzione, sembra 
plausibile che dividere il campione totale in due parti, una prima e una dopo la riduzione, porti ad 
una stima più precisa delle due dimensioni effettive (pre e post) rispetto a strategie più 
temporalmente distribuite. Questo schema ottiene ottime performance a patto che il momento del 
campionamento temporale pre-riduzione non sia troppo lontano dal tempo reale della riduzione 
demografica. Il tempo della riduzione può essere, infatti, fortemente distorto se il campione pre-
riduzione è molto più antico rispetto al tempo reale del declino. Un’ulteriore evidenza di questa 
distorsione si ha quando si utilizzano schemi con 4 campionamenti temporali. In questo caso, il 
migliore schema prevede un campione pre-riduzione demografica e tre campioni successivi al 
declino. Spostando il tempo del campione antico verso tempi maggiori, anche in questo caso, si 
ottiene un peggioramento delle performance dovute a una stima non corretta del tempo della 
riduzione. Questo fenomeno è risultato evidente in tulle condizioni testate suggerendo che l’EBSP 
può in alcuni contesti spostare il tempo della riduzione demografica verso il momento in cui viene 
campionato il dato antico. Nel caso in cui ci sia la disponibilità di reperti museali lungo tutto un 
arco temporale, e si abbiano alcune informazioni sul periodo in cui qualche fattore potrebbe aver 
influenzato la demografia di una specie, la strategia migliore sembra essere quella di procedere alla 
tipizzazione genetica di un gruppo di individui moderni ed un gruppo di individui antichi che pre-
datino la riduzione demografica possibilmente non di troppo tempo in modo da evitare distorsioni 
nella ricostruzione demografica dovute al campionamento troppo antico. Inoltre il campione 
moderno non dovrebbe essere preso ad un tempo troppo vicino all’evento demografico ipotetico, in 
modo che alcuni eventi di coalescenza possano avvenire nell’intervallo di tempo tra il momento del 
campionamento delle sequenze di DNA e il tempo della riduzione demografica. Più l’intervallo di 
tempo tende ad essere piccolo, più il numero di eventi di coalescenza al suo interno tende a zero, 
rendendo di fatto molto difficile (o addirittura impossibile nel caso non ci siano eventi di 
coalescenza nell’intervallo) identificare un evento demografico con una metodologia basata sulla 
stima della dimensione effettiva negli intervalli di coalescenza. 
Il tipo di campionamento distribuito nel tempo (tipo 4C, 8C e 16C) non sembra aumentare la 
qualità della ricostruzione demografica rispetto alla strategia a due campioni temporali. 
Quest’ultima, nel modello di riduzione istantanea studiato, sembra essere più che sufficiente per 
ottenere una stima accurata delle dimensioni effettive prima e dopo l’evento, dell’intensità della 
riduzione e del momento temporale in cui è avvenuta. Questo risultato sembra facilitare l’analisi di 
tutte quelle situazioni in cui sia difficile ottenere campioni antichi da molteplici punti temporali a 
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causa ad esempio della scarsa disponibilità di reperti museali o del livello di degradazione. Questo 
risultato indica inoltre che, se non esiste nessuna informazione a priori sulla popolazione, o i 
campioni pre-riduzione sono troppo antichi, utilizzare schemi di campionamento semplici come il 
2C può non essere sufficiente per raggiungere la ricostruzione demografica corretta. 
Queste conclusioni, essendo derivate dall’analisi di un modello di riduzione demografica 
istantanea, non sono estendibili ad altri modelli di riduzione (ad esempio una riduzione lineare o 
riduzioni multiple) o espansione demografica, per i quali, le performance dei vari schemi di 
campionamento andrebbero testate specificatamente. Inoltre, i risultati ottenuti non sono 
esattamente estendibili per riduzioni demografiche avvenute in tempi molto più antichi e anche in 
questo caso, i risultati dovrebbero essere confermati da ulteriori analisi.  
Nel complesso, lo studio ha richiesto l’analisi 37800 dataset di DNA, per un totale di circa 
80000 ore/processore utilizzando un cluster linux ad alte prestazioni basato su CPU Intel Xeon a 
2.4Ghz. Anche se limitato nelle condizioni esplorate, questo studio risulta difficilmente replicabile 
in altre condizioni demografiche a causa del notevole sforzo di calcolo necessario. Inoltre, i 42 
schemi di campionamento analizzati sono solo un sottoinsieme dei 65535 possibili schemi definibili 
con 16 posizioni temporali, che se analizzati nella loro totalità avrebbero reso intrattabile il 
problema a causa dell’enorme mole di calcoli da eseguire. Non è da escludere quindi che esistano 
schemi di campionamento che non sono stati presi in considerazione che abbiano performance 
migliori di quelli analizzati. Un approccio che risolverebbe contemporaneamente il problema 
computazionale e dell’esplorazione dello spazio degli schemi di campionamento possibili, è quello 
fornito dagli “Algoritmi Genetici” (vedi introduzione in Mitchell 1998), appartenente alla classe 
degli algoritmi di ottimizzazione ispirato al principio di selezione naturale che regola l’evoluzione 
biologica. Questo metodo sarebbe facilmente integrabile nel framework utilizzato in questo studio 
per valutare le performance di uno schema di campionamento, introducendo però una fase di ricerca 
nello spazio dei possibili schemi che tende a convergere verso l’insieme degli schemi migliori in 
assoluto per il modello demografico in esame. In questo modo inoltre sarebbero analizzati soltanto 
un piccolo gruppo di schemi, quelli a performance maggiori e verrebbe perciò evitata l’analisi di 
una serie di schemi a basse performance di scarso interesse. Quest’approccio perciò sembra essere 
promettente per estendere i risultati ottenuti in questo studio anche in altri scenari demografici o con 


































Figura2.11: rappresentazione grafica delle performance nel ricostruire la funzione demografica simulata secondo ogni 
strategia di campionamento. I grafici sono stati disposti nel seguente modo: N0 è stata ordinata in modo crescente 
nelle righe mentre IC è stato ordinato in modo crescente nelle colonne. Ogni grafico è composto da tre sezioni: (in alto) 
grafico a dispersione della PSS per ogni schema di campionamento; (intermedia) media del TC stimato nelle 100 
repliche per ogni schema di campionamento; (in basso) istogramma della PC caratteristica di ogni schema di 
campionamento. Differenti colori rappresentano i gruppi di schemi di campionamento: gli schemi di controllo in nero, 
gli schemi con un campione temporale in rosso, due campionamenti temporali in marrone, quattro campionamenti 
temporali in verde, otto campionamenti temporali in blu e sedici campionamenti in viola. Le aree delimitate sezione 
più alta in ogni grafico rappresentano la localizzazione dei campionamenti: r (precedente alla riduzione) e o 




























































Figura2.12: grafico a dispersione del RRE e RCI degli schemi di campionamento appartenenti al gruppo costituito da 
2 campioni temporali. Gli schemi con un campione precedente e uno successivo al tempo della riduzione 





Tabella2.2: Stime dei parametri demografici e indici di qualità delle stime calcolati per ogni schema di campionamento nello scenario demografico N0 150 IC 2. Vedi materiali 
e metodi per la descrizione degli indici. Sd: deviazione standard. Rank: classifica degli schemi di campionamento secondo PSS. 
CODICE GRUPPO SOTTOGRUPPO RRE RCI95% COV95% PC I1 I2 PRID TC N0 NPRE NMRCA PSS Rank 
   
Media sd Media sd Media sd Media sd Media sd Media sd Media sd Media sd Media sd Media sd Media sd 
  
8 1 controllo 0,068 0,046 0,098 0,095 0,56 0,50 0,00 - 0,89 0,10 0,93 0,10 0,01 - 14,0 - 167,4 230,5 295,8 219,3 148,4 211,5 0,000 36 
7 1 controllo 0,063 0,047 0,106 0,100 0,58 0,50 0,00 - 0,88 0,10 0,92 0,11 0,00 - - - 173,8 219,0 271,6 188,1 147,3 188,2 - 38 
6 1 controllo 0,061 0,045 0,119 0,102 0,61 0,49 0,00 - 0,87 0,12 0,90 0,13 0,01 - 19,0 - 213,1 267,2 313,0 256,9 182,3 245,7 0,000 33 
5 1 1o 0,070 0,046 0,086 0,086 0,51 0,50 0,00 - 0,92 0,07 0,95 0,08 0,01 - 33,0 - 155,1 222,0 308,1 226,7 143,0 216,9 0,001 30 
4 1 1o 0,069 0,049 0,099 0,080 0,60 0,49 0,00 - 0,93 0,06 0,95 0,07 0,01 - 16,0 - 170,9 226,2 312,7 206,7 156,7 209,4 0,000 34 
3 1 1o 0,082 0,046 0,076 0,086 0,44 0,50 0,00 - 0,90 0,07 0,96 0,07 0,00 - - - 99,5 175,3 256,0 184,5 89,0 161,0 - 39 
2 1 1o 0,076 0,049 0,093 0,090 0,54 0,50 0,00 - 0,91 0,09 0,95 0,08 0,00 - - - 107,5 149,1 231,2 125,8 96,7 137,6 - 40 
1 1 1o 0,078 0,049 0,095 0,088 0,55 0,49 0,00 - 0,92 0,06 0,96 0,07 0,00 - - - 126,2 199,1 273,5 188,6 113,2 177,7 - 41 
27 2 1r1o 0,042 0,033 0,096 0,055 0,73 0,39 0,00 - 0,96 0,04 0,84 0,17 0,04 - 164,0 2,3 172,0 170,1 187,6 162,3 146,3 149,9 0,000 35 
24 2 1r1o 0,040 0,030 0,098 0,056 0,75 0,39 0,00 - 0,96 0,05 0,86 0,17 0,05 - 173,0 1,4 169,6 190,9 177,3 184,3 142,8 157,3 0,001 28 
21 2 1r1o 0,038 0,028 0,105 0,072 0,79 0,36 0,00 - 0,96 0,05 0,86 0,15 0,01 - 185,0 - 182,1 186,8 187,0 179,9 157,2 162,9 0,001 32 
18 2 1r1o 0,039 0,030 0,095 0,053 0,76 0,38 0,00 - 0,96 0,03 0,88 0,22 0,04 - 192,3 1,0 175,8 179,8 184,9 172,3 150,8 154,7 0,000 37 
15 2 1r1o 0,038 0,032 0,098 0,054 0,78 0,37 0,00 - 0,96 0,04 0,88 0,17 0,08 - 203,8 2,5 198,8 193,6 217,5 186,4 177,2 185,2 0,005 25 
26 2 1r1o 0,052 0,037 0,158 0,144 0,76 0,38 0,00 - 0,89 0,27 0,85 0,24 0,06 - 66,2 11,2 180,2 211,3 227,7 182,5 150,2 175,2 0,061 7 
23 2 1r1o 0,056 0,040 0,103 0,084 0,64 0,45 0,00 - 0,89 0,16 0,87 0,16 0,03 - 62,3 22,0 179,1 232,6 261,9 225,3 152,6 208,5 0,023 16 
20 2 1r1o 0,048 0,036 0,121 0,089 0,74 0,38 0,00 - 0,93 0,34 0,89 0,31 0,06 - 81,3 1,5 147,8 146,5 192,1 135,5 130,2 136,5 0,064 5 
17 2 1r1o 0,048 0,031 0,122 0,065 0,75 0,36 0,00 - 0,90 0,17 0,85 0,17 0,05 - 92,4 0,9 164,1 187,8 196,6 183,9 140,9 168,3 0,035 11 
14 2 1r1o 0,057 0,034 0,095 0,073 0,63 0,42 0,00 - 0,89 0,17 0,87 0,16 0,02 - 102,0 1,4 107,0 148,7 148,0 154,8 95,4 136,5 0,018 20 
25 2 1r1o 0,067 0,048 0,193 0,391 0,73 0,43 0,00 - 0,90 0,19 0,91 0,17 0,06 - 11,0 0,9 176,6 240,4 271,1 248,8 153,8 225,6 0,001 29 
22 2 1r1o 0,064 0,047 0,145 0,137 0,78 0,40 0,00 - 0,89 0,20 0,86 0,19 0,03 - 21,7 1,2 139,3 166,1 214,7 131,5 116,8 137,9 0,010 23 
19 2 1r1o 0,054 0,044 0,145 0,091 0,80 0,38 0,00 - 1,23 2,52 1,06 1,84 0,08 - 30,6 1,5 166,8 172,6 227,6 150,9 147,7 152,8 0,046 9 
16 2 1r1o 0,057 0,042 0,123 0,098 0,76 0,41 0,00 - 0,96 0,21 0,90 0,19 0,14 - 41,6 1,5 135,8 158,6 215,7 160,0 126,7 158,6 0,062 6 
13 2 1r1o 0,058 0,040 0,116 0,089 0,67 0,42 0,00 - 0,92 0,33 0,88 0,29 0,06 - 51,3 0,8 147,3 179,0 210,6 154,1 124,0 150,5 0,055 8 
33 2 2o 0,072 0,049 0,125 0,091 0,71 0,44 0,00 - 0,90 0,14 0,93 0,11 0,02 - 11,0 0,0 106,2 140,8 195,0 130,8 95,0 129,6 0,005 26 
32 2 2o 0,068 0,045 0,130 0,078 0,74 0,42 0,00 - 0,96 0,42 0,90 0,31 0,08 - 21,5 1,4 109,1 141,8 204,4 134,7 100,4 134,6 0,029 14 
30 2 2o 0,061 0,044 0,136 0,086 0,78 0,40 0,00 - 0,94 0,25 0,89 0,22 0,07 - 30,6 0,8 146,6 194,4 232,1 160,3 127,5 153,7 0,029 13 
12 2 2o 0,066 0,040 0,105 0,084 0,68 0,45 0,00 - 0,96 0,41 0,92 0,30 0,03 - 41,7 0,6 100,2 133,7 178,6 132,6 91,1 124,9 0,014 21 
31 2 2o 0,078 0,051 0,123 0,078 0,71 0,45 0,00 - 0,92 0,08 0,93 0,08 0,01 - 11,0 - 105,6 164,6 227,3 166,0 92,5 146,0 0,004 27 
29 2 2o 0,064 0,044 0,123 0,078 0,78 0,40 0,00 - 0,98 0,55 0,92 0,43 0,05 - 21,8 1,9 136,8 182,9 233,2 211,1 129,8 190,0 0,020 19 
11 2 2o 0,073 0,043 0,110 0,074 0,69 0,44 0,00 - 0,91 0,17 0,87 0,16 0,05 - 34,4 5,0 106,1 162,6 209,0 179,0 95,3 153,8 0,021 18 
28 2 2o 0,077 0,045 0,134 0,104 0,69 0,45 0,00 - 0,90 0,15 0,92 0,11 0,01 - 10,0 - 91,8 137,0 210,8 117,6 79,8 119,5 0,001 31 
10 2 2o 0,069 0,044 0,122 0,121 0,71 0,45 0,00 - 1,21 1,33 1,04 0,99 0,06 - 21,8 1,6 96,9 127,2 209,1 197,6 104,6 175,8 0,039 10 
9 2 2o 0,076 0,047 0,140 0,122 0,72 0,44 0,00 - 0,89 0,11 0,92 0,10 0,00 - - - 93,0 134,1 190,9 123,5 80,5 118,2 - 42 
35 4 3r1o 0,033 0,025 0,107 0,077 0,80 0,37 0,00 - 0,93 0,13 0,87 0,20 0,12 - 124,8 53,1 210,1 202,6 211,2 193,8 188,8 189,3 0,025 15 
40 4 2r2o 0,036 0,027 0,097 0,063 0,77 0,36 0,00 - 0,94 0,18 0,92 0,44 0,09 - 90,9 76,1 174,2 173,8 178,1 168,1 162,1 172,2 0,009 24 
37 4 2r2o 0,034 0,026 0,114 0,156 0,80 0,36 0,00 - 0,91 0,35 0,87 0,43 0,11 - 80,2 64,0 176,1 154,8 175,2 152,9 158,9 151,1 0,089 3 
36 4 2r2o 0,037 0,030 0,097 0,057 0,77 0,39 0,00 - 0,95 0,22 0,91 0,34 0,09 - 81,0 74,1 184,4 175,9 197,8 171,6 169,2 161,7 0,023 17 
39 4 1r3o 0,039 0,032 0,086 0,052 0,76 0,39 0,00 - 0,93 0,18 0,90 0,21 0,06 - 38,5 8,6 162,9 161,7 176,7 154,9 148,1 148,7 0,011 22 
38 4 1r3o 0,055 0,038 0,132 0,103 0,75 0,38 0,00 - 1,05 0,34 0,95 0,31 0,11 - 46,4 8,8 131,8 178,3 198,6 167,4 122,4 151,7 0,104 1 
34 4 4o 0,059 0,041 0,107 0,068 0,76 0,41 0,00 - 0,98 0,35 0,91 0,30 0,07 - 36,6 5,3 107,5 122,6 160,5 103,9 96,5 108,3 0,065 4 
41 8 3r5o 0,033 0,027 0,103 0,091 0,78 0,36 0,00 - 1,03 0,73 1,00 0,80 0,16 - 48,9 16,3 193,4 169,7 211,4 174,3 190,7 172,7 0,095 2 




Tabella2.3: Stime dei parametri demografici e indici di qualità delle stime calcolati per ogni schema di campionamento nello scenario demografico N0 150 IC 10. Vedi 
materiali e metodi per la descrizione degli indici. Sd: deviazione standard. Rank: classifica degli schemi di campionamento secondo PSS. 
CODICE GRUPPO SOTTOGRUPPO RRE RCI95% COV95% PC I1 I2 PRID TC N0 NPRE NMRCA PSS Rank 
   
Media sd Media sd Media sd Media sd Media sd Media sd Media sd Media sd Media sd Media sd Media sd 
  
8 1 controllo 0,027 0,010 0,102 0,077 0,77 0,19 0,00 - 0,94 0,09 0,88 0,13 0,04 - 15,8 3,4 1346,7 709,7 1273,4 693,7 1183,5 637,3 0,000 38 
7 1 controllo 0,026 0,010 0,099 0,057 0,75 0,20 0,00 - 0,94 0,08 0,89 0,14 0,04 - 50,5 21,9 1423,8 709,4 1348,3 706,1 1256,1 640,3 0,000 39 
6 1 controllo 0,030 0,019 0,114 0,086 0,73 0,21 0,00 - 0,92 0,11 0,86 0,17 0,02 - 19,5 13,4 1442,2 782,6 1352,4 711,6 1207,2 622,5 0,000 41 
5 1 1o 0,031 0,027 0,077 0,047 0,84 0,23 0,00 - 0,97 0,07 0,97 0,09 0,04 - 28,8 11,2 634,3 439,4 687,1 441,7 638,0 484,2 0,000 37 
4 1 1o 0,034 0,034 0,070 0,034 0,80 0,28 0,00 - 0,97 0,06 0,97 0,09 0,04 - 26,8 16,0 610,8 433,8 671,5 435,3 607,9 482,0 0,000 32 
3 1 1o 0,040 0,035 0,083 0,082 0,79 0,31 0,00 - 0,96 0,08 0,96 0,09 0,02 - 43,5 17,7 494,6 401,2 585,0 383,8 485,3 420,1 0,000 36 
2 1 1o 0,043 0,038 0,075 0,072 0,75 0,35 0,00 - 0,96 0,09 0,97 0,11 0,03 - 35,0 22,1 493,1 411,2 614,0 404,3 502,3 479,2 0,000 33 
1 1 1o 0,038 0,035 0,067 0,044 0,79 0,33 0,00 - 0,96 0,06 0,97 0,07 0,00 - - - 475,5 354,6 558,0 326,5 472,4 372,4 - 42 
27 2 1r1o 0,019 0,009 0,056 0,023 0,82 0,18 0,00 - 1,01 0,04 1,24 0,68 0,33 - 167,5 6,2 887,9 409,4 901,3 423,1 1046,8 525,2 0,000 35 
24 2 1r1o 0,019 0,009 0,061 0,033 0,78 0,23 0,01 - 1,01 0,05 1,51 1,32 0,34 - 177,7 8,3 788,9 425,5 795,9 429,6 1020,5 611,3 0,001 29 
21 2 1r1o 0,019 0,007 0,057 0,036 0,75 0,24 0,01 - 1,00 0,04 1,43 1,25 0,30 - 184,9 4,1 791,4 434,2 797,2 444,0 999,9 614,5 0,000 31 
18 2 1r1o 0,021 0,017 0,052 0,018 0,73 0,27 0,00 - 1,01 0,04 1,36 0,90 0,32 - 195,2 4,7 644,8 335,1 666,1 332,1 825,1 468,3 0,000 34 
15 2 1r1o 0,018 0,008 0,052 0,018 0,78 0,25 0,04 - 1,01 0,05 1,92 2,22 0,38 - 204,4 5,0 614,2 336,9 621,2 342,1 923,6 588,1 0,000 40 
26 2 1r1o 0,024 0,022 0,066 0,046 0,82 0,26 0,00 - 1,91 1,87 1,79 1,73 0,43 - 62,7 3,2 691,5 496,9 1049,8 591,2 956,1 622,8 0,020 15 
23 2 1r1o 0,019 0,012 0,061 0,040 0,83 0,21 0,04 - 2,49 5,55 2,45 5,53 0,43 - 72,9 3,4 578,2 356,2 940,2 714,2 922,8 721,1 0,042 8 
20 2 1r1o 0,019 0,011 0,062 0,036 0,80 0,25 0,06 - 2,61 3,51 2,61 3,49 0,45 - 83,3 5,0 537,6 362,5 936,8 629,3 939,0 647,7 0,035 11 
17 2 1r1o 0,018 0,010 0,054 0,024 0,80 0,24 0,03 - 2,25 3,17 2,26 3,10 0,51 - 93,1 3,9 579,5 400,5 901,9 576,1 907,4 583,8 0,075 5 
14 2 1r1o 0,021 0,016 0,061 0,040 0,78 0,27 0,06 - 3,48 7,91 3,46 7,23 0,45 - 102,0 6,1 473,4 323,3 861,3 576,9 857,4 632,1 0,093 3 
25 2 1r1o 0,024 0,011 0,085 0,056 0,87 0,13 0,01 - 1,07 0,22 1,05 0,24 0,24 - 11,4 1,5 909,6 567,9 983,7 642,5 965,4 652,5 0,007 24 
22 2 1r1o 0,022 0,009 0,086 0,066 0,92 0,10 0,10 - 5,66 12,53 5,63 12,79 0,47 - 21,0 1,1 514,0 424,0 952,0 627,6 923,9 642,3 0,033 12 
19 2 1r1o 0,023 0,014 0,076 0,057 0,90 0,12 0,08 - 4,39 8,17 4,21 7,91 0,48 - 31,3 1,4 425,3 359,9 857,3 650,3 807,9 595,6 0,021 14 
16 2 1r1o 0,021 0,016 0,091 0,224 0,89 0,17 0,10 - 3,91 5,81 3,78 5,64 0,56 - 41,9 2,4 487,9 407,9 1031,2 682,6 991,9 696,1 0,082 4 
13 2 1r1o 0,020 0,015 0,060 0,038 0,83 0,24 0,09 - 5,00 13,54 4,88 13,25 0,56 - 51,9 2,7 409,1 335,7 917,9 739,0 893,8 745,7 0,101 2 
33 2 2o 0,036 0,032 0,077 0,051 0,83 0,27 0,03 - 1,14 0,36 1,12 0,37 0,19 - 13,8 6,6 494,1 405,7 644,9 455,7 567,5 519,8 0,001 28 
32 2 2o 0,032 0,024 0,077 0,044 0,86 0,18 0,02 - 1,75 2,61 1,70 2,55 0,23 - 24,1 7,5 401,7 324,8 537,3 389,5 510,7 419,2 0,010 21 
30 2 2o 0,032 0,030 0,067 0,043 0,84 0,23 0,03 - 1,87 2,31 1,80 2,43 0,31 - 32,8 4,5 382,1 328,1 595,2 437,8 544,5 480,4 0,005 26 
12 2 2o 0,026 0,023 0,055 0,030 0,81 0,21 0,03 - 2,13 3,08 2,13 3,22 0,34 - 43,4 5,0 379,9 312,9 591,7 401,0 580,6 453,0 0,017 19 
31 2 2o 0,036 0,029 0,076 0,046 0,80 0,27 0,00 - 1,07 0,24 1,06 0,25 0,17 - 12,6 3,8 436,0 357,2 535,1 397,8 478,6 420,2 0,001 30 
29 2 2o 0,037 0,034 0,071 0,045 0,82 0,26 0,05 - 2,51 3,22 2,38 3,29 0,21 - 23,5 4,2 307,4 291,7 567,4 462,5 519,9 570,1 0,027 13 
11 2 2o 0,033 0,026 0,067 0,042 0,81 0,23 0,02 - 2,14 3,66 2,05 3,62 0,22 - 32,6 2,6 315,0 258,9 527,1 436,1 487,4 460,0 0,009 23 
28 2 2o 0,037 0,035 0,078 0,047 0,85 0,22 0,01 - 1,24 1,31 1,26 1,44 0,17 - 16,8 11,0 428,7 401,4 558,4 530,6 533,1 604,6 0,006 25 
10 2 2o 0,042 0,036 0,076 0,056 0,81 0,30 0,00 - 1,64 1,63 1,51 1,57 0,18 - 24,0 6,1 314,3 288,5 515,4 364,4 422,9 412,6 0,010 22 
9 2 2o 0,042 0,038 0,072 0,040 0,82 0,27 0,00 - 1,17 0,60 1,15 0,59 0,14 - 12,6 2,6 350,9 294,7 492,6 338,4 411,3 374,9 0,004 27 
35 4 3r1o 0,022 0,015 0,069 0,051 0,83 0,30 0,01 - 2,30 4,33 2,19 3,95 0,35 - 68,5 46,2 779,7 578,2 997,2 559,0 928,0 522,8 0,019 17 
40 4 2r2o 0,018 0,009 0,059 0,025 0,81 0,26 0,02 - 1,65 2,00 1,88 2,50 0,46 - 82,7 55,6 725,3 399,8 957,7 542,6 1019,4 598,5 0,040 9 
37 4 2r2o 0,017 0,010 0,056 0,028 0,85 0,26 0,08 - 5,27 11,31 5,18 10,64 0,58 - 50,2 4,4 615,3 490,5 1006,3 564,7 1016,5 570,3 0,018 18 
36 4 2r2o 0,017 0,011 0,057 0,029 0,85 0,24 0,05 - 5,12 13,45 5,21 13,78 0,56 - 49,3 8,2 530,8 412,3 906,0 493,0 921,6 496,0 0,048 7 
39 4 1r3o 0,017 0,012 0,053 0,032 0,77 0,24 0,06 - 2,83 5,67 3,75 6,50 0,51 - 105,2 79,6 460,3 365,1 664,2 444,9 865,9 564,2 0,012 20 
38 4 1r3o 0,020 0,019 0,064 0,053 0,87 0,21 0,12 - 8,35 15,78 8,05 15,56 0,61 - 50,5 2,6 312,0 317,5 932,6 669,5 890,0 690,9 0,134 1 
34 4 4o 0,030 0,020 0,072 0,061 0,82 0,17 0,01 - 2,31 2,88 2,27 2,89 0,31 - 40,6 6,6 300,2 282,0 472,5 396,9 459,6 424,9 0,073 6 
41 8 3r5o 0,019 0,011 0,060 0,033 0,79 0,27 0,06 - 3,27 5,13 3,37 5,19 0,50 - 56,4 28,9 495,5 384,9 821,5 502,5 854,1 575,3 0,019 16 




Tabella2.4: Stime dei parametri demografici e indici di qualità delle stime calcolati per ogni schema di campionamento nello scenario demografico N0 150 IC 100. Vedi 
materiali e metodi per la descrizione degli indici. Sd: deviazione standard. Rank: classifica degli schemi di campionamento secondo PSS. 
CODICE GRUPPO SOTTOGRUPPO RRE RCI95% COV95% PC I1 I2 PRID TC N0 NPRE NMRCA PSS Rank 
   
Media sd Media sd Media sd Media sd Media sd Media sd Media sd Media sd Media sd Media sd Media sd 
  
8 1 controllo 0,028 0,015 0,057 0,040 0,86 0,11 0,00 - 1,00 0,03 0,97 0,12 0,09 - 23,8 13,4 15290,0 3428,5 15340,7 3380,3 14659,1 3219,4 0,000 36 
7 1 controllo 0,028 0,017 0,054 0,048 0,86 0,07 0,00 - 1,01 0,02 0,99 0,13 0,07 - 36,0 21,0 14927,1 4184,6 15010,3 4183,4 14429,9 2750,9 0,000 42 
6 1 controllo 0,031 0,021 0,063 0,071 0,86 0,12 0,00 - 1,01 0,02 0,97 0,18 0,08 - 108,9 130,7 15455,7 5033,8 15536,8 4989,7 14618,7 3574,4 0,000 37 
5 1 1o 0,007 0,006 0,021 0,009 0,50 0,27 0,25 - 1,57 0,44 5,86 5,03 0,83 - 168,8 147,4 1941,7 624,8 2973,3 1075,9 9307,5 6061,6 0,000 40 
4 1 1o 0,008 0,006 0,021 0,008 0,54 0,26 0,26 - 1,46 0,35 6,07 5,51 0,72 - 184,8 151,6 1697,8 590,8 2405,9 786,3 8154,3 5433,7 0,000 41 
3 1 1o 0,007 0,005 0,020 0,008 0,62 0,18 0,24 - 1,42 0,37 6,52 5,42 0,74 - 201,3 132,7 1428,3 423,2 2003,4 680,1 8083,3 5525,4 0,000 38 
2 1 1o 0,009 0,008 0,023 0,017 0,62 0,21 0,23 - 1,34 0,29 6,67 7,09 0,65 - 204,0 134,7 1307,5 513,0 1737,4 679,2 7010,5 5855,1 0,000 39 
1 1 1o 0,011 0,013 0,022 0,014 0,61 0,19 0,20 - 1,29 0,27 5,53 6,87 0,54 - 183,3 141,1 1281,7 485,0 1669,9 656,1 5794,0 5814,2 0,000 35 
27 2 1r1o 0,002 0,001 0,011 0,006 0,73 0,17 0,89 - 1,20 0,29 17,02 8,16 1,00 - 164,1 13,3 981,6 409,8 1164,5 498,2 14388,5 3687,3 0,000 34 
24 2 1r1o 0,002 0,001 0,009 0,005 0,81 0,15 0,97 - 1,10 0,08 26,86 16,17 1,00 - 169,1 9,9 637,4 232,3 707,7 292,2 14477,1 3737,1 0,001 31 
21 2 1r1o 0,002 0,001 0,010 0,008 0,80 0,15 0,97 - 1,06 0,07 27,23 14,29 1,00 - 176,9 13,7 613,2 270,2 657,6 319,2 13913,2 3751,5 0,001 32 
18 2 1r1o 0,002 0,001 0,008 0,003 0,82 0,15 1,00 - 1,03 0,06 32,65 18,46 1,00 - 184,0 10,7 474,9 168,1 496,1 192,5 13240,9 3794,2 0,001 33 
15 2 1r1o 0,002 0,001 0,009 0,004 0,86 0,11 0,99 - 1,01 0,05 36,75 20,25 1,00 - 190,6 11,9 443,1 171,2 453,2 188,1 13638,3 3468,7 0,001 30 
26 2 1r1o 0,001 0,001 0,017 0,011 0,94 0,13 0,91 - 41,04 22,80 40,57 22,73 1,00 - 62,3 12,1 453,2 335,9 14078,5 3382,6 14033,2 3348,5 0,071 5 
23 2 1r1o 0,002 0,001 0,013 0,010 0,94 0,14 0,96 - 53,25 28,72 52,24 29,99 1,00 - 69,2 4,6 352,4 350,8 14001,6 3684,6 13676,4 3723,9 0,027 16 
20 2 1r1o 0,002 0,001 0,009 0,005 0,92 0,15 0,99 - 57,71 29,98 55,95 26,34 1,00 - 78,2 5,5 273,4 111,9 13268,1 3399,0 13101,8 3412,3 0,037 13 
17 2 1r1o 0,001 0,001 0,008 0,003 0,95 0,09 1,00 - 72,28 42,44 72,92 44,42 1,00 - 88,2 5,8 236,9 102,8 13823,7 3259,6 13985,3 3613,8 0,034 14 
14 2 1r1o 0,001 0,001 0,009 0,005 0,94 0,10 0,98 - 57,35 29,15 62,27 33,26 1,00 - 97,1 5,9 249,8 96,0 12207,1 2625,7 13178,9 3259,0 0,074 3 
25 2 1r1o 0,024 0,012 0,040 0,025 0,72 0,19 0,75 - 1,42 1,48 1,43 1,58 0,67 - 11,2 2,1 10795,1 3224,9 13505,0 3113,4 13444,5 3312,0 0,015 21 
22 2 1r1o 0,024 0,012 0,040 0,024 0,82 0,21 0,94 - 99,81 95,30 94,39 88,07 1,00 - 19,9 1,9 620,6 828,2 13378,1 3595,7 12864,7 3716,6 0,044 10 
19 2 1r1o 0,020 0,010 0,036 0,020 0,87 0,18 1,00 - 166,25 94,35 159,27 90,05 1,00 - 29,7 2,6 105,9 44,6 14494,1 3605,3 13962,5 3609,7 0,055 6 
16 2 1r1o 0,012 0,007 0,026 0,014 0,93 0,15 1,00 - 143,25 82,57 140,80 83,58 1,00 - 39,4 3,4 117,0 47,8 13785,7 3217,5 13539,7 3382,5 0,033 15 
13 2 1r1o 0,003 0,009 0,020 0,023 0,94 0,14 1,00 - 151,86 129,51 146,11 127,76 1,00 - 49,2 4,5 123,8 59,9 14299,2 3771,1 13764,5 3546,4 0,054 7 
33 2 2o 0,009 0,007 0,028 0,014 0,73 0,27 0,57 - 19,52 48,90 24,77 50,75 0,88 - 57,7 66,1 1434,9 1895,6 6511,2 5009,2 9907,4 5551,4 0,005 28 
32 2 2o 0,008 0,005 0,023 0,009 0,72 0,27 0,68 - 50,10 58,59 58,24 61,29 0,96 - 59,8 64,0 435,9 552,8 6148,9 4179,0 8721,0 5169,8 0,017 19 
30 2 2o 0,006 0,005 0,018 0,008 0,76 0,22 0,78 - 58,17 70,85 65,12 75,36 0,94 - 59,3 39,2 280,6 286,0 7267,0 5199,5 8714,3 5650,4 0,015 22 
12 2 2o 0,004 0,005 0,013 0,008 0,77 0,21 0,86 - 59,97 62,17 69,33 65,84 0,95 - 71,5 35,4 283,4 293,5 7644,4 4868,6 9810,5 5520,7 0,021 18 
31 2 2o 0,008 0,007 0,027 0,013 0,74 0,24 0,51 - 20,41 37,22 28,30 41,02 0,88 - 75,2 78,7 920,2 851,7 5448,6 4284,6 9481,1 6443,4 0,004 29 
29 2 2o 0,007 0,005 0,021 0,009 0,78 0,20 0,67 - 46,62 63,85 57,25 67,63 0,92 - 71,6 70,7 386,0 477,8 5543,3 3819,3 8774,8 5722,0 0,014 23 
11 2 2o 0,006 0,005 0,016 0,009 0,72 0,23 0,69 - 41,02 82,25 51,01 84,45 0,88 - 84,3 55,8 434,2 444,3 4922,4 3868,1 8150,2 5651,8 0,009 24 
28 2 2o 0,008 0,009 0,023 0,016 0,73 0,22 0,42 - 18,42 41,39 26,61 44,49 0,83 - 92,8 104,8 825,5 575,7 3966,7 3891,6 8336,8 6247,1 0,008 25 
10 2 2o 0,007 0,007 0,020 0,009 0,75 0,21 0,59 - 39,06 60,11 50,29 66,32 0,87 - 87,5 77,0 453,2 451,8 4512,2 4169,4 8085,5 5942,5 0,006 26 
9 2 2o 0,010 0,012 0,027 0,027 0,69 0,22 0,34 - 11,70 26,03 17,59 30,07 0,70 - 92,8 92,1 805,3 525,3 3155,1 2816,8 6142,4 4811,1 0,006 27 
35 4 3r1o 0,005 0,009 0,028 0,025 0,92 0,20 0,79 - 115,79 134,81 114,29 132,93 0,98 - 53,5 13,9 535,3 1565,7 13172,1 3480,5 13374,1 3416,0 0,037 12 
40 4 2r2o 0,003 0,003 0,018 0,011 0,92 0,16 0,97 - 60,29 48,34 61,14 49,38 1,00 - 74,9 25,9 317,2 228,0 12537,1 3444,9 13115,5 3417,1 0,040 11 
37 4 2r2o 0,002 0,002 0,013 0,007 0,88 0,23 0,96 - 132,96 71,03 131,98 71,64 1,00 - 50,6 3,0 140,9 190,0 13290,4 3430,8 13279,1 3572,4 0,081 1 
36 4 2r2o 0,002 0,004 0,019 0,012 0,90 0,18 0,98 - 134,09 69,70 131,16 67,57 1,00 - 51,1 4,1 124,3 64,6 13396,2 3131,9 13268,0 3212,3 0,049 8 
39 4 1r3o 0,002 0,002 0,011 0,009 0,83 0,19 0,98 - 65,11 95,10 86,46 96,13 1,00 - 114,4 62,1 256,7 166,8 6933,4 5588,6 12809,3 4158,0 0,017 20 
38 4 1r3o 0,002 0,002 0,012 0,006 0,77 0,27 1,00 - 162,99 87,32 163,12 87,87 1,00 - 50,5 2,6 95,7 53,6 13165,0 3866,5 13235,6 4033,5 0,072 4 
34 4 4o 0,005 0,004 0,014 0,005 0,76 0,24 0,88 - 78,36 68,07 87,49 71,68 0,97 - 68,3 60,7 208,3 257,3 7819,9 4876,2 9603,5 5161,8 0,024 17 
41 8 3r5o 0,003 0,003 0,016 0,011 0,82 0,26 0,98 - 141,81 77,87 140,64 69,40 1,00 - 51,9 7,4 116,8 101,7 12431,2 3809,2 12690,4 3971,6 0,081 2 




Tabella2.5: Stime dei parametri demografici e indici di qualità delle stime calcolati per ogni schema di campionamento nello scenario demografico N0 750 IC 2. Vedi materiali 
e metodi per la descrizione degli indici. Sd: deviazione standard. Rank: classifica degli schemi di campionamento secondo PSS. 
CODICE GRUPPO SOTTOGRUPPO RRE RCI95% COV95% PC I1 I2 PRID TC N0 NPRE NMRCA PSS Rank 
   
Media sd Media sd Media sd Media sd Media sd Media sd Media sd Media sd Media sd Media sd Media sd 
  
8 1 controllo 0,014 0,017 0,039 0,018 0,95 0,15 0,00 - 0,93 0,10 0,89 0,16 0,03 - 19,7 9,0 1345,0 817,9 1294,1 753,8 1196,6 739,1 0,003 31 
7 1 controllo 0,012 0,010 0,044 0,014 0,98 0,05 0,00 - 0,90 0,09 0,83 0,14 0,00 - - - 1252,7 614,0 1126,1 551,0 1024,3 500,7 - 42 
6 1 controllo 0,011 0,009 0,040 0,013 0,98 0,06 0,00 - 0,93 0,09 0,89 0,14 0,02 - 13,0 1,4 1336,7 717,3 1257,2 697,2 1190,6 664,2 0,008 23 
5 1 1o 0,017 0,024 0,035 0,014 0,92 0,22 0,00 - 0,97 0,09 0,96 0,13 0,05 - 17,0 5,0 1069,9 637,3 1114,5 624,0 1044,0 667,2 0,004 29 
4 1 1o 0,017 0,025 0,034 0,011 0,92 0,22 0,00 - 0,97 0,08 0,95 0,11 0,05 - 17,0 5,2 1063,5 634,5 1099,0 627,2 1030,1 667,2 0,001 35 
3 1 1o 0,013 0,014 0,036 0,009 0,96 0,12 0,00 - 0,95 0,09 0,93 0,13 0,03 - 32,3 12,0 1022,5 526,3 1000,0 538,7 968,1 554,2 0,003 30 
2 1 1o 0,016 0,020 0,034 0,009 0,93 0,18 0,00 - 0,96 0,06 0,93 0,09 0,01 - 12,0 - 938,4 570,1 931,7 541,9 875,7 537,2 0,000 36 
1 1 1o 0,018 0,024 0,034 0,008 0,93 0,15 0,00 - 0,95 0,07 0,93 0,10 0,02 - 20,0 9,9 912,3 598,9 907,9 609,2 872,4 611,8 0,000 38 
27 2 1r1o 0,009 0,009 0,034 0,012 0,94 0,18 0,00 - 0,98 0,03 0,93 0,20 0,12 - 169,8 5,1 1352,8 653,2 1331,0 650,3 1235,5 619,1 0,000 40 
24 2 1r1o 0,010 0,008 0,036 0,013 0,92 0,19 0,00 - 0,99 0,03 0,94 0,20 0,13 - 179,6 12,2 1227,7 616,8 1220,2 613,7 1153,7 611,2 0,000 39 
21 2 1r1o 0,009 0,008 0,038 0,021 0,96 0,14 0,00 - 0,98 0,04 0,93 0,28 0,06 - 184,5 1,2 1284,7 620,1 1265,6 620,4 1166,1 537,6 0,002 32 
18 2 1r1o 0,008 0,007 0,037 0,015 0,95 0,15 0,00 - 0,99 0,04 0,95 0,29 0,17 - 201,1 12,2 1292,2 566,2 1280,4 554,5 1205,9 529,2 0,000 37 
15 2 1r1o 0,009 0,007 0,036 0,012 0,94 0,17 0,00 - 0,99 0,05 0,99 0,35 0,14 - 209,1 7,9 1320,9 649,0 1306,8 638,4 1263,5 624,9 0,000 41 
26 2 1r1o 0,011 0,010 0,039 0,018 0,93 0,19 0,00 - 1,06 0,50 1,02 0,53 0,18 - 64,9 6,4 1158,3 585,8 1206,0 652,0 1155,2 644,6 0,047 6 
23 2 1r1o 0,011 0,010 0,039 0,013 0,91 0,21 0,00 - 1,03 0,34 0,98 0,40 0,13 - 76,6 8,7 1171,9 639,7 1190,3 660,3 1099,6 571,7 0,032 9 
20 2 1r1o 0,010 0,009 0,041 0,021 0,95 0,15 0,00 - 1,04 0,54 0,99 0,65 0,09 - 89,4 6,6 1334,0 690,5 1323,6 668,7 1232,2 664,0 0,033 8 
17 2 1r1o 0,011 0,008 0,041 0,032 0,93 0,19 0,00 - 1,04 0,21 0,99 0,34 0,21 - 93,3 2,2 1162,1 625,3 1199,7 644,8 1120,8 646,0 0,026 14 
14 2 1r1o 0,010 0,010 0,036 0,010 0,91 0,20 0,00 - 1,10 0,66 1,06 0,77 0,21 - 105,2 4,3 1115,4 584,8 1154,8 581,6 1096,3 576,0 0,020 16 
25 2 1r1o 0,014 0,022 0,042 0,015 0,95 0,18 0,00 - 0,93 0,11 0,88 0,16 0,04 - 13,5 3,8 1311,8 690,9 1264,9 635,9 1136,2 629,4 0,009 22 
22 2 1r1o 0,009 0,007 0,042 0,015 0,98 0,11 0,00 - 0,97 0,21 0,92 0,25 0,13 - 23,7 4,9 1374,1 641,5 1319,8 636,5 1232,1 617,1 0,030 11 
19 2 1r1o 0,009 0,008 0,039 0,014 0,97 0,10 0,00 - 1,28 1,08 1,25 1,12 0,34 - 33,2 5,8 1152,1 615,4 1288,0 653,8 1224,8 633,0 0,084 3 
16 2 1r1o 0,012 0,013 0,039 0,031 0,92 0,19 0,00 - 1,06 0,26 1,03 0,30 0,24 - 44,3 6,8 1103,7 652,5 1161,7 663,0 1099,5 641,0 0,055 5 
13 2 1r1o 0,012 0,010 0,037 0,012 0,93 0,18 0,00 - 1,15 0,59 1,10 0,60 0,25 - 54,3 4,1 979,5 506,7 1081,5 600,6 1030,9 597,1 0,158 1 
33 2 2o 0,013 0,019 0,035 0,007 0,95 0,18 0,00 - 1,00 0,13 0,98 0,16 0,12 - 23,6 20,0 1104,6 571,1 1136,7 594,6 1104,0 635,8 0,007 25 
32 2 2o 0,012 0,013 0,035 0,009 0,96 0,12 0,00 - 1,04 0,43 1,02 0,45 0,11 - 23,3 3,4 1068,5 581,2 1093,1 604,0 1050,9 599,2 0,024 15 
30 2 2o 0,015 0,012 0,038 0,018 0,92 0,18 0,00 - 1,02 0,43 0,98 0,47 0,14 - 43,1 20,0 927,3 547,0 898,3 536,1 866,5 568,9 0,015 18 
12 2 2o 0,012 0,009 0,037 0,016 0,95 0,15 0,01 - 1,26 1,41 1,23 1,42 0,20 - 44,7 6,8 911,7 454,4 965,2 487,3 930,5 490,5 0,145 2 
31 2 2o 0,015 0,016 0,036 0,012 0,93 0,18 0,00 - 0,96 0,14 0,93 0,17 0,08 - 14,0 6,0 970,3 544,6 957,1 568,4 915,3 577,8 0,005 28 
29 2 2o 0,016 0,018 0,035 0,009 0,92 0,19 0,00 - 0,99 0,17 0,96 0,20 0,08 - 23,8 4,9 923,2 548,9 935,7 550,7 894,1 563,5 0,019 17 
11 2 2o 0,017 0,024 0,037 0,015 0,90 0,25 0,00 - 1,02 0,46 0,98 0,47 0,09 - 35,1 10,2 964,6 546,1 1009,3 520,8 919,4 549,9 0,014 19 
28 2 2o 0,016 0,023 0,034 0,008 0,93 0,18 0,00 - 0,98 0,15 0,96 0,17 0,09 - 12,0 1,6 943,4 503,0 968,4 523,1 924,6 553,6 0,009 21 
10 2 2o 0,020 0,025 0,035 0,012 0,87 0,27 0,00 - 1,13 0,93 1,12 1,04 0,20 - 23,5 3,7 884,9 625,8 982,1 661,4 930,0 687,1 0,045 7 
9 2 2o 0,016 0,017 0,034 0,009 0,92 0,18 0,00 - 0,96 0,12 0,94 0,15 0,10 - 22,2 12,4 896,6 516,4 895,9 546,6 866,0 574,0 0,002 33 
35 4 3r1o 0,012 0,018 0,061 0,208 0,93 0,20 0,01 - 0,99 0,11 0,89 0,26 0,10 - 153,2 59,2 1494,4 1269,3 1481,6 1258,4 1214,0 656,7 0,006 26 
40 4 2r2o 0,010 0,009 0,043 0,032 0,95 0,18 0,00 - 1,00 0,18 0,93 0,31 0,09 - 121,6 64,8 1358,5 701,9 1355,5 694,6 1232,0 617,2 0,010 20 
37 4 2r2o 0,008 0,006 0,040 0,019 0,94 0,17 0,00 - 1,01 0,10 0,99 0,42 0,15 - 87,1 63,0 1336,9 698,9 1335,8 662,5 1227,4 565,8 0,001 34 
36 4 2r2o 0,010 0,007 0,036 0,014 0,93 0,18 0,00 - 1,11 0,73 1,06 0,83 0,16 - 83,1 64,6 1130,1 636,9 1159,4 631,6 1101,6 662,3 0,031 10 
39 4 1r3o 0,009 0,007 0,035 0,011 0,92 0,20 0,00 - 1,00 0,10 0,97 0,22 0,15 - 79,9 66,1 1114,9 483,7 1117,9 487,6 1067,7 458,7 0,005 27 
38 4 1r3o 0,010 0,009 0,043 0,034 0,94 0,16 0,00 - 1,06 0,35 1,00 0,40 0,15 - 50,9 7,2 1189,4 685,9 1202,3 637,2 1095,7 579,9 0,028 12 
34 4 4o 0,017 0,022 0,036 0,014 0,89 0,25 0,00 - 1,16 0,71 1,11 0,70 0,23 - 40,5 12,5 893,5 563,8 1013,8 550,4 921,6 568,5 0,084 4 
41 8 3r5o 0,010 0,011 0,036 0,009 0,92 0,23 0,00 - 1,02 0,26 0,98 0,34 0,15 - 59,9 29,2 1166,0 606,8 1185,1 615,5 1129,3 605,8 0,026 13 




Tabella2.6: Stime dei parametri demografici e indici di qualità delle stime calcolati per ogni schema di campionamento nello scenario demografico N0 750 IC 10. Vedi 
materiali e metodi per la descrizione degli indici. Sd: deviazione standard. Rank: classifica degli schemi di campionamento secondo PSS. 
CODICE GRUPPO SOTTOGRUPPO RRE RCI95% COV95% PC I1 I2 PRID TC N0 NPRE NMRCA PSS Rank 
   
Media sd Media sd Media sd Media sd Media sd Media sd Media sd Media sd Media sd Media sd Media sd 
  
8 1 controllo 0,006 0,003 0,018 0,011 0,79 0,11 0,00 - 1,01 0,14 0,97 0,32 0,07 - 44,6 49,2 7247,0 1972,3 7276,0 1900,8 6809,8 1887,6 0,017 20 
7 1 controllo 0,006 0,004 0,018 0,011 0,78 0,12 0,00 - 1,00 0,04 0,95 0,16 0,08 - 19,0 5,6 7204,8 2060,4 7202,8 2081,8 6723,7 2088,1 0,001 33 
6 1 controllo 0,007 0,006 0,022 0,020 0,82 0,06 0,01 - 1,00 0,07 0,95 0,30 0,08 - 81,5 58,0 7812,3 2916,0 7717,4 2660,9 6982,7 1847,9 0,001 32 
5 1 1o 0,005 0,002 0,013 0,004 0,78 0,25 0,01 - 1,16 0,23 1,48 1,29 0,51 - 40,7 46,0 4131,0 1110,0 4714,6 1193,9 5558,7 2050,4 0,001 30 
4 1 1o 0,006 0,003 0,012 0,004 0,67 0,27 0,01 - 1,20 0,31 1,51 0,94 0,44 - 51,3 76,0 3281,2 1092,9 3861,6 1265,5 4714,7 2277,7 0,000 38 
3 1 1o 0,005 0,004 0,012 0,003 0,70 0,25 0,00 - 1,24 0,29 1,59 0,81 0,53 - 36,7 31,2 3047,1 984,7 3705,8 1195,6 4592,6 1909,4 0,001 36 
2 1 1o 0,005 0,004 0,012 0,004 0,70 0,26 0,01 - 1,27 0,34 1,79 1,27 0,55 - 57,6 56,5 2997,9 1050,5 3663,1 1191,8 4848,7 2288,3 0,000 40 
1 1 1o 0,005 0,003 0,013 0,004 0,73 0,26 0,03 - 1,28 0,34 1,99 1,63 0,56 - 68,3 81,7 2884,4 1028,9 3605,8 1250,9 5099,8 2890,5 0,019 17 
27 2 1r1o 0,005 0,002 0,014 0,006 0,88 0,19 0,00 - 1,05 0,08 1,35 0,83 0,47 - 174,6 14,2 5520,5 1941,2 5736,3 1885,4 6573,1 1907,8 0,003 29 
24 2 1r1o 0,004 0,002 0,012 0,004 0,86 0,21 0,02 - 1,10 0,16 1,78 1,42 0,54 - 182,1 13,0 4579,3 1916,0 4896,8 1827,1 6485,6 2080,1 0,001 34 
21 2 1r1o 0,005 0,003 0,013 0,004 0,78 0,32 0,02 - 1,10 0,17 1,76 1,21 0,55 - 196,5 20,5 3993,5 1712,6 4289,3 1656,8 5832,2 2054,7 0,000 41 
18 2 1r1o 0,004 0,003 0,013 0,005 0,81 0,27 0,07 - 1,11 0,15 2,22 1,76 0,64 - 204,7 17,0 3674,7 1754,1 3985,9 1748,2 6077,3 2056,7 0,000 39 
15 2 1r1o 0,004 0,003 0,013 0,005 0,78 0,29 0,10 - 1,09 0,10 2,28 2,04 0,68 - 215,2 17,1 3660,3 1786,3 3906,5 1800,6 6000,3 2187,1 0,000 42 
26 2 1r1o 0,005 0,002 0,014 0,005 0,90 0,19 0,02 - 1,65 1,92 1,67 1,90 0,48 - 65,7 9,4 5523,4 2259,2 6910,8 2157,2 6893,3 2165,5 0,024 13 
23 2 1r1o 0,005 0,003 0,015 0,009 0,89 0,20 0,01 - 1,85 1,68 1,98 1,93 0,61 - 82,0 25,0 4524,0 2094,1 6109,3 1857,4 6287,1 1944,1 0,035 10 
20 2 1r1o 0,004 0,003 0,014 0,008 0,88 0,25 0,07 - 3,16 3,09 3,10 2,79 0,74 - 87,0 12,3 3462,6 2269,1 6299,8 1983,0 6342,8 1898,4 0,078 3 
17 2 1r1o 0,003 0,003 0,013 0,004 0,86 0,23 0,11 - 4,06 4,35 4,52 4,33 0,79 - 99,0 17,6 2563,9 1759,0 5646,5 1893,5 6387,9 2097,2 0,056 6 
14 2 1r1o 0,004 0,002 0,014 0,007 0,89 0,20 0,13 - 3,29 3,21 4,05 3,63 0,86 - 109,1 16,2 2709,5 1735,3 5426,2 1716,0 6557,4 2042,1 0,035 9 
25 2 1r1o 0,006 0,004 0,019 0,019 0,84 0,13 0,00 - 1,08 0,25 1,04 0,36 0,19 - 20,5 17,2 6687,4 2374,7 7037,7 2265,0 6573,3 2063,7 0,001 37 
22 2 1r1o 0,005 0,002 0,015 0,007 0,89 0,12 0,00 - 2,17 3,62 2,24 3,79 0,42 - 29,0 20,9 5222,3 2235,8 6574,2 1764,8 6506,3 1877,0 0,026 11 
19 2 1r1o 0,005 0,003 0,016 0,009 0,90 0,19 0,05 - 4,37 9,71 4,30 9,51 0,67 - 34,2 5,9 4139,4 2661,3 6398,8 2185,6 6248,8 2149,9 0,073 5 
16 2 1r1o 0,004 0,003 0,014 0,007 0,92 0,20 0,06 - 5,35 6,99 5,38 7,13 0,79 - 44,0 5,3 3340,8 2489,7 6789,4 1955,2 6755,9 2198,4 0,112 1 
13 2 1r1o 0,004 0,003 0,014 0,005 0,89 0,25 0,17 - 6,27 8,45 6,10 7,98 0,76 - 54,3 9,2 2964,3 2313,7 6391,5 2199,7 6467,5 2249,8 0,056 8 
33 2 2o 0,005 0,003 0,012 0,003 0,71 0,28 0,00 - 1,40 1,72 1,54 2,00 0,40 - 30,5 24,9 3800,3 1257,6 4501,7 1419,5 4914,0 1863,3 0,010 26 
32 2 2o 0,005 0,003 0,012 0,004 0,78 0,26 0,03 - 2,48 3,41 2,89 3,71 0,65 - 38,5 26,9 2979,6 1616,2 4401,6 1544,6 5149,3 2191,6 0,025 12 
30 2 2o 0,005 0,004 0,012 0,004 0,74 0,29 0,06 - 3,93 6,64 4,38 6,81 0,74 - 45,6 14,0 2550,3 1561,5 4282,7 1400,0 4987,5 1802,2 0,024 15 
12 2 2o 0,004 0,003 0,012 0,003 0,72 0,31 0,10 - 4,40 6,11 4,98 6,24 0,74 - 63,1 51,4 2137,8 1488,8 4439,6 1630,3 5256,6 2176,8 0,023 16 
31 2 2o 0,006 0,004 0,012 0,004 0,71 0,27 0,00 - 1,30 0,50 1,60 1,07 0,44 - 39,2 32,1 3152,9 1101,4 3890,9 1312,2 4632,0 2215,7 0,001 31 
29 2 2o 0,005 0,003 0,012 0,003 0,70 0,29 0,01 - 2,29 2,86 2,74 3,29 0,66 - 41,9 33,0 2730,2 1321,1 4020,1 1463,3 4855,2 2157,4 0,013 24 
11 2 2o 0,005 0,004 0,012 0,003 0,69 0,28 0,04 - 3,26 5,41 3,94 5,84 0,71 - 56,5 38,3 2224,0 1285,8 4019,6 1664,3 4949,8 2429,9 0,017 19 
28 2 2o 0,006 0,003 0,012 0,003 0,73 0,27 0,01 - 1,38 1,05 1,87 2,08 0,61 - 46,2 65,9 3067,6 1115,0 3831,5 1291,1 4834,8 2422,2 0,003 28 
10 2 2o 0,005 0,004 0,012 0,003 0,71 0,28 0,01 - 2,19 2,48 2,64 2,87 0,71 - 42,6 28,3 2495,3 1137,7 3879,4 1361,8 4702,1 2145,9 0,017 21 
9 2 2o 0,006 0,003 0,012 0,004 0,65 0,26 0,01 - 1,70 2,26 2,30 3,63 0,52 - 47,8 47,5 2782,2 1009,9 3625,5 1254,4 4603,7 2326,6 0,001 35 
35 4 3r1o 0,005 0,003 0,015 0,007 0,92 0,20 0,00 - 1,61 2,30 1,56 2,07 0,30 - 110,2 76,2 5960,2 2416,7 6683,4 2016,5 6677,8 2266,5 0,005 27 
40 4 2r2o 0,005 0,002 0,014 0,005 0,92 0,20 0,01 - 1,48 1,73 1,56 1,75 0,42 - 86,1 46,9 5577,2 2128,8 6443,2 1887,8 6724,6 2003,8 0,024 14 
37 4 2r2o 0,005 0,003 0,014 0,006 0,92 0,22 0,01 - 2,07 3,32 2,17 3,28 0,46 - 70,9 52,0 5064,5 2339,2 6177,7 1819,8 6444,8 1980,0 0,016 22 
36 4 2r2o 0,004 0,003 0,014 0,006 0,92 0,21 0,03 - 2,43 3,38 2,63 3,52 0,56 - 66,9 47,0 4367,2 2051,8 6022,3 1672,6 6439,4 2013,8 0,011 25 
39 4 1r3o 0,005 0,003 0,013 0,006 0,80 0,30 0,11 - 3,07 6,87 4,15 7,70 0,61 - 112,3 73,9 3344,2 1928,3 4536,4 1881,7 5913,9 2278,2 0,018 18 
38 4 1r3o 0,004 0,002 0,013 0,004 0,87 0,25 0,08 - 5,14 8,56 5,29 8,57 0,75 - 52,5 11,6 3325,6 2308,1 5909,6 1964,0 6200,2 2183,5 0,075 4 
34 4 4o 0,005 0,003 0,012 0,004 0,76 0,30 0,04 - 4,20 6,64 4,65 7,04 0,73 - 51,5 20,2 2394,7 1513,3 4714,7 1805,4 5315,1 2329,9 0,056 7 
41 8 3r5o 0,004 0,002 0,014 0,006 0,91 0,22 0,05 - 3,28 5,39 3,63 5,78 0,72 - 71,5 44,5 3879,1 2284,2 6041,7 1789,3 6564,7 2115,1 0,107 2 




Tabella2.7: Stime dei parametri demografici e indici di qualità delle stime calcolati per ogni schema di campionamento nello scenario demografico N0 750 IC 100. Vedi 
materiali e metodi per la descrizione degli indici. Sd: deviazione standard. Rank: classifica degli schemi di campionamento secondo PSS. 
CODICE GRUPPO SOTTOGRUPPO RRE RCI95% COV95% PC I1 I2 PRID TC N0 NPRE NMRCA PSS Rank 
   
Media sd Media sd Media sd Media sd Media sd Media sd Media sd Media sd Media sd Media sd Media sd 
  
8 1 controllo 0,007 0,004 0,011 0,008 0,94 0,12 0,00 - 1,00 0,02 0,98 0,13 0,06 - 115,7 64,5 76069,9 12514,0 76324,5 12355,2 73780,3 12668,1 0,000 35 
7 1 controllo 0,007 0,003 0,011 0,010 0,95 0,09 0,00 - 1,00 0,00 0,97 0,09 0,01 - 185,0 NA 77174,9 11554,3 77302,3 11512,2 74638,2 10126,8 0,000 34 
6 1 controllo 0,007 0,004 0,010 0,007 0,95 0,10 0,01 - 1,00 0,00 0,97 0,13 0,04 - 369,0 382,9 74834,9 10890,0 74906,8 10838,9 72143,0 12327,5 0,004 28 
5 1 1o 0,001 0,000 0,003 0,001 0,69 0,20 0,99 - 1,74 1,70 16,74 8,36 1,00 - 299,5 135,2 4652,8 1558,6 7016,1 3031,4 69104,7 18301,4 0,000 41 
4 1 1o 0,001 0,001 0,004 0,002 0,74 0,20 0,98 - 1,72 0,93 23,08 9,28 1,00 - 274,0 122,5 3269,2 1039,5 5202,1 1881,9 69269,9 19674,7 0,000 33 
3 1 1o 0,001 0,001 0,004 0,002 0,75 0,19 0,98 - 1,77 1,00 25,70 10,00 1,00 - 258,4 113,1 2798,6 919,1 4620,4 2236,9 65903,4 18248,6 0,001 31 
2 1 1o 0,001 0,001 0,004 0,001 0,75 0,16 1,00 - 1,64 1,34 29,81 13,82 1,00 - 259,9 81,1 2462,9 693,4 3741,8 1688,3 67168,2 21091,3 0,000 38 
1 1 1o 0,001 0,001 0,004 0,002 0,72 0,16 0,99 - 1,49 0,43 29,31 13,16 1,00 - 285,7 104,8 2400,1 800,6 3379,4 780,2 64160,6 20891,6 0,001 30 
27 2 1r1o 0,001 0,002 0,005 0,003 0,89 0,11 0,47 - 1,54 0,73 13,50 8,49 0,97 - 167,9 37,1 12523,7 16797,8 16360,4 17904,6 72588,2 12197,2 0,000 36 
24 2 1r1o 0,001 0,001 0,003 0,002 0,86 0,14 0,77 - 1,34 0,58 22,35 10,28 0,99 - 171,5 20,6 5268,7 8315,5 6787,2 9616,8 72910,9 13820,2 0,000 37 
21 2 1r1o 0,001 0,000 0,003 0,002 0,87 0,12 0,96 - 1,19 0,13 33,17 12,70 1,00 - 177,8 15,4 2534,9 1038,4 3054,0 1400,9 73701,4 13790,4 0,000 40 
18 2 1r1o 0,001 0,000 0,003 0,001 0,82 0,19 0,98 - 1,17 0,11 34,34 14,20 1,00 - 188,2 15,8 2313,2 780,1 2699,2 947,2 70612,4 14305,5 0,000 32 
15 2 1r1o 0,000 0,000 0,003 0,001 0,85 0,11 1,00 - 1,14 0,11 37,24 10,67 1,00 - 195,3 15,6 2024,6 613,1 2323,4 782,0 70306,7 11594,5 0,000 39 
26 2 1r1o 0,002 0,002 0,007 0,008 0,88 0,25 0,25 - 20,01 23,64 20,47 23,31 0,87 - 70,0 34,6 21761,0 23868,0 63498,9 15056,4 69350,4 14027,7 0,027 15 
23 2 1r1o 0,001 0,000 0,004 0,003 0,92 0,19 0,78 - 47,43 23,21 47,39 22,35 1,00 - 72,2 10,9 2578,3 5238,8 69650,9 13856,2 70771,5 13971,7 0,037 12 
20 2 1r1o 0,000 0,000 0,004 0,002 0,94 0,14 0,90 - 61,03 27,13 61,00 26,80 1,00 - 80,9 6,6 1585,4 1919,6 71101,1 13695,5 71966,5 13436,8 0,041 10 
17 2 1r1o 0,000 0,000 0,004 0,002 0,94 0,13 1,00 - 63,93 25,97 65,75 28,52 1,00 - 89,9 7,9 1182,3 352,0 68787,0 14240,4 70036,5 12733,1 0,102 1 
14 2 1r1o 0,000 0,000 0,004 0,002 0,95 0,06 0,99 - 63,67 21,43 73,35 25,57 1,00 - 100,4 7,3 1043,6 319,1 61148,9 10899,1 70178,5 12379,3 0,041 11 
25 2 1r1o 0,005 0,003 0,008 0,004 0,87 0,22 0,11 - 1,19 0,52 1,47 0,89 0,56 - 415,3 2456,0 56722,1 16141,7 63563,8 15286,9 73112,5 17654,3 0,000 42 
22 2 1r1o 0,005 0,002 0,007 0,003 0,91 0,09 0,58 - 75,44 85,61 75,91 86,22 0,95 - 25,7 42,5 11915,1 18207,5 70345,3 13821,5 73144,3 12892,7 0,072 4 
19 2 1r1o 0,004 0,002 0,007 0,003 0,91 0,16 0,91 - 138,48 60,29 136,22 58,70 1,00 - 31,1 7,5 1285,2 5035,2 72178,2 13666,2 72182,1 13030,3 0,047 9 
16 2 1r1o 0,003 0,002 0,006 0,003 0,91 0,17 0,96 - 142,33 52,63 140,78 51,21 1,00 - 40,1 4,3 580,0 256,9 72763,9 13578,4 72460,5 14213,7 0,090 2 
13 2 1r1o 0,001 0,001 0,005 0,003 0,92 0,18 1,00 - 139,00 57,58 138,26 56,12 1,00 - 50,6 5,9 611,5 373,4 73416,5 13194,0 73198,4 13030,9 0,087 3 
33 2 2o 0,001 0,001 0,005 0,003 0,79 0,24 0,98 - 20,96 46,38 36,88 45,69 0,99 - 178,5 122,3 3032,9 1727,6 23535,5 24566,1 67600,9 20040,3 0,005 27 
32 2 2o 0,001 0,001 0,004 0,002 0,79 0,21 1,00 - 62,77 89,96 82,16 90,27 1,00 - 146,6 135,0 1969,0 1703,6 34059,6 27424,7 68718,7 19329,9 0,015 21 
30 2 2o 0,001 0,001 0,004 0,002 0,81 0,20 0,99 - 80,54 83,57 98,08 78,87 1,00 - 124,3 106,7 1345,6 1251,2 41738,0 27809,4 67820,4 18015,9 0,023 16 
12 2 2o 0,001 0,001 0,003 0,001 0,77 0,21 0,99 - 82,32 76,66 100,64 78,34 1,00 - 99,5 57,5 993,7 790,0 46013,2 23437,2 65369,0 17409,3 0,016 20 
31 2 2o 0,001 0,001 0,004 0,002 0,75 0,21 0,99 - 16,76 47,63 38,39 47,20 1,00 - 216,5 103,8 2586,9 1267,9 13470,7 17901,6 64128,2 17640,2 0,002 29 
29 2 2o 0,001 0,001 0,004 0,002 0,81 0,19 1,00 - 55,40 74,92 79,26 70,00 1,00 - 151,9 145,7 1490,4 1179,4 30791,7 25871,2 66990,0 19183,3 0,016 19 
11 2 2o 0,001 0,001 0,003 0,001 0,77 0,21 1,00 - 59,57 73,71 82,92 71,99 1,00 - 146,9 96,3 1412,6 1090,1 32583,1 26804,1 65766,9 16609,2 0,014 22 
28 2 2o 0,001 0,001 0,004 0,002 0,75 0,22 1,00 - 19,69 40,30 43,96 40,69 1,00 - 217,0 153,0 2280,8 1866,6 16187,5 21870,1 62535,8 17341,5 0,006 26 
10 2 2o 0,001 0,001 0,004 0,001 0,76 0,20 1,00 - 47,64 88,62 75,12 85,71 1,00 - 172,8 106,5 1616,1 1043,2 22410,3 24449,1 64364,6 18317,2 0,008 24 
9 2 2o 0,001 0,001 0,004 0,002 0,79 0,18 0,98 - 16,53 36,08 46,63 38,03 1,00 - 219,7 118,2 1998,3 1094,4 12794,1 18896,8 66203,5 19769,8 0,006 25 
35 4 3r1o 0,004 0,004 0,008 0,005 0,94 0,18 0,22 - 40,87 62,88 41,50 62,19 0,69 - 84,1 124,3 34033,3 30340,6 65021,9 16170,0 69907,2 12748,0 0,016 18 
40 4 2r2o 0,002 0,003 0,006 0,004 0,89 0,22 0,32 - 19,25 25,39 22,14 25,74 0,91 - 100,0 64,6 16140,3 21732,7 55332,6 20555,7 69263,7 12050,4 0,011 23 
37 4 2r2o 0,002 0,002 0,005 0,004 0,93 0,21 0,40 - 74,41 68,93 75,71 69,57 0,87 - 65,5 79,0 14978,9 23890,6 66352,1 15423,1 70729,4 13012,6 0,031 14 
36 4 2r2o 0,001 0,001 0,005 0,003 0,92 0,16 0,94 - 123,03 63,55 125,73 60,78 1,00 - 59,1 52,2 2052,4 7124,5 67006,2 15554,8 71594,0 12083,1 0,058 5 
39 4 1r3o 0,000 0,000 0,003 0,001 0,84 0,18 1,00 - 55,46 69,83 73,69 67,29 1,00 - 128,5 74,7 1774,0 1379,6 35953,6 27780,8 70763,9 12156,1 0,020 17 
38 4 1r3o 0,000 0,000 0,003 0,001 0,80 0,23 0,97 - 161,61 62,62 161,85 63,54 1,00 - 52,3 9,9 492,4 262,8 68012,7 11881,0 68305,3 11973,4 0,058 6 
34 4 4o 0,001 0,000 0,003 0,001 0,83 0,17 1,00 - 86,03 65,67 101,52 62,45 1,00 - 94,5 78,0 978,0 942,7 48665,0 21779,9 65883,8 14510,7 0,034 13 
41 8 3r5o 0,001 0,001 0,004 0,002 0,89 0,21 0,85 - 99,77 64,34 100,10 61,66 1,00 - 63,6 24,2 2507,5 6708,3 66275,7 18375,0 71120,8 15233,3 0,055 7 




Tabella2.8: Stime dei parametri demografici e indici di qualità delle stime calcolati per ogni schema di campionamento nello scenario demografico N0 1500 IC 2. Vedi 
materiali e metodi per la descrizione degli indici. Sd: deviazione standard. Rank: classifica degli schemi di campionamento secondo PSS. 
CODICE GRUPPO SOTTOGRUPPO RRE RCI95% COV95% PC I1 I2 PRID TC N0 NPRE NMRCA PSS Rank 
   
Media sd Media sd Media sd Media sd Media sd Media sd Media sd Media sd Media sd Media sd Media sd 
  
8 1 controllo 0,005 0,004 0,023 0,008 0,97 0,08 0,00 - 0,96 0,07 0,90 0,15 0,04 - 20,3 11,7 2970,8 1103,6 2856,3 1074,2 2653,0 1064,4 0,002 40 
7 1 controllo 0,006 0,012 0,023 0,009 0,97 0,11 0,00 - 0,98 0,05 0,91 0,15 0,01 - 38,0 - 3079,2 1163,3 3035,0 1094,4 2772,7 1089,7 0,000 42 
6 1 controllo 0,005 0,005 0,024 0,008 0,99 0,04 0,00 - 0,96 0,09 0,90 0,17 0,05 - 18,4 8,0 2883,4 1088,9 2778,4 1056,2 2571,6 978,7 0,003 38 
5 1 1o 0,006 0,004 0,020 0,005 0,97 0,10 0,00 - 1,01 0,08 1,01 0,23 0,10 - 26,8 18,4 2311,2 831,1 2340,0 871,1 2319,9 922,8 0,003 39 
4 1 1o 0,006 0,006 0,020 0,005 0,95 0,11 0,00 - 1,01 0,06 1,01 0,12 0,14 - 28,5 26,9 2403,2 990,7 2445,9 1039,4 2451,0 1095,4 0,007 32 
3 1 1o 0,009 0,008 0,020 0,005 0,93 0,14 0,00 - 1,00 0,12 0,98 0,24 0,07 - 33,6 20,5 1931,0 812,0 1951,0 886,6 1937,7 989,4 0,006 34 
2 1 1o 0,006 0,006 0,019 0,005 0,94 0,13 0,00 - 1,01 0,08 1,05 0,47 0,14 - 45,9 63,7 2162,7 787,8 2202,2 871,0 2271,2 1085,9 0,004 37 
1 1 1o 0,006 0,005 0,019 0,004 0,94 0,12 0,00 - 1,01 0,06 1,00 0,11 0,09 - 27,8 13,6 2175,2 887,6 2198,5 921,4 2183,8 965,1 0,008 31 
27 2 1r1o 0,005 0,004 0,022 0,007 0,93 0,20 0,00 - 0,99 0,02 0,94 0,22 0,09 - 168,4 5,1 2668,4 1032,0 2650,9 1031,7 2458,9 947,5 0,030 14 
24 2 1r1o 0,004 0,003 0,021 0,006 0,98 0,11 0,00 - 1,00 0,03 0,99 0,24 0,13 - 191,8 18,3 2742,2 841,9 2743,7 839,9 2681,5 950,9 0,010 29 
21 2 1r1o 0,005 0,004 0,022 0,007 0,97 0,13 0,00 - 1,01 0,04 1,03 0,34 0,21 - 197,8 17,0 2766,6 1026,2 2776,2 1015,6 2725,8 966,7 0,002 41 
18 2 1r1o 0,005 0,004 0,021 0,009 0,96 0,14 0,00 - 1,00 0,06 1,08 0,71 0,15 - 208,2 17,4 2658,2 977,7 2660,0 963,7 2644,3 1035,0 0,037 9 
15 2 1r1o 0,005 0,004 0,022 0,009 0,95 0,17 0,00 - 1,00 0,04 0,96 0,25 0,09 - 216,6 15,0 2576,8 904,1 2580,4 920,0 2472,3 1068,9 0,019 20 
26 2 1r1o 0,005 0,005 0,025 0,013 0,98 0,09 0,00 - 1,00 0,12 0,93 0,24 0,12 - 72,4 15,5 2985,8 1263,5 2970,8 1236,6 2677,9 1051,5 0,020 19 
23 2 1r1o 0,006 0,005 0,024 0,010 0,95 0,14 0,00 - 0,99 0,12 0,94 0,26 0,12 - 85,4 24,3 2719,3 1139,7 2698,3 1160,8 2521,9 1182,7 0,005 36 
20 2 1r1o 0,006 0,006 0,021 0,006 0,93 0,20 0,00 - 1,02 0,13 0,98 0,21 0,15 - 104,2 46,3 2513,2 927,0 2566,5 941,0 2455,5 989,6 0,027 16 
17 2 1r1o 0,005 0,004 0,025 0,016 0,95 0,16 0,00 - 1,11 0,38 1,08 0,50 0,23 - 101,6 14,0 2688,5 1345,7 2820,2 1265,0 2633,1 1153,7 0,081 2 
14 2 1r1o 0,006 0,005 0,021 0,009 0,94 0,19 0,00 - 1,06 0,27 1,05 0,49 0,21 - 109,8 12,0 2445,8 1096,6 2526,6 1091,9 2424,0 1050,1 0,047 5 
25 2 1r1o 0,005 0,004 0,024 0,009 0,97 0,09 0,00 - 0,97 0,08 0,90 0,17 0,04 - 17,8 4,7 2824,9 1050,1 2738,3 1020,0 2508,9 960,1 0,008 30 
22 2 1r1o 0,006 0,006 0,024 0,009 0,97 0,09 0,00 - 0,98 0,13 0,92 0,20 0,10 - 27,1 6,5 2695,9 964,2 2646,5 953,8 2451,5 963,3 0,005 35 
19 2 1r1o 0,006 0,005 0,023 0,008 0,91 0,17 0,00 - 1,02 0,16 0,95 0,22 0,16 - 38,3 7,9 2514,7 1079,2 2542,8 1091,5 2326,8 1029,6 0,014 25 
16 2 1r1o 0,005 0,004 0,025 0,020 0,99 0,08 0,00 - 1,07 0,53 1,02 0,57 0,14 - 45,7 9,9 2660,8 1047,8 2714,7 1000,6 2538,6 949,7 0,077 3 
13 2 1r1o 0,005 0,004 0,021 0,006 0,95 0,16 0,00 - 1,10 0,39 1,07 0,46 0,21 - 57,4 10,2 2536,4 1014,3 2676,3 1032,5 2580,0 1055,5 0,072 4 
33 2 2o 0,005 0,006 0,020 0,005 0,96 0,13 0,01 - 1,02 0,11 1,02 0,18 0,21 - 24,5 14,7 2357,6 801,9 2420,0 870,1 2421,0 958,6 0,015 22 
32 2 2o 0,007 0,006 0,020 0,005 0,92 0,15 0,00 - 1,00 0,10 0,99 0,18 0,13 - 36,2 17,5 2265,8 1042,4 2281,3 1074,3 2262,0 1131,8 0,006 33 
30 2 2o 0,006 0,005 0,022 0,012 0,95 0,13 0,00 - 1,01 0,15 0,96 0,24 0,13 - 44,6 19,6 2370,3 1020,8 2363,0 951,4 2217,1 917,4 0,025 18 
12 2 2o 0,006 0,005 0,021 0,006 0,94 0,16 0,00 - 1,35 2,09 1,35 2,22 0,21 - 49,8 10,2 2256,6 955,2 2464,8 991,2 2432,7 1019,9 0,084 1 
31 2 2o 0,007 0,007 0,020 0,005 0,94 0,12 0,00 - 1,04 0,32 1,04 0,45 0,18 - 24,3 14,7 2153,5 873,6 2221,1 945,6 2219,9 1030,6 0,027 17 
29 2 2o 0,006 0,005 0,021 0,009 0,96 0,11 0,00 - 1,01 0,15 0,98 0,21 0,15 - 28,1 11,3 2344,4 866,9 2365,1 892,0 2282,0 925,4 0,035 10 
11 2 2o 0,006 0,005 0,020 0,005 0,94 0,15 0,00 - 1,05 0,19 1,03 0,24 0,11 - 41,3 19,9 2094,3 762,3 2166,1 797,3 2132,0 831,6 0,030 15 
28 2 2o 0,010 0,015 0,020 0,006 0,91 0,19 0,00 - 1,00 0,14 0,98 0,19 0,08 - 17,1 7,3 1973,6 865,1 2022,8 933,0 1956,7 995,3 0,011 26 
10 2 2o 0,006 0,007 0,020 0,008 0,94 0,16 0,00 - 1,06 0,21 1,05 0,26 0,22 - 27,0 6,5 2159,6 836,5 2260,9 889,8 2242,3 920,5 0,030 13 
9 2 2o 0,007 0,008 0,020 0,004 0,93 0,16 0,00 - 1,01 0,14 1,00 0,21 0,10 - 27,3 15,4 2092,7 886,2 2125,5 958,7 2120,7 1028,1 0,031 12 
35 4 3r1o 0,005 0,003 0,023 0,010 0,98 0,12 0,00 - 1,02 0,06 0,96 0,35 0,10 - 117,3 31,9 2913,6 1185,1 2952,7 1177,0 2681,9 1013,5 0,014 24 
40 4 2r2o 0,005 0,004 0,021 0,006 0,96 0,13 0,00 - 1,01 0,13 0,97 0,24 0,11 - 115,0 58,5 2611,9 1056,1 2630,2 1062,2 2496,7 1034,3 0,035 11 
37 4 2r2o 0,005 0,004 0,022 0,009 0,96 0,16 0,00 - 1,07 0,55 1,03 0,67 0,12 - 79,6 60,1 2694,7 1047,1 2747,3 1020,4 2578,4 976,6 0,017 21 
36 4 2r2o 0,005 0,004 0,021 0,007 0,96 0,14 0,00 - 1,02 0,08 1,01 0,33 0,14 - 126,5 81,5 2604,3 946,9 2636,7 954,4 2580,4 1014,9 0,010 28 
39 4 1r3o 0,005 0,006 0,021 0,011 0,93 0,19 0,00 - 1,01 0,09 1,04 0,45 0,17 - 100,1 78,9 2505,1 1050,7 2533,0 1040,5 2504,2 1008,8 0,010 27 
38 4 1r3o 0,005 0,006 0,023 0,007 0,97 0,13 0,00 - 1,07 0,30 1,01 0,33 0,19 - 50,4 6,1 2773,5 1091,6 2868,2 1046,8 2681,1 971,8 0,039 7 
34 4 4o 0,006 0,007 0,022 0,009 0,97 0,11 0,00 - 1,10 0,39 1,08 0,48 0,25 - 44,8 11,5 2285,9 845,6 2430,9 883,0 2380,4 945,1 0,045 6 
41 8 3r5o 0,006 0,005 0,023 0,011 0,92 0,22 0,00 - 1,05 0,18 0,98 0,26 0,15 - 84,4 58,7 2620,3 1164,2 2684,3 1135,9 2471,1 1099,4 0,037 8 




Tabella2.9: Stime dei parametri demografici e indici di qualità delle stime calcolati per ogni schema di campionamento nello scenario demografico N0 1500 IC 10. Vedi 
materiali e metodi per la descrizione degli indici. Sd: deviazione standard. Rank: classifica degli schemi di campionamento secondo PSS. 
CODICE GRUPPO SOTTOGRUPPO RRE RCI95% COV95% PC I1 I2 PRID TC N0 NPRE NMRCA PSS Rank 
   
Media sd Media sd Media sd Media sd Media sd Media sd Media sd Media sd Media sd Media sd Media sd 
  
8 1 controllo 0,003 0,002 0,009 0,004 0,88 0,08 0,00 - 1,00 0,02 0,94 0,13 0,04 - 64,0 86,7 14950,4 3190,2 14953,3 3225,4 13958,2 3291,8 0,016 17 
7 1 controllo 0,003 0,003 0,011 0,010 0,88 0,10 0,01 - 1,01 0,03 0,94 0,19 0,10 - 47,7 22,8 15596,2 3862,6 15649,1 3775,7 14355,7 3561,8 0,014 18 
6 1 controllo 0,003 0,001 0,009 0,005 0,88 0,06 0,00 - 1,01 0,02 0,98 0,11 0,07 - 70,7 103,7 14874,6 3150,9 14941,6 3052,4 14460,0 3048,6 0,004 30 
5 1 1o 0,003 0,001 0,007 0,002 0,73 0,32 0,02 - 1,15 0,31 1,42 0,84 0,53 - 58,4 75,4 8959,8 2726,7 9991,2 2667,0 11631,4 3790,6 0,002 35 
4 1 1o 0,003 0,002 0,007 0,002 0,68 0,34 0,02 - 1,29 0,41 1,93 1,49 0,56 - 75,6 93,1 6943,6 2275,4 8410,5 2038,7 11261,1 4196,6 0,002 34 
3 1 1o 0,002 0,002 0,007 0,002 0,72 0,32 0,05 - 1,35 0,48 2,52 2,13 0,70 - 89,0 77,4 6408,1 2496,8 8001,6 2415,9 12463,8 4649,0 0,002 36 
2 1 1o 0,003 0,002 0,008 0,002 0,74 0,28 0,06 - 1,53 0,57 2,61 1,83 0,79 - 86,2 95,8 5534,4 2198,7 7679,1 2108,8 12050,4 5117,8 0,008 25 
1 1 1o 0,003 0,002 0,008 0,002 0,71 0,29 0,05 - 1,46 0,56 2,66 2,12 0,79 - 91,2 97,6 5448,8 2042,0 7339,1 2030,7 11606,3 4757,0 0,023 12 
27 2 1r1o 0,003 0,002 0,008 0,004 0,92 0,14 0,00 - 1,02 0,11 1,11 0,66 0,16 - 203,1 62,0 13824,0 3625,7 13983,1 3478,1 14208,9 3448,3 0,003 33 
24 2 1r1o 0,003 0,001 0,007 0,003 0,89 0,21 0,00 - 1,02 0,04 1,16 0,55 0,21 - 199,8 61,6 12436,5 3006,5 12661,8 3001,4 13506,8 2777,1 0,002 40 
21 2 1r1o 0,003 0,001 0,008 0,003 0,88 0,22 0,03 - 1,05 0,09 1,67 1,36 0,51 - 249,5 223,4 10285,9 3514,4 10661,5 3345,0 14123,1 5229,6 0,002 38 
18 2 1r1o 0,003 0,002 0,008 0,004 0,92 0,15 0,02 - 1,11 0,19 2,01 1,61 0,58 - 205,3 44,7 9209,7 3941,7 9840,2 3669,1 13392,4 3304,0 0,001 41 
15 2 1r1o 0,002 0,001 0,007 0,002 0,86 0,26 0,02 - 1,15 0,24 2,14 1,45 0,66 - 211,0 32,0 8203,8 4006,4 9004,0 3810,7 13200,9 3049,8 0,005 27 
26 2 1r1o 0,003 0,001 0,009 0,004 0,95 0,07 0,00 - 1,06 0,15 1,06 0,27 0,19 - 98,8 56,7 13534,8 3406,9 14090,0 3187,7 13974,0 3257,9 0,003 31 
23 2 1r1o 0,003 0,002 0,009 0,005 0,92 0,19 0,02 - 1,38 1,55 1,47 1,97 0,27 - 135,3 253,6 12867,2 3934,3 14093,4 2981,9 13987,5 3507,5 0,021 13 
20 2 1r1o 0,002 0,001 0,008 0,003 0,93 0,20 0,01 - 1,93 2,35 2,07 2,45 0,53 - 96,5 22,0 9966,0 4038,1 12711,0 2662,8 13428,9 3155,2 0,100 2 
17 2 1r1o 0,002 0,001 0,008 0,003 0,91 0,20 0,02 - 2,27 2,70 2,54 2,78 0,59 - 107,6 54,9 9073,1 4854,6 12488,1 3337,2 13718,7 3507,3 0,076 5 
14 2 1r1o 0,002 0,001 0,008 0,003 0,93 0,17 0,09 - 2,58 2,94 3,14 3,55 0,73 - 108,8 19,5 8147,7 4612,1 12212,3 3146,8 13907,8 3209,5 0,094 3 
25 2 1r1o 0,003 0,002 0,009 0,005 0,87 0,16 0,00 - 1,02 0,04 0,97 0,19 0,10 - 35,6 22,1 14581,0 4842,6 14815,9 4800,7 13632,2 3208,3 0,002 39 
22 2 1r1o 0,003 0,001 0,008 0,004 0,92 0,10 0,00 - 1,11 0,32 1,12 0,43 0,21 - 33,1 13,0 12801,8 3376,1 13623,7 2913,7 13544,2 2972,7 0,003 32 
19 2 1r1o 0,003 0,001 0,008 0,003 0,94 0,12 0,01 - 2,04 4,14 2,06 3,90 0,43 - 41,5 18,7 11427,3 3963,5 13526,5 2814,7 13778,4 3347,1 0,044 10 
16 2 1r1o 0,003 0,001 0,008 0,003 0,93 0,18 0,01 - 2,56 4,68 2,55 4,67 0,49 - 45,5 15,0 10505,3 4544,8 13390,7 3105,3 13417,4 3157,2 0,078 4 
13 2 1r1o 0,002 0,001 0,008 0,003 0,95 0,17 0,08 - 5,13 7,98 5,28 7,91 0,76 - 55,9 11,9 7689,7 4903,8 13693,6 3387,7 14291,8 3707,7 0,102 1 
33 2 2o 0,003 0,001 0,008 0,003 0,70 0,35 0,00 - 1,30 0,46 1,84 1,26 0,56 - 81,6 93,7 7706,2 2681,8 9264,1 2360,2 11882,9 3889,6 0,006 26 
32 2 2o 0,003 0,002 0,007 0,002 0,75 0,32 0,03 - 1,72 3,00 2,36 4,63 0,59 - 67,7 61,5 7746,0 2840,7 9564,1 2642,1 12057,2 3882,1 0,013 21 
30 2 2o 0,002 0,001 0,007 0,002 0,87 0,24 0,04 - 2,60 3,15 3,35 3,68 0,75 - 65,0 44,0 6798,6 3560,2 10491,1 2873,5 13185,0 3933,0 0,051 7 
12 2 2o 0,002 0,002 0,008 0,002 0,80 0,31 0,08 - 3,44 5,14 4,00 5,20 0,72 - 87,1 84,1 6345,1 3471,3 10033,1 2996,1 12496,7 4144,0 0,047 8 
31 2 2o 0,003 0,002 0,008 0,003 0,68 0,33 0,03 - 1,32 0,51 1,79 1,23 0,60 - 68,9 77,5 7305,1 2477,8 8971,4 2489,5 11250,4 3897,0 0,009 23 
29 2 2o 0,003 0,002 0,008 0,003 0,70 0,35 0,03 - 1,97 2,24 2,64 3,04 0,70 - 63,5 61,5 6555,0 2838,5 9035,8 2356,3 11365,9 3548,1 0,042 11 
11 2 2o 0,002 0,001 0,007 0,002 0,72 0,31 0,03 - 2,66 6,17 3,39 6,58 0,72 - 91,1 89,5 6538,5 2800,7 8898,6 2455,8 11836,7 3813,3 0,013 20 
28 2 2o 0,003 0,002 0,008 0,003 0,67 0,32 0,04 - 1,44 0,76 2,46 2,02 0,67 - 83,0 86,0 5892,9 2344,1 7629,9 2411,5 11360,5 4401,1 0,008 24 
10 2 2o 0,003 0,002 0,007 0,002 0,68 0,32 0,04 - 1,78 1,49 2,70 2,42 0,78 - 74,4 54,2 5871,8 2670,8 8118,4 2184,3 11099,4 3419,6 0,010 22 
9 2 2o 0,003 0,002 0,008 0,003 0,66 0,31 0,06 - 1,50 1,39 2,50 2,43 0,74 - 81,2 84,7 5905,9 2235,4 7521,2 2188,6 11298,5 4283,9 0,004 29 
35 4 3r1o 0,003 0,001 0,009 0,004 0,95 0,14 0,00 - 1,20 1,78 1,24 1,93 0,19 - 182,6 93,7 13895,0 4168,8 14290,4 3836,4 14186,3 3486,0 0,002 37 
40 4 2r2o 0,003 0,001 0,008 0,004 0,95 0,15 0,00 - 1,06 0,19 1,11 0,48 0,22 - 138,3 61,0 12988,2 3472,6 13456,9 3177,2 13694,0 3376,0 0,000 42 
37 4 2r2o 0,003 0,002 0,008 0,004 0,95 0,12 0,00 - 1,46 2,32 1,39 1,72 0,28 - 124,5 100,6 12695,8 4166,2 13645,3 3399,5 13616,6 3327,7 0,018 14 
36 4 2r2o 0,003 0,002 0,008 0,004 0,93 0,18 0,00 - 1,33 1,25 1,45 1,33 0,39 - 82,2 55,9 11246,5 3757,8 12535,3 2919,4 13329,9 2928,6 0,018 15 
39 4 1r3o 0,003 0,001 0,008 0,002 0,87 0,26 0,03 - 1,51 1,67 2,00 2,31 0,56 - 110,4 89,0 9390,5 3914,1 10922,2 3327,8 13139,0 3769,2 0,017 16 
38 4 1r3o 0,003 0,001 0,008 0,004 0,91 0,21 0,02 - 2,38 4,23 2,43 4,05 0,50 - 56,2 16,5 10290,3 4331,4 12882,2 3299,4 13299,3 3516,5 0,074 6 
34 4 4o 0,002 0,001 0,007 0,002 0,80 0,31 0,02 - 2,42 3,22 3,12 3,58 0,66 - 83,3 56,4 6733,3 3133,2 9925,5 2682,8 12767,2 4031,5 0,045 9 
41 8 3r5o 0,003 0,001 0,008 0,003 0,89 0,24 0,02 - 1,40 1,59 1,60 1,80 0,38 - 93,7 68,2 11001,7 3965,3 12358,1 3369,6 13276,9 3254,4 0,013 19 




Tabella2.10: Stime dei parametri demografici e indici di qualità delle stime calcolati per ogni schema di campionamento nello scenario demografico N0 1500 IC 100. Vedi 
materiali e metodi per la descrizione degli indici. Sd: deviazione standard. Rank: classifica degli schemi di campionamento secondo PSS. 
CODICE GRUPPO SOTTOGRUPPO RRE RCI95% COV95% PC I1 I2 PRID TC N0 NPRE NMRCA PSS Rank 
   
Media sd Media sd Media sd Media sd Media sd Media sd Media sd Media sd Media sd Media sd Media sd 
  
8 1 controllo 0,004 0,002 0,005 0,003 0,97 0,09 0,00 - 1,00 0,00 0,96 0,13 0,02 - 272,5 232,6 150181,5 22526,4 150262,5 22449,7 143923,4 26085,4 0,001 35 
7 1 controllo 0,004 0,002 0,005 0,003 0,96 0,10 0,00 - 1,01 0,04 0,97 0,14 0,05 - 121,2 169,1 152239,4 21330,3 152868,8 20487,4 147023,3 23572,1 0,003 29 
6 1 controllo 0,004 0,002 0,005 0,006 0,96 0,07 0,01 - 1,00 0,01 1,00 0,20 0,06 - 3037,0 5418,3 150442,9 25148,7 150623,8 25050,3 147853,3 22165,5 0,001 36 
5 1 1o 0,000 0,000 0,002 0,001 0,76 0,20 1,00 - 2,03 2,42 18,98 8,77 1,00 - 281,9 106,1 8714,7 3075,3 14652,1 9450,5 144464,0 30582,9 0,000 40 
4 1 1o 0,000 0,000 0,002 0,001 0,79 0,16 1,00 - 2,09 2,21 25,70 10,98 1,00 - 263,3 104,5 6236,8 2443,8 11179,0 8072,9 139867,3 29291,6 0,003 30 
3 1 1o 0,000 0,000 0,002 0,001 0,75 0,19 1,00 - 1,94 1,97 29,42 12,36 1,00 - 275,3 128,7 5326,5 1823,0 9292,4 8509,9 141929,6 36475,7 0,005 28 
2 1 1o 0,000 0,000 0,002 0,001 0,72 0,19 1,00 - 2,17 3,25 31,26 12,45 1,00 - 267,4 101,5 4693,3 1492,8 8684,6 9029,7 134091,0 34379,2 0,000 38 
1 1 1o 0,000 0,000 0,002 0,001 0,76 0,18 1,00 - 2,29 4,02 38,51 16,08 1,00 - 262,4 96,5 3940,1 1213,7 7406,6 7904,8 137582,6 33251,7 0,000 41 
27 2 1r1o 0,003 0,002 0,004 0,002 0,96 0,14 0,01 - 1,17 0,55 2,63 4,38 0,46 - 215,8 199,6 112219,4 46823,6 116678,0 42128,1 147317,1 21455,6 0,030 16 
24 2 1r1o 0,001 0,001 0,003 0,002 0,91 0,16 0,24 - 1,43 0,71 11,89 10,57 0,84 - 180,1 41,8 43130,9 48671,8 50317,1 48722,4 144364,2 24386,8 0,002 31 
21 2 1r1o 0,001 0,001 0,003 0,002 0,91 0,13 0,56 - 1,32 0,30 19,24 13,35 0,95 - 181,8 40,1 25033,4 36950,0 29738,9 39339,5 146763,8 24894,7 0,001 34 
18 2 1r1o 0,000 0,000 0,002 0,001 0,90 0,13 0,83 - 1,31 0,47 29,65 14,51 1,00 - 186,8 19,9 7060,8 8806,5 9395,7 11596,7 145837,4 29715,1 0,001 33 
15 2 1r1o 0,000 0,000 0,002 0,001 0,87 0,16 0,96 - 1,23 0,30 35,89 14,50 1,00 - 197,9 25,4 4827,6 3228,4 5843,0 3745,6 146097,8 22760,8 0,000 42 
26 2 1r1o 0,003 0,002 0,005 0,003 0,94 0,18 0,02 - 3,65 11,35 3,68 10,69 0,32 - 97,2 79,9 113010,4 42200,6 130979,9 19648,2 134434,7 23487,5 0,046 9 
23 2 1r1o 0,002 0,002 0,004 0,002 0,93 0,20 0,16 - 14,45 22,99 14,99 22,50 0,68 - 101,9 147,3 67970,3 57729,2 129333,0 29805,9 145686,7 23258,3 0,051 6 
20 2 1r1o 0,001 0,001 0,003 0,002 0,94 0,17 0,59 - 42,54 33,27 43,10 31,92 0,92 - 84,6 32,4 24868,4 43512,2 134203,0 29132,3 143487,8 20502,0 0,064 5 
17 2 1r1o 0,000 0,001 0,003 0,001 0,95 0,13 0,76 - 52,39 28,94 54,68 29,28 0,95 - 91,3 10,1 10743,1 27433,3 137259,3 26265,1 148030,4 22835,0 0,072 3 
14 2 1r1o 0,000 0,000 0,002 0,001 0,94 0,12 0,92 - 57,55 27,50 68,19 29,02 1,00 - 98,2 10,0 2493,8 1356,7 120248,5 27339,4 143246,3 24201,4 0,075 2 
25 2 1r1o 0,003 0,002 0,004 0,002 0,92 0,19 0,04 - 1,05 0,18 1,23 0,70 0,21 - 395,6 900,0 129376,6 30341,3 132636,1 26526,0 142427,0 22137,1 0,000 39 
22 2 1r1o 0,003 0,001 0,004 0,002 0,93 0,16 0,07 - 13,55 43,84 14,10 44,58 0,53 - 235,4 1083,4 98990,5 49740,8 126518,8 26277,1 145192,9 21364,5 0,008 25 
19 2 1r1o 0,002 0,001 0,004 0,002 0,93 0,17 0,34 - 65,40 73,90 65,53 72,61 0,82 - 40,7 67,9 46522,4 55178,8 131011,4 29277,7 142266,2 21598,4 0,047 8 
16 2 1r1o 0,002 0,001 0,004 0,002 0,96 0,11 0,53 - 90,27 76,84 85,66 70,58 0,92 - 58,7 176,7 23928,5 41738,3 137575,8 26505,2 138371,1 19713,1 0,085 1 
13 2 1r1o 0,001 0,001 0,003 0,001 0,96 0,14 0,77 - 104,08 58,33 104,25 56,30 0,99 - 49,5 8,5 6743,9 19523,9 139838,0 23486,6 144047,9 23361,4 0,027 17 
33 2 2o 0,000 0,000 0,002 0,001 0,78 0,18 1,00 - 4,26 8,97 21,31 11,96 1,00 - 292,0 143,5 8591,5 3861,6 20891,8 25883,8 148514,1 30192,4 0,007 27 
32 2 2o 0,000 0,000 0,002 0,001 0,76 0,20 0,99 - 17,27 46,31 33,80 43,02 1,00 - 259,9 145,1 7246,7 4148,0 31110,9 40193,3 140662,9 29073,6 0,011 23 
30 2 2o 0,000 0,000 0,002 0,001 0,82 0,19 1,00 - 36,14 64,97 55,65 60,23 1,00 - 187,7 106,1 4820,7 3067,0 50916,5 54607,9 144454,1 31098,0 0,041 12 
12 2 2o 0,000 0,000 0,002 0,001 0,81 0,20 1,00 - 57,49 66,41 76,30 63,32 1,00 - 149,2 101,5 3534,1 2988,0 71467,9 56648,2 141444,8 27162,4 0,049 7 
31 2 2o 0,000 0,000 0,002 0,001 0,75 0,18 1,00 - 3,87 11,25 26,45 12,60 1,00 - 275,4 124,7 6418,9 2955,1 14826,4 25613,7 143373,3 27489,6 0,001 32 
29 2 2o 0,000 0,000 0,002 0,001 0,74 0,18 1,00 - 14,37 35,55 38,79 37,32 1,00 - 252,6 165,1 5214,8 2933,3 26195,4 35543,3 137956,6 32323,4 0,010 24 
11 2 2o 0,000 0,000 0,002 0,001 0,77 0,17 1,00 - 37,67 77,63 64,48 73,13 1,00 - 195,7 113,2 3665,4 2345,6 43797,6 47964,2 138956,8 30307,0 0,066 4 
28 2 2o 0,000 0,000 0,002 0,001 0,72 0,20 1,00 - 7,34 23,97 33,27 25,54 1,00 - 265,3 116,7 5071,5 2016,0 15895,8 28711,9 134737,6 28923,4 0,007 26 
10 2 2o 0,000 0,000 0,002 0,001 0,76 0,21 1,00 - 19,18 40,30 49,57 39,76 1,00 - 245,6 159,1 4309,4 2561,4 29149,3 38877,9 145824,3 33716,5 0,012 21 
9 2 2o 0,000 0,000 0,002 0,001 0,74 0,20 1,00 - 5,91 13,70 39,34 20,29 1,00 - 289,4 168,8 4479,0 2082,8 13747,1 20397,8 142716,0 34526,6 0,001 37 
35 4 3r1o 0,003 0,002 0,005 0,003 0,96 0,14 0,01 - 10,56 38,19 8,76 31,03 0,30 - 151,5 308,3 119047,8 46735,5 137223,3 22521,5 140315,9 25545,0 0,031 15 
40 4 2r2o 0,002 0,002 0,004 0,002 0,94 0,18 0,05 - 6,25 14,77 7,30 15,79 0,54 - 659,9 2523,3 96698,4 53661,8 124012,5 36182,2 149790,2 32081,9 0,012 22 
37 4 2r2o 0,002 0,002 0,004 0,003 0,91 0,23 0,06 - 12,89 43,91 14,00 44,05 0,54 - 145,9 177,4 91870,3 52513,9 121237,6 32382,8 144118,8 25685,0 0,013 20 
36 4 2r2o 0,001 0,001 0,003 0,001 0,92 0,18 0,48 - 62,64 61,86 63,91 59,26 0,87 - 80,2 93,1 22758,3 38570,7 117653,0 39315,2 139975,9 30186,9 0,045 10 
39 4 1r3o 0,000 0,000 0,002 0,001 0,87 0,15 0,85 - 29,53 56,42 46,47 54,06 1,00 - 173,2 122,4 7861,9 10296,2 47906,5 48608,6 141396,1 27395,0 0,036 14 
38 4 1r3o 0,001 0,001 0,002 0,001 0,91 0,20 0,68 - 102,60 78,51 100,38 72,55 0,99 - 73,8 92,4 8256,6 18556,1 125859,4 35297,8 138498,8 24470,9 0,044 11 
34 4 4o 0,000 0,000 0,002 0,001 0,82 0,20 0,99 - 53,93 66,59 77,07 70,40 1,00 - 189,4 157,4 4662,5 4637,3 62588,8 54258,1 142909,5 25837,3 0,027 18 
41 8 3r5o 0,001 0,001 0,003 0,002 0,91 0,20 0,52 - 58,00 69,88 61,80 68,02 0,97 - 107,5 169,8 22174,0 36947,2 111419,8 44083,4 142988,3 23798,5 0,041 13 
42 16 6r10o 0,001 0,002 0,003 0,002 0,94 0,14 0,32 - 33,75 63,72 36,29 62,10 0,84 - 110,4 101,6 45595,4 51219,1 113244,1 39283,5 142591,4 21641,4 0,021 19 
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La genetica di popolazione si occupa di capire ed analizzare la variabilità genetica 
all’interno e tra le popolazioni. Agli esordi di questa disciplina scientifica, pochissimi dati empirici 
erano disponibili per essere analizzati, perciò i primi genetisti di popolazione si occupavano di 
sviluppare predizioni teoriche da semplici modelli popolazionistici per poi compararle con le scarse 
informazioni genetiche presenti all’epoca. In seguito, con l’avvento e lo sviluppo delle tecniche di 
PCR, la produzione di marcatori genetici non fu più un problema, e le analisi descrittive di 
variabilità genetica come PCA, AMOVA e autocorrelazione spaziale furono ampiamente usate per 
descrivere i pattern di variabilità genetica osservati e iniziare a confrontare ipotesi evolutive. Più 
recentemente, l’incremento prestazionale dei personal computer e lo sviluppo della teoria 
Coalescente, hanno premesso lo sviluppo di una metodologia statistica chiamata ABC 
(Approximated Bayesian Computation, Beaumont et al. 2002) con la quale, per la prima volta, si 
sono potuti analizzare modelli demografici complessi (e quindi realistici) utilizzando la grande 
abbondanza di dati genetici disponibili. L’idea alla base di questa tecnica, prevede la simulazione di 
milioni di genealogie secondo diversi modelli di evoluzione e diversi parametri associati al modello, 
in seguito le simulazioni che hanno prodotto dati di variabilità genetica (riassunti da statistiche 
descrittive, SuSt da qui in poi) molto vicine ai dati osservati vengono conservate e studiate. I 
parametri demografici associati a queste simulazioni successivamente andranno a formare, dopo 
opportuni aggiustamenti, le distribuzioni a posteriori che verranno studiate nel dettaglio. La grande 
flessibilità di questa tecnica, nella sua versione bayesiana, permette di stimare le distribuzioni a 
posteriori dei parametri di interesse, il confronto tra modelli di evoluzione e la stima quantitativa 
della qualità dei risultati. Purtroppo, anche se alcuni pacchetti software sono disponibili, l’ABC non 
è semplice da essere utilizzata. L’utente è chiamato ad applicare con attenzione ogni fase prevista 
dall’ABC dato che un consenso generale su come procedere non è stato ancora raggiunto e, inoltre, 
deve eseguire un controllo della qualità dei risultati finali ottenuti. In conclusione, l’ABC è 
un’analisi dispendiosa dal punto di vista computazionale e piuttosto complicata da applicare, ma 
molto flessibile e potente. In questa review sono state descritte e commentate le fasi previste 
dall’ABC, sono stati analizzati alcuni delle applicazioni principali dell’ABC e sono stati forniti 




Origini storiche e la definizione formale di ABC 
La prima applicazione dell’idea alla base dell’ABC si trova in due lavori pubblicati nel 1997 
(Fu e Li 1997; Tavare et al. 1997), dove gli autori stimarono la distribuzione a posteriori dell’età 
dell’antenato comune più recente (TMRCA) degli individui di una popolazione, partendo da dati 
genetici. Gli autori proposero di eseguire numerose simulazioni dal modello demografico 
considerato e di stimare la distribuzione del TMRCA da quelle con un indice di variabilità genetica 
uguale a quello osservato nel campione. Questi due lavori possono essere considerati i capostipiti di 
questa tecnica perché Fu e Li (1997) suggerirono un metodo in teoria estendibile a qualsiasi 
modello demografico, mentre Tavare et al. (1997) ebbero il merito di introdurre la componente 
bayesiana nell’analisi, un aspetto fondamentale nell’ABC moderno. In seguito, Weiss e von 
Haeseler  (1998) proposero di usare più di una SuSt per la stima dei parametri demografici e l’idea 
che anche le simulazioni che non producevano valori di variabilità genetica uguale (ma molto 
vicina) potevano essere utilizzate nell’analisi. Inoltre, per la prima volta in questo lavoro, l’ABC 
venne utilizzato anche per confrontare diversi modelli demografici, idea che poi fu meglio 
formalizzata ed estesa da Pritchard et al. (1999) con la piena integrazione della componente 
bayesiana nell’ABC. Da questo momento, questa tecnica si diffuse molto velocemente grazie al 
fatto che la stima dei parametri demografici di un modello poteva essere effettuata senza dover 
conoscere la funzione di likelihood del modello, ma semplicemente approssimandola in modo 
empirico attraverso l’uso delle simulazioni. Infatti, quando i dati genetici sono sostituiti da SuSt, la 
distribuzione a posteriori ricostruita è P(θ|ρ(SuStSIM,SuSt)≤ε), dove ρ è una qualsiasi misura di 
distanza tra le SuSt simulate ed osservate e ε è una soglia arbitraria. Per ε->0 (e se SuSt è 
sufficiente) la distribuzione approssimata coincide con P(θ|D), perciò per piccoli valori di ε si 
raggiunge un buon rapporto tra accuratezza ed efficienza. Beaumont et al. (2002) ebbero il merito di 
formalizzare e generalizzare l’ABC. Il miglioramento principale che proposero, fu quello di usare 
una modello di regressione lineare pesata per descrivere la relazione tra i parametri associati alle 
simulazioni con minore distanza dai dati osservati e le SuSt calcolate. L’idea fu quella di modificare 
il valore dei parametri in modo da riprodurre il caso in cui tutte le SuSt associate ai parametri 
fossero uguali a quelle osservate nei dati reali. Questa fase, introdusse una miglioria sia nella stima 
dei parametri, sia nell’efficienza del metodo in generale, di fatto riducendo il numero di simulazioni 
da eseguire potendo usare valori di ε maggiori. In seguito sono state proposte modifiche di singole 
parti della metodologia (ad esempio l’approccio GLM di Leuenberger e Wegmann 2010) o 
modifiche più radicali dell’algoritmo di approssimazione come l’approccio MCMC (Marjoram et al. 
2003) o “Sequential Monte Carlo” (Doucet et al. 2001). 
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ABC in nove fasi 
In questa review è stato esteso e generalizzato lo schema delle diverse fasi necessarie per 
compiere un’analisi ABC completa. Lo schema (Figura3.1) si compone di nove parti principali, per 
le quali segue una breve descrizione. 
Fase1: il modello demografico 
La storia e la demografia delle popolazioni da analizzare, e dai loro parametri associati, 
devono essere specificati insieme ai parametri genetici dei loci analizzati. In questa fase si possono 
definire modelli di evoluzione delle popolazioni complicati a piacimento, inserendo anche 
popolazioni non campionate ed eventi demografici come riduzioni, espansioni, estinzioni o 
traslocazioni. L’unico limite è la capacità dei simulatori di riprodurre il modello. 
Fase2: l’incorporazione dell’informazione a priori 
L’ABC è una metodologia di analisi bayesiana, perciò è possibile includere al suo interno le 
informazioni a priori disponibili sui modelli che devono essere studiati e sui loro parametri 
demografici. Queste informazioni sono utilizzate insieme a quelle contenute nei dati genetici per 
ottenere le distribuzioni a posteriori. Nella fase di simulazione, le distribuzioni a priori saranno 
disegnate (forma ed ampiezza della distribuzione) in modo da integrare quanto di noto su ogni 
particolare parametro e anche la probabilità a priori di ogni modello viene assegnata in rapporto al 
numero di simulazioni fatte per ogni modello.  
Fase3: scelta delle statistiche descrittive (SuSt) 
La procedura dell’ABC nella sua totalità si basa sul confronto tra i dati genetici simulati e 
osservati. Questo confronto non è eseguito sui dati completi, ma su una serie di statistiche 
descrittive (SuSt) che ne riassumono l’informazione. Sfortunatamente, non si hanno informazioni su 
quante e quali statistiche debbano essere utilizzate in un’analisi. Quanto formalizzato nella 
descrizione dell’ABC è che le statistiche devono essere sufficienti, cioè portare a una distribuzione a 
posteriori identica a quella ottenibile usando i dati genetici completi. Questo principio è 
strettamente dipendente dal modello analizzato, dai suoi parametri e dai dati scelti, per cui alcune 
analisi sulla scelta delle statistiche devono, in generale, essere condotte.  
Fase4: la simulazione del modello/i 
Milioni di simulazioni dovrebbero essere prodotte per ognuno dei modelli definiti nella 
Fase1, ognuna delle quali ottenuta con una diversa combinazione di parametri estratta dalle 
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distribuzioni a priori scelte. Questa fase è quella che richiede il tempo di calcolo maggiore. I dataset 
generati di solito vengono archiviati in database di referenza, salvando solamente i valori dei 
parametri usati nella simulazione e le SuSt associate, calcolate sui dati completi. Il vantaggio 
dell’approccio standard dell’ABC è la possibilità di utilizzare questi database per la fase di 
inferenza dei dati osservati ma anche per ottenere dei dati pseudo-osservati, detti anche pods, che 
possono essere utilizzati per calcolare degli indici di qualità dell’analisi. In principio, simulatori in 
backward o in forward possono essere utilizzati in questa fase, ma a causa del numero di 
simulazioni da produrre, solo la prima tipologia sembra aver raggiunto l’efficienza richiesta in 
termini di velocità. 
Fase5: filtro delle simulazioni 
Una simulazione viene “selezionata” quando la distanza (scelta a piacere) multivariata tra le 
SuSt osservate e simulate è al di sotto di un certo valore soglia. In genere, la distanza Euclidea viene 
comunemente usata come misura di distanza e solo una piccola parte (in genere dall’1 al 3% del 
totale) delle simulazioni più vicine all’osservato viene selezionata. Il valore della soglia è scelto in 
maniera arbitraria e deve perciò essere validato per verificare la robustezza delle stime al variare 
della soglia o utilizzando i pods. 
Fase6: scelta del modello 
L’ABC permette di confrontare ipotesi differenti sull’evoluzione di un processo attraverso 
l’assegnazione, ad ognuna di queste, di una probabilità a posteriori. Anche in questo caso, 
informazioni a priori in possesso dell’utente possono essere introdotte nell’analisi, in particolare, 
variando il numero di simulazioni prodotte secondo ognuno dei modelli, dove un maggior numero 
di simulaizoi corrisponde ad un maggior supporto a priori. La probabilità a posteriori di un modello 
è informativa di quanto i dati supportino ogni particolare modello, e sommando ad uno, permette il 
confronto tra loro. Questa probabilità può essere calcolata in diversi modi: stimata dalla frazione di 
simulazioni generate da ciascun modello nell’insieme delle simulazioni selezionate (Pritchard et al. 
1999); eseguendo una regressione logistica multinomiale pesata (Beaumont 2008) sulle simulazioni 
selezionate tra tutti i modelli, e dove la variabile risposta è una variabile categorica indicatrice del 
modello, le variabili esplicative sono le SuSt delle simulazioni e i pesi sono attribuiti sulla base 
della distanza tra le SuSt simulate ed osservate; attraverso l’uso di un General Linear Model 
(Leuenberger e Wegmann 2010). Il Bayes Factor, un’altra misura per riassumere le evidenze in 




Fase7: il controllo della qualità nella scelta del modello 
L’ABC, nel suo insieme, può essere utilizzata per studiare la robustezza dell’intero apparato 
di scelta del modello. Pods simulati secondo precise combinazioni di parametri e modelli 
demografici possono essere utilizzati per valutare l’errore nella scelta del modello migliore. 
L’errore di I e II tipo può essere calcolato usando i vari modelli, di volta in volta, come ipotesi nulla 
o alternativa e registrando il supporto attribuito dall’ABC nei vari casi. Queste misure si possono 
rivelare estremamente utili per valutare quanto essere confidenti nel supportare i risultati ottenuti. 
Inoltre, è possibile utilizzare i pods per calcolare media e varianza delle probabilità a posteriori di 
ogni modello o ragionare sugli intervalli di credibilità dei modelli per avere un quadro generale 
sulle performance della fase di scelta del modello nella sua totalità 
Fase8: stima dei parametri 
L’ABC permette di ottenere le distribuzioni a posteriori dei parametri associati al modello 
oggetto di studio. Una volta selezionate le simulazioni che producono i dati genetici più vicini a 
quelli osservati, i parametri che hanno prodotto quelle simulazioni vengono comunemente 
modificati attraverso una regressione lineare pesata per la distanza tra le SuSt simulate e osservate. I 
parametri vengono modificati in modo da riprodurre il caso in cui tutte le tutte le SuSt coincidano 
con i valori osservati, ed è stato dimostrato che questa fase non solo aumenta la precisione della 
stima ma permette di usare valori di soglia più permissivi, che si traduce nel vantaggio di dover 
produrre meno simulazioni. Più recentemente è stato proposto da Leuenberger e Wegmann (2010) 
di utilizzare un General Linear Model per descrivere la relazione tra le SuSt selezionate e i 
parametri associati, ed ottenere le distribuzioni a posteriori per ogni parametro. Generalmente, la 
media, moda e mediana sono utilizzate come stimatori puntuali delle distribuzioni a posteriori, 
anche se non esiste accordo su quale sia lo stimatore con minor bias e varianza, e l”High posterior 
density interval” (analogo bayesiano dell’intervallo di confidenza) come misura di confidenza della 
stima. 
Fase9: controllo di qualità del modello e della stima dei parametri 
Oltre che per la scelta del modello, l’ABC permette di valutare la qualità delle stime 
ottenute. Un prima misura di qualità è la proporzione della varianza dei parametri spiegata dalle 
SuSt calcolate. Se questa misura, chiamata comunemente coefficiente di determinazione, è piccola, 
allora è difficile immaginare di poter stimare in maniera accurata le distribuzioni a posteriori dei 
parametri. Per valutare meglio la qualità delle stime, vengono impiegati nuovamente i pods. Le 
stime puntuali ottenute per ogni parametro sono utilizzate per generare un certo numero di 
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simulazioni, che saranno a loro volta utilizzate come dati osservati per la stima dei parametri. In 
questo modo, conoscendo i parametri reali che dovrebbero essere stimati, è possibile calcolare 
numerosi indici di qualità della stima. Inoltre, è possibile eseguire un Posterior predictive test 
(Gelman et al. 2003) per verificare quanto la combinazione di uno specifico modello e la stima dei 
parametri associati riesca a riprodurre i dati genetici osservati. Quest’ultima analisi può essere 
eseguita considernado le SuSt nel loro insieme o analizzando ogni singola SuSt in modo da 
identificare quali non siano riprodotte correttamente. 
 
Applicazioni 
In questa review sono riassunte le informazioni su 107 articoli pubblicati, dove l’ABC viene 
applicata dal 1997 al 2010, indicando quali sono stati gli organismi oggetto di studio, i marcatori 
genetici più usati, gli approcci più utilizzati per la scelta del modello e per la stima dei parametri, e 
infine, le 152 distribuzioni a priori e a posteriori dei parametri stimati in 14 lavori sono state 
utilizzate per verificare come attraverso l’ABC sia diminuita l’incertezza su parametri importanti 
riguardanti le specie oggetto di studio. 
 
Conclusioni 
L’Approximate Bayesian Computation ha il potenziale per diventare uno strumento standard 
per l’analisi di modelli demografici complessi applicati a dati genetici. In questa review sono stati 
descritti gli aspetti teorici e tecnici riguardanti questa metodologia insieme ai vantaggi e agli 
svantaggi che la sua applicazione comporta. Uno dei vantaggi principali è quello di permettere 
l’inferenza anche quando la likelihood del modello non è conosciuta ed è perciò possibile analizzare 
modelli realistici di evoluzione delle popolazioni intrattabili con metodi tradizionali basati sulla 
likelihood. Una volta eseguita l’analisi, è possibile inoltre eseguire una serie di controlli per valutare 
la qualità del processo inferenziale con un limitato dispendio aggiuntivo di risorse computazionali. 
Il fatto di dover controllare se l’analisi produce dei risultati credibili viene bilanciata dalla 
possibilità di riutilizzare le simulazioni salvate nel database di referenza, che in teoria potrebbero 
essere condivise tra gli utenti in modo da diminuire maggiormente il tempo complessivo per 
l’analisi dei dati genetici di una specie. Uno degli svantaggi di questa metodologia è che non esiste 
un singolo software, in grado di eseguire tutte le fasi richieste dall’ABC, che si adatti a qualsiasi 
caso specifico. Tuttavia, sono disponibili diversi strumenti che se combinati in una pipeline, 
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possono formare uno strumento adatto all’analisi di potenzialmente qualsiasi tipo di modello 
demografico e dato genetico. Non bisogna però dimenticare che l’ABC è un metodo approssimato 
per definizione, il cui livello avrebbe bisogno di essere studiato nel dettaglio rispetto a metodi basati 
sulla likelihood. Purtroppo, questo confronto sarebbe possibile soltanto per modelli dove questa 
quantità è derivabile, cioè escludendo la quasi totalità dei modelli definiti come “complessi”. 
Fortunatamente, l’ABC è in grado di auto valutare la qualità della sua inferenza rendendo di fatto 
possibile l’analisi di quei modelli non analizzabili con altri metodi. Quando si decide di utilizzare 
l’ABC, oltre al tempo necessario alla produzione del database di referenza, una parte di tempo va 
investita nella definizione dei modelli e nell’ottimizzare ognuna delle fasi d’analisi, come ad 
esempio la scelta delle SuSt, la soglia da utilizzare, e il numero di simulazioni. Per questi motivi 
questa metodologia statistica richiede tempo e pazienza, ma la crescente capacità elaborativa e di 
archiviazione sta progressivamente riducendo il tempo necessario per la fase simulativa. Inoltre, 
alcuni metodi per ridurre il numero di simulazioni (ad esempio ABC con MCMC) sono in via di 























APPLICAZIONE NUMERO QUATTRO 
 
LA STORIA DEMOGRAFICA DEL GENERE CHIONODRACO, 





L’Oceano del Sud ospita molti dei più estremi habitat presenti sulla Terra, e contiene al suo 
interno una fauna estremamente adattata al freddo, tra cui 129 specie di pesci perciformi 
appartenenti al sottordine dei Notothenioidei (Eastman 2005). La maggior parte dei Notothenioidei 
sono endemici delle acque antartiche, e hanno come areale di distribuzione le aree costiere ad alta 
latitudine, dove sono superiori in termini di abbondanza di specie e biomassa (Eastman e McCune 
2000). Recentemente, è stata proposta un’ipotesi temporale, secondo la quale la notevole 
diversificazione ecologica e filogenetica che si osserva oggi nelle acque Antartiche si sia formata 
almeno 10 milioni di anni dopo l’origine dei Notothenioidei antartici, durante gli eventi glaciali nel 
tardo Miocene (11.6-5.3 milioni di anni fa). Questa teoria sottolinea quindi il ruolo fondamentale 
della diminuzione della temperatura, e dei cicli glaciali, nel creare le condizioni ecologiche 
necessarie alla speciazione (Near et al. 2011). All’interno del sottordine, la famiglia dei 
Channichthyidae è composta da 11 generi, la maggior parte dei quali monospecifici, con un totale 
di 16 specie conosciute. Una delle poche eccezioni è rappresentata dal genere Chionodraco, per il 
quale tre specie sono state descritte: Chionodraco hamatus, Chionodraco myersi, e Chionodraco 
rastrospinosus (Eastman e Eakin 2000). Le tre specie mostrano una morfologia estremamente 
simile, sebbene l’analisi del DNA mitocondriale indichi la presenza di tre gruppi monofiletici 
distinti (Patarnello et al. 2003). In accordo con quanto osservato per gli altri gruppi di specie 
antartiche, è stato ipotizzato che la periodica espansione dello strato di ghiaccio abbia promosso 
eventi di speciazione allopatrica, o di estinzione, come conseguenza della variazione nella 
disponibilità degli habitat (Janko et al. 2011), ma successivamente, il progressivo scioglimento dei 
ghiacci possa aver favorito eventi di ibridazione inter-specifica (Stelkens et al. 2010).  
I metodi per l’inferenza demografica basati sulla likelihood, sono attualmente uno dei più 
sofisticati strumenti per studiare la storia demografica di una o più popolazioni. Partendo da un 
campione di DNA, è possibile, ad esempio, studiare se una popolazione ha avuto un singolo 
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aumento o riduzione della dimensione effettiva (MSVAR, Beaumont 1999) o ricostruire com’è 
variata la sua dimensione effettiva nel tempo (Skyline Plot, Drummond et al. 2005). Anche nel caso 
di popolazioni multiple, è possibile studiarne la storia demografica, analizzando nel dettaglio gli 
eventi di divergenza (IM, Hey 2010) o i tassi di migrazione (MIGRATE, Beerli e Felsenstein 2001). 
Ogni metodologia ha alla base un modello demografico e un modello mutazionale, che regolano 
rispettivamente l’evoluzione delle popolazioni nel tempo e l’evoluzione dei dati genetici. Una 
caratteristica fondamentale di queste metodologie è che la likelihood del modello (demografico + 
mutazionale) deve essere conosciuta, di fatto escludendone l’applicabilità  se si vuole studiare un 
complesso modello (e quindi realistico) di evoluzione influenzato dai cicli glaciali nelle tre specie 
del genere Chionodraco. L’Approximate Bayesian Computation (ABC, Beaumont et al. 2002) è 
una metodologia statistica che permette di evitare le limitazioni imposte dal calcolo della likelihood 
e di ottenere precise stime di parametri demografici utilizzando realistici modelli di evoluzione 
(Fagundes et al. 2007; Neuenschwander et al. 2008). Inoltre, è stata precedentemente utilizzata con 
successo in numerosi studi per verificare in che modo eventi climatici come le glaciazioni abbiano 
modificato il pattern di variabilità genetica di specie animali (Neuenschwander et al. 2008; Row et 
al. 2011; Sjodin et al. 2012) e vegetali (Francois et al. 2008; Holliday et al. 2010). 
Lo scopo di questo studio è di analizzare, utilizzando l’ABC, l’intensità di possibili eventi 
d’ibridazione, e la loro durata temporale, all’interno del genere Chionodraco. I campioni sono stati 
raccolti tra il 1989 e il 2007 dal professor Lorenzo Zane e tipizzati geneticamente nel suo gruppo di 
ricerca all’Università di Padova. In questo lavoro sono stati confrontati diversi scenari evolutivi che 
si differenziano per l’effetto dei due periodi interglaciali più recenti, l’Olocene e l’Eemiano e, i 
parametri demografici principali come le dimensioni effettive delle popolazioni e i tassi di 










4.2 MATERIALI E METODI 
I campioni e i marcatori genetici 
I campioni dalle popolazioni di C. hamatus, C. myersi and C. rastrospinosus, sono stati 
raccolti tra il 1989 e il 2007 in quattro regioni geografiche antatiche: il Mare di Weddell, il Mare di 
Ross (Baia Terranova) e la Penisola Antartica (Isola Elephant e Isola Joinville, Tabella4.1). Gli 
esemplari sono stati in seguito assegnati a una delle tre specie sulla base dei caratteri mofologici 
seguendo le indicazioni fornita da Fisher & Hureau (1985). Otto microsatelliti sono stati isolati e 
tipizzati geneticamente in totale di 108 campioni (37 per C. myersi, 39 per C. rastrospinosus and 32 
per C. hamatus). 
Tabella4.2: Dimensioni e luogo di origine delle popolazioni campionate. 
Specie Luogo di campionamento Numero di esemplari 
C. hamatus 
Mare di Weddell 9 
Mare di Ross (Baia Terranova) 23 
C. myersi 
Mare di Ross (Baia Terranova) 27 
Mare di Weddell 10 
C. rastrospinosus 
Isola Elephant 19 
Isola Joinville 20 
 
 
Approximate Bayesian Computation (ABC) 
L’approccio ABC standard, implementato nel software ABCtoolbox (Wegmann et al. 2010) 
ed integrato con script per l’ambiente statistico R (R Development Core Team 2010), è stato 
utilizzato per stimare la probabilità a posteriori di cinque differenti scenari evolutivi del genere 
Chionodraco e per ricostruirne poi le distribuzioni a posteriori dei parametri demografici. L’ABC 
sta diventando nel corso degli anni una metodologia standard per l’analisi di modelli complessi 
dove il calcolo della likelihood non è possibile. Nella sua versione standard, questo metodo prevede 
la generazione di un grande numero di simulazioni genetiche con le stesse caratteristiche del 
campione reale da analizzare (tipo di marcatore e numero di individui), da ogni modello 
demografico definito . In ogni simulazione, i parametri demografici sono estratti da opportune 
distribuzioni a priori e un certo numero di statistiche descrittive sono in seguito calcolate sui 
campioni simulati. Le simulazioni originate da tutti i modelli demografici che producono la minima 
differenza tra le statistiche descrittive calcolate sulle simulazioni e sui dati osservati vengono 
utilizzate per inferire le probabilità dei modelli e stimare i parametri demografici. Per la definizione 
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formale del metodo e per la descrizione approfondita di ogni sua parte, si veda il capitolo 
“Applicazione tre” di questa tesi. 
I modelli demografici simulati 
Le simulazioni coalescenti sono state prodotte utilizzando il modulo simulativo contenuto in 
ABCtoolbox costituito dal software Simcoal2 (referenza). La definizione di un modello 
demografico e un modello mutazionale è necessaria per la fase simulativa. Il primo viene utilizzato 
per descrivere come le popolazioni si evolvono nel tempo, specificando in ogni istante temporale 
quale siano le dimensioni delle popolazioni ed eventuali eventi che ne influenzino la demografia 
come riduzioni improvvise o eventi migratori. Il secondo invece descrive la frequenza, e le 
caratteristiche associate, delle mutazioni nelle popolazioni. Per descrivere l’evoluzione del genere 
Chionodraco sono stati definiti cinque scenari demografici, descritti graficamente in Figura4.1 con i 
parametri associati. Tutti i modelli condividono la sequenza di divergenza tra le specie (C. 
myersy,(C. rastrospinosus, C. hamatus)), ma ognuno è caratterizzato da una differente storia 
migratoria. La linea evolutiva di C. myersi proviene dal primo evento di divergenza, fissato a 2 
milioni di anni fa, mentre, la divergenza tra C. rastrospinosus e C. hamatus è stata fissata a 1.8 
milioni. Questi tempi, stimati da Near et al. (2011), sono stati fissati in modo da ridurre il numero 
complessivo di parametri liberi di ogni modello, e anche perchè i microsatelliti non sono altamente 
informativi per le ricostruzioni filogenetiche. Ogni modello è caratterizzato da cinque dimensioni 
effettive: una per ogni popolazione moderna (C. myersi (N1),C.rastrospinosus (N2),e C. hamatus 
(N3)), una per la popolazione ancestrale di C. rastrospinosus e C. hamatus (NA1), e una per la 
popolazione ancestrale di tutte e tre le specie (NA2). Nel modello M1 si assume il completo 
isolamento tra le specie, ciòe non sia mai avvenuto nessun evento di ibridazione tra le specie. Al 
contrario, nel modello M2, è stata simulato un livello costante di migrazione di individui tra le 
specie in modo da riprodurre il caso in cui l’ibridazione sia avvenuta ma non sia stata influenzata da 
nessun evento climatico. Nei modelli M3 e M4, la migrazione è stata resa possibile solo in uno nei 
due periodi interglaciali più recenti: il periodo Eemiano, tra i 110 000 e i 130 000 anni fa, e il 
periodo Olocenico da 10 000 anni fa ad oggi (Ivy-Ochs et al. 2008). Il modello M5 è una semplice 
combinazione di M3 ed M4, e dove perciò individui migranti possono essere scambiati nelle due 
finestre temporali interglaciali. Gli ultimi tre modelli (M3, M4, M5) sono stati realizzati in modo da 
studiare l’impatto degli ultimi due cicli glaciali sulle dinamiche demografiche delle tre specie. Un 
tempo di generazione di 6 anni (La Mesa e Vacchi 2001; La Mesa e Ashford 2008) è stato utilizzato 
per scalare tutti i tempi all’interno dei modelli, come documentato per il genere Chionodraco 
(inserire referenza). Il Generalized Stepwise Mutation Model (GSM, Estoup et al. 2002) è stato 
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utilizzato come modello mutaizonale per generare la variabilità genetica agli 8 loci microsatelliti. 
Questo modello oltre a regolare la frequenza con cui un microsatellite muta nel tempo, introduce un 
parametro aggiuntivo P che specifica il numero di ripetizioni inserite o eliminate da ogni evento 
mutazionale. Recentemente, sono state sollevate alcune critiche sulla capacità dell’ABC di poter 
discriminare tra modelli annidati (Templeton 2009; Templeton 2010), cioè quando un modello è un 
caso specifico di un modello più generale, per cui, per sicurezza, è stato deciso di evitare questa 
situazione. Tutti e cinque i modelli non sono annidati grazie alle distribuzioni a priori assegnate a 
ogni modello. Ad esempio il modello M1 sarebbe uguale al modello M2 nel caso specifico in cui i 
tassi migrazione tra le specie di M2 fossero uguali a 0. Escludere il valore di 0 dalle distribuzioni a 
priori (ad es Log-uniforme 10
-8
 – 10-2) dei tassi di migrazione è stato dunque sufficiente per evitare 
di incorrere in modelli annidati. 
 
Figura4.1: Gli scenari demografici analizzati con le loro probabilità a posteriori stimate secondo i tre differenti 
approcci. Le frecce nere corrispondono ai flussi migratori tra le specie C. myersi (Ne_M), C. rastrospinosus (Ne_R) 
and C. hamatus (Ne_H). I periodi interglaciali Olocenico (H) ed Eemiano (E) sono evidenziati in grigio.  
 92 
 
Distribuzioni a priori 
Le distribuzioni a priori dei parametri di ogni modello sono state definite sulla base delle 
informazioni presenti in letteratura.  A tutte le dimensioni effettive, moderne e ancestrali, è stata 
associata una distribuzione a priori uniforme nell’intervallo tra 250 e 20 000 individui diploidi (da 
500 a 40 000 cromosomi), sulla base di precedenti stime effettuate in Chaenocephalus aceratus 
(Papetti et al. 2009), appartenente alla stessa famiglia del genere Chionodraco. Anche i tassi di 
migrazione condividono lo stesso tipo di distribuzione a priori. La probabilità che un individuo 
migri in un’altra popolazione è stata estratta da una distribuzione log-uniforme tra 10-8 a 10-2. In 
questo modo, vengono favoriti bassi livelli di ibridazione, come plausibile quando si tratta di specie, 
ma allo stesso tempo sono possibili eventi di più grande impatto con minore probabilità.  Per 
regolare il tasso di mutazione è stato seguito l’approccio a hyper-prior usato da Excoffier et al. 
(2005) e Neuenschwander et al. (2008). Per pima cosa è stata estratta la media del tasso di 
mutazione µ tra i loci da una distribuzione Normale, con media 5x10
-4
 e varianza 1.3x10
-4
, limitata 
nell’intervallo tra 10-7 e 10-3. In seguito, i tassi di mutazione locus specifici sono stati estratti da una 
distribuzione Gamma con media µ e parametro di forma uguale a 2 (Excoffier et al. 2005; 
Neuenschwander et al. 2008; Guillemaud et al. 2010). Infine, lo stesso approccio è stato utilizzato 
per il parametro P che regola la distribuzione geometrica del numero di ripetizioni che un evento 
mutazionale può inserire o togliere ad un microsatellite. La media di P è stata estratta da una 
distribuzione uniforme nell’intervallo tra 0 e 0.8, mentre i valori locus specifici di P da una 
distribuzione Beta(a,b) dove a = 0.5+199P e b = (1-P)/P (Excoffier et al. 2005; Neuenschwander et 









Tabella4.3: Distribuzioni a priori dei parametri demografici. N: dimensioni effettive (in numero di cromosomi) delle 
tre specie (1=C. myersi; 2=C. rastrospinosus; 3=C.hamatus) e delle popolazioni ancestrali (A1 e A2); m: tassi di 
migrazioni tra coppie di specie, dove E e H si riferiscono ai periodi interglaciali Eemiano e Olocenico; µ: tasso di 
mutazione medio; P: media della parametro che regola la distribuzione geometrica nel modello mutazionale; IR: 
irrilevante. 
Parametro Distribuzione Media Moda Quantili 
    Min. 5,00% 50,00% 95,00% Max. 
N1 Uniforme 19 750 IR 500 2 475 20 250 38 025 40 000 
N2 Uniforme 19 750 IR 500 2 475 20 250 38 025 40 000 
N3 Uniforme 19 750 IR 500 2 475 20 250 38 025 40 000 
NA1 Uniforme 19 750 IR 500 2 475 20 250 38 025 40 000 
NA2 Uniforme 19 750 IR 500 2 475 20 250 38 025 40 000 
µ Normale 5x10
-4
 5x10-4 10-7 3x10-4 5x10-4 7x10-4 10-3 
P Uniforme 0.40 IR 0.00 0.04 0.40 0.76 0.80 
mE12 Log-uniforme 7.2x10
-4
 10-8 10-8 2.0x10-8 10-5 5.0x10-3 10-2 
mE13 Log-uniforme 7.2x10
-4
 10-8 10-8 2.0x10-8 10-5 5.0x10-3 10-2 
mE23 Log-uniforme 7.2x10
-4
 10-8 10-8 2.0x10-8 10-5 5.0x10-3 10-2 
mH12 Log-uniforme 7.2x10
-4
 10-8 10-8 2.0x10-8 10-5 5.0x10-3 10-2 
mH13 Log-uniforme 7.2x10
-4
 10-8 10-8 2.0x10-8 10-5 5.0x10-3 10-2 
mH23 Log-uniforme 7.2x10
-4
 10-8 10-8 2.0x10-8 10-5 5.0x10-3 10-2 
         
 
Le statistiche descrittive utilizzate. 
Nel framework dell’ABC, la likelihood è approssimata dalla distanza euclidea tra un insieme 
di statistiche calcolate sia sui dati simulati sia e su quelli reali. La scelta di queste statistiche è di 
fondamentale importanza per soddisfare la proprietà di sufficienza necessaria per raggiungere una 
buona approssimazione della likelihood. Sebbene alcuni metodi esistano per selezionare l’insieme 
di statistiche migliore (Joyce e Marjoram 2008; Nunes e Balding 2010), spesso sono troppo 
intensivi dal punto di vista computazionale e inoltre non assicurano che il set di statistiche sia 
“sufficiente”. Un insieme di 29 statistiche descrittive indipendenti è stato calcolato sui dati osservati 
e simulati: la media e la deviazione standard dell’eterozigosità (Nei 1987) e del range allelico tra i 
loci, sono state utilizzate per descrivere il livello di variabilità interna alle specie, mentre la media di 
FST (Cockerham e Weir 1984), e un insieme di statistiche sul numero di alleli condivisi e non 
condivisi tra le specie, è stata utilizzata per riassumere la variabilità tra le specie. Il numero di alleli 
e la statistica M (Garza e Williamson 2001; Excoffier et al. 2005), due statistiche normalmente 
usate nell’analisi dei microsatelliti, sono state escluse dall’insieme delle statistiche descrittive in 
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quanto completamente correlate con le 29 statistiche definite in precedenza. In Tabella4.3 sono 
riportati i valori delle statistiche calcolate sul campione osservato con Arlequin3.5.1(Excoffier e 
Lischer 2010). 
 
Le probabilità dei modelli e la stima dei parametri 
Un milione di simulazioni sono state prodotte per ognuno dei cinque modelli demografici e 
la probabilità a posteriori di ognuno è stata calcolata mediante tre metodi differenti (vedi il capitolo 
“Applicazione tre” per maggiori dettagli sui primi due metodi). L’approccio diretto (REJ) (Pritchard 
et al. 1999), consiste nel calcolare la frazione di simulazioni appartenenti a ciascun modello 
all’interno dell’insieme delle 100 simulazioni che producono i dati più simili a quelli osservati. Il 
secondo approccio, introdotto da Beaumont (2008), consiste nell’utilizzare un modello di 
regressione logistica multinomiale pesata dove le variabili esplicative sono le simulazioni che hanno 
prodotto dati simili all’osservato e la variabile risposta è l’indicatore del modello di appartenenza di 
ogni simulazione. La regressione poi è pesata per la distanza di ogni simulazione dai dati osservati. 
Le migliori 50 000 simulazioni tra tutti i modelli sono state selezionate per questo calcolo. Il terzo 
metodo, proposto inizialmene da Fagundes et al. 2007ed esteso successivamente da Veeramah et al. 
2011, prevede un aggiustamento delle probabilità a posteriori calcolate precedentemente con la 
regressione logistica multinomiale (R-ADJ). Dato un set di probabilità a posteriori osservate xi…xn 
(ad es quelle calcolate con il secondo approccio sui dati reali), è possibile calcolare la probabilità 
che un modello, MA, sia il modello corretto tra tutti i Mi…n modelli:  
   (            |         )




Per ognuno dei modelli, Mi, è stato stimato    (            |         ) 
generando 100 dataset pseudo osservati dal modello e stimando la densità multinomiale nel punto 
xi…xn utilizzando un kernel Gaussiano multidimensionale.  Il bandwidth h necessario per il calcolo 
della densità è stato fissato ed uguale in tutte le dimensioni. Sebbene quest’approccio non sia 
ottimale (h dovrebbe essere stimato per ognuna delle dimensioni), è stato necessario a causa 
dell’eccessiva complessità del calcolo. Tuttavia, il bandwidth è stato variato nell’intervallo 0.05 – 
0.3 per verificare la stabilità delle probabilità a posteriori al variare di h. Infine, per i primi due 
approcci ogni probabilità è stata ricalcolata variando il numero di simulazioni selezionate in modo 
da verificare l’influenza della soglia usata sulla stima della probabilità a posteriori. Per il metodo 
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diretto (REJ) sono state usate 100, 200 e 500 simulazioni mentre 20 000, 50 000 e 75 000 per il 
metodo basato sulla regressione logistica multinomiale.    
Una volta identificato il modello migliore, la stima delle distribuzioni a posteriori dei suoi 
parametri demografici è stata eseguita selezionando le migliori 2 000 simulazioni (minore distanza 
dall’osservato) e applicando una regressione lineare locale pesata tra il parametri e le statistiche 
descrittive, associati alle simulazioni migliori. L’introduzione di questo aggiustamento, è stato 
dimostrato produrre migliori distribuzioni a posteriori (Beaumont et al. 2002). Purtroppo, questa 
fase può portare un parametro a uscire dall’intervallo della prior, per cui è stato deciso di applicare 
la trasformazione logtan ai parametri prima della fase di regressione (Hamilton et al. 2005) in modo 
da far rispettare ad ogni parametro l’intervallo della prior. I parametri sono stati successivamente 
ritrasformati nella scala originale dopo la regressione ed è stata calcolata la mediana e l’intervallo di 
credibilità (HPD) al 95% per caratterizzare ogni distribuzione a posteriori stimata. 
Per la fase di scelta del modello e per la stima dei parametri, sono stati utilizzate le funzioni 
di R rese disponibli da Mark Beaumont (http://www.rubic.rdg.ac.uk/~mab/stuff/) e script 
appositamente sviluppati, eseguibili in R2.10 (R Development Core Team 2010).  
 
Analisi di Potenza dell’ABC nella scelta del modello 
Uno dei vantaggi dell’ABC consiste nella possibilità di verificare la robustezza dell’intero 
apparato inferenziale, investendo solamente una piccola quantità aggiuntiva di risorse di calcolo. 
Tramite l’utilizzo di pseudo dataset osservati (pods) è stato possibile calcolare la frazione di veri e 
falsi positivi associata ad ogni modello. 100 pods sono stati simulati, estraendo i valori dei 
parametri dalle distribuzioni a priori definite in precedenza, per ognuno dei modelli (M1-M5, 500 
pods in totale). Ogni pods è stato poi analizzato come se fosse un dataset reale e la probabilità a 
posteriori dei modelli è stata stimata secondo l’approccio diretto o la regressione logistica 
multinomiale (REJ, REG). Il terzo approccio (R-ADJ), non è stato preso in considerazione in questa 
fase perché contiene già al suo interno un aggiustamento proporzionale alla probabilità di 
commettere un errore nella scelta del modello basato su pods. Per ogni modello, ad esempio M1, il 
tasso di veri positivi è stato stimato come la proporizone di pods, simulati secondo M1, che lo 
supportano correttamente, mentre il tasso di falsi negativi come la frazione di pods, simulati con 
uno degli altri modelli (M2-M5), che però favoriscono M1. Due soglie decisionali di probabilità, 
0.7 e 0.5, sono state prese in considerazione per poter valutare quando un modello viene supportato 
dai dati. Una soglia di 0.5 significa, ad esempio, che un modello è il favorito quando la sua 
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probabilità a posteriori è uguale o maggiore a 0.5. Inoltre, questa analisi è stata estesa anche 
utilizzando una soglia relativa, dove il modello favorito è quello ad ottenere la probabilità a 
posteriori più alta rispetto agli altri.  
 
4.3 RISULTATI 
Variabilità genetica osservata del genere Chionodraco 
L’analisi dei 108 individui campionati indica la presenza di polimorfismo all’interno delle 
specie. C. rastrospinosus e C. hamatus mostrano valori medi di eterozigosità simili tra loro e 
leggermente superiori a C. myersy (Tabella4.3, H), anche se queste differenze si annullano se si 
tiene in considerazione la deviazione standard tra i loci. Anche il range allelico sembra essere 
piuttosto omogeneo all’interno dei gruppi, con l’unica eccezione rappresentata da C. rastrospinosus, 
dove il range di variazione sembra essere spostato su valori lievemente superiori rispetto alle altre 
due specie (Tabella4.3, R, specie 2). Come atteso, in accordo con la topologia di divergenza fissata 
nei modelli demografici, le specie più simili geneticamente sono C.rastrospinosus e C. hamatus, per 
le quali si osserva la minore distanza genetica (FST2-3=0.10, Tabella4.3) e un numero elevato di 
alleli condivisi (Cond2-3=9). La coppia di specie C. myersi - C. hamatus è la più divergente, 
mostrando il più alto valore di distanza genetica e il minor numero di alleli condivisi (FST=0.21, 
Cond=5, Tabella4.3), mentre, contro le attese, C. myersi e C. rastrospinosus sono caratterizzate da 
una bassa distanza genetica e dal più alto numero di alleli condivisi (FST=0.12, Cond=13, 
Tabella4.3). Questa ultima osservazione non sembra essere in accordo con quanto atteso dalla 
sequenza di divergenze supportata dal DNA mitocondriale (C. myersi equidistante da C. 
rastrospinosus e C. hamatus), suggerendo una possibile ibridazione tra queste due specie. 
Tabella4.4: statistiche di variabilità genetica intra e tra specie. I nomi delle specie sono abbreviati: 1=C. myersi, 2=C. 
rastrospinosus and 3=C. hamatus. H: eterozigosità; R: range allelico; Priv: allelli privati; Cond: alleli condivisi; FST: 
indice di differenziamento; ds: deviazione standard tra i loci. 
H  R  
Specie Media ds  Specie Media ds  
1 0.61 0.26  1 12.20 10.10  
2 0.71 0.21  2 16.20 10.60  
3 0.71 0.15  3 13.31 9.66  
        
Priv  Cond  FST 
Specie Totale ds  Specie Totale ds  Specie Media 
1 8 0.92  1+2+3 52 5.37  1-2 0.12 
2 18 1.48  1+2 13 2.00  1-3 0.21 
3 19 1.99  1+3 5 0.91  2-3 0.10 





Il modello demografico supportato dai dati 
Il modello senza migrazione (M1) viene fortemente sfavorito dall’analisi ABC (Tabella4.4). 
Questo modello infatti ottiene una probabilità uguale, o prossima, a 0 a seconda del metodo 
utilizzato ed indipendente dalla soglia. Anche il modello dove la migrazione è permessa solo nel 
periodo interglaciale Eemiano, ottiene scarso supporto, con probabilità che al massimo raggiungono 
lo 0.03 e sempre inferiori al modello migliore. Il metodo diretto (REJ) favorisce in maniera netta il 
modello di migrazione continua nel tempo tra le specie (M2), mentre il metodo della regressione 
(REG) supporta un modello demografico di complessità maggiore (M5), dove la migrazione 
avviene esclusivamente nei periodi interglaciali Eemiano e Olocenico (Tabella4.4). Quest’ultima 
evidenza (cioè che la migrazione sia avvenuta in corrispondenza dei periodi interglaciali) sembra 
essere confermata anche dal più sofisticato dei metodi di stima. In questo caso, la probabilità del 
modello M2, che veniva preferito dal metodo diretto, si abbassa a solo il 7%, mentre la probabilità 
del modello M5 sale al 58% (Tabella4.4, metodo R-ADJ). Inoltre, la probabilità associata al 
modello dove la migrazione è avvenuta solo in tempi recenti nel periodo interglaciale Olocenico 
(M4) è la seconda più alta fra tutti i modelli (32%), suggerendo che una migrazione recente 
(Olocenica) abbia influenzato il pattern di variabilità genetica maggiormente rispetto alla 
migrazione più antica precedente (Eemiana). Le probabilità calcolate secondo l’approccio R-ADJ 
sono risultate essere particolarmente stabili al variare di h (Figura4.4), confermando da credibilità 
dei valori calcolati (vedi materiali e metodi). Il numero di simulazioni utilizzate per definire la 
soglia di ogni approccio non sembra influenzare i risultati, infatti, le probabilità a posteriori 
rimangono stabili in ogni metodologia utilizzata. 
L’analisi del numero di veri e falsi positivi generati nella fase di scelta del modello, 
utilizzando pseudo dataset osservati generati secondo i diversi modelli, indica che la combinazione 
di statistiche descrittive e dell’approccio ABC impiegati hanno un potere sufficiente per identificare 
il modello corretto. Quando non si utilizzano soglie troppo elevate (ad esempio 0.7), il numero di 
veri positivi è sempre elevato mentre il frazione di falsi positivi è bassa o addirittura molto bassa 
(Tabella4.5). L’approccio della regressione logistica produce risultati più credibili in quasi tutti i 
casi analizzati rispetto al metodo diretto. Infatti, nel confronto tra i due approcci, la regressione 
logistica ottiene una frazione di veri postivi più elevata per tutte le combinazioni di modelli e soglie, 
ad esclusione del modello M1 (Tabella4.5) dove il metodo diretto sembra avere prestazioni 
leggermente superiori. Anche il numero di falsi positivi risulta essere lievemente minore rispetto 
all’altro metodo, confermando quanto atteso da studi comparativi precedenti (Beaumont 2008). Il 
modello M5, selezionato dall’ABC come modello migliore per descrivere l’evoluzione del genere 
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Chionodraco, è caratterizzato da una frazione di falsi positivi molto bassa: nei 400 dataset pseudo 
osservati simulati secondo i modelli M1, M2, M3 e M4 (100 dataset per ogni modello), il modello 
M5 è stato scelto erroneamente come modello migliore  solo nel 10% dei casi (M5, FP=0.10, 
Tabella4.5).    
Tabella4.5: probabilità a posteriori dei modelli calcolate secondo i tre approcci considerati. REJ: metodo diretto; 
REG: metodo della regressione logistica multinomiale; R-ADJ: metodo della regressione logistica multinomiale 
modificato secondo Veeramah et al 2011. I numeri tra parentesi indicano il numero di simulazioni impiegate nella 
stima della probabilità. 
 MODELLI 
 M1 M2 M3 M4 M5 
REJ (100) 0.000 0.810 0.020 0.020 0.150 
REJ (200) 0.000 0.820 0.020 0.035 0.125 
REJ (500) 0.000 0.810 0.018 0.052 0.120 
REG (20 000) 4.26x10-12 0.286 1.63x10-4 0.217 0.495 
REG (50 000) 6.67x10-10 0.294 1.67x10-4 0.257 0.448 
REG (75 000) 1.92x10-9 0.307 1.92x10-4 0.257 0.434 
R-ADJ (50 000) 0.000 0.070 0.030 0.320 0.580 
 
Tabella4.6: analisi di potenza della capacità dell’ABC di discriminare tra i modelli usando il metodo diretto (REJ) o la 
regressione logistica multinomiale (REG). Varie soglie decisionali sono state utilizzate (vedi materiali e metodi). VP: 
veri positivi; FP: falsi positivi. 
MODELLO SOGLIA REJ REG 
  VP FP VP FP 
M1 SR 0.97 0.23 0.91 0.09 
 0.5 0.91 0.10 0.82 0.06 
 0.7 0.55 0.02 0.49 0.03 
M2 SR 0.82 0.08 0.90 0.08 
 0.5 0.72 0.04 0.84 0.04 
 0.7 0.54 0.01 0.75 0.02 
M3 SR 0.65 0.12 0.69 0.13 
 0.5 0.48 0.05 0.57 0.06 
 0.7 0.14 0.00 0.24 0.01 
M4 SR 0.38 0.20 0.52 0.08 
 0.5 0.26 0.04 0.45 0.04 
 0.7 0.01 0.00 0.08 0.01 
M5 SR 0.46 0.19 0.55 0.10 
 0.5 0.30 0.05 0.43 0.05 
 0.7 0.00 0.00 0.04 0.01 
 
 
La stima dei parametri demografici 
In Tabella4.6 sono riportate le stime, e i relativi intervalli di credibilità, delle distribuzioni a 
posteriori di ogni parametro appartenente al modello M5 e in Figura4.2 e Figura4.3 sono 
rappresentate graficamente in confronto con la loro distribuzione a priori. Le dimensioni effettive 
moderne (N1, N2 e N3) sono ben stimate come confermato dai valori di R
2
 superiori al 60% e dalla 
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presenza di picchi nelle distribuzioni a posteriori (Tabella4.6 e Figura4.2). C. rastrospinosus e C. 
hamatus mostrano una dimensione effettiva molto simile, pari a circa 11 000 e 9 500 individui 
aploidi rispettivamente (usando come stimatore la mediana) e intervalli di credibilità che sebbene 
siano piuttosto larghi, non supportano comunque dimensioni effettive inferiori ai 2 500 – 3 500 
individui (Tabella4.6). La dimensione effettiva di C. myersi è la più piccola, con una stima di circa 
6 000 individui (HPD 732 – 15 326 ), cioè circa la metà rispetto alle altre due specie. Le dimensioni 
di popolazione antiche (NA1, NA2) non sono stimate correttamente, come suggerito dai valori 
estremamente bassi di R
2
 e dall’ispezione visiva della forma delle distribuzioni a posteriori. 
Sebbene il modello con una migrazione Eemiana seguita da una migrazione Olocenica (M5) sia 
chiaramente preferito rispetto al modello con solo una migrazione Olocenica (M4),  non sembra 
esserci abbastanza informazione nei dati per poter stimare i parametri della migrazione più antica. 
Infatti, i parametri mE12, mE13 e mE23, hanno le distribuzioni a posteriori molto sovrapposte con le 
distribuzioni a priori (Figura4.3) e valori di R
2
 bassi (Tabella4.6). I tassi di migrazione moderni 
invece mostrano un’elevata correlazione con le statistiche descrittive e perciò sono stati combinati 
con le dimensioni effettive moderne, che mostrano i secondi valori più elevati di R
2
, per 
massimizzare la capacità d’inferenza sugli eventi migratori recenti. Le tre dimensioni moderne (N1, 
N2 e N3) e i tre tassi di migrazione Olocenica (mH12, mH13 e mH23) sono stati utilizzati per calcolare 
tre parametri congiunti, mHij(Ni+Nj), corrispondenti al numero di migranti scambiati tra ogni coppia di 
specie per generazione (vedi Tabella4.6). In accordo con quanto indicato dai valori di distanza 
genetica tra le specie calcolati sui dati reali (Tabella4.3), C. myersi e C. hamatus mostrano il più 
basso livello di individui scambiati. Considerando la mediana della distribuzione a posteriori, il 
numero di migranti per generazione è di 1.95 individui diploidi (HPD 0 – 13.9). Valori più elevati 
sono stati stimati negli altri confronti, in particolare per la coppia C. myersi e C. rastrospinosus, 
dove il numero di individui scambiati per generazione è 11 (HPD 0 – 55.8). Le due specie più 
vicine, C. rastrospinosus e C. hamatus, mostrano livelli intermedi di migrazione con circa 6.9 (HPD 
0 – 42.55) individui scambiati per generazione (Tabella4.6). Questi risultati assoluti devono essere 
interpretati con cautela, ma il rapporto relativo livelli di migrazione tra le coppie di specie è 
confermato dagli altri indici di tendenza centrale (Media e Moda) e anche dall’analisi dei tassi di 
migrazione non combinati. La distribuzione a posteriori della media del tasso di mutazione tra i loci 
(µ) è ampiamente sovrapposta con la distribuzione a priori, ma il valore di R2 associato 
(R
2
(µ)=0.26) conferma che dovremmo essere in grado di stimare il parametro. La stima puntuale di 
µ (mediana) è pari a 3.73x10
-4
, leggermente inferiore alla mediana della distribuzione a priori 
(5x10
-4
) ma perfettamente compatibile con essa. Questo risultato indica che la distribuzione a priori 
del tasso medio di mutazione sembra descrivere correttamente il pattern di variabilità genetica delle 
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specie, producendo stime a posteriori che si discostano di poco da quanto definito. Il parametro P, 
invece, non sembra essere stimato correttamente, avendo sia una distribuzione a posteriori senza un 
chiaro picco, sia un valore di R
2




Tabella4.7: Stime dei parametri del modello M5. Tre indici di tendenza centrale e l’intervallo di credibilità (HPD) al 
95% sono riportati in tabella. R2: proporzione della varianza dei parametri spiegata dalle statistiche descrittive. 
Parametro  Media Mediana Moda 
95%HPD 
min 
95%HPD max R2 
N1 Cromosomi 13 216 11 222 6 722 1 464 30 653 0.63 
N2 Cromosomi 22 167 22 087 21 402 7 717 39 486 0.63 
N3 Cromosomi 19 534 18 719 14 275 4 770 36 776 0.62 
NA1 Cromosomi 19 563 19 386 500 500 32 901 2.90x10
-4* 
NA2 Cromosomi 17 547 16 030 500 500 30 171 1.36x10
-3* 
µ Tasso 3.82x10-4 3.73x10-4 3.44x10-4 1.66x10-4 6.19x10-4 0.26 
P Tasso 0.36 0.34 0.11 0.00 0.75 3.29x10-5* 
mE12 Tasso 8.09x10
-4 4.28x10-5 1.00x10-8 1.00x10-8 5.38x10-3 0.02* 
mE13 Tasso 1.07x10
-3 5.51x10-5 1.00x10-8 1.00x10-8 6.58x10-3 0.02* 
mE23 Tasso 3.48x10
-4 4.23x10-6 1.00x10-8 1.00x10-8 3.12x10-3 0.02* 
mH12 Tasso 1.30x10
-3 7.04x10-4 3.55x10-4 1.00x10-8 4.74x10-3 0.73 
mH13 Tasso 2.02x10
-4 7.29x10-5 1.00x10-8 1.00x10-8 6.62x10-4 0.73 
mH23 Tasso 7.97x10
-4 3.82x10-4 1.00x10-8 1.00x10-8 3.00x10-3 0.73 
mH12(N1+N2) Cromosomi 35.6 22.0 14.4 1.00x10
-5 111.6 0.74 
mH13(N1+N3) Cromosomi 7.7 3.9 1.00x10
-5 1.00x10-5 27.8 0.74 
mH23(N2+N3) Cromosomi 25.6 13.8 1.00x10
-5 1.00x10-5 85.1 0.74 
*i parametri che mostrano valori di R
2

















La storia demografica del genere Chionodraco 
Riscostruire la storia demografica delle popolazioni, utilizzando le informazioni presenti a 
livello del DNA, è un aspetto fondamentale per capire come eventi naturali o artificiali accaduti nel 
passato abbiano influenzato le caratteristiche genetiche osservabili nel presente. A questo scopo, 
l’Approximated Bayesian Computation si è dimostrato uno strumento estremamente utile per 
studiare la storia delle popolazioni attraverso l’analisi di modelli demografici complessi. In questo 
studio di biologia evoluzionistica, eseguito in collaborazione con l’Università di Padova, è stato 
studiato l’impatto dei due ultimi cicli glaciali sul genere Chionodraco, fornendo evidenze di 
introgressione tra specie di pesci antartici, e aprendo nuove prospettive nello studio della radiazione 
evolutiva di questo gruppo. 
L’ipotesi di introgressione tra le specie è fortemente supportata dall’analisi ABC, dove tutti i 
modelli con migrazione interspecifica ottengono probabilità più alte rispetto al modello di 
isolamento, indicando quindi l’assenza di un isolamento riproduttivo completo. Questa evidenza è 
sottolineata inoltre dall’estrema concordanza tra i metodi di scelta del modello nell’escludere 
l’assenza d’ibridazione tra le specie, assegnando a questo scenario evolutivo una probabilità 
prossima a 0 anche con i metodi di scelta più sofisticati come la regressione logistica corretta (R-
ADJ). Questo risultato sembra suggerire dunque che il processo di speciazione sia sostenuto da 
selezione ecologica divergente piuttosto che da un’incompatibilità degli ibridi (Stelkens et al. 2010). 
Anche lo scenario dove la migrazione è stata costante nel tempo non sembra essere particolarmente 
supportato, ottenendo probabilità più basse rispetto ai due modelli dove è presente migrazione o nel 
periodo interglaciale Olocenico o nei due periodi Eemiano e Olocenico. In accordo con le attese, 
eventi di ibridazione recenti sembrano dunque aver lasciato traccia nel pattern di variabilità ai loci 
microsatelliti studiati, sebbene anche fenomeni migratori antichi abbiano giocato un ruolo chiave. 
Il modello con due eventi di migratori discontinui avvenuti durante i periodi interglaciali è il 
modello favorito tra tutti i modelli con migrazione interspecifica, utilizzando i metodi di scelta più 
credibili (REG e R-ADJ). Inoltre, le simulazioni condotte sul potere del metodo, indicano 
chiaramente che l’ABC ha l’abilità di discriminare tra i modelli soprattutto quando la regressione 
logistica viene impiegata. In accordo con il modello, durante i periodi glaciali, l’occupazione degli 
habitat da parte dei ghiacci avrebbe favorito l’isolamento in particolari regioni libere dai ghiacci 
(Thatje et al. 2005), con una possibile speciazione allopatrica come conseguenza. Durante i periodi 
interglaciali invece, la nuova disponibilità degli habitat dovuta al ritiro dei ghiacci, avrebbe 
 102 
 
facilitato il contatto tra le specie con la conseguente ibridazione che oggi osserviamo (Near et al. 
2004; Near et al. 2011). In questo contesto, i risultati ottenuti sottolineano il fatto che le condizioni 
climatiche attuali, limitando le possibilità di isolamento tra le specie, possono promuovere 
l’ibridazione interspecifica e perciò portare ad una perdita della diversità che oggi osserviamo. In 
questa prospettiva, si può pensare che la mono-specificità della gran parte dei generi osservati tra gli 
Channichthyidi sia dovuta al fatto che poche linee evolutive siano sopravvissute all’effetto di 
omogeneizzazione genetica durante i periodi interglaciali. In generale, questi risultati sembrano 
indicare che il riscaldamento globale possa incrementare il rischio di perdere in futuro parte 
dell’eccezionale radiazione evolutiva avvenuta in passato. 
Performance dell’inferenza con ABC 
Una fase importante dell’inferenza tramite Approximate Bayesian Computation è quella di 
valutare le prestazioni della metodologia nel riuscire a discriminare tra i diversi scenari evolutivi, e 
nella stima dei parametri, in modo da avere una misura quantitativa della credibilità dei risultati. 
Questo studio dimostra che l’ABC è uno strumento molto potente non solo per scegliere il modello 
migliore all’interno di un insieme di scenari possibili, ma anche per ottenere stime di parametri 
demografici utili a descrivere l’evoluzione delle specie con i relativi intervalli di credibilità. 
L’analisi di potenza ha dimostrato che con un numero non particolarmente elevato di loci 
microsatelliti è possibile identificare il modello di evoluzione più probabile con basse probabilità di 
commettere errori. In accordo con quanto riscontrato da Beaumont (2008), utilizzare un metodo di 
stima più raffinato come la regressione logistica multinomiale porta un guadagno in termini di 
performance, e minimizza la probabilità di commettere una falsa inferenza rispetto al metodo 
diretto. Le simulazioni impiegate in questa fase possono essere riutilizzate per aggiustare le 
probabilità calcolate con la regressione logistica, e calcolare la probabilità che ogni modello sia 
quello corretto. Questo procedimento ha il vantaggio di integrare l’informazione dell’analisi di 
potenza direttamente all’interno delle probabilità a posteriori di ogni modello e renderne più facile 
l’interpretazione. Per quanto riguarda la stima dei parametri demografici, le dimensioni effettive 
delle popolazioni moderne e i tassi di migrazione (e la combinazione dei due) hanno il potenziale 
per essere stimati correttamente, dato che le statistiche descrittive spiegano una proporzione 
sostanziale della loro varianza e le distribuzioni a posteriori hanno picchi di probabilità per valori 
dei parametri diversi rispetto alle distribuzioni a priori. Uno dei limiti principali dell’ABC è che non 
è in grado di “stimare” il modello evolutivo migliore in assoluto per le popolazioni, ma solamente 
di trovare il modello più supportato tra quelli definiti dall’utente. Di conseguenza, se all’interno 
dell’insieme dei modelli da testare non è presente il modello vero, l’ABC comunque tenderà a 
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favorire il modello che più si avvicina a riprodurre i dati osservati, anche se questo non è il reale. 
Questo limite viene in parte superato eseguendo una serie di test per verificare la bontà di uno 
scenario demografico, come ad esempio verificare che le simulazioni prodotte dal modello 
maggiormente supportato includano nel loro range di variazione le statistiche descrittive osservate 
nei dati reali, oppure eseguendo “test predittivi a posteriori” basati sull’idea che se il modello 
selezionato dall’ABC e i parametri stimati sono corretti, si dovrebbe riuscire a riprodurre le 
statistiche descrittive osservate nei dati reali eseguendo delle simulazioni a posteriori (Gelman et al. 
2003). Infine, la selezione delle statistiche descrittive potrebbe aver avuto un effetto sui risultati. 
Questa fase, ad oggi, è uno dei più attivi ambiti di ricerca applicata all’ABC perché fondamentale 
per una corretta inferenza, ma sebbene diversi metodi siano stati pubblicati per affrontare questo 
problema, ancora non si è raggiunta un’efficienza computazionale sufficiente. Ad esempio, il 
metodo più rigoroso a oggi disponibile, proposto da Joyce e Marjoram (2008), prevede di calcolare 
un indice di qualità per ogni combinazione di statistiche descrittive presenti in un insieme iniziale. 
Applicato alla nostra situazione, partendo da un insieme di 29 elementi, si dovrebbero testare più di 
5x10
8
 combinazioni diverse rendendo di fatto proibitivo questo tipo di analisi. Tuttavia, la bontà 
delle statistiche impiegate è confermata dai risultati ottenuti in altri studi dove sono state utilizzate 
con successo (vedi ad esempio Guillemaud et al. 2010 per le statistiche intra popolazione e Ghirotto 
et al. 2011 per l’uso delle categorie di alleli privati, condivisi e FST).  
Sebbene lo studio dei dati genetici del genere Chionodraco abbia fornito numerose 
informazioni sulla sua dinamica d’ibridazione, la procedura inferenziale con ABC può essere 
certamente migliorata. L’incremento del numero di loci microsatelliti del campione dovrebbe 
riflettersi in aumento della qualità della stima come dimostrato in studi precedenti (Excoffier et al. 
2005), portando a stime più precise e a intervalli di credibilità più stretti. Inoltre, con la giusta 
quantità d’informazione genetica dovrebbe essere possibile stimare direttamente dai dati il tempo e 
la durata degli eventi d’ibridazione congiuntamente alla loro intensità e verificare se i tempi stimati 
correlano con eventuali eventi climatici. Aggiungere un diverso tipo di marcatore genetico 
dovrebbe aumentare le performance dell’analisi. I marcatori microsatelliti sono caratterizzati da un 
elevato tasso mutazionale, che li rende un tipo di marcatore molto informativo riguardo a fenomeni 
demografici recenti, ma molto limitato nel fornire informazioni su fenomeni molto antichi come la 
divergenza tra le specie. Nei modelli demografici analizzati in questo studio, questo problema è 
stato risolto fissando i tempi di divergenza secondo le stime ottenute su un marcatore mitocondriale. 
Includere direttamente nell’analisi, oltre ai microsatelliti, anche sequenze nucleari, permetterebbe di 
avere il giusto bilanciamento nel potere inferenziale di fenomeni antichi e recenti, lasciando che 
siano i dati genetici a supportare i parametri demografici più adatti. In conclusione, l’ABC si è 
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dimostrato un metodo molto potente per identificare ibridazione interspecifica nel genere 
Chionodraco, anche se ulteriori analisi, specialmente includendo altri tipi di marcatori genetici, 
sembrano essere necessarie per una caratterizzazione più precisa del modo e dei tempi in cui i 



























4.5 MATERIALI SUPPLEMENTARI 
 
Figura4.2: Distribuzioni a posteriori (n rosso) delle dimensioni effettive (N1, N2, N3) e dei parametri mutazionali (µ, 




Figura4.3: Distribuzioni a posteriori (in rosso) dei parametri relativi alla migrazione del modello M5. La curva nera 












Figura4.4: dipendenza della probabilità a posteriori dei modelli dal valore bandwidth (h) utilizzato secondo 
























































In questa tesi ho applicato diversi approcci, basati sull’utilizzo delle simulazioni genetiche, per 
rispondere a domande differenti di genetica di popolazioni. Le simulazioni si sono dimostrate uno 
strumento molto flessibile e veloce per studiare un sistema, e capaci di estrarre informazioni 
impossibili da ottenere con altri approcci. Nel primo studio presentato, l’obiettivo è stato quello di 
studiare il comportamento di un metodo per l’inferenza demografica quando una propria assunzione 
specifica non era rispettata. In questo caso, attraverso l’uso delle simulazioni coalescenti è stato 
possibile generare migliaia di dati genetici secondo un modello demografico dove la condizione di 
isolamento è stata violata. Lo studio ha identificato quali sono gli effetti dei fenomeni migratori 
sulle ricostruzioni demografiche, basate sullo skyline plot, e in che condizioni questi si fanno più 
marcati. Questi risultati sono stati ottenuti grazie a un controllo preciso dei parametri del modello e 
che ha permesso di studiare nel dettaglio l’influenza della violazione sulle stime demografiche.  
Il merito di riuscire a generare dati genetici che riflettano in modo accurato la demografia delle 
popolazioni è certamente del modello Coalescente (Kingman 1982ab). Il successo di questo 
modello deriva dal fatto che riesce a riprodurre la variabilità genetica in un campione individui, data 
una certa demografia, senza dover simulare tutta la popolazione. Dalla sua prima formulazione nel 
1982, il modello è stato successivamente esteso sia nella parte demografica, permettendo di gestire 
popolazioni multiple, popolazioni strutturate, selezione, e cambiamenti demografici, sia nella parte 
genetica, introducendo differenti tipi di marcatori genetici, modelli mutazionali e ricombinazione 
(vedi la review Hoban et al per maggiori dettagli). Il vantaggio di poter modellare con precisione la 
storia di una popolazione, e ottenere da essa le informazioni genetiche in modo efficiente, ha 
promosso il rapido sviluppo di strumenti software basati sul Coalescente che ad oggi conta decine 
di implementazioni diverse.  In questo contesto, l’ampia gamma di simulatori permette di testare la 
robustezza di un qualsiasi metodo di indagine basato sul DNA in moltissime condizioni di 
potenziale interesse. 
L’uso di un approccio simulativo è stato applicato in questa tesi anche per rispondere ad un 
problema legato alla scelta della strategia di campionamento migliore per massimizzare l’inferenza 
demografica. In questo caso, il problema è stato quello di identificare il migliore modo di 
campionare un centro numero di sequenze nel tempo, in modo da massimizzare la probabilità di 
ricostruire la giusta dinamica demografica di una popolazione. Questo problema ha notevoli 
ricadute pratiche in quanto ogni campione che non sia preso in una popolazione moderna deve 
essere tipizzato geneticamente da reperti museali, facendone lievitare i costi per la produzione del 
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dato  genetico in laboratorio. Attraverso l’uso delle simulazioni è stato possibile creare dataset 
genetici con differenti organizzazioni temporali dei dati al loro interno, per ognuno di loro calcolare 
diversi indici di qualità della ricostruzione, e infine identificare il migliore. I risultati dell’analisi 
delle prestazioni in uno scenario di riduzione demografica hanno selezionato come schema migliore 
la combinazione di un campione moderno e di uno antico, preso prima della riduzione demografica. 
Questi risultati, ottenuti completamente con dati genetici generati al computer, forniscono un 
consiglio su com’è meglio organizzare la fase di campionamento se si ipotizza che la popolazione 
che si intende studiare abbia caratteristiche genetiche (tipo di marcatore, livello di polimorfismo 
genetico, ecc…) e demografiche (intensità e tempo della riduzione)  simili alle condizioni prese in 
considerazione nello studio simulativo. Nei casi in cui i risultati non siano estendibili, come ad 
esempio lo studio di una popolazione in espansione demografica, questo studio fornisce le linee 
guida da seguire per replicare l’esperimento ad un problema simile. Grazie alle crescenti capacità di 
calcolo dei computer e dei cluster di calcolo, sempre più presenti nei centri di ricerca, le simulazioni 
si candidano come uno strumento utile nella fase di progettazione di un esperimento scientifico, 
fornendo indicazioni utili a massimizzare l’inferenza statistica e a risparmiare risorse economiche. 
Uno degli svantaggi dell’utilizzare le simulazioni basate sul Coalescente negli studi di simulazione 
deriva dalla sua natura stocastica: è molto improbabile, infatti, che due simulazioni dello stesso 
processo demografico diano un pattern di variabilità genetica identico. Il Coalescente permette, 
infatti, di derivare il livello atteso di polimorfismo (e relativa varianza) usando particolari parametri 
demografici, ma non di conoscerne a priori la quantità esatta nella singola simulazione.  A livello 
pratico, questo comporta l’analisi ripetuta di numerose simulazioni provenienti dalle stesse 
condizioni demografiche (chiamate anche repliche) per tenere conto della variabilità interna dei dati 
generati. Normalmente, il numero di repliche varia dalle centinaia alle migliaia ma dipendente 
soprattutto dalla tipologia del dato genetico da simulare e dal livello di precisione voluto 
dall’utente. Inoltre, il numero di parametri demografici che si vogliono analizzare influenza 
pesantemente il numero totale di simulazioni da eseguire. Più si vuole un’analisi dettagliata, più 
combinazioni di parametri demografici devono essere testate, portando generalmente la complessità 
del problema a un ordine O(k
 n
), dove k è peri al numero di differenti combinazioni di parametri e n 
è il numero di repliche per ogni combinazione. Di conseguenza, in uno studio di simulazione si è 
spesso alle prese con migliaia o centinaia di migliaia di dataset genetici da analizzare e questo può 
essere un fattore limitante nei casi in cui non si disponga delle capacità elaborative necessarie.  
Inoltre, il tempo necessario alla produzione delle simulazioni è direttamente proporzionale al 
numero e alla complessità delle regioni genomiche che s’intende riprodurre, oltre che al tipo di 
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simulatore impiegato. I simulatori in forward, permettono un’accurata descrizione dei processi 
demografici, simulando la dinamica di ogni singolo individuo della popolazione nel tempo. 
Attraverso il loro utilizzo è possibile generare singoli cromosomi o addirittura l’intero genoma di un 
individuo (Carvajal-Rodriguez 2008; Padhukasahasram et al. 2008) secondo scenari demografici 
estremamente complessi, differenti pressioni selettive e modi di accoppiamento degli individui. 
Questo tipo di simulatori permettono di ottenere dati genomici pressoché per qualsiasi condizione 
che si voglia indagare, ma attualmente non possiedono quell’efficienza tale, in termini di tempo, da 
farli diventare il tipo di simulatori predominante. Al contrario, i simulatori in backward possiedono 
questo tipo di efficienza, soprattutto dopo l’introduzione del “sequential markov coalescent” 
(McVean e Cardin 2005; Marjoram e Wall 2006). Grazie a questa particolare approssimazione del 
Coalescente (gli eventi di ricombinazione sono modellizzati in modo più rapido), è possibile 
simulare larghe regioni genomiche, con ricombinazione, secondo un qualsiasi scenario 
demografico. Nonostante questi miglioramenti, si è ancora lontani dall’obiettivo di simulare, in 
maniera efficiente, dati di polimorfismo genetico lungo tutto genoma simili a quanto è attualmente 
possibile produrre con le nuove tecnologie di sequenziamento su larga scala (Dudek et al. 2006). 
Inoltre, nel prossimo futuro, per poter utilizzare le informazioni provenienti da simulazioni di dati 
genetici di nuova generazione, sarà necessario integrare nei simulatori la gestione degli errori di 
tipizzazione genetica di cui queste tecnologie di sequenziamento sono caratterizzate. 
Il miglioramento delle prestazioni dei simulatori in backward ha di fatto reso possibile lo sviluppo 
di tecniche di inferenza statistica basate sulle simulazioni come l’Approximated Bayesian 
Computation. In questo caso, milioni di simulazioni devono essere prodotte in tempi accettabili per 
poter raggiungere il livello di precisione richiesto. Lo svantaggio in termini di tempo 
computazionale viene ricompensato dalla possibilità di analizzare modelli complessi non trattabili 
con i metodi canonici, di fatto rendendo questa tecnica una delle più promettenti in genetica di 
popolazione. In questa tesi, questa metodologia statistica è stata applicata ad uno studio di biologia 
evoluzionistica, per studiare gli eventi di ibridazione tra tre specie di pesci antartici appartenenti al 
genere Chionodraco e ha permesso di identificare gli ultimi due cicli glaciali come principali 
responsabili dell’introgressione avvenuta. Il numero totale di simulazioni necessarie per portare a 
compimento l’analisi è stato di poco superiore ai 5 milioni, e se si considera che ad ogni ciclo 
venivano prodotti 8 loci microsatelliti, il numero totale di locus genetici simulati è stato a circa 40 
milioni per un totale di circa 2 000 ore/processore. Da questi numeri si deduce che, l’incremento 
delle capacità di calcolo, deve essere seguito da un miglioramento dell’efficienza degli algoritmi di 
simulazione, in modo da facilitare la diffusione di questa metodologia statistica particolarmente 
utile per analizzare dati reali con modelli sempre più realistici. Ad esempio, Neuenschwander et al.  
 111 
 
(2008) hanno applicato un tipo di analisi ibrida forward-backward per studiare la ricolonizzazione 
postglaciale del bacino del fiume Reno in Svizzera da parte del Cottus gobio. Secondo il loro 
approccio, in una prima fase centinaia di migliaia di eventi di ricolonizzazione sono stati simulati in 
forward tenendo in considerazione le informazioni spaziali e geografiche della zona e, in una fase 
successiva, è stato utilizzato un simulatore in backward per generare la variabilità genetica in 
ognuna delle demografie generate in precedenza. In seguito, l’ABC è stato utilizzato per stimare i 
parametri della colonizzazione più verosimili date le informazioni genetiche campionate nelle 
popolazioni moderne. Questa combinazione di diverse tecniche di simulazione, si è dimostrata un 
approccio molto potente per studiare nel dettaglio un evento complesso come può essere la 
colonizzazione di un nuovo habitat, portando alla stima di parametri chiave come il tempo della 
colonizzazione completa, le dimensioni effettive delle popolazioni coinvolte e i tassi di migrazione. 
Tuttavia, l’analisi di soli sei loci microsatelliti ha richiesto più di 15 000 ore di calcolo, un tempo 
sproporzionato in relazione ai dati genetici impiegati, sottolineando la difficoltà dei simulatori, e 
delle tecniche inferenziali attuali, nel gestire livelli troppo alti di realismo.  
In conclusione, le simulazioni si sono dimostrate uno strumento estremamente utile per studiare il 
comportamento di metodi statistici, per trovare strategie di campionamento ottimali e per inferire la 
storia evolutiva di specie animali. Sebbene in molti casi le simulazioni siano estremamente costose 
dal punto di vista computazionale, hanno le potenzialità per diventare uno strumento standard per 
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