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i n f o

a b s t r a c t
Recent miniaturization of electronic components and advances in image processing software have facilitated the entry of extended reality technology into clinical practice. In the last several years, the number
of applications in cardiology has multiplied, with many promising to become standard of care. We review many of these applications in the areas of patient and physician education, cardiac rehabilitation,
pre-procedural planning and intraprocedural use. The rapid integration of these approaches into the many
facets of cardiology suggests that they will one day become an every-day part of physician practice.
© 2019 The Authors. Published by Elsevier Inc.
This is an open access article under the CC BY-NC-ND license.
(http://creativecommons.org/licenses/by-nc-nd/4.0/)

Introduction
The extended realities represent a continuum that spans from
fully immersive, occlusive digital environments to unmodiﬁed, unobstructed physical reality, addressing diverse clinical and educational challenges in cardiology. Given the intrinsic advantage of
3-dimensional (3D) visualization and the increased availability of
Virtual Reality (VR) consumer devices, many immersive 3D educational applications have emerged and have undergone rapid development. While these higher resolution, fully immersive systems
provide an ideal platform for these educational applications, there
is still reticence to integrate fully immersive devices into a clinical
environment due to the complete obstruction of the normal ﬁeld

✩
Funding source: Funding for research discussed in this manuscript provided by
the Children’s Discovery Institute of Washington University and St Louis Children’s
Hospital(Grant CH-II-2017-575) and the National Institute of Health Small Business
Innovation Researchaward (SBIR Fast Track Grant R44 HL140896).
✩✩
Financial disclosure: JNAS receives research support from Medtronic, Inc, Abbott, Inc, and AliveCor, Inc. Abbott has provided research support (software) for this
project.
★
Conﬂict of interest: JNAS and JRS are co-inventors of the system. JNAS, JRS and
MKS are co-founders of SentiAR, Inc. MKS, JNAS, and JRS are SentiAR, Inc. shareholders.
∗
Corresponding author at: Department of Biomedical Engineering, Washington
University in St. Louis, 1 Brookings Drive, CB 1097, Saint Louis, MO 63108-1097,
United States.
∗∗
Co-corresponding author at: Division of Pediatric Cardiology, Washington University School of Medicine, 1 Children’s Place, CB 8116 NWT, St. Louis, MO 631101093, United States.
E-mail addresses: jonsilva@wustl.edu (J.R. Silva), jennifersilva@wustl.edu (J.N.A.
Silva).

of vision. On the other end of the clinical spectrum, minimally intrusive Augmented Reality (AR) platforms allow physicians to view
patient data through a pair of glasses, while maintaining eye contact. As display hardware capabilities have further matured, a third
major cluster of features emerged; Mixed Reality (MR) addresses
the middle ground between VR and AR. In concert, advances in
voice, gesture and gaze tracking as user input methods have continued to progress, providing more intuitive control methods. With
these developments, the user can realize the beneﬁts of the 3D
visualization and improved comprehension through control while
remaining in their natural space. This technical leap made the intuitive beneﬁts of immersive 3D more tractable by allowing the
user to remain connected to the environment, minimizing additional risk to the patient, and lowering the barrier to more clinically oriented applications. There is a growing recognition that the
power in these applications is not only in the ability to provide 3D
visualization, but also in the ability to control and manipulate digital images with the potential to provide the physician control over
each critical tool in the operating room.
AR, MR and VR each provide unique technical capabilities to
create an appropriate integration of digital and physical reality and
address the varied user needs of different Cardiology applications
[1]. AR is generally the least intrusive of the extended realities and
is well-suited to provide contextually relevant information or notiﬁcations to the user. Sometimes referred to as data snacking, this
type of AR is well suited for providing information normally accessed using paper or on traditional displays. MR integrates information into the physical environment to provide additional spatial
relevance and context to the displayed information. MR anchors
or overlays information in physical space and enables the user to
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Fig. 1. Pictorial display of the extended realities: Virtual Reality (Panel A), Augmented Reality (Panel B) and Mixed Reality (Panel C). In Panel A, the Virtual Reality digital
space is totally immersive and completely closed off from the natural environment. Panel B represents Augmented Reality, in which the user can remain in their natural
environment and import digital images. Panel C represents Mixed Reality—upper panel demonstrating a head mounted display, such as the Microsoft HoloLens, the lower
panel demonstrating a view through screen, such as the RealView Holoscope—which also allows the user to remain in their natural environment which importing and
interacting with digital images.

interact with digital objects more as if they are present in physical space [2]. VR replaces the entire physical context with a digital
replacement and can selectively substitute or remove physical information as well as add digital information. VR is capable of supporting the same interactions as MR, but prevents user interaction
with the physical space. (See Fig. 1)
This review article will explore various cardiac applications of
the extended realities, including the method of control for the user.
A general overview of the landscape with technical details and
clinical data, where applicable, will be presented.

Education and training
Cardiac applications in education and training can have different target audiences; for instance they can be patient-facing applications, or medical personnel-facing applications [3]. Certain applications may do both with different goals for each end user group
[4]. Education and training applications translate traditional materials into a 3D format to allow the user to participate or experience
the content in a controlled yet customizable method.

Patient education
Project Brave Heart
Project Brave Heart is one of the 3 aims of the VR program at
Lucile Packard Children’s Hospital Stanford [5]. This project aims
to reduce anxiety and stress in patients who are scheduled for cardiac catheterization procedures [6]. Up to 40 patients, ages 8–25,
are asked to watch a program multiple times in the week prior
to their procedure. The program utilizes a VR headset to provide
the patient with a fully immersive experience in which they walk
through the hospital, pre-procedural area, cardiac catheterization
lab, and the recovery area prior to their procedure (See Fig. 1,
panel A). The hypothesis is that patients who undergo cardiac procedures have signiﬁcant anxiety associated with their procedures
and by providing patients with an immersive experience combined
with teaching mindfulness techniques, VR can help reduce procedural related anxiety. As part of the study, measures of stress are
collected, such as heart rate, blood pressure and cortisol levels. The
expectation is that data from this project will be similar to other
projects in the adjacent ﬁeld of Pediatric Pain Therapy [7] where
VR has been successfully deployed to manage acute, chronic and
periprocedural pain.

Medical student education/training
The Body VR
This system (https://thebodyvr.com/) utilizes fully immersive
VR visualization for 3 speciﬁc use cases: 1) a journey inside a
cell, 2) Anatomy Viewer, and 3) patient pre-procedural teaching for
colonoscopy. For a journey inside a cell, the user travels within a
blood cell through the bloodstream to understand how cells work
together throughout the body. The user can then granularly dive
further into the cell, understanding the intracellular architecture
and mechanics of cellular function and action. The anatomy viewer
is a commercially available tool that allows for visualization of
patient speciﬁc DICOM data, including computerized tomography
(CT), magnetic resonance imaging (MRI) and positron emission tomography (PET) scans. These data are displayed using an Oculus
Rift or HTC Vive VR headset (See Fig. 1, panel A), which support
1080 × 1200 pixels per eye and an approximate ﬁeld of view of
110°. While viewing the virtual models, the users can scale, rotate
and crop the models to identify lesions or abnormalities, and can
then annotate on the model. “Colon Crossing” is the ﬁnal use case
and is a patient facing tool to improve patient education and compliance prior to colonoscopy.
Additionally, a system utilizing this technology was developed
as an adjunctive tool for teaching anatomic details to medical students. Speciﬁcally, medical school coursework regarding the teaching of cardiac anatomy is challenging due to the complex 3D nature of the pathology and pathophysiology. In 2018, Maresky et al.
[8] published their work using a VR simulation model as part of
the anatomy education curriculum for medical students. A total of
42 ﬁrst year medical students voluntarily enrolled in the study and
were randomized to +VR exposure or -VR exposure. The -VR group
had traditional cadaveric dissection teaching followed by independent study whereas the +VR group during the independent study
phase was given a 5-minute tutorial and 25 min of explorative
study on a virtual cardiac model using The Body VR [9] within an
Oculus Rift VR headset. All students underwent a pre-intervention
and post-intervention quiz.
The -VR group demonstrated no signiﬁcant difference between
pre and post intervention quizzes, whereas the +VR group demonstrated a signiﬁcant 28% (p<0.001) overall increase in test scores.
Interestingly, the +VR group scored 21.4% (p = 0.004) higher in
conventional content, 26.4% (p<0.001) higher in visual-spatial content, and 23.9% (p<0.001) higher on the overall post-intervention
quiz when compared to the -VR group [8]. This study clearly
demonstrated not only the feasibility of using VR as an adjunct to
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Table 1
Various cardiac applications versus display characteristics.

Education / Simulation

Patient Therapy

Pre-procedural

• Full immersion
allows control of
patient
environment

• Full immersion
allows control of
distractions and
viewing
environment

Intraprocedural

Immersion

• Full immersion in
simulated
environment

• View through
display allows
increased
awareness

Sterile Control

• Not Required

• Not Required

• Not Required

• Beneficial

3D Visualization

• Accelerated skill
acquisition
• Improved Retention

• Improves
embodiment/
• immersion

• Improved
comprehension
• Consistent
measurement

• Improved
Comprehension
• Reduced Mental
Fatigue

Display Fidelity

• Higher field of view
enables better
immersion

• Higher field of
view enables
better immersion

• High resolution
improves overall
image quality

• Display must
accommodate
physician working
environment

Table 2
Extended realities continuum versus display characteristics.

Augmented Reality

Mixed Reality

Virtual Reality

Immersion

• Digital environment visible
at a glance

• Digital environment
overlaid on physical
environment

• Fully immersed in
digital environment

Mobility

• Mobility unrestricted

• Mobility unrestricted

• Tethered and/or cannot
see physical obstacles

3D Visualization

• 2D Display

• 3D Display

• 3D Display

Display Fidelity

• Smallest Field of View
• Lowest Resolution

• Limited Field of View
• Limited Resolution

• Wide Field of View
• High Resolution

traditional medical student education, but also that it added value
in understanding complex anatomic relationships.

HoloAnatomy
Developed at Case Western Reserve University (CWRU), the
HoloAnatomy course was developed to enable students, particularly medical students, to examine the body in totality, as well as
the organ systems and their relationships within the body. Led by
Dr. Mark Griswold, the HoloAnatomy application serves as the ﬁrst
of its kind of what is to become a full-ﬂedged holographic anatomy
curriculum scheduled to start in 2019 at CWRU [10] and uses the
Microsoft HoloLens MR head up display for hardware (See Fig. 1,
panel C) (Tables 1 and 2).

The Virtual Heart
This Stanford Virtual Heart Project emerged to create and evaluate a VR headset based interactive virtual heart for training [5].
The user can explore the chambers of the heart and experience
a fully immersive environment to understand cardiac chamber
anatomy and relationships, great vessel anatomy and relationships,
and blood circulation through the heart. In addition to normal cardiac models, users also interact with common congenital heart
defects. This program is available to medical trainees, cardiologists and cardiothoracic surgeons. At completion, this project aims
to have created a virtual atlas of approximately 24 models for
trainees to interact with and learn from. The program will then
be made available to teens, parents, and caregivers. The goal of the
technology is to make the individual patient anatomy easier for the
entire care team, including family, to understand.

Anima Res
Anima Res (https://animares.com/) is a 3-dimensional medical
animation company with applications in augmented reality, mixed
reality and virtual reality [9,11]. The mission of this team is to
make medical education more palpable and tangible for medical
students, physicians and patients. Speciﬁcally, the “Insight Heart”
application allows for virtual exploration of the human heart with
visual effects of myocardial infarction, systemic hypertension and
atrial ﬁbrillation viewable in this immersive experience. This experience is possible on a variety of extended reality hardware platforms.
Simulators
Some of these standalone education and training applications have been further enhanced through integration with hardware simulators [12]. The Vimedix transesophageal echocardiogram (TEE) and transthoracic echocardiogram (TTE) simulator by
CAE demonstrates several potential applications of mixed reality [13]. The applications of the MR simulator include achieving
both normal educational endpoints, such as the understanding of
anatomical relationships, as well as understanding the use and positioning the probe itself [14].
Cardiac patient rehabilitation
MindMaze
MindMotionPRO and MindMotion Go (https://www.mindmaze.
com/) are tools designed to provide intensive physical rehabilitation to adult patients in both an inpatient and outpatient setting.
These devices use a conventional monitor displaying a virtual 3D
environment, coupled with motion tracking cameras to allow patients to control a virtual avatar and visualize the feedback on
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the monitor. MindMotion uses AR to amplify and project movements during rehabilitative exercises to provide additional guidance and feedback to the participant. As the participant performs
movements as directed on screen, their movements are displayed
in either a third person or virtual mirror view to provide ampliﬁed feedback based on sensed movements. Data published in the
Journal of Neuroengineering and Rehabilitation use embodied AR
to administer rehabilitation to 10 stroke survivors with chronic (>6
months) upper extremity paresis [15]. This embodied AR may be
beneﬁcial for functional recovery as demonstrated by a median
5.4% improvement in motor function and was well tolerated in the
pilot group. Although the devices themselves do not use an immersive display, the motion capture allows for intuitive interaction
and control of the 3D avatar, allowing for more intense intervention without an increase in participant stress. Current research in
perceived pain and stress [16] suggests this effect could be further
enhanced by integrating MindMotion technology with an immersive VR display.
Pre-procedural planning
With the advent of AR and MR, several tools have been developed to act as a standalone DICOM viewers (see above section:
The Body VR, as an example). These viewers allow the user to import standard radiologic imaging, such as CT scans, MRI, and PET
scans and display these data sets in true 3D. Open source systems
that allow for import and display from 3D echocardiographic (3DE)
data [16,17] have also become available. Additionally, systems have
been organically developed at academic institutions and used for
pre-procedural planning for patients undergoing congenital heart
disease surgical repair demonstrating feasibility of such systems
[17,18].
EchoPixel
The third arm of the Stanford VR program uses 3-dimensional
VR Imaging to help surgeons plan for a given cardiac surgery—
or pre-procedural planning. This arm allows the CT surgeons to
perform virtual run-throughs of the procedure prior to conducting the actual procedure [5]. This system utilizes the True3D technology of EchoPixel, based in Mountain View, CA (https://www.
echopixeltech.com/) . The technology uses a Hewlett Packard Enterprise Zvr 1080p active 3D VR display and stylus. EchoPixel’s software used in conjunction with the desktop monitor style display
and special glasses allow an operator to have a 3-dimensional visualization of the cardiac anatomy, and a stylus allows the operator to interact with the data. Using the stylus, the user can rotate,
cut into, and measure certain parts of the anatomy. Subsequently,
there has been an increase in the number of centers using this
kind of technology for preprocedural planning [19].
Intra-procedural use
Early work in intraprocedural augmented reality
In 2015, the Cardiology group in Warsaw, Poland described a
ﬁrst-in-man use of Google Glass AR technology (See Fig. 1, Panel
B) in the Interventional Cardiology Laboratory [20]. In this case, a
49-year-old hypertensive patient with a history of coronary artery
bypass graft of a left circumﬂex artery presented to the hospital
with new onset angina with mild exertion. A preprocedural CT angiogram was obtained that demonstrated an extensive perfusion
defect in the distribution of the right coronary artery. Static 3D
CT angiograms were taken at angulations to highlight the perfusion defect. When the interventional cardiologist took the patient
to the catheterization laboratory, these static images were posted
in the ﬁeld of the view of the cardiologist with the corresponding angulations to assist in the localization of the stenosis for

further intervention. This case demonstrated that the use of an AR
display could allow for better planning and guidance of interventional procedures. Additionally, these wearable devices, in the case
Google Glass, can improve procedural eﬃciency with a monocular,
monochrome, 640 × 360 display. While only a single case report,
this case demonstrated the use of AR as something more than a
preprocedural planning tool—as a tool that had true intraprocedural utility. This case report then became a springboard for the following technologies discussed below.
RealView imaging
In 2016, the Pediatric Cardiology section at Schneider Children’s Medical Center Israel, in concert with Philips and RealView Imaging (http://realviewimaging.com/) evaluated the use
of computer-generated holography for identifying landmarks from
transesophageal echocardiography (3DTEE) and 3D rotational angiography (3DRA) [21]. The core technology behind RealView Imaging provides 3-dimensional interference-based holograms based on
“Digital Light ShapingTM ” technology. These images are synthesized
by a spatial light modulator to emulate the normal interaction
of light with a physical object in 3D space, thereby allowing the
user to view and interact with a true hologram within the ﬁeld of
view of the display, thus a MR display. This display medium preserves the focal cues used when observing close objects and resulted in successful identiﬁcation of anatomical landmarks relevant
to the respective procedures. The display is coupled with tools and
hand tracking to allow for multiple, natural modes of interaction
with the generated image. The current generation of equipment
required for this true hologram creation and interaction requires a
HoloScope, which limits the experience to a ﬁxed window on the
world.
Bruckheimer et al. [21] designed a study to demonstrate
the technical feasibility of creating holograms within the cardiac catheterization lab. The primary objective was to demonstrate that the anatomical landmarks identiﬁed on standard of
care imaging could similarly be identiﬁed independently on holographic imagery. The secondary objective was to demonstrate functionality and usability of interacting with the holograms, such
as rotation, cutting, and zoom/magniﬁcation. Eight patients were
enrolled in the study (5 patients undergoing atrial septal defect
closure with 3DTEE, 2 patients undergoing right ventricular outﬂow tract/coronary artery assessment prior to percutaneous pulmonary valve placement using 3DRA, and 1 patient with a Glenn
shunt undergoing catheterization using 3DRA). In all cases, holograms were easily created, visible, and of good visual characteristics for observation and interaction. All relevant landmarks were
identiﬁable by both standard imaging and by holographic imaging.
Additionally, all users were able to perform the functional interactive gestures with the hologram and rated the interactions as
very easily performed. This early feasibility study demonstrated
the utility for improved 3-dimensional visualization in the cardiac
catheterization lab.
EchoPixel
The EchoPixel system, described previously, has also been utilized for intraprocedural use. Balloca et al. investigated the feasibility of the EchoPixel stereoscopic display when compared to current
2D measurement toolsets for examination of Mitral Valve (MV)
anatomic structures [22]. Although EchoPixel demonstrated feasibility for speciﬁc measurements, the system did not improve time
to completion of measurements, particularly without the specialized measurement tools and integrations of the existing QLAB Mitral Valve Navigation (MVN) software. The EchoPixel stereoscopic
display and stylus provide visualization and control to the clinician but lack specializations for the measurement of MV anatomy.
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In this MR application, a physician uses the stylus to manipulate the anatomy for annotation and to measure speciﬁc structures
using the built in linear, orthogonal, and spline curve measurements. This method of interaction resulted in good intraobserver
variability and consistent time to completion of measurement of
the anatomic structures. Agreement with MVN in measurements
for annular area and circumference in the pathologic group, and
scallop measurements for both groups was low. This intraobserver
consistency and low agreement may be attributable to the limited degrees of freedom of measurement of the circumference and
area in EchoPixel when compared to MVN. Although not specifically discussed, intraobserver and interobserver consistency with
EchoPiexl may also be attributable to improved ease of interpretation of the datasets in 3-dimensions as evidenced by the relatively stable time to completion when using the EchoPixel suite.
Additionally, it is suggested by the authors that the simple, direct
measurements may be easier to use for non-echocardiographers.
This evidence suggests that the improved visualization capabilities
of the EchoPixel display may allow less specialized users to understand and measure the MV anatomy, but the accuracy of these
measurements is currently limited by the ability to interact and
measure complex structures using the current interface.
SentiAR
The SentiAR solution (https://www.sentiar.com/) is currently
being developed for the electrophysiology laboratory, with potential adjacent future applications in cardiac interventional procedures. Current limitations in the electrophysiology laboratory include the use of multiple different pieces of equipment each with
their own interface and display—with none of these technologies
interfacing with each other. Electroanatomic mapping data, a complex 3Ddata set, is compressed onto a 2D screen.
The SentiAR system accepts data from a commercially available electroanatomic mapping system and displays patient speciﬁc real-time cardiac geometries, electroanatomic mapping, and
catheter locations in real-time using a Microsoft HoloLens 720p
stereoscopic 3D headset (See Fig. 1, Panel C). Additionally, standard
DICOM images can be displayed through the SentiAR system once
imported and segmented via the mapping systems.
The sterile, and hands-free (gaze-dwell) interface allows the operator to control and manipulate the models to best enhance their
use during the case, all while maintaining procedural sterility. This
system couples the true 3D visualization with the ability to control and manipulate the data, without requiring the use of hands,
a true MR application for intraprocedural use. This specialization
is necessary for applications where the operator’s hands are using other instruments during use of the system. The model manipulations include the ability to rotate (both to standard and nonstandard angulations used in the laboratory), magnify/zoom, clip
into, and transparency alteration [1]. Other functionality includes
a sharing mode that allows for up to 5 users to engage in a single, shared session. In this mode, one user retains active control
of the model with the remaining users as bystanders in that session and the model anchored in the environment such that each
user is looking at the model from their unique perspective. This
“Teacher/Student” mode allows for multiple users to have a single
uniﬁed shared model from which to describe and discuss the patient’s anatomy and electrophysiologic substrate.
Data presented in 2018 [23–26] demonstrated feasibility of the
system including acceptable engineering and visualization metrics
for intra procedural use.
Ongoing AR/VR research in intraprocedural electrophysiology
In addition to the companies listed above, there are some academic centers with ongoing projects on intraprocedural EP. In
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2018, Jang et al. [27] published their data on 3D holographic visualization of high-resolution myocardial scar as deﬁned on cardiac
MRI using the Microsoft HoloLens. The hardware used by the group
was the mixed reality head up display (HoloLens) with a demonstrated gaze-gesture interface. This type of interface requires the
user to use a combination of gaze-dwell to move the “cursor” and
gesture, or “air tapping,” to select the menu choice.
In the study, 5 swine underwent controlled surgical infarction
and high-resolution cardiac MRI to identify myocardial scar substrate. Subsequently, they underwent endocardial electroanatomic
mapping to identify ventricular tachycardia substrate. Using the
HoloLens, the generated maps were holographically displayed. This
proof of concept study addressed feasibility, and importantly went
on to obtain early assessment of usability.
At the conclusion of the animal study, both the operators and
the mapping specialist were provided questionnaires addressing
both usability and usefulness. Both users found the HoloLens display of ventricular scar useful (scale 1 [low] - 7 [high], operator
rating average 5.8; mapping specialist rating average 5.5). Additionally, the authors felt that the ability to have a true 3D visualization of the scar, coupled with the ability to interact and deeply
understand the visual-spatial anatomic relationships may facilitate
MRI-guided, substrate-based VT ablation.
Ongoing AR research in interventional cardiology
Sadri et al. [28] presented their data using an augmented
reality guidance system during interventional cardiology procedures. Speciﬁcally, the system displayed a virtual, patient-speciﬁc
3-dimensional anatomic model intraprocedurally during transcatheter aortic valve replacements and cerebral embolic protection (CEP) device placement in 6 patients utilizing a Microsoft
HoloLens, a mixed reality headset. In this early feasibility study,
they found that the AR guidance eliminated the need for aortic arch angiograms and additional contrast exposure prior to the
CEP device placement as conﬁrmed with ﬂuoroscopy and postprocedure patient interviews. They concluded that the AR guidance
was feasible, reduced contrast and ﬂuoroscopy exposure, and could
make transcatheter interventions faster, safer and more effective.
While there is much ongoing development in this ﬁeld, this early
feasibility testing was quite promising.
Technology limitations
Current technologies are predominantly designed as head
mounted displays and are fundamentally limited by the number
of points of light they can synthesize, as well as the total brightness they can emit. VR displays produce the widest ﬁeld of view
with the most accurate color reproduction, but will continue have
diﬃculty reproducing peripheral vision. AR displays must not only
make the same tradeoffs between ﬁeld of view and angular resolution, but some displays also make some compromises to provide
multiple focal planes, such as the Magic Leap which provides 2 focal planes at the expense of overall brightness and sharpness. The
Magic Leap device also improves ﬁeld of view by moving the display closer to the eyes, which limits the use of normal corrective
(eyewear)1. Hand and control tracking in VR is also more forgiving due to the lack of visual reference cues during tracking. In AR,
hand and controller tracking must be precise in order to align digital augmentations over hands or controllers in the physical space.
Future directions
Given the proliferation of applications being created, it is quite
likely that by the time of this publication there will be more applications not covered by this review. It is anticipated that there
will be signiﬁcant development not only in software applications,
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but in hardware as well. There will be signiﬁcant growth in nonFDA regulated spaces, such as patient education, medical student
education, and preprocedural planning, as well as increased applications being used intraprocedurally in both in minimally invasive
procedures and in open surgical procedures.
There are also a number of hardware solutions being created
for the extended realities. While many of these solutions are being developed by small businesses, iterative improvement from
larger companies, such as Microsoft, will contribute to advancing
the ﬁeld. The most recent descriptions of HoloLens 2, for instance,
are simply the beginning of a long path. Additionally, there may
be the development of AR/MR displays that evolve beyond head
mounted displays. This type of hardware may provide additional
opportunities not currently targeted.
Conclusion
The evidence for the application and beneﬁt of the extended
realities in Cardiology is building, spanning from education and
training to cardiac patient rehabilitation and from pre-procedural
planning to intra-procedural use on platforms with relatively modest resolution and hardware speciﬁcations. Hardware innovations
have increased the ﬁdelity of the 3D visualization, enabling greater
immersion during patient therapy, improvements in learning comprehension during medical training, and improved understanding
of patient speciﬁc anatomy before and during patient procedures.
Improvements in software and hardware to enable more natural
interactions will continue to accelerate the completion of complex tasks using 3D data. The applications of these technologies
within Cardiology and Clinical Medicine in general will continue to
expand to provide improved visualization and application speciﬁc
controls. The promise of these technologies is to empower the user
to control the data to maximize patient beneﬁt—this may happen through the visualization of 3-dimensional objects in a true
3-dimensional space, the control/manipulation of holographic images to maximize understanding of the visual-spatial relationships,
or the control of tools that were previously out of reach. The next
horizon in Cardiology is to realize these promises.
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