Facial expression recognition has an important position in affective computing. Due to the robustness of Gabor features against local distortions caused by variance of illumination, expression and pose, they have been successfully applied for face recognition. In order to effectively reduce the feature redundancy of Gabor features, in this paper, a combined classifier based on PCA and AdaBoost algorithm is proposed to recognize facial expressions. Each PCA feature vector is regarded as a projection space, and a series of weak classifiers are trained respectively. Then, the Adaboost algorithm is used to find a subset with the best classification performance from this series of weak classifiers. Finally, the PCA feature vector corresponding to this subset is used to form a new projection space, and the training samples are redimensionalized and a BP network classifier is trained. The experiment results show that the performance of this approach is feasible and has better result than normal method.
INTRODUCTION
In recent years, with the rapid development of affective computing, human-computer emotional interaction and social robots have become the research hotspots in the field of human-computer interaction [1] , [2] . To achieve the human-computer emotional interaction system, a primary task is how to obtain external emotional information. Facial expression recognition is an emotional information recognition method based on emotional behavior. It has the advantages of non-invasive, passive, cheap and natural. Therefore, it has an important position in human-computer interaction and affective computing [3] .
At present, Gabor wavelets transform is widely used in facial expression recognition and has achieved good results [4] , [5] . The Gabor filter [6] is a complex-domain sinusoidal function derived from a two-dimensional Gaussian function, which is equivalent to a set of band-Manuscript received December 29, 2018; revised May 22, 2019. pass filters whose direction, fundamental frequency bandwidth and center frequency can be adjusted. Gabor filters with different parameters are capable of capturing local structural information corresponding to different spatial frequencies, spatial locations, and directional selectivity in the image, which makes it insensitive to changes in brightness and face pose.
However, the two-dimensional Gabor wavelets transform is sampled in position, scale and direction. The original Gabor feature dimension is very high and it is difficult to directly operate it [7] , [8] . In fact, among a large number of Gabor features, only a small part of the features have the ability to distinguish the target. This part of the features can be found through feature selection and can be used to form a classifier. In this paper, we consider the combination of PCA and AdaBoost algorithm, treat each PCA feature vector as a projection space, train a series of weak classifiers respectively, and then look for a subset with the best classification performance from this series of weak classification by using Adaboost.M2 algorithm. Finally, we use the PCA feature vector corresponding to this subset to form a new projection space, re-dimensionalize the training samples and train the neural network as the final decision classifier.
II. GABOR REPRESENTATION OF FACIAL EXPRESSION IMAGES

A. Gabor Wavelets Transform
If supposed 2 h L  , then the Gabor transform has the following reconstruction formula
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is called the Gabor function, h g  is often used in practical applications. The equation (2) shows that the signal ( ) f t can be decomposed in the frequency domain according to the local time (space) domain.
From Paserval identity
If h g  is taken, the equation (2) can be written as:
Known from (1) Although the Gabor transform has a zooming effect, it lacks frequency interpretation, so it cannot replace the Fourier transform in some aspects, and it has its own limitations. Therefore, Grossmann [9] has introduced a fixed frequency Gabor transform. For a positive real number  , denoted
And its Reconstruction formula is:
Using the above, the Gabor decomposition at a certain frequency can be obtained.
B. Gabor Representation of Facial Expression Images
The Gabor transform function used in this paper is: 
maximum frequency, f is the spatial factor of the frequency domain kernel function.
In this paper, we choose max
, so we get 32 different Gabor filters.
Supposed that the facial expression image is ( ) I z , its Gabor representation can be obtained by convolving
convolution output, in this paper, its modulus is taken. So we get the Gabor representation of the image:
In order to include the Gabor transform features of different spatial frequencies (scales) and directions, all the Gabor wavelet coefficients of expression images are written into a cascaded feature vector. At the same time, in order to reduce the dimension of the feature vector, in this paper, each
factor is  , and the sampled feature vector is normalized, then the feature vector of an expression image can be obtained as
III. ADABOOST ALGORITHM In the adaboost algorithm, each training sample is given a weight, indicating the probability that it is selected into the training set by a weak classifier. If a sample is accurately classified by the current weak classifier, the probability that it is selected will be reduced in constructing the next training set. On the contrary, if a sample is not correctly classified, its weight is increased accordingly. In this way, adaboost is able to "focus" on those more difficult samples. In the specific implementation, the weights of each training sample are initially equal. For the kth iteration operation, we select a new training set based on the sample weights, train the weak classifier k C , and then The classifier is used to test the entire sample to increase the weight of the sample it is misclassified while reducing the weight of the sample that can be correctly classified. Then, the updated sample set is used to train the next weak classifier, and the whole process is cycled until certain conditions are met. x y x y  , max k , 
In most cases, as long as each component classifier is a weak classifier (the recognition rate is slightly greater than 50%, which is better than random guessing), then if max k is large enough, the training error of the overall classifier can be arbitrarily small, and when When max k is very large, overfitting rarely occurs.
IV. FACIAL EXPRESSION RECOGNITION ALGORITHM BASED ON PCA AND ADABOOST
Since the general Adaboost algorithm is only used to solve the second type of problem, this paper uses the Adaboost.M2 algorithm to solve multiple types of problems. The Adaboost.M2 algorithm solves multiple types of problems by simplifying multiple types of problems for multiple types of problems. The details of the algorithm can refer to [10] .
Since the facial expression image is a high-dimensional data sample, and the principal component analysis (PCA) is a good dimensionality reduction method, the PCA method is used to reduce the Gabor feature of the facial expression image. However, since principal component analysis finds the projection direction that can represent the original data in the least mean square sense, it does not consider the category information, Therefore, the feature vector selected according to the size of the sample covariance matrix eigenvalue is not necessarily the most favorable for classification. In some cases, the eigenvectors corresponding to smaller eigenvalues are more advantageous for classification. Based on this, we consider each PCA feature vector as a projection space, train a series of weak classifiers respectively, and then use Adaboost.M2 algorithm to find a subset with the best classification performance from this series of weak classifiers. Finally, we use the PCA feature vector corresponding to this subset to form a new projection space, re-scale the training samples and train the BP network classifier. The algorithm is described as follows: 1) Initialization: Settings 
V. EXPERIMENTAL RESULTS AND ANALYSIS
A. Image Preprocessing
This paper tests the algorithm using the face expression library of Carnegie Mellon University. Because the image in the original database is large, we have done manual processing and linear interpolation is used to make the size of 112×96.
In order to reduce the influence of illumination on the recognition effect, this paper uses the equation
to adjust the pixel mean and variance of each image. Where I and ' I are the images before and after the adjustment,  and  are the mean and variance of the original image, '  and '  are the mean and variance of the adjusted image.
B. Experimental Results and Analysis
216 images were divided into a training set and a test set, where the training set contained 144 images and the test set contained 72 images. After the Gabor transform, the Gabor coefficients are downsampled, and the sampling factor is 2x2, 4x4 and 16x16 respectively. Each PCA feature vector is selected as the projection space, and different weak classifiers are trained to select a set of optimal according to the test results. The classifier, whose corresponding PCA feature vector is the new projection space, reduces the training sample in the new projection space and retrains the BP network classifier.
During the test, we tested the recognition effect of the classifier on the unknown expression of person dependent and the unknown expression of person independent for different downsampling factors. The results are shown in Table 1 . At the same time, the results of various facial expression recognition results when the downsampling factor is 16x16 are shown in Table 2 and Table 3 . For comparison, this paper also selects the simple PCA method (the neural network is the classifier) for testing. The results are shown in Table 1. 1) Finding a set of optimal projection vectors from PCA feature vectors. The new feature vectors obtained by the original facial expression images in this set of optimal projection vectors are more favorable for classification, so the recognition rate of this method for person dependent and person independent is higher than that of the ordinary PCA method.
2) The method proposed in this paper is ideal for classifying unknown facial expressions of person dependent, reaching over 95%, but the classification effect on unknown facial expressions of person independent is about 74%. This is mainly because: (1) for different face shapes, the difference in contour is relatively large, and the change between different expressions is sometimes very weak, thus causing serious interference to facial expression recognition; (2) the different faces participating in the classifier training are less.
3) As the downsampling factor increases, the recognition rate changes are not very obvious, but the calculation load is greatly reduced. In addition, the method proposed in this paper is more advantageous than the ordinary PCA method. 
VI. CONCLUSION
Gabor representation of multi-scale images has a wide range of applications in the field of computer vision. This paper introduces the Gabor representation of facial expression images. In order to reduce the dimension of feature vectors, the Gabor wavelet coefficients are downsampled and the combined classifier based on PCA and AdaBoost algorithm is designed to recognize facial expressions. Experiments show that the expression recognition rate of person dependent is over 95%, and the recognition rate of person independent is 74%. This method has a better recognition effect than the ordinary PCA method.
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