Blood vessels inside the bone marrow (BM) play a vital role in the maintenance of hematopoietic stem cell (HSCs). Investigating the interaction of HSCs relative to vasculature has become the main headline for many recent studies. Advances in microscopy and image analysis using mouse models have allowed detection, identification and automated quantification of HSCs alongside their vascular niche. This resulted in new hypotheses concerning the activation state of HSCs adjacent to different blood vessel types (for example sinusoids vs. arterioles). Identifying the different types of BM vasculature has become critically important, however it still requires the use of complex immuno-stainings ex vivo or transgenic reporter mouse lines in vivo. To eliminate these requirements and increase the throughput of studies focusing on the HSC niche, we present a machine learning classification approach based on the Decision Tree Classifier to classify different regions of bone marrow vasculature into four distinct classes based on their discriminative features.
INTRODUCTION
Hematopoietic stem cells (HSCs) maintain the turnover of red blood cells, platelets and immune cells throughout our lifetime thanks to their ability to self-renew (maintain themselves) and differentiate. They reside in the bone marrow (BM) in a complex regulatory environment called niche, which regulates their function [1] , [2] . The molecular and cellular components of the HSC niche are object of intense study as the clue to prevent and treat haematological diseases. Blood vessels are one of the currently most studied HSC niche components. Vessels have been known for decades to supply oxygen and nutrition across a living tissue; however, in recent studies BM vascular and peri-vascular cells were shown to have a direct impact on HSC maintenance and function. The majority of BM vasculature consists of a complex network of thin-walled, fenestrated sinusoidal capillaries (sinusoids), where HSCs proliferate, differentiate and enter circulation. Recent studies indicated that HSCs are also located close to arterioles surrounded by nestin GFP expressing cells [3] , [4] . Therefore, the exact role of different vessel types in HSC function and self-renewal is far from being well understood.The visualization of the vascular niche using 3D imaging is an expanding and promising field that provides a unique perspective of HSC position in relation to vasculature [5] , [6] . However, defining the variable components of the BM vascular network is a time consuming and challenging task due to the complex and interlinked structure of blood vessels and it is currently dependent on complex ex vivo immuno-stainings or, for in vivo studies, on the use of limited transgenic reporter mouse strains.
In this paper we propose a classification approach using the Decision Tree Classifier to define novel distinctive features of the variable types of blood vessels and classify them based on their morphological and topological characteristics across the BM space. A staining/reporterindependent computerized classification approach of blood vessels would considerably simplify experimental set ups, reduce the number of animals used, and allow studying further BM components alongside the vessels themselves.
MATERIAL
Wild type mice were anesthetized, their scalp removed and replaced with an imaging window [6] . To label blood vessels mice were injected i.v. with 50μl of 40mg/ml TRITCdextran. Intravital microscopy of calvarium BM blood vessels was performed using a Zeiss LSM 780 upright confocal/two-photon combined microscope as previously described [5] , [6] .
In this paper we use 9 datasets, each representing a large area of calvarium BM. All datasets are encoded at 8 bits per pixel, with sizes for XY dimensions of up to 4206 by 3281 pixels, and the Z dimension ranging between 43-58 slices acquired with a step size of 5 μm, with each slice corresponding to 1 voxel in the Z dimension. Particular regions of the calvarium BM such as the bifurcation of central suture and coronal suture are used as reference points for alignment during the data acquisition. To train the classifier, one dataset was used to generate object samples (337 samples total for all proposed classes). The remaining 8 datasets were used for testing the classifier, together with the training dataset.
METHOD
We use a fully automated approach for detecting and segmenting the vasculature. The LH-SEG algorithm segments regions of blood vessels using a combination of multi-resolution segmentation and mean intensity difference to neighbor thresholds as described in our previous work [7] . Once the regions of vasculature are segmented on each individual 2D slices, the 2D slices are linked across the Z dimension to form the 3D structure of vasculature, see Fig. 1 . The Jaccard similarity index was used to evaluate the LH-SEG segmentation of vasculature against the manual benchmarking and scored an accuracy of 0.84 which is a key point for the success of the classifier. 
Decision Tree classification
Although the segmentation approach detects the regions of blood vessels distributed across the BM efficiently, the distinction of the multiple vasculature components is not achievable using only segmentation methods and therefore a more sophisticated method is required.
In this paper we propose the use of a supervised objectbased machine learning classification approach [8] , [9] . Classification methods for image analysis are structured approaches, which build classification models from an input dataset and predict the output of an unknown dataset. We select the Decision Tree Classifier to generate the classification output for our image datasets. Decision Tree Classifier is a classification technique that can easily be applied to real life scenarios; therefore it is ideal for solving classification problems. Results can also be easily interpreted compared to other classifiers which only provide statistical comparisons. The tree starts from the top node "root", and splits into a number of nodes ("leafs") based on a number of feature vectors. Feature selection or best split is found using the criterion "purity"; if a particular feature produces a pure subset the splitting stops, otherwise the classifier iterates leaf nodes until a pure subset is found. Entropy measures the impurity of a particular subset and is defined as:
where, S is the dataset for which the entropy is calculated, C the set of classes in set S , ) (c p the proportion of the number of elements belonging to class C to the number of elements in set S . Pure subsets will generate a value of 0 while impure subsets will generate a value of 1. Since the entropy only calculates the purity of a single subset, the purity of all subsets belonging to an entire split can be computed using the information gain. The information gain calculates the average purity for all subsets resulting from a split weighted by their size as in (2); (2) where, F is a feature. When a feature F splits the set S into subsets i S the average entropy is computed and the sum compared to the entropy of the original set S ;
Training and testing the classifier
As blood vessels share common characteristics in terms of their complexity and interlinking, selecting effective thresholds for classifying them into different regions based on morphology is a challenging task, and difficult to solve manually as demonstrated in Fig. 2 . Therefore we manually prepared a training set containing 4 classes of blood vessels objects, based on the morphological characteristics and position in relation to the BM space (Fig. 2) . The first class, large sinusoids, comprises blood vessels larger in diameter and located mainly towards the periphery of the BM space. The second class, small sinusoids, comprises blood vessels smaller in shape, located all across the bone marrow space. The third class, central sinus, is mainly located in the middle of the bone marrow space. The fourth class, bifurcation of the central sinus, results from the central sinus branching out towards the left and right sides of the BM space. For the training task, 2D objects from blood vessels regions belonging to each class were fed to the training set. For instance, 2D objects from small interconnected sinusoids regions were selected to feed the training set for class "small sinusoids". The same was done for all remaining training classes, Fig. 3 . The number of samples was optimized for each class to avoid under-fitting and over-fitting the classifier. 3-fold cross validation was used in this experiment. The size of each training set correlated with the heterogeneity of the objects within each class. Since the Decision Tree Classifier does not require a feature optimization task prior to classification, we could use a vast number of morphological and position features to train the classifier (Definiens Developer XD 64, shape and position feature list). The classifier automatically selected the discriminative features and the boundaries that defined the different classes of blood vessels objects. The Training stopped when satisfactory results were attained. Fig.3 . 2D representation of segmented blood vessels from which the training sets were generated for each class. A) Contains 3 vessel classes: vessels with magenta border represent training data for small sinusoids, blue border is for the bifurcation of the central sinus, green border is for the central sinus and red border are vessels that were left for testing. B) Vessels with yellow border represent training data for the large sinusoids. To test whether the classifier could deal with mouse-to-mouse variability, all training samples for all 4 classes were taken from one image dataset only. We then tested the classifier on all 9 remaining datasets including the dataset used for training.
RESULTS

Classification results
The Decision Tree Classifier selected a number of discriminative features that best classified the different types of blood vessels. Object position features; (X and Z positions), were selected by the Decision Tree to split the root node. Further morphological features; (Width, Width/Length and Area) that described the shape of objects where then integrated into the tree to create further splits and resulted in the differentiation of classes, Fig. 4 . This indicates that the Decision Tree Classifier does not only classifying blood vessels components into further classes based on their feature differences, but it is also capable of selecting novel characteristics that best describe each class within the blood vessel regions, results represented in Fig.5 . This is a promising result that indicates the possibility to identify different BM vessel types without the need for complex immuno-staining or transgenic reporter lines. 
Classification Accuracy
To evaluate the performance of the classification, we generate our benchmarking data by manually classifying all segmented regions of blood vessels into the four described classes (large sinusoids, small sinusoid, central sinus and the bifurcation of the central sinus). We then evaluate the results of automatically classified regions by calculating the Precision and Recall values defined in expression (4) (5) 
Where TP is the sum of objects volume belonging to correctly classified regions when compared to the benchmarking data, FP is the sum of objects volume belonging to classified regions that did not match the benchmarking data, FN is the sum of objects volume belonging to classified regions that were missed compared to the benchmarking data. The mean classification Precision and Recall for all tested datasets for each class is presented in Fig. 6 . Classification results accuracy varies from one class to another depending on the complexity of the object structure. For instance, the classification of large sinusoids and bifurcation of the central sinus yields high precision and recall due to their larger size compared to objects in other classes. This ultimately results in improved distinction from other objects. In contrast, structures in the central sinus and small sinusoids classes yield slightly reduced precision and recall due to their complex, interlinked structure, which leads to misclassification of a fraction of objects. 
CONCLUSION
We propose an approach for classifying the different regions of vasculature in the bone marrow, and identify them as separate classes based on their intrinsic morphological and position features. The presented approach is based on a Decision Tree machine learning classifier, which takes into account a training set including objects from each class and a number of morphological and location features. The classifier divides all objects from all tested datasets based on these discriminative values into one of the classes (Large sinusoids, Small sinusoids, Central sinus and bifurcation of the central sinus). The classifier provides a good level of classification for all classes and is more time efficient than manual classification. More complex objects such as small sinusoids and central sinus yield slightly higher error rate, therefore further training cycles from multiple datasets might be needed to account for the complexity and variability of such objects. Further development could include classifying the larger sinusoids into additional two classes, as at present they may be a mixture of sinusoids and arterioles. Further classifiers could also be investigated to evaluate whether the performance of this approach could be further improved. Finally, identifying the different classes of vasculature based on their intrinsic characteristics eliminates the need for complex ex vivo and in vivo staining. This increases the throughput of intravital imaging and our understanding of the complexity of the HSC niche.
