Moving object detection is a fundamental task for automatic systems in video surveillance scenes, whose performance is downgraded by moving shadows unfortunately since moving objects and their shadows tend to present similar motion patterns and most moving object detection methods confused them frequently. To deal with this problem, we propose an adaptive weighted moving shadow detection method based on multiple features. In the proposed method, intensity, color and texture properties with neighboring information are exploited to generate feature maps, which are utilized to detect moving shadows respectively in small random selected videos to determine the weight for each feature map. Subsequently, the adaptive weighted fusion strategy is applied to fusion these feature maps for shadow detection according to the empirical threshold. At last, a series of spatial adjustment operations are implemented to correct misclassified pixels for obtaining refined detection results. By analyzing extensive experimental and comparison results, it demonstrates that the effectiveness and robustness of the proposed method for different video scenes and the superiority than some state-of-the-art methods.
INTRODUCTION
Moving shadow detection in video sequence is an important topic in computer vision applications, such as surveillance and moving object tracking, and has been actively investigated over the past several decades (Al-Najdawi et al.,2012; Tiwari et al.,2016) . About the studies on moving shadow detection, four categories are classified, including chromacity-based, texture-based, geometry-based and statistical-based method.
The chromacity-based methods (Cucchiara et al., 2003; Salvador et al.,2004; Sun and Li, 2010; Kar et al.,2015) distinguish shadow pixels from non-shadow pixels according to the same chromaticity with respect to the corresponding background, while brightness remains diverse. Cucchiara et al., (2003) exploited color information to detection moving shadows by analyzing pixels in HSV color space in which chromaticity and luminosity can be separated explicitly. Salvador et al., (2004) hypothesized that shadow darken the surface which they were cast upon and utilized color invariance to perform moving shadow segmentation algorithm. According to less variance of color property than the illuminated or colored regions, Kar et al., (2015) proposed moving shadow detection from video based on HSV color space. The chromacity-based method is the fastest to implement and run, while it is sensitive to noise and less effective in low saturated scenes.
The texture-based methods (Leone and Distante, 2007; Zhang et al., 2007; Sanin et al., 2010) detect shadow pixels by the similar texture consistency between shadow and background, while the texture consistency of foreground object is different with that of the background. Leone et al., (2007) described textural information using redundant systems of functions to detect moving shadows because that shadow regions presented same textural characteristics in each frame and in the corresponding background. Zhang et al.,(2007) proved that the ration edge was illumination invariant and divided each moving pixel into foreground object or moving shadow by discussing the distribution of the ratio edge. Sanin et al., (2010) employed gradient information to remove moving shadows from moving regions. The texture-based method is independent on chromacity and performs better under unstable illumination changes, while it works not well if the texture of background and foreground object is similar.
The geometry-based methods (Hsieh et al., 2003; Fang et al., 2008; Xu et al., 2005) eliminate moving shadows using the camera location, the ground surface and the object geometry. Hsieh et al., (2003) suggested a coarse-to-fine approach to eliminate unwanted shadows from each detected pedestrian, in which the decided shadow model was parameterized by illumination properties, position, and orientation of a shadow. Fang et al., (2008) exploited spectral and geometrical properties of shadows and relationship between the point in shadow region and space position and vehicle shape to detect moving shadows. Xu et al., (2005) assumed that shadows occurred around their foreground objects and then extracted moving edges based on the morphological filters to detect shadows. The geometry-based method depends on the geometric relationships of the objects in the scenes, while it becomes ineffective when the geometric relationships change.
The statistical-based methods (Horprasert et al., 1999; Song et al., 2007; Choi et al., 2010) calculate the probabilistic function to model moving shadow pixels and classify moving shadow and object pixels by performing a significance test. Horprasert et al., (1999) introduced computational color model to distinguish shadows from non-shadows based on color constancy. Song et al., (2007) proposed color-space ratio model to segment moving shadows in which the variations of color ratio between lit pixels and shadow pixels followed Gaussian distribution. Choi et al., (2010) adopted adaptive shadow estimator model to eliminate shadow pixels, which included chromaticity difference, brightness difference and local relation estimators using to model shadow pixels as Gaussian and chi-square distributions, respectively. The statistical-based method hypothesizes that moving shadows follow different distributions compared with that of foreground objects, which can further improve the performance for different shadow model. However, single distribution generally can handle simple moving shadows and is only applicable to the specific scene.
As mentioned above, using single feature is difficult to adapt the complex scene changes. Recently, the more attractive direction is to study the fusion of multiple features via combing the advantages of multiple features for overcoming drawbacks of single feature (Dai et al., 2013; Huerta et al., 2015; Wang et al., 2015) . Dai et al., (2013) exploited intensity, color and texture properties to generate feature maps and utilized linear combination to fuse these features for moving shadow detection. Huerta et al., (2015) proposed the bottom-up chromatic shadow detection approach to detect chromatic moving cast shadow based on gradient and colour models, and the top-down approach refined the results subsequently. Assuming that the shadow regions are darker than the corresponding background regions and maintain the same chromaticity and texture, Wang et al., (2015) jointed color information in HSV space and texture information measured by improved local ternary pattern and the gradient to extract shadows.
Inspired of feature fusion work, we present an adaptive weighted moving shadow detection method based on multiple features unlike our previous work (Dai et al., 2013) , in which the feature weight was fixed. Firstly, we exploit the intensity, color and texture properties respectively to describe each candidate shadowpixel to generate feature maps. Meanwhile, each feature map is employed to automatically recognize moving shadows in a small random selected video sequence form each scene and the accuracy is taken as the weight for each feature. Obviously, the weight is decided adaptively by the importance of the feature for one scene, and the feature has different weight for different scene generally. Then, the fusion map is produced by means of adaptive linear weighted strategy with these feature maps, which is adopted to detect moving shadows by the appropriate empirical threshold. Subsequently, the rough detection results are acquired which may include misclassified moving object pixels. Finally, a series of spatial adjustment operations are implemented to obtain the refined results. Extensive experiments and comparable results indicate that the proposed method exhibits better performance than some state-of-the-art methods.
The reminding parts of this paper are as follows. Section 2 describes the proposed method in detail. Section 3 provides extensive experiments and comparisons with several test videos. Finally, conclusions are given in Section 4. The proposed adaptive weighted moving shadow detection method called as AWMSDis described in detail in this section. The flowchart of AWMSD is displayed in Fig.1 , which consists of three parts mainly such as feature extraction, adaptive weighted fusion and spatial adjustment.
THE PROPOSED METHOD

Feature extraction
After segmenting foreground images via GMM (Stauffer and Grimson, 1999 ) from test videos, three kinds of features are extracted to classify moving shadows and moving objects in the foreground image on the basis of shadow model and shadow properties (Nishita et al., 1985) .
Conveniently, I t and B t are represented the current frame and background frame at time t, and M t denotes the binary mask of foreground image obtained from I t by GMM. Next, we will extract features from pixels which value is 1 in M t that can reduce the computation complexity.
Intensity feature
The intensity similarity between the foreground and corresponding background pixel is calculated by normalized correlation coefficient NCC (Jacques et al., 2005) . At time t, for one pixel p at location (x, y) in I t , the NCC is defined as:
where p Ω is the neighborhood centered at pixel p, I t (i, j) and B t (i, j) are the intensities in the current frame and background frame at time t, respectively.
Color feature
(1) Chromaticity change Cucchiara et al., (2003) proved that chromaticity and luminosity can be separated explicitly in HSV color space and the chromaticity plays an important role in shadow detection. Inspired by this, chromaticity change is considered as the one of features for classification, which is calculated as: are hue values at location (x, y) of current frame and background frame, respectively.
(2) Invariant photometric color Since moving shadows possess invariant photometric color in c 1 c 2 c 3 color space (Gevers and Smeulders, 1999) , therefore the color differences can be calculated as following: Combining the color differences of three components in c 1 c 2 c 3 color space, the invariant photometric color feature is defined as:
In addition to take account of the color differences between foreground and background, the color saliency of foreground itself is also explored under different scales. On the basis of color saliency in red, green, blue and yellow channels (Itti et al., 1998) , the differences of opponency colors at different scales for foreground image is defined as:
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where f is the scale size, and
,  represents the across-scale difference operation.
Obviously, 12 color saliency maps will be generated. In terms of the following formula, different scales and different opponency color maps are fused at the same scale. where ⊕ is the across-scale addition operation, which consists of the reductionof eachmaptoscalezeroandpoint-by-pointaddition.
Texture Feature (1) Information difference
Entropy is the random statistics value, which is adopted to compute texture difference.
In RGB color space, given ) , ( y x E c t is the entropy of pixel q at location (x, y) in channelc at time t, and
Where q Ω is the neighborhood centered at the pixel q, ) , is the probability of grayscale. Hence, the information difference between the current frame and background frame is: are the information entropy of the pixels at location (x, y) in channelc of the current frame and background frame, respectively. 
where N is the number of histogram bins, ) , (
is the similarity coefficient of pixel p at channel c, which reflects the common parts of the two feature distributions.
Considering the three correlation coefficients comprehensively in RGB color space, the final texture similarity of pixel at location (x, y) in current frame at time t is: 
Adaptive weighted moving shadow detection
Instead of using single feature to detect moving shadows, we exploit three kinds of features to realize the separation of moving shadows and moving objects. As mentioned above, six features are generated by feature extraction from foreground and in which each feature value is taken as feature score for each feature. Subsequently, the adaptive weighted fusion strategy is utilized to fuse six features as fusion feature for classification.
Linear weighted fusion is the fusion of the corresponding feature scoresin multiple feature diagrams according to the linear weighted fusion rules, and the obtained fusion score will be regarded as the best judgment result. Different from the average fusion, linear weighted fusion gives sufficient consideration for the important degree of each feature in the decision-making process. It is defined as:
where w k is the weight of k-th feature, which stands for the important degree of the k-th feature.
) , ( y x F k t is feature score at location (x, y) of k-th feature at time t, N F is the number of features, and ) , ( y x map t is fusion score. In detail,
Obviously, the key of adaptive linear weighted fusion is how to determine the weight for each feature to obtain the best fusion result. In the proposed AWMSD, each feature is employed to detect moving shadow for one small random selected test video, and the obtained average detection rate is taken as the weight. When a certain feature has better detection performance for one test video, the feature will play an important role in moving shadow detection since that its corresponding weight is relatively larger.Finally, the classification of moving shadow and moving object is realized according to the following rule:
where T is the empirical threshold which is acquired by extensive experiments. Ob t and Sh t are the binary mask images of moving object and moving shadow, respectively.
Spatial adjustment
Resulting from the uncertainties or noises, there may have some incorrect pixels in the classification result. To correct the misclassified pixels, a series of spatial adjustment operations are implemented in time. Roughly, we make use of the connected component labeling algorithm to label different regions, and then adopt the size filter to get rid of small misclassified blobs from detected shadow regions and detected object blobs. Thus, some isolated incorrect blobs are revised exactly. In this section, in order to verify the performance of the proposed AWMSD method, extensive experiments are carried out on different test videos, such as Highway, Intelligent Room, Hallway, CAVIAR and Laboratory * , in which Highway is outdoor scene, and the others are indoor scene. The original frames of test videos and their ground truth frames are shown in Fig. 2(a) and Fig. 2(b) , respectively. Moreover, to verify the superiority of AWMSD, comparisons with several well-known methods, such as SNP1 (Horprasert and Harwood, 1999) , DNM (Cucchiara et al., 2003) , ICF (Salvador et al., 2004) , SNP2 (Song and Tai, 2007) , CCM (Sun and Li, 2010) , ASE (Choi et al., 2010) are presented, and the qualitative comparison results are displayed in Fig.2(c)-Fig.2(i) . Obviously, SNP1 has the worst detectionresult in Highway and Intelligent Room, meanwhile DNM, ICF, SNP2 and CCM have poor performance in outdoor scene, and ASE achieves better results but also is inferior to AWMSD. From Fig.   * http://cvrr.ucsd.edu/aton/shadow/ http://homepages.inf.ed.ac.uk/rbf/CAVIARDATA1/ 2(i), we can see that the AWMSD possesses better discrimination ability for moving shadows and moving objects.
EXPERIMENTS AND COMPARISONS
In addition, we adopt three metrics (Dai et al., 2013) which named shadow detection rate η , shadow discrimination rate ζ and average detection rate Avg to measure the performance of the AWMSD and then compare the AWMSD with some well-known methods from the quantitative point of view. The three metrics are defined as follows:
where TP S andTP O denote the number of correct detected moving shadow pixels and moving object pixels, respectively. FN S andFN O are the number of misclassified moving shadow pixels and moving object pixels, respectively. Avg is the mean of shadow detection rate η and shadow discrimination rate ζ . Specially, the quantitative comparison results are listed in Table 1 . It is observed that the AWMSD achieves the highest shadow detection rate for CAVIAR, and the highest shadow discrimination rate for Highway. Analyzing by the average detection rate, the AWMSD is superior to some well-known methods in majority test videos. Besides, ASE also acquires better detection results clearly. Take Highway for example, the average detection rate of AWMSD is 90.32% and ASE is 84.68%, while SNP1 obtains the worst result which is only 52.98%. Although CCM considered the combination of two color models, its average rate is only 62.01%. For DNM, the average detection rate is lower than the AWMSD about 10.13%, 17.74%, 9.92%, 12.23% and 22.16% on the five testvideos respectively attributing to DNM only explored the color information and ignored other types of features. For the sake of comparing the stability, shadow detection rate, shadow discrimination rate and average detection rate are calculated for each frame in Highway and Intelligent Room, respectively. The comparison results are illustrated in Fig. 3 Since the result of moving shadow detection will affect the performance of moving object detection directly, F-measure is employed to evaluate the performance of moving shadow detection and compared with some well-known methods. It is defined as follows:
where recall denotes the proportion of the correct detected pixels in real moving object pixels, and precision is the proportion of the real moving object pixels in the detected moving object pixels.
The F-measure comparison results of the well-known methods and the AWMSD are provided in Table 2 . It is easy to see that the AWMSD is superior to the well-known methods in Hallway, Highway and CAVIAR. Particularly, for Intelligent Room, the AWMSD reaches the highest average detection rate shown in Table 1 , while the F-measure is only lower than ASE about 0.25% shown in Table 2 . For Laboratory, the AWMSD is superior to SNP1, DNM, SNP2 and CCM, while is only lower than ICF and ASE about 2.14% and 3.21%, respectively. Moreover, for Highway, the F-measure of the AWMSD is higher than the listed well-known methods about 27.36%, 23.09%, 22.09%, 23.63%, 43.0% and 2.87%, respectively. Through above analysis, we can see that the AWMSD perform better performance for moving shadow detection which can improve the accuracy of moving object detection naturally. 
4.CONCLUSIONS
In this paper, an adaptive weighted moving shadow detection method based on multiple features is suggested, which is improved the performance of the existing average fusion strategy method. In detail, we extract intensity, color and texture properties to produce feature maps and these maps are utilized to detect moving shadows for obtaining the accuracy which is employed to determine the weight adaptively for different video scenes. Then, the adaptive weighted fusion strategy is used to fusion several feature maps for the final feature map. After that, we adopt the final feature map to detect moving shadows and spatial adjustment is applied to refine the results. Compared with several well-known methods, it is validated that the effectiveness of our work.
Experimental results also demonstrate that our work not only has higher and relatively stable detection accuracybut is robust for different surveillance scenes.
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