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Abstract
The Reversible Jump algorithm is one of the most widely used Markov chain
Monte Carlo algorithms for Bayesian estimation and model selection. A general-
ized multiple-try version of this algorithm is proposed. The algorithm is based on
drawing several proposals at each step and randomly choosing one of them on the
basis of weights (selection probabilities) that may be arbitrary chosen. Among the
possible choices, a method is employed which is based on selection probabilities de-
pending on a quadratic approximation of the posterior distribution. Moreover, the
implementation of the proposed algorithm for challenging model selection problems,
in which the quadratic approximation is not feasible, is considered. The resulting
algorithm leads to a gain in efficiency with respect to the Reversible Jump algo-
rithm, and also in terms of computational effort. The performance of this approach
is illustrated for real examples involving a logistic regression model and a latent
class model.
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1 Introduction
Markov chain Monte Carlo (MCMC) methods have had a profound impact on Bayesian
inference. In variable dimension problems, which mainly arise in the context of Bayesian
model selection, a well-known approach is the Reversible Jump (RJ) algorithm pro-
posed by Green (1995). The algorithm uses the Metropolis-Hastings (MH) paradigm
(Metropolis et al., 1953; Hastings, 1970) in order to generate a reversible Markov chain
which jumps between models with different parameter space dimensions. These jumps
are achieved by proposing a move to a different model, and accepting it with appropriate
probability in order to ensure that the chain has the required stationary distribution.
However, the algorithm presents some potential drawbacks that may limit its applicabil-
ity. Ideally, the proposed moves are designed so that the different models are adequately
explored. However, the efficient construction of these moves may be difficult because,
in general, there is no natural way to choose jump proposals (see, among others, Green,
2003).
Several approaches have been proposed in literature in order to improve the efficiency
of the RJ algorithm. An interesting modification of the MH algorithm is the Delayed
Rejection (DR) method, proposed by Tierney and Mira (1999) and extended to the RJ
setting by Green and Mira (2001). The method is based on a modified between-model
move, conditional on the rejection of the initial trial. In particular, if a proposal is
rejected, a second move is attempted and it is accepted with a probability that takes into
account the rejected first proposal, in a way that satisfy the detailed balance condition.
Obviously, the efficiency improvements of the two-stage proposal needs to be weighed
against the increased computational cost.
Moreover, Brooks et al. (2003) proposed two main classes of methods. The first class
explores the idea to automatically scale the parameters of the jump proposal distribution
by examining a Taylor series expansion of the Hastings ratio as a function of the pa-
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rameters of the proposal distribution. The broad idea is that first and second order (and
possibly higher order) terms in the Taylor expansion are set equal to zero, giving a system
of equations that are solved to yield the optimal proposal parameters. The rationale for
doing this is that it should lead to higher acceptance probabilities, thereby improving the
ability of the sampler to move between models. However, for many statistical models,
generating such a Taylor expansion and solving first and second derivatives is analytically
unavailable, as is the case of the latent class (LC) model considered in this paper. The
second approach proposed in Brooks et al. (2003), termed the saturated space approach,
develops the idea of augmenting the state space with auxiliary variables (to ensure that
all models have the same dimension as the largest one) in order to allow the chain to have
the same memory of the states visited in other models, increasing the efficiency of the
proposals.
Other approaches include the automatic RJ sampler by Hastie (2005). This approach
requires a pilot run for each model under consideration in order to learn about the posterior
distribution within each model. This information is then used inside a RJ algorithm
to tune proposal parameters when jumping between models. Clearly this comes at a
high computational cost, particularly when the model dimension is large. In a similar
vein, Lunn et al. (2009) developed an inferential framework in which the BUGS software
(Spiegelhalter et al., 1996) can be used to carry out RJ inference. The main constraint
here is that the full-conditional distributions for the parameters are available in closed
form within each model. Moreover, Fan et al. (2009) approached the issue of constructing
proposals for between model moves by estimating particular marginal densities based on
MCMC draws from the posterior, using path sampling. In more detail, suppose that the
parameter vectors within the models can be partitioned so that a subset of them can be
held constant when moving between models. When a between model move is proposed,
the new parameters are drawn from a proposal distribution which is conditioned upon
the subset of previously sampled parameters. The main computational burden is to
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actually draw from this conditional distribution, especially when the parameter space
is high dimensional. This is the major drawback of the approach of Fan et al. (2009).
Furthermore, note that population MCMC, whereby a target distribution is constructed
consisting of a product of tempered versions of the target distribution of interest, has
also been developed for RJ (Jasra et al., 2007). The idea here is that the collection of
states of the population of the Markov chain at any given iteration can be used to give
some guidance for selecting parameters of the proposal distribution. But also the effect of
tempering is to allow efficient exploration of a potentially multi-modal target distribution.
The main drawback is that only one particular Markov chain in the population (with
temperature equal to 1) is used for inferential purposes. The remaining chains serve to
facilitate mixing within and between models. Finally, another interesting approach was
proposed by Bartolucci et al. (2006), which consists of employing in a more efficient way
the output of an RJ algorithm implemented in the usual way in order to construct a class of
efficient estimators of the Bayes factor. For a review of the main methodological extensions
of the RJ algorithm see also Fan and Sisson (2011) and Hastie and Green (2012).
With the aim of improving the performance of the RJ algorithm, in this paper we
extend the results illustrated in Pandolfi et al. (2010) in which a generalization of the
Multiple-Try Metropolis (MTM) algorithm of Liu et al. (2000) is proposed in the context
of Bayesian estimation and Bayesian model choice. In particular we develop their idea
of applying a multiple-try strategy to increase the efficiency of the RJ algorithm from a
Bayesian model selection perspective, where the dimensionality of the parameter space is
also part of the model uncertainty.
In general, the MTM algorithm represents an extension of the MH algorithm consisting
of drawing, at each step, a certain number of trial proposals and then selecting one of
them with a suitable probability. The selection probabilities of each proposed value are
constrained so as to attain the detailed balance condition. In particular, Liu et al. (2000)
proposed a rule to choose these probabilities so that they are proportional to the product
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of the target, the proposal, and a function which is non-negative and symmetric. The
generalization of the multiple-try scheme proposed by Pandolfi et al. (2010), hereafter
denoted by GMTM, defines the selection probabilities in a more general way. Under
this approach, minimal constraints are required to attain the detailed balance condition.
In principle, any mathematical function giving valid probabilities may be adopted to
select among the proposed trials although the efficiency in the estimation of the target
distribution may depend on this choice.
In the Bayesian model choice context, the GMTM extension of the RJ algorithm repre-
sents a rather natural way to overcome some of the typical problems of this algorithm, as
for example the necessity of an accurate tuning of the jump proposals. The extension con-
sists of proposing, at each step, a fixed number of moves, so as to promote mixing among
models. In particular, among the possible ways to compute the selection probabilities,
we suggest a method based on a quadratic approximation of the target distribution that
may lead to a considerable saving of computing time. Moreover, we show that, when it is
not possible to easily compute this quadratic approximation, the generalized version may
again lead to an efficient algorithm. It is also worth noting that the proposed extension
of the RJ algorithm has several analogies with the DR method of Green and Mira (2001),
in which the different trial proposals are attempted only conditionally to the rejection of
the first one. Given these similarities, this method may be easily adapted for a direct
comparison with the proposed approach, as we illustrate in this paper.
The remainder of the article is structured as follows. In Section 2 we review the
MH algorithm and the RJ algorithm and we introduce the basic concept of the GMTM
algorithm for Bayesian estimation. In Section 3 we outline the generalized multiple-
try version of the RJ algorithm with a discussion on some convenient choices of the
selection probabilities. The proposed approach is illustrated in Section 4 by some empirical
experiments, whereas Section 5 provides main conclusions.
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2 Preliminaries
We first introduce some basic notation for the MH and the RJ algorithms and we briefly
review the GMTM method as a generalization of the MTM algorithm.
2.1 Metropolis-Hastings and Reversible Jump algorithms
The MH algorithm, proposed by Metropolis et al. (1953) and modified by Hastings (1970),
is one of the best known MCMC method to generate a random sample from a target
distribution π(θ). The basic idea of this algorithm is to construct an ergodic Markov
chain in the state space of θ that has π(θ) as stationary distribution.
In particular, given the current state θ, the proposed value of the next state of the
chain, denoted by θ˜, is drawn from a proposal distribution T (θ, θ˜) and it is accepted with
probability
α = min
{
1,
π(θ˜)T (θ˜, θ)
π(θ)T (θ, θ˜)
}
.
The MH Markov chain is reversible and with invariant/stationary density π(θ), because it
satisfies the detailed balance condition π(θ)P (θ, θ˜) = π(θ˜)P (θ˜, θ) for every (θ, θ˜), where
P (θ, θ˜) is the transition kernel density from θ to θ˜.
In the Bayesian model choice context, the MH algorithm was extended by Green
(1995), resulting in the RJ algorithm, so as to allow so-called across-model simulation of
posterior distributions on spaces of varying dimensions. Let {M1, . . . ,MM} denote the
set of available models and let Θm be the parameter space of model Mm, the elements of
which are denoted by θm. Also let L(y|m, θm) be the likelihood for an observed sample
y, let p(θm|m) be the prior distribution of the parameters, and let p(m) be the prior
probability of model Mm.
In simulating from the target distribution, a sampler must move both within and
between models. Moreover, the move from the current state of Markov chain (m, θm) to a
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new state (m˜, θ˜m˜) has to be performed so as to ensure that the detailed balance condition
holds. The solution proposed by Green (1995) is to supplement each of the parameter
spaces Θm and Θm˜ with artificial spaces in order to create a bijection between them and
to impose a dimension matching condition; see also Brooks et al. (2003).
In particular, let (m, θm) be the current state of Markov chain, where θm has dimension
d(θm); the RJ algorithm performs the following steps:
Step 1: Select a new candidate model Mm˜ with probability h(m, m˜).
Step 2: Generate the auxiliary variable um˜ (which can be of lower dimension than θm˜)
from a specified proposal density Tm,m˜(θm,um˜).
Step 3: Set (θ˜m˜,um) = gm,m˜(θm,um˜), where gm,m˜(θm,um˜) is an invertible function such
that d(θm) + d(um˜) = d(θ˜m˜) + d(um).
Step 4: Accept the proposed model and the corresponding parameters vector with prob-
ability
α = min
{
1,
π(m˜, θ˜m˜) h(m˜,m) Tm˜,m(θ˜m˜,um)
π(m, θm) h(m, m˜) Tm,m˜(θm,um˜)
|J(θm,um˜)|
}
,
where π(m, θm) = L(y|m, θm) p(θm|m) p(m) and the last term is the Jacobian de-
terminant of the transformation gm,m˜(θm,um˜), that is,
|J(θm,um˜)| =
∣∣∣∣∂gm,m˜(θm,um˜)∂(θm,um˜)
∣∣∣∣ .
The main difficulty in the implementation of the RJ algorithm is the construction of
an efficient proposal that jumps between models. In fact, inefficient proposal mechanisms
could result in Markov chains that are slow to explore the state space and consequently
to converge to the stationary distribution. Generally, in order to ensure efficient proposal
steps, the proposed new state should have similar posterior support to the existing state.
This ensures that both the current move and its reverse counterpart have a good chance
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of begin accepted (Hastie and Green, 2012).
In addition to the RJ algorithm, several alternative MCMC approaches have been
proposed in Bayesian model and variable selection contexts. These methods are based on
the estimation of the posterior probabilities of the available models or on the estimation
of marginal likelihoods; for a review see Han and Carlin (2000), Dellaportas et al. (2002),
Green (2003), and Friel and Wyse (2012).
The RJ algorithm has been applied, in particular, to the Bayesian analysis of data from
a finite mixture distribution with an unknown number of components (Richardson and Green,
1997). This approach is based on a series of transdimensional moves (i.e., split-combine
and birth-death moves) that permit joint estimation of the parameters and the number of
components; see also Stephens (2000) for a continuous time version of the RJ algorithm
for finite mixture models. More recently, Zhang et al. (2004) proposed an application
of the RJ algorithm to multivariate gaussian mixture models, whereas Liu et al. (2011)
illustrated the use of the algorithm for bayesian analysis of the patterns of biological
susceptibility on the basis of univariate normal mixtures. Other applications of the RJ al-
gorithm concern a nonparametric estimation of diffusion processes (van der Meulen et al.,
2013), whereas Lopes and West (2004) developed an RJ algorithm in the context of factor
analysis in which there is uncertainty about the number of latent factors in a multivari-
ate factor model. In this situation, the number of factors is treated as unknown. The
Lopes and West (2004) method builds a preliminary sets of parallel MCMC samples ob-
tained under different number of factors. Then, it employs these samples to generate
empirical proposal distributions to be used in the RJ algorithm.
2.2 Multiple-try and generalized multiple-try methods
The MTM proposed by Liu et al. (2000) represents an extension of the MH algorithm,
which consists of proposing, at each step, a fixed number k of moves, θ˜
(1)
, . . . , θ˜
(k)
, from
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T (θ, θ˜) and then selecting one of them with probability proportional to
w(θ, θ˜
(j)
) = π(θ˜
(j)
)T (θ˜
(j)
, θ)λ(θ˜
(j)
, θ), j = 1, . . . , k, (1)
where λ(θ˜, θ) is an arbitrary non-negative symmetric function. The probabilities are
formulated so as to attain the detailed balance condition. Several special cases of this al-
gorithm are possible, the most interesting of which is when λ(θ˜, θ) =
[
T (θ, θ˜)T (θ˜, θ)
]−1
;
we refer to this version of the algorithm as MTM-inv. Another interesting choice is
λ(θ˜, θ) = 1, which leads to the MTM-I algorithm.
The key innovation of the generalized MTM algorithm (GMTM), introduced by Pandolfi et al.
(2010), is that the selection probabilities of the proposed trial set are not constrained as
in (1). The evaluation of these selection probabilities could in fact be computationally
intensive because it requires the computation of the target distribution for each proposed
value of the mutliple-try scheme. In the GMTM algorithm, the selection probabilities are
instead proportional to a given weighting function w∗(θ, θ˜) that can be easily computed,
so as to increase the number of multiple trials without loss of efficiency. This implies a
different rule to compute the acceptance probability, which generalizes the one proposed
by Liu et al. (2000) for the original MTM method.
2.2.1 The GMTM algorithm
Let w∗(θ, θ˜) be an arbitrary weighting function which is strictly positive for all θ and θ˜.
Let θ be the current state of Markov chain; the GMTM algorithm performs the following
step:
Step 1: Draw k trial proposals θ˜
(1)
, . . . , θ˜
(k)
from a proposal distribution T (θ, θ˜).
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Step 2: Select a point θ˜ from the set {θ˜
(1)
, . . . , θ˜
(k)
} with probability
p(θ, θ˜) =
w∗(θ, θ˜)∑k
j=1w
∗(θ, θ˜
(j)
)
.
Step 3: Draw realizations θ¯
(1)
, . . . , θ¯
(k−1)
from the distribution T (θ˜, θ¯) and set θ¯
(k)
= θ.
Step 4: Define
p(θ˜, θ) =
w∗(θ˜, θ)∑k
j=1w
∗(θ˜, θ¯
(j)
)
.
Step 5: The transition from θ to θ˜ is accepted with probability
α = min
{
1,
π(θ˜)T (θ˜, θ)p(θ˜, θ)
π(θ)T (θ, θ˜)p(θ, θ˜)
}
.
The MTM algorithm of Liu et al. (2000) can be viewed as a special case of the GMTM
algorithm. In particular:
1. If w∗(θ, θ˜) = π(θ˜)T (θ˜, θ), the algorithm corresponds to the MTM-I scheme of
Liu et al. (2000), with λ(θ˜, θ) = 1.
2. If w∗(θ, θ˜) =
π(θ˜)
T (θ, θ˜)
, the algorithm corresponds to the MTM-inv scheme of Liu et al.
(2000) based on λ(θ˜, θ) =
[
T (θ, θ˜)T (θ˜, θ)
]−1
.
3. If w∗(θ, θ˜) =
π∗(θ˜)
T (θ, θ˜)
, where π∗(θ˜) is given by a quadratic approximation of the
target distribution, the GMTM considered in Pandolfi et al. (2010) results. We term
this scheme as GMTM-quad.
Our main interest is to explore situations where the weighting function is easy to
compute so as to increase the efficiency of the algorithm. Regarding the GMTM-quad
algorithm, the quadratic approximation of the target distribution on which this algorithm
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is based has expression
π∗(θ˜) = π(θ) exp
[
s(θ)′(θ˜ − θ) +
1
2
(θ˜ − θ)′D(θ)(θ˜ − θ)
]
, (2)
where s(θ) and D(θ) correspond to the first and second derivatives of log π(θ) with
respect to θ, respectively. Then, in the computation of the selection probabilities we
find an expression that does not require the evaluation of the target distribution for each
proposed value, thereby saving much computing time.
3 Generalized multiple-try version of the Reversible
Jump algorithm
The GMTM algorithm may be extended to improve the RJ algorithm so as to develop
simultaneous inference on both model and parameter space. The resulting Generalized
Multiple-Try Reversible Jump (GMTRJ) algorithm allows us to address some of the
typical drawbacks of the RJ algorithm, first of all the necessity of an accurate tuning of
the jump proposals in order to promote mixing among models. The extension consists of
proposing, at each step, a fixed number of moves, so as to improve the performance of
the algorithm and to increase the efficiency from a Bayesian model selection perspective.
3.1 The GMTRJ algorithm
Suppose the Markov chain currently visits modelMm with parameters θm and let w
∗
m,m˜(θm, θ˜m˜)
be the weighting function, which is strictly positive for all m, m˜, θm, and θ˜m˜. The pro-
posed strategy is based on the following steps:
Step 1: Select a new candidate model Mm˜ with probability h(m, m˜).
Step 2: For j = 1, . . . , k, generate auxiliary variables u
(j)
m˜ from a specified density
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Tm,m˜(θm,u
(j)
m˜ ).
Step 3: For j = 1, . . . , k, set (θ˜
(j)
m˜ ,um) = gm,m˜(θm,u
(j)
m˜ ), where gm,m˜(θm,u
(j)
m˜ ) is a spec-
ified invertible function, such that d(θm) + d(u
(j)
m˜ ) = d(θ˜
(j)
m˜ ) + d(um).
Step 4: Choose θ˜m˜ from {θ˜
(1)
m˜ , . . . , θ˜
(k)
m˜ } with probability
pm,m˜(θm, θ˜m˜) =
w∗m,m˜(θm, θ˜m˜)∑k
j=1w
∗
m,m˜(θm, θ˜
(j)
m˜ )
. (3)
Step 5: For j = 1, . . . , k−1, generate auxiliary variables u¯
(j)
m from the density Tm˜,m(θ˜m˜, u¯
(j)
m ).
Step 6: For j = 1, . . . , k−1, set (θ¯
(j)
m , u¯m˜) = gm˜,m(θ˜m˜, u¯
(j)
m ), where, the function gm˜,m(θ˜m˜, u¯
(j)
m )
is specified as in Step 3; set θ¯
(k)
m = θm and u¯
(k)
m = um.
Step 7: Define
pm˜,m(θ˜m˜, θm) =
w∗m˜,m(θ˜m˜, θm)∑k
j=1w
∗
m˜,m(θ˜m˜, θ¯
(j)
m )
. (4)
Step 8: Accept the move from (m, θm) to (m˜, θ˜m˜) with probability
α = min
{
1,
π(m˜, θ˜m˜) h(m˜,m) Tm˜,m(θ˜m˜,um)pm˜,m(θ˜m˜, θm)
π(m, θm) h(m, m˜) Tm,m˜(θm,um˜)pm,m˜(θm, θ˜m˜)
|J(θm,um˜)|
}
,
where π(m, θm) = L(y|m, θm) p(θm|m) p(m) and |J(θm,um˜)| is again the Jacobian
determinant of the transformation from the current value of the parameters to the
new value.
It is possible to prove that the GMTRJ algorithm satisfies the detailed balance condition;
see Theorem 1 in A. Moreover, a variant of this algorithm may be based on independently
drawing, at Step 1, k candidate models, which are denoted by {Mm˜(1) , . . . ,Mm˜(k)}. Then,
for each of these models, a specific parameter vector is drawn from the corresponding
distribution Tm,m˜(j)(θm,u
(j)
m˜ ) and a pair (m˜, θ˜m˜) is selected on the basis of a probability
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function similar to (3). Obviously, the backward probabilities in (4), which are used in
the acceptance rule, must be modified accordingly.
3.2 Choice of the weighting function
The choice of the weighting function w∗m,m˜(θm, θ˜m˜) may be relevant for an efficient con-
struction of the jump proposal. In fact, using an appropriately chosen weighting function,
it may be possible to construct an algorithm that is easy to implement, with a good
acceptance rate, together with a gain of efficiency.
Following the scheme illustrated in Section 2.2.1 for the Bayesian estimation frame-
work, it is possible consider some special cases of the GMTRJ algorithm:
1. w∗m,m˜(θm, θ˜m˜) = π(m˜, θ˜m˜)Tm˜,m(θ˜m˜,um), which gives rise to the GMTRJ-I scheme.
2. w∗m,m˜(θm, θ˜m˜) =
π(m˜, θ˜m˜)
Tm,m˜(θm,um˜)
, which corresponds to the GMTRJ-inv scheme.
3. w∗m,m˜(θm, θ˜m˜) =
π∗(m˜, θ˜m˜)
Tm,m˜(θm,um˜)
, where π∗(m˜, θ˜m˜) is a quadratic approximation of
the target distribution, similar to (2); this gives rise to the GMTRJ-quad scheme.
The quadratic approximation is possible when the parameters within a particular
model are continuous and the parameters space is a subset of Rd(θ˜m˜).
4. In certain situations it may not be possible to derive the quadratic approximation
of the target distribution, but it is still possible to find a suitable function that
allows us to simplify the computations. We illustrate this case in Section 4.3 for the
Bayesian model selection of the number of unknown classes in an LC model.
4 Empirical illustrations
We illustrate the proposed GMTRJ approach through three different examples in the
Bayesian model selection context. The first is a simple example on the use of the quadratic
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approximation of the model likelihood as a selection probability for the proposed trials
in the multiple-try strategy. In particular, the example concerns estimation of the pos-
terior probabilities of three models under comparison for the well-known Darwin’s data
(Box and Tiao, 1992). The second example concerns selection of covariates in a logistic
regression model, whereas the third one involves the choice of the number of components
of an LC model. The logistic regression example has already been illustrated in some
detail by Pandolfi et al. (2010), but we report more extended results here.
4.1 Bayesian model comparison: the Darwin’s data
The first example is based on the Darwin’s data (Box and Tiao, 1992), which concern
the difference in height of matched cross-fertilized and self-fertilized plants. The data, yi,
correspond to the following differences from 15 plants pairs (in inches):
−67, −48, 6, 8, 14, 16, 23, 24, 28, 29, 41, 49, 56, 60, 75,
and represent an often cited example of distortion in the univariate Normal parameters,
caused by potentially outlying points.
For these data, we implemented an RJ algorithm for jumping between three models
• M1 : Y ∼ N(µ, σ
2);
• M2 : Y ∼ tr(µ, σ
2);
• M3 : Y ∼ SN(µ, σ
2, φ),
so as to estimate the corresponding posterior model probabilities. In the above expres-
sions, tr(µ, σ
2) denotes the Student-t distribution with r degrees of freedom and location
and scale parameters given by µ and σ2, respectively. Moreover, SN(µ, σ2, φ) denotes
a Skew Normal distribution with location parameter µ, scale parameter σ2, and shape
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parameter φ. The Skew Normal distribution (Azzalini, 1985) generalizes the Normal dis-
tribution to allow for non-zero skewness. In particular, the Normal distribution arises
when φ = 0, whereas the (positive or negative) skewness increases with the absolute value
of φ.
A priori, we assumed a Normal distribution for the parameter µ ∼ N(ξ, τ) and an
Inverse Gamma distribution for the parameter σ2 ∼ IG(α, β). We also treated the degrees
of freedom r as an unknown parameter to be estimated within the RJ algorithm. For this
parameter we defined a discrete Uniform prior distribution between 1 and rmax, where
rmax is the maximum number of degrees of freedom we define a priori. Also note that, for
r = 1, the Student-t distribution corresponds to a Cauchy distribution with parameters
µ and σ2 that is in the class of stable distributions with heavy tails.
Every sweep of the implemented algorithm consists of an MH move, aimed at up-
dating the parameters given the current model, and a transdimensional move, aimed at
jumping between the different models. When the current model is, for example, M1, the
transdimensional move consists of proposing a jump to model M2, with a given value of
r that is also randomly selected, or to model M3, with the same probability. In the end,
it is possible to compute the posterior probabilities of all the models under comparison,
also considering the different values of r. For this aim, the parameters within the pro-
posed model, both in the MH move and in the transdimensional move, are drawn from a
function T (·, ·) corresponding here to the prior distribution. As a result, the acceptance
probabilities may be computed in a simplified way.
We also implemented the GMTRJ-quad algorithm, which is based on drawing a num-
ber k of different values of the parameters under the proposed model in the transdimen-
sional move, and selecting one of them with a probability proportional to the quadratic
approximation of the model likelihood similar to (2).
For Darwin’s data, we considered a Student-t distribution with rmax = 10 degrees of
freedom. Moreover, we considered a shape parameter φ = 1, so that the distribution is
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right skewed. For the prior hyperparameters we set ξ = 0, τ = R, α = 2 and β = R2/50
(see, among others, Congdon, 2003, Section 2.3.2, for an alternative application), where
R = 142 is the length of the interval of variation of the data. We applied the GMTRJ-
quad algorithm with a size of the proposal trial set equal to k = 5, 10, 20 and we ran the
Markov chain for 200,000 iterations, discarding the first 40,000 as burn-in.
From the results of the application, which are reported in Table 1 in terms of estimated
posterior probabilities of the models under comparison, we observe that for both the
algorithms the model with the highest posterior probabilities is the Student-t model, M2,
with r = 2 degrees of freedom.
RJ GMTRJ-quad GMTRJ-quad GMTRJ-quad
k = 5 k = 10 k = 20
M1 0.0348 0.0356 0.0342 0.0371
M2
r = 1 0.1091 0.1106 0.1137 0.1161
r = 2 0.1680 0.1623 0.1707 0.1648
r = 3 0.1368 0.1331 0.1334 0.1400
r = 4 0.1044 0.1083 0.1079 0.1047
r = 5 0.0926 0.0893 0.0864 0.0841
r = 6 0.0778 0.0840 0.0712 0.0738
r = 7 0.0637 0.0740 0.0681 0.0675
r = 8 0.0642 0.0593 0.0657 0.0673
r = 9 0.0573 0.0580 0.0585 0.0594
r = 10 0.0618 0.0555 0.0596 0.0551
M3 0.0294 0.0300 0.0306 0.0301
Table 1: Estimated posterior model probabilities for the Darwin’s data
In order to compare the performance of the algorithms, we divided the generated
sample output, taken at fixed time interval (30 seconds), into 50 equal batches and we
computed the batch standard error (see Dellaportas et al., 2002, for a similar comparison).
The results are reported in Table 2 for the most probable model,M2 with r = 2. The same
table also shows the acceptance rates of the transdimensional moves and the computing
time, in seconds, required to run the different algorithms in Matlab on an Intel Core 2
Duo processor of 2.0 GHz.
Table 2 shows that the acceptance rate of the RJ algorithm is around 6% whereas for
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% accepted Standard error CPU time
RJ 6.03 3.9639 48.59
GMTRJ-quad
k = 5 12.93 2.3055 78.54
k = 10 17.02 2.0756 81.61
k = 20 20.42 1.7538 81.78
Table 2: Acceptance rate of the transdimensional move, batch standard deviation of the
highest posterior model probabilities computed at fixed time interval (30 seconds), and
computing time in seconds of the corresponding algorithm for the Darwin’s data
the GMTRJ-quad algorithm this rate varies in the range 12-20%, depending on the trial
set. Moreover, we observe that the quadratic approximation of the target distribution,
with the same amount of computing time, may lead to an improvement of the GMTRJ-
quad performance with respect to the RJ algorithm, lowering the batch standard error.
In this example, and with this choice of the prior hyperparameters, the optimal number
of trials is k = 20.
4.2 Logistic regression analysis
The second experiment is based on logistic regression models for the number of survivals
in a sample of 79 subjects suffering from a certain illness. The patient condition, A
(more or less severe), and the received treatment, B (antitoxin medication or not), are
the explanatory factors; see Dellaportas et al. (2002) for details.
The aim of the example is to compare five possible logistic regression models:
• M1 (intercept);
• M2 (intercept + A);
• M3 (intercept + B);
• M4 (intercept + A + B);
• M5 (intercept + A + B + A.B).
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The last model, also termed the full model, is formulated as
Yij ∼ Bin(nij , pij), logit(pij) = µ+ µ
A
i + µ
B
j + µ
AB
ij ,
where, for i, j = 1, 2, Yij, nij and pij are the number of survivals, the total number of
patients, and the probability of survival for the patients with condition i who received
treatment j, respectively. Let µ = (µ, µA2 , µ
B
2 , µ
AB
22 ) be the parameter vector of the full
model. As in Dellaportas et al. (2002), we used the prior N(0, 8) for any of these param-
eters, which by assumption are also a priori independent.
Here we aim to test the performance of the proposed model choice approach by com-
paring the results of the RJ algorithm with those of the GMTRJ-I, GMTRJ-inv, and
GMTRJ-quad algorithms defined in Section 3.2. We also implemented the DR algorithm
of Green and Mira (2001), in which the second trial is attempted only conditionally on
a rejection of the first proposal. As mentioned in Section 1, this approach shares some
aspects with our GMTRJ algorithm, allowing for a direct comparison in terms of efficiency.
For all the above algorithms, every sweep consists of a move aimed at updating the
parameters of the current model and of a transdimensional move aimed at jumping from
one model to another. In particular, we restricted the transdimensional moves to adja-
cent models, which increase or decrease the model dimension by 1. Within each model,
updating of the parameters µ was performed via the MH algorithm, drawing the new pa-
rameters value from a Normal distribution, that is, µt+1 ∼ N(µt, σ
2
pI). The same Normal
distribution was also used as a proposal Tm,m˜(·, ·) for jumping from a model to another in
the local transdimensional move, relying on suitable artificial spaces in order to impose
the matching of the parameters space dimensions. We chose σp = 0.5, as the parameter
of the proposal distribution which allows us to reach adequate acceptance rates and quite
good performance of the algorithms. In the GMTRJ-I, GMTRJ-inv, and GMTRJ-quad
algorithms, the multiple-try strategy was only applied in drawing the parameter values,
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with three different numbers of trials, k = 10, 20, 50. In more detail, the transdimensional
move consists of selecting a new candidate model and then drawing k parameters values
under the proposed model. Even in the DR algorithm, the secondary proposal was only
referred to the parameter values of the model proposed in the first attempt. Moreover,
we set the secondary proposal equal to the first one, in a way similar to the multiple-try
strategy. However, we acknowledge that different results may be obtained with different
proposals, as for example by combining a “bold” first proposal with a conservative second
proposal upon rejection. (Hastie and Green, 2012). All the Markov chains were initial-
ized from the full model with starting point µ = 0, with 0 denoting a vector of zeros of
suitable dimension. Finally each Markov chain was run for 1,000,000 iterations discarding
the first 200,000 as burn-in.
The output summaries are reported in Table 3 in terms of estimated posterior model
probabilities for a number of trial proposals k = 10; as expected, all of the approaches
gave similar results.
Model RJ DR GMTRJ-I GMTRJ-inv GMTRJ-quad
M1 = µ 0.0048 0.0047 0.0050 0.0050 0.0050
M2 = µ+ µ
A
i 0.4942 0.4923 0.4911 0.4907 0.4900
M3 = µ+ µ
B
j 0.0108 0.0113 0.0113 0.0111 0.0112
M4 = µ+ µ
A
i + µ
B
j 0.4377 0.4408 0.4402 0.4408 0.4414
M5 = µ+ µ
A
i + µ
B
j + µ
AB
ij 0.0525 0.0509 0.0524 0.0524 0.0524
Table 3: Estimated posterior model probabilities for the logistic example. For the multiple-
try strategy the size of the trial set is chosen as k = 10
Figure 1 and 2 illustrate the evolution of the ergodic probabilities for the models with
the highest posterior probabilities (M2 and M4) in the first 300,000 iterations.
We observe that 200,000 is more than adequate as number of iterations for the burn-in.
Table 4 also shows the acceptance rates of the transdimensional move for all the values of
k considered and the corresponding computing time (in seconds) registered at the end of
all the iterations (we do not report the results of the GMTRJ-I algorithm since they are
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Figure 1: Ergodic posterior model probability of model M2 under the logistic regression
example. For the multiple-try strategy the size of the trial set is chosen as k = 10
quite similar to those of the GMTRJ-inv algorithm). We also observe that the acceptance
rate for the RJ algorithm is around 11%, whereas for the GMTRJ-inv and the GMTRJ-
quad it is in the range 30-40%, depending on the size of the proposal set. As expected, the
DR algorithm shows an higher acceptance rate than the RJ (around 16%). We can also
see that the computing time required by the GMTRJ-quad algorithm is less influenced by
the number of trial proposals with respect to that required by the GMTRJ-inv algorithm.
We also compared the algorithms on the basis of the estimated integrated autocorre-
lation time (IAT), that is proportional to the sum of all-lag autocorrelations between the
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Figure 2: Ergodic posterior model probability of model M4 under the logistic regression
example. For the multiple-try strategy the size of the trial set is chosen as k = 10
% accepted CPU time
RJ 10.77 270.64
DR 16.28 316.19
k = 10
GMTRJ-inv 33.97 379.03
GMTRJ-quad 31.27 358.41
k = 20
GMTRJ-inv 38.07 443.79
GMTRJ-quad 34.03 388.76
k = 50
GMTRJ-inv 40.79 644.16
GMTRJ-quad 35.64 472.32
Table 4: Acceptance rate and computing time in seconds of the corresponding algorithm
for the logistic example
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draws generated by the algorithm of interest and takes into account the permanence in
the same model. In order to consider the computational costs, we multiplied the IAT
obtained from the output of the different algorithms with the corresponding CPU times
(on a Intel Core 2 Duo processor). The results are reported in Table 5.
M1 M2 M3 M4 M5
RJ 7.689 15.405 14.765 12.476 8.322
DR 7.149 11.177 10.800 8.690 7.327
k = 10
GMTRJ-I 5.044 8.836 7.450 7.156 5.042
GMTRJ-inv 5.021 7.840 7.324 6.142 4.798
GMTRJ-quad 4.771 7.970 6.223 6.607 4.618
k = 20
GMTRJ-I 5.667 8.970 7.535 7.189 5.993
GMTRJ-inv 5.795 7.897 7.029 6.581 5.303
GMTRJ-quad 5.013 7.556 6.535 6.376 4.917
k = 50
GMTRJ-I 7.672 11.277 9.118 9.286 7.594
GMTRJ-inv 8.230 10.549 9.883 9.028 7.399
GMTRJ-quad 6.013 8.685 7.499 7.364 5.902
Table 5: Values (adjusted for the computing time) of the integrated autocorrelation time
(IAT) for the logistic example
We observe that there is a consistent gain of efficiency of the GMTRJ algorithms with
respect to the RJ and the DR algorithms. Overall, we can see that the proposed GMTRJ-
quad algorithm, with k = 10, outperforms the other algorithms, when the computing time
is properly taken into account.
4.3 Latent class analysis
This example is based on the same latent class model and the same data considered by
Goodman (1974), which concern the responses to four dichotomous items of a sample
of 216 subjects. These items were about the personal feeling toward four situations
of role conflict. Here, there are four binary response variables, collected in the vector
Y = (Y1, Y2, Y3, Y4), assuming the value 1 if the respondent tends towards universalistic
values with respect to the corresponding situation of role conflict and 0 if the respondent
tends towards particularistic values (see Goodman, 1974, for a more detailed description
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of the data).
Parameters of the model are the class weights πc, collected in the vector pi, and the
conditional probabilities of “success” λj|c (i.e., the probability that a subject in latent
class c responds by 1 to item j, with j = 1, . . . , 4), where c = 1, . . . , C, with C denoting
the unknown number of classes. On the basis of these parameters, the probability of the
response configuration y = (y1, y2, y3, y4) is given by
f(y) =
C∑
c=1
πc
4∏
j=1
λ
yj
j|c(1− λj|c)
1−yj .
The objective of a Bayesian analysis for the LC model described above is inference
for the number of classes C and the parameters πc and λj|c. A priori, we assumed a
Dirichlet distribution for the parameter vector pi ∼ D(δ, . . . , δ), and independent Beta
distributions for the parameters λj|c ∼ Be(γ1, γ2). Finally, for C we assumed a Uniform
distribution between 1 and Cmax, where Cmax is the maximum number of classes.
In order to estimate the posterior distribution of the number of classes and model
parameters, we relied on the approach of Richardson and Green (1997), who applied the
RJ algorithm to the analysis of finite mixtures of normal densities with an unknown
number of components. On the basis of this approach, we adopted an RJ strategy where
the moves are restricted to models with one more or one less component.
Moreover, as the estimation algorithm for the LC model is based on the concept of
complete data, we also associated to each subject in the sample an allocation variable
(or latent variable) zi, denoting the subpopulation in which the i-th individual belongs
to. This variable is equal to c when subject i belongs to latent class c. The a priori
distribution of each zi depends on the class weights πc; see also Cappe´ et al. (2003).
Under this formulation, the complete data likelihood has logarithm
ℓ∗(θ) =
∑
c
∑
y
acy log f(c,y),
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where θ is the vector of all model parameters arranged in a suitable way, acy is the
frequency of subjects with latent configuration c and response configuration y and f(c,y)
is the manifest distribution
f(c,y) = πc
∏
j
λ
yj
j|c(1− λj|c)
(1−yj).
The implemented RJ algorithm is based on two different pairs of dimension-changing
moves, split-combine and birth-death, each with probability 0.5, respectively. At every
iteration, split-combine or birth-death moves are preceded by a Gibbs move which updates
the parameters of the current model, sampling from the full conditional distribution. In
particular, the algorithm performs the following steps:
1. Gibbs move: This move aims to update the model parameters given the current
number of classes without altering the dimension of the parameters. This can be
done through the Gibbs algorithm, sampling from the full conditional distribution.
In fact, we have that
pi| · · · ∼ D(δ + n1, . . . , δ + nC),
where nc = #{i : zi = c}, c = 1, . . . , C, and where “ | · · · ” denotes conditioning on
all other variables and parameters. The full conditional for λj|c are
λj|c| · · · ∼ Be
(
γ1 +
∑
i
yij × I(zi = c), γ2 +
∑
i
(1− yij)× I(zi = c)
)
,
where yij denotes the observed response of subject i to item j, with i = 1, . . . , n,
j = 1, . . . , 4, and I(·) denotes the indicator function. Finally, for the allocation
variable we have
p(zi = c | . . .) ∝ πc
∏
j
λ
yij
j|c(1− λj|c)
1−yij .
2. Split-combine move: This move aims to split a class into two or combine two classes
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into one. Suppose that the current state of the chain is (C, θC); we first make a ran-
dom choice between attempting to split or combine with probability 0.5. Obviously,
if C = 1 we always propose a split move whereas if C = Cmax we always propose
a combine move. The split proposal consists of choosing a class c∗ at random and
splitting it into two new ones, labeled c1 and c2. The corresponding parameters are
split as follows:
(a) πc1 = πc∗ × u and πc2 = πc∗ × (1− u) with u ∼ Be(α, β);
(b) λj|c1 ∼ Be(τ × λj|c∗, τ × (1 − λj|c∗)) and λj|c2 ∼ Be(τ × λj|c∗, τ × (1 − λj|c∗)),
for j = 1, . . . , 4, where τ is a constant that has to be tuned in order to reach
an adequate acceptance rate.
When the split move is accomplished, it remains only to propose the reallocation
of those observations with zi = c
∗ between c1 and c2. The allocation is done on the
basis of probabilities computed analogously to the Gibbs allocation.
In the reverse combine move, a pair of classes (c1, c2) is picked at random and merged
into a new one, c∗, as follows:
(a) πc∗ = πc1 + πc2;
(b) λj|c∗ ∼ Be(τ × λ¯, τ × (1− λ¯)), with λ¯ = (λj|c1 + λj|c2)/2 for j = 1, . . . , 4.
The reallocation of the observations with zi = c1 or zi = c2 is done by setting zi = c
∗.
The split move is accepted with probability min{1, A} whereas the combine move is
accepted with probability min{1, A−1}, where A, after some calculation illustrated
in B, can be computed as
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A =
L∗(y|C + 1, θC+1)p(θC+1|C + 1)
L∗(y|C, θC)p(θC |C)
×
Pc(C + 1)
Ps(C)Palloc
×
∏
j bτ×λ¯,τ×(1−λ¯)(λj|c∗)
bα,β(u)
∏
j bτ×λc∗ ,τ×(1−λc∗)(λj|c1) bτ×λc∗ ,τ×(1−λc∗)(λj|c2)
× |J split|. (5)
In the above expression, L∗(y|m, θm) is the exponential value of the complete data
log-likelihood ℓ∗(y|m, θm). Moreover, Ps(C) is the probability of splitting a com-
ponent when the the current number of classes is C, whereas Pc(C + 1) is the
probability of combining two components when the current number of classes is
C+1. Palloc is the probability that this particular allocation is made, bp,q(·) denotes
the Be(p, q) density and |Jsplit| is the Jacobian of the transformation from (C, θC)
to (C + 1, θC+1), which is equal to πc∗ .
3. Birth-death move: This move aims to add a new empty class or delete an existing
one. In particular, we first propose a birth or a death move along the same lines
as above; then, a birth is accomplished by generating a new empty class, that is, a
class to which no observation is allocated, denoted by c∗. To do this we draw πc∗
from a Be(1, C) distribution, where C is the current number of classes, and rescale
the existing weights, so that they sum to 1, as π′c = πc(1− πc∗), for c = 1, . . . , C +1
with c 6= c∗. The new parameters λj|c∗ are drawn, for j = 1, . . . , 4, from their prior
distribution.
For the death move, a random choice is made between the empty classes; the chosen
class is deleted and the remaining class weights are rescaled to sum to 1. The
allocation of the zi is unaltered because the class deleted is empty.
The use of the prior distribution in proposing the new values for λj|c∗ leads to a sim-
plification of the resulting acceptance probability, min{1, A}; after some calculation,
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A reduces to
A =
πδ−1c∗ (1− πc∗)
n+Cδ−C
B(Cδ, δ)
×
Pd(C + 1)
Pb(C)
×
(C + 1)
(C0 + 1)
×
1
g1,C(πc∗)
× |J birth|.
Here, the first term is the prior ratio, whereas the likelihood ratio is 1. The remaining
terms contain the proposal ratio; in particular, B(·, ·) is the Beta function, C0 is the
number of empty classes and Pb and Pd are the probability of having a birth and a
death, respectively. The Jacobian is computed as |J birth| = (1−πc∗)
C−1. The death
move is accepted with probability min{1, A−1}.
A well-known problem that arises in Bayesian analysis of mixture models is the so-
called label switching problem, that is, the non-identifiability of the component due to the
invariance of the posterior distribution to the permutations in the parameters labeling.
Several solutions have been proposed in the literature, for a review see Jasra et al. (2005).
For our illustrative example it is possible to focus solely on the inference about the num-
ber of unknown classes, that is invariant to label switching, using relabeling techniques
retrospectively by post-processing the RJ output.
We compared the standard RJ algorithm, based on the three steps above, with the
proposed GMTRJ algorithm. In particular, this is a situation in which the quadratic
approximation of the target distribution cannot be easily computed. In this case, the
GMTRJ may again be applied, based on computing the selection probabilities of the
proposed trials as a quantity proportional to the incomplete likelihood, corresponding to
the manifest distribution of the observable data. The incomplete likelihood does not
include the allocation variables zi, which have not to be reallocated for each proposed
trial. This allows us to easily compute the weighting function, saving much computing
time and resulting in an efficient proposal. We refer to this version as the GMTRJ-
man algorithm. We also implemented the GMTRJ-inv algorithm based on the weighting
function defined in Section 3.2. In general, the GMTRJ scheme consists of choosing at
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random a single class to split (in the split move) or to add (in the birth move) and the
multiple-try strategy is only applied in drawing the parameter values, under the proposed
model. The reverse combine and death moves may be easily derived. The comparison
also involves the DR algorithm, in a formulation that closely resembles that proposed
in Bartolucci et al. (2003). Even in this case, the secondary proposal only consists in
drawing the parameter values, under the proposed model.
In order to compare the different algorithms, we ran each Markov chain for 2,000,000
sweeps following a burn-in of 400,000 iterations; moreover, for the parameters of the prior
distributions we set δ = 1, γ1 = γ2 = 1 and Cmax = 20. For the split-combine move
we also chose α = β = 2 and τ = 10. Finally, for the GMTRJ-inv and GMTRJ-man
algorithms, we considered two different sizes of the proposal set k = 5, 10.
Table 6 shows the estimated posterior probabilities of each class for all the algorithms,
using k = 5. We observe that all the algorithms give quite similar posterior probabilities of
the number of classes; the two most probable models are those with two and three classes.
Table 7 illustrates the proportion of moves accepted, together with the computing time (in
seconds) required to run the corresponding algorithm. The plot of the first 20,000 values
of C after the burn-in is given in Figure 3. In order to check for stationarity, Figure 4 also
shows the plot of the cumulative occupancy fractions for different values of C, against the
number of sweeps, for the first 1,000,000 iterations. In both figures we considered a fixed
number of trials, k = 5. Finally, Table 8 shows the values of the IAT, so as to measure
the autocorrelation of the Markov chain with states corresponding to the models with a
number of classes between 2 and 7. As in the previous examples, we report the values
corrected for the computing time.
On the basis of the above results, we conclude that both the DR algorithm and the
GMTRJ-inv and GMTRJ-man algorithms have higher acceptance rates than the RJ al-
gorithm. Moreover, all the algorithms mix well over C, with few excursions in very high
values of C and a quite good mixing (Figure 3). From Figure 4, we observe that for all
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C RJ DR GMTRJ-inv GMTRJ-man
1 0.000 0.000 0.000 0.000
2 0.214 0.211 0.211 0.212
3 0.219 0.217 0.218 0.213
4 0.172 0.174 0.180 0.177
5 0.130 0.131 0.132 0.131
6 0.093 0.092 0.090 0.092
7 0.065 0.063 0.061 0.063
8 0.042 0.042 0.040 0.041
9 0.025 0.027 0.026 0.027
10 0.016 0.016 0.017 0.017
C > 11 0.024 0.027 0.027 0.027
Table 6: Estimated posterior distribution of the number of classes C for the latent class
example. For the multiple-try strategy the size of the trial set is chosen as k = 5
% accepted
split combine birth death CPU time
RJ 2.00 1.99 5.33 5.34 2,972.90
DR 3.23 3.23 7.74 7.74 4,142.00
k = 5
GMTRJ-inv 5.22 5.18 10.40 10.42 6,263.10
GMTRJ-man 3.40 3.37 8.45 8.45 3,798.20
k = 10
GMTRJ-inv 7.28 7.28 11.26 11.31 9,851.50
GMTRJ-man 4.03 4.03 8.64 8.61 4,242.60
Table 7: Acceptance rate for the latent class example and computing time (in seconds) of
the corresponding algorithms
Number of classes C
2 3 4 5 6 7
RJ 473.25 188.32 117.24 105.38 115.04 120.42
DR 503.10 182.99 105.98 102.28 111.10 118.99
k = 5
GMTRJ-inv 528.91 205.84 121.50 113.14 125.99 129.94
GMTRJ-man 271.19 124.97 79.83 68.20 88.09 87.51
k = 10
GMTRJ-inv 560.58 223.03 134.38 145.14 146.30 147.75
GMTRJ-man 302.93 139.59 89.17 76.18 98.40 97.75
Table 8: Values (adjusted for the computing time) of the integrated autocorrelation time
(IAT) for the latent class example
the algorithms the burn-in is more than adequate to achieve stability of the occupancy
fraction. Finally, it is worth noting that, when the size of the trial set increases, the
GMTRJ-inv may results in lower efficiency, due to the computational time required. The
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Figure 3: Number of latent classes in the first 20,000 iteration after the burn-in: (a) RJ,
(b) DR, (c) GMTRJ-inv with k = 5, (d) GMTRJ-man with k = 5
same can be said for the DR algorithm, whose efficiency, in terms of autocorrelation, is
almost equivalent to that of the RJ algorithm, when the computing time is considered.
On the other hand, the use of the incomplete likelihood in the computation of the se-
lection probabilities allows the GMTRJ-man to reach quite good performance, even with
increasing number of proposal trials. Overall, when the computing time is taken into ac-
count, the GMTRJ-man algorithm with k = 5 outperforms the other algorithms in terms
of autocorrelation of the chain.
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Figure 4: Occupancy fraction for different values of C: (a) RJ, (b) DR, (c) GMTRJ-inv
with k = 5, (d) GMTRJ-man with k = 5
5 Discussion
We presented an extension of the RJ algorithm, called GMTRJ algorithm, which allows
us to explore the different models in a more efficient way. The idea is to exploit the
multiple-try paradigm in order to propose a fixed number of transdimensional moves, and
then select one of them on the basis of suitable selection probabilities. These probabili-
ties are computed on the basis of a weighting function that can be arbitrary chosen. We
illustrated several special cases of the algorithm resulting from this choice. Some of these
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algorithms may be seen as the corresponding versions, in Bayesian model choice context,
of the MTM algorithm introduced by Liu et al. (2000) for Bayesian estimation problems;
we termed these algorithms GMTRJ-I and GMTRJ-inv. We also introduced alternative
versions of the GMTRJ algorithm, that could be useful in different model selection prob-
lems. The first version replaces, in the weighting function, the target distribution with its
quadratic approximation, so that the resulting algorithm, that we termed GMTRJ-quad,
is more efficient than the standard RJ algorithm, without being much more computation-
ally intensive. We also demonstrated that, when for some variable selection problems the
computation of the quadratic approximation is not feasible, it is still possible to derive
useful weighting functions that lead to an efficient algorithm.
We illustrated the potential of this approach by a simple example, referred to as the
well-known Darwin’s data, and by two more realistic examples. The first concerned the
selection of covariates in a logistic regression model. In this example, we compared the
performance of the RJ algorithm with the performance of the GMTRJ-I, GMTRJ-inv,
and GMTRJ-quad algorithms. We also implemented the DR algorithm introduced by
Green and Mira (2001), which has some analogies to the proposed methods. We showed
that, in the considered examples, the GMTRJ algorithm outperforms both the RJ and
the DR algorithm, with lower stationary autocorrelation of the Markov chain. Moreover,
the quadratic approximation allows us to obtain a gain of efficiency with respect to the
other algorithms, when the computing time is properly taken into account. The last
example involved the estimation of the number of latent classes in an LC model. This
is an example in which the computation of the quadratic approximation of the target
distribution is not easy to derive. We therefore proposed to use the incomplete likelihood
as weighting function; this choice allows us to save much computing time without loss of
efficiency. The resulting version of the GMTRJ algorithm was named GMTRJ-man. The
results obtained from applying this proposed approach to the LC example yielded good
performance.
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Further research is necessary to explore different types of weighting function and to
better evaluate how this choice affects the efficiency of the resulting algorithm. More-
over, it may be of interest to consider how different extensions of the MTM approach for
fixed models proposed in the literature can be applied in the GMTRJ setting. In partic-
ular, interesting extensions of the MTM approach are related to different proposal trials
(Casarin et al., 2013) or correlated candidates (Qin and Liu, 2001; Craiu and Lemieux,
2007; Martino et al., 2012), which can be selected on the basis of a generic weighting
function.
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A Proof of the detailed balance condition
As is common in the MCMC approach, the generated chain has to be reversible and to
satisfied the detailed balance condition (Green, 1995). This condition defines a situation of
equilibrium in the Markov chain, namely that the probability of being in θ and moving to θ˜
is the same as the probability of being in θ˜ and moving back to θ (see Robert and Casella,
2004, for more details).
In the following theorem we demonstrate that the detailed balance condition holds in
the generalized MTM version of the RJ algorithm.
Theorem 1 The GMTRJ algorithm satisfies detailed balance.
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The GMTRJ algorithm involves transitions to states of variable dimension, and con-
sequently the detailed balance condition is now written as
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where, as above, θm represents the current value of the parameter vector and θ˜
(j)
m˜ is one
of the new parameters proposed for j = 1, . . . , k.
Suppose that θm 6= θ˜
(j)
m˜ , noting that θ˜
(1)
m˜ , . . . , θ˜
(k)
m˜ are exchangeable, it holds that
π(m, θm)Pm,m˜(θm, θ˜
(k)
m˜ ) =
= k π(m, θm) h(m, m˜) Tm,m˜(θm,u
(k)
m˜ ) pm,m˜(θm, θ˜
(k)
m˜ )
×
∫
. . .
∫
Tm,m˜(θm,u
(1)
m˜ ) . . . Tm,m˜(θm,u
(k−1)
m˜ )
×min
{
1,
π(m, θ˜
(k)
m˜ ) h(m˜,m) Tm˜,m(θ˜
(k)
m˜ ,um) pm˜,m(θ˜
(k)
m˜ , θm)
π(m, θm) h(m, m˜) Tm,m˜(θm,u
(k)
m˜ ) pm,m˜(θm, θ˜
(k)
m˜ )
|J(θm,u
(k)
m˜ )|
}
×Tm˜,m(θ˜
(k)
m˜ , u¯
(1)
m ) . . . Tm˜,m(θ˜
(k)
m˜ , u¯
(k−1)
m ) dθ˜
(1)
m˜ . . . dθ˜
(k−1)
m˜ dθ¯
(1)
m . . . dθ¯
(k−1)
m =
= k
∫
. . .
∫
Tm,m˜(θm,u
(1)
m˜ ) . . . Tm,m˜(θm,u
(k−1)
m˜ )
×min
{
π(m, θm) h(m, m˜) Tm,m˜(θm,u
(k)
m˜ ) pm,m˜(θm, θ˜
(k)
m˜ ),
π(m, θ˜
(k)
m˜ ) h(m˜,m) Tm˜,m(θ˜
(k)
m˜ ,um) pm˜,m(θ˜
(k)
m˜ , θm) |J(θm,u
(k)
m˜ )|
}
×Tm˜,m(θ˜
(k)
m˜ , u¯
(1)
m ) . . . Tm˜,m(θ˜
(k)
m˜ , u¯
(k−1)
m ) dθ˜
(1)
m˜ . . . dθ˜
(k−1)
m˜ dθ¯
(1)
m . . . dθ¯
(k−1)
m =
= k π(m, θ˜
(k)
m˜ ) h(m˜,m) Tm˜,m(θ˜
(k)
m˜ ,um) pm˜,m(θ˜
(k)
m˜ , θm) |J(θm,u
(k)
m˜ )|
×
∫
. . .
∫
Tm,m˜(θm,u
(1)
m˜ ) . . . Tm,m˜(θm,u
(k−1)
m˜ )×
×min
{
1,
π(m, θm) h(m, m˜) Tm,m˜(θm,u
(k)
m˜ ) pm,m˜(θm, θ˜
(k)
m˜ )
π(m, θ˜
(k)
m˜ ) h(m˜,m) Tm˜,m(θ˜
(k)
m˜ ,um) pm˜,m(θ˜
(k)
m˜ , θm)
1
|J(θm,u
(k)
m˜ )|
}
×Tm˜,m(θ˜
(k)
m˜ , u¯
(1)
m ) . . . Tm˜,m(θ˜
(k)
m˜ , u¯
(k−1)
m ) dθ˜
(1)
m˜ . . . dθ˜
(k−1)
m˜ dθ¯
(1)
m . . . dθ¯
(k−1)
m =
= π(m˜, θ˜
(k)
m˜ )Pm˜,m(θ˜
(k)
m˜ , θm)|J(θm,u
(k)
m˜ )|
34
as required. Note that |J(θ˜
(k)
m˜ ,um)| = 1/|J(θm,u
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B Computation of the acceptance probabilities in the
split/combine moves
The extended formulation of the acceptance rate of the split/combine move in equation
(5), may be expressed as
A =
L∗(y|C + 1, θC+1)p(θC+1|C + 1)p(C + 1)
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×|Jsplit|.
In the above expression, the first term represents the product of the likelihood ratio and
the prior ratio for the parameters of the model. Ps(C)/C and Pc(C + 1)/[(C + 1)C/2]
are respectively the probabilities to split a specific class out of C available ones and to
combine one of the (C+1)C/2 possible pairs of classes. The factorials and the coefficient
2 arise from combinatorial reasoning related to the label switching problem; Palloc is the
probability that this particular allocation is made, whereas the last two terms are the
product of the proposal ratio and the Jacobian of the transformation from (C, θC) to
(C + 1, θC+1).
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