Let k 3 and let Li(n) = Ain + Bi be some linear forms such that Ai and Bi are integers.
Introduction

State of the art
One of the most famous problems concerning prime numbers is the so called twin prime conjecture, which can be stated in the following form: Conjecture 1.1. There are infinitely many primes p such that p + 2 is also a prime.
This statement seems to be unachievable by current techniques and can be considered as a major target of studies in analytic number theory. In [Che78] J. Chen proved the following result which can be seen as a weak variation of Conjecture 1.1. In [GPY09] it was also proven that EH[ + η] seems to be unreachable by currently known techniques.
The next giant step towards twin primes came with the work of Y. Zhang [Zha14] . He showed that the inequality (1.1) is unconditionally true for C = 70 000 000. His main idea was to get around the troubles with the Elliott-Halberstam conjecture by restricting attention only to sufficiently smooth numbers (i.e. numbers n of the same order of magnitude as x which have only prime divisors smaller than x δ for some small, fixed δ and some large x). In such a case, Zhang was able to use the well developed theory of bilinear sums in order to cross the 1/2 limit induced by the Bombieri-Vinogradov theorem.
The result of Zhang was later dramatically improved by J. Maynard in [May15] , where he was able to take C = 600. For i = 1, . . . , k put L i (n) = A i n + B i , where A i ∈ N, B i ∈ Z and let H = {L 1 , . . . , L k }. Define
(1.2) ν p (H) = #{1 n p : P(n) ≡ 0 mod p}.
(1.3)
We call a tuple H admissible if ν p (H) < p for all primes and each two of the L i are distinct. We can also assume that each of the coefficients A i is composed of the same primes, none of which divides any of the B i (which can be done without loss of generality due to the nature of the problems studied here; cf. Conjecture 1.10 and Theorem 1.11). Maynard's idea was to use a multidimensional variant of the Selberg sieve, i.e. he considered the expression
(1.4) for 1 P being the indicator function of primes, an admissible tuple {n + h 1 , . . . , n + h k } and the weights λ d1,...,d k suitably chosen to make the whole sum greater than 0 for sufficiently large N . In the same paper Maynard also proved that lim inf
for every positive integer m. Suprisingly, his proof of these two facts does not rely on any distributional claims stronger than the Bombieri-Vinogradov theorem. Methods developed by Maynard were further investigated and up to this moment the best achievements concerning small gaps between primes were obtained in the Polymath Project [Pol14] . 
.7).
The second statement is actually due to Maynard [May15] . There is a hope that some advances on the numerics will allow us to change 12 into 8 in the nearest future. The third result can be considered to be the most interesting because it is already shown that it reaches a limit of what is potentially provable by the sieve techniques due to the parity problem (see [Pol14] for details).
Distributional claims on arithmetic functions
The question how well the prime numbers are distributed among arithmetic progressions is one of the major problems in analytic number theory. We state a famous conjecture which seems to be true due to heuristic reasoning. 
for the notation).
We will refer to this conjecture for some specific exponent θ by EH [θ] . The best known result of this kind is due to Bombieri [Bom87] and Vinogradov [Vin56] .
Theorem 1.6. EH[θ] holds for every θ ∈ (0, 1/2).
One can view the Bombieri-Vinogradov theorem as a 'generalised Riemann hypothesis on average'. It is also a very powerful substitute for GRH in the sieve-theoretical context.
There exists also a conjecture much more general than EH. It asserts that not only the prime counting function π or von Mangoldt function Λ but all functions equipped with sufficiently strong bilinear structure and having a good correlation with arithmetic sequences do satisfy the ElliottHalberstam conjecture. This broad generalisation first appeared in [BFI86] . The best known result in this direction is currently proven by Motohashi [Mot76] .
Theorem 1.8. GEH[θ] holds for every θ ∈ (0, 1/2).
It is possible to get EH[θ] easily from GEH[θ]
by Vaughan's identity as shown in [Pol14] . The importance of GEH [θ] stands on the fact that it allows us to obtain important results of EH type concerning almost primes as in the following result proven in [Pol14, Subsection 'The generalized Elliott-Halberstam case']. Theorem 1.9. Assume GEH [θ] . Let r 1, ǫ > 0 and A 1 be fixed, let ∆ r,ǫ = {(t 1 , . . . , t r ) ∈ [ǫ, 1] r : t 1 · · · t r ; t 1 + · · · + t r = 1}, and let F : ∆ r,ǫ → R be a fixed smooth function. Let F : N → R be the function defined by setting F (n) = F log p 1 log n , . . . , log p r log n whenever n = p 1 . . . p k is the product of r distinct primes p 1 < · · · < p r with p 1 x ǫ for some fixed ǫ > 0, and F (n) = 0 otherwise. Then for every Q ≪ x θ , we have
This theorem plays a very important role in this work which is focused on almost primes. This is also the reason, why in Theorem 1.11 we have results achieved under GEH, but not under EH.
The main result and key ingredients of its proof
The twin prime conjecture is equivalent to lim inf n→∞ Ω(n(n + 2)) = 2.
(1.6)
The above statement with 3 instead of 2 is a slightly weaker version of Chen's theorem. We can also formulate the Dickson-Hardy-Littlewood k-tuple conjecture this way.
Conjecture 1.10. For every admissible k-tuple H, we have
Maynard [May13, May14] proved that
where ρ k are given as in a table below. 
(1.9)
The idea was to consider the sum
with the classical Selberg sieve in the place of weights and use the identity (1.8) to prove that (1.10) is positive for sufficiently large N and c suitably chosen. The objective of the present work is to improve upon the result of Maynard in the case k = 5 and to draw stronger conclusions for 4 k 10 assuming GEH. Table B.  k  4  5  6  7  8  9  10  ρ k  10  13  17  20  24  28  32 As a by-product we are also able to give an alternative proof of Maynard's result for k = 3 (it is worth mentioning that previously this case required a specifically devised approach using the Diamond-Halberstam sieve).
Motivated by Maynard's successful proof concerning small gaps between consecutive primes, we apply the multidimensional sieve to the problem of k-tuples of almost primes. The main difficulty in this approach is that the variation of the sieve proposed by Maynard in [May15] combined with techniques developed in [May14] is not strong enough for any point of Theorem 1.11 to be proven.
The main parameters for our set-up are denoted ϑ and ϑ 0 . The former is related to the level of distribution in GEH [θ] by θ = 2ϑ. The latter can be viewed as related to y from the identity (1.12) by N ϑ0 ≈ y. In order to produce non-trivial results relying on GEH, we need to work with the parameter ϑ greater than 1/4. Then, the constraint ϑ 0 + 2ϑ < 1 in Proposition 1.13 forces us to take ϑ 0 < 1/2. As a result, we need a variation of identity (1.8) which works also for 0 y < n 1/2 . We can use the following simple equation valid for square-free n and get
(1.13)
With this modification, we can use Propositions 1.13-1.16 with ϑ 0 arbitrarily small and the final results will not be damaged in any way. In [May14] the author was forced to take ϑ 0 not smaller than 1/2 (in his work it was r 1 instead of ϑ 0 and r 2 instead of ϑ) and also ϑ not greater than 1/4 which strictly blocked any possibility of using GEH to amplify the existing results. The unconditional part of Theorem 1.11 is yet harder. The reason for that probably hides behind Conjecture 4.2, supported by some numerical experiments, and the calculations mentioned in Table  F . We can enhance our sieve by expanding its support as described in (1.16) which is basically an idea inspired by [Pol14] . This prodecure does not allow us to take ϑ 0 as large as 1/2 any longer, but thanks to the identity (1.12) this shall not be a major obstacle.
The general strategy of our proof is fairly simple. We consider the sum from (1.10) and just like Maynard we wish to prove that it is greater than 0 for sufficiently large N . We need some function weight(n) which gives preference to the "good candidates" for almost primes. The multidimensional Selberg sieve used in this role allows us to transform the problem about k-tuples of almost primes into estimating four sums which can be viewed as a multidimensional analogues of sums (5.8)-(5.11) from [May14] . Then, we have to recover the results about the sums T δ and T role in [May14] , in the multidimensional context. Appropriate lemmas are described in Chapter 2. In the end we are left with an optimization problem depending on various complicated integrals. This problem is studied in the last section.
Notation
The letter p always denotes a prime number and log denotes the natural logarithm. We consider N as a number close to infinity. To avoid any problems with the domains of logarithmic functions, we assume that N > 16. We also use the notation N = {1, 2, 3, . . . }. By H we always denote an admissible k-tuple. The letter k always denotes a positive integer greater than or equal to 3.
We use the following functions which are common in analytic number theory:
× denotes Euler totient function;
• τ (n) := d|n 1 denotes the divisor function;
• Ω(n) denotes the number of prime factors of n;
• π(x) := {n ∈ N : n x, n is prime};
• π(x; q, a) := {n ∈ N : n x, n ≡ a mod q, n is prime}
• (a, b) and [a, b] denote the greatest common divisor and the lowest common multiple, respectively;
• For a logical formula φ we define the indicator function 1 φ(x) which equals 1 when φ(x) is true and 0 otherwise;
• For two arithemtic functions α, β : N → C we define their Dirichlet convolution by the formula
We use the 'big O' and the 'small o' notation. The formula f = O(g) or f ≪ g means that there exists a constant C > 0 such that |f (x)| Cg(x) on the domain of f . In the second case, f = o(g) means simply lim x→∞ f (x)/g(x) = 0. We see that the big O makes sense also in the case when the considered functions are multivariate. In the 'big O' or '≪' notation the dependence on the variables k, A i , B i , ϑ, ϑ 0 , the functions W 0 , W r , and any other parameters declared as fixed, will not be mentioned explicitly. The notation O ǫ (f (x)) or ≪ ǫ means that the considered constant depends on the variable in the lower index.
Constructing the sieve
In order to deal with some small problematic primes, we use a device called the W -trick. For some
and we further demand n to lie in some residue class ν 0 mod W such that (P(ν 0 ), W ) = 1. We take
and without loss of generality we can assume that N is so large that
We construct the expanded multidimensional Selberg sieve in the following way:
and R to be chosen later. In the remaining cases we may choose the weights arbitrarily.
The proper choice of the sieve weights should maximise the value of the sum (1.10). In the onedimensional case the standard form of a weight is something similar to
for some smooth function G. In the multidimensional case we use weights of the form: 
For technical reasons it is convenient to choose 
(1.20)
For Lemma 2.6 and further we shall take
where F is a nonzero function F : 
In such a case we shall assume only the differentiability of F inside the interior of R k . We use this specific support while proving the GEH case of Theorem 1.11. It is less powerful than R ′ k (it is obvious, because it is strictly smaller) but leads to much simpler calculations. It is also worth mentioning that this is also the support which was originally used by Maynard in [May15] , where the multidimensional Selberg sieve appeared for the first time. We also define
Sketch of the proof
We start from
and we choose some ν 0 coprime to W . We also choose some positive constants ϑ and ϑ 0 to be fixed later and put
We note that for P square-free we have
Now, we follow the reasoning of Maynard described in equations [May14, (5.4)-(5.11)]. Notice that the precise shape of the sieve, the W -trick, and the usage of identity (1.12) do not affect these equations so we may just rewrite the results with our choice of sieve weights:
r,s , (1.27) for any h ∈ N, where 
where
Proposition 1.14 (Analogue of Proposition 5.2 from [May14] ). Given ǫ > 0 and r ∈ N, let 
where 
for some positive η. Then, we have
The first case of the next result is a part of [May15, Proposition 4.1]. The proof of the second case is analogous. 
The shape of conditions from Propositions 1.13-1.16 lead us to two different cases:
These considerations motivate the following hypotheses. The first one is related to the unextended multidimensional sieve and is useful while proving the GEH part of Theorem 1.11. Hypothesis 1. Let ϑ 0 , ϑ, and F be such that
The second hypothesis is used in the proof of unconditional part of Theorem 1.11 and is related to the situation when our sieve has extended support.
Hypothesis 2. Let ϑ 0 , ϑ, and F be such that
Note that if ϑ < 1/4, then the fifth assumption in Hypothesis 2 holds by Theorem 1.8.
Lemmata
The quantities
In the next chapters we frequently apply a useful lemma proven in [May15, (5.9)] which enables us to estimate the Selberg weights (in [May15] the author assumes supp (F ) ⊂ R k , but in the supp (F ) ⊂ R ′ k case the proof is analogous).
Lemma 2.1. We have
In [May14] the estimation of the two sums T δ and T * δ makes up the crucial part of the proof. We propose their analogues for the multidimensional sieve. 
Proof. Since the s i which are not all coprime to W give no contribution to the inner sum, both sides of the asserted equality remain constant if we divide one of the δ i by a prime divisor of (δ i , W ). Hence, we can assume that (
.
With this notation, we get
Consider the Dirichlet convolutions
Note that
By Möbius inversion, we have
We wish to drop the dependencies between the d i and the e j variables in the inner sum. The require-
We can also remove the restriction (d i , e j ) = 1 for all i = j by noticing that
so the s i,j which are not coprime to u i or u j give no contribution to the sum. We can also impose the condition that s i1,j1 has to be coprime to s i2,j2 if these two share any coordinate. We use the notation Σ * for the latter constraint. We define
(2.6) By Lemma 1.12 and the definition od w r1,...,r k we can change the variables as follows:
where a j = u j i =j s j,i . By performing an analogous calculation, we get
where b j = u j i =j s i,j . We observe that when a j , respectively b j , are not all square-free, the righthand side of (2.8), respectively (2.9), vanishes, so we can rewrite µ(a i ) as µ(u j ) i =j µ(s j,i ) and do the same thing with µ(b j ), ϕ(a j ) and ϕ(b j ). Combining this fact with (2.5), (2.8), and (2.9), we find
Again, note that the summands of the inner sum vanish when the a j and b j are not all square-free, by the definition of w r1,...,r k . The relation s i,j |d i for all i = j implies that there is no contribution from s i,j satisfying (s i,j , W ) = 1. Therefore, we can restrict our considerations to the s i,j such that
Consider the case when s i,j = 1 for all i = j. We have to calculate the expression
(2.11)
We have
(2.12)
For i = 1, . . . , k and square-free m we consider the sum
The first factor of (2.13) equals
The second factor of (2.13) equals
Therefore, we find that
In the case when s l,m > D 0 for some pair l = m the contribution of (2.10) is 
A trivial estimation gives
We repeat this procedure for (s ′ , δ j ) in order to get
By the same method, we also have
where we used the fact that
We repeat the splitting procedure for s ′ and combining the result with (2.21) we obtain
Combining (2.18)-(2.23) we get that the total error term coming from (2.17) is
We define a function which is going to be useful in the next lemma.
where ψ is the totally multiplicative function definded by ψ(p) = p − 2 for all primes. Put w
We now state a lemma, similar to the previous one, referring to T
Proof. We proceed very much like in the proof of the previous lemma. Again, we wish to drop the dependencies between the d i and the e j variables. This time we proceed by using the following identity valid for square-free numbers:
(2.26) Therefore,
In order to slightly simplify our notation we will introduce an extra variable u ℓ under the exterior sum and we make it equal 1. We rewrite the conditions (d i , e j ) = 1 by multiplying the expression by si,j |di,ej µ(s i,j ) for each i = j. We also notice that if i or j equals ℓ, then s i,j |δ. We again impose the same conditions on s i,j as in Lemma 2.2. Hence,
We apply Lemma 1.12 by taking 
(2.32) On the other hand, if i or j equals ℓ then the contribution from s i,j is
Thus, the main term equals 
Proof. We wish to calculate w it equals 0 if r ℓ ∤ δ, so we will further assume that r ℓ |δ. We obtain
where the a i are new variables and are not related to these from equation (2.31). We have
and
where we used the fact that the a i are square-free. We put (2.36)-(2.37) into (2.35) and get
(2.38) We see that y a1,...,a k is supported only on the a i satisfying (a i , W ) = 1, so either a j = r j or a j > D 0 r j for all j = ℓ. The total contribution of the latter case is
where in the summation over a ℓ we factorize a = a ′ s, where s|δ and (a ′ , δ) = 1. Therefore, we have
All the r i are coprime to W , so we note that
Decomposing a = a ′ s, where s|δ and (a ′ , δ) = 1, we obtain
In order to convert certain sums into integrals, we use the following lemma. 
Here the constant implied by the 'O' term is independent of G and L.
Proof. This is Lemma 4 from [GGPY09] with the notation from [May15] .
For the sake of convenience, we denote the main terms from Lemmata 2.2, 2.3, and 2.4 as follows:
(2.44) 
where δ appears on the m-th coordinate and
The expression from (2.6) simplifies to
Proof. In order to replace the weights y by a function F we need the following conditions to be satisfied: µ(sU ) 2 = 1 and (sU, W ) = 1, where U = k i=1 u i . To achieve such a situation, we wish to impose the condition (U, δ) = 1. We can do this at the cost of the error of size
(2.48) On the other hand, the support of y u1,...,ur forces (u i , u j ) = 1 for each i = j. Note that if (u i , u j ) = 1, then the common factor of u i and u j has to be greather than D 0 . Thus, the discussed requirement can be dropped at the cost of
(2.49)
Hence, we can write
For the sake of convenience, we put
We apply Lemma 2.5 to the sum in (2.50) with κ = 1 and 
where we used the fact that By Lemma 2.5 applied with κ = 1,
and A 1 , A 2 suitable and fixed, we get 
(2.62)
We need to impose the condition ( k i=1 r i , δ) = 1 under the sum. If we do this, the error term of the following size will appear
By Lemma 2.7 and (2.62)-(2.63) we have
(2.64) We can restrict our attention to the sum
We wish to drop the condition (r i , r j ) = 1 for all i = j in the summation in order to use Lemma 2.7. We can do this at the cost of introducing an error which is of size
We apply Lemma 2.5 individually to each summand of
We always take κ = 1 and
and A 1 , A 2 being suitable fixed constants. We calculate 
where the a i , b i and Σ * are the same as in Lemma 2.2 and 
(2.76)
We split the inner sum from (2.74) in the following manner:
(2.77)
The contribution of the first sum to the bottom expression in (2.74) can be easily estimated to be
In the second case we fix some index j and obtain that the analogous contribution is
3 Proofs of Propositions 1.13, 1.14, and 1.15
Proof of Proposition 1.13
Proof. We decompose Σ 0 into k sums according to which factor L j (n) of P(n) is divisible by p. We also notice that (p, W ) = 1. Therefore, for each j = 1, . . . , k we have to calculate We decompose the sum above as follows:
By Lemma 2.9 the contribution of the first sum to (3.3) is
By Lemma 2.6 the contribution of the second sum to (3.3) equals
where we estimated the error by the inequality
We use summation by parts (for example [May14, Lemma 6.8]) and get
Combining (3.1), (3.2), (3.3), and (3.8), we get the result.
Proof of Proposition 1.14
We use a Bombieri-Vinogradov style lemma for numbers with exactly r prime factors weighted by W r which is very similar to [May14, Lemma 8.1]. 
(3.9)
Proof. Follows from Theorem 1.9 and the Cauchy-Schwarz inequality.
To prove the next lemma we proceed similarily to Thorne [Tho08] , although in the case of the multidimensional sieve some issues have to be treated differently. The main disparity is that we are able to focus on the prime divisors of L i (n) directly, so we do not have to 'search' for them among
Lemma 3.2. Assume GEH[2ϑ]. For every U 1 we have
where q is the product of primes appearing under the summation and
We also require W r to be supported on
Proof. Switching the order of summation, we get
In the first step, we use the trick devised by Thorne [Tho08] , i.e. we decompose the inner sum according to how many prime factors of L j (n) divide [d j , e j ]:
We substitute L j (n) = m. Observe that for any i = j the condition 
where m 0 is coprime to the modulus. We also have to transform the congruence n ≡ ν 0 mod W . To do so, we split it into two: n ≡ ν 0 mod [A j , W ]/A j and n ≡ ν 0 mod rad A j , where rad A j denotes the square-free part of A j . The latter congruence is equivalent to m ≡ A j ν 0 + B j mod A j rad A j and we can see that it is compatibile with m ≡ B j mod A j , which is forced by our substitution. This gives for some piecewise smooth function W h : [0, 1] h −→ R 0 . It can be done because the largest prime divisor of qt does not divide q as long as it is greater than R. This is implied by the fact that W r is supported on (x 1 , . . . , x r−1 ) satisfying r−1 i=1 x i < 1 − ϑ together with n > N . Thus, the sum on the left-hand of the equation (3.13) has the form required by Lemma 3.1. We have
We write
(3.17)
We can now use the argument from the proof of Lemma 4.1 from [Tho08] which combined with Lemma 3.1 gives
for any U 1 (this is also the moment when the condition ǫ < x 1 in the definition of A r is necessary). Now, we concentrate on the main term. It is convenient to put back β h (t) = β r (qt). We find
We wish to extract the greatest prime divisor of′ from the summations. We remember that it has to be larger than R, so the only possibility is p ′ h . We set this index apart and name it p. Therefore, we put q ′′ = q/p and the expression from (3.19) equals 
Combining (3.18), (3.21) with (8.13) and (8.14) from [May14] , we obtain for any U 1
where we noticed that
To finish the proof of Proposition 1.14 we have to perform exactly the same reasoning which appears in the proof of Lemma 8.3 from [May14] . The only difference is the error term coming from transforming T (j) q into the integral as in Lemma 2.8 which, by the fact that α ≪ 1, can be easily calculated as follows:
where we added the restriction R ǫ < p 1 under the sum because of the support of W r .
Proof of Proposition 1.15
Proof. The proof is the same regardless of whether we assume Hypotesis 1 or Hypothesis 2, so we describe only the first case. Define A := 2 max(A 1 , . . . , A k ). Recall that n ≡ ν 0 mod W implies (P(n), W ) = 1. We wish to estimate from above the following expression:
(3.25)
We split the outer sum as follows:
To calculate the second sum from (3.26) we apply Lemma 2.1 and the divisor bound τ (n) ≪ n o(1) to obtain
In the case of the first sum from (3.26) we can rearrange the order of summation and get
(3.28)
By Chinese remainder theorem the last summand equals
Therefore, the expression from (3.28) is
In order to calculate the error term we again use Lemma 2.1 to estimate the Selberg weights. We also see that the product d 1 . . . d k e 1 . . . e k can take only values lower than R 2 , so we obtain
which is neglible for ϑ < 1 − η.
where p appears on the j-th coordinate. From Lemma 2.6 we get
For t 1 1 − log p log R we obtain simply
Combining (3.33)-(3.37), we get
(3.39)
To sum up,
4 Proof of the main theorem
Setup
We apply Propositions 1.13, 1.14, 1.15 and 1.16 to estimate S from below. We assume Hypothesis 1 or Hypothesis 2. Fix ǫ > 0 and put
for any r, s ∈ N. By Proposition 1.15 we have
Proposition 1.13 gives us
We use Proposition 1.14 with β r (n) = χ r,s (n) where χ r,s (n) is defined as in (1.29), and with J r relabeled as J r,s . We get
Combining (4.3), (4.4), (4.5), and (4.6) we obtain
(4.7)
From this we can see that if
where C F is a sufficiently large constant depending only on F , then S > 0. We put
Therefore, from (1.23) and (1.26) we have
infinitely often. We also note that Υ k is actually well defined for every ϑ ∈ [0, by suitable choices of functions F . We restrict our attention to multivariate polynomials. Moreover, if our polynomial is symmetric, then the main term from (4.10) simplifies to 
r,s for every r, s ∈ N. Observe that Υ k is continuous and differentiable with respect to each variable. This implies
(4.13)
We usually take ǫ very close to 0, so (4.13) motivates the following definitions.
(4.14)
Therefore, we can summarize the above discussion in the following result. 
The GEH case
Let us begin this subsection with an observation concerning the integrals J 0 and J r,s . The precise shape and the very existence of these integrals can be seen as a consequence of the relations between (1.8) and (4.10). It can be viewed as follows:
(4.15)
The J integral can be seen as a normalising term. Notice that it is relatively easy to calculate Ω k or Ω ext k upon ϑ 0 = 1, because in such a case we would have J r,s = 0 for every permissible pair r, s. Thus, if ϑ 0 = 1 and F is symmetric, then (4.12) reduces to In the GEH case of Theorem 1.11 we use the first part of Theorem 4.1 with ϑ = ϑ 0 = 1/3. Conjecture 4.2 has actually been very useful for choosing good (conjecturally near-optimal) polynomials F for various k, because we need only to minimise the expression (4.16). Our choices are listed in Table  C .
The F 1 polynomials are chosen to be almost best from all polynomials of the form
with a 0 , a 1 , a 2 , a 3 > 0. On the other hand, we can also take into account all other possible terms of order greater than or equal to 3 constructed from (1−P 1 ), P 2 and find the almost optimal polynomials F 2 of the form
We are able to calculate the upper bound on Υ(F 1 ;
3 ) thanks to the specific shape of F 1 -as pointed out in Remark 1 we are able to convert the integrals J 0 and the J r,s into simpler ones.
Considerations mentioned above lead us to the results listed in Table D . In the first column we present the upper bound on Ω k given by calculating the contributions from J 0 , J 1,1 , J 2,1 , J 3,1 , J 2,2 , and J 3,2 into Υ(F 1 ). In the second column we excogitate also the contribution incoming from J 4,1 which can be considered as a black box due to its complicated shape. The third column contains the possible true values of Υ(F 1 ) predicted by Conjecture 4.2. In the fourth column we have the same thing for F 2 . As we can see in Table D , the differences between Υ(F 1 ) and Υ(F 2 ) are probably minuscule.
As numerical experiments suggest, we are also unable to win much by considering higher powers of (1 − P 1 ), P 2 or even the negative a i , b i . 
17)
The choice ϑ = 1/3 − ǫ and ϑ 0 = 1/3 satisfies all assertions of Hypothesis 1 under GEH[2/3], so fixing ǫ sufficiently close to 0 enables us to use the results from Table D to prove the conditional part of Theorem 1.11. As we can see, there should be a possibilty to improve the result for k = 9 and k = 10 by considering the contributions from integrals like J 5,1 or J 4,2 (some experiments with Monte Carlo method suggest that J 5,1 should contribute much more; unfortunately, calculating this expression is extremaly onerous). We also have no improvement for k = 3 in view of what is already proven unconditionally (see [May13] ).
There is a problem with using the full strength of GEH. Namely, we are limited by the inequality ϑ ϑ 0 . If ϑ > ϑ 0 , then we cannot apply Proposition 1.14 to our choices of W r,s (which are forced by the specific shape of functions χ r,s (n)). On the other hand, we can perform a little trick to overcome this issue. Take a look at the following inequality:
where [θ] with an exponent greater than 2/3, without harming the condition ϑ 0 + 2ϑ < 1. Unfortunately, this possibility has its price. Note that (4.18) is not an equality like (1.11). That difference implies that some part of contribution given previously by J r,s disappears (it is not surprising because supp (W ♭ r,s ) ⊂ supp (W r,s )). If ϑ > ϑ 0 , then the bigger the difference ϑ − ϑ 0 is, the stronger that phenomenon is going to be. Up to some point we are able to make some little progress over the results listed in Table D [May14] . He used the identity (1.8) instead of (1.12), so ϑ 0 = 1 2 and ϑ = 1 4 is the optimal choice in this situation. We find close to best polynomials F 1 and F 2 (which are not written explicitly here) in the same way as these listed in Table C Moreover, even using multidimensional variation of his techniques does not make the situation much better. It is a good question whether it is possible to cross the 15 barrier in the case k = 5 relying only on better choice of polynomial than F 2 , but without using the extended sieve support like in the next Subsection. It turns out that even if we choose the optimal polynomial F of the form:
2 + c 31 (1 − P 1 )P 3 + c 4 P 4 with all the coefficients being real (so we can also consider negative values) then by Conjecture 4.2 we can expect only Υ 5 (F ) = 15.01185 . . . . This discussion shows that the extended sieve support was necessary to prove the unconditional part of Theorem 1.11. Conjecture 4.2 also allows us to predict the optimal upper bounds on Ω We can foresee that the extending of sieve support allows us to prove (1.7) with ρ 5 = 14 and reprove the main result from [May13] , i.e. that (1.7) is true with ρ 3 = 7.
The discussion in this subsection leads us to the conclusion that Theorem 1.11 cannot be improved only by optimizing parameters except possibly the cases k = 9, 10 under GEH. One needs to rely on some sort of new ideas in order to set new records. Perhaps, the technology developed in [Pol14] can be used to expand the sieve support even further and obtain new results.
The upper bound for
For k = 5 we put 
In the unextended variation of multidimensional Selberg sieve (i.e. when supp (F ) ⊂ R k ) this symmetry transforms our sieve into its one-dimensional analogue (see Remark in [May15, Section 6]). However, our function F does not satisfy it for all points (t 1 , t 2 , t 3 , t 4 , t 5 ) ∈ R 5 0 . For this reason it should not be surprising that we are able to make a progress compared to what is achievable by a one-dimensional sieve.
With our choices of k, F , ϑ, and ϑ 0 we shall calculate (4.12) to get the desired result. The precise values of integrals appearing in this subsection are found by Mathematica 11.
Calculating
For the sake of generality, we perform the calculations for an arbitrary k. We also assume that the symmetry F (t 1 , . . . , t k ) = f (t 1 + · · · + t k ) is satisfied for (t 1 , . . . , t k ) ∈ R k 0 , where f : R → R is a piecewise smooth function. We have
We observe that any permutation of the variables t 2 , . . . , t k does not change the integrand. We also notice that 0
Therefore, the outer integral from (4.25) equals
We make a substitution t = t 2 + · · · + t k and transform the integral over R k−1 from expression (4.27) into
For the sake of clarity, we put s in the place of t 2 . We can rewrite (4.28) as
By induction we calculate that the expression in the right-hand side parentheses from (4.29) equals
Combining (4.25)-(4.30) we conclude that 
which is known from [May14, (5.30)]. The same observation applies to J 0 and the other J r,s integrals.
Calculating J
We proceed as in the previous subsection. We have
(4.33)
Calculating J 2,1
We have We decompose the outer integral from (4.49) as follows: for the sake of clarity. We decompose the integral as follows: The inequatility above combined with Theorem 4.1 implies the first part of Theorem 1.11. This reproves the main theorem from [May13] .
