Abstract A MATLAB toolbox for the efficient estimation of the threshold, slope, and lapse rate of the psychometric function is described. The toolbox enables the efficient implementation of the updated maximum-likelihood (UML) procedure. The toolbox uses an object-oriented architecture for organizing the experimental variables and computational algorithms, which provides experimenters with flexibility in experimental design and data management. Descriptions of the UML procedure and the UML Toolbox are provided, followed by toolbox use examples. Finally, guidelines and recommendations of parameter configurations are given.
1
When considering alternative forms of the psychometric function, both the dependent variable (proportion correct, proportion of a particular response, etc.) and the shape of the function are key factors. The shape of the psychometric functions may be described parametrically or nonparametrically (e.g., Poppe, Benner, & Elze, 2012; Zchaluk & Foster, 2009) , that is, the psychometric function can be modeled using an analytical function whose shape is determined by a set of model parameters or can be model-free and characterized by smoothing the dependent variables across discrete signal intensities. For parametrically described psychometric functions, a variety of parameterization have been used, including Gaussian, Weibull, and logistic cumulative distributions. (e.g., Treutwein & Strasburger, 1999) . Two commonly used formulations are the logistic and Weibull (cumulative density) functions. The logistic psychometric function is given by
where α is a threshold parameter indicating the center of the psychometric function's dynamic range; β is related to the slope of the function; γ is the proportion correct at chance levels of performance, which sets the lower bound of the psychometric function; and λ reflects the upper bound of the psychometric function. Another frequently assumed form of the psychometric function, the Weibull psychometric function is given by (e.g., Harvey, 1986) :
where, on a logarithmic axis, α is the threshold parameter and β is the slope/spread parameter; the parameters γ and λ are as in Eq. 1. Figure 1 shows the effects of manipulating the parameters of the logistic and Weibull psychometric function on both a linear and a logarithmic abscissa. As the threshold parameter α increases (upper panels), the psychometric functions shift to higher signal intensities. As the slope parameter β increases (lower panels), the psychometric functions become steeper. For the upper panels, the value of λ is set to .1, whereas for the lower panels, the value of λ is 0. Comparing the upper and lower panels, it is evident that the value of λ determines the distance between the upper asymptote of the function and one. When λ = 0, the psychometric function approaches one as the signal intensity increases, whereas when λ > 0, the proportion correct fails to reach one even at very high signal intensities. The λ parameter is referred to as the "lapse rate," indicating the proportion of times that the listener's attention has lapsed.
The method of constant stimuli, which dates to Fechner (Treutwein, 1995) , is a common data collection method used to estimate the psychometric function. By this method, several values of signal intensity are selected and then stimuli are presented at these signal intensities in quasi-random order until a pre-determined number of responses are collected at each of the signal intensities. The proportion correct as a function of the signal intensity is computed and the psychometric function is estimated by fitting a function to the resulting data (e.g., Fründ, Haenel, & Wichmann, 2011; Treutwein & Strasburger, 1999; Wichmann & Hill, 2001a , 2001b . One shortcoming of the method of constant stimuli is that the data collection can be time-consuming, especially when the underlying psychometric functions have shallow slopes or high lapse rates. Moreover, because the signal intensities to be tested have to be determined before data collection, it is difficult to assess if the selected values of signal intensity are appropriate. When inappropriate signal intensities are used, the parameters of the psychometric function may be poorly estimated even if a large number of trials are run.
Because the estimation of the psychometric function can be time-intensive, adaptive methods have been developed to efficiently estimate elements of the psychophysical function, such as the threshold and the slope. Adaptive procedures are rule-based procedures for which the stimulus intensity for the upcoming trial depends on the stimuli and responses from previous trials. Both nonparametric and parametric adaptive procedures are available. One example of a nonparametric procedure is the transformed up-down procedure of Levitt (1971) , although there are many others (Derman, 1957; Durham & Flournoy, 1995; Garcia-Perez, 1998; Kaernbach, 1991; Rose, Teller, & Rendleman, 1970; Taylor, 1971; Taylor & Creelman, 1967; Wetherill & Levitt, 1965) . The transformed up-down procedure estimates the signal intensity associated with a target percent correct on the psychometric function. For the 2-down, 1-up procedure the signal intensity is increased following a single incorrect response and decreased following two consecutive correct responses. The analysis of a run of trials provides an estimate of the 71 % correct point on the psychometric function.
In addition to nonparametric adaptive procedures, several adaptive parametric procedures are available that efficiently estimate the psychometric function's parameters (e.g., Green, 1990; Hall, 1981; Harvey, 1986; King-Smith & Rose, 1997; Kontsevich & Tyler, 1999; Lam, Dubno, Ahlstrom, He, & Mills, 1997; Laming & Marsh, 1988; Watson & Pelli, 1983 ; see Leek, 2001 , or Treutwein, 1995 , for reviews and evaluations of both nonparametric and parametric adaptive procedures). Like nonparametric procedures, these procedures revise the signal intensity depending on the stimuli and responses from past trials. In contrast to the nonparametric methods, a parametric form of the psychometric function is assumed and using maximum-likelihood or Bayesian estimation methods, the stimuli are chosen to provide an estimate of a parameter(s) of the assumed psychometric function. How the procedure proceeds depends on what constitutes a "reasonable estimate" of the parameter; different criteria such as minimizing the expected variance in the psychometricfunction parameter, minimizing the uncertainty in the Log signal intensity
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Fig. 1 Logistic and Weibull formulations of the psychometric functions are presented in the left and right panels, respectively. For these examples, the chance proportion correct without a signal was .5 (i.e., γ = .5). For the top panels, the values of β and λ are fixed, and the different curves reflect differences in α. For the bottom panels, the values of α and λ are fixed, and the different curves indicate differences in the value of β parameter estimate, and so forth, may be used. The best point(s) on the psychometric function that achieves the criterion of interest is sometimes referred to as the "sweet" points, which dictates the next stimulus to be tested. In the maximum-likelihood (ML) adaptive parametric procedure described by Green (1990) , stimulus sampling occurs at the sweet point that minimizes the expected variance of the estimation of α, the threshold. However, if one is interested in estimating multiple parameters needed to specify the psychometric function (e.g., α, β, and λ in Eqs. 1 and 2), using a single sweet point associated with the parameter α can lead to biased estimates of β (Kaernbach, 2001; Leek, Hanna, & Marshall, 1992) and λ (Gu & Green, 1994) . To minimize the expected variance for the estimate of β two sweet points are needed, close to the lower and upper asymptotes of the psychometric function, respectively (Brand & Kollmeier, 2002; Kaernbach, 2001; King-Smith & Rose, 1997) . For λ, the sweet point is associated with the largest possible signal intensity (Shen & Richards, 2012) . For the logistic and Weibull forms of the psychometric function, the sweet points for the parameters α, β, λ, and γ can be expressed analytically (Shen & Richards, 2012) , providing the basis of the generalization of the ML procedure described by Green to estimate not just α but also β, λ, and γ (Shen & Richards, 2012) . Indicating the resulting procedure's similarity to Green's ML procedure, Shen and Richards referred to the procedure as the "updated maximum-likelihood procedure" (UML). This descriptor is somewhat of a misnomer because, like Green's original ML procedure, the procedure might incorporate prior distributions, and thus may be better described as a Bayesian procedure.
For a psychometric function associated with logistic or Weibull distributions with parameters α, β, and λ (assuming the value of γ is fixed at the expected proportion correct with no stimulus), four sweet points are defined: one for α, two for β, and one for λ. Because these sweet points are known, the decision as to the next stimulus to present depends on which sweet point is to be sampled. Shen and Richards (2012) reported simulations using alternative sweet-point sampling strategies. For one strategy, the sweet point is chosen using a 2-down, 1-up rule. By this rule, following two consecutive correct responses the sweet point to be tested on the next trials is the one lower than the current sweet point. After a single incorrect response, the next sweet point is the one higher than the current sweet point. This is similar to the transformed updown procedure (Levitt, 1971) except that the manipulation of the signal intensity is based on sweet points. Other strategies, such as the random choice among sweet points, may also be used (Shen & Richards, 2012) . Whichever sampling rule is chosen, the estimate of the psychometric function is updated following each experimental trial, as are the estimates of the sweet points. Therefore, even if the same sweet point is sampled on two consecutive trials, the corresponding signal intensities may not be the same.
Because multiple sweet points are sampled, the UML procedure is capable of efficiently estimating multiple parameters of the psychometric function. Because the lapse rate (the λ parameter) is estimated in addition to the threshold and slope parameters, the estimates of the α and β parameters are less likely to be biased due to a subject's lapses of attention. Moreover, one of the drawbacks of the original maximum-likelihood procedure is that the signal intensity often jumps dramatically from trial to trial at the beginning of an adaptive track, potentially confusing subjects and prolonging the learning of a novel experimental task. The UML procedure with an up-down rule overcomes the difficulty in two ways. First, the up-down sweet-point selection rule limits the changes in signal intensity between consecutive trials. Second, the UML procedure allows the specification of the prior distributions for the psychometric function's parameters before data collection, which promotes fast convergence of the parameters and avoids large jumps of signal intensity at the beginning of an adaptive track (Treutwein, 1995) .
Using computer simulations, Shen and Richards (2012) showed that the UML procedure outperformed the original maximum-likelihood procedure (Green, 1990) when multiple psychometric-function parameters are desired (see also Leek et al., 1992) . In a recent study, Shen (2013) measured the psychometric function for an auditory gap-detection task using three adaptive psychophysical procedures: the staircase procedure (Levitt, 1971) , the UML procedure (Shen & Richards, 2012) , and the entropy-based Bayesian procedure proposed by Kontsevich and Tyler (1999) . The results indicated that when the expected lapse rate was low and the number of trials fixed, all three procedures appeared to provide good estimates of the underlying psychometric function. However, when the expected lapse rate was high, the UML procedure was superior to the other two procedures. Therefore, both simulation and behavioral data suggested the usefulness of the UML procedure, especially when high lapse rates are expected from the subjects.
The UML procedure both directs data collection by its choice of the sweet points and provides an estimate of the underlying psychometric function. Its primary function, however, is to direct data collection. In most instances, it is advantageous, post-hoc, to fit the collected data to psychometric functions using algorithms designed for that purpose (e.g., the Psignifit3 Toolbox; Fründ et al., 2011) .
Here, we describe a software toolbox for the implementation of the UML procedure. The implementation/architecture of the UML Toolbox is described, instructions regarding the use of the toolbox are provided and an example of the use of the toolbox is discussed. Suggestions for the configuration of the UML procedure are also provided. It should be noted that the UML Toolbox presented here is modest in scope in that only the UML procedure is implemented-that is, software for stimulus generation, a large number of alternative data collection procedures, and so forth, are not provided. Several toolboxes are available that implement a variety of adaptive psychophysical procedures. For example, for the MATLAB environment, the PsychToolbox (Brainard, 1997; Pelli, 1997) includes the QUEST procedure (Watson & Pelli, 1983) and the Ψ procedure (Kontsevich & Tyler, 1999) ; the Palamedes toolbox (Prins & Kingdom, 2009 ) includes the transformed up-down (Levitt, 1971) , bestPEST (Lieberman & Pentland, 1982) , QUEST, and Ψ procedures; and the MLP toolbox (Grassi & Soranzo, 2009 ) includes the transformed up-down, PEST (Taylor & Creelman, 1967) , and maximum-likelihood (Green, 1990) procedures. Thus, guidelines for choosing among various adaptive procedures/ toolboxes will be discussed.
The architecture of the UMLToolbox
The UML Toolbox can be downloaded from http://hearlab.ss. uci.edu/UML/uml.html, according to the conditions of the GNU General Public License.
Software routines for the implementation of the UML procedure were developed using MATLAB 2 and are collectively presented here as the UML Toolbox. To allow for a flexible and intuitive organization of the experimental variables and the computational algorithms, a UML object is introduced. Each UML object is a data structure that includes several variables and methods. The variables within the data structure store the parameters (e.g., estimates of the psychometric-function parameters), trial-by-trial data (e.g., signal intensity and the correctness of subjects' responses), internal parameters (e.g., the counter for the trial number), and so forth. The methods within the data structure conduct operations on the variables, including setting and updating the variable values. Table 1 lists the available variables and methods. Figure 2 illustrates the cornerstone variables (in circles) and methods (in rectangles) associated with the UML object for a psychophysical experiment.
A psychophysical experiment is conceptualized as unfolding in two core phases: (a) initialization and (b) iteration. During the initialization phase (left of the vertical dashed line in Fig. 2 ), the experimental configuration is initialized, and the prior distribution for each of the psychometric-function parameters is established. When a new UML object is constructed using the constructor , variables are generated and their initial values are set. The variable stores the current posterior probability distributions of the parameters; at initialization, it holds the prior distribution. The variable stores the optimal signal intensity to test for the next trial, on the basis of the posterior distribution. The variables , and store the signal intensity, behavioral responses, and parameter estimates from all past trials, respectively. The variables and are column vectors, with each row indicating a single trial. The variable is a matrix in which the parameter estimates from different trials are arranged in rows and the parameter estimates for α, β, γ, and λ, in that order, are Parameters of the psychometric function for a virtual observer (used for simulation only) uml.userdata01
Reserved for user-defined data uml.userdata02
Reserved for user-defined data uml.userdata03
Reserved for user-defined data uml.userdata04
Reserved for user-defined data
Methods Comments
Initialization: uml = UML(par) Construct a UML object uml.setNdown(ndown) Set the n-down, 1-up sweet-point selection rule uml.setX0(x0) Set the initial presentation level Iteration:
uml.update(r) Update the stimulus strength x, depending on response correctness r Simulation:
uml.setPhi0(phi0) Set the parameter uml.phi0 r = uml.simulateResponse(x) Generate a response, and indicate correctness (r) from the virtual observer Other: conf = uml.getConf(percent) Return the confidence limits of the parameters uml.plotP() Plot the posterior parameter distribution arranged into four columns. The variables , and are initialized as empty variables. The parameter γ indicates chance-level performance and is set to a fixed value by the experimenter (e.g., γ = .5 for a two-alternative, forced choice task).
During the iteration phase (to the right of the vertical dashed line in Fig. 2 ), the variables are updated after each trial using the method . This method proceeds as follows: First, the value stored in is appended to the final row in the variable ; that is, it has become the most recent signal intensity tested. The response correctness from the current trial (as input to the function) is appended to the final row in the variable . Then, the likelihood function for the parameters for the current trial is calculated on the basis of . Using the likelihood function, the posterior parameter distribution is updated according to Bayes's theorem. Next, the maximum of the posterior parameter distribution provides interim parameter estimates. The new parameter estimates are appended to the final row in the variable . Sweet points are then derived from the interim estimate of the psychometric function, and the signal intensity for the next trial's stimulus is computed. Given the construct of the UML object, programming a new experiment involves two steps. First, before data collection begins, a UML object is constructed using the method . Next, a loop is used to (a) iteratively collect the correctness of responses and (b) update the variables stored in the UML object (using the method ). When a UML track terminates (e.g., when a certain number of trials is reached), the final posterior parameter distribution is accessible from the variable .
Using the UMLToolbox
Initialization At the outset of an experiment, a UML object is constructed by where is the constructor method. The constructor takes an input argument, , which is a data structure in a predefined format that includes the parameters set by the experimenter. The file included in the toolbox provides an example of defining the input argument for the UML constructor. The steps are as follows. First, the choice of the psychometric-function model, either a logistic or a Weibull function, is specified:
or Besides the type of the model for the psychometric function, the user can also specify how the parameters are estimated from the posterior distribution. Either the mean or the mode of the posterior distribution can be chosen as the reported parameter estimate: or Next, the n-down, 1-up rule for selecting the sweet point and the initial signal intensity are set:
For the example above, a 2-down, 1-up algorithm is chosen, and the initial signal intensity is 30 (arbitrary units). Higher overall proportion-correct scores are expected for larger values of (Levitt, 1971) meaning that the choice of impacts the distribution of the sweet points ultimately sampled. The initial signal intensity is the signal intensity on the first trial, as well as the sweet point for λ.
Once these experimental variables are set, the parameter space for the psychometric function is established. Both the logistic and Weibull models of the psychometric function include four parameters (α, β, γ, and λ). The parameter γ is a constant set by the experimenter equal to the chance proportion correct expected from the experimental design.
The parameters α, β, and λ require the specification of their ranges, gradations, and prior distributions. For Fig. 2 Schematic of an experiment constructed using the UML Toolbox example, the α parameter space might be set as follows:
Here, the α parameter space contains 61 potential values, linearly spaced between -10 and 30. The prior probability for α is given by a normal probability density function with mean a n d s t a n d a r d d e v i a t i o n . In addition to a normally distributed prior, the user can choose a prior with all potential values of α having equal probability by setting the variable to . When a flat prior is c h o s e n t h e v a r i a b l e s a n d are ignored. The prior distributions for the β and λ parameters are configured using the same procedure.
The ranges of the parameters should be sufficiently large so that the probability of the "true" parameter being outside the range is negligible. For the Weibull formulation of the psychometric function, α must be larger than zero and β must be larger than one.
Two aspects of the initialization process deserve note. First, if the number of potential values in the β or λ parameter space ( or ) is assigned a value of one, the parameter will be fixed as specified by the first element in or , respectively. This means that the parameter is not estimated, and the associated sweet point(s) are removed from the sampling strategy. For example, if both and are set to one, the procedure will sample stimuli at the single sweet point associated with α (essentially the original maximumlikelihood procedure by Green, 1990) . Second, if the potential values for a given parameter are logarithmically spaced and the prior distribution is set to be normally distributed, the fields and correspond to geometric mean and geometric standard deviation of the distribution.
Running an experiment Once the experimental configuration is set, an experiment can be programmed using a simple twostep process: initialization and iteration. To carry out a typical experiment, the following MATLAB script can be used:
In the example above, a UML object (the left side of the vertical dashed line in Fig. 2 ) is generated using the constructor . Then, a loop is used to collect data during the iteration phase (the right side of the vertical dashed line in Fig. 2 ). The total number of trials is specified by the variable . Within the loop, on each trial, the correctness of the subject's response is collected by a userdefined function , the UML object is updated, and the signal's strength for the next trial is set using the method . The variable stores the signal intensity for the next trial, unless it is the first trial, in which case, the initial signal intensity is stored. The user-defined function (the dashed box in Fig. 2 ) can take any function name that the experimenter prefers. It should be a function that takes as the input argument, presents the stimulus at the signal intensity to the subject, and collects a response from the subject. The response is returned as an output argument, , in terms of correctness with a value of 1 for a correct response and 0 for an incorrect response.
Once the response correctness is known, the method updates several variables held in the UML object. These variables include the trial counter , the posterior parameter distribution , the parameter estimates , the sweet points , the signal intensity for the next stimulus presentation , the signal intensity , and the overall proportion correct . These variables are accessible both within the experimental loop (for online data peeking) and after the experiment is finished (for data storage). The stimulus presentation, the subject's responses, and parameter updating continues until the total number of trials ( , in the example above) is reached.
Experiment simulations The UML Toolbox includes software routines that simulate a virtual observer who responds in accordance with a "true" psychometric function specified by the variable . Such Monte Carlo simulation experiments are useful to evaluate the role that changes in the prior distribution plays on the rate of parameter convergence, to determine plausible parameter ranges that might be used in an experiment, and so forth. The process is similar to that for a "real" experiment, except that a virtual observer replaces the user-defined stimulus generation and data collection scripts (dashed box in Fig. 2 ). Below is an example for a virtual observer whose psychometric function is logistic:
The simulation is accomplished using the methods and . In the initialization phase, the method takes a four-element array as the input argument, which specifies the values for the parameters (α, β, γ, and λ, in that order) of the "true" underlying psychometric function. This method stores these values as the variable in the UML o b j e c t . I n t h e i t e r a t i o n p h a s e , t h e m e t h o d takes the signal intensity and generates responses according to the "true" psychometric function with the parameters stored in . The method in the loop plots the posterior parameter distribution after each trial. Figure 3 plots the trial-by-trial estimates of the parameters α, β, and λ (top to bottom panels) of the logistic function, from the script outlined above. In this simulation, the 61 potential values for the α parameter were linearly spaced between -10 and 30; the 41 potential values for β were logarithmically spaced between 0.1 and 10; and the 11 potential values for λ were linearly spaced between 0 and .2. Flat priors were used for all three parameters.
The parameters α and λ converged quickly. After approximately 60 trials, the estimates were close to the "true" parameters for the virtual observer. The slope parameter β, however, was slower to converge to the "true" value. The pattern of results shown in Fig. 3 is typical, in that α usually converges more rapidly than β. Shen and Richards (2012) found that 200 trials typically sufficed for the convergence of the psychometric-function parameters, but more trials might be needed if the slope of the psychometric function were very shallow or if the lapse rate were large. Figure 4 shows the posterior distributions after 200 trials for α (left) and λ (right) as a function of the value of β using the method . After 200 trials, the maximum of the posterior distribution-that is, the final parameter estimate (α = 10.0, β = 1.58, and λ = .04)-was in good agreement with the "true" parameter tuple (α 0 = 10, β 0 = 1.6, and λ 0 = .05).
Data management
The UML object intrinsically organizes all relevant variables and methods concerning the adaptive track in one place. After data collection, one can store the data into files by simply saving the UML object. For example, for hypothetical subject , the command will save the UML object into a file named . Another advantage of the UML object is that UML objects can be concatenated into arrays or matrices just as other data structures in MATLAB. For example, one experiment might have multiple conditions, with a unique psychometric function being estimated in each condition. In such a situation, an array of UML objects can be generated with each element in the array corresponding to a UML object. Consider an experiment with three separate conditions, in which the three conditions are to be tested using the following protocol. First, the order of the three conditions is drawn at random order with 50 trials per condition. Then, the process is repeated three times, Fig. 3 Estimates of the parameters for a virtual observer's psychometric function as a function of the number of trials. The top, middle, and bottom panels plot the results for α, β, and λ, respectively. The "true" values for the simulated observer's parameters α 0 , β 0 , and λ 0 (10, 1.6, and .05, respectively) are indicated using dashed lines. After 200 trials, the estimated parameters were 10, 1.58, and .04, respectively yielding 200 trials for each condition. This protocol can be realized using the following script.
In this example, the experimental protocol-that is, the sequence indicating the order in which the three conditions are tested-is held in the variable . During the initialization phase, an array of UML objects is created. Once the data collection begins, the blocks of 50 trials are tested following the sequence specified in . For each block, data are collected iteratively as in the previous examples. Note that each UML object stores the status of the corresponding adaptive track, so that data collection is easily resumed after interruption. This potential of arrays of UML objects allows for a wide variety of experimental protocols.
In many cases, it may be helpful to store trial-bytrial experimental information in addition to the predefined variables available in the UML object provided in the UML Toolbox. In such circumstances, the experimenter can make use of the reserved variable names , and
. These variables are initialized as empty arrays, but they can be manually updated to store any userdefined data. For example, the experimenter might want to save the trial-by-trial reaction times. This can be achieved as follows:
The user-defined function returns both the response correctness, , and reaction time, . The command appends the reaction time data on each trial to the end of the variable . Consequently, when data collection is complete, the trial-by-trial reaction time is retrievable from .
Considerations regarding the configuration of the UML procedure
As we described previously, constructing an experiment using the UML Toolbox starts with the configuration of the procedure. This includes specifying the parameter-estimation method , the up-down rule for sweet-point selection , the range and gradation of the parameter space, and the prior Fig. 4 Posterior distributions for the simulation described for Fig. 3 are plotted using . The log probabilities of the values of α, β, and λ after 200 trials are projected onto two planes. For the left panel, the abscissa is the value of β, the ordinate is the value of α, and the title indicates the number of trials. For the right panel, the abscissa is the value of β, the ordinate is the value of λ, and the title indicates vector , containing the current estimates of the α, β, γ, and λ parameters of the psychometric function distributions. Therefore, these experimental parameters have to be set before data collection. Although the UML procedure is relatively robust to the changes in the experimental configuration, it is beneficial to choose parameters that provide efficient data collection. Here, guidelines for setting various experimental parameters are provided.
Choosing the parameter estimation method The variable specifies whether the mean or the mode of the posterior parameter distribution should be used as the parameter estimates. The original maximum-likelihood procedures (e.g., Green, 1990; Hall, 1968; Harvey, 1986) use the mode of the posterior distribution for parameter estimation. However, for Bayesian adaptive procedures similar to the present UML procedure, Emerson (1986a Emerson ( , 1986b and King-Smith, Grigsby, Vingrys, Benes, and Supowit (1994) showed that the mean yielded better precision in the parameter estimates than the mode. To determine whether this also holds for the UML procedure, a simulation was conducted. In this simulation, 100 virtual observers were constructed who responded according to "true" psychometric functions (defined by "true" parameters α 0 , β 0 , and λ 0 ). For each virtual observer, the true logistic psychometric function had an α 0 drawn at random from a uniform distribution ranging from -30 and 10, log β 0 drawn from a uniform distribution ranging from -1 and 1, and λ 0 drawn from a uniform distribution ranging from 0 and .15. For half of the virtual observers, the psychometric function parameters were estimated using the mean of the posterior distribution and for the other half the mode was used. For all simulated tracks, a 2-down, 1-up sweet-point selection rule was used, and flat priors were used for all three parameters [α, log β, and λ]. Figure 5 plots the root-mean-squared (rms) deviation between the estimated and "true" parameters as a function of trial number for each estimation method (different colors) and for each parameter (different panels). The rms deviation was used as a single measure for the performance of the UML procedure, because it captures both the bias and the variability in the estimates. For all three parameters, the rms deviation was smaller when the mean of the posterior distribution was used. The advantage of using the mean over the mode was especially evident for the slope and lapse parameters (upper right and lower left panels) and for the first 200 or so trials for the α parameter (upper left panel). Therefore, we recommend that the parameter estimation method be set to as the default setting. This setting was used for all simulation results in the following sections.
Choosing a sweet-point selection rule The variable controls the sweet-point selection rule in the UML procedure. For an n-down, 1-up rule, the stimulus would be sampled at one sweet point lower than the current sampling point following n consecutive correct responses, and sampled at one sweet point higher following a single incorrect response. This rule is similar to the one used for the transformed up-down staircase procedure (Levitt, 1971) . The purpose of implementing an up-down sweet-point selection rule was to ensure suprathreshold signal intensities at the beginning of a UML track and to avoid drastic changes in signal intensity across adjacent trials. Therefore, including the up-down sweet-point selection rule helps inexperienced observers learn the experimental task quickly.
As was shown by Levitt (1971) , the value of n corresponds to the expected overall proportion correct, such that the proportions correct are expected to be .71, .79, .84, and .87 for n values of 2, 3, 4, and 5, respectively. Therefore, the variable can be chosen to support the experimenter's preference regarding the expected overall proportion correct. Usually, the choice of between 2 and 5 does not have a significant impact on the rate of convergence for the psychometric-function parameters. However, if the upper asymptote of the psychometric function is relatively low, using high values for may undermine the efficiency of the UML procedure. For example, if the upper asymptote is at .8 (λ = .2), a 5-down, 1-up sweet-point selection rule will push the focus of sampling toward a proportion correct of approximately .87. As a result, almost all stimuli would be sampled at the λ sweet point and seldom at lower sweet points, leading to poor estimates of the psychometric function.
To illustrate the interaction between and the lapse rate, simulations were conducted for two groups of virtual observers. The two groups corresponded to λ 0 values of 0 and .2. For each group, 50 virtual observers were defined. The threshold and slope parameters of the psychometric Fig. 5 Effect of the parameter estimation method on the convergence of the parameter estimates. Either the mean (solid curves) or the mode (dashed curves) of the posterior parameter distribution is used to obtain the parameter estimates. The rms deviation for 50 randomly chosen virtual observers is shown as a function of trial number for both methods and for three psychometric-function parameters function (α 0 and β 0 ) were drawn at random from the range of the α and β parameter spaces. The 50 values of α 0 were drawn from a uniform distribution ranging from -10 to 30 on a linear scale, and the values of β 0 were drawn from a uniform distribution ranging from 0.1 to 10 on a logarithmic scale. For each virtual observer, the psychometric function was estimated using the UML procedure and the deviations of the estimated parameters (α, log β, and λ) from the "true" parameters (α 0 , log β 0 , and λ 0 ) were calculated. The rms deviations across the 50 observers as a function of the trial number were plotted and used to quantify the convergence for α, log β, and λ. This process was repeated for the two values of λ 0 and values of 2, 3, 4, and 5. The simulation results are summarized in Fig. 6 . The simulated rates of convergence for α, log β, and λ are shown in the top, middle, and bottom panels, respectively. The left panels are for a λ 0 of 0, and the right panels are for a λ 0 of .2. Different line types are for different values of (legend). For a λ 0 of 0, the rms deviations for all three parameters decreased toward zero as the trial number increased, and the rates of convergence were similar across the four values of . When the λ 0 was .2, although similar convergence rates for λ were observed for all values of (bottom right panel), for α and β (upper and middle right panels) better accuracy and faster convergence were observed for smaller values of . The poor estimates of α and β with larger values reflected the fact that too few stimuli were sampled at the sweet points associated with the α and β parameters. Therefore, when little is known about the lapse rate, it is recommended that a value of 2 be used as the default value. For all simulations presented in the subsequent discussion, a 2-down, 1-up sweet-point selection rule was used.
Establishing the parameter space Creating the parameter space using the UML Toolbox is equivalent of setting a three-dimensional grid. Each node in the grid represents a unique combination of the potential α, β, and λ values. During the iteration phase of the UML procedure, after each trial the mean or mode of the posterior distribution evaluated in the discrete parameter space is taken as the interim estimate of the psychometric function. When little is known about the expected values for the psychometric-function parameters, it is beneficial to set a large range for the parameter space to ensure the parameters to be estimated are situated within the space. When the experimenter has a priori information regarding the expected parameter values, narrowing the range of the parameter space may reduce computational time.
Once the range of the parameter space is determined, the number of potential values along the α, β, and λ dimensions are set. Denser gradations for the parameters would lead to more accurate estimates of the psychometric function. However, it is impractical to use extremely large numbers of potential values for the parameters given time and/or computational constraints. To evaluate the influence of parameter gradation on the efficiency of the UML procedure, a series of simulations was conducted. As for the simulations described previously, α was defined between -10 and 30 (linear scale), β was defined between 0.1 and 10 (logarithmic scale), and λ was defined between 0 and .2 (linear scale). In three separate conditions, the numbers of potential values for α, β, and λ were systematically varied from 5 to 40. For each test condition, the simulation was repeated for 200 virtual observers, with the "true" parameters being drawn at random from the defined parameter space. The rms deviations between the ultimate parameter estimates and the "true" parameter values across the 200 virtual observers were calculated to quantify the efficiency of the UML procedure.
The resulting rms deviations for the three parameters after 200 and then 400 trials are listed in Table 2 . When the numbers of potential values were manipulated for β and λ, the accuracy of the estimates for all three parameters did not exhibit systematic dependencies on the gradation of either the β or the λ parameter range. In contrast, the rms deviations for all three parameters tended to decrease as the number of potential α values was increased from 5 to 40. Overall, the UML procedure is robust against manipulations of the β and λ gradations, but the experimenter is advised to use at least 20 potential values of α. If the user intends to fit the psychophysical data using software external to the UML Toolbox, similar simulations might be run to evaluate the role of the parameter Fig. 6 Effect of an n-down, 1-up sweet-point selection rule on the convergence of the psychometric-function parameters. The rms deviations for 50 randomly chosen virtual observers are shown as a function of trial number for λ 0 s of 0 (left panels) and .2 (right panels). The values of n evaluated were 2, 3, 4, and 5, which are indicated using red (dashed), green (dashed), violet (thin), and blue lines space gradation on convergence for that larger data-collection/ model-fitting environment.
Setting up the prior parameter distributions The UML Toolbox provides the experimenter with the opportunity to configure the prior distribution for each parameter. The prior distribution reflects the experimenter's a priori belief regarding the expected ranges for the parameters. Should the experimenter prefer not to make assumptions regarding the relative likelihood of particular parameters across the range of the parameter space, a flat prior can be used (noting the range of the parameter space is itself a form of a prior distribution). Invoking informative prior distributions is appropriate when the experimenter has some knowledge regarding the parameters to be estimated. Well-chosen prior distributions typically lead to faster convergence of the parameter estimates and may be essential when subjects are available only for a short time period. Shen and Richards (2012) systematically manipulated the standard deviations of the prior distributions in a simulation study. They showed that when the assumed means of the priors and the "true" psychometric-function parameters were slightly mismatched, priors that were too broad or too narrow led to increases in the rms deviations for α and hence inaccurate threshold estimates. In contrast, the rms deviations for α were minimal when moderate values of the standard deviations were implemented into the priors. On the basis of these observations, a reasonable rule of thumb is that priors with standard deviations between one-half and one-quarter of the range of the parameter space produce satisfactory results.
Comparing UML to other adaptive procedures
The UML Toolbox presented here is one of many software toolboxes that implement adaptive procedures. For example, the MATLAB toolbox PsychToolbox (Brainard, 1997; Pelli, 1997) currently includes the QUEST procedure (Watson & Pelli, 1983) and the Ψ procedure (Kontsevich & Tyler, 1999) . Another comprehensive MATLAB toolbox, Palamedes (Prins & Kingdom, 2009 ) includes the transformed up-down (Levitt, 1971) , bestPEST (Lieberman & Pentland, 1982) , QUEST, and Ψ procedures. The MLP toolbox developed by Grassi and Soranzo (2009) includes the transformed updown, PEST (Taylor & Creelman, 1967) and the maximumlikelihood (Green, 1990) procedures. Outside of the MATLAB environment, adaptive psychophysical procedures are also available in the PsychoFit toolbox by Harvey (1986 Harvey ( , 1997 written in C/C++, the YAAP toolbox by Treutwein (1997) written in Modula-2, and the Psychophysica toolbox by Watson and Solomon (1998) as Mathematica notebooks.
The various adaptive procedures currently available in the above-mentioned toolboxes can be classified into three categories: (1) nonparametric staircase procedures (e.g., the transformed up-down procedure), (2) Bayesian procedures that minimize variance in parameter estimates (e.g., the maximum-likelihood, QUEST, and bestPEST procedures), and (3) Bayesian procedures that minimize the expected entropy of the posterior parameter distribution (e.g., the Ψ procedure). The UML procedure belongs to the category of Bayesian minimum-variance procedures. Among the members of this second category, the original maximum-likelihood procedure (as in Hall, 1968; Harvey, 1986; and Green, 1990) did not recommend the use of prior distributions whereas the QUEST procedure (Watson & Pelli, 1983 ) uses a Bayesian framework including the specification of the priors for the psychometric-function parameters. The Best PEST procedure (Lieberman & Pentland, 1982) begins with a staircase procedure and switches to the QUEST procedure after a criterion number of reversals are reached. Although the QUEST-based procedures are efficient for estimating performance thresholds, when both the threshold and slope of the psychometric function are simultaneously estimated, the results are subject to biases (Kaernbach, 2001; Otto & Weinzierl, 2009 ). For these procedures that minimize the variance of the parameter estimates, the estimation of multiple psychometric-function parameters requires sampling at the multiple sweet points on the psychometric function. However, the above-mentioned toolboxes do not currently include procedures that sample multiple sweet points (e.g., ZEST [King-Smith et al., 1994] and UML [Shen & Richards, 2012] ). The current UML Toolbox provides an implementation of the UML procedure, which could be advantageous over other minimum-variance Bayesian adaptive procedures when multiple psychometricfunction parameters are of interest to the experimenter. Results are shown at the end of 200 and 400 trials Kontsevich and Tyler (1999) and Prins (2012a Prins ( , 2012b Prins ( , 2013 have demonstrated that minimum-entropy Bayesian procedures, forming the third category described above, can be used to simultaneously estimate multiple parameters of the psychometric function. Shen (2013) compared the performance of the Ψ and UML procedures using an auditory gap detection task and a logistic model for the psychometric function. The two procedures sampled stimuli in similar regions, and the resulting parameter estimates were comparable. When high lapse rates were expected from the observers, the estimates from the UML procedure were more reliable than the Ψ procedure. However, it is possible to modify the original minimum-entropy algorithm and improve its robustness against high lapse rate (see Prins, 2012b Prins, , 2013 .
To illustrate how the various adaptive procedures might differ, simulations were carried out. A virtual observer was modeled using a Weibull psychometric function with "true" parameters of log α = -2, β = 3.5, γ = .5, and λ = .02. Three procedures were compared: the QUEST, UML, and Ψ procedures as implemented in the PsychToolbox (Brainard, 1997; Pelli, 1997) , the UML Toolbox, and the Palamedes toolbox (Prins & Kingdom, 2009) , respectively. All simulations were conducted in MATLAB. Identical prior distributions were used for the threshold parameter α in all three procedures, which assumed a normal distribution for log α with a mean of -1 and a standard deviation of 2. Additionally, the UML and Ψ procedures shared the same prior distributions for the slope parameter β and the lapse parameter λ. The β prior was a normal distribution on the log scale, it had a mean of 0.5 and a standard deviation of 1 for log β. The λ prior was uniformly distribution on the linear scale, between 0 and .2. For each procedure, 200 tracks were simulated with each track containing 200 trials.
Histograms of the estimated threshold parameter α and slope parameter β at the end of each track are plotted in Fig. 7 . The rms error relative to the "true" value is given for each procedure and for each parameter. As expected, because the QUEST procedure focused stimulus sampling to a single target location on the psychometric function, it provided reliable estimates of α (top left panel), but failed to provide an accurate estimate of β (top right panel). For the UML (middle panels) and Ψ (bottom panels) procedures, the parameter estimates varied less among different simulated tracks than with the QUEST procedure. However, the Ψ procedure occasionally generated poor estimates of α, and the estimate of β was biased. As a result, the rms errors for the UML procedure were the smallest among the three procedures in this particular example.
To generalize the results presented above, additional simulations were run in which each of the 200 tracks was based on Fig. 8 The bias (left panels) and standard deviations (right panels) of the parameter estimates using the QUEST, UML, and minimum-entropy procedures, as implemented in the PsychToolbox, the UML Toolbox, and the Palamedes toolbox, respectively. The results are based on 200 simulated virtual observers, with the parameters for their Weibull psychometric function being drawn independently a randomly drawn psychometric function (e.g., 200 different "virtual observers"), with each virtual observer being tested for the three procedures. The "true" psychometric functions (defined by "true" parameters α 0 , β 0 , and λ 0 ) were Weibull functions with log α 0 drawn from a uniform distribution ranging from -3 to 3, β 0 drawn from a uniform distribution ranging from 1 to 8, and λ 0 drawn from a uniform distribution ranging from 0 to .15. The priors for all three parameters and the configurations for the procedures were identical to those used to generate the results in Fig. 7 . Figure 8 plots the bias (left) and the standard deviations (right) of the estimated parameters as functions of trial number for the three procedures (different colors) and for each of the three parameters (different panels). Because the QUEST procedure implemented in the PsychToolbox does not provide lapse estimates, only the results for the UML and Ψ procedures are shown in the bottom panels. For the threshold parameter (top panels), the bias and standard deviation were smaller for the QUEST and Ψ procedures than for the UML procedure during early trials, indicating better performance. After 100 trials, the bias and standard deviations for the UML were similar to those for the Ψ procedure, and both of these procedures outperformed the QUEST procedure. For the slope parameter (middle panels), the estimate was biased and did not converge for the QUEST procedure, whereas the UML and Ψ procedures gradually converged. The UML procedure exhibited less bias but a larger standard deviation than did the Ψ procedure. For the lapse parameter, the bias and standard deviation were similar for the UML and Ψ procedures for the first 100 or so trials, after which the Ψ procedure outperformed the UML procedure. In summary, the results suggest that, as expected, the QUEST procedure is not appropriate for estimating multiple model parameters simultaneously, and that the Ψ procedure outstrips the UML procedure in terms of the accuracy of α estimates on early trials.
The modest disadvantage of the UML procedure relative to the Ψ procedure is expected. As compared to the Ψ procedure, the efficiency of the UML procedure is compromised by not allowing the signal intensity to jump directly to the optimal sampling location in the stimulus space. However, for the UML procedure, the listener is exposed to several suprathreshold, high-intensity stimuli at the beginning of a UML track, and the changes in the signal intensity are as easy to follow as for the staircase procedure. These factors lead to reduced time for subject training and could be extremely important when applying Bayesian adaptive procedures to clinical applications.
Summary
The UML procedure provides an efficient way of estimating multiple parameters of the psychometric function, including the threshold, slope, and lapse rate, simultaneously. The UML Toolbox presented here allows for the straightforward implementation of the UML procedure in MATLAB. Using the toolbox, experimenters with little programming experience can easily set up an experiment and carry out data collection. The object-oriented organization enables highly flexible experimental protocol and user-friendly data management schemes. As the default setting, it is recommended that the experimenter use the mean of the posterior distribution for parameter estimation, a 2-down, 1-up sweet-point selection rule, a parameter grid with at least 20 potential values for the threshold parameter, and prior distributions with a standard deviation between one-half and one-quarter of the range of the parameter space.
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