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Abstract
A null recurrent Markov chain is associated with a stationary mixing SS process. The resulting
process exhibits such strong dependence that its sample covariance grows at a surprising rate
which is slower than one would expect based on the fatness of the marginal distribution tails.
An additional feature of the process is that the sample autocorrelations converge to non-random
limits. c© 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction
For a stationary process fXt; t=1; 2; : : :g, the sample autocovariance function (ACVF)
and sample correlation function (ACF) are basic quantities used for inference, model
selection and prediction in the classical L2-setting. Even when fXtg has one-dimensional
marginal distributions with innite variance, the sample ACF and ACVF have still
been used for model selection and parameter estimation (Davis and Resnick, 1985,
1986; Resnick, 1997). However, several papers have argued that the variety of possible
asymptotic behaviors of the ACF in the innite variance case, render it unsuitable for
statistical inference (see Davis and Resnick, 1996; Resnick et al., 1999; Resnick and
Van Den Berg, 1999; Resnick, 1998; Feigin and Resnick, 1999).
This paper describes additional surprising properties of the ACF in the heavy tailed
case.
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When a stationary process fXt; t = 1; 2; : : :g has a marginal distribution with heavy
tails, one often uses the non-centered sample autocovariance function
^n(h) =
1
n
nX
t=1
XtXt+h; h= 0; 1; : : : (1.1)
and the corresponding sample autocorrelation function
^n(h) = ^n(h)=^n(0); h= 0; 1; : : : : (1.2)
For an innite variance stationary process, there are two natural questions regarding
the limit behavior of the sample ACVFs and the sample ACFs:
(i) How fast does the autocovariance function grow? The normalization 1=n in (1.1)
is a holdover from the L2 case and is surely not suitable for the heavy tailed case.
(ii) Do the sample ACFs converge to constants? If yes, can one use this fact for
inference?
When the variance of Xt is nite, the mean is zero, and the sequence is ergodic,
^n(h)!Cov(X0; Xh) and ^n(h)!Corr(X0; Xh) almost surely as n!1; see e.g.
Brockwell and Davis (1991). However, the behavior can be quite dierent in the heavy
tailed case, where it is common to assume that Xt has balanced regularly varying tails
with index −, that is,
P[jX1j>x]  x−L0(x)
and
P[X1>x]
P[jX1j>x]!p
as x!1, where 0<< 2; 06p61, and L0 is slowly varying. Recent studies have
shown that for a wide class of such processes, the sample ACVFs, when normalized
by n1−2=L(n) with L slowly varying, converge weakly to stable random variables with
index =2. This includes the linear process with noise whose distribution has balanced
regularly varying tail (Davis and Resnick, 1986), the bilinear process with noise of
the above kind (Davis and Resnick, 1996; Resnick and Van Den Berg, 1999), certain
ARCH processes (Davis and Mikosch, 1997) and stable moving average processes
(Resnick et al., 1999). The sample ACFs converge to constants in the linear case,
whereas the limits are generally random for bilinear, ARCH and stable moving average
processes.
The fact that the above classes of stationary processes have sample ACFs converging
to a random limit was disappointing for those who hoped that the sample ACVF and
ACF could be used statistically in a way similar to the nite variance case. The rate
of growth n2=−1 of the sample ACVF is, however, hardly surprising, as it corresponds
to our intuitive feeling about growth rates.
A canonical class of stochastic processes with innite variance consists of symmetric
-stable (SS) processes of the formZ


ft(!)M (d!); t = 1; 2; : : : ; (1.3)
where M is a SS random measure on 
 with a -nite control measure m; 0
<
R

 jft(!)jm(d!)<1 for all t, and 0<< 2. This class of processes can be
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viewed as a heavy tailed analog of centered Gaussian processes and its structure is
relatively well understood.
Rosinski (1997) decomposes the stationary symmetric stable process in (1.3) into
three independent parts
X (1)t + X
(2)
t + X
(3)
t ; (1.4)
where fX (1)t g is a mixed moving average process, fX (2)t g is a harmonizable pro-
cess, and fX (3)t g is a third kind of stationary stable process generated by conservative
non-singular ows without xed points.
The process fX (1)t g in (1.4) is always mixing. The limit behavior of the sample
ACVFs for this process is provided by the following.
Theorem 1.1. Let m be a -nite measure on 
 and let  be the Lebesgue measure
on R. Suppose 0<
R


R1
−1 jf(!; x)jm(d!)(dx)<1 and let
(Xt; t = 1; 2; : : :) =
Z


Z 1
−1
f(!; t + x)M (d!; dx); t = 1; 2; : : :

; (1.5)
where M is a SS random measure on 
R with control measure m; be a mixed
moving average process. Then for any H>0;
n1−2=(^n(h); h= 0; 1; : : : ; H))
 
C
C=2
2= Z


Z 1
0
1X
t=−1
f(!; t + x)
f(!; t + h+ x) ~M (d!; dx); h= 0; 1; : : : ; H
!
;
where ) denotes convergence in distribution; ~M is a positive strictly stable random
measure on 
  (0; 1) with index =2 and control measure m ; and
C =
Z 1
−1
x− sin x dx
−1
=
8<
:
1− 
 (2− )cos(=2) if  6= 1;
2= if = 1:
(1.6)
This is a straightforward generalization of the results on stable moving averages by
Resnick et al. (1999). Note that the process fXtg dened by (1.5) is of the type fX (1)t g.
In this case the ACVF grows at rate n2=−1 and the weak limit of ^n(h) is random in
general, but with notable exceptions.
The process fX (2)t g in (1.4) is never mixing or even ergodic. Since fX (2)t g is con-
ditionally centered Gaussian (see e.g. Samorodnitsky and Taqqu, 1994), its ACVF is
stochastically bounded and both ^ and ^ converge almost surely to random limits (in
the non-degenerate cases).
In order to understand how far the asymptotic properties of bilinear processes, ARCH
processes and moving average (and mixed moving average) SS processes extend
to other stationary ergodic SS processes, we have to, therefore, concentrate on the
processes of the kind fX (3)t g. It has been proved in Rosinski and Samorodnitsky (1996)
that certain SS processes generated by null recurrent Markov chains are of type fX (3)t g
and are mixing. In this article, we will discuss the limit behavior of ACVFs and ACFs
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for this kind of process. For these processes, can the ACVF grow at a rate dierent
from the usual?
To get some intuition, we think about the case when the lag h equals 0. Due to
the stationarity of fXtg; n^n(0) is the sum of identically distributed random variables
X 2t ; t=1; 2; : : :, and the rate of growth clearly depends on the dependence structure of
fXtg. The two extreme scenarios are:
(i) If fXtg are iid, then the rate of growth of
Pn
t=1 X
2
t is n
2=, and n1−2=^n(0)
converges weakly to a stable random variable with index =2.
(ii) If fXtg are extremely dependent, so much so that X 2i = X 2j for any i; j, then the
rate of growth of
Pn
t=1 X
2
t is trivially n, and ^n(0) = X
2
0 for all n.
Besides these extremes, is there anything in between?
In certain respects, stationary SS processes of the type fX (3)t g have a stronger
dependence structure than the mixed moving average processes, for the former are
generated by conservative (recurrent) ows, while the latter are generated by dissipative
(transient) ows. Hence the intuition developed above may apply. In fact, we will
consider null recurrent Markov chains with a countable state space, for which the return
time to a xed state has a distribution with a certain property of regular variation. We
will prove that there exist an r and a slowly varying L such that ^n(h)=n
rL(n) converges
to a stable random variable with index =2 for every h. The intriguing fact is that the
rate r is smaller than the usual 2=−1. As a matter of fact, one can choose the Markov
chain such that r takes any given value in the interval (0; 2=− 1). The sample ACFs
of such processes have non-random limits. This result is dierent from what one might
expect based on the simulations done by Cohen et al. (1998) for one special process
of this class when the Markov chain is a one-dimensional symmetric simple random
walk.
For an intuitive explanation of the reason why the Markov chains we are considering
in this paper have to be null recurrent, see the discussion after (3.4).
2. Preliminaries
In this section we present a number of facts about SS processes on quadratic forms
following Resnick et al. (1999).
We suppose the process fXtg satises (1.3). Let q be any strictly positive function
on 
 with
R

 q(!)m(d!) = 1. Such functions always exist as m is -nite. A change
of variable in (1.3) gives
(Xt; t = 1; 2; : : :)
d=
Z


ft(!)q(!)−1=M0(d!); t = 1; 2; : : :

(the equality is in the sense of nite-dimensional distributions), where M0 is SS with
control measure m0, which is dened by
m0(A) =
Z
A
q(!)m(d!)
for any measurable set A
.
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Since m0(
) = 1<1, we have the following series representation for the process
fXtg dened in (1.3) (see e.g. Samorodnitsky and Taqqu, 1994):
(Xt; t = 1; 2; : : :)
d=
 
C1=
1X
i=1
i 
−1=
i ft(Vi)q(Vi)
−1=; t = 1; 2; : : :
!
; (2.1)
where C is the constant dened by (1.6), and fig are iid Rademacher random vari-
ables with P[i=1]=P[i=−1]= 12 ; f ig are arrival times of a Poisson process with
unit rate on [0;1); fVig are iid random elements in 
 such that Vi has distribution m0.
All of the above three sequences are independent.
Our rst proposition gives a decomposition of ^n(h).
Proposition 2.1 (Resnick et al., 1999, Proposition 2.1). For any H>0 and any n> 0;
(n^n(h); h= 0; 1; : : : ; H)
d=

C
C=2
2=
(Y 0n(h) + Y
00
n (h); h= 0; 1; : : : ; H)
with
(Y 0n(h); h= 0; 1; : : : ; H)
d=
 Z


nX
t=1
ft(!)ft+h(!) ~M (d!); h= 0; 1; : : : ; H
!
(2.2)
and
Y 00n (h) = C
2=
=2
X
i 6=j
ij 
−1=
i  
−1=
j
nX
t=1
ft(Vi)ft+h(Vj)q(Vi)−1=q(Vj)−1=;
where ~M is a positive strictly stable random measure on 
 with index =2 and control
measure m.
If we use representation (2.1) and compute n^n(h); Y
00
n (h) is understood as the
o-diagonal part as it is the sum of the terms with i 6= j in the double sum P16i; j<1,
while Y 0n(h) corresponds to the diagonal part.
The rest of this section deals with the estimation of Y 00n (h).
Proposition 2.2. Let fang be a sequence of positive numbers that satisfy
an
nmaxf1;1=g
!1 as n!1;
and suppose
ft(!) = ft−1((!)); t = 1; 2; : : : (2.3)
with  a measure m preserving transformation on 
. Dene
U (n)ij (h) =
nX
t=1
ft(Vi)ft+h(Vj)q(Vi)−1=q(Vj)−1=:
Then for all i 6= j; as n!1;
E
U
(n)
ij (h)
an


! 0:
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Proof. From the denition of U (n)ij and fVig, since  is m-measure preserving,
EjU (n)ij (h)j =
Z


Z



nX
t=1
ft(!0)ft+h(!00)q(!0)−1=q(!00)−1=


m0(d!0)m0(d!00)
=
Z


Z



nX
t=1
ft(!0)ft+h(!00)


m(d!0)m(d!00)
=
Z


Z



nX
t=1
ft(!0)ft(!00)


m(d!0)m(d!00): (2.4)
If 61, from the triangle inequality,
E
U
(n)
ij (h)
an


6 a−n
Z


Z


nX
t=1
jft(!0)ft(!00)jm(d!0)m(d!00)
=
n
an
Z


jf0(!)jm(d!)
2
! 0:
If > 1, by Minkowski’s inequality,
E
U
(n)
ij (h)
an


6

1
an
 nX
t=1
Z


Z


jft(!0)ft(!00)jm(d!0)m(d!00)
1=!
=

n
an
 Z


jf0(!)jm(d!)
2
! 0:
The proof of the next proposition is exactly the same as that of Proposition 4:3 in
Resnick et al. (1999) and is, therefore, omitted.
Proposition 2.3. Let U (n)ij (h) be dened as in Proposition 2:2. Suppose ft satises
(2:3) and an satises
E
U
(n)
ij (h)
an


! 0:
Then for all h>0; a−1n Y
00
n (h)
P! 0 as n!1.
3. The main result
We consider stationary SS processes of type fX (3)t g dened as follows. Suppose

 = ZZ+ with Z+ = f0; 1; 2; : : :g, and suppose that fSngn>0 is an irreducible, null
recurrent Markov chain with state space Z. For each k 2 Z, let Pk be the probability
law on 
 of fSngn>0 starting at S0 = k. Let  be a -nite invariant measure for fSng.
That is,X
k2Z
(fkg)Pk [S1 2 B] = (B) for all BZ:
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Assume (f0g) = 1. We dene a measure m on 
 by
m(A) =
1X
k=−1
Pk(A)(fkg)
for any measurable A
.
Since  is invariant, the shift transformation  dened by
(!) = (!1; !2; : : :) for all != (!0; !1; : : :) 2 

is measure-m preserving.
Suppose f0 :
 7! R satises
0<
Z


jf0(!)jm(d!)<1; (3.1)
E0f0(!)2<1 (3.2)
and suppose
f0(!) = f0(!)1[!0=0]; (3.3)
which is equivalent to f0 vanishing if !0 6= 0.
If
ft(!) = ft−1((!)); t = 1; 2; : : : ;
then
Xt =
Z


ft(!)M (d!); t = 1; 2; : : : ; (3.4)
where M is a SS random measure on 
 with control measure m, denes a mixing
stationary SS process (see Rosinski and Samorodnitsky, 1996).
Observe that the SS random measure M assigns independent values to disjoint sets.
If the Markov chain fSngn>0 does not return to its initial state \quickly", then the \bulk
of the mass" of ft and that of ft+h are concentrated on disjoint subsets of 
, and,
therefore, Xt and Xt+h are not \very dependent". To put it the other way, the faster the
Markov chain fSngn>0 returns to its initial state, the stronger is the dependence in the
stable process. In fact, if the Markov chain is positive recurrent, then the dependence
in the stable process is extreme: it is not ergodic. At the other extreme are transient
Markov chains. Those correspond to ergodic stable processes, that turn out to be mixed
moving averages (1.5). Since we know what happens for mixed moving averages (see
Theorem 1.1), we need to understand the behavior of sample covariances in the case
of stationary stable processes corresponding to null recurrent Markov chains. Hence the
setup of this section. Once again, we refer the reader to Rosinski and Samorodnitsky
(1996) and Rosinski (1997) for more details.
The stationary stable process (3.4) is determined by the null recurrent Markov chain
fSng and the function f0. We will see, however, that it is the properties of the Markov
chain that most noticeably determine the properties of the resulting stationary SS
process.
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For != (!0; !1; : : :) 2 
 and k = 1; 2; : : : ; we dene the kth hitting time of 0 by
1(!) = minfn: n> 0; !n = 0g
and, for k > 1, if k−1(!)<1,
k(!) = minfn: n>k−1(!); !n = 0g:
Let d be the period of the Markov chain fSng. Consider the following three assump-
tions:
(i) there exists a slowly varying function L1 such that
P0[Snd = 0] = n−L1(n); (3.5)
(ii) there exists a slowly varying function L2 such that
P0[1>n] = n−1L2(n); (3.6)
(iii) there exist a slowly varying function L3 such that
nX
k=1
P0[1>k] = nL3(n) (3.7)
and, either > 0 or >1.
Remark 3.1. Clearly, these assumptions are related. In fact, we have the following
relations:
(i) (3.7)) (3.6) for all 1>> 0, by the Tauberian theorem for power series
(see e.g. Feller, 1966).
(ii) (3.6)) (3.7) for all  2 [0; 1], by the same Tauberian theorem.
(iii) (3.5)) (3.6) for all 1>> 0 (see Bingham et al., 1987, p. 370).
(iv) (3.6)) (3.5) for all 06< 1=2 (see Garsia and Lamperti, 1963).
(v) (3.5)) (3.7) for all  2 [0; 1]. Moreover, if < 1,
L3(n) =
d1−
 (1 + ) (1− )L1(n) : (3.8)
The last relation comes from the following (see e.g. Resnick, 1992, Proposition 2:6:1):
P(s) =
1
1− F(s) ;
where P(s) =
P1
n=1 P0[Sn = 0]s
n and F(s) =
P1
n=1 P0[1 = n]s
n. If < 1, then the
Tauberian theorem gives
P(s)  (1− )
(1− sd)1− L1

1
1− sd

  (1− )
d1−(1− s)1− L1

1
1− s

;
as s% 1. Let F1(s) =
P1
n=1 P0[1>n]s
n. Then
F1(s) =
s(1− F(s))
1− s
 d
1−
 (1− )(1− s)L1(1=(1− s))
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as s% 1, and one more use of the same Tauberian theorem yields
nX
k=1
P0[1>k]  n
d1−
 (1− ) (1 + )L1(n) :
If  = 1, (v) can be deduced from (iii) and (ii).
The rest of the section is devoted to the proof of the following theorem.
Theorem 3.2. Let 0<< 2; 0661 and let an irreducible; null recurrent Markov
chain fSng satisfy one of the three assumptions above. Then there exists a slowly
varying function L and a positive strictly =2-stable random variable W; such that for
all h 2 Z+;
1
n(2=−1)L(n)
(^n(0); ^n(1); : : : ; ^n(h))) W (0; 1; : : : ; h)
and ^n(h)
P! h=0 as n!1; where ^ and ^ are dened by (1:1) and (1:2); and
i = E0(f0fi); i = 0; 1; 2; : : : ; h.
The proof of the theorem is via a sequence of intermediate steps.
Note that it follows from the discussion before Theorem 3.2 that under any one of the
three possible assumptions relation (3.7) holds (however, the other part of assumption
(iii) may not hold). In fact, as will be clear from the proof, the slowly varying function
L in the statement of the theorem can be always be chosen to be equal to the function
L3 in (3.7). Furthermore, a signicant part of the argument relies only on (3.7) and
nothing else. Also note that the various arguments of Remark 3.1 imply that the Li’s
are related to each other if either condition (i) or (ii) holds. In fact, L1(n)L3(n)! c1()
if < 1 and L2(n)=L3(n)! c2() if > 0 for positive constants ci(); i = 1; 2.
In the following lemma, we write m[1 = k] for m(f!j1(!) = kg). This kind of
abbreviation will be used throughout.
Lemma 3.3. Suppose assumption (3:7) holds. Then for n= 1; 2; : : : ;
m[1 = n] = P0[1>n] (3.9)
and
m[16n] = nL3(n): (3.10)
Proof. Because (3.7) is assumed, (3.10) follows directly from (3.9).
To prove (3.9), we use induction in n. Note for n=1 that m[1 =1]=1=P0[1>1].
For n>2,
m[1 = n] =
1X
i=−1
(fig)Pi[1 = n]
=
1X
i=−1
X
j 6=0
(fig)Pi[S1 = j; 1 = n]
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=
1X
i=−1
X
j 6=0
(fig)Pi[S1 = j]Pj[1 = n− 1]
=
X
j 6=0
(fjg)Pj[1 = n− 1]
=
1X
j=−1
(fjg)Pj[1 = n− 1]− (f0g)P0[1 = n− 1]
=m[1 = n− 1]− P0[1 = n− 1]:
As an induction hypothesis, suppose that (3.9) holds for n − 1>1. Then from the
above,
m[1 = n] = P0[1>n− 1]− P0[1 = n− 1] = P0[1>n];
as desired.
We now dene a probability measure on 
 by
mn(A) =
m(A \ f!j1(!)6ng)
m[16n]
(3.11)
for all measurable A
. Let Nn = Nn(!) =
Pn
k=1 1[!k=0] be the occupation time of
state zero up to time n. The next proposition describes the asymptotic behavior of the
distribution of Nn with respect to mn.
Proposition 3.4. Suppose assumption (3:7) holds. Let Zn = Nnn−1L3(n). Then the
mn-distribution of Zn converges weakly to the distribution of a positive random vari-
able Z; all of whose moments are nite.
Proof. For simplicity we write L instead of L3 throughout the proof. Dene the fol-
lowing generating functions for 0<s< 1:
F(s) =
1X
n=1
P0[1 = n]sn
and
Fi(s) =
1X
n=1
m[i = n]sn; i = 1; 2; : : : :
From (3.9) of Lemma 3.3,
F1(s) =
1X
n=1
P0[1>n]sn =
s(1− F(s))
1− s : (3.12)
In particular, F1(s) converges for all 0<s< 1.
For i>2, note that m[i = n] =
Pn−1
j=1 m[i−1 = j]P0[1 = n− j], and so
Fi(s) = F1(s)F(s)i−1: (3.13)
In particular, each Fi(s) converges for all 0<s< 1.
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For all 0<s< 1, let
Gi(s) =
1X
n=1
m[Nn = i]sn:
Since
nX
j=1
(m[i = j]− m[i+1 = j]) =m[i6n]− m[i+16n]
=m[Nn>i]− m[Nn>i + 1]
=m[Nn = i];
we have
Gi(s) =
Fi(s)− Fi+1(s)
1− s : (3.14)
In particular, Gi(s) converges for all 0<s< 1.
Finally, let
Hk(s) =
1X
n=1
hn;ksn; k = 1; 2; : : : ; 0<s< 1;
where
hn;k =
Z


Nn(Nn + 1)    (Nn + k − 1)m(d!)
=
1X
i=1
i(i + 1) : : : (i + k − 1)m[Nn = i]:
(Note that hn;k <1 because m[Nn = i] = 0 whenever i>n.) Then by (3.12){(3.14),
and the identity
1X
i=1
i(i + 1)    (i + k − 1)xi−1 = k!(1− x)−k−1; 0<x< 1;
we have
Hk(s) =
1X
n=1
 1X
i=1
i(i + 1)    (i + k − 1)m[Nn = i]
!
sn
=
1X
i=1
i(i + 1)    (i + k − 1)
 1X
n=1
m[Nn = i]sn
!
=
1X
i=1
i(i + 1)    (i + k − 1)Gi(s)
=
1X
i=1
i(i + 1)    (i + k − 1)Fi(s)− Fi+1(s)
1− s
=
1X
i=1
i(i + 1)    (i + k − 1)F(s)i−1F1(s)(1− F(s))
1− s
=
k!
(1− F(s))k+1
F1(s)2
s
332 S. Resnick et al. / Stochastic Processes and their Applications 85 (2000) 321{339
=
k!F1(s)2
(F1(s)(1− s)=s)k+1s
=
k!sk
F1(s)k−1(1− s)k+1 :
In particular, Hk(s) converges for all 0<s< 1.
From (3.10) and, again, the Tauberian theorem for power series,
F1(s)   ( + 1)(1− s) L

1
1− s

as s% 1;
which gives us
Hk(s)  k!
 ( + 1)k−1(1− s)(k+1)−(k−1) (L (1=1− s)) k−1 as s% 1:
For each xed k; hn;k is non-decreasing in n, and applying the Tauberian theorem again
gives us
hn;k  n
k(1−)+k!
 (k(1− ) +  + 1)( ( + 1)L(n))k−1
= k

n1−
L(n)
k
nL(n)
as n!1, where
k =
k!
 (k(1− ) +  + 1)( ( + 1))k−1 : (3.15)
Dene
h0n;k =
Z


Nkn m(d!):
Then there exist constants ck;1; ck;2; : : : ; ck;k−1 such that
h0n;k = hn;k +
k−1X
j=1
ck; jhn; j:
It is not hard to see from the above that as n!1; hn; j = o(hn;k) whenever j<k
(this is obvious when < 1 and we must have L(n)! 0 for the Markov chain to be
recurrent when  = 1), and hence
h0n;k  hn;k  k

n1−
L(n)
k
nL(n):
From (3.10) of Lemma 3.3, with mn dened by (3.11), we have for each k>1Z


Zknmn(d!) =
Z


(
Nnn−1L(n)
k
mn(d!)
=
(n−1L(n))k
m[Nn> 0]
Z


Nkn m(d!)
=
(n−1L(n))k
nL(n)
h0n;k
! k :
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It is easy to check that k dened by (3.15) satises Carleman’s condition
1X
k=1
1
1=2k2k
=1
and the method of moments (see e.g. Durrett, 1996) proves the proposition.
Proposition 3.5. Suppose that assumption (3:7) holds; and that 0 :
 7! R satises
E0j0j<1 and
0(!) = 0(!)1[!0=0]: (3.16)
Suppose t(!) = t−1((!)); t = 1; 2; : : : ; and dene Z 0n = n
−1L3(n)
Pn
t=1 t on 
.
Then the mn-distribution of Z 0n converges weakly to the distribution of (E00)Z; as
n!1; where Z is dened in Proposition 3:4.
Proof. From Proposition 3.4, we need only prove Z 0n=Zn ) E00, that is, for any > 0,
mn
Z 0nZn − E00
>

! 0 as n!1; (3.17)
because then, (Zn; Z 0n=Zn) ) (Z; E00) jointly with respect to mn, and the continuous
mapping theorem will prove the proposition (see e.g. Billingsley, 1968, Theorems 4:4
and 5:1).
To prove (3.17), we rst notice thatPn
t=1 t
Nn
P0!E00 as n!1: (3.18)
In fact, convergence in (3.18) is P0-a.s., since
(i) (1=K)
PK
k=1 k !E00, as K!1; P0-almost surely from Birkho’s ergodic
theorem and the strong Markov property;
(ii)
Pn
t=1 t =
PNn
k=1 k because of assumption (3.16);
(iii) Nn!1, as n!1, P0 almost surely as fSng is recurrent.
Observe that
mn

Pn
t=1 t
Nn
− E00
>

=
nX
k=1
mn[1 = k]P0
"
Pn−k
t=0 t
Nn−k + 1
− E00
>
#
because by the strong Markov property and (3.16)
m

Pn
t=1 t
Nn
− E00
>; 1 = k

=
1X
j=−1
(fjg)Pj

Pn
t=1 t
Nn
− E00
>; 1 = k

=
1X
j=−1
(fjg)Pj [1 = k]P0
"
Pn−k
t=1 t
Nn−k + 1
− E00
>
#
=m [1 = k]P0
"
Pn−k
t=1 t
Nn−k + 1
− E00
>
#
:
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It now follows from (3.18) that, as n!1,
mn

Pn
t=1 t
Nn
− E00
>

! 0;
proving (3.17), as long as it is true that for any xed d= 1; 2; : : : ; mn[1>n− d]! 0
as n!1. However, the latter statement follows easily from (3.11) and (3.10).
Proposition 3.6. Under the assumptions of Proposition 3:5 let
an = n(nL3(n))2=−1: (3.19)
Then
a−1n
Z


nX
t=1
t ~M (d!)) (E00)W; (3.20)
where W  S=2(; 1; 0) with =2 = E(Z=2); ~M as in Proposition 2:1 and Z as in
Proposition 3:4.
Proof. Once again, we write L for L3 throughout. Recall the notation: ahpi=jajp sign(a).
Since both sides of (3.20) are strictly =2-stable random variables, we need only
check the convergence of the scale parameters and the skewness parameters, and thus
verifying
a−=2n
Z



nX
t=1
t

=2
m(d!)!jE00j=2=2 (3.21)
together with
a−=2n
Z


 
nX
t=1
t
!h=2i
m(d!)! (E00)h=2i=2 (3.22)
will suce (see e.g. Samorodnitsky and Taqqu, 1994).
Recall that mn is dened by (3.11). From (3.10), (3.16) and (3.19), we have
a−=2n
Z


 
nX
t=1
t
!h=2i
m(d!)
=
m[16n]
a=2n (n−1L(n))=2
Z


 
nX
t=1
tn−1L(n)
!h=2i
mn(d!)
=1 
Z


Z 0n
h=2imn(d!)
! E(((E00)Z)h=2i)
= (E00)h=2i=2
as n!1, where the interchange of taking expectation and taking limit can be justied
if we can prove that
lim sup
n!1
Z


jZ 0njmn(d!)<1; (3.23)
since =2< 1.
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To check (3.23), note that the strong Markov property and assumption (3.16) imply
E0
nX
t=0
t(!) = (E0Nn + 1)E00: (3.24)
With the help of (3.10), (3.24) and the strong Markov property, we have
Z


jZ 0njmn(d!) =
Z



nX
t=1
t(!)n−1L(n)
mn(d!)
=
n−1L(n)
m[16n]
Z



nX
t=1
t(!)
m(d!)
6
n−1L(n)
nL(n)
Z


nX
t=1
jt(!)jm(d!)
=
1
n
nX
k=1
m[1 = k]E0
n−kX
t=0
jt j
=
1
n
nX
k=1
m[1 = k](E0Nn−k + 1)E0j0j
=
1
n
Z


Nnm(d!)E0j0j
=
1
n
Z


nX
k=1
1[!k=0]m(d!)E0j0j
=
1
n
nE0j0j<1;
since  is measure-m preserving and m[!0 = 0] = (f0g) = 1, verifying (3.23), thus
completing the proof of (3:32).
Statement (3.21) can be proved similarly.
We are now in a position to discuss the asymptotic behavior of the diagonal part Y 0n
dened by (2.2). With h as in Theorem 3.2, an dened by (3.19) and W dened by
Proposition 3.6, we have:
Proposition 3.7. For all h 2 Z+;
a−1n (Y
0
n(0); Y
0
n(1); : : : ; Y
0
n(h))) (0; 1; : : : ; h)W: (3.25)
Proof. For any constants c0; c1; : : : ; cn, take 0 = f0
Ph
k=0 ckfk in Proposition 3.6,
and conclude that a−1n
Ph
k=0 ckY
0
n(k) ) W
Ph
k=0 ckk as n!1. Now (3.25) can be
obtained by applying the Cramer{Wold device (see e.g. Billingsley, 1995).
We now complete the proof of Theorem 3.2.
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Proof of Theorem 3.2. From (3.19), Propositions 2.1, 2.3, 3.7 and Slutsky’s theorem
(see e.g. Durrett, 1996), we need only prove
E
U
(n)
ij (h)
an


! 0: (3.26)
Scenario 1: >1 or > 12 .
Scenario 1.1: If > 12 , then
2

−  + 1> 1

+
1
2
>max

1;
1


:
Scenario 1.2: If 0<< 12 , then >1, and
2

−  + 1> 1>max

1;
1


:
Scenario 1.3: If  = 0, then >1 and L3(n)!1 as n!1 because fSng is null
recurrent. So
an
nmaxf1;1=g
=
nL3(n)2=−1
n
!1
as n!1.
In any case, we have
an
nmaxf1;1=g
!1
in Scenario 1, and Proposition 2.2 gives (3.26).
Scenario 2: < 1 and < 12 .
Scenario 2.1: Suppose condition (i) of Theorem 3.2 holds.
Let f ~Sn; n>0g=f(S 0n; S 00n ); n>0g be a Markov chain with state space ZZ, where
fS 0ng and fS 00n g are independent copies of Sn. Then f ~Sng and fSng have the same period
d. Dene ~
=

, ~=   and ~m=mm. Let P(i; j) be the probability measure
on ~
, which equals the conditional distribution of f ~Sng given that ~S0 = (i; j). Then ~
is an invariant measure for f ~Sn; n>0g, i.e.
~(B) =
X
(i; j)2ZZ
~((i; j))P(i; j)( ~S1 2 B)
and
~m(A) =
1X
i; j=−1
P(i; j)(A) ~(f(i; j)g); any measurable A ~
:
For any ~!= ( ~!0; ~!1; : : :) = (( ~!
0
0; ~!
00
0 ); ( ~!
0
1; ~!
00
1 ); : : :), the transformation ~ dened by
~( ~!) = (( ~!01; ~!
00
1 ); ( ~!
0
2; ~!
00
2 ); : : :)
is measure- ~m preserving. Dene the rst hitting time of (0; 0) by
~1( ~!) = minfn: n> 0; ~!0n = ~!00n = 0g:
Since P(0;0)[ ~Snd = (0; 0)] = P0[Snd = 0]2 is regularly varying with index −2 and
062< 1; f ~Sng is null recurrent. Use the argument of Remark 3.1 on f ~Sng and we
S. Resnick et al. / Stochastic Processes and their Applications 85 (2000) 321{339 337
get the existence of a slowly varying function ~L3 such that
1X
k=1
P(0;0)[ ~1>k] = n2 ~L3(n):
Let
~an = n2=−2+1( ~L3(n))1=−1: (3.27)
By (3.21) (with  replaced by 2),
~a−n
Z
~


nX
t=1
ft( ~!
0)ft( ~!00)


~m(d ~!)!C (3.28)
for some constant C<1. However, by (2.4), (3.28) is the same as
E
U
(n)
ij (h)
~an


!C (3.29)
for any h 2 Z+.
Comparing (3.19) with (3.27), one can see that ~an = o(an) when > 0. If  = 0,
then P0[Snd = 0] = L1(n) for some slowly varying L1, and we can use (3.8) on both
fSng and f ~Sng to get
L3  dL1(n) and
~L3  d(L1(n))2 :
Since fSng is recurrent, L1(n)! 0 as n!1, and we still have ~an =o(an). Eq. (3.26)
thus follows from (3.29).
Scenario 2.2: Suppose condition (ii) of Theorem 3.2 holds. Since < 12 , condition
(i) of Theorem 3.2 also holds, by Remark 3.1. Hence Scenario 2.2 can be included in
Scenario 2.1.
Scenario 2.3: Suppose condition (iii) of Theorem 3.2 holds. Then, >1 or > 0.
Since we always have < 1 in Scenario 2, we have > 0, in which case (3.7) )
(3.6) by Remark 3.1, and Scenario 2.3 is included in Scenario 2.2.
Without (3.6) or (3.5), we are unsure of what happens if (3.7) holds with  = 0
and < 1.
4. Examples
The conditions of Theorem 3.2 are satised by many null recurrent Markov chains.
Here are a few examples.
Note that conditions (3.1){(3.3) are satised if we choose f0 =1[!0=0]. In this case,
h = P0[Sh = 0]=:ph, and ^n(h)
P!ph as n!1.
Example 4.1 (Random walk; heavy tailed case). Sn+1=Sn+n, where n are iid with
E1 = 0. Suppose the distribution of 1 has balanced regularly varying tail with index
, 1<< 2. Then from the local limit theorem (see e.g. Gnedenko and Kolmogorov,
338 S. Resnick et al. / Stochastic Processes and their Applications 85 (2000) 321{339
1954, pnd=n−L1(n) for some slowly varying function L1, where =1=. So condition
(i) of Theorem 3.2 holds for some  2 ( 12 ; 1).
Example 4.2 (Random walk; light tailed case). Sn+1 = Sn + n, where n are iid with
E1 = 0 and E2<1. In this case, pndCn−1=2 for some constant C by the local
limit theorem (see e.g. Durrett, 1996), and condition (i) of Theorem 3.2 holds for
 = 12 . For the special case of the simple symmetric random walk, that is, when
P[1 = 1] = P[1 =−1] = 12 , we have if f0 = 1[!0=0], as n!1,
^n(h)
P!ph =
8<
:

h
h=2

2−h if h is even;
0 if h is odd:
Simulation results can be found in Cohen et al. (1998).
Our next two examples are Markov chains for which  hits the boundary, that is,
 = 0 or 1.
Example 4.3 (Two-dimensional random walk). Let fS 0ng and fS 00n g be two indepen-
dent copies of the light tailed random walk dened by Example 4.2. Then Sn=(S 0n; S
00
n )
is a two-dimensional random walk, for which pndC=n for some constant C and
condition (i) of Theorem 3.2 holds for  = 1.
Example 4.4 (Critical branching process). Suppose fi; j ; 06i; j <1g are iid ran-
dom variables with range Z+; E0;0 = 1 and E20;0<1. Dene Sn by
Sn+1 =

n;1 + n;2 + : : :+ n;Sn if Sn>1;
1 if Sn = 0:
Then (see Kesten et al., 1966)
P0[1>n]  2Var 0;0 n
−1:
So condition (ii) of Theorem 3.2 holds for  = 0.
Example 4.5 (Success run). In this Markov chain, Pn[S1=n+1]=qn and Pn[S1=0]=
1− qn for all n>0. Condition (ii) of Theorem 3.2 is satised if
Qn−1
k=0 qk is regularly
varying with index − 1, for instance, when qn = exp((− 1)=n) for large n, or when
qn = (1 + 1=n)−1 for large n.
Example 4.6 (Recurrent events and residual waiting times). This chain has state space
Z+. For n>0, P0[S1=n]=fn+1 and Pn+1[S1=n]=1, where
P1
n=1 fn=1 and
P1
k=n fk 
n−1L2(n) with L2 slowly varying. For this chain, P0[1 = n] = fn and condition (ii)
of Theorem 3.2 holds.
The last example is more than just an example: it is the \all-inclusive" example.
This is because for any null recurrent Markov chain, there exists a Markov chain of
this class with the same distribution of the rst return time to zero.
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