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of a discrete time-invariant linear SISO system of McMillan degree n. In many applications (e.g., digital filters) it is very important, hence, we also assume (as in [4] ), that t(z) is asymptotically stable, a.s. in short, i.e., its poles lie in the open unit disk.
The positive realization problem is to find, if possible, a triple A 2 N2N , b; c 2 N with nonnegative entries, such that t(z) = c T (zI 0 A) 01 b holds, the minimality problem is to find the minimal possible value of N (clearly, N n.) The nonnegativity condition in applications is a consequence of underlying physical constraints such as in the design of charge routing networks (CRNs) [8] . Due to the nonnegativity constraint, positive filters are restricted in their achievable performance. However, as suggested in [8] , and elaborated in the seminal paper [4] We emphasize that a number of technical problems in the solution stems from the requirement of asymptotic stability of t1 (z) and t2 (z), which is perfectly reasonable from the point of view of engineering applications (e.g., realization of digital filters). This positive decomposition problem was solved in [4] for a class of transfer functions t(z). Indeed, under the assumption that t(z) has exclusively simple (but possibly complex) poles, it was shown that we can take N2 = 1, and a reasonably good upper estimate on the value of N1 was presented (see Theorem 8 in [4] ). The case of transfer functions with multiple poles was left open (see the Concluding Remarks of [4] ). A slight improvement on the value of N 1 was given in [10] , where nonnegative simple poles with negative residues were handled in a more efficient way. Later, in [12] , the open case of nonnegative multiple poles was settled.
In this note, we solve the general problem of transfer functions with possibly multiple real and multiple nonreal poles. Moreover, our approach here is universal, i.e., it provides a unified method for the solution of the positive decomposition problem for any a.s. transfer function t(z) (see Theorem 4) . In some cases, we can claim minimality of the dimension N 1 (see Remark 4) . At the end we illustrate on the example of a Chebyshev filter how the realization algorithm works.
For the general theory and applications of positive linear systems we refer the reader to [6] , of digital filters to [5] . A thorough overview on positive realizations has recently been published in [2] . For direct applications of the positive decomposition problem see [4] and [3] . Finally, we note that some technical ideas applied in the proofs appeared in another context in [7] .
NOTATION AND PRELIMINARIES
Throughout this note, we consider the transfer function t(z) of a linear discrete time-invariant scalar system given in (1). We also assume that the partial fraction decomposition form of t(z) is known, and t(z) is asymptotically stable: all its poles lie within the open unit disk. We emphasize that the poles can have any location and order (apart from the obvious constraints arising from the real-valued coefficients: conjugate nonreal poles must have the same order). It is well known that such a function t(z) has a real minimal Jordan realization As stated in the Introduction, we are looking for positive asymptotically stable systems t 1 (z) and t 2 (z) such that t 2 (z) is 1-dimensional and the decomposition t(z) = t1 (z) 0 t2 (z) holds. In our construction of a positive realization of t 1 (z) we will make use of the following well-known result from positive system theory (see, e.g., [1] and the dimensions of the matrices (c; A; b) are 1 2n, n 2 n, n2 1, respectively. Assume that there exists a system invariant polyhedral cone P n , i.e., a finitely generated cone P n such that b 2 P, AP P and c 1 p 0 for all p 2 P. If the number of extremal rays of P is N , then there exists a positive realization of t(z) of dimension N .
In the space n , we will use the l 1 norm of a vector v = (v 1 ; . . . (5) shows that, as expected, increasing the value of w will (or, at least, may) decrease, whereas increasing the value of r = jzj or of f will (or may) increase the (needed) value of Q.
II. DECOMPOSITION RESULTS
With the help of Proposition 1 we can now solve the positive decomposition problem for transfer functions with complex multiple poles.
As a preparation, we will first deal with the case of one pair of complex conjugate poles of higher order. The most general case (including poles of any location and order) is treated in Theorem 4.
Theorem 1: Assume that the transfer function t(v) with real coefficients has exclusively the two nonreal poles z and z such that jzj < 1.
Then, the orders of the poles are identical, say k. For every f; w > 0 such that jzj = r < w < 1 and r + f < w define the nonnegative integer Q = Q(r; f ; w) as in formula (5) . Then, for some appropriately large p > 0 the function t 1 (v) := t(v) + p=(v 0 w) has a nonnegative realization of dimension N1 4k(Q + 1).
Proof: Consider any real minimal realization (c 1 ; A 1 ; b 1 ). There is a real matrix S establishing system similarity of this realization with a real Jordan realization (c; A; b), which is clearly also minimal. It follows thatÂK K, i.e., the polyhedral cone K isÂ-invariant. We can check, e.g., thatÂÂ Q u h 2 K u K.
We will show that we can choose the positive numbers c0 , b0 so Remark 2: From the proof it is clear that the statement of the theorem holds for any w1 such that w < w1 < 1 with the same values of Q and p. However, taking the value of w closer and closer to 1 will not decrease the the value of Q (and, hence, the dimension of the realization) below a certain threshold.
Remark 3:
Note that in our construction the dimension N 1 depends on the location and order of the poles. The appearance of the pole order k as a factor in N1 should be expected (see Remark 4 for a possible explanation). Note also, that our other essential factor Q is "circular,"
i.e., is a function of jzj = r. In fact, if we choose f very close to 0, and w very close to 1 then the value of Q will be approximately [4] , in the case of one pair of conjugate complex simple poles z and z , the dimension of a positive realization of t1(v) was given as the smallest integer m such that z lies in the interior of the regular polygon P m with m edges inscribed in the unit cricle and having one vertex at 1 (see [4, Prop. 7 
]). It is clear that if z lies in
Pm and is located very close to a vertex of Pm then the dimension m given in [4] can be lower than our dimension N 1 above. This seems to be a small price we have to pay for the universal applicability of our approach.
We will now turn to the case of a transfer function with negative real multiple poles. We will see that here we can even claim minimality of We will show that we can choose the positive numbers c0, b0 so 
(v).
Remark 4: As opposed to Theorem 1, here we can claim minimality of the dimension N 1 = 2k in certain cases. Namely, assume that the location and the order of the negative pole of t(v) satisfy the condition jhjk k 0 1. Then, any positive realization (c; A; b) of the function t 1 (v) must be of dimension at least N 1 2k, due to the following argument (in which we combine ideas from [1] and [9] ). The dominant pole of t1(z) is w, therefore we can assume without loss of generality that all eigenvalues of A satisfy jj w (see in [1, Th. 3.2] ). Also, the trace of A is clearly nonnegative. Combining these facts we get 0 T rA hk + (N1 0 k)w, which implies N1 2k.
On the one hand, this argument shows that, in general, the appearence of the pole order k as a factor in the dimension N1 should be expected (cf. the result of Theorem 1 and Remark 2). Moreover, it also shows that an attempt to improve the result of Theorem 2 must take into account the value hk in some way. Now we turn to the case transfer functions with nonnegative poles of higher order. The result here was already obtained in [12, Cor. 1] with a different approach. However, in order to give a unified treatment of all cases in Theorem 4, we now show how our present approach works in this case (yielding a result equivalent to that of [12] ).
Theorem 3:
Let q be a nonnegative number such that 0 q < 1.
If the transfer function t with real coefficients has exclusively the pole q of order k, then there are positive numbers p and w such that q < w < 1, and the function t 1 
; k).
These equations show that we can obtain the same coefficients e j , hence, the same transfer function t(v), if we redefine b 1 := 0; b 2 := 0; . . . ; b k01 := 0; b k := 1. Indeed, we can then evaluate the (uniquely redefined) components of the vector c from the equations e j = c k0j+1 f j01 (j = 1; 2; . . . ; k). In what follows, we will make essential use of the form of these redefined vectors, and we will denote this redefined realization again by (c; A; b). 2 Ku. On the other hand, we want to satisfy for every j = 0; 1; 2; . . . ; k the inequality ( c0 c ) uj 0. Denoting the projection onto the subspace of the last k coordinates (parallel to that of the first one) by P , we obtain c 0 +cP u j 0. These are a finite number of conditions on c0, which are satisfied if we choose c0 0cPuj (j = 0; 1; 2; . . . ; k). 2) We also sketch a theoretical example where higher order poles are present. Assume that the transfer function 
IV. CONCLUSION
In this note, we considered decompositions t(z) = t 1 (z) 0 t 2 (z) of an asymptotically stable transfer function t(z) as a difference of two positive and a.s. systems t 1 (z) and t 2 (z). Such decompositions are important due to the positivity of certain networks in applications, such as CRNs. Here, we extended earlier results of [4] , and provided a unified and universal solution to the positive decomposition problem for any a.s. transfer function t(z). An essential feature of the main result is that one resulting positive system is one-dimensional, while the dimension of the other is reasonably low, which enhances the possibility of a practical application. Furthermore, our approach is easy-to-compute, leading to a general and efficient computer algorithm as explained in Theorem 4. Only in some cases can we claim minimality of the obtained positive realizations, and would be interested to see improvements in this direction.
