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Introduccio´n
Sea E un conjunto finito, denotemos por 2E al conjunto de todos los subconjuntos
de E. Se dice que una funcio´n f : 2E −→ R es una funcio´n submodular en 2E, si
para cada par X, Y ⊆ E se tiene:
f(X) + f(Y ) ≥ f(X ∪ Y ) + f(X ∩ Y ).
Este tipo de funciones aparecen con frecuencia en el ana´lisis de diferentes estruc-
turas como grafos, redes, matroides, etc. En los u´ltimos an˜os, las funciones submo-
dulares han tomado gran importancia en varios campos del ana´lisis combinatorio.
Fueron estudiadas inicialmente al rededor del an˜o 1950 por H. Whitney y W.T. Tutte
en relacio´n con la Teor´ıa de matroides, despue´s, G. Choquet las analizo´ respecto a la
Teor´ıa de capacidad [2], y O. Ore las estudio´ dentro de la Teor´ıa de grafos. Al rededor
de 1960, J. Edmons desarrollo´ importantes resultados en sus trabajos relacionados
con matroides y polimatroides. Despue´s de esto, no so´lo Edmons ha ido agregando
importantes resultados teo´ricos al respecto [5], tambie´n encontramos autores como
W. H. Cunningham, A. Frank, M. Iri, E. L. Lawler, y L. Lova´sz [4], [6] y [8], entre
otros. Por otro lado, se han hecho estudios relacionados con Teor´ıa de juegos de fun-
cio´n caracter´ıstica [13], optimizacio´n [7], y aplicaciones a matroides y polimatroides,
entre otros.
El objetivo principal de este trabajo es realizar un estudio detallado y recopilar
informacio´n relacionada con las funciones submodulares y sus aplicaciones. Aqu´ı se
toma como base el estudio realizado por Satoru Fujishije en los cap´ıtulos I y II de
[7], exhibiendo un trabajo ma´s minucioso, escrito de manera clara y realizando nu-
merosas pruebas que all´ı no aparecen.
2
I´ndice general 3
En el cap´ıtulo 1, se presentan algunos resultados ba´sicos relacionados con las fun-
ciones submodulares as´ı como algunos preliminares, definiciones y teoremas previos
al trabajo, estos esta´n relacionados con la Teor´ıa de matroides, la Teor´ıa de grafos,
la Teor´ıa de redes y algunos resultados del Ana´lisis convexo.
En el cap´ıtulo 2, se presenta el concepto de polimatroide, el cua´l generaliza de
cierta manera el concepto de matroide y se hace a partir de la submodularidad de la
funcio´n rango del matroide, tal observacio´n se presenta en detalle y se generalizan
las nociones de conjunto independiente, base y funcio´n de clausura entre otras. Se
exponen adema´s algunos ejemplos de polimatroides.
Otro concepto importante y que es mucho ma´s general que los conceptos de
matroide y polimatroide es el de sistema submodular, tal concepto se estudia deta-
lladamente en el cap´ıtulo 3, no so´lo se presentan definiciones y resultados ana´logos
a los de polimatroides, sino que se estudian algunos otros aspectos como reduccio-
nes y contracciones de sistemas submodulares. Tambie´n se exhiben algunos ejemplos.
En el cap´ıtulo 4, se considera un problema de optimizacio´n lineal en el que in-
terviene un sistema submodular y se presenta el Algoritmo Greedy, que permite
solucionar el problema. Aqu´ı es necesario aplicar diversos resultados previos presen-
tados a lo largo del trabajo.
Cap´ıtulo 1
Definiciones, Notacio´n, Teoremas
Ba´sicos y Preliminares
Este cap´ıtulo esta´ dedicado a introducir las definiciones y notaciones ba´sicas usa-
das en el trabajo, as´ı como los teoremas previos utilizados. Estos esta´n relacionados
con algunas nociones elementales de funciones submodulares, teor´ıa de matroides,
teor´ıa de grafos, teor´ıa de redes y algunos resultados del ana´lisis convexo. So´lo se
hara´ la prueba de los teoremas ma´s relevantes, las dema´s pruebas se encontrara´n
fa´cilmente utilizando la bibliograf´ıa.
1.1. Funciones Submodulares
Definicio´n 1.1.1. Sea E un conjunto finito, decimos que una funcio´n f : 2E −→ R
es una funcio´n submodular en 2E, si para todos X, Y ⊆ E se tiene la desigualdad:
f(X) + f(Y ) ≥ f(X ∪ Y ) + f(X ∩ Y ).
Ma´s adelante introduciremos de manera ma´s general el concepto de funcio´n sub-
modular. Tenemos los siguientes resultados ba´sicos sobre funciones submodulares:
Teorema 1.1.1. Sea f : 2E −→ R donde E es un conjunto finito. Las siguientes
afirmaciones son equivalentes:
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i) f es submodular en 2E.
ii) Para todo A ⊆ E y para todos i, j ∈ E − A, i 6= j se tiene:
f(A ∪ {j})− f(A) ≥ f(A ∪ {i, j})− f(A ∪ {i})
iii) Para todos A,B ⊆ E con A ⊆ B y j ∈ E −B se tiene:
f(A ∪ {j})− f(A) ≥ f(B ∪ {j})− f(B)
iv) Para todos A,B,C ⊆ E con A ⊆ B y B ∩ C = ∅ se tiene:
f(A ∪ C)− f(A) ≥ f(B ∪ C)− f(B)
Prueba: (i⇒ ii) Como f es submodular,
f(A ∪ {i}) + f(A ∪ {j}) ≥ f(A ∪ {i, j}) + f(A)
en otras palabras,
f(A ∪ {j})− f(A) ≥ f(A ∪ {i, j})− f(A ∪ {i}).
(ii ⇒ iii) Si A = B la desigualdad es obvia. Suponga que A 6= B. y sea B − A =
{b1, b2, ..., bn} donde todos los bm son distintos, tenemos:
f(A ∪ {j})− f(A) ≥ f(A ∪ {b1, j})− f(A ∪ {b1})
≥ f(A ∪ {b1, b2, j})− f(A ∪ {b1, b2}) ≥ · · ·
≥ f(A ∪ {b1, b2, ..., bn, j})− f(A ∪ {b1, b2, ..., bn})
= f(B ∪ {j})− f(B)
(iii ⇒ iv) Si C = ∅ la desigualdad es obvia. Suponga que C 6= ∅ y sea C =
{c1, c2, ...cn} donde todos los cm son distintos.
Tenemos entonces las siguientes desigualdades.
f(A ∪ {c1})− f(A) ≥ f(B ∪ {c1})− f(B)
f(A ∪ {c1} ∪ {c2})− f(A ∪ {c1}) ≥ f(B ∪ {c1} ∪ {c2})− f(B ∪ {c1})
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f(A ∪ {c1, c2, c3})− f(A ∪ {c1, c2}) ≥ f(B ∪ {c1, c2, c3})− f(B ∪ {c1, c2})
...
f(A ∪ C)− f(A ∪ {c1, c2, ..., cn−1}) ≥ f(B ∪ C)− f(B ∪ {c1, c2, ..., cn−1})
Sumando todas estas desigualdades obtenemos:
f(A ∪ C)− f(A) ≥ f(B ∪ C)− f(B)
(iv ⇒ i) Sean X, Y ⊆ E. Si tomamos A = X ∩ Y , B = X y C = Y − X entonces
A ⊆ B ⊆ E y B ∩ C = ∅ con lo cual:
f
(
(X ∩ Y ) ∪ (Y −X))−f(X ∩ Y ) ≥ f(X ∪ (Y −X))−f(X)
en otras palabras
f(Y )− f(X ∩ Y ) ≥ f(X ∪ Y )− f(X),
es decir, f es submodular

Teorema 1.1.2. Sea E = {1, 2, ..., n} y sea g : R −→ R una funcio´n co´ncava, es
decir, para todos x, y ∈ R y 0 ≤ t ≤ 1, se tiene g(tx+(1− t)y) ≥ tg(x)+(1− t)g(y).
La funcio´n ρ : 2E −→ R definida como ρ(X) = g(|X|) (X ⊆ E) es una funcio´n
submodular en 2E.
Prueba: Como g es co´ncava, entonces para todo x ∈ R y 0 ≤ t ≤ 1
tenemos
g
(
tx+ (1− t)(x+ 2)))≥ tg(x) + (1− t)g(x+ 2),
en particular para t = 1/2, es decir,
g(x+ 1) ≥ 1
2
(
g(x) + g(x+ 2)
)
con lo cual, g(x+ 1) + g(x+ 1) ≥ g(x) + g(x+ 2) o equivalentemente,
g(x+ 1)− g(x) ≥ g(x+ 2)− g(x+ 1)
luego en particular para x = |X| con X ⊆ E tenemos
g(|X|+ 1)− g(|X|) ≥ g(|X|+ 2)− g(|X|+ 1).
as´ı, para i, j ∈ E −X, con i 6= j se tiene
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g(|X ∪ {j}|)− g(|X|) ≥ g(|X ∪ {i, j}|)− g(|X ∪ {i}|).
o equivalentemente:
ρ(X ∪ {j})− ρ(X) ≥ ρ(X ∪ {i, j})− ρ(X ∪ {i}).
Por la proposicio´n anterior, podemos concluir que ρ es submodular.

A lo largo del trabajo encontraremos ma´s ejemplos de funciones submodulares.
1.2. Conjuntos
Para cada conjunto X, su cardinalidad es denotada por |X|, si X es un subcon-
junto de Y escribimos X ⊆ Y y si X es un sobconjunto propio de Y escribimos
X ⊂ Y .
Una familia de subconjuntos disyuntos Bi, (i ∈ I) de un conjunto E se llama una
particio´n de E, si
⋃
i∈I Bi = E.
Dados dos conjuntos A y B, el conjunto
{(1, a) | a ∈ A} ∪ {(2, b) | b ∈ B} (1.1)
se llama la suma directa de A y B y es denotada como A⊕B
Para un poset P = (A,) un subconjunto B de A es llamado un ideal de P ,
si dado y ∈ B, x  y implica x ∈ B. Si para cada x, y ∈ A existen sup{x, y} e
ı´nf{x, y}, entonces el poset P = (A,) es llamado un ret´ıculo, en tal caso, escribimos
sup{x, y} = x ∨ y e ı´nf{x, y} = x ∧ y. Las operaciones binarias ∨ y ∧ satisfacen:
(i) ∀x ∈ A : x ∨ x = x, x ∧ x = x.
(ii) ∀x, y ∈ A : x ∨ y = y ∨ x, x ∧ y = y ∧ x
(iii) ∀x, y, z ∈ A : x ∨ (y ∨ z) = (x ∨ y) ∨ z, x ∧ (y ∧ z) = (x ∧ y) ∧ z
(iv) ∀x, y ∈ A : x ∧ (y ∨ z) = x, x ∨ (x ∧ y) = x
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Rec´ıprocamente, si un conjunto A es dotado con dos operaciones binarias ∨ y ∧
las cuales satisfacen (i)∼(iv), entonces definiendo la relacio´n binaria  como
x  y ⇔ x ∨ y = y (o x ∧ y = x) (1.2)
obtenemos un ret´ıculo (A,) cuyas operaciones de ret´ıculo son ∧ y ∨. Un ret´ıculo
(A,) con operaciones ∧ y ∨ tambie´n se expresa como (A,∨,∧).
Un ret´ıculo L = (A,∨,∧) es un ret´ıculo distributivo, si satisface adema´s
(v) ∀x, y, z ∈ A : x ∧ (y ∨ z) = (x ∧ y) ∨ (x ∧ z) y
x ∨ (y ∧ z) = (x ∨ y) ∧ (x ∨ z).
Obse´rvese que para un conjunto finito E, un conjunto D ⊆ 2E cerrado para unio-
nes e intersecciones es un ret´ıculo distributivo cuyas operaciones de ret´ıculo son la
unio´n y la interseccio´n de conjuntos.
Si D es el conjunto de ideales de un poset finito (E,) entonces D es un ret´ıculo
distributivo con la unio´n y la interseccio´n siendo sus operaciones de ret´ıculo.
1.3. Grafos
Sean V y A conjuntos finitos y suponga que existen dos funciones ∂+,∂− : A −→
V , entonces G = (V,A : ∂+, ∂−) es llamado un grafo. Decimos que V es el conjunto
de ve´rtices y que A es el conjunto de arcos. Para cada arco a ∈ A, ∂+a es llamado el
ve´rtice inicial (o la cola) de a y ∂−a es llamado el ve´rtice terminal (o la cabeza) de
a. Si no hay posibilidad de confusio´n, tambie´n denotamos el grafo por G = (V,A).
Un arco a tambie´n puede ser expresado por (∂+a, ∂−a). Un grafo G = (V,A) con
conjunto de arcos A = {(u, v) | u, v ∈ V, u 6= v} se denomina un grafo dirigido
completo.
Un grafo H = (W,B; ∂+H , ∂
−
H) tal que W ⊆ V , B ⊆ A y ∂+H y ∂−H son las restric-
ciones de ∂+ y ∂− a B, es llamado un subgrafo de G.
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Para cada ve´rtice v ∈ V definimos:
δ+v := {a ∈ A | ∂+a = v} y δ−v := {a ∈ A | ∂−a = v} (1.3)
y para cada subconjunto U de V definimos:
∆+U := {a ∈ A | ∂+a ∈ U, ∂−a ∈ V − U} (1.4)
∆−U := {a ∈ A | ∂−a ∈ U, ∂+a ∈ V − U} (1.5)
Un camino dirigido en G es una sucesio´n alternante (v0, a1, v1, a2, ..., Vk−1, ak, vk)
de ve´rtices vi y arcos ai (i = 0, 1, ..., k) tales que ∂
+ai = vi−1 y ∂−ai = vi para cada
i = 1, 2, ..., k. Decimos aqu´ı que el camino va de v0 a vk.
Un grafo G = (V,A) es llamado fuertemente conexo, si para cada dos ve´rtices
u, v ∈ V existe un camino dirigido de u a v. Un subgrafo maximal de G fuertemente
conexo es llamado una componente fuertemente conexa de G. G se descompone en
sus componentes fuertemente conexas Hi = (Vi, Ai)(i ∈ I) donde {Vi | i ∈ I} es una
particio´n de V pero {Ai | i ∈ I} no necesariamente es una particio´n de A, aunque los
conjuntos Ai son disyuntos. Para dos componentes fuertemente conexas Hi1 y Hi2
escribimos Hi1  Hi2 si y so´lo si existe un camino dirigido de un ve´rtice de Hi2 a un
ve´rtice de Hi1 . No´tese que si Hi1  Hi2 , entonces existe un camino dirigido de cada
ve´rtice de Hi2 a cada ve´rtice de Hi1 . Puede verse fa´cilmente que la relacio´n binaria
 en el conjunto de componentes fuertemente conexas de G es un orden parcial.
Una red dos-terminal es un grafo G = (V,A) que tiene dos ve´rtices distinguidos
s+ y s− en V y una funcio´n de capacidad no negativa c : A −→ R+ en el conjunto
de arcos A. Esta red es denotada como N = (G = (V,A), s+, s−, c), los ve´rtices s+
y s− son llamados respectivamente la entrada y la salida de la red.
Una funcio´n ϕ : A −→ R es un flujo factible de N si ϕ satisface:
∀a ∈ A : 0 ≤ ϕ(a) ≤ c(a) y ∀v ∈ V − {s+, s−} : ∂ϕ(v) = 0
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Figura 1.1: Descomposicio´n de un grafo en componentes fuertemente conexas
donde ∂ϕ : V −→ R es la funcio´n frontera de ϕ definida como:
∂ϕ(v) :=
∑
a∈δ+v
ϕ(a)−
∑
a∈δ−v
ϕ(a) (1.6)
Suponga que tenemos un grafo G = (V,A) y funciones de capacidad superior e
inferior c, c : A −→ R con c ≤ c. Denotemos esta red por N0 = (G = (V,A), c, c).
Una circulacio´n factible en N0 es una funcio´n ϕ : A −→ R tal que
∀a ∈ A : c ≤ ϕ(a) ≤ c(a) y ∀v ∈ V : ∂ϕ(v) = 0
en donde ∂ϕ se define como en (1.6). Tenemos el siguiente resultado:
Teorema 1.3.1. (Hoffman) Existe una circulacio´n factible en la red N0 sii para cada
U ⊆ V tenemos: ∑
a∈∆+U
c(a) ≥
∑
a∈∆−U
c(a) (1.7)
Prueba: ver [12]
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1.4. Ana´lisis Convexo y Desigualdades lineales
Sea E un conjunto finito, para cada x, y ∈ RE y λ, µ ∈ R no negativos tales
que λ + µ = 1, el vector λx + µy ∈ RE es llamado una combinacio´n convexa de x
y y. Un conjunto A ⊆ RE es llamado convexo, si todas las combinaciones convexas
de cualesquiera dos elementos de A, esta´n en A. Un ejemplo t´ıpico de un conjunto
convexo es el conjunto solucio´n del sistema de ecuaciones y desigualdades lineales:∑
e∈E
a
(1)
i (e)x(e) = b
(1)
i (i ∈ I) (1.8)
∑
e∈E
a
(2)
j (e)x(e) ≤ b(2)j (j ∈ J) (1.9)
donde a
(1)
i (e), a
(2)
j (e), x(e), b
(1)
i , b
(2)
j (i ∈ I, j ∈ J, e ∈ E) son constantes reales. Tal
conjunto convexo es llamado un conjunto convexo poliedral o poliedro convexo.
Un conjunto C ⊆ RE es llamado un cono convexo, si todas las combinaciones de
la forma λx + µy donde λ, µ ≥ 0 y x, y ∈ C, pertenecen a C (Una combinacio´n de
este tipo se llama combinacio´n no negativa de x y y)
Un conjunto af´ın en RE es una traslacio´n de un subespacio del espacio vectorial
RE. La dimensio´n de un conjunto af´ın A, es la dimensio´n del subespacio traslada-
do para obtener A. Una linea es un conjunto af´ın uno-dimensional. Un rayo es la
traslacio´n de un conjunto de la forma {λx | λ ≥ 0} para algu´n vector no nulo x ∈ RE
Un conjunto convexo poliedral A se dice acotado, si y so´lo si, no contiene ningu´n
rayo. Un punto de un conjunto convexo poliedral A es llamado un punto extremo de
A, si este no puede ser expresado como una combinacio´n convexa de otros dos puntos
de A. Un conjunto convexo poliedral se dice puntiagudo, si este tiene al menos un
punto extremo. Para un poliedro convexo A descrito por las fo´rmulas (1.8) y (1.9)
el cono caracter´ıstico de A es el conjunto solucio´n de∑
e∈E
a
(1)
i (e)x(e) = 0 (i ∈ I) (1.10)
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∑
e∈E
a
(2)
j (e)x(e) ≤ 0 (j ∈ J) (1.11)
el cono caracter´ıstico de A es denotado como C(A).
Lema 1.4.1. El poliedro convexo A descrito por las fo´rmulas (1.8) y (1.9) es pun-
tiagudo, si y so´lo si, A no contiene ninguna linea, o equivalentemente el sistema∑
e∈E
a
(1)
i (e)x(e) = 0 (i ∈ I) (1.12)
∑
e∈E
a
(2)
j (e)x(e) = 0 (j ∈ J) (1.13)
tiene u´nica solucio´n x = 0.
Prueba: ver [11]
1.5. Matroides
Sea E un conjunto finito, suponga que una familia I ⊆ 2E satisface:
(I0) ∅ ∈ I
(I1) I1 ⊆ I2 ∈ I ⇒ I1 ∈ I
(I2) I1, I2 ∈ I, |I1| < |I2| ⇒ ∃e ∈ I2 − I1 : I1 ∪ {e} ∈ I
entonces el par (E, I) es llamado un matroide. Cada I ∈ I es llamado un conjunto
independiente del matroide (E, I) e I se llama la familia de conjuntos independientes
del matroide (E, I).
Un conjunto independiente el cual es maximal en I respecto a la inclusio´n se
llama una base de (E, I).
Teorema 1.5.1. La familia B de bases de un matroide (E, I) satisface:
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(B0) B 6= ∅
(B1) ∀B1, B2 ∈ B, ∀e1 ∈ B1 −B2, ∃e2 ∈ B2 −B1 :
(B1 − {e1}) ∪ {e2} ∈ B.
Prueba: ver [10]
Un subconjunto de E el cual no es independiente es llamado un conjunto depen-
diente. Un conjunto dependiente el cual es minimal respecto a la inclusio´n es llamado
un circuito.
Teorema 1.5.2. la familia C de circuitos de un matroide (E, I) satisface:
(C0) C 6= ∅
(C1) ∀C1, C2 ∈ C, C1 ⊆ C2 ⇒ C1 = C2
(C2) ∀C1, C2 ∈ C con C1 6= C2, ∀e ∈ C1 ∩ C2, ∃C ∈ C :
C ⊆ (C1 ∪ C2)− {e}.
Prueba: ver [10]
Definimos la funcio´n rango ρ : 2E −→ Z del matroide (E, I) para cada X ⊆ E
por
ρ(X) := ma´x{ | I| | I ⊆ X, I ∈ I} (1.14)
Teorema 1.5.3. La funcio´n rango ρ definida en (1.14) satisface:
(ρ0) ∀X ⊆ E : 0 ≤ ρ(X) ≤ |X|
(ρ1) X ⊆ Y ⊆ E ⇒ ρ(X) ≤ ρ(Y )
(ρ2) ∀X, Y ⊆ E : ρ(X) + ρ(Y ) ≥ ρ(X ∪ Y ) + ρ(X ∩ Y )
(ρ3) ∀X, Y ⊆ E : X ⊆ Y y |X|+ 1 = |Y |
⇒ ρ(Y ) = ρ(X) o ρ(Y ) = ρ(X) + 1
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Prueba: ver [10]
Obse´rvese que la condicio´n (ρ2) indica que la funcio´n rango de un matroide es
una funcio´n submodular en 2E. La propiedad (ρ3) se llama la propiedad de incre-
mento unitario de la funcio´n rango ρ.
Definimos adema´s la funcio´n clausura cl : 2E −→ 2E del matroide (E, I) por:
cl(X) := {e ∈ E | ρ(X ∪ {e}) = ρ(X)} (1.15)
para cada X ⊆ E.
Teorema 1.5.4. La funcio´n clausura cl satisface:
(cl0) ∀X ⊆ E : X ⊆ cl(X)
(cl1) ∀X, Y ⊆ E : X ⊆ cl(Y )⇒ cl(X) ⊆ cl(Y )
(cl2) ∀X ⊆ E,∀e ∈ E : e′ ∈ cl(X ∪ {e})− cl(X)
⇒ e ∈ cl(X ∪ {e′})− cl(X)
Prueba: Ver [10]
Cap´ıtulo 2
Polimatroides
En 1970 J. Edmonds [5] relaciono´ la teor´ıa de matroides con ciertos conjuntos
poliedrales a trave´s de la funcio´n rango del matroide e introdujo la nocio´n de polima-
troide, en este cap´ıtulo estudiaremos este concepto, presentaremos algunos ejemplos
e ilustraremos la relacio´n existente con la teor´ıa de matroides.
2.1. Principales conceptos y resultados.
Definicio´n 2.1.1. Sea E un conjunto finito y ρ : 2E −→ R, suponga que la funcio´n
ρ satisface:
(ρ0) ρ(∅) = 0
(ρ1) Si X ⊆ Y ⊆ E entonces ρ(X) ≤ ρ(Y )
(ρ2) Para todos X, Y ⊆ E, ρ(X) + ρ(Y ) ≥ ρ(X ∪ Y ) + ρ(X ∩ Y )
entonces el par (E, ρ) es llamado un polimatroide y ρ la funcio´n rango del polima-
troide.
Las condiciones (ρ1) y (ρ2) indican que ρ es una funcio´n submodular mono´to-
na no decreciente. Cabe destacar que e´sta no necesariamente tiene la propiedad de
incremento unitario como la funcio´n rango de un matroide. Decimos que el polima-
troide (E, ρ) es matroidal, cuando ρ es la funcio´n rango de un matroide.
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Definicio´n 2.1.2. Dado un polimatroide (E, ρ), definimos:
P(+)(ρ) := {x ∈ RE | x ≥ 0,∀X ⊆ E : x(X) ≤ ρ(X)}
donde para cada X ⊆ E y x ∈ RE,
x(X) =
∑
e∈X
x(e) y x(∅) = 0
P(+)(ρ) se llama el poliedro independiente asociado con el polimatroide (E, ρ).
Tambie´n definimos:
B(ρ) := {x ∈ P(+)(ρ) | x(E) = ρ(E)},
este conjunto se llama el poliedro base asociado con el polimatroide (E, ρ).
Cada x ∈ P(+)(ρ) se denomina un vector independiente y cada x ∈ B(ρ) una base
del polimatroide (E, ρ). Se mostrara´ mas adelante que el poliedro base es siempre
no vac´ıo.
Estos conceptos se pueden representar gra´ficamente en los casos en que E tiene
dos o tres elementos (Ver figura 2.1). Adema´s, los polimatroides generalizan de cierta
manera el concepto de matroide, como se vera´ ma´s adelante en la seccio´n 2.3. De
aqu´ı, los nombres de vector independiente y base.
Definicio´n 2.1.3. Para cada x ∈ P(+)(ρ) definimos:
D(x) := {X ⊆ E | x(X) = ρ(X)}
Proposicio´n 2.1.1. D(x), como se definio´ antes, es cerrado respecto a la unio´n y
a la interseccio´n.
Prueba: Si x ∈ RE, entonces se observa fa´cilmente que x es modular, es decir,
x(X)+x(Y ) = x(X∪Y )+x(X∩Y ) para cualesquieraX, Y ⊆ E, luego siX, Y ∈ D(x)
con x ∈ P(+)(ρ) tenemos:
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Figura 2.1: Polimatroides, casos dos y tres elementos
0 = ρ(X)− x(X) + ρ(Y )− x(Y ) ≥ ρ(X ∩ Y ) + ρ(X ∪ Y )− x(X)− x(Y )
= ρ(X ∩ Y )− x(X ∩ Y ) + ρ(X ∪ Y )− ρ(X ∪ Y ) ≥ 0
concluye´ndose as´ı que ρ(X ∩ Y ) = x(X ∩ Y ) y ρ(X ∪ Y ) = ρ(X ∪ Y ), es decir,
X ∩ Y ∈ D(x) y X ∪ Y ∈ D(x).

Observamos entonces que D(x) es un ret´ıculo distributivo con la unio´n y la in-
terseccio´n como sus operaciones de ret´ıculo.
Definicio´n 2.1.4. Al u´nico elemento maximal de D(x) lo llamamos la saturacio´n
de x y lo denotamos por sat(x), es decir,
sat(x) :=
⋃
{X ⊆ E | x(X) = ρ(X)} (2.1)
A partir de esta definicio´n, obtenemos una funcio´n sat : P(+)(ρ) −→ 2E, la
cual es llamada la funcio´n de saturacio´n del polimatroide (E, ρ) y tenemos adema´s
el siguiente resultado:
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Proposicio´n 2.1.2. Dada x ∈ P(+)(ρ), sat(x) es el conjunto de las componentes
saturadas de x, ma´s precisamente,
sat(x) = {e ∈ E | ∀α > 0, x+ αχe /∈ P(+)(ρ)} (2.2)
donde χe es la funcio´n caracter´ıstica de {e}.
Prueba: Si e ∈ sat(x) y α > 0, tenemos:
(x+ αχe)(sat(x)) = x(sat(x)) + αχe(sat(x)) = ρ(sat(x)) + α > ρ(sat(x)),
luego x+ αχe /∈ P(+)(ρ).
Rec´ıprocamente, si e ∈ E es tal que para todo n ∈ Z+ = {1, 2, 3, ...} existe
Yn ⊆ E tal que (x+ 1nχe)(Yn) > ρ(Yn), entonces 1nχe(Yn) > 0 para todo n ∈ Z+, con
lo cual e ∈ Yn para todo n.
Ahora, si definimos C = {Y1, Y2, ...}, entonces C es un conjunto finito, por lo tanto
existe Y ∈ C tal que
ρ(Y )− x(Y ) = min{ρ(Yn)− x(Yn) : n ∈ Z+}
asi, dado n ∈ Z+, (x+ 1nχe)(Yn) > ρ(Yn) con lo cual:
1
n
=
1
n
χe(Yn) > ρ(Yn)− x(Yn) ≥ ρ(Y )− x(Y ) ≥ 0
Esto implica que ρ(Y ) = x(Y ), es decir, existe Y ⊆ E con e ∈ Y tal que ρ(Y ) = x(Y ).
En otras palabras e ∈ sat(x).

La funcio´n saturacio´n, se puede ver como una generalizacio´n de la funcio´n clau-
sura de un matroide (ver seccio´n 2.3).
Definicio´n 2.1.5. Para un vector independiente x ∈ P(+)(ρ) y e ∈ sat(x), definimos
el conjunto
D(x, e) := {X ⊆ E | e ∈ X, x(X) = ρ(X)} (2.3)
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Observamos que para X, Y ∈ D(x, e), e ∈ X ∪ Y y e ∈ X ∩ Y , luego claramente
D(x, e) es un subret´ıculo de D(x), por lo tanto debe tener un u´nico elemento mini-
mal. Esto da lugar a la siguiente definicio´n:
Definicio´n 2.1.6. Para x ∈ P(+)(ρ) y e ∈ sat(x) la dependencia de x respecto a e,
denotada por dep(x, e), es el u´nico elemento minimal de D(x, e), es decir,
dep(x, e) =
⋂
{X ⊆ E | e ∈ X, x(X) = ρ(X)}
Si definimos para e ∈ E−sat(x), dep(x, e) = ∅, entonces obtenemos una funcio´n
dep : P(+)(ρ) × E −→ 2E, la cual se denomina la funcio´n dependencia del polima-
troide (E, ρ). Esta funcio´n satisface la siguiente propiedad:
Proposicio´n 2.1.3. Si x ∈ P(+)(ρ) y e ∈ sat(x) entonces
dep(x, e) = {e′ ∈ E | ∃α > 0 : x+ α(χe − χe′) ∈ P(+)(ρ)}
adema´s, si e′ ∈ dep(x, e)− {e} tenemos x(e′) > 0
Prueba: Sea e′ ∈ dep(x, e). Si para todo α > 0, x+α(χe−χe′) /∈ P(+)(ρ), entonces
en particular para todo n ∈ Z+ existe Yn ⊆ E tal que (x+ 1n(χe−χe′))(Yn) > ρ(Yn),
es decir,
x(Yn) +
1
n
(χe(Yn)− χe′(Yn)) > ρ(Yn).
De aqu´ı observamos que (χe(Yn) − χe′(Yn)) > 0 para todo n, luego e ∈ Yn y
e′ /∈ Yn para todo n ∈ Z+. Por lo tanto se debe tener x(Yn) + 1n > ρ(Yn).
Sea C := {Y1, Y2, ...}, no´tese que C es un conjunto finito, luego existe Y ∈ C tal que
ρ(Y )− x(Y ) = min{ρ(Yn)− x(Yn) : n ∈ Z+}
entonces, para cualquier n ∈ Z+:
1
n
> ρ(Yn)− x(Yn) ≥ ρ(Y )− x(Y ) ≥ 0
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esto implica que x(Y ) = ρ(Y ), donde e ∈ Y y e′ /∈ Y . Pero esto es absurdo ya que
e′ ∈ dep(x, e) implica que e′ debe pertenecer a cualquier conjunto Y que cumpla
x(Y ) = ρ(Y ) con e ∈ Y .
Rec´ıprocamente, sea e′ ∈ E para el cual existe α > 0 con
x+ α(χe − χe′) ∈ P(+)(ρ),
entonces en particular
(x+ α(χe − χe′))(dep(x, e)) ≤ ρ(dep(x, e)) = x(dep(x, e))
con lo cual
x(dep(x, e)) + α
(
χe(dep(x, e))− χe′(dep(x, e))
)≤ x(dep(x, e))
as´ı, χe(dep(x, e))−χe′(dep(x, e)) ≤ 0, es decir, 1−χe′(dep(x, e)) ≤ 0, luego χe′(dep(x, e)) =
1, en otras palabras; e′ ∈ dep(x, e).
Finalmente, observamos que, si e′ ∈ dep(x, e) − {e} entonces x(e′) > 0, ya que
x(e′) = 0 implica
ρ(dep(x, e)) = x(dep(x, e)) = x(dep(x, e)− {e}) ≤ ρ(dep(x, e)− {e}).
Es decir, ρ(dep(x, e)) = ρ(dep(x, e)− {e}) = x(dep(x, e)− {e}), pero esto es ab-
surdo, ya que dep(x, e) es minimal.

Un par ordenado (e, e′) tal que e′ ∈ dep(x, e)− {e} es llamado un par intercam-
biable asociado con el vector independente x.
Definicio´n 2.1.7. Para x ∈ P(+)(ρ) y e ∈ E − sat(x) se define
cˆ(x, e) := max{α ∈ R : x+ αχe ∈ P(+)(ρ)}.
Este valor se denomina la capacidad de saturacio´n asociada a x y e.
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Proposicio´n 2.1.4. Sea x ∈ P(+)(ρ) y e ∈ E − sat(x), la capacidad de saturacio´n
asociada a x y e puede ser expresada como:
cˆ(x, e) = min{ρ(X)− x(X) : e ∈ X ⊆ E}. (2.4)
Adema´s, para cada α con 0 ≤ α ≤ cˆ(x, e) tenemos x+ αχe ∈ P(+)(ρ).
Prueba: Sea ξ = min{ρ(X)− x(X) : e ∈ X ⊆ E}.
Veamos que cˆ(x, e) ≤ ξ. Sea X ⊆ E con e ∈ X y sea α ∈ R tal que x + αχe ∈
P(+)(ρ), entonces x(X) + αχe(X) ≤ ρ(X), pero como e ∈ X tenemos x(X) + α ≤
ρ(X), as´ı, α ≤ ρ(X)− x(X). Esto prueba que cˆ(x, e) ≤ ξ.
Veamos ahora que ξ ≤ cˆ(x, e). Sea X ⊆ E, tenemos dos casos:
i) Si e /∈ X, entonces (x+ ξχe)(X) = x(X) ≤ ρ(X).
ii) Si e ∈ X, entonces (x+ ξχe)(X) = x(X)+ ξ ≤ ρ(X), pues ξ ≤ ρ(X)−x(X) luego
x+ ξχe ∈ P(+)(ρ), con lo cual ξ ≤ cˆ(x, e).
Conclu´ımos que ξ = cˆ(x, e).
Finalmente, sea α ∈ R con 0 ≤ α ≤ cˆ(x, e), si x + αχe /∈ P(+)(ρ), existe Y ⊆ X
tal que x(Y ) + α > ρ(Y ), es decir cˆ(x, e) ≥ α > ρ(Y ) − x(Y ), pero esto es absurdo
ya que por lo anterior cˆ(x, e) ≤ ρ(Y )− x(Y ).

Definicio´n 2.1.8. Para x ∈ P(+)(ρ), e ∈ sat(x) y e′ ∈ dep(x, e) − {e} definimos la
capacidad de intercambio asociada a x, e y e′ como:
c˜(x, e, e′) := max{α ∈ R : x+ α(χe − χe′) ∈ P(+)(ρ)}
Proposicio´n 2.1.5. Sea x ∈ P(+)(ρ), e ∈ sat(x) y e′ ∈ dep(x, e)−{e}, la capacidad
de intercambio asociada a x, e y e′, puede ser expresada como:
c˜(x, e, e′) = min{ρ(X)− x(X) : e ∈ X ⊆ E, e′ /∈ X}. (2.5)
Adema´s, x(e′) ≥ c˜(x, e, e′) y para cada α tal que 0 ≤ α ≤ c˜(x, e, e′) se tiene que
x+ α(χe − χe′) ∈ P(+)(ρ).
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Prueba: Sea ξ = min{ρ(X)− x(X) : e ∈ X ⊆ E, e′ /∈ X}.
Veamos que c˜(x, e, e′) ≤ ξ. Sea α ∈ R tal que x + α(χe − χe′) ∈ P(+)(ρ) y sea
X ⊆ E con e ∈ X y e′ /∈ X, tenemos que x(X) + α(χe − χe′)(X) ≤ ρ(X), es
decir, x(X) + α ≤ ρ(X) o equivalentemente, α ≤ ρ(X) − x(X). Esto prueba que
c˜(x, e, e′) ≤ ξ.
Veamos ahora que ξ ≤ c˜(x, e, e′). Si X ⊆ E tenemos ξ ≤ ρ(X)− x(X), es decir,
x(X) + ξ ≤ ρ(X). Observamos dos casos:
Caso 1: e ∈ X
i) si e′ ∈ X, x(X) + ξ(χe − χe′)(X) = x(X) ≤ ρ(X).
ii) si e′ /∈ X, x(X) + ξ(χe − χe′)(X) = x(X) + ξ ≤ ρ(X)
Caso 2: e /∈ X
i) si e′ ∈ X, x(X) + ξ(χe − χe′)(X) = x(X)− ξ ≤ ρ(X) (pues ξ > 0)
ii) si e′ /∈ X, x(X) + ξ(χe − χe′)(X) = x(X) ≤ ρ(X),
de aqu´ı, ξ ≤ c˜(x, e, e′), luego conlu´ımos que ξ = c˜(x, e, e′).
Ahora, para probar que x(e′) ≥ c˜(x, e, e′) obse´rvese que
x(e′) < c˜(x, e, e′)⇒ x(e′) < ρ(dep(x, e)− {e′})−x(dep(x, e)− {e′})
⇒ x(e′) < ρ(dep(x, e)− {e′})−x(dep(x, e))+x(e′)
⇒ 0 < ρ(dep(x, e)− {e′})−x(dep(x, e))
⇒ 0 < ρ(dep(x, e)− {e′})−ρ(dep(x, e))
⇒ ρ(dep(x, e))< ρ(dep(x, e)− {e′})
pero esta u´ltima desigualdad no es posible, luego se concluye que x(e′) ≥ c˜(x, e, e′).
Finalmente, sea α tal que 0 ≤ α ≤ c˜(x, e, e′). Si x+α(χe−χe′) /∈ P(+)(ρ), entonces
existe Y ⊆ E tal que x(Y ) + α(χe − χe′)(Y ) > ρ(Y ), luego necesaria- mente e ∈ Y
y e′ /∈ Y , de aqu´ı α > ρ(Y )− x(Y ), por lo tanto c˜(x, e, e′) < α, lo que contradice la
hipo´tesis. Conclu´ımos entonces que x+ α(χe − χe′) ∈ P(+)(ρ).

Ahora introduciremos algunos conceptos que generalizan la nocio´n de matroide
dual.
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Definicio´n 2.1.9. Sea v ∈ RE arbitrario, decimos que v es un vector dominante del
polimatroide (E, ρ) si para todo x ∈ P(+)(ρ) se tiene x ≤ v (Aqu´ı x ≤ v significa
x(e) ≤ v(e) para todo e ∈ E).
Dado un vector dominante v del polimatroide P = (E, ρ) definimos la funcio´n:
ρ∗(v) : 2
E −→ R como:
ρ∗(v)(X) := v(X) + ρ(E −X)− ρ(E)
para cada X ⊆ E.
Se puede ver fa´cilmente que un vector v ∈ 2E es un vector dominante de (E, ρ),
si y so´lo si, ρ({e}) ≤ v(e) para todo e ∈ E.
Proposicio´n 2.1.6. P ∗(v) = (E, ρ∗(v)) es un polimatroide.
Prueba: i) ρ∗(v)(∅) = v(∅) + ρ(E)− ρ(E) = v(∅) = 0 (pues v ∈ RE ).
ii) Como v es modular, para todos X, Y ⊆ E se tiene
v(Y −X) + v(X) = v(Y ),
es decir, v(Y −X) = v(Y )− v(X). Luego si X ⊆ Y ⊆ E entonces
ρ(Y −X) + ρ(E − Y ) ≥ ρ((Y −X) ∩ (E − Y ))+ρ((Y −X) ∪ (E − Y ))
= ρ(∅) + ρ(E −X)
= ρ(E −X)
con lo cual,
ρ(E −X)− ρ(E − Y ) ≤ ρ(Y −X) ≤ v(Y −X) = v(Y )− v(X)
luego v(X) + ρ(E −X) ≤ v(Y ) + ρ(E − Y ), por lo tanto,
v(X) + ρ(E −X)− ρ(E) ≤ v(Y ) + ρ(E − Y )− ρ(E)
es decir, ρ∗(v)(X) ≤ ρ∗(v)(Y ).
iii) Veamos que ρ∗(v) es submodular. Sean X, Y ⊆ E,
ρ(E −X) + ρ(E − Y ) ≥ ρ((E −X) ∪ (E − Y ))+ρ((E −X) ∩ (E − Y ))
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= ρ
(
E − (X ∩ Y ))+ρ(E − (X ∪ Y ))
y como
v(X) + v(Y ) = v(X ∩ Y ) + v(X ∪ Y )
entonces
v(X) + v(Y ) + ρ(E −X) + ρ(E − Y )− 2ρ(E)
≥ ρ(E − (X ∩ Y ))+ρ(E − (X ∪ Y ))+v(X ∩ Y ) + v(X ∪ Y )− 2ρ(E)
luego
v(X) + ρ(E −X)− ρ(E) + v(Y ) + ρ(E − Y )− ρ(E)
≥ v(X ∩ Y ) + ρ(E − (X ∩ Y ))−ρ(E) + v(X ∪ Y ) + ρ(E − (X ∪ Y ))−ρ(E).
En otras palabras:
ρ∗(v)(X) + ρ
∗
(v)(Y ) ≥ ρ∗(v)(X ∩ Y ) + ρ∗(v)(X ∪ Y )
De (i), (ii) y (iii) conclu´ımos que P ∗(v) es un polimatroide

x’(1)
x(1)
x(2)
x’(2)
Figura 2.2: Dualidad en polimatroides, caso dos elementos
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El polimatroide P ∗(v) = (E, ρ∗(v)) es llamado el polimatroide dual de (E, ρ) aso-
ciado al vector v (obse´rvese en la figura 2.2 el caso en que E tiene dos elementos).
En la siguiente seccio´n veremos algunos ejemplos importantes de polimatroides
2.2. Ejemplos de Polimatroides:
Ejemplo 2.2.1. (Flujos Multiterminales)
Sea N = (G = (V,A), c, S+, S−) una red capacitada, es decir, un grafo funda-
mental G = (V,A), junto con una funcio´n de capacidad c : A −→ R+, un conjunto
de entradas S+ y un conjunto de salidas S−, aqu´ı S+, S− ⊆ V con S+ ∩ S− = ∅.
Una funcio´n ϕ : A −→ R, es un flujo factible en N , si:
i) Para todo a ∈ A, 0 ≤ ϕ(a) ≤ c(a).
ii) Para todo v ∈ V − (S+ ∪ S−) se tiene ∂ϕ(v) = 0.
donde ∂ϕ : V −→ R es la funcio´n definida para cada v ∈ V como:
∂ϕ(v) =
∑
a∈δ+v
ϕ(a)−
∑
a∈δ−v
ϕ(a)
Si (∂ϕ)S
+
denota la restriccio´n de ∂ϕ al conjunto S+, entonces el conjunto
{(∂ϕ)S+ : ϕ es un flujo factible en N} es el poliedro independiente del polimatroide
P = (S+, ρ), donde ρ es la funcio´n definida como ρ(v) =
∑
a∈δ+v c(a). Similarmente,
tenemos un polimatroide en S−.
Ejemplo 2.2.2. (Polimatroides Lineales)
Sea A una matriz y suponga que E es el conjunto de ı´ndices de sus columnas.
Sea {F1, F2, ..., Fn} una particio´n de E, es decir, Fi ⊆ E para todo i = 1, 2, ..., n,
Fi ∩ Fj = ∅ para i 6= j y
⋃
Fi = E.
Sea E˜ = {1, 2, ..., n}, para cada X ⊆ E˜ definimos AX := ⋃{Fi : i ∈ X}. Defini-
mos adema´s la funcio´n ρ : 2E˜ −→ R como ρ(X) := rank(AX), para todoX ⊆ E˜ tene-
mos entonces que ρ(∅) = 0, adema´s, si X ⊆ Y ⊆ E˜ entonces rank(AX) ≤ rank(AY ).
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Por otro lado, para X, Y ⊆ E˜,
rank(AX) + rank(AY ) ≥ rank(AX∪Y ) + rank(AX∩Y ),
luego (E˜, ρ) es un polimatroide, llamado polimatroide lineal.
Ejemplo 2.2.3. (Juegos Convexos)
Sea E = {1, 2, ..., n}, asumimos que E es un conjunto de n personas, (o jugado-
res) Una funcio´n caracter´ıstica v, es una funcio´n no negativa definida en el conjunto
de coaliciones (subconjuntos) de E con v(∅) = 0. El par (E, v) es llamado un juego
de funcio´n caracter´ıstica [13]
Un juego de funcio´n caracter´ıstica (E, v) es llamado un juego convexo si la funcio´n
caracter´ıstica v es supermodular, es decir, para X, Y ⊆ E
v(X) + v(Y ) ≤ v(X ∪ Y ) + v(X ∩ Y ).
Definimos el centro del juego, como el conjunto
C = {x ∈ RE : ∀X ⊆ E, x(X) ≥ v(X), X(E) = v(E)}
y la funcio´n v˜ : 2E −→ R como
v˜(E −X) := v(E)− v(X) para X ⊆ E
o equivalentemente,
v˜(Y ) = v(E)− v(E − Y ) para Y ⊆ E,
v˜ es la funcio´n rango de un polimatrode en E y el centro coincide con el poliedro
base B(v˜) del polimatroide. En efecto:
i) v˜(∅) = v(E)− v(E) = 0
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ii) Dados X1, X2 ⊆ E tales que X1 ⊆ X2, entonces por la supermodularidad de v
tenemos:
v(X1) + v(X2 −X1) ≤ v(X1 ∩ (X2 −X1)) + v(X1 ∪ (X2 −X1))
por lo tanto, v(X1) + v(X2 −X1) ≤ v(X1 ∪X2) = v(X2), pero v(X2 −X1) ≥ 0,
luego v(X1) ≤ v(X2).
Ahora, si X ⊆ Y ⊆ E, tenemos E − Y ⊆ E − Y luego v(E − Y ) ≤ v(E −X),
con lo cual v(E)− v(E −X) ≤ v(E)− v(E − Y ), esto es, v˜(X) ≤ v˜(Y ).
iii) Sean X, Y ⊆ E, utilizando la supermodularidad de v tenemos:
v(E −X) + v(E − Y ) ≤ v((E −X) ∪ (E − Y ))+v((E −X) ∩ (E − Y )).
por lo tanto
v˜(X) + v˜(Y ) = v(E)− v(E −X) + v(E)− v(E − Y )
≥ v(E)− v((E −X) ∩ (E − Y ))) + v(E)− v((E −X) ∪ (E − Y ))
≥ v(E)− v(E − (X ∪ Y ))+v(E)− v(E − (X ∩ Y ))
= v˜(X ∪ Y ) + v˜(X ∩ Y )
Finalmente, para ver que el centro C coincide con el poliedro base B(v˜), observa-
mos que si x ∈ C entonces x ≥ 0, y si Y ⊆ E, x(E − Y ) ≥ v(E − Y ), pero
x(E − Y ) ≥ v(E − Y )
⇔ 0 ≤ −v(E − Y ) + x(E − Y )
⇔ v(E) ≤ v(E)− v(E − Y ) + x(E − Y )
⇔ x(E) ≤ v(E)− v(E − Y ) + x(E − Y ) (pues x(E) = v(E))
⇔ x(Y ) + x(E − Y ) ≤ v(E)− v(E − Y ) + x(E − Y ) (x es modular)
⇔ x(Y ) ≤ v˜(Y )
de aqu´ı, x ∈ B(v˜), es decir, C ⊆ B(v˜). Para probar que B(v˜) ⊆ C se utiliza exacta-
mente el mismo razonamiento.
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2.3. Relacio´n con matroides:
Los polimatroides se pueden ver como una ”versio´n continua”de los matroides
en el sentido en que si cambiamos R por Z en las definiciones anteriores, y si ρ es
la funcio´n rango de un matroide, entonces habra´ una correspondencia entre los ele-
mentos de P(+)(ρ) y los conjuntos independientes del matroide asociado, as´ı mismo,
B(ρ) se identificara´ con las bases del matroide a trave´s de esta correspondencia.
En efecto, supongamos que (E, I) es el matroide asociado a la funcio´n rango ρ.
Definamos:
PM(+)(ρ) := {x ∈ ZE | x ≥ 0,∀X ⊆ E : x(X) ≤ ρ(X)} y
BM(ρ) := {x ∈ PM(+)(ρ) | x(E) = ρ(E)}
Tenemos el siguiente resultado:
Proposicio´n 2.3.1.
i) I ∈ I, si y so´lo si, χ
I
∈ PM(+)(ρ).
ii) I es base de (E, I), si y so´lo si, χ
I
∈ BM(ρ)
Prueba: i) Si I ∈ I y X ⊆ E, entonces
χ
I
(X) = |I ∩X| = ρ(I ∩X) ≤ ρ(X),
es decir, χ
I
∈ PM(+)(ρ).
Rec´ıprocamente, si I ⊆ X es tal que χ
I
∈ PM(+)(ρ) entonces
χ
I
(X) = |I ∩X| ≤ ρ(X).
En particular, si X = I, entonces |I ∩ I| = |I| ≤ ρ(I), pero por propiedades de la
funcio´n rango de un matroide (teorema 1.5.3), ρ(I) ≤ |I|, luego ρ(I) = |I|, con lo
cual I sera´ un elemento independiente del matroide.
ii) Si I es base de (E, I), entonces ρ(E) = |I| = χ
I
(E), es decir χ
I
∈ BM(ρ).
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Rec´ıprocamente, si χ
I
∈ BM(ρ), entonces ρ(E) = χI (E) = |I|, y como por (i), I
es independiente, entonces I debe ser una base.

Para cualquier x ∈ PM(+)(ρ) y a ∈ E se debe tener
0 ≤ x(a) ≤ ρ({a}) ≤ |a| = 1,
entonces x =χ
I
para algu´n I ⊆ E. Esto, junto con lo anterior, nos permite observar
que hay una correspondencia biyectiva, entre los elementos de PM(+)(ρ) y los ele-
mentos de I, en donde BM(ρ) se identifica con las bases del matroide.
As´ı mismo, para x ∈ PM(+)(ρ) tenemos la saturacio´n de x como:
sat(x) =
⋃
{X ⊆ E | x(X) = ρ(X)}
y la funcio´n de saturacio´n sat : PM(+)(ρ) −→ 2E.
Obse´rvese que PM(+)(ρ) ⊆ P(+)(ρ), luego podemos ver de la proposicio´n 2.1.1,
que el conjunto D(x) = {X ⊆ E | x(X) = ρ(X)} es cerrado respecto a la unio´n
y a la interseccio´n , luego sat(x) es el u´nico elemento maximal de D(x). Tenemos
adema´s el siguiente resultado:
Proposicio´n 2.3.2. Para x ∈ PM(+)(ρ) se tiene que
sat(x) = {e ∈ E | x+ χe /∈ PM(+)(ρ)} (2.6)
Prueba: Sea e ∈ sat(x),
(x+ χe)(sat(x)) = x(sat(x)) + χe(sat(x)) = ρ(sat(x)) + 1 > ρ(sat(x)),
luego x+ χe /∈ PM(+)(ρ).
Rec´ıprocamente, supongamos que x + χe /∈ PM(+)(ρ), existe Y ⊆ E tal que
x(Y ) + χe(Y ) > ρ(Y ), luego se debe tener que e ∈ Y . De aqu´ı, X(Y ) + 1 > ρ(Y ), es
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decir ρ(Y )−X(Y ) < 1.
Pero como ρ y x toman u´nicamente valores enteros no negativos, entonces se debe
tener ρ(Y ) = X(Y ), y dado que e ∈ Y , entonces e ∈ sat(x).

La siguiente proposicio´n muestra que la funcio´n de saturacio´n en un polimatroide
es una generalizacio´n de la funcio´n clausura de un matroide.
Proposicio´n 2.3.3. Sea χ
I
∈ PM(+)(ρ) (I ∈ I), se tiene:
sat(χ
I
) = Cl(I)
en donde Cl(I) denota la clausura de I.
Prueba: Veamos que sat(χ
I
) ⊆ Cl(I). Si e ∈ sat(χ
I
), entonces por la proposicio´n
anterior,χ
I
+χ
e
/∈ PM(+)(ρ). Si e ∈ I, entonces e ∈ Cl(I). Supongamos entonces que
e /∈ I, tenemos χ
I∪{e}= χI + χe /∈ PM(+)(ρ), esto quiere decir, por la proposicio´n
2.3.1, que I ∪ {e} no es independiente, luego ρ(I ∪ {e}) = |I| = ρ(I). Esto es,
e ∈ Cl(I).
Veamos ahora que Cl(I) ⊆ sat(χ
I
). Sea e ∈ Cl(I), tenemos
ρ(I ∪ {e}) = |I| = ρ(I).
Si e ∈ I, como χ
I
(I) = |I| = ρ(I), entonces e ∈ sat(χ
I
), si e /∈ I, entonces I ∪ {e}
no es independiente, es decir, χ
I∪{e}= χI + χe /∈ PM(+)(ρ).
Debido a la proposicio´n 2.3.2, conclu´ımos que e ∈ sat(χ
I
).

Para x ∈ PM(+)(ρ) y e ∈ sat(x), recordemos que la dependencia dep(x, e) de x
respecto a e esta´ definida como
dep(x, e) =
⋂
{X ⊆ E | e ∈ X, x(X) = ρ(X)}
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Recordamos adema´s, que dep(x, e) es el u´nico elemento minimal del conjunto
D(x, e) = {X ⊆ E | e ∈ X, x(X) = ρ(X)}
Proposicio´n 2.3.4. Para χ
I
∈ PM(+)(ρ) (I ∈ I) y e ∈ Cl(I)− I, dep (χI , e) es el
u´nico circuito contenido en I ∪ {e}.
Prueba: Veamos primero que dep (χ
I
, e) ⊆ I ∪ {e}. Sea e′ ∈ dep (χ
I
, e)− {e}, por
la proposicio´n 2.1.3, χ
I
(e′) > 0, es decir, χ
I
(e′) = 1, o equivalentemente e′ ∈ I.
Tenemos entonces que dep (χ
I
, e)− {e} ⊆ I, pero como e ∈ dep (χ
I
, e), concluimos
que dep (χ
I
, e) ⊆ I ∪ {e}.
Por otro lado:
ρ
(
dep (χ
I
, e)
)
= χ
I
(
dep (χ
I
, e)
)
= | I ∩ dep (χ
I
, e) |
= | dep (χ
I
, e)− {e} | = | dep (χ
I
, e) | −1,
esto prueba que dep (χ
I
, e) es un conjunto dependiente.
Ahora, sea C un circuito tal que C ⊆ dep (χ
I
, e), si e /∈ C tenemos C ⊆
dep (χ
I
, e) − {e} ⊆ I, luego χ
I
(C) = |I ∩ C| = |C| > ρ(C), lo cual es absurdo
ya que χ
I
∈ PM(+)(ρ). Se debe tener entonces que e ∈ C. Adema´s, como C − {e} ⊆
dep (χ
I
, e)− {e} ⊆ I y C es dependiente minimal, entonces
χ
I
(C) = | I ∩ C| = |C − {e}| = ρ(C − {e})= ρ(C),
luego dep (χ
I
, e) ⊆ C, por lo tanto, dep (χ
I
, e) = C, concluye´ndose asi que dep (χ
I
, e)
es un circuito.
Finalmente, sea C un circuito contenido en I ∪ {e}, e ∈ C pues de lo contrario
se tendr´ıa C ⊆ I y por tanto C ∈ I, lo cual es absurdo. Si C 6= dep (χ
I
, e) entonces
por (C2) del teorema (1.5.2), existe C0 circuito tal que C0 ⊆
(
C ∪ dep (χ
I
, e)
)−{e},
pero como C ⊆ I ∪ {e} y dep (χ
I
, e) ⊆ I ∪ {e}, entonces necesariamente (C ∪
dep (χ
I
, e)
)−{e} ⊆ I, luego C0 es un conjunto independiente, lo cual es contradic-
torio, es decir, se debe tener C = dep (χ
I
, e). Con esto se concluye la demostracio´n.

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La anterior proposicio´n muestra que dado I ∈ I y e ∈ Cl(I)− I, existe un u´nico
circuito contenido en I∪{e}. En teor´ıa de matroides a este circuito se le suele llamar
el circuito fundamental respecto a I y e.
En el siguiente ejemplo se ilustran algunos de los resultados de esta seccio´n.
Ejemplo 2.3.1. Consideremos el matroide (E, I) donde E = {a, b, c} e
I = {∅, {a}, {b}, {c}, {a, b}, {a, c}}.
Tenemos:
ρ(∅) = 0, ρ({a}) = ρ({b}) = ρ({c}) = 1, ρ({a, b}) = ρ({a, c}) = 2,
ρ({b, c}) = 1 y ρ({a, b, c}) = 2.
P(+)(ρ) = {0, χ{a}, χ{b}, χ{c}, χ{a,b}, χ{a,c}}.
Obse´rvese por ejemplo que χ{b,c} /∈ P(+)(ρ), pues
χ{b,c}({b, c}) = 2 > 1 = ρ({b, c}).
Adema´s:
sat(χ{a}) = {a} = Cl({a})
sat(χ{b}) = {b, c} = Cl({b})
sat(χ{c}) = {b, c} = Cl({c})
sat(χ{a,b}) = {a, b, c} = Cl({a, c})
sat(χ{a,c}) = {a, b, c} = Cl({a, c})
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Sistemas Submodulares
El concepto de polimatroide puede presentarse de manera ma´s general, supri-
miendo algunas condiciones sobre la funcio´n rango y sobre el conjunto en el cual
actu´a dicha funcio´n, esto se hace a trave´s de la nocio´n de sistema submodular. En
este cap´ıtulo estudiaremos detalladamente este concepto, no so´lo presentaremos defi-
niciones y resultados ana´logos a los de polimatroides, sino que estudiaremos algunos
otros aspectos como reducciones y contracciones, estos u´ltimos tienen que ver con
modificaciones o alteraciones aplicadas a un sitema submodular, obteniendo nuevos
sistemas submodulares. En este cap´ıtulo tambie´n se desarrollan algunos ejemplos
de sistemas submodulares que se pueden encontrar dentro de la Teor´ıa de Redes,
Matrices, y otros que se derivan de las funciones co´ncavas.
3.1. Principales conceptos y resultados
Sea E un conjunto finito no vac´ıo y D ⊆ 2E una coleccio´n de subconjuntos de E
cerrado para la unio´n y la interseccio´n, es decir, para X, Y ∈ D se tiene X∪Y ∈ D y
X∩Y ∈ D. Claramente D es un ret´ıculo distributivo siendo la unio´n y la interseccio´n
sus operaciones de ret´ıculo. En la siguiente definicio´n obtenemos de manera ma´s
general la nocio´n de submodularidad.
Definicio´n 3.1.1. Sea D ⊆ 2E cerrado para la unio´n y la interseccio´n, y sea f :
33
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D −→ R. Decimos que f es una funcio´n submodular en D si para todo par X, Y ∈ D,
f(X) + f(Y ) ≥ f(X ∪ Y ) + f(X ∩ Y ).
Tenemos el siguiente lema fundamental sobre funciones submodulares en este tipo
de ret´ıculos:
Lema 3.1.1. Sea f una funcio´n submodular en un conjunto D ⊆ 2E cerrado para la
unio´n e interseccio´n. El conjunto de minimizadores de f
D0 :=
{
X ∈ D | f(X) = mı´n{f(Y ) | Y ∈ D}}
es un subret´ıculo de D
Prueba: Para cada X, Y ∈ D0 tenemos f(X) + f(Y ) ≥ f(X ∪ Y ) + f(X ∩ Y ), pero
como f(X) = f(Y ) entonces 2f(X) ≥ f(X ∪ Y ) + f(X ∩ Y ).
Por otro lado, siendo f(X) ≤ f(X ∪ Y ) y f(X) ≤ f(X ∩ Y ) concluimos que
2f(X) = f(X ∪ Y ) + f(X ∩ Y ). (3.1)
Ahora, si suponemos f(X ∪ Y ) > f(X ∩ Y ), entonces f(X ∪ Y ) + f(X ∩ Y ) >
2f(X ∩ Y ), es decir, 2f(X) > 2f(X ∩ Y ), pero esto contradice la minimalidad de
f(X). Igualmente, si f(X ∪ Y ) < f(X ∩ Y ) entonces 2f(X) > 2f(X ∪ Y ), lo cual
tambie´n es contradictorio. Se debe tener entonces que f(X ∪ Y ) = f(X ∩ Y ).
De la ecuacio´n (3.1) se concluye que f(X) = f(X ∪ Y ) = f(X ∩ Y )

Definicio´n 3.1.2. Sea D ⊆ 2E cerrado para la unio´n e interseccio´n tal que ∅, E ∈ D,
y sea f : D −→ R una funcio´n submodular en D que satisface f(∅) = 0, entonces
el par (D, f) se denomina sistema submodular en E. Se dice adema´s que f es la
funcio´n rango de (D, f) y que f(E) es el rango de (D, f).
Obse´rvese que todo polimatroide (E, ρ) es un sistema submodular, luego se pue-
den tratar de extender los conceptos relacionados con polimatroides a sitemas submo-
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dulares, esto se hace mediante algunas de las definiciones posteriores de ese cap´ıtulo.
Definicio´n 3.1.3. Sea (D, f) un sistema submodular en E, el conjunto
P (f) := {x ∈ RE | ∀X ∈ D : x(X) ≤ f(X)}
es llamado el poliedro submodular asociado al sistema submodular (D, f), y el con-
junto
B(f) := {x ∈ P (f) | x(E) = f(E)}
se llama el poliedro base asociado a (D, f). Un elemento del poliedro base es llamado
una base de (D, f) y un elemento del poliedro submodular es llamado una subbase de
(D, f).
Figura 3.1: Poliedro submodular P (f) y poliedro base B(f)
Lema 3.1.2. Para cada subbase x ∈ P (f) el conjunto
D(x) := {X ∈ D | x(X) = f(X)}
es un subret´ıculo de D.
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Prueba: La funcio´n f − x : D −→ R es una funcio´n submodular no negativa en D,
pues (f − x)(∅) = 0 y dados X, Y ∈ D se tiene:
(f − x)(X) + (f − x)(Y ) = f(X)− x(X) + f(Y )− x(Y )
≥ f(X ∪ Y )− x(X) + f(X ∩ Y )− x(Y )
= f(X ∪ Y )− x(X ∪ Y ) + f(X ∩ Y )− x(X ∩ Y )
= (f − x)(X ∪ Y ) + (f − x)(X ∩ Y )
Ahora, para X ∈ D
X ∈ D(x)⇔ x(X) = f(X)⇔ f(X)− x(X) = 0
⇔ X ∈ {X0 ∈ D | f(X0) = mı´n{(f − x)(Y ) | Y ∈ D}}
Observamos entonces que D(x) es el conjunto de minimizadores de la funcio´n
f − x. Aplicando el lema 3.1.1, conclu´ımos que D(x) es un subret´ıculo de D.

Definicio´n 3.1.4. El u´nico elemento minimal de D(x) se llama la saturacio´n de
x y es denotado por sat(x), la funcio´n sat : P (f) −→ 2E se llama la funcio´n de
saturacio´n del sistema submodular (D, f).
Observando la demostracio´n de la proposicio´n 2.1.2, se puede concluir adema´s
que
sat(x) = {e ∈ E | ∀α > 0, x+ αχe /∈ P (f)} (3.2)
Lema 3.1.3. Para cada subbase x ∈ P (f) y e ∈ sat(x), el conjunto
D(x, e) := {X ∈ D | e ∈ X, x(X) = f(X)}
es un subret´ıculo de D.
Prueba: Sea D(e) := {X ∈ D | e ∈ X}. No´tese que D(e) es un subret´ıculo de D y
para X ∈ D(e),
X ∈ D(x, e)⇔ x(X) = f(X)⇔ f(X)− x(X) = 0
⇔ X ∈ {X0 ∈ D | f(X0) = mı´n{(f − x)(Y ) | Y ∈ D(e)}}.
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Luego D(x, e) es el conjunto de minimizadores de la funcio´n submodular f − x
en el ret´ıculo distributivo D(e), y asi, por el lema 3.1.1 se concluye lo deseado.

El u´nico elemento minimal de D(x, e) se llama la dependencia de x respecto a e
y es denotado como dep(x, e). Si para cada e ∈ E − sat(x) definimos dep(x, e) = ∅,
entonces podemos definir una funcio´n dep : P (f) × E −→ 2E la cual es llamada la
funcio´n de dependencia de (D, f).
Definicio´n 3.1.5. Para cada x ∈ P (f) y e ∈ E − sat(x) definimos la capacidad de
saturacio´n asociada a x y e como:
cˆ(x, e) := min{f(X)− x(X) | e ∈ X ∈ D}
Definimos adema´s para cada x ∈ P (f), e ∈ sat(x) y e′ ∈ dep(x, e) − {e} la
capacidad de intercambio asociada con x, e y e′ como:
c˜(x, e, e′) := min{f(X)− x(X) | e ∈ X ∈ D, e′ /∈ X}
Proposicio´n 3.1.4. Sea x ∈ P (f)
i) Para e ∈ E − sat(x) y α no negativo se tiene x+ αχe ∈ P (f) sii
0 ≤ α ≤ cˆ(x, e)
ii) Para e ∈ sat(x), e′ ∈ dep(x, e)− {e} y α no negativo se tiene
x+ α(χe − χe′) ∈ P (f) sii 0 ≤ α ≤ c˜(x, e, e′).
Prueba: i) Si x+ αχe ∈ P (f), entonces x(X) + αχe(X) ≤ f(X) para todo X ∈ D.
Si e ∈ X entonces x(X) + αχe(X) = x(X) + α ≤ f(X), as´ı, α ≤ f(X)− x(X) para
todo X ∈ D con e ∈ X, es decir, α ≤ cˆ(x, e).
Rec´ıprocamente, suponga que 0 ≤ α ≤ cˆ(x, e), si x + αχe /∈ P (f), existe Y ∈ D
tal que x(Y ) + α > f(Y ), es decir, cˆ(x, e) ≥ α > f(Y )− x(Y ) con e ∈ Y , lo cual es
absurdo ya que cˆ(x, e) ≤ f(Y )− x(Y ).
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ii) Si x+ α(χe− χe′) ∈ P (f) entonces para cualquier X ∈ D tal que e ∈ X y e′ /∈ X
tenemos x(X) + α(χe(X)− χe′(X)) ≤ f(X), es decir, α ≤ f(X)− x(X), con lo que
se concluye que α ≤ c˜(x, e, e′).
Rec´ıprocamente, sea α tal que 0 ≤ α ≤ c˜(x, e, e′) y X ∈ D. Tenemos dos casos:
Caso 1) e ∈ X.
Si e′ ∈ X, entonces x(X) + α(χe − χe′)(X) = x(X) ≤ f(X).
Si e′ /∈ X, entonces x(X) + α(χe − χe′)(X) = x(X) + α ≤ f(X) (pues α ≤ f(X)−
x(X)).
Caso 2) e /∈ X.
Si e′ ∈ X, entonces x(X) + α(χe − χe′)(X) = x(X)− α ≤ f(X).
Si e′ /∈ X, entonces x(X) + α(χe − χe′)(X) = x(X) ≤ f(X).
Conclu´ımos que x+ α(χe − χe′) ∈ P (f)

Con el fin de probar que el poliedro base B(f) es siempre no vac´ıo definiremos
un orden parcial en RE: Dados x, y ∈ RE, x ≤ y sii x(e) ≤ y(e) para todo e ∈ E. El
siguiente teorema establece entonces esta propiedad del poliedro base.
Teorema 3.1.5. Sea (D, f) un sistema submodular en E, El poliedro base B(f) es
el conjunto de subbases maximales de (D, f).
Prueba: Denotemos por B′(f) al conjunto de subbases maximales de (D, f). Sean
x ∈ B(f) y y ∈ P (f) tales que x ≤ y. Si y(e) > x(e) para algu´n e ∈ E entonces
y(E) > x(E) = f(E) lo cual es absurdo. Tenemos entonces que x es maximal en
(D, f) y consecuentemente, B(f) ⊆ B′(f).
Rec´ıprocamente suponga que x ∈ B′(f), si e ∈ E y α > 0 entonces x < x+ αχe,
luego por la maximalidad de x se debe tener x + αχe /∈ P (f), as´ı por la ecuacio´n
(3.2), e ∈ sat(x). De aqu´ı, E = sat(x) o en otras palabras x(E) = f(E), con-
cluye´ndose as´ı que x ∈ B(f), es decir, B′(f) ⊆ B(f)

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A partir del teorema anterior se observa que para cada subbase x de (D, f) existe
una base y de (D, f) tal que x ≤ y, de aqu´ı B(f) 6= ∅.
Definicio´n 3.1.6. Sea D ⊆ 2E cerrado para la unio´n y la interseccio´n, una fun-
cio´n g : D −→ R se llama una funcio´n supermodular en D si −g es una funcio´n
submodular en D, es decir, para todos X, Y ∈ D se tiene:
g(X) + g(Y ) ≤ g(X ∪ Y ) + g(X ∩ Y ).
si ∅, E ∈ D y g(∅) = 0, el par (D, g) se llama un sistema supermodular en E. Una
funcio´n la cual es submodular y supermodular en D se llama un funcio´n modular en
D.
Definicio´n 3.1.7. Dado un sistema supermodular (D, g) en E, los conjuntos
P (g) := {x ∈ RE | ∀X ∈ D : x(X) ≥ g(X)}
B(g) := {x ∈ P (f) | x(E) = g(E)}
se llaman respectivamente el poliedro supermodular y el poliedro base asociados al
sistema supermodular (D, g). Un vector en P (g) es llamado una superbase y un vec-
tor en B(g) es llamado una base de (D, g).
Proposicio´n 3.1.6. Sea (D, f) un sistema submodular en E, si definimos el conjunto
D := {E−X | X ∈ D} y la funcio´n f# : D −→ R como f#(E−X) = f(E)−f(X),
(X ∈ D) entonces el par (D, f#) es un sistema supermodular en E.
Prueba: Dados X, Y ∈ D, como (E −X) ∩ (E − Y ) = E − (X ∩ Y ) y (E −X) ∪
(E − Y ) = E − (X ∪ Y ) entonces D es cerrado para uniones e intersecciones.
Por otro lado, f#(∅) = f#(E −E) = f(E)− f(E) = 0 y para Y ∈ D, f#(Y ) =
f(E)− f(E − Y ), luego para Y1, Y2 ∈ D, si Y c denota al conjunto E − Y para cada
Y ⊆ E entonces:
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f#(Y1) + f
#(Y2) = f(E)− f(E − Y1) + f(E)− f(E − Y2)
≤ f(E)− f(Y c1 ∩ Y c2 ) + f(E)− f(Y c1 ∪ Y c2 )
= f(E)− f((Y1 ∪ Y2)c) + f(E)− f((Y1 ∩ Y2)c)
= f#(Y1 ∪ Y2) + f#(Y1 ∩ Y2)

(D, f#) se llama el poliedro supermodular dual de (D, f). Igualmente se puede
definir el sistema submodular dual (D, g#) de un sistema supermodular (D, g) don-
de D y g# se definen similarmente. Tenemos adema´s el siguiente lema respecto a la
dualidad de sistemas submodulares.
Lema 3.1.7. Si (D, f) es un sistema submodular entonces B(f) = B(f#) y (f#)# =
f .
Prueba:
x ∈ B(f)⇔ x(X) ≤ f(X) para todo X ∈ D y x(E) = f(E)
⇔ x(E − Y ) ≤ f(E − Y ) para todo Y ∈ D y x(E) = f(E)
⇔ x(E)− x(Y ) ≤ f(E − Y ) para todo Y ∈ D y x(E) = f(E)
⇔ x(Y ) ≥ x(E)− f(E − Y ) para todo Y ∈ D y x(E) = f(E)
⇔ x(Y ) ≥ f(E)− f(E − Y ) para todo Y ∈ D y x(E) = f(E)
⇔ x(Y ) ≥ f#(Y ) para todo Y ∈ D y x(E) = f(E)
⇔ x ∈ B(f#).
Por otro lado,
(f#)#(X) = f#(E)− f#(E −X) = f(E)− f(∅)− f(E) + f(E − (E −X))
= f(X), y como D = D, se concluye lo deseado.

3.2. Reducciones y contracciones
A partir de un sistema submodular arbitrario se pueden generar nuevos siste-
mas submodulares de diferentes maneras, aqu´ı utilizamos un elemento del ret´ıculo
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asociado para generar nuevos sistemas submodulares llamados reducciones y con-
tracciones. Adema´s, los resultados de esta seccio´n, tienen vital importancia para la
teor´ıa desarrollada en el cap´ıtulo 4.
Definicio´n 3.2.1. Sea (D, f) un sistema submodular en un conjunto E y A ∈ D,
definimos DA := {X ∈ D | X ⊆ A} y fA(X) := f(X) para cada X ∈ DA. El
par (DA, fA) es claramente un sistema submodular y es llamado la reduccio´n o la
restriccio´n de (D, f) al conjunto A. Este sistema submodular es denotado tambie´n
como (D, f) · A.
Definicio´n 3.2.2. Sea A ∈ D, definimos DA := {X − A | A ⊆ X ∈ D} y fA(X) :=
f(X ∪A)−f(A), para (X ∈ DA), o de la misma manera, fA(X−A) = f(X)−f(A)
para A ⊆ X ∈ D.
Proposicio´n 3.2.1. Para cada A ∈ D, (DA, fA) es un sistema submodular en E−A.
Prueba: Para X, Y ∈ D con A ⊆ X, A ⊆ Y tenemos A ⊆ X ∪ Y , A ⊆ X ∩ Y ,
(X − A) ∪ (Y − A) = (X ∪ Y )− A y (X − A) ∩ (Y − A) = (X ∩ Y )− A, luego DA
es cerrado para uniones e intersecciones, adema´s
fA(X − A) + fA(Y − A) = f(X)− f(A) + f(Y )− f(A)
≥ f(X ∪ Y )− f(A) + f(X ∩ Y )− f(A)
= fA((X ∪ Y )− A) + fA((X ∩ Y )− A)
Como vemos fA es submodular en DA

El sistema submodular (DA, fA) es llamado la contraccio´n de (D, f) por A y
es denotado tambie´n como (D, f)/A. Un sistema submodular obtenido de repetidas
reducciones y contracciones es llamado un menor de (D, f). Tenemos el siguiente
resultado en relacio´n a reducciones y contracciones.
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Lema 3.2.2. Sea (D, f) un sistema submodular en un conjunto E, sea xA una base
de la reduccio´n (D, f) · A y xA una base de la contraccio´n (D, f)/A, entonces la
suma directa xˆ = xA ⊕ xA definida por
xA ⊕ xA (e) =
xA(e) si e ∈ AxA(e) si e ∈ E − A (3.3)
es una base de (D, f). Rec´ıprocamente, para cada base xˆ de (D, f) satisfaciendo
xˆ(A) = f(A), restringiendo xˆ en A (o en E − A) se obtiene una base de (D, f) · A
(o de (D, f)/A).
Prueba: Si xA es una base de (D, f) · A y xA es una base de (D, f) · A, entonces
para cada X ∈ D tenemos:
xˆ(X) = xˆ(X ∩ A) + xˆ(X − A) = xA(X ∩ A) + xA(X − A)
≤ fA(X ∩ A) + fA(X − A) = f(X ∩ A) + f(X ∪ A)− f(A)
≤ f(X)
adema´s,
xˆ(E) = xˆ(A) + xˆ(E − A) = x(A) + xA(E − A)
= f(A) + fA(E − A) = f(A) + f(E)− f(A)
= f(E)
Luego como vemos xˆ es una base de (D, f).
Rec´ıprocamente, si xˆ es una base de (D, f) y satisface xˆ(A) = f(A), entonces
para cada X ∈ DA y Y ∈ DA tenemos xA(X) = xˆ(X) ≤ f(X) y
xA(Y ) = xˆ(Y ∪ A)− xˆ(A)
≤ f(Y ∪ A)− f(A)
≤ f(Y )− f(Y ∩ A)
= f(Y )− f(∅) = f(Y )

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3.3. Ejemplos de sistemas submodulares:
Adema´s de los polimatroides, los cuales son tambie´n sistemas submodulares, te-
nemos los siguientes ejemplos de sistemas submodulares no polimatroidales.
Ejemplo 3.3.1. (Funciones Corte)
Sea N = (G = (V,A) , c , c ) una red capacitada con grafo fundamental G =
(V,A) y funciones de capacidad inferior y superior c : A −→ R ∪ {−∞} y c : A −→
R∪{∞} con c(a) ≤ c(a) para todo a ∈ A. Definimos la funcio´n Kc, c : 2V −→ R∪{∞}
como:
Kc, c (U) =
∑
a∈∆+U
c(a)−
∑
a∈∆−U
c(a)
para cada U ⊆ V . Aqu´ı, ∆+U es el conjunto de arcos que salen de U en G y ∆−U
es el conjunto de arcos entrando a U en G. Para cada U,W ∈ 2V tal que Kc, c (U) <∞
y Kc, c (W ) < ∞ tenemos Kc, c (U ∪W ) < ∞ y Kc, c (U ∩W ) < ∞, ya que siendo
Kc, c (U) < ∞ entonces c(a) < ∞ para cada a ∈ ∆+U y c(a) > −∞ para cada
a ∈ ∆−U , adema´s ∆+(U ∪W ) ⊆ (∆+U)∪ (∆+W ) y ∆+(U ∩W ) ⊆ (∆+U)∩ (∆+W )
(La misma propiedad se tiene para ∆−). Luego como vemos, el conjunto D(c, c) de-
finido como
D(c, c) = {U ⊆ V | Kc, c (U) <∞}
es cerrado para uniones e intersecciones, obse´rvese que adema´s ∅, V ∈ D(c, c). Se
puede ver tambie´n, realizando los ca´lculos cuidadosamente que para U,W ∈ D(c, c)
tenemos
Kc, c (U) +Kc, c (W )−Kc, c (U ∪W )−Kc, c (U ∩W )
=
∑
a∈∆+(U−W )∩∆−(W−U)
c(a) −
∑
a∈∆−(W−U)∩∆+(U−W )
c(a)
+
∑
a∈∆+(W−U)∩∆−(U−W )
c(a) −
∑
a∈∆−(U−W )∩∆+(W−U)
c(a)
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=
∑
{c(a)− c(a) | a ∈ A, ∂+a ∈ U −W, ∂−a ∈ W − U}
+
∑
{c(a)− c(a) | a ∈ A, ∂−a ∈ U −W, ∂+a ∈ W − U}
≥ 0
es decir, Kc, c es una funcio´n submodular en D(c, c), con Kc, c (∅) = Kc, c (V ) = 0,
o en otras palabras, (D(c, c),Kc, c) es un sistema submodular que claramente es no
polimatroidal pues por ejemplo Kc, c puede tomar valores negativos y en general no
es mono´tona no decreciente. La funcio´n Kc, c es llamada la funcio´n corte asociada a
la red N .
Un flujo factible ϕ en N es una funcio´n ϕ : A −→ R tal que c(a) ≤ ϕ(a) ≤ c(a)
para cada a ∈ A, recordemos que la frontera ∂ϕ : V −→ R de ϕ esta´ definida como:
∂ϕ(v) =
∑
a∈ δ+v
ϕ(a)−
∑
a∈ δ−v
ϕ(a) (v ∈ V )
Definimos adema´s el conjunto de funciones frontera de flujos factibles de la red
N como:
∂Φ := {∂ϕ | ϕ es flujo factible en N}
Si B(Kc, c) denota al poliedro base del sistema submodular (D(c, c),Kc, c) enton-
ces tenemos ∂Φ = B(Kc, c).
En efecto, sea ϕ : A −→ R tal que para todo a ∈ A, c(a) ≤ ϕ(a) ≤ c(a), para
cada U ⊆ V se tiene
∂ϕ(U) =
∑
v∈U
∂ϕ(v) =
∑
a∈∆+U
ϕ(a)−
∑
a∈∆−U
ϕ(a)
pues si a ∈ A es tal que ∂+(a) y ∂−(a) esta´n en U entonces los te´rminos ϕ(a) y
−ϕ(a) aparecen cada uno una so´la vez en el ca´lculo de ∂ϕ(U), luego estos te´rminos
se cancelara´n.
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Ahora, como c(a) ≤ ϕ(a) ≤ c(a) entonces −ϕ(a) ≤ −c(a) para cada a ∈ A, luego
∂ϕ(U) =
∑
a∈∆+U
ϕ(a)−
∑
a∈∆−U
ϕ(a)
≤
∑
a∈∆+U
c(a)−
∑
a∈∆−U
c(a) = Kc, c (U)
y como ∂ϕ(V ) = Kc, c (V ) = 0 entonces hemos mostrado que ∂Φ ⊆ B(Kc, c)
Rec´ıprocamente, sea x ∈ B(Kc, c), considere un nuevo ve´rtice s /∈ V con nuevos
arcos (s, v) para cada v ∈ V , definimos c(s, v) = c(s, v) = x(v) para cada v ∈ V .
Denotamos esta nueva red como
N ′ = (G′ = (V ∪ {s}, A ∪ {(s, v) : v ∈ V }), c, c)
Por el teorema 1.3.1 (Hoffman) existe una circulacio´n factible ϕ en N si y so´lo si
para todo U ⊆ V ∪ {s} se tiene∑
a∈∆+U
c(a) ≥
∑
a∈∆−U
c(a)
donde ∆+U y ∆−U se toman respecto a G′. Pero esta u´ltima desigualdad se tiene,
ya que para U ⊆ V ∪ {s}, si s /∈ U∑
a∈∆+U
en G′
c(a) ≥
∑
a∈∆−U
en G′
c(a)⇔
∑
a∈∆+U
en G
c(a) ≥
∑
a∈∆−U
en G
c(a) +
∑
v∈U
x(v)
⇔
∑
v∈U
x(v) ≤
∑
a∈∆+U
en G
c(a)−
∑
a∈∆−U
en G
c(a)
⇔ x(U) ≤ Kc, c (U)
Pero la u´ltima desigualdad se tiene ya que x ∈ B(Kc, c). En el caso en que s ∈ U ,
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sea U0 = U − {s}, tenemos:∑
a∈∆+U
en G′
c(a) ≥
∑
a∈∆−U
en G′
c(a)⇔
∑
a∈∆+U0
en G
c(a) +
∑
v∈V−U0
x(v) ≥
∑
a∈∆−U
en G
c(a)
⇔
∑
a∈∆+U0
en G
c(a) + x(V )− x(U0) ≥
∑
a∈∆−U
en G
c(a)
⇔
∑
a∈∆+U0
en G
c(a)−
∑
a∈∆−U0
en G
c(a) ≥ x(U0)−Kc, c (V )
⇔ Kc, c (U0) ≥ x(U0).
Restringiendo ϕ a A obtenemos un flujo factible en N cuya frontera es igual a x.
Ejemplo 3.3.2. (Funciones submodulares derivadas de funciones co´ncavas)
Sea E un conjunto finito y g : E −→ R, definamos la funcio´n f : 2E −→ R
por f(X) = g(|X|) para X ⊆ E. Por el teorema 1.1.2 f es una funcio´n submodular
en 2E. Luego como f(∅) = 0 el par (2E, f) es un sistema submodular en E que
generalmente no es polimatroidal ya que g no necesariamente es no decreciente.
Un sistema submodular de este tipo se puede derivar del concepto de mayoriza-
cio´n:
Dado un vector x ∈ RE ordenemos las componentes x(e) (e ∈ E) en orden
descendente, y para i = 1, 2, ..., |E|, denotemos por x[i] al ie´simo elemento en el
orden descrito. Dados dos vectores x, y ∈ RE, decimos que x es mayorizado por y si
k∑
i=1
x[i] ≤
k∑
i=1
y[i] (k = 1, 2, ..., |E| − 1) y
|E|∑
i=1
x[i] =
|E|∑
i=1
y[i]
Definamos ahora para y ∈ RE la funcio´n fy : 2E −→ R por
Cap´ıtulo 3. Sistemas Submodulares 47
fy(X) :=
|X|∑
i=1
y[i]
es decir, fy(X) = g(|X|) donde g(n) =
∑n
i=1 y[i]. Para ver que g es una funcio´n
co´ncava basta ver que g(n+ 1)− g(n) ≥ g(n+ 2)− g(n+ 1) para n = 1, 2, ...|E| − 2.
Esto se puede verificar fa´cilmente:
g(n+ 1)− g(n) =
n+1∑
i=1
y[i] −
n∑
i=1
y[i] = y[n+1]
de igual manera, g(n+ 2)− g(n+ 1) = y[n+2], pero por hipo´tesis y[n+1] ≥ y[n+2].
De aqu´ı se concluye que (2E, fy) es un sistema submodular.
Otra observacio´n que tenemos es que un vector x ∈ RE es mayorizado por el
vector y si y so´lo si x ∈ B(fy), en efecto, si x es mayorizado por y entonces para
X ⊆ E,
x(X) =
∑
e∈X
x(e) =
|X|∑
i=1
x[i] ≤
|X|∑
i=1
y[i] = fy(X)
en donde para el caso X = E se tiene claramente la igualdad. Se concluye que
x ∈ B(fy).
Rec´ıprocamente, si x ∈ B(fy) entonces para X ⊆ E se tiene x(X) ≤ fy(X), es
decir,
|X|∑
i=1
x[i] ≤
|X|∑
i=1
y[i]
y como x(E) = fy(E) entonces
|E|∑
i=1
x[i] =
|E|∑
i=1
y[i]
luego x es mayorizado por y.
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Ejemplo 3.3.3. (Matrices Monge)
Sea A = [aij]m×n una matriz de taman˜o m × n. Decimos que A es una ma-
triz Monge si para p, q, r, s tales que 1 ≤ p < q ≤ m y 1 ≤ r < s ≤ n te-
nemos aps + aqr ≥ aqs + apr. Sea M la suma directa entre el conjunto fila R =
{1, 2, ..,m} y el conjunto columna C = {1, 2, ..., n}, es decir, M = R ⊕ C =
{(1, 1), (1, 2), ..., (1,m), (2, 1), (2, 2), ..., (2, n)}. Para i ∈ R y j ∈ C definimos R(i) =
{i′ | 1 ≤ i′ ≤ i} y C(j) = {j′ | 1 ≤ j′ ≤ j} y definimos adema´s I(i, j) = R(i)⊕C(j).
El conjunto D := {I(i, j) | 1 ≤ i ≤ m, 1 ≤ j ≤ n} ∪ {∅} es cerrado para uniones
e intersecciones ya que si I(i, j), I(k, l) ∈ D entonces
I(i, j) ∩ I(k, l) = I(mı´n{i, k},mı´n{j, l}) e
I(i, j) ∪ I(k, l) = I(ma´x{i, k},ma´x{j, l})
Si definimos f : D −→ R por f(I(i, j)) = aij y f(∅) = 0 entonces f es una
funcio´n submodular en D, en efecto, si X = I(i, j) y Y = I(k, l) son elementos en D
entonces tenemos tres casos:
Caso 1: i = k.
Si j = l entonces f(X) + f(Y ) = aij + aij = f(X ∪ Y ) + f(X ∩ Y )
Si j < l entonces f(X) + f(Y ) = aij + ail = f(X ∩ Y ) + f(X ∪ Y )
Si j > l entonces f(X) + f(Y ) = aij + ail = f(X ∪ Y ) + f(X ∩ Y )
Caso 2: i < k.
Si j = l entonces f(X) + f(Y ) = aij + akj = f(X ∩ Y ) + f(X ∪ Y )
Si j < l entonces f(X) + f(Y ) = aij + akl = f(X ∩ Y ) + f(X ∪ Y )
Si j > l entonces f(X) + f(Y ) = aij + akl ≥ ail + akj
= f(X ∩ Y ) + f(X ∪ Y )
Caso 3: i > k.
En este caso se tiene tambie´n f(X) + f(Y ) ≥ f(X ∩ Y ) + f(X ∪ Y ) (por los
casos anteriores).
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Conclu´ımos entonces que el par (D, f) es un sistema submodular.
Cap´ıtulo 4
Algoritmo Greedy
Dado un sistema submodular (D, f) y una funcio´n cualquiera w : E −→ R,
consideremos el problema de optimizacio´n lineal:
Pw : Minimizar
∑
e∈E
w(e)x(e) sujeto a x ∈ B(f) (4.1)
Obse´rvese que la condicio´n x ∈ B(f) esta´ determinada por el conjunto de de-
sigualdades y una igualdad:
x(X) ≤ f(X) (X ∈ D)
x(E) = f(E)
por lo tanto Pw es un problema t´ıpico de optimizacio´n lineal.
Para el problema Pw de la ecuacio´n (4.1), la funcio´n w es llamada la funcio´n de
peso de Pw y una solucio´n o´ptima de Pw es llamada una base de mı´nimo peso de
(D, f) respecto a w. As´ı mismo, una base de ma´ximo peso de (D, f) respecto a w es
una solucio´n o´ptima del problema P−w.
El objetivo de este cap´ıtulo es resolver este problema, veremos que la existencia
de la solucio´n o´ptima depende de algunas propiedades que debe tener por un lado el
sistema submodular (D, f), y por otro la funcio´n de peso w, es por ello que tendremos
50
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que presentar en principio algunos resultados relacionados con ret´ıculos distributivos
y posets, adema´s de algunas propiedades del poliedro base que son inducidas por ca-
racter´ısticas propias del ret´ıculo distributivo D. Una vez verificadas las condiciones
sobre el sistema submodular (D, f) y la funcio´n de peso w, se probara´ la existencia
de la solucio´n o´ptima y se presentara´ un algoritmo, denominado el algoritmo greedy
o ”voraz”[1] que determina dicha solucio´n. Este algoritmo depende en principio de
hallar extensiones lineales de un poset P (o´rdenes totales que preservan el orden en
P), dichas extensiones deben tener adema´s ciertas caracter´ısticas relacionadas con
la funcio´n de peso w. El algoritmo presentara´ en seguida y directamente, las coor-
denadas de una solucio´n o´ptima. Cabe destacar que aunque los algoritmos greedy
generalmente no conducen siempre a una solucio´n o´ptima, en este caso en particular
el algoritmo si exhibira´ una solucio´n o´ptima.
Finalmente, presentaremos un ejemplo ilustrando los resultados del cap´ıtulo.
De aqu´ı en adelante, cuando hablemos de un ret´ıculo distributivo D ⊆ 2E asu-
miremos que las operaciones de ret´ıculo son la unio´n y la interseccio´n de conjuntos.
4.1. Ret´ıculos distributivos y posets.
Definicio´n 4.1.1. Sea D ⊆ 2E un ret´ıculo distributivo con ∅, E ∈ D. Un conjunto
C = {S0, S1, ...Sk} de elementos de D tales que S0 ⊂ S1 ⊂ ... ⊂ Sk es llamado una
cadena en D, decimos adema´s que k es la longitud de C. Si no existe una cadena en
D que contiene a C como subconjunto propio, entonces decimos que C es una cadena
maximal de D.
Definicio´n 4.1.2. Para cada e ∈ E definimos el conjunto
D(e) :=
⋂
{X ∈ D | e ∈ X}
Obse´rvese que D(e) es el u´nico elemento minimal de D que contiene a e y que
para cada e′ ∈ D(e) se tiene D(e′) ⊆ D(e).
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Sea G(D) = (E,A(D)) un grafo dirigido cuyo conjunto de ve´rtices es E y cuyo
conjunto de aristas es el conjunto A(D) definido como:
A(D) := {(e, e′) | e ∈ E, e′ ∈ D(e)}
Descompongamos el grafo G(D) en componentes fuertemente conexas Gi =
(Fi, Ai), (i ∈ I). Sea D el orden parcial en el conjunto de componentes fuerte-
mente conexas inducido por la descomposicio´n. Si (e, e′) y (e′, e′′) esta´n en A(D)
entonces (e, e′′) esta´ en A(D), esto implica que para cada dos ve´rtices e1, e2 en una
componente Gi, el arco (e1, e2) esta´ en Gi. Luego adema´s, si Gi D Gj para algunos
i, j ∈ I entonces existe un arco de cada ve´rtice de Gj a cada ve´rtice de Gi.
Si definimos el conjunto Π(D) = {Fi | i ∈ I}, entonces Π(D) es una particio´n de
E, luego el orden parcial D se puede inducir al conjunto Π(D) identificando Gi con
Fi para cada i ∈ I.
Ejemplo 4.1.1. Sea E = {1, 2, 3, 4, 5} y D = {∅, E, {1, 2}, {1, 2, 3}, {1, 2, 4, 5}}, el
grafo G(D) y su descomposicio´n se pueden ver en la siguiente figura:
Figura 4.1: Descomposicio´n del grafo asociado a D.
Aqu´ı F1 = {1, 2}, F2 = {3} y F3 = {4, 5}, obse´rvese que F1 D F2 y F1 D F3.
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Definicio´n 4.1.3. El poset P(D) = (Π(D),D ) es llamado el poset derivado del
ret´ıculo distributivo D.
Recordemos que un ideal de un poset arbitrario P = (P,) es un conjunto J ⊆ P
tal que para cada e, e′ ∈ D tenemos e  e′ ∈ J ⇒ e ∈ J .
En relacio´n al poset P(D) de la definicio´n anterior tenemos el siguiente teorema:
Teorema 4.1.1. (Birkhoff) Sea D ⊆ 2E un ret´ıculo distributivo con ∅, E ∈ D, para
el poset P(D) se tiene:
i) Para cada ideal J de P(D)
⋃
{F | F ∈ J} ∈ D
ii) Dado X ∈ D existe un ideal J de P(D) tal que
X =
⋃
{F | F ∈ J}
Prueba: (i) Sea X =
⋃{F | F ∈ J}. Afirmamos que D(e) ⊆ X para todo e ∈ X.
En efecto, si e′ ∈ D(e) entonces (e, e′) ∈ A(D) y como e ∈ X, entonces e ∈ F
para algu´n F ∈ J . Si e′ ∈ F entonces e′ ∈ X, suponga entonces que e /∈ F y sea
Fi ∈ Π(D) con Fi 6= F , tal que e′ ∈ Fi. (e, e′) es un camino dirigido de un ve´rtice de
F a un ve´rtice de Fi, con lo cual Fi D F , de aqu´ı, Fi ∈ J , luego e′ ∈ X. Se concluye
que D(e) ⊆ X.
La afirmacio´n anterior nos permite escribir X =
⋃{D(e) | e ∈ X} y de aqu´ı,
X ∈ D.
(ii) Dados X ∈ D y F ∈ Π(D), ellos no se cruzan, es decir, F ⊆ X o F ⊆ E−X,
en efecto:
Caso 1) Supongamos que F ∩X = ∅. Sea e ∈ F ∩X, si e′ ∈ F entonces e′ ∈ D(e)
(pues F ∈ Π(D)), pero D(e) ⊆ X, es decir, e′ ∈ X. En otras palabras F ⊆ X.
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Caso 2) Si F ∩X 6= ∅ entonces F ⊆ E −X.
Definiendo J = {F ∈ Π(D) | F ⊆ X} entonces J es una particio´n de X y cla-
ramente X =
⋃{F | F ∈ J}. Por otro lado, sean F1, F2 ∈ Π(D) tales que F2 ⊆ X
y F1 D F2. Si e′ ∈ F1, para e ∈ F2 tenemos (e, e′) ∈ A(D), luego e′ ∈ D(e), pero
como e ∈ X entonces D(e) ⊆ X, as´ı, e′ ∈ X o en otras palabras F1 ⊆ X. De aqu´ı,
que J es el ideal deseado.

El teorema anterior nos muestra que hay una correspondencia uno a uno entre
D y el conjunto de todos los ideales de P(D). El siguiente teorema muestra tambie´n
una correspondencia importante entre conjuntos.
Teorema 4.1.2. Hay una correspondencia uno a uno entre el conjunto de ret´ıculos
distributivos D ⊆ 2E con ∅, E ∈ D, y el conjunto de posets P = (P,) en particiones
de E
Prueba: Hemos visto que dado un ret´ıculo distributivo D ⊆ 2E con ∅, E ∈ D, P(D)
es un poset en una particio´n de E. Ahora, sea P = (P,) un poset en una particio´n
de E, si definimos
D(P) := {J˜ | J es un ideal de P}
en donde J˜ :=
⋃{F | F ∈ J}, entonces D(P) es un ret´ıculo distributivo con ∅, E ∈
D(P), en efecto, sean X˜, Y˜ ∈ D(P), existen X, Y ideales de P tales que X˜ = ⋃{F |
F ∈ X} y Y˜ = ⋃{F | F ∈ Y }. X ∪ Y es un ideal de P y X˜ ∪ Y˜ = ⋃{F | F ∈
X ∪ Y } ∈ D(P), para probar que X˜ ∩ Y˜ ∈ D(P) observamos que
x ∈ X˜ ∩ Y˜ ⇔ x ∈ F para algu´n F ∈ X y x ∈ G para algu´n G ∈ Y
⇔ x ∈ F ∩G para algunos F ∈ X,G ∈ Y
⇔ x ∈ ⋃{H | H ∈ I}
en donde I = {F ∩G | F ∈ X,G ∈ Y }. Pero claramente I = X ∩Y ya que P es una
particio´n en E, concluye´ndose as´ı, que X˜ ∩ Y˜ ∈ D(P).
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El teorema 4.1.1 nos indica adema´s que P(D(P)) = P . Tambie´n podemos ver que
la aplicacio´n que asigna a cada D su poset derivado P(D) es una correspondenca uno
a uno, pues si D1 y D2 son ret´ıculos distributivos con ∅, E ∈ D1 ∩ D2 y suponemos
P(D1) = P(D2), entonces por el teorema 4.1.1:
D1 = {J˜ | J es un ideal de P(D1)}
= {J˜ | J es un ideal de P(D2)} = D2

Otro importante resultado se presenta a continuacio´n:
Teorema 4.1.3. Dado un ret´ıculo distributivo D ⊆ 2E con ∅, E ∈ D. Si
C : ∅ = S0 ⊂ S1 ⊂ ... ⊂ Sk = E
es una cadena maximal arbitraria de D, entonces
Π(D) = {Si − Si−1 | i = 1, 2, ..., k} (4.2)
Prueba: Sea j ∈ {1, 2, ..., k} y e1, e2 ∈ Sj − Sj−1 tales que e2 /∈ D(e1), tenemos
entonces que
C : ∅ = S0 ⊂ S1 ⊂ ... ⊂ Sj−1 ⊂ Sj−1 ∪D(e1) ⊂ Sj ⊂ ... ⊂ Sk = E
es una cadena que contiene a C y que es distinta de C, lo cual es absurdo ya que C
es maximal, esto implica que Sj − Sj−1 ⊆ F0 para algu´n F0 ∈ Π(D).
Por otro lado sea F ∈ Π(D) y j ∈ {1, 2, ..., k} tal que Sj es el mı´nimo conjunto de
C que contiene a F , como Sj −Sj−1 ∩F 6= ∅ y Π(D) es una particio´n de E entonces
por la primera observacio´n de esta prueba se debe tener Sj − Sj−1 ⊆ F , pero si
existe un elemento e ∈ F tal que e /∈ Sj − Sj−1 entonces para cada e′ ∈ Sj − Sj−1
tenemos e′ ∈ D(e) ⊆ Sj, lo cual es absurdo. Conclu´ımos entonces que F = Sj −Sj−1
y as´ı Π(D) ⊆ {Si−Si−1 | i = 1, 2, ..., k}, pero siendo ambos conjuntos particiones de
E, necesariamente se tiene la igualdad (4.2).
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
Definicio´n 4.1.4. Un ret´ıculo distributivo D es llamado simple si la particio´n Π(D)
esta´ compuesta de singletons, es decir Π(D) = {{e} : e ∈ E}. Un sistema sub-
modular (D, f) en donde D es un ret´ıculo distributivo simple es llamado un sistema
submodular simple.
Para un ret´ıculo distributivo simple D, podemos considerar entonces a P(D) co-
mo un poset en E y escribimos P(D) = (E,D). Rec´ıprocamente, dado un poset
P = (E,) en E, el conjunto de todos ideales de P forman un ret´ıculo distributivo
D ⊆ 2E el cual es simple ya que para e ∈ E, se tiene D(e) = {e′ ∈ E | e′  e},
luego si e′ ∈ D(e) y e ∈ D(e′) entonces e  e′ y e′  e, as´ı e = e′ concluye´ndose que
Π(D) = {{e} : e ∈ E}. En este caso escribimos D = 2P .
Teorema 4.1.4. Dado un sistema submodular arbitrario (D, f) en E, si definimos
X̂ := {F ∈ Π(D) | F ⊆ X} para cada X ∈ D,
D̂ := {X̂ | X ∈ D} y f̂(X̂) := f(X) (X ∈ D), entonces (D̂, f̂) es un sistema
submodular simple en Π(D) y es llamado la simplificacio´n de (D, f).
Prueba: Si escribimos P = (Π(D), D ) entonces hemos visto que D(P) = {J | J
es un ideal de P} es un ret´ıculo simple en Π(D), pero D(P) = D̂ ya que si J ∈ D(P),
por el teorema 4.1.1, X =
⋃{F | F ∈ J} ∈ D, y claramente J = X̂, es decir, J ∈ D̂.
Rec´ıprocamente, si X̂ ∈ D̂, entonces X̂ = {F ∈ Π(D) | F ⊆ X} para algu´n X ∈
D, luego por el teorema 4.1.1 existe un ideal J de P(D) tal que X = ⋃{F | F ∈ J},
pero esta u´ltima es una unio´n disyunta de elementos de Π(D), luego necesariamente
X̂ = J , es decir, X̂ ∈ D(P).
La submodularidad de f̂ se deriva de la submodularidad de f .

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4.2. Algoritmo greedy
En esta seccio´n presentaremos el algoritmo greedy que soluciona el problema Pw
de la ecuacio´n (4.1), aunque antes de ello presentaremos, utilizando la teor´ıa desarro-
llada en la seccio´n anterior, algunas propiedades del poliedro base B(f) en te´rminos
de las propiedades del ret´ıculo distributivo D as´ı como algunos resultados que no
so´lo permiten simplificar el problema, sino que garantizan, bajo algunas condiciones,
la existencia de la solucio´n o´ptima.
Teorema 4.2.1. El poliedro base B(f) de un sistema submodular (D, f) es puntia-
gudo (es decir, tiene al menos un punto extremo) sii D es simple, en otras palabras
D = 2P para algu´n poset P = (E,).
Prueba: Del lema 1.4.1, un poliedro es puntiagudo si y so´lo si su cono caracter´ıstico
no contiene ninguna recta, para el caso del poliedro base B(f), su cono caracter´ıstico
sera´ el conjunto solucio´n del sistema de desigualdades y una ecuacio´n:
x(X) ≤ 0 (X ∈ D)
x(E) = 0
luego tambie´n a partir del lema 1.4.1, B(f) es puntiagudo sii el sistema de ecuaciones
x(X) = 0 (X ∈ D) (4.3)
tiene u´nica solucio´n x = 0. Podemos ver que (4.3) es equivalente al sistema:
x(F ) = 0 (F ∈ Π(D)) (4.4)
En efecto, para X ∈ D, por el teorema 4.1.1, X = ⋃{F | F ∈ J} para algu´n ideal
J de P(D), luego si x(F ) = 0 para todo F ∈ Π(D) entonces x(X) = 0 para todo
X ∈ D (pues x(X) = ∑F∈J x(F )). Rec´ıprocamente, suponga que x(X) = 0 para
todo X ∈ D, sea
C : ∅ = S0 ⊂ S1 ⊂ ... ⊂ Sk = E
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una cadena maximal. Dado F ∈ Π(D) por el teorema 4.1.3, F = Si−Si−1 para algu´n
i ∈ {1, 2, ..., k}, luego como x es modular,
0 = x(Si) = x((Si − Si−1) ∪ Si−1) = x(Si − Si−1) + x(Si−1)
= x(Si − Si−1) = x(F ),
y as´ı se concluye que (4.3) es equivalente a (4.4).
Por otro lado, el sistema (4.4) tiene u´nica solucio´n x = 0 sii |F | = 1 para todo
F ∈ Π(D), esto se comprueba observando que Fi∩Fj = ∅ para Fi, Fj ∈ Π(D) (i 6= j)
y si F = {e1, e2, ...ep} con p ≥ 2 entonces x(e1) + x(e2) + . . . + x(ep) = 0 es una
ecuacio´n independiente en (4.4) que tiene infinitas soluciones.
Concluimos que D debe ser simple.

Teorema 4.2.2. El poliedro base B(f) es acotado sii D = 2E.
Prueba: Supongamos queB(f) es acotado y queD 6= 2E, existen elementos distintos
e, e′ ∈ E tales que e′ ∈ D(e), luego dada cualquier base x ∈ B(f) el rayo {x+α(χe−
χe′) | α ≥ 0} esta´ contenido en B(f) ya que para cada X ∈ D, si e ∈ X, entonces
e′ ∈ X, luego
x(X) + α(χe(X)− χe′(X)) = x(X) ≤ f(X),
si e /∈ X, entonces
x(X) + α(χe(X)− χe′(X)) = x(X)− αχe′(X) ≤ x(X) ≤ f(X),
adema´s, x(E)+α(χe(E)−χe′(E)) = x(E) = f(E). Se comprueba entonces que B(f)
no es acotado, lo cual es contradictorio.
Rec´ıprocamente, supongamos que D = 2E. Si e ∈ E, escribamos a E en la forma
E = {e, e1, e2, ...en}, el sistema{
x(e) ≤ f({e}) (e ∈ E)
x(E) = f(E)
(4.5)
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es equivalente al sistema 
x(e) ≤ f({e})
x(ei) ≤ f({ei})
x(E) = f(E)
(4.6)
luego si x es solucio´n de este sistema entonces
n∑
i=1
x(ei) ≤
n∑
i=1
f({ei})
con lo cual
0 ≥
n∑
i=1
x(ei)−
n∑
i=1
f({ei})
as´ı,
x(e) ≥ x(e) +
n∑
i=1
x(ei)−
n∑
i=1
f({ei})
es decir,
x(e) ≥ x(E)−
n∑
i=1
f({ei})
o en otras palabras,
x(E)−
n∑
i=1
f({ei}) ≤ x(e) ≤ f({e}) ≤ ma´x
e′∈E
f({e′})
y como e es un elemento arbitrario en E, esta u´ltima desigualdad prueba que el
conjunto solucio´n de (4.5) es acotado.
Finalmente, como B(f) esta´ contenido en el conjunto solucio´n de (4.5) conclu´ımos
que B(f) es acotado.

Tenemos el siguiente teorema en relacio´n a la solucio´n del problema Pw de la
ecuacio´n (4.1).
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Teorema 4.2.3. Suponga que un sistema submodular (D, f) no es simple y que
existe F ∈ Π(D) tal que para algunos e′, e′′ ∈ F se tiene w(e′) 6= w(e′′), entonces el
problema Pw no tiene solucio´n o´ptima.
Prueba: Sean e′, e′′ diferentes tales que e′, e′′ ∈ F ∈ Π(D) y w(e′) 6= w(e′′). Sea
x ∈ B(f) tal que x es solucio´n del problema Pw, es decir, la expresio´n
∑
e∈E
w(e)x(e) =
{ ∑
e∈E
e6=e′,e′′
w(e)x(e)
}
+w(e′)x(e′) + w(e′′)x(e′′)
es mı´nima en B(f). Supongamos sin pe´rdida de generalidad que w(e′) < w(e′′),
entonces para α > 0 se tiene:∑
e∈E
w(e)
(
x(e) + α
(
χe′(e)− χe′′(e)
))
=
{ ∑
e∈E
e 6=e′,e′′
w(e)x(e)
}
+w(e′)
(
x(e′) + α
)
+w(e′′)
(
x(e′′)− α)
=
{ ∑
e∈E
e 6=e′,e′′
w(e)x(e)
}
+w(e′)x(e′) + w(e′′)x(e′′) +
(
w(e′)− w(e′′))α
<
∑
e∈E
w(e)x(e)
pero esto es absurdo ya que x + α(χe′ − χe′′) ∈ B(f). Esto u´ltimo se comprueba
observando que para cada X ∈ D, si e′ ∈ X, entonces e′′ ∈ X (pues e′′ ∈ D(e′)),
luego x(X) + α(χe′(X)− χe′′(X)) = x(X) ≤ f(X). De aqu´ı, si e′ /∈ X entonces
x(X) + α(χe′(X)− χe′′(X)) = x(X)− αχe′′(X) ≤ x(X) ≤ f(X),
adema´s, x(E) + α(χe′(E)− χe′′(E)) = x(E).

Del teorema anterior, si Pw tiene alguna solucio´n o´ptima entonces la funcio´n
w : E −→ R debe ser constante en cada F ∈ Π(D). El siguiente teorema nos mues-
tra que para solucionar el problema Pw es suficiente considerar la simplificacio´n del
Cap´ıtulo 4. Algoritmo Greedy 61
sistema submodular (D, f).
Teorema 4.2.4. Sea (D, f) un sistema submodular y suponga que en el problema Pw
de la ecuacio´n (4.1), w es constante en cada F ∈ Π(D). Sea (D̂, f̂) la simplificacio´n
de (D, f) y considere el problema:
P̂w : Minimizar
∑
F ∈Π(D)
w(F )x̂(F ) sujeto a x̂ ∈ B(f̂) (4.7)
donde w(F ) es el valor que toma w en F .
P̂w tiene solucio´n o´ptima sii Pw la tiene.
Prueba: Primero observamos lo siguiente:
x̂ ∈ B(f̂ )⇔ x̂ ∈ P (f̂ ) y x̂(Π(D)) = f̂(Π(D))
⇔ x̂(X̂) ≤ f̂(X̂) para todo X̂ ∈ D̂ y x̂(Π(D)) = f(E)
⇔
∑
F∈Π(D)
F⊆X
x̂(F ) ≤ f(X) para todo X ∈ D y
∑
F∈Π(D)
x̂(F ) = f(E) (4.8)
Supongamos que hemos encontrado una solucio´n o´ptima x̂∗ de P̂w, sea Π(D) =
{F1, F2, ..., Fm} y wi = w(Fi) para cada i = 1, 2, ...,m, dada x ∈ B(f)∑
e∈E
w(e)x(e) =
∑
e∈F1
w1x(e) + · · ·+
∑
e∈Fm
wmx(e)
= w1x(F1) + · · ·+ wmx(Fm) (4.9)
y la funcio´n x̂ : Π(D) −→ R definida por x̂(F ) = x(F ) para cada F ∈ Π(D) esta´ en
B(f̂) ya que dado X ∈ D, con X̂ = {Fi1 , ..., Fik} tenemos:
x̂(X̂) =
k∑
j=1
x̂(Fij) =
k∑
j=1
x(Fij) = x
( k⋃
j=1
Fij
)
= x(X) ≤ f(X) = f̂(X̂)
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es decir x̂ ∈ P (f̂). Adema´s
x̂(Π(D)) =
m∑
i=1
x̂(Fi) =
m∑
i=1
x(Fi) = x(E) = f(E) = f̂ (Π(D))
de aqu´ı se concluye que x̂ ∈ B(f̂), y con (4.9) tenemos que para x ∈ B(f):∑
e∈E
w(e)x(e) =
∑
F∈Π(D)
w(F )x̂(F ) ≥
∑
F∈Π(D)
w(F )x̂∗(F ). (4.10)
Por otro lado, si definimos la funcio´n x∗ ∈ RE para cada e ∈ E como x∗(e) =
x̂∗(F )/|F | donde e ∈ F ∈ Π(D), entonces para cada F ∈ Π(D), x∗(F ) = x̂∗(F ).
Adema´s para cada X ∈ D, si suponemos X̂ = {Fi1 , ..., Fik} tenemos
x∗(X) =
k∑
j=1
x∗(Fij) =
k∑
j=1
x̂∗(Fij) = x̂∗(X̂) ≤ f̂(X̂) = f(X)
y
x∗(E) =
m∑
i=1
x∗(Fi) =
m∑
i=1
x̂∗(Fi) = x̂∗(Π(D)) = f̂(Π(D)) = f(E)
por lo tanto x∗ ∈ B(f). Por otro lado,
∑
e∈E
w(e)x∗(e) = w1x∗(F1) + · · ·+ wmx∗(Fm)
= w1x̂∗(F1) + · · ·+ wmx̂∗(Fm) =
∑
F∈Π(D)
w(F )x̂∗(F ),
luego por la ecuacio´n (4.10), x∗ es una solucio´n o´ptima del problema Pw de la ecua-
cio´n (4.1).
Para probar el rec´ıproco suponga que x∗ es una solucio´n o´ptima de Pw, definimos
x̂∗ : Π(D) −→ R por x̂∗(F ) = x∗(F ) para cada F ∈ Π(D). Para X ∈ D tenemos:∑
F∈Π(D)
F⊆X
x̂∗(F ) =
∑
F∈Π(D)
F⊆X
x∗(X) = x∗(F ) ≤ f(X) y
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∑
F∈Π(D)
x̂∗(F ) =
∑
e∈E
x∗(e) = x∗(E) = f(E)
luego de (4.8), x̂∗ ∈ B(f̂), adema´s
∑
e∈E
w(e)x∗(e) =
∑
F∈Π(D)
w(F )x̂∗(F ).
Ahora, para x̂ ∈ B(f̂), sea x ∈ RE definida por x(e) = x̂(F )/|F | donde e ∈ F ∈
Π(D), obse´rvese que para cada F ∈ Π(D):
x(F ) =
∑
e∈F
x(e) =
∑
e∈F
x̂(F )
|F | = |F |
x̂(F )
|F | = x̂(F )
luego
∑
F∈Π(D)
w(F )x̂(F ) =
∑
F∈Π(D)
w(F )x(F ) =
∑
e∈E
w(e)x(e)
≤
∑
e∈E
w(e)x∗(e) =
∑
F∈Π(D)
w(F )x̂∗(F )
con esto se concluye que x̂∗ es una solucio´n o´ptima de P̂w.

En virtud del teorema anterior, podemos suponer de aqu´ı en adelante (sin pe´rdida
de generalidad) que en el problema Pw de la ecuacio´n (4.1), el ret´ıculo D es simple,
es decir, supondremos de aqu´ı en adelante que D = 2P donde P = (E,) es un poset
en E. El siguiente teorema muestra condiciones sobre P y w para que el problema
Pw tenga solucio´n o´ptima.
Teorema 4.2.5. El problema Pw de la ecuacio´n (4.1) tiene solucio´n o´ptima sii
w : E −→ R es una funcio´n mono´tona no decreciente, es decir, para todos e, e′ ∈ E
se tiene e  e′ ⇒ w(e) ≤ w(e′).
Prueba: (⇐) Suponga que w es mono´tona no decreciente de P = (E,) en (R,≤).
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Sean w1 < w2 < · · · < wp los distintos valores que toma w en E. Definimos
Ai := {e ∈ E | w(e) ≤ wi} para i = 1, 2, ..., p. (4.11)
Obse´rvese que como w es mono´tona no decreciente, entonces cada Ai es un ideal
de P , luego los conjuntos Ai (i = 1, 2, ..., p) forman una cadena A1 ⊂ A2 ⊂ · · · ⊂ Ap
de D.
Para cada i = 1, 2, ..., p definamos
(Di, fi) :=
(
(D, f) · Ai
)
/Ai−1 (4.12)
donde A0 := ∅, es decir, Di = {X − Ai−1 | X ∈ D, X ⊆ Ai} y fi(X − Ai−1) =
f(X)− f(Ai−1) (X − Ai−1 ∈ Di).
Tomemos una base xi de (Di, fi) para cada i = 1, 2, ..., p, entonces por el lema
3.2.2, x = x1⊕ x2⊕ · · · ⊕ xp, donde la suma ⊕ se definio´ en la ecuacio´n (3.3), es una
base de (D, f) y en particular cumple:
x(Ai) = f(Ai) para cada i = 1, 2, ..., p. (4.13)
Para cada y ∈ B(f) tenemos:
∑
e∈E
w(e)y(e)−
∑
e∈E
w(e)x(e) =
p∑
i=1
∑
e∈Ai−Ai−1
wi(y(e)− x(e))
=
p∑
i=1
{
wi
(
y(Ai)− x(Ai)
)−wi(y(Ai−1)− x(Ai−1))}
=
p−1∑
i=1
{
wi
(
y(Ai)− x(Ai)
)−wi(y(Ai−1)− x(Ai−1))}
+ wp
(
y(Ap)− x(Ap)
)−wp(y(Ap−1)− x(Ap−1))
=
p−1∑
i=1
{
(wi − wi+1)
(
y(Ai)− x(Ai)
)}
+wp
(
y(Ap)− x(Ap)
)
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=
p−1∑
i=1
(wi+1 − wi)
(
f(Ai)− y(Ai)
) ≥ 0
Esto muestra la optimalidad de la funcio´n x.
(⇒) Suponga que Pw tiene solucio´n o´ptima. Si w no es mono´tona no decreciente,
existen elementos e, e′ ∈ E tales que e′  e y w(e′) > w(e), luego para cada X ∈ D,
con e ∈ X, tenemos que e′ ∈ X (pues X es ideal de P). As´ı, dados x ∈ B(f), X ∈ D
y α > 0:
i) si e ∈ X, x(X) + α(χe(X)− χe′(X)) = x(X) ≤ f(X)
ii) si e /∈ X, x(X) + α(χe(X)− χe′(X)) ≤ x(X) ≤ f(X)
adema´s x(E) + α(χe(E)− χe′(E)) = f(E)
En conclusio´n, la funcio´n x + α(χe − χe′) ∈ B(f) para cada α > 0. As´ı mismo,
como w(e) < w(e′) entonces:
∑
a∈E
w(a)
(
x(a) + α
(
χe(a)− χe′(a)
))
=
{∑
a∈E
a6=e,e′
w(a)x(a)
}
+w(e)
(
x(e) + α
)
+w(e′)
(
x(e′)− α)
=
{∑
a∈E
a6=e,e′
w(a)x(a)
}
+w(e)x(e) + w(e′)x(e′) +
(
w(e)− w(e′))α
=
{∑
a∈E
w(a)x(a)
}
+
(
w(e)− w(e′))α
<
∑
a∈E
w(a)x(a) (4.14)
luego el problema Pw no tendr´ıa solucio´n o´ptima, lo cual es absurdo.
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
Teorema 4.2.6. Suponga que w es una funcio´n mono´tona no decreciente de P =
(E,) a (R,≤). Para cada i = 1, 2, ..., p, sean Ai y (Di, fi) definidos por las fo´rmulas
(4.11) y (4.12). El conjunto de soluciones o´ptimas del problema Pw esta´n dadas por:
B(f1)⊕B(f2)⊕ · · · ⊕B(fp)
= {x1 ⊕ x2 ⊕ · · · ⊕ xp | xi ∈ B(fi) (i = 1, 2, ..., p)}
donde la suma directa ⊕ esta´ definida por la fo´rmula (3.3). Esto es, x ∈ B(f) es
solucio´n o´ptima de Pw sii x restringido a Ai−Ai−1 es una base de
(
(D, f) ·Ai
)
/Ai−1,
para cada i = 1, 2, ..., p.
Prueba: Se sigue de la prueba de ”⇐”del teorema 4.2.5 que x ∈ B(f1) ⊕ B(f2) ⊕
· · · ⊕B(fp) es una solucio´n o´ptima de Pw.
Rec´ıprocamente, suponga que x es una solucio´n o´ptima de Pw, tenemos
dep(x, e) ⊆ Ai para cada e ∈ Ai, i = 1, 2, ..., p. (4.15)
en efecto, sea e′ ∈ dep(x, e), si e′ /∈ Ai, entonces w(e′) > wi ≥ w(e). Sea
α = mı´n{f(X)− x(X) | e ∈ X, e′ /∈ X} = c˜(x, e, e′)
α > 0 ya que si existiese X tal que f(X) = x(X) con e ∈ X, e′ /∈ X, tendr´ıamos
dep(x, e) ⊆ X con lo cual e′ /∈ dep(x, e), lo que es absurdo. Ahora, x+α(χe−χe′) ∈
B(f), ya que dado X ∈ D tenemos dos casos:
Caso 1. e ∈ X.
Si e′ ∈ X entonces x(X) + α(χe − χe′)(X) = x(X) ≤ f(X).
Si e′ /∈ X entonces x(X) + α(χe − χe′)(X) = x(X) + α ≤ f(X)
( pues α ≤ f(X)− x(X) )
Caso 2. e /∈ X.
Si e′ ∈ X entonces x(X) + α(χe − χe′)(X) = x(X)− α ≤ f(X).
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Si e′ /∈ X entonces x(X) + α(χe − χe′)(X) = x(X) ≤ f(X).
y claramente, x(E) + α(χe − χe′)(E) = x(E) = f(E)
como α > 0 y w(e)−w(e′) < 0, utilizando el mismo razonamiento que se utilizo´ en
la fo´rmula (4.14) se puede concluir que∑
a∈E
w(a)
(
x(a) + α
(
χe(a)− χe′(a)
))
<
∑
a∈E
w(a)x(a)
lo que contradice la optimalidad de x. De aqu´ı que (4.15) se tiene.
El anterior razonamiento nos permite escribir Ai =
⋃{dep(x, e) | e ∈ Ai}, pero
recordemos que por el lema 3.1.2, el conjunto D(x) = {X ∈ D | x(X) = f(X)} es
un ret´ıculo distributivo, luego se debe tener que x(Ai) = f(Ai) para todo i. Por el
lema 3.2.2, concluimos que x ∈ B(f1)⊕B(f2)⊕ · · · ⊕B(fp).

Teorema 4.2.7. Una base x ∈ B(f) es una solucio´n o´ptima del problema Pw sii
para cada e, e′ ∈ E tales que e′ ∈ dep(x, e) se tiene w(e) ≥ w(e′).
Prueba: (⇒) Sea x ∈ B(f) solucio´n o´ptima y sea i tal que w(e) = wi. De la prue-
ba del teorema 4.2.6 tenemos que dep(x, e) ⊆ Ai, luego si e′ ∈ dep(x, e), entonces
e′ ∈ Ai, esto es, w(e) ≤ wi = w(e).
(⇐) Sea i ∈ {1, 2, ..., p} y e ∈ Ai tal que w(e) = wi, si e′ ∈ dep(x, e) entonces
wi = w(e) ≥ w(e′), es decir e′ ∈ Ai, o en otras palabras, dep(x, e) ⊆ Ai, as´ı,
Ai =
⋃{dep(x, e) | e ∈ Ai}. De nuevo como
D(x) = {X ∈ D | x(X) = f(X)}
es un ret´ıculo distributivo, entonces x(Ai) = f(Ai) para todo i = 1, 2, ..., p, es decir,
x ∈ B(f1)⊕B(f2)⊕ · · · ⊕B(fp) y por el teorema 4.2.6, x es solucio´n o´ptima.

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La prueba del teorema 4.2.5 nos conduce a un algoritmo, llamado el Algoritmo
Greedy para resolver el problema Pw. Este algoritmo fue implementado por Edmonds
para Polimatroides y por Lova´sz para sistemas submodulares en D = 2E. Antes de
presentar el algoritmo necesitamos algunos conceptos previos.
Definicio´n 4.2.1. Una sucesio´n (e1, e2, ...en) que contiene a todos los elementos de
E se denomina una extensio´n lineal de un poset P = (E,) si ei  ej implica
i ≤ j (i, j = 1, 2, ..., n). Una extensio´n lineal (e1, e2, ...en) de P = (E,) es llama-
da mono´tona no decreciente respecto a w : E −→ R, si w(e1) ≤ w(e2) ≤ · · · ≤ w(en).
La existencia de una extensio´n lineal de un poset P = (E,) esta´ garantizada por
un importante resultado llamado el principio de extensio´n de orden (Order-extension
principle) [9]. Cuando el cardinal del conjunto E es pequen˜o, encontrar una extensio´n
lineal no es tarea dif´ıcil, no obstante, en [3] se pueden encontrar diversos algoritmos
utilizados para encontrar extensiones lineales.
Observamos que si w : E −→ R es una funcio´n mono´tona no decreciete de
P = (E,) a (R,≤), entonces existe una extensio´n lineal mono´tona no decreciente
de P respecto a w. Basta definir Bi := {e ∈ E | w(e) = wi} para cada i, donde
w1 < w2 < · · · < wp son los diferentes valores que toma w en E, en seguida se
encuentra una extensio´n lineal (ei1 , ei1 , ..., eiBi ) de P en Bi para cada i = 1, 2, ...p.
La extensio´n linea mono´tona no decreciente sera´
(e11 , e12 , ..., e1B1 , e21 , e22 , ..., e2B2 ..., ep1 , ep2 , ..., epBp )
Teorema 4.2.8. (Algoritmo Greedy) Considere el problema Pw y suponga que la
funcio´n de peso w es mono´tona no decreciente de P = (E,) a (R,≤).
Paso 1: Encontremos una extensio´n lineal mono´tona no decreciente de P respecto
a w.
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Paso 2: Definamos el vector x ∈ RE por
x(ei) = f(Si)− f(Si−1) para i = 1, 2, ..., n (4.16)
donde para cada i = 1, 2, ..., n, Si := {e1, e2, ...ei} y S0 := ∅.
Entonces x es una base de mı´nimo peso de (D, f) respecto a w.
Prueba: Veamos que x ∈ B(f), es decir x(X) ≤ f(X) para todo X ∈ D y
x(E) = f(E). Tomemos entonces X ∈ D, para entender mejor la prueba supon-
dremos primero que X tiene un elemento, despue´s supondremos que tiene dos y tres
elementos para probar despue´s el caso general. Si X tiene un elemento, es decir,
X = {ek} para algu´n k ∈ {1, 2, ..., n}
x(ek) = f(Sk)− f(Sk−1) = f(Sk−1 ∪ {ek})− f(Sk−1) (4.17)
por el teorema 1.1.1 (e´ste teorema es cla´ramente va´lido no so´lo para funciones sub-
modulares en 2E sino en cuaquier conjunto D ⊆ 2E, siempre y cuando los conjuntos
involucrados sean elementos de D) tenemos:
f(Sk−1 ∪ {ek})− f(Sk−1) ≤ f(∅ ∪ {ek})− f(∅) = f({ek}) (4.18)
de (4.17) y (4.18) conclu´ımos que x(X) ≤ f(X).
Supongamos ahora que X tiene dos elementos, es decir, supongamos que X =
{a, b} donde a aparece primero que b en la extensio´n lineal. ExistenA,B ∈ {S1, S2, ...Sn}
con A ⊆ B tales que
x(a) = f(A ∪ {a})− f(A) y x(b) = f(B ∪ {b})− f(B) (4.19)
hagamos S := A∪{a, b} = A∪X. Como f es submodular, se debe tener f(S ∩B) +
f(S ∪B) ≤ f(S) + f(B), es decir,
f(A ∪ {a}) + f(B ∪ {b}) ≤ f(A ∪ {a, b}) + f(B) (4.20)
de aqu´ı,
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x(X) = x(a) + x(b) = f(A ∪ {a})− f(A) + f(B ∪ {b})− f(B)
≤ f(A ∪ {a, b})− f(A)
y de nuevo por el teorema 1.1.1, f(A∪ {a, b})− f(A) ≤ f({a, b}), en otras palabras
x(X) ≤ f(X).
Si X tiene tres elementos se sigue un procedimiento parecido: Supongamos que
X = {a, b, c} en donde a esta´ primero que b y b primero que c en la extensio´n lineal,
existen A,B,C ∈ {S1, S2, ...Sn} con A ⊆ B ⊆ C tales que
x(a) = f(A ∪ {a})− f(A) , x(b) = f(B ∪ {b})− f(B) y
x(c) = f(C ∪ {c})− f(C)
Hagamos XB := B ∪ {b, c} = B ∪X y XA := A ∪ {a, b, c} = A ∪X, se debe
tener:
f(XB ∩ C) + f(XB ∪ C) ≤ f(XB) + f(C) y
f(XA ∩B) + f(XA ∪B) ≤ f(XA) + f(B)
es decir,
f(B ∪ {b}) + f(C ∪ {c}) ≤ f(B ∪ {b, c}) + f(C) y
f(A ∪ {a}) + f(B ∪ {b, c}) ≤ f(A ∪ {a, b, c}) + f(B)
luego de lo anterior, junto con el teorema 1.1.1, obtenemos:
x(X) = x({a, b, c})
= f(A ∪ {a})− f(A) + f(B ∪ {b})− f(B) + f(C ∪ {c})− f(C)
≤ f(A ∪ {a})− f(A) + f(B ∪ {b, c})− f(B)
≤ f(A ∪ {a, b, c})− f(A)
≤ f({a, b, c}) = f(X)
Ahora supongamos que X = {ei1 , ei2 , ..., eim} donde (ei1 , ei2 , ..., eim) es una sub-
sucesio´n de (e1, e2, ..., en). Hagamos
Xk = S(ik−1) ∪ {eik , ei(k+1) , ... , eim} = S(ik−1) ∪X
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para k = 1, 2, ...,m − 1. Obse´rvese que Xik ∈ D para todo k, luego como f es
submodular, para k = 1, 2, ...,m− 1 tenemos:
f(Xk ∩ S{i(k+1)−1}) + f(Xk ∪ S{i(k+1)−1}) ≤ f(Xk) + f(S{i(k+1)−1})
es decir,
f(Sik) + f(Xk+1) ≤ f(Xk) + f(S{i(k+1)−1})
y a partir de esto tenemos:
x(X) =
m∑
k=1
x(eik) =
m∑
k=1
f(Sik)− f(Sik−1)
= f(Si1)− f(S(i1−1)) + ...+ f(Si(m−1))− f(S(i(m−1)−1)) + f(Sim)− f(S(im−1))
≤ f(S(i1−1) ∪X)− f(S(i1−1))
≤ f(X)
Por otro lado, como (e1, e2, ..., en) es una extensio´n lineal mono´tona no decreciente
de P respecto a w, entonces cada conjunto Ai definido en la fo´rmula (4.11) se puede
escribir como Ai = {e1, e2, ...er} para algu´n r ∈ {1, 2, ..., n}, entonces
x(Ai) =
m∑
k=1
x(ek) =
m∑
k=1
f(Sk)− f(Sk−1) = f(Sm) = f(Ai),
en particular, x(E) = f(E). Por el teorema 4.2.6, x es una solucio´n o´ptima del pro-
blema Pw.

Observamos que siendo (e1, e2, ..., en) una extensio´n lineal mono´tona no decre-
ciente, entonces cada Si es un ideal de P , o equivalentemente, Si ∈ D para cada i,
luego ∅ = S0 ⊂ S1 ⊂ · · · ⊂ Sn = E es una cadena maximal en D que adema´s con-
tiene a los elementos Ai definidos en (4.11). Rec´ıprocamente, cada cadena maximal
C : ∅ = S0 ⊂ S1 ⊂ · · · ⊂ Sn = E de D proporciona una extensio´n lineal mono´tona
no decreciente (e1, e2, ..., en) de P , definiendo {ei} = Si− Si−1 para i = 1, ..., n, pues
Cap´ıtulo 4. Algoritmo Greedy 72
siendo Sj un ideal de P para cada j ∈ {1, ..., n}, entonces ei  ej implica ei ∈ Sj, es
decir, i ≤ j.
Corolario 4.2.9. El problema Pw tiene u´nica solucio´n o´ptima si w : E −→ R es
una funcio´n mono´tona no decreciente uno a uno de P = (E,) a (R,≤).
Teorema 4.2.10. Sea f : D −→ R una funcio´n definida en un ret´ıculo distributivo
simple D ⊆ 2E tal que ∅, E ∈ D y f(∅) = 0. Definimos
B(f) := {x ∈ RE | ∀X ∈ D, x(X) ≤ f(X), x(E) = f(E)} (4.21)
entonces el algoritmo greedy descrito anteriormente funciona para B(f) definida en
(4.21) sii f es una funcio´n submodular.
Prueba: Es suficiente mostrar la parte ” ⇒ ”. Suponga que el algoritmo funciona
para B(f), para cada cadena maximal
C : ∅ = S0 ⊂ S1 ⊂ · · · ⊂ Sn = E (4.22)
de D, el vector x ∈ RE definido por (4.16) pertenece a B(f) (por hipo´tesis), adema´s,
x(Si) = f(Si) para cada i = 1, ..., n.
Dados X, Y ∈ D escoja una cadena maximal C de D que contenga a los elementos
X ∪ Y y X ∩ Y ,y defina x por (4.16), como x ∈ B(f),
x(X) ≤ f(X), x(Y ) ≤ f(Y ),
x(X ∪ Y ) = f(X ∪ Y ) y x(X ∩ Y ) = f(X ∩ Y )
luego
f(X) + f(Y ) ≥ x(X) + x(Y )
= x(X ∪ Y ) + x(X ∩ Y )
= f(X ∪ Y ) + f(X ∩ Y ),
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conclu´ımos que f es submodular

Ejemplo 4.2.1. (Solucio´n de un problema de optmizacio´n lineal utilizando el algo-
ritmo greedy)
Para un mayor entendimiento de los resultados de esta seccio´n, solucionaremos
un problema de optimizacio´n en particular utilizando los procedimientos descritos
aqu´ı, as´ı como el algoritmo greedy del teorema 4.2.8.
Consideremos el sistema submodular (D, f) sobre el conjunto E = {1, 2, 3, 4, 5}
en donde D = {∅, E, {1, 2}, {1, 2, 3}, {1, 2, 4, 5}} y f : D −→ R esta´ definida como:
f(∅) = 0, f(E) = 4, f({1, 2}) = 1, f({1, 2, 3}) = 3 y f({1, 2, 4, 5}) = 3
Se puede verificar fa´cilmente qe f es una funcio´n submodular en D. El grafo
asociado a D junto con su descomposicio´n se observa en la siguiente figura:
Figura 4.2: Descomposicio´n del grafo asociado a D.
Se tiene entonces Π(D) = {{1, 2}, {3}, {4, 5}}. Sean a = {1, 2}, b = {3} y c =
{4, 5}, entonces la relacio´n de orden D en Π(D) esta´ determinada por:
a D a, b D b, c D c, a D b y a D c
definimos la funcio´n de peso w : D −→ R por:
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w(1) = 2, w(2) = 2, w(3) = 5, w(4) = 7 y w(5) = 7
Consideremos el problema Pw de la ecuacio´n (4.1) para el sistema submodular
(D, f) y la funcio´n de peso w aqu´ı definidos, es decir, consideremos el problema:
Pw : Minimizar
5∑
i=1
w(i)x(i) sujeto a x ∈ B(f) (4.23)
si escribimos x(i) = xi para i = 1, 2, 3, 4, 5 entonces este problema es equivalente a:
Minimizar 2x1 + 2x2 + 5x3 + 7x4 + 7x5
sujeto a:
x1 + x2 ≤ 1
x1 + x2 + x3 ≤ 3
x1 + x2 + x4 + x5 ≤ 3
x1 + x2 + x3 + x4 + x5 = 4.
Siendo (D, f) un sistema submodular no simple, consideremos entonces la sim-
plificacio´n (D̂, f̂) de (D, f) para as´ı utilizar el teorema 4.2.4 y su demostracio´n.
Si hacemos X0 = ∅, X1 = E,X2 = {1, 2}, X3 = {1, 2, 3} y X4 = {1, 2, 4, 5},
entonces los elementos de D̂ (obse´rvese el teorema 4.1.4) sera´n:
X̂0 = ∅, X̂1 = {a, b, c}, X̂2 = {a}, X̂3 = {a, b}, X̂4 = {a, c}
y f̂ : D̂ −→ R estara´ definida por:
f̂(∅) = f(∅) = 0, f̂({a, b, c}) = f(X1) = 4, f̂({a}) = f(X2) = 1,
f̂({a, b}) = f(X3) = 3, y f̂({a, c}) = f(X4) = 3,
luego el problema P̂w de la ecuacio´n 4.7 para este caso en particular sera´:
P̂w : Minimizar w(a)x̂(a) + w(b)x̂(b) + w(c)x̂(c) sujeto a x̂ ∈ B(f̂) (4.24)
escribiendo x̂(a) = x̂a, x̂(b) = x̂b y x̂(c) = x̂c, el problema P̂w es equivalente a:
P̂w : Minimizar 2x̂a + 5x̂b + 7x̂c
sujeto a:
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x̂a ≤ 1
x̂a + x̂b ≤ 3
x̂a + x̂c ≤ 3
x̂a + x̂b + x̂c = 4.
Obse´rvese que w : D̂ −→ R es mono´tona no decreciente de P = (Π(D),D) a
(R,≤).
Utilicemos ahora el algoritmo greedy del teorema 4.2.8. Siendo (a, b, c) una ex-
tensio´n lineal mono´tona no decreciente de P = (Π(D),D) respecto a w, entonces,
siguiendo el paso 2 del algoritmo, obtenemos la base de mı´nimo peso x̂∗ de (D̂, f̂)
respecto a w definida por:
x̂∗(a) = f̂({a}) = 1
x̂∗(b) = f̂({a, b})− f̂({a}) = 3− 1 = 2
x̂∗(c) = f̂({a, b, c})− f̂({a, b}) = 4− 3 = 1,
finalmente, siguiendo los pasos de la demostracio´n del teorema 4.2.4, una base de
mı´nimo peso x∗ de Pw estara´ definida como:
x∗(1) = x̂∗(a)/|a| = 1/2
x∗(2) = x̂∗(a)/|a| = 1/2
x∗(3) = x̂∗(b)/|b| = 2/1 = 2
x∗(4) = x̂∗(c)/|c| = 1/2
x∗(5) = x̂∗(c)/|c| = 1/2
en otras palabras, una solucio´n o´ptima x∗ de Pw es:
(x∗(1), x∗(2), x∗(3), x∗(4), x∗(5)) = (12 ,
1
2
, 2, 1
2
, 1
2
)
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Como se dijo anteriormente, este trabajo se basa en el estudio realizado por Sa-
toru Fujishije en los cap´ıtulos I y II de [7]. Teniendo en cuenta que muchos de los
resultados que all´ı aparecen o son mencionados, no todos esta´n demostrados o de-
tallados en su totalidad, entonces aqu´ı se realizan con detalle las demostraciones de
tales resultados. A continuacio´n se menciona en su totalidad el trabajo realizado por
el autor.
Se entiende por el autor, al estudiante Arley Ramse´s Go´mez Rios, persona quien
escribio´ el presente trabajo.
Cap´ıtulo 1.
Las demostraciones de los teoremas 1.1.1 y 1.1.2 son hechas por el autor, las
dema´s demostraciones se pueden encontrar utilizando la bibliograf´ıa.
Cap´ıtulo 2.
Seccio´n 2.1: La demostracio´n de la proposicio´n 2.1.1 la realiza Satoru en [7],
aunque es detallada por el autor, las dema´s demostraciones (Proposiciones 2.1.2,
2.1.3, 2.1.4, 2.1.5 y 2.1.6) son hechas en su totalidad por el autor.
Seccio´n 2.2: Aunque en [7] se mencionan los ejemplos de esta seccio´n, el autor
muestra con detalle cada afirmacio´n hecha por Satoru en cada uno de estos ejemplos.
Seccio´n 2.3: Satoru en [7] afirma que existe una relacio´n entre matroides y po-
limatroides, afirma adema´s que la funcio´n de saturacio´n es una generalizacio´n de la
funcio´n clausura de un matroide y que la funcio´n de dependencia generaliza la nocio´n
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de circuito fundamental. Teniendo en cuenta que Satoru no muestra dichas relacio-
nes, el autor las establece y demuestra en cada uno de los resultados y afirmaciones
de esta seccio´n.
Cap´ıtulo 3.
Seccio´n 3.1: Las pruebas de los lemas 3.1.1, 3.1.2, 3.1.3, 3.1.7 y el teorema 3.1.5
se encuentran en [7], aunque son detalladas por el autor. Las dema´s pruebas (pro-
posiciones 3.1.4 y 3.1.6) son hechas en su totalidad por el autor.
Seccio´n 3.2: Todos los resultados de esta seccio´n son demostrados en [7], aunque
sus demostraciones fueron detalladas por el autor.
Seccio´n 3.3: Cada ejemplo de esta seccio´n es mencionado por Satoru en [7] aun-
que muchas afirmaciones que all´ı no son demostradas, aqu´ı son mostradas en detalle
por el autor.
Cap´ıtulo 4.
Seccio´n 4.1: La prueba del teorema 4.1.1 se encuentra en [7] aunque fue´ detallada
por el autor. Los teoremas 4.1.2, 4.1.3 y 4.1.4 se mencioan en [7] aunque all´ı no son
probados, las pruebas de dichos teoremas fueron hechas por el autor.
Seccio´n 4.2: Las pruebas de los teoremas 4.2.1, 4.2.2, 4.2.5, 4.2.6, 4.2.7 y 4.2.10
se encuentran en [7] aunque son detalladas por el autor. Los teoremas 4.2.3 y 4.2.4
son mencionados en [7] aunque all´ı no son demostrados. E´stas pruebas son hechas
por el autor.
El funcionamiernto del Algoritmo Greedy (Teorema 4.2.8) tambie´n fue probado
por el autor ya que en [7] no esta´ demostrado.
El ejemplo 4.2.1 fue desarrollado por el autor.
Conclusiones
El hecho de que se asocie el concepto de matroide con conjuntos poliedrales a
trave´s de la submodularidad de la funcio´n rango de un matroide hizo emerger las
aplicaciones de las funciones submodulares, es por ello que este hecho es bastante
importante.
Las caracter´ısticas del ret´ıculo distributivo asociado a un sistema submodular,
as´ı como su grafo asociado, juegan un papel muy importante en la determinacio´n
de las condiciones para que el problema de optimizacio´n lineal del cap´ıtulo 4 tenga
solucio´n o´ptima.
Es interesante el hecho de que siendo el concepto de sistema submodular una ge-
neralizacio´n del concepto de matroide pueda ser utilizado para solucionar problemas
de optimizacio´n lineal a trave´s de la funcio´n submodular asociada.
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Encontrar aplicaciones de la funcio´n de saturacio´n y la funcio´n de dependencia,
ya sea en teor´ıa de matroides o en otras ramas de la matema´tica como teor´ıa de
grafos, redes, etc.
Encontrar el papel que juegan los conceptos de capacidad de saturacio´n y capa-
cidad de intercambio ya sea en teor´ıa de matroides o en optimizacio´n.
Encontrar ma´s ejemplos de sistemas submodulares y polimatroides.
Encontrar condiciones para que un problema de optimizacio´n lineal arbitrario
pueda ser asociado a un sistema submodular y as´ı poder ser solucionado por el al-
goritmo greedy. En tal caso ser´ıa interesante compararlo con el me´todo simplex.
Especular sobre que´ tipo de problemas reales pueden ser solucionados por el al-
goritmo greedy.
Discutir la voracidad del algoritmo greedy presentado aqu´ı.
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