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Abstract
In the field of disparities research, there has been growing interest in developing a
counterfactual-based decomposition analysis to identify underlying mediating mechanisms
that help reduce disparities in populations. Despite rapid development in the area, most
prior studies have been limited to regression-based methods, undermining the possibility of
addressing complex models with multiple mediators and/or heterogeneous e ects. We
propose an estimation method that e ectively addresses complex models. Moreover, we
develop a novel sensitivity analysis for possible violations of identification assumptions.
The proposed method and sensitivity analysis are demonstrated with data from the Midlife
Development in the US study to investigate the degree to which disparities in
cardiovascular health at the intersection of race and gender would be reduced if the
distributions of education and perceived discrimination were the same across intersectional
groups.
CAUSAL DECOMPOSITION ANALYSIS 3
Estimation and Sensitivity Analysis for Causal Decomposition in Heath Disparity Research
1. Introduction
Despite gradual declines in cardiovascular disease (CVD) mortality in the US over 50
years, racial di erences in the burden of CVD continue to play a substantial role in
maintaining racial di erences in life expectancy (Carnethon et al., 2017; Leigh, Alvarez, &
Rodriguez, 2016). In 2010, the American Heart Association (AHA) introduced a new
metric, “ideal cardiovascular health,” to improve cardiovascular health and reduce health
disparities in populations (Lloyd-Jones et al., 2010). Yet, cumulative evidence shows that
African Americans (hereafter “Blacks”) have worse cardiovascular health than non-Hispanic
Whites (hereafter “Whites”) and that such a racial gap appears larger for women than men
(Pool, Ning, Lloyd-Jones, & Allen, 2017), indicating that populations that fall into multiple
minority statuses (Black women) are particularly vulnerable to poor cardiovascular health.
In order to identify mediating factors that potentially reduce disparities, we investigated
hypothetical interventions that would simultaneously equalize the distributions between
non-marginalized groups (e.g., White men) and marginalized groups (e.g., Black women) of
two well-established psychosocial mediators: education and perceived discrimination.
The current study is motivated by three methodological challenges to investigating
multiple mediating mechanisms underlying health disparities across di erent race-gender
groups. First, investigators who have used multiple mediators are often concerned about
the causal ordering of mediators, particularly when their temporal ordering is unclear. A
methodologically rigorous investigation is required to look at whether results are still valid
if the causal ordering of mediators is reversed. Second, the causal structural model
underlying the identification of mediators is complex in many circumstances; for example,
Bauer and Scheim (2019) have shown di erential e ects. That is, the e ect of perceived
discrimination on psychological distress varies by race-gender group. Thus, it is essential to
use an estimator that addresses complex models with heterogeneous e ects. Third, because
results may not be valid if one of the identification assumptions for the e ects of interest is
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violated, sensitivity analysis for possible violations of assumptions is needed. The goals of
the current study, therefore, are 1) to examine the identification assumptions and results
when the causal ordering of mediators is reversed, 2) to develop an estimator based on
inverse-propensity scores that can address a complex model with heterogeneous e ects
and/or multiple mediators, and 3) to develop a novel sensitivity analysis based on the
coe cients of determination.
This paper proceeds as follows. Section 2 reviews causal decomposition analysis in
the context of health disparities research, and Section 3 presents the identification
assumptions and results. Section 4 presents our estimation method in comparison to
regression-based methods, and Section 5 presents our sensitivity analysis in comparison
with other techniques. In Section 6, we demonstrate our estimation method and sensitivity
analysis using data from the Midlife Development in the US (MIDUS) study. Finally,
Section 7 discusses the implications of the study for best practices for disparity research.
The R code used for our case study is given in an e-Appendix.
2. Causal Decomposition Analysis: A Review
2.1. Observed Disparities across Intersectional Groups
Intersectionality is a theoretical framework that views multiple categories (such as
gender and race) as interacting in a matrix of domination, producing distinct inequalities
with adverse outcomes for marginalized groups (Collins, 1990). For example, suppose that
we investigate disparities in cardiovascular health at the intersection of gender and race.
Following the intercategorical approach used in Bauer and Scheim (2019), the nexus of
self-identified race and gender implies four intersectional groups: White men, White
women, Black men, and Black women. Intersectionality theory suggests that women of
color (Black women) will have poorer cardiovascular health than other race-gender groups.
The issue is that the causal e ect on cardiovascular health of intersectional status is
hard to obtain because 1) the causal e ect of intersectional status is di cult to define
CAUSAL DECOMPOSITION ANALYSIS 5
precisely and 2) intersectional status cannot be randomized. VanderWeele and Robinson
(2014) have argued that the e ect of race may indicate, separately or jointly, the e ect of
genetic background, physical features of him/herself, or physical features of parents. Even
though the e ect of intersectional status can be precisely defined, intersectional group
membership is not randomized, so its e ect would be correlated with confounding
variables, such as genetic vulnerability, family socioeconomic status (SES), neighborhood
SES, etc. To address these issues, VanderWeele and Robinson (2014) suggested a way of
interpreting the e ect of socially defined characteristics (e.g., being Black or women) that
does not require causal inferences. Simply, they suggested focusing on the observed
disparity between the reference and comparison groups (e.g., White men vs. Black women)
when distributions of baseline covariates are equal across the groups. This interpretation
circumvents the issue of discussing the causal e ects of ascribed characteristics, which are
essentially non-modifiable. Therefore, throughout this manuscript, we adopt this approach
and focus on the observed disparity in cardiovascular health between non-marginalized and
marginalized groups when distributions of baseline covariates are equal across the groups.
2.2. E ect of Mediating Variables
Simply observing health disparities between non-marginalized and marginalized
groups does not necessarily explain why the disparities exist or how to reduce them
(Jackson, 2017). But investigating mediating mechanisms can help to inform policy
interventions that reduce health disparities. Estimating natural direct and indirect e ects
(Pearl, 2001; Robins & Greenland, 1992) defined under the potential-outcome framework
has been an integral part of the history of causal mediation analysis. Natural indirect
e ects are defined, for example, as the expected change in the outcome in response to a
change in a mediator (from the value that would have resulted under one exposure to the
value that would have resulted under another exposure). The natural direct and indirect
e ects require setting the mediator value for each individual to a potential value that
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would have resulted under a particular exposure.
Influenced by causal mediation analysis based on natural direct and indirect e ects,
Jackson (2017) discussed the possibility of estimating natural direct and indirect e ects in
the context of intersectional disparity. Bauer and Scheim (2019) also adopted this
approach and applied VanderWeele’s 3-way decomposition analysis in the context of health
disparities at the intersection of gender, sexuality, and race/ethnicity. However, identifying
natural direct and indirect e ects of intersectional status (given that the initial disparity is
observed rather than causally defined) requires two assumptions: 1) no omitted
pre-exposure mediator and outcome confounding given baseline covariates and 2) no
post-exposure mediator and outcome confounding. Both assumptions are strong but the
latter is particularly strong given that health disparities can be determined by a myriad of
factors throughout the life course.
VanderWeele and Robinson (2014) considered the use of randomized interventional
analogues of natural direct and indirect e ects (hereafter, interventional e ects) in the
context of health disparities when no post-exposure confounding exists. Following this
approach, Jackson and VanderWeele (2018) proposed a new way of decomposition under
the rubric of “causal decomposition analysis” in which the confounder between the
mediator and the outcome is controlled for but the relationship between the confounder
and the outcome is intact.
Jackson (2017) and Jackson and VanderWeele (2018) provided identification results
using interventional e ects in the presence of post-exposure confounding given that the
confounder is measured. Randomized interventional e ects set the mediator value to a
randomly drawn value from the distribution of the mediator among all of those with a
particular exposure, instead of setting the mediator value for each individual to a potential
value that would have resulted under a particular exposure (VanderWeele & Robinson,
2014). By this simple change, the identification of direct and indirect e ects does not
require the assumption of no post-exposure confounding. Instead, it requires the weaker
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assumption of no omitted post-exposure confounding. This assumption of no omitted
confounding is weaker in the sense that, when post-exposure confounding exists (provided
that it is measured), the interventional e ects are still identified while the natural indirect
e ects cannot be identified. This weaker assumption allows the identification of
path-specific e ects involving multiple mediators as long as the causal ordering between the
mediators is determined as shown in Jackson (2018).
Despite methodological developments in recent years, prior studies have largely relied
on regression estimators (e.g., Jackson & VanderWeele, 2018; VanderWeele & Robinson,
2014). Regression is a suitable method if the causal structural model is simple with a single
mediator and no di erential e ects. In many instances, however, a causal structural model
underlying a substantive problem is complex with multiple mediators and/or di erential
e ects. In the example that we will provide below, we consider two potential mediators
(perceived discrimination and education) jointly that may explain health disparities across
intersectional groups. In addition, following Bauer and Scheim (2019), we assume di erent
e ects, that is, that the e ect of perceived discrimination varies by intersectional group.
Recently, Jackson (2019) proposed a weighting method, using ratio-of-mediator probability
and inverse odds ratios, that handles models with di erential e ects and a single mediator
e ectively. Therefore, as a next step, it is essential to develop an estimator that can
address complex models with di erential e ects and multiple mediators in the context of
disparity research.
In addition to employing a flexible estimator, an important problem is that results
may be sensitive to possible violation of assumptions invoked for the identification of the
e ects of interest. Many sensitivity analysis techniques have been developed to evaluate
possible violations of confounding assumptions in the context of causal mediation studies
based on natural indirect e ects (e.g., Hong, Qin, & Yang, 2018; VanderWeele, 2010; Imai,
Keele, & Yamamoto, 2010; VanderWeele & Chiba, 2014; Imai & Yamamoto, 2013).
Sensitivity analysis is an essential part of causal mediation studies but it has not yet
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appeared in the disparity literature. This is perhaps because the existing sensitivity
analysis techniques based on natural indirect e ects have not been extended to randomized
interventional e ects, which are often employed in disparity research.
3. Identification
3.1. Notation and Definitions
On the pathways from the intersectional groups to cardiovascular health, we
considered three mediators: child abuse, discrimination, and education. As a primary
model, we assume that education depends on child abuse and perceived discrimination and
that perceived discrimination depends on child abuse (see Figure 1). The causal ordering
between mediators can be arguable; for example, perceived discrimination could a ect
education but education could a ect perceived discrimination. Therefore, we also provide
identification assumptions and results for the e ects of interest when the ordering of
mediators is reversed.
Figure 1 depicts a directed acyclic graph (DAG) that represents the proposed
intervention to reduce cardiovascular health disparities across intersectional groups. To
define the e ects of interest more precisely, let covariates (age) be denoted as C1, which is
correlated with complex historical structures that are responsible for racism and sexism
(H). The history gives rise to an association between the intersectional group (R),
childhood SES (X1), and genetic vulnerability (parental history of cardiovascular and
metabolic health, C2). Let R be the intersectional group indicator (R = 0: White men;
R = 1: White women; R = 2: Black men; and R = 3: Black women), and Y be
cardiovascular health. We assume that White men (R = 0) is the reference group and that
the rest of the groups are the comparison groups. There are multiple mediators, which are
X2 (child abuse), D (perceived discrimination) and M (education). The supports of the
distributions of X2, D, and M are X2,D, and M, respectively.
Here, the exposure is the intersectional status, and the intervening mediators are D
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Figure 1 . Directed acyclic graph showing relationship between intersectional status,
cardiovascular health, and three potential mediators
Note. 1) Diagram represents the relationship between race and gender intersectional status R,
cardiovascular health Y , discrimination D, and education M , as well as history H, age C1, genetic
vulnerability C2, childhood SES X1, and child abuse X2.
2) Solid lines represent relationships that are preserved and dashed lines represent relationships that
are removed by intervening on D and M .
3) Placing a box around the conditioning variables implies that a disparity is considered within
levels of these variables.
and M. Given this, X2 is a post-exposure confounder as it is measured after a child was
born and also confounds the mediator-outcome relationship. For notational simplicity, let
C denote the vector of baseline covariates that consists of C1 and C2; and let X denote the
vector of mediator-outcome confounders that are measured at the same time as the
exposure (X1) and measured after the exposure (X2). The supports of the distributions of
C and X are C and X , respectively.
Under the stable-unit-treatment-value assumption (SUTVA1), let Gd|c(r) and Gm|c(r)
be, respectively, random draws, given C = c, from the distributions of D and M under
R = r. As a result, E[Y (Gd|c(0), Gm|c(0))|R = r] is the expected cardiovascular health for a
comparison group (R = r) that would have been observed if perceived discrimination and
education were randomly drawn from the distributions of these mediators for members of
the reference group (i.e., White men) who have the same age and same genetic
vulnerability.
The observed disparity (·) is defined as the di erence in the observed health outcome
1The SUTVA assumes 1) that an individual does not a ect the outcome of another individual and 2)
that there is no variation in the treatment.
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between a comparison group (R = r) and White men (R = 0) who have the same
distributions of age and genetic vulnerability. We consider disparities within the same
levels of age (C1) and genetic vulnerability (C2). This is because, on one hand, age is the
variable that a ects the outcome and also is correlated with complex historical processes
that are responsible for gender and race di erences. For example, older generations might
have experienced more discriminatory events due to their gender or racial status than
younger generations. On the other hand, genetic vulnerability is a ected by complex
historical structures related to racism and sexism and, in turn, a ects the outcome. This
makes genetic vulnerability correlated with the intersectional group membership, and we
believe that estimating the initial disparity within the same level of genetic vulnerability is
necessary because genetic vulnerability is given and not manipulable. Formally,
·(r, 0) © qcE[Y |R = r, c]P (c)≠ E[Y |R = 0, c]P (c), where r œ {1, 2, 3} and c œ C. Since
no causal interpretation is given to this estimand (·), no causal identification assumptions
are required. However, positivity (i.e., P (R = r|c) > 0) is required for a nonparametric
identification.
Our main interest is how much the observed disparity would be reduced or remain if
we intervened so that the distributions of education and perceived discrimination were the
same between a comparison group and White men. Formally, the disparity reduction (”)
and disparity remaining (’) are defined as
”(r) ©ÿ
c
E[Y |R = r, c]P (c)≠ E[Y (Gd|c(0), Gm|c(0))|R = r],
’(0) © E[Y (Gd|c(0), Gm|c(0))|R = r]≠
ÿ
c
E[Y |R = 0, c]P (c).
(1)
The disparity reduction ”(r) is the degree to which cardiovascular health for a comparison
group (R = r) would change if the distributions of perceived discrimination and education
were the same as those of White men (R = 0), that is, how much the disparity would be
reduced by the hypothetical intervention of equalizing distributions of perceived
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discrimination and education between the two groups. The disparity remaining is ’(0),
which is the degree to which the disparity for the comparison group (R = r) would remain
if the distributions of the mediators were the same as those of White men (R = 0). By
combining the disparity reduction and disparity remaining, we can obtain the observed
disparity as ·(r, 0) = ”(r) + ’(0).
3.2. Identification Assumptions and Results
We employ causal decomposition analysis based on the interventional e ects because
our main questions of interest are based on the hypothetical intervention of equalizing the
distribution of mediators. If natural direct and indirect e ects were used, we would have to
consider an intervention of changing the values of mediators (discrimination and education)
for each Black woman to the value that would have been observed if that individual was a
White man. This intervention, although it is hypothetical, is strange to consider.
Compared to this, intervening to set the distributions of mediators for all Black women to
be the same as those for all White men is less problematic (VanderWeele & Vansteelandt,
2014). Another benefit of using the interventional e ects instead of natural e ects is that
the assumption of no post-exposure mediator and outcome confounding is not required.
The assumption is not plausible in the context of our example because child abuse
confounds the relationship between the other mediators (i.e., perceived discrimination and
education) and cardiovascular health, and is also a ected by the intersectional group. This
introduces the issue of post-exposure confounding. The interventional e ects resolve this
issue.
We present the identification assumptions and results for disparity reduction (”(r))
and disparity remaining (’(0)) when interventional e ects are used. Three assumptions
(A1-A3) that permit the identification are as follows.
A1. Conditional Ignorability: Y (d,m) ‹ {D,M}|R = r,X = x,C = c for all r œ {0, 1, 2, 3},
d œ D,m œM,x œ X , and c œ C.
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A2. Positivity and overlap: 0 < P (R = r|c) < 1 and 0 < P (D = d,M = m|R = r,C=c) for
all r œ {0, 1, 2, 3}, d œ D,m œM, and c œ C.
A3. Consistency: if Di = d and Mi = m then Yi = Y (d,m) for all d œ D, and m œM.
Conditional ignorability (A1) states that no unmeasured confounding exists between
cardiovascular health (Y ) and education and perceived discrimination (D,M) jointly given
the intersectional group, mediator-outcome confounders, and baseline covariates. Unlike
mediator ignorability in the causal mediation literature (e.g., Imai, Keele, & Yamamoto,
2010; Pearl, 2001) based on natural indirect e ects, this assumption is conditioned on
post-exposure mediator and outcome confounding, which is X2. This is an important
advantage of using interventional e ects instead of natural e ects since it may not be
plausible to assume the absence of post-exposure confounding in many settings. However,
assumption A1 is still strong and cannot be guaranteed to be met even when conditioned
on the intersectional group, mediator-outcome confounders, and baseline covariates. It is
therefore essential to conduct sensitivity analysis that evaluates the robustness of the
findings to potential violations of this assumption. Our second assumption (A2) implies
that 1) the conditional probability of intersectional status as well as the conditional
probability of mediators are positive (positivity), and 2) there is su cient overlap in
covariates across di erent race and gender combinations (region of common support). Our
third assumption (A3) is that the observed outcome under a particular exposure value is
the same as the outcome after intervening to set the exposure to that value (consistency).
Under assumptions A1-A3, the counterfactual E[Y (Gd|c(0), Gm|c(0))|R = r] is
non-parametrically identified as
ÿ
x,d,m,c
E[Y |R = r,x, d,m, c]P (X = x|R = r, c)P (D = d,M = m|R = 0, c)P (c). (2)
A proof is given in Appendix A.
When multiple mediators are considered, the causal ordering between mediators is
consequential to correctly identify natural direct and indirect e ects (Imai, Keele, &
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Tingley, 2010; VanderWeele & Vansteelandt, 2014). In the context of our example, the
causal ordering between mediators is unclear because questionnaires measuring the
mediators were administered in the baseline survey. Therefore, we examine how robust our
identification results are when the causal ordering of the mediators is reversed. First, we
consider a scenario in which the causal ordering between the two intervening mediators
(i.e., D and M) is reversed as X2 æM æ D. In this scenario, the identification
assumptions A1-A3 are the same as before; and the identification result is also the same as
shown in equation (2). This is because the two mediators are considered jointly, regardless
of whether D a ects M or M a ects D.
Second, we consider another scenario in which X2 occurs between two intervening
variables: D æ X2 æM . The assumptions permitting identification of disparity
reductions are slightly di erent than before. Instead of A1, we assume B1) that the
relationship between D and Y is unconfounded given the intersectional group, childhood
SES, and baseline covariates (i.e., Y (d,m) ‹ D|R = r,X1 = x1,C = c) and B2) that the
relationship between M and Y is unconfounded given the intersectional group, childhood
SES, child abuse, discrimination, and baseline covariates (i.e.,
Y (d,m) ‹M |R = r,X = x, D = d,C = c). A2 and A3 remain the same. Under
assumptions B1, B2, A2, and A3, the counterfactual E[Y (Gd|c(0), Gm|c(0))|R = r] is
identified as
ÿ
d,m,c,x
E[Y |R = r, d,x,m, c]P (x1|R = r, c)P (x2|R = r, x1, d, c)P (d,m|R = 0, c)P (c). (3)
A proof for this scenario is given in Appendix B. If mediator-outcome confounders X do
not exist, both equations (2) and (3) reduce to the same expression:q
d,m,cE[Y |R = r, d,m, c]P (d,m|R = 0, c)P (c).
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4. Estimation
In this section, we propose an estimator that can be used in disparities research. The
estimator is built on the approach developed by Albert (2012) and VanderWeele and
Vansteelandt (2014) for natural direct and indirect e ects. This estimator provides a
convenient setting when multiple mediators are considered because empirical distributions
of mediators are used instead of modeling the mediators. In addition, this estimator easily
addresses di erential e ects.
To calculate the e ects of interest, we need to first calculate qcE[Y |R = r, c]P (c).
After some algebra, qcE[Y |R = r, c]P (c) can be computed by the weighted average of y
among R = r given the weight
Wˆr =
Pˆ (R = r)
Pˆ (R = r|c) , (4)
where r œ {0, 1, 2, 3} and c œ C. The probability of R = r given covariates can be obtained
by fitting a probit or logistic regression model. For instance, by fitting a multinomial
logistic regression, Pˆ (R = 1|c) = exp(⁄ˆ1c)
1+
q3
r=1 exp(⁄ˆrc)
, where ⁄ˆrs represent coe cients in logit for
R = r. A functional form fitted for the intersectional group given covariates should be
correctly specified for a valid result. Using equation (4), the observed disparity between a
comparison group (R = r) and White men given covariates can be estimated as
·ˆ(r, 0) = E[Wˆry|R = r]≠ E[Wˆ0y|R = 0].
To estimate E[Y (Gd|c(0), Gm|c(0))|R = r], we first begin by fitting an outcome model
and compute E[Y |R = r,xi, di,mi, ci] for each subject i among the reference group
(R = 0), which is the predicted value of Y for individual i, if the individual was in a
comparison group (R = r) but using the individual’s own values of mediators (di and mi)
and covariates (ci). Then, we fit a model for confounders X and compute P (xi|R = r, ci)
for each subject i among the reference group (R = 0), which is the joint probability of xi, if
the individual was in a comparison group (R = r) but using the individual’s own values of
covariates (ci).
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Finally, the predicted values of Y after incorporating the predicted values of
confounders X (generated from the joint probability of xi) will be averaged over i given a
weight as E[Wˆ0
q
x µˆrxDMcÂˆx|rc|R = 0], where µˆrxDMc = Eˆ[Y |R = r,x, di,mi, c] and
Âˆx|rc = Pˆ (x|R = r, c). A proof is given in Appendix C. Based on this result, the disparity
reduction and disparity remaining are estimated, respectively, as
”ˆ(r) =E[Wˆry|R = r]≠ E[Wˆ0
ÿ
x
µˆrxDMcÂˆx|rc|R = 0] and
’ˆ(0) =E[Wˆ0
ÿ
x
µˆrxDMcÂˆx|rc|R = 0]≠ E[Wˆ0y|R = 0].
(5)
The estimation requires several steps: calculating weights, calculating predicted values of Y
and X, and calculating the weighted average. Therefore, we used nonparametric
bootstrapping in order to obtain correct standard errors.
When fitting the outcome model, di erential e ects are assumed regarding perceived
discrimination (D) across di erent intersectional groups, which is consistent with Bauer
and Scheim (2019). Di erential e ects regarding education (M) across di erent
intersectional groups can be easily specified but we did not include it in our model because
the interaction e ect was not significant. For a valid result, the outcome model should be
correctly specified. The estimate will be biased if di erential e ects are present but are
omitted from the outcome model.
As discussed above, this estimator is particularly useful when multiple mediators are
considered because modeling mediators (D and M) is not necessary. Specifying a correct
functional form for multiple mediators can be challenging as the number of mediators
increases.
An Aside: Regression Estimator
We review a regression estimator used by Jackson and VanderWeele (2018) to
estimate the e ects of interest (i.e., ”(r) and ’(0)) and to discuss strengths and weaknesses
of the regression estimator. To begin, we assume the simplest model that does not assume
CAUSAL DECOMPOSITION ANALYSIS 16
any di erential e ects.
First, the observed disparity can be estimated by fitting the following regression:
Y = „0 +
q3
r=1 „rI(R = r) + „cC+ e1, where I(R = r) is a dummy variable indicating
R = r for r œ {1, 2, 3}, and e1 follows a normal distribution. Here, „ˆr would be the
estimated observed disparity after conditioning on covariates.
Second, the disparity reduction and disparity remaining are estimated by fitting the
following regressions:
Y =“0 +
3ÿ
r=1
“rI(R = r) + “xX+ “cC+ e2, and
Y =–0 +
3ÿ
r=1
–rI(R = r) + –xX+ –dD + –mM + –cC+ e3,
(6)
where e2 and e3 follow standard normal distributions. The term –ˆr is the disparity
remaining estimate after intervening on perceived discrimination and education (D and M)
within the same level of mediator-outcome confounders (X = x). This estimand is not
desirable because the disparity is estimated in the focus group in which the level of
mediator-outcome confounders (childhood SES and abuse) is the same, for instance, the
group that had no exposure to child abuse. Also, this estimand prevents us from estimating
a part of the disparity remaining, which is the path mediated via mediator-outcome
confounders (i.e., Ræ Xæ Y ) by conditioning on X = x. Therefore, to estimate the
disparity remaining defined in equation (1), this path mediated via mediator-outcome
confounders X should be added, which is –ˆx“ˆx · („ˆr ≠ “ˆr). This is the disparity reduction
when equalizing X alone but only scaled by the unmediated path between X and Y .
Therefore, by combining these two e ect estimates, ’(0) is estimated as –ˆr + –ˆx“ˆx · („ˆr ≠ “ˆr).
The term “ˆr ≠ –ˆr is the disparity reduction estimate after intervening on perceived
discrimination and education (D and M) within the same level of X = x. However, the
purpose is not to obtain disparity reduction within the same level of X and, thus, “ˆr ≠ –ˆr is
insu cient to capture the disparity reduction. To obtain the disparity reduction defined in
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equation (1), we have to add (1≠ –ˆx“ˆx ) · („ˆr ≠ “ˆr), which is the disparity reduction when
equalizing X alone but only scaled by the mediated path between X and cardiovascular
health. By combining these two e ect estimates, the disparity reduced is estimated as
”ˆ(r) = “ˆr ≠ –ˆr + (1≠ –ˆx“ˆx ) · („ˆr ≠ “ˆr). For proofs, refer to Jackson and VanderWeele (2018).
The regression estimator yields in general e cient estimates; and the estimation is
straightforward if the estimation is based on the subpopulation of X = x (refer to the
di erence method in the structural equation model framework (Baron & Kenny, 1986;
MacKinnon & Luecken, 2008)). However, if the estimation is not based on the
subpopulation, the regression estimator is no longer straightforward even after assuming
the simplest model in which no di erential e ects exist. As models change, the disparity
reduction and disparity remaining should be recalculated. This calls for an estimator that
is suitable for a complex model with multiple mediators and possible di erential e ects
such as the proposed estimator. Moreover, compared to the regression estimator, the
proposed estimator can exploit the covariance balancing property of propensity scores
(Imbens & Rubin, 2015), in which researchers can select a sample where the samples across
intersectional groups are more balanced in terms of baseline covariates.
5. Sensitivity Analysis
Identification and estimation crucially rely on assumption A1, which is not
empirically testable. The conditional ignorability assumption requires no omitted
confounding between the outcome and the two mediators (perceived discrimination and
education) simultaneously, given the intersectional group, mediator-outcome confounders,
and baseline covariates. In order for this assumption to be met, even approximately,
substantive knowledge is required about the confounding structure between the outcome
and mediators. This is because omitted variable bias could be amplified after conditioning
on observed confounders depending on the type of the observed confounders (see, for
example, Steiner & Kim, 2016). To address possible violations of this assumption, we
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develop a novel sensitivity analysis that systematically assesses the validity of results based
on the coe cients of determination.
5.1. Sensitivity Analysis Based on the Coe cients of Determination
Among the sensitivity analysis techniques developed for natural direct and indirect
e ects, VanderWeele (2010)’s approach is flexible enough to apply to interventional e ects.
Built upon VanderWeele’s approach, Park and Esterling (2020) provided the bias formulas
that can be used as sensitivity analysis for interventional e ects. Yet, this sensitivity
analysis technique requires unobserved confounders to be binary, and the interpretation of
sensitivity parameters is based on the scale of the independent and dependent variables.
Most importantly, the bias formulas are calculated assuming independence between the
unmeasured confounders and the existing mediator-outcome confounders (X). The
proposed sensitivity analysis technique is distinct from Park and Esterling (2020) in that 1)
dependence between the unmeasured confounders and the existing mediator-outcome
confounders is allowed, 2) it does not require unobserved confounders to be binary, and 3)
the interpretation of sensitivity parameters is based on the coe cients of determination,
which are scale-free measures.
Some conditions are required to calculate bias: 1) an unobserved confounder U exists
that confounds the relationship between the mediators (discrimination and education) and
the outcome given covariates (formally, Y (d,m) ‹ {D,M}|R = r,X = x,C = c, U = u)
and 2) the unobserved confounder U is measured before post-exposure confounder X2.
Figure 2 represents the scenarios that meet these conditions. These unobserved
confounders may include, for example, neighborhood environments at the time of birth.
If the disparity reduction for R = r is estimated given observed covariates,
”(r) =qcE[Y |R = r, c]P (c)≠qx,d,m,cE[Y |R = r,x, d,m, c]P (X = x|R = r, c)P (D = d,M =
m|R = 0, c)P (c). If U exists, this expression will lead to a biased estimate. We define this
bias as the di erence between the expected value of the estimate and the true e ect. For
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R D M Y
X2
H
X1
C1
C2
U
Figure 2 . When unobserved confounder U between the mediators and outcome exists
Note. 1) Diagram represents the relationship between race and gender intersectional status R,
cardiovascular health Y , discrimination D, and education M , as well as history H, age C1, genetic
vulnerability C2, childhood SES X1, and child abuse X2.
2) Solid lines represent relationships that are preserved and dashed lines represent relationships that
are removed by intervening on D and M .
3) Placing a box around the conditioning variables implies that a disparity is considered within
levels of these variables.
example, the bias for disparity reduction for R = r (bias(”(r))) is defined as
ÿ
c
E[Y |R = r, c]P (c)≠ ÿ
x,d,m,c
E[Y |R = r,x, d,m, c]P (x|R = r, c)P (d,m|R = 0, c)P (c)≠
ÿ
c
E[Y |R = r, c]P (c) + ÿ
x,d,m,c,u
E[Y |R = r,x, d,m, c, u]P (x|R = r, c, u)P (d,m|R = 0, c, u)P (c, u).
Given this definition and under some simplifying assumptions, the biases for disparity
reduction and disparity remaining can be expressed using coe cients of determination.
The simplifying assumptions required are 1) the e ect of unobserved confounder (U) on the
outcome (Y ) is constant within the strata of the intersectional group (R),
mediator-outcome confounders (X), mediators (D,M), and baseline covariates (C), and 2)
the e ect of the mediators (D, and M) jointly on unobserved confounder (U) is constant
within the strata of the intersectional group (R), mediator and outcome confounders (X),
and baseline covariates (C). Let the partial R2 value of U be denoted as
R2Y≥U |I(R=r),X,D,M,C; and the partial R2 value of {D,M} be denoted as R2U≥{D,M}|I(R=r),X,C.
Then, the absolute value of biases for disparity reduction and disparity remaining for
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R = r are expressed as
|bias| =se(“dm)
ıˆıÙR2Y≥U |I(R=r),X,D,M,C ◊R2U≥{D,M}|I(R=r),X,C
1≠R2U≥{D,M}|I(R=r),X,C
df ◊ |ÿ
c
{P (d,m|r, c)≠ P (d,m|0, c}P (c)|,
(7)
where se(“dm) can be obtained from regressing Y on D and M jointly after conditioning on
X and C, and df (degrees of freedom) can be obtained from the regression. In addition,
|qc{P (d,m|r, c)≠ P (d,m|0, c}P (c)| can be obtained from the data by regressing D and
M jointly on R and C. A proof is given in Appendix D. The equation (7) states that the
bias depends on two sensitivity parameters, which are 1) how much unobserved confounder
U explains the variance of the outcome Y after controlling for the intersectional group, two
mediators, mediator-outcome confounding, and existing covariates (R2Y≥U |I(R=r),X,D,M,C)
and 2) how much the mediators jointly explain the variance of unobserved confounder U
given the intersectional group, mediator-outcome confounding, and existing covariates
(R2U≥{D,M}|I(R=r),X,C).
The equation also states that the absolute value of biases between disparity reduction
and disparity remaining is the same given that the observed disparity is not causally
defined and, thus, the bias for the observed disparity due to the unobserved confounder is
zero. The bias for disparity reduction and disparity remaining is the same except that the
signs are the opposite, which implies that the absolute value of the biases between them is
the same. These bias formulas are obtained in part as a result of extending Cinelli and
Hazlett (2020), who addressed the bias for treatment e ects.
The simplifying assumptions required for calculating the bias may be too strong to be
met in some cases. In this case, one can use the original bias formula shown in appendix D
(equation (14)), which may not be very practical since the number of sensitivity
parameters becomes unwieldy. Therefore, we recommend modifying the original bias
formula depending on the particular violation(s). Suppose that the first simplifying
assumption is violated such that the e ect of the unobserved confounder (U) on the
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outcome (Y ) depends on the value of mediator-outcome confounders (Z) as “zu; and that
the second assumption is met that the joint e ect of the mediators (D,M) on the
unobserved confounder (U) is constant across the level of confounder (X) and covariates
(C) as —dm. Then the following modified bias formula can be used as an alternative.
bias(”(r)) =
ÿ
z,c
“zuP (z|R = 0, c)◊ —dm{P (d,m|R = r, c)≠ P (d,m|R = 0, c}P (c), (8)
where d œ D,m œM, and c œ C. The conditional probability of z (i.e., P (z|R = 0, c)) can
be drawn from the data. Then the overall value of “u will be obtained by summing over
values of “zu weighted by this conditional probability of z.
5.2. Comparisons with Other Sensitivity Analysis Techniques
Although many studies have developed sensitivity analysis techniques when natural
direct and indirect e ects are used, very few have been extended to a case where
interventional e ects are used with multiple mediators. Therefore, we discuss the
extendibility of existing sensitivity analyses and compare them with our approach.
Imai, Keele, and Yamamoto (2010) used the correlation between the mediator and
outcome as a measure of omitted pretreatment confounding, and they examined the change
of the estimate depending on the change of this correlation. This approach is advantageous
in terms of inference because it provides standard errors of the estimates for varying
correlation values. However, extending this sensitivity analysis technique to the case of
interventional e ects with multiple mediators may not be straightforward given the
multiple correlations between the errors in the M ≠ Y , D ≠M , and D ≠ Y relationships.
Even if the extension is possible, the bias formulas will be a lot more complicated than the
single mediator case.
Hong et al. (2018) developed a sensitivity analysis based on weighting. One sensitivity
parameter is the correlation between the weight di erence and the outcome; the other
sensitivity parameter is the standard deviation of the weight di erence. This approach can
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be easily extendable to interventional e ects if weights are modified to accommodate
multiple mediators and post-exposure confounders. Then, the bias formulas will remain the
same as the single mediator case. One issue with this extension is that all mediators should
be correctly modeled, which is challenging as the number of mediators increases.
VanderWeele (2010) derived bias formulas due to omitted pretreatment confounding,
which, under some simplifying assumptions, are reduced to the multiplication of two
sensitivity parameters. The two sensitivity parameters used were 1) the e ect of the
unobserved confounder on the outcome and 2) the di erence in prevalence of the
unobserved confounder between treatment and control groups. One issue with using these
sensitivity parameters is that eliciting possible values of sensitivity parameters from
di erent studies may not be straightforward due to the outcomes having di erent scales. In
contrast, eliciting partial R2 values from di erent studies is arguably straightforward even
when di erent scales are used.
6. Application to the MIDUS data
6.1. Data and Measures
Extending analyses by Lee, Park, and Boylan (2020), we extracted baseline and
outcome data from MIDUS and the MIDUS Refresher. We limited the sample to those
respondents (n=1978) who participated in MIDUS wave 2 or MIDUS Refresher biological
data collection and identified themselves either as non-Hispanic White or non-Hispanic
Black. Intersectional status was created by following the intercategorical complexity
approach (e.g., Bauer & Scheim, 2019). Racial and gender statuses were created using the
nexus of self-identified race/ethnicity and gender. Cardiovascular health was assessed in
accordance with the AHA’s criteria (Lloyd-Jones et al., 2010). A composite was created to
reflect the criteria for ideal, intermediate, or poor cardiovascular health, respectively, on
each of seven metrics: smoking, BMI, physical activity, diet, total cholesterol, blood
pressure, and fasting glucose.
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We have considered two life-course mediators (perceived discrimination and
education) that explain cardiovascular disparities across intersectional groups. As for
perceived discrimination, respondents were asked to report the number of times in their life
they faced “discrimination” in 11 questions. Each item was recoded 1 if respondents
reported 1 or more times, otherwise 0. An inventory of lifetime discrimination was
constructed by summing the items with possible scores ranging from 0 to 11 (Williams et
al. 1997). Education is a variable that indicates the highest level of degree completed,
which ranges from 1 = no school/some grade school to 12 = PhD, MD, or other
professional degree.
Mediator-outcome confounders include childhood SES and abuse. Childhood SES is
an index measure including parental education, poverty, financial status, and employment
status of parent(s). Abuse is an index, drawn from items on the Childhood Trauma
Questionnaire (Bernstein & Fink, 1998), measuring experiences of emotional, physical, or
sexual abuse, with possible responses to each item ranging from 1 (never true) to 5 (very
often true).
For covariates, we included age and parental history of cardiovascular and metabolic
illness (heart problems, stroke, and diabetes), which may reflect genetic susceptibility and
shared lifestyle/environments associated with reduced respondent’s cardiovascular health
score.
According to Lee et al. (2020), while Black women have the lowest (i.e., unhealthiest)
cardiovascular health scores (=6.95), White women have the highest cardiovascular health
scores (=8.74). White men have higher scores than Black men (7.95 vs. 7.27), and there is
no significant gender di erence among Blacks.
6.2. Analysis Under Conditional Ignorability
We compared the results from both proposed and regression-based methods. For the
proposed method, we used the estimator shown in equation (5) and calculated the
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estimates with and without considering di erential e ects across intersectional groups. For
the regression-based method, we used the regression estimator suggested by Jackson and
VanderWeele (2018) and calculated the estimates without considering di erential e ects. It
is possible to consider di erential e ects with the regression estimator but this requires
some calculations.
The results of all comparison groups (Black men, White women, and Black women)
are available, but for simplicity, we only present the disparity reduction and disparity
remaining for Black women when compared to White men after intervening on education
and perceived discrimination simultaneously.
Table 1
Estimates of the disparity reduction and disparity remaining for Black women vs White men
Estimator Weighting-Based Regression-Based
Observed disparity (·(3, 0)) -0.976 -0.927
(95% CI) (-1.270, -0.667) (-1.240, -0.617)
Without Di erential E ects
Disparity remaining (’(0)) -0.377 -0.396
(95% CI) (-0.690, -0.038) (-0.704 -0.072)
Disparity reduction (”(3)) -0.599 -0.531
(95% CI) (-0.783, -0.425) (-0.688 -0.386)
% reduction 61.4% 57.3%
With Di erential E ects
Disparity remaining (’(0)) -0.512
(95% CI) (-0.852, -0.184)
Disparity reduction (”(3)) -0.464
(95% CI) (-0.697, -0.241)
% reduction 47.5%
Note. CI = confidence interval.
Table 1 shows initial observed disparities (·(3, 0)), disparity remaining (’(0)), and
disparity reduction (”(3)) in terms of cardiovascular health. The results from
weighting-based methods show that, compared to White men, initial disparity for Black
women (after controlling for covariates) is -0.98. Similarly, the results from regression-based
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methods show that, compared to White men, initial disparity for Black women is -0.93.
The di erence is probably due to the following reasons: 1) the proposed estimator requires
the covariate balancing property of propensity scores and 2) the proposed estimator
standardizes covariates across intersectional groups rather than conditioning on them.
After equalizing the distributions of both education and perceived discrimination
across groups, the results from weighting-based methods (without considering di erential
e ects) show that the initial disparity would be reduced by 61.4% for Black women, when
compared to White men. The results from regression-based methods show lower levels of
disparity reduction for Black women (57.3%) when compared to White men. The
discrepancy may be due to the fact that the weighting-based method relies on correctly
specifying the intersectional group, mediator-outcome confounders, and outcome models
while the regression-based method relies on correctly specifying the three di erent outcome
models (i.e., covariates only model and equations (6)).
As we consider whether the e ect of perceived discrimination on cardiovascular
health varies by intersectional group, the results from weighting-based methods show that
the initial disparity would be reduced by 47.5% for Black women. The di erence in the
percentage of reduction when considering di erential e ects indicates the importance of
addressing di erential e ects.
6.3. Sensitivity Analysis
Figure 3 shows the change in the estimates with the change in the two sensitivity
parameters: 1) the partial R2 value of an unobserved confounder on the outcome given the
intersectional status, mediator-outcome confounders, mediators, and baseline covariates
and 2) the partial R2 value of mediators on an unobserved confounder given the
intersectional status, mediator-outcome confounders, and covariates. According to Figure
3A, the estimate for disparity reduction will become zero if the partial R2 values are both
about 0.14. This implies that the disparity reduction for Black women due to equalizing
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the distributions of discrimination and education will be completely washed away if 1) the
unobserved confounder explains 14% of the variance of cardiovascular health after
controlling for intersectional status, mediator-outcome confounders, mediators, and
baseline covariates and 2) the mediators explain 14% of the variance of the unobserved
confounder after controlling for intersectional status, mediator-outcome confounders, and
baseline covariates. This amount of confounding is unlikely given the range of the
sensitivity parameters drawn from the strongest existing covariate (triangle and circle
points from Figure 3A). The strongest existing covariate (age) explains 2.5% of the
variance in cardiovascular health after controlling for intersectional status,
mediator-outcome confounders, mediators, and the rest of baseline covariates. When the
same or even the twice the amount of variance explained is assumed for the partial R2
value of the mediators on an unobserved confounder, the disparity reduction estimate
would still be strongly negative (i.e., between -0.4 to -0.2).
Some investigators may be more interested in the inference than the points where the
estimate becomes zero. If standard errors are assumed to be invariant depending on the
amount of confounding, the 95% confidence interval will cover zero if the partial R2 values
are both about 0.075. This amount of confounding is still greater than any existing
covariate.
The same applies to the disparity remaining estimate. Figure 3B suggests that the
estimate for disparity remaining will become zero if the partial R2 values are both about
0.15. The 95% confidence interval will cover zero if the partial R2 values are both about
0.06. This amount of confounding is still greater than any existing covariate. Therefore, we
conclude that the significance level of disparity remaining may change if there exist
unobserved confounders that are as strong as existing covariates (triangle and circle points
from Figure 3B).
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B) Disparity remaining
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Figure 3 . Sensitivity of the estimates using R2 values
Note. 1) Bold lines represent the points at which the estimates become zero. 2) Standard lines
represent the points at which the estimates become the respective value (e.g., -0.2, -0.1, 0.1, 0.2,
etc.). 3) Dashed lines represent the points at which the upper and lower confidence intervals include
zero. 4) A triangle point represents the partial R2 value drawn from the strongest existing covariate,
assuming equal R2 values between the two sensitivity parameters. 5) A circle point represents the
partial R2 value drawn from the strongest existing covariate, assuming that the partial R2 of D,M
on U is twice the size of the partial R2 of U on Y .
7. Discussion
In this paper, we study identification, estimation, and sensitivity analysis for the
disparity reduction and disparity remaining between intersectional groups. Our paper
contributes to the causal decomposition analysis literature in several ways. First, we
developed a nonparametric estimator, which e ectively accommodates a complex model
with multiple mediators and/or di erential e ects. Second, we developed a novel
sensitivity analysis based on coe cients of determination. The proposed sensitivity
analysis technique can help researchers to assess the robustness of their findings to possible
violations of assumptions even when the model underlying their study is complex.
The recent work by Jackson (2019) proposed alternative weighting methods (i.e.,
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ratio of mediator probability and inverse odds ratio weightings) in the context of disparity
research that can be used when a single mediator is considered. These estimators are also
flexible to accommodate di erential e ects and can be modified to accommodate multiple
mediators. They require a functional form to be correctly specified for every intervening
mediator and intersectional group, while the proposed estimator requires a functional form
to be correctly specified for the outcome, mediator-outcome confounders, and intersectional
group. Researchers can choose between these estimators depending on the context of their
studies; yet, the proposed estimator is less demanding in terms of modeling perspectives as
the number of mediators increases.
The assumptions that permit the identification of the disparity reduction and
disparity remaining are strong and, in general, not empirically testable. Given that, it is
surprising that no sensitivity analysis has yet been applied to disparities research. The
proposed sensitivity analysis can address complex models with multiple mediators and
di erential e ects. In addition, using coe cients of determination makes the interpretation
of sensitivity parameters straightforward. We hope that the method and sensitivity
analysis will be useful to disparity researchers who investigate multiple mediators and
di erential e ects.
While the primary purpose of this paper is methodological, we note issues related to
perceived discrimination. Our measure of discrimination mainly captures individuals’
awareness of or willingness to report discrimination. It is possible that experiencing
discrimination might have di erent meanings and/or reporting thresholds across
intersectional groups. For example, White men might view discrimination as a loss of white
supremacy or privilege while Black women might encounter multiple forms of
discrimination through racial or male supremacy. If a di erential construct is used as a
mediator, it is di cult to interpret the disparity reduction/remaining in a meaningful way
since it is not clear how to equalize, even hypothetically, the distribution of perceived
discrimination across groups. Jackson and VanderWeele (2019) discussed this problem of
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di erential constructs and o ered several solutions for it.
There are limitations and possible future directions for the proposed methods. First,
one important limitation of the proposed sensitivity analysis technique is that standard
errors of the estimates are assumed to be invariant with a varying amount of confounding.
This is a strong assumption that may not be met in practice. Therefore, it will be an
important area of future research to develop a numerical or analytical approach to obtain
correct standard errors with a varying amount of confounding. Second, a possible future
direction would be to allow time-varying mediators and outcomes. This represents an
important research topic if the causal ordering between the mediator and outcome is not
clear (e.g., low income can cause cardiovascular disease and poor health status can cause
low income). Third, another important area for future study is to address possible
measurement errors in confounders and mediators. Given that measurement error for
confounders and mediators is common, it would be necessary to develop sensitivity analysis
to check the robustness of the results to possible measurement error in the context of
disparity research.
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Appendix A: Identification of E[Y (Gd|c(0), Gm|c(0))|R = r]
Under assumptions A1-A3, the counterfactual E[Y (Gd|c(0), Gm|c(0))|R = r] can be
expressed as
=
ÿ
c
E[Y (Gd|c(0), Gm|c(0))|R = r, c)]P (c)
=
ÿ
d,m,c
E[Y (d,m)|R = r,Gd|c(0) = d,Gm|c(0) = m, c]P (Gd|c(0) = d,Gm|c(0) = m|R = r, c)P (c)
=
ÿ
d,m,c
E[Y (d,m)|R = r, c]P (d,m|R = 0, c)P (c)
=
ÿ
d,m,c,x
E[Y (d,m)|R = r,x, c]P (x|R = r, c)P (d,m|R = 0, c)P (c)
=
ÿ
d,m,c,x
E[Y (d,m)|R = r,x, d,m, c]P (x|R = r, c)P (d,m|R = 0, c)P (c)
=
ÿ
d,m,c,x
E[Y |R = r,x, d,m, c]P (x|R = r, c)P (d,m|R = 0, c)P (c).
(9)
The second, fourth, and sixth equalities are due to the law of iterated expectations. The
third equality is because Gd|c(0) = d, and Gm|c(0) = m are random given C = c. The sixth
equality holds due to assumption A1 (Y (d,m) ‹ {D,M}|R = r,X = x,C = c). The
seventh equality holds due to A3 (consistency). This completes the proof.
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Appendix B: Identification of E[Y (Gd|c(0), Gm|c(0))|R = r] with an alternative
ordering of the mediators
We assume that M depends on D and X2, and X2 depends on D (i.e.,
D æ X2 æM). Assuming this causal ordering of mediators, the counterfactual
E[Y (Gd|c(0), Gm|c(0))|R = r] can be expressed as
=
ÿ
c
E[Y (Gd|c(0), Gm|c(0))|R = r, c]P (c)
=
ÿ
d,m,c
E[Y (d,m)|R = r,Gd|c(0) = d,Gm|c(0) = m, c]P (Gd|c(0) = d,Gm|c(0) = m|R = 1, c)P (c)
=
ÿ
d,m,c
E[Y (d,m)|R = r, c]P (d,m|R = 0, c)P (c)
=
ÿ
d,m,c,x1
E[Y (d,m)|R = r, x1, c]P (x1|R = r, c)P (d,m|R = 0, c)P (c)
=
ÿ
d,m,c,x1
E[Y (d,m)|R = r, x1, d, c]P (x1|R = r, c)P (d,m|R = 0, c)P (c)
=
ÿ
d,m,c,x1,x2
E[Y (d,m)|R = r, x1, d, x2, c]P (x1|R = r, c)P (x2|R = r, x1, d, c)P (d,m|R = 0, c)P (c)
=
ÿ
d,m,c,x1,x2
E[Y (d,m)|R = r, x1, d, x2,m, c]P (x1|R = r, c)P (x2|R = r, x1, d, c)P (d,m|R = 0, c)P (c)
=
ÿ
d,m,c,x1,x2
E[Y |R = r, x1, d, x2,m, c]P (x1|R = r, c)P (x2|R = r, x1, d, c)P (d,m|R = 0, c)P (c).
(10)
The second and fifth equalities are due to the law of iterated expectations. The third
equality is because Gd|c(0) = d, and Gm|c(0) = m are random given C = c. The fourth and
sixth equalities are due to B1 (Y (d,m) ‹ D|R = r,X1 = x,C = c) and B2
(Y (d,m) ‹M |R = r,D = d,X1 = x1, X2 = x2,C = c), respectively. The seventh equality
is due to A3 (consistency). This completes the proof.
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Appendix C: Estimation of ”(r) and ’(0)
As defined in equation (1), ”(r) =qcE[Y |R = r, c]P (c)≠ E[Y (Gd|c(0), Gm|c(0))|R = r],
and ’(0) = E[Y (Gd|c(0), Gm|c(0))|R = r]≠
q
cE[Y |R = 0, c]P (c). First, we estimateq
cE[Y |R = r, c]P (c) using weight as
ÿ
c
E[Y |R = r, c]P (c) =ÿ
c,y
yP (y|R = r, c)P (c)
=
ÿ
c,y
P (R = r)
P (R = r|c)yP (y|R = r, c)P (R = r|c)P (c)
1
P (R = r)
=
ÿ
c,y
P (R = r)
P (R = r|c)yP (y, c|R = r)
=E[ P (R = r)
P (R = r|c)y|R = r]
=E[Wry|R = r],
(11)
where Wr = P (R=r)P (R=r|c) . The first equality is due to the law of iterated expectations. The
third equality is due to Bayes theorem. The fourth equality is because
E[P (y, c|R = r)|R = r] = 1.
Next, we estimate E[Y (Gd|c(0), Gm|c(0))|R = r]. According to equation (2),
E[Y (Gd|c(0), Gm|c(0))|R = r] equals
ÿ
c,x,d,m
E[Y |R = r,x, d,m, c]P (x|R = r, c)P (d,m|R = 0, c)P (c)
=
ÿ
c,x,D,M,R
I(R = 0)E[Y |R = r,x, D,M, c]P (x|R = r, c)P (D,M |R, c)P (c)
=
ÿ
c,x,D,M,R
I(R = 0)
P (R = 0|c)E[Y |R = r,x, D,M, c]P (x|R = r, c)P (D,M |R, c)P (R|c)P (c)
=
ÿ
c,x,D,M,R
I(R = 0)
P (R = 0|c)E[Y |R = r,x, D,M, c]P (x|R = r, c)P (D,M,R, c)
= E[ I(R = 0)
P (R = 0|c)
ÿ
x
E[Y |R = r,x, D,M, c]P (x|R = r, c)]
= E[ P (R = 0)
P (R = 0|c)
ÿ
x
E[Y |R = r,x, D,M, c]P (x|R = r, c)|R = 0]
= E[W0
ÿ
x
µrxDMcÂx|rc|R = 0],
(12)
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where W0 = P (R=0)P (R=0|c) , µrxDMc = E[Y |R = r,x, D,M, c], and Âx|rc = P (x|R = r, c). In the
first equality, we use D,M , and R to represent that these are random variables. The fourth
equality is because qbE[a|b]P (b) = E[E[a|b]]. This completes the proof.
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Appendix D: Bias formulas of ”(r) and ’(0)
The bias for disparity reduction for R = r (bias(”(r))) is defined as the di erence
between the expected estimate and the true value as
ÿ
c
E[Y |R = r, c]P (c)≠ ÿ
x,d,m,c
E[Y |R = r,x, d,m, c]P (x|R = r, c)P (d,m|R = 0, c)P (c)≠
ÿ
c
E[Y |R = r, c]P (c) + ÿ
x,d,m,c,u
E[Y |R = r,x, d,m, c, u]P (x|R = r, c, u)P (d,m|R = 0, c, u)P (c, u)
=≠ ÿ
x,d,m,c
E[Y |R = r,x, d,m, c]P (x|R = r, c)P (d,m|R = 0, c)P (c)
+
ÿ
x,d,m,c,u
E[Y |R = r,x, d,m, c, u]P (x|R = r, c, u))ÿ
x
P (d,m|R = 0,x, c, u)P (x|R = 0, c, u)*P (c, u)
=≠ ÿ
x,d,m,c,u
E[Y |R = r,x, d,m, c, u]P (u|R = r,x, d,m, c)P (x|R = r, c)P (d,m|R = 0, c)P (c)
+
ÿ
x,d,m,c,u
E[Y |R = r,x, d,m, c, u]P (x|R = r, c, u))ÿ
x
P (u|R = 0,x, d,m, c)
P (u|R = 0,x, c) P (d,m|R = 0,x, c)
◊ P (u|R = 0,x, c)
P (u|R = 0, c) P (x|R = 0, c)
*
P (u|c)P (c)
=≠ ÿ
x,d,m,c,u
E[Y |R = r,x, d,m, c, u]P (u|R = r,x, d,m, c)P (x|R = r, c)P (d,m|R = 0, c)P (c)
+
ÿ
x,d,m,c,u
E[Y |R = r,x, d,m, c, u]P (u|r,x, c)
P (u|r, c) P (x|R = r, c)
)ÿ
x
P (u|R = 0,x, d,m, c)P (d,m|R = 0,x, c)
◊ P (x|R = 0, c)*P (c)
=≠ ÿ
x,d,m,c,u
E[Y |R = r,x, d,m, c, u]P (u|R = r,x, d,m, c)P (x|R = r, c)P (d,m|R = 0, c)P (c)
+
ÿ
x,d,m,c,u
E[Y |R = r,x, d,m, c, u] P (u|r,x, c)
P (u|R = r, c)P (x|R = r, c)P (u|R = 0, c)P (d,m|R = 0, c)P (c)
=≠ ÿ
x,d,m,c,u
E[Y |R = r,x, d,m, c, u]{P (u|r,x, d,m, c)≠ P (u|r,x, c)}P (x|r, c)P (d,m|R = 0, c)P (c)
(13)
The first and the last equalities are because of the law of total probability. The second
equality is due to Bayes theorem. The third and fifth equalities are because U only
confounds the relationship between the mediators and outcome (and thus,
U ‹ R = r|C = c). The fourth equality is because of the law of total probability
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(qd,m{qx P (u|R = 0,x, d,m, c)P (d,m|R = 0,x, c)P (x|R = 0, c)} =qx,d,m{P (u|R =
0,x, d,m, c)P (d,m|R = 0,x, c)P (x|R = 0, c)}P (d,m|R = 0, c) = P (u|R = 0, c)P (d,m|R = 0, c)).
By using the law of total probability, the last expression of equations (13) equals
=≠ ÿ
x,d,m,c,u
E[Y |R = r,x, d,m, c, u])ÿ
d,m
P (u|r,x, d,m, c)P (d,m|0, c)≠ P (u|r,x, d,m, c)P (d,m|r,x, c)*
◊ P (x|R = r, c)P (d,m|R = 0, c)P (c)
=≠ ÿ
x,d,m,c,u
E[Y |R = r,x, d,m, c, u])ÿ
d,m
P (u|r,x, d,m, c)P (d,m|0, c)≠ P (u|r,x, d,m, c)P (d,m|r, c)*
◊ P (x|R = r, c)P (d,m|R = 0, c)P (c)
=
ÿ
x,d,m,c,u
E[Y |R = r,x, d,m, c, u]#ÿ
d,m
P (u|r,x, d,m, c){P (d,m|R = r, c)≠ P (d,m|R = 0, c)}$
◊ P (x|R = r, c)P (d,m|R = 0, c)P (c).
(14)
The first equality is because P (u|R = r,x, c) =qd,m P (u|R = r,x, d,m, c)P (d,m|R = r,x, c).
The second equality is because qx P (d,m|R = r,x, c)P (x|R = r, c) = P (d,m|r, c). The last
expression of equations (14) is a nonparametric bias formula that can be used without any
assumptions.
Now, suppose that the 1) e ect of U on Y is constant within the strata of
R,X, D,M , and C and equals to “u; and 2) the e ect of mediators D,M on U is constant
within the strata of R,X, and C and equals to —dm. Then the bias formula reduces to
= “u ◊ —dm
ÿ
c
{P (d,m|R = r, c)≠ P (d,m|R = 0, c}P (c). (15)
Let the partial R2 value of unobserved confounder U on the outcome given
I(R = r),X, D,M and C be denoted as R2Y≥U |I(R=r),X,D,M,C; and let the partial R2 value of the
mediators on unobserved confounder U given I(R = r),X, and C be denoted as
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R2U≥{D,M}|I(R=r),X,C. Then, the bias can be expressed as
bias(”(r)) =cov(Y,U |I(R = r),X, D,M,C)
var(U |I(R = r),X, D,M,C) ◊
cov(U, {D,M}|I(R = r),X,C)
var({D,M}|I(R = r),X,C)
◊ÿ
c
{P (d,m|r, c)≠ P (d,m|0, c}P (c)
=cor(Y,U |I(R = r),X, D,M,C)sd(Y |I(R = r),X, D,M,C)
sd(U |I(R = r),X, D,M,C) ◊
cor(U, {D,M}|I(R = r),X,C)sd(U |I(R = r),X,C)
sd({D,M}|I(R = r),X,C) ◊
ÿ
c
{P (d,m|r, c)≠ P (d,m|0, c}P (c).
(16)
where cov=covariance, cor=correlation, sd=standard deviation. The second equality is
because cov(A,B|C) = cor(A,B|C)sd(A|C)sd(B|C). Then, the absolute value of the bias
can be expressed as
|bias(”(r))| =
ıˆıÙR2Y≥U |I(R=r),X,D,M,C ◊R2U≥{D,M}|I(R=r),X,C
1≠R2U≥{D,M}|I(R=r),X,C
◊ sd(Y |I(R = r),X, D,M,C)
sd({D,M}|I(R = r),X,C)
◊ |ÿ
c
{P (d,m|r, c)≠ P (d,m|0, c}P (c)|
=se(“dm)
ıˆıÙR2Y≥U |I(R=r),X,D,M,C ◊R2U≥{D,M}|I(R=r),X,C
1≠R2U≥{D,M}|I(R=r),X,C
df
◊ |ÿ
c
{P (d,m|r, c)≠ P (d,m|0, c}P (c)|
(17)
The first equality is because sd(U |(R=r),X,C)sd(U |I(R=r),X,D,M,C) =
1
1≠R2
U≥{D,M}|I(R=r),X,C
and
cor(A,B|C)2 = R2A≥B|C . The second equality is because se(“dm) = sd(Y |I(r),X,D,M,C)sd(D,M |I(r),X,C)
Ò
1
df ,
where “dm is obtained from regressing Y on D and M jointly after conditioning on
I(R = r),X, and C and the df can be obtained from the degrees of freedom of the
regression.
Since no causal interpretation is given to the e ect of R on Y , the bias for the
observed disparity due to U is zero. Therefore, bias(’(0))= -bias(”(r)), which implies that
the absolute value of the biases between disparity reduction and disparity remaining is the
same. This completes the proof.
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