In this paper we propose a novel, highly flexible camera. The 
Lensless Imaging with Apertures
Virtually all cameras today have lenses. Lenses are useful as they focus the light from the scene on the image plane to form bright and sharp images. We are so accustomed to cameras with lenses that we often overlook their fundamental limitation; lenses severely constrain the geometric and radiometric mapping from the scene to the image. The goal of this paper is to develop a new approach to imaging that facilitates a new class of mappings from the scene to the image, thereby enabling the camera to perform a wide set of imaging functionalities.
We propose in this paper a novel, flexible video camera that does not have a lens. The camera design is simple. It consists of two components, an image detector and a special aperture, that are placed at a small distance apart. Figure 1 Conventional apertures can be realized as a special case of this aperture, by using a constant binary transmittance pattern. Figure 1 (b) show the aperture in its complete form. A stack of several controllable light attenuating layers at different distances from the detector are used. One way to implement controllable attenuating layers is by using liquid crystal sheets 1 . Figure 2 highlights the difference between a conventional lens camera and our lensless camera. An ideal lens camera, shown in Figure 2 (a), focuses the scene on the image plane. Each point on the image detector integrates light emanating from a single point in the scene. Therefore, the aperture influences only the total brightness of the image and the local blur in defocused areas. In contrast, our lensless imaging system, shown in Figure 2 (b), has no focusing. Each point on the image detector integrates light emanating from the entire field of view. Prior to the integration, the 2D light field associated with each image point is modulated by the attenuating aperture. Therefore, it is the aperture that determines the geometry and photometry of the imaging process.
We show that a careful selection of the transmittance pattern of the aperture makes it possible to modulate the light in useful ways that cannot be achieved with conventional cameras. Moreover, since the aperture is controllable, the imag-ing properties of the camera can be changed from one video frame to the next. The following are some of the distinctive capabilities of the camera.
• Instantaneous Field of View Changes: The camera can change its viewing direction instantaneously to arbitrary directions by merely modifying the transmittance pattern of the aperture. In contrast, conventional cameras rely on pan-tilt motors, which are limited by mechanical constraints and produce motion blur.
• Split Field of View: The camera can capture disjoint parts of the scene in a single frame without capturing the regions in between them. A system that uses the camera can select which parts of the scene are captured at each time instance. This way, the camera can capture far apart moving objects with higher resolution. In contrast, conventional cameras are forced to distribute the limited resolution of the detector uniformly over a wide field of view.
• Camera as a Computational Sensor: The camera can modulate the light such that the captured images are the results of computations applied optically to scene radiances. This way, the camera can be used to perform expensive computations during image formation. In contrast, conventional cameras cannot perform such computations due to the rigid scene-to-image mapping performed by lenses.
Therefore, by removing the lens, we obtain a highly flexible imaging system. One might consider that this flexibility is obtained by sacrificing the overall resolution and brightness of the image. After all, this is the main reason for using a lens in an imaging system. However, we will show that these limitations can be overcome by using a larger video detector (Appendix A). Moreover, we show that image brightness can be further intensified using special aperture designs called "coded apertures".
The ideal design of our camera involves the fabrication of the detector and the attenuating layers as one physical device. In our prototype implementation, we used an off-theshelf digital still camera without the lens as the detector and an off-the-shelf LCD in front of it as the controllable aperture. In cases where multiple attenuating layers were needed, we have used physical apertures with constant transmittance functions. Using our prototype, we demonstrate the use of our imaging system in different applications.
Related Work
This work was inspired by the recent work by Nayar et al. [8] that coined the term "programmable imaging." This previous work proposed a camera with lenses and an array of micro-mirrors. By controlling the orientations of the micromirrors, the authors showed that pixel-wise multiplications and instantaneous changes of viewing directions can be done in the optics. In other work [7] , the authors proposed a camera with a lens and a light attenuator that can also perform pixel-wise multiplications. While both our camera and the cameras in [7, 8] are controllable, there are fundamental differences in the way images are formed. Specifically, the cameras in [7, 8] use a lens to focus the scene on the detector. Therefore, at each image point they modulate the light emanating from a single point in the scene. In contrast, our camera modulates at each image point the light coming from the entire field of view. In other words, the cameras in [7, 8] modulate the 2D image whereas our camera modulates the 4D light field associated with the image detector prior to the capture of the 2D image (see Figure 2) . As a result, our camera can perform several new imaging functionalities that have not been possible in the past. Finally, from a practical viewpoint, our camera can be very inexpensive and compact (essentially a thicker detector). A modulation of the 4D light field with a light attenuator was proposed by Farid et. al. [2] . A defocused lens in conjunction with an attenuating layer were used for scene depth estimation. In contrast, our camera has no lens, therefore providing different modulations to the incident light field. Moreover, our camera includes multiple attenuating layers, which, as we show, provide more general modulations.
The Camera Prototype
Our prototype implementation of the camera is shown in Figure 3 . It includes an off-the-shelf LCD (MTR-EVUE-4BW from EarthLCD) for the aperture and an off-the-shelf digital camera (EOS-20D from Canon) without the lens for the image detector. The major considerations in selecting the LCD were the pixel size and the contrast ratio. In order to capture high quality images, ideally, the pixels on the LCD should be as close as possible to the optimal pinhole size. The optimal pinhole size depends on the distance of the pinhole from the detector (see Appendix A for details). Since in our case the LCD had to be attached to the lens mount of the camera at a distance of 55mm, the optimal pinhole size was 0.33mm × 0.33mm. The LCD should also have a high contrast ratio to be able to approximate zero transmittance. Unfortunately, at this point in time, most commercially-available high-contrast LCDs have 3 sub-pixels (R;G;B) per pixel, so that the physical pixels have an aspect ratio close to 1:3. The LCD we selected has Camera Body LCD LCD Control Figure 3 . Our camera prototype consists of the body of a Canon EOS-20D digital still camera with an LCD in front of it. To overcome the low contrast ratio of the LCD, most of its unused area was covered with a cardboard. In experiments that required the use of multiple attenuating layers, the additional layers were physical apertures.
close-to-square pixels (0.21mm × 0.26mm) and a published contrast ratio 1:50. In practice, we found that the contrast ratio was 1:14 or less. We therefore blocked most of the unused area of the LCD with cardboard, as can be seen in Figure 3 . Due to the low contrast ratio of our LCD, LCD pixels that were supposed to block the light, in practice, transmitted considerable amounts of light. To overcome this limitation, the images used in our experiments were captured as follows: We first applied the desired transmittance pattern to the LCD and captured image I 1 . Then, we applied a uniform zero transmittance pattern and captured image I 0 . The image used as the output of the camera was the difference between these images:
Most LCDs are coated with diffuse layers that improve the display quality, but are harmful for our purposes. Our LCD had a mild diffuse coating that introduced additional image blur. In addition, the attenuation of LCDs depends on the viewing angle [1] . In the case of the LCD we used, we observed a lower contrast ratio in large angles. To account for this effect, in our experiments we used a pre-calibrated photometric correction function to our captured images.
It should be emphasized that while we used an off-theshelf grayscale LCD, color LCDs are becoming available with a contrast ratio of 1:1000 and wider viewing angle responses. In other words, in the near very future it will be possible to develop a prototype of our camera that produced images of much higher quality. Due to the limitation of our current prototype, all the experiments reported in this paper were done indoors under strong lighting and all presented videos were obtained by capturing sequences of still images.
Finally, for our second attenuating layer (needed for the optical correlation and for the split field of view experiments) we used a physical aperture with the appropriate attenuation function.
Imaging Without Lenses
We first explore the set of scene-to-image mappings that can be implemented with the proposed camera. We derive a simple relation for the mapping when the scene is far relatively to the camera size and show the difference between imaging with the usual aperture and imaging with a multilayered aperture. To keep notations simple, the derivation is given for transmittance patterns in which diffraction effects are negligible and for a one-dimensional camera. The generalization to a 2D camera is straightforward. It is further assumed the scene is a plane 2 parallel to the image plane at distance z. Then the image brightness at point x is given by:
Define w as an upper bound on the width of the camera (aperture and detector). Then, in the limit, when z >> w and z >> f 1 , we get:
Proof: Figure 4 shows the camera and a scene point P . We first consider a particular case, in which the first layer is blocked except for a pinhole located at an offset x 0 . Scene point P is projected through the pinhole to image point x.
Were the pinhole located at offset 0, the point P would be projected to the point x 1 . Therefore, the image brightness at point x is given by 3 :
Note that S f was defined as the pinhole image for a pinhole location at offset 0. From similarity of triangles, 
In the limit, when the camera dimensions are negligible with respect to z, we get equation 2:
When the aperture is a plane at distance f 1 with transmittance function T , the brightness equation 2 becomes:
Specifically, a shifted ideal pinhole corresponds to a shift of S f :
where δ denotes Dirac's delta function. Therefore, when the scene is far and the aperture is flat, then all image mappings can be formulated as a convolution of the scene S f with the transmittance pattern of the aperture, as seen from equation 7. When the aperture has multiple layers, the set of mappings of the camera is richer, as can be seen from equation 2, and includes spatially-varying mappings. We shall now show a few examples of useful mappings, both convolutions and spatially-varying mappings. An approach that further extends the set of achievable mappings is described in Appendix B
Examples of New Imaging Functionalities

Controllable Single-Layer Aperture
The ability to control the aperture in space and time is arguably the most compelling feature of our camera. It allows us to change the imaging characteristics of the camera dramatically from one frame to the next. Consider the case of a controllable pinhole camera. In this case, the transmittance pattern corresponds to a pinhole disk. At each time instance, the system that uses the camera can instantaneously shift the pinhole to any arbitrary location on the aperture. In order to understand the effect of this on the captured image, consider Figure 5 . Figure 5 induces a change of the viewing direction. More precisely, equation 8 shows that for a distant scene, a shift of the pinhole induces a shift of the image. In other words, by electronically shifting the pinhole location on the aperture, the camera can shift the projected image and effectively change its viewing direction arbitrarily. This is in contrast to pan/tilt lens-based cameras that change their viewing direction continuously and are limited by motion blur and mechanical constraints.
The second property unique to our design is that each point on the detector integrates attenuated light from the entire field of view, as was shown in Figure 2 . This property can be exploited to utilize the camera as a computational sensor. In other words, by selecting the appropriate transmittance pattern for the aperture, the camera can be programmed to perform a desired computation by the optics, so that the image detector captures the computed results. In particular, with a flat aperture the camera can be used to perform convolutions (or correlations) of the scene with pre-defined patterns (see equation 7) 4 . This can be useful in object detection tasks in which the image is typically convolved with a set of patterns (e.g. [11] , [9] ). A better solution would be to capture both a conventional image of the scene and one or more convolutions of the scene in parallel. This is shown in the next section.
Controllable Multi-Layered Aperture
As we have shown in section 4, a multi-layered aperture can produce spatially-varying scene-to-image mappings. Here, we show two applications that exploit this feature. Consider the scene shown in Figure 6 (a). In order to capture all three subjects in the scene, a conventional video camera needs to maintain a wide field of view, that forces it to capture the three subjects with relatively low resolution. In contrast, the proposed camera allows us to split the image into sub-images and assign disjoint parts of the scene to each sub-image. Figure 6(b) shows an image captured by our prototype camera, with the aperture shown in Figure 6 (c). Note that only the three subjects and their surrounding regions were captured by the camera and therefore all three subjects are captured with higher resolution. Since the camera is programmable, the system that uses the camera can determine which parts of the field of view are captured. Therefore, using an appropriate object tracking algorithm, the system can dynamically change the transmittance pattern of the aperture according to the motion in the scene, as shown in Figure 6 (d) and (e). In our experiments, the aperture was adjusted manually.
As an alternative way of splitting the image, multiple optical operations can be applied to the same scene region, so that each sub-image captures the result of a different optical operation. Specifically, we propose to capture a part of the scene with a pinhole in one sub-image and in parallel apply convolution optically to the same scene part and capture the result in another sub-image. The application of this idea to face detection is shown in Figure 7 , using normalized correlation with a face template. Figure 7(a) shows the scene captured with a lens and Figure 7(b) shows the same scene captured with our prototype camera. In this particular scene, the bottom part of the scene is less interesting. Therefore, in our implementation, we capture only the top part of the scene with a pinhole. The bottom sub-image is the result of the correlation of the top part of the scene with a face template (or a convolution with the flipped template). The transmittance pattern that was used in this example is shown in Figure 7 (d) (see the face template).
Since the most computationally-intensive part was already done optically during image formation, in order to compute the normalized correlation, we only need to compute the norms of the image blocks. These can be computed efficiently using integral images [12] . Note that normalized correlation with a single template may not be sufficient for accurate and robust face detection, as evidenced by the few false positives (boxes around non-faces) in Figure 7 (c), but it can be used to significantly reduce the required computations, as was done in [5] . Furthermore, a given template can only be used to detect faces at a certain distance range from the camera. Detecting faces over a larger range requires using multiple templates. Multiple templates can be used sequentially in subsequent video frames. Alternatively, one video frame can be used for convolving a scene with multiple templates. Figure 7 (e) shows how multiple templates can be convolved simultaneously. Note that Branzoi et. al. [8] also proposed to compute correlation by the camera optics for object detection. However, in their work the optics only performed pointwise multiplication of the image and the template. This permits computing a single correlation of the template rather than computing cor- relations of the template at all offsets simultaneously. Moreover, the multiplication with different templates in parallel required imaging a display with copies of the face rather than imaging the scene. Branzoi et. al. [8] further proposed convolution by the optics, but restricted to convolution kernels that are smaller than the detector's pixel.
Summary
In this paper, we proposed a novel lensless camera that is considerably more flexible than conventional cameras, but requires a larger video detector. We have shown that our camera can make better use of the limited resolution of video detectors both in time and in space. In time, the camera can dramatically change its imaging properties from one video frame to the next, thus making it possible to collect significant amounts of visual information within a few video frames. In contrast, conventional cameras capture videos with considerable temporal redundancy. With respect to space, we have shown that the camera can better utilize the resolution of a detector. For example, it can capture objects of interest with higher resolution, while irrelevant scene parts are not captured at all. Alternatively, parts of the detector can be used for computational tasks. In contrast, conventional cameras are limited to a strict set of scene-to-image mappings. We believe that with the enormous advances currently underway in LCD technology and image detector technology, our camera can be a practical alternative to conventional cameras.
A. On the Limitations of Lensless Imaging
Existing lensless cameras, such as pinhole cameras, are inferior to lens cameras in terms of image brightness and sharpness. Our lensless camera is more general than pinhole cameras, but it suffers from similar limitations. In the following we show that these limitations are minimum in wide field of view setting, and in general can be eliminated by using a large detector.
Lensless imaging is limited in resolution. This was extensively studied in the context of pinhole imaging [6] , where it was shown that there exists an optimal pinhole diameter 5 a (measured in mm):
where f is the distance between the pinhole and the image plane. A larger pinhole produces larger blur due to the overlap of the solid angles at adjacent image points subtended by the pinhole. A smaller pinhole produces a larger blur due to diffraction [3] . A key observation with respect to the optimal pinhole equation 9 is that the optimal pinhole diameter grows with f since diffraction blur grows with f , whereas the blur due to solid angle overlap is largely constant as a function of f . In other words, the sharpness of a pinhole camera is improved when the pinhole is placed closer to the image detector. The second limitation of lensless imaging systems is image brightness. The light-gathering power of the optics is expressed by the F-number, which is the ratio between the distance of the aperture and its diameter. The F-number of a pinhole camera becomes lower (better) when the pinhole is closer to the image detector.
We have shown that both image sharpness and the Fnumber (and hence image brightness) improve when the aperture is placed close to the detector. Therefore, given a detector size, a wider field of view allows us to capture sharper and brighter images. In order to obtain the same sharpness and brightness with a narrow field of view, a larger detector is required with the focal distance f scaled accordingly(note that the optimal pinhole equation 9 is non-linear in f ). Therefore, the minimal detector size to ensure a desired resolution and brightness depends on the desired field of view. Table 8 shows minimal detector sizes for different field of view angles. These sizes were computed based on geometric optics 6 . In order to determine detector size, we constrained the pixel size such that adjacent pixel centers view non-overlapping angular domains, with the pinhole size determined using equation 9. So far we have addressed image sharpness. As for the light gathering power, the Fnumbers of the cameras in Table 8 are large. However, taking into account the large pixel size, the cameras in Table 8 are comparable with a standard 1/3" video detector with Fnumber 12. One way to improve the light gathering is to use a larger detector. There is an alternative ways to increase the amount of light, as we elaborate in the following.
So far we have addressed the resolution and brightness of the image when the aperture is a pinhole. However, there exists a powerful method for substantially increasing image 6 The exact point spread function is affected by diffraction. It is not well defined since it depends on the extent of light coherence brightness in lensless imaging. This method has been widely studied in high energy astronomy [4] and is called "coded aperture imaging". The key idea is to use multiple pinholes and therefore capture brighter images. The pinholes are placed at a special arrangement that enables optimal reconstruction of a sharp pinhole image from each captured image. For this approach to be effective [4] , the solid angle viewed by all image points should be bounded. This can be done in our camera by using a multi-layered aperture -one layer for the coded aperture, and another layer to limit the solid angles, as shown in Figure 9 . Our current prototype did not allow us to implement this approach as the LCD we used could not be controlled to the required accuracy. We intend to supplement our approach with coded aperture imaging in the next version of the camera.
B. Extending the Set of Scene-Image Mappings
From a practical perspective, it is desirable to use a small number of attenuating layers. This, however, limits the set of scene-to-image mappings that can be implemented with our lensless camera to those defined in Proposition 1.
In the following we propose an alternative approach that extends the set of mappings of the camera. The key idea is that if a certain desired mapping cannot be achieved with the camera, then an alternative mapping is implemented and the desired mapping is obtained computationally. This approach is demonstrated using the example of imaging with a spatially-varying zoom. We plan to implement this functionality in the next version of our camera, which will include more attenuating layers. Here, to illustrate the feasibility of the approach, we show computer simulations.
Consider a surveillance system for detecting and analyzing moving objects of interest over a large area, as shown in Figure 10 (a). In order to detect objects with a minimal delay, the system must maintain an updated wide view of the scene. On the other hand, in order to be able to analyze the objects, the system must capture them at a high resolution. Due to the limited resolution of video cameras, a wide field of view video will not have the required spatial resolution. The proposed solution is a camera with a controllable spatiallyvarying optical zoom factor. This way, the camera maintains a wide coarse view of the scene and at the same time can capture moving objects of interest with higher zoom, all in the same image. Figure 10 (b) shows an image with varying zoom in the x direction, and Figure 10 (c) shows varying zoom in both the x and the y direction. The desired scene-to-image mapping associated with these images cannot be implemented with three attenuating layers (proof is omitted due to space limitations). In order to obtain the desired mapping with only three layers, we propose to implement an alternative mapping with the transmittance patterns shown in Figure 11 , and then reconstruct the desired image computationally. The front layer in Figure 11 contains a pinhole 7 that corresponds to a long focal length and therefore large zoom factor. Note that it is assumed that the detector is large enough to allow full optical resolution with this long focal length (as explained in Appendix A). The back layer contains two pinholes, that correspond to a short focal length and therefore small zoom factor. In order to allow light through a pinhole in one layer to pass through the other layer, portions of these layers have a small non-zero transmittance (we used = 0.1). Since some light passes in not through any of the pinholes, the resulting captured image is blurry, as shown in Figure 10 (d). 7 We show the transmittance patterns for a 1D camera. A 2D camera is also implemented with three layers. The 2D pattern of each layer is then the outer product of the 1D transmittance pattern vectors of the corresponding 1D layers. Then, in order to reconstruct the desired image shown in Figure 10(b) from the captured image shown in Figure 10 (d) we apply a deblurring algorithm to the captured image as follows. We represent the scene by a high resolution image. The desired mapping of the scene to the image (associated with Figure 10(b) ) and the camera mapping (associated with Figure 10 (d)) are linear and can be represented by matrices W x and C x , respectively. In the case of varying zoom in both x and y, similar matrices are used for the y direction, namely, W y and C y . The reconstruction can be applied separately to the rows and columns of the captured image I captured as:
where C + y denotes the pseudo-inverse of C y . Here, the matrix (C 
