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Abstract
We prove Gaussian type bounds for the fundamental solution of the conjugate heat equation evolving
under the Ricci flow. As a consequence, for dimension 4 and higher, we show that the backward limit
of Type I κ-solutions of the Ricci flow must be a non-flat gradient shrinking Ricci soliton. This extends
Perelman’s previous result on backward limits of κ-solutions in dimension 3, in which case the curvature
operator is nonnegative (it follows from Hamilton–Ivey curvature pinching estimate). As an application,
this also addresses an issue left in Naber (2010) [23], where Naber proves the interesting result that there
exists a Type I dilation limit that converges to a gradient shrinking Ricci soliton, but that soliton might be
flat. The Gaussian bounds that we obtain on the fundamental solution of the conjugate heat equation under
evolving metric might be of independent interest.
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1. Introduction
Let (M, g(t)) be a complete solution with bounded curvature to the Ricci flow
∂
∂t
g(t) = −2Ricg(t). (1.1)
It is called an ancient solution if it is defined for all t ∈ (−∞, T0), for some T0 > 0. Ancient
solutions typically arise as singularity models of the Ricci flow. For example, Type I singularity
model is a dilation limit of a Type I maximal solution to the Ricci flow. As a consequence,
classifications of ancient solution are very important subjects in the study of the Ricci flow. It is
well known that all ancient solutions have nonnegative scalar curvature (for example, see [6]).
In [26], G. Perelman showed that the rescaling limits at singularities of the Ricci flow are
κ-solutions, which are defined as follows.
Definition 1.1. A complete, non-flat ancient solution (M, g(t)), t ∈ (−∞, T0), T0 > 0, to the
Ricci flow is a κ-solution if it is κ-non-collapsed on all scales for some positive constant κ , i.e.,
∀(x0, t0) ∈ M × (−∞, T0), ∀r > 0, let P(x0, t0, r,−r2) be the parabolic ball{
(x, t)
∣∣ d(x, x0, t) < r, t0 − r2 < t < t0},
if |Rm|  r−2 on P(x0, t0, r,−r2), then we have |B(x0, r, t0)|t0  κrn. Here |B(x0, r, t0)|t0
stands for the volume of the ball centered at x0 with radius r at time t0, which is measured
using the metric g(t0).
In dimension 3, Perelman proves that all κ-solutions have a re-scaled backward limit in time,
which is a non-flat gradient shrinking Ricci soliton. By classifications of gradient shrinking Ricci
solitons of T. Ivey [16] (for compact case, also see [26]) and Perelman [27] (for complete non-
compact case), Perelman was able to obtain some qualitative result about κ-solutions. Moreover,
this leads to properties of canonical neighborhoods for Ricci flows, which is important in the
study of Ricci flows in dimension 3. Therefore, we believe that, the understanding of backward
limits of κ-solutions will also play an important role in the study of the singularity of Ricci flow
in high dimensions. One hopes that all such backward limits still remain as gradient shrinking
Ricci solitons.
In this paper, we generalize Perelman’s classification result on backward limit solution,
namely, we prove that, in all dimensions, for a non-flat, Type I κ-solution of the Ricci flow,
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shrinking Ricci soliton. We first recall the definition of a Type I solution,
Definition 1.2. A κ-solution on (−∞, T0) is called Type I if there exists a positive constant D0
such that ∣∣Rm(x, t)∣∣ D0
T0 − t .
Notice that here we only require the solution to be Type I, but not assume that the curvature
operator of such κ-solutions to be nonnegative (which is the case of previous results for dimen-
sion 4 and higher). In [26], Perelman introduced reduced distance and reduced volume to classify
the backward limits in dimension 3. Nonnegativity of the curvature operator (or sectional curva-
ture) plays an essential role in that proof. Our approach here is different, the main tools that we
use in this paper are the W-entropy (also introduced by Perelman) and bounds on the fundamental
solution for the conjugate heat equation associated with the Ricci flow (1.1),
∂
∂t
u = −u+Ru, (1.2)
here  is the Laplace–Beltrami operator, R is the scalar curvature, both are with respect to the
metric g(t).
The original idea to study the Ricci flow coupled with the Harmonic Map flow arose from
R. Hamilton’s paper [14]. Perelman successfully proved a non-collapsing result using the conju-
gate heat equation associated with the Ricci flow, the authors ([3] and [17]) proved a differential
Harnack inequality for positive solutions of (1.2). The system of the heat equation with the Ricci
flow was studied by many authors, various estimates and applications can be found in [12,24,30,
1,4,21,2]. It turned out that the technical results and additional information one obtained from
these associated systems were well worth the extra difficulty in analysis caused by the extra
equation(s).
Estimates of the fundamental solution of the heat equation on manifolds have been a tradi-
tionally active research area with many applications. In the fixed metric case, we refer the reader
to [20,9,11] for more information on this vast field. For the conjugate heat equation, existence
of the fundamental solution was first proved by C. Guenther in [12]. Various interesting bounds
were obtained by various authors in [12,24,30,8] and [26, Section 9]. We comment here that
the fundamental solution of the heat equation can also be viewed as the fundamental solution
of the conjugate heat equation in a very natural way, and we will use this simple but important
observation from time to time throughout this paper.
The rest of this paper is organized as follows. In Section 2, we first prove an on-diagonal
upper bound for the fundamental solution. One of the main ingredients that used in the proof is
the uniform Sobolev inequality under the Ricci flow (for example, see [32]). As explained above,
what we prove is an upper bound for the fundamental solution of the forward heat equation
coupled with the Ricci flow. Then the lower bound of the fundamental solution essentially follows
from a differential Harnack inequality proved in [30] and [4]. In the interesting paper [5], some
upper and lower bounds related to ours have been proven. These bounds depend on the length of
the time interval of concern. In contrast, we mainly focus on global in time bounds.
In Section 3, we restrict ourselves to the case of nonnegative Ricci curvature. We establish
certain pointwise bound for the fundamental solution of the conjugate heat equation coupled with
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S.-T. Yau proved sharp bounds for the heat kernel on manifolds with nonnegative Ricci curvature.
However, our technique here is much different due to the fact that the metric is evolving by
the Ricci flow. Beside using the classical method of A. Grigor’yan [11], the uniform Sobolev
inequality under the Ricci flow [32] and the elliptic type Harnack inequality [30,4] again play key
roles in the proof. The result in this section may have its own interest in analysis and probability,
simply as an analogous result for the fixed metric case.
In Section 4, we prove that, the backward limit of Type I κ-solutions is a non-flat gradient
shrinking Ricci soliton, using the bounds that we obtained in previous sections. One application
of this result is the characterization of Type I singularity model of the Ricci flow. Since our limit
might be as well complete non-compact, we first extend out estimate in previous sections to
the complete non-compact case. Here we assume that the solution is of Type I, while previous
results in high dimensions all need to assume nonnegative curvature operators. Since the Type I
condition plays a crucial role in proving the Gaussian bounds and rescaling process, it remains
interesting to see if a similar result holds for Type II κ-solutions.
Then in Section 5, for the readers’ convenience, we state the uniform Sobolev inequality under
the Ricci flow, which is used in our proofs.
We now fix our notations here. M denotes a complete Riemannian manifold, either non-
compact or compact without boundary; gij and Rij denote the metric and Ricci curvature in
local coordinate systems; ∇ and  denote the corresponding gradient and Laplace–Beltrami op-
erators of the evolving metric g(t); d(x, y, t) denotes the distance function with respect to g(t);
dμg(t)(x) denotes the volume element of g(t) at x. Sometimes, in order to avoid confusion, we
use d(x, y, g(t)) and B(x, r, g(t)) to denote distance and a geodesic ball of radius r with respect
to g(t). We always assume that the curvature tensor Rm is bounded at each time level of con-
cern. In the case that M is complete non-compact, by fundamental solution we mean the minimal
positive fundamental solution to the (conjugate) heat equation. Throughout this paper, we use c,
C, α, β and η (all with or without index) to denote generic positive constant that may change
from line to line.
We note that there are some recent works on Ricci flow singularities independently by N.Q. Le
and N. Sesum [18], J. Enders, R. Müller and P.M. Topping [10], both of their works study the
forward limit of singularities. For Type I solutions, one can take a backward limit of these forward
limits, which are κ-solutions. Notice that limits of singularity models are still singularity models,
so our result implies that Type I singularity model is a non-flat gradient shrinking Ricci soliton.
In the paper [10], the authors proved the last statement on Type I singularity model by a different
method.
2. On-diagonal bounds with no curvature assumptions
In this section we establish an upper bound for G = G(x, t;y, s) when x, y are close in certain
sense. This bound is sometimes referred to as the on-diagonal bound. In the paper [30], this kind
of bound depending on the Sobolev constants of the manifolds (M, g(t)) was proven. In view of
the recent uniform Sobolev inequality under Ricci flow [32] (also see Appendix A of the paper),
we can prove a better upper bound now. In addition we also prove a corresponding lower bound.
These bounds are global in time.
In the following, we use dμg(t) to denote the volume form of g(t) at time t , and we will
omit the subindex g(t) when there is no confusion. We use supR−(x, l) to denote the larger
number between − infM R(x, l) and 0, i.e., supR−(x, l) = max{− infM R(x, l),0}. We also use
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no confusion. We define λ0 to be the lowest eigenvalue of the operator −4 + R on (M, g(0)),
i.e.,
λ0 = inf‖v‖2=1
∫
M
(
4|∇v|2 +Rv2)dμg(0). (2.1)
We first state our main theorem of this section.
Theorem 2.1. Let G = G(z, l;x, t), l < t , be the fundamental solution of (1.2). Assume that at
time l, there exist positive constants A0,B0 such that, for all v ∈ W 1,2(M, g(l)), the following
Sobolev imbedding theorem holds(∫
v2n/(n−2) dμg(l)
)(n−2)/n
A0
∫
|∇v|2 dμg(l) +B0
∫
v2 dμg(l).
Then there exist positive constants c1 and c2 such that
c1B−1((t − l)/2)
(t − l)n/2 e
−2c2 d(z,x,t)2t−l e−
1√
t−l
∫ t
l
√
t−sR(x,s) ds G(z, l;x, t) B(t − l)
(t − l)n/2 , (2.2)
where B(t − l) = exp[α + (t − l)β + (t − l) supR−(x, l)], α = α(A0,B0, λ0, n) and β =
β(A0,B0, λ0, n) are positive constants.
Moreover, in the special case that R(x,0) > 0, the function B(t − l) becomes a constant
independent of t and l, and (2.2) becomes
c1B−1
(t − l)n/2 e
−2c2 d(z,x,t)2t−l e−
1√
t−l
∫ t
l
√
t−sR(x,s) ds G(z, l;x, t) B
(t − l)n/2 , (2.3)
where B = exp[α].
Remark 2.1. (2.3) is also true if the scalar curvature is nonnegative and the solution to the Ricci
flow is non-flat, which is the case of non-flat ancient solutions of the Ricci flow.
Proof of Theorem 2.1. Let G = G(z, l;x, t), l < t , be the fundamental solution of (1.2). Then
as function of (x, t), G is the fundamental solution of the forward heat equation associated with
the Ricci flow, i.e., ⎧⎪⎪⎨⎪⎪⎩
∂
∂t
g(t) = −2Ric,
∂
∂t
u = u.
(2.4)
The idea is to study the forward heat equation (2.4) first. Without loss of generality, we may
assume that l = 0.
Let u = u(x, t) be a positive solution to (2.4). Given T > 0 and t ∈ (0, T ), define p(t) =
T/(T − t), so p(0) = 1 and p(T ) = ∞. By a direct computation
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[(∫
M
up(t)(x, t) dμg(t)
)1/p(t)]
= − p
′(t)
p2(t)
‖u‖p(t) ln
∫
M
up(t)(x, t) dμg(t) + 1
p(t)
(∫
M
up(t)(x, t) dμg(t)
)(1/p(t))−1
×
[∫
M
up(t)(lnu)p′(t) dμg(t) + p(t)
∫
M
up(t)−1(u −Ru)dμg(t)
]
.
Using integration by parts on the term containing u and multiplying both sides by p2(t)‖u‖p(t)p(t),
we arrive at
p2(t)‖u‖p(t)p(t)∂t‖u‖p(t)
= −p′(t)‖u‖p(t)+1p(t) ln
∫
M
up(t)(x, t) dμg(t) + p(t)‖u‖p(t)p′(t)
∫
M
up(t) lnu(x, t) dμg(t)
− p2(t)(p(t)− 1)‖u‖p(t) ∫
M
up(t)−2|∇u|2(x, t) dμg(t)
− p2(t)‖u‖p(t)
∫
M
R(x, t)up(t)(x, t) dμg(t).
Dividing both sides by ‖u‖p(t), we obtain
p2(t)‖u‖p(t)p(t)∂t ln‖u‖p(t)
= −p′(t)‖u‖p(t)p(t) ln
∫
M
up(t) dμg(t) + p(t)p′(t)
∫
M
up(t) lnudμg(t)
− 4[p(t) − 1]∫
M
∣∣∇(up(t)/2)∣∣2 dμg(t) − p2(t)∫
M
R
(
up(t)/2
)2
dμg(t).
Defining v(x, t) = up(t)/2‖up(t)/2‖2 , we have ‖v‖2 = 1 and
v2 lnv2 = p(t)v2 lnu − 2v2 ln∥∥up(t)/2∥∥2,
merging the first two terms on the right hand side of the above equality and dividing both sides
by ‖u‖p(t)
p(t)
, we arrive at
p2(t)∂t ln‖u‖p(t)
= p′(t)
∫
v2 lnv2 dμg(t) − 4
(
p(t)− 1)∫ |∇v|2 dμg(t) − p2(t)∫ Rv2 dμg(t)M M M
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∫
M
v2 lnv2 dμg(t) − 4
[
p(t) − 1] ∫
M
(
|∇v|2 + 1
4
Rv2
)
dμg(t)
+ {4[p(t) − 1]− p2(t)}∫
M
1
4
Rv2 dμg(t) − 34p
2(t)
∫
M
Rv2 dμg(t).
Notice that we have the following relations,
4(p(t) − 1)
p′(t)
= 4t (T − t)
T
 T , p
2(t)
p′(t)
= T ,
−T  4(p(t) − 1) − p
2(t)
p′(t)
= 4t (T − t) − T
2
T
 0.
Hence we have
p2(t)∂t ln‖u‖p(t)
 p′(t)
[ ∫
M
v2 lnv2 dμg(t) − 4(p(t) − 1)
p′(t)
∫
M
(
|∇v|2 + 1
4
Rv2
)
dμg(t) + T supR−(x, t)
]
.
Take 	 such that
	2 = 4(p(t) − 1)
p′(t)
 T
in the log-Sobolev inequality (A.1) (see Appendix A), we deduce that
p2(t)∂t ln‖u‖p(t)  p′(t)
[−n ln√4(p(t) − 1)/p′(t) + L(t) + T supR−(x,0)],
where
L(t)
.= (t + 	2)β + α
 2Tβ + α
.= L(T ),
for some positive constants α = α(A0,B0, λ0, n) and β = β(A0,B0, λ0, n) from (A.1). Here we
have used the fact that
supR−(x, t) supR−(x,0),
which is a consequence of maximum principle and the evolution equation of scalar curvature
∂tR = R + 2|Ric|2.
Recall that p′(t)/p2(t) = 1/T and 4(p(t)− 1)/p′(t) = 4t (T − t)/T . Hence we have
∂t ln‖u‖p(t)  1
{
−n ln[4t (T − t)/T ]+L(T ) + T supR−(x,0)}.T 2
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ln
‖u(·, T )‖∞
‖u(·,0)‖1 −
n
2
ln(4T ) +L(T ) + T supR−(x,0) + n.
Since
u(x,T ) =
∫
M
G(z,0;x,T )u(z,0) dμg(0),
the above inequality implies that
G(z,0, x, T ) exp[L(T ) + T supR
−(x,0)]
(4T )n/2
, (2.5)
where L(T ) is defined above as
L(T ) = 2Tβ + α.
As T is arbitrary, we get the desired upper bound in (2.2). Note that the constant β may have
changed by a factor of 2 and α has changed its value by n.
If R(x,0) > 0, then it follows from the definition of λ0 in (2.1) that λ0 > 0. Moreover in
(A.1), we have β = 0. So the above bound becomes
G(z,0;x,T ) exp(α)
(4πT )n/2
, (2.6)
whence the upper bound in (2.3) follows.
Next we prove a lower bound. Let t < t0 and u = u(x, t) ≡ G(x, t;x0, t0). We claim that for
a constant C > 0,
G(x0, t;x0, t0) C
τn/2
e
− 12√τ
∫ t0
t
√
t0−sR(x0,s) ds
,
where τ = t0 − t here and later in the proof. To prove this inequality, define a function f by
(4πτ)−n/2e−f = u.
As a consequence of Perelman’s differential Harnack inequality for the fundamental solution
along any smooth space–time curve γ (t) (see [26, Corollary 9.4]), here we pick the curve γ (t)
to be the fixed point x0, we have,
−∂tf (x0, t) 12R(x0, t)−
1
2τ
f (x0, t).
For any t2 < t1 < t0, we can integrate the above inequality to get
f (x0, t2)
√
t0 − t2  f (x0, t1)√t0 − t1 + 12
t1∫ √
t0 − sR(x0, s) ds.
t2
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between two positive constants, which is a direct consequence of the standard asymptotic formula
for G (for example, see [7, Chapter 24]). Hence for any t  t0, we have
f (x0, t)
1
2
√
t0 − t
t0∫
t
√
t0 − sR(x0, s) ds.
Consequently
G(x0, t;x0, t0) c
(4πτ)n/2
e
− 12√t0−t
∫ t0
t
√
t0−sR(x0,s) ds
. (2.7)
Notice that this bound is a global one that requires no curvature assumption. It also holds on
complete non-compact manifolds whenever maximum principle applies. This will be important
when we study Type I κ-solution in Section 4.
We observe that G(x0, t; ·,·) is a solution to the standard heat equation coupled with Ricci
flow, which is the conjugate of the conjugate heat equation, i.e.,
zG(x, t; z; l) − ∂lG(x, t; z, l) = 0,
here z is with respect to the metric g(l). Therefore it follows from [30, Theorem 3.3] or
[4, Theorem 5.1] that, for δ > 0, c1, c2 > 0, and y0 ∈ M,
G(x0, t;x0, t0) c1G1/(1+δ)(x0, t, y0, t0)Kδ/(1+δ)ec2d2(x0,y0,t0)/τ ,
where K = supM×[t/2,0] G(x0, t, ·,·). By the upper bound
K  cB(τ/2)
τn/2
,
this together with the on-diagonal lower bound shows that, with δ = 1,
G(x0, t;y0, t0) c1 B
−1(τ/2)
τn/2
e−2c2d(x0,y0,t0)2/τ e
− 1√
t0−t
∫ t0
t
√
t0−sR(x0,s) ds
,
which is our desired bound. 
3. Full upper and lower bound with nonnegative Ricci curvature
In this section, we focus on the case of nonnegative Ricci curvature. We establish Gaussian
upper and lower bounds for the fundamental solution of the conjugate heat equation, these bounds
are in global nature. The result in this section can be regarded as a generalization of Li and Yau’s
estimate [20] from fixed metrics to metrics evolving under the Ricci flow. Namely, we obtained
sharp bounds for the fundamental solution of the conjugate heat equation on manifolds with
nonnegative Ricci curvature. The main technique that we use here is much different since now
that the metric is evolving by the Ricci flow. The essential new tools are an elliptic type Harnack
inequality for the fundamental solution and a uniform Sobolev inequality, which was proven
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26,30].
Our main result of this section is the following theorem.
Theorem 3.1. Let (M, g(l)), l ∈ [0, T ), be a solution to the Ricci flow. Let G = G(x, l;y, t) be
the fundamental solution of the conjugate heat equation. Assume that (M, g(l)) has nonnegative
Ricci curvature and is not Ricci-flat. Then for any l, t ∈ [0, T ), l < t , and x, y ∈ M, there exist
positive constants c and cn (which only depends on g0 and the dimension of M), and numerical
constants η1, η2 such that
e−η2Λ2(t)
cn|B(x,
√
t − l, t)|t
e−d(x,y,t)2/c(t−l) G(x, l;y, t) cne
−η1Λ1(t)
|B(x,√t − l, t)|t
e−cd(x,y,t)2/(t−l),
here |B(x, r, t)|t denotes the volume of the ball B(x, r, t) measured using g(t), Λ1(t) =∫ t
0 minR(·, s) ds and Λ2(t) =
∫ t
0 maxR(·, s) ds.
Comparing with Theorem 2.1, the upper bound here has an exponential term decaying to 0
near infinity. It remains to be seen if one can improve the upper bound in Theorem 3.1 without
assuming that the Ricci curvature is nonnegative.
Proof of Theorem 3.1. Without loss of generality we assume that l = 0. Our idea is to first
bound the fundamental solution p = p(y, t;x,0) of the (forward) heat equation
∂tu = yu. (3.1)
Observe that
p(y, t;x,0) = G(x,0;y, t),
where G is the fundamental solution of the conjugate heat equation, hence a bound for p is also
a bound for G. We start with Grigor’yan’s method in [11].
Step 1. We first obtain monotonicity of certain weighted L2 norms of the solution. Let u be
a positive solution to Eq. (3.1). Pick a weight function eξ(y,t) which we will specify later. We
compute that
d
dt
∫
M
u2eξ dμg(t)(y) =
∫
M
u2eξ ∂t ξ dμg(t)(y) +
∫
M
2u
(
u − R
2
u
)
eξ dμg(t)(y). (3.2)
Note that∫
M
uueξ dμg(t)(y) = −
∫
M
∇u∇(ueξ )dμg(t)(y)
= −
∫
∇u∇(ueξ/2eξ/2)dμg(t)(y)M
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∫
M
∇u[∇(ueξ/2)eξ/2 + ueξ/2∇eξ/2]dμg(t)(y)
= −
∫
M
∣∣∇(ueξ/2)∣∣2 dμg(t)(y) + ∫
M
u2
∣∣∇eξ/2∣∣2 dμg(t)(y).
Substituting this to the right hand side of (3.2), we obtain
d
dt
∫
M
u2eξ dμg(t)(y)
∫
M
(
∂t ξ + 12 |∇ξ |
2
)
u2eξ dμg(t)(y) −
∫
Ru2eξ dμg(t)(y).
If we choose ξ such that
∂t ξ + 12 |∇ξ |
2  0,
then it follows that∫
M
u2eξ dμg(t1)(y)
∣∣∣∣
t1
 e−(Λ1(t1)−Λ1(t2))
∫
M
u2eξ dμg(t2)(y)
∣∣∣∣
t2
, (3.3)
for t2 < t1.
Step 2. With the above monotonicity formula, we now use an idea from [11] to obtain Gaussian
upper bound for certain integral of p(y, t;x,0). Fixing a point x ∈ M and some positive constants
s and r , we define
Ir (t) =
∫
M−B(x,r,t)
u2(y, t) dμg(t)(y). (3.4)
We want to show that Ir (t) has certain exponential decay for u(y, t) = p(y, t;x,0). Taking
A 2 and fixing t0 > 0, for t < t0, we choose
ξ = ξ(y, t) =
{
− (r−d(x,y,t))2
A(t0−t) , d(x, y, t) r;
0, d(x, y, t) > r.
Then for y ∈ B(x, r, t), we have
∂t ξ + 12 |∇ξ |
2 = − (r − d(x, y, t))
2
A(t0 − t)2 +
2(r − d(x, y, t))2
A2(t0 − t)2 +
2(r − d(x, y, t))∂td(x, y, t)
A(t0 − t)  0,
here we used the nonnegativity of Ricci curvature and hence that ∂td(x, y, t) 0.
By (3.3), we have, for t2 < t1 < t0,∫
u2eξ dμg(t)(x)
∣∣∣∣
t1

∫
u2eξ dμg(t)(x)
∣∣∣∣
t2
e−(Λ1(t1)−Λ1(t2)).
M M
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Ir (t1) =
∫
M−B(x,r,t1)
u2(y, t1) dμg(t1)(y)
∫
M
u2(y, t1)e
ξ(y,t1) dμg(t1)(y)

∫
M
u2(y, t2)e
ξ(y,t2) dμg(t2)(y)e
−(Λ1(t1)−Λ1(t2)).
For any number ρ < r , we can write this inequality as
Ir (t1)
[ ∫
B(x,ρ,t2)
u2(y, t2)e
ξ(y,t2) dμg(t2)(y)
+
∫
M−B(x,ρ,t2)
u2(y, t2)e
ξ(y,t2) dμg(t2)(y)
]
e−(Λ1(t1)−Λ1(t2)),
which shows that
Ir (t1)
[
Iρ(t2) + e−(r−ρ)2/(A(t0−t2))
∫
B(x,ρ,t2)
u2(y, t2) dμg(t2)(y)
]
e−(Λ1(t1)−Λ1(t2)).
Now we take u(y, t) = p(y, t;x,0) to be the fundamental solution. For the fundamental solution,
it holds that∫
B(x,ρ,t2)
u2(y, t2) dμg(t2)(y)

∫
M
p2(y, t2;x,0) dμg(t2)(y)Q(t2)
∫
M
p(y, t2;x,0) dμg(t2)(y)Q(t2)e−Λ1(t2),
where Q(t) is given by the right hand side of the on-diagonal bound in (2.6) from the previ-
ous section. In particular, since R  0 and hence B0 = 0, we have Q(t) = ct−n/2. In the last
inequality, we have used the inequality∫
M
p(y, t2;x,0) dμg(t2)(y) e−Λ1(t2).
Since M can be both compact or complete non-compact, in the latter case, a formal proof of
this inequality involves integration by parts near infinity, we provide the details in the following.
According to Section 24.5 in [7], p is the pointwise limit of pr when r → ∞. Here pr is the fun-
damental solutions of the heat equation with Dirichlet boundary condition on the ball B(x, r,0).
By a direct calculation
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∂t
∫
B(x,r,0)
pr(y, t;x,0) dμg(t)(y)
=
∫
B(x,r,0)
pr(y, t;x,0) dμg(t)(y) −
∫
B(x,r,0)
Rpr(y, t;x,0) dμg(t)(y)
−minR(·, t)
∫
B(x,r,0)
pr(y, t;x,0) dμg(t)(y).
Here we have used the inequality∫
B(x,r,0)
pr(y, t;x,0) dμg(t)(y) =
∫
∂B(x,r,0)
∂
∂n
p(y, t;x,0) dS  0.
Therefore ∫
B(x,r,0)
pr(y, t2;x,0) dμg(t2)(y) e−Λ1(t2).
Taking r → ∞, we see that ∫M p(y, t2;x,0) dμg(t2)(y) e−Λ1(t2), as desired.
Thus we reach the following inequality
Ir(t1)
[
Iρ(t2) + e−(r−ρ)2/(A(t0−t2))Q(t2)e−Λ1(t2)
]
e−(Λ1(t1)−Λ1(t2)).
Observe the above definition of Ir(t) is independent of t0 and ξ . So we can take t0 = t1 and it
follows that
Ir (t1) Iρ(t2)e−(Λ1(t1)−Λ1(t2)) + e−(r−ρ)2/(A(t1−t2))Q(t2)e−Λ1(t1), (3.5)
where r > ρ, t1 > t2 and A 2.
Now fixing r, t > 0, we define two sequences {rk} and {tk} as in [11],
rk =
(
1
2
+ 1
k + 2
)
r, tk = t
ak
, k = 0,1,2, . . .
where a > 1 will be chosen later (notice that t0, t1 and t2 defined here are not related to those
appeared above). Applying (3.5), we deduce
Irk (tk) Irk+1(tk+1)e−(Λ1(tk)−Λ1(tk+1)) + e−(rk−rk+1)
2/(A(tk−tk+1))Q(tk+1)e−Λ1(tk). (3.6)
Remember that Irk (tk) =
∫
M−B(x,rk,tk) p
2(y, tk;x,0) dμg(t)(y). When k → ∞, tk → 0 and
p(y, tk;x,0) → δ(y, x) which is concentrated at the point x. Hence limk→∞ Irk (tk) = 0. This
argument can easily be made rigorous by approximating p with regular solutions whose initial
value is supported in B(x, r/2,0).
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Ir(t) = Ir0(t0) e−Λ1(t)
∞∑
k=0
Q(tk+1)e−(rk−rk+1)
2/(A(tk−tk+1)).
Using the relation
rk − rk+1  r/(k + 2)2, tk − tk+1 = (a − 1)t/ak+1,
we arrive at
Ir (t) e−Λ1(t)
∞∑
k=0
Q(tk+1) exp
(
− a
k+1r2
(k + 3)4(a − 1)At
)
.
Substituting Q(tk+1) = c a(k+1)n/2tn/2 into the last inequality concerning Ir (t), we deduce
Ir (t) e−Λ1(t)
c
tn/2
∞∑
k=0
a(k+1)n/2 exp
(
− a
k+1r2
(k + 3)4(a − 1)At
)
.
By making the constant a sufficiently large and taking r2  14 t , it leads to
Ir (t) =
∫
M−B(x,r,t)
p2(y, t, x,0) dμg(t)(y) e−Λ1(t)
c
tn/2
e−c1r2/t (3.7)
for some positive constants c and c1.
Let x0, y0 ∈ M be two points such that d(x0, y0, t)√t . Then
B(y0,
√
t/4, t) ⊂ M − B(x0, r, t),
where r = d(x0, y0, t)/2. Hence, it follows from (3.7) that, there exists z0 ∈ B(y0,√t/4, t) such
that
p2(z0, t, x0,0)
∣∣B(y0,√t/4, t)∣∣t  ctn/2 e−c1r2/t e−Λ1(t),
i.e.,
p2(z0, t;x0,0) ce
−c1d(x0,y0,t)2/t
|B(x0,√t/4, t)|t tn/2 e
−Λ1(t).
By the classical volume comparison theorem, this implies that
p2(z0, t;x0,0) cne
−c1d(x0,y0,t)2/t
|B(x0,√t, t)|2t
e−Λ1(t), (3.8)
for some positive constants cn and c1.
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zp(z, t;x0;0) − ∂tp(z, t;x0,0) = 0.
Using [30, Theorem 3.3] (also see [4]), for any δ > 0, there exist positive constants c3 and c4,
p(y0, t;x0,0) c3p1/(1+δ)(z0, t;x0,0)Kδ/(1+δ)ec4d2(z0,y0,t)/t , (3.9)
where K = supM×[t/2,t] p(·,·;x0,0). By Theorem 2.1, there exists a constant c > 0, such that
K  c
tn/2
.
It follows from (3.8), (3.9) and volume comparison theorem that
p(y0, t;x0,0)2  cne
−cd(x0,y0,t)2/t
|B(x0,√t, t)|2t
e−Λ1(t).
This shows, since p(y0, t;x0,0) = G(x0,0;y0, t), that
G(x0,0;y0, t) cne
−cd(x0,y0,t)2/t
|B(x0,√t, t)|t
e−Λ1(t)/2.
Since x0 and y0 are arbitrary, this proves the desired upper bound.
Step 4. Next we show that a lower bound follows from the upper bound. Recall the notation
Λ2(t) =
∫ t
0 maxR(·, s) ds and notice that
d
dt
∫
p(x, t;x0,0) dμg(t)(x) = −
∫
R(x, t)p(x, t;x0,0) dμg(t)(x)
−maxR(·, t)
∫
p(x, t;x0,0) dμg(t)(x).
Hence ∫
p(x, t;x0,0) dμg(t)(x) e−Λ2(t).
For β > 0 that we will fix later, the upper bound implies∫
B(x0,
√
βt,t)
p2(x, t;x0,0) dμg(t)(x)
 1|B(x0,√βt, t)|t
( ∫
√
p(x, t;x0,0) dμg(t)(x)
)2
B(x0, βt,t)
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(
e−Λ2(t) −
∫
M−B(x0,√βt,t)
p(x, t;x0,0) dμg(t)(x)
)2
 1|B(x0,√βt, t)|t
(
e−Λ2(t) −
∫
M−B(x0,√βt,t)
cn
|B(x0,√t, t)|t
e−c d(x0,x,t)2/tdμg(t)(x)
)2
.
Since the Ricci curvature is nonnegative, one can use the volume doubling property to compute
that, for β = 2(Λ2(t) +C)/c with C large enough, we have∫
M−B(x0,√βt,t)
cn
|B(x0,√t, t)|t
e−cd(x0,x,t)2/t dμg(t)(x)

∫
M−B(x0,√βt,t)
cn
2|B(x0,√t, t)|t
e−cd(x0,x,t)2/(2t) dμg(t)(x)e−cβ/2
=
∞∑
k=1
∫
B(x0,2k
√
βt,t)−B(x0,2k−1√βt,t)
cn
2|B(x0,√t, t)|t
e−cd(x0,x,t)2/(2t) dμg(t)(x)e−cβ/2
 C
∞∑
k=1
(
2k
√
β
)n cn
2
e−c22(k−1)β/2e−cβ/2
 1
2
e−cβ/2.
Hence there exists x1 ∈ B(x0,√βt, t) such that
p(x1, t;x0,0) 1|B(x0,√βt, t)|t
(
e−Λ2(t) − 1
2
e−cβ/2
)
.
Recalling C + Λ2(t) = cβ/2, we deduce
p(x1, t;x0,0) 12|B(x0,√βt, t)|t e
−Λ2(t).
Using volume comparison theorem again, we have∣∣B(x0,√βt, t)∣∣t  βn/2∣∣B(x0,√t, t)∣∣t  (C +Λ2(t))n/2∣∣B(x0,√t, t)∣∣t ,
where the constant C may have changed its value. Thus
p(x1, t;x0,0) 12(C +Λ2(t))n/2|B(x0,√t, t)|t
e−Λ2(t)  η1|B(x0,√t, t)|t
e−(1+η2)Λ2(t).
Now we can use the same approach as we derive the upper bound. As in (3.9), for any y0 ∈ M,
we have
p(x1, t;x0,0) Cp1/(1+δ)(y0, t;x0,0)Kδ/(1+δ)ecd2(x1,y0,t)/t . (3.10)
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theorem, we have
G(x0,0;y0, t) = p(y0, t;x0,0) Ce
−cd2(x0,y0,t)/t
|B(x0,√t, t)|t
e−η3Λ2(t).
This is a lower bound which matches the upper bound except for Λ1, Λ2 and constants. 
4. Applications to Type I κ-solutions
In this section, as an application of our previous bounds on the fundamental solution, we shall
obtain a classification for backward limit of κ-solutions without assuming nonnegative curvature
operator. In dimension 3, as a result of Hamilton–Ivey curvature pinching estimate, κ-solutions
have nonnegative curvature operator (hence nonnegative sectional curvature). Perelman [26] gave
a classification for all such solutions. For dimension at least 4, a priori, we can no longer assume
nonnegative curvature operator since there is no Hamilton–Ivey type estimate. Moreover the
κ-solutions maybe complete non-compact, so we need to prove the bounds for the fundamental
solution in the complete non-compact setting. Our method here is similar to the one we used in
the previous two sections.
For convenience and without loss of generality, we take the final time T0 = 1 for the ancient
solution throughout the section; we also take D0  1. The conjugate heat equation is
u −Ru − ∂τ u = 0, (4.1)
here τ = −t ,  and R are the Laplace–Beltrami operator and the scalar curvature with respect
to g(t). This equation, coupled with the initial value uτ=0 = u0 is well posed if M is compact or
if curvature is bounded and u0 is bounded [12].
We use G = G(x, τ ;x0, τ0) to denote the heat kernel (fundamental solution) of (4.1), here
τ > τ0 and x, x0 ∈ M. In the rest of this paper, if M is complete non-compact, G is meant to
be the minimal fundamental solution. Our main technical result of the section is the following
lemma. In [5, Sec. 5], Chau, Tam and Yu also obtained upper and lower bounds for the heat
kernel with certain curvature conditions. However, the constants there depend on the length of
the compact time interval, etc., while the bounds in our lemma is a global one in time.
Lemma 4.1. Let (Mn, g(t)), t ∈ (−∞,0], be a κ-solution to the Ricci flow. Then there exist
positive numbers a1 and b1 which only depend on n, κ and D0, such that for all x, x0 ∈ M, and
τ = −t > 0, we have
G(x, τ ;x0,0) a1
τn/2
,
G(x0, τ ;x0,0) 1
a1τn/2
,
here G(x, τ ;x0,0) = G(x, t;x0,0) as in Theorem 2.1.
Proof. The proof of the lemma is similar to that in Section 2. Comparing with that case, we
have two new ingredients coming from Type I κ-solutions. The first one is the non-collapsing
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us to obtain a better estimate. It is convenient to work with the reversed time τ . Notice that the
Ricci flow becomes a backward flow with respect to τ and the conjugate heat equation is now
forward conjugate heat equation.
Step 1. Since Ric(x, t)  − D01+|t | (this D0 differs by a dimensional constant from the one in
Definition 1.2), it is well known (e.g. [28, Theorem 3.1]) that the following Sobolev inequality
holds: Let B(x, r, t) be a proper sub-domain for (M, g(t)), for all v ∈ W 1,20 (B(x, r, t)), there
exist c1, c2 depending only on dimension n such that,
(∫
v2n/(n−2) dμg(t)
)(n−2)/n
 c1r
2ec2r
√
D0/|t |
|B(x, r, t)|2/nt
∫ [|∇v|2 + r−2v2]dμg(t). (4.2)
In this section, we always take r = c√|t |, for some c < 1. By the assumption that R(x, t)
D0
1+|t | , D0  1, and the κ-non-collapsing property, we have∣∣B(x,√|t |, t)∣∣
t
 κD−n/20 |t |n/2.
Therefore the above Sobolev inequality becomes
(∫
v2n/(n−2) dμg(t)
)(n−2)/n
 c3(D0, n)
κ2/n
∫ [|∇v|2 + |t |−1v2]dμg(t), (4.3)
for all v ∈ W 1,20 (B(x,
√|t |, t)).
Next we show that, under the assumptions of the theorem, (M, g(t)) possess a space–time
doubling property, i.e., the distance between two points at different times t1 and t2 is comparable
if t1 and t2 are comparable. For any x1, x2 ∈ M, let γ be the shortest geodesic connecting the
two. Then
− sup
γ
∫
γ
Ric(T ,T ) ds  ∂td(x1, x2, t)− inf
γ
∫
γ
Ric(T ,T ) ds,
here T is the unit tangent vector of γ . By curvature assumption, it holds
∣∣Ric(x, t)∣∣ cD0
1 + |t | .
Therefore
− cD0
1 + |t |d(x1, x2, t) ∂td(x1, x2, t)
cD0
1 + |t |d(x1, x2, t).
After integration, we arrive at
(|t2|/|t1|)−cD0  d(x1, x2, t1)/d(x1, x2, t2) (|t2|/|t1|)cD0, (4.4)
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one can just shift one point, say x1, slightly and then obtain the same integral inequality by taking
limits.
Similarly, for any x ∈ M and fixed t1, we have∣∣∣∣∂t ∫
B(x,
√|t1|,t1)
dμg(t)
∣∣∣∣= ∣∣∣∣− ∫
B(x,
√|t1|,t1)
R(y, t) dμg(t)
∣∣∣∣ cD01 + |t |
∫
B(x,
√|t1|,t1)
dμg(t).
Upon integration, we know that the volumes of the balls∣∣B(x,√|t3|, t4)∣∣t ≡ Volg(t){y ∣∣ d(x, y, t4) <√|t3|} (4.5)
are all comparable for t3, t4, t ∈ [t2, t1], provided that t1 and t2 are comparable.
Let u be a positive solution to (4.1) in the region
Qσr(x, τ ) ≡
{
(y, s)
∣∣ y ∈ M, τ − (σ r)2  s  τ, d(y, x,−s) σr},
here r = √|t |/8 > 0, 2 σ  1. Given any p  1, it is clear that
up − pRup − ∂τ up  0. (4.6)
Let φ : [0,∞) → [0,1] be a smooth function such that |φ′| 2/((σ − 1)r), φ′  0, φ(ρ) = 1
when 0 ρ  r , and φ(ρ) = 0 when ρ  σr . Let η : [0,∞) → [0,1] be a smooth function such
that |η′|  2/((σ − 1)r)2, η′  0, η  0, η(s) = 1 when τ − r2  s  τ , and η(s) = 0 when
s  τ − (σ r)2. Define a cut-off function ψ = φ(d(x, y,−s))η(s).
Let w = up and using wψ2 as a test function for (4.6), we deduce∫
∇(wψ2)∇wdμg(−s)(y) ds + p ∫ Rw2ψ2 dμg(−s)(y) ds −∫ (∂sw)wψ2 dμg(−s)(y) ds.
(4.7)
A direct calculation yields∫
∇(wψ2)∇wdμg(−s)(y) ds = ∫ ∣∣∇(wψ)∣∣2 dμg(−s)(y) ds − ∫ |∇ψ |2w2 dμg(−s)(y) ds.
Next we estimate the right hand side of (4.7),
−
∫
Qσr (x,τ )
(∂sw)wψ
2 dμg(−s)(y) ds
=
∫
Qσr (x,τ )
w2ψ∂sψ dμg(−s)(y) ds + 12
∫
Qσr (x,τ )
(wψ)2Rdμg(−s)(y) ds
− 1
2
∫
(wψ)2 dμg(−τ)(y).B(x,σ r,−τ)
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∂sψ = η(s)φ′
(
d(y, x,−s))∂sd(y, x,−s) + φ(d(y, x,−s))η′(s).
Note also |φ′| 2/(1 − σ)r and
∣∣∂sd(y, x,−s)∣∣ ∣∣∣∣ ∫
γ
Ric(T ,T ) dl
∣∣∣∣ Crs  Cr ,
here γ = γ (l) is a minimum geodesic connecting y and x, parametrized by arc length. We have
also used the fact that r2  cs above, which holds since s ∈ [|t |/2, |t |] by our choice. Therefore
we have
|∂sψ | C/
[
(1 − σ)r]2.
Hence it follows that
−
∫
(∂sw)wψ
2 dμg(−s)(y) ds
 C[(1 − σ)r]2
∫
w2ψ dμg(−s)(y) ds
+ 1
2
∫
(wψ)2Rdμg(−s)(y) ds − 12
∫
(wψ)2 dμg(−τ)(y). (4.8)
Combining (4.7) and (4.8), we obtain, in view of p  1 and |R| C
r2
,∫ ∣∣∇(wψ)∣∣2 dμg(−s)(y) ds + 12
∫
(wψ)2 dμg(−τ)(y) dμg(−s)(z)
 c(1 + p)
(σ − 1)2r2
∫
Qσr(x,τ )
w2 dμg(−s)(y) ds. (4.9)
By Hölder’s inequality, we have∫
(ψw)2(1+(2/n)) dμg(−s)(y)

(∫
(ψw)2n/(n−2)dμg(−s)(y)
)(n−2)/n(∫
(ψw)2 dμg(−s)(y)
)2/n
. (4.10)
If M is compact, we claim that the diameter d of M at time t is a least c
√|t | for some
c = c(n, κ,D0) > 0. Without loss of generality, we can assume d √|t |. Since Ric(x, t)−D0|t | ,
it follows from the classical volume comparison theorem and κ-non-collapsed assumption that
κD
−n/2
0 |t |n/2 
∣∣B(x,√|t |, t)∣∣
t
= ∣∣B(x, d, t)∣∣
t
 ec
√
D0dn.
Hence the claim follows.
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(σ r)2, τ ], where r = √|t |/C for some sufficiently large number C, for simplicity, we just take
C = 8. By the Sobolev inequality (4.3), it holds(∫
(ψw)2n/(n−2) dμg(−s)(y)
)(n−2)/n
 c(κ,D0)
∫ [∣∣∇(ψw)∣∣2 + r−2(ψw)2]dμg(−s)(y),
for s ∈ [t − (σ r)2, t]. Substituting this and (4.9) to (4.10), we arrive at the estimate∫
Qr(x,τ)
w2θ dμg(−s)(y) ds  c(κ,D0)
(
1 + p
(σ − 1)2r2
∫
Qσr (x,τ )
w2 dμg(−s)(y) ds
)θ
,
with θ = 1 + (2/n). Now we apply the above inequality repeatedly with the parameters σ0 =
2, σi = 2 −∑ij=1 2−j and p = θi . This shows an L2 mean value inequality
sup
Qr/2(x,τ )
u2  c(κ,D0)
rn+2
∫
Qr(x,τ)
u2 dμg(−s)(y) ds. (4.11)
Notice the number r here is comparable to
√|t |. However, for any positive number r1 such
that r1 < r 
√|t |, it holds |B(x, r1, t)|  kcn|B(x, r, t)|( r1r )n  crn1 by the classical volume
comparison theorem. So by using Moser iteration again, one can show that (4.11) holds for all
positive numbers r 
√|t |.
Now we use a generic trick of P. Li and R. Schoen [19], recalling that they only use the
doubling property of metric balls, we arrive at the following L1 mean value inequality
sup
Qr/2(x,τ )
u c(κ,D0)
rn+2
∫
Qr(x,τ)
udμg(−s)(z) ds.
We further remark that the doubling constant is uniform based on our discussion in last para-
graph.
Now we take u(x, τ ) = G(x, τ ;x0,0). Noting that
∫
M u(z, s) dμg(−s)(z) = 1 and r =
√|t |,
we have
G(x, τ ;x0,0) c(κ,D0)|t |n/2 . (4.12)
This proves the upper bound.
The lower bound is a consequence of (2.7) in Theorem 2.1 and the curvature bound |R(x, t)|
D0|t | . Recall that there is no curvature condition required in the proof of (2.7) for compact man-
ifolds, hence it carries over to complete non-compact manifolds with bounded curvature where
the maximum principle holds. As before, setting τ = −t , we have
G(x0, τ ;x0,0) c
(4πτ)n/2
e
− 12√−t
∫ 0
t
√−lR(x0,l) dl
.
Hence the desired lower bound follows from |R(x, t)| D0 after integration. |t |
2912 X. Cao, Q.S. Zhang / Advances in Mathematics 228 (2011) 2891–2919Now we state our main theorem of this section.
Theorem 4.1. Let (M, g(t)), t ∈ (−∞,0], be a non-flat, Type I κ-solution to the Ricci flow for
some κ > 0. Then there exist a sequence of points {qk} ⊂ M, a sequence of times tk → −∞,
k = 1,2, . . . , and a sequence of re-scaled metrics
gk(x, s) ≡ |tk|−1g
(
x, tk + s|tk|
)
around qk , such that (M, gk, qk) converge to a non-flat gradient shrinking Ricci soliton in C∞loc
topology.
Proof. In the special case that M is a dilation limit of a Type I maximal solution, A. Naber [23]
proved that M is a gradient shrinking Ricci soliton. This is a very interesting result. However it
is not clear if M is indeed non-flat, which is a useful issue in singularity analysis. The reason
is that a flat limit usually yields little information on singularity. Recently, Enders, Müller and
Topping [10] proved that a suitable dilation limit of a Type I maximal solution converges to a
non-flat gradient shrinking Ricci soliton. We remark that the authors of the above two papers
used different methods from ours here and they did not address ancient solutions.
Our proof here works for both compact and complete non-compact cases.
By the κ-non-collapsed assumption and curvature bound |Rm(·, t)|  D01+|t | , it follows from
Hamilton’s compactness theorem (see [13]) that there exist a sequence of times tk , with τk ≡
|tk| → ∞, such that the following statement holds:
for any fixed point x0 ∈ M, the pointed manifolds (M, gk, x0) with metrics
gk ≡ τ−1k g(·,−sτk)
converge to a pointed manifold (M∞, g∞(·, s), x∞) in C∞loc topology, here s > 0.
We first prove that g∞ is a gradient shrinking Ricci soliton. For x ∈ M and s  1, let
uk = uk(x, s) ≡ τn/2k G(x, sτk;x0,0),
here G is the fundamental solution of the conjugate heat equation and x0 is a fixed point. We
choose qk = x0 for the above re-scaled manifolds. By Lemma 4.1, we know that there exists a
uniform positive constant U0, such that uk(x, s) U0 for all k = 1,2, . . . and x ∈ M. Note that
uk is a positive solution of the conjugate heat equation on (M, gk(s)), i.e.,
gkuk −Rgkuk − ∂suk = 0.
For any compact time interval in (0,∞), uk are uniformly bounded, moreover, Rgk and Rmgk are
uniformly bounded. It follows from the standard parabolic theory that uk is Hölder continuous
uniformly with respect to gk . Hence there exists a subsequence, still denoted as {uk}, which
converges (in Cαloc topology) to a Cαloc function u∞ on (M∞, g∞(s), y∞).
It is easy to see that u∞ is a weak solution of the conjugate heat equation on (M∞, g∞(s)),
i.e., ∫ ∫
(u∞φ − R∞u∞φ + u∞∂sφ)dμg∞(s) ds = 0,
for all φ ∈ C∞(M∞ × (−∞,0]).0
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vals, is a smooth solution of the conjugate heat equation on (M∞, g∞(s), y∞). We only need to
show that u∞ is not zero.
By Lemma 4.1, there exists a constant a1 > 0, for all τ  1,
G(x, τ ;x0,0) 1
a1τn/2
.
Since uk is a dilation of G(x, τ ;x0,0), we derive that uk(x0, s) 12na1 > 0 for s ∈ [1,4]. Hence
u∞(x0, s) 12na1 > 0. Then the maximum principle yields that u∞ is positive everywhere.
Let us recall that, for each uk , Perelman’s W -entropy is defined as
Wk(s) = W(gk,uk, s) =
∫ [
s
(|∇fk|2 +Rk)+ fk − n]uk dμgk(s),
where fk is determined by the relation
(4πs)−n/2e−fk = uk;
and Rk is the scalar curvature with respect to gk . By the uniform upper bound for uk , we know
that there exists c0 > 0 such that
fk = − lnuk − n2 ln(4πs)−c0, (4.13)
for all k = 1,2, . . . and s ∈ [1,4]. Here the choice of the time interval of s is just for convenience,
in fact any finite time interval also works.
If M is non-compact, one needs to justify that the integral Wk(s) is finite. For fixed k, uk has a
generic Gaussian upper and lower bound with coefficients depending on τk , curvature tensor and
their derivatives, as shown in [12]. Since the curvatures are all bounded, the term fkuk (which is
essentially −uk lnuk) is integrable. By [7, (26.94)], at each fixed time level, |∇fk|2uk = |∇uk |2uk
is also integrable. Hence Wk(s) is well defined.
Since
∫
M uk dgk = 1, by (4.13) and Rk(·, s) −c/s, we know that there exists c1 > 0, such
that
Wk(s)−c1, (4.14)
for all k = 1,2, . . . and s ∈ [1,4].
Recall that W is invariant under proper scaling, i.e.,
Wk(s) = W(gk,uk, s) = W(τkgk,u, sτk) = W(g,u, sτk),
where u = u(x, l) = G(x, l, x0,0). According to [26],
dWk(s) = −2s
∫ ∣∣∣∣Ricgk + Hessgkfk − 1 gk∣∣∣∣2uk dμgk(s)  0. (4.15)ds 2s
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Wk(s). So for fixed s, Wk(s) = W(g,u, sτk) is a non-increasing sequence of k. Using the lower
bound on Wk(s) in (4.14), there exists a function W∞(s) such that
lim
k→∞Wk(s) = limk→∞W(g,u, sτk) = W∞(s).
Now we pick s0 ∈ [1,2]. Clearly we can find a subsequence {τnk }, tending to infinity, such
that
W(g,u, s0τnk )W
(
g,u, (s0 + 1)τnk
)
W(g,u, s0τnk+1).
Since
lim
k→∞W(g,u, s0τnk ) = limk→∞W(g,u, s0τnk+1) = W∞(s0),
we know that
lim
k→∞
[
W(g,u, s0τnk ) −W
(
g,u, (s0 + 1)τnk
)]= 0.
That is
lim
k→∞
[
Wnk(s0) −Wnk(s0 + 1)
]= 0.
Integrating (4.15) from s0 to s0 + 1, we use the above to conclude that
lim
k→∞
s0+1∫
s0
∫
s
∣∣∣∣Ricgnk + Hessgnk fnk − 12s gnk
∣∣∣∣2unk dμgnk (s) ds = 0.
Therefore we have
Ric∞ + Hess∞f∞ − 12s g∞ = 0,
here f∞ is defined by (4πs)−n/2e−f∞ = u∞. So the backward limit is a gradient shrinking Ricci
soliton.
Finally we need to show that the soliton is non-flat. We use the method of contradiction.
Suppose the gradient shrinking Ricci soliton (M∞, g∞) is flat. Then it has to be Rn. In fact,
since
Hess∞f∞ = 12s g∞,
the universal cover of (M∞, g∞) is isometric to Rn. Then it follows from a standard argument
(for example, see [22, p. 203]) that (M∞, g∞) is Rn with Euclidean metric. Therefore f∞(y, s) =
1
4s |y|2 + b(s) · y + c(s) where y ∈ Rn, b is a vector depending only on s and c(s) is a number
depending only on s. Thus u∞(y, s) = (4πs)−n/2e− 14s |y|2−b(s)·y−c(s).
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∫
M∞ u∞  1 by Fatou’s lemma. We consider two cases.
Case 1.
∫
M∞ u∞ < 1.
Since uk are fundamental solutions to the conjugate heat equation on (M, gk), by Perelman
[26, Corollary 9.3] (details in [25] and also in [5]), we know that
[
s
(
2fk − |∇fk|2 + Rk
)+ fk − n]uk
= s
(
−2uk + |∇uk|
2
uk
+Rkuk
)
− uk lnuk − n2 (ln 4πs)uk − nuk  0.
By C∞loc convergence of uk to u, this implies that
s
(
−2u∞ + |∇u∞|
2
u∞
)
− u∞ lnu∞ − n2 (ln 4πs)u∞ − nu∞  0.
Note R∞ = 0 since M∞ is Rn. Recall that u∞ = (4πs)−n/2e− 14s |y|2−b(s)·y−c(s). We can integrate
the last inequality. Noticing the Laplacian term has zero integral, we deduce
W(g∞, u∞, s) =
∫
M∞
[
s|∇f∞|2 + f∞ − n
]
u∞ dμg∞(s)  0. (4.16)
On the other hand, let uˆ = u∞/‖u∞‖1. Then ‖uˆ‖1 = 1 and uˆ decays exponentially to 0 near
infinity. Recall that in the Euclidean space, the best constant of the log Sobolev inequality is
achieved by the Gaussian and the W -entropy associated with a Gaussian is 0 (see [25]). Therefore
the W -entropy associated with uˆ is nonnegative, i.e.,
W(g∞, uˆ, s) =
∫
Rn
[
s
|∇uˆ|2
uˆ
− uˆ ln uˆ − n
2
(ln 4πs)uˆ − nuˆ
]
dx  0.
Now, u∞ = ‖u∞‖1uˆ and
W(g∞, u∞, s)
.=
∫
Rn
[
s
|∇u∞|2
u∞
− u∞ lnu∞ − n2 (ln 4πs)u∞ − nu∞
]
dx,
this leads to
W(g∞, u∞, s) = ‖u∞‖1W(g∞, uˆ, s) − ‖u∞‖1 ln‖u∞‖1 −‖u∞‖1 ln‖u∞‖1.
Since ‖u∞‖1 < 1 by assumption, we have
W(g∞, u∞, s) > 0
which contradicts with (4.16).
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Since the original κ-solution is not a flat gradient shrinking soliton, we know that
Wk(s) <Wk(0) = W0 = 0 (4.17)
where W0 is the Euclidean W entropy with respect to the standard Gaussian (see [25]). By (4.13),
we see that the integrand in Wk(s), s ∈ [1,4], is bounded from below by a negative constant
times uk , say −c0uk , i.e., [
s
(|∇fk|2 +Rk)+ fk − n+ c0]uk  0
and after taking C∞loc limit,[
s
(|∇f∞|2 +R∞)+ f∞ − n+ c0]u∞  0.
Fixing a large r > 0, by the C∞loc convergence of (M, gk, x0) and uk to (M∞, g∞, y∞) and
u∞ respectively, we have∫
B(y∞,r,g∞(s))
[
s
(|∇f∞|2 +R∞)+ f∞ − n+ c0]u∞ dμg∞(s)
= lim
k→∞
∫
B(x0,r,gk(s))
[
s
(|∇fk|2 +Rk)+ fk − n+ c0]uk dμgk(s).
Since the integrands are nonnegative, this implies∫
B(y∞,r,g∞(s))
[
s
(|∇f∞|2 + R∞)+ f∞ − n+ c0]u∞ dμg∞(s)
 lim
k→∞
∫
M
[
s
(|∇fk|2 + Rk)+ fk − n+ c0]uk dμgk(s)
= lim
k→∞Wk(s) + c0 W1(s) + c0 < ∞,
where we just used the identity ∫M uk dμgk(s) = 1 and the fact that Wk+1(s) Wk(s). Taking
r → ∞ on the left hand side, we deduce by Fatou’s lemma that the nonnegative function[
s
(|∇f∞|2 +R∞)+ f∞ − n+ c0]u∞
is integrable on M∞. Of course we also know this integrability since u∞ decays exponentially
fast to 0 at infinity. Moreover, we also have
W∞(s) +
∫
c0u∞ dμg∞(s) =
∫ [
s
(|∇f∞|2 +R∞)+ f∞ − n+ c0]u∞ dμg∞(s)M∞ M∞
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k→∞
∫
M
[
s
(|∇fk|2 +Rk)+ fk − n]uk dμgk(s) + c0
= lim
k→∞Wk(s) + c0.
Recall that, for fixed s, {Wk(s)} is a non-increasing sequence of k. By assumption ‖u∞‖1 = 1,
we finally reach, for any fixed k  1,
W(g∞, u∞, s) =
∫ [
s
(|∇f∞|2 +R∞)+ f∞ − n]u∞ dμg∞(s) Wk(s) <W0 = 0.
(4.18)
Here the last inequality is just (4.17). Remembering ‖u∞‖1 = 1 and M∞ = Rn, we know, since
the infimum of the W entropy for Rn is 0, that
W(g∞, u∞, s) 0.
This is a contradiction with (4.18). Therefore (M∞, g∞) is non-flat. This finishes the proof of
our theorem. 
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Appendix A
In this section we state (without proof) a uniform Sobolev inequality under the Ricci flow,
which is used in Sections 2 and 3. This result originally appeared in [32] and [31], also see [29]
and [15] for similar results in this direction.
Theorem A.1. Let (Mn, g(t)), t ∈ [0, T0), be a compact solution to the Ricci flow (1.1), here
n 3 and T0 ∞. Let A0 and B0 be two positive numbers such that the following L2 Sobolev
inequality holds for (M, g(0)): for all v ∈ W 1,2(M),(∫
M
v2n/(n−2) dμg(0)
)n/(n−2)
A0
∫
M
|∇v|2 dμ(g(0))+B0 ∫
M
v2 dμg(0).
Let λ0 be the lowest eigenvalue of the operator −4+ R on (M, g(0)), i.e.,
λ0 = inf‖v‖2=1
∫
M
(
4|∇v|2 +Rv2)dμg(0).
Then the following conclusions are true.
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metric g(0) in terms of A0, B0, λ0, and t , such that, for all v ∈ W 1,2(M, g(t)), we have(∫
v2n/(n−2) dμg(t)
)(n−2)/n
A(t)
∫ (
|∇v|2 + 1
4
Rv2
)
dμg(t) + B(t)
∫
v2 dμg(t),
here R is the scalar curvature with respect to g(t). Moreover, if R(x,0) > 0, ∀x ∈ M, then
A(t) and B(t) are constants independent of t .
(b) If the solution of Ricci flow is smooth for t ∈ [0,1) and becomes singular at t = 1, let t˜ =
− ln(1 − t) and g˜(t˜ ) = 11−t g(t), then under the following Type I normalized Ricci flow
∂g˜
∂t˜
= −2R˜ic + g˜,
there exist positive constants A and B , depending only on the initial metric g(0), such that,
for all v ∈ W 1,2(M, g˜(t˜)) and t˜ > 0, we have(∫
v2n/(n−2) dμg˜(t˜)
)(n−2)/n
A
∫ (
|∇˜v|2 + 1
4
R˜v2
)
dμg˜(t˜) +B
∫
v2 dμg˜(t˜),
here R˜ is the scalar curvature with respect to g˜(t˜ ).
Remark 4.1. In fact, if for the initial metric g(0) and ∀v ∈ W 1,2(M, g(0)),
λ0 = inf‖v‖2=1
∫ (
4|∇˜v|2 + R˜v2)dμg(0) > 0,
then we also have B = 0.
The proof of the above theorem is based on the following uniform log-Sobolev inequality:
∀v ∈ W 1,2(M, g(t)) and t > 0, then we have∫
M
v2 lnv2 dμg(t)  	2
∫
M
(
4|∇v|2 + Rv2)dμg(t) − n ln 	 + (t + 	2)β + α, (A.1)
here α = α(A0,B0, λ0, n) and β = β(A0,B0, λ0, n) are positive constants. Moreover β = 0 pro-
vided λ0 > 0.
For estimates of the constants α and β , please see [33, Section 6.2].
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