The ill-posed least squares problems often arise in many engineering applications such as machine learning, intelligent navigation algorithms, surveying and mapping adjustment model, and linear regression model. A new biased estimation (BE) method based on Neumann series is proposed in this article to solve the ill-posed problems more effectively. Using Neumann series expansion, the unbiased estimate can be expressed as the sum of infinite items. When all the high-order items are omitted, the proposed method degenerates into the ridge estimation or generalized ridge estimation method, whereas a series of new biased estimates can be acquired by including some high-order items. Using the comparative analysis, the optimal biased estimate can be found out with less computation. The developed theory establishes the essential relationship between BE and unbiased estimation and can unify the existing unbiased and biased estimate formulas. Moreover, the proposed algorithm suits for not only ill-conditioned equations but also rank-defect equations. Numerical results show that the proposed BE method has improved accuracy over the existing robust estimation methods to a certain extent.
Introduction
Many engineering problems need to solve linear equations. Least squares estimation (LSE) is the most commonly used method to solve linear equations. It is also called unbiased estimation since it satisfies the optimal linear unbiasedness. But when the coefficient matrix of the equation system is ill-conditioned, the calculation results obtained by the LSE often have large errors or even complete distortion. This phenomenon is called the ill-posed least squares problem. As is well known, the ill-posed least squares problems often arise in many engineering applications such as machine learning, intelligent navigation algorithms, surveying and mapping adjustment model, and linear regression model. [1] [2] [3] [4] [5] Without loss of generality, consider a multiple linear regression model
where y is the m Â 1 vector of observation data, A is the m Â n coefficient matrix of full column rank, x is the n Â 1 vector of unknown parameters, and e is the m Â 1 error vector. The LSE solution of x is
Letting B ¼ A T A and z ¼ A T y, equation (2) reduces to
As stated before, it is known that the x LSE is not the best choice if the correlation matrix A T A is ill-conditioned. In this case, little variation in y may lead to very large change in x LSE . To solve the ill-posed problem, ridge estimate (RE) 6 and generalized ridge estimate (GRE) 7 are proposed in the last decades to obtain more accurate estimator of x. The RE of x is
where I n is the n Â n identity matrix and k is the ridge parameter. The GRE of x is
in which diagðk 1 ; k 2 ; Á Á Á ; k n Þ is the diagonal matrix with the diagonal elements k i ! 0, i ¼ 1; 2; Á Á Á ; n. Apparently, equations (3) and (4) are the special cases of equation (5) with the choices
Note that RE and GRE destroy the equivalence relationship of the linear equations, and the solutions are biased estimations (BEs).
The main problem existing in RE or GRE is how to choose a suitable value of the ridge parameter. Many methods, such as L-curve method and ridge trace method, have been proposed for choosing the ridge parameters in the last decades. [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] But so far, these processes for choosing the ridge parameters all require very complex calculations, and the ridge parameters obtained are often not the optimal solutions. It is very necessary to develop a new BE method for solving the ill-posed problems more effectively.
BE method based on Neumann series
In this section, a new BE based on Neumann series is proposed to solve the ill-posed least squares problems. Using Neumann series expansion, the unbiased estimate can be expressed as the sum of infinite items. When all the high-order items are omitted, the proposed method degenerates into the RE or GRE method, whereas a series of new biased estimates can be acquired by including some high-order items. Using the comparative analysis, the optimal biased estimate can be found out with less computation. Moreover, the proposed algorithm suits for not only ill-conditioned equations but also rank-defect equations. The main formulas of the proposed method are derived as follows.
Equation (3) can be rewritten as
where the n Â n squares matrix K is called the regularization matrix, which is designed to reduce the condition number for matrix inversion. It must be satisfied condðB þ KÞ < condðBÞ ð 7Þ
The selection of the regularization matrix K is the first important issue in the proposed method, which will be discussed in the next section. Using Neumann series, [25] [26] [27] [28] equation (6) can be expanded as
The sufficient condition for convergence of equation (8) is
where jjKjj and jjB þ Kjj denote the norms of matrices K and B þ K. Equation (8) is of great significance. It contains the existing LSE, ridge estimation, and generalized ridge estimation formulas. In other words, it establishes the essential relationship between BE and unbiased estimation and then can unify the unbiased and biased estimate formulas. Based on equation (8), a series of new BE forms can be derived. The details are as follows:
1. If all items are considered in equation (8), the solution by equation (8) is the unbiased estimate of x, which is equivalent to the least squares estimate. 2. If we ignore all the high-order items in equation (8), we have
where x 1 BE denotes the first-order biased estimate derived from equation (8) . Obviously, equations (4) and (5) are the special cases of equation (10) with the choices K ¼ k Á I n and K ¼ diagðk 1 ; k 2 ; Á Á Á ; k n Þ, respectively. In other words, the RE and GRE are the special cases of equation (8) when the high-order items are ignored. (8), one can see that the biased estimate is essentially a part of the unbiased estimate by ignoring some high-order items. Letting Q ¼ KðB þ KÞ À1 , a series of new biased estimates can be derived from equation (8) as
From equation
There is an optimal biased estimate in the above series of biased estimates as shown in equations (10) to (13) . Searching the optimal biased estimate is the second important issue in the proposed method, which will also be discussed in the next section.
Discussion on the special issues
As stated before, there are two important issues in the proposed method that need to be addressed to get the optimal solution more quickly. The first issue is the selection of the regularization matrix K. Technically, the regularization matrix K can be chosen arbitrarily on the premise that equation (7) is satisfied. But it is worth noting that the computation cost in searching the optimal biased estimate will depend on the selected regularization matrix. In this section, a simple formula to obtain the regularization matrix is given as
where meanðdiagðBÞÞ denotes the mean value of diagonal elements in matrix B and d is a coefficient that reflects the noise level in data measurement. For example, if the data noise level is 1%, the coefficient d can be chosen as
The second issue of searching the optimal biased estimate will be addressed by a comparative analysis. The main steps are as follows. (1) Compute the series solutions of x by equation (13) when i is taken from 1 to g. The value of g can be determined by experience; for example, g ¼ 50, g ¼ 100, g ¼ 200, and so on. Generally, it can get a better solution by taking a larger value of g. But this will also lead to an increase in computational effort. An empirical way to determine the suitable value of g is to take the multiple of the dimension of matrix B. As will be shown in numerical examples, more accurate solutions can be obtained when the value of g increases. 
i BE À yjjÞ denotes the maximum value in jjAx i BE À yjj when i is taken from 1 to g. Note that many optimization problems can be transformed into convex optimization models. Thus, equation (16) is one of the reasonable models to find the optimal biased estimate since it is also a convex model. The following numerical examples also show that this formula is reasonable to some extent. It must be pointed out that there may be a better optimization model than equation (16) , which will be further studied in the future work. T . Now we test the proposed algorithm by using the contaminated observation vector. The contaminated observation vector y c is generated by adding a random number to each element of the exact vector y in equation (17) Results obtained by LSE (equation (3)), RE (equation (4)), and the proposed BE (equation (13)) are given in Tables 1 and 2 for different values of d and g. In these tables, the relative error between the estimate and true value is described by From the above results, one can conclude that (1) the proposed BE method has improved accuracy over RE and LSE to a certain extent, (2) more precise optimal solutions can be obtained with the series number g increasing, and (3) there is little difference between the optimal biased estimates if g is large enough. It is important to note that the computation cost of the proposed method will not increase significantly even if g is very large since only simple multiplication and sums of matrices are needed in the computation of series. It is apparent that the computation cost of the proposed method is far less than that of the L-curve method since the latter needs multiple inverse operations of matrices in choosing a suitable value of the ridge parameter.
To further illustrate the superiority of the proposed method, a more serious contaminated model 30 derived from equation (17) is used in the next discussion, whose coefficient matrix and observation vector are both contaminated as 
Hilbert ill-conditioned matrix
The Hilbert ill-conditioned matrix is often used to test the performance of the various robust estimation methods. The typical Hilbert matrix is defined as
With the increase of its order n, the Hilbert matrix becomes more seriously ill-conditioned. In this example, the 20-order Hilbert matrix H 20 is used as the coefficient matrix of a linear equation as
where the true value of unknown vector x is x TRUE ¼ ½1; 1; Á Á Á ; 1 T 20Â1 , and the observation vector y is assumed to be equal to H 20 Á x TRUE . That is to say, the observation vector is assumed to be error-free. Using LSE and the proposed method, Table 4 gives the calculation results of this Hilbert ill-conditioned equation.
From Table 4 , one can see that the LSE solution is completely distorted even with the use of error-free data. This is due to the equation having a very serious morbidity problem since the condition number of H 20 is 1.9084Â10 18 . But the proposed BE method is still very effective and reliable. The optimal solution x 2 BE is very close to the true value x TRUE .
Conclusions
The ill-posed least squares problems often arise in many engineering applications such as machine learning, intelligent navigation algorithms, surveying and mapping adjustment model, and linear regression model. In this study, a new BE method based on Neumann series is proposed to solve the ill-posed problems more effectively. The developed theory establishes the essential relationship between BE and unbiased estimation and can unify the existing unbiased and biased estimate formulas. Two numerical examples show that the proposed biased estimate has improved accuracy over the existing robust estimates to a certain extent. The proposed method may be very helpful to solve the ill-posed least squares problems in engineering practice.
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