I. INTRODUCTION
In any communication system, it is desirable to deliver maximum throughput. In achieving this objective, many hardware, physical layer and cross layer design techniques have been studied in the literature. Among these approaches, smart antennas are one of the most promising directions.
Smart antennas have two primary aspects: position estimation and beamforming. An array of antenna elements is employed to receive multiple versions of the same signal from a distant source, at slightly different locations. The signals are then processed to indicate the position of the source. In a radial coordinate system, the azimuthal and elevation angles represent that position. Then, the array steers the principal lobe of the beam pattern towards the estimated Direction-of-Arrival (DOA). This way, the maximum power emitted by the antenna is directed towards the desired source, resulting in a very high effective antenna gain in that direction.
In [1] , the authors show that the throughput can be improved by using smart antennas in a network. However, when designing a communication infrastructure for complicated networks and testbeds, the mathematical derivation and analysis does not provide all the details. Therefore, use of testbed simulation tools to predict smart antenna performance is needed.
Our research team at the Advanced Telecommunications Engineering Laboratory at the University of Nebraska-Lincoln has been studying the performance of high-speed networks for mobile railroad [2, 3] and other vehicular environments. In our previous works [2, 3] , we have extensively analyzed different wireless communication systems for railroad trackside and yard deployments. Our work includes theoretical analysis as well as simulation studies using NS-2 and MATLAB. Our theoretical work was supported by measured data from our testbeds [4] . The work presented here is to analyze the impact of smart antennas on a complex mobile railroad environment
The initial step and one of the key aspects in integrating smart antenna systems into our previous works is the selection of an appropriate Direction-of-Arrival algorithm.
Many research works have investigated different designs of a DOA estimation algorithm. The choice of an algorithm depends on the specifications and requirements of the project itself. In our study, we can be flexible for antenna parameters like number of antenna elements and number of source samples used for estimation.
In [5, 6] , the authors have studied integrating smart antennas into NS-2 but they cannot be directly applied to railroads communication networks. The reason is that estimation of radiation pattern and gain of the antenna system in complex railroad networks cannot be simply evaluated analytically. The outcomes are severely affected by the interaction between the antenna's electromagnetic radiation and metallic elements in the train or wayside equipment construction. The gain produced by the antenna system depends not only on the property of the antenna but also on its location within the environment. Thus the benefit of using directional smart antennas in terms of gain is better evaluated by computer simulation or field testing.
In spite of the plethora of algorithms proposed to estimate the Direction-of-Arrival, only few works have been published that compare these algorithms, especially the two-dimensional estimation algorithms. Such a comparison, however, is essential for the proper selection of an algorithm for future devices and technologies. In this paper we have presented the evaluation of three sample Direction-of-Arrival estimation algorithms [7, 8] . Section II introduces the algorithms with discussions of their advantages and weaknesses. Section III explains the procedures we implemented. Section IV shows the results of our simulations. Finally, Section V concludes our work.
II. SAMPLE ALGORITHMS
A. MUSIC In [9] , Schmidt revolutionized the idea of direction of arrival estimation with his original MUSIC algorithm. The major contribution of the method was the ability to handle arbitrary configurations of antenna arrays, thus relieving the designer from the constraint of building an array with a fixed specific sensitivity pattern. After its initial publication the algorithm has undergone many modifications. Though the original paper only deals with one-directional DOA estimation, we have modified it by includind the second dimension to produce both angles. The MUSIC spectrum is defined by, , ,
where, ϴ and Ф are the elevation and azimuthal angles of the source position in a radial co-ordinate system, A(ϴ, Ф) is the array steering matrix defined by the antenna array's relative position with respect to the signal source, V N represents the eigenvectors corresponding to the noise space of the received signal and [.] H represents the Hermitian transpose of a matrix. The spectrum is clearly maximized at places where noise space and steering matrix are orthogonal to each other. Therefore, the values of (ϴ, Ф) at the corresponding spectrum peaks provide the direction of arrival.
Since MUSIC computes the spectrum to separate noise and signal spaces at every possible values of (ϴ, Ф), it involves an extensive search procedure, making it computationally very expensive. But its high accuracy and flexibility makes it an interesting prospect for our evaluation.
B. ESPRIT and ESPRIT-like methods
Roy and Kailath in [10] suggested another algorithm for DOA estimation, which uses a complex geometry of the antenna array by imposing requirements on the array structure, but in return was computationally much more efficient than MUSIC. Since the time of its publication, different versions of ESPRIT and ESPRIT-like algorithms have been published.
In [8] , Wu et al. suggested an algorithm for two dimensional DOA estimation based on a propagator method. Though the algorithm did not require any eigenvalue decomposition or singular value decomposition (SVD) and was computationally efficient, there was the need to pair the azimuth and elevation angles and any failure to pair them appropriately would fail the algorithm. Liu and Mendel have described the algorithm used for pairing the two direction of arrival in [12] .
To overcome this, Liang, in [7] , introduced a cumulantbased approach for two-dimensional DOA estimation that generates the angles in pairs, but has higher computational complexity and uses a special volume array. It is based on a parallel factor (PARAFAC) [13] model of cumulant matrices in the cumulant domain. The fourth order cumulant is defined as , , ,
Where, A, B, C and D are arbitrary matrices, E[.] is the expectation operator and * represents component-wise product of the matrices, The algorithm in [7] also has several benefits over any published algorithm.
III. ALGORITHM ANALYSIS AND EXPERIMENT
The three algorithms, mentioned in Section II, were simulated in MATLAB using arbitrarily chosen elevation and azimuth angles in an AWGN channel. First, the source location was fixed at specific angles and a random signal generator was simulated at the source location. This setup was chosen to ensure minimal correlation between the data points. The receiving antenna was arranged as a square array for evaluating MUSIC. The remaining two algorithms were arranged as specified in their respective publication. We simulated the algorithms in [7, 8] 500 times for every set of angles for each condition. The errors of estimation for each angle were calculated for every simulation and the results were used to calculate the mean and variance for each test set. Due to the computational complexity of MUSIC, it was performed only 5 times but we believe that the results will not be deeply affected if it was simulated more often than the other algorithms due to the precision and stability of MUSIC's results.
For simulating various channel conditions, we chose SNR values as shown in column I of table 1. Two sources were fixed with direction of arrival (10°, 20°) and (30°, 40°). We set the number of array elements for each system at 9 and number of source samples at 1000.
For varying the number of source samples, we opted for the sample counts shown in column II of table 1 and a fixed SNR set at 5 dB. The rest of the conditions are kept the same as above. For simulating angular separation between sources, the SNR was fixed at 5 dB and the number of source samples at 1000. Two sources were chosen with direction of arrival as shown in column III of table 1, with corresponding separation in column IV. To simulate the near-far effect, or cases where the two sources are radiating at different power levels, we chose a fixed SNR of 15 dB, the number of samples as 1000, and direction of arrival at (10°, 20°) and (30°, 40°). We then varied the power ratio of the source at (30°, 40°) relative to that at (10°, 20°). We selected the ratio as shown in column V of table 1.
Finally, we also simulated the effect of increasing the number of sources. The algorithm in [8] was not used for this purpose to retain the same number of antenna array elements as 9. For simulations requiring three sources we chose the directions to be at (10°, 20°), (30°, 40°) and (50°, 60°). For scenarios with four sources we selected to add a direction of (60°, 70°). The SNR was fixed at 15 dB and the number of source samples set to 1000.
IV. RESULTS
The effect of estimation of direction of arrival due to variation on number of source samples, signal to noise ratio, angular separation between the sources, transmitter power variation and number of sources to be estimated are shown in Figures 1-10. Figures 1, 3, 5, 7 and 9 show the mean of absolute error and Figures 2, 4, 6, 8 and 10 show the variance of absolute error.
Some of the figures are non-monotonic, which is contrary to theoretical expectations. This can be attributed to two causesthe algorithm itself and the simulation scenario. For the simulated channel conditions, the ESPIRIT based algorithms are known to sometimes fail. These failures negatively impact both the mean and the variance of our results. We decided to retain these data results instead of removing them, however, because we feel this fluctuation truly reflects the behavior of the algorithm for the simulated conditions. Furthermore, a random signal generator is not guaranteed to match the desired statistics of mean and variance when a finite, albeit large, number of data samples is used. Therefore, parameters such as SNR fluctuate for each simulation point and can sometimes significantly divert from the desired value, albeit with low probability. This fluctuation in the simulation scenario also contributed to the non-monotonocity of the curves.
As expected, with better channel conditions and better information about source location, the accuracy in estimation improves. On first glance, even though the results of ESPRIT- based algorithms look as good as those of MUSIC, they have been averaged over multiple simulations and have large variances. The relative stability and accuracy of MUSIC makes it attractive for complex networks such as the one in our study.
To put this into a quantitative perspective, if we sample the source moving linearly at 20 meters per second (about 45mph) at the rate of 1 Msps, for a block of 1000 source samples we need to sample for 1 ms during which the source will move a linear distance of 20 mm which is insignificant and will not affect the accuracy of estimation. However with ESPRIT we would need hundreds of sample block sets (500 used for simulation), which effectively means that the source would move by a linear distance of 10m by the times we finish sampling. This value of 10 m can introduce severe errors in accuracy, particularly if the communicating end-points are very near to each other. Only if they are sufficiently far enough apart (> 1 km), the change in angles may be neglected. However, the computational complexity of MUSIC is much higher than that for ESPRIT-based algorithms, requiring more complex hardware and a larger computational energy budget. In situations of computational or energy constraints, MUSIC is therefore not the best choice and ESPRIT-based algorithms should be favored for their much better complexity and energy cost, especially if the compromise in accuracy, as explained in the earlier example, is deemed insignificant for the targeted application.
As we can see, the performance advantages of one algorithm over another vary with the conditions, both of the environment as well as the system. Thus, there is no clear favorite among the algorithms and careful consideration needs to be given to the conditions and system parameters specific to the planned deployment.
V. CONCLUSION AND FUTURE WORK
This paper investigated the efficiency of widely available Direction-of-Arrival algorithms for application in complex networks such as our railroad testbeds. In Section IV, we showed that MUSIC is the more effective option to use for high velocity sources and poor channel conditions as it does not require multiple estimates for the same pair of angles due to its relative accuracy and stability. However, if source velocity is not very high and multiple estimations of the direction of arrival are possible, other discussed methods should be used to save computational complexity.
For our testbeds, communication between the relatively stationary networks ESPRIT-like algorithms will be effective while for railcars to base-station communication, using MUSIC would be more appropriate.
Our future work will include estimating array gain coefficients using suitable beamforming algorithms and simulate the testbed in CST [11] to achieve exact gain produced by using smart antennas under our test conditions.
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