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Abstract
Charged massive matter fields of spin 0 and 1/2 are quantized in
the presence of an external uniform magnetic field in a spatial region
bounded by two parallel plates. The most general set of boundary
conditions at the plates, that is required by mathematical consistency
and the self-adjointness of the Hamiltonian operator, is employed. The
vacuum fluctuations of the matter field in the case of the magnetic
field orthogonal to the plates are analyzed, and it is shown that the
pressure from the vacuum onto the plates is positive and independent
of the boundary condition, as well as of the distance between the
plates. Possibilities of the detection of this new-type Casimir effect
are discussed.
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1
1 Introduction
Almost seven decades ago, Casimir [1] predicted an attraction between grounded
metal plates as a macroscopic effect of vacuum fluctuations in quantum field
theory. Since then, his prediction has been confirmed experimentally with
great precision, opening prospects for its application in modern nanotechnol-
ogy, see review in [2].
The detected Casimir force (or pressure) between parallel plates separated
by distance a,
F = −
pi2
240
~c
a4
, (1)
is due to the vacuum fluctuations of the quantized electromagnetic field only
[1]. As to the vacuum fluctuations of other quantized fields, their contribu-
tion to the Casimir effect was theoretically considered erstwhile, see, e.g., [2].
It suffices to note here that this contribution is of order of ~ca−4 at a≪λC and
of order of ~ca−4(a/λC)
νexp(−2a/λC) at a≫λC , where λC = ~(mc)
−1 is the
Compton wavelength of the matter field of mass m; the sign of this contribu-
tion, as well as exponent ν, depends on a boundary condition and the spin
of the matter field. Usually, the Casimir effect is validated experimentally
for the macroscopic separation of plates: a > 10−8m. So, even if one takes
the lightest massive particle, electron (λC = 3.86×10
−13m), then it becomes
clear that the case of a≪λC has no relation to physics reality. Whereas, in
the realistic case of a≫λC , the contribution of the vacuum fluctuations of
quantized massive matter fields to the Casimir effect is vanishing.
However, quantized massive matter fields can be charged, and as those
perceive an influence from external (classical) electromagnetic fields. In this
letter, I study an impact of an external static uniform magnetic field on the
vacuum of the quantized charged massive matter fields of spin 0 and 1/2;
the matter and external fields are confined between two parallel plates, with
the external field being orthogonal to the plates. A crucial issue for my
analysis is a choice of boundary conditions at the plates, and I adhere to the
most general one that is required by mathematical consistency and the self-
adjointness of basic operators, see, e.g., [3]. Namely this circumstance allows
us to substantiate a conclusion that the Casimir effect in the presence of the
external magnetic field orthogonal to the plates is repulsive independently of
the boundary condition and of the distance between the plates.
2
2 Choice of boundary conditions
A relevant basic operator is that of one-particle energy, which in the case of
a spin-0 relativistic field takes form
H(0) = c
√
−(~∇)2 +m2c2, (2)
where ∇ is the covariant derivative involving both affine and bundle con-
nections. Defining a scalar product as (χ˜, χ) =
∫
Ω
d3rχ˜∗χ, we get, using
integration by parts,
(χ˜, H2(0)χ)− (H
2
(0)χ˜, χ) = −i
∫
∂Ω
dσ · J[χ˜, χ], (3)
where ∂Ω is a two-dimensional surface bounding the three-dimensional spa-
tial region Ω, and
J[χ˜, χ] = −i(~c)2[χ˜∗(∇χ)− (∇χ˜)∗χ]. (4)
The squared Hamiltonian operator,H2(0), is Hermitian (or symmetric in math-
ematical parlance) if the right-hand side of (3) vanishes, or
n · J[χ˜, χ]|
r∈∂Ω = 0, (5)
where n is the unit normal to the boundary. The latter condition can be
satisfied in various ways by imposing different boundary conditions for χ and
χ˜. However, among the whole variety, there may exist a possibility that a
boundary condition for χ˜ is the same as that for χ; then operator H2(0) is
self-adjoint.
In the context of the Casimir effect, one usually considers a discon-
nected noncompact boundary consisting of two connected components, ∂Ω =
∂Ω(+)
⋃
∂Ω(−). Introducing coordinates r = (x, y, z) in such a way that x
and y are tangential to the boundary, while z is normal to it, one identifies
the position of ∂Ω(±) with, say, z = ±a/2. Then condition (5) takes form
Jz[χ˜, χ]|z=a/2 − J
z[χ˜, χ]|z=−a/2 = 0. (6)
The left-hand side of (6) can be presented in the form
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Jz[χ˜, χ]|z=a/2 − J
z[χ˜, χ]|z=−a/2 =
(~c)2
2a
×
{
[(χ˜+ ia∇zχ˜)
∗(χ+ ia∇zχ)]|z=−a/2 + [(χ˜− ia∇zχ˜)
∗(χ− ia∇zχ)]|z=a/2
−[(χ˜− ia∇zχ˜)
∗(χ− ia∇zχ)]|z=−a/2 − [(χ˜ + ia∇zχ˜)
∗(χ + ia∇zχ)]|z=a/2
}
.
(7)
It is obvious that (6) is satisfied if the following condition holds:(
(χ+ ia∇zχ)|z=−a/2
(χ− ia∇zχ)|z=a/2
)
= U
(
(χ− ia∇zχ)|z=−a/2
(χ+ ia∇zχ)|z=a/2
)
(8)
(with the same condition holding for χ˜), where U is a U(2)-matrix which is
in general parametrized as
U = e−iµ
(
u v
−v∗ u∗
)
, 0 ≤ µ < pi, |u|2 + |v|2 = 1. (9)
Thus, the squared Hamiltonian operator, H2(0), is self-adjoint under condition
(8), and four real continuous parameters from (9) can be interpreted as the
self-adjoint extension parameters.
However, our quest is for H(0) itself to be self-adjoint, and this demand
diminishes the number of the self-adjoint extension parameters. Let ψ(r) be
a solution to the stationary Klein-Fock-Gordon equation
H2(0)ψ = ~
2ω2ψ. (10)
If the spectrum is continuous, ~2ω2 ≥ m2c4, meaning that (ψ,H2(0)ψ) ≥
m2c4(ψ, ψ), then U † = U , resulting in constraint: µ = pi/2, u∗ = −u, which
reduces the number of the self-adjoint extension parameters by half. A fur-
ther physical restriction is by imposing condition
Jz[χ˜, χ]|z=±a/2 = 0 (11)
rather than condition (6); this means that the matter is confined within the
boundaries. Then U∗U = I, and one more constraint is added, v∗ = −v,
resulting in the real U(2)-matrix,
U = σ1 cos ρ+ σ3 sin ρ, 0 ≤ ρ < 2pi, (12)
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with parametrization Imu = sin ρ, Imv = cos ρ, employing only one self-
adjoint extension parameter, ρ, [4]. The above restrictions ensure the self-
adjointness of the Hamiltonian operator, H(0), under the boundary condition
taking explicitly the form{
χ|z=−a/2 = tan
(
1
2
ρ+ pi
4
)
χ|z=a/2
∇zχ|z=−a/2 = cot
(
1
2
ρ+ pi
4
)
∇zχ|z=a/2
}
(13)
(the same condition is for χ˜).
Clearly, operatorH(0) is self-adjoint under the Dirichlet (U = −I) or Neu-
mann (U = I) boundary condition as well. The mixed, Dirichlet-Neumann
(U = −σ3) or Neumann-Dirichlet (U = σ3), boundary condition is obtainable
as a particular case of (13) at ρ = 3pi/2 or ρ = pi/2, respectively; the periodic
(U = σ1) and antiperiodic (U = −σ1) boundary conditions correspond to
ρ = 0 and ρ = pi.
Turning now to the case of a spin-1/2 relativistic field, a relevant basic
operator is that of the Dirac Hamiltonian:
H(1/2) = c(−i~α ·∇+ βmc). (14)
Defining a scalar product as (χ˜, χ) =
∫
Ω
d3rχ˜†χ, we get, using integration by
parts,
(χ˜, H(1/2)χ)− (H(1/2)χ˜, χ) = −i
∫
∂Ω
dσ · J[χ˜, χ], (15)
where
J[χ˜, χ] = ~cχ˜†αχ (16)
in this case. The Dirac operator is Hermitian if condition (5) holds, while it is
self-adjoint when this condition is resolved by the same boundary conditions
for χ and χ˜. Considering a disconnected noncompact boundary consisting of
two connected components, let us restrict ourselves to the case of the matter
which is confined within the boundaries, see (11). Then the most general
condition ensuring the self-adjointness of operator H(1/2) involves four self-
adjoint extension parameters [5]:
[β −
I(cosh2 ϑ˜± + 1)− β sinh
2 ϑ˜±
2i cosh ϑ˜±
(±αz cosh ϑ± + βγ
5 sinh ϑ±)]χ|z=±a/2 = 0
(17)
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(the same condition is for χ˜), where αz is the component of α in the direction
of the z-axis, and γ5 = iα1α2α3.
It should be noted that, in general, the values of the self-adjoint extension
parameters both in the spin-0 and spin-1/2 cases may vary arbitrarily from
point to point of the boundary surface. However, such a generality seems to
be excessive, moreover, it is impermissible, as long as boundary conditions
(8), (13) and (17) are to be regarded as the ones determining the spectrum
of the wave number vector in the z-direction. Therefore, it is assumed in
the following that the self-adjoint extension parameters are independent of
coordinates x and y.
In the spin-1/2 case, any immediate physical motivation to diminish the
number of the self-adjoint extension parameters seems to be lacking. In this
situation one can be guided by such arguments as simplicity and unambiguity
of the determination of the spectrum of kl – z-component of the wave number
vector. In particular, the condition that this spectrum be independent of the
values of other components of the wave number vector yields restriction
ϑ+ = ϑ− = ϑ, ϑ˜+ = ϑ˜− = 0, (18)
with resulting boundary condition
(β ± iαz cosh ϑ+ iβγ5 sinh ϑ)χ|z=±a/2 = 0 (19)
(and the same condition for χ˜). The standard MIT bag boundary condition
(see, e.g., [6]) corresponds to ϑ = 0.
In the spin-0 case, the spectrum of kl is determined by condition
sin
[
1
2
(kla + ρ)
]
= 0 (−∞ < kl <∞), ρ 6= pi/2, 3pi/2, (20)
or
cos(kla) = 0 (0 < kl <∞), ρ = pi/2, 3pi/2, (21)
stemming from (13). In the spin-1/2 case, the spectrum of kl is determined
by condition
sin
[
kla + arctan
(
~kl coshϑ
mc
)]
= 0 (0 < kl <∞), (22)
stemming from (19).
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3 Casimir force
The operator of a charged massive spin-0 field which is quantized in a static
background is presented in the form
Ψˆ(0)(t, r) =
∑∫ √ c
2ω
[
e−iωtψ(r)aˆ+ eiωtψ∗(r)bˆ†
]
, (23)
where aˆ† and aˆ (bˆ† and bˆ) are the spin-0 particle (antiparticle) creation and
destruction operators satisfying commutation relations, symbol
∑∫
denotes
summation over discrete and integration (with a certain measure) over contin-
uous values of the components of the wave number vector, and wave functions
ψ(r) form a complete set of solutions to the stationary Klein-Fock-Gordon
equation, see (10).
There is some arbitrariness in the definition of the energy-momentum
tensor for bosonic fields in flat space-time: one can add term ξ∇ρΞ
µνρ, where
Ξµνρ = −Ξµρν , to the canonically-defined energy-momentum tensor, T µνcan, see,
e.g., [7]. For instance, the whole construction for a spin-0 field at ξ = 1/6 is
known as the improved energy-momentum tensor which is adequate for the
implementation of conformal invariance in the m = 0 case [8, 9]. Hence, the
temporal component of the operator of the energy-momentum tensor for the
spin-0 field is in general
Tˆ 00(0) =
~
c
{
[∂tΨˆ
†, ∂tΨˆ]+ −
[
1
4
∂t
2 − c2
(
1
4
− ξ
)
∇
2
]
[Ψˆ†, Ψˆ]+
}
, (24)
and the vacuum expectation value of the energy density is given by the
following formal expression
ε(0) ≡< vac|Tˆ
00
(0)|vac >= ~
∑∫
ωψ∗(r)ψ(r)
+
(
1
4
− ξ
)
~c2
∑∫
ω−1∇2ψ∗(r)ψ(r); (25)
however, physical observables should be certainly independent of the value
of ξ.
The operator of a spin-1/2 field which is quantized in a static background
is presented in the form
Ψˆ(1/2)(t, r) =
∑∫
ω>0
e−iωtψ(r)aˆ+
∑∫
ω<0
e−iωtψ(r)bˆ†, (26)
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where aˆ† and aˆ (bˆ† and bˆ) are the spin-1/2 particle (antiparticle) creation and
destruction operators satisfying anticommutation relations, and wave func-
tions ψ(r) form a complete set of solutions to the stationary Dirac equation
H(1/2)ψ(r) = ~ωψ(r). (27)
The temporal component of the operator of the energy-momentum tensor is
given by expression
Tˆ 00(1/2) =
i~
4
[Ψˆ†(∂tΨˆ)− (∂tΨˆ
T )Ψˆ†T − (∂tΨˆ
†)Ψˆ + ΨˆT (∂tΨˆ
†T )], (28)
where superscript T denotes a transposed spinor. Consequently, the formal
expression for the vacuum expectation value of the energy density is
ε(1/2) ≡< vac|Tˆ
00
(1/2)|vac >= −
~
2
∑∫
|ω|ψ†(r)ψ(r). (29)
Let us consider the quantization of the charged massive field in the back-
ground of a uniform magnetic field (B) in flat space-time, then the covariant
derivative is defined as
∇Ψˆ =
(
∂ −
ie
~c
A
)
Ψˆ, ∇Ψˆ† =
(
∂ +
ie
~c
A
)
Ψˆ† (B = ∂ ×A), (30)
e is the particle charge and the gauge can be chosen as A = (−yB, 0, 0),
where B is the magnetic field strength which is directed along the z-axis in
Cartesian coordinates r = (x, y, z). The formal expression for the vacuum
energy density in this case is readily obtained:
ε∞(s) =
|eB|
(2pi)2c
(1− 4s)
∞∫
−∞
dk
∞∑
n=0
(1 + 2s− 2sδn0)|ωsnk|, s = 0, 1/2, (31)
where the superscript on the left-hand side indicates that the external mag-
netic field fills the whole (infinite) space, and the one-particle energy spec-
trum is
~|ωsnk| =
√
|eB|~c(2n+ 1− 2s) + ~2c2k2 +m2c4,
−∞ < k <∞, n = 0, 1, 2, ..., (32)
k is the value of the wave number vector along the z-axis, n labels the
Landau levels. It should be noted that dependence on ξ in the s = 0 case
8
has disappeared (just due to vanishing
∑∫
ω−1∇2ψ∗(r)ψ(r)). The integral and
the sum in (31) are divergent and require regularization and renormalization.
This problem has been solved long ago by Weisskopf [10] (in the s = 0 case)
and Heisenberg and Euler [11] (in the s = 1/2 case), see also [12] and review
in [13], and we just list here their result:
ε∞(s)ren =
e2B2
(4pi)2~c
∞∫
0
dη
η
exp
(
−
m2c3η
~|eB|
)[
4s cosh η − 1 + 2s
η sinh η
+(1− 6s)
1
η2
−
1
6
(1 + 6s)
]
; (33)
note that the renormalization procedure involves subtraction at B = 0 and
renormalization of the charge.
Let us turn now to the quantization of the charged massive field in the
background of a static uniform magnetic field in spatial region Ω bounded
by two parallel surfaces ∂Ω(+) and ∂Ω(−); the position of ∂Ω(±) is identified
with z = ±a/2, and the magnetic field is orthogonal to the boundary. In the
s = 0 case, we take account for relation
a/2∫
−a/2
dz∇2ψ∗(r)ψ(r) = [(∇zψ
∗)ψ]|
z=a/2
z=−a/2 + [ψ
∗ (∇zψ)]|
z=a/2
z=−a/2, (34)
and note that its right-hand side vanishes under the one-parameter bound-
ary condition given by (13), as well as the Dirichlet and Neumann boundary
conditions (but not under the more general four-parameter boundary condi-
tion given by (8)). Thus, by imposing conditions (13) and (19) in the s = 0
and s = 1/2 cases, respectively, we obtain the following formal expression for
the vacuum expectation value of the energy per unit area of the boundary
surface
E(s)
L2
≡
a/2∫
−a/2
dz ε(s) =
|eB|
2pic
(1− 4s)
∑
l
∞∑
n=0
(1 + 2s− 2sδn0)|ωsnkl|, (35)
which is ξ-independent in the s = 0 case; the discrete spectrum of kl is
determined by conditions (20) or (21) and (22) in the s = 0 and s = 1/2
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cases, respectively, and L is a length characterizing the area of the boundary
surface (L→∞).
As was already mentioned, the expression for the induced vacuum energy
per unit area of the boundary surface, see (35), can be regarded as purely
formal, since it is ill-defined due to the divergence of infinite sums over l
and n. To tame the divergence, a factor containing a regularization param-
eter should be inserted in (35). A summation over values of kl, which are
determined by (20)-(22), is to be performed with the use of versions of the
Abel-Plana formula, that were derived in [4, 5, 14, 15]. According to these
versions, a contribution of the boundaries is separated into a piece which
is free from divergences, and, therefore, the regularization can be safely re-
moved in this piece. The remaining (divergent) piece consists of two terms:
one is equal to ε∞(s) (31) multiplied by a, and another one is independent
of a. Employing the same renormalization procedure as in the case of no
boundaries, when the magnetic field fills the whole space, we determine the
Casimir energy, E(s)ren/L
2, by substituting ε∞(s)ren (33) for ε
∞
(s). As to the
a-independent divergent term (which can be interpreted as describing the
proper energies of the boundary surfaces), it is of no concern for us, since,
rather than the Casimir energy, a physically relevant quantity is the Casimir
force which is defined as
F(s) = −
∂
∂a
E(s)ren
L2
, (36)
and which is thus free from divergences. In this way, we obtain
F(s) = −ε
∞
(s)ren
−
|eB|
pi2
∞∑
n=0
(1 + 2s− 2sδn0)
∞∫
Msnc/~
dκΥ(s)(κ)κ
2−4s(κ2 −M2snc
2/~2)2s−1/2, (37)
where
Msn =
√
|eB|~c−3(2n+ 1− 2s) +m2, (38)
Υ(0)(κ) =
1
2
cos ρ− e−κa
cosh(κa)− cos ρ
(39)
and
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Υ(1/2)(κ) =
{[
(2κa− 1)
(
κ2 cosh2 ϑ−m2c2~−2
)
− 2κmc~−1 coshϑ
]
e2κa
−
(
κ cosh ϑ−mc~−1
)2}[(
κ coshϑ+mc~−1
)
e2κa + κ coshϑ−mc~−1
]−2
.
(40)
For a particular choice of the boundary condition yielding spectrum kl =
pi
a
(l + 1
2
) (l = 0, 1, 2, ...), we obtain{
F(0)
∣∣
ρ=pi/2, 3pi/2
F(1/2)
∣∣
ϑ=±∞
}
= −ε∞(s)ren
+
|eB|
pi2
(1− 4s)
∞∑
n=0
(1 + 2s− 2sδn0)
∞∫
Msnc/~
dκ
e2κa + 1
κ2√
κ2 −M2snc
2/~2
. (41)
It should be recalled that ρ = pi/2 or ρ = 3pi/2 in the s = 0 case corresponds
to the mixed (Neumann-Dirichlet or Dirichlet-Neumann) boundary condi-
tion. The Casimir force in the s = 0 case under either Dirichlet or Neumann
boundary condition, when the spectrum is kl =
pi
a
l (l = 1, 2, ...), is given by
expression
F(0) = −ε
∞
(0)ren −
|eB|
pi2
∞∑
n=0
∞∫
M0nc/~
dκ
e2κa − 1
κ2√
κ2 −M20nc
2/~2
. (42)
By changing a → a/2 in (42) we obtain the Casimir force in the s = 0
case under the periodic boundary condition, when the spectrum is kl =
2pi
a
l
(l = 0,±1,±2, ...). By changing a → a/2 in (41) at s = 0 we obtain the
Casimir force in the s = 0 case under the antiperiodic boundary condition,
when the spectrum is kl =
2pi
a
(l + 1
2
) (l = 0,±1,±2, ...).
Note also that the antiperiodic boundary condition in the s = 1/2 case,
χ|z=−a/2 + χ|z=a/2 = 0 (43)
(the same condition is for χ˜ ), ensures the self-adjointness of the Dirac Hamil-
tonian operator, but the matter is not confined within the boundaries: in-
stead, the influx of the matter at one boundary surface equals the outflux
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of the matter at another boundary surface (condition (6) holds instead of
condition (11)). By changing a → a/2 in (41) at s = 1/2 we obtain the
Casimir force in the case of (43), when the spectrum is kl =
2pi
a
(l + 1
2
)
(l = 0,±1,±2, ...).
4 Conclusion
The influence of an external uniform magnetic field and boundary condi-
tions on the vacuum of quantized charged matter fields (of mass m and spin
s = 0, 1/2) confined between two parallel plates has been comprehensively
analyzed, and the Casimir force acting onto the plates is found to take the
form, see (37):
F(s) = −ε
∞
(s)ren − f(s)(a), (44)
where all dependence on the distance (a) between the plates and the choice
of a boundary condition is contained in the second term, −f(s)(a). In the
physically meaningful case, amc/~ ≫ 1, this second term is exponentially
damped as exp(−2amc/~), and the Casimir force is given by the first term,
F(s) = −ε
∞
(s)ren. It should be noted that the Heisenberg-Euler-Weisskopf
vacuum energy density, ε∞(s)ren, see (33), is negative (vanishing at B = 0 only),
hence, the Casimir effect is repulsive, i.e. the pressure from the vacuum onto
the plates is positive. Defining the critical value of the magnetic field as
Bcrit = m
2c3(~|e|)−1, one can obtain in the limit of a supercritical magnetic
field, |B|≫Bcrit, from (33):
F(s) =
1
24pi2
[
1−
3
2
(
1
2
− s
)]
~c
λ4C
(
B
Bcrit
)2
ln
2|B|
Bcrit
(45)
(recall that λC = ~(mc)
−1 is the Compton wavelength). Note that the crit-
ical value is the lowest one, Bcrit = 4.41 × 10
13G, for the case of quantized
electron-positron matter, and supercritical magnetic fields with |B| ≫ 1013G
may be attainable in some astrophysical objects, such as neutron stars and
magnetars [16], and also gamma-ray bursters in scenarios involving proto-
magnetars [17]. A proper account for the influence of Casimir pressure (45)
on physical processes in these objects should be taken.
Supercritical magnetic fields are not feasible in terrestrial laboratories
where the maximal values of steady magnetic fields are of order of 105G, see,
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e.g., [18]. In the case of a subcritical magnetic field, |B|≪Bcrit, one obtains
from (33):
F(s) =
1
360pi2
[
1−
9
8
(
1
2
− s
)]
~c
λ4C
(
B
Bcrit
)4
. (46)
Let us compare this with the attractive Casimir force which is due to the
quantized electromagnetic field, see F (1), and define ratio
F(s)
F
= −
2
3pi4
[
1−
9
8
(
1
2
− s
)](
a
λC
)4(
B
Bcrit
)4
. (47)
At a = 10−6m and B = 105G the attraction is prevailing over the repulsion
by six orders of magnitude, F/F(s) ≈ −10
6, and the Casimir force is F ≈
−1.3mPa. However, at a = 10−5m and B = 106G the repulsion becomes
dominant over the attraction by two orders of magnitude, F(s)/F ≈ −10
2
and the Casimir force in the s = 1/2 case takes value F(1/2) ≈ 0.009mPa.
Otherwise, the same value of the Casimir force is achieved at a = 10−6m
and B = 107G. Thus, an experimental observation of the influence of the
external magnetic field on the Casimir pressure seems to be possible in some
future in terrestrial laboratories.
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