Parameter identification is an essential step in constructing a groundwater model. The process of recognizing model parameter values by conditioning on observed data of the state variable is referred to as the inverse problem. A series of inverse methods has been proposed to solve the inverse problem, ranging from trialand-error manual calibration to the current complex automatic data assimilation algorithms. This paper does not attempt to be another overview paper on inverse models, but rather to analyze and track the evolution of the inverse methods over the last decades, mostly within the realm of hydrogeology, revealing their transformation, motivation and recent trends. Issues confronted by the inverse problem, such as dealing with multiGaussianity and whether or not to preserve the prior statistics are discussed.
subject to initial and boundary conditions, where ∇· is the divergence operator ( aquifers with a known prior distribution of hydraulic conductivities.
177
The virtual impossibility of having state observation data over the entire domain gave rise to the indirect 
186
The procedure of the GA can be summarized into two main parts: structure analysis and linear estimation.
187
Structure analysis consists of three steps as follows: 3. Examine the validity of model. The estimated structure is either accepted or modified during the test
197
(i.e., the variogram function is changed, or anisotropy is introduced).
198
As soon as the geostatistical model is accepted, the log-permeability field is estimated by cokriging, a 199 best linear unbiased estimation algorithm, which is capable of providing estimations with minimum error 200 variance. Later, Dagan (1985) and Rubin and Dagan (1987) proposed an extension of the GA using Bayesian 201 conditional probabilities.
202
The advantages of the GA reside in two main aspects. First, it reduces the number of the effective which was applied to condition on concentration data in a steady-state flow by Schwede and Cirpka (2009) .
217
Second, the final conductivity map is obtained by kriging, this has two implications: first, and most impor- heads.
223
The need to apply the inverse model to hydraulic conductivity spatial distributions with large hetero- of all types, a set of optimum parameter estimates is obtained by maximizing the likelihood L(x | y obs ).
238
Under the hypothesis that all the data could be transformed to jointly follow a multiGaussian distribution,
239
the likelihood function can be expressed as follows:
where y i is a vector of computed model states (e.g., head and concentration), C y,i is the corresponding 241 covariance of observation errors and N m is the number of types of measurements. Maximizing L(x | y obs ) is 242 equivalent to minimizing −2ln(L), and the optimization problem turns to minimizing the objective function:
Iterative minimization algorithms are applied on the objective function until certain convergence criteria are 244 met. The uncertainty of parameter estimates is evaluated by a lower bound of the covariance matrix. Note 245 that a regularization term can be included in the objective function above in order to ensure stability of the 246 optimization problem (Medina and Carrera, 1996). The objective function becomes then
where x pri is the prior model parameter vector and C x is the covariance of x.
248
One of the important features of using zonation is that the number of unknown parameters is reduced 249 significantly so that the potential ill-posedness problem is circumvented to some extent. Furthermore, the 250 MLM might be used as a conceptual model identification tool, i.e., to identify the best model structure among 251 several alternatives; in this respect, Carrera (1987) as an ensemble of realizations that must be further analyzed to make uncertainty-qualified predictions.
307
The concept of the SCM was first outlined by Sahuquillo et al. (1992) and then elaborated by Gómez- ways to achieve the same results without resorting to an optimization problem, but rather to sampling a 382 multivariate probability distribution.
Assuming that the discrepancies between observed state variables y obs and their corresponding model simu-386 lations y sim = F (x) is also multiGaussian with error covariance C y , the joint probability distribution of y
Using Bayes' theorem, the posterior distribution of x given the observations y obs can be written as • Propose a candidate realization x * conditional on the last realization by drawing from the tran-
398
• Accept the candidate x * with probability min{1, α} and
3. Loop back to the second step.
400
The two critical points on the McMC method are the selection of the transition kernel q(x * | x) and 401 how to compute the acceptance probability α. addition, the evaluation of the state of the system, for the purposes of computing the acceptance probability,
412
is made on a coarse scale with the aid of upscaling, and only the high acceptance probability members are 413 submitted to the fine scale evaluation, the convergence rate of the chain will be improved.
414
As mentioned, the McMC is not an optimization algorithm, it aims at generating multiple independent 415 realizations by sampling from the posterior parameter distribution conditioned on the observations. It is 416 also important to notice that, since the posterior distribution is built from the prior parameter distribution,
417
the realizations generated are consistent with the prior model. We will return later to the issue of whether 418 it is important or not to preserve the prior model structure throughout the inversion process in Section 2.6.
419
The original McMC is computationally demanding since each proposed realization is subject to forward to compute the covariance explicitly. This is one of the reasons that the EnKF is computationally efficient.
454
Another reason resides in that the EnKF is capable of incorporating the observations sequentially in time
455
without the need to store all previous states nor the need to restart groundwater simulation from the very 456 beginning.
457
The theory and numerical implementation of the EnKF is described extensively in Evensen (2003, 2007) .
458
Here we will only recall the basics of the EnKF. The EnKF deals with dynamic systems, for which observed is given by:
where A is the vector of model parameters such as hydraulic conductivities and porosities, and B is the is the observation at time t; ε is an observation error with zero mean and 474 covariance R; G t is the Kalman gain, derived after the minimization of a posterior error covariance,
it multiplies the residuals between observed and forecasted values to provide an update to the latter; H is 476 the observation matrix; P f t is the ensemble covariance matrix of the state x f t computed through iteration, the selection of initial models, and non Gaussianity.
506
The EnKF has been successfully applied for building geological models conditioned on piezometric head in which a regularization term is added to the objective function.
532
There are methods which, by construction, will produce realizations consistent with the prior model conditional probability distribution from which the chain of realizations is drawn.
535
There are two other methods that, by construction, will preserve the prior model during the inversion 536 process, thus ensuring that the parameter distributions are physically plausible at the end of the inversion 537 process: the gradual deformation method (GDM) and the probability perturbation method (PrPM).
538
The GDM method, as initially proposed by Hu (2000) is applied to generate realizations of independent uniform random numbers, the resulting realizations will 555 always be consistent with the prior random function model, which was used to compute the local conditional 556 probabilities.
557
The attractiveness of GDM is that each iteration is a simple optimization step, and that it preserves the 558 prior spatial structure. The GDM algorithm can be summarized as follows: 4. An objective function measuring the mismatch between the simulated model response and the observed 571 data is built as
where ω i is a weight and n is the number of observed data. 5. Minimize the objective function to obtain the optimal ρ, and update the random vector z.
574
6. The updated random vector z will replace the previous z 1 and will be combined with a newly generated 575 vector z 2 to construct a new random vector. Then loop back to the second step until all the observed 576 data are matched up to some tolerance.
577
The drawback of the GDM is related to the convergence rate. Le Ravalec-Dupin and Noetinger ( concluded that the GDM is able to produce reasonable distributions of permeability and porosity. Wen et al.
586
(2002b) compared the SCM and a specific variant of GDM that they call geomorphing applied to a binary 587 aquifer (sand/shale).
588
Another method that attempts to preserve the prior structural model is the probability perturbation 589 method (Caers, 2003) . The probability perturbation is also based on the sequential simulation algorithm, 590 therefore, it will preserve the random function model that is implicit to the algorithm used. Given a 591 fixed random path to visit the nodes of the aquifer, a fixed set of random numbers, and a fixed set of 592 conditional probability distributions, the PrPM will freeze the random numbers and perturb the conditional 593 probability distributions in order to achieve the match to the observed data. Recall that the GDM freezes the 594 probability distributions and modifies the random numbers. The perturbation of the conditional probabilities 595 is performed by means of a single parameter r D that is subject to optimization. This parameter can be 596 interpreted as the degree of perturbation needed to apply to the seed realization in order to match the state 597 data, if r D is close to zero, the actual realization gives a good reproduction of the state data and there is no 598 need to change anything, if r D is close to one, the current realization is far from matching the observation 599 data and there is a need to generate another realization independent of the previous one, any value in between 600 would generate a realization that represents a transition between these two independent realizations. Caers onto cumulative probabilities using the local conditional probability distributions obtained by kriging (the 613 probability field of Froidevaux (1993)). The type of kriging used could be indicator kriging and could 614 incorporate soft conditioning data, and therefore, the spatial structure associated to such type of kriging 615 would be preserved through the optimization process. Once the probabilities had been computed, the SCM 616 method would be applied to seek the best spatial distribution of probabilities that when backtransformed 617 onto conductivities would result in the best match to the observed state data. Later, to improve its efficiency, 618 the optimization step of the probability fields was combined with the GDM by Capilla and Llopis-Albert 
Gómez-Hernández and Wen (1998).

654
Of all the methods discussed, all of those which are based on the minimization of the sum of square other rarely applied constraint is connectivity, which is found to play a critical role in transport modeling. 
Conclusions
773
We have given an overview of the evolution of inverse methods in hydrogeology, i.e., how the algorithms Carlo simulation. Furthermore, we consider a few issues involved in solving the inverse problem, e.g., whether 777 the multiGaussian assumption is appropriate and whether the prior structure should be honored. Inverse 778 models have gone a long way since their inception, and they keep evolving with the aim of improving aquifer 779 characterization while, at the same time, respecting all the information and data available.
780
Overall, the development of inverse methods shows some features:
781
• The goal of inverse problem is not just parameter identification, but also improved predictions.
782
• Stochastic inverse methods are becoming the trend for the generation of multiple realizations, which 783 will serve to build a model of uncertainty on both parameters and states.
784
• There is a need for methods that are capable to generate geological models as diverse as possible while 785 matching observed data to ensure that the uncertainty in the predictions is properly captured.
786
• Multiple sources of observations are integrated in the inverse modeling, multiple scale problems are Suppose the parameter to be estimated is the log hydraulic conductivity. The prior guess is updated by adding a perturbation, logK update = logK prior + ∆logK. The PiPM adds a perturbation around each pilot point sequentially. A seed logK field of the realization ensemble is shown for the SCM, which is modified by adding a perturbation that is computed by interpolating the perturbations at the master points. 
