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a b s t r a c t
A diffuse interface type model, using an energy-based variational formulation with a free
energy that is a function of the density and its gradients is presented. All of the boundary
terms are retained and related to external surface forces, which can be of particular
interest when considering the fluid–fluid–solid region. The numerical solution of these
types of problems can be troublesome if a thin transition layer is desired. Here, Chebyshev
pseudospectral methods with mesh adaptation for the solution of diffuse interface type
problems are studied. A mesh adaptation algorithm based in the equidistribution principle
following a continuation process is derived. In order to achieve high precision for problems
exhibiting thin transition layers, a modified version of the arc-length monitor function
is proposed which yields a sufficiently smooth coordinate transformation. At every
step of the continuation process, a fixed number of iterations is implemented, so that
the equidistribution equations are not solved completely at each step, which saves a
considerable amount of computational effort. Numerical results for the static phase field
model exhibiting thin transition layers are presented.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
In multi-component or multi-phase fluid systems, the notion of the interface is associated with the boundary of its
constituents. Classic models consider the interface as a surface of zero thickness with distinctive physical properties, where
appropriate boundary conditions are applied to connect the different components. In the diffuse interface approach, the
sharp interface is replaced by a thin finite region where interfacial forces are concentrated. These diffuse interface models
have been successful in the description of different multi-component fluid systems. A more complete discussion of these
types of models is provided in [1] and the references therein.
A particular physical problem, in which the diffuse interface methods are showing distinguishing attributes, is in the
modeling of two immiscible fluids spreading over a solid surface, i.e. the contact line problem. In the classic or sharp interface
analysis, several difficulties associated with the fluid–fluid–solid region have not yet been completely resolved (see for
example, [16,21]). In particular, the non-integrable singularity of the shear stress that appears in the vicinity of the contact
angle when the no-slip boundary condition in the solid is enforced is of major concern. Over the years, different physical
approximations have been proposed that yield acceptable macroscopic models. Some authors introduce a slip type condition
along the solid surface [20,27]. In several models a relationship between the slip velocity at the contact line and the dynamic
contact angle is assumed [23,32]. In other studies, a very thin precursor film which serves as a bridge between the bulk liquid
and the adsorbed layer on the “dry” solid is considered [16,44]. The model introduced in [41] treats the solid–fluid surface
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as an interface, supplied with a surface tension gradient. On the other hand, the diffuse interface approach to the contact
line problem developed in [40,28] shows that the problems associated with the classic fluid–fluid interface in contact with
a solid surface, can be relieved by considering the structure of the fluid–fluid transition layer and the mass transfer that
occurs in this region.
The basic idea in the phase field formulation of diffuse interface methods, is to introduce an order parameter or phase field
variable, which varies continuously over the interfacial layer and is mostly uniform in the bulk phases. A typical example is
the Cahn–Hilliard–van der Waals formulation [13], used for modeling phase separation in a binary mixture, using the mass
composition as an order parameter. The phase field model presented in this paper uses the density as an order parameter and
it is based on a variational formulation of the free energy [8], which is a function of the density and its gradients. Therefore,
the model is similar in nature to the work in [33]. However, in the model presented here, all of the boundary terms are
retained and related to external surface forces. Therefore, when a solid surface is part of the boundary, a suitable physical
interpretation of these boundary conditions yields a continuum macroscopic model for a multi-component fluid system
interacting with a solid, without particular considerations of the contact line region.
An important asset of the diffuse interface methods is its usefulness to perform numerical calculations representing the
motion of systems undergoing complicated topological transitions (see for example [33,31]). However, replacing the sharp
interface by a thin transition region requires resolution of very thin layers in order to capture the physics of a particular
problem. It is well known that high accuracy in the numerical approximation to the solution of differential equations
exhibiting sufficiently smooth solutions using pseudospectral (also known as collocation) methods, can be achieved [10,12].
These methods converge exponentially fast, whereas finite differences and finite elements are local methods that have
algebraic rates of convergence. Therefore, high accuracy can be achieved with a relatively coarse discretization. However,
the accuracy of any numerical scheme, including the pseudospectral method, is degraded when the solution has regions
of rapid variation, or exhibiting a layer type behavior. This characteristic is in the essence of diffuse interface models, but
it also appears in other problems in fluid dynamics, solidification, combustion, wave propagation, etc. Numerical solutions
to these problems, require an extremely fine mesh to resolve accurately the solution in small regions with high gradients.
Typically, Gibbs-type oscillations appear and spurious solutions are generated. Therefore, the accuracy in the solution is
highly reduced. In order to increase the accuracy and at the same time decreases the cost of numerical calculations that
need a very fine grid, it is necessary to adapt the grid to the solution.
There are two basic strategies for grid adaptation, local grid refinement and grid redistribution known as moving mesh
refinement [24]. In the first approach, grid points are added to locally enrich the grid where the solution has high gradients
seeking high accuracy. In the second, the number of grid points is fixed and its position is adjusted to improve the numerical
accuracy. If the position of the transition layer is known, an explicit coordinate transformation can be used to adapt the mesh.
[5,6,30]. In the other case, an implicit numeric coordinate transformation is necessary to find the position of the transition
layer.
In this paper, the use of pseudospectral methods with mesh adaptation for the solution of diffuse interface type problems
is studied. A mesh adaptation algorithm based in the equidistribution principle following a continuation process is derived,
similar to the implementation in [36]. A feature of the algorithm presented here, is that at every step of the continuation
process a fixed number of iterations is performed to adapt the mesh. Therefore the equidistribution equations are not solved
completely at each step, which saves a considerable amount of computational effort. With this implementation, not only
the problems associated with solving the nonlinear algebraic system are avoided (a complete discussion on this issue can
be found in [34]), but also node crossing is prevented. Other alternatives to avoid solving the complete equidistribution
principle, can be found in [15,34].
Numerical results are shown for the solution of a linear two-point boundary value problem with an internal layer, using
the two-parameter mapping introduced in [6] and then using the mesh adaptation algorithm based in equidistribution.
Numerical solutions to the static one-dimensional phase field model in an infinite domain using the same methods are
obtained. Since the analytic solution to this problem is easily obtained, it is a typical example to illustrate the capabilities
of phase field models. Finally, the numerical solution to the phase field model for a drop of fluid resting on a solid
surface surrounded by another fluid is presented. Although only the case of a static angle of pi/2 is considered in the
numerical solution, the problem illustrates the use of the boundary conditions coming from the variational approach in a
fluid–fluid–solid system. The numerical solution to this problem places the interface in a position that can not be determined
a priori; therefore the mesh is adapted using the equidistribution algorithm, running under a continuation process, where
mesh adaptation is necessary in one direction only.
2. Phase field model
Phase field models based on an energetic variational formulation are a particular class of diffuse interface models. In
these models, it is assumed that the state of the system can be described by an order parameter that is a function of the
position. Typically, in a one-component fluid, the order parameter is the mass density ρ, which characterizes the phases of
a two-phase fluid system [1]. In the case of a two-component fluid, the composition can be used as the order parameter,
treating the density as a constant. A multi-component phase field model with different densities was derived in [33]. A
diffuse interface model for two-phase flows of complex fluids was obtained in [46].
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Here, a two-component fluid with mass density ρ is treated as a continuous medium confined in a volume Ωt . Its motion
from time t0 to time t1 is described by the position vector at time t ∈ [t0, t1],
x = χ(X, t), (1)
where X is a label for the material particle in the initial configuration. An admissible comparison motion is given by
x∗() = χ(X, t)+ β(X, t), (2)
where  is a small parameter, and the perturbation β a vector field such that β(X, t0) = β(X, t1) = 0. Similarly, a comparison
field for the density ρ is given by,
ρ∗() = ρ(X, t)+ φ(X, t), (3)
where the perturbation φ is a scalar field satisfying φ(X, t0) = φ(X, t1) = 0. Following Bedford and Drumheller [9], we
consider the first variation in the Lagrangian
δL =
∫ t1
t0
|δ(T − U)+ δW + δΛ|dt, (4)
where T is the kinetic energy, U the internal energy, W the virtual work, and Λ a constraint expressing conservation of mass.
Like in the work in [33], we consider the isothermal case, where the specific Helmholtz free energy per unit mass uF , is a
function of the density ρ, and its spatial gradient∇ρ. After a considerable manipulation of each of the terms appearing in (4)
(details can be found in [9] and complemented with explicit calculations shown in [33]), the first variation in the Lagrangian
takes the form
δL =
∫ t1
t0
{∫
Ωt
[−ρa−∇λ−∇ · (ρ∇ρ⊗ h)+∇ ·ϒ + ρg] · βdVt +
∫
Ωt
[
λ
ρ
− ρ∂uF
∂ρ
+∇ · (ρh)
]
φdVt
+
∫
∂Ωt
[((λ+ ρ∇ρ · h) 1−ϒ + P)n+ρ (h×∇ρ)× n] · βdSt +
∫
∂Ωt
[(ρh+ r) · n]φdSt
}
dt. (5)
In (5), a denotes the acceleration of a material particle, ϒ the viscous stress tensor and g represents the contribution of the
body forces. The parameter λ is a Lagrange multiplier, while 1 represents the unitary tensor. The nonhomogeneous part of
the system is represented by
h = ∂uF
∂∇ρ . (6)
At the boundary, the external work contribution is represented by the surface tensor P and the line force vector r related to
an external surface energy.
As a consequence of applying Hamilton’s principle for arbitrary independent variations β and φ, the evolution of the
system in the domain Ωt is given by
ρa = ∇ · (−λ1+ϒ − ρ∇ρ⊗ h)+ ρg. (7)
In a similar manner, the Lagrange multiplier λ is
λ = ρ2 ∂uF
∂ρ
− ρ∇ · (ρh) . (8)
The first term in (8) is the classical thermodynamic pressure, while the second is a consequence of the dependence of uF in
the local density gradients. Eq. (7) is just a manifestation of conservation of momentum. Hence, for a homogeneous fluid
h = 0, and the Navier Stokes equations are recovered [9]. At the boundary,
[((λ+ ρ∇ρ · h) 1−ϒ + P)n+ρ (h×∇ρ)]× n = 0, (9)
(ρh+ r) · n = 0. (10)
In this way, the evolution of the system is determined by (7) and (8), subject to the boundary conditions (9) and (10)
characterized by an external pressure P and an external surface energy r/ρ.
In agreement with the van der Waals’ theory [45], the specific Helmholtz free energy uF is given by
uF = ω (ρ)+ 12
γ
ρ
|∇ρ|2 , (11)
where ω (ρ) is a double well potential with the two minima corresponding to the two stable phases and γ is a constant.
Similar expressions for the specific free energy have been used among others, by Cahn and Hilliard in [13], to model spinodal
decomposition, Anderson et al. [1] to model single-component and binary fluids systems and by Jacqmin [28] in his study
of the dynamics of a binary fluid near a solid wall, while Lowengrub and Truskinovsky [33] considered a specific free energy
that was a function not only of ρ and ∇ρ, but also of the concentration and its spatial gradients.
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Substituting the free energy (11) in relation (6)
h = γ
ρ
∇ρ. (12)
Similarly, the evolution Eq. (7) takes the form
ρa = ∇·(−λ1+ϒ)−∇ · (γ∇ρ⊗∇ρ)+ ρg, (13)
where the Lagrange multiplier λ is given explicitly by
λ = ρ2 dω
dρ
− 1
2
γ |∇ρ|2 − ργ∇2ρ. (14)
In the boundary, the balance of forces is given by((
λ+ γ |∇ρ|2
)
1−ϒ + P
)
n = 0. (15)
This condition reduces to the one obtained in [8] for a homogeneous fluid, when γ = 0. From the last integral in (5), an
additional boundary condition is obtained,
(γ∇ρ+ r) · n = 0. (16)
This condition represents an equilibrium between the surface energy due to the density gradients, and the external line force
r. When modeling a non-homogeneous fluid over a solid surface, condition (16) characterizes the contact line interaction
and defines a macroscopic contact angle. A similar boundary condition is used in [28], when using a solid–fluid interfacial
energy as a function of the fluid composition, to model the equilibrium contact angle. An extended discussion about contact
line motion and the corresponding contact angle can be found in the works in [16,21].
In equilibrium, with gravity parallel to the y axis, the balance relation (13) takes the form,
∇λ+∇ · (γ∇ρ⊗∇ρ)+ ρg∇y = 0. (17)
Substituting (14) in (17) and arranging terms,
ρ∇
( d
dρ
(ρω)− γ∇2ρ+ gy
)
= 0, (18)
dividing by ρ and integrating once, yields
d
dρ
(ρω)− γ∇2ρ+ gy = K. (19)
Here, the integration constant K represents the chemical potential. This expression is similar to the chemical potential found
directly by Jacqmin in [28], from the equilibrium interface profiles that minimize the free energy.
The double-well potential is given by
ρω = [A (ρ− ρ1) (ρ− ρ2)]2 , (20)
where A is a constant, and ρ1 and ρ2 the densities of each of the phases. Substituting in (19) and neglecting gravity, the
equilibrium equation is
2A2 (ρ− ρ1) (ρ− ρ2) [2ρ− (ρ1 + ρ2)]− γ∇2ρ = K, (21)
the first term in the left is commonly referred to as the homogeneous term and the second as the gradient penalty. Eq. (21)
is equivalent to the stationary equation for a binary fluid with the concentration as an order parameter used in [13].
Introducing a representative length scale L, a scaled chemical potential
K = K
2A2 (ρ2 − ρ1)3
, (22)
a dimensionless density
ρ = ρ− ρ1
ρ2 − ρ1 , (23)
in (21), and dropping the bars, the dimensionless form of the static phase field equation is
− ε∇2ρ+ (ρ− 1)(2ρ− 1)ρ = K, (24)
where the dimensionless parameter
ε = γ
2A2 (ρ2 − ρ1)2 L2
(25)
describes the relation between a surface force length scale and the macroscopic length scale L, in such a way that the
width of the interface is O
(√
ε
)
. Therefore, the two stable phases of the system correspond to different values of the order
parameter ρ. For one phase ρ = 1 and for the other ρ = 0, while the third homogeneous solution ρ = 1/2, is unstable. The
density gradient is responsible for the existence of a finite thickness interface. Eq. (24) along with the appropriate boundary
conditions which are given by the specific physical problem considered in accordance with relations (15) and (16) represent
the static phase field model. An extensive discussion of two component fluid systems in equilibrium can be found in [28].
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3. Pseudospectral adaptive mesh discretization
In spectral collocation methods also known as pseudospectral methods, the unknown solution of a differential equation is
approximated by a global interpolant, such as an algebraic or trigonometric polynomial of high degree. The derivatives in the
differential equation are approximated by exact differentiation of the interpolant, the unknown coefficients in the expansion
are then obtained by setting the residual to zero at a specific number of collocation points in the domain of the problem.
The main advantage of pseudospectral methods is that the rate of convergence only depends on the smoothness of the
solution. In these methods, the approximate solution of differential equations for problems where the solution is infinitely
differentiable converges exponentially fast [10,12], whereas finite differences and finite elements are local methods that
have algebraic rates of convergence. Therefore, high accuracy can be achieved with a relatively coarse discretization. The
disadvantages include the presence of full differentiation matrices, instead of sparse matrices typical of finite differences and
finite element methods. Also, the pseudospectral method has less flexibility when dealing with irregular domains. Moreover,
it is well documented that for larges values of the collocation points, the direct computation of the Chebyshev differentiation
matrices D, suffers of roundoff errors, mainly because of the large errors in the computation of some elements of D [3,4,17,
18,38,43].
Since interpolation and differentiation are linear operations, the values of the derivative of a function at the set
of collocation points can be expressed as a matrix–vector multiplication. These matrices are called pseudospectral
differentiation matrices. In the Chebyshev pseudospectral method, the differentiation matrix acting in the interval [−1, 1],
is determined from the Nth order Chebyshev polynomial
TN (ξ) = cos
(
N cos−1 ξ
)
. (26)
We follow a typical implementation, where the collocation points are the extrema of (26),
ξi = cos pii
N
i = 0, . . . ,N, (27)
known as the Chebyshev–Gauss–Lobatto (CGL) points. In the matrix–vector implementation of pseudospectral methods,
the approximate solution uN can be calculated using the interpolating polynomial in the Lagrangian form
uN(ξ) =
N∑
i=0
uN(ξi)ψi(ξ). (28)
For the CGL points, the Lagrange polynomials are given explicitly by
ψi(ξ) = (−1)
i+1 (1− ξ2) T ′N(ξ)
ciN2(ξ− ξi) , (29)
where ci = 1 for 1 ≤ i ≤ N− 1 and c0 = cN = 2. The elements of the Chebyshev differentiation matrix D are then computed
by taking the analytical derivative ofψi(ξ) and evaluating at the collocation points ξj. The closed form of the differentiation
matrices can be found in [10,12]. Higher order derivatives can be calculated by taking powers of the Chebyshev derivative
matrix D(l) = (D)l. In [22], an explicit form for the second order differentiation matrix is derived.
There are a number of works that implement different strategies to reduce the roundoff error that appears in the
computation of the elements of the Chebyshev differentiation matrix D. Kosloff and Tal-Ezer [30] used a machine epsilon
mapping to redistribute the CGL points. In order to avoid the computations of small differences (ξi − ξj), Tang and
Trummer [43] used trigonometric identities, in such a way that only the diagonal terms and the upper left triangular part
of the differentiation matrix are calculated, the other terms are then computed using the symmetry property DN−i,N−j = Dij.
Bayliss et al. [4] noted that one cause of roundoff error in calculating the Chebyshev differentiation matrix is the failure of
the computed matrix to exactly differentiate a constant, or equivalently, the failure of the row sum of the elements of D is
zero. They propose to calculate first the off-diagonal terms of D and then to use the negative sum trick,
Dii = −
N∑
j=0
j6=i
Dij, (30)
to calculate the diagonal elements. Baltensperger and Trummer [3] and our preliminary numerical calculation showed that
the most accurate way to approximate approximate the derivative of a function via spectral differentiation matrices is to
use the standard formulas and then to apply the negative sum trick. Hence, in all of the numeric schemes implemented in
this work, we follow this approach.
3.1. Coordinate transformation
When a differential equation with a transition layer is solved numerically using a mesh with points not adapted to the
solution, spurious solutions can be generated. Moreover, the numerical solution can get contaminated with Gibbs-type
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oscillations, reducing significantly the accuracy of the solution. If the differential equation is nonlinear, the dependence
on the mesh quality is increased [14]. Therefore, to find an accurate and efficient numerical solution, the mesh must be
adapted adequately to the solution. The spectral collocation methods, with an arbitrary distribution of points can result in
poor convergence. Hence, the clustering of points in the high gradient regions must be obtained through a suitable smooth
coordinate transformation, using a distribution of points coming from the CGL points in the computational space.
In general, grid adaptation is given by a bijective coordinate transformation from the computational domain Dc to the
physical domain Dp
x = g (ξ ;λ) , x ∈ Dp, ξ ∈ Dc, (31)
where λ is a family of parameters. The distribution of nodes on Dc is fixed, while on Dp the nodes are relocated following
the characteristics in the solution, under an analytical mapping or a numerical coordinate transformation. We consider the
one-dimensional case, taking ξi as the CGL points and assuming that Dp is in the interval [−1, 1],
xi = x (ξi) = g (ξi;λ) , (32)
in such a way that the boundary points are mapped into themselves.
Let u (x) and v (ξ) = u (x (ξ)) be the solutions in the physical and computational domain respectively. Then the first
derivative in the physical space is given by
du
dx
= 1
xξ
dv
dξ
. (33)
Higher order derivatives are calculated repeating the chain rule. Therefore, the relation for the second derivative between
the physical space and the computational space is given by
d2u
dx2
= 1(
xξ
)2 d2vdξ2 − xξξ(xξ)3
dv
dξ
. (34)
If u(x) has a transition layer, the high accuracy of the pseudospectral method is lost. Therefore, it is necessary to choose a
suitable coordinate transformation x = x(ξ), such that v(ξ) is sufficiently smooth and the pseudospectral approximation
recovers its high accuracy in the whole domain. A good approach is to use pseudospectral methods with adaptive mesh
discretization. Some interesting analytic mappings have been proposed and implemented to improve the accuracy of the
pseudospectral methods. Kosloff and Tal-Ezer [30] introduced the one-parameter mapping
x = sin
−1(λξ)
sin−1 λ
, 0 < λ < 1, (35)
that maps the Chebyshev collocation points ξi to the more uniform interpolation points xi in the physical space. For
appropriate values of the parameter λ, the minimal space near the boundaries is increased from O(N−2) to O(N−1), resulting
in better stability properties and less severe roundoff errors than the standard Chebyshev method. Don and Solomonof [18]
used the mapping (35) to improve the accuracy of high order derivatives using the Chebyshev collocation method. On the
other hand, Mead and Renaut [35] studied the properties of the parameter λ appearing in (35) to enhance the accuracy,
resolution and stability, in the numerical solution of the one-dimensional wave equation. In general, the Chebyshev method
with the mapping (35) has shown better stability properties and less severe roundoff errors than standard Chebyshev
method. Nevertheless, the accuracy enhancement given by (35) is not efficient for functions exhibiting layer type behavior,
because it does not necessarily cluster points in the high gradient regions.
The Chebyshev collocation method clusters mesh points in the boundary, hence it is naturally well-adapted to the
solution of boundary layers. It may happen, however, that the thickness of the boundary layer is so small that a high
number of collocation points is necessary to capture it accurately, this might result in roundoff errors in the calculation
of the differentiation matrices and high computational times. For problems exhibiting thin boundary layers, Tang and
Trummer [43] introduced a sequence of iterate mappings of the form
g0 (ξ) = ξ, gm(ξ) = sin
(
pi
2
gm−1(ξ)
)
, m = 1, 2, 3, . . . . (36)
They obtained high accuracy for very thin boundary layers with a fairly small number of collocation points.
On the other hand, in their study of interior transition layers on flame propagation, Bayliss et al. [6], introduced the
two-parameter mapping
x = g (ξ;λ) = λ0 + tan (a1 (ξ− a0)) /λ1, (37)
where λ0 gives the position of the transition layer, while a0 and a1 are chosen in such a way that the whole interval is
mapped into itself, and (37) is a monotonic increasing function of ξ. The parameter λ1 controls the quantity of grid points in
the vicinity of the transition layer. This parameter is inversely proportional to the number of collocation points. The exact
form of a0 and a1 is
a0 = η− 1
η+ 1 , a1 = tan
−1 (λ1 (1+ λ0)) /(1− a0), (38)
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where
η = tan−1(λ1(1+ λ0))/ tan−1(λ1(1− λ0)). (39)
When the position of the internal layer is not known a priori, the explicit mapping (37)–(39) will not be a true asset for
the accuracy of the numerical solution, because points might get clustered in a region of small variations. In this case, we
need an adaptive method with a coordinate transformation that somehow determines the position of the internal layer.
3.2. Equidistribution principle
An intuitive approach to find the numerical solution of differential equations with high local-gradients in a small portion
of the domain is given by the equidistribution principle. Basically, this approach seeks to distribute a positive monitor
function, uniformly over the domain of the problem. The monitor function is based on the expected computational error
usually associated with the large gradient regions. Therefore, equidistribution has the property of producing grids with
spacing that is related to the local rate of change of the numerical solution.
A mesh {xi}N+1i=1 with−1 = x1 < x2 < · · · < xN+1 = 1 is equidistributed if the monitor function M(x) > 0 is such that∫ xi+1
xi
M(x)dx = 1
N
∫ 1
−1
M(x)dx, i = 1, 2, . . . ,N. (40)
Using the midpoint quadrature rule, equidistribution takes the discrete form
(xi+1 − xi)Mi+1/2 = C, (41)
where the constant C is calculated taking the sum over the N intervals,
C = 1
N
N∑
i=1
(xi+1 − xi)Mi+1/2, (42)
and the value of the monitor function at the midpoint xi+1/2 is given by
Mi+1/2 = M
(
xi+1 − xi
2
)
. (43)
The constant C can be eliminated by subtracting adjacent equations, so that the equidistribution equation is given by
(xi+1 − xi)Mi+1/2 − (xi − xi−1)Mi−1/2 = 0. (44)
A common approach is to use a monitor function based on the scaled arc-length
M(x) =
√
1+ α
(du
dx
)2
, (45)
where α > 0 is a parameter that controls the density of grid points clustered in the high gradient regions, similar to the
parameter λ1 appearing in (37), which is typically determined by numerical experiments. Approximating the derivative
appearing in the arc-length monitor function (45) by central differences,
Mi+1/2 =
√
1+ α
(
ui+1 − ui
xi+1 − xi
)2
, (46)
the equidistribution equation is explicitly given by
(xi+1 − xi)
√
1+ α
(
ui+1 − ui
xi+1 − xi
)2
− (xi − xi−1)
√
1+ α
(
ui − ui−1
xi − xi−1
)2
= 0. (47)
The equidistribution principle does not offer any mechanism to handle mesh quality, such as smoothing and node crossing.
Therefore, some strategy has to be incorporated into the equidistribution principle, in order to control the mesh quality. As
pointed out in [36], highly accurate solutions to problems exhibiting steep layers can be achieved by following a continuation
process over the scaling parameter α, starting with a small positive value and updating it in each iteration. In this way, the
risk of node crossing is reduced. Similarly, the mesh can be improved by smoothing the monitor function. An approach is to
introduce a low-pass filter, like the one used in [15,26]. Here, the mesh quality is improved by taking the smoothed monitor
function
M˜i+1/2 =
i+p∑
k=i−p
(q/(q+ 1))|k−i|Mk+1/2
i+p∑
k=i−p
(q/(q+ 1))|k−i|
, (48)
108 J.J. Tapia, P. Gilberto López / Journal of Computational and Applied Mathematics 224 (2009) 101–117
introduced in [19] and used by other authors (e.g. [25,37]). In (48), p indicates the number of points that contribute to
the average weight of the original monitor function. The smoothing parameter q is a positive real number, that defines a
weighting factor. As in [37], our calculations were performed with q = 2. Consequently, the smoothed equidistribution
equation is given by
(xi+1 − xi) M˜i+1/2 − (xi − xi−1) M˜i−1/2 = 0. (49)
At every step of the continuation process, the mesh is improved by means of the equidistribution principle. A straightforward
approach is to solve the equidistribution system (44) or equivalently (49). The solution of this nonlinear system can be
found using an iterative method (e.g. Newton’s method), but as pointed out in [34], this process can result troublesome.
Furthermore, in most cases it is not really necessary to solve the system completely in order to generate a better mesh.
Different alternatives have been implemented successfully to overcome this situation (see for example [15,34]).
In this work, the equidistribution principle is implemented in a slightly different way. The length of each subinterval
hi = (xi+1 − xi), is determined using (41),
hi = C
M˜i+1/2
. (50)
In this way, an iterative algorithm over (50) with a fixed number of iterations is used to adapt the mesh using
equidistribution. With this method, node crossing does not occur because hi is positive at each iteration.
Our numerical experiments showed that for very thin transition layers, mesh adaptation under the equidistribution prin-
ciple, even with the smoothed monitor function (48), was not enough to achieve high precision solutions using the Cheby-
shev collocation method with a relatively small number of collocation points. For very steep layers, more points are needed
in the regions where the value of the second derivative is relatively large. Therefore, we introduce a modified monitor func-
tion given by
Mˆi+1/2 = k1Mi+1/2, i = 1,N, (51)
Mˆi+1/2 = Mi+1/2 + k2 log (Mi+1/2) , i = 2, . . . ,N − 1,
where Mi+1/2 is the arc-length monitor function given by (46), ε is the parameter that controls the layer thickness, k1 is
proportional to log (1/ε) and k2 is a positive parameter. In this way, equidistribution is implemented by the iterative process
over (50), where the smoothed monitor function is now given by
M˜i+1/2 =
i+p∑
k=i−p
(q/(q+ 1))|k−i|Mˆi+1/2
i+p∑
k=i−p
(q/(q+ 1))|k−i|
. (52)
The equidistribution principle accepts different monitor functions generating different meshes with particular properties.
The most appropriate choice of monitor function is not always clear [11]. An acceptable choice for the monitor function is
the first derivative monitor function given by,
M(x) =
∣∣∣∣dudx
∣∣∣∣ . (53)
With this monitor function, the point distribution adjusts so that equal changes in the solution occur over every interval.
This choice has the disadvantage of making an excessively large mesh in regions where the gradient is small. A modified
first derivative monitor function was introduced in [7],
M(x) = α˜+
√∣∣∣∣dudx
∣∣∣∣. (54)
In this case, the positive parameter α˜, behaves as the inverse of the parameter α of the arc-length monitor function (48). In
order to implement equidistribution, the monitor function defined by (54) is discretized as
Mi+1/2 = α˜+
√∣∣∣∣ui+1 − uixi+1 − xi
∣∣∣∣. (55)
In our preliminary results we obtained better solutions using the arc-length monitor function defined by (48), than with
the first derivative monitor function (55) under the continuation process, with different value of the parameters α or
α˜ respectively. Therefore, all the numerical results presented in this work were computed using the arc-length monitor
function (45), transformed with (51) and then smoothed by (52).
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Table 1
Pseudocode for the mesh adaptation algorithm based in equidistribution running under a continuation process
Continuation Equidistribution
init parameters function equidist(x,u)
init uniform mesh x begin
compute u x1 = x
iter = 0 for k = 1 to 3
while iter < M compute M˜ki+1/2
xnew = equidist(x,u) hk+1i = CM˜ki+1/2
update parameters hk+1i = hk+1i
xN+1−x1∑N
i=1 h
k+1
i
compute unew compute xk+1i from h
k+1
i
x = xnew compute uk+1i interpolating
u = unew end
iter = iter + 1 return xk+1i
end end
3.3. Mesh adaptation algorithm
We now show an explicit strategy to solve diffuse interface models based on equidistribution using the Chebyshev
spectral method. As pointed out before, these models are characterized by a region of small extent where the solution
changes rapidly, while in the outer region the solution is basically constant. The structure of this region is controlled by
intrinsic parameters of the problem, and the solution is characterized by two different space scales. To obtain numerical
solutions to problems exhibiting thin transition layers, we run a continuation process over the scaling parameter α of the
arc-length monitor function (46) and the parameter k2 appearing in (51), while the parameter ε that controls the layer
thickness is decreased.
First, the problem is solved with an ε that defines a relatively wide interface that guarantees that more than one point is
within the interface. Thus, an initial solutionu at the collocation points is computed. At every step of the continuation process
the interface is sharpens as ε decreases, while the parameters α and k2 are increased by a small amount. The computational
mesh is given with a fixed number of Chebyshev–Gauss–Lobatto points, while in the physical space, the mesh is initially
uniform and the position of the nodes is adjusted to the characteristics of the solution under the coordinate transformation
(31), using the equidistribution principle. In this way, a new mesh xnew is generated and consequently a new solution unew
is obtained.
Here, equidistribution is implemented running an iterative algorithm over (50), a fixed number of times
hk+1i =
Ck
M˜ki+1/2
, k = 1, 2, . . . ,m. (56)
Similarly, the constant C given by relation (42) is computed at each step,
Ck = 1
N
N∑
i=1
hki M˜
k
i+1/2. (57)
The monitor function M˜i+1/2 appearing in (56) and (57) is given by relation (52). This approximation does not guarantee that∑N
i=1 h
k+1
i = xN+1 − x1, therefore it is necessary recalculate the length of each subinterval,
hk+1i = hk+1i
xN+1 − x1
N∑
i=1
hk+1i
. (58)
The numerical experiments showed that applying the process three times (m = 3), the mesh was sufficiently well adjusted
to achieve thin layers under the continuation process. Finally, the new mesh is computed, with the boundary points fixed
xk+11 = x1, xk+1N+1 = xN+1. The interior nodes are computed by the recurrence xk+1i = xk+1i−1 + hk+1i−1 (i = 2, . . . ,N). In the next
step, the new solution uk+1 is approximated at the points xk+1 interpolating with the initial mesh x and its corresponding
solution u. The mesh adaptation algorithm is summarized in the pseudocode shown in Table 1.
4. Numerical results
In this section, numerical results are presented for diffuse interface type problems, using high precision collocation
methods. The numerical solutions should achieve very thin transition layers. First, we study a simple linear two-point
boundary value problem with an internal layer. The solution to this test problem, will show the necessity to adjust the
mesh and provide an insight on how the mesh transformation works and will allow us to investigate the effects in the
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Fig. 1. Analytic and numerical solution of (59) and (60) using the Chebyshev collocation method.
Table 2
L∞ error for the numerical solution of (59) and (60) using the Chebyshev collocation method, for different values of the parameter ε and different number
of collocation points N
N ε = 10−3 ε = 10−4 ε = 10−5
64 3.457× 10−2 1.672× 10−1 1.884× 10−1
128 5.618× 10−4 1.041× 10−1 1.759× 10−1
256 7.889× 10−10 1.336× 10−1 1.485× 10−1
512 7.205× 10−14 3.107× 10−5 6.760× 10−2
1024 2.425× 10−13 1.189× 10−13 3.493× 10−3
2048 6.235× 10−13 2.477× 10−13 3.986× 10−7
precision due to the clustering of points in the high gradients region. This problem was also considered in [36], to solve
near-singular problems using filtering to smooth the coordinate transformation. The numerical solutions to the phase field
model described by (24), with a thin interface is shown for the one-dimensional case and for a model that describes a liquid
bubble resting over a solid surface.
4.1. Singularly perturbed test problem
We first consider the following singularly perturbed model problem
ε
d2u
dx2
+ 2xdu
dx
= 0, x ∈ (−1, 1), (59)
where ε is the perturbation parameter, subject to the boundary conditions
u(−1) = −1, u(1) = 1. (60)
The exact solution to (59) and (60), is given by
u(x) = erf
(
x/
√
ε
)
erf(1/
√
ε)
, (61)
which shows an O(
√
ε) steep layer in x = 0 for 0 < ε  1. Any numerical method that tries to solve this problem with
a standard mesh, will not resolve the transition layer and oscillations might appear. In Fig. 1 we show the analytic and
numerical solutions of (59) and (60) with ε = 10−4, using the Chebyshev collocation method with N = 64 collocation
points. It is evident that the numerical solution is not capable of achieving high precision and is contaminated with Gibbs-
type oscillations.
In order to resolve the steep layer, it is necessary to cluster more points in that region. Basically, there are two techniques
for this purpose. One is to use a standard grid, increasing the number of points in the whole domain. The other, is to use
a grid adjusted to the features of the computed solution. For very thin layers, increasing the number of grid points is not
recommended because an excessive number of points are needed. Moreover, drastic problems of roundoff errors in the
computation of the Chebyshev differentiation matrices are present (see for example [10,38]). Table 2 shows the L∞ error of
the numerical solution of (59) and (60) using the Chebyshev collocation method for different values of ε and different values
of the collocation points N. We can see that in order to attain accurate results, the number of points must grow quickly as
the interface length decreases.
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Fig. 2. L∞ error in the solution of (59) and (60), using the analytic and numeric derivative of the coordinate transformation with λ1 = 890.
Fig. 3. L∞ error in the solution of (59) and (60), using the analytic and numeric derivative of the coordinate transformation with N = 300.
To adapt the grid to the characteristics of the solution, we start by transforming Eq. (59) into the computational space,
ε
1
xξ
d2u
dξ2
+
(
2x− ε xξξ(
xξ
)2
)
du
dξ
= 0, ξ ∈ (−1, 1), (62)
with the same boundary conditions (60). We first solve the linear problem (59) and (60) using the explicit mapping (37)–(39)
with λ0 = 0, introduced in [6]. In this simple problem, the Jacobian of the transformation (31) can be calculated analytically,
but in some problems the position of the transition layer is not known and must be captured by the numerical method, in
such cases, the Jacobian must be calculated numerically. Therefore, we are interested in comparing the rate of convergence
of the error in the solution of (62) when the derivatives of the transformation xξ and xξξ are computed in analytical form
and when are calculated numerically using the Chebyshev differentiation matrices. In Fig. 2 the L∞ error in the numerical
solution of (59) and (60) with ε = 10−8, using (37)–(39) for both cases, is plotted as a function of the number of collocation
points N, with the clustering parameter λ1 = 890 fixed. It can be seen, that the error is always smaller when the derivatives
are calculated analytically. As N increases, the error for the numerical case decreases slowly at first, while the minimal error
for the analytical case is around N = 160. Clearly, the solution exhibits spectral convergence when the derivatives of the
mapping, are calculated analytically, as for the numerical case, a larger N is needed in order to attain high accuracy. In the
latter case, it is possible that a smooth solution can be obtained for a moderate number of collocation points N, but the
nonsmoothing of the coordinate transformation will hinder it of reaching the high accuracy regime. Also, we calculated the
L∞ error with the number of collocation points N = 300 fixed, for different values of the parameter λ1. It can be seen from
Fig. 3, that whenλ1 is relatively small, the error using analytic and numeric derivatives is similar. As expected, asλ1 increases
the density of points around λ0 is increased, achieving greater accuracy. However, in the case in which the derivatives of
the transformation are calculated numerically, the value of λ1 is restricted because a high number of points at the transition
layer, will revert the smoothing of the coordinate transformation. These results suggest that there exists a trade-off between
the quantity of mesh points clustered in the transition layer and the smoothness of the coordinate transformation defined by
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Fig. 4. Solution of the problem (59) and (60), using the equidistribution algorithm.
Fig. 5. Mesh trajectory for the problem (59) and (60), using the equidistribution algorithm.
Table 3
Parameters for the continuation process and the maximum absolute error with N = 128 for the solution of (59) and (60) using the algorithm ilustrated in
Table 1
ε α k2 L∞ error
10−2 — — 3.733× 10−5
10−3 0.30 0.30 5.796× 10−6
10−4 0.54 1.00 6.266× 10−7
10−5 0.76 1.89 4.470× 10−7
10−6 1.17 2.78 1.089× 10−5
the clustering parameter λ1. Therefore, the most suitable election of λ1 must be such that an equilibrium between clustering
and smoothing is achieved.
In order to test the capabilities of the equidistribution principle to adapt the mesh to thin transition layers, we now solve
problem (59) and (60) using the algorithm derived in Section 3.3. In Table 3 we show the maximum absolute error L∞ of the
numerical solution and the parameters of the continuation process for a number of fixed grid points N = 128. These results
show that the numerical error for ε > 10−6 is acceptable and it is close to the one obtained using the explicit mapping
(37)–(39), when the derivatives of the transformation are computed numerically. In Fig. 4 the numerical solution of (59)
for the last iteration in the continuation process is shown. We can see how the oscillations are removed and that the steep
layer is resolved. The mesh trajectory followed with the equidistribution algorithm and continuation process is illustrated
in Fig. 5.
In summary, when the position of the transition layer is known, the best selection for adaptivity is to use a well-
constructed analytic coordinate transformation such as (37)–(39), calculating the Jacobian of the transformation (31)
analytically. Nevertheless, the implementation of the algorithm based in equidistribution derived in Section 3.3, is capable
to resolve the transition layer and it is comparable with the mapping (37)–(39) when the Jacobian is calculated numerically.
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Fig. 6. Mesh trajectory using the analytic mapping for the phase filed model.
4.2. One-dimensional phase field model
We now consider the static phase field model (24) in an infinite domain with a chemical potential K = 0,
− εd
2ρ
dx2
+ (ρ− 1)(2ρ− 1)ρ = 0, −∞ < x <∞. (63)
The boundary conditions corresponding to each phase are given by
ρ(x) = 1 as x→−∞ and ρ(x) = 0 as x→∞. (64)
The analytical solution to this problem is
ρ = 1
2
− 1
2
tanh
(
x
2
√
ε
)
=
(
1+ ex
√
1/ε
)−1
. (65)
The solution (65) is a good approximation in the finite domain for ε  1 and can be compared to the solution of similar
phase field models [2,39,29].
As mentioned before, the physics of the static model depends solely on the value of the parameter ε which defines the
interface width. Therefore, the discrete solution of (63) subject to (64) with ε  1 requires an adapted grid. Applying the
coordinate transformation (31), the phase field equation (63) in the computational space becomes
− ε
(
1(
xξ
)2 d2ρdξ2 − xξξ(xξ)3
dρ
dξ
)
+ (ρ− 1)(2ρ− 1)ρ = 0. (66)
To deal with the infinite domain, an artificial finite length is introduced which is absorbed by the parameter ε, so that
ξ ∈ (−1, 1). Consequently, the boundary conditions are given by:
ρ(−1) = 1 and ρ(1) = 0. (67)
Again, we first solve numerically the static phase field model (63) and (64), with the Chebyshev spectral method using
the explicit mapping (37)–(39) to adapt the mesh. The pseudospectral discretization of (63)–(67) results in a nonlinear
system of algebraic equations, which for thin interfaces ε  1, is very difficult to solve. To follow the path of converging
solutions, a continuation process over the clustering parameter λ1 is used, while the parameter ε is decreased from an initial
relatively large value with a converging solution. At every step, the previous solution is used as initial guess for the next one,
which is solved completely using Newton’s method. We are interested in resolving the interface with a moderate number
of collocation points, therefore we set N = 128 in the numerical calculations. In this way, the position of the transition layer
is fixed at x = ξ = 0 so that the mesh is adapted using (37)–(39) with λ0 = 0, while the derivatives of the coordinate
transformation are computed analytically.
In Table 4 we show the maximum absolute error L∞ and the evolution of the parameter λ1 over the continuation process.
We can see that the numerical scheme employing the mapping (37)–(39) to adapt the mesh, is capable of resolving thin
interfaces for the static phase field model (63) and (64). In addition, the mesh trajectory generated in the continuation
process with grid adaptation after seven iterations is depicted in Fig. 6. In the last iteration, the value of the parameter λ1 is
large, so that the solution in the interface is computed on a very fine grid, whereas in the bulk phases the grid is coarse.
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Table 4
Parameters for the continuation process and the maximum absolute error with N = 128 for the solution of the one dimensional phase field model in an
finite domain using the analytic transformation (37)
ε λ1 Error
10−2 3.0 4.540× 10−5
10−3 13.0 1.497× 10−6
10−4 20.0 5.223× 10−7
10−5 32.0 1.141× 10−7
10−6 67.0 1.649× 10−7
10−7 320.0 1.145× 10−7
10−8 660.0 1.698× 10−7
Fig. 7. Solution for the first and last iteration in the continuation process with the equidistribution algorithm for the phase field model.
Fig. 8. Mesh trajectory using the equidistribution algorithm for the phase field model.
Now, we solve the static phase field model (24), employing the equidistribution algorithm running under a continuation
process presented in Section 3.3. Again, we fix the number of collocation points to N = 128 and take the same initial
conditions used before as the first iteration in the continuation process, which allows the equidistribution algorithm to
capture the position of the interface. In Table 5 we show the maximum absolute error L∞ and the values of the parameters
in the continuation process.
In Fig. 7 we plot the numerical solution for the first and the last iteration in the continuation process. Fig. 8 shows the mesh
trajectory generated in the continuation process with grid adaptation after six iterations. In contrast to the mesh trajectory
depicted in Fig. 6, in this case, the mesh in the boundary is not as coarse, giving a smoother coordinate transformation. Finally,
in Fig. 9, we show the error in the Chebyshev pseudospectral solution for N = 16, 32, 64 and 128 collocation points, adapting
the mesh using the equidistribution algorithm shown in Table 1. For each value of N, the equidistribution algorithm, runs
under a continuation process to ε = 10−5. As expected, the maximum error is in the interface and decreases as N increase.
The above results show that the numerical scheme based in the equidistribution principle to adapt the mesh is capable of
capturing the interface and resolving thin interfaces of phase field models.
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Fig. 9. Error in the Chebyshev pseudospectral solution of the model for N = 16, 32, 64 and 128 collocation points, adapting the mesh using the
equidistribution algorithm.
Table 5
Parameters for the continuation process and the maximum absolute error with N = 128 for the solution of the one dimensional phase field model in an
finite domain using equidistribution
ε α k2 L∞ error
10−2 — — 4.540× 10−5
10−3 0.33 0.30 3.868× 10−6
10−4 0.36 0.34 8.549× 10−6
10−5 0.53 1.15 3.978× 10−6
10−6 0.77 1.96 6.684× 10−3
4.3. Liquid bubble on a solid surface
We now consider a two dimensional model for a drop of fluid resting on a solid surface surrounded by another fluid. In
this case, the phase field equation (24) in polar coordinates and with K = 0 takes the form,
− ε
(
∂2ρ
∂r2
+ 1
r
∂ρ
∂r
+ 1
r2
∂2ρ
∂θ2
)
+ (ρ− 1)(2ρ− 1)ρ = 0, (68)
in the half disk r ∈ (0,∞) , θ ∈ (0,pi). The far field boundary condition is ρ = 0, whereas the boundary condition in the
fluid–solid interface for a static contact angle of pi/2 is given by ∇ρ · n = 0. As discussed before, the model derived in
Section 2 by way of relation (16), can account for different values of the static contact angle. A natural way of achieving
this is by setting ∇ρ · n proportional to ρ (ρ− 1), which can be compared with Jacqmin’s condition [28], based on the fact
that the wall-fluid interfacial energy is a function only of the fluid composition. Nevertheless, our main goal is to show how
our adaptive pseudospectral approach based on the equidistribution principle, can achieve a thin transition layer for this
problem. In this way, although the model is in two dimensions, the transition layer occurs only along one dimension, so the
large gradients are present in the radial direction only.
For this geometry, the most common spectral discretization is to use the Fourier spectral method in θ and a Chebyshev
grid in r. A detailed description of the spectral discretization of the disk can be found in [42]. In discrete form, the apparent
coordinate singularity in r = 0 is avoided by setting the boundary condition ρ = 1 in the origin, while the semi-infinite
domain is truncated at a suitable length, as in the one-dimensional problem. We must note that with a static angle of pi/2,
the angular dependence can be ignored. In order to test different capabilities of the numeric scheme, we choose to solve
the whole problem using a pseudospectral Chebyshev discretization in both directions, but grid adaptation will only be
performed in the radial direction.
A solution to (68) that fulfills the prescribed boundary conditions will place the interface in a position that cannot be
determined a priori, therefore the implementation of a transformation such as the one given by relation (37) will result in
an arduous process. The mesh discretization discussion of previous sections and the experience acquired from the previous
examples, suggest that a high precision solution to the problem exhibiting a thin transition layer can be obtained using the
mesh adaptation algorithm shown in Section 3.3. Similar results were obtained in [36] for singular perturbation problems
using a pseudospectral method. Due to the fact that the Newton’s method does not converge, we use continuation in the
parameters ε and α.
In Fig. 10 we show the numerical solution of the phase field model for a drop of fluid resting on a solid surface surrounded
by another fluid for a static contact angle of pi/2, with ε = 3.9×10−5, using 51 collocation points in the radial direction and
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Fig. 10. Liquid bubble over a solid surface for a static contact angle of pi/2.
24 points in the angular direction. The mesh is adapted using the equidistribution algorithm, using a continuation process
with four iterations. It is clear that a thin sharp interface has been accomplished with a reasonable number of collocation
points.
5. Conclusions
A diffuse interface type model for a multi-phase or multi-component fluid system was derived. The derivation of the
model using an energy-based variational formulation represents another straightforward application of Hamilton’s principle
to fluid flow [8]. The fact that we considered a free energy that is a function of the density and its gradients places the
model in the diffuse-interface or phase field type models. The main feature of these models, is that the fluid–fluid interfaces
are viewed as transition layers between the distinctive fluids, contrasting with the classic sharp interface models where
interfacial boundary conditions are imposed. Consequently, the model is similar in nature to more involved models (see,
e.g. [33,31]), where capillary effects are present in the conservation equations. However, in the model presented here, all of
the boundary terms were retained and related to external surface forces. This situation can be of particular interest when
modeling the interaction of the diffuse interface with a solid surface, i.e. the fluid–fluid–solid region, generally recognized
as the contact line. For a particular flow, a suitable physical interpretation of these boundary conditions (see for example
the diffuse type models with contact line considerations in [40,28]), yields a continuum macroscopic model for a multi-
component fluid interacting with a solid, without particular considerations of the contact line region. In particular, the static
case is considered, where we recover the stationary Cahn–Hilliard equation for a two-phase one-component fluid [13].
It is clear that phase field models are easier to implement computationally than sharp-interface models, especially when
complex interface morphologies are present. However, the numerical solution of diffuse type problems can be troublesome if
a thin transition layer is desired. A high-accuracy numerical solution to the problem requires a computational scheme where
the mesh is adapted to the solution. Here, the use of pseudospectral methods with mesh adaptation for the solution of diffuse
interface type problems was studied. Follows the work in [36], a mesh adaptation algorithm based in the equidistribution
principle following a continuation process was derived. The algorithm uses a modified version of the arc-length monitor
function so that the coordinate transformation is sufficiently smooth to achieve high precision, using the Chebyshev
pseudospectral method. A feature of the algorithm is that at every step of the continuation process, the equidistribution
system is not solved completely, which saves a considerable amount of computational effort, avoiding also the possibility
of node crossing.
Numerical results are shown for the solution of a linear two-point boundary value problem with an internal layer using
the two-parameter mapping introduced in [6] and using the mesh adaptation algorithm based in equidistribution shown
in Section 3.3. The results of this simple problem, show the necessity to adjust the mesh and provide an insight on how the
mesh transformation works, allowing us to investigate the effects in the precision due to the clustering of points in the high
gradients region. It is shown that for this problem where the position of the transition layer is known, the best selection for
mesh adaptation is to use the analytic coordinate transformation (37)–(39). It also shows that there is a noticeable difference
in accuracy when the Jacobian of the transformation is calculated numerically or analytically. Nevertheless, both methods
are capable of producing very thin transition layers as long as a smooth coordinate transformation is achieved.
In addition, numerical solutions to the static one-dimensional phase field model in an infinite domain using the same
methods are obtained. The numerical results place each distinctive phase to the respective sides of the domain and separated
by a very thin interface. Since the analytic solution to this problem is easily obtained, it is a typical example to illustrate the
capabilities of phase field models (e.g. [2,29,39]).Thus, a comparison of the numerical schemes with the exact solution can
be performed. Again, slightly better results are obtained when the two-parameter mapping (37)–(39) is used, but it is shown
that the algorithm based in equidistribution is capable of capturing and resolving thin interfaces.
Finally, the phase field model for a drop of fluid resting on a solid surface surrounded by another fluid is considered.
Although only the case of a static angle of pi/2 is considered in the numerical solution, the problem illustrates the use
of the boundary conditions coming from the variational approach in a fluid–fluid–solid system. The numerical solution
to this problem places the interface in a position that cannot be determined a priori; therefore, the implementation of a
transformation such as the one given by relation (37) will not work. Hence, the mesh is adapted using the equidistribution
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algorithm, using a continuation process, where mesh adaptation is necessary in one direction only. Adapting the boundary
conditions to different values of the contact angle is plausible; this will require a two-dimensional version of the
equidistribution principle. Notable work in this direction can be found in [25]. Nevertheless, the results show a thin sharp
interface using a reasonable number of collocation points.
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