We present an algorithm to realign images distorted by motion and vibrations captured in cameras that use a scanning vector sensor with an interlaced scheme. In particular, the method is developed for images captured by a staggered time delay and integration camera distorted by motion. The algorithm improves the motion-distorted image by adjusting its fields irrespective of the type of motion that occurs during the exposure. The algorithm performs two tasks: estimation of the field relative motion during the exposure by a normal least-squares estimation technique and improvement of the degraded image from such motion distortion. The algorithm uses matrix computations; therefore it has a computation advantage over algorithms based on the technique of searching for a match. The algorithm is successfully demonstrated on both simulated and real images.
Introduction
In this work we consider the motion and vibration degradation of images captured by staggered time delay and integration (TDI) cameras. 1, 2 The vibration of the camera may be caused by several sources, such as internal electrical cooling systems or vibration of the imaging platform when installed on a vehicle or aircraft. We analyze the vibration degradation and develop a motion restoration algorithm of images captured with scanning interlaced vector sensors such as the staggered TDI camera.
The TDI camera, 1,2 based on a moving vector sensor for 1D image scanning, has been designed to achieve high-quality images under low-light-level imaging conditions. A high signal-to-noise ratio (SNR) is achieved by a long effective exposure time. A typical TDI sensor is constructed from multiple adjacent vector sensors. During the scanning along the horizontal direction, the charges accumulated in each photosensitive cell are transferred opposite to the scan direction in the appropriate cell of the subsequent sensor column. A summation of the charges containing the same object information is done to obtain an effective long exposure. 2 Because of manufacturing limitations, TDI cameras often use a composite frame format by interlacing two fields captured with a significant time difference between them. This special format of image acquisition together with the relatively long effective exposure time may cause a significant degradation of images captured with vibrating TDI cameras. In Section 2 we provide a more detailed description of staggered TDI camera operation principles and the image degradation induced by mechanical motion.
The image degradation caused by camera motion or vibrations has been investigated previously. 3, 4 Various image restoration methods have been developed depending on the type of motion and on the a priori information. Typically, those methods were developed for space-invariant distortions encountered with imaging systems using focal plane arrays subject to global motion. In Section 2 we show that the motion degradation of images captured with a staggered TDI camera is highly space variant; therefore those methods are not applicable here.
In this work, we consider imaging systems that use a composite frame format, that is, images composed by two interlaced fields. 5 This kind of image may be distorted by two types of motion distortion. The first is the edge staircase caused when the object appears in different places in two fields. The second is the motion blur caused by the nonstationarity of the camera during the exposure of each field. The motion distortion and blur can be quite significant in lowluminance imaging systems with long exposure time and also in short-time-exposure systems implemented on fast-moving platforms like cars, tanks, aircraft, or ships. In Ref. 5 , an algorithm is proposed that restores the two types of composite frame degradation for the case of global linear relative motion between the camera and the object. Reference 6 presents a restoration algorithm for staggered TDI images blurred by vibrations caused by the sensor cooling system or due to object motion during the exposure. The restoration in Ref. 6 is based on a block-matching algorithm. In Ref. 7 a general restoration technique for staggered TDI images acquired in the presence of mechanical vibrations was developed. A differential technique was used for the motion estimation. To restore the degraded image, a method based on projections on the convex sets was used. Both in Refs. 6 and 7 an iterative method was used for motion estimation. Here we present a direct, noniterative algorithm for degraded staggered TDI image restorations. Therefore the algorithm proposed here is appropriate for real-time systems.
The algorithm developed in this work performs two steps: the estimation of field-relative motion during the exposure and the restoration of the degraded image from such motion distortion. The restoration image algorithm is based on a solution of normal leastsquares (NLS) equations to evaluate a filter that matches blocks in one image field to another. The local image displacement information is embedded in the estimated filter. Therefore the filter estimation process is equivalent to the motion estimation process performed in common motion image restoration algorithms. The filter estimation is performed regardless of the type of motion that occurs during the exposure. By using the estimated filters a registration process is performed to improve the captured image quality; the image fields are properly aligned one to another. The entire process is done by matrix computations, which gives the proposed algorithm a computation speed advantage over any system based on searching for a match technique.
The algorithm was examined both on simulated motion-distorted images and on real images captured with the TADIR high-resolution thermal imaging system in the 8 to 13 m wavelength band manufactured by ELOP (Electro Optics Systems, Limited, Rehovot, Israel). A mathematical model of the imaging process in the presence of any type of motion was developed and used for the simulation of motiondegraded images. The simulated images were used to evaluate numerically the performance of the motion estimation and restoration algorithm. The results of the simulation show that the algorithm works successfully and almost independently of the additive noise. The overall algorithm was implemented on real images and presented clear visual improvement. The performance of the image restoration algorithm was also verified by its implementation in electronic highly zoomed images, where the motion distortion is most severe and, consequently, the improvement of the resolution because of the proposed algorithm is most evident.
Definition of the Problem

A. Time Delay and Integration Structure
To understand the complexity of the problem, we describe the imaging process using a TDI camera. Figure 1 depicts a TDI sensor constructed of M sensor rows of N photocells each. It can be viewed as N adjacent vector sensors, each having M pixels, designed to scan the scene in the horizontal direction. Each row generates one image pixel. Figure 2 illustrates the TDI process for capturing one pixel. During the imaging process each cell is exposed to light, and the charge accumulated in it according to the light intensity is transferred to the following cell. The charge is transferred at the same velocity as the vector is scanning, in an opposite direction. The process continues until the Nth cell is exposed and it accu- mulates all N charges representing the value of one image pixel. The process thus involves integration of the light intensity returned from the object and translated into the electric charge.
The staggered sensor has a structure in which the odd and the even sensors are horizontally separated, as described in Fig. 1(b) . The odd rows are shifted with regard to the even rows. Because of the staggered structure a time delay exists between the acquisition of the even and odd image fields.
The main advantage of the TDI camera is that it is sensitive to very low light levels and it has high grayscale resolution. Its main drawback is that the long integration time causes image degradation and image blur if the objects or the camera are in motion.
B. Time Delay and the Integration Imaging Process
Let us denote the object continuous field by f(x, y) and the captured image by g͑k, m͒ (Fig. 3) . Consider the TDI camera motion remainder during imaging of pixel (k, m) described by curve ⌫ k,m ͑t͒. The motion remainder means the motion of the camera without the scanning term, which is assumed to be automatically compensated for by the charge translation. The overall point-spread function (PSF) of the system, describing its optics, electronics, and sensor, is denoted by h 0 ͑x, y͒. If the imaging system is mechanically stable, then each image pixel (k, m) sees the object through a window h 0 ͑x, y͒ centered at location (k, m). Mathematically the image is modeled as a simple convolution of the object field and the PSF. However, if the imaging system moves or vibrates, each image pixel sees the object through h 0 over a trajectory ⌫ k,m ͑t͒ determined by the motion of the imaging system during the acquisition of pixel (k, m). Mathematically the process can be expressed by the following integral:
where ⌫ k,m ͑t͒ is the trajectory of the sensor's motion during the acquisition of pixel ͑k, m͒, t k,m is the initial moment of exposure, t e is the integration duration of the N cells, and R͑h x 1 ,y 1 ͒ is the region of support of the h 0 ͑x, y͒ function (the effective region of the system's PSF) centered on the points of the ⌫ k,m ͑t͒ trajectory. K is a normalization coefficient, depending on the PSF h 0 and on the integration time t e , given by Fig. 6 . Illustration of the vertical relative motion estimation. Two fields of the image are shown schematically at the top. At the bottom the process of building a matrix G for vertical relative motion estimation is illustrated.
It is evident from Eq. (1) that the system is strongly space variant; therefore most image restoration methods previously developed for linear space-invariant (LSI) systems are not adequate to solve this problem.
Motion Estimation
Motion is often the fundamental source of image degradation. To model the image motion and evaluate it, an understanding of the whole imaging process is required. In general, image motion is caused by 3D motion of the objects and͞or by camera vibration. Therefore the camera's parameters, such as its space motion (rotation and translation) or focal length, play a notable role in the process of motion estimation from the image. If these parameters are known, only the object space motion has to be identified. However, this situation is rare; usually we consider images with both the camera and the object motions unknown. 8 The spatial motion is reflected as a 2D motion in the image plane. Motion estimation in image sequences is used widely in video processing, 9 compression, 10 and various other fields concerning high correlation between sequential images. [11] [12] [13] Motion estimation algorithms have three main steps. 8 In the first step, an appropriate motion model needs to be considered. Choosing the model and its parameters depends on the implementation. Then the criteria of estimation have to be set. For example, it can be expressed as the mean-square error (MSE) of the block or as a robust criterion that uses saturation for the large errors. The third is the strategy chosen or the way of computing the parameters of the model by minimizing the estimation criteria. The most common motion estimation algorithms are differential methods 7, 8, 14 and matching techniques. 6, 8, 14 
Proposed Algorithm
As explained in Section 2, most of the existing motion estimation methods are not appropriate for the case discussed here. These algorithms were built to estimate motion in sequences of images based on a high correlation between the sequential images, whereas here only two fields of one image are available. Most related classes of motion estimation algorithms are based on searching for a technique to match blocks in two consecutive images. Here we propose an algorithm to restore staggered TDI images based on finding a filter that defines the relation between columns or rows in the odd and even field. Figure 4 demonstrates the shift-variant nature of the degradation caused by motion in the staggered TDI image. We have enlarged two blocks of the image to demonstrate the different degradation in different parts of the image. It can be seen that the electric pole at the right of the image is quite straight, whereas the one on the left is not. A severe staircase effect can be seen on the left pole, whereas on the right pole it is negligible. Hence the space-variant nature of the image is evident. The purpose of our work is to build a high-speed registration algorithm for images distorted by space-variant degradation of the type shown in Fig. 4 .
The principle of the proposed algorithm is as follows. We assume that for each image row or column i in the odd field there exists a linear filter h i that relates it to the respective row or column in the even field. To solve the registration problem we look for a shifting filter, i.e., a filter that shifts the pixels of one field to the appropriate location in the second field. Figure 5 shows schematically the horizontal registration process. Using a K-column block of the odd field and the ith column of the even field, a vector filter h i that has K coefficients is calculated. Then the K columns in the odd field (the G matrix in Fig. 5 ) are inverse filtered to move the pixels of the ith column of the odd field to their appropriate location according to the reference in the even field.
Let us consider, for example, a horizontal shift of s pixels between the image fields, as illustrated in Fig.  5 . In Fig. 6 the region of K ϭ 5 columns around the ith column of field F 1 is chosen to form the matrix G. Now we would like to find a filter that shifts the field F 2 to its previous location relative to F 1 ; i.e., for every column i of F 1 we want to find a filter h i that, when applied on the block G [the matrix of size K ϫ ͑N͞2͒], the column i of F 2 is obtained. The vertical size of G is N͞2 because only one field (odd or even) having N rows is used. The filter coefficients are calculated by the NLS method, which is briefly described in Subsection 4.A. If, for example, the estimated filter coefficients are h i ϭ ͓1 0 0 0 0͔, then the ith column in the reference field needs to be shifted two columns to the right. In practice, h i is not a pure delta function because the displacement may not be an integer number of pixels and because there might be other distortion sources. In such a case the local displacement vector is defined by the location of the maximum value of h i (for instance, if the estimated filter is h i ϭ ͓0.7 0.1 0.05 0.05 0.1͔, then the displacement is approximated as Ϫ2 pixels). Restoration examples are presented in Section 5.
A. Normal Equations for the Least-Squares Problem
To match a linear model to the set of observations y͓n͔,1 Յ n Յ N, using the sequences x 1 ͓n͔, x 2 ͓n͔, . . . , x m ͓n͔, 1 Յ n Յ N, the solution of the NLS problem can be explored. 15 In our case the sequence ͕x i ͓n͔͖ represents the pixels in the G matrix in field F 1 , and the set of observations are the column pixel in field F 2 (Fig. 5 ). The linear model can be described by the set of parameters ͕ i ͖ iϭ1 N . The estimated signal ŷ͑n͒ is the linear combination of x i ͓n͔ approximating the y[n]:
The sum of squared errors is commonly used as a criterion for approximation quality:
where e͓i͔ ϭ y͓n͔ Ϫ ŷ͓n͔. Defining the matrix X, and vectors y, , e as the error vector is written e ϭ y Ϫ X. Then the sum of squared errors is (6) where the superscript H denotes the Hermitian conjugate. The optimal value of is calculated by setting the error derivative to zero, its pseudoinverse pare, denoted by X # is
where
and if it is a row full rank matrix, then
Considering X ϭ y, the LS solution of this equation is . If X is not of full column rank, then the solution is not unique. However, of all solutions to the NLS problem, is the one with the minimum Euclidian norm; it has a minimum MSE.
C. Implementation
The principle of the restoration algorithm is to find filters that can adjust one field of the image to another by solving the NLS equations. The vertical and horizontal components of the relative motion function are found independently. But to reduce the influence of the vertical motion term on the fields, vertical smoothing was performed by applying a low-pass filter (LPF). The LPF was chosen to be the same size as that of the estimation filter h i and it filled the maximal expected shift between the fields. For estimation of the horizontal motion component, the following process is performed. The TDI image is of the size N ϫ M, so every field has N͞2 ϫ M pixels. From every K column of the odd image field, as shown in Fig. 5 , the set of coefficients ͕ i ͖ iϭ1 n is calculated by using the NLS method. The registration is done by inverse filtering using the estimated filter.
The principle of the vertical motion estimation is transposing parts of the columns and applying the same procedure as for horizontal estimation. From every column of the even image field the matrix G is constructed, and it is used to compute one appropriate column of the odd image field. The construction of the matrix is as shown in Fig. 6 . Every K pixel of column i forms a row of the G matrix in the following way. The first K pixels form the first row of the G matrix, the pixels from the second to ͑K ϩ 1͒ form its second row, and so on. The solution is the system coefficients, obtained from computing a pseudoinverse matrix. As in the previous case they are translated to units of pixel shift. Figure 7 shows the result of filter coefficient calculations in the 2D motion estimation process. Since, as explained in Section 4 and in Fig. 5 , the location of the largest estimated filter coefficient represents the local displacement between the fields, Fig. 7 depicts indirectly the estimated motion. Figures 7(a) and 7(c) show the estimated filter coefficients as calculated by the pseudoinverse matrix solution, presented in the gray-level units. Horizontal RMSE is similar to the horizontal RMSE at low noise levels. At high noise levels the horizontal RMSE increases but remains less than approximately 0.7 pixels even for a very high amount of noise added.
D. Image Registration
The complete reconstruction algorithm is shown in Fig. 8 . First, the two fields of the TDI image are separated. Then the odd image field enters the horizontal reconstruction filter (HRF) block and then enters the vertical reconstruction filter (VRF) block, where the HRF and the VRF are two matrices of filter coefficients obtained in the motion estimation process for horizontal and vertical relative motion term estimations, respectively. By combining the two resulting images, the improved TDI image is obtained.
Restoration Examples
A. Restoration of Simulated Images
To evaluate the algorithm performance and to check the quality of the motion estimation, we have simulated images appropriate to a staggered TDI system. The stages of the distortion and reconstruction process are illustrated in Fig. 9 . In Fig. 9 (a) the original image is presented. It consists of the high-resolution undistorted image. An artificial grid is added to visualize the motion influence during the simulation process. Figure 9(b) shows the same image after staggered TDI imaging process simulation, and Fig. 9(c) shows the restored image. In Figs. 9(a) and 9(b) the degradation of the images can be seen. The effect of motion can be seen from the undulation of the artificial grid added. The undulation can be removed by extending the algorithm to detect specific features such as straight lines and using them for restoration. In this work, the reconstruction algorithm is restricted to aligning the fields only to keep the computational burden low. As shown in Subsection 5.B, even with this restriction the reconstruction is quite satisfactory.
In Fig. 10 a comparison between the original motion function and the estimated motion using the proposed algorithm is shown. It is evident that the deviation between the two functions is not significant. The root-mean-square error (RMSE) of the motion estimation in the vertical direction is 0.24 pixels, and in the horizontal direction it is 0.093 pixels.
To examine the robustness of the algorithm we added white noise to the image during the simulation process. Images with SNRs typical of thermal images were generated. The dependence of the motion estimation RMSE on the image SNR is shown in Fig. 11 . It can be seen that the RMSE is approximately constant up to a SNR value of 15 dB (Fig. 11 ) in horizontal and vertical motion estimation in the noisy images. The vertical motion estimation performance is less sensitive to the amount of noise added than to the horizontal motion. This is attributed to the fact that the horizontal estimation is performed on the raw data, whereas the vertical estimation is performed on horizontally registered fields; therefore it is more precise. The vertical estimation precision remains almost unchanged. It can be seen that even for very noisy images the vertical motion estimation RMSE remains approximately 0.3 pixels, and the horizontal displacement estimation is less then 0.65 pixels. Thus subpixel precision motion estimation is obtained.
B. Restoration of Real Images
In this section we present the result of application of the proposed algorithm on real TDI images. The images were captured with a high-resolution TADIR thermal imaging system of the staggered TDI type. Despite the high level of performance of the camera, vibration distortions as shown in Fig. 4 may occur with high optical magnification. Such distortions may occur even in stabilized conditions due to vibration caused by its internal sensor cooling system. In Fig.  12(b) the registration of the image shown in Fig. 4 by the proposed algorithm is shown. It can be seen that motion degradation is removed completely. As a result, the image is much clearer and more details can be recognized.
The performance of the algorithm was also examined on electronically zoomed images, on which the influence of motion on resolution is more severe . Figure 13 demonstrates the improvement of electronically zoomed images by the proposed registration algorithm. Figure 13(b) shows the image reconstructed using our method. The restoration in Fig.  13(b) is compared to the interpolated image in Fig.  13(c) . It can be seen that the restored image obtained by our algorithm is sharper, and more details can be recognized compared to the interpolated image.
Conclusions
The algorithm developed in this work improves the image distorted by motion and vibration captured in a staggered scanning imaging system by adjusting its fields, one to another, irrespective of the type of motion that occurs during the exposure. The algorithm estimates the local relative motion function from the information of a single composite image. Subpixel precision motion estimation is achieved. The results of the simulation show that the motion estimation algorithm works successfully and is highly robust to additive noise. By using the estimated motion, the image is restored by realigning its fields. The algorithm was demonstrated on staggered TDI images, but, in principle, it is applicable to any composite image captured with a scanning vector sensor.
An important feature of the proposed algorithm is that it is a direct algorithm in contrast to previously developed algorithms that are recursive. The whole process is done by nonrecursive matrix computations. Therefore the algorithm is faster than any system based on the technique of searching for a match, which makes it appropriate for real-time implementation. The proposed motion estimation algorithm is developed for still images, but its principle can be extended to local motion estimation in a sequence of images captured by a staggered TDI camera.
