Abstract. An improved new fuzzy clustering algorithm is developed to obtain better quality of fuzzy clustering results. The objective function includes the regulating terms about the covariance matrices. The cluster centers and the covariance matrices are directly derived from the Lagrange's method. The fuzzy c-mean algorithm is different from the GK and GG algorithms. The singular problem and the selecting initial values problem are improved by the Eigenvalue method and the Ratio method. We proposed a proposition which pointed out that the initial memberships of fuzzy c-mean algorithm which was based on Mahalanobis distance Algorithm and the traditional FCM Algorithm can not be all equal. The other important issue is how to approach the global minimum value that can improve the cluster accuracy. The methods to detect the local extreme value were developed by this paper. Focusing attention to these two faults, an improved new algorithm, "Fuzzy C-Means based on Particle Swarm Optimization with Mahalanobis distance (PSO-FCM-M)", is proposed. We have two aims and goals of our research summary. One is to compare the classification accuracies of fuzzy clustering algorithms based on mahalanobis distances and euclidean distances. The other is to choose the initial membership to promote the classification accuracies.
Introduction
Fuzzy partition clustering is a branch in clustering analyses. It is widely used in pattern recognition field. The well known ones, such as, C. Bezdek's "Fuzzy C-Mean (FCM)" [1] , N. R. Pal, K. Pal and J. C. Bezdek's "Possibility C-Mean (PCM)" [4] , and N. R. Pal, K. Pal and J. C. Bezdek's "Fuzzy Possibility C-Mean (FPCM) " [5] , etc, are all based on Euclidean distance function, above three Fuzzy partition clustering algorithms can only be used to detect the data classes with same super spherical shapes. Instead of using Euclidean distance measure, Gustafson and Kessel (1979) proposed the G-K algorithm [2] which employs the Mahalanobis distance. It is a fuzzy partition clustering algorithm which can be used for the classes with different geometrical shapes in the data set. However, without the prior information of the shape volume for each class, the G-K algorithm can only be utilized for the classes with the same volume. _______________________ Jeng-Ming Yih, Min-Hwei Junior College of Health Care Management, Tai-Nan City 736, Taiwan, yih@mail.ntcu.edu.tw Extending Euclidean distance to Mahalanobis distance, the well known fuzzy partition clustering algorithms, Gustafson-Kessel (GK) clustering algorithm and Gath-Geva (GG) clustering algorithm [3] were developed to detect non-spherical structural clusters, but these two algorithms fail to consider the relationships between cluster centers in the objective function. GK algorithm must have prior information of shape volume in each data class.
Mahalanobis, an Indian statistician, introduced this distance in the 1930s. The Mahalanobis distance is a distance using the inverse of the covariance matrix as the metric. It is a distance in the geometrical sense because the covariance matrices as well as its inverse are positive definite matrices [6] . The methods to compute the better initial value were developed by this paper. Focusing attention to these two faults, an improved new algorithm, "Fuzzy C-Mean based on Mahalanobis distance (FCM-M)", is proposed [7] .
Organization of the Text
The well-known Gustafson & Kessel algorithm (G-K algorithm) was proposed by Gustafson & Kessel (1979) . It is a fuzzy partition clustering algorithms based on Mahalanobis distance and an extension of the fuzzy c-means algorithm on an adaptive norm, which will provide information about the clusters of various shapes in a data set.
Aims and Goals of Our Research. The Particle Swarm Optimization (PSO) [8] is a quite convenient method for optimizing hard numerical function on metaphor of social behavior of flocks of birds and schools of fish. The popular fuzzy c-means algorithm (FCM) is developed by using Picard Iteration through the first-order conditions for stationary points of the objective function. It converges to a local minimum of the objective function. Hence, different initializations may lead to different results. The important issue is how to avoid getting a bad local minimum value to improve the cluster accuracy. The particle swarm optimization (PSO) is a popular and robust strategy for optimization problems. But the main difficulty in applying PSO to real-world applications is that PSO usually need a large number of fitness evaluations before a satisfying result can be obtained. See the above literature, we know when some training cluster size is small than its dimension, it induces the singular problem of the inverse covariance matrix. It is an important issue. The other important issue is how to approach the global minimum value that can improve the cluster accuracy. The methods to detect the local extreme value were developed by this paper. Focusing attention to these two faults, an improved new algorithm, "Fuzzy C-Means based on Particle Swarm Optimization with Mahalanobis distance (PSO-FCM-M)", is proposed [9, 14] .
Method of Cluster Analysis. Extending Euclidean distance to Mahalanobis distance, Gustafson-Kessel (GK) and Gath-Geva (GG) clustering algorithm were developed to detect non-spherical structural clusters, but these two algorithms fail to consider the relationships between cluster centers in the objective function, GK algorithm must have prior information of shape volume in each data class, otherwise, it can only be considered to detect the data classes with same volume. GG algorithm must have prior probabilities of the clusters. Now, for improving the above two problems, we added a regulating factor of covariance matrix, , , , ln
Literature References
Fuzzy C-Mean Algorithm (FCM) is the most popular objective function based fuzzy clustering algorithm, it is first developed by Dunn [10] and improved by Bezdek [1] .The algorithm of fuzzy C-Means Algorithm are the foundations of this study [7] . The algorithm will be discussed as follows. A fuzzy clustering algorithm will partition the data set into c fuzzy clusters with cn  . The objective of a fuzzy clustering algorithm is to partition the data into clusters so that the similarity of data objects within each cluster is maximized and the similarity of data objects among clusters is minimized. In the objective function based methods, the objective function is a function of data matrix, membership matrix and prototypes of clusters. It measures the overall dissimilarity of data objects within each cluster. Hence, by minimizing the objective function, we can obtain the best partition of the data set. The objective function used in FCM is given by Equation (2). 
Where n is the number of objects in the data set, i n  , is the number of objects in cluster, i , that were correctly clustered to cluster i . The c A is the percentage of the points that were correctly recovered in a clustering result. In [12] , The Rand index is defined as 
Experiment of Real Data
We have Two Real data sets were applied to prove that the performance of the PSO-FCM-M algorithm is better than the conventional FCM algorithm and the PSO-FCM algorithm. One real data is Iris Data. Another is Mathematics Teaching Data. The features of the Iris data contain Length of Sepal, Width of Sepal, Length of Petal, and Width of Petal. The samples were assigned the original 3 clusters based on the clustering analysis. The results were shown in Table 1 . , ,
The performances of three clustering methods, FCM, PSO-FCM, and PSO-FCM-M, are compared in the experiments. The Iris Data [13] with sample size 150 is used as first example. The classification accuracies and Rand index of testing samples were shown in Table 2 . A real data set of students with sample size 493 from elementary schools was selected. The main factors of the data were calculated by using factor analysis. According to the main factors, the samples were assigned to 4 clusters based on the clustering analysis. The results were shown in Table 3 . Each 15 sample points were randomly drawn from Cluster 1, cluster 2, and cluster 3, respectively, and 5 from cluster 4.How to select the better initial value to improve the cluster accuracy is an important issue. In order to test the FCM-M algorithm, developed by the authors of this paper. The classification accuracies and the Rand index of testing samples were shown in Table 4 . From the data of Table 4 , to compare the values of the accuracies and Rand index of above three algorithms, we can find that PSO-FCM-M algorithm has the best performance, and PSO-FCM algorithm is better than the traditional FCM algorithm.
Summary
An improved new fuzzy clustering algorithm is developed to obtain better quality of fuzzy clustering results. The objective function includes the regulating terms about the covariance matrices. The update equations for the memberships and the cluster centers and the covariance matrices are directly derived from the Lagrange's method. The fuzzy c-mean algorithm is different from the GK and GG algorithms. The singular problem and the selecting initial values problem are improved by the Eigenvalue method and the Ratio method. We also proposed a proposition which pointed out that the initial memberships of FCM-M Algorithm and FCM Algorithm can not be all equal [14] . Finally, a numerical example shows that the new fuzzy clustering algorithm gives more accurate clustering results than the FCM algorithm for a real data set the ratio method which is proposed by us is the best of the six methods for selecting the initial values. The objective function includes the regulating terms about the covariance matrices. The update equations for the memberships and the cluster centers and the covariance matrices are directly derived from the Lagrange's method. The fuzzy c-means algorithm is different from the GK and GG algorithms. The singular problem and detecting the local extreme value problem are improved by the Eigenvalue method and the algorithm of Particle Swarm Optimization. Finally, by using clustering accuracy and the Rand index, respectively, two numerical examples showed that the new fuzzy clustering algorithm (PSO-FCM-M) gave more accurate clustering results than that of our proposed PSO-FCM algorithm and the traditional FCM algorithm.
