Dynamic vision sensor (DVS) is an event-based camera capturing the changes of vision with high speed and low storage consumption. To better understand what DVS captures, we need to visualize the events. Existing methods have realized visualization. To optimize the vision experience, this paper proposes a framework to visualize events with rich information, high speed and less noise. Firstly, we propose an improved visualization approach using overlapped events based on human vision system. Secondly, we propose a video denoising method using shared dictionaries. In our experiments, the proposed method realizes the expected purpose on the whole video.
INTRODUCTION
proposed an approach for visualizing what DVS captures. What's more, this approach can realize visualization at high frame rate and the frame rate is adjustable. To reach the high rate, it will reduce the information in one frame. In this paper, we propose an improved visualization method. This method can visualize DVS with both high speed and rich information. The framework for realizing this visualization is in Figure 2 . In our proposed framework, the events are converted to video and they are overlapped to increase the number of events in each frame. The shared dictionaries, which represent the frames, are used group by group to reduce time consumption.
With the increase of information, noise will also become heavy. Since the events DVS captures are in the form of binary stream, impulse noise [5] is likely to be adulterated while transferring digital signal. Other noise can also jointly damage our visualized video's quality, including Gaussian white noise [6] caused by MOSFET or photodiodes, FPN (fixed pattern noise) [7] caused by different light sensitivity of photodiodes in the sensor, 1/f noise [8] and so on. Consider the noise above that affects the vision experience of DVS visualization. In this paper, our framework in Figure 2 . also deals with the noise of video. We remove the noise with shared dictionary. Since the feature of DVS video changes slightly with frames, shared dictionary works well on DVS video. Our method realizes clear structure of objects on the video.
The structure of this paper is as follows. Section 2 briefly introduces the related work. The improved method of visualization using overlapped events is illustrated in Section 3. Some tricks about denoising are presented in Section 4. Section 5 Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. shows the experiments and Section 6 draws a conclusion of this paper.
RELATED WORK 2.1 Existing methods of DVS visualization
DVS captures the scene in the form of events. To understand what is captured, there are two existing approaches [1] to visualize the events. One is full-frame and another is picture-on-demand that reconstructed events received within a certain time slice. In the first method, a full-frame picture is generated on the condition where every pixel generates at least one event. It requires a "Force-fire" control signal. The full-frame pictures look just the same as images captured by traditional gray-scale cameras [9] . In the second method, a picture-on-demand image is generated using just the events within a certain time slice. This time slice can be controlled with GUI. This method does not need a "Force-fire" signal and can start visualizing at any time. It accumulates the changed pixels to form an image.
There are three categories of events: row events, column events and special events. Row events carry row address and the activation time for the pixels on that row. Column events follow right after a row event. They have the brightness information for pixels. The timing information can be retrieved from the preceding row event. Special events represent the end of a time slice. After this event, timer count resets to zero. The length of the time slice is configurable.
Existing methods of video denoising
Currently, there are many denoising methods. The technique based on multi-dimensional signal processing approach is proposed [10] , which can obtain a good enhancement. The video denoising algorithm based on patch is proposed [11] , which is capable of removing serious mixed noise from the video data. Besides, a video denoising method, combining spatial and temporal filters [12] , is proposed. BM3D denoising algorithm [13] based on the block-matching and 3D transform domain filtering is evaluated, resulting the brilliant performance. However, the noise from DVS video has unique features, where the noise and structure of objects have similar property, both consisting of discrete points. It is hard to apply traditional methods to remove this kind of noise. In this paper, we present a new approach with shared dictionary, which gives an excellent performance on denoising the DVS video.
IMPROVED METHOD OF VISUALIZING DVS -OVERLAPPED EVENTS
The existing method has managed visualization of DVS. This paper attempts to improve the visual feeling. The problem to be solved here is to realize both high frame rate and rich information in one frame. This section will address this problem in detail.
Accumulating events in a short time slice will cause a weak structure of objects in one frame of DVS video, while in a long time slice will lose its advantage of high speed.
Considering the relationship between time slice and frame rate, we give an example for illustration in Figure 3 . In Figure 3(a) , the time slice is long, but its frame rate is low. In Figure 3 (b) the frame rate is high, but one frame contains poor information.
When we human beings see the world, everything will be left in our sight for about 0.1 second. Inspired by persistence of vision [14] , we visualize the events with overlapping method. For example, we can convert events from 0 millisecond to 30 milliseconds for frame 0. Then we convert events from 10 milliseconds to 40 milliseconds for frame 1. In this case, each frame contains the information of events within 30 milliseconds of time slice, where information is rich enough, but this framework can maintain up to 100 frames per second. This description is shown in Figure 3 (c).
Different time slice contains different amount of events in each frame. To measure the time slice accurately, we can use special events. However, there may be some risks that different frames contain different amount of events. Instead, we just use the number of normal events to segment the frames. This can make the video more smooth. In this case, the time slice of one frame can be indirectly calculated with the number of events.
Here we take a 6-second-long video as an example. When reaching the same frame rate as existing visualization method, our method performs better than existing method. Both cases are shown in Figure 4 , where Figure 4 (a) and (b) are given for existing and proposed, respectively. It is obvious that the proposed method of visualization shows clear structure information of objects, maintaining high frame rate at the same time. From Table1, we can see frame rate, number of events (per frame) and time slice.
VIDEO DENOISING BASED ON SHARED DICTIONARY
After visualizing the DVS events, we find that the video contains a lot of noise. In this section, we propose a video denoising approach with shared dictionary based on K-SVD algorithm [15] .
Single DVS image K-SVD denoising [16] requires training a dictionary for each new frame. However, it takes a lot of time to train dictionaries for each frame. To reduce time consumption of training, we use a shared dictionary [16] [17] based on K-SVD to denoise different key frames. All of key frames can cover the whole time axis without overlapping. Furthermore, the shared dictionary contains the universal features of adjacent key frames of video. Then, we use the denoising result of key frames to remove the noise of the events, and finally visualize the events again without noise.
Training a Shared Dictionary
In the training phase, we firstly get key frames of the video. Then, we apply single image denoising method to some of these frames. After that, we use the denoised images to train a dictionary, which has universal features of adjacent frames in the video and contains nearly no noise. The detailed training phase of K-SVD is as follows.
We firstly initialize the dictionary with random value uniformly distributed. Then, we solve an optimization problem in (1). The noisy image can be expressed with weighted sum of with the coefficient .
where is i-th element of . T 0 is the threshold to restrict the maximum sparsity of .
Then, we update the dictionary . The column of is optimized one by one. When we solve the i-th column, we fix otheri1columns of and only update the i-th column. The matrix of error is calculated,
where is the i-th atom in the dictionary. is the coefficient of the corresponding atoms. Singular value decomposition is used here to process
where are columns that corresponds to atoms in the dictionary. The column is updated with the first column of matrix . The vector of coefficient is updated with the first column of multiplies ∆(1,1). We iterate the above steps from (2) to (3) for a certain times to update both the dictionary and the coefficients. Finally, the reconstructed image can be obtained,
As a result, the denoised image is obtained.
To explicitly explain this problem, we give an example usingFigure 5(a) as the input image. The dictionary in Figure 5 (b) is learned by using K-SVD algorithm.
Denoising the Video
In the denoising phase, we use the shared dictionary to perform denoising on the key frames. To further reduce time consumption, we do not reconstruct all the denoised frames of the video. It can be noticed that the frames of the video is converted from overlapped events. It means the adjacent frames containing almost the same noise. Thus, we do not need the redundant computation. We pick the key frames in the video, which contains the information of all the events without overlapping. Then, we just apply the denoising algorithm with the shared dictionaries to those key frames. After that, we get the position of the noise from the denoising results. According to this, we can go back to events and delete the corresponding events of noise. The denoised events are visualized again with overlapped frames, and finally the video will not contain the removed noise. By avoiding the repeatedly denoising phase on the same noise, time consumption is greatly reduced. The process of denoising phase is shown in Figure 6 .
We will apply such training and denoising process to a real DVS video and the experiment is shown in Section 5.
EXPERIMENT RESULTS
In this section, we conduct DVS visualization and video denoising experiments on both a fixed DVS and a moving DVS.
The DVS is bought from VIRTUS IC Design Centre of Excellence in Nanyang Technological University [1] . Its device type is CeleX XEM 3010 and serial number is 1540. We run the visualization program on Microsoft Visual Studio 2013 using C++, and we use the K-SVD toolbox for training and OMP toolbox for optimization on MATLAB R2017a platform in the denoising phase. Our computer is equipped with Intel Core i7-5930K CPU with frequency of 3.5 GHz, NVIDIA GeForce GTX 1080 GPU, 128GB RAM, and the framework runs on Windows 7 64-bit operating system. We perform this experiment on a dataset of events within 10 seconds and the visualized video contains 840 frames, where frame rate is at 84 frames per second. The result of the experiment is shown in Figure 7 . The parameters are set in Table2.
In our experiment, the block size should be set at least 8, otherwise the block will not contain enough size for structure of the objects when using K-SVD algorithm to learn. But too big block size will rapidly increase time consumption. For example, on our computer, using block size of 10 costs about 2 seconds for denoising a frame, but using that of 16 will costs about 1 minute. The number of atoms is set according to the sparsity of the input signal. Noise standard deviation is set according to the energy of the noise in a frame. In a continuous DVS video, difference between frames is not distinct. Thus, we can find a suitable value for the whole video. We set the iteration time to 30, which can ensure the convergence of algorithm. The video denoising results, refer to Figure 7 , show that shared dictionary denoising works well on our DVS video. Different frames can be denoised without loss of structure of the objects in the frames.
CONCLUSION
This paper propose an improved approach for visualizing DVS with both high speed and rich information. The proposed method works well with DVS video and get good results. For the further work, we consider real-time DVS video denoising online, and set up the vehicle dataset of DVS.
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