Abstract: This paper describes a method for the detection of textureless objects. Our target objects include furniture and home appliances, which have no rich textural features or characteristic shapes. Focusing on the ease of application, we define a model that represents objects in terms of three-dimensional edgels and surfaces. Object detection is performed by superimposing input data on the model. A two-stage algorithm is applied to bring out object poses. Surfaces are used to extract candidates from the input data, and edgels are then used to identify the pose of a target object using two-dimensional template matching. Experiments using four real furniture and home appliances were performed to show the feasibility of the proposed method. We suggest the possible applicability in occlusion and clutter conditions.
Introduction
Various types of furniture and home appliance exist in home environments and are used by people performing everyday tasks. Robots working in home environments must have recognition, planning, and manipulation abilities to cope with such objects. Therefore, researchers working in robotics have attempted to develop an autonomous robot performing daily tasks and have succeeded in showing the potential of support robots [4] [16] [24] [27] . These studies enable robots to recognize and manipulate objects and move around environments to achieve specific tasks.
The purpose of this study is to perform the detection and pose estimation of articles for daily use. The main targets are furniture and home electrical appliances, such as a shelf, a refrigerator, or a chair. Conventionally, threedimensional (3D) geometrical models have been used for such purposes [16, 18] . One drawback of that approach is that manual model creation is a burdensome task. Similar to other commonly used approaches relevant to object detection, we can find image feature-based [11, 17] and shape feature-based approaches [21, 25] . However, these are problematic for our purpose because our targets generally have no characteristic shape and almost no surface texture. Therefore, we develop a novel method suitable for finding furniture and home electrical appliances. The purpose of this study is to perform detection and pose estimation of articles for daily-use.
The method proposed in this paper uses a model consisting of 3D surfaces and 3D edgels (edge elements). Input data for generating a model consist of pairs of color and depth images captured from a 3D range image sensor. In the modeling process, 3D surfaces and edgels are directly saved as model data. In contrast, object detection is performed by superimposing input data on the model. That is, surfaces and edgels are first extracted from the input data in the same manner as that in the modeling process. Next, the surfaces are used to seek candidate positions of a target object. Then, edgels are used to confirm each candidate. Because the model representation is grounded in statistical approximation, it enables us to cope with sensor measurements that can have errors of several centimeters.
The characteristics of the proposed method are as follows:
1. It is available for textureless objects. Because 3D surfaces and edgels are extracted from a depth image, a rich texture is not necessary. This fact is useful for coping with furniture and home appliances; for example, a refrigerator mostly has a non-textured but coated surface. Thus, it is not sufficient to use existing approaches that use image features.
2. When an operator works on model generation, his workload is low because the work is simple and heavy learning data are not required. In the modeling task, the operator needs to provide only a pair of depth and color images that capture a target object from a proper viewpoint. This fact is important for support robots working in daily environments.
This paper is organized as follows. Section 2 introduces related work and explains our approach. Section 3 explains our model representation consisting of a set of surfaces and edgels. Sections 4 and 5 explain the model matching method and countermeasures against occlusion, respectively. Section 6 shows experimental results, and section 7 concludes the paper.
2 Related work and our approach
Related work: model representation for mobile manipulation
Many types of "mobile manipulator" robots have been presented. Such robots are equipped with recognition systems, including applicable model representation. For example, previously proposed robots have used 3D geometrical models [16, 18, 27] . Everyday objects, such as boxes, chairs, and washing machines, have been grasped and manipulated to perform household chores using a model with embedded grasp position information. These shape models are prepared manually; thus, the user workload for the model definition increases as the number of targeted objects increases.
Other studies have employed a hybrid model representation with image features and a 3D geometrical model [20, 24] . Marton et al. [14] proposed 6D object localization method, and they achieved 76.92 % accuracy for 29 objects with rich texture. The object detection method primarily employed image features extracted from a rich texture region. Although these approaches decreased user workload relative to model generation, they only targeted richly textured objects.
Related work: image feature-based approach
Image feature points have been used for object detection and pose estimation in the computer vision. For example, SIFT [1] and SURF [13] provide a wide variety of feature descriptors, some of which have been applied to robotics [11, 12] . Pangercic et al. [17] proposed a SIFT-based matching method. They evaluated their method using 99 views on 4 different scenes, and achieved 82.8 % accuracy on the detection of a richly-textured object. Methods based on image feature points have two main advantages. First, feature points can be extracted robustly because they are calculated from local image regions with distinguishable textures Second, the partial occlusion of a target object is easy to handle because a detection process is performed using feature points from a visible image region. However, furniture and home appliances often have lesser texture information than other objects that have been targeted by the mentioned studies. For our target objects, it is difficult to find local image regions that provide distinguishable feature descriptions. In addition, with methods based on image features, it is possible to extract adverse feature points from an inappropriate image region, for example, a shiny region where strong reflection occurs.
Related work: 3D shape-based approach
As a result of the recent development of 3D range image sensors, 3D point clouds have become a standard data form for object recognition in real environments. This enables finding a wide variety of feature descriptors whose input is a 3D point cloud [12] [23] . Spin Image [9] , Point Feature Histogram (PFH) [22] , and their extensions, such as the Fast Point Feature Histogram (FPFH) [21] and the Normal Aligned Radial Feature (NARF) proposed by Steder et al. [25] are popular feature descriptors.
These feature descriptors are extracted from points in a local region; thus, they afford advantages that are similar to image features. On the other hand, easily obtainable sensors such as Microsoft Kinect [29] provide 3D point clouds that have relatively large measurement errors. In addition, many of our target objects have simple shapes. These facts reveal the difficulty in obtaining distinguishable feature descriptions with high reproducibility.
Template-based detection is a well-developed conventional approach [3, 8] . Muja et al. [15] proposed ReIn architecture, and achieved 85% recall on a set of household objects. Hinterstoisser et al. [7] proposed a state-ofthe-art method called LINEMOD. LINEMOD uses two types of information, object contour and normal information on its surface. This approach works for textureless objects as long as the target objects have a characteristic shape. They evaluated the method on a scene where several objects were placed on a table. For six textureless objects, true positive rate was more than 97%. However, many objects such as furniture consist of planes or low-curvature surfaces; thus, such methods are not always sufficiently versatile for everyday environments. In addition, this method requires the preparation of thousands of image templates before the detection process can function.
Our approach
To develop a method that can target furniture and home appliances, we aim to satisfy the following.
(1) The method can be used for textureless objects and less characteristic shapes. Item (1) is required because our main targets are furniture and home appliances, which are commonly textureless and have simple shapes. Item (2) is necessary because a point cloud obtained from Kinect can have errors of several centimeters. Item (3) is an important matter for constructing user-friendly application. We use Microsoft Kinect to obtain sensor data of a target object. In contrast to measurement results from stereo reconstruction using cameras, such 3D range image sensors provide 3D points from non-textured surfaces. This is suitable for our purpose; thus, we assume that the inputs of the proposed method are color and depth images captured by a Kinect sensor.
Our model representation is based on a combination of 3D surfaces and edges that can be stably extracted from a textureless object. We also propose a method to search for a position at which a model is well aligned in the input sensor data. This method permits searching for a feasible solution if part of the target object is occluded.
Model representation

Surface and edgel-based representation
The proposed model consists of 3D surfaces and edgels. Let s i be the ith surface and e j be the jth edgel. Thus, a model for an object M can be represented as follows:
(1) Figure 1 : Model representation Fig. 1 shows the concept of the model. We assume that not just flat surfaces and low curvature surfaces are components of a model. In addition, inner or surrounding edgels of the surfaces are included in the model. However, each edge is divided into a set of short length edges (edgels) before it is registered as a component of the model.
For both a surface and an edgel, one component includes the following information.
-number of 3D points in a surface or edgel, -center of the points, -covariance of the points, -three eigenvalues from the covariance, -three eigenvectors corresponding to the eigenvalues, -a list of the 3D points.
In addition to the above information, other information for object detection process can be included in the model. For instance, we can use surface color as information for making a decision.
Each surface has a coordinate system based on the three eigenvectors. If a target object has several surfaces, their relative poses are used to increase the robustness of the object detection process (See Section 5).
We can also use long edges instead of edgels to describe a model. We choose to use edgels to overcome the occlusion problem. If we use long edges directly to describe model, then detection performance might degrade. This is because one large part of the model (a long edge) cannot be used when a part of the edge is occluded. The detection process might become complex to avoid such a large gap in the model. In addition, deciding where an edge begins and ends is difficult in such a circumstance.
On the other hand, when we apply edgel-based description in the same condition, these problems are reduced and, as mentioned, the computational burden might increase. However, we have the advantage that the mentioned complexity can be avoided.
Surface detection
One approach to the extraction of structural information from a 3D point cloud is plane detection. Several studies that have proposed modeling methods for daily environments assumed that objects are formed by planar segments [26] . However, many objects can have curved surfaces, e.g., plastic bottles, wastebaskets, and chairs. To handle such objects, we apply a region-growing algorithm to detect locally independent regions.
In the algorithm, a starting point p 0 is selected first. From this point, neighbor points with similarity greater than a predefined threshold are selected as homologous points. Our similarity measure is calculated by the angle difference of neighboring normal vectors.
Normal vectors must be precalculated for all points in this process. Therefore, the following procedure is applied for an input image that has pixels with depth values. Let p be a pixel of interest. A normal vector related to p is calculated from the 3D position of p and its neighbors.
For the region-growing algorithm, a region is extended if the following rule is satisfied:
where n 1 is a normal vector of p and n 2 is a neighboring normal vector. (·) indicates the inner product, and C threshold is a predefined threshold. A surface s is a region generated from one growing process. Fig. 2 shows an example of the result of surface detection. The right figure shows a set of detected surfaces. 
Edgel Detection
To detect edgels, depth and color images that are simultaneously captured are used. First, image edges are extracted from the color image using a Sobel filter. Then, only the pixels with magnitude greater than a predefined threshold are extracted. Their corresponding pixels on the depth image are used to calculate the 3D position of each of the edge pixels. Next, the 3D space is divided into ordinal-aligned cubes (voxels), and the distribution of points in each voxel is investigated. That is, covariance of the points is calculated, and ellipse approximation is performed. Then, the longest axis is selected. The result is registered as an edgel e, as described in Section 3.1.
Two-dimensional (2D) Template-based Matching
The matching process finds a six-dimensional (6D) pose by which a model explained in the previous section fits into the input data. The general procedure is as follows:
(1) Preprocessing: Edgel-based templates are generated from a model (Section 4.2). The following subsections discuss items (1), (4), (5) and (6) in detail.
Issues and approach for the matching process
As discussed in Section 1, our recognition target is an object that has no characteristic texture or shape, i.e., it is difficult to extract distinguishable features from the object. This means that we must create correspondences using a model with low distinguishable representations. The proposed method has several stages for estimating a 6D model pose. First, surfaces are extracted from an input depth image. Similar and smaller surfaces are selected by comparing the surfaces of the model. The smaller surfaces are used to accommodate various situations, e.g., when a part of a surface is occluded.
This surface-based search is effective for estimating the existing area of a model. However, this is insufficient for 6D pose estimation. The orientation of the model is not determined completely because this search does not include the estimation of a rotation angle around the perpendicular axis of the surface. A set of 2D templates consisting of edgels is used to improve this.
2D edgel templates
2D templates are generated for each surface in a model. Similarly, 2D templates are also generated for each surface extracted from an input depth image.
Here we explain the construction of one template. First, planar approximation of a surface is performed using 3D points that comprise the surface. The parameters of the plane n = (a, b, c) and d for the plane equation ax + by + cz + d = 0 are calculated. Then, only edgels with distances less than a pre-defined threshold from the plane are selected and projected into the plane. Each edgel is used to draw a short line segment in the template. The left image in Fig. 3 shows an example template in which the contour of the back of a chair is represented by a set of edgels.
For the matching process, the templates derived from a model are rotated and copied to create dozens of templates. The rotation is along the axis n = (a, b, c). The right images in Fig. 3 show examples of templates generated from the template of the back of a chair.
Similarity calculation between templates
Here we explain the matching method between two templates. We use the terms "reference template" and "input template" to refer to a template generated from model edgels and a template generated from edgels extracted from input data, respectively. As mentioned above, reference templates are composed of dozens of rotated templates. The similarity measure is defined as the difference between a reference template and an input template. It is calculated by means of conventional image-based template matching, i.e., a raster scan is applied to create a correspondence between each reference template and an input template. The similarity calculation is as expressed as follows:
where u = (u, v) is the image coordinates, u 0 = (u 0 , v 0 ) is the present position of a reference template while the raster scan proceeds, M and N are the width and height of the reference template, respectively, r and i are serial numbers that correspond to the surfaces in the model and the input data, respectively, and k Gr is a Gaussian filtering result that is applied to the reference template k Tr as follows:
Then, we define the following:
where k is a serial number of the template used in the matching process because K number of rotated templates are used for the similarity calculation. Finally, u 0 and the rotation angle of the template that produces the maximum E k (k ∈ K) are registered.
From Eq. (5), the similarity becomes more effective if more reference template edgels correspond to input template edgels. We take this approach to address various situations in which the visibility of the modeled object changes. For example, when unknown objects are placed on a target object surface, unnecessary edgels are found on the target object. However, the above calculation can ignore such edgels and can be evaluated using only reasonable edgels derived from the target object. The template matching described above is a method for finding just one corresponding surface between model and input data. However, if the model has several surfaces, correspondence evaluation becomes more credible if the surfaces are used. In this section, we explain an evaluation method using a set of surfaces.
Pose parameter estimation
A pose parameter is calculated from a single corresponding surface. Fig. 4 shows the considerations of the pose estimation problem. The basic policy is to match Cmo and Cwmo, where Cmo is a base coordinate system of the model and Cwmo is a target object coordinate system in the world coordinate system defined in the input data.
The following information is used to represent the relationship. From the above information, the following equations are used to generate the pose of the model object in the world coordinates.
where
R(n z ms , θ) is a matrix that represents a rotation around the vertical axis from a surface used to generate reference templates, η is a scaling parameter between the template image and a 3D coordinate system, and u di , v di , and θ in Eq. (7) are shown in Figs.5 and 6.
Correspondence evaluation
The transformation parameters are calculated using the template matching result. These parameters allow a model to be arranged into an input depth image. However, the similarity measure described in Section 4.3 targets only a pair of surfaces; thus, it is essential to evaluate the propriety of the estimated pose using the whole model. The equation is as follows:
where C surface and C edgel are evaluation values of an overlap investigation between the model and the input depth image. α and β are weight coefficients. In general, there are a greater number of edgels than surfaces; thus, greater weight is given to C surface than C edgel . The calculation methods for C surface and C edgel are the same. The following equation is for C edgel .
Let x be the center position and n be the orientation, which are the representation elements of an edgel e. d and q are calculated from the center position and orientation using the following equations:
where X input denotes a set of center positions of edgels extracted from the input data and n input is a normal vector when d is calculated from x input . For an edgel, n input is the direction of the edgel; however, for a surface, it is a normal component that is perpendicular to the surface. Eq. (9) provides a high evaluation value when each edgel and surface transformed by R and T in Eq. (6) corresponds to an edgel and surface extracted from an input depth image.
Occlusion consideration
Object detection in a real environment involves the problem that a part of a target object cannot be observed as a result of occlusion. Coping with this is an issue in robust detection. In this section, we introduce an extension of the evaluation Eq. (9).
As preparation, the "correspondence vector," a binary array whose number of elements is the same as that of the model's edgels, is generated. An element of the vector is set to one if a model edgel corresponds to an edgel extracted from an input data, and to zero otherwise.
Before the object detection process, the correspondence vector is initialized as 1. Then, as explained above, surfaces and edgels are extracted from an input depth image. Next, the transformation parameters R and T are calculated. The poses of model edgels are transformed into world coordinates, and their positions are compared with depth values in the input depth image. If the depth value is obviously close to the position of a model edgel, or the depth value itself has not been obtained, the edgel is regarded as being in occlusion. In that case, the corresponding element of the correspondence vector is set to zero.
Finally, Eq. (9) is revised as follows:
where V is a correspondence vector described above, V(e) is an array element corresponding to an edgel e. ∑︀ n i=1 V is the sum of the number of array element with V(e) = 1 (same as L0 norm), n is the number of edgels constituting a model.
Without the correspondence vector, the evaluation value calculated from Eq. (9) decreases when more occlusion occurs. On the other hand, if good correspondence is found for at least one model surface, Eq. (11) retains a relatively high evaluation value. However, it involves a tradeoff between its robustness to occlusion and its restraining effect on producing false positives. If the ratio of zero in a correspondence vector increases, the matching process must be stopped.
Experiments
Experimental settings
A Microsoft Kinect 3D range image was used to assess the effectiveness of the proposed method. The size of the color and depth images was 640×480 pixels. The computer used in the following experiments was an eight-core Xeon CPU installed with a 64 bit Linux OS. In the modeling process, we used a graphical user interface (GUI) to set a 3D rectangular region surrounding a part of a point cloud derived from a target object. It was easy to manipulate the region because adjustment was performed using a slide bar and point-cloud monitoring.
In template-based matching, the size of a template was set to 100 × 100 pixels, and the number of templates was set to 72 with an angle of five degrees between templates. To achieve an efficient detection process, template matching was implemented using parallel processing. The matching was completely independent with respect to each template; thus, the detection process became approximately 10 times faster than single thread implementation. Parameters α and β, shown in Eq. (8), were experimentally determined as 5.0 and 1.0, respectively. As explained in Section 5.2, greater weight is given to C surface . Another parameter, C threshold in Eq. (2), was set to 0.05.
Evaluation of fundamental performance
A cardboard box sized 140 mm × 90 mm × 170 mm was used to evaluate the performance of the proposed method. The largest surface of the box was placed facing a Kinect sensor, and the modeling process was performed. In that process, models were generated in a series of three situations: the distance between the sensor and the box was set at 700 mm, 1,000 mm, and 1,300 mm. Fig. 7 shows three pictures captured from the sensor. The number of edgels composing these models was 42, 34, and 28, respectively.
Approximately 80 ms was required for each modeling process. Model data were transferred to two separate text files for the edgel and surface data. These files were loaded and used in the detection process.
Detection performance was investigated changing the box's posture. The position of the box was changed in 100-mm increments from 700 mm to 1,400 mm and was rotated on the table by 0 deg, 30 deg, and 60 deg. Table 1 shows the average positions of the detection results when a model generated 700 mm away from the sensor was used. Each value shows the average of approximately 100 repetitions of the detection process. A large rotation angle became a factor for large positioning errors resulting primarily from measuring errors of the Kinect sensor. Because the error affected surface detection, the final estimated pose was directly affected by the error.
The accuracy of repetitive performance was investigated under the above-mentioned posture variation. Fig.  8 shows a part of the analysis. Along the optical axis direc- tion, standard deviation of position error associated with the changes in distance and rotation angle were calculated. Three graphs show different cases of the box's angle, beginning at the top (0 degrees, 30 degrees, and 60 degrees, respectively). There were no large differences with regard to the angles. However, one tendency is that greater distance between the sensor and the box resulted in larger standard deviation being measured.
Success rate vs. measurement distance in furniture detection
Two chairs and two cubic pieces of furniture were selected, as shown in Fig. 11 . The chairs had curved surfaces. The wooden boards have almost no texture; however, the wooden shelf has several edges that are derived from the contours of the drawers. A model was generated from a set of color and depth images. Approximately 100 ms was required for the process. The model of these objects was generated when they were placed 1,500 mm from the sensor. The distance from the sensor was gradually increased, and the ability to detect at different distances was investigated. Fig. 12 shows the change in target object size. As can be seen, the captured target object became quite small when it was placed 3,000 mm from the sensor. Fig. 9 shows the experimental results. The horizontal axis shows the distance from the sensor, and the vertical axis shows the evaluation value calculated using Eq. (8). The following observations can be derived from this graph; -The wooden shelf and board could be detected from a long distance because large surfaces were extracted stably. -The evaluation value of the wooden shelf gradually decreased. However, the evaluation value of the wooden board did not change significantly because edgels derived from the drawer contour could not be extracted when the wooden shelf was away from the sensor. That is, such edgels registered in a model has no corresponding edgels in the input data. -The detection range of the folding chair was short because the chair has comparatively reflective surfaces, and the inclination of the surfaces against the optic axis was large. In this case, the original sensor data lacked depth information. In another experiment, the target objects were rotated along the perpendicular axis, and the ability to detect was investigated from different angles. Fig. 10 shows the experimental results. The horizontal axis shows the angle of a target object. Successful detection results were observed when a target object rotated as much as 70 degrees to 90 degrees. 
Detection performance influenced by modeling position
Detection performance was also investigated using the four objects shown in Fig. 11 . In this experiment, distances of 500 mm, 1,000 mm, 1,500 mm, and 2,000 mm were set between a sensor and an object during modeling. Fig. 13 shows the relationship between the distance and the model's data volume. Obviously, the volume becomes small when the distance is large. Accuracy and Precision were investigated using these models. As in the modeling process, four object positions, 500 mm to 2,000 mm, were tested. Table 2 shows the results. First numerical value in each cell shows a distance between average detected position and ground truth (= Accuracy), and second value shows the standard deviation of the detected position from average (= Precision). For all objects, precision was high when the object was placed at the same position as that when it was modeled. Meanwhile, good precision was also obtained even if the position differed. A model consisting of a small data volume can work at a near object. On the whole, we confirmed that models generated at various positions were available for objects located at different positions. Figure 14 : Evaluation values against "Folding Chair" model. "Folding chair" or "Chair" shown in Fig. 9 was a detection target. In any distance, the values of "Folding Chair" were higher than that of "Chair".
Detection examples
The upper three rows in Fig. 15 show two detection examples for an office chair and a bookshelf. The red-boxed picture shows a created model of the office chair. The modeling and detection succeeded even though the model was formed by small curved surfaces rather than planes, as a result of applying the region-growing algorithm rather than plane detection. The green-boxed pictures show a successful detection result when the chair was rotated 85 degrees from the initial state. In this case, detection succeeded using only the data for the seating face. The blueboxed pictures in the third line show an example of a textured sheet placed on the seating face. The right picture represents all edgels extracted from input data. The evaluation value of the proposed method was not influenced by the sheet because edgels other than the evaluation target are ignored in Eq. (5).
Here we discuss the results for the office chair in detail. The distance between the chair and the sensor was approximately 1,500 mm in the modeling process. Three surfaces and 36 edgels were used as model elements. The detection process was successfully performed even when the chair was 4,000 mm from the sensor. However, the pose estimation error was large when the rotation angle was larger because the contour information extracted from a roundish object (e.g., seating face) was changed. However, this did not result in detection failure.
In the abovementioned case of a chair, one detection process required 150 ms. However, the time required was influenced by the complexity of the background. In other environments, with many surfaces with size similar to that of the models, as shown in Fig. 16 , the time occasionally became greater than 450 ms.
The lower three rows in Fig. 15 show detection examples for a display, a vacuum cleaner, a shelf, and a kitchen cart. The detection process was successful when the positions and rotations of a target object were changed from those used in the modeling process. Differences in depth position, rotation around the optical axis, and rotation along the depth direction were handled successfully. Fig.  16 shows other results that are more suitable for real robot application.
Discussion
Through the experiments, we noticed that the detection process resulted in a higher rate of failure when we targeted a highly textured object. In such a textured part, the edgel direction tends to be unstable. Consequently, edgels extracted from such an object can produce low correspondence at template matching. Therefore, we discourage the proposed method for textured objects. However, one method for avoiding the problem is to delete such massive edgels at the modeling stage. As our template matching only compares edgles with edgles close to the model, massive edgels extracted from input data can be ignored.
As another concern, we have a possibility of missdetection. If an object consisting of one surface is placed on a front of a sensor, and a model whose shape is similar to the object is used, an object detection process might recognize that the object is the same with the modeled object. It is difficult for the proposed method to find the difference between the two. However, our model consists of geometrically-constrained surfaces and edgels. Although the proposed object detection is started from surface-to-surface matching, the final similarity evaluation is made under the geometrical relationships among the surfaces and the edgels. For instance, an evaluation value is distinctly-different between the chair and another chair when a detection process runs to find a chair shown in Fig. 9 . Fig. 14 shows an experimental result. In this experiment, "Folding chair" who was placed on 1000 [mm] away from a sensor was modeled. A detection process was executed using the model, and then evaluation values about "Folding chair" and "Chair" were investigated with changing their position. From the graph, the values of "Folding Chair" were obviously higher than that of "Chair" at any distance. One reason was that the shape of the back of the chair varies widely even if their seating faces were similar.
Conclusion
We proposed a method for object detection and pose estimation, targeting furniture and home appliances, and we introduced a model representation and its use. The method was tested in a real environment, and the effectiveness and capability of the proposed method were confirmed.
Our future work includes the improvement of modeling and detection process. One issue is that the proposed method should cope with more clutter scene: e.g. several objects are stacking. In such case, superior pointcloud segmentation will be useful. We can find state-of-the-art techniques such as [28] . As their method responds to simple object shape and clutter scene, it will help to generate more distinctive model representation, and also to eliminate otiose candindates for detection process. After the The back of a chair was artificially occluded, but the pose of the chair could be detected. Third and fourth rows: refrigerator door detection using a unified model of two sides of the door. modification, we plan to incorporate the proposed method in a life-support robot and also plan to test the application of the method to specific assistive tasks.
