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HIGH ORDER FAST ALGORITHM FOR THE CAPUTO
FRACTIONAL DERIVATIVE∗
KUN WANG† AND JIZU HUANG‡
Abstract. In the paper, we present a high order fast algorithm with almost optimum memory
for the Caputo fractional derivative, which can be expressed as a convolution of u′(t) with the kernel
(tn − t)−α. In the fast algorithm, the interval [0, tn−1] is split into nonuniform subintervals. The
number of the subintervals is in the order of logn at the n-th time step. The fractional kernel
function is approximated by a polynomial function of K-th degree with a uniform absolute error on
each subinterval. We save K+1 integrals on each subinterval, which can be written as a convolution
of u′(t) with a polynomial base function. As compared with the direct method, the proposed fast
algorithm reduces the storage requirement and computational cost from O(n) to O((K + 1) logn)
at the n-th time step. We prove that the convergence rate of the fast algorithm is the same as the
direct method even a high order direct method is considered. The convergence rate and efficiency of
the fast algorithm are illustrated via several numerical examples.
Key words. Caputo fractional derivative, fast algorithm, polynomial approxi-
mation, error estimates, fractional diffusion equations.
AMS Subject Classifications: 65F10, 78M05
1. Introduction. In recent years, the fractional differential equation becomes
popular since they can faithfully capture the dynamics of physical process in many
scientific phenomena, such as the dynamics of biology, ecology, and control system
[11, 12, 13, 14, 17, 18, 25, 27, 28, 29]. There are mainly two kinds of definitions
of the fractional time derivative in the literatures: the Riemann–Liouville fractional
derivative [3, 4] and the Caputo fractional derivative [11, 29, 32, 33, 36]. In fractional
partial differential equations (PDEs), the time fractional derivatives are commonly
defined using the Caputo fractional derivatives since the Riemann–Liouville approach
needs initial conditions containing the limit values of Riemann–Liouville fractional
derivative at the origin of time t = 0, whose physical meanings are not very clear. In
the paper, we focus on the high order fast method of the PDEs including the Caputo
fractional derivative which is defined by
C
0 D
α
t u(t) =
1
Γ(1− α)
t∫
0
u′(x, τ)
(t− τ)α
dτ, 0 < α < 1, (1.1)
where Γ(·) is the gamma function and t is in [0, T ].
One of the popular schemes of discretizing the Caputo fractional derivative is
usually called L1 formula [9, 19, 32], which applies the piecewise linear interpolation
of u(x, t) with respect to t in the integrand on each subinterval. For 0 < α < 1,
the scheme enjoys a 2 − α order of convergence rate. Some other methods with a
2 − α order of convergence rate are also studied, such as the Crank–Nicolson-Type
discretization [36] and the matrix transfer technique [33]. By applying the fractional
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linear multistep methods in discretizing the Caputo fractional derivative, an exactly
second order scheme with unconditional stability is constructed in [34]. By using the
piecewise quadratic interpolation of u(t) in the integrand for the Caputo fractional
derivative, Gao and Sun [8] propose a new discrete formula (called L1 − 2 formula)
which achieves 3−α order accuracy. Recently, based on the block-by-block approach,
Cao et al. improve the discretization in time and a scheme with order 3 + α is
successfully constructed in [2]. On the other hand, a scheme with spectral accuracy
is also investigated in [17]. These direct methods require the storage of all previous
solutions, which leads to O(n) storage and O(n) flops at the n-th time step. Therefore,
an efficient and reliable fast method is needed for long time large scale simulation of
fractional PDEs.
In order to save memory and computational cost, some fast methods are de-
veloped. In [21], a fast convolution method for the Caputo fractional derivative is
proposed, in which the kernel function is first expressed by it inverse Laplace trans-
form. The idea is then extended to calculate the Caputo fractional derivative in
[20, 30, 35]. The storage requirement and the computational cost of those fast meth-
ods both are O(log n) at the n-th time step, which are less than that of the direct
methods. In [29], the Laplace transform method is used to transforme the frac-
tional differential equation into an approximation local problem. In [16], the Gauss–
Legendre quadrature is applied to construct a fast algorithm based on the formula
tα−1 = 1Γ(α)Γ(1−α)
∫∞
0 e
−ξtξ−αdξ. The fast method is improved by Jiang et al. [11]
by using the Gauss–Jacobi and Gauss–Legendre quadratures together, which only re-
quires the storage and the computational cost in the order of O(log n) at the n-th
time step. The fast scheme is proved to be unconditionally stable and has a conver-
gence order of 2−α [11]. In [23], McLean proposes a fast method to approximate the
fractional integral by replacing the fractional kernel with a degenerate kernel. In [1], a
kernel compression method is presented to discretize the fractional integral operator,
which is based on multipole approximation to the Laplace transform of the fractional
kernel.
In this paper, we aim to present a high order fast algorithm with almost optimum
memory for the Caputo fractional derivative, which has the same order of convergence
rate as that of a given direct method. At each time step, the fractional derivative
is decomposed into the local part and the history part. The local part, which is an
integral on interval [tn−1, tn], is calculated by a direct method. In order to evaluate
the history part by a high efficient approach with low cost, we split the interval
[0, tn−1] into nonuniform subintervals at the n-th time step. The total number of the
subintervals is in the order of log n. We save K + 1 integrals on each subinterval and
evaluate the history part with those integrals. To reuse the storages in the previous
time step, we approximate the fractional kernel function by a polynomial function
with a uniform absolute error on the subintervals. As compared with a direct method
based on a given polynomial interpolation of u(t), the new proposed fast method is
proved to enjoy the same convergence order by controlling the absolute error of the
approximate polynomial function, but only requires computational storage and flops
in the order of logn at the n-th time step.
The remainder of the paper is organized as follows. In Section 2, we describe the
high order fast algorithm for the evolution of the Caputo fractional derivative and
provide error analysis of our method. In Sections 3 and 4, we apply the proposed
high order fast algorithm to solve the linear and nonlinear fractional diffusion PDEs.
The stability and numerical error analysis for the new algorithm and some existing
2
methods are carefully studied. The numerical results demonstrate that our high
order algorithm has the same convergence order as the corresponding direct method.
Finally, some brief conclusions are given in Section 5.
2. High order fast algorithm with almost optimum memory of the Ca-
puto fractional derivative. In this section, we consider the high order fast al-
gorithm with almost optimum memory for the evolution of the Caputo fractional
derivative, which is defined as in (1.1). Suppose that the time interval [0, T ] is cov-
ered by a set of grid points Ωt := {tn, n = 0, 1, · · · , NT }, with t0 = 0, tNT = T ,
tn+ 1
2
= tn+tn+12 , and ∆tn = tn− tn−1. For simplify, we only consider a uniform distri-
bution of the grid points which means ∆tn = h for all n. We will simply denote u(tn)
by un. Let us denote the piecewise linear interpolation function of u(t) as Π1,hu(t)
for any j ≥ 1, i.e.,
Π1,hu(t) = u
j−1 tj − t
h
+ uj
t− tj−1
h
, for t ∈ [tj−1, tj ].
Suppose Π2,hu(t) be a piecewise quadratic interpolation function of u(t) for j ≥ 2,
which is given as
Π2,hu(t) =u
j−2 (t− tj−1)(t− tj)
2h2
+ uj−1
(t− tj−2)(tj − t)
h2
+ uj
(t− tj−1)(t− tj−2)
2h2
, for t ∈ [tj−1, tj ].
(2.1)
It follows from the interpolation theory that Π1,hu(t) and Π2,hu(t) have a second-
order accuracy and third-order accuracy in time for smooth u(t), respectively. Let us
denote
(
Π1,hu(t)
)′
and
(
Π2,hu(t)
)′
as follows
(
Π1,hu(t)
)′
= δtu
j− 1
2 , for t ∈ [tj−1, tj ],
and
(
Π2,hu(t)
)′
= δtu
j− 1
2 + δ2t u
j−1(t− tj− 1
2
), for t ∈ [tj−1, tj],
respectively. Here δtu
j− 1
2 = u
j−uj−1
h and δ
2
t u
j = δtu
j+1
2−δtu
j− 1
2
h .
For simplicity, we denote Π2,hu(t) = Π1,hu(t) for t ∈ [t0, t1]. For 0 < α < 1, the
most popular scheme for calculating of the Caputo fractional derivative is called the
L1 formula [9, 19, 32], whose accuracy is 2 − α order in time. In the L1 formula,
u(t) is replaced by the piecewise linear function Π1,hu(t) (as shown in Fig. 2.1-(a)).
Another popular high order scheme (L1 − 2 formula) achieves 3 − α order accuracy
[8], in which u(t) is approximated by the linear interpolation function Π1,hu(t) at
interval [t0, t1] and the quadratic interpolation function Π2,hu(t) at interval [tj , tj+1]
for j ≥ 1. It is well known that the L1 formula and L1−2 formula require the storage
of all previous function values of u0, u1, · · · , un and O(n) flops computational cost at
the (n+ 1)-th time step. For a long time simulation, the direct schemes require very
large storage of memory and high computational cost.
Now let us take the Caputo fractional derivative (1.1) as a convolution integral, in
which 1(t−τ)α can be viewed as a kernel function (weight function). For 0 < α < 1, the
kernel function increases as τ goes from 0 to t. To save memory and computational
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cost, a natural idea is to cut the integral by a given integer S¯ at the n-th time step,
which means
tn∫
0
u′(τ)
(tn − τ)α
dτ ≈
tn∫
tj0
u′(τ)
(tn − τ)α
dτ ≈
n∑
j=j0+1
δtu
j− 1
2
tj∫
tj−1
1
(tn − τ)α
dτ, (2.2)
where u(τ) is approximated by Π1,hu(τ) and j0 = max{0, n− S¯}. In the following of
the paper, we denote this approximation as the cut off approach (as shown in Fig. 2.1-
(b)). It is important to noting that the cut off approach only need limited memory
according to the given integer S¯ for any large NT . However, the numerical simulation
shows that the accuracy of the cut off approach is unacceptable.
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Fig. 2.1. Example for the L1 formula (a), the cut off approximation (b), and the FAOM
algorithm (c-d). T = 1, h = 0.1. In the cut off approximation, S¯ = 5. j1 = 0, j2 = 4, j3 = 6,
j4 = 8, j5 = 9 in the FAOM algorithm.
We next present our fast evaluation method based on the understanding of the
L1 formula and the cut off approach. For convenience, we first introduce some useful
definitions in here. For any given vector V, let us define a backward operator B by
U = B(v,V) with U1 = v and Ui = Vi−1 for i = 2, 3, · · · ,m + 1. Here m is the
length of V. Let F be a forward operator defined by U = F(M, j,V), where Ui = Vi
for i < j and Ui = Vi+M−1 for i ≥ j with M ≥ 2. Let Fm be a modified forward
operator defined by U = Fm(M, j, v,V), where Ui = Vi for i < j, Ui = v for i = j,
and Ui = Vi+M for i > j.
In the cut off approach, the solutions at the previous several time steps are saved
since those solutions are important and correspond to large weight functions. How-
ever, the numerical simulation suggests that we should take the other solutions into
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account, even those solutions correspond to small weight functions. To balance the
storage of memory and the accuracy of solution, we save the averages of (uJ,h(τ))
′
in the nonuniform subintervals [tji , tji+1 ] in the fast evolution algorithm (as shown in
Fig. 2.1-(c)). It is clear that we hope the averages of (uJ,h(τ))
′ at the previous time
steps can be reused in the current time step and the following time steps. Further-
more, the length of the subinterval [tji , tji+1 ] should decrease as i increases, since the
kernel function is an increasing function. By using an interpolation ΠJ,hu(τ) for u(t),
the integral in equation (1.1) at time t = tn can be approximated as follows
tn∫
0
u′(τ)
(tn − τ)α
dτ =
tn∫
tn−1
u′(τ)
(tn − τ)α
dτ +
tn−1∫
0
u′(τ)
(tn − τ)α
dτ := Il(tn) + Ih(tn)
≈
tn∫
tn−1
(
ΠJ,hu(τ)
)′
(tn − τ)α
dτ +
tn−1∫
0
(
ΠJ,hu(τ)
)′
(tn − τ)α
dτ
≈
tn∫
tn−1
(
ΠJ,hu(τ)
)′
(tn − τ)α
dτ +
∑
i
tji+1∫
tji
(
ΠJ,hu(τ)
)′
tji+1 − tji
dτ
tji+1∫
tji
1
(tn − τ)α
dτ.
(2.3)
Here the integral is decomposed to the local part Il(tn) and the history part Ih(tn).
The balance between the storage of memory and the accuracy of solution can be
done by choosing suitable subintervals [tji , tji+1 ]. It is worth to pointing out that this
approximation is the same with the L1 formula by setting tji+1 − tji = h and J = 1.
We now propose a fast evolution approach (Algorithm 1) to reach an almost optimum
memory by constructing a special sequence of subintervals. The approach is named
as the fast algorithm with almost optimum memory (FAOM) of the Caputo fractional
derivative.
Algorithm 1: FAOM of the Caputo fractional derivative.
Initialization: Let Un = [Un1 , U
n
2 , · · · , U
n
Mn
] be a vector, whose elements are the
averages of (uJ,h(τ))
′ on given subintervals, and In = [In1 , I
n
2 , · · · , I
n
Mn
] be a vector,
whose elements are the starts of subintervals. Set U0 = 0 and I0 = 0. Pre-chosen an
integer Nτ ≥ 2 to control the storage of memory.
Start time loop: tn = nh with n = 2, 3, . . . , NT .
Step 1 (Updating the storage): Update the temporary storage vector by U˜n =
B
(
u˜a,U
n−1
)
and vector I˜n = B(tn−2, In−1), where u˜a =
1
h
tn−1∫
tn−2
(
ΠJ,hu(τ)
)′
dτ .
Step 2 (Optimizing of the storage): Obtain the storage vector Un and vector In
as follows.
• If there exists i0 such that I˜ni0 − I˜
n
i0+1
= · · · = I˜ni0+2Nτ−2− I˜
n
i0+2Nτ−1
, let In =
F(Nτ , i0 +Nτ , I˜
n) and Un = Fm(Nτ , i0 +Nτ , v, U˜
n), where I˜n0 = I
n
0 = tn−1
and v = 1
Nτ
i0+2Nτ−1∑
i=i0+Nτ
U˜ni . Set I˜
n = In, U˜n = Un and redo optimization until
there does not exist i0 satisfying I
n
i0
− Ini0+1 = · · · = I
n
i0+2Nτ−2
− Ini0+2Nτ−1.
Step 3 (Calculating the Caputo fractional derivative): Approximate the history
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part Ih(tn) as follows
Ih(tn) =
tn−1∫
0
u′(τ)
(tn − τ)α
dτ ≈
Mn−1∑
i=0
Uni+1
Ini∫
Ini+1
1
(tn − τ)α
dτ, (2.4)
where Mn is the length of the vector Un. The numerical Caputo fractional
derivative is finally calculated according to (2.3).
End of time loop.
Fig. 2.2. A simple example to explain how we update the vector In+1 at the (n + 1)-th time
step. The optimization of the storage vector Un+1 is similar. In this example, we set Nτ = 2. The
part with red color in the time axle is denoted as the local part Il(tn) and the part with black color
is denoted as the history part Ih(tn).
In the following of the paper, we simplify Ini as Ii in the absence of ambiguity. In
the FAOM method, the storage requirement and the overall computational cost both
are dependent on the number of the nonuniform subintervals, which is equal to the
length of the vector Un. At the n-th time step, the nonuniform subintervals obtained
by the FAOM method satisfy the following properties.
1. The union of all subintervals (∪Mni=1 [Ii, Ii−1]) equals [0, tn−1].
2. The length of the subinterval [Ii, Ii−1] is equal to that of the subinterval
[Ii−1, Ii−2] or Nτ times of it.
3. The length of the subinterval [Ii, Ii−1] is h
(
Nτ
)Ki
with Ki ∈ Z+. Here
{Ki}
Mn
i=1 is a descending sequence.
4. For anyKi < KMn , there are at leastNτ−1 and at most 2Nτ−2 subintervals,
whose length are h
(
Nτ
)Ki
.
5. Most of the subintervals at the previous time step are unchanged in the
current time step.
To further describe the approach clearly, we take a special case as an example and
show how the subintervals change from the n-th time step to the (n+1)-th time step
in Fig. 2.2. While there are 2Nτ − 1 subintervals with the same length, the FAOM
algorithm combines Nτ of them to a large subinterval during the optimizing step. The
following lemmas show the relationship between the length of the vector Un and n.
Lemma 2.1. Let Ii−1 − Ii = h
(
Nτ
)Ki
for i = 1, 2 · · · , Mn. The following
6
inequalities hold
i
2Nτ − 2
− 1 ≤ Ki ≤
i− 1
Nτ − 1
,
τ − Ii
tn − Ii
≤
1
2
, ∀τ ∈ [Ii, Ii−1].
(2.5)
Proof. From the second and fourth properties listed above, we obtain that(
Nτ
)i/(2Nτ−2)−1 ≤ Ii−1−Iih = (Nτ)Ki ≤ (Nτ )(i−1)/(Nτ−1) holds for i ≥ 1, which
shows the first inequality in (2.5) holds. From the properties 1, 2, and 4, we get
tn − Ii
h
= 1 +
i∑
k=1
(
Nτ
)Kk ≥ 1 + (Nτ )Ki + (Nτ − 1)
Ki−1∑
k=0
(
Nτ
)k
= 2
(
Nτ
)Ki
, (2.6)
which implies τ−Iitn−Ii ≤
1
2 holds for any τ ∈ [Ii, Ii−1].
Lemma 2.2. At the n-th time step, the length of the vector Un satisfies
(Nτ − 1)
(
logNτ n− 1
)
≤Mn ≤ 2(Nτ − 1) logNτ
(n+ 1
2
)
. (2.7)
Proof. At the n-th time step, it is clear I1 = tn−2 and IMn = 0. Let [ai+1, ai]
be a sequence of intervals with ai = Ii/h for i = 0, 1, · · · ,Mn. According to the
properties listed above, we have
n− 1 = a0 − aMn =
Mn−1∑
i=0
(ai − ai+1) ≤
K∑
i=0
(Nτ − 1)
(
Nτ
)i
=
(
Nτ
)K+1
− 1, (2.8)
and the lower bound of Mn is given by Mn ≥ (Nτ − 1)(logNτ n− 1). Here K is an
integer such that MnNτ−1 ∈ (K,K + 1]. On the other hand, we get
n− 1 = a0 − aMn =
Mn−1∑
i=0
(ai − ai+1) ≥ (2Nτ − 2)
Y∑
i=0
(
Nτ
)i
= 2[
(
Nτ
)Y+1
− 1],
(2.9)
where Y is an integer such that Mn2Nτ−2 ∈ (Y,Y +1]. Then the upper bound ofMn is
given by
Mn ≤ 2(Nτ − 1) logNτ
(n+ 1
2
)
, (2.10)
which completes our proof.
In the FAOM method, we can choose a small integer number Nτ to control the
storage of memory. Usually, Nτ is set to be 2 or 3. As compared with the L1
approximation, the FAOM method reduces the storage requirement from O(NT ) to
O(Nτ logNτ NT ) and the total computational cost fromO(N
2
T ) to O(NTNτ logNτ NT ).
Furthermore, the FAOMmethod will reduce to the L1 approximation while Nτ > NT .
However, the numerical results in the next section show that the convergence order of
the FAOM goes to zero while h→ 0. To improve the FAOM method, let us go back
to equation (2.3), in which the history part is approximated as
Ih(tn) ≈
Mn∑
i=1
1
Ii−1 − Ii
Ii−1∫
Ii
(
ΠJ,hu(τ)
)′
dτ
Ii−1∫
Ii
1
(tn − τ)α
dτ. (2.11)
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In the above formula, u′(τ) is approximated by a constant function on the subinterval
[Ii, Ii−1]. The error of this approximation is dependent on the length of the subinterval
[Ii, Ii−1]. Since the length of subinterval [IMn , IMn−1 ] dos not go to zeros as h → 0,
the error of the FAOM method with small Nτ may not convergent to zero as h→ 0.
Actually, we can rewrite equation (2.3) as follows
tn∫
0
u′(τ)
(tn − τ)α
dτ ≈
tn∫
tn−1
(
ΠJ,hu(τ)
)′
(tn − τ)α
dτ +
Mn∑
i=1
c0i
Ii−1∫
Ii
(
ΠJ,hu(τ)
)′
dτ, (2.12)
where c0i =
1
Ii−1−Ii
Ii−1∫
Ii
1
(tn−τ)α
dτ . In equation (2.12), u(τ) is approximated by
ΠJ,hu(τ), and the kernel function is replaced by a constant c
0
i on the subinterval
[Ii, Ii−1]. The difference between the two understandings of the FAOM is shown in
Fig. 2.1 (c-d) by a simple example. As shown in Fig. 2.1-(d), the error between the
piecewise constant function and the kernel function does not go to zero as h→ 0.
To improve the FAOM method, we introduce a more accurate approximation for
the kernel function, which is based on a polynomial approximation of the special func-
tion 1(1−τ)α on the interval [−
1
3 ,
1
3 ]. We denote the new method as the high order fast
algorithm with optimum memory based on a K-th degree polynomial approximation
(FAOM-PK). Suppose the function 1(1−τ)α is approximated by a polynomial func-
tion
K∑
i=0
wiτ
i. Let ǫK be the absolute error of the approximation, which is defined as
follows
∣∣∣ 1
(1− τ)α
−
K∑
i=0
wiτ
i
∣∣∣ ≤ ǫK , τ ∈ [−1
3
,
1
3
]. (2.13)
Next, we propose the FAOM-PK method based on the polynomial approximation.
After replacing u′(τ) by
(
ΠJ,hu(τ)
)′
, the Caputo fractional derivative is approximated
as
C
0 D
α
t u(t) =
1
Γ(1− α)
tn∫
tn−1
(
ΠJ,hu(τ)
)′
(tn − τ)α
dτ +
1
Γ(1− α)
tn−1∫
0
(
ΠJ,hu(τ)
)′
(tn − τ)α
dτ +RJ,h,
(2.14)
where RJ,h is the truncation error according to the polynomial approximation of u(τ).
Similar to the FAOM method, we decompose the second integral in the right hand of
the above equation into several parts as follows
1
Γ(1− α)
tn−1∫
0
(
ΠJ,hu(τ)
)′
(tn − τ)α
dτ =
1
Γ(1− α)
Mn−1∑
i=0
Ii∫
Ii+1
(
ΠJ,hu(τ)
)′
(tn − τ)α
dτ. (2.15)
By setting Ii+ 1
2
= (Ii + Ii+1)/2 and τ¯ = τ − Ii+ 1
2
, the (i + 1)-th term in the right
hand of (2.15) can be rewritten as
1
Γ(1− α)
Ii∫
Ii+1
(
ΠJ,hu(τ)
)′
(tn − τ)α
dτ =
1
Γ(1− α)
Ii−Ii+1
2∫
Ii+1−Ii+1
2
(
ΠJ,hu(Ii+ 1
2
+ τ¯)
)′
(tn − Ii+ 1
2
− τ¯ )α
dτ¯ . (2.16)
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After denoting τ˜ = τ¯tn−Ii+1
2
, the kernel function (tn − Ii+ 1
2
− τ¯ )−α in (2.16) is equal
to (tn − Ii+ 1
2
)−α 1(1−τ˜)α . Thanks to Lemma 2.1, we have −
1
3 ≤ τ˜ ≤
1
3 holds for
all τ ∈ [Ii+1, Ii]. Using the polynomial approximation of the function
1
(1−τ˜)α , the
(i+ 1)-th term in the right hand of (2.15) can be aprroximated as
1
Γ(1− α)
Ii∫
Ii+1
(
ΠJ,hu(τ)
)′
(tn − τ)α
dτ =
K∑
k=0
w¯ik
Γ(1− α)
Ii∫
Ii+1
(
ΠJ,hu(τ)
)′( τ − Ii+ 1
2
Ii − Ii+ 1
2
)k
dτ +RiK ,
(2.17)
where w¯ik = wk
(
Ii−Ii+1
2
)k
(
tn−Ii+1
2
)k+α and RiK denotes the cut off error according to the
polynomial approximation of 1(1−τ˜)α . By combining (2.14), (2.15), and (2.17), the
numerical scheme of the Caputo fractional derivative is finally given as follows
C
0 D
α
t u(t) =
tn∫
0
u′(τ)
(tn − τ)α
dτ =
1
Γ(1− α)
tn∫
tn−1
(
ΠJ,hu(τ)
)′
(tn − τ)α
dτ
+
Mn−1∑
i=0
K∑
k=0
w¯ik
Γ(1− α)
Ii∫
Ii+1
(
ΠJ,hu(τ)
)′( τ − Ii+ 12
Ii − Ii+ 1
2
)k
dτ +RK +RJ,h
:=C0 D
F,α
t u(t) +RK +RJ,h,
(2.18)
where C0 D
F,α
t u(t) presents the numerical Caputo fractional derivative calculated by
the FAOM-PK method. Here RK =
Mn−1∑
i=0
RiK denotes the total truncation error
according to the polynomial approximation of 1(1−τ˜)α .
In the FAOM-PK method, we save
Ii∫
Ii+1
(
ΠJ,hu(τ)
)′( τ−Ii+1/2
Ii−Ii+1/2
)k
dτ , k = 0, 1,
· · · , K at each time step. The total memory requirement in the FEOM-PK method
is O
(
(K + 1)Nτ logNτ n
)
at the n-th time step. During the optimizing step, the
Nτ subintervals with the same length is combined to a large one. At the same
time, the corresponding integrals we saved also need to be combined. In the case
of Ii − Ii+1 = Ii+1 − Ii+2 = · · · = Ii+Nτ−1 − Ii+Nτ , the integrals on the subinterval
[Ii+Nτ , Ii] can be decomposed as follows
Ii∫
Ii+Nτ
(
ΠJ,hu(τ)
)′( τ − Ii+Nτ/2
Ii − Ii+Nτ/2
)k
dτ =
Nτ−1∑
j=0
Ii+j∫
Ii+j+1
(
ΠJ,hu(τ)
)′( τ − Ii+Nτ /2
Ii − Ii+Nτ /2
)k
dτ
=
Nτ−1∑
j=0
Ii+j∫
Ii+j+1
(
ΠJ,hu(τ)
)′( τ − Ii+j+ 1
2
Nτ
(
Ii+j − Ii+j+ 1
2
) − 2j + 1−Nτ
Nτ
)k
dτ
=
Nτ−1∑
j=0
k∑
l=0
Clk
N kτ
(
Nτ − 2j − 1
)k−l Ii+j∫
Ii+j+1
(
ΠJ,hu(τ)
)′( τ − Ii+j+ 12
Ii+j − Ii+j+ 1
2
)l
dτ,
(2.19)
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which gives a rule for optimizing the storage. The FAOM-PK algorithm is finally
given in Algorithm 2.
Algorithm 2: FAOM-PK of the Caputo fractional derivative.
Initialization: Let In = [In1 , I
n
2 , · · · , I
n
Mn
] be a vector, whose elements are the starts
of subintervals, and Un,k = [Un,k1 , U
n,k
2 , · · · , U
n,k
Mn
] with k = 0, 1, · · · ,K, be vectors,
whose elements are
Ii−1∫
Ii
(
ΠJ,hu(τ)
)′( τ−Ii−1/2
Ii−1−Ii−1/2
)k
dτ , respectively. Set U0,k = 0 and
I0 = 0. Pre-chose an integer number Nτ ≥ 2 to control the storage of memory.
Start time loop: tn = nh with n = 2, 3, · · · , NT .
Step 1 (Updating the storage): Update the temporary vector I˜n =
B(tn−2, I
n−1) and the temporary storage vectors by U˜n,k =
B
( tn−1∫
tn−2
(
ΠJ,hu(τ)
)′( τ−tn−3/2
h/2
)k
dτ,Un−1,k
)
.
Step 2 (Optimizing of the storage): Obtain the storage vectors Un,k and vector In
as follows.
• If there exists i0 such that I˜ni0 − I˜
n
i0+1 = · · · = I˜
n
i0+2Nτ−2
− I˜ni0+2Nτ−1, let
Un = F(Nτ , i0 + Nτ , v, U˜n) and In = F(Nτ , i0 + Nτ , I˜n). Here In0 = I˜
n
0 =
tn−1 and v =
I˜i0+Nτ−1∫
I˜i0+2Nτ−1
(
ΠJ,hu(τ)
)′( τ−Ii−1/2
Ii−1−Ii−1/2
)k
dτ is calculated according
to (2.19). Set I˜n = In, U˜n,k = Un,k and redo optimization until there does
not exist i0 such that I
n
i0 − I
n
i0+1 = · · · = I
n
i0+2Nτ−2
− Ini0+2Nτ−1 are satisfied.
Step 3 (Calculating the Caputo fractional derivative): Obtain the numerical Ca-
puto fractional derivative according to (2.18).
End of time loop.
The truncation error of the FAOM-PK algorithm can be decomposed into two
parts, which are RK and RJ,h. Here RK is the total truncation error according to
the polynomial approximation of the kernel function and RJ,h is the truncation error
according to the polynomial interpolation of u(t). It is worth to pointing out that
the two parts are independent. The estimate of the truncation error RJ,h, according
to the L1 or L1− 2 polynomial interpolation of u(t), can be founded in [8, 32]. The
following Lemma, which can be found in [32], establishes an error bound for the L1
formula.
Lemma 2.3. Suppose u(t) ∈ C2[0, tn]. For any α (0 < α < 1), then
∣∣R1,h∣∣ ≤ 1
1− α
[1− α
12
+
22−α
2− α
− (1 + 2−α)
]
max
0≤t≤tn
∣∣u′′(t)∣∣h2−α. (2.20)
The truncation error of L1− 2 formula is illustrated in the following Lemma, which
can be found in [8].
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Lemma 2.4. Suppose u(t) ∈ C3[0, tn]. For any α (0 < α < 1), then
∣∣R2,h∣∣ ≤


α
2Γ(3− α)
max
0≤t≤t1
∣∣u′′(t)∣∣h2−α, n = 1,
1
Γ(1 − α)
{ α
12
max
0≤t≤t1
∣∣u′′(t)∣∣(tn − t1)−α−1h3 +
[ 1
12
+
α
3(1− α)(2 − α)
(1
2
+
1
3− α
)]
max
0≤t≤tn
∣∣u′′′(t)∣∣h3−α}, n ≥ 2.
(2.21)
The following two Lemmas establish an error bound for RK .
Lemma 2.5. At the n-th time step, the following inequality is satisfied
∣∣∣∣
( tn − Ii+ 1
2
tn − τ
)α
−
K∑
k=0
wk
( τ − Ii+ 1
2
tn − Ii+ 1
2
)k∣∣∣∣ ≤ ǫK , ∀τ ∈ [Ii+1, Ii]. (2.22)
Proof. From Lemma 2.1, we have τ−Ii+1tn−Ii+1 ≤
1
2 holds for all τ ∈ [Ii+1, Ii], which
implies tn − Ii+ 1
2
≥ 3(Ii − Ii+ 1
2
). Then we obtain
∣∣∣ τ−Ii+12tn−Ii+1
2
∣∣∣ ≤ 13 holds for all τ ∈
[Ii+1, Ii]. Thanks to (2.13), the following inequality holds for all τ ∈ [Ii+1, Ii]
∣∣∣∣
( tn − Ii+ 1
2
tn − τ
)α
−
K∑
k=0
wk τ¯
k
∣∣∣∣ =
∣∣∣ 1
(1− τ¯ )α
−
K∑
k=0
wk τ¯
k
∣∣∣ ≤ ǫK , (2.23)
where τ¯ =
τ−I
i+1
2
tn−Ii+1
2
. The proof of the Lemma is completed.
Lemma 2.6. Suppose u(t) ∈ C1[0, tn]. At the n-th time step, the total cut off
error according to the polynomial approximation RK is bounded by
∣∣RK∣∣ ≤ CǫKt1−αn max
0≤t≤tn
∣∣u′(t)∣∣, (2.24)
where C is a constant independent of h and ǫK .
Proof. From Lemma 2.5 and (2.17), we have
∣∣RiK∣∣ = 1Γ(1 − α)
∣∣∣∣∣
Ii∫
Ii+1
(
ΠJ,hu(τ)
)′
(
tn − Ii+ 1
2
)α
(( tn − Ii+ 1
2
tn − τ
)α
−
K∑
k=0
wik
( τ − Ii+ 1
2
tn − Ii+ 1
2
)k)
dτ
∣∣∣∣∣
≤ CǫK
Ii − Ii+1(
tn − Ii+ 1
2
)α max
Ii+1≤t≤Ii
∣∣u′(t)∣∣
≤ CǫK(Ii − Ii+1)
1−α max
Ii+1≤t≤Ii
∣∣u′(t)∣∣,
(2.25)
where C is a constant independent of h and ǫK . By taking the summation of the
above equations from 0 to Mn − 1, it follows that the bound of the total truncation
error according to the polynomial approximation RK is given by
∣∣RK∣∣ ≤ CǫKt1−αn max
0≤t≤tn
∣∣u′(t)∣∣. (2.26)
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Here C is a constant independent of h and ǫK .
Theorem 2.1. Suppose u(t) ∈ CJ+1[0, tn]. For any α (0 < α < 1), the gap
between the Caputo fractional derivative C0 D
α
t u(t) and the numerical Caputo fractional
derivative C0 D
F,α
t u(t) satisfies∣∣∣ C0 Dαt u(t)−C0 DF,αt u(t)
∣∣∣ ≤ RJ,h + CǫKt1−αn max
0≤t≤tn
∣∣u′(t)∣∣, (2.27)
where C is a constant independent of h and ǫK .
By combining the above Lemmas, we can prove Theorem 2.1 easily. As shown
in Theorem 2.1, the FAOM-PK method should have the same order of convergence
rate as the corresponding direct method with small ǫK . Numerical results in the next
two sections show that ǫK ≈1e-3 with K = 4 is good enough corresponding to L1
approach and ǫK ≈1e-6 with K = 9 is good enough corresponding to L1− 2 formula,
respectively. From Theorem 2.1, we conclude that the fast algorithm FAOM-PK can
be used together with any direct scheme with polynomial interpolation of u(t).
3. Validity of the proposed methods. In this section, we validate the pro-
posed methods and study the convergence rates. Let us consider the following pure
initial value problem of the linear fractional diffusion equation
C
0 D
α
t u(x, t) = uxx(x, t) + f(x, t) x ∈ Ωx, t > 0,
u(x, 0) = u0(x) x ∈ Ωx,
u(x, t) = ϕ(x, t) x ∈ ∂Ωx, t > 0,
(3.1)
where the domain Ωx = [a, b]. Suppose the domain Ωx is covered by a uniform mesh
with ∆x = b−aN . The set of all mesh points is denoted as Ω
∆x
x =
{
xi, i = 0, 1, · · · , N
}
,
with xi = a + i∆x. We will simply denote the approximation of u(xi, tj) by u
j
i . In
this section, we consider a second-order and a fourth-order finite difference scheme to
discretize the spatial derivative uxx, respectively. In the second-order finite difference
scheme, uxx is discretized by the central scheme as follows
uxx(xi, tj) ≈
uji+1 + u
j
i−1 − 2u
j
i
∆x2
. (3.2)
The fourth-order finite difference scheme we used is proposed in [10], which is a com-
pact difference scheme and achieves fourth-order accuracy in space. In this section, a
test case is studied to validate the proposed methods.
Example 3.1. In (3.1), we set the computational domain Ωx = [0, π]. The source
term f(x, t), the initial data u0(x), and the boundary value ϕ(x, t) are given by
f(x, t) =Γ(4 + α)x4(π − x)4 exp(−x)t3/6− x2(π − x)2
{
t3+α exp(−x)
[x2(56− 16x+ x2)− 2πx(28− 12x+ x2) + π2(12− 8x+ x2)]
+ 4(3π2 − 14πx+ 14x2)
}
x ∈ Ωx, t ∈ (0, T ],
u0(x) =x
4(π − x)4 x ∈ Ωx,
ϕ(x, t) =x4(π − x)4
[
exp(−x)t3+α + 1
]
x ∈ ∂Ωx, t ∈ (0, T ].
(3.3)
It is clear that the linear problem (3.1) has the following exact solution
u(x, t) = x4(π − x)4
[
exp(−x)t3+α + 1
]
x ∈ Ωx, t ∈ [0, T ]. (3.4)
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To test the accuracy of our schemes, we define the maximum norm of the error and
the convergence rates with respect to temporal and spatial mesh sizes, which are given
as follows
E(∆x, h) =
√√√√h
NT∑
j=1
‖ej‖2∞, rs = log2
E(∆x, h)
E(∆x/2, h)
, rt = log2
E(∆x, h)
E(∆x, h/2)
,
where the error eji = u(xi, tj)− u
j
i .
To understand the accuracy of the FAOM method and the FAOM-PK method
in time, we run the code with different time step sizes h = 1/10, 1/20, 1/40, 1/80,
1/160, and a fixed spatial mesh size ∆x = π/20000. For comparison, we also simulate
the example by the cut off approach, L1 formula, L1− 2 formula, and a fast method
proposed in [11]. The computational errors and numerical convergence rates for dif-
ferent methods with α = 0.9, 0.5, 0.1 are given in Tables 3.1 and 3.2. The results
reported in Table 3.1 show that the error of cut off approach increases as the time
step size decrease. However, the FAOM method achieves bounded errors for all time
step sizes we used, even the storages of memory for the two methods are almost the
same. As reported in the tables, the L1 formula and L1 − 2 formula both reach the
ideal convergence orders, which are 2−α and 3−α, respectively. We also find that the
accuracy of the FAOM-PK method is as good as the L1 formula and L1− 2 formula,
if the same interpolation function ΠJ,hu(t) is used. All results are consistent with our
analysis given in the previous section. In the paper, the polynomial approximation of
the kernel function 1(1−τ)α is given by the Taylor expansion.
To check the convergence rate of our FAOM-PK method in space, we do the
simulations with different spatial mesh sizes ∆x = π/20, π/40, π/80, π/160, π/320
and a fixed time step size h = 0.001. Two simulations with α = 0.5 are considered. In
the first one, u(t) is approximated by Π1,hu(t) and uxx is discretized by the second-
order finite difference scheme. In the second simulation, u(t) is approximated by
Π2,hu(t) and uxx is discretized by the fourth-order compact finite difference scheme.
As shown in Fig. 3.1, the FAOM-PK can reach the ideal convergence order in space
for the two finite difference schemes.
We then investigate the long time performance of FAOM-PK method. We com-
pute the example until T = 10 with h = 0.01 and ∆x = π/20000. Four different
methods are considered, which are L1 formula, L1− 2 formula, the fast method pro-
posed in [11], and the FAOM-PK method, respectively. We focus on the accuracy
and memory usage of those methods. As plotted in Fig. 3.2-(a), the the FAOM-PK
method and the fast method proposed in [11] can reach the same accuracy with the L1
formula. Furthermore, the high order FAOM-PK algorithm also has similar accuracy
as compared with the L1− 2 formula. We plot the length of vector Un as a function
of n in Fig. 3.2-(b), from which we clearly see that Mn is between log2 n − 1 and
2 log2
n+1
2 . The relationship verifies the Lemma 2.2 and shows that the storage of
memory for the FAOM-PK algorithm is O
(
(K +1)Nτ logNτ n
)
at each time step. As
a function of total time steps NT , the total computational times of the direct methods
and the FAOM-PK method are plotted in Fig. 3.2-(c-d). We observe that the total
compute time increases almost linearly with the total number of time steps NT for the
FAOM-PK method, but the total compute time for the direct scheme is in the order
of O(N2T ). There is a significant speed-up in the FAOM-PK algorithm as compared
with the direct schemes.
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Table 3.1
The errors and convergence orders in time with fixed spatial mesh size ∆x = π/20000 for the
proposed methods. In all methods, u(t) is approximated by Π1,hu(t), and the second-order finite
difference scheme is used. T = 1, Nτ = 2, S¯ = 10. In the FAOM-PK method, we choose K = 4
such that ǫK ≈ 1e-3. Here “JIANG” denotes the fast algorithm presented in [11].
h
Cut off FAOM L1 formula JIANG FAOM-P4
E(·, ·) rt E(·, ·) rt E(·, ·) rt E(·, ·) rt E(·, ·) rt
α = 0.9
1/10 3.66e-1 - 3.69e-1 1.16 3.66e-1 1.17 3.66e-1 1.17 3.66e-1 1.17
1/20 1.66e-1 - 1.65e-1 1.11 1.62e-1 1.14 1.62e-1 1.14 1.62e-1 1.14
1/40 1.06e-1 - 7.66e-2 1.05 7.39e-2 1.12 7.39e-2 1.12 7.39e-2 1.12
1/80 1.34e-1 - 3.69e-2 0.97 3.41e-2 1.11 3.41e-2 1.11 3.41e-2 1.11
1/160 2.16e-1 - 1.89e-2 - 1.58e-2 - 1.58e-2 - 1.58e-2 -
α = 0.5
1/10 7.59e-2 - 8.22e-2 1.28 7.59e-2 1.48 7.60e-2 1.48 7.60e-2 1.48
1/20 6.10e-2 - 3.38e-2 1.02 2.73e-2 1.47 2.73e-2 1.47 2.73e-2 1.47
1/40 2.45e-1 - 1.67e-2 0.63 9.83e-3 1.48 9.84e-3 1.47 9.85e-3 1.47
1/80 6.11e-1 - 1.08e-2 0.27 3.54e-3 1.48 3.54e-3 1.48 3.56e-3 1.47
1/160 1.11 - 8.97e-3 - 1.27e-3 - 1.27e-3 - 1.29e-3 -
α = 0.1
1/10 5.35e-3 - 7.50e-3 1.03 5.35e-3 1.76 5.35e-2 1.76 5.35e-2 1.76
1/20 1.10e-1 - 3.68e-3 0.46 1.58e-3 1.77 1.58e-3 1.77 1.58e-3 1.76
1/40 4.91e-1 - 2.67e-3 0.11 4.63e-4 1.78 4.64e-4 1.77 4.65e-4 1.77
1/80 1.05 - 2.47e-3 - 1.35e-4 1.79 1.36e-4 1.77 1.36e-4 1.76
1/160 1.61 - 2.48e-3 - 3.90e-5 - 3.99e-5 - 4.00e-5 -
0.003125 0.00625 0.0125 0.025 0.05
10-4
10-3
10-2
10-1
100
(a)
0.003125 0.00625 0.0125 0.025 0.05
10-6
10-5
10-4
10-3
10-2
10-1
100
(b)
Fig. 3.1. The errors in space with fixed time step size h = 0.001 for the proposed methods
and T = 1. (a) u(t) is approximated by Π1,hu(t), the second-order finite difference scheme is used
to discretize uxx, and K = 4; (b) u(t) is approximated by Π2,hu(t), the fourth-order compact finite
difference scheme is used to discretize uxx, and K = 9.
4. Nonlinear fractional diffusion equation. We now consider the initial
value problem of the nonlinear fractional diffusion equation as follows
C
0 D
α
t u(x, t) = uxx(x, t) + f(u) + g(x, t) x ∈ Ωx, t > 0,
u(x, 0) = u0(x) x ∈ Ωx,
u(x, t) = ϕ(x, t) x ∈ ∂Ωx, t > 0.
(4.1)
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Table 3.2
The errors and convergence orders in time with fixed spatial mesh size ∆x = π/20000 for the
proposed methods. In all methods, u(t) is approximated by Π2,hu(t), and the fourth-order compact
finite difference scheme is used. T = 1, Nτ = 2. In the FAOM-PK method, we choose K = 9 such
that ǫK ≈ 1e-6.
h
L1− 2 FAOM-P9
E(·, ·) rt E(·, ·) rt
α = 0.9
1/10 6.30e-2 2.06 6.30e-2 2.06
1/20 1.51e-2 2.08 1.51e-2 2.08
1/40 3.57e-3 2.09 3.57e-3 2.09
1/80 8.39e-4 2.09 8.39e-4 2.09
1/160 1.96e-4 - 1.96e-2 -
α = 0.5
1/10 1.03e-2 2.44 1.02e-2 2.44
1/20 1.89e-3 2.46 1.89e-3 2.46
1/40 3.44e-4 2.47 3.44e-4 2.47
1/80 6.21e-5 2.48 6.21e-5 2.48
1/160 1.11e-5 - 1.11e-5 -
α = 0.1
1/10 5.59e-4 2.76 5.54e-4 2.76
1/20 8.24e-5 2.77 8.20e-5 2.77
1/40 1.20e-5 2.94 1.20e-5 2.94
1/80 1.57e-6 2.45 1.57e-6 2.45
1/160 2.88e-7 - 2.88e-7 -
In this section, we focus on the discretization of the fractional diffusion derivative and
discretize the spatial derivative uxx by the second-order finite difference scheme given
in (3.2). To complete the discretization of the nonlinear fractional diffusion equation,
it still needs to consider the approximation of f(u). If we treat this term implicitly,
a nonlinear algebraic system is constructed and needs to be solved at each time step.
This may lead extra computational cost and make the algorithm complicated. In
[11, 15], f(u(xi, tj+1)) is explicitly approximated as f(u
j
i ) at the (j +1)-th time step.
This explicit approximation is high efficient and easily implemented. However, the
method only enjoys a first-order accuracy in time even L1 formula is used [11, 15].
This is because the accuracy of the approximation uj+1 ≈ uj is only first-order. In
this paper, we treat f(u) explicitly with a high order approximation of uj+1 by the
solution of the previous several time steps. At the (j + 1)-th time step, the discrete
scheme for nonlinear fractional diffusion equation (4.1) is given as follows
C
0 D
F,α
t u
j+1
i =
uj+1i+1 + u
j+1
i−1 − 2u
j+1
i
∆x2
+ f(u˜j+1i ) + g(xi, tj+1) 1 ≤ i ≤ N − 1,
u0i = u0(xi) 0 ≤ i ≤ N,
uj+1i = ϕ(xi, tj+1) i = 0 or i = N,
(4.2)
where u˜j+1i is a high order approximation of u
j+1
i . In this paper, u˜
j+1
i equals 2u
j
i −
uj−1i with j > 0 and u˜
1
i = u
0
i for L1 approach. For L1 − 2 approach, u˜
j+1
i equals
3uji − 3u
j−1
i + u
j−2
i for j > 1, u˜
2
i = 2u
1
i − u
0
i , and u˜
1
i = u
0
i .
Example 4.1. In (4.1), we assume the computational domain Ωx = [0, π]. The
nonlinear term f(u), the source term g(x, t), the initial data u0(x), and the boundary
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Fig. 3.2. Long time performance of the proposed methods. α = 0.5. Here FEOM-P4 denotes
the FAOM-PK method with Π1,hu(t) interpolation approximation and an approximation of
1
(1−τ)α
by a polynomial of the fourth degree. FAOM-P9 denotes the FAOM-PK method with Π2,hu(t)
interpolation approximation and an approximation of 1
(1−τ)α
by a polynomial of the ninth degree.
(a) The error E(∆x, h) at each time step for the given methods are given. (b) The relationship
between Mn (the length of the vector Un,k) and n at each time step. (c) The total computational
times for the FAOM-P4 algorithm and L1 formula with N = 21 and α = 0.5. (d) The total
computational times for the FAOM-P9 algorithm and L1− 2 formula with N = 21 and α = 0.5.
value ϕ(x, t) are given by
f(u) =0.01u(1− u),
g(x, t) =Γ(4 + α)x4(π − x)4 exp(−x)t3/6− x2(π − x)2
{
t3+α exp(−x)
[x2(56− 16x+ x2)− 2πx(28 − 12x+ x2) + π2(12− 8x+ x2)]
+ 4(3π2 − 14πx+ 14x2)
}
− 0.01x4(π − x)4
[
exp(−x)t3+α + 1
]
{
1− x4(π − x)4
[
exp(−x)t3+α + 1
]}
x ∈ Ωx, t ∈ (0, T ],
u0(x) =0 x ∈ Ωx,
ϕ(x, t) =x4(π − x)4
[
exp(−x)t3+α + 1
]
x ∈ ∂Ωx, t ∈ (0, T ].
(4.3)
It is clear that the nonlinear problem (4.1) has the following exact solution
u(x, t) = x4(π − x)4
[
exp(−x)t3+α + 1
]
x ∈ Ωx, t ∈ [0, T ]. (4.4)
We test the accuracy of the FAOM-PK algorithm for the nonlinear fractional
diffusion equation with α = 0.25, 0.5, and 0.9. To understand the accuracy of the
FAOM-PK scheme in time, we solve the problem with different time step sizes h =
1/10, 1/20, 1/40, 1/80, 1/160, and a fixed spatial mesh size ∆x = π/5000. For the
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reason of comparison, we also simulate the example by the direct method, i.e., the L1
formula and L1 − 2 formula. The computational errors and numerical convergence
orders for the different methods with α = 0.25, 0.5, and 0.9 are given in Table 4.1.
As reported in the table, both the direct method and the FAOM-PK algorithm reach
the ideal convergence orders, which are 2 − α and 3 − α, respectively. To check
the convergence rate of our FAOM-PK method in space, we simulate the case with
different spatial mesh sizes ∆x = π/80, π/40, /160, π/320, π/640 and a fixed time
step size h = 2−14. The results are given in Table 4.2, which clearly shows that the
FAOM-PK has almost the same accuracy as the corresponding direct method, but
takes much less computational time.
Table 4.1
The errors and convergence orders in time with fixed spatial mesh size ∆x = π/5000 for the
proposed methods. T = 1, Nτ = 2.
L1 formula L1− 2 formula
h
Direct scheme FAOM-P4 Direct scheme FAOM-P9
E(·, ·) rt E(·, ·) rt E(·, ·) rt E(·, ·) rt
α = 0.9
1/10 3.72e-1 1.25 3.72e-1 1.25 6.76e-2 2.18 6.76e-2 2.18
1/20 1.56e-1 1.19 1.56e-1 1.19 1.49e-2 2.16 1.49e-2 2.16
1/40 6.86e-2 1.15 6.87e-2 1.14 3.33e-3 2.13 3.33e-3 2.13
1/80 3.10e-2 1.12 3.10e-2 1.12 7.61e-4 2.11 7.61e-4 2.11
1/160 1.42e-2 - 1.43e-2 - 1.76e-4 - 1.77e-4 -
α = 0.5
1/10 1.19e-1 1.68 1.19e-2 1.68 2.06e-2 2.70 2.06e-2 2.70
1/20 3.71e-2 1.65 3.71e-2 1.64 3.17e-3 2.70 3.16e-3 2.69
1/40 1.18e-2 1.61 1.19e-2 1.61 4.91e-4 2.63 4.91e-4 2.63
1/80 3.87e-3 1.60 3.89e-3 1.57 7.94e-5 2.42 7.94e-5 2.41
1/160 1.29e-3 - 1.31e-3 - 1.48e-5 - 1.49e-5 -
α = 0.25
1/10 7.22e-2 1.88 7.22e-2 1.88 1.27e-2 2.91 1.27e-2 2.91
1/20 1.96e-2 1.89 1.96e-2 1.89 1.70e-3 2.90 1.70e-3 2.90
1/40 5.30e-3 1.89 5.31e-3 1.88 2.27e-4 2.82 2.27e-4 2.82
1/80 1.43e-3 1.87 1.44e-3 1.86 3.22e-5 2.28 3.22e-5 2.28
1/160 3.91e-4 - 3.97e-4 - 6.64e-6 - 6.64e-6 -
Table 4.2
The errors and convergence orders in space with fixed time step size h = 2−14 for the proposed
methods. Nτ = 2, T = 1, α = 0.25. Here CPU denotes the total compute time on the finest mesh.
L1 formula L1− 2 formula
∆x
Direct scheme FAOM-P4 Direct scheme FAOM-P9
E(·, ·) rs E(·, ·) rs E(·, ·) rs E(·, ·) rs
π/80 1.12e-2 2.00 1.12e-2 2.00 1.12e-2 2.00 1.12e-2 2.00
π/160 2.81e-3 2.00 2.80e-3 2.00 2.81e-3 2.00 2.80e-3 2.00
π/320 7.01e-4 2.00 7.02e-4 1.98 7.01e-4 2.00 7.01e-4 2.00
π/640 1.75e-4 - 1.78e-4 - 1.75e-4 - 1.75e-4 -
CPU(s) 807.43 40.50 1451.29 70.85
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We next consider the initial value problem of the nonlinear fractional diffusion
equation on the unbounded domain as follows
C
0 D
α
t u(x, t) = uxx(x, t) + f(u) x ∈ R, t > 0,
u(x, 0) = u0(x) x ∈ R.
(4.5)
By setting f(u) = −u(1 − u), (4.5) is the time fractional Fisher equation which is
used in an infinite medium [5], the chemical kinetics [22], flame propagation [7], and
many other scientific problems [24]. By setting f(u) = −0.1u(1− u)(u− 0.001), (4.5)
is the time fractional Huxley equation, which is used to describe the transmission of
nerve impulses [6, 26] with many applications in biology and the population genetics
in circuit theory [31].
If the initial data u0(x) is compactly supported on Ωx = [a, b], we solve the
fractional diffusion equation (4.5) on a bounded domain [a, b] with absorbing bounder
conditions (ABCs) [15]. The inner points is still discretized by the first equation of
(4.2) and the discretization of the points on the boundary is given by the ABCs as
follows
(δ˜x + 3s
α
2
0 )
C
0 D
F,α
t u(xN−1, tj+1) + (3s
α
0 δ˜x + s
3α
2
0 )u
j+1
N−1 = (δ˜x + 3s
α
2
0 )f(u˜
j+1
N−1),
(δ˜x − 3s
α
2
0 )
C
0 D
F,α
t u(x1, tj+1) + (3s
α
0 δ˜x − s
3α
2
0 )u
j+1
1 = (δ˜x − 3s
α
2
0 )f(u˜
j+1
1 ),
(4.6)
where δ˜xu
j+1
i =
uj+1i+1−u
j+1
i−1
2∆x and s0 = 3 according to [15].
Example 4.2We consider the time fractional Fisher equation with f(u) = −u(1−u)
in (4.5) and initial condition
u(x, 0) =
√
10
π
exp (−10x2).
The computational domain is set as [−6, 6]. Since it is difficult to obtain the exact
solution of the time fractional equation on the unbounded domain, here and below we
take the solution on a very fine mesh as the reference solution. Table 4.3 presents the
numerical results for α = 0.25 and 0.75, which shows that the FAOM-PK algorithm
has the same convergence order in time as the corresponding direct scheme. The
convergence orders in time of the direct scheme and the FAOM-PK algorithm are
higher than 1, but lower than the ideal convergence order. To understand it, we plot
the numerical solution in Fig. 4.1, which shows that u′(t) has singularity at t = 0.
How to obtain a high accurate method for the solution with singularity is still an
unsolved problem. Due to the approximation of f(u), the convergence rate in time
of our scheme is high than the scheme reported in [11, 15]. Table 4.4 indicates that
the FAOM-PK algorithm has the second-order of accuracy in space and takes less
computational time than the direct algorithm.
Example 4.3. We consider the time fractional Huxley equation with f(u) = −0.1u(1−
u)(u− 0.001) in (4.5) and initial condition
u(x, 0) = exp
(
− 10(x− 0.5)2) + exp
(
− 10(x+ 0.5)2).
The computational domain is set as [−8, 8]. Table 4.5 presents the numerical results
for α = 0.5, which shows that the FAOM-PK algorithm has the same convergence
order in time as the corresponding direct scheme. Similar to the above example,
the convergence orders in time of the direct scheme and the FAOM-PK algorithm are
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Table 4.3
The errors and convergence orders for the Fisher equation in time with fixed spatial mesh size
∆x = 3× 2−10 for the proposed methods. Nτ = 2, T = 1.
L1 formula L1− 2 formula
h
Direct scheme FAOM-P4 Direct scheme FAOM-P9
‖eNT ‖∞ rt ‖eNT ‖∞ rt ‖eNT ‖∞ rt ‖eNT ‖∞ rt
α = 0.25
2−8 1.92e-4 1.15 1.93e-4 1.14 1.81e-4 1.16 1.88e-4 1.15
2−9 8.63e-5 1.27 8.74e-5 1.24 8.12e-5 1.28 8.49e-5 1.26
2−10 3.57e-5 1.63 3.70e-5 1.52 3.35e-5 1.63 3.54e-5 1.59
2−11 1.16e-5 - 1.29e-5 - 1.08e-5 - 1.17e-5 -
α = 0.75
2−8 3.19e-4 1.21 3.18e-4 1.21 2.27e-4 1.36 2.36e-4 1.34
2−9 1.38e-4 1.29 1.37e-4 1.30 8.85e-5 1.44 9.34e-5 1.41
2−10 5.65e-5 1.62 5.58e-5 1.66 3.26e-5 1.75 3.52e-5 1.68
2−11 1.83e-5 - 1.76e-5 - 9.67e-6 - 1.10e-5 -
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Fig. 4.1. Numerical solutions at x = 0. (a) The time fractional Fisher equation with α =
0.25, 0.75. (b) The time fractional Huxley equation with α = 0.5, 0.75.
higher than 1, but lower that the ideal convergence order. Due to the approximation of
f(u), the convergence order in time of our scheme is higher than the scheme reported
in [11, 15]. Table 4.6 indicates that the FAOM-PK algorithm has the second-order of
accuracy in space and takes less computational time than the direct algorithm.
5. Conclusions. In this paper, we present a high order fast algorithm with
almost optimum memory for the Caputo fractional derivative. The fast algorithm is
based on a nonuniform split of the interval [0, tn] and a polynomial approximation of
the kernel function (1 − τ)−α, in which the storage requirement and computational
cost both are reduced from O(n) to O(log n). We prove that the fast algorithm has the
same convergence rate as that of the corresponding direct method, even a high order
scheme is compared. The fast algorithm is applied to solve the linear and nonlinear
fractional diffusion equations. Numerical results on linear and nonlinear fractional
diffusion equations show that our fast scheme has the same order of convergence as
the corresponding direct methods, but takes much less computational time.
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