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I N T R o D u e e I o N 
Con el presente trabajo perseguimos alcanzar una idea·central: 
ayudar, en la medida de nuestras posibilidades, a la divulgación de 
temas relacionados con estructuras de orden, las cuales.se han encon 
I 
trado un tanto relegadas del trabajo matemático en nuestro medio. 
Con esta idea en mente planeamos el trabajo ha realizar en dos 
sentidos. El primero de ellos, encaminado a un estudio general de -­ 
los Conjuntos Parcialmente Ordenados, fun�amentalmente al caso mas - 
importante de estos: las redes. En segundo lugar, se presenta un es­ 
tudio particular de ciertos elementos especiales: los pseudocomple-­ 
mentos. 
Para el primer aspecto, hemos dedicado los dos primeros capítu­ 
los del trabajo. En el primer capítulo no se pretende conseguir nada 
más que familiarizarnos con los conceptos básicos necesarios para 
trabajar nuestras estructuras de orden. En �l segundo capítulo se 
tratan las redes presentándolas como una estructura algebraico-orde­ 
nada y se estudian a la vez casos importantes de estas: redes distri 
butivas, redes complementadas y algebras Booleanas. 
El estudio particular de los pseudocomplementos se ha hecho en 
dos.niveles. Una primera presentación de ellos en la estructura de - 
red, y después, generalizamos su estudio a los Conjuntos Parcialmen- 
te Ordenados. Para ello, se han utilizado ideales y semi-ideales; se 
construye el Conjunto de los ideales y de los semi-ideales de un Con 
junto -Parcialmente Ordenado y se muestra que ellos forman una red -­ 
(con variadas propiedades) bajo la inclusión de conjuntos como rela­ 
ción de orden. Se finaliza el estudio presentando las Algebras Boolea 
nas mediante diversos tipos de redes auxiliadas por pseudocomplementos. 
En la parte medular del trabajo, se ha seguido el artículo del - 
Profesor P .  V. Venkatanarasimhan: "PSEUDO-COMPLEMENTS IN POSETS", el 
·cual constituyó la motivación para esta modesta investigación biblio­ 
gráfica. 
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CONJUNTOS PARCIALMENTE ORDENADOS 
1 . 1  DEFINICIONES. SIMBOLOGIA A UTILIZAR 
En el presente trabajo, nos referiremos a los Conjuntos Par­ 
cialmente Ordenados.mediante la abreviatura COPO. Si en un conjunto 
:C está definida una relación de orden cp ,  .diremos qué ''.le es tin copo 
respecto a cp".  Cuando el orden se halla puesto en evidencia, o si no 
hay lugar a confusión, diremos sencillamente, por abuso de lenguaje, 
que " :C e s  un  copo". 
La relación de orden en un copo. JC, la representaremos por el 
signo convencional "x _.::. y" para elementos x , y de JC. La relación 
"x < y" será equivalente a la relación "x _.::. y /\. x t y"� Por otro 
lado la relación "x _.::. y" (respect. "x < y") se podrá denotar por 
" y >  x" (respect. y >  x ) .  
Si la relación "x � y v y _.::.  x" es verdadera, diremos que 
los elementos x e y del copo X: · son "comparables", en caso contra­ 
rio se dirá que ellos son "no comparabies". 
Siempre que en un copo :C , la relación: 
(:r.r x)(:V y) ( (  (x, y) 6 X: x X:) __. (x _::. y v y _.::. x)) 
sea verdadera, diremos que X: es un conjunto completamente ordenado 
respecto al orden en X: (o sencillamente, que X:: es una CADENA). 
Algunos ejemplos de Copos y Cadenas son los siguientes: 
E 1 :  En lR , la relación: 
"x _.::. y 
lo ordena completamente. 
En lo sucesivo, nos referiremos a ésta relación bajo el nom­ 
bre de "orden usual en JR" • (Lo mismo que para los subconjuntos 
de JR ordenados bajo ésta relación). 
E2: El conjunto de subconjuntos del conjunto A ,  que lo representare­ 
mos por P (A ) ,  es parcialmente ordenado por la relación: 
(y - x) G Jl/ " 
"x _.::. Y X C  y".  
• 
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E3: Sea A conjunto. Llamaremos R(A) al conjunto de todas las relacio 
nes en A. En R(A) podemos introducir un orden parcial mediante 
la relación: 
q> 2 1/1 <::==- ( :V x ) ( :V: y ) ( ( ( x ,  y) 6 A x A  A  x  o  y) =*' x ljJ y ) .  
En efecto: 
i) La relación es reflexiva, ya que para todo cp € R(A),  sí 
"x <I> y". es verdadera, también lo es la relación 
"x <I> y ==:;,.  X  <j¡  y" ' con lo cual <!> .2.. 4> . 
íi) Es antisimétrica, ya que sí para elementos cp , vi en R(A) ·  es 
cierto que "cp 2 1j, 
ra X € A, y € A :  
1/J  2  <!>'' ·, entonces para cualesquie- 
x cp y �  x i/J y  
x ij, y ==:>  x <j) y  
son relaciones ve rdade'ras con lo cual 11x <ji y <=====;> x 1/J y" 
lo es .  Luego <I> = ijJ • 
iíi) Es transitiva, pues si <I> ,  1J} ,  a  son elementos de R(A) 
tales que <I> 2 1j, A 1/J < a entonces, para cualesquiera 
x € A, y €  A  las relaciones siguientes son verdaderas: 
luego "x <I> y =::::;,. x á y" lo es, con lo cual: 
( <I> < ijJ A �1 2 a) � qi < a. • 
E4: Sea (re ,  2) un copo. La relación: 
"x n y � y .2.. x" .. .  
Entre elementos x , y de I.: ,  ordena parcialmente a ·  x:.  Se le lla­ 
ma "el dual" de la relación < • 
i) Puesto -que..::_ es un orden e n :C :  
("!/ x) (x € Je � x .2. x) 
luego (:V x) (x € X:: � x JI x) • 
ii) Supongamos que para elementos x 6 X: , y € :U la relación 
"x TI y A y n x" es verdadera. Entonces "y..::_ x /\ x ..::_ y" 
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también. lo es .  Lo cual implica, por ser ([; ,  ::) parcialmen­ 
te ordenado
9 
x = y.  
iii) Sean x, y, z elementos d e X:  tales que la relación 
"x 11 y 11. y JI z" es verdadera. Entonces "y 2 x ll. z .:::. y" 
también lo es,  luego el orden < en JC nos da, z < x es de­ 
cir X TI z .  
E5:  Sea (Ei , Ri) iGI una familia de copos. 
Se llama "r-e.Lac í.ón producto" de las R .  
1.  
definida como sigue: 
a la relación R en TI · E .  
iSI 
1 
(V í ) ( i  €  I  x . R . y . ) .  
l.  1  l.  
R e s  una relación de orden en II 
iGI 
E . •  
1.  
i) Puesto que en cada Ei, Ri es una relación de orden: 
(V i ) ( i  €  I  ====:,.  x .  R. x . )  
1.  1  1.  
es decir (x . )  R  ( x . ) .  
l.  1.  





(x . )  R  ( y . )  A  ( y . )  R (x . )  entonces las siguientes rela- 
1 1. 1 1. 
ciones son verdaderas: 
"(V i) (i € I =,> x . R. y . )  Í\.  (l/ i ) ( i  6  I  -> y . R . x . ) "  
l..  l.  l  1.  l.  1.  .  
"(V  i ) (  (i  G  I  � x . R .  y . )  J\  (i € I y . R . x . ) ) 1 1  
1  l.  ].  1  J.  J..  
"(V i) (i € I =:=:;, ( ( x . R . y . )  Í\.  (y. ·  R. x . ) ) ) "  
1.  l.  1.  l.  1  l  
11 (:V i) (i  €  I  ==:>  X .  =  y  . ) t '  
l  1.  
Luego: 
( '\ (yi)iGI Xi} iGI 
. 
1.·i1.") Sean ( x )  ( y )  ( z )  elementos de TI E .  ta- . · � r '  .  "€T '  •  º "I  1  1� 1 1 - 1 1�- i€I 1 
les que la relación " ( x i )  i€I R (y i) iGI 11. (y i) i6I R (zí)  i€I' 
es verdadera. Las siguientes relaciones también lo serán: 
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(V i ) ( i  €  I  --=-�· x , R, Y . )  !\  ( :r,I í )  ( i 6 i  � y . R .  z . )  
:1 1. · 1  l. 1 1  
(11 i ) (  :i.  �  l  �  ( (  x  .  R  •  y  .  )  A  (  y  .  R. :i: • ) ) 
1 1 1 1 a l. 
(V i) ( i G I � x . R. z .  )  
1  1.  J.  
Luego: 
1 \ 2  COTAS SUPERIORES E INFERIORES. ELEMENTO MA,�!MAL Y MINIMAL. ELE­ 
MEN'rO MAYOR Y MENOR. SUPREMO E INFIMO. 
En un copo - S :  
a) Llamaremos elemento maxi.mal de S (respec�. elemento minimal) al 
elemento s G S que hace verdadera la relación: 
(� x ) ( (x  €  S  A  s  .::_ _x)  x  � s) 
(respect. (� x ) ( (x  G  S  A  x .:.  s) � x = s ) .  
b) Llamaremos elemento.mayor de S (respect. elemento menor) al ele­ 
mento a €  S  tal que hace verdadera la relación: 
(V x ) ( x  6 S  ====,;;,-  x .:.  a) 
(respect. (V x) (x  G  S  ====>  a _::  x ) ) .  
El elemento mayor (respect • .  menor) del copo :C, cuando ex.í.st;e, 
sera denotado por 1 (respect. O ) .  
Sea S un copo, X e S .  
Diremos que: 
a) El ·elemento s G S es una "cota superior de X en S" (respect. 
"cota inferior") si:  
(V x)(x 6 X �__.;, x .:.  s) 
(respect. (� x)(x G X ====* s .:.  x ) ) .  
b) Un elemento a € S es llamado el "Sup remo de X en s'i (respect. 
el Ínfimo), si es el elemento menor . (respect. mayor) del conjunto 
de cotas superiores (respect. inferiores) de X en S .  
Cuando el supremo de X en S exísta (respect. el Ínfimo) será 
• 
denotado por Sup8 X (respect. Inf X ) ;  si no hay lugar a confu 
s . 
sión se escribirá sencillamente Sup X (respect. Inf X ) .  
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E J E M P L O S 
El: Sea :N ordenado mediante el orden usual. Sea X el intervalo natu- 
ral [s '  s ] .  
El conjunto de cotas superiores de X :N 
,. 
{ X !  X �  8} en sera 
El conjunto de cotas inferiores de X :N ,. {x ! 0 ..:5_ X ..:5_ 5} en sera 
El elemento maxímal de ·X es 8 .  
E l  elemento minimal de X es 5 .  
El elemento mayor de X es 8 .  
El el�mento menor de X es 5 .  
• 
Sup X = 8 • 
:N ' 
Inf:N X = S .  
El ejemplo anterior corre el riesgo de llevarnos a confundir 
los elementos maximales con el elemento �ayor (o los minimales 
con el elemento menor). 
Un etemento maximal no es necesariamente el elemento mayor 
del conjunto; como también un elemento minimal no es necesaria-­ 
mente el elemento menor. Lo que sí podemos afirmar, es que si un 
éopo:C posee elemento mayor (respect. menor), éste es el único 
elemento maximal (respect. mínimal) de JC; ésto lo probaremos en 
breve. 
Por ahora ilustraremos el caso en el cual un elemento maximal 
no es elemento mayor de un conjunto: 
+ E2:  Sea Z = { 1 ,  2 ,  3 ,  • • .  }  ordenado mediante la relación: 
"x 2 y x l y" . Formemos X e z+ como sigue: 
X =  {x X =  2 n  +  1, 
En X, 4 es un elemento maxímal ya que si existiera x € X tal 
que 4 l x  entonces x = 4. Sin embargo, 4 no es elemento mayor 
de X, es más X no tiene elemento mayor. 
Los elementos minimales de X son todos los números primos de ése 
conjunto, sin embargo X no tiene elemento menor. 
E3:  En P (E) ordenado por la .  relación: "X < Y <====- X e Y" • 
1 - 
1 
$ es el elemento menor d� P ( � ) ;  E  es el elemento mayor de P ( E ) .  
. .:. 6 -  
'Íámbién � es el Ghíco elemé.nt.o mínímal y E es el único elemento 
maxímal. 
Pot otro lado, para cualquier subconjtmto H de P ( E ) ,  
SupP(E) H = u H y  
'H€H 
InfP(E) H = () H J:r�H 
ya que: 
i) Para todo a G H ,  H  c  u  H  
HGH 
ií) Si existi"era H1  �  P(E)  1 H H .  H  ta que c 
1 
para todo H en , 
en tonces r 
con lo cual 
U H = 
H€H 
Sup ( ) H • 
p E 
Para la segunda afirmación, veamos que: 
í) Para todo H G H , () H c H .  
H€H 
ii) Si H2 G P(E) fuera tal que H2 e H para t odo H € H , en- . 
tonees: 
luego 
() H = InfP(E) H • 
HGH 
Si en el E3 consideráramos solamente los subconjuntos no vacíos 
de E,  es decir sí formáramos A =  {X G P(E) :  X + . � }  todos l9s 
elementos unitarios de A serían elementos minimales, ya que si 
X =  { x } ,  Y �  {y} fueran tales que X c Y, entonces x = y con 
lo cual X =  Y.  
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Algunos resultados útiles que ya podemos mencionar son. los si 
guientes: 
PROPOSICION 1 . 2 . 1  
Sí el copo X:: posee elemento mayor (respect. elemento menor), 
este es ún.íco. 
En efecto, sí a 6 X:: y b G�I:: fuesen elementos mayores de 
r: tendríamos que a < b /\ b < a , con lo cual a = b . 
En forma análoga se demues t r a la proposición para el elemento 
menor. 
PROPOSICION 1 . 2 . 2  
Sí un copo JC tiene' elemento mayor (respect. elemento meno r-) , 
este es el único elemento maximal (respec. minímal) d e ]C .  
Sea 1 el elemento mayor de :C ,  entonces (V x) (x € JC => x .::_ l ) ,  
con lo cual para todos los y G :C tales que 1 .::_ y ,  tendríamos 1 = y .  
La prueba para el elemento menor es similar. 
PROPOSICION 1 . 2 . 3  
Sí un subconjunto X del copoJC tiene elemento maror 1 ,  enton­ 
ces 1 = SupX: X • 
En efecto, si 1 es el elemento mayor de X, entonces 
('S/ x) (x € X = x .s_ 1) , es decir, 1 es cota superior de X en JC .  Por 
otro lado, si b fuése cota superior de X en E tendríamos 
('S/ x) (x 6 X =:, x .::_ b ) ,  en particular 1 < b , 
Luego 
PROPOSICION 1 . 2 . 4  
Sea x; un copo, X un subconjunto de JC que tiene supremo e ínfi 
mo en JC. Entonces Inf X .::_ Sup X si X f <ji ; si X :::: <P entonces 
Supx:; X es el elemento menor de X:: e Inf::t X es el elemento mayor de X:: .  
Prueba .  
i) Si X t cp ,  sea a = SupX:: X , b = Inf:C X . 
Para cualquier x 6 X la relación "x < a A b < x" es 
verdadera, con lo cual :  
b = Inf X <  a =  Su p  X .  
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ii) Si  X  =  e)> · ,  el con.junto de cotas super í.o res de X en ]C, es 
:C mismo? ya que la relación "{lJ x) (x G (ji ==? x _.::. a ) "  es 
verdadera para cualquier a G ]C. Por lo tanto el elemento 
menor de lC será el Sup]C X. 
Similarmente, el conjunto de cotas inferiores de X en JC,  
es JC mismo, ya que. la relación "(V x) (x ,f, rp ==;, a :::_ x) 11 es 
verdadera para todo a € 1C ;  por consiguiente el elemento 
mayo de 1C sera el Inf:C X. 
PROPOSICION 1 . 2 . 5  
Sean A, B subconjuntos de un copoJC los cuales poseen supremo 
(respect. Ínfimo) en JC .  Si A e B entonces Sup A .::_  Sup B (respect. 
Inf B < Inf A ) .  
Prueba 
Sean a = SupJC A ; 
Como A e B ,  b  es cota superior de A en :iC , ya que las rela­ 
ciones 11 (:V x) (x € A ==:> x G B ) "  y  (V x) (x G B � x .::_ b ) 11 imp1ican 
que (:V x) (x 6 A ==;, x < b) con lo cual b es cota superior de A en JC .  
Siendo a. el supremo de A en JC, a es .el elemento menor del conjunto. 
·¿e cotas superiores de A en JC, luego 
a = Supx; A < . b  Sup � B 
]\., 
De la misma manera, si llamamos: 
a 
1 




=  Inf B 
r. 
la hipótesis A e B nos lleva a que b 1  es cota inferior de A en]C, 
ya que las relaciones (V x) (x G A ::=;,, x € B) y (V x) (x € B =-;,. b ' < x) 
implican ("JJ x)(x  € A ==>  b '  _.::. x )  con lo cual b 1  es cota inferior de 
A en :C .  Como a ' =  Inf A, 
X: 
a I  es en particular el elemento mayor del 





Sea (xí)i€I una familia de elementos de un copo JC la cual 
tiene supremo e n JC .  Si J es un subconjunto de I tal que la familia 
(xi)i€J tiene supremo en X::, entonces: 
PROPOSICION 1 . 2 . 6  
Sean ( x i ) i € I ,  (yi)íGI dos familias de elementos de un copo 
JC,  indizadas por el mismo conj un to I,  tales que X �  <  y .  
].  -  1  
para todo 
i G l .  Sí ambas familias tienen supremo en:C,  entonces 
< 
Prueba 
b = Supí€I y i .  
La hipótesis (V i ) ( i  G  I  �  x  < y )  J·unto con el hecho de i - í ' 
que b = SupiGI Y ·  nos lleva a que X · <  Y ·  <  b  para todo i € I, 1  l. -  J. -  
es decir que b es cota superior de los x . ,  luego siendo· a = Supi€I xi' 1 ·  
a  es en particular la menor de las cotas superiores, es decir 
PROPOSICION 1 . 2 . 7  
<  b  ==  Supiel y i 
Sea (xi) i€I una familia de elementos del copo JC ,  (J a) «sr. un 
cubrimiento del conjunto de Índices I .  Supongamos además que cada 
subfamilia ( x . ) . � J  tiene supremo e n E .  
1  1'0 O'. 
Para que la familia (xi)i€I tenga supremo e n JC ,  es necesario 
y suficiente que la familia (Supí€Ja xi)aBL tenga supremo e n X::  y  en- 
tonces :  
Sup (Sup , J x . )  
a.€L 1€ a J. 
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Prueba 
i) Supongamos que la familia ( x ; ) · r r  tiene supremo a, 
- 1-o 
a = Supif"'l x
1. 
• Debemos probar que la famí.Lí, a (Sup x ) 
-o i€J0. i a.€L 
tiene supremo en E .  
Por hipótesis sabemos que cada subfamilia 
premo en JC, sea entonces: 
( x . ) . r J  tiene su- 
1 1-o a. 
a G L • 
El corolario de la proposición 1 . 2 . 5  nos muestra que, para cada 
a €  L :  
= <  =  a .  
Supongamos que a'  fuera otra cota superior de los ba , enton- 
ces b < a'  a. - para todo a. € L, es decir: 
< a'  para t o do a. € · L  •  
Sea i € I,  entonces existe ªo € L tal que l. 
,.. 
Jªo luego 'O ' 
para todo i 6 I ,  
a =  Supi€I X .  <  a'  '  l.  
con lo cual: 
ii) Supongamos ahora que la familia (Sup.63 x . )  tiene supremo 
1. , a i a€L 
en :t: .  Debemos probar que (x . )  .6T tiene supremo enJC.  
l.  l.  ...  
Sea b '  =  Supa.GL (Supí€J 
a 
X . )  '  
]_  
donde vamos a llamar, igual 
que en el caso anterior, ba = Supi€Ja xi bajo estas notaciones: 
para todo a. 6 L • 
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Puesto que para todo i 6 I ,  existe ª 1 6 L tal que 
i 6 J 
' 
entonces para todo i 6 I,  SupH;I X < b' con lo 
ª1 i -  
cual, ("S/ í ) ( i  €  I  ==>  x. < b ' ) .  
l.  -  ,  
Supongamos ahora que b" fuese otra cota superior de 
entonces b" sería cota superior para cada subfamilia ( X . )  ºCJ. 
1 ].,::, a. ' 
las cuales, por hipótesis, tienen supremo ba. en X:, luego 
(V a)(a.  6 L � ba � b " ) .  Como b '  =  Supa.€L ba es la menor de 
las cotas superiores de (ba)a€L entonces b '  �  b",  luego: 
PROPOSICION 1 . 2 . 8 .  
Sea (X:i) i€I una familia de copos, A un _subconjunto del copo 
¡; = JI 
i6I 
X:: .  
l.  
y  sea A. -- pr . A 
J.. l. 
para cada i € I .  
Para que A tenga supremo e n :C ,  es necesario y suficiente que, 
para todo i 6 I,  A .  tenga supremo e n :C . ,  y  entonces: 
1 J. 
Prueba 
Supongamos que para todo i € I, A .  tiene supremo en ·X::.  
1  l.  
b .  = SupJC A-  = Sup,r · pr , A 
J. . l. AJ .  J.  
1  1  
entonces, para cada x = (xi)i€I se tiene: 
pr .x  <  
.  1  - 
X. < 
J..  - 
b .  para todo i 6 I 
l. 
b .  para todo i 6 I 
]. 
< (b .)  .,..I· 
1 J.b 
es decir (bi)í€I es cota superior de A. 
-12- 
Sea ahora (Ci) iGI otra cota superior de A en :C ,  entonces, para 
cada x 
(xi) i6I < (Ci) iBI 
X .  <  c .  para todo i 6 I 
l. . 1  
pr .. (x) < c .  para todo i € I 
1  1  
entonces 
b .  =  Sup A . <  C .  para todo i € I 
1. 1. -  l.  
luego 
( b . )  .  r,I 
. 1 1-o 
< 
= Sup A 
Supongamos ahora que A tiene supremo en E = IT JCi , sea 
a = (a) iGI = Sup]C A. Entonces cada aj,  j  G I,  'es cota superior de 
A. 
J 
ya que si X .  6  A .  
J  J  
existiría x € A  tal que pr .  X  = X  • •  
J  J  
Pero siendo a = Sup:C A, entonces para cada x € A, x < a 
con lo cual: 
luego 
· x .  <  a .  
1  1  
para todo i 6 I 
X .  
J  
=  p r .  X  
J  
<  ª ·  J  
Sea a !  
J  
otra cota superior de Aj, entonces el elemento 
z '  =  (zj)iGI para el cual: 
J 
a -  si i J. j 
1 T 
z �  =  
1  
l a �  si i = j J 
es cota superior de A, con lo cual: 




a .  <  z �  
1  l  
para todo í € l .  
a .  <  z �  
J  J  
a.  <  a! 
1 - J 
esto significa que 








2 . 1  REDES 
DEFINICION 2 . 1 . 1  
Un copó E es llamado RED si todo subconjunto formado por dos 
elementos de X:: tiene supremo e Ínfimo e n X:: .  
El supremo (xespec t , el ínfimo) .de L conjunto {a,  . b }  e  :C  sera 
denotado por Sup {a, b} (respect. Inf {a , b } ) .  
E  J  E  M  P  L  O  S  
El: Los conjuntos JR ,  Z  ,  JN, ordenados bajo la relación " < i, usual 
son redes, sin más que tomar, para dos elementos a, b de dichos 
conjuntos, el mayor y menor de ellos corno el Sup {a,  b} y el 
Inf {a,  b}  respectivamente. 
E2:  El conjunto P de enteros positivos ordenados bajo la prescripción: 
" x �  y  ssi x l y " ,  es una r e d .  El Sup {x,  y} sera el mínimo co 
mún múltiplo de x e y; e l ·  Inf {x,  y} sera el máximo común divi­ 
sor de x e y.  
E3:  El conjrmto P(E) ordenado por inclusión es una red. Para cuales-­ 
quiera A, B en P(E) el Sup {A, B} es la unión de A con B ya 
que A c A U B,  B e  A  U  B  y  si X G P(E) fuera tal que A c X 
y B c X entonces A U B c X. 
Es claro también que si A 8 P(E) y B € P(E) entonces 
A U B G P ( E ) .  Luego Sup {A, B} = A U B .  
El Inf {A, B} será la intersección. de A con B ya que A n B e A 
tal que 
A G P(E) 
Inf {A, B} � A (1 B .  
E4 :  Sea L(V) el conjunto de todos los subespacios del espacio vecto­ 
rial V sobre un campo K. 
L(V) es ordenado por la relación de inclusión entre conjuntos. 
y A ("\ B e B ;  por otro lado si existiera X . €  P (E)  
X c A  y X e  B  entonces X c A (¡ B .  También, Sl. 
y B .g P(E)  entonces A n B G P ( E ) ;  luego 
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Afirmamos entonces que sí S € L(V) y T € L(V) ,  
Sup { S ,  T} :::::  S + T ;  Inf { S ,  T} = s ('t T .  
Et conjunto 
S + T = f o +  8  :  a  6  S  A  S  .e T} 
es un sub espacio de v, ya que sí 
xl G S + T y 




Xl e 1  + 8 1  
'  ª 1  
G  s 
'  
13 1  6  T  





con ·lo cual 
.  Xl + Xz = ª 1 + 81 + etz + 62 
= (a1 + az) + (61  + Bz) 
luego 
X1 + Xz € S + T .  
También si 
luego 
x1 G S + T ,  
kxj G S + T • 
k G K 
Por otro lado, el subespacio S + T es tal que S e  S  +  T  y  
T  c  S  +  T,  y sí R G L(V) fuera tal que S e  R  y  T e  R  enton 
ces S + T e  R  ya que si x € S + T entonces x = a +  B  con· 
o: € S ,  13  6  .T ; luego x € R. 
El Inf { S ,  T} = S (1 T pues si S € L(V) y T 6 L(V) enton-­ 
ces S n T € L(V) ya que para elementos a €  S n T ,  S  G  S n T  
t e n em o s  que k1 a. + kz B G S y k.j a + kz 6 € T donde los 
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k. G K, luego k1a + k2B G S n T.  
l.  
También como S (1 T es el máximo subespacio contenido eri S y 
T,  Inf { S ,  T} = S (¡ T .  
En lo sucesivo, para todo subconjunto {a,  b }  de un.a red R, 
escribiremos: 
SupR {a,  b }  =  a  U  b  
InfR {a,  b }  = a  n b  
donde "a U b" se leerá na cup b tt y "a () b" se leerá "a cap b " .  
Las palabras "cap" y "cup" no tienen nada mas especial que ser 
v i r a  la lectura y notación; ellas fueron introducidas por H. Whit­ 
ney. 
Si x1 , x 2 ,  x3 fuesen tres· elementos de una red R, la propo­ 





x3} ·  ·- Sup {Sup {x1 ,. X2} ' X 3 }  
= Sup {xl ,. Sup {xz 
' 
x 3 } }  
...  nue�tra notación de "cup" y "cap": o en 
Sup {xl Xz x3} = (x1 U Xz) U X3 
' ' 
-- Xl U (Xz U X3) ( R 1 ) .  
De manera similar: 
Inf {x1 Xz x 3 }  =  (x1 n xz) ('¡ X3 ., 
' 
= Xl n (xz n x .. ) ( R i ) .  
.:)  
Argumentando inductivamente podemos afirmar que, todo subconjll!!. 
to finito de una red R tiene supremo e ínfimo en R. Si pudiéramos de 
cir lo mismo sobre cualquier subconjunto de R (ya sea finito 6 infi­ 
nito) entonces la red R se llamará RED COMPLETA. 
Nótese que 





Xl () X2 = X2 () Xl 
Veamos ahora que, como 
Inf {a,  b}  <  -a  < Sup {a,  b }  
entonces 
Inf {a, Sup {a ,  b } }  -  a =  Sup {a, Inf {a,  b } }  ,  
es decir: .  
a  ('¡ (a u b) = a (R3) 
y 
a u (a ('¡ b) = a (RV'· 
· Claramente, 




X u X = X 
y también podemos formular que: 
X n X = X 
El listado de las anteriores propiedades algebraicas, nos podría 
llevar a pensar en la posibilidad de dar una definición un tanto más 
operativa que la Definición 2 . 1 . 1  de Red. Esa idea en efecto constitu 
ye nuestra siguiente proposición. 
PROPOSICION 2 . 1 . 2  
Los siguientes enunciados son equivalentes. 
a) R es una r e d .  
b) R es un conjunto dotado de dos operaciones, llamemosles "cap" y 
"cup" que satisfacen: 
a U (b ·u c) = (a U b) U e 
a U b = b U a  
a  U  (a n b) = a 
R i . a () (b n c) = ( a n b) n e 
R1 · a n b  =  b n a  
R3 aí1  (a U b) = a. 
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Prueba 
Que (a) implica (b) ya se argumento en las anteriores páginas, 
sin más que escoger las operaciones "cap" y 11cup" como: 
a () b = Inf {a,  b}  
a  U  b  =  Sup {a ,  b} 
Supongamos ahora que R e s  un conjunto que satisface las condi­ 
ciones reseñadas en ( b ) .  
Para probar que R es una r e d , necesitamos proveernos ante to 
do de una relación de orden en R. 
Definamos entonces, para elementos a,  b e n  R  la relación: 
a < b 
o equivalentemente: 
a < . b 
ss í, 
ssi 
a () b ee ' a 
a U b = b 
(I) 
(II) 
ya que si a y b son elementos de R tales que a () b = a, enton­ 
ces: 
a U b = (a í) b) U b = b U (a () b) = b , 
y también si fuese cierto que a U b = b ,  entonces: 
a () b = a () (a U b) = a .  
Utilizaremos pues, indistintamente (I) ó (II) a lo largo de las 
argumentaciones que siguen. 
La relación es reflexiva ya que para elementos a, b e n  R: 
a () a =  a  () (a U (a () b ) )  =  a  
con lo cual 
a < a . 
Para la antisimetría, supongamos que a, b son elementos de 
R tales que a <  b  y  b  <  a  son relaciones verdaderas, entonces 
también lo son: 
a n b = a y b () a = b 
luego 
a = a ("\ b = b n a = b , 
-19- 
Para la transitividad exigida, supongamos que a, b ,  c  son 
elementos de R tales que las relaciones a <  b  y  b  <  c  son rela­ 
ciones verdaderas, entonces: 
con lo cual: 
a ( ) b = a  y  b  () e = b 
a n e = (a n b ) n e = a () (b () e) ""' a n b == a, 
esto significa que . a <  e  siempre que a <  b  y  b  <  c.  
Por ahora hemos logrado convertir a R en un COPO. Tenemos 
que verificar que todo subconjunto de R consistente en dos elementos 
tiene supremo e ínfímo en R. 
Sea entonces {x1 , xz} e R • · Afirmamos que 
pues: 
i) ( X 1 { ) X z ) f 'l X 1  = x · l ( ) ( :x 1 ( "\ X 2 )  =  ( x l ( ': x l ) ( '¡ X z ,:;:  Xl (¡ Xz 
o sea que 
Con razonamiento similar: 
(x1 () x2) < x2 
ii) Sup�ngamos que r 6 R fuera tal que r _.:. x1 y r < x2 en ton 
ces r (') x1 = r y r n x2 = r�  con lo cual: 
luego· 
siempre que 
r � X¡ y 
De (i) y (íi) :  
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El supremo de. {x1 , x2} en R afirmamos que es "r U x2 ya 
que: 
í) xl () (xl .  U  x2) = X es decír xl < X u X y también l • 1 L 
x2 ('¡ (xl u x2) :::: x2 ' o sea . Xz 2. Xl u X2 . 
ii) Supongamos ahora que r G R  fuese tal que X -c r 1 y 
x
2 2 
r , . entonces 
luego: 




U r = r ,  
=  x  U  (x U i) = x U r = r ,  
1  2  1  
De (í) y (íi) 




R . .  
=  
Antes de seguir más adelante, es necesario .observar que en 
las ecuaciones Rl - R' � R - R' '  R3 - R' ' R4 - R' los resulta- . 1 2 2 3 L¡. 
dos son equivalentes al intercambiar ,1cap" y 1 1cup1 1 •  Podríamos aventu 
rarnos un p�co mas y afirmar que ello es valedero en toda proposición 
relacionada con r e d  e s  •  Esto es correcto y constituirá nuestro meta 
teorema J.; sin embargo, debemos dar algunas definiciones preliminares. 
Por una proposición teórica sobre redes entenderemos un enun­ 
ciado E en el cual, ademas de las variables y expresiones logicas, so 
lo intervienen los s:i.mbolos operacionales 11cap" y "cup". Intercambi8:!!_ 
do dichos símbolos en E, obtenemos otra proposición teórica sobre re­ 
des, llamada el DUAL del enunciado E ;  se.ra denotado por V ( E ) .  Clara­ 
mente V(V(E))  = E; con lo cual la dualidad de E y V(E) es mútua. El 
proceso por el cual uno de los enunciados se puede obtener del otro 
por el intercambio apropiado de los símbolos cap y cup se le conoce 
como DUALIZACION DEL ENUNCIADO. 
Si llamamos Z = { E . }  a  un conjunto de proposiciones teori­ 
i 
cas sobre redes� V(Z)  representará al conjunto de enunciados obtenidos 
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•  .1 
por dualizacion de los E . .  
1  
Si V(Z) = Z ,  Z  es llamado un conjunto de enunciados duales 
de sí mismo. Esto ocurrirá siempre que Z incluya las dualizaciones 
de sus propios enunciados, como sucede por ejemplo en el conjunto 
R ' }  
3  
de enunciados que caracterizan a una ·red (p ropos í.c í.Sn 2 .  l .  2) • 
El enunciado E'  se dirá que es un corolario de Z = { E . }  
l.  
La  dualización de cada si E'  puede ser probado utilizando los E . •  
l.  
enunciado que se emplee para justificar los pasos de la prueba, pro- 
ceso que llamaremos DUALIZACION DE LA PRUEBA, nos conduce a la demos 
tracion de V ( E r )  utilizando duales de .los  E .. ; entonces, si E' es un 
l. 
corolario de Z ,  V ( E ' )  será un corolario de · o ( z )  y  viceversa. 
Enunciemos ahora el 
METATEOREMA 1 
Principio de dualidad sobre redes. 
"El dual de cualquier proposición teórica verdadera sobre re 
des, es también una proposicion verdadera1r. 
Debe aclararse sin embargo que si un enunciado o prueba sobre - 
redes contiene, -ademas de las expresiones lógicas y símbolos opera­ 
tivos cap y cup-, otrbs símbolos o expresiones derivadas de defini-­ 
ciones estipuladas con anterioricilad,. la dualizac:Ü5n deberá contemplar 
el reemplazo de éstos símbolos dé acuerdo al tenor de su definición. 
Por ejemplo, si R e s  una red, x un elemento de R, entonces la 
relación: 
o · n x  =  o  (Rs) 
es verdadera de acuerdo a la definición de elemento menor de R: 
(� x ) ( x  €  R  ==> O .::_  x ) .  
La  dualizacion de R5 deberá tener en cuenta entonces que O 
representa un elemento sometido a exigencias establecidas de antema- 
no. E l d ua l  de R 
5 
... sera: 
l U X = 1 
-zz ... 
donde 1 es el elemento mayor de R que satisface: 
(V x)(x G R ==;,  1  ..:':_  x) • 
De la misma manera, el dual de la relación: 
(V x) (x G R ==:> 1 () x = x) 
es: 
(V x) (x 6 R => O U x = x) 
Puesto que R6 es verdadera según la definición del elemento 
mayor y la relación de orden (I) de la pagina 18 ,  entonces R¿ tam-­ 
bién lo es.  
Es interesante señalar que si < R, ( ) ,  U >  es una red, en-­ 
tonces los elementos de R junto con las operaciones 11/i.11  , "V" defi 
nidas por: 
a A b  =  a U b  
a V b  =  a n b  
constituyen también una red, que se le llamará la "RED DUAL DE R" 
y la simbolizaremos por V(R) .  
Finalicemos esta sección ejemplificando las pruebas por dua­ 
lización en las siguientes: 
PROPOSICION 2 . 1 . 3  
Toda red R tiene a lo sumo un elemento maximal y un mínima!. 
Prueba 
La relación: 
(V x}(V y) ( (x  6  R  /i. y 6 R) ==:> Inf {x, y} 2 x) 
es verdadera según la definición de ínfimo. Si x fuera un elemento 
min:i,mal de R tendríamos que: 
·rnf {x, y } =  x  
es decir, 
X () y = X 
Luego la relación: 
para todo y 6 R. 
(V y)(y  6 R ==;, x .5_  y) 
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es verdaderá para todo x que sea elemento mínimal de R. 
Pero ésto no significa otra cosa mas que x es elemento menor de 
R el cual es único según la proposición l .  2 .  l. Siendo x el elemento 
menor de R, será el único elemento minimal de R de acuerdo a la pro-· 
posición l .  2 .  2 .  
La dualización del anterior argumento nos dará la prueba pa­ 
ra el·elemento mayor. 
La relación: 
('S/ x)(V y ) ( ( x  €  R  �  y  6  R) � Sup {x, y } ..:..  x) 
es verdadera por definición de supremo. Si x fuera un. elemento maxi­ 
mal de R, entonces tendríamos: 
Sup { .x,  y } =  x  
es decir, 
X U Y. = X para todo y €  R. 
Luego la relación: 
('S/ y) (y € R � X 2_ y) 
es verdadera para todo x que sea elemento maximal de R. 
La relación anterior implica que x es elemento mayor de R el 
' . 
cual es único según la proposición l .  2 .  l .  Si x es el e Lement;o mayor 
de R, la proposición 1 . 2 . 2  nos muestra que x es el único elemento ma 
ximal de R. 
PROPOSICION 2 . 1 . 4  
Sea X:: un copo con 1 (respect. O) en el cual todo subconjtmto 
no vacío d e ]C  posee ínfimo (respect. supremo), entonces :C: es una red 
completa. 
Prueba 
�ea X:: un copo con 1 en el cual todo sus conjuntos no vacío 
de JC tiene ínfimo. 
Formemos el conjunto S de cotas superiores de algún X e l; .  
Como 1 G S ,  S  f � ,  luego existirá a =  Inf S .  Puesto que todos 
los elementos de X son cotas inferiores de S (por la construcción de 
S ) ,  entonces la relación: 
(� x ) ( x  e X ===>  x  �  a) 
es verdadera. 
También, si w fuese otra cota.superior de X, w € S con lo 
cual Inf S = a <  w. 
Luego: 
a =  Inf S = Sup X. 
El resultado para el copo con O en el cual todo subconjunto 
no vacío tiene supremo; vale por dualidad. 
2 . 2  ISOMORFISMOS DE REDES 
DEFINICION 2 . 2 . 1  
Sean R
1 
y R2 redes. Una función biyectiva � 
se llamarg un isomorfismo de redes si satisface: 
11  (V  x ) ( :V  y ) ( ( ( x ,  y ) €  Rl x Rl) ==:::,  ( H x U y )  =  <l>(x) U <P(y))  
Si existe un tal isomorfismo entre R1 y R2 diremos que R1 y 
R
2 
son isomórf ícas. Se escribirá R1 � R2 • 
Por otro lado, en la categoría de los espacios ordenados, se 
define el isomorfismo entre dos copos (R1 ,  I\) y (R2 , Ilz) como la 
función biyectiva � : R1 ===> R2 tal que hace verdadera la relaci5n: 
Si existe un tal isomorfismo diremos que ( R i ,  rr 1 ) .  y  
(R2 , n2) son isomorficamente ordenados. Se escribirá: R1 � R2 • 
Bajo éstas' d�finicionés podemos verificar la siguiente: 
PROPOSICION 2 . 2 . 2  
Los siguientes enunciados son equivalentes: 
a) 
b) 
·R -v R 1 "' 2 • 
-2s...: 
Prueba 
( a ===:>  b ) .  
Sea R1 � R2 , existirá entonces una biyeccion <P : R1 =::::> R2 
que satisface I
1  
e I2 • Para elementos x , y en R1 tendremos: 
x rr
1  
y � x U y = y � cp ( x U  y) = cp(y) � <t>(x) u 4i(y) = cp(y) 
<=====;>  cp(x) n
2 
cp ( y ) .  
(b ==:- a ) .  
.. ,  
Sea R1 � R2 , existirá entonces una b íyecc í.Sn cp 
que satisface 13 •  Afirmamos que: 
R � R
2  .  1  
cp ( a  U  b) = cp(Sup {a,  b } )  
Rl 
ya que: 
a U b ·  =  Sup {a,  b}  >  a 
R1 
a U b = Sup {a,  b }  >  b  
.  Rl 
con lo cual 
cp(a  U  b) = <j,(SupR {a,  b } )  �  qi  (a) 
1 
cp(a  U b) = cp(Sup {a�  b } )  �  <j, ( b ) .  
Rl 
Si r2 € R2 fuera tal que r2 � <j>(a) y r2 > <j> ( b ) ,  enton­ 
ces para el elemento r1 6 R1 tal que .r2 = q, ( r 1 )  tendríamos que 
lo cual significa que r1 es cota superior de 
{a, b}  en R1 , luego: 
rl > Sup {a, b }  =  a  U  b  
- R1 
y por lo tanto: 




Esto nos conduce a af í  rmar : 
cj> ( a  U  b) = <P(Sup {a,  b})  =  Sup { H a ) ,  <ii ( b ) }  =  cp(a) U cP ( b ) .  
R1 R2 
En forma dual obtendríamos: 
q>(a n b) 
2 . 3  SEMI-REDES 
La caracterización de una red como un sistema dotado de dos 
operaciones algebraicas (proposición 2 . 1 . 2 )  nos motiva a adaptar la 
siguiente def í.n.í.c.ífin general, de la estructura algebraica como semi­ 
red, a nuestro estudio: 
Se dice que un conjunto S e s  una semi-red, sí S está dotado 
de una operación@ que satisface: 
SM
1 
@ es asociativa, es decir: 
(l/ x) (V y)(V  z) ( ( ( x ,  y, z) G S x S x S)  ====;>  x ffi (y ffi z) = (x ffi y) (B z ) .  
SM2 S es conmutativa: 
(V x)(V y ) ( ( ( x ,  y ) €  s  X  s  �  X  ffi  y  
SM © es idempotente: 
.  3  
(V x ) ( x  G  S  � x @  x  =  x ) .  
y  ffi  x) , 
Claramente, sí R e s  una red, entonces los sistemas Rr 1  y 
RU formados por los elementos de R en los cuales sólo se consideran 
las operaciones cap y cup de R, respectivamente, son semi-redes. En 
efecto, de acuerdo a las relaciones R1 , R� y R' R n  es una ¿ 4 
semi-red, y de la consideración de R
1 
, R2 y R4 , el sistema RU 
es una semi-red. 
red'' .  
Llamaremos a n R la "cap semi-red" Y a RU la "cu� semi- 
- ¿ , ,  ..  _  
2 . 4  SUB-REDES 
DEFINICION 2 . 4 . l  
Sea R una red. Diremos que un subconj unt;o no vacío S de R es 
una sub-red si satisface: 
SR1 (V x)(V y ) ( ( ( x ,  y) 6 S x S) ==> Sup {x , y} ·8 S) 
SR
2 
(V x) (V  y ) ( ( ( x ,  y) G S x S) --,> Inf {x ,  y} 6 S ) .  
E  J  E  M  P  L  O  S  
Sea R u n a  red, a 6 R, entonces los conjuntos: 
[a) = {x 6 R 
( aj = {x 6 R 
a_:_ x} 
X <  a} 
son sub-redes de R. ·  
En efecto: 
i) Sean z ,  w elementos de [a), entonces a <  z  Í\ a <  w  con lo 
cual: 
a () z = a a U z = z 
a n w a a U w = w 
entonces: 
z u w = (a U z) u (a U w) 
= a U (z U a) u w 
= a U (z U w) 
es decir: 
a < z u w .  
Por otro lado,. como 
a = a n w 
= (a () z) 
('¡ 
w 
= a ('¡ ( z  () w) 
entonces: 
a < z n w. 
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ií) Sean z , w elementos de (a J , ent.onces z < a A w < a con lo 
cual las relacíones: 
z () a 





z U a = a 
w U a = a 
z n w z n (w n a) (z n w) n a 
z (') w < a . 
También, siendo 
a ::: z U a 
z u (w U a) 
= (z U w) U a 
tenemos que 
z u w < a . 
PROPOSICION 2 . 4 . 2  
Toda subcadena S de una red R e s  una sub-red de R. 
Prueba 
Sea S una subcadena de R, es decir, S es un subconjunto de· 
R en el cual dos elementos cualesquíera de S son comparables respe.s:_ 
to al orden en R. 
Sean x, y elementos de S ,  entonces: 
i) Si x < y tendremos que x r, y x, con lo cual 
Inf {x ,  y} = X 6 s .  
También si X < y, X u y = y, o sea que 
Sup {x ,  y} = y €  s  
ii) Si y < X tendríamos 
X U y Sup {x,  y} X € S 
x (1 y =  Inf {x,  y} y 6 s .  
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2 . 5  REDES DISTRIBUTIVAS 
Empecemos por señalar que en toda red R las relaciones: 
D0 x () (y U z) · > (x n y) U (x n z ) 
D '  x  U  (y n z) < (x U y) n (x U z) 
o 
son verdaderas para cualesquiera elementos x, y,  z  de R. 
En efecto, siendo x n y 2 x !\. x n z < x 
( (x  () y) U (x () z ) )  U  x  =  (x (1 y) U ( ( x  () z) U x) 
(X (') y) U X 
= X 
luego, 
(x () y) U ( � ( )  z) 2 x (I) •  
Por otro lado, puesto que y U z > y y siendo y .:.  x  (') y 
tenemos que y U z > x (') y es una relación verdadera para cuales- 
quiera elementos x, y, z de R. 
De la misma manera, de 1 as relaciones y U z .:_ z !\. z > x n z , 
y U Z .:_ X ( ¡  z,  luego: 
( (  (x n y) U (x () z) ) U (y U z) = (x í'l y) U ( ( x  n z  )  U  z) U y 
= (x n y) U (z  U  y) 
= ( (x n y) u y) u z 
= y u z 
es decir, 
(x () y) U (x (1 z) 2 y U z 
De las relaciones (I) y ( I I ) :  




( (x( )y)  U  (xn z ) )  () (xn (y U z))  = ( (  (xr') y) U (x O z ) )  (') x) () (y U z) 
= · ( (x( ')y)  U  ( x ( ) z ) )  () (yU z) 
= ( x n y ) U ( x ( ) z ) .  
La  prueba para Do se realiza por qualizacion. 
Notemos que en general no se satisface la relación: 
x (i (y U z) < (x (i y) U (x (i z) , 
como lo ilustra el diagrama: 
lo anterior nos motiva a establecer la: 
DEFINICION 2 . 5 . 1  
Una red R se dice que es distributiva, si para cualesquiera 
elementos x, y,  z de R se satisfacen las relaciones: 
D1 .,x () (y U z) = (x n y) U (x n z) 
D' x U (y () z) = (x U y) n (x U z ) .  
1  
PROPOSICION 2 . 5 . 2  
En una red R, las condiciones D1 y D� son equivalentes. 
Prueba 
Sea Runa  red en la cual la relación D1  es verdadera, entonces 
para elementos x, y, z d e · R  
1  1  
(x U y) n (x u z ) ( ( x  U  y) () x) U ((x U y) (') z ) 
x U ( (x  (1 z) U (y (1 z ) )  
=  (x U (x r, z ) )  U (y (1 z) 
= X U (y () z ) .  
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En forma dual, D '  ==:> .  1  
2 . 6  REDES COMPLEMENTADAS 
DEFINICION 2 .  6  .1  
Una red R con elemento menor O y elemento mayor 1 es llamada 
RED COMPLEMENTADA, si para todo x en R, existe un elemento x' en R 
tal que satisface las relaciones: 
C1  x (1 x' = 0 
Cn x U x ' = 1 
e: 
Cualesquier elemento x '  que satisface las exigencias de la 
definición 2 . 6 . l  se llamara un "complemento de X en R".  
Puesto que en toda red R con O la relación: 
(>;. x) (x G R ===:;, (O n 2� = O 11. O U x = x))  
es verdadera, tendremos en particular que: 
o n 1 = o Í\. O U 1 = 1 
con lo cual 1 es complemento de O ,  además éste es único ya que sí 
x G R  fuera tal que O (1 x = O y O U x = 1, entonces x = l. 
Dualmente O es el Único complemento de 1 en R. 
Llama.remos "pseudo complemento" de x G R ,  al  mayor elemento 
x* que satisface x* () x = O ,  es decir: 
(� a ) ( a  €  R  �  (a (1 x 
o equivalente: 
O � a <  x*)) 
PS1  (V a ) (a  G R ==:>  (a (1 x = O <;::==:;:. a n x* = a ) ) .  
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Notemos que el pseudocomplemento de x, sí existe, es único ya 
que si w G R  fuese también pseudocoroplemento de x ,  tendríamos que 
. ¡  
w  <  x''r A x''< < w , 1 uego x* = w.  
El pseudocomplemento de x"'' , sí existe, se denotará por x**, el 
de éste por x*** y así sucesivamente. Sí todo elemento de R tiene 
pseudocomplemento, diremos que R e s  una red pseudocomplementada. 
PROPOSICION 2 . 6 . 2  
En una red R pseudocomplementada, los siguientes resultados 
son validos: 
1) (V x ) ( x  6  R  �  X  _::.  x,b'r) 
2) (l/ x) (V y) ( (  (x,y) G R x R) � (x ..:S. y s= ..:s. x*)) 
3) (V x) (x € R ==:> x*,':* = x*) 
4) (V x ) ( V _ y ) ( ( ( x , y )  G R  xR) � (x'� (') y* (x''r n y*)**) )  
5) ('!f x) (li y) ( ( (x ,y )  €  R x R )  �  ( ( x  U y ) *  x* n y'>':)) 
6) (V x) (V y ) ( ( ( x , y )  -8  R  x  R) ====:> ( ( x  n y)ii =(x*"' (') r'<*) -» 
7) (V x ) ( V  y ) ( ( ( x , y )  G  R x R )  ==:,.  ( ( x  n  y)*  = (x* u y*) *''e)) 
8) (V x)(V y ) ( ( ( x , y )  €  R x R )  ==;,  (  (  X  {'\ y) ** = xMt n y,'ck)) 
Prueba 
1 )  Puesto que x (1 x* = O ,  entonces x < x * * .  
2) Supongamos que x, y son elementos de R tales que x ..s_ y .  Como 
y ..:S. y** según el resultado anterior, entonces x < y implica 
x ..::_ y** ,. es decir x n y* = O .  Utilizando la conmut a t í vi.dad de 
R, y* (1 x = O con lo cual y* ..:S. x* 
3) Como x < x** es verdadero para todo x 6 R, la_ parte (2) nos 
lleva a que x·k*,1: < x* . Por otro lado, el resultado (1) nos mues 
t r a q u e  x* < x*** sin mas que tomar x como x'"'. Luego x* = x*** .  
4) Por (1) sabemos .que x* n Y''- ..:s_ (x,tc () y * ) * * · .  
Como x* n s= ..:s_ x* entonces x'I:* < (x,<c n y*) ,'r , con lo cual 
(x* (') y*) 1'*. _'::. x*** = x>'<. (I) 
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De manera similar x* n y>'< ..:. y* implica 
(x* (1 y * ) * * ..:.  y * * * =  y* 
De (I) y ( I I ) :  
Luego 
(II) 
5) La relación X < X u y implica la validez de (x U y);'r. ..:. x* j 
de la misma forma v z: X U y implica ( x U y ) 7 • _:. y * .  Luego 
(x U y)'" ..:. x* ('\ y*.  
Probaremos ahora que x* n ·y* .::_ (x U y ) *  .  
Como x* n y* .::_ x* , x7·* ..:. (x* n y1'<)* ; de donde, junto con 
( 1 ) ,  podemos afirmar que 
x < x** < (x* (1 y*)* 
Con el mismo razonamiento 
y .::_  y * * _:.  (x* (l y*)* 
(I) 
(II) 
·ne (I) y ( I I ) :  x  U  y  2 (x* ( ) y * ) * ,  lo cual implica que 
(x* n y*)** 2 (x u y)* •  
Utilizando ahora ( 4 ) :  
x* () y* = (x>'< . ('¡ y'lr) >'<* .2. ( x U y ) * .  
6) Las relaciones X < x*·'lc. 
' 
y .::.  y** nos muestran que 
X ('¡ y ..:. x** n y*>'c 
' 
con lo cual: 
(x>'r.* ('¡ y>'<*)* .s. (x ('t y),¡, . 
Para probar la relación (x n y)>'< _s. (x>h', ('¡ y**)* mostraremos 
equivalentemente que: 
(x ('¡ y)*  (l (x1°'< ('¡ y**) = o .  
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Sea a =. (x n y)*  n (x1c* n y**) .  Por la. definición de ínfimo 
obtenemos: 
1 1  
(a · n  x) () y = o 
nos da: 
= · O ,  
es decir, a n x ..::_ y* que junto con (í'ii) 
a < (x (¡ y),'( e\  l) 
a < x** (ií) 
a < y** (íií) 
Utilizando la relación ( í ) '  a  n " ( x  (') y) 
a () X..:_  y* (¡ y** Ü 
luego 
a < x* 
Ahora, de (iv) y (íi) obtenemos: 
(ív) 
a < x* () x** = O .  
Pero O es elemento minimal de R según la proposición 1 . 2 . 2 ,  luego: 
O = a = (x n y)* n (x** n y·H). 
7) Como . x  ( ') y ..::_  x  ,  .x* ..::_ (x n y ) * .  Similarmente x n y 2 y im­ 
plica y* 2 (x (1 y)* con lo cual las siguientes relaciones son 
verdaderas: 
X,� U y * .  <  (X () y)* 
(x n y ) * * <  (x* u y*)* 
(x* U y * ) * * _'.'.:  (x (1 y ) * * * =  (x (1 y ) * .  
Por otro lado, x* 2 x* U y* implica (x* U y * ) * _::  x** y 
y* 2 x* U y* implica (x* U y * ) * ..::_  y * * ;  entonces las siguientes 
relaciones son verdaderas: 
(x* u y*)* ..'.:. x** n y** 
(x** ('\ y**) "le ..s_ (x* U y*)*.* 
utilizando el resultado (6) obtenemos finalmente: 
(x (1 y)* ..s_ (x* U y*)** 
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8) De ( 6 ) :  
·  ( x  (1 y ) * * =  ( x * *  (1 y**)** 
y utilizando ahora ( 4 ) :  
(x n y)** ::: x)\:'k ('¡ y * * .  
Los resultados de la proposición anterior, los deberemos tener 
muy en cuenta para las argumentaciones del célpÍtulo tercero, en el 
cual estudiaremos pseudocomplementos en copos. 
2 . 7  ALGEBRAS BOOLEANAS 
DEFINICION 2 .  7  .1  
1  
Un álgebra booleana es una red distributiva complementada que 
posee elementos O y l .  
El ejemplo mas claro y común de álgebra booleana es la r e d  
d e  s u b  e  o  n  j  u n t o s  de cua Lqu i.e r conj unt;o A, donde l es A, O es 
� y claramente las operaciones son: 
Sup {X, Y} ::: X u y ; Inf {X,  Y} = X n y .  
El complemento del elemento X G P(A) es el conjunto definí 
do usualmente en Teoría de Conjuntos bajo ése nombre. 
PROPOSICION 2 . 7 . 2  
Sea B un álgebra booleana. Los. siguientes enunciados son ver 
<laderos: 
1) Para todo x G B, x '  es único. 
2) (V x) (x G B � x" = · x) • 
3) (V x) (:V y) ( (  (x, y) G B x B) � ( ( x  n  y ) '  =  x  '  U  y 1 ) ) .  
4) .  (V x) (V y) ( ( (x , y) € B x B) ==> ( (x U y) 1 
Prueba 
x ' ('\ y ' ) ) .  




dos complementos de x, entonces: 
xl = X n 1 = X (') (x U x) = (xl (¡ x) u (x ("¡ x2) 
J. l 
. 1  
.L  
o  u  (xl (') xz) (x ('¡ x2) u (x1 () x2) 
= (X U x1)  ('\ X2 1 n X2 
= x2 . 
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2) Como X (') x' = o y X U X 1  =  1  
'  
entonces X es el comnlemen 
. - 
to de x'  en B ,  es decir, x" = x. 
3) .. Sean x, y elementos de B ,  entonces: 
(x () y) n (x' u y t )  =  (x n y (') x ' )  u  (x () y n y ' )  
=  (O n y) u (O n x) 
= o .. 
También: 
(x n y) u (x'  U y ' )  (  (x () y) U x ' )  U  y'  
=  ( ( x U x ' )  () (y U x ' ) )  u  y '  
(y U x ' )  u  y ¡  
=  1  U  x' 
l .  
4) . Sean x, y elementos de B;  entonces: 
(x u y) n (x'  n ;/) = (_x n (x ' n y ' ) )  u  ( y n  (x ' ( ) y ' ) )  
(  (x ( ') X ' )  (') y 1 )  U  (x' () (y(')  y 1 ) )  
==  (O n y' ) U (x' n O) 
= o. 
También: 
(x U y) u (x'  n y ' )  =  X  U  (y u (x' () y V ) )  
=  X  U  ( ( y  U  x ' )  n  .(y U y t ) )  
=  x U  «Y u x " )  n  l) 
= X U (y U X 1 )  
=  ( x U x ' )  U y  
=  1  U  y  
l .  
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Una caracterización para álgebras boolean�s es la siguiente: 
PROPOSICION 2 . 7 . 3  
Un conjunto S e s  un  álgebra booleana si y solo sí es cerrado 
A131  (V a) (a  e S  ==P  a .  a =  a ) .  
y  una operación unitaria"*" que sa.-- 11 " bájó una operación binaría 
tísfac.e111 
, ,  AB
2 
' ' \  .  
(:V a) (V b) ( (  (a, b )  € S x S) � a . b = b • a) • 
M3 ('ll a ) ( :V  b) (V c ) ( ( ( a , b , c )  €  S x S x S )  � a .  ( b .  e ) =  ( a .  b ) .  e ) .  
AB
4 
Existe un elemento O en S tal que: a . b* = O � a. , b = a • 
Prueba 
i) Sea S un álgebra booleana en el sentido de la def ín i c í.Sn 2 .  7  . 1 ,  
entonces las relaciones AB 1  ,  AB2 ; AB 3  se. aat í.s Eacen pl�rtamen­ 
te en la "cap semi-:-red". Para la operación"*" escojamos como x* 
el complemento de x en S .  Debemos verificar AB
4 
• Supongamos pa­ 
ra e.l.Lo que a y b son elementos de S tales que a n b* = O ,  
entonces: 
a ( )  b  = ( a ( )  b) U O =  (a () b) U (a (1 b*) a () (b U b*) 
a n 1 
= él. .  
Supongamos ahora que a,  b  son elementos de S tales que 
a ( ) . b  =  a, entonces: 
a n b * = ( a n b) () b * ::!! a n (b . () b *) ,;,, a n o = o . 
ii) Empecemos por señalar que ert S podemos introducir la relaci6� de 
orden conocida: 
X ::_ y � X • y = X 
con lo cual podemos tomar nuestro AB4 como: 
X .  y * =  Ü  <;:=:=> X .::_  y �  X  y =  x. 
Siendo x .  x  =  x  una relación verdadera para todo x -G S ,  
entonces x .  x* = O ,  luego, para todo x € S : 
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x • O = x . (x • x*) = (x . x) • x* == x . x* = O 
es decir, (V x)(x 6 R � O - �  x ) .  Esto nos muestra que O es el 
elemento menor de S .  
Afirmauios que x .  y  es el ínfimo de x e .y en S ya quei 
(x . y) • x* = y • (x . x*) = y • O = O 
con lo cual: 
11: • y .s. x. 
En forma similar: x .  y  .s.  y .  
Si z € S fuese tal que .z < x A z .S. y, entonces 
· z • x .. = z y � . y •  t ,  luego� 
es decir: 
z .  ( x .  y) - ( z .  x) . · y =  z  
Z  <  X  •  y  •  
y  =  z  
Por ahora hemos logrado convertir a S en una cap senú.:.:red. 
De ella mencionaremos dos propiedades muy útiles: 
1) a**' < a para todo a €  S .  
2) Si a <  b  entonces b* < a * .  
En ef ect.o , puesto que a** , a* = O entonces ª'"* < a .  
Por otro lado, si a y· b son elementos de S tales que 
a < b a .  b* '= O y siendo a * * <  a  obtendremos: 
b* a** < b * .  a  
luego b* < a* siempre que a <  b  
Con estas dos propiedades entremos a la tarea de convertir 
a S e n  un Algebra Booleana. 
Definamos a tal efecto, para elementos x e y de S ,.  .La ope- 
ración: 
X m y =  ( x * ,  y*)* .  
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Puesto que S e s  cerrado p a r a " . "  y  "* 1 1 ,  entonces si x G S 
y y G S ,  x @  y  G  S .  Mostraremos que x ffi y es el supremo de x e 
y en S .  
Siendo ( x * .  y*)** < x* . y* según la propiedad ( Í ) , . e ri -  
toncesr 
X . (x* . y*)** < X . (x* . y*) 
X . (x ffi y)* < (x . x*) . y.,( = o . y* 
,>x 
. � ffi y)'* < o 
'x t � @  y)* = ·() 
Luego; 
X < X @ y • 
En forma similar, y < x ID y .  
Supongamos que· z G S fuese tal que x < z y y � z  en 
tonces obtendríamos z* < x* y z* � y* con lo cual: 
luego 
z* < x * .  y* 
(x* • y*)* < z** < z 
X ID y < z . 
Siendo X ffi Y el supremo de X e y en S obtenemos la útil 
relación: 
X = x** 
ya que: 
X =  X  {B  X  =  (x* . x*)* = x** 
Afirmamos que s posee elemento mayor, dado que, para todo, 
X G s ,  Ü  =  X  .  o  =  X  .  º** . 
el 
Esto significa que x < O* para todo x € S �  es decir O* es 
S .  Llamaremos 1 al elemento O*.  
-·40.:.. 
Los resultados.hasta ahora obtenidos, junto con las relacio 
nes: 
X . x* = o 
X @ X� = (x* x'\:*) ,-r = O* = 1 . .l. 
. , 
nos permiten afirmar que s es un� red comp'l ement.ada-: . 
¡ 
Para exhibir a S como un Algebra Bboleana rio nos resta más 
. i  • •  1  J  
que próbár la disttibutividad de lgs operacionés. Probáremos solamen 
r 
te la relación: 
x ID ( y .  z) = (x ffi y) . ( x @  z) (I) 
ya que.ella implicará� según 1a proposición 2 . 5 . 2 �  la rela�ión: 
� • (y ffi z) � { x .  y ) @  ( x .  z ) .  
De la relación (t) bástará probar: 
(x {iJ y) • (x ffi. 'a) � x ffi (y • z) 
puesto que la relación 
X @  ( y •  z) < (X ffi y) • ( X @  z} 
es verdadera según Do de la sección 2 . 5 .  
Prueba de ( II ) :  
(!I) 
Llamaremos 
w = (x � y) . (x {!) z ) • (:K ffl ( y . :t ) ) *  •  
La definición d� Ínfin1.o nos lleva a las siguientes rel�ciones: 
W � X ffi Z = (x* 
y*)* 
z.*)* 
( 1 )  
(2) 
w ..:.  (x ffi ( y .  z ) )*  
Sisndo � _.::. � @ ( y .  z ) ;  
(x ffi ( y .  z ) ) *  _.::.  i* 
De (3) y ( 4 ) :  




Y con el mismo razonamiento: 
w .::_ ( y .  z )*  (6) 
Como w • (x* • y*) == O � . .  ,  )  segun (.J_ � entonces ( w .  x*) . y * �  O  lo 
cual significa que: 
w • x* < y 
En forma similar: 
W .  x*  <  X  
(7) 
(8) 
De (8) y ( 5 ) :  
w  y * .::_  X  x* o 
luego 
w • s= == o 
w < (9) 
Utilizando ahora (2) obtenemos que w .  (x* . z*) == O ,  de donde: 
w .  x* < z 
W • z,'< < X 
De (11) y ( 5 ) :  
W  z* � X :xf: -· 0 
w z* O 
w < z 
De (9) y ( 1 2 ) :  
w  <  z  •  y  
Finalmente� de (13)  y  (6) · :  
w <  ( y .  z) . ( y .  z ) *  O  
luego: 
O =  w  =  (x ffi y) . ( x @  z) . (x 6 ( y .  z ) ) *  
significando esto que: 
( x @  y )  •  (x e · � )  <  �  ffi  ( y .  z) • 
( 10)  




PSEU[ü Cúr:PLf1-VENTDS EN CQ\lJUN10-S PARCIJ1JJVENTE ORDENAI.(6 
En el capítulo ant e r i.o r se me .. nc í.onó y �ibtuvLrn.os algunos res�J:. 
una red no es otra cosa !M!S que un tipo especial de copo; t ra ta.remcs 
ahora de avanzar 1i.">1 poco tnás et, nucst ro estudio y considerar los p sc , 
en conjunt.os J:ia:rcialme·nte ordenados e Def í.n.í.r emos los ps c , par a copos 
utilL:;ando ideales. para lo cua L ,  var Lar emos Lí.gexament;e nuestro voca 
, � - 
bu.l ar í.o y daremos algunas nociones· sobre ideales en copos. ·  
Sea :lC un copo, A "" {ai : i (; I}  un subconj unt;o de ::r; .  Llama­ 
rémos ":red suma de los a . 1 1  al s cpr emo de A en ]C (siempre que éste 
1 
e::-cista.) y nred producto de .i os 
exista) ; ellos sertir1 denot ados 
a,  " al 
J. ,., 
por \ L. a y J[ a , respectivamente. 
l. :.1- 
Si A �s finito, a } 
n 
La red suma :l .i a red 










S�guire.mos r e se rvendo Lo s símbo1.o.s O y 1 para los e Lemen t os 
meno r ·::r mayo r de JC � stt�m.pre que e11.c.Js existan. 
1Jn subconj unt;o do una red R que con renga a la l'"'e<l s uma (re.s- 
pect:, ·  :red p roduc ro) en R para todo par de S\'LS elementos .se 1larnará ·­ 
lt!1 Hsub-siste.m.:-a ad Lt i.vo " de R (x:espect .. sub-vs i s t ema :m·ultip1icat:iv·c) .. 
Un s ubconj un co de la :red comp l.e ta R se1-á Ll.amado un r-subsi.E_. 
tet'tá (r espect , JI·-:3ubs:t:::tern.a) si contiene la red suma (respec.t. :red 
p roduc t o) de cua Lqu i.e.r número de sus elén.1<:mtos. Si un subconjunto de 
una r ed comp.l e t s R es a la vez un f-subsistem� y un TI-subsistema de 
es 11amado21 <lis t r ibut áva ' si para 
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Una red en la cual toda suma sea distributiva será llamada ·  
"xed I:-distributívari. La "Il-d í.s t r i.but i.va" es definida en forma dual. 
3 . 1  SEMI-IDEALES E IDEALES EN COPOS 
DEFINICION 3 . 1 . 1 .  
Sea :C un copo, A un s ub conj unt,o no vacío de "JC. Diremos que A 
es un semi-ideal de X::, si La relación b < a 
a € A, b G IC implica que b G A. 
DEFINICION 3 .  1  •  2  
entre elementos 
Sea JC un copo, A un subconjunto no vacío de E .  Diremos que A 
es un ideal de :C si satisface; 
1 1  A  es un semi-ideal de 1C .  
12 La red suma de todo número finito de, elementos de A, cuando 
exista, pertenece a A. 
Por dualízacion obtenemos los conceptos de "ideai-dualn y 
"semi-ideal-dual". 
E J E M P L O S 
Sea JC un copo. El conjunto ( aj ( respec t • [§.)) es un ideal de 
1C (respect. un ídeal-dual). 
En efecto, sea 
A = ( ij = {x -S 1C : z < a} 
y sean z b A� ·w € 1C elementos tales que w < z , 
Como z € A, z < a.  Luego La transitividad del orden en 1C 
nos lleva a que w < a es decir w € A. 
Sean ahora w, z elementos de A y supongamos qué w + z 
existe. Puesto que w G A y z € A, w < a ·  y  z  <  a; con lo 
cual w + z < a .  
Sea {w
1 




l W ·  € A '  





w .  
1.  
Luego A = (� es un ideal de JC .  Se le llamara el "ideal principal 
generado por a" .  
Tomemos B = (3) = {x € JC :  a .2. x} y sean z s B,  w €  :X:: 
elementos tales que z < w. Como z G B ,  a <  z ,  luego la transitivi 
dad en X: nos da que a <  w. 
Por otro lado, si z ,  w  son elementos de B tales que z . w 
existe, entonces, siendo a <  z  
es decir z . w € B .  
y  a <  w  tenemos que a <  z .  w, 




rr v . 
l. 
-G A ' , 
.L 
Luego B = �) es un ideal-dual de JC .  Se le llamará el "ideal-dual 
'p r ínc ípa.l generado por a".  
PROPOSICION 3 . 1 . 3 .  
Sea 1C un copo con O (respect. 1 ) .  El conjunto Sµ (respect. 
\,.) de todos los S:!mi-ideales (respect. semi-ideales duales) de :X:: es 
una red completa¿ y TI distributiva bajo la inclusión de conjuntos 
como relación de orden. 
Prueba 
Empecemos por notar que si A y B son elementos de S µ ,  
entonces A c JC ,  A +  <ji ,  B  c X:: ,  B  f  <!>  Luego, A U B e JC ,  A U B  + <!>  •  
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Supongamos que b € :C  y  a €  A  U  B  son elementos tales que 
b < a entonces: 
i) Si a € A, la hipótesis b < a nos da que b € A. Luego b € A U B.  
ii) Si a € B ,  la hipótesis b < a nos da que b € B .  Luego b € A U B .  
Por lo tanto, en todos los casos, la relación 
"a G A U B i\ b € :C A b < a" 
implica b € A U B .  
De donde podemos afirmar que A U B € Sµ • 
De manera similar, si A, B son elementos de Sµ , A n B € s 
11 
luego podemos tomar 
A + B = A U B  
para convertir a Sµ en una red. 
A • B A () B 
También, si A =  {A. :  i € I} fuese cualquier subconjunto de 
J. 
Sµ , las siguientes relaciones son verdaderas: 
(:1/ i) (i € I � 
(V i ) ( i  €  I  �  
A. e X:) 
l. 
A .  f <P) 
1 
con lo cual, U A .  f <P  
J.  
y U A .  e  :C .  
1  
Supongamos ahora que los elementos X € u A.  '  
J.  
y G  ¡;  son ta 
les que y .::_ x , entonces las siguientes relaciones son verdaderas: 
( j 1 ) (i € I 
o o 
A X €  A. 
1  
o 




y G u 
i�I 




A . €  S  
1  µ  
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Si x 6 n A .  ,  y G  :C  fuesen tales que y .s_ x , entonces 
1. 
las relaciones 
y y .::_ X 
(l/ i) ( i 6 I :=:;, x € A : )  
l.  
implican la verdad de la relación 
(l/ i ) ( i  €  I  :=:;,  y  6  A . )  
l  
es decir 
En base a lo anterior, podemos tomar 
¿ A. - U A. 
1 l. 
II A .  =  n A.  
1.  1.  
para convertir a Sµ en una red completa. 
La ¿ y rr distributividad se _obtienen de las operaciones 
unión e intersección de conjuntos. 
En forma similar se obtienen las características para el con 
junto Sa • 
PROPOSICION · 3 . 1 . 4 .  
El conjunto Sµ es cerrado para pseudo complementos. 
Prueba 
Afirmamos que si A 6 Sµ , entonces el conjunto 
A* = {x s E : (aj_ n (aj = ((U para todo a € A} 
es el psc • de A en Sµ • 
En efecto, si x 6 A* 
e� n <aj 
y 
(Q] 
w € E  son tales que w .::_ x, 
para todo a €  A. 
entonces ( � e ( �  con lo cual 
Esto quiere decir que w G A*. Luego A* € · s µ  •  
Supongamos ahora que B € Sµ es tal que A (1 B = ( <[[ .  Esco 
giendo x € B obtendremos que, para todo a G A, 
-47;;. 
CiI n <ij CQ} 
ya que si z < x 
z = O,  es decir, 
y z < a entonces z € B y z € A con io cual 
(tj n (aj e (Q] . 
Claramente, sí B e A* , A () B =· (Q} 
Resumiendo, A ( )  B  =  (Q] � B e  A*. Esto significa que 
A* es el psc , de A en Sµ • 
PROPOSICION 3. 1 .  5 .  ·  
El conjunto Iµ de todos los ideales de un copo X: con O es una 
red completa bajo la inclusión de conjuntos como relación de orden. 
Ademas Iµ es un sub-sistema multiplicativo de Sµ • 
Prueba 
Como las rela A = {A. : · i e I} 
l.  
Sea un subconjunto de . Iµ • 
e iones Ai f <f, , Ai e :C y O G Ai son verdaderas para todo i € I ,  
( )  Ai f q, y () Aí e X:; además siendo los Ai en particular semi­ 
ideales de :C, n Ai es un semi-ideal. 




existe. Puesto que los w.  G A. para todo i € I,  entonces, siendo 
n J l. 





l w .  G  () A·  .  J  l.  
1  
Luego: 
() A -  G  I  
i€I 1 µ 
ComoJC es un ideal .de sí mismo, la proposici6n 2 . 1 . 4  nos mues 
traque  Iµ es una red completa. 
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Por otro lado, siendo los A. en particular semi-ideales de 
1 
E, y puesto que para cualesquiera elementos A1 ,  A2 de I µ .  
=  
entonces Iµ es un sub-sistema multiplicativo de Sµ . 
Notación 
En lo sucesivo denotaremos por V a la red-suma de elementos 
PROPOSICION 3 . 1 . 6 .  
En un copo X:, una red producto 11 
iGI 
a -  
1  
(respect. una red-suma 
l 
· iGI 
a . )  
1  
existe sí y solo sí () (a.] 
i€I 1 
(respect. n � . )  )  es un 
if:I 1 
ideal principal (respect. ideal-dual principal). Cuando n ª ·  
1  
l  a . )  
a  
exista: (Il a.] 
1  
Prueba 
Sea {ai : i G I} e :C .  
i) Si n a .  
a  
existe, afirmamos que 
(TI a.] = () (a.] 
l.  1  
ya que si z G (TI a.] , z < n a .  con lo cual, z < a .  para 
1 ]. ]. 
todo i G I,  o sea que z 6 (a .J para todo i € I .  Luego 
1: 






w G n 
iGI 
(a.] las relaciones siguientes son ver- 
1 
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(V i)(i  G  I  ==* w 6 (a .])  
l.  
(V i ) (i  G  I  ===;>  w  <  a . )  
1  
w  <  II  ª ·  iGI 1 ·  
o  sea que w G (II a i ] .  Luego 
() (a.] e (II a.] . 
1:  1:  
íi) Si n (a.] = <iI ' 
J.: 
entonces x: < a .  
-  J..  
para todo i G I.  
Además, si z fuera otra cota inferior-de los ªi' es decir si 
z < a .  para todo i 6 I ,  entonces z 6 (a .J para todo í 6 I,  
J..  l.  
o sea que 
z ·G n 
íGI 




Lo anterior significa que X = II ª ·  .  
1  
iii) Supongamos que ¿ ªi existe; sea entonces w G [ l ªi)  •  Las 
siguientes relaciones serán verdaderas: 
< w 
(V i) (i  G I  ==*  a .  
1  
("SI i ) ( i  G  I  :=;,,.  w  
<  w )  
6  li . ) )  
1  
luego [ ¿ . a . )  e  n  � . ) .  
1  1  
Tomemos ahora z 6 (1 � . ) .  Las siguientes relaciones son verda 
1 
deras: 
(l/- i ) ( i  €  I  ==>  z  €  � . ) )  
1  
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(l/- í ) ( i  €  I  ==> a . <  z) 
l. - 
z G Ll a . )  
1  
Luego: 
n � . )  e  [¿ a . )  .  
1  l.  
iv) Si () �í) = [i) '  entonces ª ·  <  r  para todo i G l .  Además, 1 -  
si z fuera otra cota superior .de los ªi' a . <  z  para todo 1 -  
i  6  I  .con lo cual z € � . )  para todo i G I y entonces 
1. 
Luego r < z .  Esto significa que r = l 
i€I ª ·  1  
PROPOSICION 3 . 1 . 7 .  
n  
II  a . )  
1  l.  
n  
_ _  En un copo :e, Un1;1 red-suma l a .  (respect. \W..D- red-producto 
1 1 
existe sí y solo sí (a1] V (a:J V • • •  V  (a� (respect. 
@1) V �2) V • • .  V  �  ) )  es un ideal principal (respect. ideal-dual 
n 
n n 
principal). Siempre que l ª·  (respect. II a . )  exista: 
1 1 1 1 
n 
(a1] V • • •  V  <<1n] = ( l a · ]  1  1  
�1) V . • •  V  �n) [ 
n 
(respect. = rr ª·  )  .  1  1  
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Prueba 
Sea ' . . .  ,  a  }  e  :C .  
n  
i) Supongamos que 
n 
l a .  
1  l.  
existe. 
Partiendo del· hecho de que · IJJ es una red (proposición 3 . 1 . 5 ) ,  
n  
V  (a.] existe, y por lo tanto los 
1 J.: 
n 
a . €  V  (a .] ya que 
l. 1 :1 
a .  G  
l.  
n  
(a.] c .  V (a.] 
1 .  1 1 
n 
con lo cual ·r 
1 
n 
a .  G  V  (a.] . 
l. 1 1 
n 




n  n  n  
Como I ª ·  G  V  (a .] y siendo V (a .] un ideal t�nemos que 
1 l. 1 
1 1 l. 
n 
X € V (ai] . 
1 
n n 
Luego (¿ a.J e V  (a.] . 
1 1 1 1 
n 
Por otro lado, puesto que 
ª ·  
<  l  a .  '  (a .] ,C <I a.J para l. - 
1 
l. l. 1 
todo i, i = 1, . . .  ,  n, con lo cual 
n 
V (a.] e 
1 1  
n 
cI a.J 
1  :1  
ii) Sea n V ( a . ] =  (� . 
1 ]; 
Como (ai] e (2S para todo i, a .  <  X .  
l.  -  
También si z fuese otra cota superior de los ªi' las siguientes 
relaciones serían verdaderas: 
a .  <  z  ,  para todo i, i = 1,  . . . . .  ,  n  
l.  
(a .] e  ( � ,  para todo i,  i = 1,  • . . • .  ,  n  
1  
n 
i = l 
1 
Luego 
a . .  
l.  
n  
(� = V (a .] e  (  iI . 
1  1.  
x <  z .  Esto significa que 
n 
l a .  
1  1  
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existe y que 
iií) Supongamos que 
n 
TI a .  
1  J.  
existe. 
n 




a .  G  V  � . )  ya que a .  G  � - )  c  V  � - )  '  luego J. 1 J. l. J. 1 1 
n n ·  
n  a .  G  V  � . )  .  
l  J.  l  l.  
n  
Sea X €  [rr a . )  '  
entonces JI a .  <  X  •  
l.  l  
1 -  
n  n  






X  €  V  � - ) .  
1  1  
y  siendo 
n 




[ n a . )  e  V  [ a . ) .  
1  1  J.  
n  
Por otro lado, como TI a .  <  a .  ,  [ a . )  e  [n a . )  para todo 
l 1 - J. J. l. 
i, 
iv) Sea 
i = 1, . . . .  ,  n, 
n 
V [ a . )  =  [x) .  
1  l.  
luego 
n 
V [ a . )  e  [n a . ) .  
1  l.  J.  
Puesto que, para todo i,  [ a . )  e  [ x ) ,  
1.  
X  <  a  . .  
1  
También, 
si z fuera otra cota inferior de los a . :  
l.  
z  <  a .  
l.  
� - )  e  [z) 
1  
para todo i ,  i  = 1 ,  . • . .  ,  n  
para todo i, i = 1, . . • .  ,  n  
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n 
V [ a . )  =  [x) e [ z ) .  
1  J.  
L u e g o  z  <  x. Esto significa que 
n 
X = TI ª ·  .  
1  l.  
n  
rr  a .  existe y que 
1 l. 
3 . 2  PSEUDO-COMPLEMENTOS EN CONJUNTOS PARCIALMENTE ORDENADOS. 
DEFINICION 3 . 2 . 1  
Sea ]C un copo con O .  Diremos que el elemento a 6 :C tiene 
un "pseudo-complemento" en JC, si existe un elemento a* 6 :C tal que: 
PS1 (� () (a� = (<U 
PS2 Las relaciones b € :C y (ij () <lil ·= (tj} implican 
(lÚ e (a� • 
El elemento a* se llamara el "pseudo-complemento de a en JC". 
Notemos que, sesún la definición 3 . 2 . 1 ,  el psc. de un elemento, cuando 
exista, sera único. En efecto, si 





fuesen dos pes. de a € JC ,  
(tj () (af-l. = (<[[ 
y (ij () (8¿� = <<IT 
luego, ,. PS2:  segun 
(a*] e (af] • l 
y (a�] e (a!] 
con lo cual, 
a* < ª* 1 2 
y a* < a * .  
2  l  
Por lo tanto 
a* = a* 
l 2 
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DEFINICION 3 . 2 . 2 .  
Diremos que el copo JC es "cer rado para pseudo-complementos" 
(o sencillamente queJ; es pseudo-complementada s i 1C  posee elemento 
menor O y todos los elementos d e ]C  tienen pseudo�complemento. 
El psc. de a* sera denotado por a**, el de éste por a*** y 
así sucesivamente. 
-DEFINICION 3 . 2 . 3 .  
SeaX: un copo cerrado para pseudo-complementos. Un elemen­ 
to a € X: lo llamaremos"normal" si 
a * * =  a .  
PROPOSICION 3 . 2 . 4  
SeaJC un copo con O .  Para a € X:: ,  a� existe si  y solo si 
(�* es un ideal principal. Cuando a* exista, 
.  (aj,� == (a� • 
Prueba 
Supongamos 'que a* existe. Por PS¡ tenemos que 
._luego 
Sea x € ( aj * ,  entonces 
<il ('\ (tj e (aj () cij * 
ya que si z G E  fuese tal que z < a y z ..:_ x, la última de éstas 
relaciones y el hecho de que x pertenezca al ideal (aj* implica que 
z G ( aj * .  Luego z € ( aj  y z G (aj* ,  de donde: 
(aj ('\ <iI e (aj n (�"' = (� 
es decir (ij n (� = <<TI .  Aplicando ahora PS2 (tj e (a,� , con 
lo cual X €  (a�.  
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En síntesis, (a'� = (cil * siempre que a* exista. 
Recíprocamente, si (cil * = óíl , entonces 
<J () (b] = (Q} . 
Por otro lado, si x G :C  es tal que 
<� n c,J = <iL 
(tj e (�*= (ij . 
Esto significa que a* existe y que a * =  b .  
PROPOSICION 3 . 2 . 5  
En un copo:C,  cerrado para p s c . ,  .los siguientes resultados 
son válidos: 
1.2) (V a) (a € X: . �  a  .:s_  a**) 
2.2) (V a) (V b) ( ( a ,  b) . e  X:  x ::C) =- (a _::. b ===> b* _::. ª'�)) 
3.2) (V a) (a € X: � a*** = a*) 
4.2) X: posee elemento mayor. 
Prueba 
1.2) Siendo a** el p sc , de a= : 
(a-€1 () (a*,.� = <iI 
Como tamb ien (a� n ( a ]  =  (Q} 
( a] () (a*€f . 
De donde a < a'�,'r • 
PS2 nos muestra que 
2.2) Supongamos que a, b son elementos de X: tales que a _::.  b ,  enton­ 
ces (,il e ( ¡J .  Puesto q u e .  Sµ es tma red pseudo-complementada 
(proposición 3 . 1 . 4 ) ,  el resultado 2 de la proposición 2 . 6 . 2  nos 
lleva a que <fil* c (� * . Luego (b� e (a� , es decir b* < a* 
siempre que a <  b .  
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32) Tomando a como a* en ( 1 2 ) ,  a * <  a*** • Y como a <  a * * ,  
a * * * <  a* según ( 2 � ) .  Luego a * * * =  a .  
4..2) Puesto que, para todo x € E ,  (Q} n (� = (Q} , 
(� e (Q} * = (O� • Luego x € (O� con lo cual, x < O* para 
ro do x G JC .  Esto significa que o,·, es· el elemento mayor de :C .  Lo 
llamaremos 1 . .  
PROPOSICION 3 . 2 . 6 .  
En un copo JC ,  cerrado para ps c , ", los siguientes resultados 
son ·válidos: 
n 
TI a .  
1  1  
Además: 
existe en 1C, 
n 






(TI a . ) * *  =  TI  a*.,, 
1 
1 . .  
1  i  
n  n  
(Il a . ) *  =  (TI a,:,")* 
1 1 1 1 
2-2) Si ¿ 
iGI 
Además, 
a .  
1  






a . ) *  
1  




1-2) Supongamos que 
n 
TI a .  
1  l.  
n  
(TI a.)*," 
1 1  
luego la proposición 
existe en X:: .  Por ser :C cerrado para psc. 
n 
también existirán (TI a . ) *  y  
1  1  
3 . 2 . 4 .  nos da: 
n 
( ( JI  a.)*,� 
1  1  
n 
(ll a.:]** 
1 .!.  
n 
= ( n (a .]>** (Propo. 3 .  l .  6) 
1 1 
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Como Sµ es una red cerrada para p s c . ,  los :resultados de la 
proposición 2 . 6 . 2 .  se cumplen en S µ .  En particular, la rel�cion 
(8) de esa proposición muestra que: 
/ 
n 







(Proposición 3 . 2 . 4 )  
l  
n  







Esto significa, según 3 , 1 . 6 . ,  que TI a�* 
1 J. 
n n 
n (a'�� = (I1 a:!:� 






(TI a . ) * *  
1  J.  
=  
Del resultado anterior podemos obtener la parte (b) de ( J . ) :  
n  n  












2�) Supongamos que l ª ·  existe. 
i€I 
].
Como a .  <  I  a .  para todo í G I ,  <I a . ) *  <  ai: 
1. - l. 1 - 1. 
Sea z G X:: otra cota inferior de los a� , 
1 
para todo i € I ,  entonces -r .S. z* • Como 
es decir
1 
a .  <  a�'* 
1 - l 
z < a'! 
:i.. 
(proposición 
3 . 2 . 5 . ,  ( 1 ) ) ,  a .  <  z* para todo 
l. - . 





ª ·  l.  
<  z* y z** < < I 
iGI 
a. ) - �  •  
].  
Utilizando otra vez (1)  de: la proposición 3 . 2 . 5 . :  
z  <  z,'<* < ( l a.)'\:  .  
- - J.  
iGI 
Esto significa que JI a� existe y que: 
í€I 
J. 





= e I 
í€I 
Sea:C un copo cerrado para psc • •  Si un conjunto N de elemen 
tos nonnales · d e :C:  es cerrado para p s c . ,  contiene O ó 1 y es una semi 
red o una semi-red dual, entonces N es un Algebra Booleana. 
Prueba 
Utilizaremos la caracterización para Algebras Booleanas da­ 
da en la proposición 2 . 7 . 3 .  
Sea N una semi-red que satisface las demás hipótesis. Para 
probar que N es un Algebra de Boole sólo nos faltaría mostrar AB4 
de 2 .  7 .  3  . •  
Tomemos x , y en N tales que x , s= = O entonces x � y�'(* y, 
que es equivalente a afirmar x 
Recíprocamente, sí x 
y x.  
y = x: 
x . y* = (x • Y) • Y'\: 
luego 
X • (y • y*) = X • Ü o 
X • y,'c = Ü � X • y = X, 
Supongamos que N es una semi-red dual. Definamos la opera- 
cion: 
a • b = (a''( + b*) * . 
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Entre elementos de N,  donde "+11 es la red suma en N.  Proba 
remos que ?- • b es la red_producto de a, b .  
Como a * <  a * +  b* 
' 
(a;I: + b*),-C < a** a, luego a .  b  <  a. 
De man.era similar a . b < b .  
Supongamos que X € N es tal que . X <  a  y  X  <  b  en ton 
ces a * <  x* y b* < x;'t' con lo cual las siguientes relaciones 
son verdaderas: 
a * +  b* < x* 
x** < (a,'t' + b*)* 
X  < a ,  b 
luego a .  b  es la red producto de a, b e n  N  y  la proposición va­ 
le por la primera parte. 
COROLARIO 
Sí en una semi-red o una semi-red dual cerrada para p s c . ,  
todo elemento es normal, entonces es una Algebra Booleana. 
PROPOSICION 3 . 2 . 8 .  
Una red singularmente complementada que es cerrada para 
psc. es un Algebra de Boole. 
Prueba 
Sea R un a  red singularmente complementada, esto es, todo 
elemento de R posee un único complemento. Supongamos ademas que R e s  
cerrada para psc . .  
Mostraremos que todo elemento de R e s  normal. 
Sea · a € R y a '  G  R  su complemento. Entonces a . a' = O 
y a ' <  a* (por definición de p s c . ) .  Luego 
1 < a +  a * .  Esto significa que a +  a * =  1  
mal de R. 
a +  a ' <  a +  a,1: 
- ' 
por ser l elemento maxi 
Por otro lado, puesto que a <  a * * ,  a + a '  <  a*+a-.>'* , 
l < a * +  a * * .  Luego 1 
Como también O =  a .  a * =  a * .  a** , las ecuaciones ante 
riores indican que a y a** son complementos de a * €  R .  Por la 
singularidad <le R, a =  a** • 
Luego la proposición vale por el colorario de 3 . 2 . 7 .  
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PROPOSICION 3 . 2 . 9 .  
Una red singularmente complementada que sea a la vez rela­ 
tivamente complementada, es un Algebra de Boole. 
Prueba 
Sea R un a  red singularmente complementada. Supongamos ade­ 
más que R e s  relativamente complementada, es decir, para tres elemen 
tos a, b ,  u de R, a < u .::_ b , podemos encontrar al menos un com-­ 
plemento de u en �' 1?J = {x G R : a .2. x .::_ b } .  
Mostraremos que R e s  cerrado para psc.  Sea a 6 R, a'  ·su 
complemento en R, b \ID elemento de R tal que a .  b  = - O . P u e s t o  que 
b < a · +  b  <  1 ,  entonces, por ser R relativamente complementada, 
existirá un complemento relativo de a + b en � ,  ij .  Llamémosle z ; 
z cumplirá: 
z ( a +  b) = b 
z + ( a +  b) = 1 
siendo 
entonc�s 
a ( a +  b) = a 
cual 
a .  z  = a .  ( a +  b) • z = a .  b  =  O .  
Y  del hecho de que b < z se deduce b + z = z ,  con lo 
a + z = a + b + z = l .  
Las dos últimas relaciones indican que z es el complemento 
de a en R. Por la singularidad de R, z = a ' .  Luego a' G [} ,  Q 
siempre que a .  b  =  O ,  es decir, a .  b  =  O  implica b < a ' .  
Supongamos ahora que b .2. a ' ,  entonces b . a 1  = b,  de don 
de: 
a .  b  = a .  (b . a ' ) =  b  .  ( a .  a ' ) =  b  .  O =  O .  
En resumen, a .  b  =  O  �  b  < a ' .  Esto significa que 
a ' =  a * .  Luego R e s  pseudocomplementada y por consigui�nte un Alge­ 
bra de Boole de acuerdo a la proposición 3 . 2 . 8 .  
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