ABSTRACT Liu and Pun proposed a method based on fully convolutional network (FCN) and conditional random field (CRF) to locate spliced regions in synthesized images from different source images. However, their work has two drawbacks: 1) FCN often smooths detailed structures and ignores small objects and 2) CRF is employed as a standalone post-processing step disconnected from the FCN. Therefore, an improved method is proposed in this paper to overcome these two drawbacks. For the first drawback, region proposal network is introduced into the FCN to enhance the learning of object regions. For the second one, the use of CRF is changed to make the whole network an end-to-end learning system. Moreover, the proposed method uses three FCNs (FCN8, FCN16, and FCN32) with different upsampling layers, and all the three FCNs are initialized from VGG-16 network. Experimental results on three publicly available datasets (DVMM dataset, CASIA v1.0 dataset, and CASIA v2.0 dataset) demonstrate that the proposed method can achieve a better performance than the state-of-the-art methods including some conventional methods and some deep learning-based methods.
I. INTRODUCTION
With the rapid development of the powerful image editing software tools, it is getting easier to tamper digital images without leaving any obvious visible artifacts [1] , [2] . Since images can be used in journalism, police investigation and as court evidences, the tampered images with malicious purpose can cause problems to our modern society. Image splicing is one of the most common types of image tampering. It crops and pastes some regions from one or more source images carefully to create synthesized images. Even though some care is required to guarantee coherent illumination, perspective, and scale between the two images, the synthesized images can be extremely realistic [3] . Therefore, reliable and automatic splicing detection and localization to determine the authenticity of images have become an important and popular issue. Splicing detection aims to discriminate whether a given image is pristine or fake. However, in practical applications, we are more interested in splicing localization to figure out the tampered regions. Since splicing localization requires pixel-level analysis rather than image-level analysis, it faces more challenges than splicing detection.
As for image splicing localization, various kinds of methods have been proposed [4] - [17] in recent years. These methods assume that some inherent image statistics introduced by the generation pipeline will be inevitably distorted after some tampering operations, and then analyze such statistics so as to identify the forgeries. According to the different types of features, these methods can be categorized into the following four types [18] , [19] : (1) JPEG-based features such as aligned double quantization (ADQ) [4] , non-aligned double quantization (NADQ) [5] , inconsistency in DCT coefficient histograms [6] , and disturbances of JPEG block grids [7] ; (2) camera-based features such as color filter array (CFA) [8] , [9] , sensor pattern noise [10] , [11] , camera response function [12] , and demosaicing regularity [13] ; (3) pixel-based features such as re-sampling [14] , and contrast enhancement detection [15] ; (4) physically-based features such as light anomalies [16] , and size inconsistencies [17] . However, each of these methods can only handle a certain type of forgery because each method relies on an assumption on spliced area; moreover, for a given image to be authenticated, which methods should be used is unknown for the absence of prior information [20] .
So, some deep learning-based methods [20] - [26] have been proposed. These methods do not require explicit feature extraction. Instead, they learn the relevant features automatically during the network training phase [21] , [27] , [28] . In particular, Wang and Zhang [22] extracted the histograms of DCT coefficients as an input and designed a one-dimensional convolutional neural network (CNN) to locate tampered regions by classifying single-compressed and double-compressed regions. Using the similar idea as Wang and Zhang [22] , Amerini et al. [23] considered different kinds of inputs to CNN and exploited three kinds of CNNs (spatial domain-based, frequency domain-based, and multi-domain-based). Liu et al. [24] proposed to utilize the CNNs and the segmentation-based multi-scale analysis to locate tampered regions. Zhang et al. [25] proposed a two stage deep learning approach: a Stacked Autoencoder model was utilized to learn the complex feature for each individual patch; the contextual information was integrated to make the localization more accurately. Cozzolino et al. [26] showed that a class of residual-based descriptors could be regarded as a simple constrained CNN, and then relaxed the constraints and fine-tuned the net to conduct forgery localization. However, all these methods [22] - [26] are block-based methods, accordingly, they provide block-level accuracy.
In order to obtain pixel-level accuracy, Liu and Pun [20] and Salloum et al. [21] used fully convolutional network (FCN) instead of CNN to locate the spliced regions. FCN is a special type of CNN, which replaces the fully connected layers with the convolutional layers having a 1×1 convolution kernel. It classifies each pixel in a spliced image as spliced or authentic. In [21] , two output branches of multi-task FCN (MFCN) are used to learn the surface label and the edge of the spliced regions respectively, and the intersection of the outputs of two branches is the localization result. In [20] , three different FCNs are used to deal with different scales of image contents, and condition random field (CRF) [29] is utilized to combine the localization results of three FCNs adaptively. However, the work [20] has the following two drawbacks: FCN often loses or smooths detailed structures and ignores small objects [30] ; CRF is employed as a standalone post-processing step, which is independent of the FCN.
So, in this paper, an improved method is proposed to overcome these two drawbacks: region proposal network (RPN) [31] is introduced into FCN to resolve the first drawback and the use of CRF is changed to make the whole network an end-to-end learning system for the second drawback.
The remaining of the paper is organized as follows. Section II recalls the related work by Liu and Pun [20] . Section III details the proposed method. Experimental results and analysis are given in Section IV. Finally, Section V summarizes the paper.
II. RELATED WORK
The CNN-based works [22] - [26] neglect the relations of neighboring image blocks, which may provide important clues to make inferences [20] . In order to resolve this problem, Liu and Pun [20] used a pixel-to-pixel inference framework based on FCNs and CRF. The architecture of their network is shown in Fig. 1 . Fig. 1 shows that the network contains three steps. Firstly, three different FCNs (FCN8, FCN16, and FCN32) are initialized from VGG-16 network. After that, they are simultaneously trained to obtain primary detection results. Finally, the results from three FCNs are combined by CRF. The reason of using three networks is that one network may be specialized to deal with one aspect of the whole problem, while three networks together can deal with different scales of image contents [20] . FCN32 network has only one transposed convolution layer and applies a 32x up-sampling filter to the features. So, it is sensitive to large scale objects and its detection result lacks details. However, FCN8 is sensitive to small scale objects and contains more details than FCN32. FCN16 is in between.
However, FCN often loses or smooths the detailed structures and ignores the small objects due to the up-sampling operation [30] . Moreover, CRF is employed as a standalone post-processing step, which is independent of the FCN. So, the accuracy in [20] is still to be improved.
III. PROPOSED METHOD
In order to resolve the drawbacks of the work by Liu and Pun [20] mentioned in Section 2, an improved method is proposed by introducing RPN and CRF. RPN is introduced into FCN to resolve the drawback caused by FCN. The use of CRF is changed to make the whole network an end-to-end learning system, which can learn the parameters for the FCN and the CRF in one unified deep network. Moreover, RPN has been modified before being combined with FCN. So, the RPN and its modified version are described in the following, while CRF can be referred to [29] .
1) MODIFIED RPN
RPN [31] is used in Faster-RCNN for efficient and accurate region proposal generation by replacing the selective search method in R-CNN. Since the proposal regions generated by RPN are usually for objects, and the object regions are easier to be tampered than the background regions, RPN is used in this paper to generate object regions and then enhance their learning in the splicing localization.
The RPN is a kind of FCN and can be trained end-to-end specifically for the task for generating detection proposals. The original RPN is a small network over the convolutional VOLUME 6, 2018 FIGURE 1. Architecture of the network proposed by Liu and Pun [20] . Numbers in the form m/n refer to the kernel size m and the number of kernels n in the convolutional layer (colored red), respectively. 2x, 8x and 16x refer to an up-sampling factor of 2, 8 and 16 for the deconvolution layer, respectively. feature map. It contains two branches: box-regression layer (reg) and box-classification layer (cls). The reg layers predict the positions of the proposal centers. The cls layers are used to classify the proposals (background and foreground). In this paper, the RPN is modified as shown in Fig. 2 . The reg layers are removed because the positions of the proposals are not required in our method. In addition, since the loss is considered for each pixel instead of each proposal region when combining RPN with FCN, the loss computation is followed by an additional deconvoltional layer.
2) MAIN ARCHITECTURE OF PROPOSED METHOD
The main architecture of the proposed image splicing method is shown in Fig. 3 . Similar to [20] , the proposed method also uses the FCN and considers three FCNs with different up-sampling layers: FCN8, FCN16 and FCN32. Moreover, the FCN also uses VGG-16 as convolutional layers. The reason is that VGG-16 using several small size filters can gain more nonlinear features and contain fewer parameters [32] . After the convolutional layers and the deconvolutional layers, the obtained feature maps are fed into RPN and CRF separately to achieve two losses (Loss RPN and Loss CRF ).
Then, Loss RPN and Loss CRF are fused to get the final loss through the following formula with a weight α,
The weight value α is used to adjust the loss value to get an optimal one. By experiments, the weight α in this paper is set to 0.3. Finally, the locating maps of three networks (FCN8, FCN16, and FCN32) are merged to get the final locating map. For each pixel, let y 8 , y 16 , and y 32 denote the probabilities of being tampered for three networks, the probability y of this pixel with two weights β 1 and β 2 is given by
In this paper, both of β 1 and β 2 are set to 1/3. Then, the final locating map m for each pixel is achieved by
The detailed steps of the proposed network are as follows: a) Taking FCN32 for example, the input image is processed by five convolutional blocks (Conv1, Conv2, Conv3, Conv4, and Conv5). The first two blocks have two convolutional layers, while the other three blocks contain three convolutional layers. The kernel size of each convolutional layer is 3×3. The numbers of kernels in five blocks are 64, 128, 256, 512, and 512 respectively. b) After five convolutional blocks, the obtained feature maps are fed into two branches (RPN and CRF) separately. In the first branch with RPN, the feature maps are processed by two convolutional layers. For the first layer, the kernel size is 3×3 and the number of kernels is 512. For the second one, the kernel size is 1×1 and the number of kernels is 18. After two convolutional layers, a deconvolutional layer and a softmaxloss layer are used to get the loss of RPN branch Loss RPN .
In the second branch with CRF, the input feature maps are also processed by two convolutional layers. The first one is with 4096 kernels of size 7×7 and an additional 50% dropout operation to reduce overfitting. The second one is similar to the first one. The only difference is that the kernel size is 1×1. Finally, a 1×1 convolutional layer, a deconvolutional layer, a crop layer, and a softmaxloss layer are used to get the locating map y 32 and the loss of CRF branchLoss CRF . c) Two losses Loss CRF and Loss RPN are fused to get the final loss of FCN32 network Loss FCN 32 by using (1) with the weight value α. d) The above steps (a) and (b) are for FCN32. FCN16 and FCN8 are similar to FCN32. The difference is that FCN16 combines the output of the fourth and the fifth pooling layers before the deconvolutional layer, while FCN8 merges the output of the third, the fourth and the fifth pooling layers. e) The three locating maps y 8 , y 16 , and y 32 are merged by (2) and (3) to get the final locating map.
IV. EXPERIMENTAL RESULTS AND ANALYSIS
In order to evaluate the performance of the proposed method, three publicly available benchmark datasets have been considered: CASIA v1.0, CASIA v2.0 [33] , and Columbia color DVMM [34] . TABLE 1 provides a description of these three datasets. Fig. 4 shows some examples and their corresponding ground truth masks. Notice that CASIA v1.0 and CASIA v2.0 do not provide ground truth masks. So, we generate the ground truth masks by subtracting the original images from their corresponding modified images. Moreover, the accuracy of splicing localization is evaluated by the following objective criterion pixel-level F-measure,
VOLUME 6, 2018 where Precision shows the probability that a detected forgery is truly forged, whileRecall represents the probability that a forgery is detected. They are defined by,
Recall = T P T P + F N
, and Precision = T P T P + F P .
Here, T P is the number of correctly detected pixels, F N is the number of the falsely missed forged pixels, and F P is the number of pixels erroneously detected as forged. In order to evaluate the performance of the proposed method, we compared our method with four recent FCN-based methods: MFCN [21] , FCN+CRF [20] , FCN+RPN, and FCN with different up-sampling filters (FCN8, FCN16, and FCN32) . The main objective to consider the latter two methods is to show the improvements by using RPN and CRF. The method FCN+RPN is the proposed method without using CRF. FCN is the method using FCN only. Moreover, we also compared with some conventional methods [4] - [11] , i.e., ADQ [4] , NADQ [5] , DCT [6] , BLK [7] , CFA1 [8] , CFA2 [9] , NOI1 [10] , NOI2 [11] . The implementation of these conventional methods is provided in a publicly available Matlab toolbox written by Zampoglou et al. [35] . We compared these methods in three aspects: localization ability, generalization ability to another dataset, and robustness against additional operations. In this paper, we considered three types of additional operations: JPEG compression, Gaussian blur, and Gaussian noise. All the tests were performed in Caffe with 11GB GeForce GTX 1080 Ti, 3.20 GHz i7-6900K CPU, and 65GB RAM.
The first test is to evaluate the performance of splicing localization directly, and CASIA v2.0 dataset was considered. Randomly selected 5/6 of the spliced images were included in the training set, while the remaining 1/6 of the spliced images were chosen as the testing set. Here, we compared the proposed method with some conventional methods, which only used CASIA v2.0 dataset for training and testing in their corresponding literatures. The average F-measure values of all testing images for these methods are given in TABLE 2. The results in TABLE 2 show that: (a) all the FCN-based methods are superior to all the conventional methods; (b) both of FCN+RPN and FCN+CRF are better than three methods (FCN8, FCN16, and FCN32) using FCN only. This conclusion shows the improvements by using RPN and CRF; (c) although MFCN also considers FCN only, it shows a good performance because it uses a multi-task FCN to learn both of the surface labels and the edges of the spliced regions; (d) The proposed method performs best. The reasons are that FCN, RPN, and CRF are mutually well combined in the proposed method, and that RPN is modified, and that the use of CRF is improved.
The second test is to evaluate the generalization ability of the proposed method. All the spliced images in CASIA v2.0 dataset were used to train. All the spliced images in CASIA v1.0 dataset and DVMM dataset were used to test. Table 3 provides the comparison results for the testing set (CASIA v1.0 dataset and DVMM dataset). It can be seen from TABLE 3 that the similar conclusions can be drawn as the previous test. The only difference is that some conventional methods also achieve good performance in DVMM dataset. The reasons are that DVMM dataset does not have small spliced regions and the training set of FCN-based methods is CASIA v2.0 instead of DVMM. However, the proposed method performs best among these compared methods.
The objective of the last test is to evaluate the robustness against JPEG compression, Gaussian blur, and Gaussian noise. All the spliced images in CASIA v2.0 dataset were used to train, and all the spliced images in CASIA v1.0 dataset were used to test. These test images were further attacked by three types of additional operations. As for JPEG compression operation, two different quality factors (QF = 50 and QF = 70) were considered. As for Gaussian blur operation, Gaussian smoothing kernels with four different standard deviation values (σ = 0.5, σ = 1.0, σ = 1.5, and σ = 2.0) were considered. As for Gaussian noise operation, the noises with three different SNR values (25 dB, 20 dB, and 15 dB) were added. The comparison results for three types of additional operations are given in TABLE 4. It can be observed from TABLE 4 that: (a) for each method, F-measure values decrease as additional operation levels increase because the increases of the operation levels mean basically more modification; (b) similar to the previous two tests, the proposed method performs better than other compared methods in all the three types of additional operations with different levels.
In order to apprehend the above results better, the visual results for six FCN-based methods and their corresponding F-measure values are provided in Fig. 5 . These results are corresponding to the forged images shown in Fig. 4 . Table 2 -4; (b) FCN8 obtains more details than FCN 32 and FCN16. It is consistent with the description given in Section II and the conclusions provided in [20] ; (c) the results for the images Fig. 4 (d) and (e) show that the proposed method performs well in detecting small spliced regions; (d) the proposed method can detect more details than other methods, especially for the images Fig. 4(c), (d) , and (f). So, the proposed method performs well not only in F-measure value but also in visual.
V. CONCLUSIONS
This paper proposes an improved method to resolve the drawbacks of the work by Liu and Pun [20] . Experimental results on three publicly available datasets demonstrate that the proposed method is obviously superior to some state-ofthe-art methods including [20] . The main reasons are as follows: (a) compared with the conventional methods [4] - [11] , the proposed method is based on FCN. It does not extract explicit features. It learns relevant features automatically; (b) compared with [20] , the modified RPN is introduced into FCN to enhance the learning of object regions; (c) compared with [20] , the use of CRF is changed to make the whole network an end-to-end learning system. For the future work, we will try to find more effective deep neural networks to further improve the performance and also extend our work to audio and video splicing localization. 
