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Constructing a mathematical model of a nonlinear system involves developing
methods for determining a set of nonlinear differential equations. Based on Floris
Takens'
theory, the delayed-time space with a given time-series is created,
where the first inflection of multicorrelation function is an approximation of the
optimal delay time. The multicorrelation function is the generalization of the
autocorrelation function into a higher dimension of the system. The standard
Grassberger-Proccia algorithm computes the correlation dimension of an
artificially generated data set, which involves measuring the distances between
all pairs of points, and estimates the dimensionality of the nonlinear system.
Finally, the governing differential equations are generated by using a polynomial
least squares method. The generated state equations provide the possibility of
predicting the system. The practical aspects of attractor reconstruction is
discussed in this investigation, by using nonlinear ordinary differential equations
with low degrees of freedom as examples.
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The common feature of many nonlinear dynamical systems is that even simple
deterministic systems can generate what appears to be random behavior. Yet,
there often appears to be some structure hidden in the apparent disorder. The
general characteristic of random behavior implies an unpredictable influence that
causes the randomness, without any purpose or order. On the other hand, a
nonlinear dynamical system may be deterministic, meaning that there is an order
in the system which shows the possibilities of predicting the evolution of a
nonlinear dynamical system.
In a realistic setting, physical systems are usually modeled by nonlinear
differential equations. These equations, under reasonable conditions of
regularity, or smoothness, are also deterministic. That is, a set of initial
conditions determines a unique solution for all time. Even so, a deterministic
system can still be unpredictable, since the response of a nonlinear system can
be extremely sensitive to the choice of initial conditions.
Extrapolating or predicting observed data from a nonlinear dynamic model is
sometimes possible by developing a mathematical model. The main objective of
this investigation is to develop practical methods for determining an artificial
system of equations which effectively govern a dynamic process exhibited by the
time history of some physical variable.
Building a dynamical model directly from the data involves several steps. First,
based on Floris
Takens'
theory [6], the delayed-time vectors are constructed
based on a given time-series and an embedding dimension is estimated. The
delay value is approximately determined by the autocorrelation function. The
autocorrelation function of nonlinear data is most directly interpreted as a
measure of how well future values of the data can be predicted based on past
observations [1]. The multicorrelation function is a modified technique, based on
autocorrelation, and will be discussed further in a later section.
Next, the dimensionality of the system is determined based on the slope
estimates derived by the Grassberger-Procaccia algorithms [2]. This also will be
discussed in greater detail later.
The final step is to derive a set of dynamic equations to model or predict the
original nonlinear dynamic system. The Generalized Central Difference method,
Multivariable Polynomial Coefficient method and the Runge-Kutta Fourth Order
methods are involved in the process of constructing the mathematical model
(Section 1.2).
Obtaining an set of ideal data from a physical model always includes an amount
of deviation error. Ideal, or artificially generated, data of a nonlinear dynamical
model is important for analysis purposes. The predicted data could be compared
with the original data to show the quality of constructing the mathematical model.
Instead of using a physical model, the original single time-series data are
obtained from integrating well-known nonlinear ordinary differential equations.
The examples included are the following: Duffing's forced nonlinear oscillator
equation, Rossler's oscillator equation, Van der Pol equation, Forced Nonlinear
Oscillator equation, and the Birkhoff-Shaw Chaotic Attractor.
Numerical analyses, calculations, and plots are done with the aid of the MATLAB
software. Numerical techniques used in this investigation are generally described
in the appropriate sections. All programs are included in the Appendix.
1.1 Introduction to Nonlinear Differential Equation
There are many characteristics which distinguish between the nature of linear
and nonlinear differential equations. For example, the fundamental system of
solutions exists only for linear differential equations. This implies that if certain
basic solutions are known, the general solution will be a linear combination of
these fundamental solutions. Moreover, the principle of superposition can only
apply to linear differential equations. These fundamental properties also help in
the analysis of linear oscillations. There are many available methods and
techniques to solve linear differential equations, including both analytical and
numerical approaches. However, it is more often than not very difficult to solve
nonlinear differential equations. There is no general way (except in certain
special cases) to obtain analytic solutions of nonlinear differential equations.
Consequently, both approximate methods and qualitative analyses of the
solutions become significant in studying the nature of nonlinear oscillations.
The essence of qualitative analysis of nonlinear oscillations is to acquire
important information about the solutions of differential equations without actually
solving the equations. An indispensable tool for qualitative analysis is the phase
plane or phase space. By investigating the geometric nature of trajectories in the
phase plane, many properties such as equilibrium, periodicity and stability of the
oscillations are obtained.
A nonlinear single-degree-of-freedom system can generally be expressed by the
following differential equation:
xf(x,x,t)
= 0 Equation 1.1
where f(x,x,t) is a nonlinear function of x, x, andr. If the independent variable t
does not appear explicitly, Equation 1.1 is written as
xf(x,x)
= 0 Equation 1.2
A system described by Equation 1.2 is referred to as an autonomous system
since all the properties of the system do not change with time. For the sake of
simplicity, this investigation is restricted to autonomous systems. Equation 1.2






The plane of the state variables (x and y) is defined as the phase plane or phase
space. Therefore, solutions x(t) and y(t) of Equation 1.3 are represented by
curves on the phase plane. Since the solution curves are graphically represented
on the phase place, topological methods of analysis are utilized to investigate
the oscillations of nonlinear systems. By this method, solutions of Equation 1 .3
are not explicitly expressed by functions of time (t), but rather from the resultant
flow on the phase plane. The qualitative features of solutions and some
quantitative information can be acquired through the investigation of the
trajectories in the phase plane. However, the applicability of these graphical
methods is confined to autonomous systems of order one and two.
On the phase plane, each point corresponds to a state of the system. In
mechanics, the state of a system is typically described by the dependent
variables of position and velocity. Figure 1.1 shows the phase place of a
nonlinear system expressed by Equation 1.3; the direction of motion along the
trajectories is indicated by the arrows.
Figure 1.1, The phase plane of a nonlinear system.
The curves in Figure 1.1 are called phase curves or trajectories. The complete
collection of phase curves is designated as the phase diagram for the system.
The dimension of the phase space is typically twice the dimension of the
physical space.
In Equation 1.3, if y is divided by i, a first order differential equation in the
variable x and y is obtained as:
dy _~f{x,y)
dx
{x,y) Equation 1 .4
Upon integration of Equation 1.4, an analytic relation between the state variables
is obtained and thus the equation of the phase curves in terms of x and y is
deduced. The phase plane graphically represents the dynamics and qualitatively
describes the evolution of all the possible states of a system.
A closed phase curve represents periodic motion, since the state of a system will
eventually return to its original state along the curve. Since the state of the
system does not return to its original state along a non-close phase curve, the
motion is verified as non-periodic. In this investigation, examples of nonlinear
differential equations for both periodic and non-periodic oscillations are used.
The velocity at each point on the phase plane is also defined by Equation 1 .3
and is known as the phase velocity. Note here the distinction between the phase
velocity and the actual physical velocity of a system. Phase velocity can be
expressed by a plane vector with the components x and y . This unique vector is
tangent to the corresponding phase curve and points in the direction of motion
along the phase trajectory. In Figure 1.1, a vector (V) of phase velocity is
assigned at various points. The direction of this vector is also defined by
Equation 1 .3. As a result, by assigning a phase velocity vector to each point of
the phase space, the collection of all the such vectors is obtained which is
defined as the vector field associated with the dynamical system. Figure 1.2
shows the vector field representing the dynamics of a nonlinear system.
Figure 1.2, The vector field of a nonlinear system.
The pendulum is one of the simplest dynamical system and is used as example
to explicitly illustrate the
phase space. An undamped pendulum of length / is
governed by the differential equation:
e+^sine = o Equation 1 .5
where 6 is the inclination of the string from the downward vertical position and g
is the gravity. For simplicity, let x = 0 and co = {, and Equation 1.5 can be
rewritten:
x + cflosin;t = 0 Equation 1.6
into an autonomous system of two simultaneous equations:
x = y
y = -co;; sin*
Equation 1 .7
In Equation 1.7, if y is divided by x, a first order differential equation in the




sin* Equation 1 .8
where it describes the analytical character of the phase curve. Figure 1 .3 shows
the phase place of an undamped pendulum expressed by Equation 1 .7.
Figure 1 .3, The phase 6
space of an undamped
pendulum, where
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It is typically simpler to solve linear equations as opposed to nonlinear ones.
Based on this experience, it is possible to take advantage of this fact in deriving
approximate solutions of nonlinear oscillations through various methods of
linearization. One of the most commonly implemented linearization methods is
based on the assumption of small oscillations, which utilizes the characteristics
of small-amplitude motion to linearize the terms in the nonlinear equation. For
instance, in Equation 1.5 for a nonlinear pendulum, sine = 6 if the oscillation (6)
is small. Then Equation 1 .6 can be approximated as
x (>lx = 0 Equation 1.9
Thus the nonlinear term of Equation 1.6 is transformed into a linear one. It is
typically assumed that for small oscillations the dynamics will also be
approximated by a linear oscillator. Equation 1.9 corresponds to the well-known
differential equations of a simple harmonic oscillator. Consequently, as long as
the oscillation is small, not only the derivation of the solution is simplified, but the
solution can be very close to an exact one for the nonlinear case. Unfortunately,
direct linearization of a governing equation results in the loss of an important
characteristic of nonlinear oscillations, namely, the dependence of frequency on
the amplitude of motion.
1.2 Introduction to Reconstruction of Nonlinear Dynamic System
Predicting the nonlinear dynamical system or reconstructing a mathematical
model directly from the observed data of a nonlinear dynamical system requires
the development of a nonlinear differential equation. There are many available
methods in reconstructing a mathematical model. For the purpose of this
introduction, three methods are chosen, and they are as follows: a polynomial
curve fitting method, a method used with linear differential equations and a
method used with nonlinear differential equations. The nonlinear differential
equation is the preferred method to model the observed data because of its high
accuracy.
The following dynamical model is used to demonstrate the performance
of how
the nonlinear differential equation closely represents the original data compared
to the polynomial curve fit and the linear differential equation. Table 1.1 is an
example of observed data from the nonlinear dynamical model of a temperature
changing over subsequent
time.
Time (s) Temp. (F) Time (s) Temp. (F)
0 67.712 14 43.745
1 65.483 15 43.158
2 62.896 16 42.589
3 59.331 17 42.021
4 55.964 18 41.472
5 53.714 19 40.883
6 51.460 20 40.333
7 49.598 21 39.744
8 48.090 22 39.174
9 46.392 23 38.604
10 45.258 24 38.034
11 45.089 25 37.463
12 44.880 26 37.102
13 44.312 27 36.511
Table 1.1, Observed data of temperatures (F) changing
over incremental time measured in seconds.
Figure 1.4 is a simple data plot of temperatures versus time as shown.
Figure 1.4, A simple
data plot representing
the temperature and
time in Table 1.1.
The scalar time series is the data from Table 1.1:
x(t)
= {T0,Tl,-,T7J} Equation 1.11
where T is the temperature, and the total points is 28. The time delay, x, from a
scalar time series is estimated by using the autocorrelation function, which
results in shift index, v. For example, the minimum autocorrelation of the given
time series, x(t) (Equation 1.11), is calculated, and the result is vmin=8, where




where in this example, At = 1. At this point, the delayed-vector, x^(t), is
determined by delaying the time series, x(t), by the shift index, v:
xvU) = {Ti,T9,---,T71} Equation 1.13
where the total points now is 20.
The derivative of x(t) is done by using the fourth-order central difference method
(see Section 3.2.1). The order of central difference refers to its accuracy. The
derivatives for the first and last two points of x(t) are not available using this














Derivative of x(t), using Fourth Order
Central Difference Method.
A curve fitting of the data plot is obtained by using the POLYFIT function of
MATLAB software; it is relatively easy to find the coefficients of a polynomial
curve fitting. The POLYFIT function returns the coefficient values of a first





The Equation 1.10 is graphically plot against the data plot as shown in Figure 1.5
for comparison.
Figure 1.5, Comparison
of curve fitting and data
plots. Solid line is the
curve fitting.
Obviously, the curve fitting doesn't represent the original dynamical model very
well. The curve fitting method doesn't provide enough accuracy in reconstructing
the dynamical model from original data.
However, since the dynamical model is nonlinear, a nonlinear differential should
be taken into consideration, which is the main theme of this investigation. In
order to develop the differential equations, several steps are involved in the
process, which will be discussed in detail later.
The curves created by differential equations representing the original data are
the focus of this section. The linear differential equation for the given data in
Table 1 . 1 is expressed as:
x = -0.1 3 15* + 4. 8684 Equation 1.14
where the differential polynomial is obtained by POLYFIT function with the
degree of freedom of one, t)=1. Also, the nonlinear differential equation is
obtained by the Least Squares method with a higher degree polynomial:
x = -0. 003
lx2
+ 0. 1748* - 2. 4763 Equation 1.15
The linear and nonlinear differential equations (Equation 1.14 & 1.15) are
implemented using MATLAB software, and integrated by using the Runge-Kutta
Fourth Order method (Section 2.1), which generates an artificial set of data. The
initial condition of Xo = 67.71 is required in integrating process. The curves of
both differential equations are now plotted along with the original data in Figure
1.6.
Figure 1.6, Curves of
Linear and Nonlinear
Differential Equations.
Solid line is from the
nonlinear differential
equation, while the
dash-dot line is from the
linear differential
equation.
The reconstruction of the original data done in Figure 1.6 provides possibilities of
studying the nonlinear dynamical systems with relatively high accuracy.
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2.0 Phase Space of Nonlinear Dynamic Systems
Nonlinear ordinary differential equations may be used to model a dynamical
system in which data exhibit some order, despite the appearance of
randomness. An essential hallmark of chaos in certain nonlinear systems is the
extreme sensitivity of the system to initial conditions. This means that two sets of
initial conditions in a system, which are initially very close together, can result in
different solutions. [3] Similarly, nonlinear systems are sensitive to time
increments. It is thus possible that identical initial conditions may result in
different solutions, based on a particular integration algorithm. The predictability
of long term behavior, as opposed to a very short term, tends to fail for those
nonlinear systems which exhibit the
systems'
characteristics. [3]
The geometric view of a dynamical system is usually described by the values of
certain physical variables in a phase space or state space. Phase space
(Section 1.1) contains trajectories traced out, starting with an initial condition,
over subsequent time. A system with many degrees of freedom might contain
several sets of values and their time derivatives. Typically, phase space is
plotted in a two-dimensional coordinate system, where the abscissa might
represent the x variable and the ordinate might represent the y variable.
The figures in this section represent the computer-generated data obtained from
numerically integrating nonlinear ordinary differential equations (as mentioned in
Section 1.0). Their respective phase portraits are plotted. Also, the sensitivities
of the models, based on initial conditions and incremental times, will be shown
by the accompanying figures.
2.1 Runge-Kutta Fourth Order Method
To explicitly show how solutions of nonlinear differential equations evolve, the
Runge-Kutta Fourth Order method is used to generate solutions to trace out the
trajectories in the state space. The basic algorithm for the Runge-Kutta Fourth
Order method contains the following iteration steps:
k^At-fixM
*2=Ar-/(*, +|^,r, +|Ar)




*i*i =x, +i(*i+ 2*2+2*3 + *J
where x is the state vector and t is time vector incremented by At [4]. This
algorithm is programmed in the MATLAB file called RK4.M. In order to execute
the Runge-Kutta technique in the MATLAB environment, a separate file that
contains the differential equations is required. For instance, to execute the
integration of the Van der Pol equations (a file called VAN.M) in the MATLAB
environment requires:
[ q, t] = RK4( 'VAN', ti, dt, tf, qO);
where the input is inside the RK4 function, and the output is in the brackets. The
input includes: filename of equations (with a single quote around the filename);
initial time (ti, single value); increment time (dt, single value); final time (tf, single
value) and initial condition (qO, vector). The output consists of the state vectors
(q) and the time vector (t).
2.2 Duffing's Forced Nonlinear Oscillator Equation




where k = 0.2, f = 40, and co = 1. Equation 2.2 is transformed into two





The following figures are generated by MATLAB program called DUFFING.M for
x and y variables, and DUFFVELM for the derivatives of x and y variables.
x variable
Figure 2.1 , Phase Space of Duffing's Forced Nonlinear Oscillator.
The trajectory starts out at the initial condition in the top-right corner of Figure
2.1. Evenutally, it traces out to a closed phase curve, which shows Duffing's
oscillator is in periodic oscillation.
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The phase space of the position variable, x, and its derivative, x , the velocity,
(as shown in Figure 2.2) is very similar to the phase space in Figure 2.1. For this
reason, the periodic motion has a major role that influences the x position, which
isn't the primary focus of this investigation. The phase curve of the y variable,
position, and its derivative, velocity, (as shown in Figure 2.3) again shows
periodic motion, emphasizing that regardless of where the trajectory starts, it will
trace to a closed curve. However, the sensitivity of two different initial conditions
indicates that Duffing's oscillator equation is a nonlinear differential equation.
Figure 2.4 shows the difference between two different initial conditions with an
identical incremented time. The incremented time is used in the Runge-Kutta
iterations to generate artificial data. Although the difference is minimal, it is
significant enough to determine that the change of initial conditions could change
the entire dynamical system. In this case, the error difference decreases over a
period of time.
The change in incremented time with an identical initial condition has a similar
effect on the dynamical system. In Figure 2.5, the sensitivity of two different time
increments are obviously shown in a similar rhythmic pattern. The curves seem
to have the characteristic of periodic motion, yet they do not collide with each
other. The error difference between both curves increases at one peak and






























50 100 150 200 250 300 350 400 450 500
index
2.4, The sensitivity to two different initial conditions: x0a = [3 4
2]'
and x0b = [4 4
2]'
with an identical At = 0.050, where A is a solid line and B is a dashed line.
50 200 250100 150
index
Figure 2.5, The sensitivity to two different time increments: AtA
= 0.050 and Ats =0.100
with an identical initial condition x0 = [3 4 2]', where A is a solid line and B is a dashed line
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2.3 Rossler's Oscillator Equation
The second of the five nonlinear differential equations is Rossler's Oscillator:
* = (y-1.5) + * |-Asin(cor)
._




where A = 0.045 and co = 1. The following figures are generated by the MATLAB
program called ROSSLER.M for x and y variables and ROSSVELM for the
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x variable
Figure 2.6, Phase Space of Rossler's Oscillator.
The phase space of Rossler's Oscillator is graphically plotted in Figure 2.6. The
phase curve creates a closed loop which verifies that the oscillation is in periodic
motion. The trajectory eventually traces from the initial condition to the closed
loop. The phase curve of variable x and its derivative (as shown in Figure 2.7)
does not show any similarity to Rossler's phase
space. However, the curve of
the x variable seems to be a little stretched at its sides compared to the phase
17
space. In Figure 2.8, the phase curve of variable y and its derivative seems to be
a rotation of the phase space.
The sensitivity of the initial conditions is relatively noticeable in Figure 2.9. The
error difference of both curves smoothes after a period of time, where the range
percentage of error difference is between 2% to 3%. The error difference curve
seems as if it is displayed on an oscilloscope diagnosing an electronic device.
The sensitivity to two different time increments with an identical initial condition,




Figure 2.7, Phase Space of x variable.
1.5 2
y variable




Figure 2.9, The sensitivity to two different initial conditions: x0a = [0.10 0.50 1 and
x0B = [0.20 0.60 1 with an identical At = 0.050, where A is a solid line and B is a dashed line.
time
Figure 2.10, The sensitivity to two different time increments: AtA = 0.050 and AtB = 0.1 50 with an
identical initial condition x0 = [0.20 0.50 1 .00]', where A is a solid line and B is a dashed line.
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2.4 Van der Pol Equation
The third of the five nonlinear differential equations is the Van der Pol equation:
Jc +
{x2
- l)x x = 0 Equation 2.5








The following figures are generated by a MATLAB program called VAN.M for x
and y variables, and VA/WELMfor the derivatives of x and y variables.
~3 -2-10123
x variable
Figure 2.1 1 , Phase Space of Van der Pol
nonlinear equation.
The phase space of the Van der Pol equation, as
shown in Figure 2.11, is
somewhat similar to Rossler's phase space (Figure 2.6). Ironically, the phase
curve of variable x is nearly shaped into figure "8",
although the phase space of
Van der Pol doesn't posses any characteristic which predicts that shape. The
21
curve for phase space of y variable is the rotation of the Van der Pol phase
space.
The sensitivity to two different initial conditions (as shown in Figure 2.14) shows
something interesting that differs from the previous equations. The first curve of
variable xA seems to be identical to the second curve, variable xB, but it seems
to be
"delayed"
from the second curve. Of course, the error difference of both
curves does not indicate any significant meaning, except that it shows a similar
cycle. A further investigation would be desired on the relationship, if any,
between the delayed time and the sensitivity of initial conditions.
The sensitivity to two different incremented times also displays interesting
curves, as shown in Figure 2.15. The first curve of variable xA seems to be a
stretched version of the second curve, variable xB. The error difference





























Figure 2.14, The sensitivity to two different initial conditions: x0a = [-1 0
and x0b = [-0.7 with an identical At = 0.002, where A is a solid line and B is a dashed line.
time
0 5 10 15
Figure 2.15, The sensitivity to two different time increments: At.A
= 0.002 and Ate = 0.0025 with
an identical initial condition x0 = [-1 .0 -0.9]', where A is a solid line and B is a dashed line.
2.5 Forced Nonlinear Oscillator Equation
The fourth of the five nonlinear differential equations is the Forced Nonlinear
Oscillator equation:
2.56jt + 0.32jc + ;t +
0.05;c3
=2.5cos(r) Equation 2.7
This equation is a version of the driven Duffing equation. Equation 2.7 is






The following figures are generated by MATLAB program called OSC.M for x
and y variables, and OSCVELM for the derivatives of x and y variables.
x variable
Figure 2.16, Phase Space of Forced Nonlinear Oscillator Equation.
The phase space of nonlinear oscillator equation (Figure 2.16) looks familiar to
the most common harmonic oscillator. The phase curve is in a non periodic
motion, because it doesn't converge to a closed loop. However, over a long
period of time, the oscillator seems to settle into what appears to be a closed
2?
loop. It oscillates about the center, but the curve doesn't come near it. The
phase curve of variable x (Figure 2.17) seems to be pointed at the sides of the
oscillation, while the curve of variable y (Figure 2.18) is very similar to the phase
space of the nonlinear oscillator equation.
The system's sensitivity to two different initial conditions seems to display a
ripple effect where the curve of error difference decreases over a period of time,
as shown in Figure 2.19. On the other hand, the error difference for two curves
of different incremented time with an identical initial condition (Figure 2.20) starts
low and eventually amplifies. Again, this interesting incident should be further
investigated, which is not part of this investigation, to determine the sensitivities
















Figure 2.19, The sensitivity to two different initial
conditions: x0A = [110
1]'
and x0B = [1201]






Fiqure 2 20, The sensitivity to two
different time increments: AtA = 0.050 and AtB
= QJ)51
S an dentical initial condition x0 = [110 1]', where A is a solid line and B a dashed line
2.6 The Birkhoff-Shaw Chaotic Attractor
The final nonlinear differential equation is The Birkhoff-Shaw Chaotic Attractor:
x = 0.1yl0x(0.l-y2)
y
= -x + 0.25sin(1.57r)
Equation 2.9
The following figures are generated by the MATLAB program called BIRK.M for
x and y variables, and BIRKVELM ior the derivatives of the x and y variables.
-0.8 -0.6 -0.4 -0.2 0.2 0.4 0.6 0.8 1
x variable
Rgure 2.21 , Phase Space of Birkhoff-Shaw Chaotic Attractor.
The phase space of Birkhoff-Shaw explicitly indicates that the system is definitely
a nonlinear dynamical system, as shown in Figure 2.21. The phase curve for
variable x and its derivative is graphically plotted (Figure 2.22) in the shape of a
figure'8", which appears to be chaotic. This will be analyzed later in this
investigation to determine if the Birkhoff-Shaw nonlinear equation contains a
deterministic system. The phase curve for variable y and its derivative is similar
to the phase space of Birkhoff-Shaw but is rotated.
The sensitivity to two different initial conditions displays that an extremely small
change in the initial condition drastically changes the nonlinear dynamical
29
system, where the error differences of both curves increase chaotically over a
period of time, as shown in Figure 2.24. This is a good example of the virtual
impossibility of determining an unique initial condition.
The system's sensitivity to different time increments is minimal, as shown in a
resulting error difference of 0.25%. The curves of variable xA and variable xB are
shown in Figure 2.25, even though they appear to be one curve.
30
-0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8
x variable
Figure 2.22, Phase Space of x variable.
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Figure 2.25, The sensitivity to two different time increments: AtA = 0.010 and AtB = 0.100 with an
identical initial condition xq = [-0.8 0 0]', where A is a solid line and B is a dashed line.
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2.7 Summary for Nonlinear Ordinary Differential Equations
Despite the appearance of randomness, some nonlinear ordinary differential
equations explicitly show a pattern of inherent order. Five nonlinear differential
equations, (Section 2.2
-
2.7) are introduced and will be used for the purpose of
analysis and comparison throughout this investigation. The application of the
Runge-Kutta Fourth Order method is straight forward in obtaining the solutions
from differential equations. The dynamical motions are mapped out on the graph
of variable y versus variable x (Section 1.1 for details on x and y variables). It is
clear that most of the dynamical models start out with the given initial conditions
and then eventually stabilize their motion into a repetitive pattern. This is also
true for the projection of the phase portrait. The sensitivities of the model to initial
conditions and to incremented time, result in different solutions following nearly
identical paths. But after only a short time, two totally different trajectories are
created. Thus, it will never be possible to measure the initial conditions with
sufficient accuracy to allow for long-term prediction to take place.
33
3.0 Time Delay
Determining the value of the time-delay is essential in calculating the phase-
space embedding dimension from the scalar time series, x(N) where N is the
total number of points. The purpose of time-delay embedding is to unfold the
projection of the scalar time series, x(N), to a multivariate state space that is
representative of the original system [5].
Based on Floris
Takens'







where x is the time shift or delay value, and r\ is the embedding dimension, that
is, the dimension of the reconstructed state space [6].
The delay time for the attractor reconstruction from a scalar time series of infinite
length can be chosen almost arbitrarily [6]. This makes sense, since there is an
infinite amount of information available. The delay time for a finite duratin time-
series has to be estimated primarily because the dimension of the original phase
state from the real system is often unknown. Furthermore, most methods can
easily provide a highly accurate delay time, but require a time-consuming
process. For the purpose of simplicity, any available method with a less
time-
consuming process for determining delay time that gives reasonable results is
used in this investigation.
In this investigation, the actual value of the time delay is the multiplication of the
value of shift index, v, and the incremented time, At:
X = v- A t Equation 3.2
That is,
x{t x) = Xv+1 Equation 3.3
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3.1 Autocorrelation Function
The delay time from a finite duration of scalar time series can always be chosen
arbitrarily. When the delay time is very small relative to the
"unknown"
delay
time, the dynamical system remains close to the diagonal of the embedding
space[6]. A larger delay time causes the coordinates of the embedding space to
stretch and overfold. Thus the
"optimal"
delay time can be estimated by looking
at the embedding space compared to the original dynamical system, which is
between the limits of the smaller and larger delay times. The optimal delay time
should be the delay time for which the delayed-vector space best represents the
original phase state. The following figures in this section will illustrate the
concept of delay time.
The first step in estimating the delay time, though not necessarily the optimal
delay time, is to determine the index shift, v0, corresponding to the first zero of
the autocorrelation function. In order to approximate the optimal delay time, t,
the autocorrelation function can be used:
1 T
Ac(x) = \x{tz)x(t)dt Equation 3.4
where T is the period of function and x is the delay time.
In Buzung and Pfister's article [6], the first zero of the autocorrelation leads to a
delay time which ensures that the two coordinates become linearly independent
[6]. The MATLAB file that contains the autocorrelation function is called
AUTOCOR.M, which evaluates the shift, vmin, for the first zero of the
autocorrelation. The definition in periodic form is:
A^ =Yrtx-x^r 7=0,1.2,..., Equation 3.5
where N is the number of points in one period and j is the shift index.
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3.1.1 Estimated Time Delay for Duffing's Forced Nonlinear Oscillator
Equation
In order to estimate the optimal time delay, xopt, an arbitrary value of time delay
must first be determined. First, the autocorrelation function's first minimum
delayed shift, vmjn, (Figure 3.1) is determined, where minimum delayed time,
tmin. is calculated from Equation 3.2. The
"unknown"
optimal time delay is then
estimated by manipulating the graphical plot with a lower or higher value of
delayed shift than of the minimum delayed shift, vmjn, as shown in Figures 3.2
through 3.4. The optimal shift delay, vopt, is then estimated comparing the
resulting curves of Figure 2.1 and Figure 3.3. It is clear when observing the
curves in Figure 3.2-3.4 compared to Duffing's phase space (Figure 2.1) that the
minimum delayed time, xmjn, is much higher than the optimal time delay. Finally
the index shift, v0, corresponding to the first zero of the autocorrelation function
is used to estimate the time delay in an attempt to achieve optimal delayed shift,
Vopt- The resulting value of the delay shift, v0, is relatively close to the value of
optimal delay shift, v0pt, as shown in Figure 3.5.
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shifting index
Figure 3.1 , Duffing's autocorrelation function.
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The optimal delay time, xopt,
when Vopt = 35 and At = 0.050.
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Figure 3.5, Duffing's reconstructed phase space using
delay shift v0 = 31 when At = 0.050.
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3.1.2 Estimated Time Delay for Rossler's Oscillator Equation
The autocorrelation function's first minimum delayed shift, vmjn (Figure 3.6), is
determined where minimum delayed time, xmjn, is calculated from Equation 3.2.
The
"unknown"
optimal time delay is then estimated by manipulating the
graphical plot with a lower or higher value of delayed shift than of the minimum
delayed shift, vmjn, as shown in Figures 3.7 through 3.9. It is clear when
observing the curves in Figure 3.7-3.9 compared to Rossler's phase curve
(Figure 2.6) that the minimum delayed shift, vmjn, is higher than the optimal time
delay. The optimal delayed shift, vopt, is estimated based a comparison of the
curves between Figures 2.6 and 3.8. In an attempt to improve the time delay, the
index shift, v0, corresponding to the first zero of the autocorrelation function is
estimated. The resulting value of the delay shift, v0, is closer to the value of the
optimal delay shift, vopt, (Figure 3.5) than the value of minimum delay shift, vmjn.
A better estimation of time delay will be further discussed in Section 3.2.
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shifting index
Figure 3.6, Rossler's autocorrelation function.
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Figure 3.10, Rossler's reconstructed phase space using
delay shift v0 = 1 79 when At = 0.050.
1.5
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3.1.3 Estimated Time Delay for Van der Pol Equation
The autocorrelation function's first minimum delayed shift, vmin (Figure 3.11) is
obtained, as shown in Section 3.1.1 and 3.1.2. The
"unknown"
optimal time
delay is then estimated by manipulating the graphical plot with a lower or higher
value of delayed shift than the minimum delayed shift, vmjn, as shown in Figures
3.12 through 3.14. It is clear when observing the curves in Figures 3.12 through
3.14 compared to Van der Pol's phase space (Figure 2.11) that the minimum
delayed time, xmin, is much higher than the optimal time delay. The optimal shift
delay, vopt, is estimated based on observation when comparing the curves
between Figure 2.11 and Figure 3.13. Again, the estimation of time delay is the
index shift, v0, corresponding to the first zero of the autocorrelation function. The
resulting value of the delay shift, v0, is higher than the value of optimal xJelay








i i > i i
500 1000 1500 2000 2500 3000 3500 4000
shifting index
Figure 3.1 1 , Van der Pol's autocorrelation function.
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The optimal delay time, xopt,
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and At = 0.0020.
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Figure 3.1 5, Van der Pol's reconstructed phase space using
delay shift v0 = 760 when At = 0.0020.
3.1.4 Estimated Time Delay for Forced Nonlinear Oscillator Equation
The autocorrelation function's first minimum delayed shift, vmjn, (Figure 3.16) is
obtained. The
"unknown"
optimal time delay is then estimated by manipulating
the graphical plot with a lower or higher value of delayed shift than the minimum
delayed shift, vmjn, as shown in Figures 3.17 through 3.19. It is shown when
observing the curves in Figures 3.17 through 3.19 compared to the nonlinear
oscillator equation's phase space (Figure 2.16) that the minimum delayed time,
tmin. is relatively close to the optimal time delay. The optimal shift delay, v0pt, is
then estimated by comparing the resulting curves between Figure 2.16 and
Figure 3.18. Finally, the estimation of time delay is the index shift, v0,
corresponding to the first zero of the autocorrelation function in an attempt to
achieve the optimal time delay. The resulting value of the delay shift, v0, .is the




Figure 3.16, Forced Nonlinear Oscillator's
autocorrelation function.
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Figure 3.20, Forced Nonlinear Oscillator's reconstructed phase space using
delay shift v0 = 30 when At = 0.05.
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3.1.5 Estimated Time Delay for The Birkhoff-Shaw Chaotic Attractor
The autocorrelation function's first minimum delayed shift, vmjn, (Figure 3.21) is
obtained. The
"unknown"
optimal time delay is then estimated by manipulating
the graphical plot with a lower or higher value of delayed shift than the minimum
delayed shift, vmin. as shown in Figures 3.22 through 3.24. It is clear when the
curves in Figures 3.22 through 3.24 are compared to Birkhoff-Shaw's phase
space (Figure 2.21) that the minimum delayed time, xmjn, is higher than the
optimal time delay, Xopt- The optimal shift delay, v0pt, is estimated by comparing
the resulting curves between Figure 2.21 and Figure 3.23. Another estimation of
time delay is the index shift, v0, corresponding to the first zero of the
autocorrelation function. The resulting value of the delay shift, v0, is still higher
than, but closer to, the value of optimal delay shift, v0pt, as shown in Figure 3.25.
1400
shifting index
Figure 3.21 , Birkhoff-Shaw's autocorrelation function.
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Figure 3.25, Birkhoff-Shaw's reconstructed phase space using
delay shift v0 = 240 when At = 0.050.
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3.2 Multicorrelation Function
The multicorrelation function is the generalization of the autocorrelation function













The autocorrelation function is equivalent to a two-dimensional multicorrelation
function. In the previous section, the delayed shift corresponding to the first zero
and the first minimum of the autocorrelation function are evaluated (Section -3.1),
but are not satisfactory for determining optimal delayed shift for all the nonlinear
systems incorporated in this investigation. Thus, the estimating time delay
estimation needs to be improved. In this section, the first local inflection point of
the multicorrelation function is the estimated time delay. The MATLAB file that
contains the multicorrelation function is called MULTICOR_CC.M, which
evaluates the first local inflection point of the multicorrelation, vin(. The program
MULTICOR_CC.M uses the Second Order Difference method (described in
Section 3.8.1) to calculate the derivative, and a subroutine program called MC.C
that numerically sums the elements of the multicorrelation function. MC.C is
programmed in C language in order to reduce the computational time.
The delay shift, vin,, is used in the determination of fractal dimension, which will
be discussed later. The following figures give the results of the first local
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Figure 3.26, Duffing's multicorrelation (At = 0.05).
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Figure 3.27, Rossler's multicorrelation (At = 0.05).
il
= 2 vw = 65

























Figure 3.28, Van der Pol's multicorrelation (At = 0.002).
t| = 2 Vinf=252
ti
= 5, Vmf = 67
il = 8, ._._. Vw = 36
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index
Figure 3.29, Nonlinnear Oscillator's multicorrelation (At
= 0.05).
T|-2 Vinf = 27
TI = 3, Vinf = 3
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Figure 3.30, Birkhoff-Shaw's multicorrelation (At
= 0.05).
T| = 2 Vw =16
T| = 5, Vinf
= 3
T| = 8, ._._. Vw
= 8
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3.2.1 Central Difference Method for Differentiation
The central difference method for numerical differentiation is implemented in
MATLAB programs as follows:



















Sixth-Order Central Difference Method, CENT6.M
*,4.i
_ 9jc;+i + 45*,.. - 45.x, 9x ,
-
xt, . 6 . ,_
jc. = i2 s2 tt! lA
l^ s-i + 0(Ar) Equation 3.9
60Af
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3.3 Summary for Time Delay
The autocorrelation function is widely used to best estimate the time-delay value.
The results are shown in Table 3.1 through 3.3. The time delay is calculated
from Equation 3.2, where the index shift and incremented time are given.
Equations At(s) VorJt X0Dt
Duffing 0.050 35 1.75
Rossler 0.050 35 1.75
Van'
Pol 0.002 260 0.52
Oscillator 0.050 30 1.50
Birkhoff 0.050 77 3.85
Table 3.1
, Time-delay values vopt (index) and iopt (seconds),
obtained by Equation 3.10.
V=Vop.'Af Equation 3.10
The optimal time delay is dependent upon the
"best"
observation of the human
eye, and therefore is not directly measurable.
Equations At(s) Vmin tmin
Duffing 0.050 62 3.10
Rossler 0.050 475 23.75
Van"
Pol 0.002 1640 3.28
Oscillator 0.050 59 2.95
Birkhoff 0.050 510 25.5
Table 3.2, Time-delay values vmjn (index) and Tmin (seconds),
obtained by Equation 3.1 1 .
X = v -At
nun nun
Equation 3.11
The minimum value of autocorrelation is the first approximation of the delayed
shift, vmin- Unfortunately, the value of vmjn isn't relatively close to the optimal
value, vopt, where vopt is obtained from the observation of the
"best"
delayed
embedding space, and thus is not used
for the purpose of this investigation.
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Equations At(s) vo ^0
Duffinq 0.050 31 1.55
Rossler 0.050 179 8.95
Van'
Pol 0.002 760 1.52
Oscillator 0.050 30 1.5
Birkhoff 0.050 240 25.5
Table 3.3, Time-delay values v0 (index) and t0 (seconds),
obtained by Equation 3.12.
X0
=
v0 A t Equation 3.12
For second attempt to approximate an improved time delay, the shift value, vo, is
determined when the autocorrelation approaches zero. As the result, the vo is
closer to the optimal delay time. However, it is not enough to achieve the
ultimate performance at high dimensions. Thus, the multicorrelation function is
taken into consideration.
The value of the first inflection of the curve created by the multicorrelation
function requires less time to be determine and is therefore considered optimal,





TI At Vinf T-inf
Duffing 2 0.050 29 1.45
3 0.050 14 0.70
4 0.050 7 0.35
Rossler 2 0.050 65 3.25
3 0.050 30 1.50
4 0.050 18 0.90
Van der Pol 2 0.002 252 0.504
5 0.002 67 0.134
8 0.002 36 0.720
Oscillator 2 0.050 27 1.35
3 0.050 3 0.15
4 0.050 4 0.20
Birkhoff-Shaw 2 0.050 16 0.80
5 0.050 3 0.15
8 0.050 8 0.40
Table 3.4, Multicorrelation dimension, r\, and time-delay
values Vinf (index) & t w (seconds).
The first inflection value of shifting now corresponds to the
"optimal"
time delay,
xjnf, as shown in Table 3.2., where time delay, xinf, is obtained from Equation
3.12.
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Tr =vw'Af Equation 3.13
Since the autocorrelation function is equivalent to a two-dimensional
(Ti=2)multicorrelation function, the time delay, xjnf, of first local inflection is




Duffing 1.75 1.45 17.1%
Rossler 1.75 3.25 53.9%
Van der Pol 0.52 0.504 3.1%
Oscillator 1.50 1.35 10%
Birkhoff-Shaw 3.85 0.80 79.2%
Table 3.5, Time-delay values v0 (index) and t0 (seconds),
obtained by Equation 3.13.
Rossler's time delay, xjnf, is almost twice as much as the optimal time delay, x0pt,
which shows that the estimation of first local inflection is not a good choice.
Birkhoff-Shaw's time delay, Xjnf, is not within the range compared with Duffing's,
Van der Pol's, and nonlinear oscillator's equations. However, these estimations
were the best time delays obtained within the scope of this investigation. A better
estimation of the time delay would be desired for further research.
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4.0 Determination of Fractal Dimensions
The evolution of a dynamical system may be complicated and typically requires
many degrees of freedom. However, after a transient amount of time, the motion
settles down to a state in which only a few degrees of freedom are relevant to
the dynamics [2]. It is desired to know what dimension the dynamics settle into,
as this is one of the required parameters for the prediction of a nonlinear
dynamical model (Section 5.0).
The most widely used method in determining fractal dimensions is the correlation
dimension introduced by Grassberger, Procaccia and Takens. They suggest that
the distance between every pair of points be measured and then computed by
the correlation integral. The algorithm is as follows:
C(^r^)=MivM)f//(,"~k"JC'i), l>/ Equation 4.1
where r\ is the embedding dimension. The x(f) is the delayed-vector space
based on Floris
Takens'
theory (Section 3.0), and H(x) is the Heaviside function:
H{x > 0) = 1
~
Equation 4.2
H(x < 0) = 0
The vertical bars represent the Euclidean norm which measures the distance:
lxj ~ xi | = >/(*;.! ~XX +(*;,2 -^)2+---+U;.(n-i) Equation 4.3
The summation counts the number of pairs (xj, xj) for which the distance
IIxj- xjll
is less than a fixed radius, r. The process is repeated as the radius is
incremented from a minimum value to a maximum value. For a large number of




where y is the fractal dimension. The distance
correlation is directly proportional
to the r to the power of y. Algebraically, the following steps will lead to the
estimation of the fractal dimension. The first step is to obtain the ratio of two











= ln Equation 4.6
'i J
Naturally, Equation 4.6 can be rewritten:
ln(C2 - Cl ) = y ln(r2 - r{ ) Equation 4.7




The slope of the curve is estimated when ln[C(N, r, t))] is plotted against ln(r).
However, the slope must be estimated in the region where the number of points
are large enough and the data are sufficiently noise free [8]. Various
correlations, computed for each increment of dimension, result in different
slopes. When the slopes converge to a single value, that value is then used as
the estimate of the fractal dimension, y. Once a fractal dimension is determined,
the next largest integer value is assigned to the embedding dimension, r)- For
instance, if y = 1 .49, then r\ = 2.
The MATLAB file called DIMEMBED_CC.M contains the distance correlation
algorithm. The execution time on the VAX system varies from 2 to 48 hours in
order to get the results. The larger number of points and the higher dimensions
require more time to calculate the distance correlation.
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ln(r)
Figure 4.1 , Duffing's embedding dimensions, 7 = 1 .47.
Total computational time = 1 2.5 hours.
Figure 4.2, Rossler's embedding dimensions, Y





Figure 4.3, Van der Pol's embedding dimensions, y = 1 .20.
Total computational time = 48.9 hours.
-4.5 -4 -3.5 1.5 -1 -0.5-3 -2.5 -2
ln(r)
Figure 4.4, Nonlinnear Oscillator's embedding dimensions,
y= 1.887.
Total computational time = 2.6 hours.
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In(r)
Figure 4.5, Birkhoff-Shaw's embedding dimensions, y
= 1 .24.
Total computational time = 9.2 hours.
-3.5
4.1 Summary for Determination of Fractal Dimensions
The Grassberger and Procaccia algorithm has been shown to be a successful
estimation of a time-series correlation dimension. The fractal dimension, y, in this
investigation is assumed to be determined, when it converges to a single value








Table 4.1, Fractal Dimensions, y.
It is significant to notice that if the number of points, N, (Section 2.1) and the
embedding dimension (Section 3.0) are large enough as suggested by
convergence, the correlation dimension function will have a linear region. Thus,
the slope in the linear region is the correlation dimension. The multicorrelation
function is used to determine a new time-delay shift (Section 3.2) for each curve
of correlation dimension. As the time-delay shift decreases, the slope converges
to a single value, which is the fractal dimension. Furthermore, the fractal
dimension depends on the distance between points of a time series.
Consequently, lengthening the definite duration of time and shortening the
incremented time would produce better correlation dimension results.
In this investigation, the computational time for correlation dimension varies from
2 to 48 hours. A reduction of computational time and numerical computations is
desired. Implementing the dimension correlation in a higher language, such as C
or C++, would reduce the computational time due to a faster memory allocation.
It is suggested that the new algorithm using the Box-assisted correlation,
introduced by James Theiler, be implemented, as it is known to be much faster
than the standard Grassberger and Procaccia algorithm [2].
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5.0 Prediction of Nonlinear Systems
In recent years, prediction of nonlinear systems has become increasingly
important in various of applications, such as atmospheric dynamics, electrical
circuits, and structural analysis. The nonlinear systems in these applications are
sometimes deterministic. Thus, there is an order in the system which shows the
possibilities of predicting the nonlinear dynamical system. That is, a set of initial
conditions given with a nonlinear system determines an unique solution for all
time. Although, a deterministic system can still be unpredictable, since the
response of a nonlinear system can be extremely sensitive to the choice of initial
conditions. The development of a mathematical model of a nonlinear system
allows one to approximately predict the original dynamic system. Thus, the set of
past time-series data must be known to be able to estimate the future behavior.
A delay time (Section 3.0) and embedding dimension (Section 4.0) are
determined beforehand to achieve the stage of developing a mathematical
model. Based on Floris
Takens'
theory, delayed-vector space is developed. The
Multiple Dependent Variable Least-squares Approximation method is used to
find the
"best"
function that could represent the derivatives of the given data, that
is the vector field of the delayed-vector space. Finally, the reconstructed
nonlinear dynamic system is integrated by using the Runge-Kutta method, using
the coefficients obtained from the previous step.
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5.1 Delayed-Vector Spaces
With the given delay shift, v, and embedding dimension, t|, the delayed-vector,
xv, is on Floris
Takens'






The vector, x(t), is the original state vector with N number points:
x(t) = {*, Xi xN] Equation 5.2
And with the shift index, v, and the embedding dimension, r\, the column vector,


















where n is the total number of points:
n = yV-(T|-l)V Equation 5.5
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5.2 Multiple Dependent Variable Least-Squares Approximation
The purpose of this section is to illustrate the estimation of the state derivatives,
iv. The objective is to express the state derivatives in terms of the values of the
state variables, at each point *(/,). That is:





Jj \Xv.l ' Xv.2 ' ' Xv.r\ )
The total number of state vectors is
n = N-(r\-l)v Equation 5.6
Now, each state derivatives must be estimated using a numerical differentiation
scheme. There are a total of n state vectors, each with ti number of components.
The result is a system of n by ti equations:
*v.y(0
= /y(*v) for i=l n
f 1,...,T) Equation 5.7
At this point, one is free to choose the fitting functions:
f = ailPl a,2p2 aMpM Equation 5.8
where
pm(xl,x2,---,xT^), m = \ M Equation 5.9
is a complete multivariable polynomial of a chosen order m.
Applying the standard least squares algorithm, the coefficients
a 1</<T|, l<j<M Equation 5.10
can be determined [4]. Once these coefficients are calculated, the reconstructed
form of the delay-space state equations are determined:
xv
= F(a,xJ Equation 5.11
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Actual and Predicted values of variable x
Figure 5.1 , Reconstructed phase space of
variable x, At = 0.050.
time
Figure 5.2, Error between the
actual and predicted values of variable x, At
= 0.050.
68
Actual and Predicted values of variable y
Figure 5.3, Reconstructed phase space of variable y, At = 0.050.
time
Figure 5.4, Error between the actual and predicted values of variable y, At = 0.050.
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5.4 Reconstruction of Rossler's Oscillator Equation
-1.5 -1 -0.5 0 0.5 1 1.5
Actual and Predicted values of variable x
Figure 5.5, Reconstructed phase space of variable x, At
= 0.050.
time
Figure 5.6, Error between the
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Actual and Predicted values of variable y
Figure 5.7, Reconstructed phase space of variable y, At = 0.050.
time
Figure 5.8, Error between the actual and predicted values of variable y, At
= 0.050.
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5.5 Reconstruction of Van der Pol's Equation
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Figure 5.12, Error between the actual and predicted values of variable y, At
= 0.002.
73






















-15 -10 -5 10
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Figure 5.13, Reconstructed phase space of variable x, At = 0.050.
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Figure 5.14, Error between the actual and predicted values of variable x, At = 0.050.
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Actual and Predicted values of variable y
Figure 5.15, Reconstructed phase space of variable y, At = 0.050.
UJ 0
time
Figure 5.16, Error between the actual and predicted values of variable y, At = 0.050.
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Figure 5.18, Error between the actual and predicted values
of variable x, At = 0.050.
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Actual and Predicted values of variable y
Figure 5.19, Reconstructed phase space of variable y, At = 0.050.
time
Figure 5.20, Error between the actual and predicted values of variable x, At
= 0.050.
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-1 -0.5 0.5 1 -1 -0.5
-1 -0.5 0.5 1 -1 -0.5 0 0.5 1
Figure 5.21a, Reconstruction at different time shift,
At = 0.05;
the phase space of variable x
for Birkhoff-Shaw Chaotic Attractor.
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Rgure 5.21 b, Reconstruction at different time shift, At = 0.05.
the phase space of variable x for Birkhoff-Shaw Chaotic Attractor.
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5.8 Summary for Prediction of Nonlinear Systems
Using the Least-Squares approximation and the Central Differences method, the
prediction of the nonlinear systems for the discussed nonlinear differential
equations, except for the Birkhoff-Shaw equation, are fairly successful. The
optimal delay time obtained from the multicorrelation function has proved to be
successful, as well.
The Birkhoff-Shaw nonlinear system is somewhat difficult to predict, due to the
smoothness of dynamics. The optimal delay time obtained from the
multicorrelation function isn't enough to optimize the predictability.
Reconstructing the nonlinear system of Birkhoff-Shaw's Attractor with various of
the time delay (Figure 5.21a & 5.21b), shows several things that need to be
taken into consideration. The smoothness of Birkhoff-Shaw's dynamic plays a
crucial role in the degree of predictability. The Sixth Order Central Differences
method is used in the process of prediction, and it doesn't provide enough
accuracy in calculating the derivatives (Section 5.2). Consequently, the central
differences method needs to be implemented in order to obtain a more stable
coefficient matrix. Furthermore, increasing the time delay value, as shown in the
Figure 5.21a and 5.21b, shows the importance of obtaining the optimum time
delay for a good reconstruction. If the time delay is relatively small or large, the
coefficient matrix becomes unstable and the system collapses. Thus, it is
important to notice that obtaining a highly accurate coefficient matrix depends on
how robustly the Central Differences method performs, and how the time delay






































qdot(1) = 0.7*q(2) + 10*q(1)*(0.1 - q(2)*2);
qdot(2) = -q(1) + 0.25*sin(q(3));
qdot(3) = 1.57*t;
VelCOity for BIRKHOFF-SHAW CHAOS ATTRACTOR
(BIRKVEL.M)






qdot(:,1) = 0.7*q(:,2) + 10*q(:,1).*(0.1
-
q(:,2).A2);
qdot(:,2) = -q(:,1) + 0.25*sin(1.57*t);
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DUFFING'S FORCED NONLINEAR OSCILLATOR
(DUFFING.M)
% This is a MATLAB program to be called by RK4.M.
% Use q(:,1) for the angular Position vector











qdot(2) = A*cos(q(3)) - k*q(1) - q(2) - q(2)*3;
qdot(3) = wt;
Velocity for DUFFING'S FORCED NONLINEAR OSCILLATOR
(DUFFVEL.M)

















Forced Nonlinear Oscillator: Periodic Attractor
(OSC.M)






qdot(1) = (2.5*cos(q(3)) - 0.32*q(1) - q(2) - 0.05*q(2)*3)/2.56;
qdot(2) = q(1);
qdot(3) = t;
Velocity for Forced Nonlinear Oscillator: Periodic Attractor
(OSCVEL.M)















% This is a MATLAB program to be called by RK4.M
% Use q(:,1) for the angular Position vector












- ( q(1) - 0.467 + 0.8*(q(2) - 1.5))/9;
qdot(3) = t;
Velocity for ROSSLER ET AL with Forced Oscillator
(ROSSVEL.M)






qdot(:,1) = ( q(:,2)
- 1 .5 ) + ( q(:,1)








- 0.467 + 0.8*(q(:,2)
- 1.5))/9;
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VAN DER POL Equation
(VAN.M)
% This is a MATLAB program to be called by RK4.M.
% Use q(:,1 ) for the angular Position vector







Velocity for VAN DER POL Equation
(VANVELM)









This is MATLAB program to calculate the first tenth of the
auto-correlation values, "ac", for a vector
"x"
and evaluate








% Calculate auto-correlation for first tenth of values
ac=ones(1,n2);
fork=1:n2;
ac(k)=sum(x(1 :n-k+1 )."x(k:n))/(n-k+1 );
end;
plot(ac),grid,title('Auto-Correlation of First 10% of values');
pause(7);






disp(['The first local minimum occurs at ', num2str(Nu)])
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Second Order Central Difference Method
(CENT2.M)
% This is a Matlab program to calculate the first derivative,
% "xdot", using a second order central difference method, where
%
"x"
is the input vector with a time step of "dt".
% Derivatives at the endpoints are not estimated,
"xshort"
is





%disp(['Calculating the derivative to second order accuracy.'])
xdot=zeros(NP-2,MP);
xdot(1 :NP-2,:)=(x(3:NP,:)-x(1 :NP-2,:)) ./(2*dt);
xshort=x(2:NP-1,:);
Fourth Order Central Difference Method
(CENT4.M)
% This is a Matlab program to calculate the first derivative,
% "xdot", using a fourth order central difference method, where
%
"x"
is the input vector with a time step of "dt".
% Derivatives at the endpoints are not estimated,
"xshort"
is










Sixth Order Central Difference Method
(CENT6.M)
% This is a Matlab program to calculate the first derivative,
% "xdot", using a sixth order central difference method, where
%
"x"
is the input vector with a time step of "dt".
% Derivatives at the endpoints are not estimated,
"xshort"
is













'/o This is a MATLAB program to evaluate the dimensional embedding of
Vo a time series data set
"x"
measured at time step "dt". The
Vo Multicorrelation function is used to determine the delay shift
Vo value "Nu". The distance correlation
"N"
is calculated using the
Vo Grassberger-Procaccia technique at given distances
"D"
(logarithmic
Vo values are actually calculated). These values are plotted against
Vo their linear, least-squared fitted values "Ns", for which the slopes
Vo are stored in "a".
Vo
Vo This file calls multicor_cc.m, which has a subroutine, mc.c (C











is the current dimension.








clg; % of distances being considered.
while s1 > (ndim-maxdim)
rfc~=1
% Find shifting value
"Nu"
for each dimension and plot Multicorrelation.
% Using the C language subroutine, mulitcor_cc.m
[Mc,Nu]=multicor_cc(x,dt,ndim);










% Generate radius increment and allocate
Vector sizes.
Ru=0.8*Rmin+0.2*Rmax; % Only the center section of
RI=0.5*Rmin+0.5*Rmax; % Rmin and Rmax is being used.
90
The Embedding Dimensions (continute)






o.Vo Reset rmin and rmax, check counter.
Rmax=log(1e-13);Rmin=log(1e+13);
if c<=0















% Search for minimum and maximum radii to be used in next iteration.
rmax=max(r);




if rmin < Rmin
Rmin=rmin;
end;
if c > 0




















disp(['The Slope for a
',num2str(ndim),...'
'













Subroutine program for MULTICOR.M
(MC.C)
I*
This is a C language subroutine called by MULTICORJX.M to calculate the
first tenth of the multi-correlation values "mc"; given a vector "x",








float sum, mult, len, ndim, *x_mc;






















mult = mult*( *(x_mc+(i+i_ndim*j)) );














% This is a MATLAB program to calculate the first tenth of the
% multi-correlation values "mc", and evaluate the first inflection
% point "Nu"; given a vector "x", time step "dt", and a single
% dimension "ndim". Called by DIMEMBED_CC.M.












% Calculate multi-correlation values by using mc.c subroutine.
% Passing necessary values to mc.c subroutine.
save len.mat len /ascii
save ndim.mat ndim /ascii
save x_mc.mat x /ascii
% Executing the subroutine file, mc.exe.
!run mc
% Retrieving the multi-correlation values from mc.c subroutine.
load mc.dat
mc=mc./mc(1); % Normalize multi-correlation values.
















The Multivariate Polynomial Coefficient Calculation
(NLFIT.M)
% This is a MATLAB program to calculate the multivariable polynomial
% coeficient matrix "a", based on least-squared regression technique
% for multivariables, with fifth order combinations of variables.
% The algorithm generates a best fit for the state equation based on
% the vector space
"x"
and its derivative "xd", which may be calculated
% using CENT6.M, CENT4.M, or CENT2.M. The equation may be
integrated
Vo using RKPOLY.M in conjunction with NLPOLY.M, with corresponding
% velocities calculated with NLPVEL.M. INITCOND.M may also be used to
% evaluate the how well the coefficient fits the original data.
% Equivalent expansion algorithms must be used in






























The Multiplication of vector and coefficient given by NLFIT.M
(NLPOLY.M)
% This is a MATLAB program which expands the vector space
"q"
so it may
% be multiplied by the multivariate polynomial coefficient matrix "a",
% as generated by NLFIT.M. It is the equivalent of the multivariable
% polynomial state equation with parameters "a". Use NLPVEL.M to
% calculate the derivatives of the resulting vector space.
% Equivalent expansion algorithms must be used in

























The calculation of derivative vectors with coefficient given by NLFIT.M
(NLPVELM)
% This is a MATLAB program used to calculate the derivative vectors
"qd"
% generated by the multivariate polynomial expansion technique, given
% the vector space "q", generated by NLPOLY.M in conjuction with
% RKPOLY.M.and coefficient matrix "a", as generated by NLFIT.M.
% Equivalent expansion algorithms must be used in




























% This is a matlab program to create a post script file from a





print printtmp.ps % Put current plot into temporary psfile
% Move and rename the temporary psfile
I rename printtmp.ps




Prediction of Nonlinear Model
(RECON.M)
% This is a MATLAB program used to reconstruct a time series data set
% using the "delayed
vector"
space theory and multivariate least squared
% reduction method. First the coefficient matrix
"coef"
is determined,
% given a column vector "X", the time step "dt", a delay value "delay",
% and a dimension 'dim". This coeficent matrix is then used to
% integrate the first delayed values to obtain a new set of vectors "q",
% for the desired number of iterations "points". The derivative
"qd"
% is then calculated from these values.
% This program DOES INTEGRATE the values of the delayed coordinates.









% Clears the X variable to save memories
clear X
% Generate multivariate coeficient matrix.
[xs,xd]=cent6(Xd,dt);
save xsxd.dat xs xd
[coef]=nlfit(xs,xd);
save coef.dat coef Xd
% Integrate values of the new system .
[q,t]=rkpory(coef,dt,Xd(4,:),points);
% Calculate derivatives of the new system.
qd=nlpvel(q,coef);
100
RUNGE-KUTTA ORDER FOUR METHOD
(RK4.M)
% This is a MATLAB program that uses a forth order Runge-Kutta
% technique to integrate a given function
"f"
at constant time
% increments "dt", from initial time
"ti"
to final time "tf",
% and initial condition "qO". The function must be surounded by










k1 = dt*feval(f, q(n,:), t(n));
k2 = dt*feval(f, q(n,:) + 0.5*k1 , t(n) + 0.5*dt);
k3 = dffevaltf, q(n,:) + 0.5*k2 , t(n) + 0.5*dt);
k4 = dt*feval(f, q(n,:) + k3 , t(n) + dt);
q(n+1,:)=q(n,:)+(1/6)*(k1 + 2*k2 + 2*k3 + k4);
end;
101
RUNGE-KUTTA ORDER FOUR METHOD with Polynomial Coefficients
(RKPOLY.M)
% This is a MATLAB program that uses a forth order Runge-Kutta
% technique to integrate multivariate polynomial coeficient matrix "a",
% as generated by NLFIT.M, at constant time increments "dt", given
% an initial condition "qO", and the desired number of iterations "m".
% Equivalent expansion algorithms must be used in












k1 = dt*feval(f, q(n,:), a);
k2 = dt*feval(f, q(n,:) + 0.5*k1 , a);
k3 = dt*feval(f, q(n,:) + 0.5*k2 , a);
k4 = dt*feval(f, q(n,:) + k3 , a);
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