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Resumo
Seja F = G/S uma variedade, onde G e´ um grupo semi-simples complexo e S
um subgrupo parabo´lico de G. Equivalentemente F = U/L, onde U e´ uma forma
real compacta de G e L e´ o centralizador de um toro. F e´ chamado de flag parcial
se L na˜o e´ um toro.
Neste trabalho, estudamos as estruturas quase Hermitianas U -invariantes em
flags parciais, que e´ um par munido de uma me´trica invariante e uma estrutura
quase complexa invariante. Tal classificac¸a˜o foi feita, estendendo alguns resultados
obtidos por San Martin e Negreiros.
Com o objetivo de obtermos condic¸o˜es geome´tricas para a classe das estruturas
quase Hermitianas invariantes (1, 2)-simple´ticas, foi necessa´rio considerarmos certos
subconjuntos que denominamos de subalcova.
Mostramos que as dezesseis classes de estruturas quase Hermitianas estudadas
por Gray e Hervella se reduzem a cinco, no caso dos flags parciais. Analisando a
classe das estruturas quase Hermitianas invariantes aproximadamente-Ka¨hler, pro-
vamos que, tais estruturas sa˜o na maioria dos casos Ka¨hler, conforme a conjecturado
por Wolf e Gray
iii
Abstract
Let F = G/S a manifold, where G is a complex semi-simple group and S a
parabolic subgroup of G. Equivalently F = U/L, where U is a compact real form of
G and L is the centralizer of a torus. F is called a partial flag if L is not a torus.
In this work we study the U -invariant almost Hermitian structures in partial
flags that is a pair composed of an invariant metric and an invariant almost complex
structure. Such classification was made, extending some results obtained by San
Martin and Negreiros.
With the objective of obtaining geometric conditions for the class of the (1,2)-
symplectic invariant almost Hermitian structures , it was necessary to consider cer-
tain subsets that we called subalcoves.
We show that the sixteen classes of almost Hermitian structures studied by
Gray and Hervella are reduced to five classes, in case of the partial flags. Analyzing
the class of the nearly-Ka¨hler invariant almost Hermitian structures , we prove that
such structures are in most of the cases Ka¨hler, as conjectured by Wolf and Gray.
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Introduc¸a˜o
O objetivo deste trabalho e´ estudar estruturas quase Hermitianas invarian-
tes em espac¸os homogeˆneos de grupos de Lie semi-simples complexos e grupos de
Lie compactos. Consideraremos aqui os espac¸os homogeˆneos principais, tambe´m
denominados de variedade flag.
Seja g uma a´lgebra de Lie semi-simples complexa e Θ um subconjunto do siste-
ma simples de ra´ızes Σ. Associada a g e Θ considere uma variedade flag generalizada
FΘ = G/PΘ, onde G e´ um grupo de Lie complexo com a´lgebra de Lie g e PΘ e´ o
subgrupo parabo´lico de G determinado por Θ. Para uma forma real compacta U de
G, podemos escrever tambe´m FΘ = U/KΘ onde KΘ ⊂ U e´ o centralizador de um
toro. Desta forma as variedades flag generalizadas sa˜o dadas por subconjuntos de
Σ.
No presente trabalho, estaremos interessados em classificar as estruturas quase
Hermitianas U -invariantes em FΘ. Uma estrutura quase Hermitiana U -invariante e´
composta por um par (JΘ,ΛΘ) com JΘ uma estrutura quase complexa invariante e
ΛΘ uma me´trica Riemanniana invariante. Usaremos a abreviatura eqci para JΘ.
Em [19] San Martin e Negreiros classificaram completamente as estruturas quase
Hermitianas invariantes em variedades flag maximais, que e´ o caso em que Θ = ∅.
Aqui, estendemos alguns dos resultados obtidos em [19] para flags parciais, ou
equivalentemente, para o caso em que Θ na˜o e´ necessariamente vazio, procedendo
da mesma forma que em [19], ou seja, usando a combinato´ria de sistemas de ra´ızes.
O caso particular de estruturas quase Hermitianas invariantes (1, 2)-simple´ticas
em um flag maximal quando a a´lgebra de Lie complexa associada e´ g = sl(n,C), foi
inicialmente estudada por Cohen, Negreiros e San Martin em [4] (Ver tambe´m [5]),
usando o me´todo que explora a bijec¸a˜o natural entre estruturas quase complexas
1
Introduc¸a˜o 2
invariantes e torneios, desenvolvido por Burstall e Salamon [3]. A teoria de torneios
tambe´m foi explorada em Mo e Negreiros [14], Negreiros [15] e Paredes [16].
Denote por 〈Θ〉 o conjunto de ra´ızes gerado por Θ. Tome o subconjunto Π\〈Θ〉,
complementar em relac¸a˜o ao sistema de ra´ızes do par (g, h), com h uma suba´lgebra de
Cartan. Uma estrutura quase complexa invariante em FΘ e´ dada por uma aplicac¸a˜o
ε : Π\〈Θ〉 7→ {±1}, com εα = −ε−α para toda raiz α ∈ Π\〈Θ〉 . De maneira
ana´loga, uma me´trica invariante e´ dada por λα > 0 com λ−α = λα, para toda raiz
α ∈ Π\〈Θ〉. Enta˜o uma estrutura quase Hermitiana invariante e´ prescrita pelo par
({εα∈Π\〈Θ〉}, {λα∈Π\〈Θ〉}).
No caso em que Θ e´ na˜o e´ vazio tivemos que fazer diversas modificac¸o˜es para
obter resultados ana´logos aos de [19]. A diferenc¸a fundamental entre a variedade
flag maximal e as demais variedades flag esta´ no fato de que em geral Π\〈Θ〉 na˜o
forma um sistema de ra´ızes. Como esse complementar parametriza o espac¸o tan-
gente a` origem, o caso geral tem uma estrutura mais complicada, do ponto de vista
combinato´rio, que o caso maximal. Ainda nesse contexto, a questa˜o da equivaleˆncia
entre eqci’s em flags parciais e´ mais delicada. De fato, o grupo que deve estabelecer
a equivaleˆncia entre eqci’s e´ o normalizador (no grupo de Weyl) do subgrupo WΘ,
gerado pelas reflexo˜es em Θ. Existem diversos casos em que esse normalizador se
reduz ao pro´prioWΘ. Como as estruturas invariantes em FΘ sa˜o invariantes porWΘ,
em muitos casos uma eqci invariante so´ pode ser equivalente a ela pro´pria. Devido a
isso, na˜o foram considerados nessa tese, para os flags parciais, os resultados de [19],
que envolvem a equivaleˆncia de eqci’s, tais como a forma canoˆnica de ideal abeliano.
Um dos resultados de [19] fornece condic¸o˜es geome´tricas, em termos das alcovas
da a´lgebra afim, para que estruturas quase Hermitianas sejam (1, 2)-simple´ticas em
um flag maximal. Um resultado ana´logo e´ va´lido se Θ na˜o for vazio. Para tanto
foi necessa´rio adaptar as te´cnicas utilizadas em [19], tomando conjuntos similares
a`s alcovas, contidos em subespac¸os ortogonais a 〈Θ〉, que chamaremos de subalcova
e denotaremos por Q. Fixando Q0 associamos a um Q arbitra´rio uma estrutura
quase complexa invariante JΘ = JΘ(Q) = {εα(Q)}. Do mesmo modo que em
alcovas, os sinais sa˜o obtidos contando mod2 o nu´mero de hiperplanos α(·) = k ∈ Z
com α ∈ Π\〈Θ〉, separando Q e Q0. Dizemos que uma estrutura quase complexa
invariante e´ afim num flag generalizado se esta tem a forma J(Q) para alguma
subalcova Q (daremos definic¸o˜es precisas no Cap´ıtulo 3). Observamos que Q nem
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sempre e´ uma alcova de um sistema de ra´ızes restrito ao subespac¸o ortogonal a Θ.
O conceito de subalcova coincide com o de alcova no caso em que a variedade flag e´
maximal.
Constru´ımos no cap´ıtulo 2 uma eqci (1, 2)-simple´tica no flag maximal via ex-
tensa˜o de uma eqci (1, 2)-simple´tica em um flag parcial. Tal eqci sera´ utilizada, no
cap´ıtulo 3, para demonstrar a equivaleˆncia entre estruturas quase complexas (1, 2)-
simple´ticas e afins em flags parciais FΘ.
No cap´ıtulo 4, classificaremos (sob o ponto de vista da teoria de Lie), usando o
artigo de Gray-Hervella [7], a maioria das classes de estruturas quase Hermitianas
que correspondem a subespac¸os invariantes da representac¸a˜o de U(N), no espac¸o de
representac¸a˜o W .
Estudando as estruturas quase Hermitianas invariantes San Martin-Negreiros
[19] provaram, para o caso em que o espac¸o homogeˆneo e´ uma variedade flag maximal
a conjectura de Wolf e Gray [23], exposta a seguir:
Conjectura. Seja U/H um espac¸o homogeˆneo, que na˜o e´ um espac¸o sime´trico
Hermitiano de um grupo de Lie compacto e conexo U atuando efetivamente e tal
que H tem posto ma´ximo em U. Enta˜o, existe uma estrutura quase Hermitiana
aproximadamente-Ka¨hler que na˜o e´ Ka¨hler se, e somente se, a suba´lgebra de isotro-
pia e´ o conjunto de pontos fixos de um automorfismo φ de ordem treˆs.
Em nosso caso os subespac¸os de ra´ızes na˜o tem as mesmas dimenso˜es, o que
acontece no caso em que o flag e´ maximal, tornando assim as equivaleˆncias mais
r´ıgidas, podendo na˜o existir equivaleˆncias. Sendo assim, para obtermos estruturas
quase Hermitianas invariantes aproximadamente-Ka¨hler em flags parciais que sa˜o
Ka¨hler, na˜o pudemos generalizar os resultados relativos a ideais abelianos contidos
em [11].
No cap´ıtulo 5, estudaremos as estruturas aproximadamente-Ka¨hler e provare-
mos a conjectura acima, para o caso em que o espac¸o homogeˆneo e´ uma variedade
flag parcial. Com esta u´ltima ana´lise concluiremos que as 16 classes de estruturas
quase Hermitianas se reduzem a cinco classes, que sa˜o as co-simple´ticas, as (1, 2)-
simple´ticas, as integra´veis, as aproximadamente-Ka¨hler e as Ka¨hler.
Uma das motivac¸o˜es para estudar mais profundamente as eqci se fez na tentati-
va de encontrar novos exemplos de aplicac¸o˜es harmoˆnicas ψ : (M,ΛΘ1 ) −→ (N,ΛΘ2 )
Introduc¸a˜o 4
no caso em N e´ uma variedade flag. Essa tentativa se da´ via um teorema de Lich-
nerowicz a saber: dadas (M, g, J1) e (N, h, J2) variedades quase-Hermitianas com
M co-simple´tica e N (1, 2)-simple´tica, se ϕ : (M,J1) −→ (N, J2) e´ uma aplicac¸a˜o
holomorfa enta˜o ϕ e´ harmoˆnica. De uma forma mais geral, Burstall e Rawnsley em
[2] estudaram as construc¸o˜es twistoriais que nos oferecem condic¸o˜es de estudarmos
as aplicac¸o˜es harmoˆnicas relacionando estas com as aplicac¸o˜es holomorfas.
Cap´ıtulo 1
Preliminares
1.1 Variedades flag generalizadas
Uma variedade flag e´ um espac¸o homogeˆneo , com certas propriedades que
iremos esclarecer ao longo deste cap´ıtulo. Como e´ comum, ao trabalharmos com
espac¸os homogeˆneos, iremos primeiro estudar a situac¸a˜o infinitesimal, ou seja, con-
sideraremos as a´lgebras de Lie. Em particular, analisaremos as a´lgebras de Lie
semi-simples complexas.
Seja g uma a´lgebra de Lie semi-simples complexa. Dada uma suba´lgebra de
Cartan h de g, denote por Π o sistema de ra´ızes do par (g, h).
As a´lgebras semi-simples sa˜o classificadas via ana´lise dos colchetes entre os
espac¸os associados a`s ra´ızes da representac¸a˜o adjunta da suba´lgebra de Cartan.
Como Π gera o dual de h, tem-se que os elementos Hα, definidos por α(·) = 〈Hα, ·〉
com α ∈ Π, duais das ra´ızes com relac¸a˜o a` forma de Cartan-Killing, geram h. Denote
por hR o subespac¸o de h gerado sobre R por Hα. A forma de Cartan- Killing restrita
a hR e´ um produto interno . Desta forma o estudo completo das a´lgebras semi-
simples e´ realizado atrave´s da geometria do conjunto Hα com α ∈ Π em relac¸a˜o ao
produto interno dado pela forma de Cartan-Killing.
Dentro dos conjuntos de ra´ızes escolhemos uma base, de tal forma que os ele-
mentos do dual de h sejam escritos com coordenadas inteiras. Tal base e´ denominada
sistema simples de ra´ızes e denotada por Σ. Tome Θ um subconjunto de Σ e 〈Θ〉 o
conjunto de ra´ızes gerado por Θ.
Seja Π+ = −Π− ⊂ Π uma escolha de ra´ızes positivas. Cada subconjunto
5
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〈Θ〉± = 〈Θ〉 ∩ Π± determina a seguinte decomposic¸a˜o:
g = h⊕ ∑
α∈〈Θ〉+
gα ⊕
∑
α∈〈Θ〉+
g−α ⊕
∑
β∈Π+\〈Θ〉+
gβ ⊕
∑
β∈Π+\〈Θ〉+
g−β
onde gα = {X ∈ g / ∀H ∈ h; [H,X] = α(H)X} e´ o espac¸o de raiz complexo
correspondente a α.
Escolha uma base de Weyl Xα ∈ gα, α ∈ Π. Dizer que e´ base de Weyl significa
dizer que [Xα, X−α] = Hα, ou equivalentemente 〈Xα, X−α〉 = 1. Ale´m do mais mα,β
e´ definido por [Xα, Xβ] = mα,βXα+β enta˜o mα,β ∈ R e mα,β = m−α,−β. Ficando
subentendido que mα,β = 0 se α+ β na˜o e´ uma raiz.
Seja
pΘ = h⊕
∑
α∈〈Θ〉+
gα ⊕
∑
β∈Π+\〈Θ〉+
gβ ⊕
∑
α∈〈Θ〉+
g−α
a suba´lgebra parabo´lica canoˆnica de g determinada por Θ.
Podemos, de outra forma, escrever:
g = pΘ ⊕
∑
β∈Π+\〈Θ〉+
g−β
A variedade flag generalizada FΘ associada a g e´ definida como o espac¸o ho-
mogeˆneo
FΘ = G/PΘ
onde G e´ um grupo de Lie complexo cuja a´lgebra de Lie e´ g e PΘ e´ o normalizador
de pΘ em G.
Considere u uma forma real compacta de g constru´ıda a partir de h. De acordo
com a construc¸a˜o cla´ssica de Hermann Weyl, tomamos u como sendo o subespac¸o
gerado sobre R por ihR e Aα, iSα, α ∈ Π, onde
Aα = Xα −X−α
Sα = Xα +X−α
A forma real compacta u e´ uma a´lgebra semi-simples, visto que a representac¸a˜o
adjunta admite um produto interno invariante, sendo portanto a forma de Cartan-
Killing negativa definida , logo na˜o degenerada. A complexificada de u e´ g. A
Cap´ıtulo 1. Variedades flag generalizadas 7
bijec¸a˜o entre as a´lgebras semi-simples complexas e sua forma real compacta, oferece
condic¸o˜es favora´veis para trabalharmos com a a´lgebra u e depois complexifica-la.
Denote por U ⊂ G um grupo conexo cuja a´lgebra de Lie e´ u e escreva
KΘ = PΘ ∩ U,
onde kΘ e´ a a´lgebra de Lie de KΘ. Por construc¸a˜o KΘ ⊂ U e´ o centralizador de um
toro. Denotaremos por kCΘ a complexificac¸a˜o da suba´lgebra real kΘ = u ∩ pΘ, pois e´
invariante por conjugac¸a˜o complexa.
Sendo assim,
kCΘ = h⊕
∑
α∈〈Θ〉+
gα ⊕
∑
α∈〈Θ〉+
g−α
O grupo U e´ compacto e age transitivamente sobre FΘ. Assim podemos identifi-
car FΘ como o espac¸o homogeˆneo U/KΘ. Com estas informac¸o˜es podemos escrever:
FΘ = G/PΘ = U/(PΘ ∩ U) = U/KΘ
Para nossos propo´sitos e´ conveniente subdividir as variedades flag generalizadas
em duas classes, as maximais e as parciais. Para cada g existe uma u´nica maximal
que corresponde a Θ = ∅. Chamamos de variedade flag parcial as demais( isto e´
com Θ 6= ∅)
Se Θ = ∅, a a´lgebra se decompo˜e em,
g = h⊕ ∑
β∈Π+
gβ ⊕
∑
β∈Π+
g−β
Portanto,
p∅ = p = h⊕
∑
β∈Π+
gβ
e´ uma suba´lgebra parabo´lica minimal (ou suba´lgebra de Borel) de g, e
F = F∅ = G/P = U/T,
com T = P ∩ U um toro maximal em U , e´ chamado de variedade flag maximal.
Se Θ e´ na˜o vazio chamaremos
FΘ = G/PΘ = U/(PΘ ∩ U) = U/KΘ
de variedade flag parcial.
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Veremos que o estudo de variedades flag parciais ocorre, sob muitos aspectos,
de forma similar ao dos flags maximais. No entanto uma diferenc¸a crucial surge
ao tratarmos das equivaleˆncias entre estruturas quase-complexas invariantes. Isto
porque o espac¸o tangente complexo a` origem do flag maximal e´ a soma dos espac¸os
de ra´ızes gα com α ∈ Π, onde Π e´ um sistema de ra´ızes. Essa propriedade na˜o
ocorre, na maioria das vezes, em flag parciais.
1.2 Espac¸o tangente a FΘ na origem
Sendo FΘ um conjunto onde U age transitivamente, podemos identifica´-lo com
U/KΘ com KΘ = {g ∈ U ; gx = x} um subgrupo de isotropia de um ponto arbitra´rio
fixado x0 em FΘ. Chamaremos o ponto x0 de origem da variedade flag. Assim
FΘ = {uKΘ/u ∈ U}. Mostraremos nesta sec¸a˜o que o espac¸o tangente a` origem do
flag, denotado por Tx0FΘ, se identifica de modo natural com o subespac¸o gerado
por Aα e iSα. Essa identificac¸a˜o e´ poss´ıvel, devido a` redutibilidade da variedade
flag vista como espac¸o homogeˆneo de U . Complexificando tal subespac¸o obtemos o
espac¸o tangente complexo de FΘ.
Sabemos que U e´ compacto, garantindo que FΘ = U/KΘ e´ um espac¸o ho-
mogeˆneo redut´ıvel, isto e´, existe um subespac¸o ηΘ de u tal que:
(i)u = kΘ ⊕ ηΘ
(ii)Ad(k)ηΘ ⊆ ηΘ, ∀k ∈ KΘ
De outra forma, podemos escrever:
u = kΘ ⊕
∑
β∈Π\〈Θ〉
uβ
com uβ = u ∩ (gβ ⊕ g−β). Logo para cada raiz β ∈ Π\〈Θ〉, uβ tem dimensa˜o dois e
e´ gerado por Aβ e iSβ
O espac¸o tangente a uma variedade flag generalizada na origem, vista como um
espac¸o homogeˆneo de U , se identifica com o subespac¸o de u gerado por Aα e iSα
com α ∈ pi\〈Θ〉, a saber:
ηΘ =
∑
α∈Π\〈Θ〉
uα
De fato, o teorema abaixo mostra que existe um isomorfismo entre ηΘ e Tx0FΘ
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Proposic¸a˜o 1.1 Seja pi : U 7→ FΘ = U/KΘ uma projec¸a˜o canoˆnica. Enta˜o a
diferencial depi : ηΘ 7→ Tx0FΘ e´ um isomorfismo.
Demonstrac¸a˜o: A sobrejetividade de depi : u = kΘ ⊕ ηΘ 7→ T0FΘ e´ garantida
usando o fato de que a projec¸a˜o canoˆnica pi : U 7→ FΘ = U/KΘ e´ uma submersa˜o.
Sendo pi(k) ∼= 0 ≡ KΘ, para todo k ∈ KΘ, tome L ∈ kΘ e k(t) = etL uma curva
em K com vetor tangente L na origem tal que dk(t) = L = 0 e k(0) = 0 = L
enta˜o L = 0 = de(pi ◦ k(t)) = depi ◦ dk(t) = depi(L). Ademais dim(ηΘ) = dim(u) −
dim(kΘ) = dim(FΘ). Conclu´ımos que depi e´ isomorfismo, visto que uma aplicac¸a˜o
linear sobrejetiva entre espac¸os vetoriais de dimensa˜o finita com dimenso˜es iguais e´
tambe´m bijetiva. 
1.3 Grupo de isotropia
A representac¸a˜o isotro´pica tem, para espac¸os homogeˆneos, importaˆncia similar
a` da representac¸a˜o adjunta em grupos de Lie.
Definic¸a˜o 1.2 Seja U/KΘ um espac¸o homogeˆneo. A representac¸a˜o isotro´pica de
KΘ em Tx0FΘ e´ um homomorfismo
AdU/KΘ : KΘ 7−→ Aut(Tx0U/KΘ)
definida por
AdU/KΘ(k)X = dEk(X), para todo X ∈ Tx0U/KΘ
onde
Ek : U/KΘ 7−→ U/KΘ
Ek(x) = kx
e´ a translac¸a˜o a esquerda, dEk : T (U/KΘ) 7−→ T (U/KΘ) e´ sua diferencial e x = vKΘ
com v ∈ U .
O grupo {AdU/KΘ(k) / k ∈ KΘ} e´ chamado de grupo de isotropia linear.
Pela redutibilidade de U/KΘ podemos identificar:
AdU/KΘ(k) : Tx0U/KΘ 7−→ Tx0U/KΘ
Cap´ıtulo 1. Ra´ızes complementares 10
com
Ad(k) |ηΘ : ηΘ 7−→ ηΘ
A representac¸a˜o adjunta deKΘ deixa ηΘ invariante e o decompo˜e em componen-
tes irredut´ıveis. Cada componente irredut´ıvel Ui satisfaz a condic¸a˜o de ser invariante
por Ad(KΘ), ou seja, Ad(KΘ)(Ui) ⊂ Ui. Ale´m disso, a restric¸a˜o de Ad(KΘ) a Ui
e´ irredut´ıvel, o que significa que, para cada Ui, os u´nicos espac¸os invariantes por
Ad(KΘ)|Ui sa˜o os triviais.
1.4 Ra´ızes complementares
Sejam FΘ = U/KΘ e H um toro maximal de U . Temos
H ≤ KΘ ≤ U
Decompondo u e kΘ em soma direta com relac¸a˜o a representac¸a˜o adjunta obte-
mos:
kΘ = ihR ⊕
∑
β∈〈Θ〉
uβ
e
u = ihR ⊕
∑
α∈〈Θ〉
uα ⊕
∑
β∈Π\〈Θ〉
uβ
Considerando que |〈Θ〉| = 2n e que |Π| = 2m, chamamos as 2(m − n) ra´ızes
pertencentes a Π\〈Θ〉, de ra´ızes complementares. Os subespac¸os de ra´ızes corres-
pondentes geram o subespac¸o complexo isomorfo ao espac¸o tangente complexo a`
origem de FΘ, visto como espac¸o homogeˆneo de G.
1.5 Estrutura quase complexa invariante em FΘ
Definic¸a˜o 1.3 Uma estrutura quase complexa em uma variedade flag FΘ e´ um
campo tensorial JΘ que em cada ponto x ∈ FΘ e´ um endomorfismo JΘ : TxFΘ 7→
TxFΘ tal que (JΘ)2 = −Id.
Definic¸a˜o 1.4 Uma estrutura quase complexa U -invariante em FΘ = U/KΘ e´ uma
estrutura quase complexa JΘ em FΘ tal que JΘux = dEuJΘuxdEu−1 para todo u ∈ U ,
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onde dEu : T (U/KΘ) 7→ T (U/KΘ) denota a diferencial da ac¸a˜o a esquerda por u.
Isto e´, para todo X ∈ TxU/KΘ vale
dEuJΘx X = J
Θ
uxdEuX
A proposic¸a˜o seguinte estabelece condic¸o˜es para obtermos todas as poss´ıveis
estruturas quase complexas em FΘ = U/KΘ.
Proposic¸a˜o 1.5 Existe uma correspondeˆncia biun´ıvoca entre estruturas quase com-
plexas U -invariante JΘ e estruturas complexas JΘx0 em Tx0FΘ que comutam com o
grupo de isotropia, isto e´,
AdU/KΘ(k)JΘx0 = J
Θ
x0Ad
U/KΘ(k), para todo k ∈ KΘ
Demonstrac¸a˜o: Para mostrar que a condic¸a˜o e´ necessa´ria considere uma estrutura
quase complexa U -invariante em FΘ. Sabemos que dEuJΘ = JΘdEu para todo u ∈
U . Em particular dEkJΘx0 = J
Θ
x0dEk para todo k ∈ KΘ. Mas pela definic¸a˜o
de representac¸a˜o isotro´pica temos que AdFΘ(k)JΘx0 = dEk|x0JΘx0 = JΘx0dEk|x0 =
JΘx0Ad
FΘ(k) para todo k ∈ KΘ.
Para mostrar que a condic¸a˜o e´ suficiente considere uma estrutura complexa
em Tx0U/KΘ que comuta com o grupo de isotropia. Defina uma estrutura quase
complexa JΘ em U/KΘ por JΘy = dEuJ
Θ
x0dEu−1 tal que y = uKΘ. A fim de mostrar
que JΘ e´ bem definida, considere y′ ∈ FΘ com y′ = u′KΘ. Por definic¸a˜o temos
JΘy′ = dEu′J
Θ
x0dEu′−1 . Suponha que y = y
′. Enta˜o existe k ∈ KΘ tal que u′ = uk.
Logo:
JΘy′ = dEu′J
Θ
x0dEu′−1 = dEukJ
Θ
x0dE(uk)−1
= dEudEkJΘx0dEk−1dEu−1 = dEuJ
Θ
x0dEu−1 = J
Θ
y .
Ademais, JΘ e´ U -invariante. De fato:
JΘuxdEu = dEuvJ
Θ
x0dE(uv)−1dEu = dEudEvJ
Θ
x0dEv−1dEu−1dEu
= dEudExJΘx0dEx−1 = dEuJ
Θ
x
Ale´m disso,
(JΘy )
2 = dEuJΘx0dEu−1dEuJ
Θ
x0dEu−1 = dEu(J
Θ
x0)
2dEu−1 = dEu(−Id)dEu−1 = −Id. 
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Portanto para determinar todas as poss´ıveis estruturas quase complexas em FΘ
e´ suficiente achar todas as poss´ıveis estruturas complexas JΘx0 em ηΘ, que comutam
com o grupo de isotropia AdU/KΘ(K), visto que ηΘ se identifica com Tx0(U/KΘ).
Deste fato obtemos o seguinte lema u´til:
Lema 1.6 JΘ comuta com a representac¸a˜o adjunta de kΘ em ηΘ.
Demonstrac¸a˜o: Queremos mostrar que ad(L)JΘ = JΘad(L) para todo L ∈ kΘ.
Sabemos que Ad(k)JΘ = JΘAd(k) para todo k ∈ KΘ. Considere qualquer L ∈ kΘ e
k(t) = etL uma curva em KΘ com vetor tangente L na origem, enta˜o:
ad(L)JΘ =
d
dt
|x0Ad(k(t))JΘ = ddt |x0J
ΘAd(k(t)) = JΘad(L)

Considerando a complexificac¸a˜o de ηΘ dada por:
ηCΘ =
∑
β∈Π+\〈Θ〉+
(gβ ⊕ g−β)
obtemos o fibrado tangente complexificado TCFΘ, cuja fibra em x0 e´
FΘx0 ⊗R C ∼= Tx0FΘ + iTx0FΘ.
Estendemos JΘ : Tx0(U/K) −→ Tx0(U/K) a (JΘ)C por linearidade complexa da
seguinte maneira, tome x0 ∈ FΘ e defina
(JΘx0)
C : TCx0(FΘ) −→ TCx0(FΘ)
por
(JΘx )
C(u+ iv) = JΘ(u) + iJΘ(v)
Claramente (JΘx0)
C satisfaz a condic¸a˜o [(JΘx )C]2 = −Id. Continuaremos denotando
(JΘx )
C por JΘ. Como (JΘ)2 = −Id, seus auto-valores sa˜o i e −i com auto-espac¸os
T (0,1)FΘ e T (1,0)FΘ respectivamente. Enta˜o,
TCFΘ = T (1,0)FΘ ⊕ T (0,1)FΘ
Usando ainda a comutatividade da estrutura complexa JΘ com o grupo de
isotropia, obtemos as seguintes propriedades.
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Propriedade 1.7 JΘ deixa invariantes os espac¸os de ra´ızes complexas complemen-
tares gα com α ∈ Π \ 〈Θ〉.
Demonstrac¸a˜o: Seja X ∈ gα, ou seja para todo H ∈ h; [H,X] = α(H)X.
Mostraremos que JΘX ∈ gα. De fato, sabemos que ad(K)JΘ = JΘad(K) para todo
K ∈ k. Em particular ∀H ∈ h temos
[H, JΘX] = JΘ[H,X] = JΘα(H)X = α(H)JΘX

Propriedade 1.8 JΘ invariantes deixa os espac¸os de ra´ızes complementares uα com
α ∈ Π \ 〈Θ〉.
Demonstrac¸a˜o: Considere X ∈ uα = u ∩ (gα ⊕ g−α). De JΘ : ηΘ 7−→ ηΘ implica
em JΘX ∈ ηΘ ⊂ u. Tambe´m X = Xα + X−α ∈ gα ⊕ g−α. Pela propriedade 1.7
temos que JΘX = JΘXα + JΘX−α ∈ gα ⊕ g−α.
Enta˜o, JΘX ∈ u ∩ gα ⊕ g−α = uα 
Consideremos agora, a complexificac¸a˜o uCα = gα ⊕ g−α de uα.
Como ja´ foi visto anteriormente, podemos estender a estrutura quase complexa
JΘ : uα −→ uα para uCα com auto-valores i e −i associados aos respectivos auto-
espac¸os 1-dimensionais u(1,0)α e u
(0,1)
α , que pela propriedade 1.8 sa˜o invariantes por
JΘ. Ale´m disso,
uCα = u
(1,0)
α ⊕ u(0,1)α
A propriedade 1.7, nos informa que gα e g−α sa˜o invariantes por JΘ, desta for-
ma atuam por multiplicac¸a˜o de ±i. Ja´ que todos os espac¸os considerados sa˜o 1-
dimensionais, temos que:
• gα = u(1,0)α e g−α = u(0,1)α , ou
• gα = u(0,1)α e g−α = u(1,0)α
Como estas possibilidades sa˜o as u´nicas formas de escrever uCα, que de cer-
ta forma determina as estruturas complexas, mostramos que para cada espac¸o de
ra´ızes complementares uα, existem apenas duas estruturas complexas diferentes que
comutam com o subgrupo de isotropia.
Com estas informac¸o˜es, consideremos Xα ∈ gα:
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Se JΘ(Xα) ∈ gα = u(1,0)α enta˜o JΘ(Xα) = iXα, visto que i e´ o autovalor associ-
ado ao auto-espac¸o u(1,0)α . Estes autovalores sa˜o chamados de tipo (1, 0).
Se JΘ(Xα) ∈ gα = u(0,1)α enta˜o JΘ(Xα) = −iXα, visto que −i e´ o autovalor
associado ao auto-espac¸o u(0,1)α . Estes autovalores sa˜o chamados de tipo (0, 1).
A proposic¸a˜o a seguir descreve completamente uma estrutura quase complexa
invariante JΘ.
Proposic¸a˜o 1.9 Uma estrutura quase complexa invariante JΘ em gα e´ dada pelo
conjunto {εΘα} com εΘα = ±1, onde α ∈ Π\〈Θ〉, tal que εΘα = −εΘ−α.
Demonstrac¸a˜o: Pelo que vimos JΘ(Xα) = iεΘαXα com ε
Θ
α = ±1, onde ±1 sa˜o
autovalores de JΘ associados aos autovetoresXα eX−α tal que α ∈ Π\〈Θ〉 e portanto
JΘ e´ descrito pelo conjunto de sinais {εΘα}α∈Π\〈Θ〉 com εΘα = ±1
Para mostrar que εΘα = −εΘ−α, considere: JΘ(gα) = iεΘαgα com εΘα = ±1.
Sabemos ainda que gα = −g−α, onde a barra significa conjugac¸a˜o complexa.
Disto temos que:
−iε−αg−α = JΘ(−g−α) = JΘ(gα) = iεΘαgα = −iεΘα (−g−α),
implicando em εΘα = −εΘ−α. 
Lema 1.10 Considere uma estrutura quase complexa invariante JΘ em FΘ dada
por εΘα = ±1 com α ∈ Π\〈Θ〉. Se gα e gβ esta˜o na mesma componente irredut´ıvel
da representac¸a˜o adjunta de KΘ em (ηCΘ)+ enta˜o εΘα = εΘβ .
Demonstrac¸a˜o: Suponha gα e gβ na mesma componente irredut´ıvel da represen-
tac¸a˜o adjunta de KΘ, ou seja existe γ ∈ 〈Θ〉 tal que α+ γ = β, logo para todo x no
subespac¸o ortogonal a 〈Θ〉, que denotaremos por 〈Θ〉⊥ temos,
β(x) = 〈β, x〉 = 〈α+ γ, x〉 = 〈α, x〉+ 〈γ, x〉 = α(x)
consequ¨entemente εΘα = ε
Θ
β . 
1.6 Me´trica invariante ΛΘ em FΘ
Definic¸a˜o 1.11 Uma me´trica ds2 em FΘ e´ U -invariante se para todo u ∈ U temos:
ds2(X,Y )x = ds2(dEuX, dEuY )ux, para todo X,Y ∈ TxFΘ.
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A pro´xima proposic¸a˜o mostra que a me´trica invariante ds2 em FΘ e´ completa-
mente determinada por seu valor na origem, ou seja, por um produto interno (·, ·)ΛΘ
em ηΘ que e´ invariante sob a ac¸a˜o adjunta de KΘ.
Proposic¸a˜o 1.12 Existe uma correspondeˆncia biun´ıvoca entre produtos internos
Ad(KΘ)-invariantes em ηΘ ∼= Tx0U/K e me´tricas U -invariantes em U/KΘ.
Demonstrac¸a˜o: Para mostrar que a condic¸a˜o e´ necessa´ria, considere o produto
interno (KΘ)-invariante em Tx0U/KΘ, ou seja,
〈X, Y 〉ΛΘ = 〈AdU/K(k)X,AdU/K(k)Y 〉 para todo X, Y ∈ Tx0U/KΘ e k ∈ K
Defina uma me´trica por ds2(X,Y )y = 〈dEu−1X, dEu−1Y 〉 para todo y ∈ FΘ tal que
y = uKΘ e para todo X, Y ∈ TyFΘ. Afirmamos que ds2(X, Y ) esta´ bem definida.
De fato, considere y′ ∈ FΘ tal que y′ = y. Podemos escrever y′ = u′KΘ. Enta˜o
existe k ∈ K tal que u′ = uk. Portanto,
ds2(X, Y )y′ = 〈dE(u′)−1X, dE(u′)−1Y 〉
= 〈dE(uk)−1X, dE(uk)−1Y 〉
= 〈dEk−1dEu−1X, dEk−1dEu−1Y 〉)
= 〈AdU/K(k−1)dEu−1X,AdU/K(k−1)dEu−1Y 〉
= 〈dEu−1X, dEu−1Y 〉
= ds2(X, Y )y
Mostremos agora a U -invariaˆncia de ds2(X, Y )x. Para isto lembremos que x ∈ FΘ
pode ser escrito como x = vKΘ, onde v ∈ U .
ds2(dEuX, dEuY )ux = 〈dE(uv)−1dEuX, dE(uv)−1dEuY 〉
= 〈dE(v)−1dEu−1dEuX, dE(v)−1dEu−1dEuY 〉
= 〈dEv−1X, dEv−1Y 〉
= ds2(X,Y )x
Reciprocamente, dada uma me´trica U -invariante em U/KΘ, defina um produto
interno por: 〈X, Y 〉ΛΘ = ds2(dEuX, dEuY )u, para todo X,Y ∈ Tx0FΘ . Vamos
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mostrar que (X,Y )ΛΘ e´ Ad(KΘ)-invariante. Considere dEu−1X, dEu−1Y ∈ Tx0FΘ
〈AdU/K(k)dEu−1X,AdU/K(k)dEu−1Y 〉ΛΘ = ds2(dEuAdU/K(k)dEu−1X, dEuAdU/K(k)dEu−1Y )u
= ds2(dEk(dEu−1X), dEk(dEu−1Y ))x0
= 〈dEu−1X, dEu−1Y 〉
como quer´ıamos demonstrar. 
Um produto interno que satisfaz as condic¸o˜es da proposic¸a˜o acima tem a forma
〈X,Y 〉ΛΘ = −〈ΛΘX,Y 〉
com ΛΘ : ηΘ −→ ηΘ positiva definida em relac¸a˜o a forma de Cartan-Killing.
Observemos que o nosso ambiente de trabalho e´ o corpo dos complexos; sen-
do assim e´ preciso estendermos a me´trica Riemanniana ds2ΛΘ , dada por Λ
Θ, a uma
extensa˜o bilinear, na˜o necessariamente positiva definida. Manteremos a mesma no-
tac¸a˜o para as extenso˜es consideradas. Sendo assim temos ds2ΛΘ : T
CFΘ×TCFΘ −→ C
definida por
ds2ΛΘ(X1+iY1, X2+iY2) = ds
2
ΛΘ(X1, X2)+ids
2
ΛΘ(X1, Y2)+ids
2
ΛΘ(Y1, X2)−ds2ΛΘ(Y1, Y2)
com a extensa˜o de ΛΘ dada por ΛΘ(X + iY ) = ΛΘ(X) + iΛΘ(Y )
A proposic¸a˜o que segue descreve uma me´trica invariante em FΘ
Proposic¸a˜o 1.13 Uma me´trica invariante em FΘ e´ dada pelo conjunto λΘα > 0 com
λΘα = λ
Θ−α , α ∈ Π\〈Θ〉.
Demonstrac¸a˜o: A invariaˆncia do produto interno por Ad(KΘ) equivale a dizer
que os elementos da base canoˆnica Aα e iSα, onde α ∈ Π\〈Θ〉, sa˜o autovetores de
ΛΘ, para o mesmo autovalor λΘα . Desta forma temos no espac¸o tangente complexo:
ΛΘ(Xα) = ΛΘ
(
Aα − i(iSα)
2
)
=
1
2
{
ΛΘ(Aα)− iΛΘ(iSα)}
=
1
2
{
λΘα (Aα)− iλΘα (iSα)
}
=
λΘα
2
{(Aα)− i(iSα)}
= λΘαXα
Cap´ıtulo 1. Forma de Ka¨hler 17
Assim dado um vetor Xα, α ∈ Π\〈Θ〉, tal me´trica e´ completamente descrita pelo
conjunto {λΘα}, com α ∈ Π\〈Θ〉.
Tambe´m λΘα > 0, isto porque
0 > 〈ΛΘ(Aα), Aα〉 = 〈λΘα (Aα), Aα〉
= λΘα 〈Xα −X−α, Xα −X−α〉
= λΘα [〈Xα, Xα〉+ 2〈Xα, X−α〉+ 〈X−α, X−α〉]
= −2λΘα
Por fim mostraremos que λΘα = λ
Θ−α. De fato,
2λΘαXα = Λ
Θ(Xα) = ΛΘ
(
Aα − i(iSα))
= −ΛΘ(A−α)− iΛΘ(iS−α)
= −λΘ−α(A−α)− iλΘ−α(iS−α)
= λΘ−α
(−A−α − i(iS−α))
= 2λΘ−αXα
Concluindo que λΘα = λ
Θ−α. 
Lema 1.14 Considere uma me´trica invariante ΛΘ em FΘ dada por λΘα com α ∈
Π\〈Θ〉. Se gα e gβ esta˜o na mesma componente irredut´ıvel da representac¸a˜o adjunta
de KΘ em (ηCΘ)+ enta˜o λΘα = λΘβ .
Demonstrac¸a˜o: Esta demonstrac¸a˜o e´ feita de forma similar a` demonstrac¸a˜o do
lema 1.10 substituindo εΘα por λ
Θ
α 
Uma estrutura quase Hermitiana invariante em FΘ e´ dada pelo par ({εΘα}, {λΘα})
onde JΘ = {εΘα} e´ uma eqci e ΛΘ = {λΘα} e´ uma me´trica invariante.
1.7 Forma de Ka¨hler
Uma me´trica invariante ds2ΛΘ sempre satisfaz a seguinte relac¸a˜o
ds2ΛΘ(J
ΘX, JΘY ) = ds2ΛΘ(X, Y ) (1.1)
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para todos os campos vetoriais X,Y em FΘ
Uma me´trica que satisfaz 1.1 e´ dita ser uma me´trica quase Hermitiana com
relac¸a˜o a JΘ. Para verificar esta equac¸a˜o , observe que:
ds2ΛΘ(J
ΘXα, JΘXβ) = ds2ΛΘ(iε
Θ
αXα, iε
Θ
βXβ)
= −εΘαεΘβ ds2ΛΘ(Xα, Xβ)
= −εΘα εΘβ 〈ΛΘ(Xα), Xβ〉.
Sabemos que 〈Xα, Xβ〉 = 0 se e somente se β + α 6= 0 (Ver San Martin [18] para
maiores detalhes), logo basta verificarmos 1.1 para o caso em que β = −α e neste
caso temos ds2ΛΘ(J
ΘXα, JΘX−α) = −εΘαεΘ−α〈ΛΘ(Xα), X−α〉 = ds2ΛΘ(Xα, X−α).
Seja ΩΘ = ΩJΘ,ΛΘ a forma de Ka¨hler
ΩΘ(X, Y ) = ds2ΛΘ(X, J
ΘY ) = −〈ΛΘX, JΘY 〉
Esta forma estende-se de maneira natural a uma 2-forma U -invariante ao com-
plexificado ηCΘ de ηΘ, que continuaremos a denotar por ΩΘ. Seus valores nos vetores
bases sa˜o:
ΩΘ(Xα, Xβ) =
{ −iλΘαεΘβ 〈ΛΘXα, JΘXβ〉, se β = −α
0, se β 6= −α
De fato: ΩΘ e´ diferente de zero somente nos pares (Xα, X−α) e neste caso pela
escolha da base de Weyl temos:
ΩΘ(Xα, X−α) = −〈ΛΘXα, JΘX−α〉 = −〈λΘαXα, iεΘ−αX−α〉 = −iλΘαεΘ−α〈Xα, X−α〉
= iλΘαε
Θ
α
Veremos no cap´ıtulo 4, que todas as variedades quase Hermitianas invariantes
sa˜o caracterizadas por uma representac¸a˜o onde a diferencial exterior de ΩΘ desempe-
nha um papel fundamental. Neste sentido, a partir daqui dedicaremos esta sec¸a˜o ao
ca´lculo de dΩΘ. Iniciaremos os ca´lculos pela expressa˜o geral da diferencial exterior
de uma p-forma invariante.
Lema 1.15 Seja ω uma p-forma diferencia´vel invariante em um espac¸o homogeˆneo
L/H. Tome X, Y,Z elementos na a´lgebra de Lie de L. Enta˜o dω e´ dado por:
dω(X0, ..., Xp) =
1
p+ 1
∑
i<j
(−1)i+jω([Xi, Xj], X0, ..., X̂i, ..., X̂j, ..., Xp) (1.2)
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Demonstrac¸a˜o: A expressa˜o da derivada exterior de uma p-forma, diz que
dω(X0, ..., Xp) e´ dado por:
1
p+ 1
[
p∑
i=0
(−1)iXiω(X0, ..., X̂i, ..., Xp)+
∑
i<j
(−1)i+jω([Xi, Xj], X0, ..., X̂i, ..., X̂j, ..., Xp)
]
(ver Kobayashi-Nomizu [10]).
Da invariaˆncia de ω temos que a derivada direcional Xiω(Xi, ..., X̂i, ..., Xp+1) e´
identicamente nula para todo i = 0, ..., p, logo:
dω(X0, ..., Xp) =
1
p+ 1
∑
i<j
(−1)i+jω([Xi, Xj], X0, ..., X̂i, ..., X̂j, ..., Xp).

Considerando a invariaˆncia da 2-forma de Ka¨hler ΩΘ, sua diferencial exterior e´
facilmente calculada da fo´rmula 1.2: Portanto se X, Y, Z ∈ ηΘ sa˜o campos vetoriais
em FΘ enta˜o dΩΘ na origem e´ dado por
3dΩΘ(X,Y, Z) = −ΩΘ([X, Y ], Z) + ΩΘ([X,Z], Y )− ΩΘ([Y, Z], X). (1.3)
Proposic¸a˜o 1.16 dΩΘ(Xα, Xβ, Xγ) = 0 e´ zero a menos que α+ β + γ = 0 com α ,
β, γ ∈ Π\〈Θ〉. Neste caso:
3dΩΘ(Xα, Xβ, Xγ) = imα,β(εΘαλ
Θ
α + ε
Θ
β λ
Θ
β + ε
Θ
γ λ
Θ
γ ) (1.4)
Demonstrac¸a˜o: Da expressa˜o em 1.3, temos:
3dΩΘ(Xα, Xβ, Xγ) = −ΩΘ([Xα, Xβ], Xγ) + ΩΘ([Xα, Xγ], Xβ)− ΩΘ([Xβ, Xγ], Xα).
Pela escolha da base de Weyl [Xδ, X] = mδ,Xδ+, esta expressa˜o pode ser reescrita
por:
3dΩΘ(Xα, Xβ, Xγ) = −ΩΘ(mα,βXα+β, Xγ) + ΩΘ(mα,γXα+γ, Xβ)− ΩΘ(mβ,γXβ+γ, Xα)
= −mα,βΩΘ(Xα+β, Xγ) +mα,γΩΘ(Xα+γ, Xβ)−mβ,γΩΘ(Xβ+γ, Xα).
que em virtude da definic¸a˜o de ΩΘ esta expressa˜o torna-se:
3dΩΘ(Xα, Xβ, Xγ) = imα,βλΘα+βε
Θ
γ 〈Xα+β, Xγ〉 − imα,γλΘα+γεΘβ 〈Xα+γ, Xβ〉+
imβ,γλΘβ+γε
Θ
γ 〈Xβ+γ, Xα〉.
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Agora 〈Xδ, X〉 6= 0 se e somente se δ+  = 0. Portanto cada um dos termos da
expressa˜o acima e´ na˜o nulo se e somente se α+ β + γ = 0, resultando em
3dΩΘ(Xα, Xβ, Xγ) = imα,βλΘ−γεΘγ 〈X−γ, Xγ〉 − imα,γλΘ−βεΘβ 〈X−β, Xβ〉+
imβ,γλΘ−αεΘγ 〈X−α, Xα〉.
Ainda pela escolha da base de Weyl 〈Xδ, X−δ〉 = −1, logo,
3dΩJΘ,ΛΘ(Xα, Xβ, Xγ) = mα,βλ
Θ−γεΘγ −mα,γλΘ−βεΘβ +mβ,γλΘ−αεΘα .
Ale´m do mais como α + β + γ = 0 temos que: mα,β = mβ,γ = mγ,α = −mα,γ
(Veja [18], Lema 8.6). Usando essas igualdades e λΘα = λ
Θ−α, obtemos a equac¸a˜o
desejada. 
Cap´ıtulo 2
Estrutura quase Hermitiana
(1, 2)-simple´tica em FΘ
Neste cap´ıtulo provaremos que a classe das estruturas quase complexas in-
variantes (1,2)-admiss´ıveis em um flag parcial, cuja definic¸a˜o e´ dada no pro´ximo
para´grafo, pode ser estendida a estruturas quase complexas invariantes (1,2)-admiss´ıveis
no flag maximal correspondente. Essa extensa˜o e´ utilizada posteriormente para mos-
trar a equivaleˆncia entre estruturas quase Hermitianas afins e (1, 2)-simple´ticas nos
flags parciais.
Definic¸a˜o 2.1 Uma estrutura quase Hermitiana invariante (JΘ,ΛΘ) e´ dita (1, 2)-
simple´tica, ou quasi-Ka¨hler, em um flag parcial se
dΩΘ(X,Y, Z) = 0 (2.1)
quando um dos vetores X,Y, Z ∈ ηΘ e´ do tipo (1,0) e os outros dois sa˜o do tipo
(0,1). Neste caso, dizemos que JΘ e´ (1, 2)-admiss´ıvel e ΛΘ e´ (1, 2)-simple´tica com
relac¸a˜o a JΘ.
A estrutura e´ (2, 1)-simple´tica se satisfaz a equac¸a˜o 2.1, quando um dos vetores
em ηΘ e´ do tipo (0,1) e os outros dois sa˜o do tipo (1,0). Em nosso caso, estes dois
tipos de estruturas quase Hermitianas sa˜o iguais, como veremos a seguir.
Definic¸a˜o 2.2 Seja uma eqci JΘ = εΘα em FΘ. A tripla de ra´ızes α, β, γ com
α+ β + γ = 0 e´ dita
21
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1. Uma {0, 3}-tripla se εΘα = εΘβ = εΘγ .
2. Uma {1, 2}-tripla caso contra´rio.
Observemos que se as ra´ızes α, β, γ formam uma {0, 3}-tripla ( ou uma {1, 2}-
tripla) enta˜o as ra´ızes sime´tricas −α,−β,−γ tambe´m formam uma {0, 3}-tripla
(respectivamente uma {1, 2}-tripla).
A proposic¸a˜o a seguir fornece um crite´rio bastante u´til, para verificar se um par
invariante (JΘ,ΛΘ) e´ (1, 2)-simple´tico.
Proposic¸a˜o 2.3 O par (JΘ,ΛΘ) e´ (1, 2)-simple´tico em FΘ se, e somente se,
εΘαλ
Θ
α + ε
Θ
β λ
Θ
β + ε
Θ
γ λ
Θ
γ = 0 (2.2)
para toda {1, 2}-tripla α, β, γ ∈ Π\〈Θ〉.
Demonstrac¸a˜o: Seja (JΘ,ΛΘ) um par (1, 2)-simple´tico e considere uma {1, 2}-
tripla de ra´ızes arbitra´ria. Existem duas possibilidades: na primeira, um dos vetores
e´ do tipo (1,0) e os outros dois sa˜o do tipo (0,1). Neste caso, pela definic¸a˜o de
estrutura quase Hermitiana (1, 2)-simple´tica e pela proposic¸a˜o 1.16 temos
εΘαλ
Θ
α + ε
Θ
β λ
Θ
β + ε
Θ
γ λ
Θ
γ = 0
Na segunda possibilidade um dos vetores e´ do tipo (0,1) e dois sa˜o do tipo (1,0),
logo os vetores sime´tricos sa˜o um do tipo (1,0) e dois sa˜o do tipo (0,1), ademais a
soma das ra´ızes correspondentes a tais vetores e´ dada por (−α) + (−β) + (−γ) =
−(α + β + γ) = 0. Portanto para a {1, 2}-tripla {−α,−β,−γ}, e fazendo uso da
definic¸a˜o 2.1, da equac¸a˜o 1.4 e das proposic¸o˜es 1.9 e 1.13, temos que:
−(εΘαλΘα + εΘβ λΘβ + εΘγ λΘγ ) = εΘ−αλΘ−α + εΘ−βλΘ−α + εΘ−γλΘ−γ = 0
Para mostrar que a condic¸a˜o e´ suficiente, observemos que a hipo´tese e´ equivalen-
te a dizer que dΩΘ ≡ 0 para toda {1, 2}-tripla de ra´ızes. Em particular para o caso
em que um dos vetores e´ do tipo (1,0) e os outros dois sa˜o do tipo (0,1), temos ainda
dΩΘ ≡ 0, portanto a estrutura quase Hermitiana considerada e´ (1, 2)-simple´tica. 
De forma ana´loga, podemos demonstrar o teorema acima substituindo as estru-
turas quase Hermitianas invariantes (1, 2)-simple´tica por (2,1)-simple´ticas invarian-
tes. O que e´ equivalente a mostrar que no caso em questa˜o, toda estrutura quase
Hermitiana invariante (1, 2)-simple´tica e´ (2, 1)-simple´tica, e vice-versa.
Cap´ıtulo 2. Estrutura quase Hermitiana (1, 2)-simple´tica em FΘ 23
Com estes preliminares podemos ver o resultado principal deste cap´ıtulo, que
garante que qualquer eqci (1, 2)-admiss´ıvel em FΘ se estende a uma eqci (1, 2)-
admiss´ıvel em F.
Teorema 2.4 Seja JΘ = {εΘα : α ∈ Π\〈Θ〉} uma estrutura quase complexa invari-
ante (1, 2)-admiss´ıvel em FΘ. Defina J = {εα, α ∈ pi} por
εα =
{
εΘα , se α ∈ Π+\〈Θ〉+
1 , se α ∈ 〈Θ〉+ (2.3)
Enta˜o J e´ (1, 2)-admiss´ıvel em F.
Demonstrac¸a˜o: Fixe uma me´trica invariante
ΛΘ = {λΘα : α ∈ Π\〈Θ〉}
que seja (1, 2)-simple´tica com relac¸a˜o a JΘ. Construiremos uma me´trica (1, 2)-
simple´tica Λ em F com o aux´ılio de ΛΘ. Seja
(η+Θ)
C = V1 ⊕ V2 ⊕ · · · ⊕ Vs
a decomposic¸a˜o de (η+Θ)
C em componentes irredut´ıveis da representac¸a˜o de g(Θ) que
e´ uma suba´lgebra gerada por gα, α ∈ Θ.
Cada Vi e´ uma soma direta de espac¸os de ra´ızes gβ, com λΘβ e ε
Θ
β constantes a
medida que β percorre o subconjunto
Πi = {β : gβ ⊂ Vi} i = 1, 2...s
Denotemos estes valores constantes por λΘi e ε
Θ
i respectivamente.
Tambe´m coloque Π0 = 〈Θ〉+, λΘ0 = 0 e εΘ0 = 1.
Com estas notac¸o˜es definimos a me´trica Λ = {λα, α > 0} como segue. Tome
H a caˆmara de Weyl positiva enta˜o para α ∈ Πi coloque
λα = λΘi + ε
Θ
i α(H).
Naturalmente, devemos nos assegurar que λα > 0 quando εΘi = −1. Isto
e´ facilmente garantido tomando H suficientemente pequeno ou multiplicando, se
necessa´rio, ΛΘ por um nu´mero positivo suficientemente grande.
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Mostraremos que Λ como definida acima e´ (1, 2)-simple´tica com relac¸a˜o a` eqci
J introduzida na afirmac¸a˜o. Provaremos isto, usando a proposic¸a˜o 2.3 em [19]. Para
tanto, considere uma {1, 2}-tripla {α, β,−γ} com α, β e γ = α+ β ra´ızes positivas.
Suponha que α ∈ Πi, β ∈ Πj e γ ∈ Πk.
Se nenhum ı´ndice e´ zero, temos:
εαλα + εβλβ + ε−γλ−γ = εΘi [λΘi + εΘi α(H)] + εΘj [λΘj + εΘj β(H)] + εΘ−k[λΘ−k + εΘ−k(−γ(H))]
= εΘi λ
Θ
i + α(H) + ε
Θ
j λ
Θ
j + β(H) + ε
Θ−kλΘ−k − γ(H)
= εΘi λ
Θ
i + ε
Θ
j λ
Θ
j + ε
Θ−kλΘ−k + β(H) + α(H)− γ(H)
= 0
pois ΛΘ e´ (1, 2)-simple´tica em relac¸a˜o a JΘ.
Se i = 0 enta˜o α ∈ 〈Θ〉 e γ = α+β e β esta˜o na mesma componente irredut´ıvel,
ou seja Vj = Vk, logo εΘj = ε
Θ
k e λ
Θ
j = λ
Θ
k . Ale´m disso, por construc¸a˜o λ
Θ
0 = 0 e
εΘ0 = +1. Portanto,
εαλα + εβλβ + ε−γλ−γ = α(H) + εΘj [λΘj + εΘj β(H)] + εΘ−k[λΘ−k + εΘ−k(−γ(H))]
= α(H) + εΘj λ
Θ
j + β(H) + ε
Θ−kλΘ−k − γ(H)
= εΘj λ
Θ
j − εΘk λΘk + β(H) + α(H)− γ(H)
= 0
Analogamente j = 0 implica Vi = Vk.
Finalmente se k = 0 enta˜o γ ∈ 〈Θ〉, logo γ = α + β implica que tanto α,
quanto β esta˜o em 〈Θ〉, portanto i = j = 0 e neste caso: εαλα + εβλβ + ε−γλ−γ =
α(H) + β(H)− γ(H) = 0 
A seguir incluiremos a demonstrac¸a˜o da rec´ıproca deste teorema, que e´ quase
imediata.
Proposic¸a˜o 2.5 Sejam uma eqci J (1, 2)-admiss´ıvel em F e (J,Λ) um par invariante
{1,2}-simple´tico por KΘ. Defina JΘ por εΘα = {εα se α ∈ Π\〈Θ〉}. Enta˜o JΘ e´ (1, 2)-
admiss´ıvel em FΘ.
Demonstrac¸a˜o: A invariaˆncia de (J,Λ) por KΘ, implica na invariaˆncia do par
(JΘ,ΛΘ). Da hipo´tese e da proposic¸a˜o 2.3, temos que para todas {1,2}-triplas de
ra´ızes α, β, γ ∈ Π o par invariante (J,Λ) satisfaz a condic¸a˜o
εαλα + εβλβ + εγλγ = 0
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Defina ΛΘ por λΘα = {λα se α ∈ Π\〈Θ〉}. Logo o par (JΘ,ΛΘ) satisfaz
εΘαλ
Θ
α + ε
Θ
β λ
Θ
β + ε
Θ
γ λ
Θ
γ = εαλα + εβλβ + εγλγ = 0
o que significa dizer que JΘ e´ (1, 2)-admiss´ıvel 
Observemos que se (J,Λ) na˜o e´KΘ-invariante enta˜o, a restric¸a˜o pode na˜o definir
uma estrutura quase Hermitiana invariante em FΘ. O exemplo a seguir ilustra uma
estrutura que na˜o e´ KΘ-invariante para nenhum Θ.
Exemplo 2.6 Tomemos a seguinte estrutura quase complexa sobre
F(3) = U(3)/
(
U(1)× U(1)× U(1))
J =
 0 1 −1−1 0 1
1 −1 0

O sistema de ra´ızes associado e´ dado por Π = {α, β, α+ β}
J e´ (1, 2)-admiss´ıvel, visto que a me´trica de Killing e´ sempre (1, 2)-simple´tica
com relac¸a˜o a qualquer J parabo´lica em F(N) com N ≤ 3 (Ver Mo-Negreiros [13]),
mas nenhum flag parcial associado a (F(3), J,me´trica Borel) tem uma eqci JΘ in-
variante. De fato, os dois poss´ıveis flags parciais obtidos sa˜o equivalentes a tomar
〈Θ〉 = α, logo β e α+ β esta˜o na mesma componente irredut´ıvel, e pela proposic¸a˜o
1.10, 1 = εΘα = ε
Θ
α+β = −1, o que e´ absurdo.
Cap´ıtulo 3
Estrutura quase complexa
invariante JΘ afim em FΘ
Em [19], foi mostrado a equivaleˆncia entre eqci afins e eqci (1, 2)-admiss´ıveis,
via o conceito de alcovas . Neste cap´ıtulo estaremos particularmente interessados
em mostrar que essa equivaleˆncia pode ser estendida para flags parciais. Com esta
finalidade, introduziremos um novo conceito, que denominamos de subalcova. Dessa
forma adaptaremos o conceito de eqci afim para flags parciais, modificando o conceito
de [19], ao substituir as alcovas por subalcovas. Vale a pena ressaltar que uma das
grandes diferenc¸as entre flag maximal e os demais flags esta´ no fato de que, em geral,
o complementar de 〈Θ〉 na˜o e´ um sistema de ra´ızes. Isso e´ a causa das dificuldades
te´cnicas no tratamento dos flags parciais e das diversas modificac¸o˜es feitas aqui.
Iniciaremos lembrando alguns conceitos necessa´rios. (para maiores detalhes nos
referimos a [19]).
Considere o subespac¸o hR. Usaremos o isomorfismo entre hR e o seu dual h∗R.
De modo que iremos identificar hR com h∗R e escrever 〈x, α〉 no lugar de α(x), x ∈
hR e α ∈ h∗R. Dados α ∈ Π e k ∈ Z defina o hiperplano afim
H(α, k) = {x ∈ hR : 〈x, α〉 = k}
O complementar da unia˜o de hiperplanos H(α, k), α ∈ pi e k ∈ Z, e´ a unia˜o de
componentes conexas. Cada uma destas e´ um simplexo aberto chamado alcova, que
sera´ denotada genericamente por A.
Dada uma alcova A e uma raiz α, existe um inteiro kα = kα(A) tal que para
26
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todo x ∈ A
kα < 〈x, α〉 < kα + 1,
isto e´, kα = [α(x)] para qualquer x ∈ A onde [a] denota a parte inteira do nu´mero
real a: [a] e´ o maior inteiro tal que a − [a] > 0. Os nu´meros inteiros kα(A) sa˜o
chamados de coordenadas da alcova A.
Segundo Shi [20] uma alcova e´ descrita por suas coordenadas. Em [20] sa˜o
fornecidas condic¸o˜es necessa´rias para que um conjunto arbitra´rio de inteiros sejam
as coordenadas de uma alcova. Entre essas condic¸o˜es encontra-se a seguinte,
Proposic¸a˜o 3.1 Sejam kα, α ∈ Π coordenadas de alcovas A enta˜o:
1) k−α = −kα − 1 e
2) Se γ = α+ β enta˜o kγ = kα + kβ ou kγ = kα + kβ + 1
Demonstrac¸a˜o: Sabemos que kα < 〈x, α〉 < kα + 1, para todo x ∈ A, implicando
em −kα − 1 < 〈x,−α〉 < −kα para todo x ∈ A, o que e´ equivalente a dizer que
k−α = −kα − 1. Portanto 1) esta demonstrado.
A condic¸a˜o 2) e´ demonstrada, observando que kα < 〈x, α〉 < kα + 1 e kβ <
〈x, β〉 < kβ + 1 para todo x ∈ A, ou seja, kα + kβ < 〈x, α + β〉 < kα + kβ + 1 + 1.
Portanto a parte inteira de 〈x, α+ β〉 ou e´ kα+β = kα+ kβ ou kα+β = kα+ kβ +1 
Em [19] foi introduzida a seguinte classe de eqci ( no flag maximal).
Definic¸a˜o 3.2 Dada uma alcova A com coordenadas kα, defina a eqci J(A) =
{εα(A)} por εα(A) = (−1)kα . Dizemos que J e´ uma eqci afim se esta tem a forma
J = J(A) para alguma alcova A.
O resultado de [19], que enunciamos a seguir, justifica a existeˆncia do conceito
de eqci afim.
Teorema 3.3 J e´ uma eqci afim em F se e somente se J e´ (1, 2)-admiss´ıvel em F.
Demonstrac¸a˜o: teoremas 3.3 e 4.12 e 5.1 em [19] 
A partir daqui, dedicaremos o cap´ıtulo ao propo´sito de estender o teorema 3.3 a
flags parciais. Objetivando condic¸o˜es geome´tricas para a classe das estruturas quase
Hermitianas invariantes (1, 2)-simple´ticas, temos necessidade de considerar certos
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conjuntos que ira˜o desempenhar, para o caso de flags parciais, um papel semelhante
ao das alcovas no caso do flag maximal. Assim sendo, tome o subespac¸o gerado por
Θ e considere o subespac¸o ortogonal 〈Θ〉⊥, que tambe´m denotaremos por hΘ. Defina
o hiperplano afim por
HΘ(α, k) = H(α, k) ∩ hΘ = {x ∈ 〈Θ〉⊥ : 〈x, α〉 = k}
onde α ∈ Π\〈Θ〉 e k ∈ Z. Neste caso, tambe´m identificaremos hR com h∗R, de modo
que α(x) com x ∈ hR e α ∈ h∗R, denota o produto interno com relac¸a˜o a` forma de
Cartan-Killing.
O complementar C do conjunto destes hiperplanos em hΘ e´ a unia˜o de com-
ponentes conexas. Denotaremos genericamente por Q as componentes conexas de
C. Essas componentes conexas sera˜o denominadas de subalcovas . Apesar de Q, na
maioria das vezes, na˜o ser uma alcova de um sistema de ra´ızes restrito ao subespac¸o
ortogonal a Θ, as subalcovas tem algumas propriedades importantes similares a das
alcovas. Por exemplo, dada uma subalcova Q e uma raiz α, α ∈ Π\〈Θ〉, existe um
inteiro kα = kα(Q) tal que
kα < 〈x, α〉 < kα + 1
com kα = [α(x)]. Ademais se α, β sa˜o ra´ızes com α + β raiz temos kα+β = kα + kβ
ou kα+β = kα+ kβ +1 para qualquer x ∈ Q. De forma ana´loga os nu´meros kα sera˜o
chamados coordenadas da subalcova.
Definic¸a˜o 3.4 Dada uma subalcova Q, definimos uma estrutura quase complexa
invariante JΘ = JΘ(Q) = {εΘα (Q)} por εΘα = (−1)kα com α ∈ Π\〈Θ〉. JΘ e´ dita
uma eqci afim em FΘ se tem a forma JΘ = JΘ(Q) onde Q e´ uma subalcova.
Afirmamos que JΘ(Q) e´ de fato uma eqci. Para ver isso, considere α ∈ Π\〈Θ〉.
Enta˜o
ε−α(Q) = (−1)k−α = (−1)−kα−1 = −(−1)−kα = −(−1)kα = −εα(Q)
Observac¸a˜o 3.5 Similar a` interpretac¸a˜o geome´trica dada para eqci afim no caso
maximal em [19], obtemos da definic¸a˜o de eqci afim no caso parcial, a seguinte
interpretac¸a˜o geome´trica: dada uma escolha de ra´ızes positivas Π+ ⊂ Π, defina a
”subalcova ba´sica” por:
Q0 = {x ∈ 〈Θ〉⊥ : tal que para todo α ∈ Π+\〈Θ〉+, 0 < 〈x, α〉 < 1}
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com coordenadas kα = 0. Seja Q outra subalcova. Tome α positivo em Π\〈Θ〉 e
denote por qα(Q) o nu´mero de hiperplanos HΘ(α, k) que separa Q0 de Q. Temos
que qα(Q) =| kα(Q) |, visto ser α positivo. Portanto (−1)kα(Q) = (−1)qα(Q), o
que significa dizer que o nu´mero de hiperplanos HΘ(α, k) que separam Q0 de Q
determina JΘ(Q).
Antes de relacionar eqci’s afins e (1, 2)-admiss´ıveis nos flags parciais, provaremos
um lema sobre eqci’s no flag maximal obtida por extensa˜o, como no teorema 2.4.
Esse lema garante que uma tal extensa˜o J pode ser escrita como J = J(A) onde A
e´ uma alcova cujo fecho intercepta Θ⊥.
Lema 3.6 Considere uma alcova A1, cuja eqci J = {εα} (no flag maximal) e´ inva-
riante em FΘ e satisfaz εα = +1 se α ∈ 〈Θ〉+. Enta˜o existe uma alcova A2 = tλ(A1),
onde tλ e´ uma translac¸a˜o que leva alcovas em alcovas, tal que para todo y ∈ A2 as
seguintes condic¸o˜es sa˜o satisfeitas:
1) Para todo β, [β(y)] tem mesma paridade que [β(x)] onde y = tλ(x).
2) J(A2) = J(A1).
3) Para todo α ∈ 〈Θ〉+, [α(y)] = 0.
4) Se β ∈ Π\〈Θ〉 e α ∈ Θ sa˜o tais que α+ β e´ uma raiz, enta˜o [(α+ β)(y)] = [β(y)].
Demonstrac¸a˜o: Seja Σ = {α1, · · ·, αl} o sistema simples de ra´ızes de Π e considere
a base dual de Σ com relac¸a˜o a` forma de Cartan-Killing, {µ1, ..., µl}. Esse conjunto
gera hR e e´ tal que αi(µj) = δi,j. Reordene Σ de tal forma que Θ = {α1, · · ·, αs} e
seu correspondente dual e´ {µ1, · · ·, µs}. Denote por kα as coordenadas de A1. Enta˜o
pelas condic¸o˜es do enunciado, kα e´ par se α ∈ 〈Θ〉+. Tome
λ = −kα1µ1 − · · · − kαsµs,
de tal forma que y = x+ λ, isto e´,
y = x− kα1µ1 − · · · − kαsµs.
Com λ definido acima podemos provar as condic¸o˜es do enunciado.
Para provar a primeira condic¸a˜o, note que uma raiz qualquer β pode ser escrita
por β = γ + δ, com γ = n1a1 + · · ·+ nsαs e δ = m1as+1 + · · ·+ml−s+1αl. Logo,
β(y) = β(x− kα1µ1 − · · · − kαsµs)
= β(x)− β(kα1µ1 − · · · − kαsµs)
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Mas,
β(kα1µ1 − · · · − kαsµs) = γ(kα1µ1 − · · · − kαsµs)
+ δ(kα1µ1 − · · · − kαsµs)
com δ(kα1µ1−···−kαsµs) = kα1m1αs+1(µ1)−kα2m1αs+1(µ2)−···−kαsmsαl−s+1(µs) =
0 e, γ(kα1µ1− · · ·− kαsµs) = kα1n1α1(µ1)− · · ·− kαsnsαs(µs) = kα1n1− · · ·− kαsns.
Portanto,
β(y) = β(x)− kα1n1 − · · · − kαsns
Logo a parte inteira de β(y) e´ obtida subtraindo o nu´mero inteiro par kα1n1+ · · ·+
kαsns pela parte inteira de β(x), implicando que [β(y)] e [β(x)] tem mesma paridade.
Para provarmos que a segunda condic¸a˜o e´ verdadeira, basta observarmos que
kα(A1) = [α(x)] = [α(y)]mod2 = kα(A2)(mod2) pela primeira condic¸a˜o. Com isto,
temos que para todo α: εα(A1) = (−1)kα(A1) = (−1)kα(A2) = εα(A2)
Para provar a terceira condic¸a˜o, observe que [α(y)] = 0 para todo α ∈ Θ. De
fato se α ∈ Θ temos α = αi com i = 1, ..., s. Da´ı
α(y) = α(x)− kαiαi(µi)
α(y) = α(x)− kαi ∈ (0, 1)
Logo a parte inteira de α(y) e´ zero, ou seja [a(y)] = 0. Ale´m disso temos que se
α, β ∈ Θ enta˜o [(α+β)(y)] = [(α)(y)]+[(β)(y)] ou [(α+β)(y)] = [(α)(y)]+[(β)(y)]+1,
pois se a, b ∈ R, temos [a+ b] = [a]+ [b] ou [a]+ [b]+1. Pela condic¸a˜o 1, [(α+β)(y)]
tem a mesma paridade que [(α+β)(x)] que e´ par por hipo´tese. Da´ı que [(α+β)(y)] =
[(α)(y)] + [(β)(y)] = 0, ja´ que α, β ∈ Θ.
A quarta condic¸a˜o e´ provada, tomando β ∈ Π\〈Θ〉 e α ∈ 〈Θ〉 tal que α + β
seja uma raiz. Sabemos que se a, b ∈ R, temos [a + b] = [a] + [b] ou [a] + [b] + 1,
logo [(α + β)(y)] = [(α)(y)] + [(β)(y)] ou [(α + β)(y)] = [(α)(y)] + [(β)(y)] + 1. Da
condic¸a˜o 3), conclu´ımos que [(α+β)(y)] = [β(y)] ou [β(y)]+1. Mas α+β e β esta˜o na
mesma componente irredut´ıvel, logo (−1)[(α+β)(y)] = εΘα+β = εΘβ = (−1)[β(y)], ou seja
[(α+ β)(y)] e [β(y)] tem a mesma paridade, o que implica que [(α+ β)(y)] = [β(y)]

Finalmente podemos enunciar o resultado principal deste cap´ıtulo, que garante
a equivaleˆncia entre eqci afins, no sentido da definic¸a˜o, e eqci (1, 2)-admiss´ıveis. Esse
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resultado generaliza o teorema 3.3 e na˜o e´ independente de [19], pois exige o teorema
de extensa˜o.
Teorema 3.7 JΘ e´ uma eqci (1, 2)-admiss´ıvel de FΘ se e somente se JΘ e´ uma eqci
afim em FΘ.
Demonstrac¸a˜o: Para provarmos que a condic¸a˜o e´ necessa´ria considere JΘ (1, 2)-
admiss´ıvel. Pelo teorema 2.4, J definido como em (2.3) e´ (1, 2)-admiss´ıvel em F
e equivalentemente afim, pelo teorema 3.3. Portanto J tem a forma definida no
lema 3.6, o que significa dizer que J(A1) e´ obtida pela extensa˜o do flag parcial JΘ
satisfazendo a condic¸a˜o de εα = +1 se α ∈ 〈Θ〉+. Enta˜o podemos por translac¸a˜o
obter a alcova A2, cujo fecho intercepta 〈Θ〉⊥ satisfazendo as condic¸o˜es do lema 3.6.
Tome y ∈ A2 e escreva y = y1 + y2, com y1 ∈ 〈Θ〉 e y2 ∈ 〈Θ〉⊥.
ConsidereWΘ o grupo de Weyl gerado pelas reflexo˜es em relac¸a˜o as ra´ızes de Θ.
Se α ∈ 〈Θ〉 temos rα ∈ WΘ. Tome β ∈ Π \ 〈Θ〉 enta˜o a reflexa˜o rα(β) = β − 2 〈α,β〉〈α,α〉α
e´ dada pela soma de β com um mu´ltiplo de um elemento em 〈Θ〉, ou seja, rα(β)
e β esta˜o na mesma componente irredut´ıvel. Se α1, ..., αl ∈ 〈Θ〉 enta˜o w−1(β) =
ral ...ral(β) e´ dada pela soma de β com mu´ltiplos de α1, ..., αl, o que significa dizer
que w−1β e β esta˜o na mesma componente irredut´ıvel.
Defina z = 1|WΘ|
∑
w∈WΘ
wy , onde |WΘ| denota a ordem de WΘ. Temos que
z =
1
|WΘ|
∑
w∈WΘ
wy
=
1
|WΘ|
∑
w∈WΘ
w(y1 + y2)
=
1
|WΘ|
∑
w∈WΘ
w(y1) +
1
|WΘ|
∑
w∈WΘ
w(y2)
= y2
Isto porque, ja´ que 〈Θ〉 e´ um sistema de ra´ızes no subespac¸o gerado por Θ cujo grupo
de Weyl e´WΘ, enta˜o 1|WΘ|
∑
w∈WΘ
w(y1) = 0; e como w ∈ WΘ e w(y2) = y2− 2 〈y2,αi〉〈αi,αi〉αi
com αi ∈ 〈Θ〉 e y2 ∈ 〈Θ〉⊥ enta˜o 1|WΘ|
∑
w∈WΘ
w(y2) = y2.
Portanto se α ∈ Θ, enta˜o α(z) = 〈α, y2〉 = 0. No entanto se β ∈ Π\〈Θ〉, enta˜o
β(z) = 1|WΘ|
∑
w∈WΘ
β(wy).
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Como [β(y)] = kβ com kβ coordenadas da alcova A2, temos que existe n ∈ Z
tal que n < kβ < n+ 1; e como [β(y)] = [β(wy)] = [w−1β(y)], pela quarta condic¸a˜o
do lema 3.6 temos que para todo w ∈ WΘ, w−1β(y) ∈ (n, n+ 1), implicando em
1
|WΘ|
∑
w∈WΘ
n <
1
|WΘ|
∑
w∈WΘ
w−1β(y) < 1|WΘ|
∑
w∈WΘ
(n+ 1).
Portanto z = y2 ∈ 〈Θ〉⊥ e para todo β ∈ Π\〈Θ〉 temos n < [β(z)] < n +
1, mostrando que existe uma subalcova Q com coordenada [β(z)]. Logo JΘ =
JΘ(Qn) = {εΘα} = (−1)[β(z)] e´ afim, o que conclui a condic¸a˜o necessa´ria.
A condic¸a˜o suficiente e´ demonstrada de forma similar ao teorema 3.3 de [19].
De fato, tome kα com α ∈ Π\〈Θ〉 coordenadas de Q e defina:
ΛΘ = λΘα = ε
Θ
α (α(x)− kα) + 1− ε
Θ
α
2
=
{
α(x)− kα, se εΘα = 1
− α(x) + kα + 1, se εΘα = −1.
Temos que λΘα > 0 ∀α ∈ Π\〈Θ〉 pois kα = [α(x)] e portanto 0 < α(x)− kα < 1.
Ale´m disso,
λΘ−α = εΘ−α(−α(x)− k−α) + 1− ε
Θ−α
2
= −εΘα (−α(x) + kα + 1) + 1 + ε
Θ
α
2
=
=
{
α(x)− kα − 1 + 1, se εΘα = 1
− α(x) + kα + 1, se εΘα = −1
= λΘα .
Afirmamos por fim que ΛΘ e´ (1, 2)-simple´tica com relac¸a˜o a JΘ. Para provar a
afirmac¸a˜o suponha α, β, γ ∈ Π\〈Θ〉 com α, β, γ α+β+γ = 0. Usaremos a proposic¸a˜o
2.3 para concluir a afirmac¸a˜o. Para isto calculemos
εΘαλ
Θ
α + ε
Θ
β λ
Θ
β + ε
Θ
γ λ
Θ
γ = ε
Θ
α
[
εΘα
(
α(x)− kα)+1− εΘα2 ]+εΘβ [εΘβ (β(x)− kβ)+1− εΘβ2 ]
+ εΘγ
[
εΘγ
(
γ(x)− kγ)+1− εΘγ2 ]
= α(x)− kα + ε
Θ
α − 1
2
+ β(x)− kβ + ε
Θ
β − 1
2
+ γ(x)− kγ + ε
Θ
γ − 1
2
=
εΘα + ε
Θ
β + ε
Θ
γ − 3
2
+ α(x) + β(x) + γ(x)− kα − kβ − kγ
=
εΘα + ε
Θ
β + ε
Θ
γ − 3
2
− (kα + kβ + kγ)
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Como por hipo´tese kα com α ∈ Π\〈Θ〉 sa˜o coordenadas da subalcova Q enta˜o
k−γ = kα + kβ ou k−γ = kα + kβ + 1 ( ja´ que α + γ + β = 0 ou seja γ = −(α + β)),
e portanto:
kγ = −k−γ − 1 = −(kα + kβ)− 1 = −kα − kβ − 1 ou
kγ = −k−γ − 1 = −(kα + kβ)− 1− 1 = −kα − kβ − 2
e assim temos duas possibilidades:
kα + kβ + kγ = −1 ou
kα + kβ + kγ = −2
Sendo JΘ afim εδ = (−1)kδ ∀ δ ∈ Π\〈Θ〉
Queremos mostrar que quaiquer {1,2}-triplas satisfazem a seguinte condic¸a˜o
εΘα + ε
Θ
β + ε
Θ
γ − 3
2
= (kα + kβ + kγ)
Sendo assim considere kα+kβ+kγ = −1. Logo εΘα εΘβ εΘγ = (−1)kα(−1)kβ(−1)kγ =
(−1)kα+kβ+kγ = −1 e as possibilidades para (εΘα , εΘβ , εΘγ ) sa˜o:
(−,+,+), (+,−,+), (+,+,−) e nestes casos εΘα+εΘβ+εΘγ −32 = −1.
Para kα+kβ+kγ = −2 temos εΘα εΘβ εΘγ = (−1)kα(−1)kβ(−1)kγ = (−1)kα+kβ+kγ =
+1, portanto as possibilidades para (εΘα , ε
Θ
β , ε
Θ
γ ) sa˜o:
(−,+,−), (−,−,+), (+,−,−) e nestes casos εΘα+εΘβ εΘγ −32 = −2.
Como as possibilidades vista cobrem todas as {1,2}-triplas concluimos que o
par invariante (JΘ,ΛΘ) e´ (1,2)-simple´tico. 
Como ilustrac¸a˜o descrevemos nos desenhos abaixo as alcovas associadas a B2.
Portanto Π+ = {α, β, β + α, β + 2α}.
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Se 〈Θ〉 = {α} as alcovas nas cores azul satisfazem ao teorema 2.4 logo pelo
teorema 3.7 esta˜o associadas as subalcovas representadas pelos segmentos de retas
tracejados na cor vermelho onde os pontos em preto representam os hiperplanos
afins em FΘ. Observemos que todas as alcovas na mesma tonalidade de azul esta˜o
associadas a mesma estrutura quase complexa invariante J .
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Se 〈Θ〉 = {β} as alcovas nas cores verde satisfazem ao teorema 2.4 logo pelo
teorema 3.7 esta˜o associadas as subalcovas representadas pelos segmentos de retas
tracejados na cor vermelho onde os pontos em preto representam os hiperplanos
afins em FΘ. Observemos que todas as alcovas na mesma tonalidade de verde esta˜o
associadas a mesma estrutura quase complexa invariante J .
Cap´ıtulo 4
Variedades quase Hermitianas
Estudaremos as variedades quase Hermitianas atrave´s da representac¸a˜o do
grupo unita´rio U(n) em um certo espac¸o W de tensores que satisfazem as mesmas
identidades que a derivada covariante da forma de Ka¨hler em uma variedade quase
Hermitiana.
A derivada covariante ∇Ω da forma de Ka¨hler de uma variedade quase Hermi-
tiana e´ um tensor covariante de grau 3 que possui va´rias propriedades de simetria.
W e´ um espac¸o vetorial de dimensa˜o finita que possui as mesmas simetrias.
Considerando V um espac¸o vetorial real de dimensa˜o 2n com uma estrutura
quase complexa J e um produto interno positivo definido 〈·, ·〉, assumiremos que J
e 〈·, ·〉 sa˜o compat´ıveis no sentido de que 〈Jx, Jy〉 = 〈x, y〉, x, y ∈ V . Seja V ∗ o
espac¸o dual de V e considere o espac¸o V ∗ ⊗ V ∗ ⊗ V ∗. Este espac¸o e´ naturalmente
isomorfo ao espac¸o de todos os tensores trilineares em V . Seja W um subespac¸o de
V ∗ ⊗ V ∗ ⊗ V ∗ definido por:
W = {α ∈ V ∗⊗V ∗⊗V ∗/α(x, y, z) = −α(x, z, y) = −α(x, Jy, Jz) ∀x, y, z ∈ V }
Existe um produto interno natural em W dado por:
〈α, β〉 =
2n∑
i,j,k=1
α(ei, ej, ek)β(ei, ej, ek)
onde {e1, ..., e2n} e´ uma base ortogonal arbitra´ria de V . Para α ∈ W seja α˜ ∈ V ∗
definida por:
α˜(z) =
2n∑
i=1
α(ei, ei, z)
36
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para z ∈ V . Definimos quatro subespac¸os de W como segue:
W1 = {α ∈ W/ α(x, x, z) = 0 ∀x, z ∈ V }
W2 = {α ∈ W/ α(x, y, z) + α(z, x, y) + α(y, z, x) = 0 ∀x, y, z ∈ V }
W3 = {α ∈ W/ α(x, y, z)− α(Jx, Jy, z) = α˜(z) = 0 ∀x, y, z ∈ V }
W4 = {α ∈ W/α(x, y, z) = − 12(n− 1)
(
〈x, y〉α˜(z)− 〈x, z〉α˜(y)
−〈x, Jy〉α˜(Jz) + 〈x, Jz〉α˜(Jy)
)
∀x, y, z ∈ V }
A representac¸a˜o de U(n) em V induz uma representac¸a˜o de U(n) em
W = W1 ⊕W2 ⊕W3 ⊕W4
Gray e Hervella mostraram em [7] que a representac¸a˜o induzida de U(n) em
Wi e´ irredut´ıvel. A partir das quatro componentes irredut´ıveis e´ poss´ıvel obtermos
dezesseis subespac¸os invariantes diferentes.
Seja M uma variedade quase Hermitiana C∞ com me´trica 〈·, ·〉, ∇ uma conexa˜o
Riemanniana, J uma estrutura quase complexa J e X (M) a a´lgebra de Lie dos
campos vetoriais C∞ em M.
Temos:
〈JX, JY 〉 = 〈X, Y 〉 para todo X, Y ∈ X (M)
N sera´ denotado o tensor de Nijenhuis de M, definido por
1
2
N(X,Y ) = [JX, JY ]− [X,Y ]− J [X, JY ]− J [JX, Y ], para todo X,Y ∈ X (M) (4.1)
A forma de Lee e´ uma 1-forma θ definida por: θ(X) = − 1n−1δΩ(JX), onde Ω e´ a
forma Ka¨hler e δ denota a coderivada.
Para cada variedade quase Hermitiana existe uma representac¸a˜o de U(n) em
cada espac¸o tangente TxM . Seja:
Wx = {α ∈ TxM∗⊗TxM∗⊗TxM∗/α(x, y, z) = −α(x, z, y) = −α(x, Jy, Jz)}
A representac¸a˜o induzida de U(n) emWx tem quatro componentesWx1 ,Wx2 ,Wx3 ,Wx4
como descrito anteriormente. Sendo assim e´ poss´ıvel formar destes quatro um total
de dezesseis subespac¸os invariantes de Wx.
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Usaremos a letra cursiva maiu´scula Wi, para denotar a classe das variedades
quase Hermitianas M para a qual Wi e´ o subespac¸o invariante. Estas classes respei-
tam incluso˜es, ja´ que a classe associada a um subespac¸o V1 esta´ contida na classe
associada a V2, se V1 ⊂ V2.
Abaixo exibiremos a tabela das dezesseis classes de estruturas quase Hermitia-
nas (ver [7]).
tabela I
Classes Propriedade
{0}=Ka¨hler ∇Ω = 0 (dΩ = N = 0)
W1=aproximadamente Ka¨hler ∇XΩ(X,Y ) = 0
W2=simple´tica dΩ = 0
W3=Hermitianas especiais δΩ = N = 0
W4=Ka¨hler localmente conforme ∇XΩ(Y, Z) = − 12(n−1){〈X,Y 〉δΩ(Z) −
〈X,Z〉δΩ(Y ) -〈X, JY 〉δΩ(JZ) +
〈X, JZ〉δΩ(JY )}
W1 ⊕W2=(1, 2)-simple´tica ∇XΩ(Y, Z) +∇JXΩ(JY, Z) = 0
W3 ⊕W4=Integra´vel ou Hermitiana N = 0
W1 ⊕W3 (N(X,Y ), X)Λ = δΩ = 0
W2⊕W4=localmente conforme quase Ka¨hler dΩ = Ω ∧ θ
W1 ⊕W4 ∇XΩ(X,Y ) = − 12(n−1){‖X‖2δΩ(Y ) −
〈X,Y 〉δΩ(X) -〈JX, Y 〉δΩ(JX)}
W2 ⊕W3 £X,Y,Z{(N(X,Y ), JZ)Λ} = δΩ = 0
W1 ⊕W2 ⊕W3=co-simple´tica δΩ = 0
W1 ⊕W2 ⊕W4 ∇XΩ(Y, Z) + ∇JXΩ(JY, Z) =
− 1n−1
{〈X,Y 〉δΩ(Z) − 〈X,Z〉δΩ(Y ) −
〈X,JY 〉δΩ(JZ) + 〈X,JZ〉δΩ(JY )}
W1⊕W3⊕W4=classe estudada por Hervella
e Vidal
(N(X,Y ), X)Λ = 0
W2⊕W3⊕W4=classe estudada por Hervella
e Vidal
£X,Y,Z
{
(N(X,Y ), JZ)Λ} = 0
W=quase Hermitiana sem condic¸o˜es
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4.1 Variedades quase Hermitianas invariantes
Nesta sec¸a˜o, estudaremos a maioria das classes de estruturas quase Hermitianas
invariantes em flags parciais, de forma semelhante ao que foi trabalhado em [19],
exceto a classe das aproximadamente-Ka¨hler, que daremos um enfoque diferente do
que foi visto no artigo citado acima. Neste sentido, dedicaremos o pro´ximo cap´ıtulo
a essas estruturas.
No contexto invariante o tensor de Nijenhuis tem uma expressa˜o simples, que
sera´ dada no pro´ximo lema.
Lema 4.1 Seja JΘ = {εΘα} uma eqci. Tome ra´ızes α, β ∈ Π\〈Θ〉. O tensor de
Nijenhuis e´ nulo a menos que α+ β seja uma raiz. Neste caso:
−1
2
N(Xα, Xβ) = mα,β(εΘα + ε
Θ
β )(ε
Θ
β − εΘα+β)Xα+β. (4.2)
Demonstrac¸a˜o: Substituindo dois vetores de uma base de Weyl de g em 4.1,
obtemos:
−1
2
N(Xα, Xβ) = −[JΘXα, JΘXβ] + [Xα, Xβ] + JΘ[Xα, JΘXβ] + JΘ[JΘXα, Xβ]
= −[iεΘαXα, iεΘβXβ] +mα,βXα+β + JΘ[Xα, iεΘβXβ] + JΘ[iεΘαXα, Xβ]
= mα,βεΘαε
Θ
βXα+β +mα,βXα+β −mα,βεΘβ εΘα+βXα+β −mα,βεΘαεΘα+βXα+β
= mα,β(εΘα + ε
Θ
β )(ε
Θ
β − εΘα+β)Xα+β.
Portanto se α + β na˜o e´ raiz, mα,β = 0 e a expressa˜o e´ identicamente nula. Caso
contra´rio, temos a expressa˜o desejada. 
Iniciaremos o estudo das estruturas quase Hermitianas invariantes pela classe
simple´tica, denotada por W2, segundo tabela I, que corresponde a` classe das estru-
turas quase Hermitianas invariantes para as quais a diferencial exterior da forma
Ka¨hler dada em (1.4) e´ identicamente nula.
Mostraremos que o par invariante (JΘ,ΛΘ) e´ Ka¨hler, o que significa que N = 0
e dΩΘ = 0, sempre que for simple´tico.
Proposic¸a˜o 4.2 Se (JΘ,ΛΘ) e´ simple´tica em FΘ, enta˜o este par invariante e´ Ka¨hler.
Demonstrac¸a˜o: Basta provarmos que N = 0. De fato, afirmamos que na˜o existe
{0, 3}-triplas para JΘ se o par (JΘ,ΛΘ) e´ quase Ka¨hler, pois dΩΘ = 0 implica
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εΘαλ
Θ
α + ε
Θ
β λ
Θ
β + ε
Θ
γ λ
Θ
γ = 0 quando α + β + γ = 0. Consequ¨entemente para uma
{0, 3}-tripla λΘα + λΘβ + λΘγ = 0, que e´ imposs´ıvel ja´ que λΘα > 0.
Portanto so´ existem {1,2}-triplas, garantindo que εΘαεΘβ + 1− εΘαεΘ−γ − εΘβ εΘ−γ =
(εΘα−εΘ−γ)(εΘβ −εΘ−γ) = (εΘα+εΘγ )(εΘβ +εΘγ ) = 0, para todo α, β, γ ∈ Π\〈Θ〉, implicando
pelo lema 4.1 que N=0. Portanto o par invariante (JΘ,ΛΘ) e´ Ka¨hler. 
A seguir, estudaremos a classe das estruturas quase Hermitianas invariantes em
FΘ, que satisfaz a condic¸a˜o da soma c´ıclica £ do tensor (N(X,Y ), JΘZ)ΛΘ ser nula.
Esta classe e´ denotada porW2⊕W3⊕W4. Mostraremos que tal classe e´ equivalente
a` classe Integra´vel, que significa N = 0. Para isto necessitamos de um lema:
Lema 4.3 Dadas treˆs ra´ızes α, β, γ ∈ Π\〈Θ〉, temos
ΩΘ(N(Xα, Xβ), Xγ) = (N(Xα, Xβ), JΘXγ)ΛΘ = 0 a menos que α+β+γ = 0. Neste
caso:
−1
2
(N(Xα, Xβ), JΘXγ)ΛΘ = −iλγmα,βεΘγ (εΘα + εΘγ )(εΘβ + εΘγ ). (4.3)
Demonstrac¸a˜o: Pelos ca´lculos do tensor de Nijenhuis dado no lema 4.1, tem-se
−1
2
(N(Xα, Xβ), JΘXγ)ΛΘ = (mα,β(ε
Θ
αε
Θ
β + 1− εΘα εΘα+β − εΘβ εΘα+β)Xα+β, JΘXγ)ΛΘ
= −mα,β(εΘαεβ + 1− εΘα εΘα+β − εΘβ εΘα+β)〈ΛXα+β, JΘXγ〉
= −imα,βλα+β(εαεΘβ + 1− εΘαεΘα+β − εΘβ εΘα+β)εΘγ 〈Xα+β, Xγ〉
que e´ zero a menos que α+ β + γ = 0, ou seja, −γ = α+ β, pois se duas ra´ızes na˜o
sa˜o opostas, os espac¸os de ra´ızes correspondentes sa˜o ortogonais. Enta˜o,
−1
2
(N(Xα, Xβ), JΘXγ)Λ = −imα,βλ−γ(εΘα εΘβ + 1− εΘα εΘ−γ − εΘβ εΘ−γ)εΘγ 〈X−γ, Xγ〉.
Pela escolha da base de Weyl 〈X−γ, Xγ〉 = 1. Junto com as proposic¸o˜es 1.9 e 1.13
temos
−1
2
(N(Xα, Xβ), JΘXγ)Λ = −imα,βλγεΘγ (εΘα + εΘγ )(εΘβ + εΘγ ).

Proposic¸a˜o 4.4 A classeW2⊕W3⊕W4 e´ equivalente a` classe Integra´vel, denotada
por W3 ⊕W4.
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Demonstrac¸a˜o: De acordo com a relac¸a˜o de inclusa˜o entre as classes temos que
W3 ⊕W4 ⊂ W2 ⊕W3 ⊕W4. Para mostrarmos a inclusa˜o contra´ria considere um
par invariante (JΘ,ΛΘ) na classe W2 ⊕W3 ⊕W4. Do lema 4.3, temos
£(N(Xα, Xβ), JΘXγ)ΛΘ = (N(Xα, Xβ), JΘXγ)ΛΘ + (N(Xβ, Xγ), JΘXα)ΛΘ
+(N(Xγ, Xα), JΘXβ)ΛΘ
= 2imα,βλγ(εΘα ε
Θ
β ε
Θ
γ + ε
Θ
γ + ε
Θ
α + ε
Θ
β )
+2imβ,γλα(εΘαε
Θ
β ε
Θ
γ + ε
Θ
γ + ε
Θ
α + ε
Θ
β )
+2imγ,αλβ(εΘαε
Θ
β ε
Θ
γ + ε
Θ
γ + ε
Θ
α + ε
Θ
β )
ou equivalentemente, pelo lema 8.6 de [18],
£(N(Xα, Xβ), JΘXγ)ΛΘ = 2imα,β(λΘα + λ
Θ
β + λ
Θ
γ )(ε
Θ
αε
Θ
β ε
Θ
γ + ε
Θ
γ + ε
Θ
α + ε
Θ
β )
mas mα,β e´ na˜o nulo, ja´ que α+ β + γ = 0. Pela proposic¸a˜o 1.13 λΘα + λ
Θ
β + λ
Θ
γ 6= 0.
Portanto a expressa˜o εΘγ (ε
Θ
αε
Θ
β + 1− εΘαεΘ−γ − εΘβ εΘ−γ) = εΘα εΘβ εΘγ + εΘγ + εΘα + εΘβ = 0,
implicando em N=0 pelo lema 4.1. Logo (JΘ,ΛΘ) esta na classe das estruturas
quase Hermitianas integra´veis. 
A pro´xima proposic¸a˜o mostra que todo par invariante (JΘ,ΛΘ) pertence a` classe
das estruturas quase Hermitianas co-simple´ticas que corresponde a W1 ⊕W2 ⊕W3.
Proposic¸a˜o 4.5 Todo par invariante (JΘ,ΛΘ) e´ co-simple´tico.
Demonstrac¸a˜o: Conforme [7], sec¸a˜o 8, uma estrutura quase Hermitiana e´ co-
simple´tica se e somente se
θ(X) =
1
2n− 1
∑
i
dΩΘ(X,Xi, Yi) = 0 (4.4)
onde:
{Xi} e´ uma base do espac¸o tangente.
{Yi} e´ uma base do espac¸o dual com relac¸a˜o a forma na˜o degenerada ΩΘ. Tome:
{Xi} = {Aα, iSα; α ∈ pi+ \ 〈Θ〉} e {Yi} = {iSα, Aα; α ∈ pi+ \ 〈Θ〉}
da´ı
dΩΘ(X,Xα −X−α, iXα + iX−α) = idΩΘ(X,Xα, Xα) + idΩΘ(X,Xα, X−α)
−idΩΘ(X,X−α, Xα)− idΩΘ(X,X−α, X−α)
= 2i(dΩΘ(X,Xα, Xα) + dΩΘ(X,Xα, X−α))
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tomando X = Xβ temos que dΩΘ(Xα, Xβ, Xγ) = 0, exceto quando α+ β + γ = 0.
Assim:
dΩΘ(Xγ , Xα, Xα) = 0, pois α+ β + α = 0, implica em β = −2α, o que e´ absurdo.
dΩΘ(Xγ, Xα, X−α) = 0, pois β + α− α = 0, implica em β = 0, o que e´ absurdo.
Portanto para toda ra´ız γ
θ(X) =
1
2n− 1
∑
α>0
dΩΘ(Xγ , Xα −X−α, iXα + iX−α) = 0

Corola´rio 4.5.1 Em ( FΘ, JΘ,ΛΘ) existem as seguintes equivaleˆncias:
1. W1 ⊕W3 ≈ W1 ⊕W3 ⊕W4
2. W1 ≈ W1 ⊕W4
3. W1 ⊕W2 ≈ W1 ⊕W2 ⊕W4
4.W2 ⊕W3 ≈ W2 ⊕W3 ⊕W4
5.W3 ≈ W3 ⊕W4
6. W2 ≈ W2 ⊕W4
Demonstrac¸a˜o: Sabendo que as classes aqui consideradas respeitam incluso˜es,
mostraremos que a condic¸a˜o e´ suficiente em cada equivaleˆncia. As condic¸o˜es que
definem cada classe e´ dada pela tabela I.
1. Considere (JΘ,ΛΘ) emW1⊕W3⊕W4. Esta estrutura quase Hermitiana invariante
satisfaz a condic¸a˜o (N(X, Y ), X)Λ = 0. A proposic¸a˜o 4.5 diz que todo par invariante
(JΘ,ΛΘ) satisfaz δΩΘ = 0. Portanto (JΘ,ΛΘ) pertence a classe W1 ⊕W3.
2. W1 ⊕W4 e´ definida por:
∇X(ΩΘ)(X, Y ) = − 12n−1{‖X‖2δΩΘ(Y ) − 〈X,Y 〉 δΩΘ(X) −
〈
JΘX,Y
〉
δΩΘ(JX)},
ademais δΩΘ = 0, implicando em ∇x (ΩΘ)(X,Y ) = 0, que define a classe W1.
3. W1 ⊕W2 ⊕W4 e´ definida por:
∇X(ΩΘ)(Y, Z) +∇JΘX(ΩΘ)(JΘY, Z) = − 1n− 1{〈X,Y 〉δΩ
Θ(Z)− 〈X,Z〉δΩΘ(Y )
−〈X, JΘY 〉δΩΘ(JΘZ) + 〈X, JΘZ〉δΩΘ(JΘY )}
Mas δΩΘ = 0. Portanto: ∇X(ΩΘ)(Y, Z)−∇JΘX(ΩΘ)(JΘY, Z) = 0, que e´ a definic¸a˜o
da classe W1 ⊕W2.
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4.(JΘ,ΛΘ) e´ um par invariante em W2 ⊕ W3 ⊕W4 se a soma c´ıclica do tensor
(N(X, Y ), JZ)Λ e´ identicamente nula. Junto com a proposic¸a˜o 4.5 este define a
classe W2 ⊕W3.
5. Por definic¸a˜o (JΘ,ΛΘ) esta´ em W3 ⊕W4 quando N = 0, que juntamente com a
condic¸a˜o δΩΘ = 0 define a classe W3.
6.A condic¸a˜o dΩΘ = ΩΘ × θ, onde θ = − 1n−1δΩΘ define a classe W2 ⊕W4. Ja´ que
δΩΘ = 0, temos θ = 0, implicando em dΩΘ = 0, que e´ a definic¸a˜o da classe W2. 
Portanto, no nosso conjunto de classes invariantes W2, W2 ⊕ W4 e W4 sa˜o
Ka¨hler, pela proposic¸a˜o 4.2 e pela relac¸a˜o de inclusa˜o entre as classes. A classe
W1 ⊕ W2 ⊕ W4 e´ equivalente a classe (1, 2)-simple´tica (W1 ⊕ W2). Tambe´m W3,
W2⊕W3⊕W4 eW2⊕W3 sa˜o equivalentes a` classe integra´velW3⊕W4 pelo corola´rio
4.5.1 e pela proposic¸a˜o 4.4.
Neste cap´ıtulo resta analisarmos a classe W1 ⊕W3 ⊕W4, equivalente a` classe
W1⊕W3 pelo corola´rio 4.5.1. Esta classe e´ definida pela equac¸a˜o (N(X, Y ), X)ΛΘ ≡
0.
De forma ana´loga ao lema 4.3 temos:
Lema 4.6 Considere α, β, γ ∈ Π\〈Θ〉.
1
2
(N(Xα, Xβ), Xγ)ΛΘ = λΘγmα,β(ε
Θ
α ε
Θ
β + ε
Θ
α ε
Θ
γ + ε
Θ
β ε
Θ
γ + 1) (4.5)
quando α+ β + γ = 0. Caso contra´rio (N(Xα, Xβ), Xγ)ΛΘ = 0.
Demonstrac¸a˜o: Pela expressa˜o do tensor de Nijenhuis no lema 4.1, temos:
1
2
(N(Xα, Xβ), Xγ)ΛΘ = (
1
2
N(Xα, Xβ), Xγ)ΛΘ
= (−mα,β{εΘαεΘβ + 1− εΘαεΘα+β − εΘβ εΘα+β}Xα+β, Xγ)ΛΘ
= mα,β(εΘαε
Θ
β + 1− εΘαεΘα+β − εΘβ εΘα+β)〈ΛΘXα+β, Xγ〉
= mα,βλΘα+β(ε
Θ
α ε
Θ
β + 1− εΘαεΘα+β − εΘβ εΘα+β)〈Xα+β, Xγ〉
que e´ zero, exceto quando as ra´ızes sa˜o opostas, ou seja, −γ = α + β, e neste caso
devido a` escolha da base de Weyl 〈X−γ , Xγ〉 = 1, logo:
1
2
(N(Xα, Xβ), Xγ)ΛΘ = mα,βλΘ−γ(εΘαεΘβ + 1− εΘαεΘ−γ − εΘβ εΘ−γ)
= mα,βλΘγ (ε
Θ
αε
Θ
β + ε
Θ
α ε
Θ
γ + ε
Θ
β ε
Θ
γ + 1).
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
Em particular, para toda raiz α ∈ Π\〈Θ〉 temos (N(Xα, Xβ), Xα)ΛΘ = 0, pois
as u´nicas ra´ızes que sa˜o mu´ltiplos de α sa˜o ±α.
Como consequ¨eˆncia se X =
∑
α 6=γ
a αXα, onde Xα pertence a` base de Weyl,
obtemos:
(N(X,Xβ), X)ΛΘ =
∑
α 6=γ
[(N(Xα, Xβ), Xγ)ΛΘ +N(Xγ, Xβ), Xα)ΛΘ ]. (4.6)
Lema 4.7 Se α, β, γ ∈ Π\〈Θ〉 sa˜o tais que α+ β + γ = 0, enta˜o,
[(N(Xα, Xβ), Xγ)ΛΘ +N(Xγ, Xβ), Xα)ΛΘ ] = 2mα,β(λΘγ − λΘα )(εΘγ + εΘα )(εΘβ + εΘα )
Demonstrac¸a˜o: Pelo u´ltimo lema;
1
2
[(N(Xα, Xβ), Xγ)ΛΘ +N(Xγ, Xβ), Xα)ΛΘ ] = λ
Θ
γmα,β(ε
Θ
α ε
Θ
β + ε
Θ
αε
Θ
γ + ε
Θ
β ε
Θ
γ + 1)
+λΘαmγ,β(ε
Θ
γ ε
Θ
β + ε
Θ
γ ε
Θ
α + ε
Θ
α ε
Θ
β + 1)
e fazendo uso do lema 8.6 em [18], temos mα,β = −mγ,β, que substituindo acima
conclui a demonstrac¸a˜o. 
Lema 4.8 Uma condic¸a˜o necessa´ria e suficiente para um par invariante (JΘ,ΛΘ)
esta´ na classe W1 ⊕ W3 ⊕ W4 ≈ W1 ⊕ W3 e´ λΘα = λΘβ = λΘγ se {α, β, γ} e´ uma
{0, 3}-tripla .
Demonstrac¸a˜o:
(JΘ,ΛΘ) esta´ na classe W1 ⊕W3 ⊕W4 se, e somente se, (N(X,Y ), X)ΛΘ ≡ 0,
que pela expressa˜o 4.6 e pelo lema 4.7 e´ equivalente ao somato´rio∑
α 6=γ
2mα,β(λΘγ − λΘα )(εΘγ εΘβ + εΘγ εΘα + εΘα εΘβ + 1) (4.7)
ser identicamente nulo.
Qualquer parcela do somato´rio e´ zero se α+ β + γ = 0.
Para as parcelas deste somato´rio nas quais a tripla de ra´ızes {α, β, γ} e´ uma
{1, 2}-tripla, a expressa˜o 4.7 e´ nula pois neste caso (εΘγ εΘβ + εΘγ εΘα + εΘα εΘβ + 1) = 0.
Cap´ıtulo 4. Variedades quase Hermitianas invariantes 45
Sendo assim, as parcelas da expressa˜o 4.7 que podem ser na˜o nulas sa˜o aquelas
nas quais {α, β, γ} e´ uma {0, 3}-tripla. Portanto (N(X, Y ), X)ΛΘ ≡ 0 se, e somente
se, 8mα,β
∑
α 6=γ
(λΘγ − λΘα ) = 0, ou equivalentemente λΘγ = λΘα para todo γ diferente de
α, ou seja λΘγ = λ
Θ
α = λ
Θ
β , ja´ que como −γ = α+ β e´ raiz a escolha da base de Weyl
garante que mα,β 6= 0. 
Agora que possu´ımos argumentos suficientes, aproveitaremos o final deste cap´ıtulo
para mostrar uma proposic¸a˜o similar ao teorema 2.4 para a classe das estruturas
quase Hermitianas Ka¨hler.
Proposic¸a˜o 4.9 Seja (J,Λ) um par invariante Ka¨hler por KΘ em F. Enta˜o existe
um par invariante (JΘ,ΛΘ) em FΘ que e´ Ka¨hler.
Demonstrac¸a˜o: Similar a demonstrac¸a˜o da proposic¸a˜o 2.5 substituindo (1, 2)-
simple´tica por Ka¨hler. 
Proposic¸a˜o 4.10 Seja (JΘ,ΛΘ) uma estrutura quase Hermitiana invariante Ka¨hler
em FΘ. Enta˜o com a mesma extensa˜o feita no teorema 2.4 o par invariante (J,Λ)
em F e´ Ka¨hler.
Demonstrac¸a˜o: Tome (JΘ,ΛΘ) um par invariante Ka¨hler em FΘ. Por defi-
nic¸a˜o de estrutura quase Hermitiana Ka¨hler este par e´ simple´tico, logo JΘ possui
apenas {1,2}-triplas pela proposic¸a˜o 4.2. Esse par tambe´m e´ (1, 2)-simple´tico. De-
fina um par invariante (J,Λ) como na proposic¸a˜o 2.4, o que garante que (J,Λ) e´
(1, 2)-simple´tico em F e ale´m disso, se {α, β,−(α + β)} e´ uma tripla de ra´ızes com
α, β,−(α+β) ∈ Π\〈Θ〉 enta˜o {α, β,−(α+β)} e´ uma {1, 2}-tripla, visto que (JΘ,ΛΘ)
e´ Ka¨hler. Por outro lado se α ∈ 〈Θ〉 e β ∈ Π\〈Θ〉 enta˜o β e (α+β) esta˜o na mesma
componente irredut´ıvel, o que significa que εΘβ = ε
Θ
(α+β) 6= εΘ−(α+β), portanto temos
que {α, β,−(α + β)} e´ uma {1, 2}-tripla. Se α, β ∈ 〈Θ〉 enta˜o α + β ∈ 〈Θ〉 e pela
definic¸a˜o de J temos que εΘα = ε
Θ
β 6= εΘ−(α+β) e mais uma vez {α, β,−(α+β)} e´ uma
{1, 2}-tripla. Se α+β ∈ 〈Θ〉 e α, β ∈ Π\〈Θ〉 enta˜o ou α ou β e´ raiz negativa. Supo-
nha β < 0 e escreva γ = α+ β. Enta˜o, γ = α+ β e´ o mesmo que α+ (−γ) = (−β)
e recai no caso anterior com (−γ) ∈ 〈Θ〉 e α ∈ Π\〈Θ〉. Sendo assim na eqci J so´
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existem {1,2}-triplas e como o par invariante (J,Λ) e´ (1, 2)-simple´tico, satisfaz a
condic¸a˜o,
εαλα + εβλβ + ε−(α+β)λ−(α+β) = 0
para toda tripla de ra´ızes. Esta equac¸a˜o garante que (J,Λ) e´ uma estrutura quase
Hermitiana simple´tica. Logo e´ Ka¨hler pela proposic¸a˜o 4.2, concluindo a demons-
trac¸a˜o. 
Cap´ıtulo 5
Estruturas
aproximadamente-Ka¨hler
No cap´ıtulo anterior, foi mostrado que todas as estruturas quase Hermitianas
invariantes em FΘ sa˜o co-simple´ticas, foi mostrado tambe´m que entre as quator-
ze classes de estruturas quase Hermitianas estudadas, duas das classes sa˜o (1, 2)-
simple´ticas, duas sa˜o equivalentes a W1 ⊕W3, quatro sa˜o integra´veis e quatro sa˜o
Ka¨hler.
Para completar nossa ana´lise das classes de estruturas quase Hermitianas in-
variantes em FΘ resta somente ver a classe aproximadamente-Ka¨hler, denotada por
W1 , que e´ equivalente a W1 ⊕W4. O estudo desta classe esta´ relacionado com a
seguinte conjectura enunciada por Wolf-Gray [23]
Conjectura. Seja U/H um espac¸o homogeˆneo, que na˜o e´ um espac¸o sime´trico Her-
mitiano de um grupo de Lie compacto e conexo U atuando efetivamente tal que H
tem posto ma´ximo em U. Enta˜o, existe em U/H uma estrutura quase Hermitiana
invariante aproximadamente-Ka¨hler que na˜o e´ Ka¨hler se, e somente se, a suba´lgebra
de isotropia e´ o conjunto de pontos fixos de um automorfismo φ de ordem treˆs.
Teorema 5.1 Sejam um grupo de Lie compacto e conexo U e KΘ um subgrupo de
U , tal que o posto de KΘ e´ igual ao posto de U . Considere FΘ = U/KΘ, um flag
generalizado que na˜o e´ espac¸o sime´trico Hermitiano. Enta˜o FΘ admite uma estrutura
quase Hermitiana invariante aproximadamente-Ka¨hler que na˜o e´ Ka¨hler se e somente
se a suba´lgebra de isotropia e´ o conjunto de pontos fixos de um automorfismo φ de
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ordem treˆs.
Em [23] esta conjectura foi provada para espac¸os homogeˆneos diferentes dos
flags, ou seja, quando a suba´lgebra de isotropia na˜o e´ o centralizador de um toro,
exceto para os casos E8/A2A2A2A1T 1 e E8/A2A2A2T 2 respectivamente com 256 e
8192 eqci para serem analisadas. Wolf-Gray demonstraram o seguinte corola´rio,
Corola´rio SejaM = U/H onde U e´ um grupo de Lie compacto e H e´ um subgrupo
de posto ma´ximo.
(i) Se H e´ o centralizador de um toro enta˜o existe uma me´trica quase Hermitiana
U -invariante ΛΘ em M tal que (JΘ,ΛΘ) e´ integra´vel, simple´tica e Ka¨hler.
(ii) Se H na˜o e´ o centralizador de um toro e ΛΘ e´ uma me´trica U -invariante qualquer
em M enta˜o (JΘ,ΛΘ) na˜o Ka¨hler, na˜o e´ simple´tica e na˜o e´ integra´vel.
De posse deste corola´rio Wolf-Gray em [23] verificaram dentre os espac¸os ho-
mogeˆneos diferentes dos flags, quais deles possuem estruturas quase Hermitianas
invariantes aproximadamente-Ka¨hler, utilizando a proposic¸a˜o abaixo, que alia´s em
[23] esta´ apenas enunciado.
Proposic¸a˜o Seja M = U/H onde U e´ um grupo de Lie compacto atuando efe-
tivamente, K e´ um subgrupo de posto ma´ximo em U e M admite uma estrutura
quase Hermitiana invariante. Enta˜o as seguintes condic¸o˜es Sa˜o equivalentes.
(1) Toda me´trica U -invariante ΛΘ em M e´ tal que (JΘ,ΛΘ) aproximadamente-
Ka¨hler.
(2) O centro de K tem ordem 3.
(3) A suba´lgebra de isotropia coincide com o conjunto de pontos fixos para um au-
tomorfismo de ordem treˆs.
(4) U/K e´ G2/A2, E4/A2A2, E6/A2A2A2, E7/A2A5, E8/A8 ou E8/A2A6.
Portanto a conjectura e´ va´lida para as variedades do item (4) da proposic¸a˜o aci-
ma. Para os demais casos, ou seja, se U/H e´ E7/A2A2A2T 1, E8/A4A4, E8/A2A5T 1
ouE8/A2A2A2A2, Wolf-Gray confirmaram a conjectura, mostrando que na˜o e´ poss´ıvel
obtermos uma me´trica U -invariante ΛΘ nestas variedades de forma que (JΘ,ΛΘ) seja
aproximadamente-Ka¨hler.
A condic¸a˜o (i) do corola´rio na˜o fornece condic¸o˜es de resolvermos a conjectura
para o caso em que K e´ o centralizador de um toro, o que equivale a dizer que,
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na˜o podemos utilizar o corola´rio para provarmos o teorema 5.1. Demonstraremos o
teorema 5.1 em etapas, ao longo deste cap´ıtulo. Comec¸aremos com uma definic¸a˜o
u´til.
Definic¸a˜o 5.2 Denotaremos por T{1,2} o conjunto das ra´ızes α ∈ Π tais que existem
ra´ızes β, γ ∈ Π em que {α, β, γ} e´ uma {1, 2}-tripla. Dizemos que uma raiz α e´ do
tipo {1, 2} se α ∈ T{1,2}. Denotaremos por T{0,3} o conjunto das ra´ızes α ∈ Π tais
que existem ra´ızes β, γ ∈ Π em que {α, β, γ} e´ uma {0, 3}-tripla. Dizemos que uma
raiz α e´ do tipo {0, 3} se α ∈ T{0,3}.
Dado Θ, usaremos as notac¸o˜es TΘ{1,2} = T{1,2}\〈Θ〉 e TΘ{0,3} = T{0,3}\〈Θ〉
Lema 5.3 Suponha que TΘ{0,3} ∩ TΘ{1,2} = ∅. Enta˜o todas as ra´ızes em Σ\Θ sa˜o do
mesmo tipo, isto e´, T{0,3}\Θ = ∅ ou T{1,2}\Θ = ∅.
Demonstrac¸a˜o: Sejam αi, αj duas ra´ızes simples quaisquer em Σ\Θ. Caso existam,
tome ra´ızes simples αi+1, ..., αj−1 intermedia´rias a αi e a αj tal que αi+αi+1+ · · ·+
αj−1 + αj seja uma raiz. Considere as triplas:
{αi, (αi+1 + · · ·+ αj−1 + αj),−(αi + ...+ αj)} (5.1)
{(αi + αi+1 + · · ·+ αj−1), αj,−(αi + · · ·+ αj)} (5.2)
No desenho denotaremos por • as ra´ızes simples fora de Θ
αi e αj na mesma componente conexa
u e . . . e . . . e u
αi αi+1 αt αj−1 αj
αi e αj em componentes conexas diferentes
u e . . . u . . . e u
αi αi+1 αt αj−1 αj
ra´ızes consecutivas
u u
αi αj
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e suponha que αi e´ de um tipo. Por hipo´tese a na˜o intersec¸a˜o entre {0, 3}-triplas e
{1,2}-triplas, implica por (5.1) que −(αi + · · · + αj) e´ do mesmo tipo que αi e por
(5.2) que −(αi + · · · + αj) e´ do mesmo tipo que αj, concluindo que αi e αj sa˜o do
mesmo tipo. 
O pro´ximo objetivo e´ estender o lema anterior, substituindo Θ por 〈Θ〉. Em
outras palavras, mostraremos que TΘ{0,3} = ∅ ou TΘ{1,2} = ∅ se TΘ{0,3} ∩ TΘ{1,2} = ∅.
Antes, necessitamos definir altura de uma raiz, em relac¸a˜o a Θ.
Definic¸a˜o 5.4 Seja α ∈ Π\〈Θ〉 dada por α = a1α1+ · · ·+atαt, com α1, ..., αt ra´ızes
simples. Definimos a altura de α como o valor absoluto da soma dos coeficientes das
ra´ızes simples em Σ\Θ. Denotaremos a altura de uma raiz α por hΘ(α). Claramente
a altura de uma raiz simples fora de Θ e´ um.
Observac¸a˜o 5.5 Se Θ 6= ∅ enta˜o existe raiz α com hΘ(α) = 1 na˜o simples, como
ocorre por exemplo com uma raiz α+ β com α ∈ Θ e β ∈ Σ\Θ.
Definic¸a˜o 5.6 Defina a altura de Π\〈Θ〉 como h0 = max
α∈Π\〈Θ〉hΘ(α).
Lema 5.7 Suponha que TΘ{0,3} ∩ TΘ{1,2} = ∅. Enta˜o todas as ra´ızes de altura um em
relac¸a˜o a Θ sa˜o do mesmo tipo.
Demonstrac¸a˜o: Seja α ∈ Π\〈Θ〉 tal que hΘ(α) = 1. Do corola´rio 6.21 de [18] e
da definic¸a˜o 5.4, podemos escrever α = akαk + ak+1αk+1+ · · ·+αi+ · · ·+ alαl, com
uma u´nica raiz simples αi ∈ Σ\Θ. Se toda raiz simples αs ∈ Π\〈Θ〉 e´ parcela de α
enta˜o na˜o existem triplas. Se existir uma raiz simples αs ∈ Π\〈Θ〉 que na˜o e´ parcela
de α enta˜o existem triplas, neste caso podemos supor sem perda de generalidade,
que (α+ αl+1 + · · ·+ αs) e´ uma raiz. Considere as triplas:
{α, (αl+1 + · · ·+ αs),−(α+ αl+1 + · · ·+ αs)} (5.3)
{(α+ αl+1 + · · ·+ αs−1), αs,−(α + αl+1 + · · ·+ αs)} (5.4)
No desenho denotaremos por • as ra´ızes simples fora de Θ
αi e αj na mesma componente conexa
e e . . . u . . . e e . . . e . . . u
αk αk+1 αi αl αl+1 αt αs
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αi e αj em componentes conexas diferentes
e e . . . u . . . e e . . . u . . . u
αk αk+1 αi αl αl+1 αt αs
ra´ızes consecutivas
u u
αi αj
Por hipo´tese T{0,3} ∩ T{1,2} = ∅, enta˜o pelo lema 5.3, todas as ra´ızes simples sa˜o do
mesmo tipo, inclusive αs. Ale´m disso por (5.3) −(α + · · · + αs) e´ do mesmo tipo
que α e por (5.4) que −(α + · · · + αs) e´ do mesmo tipo que αs, logo α e αs sa˜o do
mesmo tipo. Concluimos que todas as raizes de altura um sa˜o do mesmo tipo. 
Proposic¸a˜o 5.8 Suponha que TΘ{0,3} ∩ TΘ{1,2} = ∅. Enta˜o todas as ra´ızes sa˜o do
mesmo tipo, isto e´ TΘ{1,2} = T{1,2}\〈Θ〉 = ∅ ou TΘ{0,3} = T{0,3}\〈Θ〉 = ∅.
Demonstrac¸a˜o: Demonstraremos a proposic¸a˜o por induc¸a˜o na altura de uma raiz
qualquer α ∈ Π\〈Θ〉. Para qualquer raiz de altura um a proposic¸a˜o e´ va´lida pelos
lemas 5.3 e 5.7
Por hipo´tese de induc¸a˜o, suponha que todas as ra´ızes com altura menor ou
igual a k − 1 sa˜o do mesmo tipo. Mostremos que o resultado e´ va´lido para ra´ızes
com altura igual a k. De fato, sejam γ ∈ Π\〈Θ〉 tal que hΘ(γ) = k e o conjunto
Σ(γ) = {βi ∈ Σ : γ − βi ∈ pi+ \ 〈Θ〉}. Considere δ ∈ Σ(γ − β1 − ... − βt) ∩ Σ\Θ.
Temos que γ − β1 − ... − βt − δ = ζ e´ uma raiz tal que h(ζ) = k − 1. Tome as
triplas {ζ, (β1 + ... + βt + δ),−γ} e {−ζ,−(β1 + ... + βt + δ), γ}. Por hipo´tese de
induc¸a˜o como hΘ(ζ) = hΘ(−ζ) = k − 1, temos que ζ e −ζ sa˜o do mesmo tipo,
ademais T{0,3} ∩ T{1,2} = ∅, implicando que γ e ζ sa˜o do mesmo tipo, o que conclui
a demonstrac¸a˜o. 
Sendo a classe de estruturas aproximadamente-Ka¨hler (W1) dada pela inter-
secc¸a˜o da classe W1 ⊕ W2 ((1, 2)-simple´tica) com W1 ⊕ W3, iremos mostrar no
teorema 5.14, com a ajuda dos lemas 5.9 5.10 e 5.12, a seguir, que na˜o existe a
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possibilidade de, numa estrutura (JΘ,ΛΘ) aproximadamente-Ka¨hler, existirem si-
multaneamente {1,2}-triplas e {0, 3}-triplas. Isto equivale a dizer que as condic¸o˜es
do lema 4.8 e da proposic¸a˜o 2.3 na˜o sa˜o compat´ıveis caso existam {1,2}-triplas e
{0, 3}-triplas.
Lema 5.9 Sejam α e β ra´ızes positivas tais que α + β e´ uma raiz. Enta˜o, existem
ra´ızes simples α1, ..., αs tal que β = α1 + · · · + αs e todas as somas intermedia´rias
α+ α1 + · · ·+ αk, com k = 1, ..., s sa˜o ra´ızes.
Demonstrac¸a˜o: Sabe-se que β e´ a soma consecutiva de ra´ızes simples. Por outro
lado, vale a seguinte observac¸a˜o:
Se β = β1 + β2 enta˜o α + β1 ou α + β2 e´ uma raiz. Esta observac¸a˜o e´ uma
consequ¨eˆncia da identidade de Jacobi. De Fato:
Ø 6= [gα, gβ] = [gα, [gβ1 , gβ2 ]] = [[gα, gβ1 ], gβ2 ] + [gβ1 , [gα, gβ2 ]]
e assim e´ que um dos termos do terceiro membro deve ser 6= 0, implicando que ou
α + β1 ou α + β2 e´ uma raiz. Agora pode-se aplicar uma induc¸a˜o para concluir o
lema. 
Antes de demonstrar o resultado principal sera˜o provados quatro lemas relaci-
onados com a existeˆncia de triplas {0,3} e {1,2} em estruturas aproximadamente-
Ka¨hler.
Lema 5.10 Se (JΘ,ΛΘ) e´ aproximadamente-Ka¨hler enta˜o JΘ na˜o admite uma {0,3}-
tripla {α, β,−(α + β)} e uma {1, 2}-tripla {−β, β1, β2} tais que εΘα = εΘβ = εΘ−(α+β)
e εΘβ2 = ε
Θ
β1 .
Demonstrac¸a˜o: Suponha por absurdo que existe intersec¸a˜o entre {0,3}-triplas
{α, β,−(α+ β)} e {1, 2}-triplas {−β, β1, β2} tais que εΘα = εΘβ = εΘ−(α+β) e εΘβ2 = εΘβ1
com (JΘ,ΛΘ) aproximadamente-Ka¨hler. Enta˜o pelo lema 4.8
λΘα = λ
Θ
β = λ
Θ−(α+β) (5.5)
Da proposic¸a˜o 2.3 e de {−β, β1, β2} ser uma {1, 2}-tripla com εΘβ2 = εΘβ1 , temos
que λΘ−β = λΘβ1 + λ
Θ
β2 . Logo
λΘβ = λ
Θ−β > λΘβ1 , λ
Θ
β2 (5.6)
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Pelo lema 5.9, segue uma das formas α + β1 ou α + β2 e´ raiz . Sem perda de
generalidade suponha que α + β1 e´ raiz. Afirmamos que εΘα+β1 = ε
Θ
α = ε
Θ
β1 . De
fato, sabemos que εΘα = ε
Θ
β1 , pois {α, β,−(α + β)} e´ {0, 3}-tripla, implicando que
εΘα = ε
Θ
β 6= εΘ−β. Como εΘ−β 6= εΘβ1 , temos que εΘβ1 = εΘβ = εΘα . Para verificar que
εΘα+β1 = ε
Θ
α suponha por contradic¸a˜o que {−(α + β1), α, β1} e´ {0, 3}-tripla. Enta˜o,
pela hipo´tese e pelo lema 4.8,
λΘα = λ
Θ
β1 = λ
Θ−(α+β1) (5.7)
o que e´ absurdo pois por (5.5), λΘα = λ
Θ
β e por (5.6), λ
Θ
β > λ
Θ
β1 , logo λ
Θ
α > λ
Θ
β1
contradizendo (5.7).
Portanto,{−(α+ β1), α, β1} e´ {1, 2}-tripla e da proposic¸a˜o 2.3
λΘ−(α+β1) = λ
Θ
α + λ
Θ
β1 (5.8)
Ale´m disso {α + β1, β2,−(α + β)} e´ {0, 3}-tripla, implicando, mais uma vez, pelo
lema 4.8
λΘα+β1 = λ
Θ
β2 = λ
Θ−(α+β) (5.9)
o que e´ absurdo pois de (5.5), λΘα = λ
Θ
β , de (5.6) λ
Θ
β > λ
Θ
β2 e de (5.9) λ
Θ
α+β1 =
λΘβ2 temos que λ
Θ
α > λ
Θ
β2 = λ
Θ
α+β1 = λ
Θ−(α+β1) contradizendo (5.8). Concluindo a
demonstrac¸a˜o. 
Lema 5.11 Se (JΘ,ΛΘ) e´ aproximadamente-Ka¨hler enta˜o JΘ na˜o admite uma {0,3}-
tripla {−β, β1, β2} e uma {1, 2}-tripla {α, β,−(α + β)} tais que εΘβ2 = εΘβ1 = εΘ−β e
εΘα = ε
Θ−(α+β) ou εΘβ = εΘ−(α+β).
Demonstrac¸a˜o: Para estudarmos o primeiro caso suponha por absurdo que existe
intersec¸a˜o entre {0,3}-triplas {−β, β1, β2} e {1, 2}-triplas {α, β,−(α + β)} tais que
εΘβ2 = ε
Θ
β1 = ε
Θ−β e εΘα = εΘ−(α+β) com (JΘ,ΛΘ) aproximadamente-Ka¨hler. Enta˜o pelo
lema 4.8
λΘβ1 = λ
Θ
β2 = λ
Θ−β (5.10)
Da proposic¸a˜o 2.3 e de {α, β,−(α+β)} ser uma {1, 2}-tripla com εΘα = εΘ−(α+β),
temos que λΘβ = λα + λ
Θ−(α+β). Logo
λΘβ = λ
Θ−β > λΘα + λΘ−(α+β) (5.11)
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Pelo lema 5.9, podemos supor que α + β1 ou α + β2 e´ uma raiz. Suponha
inicialmente que α + β1 e´ uma raiz. Afirmamos que εΘα+β1 = ε
Θ
α = ε
Θ
β1 . De fato,
sabemos que εΘα = ε
Θ
β1 , pois ε
Θ
α 6= εΘβ (ja´ que {α, β,−(α + β)} e´ {1, 2}-tripla com
εΘα = ε
Θ−(α+β)) e εΘ−β = εΘβ1 (ja´ que {−β, β1, β2)} e´ {0, 3}-tripla) implicando que
εΘα = ε
Θ−β = εΘβ1 . Para verificar que ε
Θ
α+β1 = ε
Θ
α suponha por contradic¸a˜o que
{−(α + β1), α, β1} e´ {0, 3}-tripla. Enta˜o, pela hipo´tese e pelo lema 4.8,
λΘα = λ
Θ
β1 = λ
Θ−(α+β1) (5.12)
o que e´ absurdo pois de (5.10) λΘβ1 = λ
Θ−β, de (5.11) λΘβ > λΘα , logo λΘβ1 > λ
Θ
α
contradizendo (5.12). Portanto {−(α+β1), α, β1} e´ {1, 2}-tripla e da proposic¸a˜o 2.3
λΘ−(α+β1) = λ
Θ
α + λ
Θ
β1 (5.13)
Ale´m disso {α + β1, β2,−(α + β)} e´ {0, 3}-tripla, implicando, mais uma vez, pelo
lema 4.8, que
λΘ−(α+β) = λΘα+β1 = λ
Θ
β2 (5.14)
o que e´ absurdo pois de (5.10) λΘβ1 = λ
Θ
β2 , de (5.14) λ
Θ
α+β1 = λ
Θ
β2 conclu´ımos que
λΘβ1 = λ
Θ
α+β1 = λ
Θ−(α+β1) contradizendo (5.13).
Suponha agora que α + β2 e´ uma raiz. Afirmamos que εΘα+β2 = ε
Θ
α = ε
Θ
β2 . De
fato, sabemos que εΘα = ε
Θ
β2 , pois ε
Θ
α 6= εΘβ (ja´ que {α, β,−(α + β)} e´ {1, 2}-tripla
com εΘα = ε
Θ−(α+β)) e εΘ−β = εΘβ2 (ja´ que {−β, β1, β2)} e´ {0, 3}-tripla) implicando
que εΘα = ε
Θ−β = εΘβ2 . Para verificar que ε
Θ
α+β2 = ε
Θ
α suponha por contradic¸a˜o que
{−(α+ β2), α, β2} e´ {0, 3}-tripla. Enta˜o, pela hipo´tese e pelo lema 4.8,
λΘα = λ
Θ
β2 = λ
Θ−(α+β2) (5.15)
o que e´ absurdo pois de (5.10) λΘβ2 = λ
Θ−β, de (5.11) λΘβ > λΘα , logo λΘβ2 > λ
Θ
α
contradizendo (5.15). Portanto {−(α+β2), α, β2} e´ {1, 2}-tripla e da proposic¸a˜o 2.3
λΘ−(α+β2) = λ
Θ
α + λ
Θ
β2 (5.16)
Ale´m disso {α + β2, β1,−(α + β)} e´ {0, 3}-tripla, implicando, mais uma vez, pelo
lema 4.8, que
λΘ−(α+β) = λΘα+β2 = λ
Θ
β1 (5.17)
o que e´ absurdo pois de (5.10) λΘβ1 = λ
Θ
β2 , de (5.17) λ
Θ
α+β2 = λ
Θ
β1 conclu´ımos que
λΘβ2 = λ
Θ
β1 = λ
Θ
α+β2 = λ
Θ−(α+β2) contradizendo (5.16).
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Similarmente mostramos que se existem uma {0, 3}-tripla {−β, β1, β2} e uma
{1, 2}-tripla {α, β,−(α+β)} tais que εΘβ2 = εΘβ1 = εΘ−β e εΘβ = εΘ−(α+β) enta˜o (JΘ,ΛΘ)
na˜o e´ aproximadamente-Ka¨hler. 
Lema 5.12 Se (JΘ,ΛΘ) e´ aproximadamente-Ka¨hler enta˜o JΘ na˜o admite uma {0, 3}-
tripla {α, β,−(α + β)} e uma {1, 2}-tripla {−β, β1, β2} tais que εΘα = εΘβ = εΘ−(α+β)
e εΘ−β = εΘβ1 ou ε
Θ−β = εΘβ2
Demonstrac¸a˜o: Para estudarmos o primeiro caso suponha por absurdo que existe
intersec¸a˜o entre {0, 3}-triplas {α, β,−(α+ β)} e {1, 2}-triplas {−β, β1, β2} tais que
εΘα = ε
Θ
β = ε
Θ−(α+β) e εΘ−β = εΘβ1 com (J
Θ,ΛΘ) e´ aproximadamente-Ka¨hler. Enta˜o
pelo lema 4.8
λΘα = λ
Θ
β = λ
Θ−(α+β) (5.18)
Do fato de {−β, β1, β2} ser uma {1, 2}-tripla com εΘ−β = εΘβ1 e da proposic¸a˜o
2.3, temos que λΘβ2 = λ
Θ
β1 + λ
Θ−β, o que significa
λΘβ2 > λ
Θ
β , λ
Θ
β1 (5.19)
Pelo lema 5.9 podemos supor que α+ β2 ou α+ β1 e´ raiz. Suponha que α+ β2
e´ raiz. Afirmamos que εΘα+β2 = ε
Θ
α = ε
Θ
β2 . De fato, sabemos que ε
Θ
α = ε
Θ
β2 pois
{α, β,−(α + β)} e´ {0, 3}-tripla, implicando que εΘα = εΘβ 6= εΘ−β e como εΘ−β 6= εΘβ2
temos que εΘβ2 = ε
Θ
β = ε
Θ
α . Para verificar que ε
Θ
α+β2 = ε
Θ
β2 suponha o contra´rio, que
{−(α+ β2), β2, α} e´ {0, 3}-tripla e como por hipo´tese (JΘ,ΛΘ) e´ aproximadamente-
Ka¨hler enta˜o
λΘ−(α+β2) = λ
Θ
β2 = λ
Θ
α (5.20)
que e´ absurdo, pois de (5.18), λΘβ = λ
Θ
α e de (5.19) λ
Θ
β2 > λ
Θ
β , temos λ
Θ
β2 > λ
Θ
α que
contradiz (5.20). Logo {−(α+ β2), α, β2} e´ {1, 2}-tripla, implicando que
λΘ−(α+β2) > λα + λ
Θ
β2 (5.21)
Tambe´m {α+ β2, β1,−(α+ β)} e´ {1, 2}-tripla, implicando que:
λΘβ1 > λ
Θ
α+β2 , λ
Θ−(α+β) (5.22)
Observando (5.19) λΘβ2 > λ
Θ
β1 , (5.22) λ
Θ
β1 = λ
Θ
α+β2 e (5.21) λ
Θ
α+β2 > λ
Θ
β2 , temos
λΘβ2 > λ
Θ
β1 = λ
Θ
α+β2 > λ
Θ
β2 , que e´ absurdo.
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Por outro lado se α + β1 e´ raiz, afirmamos que εΘα+β1 = ε
Θ
α 6= εΘβ1 . De fato,
εΘα = ε
Θ
β e ε
Θ−β = εΘβ1 por hipo´tese logo ε
Θ
α 6= εΘβ1 . Para provar que εΘα+β1 = εΘα
suponha por contradic¸a˜o que {−(α+β1), β1, α} e´ {1, 2}-tripla tal que εΘ−(α+β1) = εΘα .
Pelo fato do par invariante (JΘ,ΛΘ) ser aproximadamente-Ka¨hler e pela proposic¸a˜o
2.3 temos
λΘβ1 = λ
Θ
α + λ
Θ−(α+β1) (5.23)
Neste caso {α + β1, β2,−(α + β)} e´ {1, 2}-tripla com εΘα+β1 6= εΘβ2 . Enta˜o pela
proposic¸a˜o 2.3
λΘα+β1 = λ
Θ
β2 + λ
Θ−(α+β) (5.24)
implicando que λΘβ2
(5.24)
< λΘα+β1
(5.23)
< λΘβ1
(5.19)
< λΘβ2 , que e´ absurdo.
Portanto {α+ β1, β2,−(α+ β)} e´ uma {0, 3}-tripla. Pelo lema 4.8
λΘα+β1 = λ
Θ−(α+β) = λΘβ2 (5.25)
Desta forma conclu´ımos por (5.19) λΘβ2 > λ
Θ
β , por (5.18) que λ
Θ
β = λ
Θ−(α+β) que
e´ absurdo por (5.25). O absurdo vem do fato de supor que existe {0, 3}-triplas
{α, β,−(α+β)} e {1, 2}-triplas {−β, β1, β2} tais que εΘα = εΘβ = εΘ−(α+β) e εΘ−β = εΘβ1
com (JΘ,ΛΘ) aproximadamente-Ka¨hler
O caso em que existem {0, 3}-triplas {α, β,−(α+β)} e {1, 2}-triplas {−β, β1, β2}
tais que εΘα = ε
Θ
β = ε
Θ−(α+β) e εΘ−β = εΘβ2 e´ demonstrado de maneira similar ao pri-
meiro caso. 
Lema 5.13 Se (JΘ,ΛΘ) e´ aproximadamente-Ka¨hler enta˜o JΘ na˜o admite uma {0,3}-
tripla {−β, β1, β2} e uma {1, 2}-tripla {α, β,−(α + β)} tais que εΘβ2 = εΘβ1 = εΘ−β e
εΘα = ε
Θ
β .
Demonstrac¸a˜o: Suponha por absurdo que existem {0, 3}-triplas {−β, β1, β2} e
{1, 2}-triplas {α, β,−(α + β)} tais que εΘβ2 = εΘβ1 = εΘ−β e εΘα = εΘβ com (JΘ,ΛΘ) e´
aproximadamente-Ka¨hler. Enta˜o pelo lema 4.8
λΘβ2 = λ
Θ
β1 = λ
Θ−β (5.26)
Da proposic¸a˜o 2.3 e de {α, β,−(α + β)} ser uma {1, 2}-tripla com εΘα = εΘβ
temos λΘ−(α+β) = λΘα + λΘβ , logo
λΘ−(α+β) > λΘα , λΘβ (5.27)
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Pelo lema 5.9 podemos supor sem perda de generalidade que α + β1 e´ raiz.
Afirmamos que εΘα+β1 = ε
Θ
β1 6= εΘα . De fato, sabemos que εΘα = εΘβ e εΘβ 6= εΘβ1 por
hipo´tese, logo εΘα 6= εΘβ1 . Suponha por contradic¸a˜o que εΘα = εΘα+β1 . Temos que
{α + β1, β2,−(α + β)} e´ {1, 2}-tripla com εΘα+β1 6= εΘβ2 = εΘ−(α+β) e pela proposic¸a˜o
2.3
λΘα+β1 = λ
Θ
β2 + λ
Θ−(α+β) (5.28)
Ademais {−(α+β1), α, β1} e´ {1, 2}-tripla, com εΘα 6= εΘ−(α+β1) = εΘβ1 . Pela proposic¸a˜o
2.3
λΘα = λ
Θ
β1 + λ
Θ−(α+β1) (5.29)
implicando que λΘα
(5.29)
> λΘ−(α+β1)
(5.28)
> λΘ−(α+β)
(5.27)
> λΘα , que e´ absurdo. Portanto
εΘα+β1 6= εΘα .
Desta forma {α + β1, β2,−(α + β)} e´ {0, 3}-tripla, implicando pelo lema 4.8
que:
λΘα+β1 = λ
Θ−(α+β) = λΘβ2 (5.30)
que e´ absurdo, ja´ que por (5.26), (5.30) e (5.27) temos λΘβ = λ
Θ−β = λΘβ2 = λ
Θ
α+β > λ
Θ
β ,
que conclui a demonstrac¸a˜o. 
Como consequ¨eˆncia dos lemas anteriores, chegamos a` seguinte descric¸a˜o das
estruturas aproximadamente-Ka¨hler em termos de {1, 2}-triplas ou {0, 3}-triplas.
Proposic¸a˜o 5.14 Se e´ (JΘ,ΛΘ) aproximadamente-Ka¨hler enta˜o JΘ admite apenas
{1, 2}-triplas ou apenas {0, 3}-triplas.
Demonstrac¸a˜o: Suponha por absurdo que (JΘ,ΛΘ) e´ aproximadamente Ka¨hler e
tal que JΘ admite {0, 3}-triplas e {1, 2}-triplas. A proposic¸a˜o 5.8 garante que estas
triplas se interceptam. Temos as possibilidades:
1. εΘα = ε
Θ
β = ε
Θ−(α+β) e εΘβ2 = ε
Θ
β1
2. εΘβ2 = ε
Θ
β1 = ε
Θ−β e εΘα = εΘ−(α+β) ou εΘβ = εΘ−(α+β)
3. εΘα = ε
Θ
β = ε
Θ−(α+β) e εΘ−β = εΘβ1 ou ε
Θ−β = εΘβ2
4. εΘβ2 = ε
Θ
β1 = ε
Θ−β e εΘα = εΘβ
Pelos lemas 5.10 e 5.11 se um par invariante (JΘ,ΛΘ) e´ aproximadamente-
Ka¨hler enta˜o na˜o existem {0, 3}-triplas e {1, 2}-triplas satisfazendo as possibilida-
des 1 e 2. Segundo os lemas 5.12 e 5.13 se existem {0, 3}-triplas e {1, 2}-triplas
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satisfazendo as possibilidades 3 e 4 no par invariante (JΘ,ΛΘ) enta˜o este par na˜o
e´ aproximadamente-Ka¨hler. Portanto todas as possibilidades fornecem absurdo, o
que conclui a proposic¸a˜o. 
O teorema a seguir garante que numa estrutura (JΘ,ΛΘ) aproximadamente-
Ka¨hler JΘ na˜o admite {0, 3}-triplas se alguma raiz tem altura maior que dois. Es-
ta afirmac¸a˜o e´ a esseˆncia da demonstrac¸a˜o da conjectura formulada no inicio do
cap´ıtulo.
Teorema 5.15 Se uma estrutura quase Hermitiana invariante (JΘ,ΛΘ) e´
aproximadamente-Ka¨hler e h0 ≥ 3, enta˜o JΘ na˜o admite {0, 3}-triplas
Demonstrac¸a˜o: Pela hipo´tese existe uma raiz γ de altura treˆs. Podemos sempre
escrever γ = α+ β, onde α e´ uma raiz simples e β e´ uma raiz de altura dois tal que
β = β1+β2, com β1 e β2 ra´ızes simples. Suponha por absurdo que {−γ, α, β} e´ uma
{0, 3}-tripla. Pelo lema 5.14 {−β, β1, β2} e´ uma {0, 3}-tripla, enta˜o εΘ−β = εΘβ1 = εΘβ2
e pelo lema 4.8 temos:
λΘ−β = λΘβ1 = λ
Θ
β2 (5.31)
Do fato de {α, β,−γ} ser {0, 3}-tripla temos que εΘα = εΘβ = εΘ−γ e ja´ que e´ (JΘ,ΛΘ)
aproximadamente-Ka¨hler, pelo lema 4.8 temos
λΘ−γ = λΘα = λΘβ (5.32)
Pelo lema 5.9 e sem perda de generalidade, suponha que α+ β1 e´ raiz e considere a
tripla {α+ β1, β2,−γ}.
Observe que εΘβ2 = ε
Θ−β 6= εΘβ = εΘ−γ = εΘ−(α+β1+β2) e portanto,
Se εΘα+β1 6= εΘβ2 temos que: λΘβ2 contradizendo λΘβ2 (5.31)= λΘ−β = λΘβ (5.32)= λΘ−γ = λΘ−γ.
Se εΘα+β1 = ε
Θ
β2 temos que: λ
Θ−γ = λΘα+β1 + λ
Θ
β2 contradizendo λ
Θ
β2
(5.31)
= λΘβ
(5.32)
= λΘ−γ.

Nosso objetivo agora e´ provar a conjectura de Wolf-Gray [23] para a classe
dos espac¸os homogeˆneos formada pelos flags parciais. A demonstrac¸a˜o dessa con-
jectura consiste em fornecer condic¸o˜es para que uma estrutura quase Hermitiana
aproximadamente-Ka¨hler seja ou na˜o Ka¨hler.
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Lema 5.16 Se JΘ admite apenas {1, 2}-triplas e (JΘ,ΛΘ) e´ aproximadamente-
Ka¨hler enta˜o a estrutura e´ Ka¨hler.
Demonstrac¸a˜o: Mostraremos inicialmente que (JΘ,ΛΘ) tem a diferencial exterior
da forma de Ka¨hler identicamente nula. De fato:
dΩΘ(Xα, Xβ, X−(α+β)) = −i3mα,β(εΘαλΘα + εΘβ λΘβ + εΘ−(α+β)λΘ−(α+β)) e´ zero pois, por
hipo´tese so´ existem {1, 2}-triplas e como (JΘ,ΛΘ) e´ (1, 2)-simple´tica todas as {1, 2}-
triplas satisfazem a condic¸a˜o de que εΘαλ
Θ
α + ε
Θ
β λ
Θ
β + ε
Θ−(α+β)λΘ−(α+β) = 0.
Resta provar que o tensor de Nijenhuis e´ zero. De fato, pelo lema 4.1
−1
2
N(Xα, Xβ) = mα,β(εΘα ε
Θ
β + 1− εΘα εΘα+β − εΘβ εΘα+β)Xα+β
= mα,β(εΘαε
Θ
β + 1 + ε
Θ
α ε
Θ−(α+β) + εΘβ εΘ−(α+β))Xα+β
= mα,β(εΘα + ε
Θ
β )(ε
Θ
β + ε
Θ−(α+β))Xα+β
O u´ltimo membro dessa expressa˜o se anula pois como so´ existem {1, 2}-triplas ocor-
rem as seguintes possibilidades:
1. εΘα = ε
Θ
β e portanto ε
Θ−(α+β) 6= εΘβ , o que implica que εΘβ + εΘ−(α+β) = 0
2. εΘα 6= εΘβ , nesse caso εΘα + εΘβ = 0. 
Teorema 5.17 Se (JΘ,ΛΘ) e´ aproximadamente-Ka¨hler e h0 ≥ 3 enta˜o (JΘ,ΛΘ) e´
Ka¨hler.
Demonstrac¸a˜o: Se (JΘ,ΛΘ) e´ aproximadamente Kahler e h0 ≥ 3, pelo teorema
5.15 JΘ admite apenas {1, 2}-triplas, o que garante pelo teorema 5.16 que (JΘ,ΛΘ)
e´ Ka¨hler. 
Teorema 5.18 Se a suba´lgebra de isotropia e´ o conjunto dos pontos fixos de um
automorfismo φ de ordem treˆs enta˜o h0 < 3.
Demonstrac¸a˜o: Seja φ : g→ g um automorfismo de g tal que φ3 = Id. Podemos
escrever:
g = h⊕ ∑
α∈Π1
gα ⊕
∑
β∈ΠZ1
gβ ⊕
∑
γ∈ΠZ2
gγ
com:
Π1 = {α;φXα = Xα} = { α ; gα e´ auto espac¸o de 1 }
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ΠZ1 = {β;φXβ = Z1Xβ} = { β ; gβ e´ auto espac¸o de Z1 }
ΠZ2 = {γ;φXγ = Z2Xγ} = { γ ; gγ e´ auto espac¸o de Z2 }
Por hipo´tese gα ⊂ kΘ, equivalentemente α ∈ 〈Θ〉.
Considere duas ra´ızes de altura um de tal forma que os seus espac¸os de ra´ızes
estejam fora da isotropia, ou seja β, γ ∈ Π\〈Θ〉, tal que β + γ ∈ Π\〈Θ〉. Se β ∈ ΠZ1
e γ ∈ ΠZ2 enta˜o
mβ,γφ(Xβ+γ) = φ[Xβ, Xγ] = [φXβ, φXγ ] = [Z1Xβ, Z2Xγ] = [Xβ, Xγ] = mβ,γXβ+γ
assim, Xβ+γ ∈ gα ⊂ kΘ, ou seja, β + γ ∈ 〈Θ〉, o que e´ absurdo, pois se a soma de
duas ra´ızes fora de 〈Θ〉 e´ uma raiz enta˜o esta raiz na˜o pertence a 〈Θ〉.
Portanto toda ra´ız de altura dois e´ obtida somando-se duas ra´ızes de altura um,
ambas em ΠZ1 ou ambas em ΠZ2 .
Suponha que β1, β2 ∈ ΠZ1 e que β1 + β2 ∈ Π\〈Θ〉. Assim:
mβ1,β2φ(Xβ1+β2) = φ[Xβ1 , Xβ2 ] = [φXβ1 , φXβ2 ] = [Z
1Xβ1 , Z
1Xβ2 ] = Z
2[Xβ1 , Xβ2 ]
= mβ1,β2Z
2Xβ1+β2
Desta forma Xβ1+β2 ∈ gγ, implicando que toda ra´ız de altura dois esta´ em ΠZ2 .
Como toda raiz de altura treˆs pode ser obtida somando-se uma raiz de altura dois
e uma raiz de altura um, temos que:
mβ1+β2,βφ(Xβ1+β2+β) = φ[Xβ1+β2 , Xβ] = [φ(Xβ1+β2), φXβ] = [Z
2Xβ1+β2 , Z
1Xβ2 ]
= [Xβ1+β2 , Xβ2 ] = mβ1+β2,βXβ1+β2+β
Vemos, portanto que Xβ1+β2,β e´ ponto fixo do automorfismo φ, o que equivale a
dizer que Xβ1+β2+β ∈ gα ⊂ kΘ, ou ainda, podemos dizer que β1 + β2 + β ∈ 〈Θ〉.
Conclu´ımos neste caso que h0 < 3.
De maneira ana´loga, podemos mostrar que se γ1, γ2 ∈ ΠZ2 tal que γ1 + γ2 ∈
Π\〈Θ〉 enta˜o h0 < 3. 
Os teoremas 5.17 e 5.18 mostram que a condic¸a˜o da conjectura de Wolf-Gray e´
suficiente. Mostraremos que a condic¸a˜o e´ necessa´ria usando o teorema seguinte.
Teorema 5.19 Se a suba´lgebra de isotropia e´ um conjunto de pontos fixos de um
automorfismo φ e h0 ≥ 3 enta˜o |φ| 6= 3, onde | | denota a ordem de φ.
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Demonstrac¸a˜o: Seja γ uma ra´ız de altura treˆs arbitra´ria. Podemos escrever
γ = α+ β, onde a altura de α e´ dois e a altura de β e´ um e tal que φ(Xα) = ZrXα
e φ(Xβ) = Z lXβ. Portanto,
mα,βφ(Xγ) = φ[Xα, Xβ] = [φXα, φXβ] = [ZrXα, Z lXβ] = Zr+l[Xα, Xβ] = mα,βZr+lXγ
Suponha por absurdo que |φ| = 3 enta˜o r+ l < 3. Desta forma r = l = 1. Da´ı α e β
satisfazem respectivamente as condic¸o˜es: φ(Xα) = Z1Xα e φ(Xβ) = Z1Xβ. Como
α tem altura dois podemos decompor α = α1 + α2, com α1 e α2 de altura um e tal
que φ(Xα1) = Z
mXα1 e φ(Xα2) = Z
nXα2 , logo:
mα1,α2φ(Xα) = φ[Xα1 , Xα2 ] = [φXα1 , φXα2 ] = [Z
mXα1 , Z
nXα2 ] = Z
m+n[Xα1 , Xα2 ]
= mα1,α2Z
1Xα
isto implica que m + n = 1, ou seja: φ(Xα1) = Z
2Xα1 e φ(Xα2) = Z
2Xα2 , o que
equivale a dizer que toda raiz de altura um esta em piZ2 = {ζ;φXζ = Z2Xζ}, o que
e´ absurdo, ja´ que β tem altura um e satisfaz a condic¸a˜o φXβ = Z1Xβ 
A demonstrac¸a˜o da conjectura enunciada no in´ıcio deste cap´ıtulo, feita aqui, e´
independente da apresentada em [19] para flags maximais.
Em resumo temos as seguintes classes de estruturas quase Hermitianas invari-
antes sobre FΘ.
1. Ka¨hler: {0}, W2, W4, W2 ⊕W4
2. aproximadamente Ka¨hler: W1, W1 ⊕W4
3. (1, 2)-simple´tica: W1 ⊕W2, W1 ⊕W2 ⊕W4
4. Integra´vel: W3 ⊕W4, W2 ⊕W3, W2 ⊕W3 ⊕W4, W3,
5. W1 ⊕W3: W1 ⊕W3 ⊕W4
Nessa classificac¸a˜o consideramos a classe co-simple´tica como o conjunto de todas
as estruturas, de acordo com a proposic¸a˜o 4.5.
A tabela a seguir associa as classes de estruturas quase Hermitianas invariantes
sobre FΘ com as respectivas propriedades em termos de ra´ızes em Π\〈Θ〉.
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Classes de estruturas quase Hermitianas invariantes sobre FΘ
Classes Propriedades
co-simple´tica W1 ⊕W2 ⊕W3, W1 ⊕W2 ⊕W3 ⊕W4
Ka¨hler {0}
W4, W2 ⊕W4, W2
existem apenas {1,2}-triplas {α, β, γ} tais que
εΘαλ
Θ
α + ε
Θ
β λ
Θ
β + ε
Θ
γ λ
Θ
γ = 0
aproximadamente Ka¨hler W1
W1 ⊕W4
existem apenas {1,2}-triplas {α, β, γ} tais que
εΘαλ
Θ
α + ε
Θ
β λ
Θ
β + ε
Θ
γ λ
Θ
γ = 0
ou
existem apenas {0,3}-triplas {α, β, γ} tais que
λΘα = λ
Θ
β = λ
Θ
γ
(1, 2)-simple´tica W1 ⊕W2
W1 ⊕W2 ⊕W4
as {1,2}-triplas {α, β, γ} satisfazem a con-
dic¸a˜o
εΘαλ
Θ
α + ε
Θ
β λ
Θ
β + ε
Θ
γ λ
Θ
γ = 0
Integra´vel W3 ⊕W4
W2 ⊕W3, W2 ⊕W3 ⊕W4, W3,
existem apenas {1,2}-triplas {α, β, γ}
W1 ⊕W3
W1 ⊕W3 ⊕W4
as {0,3}-triplas {α, β, γ} satisfazem a con-
dic¸a˜o λΘα = λ
Θ
β = λ
Θ
γ
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