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 要  旨 
本研究では, 4 台のモバイル端末を動的に並べ替えられるモバイルタイルドディスプレイシス
テムを開発した. モバイル端末のフロントカメラを用いて AR マーカーや顔をトラッキングし, 
端末の相対位置を推定する. 
近年, スマートフォンやタブレットなどのモバイル端末が普及しており,東京地区のスマートフ
ォン所有率は約 78%, タブレット所有率は 41%である.また,Youtube や Netflix 等の動画配信サ
ービスが普及し, 様々な映像コンテンツが供給されている. しかし, 高精細な動画を視聴する際
にはモバイル端末の画面は小さいと感じる人も多い. それを解決する技術として, タイルドディ
スプレイが挙げられる. タイルドディスプレイは複数のディスプレイを並べて大画面を実現する
技術で, 同じサイズの大画面ディスプレイを購入するよりも安価であることや運搬が容易である
という利点がある. タイルドディスプレイ技術は据え置きの大型ディスプレイによく用いられる
が、スマートフォンやタブレットといったモバイル端末のモバイルディスプレイにも応用されて
いる. 
本研究では, モバイル端末を複数用いて大画面を構成することを考える.既存のモバイルタイル
ドディスプレイと本研究の差異として, 本研究ではタブレットのフロントカメラを用いて端末の
位置を推定することで自動的に画面の描画領域を決定するという点が挙げられる. 本システムは
映像を送信するサーバと, サーバから映像を受信して描画を行うクライアントアプリから構成さ
れ, サーバクライアント間はソケット通信によって接続される. 端末の相対位置の推定はクライ
アントアプリ上で AR マーカーと顔認識の 2 通りの方法を用いて行う. 
本システムの性能評価について, ディスプレイの同期ずれについては, 平均約 0.1 秒のずれが
生じており, 現状では快適に動画を視聴できる状態とは言い難い. モバイルタイルドディスプレ
イの描画領域の設定完了までにかかる時間に関しては, 平均約 4 秒であったため, 動的に構築で
きるモバイルタイルドディスプレイの実用性を示せた. 
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概要
本研究では, 4台のモバイル端末を動的に並べ替えられるモバイルタイル
ドディスプレイシステムを開発した. モバイル端末のフロントカメラを用い
て ARマーカーや顔をトラッキングし,端末の相対位置を推定する.
近年,スマートフォンやタブレットなどのモバイル端末が普及しており,
東京地区のスマートフォン所有率は約 78%,タブレット所有率は 41%である.
また,Youtubeや Netflix等の動画配信サービスが普及し,様々な映像コンテン
ツが供給されている. しかし,高精細な動画を視聴する際にはモバイル端末の
画面は小さいと感じる人も多い. それを解決する技術として,タイルドディス
プレイが挙げられる. タイルドディスプレイは複数のディスプレイを並べて
大画面を実現する技術で,同じサイズの大画面ディスプレイを購入するより
も安価であることや運搬が容易であるという利点がある. タイルドディスプ
レイ技術は据え置きの大型ディスプレイによく用いられるが、スマートフォ
ンやタブレットといったモバイル端末のモバイルディスプレイにも応用され
ている.
本研究では,モバイル端末を複数用いて大画面を構成することを考える.
既存のモバイルタイルドディスプレイと本研究の差異として,本研究ではタ
ブレットのフロントカメラを用いて端末の位置を推定することで自動的に画
面の描画領域を決定するという点が挙げられる. 本システムは映像を送信す
るサーバと,サーバから映像を受信して描画を行うクライアントアプリから
構成され, サーバクライアント間はソケット通信によって接続される. 端末
の相対位置の推定はクライアントアプリ上で ARマーカーと顔認識の 2通り
の方法を用いて行う.
本システムの性能評価について,ディスプレイの同期ずれについては,平
均約 0.1秒のずれが生じており,現状では快適に動画を視聴できる状態とは
言い難い. モバイルタイルドディスプレイの描画領域の設定完了までにかか
る時間に関しては, 平均約 4 秒であったため, 動的に構築できるモバイルタ
イルドディスプレイの実用性を示せた.
1
目次
1 はじめに 4
1.1 研究背景 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 4
1.2 目的 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 4
1.3 本論文の構成 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 6
2 タイルドディスプレイとモバイルディスプレイ 7
2.1 タイルドディスプレイ : : : : : : : : : : : : : : : : : : : : : : : : : 7
2.2 モバイルディスプレイ : : : : : : : : : : : : : : : : : : : : : : : : : 7
2.3 モバイルタイルドディスプレイ : : : : : : : : : : : : : : : : : : : 8
3 Unity 10
3.1 概要 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 10
3.2 Unityの特徴 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 10
3.2.1 スクリプティング : : : : : : : : : : : : : : : : : : : : : : : 10
3.2.2 レンダリング : : : : : : : : : : : : : : : : : : : : : : : : : 10
3.2.3 アセット : : : : : : : : : : : : : : : : : : : : : : : : : : : : 11
3.3 本研究における Unityの利用 : : : : : : : : : : : : : : : : : : : : : 11
4 関連技術・既存研究 12
4.1 M’obile’ Tile : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 12
4.2 MobileVideoTiles : : : : : : : : : : : : : : : : : : : : : : : : : : : : 13
4.3 HuddleLamp : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 13
4.4 Dynamic Tiling Display : : : : : : : : : : : : : : : : : : : : : : : : : 14
4.5 UnityMobileStreaming : : : : : : : : : : : : : : : : : : : : : : : : : 15
4.6 モバイルタイルドディスプレイの開発 : : : : : : : : : : : : : : : : 18
5 開発したシステム 20
5.1 システム全体の構成 : : : : : : : : : : : : : : : : : : : : : : : : : : 20
5.2 サーバ側アプリケーション : : : : : : : : : : : : : : : : : : : : : : 21
2
5.2.1 動画の再生 : : : : : : : : : : : : : : : : : : : : : : : : : : : 21
5.2.2 画像の取得 : : : : : : : : : : : : : : : : : : : : : : : : : : : 21
5.2.3 画像の送信 : : : : : : : : : : : : : : : : : : : : : : : : : : : 22
5.3 クライアント側アプリケーション : : : : : : : : : : : : : : : : : : 22
5.3.1 画像の受信 : : : : : : : : : : : : : : : : : : : : : : : : : : : 22
5.3.2 画像の表示 : : : : : : : : : : : : : : : : : : : : : : : : : : : 23
5.3.3 ARを用いた位置決定 : : : : : : : : : : : : : : : : : : : : : 23
5.3.4 顔認識を用いた位置決定 : : : : : : : : : : : : : : : : : : : 26
5.4 UnityMobileStreamingからの変更点 : : : : : : : : : : : : : : : : : 28
6 評価 30
6.1 動作確認環境 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 30
6.2 描画フレームレート測定 : : : : : : : : : : : : : : : : : : : : : : : 31
6.3 画面出力の際に発生する遅延 : : : : : : : : : : : : : : : : : : : : : 33
6.4 複数端末上での再生時の同期のずれ : : : : : : : : : : : : : : : : : 34
6.5 描画領域の設定完了までにかかる時間 : : : : : : : : : : : : : : : : 40
6.6 顔認識を用いた画面回転 : : : : : : : : : : : : : : : : : : : : : : : 41
7 おわりに 44
7.1 まとめ : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 44
7.2 今後の課題 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 44
7.2.1 フレームレートの向上 : : : : : : : : : : : : : : : : : : : : 44
7.2.2 画面の同期 : : : : : : : : : : : : : : : : : : : : : : : : : : : 44
7.2.3 動的なタイルドディスプレイの構築 : : : : : : : : : : : : : 45
7.2.4 音声出力への対応 : : : : : : : : : : : : : : : : : : : : : : : 45
7.2.5 Android以外のモバイル OS版クライアントアプリ : : : : 45
7.2.6 オンライン上の動画リソースの利用 : : : : : : : : : : : : : 45
3
1 はじめに
1.1 研究背景
近年, スマートフォンやタブレットなどのモバイル端末が普及しており, 東京
地区のスマートフォン所有率は約 78%, タブレット所有率は 41%である (図 1).
世界全体で見てもモバイル端末の普及は著しく,主要な国々の人口の約 8割はス
マートフォンを保有している (図 2).また, Youtubeや Netflix等の動画配信サー
ビスが普及し, 様々な映像コンテンツが供給されている. しかし, 高精細な動画
を視聴する際にはモバイル端末の画面は小さいと感じる人も多い. それを解決す
る技術として,タイルドディスプレイが挙げられる. タイルドディスプレイは複
数のディスプレイを並べて大画面を実現する技術で,同じサイズの大画面ディス
プレイを購入するよりも安価であることや運搬が容易であるという利点がある.
タイルドディスプレイ技術は据え置きの大型ディスプレイによく用いられるが、
スマートフォンやタブレットといったモバイル端末のモバイルディスプレイにも
応用されている.
本研究ではモバイル端末を複数用いて大画面を構成することを考える.
1.2 目的
モバイル端末を複数用いて大画面を構成した事例は存在しているが、本研究
ではモバイル端末に搭載されたフロントカメラを用いてモバイル端末の位置を
推定することで自動的に画面の構成を決定するシステムを実装する。本研究で
は、端末位置の推定に ARマーカー、顔認識の 2通りの方法を用いて実装する。
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図 1: 東京地区のスマートフォン・タブレット保有率 (参考文献 [1])
図 2: 世界のスマートフォン・タブレット保有率 (参考文献 [2])
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1.3 本論文の構成
本論文の構成は以下のようになっている.
1. はじめに
本研究の背景,目的を述べる.
2. タイルドディスプレイとモバイルディスプレイ
既存のタイルドディスプレイ技術について述べる.
3. Unity
本研究にて利用するゲームエンジンである Unityについて述べる.
4. 関連技術・既存研究
関連技術・既存研究について述べる.
5. 開発したシステム
本研究で開発したシステムについて述べる.
6. 評価
本研究で開発したシステムの動作確認・性能評価を行う.
7. おわりに
本研究において得られた結果や今後の課題について述べる.
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2 タイルドディスプレイとモバイルディスプレイ
本章では,タイルドディスプレイおよびモバイルディスプレイ技術について説
明する.
2.1 タイルドディスプレイ
タイルドディスプレイとは複数のディスプレイをタイル状に並べることで, 1
つの大きなディスプレイとして見せる技術である (図 3). 非常に大型なディスプ
レイを構築できるため,駅や大型量販店など多くの人がディスプレイを目にする
場面で利用されることが多い. また,タイルドディスプレイには大型のディスプ
レイを安価に構築できるという利点も存在する. 同サイズの大型ディスプレイを
購入するよりも,小型のディスプレイを複数並べた方が安価に実現することがで
きる. 運搬の手間においても,巨大なディスプレイを運搬するよりも小型のディ
スプレイを複数運搬する方が圧倒的に手軽である.
2.2 モバイルディスプレイ
モバイルディスプレイとは持ち運べるサイズ、重さのディスプレイのことであ
る（図 4）. モバイルディスプレイの特徴として外出先で利用できるようにバッ
図 3: タイルドディスプレイ (参考文献 [3])
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図 4: モバイルディスプレイの多様化 (参考文献 [4]の p17)
テリーを備えていること,マウスやキーボードに頼らず操作できるようにタッチ
パネルを備えていることなどが挙げられる. HDMI端子や USBを備え,ディスプ
レイの機能だけを備えたモバイルディスプレイが一般的であるが,持ち運べるサ
イズのディスプレイを備えているという点では,スマートフォンやタブレット,デ
ジタルフォトフレームやゲーム機などもモバイルディスプレイといえる. 中でも
ディスプレイサイズが大きいタブレットはディスプレイ機能のみの機器と遜色な
いサイズのディスプレイを備えているものもある.
2.3 モバイルタイルドディスプレイ
モバイルタイルドディスプレイとはモバイルディスプレイを複数ならべるこ
とで大型のディスプレイを実現する技術である (図 5). 主にスマートフォンやタ
ブレットなどの OSを積んでいる端末を用いてハードウェア,またはソフトウェ
アによる処理で大型の画面を構築する. 外出先などで手軽に大画面を実現するこ
とが可能で,複数人でコンテンツを共有したい場合などに向いている.
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図 5: モバイルタイルドディスプレイ (参考文献 [5])
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3 Unity
本章では,本研究の開発環境として利用したゲームエンジンおよび統合開発環
境である Unityについて説明する.
3.1 概要
Unityは Unity Tecnologies社が開発・提供するゲームエンジンおよび統合開発
環境である [6]. Unityはマルチプラットフォームの開発が可能であり, Windows,
MacOS X, Linux, iOS, Android,ウェブブラウザ, Flash,コンシューマゲーム機と非
常に多くの環境をサポートしている.物理エンジンを搭載しているため, 3Dゲー
ムの開発が手軽に行えるという特徴がある.
Personalプランのユーザは無料で使うことができ,さらに高度な機能が使いた
い場合は有償の Plus, Proプランに登録する必要がある. Unity5.xにアップグレー
ドされてからは Unity4.x系では Proに含まれていた全ての機能が Personalで利
用できるようになり,無料版でも商用利用に堪えるレベルで開発を行うことがで
きる.
3.2 Unityの特徴
3.2.1 スクリプティング
UnityのスクリプトはオープンソースのプラットフォームであるMono上で実
行される. Monoは.Netフレームワークに基づくクロスプラットフォームアプリ
ケーションを構築するための仮想環境である. 開発言語は JavaScript, C#をサポー
トしている. これらのスクリプトは Mono上で実行されるため, .NETフレーム
ワークを利用することが可能で,どのプラットフォームであっても同じソースか
らビルドすることができる. 約 80%のユーザが C#を利用しており, C#でしか使
えない機能が多くあるため,現在の Unityの開発は C#が主流となっている.
3.2.2 レンダリング
UnityはレンダリングにグラフィックエンジンであるDirect3D(Windows), OpenGL(Mac,
Windows, Linux), OPENGL ES(Android, iOS)を用いている. また, Maya, Blender
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などのグラフィックソフトにも対応しているため,別のソフトで作成した 3Dモ
デルなどをゲームプロジェクトに追加したり, Unityのグラフィカルユーザイン
タフェースで管理することができる. また, Unityは物理エンジンとして NVIDIA
の Physx物理エンジンを内蔵サポートしているため, Physxの各種物理演算結果
を 3D空間に反映することができる.
3.2.3 アセット
アセットとは Unity用に作られたゲームの部品 (テクスチャ, 3Dモデル,スク
リプトなど)である. 世界中の Unityユーザが作ったアセットが無料,または有料
でアセットストアで配布・販売されている. ユーザは他人が作ったアセットを自
分のプロジェクトにインポートして利用することによって 3Dモデルなどを自作
する能力が無くとも,高品質なゲームを手軽に開発することができる.
3.3 本研究における Unityの利用
本研究は複数のモバイル端末を用いた動画の再生を目的としており,端末のOS
に限らず Andoroid, iOS, Windows端末等で利用できるシステムを目的としてい
るため, クロスプラットフォームの開発環境として Unityを利用している. さら
に,将来的に本システムで Unityを用いて開発したゲームのプレイも可能とする
ことも視野に入れているため,開発環境として Unityを選択している.
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4 関連技術・既存研究
本章では,既存のモバイルタイルドディスプレイ技術について紹介する. また,
それらの既存研究と本研究との差異を述べ,新規性を主張する.
4.1 M’obile’ Tile
太田らは複数のモバイル端末を用いてユーザーが簡単な操作でタイルドディス
プレイの形とサイズをアレンジ可能なシステムの開発と評価を行った [7]. シス
テムの特徴として,モバイル端末を並べて 2本の指をつまむように近づけるピン
チ操作を行うことで画面を結合させることが可能で,並べた端末に合わせて画面
サイズが自動的に調整される (図 6). また,サイズの異なる端末であっても利用す
ることが可能で,結合された全ての端末を用いて 1枚の大画面ディスプレイとし
て表示する.
本研究はタイルドディスプレイを構築する際, 端末を並べるのみで良く,操作
する必要が無いため、使い勝手が良いという点で異なっている.
図 6: MobileTile (参考文献 [7])
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図 7: MobileVideoTile (参考文献 [8])
4.2 MobileVideoTiles
Ming Liらは複数のモバイル端末を用いて,動画再生に適したタイルドディス
プレイシステムの開発と評価を行った [8]. モバイル端末のうちの 1台がホスト
となり,他の端末がクライアントとして参加することでタイルドディスプレイを
構築する (図 7). 構築の際はユーザ-がタッチ操作を行うことでホストとクライア
ントの端末を選択して決定する. 動画の再生に特化しており,ローカルとオンラ
インの両方で動画を再生することができる.
本研究はタイルドディスプレイを構成する際, 端末を並べるのみで良く,操作
する必要が無いため、使い勝手が良いという点で異なっている.
4.3 HuddleLamp
Roman Radleらは卓上ランプと RGB-Dカメラを組み合わせたHuddleLamp(図
8)を用いたモバイルタイルドディスプレイの開発と評価を行った [9]. HuddleLamp
は RGB値と深度をトラッキングすることが可能で, HuddleLampの認識範囲内に
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図 8: HuddleLampによる手と端末のトラッキング (参考文献 [9])
映る手とモバイル端末をトラッキングすることでタイルドディスプレイの制御
を行う (図 9). タイルドディスプレイを構築する端末をいつでも追加したり, 減
らしたりすることが可能で追加する際は, 専用の webサイトにアクセスして認
識用の画面を表示した後, HuddleLampの認識範囲内に端末を入れるのみで良く,
ソフトウェアのインストールや専用のマーカーなどは必要ない. 端末を減らす際
は単純に HuddleLampの認識範囲から端末を出すのみで良い. 描画に関しては,
HddleLampの範囲内で配置された端末のディスプレイが切り取る部分のみが描
画されるので,ユーザは見たい範囲に端末を動かしたり端末を追加することで目
的の範囲を視聴できる.
本研究はモバイル端末のトラッキングに外部機器を必要としないという点で
異なっている.
4.4 Dynamic Tiling Display
Ming Liらはマーカーを複数のモバイル端末のフロントカメラを用いて認識
して画面を構築するモバイルタイルドディスプレイの開発と評価を行った [10].
Dynamic Tiling Displayは複数のモバイル端末を並べて配置し, マーカーをモバ
イル端末のフロントカメラにかざすと,ホストとなる端末がマーカーの向きと座
標を用いてキャリブレーションを行うという点が最大の特徴である (図 10). キャ
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図 9: HuddleLampの詳細 (参考文献 [9])
リブレーション後はホストから全てのクライアント端末へブロードキャストで
キャリブレーション結果が送信され,レンダリングが行われる. クライアントか
らはタッチパネルの入力がホストに送信される.
本研究は,顔認識を用いる手法ではマーカーを必要としない点で異なっている.
4.5 UnityMobileStreaming
高橋はUnityを用いて開発されたAndroid向けゲームアプリケーションをクラ
ウド化するためのシステムの開発と評価を行った [11]. 通常は Android端末のみ
で動作するゲームアプリケーションをアプリケーションの処理を行うサーバサ
イドと端末の入出力を行うクライアントサイドに分けることで, Android端末の
スペックに関わらずゲームをプレイすることができる (図 11). サーバ側に十分
な処理能力を持ったコンピュータを利用することで,物理演算やレンダリングと
いった比較的処理の重いゲームアプリケーションであってもAndroid端末から快
適に遊ぶことができる. サーバ・クライアント間の通信は IPを用いたソケット
通信で行っている.
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図 10: Dynamic Tiling Display (参考文献 [10])
図 11: UnityMobileStreamingシステム全体図 (参考文献 [11])
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図 12: UnityMobileStreaming画面分割図 (参考文献 [12])
伊藤によって, UnityMobileStreamingは複数のモバイル端末に出力できるよう
に拡張された [12]. 伊藤によるシステムはサーバ側であらかじめゲームアプリ
ケーションのキャプチャ画像を 4分割しておき,サーバに接続した 4台のクライ
アント端末に送信する (図 12). クライアント端末は接続時にそれぞれ 1～4の ID
が割り振られているため, 4分割された画像のうち,表示される画像は固定されて
いる.
本研究はクライアント端末での動画の再生のみを目的としており,ゲームをプ
レイすることを想定していないという点で異なっている. クライアント端末の
ディスプレイへの描画については,クライアント端末がディスプレイに表示する
画像を端末のフロントカメラを用いて決定し,端末の配置によって対応した画像
を表示するという点で異なっている. また,通信をブロードキャストで行ってい
るという違いがある.
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4.6 モバイルタイルドディスプレイの開発
安枝は 4枚のモバイルディスプレイと FPGAを用いてハードウェア制御による
タイルドディスプレイの開発と評価を行った [13]. この研究で用いられたモバイ
ルディスプレイはスマートフォンやタブレットではなく,ディスプレイの機能の
みを備えたものである. 4枚のモバイルディスプレイと FPGAを用いることで,同
サイズの 1枚のディスプレイよりも軽量で,低消費電力のモバイルタイルドディ
スプレイを開発した. 総重量は 8.6kgあるが,図 13のように首から下げるサンド
イッチマンという状態で運搬が可能である.
本研究はモバイルディスプレイとして, タブレットを用いる点, 画面の制御を
ソフトウェアで行うという点で異なっている.
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図 13: モバイルタイルドディスプレイ（参考文献 [13]の図 43）
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5 開発したシステム
本章では,本研究で開発したシステムについて説明する.
5.1 システム全体の構成
本システムは UnityMobileStreamingを拡張および変更する形で Unityを用い
て実装した. システム全体の構成図を図 14に示す. 本システムはサーバ・クラ
イアント型のシステムである. サーバとクライアント間の通信はブロードキャス
トを用いて行う. サーバ側はゲームアプリケーション上で動画を再生し,再生し
ている動画の画面を定期的に画像としてキャプチャし,クライアントに送信する.
クライアントとしてタイルドディスプレイの構築に用いられるモバイル端末に
は,クライアントアプリを導入する. クライアントアプリはサーバから送信され
た画像を受信して自身のディスプレイに表示する. また,クライアント側アプリ
ケーションはフロントカメラを用いてモバイル端末の相対位置を推定し,ディス
プレイに表示する領域をリアルタイムで自動的に決定する. 図 15はサーバとク
ライアントが実際に動作している例である.
図 14: システム全体図
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図 15: システム動作例
5.2 サーバ側アプリケーション
Unityプロジェクトに UnityMobleStreamingプラグインを導入することによっ
て,そのアプリケーションをサーバ化することができる. サーバ用アプリケーショ
ンとなったプロジェクトは OSに合わせてスタンドアローンでビルドする.
5.2.1 動画の再生
Unity内での動画の再生には Unity上での動画再生用に用意されているMovi-
eTextureを利用する. MovieTextureは Unityの 3D空間内にオブジェクトとして
配置可能で, Unityプロジェクト内にあらかじめインポートした動画ファイルを
再生することができる (図 16). 動画ファイルは ogg形式に変換する必要がある.
動画の変換には mpeg[14]を用いた.
5.2.2 画像の取得
Unityのプロジェクトで動作するゲームアプリケーション内で動画を再生し,
毎フレーム動画のスクリーンショットを撮影する. 取得した画像は png型のバイ
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図 16: MovieTexture
ナリデータに変換する. サーバ側ではタイルドディスプレイとして表示するため
の画像の分割は行わない.
5.2.3 画像の送信
スクリーンショットとして取得した画像を png型のバイナリデータとして読み
込み, .NETの UDPソケットを用いてブロードキャストですべてのクライアント
端末に送信する. ブロードキャストで LANに接続しているすべての端末に送信
するため,理論上はクライアント側の端末に台数制限はない. しかし,現状はクラ
イアント端末が 4台である状況を想定している.
5.3 クライアント側アプリケーション
クライアント側アプリケーション (図 17)はモバイルタイルドディスプレイを
構築するすべての端末上で動作させる. このアプリは IPアドレスを指定してサー
バに接続することで,サーバ化されたアプリケーションから送信される動画を受
信してディスプレイに表示する (図 15).
5.3.1 画像の受信
画像の受信はUDPソケットを用いて行う. 毎フレームサーバから送信される画
像を受信し, Unity内で画像の表示に用いられる Texture型に変換を行う. Texture
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図 17: クライアントアプリ初期画面
型に変換された画像を Textureを分割する APIを用いて 4分割する.
5.3.2 画像の表示
タイルドディスプレイを構成する各モバイル端末は 4分割された画像をすべ
て持っている状態であり,どの画像をディスプレイに表示するべきであるかをフ
ロントカメラを用いて推定した端末の相対位置に従って判断する.
5.3.3 ARを用いた位置決定
モバイル端末のフロントカメラを用いて ARマーカーを認識し,位置を判定す
る. ARマーカー認識にはフリーの ARライブラリである Vuforia[15]を用いた.
ARマーカーを Vuforiaのサイト上で作成し,作成したマーカーファイルを Unity
にインポートしてUnityプロジェクトからARマーカーを認識する. 作成したAR
マーカーを図 18に示す. ARマーカーをフロントカメラで認識することにより,
Unityプロジェクト内で ARマーカーの座標と回転角を取得することができる.
ARマーカーを図 19のように机上に置いたモバイル端末のフロントカメラに映
すことによって,カメラに映る ARマーカーの位置からモバイル端末自身の相対
位置を判定する.
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図 18: ARマーカー (参考文献 [16])
図 19: AR認識模式図
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図 20: 描画領域変更の条件
描画領域変更の条件
ARマーカーの座標と画面の判定条件を図 21に示す. ディスプレイの中心を原
点として,２次元座標平面のいずれの象限に ARマーカーが認識されるかによっ
てクライアント端末のディスプレイに表示する画像を変更する. 例を挙げると,
図 20のように ARマーカーが第 2象限に認識されると画像は 4分割した画像の
うち左上に相当する画像が表示される.
画面遷移の例
ARマーカーを用いて端末のディスプレイが表示する画像が遷移する様子を図
21, 図 22に示す. 図 21の状態では, 右上と左下の画像が正しく表示されていな
いが,クライアント端末のフロントカメラに ARマーカーをかざすことによって,
クライアント端末の位置が判定され,図 22の状態に変化する.
位置の判定のタイミングはモバイル端末の加速度センサーが変化を検知して
から約 2秒間である. 位置判定のタイミングを制限することによって意図しない
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図 21: ARクライアント画面の遷移前
タイミングでの画面の変更を防ぐことができる.
5.3.4 顔認識を用いた位置決定
ARマーカーを用いる場合, ARマーカーを常に用意する必要があり利便性が低
いため,手ぶらで認識させることができる顔認識を考える. モバイル端末のフロ
ントカメラを用いて顔を認識し,端末に移る顔の座標に従ってディスプレイに表
示する画像を決定する. 顔認識には Unityのアセットストアにて無償配布されて
いる顔認識用のアセット [17]を用いる. このアセットは OpenCVforUnityで動作
する. OpenCVforUnityは画像処理のオープンソースライブラリである OpenCV
を Unityのスクリプトから利用するためのアセットである.　
描画領域変更の条件
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図 22: ARクライアント画面の遷移後
ARマーカーの場合と同様に,認識した顔の座標に合わせてクライアント端末
のディスプレイに表示する領域を変更する. 認識した顔の鼻と口を囲む青い四角
形の座標を認識した顔の位置として用いる (図 23).
覗き込む向きに合わせた画面の回転
利用した顔認識のアセットでは,顔の回転に対応できず,ほぼ 0度の状態の顔
しか認識できなかった. 本システムの利用法としては,端末を回転させて配置し
たいという場面もあり得るので, 90度毎の端末の回転に対応する機能を実装し
た. 図 24のように,端末の画面の 0度以外の向き (90度 or 180度 or 270度)の向
きの顔を認識すると,認識した角度の顔が 0度になるように Androidの画面が回
転する. この機能により, 90度毎ではあるが,端末を好きな向きに配置すること
ができる. 内部の処理としては顔のトラッキングと平行して,クライアント端末
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図 23: 顔認識画面
のフロントカメラが撮影した画像を静止画として取得し,内部で 90度毎に回転
させることで異なる向きの顔を認識するという処理を行っている.
5.4 UnityMobileStreamingからの変更点
UnityMobileStreaming からの変更点を表 1 にまとめた. 大きな変更点として
UnityMobileStreamingではゲームプレイを目的としていたが,本システムではモ
バイルタイルドディスプレイを構成し, 動画を視聴することを目的としている.
目的に合わせて,クライアント端末数の増加,通信方式の変更等を行った.
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図 24: 顔の向きに合わせたクライアント端末画面の回転
表 1: UnityMobileStreamingからの変更点
項目 UnityMobileStreaming 本システム
目的 ゲームのプレイ 動画の視聴
通信 TCP UDP
入出力 画面の送信,操作入力 画面の送信
クライアント端末数 1 4
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6 評価
本章では,開発したシステムの性能評価を行い,本システムの実用性を考察する.
6.1 動作確認環境
動作の確認や性能評価は以下の環境で行った. サーバとクライアントは同一の
ローカルネットワークによって接続されている. また,クライアントアプリには
Unityによって実装した Androidアプリ (5.3節)を用いた.
 サーバマシン
OS : Windows10 64bit
CPU : Intel Core i3-3220 3.30GHz
GPU : NVIDIA GeForce GTX 460
メモリ (RAM) : 4GB
 クライアント端末 x 4
機種 : MediaPad T2 8 Pro
OS : Android¢ 6.0 Marshmallow / Emotion UI 4.1
CPU : MSM8939オクタコア 4 × A53@1.5GHz + 4 × A53@1.2GHz
GPU : Adreno 405
メモリ (RAM) : 2GB
ネットワーク : 802.11a/b/g/n/ac
リンク速度 : 433Mbps
搭載センサ : 加速度, GPS,コンパス,ジャイロスコープ
 ネットワーク
無線 LANルータ : IO DATA WN-AC1167GR
準拠規格 : IEEE 802.11 a/b/g/n/ac
データ転送速度 : 最大 867Mbps
 Unityのグラフィッククオリティ
レンダリング
30
Pixel Light Count : 2
Texture Quality : Full Res
Anisotropic Texture : Per Texture
Anti Aliasing : Disabled
Soft Particles : false
シャドウ
Shadows : Hard and Soft Shadows
Shadow Resolution : Medium Resolution
Shadow Projection : Stable Fit
Shadow Cascades : Two Cascades
Shadow Distance : 40
その他
Blend Weights : 2 Bones
VSync Count : Every VBlank
Lod Bias : 1
Maximum LODLevel : 0
Particle Raycast Bud : 256
6.2 描画フレームレート測定
クライアント端末に転送される映像の描画フレームレートの測定を行った. 本
システムでは動画の再生を目的としているため,クライアント端末の描画フレー
ムレートがそのまま再生される動画の滑らかさに直結する. 本システムではサー
バ上で再生される動画を毎フレームキャプチャして転送するため,サーバクライ
アント間の通信のボトルネックが存在する. また,クライアント端末で動作する
描画領域決定の処理にも影響を受けるためクライアントで描画されるフレーム
レートはサーバで実行されるフレームレートより低くなる.
実験は本システムが位置決定のためのトラッキング処理を停止している場合,
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図 25: 描画フレームレートの測定方法
ARマーカーのトラッキングを行っている場合,顔認識を行っている場合の 3パ
ターンと UnityMobileStreamingを加えた 4パターンについて計測を行う.
実験方法
0.1秒毎に表示される画像が変化する動画を作成し,本システムのサーバ上で
再生する. その動画がクライアントで描画されている様子をサーバとクライアン
トの画面が両方映るように外部からビデオ撮影を行う (図 25). 撮影したビデオを
用いてクライアント端末に描画された画像の枚数をカウントすることによって
描画フレームレートを測定する. カメラを用いて約 20秒間撮影したビデオのう
ち 10秒間 (約 250フレーム)のフレームレートを計測した. また, サーバから転
送する画像の解像度は 256 x 256ピクセルで実験を行った.
結果
実験の結果を表 2にまとめた. 表 2には約 10秒間測定した fpsの平均の値を
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表 2: 描画フレームレート
クライアントアプリ フレームレート (fps)
トラッキング無し 7.1
AR 2.2
顔認識 0.7
Unity Mobile Streaming 9.8
示している. 描画領域を決定するための認識がバックグラウンドで動作している
ARと顔認識はフレームレートが落ち込んでいる. UnityMobileStreamingの場合
はトラッキングを行っていない場合の約 1.3倍のフレームレートが出ている. こ
の差は画像の分割や描画領域の決定といった本システムのバックグラウンドで
行われる処理によるものであると考えられる.
6.3 画面出力の際に発生する遅延
サーバからクライアントに画面を出力する際に生じるネットワークの通信の
遅延を測定した. また,クライアントアプリは位置決定のためにバックグランド
で行っている処理にも影響を受けるため,バックグランド処理による遅延も合わ
せて評価する. 本実験ではサーバでのレンダリングが終わってから実際にクライ
アント端末に描画されるまでの時間を計測する. すなわち,画面のキャプチャ,画
像の送信,クライアント画面の描画,クライアントのトラッキング処理にかかる
時間が含まれている.
この実験はフレームレートについての実験と同様に本システムのトラッキン
グ処理が停止している場合, ARマーカーのトラッキングを行っている場合,顔認
識を行っている場合, UnityMobileSteramingの場合の 4パターンについて行った.
実験方法
アプリケーションが実行されてからの時間を表示するゲームアプリケーショ
ンを実装する. このアプリケーションを本システムとUnityMobileStreaming上で
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実行し,サーバとクライアント両方の画面が映るように外部からビデオ撮影を行
う (図 26). この時,サーバ画面に表示されている時間とクライアント画面に表示
されている時間の差がクライアント端末への画面出力の際に生じる遅延である.
30fpsのカメラで約 10秒間カメラで撮影したビデオの冒頭から約 2秒間 (60フ
レーム)について遅延を計測した. また, サーバ側から送信する画像の解像度は
256 x 256で実験を行った.
結果
フレームごとの画面出力の遅延時間について,トラッキング処理が無い場合の
結果を図 27, ARのトラッキングを行っている場合の結果を図 28,顔認識を行っ
ている場合の結果を図 29, UnityMobileStreamingの場合の結果を図 30に示す. ま
た, 60フレーム全体の平均値,最大値,最小値,標準偏差を表 3にまとめた.
トラッキング処理を行っている ARと顔認識では,それぞれ平均 1.77秒, 1.89
秒ほどの遅延が見られた. トラッキング処理を行っていない場合の平均遅延時間
が 0.21秒であることから,バックグランドで行っているトラッキング処理が大き
なボトルネックになっていると考えられる. 特に顔認識については,顔のトラッ
キングと同時に顔の向きに合わせて画面を回転する処理を行っているため,図 28
のように 60フレームの間にクライアント側の描画が 3回しか行われない程描画
が遅れてしまっている. また, UnityMobileStreamingの平均遅延時間は 0.03秒と
いう最速の結果を出している. 本システムがUnityMobileStreamingよりも遅延時
間が大きいのは,クライアント端末でフロントカメラによる撮影を行っているた
めであると考えられる. 以上の結果から現状の速度では, ARトラッキングや顔認
識を行いながらでは快適に動画を視聴するのは困難であると考えられる.
6.4 複数端末上での再生時の同期のずれ
タイルドディスプレイの問題点の一つとしてディスプレイ間の描画の同期が挙
げられる. ディスプレイ間の描画がずれてしまった場合,映像にずれが生じ,大き
な違和感を生じさせることになる. 本システムは,ソフトウェアによる制御のた
め,ハードウェアよりも同期のずれが大きくなってしまうことが予想される. こ
の実験では,本システムによるモバイルタイルドディスプレイにサーバから動画
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図 26: 画面出力遅延の測定方法
図 27: 画面出力の遅延 (トラッキング処理無し)
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図 28: 画面出力の遅延 (AR)
図 29: 画面出力の遅延 (顔認識)
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図 30: 画面出力の遅延 (UnityMobileStreaming)
表 3: 画面出力の遅延
　 遅延時間 (秒)
トラッキング無し AR 顔認識 UnityMobileStreaming
平均 0.21 1.77 1.89 0.03
最大 0.27 1.99 2.50 0.05
最小 0.15 1.62 1.30 0.01
標準偏差 0.03 0.09 0.34 0.01
を送信し,各クライアント端末の同期のずれを測定する.
実験方法
6.3節で用いた時間表示を行うゲームアプリケーションをサーバ側で実行し, 4
台のクライアント端末全てにタイマーが映るようにした状態で,全てのクライア
ント端末が映るように外部からビデオ撮影を行う (図 31). この時,各クライアン
ト端末に表示されている秒数の差が同期のずれである. 約 10秒間 30fpsのカメ
ラで撮影したビデオの冒頭約 2秒間 (60フレーム)について同期のずれを計測し
た. また,サーバ側から送信する画像の解像度は 256 x 256で実験を行った.
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図 31: 同期のずれの測定方法
結果
フレームごとの同期のずれについて,トラッキング処理が無い場合の結果を図
32, ARのトラッキングを行っている場合の結果を図 33,顔認識を行っている場
合の結果を図 34に示す. また, 60フレーム全体の平均値,最大値,最小値,標準偏
差を表 4にまとめた.
トラッキング処理を行っていない場合は,平均して約 0.09秒の同期ずれが発生
していた. また, AR,顔認識の順に同期ずれが大きくなった. これはトラッキング
処理が重いほど,クライアント端末の画像のレンダリングに遅れが出ているため
であると考えられる. 図 33によると, ARトラッキングを行っている場合の同期
ずれが 0秒であるフレームが一見多いが,これはクライアント端末の処理が間に
合わず,描画されるタイマーの値が止まっているフレームが多かったためである.
実際,同期ずれの最大値に目を向けると ARトラッキングを行っているケースで
は,約 0.43秒という値であり,トラッキング処理を行ってないケースより約 0.20
秒大きい値となっている.
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図 32: 同期のずれ (トラッキング処理無し)
図 33: 同期のずれ (AR)
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図 34: 同期のずれ (顔認識)
表 4: 同期のずれ
　 遅延時間 (秒)
トラッキング処理無し AR 顔認識
平均 0.07 0.09 0.58
最大 0.23 0.43 1.17
最小 0.00 0.00 0.37
標準偏差 0.06 0.11 0.18
6.5 描画領域の設定完了までにかかる時間
4つのクライアント端末を用いて,描画領域の設定完了までにかかる時間を計
測する. ARと顔認識の両方のトラッキング手法の場合について計測を行う.
実験方法
サーバから 4台のクライアント端末に静止画を送信し, ARまたは顔認識によ
るトラッキングを用いて画面の位置決定を行う. ストップウォッチを用いて全て
のクライアント端末の描画が正しくなるまでの時間を計測する. 全てのクライア
40
ント端末に画像が表示された時点でストップウォッチをスタートさせ,トラッキン
グを用いて全てのクライアント端末の描画が正しくなった時点でストップウォッ
チを停止する. ARと顔認識それぞれについて 10回計測を行う.
結果
描画領域の設定完了までにかかる時間の計測結果を ARの場合を図 35,顔認識
の場合を図 36に示す. また,計測した実測値と平均値を表 5にまとめた. ARよ
りも顔認識の方が短い時間で描画領域を設定することができた. これはクライア
ント端末のフロントカメラのレンズから遠いタブレットの下端付近で, ARマー
カーの認識が鈍かったことが原因であると考えられる. Ming Liらの開発したモ
バイルタイルドディスプレイシステム [10]ではモバイルタイルドディスプレイ
の描画設定に約 6秒かかっていることに対し,本システムが顔認識を用いた際の
描画領域の設定完了までにかかった時間は平均 4.12秒であった.
表 5: 描画領域の設定完了までにかかる時間
　 所要時間 (秒)
AR 顔認識
平均 5.79 4.12
分散 1.22 0.64
6.6 顔認識を用いた画面回転
顔認識を用いてクライアント端末の画面を回転させる処理 (5.3.4節)にかかる
時間を計測する.
実験方法
顔認識によるクライアント端末の画面の回転にかかる時間をストップウォッチ
を用いて計測する. クライアント端末のフロントカメラに顔を映した時点で計測
を開始し,画面の回転が完了した時点で計測を終える. 30回計測を行い,平均値
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図 35: 描画領域の設定完了までにかかる時間 (AR)
図 36: 描画領域の設定完了までにかかる時間 (顔認識)
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を算出する.
結果
顔認識による画面の回転にかかる時間を計測した結果を表 6に示す. 30回計
測を行った結果,平均して 5.45秒,最大値は 9.6秒で,最小値は 2.56秒という結
果になった. 画面が回転するまでの時間は顔が認識されるまでの時間に依存する.
経過時間が最大値となった時は顔が認識されるまでに時間がかかった.これは顔
を回転させる処理の他に,描画を決定するための顔認識処理も平行して行われて
いるため,一時的にクライアント端末が処理落ちしていたことが原因であると考
えられる. また,まれに顔以外の物体を顔と誤認識する場合があり,誤認識によっ
て回転が遅れてたケースも考えられる. 実用性について,平均 5.45秒という結果
であるが,画面の回転が要求されるのは縦長の動画を再生する際にクライアント
端末を並べてモバイルタイルドディスプレイを構築する時のみであると考える
と十分許容範囲であると言える.
表 6: 顔認識を用いた画面回転にかかる時間
経過時間 (秒)
平均 5.45
分散 3.80
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7 おわりに
本章では,本論文のまとめと本論文の今後の課題について述べる.
7.1 まとめ
本研究では, 4台のモバイル端末を動的に並べ替えられるモバイルタイルドディ
スプレイシステムを開発した. モバイル端末のフロントカメラを用いて ARマー
カーや顔をトラッキングして端末の位置を推定する. 本システムは映像を送信す
るサーバと,サーバから映像を受信して描画を行うクライアントアプリから構成
され, ,サーバクライアント間はソケット通信によって接続される.
本システムの性能評価について,ディスプレイの同期ずれについては,平均約
0.1秒のずれが生じており,現状では快適に動画を視聴できる状態とは言い難い.
モバイルタイルドディスプレイの描画領域の設定完了までにかかる時間に関し
ては,平均約 4秒であったため,動的に構築できるモバイルタイルドディスプレ
イの実用性を示せた.
7.2 今後の課題
7.2.1 フレームレートの向上
現状のシステムでは,動画の視聴に十分なフレームレートが出ていない. クラ
イアントアプリ側で,動画の再生中は映像の受信と描画以外のバックグランドで
行われる処理を極力減らし,クライアントアプリの動作を軽くすることが解決策
として考えられる.
7.2.2 画面の同期
動画の視聴のためには画面の同期は重要である. BluetoothやWifiDirectなど
を用いてクライアント端末間で通信を行い,描画のタイミングを合わせるという
解決策が考えられる. しかし,現在のシステムではクライアントは受信した最新
の画像しか保存していないので,描画のタイミングを合わせて同期を取るために
は同期ずれが発生するフレーム分の画像を保存しておく必要がある.
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7.2.3 動的なタイルドディスプレイの構築
現状のシステムは田の字に 4分割された画面の配置が切り替わるのみである.
動的に自由な形のタイルドディスプレイを構築するための解決策として,トラッ
キングした顔やマーカーの座標に対応してUnity空間内のカメラを追従させると
いう方法が考えられる.
7.2.4 音声出力への対応
現在,本システムは音声出力に対応していない. 動画の視聴を目的とする場合,
音声は必要不可欠である. しかし, Unityの内部で出力した音声をスクリプトから
取得する方法は無い. サーバから動画を送信する前に動画に対応した音声ファイ
ルをクライアント端末に送信しておき,映像の描画に合わせて音声を再生するか,
別のツールを使って音声を配信するなどの解決策が考えらえれる.
7.2.5 Android以外のモバイル OS版クライアントアプリ
現在のクライアントアプリは Andoroid向けに作成しているため他のモバイル
OSに対応していない. Android以外の OSでも,加速度センサーやフロントカメ
ラの入力を同様に取得できれば,同じサーバで複数プラットフォームに対応する
ことができる. クライアントアプリの開発に Unityを用いているため, プロジェ
クトの内容はほぼ変更する必要が無く, OSに対応したビルド用のライブラリを
用意することで実現できる.
7.2.6 オンライン上の動画リソースの利用
現状のシステムではあらかじめサーバにインポートした動画しか視聴するこ
とができない. 動画サイトなどに接続し,オンライン上の動画リソースを利用で
きれば動画ファイルを用意しておく手間が無くなり,気に入った動画を自由に視
聴することができる. アプリケーションにwebブラウザを組み込むフレームワー
ク [20]を利用することで, Unity内部でｗ ebブラウザを表示するという方法が考
えられる.
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