This contribution addresses a possible description of the chaotic behavior in multivalued dynamical systems. For the multivalued system formulated via differential inclusion the practical conditions on the right-hand side are derived to guarantee existence of a solution, which leads to the chaotic behavior. Our approach uses the notion of the generalized semiflow but it does not require construction of a selector on the set of solutions. Several applications are provided by concrete examples of multivalued dynamical systems including the one having a clear physical motivation.
Introduction
Satisfactory solution of numerous particular problems in mechanics, engineering sciences and other related fields are often heavily influenced by non-smooth phenomena. As a practical examples, let us mention, e.g., the noise of a squeaking chalk on a black-board or, sometimes more pleasantly, the sounds of stringed instruments like a violin. More relevant applications include noise generation in railway wheels, the drilling machines, etc. Physically speaking, these effects often are due to the fact that there are rigid bodies, which are in contact (they "stick"), whereas these contact phases are interrupted by "slip" phase during which one of the bodies moves relative to another. In addition to such behavior mainly induced by friction, there may also be impacts between different parts of the system. an absolutely continuous solutions, compactness of the set of solutions and upper semicontinuity of the solution. Theorem 2 provides conditions on the right-hand side of the differential inclusion to guarantee that the solution set is globally compact and connected. Finally, Theorem 3 and Theorem 4 show conditions on the righthand side of the differential inclusion to simplify verification of conditions of the previous theorems in the case when one deals with maximal monotone multivalued flow.
Several examples will illustrate these theoretical results. The rest of the paper is organized as follows. The next section summarizes some preliminaries and terminology to be used later on. Main results are collected in Section 3, while illustrative examples are given in Section 4. The last short section draws conclusions and provides some outlooks for the future research.
Preliminaries
Some basic notions are repeated in this section. Interested reader is referred to Ref. 28 for further details.
Definition 1.
A generalized semiflow G on (not necessarily complete) metric space X is a family of maps ϕ : [0, ∞) −→ X, called solutions, satisfying the hypotheses:
(H1) (Existence). For each z ∈ X there exists at least one ϕ ∈ G with ϕ (0) = z.
(H2) (Translates of solutions are solutions). If ϕ ∈ G and τ ≥ 0, then
(H4) (Upper-semicontinuity with respect to initial data). Consider the sequence of flows {ϕ j } ∞ j=1 ∈ G, with ϕ j (0) → z as j → ∞, then there exists a subsequence {ϕ µ } of {ϕ j } and ϕ ∈ G with ϕ (0) = z such that ϕ µ (t) → ϕ (t) for each t ≥ 0.
Remark. Let G be a generalized semiflow and let E ⊂ X. Define for t ≥ 0 T (t)E {ϕ(t)|ϕ ∈ G with ϕ(0) ∈ E}, so that T (t) : 2 X −→ 2 X , where 2 X is the space of all subsets of X. It follows from (H2), (H3) that {T (t)} t≥0 is a semigroup action on the powerset 2 X . Note that (H4) implies that T (t){z} is compact for each z ∈ X, t ≥ 0. Notation. The expression ϕ (·) ∈ G (x) stands for the solution ϕ (·) that starts at x ∈ X.
If for each z ∈ X there is exactly one ϕ ∈ G with ϕ (0) = z then G is called a semiflow.
Definition 2. The generalized semiflow G is said to be upper-semicompact from X to C ([0, ∞) ; X) (C means a space of continuous mappings from [0, ∞) into X) if for any solution ϕ n ∈ X converging to x ∈ X and for any generalized semiflow ϕ n (·) ∈ G starting at ϕ n , there exists a subsequence of ϕ n (·) converging to a generalized semiflow ϕ (·) ∈ G uniformly on compact intervals.
Definition 3. Let D be a closed set and let us consider a sequence of nonempty closed subsets S n ⊂ D, n ∈ N ∪ 0 , S = {S n }, such that S n ∩ S n+1 = Ø. Let ϕ (·) ∈ G (x) be a solution. We say that S forms a ϕ (·)-chain when there exists a nondecreasing sequence of times 0 ≤ t 0 ≤ t 1 ≤ . . . ≤ t n ≤ . . . such that for all n ≥ 0, for any t ∈ [t n , t n+1 ] , ϕ (t) ∈ S n and ϕ (t n+1 ) ∈ S n+1 . Definition 4. Let D be a closed set and let us consider a sequence of nonempty closed subsets S n ⊂ D and we assume that there exists T < +∞ such that for each nonnegative n and for each z ∈ S n+1 there exists x ∈ S n with solution ϕ n (·) ∈ S n and exists τ ∈ [0, T ) with ϕ (τ ) = z, then the system S = {S n } is called to be T − surjective under G. When T −→ +∞, then the system S = {S n } is called to be surjective under G 
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Then the generalized semiflow G possesses the chaotic behaviour.
Main Results
In this section, we formulate the main results of our contribution. To start with, let us give the following definitions, cf. Ref. (29) .
Definition 10. We say that a map F from X into the subset of Y is σ − selectionable if there exists a sequence of compact valued maps {F n } with closed graph satisfying i ∀n ≥ 0, F n has a continuous selection, ii ∀x ∈ X, F (x) = n F n (x).
Let conv(K) be a closed convex hull of K, i.e., the smallest closed convex set containing K. Then we make a usage of the following theorem , Ref. 
The maps F n can be written in the following form:
where the subsets C To present the main results of the current paper, we restrict ourself to the case of finite-dimensional X = R n . The main object of our investigation is initial value 
with F : J × D → 2 X \{∅}. Solution of (1) (30) .
The purpose of the following theorem is to give technical conditions to guarantee the valididty of the Assumption 1. of the Theorem A. (1) Proof. We assume that D is compact. Using the Gronwall's Lemma, it is straightforward that F (t, x) ≤ c(t)(1+|x|) on J ×D implies that F (t, x) ≤ 1. As F (t, ·) is u.s.c. and F (·, x) is measurable, the conditions of the Approximaation Theorem are satisfied. As a result, there exists σ− selectionable map F . Moreover, there is a sequence F n of u.s.c. compact valued maps with closed graphs. Conditions (i), (ii) of the Approximation theorem imply that F (x) = ∩ n≥0 F n (x). As a result, the solution set Sol(.) is upper semicontinuous and compact. We finish the proof with proof that solution of the (1) is a.c. We assume that D is compact and F is (due to previously stated Gronwall's Lemma) locally uniformly bounded. That means that the approximate solutions F n are Lipschitzean. Now, due to (ii) of the Approximation Theorem and due to the form of the maps F n , it is straightforward that for every ǫ > 0 there exists a δ > 0 such that
) ≤ ǫ for every finite sequence of points {x i } with the property that i dist(x i , x i+1 ) ≤ δ (definition of absolute continuity of F n ). As F (x) = ∩ n≥0 F n (x), we can stated that solution of (1) is a.c., too In order to guarantee that also the Assumptions 2 of the Theorem A is satisfied, and also the existence of at least one covering in Definition 6, one needs the global compactness and the connectedness of the solution set Sol. These prerequisites are provided by the following theorem. 
closed convex values and be such that F (·, x) has a measurable selection, F (t, ·) is u.s.c., F (t, x) ⊂ T D (x) on [0, a)×D and F (t, x) ≤ c(t)(1+|x|)
The the set Sol = x∈M Sol(x) is compact and connected.
Proof. This theorem is a special case of the previous theorem when Y = 2 X . So only connectedness has to be proven. Sequence (u n ) with u n ∈ S n for n ≥ 1 has a uniformly convergent subsequence with limit in S(x) and we have dist(S n , S(x)) → 0 as n → ∞ because S(x) ⊂ S n is compact. As the sets S n are connected then S(x) cannot be the union of two nonempty disjoint compact subsets.
In the case of maximal monotone multivalued maps in Hilbert space, which will be useful in our example, e.g. Ref. (29) , is the situation much more simple. 
Definition 10. A monotone multivalued map is maximal if there is no other monotone multivalued mapÃ whose graph contains strictly the graph of A.
We point out some remarks. A multivalued map is monotone (maximal monotone) if and only if its inverse A −1 is monotone (maximal monotone).
The graph of any monotone multivalued map is contained in the graph of maximal monotone multivalued map by means of Zorn's Lemma because of the union of an increasing family of graphs of monotone multivalued maps is obviously the graph of a monotone multivalued map.
As a direct consequence of the definition, we have the following useful criterion to check if u belongs to A(x). Proof. To prove the statement a), one can see that A(x) is the intersection of the closed half-spaces {u ∈: u − v, x − y ≥ 0} in the case when (y, v) ∈ Graph(A). So, A(x) is closed and convex. To prove the statement b), we suppose that x n converge to x and simultaneously u n ∈ A(x n ) converge weakly to u. Let (y, v) ∈ Graph(A). Then u n − v, x n − y ≥ 0 implies, by the limiting process, that u − v, x − y ≥ 0. Thus, u ∈ A(x) using the Theorem 3.
Theorem 3. A multivalued map A is maximal monotone if and only if the following statements are equivalent:
∀(y, v) ∈ Graph(A), u − v, x − y ≥ 0 u ∈ A(x).
Examples
In this section, we will apply previously obtained theoretical results to examples. Example 1. We consider a generalized Lorenz system with discontinuous right hand side (ẋ,ẏ,ż) ⊤ = f (x, y, z) of the form:
The differential inclusion associated with this discontinuous system is (ẋ,ẏ,ż) T ∈ F (x, y, z) where F (x, y, z) is the convex regularization of f (x, y, z), which has the following form:
We try to estimate the domain of existence of the chaotic attractor. In order to do the estimate, we will construct a Lyapunov function to the system. We start with a general form of the Lyapunov function:
where α > 0, β > 0, γ > 0, δ, ǫ, µ, ξ, ρ, τ are parameters to determine. We evaluate the gradient of V for both cases y = 0, y = 0 and we estimate a maximum of that gradient from above. For both cases one has the following:
Now, if we choose τ = −βǫ 2 r/γµ and γµ 2 = βǫ 2 , the right hand side c(x, y, z) of the above inequality takes the form One can easily see that the function c(x, y, z) has the form of general quadric, so we can use a set of transformations in order to simplify the form of the function c(x, y, z). After a lengthy calculations and final choice of parameters α = σ, β = γ = ǫ = µ = 1, ξ = ρ = 0, τ = −r, δ = 1/σ the function c(x, y, z) takes the form
The last evaluation that is needed is to find out the sup {(x,y,z):c(x,y,z)<0}
V (x, y, z).
To do that, we utilize the very well known Lagrange multipliers method. After a rather long calculations, we get the result
Consequently, we have estimated the domain of existence of the chaotic attractor by the manifold
Due to compactness of that domain and due to the convex regularization of the equation (3), we can conclude that all the conditions of Theorem A are satisfied thus we have proved the existence of a chaotic solution in the above domain. In fact, if we choose σ = 10, r = 28.5, b = 2.5, we obtain the traditional chaotic solution of the Lorenz system. We can conclude that the traditional chaotic solution of the Lorenz system is one of the more possible chaotic solutions of the general differential inclusion (3).
Example 2. Now, we will apply previous theoretical results to a practical problem. We have chosen a problem of modeling of the pendulum with friction, Ref. (31) . Let us consider a forced pendulum with a viscous damping and Coulomb friction. This pendulum corresponds to the model:
dt 2 , λ ∈ R, α ∈ R + and Sign(·) denotes the graph of the function Sign(u) = −1 if u < 0, Sign(u) = +1 if u > 0, Sign(u) = [−1, 1] if u = 0. This model has to be understood as a differential inclusion. αSign(ẋ) is the expression of a Coulomb friction applied to the pendulum. Hereafter, we choose a particular expression of the external forcing f (t) = f sin(ωt), f ∈ R, ω ∈ R. The previous model can be written in an obvious way in the form of a first order differential inclusion:
This relation gives thatẎ
where
Moreover, F is clearly a Lipschitz-continuous map: for usual Euclidean scalar product (·, ·) and its associated norm · of R 2 it holds that:
Further, let us show that H is a monotone operator. Let ∀Y = (y 1 , y 2 ) T ∈ R 2 , ∀Z = (z 1 , z2) T ∈ R 2 , ∀U = (u 1 , u 2 ) ∈ R 2 , ∀V = (v 1 , v 2 ) ∈ R 2 . Then for U ∈ H(Y ), V ∈ H(Z) we have (V − U, Z − Y ) = α(v 2 − u 2 , z 2 − y 2 ) ≥ 0 because the function Sign is monotone.
It is easy to show that H is maximal because (I + µH) is invertible for every real µ ≥ 0. Due to Ref. (32) , there exists unique solution of differential inclusion (4) .
As a result, the operator A = F +H meets the implication of the Theorem 4. So, the conditions of the Theorem 2 are fulfilled. Accordingly to the Theorem A, one can stated that the chaotic solution exists for the differential inclusion (4). This result coincides with the results of Ref. (31) where chaotic behavior has been observed by numerical experiments in the case of parameters a = 0.052, λ = 0.87, f = 0.586, ω = 0.666, α = 0.144.
Conclusion and Outlooks
The analysis of chaos in the case of multivalued nonlinear dynamical systems, modeled by differential inclusions, has been presented here. Chaotic phenomena in the case of multivalued dynamical systems are still at the beginning of their analysis, even the notion of the chaos itself is still open and discussed. Similarly to previously existing research, the results presented in the current paper shows the existence of chaotic behavior. Moreover, no a priori hypothesis concerning the existence of homo/heteroclical trajectory is needed here. Conditions are illustrated on several examples. On the other side, design of an efficient numerical method to compute a particular chaotic solution remains an open problem yet to be investigated.
