Abstract. We provide a new explicit estimate of exponential decay rate of underdamped Langevin dynamics in L 2 distance. To achieve this, we first prove a Poincaré-type inequality with Gibbs measure in space and Gaussian measure in momentum. Our new estimate provides a more explicit and simpler expression of decay rate; moreover, when the potential is convex with Poincaré constant m ≪ 1, our new estimate offers the decay rate of O( √ m) after optimizing the choice of friction coefficient, which is much faster compared to O(m) for the overdamped Langevin dynamics.
Introduction
We consider the convergence rate for the following underdamped Langevin dynamics (
where U (x) is the potential energy, γ is the friction coefficient, and W t is a d-dimensional standard Brownian motion; the mass and temperature are set to be 1 for simplicity. The associated Fokker-Planck (FP) equation of (1) for the probability density function ρ(t, x, v) is given by
It is well-known that under mild assumptions the above FP equation (2) admits a unique stationary density function given by
where
When γ → ∞, the rescaled dynamics x (γ) t := x γt converges to the Smoluchowski SDE, also known as the overdamped Langevin dynamics (see e.g., [19, Sec. 6 .5]), which is given by
An equivalent formalism is the following backward Kolmogorov equation,
where L ham is the energy-conservation term and L FD is the fluctuation-dissipation term
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As a remark, (4) could be derived from (2) by considering ρ(t, x, v) = f (t, x, −v)ρ ∞ (x, v) [19] ; since ρ − ρ ∞ L 2
, the exponential convergence of the Fokker-Planck equation (2) is equivalent to the exponential decay of f (t, ·, ·) to zero, provided that´f 0 dρ ∞ = 0. Similarly, one could obtain the backward Kolmogorov equation for the overdamped Langevin dynamics, which is given by
If µ U satisfies a Poincaré inequality, one could show that the generator in the above equation is self-adjoint and coercive with respect to L 2 µU . As a consequence, if´h 0 dµ U = 0, then h(t, x) decays to zero exponentially fast as t → ∞.
Unlike the generator of (6), the generator L in (4) for the underdamped Langevin is not uniformly elliptic. As a result, proving the exponential convergence of ρ(t, ·, ·) to the equilibrium ρ ∞ is more challenging. After a huge amount of works, the exponential convergence of the underdamped Langevin dynamics is now well understood in various norms (see Sec. 1.1 below for a brief review).
Our goal in this work is to provide a rather explicit estimate of the decay rate in L 2 for the semigroup in (4), based on a framework by Armstrong and Mourrat recently proposed in [2] . In particular, under some additional assumptions of U , we obtain explicit estimates for λ > 0 such that for any possible f = f (t, x, v) satisfying (4) and´f 0 dρ ∞ = 0, we have
In the rest of this section, we shall first briefly review existing approaches to study the exponential convergence of (4) (or equivalently (2)) in Sec. 1.1. Next, we will present in Sec. 1.2 our assumptions and main results, and compare our estimate of the decay rate λ with some previous works aiming at explicit estimates [8, 20, 6 ].
1.1.
A brief literature review. There is a substantial amount of works in the literature for studying the exponential convergence of the underdamped Langevin dynamics. Below, we shall categorize them based on the norms and approaches to characterize the convergence. was developed by Dolbeault, Mouhot and Schmeiser in [7, 8] . They identified a modified L 2 ρ∞ norm, denoted by E, such that E(ρ(t, x, v)) → 0 exponentially fast for ρ(t, ·, ·) evolving according to (2) . This strategy is known as hypocoercivity. This method was revisited and adapted in [20, Sec. 2] to deal with the backward Kolmogorov equation (4), i.e., to show that E(f (t, ·, ·)) decays to zero exponentially fast. In Appendix B.1, we will briefly revisit how to choose the Lyaponov function E, based on [6, Sec. 2], because their setup is consistent with our L 2 ρ∞ estimate in Sec. 1.2 below. As a remark, the DMS method [7, 8] has been extended or adapted to study the convergence of spherical velocity Langevin equation [12] , non-equilibrium Langevin dynamics [13] , Langevin dynamics with general kinetic energy [22] , temperature-accelerated molecular dynamics [23] , just to name a few. It might be interesting to study whether the variational framework [2] we based on can be extended to these cases. (iii) (Convergence in Wasserstein distance). Baudoin discussed a general framework of the BakryÉmery methodology [3] to hypoelliptic and hypocoercive operators, based on which the exponential convergence of the kinetic FP equation (quantified by a Wasserstein distance
associated with a special metric) was proved under certain assumptions on the potential U (x) [5, Theorem 2.6]; see also [4] . A different approach was coupling method for underdamped Langevin dynamics (1) . In [6, Sec. 2], for strongly convex potential U , Dalalyan and Riou-Durand considered the mixing of the marginal distribution in the x coordinate, by a synchronous coupling argument; an estimate of the convergence rate was also explicitly provided, quantified by W 2 distance [6, Theorem 1]. For more general potentials, Eberle, Guillin and Zimmer developed a hybrid coupling method, composed of synchronous and reflection couplings, to study the exponential convergence of probability distributions for the underdamped Langevin dynamics (1), quantified by a Kantorovich semi-metric [9] . There are other approaches to study the long time behavior of the underdamped Langevin dynamics, e.g., Lyaponov function [17] and spectrum analysis [10, 14] . We will not go into details here.
Assumptions and main results.
Assumption 1 (Poincaré inequality for µ U ). Assume that the potential U (x) satisfies a Poincaré inequality in space
, and the matrix norm of ∇ 2 U , the Hessian of U , satisfies
for some constant M ≥ 1.
The Assumption 2 is commonly used in the literature, see e.g., the books [19, 25] and the paper [20] , and is satisfied when U grows at most exponentially fast as x → ∞.
The L κ . By abuse of notation, we denote the canonical pairing ·, · H 1
For an arbitrary Banach space X and time interval I, we denote by L p (I × µ U ; X) the Banach space of functions f (t, x, v) with norm
For the rest of the paper, we consider I = (0, T ). Finally, inspired by the work of Armstrong and Mourrat [2] , we define the Banach space
Under Assumptions 1 and 2, there exists a constant λ > 0 such that, for every
and the backward Kolmogorov equation (4), we have, for every t ∈ (0, T ),
Moreover, the expression of λ can be made explicit as follows:
(ii) If the Hessian of U is bounded from below
Note that if K = 0, we recover the estimate in case (i). (iii) In the most general case without further assumptions,
where C 0 is a universal constant independent of parameters d, m, M , and γ.
, then, when γ → 0 (resp. γ → ∞), our estimate provides an estimate on decay rate of O(γ) (resp. O(γ −1 )). This is consistent with [20] and also the isotropic Gaussian case when
(ii) In the convex case, if we optimize with respect to γ by choosing γ =
As is shown in Appendix A, the scaling on m is optimal in the regime m → 0, as it is the rate even for isotropic quadratic potential. To the best of our knowledge, this √ m convergence rate seems to be new in the literature. We refer the readers to Appendix B for the corresponding results from the DMS method, with a slightly more explicit estimate compared to [20] . (iii) It is well-known that for overdamped Langevin dynamics, the decay rate is simply m in L 2 µU for (6). By part (ii) of this remark, when m ≪ 1, the underdamped Langevin dynamics (1) could converge to its equilibrium ρ ∞ at a rate O( √ m), which is much faster than the overdamped Langevin dynamics. (iv) Despite there is no direct link between the decay rates in L 2 distance and Wasserstein distance in our setting, we can nonetheless compare the scaling of decay rates. As we mentioned earlier, using synchronous coupling, Dalalyan and Riou-Durand [6] provided an explicit estimate of the decay rate in
, under the stronger assumption that mId ≤ ∇ 2 U ≤ LId. While this agrees with our estimate (11) when L = O(m), in general it is worse, especially when L is much larger. Remark 1.2. Due to the following relation (see e.g., [21] 
where f = dρ/ dρ ∞ . Theorem 1 implies that ρ(t, ·, ·) converges to ρ ∞ with rate 2λ in both χ 2 -divergence and relative entropy, and with rate λ in total variation distance.
Our decay estimate is based on the following Poincaré inequality:
Theorem 2. Under Assumptions 1 and 2, there exists a constant C P < ∞ such that for every
Moreover the constant C P can be made explicit:
(i) If U is convex, then
is a universal constant independent of any parameter. (ii) If we assume ( 12) for some K ≥ 0, then
(iii) In the general case where only ( 9) is assumed,
where C 0 is the universal constant as in Theorem 1.
The detailed proofs of both Theorem 1 and Theorem 2 will be provided in Sec. 2. Notations. We define a projection operator for
, we also use the same notation Π v to represent the similar projection, i.e., (
Proofs
Our proof strategy is mostly inspired by the variational framework proposed by Armstrong and Mourrat [2] . We start with a few lemmas.
, where the last inequality follows the standard Poincaré inequality on (0, T ):
. Thus we finish the proof of (17) after rearranging.
The key lemma of our proof is the following result on elliptic regularity on I × R d with the measure dt dµ U . The solution to such elliptic equation will play an important role in the proof of Theorem 2. Lemma 2.3. Consider the following elliptic equation:
Assume h ∈ H −1 (I × µ U ), and (h) I×µU = 0. Define the function space
(i) There exists a unique u ∈ V which is a weak solution to ( 18) . When h ∈ L 2 (I × µ U ), we have the estimate
Here we use the convention ∂ x0 = ∂ t .
Proof. (i) V is a linear Hilbert space and has non-zero elements (any function constant in t, and H 1 and mean zero in x is included in V ). Moreover, V is a subspace of H 1 (I × µ U ), and for the rest of the paper we equip it with the H 1 (I × µ U ) norm. We also define the following inner-product:
One can easily verify B(·, ·) is an inner product on V . Notice that if B(u, u) = 0 then ∂ t u = ∇ x u = 0, leaving u to be a constant, which has to be 0 since´I ×R d u dt dµ U (x) = 0. If u is a weak solution of (18), then for any v ∈ V , B(u, v) =´I ×R d hv dt dµ U (x), and necessarilý
We can also show B is bounded above since it is an inner-product and
One can verify the boundedness of H:
Thus by Lax-Milgram's Theorem, the equation (18) 
and the desired estimate follows.
(ii) For each i = 0, 1, 2, · · · , d, consider the elliptic equation
We first verify the rhs has total integral zero. Indeed
The next step is to show rhs is in H −1 (I × µ U ). Pick a test function φ ∈ H 1 (I × µ U ) with φ H 1 (I×µU ) = 1, and by Lemma 2.2:
where C(M ) > 0 is a constant depending on M . Therefore, by (i) we know there exists a w i ∈ V which is the weak solution of (21) . The next step is to verify
We know both functions are in L 2 (I × µ U ) with spatial integral zero. For derivations below, we use the short-hand notation (f, g) :=´I ×R d f g dt dµ U (x), and we don't specify the regularities of f and g. Take any test function φ ∈ H 2 (I × µ U ). Using integration by parts it is easy to check
. Now we do the calculations using the equation:
The equality holds when we replace ∂ xi u by ∂ xi u− 1 T´I×µU ∂ xi u dt dµ U (x) as it is invariant under a constant shift. This shows that, as
. However we already have w i ∈ H 1 (I × µ U ), thus we have shown that ∂ xi u ∈ H 1 (I × µ U ) for each i and hence u ∈ H 2 (I × µ U ). For the Bochner's formula (20) : we use the short-hand notation∇ := (∂ t , ∇ x ) ⊤ , then∇ * = (−∂ t , ∇ * x ), and
Integrate over I × µ U and use the equation∇ * ∇ u = h, we get (20) (notice the last term has integral zero).
Proof of Theorem 2. Without loss of generality, assume (f ) I×µU = 0. We start with
The proof is simple: for every x we have Gaussian Poincaré inequality, and then integrate over
has a unique weak solution u ∈ V . The trick in our following step is to introduce v variable in our calculation. NoticeˆR
where δ i,j is the Kronecker symbol which equals to 1 if i = j and 0 otherwise. Thus,
For the first integral on the right hand side, we use integration by parts:
Let us further estimate (26)
For the second integral in (24), we estimate (again using the convention
Let us first discuss the easier case (ii) with U satisfying (12) . We can estimate directly
Combining (24), (25), (26) , and (28), we get
With the above estimates, we can finally obtain
which verifies the conclusion in cases (i) (setting K = 0) and (ii).
Now we deal with the more general case, without assuming (12) . For the rest of the proof, we let C 0 be a universal constant independent of all parameters, and may change line by line. Using (17) 
Rearranging the terms, we arrive at
Therefore by (29),
Combining the above with (24), (25), (26), (27), we can derive
With Theorem 2, it is easy to prove exponential decay to equilibrium.
Proof of Theorem 1. We first notice that (10) implieŝ
for all t ∈ (0, T ). This is proven by showing
using the equation (4) and doing integration by parts. For every 0 < s < t < T , we have the typical energy estimate:
we have 
. Divide both sides by t − s and let s → t−, by Gronwall's inequality, this proves the theorem with λ = mγ
Substitute in the results of Theorem 2 and we get our desired expression of λ.
B.1. Revisiting the DMS hypocoercive estimation in L 2
ρ∞ . Let us first define an operator
and a Lyaponov function E for φ(x, v) by
where ǫ ∈ (−1, 1) is some quantity depending on L, to be specified below. The functional E is equivalent to L 2 ρ∞ norm in the following sense (see e.g., [20, Eq. (17) 
Theorem 4 (See [20, Theorem 1] ). Assume that the Poincaré inequality (8) holds and there exists R ham < ∞ such that
Suppose ǫ ∈ (−1, 1) is chosen such that λ DMS = λ DMS (γ, m, R ham , ǫ) > 0, where
Then for any solution f (t, x, v) of (4) with´f 0 dρ ∞ = 0, we have
Notice that when ǫ = 0, the rate λ DMS = 0, which reduces to the conclusion that f (t, ·, ·) L 2 ρ∞ is non-increasing in time t. The existence of R ham has been studied under fairly general assumptions on the potential U (x) in [8, Sec. 2]. In the Proposition B.1 below, we provide a simpler estimation of R ham only under the assumption of lower bound on Hessian; see the Appendix B.3 for its proof. The first part of the proof is the same as [8, Lemma 4] ; the simplicity in our approach comes from the application of Bochner's formula. It is interesting to observe that R ham does not depend on m when U is an isotropic quadratic potential.
For the isotropic case U (x) = m 2 |x| 2 , we have
Thus the optimal choice of R ham is √ 2 and (38) is tight in this case.
As an immediate consequence, if it holds that ∇ 2 x U ≥ −2Id, we can take R ham = √ 2, which is tight for the isotropic case. B.2. Asymptotic analysis of the decay rate. In this subsection, we shall assume that ∇ 2 x U ≥ −2Id, thus we can choose R ham = √ 2, according to the Proposition B.1. To remove the dependence on the parameter ǫ and to find the optimal decay rate, let us introduce
provided that the supremum is not achieved at the boundary i.e., ǫ = 1 − or ǫ = (−1) + . Observe that
Therefore, the supremum can only be achieved at ǫ = 1 − , or the critical points of the expression on the right hand side of (39). In general, it is hard to obtain a simple explicit expression of Λ DMS (γ, m). Therefore, we shall consider the following asymptotic regions.
The proof can be found in Appendix B.3. The scaling in the first case is already known in e.g., [20] ; in the above proposition, we simply explicitly calculate the leading order term. The second case is relevant when we choose γ to optimize the convergence rate according to m and for the regime m → 0.
B.3. Proofs of the Propositions in Appendix.
Proof of Proposition B.1. We first consider the case that Hessian is bounded from below. It is equivalent to consider the operator norm of
Notice that this operator is supported on Ran(Π v ) from the observation that A = Π v A, it is then equivalent to find the smallest R ham such that for any φ(x, v) with Π v φ = φ (i.e., φ(x, v) ≡ φ(x) is a function of x only), we have
Given such a function φ with Π v φ = φ, define
It is easy to check that Π v ϕ = ϕ. By simplifying the above equation with (5) and (15),
Furthermore, by some straightforward calculation, we have
Then by Bochner's formula,
Therefore, • (when γ → 0). Via asymptotic expansion, one could check that
+ O(γ) < 0.
Thus, we only need to consider the decay rate at critical points, which are given by Therefore, the optimal decay rate is obtained at ǫ 1 , which gives (41).
• (when γ → ∞). Via asymptotic expansion, one could obtain
Thus the supremum in (39) cannot be obtained at ǫ = 1 − . Then, let us look at the critical points. It turns out there is only one within the interval (−1, 1), which is ǫ 1 = 8 γ + O(γ −2 ). The optimal decay rate must be achieved at ǫ 1 , with the expression given in (41).
