ABSTRACT To mitigate the contradiction between scarcity spectrum resources and heavily wireless services, cognitive radio (CR) has been proposed to improve spectrum utilization through allowing CR users to access licensed channels opportunistically. In large-scale networks, spectrum status is not the same at different locations due to the heterogeneity of CR network (CRN). To cope with such heterogeneity, some noncooperative spectrum sensing and distributed cooperative sensing algorithms were proposed. Such spectrum decision results will be exploited in this paper, in order to draw the spectrum map of the entire largescale CRN. The proposed spectrum mapping scheme contains three processing steps, and a boundary CR users searching algorithm using kennel function based supportive vector machine is adopted to improve the performance of the proposed scheme. The simulation results show that radial basis function kennel performs the best in the proposed scheme, and when accuracy threshold θ a = 0.95 and filtration threshold θ f = 0.02, the proposed scheme can draw a spectrum map with the accuracy 99.3% using only about 28% CR users performing spectrum sensing. Furthermore, the number of CR users and energy detection threshold have little effects on the performance of the proposed scheme.
I. INTRODUCTION
With the explosive growth of demands on high-rate wireless services, the wireless communication technology is developing rapidly around the world. Cognitive radio (CR) is considered as an efficient way to recognize the radio environment and improve the spectrum utilization. CR is defined as an intelligent wireless communication technology based on the information interaction between CR users and radio environment. CR users can detect the spectrum status and quality, and then access the most suitable channel to avoid interference with the primary users (PUs) [1] , [2] . CR technology can mitigate the contradiction between scarcity spectrum resources and heavily wireless services, and has been considered as a promising technology in the future communications.
In large-scale CR network (CRN), the spectrum status may not be consistent at different locations due to the limited propagation range of PUs. To obtain the comprehensive spectrum map, CR users deployed in the CRN will participate in spectrum sensing. In order to cope with the inconsistent spectrum status, some cooperative spectrum sensing algorithms were proposed to divide CR users into clusters, and the CR users in each cluster within relative small space are assumed to share the same spectrum status [3] , [4] . However, the clustering results can affect the spectrum sensing performance, which is still an open issue. Different from the existing works, this paper will exploit the historical spectrum decision results and the corresponding location information of CR users in large-scale CRNs, in order to draw the spectrum map. Then, with the help of spectrum map, a CR user can obtain the spectrum status given its location information and determine whether or not need to participate in spectrum sensing.
In previous works [5] - [8] , the historical sensing data were considered to improve spectrum sensing performance. In [5] and [6] , historical sensing data were transformed into prior knowledge to reduce the uncertainty of current spectrum sensing data and obtain higher detection accuracy. In [7] , the incomplete and corrupted historical sensing data were exploited to predict the evolution of spectrum status. In [8] , the optimal number of channels which need to be detected can be calculated based on the channels' background information. The above works have shown that it is meaningful to exploit the historical sensing information in spectrum sensing.
This paper will propose a novel spectrum mapping scheme in large-scale CRNs, which uses the historical spectrum decision results (rather than the historical spectrum sensing data) and the corresponding location information collected by CR users for further intelligent learning and analyzing. The spectrum map is an intuitive map of radio environment, which can facilitate the understanding of spectrum usage. For each spectrum band, there are busy and idle areas, which are separated by the status boundary and shown clearly in the spectrum map. Such spectrum map and status boundary are prior knowledge for efficient spectrum detection and spectrum management.
There are some related works on spectrum map, and one of them is Radio Environment Map (REM) proposed in [9] and [10] . REM and spectrum map are common in describing the radio environment in CRNs. However, REM was built with the help of data such as geographical features, available services, spectral regulations and locations, and the huge amount of data processing led to non-realtime spectrum analysis. Different from REM, the historical spectrum decision results made by CR users are exploited to describe the spectrum map in this paper.
In this paper, the CR users' previous spectrum decision results will be collected by a fusion center and used to draw the spectrum map. The fusion center uses the least squares support vector machine (LS-SVM) as data fusing method to draw a spectrum map. As a supervised learning algorithm, SVM was proposed to assign new data into existing categories optimally, and during the past decades it was widely used to solve classification and regression problems [11] . In this paper, SVM model is used to classify the historical spectrum decision results of CRN and find a boundary (i.e., the SVM optimal decision hyper-plane) directly in a two-dimensional map. Furthermore, the SVM has an excellent character, i.e., the optimal decision hyper-plane is determined only by those data which are close to the hyperplane. Those data (i.e., location information of CR users) are named as support vectors, and thus the model has the name ''SVM''. This characteristic shows that most of the historical spectrum decision results (corresponding to labels in SVM) are inessential to draw the spectrum map, thus the corresponding CR users do not need to detect the target spectrum band. Hence, the proposed algorithm will reduce the time and energy consumption of CR users in spectrum sensing and the time expense of the data processing in fusion center.
The main contributions of this paper are as followings, 1) The CR users' historical spectrum decision results are used to draw the spectrum map in large-scale CRNs, and a boundary CR users searching algorithm is exploited to find the boundary of spectrum status. 2) With the help of the spectrum map, CR users can determine whether or not to participate in spectrum sensing in the current and the future. Hence, the time and energy consumption in spectrum sensing are reduced. The remainder of this paper is organized as follows. In Section II, the model of spectrum mapping is introduced. In Section III, the boundary CR users searching algorithm is proposed to divide the historical spectrum decision results into essential data and inessential data, where the spectrum sensing performances maintain only with the essential data. In Section IV, the performances of the proposed scheme are shown with simulation. Finally, the conclusion of this paper is given in Section V.
II. MODEL OF SPECTRUM MAPPING SCHEME
Actually, drawing the spectrum map equals to classify the physical space into two sub-space, which correspond to busy and idle spectrum status. In this Section, the SVM classification model and its improved model LS-SVM are introduced respectively. Then, the spectrum mapping scheme is proposed with LS-SVM model and the details are presented. The spectrum map can be plotted using the historical spectrum decision results. Then, the idle and busy spectrum areas are shown visually.
A. SVM
As mentioned in Section I, SVM model is a supervised learning algorithm. Its foundation is statistical learning theory (SLT), which can deal with the case that the number of data is limited [12] . In this paper, SVM is used to classify the location information x i of CR users with the label information (i.e., historical spectrum decision results). Specifically, a data x i is regarded as a point in N -dimensional space (N is the dimension of x i ), and the goal of SVM algorithm is to find an optimal hyper-plane which can divide the data (i.e., location information x i , i = 1, 2, · · · ) into two sub-space according to their spectrum decision labels y i (y i = 1 or −1). The optimal hyper-plane for linear separable problems can be represented as,
where
T is the normal vector of the hyper-plane, and b is the displacement parameter. To optimize the hyper-plane, the margin distance between the two classes should be maximized [13] . The margin distance is defined as γ = 2 w , and parameters determination (i.e., w and b) is based on structural risk minimization (SRM). When the maximum value of γ reaches, 1 2 w 2 reaches its minimum, VOLUME 6, 2018 and thus the parameters determination can be represented as,
where M is the number of data or CR users, x i and y i represent the location information and decision label of the ith CR user, respectively. The inequation y i (w T x i + b) ≥ 1 means that the signs of the classification result and decision label of each data will be the same.
The effective way to solve Eqn. (2) is translating it into a dual problem through Lagrange multiplier method. After adding a Lagrange multiplier α i (i = 1, 2, · · · , M ) to each restriction, Eqn. (2) can be rewritten as [12] ,
where w can be solved by its partial derivative equaling zero,
After α are derived from Eqn. (4), w and b can be obtained.
To deal with linear inseparable problems, kernel function was adopted in SVM for dimension increasing. Kernel function can transfer low-dimensional data into high-dimensional space without knowing the detailed mapping function. Eqn. (4) with kernel function to increase the dimension of data can be rewritten as [12] ,
and (x i ) is the mapping function. Kernel function reduces the computation complexity effectively in SVM and makes SVM one of the most popular machine learning algorithms.
B. LS-SVM
In SVM, the improper restrictions may produce overfitting problem, and cause the classification accuracy low. Hence, the flexible restrictions were allowed, and a few classification errors are tolerable. After replacing with flexible restrictions, Eqn. (2) can be rewritten as,
where C is a constant representing the tolerance degree of unmatched samples. l 0/1 (·) is the loss function. The parameters determination process of least square SVM (LS-SVM) is the same as the traditional SVM. LS-SVM proposed to replace the loss function l 0/1 (·) with square error ξ 2 i [14] . In LS-SVM, Eqn. (6) can be represented as [14] ,
where ξ i is the error between the spectrum decision label and classification result of the ith CR user, and
Different from the traditional SVM, the restrictions in LS-SVM are equations shown in Eqn. (7), hence determining the Lagrange multipliers is a problem of solving linear equations. Solving linear equations is much faster and more convenient, and thus the proposed scheme adopts LS-SVM as the classification algorithm in this paper. After considering the kennel function, the classification result of data x using LS-SVM can be represented as [14] ,
C. SPECTRUM MAPPING SCHEME
As shown in Fig. 1 , the model of spectrum mapping scheme is composed of three levels, and these three levels are named data collecting level, historical data learning level, and system optimizing level from the bottom up, respectively. At the first level, data are collected from a large-scale CRN. Here, the data collected are historical spectrum decision results and location information of CR users. In CRN, the spectrum decision is made by CR users, and the spectrum status is determined not only by signals of PUs but also by other co-existing wireless networks.
For simplicity, noncooperative spectrum sensing is used to detect the spectrum status and make spectrum decision independently in large-scale CRN. Such spectrum decision results are collected at the first level in Fig. 1 . A data fusion center is applied to gather all the historical spectrum decision results as well as location information from CR users and these data will be analyzed at the next two levels. For simplicity, all CR users adopt energy detection to get the decision results [5] .
After spectrum decision results collected, the historical data learning level starts working. LS-SVM is applied in this level to draw a spectrum map. As mentioned above, the parameters in LS-SVM can be derived to get the optimal hyper-plane using Lagrange multiplier method, i.e., w = 7). According to the experimental results, the radial basis function (RBF) kennel is adopted, that is,
Finally, a boundary CR users searching algorithm is adopted at the third optimizing level. Boundary CR users (corresponding to the location information of several CR users near the boundary of spectrum status) searching is based on the theory that the distances between these data and the hyper-plane are inversely proportional to the absolute value of their Lagrange multipliers, which will be derived in Section III. Through the proposed algorithm the data far away from the boundary will be removed from the training data set. With the decreasing of the number of data, the complexity of the proposed spectrum mapping scheme will be reduced. Meanwhile, the accuracy of spectrum map is still remained. The boundary determination is significant in time and energy saving, because fewer CR users are needed to detect the target spectrum in CRN later. The detailed process of boundary CR users searching algorithm will be introduced in the next Section.
In spectrum mapping scheme, the above three levels work together to analyze the historical data and output the spectrum map. The visualization of spectrum map will be shown in Section IV.
III. BOUNDARY CR USERS SEARCHING ALGORITHM
In SVM, it is shown that the optimal boundary hyper-plane is determined only by the support vectors [15] , which corresponds to the CR users near the boundary of spectrum status (i.e., idle or busy). However, in historical data learning level the LS-SVM model uses all the historical location information and spectrum decision results as the train data, which spends too much time on drawing spectrum map.
The boundary CR users searching algorithm is proposed to address this problem. The algorithm can help find the boundary CR users in CRNs, and only the boundary CR users need to detect the target spectrum band. Boundary CR users are those users which are close to the optimal hyper-plane. The distance d i between the ith user and the optimal hyperplane can be represented as,
where w T (x i ) + b is the hyper-plane function, and w is the normal vector of it. Considering the restrictions y i = w T (x i ) + b + ξ i in Eqn. (7) and α i = Cξ i , Eqn. (9) can be deduced as,
where y i is -1 or 1 in the two-classification problem, so α i can be represented as,
It is obvious that if d i = ± 1 w , then α i = 0. If a CR user is very close to the hyper-plane (i.e., |d i | 1 w ), the absolute value of user's Lagrange multiplier is large. When the optimal boundary hyper-plane is calculated, the historical data of CR users with small absolute value of Lagrange multipliers will be removed to decrease complexity, and thus the corresponding CR users do not need to detect the target spectrum band. In other words, the Lagrange multipliers can be regarded as ''important degree'' of CR users.
However, the data with small absolute value of Lagrange multiplier cannot be removed immediately, since the range of the boundary CR users' Lagrange multipliers is unknown. In this Section, a boundary CR users searching algorithm is proposed as optimizing level in the proposed scheme in Fig.1 . The proposed algorithm designs an iteration process to describe the searching process of boundary CR users. The algorithm sets a filtration threshold θ f (θ f ∈ (0, 1)) to decide how many data are removed as non-supportive vector in each iteration. θ f is always set to a very small number like 0.02. After sorting the value of Lagrange multipliers of CR users, the last θ f × M t−1 historical data are removed from data set in the tth iteration and the corresponding CR users do not need to detect the target spectrum band, where M t−1 is the number of data left in training data set after (t − 1) times iteration.
Moreover, in order to keep a high classification accuracy of spectrum map, an accuracy threshold θ a is defined in the proposed scheme. If the classification accuracy in the T th iteration is less than θ a , the iteration process will stop immediately, and the corresponding CR users of the input data set (x i , y i )| i= [1,2, In the boundary CR users searching algorithm, the computation complexity is proportional to the number of CR users M in each iteration, and the number of CR users left in the training set is decreasing with the increasing of iteration. Its computational complexity is O(M 2 ). Furthermore, the first two levels in the proposed scheme are based on LS-SVM, whose computation complexity is proportional to the number of users M (i.e., O(M )), which is neglectable compared with O(M 2 ). 
IV. SIMULATIONS
In this Section, the performance of the proposed scheme will be evaluated through MATLAB simulation. The large-scale CRN is set as a field with 30km×20km. In this CRN, it is assumed that PU transmits signal with power P = 30mW . There are 500 CR users randomly distributing in the network which can hear signals from PUs. The signals from PUs are experienced with time variant Rayleigh fading. The maximal iteration times of the proposed algorithm is set to 100.
The spectrum maps are built by the proposed scheme with RBF kennel (see Fig. 2 and Fig. 3 ), using the data of 500 CR users' spectrum decision results and location information. The accuracy threshold is set to θ a = 0.95 and filtration threshold is set to θ f = 0.02. Fig. 3 is the spectrum map using all the historical data, and after data processed by boundary CR users searching algorithm, the spectrum map is shown as Fig. 2 . The estimated effective propagation range of PU is shown in pink area, and the area in light blue represents idle spectrum status.
Compared with Fig. 3 , the boundary in Fig. 2 is approximately the same, and the number of CR users has decreased to about 28% (only the historical decision data of 142 CR users are used). And it is shown in Fig. 2 Fig. 3 are randomly distributed in CRN. In addition, it should be noticed that all the users whose abscissa is larger than 25000m are removed from the training set through proposed algorithm, thus the lengthes of spectrum map in Fig. 2 and Fig. 3 are different.
As mentioned in Section II, the proposed scheme uses RBF kennel as the kennel function. Table 2 shows the performances of the proposed scheme using RBF kennel, polynomial kennel and linear kennel respectively with 500 CR users, accuracy threshold θ a = 0.95 and filtration threshold θ f = 0.02. The row ''iteration times'' refers to time iterations of the proposed algorithm, and ''the number of boundary users'' is the size of the output data set (
of the algorithm. As one can see in the table, the accuracy of linear kennel is much lower than that of polynomial kennel and linear kennel. Compared with the polynomial kennel, the accuracy of RBF kennel is higher even using less data. Hence, the RBF kennel is applied in the proposed scheme, and all the following simulation experiences in this Section are simulated using RBF kennel.
Figs.4-7 show the performances of the proposed scheme under different parameter settings. In Fig. 4 , the filtration threshold θ f is set to 0.01. In Fig. 5 , the filtration threshold θ f is set to 0.02. In Fig. 6 , the filtration threshold θ f is set to 0.03. In Fig. 7 , the filtration threshold θ f is set to 0.05. All the above scenarios have 500 CR users, whose historical data are used as the training set ( and current data are used as the test set (
However, the iterations of proposed algorithm are different in these scenarios. For example, the algorithm iterates about 40 times when θ f = 0.05, but when θ f = 0.02, the iteration times will be about 90 times. It leads to a problem that different iteration times may affect the performances of the proposed scheme. To solve this problem, in the scenarios of Figs.4-7, the maximal iteration times of each scenario is set as 100, which is the upper bound. In this way, the performances under different scenarios can be compared fairly.
In addition, the performance of the proposed scheme is measured by classification accuracy d a , time compression degree d t and energy saving degree d e . The time compression degree d t is defined as the current runtime to original runtime ratio, and the energy saving degree d e is defined as the number of boundary CR users to the size of the original training set ratio. It is obvious that the time compression degree d t and energy saving degree d e are all decreasing when the iteration increases. As shown in Figs.4-7 , the performance of proposed scheme is better in the scenarios that the filtration threshold θ f is 0.02 and 0.03. In Figs.5-6, the classification accuracy d a is close to 1 all the time. However, the classification accuracy d a in Fig. 7 experiences significant decreasement due to a large amount of data removed. The classification accuracy d a is also high in Fig. 4 , however, the time compression degree d t and energy saving degree d e are higher than those in Figs. 5-6. The performance of the proposed scheme is shown in Table 3 with θ a = 0.95, where the number of boundary CR users is the same as Table 2 . The ''original runtime'' and ''optimal runtime'' are the runtime of proposed scheme with original data set (x i , y i )| i= [1,2,··· ,M ] and output data set ( Table 3 , it is obvious that under the same accuracy, the time compression degree d t and It is shown in Fig.5 that the classification accuracy d a is always higher than accuracy threshold θ a = 0.95. However, in practical applications, the classification accuracy d a may have a sudden decline if too many boundary CR users are removed mistakenly. The accuracy threshold θ a = 0.95 is a measure guaranteeing the classification accuracy of the proposed scheme.
All the above simulations focus on the influence of parameters of LS-SVM and the boundary CR users searching algorithm. The following simulation experiments in this Section analyze the influence of data collecting level, which corresponds to spectrum sensing process. The influences of energy detection threshold and the number of CR users in CRN are simulated, and the results are shown in Fig. 8 and Table 4 . In Fig. 8 the classification accuracy d a , time compression degree d t and energy saving degree d e are slightly fluctuating, which shows that energy detection threshold in CRN has less influence on the performance of proposed scheme. Besides, the simulation results shown in Table 4 illustrate that the proposed scheme is effective no matter how many CR users existing in CRN.
V. CONCLUSIONS
In this paper, a novel spectrum mapping scheme has been proposed with LS-SVM and RBF kennel. The historical spectrum decision results are exploited to plot spectrum map of large-scale CRNs. Moreover, an optimization algorithm has been proposed to remove the inessential data collected far away from the spectrum status boundary. Hence, the CR users far away from such boundary are unnecessary to participate in spectrum sensing, and thus the total energy and time consumption for spectrum sensing reduced. Such a boundary is meaningful for current and future spectrum sensing process, and helps CR users to determine whether or not to participate in spectrum sensing. The simulation results have shown that the performance of the proposed spectrum mapping scheme is the best when filtration threshold θ f = 0.02. When θ f = 0.02, θ a = 0.95 and the number of CR users is 1000, the scheme realizes an spectrum detection accuracy as 99.3% with only 21% of the original runtime and about 28% of the total CR users. The proposed scheme is insensitive to how many CR users deployed in CRNs. In the future work, we will consider high mobility PUs and figure out the dynamic spectrum status boundary. 
