Analysis of randomized experiments with missing covariate and outcome data is problematic because the population parameters of interest are not identified unless one makes untestable assumptions about the distribution of the missing data. This paper shows how population parameters can be bounded without making untestable distributional assumptions. Bounds are also derived under the assumption that covariate data are missing completely at random. In each case the bounds are sharp; they exhaust all of the information that is available given the data and the maintained assumptions. The bounds are illustrated with applications to data obtained from a clinical trial and data relating family structure to the probability that a youth graduates from high school.
INTRODUCTION
This paper is concerned with nonparametric analysis of randomized experiments with observational problems. The existing literature on this subject is concerned mainly with the interpretation of experiments in which some subjects do not comply with assigned treatments. In general, average treatment effects are not identified when there is noncompliance, but they can be bounded (Manski 1989 (Manski , 1990 Robins 1989, Balke and Pearl 1997) . The identifiability of treatment effects within the subpopulation of persons who comply with treatment has been also studied (Bloom 1984; Angrist, Imbens, and Rubin 1996) . Manski (1997) studied a converse problem in which subjects comply with treatment but the problem of interest is to predict outcomes in real world settings with imperfect compliance.
Our concern here is the interpretation of experiments with missing covariate and outcome data.
Observational problems at the point of randomization sometimes prevent experimenters from collecting complete data on covariates of interest. Observational problems following randomization (e.g., attrition from a clinical trial) sometimes prevent experimenters from collecting complete outcome data. We suppose that outcomes are binary. The extension to more general outcomes can be carried out by using methods like those of Horowitz and Manski (1998) but is beyond the scope of this paper.
Section 2 characterizes the inferences on population parameters of interest that are possible without making untestable assumptions about the distribution of the missing data. The inferences take the form of bounds on population parameters. The bounds are sharp; that is, they exhaust the information that is available from the data. Moreover, the bounds are continuous functions of the probability that an observation is complete (non-missing) and are informative whenever the probability of a complete observation exceeds zero. We also report tighter bounds obtained under the assumption that covariate data 2 are missing completely at random (MCAR), with no assumption imposed on the process generating missing outcome data.
Section 3 illustrates the theoretical results by applying them to data obtained in a U.S. Department of Veterans Affairs (DVA) clinical trial of treatments for hypertension (Materson, et al. 1993) . A further illustration is presented in Section 4, which revisits a study of the effect of family structure on the probability that a child graduates from high school (Manski, Sandefur, McLanahan, and Powers 1992) .
Section 5 presents concluding comments. The proofs of theorems are in the Appendix.
To focus attention on the problem of missing covariates and outcomes, we abstract from other observational problems, including noncompliance. Note, however, that when a subject does not comply with the assigned treatment, the experimenter observes an outcome, albeit for a treatment other than the one assigned. When outcome data are missing, the experimenter observes no outcome at all. Therefore, the bounds derived in Section 2 apply, though they may not be sharp, to settings with noncompliance.
The analysis in this paper is deliberately conservative. Our "worst-case" approach of asking what inferences can be made without invoking untestable assumptions contrasts with the "best-case" approaches that dominate the literature on estimation in the presence of missing data. The most common practice is to assume that covariate and outcome data are missing at random. Occasionally, a model of non-random missing data is asserted. Either way, the identification problem is solved and efficiency of estimation becomes the central matter of concern to statisticians. See, for example, Little (1992) , Robins, Rotnitzky, and Zhao (1994) , and Wang, Wang, Zhao, and Ou (1997) .
In our view, it is not sufficient for empirical researchers to know the inferences that can be made if certain distributional assumptions hold. It is also important to characterize the inferences that can be made without imposing these assumptions. The conservative analysis developed here allows the establishment of a domain of consensus among researchers who may hold disparate beliefs about what assumptions are appropriate (Manski 1995) . Concern with establishing consensus has motivated some researchers facing 3 missing data problems to perform sensitivity analyses in which they entertain a limited range of alternative assumptions about the nature of the missing data (e.g., Little 1995 , Little and Yao 1996 , Nordheim 1984 , Rosenbaum 1995 , Rotnitzky, Robins, and Scharfstein 1998 . Our approach is a sensitivity analysis that encompasses all non-refutable assumptions about the nature of the missing data.
In an earlier paper (Horowitz and Manski 1998) , we studied the problems of missing covariate and outcome data in the analysis of survey response. The present analysis complements and generalizes that work. Whereas Horowitz and Manski (1998) examined certain polar cases of missing data (only outcomes are missing, only covariates are missing, or outcomes and covariates are jointly missing), here we permit mixed patterns of missing covariate and outcome data. Whereas the earlier paper was concerned only with the problem of inference on outcome levels, here we analyze the distinctive problems of inference on the variation of outcomes with treatment and with covariates.
DERIVATION OF THE BOUNDS
This section derives bounds on population parameters of interest in applications such as those We assume that if X is a vector, then in any data record either all components of X are missing or none are missing. The bounds we derive apply but may not be sharp if different components of X may be missing in different data records. Sharp bounds for this case can be derived using methods similar to those used here but the calculations are beyond the scope of this paper. when X is discrete. The data are uninformative about these quantities if X is continuous and some observations of X are missing.
Let P t (⋅) denote the probability of the event in parentheses for an individual who is assigned randomly to treatment t.
Application of Bayes' theorem to G x tjk ( ) in (1) yields
For (j,k) ∈ {0,1}, the sampling process 
where 
These bounds are sharp (Horowitz and Manski 1995, Corollary 1.2) . Therefore, sharp bounds on Π t x ( ) can be obtained by minimizing and maximizing the right-hand side of (2) with respect to the unidentified
, and (4). The result is: 
, and
. T A necessary and sufficient condition for the bounds in Theorem 1 to be informative (that is, to
is Q t11 (x) > 0 and p t11 > 0. In other words, the bounds are informative if the probability of a complete observation with X = x exceeds zero. Now let L s (x) and U s (x) be the quantities obtained from L t (x) and U t (x) by replacing t with s. Sharp
. Because individuals are assigned randomly to treatments, there are no further constraints on Π t x ( ) and Π s x ( ) . Therefore, sharp bounds on
are as stated in the following corollary to Theorem 1:
These bounds are informative (that is, the difference between the lower and upper bounds is strictly less than 2) whenever Q t11 (x) > 0, Q s11 (x) > 0, p t11 > 0, and p s11 > 0. 
Bounds on
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In addition, 
where
The sampling process does not identify B x x t ( , ) 2 1 or the unidentified quantities described in Section 2.1. Each unidentified quantity can have any value in [0,1]. There are, however, additional relations among these quantities that must be maintained.
These are:
and 
Inequalities (9) and (10) The solution in to otherwise.
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and L t( x 2 , x 1 ) = -Ut(x 1 , x 2 ). T These bounds are informative whenever Q t11( x 1 ) > 0, Q t11( x 2 ) > 0, and p t11 > 0.
Bounds when X Is Missing Completely at Random
The bounds derived in Sections 2.1-2.2 can be tightened if X is missing completely at random (MCAR). The tighter bounds are derived in this section. Formally, X is MCAR if
for all x in the support of X and all j, k, = 0, 1. Lemma 1 states the consequences of X being MCAR that are important for identification.
and
8 for all x in the support of X and k = 0 or 1. T Lemma 1 implies that when X is MCAR, E x t 01 ( ) and Q x t k 0 ( ) (k = 0, 1) are identified. Define
. Then, substituting (11) and (12) into (2) yields
All quantities on the right-hand side of (13) are identified except E x t10 ( ) , which can have any value in [0, 1] . Therefore, we have:
The bounds on Π t x ( ) are informative whenever H t (x) > 0. 
2 1 . T These bounds are informative whenever H t (x 2 ) > 0 and H t (x 1 ) > 0. In addition, it is not difficult to show that Theorems 3 and 4 hold if X is continuously distributed. Thus, under the MCAR assumption, we obtain informative bounds even if X is continuous. As was discussed in Section 2.1, the bounds are uninformative if X is continuous but not assumed to be MCAR.
Finite-Sample Inference
The discussion in Sections 2.1-2.3 assumes that identified features of the joint distribution of (Y, X, Z y , Z x ) are known with certainty. This section treats inference when these features must be estimated from a finite sample of size n. We explain how to obtain consistent point estimators of the bounds and joint asymptotic confidence intervals that have known probabilities of containing the population values of both the lower and upper bounds. 
One way of obtaining z nα is to derive it from an analytic expression for the asymptotic distribution of L n and U n . The delta method can be used to show that for each pair (L,U) in Section 2.1-2.3, the estimator (L n ,U n ) is asymptotically bivariate normally distributed with mean (L,U) and a covariance matrix that can be estimated consistently. This approach is unattractive, however, because the expressions for the asymptotic covariance matrices are very lengthy and, therefore, tedious to implement.
Asymptotically valid confidence intervals can be obtained more easily by using the bootstrap. This consists of carrying out a Monte Carlo simulation in which the data corresponding to the treatment(s) of interest are sampled randomly with replacement (bootstrap sampling). Each bootstrap sample is used to compute a bootstrap estimate of (L, U), denoted (L n *, U n *), by applying the formulae for (L n , U n ) to the bootstrap sample. By repeated bootstrap sampling, the distribution of (L n *, U n *) conditional on the data can be estimated with arbitrary accuracy. The estimated distribution is used to find z nα * such that P*(L n * -z nα * ≤ L n , U n ≤ U n * + z nα *) = 1 -α, where P* is the probability measure induced by bootstrap sampling conditional on the estimation data.
It has asymptotic coverage probability 1 -α (Bickel and Freedman 1981) . The bootstrap is used to obtain confidence intervals for bounds in the applications described in Sections 3 and 4.
To check the finite-sample accuracy of the bootstrap procedure, we carried out a Monte Carlo experiment in which we estimated the true coverage probabilities of nominal 95% confidence intervals for
The distribution of (Y, X, Z y , Z x ) used for the simulations was the empirical distribution of the data in the DVA clinical trial that is described in Section 3. The sample sizes were the same as in the clinical trial. Experiments were carried out with and without assuming that X is MCAR.
The empirical coverage probabilities were in the range 0.93 to 0.96.
AN ILLUSTRATIVE APPLICATION TO A CLINICAL TRIAL
This section applies the methods of Section 2 to data obtained in a clinical trial of treatments for hypertension that was carried out by the DVA (Materson, et al. 1993; Materson and Reda 1994; Materson, Reda, and Cushman 1995) . Patients at 15 DVA hospitals were randomly assigned to one of 6 treatments for hypertension or placebo (treatment 7). The trial had two phases. In the first, the dosage that brought diastolic blood pressure (DBP) below 90 mm Hg was determined. In the second, it was determined whether DBP could be kept below 95 mm Hg for a long time. Treatment is defined to be successful if DBP < 90 mm Hg on two consecutive measurement occasions in the first phase and DBP ≤ 95 mm Hg in the second. Treatment is unsuccessful otherwise. The biochemical indicator "renin response" was 11 measured at the time of randomization. It has levels "low," "medium," and "high," and may be related to the probability of successful treatment (Freis, Materson, and Flamenbaum 1983) .
Let X denote renin response. The problem addressed here is to estimate Π Π
for t ≠ 7 (the treatment effect). Some patients dropped out of the trial before success or failure could be determined, and renin-response is missing for some patients. Therefore, the quantities of interest are not identified. We use the methods of Section 2 to obtain bounds on them. The pattern of missing data is shown in Table 1 .
We have obtained bounds on the population quantities of interest without and with the assumption that renin response is MCAR. The MCAR assumption is not testable with the available data but is plausible for reasons that will now be explained. All randomized patients had blood samples taken for the purpose of determining renin response. The samples were shipped to a central laboratory for analysis.
Missing data on renin response occurred when samples were damaged or destroyed during shipment.
Neither the outcome of a patient's treatment nor his renin response were known at the time of shipment.
Thus, it is reasonable to assume that the occurrence of damage and, therefore, Z x are statistically independent of treatment outcome and renin response, at least conditional on the hospital at which the sample originated. A chi-square test failed to reject the hypothesis that Z x is independent of hospital (p > 0.30). A chi-square test using data from the patients for whom Z y = 1 failed to reject the hypothesis that Z x is independent of Y (p > 0.5). The tests support (but do not imply) the assumption that Z x is independent of the other observed variables.
We have also obtained point estimates of the population quantities of interest using only records with complete data. This amounts to assuming that missing data are ignorable. We have no evidence for or against this assumption. We use it to illustrate the gains in precision of inference that it provides.
The results are shown in Tables 2 and 3 . As expected, the point estimates and 95% confidence intervals for the bounds are narrower with than without the assumption that X is MCAR and narrower still 12 when only complete-data records are used. Table 2 shows that the 95% confidence intervals for the treatment effect conditional on low renin response exclude zero for 5 of the 6 treatments, even when no assumptions are made about the distribution of missing data. For each of these treatments, the hypothesis that treatment is ineffective conditional on low renin response is rejected at the 0.05 level without making untestable assumptions. The 95% confidence intervals for the treatment effect conditional on medium renin response exclude zero for 2 treatments without the MCAR assumption, 4 treatments with MCAR, and 5 treatments when missing observations of Y and X are assumed to be ignorable. With high renin response, the hypothesis of ineffective treatment is rejected for one treatment with no assumptions about the distribution of the missing data, 3 treatments with MCAR, and 4 treatments when missing observations of Y and X are assumed to be ignorable. The results shown in Table 3 provide little support for the proposition that the probability of success varies with renin response. The 95% confidence intervals for
contain zero even when only complete-data records are used.
AN ILLUSTRATIVE APPLICATION TO A QUASI-EXPERIMENT
Social scientists have long sought to understand how family structure during childhood affects childrens' outcomes later in life. Experiments in which family structure is purposefully randomized across children are not possible, but observational data from longitudinal surveys are often analyzed as quasiexperiments in which statistical associations between family structure and children's outcomes are interpreted as estimates of treatment effects. Such quasi-experimental studies have usually analyzed only cases with complete covariate and outcome data, thus effectively assuming that missing data are ignorable.
See, for example, Astone and McLanahan (1991) , Hogan and Kitagawa (1985) , Krein and Beller (1988), and Sandefur (1994) . Manski, et al. (1992) used data from the National Longitudinal Study of Youth (NLSY) initiated in 1979 to estimate the effect on high school graduation of living in an intact two-parent home during 13 adolescence. The objective was to assess the sensitivity of inferences to assumptions about the process determining family structure. Manski, et al. (1992) did not examine the sensitivity of their inferences to assumptions about the process generating missing data. Relying on the findings of Sandefur, McLanahan, and Wojtkiewicz (1989) , they analyzed only cases with complete data. The results in Section 2 can be used to assess the identification problem posed by missing data in the quasi-experiment in which family structure is assumed to be randomly assigned conditional on certain covariates. To illustrate, we reexamine the finding of Manski, et al. (1992, p. 35 ) that the effect of family structure on high school graduation tends to decrease with parents' schooling.
We Table 4 presents two sets of results, one using X 1 as the covariate (upper panel) and the other using X 2 (lower panel). Manski, et al. (1992) used (X 1 , X 2 ) as a two-dimensional covariate, but here we want to 14 illustrate how different numbers of missing observations of X 1 and X 2 affect inference. The point estimates using only the complete cases yield the earlier study's finding that the effect of family structure on high school graduation decreases with parents' schooling. The hypothesis that the effects of family structure are the same with X 1 < 12 and X 1 > 12 can be rejected at the 0.05 level. However, the hypothesis that treatment effect is independent of X 2 cannot be rejected at the 0.05 level. The estimates assuming that X 1 is MCAR continue to indicate that the effect of family structure decreases as X 1 increases. With no assumptions on the distribution of missing data, the point estimates weakly suggest that the effect may decrease with increasing X 1 . The confidence intervals are very wide however, and it is not possible to reject the hypothesis that the effect of family structure is independent of X 1 .
CONCLUSION
Inference from clinical trials or quasi-experiments is problematic when some data are missing because population parameters are not identified unless one makes untestable assumptions about the distribution of the missing data. This paper has shown how population parameters can be bounded without making untestable distributional assumptions. The bounds are sharp; that is, they exhaust all of the information available from the data. Two illustrative applications have demonstrated the sensitivity of substantive conclusions to the assumptions that are made about the process that generates missing data. 
