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Abstract. When the contacts of an open system flip between different reservoirs,
the resulting nonequilibrium shows increased dynamical activity. We investigate such
active gating for one-dimensional symmetric (SEP) and asymmetric (ASEP) exclusion
models where the left/right boundary rates for entrance and exit of particles are
exchanged at random times. Such rocking makes SEP spatially symmetric and on
average there is no boundary driving; yet the entropy production increases in the
rocking rate. For ASEP a non-monotone density profile can be obtained with particles
clustering at the edges. In the totally asymmetric case, there is a bulk transition to
a maximal current phase as the rocking exceeds a finite threshold, depending on the
boundary rates. We study the resulting density profiles and current as functions of the
rocking rate.
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1. Introduction
Time-dependence of physical parameters often enters the Hamiltonian or only concerns
the bulk dynamics of a system. The present paper deals with the less common situa-
tion where the boundary dynamics is time-dependent, subject in fact to dichotomous
noise [1]. We will see that the noisy gating, which we implement as “rocking the sys-
tem,” adds spatial symmetry but also dissipation and the extra activity may change the
phase diagram of the original process where the boundary condition is fixed.
The resulting systems have a (bulk) particle-conserving dynamics with stochastic bound-
ary conditions. To be specific we consider one-dimensional channels with particle hop-
ping subject to exclusion, as in boundary-driven lattice gases [2, 3, 5, 4]. The boundaries
let particles in and out, but the entry and exit rates flip between two values at expo-
nentially distributed times. Thinking of the edges of the system as gates for flows of
particles, the models implement active gating. Figure 1 shows a possible scenario of
rocking the channel; its contacts are randomly flipping between two particle-reservoirs.
Such modeling appears relevant especially for quasi-one dimensional channels, pores or
polymers sitting or moving at the interface between two chemical reservoirs, as is ubiq-
uitous in biological environments. We also think of pores connecting chemical reservoirs,
such as the interior and exterior of a biological cell where however the effective chemical
potentials or kinetic parameters are noisy. The models can also be seen as implementing
a version of boundary tumbling, in analogy with active particle processes. Similar mod-
els and ideas have appeared in other contexts, e.g. in [7, 8] for mathematical aspects.
On the experimental side, the models appear related to the bio- and chemical physics
in e.g. [9, 10].
The main results of our work are the following : (i) For symmetric simple exclusion
processes (SEP), rocking leads to a zero-current nonequilibrium steady state with a flat
density profile and an associated mean entropy production rate that increases with
the rocking rate. (ii) For totally asymmetric simple exclusion processes (TASEP),
rocking modifies the standard phase diagram in terms of the boundary rates. There
appears a transition as the rocking rate increases, to a maximal current phase. In the
thermodynamic limit, bulk density profiles are either linear or flat. (iii) For the more
general case of partially asymmetric simple exclusion processes (ASEP), non-monotone
density profiles appear for small rocking and also the current is non-monotone in the
rocking rate. The mean entropy production rate for ASEP reflects the nature of the
steady bulk current, and shows nonmonotonicity for moderate bias, while remaining
monotonic in the rocking rate when the bias is either large and very small.
The plan of the paper is as follows. We start in the next section by defining the
rocking dynamics for exclusion models on an open lattice interval. The general question
is to investigate the influence of rocking on entropy production, on the density profile
and its role in modifying the phase diagram in terms of particle current. In Sec. 3 we
analyze the active boundary-driven SEP and follow it up with the discussion of the
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totally asymmetric situation in Sec. 4. Next in Sec. 5 we briefly present results for the
more general partially asymmetric case. We summarize and conclude in Sec. 6.
2. Exclusion models with active gating
We consider standard exclusion processes on the lattice interval of length L with
occupation variables n = (ni; i = 1, 2, · · ·L); ni = 0, 1 corresponds to the ith site being
vacant or occupied, respectively. In the bulk, particles hop at rate 1 to the right and
rate e−E to the left, where E ≥ 0 is an external field. At the edges, the entrance and
exit rates depend on a binary variable σ = ±1. We define
λin(σ) :=
α + γ
2
+ σ
α− γ
2
=
{
α when σ = 1
γ when σ = −1 (1)
and
λout(σ) :=
β + δ
2
+ σ
β − δ
2
=
{
β when σ = 1
δ when σ = −1 (2)
for entrance frequencies α and γ and exit frequencies β and δ, non-negative parameters.
The variable σ flips between ±1 at rocking rate r > 0; at exponential times the left and
the right exchange their entrance/exit rates — see Fig. 1.
µ(+) = log αβ
µ(−) = log γδ
r r
1
e−E
Figure 1. Rocking an exclusion process with external field E in a two-dimensional
environment. The switching of contacts happens at rate r with entrance rate α, γ and
exit rates β, δ. The chemical potentials µ(+) and µ(−) correspond to the reservoirs,
respectively above and below the dashed line.
Taking into account the exclusion and the external field E we get for entrance (in)
and exit (out) rates, for the left edge:
λleftin (n1, σ) = λin(σ) (1− n1)
λleftout(n1, σ) = λout(σ) e
−E n1 (3)
and for the right edge:
λrightin (nL, σ) = λin(−σ) e−E (1− nL)
λrightout (nL, σ) = λout(−σ)nL (4)
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The environment thus consists of two particle baths, with random switching of contacts
between left and right boundaries, and with bulk external field E.
A physically useful parameterization is to write
α = a1 e
b1/2, β = a1 e
−b1/2, γ = a2 eb2/2, δ = a2 e−b2/2 (5)
where the ai are reactivities and the bi are chemical potentials (up to a factor of kBT = 1
that we set one from now on) of the two particle reservoirs. Such writing follows the
condition of local detailed balance for the contact with two chemical reservoirs. The
chemical potential of the reservoir which makes contact with the left edge is
µ`(σ) = log
λin(σ)
λout(σ)
=
1
2
[
log
αγ
βδ
+ σ log
αδ
βγ
]
=
{
b1 for σ = 1
b2 for σ = −1 (6)
depending on the value of σ. The chemical potential for the right edge is µr(σ) = µ`(−σ).
There is therefore a variable thermodynamic force which equals
F (σ) := E +
1
L
[µ`(σ)− µr(σ)] = E + 1
L
σ log
αδ
βγ
(7)
In the stationary state 〈σ〉 = 0, and the average thermodynamic force 〈F (σ)〉 = E,
while 〈µ`(σ)〉 = 〈µr(σ)〉 = (b1 + b2)/2, i.e., the chemical potentials at the left and the
right edges are equal under stationary averaging.
The expected instantaneous boundary currents into the environment, at the left
and right edges respectively, equal
J`(σ, n1) = λout(σ)e
−E n1 − λin(σ)(1− n1)
Jr(σ, nL) = λout(−σ)nL − λin(−σ)e−E (1− nL) (8)
given σ, n1 and nL. There is also the instantaneous bulk current Ji which is the expected
particle flux towards the right between sites i and i+ 1:
Ji(n) = [ni(1− ni+1)− e−E ni+1(1− ni)]
They enter the expected entropy production rate Σ˙(n, σ), given (n, σ), [5], as
Σ˙(n, σ) = −µ`(σ)J`(σ, n1)− µr(σ)Jr(σ, nL) + E
[
L−1∑
i=1
Ji(n)− J`(σ, n1) + Jr(σ, nL)
]
(9)
The rocking rate r does not appear explicitly in these equations above. The standard,
unrocked, exclusion process is recovered by fixing σ ≡ 1 for all times. The mean entropy
production rate in the stationary distribution with expectations 〈·〉 depending on all
parameters is obtained from (9) by using 〈J`(σ, n1) + Jr(σ, nL)〉 = 0, 〈Ji(n)〉 = j(E, r),
〈Σ˙(n, σ)〉 = −1
2
log
αδ
βγ
〈σ [J`(σ, n1)− Jr(σ, nL)]〉+ (L+ 1)E j(E, r) (10)
We will see that the rocking leads to a non-zero entropy production even for E = 0 when
there is left/right symmetry in the steady condition. Also, for E 6= 0, blocking one of
the edges, e.g. by putting a1 = 0 in (5), still allows for positive entropy production.
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The rocking exclusion process (n(t), σt) is Markovian. Let us look at the time-
evolution of the local density 〈ni〉t. For i 6= 1, L, the density evolves via the usual ASEP
equation in the bulk,
∂t〈ni〉 = 〈e−E(ni+1 − ni − nini+1 + nini−1) + ni−1 − ni − nini−1 + nini+1〉t (11)
At the boundaries the evolution equations take a different form,
∂t〈n1〉t = − 〈J`(σ, n1)〉t + 〈e−En2(1− n1)− n1(1− n2)〉t
∂t〈nL〉t = − 〈Jr(σ, nL)〉t + 〈nL−1(1− nL)− e−EnL(1− nL−1)〉t (12)
The kinetic equations for 〈σni〉t are obtained similarly. At the boundary sites i = 1, L,
∂t〈σn1〉t = 〈λin(σ)σ(1− n1)〉t − e−E〈λout(σ)σn1〉t
+ e−E 〈σn2(1− n1)〉t − 〈σn1(1− n2)〉t − 2r〈σn1〉t
∂t〈σnL〉t = e−E〈λin(−σ)σ(1− nL)〉t − 〈λout(−σ)σnL〉t (13)
+ 〈σnL−1(1− nL)〉t − e−E〈σnL(1− nL−1)〉t − 2r〈σnL〉t
In the bulk, i.e., for i = 2, 3, · · · , L− 1 we have,
∂t〈σni〉t = e−E[〈σni+1(1− ni)〉t − 〈σni(1− ni−1)〉t]
+〈σni−1(1− ni)〉t − 〈σni(1− ni+1)〉t − 2r〈σni〉t (14)
These equations (11)–(14) are closed for E = 0 but not otherwise. We assume that
the system starts from an arbitrary density profile and σ = ±1 with equal probability.
However, we are primarily interested in the stationary process properties, which are
independent of the initial condition.
Special cases and limits include:
(i) rSEP: E = 0. We discuss it in Section 3. The bulk dynamics is unbiased, and there
is left/right reflection symmetry in the stationary particle process for any r > 0.
(ii) rTASEP: E = +∞, is the subject of Section 4. The dynamics is totally asymmetric
with a particle current from left to right.
(iii) fast rocking rate: r ↑ ∞. When the reservoirs switch at an infinite pace, the flipping
σt decouples from the particle dynamics n(t) at all finite times t. The process
restricted to n(t) becomes formally equivalent to a standard open (TA)SEP with
rates λleftin = (1− n1) (α+ γ)/2, λrightin = e−E(1− nL)(α+ γ)/2 for the entrance and
λleftout = n1 e
−E(β + δ)/2, λrightout = nL (β + δ)/2 for the exit of particles. It is as if left
and right edges are in contact with the same (nonexisting) reservoir at chemical
potential log(α+γ)(β+δ)−1. Observe however that the limiting (physical) entropy
production must still be calculated from adding the dissipation into the reservoirs
(two chemical and one mechanical, which remain untouched of course) as in (9).
(iv) slow rocking rate: r ↓ 0. The stationary process is the equal linear combination of
the two standard (TA)SEPs with respective rates (α, β) and (γ, δ). We do not have
a limiting Markov process for n(t). The stationary densities add however. Note
that the process at r = 0 is not defined, except as the large-persistence limit r ↓ 0.
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That limit is time-reversible when E = 0, but even then, it is not an equilibrium
SEP.
(v) no driving: The model is satisfying detailed balance when the two reservoirs have
equal chemical potential, b1 = b2 which means that αδ = βγ, and there is no bulk
external bias, E = 0. That corresponds to the equilibrium scenario; the stationary
system is time-reversible. The equilibrium distribution is a product measure with
density α
α+β
= γ
γ+δ
. In fact all the thermodynamic observables are independent of r
in that case. That does not mean however there is no influence of r; the dynamics
keeps depending on the rocking (except in the special case when α = γ and β = δ
where the rocking does not change the dynamics) and all kinetic observables are
expected to depend on r.
(vi) equal chemical potential (but non-zero drive) : we can choose it to be zero,
b1 = b2 = 0, which corresponds to α = β, γ = δ. That will be the choice in
Section 4 for rTASEP.
3. Rocking the boundary driven SEP
For the boundary-driven SEP, in the bulk, particles hop symmetrically to neighbouring
vacant sites with rate unity. The boundary rates are determined by (1)–(2). The
environment consists of two particle baths, with random switching of contacts with
either left or right boundaries as illustrated in Fig. 2 (with E = 0).
1
αlog log
γ
r µ(−)
=
= δ
1
µ(+)
β
Figure 2. Schematic representation of the rocking SEP. Rocking of gating happens
at rate r with entrance rate α, γ and exit rates β, δ.
The random switching of the gates correlates the two edges of the lattice interval. In
Fig.3 we see how bulk spatial correlations are vanishingly small, while the edge anti-
correlation survives of course, in the thermodynamic limit as well.
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0 0.05 0.1i/L
0
0.02
0.04
C(i)
0.9 0.95 1i/L
-0.04
-0.02
0
C(i)
r=10-3
r=10-2
r=10-1
Figure 3. Plot of the spatial correlation C(i) = 〈n1ni〉 − ρ2 vs i/L near the right
boundary i = L for L = 1000. The densities at the two boundaries are negatively
correlated with the correlations decaying faster for larger r. The inset shows the decay
of C(i) near i = 1. Here α = 0.1 and β = 1 = γ = δ.
More explicitly, if the left boundary site is empty, a particle enters with rate λin(σ) = α
or = γ depending on σ = 1 or = −1, respectively (similarly for the right boundary,
with entrance rate λin(−σ)). A particle can leave the system from the left (respectively,
right) boundary site with rate λout(σ) (respectively, λout(−σ)). The exit rates switch
between β and δ.
3.1. Density
The density varies with the edge-parameters and with the rocking rate according to the
equations (8)–(11) for E = 0: for i 6= 1, L,
∂t〈ni〉t = 〈ni−1〉t + 〈ni+1〉t − 2〈ni〉t (15)
and at the left and right boundaries,
∂t〈n1〉t = − 〈J`(σ, n1)〉t + 〈n2〉t − 〈n1〉t
∂t〈nL〉t = − 〈Jr(σ, nL)〉t + 〈nL−1〉t − 〈nL〉t (16)
with boundary currents into the environment,
J`(σ, n1) = λout(σ)n1 − λin(σ)(1− n1)
Jr(σ, nL) = λout(−σ)nL − λin(−σ)(1− nL) (17)
given σ, n1 and nL. In the stationary state, the lhs of Eqs. (15)–(16) vanish. Since SEP
dynamics corresponds to an infinite temperature and the rocking makes the system
symmetric under left/right reversal, we expect that the stationary condition has a flat
profile 〈ni〉 = ρ, independent of i.
The stationary equations are solved in Appendix A for the thermodynamic limit
of the density ρ. We find, with S := α + β + γ + δ,D := β − δ + α − γ, and calling
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R := r +
√
r(r + 2),
ρ =
γβ + αδ + 2αγ +R(α + γ)
2(α + β)(γ + δ) + SR
=
a1a2[e
(b2−b1)/2 + e(b1−b2)/2 + 2e(b1+b2)/2] +R(a1eb1/2 + a2eb2/2)
8a1a2 cosh b1/2 cosh b2/2 + 2(a1 cosh b1/2 + a2 cosh b2/2)R
(18)
which gives the density explicitly in terms of the chemical potentials bi and the kinetic
rates ai. Fig. 4(a) shows the density ρ as a function of r, for different values of the
chemical potential b2. For b1 = b2 = b, we have cancellations giving the equilibrium
density
ρeq =
eb
1 + eb
. (19)
The flat line in Fig. 4(a) corresponds to this equilibrium scenario where the density
becomes independent of the kinetic parameters r, a1, a2. In general, however, the density
depends on these kinetic parameters; see Figure 4(b) where ρ is plotted as a function of
b2, for different values of a2. A special case is when b1 → −∞, i.e., one of the reservoirs
only pumps particle out of the system. In that case,
lim
b1↓−∞
ρ =
γ
2(γ + δ) +R
=
1
2(1 + e−b2) +R/a2
which remains nonzero for all finite r, and depends explicitly on the reactivity a2.
-3 -2 -1 0 1 2 3
b2
0.2
0.4
0.6
0.8
ρ
a2= 0.1
a2= 1
a2= 10
0 1 2 3 4 5
 r
0.3
0.4
0.5
0.6
0.7
ρ
b2= -2
b2= 0
b2= -1
b2= 1
b2= 2
(a) (b)
Figure 4. Rocking SEP: (a) Density ρ as a function of r for different values of b2.
Here b1 = 0 is fixed along with a1 = 5 and a2 = 1. (b) ρ versus b2 for different values
of a2 while r = 1, a1 = 1 and b1 = 0 are fixed.
3.2. Mean entropy production rate
It could be surprising that making the boundary driven SEP more spatially symmetric
(by the rocking) can increase the entropy production. It does, because of the increased
dynamical activity. The situation is not unlike the one in [6], where a zero-current
nonequilibrium state is achieved from SEP from dichotomous stochastic resetting.
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We can use formula (10) to calculate the mean entropy production rate 〈Σ˙〉. For
example,
〈σJ`(σ, n1)〉 = −〈σJr(σ, nL)〉 = 1
2
(γ − α) + S
2
〈σ n1〉+ Dρ
2
The result then is
〈Σ˙〉 = 1
2
log
βγ
αδ
(γ − α + S 〈σn1〉+Dρ) = R 〈σn1〉 log αδ
βγ
=
R
D
(α + γ − Sρ) log αδ
βγ
Using the exact expression for ρ in (18), we have
〈Σ˙〉 = (αδ − βγ) log αδ
βγ
1
S + 2
R
(α + β)(γ + δ)
(20)
= 2a1a2(b1 − b2) sinh b1 − b2
2
1
S + 8a1a2
R
cosh b1/2 cosh b2/2
(21)
Clearly, the entropy production rate is strictly positive whenever αδ 6= βγ, independent
of the system size. It is monotone, increasing with r. The first order in r ↓ 0 in (20) is
purely thermodynamic,
〈Σ˙〉r↓0 = r(b1 − b2)
2 cosh b1/2 cosh b2/2
sinh
b1 − b2
2
(22)
depending only on the chemical potentials bi. The maximal mean entropy production
rate is reached in the limit r ↑ ∞ to give
〈Σ˙〉r↑∞ = 2a1a2
S
(b1 − b2) sinh b1 − b2
2
(23)
where the kinetics enters via the prefactor a1a2/S. Fig. 5(a) shows the dependence
of the mean entropy production rate on the rocking rate r for different values of the
chemical potentials and reactivities.
It is also interesting to investigate how the entropy production changes with the
chemical potential difference ε := b1 − b2. Figure 5(b) shows a plot of 〈Σ˙〉 as a function
of ε for different values of r and a2. For ε = 0 the chemical potentials are equal, the
system is in equilibrium, and the entropy production vanishes. To quadratic order in
small ε, the mean entropy production rate equals
〈Σ˙〉 = a1a2 ε
2
2
(
a1 + a2 +
4a1a2
R
cosh b1
2
)
cosh b1
2
(24)
and hence keeps kinetic information for all nonzero rocking rates, as clearly visible from
Fig. 5(b).
4. Rocking TASEP
Taking infinite external field E = +∞ in the definitions of Section 2, we get a rocking
TASEP (rTASEP) on an open lattice interval. As we also choose to have constant chem-
ical potential µ` = µr = 0 in the environment, the rocking dynamics gets characterized
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0
0.1
0.2
0.3
〈Σ. 〉
r=0.1, a2=1
r=0.1, a2=2
r=1, a2=1
r=1, a2=2
0 0.5 1 1.5 2
 r
0
0.5
1
1.5
〈Σ. 〉
a2=1, b2=1
a2=1, b2=2
a2=2, b2=1
a2=2, b2=2
(a) (b)
Figure 5. Rocking SEP: (a) Mean entropy production rate 〈Σ˙〉 as a function of rocking
rate r for different values of a2 and b2. Here a1 = 1 and b1 = 0 are fixed. (b) 〈Σ˙〉 as
a function of  = b1 − b2 for different values of r and a2. ε is changed by changing b2
while keeping b1 = 1 fixed. We have also taken a1 = 1. ε = 0 corresponds to equal
chemical potentials at the two gates.
by only two boundary rates α = β and δ = γ and the rocking rate r > 0. At the left
boundary particles only enter; at the right boundary particles can only exit.
We start by highlighting a symmetry. First of all, for every r > 0 only the external
field breaks the left-right symmetry, which can be restored by switching particles and
holes and σ ↔ −σ. That directly leads to
〈ni〉 = 1− 〈nL−i+1〉. (25)
For example, 〈n1〉+ 〈nL〉 = 1 always. Similarly, 〈σni〉 = −〈σ (1− nL−i+1)〉 implies
〈σn1〉 = 〈σnL〉 (26)
where all expectations are in the steady state. Note that for all non-zero r, the pure low
density and high density phases [12, 11] of standard (unrocked) open TASEP vanish.
However, the evolution of the bulk density still follows (11) as for ordinary TASEP
(E →∞). At the left and right boundaries we have (12) and
∂t〈n1〉t = 〈Jin(σ, n1)〉t − 〈n1(1− n2)〉t (27)
∂t〈nL〉t = − 〈Jout(σ, nL)〉t + 〈nL−1(1− nL)〉t (28)
for (incoming) and (outgoing) boundary currents Jin and Jout, respectively, with
Jin(σ, n1) =
1
2
[(α + δ)− (α + δ)n1 − (α− δ)σn1] (29)
Jout(σ, nL) =
1
2
[(α + δ)nL − (α− δ)σnL] (30)
In the steady state j = 〈Jin(σ, n1)〉 = 〈Jout(σ, nL)〉 is a function of r and a symmetric
function of (α, δ).
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In the limit r ↑ ∞, 〈σnL〉 = 0 = 〈σn1〉 . Writing limr↑∞ j = jsat, (29) yields
jsat =
α + δ
2
〈nL〉 (31)
for the saturation current (i.e., for infinitely fast rocking) through the system. When
jsat = 1/4, then (31) implies
〈nL〉 = 1
2(α + δ)
= 1− 〈n1〉, 〈ni(1− ni+1)〉 = 1/4 (32)
Therefore, assuming homogeneous (flat) density in the bulk, under the mean-field
approximation jsat = 1/4 implies that bulk density to be 〈ni〉 = 1/2. The boundary
density 〈n1〉 = 〈nL〉 = 1/2 only when α + δ = 1.
4.1. Phase diagram
Figure 6 shows how rocking modifies the phase diagram of the usual open TASEP [12].
It turns out that the line α + δ = 1 separates two phases in the thermodynamic limit
L ↑ ∞. The first distinction between those two phases follows from the behavior of the
bulk current j = j(r) which increases as r grows :
• Phase A, α + δ < 1: strictly monotone in r, j(r) ↑ jsat < 1/4. This corresponds to
region I in Fig. 6.
• Phase B (regions II and III), α + δ > 1: there exists either a zero or finite r∗ such
that j(r) = 1/4 = jsat for all r > r∗. We will see that r∗ = 0 iff both α, δ > 1/2
(region III). Later a general formula for r∗ is given for the case that some rate, say
α < 1/2 (region II).
The phase diagram is easiest to understand in the limit r ↑ ∞. Then, the system
feels an effective rate f = α+δ
2
and connects the left and right edges to densities f and
1 − f , respectively, all the while maintaining the relations (25). The average current
through the system equals f(1 − f). Hence for α + δ < 1, one expects a linear profile
for the rocked TASEP that indeed corresponds to moving shocks or delocalized domain
walls [12]. The linear density profiles connecting left boundary density f to the right
boundary density 1 − f are shown by the dotted lines in Fig. 7(a). However, when
α + δ > 1, the system goes to its maximum current phase, complemented with a bulk
density equal to 1
2
.
We now dive into the question of how the density and current in each phase region
behave as functions of r. In what follows, x refers to i/L, where i labels the lattice site
and L is the system size. We discuss each phase region separately.
The phase diagram can be broadly divided into the following three regions :
Region I : α + δ < 1.
Region II : α + δ > 1 with min{α, δ} < 1/2.
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Figure 6. Phase diagram for the rocking TASEP. The phase boundary (dotted line)
α+δ = 1 separates two regions, characterized by the average steady saturation current
jsat being either less than or equal to 1/4, respectively in the thermodynamic limit.
On the phase boundary itself, the density profile is flat with density ρ = 1/2 and the
current equals 1/4 in the thermodynamic limit. In region II, the current reaches 1/4
at finite r = r∗. In region III, we have r∗ = 0; see text.
Region III : α + δ > 1 with both α, δ > 1/2.
• In region I, in the thermodynamic limit, the system shows a linear bulk density
profile. The results are shown in Fig. 7(a). The density profile always shows a
positive slope in the direction of the current. The current is shown in Fig. 7(b).
Assuming w = min[α, δ], the average current rises from w(1 − w) for r = 0 to
jsat = α+δ
2
(
1− α+δ
2
)
as r is increased.
• The most interesting aspect of rTASEP resides in region II. Here the bulk density
profile goes from being linear for small r to a constant bulk value 1/2; see Fig. 8(a).
The average steady current, on the other hand rises monotonically with r to saturate
at 1
4
at a finite value of r = r∗. Figure 7(b) also shows a plot of j versus r in region
II. Figure 9 shows the behavior of the average current in region II for various choices
of α and δ. We discuss region II in the next subsection.
• In region III, the system always shows a flat density profile in the bulk and the
current j(r) = 1/4 always, in the thermodynamic limit for any r > 0. Here the
system basically mimics the so called maximal current phase of standard open
boundary TASEP. An intuitive understanding of this region is as follows: When
both boundary rates are larger than 0.5, rocking essentially gives rise to two new
boundary rates which are still larger than 0.5. Thus, as expected, the rocked system
in this limit remains in the maximal current phase (j = 0.25), independent of r;
see Fig. 8(b).
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Figure 7. Rocking TASEP : (a) Plot of average density ρ(x) vs x = iL for system
size L = 400 for region I : (α, δ) = (0.2, 0.3). The dashed black line corresponds
to the analytical prediction for r ↑ ∞. (b) Plot of average current j vs r in
regions I and II. Points represent Monte Carlo results for L = 100. The dashed
black lines refer to the corresponding saturation currents in region I (circles and
squares) jsat = α+δ2
(
1− α+δ2
)
. For each case in region I, j approaches jsat as r
increases. The dotted line represents the saturation current in region II (triangles) :
jsat = jmax = 0.25.
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Figure 8. Rocking TASEP : Plot of average density ρ(x) vs x = iL for system
size L = 400 (a) in region II: (α, δ) = (0.2, 0.9). For small r, the bulk density is
linear, while for large enough but finite r, the system goes to its maximal current
phase with average current equal to 1/4. (b) Region III: (α, δ) = (0.7, 0.8). The
system mimics the maximal current phase for unrocked TASEP and the density profile
remains independent of r. The current in the thermodynamic limit is equal to 14 for
any r (not shown here).
4.2. The modified maximal current phase
In ordinary TASEP, the system reaches its maximal current phase, with j = 1
4
, only if
both the boundary rates are greater than 1
2
. However, when rocking is introduced, the
system can show maximum current, even when one of the boundary rates remains lower
than 1
2
. Interestingly, that happens with a transition at a finite rocking value r = r∗.
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Figure 9. Rocking TASEP : (a) Plot of j vs r for various values of α and δ and for
L = 100. For each choice of α and δ, such that α + δ > 1 and one of the boundary
rates less than 1/2, we find that there is a finite r∗ where the average current through
the system reaches 1/4. (b) Plot of j vs r for α = 0.3 and δ = 0.9. The value of r at
which j reaches 14 is independent of the system size L.
We extract now the dependence of r∗ on the boundary rates α and δ in a mean field
analysis.
We start with the evolution equation of 〈σni〉. For the boundary sites i = 1, L,
∂t〈σn1〉t = 〈λ(σ)σ(1− n1)〉t − 〈n1σ(1− n2)〉t − 2r〈σn1〉t (33)
and
∂t〈σnL〉t = −〈λ(−σ)σnL〉t + 〈nL−1σ(1− nL)〉t − 2r〈σnL〉t . (34)
For the bulk, the evolution equations for 〈σni〉 are
∂t〈σni〉t = 〈ni−1σ(1− ni)〉t − 〈σni(1− ni+1)〉t − 2r〈σni〉t (35)
From (33) in the steady state,
(α− δ)〈nL〉 = [α + δ + 4r + 2〈nL−1〉]〈σn1〉, (36)
which implies
〈σn1〉 = (α− δ)〈nL〉
α + δ + 4r + 2〈nL−1〉 , (37)
where we have also used 〈σn1〉 = 〈σnL〉. Using either (29) or (30), one can write an
equation for the current in terms of the rates α, δ, r and densities 〈nL〉 and 〈nL−1〉,
j =
2αδ + (α + δ)(2r + 〈nL−1〉)
α + δ + 4r + 2〈nL−1〉 〈nL〉. (38)
As one would expect, the above relation is symmetric in α and δ. We are interested
in region II of Fig. 6, where α + δ > 1 but one of the boundary rates is less than 1/2.
From Fig. 9 we see that there exists a finite r∗ at which the current j saturates: for
small r, j(r) < 1/4 and it approaches 1/4 as r ↑ r∗. An expression for r∗ in terms of
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the boundary rates α and δ (α+ δ > 1, assuming one of these rates to be less than 0.5)
is obtained by setting j = 1/4 in (29):
0.5 = (α + δ)〈nL〉 − (α− δ)
2〈nL〉
α + δ + 4r + 2〈nL−1〉 , (39)
implying
r∗ =
(α− δ)2〈nL〉
4(α + δ)〈nL〉 − 2 −
α + δ + 2〈nL−1〉
4
(40)
Observe that r∗ depends not only on α + δ but also on (α − δ)2. When the boundary
rates are close to each other, one has to rock the system at a much lower rate to
reach the maximal current phase. The smaller boundary rate has a dominant say on
the steady current. Consider, for example, two sets of rates (α = 0.9, δ = 0.3) and
(α = 0.8, δ = 0.4). Both these choices have the same value of α + δ. Clearly from
(40), the first set would require a larger value of r∗ for the system to reach its maximal
current phase. Now consider another example when the sets are (α = 0.9, δ = 0.4) and
(α = 0.8, δ = 0.3) with both choices corresponding to the same value of α− δ. Here the
second set would require a larger value of r∗ to reach the maximal current phase. One
can verify these predictions from Fig. 10) that shows a plot of r∗ vs δ for fixed values of
α. (Note the rapid increase in r∗ as α + δ → 1.) What these two examples highlight is
the fact that the closer the smaller rate is to 0.5, the smaller r∗ one requires to attain
the maximal current phase. It must also be stressed that r∗ corresponds to the bulk
thermodynamic limit.
Using (32) for 〈nL〉 indeed gives r∗ →∞, thus proving consistency of (40) with the
results of the earlier discussions in the text. Unfortunately our mean-field analysis does
not give a closed expression for r∗ in terms of α and δ beyond (40).
 0
 1
 2
 3
 4
 0.2  0.25  0.3  0.35  0.4  0.45
r*
δ
α=0.9
α=0.8
α=0.7
Figure 10. Rocking TASEP : Plot of r∗ vs δ at fixed α > 12 and for L = 100. r
∗
increases rapidly as α+ δ → 1 and for the same value of α+ δ, r∗ increases with α− δ
as well, as expected from (40). Also, r∗ goes towards zero continuously as δ → 12 .
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4.3. The large persistence regime r → 0 for a finite size system
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 0.5
 0.6
 0  0.2  0.4  0.6  0.8  1
ρ(x)
x = i/L
r=0.01
r=0.001
r=0.000125
Figure 11. Rocking TASEP : L = 400 and (α, δ) = (0.2, 0.9) for different values of
r. For r ≈ 0, the bulk density goes to 12 , with a negligible slope.
At fixed size L, when r → 0, the system mimics the situation where one has two
separate TASEP lanes, one with entrance and exit rates (α, δ) and the other with rates
(δ, α), respectively. Their densities add up. The density in each lane is determined by
min[α, δ] till one of the rates is less than 0.5, else the system will only show the maximal
current phase. Considering α < δ, we expect the density of the system to be given by
ρ(x) ≈ α+(1−α)
2
= 0.5. This relation holds independent of whether α+ δ is greater than
or less than 1. Indeed as r ≈ 0, the density profile becomes flatter and approaches 0.5;
see Fig. 11.
The most significant point for large persistence is that the current need not approach
1
4
even when the bulk density approaches 1
2
. In fact, as r → 0, the current approaches
its value α(1− α); see Fig. 7(b). This new feature is in sharp contrast to the unrocked
TASEP where a bulk density value around 0.5 would imply a steady current j ≈ 1
4
.
5. Rocking ASEP
In the presence of a finite bias field E, we are back to the general set up of Section 2.
The density and current are computed in the limit r ↑ ∞ in Appendix B.
Here we focus first on a particular interesting aspect of rASEP which occurs for small r
for choices of the boundary rates that counter-act the external field. Then, the density
profile shows non-monotonic behavior with particles heaping up at the boundaries. That
is similar to the case of run-and-tumble processes in a trap where the particles tend to
cluster at the edges for large enough persistence, [14]. An example is shown in Fig. 12
(a). The non-monotonicity represents the addition of nonlinear densities; for r ↓ 0, the
system can either be in a standard ASEP maximal current phase or in a low density
phase.
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Secondly, the steady current j may be non-monotone in r; see Fig. 12(b). The current
increases for small r, reaches a maximum, and then decreases to asymptotically approach
its predicted value at r ↑ ∞ (computed in Appendix B). The reason is that at small r,
the system is in a low density phase, with the average density being less than 1
2
, and for
r ↑ ∞, the system reaches a high density (average density greater than 1
2
) phase. At
low densities the current is small due to very few particles being present in the system,
while for high densities, the system progressively gets more jammed. In between these
two phases, when the average density is around 0.5, the current reaches its maximum
possible value for the chosen boundary rates. Note that non-monotone density profiles
for TASEP with particle conservation have been observed in [15] for spatially varying
but quenched defects.
0 0.25 0.5 0.75 1x=i/L
0.4
0.6
0.8
ρ(x)
r=0.01
r=0.02
r=0.1
r=10
(a)
10-3 10-2 10-1 100 101 r
0.1
0.15
0.2
j
E=0.5
E=1
E=2
Figure 12. rASEP density and current as functions of r. (a) Plot of ρ(x) vs x = i/L
for different values of r and fixed E = 1. Non-monotonic density profile is observed
for r ↓ 0. The dashed line indicates the flat density profile for r → ∞ in the
thermodynamic limit. (b) Plot of j vs r for different values of E. The current increases
with small r, reaches a maximum and then decays to its value for r →∞ (indicated by
black dashed lines). The other parameters are a1 = 0.25, a2 = 1.25, b1 = −1.5, b2 = 2.0
with system size L = 400.
Not shown is the mean entropy production rate as function of E and r. That follows
however the same dependencies as the current, from the dominating effect of the
(L+ 1)jE term in Eq. 10.
6. Summary
We have studied a class of exclusion models (rSEP, rASEP, rTASEP) in one dimen-
sion subject to open and active boundaries. The activity is modeled in terms of a
dichotomous noise, where the entry and exit rates at the left boundary flip to their right
counterparts at Poisson rate r. Such models can serve as building blocks for further
studies on determining efficiency of transport processes [9], as a function of boundary
activity. The tuning of chemical potentials in biological environments can be achieved
by monitoring pH gradients [10].
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For rSEP, we find that rocking leads to a zero-current nonequilibrium steady state,
characterized by a flat average density throughout and a non-zero entropy production
rate that increases monotonically with r. For rTASEP, the phase diagram is modified:
the steady current increases with r and then saturates for r ↑ ∞ to either a value less
than or equal to 1/4. Most interestingly, the system can attain its maximal current
phase even when one of the boundary rates is less than 1/2. The role of rocking is really
to increase the smaller rate. When the sum of the rates exceeds 1, the smaller rate is
effectively pushed beyond 1/2 by the rocking. We also observe that for r ↓ 0, the system
always shows a bulk density equal to 1/2, but where the current need not be equal to
1/4. Finally for rASEP, we find that the density profile can be non-monotone for certain
boundary rates and for r ↓ 0. The associated current can be a non-monotone function
of the rocking rate.
The results presented here can be extended in several ways, including more reservoirs or
more types of particles. Some boundary parameters can be kept fixed while others vary
randomly. How that modifies and selects density profiles and current statistics, remains
to be investigated.
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Appendix A. Particle density in rSEP
From Eq. (17), and using the expressions of the rates from Eqs. (1)-(2), we have, in the
stationary state,
〈J`(σ, n1)〉 = 1
2
[S〈n1〉+D〈σn1〉 − (α + γ)] (A.1)
〈Jr(σ, nL)〉 = 1
2
[S〈nL〉 −D〈σnL〉 − (α + γ)] (A.2)
where we denoted S := α+ β + γ + δ,D := β − δ + α− γ. The net current to both the
reservoirs must also vanish in the stationary state, i.e., 〈J`〉 = 〈Jr〉 = 0 and we have
S ρ+D 〈σn1〉 = α + γ (A.3)
for all values of the boundary rates. From symmetry 〈σn1〉 = −〈σnL〉 and both (A.1)
and (A.2) give rise to the same relation. In the r ↑ ∞-limit we have the decoupling
〈σn1〉 = 〈σnL〉 = 0 and hence
〈n1〉r↑∞ = α + γ
S
(A.4)
Equation (A.3) is not enough to determine the stationary density as it involves the
〈σni〉 correlation. We need to use the kinetic equations (13)–(14) at E = 0: at the
boundary sites i = 1, L,
∂t〈σn1〉t = 〈λin(σ)σ(1− n1)〉t + 〈λout(σ)σn1〉t + 〈σn2〉t − 〈σn1〉 − 2r〈σn1〉t
Active gating: rocking diffusion channels 19
∂t〈σnL〉t = 〈λin(−σ)σ(1− nL)〉t + 〈λout(−σ)σnL〉t − 2r〈σnL〉t (A.5)
In the bulk, i.e., for i = 2, 3, · · · , L− 1,
∂t〈σni〉t = 〈σni+1〉t + 〈σni−1〉t − 2(r + 1)〈σni〉t (A.6)
In the stationary state the time-derivatives vanish, and Eqs (A.5) give,
α− γ − (S + 4r)〈σn1〉 −Dρ+ 2〈σ (n2 − n1)〉 = 0 (A.7)
Note that 〈σn1〉 = −〈σnL〉, and the two lines in Eq. (A.5) reduce to the same relation.
In the stationary state Eq. (A.6) gives,
∆〈σni〉 = 2r 〈σni〉, i = 2, . . . , L− 1 (A.8)
where ∆ denotes the discrete Laplacian operator. This set of equations is to be solved
with the boundary condition 〈σn1〉 = −〈σnL〉. To solve the equation (A.8), we write
∆fj := fj+1 + fj−1 − 2fj = 2r fj, j = 2, . . . , L− 1 (A.9)
with boundary condition fL + f1 = 0 and fj ∈ [−1, 1]. Let us take a trial solution
gj = e
kj for arbitrary k. Then, we must verify
∆gj = e
kj(ek + e−k − 2) = 2rgj
which means that k must be such that
ek + e−k
2
− 1 = r > 0
requiring that cosh k > 1 or that k must be real. Clearly, every linear combination of
such gj still solves the eigenequation. Per consequence,
fj = BA
−1 [e−k(L+1)/2 ekj − ek(L+1)/2 e−kj] = 2BA−1 sinh((j − L+ 1
2
)k)
solves the boundary condition and the eigenequation (A.9), as long as A = 2 sinh(L−1
2
k)
and |B| ≤ 1 to ensure |fj| ≤ 1. In conclusion, we must have for all j = 1, . . . , L,
fj = B
sinh((j − L+1
2
)k)
sinh(L−1
2
k)
, cosh k = r + 1
Obviously, f1 = 〈σn1〉 = −B fixes B:
fj = −〈σn1〉
sinh((j − L+1
2
)k)
sinh(L−1
2
k)
, cosh k = r + 1 (A.10)
The solution is given by,
〈σni〉 = 〈σn1〉
sinh [(L+1
2
− i)k]
sinh(L−1
2
k)
, where r = cosh k − 1 (A.11)
For our purposes it suffices to know 〈σn2〉 only which is given by
〈σn2〉 = 〈σn1〉 sinh
((
L+ 1
2
− 2
)
k
)
/ sinh
(
L− 1
2
k
)
In the limit of thermodynamic system size L→∞, this reduces to,
〈σn2〉 = e−k〈σn1〉 (A.12)
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with k = log(r + 1 +
√
r2 + 2r) taken positive. Combining (A.7), (A.12) and (A.3), we
get two independent equations involving ρ and 〈σn1〉,
(2e−k − S − 4r − 2)〈σn1〉 −Dρ = γ − α
D〈σn1〉+ S ρ = α + γ (A.13)
which can be solved immediately to obtain,
〈σn1〉 = αδ − βγ
2(α + β)(γ + δ) + SR
(A.14)
and
ρ =
(α− γ)D − (S + 4r + 2(1− e−k)(α + γ)
D2 − (S + 4r + 2(1− e−k))S (A.15)
The final formula (18) follows by using 2r + 1− e−k = R = r +√r(r + 2).
Appendix B. Density and current in rASEP for r ↑ ∞
For r →∞ and E > 0, the results become independent of σ and we have
λin =
α + γ
2
, λout =
β + δ
2
. (B.1)
In this limit, the model becomes a standard ASEP [13], but with the following boundary
rates:
• entry at left: αeff = α+γ2 , entry at right: γeff = α+γ2 e−E
• exit through left: βeff = β+δ2 e−E, exit through right: δeff = β+δ2
Defining
x1 :=
1
2αeff
[
1− e−E − αeff + βeff +
√
(1− e−E − αeff + βeff)2 + 4αeffβeff
]
(B.2)
x2 :=
1
2δeff
[
1− e−E − δeff + γeff +
√
(1− e−E − δeff + γeff)2 + 4δeffγeff
]
(B.3)
we can use [13] to get a simple expression for the average bulk current j and the average
bulk density ρ. There are three possible phases:
• x1 > 1, x1 > x2 : Low density phase with ρ = 11+x1 and j ' (1− e−E) x1(1+x1)2
• x2 > 1, x2 > x1 : High density phase with ρ = x21+x2 and j ' (1− e−E) x2(1+x2)2
• x1 < 1, x2 < 1 : Maximal current phase with ρ = 0.5 and j ' 1−e−E4
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