Um modelo baseado na evolução temporal de consumo e sua aplicação em domínios de recomendação by Araújo, Camila et al.
Um modelo baseado na evoluc¸a˜o temporal de consumo e sua
aplicac¸a˜o em domı´nios de recomendac¸a˜o
Camila Souza Arau´jo, Fernando H. Moura˜o, Wagner Meira Jr. 1
1Departamento de Cieˆncia da Computac¸a˜o – Universidade Federal de Minas Gerais (UFMG)
{camilaaraujo, fhmourao, meira}@dcc.ufmg.br
Resumo. Em domı´nios de recomendac¸a˜o o gosto dos usua´rios, bem como o
pro´prio domı´nio, varia ao longo do tempo. Pore´m, essa evoluc¸a˜o e´ pouco com-
preendida na literatura. Um maior entendimento deste processo permitiria me-
lhorar as recomendac¸o˜es. Neste trabalho, modelamos a evoluc¸a˜o temporal de
forma a identificar itens potencialmente relevantes para recomendac¸a˜o. Utiliza-
mos o conceito de transic¸o˜es evolutivas representativas, transic¸o˜es entre quais-
quer par de itens ao longo do tempo, e extraı´mos tais transic¸o˜es atrave´s da mo-
delagem proposta. Ale´m disso, realizamos experimentos para validar nossa pre-
missa de que transic¸o˜es evolutivas representativas existem e sa˜o: mensura´veis,
relevantes, u´teis e na˜o o´bvias.
1. Introduc¸a˜o
Atender necessidades ou desejos especı´ficos de cada usua´rio vem se tornando uma tarefa
cada vez mais desafiadora em diversos domı´nios, dado o crescente nu´mero de opc¸o˜es
existentes. Sistemas de Recomendac¸a˜o (SsR) sa˜o ferramentas utilizadas para orientar o
usua´rio no processo de escolha e reduzir esse nu´mero excessivo de opc¸o˜es [Burke 2002].
SsR geram recomendac¸o˜es personalizadas a partir de informac¸o˜es, tais como o conjunto
de itens consumidos pelo usua´rio, o conjunto de itens consumidos por usua´rios similares
a ele ou caracterı´sticas dos itens do pro´prio usua´rio no sistema (e.g., idade no sistema,
frequeˆncia de consumo, dentre outras).
Uma vez que o gosto dos usua´rios varia ao longo do tempo, domı´nios de
recomendac¸a˜o sa˜o ambientes dinaˆmicos. O pro´prio domı´nio evolui a todo momento,
pois novos usua´rios e itens podem surgir, e os antigos podem desaparecer. Saber o que os
usua´rios gostam a cada momento, a partir do que ha´ disponı´vel, e´ um dos grandes desafios
em recomendac¸a˜o atualmente. Apesar da relevaˆncia dessa evoluc¸a˜o temporal, na˜o encon-
tramos estudos que almejem entender mais a fundo seu impacto sob as recomendac¸o˜es.
A maior parte dos estudos existentes se limitam a aceitar tal evoluc¸a˜o como uma pre-
missa e propor mudanc¸as necessa´rias para que o sistema se adapte a distintos momen-
tos no tempo. Contudo, um maior entendimento deste processo nos permitiria melhorar
recomendac¸o˜es, aumentando a capacidade de SsR resgatarem itens potencialmente inte-
ressantes. Por exemplo, o resgate de itens ja´ consumidos pelo usua´rio no passado, mas
que podem vir a ser reconsumidos, cria uma nova possibilidade de recomendac¸a˜o. Em
[Moura˜o et al. 2011], os autores abordam esse problema no cena´rio de recomendac¸a˜o e
apresentam o conceito de itens esquecidos: qualquer item que tenha sido relevante para
um determinado usua´rio no passado, mas que na˜o o e´ no presente.
Neste trabalho, almejamos modelar essa evoluc¸a˜o temporal de forma a identificar
itens potencialmente u´teis para recomendac¸a˜o, que na˜o sa˜o explorados por SsR atuais.
Com essa modelagem buscamos encontrar o que denominamos de ‘transic¸o˜es evolutivas
representativas’ no consumo dos usua´rios. Definimos transic¸a˜o evolutiva como um par or-
denado de itens consumidos, pelo mesmo conjunto de usua´rios, em ordem cronolo´gica ao
longo do tempo. Para serem representativas, tais transic¸o˜es devem possuir quatro carac-
terı´sticas: serem mensura´veis, relevantes, na˜o o´bvias e u´teis. Nossa principal hipo´tese e´
que essas transic¸o˜es existem e podem ser utilizadas tanto para entender o comportamento
do usua´rio ao longo do tempo quanto melhorar recomendac¸o˜es SsR.
Nossa proposta e´ definir e avaliar uma nova modelagem probabilı´stica do con-
sumo de itens pelos usua´rios em domı´nios de recomendac¸a˜o ao longo do tempo. O mo-
delo e´ baseado na construc¸a˜o de uma matriz de transic¸a˜o temporal utilizando processos
markovianos. Todas as implementac¸o˜es, execuc¸o˜es dos experimentos e avaliac¸a˜o dos re-
sultados foram realizadas pela aluna Camila Arau´jo, sob a supervisa˜o dos orientadores.
A concepc¸a˜o do modelo proposto e dos algoritmos contou com grande colaborac¸a˜o do
orientador Fernando Moura˜o.
2. Referencial Teo´rico
Nesta sec¸a˜o, apresentamos alguns dos principais conceitos para o entendimento do pro-
blema abordado e da soluc¸a˜o adotada. Ale´m disso, discutimos sucintamente alguns dos
trabalhos relacionados mais relevantes, bem como diferenciamos nosso trabalho dos de-
mais e explicitamos sua contribuic¸a˜o para a a´rea de recomendac¸a˜o.
2.1. Sistemas de Recomendac¸a˜o
O crescente volume de informac¸a˜o em ambientes sociais virtuais torna cada vez mais
difı´cil a sua organizac¸a˜o. Em seu livro The Paradox of Choice: Why More is Less
[Schwartz 2005] menciona que:
A` medida que aumenta o nu´mero de opc¸o˜es, o esforc¸o exigido para tomar
uma decisa˜o acertada tambe´m aumenta; esse e´ um dos motivos pelos quais
a escolha pode deixar de ser uma vantagem para se transformar em um
oˆnus. (pa´g. 68)
Segundo [Schwartz 2005], como consumidores, quando nos deparamos com uma
grande variedade de opc¸o˜es, ficamos indecisos e paralisados. Esse foi o cena´rio ideal para
o surgimento de SsR, que sa˜o considerados por [Burke 2002] como quaisquer sistemas
que tenham por objetivo produzir como saı´da recomendac¸o˜es personalizadas, ou seja,
produzir o efeito de orientar o usua´rio de forma individualizada diante de uma grande
variedade de opc¸o˜es, aproximando o usua´rio do conteu´do realmente relevante.
2.2. Random Walk
Um Random Walk e´ uma cadeia de Markov finita e pode ser utilizado para determinar a
probabilidade de, dado um grafo, se alcanc¸ar o nodo X a partir do nodo Y em N passos.
Dado um ponto de partida em um grafo, selecione um nodo vizinho de forma aleato´ria
e se mova para essa nova posic¸a˜o; a partir deste novo ponto, selecione outro vizinho de
forma aleato´ria e repita o processo. Como podemos ver em [Lova´sz 1996], essa sequencia
de pontos selecionados aleatoriamente e´ um Random Walk em um grafo. Utilizaremos o
Random Walk para estimar as probabilidades de alcance entre itens do sistema.
2.3. Trabalhos Relacionados
A crescente importaˆncia da a´rea de SsR tem impulsionado va´rias pesquisas sobre o
tema [Ricci et al. 2011]. [Adomavicius and Tuzhilin 2005] afirmam que, embora exis-
tam inu´meras propostas de SsR, as recomendac¸o˜es ainda requerem melhorias para se-
rem mais eficazes e aplica´veis a uma ampla gama de cena´rios do mundo real, tais como
recomendac¸a˜o de viagens, servic¸os financeiros, dentre outros. As dificuldades para for-
necer boas recomendac¸o˜es esta˜o relacionadas aos va´rios desafios inerentes a` tarefa de
recomendac¸a˜o, que va˜o desde a escolha de quais dados devem ser usados para repre-
sentar o comportamento do usua´rio ate´ a selec¸a˜o da melhor te´cnica para fornecer as
recomendac¸o˜es.
Um dos principais desafios inerente aos SsR, e abordado neste trabalho, e´
a evoluc¸a˜o temporal. Basicamente, os trabalhos sobre a evoluc¸a˜o temporal em
SsR podem ser classificados em dois grupos. O primeiro inclui estudos que ava-
liam a qualidade das recomendac¸o˜es ao longo do tempo [Campos et al. 2011]. Por
exemplo, em [Zhang and Hurley 2008] os autores avaliam como a diversidade nas
recomendac¸o˜es e´ afetada ao longo do tempo. No segundo grupo, temos trabalhos que
propo˜em novos modelos de recomendac¸a˜o, que levam em conta a evoluc¸a˜o temporal
[Cremonesi and Turrin 2010]. Os estudos existentes, em sua maioria, se limitam a acei-
tar tal evoluc¸a˜o como uma premissa e propor mudanc¸as necessa´rias para que o sistema
se adapte a distintos momentos no tempo. Nosso trabalho, por sua vez, busca entender
como essa evoluc¸a˜o se manifesta e como o comportamento do usua´rio no passado, ou ate´
mesmo um item antigo, pode ser u´til para novas recomendac¸o˜es.
3. Metodologia
Nesse trabalho propomos uma nova modelagem do consumo de itens por usua´rios de SsR
ao longo do tempo. Tal modelagem visa identificar, em distintos domı´nios, transic¸o˜es
evolutivas de consumo, bem como identificar possibilidades de recomendac¸a˜o a partir
dessas transic¸o˜es. O framework da figura 1 ilustra o fluxo dos dados e as etapas ne-
cessa´rias, partindo da ana´lise do consumo ate´ o me´todo de recomendac¸a˜o, para a entrega
das recomendac¸o˜es personalizadas para o usua´rio.
Figura 1. Framework.
Entendemos que esse processo como um todo e´ um problema complexo, por isso,
restringimos nosso trabalho no desenvolvimento da primeira e da segunda etapa, que sera˜o
detalhadas nas pro´ximas sec¸o˜es. Deixaremos a etapa (3), de recomendac¸a˜o, para trabalhos
futuros.
3.1. Construc¸a˜o da Matriz de Transic¸a˜o Temporal
Para agregar os dados de consumo dos usua´rios, modelamos o sistema como uma matriz
de transic¸a˜o temporal. Primeiro, utilizamos a equac¸a˜o (1) para calcular a probabilidade
de transic¸a˜o Tt(x, y) entre pares de itens x e y em momentos adjacentes no tempo, em







A equac¸a˜o (2) representa a probabilidade de ocorreˆncia de um item x no tempo t,
ou seja, o nu´mero de usua´rios que consumiram o item x no tempo t dividido pelo nu´mero
total de usua´rios ativos no tempo t. Por u´ltimo, as duas u´ltimas equac¸o˜es sa˜o utilizadas
para a construc¸a˜o da matriz de transic¸a˜o temporal M (3). A matriz M e´ normalizada,




M [x, y] =
∑
t=0
Pt(x) ∗ Tt(x, y) (3)
E´ importante ressaltar que, como os usua´rios deixam de consumir um conjunto
de itens para consumir outros, modelar seu comportamento a partir das transic¸o˜es entre
itens x → y e´ inserir a evoluc¸a˜o temporal do domı´nio ao nosso modelo. Na figura 2
representamos um sistema com treˆs semanas (unidade de tempo escolhida) e treˆs usua´rios
em um cena´rio musical. Para esse sistema, temos a matriz M (4), assim como a matriz
irredutı´vel, gerada pela equac¸a˜o (3) .

0.666 0.666 0 0 0.666
0 0 0.333 0 0
0 0 0 0 0
0.333 0 0 0 0
0 0 0 0 0
⇒

0.3333 0.3333 0 0 0.3333
0 0 1 0 0
0.2 0.2 0.2 0.2 0.2
1 0 0 0 0
0.2 0.2 0.2 0.2 0.2
 (4)
Para exemplificar um modelo que na˜o utiliza as informac¸o˜es temporais do sistema,
vamos considerar uma matriz de transic¸a˜o gerada utilizando as probabilidades condicio-
nais entre os pares de itens. Aqui, utilizamos apenas os pares de mu´sicas que ocorrem
em semanas subsequentes para calcular as probabilidades condicionais. Por exemplo, se
1Na˜o existem estados absorventes no grafo, em outras palavras, na˜o existe nenhuma linha da matriz com
todos os valores iguais a zero.
Figura 2. Sistema com 3 usua´rios.
a mu´sica ‘Red’ (ID = 5) esta´ sendo consumida, a probabilidade de ‘Rehab’ (ID = 1) ter
sido consumida e´ igual a 1. A matriz de transic¸a˜o e a matriz irredutı´vel, gerada sa˜o:

0.333 1 1 1 1
0.333 0 1 0 0
0.333 1 0 0 0
0.333 0 0 0 0.5
0.666 0 0 1 0
⇒

0.0769 0.2308 0.2308 0.2308 0.2308
0.2498 0 0.7502 0 0
0.2498 0.7502 0 0 0
0.3998 0 0 0 0.6002
0.3998 0 0 0.6002 0
 (5)
Considerando as matrizes geradas como grafos de transic¸a˜o, onde o nu´mero da linha
representa o nodo de saı´da da aresta e a coluna o nodo de chegada, podemos perceber
que nosso modelo mante´m a informac¸a˜o de transitividade temporal entre os itens. Ao
utilizar apenas o histo´rico do usua´rio, percebemos que as transic¸o˜es geradas dependem
muito mais da frequeˆncia dos itens no sistema. A mu´sica ‘Rehab’, por exemplo, por ser
frequente, possui arestas de entrada e saı´da para todas as outras mu´sicas.
3.2. Extrac¸a˜o das Transic¸o˜es Evolutivas Representativas
3.2.1. Random Walk
Para a construc¸a˜o do nosso modelo, o algoritmo Random Walk sera´ utilizado para estimar
a probabilidade de se partir de um item x qualquer e alcanc¸ar outro item y em n iterac¸o˜es,
sendo que cada iterac¸a˜o representa uma unidade temporal no sistema. Visando otimizar
nosso processo, modificamos o algoritmo para que a cada iterac¸a˜o as probabilidades me-
nores que a me´dia das probabilidades, ou seja, as arestas que possuem um valor menor
que o esperado, sejam removidas. O resultado de cada iterac¸a˜o do Random Walk e´ dado
pela matriz resultante Ri, onde i e´ o valor da iterac¸a˜o. Cada par Ri[x, y] > 0 representa
uma transic¸a˜o evolutiva possı´vel com i iterac¸o˜es no sistema.
Algoritmo 1: executeRandomWalk
matriz de transic¸a˜o;
matriz resultante = matriz de transic¸a˜o;
iterac¸a˜o = 0;
while (valores na˜o convergem) and (matriz resultante existe) do
iterac¸a˜o++;
matriz resultante = matriz resultante * matriz de transic¸a˜o;
imprime resultado da iterac¸a˜o corrente;
limite inferior = me´dia dos valores diferentes de zero;
remove probabilidades menores que o limite inferior e redistribui esses valores
entre os outros valores da linha;
remove linha/colunas zeradas;
end
Ale´m do Random Walk, tambe´m calculamos o valor de PageRank, PR(x), para
cada item. O PageRank, assim como o Random Walk, utiliza o peso dos links de entrada
e saı´da de cada nodo no grafo. Pore´m, como explicado em [Chung and Zhao ], ”instead
of having to determine the number of steps a random walks is taking, PageRank uses
a positive real value α, where α ∈ [0, 1) to control the ’diffusion’ of a combination of
random walks”. Enta˜o, ao inve´s de retornar a probabilidade de alcance entre dois itens
ele estima a importaˆncia, no nosso caso, a popularidade, de cada item para o sistema.
3.2.2. Transic¸o˜es Evolutivas Representativas
Como definimos anteriormente, uma transic¸a˜o evolutiva e´ um par de itens ordenado de
acordo com o momento em que cada um foi consumido pelo mesmo conjunto de usua´rios.
Ale´m disso, como buscamos transic¸o˜es evolutivas representativas, elas devem ser: men-
sura´veis, para que seja possı´vel medir sua relevaˆncia em relac¸a˜o as outras transic¸o˜es exis-
tentes; relevantes, com probabilidade de ocorreˆncia significativamente mais alto que o
esperado; na˜o o´bvias, consideramos o´bvias transic¸o˜es que envolvam apenas itens po-
pulares, pois os mesmos sa˜o facilmente alcanc¸a´veis sem o auxilio de SsR; u´teis para
recomendac¸a˜o, que sejam aplica´veis a` um conjunto maior de usua´rios.
O processo de identificac¸a˜o das transic¸o˜es evolutivas, com a utilizac¸a˜o do Random
Walk modificado, garante que elas sa˜o mensura´veis, uma vez que um valor e´ atribuı´do
a cada transic¸a˜o possı´vel. Ordenando todos os valores de Ri[x, y], ou posteriormente
PTAN(i, x, y), podemos identificar as transic¸o˜es mais relevantes, ou seja, com probabi-
lidade maior que a esperada. Para identificar as transic¸o˜es na˜o o´bvias e u´teis, vamos
considerar uma transic¸a˜o do tipo x → y, isto e´, Ri[x, y]. Partindo de qualquer origem a
probabilidade de se atingir uma musica popular e´ alta, por isso dizemos que se a popu-
laridade de y no sistema for alta a transic¸a˜o e´ uma transic¸a˜o o´bvia. Por outro lado, se a
probabilidade de x for baixa a transic¸a˜o na˜o e´ u´til, pois a transic¸a˜o x→ y na˜o e´ aplica´vel
a` muitos usua´rios.




A equac¸a˜o (6) representa a probabilidade da transic¸a˜o absoluta normalizada pela
relevaˆncia global do destino no domı´nio. PTAN nos permite extrair as transic¸o˜es evoluti-
vas representativas do domı´nio de recomendac¸a˜o, ao atribuir um valor para cada transic¸a˜o
em func¸a˜o do produto da probabilidade de alcance entre itens, x → y, obtida pelo Ran-
dom Walk, transic¸o˜es relevantes, e a popularidade do item x, transic¸o˜es u´teis, obtida pelo
PageRank. Esse valor e´ normalizado pela popularidade de y, transic¸a˜o na˜o o´bvia.
3.3. Recomendac¸a˜o
Nossa motivac¸a˜o e´ que a existeˆncia de transic¸o˜es evolutivas possa ser u´til na resoluc¸a˜o
de alguns problemas inerentes em SsR, como: (1) o problema do Cold Start, que ocorre
quando o sistema possui usua´rios com pouca informac¸a˜o, ou itens poucos consumidos.
A acura´cia do recomendador e´ comprometida, uma vez que ele na˜o possui um histo´rico
extenso sobre esses usua´rios, ou itens, e na˜o existe informac¸a˜o o suficiente para boas
recomendac¸o˜es; (2) o problema do reconsumo, ou seja, identificar o subconjunto de itens
que o usua´rio ja´ consumiu e que eventualmente gostaria de reconsumir e (3) o fenoˆmeno
de Cauda Longa, um comportamento tı´pico em SsR no qual o consumo fica concentrado
em poucos itens populares, enquanto os demais itens sa˜o pouco consumidos e recomen-
dados. Nesse sentido, podemos utilizar as transic¸o˜es evolutivas relevantes encontradas da
seguinte forma:
1. Ao identificar que existe uma transic¸a˜o evolutiva relevante do tipo usua´rios que
consumiram um item A, tambe´m consumiram um item B apo´s um certo tempo,
podemos utiliza´-la para tentar recomendar o item B para os usua´rios que gostam
de A e na˜o consumiram B. Essa e´ uma soluc¸a˜o para o problema do Cold Start, pois
mesmo sem um histo´rico de consumo extenso e´ possı´vel fazer recomendac¸o˜es para
novos usua´rios.
2. Caso essa transic¸a˜o permanec¸a relevante ao longo do tempo, podemos fazer essa
mesma recomendac¸a˜o mesmo para os usua´rios que ja´ consumiram B, pois existe
uma chance que essa seja uma boa oportunidade de reconsumo.
3. Partindo da nossa premissa - existem transic¸o˜es evolutivas relevantes e que elas
sa˜o na˜o o´bvias - tambe´m podemos atenuar o problema da Cauda Longa ao resgatar
itens da cauda.
4. Avaliac¸a˜o Experimental
O domı´nio de recomendac¸a˜o utilizado para o trabalho foi um domı´nio musical. A colec¸a˜o
de dados utilizada foi uma base extraı´da do sistema Last.fm. A Last.fm e´ uma comunidade
virtual focada em mu´sica; os usua´rios possuem um perfil e podem se conectar aos seus
amigos, receber recomendac¸o˜es de mu´sicas, eventos e a´lbuns. Nossa amostra conte´m
informac¸o˜es sobre a execuc¸a˜o das mu´sicas ao longo das semanas pelos usua´rios. A base
de dados conte´m informac¸o˜es sobre 85.075 usua´rios e 12.585.511 mu´sicas em um perı´odo
de ana´lise de 220 semanas distintas.
O u´nico paraˆmetro de execuc¸a˜o que precisamos definir manualmente e´ o nu´mero
de iterac¸o˜es utilizado pelo Random Walk e pela equac¸a˜o PTAN , o valor i. Como o sis-
tema utilizado nos nossos experimentos e´ dividido temporalmente por semanas, contex-
tualmente, i representa o nu´mero de semanas. Ou seja, quando temos a transic¸a˜o Ri[x, y]
dada pelo Random Walk, no nosso cena´rio, podemos dizer que temos a probabilidade de
alcance entre a mu´sica x e y em i semanas. Nos nossos experimentos, utilizamos i = 1
e i = 24. Escolhemos esses dois valores, 1 semana e 6 meses, para podermos avaliar
como os resultados obtidos com nossa metodologia se mante´m esta´veis, mesmo quando
aumentamos a distaˆncia temporal utilizada.
4.1. Resultados
O objetivo dos nossos experimentos e´ verificar a existeˆncia das transic¸o˜es evolutivas e
avalia´-las para validar nossa hipo´tese de que essas transic¸o˜es evolutivas representativas
sa˜o: mensura´veis, relevantes, u´teis e na˜o o´bvias. Apo´s gerarmos todas as transic¸o˜es evo-
lutivas a partir da formula PTAN , com i = 1 e i = 24, analisamos algumas informac¸o˜es
gerais sobre elas com a finalidade de mostrar que realmente existem transic¸o˜es relevantes.
# Regras Me´dia Desvio # Regras acima da me´dia
PTAN (1, x, y) 3.233.296 0,00044 0,00046 1.228.875 (38%)
PTAN (24, x, y) 3.286.960 0,00042 0,00039 1.283.590 (39%)
Observando a me´dia dos valores encontrados, para i = 1 e i = 24, percebemos
que existe um nu´mero significativo de transic¸o˜es com probabilidades maiores que o valor
esperado (38% e 39%, respectivamente). Ale´m disso, plotamos uma curva de distribuic¸a˜o
acumulada (CDF) desses valores utilizando como paraˆmetro de comparac¸a˜o o valor me´dio
encontrado. Assim, o valor plotado no eixo x representa, na verdade, quantas vezes a
probabilidade de uma transic¸a˜o esta´ acima da me´dia (60%). Os gra´ficos da figura 3
tambe´m demonstram que nossa hipo´tese - a existeˆncia de transic¸o˜es evolutivas relevantes
- esta´ correta. Uma vez que conseguimos observar que uma porcentagem significativa de























#vezes que o valor de Ptan é maior que a média























#vezes que o valor de Ptan é maior que a média
(c) CDF dos valores de PTAN para 24 semanas.
Figura 3. Distribuic¸a˜o acumulada das probabilidades.
Com o objetivo de verificar que existem transic¸o˜es u´teis e na˜o o´bvias, realizamos
a segunda parte da nossa avaliac¸a˜o focados nos valores de PR(x) e PR(y). Vimos que
uma transic¸a˜o e´ o´bvia quando envolve apenas itens populares. Por isso, buscamos por
transic¸o˜es x→ y onde o valor de PR(y) e´ mais baixo. Por outro lado, o valor de PR(x)
na˜o pode ser muito baixo, caso contra´rio a transic¸a˜o na˜o e´ abrangente. Para a comparac¸a˜o
dos valores encontrados, plotamos uma CDF dos valores de PageRank de todas as mu´sicas
do sistema (figura 4). Na tabela abaixo, podemos verificar o valor me´dio de PR(x) e
PR(y), ale´m da correlac¸a˜o2 desses valores com o valor obtido por PTAN(i, x, y).
2Coeficiente de correlac¸a˜o de Pearson.
Correlac¸o˜es Me´dias
PR(x) PR(y) PR(x) PR(y)
PTAN (1, x, y) 0,5215 0,1146 0,0005448 0,0002376
































































































CDF do valor de PageRank dos itens do sistema
Figura 4. CDF dos valores de PageRank.
Verificamos que nenhum dos valores esta´ altamente correlacionado e PR(x) apre-
senta valores maiores que PR(y) em ambas as me´tricas. Verificamos tambe´m que, na
me´dia, PR(y) na˜o e´ muito alto nas transic¸o˜es encontradas, uma vez que menos de 10%
dos itens possuem o valor de PageRank menor que 0, 00023. Por outro lado, pelo menos
60% dos itens possuem PageRank maior que 0, 00054. Ale´m disso, plotamos um gra´fico
de dispersa˜o das duas varia´veis para as transic¸o˜es mais relevantes encontradas. Neste
gra´fico, percebemos que os valores de PR(x) tendem a ser maiores que PR(y).
Figura 5. Gra´fico de dispersa˜o dos valores PR(x) e PR(y) para as transic¸o˜es mais
relevantes.
5. Conclusa˜o e trabalhos futuros
Neste trabalho, apresentamos uma nova modelagem probabilı´stica capaz de agregar
informac¸o˜es sobre a evoluc¸a˜o temporal do sistema. A partir da modelagem proposta,
extraı´mos o que denominamos de transic¸o˜es evolutivas, um par ordenado de itens con-
sumidos, pelo mesmo conjunto de usua´rios, em ordem cronolo´gica ao longo do tempo.
Nossos experimentos demostraram que essas transic¸o˜es existem e sa˜o relevantes, ou seja,
sa˜o mensura´veis, relevantes, u´teis e na˜o o´bvias. Acreditamos que tais transic¸o˜es sera˜o
u´teis para o aprimoramento do processo de recomendac¸a˜o. Por isso, como trabalhos futu-
ros, pretendemos explorar as transic¸o˜es encontradas para aumentar a capacidade de SsR
de resgatarem itens potencialmente interessantes.
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