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Is  duality  theory  a  breakthrough  of
momentous  proportions?  Does  it  affect  the
applied  researcher  with the same  magnitude
as  the  theorist?  Is  it only  a  novel  approach
and  hence  enhances  the chance  of academic
promotion  for  the  user,  or  does  it  exhibit
more  simplicity  and more  power than  other
approaches  - say  those  of Heady  and  Dil-
lon? Does the dual  approach  only contribute
when  one  is  examining  a  production  or de-
mand  system?
These  are  but a few  of the questions  that
have at times perplexed me and many of you.
Some of the above  issues are  discussed  here
but  likely  there will  be few  convincing  an-
swers  offered  in  this  paper.  After  a  brief
review  of duality,  the  usefulness  of the  ap-
proach  is  discussed.  It  is  argued  that  for
many  problems,  duality  is extremely  conve-
nient but often  is not  essential.  Then,  cases
where it seems that duality fails are examined
in  order  to  shed  light  on  the  title  of  this
paper.
As to scope,  I will not review the actual or
potential theoretical and empirical  studies  or
possibilities  which  use,  or  may  use,  duality
[see  Lopez].  However,  in  a  general  way,  I
would  like  to  contrast  the  dual  approach  to
other approaches  and attempt to  discuss  the
relevance of duality for applied work without
discussing  specific  functional  forms,  or  test
procedures,  or  even  specific  problems  such
as  tests for functional  structure  (e.g.,  separa-
bility),  technical change,  etc.  These methods
are  treated  in  the  excellent  book  edited  by
Fuss  and  McFadden,  and  in  Deaton  and
Muellbauer.
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What is  Duality?
Duality  is  one  of  those  popular  catch-
words  that  often invades  an  academic  disci-
pline.  Beyond  that,  it  is  many  things.  In-
deed,  Lau,  commenting  on  Diewert  [1974],
indicates  three  related  but  distinct  ap-
proaches.  Most  of us are  first exposed to the
word  duality  as  students  in  mathematical
programming courses.  This  type of duality is
clearly  related  to  the  concept  discussed  in
economic  theory.  The  relationship  is  not  al-
ways obvious and contributions  in economics
have  often  centered  upon  relating  convex
analysis  in  mathematical  programming  to
economic problems [Cass].
Regardless,  Diewert  states that  the  heart
of duality lies in  Minkowski's  theorem: every
closed convex  set can be characterized  by its
supporting  halfspaces.  Indeed  the  feasible
set of solutions to a linear programming prob-
lem is presumably  a closed nonempty convex
set. Geometrically,  it is  clear that portions of
the  feasible  set  A  can  be  reproduced  by
varying the slope  of support function  A.
If one  associates  B  with a production  pos-
sibilities set and A with an isoprofit curve, we
indeed  see that points of profit maximization
such  as  C  do trace  out  the boundary  of the
production  set  where  zl  and z2 are  two  out-
puts  in Figure  1.
Similarly,  in  Figure  2,  A  may be the pro-
duction set associated with an  isoquant,  B is
an isocost curve,  and C is the cost minimizing
input choice  from x1 and x2.1
The reproducibility  of relevant  portions of
the boundary of B from a knowledge of C(A),
and vice-versa,  is  at the heart of many explo-
rations  by  theorists.  In  order  to  briefly  dis-
1If the isoquant has portions which are nonconvex,  then
clearly,  cost  minimization  cannot reproduce  the  eco-
nomically meaningless  portions  of the isoquant.
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cuss these  concepts,  it is necessary to  define
in an abstract but neoclassical  way a number
of different economic problems.  In each case,
z  is  output  (restricted  to be  a  scalar  for con-
venience),  x  and  P  are  N  vectors  of inputs
and  input  prices  respectively,  c  is  the  cost
function,  f is  a  direct  production  or  utility
function,  or,  z = f(x);  R is the price  of output,
,r is  profit;  F is  a transformation  or  distance
function;  f*(or  z*)  is  the  profit  maximizing
indirect production function;  a7*  is the profit
function;  **  is  the  normalized  profit  func-
tion,  rT*/R;  V  is  the  indirect  production  or
utility  function  when  cost  or  income  con-
strains choice;  and y is a fixed level of income
or cost.
Given  these  definitions,  it is  important  to
note that cost minimization  subject to output
held  fixed  is  structurally  equivalent  to
minimizing  expenditure  subject  to  a  fixed
level  of  utility  for  a  consumer.  Thus,  both
consumer  and firm-level  interpretations  are
possible for  some problems.
The relationships  listed  in Table  1 are not
exhaustive  but  contain  some  of  the  more
important  duality  results  [Blackorby,  et al.;
Fuss  and  McFadden]. 2 In  every  case,  no
attempt  is  made  to worry  about  regularity
conditions:  differentiability,  and  continuity,
and appropriate curvature  of all functions are
assumed.
An example will serve to highlight  some of
the entries in the Table.  Let the production
or utility function be3
(15)
N
z=K  7rr Xi
i=l
ti,  K>0 for  all i=  1,  . . .,  N  ,
2Fixed inputs  add few additional complexitities and do
not alter substantially  any  of the duality results listed.
What  is  missing are  curvature  properties  in the  fixed
inputs.  Further,  due  to  space  limitations  the Table
omits dualities based  upon the revenue function.
3The  Cobb-Douglas  function  yields  explicit  demands
but is  very restrictive  since  it cal  be viewed  as a first
order approximation  of an  arbitrary  function.  For log
forms,  translog  functions  with  log  quadratic  terms
overcome the  constant  elasticity  restriction.
where  x,  P/y,  and  P/R  are  N  vectors.  The
constant  cost  quantity  dependent  demand
functions  are [see  (1)]:
(16)  4)i(P/y)  =  [(Pi/y)





ax=  I %j.
j=l
The indirect utility function or cost compen-
sated  indirect  production  function  is  found
by inserting  (16)  into  (15)
(17)  V(P/y) = K t- iN  iy
i=l  Pi
The corresponding  price dependent demand






The  cost function  is found  by minimizing P'x
subject to  z  [see  (6)] and gives  constant  out-
put (utility)  or  Hicksian-type  demand  func-
tions
711
(19)  (  p)  =  )  Xz
L a
i=l,...N ,
with  cost  (expenditure)  function  found  by
computing P'-(z,  P)
(20)  c (P, z)=a  (K)-lZ
N  ci  (  339x
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Setting  (20) equal to 1 (dividing by c= y)  and
inverting gives V(P/y) [see  (17)] where a fixed
value  of c is  y.
By (9),  the price dependent output or utili-
ty held constant demand  functions are:
(2 1)  8(x, z)  X(  i=)  '(N) xj
j=l
a- 1 i=l,...N
with distance  function
(22)  F(x,  z)  - 1 xf  i
Setting  F(x, z) =  and solving for z gives (15).
Setting F(x, z)=  1 and solving for z gives  (15).
The distance function can be interpreted as a
measure of efficiency or as a production func-
tion.  When  the  production  function  is  writ-
ten  in  implicit  form  such  as  g(z,  x)=0,  the
distance  function  is  unique up  to a constant,
whereas  any  increasing  transformation  of  g
may  equivalently  define  technology
[Shephard].
For the normalized  profit  maximization  in
(13),  input demands  are:
(23)  xi= vi(P/R) = - ai  r*(R/P)
i=1,...,  N;
and the normalized  profit function is
N  (x
(24).  Tr*K(1- ) (1 -- )  (Pj/R)
j=l
= ,T*/R,
where o  = - =  j/(l - ).
From  the  primal,  price  dependent  de-
mand equations  are:'
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(25)  P  =ai(z/xi)  i = ,...,  N.
R
Although tedious algebra is involved,  all of
the  above  calculations  are  possible  because
the particular function  chosen  yields explicit
demands.4 Were  that  not  the case,  one  can
still  derive  the  demand  functions  for  any
appropriate functional forms through the use
of five important  duality  theorems:
(26) Hotelling's Theorem I - ac/dP=  (x,
z)  or,  C(x,  z)  in  (19)  is  obtained  by
differentiating  (20)  with  respect  to  Pi
(sometimes  known  as  Shephard's
Lemma).
(27  Shephard's  Theorem  - F(x,
z)/xi = 6'(x,  z) or,  i'(x,  z) in (21) can  be
obtained  by  differentiating  (22)  with
respect  to xi.
(28) Roy's  Theorem  - i(P/y) = -Vi/V
N
=Vi/  I  Vj(Pj/y),  or, the  constant  ex-
i=1
penditure  demand  curves  in  (16)  can
be  obtained  by  finding  aV/O(Pi/y)  and
aV/ay  and finding the negative of their
ratio from  (17).
(29) Wold's  Theorem  -Price  dependent
demand  functions  in  (18)  can  be  ob-
N
tained by. Pi/y =  ((x) = fi/  E  fjxj  us-
j=l
N
ingf=K  7T xi
i=1
(30) Hotelling's  Theorem  II - TT*/(P/R)
= -x  =  Oi(P/R).  This is  verified by dif-
ferentiating  (24)  to  obtain  (23).  Sup-
plies are  obtained by
* =  r* -(P/R).[a**/a(P/R)]
=  0rr*/R,
4The Cobb-Douglas  function  is particularly  simple as it
is  self-dual.  That is,  all  of the dual problems are in the
same  family.  The translog  is not self-dual.
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where all of the theorems are based upon the
envelope  theorem.  It  should  be  noted  that
many  of the  above  are  equivalent  but more
powerful ways  to express more familiar state-
ments.  For example,  marginal  rates  of sub-
stitution  equal  to  input  price  ratios  in  cost
minimization  are  formally  equivalent  to
Hotelling's  Theorem I  [Newman].
The  essence  of  the  dual  approach  (see
Table  1)  is  that  it  makes  no  difference
whether  one uses  the production function  to
derive  explicit  cost  minimizing  demands  or
whether Hotelling's  Theorem I is used on the
cost function to obtain the demands.  Indeed,
the  numerical  example  shows  that identical
results  are  obtained.  The  examples  in
Lopez's  paper  use this dual  approach.  Also,
given  suitable  regularity  conditions,  (5)
shows  that  the  cost function  can  be  used  to
obtain  the production  function;  or,  both the
cost  and  production  function  contain  the
same  information.  Similar  notions  hold  for
the  remainder  of the  dualities  exhibited  in
Table  1 [Blackorby,  et al.,  p.  39].
It should  be  emphasized  that  some  ques-
tions require use of compensated  curves.  For
example,  analysis  of  Hicksian  technical
change  or Hicksian  welfare measures  in  con-
sumption require the use of the compensated
curves  defined  in  (6).  That  is,  consumer  or
producer welfare  change when  price P1 rises
from  P1'  to  P" 1 is  given  by the surplus  mea-
sure  [see  (6)]
Pu,
Aw= - f  l
1(P,  z)dP1,
P1'
where  w is  welfare  and P1' is  the reference
price  level.
Further,  if prices are endogenous to choice
but quantities  are  exogenous  (such  as  in  ra-
tioning),  then the welfare change of a quanti-
ty  increase  from  xl'  to  xl"  is  [see  (7)  and
Deaton].
Aw=  f  aF(xM,  dxl
Xl'  L 
aX 1
P  = a(x, z)  dxl.
Y
This  exemplifies  that  not  only  are  compen-
sated  curves  of  interest  to  economists  but
depending  on  the  question,  the  choice  of a
dual function  may be  dictated  by its  ease  of
application.
Finally,  the  last  column  of  Table  1 lists
properties of the various  functions.  General-
ly,  when  a  function  is  homogeneous,  the
normalization  is  used  explicitly  as  in  V(P/y)
and the normalized  profit function,  Tr*.  The
other  restrictions  aid  in  the  specification  of
"legitimate" functions.  For example,  the nor-
malized  profit  function  is  convex  in  nor-
malized  prices  and  presumably  continuous.
This  leads  to  the  following  well-known  re-
strictions  under strict concavity  of f(x):
(28)  i T  xi-<O




factor  demands  slope downward
*  *  _*  *
Tij =  Tij;  ITij =  -ji
factor  demand are  symmetric
*  *  _*  _*
FiR =  T  Ri  ;  TiR =  -TTRi
reciprocity  between  output  supplied
and factor  demands
N  *
Tri Pi +rR  R=l
i=l
profit  is  homogeneous  of degree  1 in
all  prices,  or  the  normalized  profit  is
homogeneous  of  degree  zero  in  nor-
malized prices.5
The Hessian matrices of s*  and Tr*  are
5The  profit function  -T*  is homogeneous  of degree  one
in P and  R.  Since aTr*/aP  =-xi and  tr*/aR = z*,  these
functions  must be  homogeneous  of degree  zero since
derivatives  of  linearly  homogeneous  functions  are




x1Western Journal  of Agricultural  Economics
positive  semidefinite  and  definite  re-
spectively.
Hence,  a functional form  not yielding  a con-
tinuous  decreasing  and  convex  normalized
profit  function  would  not  be  a  "legitimate"
profit function.  Some of these properties  may
not be transparent,  and it may be helpful to
review how assumptions regarding the prim-
al problem  translate  locally into assumptions
regarding  the dual.
Consider  an  unconstrained  maximization
problem, max  L(x,  o), where  x  is  a vector of x
N  controls,  at  is  an  M vector  of parameters.
First  order  conditions  for  an  optimum  are:
Lx= 0.  Comparative  statics  yield  x, =  -L 1
Lx,,  where  Lxx  has  typical  element
{a 2 L/axiaxj},  x,  = {dxi/aa0k};  and
Lx,  = {a 2L/aXi0a(k}  and the hessian of L, Lxx,  is
presumed  to  have an inverse.  Letting  L* be
the  indirect  function  obtained  by  inserting
the optimal x into L and differentiating  yields
L, = La  and
(31)  L,*- La =  - Lx  Lx;xl  LX  Lx,
where  all functions  are evaluated at the opti-
mal x and Lx'  is Lx,  transposed.  Generally,  in
addition  to strict concavity of L in x,  Lxx,  and
hence  Lxx1,  is  assumed  negative  definite.
Thus,  negative  definiteness  of  the  primal
hessian  translates  into  positive  semi-
definiteness  of L,  - Lo  ; and Lxx',  La  and
La  are  symmetric  due to  continuity.  In the
case  where  L  is  linear  in  the  parameters
(conjugate  and  dual  pairs),  La =0  and con-
cavity of the primal,  L in x, implies convexity
of the dual,  L*,  in a.  If Lxo, was  of full rank,
then strong concavity of the primal translates
into strong convexity of the dual.6 For exam-
6The rank of L,  - Laamin  (rank of Lxx,  Lxa).  If Lxa is
of rank  N  and presuming  that Lx  is  of rank  N,  then
La - La,  has rank N. Since  Lx,'  L  x~-  1 Lxa  is a quadrat-
ic form  in Lxx,  a  negative definite  matrix,  then  minus
the quadratic form is positive semidefinite.  One should
also note that structure  in Lxx translates  to structure in
L,a-Lo,, by  similar  reasoning.  For  example,  if off
diagonal  elements  of Lxx  are  positive,  then  Lxx  is  a
Metzler matrix and all elements of Lxx-  1 are negative.
Since  La*L,,L  gives  comparative  static  results,  e.g.,
(28),  this is  a  convenient notion.
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pie,  when  L  is  the  normalized  profit  func-
tion,  7T=f(x)-(P/R)'x,  then  L  =  -IN,
where  tx  = (P/R)  and I is  the identity matrix.
Hence,  strict  concavity  of  the  production
function translates into strict convexity of the
normalized  profit  function.  If
L=IT=Rf(x)-P-x,  then  Lx,  is  not  definite
and  *rr* is weakly  convex  in P and  R due  to
homogeneity of degree 1 of  r*.7 Clearly,  the
hessians of **  and  rr*  are symmetric  due to
the  symmetry  of the  primal  hessian  (differ-
entiability).
The constrained case is more cumbersome;
similar  reasoning  applies  but  generally
quasiconcavity  and  quasiconvexity  become
central  to  the  argument  due  to  the  con-
straints  [Chavas  and  Pope  (1982a)].  To  sum-
marize,  the elements  in the fourth column of
Table 1 can be developed from convex  analy-
sis methods or can be developed in the more
familiar differentiable  regular  case  in  a man-
ner as  above.
This  concludes  a  brief  and  somewhat
rambling  discussion  of elements  of duality
which I will need for later discussion.  Clear-
ly,  the  literature  is  too  vast  to  do  it justice
here in a few pages.  Excellent discussions  are
found in Varian,  Fuss and McFadden,  Black-
orby,  et al.,  and  Diewert [1974].
Duality's Praises
For  purposes  of  discussion,  most  of  the
examples  which  follow  are  from  production
applications  and  the  primal  shall  refer  to
systems such as the direct versions (objective
function  and/or  first  order conditions)  of (6)
and (13);  dual systems are exemplified  by (19)
and (20) for the cost function and (23) and (24)
for the profit  function  (indirect).
Examples  of  primal  and  dual  approaches
will  fix  ideas  for  comparison.  Under  cost
minimization,  the  familiar  first  order  condi-
7In  such  case,  Lxa  is  an  N x M  matrix  of rank  N<M.
Note that [xp XR]'V = 0 if and only if Lxa V = 0. Thus, V
can be solved from the latter equation and homogenei-
ty derived.  This forms  a constructive  method of deriv-
ing nullity  restrictions when  they are not obvious.
December 1982Duality Theory
tions  are  Pi=Xfi  (i= 1,...N) where  X is  a
Lagrangean  multiplier.  Under  linear homo-
geneity of f(x),  X is average  cost and estimat-
ing cost share  equations  can  conveniently  be
written  S?=fixi/f.  For  a  symmetric  translog
production  function  and  a time  series  appli-
cation with technical change,  these equations
become  Si  =&i +  E  Bij  In  xjt + Bit In t,  Bj
~-  J  ~J
= Bji,  where t is  time and the &'s and B's are
parameters  of the  primal  system  to  be  es-
timated  [Burgess].
By  now,  the  dual  approach  is  at  least  10
years  old  in  terms  of AJAE  literature.  Lau
and Yotopolous'  study is  a classic profit func-
tion  reference.  They  use  a  Cobb-Douglas
production  and profit  function  as  in  our ex-
ample.  Generally,  for  log  linear  functions,
the estimating equations are shares  such that
si-Pixi/Tr*  =  - In  fr*/oln(Pi/R) which is  -c
in  (23).  Later  applications  have  used  more
flexible functional forms and examined a vari-
ety  of  issues.  In  each  case,  Hotelling's
Theorem  II  is  used  to  derive  supplies  and
demands.
Binswanger used all of the cost restrictions
in  his  1974  study  of  technical  change.  A
translog  cost  function  was  used  with  homo-
theticity  assumed.8 In such  case,  typical  es-
timating equations  are
SC=  p =  oai+  . Bij  In  Pjt+Bit In  t, ct  j
Bji = Bij,
where  t  is  time  and  the  (x's  and  B's  are
parameters  of  the  cost  function  to  be  es-
timated  econometrically.  These  share equa-
tions  are  based  upon  Hotelling's  Theorem  I
which  is ac/Pi =  oi  or aln  c/dln  Pi = S- . Re-
strictions  implied by the  theory [see  (3)] are
imposed  on  the  parameter  estimates  of the
8Homotheticity  implies  that  the  marginal  rate  of sub-
stitution  is  constant  for  constant  factor  ratios.  Ho-
motheticity  seems  to  be  rather  routinely  assumed  in
many  studies. The assumption implies that c  (P, z) can
be written  h(z)  T(P)  and cost  share  equations will  not
contain output.
ot's  and  the  B's.  For  example,  linear
homogeneity  of c in  P  implies that  E  oi = 1
i
N
and  E  Bij + Bit = 0 for all i.
j=i
Recent  studies  in the  AJAE  and  virtually
all applied econometric studies have used the
dual  approach  when  complete  systems  are
analyzed.  When only a single commodity or a
subset of commodities (e.g.,  a subsector) are
examined,  one  sees  little  structure  imposed
on econometric estimations and duality plays
little  role:9 that  is,  arbitrary  structures  or
reduced forms are analyzed.  The exception  is
that  homogeneity  of  degree  zero  in  prices
(and income  for  the  consumer  case)  for  de-
mands  and  supplies  is  generally  imposed.
Thus,  it  seems  that duality  will not  play  an
important role in  such  studies. 10
Why are systems studies based upon duali-
ty  so  prevalent?  One  clear  and  obvious
reason  why  systems  are  analyzed  is  that  a
coherence  is  brought  to  the  analysis  that
could not be accomplished by examining  sin-
gle  commodities  only.  Further,  by  using
theory  to  restrict  parameters,  degrees  of
freedom  are  increased  (and  estimates  are
more  precise  if  the  restrictions  are  true).
However,  these reasons  apply equally to the
primal  and dual  systems approaches.
If one presumes  that duality  has the most
relevance for systems, consider the following
alternatives  focusing  on  profit  maximizing
demands  or  supplies:
(A)  Specify  a profit equation  as  in  (1) and
derive  demands  or  supplies  [Rosine
and Helmberger].
(B)  Specify  a  profit  function  and  use
Hotelling's  Theorem  II  to  derive
demands  and  supplies  [Lau  and
Yotopolous].
90ne can examine  a subset of industries  or commodities
given various  separability  conditions.
'Properties  of c  and  i*  could  still  be  used  to  derive
properties  of the demand  function  and  proper  func-
tional  forms.
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(C)  Impose  locally  the  restrictions  of the
theory  in  differential  form  (Divisia  or
Rotterdam  approach  [Laitenen]).
It is not useful here to develop  empirically
approach  (C).  The  Rotterdam  approach  uses
the restrictions of the theory on demands and
supplies  but  imposes  them  in  differential
form  constructing  Divisia price and quantity
indices.  Thus,  it measures  a local  differential
approach to economic response.  Indeed,  one
criticism of the approach  is the local nature of
the imposition  of the restrictions  [Laitenen].
However,  I do not  see  this as  a major criti-
cism for most uses.  It may well be that locally
approximating  a demand  or  supply  function
is  "better" than approximating  either a pro-
duction function  or a profit or cost function.
All  approaches  may  find  difficulty  impos-
ing  all of the  restrictions  of the  theory.  For
example,  translog functions  cannot  be made
to  globally  satisfy  curvature  conditions  by
parametric  restrictions  (unless  the  Cobb-
Douglas  function  is  obtained,  Diewert
[1974]).  Indeed,  imposing  or  testing  curva-
ture conditions  is  a cumbersome  matter  and
is usually dispensed with. 1 In each case,  one
essentially  needs  all prices  and quantities  so
that data requirements  are similar.  All of the
approaches  may  be  used  to  test  structural
issues.  For example,  duals  as well as  primals
may be  used to test returns  to  scale,  homo-
theticity,  separability,  structural  change,  ho-
mogeneity,  and other structural  characteris-
tics  [Blackorby,  et al.].  However,  not always
do  the  concepts  on  the  dual  side  exactly
coincide with primal concepts.  For example,
indirect  neutral  (Hicksian)  technical  change
implies  that  input  ratios  aren't  altered  by
technical change.  Direct Hicks  neutral tech-
nical change  implies that the marginal rate of
substitution along an isoquant is unaltered by
technical  change.  They  coincide  under  ho-
"Generally,  the conditions are checked after estimation
for some or all parameter  values.  For functional forms
such  as  the  normalized  quadratic  profit  function,
parametric  restrictions  guarantee  convexity  in  P/R.
Lau  [1978b]  provides  a  discussion  of procedures  to
impose  or test curvature.
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motheticity  of production  or  time  additivity
[Lau  (1978a)].  However,  for most problems,
this sort of difference  will likely not compel a
researcher  to  choose  one  method  over
another.
Suppose  that one wishes to  examine profit
maximizing  or cost minimizing demands  and
supplies. What then are some of the purport-
ed pros  and cons  of the primal approach  (A)
compared to the dual approach  (B)? Here are
some  reasons  why duality  is  so prevalent  in
empirical  work:
(i)  The primal yields input demands and
output supplies  by solving first-order
conditions  such  as  (25).  For  many
functional forms,  this cannot  be done
analytically.  The duals via Hotelling's
two theorems  yield  reduced  form  in-
put demands  and product supplies  di-
rectly.
(ii)  The primal approach  usually  assumes
continuously  differentiable  produc-
tion  functions;  the  dual  approach  of-
ten makes a similar assumption on the
profit  function.  Thus,  the  primal  ap-
proach could not conveniently handle
a  Leontief  production  function,
z=min(x,/Bl,  x2/B2,...  XN/BN).  How-
ever the cost function for this technol-
N
ogy is  c(p,  z)=  z  E  BjPj.  A general-
j=l
ization  of this cost function  could  test
for Leontief technology using conven-
tional  means.
(iii)  Input demands may be more co-linear
than  prices  causing  relatively  impre-
cise  estimates  of primal systems.
(iv)  Because  duality  yields  explicit  re-
duced  forms  with  prices  as  indepen-
dent  variables,  more  simple  estima-
tion methods such as generalized least
squares  (GLS)  may  be  employed.  If
input  uses  are  endogenous  and  cor-
related with error  terms,  then  an in-
srumental  variable  (IV)  estimator
must  be  used  if consistency  is  re-
quired  for  the  primal  structural  esti-
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mation. 12
(v)  For some people and problems,  prim-
al  results  are  more  readily interpret-
able  since  parameters  of the  produc-
tion  function  are  directly  estimated.
This is likely to occur when a person is
more  comfortable  with  their  knowl-
edge of technology than with econom-
ic  response.
The  above  are  by  no  means  universally
accepted  nor  are  they  exhaustive.  In  fact,
there does  appear to be a quite different  but
compelling  set  of  reasons  for  adopting  the
dual approach.  This  concerns  the objectives
of study.  If one wished to measure the partial
elasticity  of  substitution,  [Allen],  oij,  com-





C'ij  =  n  H(ij) xixj
Dual
c
'ija  --  Cij
where  H(i  j)  is the  i-j element of the  inverse
of the hessian of f(x),  fij = a2f/axioxj,  ci = ac/aPi,
and cij = a2c/oPioPj.  The expression  on the left
involves  elements  of the  inverse  of the  hes-
sian  of  the  production  function.  The  cost
function approach  would be much simpler to
apply if for some reason one were interested
in  measuring elasticities  of substitution.
Next,  suppose that one wished to know the
welfare impact  on the firm when input prices
change from the vector P' to P".  The welfare
impact  is  simply  measured  by  r*(P',
R)-  ,**(P",  R) when one has estimates  of r*.
This  is  far simpler  than using  input demand
2For example,  three-stage  least  squares.  It  seems  that
many reseachers  do not worry about  these  considera-
tions and use GLS  anyway [Burgess].
or supply curve surplus  measures. 13
Similarly,  the  expenditure  and  distance
functions  are  often most convenient  for wel-
fare analysis [Deaton and Muellbauer].  Thus,
it seems that the dual approach  is extremely
useful when analyzing welfare impacts as list-
ed below:
(vi)  The dual approach is more convenient
for  analyzing  the  welfare  impacts  of
changes  in  the  economic  environ-
ment.  If one  wishes  compensated
measurements  for some other reason,
such  as  Hicksian-type  definitions  of
technical  change,  then  the  appropri-
ate  dual  is  generally  more  simple  to
apply  (e.g.,  cost  and  distance  func-
tions) than  the primal.
For the  most part,  duality  seems  to  score
high  marks.  Are  there  problems  for  which
the  primal  approach  seems  superior?  I  can
think of few profit max or cost min problems
where  duality  might  not  be  advantageous.




Consider  the  cost  function  c  (P,  z)= z P
P21-  . To  derive  the  associated  production
function,  problem  (7)  could be solved for the
distance  function,  F,  and  z  solved from  F(x,
z)= 1.  However,  the  problem  in  (7)  must
have  a  solution.  Thus,  the  Jacobian  of the
system  of equations
xl - O[c/P1]= 0
3The welfare effects  of a multiple price change could be
calculated  as a surplus:
N  P"
Aw=-  E  f  x*dP.
i=1  P
Only if x*  is  derived from  profit maximization,  so  that
there  is  symmetry,  will  Aw  be unique  [Just,  et  al.].
This gives another reason  for imposing the restrictions
of the theory.
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x2-  O[(1 - a)c/P2] = 0
1-z Pi P21-~=O
must have rank 3 for a unique solution where
0  is  a Lagrangean  multiplier.  In such  case,
optimal values of P and 0  are obtained which
yields  (21).  These values  for  P  are  inserted
into P'x to yield the distance  function,  which
set  equal  to  unity  and  inverted,  yields  the
production function.
Suppose P1 = P2= P,  then the cost function
is  linear  in  Pi:  rank conditions  are  not satis-
fied,  and no unique finite solution  for P1 and
P2 is guaranteed.  Indeed,  one can only iden-
tify the composite  xl + x2 from the cost func-
tion via Hotelling's  Theorem I,  and technolo-
gy cannot be recovered by (7) (the set of cost
minimizing supports in Figure 2 is a ray such
as the 45° line (OD) through the  origin).
Are  there  reasonable  economic  situations
where  such  occurs?  It would  seem  so.  In-
traseasonal  prices  of an  input (water, fertiliz-
er,  etc.)  may be very co-linear  and yet these
dated  inputs  would  enter  technology  other
than  as a sum.
In  the multiproduct joint production case,
fertilizer  applied to corn and bean fields may
have the same price but are likely not appro-
priately represented  as a sum in  technology,
yet they have the same price  and a joint cost
or profit function could only identify the sum
of the fertilizer  demands  (not individual  de-
mands) via Hotelling's  Theorems.14
What  in  general  happens  to  duality  if the
number of parameters  is  less than the  num-
ber of control variables  or the space of price
variations  is restricted  as above? In this case,
does  the primal  problem  contain  more infor-
mation? 15 Certainly  the primal problem  will
yield determinant  individual  input demands
for  the  fertilizer  case  as  long  as  the  produc-
tion function is  strictly quasi-concave.  There-
fore,  I  question  the  generality  of duality  in
these situations.
Restrictions
The dual  approach  is "legitimized"  by be-
ginning with  dual functions  which satisfy  all
of the  theoretical  restrictions.  What if some
are omitted such  as convexity of Ir*  in P and
R?  Or,  more  importantly,  what  if quantita-
tive restrictions  are  ignored?
Consider  the case  of maximization  of nor-
malized  profit  where  z=f (xl,  x2; s) is  a re-
stricted  production  function where  s can  be
interpreted  as  a  fixed  input  or  technical
change.  L  --L,.  in  (31)  is  positive  semi-
definite  and  symmetric  of rank  at  most two
where  a = (P1/R,  P2/R,  s).  Letting ql  and  q2
be the  normalized  prices,











axl  x 
a xl  2 a 
x
*  a  a_2
fs  - +s2  _  a1  +fs2  - f.  +f2 aq,  aq2  aq2  aq2  as  as
is  symmetric  and  positive  semidefinite  of
rank 2 where fsi = a2f/asaqi i = 1, 2.  It is appar-
ent that behavior is restricted  by
a*  *  ax*l (32)  axfis +  1 f2s +  _
aq  (32)  a ql  c0q2  Os
14Not  only must separability  in production  be assumed,
but  a  simple  linear  aggregator  function  must  be  im-
plied if only  the  sum of two inputs  enter  technology.
'
5FFrom Epstein  [1981b],  property A.2,  an essential  ele-
ment of duality  is that some parameter vector must be
capable  of yielding  an  optimal  control  vector  for  the
entire feasible space  of controls.  In the fertilizer exam-
ple,  this clearly  fails  to hold.
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X*  axr  ax*
- fi,+  f2s+  = 0.
aq,  aq2  as
If z=f(x)s  (e.g.,  Hick's  neutral  technical
change),  then  (32)  reduces  to  az*/aql=
- sax*/as.  In  other  cases,  fs  and  fi  are  non-
linear and problems  appear.  In  general,  fis's
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can  be solved for if responses  such as  ax*i/qj
are known,  but one would not obtain restric-
tions  that are  useful  as  known  linear combi-
nations  of responses.
Since  the restrictions  in  (32) are  not easily
(or possibly)  applied in the nonlinear case,  it
seems  that  they  are  generally  ignored.  Are
the  resulting  estimates  derived  from  profit
maximization?  Can these demands be used to
recover production (are the integrability con-
ditions  satisfied)?  The  answer  appears  to be
no. Hence, it seems that duality works poorly
when  the  objective  function  is  nonlinear  in
parameters.
This  suggests  that risk  and some  dynamic
problems  may not be  thoroughly treated  by
dual  methods.
Risk  aversion  is  a good  case  in  point.  The
parameter  vector under  output price uncer-
tainty  and  expected  utility  maximization
might be at = (W, R, a,  P, t),  where W is non-
random  income  or wealth,  R = E(R),  E = ex-
pectation,  a = variance of R, and t represents
other relevant moments of the distribution  of
R  (if  any).  Under  risk  neutrality,  E(rr)  is
maximized  or c minimized  subject  to  z,  and
all of the certainty theory applies for ex ante
choices  but with  R replaced  by R.
Under risk aversion, the primal problem is
max  E [U (W+Rz-P.x) ],  where  U  is  a x
concave  utility  function.  First-order  condi-
tions  involve  preferences  but  may  be
econometrically  estimated  [Pope  (1978)].
The  indirect  expected  utility  function  U*  is
max  =E [U  {R f (  (P, z))-P  P  (P,  z)]=
E[U(Rz*(W,  R,  oa,  t)-P-x*(W,  R,  a,  t))].  A
version  of Hotelling's  Theorems  here  would
give  z*=[aU*/aR]  /  [aU*/!W]  and
xi  -[aU*/aPi]  / [aU*/aW].  Thus,  supplies
and  demands  can be obtained from  the indi-
rect  expected  utility  function.  However,
even in this simple risk case,  all of the restric-
tions  cannot  be  obtained  in  a  manner inde-
pendent  of  preferences  (just  as  (32)  yields
restrictions  which depend on technology).  In
the  case  of  price  uncertainty,  all  but  one
observable  restriction  involving  R  and  P  is
found  in  [Pope  (1978),  (1980),  and  Chavas
and  Pope  (1982b)].  Restrictions  involving  C
and t in general involve preferences  and thus
contain information  beyond that contained  in
the dual  (x*,  z*,  W,  t,  R,  r,  P).  Production
uncertainty  complicates  positive  economic
analysis; but further research  might improve
the  chances  of developing  a viable  produc-
tion system based upon duality or developing
a Rotterdam  type  system.
A similar conclusion holds for dynamics.  At
present,  some  simple  adjustment  cost  mod-
els  using duality  have  been employed  (e.g.,
Epstein  and  Denny;  Berndt,  Fuss,  and
Waverman;  Berndt  and  Morrison).  Epstein
has  proved  duality  theorems  between  value
functions  (indirect  discounted  profits  or  the
associated  Hamiltonian)  and  the  production
function.
However,  unlike  the  static  case  (where
curvature  is germane),  third order conditions
on  the  value  function  are  also  required  to
completely  characterize  duality.  Thus,  duali-
ty  under  dynamics  is  much  more  cumber-
some.  Simple value functions  such as a quad-
ratic  do not  have  third  order  flexibility  and
are  very restrictive  [Epstein  (1981a)].  Thus,
it  would  seem  that  additional  applications
and  basic  research  are  required  to  refine
dynamic  duality models.
Concluding  Remarks
To  many,  it  is  unclear  whether  micro-
economic theory based  upon differentiability
and other convenient  regularity  assumptions
should be taken seriously.  Should one worry
about symmetries  and other implied restric-
tions? Further,  it is unclear  how aggregation
affects  the  theory [Diewert  (1980)].  What is
clear,  is that  a model  based  upon  structure
with demands and supplies satisfying the the-
oretical  restrictions  is  extremely  convenient
to  work with  because  of the internal  coher-
ence of the model (so  called integrability).  In
some cases,  it seems  to be nearly  indispens-
ible.  Measurement  approaches  based  upon
duality  seem  to  have  substantial  advantages
over  primal  approaches.  The  dual  approach
usually  is easier to apply,  likely more flexible
in  measurement,  and  able  to  conveniently
analyze  more problems.  Thus,  in theory and
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empirical  work,  duality seems  to be here to
stay.
However,  not  all  problems  seem  to  be
capable  of being  studied  using  duality.  For
example,  multiproduct joint production,  risk
aversion,  dynamics,  and other areas  seem to
suffer  under  the  dual  approach.  Generally,
the  cases  where  varying  parameters  (e.g.,
prices) enter the problem linearly in conjuga-
cy with decision variables,  are the "cleanest"
cases where  duality may be applied.  Future
research  will  hopefully  solve  some  of these
problems to make dual approaches more use-
ful for such issues as welfare  evaluation under
risk and dynamics.
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