Abstract. In this work we explore the use of computer vision for bus detection in the context of intelligent transport systems. We propose a simple and efficient method to detect moving objects using a probabolistic modelling of the scene. For classification of the detected moving regions we study the use of eigenfaces.
Introduction
In recent years there has been an increasing interest on improving public transport services. This is due to both direct and indirect benefits that can be obtained by cities from a logistical, environmental and social point of view. As a direct benefit, a well organized and efficient public transport system allows to reduce travel times, reduce traffic congestion while offering a comfortable alternative to family cars, and therefore also reduces pollution levels. On the other hand, one of the indirect benefits is the impact on the economy of the city. Big cities are increasingly important in the economy of the countries; providing appropriate logistical infraestructure helps to attract more business and investment. Governments recognize this reality and are increasingly investing in infrastructure, highways, subways, etc.
In order to improve public transport systems the main infrastructure investment is in exclusive bus corridors. However, the high costs associated with them make it not feasible to do it in all arteries of the city. Therefore, an alternative solution is the demarcation of preferential lanes for public transport in already existing streets and avenues. To be truly effective this solution requires the classification of vehicles traveling on them to detect buses and give them right of way at traffic lights.
In recent years the use of Computer Vision has expanded its application in Intelligent Transportation Systems, in particular for vehicle classification [2, 5, 3] In the case of exclusive corridors, the detection of buses can be easily implemented because there is a physical separation between them and private vehicles. In the case of preferential lanes this is not the case. A computer vision based system has two major advantages, its cost and its scalability. It is of low cost, compared to other solutions, because it enables the use of preferential lanes and reduces the construction cost associated with exclusive lanes. Computer vision it is also an interesting technology that can be used for other purposes such as vehicle counting, detecting special vehicles, speeding control and surveillance.
In this work we present a system that applying computer vision automatically detects buses preferential lanes to enable the synchronization of traffic lights on a main road in order to minimize travel times.
Existing Solutions
To solve the problem of vehicle detection a sensor is required. Sensors can be classified into two types: intrusive and non-intrusive.
Intrusive sensors include inductive loops, piezoelectric cables and magnetometers among others. These are installed directly on the floor, either on it or under by pipeline as is shown in Figure 1 . The operation thereof is generally simple and well known because they are mature technologies. The major disadvantage is that they require traffic disruptions for installation and maintenance. They also have many flaws associated with pavement condition and life depends a lot on the installation procedures.
On the other hand, non-intrusive sensors may be installed and maintained with minimal traffic distortion ( Figure 1 ). These sensors include computer vision based solutions, microwave radar, laser, infrared detection etc. They allow the supervision of several lanes and are able to provide further information such as the vehicle type detected. In the case of exclusive corridors, intrusive sensors can be used for bus detection because there is a physical separation between them and private vehicles. For preferential lanes (most widespread solutions due to its lower costs) these sensors can not ensure the correct detection due to private vehicles. Some recent works that address the problem of sorting vehicles according to their magnetic signature captured with inductive loops was presented in [1] .
The advantage of computer vision solution is the high value that can be generated due to its greater scalability. Most large scale traffic control systems use them for a variety of applications. First, they let you have a visual view of the traffic state, particularly useful when analyzing the causes of accidents that may result in roads. They also allow more elaborated statistical data analysis such as the level of congestion and the use of avenues. This can be obtained by calculating the occupation times and queues lengths. Computer vision solutions also allow to calculate the speed of vehicles that can be used for speeding infractions. It is also possible to do plate recognition, which can be used in shadow tolling, among other things.
In the next section we review the literature on computer vision based solutions for intelligent transport systems.
Computer Vision for Intelligent Traffic Systems
Although the work presented in [1] it is not based in computer vision it proposes a pattern recognition approach to classify vehicles by their magnetic signature obtained using inductive loops. The magnetic signature is a characteristic of each vehicle which depends on their geometry and distribution of metal parts. One way to obtain the magnetic signature is via the oscillation frequency versus time of an oscillator that uses an inductive loop during the time the vehicle passes over it. The database used is rather small and contains 34 cars, 9 vans and 18 buses. With this database the best classification is obtained with a naive Bayes classifier in the dissimilarity space with 99,3% of the vehicles correctly classified. Due to the small size of the database this can be considered as an upper bound of the classification performance. Nevertheless, the use of inductive loops it is a very robust method for this problem, and although it is an intrusive method, we include these results here to use it as comparison of our proposal.
In [2] a real-time vehicle detection based on background learning of the scene is proposed. The method has two processes running in parallel, one at high level and another one at low level. The low level process is the estimation of the background and runs in real time. The high level one runs at a lower frequency and is responsible of classifying the pixels into categories: lines, pavement or neither of the aforementioned. For this classification, color and shape features are considered. The proposed method only detects vehicles but not classifies them; it obtains a 90% of correct detection rate. We include this work to have a reference on the detection rate.
The work presented in [5] addresses the real-time vehicle classification based on eigenfaces [4] . The method implies taking a set of training images to learn the features of each class of interest: buses, cars, etc. The feature space is calculated using principal components analysis and then a nearest neighbor classifier is applied. The published results show a classification rate of 100% but using as the test set the same set used for the training consisting of 100 images of vehicles fronts. We apply the same methodology but considering complete images of the vehicles as shown in Figure 2 . We also train and test the algorithm with independent sets to evaluate different classifiers to understand the potential of the method in a real scenario.
Finally in [3] an algorithm for detection and classification of vehicles is presented. The detection achieves a good detection rate of 90% but the recognition based on structural features only achieves 70% of correct classification.
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Proposed Method
Using a camera conveniently located we are able to capture traffic images that are processed in real time in order to detect the presence of buses. Before proceeding we shall mention that we assume the following working conditions: good visibility and normal weather conditions.
Our system is composed of the following modules: image acquisition, segmentation, feature extraction and classification. The first step of image acquisition also prepares the image for further processing, for example adding noise filtering operations. In the segmentation step vehicles in motion are extracted from the background. For this step we propose a probabilistic approach that facilitates the typical selection of thresholds for segmentation purposes. Once the regions of interest are obtained from the segmentation step, each region is expanded in the feature space given by the eigenfaces method [4] . Finally, based on the calculated features each moving region is assigned to a given class (car, bus, truck, etc.).
Segmentation
Given two consecutive frames at times n and n+1, I n (x) and I n+1 (x) we consider their difference d(x) = |I n (x)−I n+1 (x)| where x indicates the pixel. If we assume that most of the pixels belong to the background and that differences among these pixels are assumed to be small, then most of the pixels will exhibit small values in d(x). If we look at the histogram of d(x) we will find that most of the pixels are concentrated at small values. If we view the image intensity differences as a random variable, whose magnitude represents the probability that a pixel belongs or not to a moving object, we can interpret the histogram of d(x) as an empirical approximation to the density function, f (y). Given a threshold α the probability that the difference falls in [α, 255] is:
Instead of fixing the threshold α which can vary due to lightning conditions and shadows, we fix the probability instead. That is, a pixel x is declared as moving if the probability of its difference d(x) is below a probability threshold
We define the following probabilities image:
and with it a binary image with objects labeled as one: IM S n (x) = IM P n (x) ≤ P α . In all the experiments of this paper we choose P α = 0.08. In Figure 3 the probability image and the final segmentation mask. Once we have the binary image with detected moving objects we apply mathematical morphology to simplify the detected regions followed by a labelling process which labels all connected components and extract their bounding boxes. In Figure 4 we show an image with all detected regions of interest. All bounding boxes are processed with some heuristic to join close bounding boxes and remove the ones that dont fulfill basic requirements of size and shape, see Figure 3 . Finally we apply an optimization procedure to shrink the bounding boxes towards the real boundaries of the vehicles. To do this we use the integral image of IM P n (x) to move the bounding box inwards to minimize the mean probability inside the bounding box; the bounding box is reduced until no noticeable reduction is observed. The use of the integral image allows a fast implementation. Observe that the same procedure must be applied to each bounding box in the image. See Figure 4 for an example of the output of this procedure. 
Classification
Once we have the bounding boxes of the regions of interest we use a classifier to decide the class of each of them. Starting from the greyscale values of regions of interest, see Figure 2 , we apply the method of eigenfaces to extract the projection coefficients and use them as classification features. The method of eigenfaces [4] , originally developed to recognize faces can be applied to our problem of vehicle recognition. In order to make this article self contained we are going to summarize the main concepts behind eigenfaces.
The training set of contains M vehicles images of known class scanned in lexicographical order. We assume that all images are resized to have the same size N × N and therefore each sample Γ k in the training set has N 2 elements; Γ = {Γ 1 , , Γ M } The eigenfaces method is based on principal component analysis (PCA). The first step for the application is to remove the mean of the samples:
Then, the eigenvectors u i of the covariance matrix C of the set {Φ 1 , ..., Φ M } are computed. The matrix C is calculated as:
where A is a matrix with vectors Φ k as columns.
Since this matrix C size is N 2 ×N 2 we use the same idea of [4] and compute the eigenvectors of A t A. It can be shown that if v i is an eigenvector of A t A then Av i is an eigenvector AA t . In this way we obtain M eigenvectors and eigenvalues of AA t . Once we have the eigenvectors all the data points in the training set are projected into them to build the feature space. That is, the eigenvectors u i constitute the base of the feature space and the coordinates on each eigenvector are the features to be used for classification.
During recognition, each region of interest is resized to size N × N , the mean of the training set is removed and then projected to {u 1 , ..., u L } to obtain its coordinates in the feature space. In this space we can apply any supervised classifier. For this work we tested five standard classifiers to select the one with best performance and lowest computational cost.
The training set was build using samples for each of the target classes as shown in Table 1 . In Figure 2 we show some of the image samples. As we can see the sample contain the object of interest but no fine tuning was imposed. 
Classification Results
Five classifiers were trained following the procedure of previous sections and performance evaluated using 10-fold crossvalidation. Although our main goal is to detect buses we also evaluated the potential of the approach to correctly classify all the classes of vehicles contained in the training set. In Table 2 we show the results for the five selected classifiers. If we concentrate ourselves in the correct recognition of buses, that is we measure the correct classification into two metaclasses buses and non-buses, the performance of the five classifiers increases. Table 3 we show the percentage of correctly classified buses.
As we can see the best classifier is k-NN with k = 3; it achieves 100% of true positives and only 3 false positives. Although, the five classifiers obtain good classifier results, it is importante to note that the nearest neighbor classifiers are the ones with best performance in terms of true and false positives. This is important due to the difference between the number of samples in bus and non-bus classes. 
