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Abstract
The Horizontal Chord Theorem states that if a continuous curve
connects points A and B in the plane, then for any integer k there are
points C and D on the curve such that
−−→
AB = k
−−→
CD. In this note, we
discuss a few combinatorial-analysis problems related to this theorem
and introduce a different formulation that gives way to generalizations
on graphs.
1 THE NECKLACE OF PEARLS PROBLEM. Two pirates have a
single-strand necklace containing 2N black pearls and 2N white pearls ar-
ranged in any order. They would like to cut the necklace into as few pieces as
possible so that after dividing the pieces of the necklace between them, each
gets exactly N white pearls and N black ones.
Using the following theorem, one can show that two cuts are sufficient.
V. Totik has discussed several problems, including the above mentioned and
the combinatorial-analysis theorem below, in the Monthly paper ‘A Tale of
Two Integrals ’ [4].
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Theorem 1. Suppose f, g are Riemann-integrable functions on I = [0, 1]
such that ∫
I
f(t)dt =
∫
I
g(t)dt = 1 . (1)
Then, for any r ∈ [0, 1] there exists a subinterval J ⊆ I such that
∫
J
f(t)dt =
∫
J
g(t)dt = r or
∫
J
f(t)dt =
∫
J
g(t)dt = 1− r .
According to the arrangement of black and white pearls in the necklace,
one defines two step functions f, g : [0, 1] → R such that the equations (1)
are satisfied. If J is the interval guaranteed by 1 for r = 1/2, then J contains
N white pearls and N black pearls (if J happens to have an end point on
one of the pearls, then the other end point has to be of the same color and
we can modify J accordingly).
Theorem 1 implies that:
Corollary 2. If f, g : S1 → R are Riemann-integrable functions on the circle
such that ∫
S1
f(θ)dθ =
∫
S1
g(θ)dθ = 1 ,
then for each r ∈ [0, 1] there exists an arc U such that
∫
U
f(θ)dθ =
∫
U
g(θ)dθ = r .
It is worth mentioning how this corollary is related to the chord set of a
function. For a function F : R→ R, the chord set of F is defined as
H(F ) = {t ∈ R : ∃x ∈ R F (x+ t) = F (x)} .
Any f : S1 → R induces a periodic function p on R with period one. If∫
S1
f = 0, then F (x) =
∫ x
0
p is periodic with period one. Corollary 2 implies
that F has every chord, i.e. H(F ) = R. In fact, every continuous periodic
function has every chord (see [2]).
Another implication of Corollary 2 is that in the following game there is
always a winner:
The game board consists of a circle and 2N distinguished dots on the cir-
cle, N ≥ 1. The players choose positive integers m,n ≤ N . The two players
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take turns to cross out at least one and at most m dots (that have not been
crossed out yet) per turn. One player uses a red pen and the other uses a
blue pen (or they use any other method to keep track of the dots they have
crossed out). Once a player has crossed out a total number of N dots, the
other player has to cross out the remaining dots. The first player who creates
an arc of 2n consecutive dots with n blue and n red crossed-out dots has lost
the game.
The same game can be played on any finite graph. This time players have
to avoid creating a connected subset of the graph that contains exactly 2n
dots, n of which are crossed out by the first player and the rest are crossed
out by the second player. The game in this general setting on arbitrary
graphs may end without a winner. However, if the graph is Euler, then the
game always has a winner. A graph is called Euler if it has a closed path that
goes through every edge exactly once, or equivalently, it is connected and the
degree of every vertex is even. If the graph is Euler, then by considering its
Euler circuit, we can pretend the game is played on a circle. It follows from
the circle case that the game cannot end without a winner.
2 Partition and Chord sets. Theorem 1 is also related to the Horizon-
tal Chord Theorem which states that if a continuous curve connects points
A,B ∈ R2, then for each positive integer k there exist points C,D on the
curve such that
−−→
CD =
1
k
−→
AB .
Given functions f and g on I, one considers the plane curve γ(x) =
(∫ x
0
f,
∫ x
0
g
)
and concludes from the Horizontal Chord Theorem that there exists an in-
terval J such that
∫
J
f =
∫
J
g = 1/k or
∫
J
f =
∫
J
g = −1/k. A moe careful
argument (see [1] or [4]) shows that:
Corollary 3. If
∫
I
f(t)dt =
∫
I
g(t)dt = 1, then for any positive integer
k there exists a subinterval J ⊆ I such that
∫
J
f(t)dt =
∫
J
g(t)dt = 1/k.
Moreover, if k is replaced by a number that is not a positive integer, the
conclusion does not necessarily hold.
Let us now consider the case where g ≡ 1 in Corollary 3. By a simple
continuity argument, we show that if
∫
I
f(t)dt = 1, then for any positive
integer k there exists an interval J ⊂ [0, 1] of size 1/k such that
∫
J
f = 1/k.
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To see this, we define
F (x) =
∫ x+1/k
x
f(t)dt , x ∈ [0, 1− 1/k] .
Then
F (0) + F (
1
k
) + . . .+ F (1−
1
k
) =
∫
1
0
f(t)dt = 1 .
Since F is a continuous function, the Intermediate-value Theorem [3] implies
that there exists x ∈ [0, 1 − 1/k] such that F (x) = 1/k, and so
∫
J
f = 1/k
with J = [x, x + 1/k]. In this argument, we used a crucial property of 1/k
with regard to I = [0, 1], namely, there is a partition of [0, 1] to subintervals of
size r = 1/k. We will generalize this argument in Theorem 5 to all connected
finite graphs.
We need to introduce some terminology before presenting the definitions
of partition and chord sets for general graphs. Let G = (V,E) be a connected
graph, possibly with loops or multiple edges, where V denotes the set of
vertices and E denotes the set of edges of G. We can think of G as a
measure space (G, µG) by identifying each edge with the interval [0, 1] with
the standard uniform measure. The set L1(G) is the set of functions f : G→
R such that f is Riemann-integrable when restricted to each edge.
The identification of each edge in G with the interval [0, 1] also turns G
into a topological space. A subset of G is closed if its intersection with each
edge of G is closed. Let X(G) denote the set of closed and connected subsets
of G. Finally, given r ∈ (0, |E|), let
Xr(G) = {u ∈ X(G) : µG(u) = r} .
In section 3, we will see that Xr(G) is a path-connected metric space with
the metric:
dG(u, v) = 2r − 2µG(u ∩ v) , u, v ∈ Xr(G) .
Definition 4. The partition set of a connected graph G is the set of real
numbers r such that there exists n ∈ N and a collection {Uα}
k
1 ⊂ Xr(G) such
that, except for a finite number of points, every point of G appears in exactly
n members of the collection. The partition set of G is denoted by P (G).
The chord set of a connected graph G is the set of real numbers r such
that for every f ∈ L1(G) with
∫
G
f = 0 there exists U ∈ Xr(G) such that∫
U
f = 0 . We denote the chord set of G by H(G).
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We saw that P (I) ⊆ H(I) for I = [0, 1], the graph with two vertices and
one edge. In general:
Theorem 5. For any finite connected graph G,
P (G) ⊆ H(G) , (2)
where P (G) is the closure of P (G) in R.
Proof. Since the chord set is a closed subset of R, it is sufficient to prove
P (G) ⊆ H(G). Let r ∈ P (G) and f ∈ L1(G) such that
∫
G
f = 0. We will
show that there exists U ∈ Xr(G) such that
∫
U
f = 0.
Let If : Xr(G)→ R be the integration map defined by
If (A) =
∫
A
fdµG .
We show that If is continuous on Xr(G) (the topology on Xr(G) is induced
by the metric dG). Suppose Ai → A in Xr(G). Then
|Ig(Ai)− Ig(A)| =
∣∣∣∣
∫
Ai⊕A
g dµG
∣∣∣∣→ 0 ,
and so If is continuous at every A ∈ Xr(G). Now, since r ∈ P (G), there
exists a collection {Uα}
k
1 ⊂ Xr(G) such that almost every point of G appears
in exactly n members of the collection. Hence,
k∑
α=1
If(Uα) =
k∑
α=1
∫
Uα
fdµG = n
∫
G
fdµG = 0 .
The path-connectedness of Xr(G) (see Theorem 7) and the Intermediate-
value Theorem [3] imply that there exists U ∈ Xr(G) such that If(U) = 0,
and (2) follows.
We conjecture that in fact the equality P (G) = H(G) holds.
3 THE SPACE OF CONNECTED SUBSETS. In addition to be-
ing a measure space and a topological space, any graph G is equipped with
a natural metric. The distance between two points in G is the length of the
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shortest path connecting them. We extend this metric on G to X(G) by
setting:
dG(A,B) = µG(A ⊔B)− µG(A ∩ B) , A, B ∈ X(G) ,
where A⊔B is the smallest closed connected subset of G that contains A∪B.
It is straightforward to check that (X(G), dG) is a metric space. Moreover,
X(G) is connected. In fact, any C ∈ X(G) can be retracted continuously to
any x ∈ C, by which we mean:
Lemma 6. For any nonempty C ∈ X(G) and any x ∈ C, there exists a
continuous curve η : [0, µG(C)] → X(G) such that η(0) = C, η (µG(C)) =
{x}, µG(η(t)) = µG(C)− t for all t, and η(t1) ⊂ η(t2) whenever t1 > t2.
Proof. We prove the assertion by a continuous induction on µ(C). If µ(C) <
1, then C contains at most one vertex and clearly the retraction of C to any
x ∈ C exists. Suppose the assertion in the lemma is true for all C ∈ X(G)
and all x ∈ C with µ(C) < r. Let C ∈ X(G) such that µ(C) < r + 1 and
let x ∈ C. If C contains at most one edge, then again the desired retraction
clearly exists. Thus, suppose C contains more than one edge. Let a denote
the interior of one of the edges in C that does not contain x. Then we can
retract C to C\a by removing a continuously from C. By the inductive
hypothesis, C\a can be retracted to x ∈ C\a. It follows that C can be
retracted continuously to x.
Our task in this section is to prove the following theorem.
Theorem 7. The metric space (Xr(G), dG) is path-connected for r ∈ (0, |E|).
Proof. Let A,B ∈ Xr(G) and let C be the path-connected component of
Xr(G) that contains A. We first show that there exists an element in C that
intersects with B. Let
α = inf
U∈C
dG(B,U) . (3)
Choose C ∈ Xr(G) such that
dG(B,C) < α+ r . (4)
If B ∩ C = ∅, then there exists a continuous curve γ : [0, s] → G with
µG (γ([0, t])) = t, for all t ∈ [0, s], such that γ(0) ∈ C and γ(s) ∈ B, where
s = dG(B,C)− 2r > 0. Let
θ = min{r, s} .
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Let Ct, t ∈ [0, r], be the retraction of C to γ(0) ∈ C, obtained in Lemma 6.
Then
Ut = Ct ∪ γ ([0, t]) , t ∈ [0, θ]
is a well-defined continuous curve in Xr(G) that connects C to Cθ. Now, we
have
dG(B,Cθ) ≤ dG(B,C)− θ = s+ 2r − θ . (5)
If s > θ, then θ = r, and the inequalities (4) and (5) imply that dG(B,Cθ) < α
which contradicts (3). Hence, s = θ and dG(B,Cθ) = 2r, i.e. B ∩ Cθ 6= ∅.
Nex, we fix x ∈ B such that Cx = {C ∈ C : x ∈ B ∩ C} 6= ∅. By the
discussion above, we know such x exists. For each C ∈ Cx, let UC be the
connected component of B ∩ C that contains x and set
T = C\UC =
k⋃
i=1
Ti , B\C =
l⋃
i=1
Bi ,
where each Bi (respectively, Ti) is a connected component of B\C (respec-
tively, T ). The numbers k = k(C) and l = l(C) are functions of C. Define
ω = ω(C) = k(C) + l(C) ≥ 0 .
We show that if ω(C) > 0, then there exists C ′ ∈ Cx such that ω(C
′) ≤
ω(C)−1. Without loss of generality, we can assume there exists y ∈ B1∩UC .
Also there exists z ∈ T1∩UC , since C is connected. Let η : [0, µG(T1)]→ G be
the retraction of T1 to z obtained in Lemma 6. Similarly, let ν : [0, µG(B1)]→
G be the retraction of B1 to y. Let
Vt = (C\ (T1\η(t))) ∪ ν (µG(B1)− t) , t ≤ min{µG(B1), µG(T1)} .
Then Vt is a continuous curve in Xr(G) connecting C to C
′ = Vλ, where
λ = min{µG(B1), µG(T1)}. If λ = µG(B1), then l(C
′) ≤ l(C) − 1. On the
other hand, if λ = µG(T1) then k(C
′) ≤ k(C)− 1. In either case:
ω(C ′) = k(C ′) + l(C ′) ≤ ω(C)− 1 , (6)
Now replace C by C ′ and repeat the process above. In a finite number of
steps we get C ′ ∈ C with ω(C ′) < 1. But then k(C ′) = 0 and so B = C ′ ∈ C.
This concludes the proof of Theorem 7.
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4 A MORE GENERAL RESULT. Corollary 2 implies that if G = (V,E)
is Euler, then G has every chord, i.e. H(G) = [0, |E|]. In this section, we
prove a result that holds on more general graphs:
Theorem 8. Suppose G is a finite connected graph (possibly with loops and
parallel edges) with no vertex of degree 1. Then
[0, 1] ⊆ H(G) .
A closed path is called a semi-simple closed path if i) no two consecutive
edges along the path are the same and ii) every edge is repeated at most
twice along the path. We say a graph G admits a double covering by semi-
simple closed paths, if there are semi-simple closed paths Ci , i = 1, . . . , k,
that altogether cover every edge of G exactly twice. In other words, every
edge in G either belongs to exactly two Ci’s but is repeated once in each one
of them, or it belongs to only one of the Ci’s but is repeated twice. We allow
repetitions among Ci’s, i.e. it is possible that Ci and Cj contain the same
edges and i 6= j.
It is easily seen that if G contains a vertex of degree one, then G does
not admit a double covering by semi-simple closed paths. In order to prove
Theorem 8, we need to show that the converse is true:
Lemma 9. Suppose G is a connected graph such that
deg v > 1 , ∀v ∈ V (G) . (7)
Then G admits a double covering by semi-simple closed paths.
Proof. Let S denote the set of all subgraphs ofG that admit a double covering
by semi-simple closed paths. The degree condition (7) implies that there
exists a simple closed path in G. Since every simple closed path is a semi-
simple closed path, the set S is nonempty. Let K be a maximal element of
S, i.e. K is not a subgraph of any other element of S. Let L be the graph
obtained from G by removing the edges of K. Since K is maximal in S, the
subgraph L does not contain any closed paths. In particular, there are no
loops or parallel edges in L. In the sequel, we prove by contradiction that L
contains no edges.
Let α be the longest simple path in L and let u and v be the endpoints
of α. It follows from the degree condition (7) and the fact that there are
no cycles in L that u and v are distinct vertices of K. Since K ∈ S, there
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is a collection M = {Ci}
k
1 of semi-simple closed paths such that every edge
of G appears altogether twice along these paths. In particular, there are
semi-simple closed paths γ = Ci and η = Cj that contain the vertices u and
v respectively. If i 6= j, then the path β = γ · α · η · ←−α is a semi-simple
path, where ←−α means the reverse of α. We can remove γ and η from the
collection M and add β to obtain a larger element in S. This contradicts our
assumption that K was maximal. If i = j, then we partition γ to two paths
γ1 and γ2 such that γ1, γ2 are paths from u to v. Now by removing γ from
the collection M and adding the path γ1 ·α ·γ2 ·α we obtain a larger element
of S. This again contradicts the maximality of K. It follows that L contains
no edges, i.e. K = G and G admits a double covering by semi-simple closed
paths.
For a path P = a1 . . . am and f ∈ L
1(G), we define
∫
P
fdµG =
m∑
i=1
∫
ai
fdµG .
Now we are ready to present the proof of Theorem 8.
Proof of Theorem 8. Let r ∈ [0, 1] and f ∈ L1(G) such that
∫
G
f = 0. By
Lemma 9 and by the definition of double covering, there exist semi-simple
closed paths C1, . . . , Ck such that:
k∑
i=1
∫
Ci
fdµG = 2
∫
G
fdµG = 0 (8)
We note that if C is a semi-simple closed path, then there exist A ∈ Xr(G)
such that
∫
A
f = r
∫
C
f . To see this, suppose the length of C is n and let Fn
denote the cycle of length n. Then there is a continuous map φ : Fn → C
that maps edges of Fn to edges of C. Moreover, we can choose φ to be
measure-preserving when restricted to each edge of Fn. By Corollary 2,
there is B ∈ Xr(Fn) such that∫
B
f ◦ φ(θ)dθ = r
∫
Fn
f ◦ φ(θ)dθ . (9)
Since r ≤ 1 and C is semi-simple, the set A = θ(B) is connected and has size
r. Moreover, we conclude from (9) that If(A) =
∫
A
f = r
∫
C
f .
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It follows that for each i = 1, . . . , k there exists Ai ∈ Xr(G) such that
If(Ai) =
∫
Ai
fdµG = r
∫
Ci
fdµG . (10)
The equations (8) and (10) imply that
k∑
i=1
If(Ai) = r
k∑
i=1
∫
Ci
fdµG = 0 .
Then the Intermediate-value Theorem implie that there exist U ∈ Xr(G)
such that If (U) = 0 and so r ∈ H(G). 
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