A number of recent papers and books discuss theoretical efforts toward a scientific understanding of consciousness. Progress in imaging networks
of brain areas active when people perform simple tasks may provide a useful empirical background for distinguishing conscious and unconscious information processing. Attentional networks include those involved in orienting to sensory stimuli, activating ideas from memory, and maintaining the alert state. This paper reviews recent findings in relation to classical issues in the study of attention and anatomical and physical theories of the nature of consciousness.
What is it to be conscious? This has become a central question in many serious scientific circles (1) (2) (3) (4) (5) (6) . Proposals range from the anatomical, for example, locating consciousness in the thalamus (6) or in thalamic-cortical interactions (2, 6) , to the physical, for example, the proposal that consciousness must rest on quantum principles (1, 4) . Some proposals combine physical and anatomical reasoning. For example, Beck and Eccles (1) argue that conscious processing acts to increase the probability of quantal discharge at the synapse.
In this paper I propose to discuss the issue of consciousness in light of recent findings about attentional networks of the human brain that lead to selection of sensory information, activate ideas stored in memory, and maintain the alert state. I don't believe that any of these mechanisms are "consciousness" itself, just as DNA is not "life," but I do believe that an understanding of consciousness must rest on an appreciation of the brain networks that subserve attention, in much the same way as a scientific analysis of life without consideration of the structure of DNA would seem vacuous.
Attention
The study of attention has a long history within psychology. William James (7) wrote at the turn of the century, "Everyone knows what attention is. It The dominance of behavioral psychology postponed research into the internal mechanisms of selective attention in the first half of this century. The finding that the integrity of the brain stem reticular formation was a necessity to maintain the alert state provided some anatomical reality to the study of an aspect of attention (8) . The quest for information-processing mechanisms to support the more selective aspect ofattention began after World War II with studies of selective listening. A filter was proposed that was limited for information (in the formal sense of information theory) and located between highly parallel sensory systems and a limited-capacity perceptual system (9) .
Selective listening experiments supported a view of attention that suggested early selection of relevant message, with nonselective information being lost to conscious processing. However, on some occasions it was clear that unattended information was processed to a high level because there was evidence that an important message on the unattended channel might interfere with the selected channel.
In the 1970s psychologists began to distinguish between automatic and controlled processes. It was found that words could activate other words similar in meaning (their semantic associates), even when the person had no awareness of the words' presence. These studies indicated that the parallel organization found for sensory information extended to semantic processing. Thus, selecting a word meaning for active attention appeared to suppress the availability of other word meanings. Attention was viewed less as an early sensory bottleneck and more as a system for providing priority for motor acts, consciousness, and memory (10) .
Another approach to problems of selectivity arose in work on the orienting reflex (11) . The use of slow autonomic systems (e.g., skin conductance as measures of orienting) made it difficult to analyze the cognitive components and neural systems underlying orienting. During the last 15 years there has been a steady advancement in our understanding of the neural systems related to visual orienting from studies using single-cell recording in alert monkeys (12) . This work showed a relatively restricted number of areas in which the firing rates of neurons were enhanced selectively when monkeys were trained to attend to a location, at the level of the superior colliculus (i.e., the midbrain), selective enhancement could only be obtained when eye movement was involved, but in the posterior parietal lobe of the cerebral cortex, selective enhancement occurred even when the animal maintained fixation. An area of the thalamus, the lateral pulvinar, was similar to the parietal lobe in containing cells with the property of selective enhancement.
Until recently, there has been a separation between human information processing and neuroscience approaches to attention using nonhuman animals. The former tended to describe attention, either in terms of a bottleneck that prevented limited-capacity central systems from overload or as a resource that could be allocated to various processing systems in a way analogous to the use of the term in economics. On the other hand, neuroscience views emphasized several separate neural mechanisms that might be involved in orienting and maintaining alertness. Currently, there is an attempt to integrate these two within a cognitive neuroscience of attention. An impressive aspect of current developments in this field is the convergence of evidence from various methods of study. These include performance studies using reaction time, dual-task performance studies, recording from scalp electrodes, and lesions in humans and animals, as well as various methods for imaging and recording from restricted brain areas, including individual cells (13) .
Current progress in the anatomy of the attention system rests most heavily on two important methodological developments. (i) The use of microelectrodes with alert animals allowed evidence for the increased activity of cell populations with attention (12 Fig. 1 , the time to do so is linearly related to the number of distractors. This situation is thought to occur because one has to orient attention to each location. An individual may do so by making an eye movement, but it is also clear that the eyes can remain fixed and each position examined covertly. We now know quite a lot about the mechanism that performs this covert operation from studies of normal subjects, brain-lesioned patients, and monkeys (13) .
When subjects switch attention from location to location, they activate processes in the parietal lobe of the opposite hemisphere (14 (14) . There is a further hemispheric specialization as well. The left hemisphere seems to be [ more involved when attending to local information that might be important in recognizing objects, whereas the right hemisphere seems more involved when global features are involved, such as in general navigation in an environment (15) .
These hemispheric differences are especially important in understanding how brain damage influences our awareness of the visual world. In normal people the two hemispheres operate as a unit in visual search, so that it does not matter if all of the distractors are located in one visual field or if they are distributed across the visual fields. However, if the two hemispheres are separated surgically by cutting the fiber tract that runs between them, this unity no longer applies, and each hemisphere's system operates separately, yielding a search rate that is twice as fast (16) . Yet the patient is not really aware that a change has taken place due to the operation. If there is damage to the right parietal lobe, subjects will be very likely to neglect targets in search tasks like those of Fig. 1 . In other words, they can be unconscious of information on the side of space opposite the lesion. These same mechanisms are used when these neglect patients recall inforf mation from memory, and they neglect the left side of visual images (17) . We know something of the route by which the parietal mechanism influences information about the target identity. The most prominent hypothesis about this route is that it involves the pulvinar nucleus of the thalamus. There is good evidence of activity in this general region when subjects must pull out a target from surrounding clutter (18) . Thus the interaction of thalamus and the cortex plays an important role in our consciousness of the target. This finding fits well with the general idea outlined by Crick. What are the consequences of attending to a visual object? We know from cellular recording studies in monkeys (12) and from neuroimaging studies in people (13) that attention provides a relative increase of neural activity when compared with comparable unattended information. For example, an instruction to attend to the color, form, or motion of visual input increases neural activity in the regions that process this information (19) . This finding is certainly consonant with the proposal that mental events work on the rate oftransmission ofneural impulses that has been suggested by several theories of consciousness (1, 3).
However, the principle of relative amplification by attention is a very general one (13) . It is found in all areas of the brain that have been studied. Attention to sensory information amplifies brain areas used to processes that modality; similarly, attention to motor output activates brain areas used to generate the movement. This principle also appears to apply to higher-level cognitive processes (13) . For example, creating a visual imReview: Posner Proc. Natl. Acad. Sci. USA 91 (1994) age from a verbal instruction is now known to produce activation in visually specific areas of the cortex that would be used to process visual input of the same type.
What is still not known is exactly how this amplification is accomplished. There are theories at the neural level (20) and cellular observations that suggest a role for suppression of the unattended processes (21, 22) , but the detailed cellular mechanisms remain to be clarified.
Are (Fig. 2) . In the study of attentional amplification of color, form, or motion mentioned above there was evidence for activation of a frontal attentional system, but no parietal activation was found (19) . It thus appears that two different attentional systems serve as sources of activation for color or form (frontal areas) and for location (parietal), although both may enter via the thalamus to amplify activity within the visual system at the same site (e.g., V4).
In guided search, selection by location and selection by color or form occur simultaneously with relatively little interference (24), unlike the situation for location when the corpus collosum is intact, in which attention cannot be shared between the two fields (16). One speculative possibility would be that time sharing is possible when two anatomically distinct attentional sources are involved.
The frontal areas that serve to guide search appear to involve a network that includes at least portions of the basal ganglia and of the anterior cingulate gyrus (ref. 13, pp. 168-174). The anterior portion of the cingulate gyrus appears to be involved in a wide range of activities that have been termed collectively "executive function" (25) . In PET language studies, when subjects were required to name the use of familiar nouns (e.g., pound to hammer) activation of the anterior cingulate along with left lateral cortex language areas was most prominent. When subjects were required to respond to the ink color in which a conflicting color name was presented (Stroop effect), there was strong activation of the anterior cingulate along with prestriate color areas (13) . The detection of multiple color form or motion targets in comparison with passive viewing of the same stimuli also activated the anterior cingulate (19) . All of these situations involve selection of targets from competing inputs, which is considered a traditional role of attention. In the case ofthis executive attentional network, the nature ofthe target does not seem to matter very much.
The term "executive" suggests two important overall functions. (i) An executive is informed about the processes taking place within the organization. A system that would be related to our subjective experience of focal attention would clearly play this function for a subset of current (sensory) and stored (memory) information. There are reasons for relating anterior cingulate function to focal awareness of the target (13) . For example, the intensity of cingulate activity tends to increase with number of targets in a set of stimuli and decreases with practice on any single stimulus set. These findings correspond to cognitive theories linking focal attention to number and difficulty of target detection.
(ii) A second function of an executive is to exercise some control over the system. The anatomy of the anterior cingulate provides pathways for connecting it to both the posterior parietal area and to anterior areas active during language tasks (26) . Working memory is generally thought to involve both a representation of past events and an executive system involved in sustaining and transforming this representation (27) . Recent PET (28, 29) and neurophysiological (30, 31) studies show that lateral areas of the prefrontal cortex play a key role in holding on-line a representation of past events. (which is the increase in neural activity within brain areas currently of the organism's concern) from consciousness, which is the source ofthese activations in the cingulate-hippocampal system. There is a semantic difference in that I have called the former, the site at which attention works, and the latter, attentional networks, but the distinction appears minor.
One new development is an increased understanding of how the brain actually executes a voluntary instruction to attend to something (ref. 13 , pp. 141-148). Studies employing PET have revealed important anatomical aspects of word reading. Two major areas of activation appear within the visual system. A right posterior temporal parietal area is activated passively by visual features, whether in consonant strings or words. In PET studies, areas of the left frontal area are active when subjects deal with the meaning of a word. When the process is extended by requiring association of several words to a given input or by slowing the rate of presentation, this left frontal area is joined by a posterior activation in Wernecke's area.
To study semantic and feature activation together, we used tasks that clearly involved both. We measured electrical activity from scalp electrodes. One task was looking for a visual feature; the semantic task required the subject to determine if the word referred to a natural or a manufactured item. Our reasoning was that in the visual task, subjects would be attending to the feature level, and in the semantic task attention would be directed to the meaning of the word. If, as has been described in the PET work, attention serves to amplify computations, it should be possible to see amplifications of the voltages in the waveforms in the right posterior area in feature analysis and in the left frontal area in semantics, depending upon the task used. We used exactly the same stimuli in the two tasks.
Results showed that electrical activity from the left frontal area was more positive at -200-300 msec when the task was semantic, whereas the right posterior area showed more positivity when the task was feature search. These effects were not confined to single electrode sites. For the posterior area, it was possible to compare the electrode sites first showing the greater right hemisphere activation at 100 msec associated with the processing of visual attributes automatically with those showing the amplification due to voluntary attribute search at =250 msec. Our comparison supported the idea that roughly the same areas that first carried out the visual-attribute computations on the letter string were reactivated 100 msec later when subjects were looking for the thick letter. This fit ReVview: Posner Proc. Natl. Acad. Sci. USA 91 (1994) with the idea that subjects can voluntarily reactivate areas of the brain that performed the task automatically when they are instructed to deal with that computation voluntarily. The semantic effect was found at several frontal sites bilaterally. This result differs from the PET data, which were strictly left lateralized, although there was some evidence that the left frontal area showed the effect more strongly than the right.
A popular idea in modern physiology is called reentrant processing. Basically, this is the idea that higher-level associations are made by fibers that reenter the brain areas which processed the initial input (3, 34 The idea of attention as a network of anatomical areas makes relevant study of both the comparative anatomy of these areas and their development in infancy (ref. 13, pp. 181-192) . In the first few months of life, infants develop nearly adult abilities to orient to external events, but the cognitive control produced by the executive attention network requires many months or years of development. Studies of orienting and motor control are beginning to lead to an understanding of this developmental process. As more about the maturational processes ofbrain and transmitter system is understood, it could be possible to match developing attentional abilities with changing biological mechanisms. The neural mechanisms of attention must support not only common development among infants in their regulatory abilities, but also the obvious differences among infants in their rates and success of attentional control.
There are many disorders that are often supposed to involve attention-including neglect, depression, schizophrenia, and attention-deficit disorder. The specification ofattention in terms ofanatomy and function has already proven useful in clarifying some of the underlying bases for these disorders (ref. 13 , pp. 217-222). The development oftheories of deficits might also foster the integration 7402
Review: Posner of psychiatric and higher-level neurological disorders, both of which might affect the brain's attentional system.
Consciousness
The issues of selection and control central to the study of attention are also important aspects of most theories of consciousness. Sperry (36) , in particular, has argued that cognitive control over earlier evolving neural systems represents an emergent property of complex networks.
The study of visual attention has implicated a cortical-thalamic network used for orienting that has many similarities to the visual awareness system favored by Crick (2) as a model for the study of consciousness. Although there may be doubts about whether it is a complete model, the importance of studies of this system as a way of integrating human and monkey research is clear. Study ofhigher forms of attentional selectivity has focused on frontal structures that have something in common with the analysis of consciousness proposed by Edelman (3) and others. The role of the cingulate and other frontal areas in the development of volition remains of critical importance. Neuroimagng studies have tended to confirm the role of attention in providing a relative amplification of neural activity within specific sensory or motor sites at which computations take place. This is a view favored by Beck and Eccles (1), as well as many others, as a critical aspect of consciousness. Whether the progress in studies ofattention and brain mechanisms will provide a complete analysis of consciousness or whether fundamentally new mechanisms such as those that might come from quantum physics (1, 4) will be needed is, of course, a matter of opinion, but what seems clear is that there has been very considerable recent progress toward understanding brain networks relevant to the production of conscious experience, and the tools are present for considerable future development.
