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ON THE RELATIVIZED ALON SECOND EIGENVALUE
CONJECTURE III: ASYMPTOTIC EXPANSIONS FOR
TANGLE-FREE HASHIMOTO TRACES
JOEL FRIEDMAN AND DAVID KOHLER
Abstract. This is the third in a series of articles devoted to showing that a
typical covering map of large degree to a fixed, regular graph has its new ad-
jacency eigenvalues within the bound conjectured by Alon for random regular
graphs.
In this paper we consider random graphs that are random covering graphs
of large degree n of a fixed base graph. We prove the existence of asympo-
totic expansion in 1/n for the expected value of the number of strictly non-
backtracking closed walks of length k times the indicator function that the
graph is free of certain tangles; moreover, we prove that the coefficients of
these expansions are “nice functions” of k, namely approximately equal to a
sum of polynomials in k times exponential functions of k.
Our results use the methods of Friedman used to resolve Alon’s original
conjecture, combined with the results of Article II in this series of articles. One
simplification in this article over the previous methods of Friedman is that the
“regularlized traces” used in this article, which we call certified traces, are far
easier to define and work with than the previously utilized selective traces.
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1. Introduction
This is the third article in a series of six devoted to proving two main results of
a generalization of Alon’s second eigenvalue conjecture.
Alon’s original conjecture ([Alo86], Conjecture 5.1) is that for fixed integer d,
and real  > 0, the second adjacency matrix eigenvalue of “most” d-regular graphs
on n vertices is at most 2
√
d− 1 + . Graphs with so small a second eigenvalue
provably “expand” sets of vertices of certain sizes when passing to their set of
neighbours (e.g., Section 1 of [Alo86] and also [AM85, Tan84, Dod84]); see [HLW06]
for many other applications of expanders and the explicit construction of expanders
[LPS88, Mar88, Mor94]. We do not know the motivation for Alon’s conjecture,
although Section 4 of [Alo86] states the result of Alon and Boppana [Nil91] that
2
√
d− 1 + on(1) is a lower bound for all d-regular graphs on n vertices. Alon’s
conjecture with weaker upper bounds appears in [BS87, FKS89, Fri91], and was
finally proven in [Fri08]. Both the counting argument of Kahn and Szemeredi
[FKS89], and the trace methods of Broder [BS87] and Friedman [Fri91, Fri08] give
the same lower bound on the absolute value of all the negative eigenvalues.
In this series of articles we study a generalization of Alon’s conjecture, where
one fixes a “base” graph B, and studies random covering maps of degree n to
B. The new eigenvalues [Fri93a, Fri03] of the adjacency matrix of the covering
graph are those not arising from (and therefore orthogonal to) the pullback of
eigenfunctions on B; [Fri03] Section 5 conjectures that the largest absolute of the
new eigenvalues of “most” such covering maps is ρ(B) + on(1) where ρ(B) is the
spectral radius of the adjacency matrix of the universal cover of B (and ρ(B) =
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2
√
d− 1 if B is d-regular). This conjecture generalizes Alon’s conjecture, which is
the special case where B consists of one vertex. This conjecture was proven with
a weaker upper bound in [Fri03], by adapting the trace methods of Broder-Shamir
[BS87] to this more general situation; counting methods improved these results in
[LSV11, ABG10] for regular base graphs, as did trace methods [LP10, Pud15]. The
conjecture was proven when B is a regular graph in [FK14], and with a much simpler
type of trace method, but involving more sophisticated probabilistic methods, by
Bordenave´ [Bor15]. Recently Bordenave´ and Collins [BC19] have proven spectral
bounds for a large class of sums of random permutation matrices, and their result
resolves the entire relativized Alon conjecture, where the base graph need not be
regular. The point of this series of articles is to “factor” the proof in [FK14] into
independent parts; this factorization includes a number of significant simplifications
to the methods in [Fri91, Fri08].
The above generalization of Alon’s conjecture is also a relativization of this con-
jecture (now a theorem) in the sense that one associates with Grothendieck, in
that this generalization is a theorem regarding covering morphisms in categories
where the special case regarding morphisms to a final element of the category (i.e.
graphs with one vertex) specialize to the original conjecture (which is viewed as a
conjecture regarding objects in these categories).
The study of relative expanders of fixed degree two [BL06] have lead to a number
of exciting recent results [MSS15a, MSS15b], proving the existence of relatively
Ramanujan bipartite of all degrees and all even number of vertices; see also [HPS18].
Let us briefly describe the main technical result of this article, in rough terms.
In this article we fix a graph B (not necessarily regular) and consider a family
{Cn(B)} of random covering map of degree n to B (defined for at least an infinite
set of integers, n) that is algebraic in a sense we will define. The main and most
difficult result in this paper concerns the function
f(k, n) = EG∈Cn(B [ITangleFree(≥ν,<r)(G) Trace(H
k
G)],
where HB is the Hashimoto matrix (also called the non-backtracking matrix) of
G, and ITangleFree(≥ν,<r) is the indicator function of a graph being free of certain
tangles. We prove that such a function has an asymptotic expansion
c0(k) + c1(k)/n+ · · ·+ cr−1(k)/nr−1 +Ok(1/nr),
for k  n1/2, where c0(k) is explicitly computed to within a small error term, and
c1, . . . , cr−1 are certain well-behaved functions of k. In Article IV we study such a
result purely in terms of probability theory to prove that the results in this article
can be used to control the eigenvalues of HG, which in Article V allows us to prove
the relativized Alon conjecture when B is d-regular, and in Article VI is used to
determine probability that new adjacency eigenvalues exceeding 2
√
d− 1 +  occur
in Cn(B) to within a multiplicative constant (with depending on  but not on n)
provided that B is regular and Ramanujan.
This article uses the methods of [Fri08] but makes some simplifying modifica-
tions, the most significant of which is the introduction of certified traces that replace
the selective traces of [Fri08]. It is not only simpler to define certified traces, but
their properties (and proofs using certified traces) can be “factor” into more inde-
pendent parts.
The theorems in this paper requires the results of Article II. We assume that
the reader is familiar with definitions in Article I. For ease of reading, we have
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summarized all definitions that we need in Section 2; however, to understand the
motivation and the subtleties of these definitions we refer the reader to Article I.
The rest of this article is organized as follows. After reviewing the definitions
needed in Section 2, we state the main results in this article in Section 3. We
review the theorems needed from Article II in Section 4. In Section 5 we explain
our strategy to prove our main theorems, and state two more general theorems from
which our main theorems easily follow. In Section 6 we define (≥ ν,< r)-tangles and
certified traces, and discuss how they are related to traces of the Hashimoto matrix
of a graph. In Section 6 we prove an asymptotic expansion theorem regarding
certified traces; in the process we prove that each certified trace has a finite number
of “certificates,” which is why it is easy to use them in proofs (much easier that the
selective traces in [Fri08]). In Section 7 we prove that there are a finite number of
minimal (≥ ν,< r)-tangles for any fixed ν, r with ν > 1; this was done in [Fri08],
but we correct a minor error there. In Section 8 we define a series of approximations
to the indicator function of a graph having (≥ ν,< r)-tangles, and give their basic
properties. In Sections 9 and Section 10 we prove the generalizations of the main
theorems in this paper stated in Section 5, and in Section 11 we prove our main
theorems using these generalizations.
2. Review of the Main Definitions
We refer the reader to Article I for the definitions used in this article, the moti-
vation of such definitions, and an appendix there that lists all the definitions and
notation. In this section we briefly review these definitions and notation.
2.1. Basic Notation and Conventions. We use R,C,Z,N to denote, respec-
tively, the the real numbers, the complex numbers, the integers, and positive inte-
gers or natural numbers; we use Z≥0 (R>0, etc.) to denote the set of non-negative
integers (of positive real numbers, etc.). We denote {1, . . . , n} by [n].
If A is a set, we use NA to denote the set of maps A → N; we will refers to its
elements as vectors, denoted in bold face letters, e.g., k ∈ NA or k : A → N; we
denote its component in the regular face equivalents, i.e., for a ∈ A, we use k(a) ∈ N
to denote the a-component of k. As usual, Nn denotes N[n] = N{1,...,n}. We use
similar conventions for N replaced by R, C, etc.
If A is a set, then #A denotes the cardinality of A. We often denote a set with
all capital letters, and its cardinality in lower case letters; for example, when we
define SNBC(G, k), we will write snbc(G, k) for # SNBC(G, k).
If A′ ⊂ A are sets, then IA′ : A → {0, 1} (with A understood) denotes the
characteristic function of A′, i.e., IA′(a) is 1 if a ∈ A′ and otherwise is 0; we also
write IA′ (with A understood) to mean IA′∩A when A′ is not necessarily a subset
of A.
All probability spaces are finite; hence a probability space is a pair P = (Ω, P )
where Ω is a finite set and P : Ω → R>0 with
∑
ω∈Ω P (ω) = 1; hence an event
is any subset of Ω. We emphasize that ω ∈ Ω implies that P (ω) > 0 with strict
inequality; we refer to the elements of Ω as the atoms of the probability space. We
use P and Ω interchangeably when P is understood and confusion is unlikely.
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A complex-valued random variable on P or Ω is a function f : Ω → C, and
similarly for real-, integer-, and natural-valued random variable; we denote its P-
expected value by
Eω∈Ω[f(ω)] =
∑
ω∈Ω
f(ω)P (ω).
If Ω′ ⊂ Ω we denote the probability of Ω′ by
ProbP [Ω′] =
∑
ω∈Ω′
P (ω′) = Eω∈Ω[IΩ′(ω)].
At times we write ProbP [Ω′] where Ω′ is not a subset of Ω, by which we mean
ProbP [Ω′ ∩ Ω].
2.2. Graphs, Our Basic Models, Walks. A directed graph, or simply a digraph,
is a tuple G = (VG, E
dir
G , hG, tG) consisting of sets VG and E
dir
G (of vertices and
directed edges) and maps hG, tG (heads and tails) E
dir
G → VG. Therefore our di-
graphs can have multiple edges and self-loops (i.e., e ∈ EdirG with hG(e) = tG(e)).
A graph is a tuple G = (VG, E
dir
G , hG, tG, ιG) where (VG, E
dir
G , hG, tG) is a digraph
and ιG : E
dir
G → EdirG is an involution with tGιG = hG; the edge set of G, denoted
EG, is the set of orbits of ιG, which (notation aside) can be identified with E
dir
G /ιG,
the set of equivalence classes of EdirG modulo ιG; if {e} ∈ EG is a singleton, then
necessarily e is a self-loop with ιGe = e, and we call e a half-loop; other elements of
EG are sets {e, ιGe} of size two, i.e., with e 6= ιGe, and for such e we say that e (or,
at times, {e, ιGe}) is a whole-loop if hGe = tGe (otherwise e has distinct endpoints).
Hence these definitions allow our graphs to have multiple edges and two types
of self-loops—whole-loops and half-loops—as in [Fri93b, Fri08]. The indegree and
outdegree of a vertex in a digraph is the number of edges whose tail, respectively
whose head, is the vertex; the degree of a vertex in a graph is its indegree (which
equals its outdegree) in the underlying digraph; therefore a whole-loop about a
vertex contributes 2 to its degree, whereas a half-loop contributes 1.
An orientation of a graph, G, is a choice EorG ⊂ EdirG of ιG representatives; i.e.,
EorG contains every half-loop, e, and one element of each two-element set {e, ιGe}.
A morphism pi : G → H of directed graphs is a pair pi = (piV , piE) where
piV : VG → VH and piE : EdirG → EdirH are maps that intertwine the heads maps
and the tails maps of G,H in the evident fashion; such a morphism is covering
(respectively, e´tale, elsewhere called an immersion) if for each v ∈ VG, piE maps
those directed edges whose head is v bijectively (respectively, injectively) to those
whose head is piV (v), and the same with tail replacing head. If G,H are graphs,
then a morphism pi : G → H is a morphism of underlying directed graphs where
piEιG = ιHpiE ; pi is called covering or e´tale if it is so as a morphism of underlying
directed graphs. We use the words morphism and map interchangeably.
A walk in a graph or digraph, G, is an alternating sequence w =
(v0, e1, . . . , ek, vk) of vertices and directed edges with tGei = vi−1 and hGei = vi for
i ∈ [k]; w is closed if vk = v0; if G is a graph, w is non-backtracking, or simply NB, if
ιGei 6= ei+1 for i ∈ [k− 1], and strictly non-backtracking closed, or simply SNBC, if
it is closed, non-backtracking, and ιGek 6= e1. The visited subgraph of a walk, w, in
a graph G, denoted VisSubG(w) or simply VisSub(w), is the smallest subgraph of G
containing all the vertices and directed edges of w; VisSubG(w) generally depends
on G, i.e., VisSubG(w) cannot be inferred from the sequence v0, e1, . . . , ek, vk alone
without knowing ιG.
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The adjacency matrix, AG, of a graph or digraph, G, is defined as usual (its
(v1, v2)-entry is the number of directed edges from v1 to v2); if G is a graph on n
vertices, then AG is symmetric and we order its eigenvalues (counted with multi-
plicities) and denote them
λ1(G) ≥ · · · ≥ λn(G).
If G is a graph, its Hashimoto matrix (also called the non-backtracking matrix), HG,
is the adjacency matrix of the oriented line graph of G, Line(G), whose vertices are
EdirG and whose directed edges are the subset of E
dir
G ×EdirG consisting of pairs (e1, e2)
such that e1, e2 form the directed edges of a non-backtracking walk (of length two)
in G (the tail of (e1, e2) is e1, and its head e2); therefore HG is the square matrix
indexed on EdirG , whose (e1, e2) entry is 1 or 0 according to, respectively, whether
or not e1, e2 form a non-backtracking walk (i.e., hGe1 = tGe2 and ιGe1 6= e2).
We use µ1(G) to denote the Perron-Frobenius eigenvalue of HG, and use µi(G)
with 1 < i ≤ #EdirG to denote the other eigenvalues of HG (which are generally
complex-valued) in any order.
If B,G are both digraphs, we say that G is a coordinatized graph over B of degree
n if
(1)
VG = VB × [n], EdirG = EdirB × [n], tG(e, i) = (tBe, i), hG(e, i) = (hBe, σ(e)i)
for some map σ : EdirB → Sn, where Sn is the group of permutations on [n]; we call σ
(which is uniquely determined by (1)) the permutation assignment associated to G.
[Any such G comes with a map G→ B given by “projection to the first component
of the pair,” and this map is a covering map of degree n.] If B,G are graphs, we
say that a graph G is a coordinatized graph over B of degree n if (1) holds and also
(2) ιG(e, i) =
(
ιBe, σ(e)i
)
,
which implies that
(3) (e, i) = ιGιG(e, i) =
(
e, σ(ιBe)σ(e)i
) ∀e ∈ EdirB , i ∈ [n],
and hence σ(ιBe) = σ(e)
−1; we use Coordn(B) to denote the set of all coordinatized
covers of a graph, B, of degree n.
The order of a graph, G, is ord(G)
def
= (#EG) − (#VG). Note that a half-loop
and a whole-loop each contribute 1 to #EG and to the order of G. The Euler
characteristic of a graph, G, is χ(G)
def
= (#VG) − (#EdirG )/2. Hence ord(G) ≥
−χ(G), with equality iff G has no half-loops.
If w is a walk in any G ∈ Coordn(B), then one easily sees that VisSubG(w) can
be inferred from B and w alone.
If B is a graph without half-loops, then the permutation model over B refers
to the probability spaces {Cn(B)}n∈N where the atoms of Cn(B) are coordinatized
coverings of degree n over B chosen with the uniform distribution. More generally,
a model over a graph, B, is a collection of probability spaces, {Cn(B)}n∈N , defined
for n ∈ N where N ⊂ N is an infinite subset, and where the atoms of each Cn(B) are
elements of Coordn(B). There are a number of models related to the permutation
model, which are generalizations of the models of [Fri08], that we call our basic
models and are defined in Article I; let us give a rough description.
All of our basic models are edge independent, meaning that for any orientation
EorB ⊂ EdirB , the values of the permutation assignment, σ, on EorB are independent
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of one another (of course, σ(ιGe) = (σ(e))
−1, so σ is determined by its values on
any orientation EorB ); for edge independent models, it suffices to specify the (Sn-
valued) random variable σ(e) for each e in EorB or E
dir
B . The permutation model can
be alternatively described as the edge independent model that assigns a uniformly
chosen permutation to each e ∈ EdirB (which requires B to have no half-loops); the
full cycle (or simply cyclic) model is the same, except that if e is a whole-loop then
σ(e) is chosen uniformly among all permutations whose cyclic structure consists of
a single n-cycle. If B has half-loops, then we restrict Cn(B) either to n even or
n odd and for each half-loop e ∈ EdirB we choose σ(e) as follows: if n is even we
choose σ(e) uniformly among all perfect matchings, i.e., involutions (maps equal
to their inverse) with no fixed points; if n is odd then we choose σ(e) uniformly
among all nearly perfect matchings, meaning involutions with one fixed point. We
combine terms when B has half-loops: for example, the term full cycle-involution
(or simply cyclic-involution) model of odd degree over B refers to the model where
the degree, n, is odd, where σ(e) follows the full cycle rule when e is not a half-
loop, and where σ(e) is a near perfect matching when e is a half-loop; similarly for
the full cycle-involution (or simply cyclic-involution) model of even degree and the
permutation-involution model of even degree or of odd degree.
If B is a graph, then a model, {Cn(B)}n∈N , over B may well have N 6= N
(e.g., our basic models above when B has half-loops); in this case many formulas
involving the variable n are only defined for n ∈ N . For brevity, we often do not
explicitly write n ∈ N in such formulas; for example we usually write
lim
n→∞ to abbreviate limn∈N, n→∞
.
Also we often write simply Cn(B) or {Cn(B)} for {Cn(B)}n∈N if confusion is unlikely
to occur.
A graph is pruned if all its vertices are of degree at least two (this differs from
the more standard definition of pruned meaning that there are no leaves). If w is
any SNBC walk in a graph, G, then we easily see that VisSubG(w) is necessarily
pruned: i.e., any of its vertices must be incident upon a whole-loop or two distinct
edges [note that a walk of length k = 1 about a half-loop, (v0, e1, v1), by definition,
is not SNBC since ιGek = e1]. It easily follows that VisSubG(w) is contained in
the graph obtained from G by repeatedly “pruning any leaves” (i.e., discarding any
vertex of degree one and its incident edge) from G. Since our trace methods only
concern (Hashimoto matrices and) SNBC walks, it suffices to work with models
Cn(B) where B is pruned. It is not hard to see that if B is pruned and connected,
then ord(B) = 0 iff B is a cycle, and µ1(B) > 1 iff χ(B) < 0; this is formally
proven in Article III (Lemma 6.4). Our theorems are not usually interesting unless
µ1(B) > µ
1/2
1 (B), so we tend to restrict our main theorems to the case µ1(B) > 1
or, equivalently, χ(B) < 0; some of our techniques work without these restrictions.
2.3. Asymptotic Expansions. A function f : N → C is a polyexponential if it is
a sum of functions p(k)µk, where p is a polynomial and µ ∈ C, with the convention
that for µ = 0 we understand p(k)µk to mean any function that vanishes for suf-
ficiently large k1; we refer to the µ needed to express f as the exponents or bases
1 This convention is used because then for any fixed matrix, M , any entry of Mk, as a function
of k, is a polyexponential function of k; more specifically, the µ = 0 convention is due to the fact
that a Jordan block of eigenvalue 0 is nilpotent.
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of f . A function f : N → C is of growth ρ for a ρ ∈ R if |f(k)| = o(1)(ρ + )k for
any  > 0. A function f : N → C is (B, ν)-bounded if it is the sum of a function
of growth ν plus a polyexponential function whose bases are bounded by µ1(B)
(the Perron-Frobenius eigenvalue of HB); the larger bases of f (with respect to ν)
are those bases of the polyexponential function that are larger in absolute value
than ν. Moreover, such an f is called (B, ν)-Ramanujan if its larger bases are all
eigenvalues of HB .
We say that a function f = f(k, n) taking some subset of N2 to C has a (B, ν)-
bounded expansion of order r if for some constant C we have
(4) f(k, n) = c0(k) + · · ·+ cr−1(k) +O(1)cr(k)/nr,
whenever f(k, n) is defined and 1 ≤ k ≤ n1/2/C, where for 0 ≤ i ≤ r− 1, the ci(k)
are (B, ν)-bounded and cr(k) is of growth µ1(B). Furthermore, such an expansion
is called (B, ν)-Ramanujan if for 0 ≤ i ≤ r − 1, the ci(k) are (B, ν)-Ramanujan.
Typically our functions f(k, n) as in (4) are defined for all k ∈ N and n ∈ N
for an infinite set N ⊂ N representing the possible degrees of our random covering
maps in the model {Cn(B)}n∈N at hand.
2.4. Tangles. A (≥ ν)-tangle is any connected graph, ψ, with µ1(ψ) ≥ ν, where
µ1(ψ) denotes the Perron-Frobenius eigenvalue of HB ; a (≥ ν,< r)-tangle is any
(≥ ν)-tangle of order less than r; similarly for (> ν)-tangles, i.e., ψ satisfying the
weak inequality µ1(ψ) > ν, and for (> ν, r)-tangles. We use TangleFree(≥ ν,< r)
to denote those graphs that don’t contain a subgraph that is (≥ ν,< r)-tangle,
and HasTangles(≥ ν,< r) for those that do; we never use (> ν)-tangles in defining
TangleFree and HasTangles, for the technical reason (see Article III or Lemma 9.2
of [Fri08]) that for ν > 1 and any r ∈ N that there are only finitely many (≥ ν,< r)-
tangles, up to isomorphism, that are minimal with respect to inclusion2.
2.5. B-Graphs, Ordered Graphs, and Strongly Algebraic Models. An or-
dered graph, G≤, is a graph, G, endowed with an ordering, meaning an orientation
(i.e., ιG-orbit representatives), E
or
G ⊂ EdirG , and total orderings of VG and EG; a
walk, w = (v0, . . . , ek, vk) in a graph endows VisSub(w) with a first-encountered
ordering: namely, v ≤ v′ if the first occurrence of v comes before that of v′ in the
sequence v0, v1, . . . , vk, similarly for e ≤ e′, and we orient each edge in the order in
which it is first traversed (some edges may be traversed in only one direction). We
use VisSub≤(w) to refer to VisSub(w) with this ordering.
A morphism G≤ → H≤ of ordered graphs is a morphism G → H that respects
the ordering in the evident fashion. We are mostly interested in isomorphisms of
ordered graphs; we easily see that any isomorphism G≤ → G≤ must be the identity
morphism; it follows that if G≤ and H≤ are isomorphic, then there is a unique
isomorphism G≤ → H≤.
IfB is a graph, then aB-graph, G/B, is a graphG endowed with a mapG→ B (its
B-graph structure). A morphism G/B → H/B of B-graphs is a morphism G→ H that
respects the B-structures in the evident sense. An ordered B-graph, G≤/B, is a graph
2 By contrast, there are infinitely many minimal (> ν,< r)-tangles for some values of ν > 1
and r: indeed, consider any connected pruned graph ψ, and set r = ord(ψ) + 2, ν = µ1(ψ). Then
if we fix two vertices in ψ and let ψs be the graph that is ψ with an additional edge of length s
between these two vertices, then ψs is an (> ν,< r)-tangle. However, if ψ′ is ψ with any single
edge deleted, and ψ′s is ψs with this edge deleted, then one can show that µ1(ψ′s) < ν for s
sufficiently large. It follows that for s sufficiently large, ψs are minimal (> ν,< r)-tangles.
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endowed with both an ordering and a B-graph structure; a morphism of ordered B-
graphs is a morphism of the underlying graphs that respects both the ordering and
B-graph structures. If w is a walk in a B-graph, G/B, we use VisSub/B(w) to denote
VisSub(w) with the B-graph structure it inherits from G in the evident sense; we
use VisSub≤/B(w) to denote VisSub/B(w) with its first-encountered ordering.
At times we drop the superscript ≤ and the subscript /B; for example, we write
G ∈ Coordn(B) instead of G/B ∈ Cn(B) (despite the fact that we constantly utilize
the B-graph structure on elements of Coordn(B)).
A B-graph G/B is covering or e´tale if its structure map G→ B is.
If pi : S → B is a B-graph, we use a = aS/B to denote the vector EdirB → Z≥0
given by aS/B (e) = #pi
−1(e); since aS/B (ιBe) = aS/B (e) for all e ∈ EdirB , we sometimes
view a as a function EB → Z≥0, i.e., as the function taking {e, ιBe} to aS/B (e) =
aS/B (ιBe). We similarly define bS/B : VB → Z≥0 by setting bS/B (v) = #pi−1(v). If w
is a walk in a B-graph, we set aw to be aS/B where S/B = VisSub/B(w), and similarly
for bw. We refer to a,b (in either context) as B-fibre counting functions.
If S≤/B is an ordered B-graph and G/B is a B-graph, we use [S
≤
/B]∩G/B to denote the
set of ordered graphs G′≤/B such that G
′
/B ⊂ G/B and G′≤/B ' S≤/B (as ordered B-graphs);
this set is naturally identified with the set of injective morphisms S/B → G/B, and
the cardinality of these sets is independent of the ordering on S≤/B.
A B-graph, S/B, or an ordered B-graph, S
≤
/B, occurs in a model {Cn(B)}n∈N if
for all sufficiently large n ∈ N , S/B is isomorphic to a B-subgraph of some element
of Cn(B); similary a graph, S, occurs in {Cn(B)}n∈N if it can be endowed with a
B-graph structure, S/B, that occurs in {Cn(B)}n∈N .
A model {Cn(B)}n∈N of coverings of B is strongly algebraic if
(1) for each r ∈ N there is a function, g = g(k), of growth µ1(B) such that if
k ≤ n/4 we have
(5) EG∈Cn(B)[snbc≥r(G, k)] ≤ g(k)/nr
where snbc≥r(G, k) is the number of SNBC walks of length k in G whose
visited subgraph is of order at least r;
(2) for any r there exists a function g of growth 1 and real C > 0 such that the
following holds: for any ordered B-graph, S≤/B, that is pruned and of order
less than r,
(a) if S/B occurs in Cn(B), then for 1 ≤ #EdirS ≤ n1/2/C,
(6) EG∈Cn(B)
[
#
(
[S≤/B] ∩G
)]
= c0 + · · ·+ cr−1/nr−1 +O(1)g(#ES)/nr
where the O(1) term is bounded in absolute value by C (and therefore
independent of n and S/B), and where ci = ci(S/B) ∈ R such that ci is
0 if i < ord(S) and ci > 0 for i = ord(S); and
(b) if S/B does not occur in Cn(B), then for any n with #EdirS ≤ n1/2/C,
(7) EG∈Cn(B)
[
#
(
[S≤/B] ∩G
)]
= 0
(or, equivalently, no graph in Cn(B) has a B-subgraph isomorphic to
S≤/B);
(3) c0 = c0(S/B) equals 1 if S is a cycle (i.e., ord(S) = 0 and S is connected)
that occurs in Cn(B);
(4) S/B occurs in Cn(B) iff S/B is an e´tale B-graph and S has no half-loops; and
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(5) there exist polynomials pi = pi(a,b) such that p0 = 1 (i.e., identically 1),
and for every e´tale B-graph, S≤/B, we have that
(8) cord(S)+i(S/B) = pi(aS/B ,bS/B ) .
Notice that condition (3), regarding S that are cycles, is implied by conditions (4)
and (5); we leave in condition (3) since this makes the definition of algebraic (below)
simpler. Notice that (6) and (8) are the main reasons that we work with ordered
B-graphs: indeed, the coefficients depend only on the B-fibre counting function
a,b, which depend on the structure of S≤/B as a B-graph; this is not true if we
don’t work with ordered graphs: i.e., (6) fails to hold if we replace [S≤/B] with [S/B]
(when S/B has nontrivial automorphisms), where [S/B] ∩ G refers to the number of
B-subgraphs of G isomorphic to S/B; the reason is that
#[S≤/B] ∩G/B =
(
#Aut(S/B)
)(
#[S/B] ∩G/B
)
where Aut(S/B) is the group of automorphisms of S/B, and it is [S
≤
/B] ∩ G/B rather
than [S/B] ∩ G/B that turns out to have the “better” properties; see Section 6 of
Article I for examples. Ordered graphs are convenient to use for a number of other
reasons.
2.6. Homotopy Type. The homotopy type of a walk and of an ordered subgraph
are defined by suppressing its “uninteresting” vertices of degree two; examples are
given in Section 6 of Article I. Here is how we make this precise.
A bead in a graph is a vertex of degree two that is not incident upon a self-
loop. Let S be a graph and V ′ ⊂ VS be a proper bead subset of VS , meaning
that V ′ consists only of beads of V , and that no connected component of S has
all its vertices in V ′ (this can only happen for connected components of S that
are cycles); we define the bead suppression S/V ′ to be the following graph: (1)
its vertex set VS/V ′ is V
′′ = VS \ V ′, (2) its directed edges, EdirS/V ′ consist of the
V ’-beaded paths, i.e., non-backtracking walks in S between elements of V ′′ whose
intermediate vertices lie in V ′, (3) tS/V ′ and hS/V ′ give the first and last vertex of
the beaded path, and (4) ιS/V ′ takes a beaded path to its reverse walk (i.e., takes
(v0, e1, . . . , vk) to (vk, ιSek, . . . , ιSe1, v0)). One can recover S from the suppression
S/V ′ for pedantic reasons, since we have defined its directed edges to be beaded
paths of S. If S≤ = VisSub≤(w) where w is a non-backtracking walk, then the
ordering of S can be inferred by the naturally corresponding order on S/V ′, and
we use S≤/V ′ to denote S/V ′ with this ordering.
Let w be a non-backtracking walk in a graph, and S≤ = VisSub≤(w) its visited
subgraph; the reduction of w is the ordered graph, R≤, denoted S≤/V ′, whose
underlying graph is S/V ′ where V ′ is the set of beads of S except the first and last
vertices of w (if one or both are beads), and whose ordering is naturally arises from
that on S≤; the edge lengths of w is the function ES/V ′ → N taking an edge of S/V ′
to the length of the beaded path it represents in S; we say that w is of homotopy
type T≤ for any ordered graph T≤ that is isomorphic to S≤/V ′; in this case the
lengths of S≤/V ′ naturally give lengths ET → N by the unique isomorphism from
T≤ to S≤/V ′. If S≤ is the visited subgraph of a non-backtracking walk, we define
the reduction, homotopy type, and edge-lengths of S≤ to be that of the walk, since
these notions depend only on S≤ and not the particular walk.
If T is a graph and k : ET → N a function, then we use VLG(T,k) (for variable-
length graph) to denote any graph obtained from T by gluing in a path of length
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k(e) for each e ∈ ET . If S≤ is of homotopy type T≤ and k : ET → N its edge
lengths, then VLG(T,k) is isomorphic to S (as a graph). Hence the construction
of variable-length graphs is a sort of inverse to bead suppression.
If T≤ is an ordering on T that arises as the first encountered ordering of a non-
backtracking walk on T (whose visited subgraph is all of T ), then this ordering
gives rise to a natural ordering on VLG(T,k) that we denote VLG≤(T≤,k). Again,
this ordering on the variable-length graph is a sort of inverse to bead suppression
on ordered graphs.
2.7. B-graphs and Wordings. If wB = (v0, e1, . . . , ek, vk) with k ≥ 1 is a walk in
a graph B, then we can identify wB with the string e1, e2, . . . , ek over the alphabet
EdirB . For technical reasons, the definitions below of a B-wording and the induced
wording, are given as strings over EdirB rather than the full alternating string of
vertices and directed edges. The reason is that doing this gives the correct notion
of the eigenvalues of an algebraic model (defined below).
Let w be a non-backtracking walk in a B-graph, whose reduction is S≤/V ′, and
let S≤/B = VisSub
≤
/B. Then the wording induced by w on S
≤/V ′ is the map W from
EdirS/V ′ to strings in E
dir
B of positive length, taking a directed edge e ∈ EdirS/V ′ to
the string of EdirB edges in the non-backtracking walk in B that lies under the walk
in S that it represents. Abstractly, we say that a B-wording of a graph T is a
map W from EdirT to words over the alphabet E
dir
B that represent (the directed
edges of) non-backtracking walks in B such that (1) W (ιT e) is the reverse word
(corresponding to the reverse walk) in B of W (e), (2) if e ∈ EdirT is a half-loop,
then W (e) is of length one whose single letter is a half-loop, and (3) the tail of
the first directed edge in W (e) (corresponding to the first vertex in the associated
walk in B) depends only on tT e; the edge-lengths of W is the function ET → N
taking e to the length of W (e). [Hence the wording induced by w above is, indeed,
a B-wording.]
Given a graph, T , and a B-wording W , there is a B-graph, unique up to isomor-
phism, whose underlying graph is VLG(T,k) where k is the edge-lengths of W , and
where the B-graph structure maps the non-backtracking walk in VLG(T,k) corre-
sponding to an e ∈ EdirT to the non-backtracking walk in B given by W (e). We
denote any such B-graph by VLG(T,W ); again this is a sort of inverse to starting
with a non-backtracking walk and producing the wording it induces on its visited
subgraph.
Notice that if S≤/B = VLG(T
≤,W ) for a B-wording, W , then the B-fibre counting
functions aS/B and bS/B can be inferred from W , and we may therefore write aW
and bW .
2.8. Algebraic Models. By a B-type we mean a pair T type = (T,R) consisting of
a graph, T , and a map from EdirT to the set of regular languages over the alphabet
EdirB (in the sense of regular language theory) such that (1) all words in R(e) are
positive length strings corresponding to non-backtracking walks in B, (2) if for
e ∈ EdirT we have w = e1 . . . ek ∈ R(e), then wR def= ιBek . . . ιBe1 lies in R(ιT e),
and (3) if W : EdirT → (EdirB )∗ (where (EdirB )∗ is the set of strings over EdirB ) satisfies
W (e) ∈ R(e) and W (ιT e) = W (e)R for all e ∈ EdirT , then W is a B-wording. A
B-wording W of T is of type T type if W (e) ∈ R(e) for each e ∈ EdirT .
Let Cn(B) be a model that satisfies (1)–(3) of the definition of strongly algebraic.
If T a subset of B-graphs, we say that the model is algebraic restricted to T if
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either all S/B ∈ T occur in Cn(B) or they all do not, and if so there are polynomials
p0, p1, . . . such that ci(S/B) = pi(S/B) for any S/B ∈ T . We say that Cn(B) is algebraic
if
(1) setting h(k) to be the number of B-graph isomorphism classes of e´tale B-
graphs S/B such that S is a cycle of length k and S does not occur in Cn(B),
we have that h is a function of growth (d− 1)1/2; and
(2) for any pruned, ordered graph, T≤, there is a finite number of B-types,
T typej = (T
≤,Rj), j = 1, . . . , s, such that (1) any B-wording, W , of T
belongs to exactly one Rj , and (2) Cn(B) is algebraic when restricted to
T typej .
[In Article I we show that if instead each B-wording belong to at least one B-
type T typej , then one can choose a another set of B-types that satisfy (2) and where
each B-wording belongs to a unique B-type; however, the uniqueness is ultimately
needed in our proofs, so we use uniqueness in our definition of algebraic.]
We remark that one can say that a walk, w, in a B-graph, or an ordered B-
graphs, S≤/B, is of homotopy type T
≤, but when T has non-trivial automorphism one
cannot say that is of B-type (T,R) unless—for example—one orders T and speaks
of an ordered B-type, (T≤,R). [This will be of concern only in Article II.]
We define the eigenvalues of a regular language, R, to be the minimal set
µ1, . . . , µm such that for any k ≥ 1, the number of words of length k in the language
is given as
m∑
i=1
pi(k)µ
k
i
for some polynomials pi = pi(k), with the convention that if µi = 0 then pi(k)µ
k
i
refers to any function that vanishes for k sufficiently large (the reason for this is
that a Jordan block of eigenvalue 0 is a nilpotent matrix). Similarly, we define the
eigenvalues of a B-type T type = (T,R) as the union of all the eigenvalues of the
R(e). Similarly a set of eigenvalues of a graph, T (respectively, an algebraic model,
Cn(B)) is any set containing the eigenvalues containing the eigenvalues of some
choice of B-types used in the definition of algebraic for T -wordings (respectively,
for T -wordings for all T ).
[In Article V we prove that all of our basic models are algebraic; some of our
basic models, such as the permutation-involution model and the cyclic models, are
not strongly algebraic.]
We remark that a homotopy type, T≤, of a non-backtracking walk, can only have
beads as its first or last vertices; however, in the definition of algebraic we require
a condition on all pruned graphs, T , which includes T that may have many beads
and may not be connected; this is needed when we define homotopy types of pairs
in Article II.
2.9. SNBC Counting Functions. If T≤ is an ordered graph and k : ET → N,
we use SNBC(T≤,k;G, k) to denote the set of SNBC walks in G of length k and of
homotopy type T≤ and edge lengths k. We similarly define
SNBC(T≤,≥ ξ;G, k) def=
⋃
k≥ξ
SNBC(T≤,k;G, k)
where k ≥ ξ means that k(e) ≥ ξ(e) for all e ∈ ET . We denote the cardinality
of these sets by replacing SNBC with snbc; we call snbc(T≤,≥ ξ;G, k) the set of
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ξ-certified traces of homotopy type T≤ of length k in G; in Article III we will refer
to certain ξ as certificates.
3. Main Theorems in This Article
The main theorems in this article were stated in Article I. For ease of reading
we restate them here.
Recall that if A′ ⊂ A are sets, then IA′ denotes the indicator function of A′.
We also recall that a model, {Cn(B)}n∈N , over a graph B may well have N 6= N
(e.g., our basic models above when B has half-loops); in this case many formulas
involving the variable n are only defined for n ∈ N . For brevity, we often do not
explicitly write n ∈ N in such formulas; for example we usually write
lim
n→∞ to abbreviate limn∈N, n→∞
;
as another example, (B, ν)-bounded expansions for a function f(k, n) only hold
where f is defined, which is typically for all k ∈ N but only n ∈ N .
Theorem 3.1. Let B be a connected graph with µ1(B) > 1, and let {Cn(B)}n∈N
be an algebraic model over B. Let r > 0 be an integer and ν ≥ µ1/21 (B) be a real
number. Then
(9) f(k, n)
def
= EG∈Cn(B)[ITangleFree(≥ν,<r)(G) Trace(H
k
G)]
has a (B, ν)-bounded expansion to order r,
f(k, n) = c0(k) + · · ·+ cr−1(k)/nr−1 +O(1)cr(k)/nr,
where
(10) c0(k) =
∑
k′|k
Trace(Hk
′
B )
where the sum is over all positive integers, k′, dividing k; hence
c0(k) = Trace(H
k
B) +O(k)µ
k/2
1 (B);
furthermore, the larger bases of each ci(k) (with respect to µ
1/2
1 (B)) is some subset
of the eigenvalues of the model. Finally, for any r′ ∈ N the function
(11) f˜(n)
def
= EG∈Cn(B)[ITangleFree(≥ν,<r′)(G)] = ProbCn(B)[TangleFree(≥ ν,< r′)]
has an asymptotic expansion in 1/n to any order r,
c˜0 + · · ·+ c˜r−1/nr−1 +O(1)/nr;
where c˜0 = 1; furthermore, if j0 is the smallest order of a (≥ ν)-tangle occurring in
Cn(B), then cj = 0 for 1 ≤ j < j0 and cj > 0 for j = j0 (provided that r ≥ j0 + 1
so that c˜j0 is uniquely defined).
Notice that a model may have—at least in principle—an infinite number of
eigenvalues, which means that for each r, ν, the number of bases of the ci(k) may
be unbounded as i→∞; however there are a few remarks to consider:
(1) taking ν = µ
1/2
1 (B), for each r, the ci(k) with i < r have a finite number
of bases;
14 JOEL FRIEDMAN AND DAVID KOHLER
(2) since for any fixed k we have
ci(k) = lim
n→∞n
i
(
f(k, n)− c0(k)− · · · − n1−ici−1(k)
)
,
the ci(k) is uniquely defined and independent of r > i; hence a fixed ci(k)
has a finite number of larger (than µ
1/2
1 (B)) bases;
(3) in all our basic models, the eigenvalues of the model can be taken to be the
µj(B) and possibly the eigenvalue 1; hence all larger bases of any ci(k) lie
in this finite set of eigenvalues.
The other result that will be needed in later articles, namely Article V, is proven
similarly to our proof of an expansion for the function in (11).
Theorem 3.2. Let Cn(B) be an algebraic model over a graph, B, and let S/B be a
connected, pruned graph of positive order that occurs in this model (recall that this
means that for some n and some G ∈ Cn(B), G/B has a subgraph isomorphic to
S/B). Then for some constant, C
′, and n sufficiently large (and n ∈ N),
ProbG∈Cn(B)
[
[S/B] ∩G 6= ∅
]
≥ C ′n− ord(S/B).
4. Theorems From Article II
For ease of reading, let us recall the main theorems of Article II, which we will
use here.
Theorem 4.1. Let Cn(B) be an algebraic model over a graph B. Let T≤ be an
ordered graph, let ξ : ET → N be a function, and let
ν = max
(
µ
1/2
1 (B), µ1
(
VLG(T, ξ)
))
.
Let ψ≤/B be any pruned, ordered B-graph. Then for any r ≥ 1 we have
(12) f(k, n) = EG∈Cn(B)[(#[ψ
≤
/B] ∩G) snbc(T≤;≥ ξ, G, k)]
has a (B, ν)-bounded expansion
c0(k) + · · ·+ cr−1(k)/nr−1 +O(1)cr(k)/nr,
to order r; the bases of the coefficients in the expansion are some subset of the
eigenvalues of the model, and ci(k) = 0 for i less than the order of all B-graphs
that contain both a walk of homotopy type T≤ and a subgraph isomorphic to ψ/B.
We note that the conclusions of this theorem also hold for the function
(13) f(k, n) = EG∈Cn(B)[snbc(T
≤;≥ ξ, G, k)]
(for the first part of this paper, dealing with expansions for the expected certified
traces, we use only need this particular f(k, n)). The reason is, as we now explain,
in that the special case where ψ≤/B = ∅≤/B is the empty graph, (12) reduces to (13);
the reader who dislikes the empty graph is free to simply view the above theorem
as also applying to (13) (this special case is stated both in Articles I and II), and
with ci(k) = 0 if i < ord(T ). The empty graph refers to the graph whose vertex
and directed edge sets are both the empty set, ∅; since there is a unique map from
∅ to any set, there are unique heads, tails, and edge involution, and a unique B-
structure and ordering for this graph. Hence [∅≤/B] consists of this single graph, and
the B-graph ∅/B is a subgraph of any B-graph; for this reason [∅≤/B] ∩ G/B equals
∅≤/B for any B-graph, G, and hence #[∅≤/B] ∩G/B = 1 for all G/B; hence (12) reduces
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to (13) in this case. Moreover, any B-graph contains the empty B-graph, and so
the condition on i to have ci(k) = 0 amounts to i being less than the order of
any B-graph of homotopy type T≤, which implies i < ord(T ) (and is equivalent to
i < ord(T ) assuming at least one ordered B-graph of homotopy type T≤ occurs in
{Cn(B)}).
5. Certified Traces and Theorem 3.1
In this section we describe our approach to proving the main part of Theorem 3.1,
which is the existence of asymptotic expansions for (9) and facts about the coeffi-
cients ci = ci(k); the existence of asymptotic expansions for (11) follows easily from
the facts we develop for (9).
5.1. Motivation for Modified Traces. If B is a bouquet of d/2 whole-loops (so
d is even), and Cn(B) is the permutation model, then [Fri08] proves that
f(k, n)
def
= EG∈Cn(B)[snbc(G, k)] = EG∈Cn(B)[Trace(H
k
G)]
fails to have a (B, ν)-Ramanujan expansion to all orders; the reason is mainly due
to the existence of (≥ ν,< r)-tangles that occur as subgraphs of graphs in Cn(B),
where ν >
√
d− 1 and r is of order d1/2; see the proof of Theorem 2.12 of [Fri08].
Our remedy, as in [Fri08], will be to replace snbc(G, k) by a “modification” or
“regularization” of this count, by counting elements of SNBC(G, k) that satisfy a
restrictive condition. In [Fri08], these modified versions of snbc(G, k) were called
selective traces; in this series of articles we use the simpler certified traces.
5.2. Definition of Certified Traces.
Definition 5.1. Let ν > 1 be a real number, r, k ∈ Z≥0, and G be a graph.
We define the set of (< ν,< r) (strictly) certified walks (respectively, (≤ ν,< r)
(weakly) certified), denoted CERT<ν,<r(G, k) (respectively CERT≤ν,<r(G, k)) to
be the set of SNBC walks in G of length k whose visited subgraph S satisfies
µ1(S) < ν (respectively, µ1(S) ≤ ν) and ord(S) < r. We define the (< ν,< r)
(weakly) certified trace (respectively, (ν,< r) (strictly) certified trace) of G of length
k, denoted cert<ν,<r(G, k) (respectively cert≤ν,<r(G, k)) to be the cardinality of
CERT<ν,<r(G, k) (respectively, CERT≤ν,<r(G, k)).
The fundamental fact about certified traces is that
(14)
G ∈ TangleFree(≥ ν,< r) ⇒ cert<ν′,<r(G, k) = cert≤ν′,<r(G, k) = snbc<r(G, k)
for any r and ν′ ≥ ν. For this reason, the certified traces are sort of “regularized”
SNBC count, that agrees with snbc<r(G, k) for G without ν-tangles of small order,
but remains well controlled for G with such tangles. The selective traces of [Fri08]
are another collection of “regularized traces,” but are more cumbersome to define
and utilize. In this article we work with strongly-certified traces cert<ν,<r(G, k),
although one could equally well work with weakly-certified traces cert≤ν,<r(G, k).
All that our trace methods require is that we apply (14) with r →∞ and (d−1)1/2 <
ν ≤ ν′ ≤ (d− 1)1/2 +  with  → 0, and that we work with either cert<ν′,<r(G, k)
or cert≤ν′,<r(G, k) there; we prefer to take ν′ = ν for simplicity. By contrast,
we must work with TangleFree(≥ ν,< r), rather than the analogously defined
TangleFree(> ν,< r), since we need the number of (isomorphism classes of) minimal
(≥ ν,< r)-tangles to be finite (see the remarks concerning Lemma 5.7 in Section 11).
16 JOEL FRIEDMAN AND DAVID KOHLER
5.3. Statement of the Expansion Theorems for Certified Traces. The main
theorem in this paper is proven using the following two results.
Theorem 5.2. Let B be a connected graph with χ(B) < 0, and let {Cn(B)}n∈N be
an algebraic model over B. Let r′ ∈ N and ν ≥ µ1/21 (B) be a real number. Then
(15) f(k, n)
def
= EG∈Cn(B)[cert<ν,<r′(G, k)]
has a (B, ν)-bounded asymptotic expansion to any order r ∈ N,
f(k, n) = c0(k) + · · ·+ cr−1(k)/nr−1 +O(1)cr(k)/nr,
where for some function, h = h(k), of growth (d− 1)1/2 we have
(16) c0(k) =
∑
k′|k
Trace(Hk
′
B )− h(k)
(the sum being over all positive integers, k′, dividing k), and where the larger bases
of each ci(k) (with respect to µ
1/2
1 (B)) is some subset of any set of eigenvalues of the
model. Also, the function h(k) in (16) is precisely the function described in condi-
tion (1) of the definition of algebraic model. The same theorem holds if the (strictly-
)certified trace in (15) is replaced with the weakly-certified trace cert≤ν,<r(G, k).
Let HasTangles(≥ ν,< r) denote the set of graphs, G, that contain a (≥
ν,< r)-tangle (as a subgraph); then HasTangles(≥ ν,< r) is the complement of
TangleFree(≥ ν,< r), and so
IHasTangles(≥ν,<r)(G) = 1− ITangleFree(≥ν,<r)(G) .
Theorem 5.3. Let B be a connected graph with χ(B) < 0, and let {Cn(B)}n∈N be
an algebraic model over B. Let r, r′, r′′ > 0 be integers and ν > 1 be a real number.
Then
(17) f(k, n)
def
= EG∈Cn(B)[IHasTangles(≥ν,<r′′)(G)cert<ν,<r′(G, k)]
has a (B, ν)-bounded asymptotic expansion to order r,
f(k, n) = c0(k) + · · ·+ cr−1(k)/nr−1 +O(1)cr(k)/nr,
such that the bases of the ci(k) are the eigenvalues of the model; moreover, ci
vanishes if i is less than the smallest order of a (≥ ν,< r′′)-tangle that occurs in
Cn(B) provided that i < r (i.e., occurs with positive probability in Cn(B) for some
n, and hence for every n sufficiently large). In particular, c0(k) = 0 since ν > 1.
The same theorem holds if the strictly certified trace in (15) is replaced with the
weakly-certified trace cert≤ν,<r′(G, k).
Subtracting the above two results yields an expansion theorem to order r for
f(k, n)
def
= EG∈Cn(B)[ITangleFree(≥ν,<r)(G)cert<ν,<r(G, k)]
with c0(k) given as in (16) for ν > 1; in view of (14), this function is the same as
f(k, n)
def
= EG∈Cn(B)[ITangleFree(≥ν,<r)(G) snbc<r(G, k)] ;
by (5) we may replace snbc<r(G, k) by snbc(G, k) at an additive cost bounded
by Ck2r Trace(HkB)/n
r. This proves the expansion theorem in Theorem 3.1 for
(9). The expansion theorem (11) easily follows from the methods we use to prove
Theorem 5.3.
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5.4. Generalizations of Tangle Free Sets. Theorems 5.2 and 5.3 involve indi-
cator function for the set TangleFree(≥ ν,< r). In fact, we will prove more general
results where TangleFree(≥ ν,< r) is replaced with any set of graphs, T , subject
to certain restrictions, which we now describe.
Definition 5.4. We say that a graph is pruned if each of its vertices is of degree at
least two, and positive if it is pruned and moreover each of its connected components
is of positive order. We say that a B-graph (or ordered graph, etc.) is positive if
its underlying graph is positive.
Definition 5.5. Let T be a class of graphs (respectively, of B-graphs, of ordered
graphs, etc.). We say that a graph (B-graph, etc.) G meets T if G has a non-empty
subgraph (B-subgraph, etc.) that is isomorphic to an element of T , and otherwise
we say G avoids T ; we use Meets(T ) and Avoids(T ) respectively to be the class of
graphs (or B-graphs, etc.) that meet and avoid T .
Although TangleFree(≥ ν,< r) describes a class of graphs, for various reasons
we will want to work with the class of B-graphs whose underlying graph lies in
TangleFree(≥ ν,< r); for this reason we make the above definition for class of
graphs and B-graphs. The above notion of meeting and avoiding also makes sense
for ordered graphs and ordered B-graphs (and in other settings), but we will only
be interested in graphs and B-graphs.
Definition 5.6. We say that a class of graphs (B-graphs, etc.) T is finitely gener-
ated if there is a finite set T ′ for which Meets(T ) = Meets(T ′), and finitely positively
generated if there exists such a T ′ such that each of its elements is positive.
It is easy to see that if T ′ ⊂ T , then Meets(T ) = Meets(T ′) iff T ′ contains at
least one graph in each isomorphism class of graphs that are minimal with respect
to inclusion (of graphs, of B-graphs, etc.) in T .
Our interest in finitely positively generated classes is due to the following propo-
sition.
Lemma 5.7. For any real ν > 1 and r ∈ Z, TangleFree(≥ ν,< r) is finitely
positively generated.
We will prove this in Section 11, using the ideas of Lemma 9.2 of [Fri08] and its
proof there.
5.5. Main Theorem for Indicator Functions.
Theorem 5.8. Let B be a graph, {Cn(B)}n∈N an algebraic model of B, and let T
be a finitely positively generated class of graphs or of B-graphs; let j be the smallest
order of a graph in T that occurs in Cn(B) (if j doesn’t exist we take j = +∞).
Then the function
f(n)
def
= EG∈Cn(B)[IMeets(T )(G)] = ProbG∈Cn(B)[Meets(T )]
has an asymptotic expansion in 1/n to any order r
c0 + c1n
−1 + · · ·+ cr−1n−r+1 +O
(
n−r
)
with ci = 0 if i < j and, if j 6= +∞, then cj > 0.
18 JOEL FRIEDMAN AND DAVID KOHLER
We remark that the case j = +∞ in the above theorem is not particularly inter-
esting, since then f(n) = 0 for all n. Also, similar to a remark after Theorem 3.1,
the above theorem implies that ci are given inductively as
ci = lim
n→∞
(
f(n)− c0 + c1n−1 + · · ·+ ci−1n−i+1
)
ni,
so that fact that f(n) is a probability of some event implies that f(n) ∈ [0, 1], and
hence ci ∈ R for all i, and the first nonzero ci must be positive.
5.6. Main Theorems for Certified Traces with Indicator Functions.
Theorem 5.9. Let {Cn}n∈N be an algebraic model of random covering maps over
a graph B, with χ(B) < 0. Let r′ ∈ N and ν ≥ µ1/21 (B), and let T be a finitely
positively generated class of graphs (or of B-graphs). Then
f(k, n)
def
= EG∈Cn(B)[IMeets(T )(G)cert<ν,<r′(G; k)]
has a (B, ν)-bounded asymptotic expansion to any order r,
f(k, n) = c0(k) + · · ·+ cr−1(k)/nr−1 +O(1)cr(k)/nr,
where the bases of the ci are a subset of any set of eigenvalues of the model; moreover
ci(k) vanishes for all i less than the minimum order of a graph (or of a B-graph)
that contains both some element of T and a (< ν,< r′)-certified walk, provided that
i < r.
5.7. Remarks on Theorems 5.8 and 5.9 and Isomorphism Classes of B-
Graphs. In Sections 6–9 we prove Theorems 5.8 and 5.9, where T is a finitely
positively generated class of B-graphs (rather than graphs). There is no harm in
passing to B-graphs, since our models are algebraic, and all our proof techniques
work with B-graphs. The case where T is a set of graphs is equivalent to the case
where T is replaced with the set of all B-graphs whose underlying graph lies in
T : if T is a finitely generated set of graphs, then the set of all possible B-graph
structures on the finite set of generators is finite.
We warn the reader of another change in Sections 6–9: we work sets, Ψ, of
isomorphism classes of B-graphs, rather than B-graphs. It is simpler to state The-
orems 5.8 and 5.9 with Ψ being a set of B-graphs, which is why we have done so.
However, to prove these theorems we will work with formulas—including those for
Mo¨bius functions and indicator function approximations—that are simpler to define
using isomorphism classes of B-graphs. Moreover, some notions discussed already,
such as being finitely generated, can be stated in terms of a finite number of iso-
morphism classes of graphs (or of B-graphs). In [Fri08], the symbol Ψ with various
subscripts refers either to isomorphism classes of graphs, or to a set of represen-
tatives in each isomorphism classes; in this article, we find it conceptually simpler
to give the proofs of the above theorems using Ψ to refer to a set of isomorphism
classes of B-graphs.
The small cost of working with isomorphism classes of B-graphs is that one has
to get used to slightly different terminology. So in the next few sections we replace a
class of graphs or B-graphs, T , with a finite set of isomorphism classes of B-graphs
Ψ = {[ψ1B ], . . . , [ψmB ]}.
One has to get used to speaking of B-graphs, ψB , lying in an element of Ψ (or
of Ψ+ or Ψ+<r, defined in Section 8), meaning ψB ∈ [ψiB ] for some i (rather than
ψB ∈ T ). Hence we make the following definition.
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Definition 5.10. Let B be a graph and Ψ be a set of isomorphism classes of
B-graphs. We use Meets(Ψ) to denote the class of graphs, G, such that some
nonempty subgraph of G is contained in an element Ψ.
6. Proof of Theorem 5.2
In this section we prove Theorem 5.2. The first two subsections each prove an
easy preliminary lemma.
6.1. VLG Comparisons.
Lemma 6.1. Let T be a graph, and k,k′ be two maps ET → N with k ≤ k′ (i.e.,
k(e) ≤ k′(e) for all e ∈ ET ). Then
(18) µ1
(
VLG(T,k)
) ≥ µ1(VLG(T,k′)) .
Its proof is a standard consequence of “Shannon’s algorithm,” and majorization
as described just above Theorem 3.5 of [Fri08]. In the terminology there, each entry
of the matrix ZG(z), where G is the oriented line graph of VLG(T,k), majorizes
each of ZH(z) where H is the oriented line graph of VLG(T,k
′); hence each entry
of MG(z) majorizes that of MH(z); hence equation (12) and Theorem 3.5 of [Fri08]
imply (18).
[One can also prove (18) without Shannon’s algorithm: note that every SNBC
walk in G = VLG(T,k) can be cyclically shifted by at most #EG places to an
SNBC walks in G beginning at some vertex of T (viewing VT as a subset of VG);
it follows that µ1
(
VLG(T,k)
)
is the limit as m → ∞ of W 1/mm , where Wm is the
number of SNBC walks beginning and ending at a vertex of T of length at most m.
But if W ′m is the same quantity for G
′ = VLG(T,k′), then we have Wm ≥ W ′m in
view of the one-to-one correspondence of such SNBC walks in G′ with those in G
(and with those in T ), for which the length of the walk in G is at most the length
of that in G′ since k ≤ k′.]
6.2. The Finiteness of Minimal Elements in an Upper Subset of Nn. The
basis of our analysis of certified traces is the following finiteness lemma, which we
give after some definitions.
Definition 6.2. For an integer n ≥ 1, endow Nn with the partial order k ≤ k′ to
mean that k(i) ≤ k′(i) for all i = 1, . . . , n. By an upper set in Nn we mean a subset,
U , such that if u ∈ U and u ≤ u′, then u′.
Lemma 6.3. Any upper set of Nn has a finite number of minimal elements.
Proof. Let U ⊂ Nn be an upper set. Let x1, . . . , xn be n indeterminates, and
let I ⊂ C[x1, . . . , xn] be the set of polynomials that are linear combinations of
monomials
xu = xu11 . . . x
un
n
with u ∈ U . Since U is an upper set, I is an ideal of the ring C[x1, . . . , xn]; by
Hilbert’s Basis Theorem, I is finitely generated by polynomials, p1, . . . , pm ∈ I.
For any i = 1, . . . ,m and qi ∈ C[x1, . . . , xn], each monomial xw appearing in piqi
arises as the product of some monomial in pi and some monomial in qi. It follows
that any monomial xw that appears in a sum
p1q1 + · · · pmqm
20 JOEL FRIEDMAN AND DAVID KOHLER
has a corresponding monomial xu that appears in one of p1, . . . , pm, with u ≤ w.
But for any w ∈ U , since xw ∈ I, we have
xw = p1q1 + · · · pmqm,
for some q1, . . . , qm ∈ C[x1, . . . , xn], and hence there is a monomial xu appearing
in p1, . . . , pm for which u ≤ w. Hence the finite set of u such that xu appears in
one of p1, . . . , pm, is a set of certificates for U . 
One can alternatively prove the above lemma directly: clearly it holds for n = 1;
one can then prove the more general lemma that if P1,P2 are posets where any
upper set has a finite number of minimal elements, then the same is true of P1×P2.
6.3. The Zeroth Order Coefficient. In this section we make the following ob-
servations about algebraic models. First we need a simple lemma.
Lemma 6.4. Let S be a connected and pruned graph. Then either S is a cycle, or
S is of positive order. Also, µ1(S) > 1 iff χ(S) < 0.
We will specifically need the first statement of the lemma in this section. The
second statement in the above lemma is used in a number of places in this series of
articles, to interchangeably use the conditions µ1(S) > 1 and χ(S) < 0 for pruned,
connected graphs. Since both statements are based on a similar principle, we prove
both of them here.
Proof. To prove the first claim, note that
ord(S) = (1/2)
∑
v∈VS
(
deg′S(v)− 2
)
,
where deg′ is the usual degree of a vertex except that each half-loop about a vertex,
v, contributes 2 to its degree (instead of 1 used for the usual degree and Euler
characteristic). Since S is pruned, we have deg′S(v) ≥ 2 for each v ∈ VS , and hence
ord(S) = 0 iff for deg′S(v) = 2 for all v ∈ VS . It follows that each vertex of VS
is either (1) incident upon two edges that are not self-loops, or (2) incident upon
exactly one self-loop. In case any vertex is incident upon a self-loop, then the graph
has one vertex and must be incident upon a whole-loop (for otherwise the vertex
would be of degree one); hence S is a cycle of length 1. Otherwise all vertices are
of case (1), and therefore S is a cycle.
To prove the second claim, we similarly note that
χ(S) = (1/2)
∑
v∈VS
(
degS(v)− 2
)
.
So if S is pruned and χ(S) ≤ 0, then degS(v) = 2 for all v; it follows that χ(S) ≤ 0
implies that S is either (1) a cycle, (2) a path where each endpoint is incident upon
an additional half-loop, (3) a single vertex incident upon a single whole-loop, or (4)
a single vertex incident upon two half-loops. In all these cases we easily check that
µ1(S) ≤ 1, since we easily see that there are at most two SNBC walks of a given
length about any vertex of S.
If χ(S) < 0, then some vertex of S has degree 3, say v. Let us show that
µ1(S) > 1.
First we claim that for any e ∈ EdirS with tSe = v, there is a non-backtracking
walk, w, about v beginning with e: to see this, we keep walking in a non-
backtracking fashion, which we can do since each vertex is of degree two, until
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we reach a repeated vertex; then return to v. Similarly, for any e with hSe = v,
there is a non-backtracking walk about v ending in e. So consider all pairs (e, e′)
such that tSe = hSe
′ = v and that there exists a non-backtracking walk beginning
in e and ending in e′; for each such pair, choose such a non-backtracking walk, we,e′ ;
let m be an upper bound on the lengths of all these walks. We now claim that for
any k, the number of SNBC walks about v of length at most km is at least 2k−23.
To see this, consider which walks of the form
we1,e2we3,e4 . . . we2k−1,e2k
are SNBC: we may choose e1 to be any of at least 3 edges leaving v; choosing some
e2 such that we1,e2 exists, we choose e3 to be any of at least 2 edges leaving v not
equal to ιe2; for i = 2, . . . , k − 2 we similarly choose e2i+1 to be an edge leaving v
not equal to ιe2i, of which there are at least 2 choices; finally we choose e2k−1 to be
an edge leaving v such that we2k−1,e2k exists and e2k−1 6= ιe2k−2 and e2k 6= ιe1, of
which there must be at least one choice. Hence the trace of HkmS must be at least
2k−23, and hence
2k−23 ≤ Trace(HkmS ) ≤ (#EdirS )µkm1 (S);
taking k →∞ we have µ1(S) ≥ 21/m > 1. 
We easily see that no vertex of an SNBC walk can be of degree zero or one, and
hence we conclude the following corollary.
Corollary 6.5. Let T≤ be the homotopy type of an SNBC walk. Then either T≤
is the homotopy type of a cycle (i.e., T is the bouquet of a single whole-loop), or
else ord(T ) ≥ 1.
Corollary 6.6. Let B be a graph and Cn(B)n∈N an algebraic model over B. Then
there is a constant, C, and a function g of growth µ1(B) such that for 1 ≤ k ≤
C/n1/2 we have
EG∈Cn(B)[snbc0(G, k)] = c0(k) + g(k)O(1)/n,
EG∈Cn(B)[snbc≥1(G, k)] = g(k)O(1)/n,
where c0(k) is given in (10).
Proof. The second equation follows from (5) (in the definition of strongly algebraic
and algebraic). If S≤/B is a B-graph than is the visited subgraph of an SNBC walk,
w, of order 0, then S≤/B is necessarily of the homotopy type of a cycle, and therefore
the length k′, of S, must divide k; furthermore, the directed edges over B that lie
over w in the first encountered ordering yield an SNBC walk in B of length k′.
Conversely, every SNBC walk in B of length k′ gives rise to an ordered graph S≤/B,
unique up to an isomorphism of B-graphs. Since each such S≤/B has c0(S/B) = 1, the
first equation of the corollary follows, since snbc(B, k′) = Trace(Hk
′
B ). 
6.4. Conclusion of The Proof of Theorem 5.2.
Proof of Theorem 5.2. The elements of CERT<ν,<r′(G; k) are walks of a finite num-
ber of homotopy types, T≤. Hence it suffices to prove that for any fixed T≤
f(k, n)
def
= EG∈Cn(B)
[
#
(
CERT<ν,<r′(G, k) ∩ SNBC(T≤;G, k)
)]
has a (B, ν)-asymptotic expansion to any order r, and that its zero-th coefficient,
c0(k) is given by
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(1) the formula (10) when T≤ is the homotopy type of a cycle (i.e., T is the
bouquet of a single whole-loop), and
(2) c0(k) = 0 otherwise.
So fix an ordered graph, T≤, and consider the set
U = {k : ET → N | VLG(T≤,k) < ν}
which is clearly an upper set by Lemma 6.1; according to Lemma 6.3, this upper
set has a finite number of minimal elements
ξ1, . . . , ξs .
[Intuitively we think of each ξj as a certificate for belonging in U , in that the
condition k ≥ ξj certifies (or guarantees) that k ∈ U . The usefulness of the certified
trace is due, in part, to the fact that the condition VLG(T≤,k) < ν is equivalent
to being certified so by one of finitely many certificates. This is why we use the
name certified trace.]
For each M ⊂ [s], we have⋂
m∈M
{k | k ≥ ξm} = {k | k ≥ ξM}
where
ξM
def
= max
m∈M
(ξm)
is the component-wise maximum. By inclusion/exclusion we have
(19)
#
(
CERT<ν,<r′(G, k)∩SNBC(T≤;G, k)
)
=
∑
M⊂[s], M 6=∅
(−1)1+(#M) snbc(T≤,≥ ξM ;G, k).
By Theorem 4.1, we have that for any r > 0 and any M ⊂ [s] with M 6= ∅,
fM (k, n)
def
= EG∈Cn(B)[snbc(T
≤,≥ ξM ;G, k)]
has a (B, νM )-bounded expansion to order r with
νM = max
(
µ
1/2
1 (B), µ1
(
VLG(T, ξM )
))
.
Since U is an upper set, we have ξM ∈ U for all M 6= ∅, and hence νM ≤ ν.
It follows that each fM (k, n) has an expansion that satisfies the conditions in the
statement of the theorem. Since Cn(B) is a finite probability space, we may take
expected values in (19) to conclude that
EG∈Cn(B)
[
#
(
CERT<ν,<r′(G, k)∩SNBC(T≤;G, k)
)]
=
∑
M⊂[s], M 6=∅
(−1)1+(#M)fM (k, n) ;
since the RHS of this equation is a finite sum of functions with (B, ν)-expansions
to any order r, so is each function
f(k, n) = EG∈Cn(B)
[
#
(
CERT<ν,<r′(G, k) ∩ SNBC(T≤;G, k)
)]
.
Summing over all the types, T≤, of walks of order less than r′, we conclude the
same for
f(k, n) = EG∈Cn(B)
[
cert<ν,<r′(G, k)
]
,
which proves the theorem for the expected value of the strictly-certified trace in
(15).
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It remains to compute c0(k). For T of order one or greater,
EG∈Cn(B)
[
#
(
CERT<ν,<r′(G, k) ∩ SNBC(T≤;G, k)
)] ≤ EG∈Cn(B)[snbc≥1(G, k)]
which is bounded by g(k)O(1)/n by Corollary 6.6. On the other hand, any graph
that is the homotopy type of a cycle has µ1 = 1 < ν, and therefore if T
≤ is the
homotopy type of a cycle, we have
#
(
CERT<ν,<r′(G, k) ∩ SNBC(T≤;G, k)
)
= snbc0(G, k)
for k ≥ 1. Hence for this T we have
EG∈Cn(B)
[
#
(
CERT<ν,<r′(G, k) ∩ SNBC(T≤;G, k)
)]
= EG∈Cn(B)
[
snbc0(G, k)
]
whose zeroth order coefficient, c0(k), is given by Corollary 6.6 to be as in (10).
This concludes the proof for strongly-certified traces. The proof for weakly-
certified traces is the same, with U replaced by
U ′ = {k : ET → N | VLG(T≤,k) ≤ ν} .
This may change the set of certificates, i.e., of minimal elements, ξ1, . . . , ξs, but
everything else in the proof remains the same. 
7. Finiteness of Minimal Tangles
We show that there are, up to isomorphism, only a finite number of minimal
(≥ ν,< r)-tangles for any real ν > 0 and integer r > 0. This fact is not generally
true of (> ν,< r)-tangles. This fact is essentially Lemma 9.2 of [Fri08], stated in
the terms we use in this article.
Definition 7.1. Let ν > 0 be a real number and r > 0 an integer. We say that a
graph, ψ, is a minimal (≥ ν,< r)-tangle if ψ is a (≥ ν,< r)-tangle, i.e., µ1(ψ) ≥ ν
and ord(ψ) < r, but all of proper subgraphs of ψ are not (≥ ν,< r)-tangles.
Let us recall Lemma 9.2 of [Fri08] and its simple proof based on the following
“continuity lemma” regarding VLG’s.
Lemma 7.2. Let T be a fixed graph, and E′, E′′ partition of ET into two sets. Let
k1,k2, . . . a sequence of elements of NET such that
(1) ki(e′) is independent of i for e′ ∈ E′, and
(2) ki(e′′)→∞ as i→∞ for each e′′ ∈ E′′.
Let T ′ be the graph obtained from T by discarding E′′ from ET , and let k′ be the
restriction of ki to E′. Say that there is a ν > 1 such that for all i we have
(20) µ1
(
VLG(T,ki)
) ≥ ν.
Then
lim
i→∞
µ1
(
VLG(T,ki)
)
= µ1
(
VLG(T ′,k′)
)
.
We use Shannon’s algorithm, as in [Fri08], Theorem 3.6 and its proof; we correct
a minor error there: it is necessary that (20) hold with ν > 1, since if T has
one vertex, one whole-loop, and E′ = ∅, then µ1
(
VLG(T,ki)
)
= 1 for all i, but
µ1
(
VLG(T ′,k′)
)
= 0.
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Proof. For any k ∈ NET , let Mk(z) be the square matrix indexed on EdirT whose
(e, e′) entry is 0 if the corresponding of HT is zero (i.e., e, e′ are not the directed
edges of a non-backtracking walk of length 2), and otherwise this entry is zk(e). Let
us prove that µ1
(
VLG(T,k)
)
is the reciprocal of the smallest positive root z = zk
of the polynomial equation
(21) det
(
I −M(z)) = 0, M(z) = Mk(z).
To see this, let G = VLG(T,k), and let G′ = Line(G) be the oriented line graph of
G; hence VG′ = E
dir
G , and for e, e
′ ∈ VG′ = EdirG there is one or zero edges from e
to e′ according to whether or not e, e′ are the directed edges of a non-backtracking
walk of length two. For each directed edge of T , eT ∈ EdirT , let e˜T ∈ VG′ denote
the first directed edge in the (beaded) directed walk path in G′ corresponding to
eT ; let E˜ be the union of all the e˜T with eT ∈ EdirT . Then we easily see that G′
is the same graph as the variable-length graph on its subset of vertices, E˜, where
two vertices, e˜T , e˜
′
T have either one or zero edges from e˜T to e˜
′
T iff they form a
non-backtracking walk of length two in EdirT , and, if so, the length of the edge is
k(eT ). Hence µ1(G), which equals the Perron-Frobenius eigenvalue of G
′, is given
by (21) in view of Shannon’s algorithm (e.g., Theorem 3.5 of [Fri08], but see the
much earlier references in Section 3.2 of [Fri08]).
Next say that an element of VLine(T ) = E
dir
T belongs to E
′ if its ιT orbit, i.e., its
corresponding edge, lies in E′, and similarly for E′′. Then we may partition EdirT
into two sets: those belonging to E′ and those belonging to E′′, and this gives a
block representation of M(z) as
Mki(z) =
[
M1(z) M3,i(z)
M2(z) M4,i(z)
]
,
where M1(z),M2(z) are blocks that are independent of i, since the edge-lengths
ki are constant on directed edges belonging to E′, and each non-zero entry of
M3,i(z),M4,i(z) is a power of z than tends to infinity as i→∞. In view of the last
paragraph, we have that µ1(VLG(T,k
i)) is the reciprocal of the smallest positive
root zi to
det
(
I −Mki(z)
)
= 0.
On the other hand, the above paragraph also shows that µ1(VLG(T
′,k′)) is the
reciprocal of the smallest positive root, z, of
(22) det
(
I ′ −M1(z)
)
= 0
where I ′ is the identity matrix indexed on directed edges belonging to E′; by
convention, we allow z = +∞ if (22) has no positive roots, in which case
µ1(VLG(T
′,k′)) = 0. It remains to prove that
(23) lim
i→∞
zi = z0.
Let us first show that the above limit exists. Since zi < 1/ν, the sequence {zi}
is bounded above; let z∞ be its least upper bound; clearly z∞ ≤ 1/ν < 1. By
definition, there exist i1, i2, . . . such that zin → z∞ as n → ∞. Let i = ia for a
fixed a ∈ N. We have ki ≤ kj for j sufficiently large, and hence then Lemma 6.1
implies that for such j, 1/zi > 1/zj , i.e., zi < zj . Hence
lim inf
n→∞ zj ≥ zi = zia .
RELATIVIZED ALON CONJECTURE III 25
Taking a→∞ shows that
lim inf
j→∞
zj ≥ z∞ = lim sup
n→∞
zi.
Hence the limit in (23) exists. To prove the lemma it suffices to show that
z∞ ≤ z0 and z∞ ≥ z0.
Since VLG(T ′,k′) is a subgraph of each VLG(T,ki), we have
1/z0 = µ1
(
VLG(T ′,k′)
) ≤ µ1(VLG(T,ki)) = 1/zi,
and hence, taking i→∞, 1/z0 ≤ 1/z∞. Hence z∞ ≤ z0. Now let us show z0 ≤ z∞.
Since zi ≤ z∞ ≤ 1/ν < 1 for each i, we have that M3,i(z),M4,i(z) tend to zero
as i→∞, and hence
Mki(zi) =
[
M1(zi) M3,i(zi)
M2(z) M4,i(zi)
]
→
[
M1(z∞) 0
M2(z∞) 0
]
as i→∞; then (21) (and the continuity of the determinant) implies that
det
([
I ′ 0
0 I ′′
]
−
[
M1(z∞) 0
M2(z∞) 0
])
= 0,
where I ′′ is the block identity matrix corresponding to directed edges belonging to
E′′. Hence
det
([
I ′ −M1(z∞) 0
−M2(z∞) I ′′
])
= 0
and therefore
det
(
I ′ −M1(z∞)
)
= det
([
I ′ −M1(z∞) 0
−M2(z∞) I ′′
])
= 0.
Hence z∞ is a positive root of (22). Therefore z0 ≤ z∞. 
Theorem 7.3. Let ν > 1 be a real number and r ≥ 0 an integer. The number of
(isomorphism classes of) minimal (≥ ν,< r)-tangles is finite.
Proof. Assume, to the contrary, that the theorem is false for some r; since there are
only finitely many homotopy types of order less than r, then must exist an ordered
graph, T≤, and an infinite sequence of distinct minimal ν-tangles ψ1, ψ2, . . . of
homotopy type T≤ such that µ1(ψ
i) ≥ ν. Then we have ψi = VLG(T ; ki) for
a sequence of distinct vectors ki ∈ NET . Let ET = {e1, . . . , em}; by passing to a
subsequence of the ki, we may assume that either (1) ki(e1)→∞ as i→∞, or that
(2) the ki(e1) are bounded, and hence—by passing to a further subsequence—that
ki(e1) is independent of i; we then repeat this process to show that for j = 2, . . . ,m,
by passing to a subsequence we may assume that ki(ej) → ∞ as i → ∞ or ki(ej)
is independent of i. At this point the ki satisfy the hypotheses of Lemma 7.2. It
follows that VLG(T ′,k′) is a proper subgraph of VLG(T,ki) ' ψi for all i, and
µ1(VLG(T
′, k′)) ≥ ν, contradicting the minimality of the ψi. 
We remark that the above lemma would be false for (> ν,< r)-tangles, defined
the same but with strict inequality between µ1 and ν, as was explained in a footnote
in Subsection 2.4.
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8. Indicator Function Approximation
In this section we develop some foundations regarding approximations Ir(Ψ, G)
we shall use for the indicator function
IMeets(Ψ)(G/B)
where Ψ is a collection of B-graphs that satisfy slighter milder assumptions than
those of Theorems 5.8 and 5.9. The results in this section are adaptations of results
of Section 9 of [Fri08]. In the first subsection we will state all the definitions and
results we will use in Sections 9 and 10; the remaining subsections are devoted to
their proofs.
8.1. The Main Results.
Definition 8.1. Let B be a graph, and let
Ψ = {[ψ1/B], . . . , [ψm/B ]}
be a finite set of isomorphism classes of B-graphs. By the set derived B-graphs of
Ψ, denoted Ψ+, we mean the isomorphism classes [ψ/B] of B-graphs such that ψ can
be written as the union of B-subgraphs each isomorphic to some ψi/B. We use Ψ
+
<r
to denote classes [ψ/B] of Ψ
+ with ord(ψ) < r. If G/B is any B-graph, the Ψ-image
in G, denoted, Ψ+ ∩ G/B, is the union of all B-subgraphs of G/B that lie in some
class, [ψi/B], of Ψ (clearly Ψ
+ ∩G/B is largest subgraph of G/B that lies in a class of
Ψ+); we use ordΨ(G) to denote ord(Ψ
+ ∩G/B).
Definition 8.2. Let B be a graph and ψ/B, G/B be two B-graphs. By an injective
morphism ψ/B → G/B we mean a morphism that is injective as a map of vertex
sets and of edge sets. We use N(ψ/B, G/B) to denote the number of injective maps
ψ/B → G/B.
The proposition below is worth stating, but easy to prove.
Proposition 8.3. For any graph B and any two B-graphs ψ/B, G/B we have that
for any ordering ψ≤/B on ψ/B,
N(ψ/B, G/B) = #([ψ
≤
/B] ∩G/B).
Proof. Fix an ordering ψ≤/B; each injective morphism u : ψ/B → G/B determines an
element S≤/B = u(ψ
≤
/B) of [ψ
≤
/B] ∩ G/B; furthermore, for S≤/B ∈ [ψ≤/B] ∩ G/B there is a
unique isomorphism ψ≤/B → S≤/B giving rise to an injection ψ/B → G/B. We easily
check that this correspondence between injective maps u and elements of [ψ≤/B]∩G/B
are inverses of each other. 
We now state three results that will be proven in the subsections that follow this
one.
Lemma 8.4. Let B be a graph, and let
Ψ = {[ψ1/B], . . . , [ψm/B ]}
be a finite set of isomorphism classes of B-graphs. If each ψi is positive, then for
each r ∈ N, Ψ+<r is finite.
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Lemma 8.5. Let B be a graph, and let
Ψ = {[ψ1/B], . . . , [ψm/B ]}
be a finite set of isomorphism classes of B-graphs such Ψ+<r is finite for all r ∈ N;
let s be the largest number of edges among the graphs ψ1, . . . , ψm.
(1) If [ψ/B] ∈ Ψ+ and G/B is any B-graph, then any injective morphism ψ/B →
G/B factors as an injective map ψ/B → Ψ+ ∩ G/B followed by the inclusion
of Ψ+ ∩G/B in G/B.
(2) If r ∈ N and G/B is a B-graph with ordΨ(G) ≥ r, and [ψ/B] ∈ Ψ+<r, then
any injective map ψ/B → G/B factors as two injective maps ψ/B → ψ′/B and
ψ′/B → G/B where ψ′/B lies in an element of Ψ+<r+s \ Ψ+<r, i.e., [ψ′/B] is an
element of Ψ+ whose order is between r and r + s− 1. In particular
(24) N(ψ/B, G/B) ≤
∑
ψ′
/B
∈Ψ+<r+s\Ψ+<r
N(ψ/B, ψ
′
/B)N(ψ
′
/B, B/B).
Theorem 8.6. Let B be a graph, and let
Ψ = {[ψ1/B], . . . , [ψm/B ]}
be a finite set of isomorphism classes of B-graphs such Ψ+<s is finite for all s ∈ N
and each ψi is pruned. Then for each [ψ/B] ∈ Ψ+ there is a rational number µ[ψ/B]
such that for any r ∈ N the function
Ir(Ψ, G/B) =
∑
[ψ/B ]∈Ψ+<r
#([ψ/B] ∩G)µ[ψ/B],
satisfies
(1)
(25) Ir(Ψ, G/B) = IMeets(Ψ)(G/B)
whenever ordΨ(G/B) < r, and
(2) there is a constant C ∈ R and s ∈ N such that if ordΨ(G/B) ≥ r, then
(26)
∣∣Ir(Ψ, G/B)∣∣ ≤ C ∑
[ψ/B ]∈Ψ+<r+s\Ψ+<r
#([ψ/B] ∩G).
8.2. Proof of Lemma 8.4. Lemma 8.4 follows from the proof Lemma 9.2 of
[Fri08], which proves the same in the context of graphs as opposed to B-graphs.
For convenience we provide a complete proof here. Our proof will use the following
graph theoretic lemma.
Lemma 8.7. Let G1 ⊂ G be pruned graphs, i.e., no vertex is isolated or is incident
upon a single edge that is not a self-loop. Then if G1 6= G, ord(G1) < ord(G).
This is Lemma 4.10 of [Fri08]; for ease of reading we provide a proof here.
Proof. Assume that G1 6= G. If VG1 = VG, then there is some edge in G that is not
in G1, and hence ord(G1) < ord(G).
Otherwise VG1 6= VG. Since G is connected, there is at least one vertex v1 ∈
VG \VG1 of distance one to VG1 ; let e1 be an edge connecting v1 to a vertex in VG1 .
Continuing in this fashion, we get edges e2, . . . , et and vertices v2, . . . , vt such that
the graph G′, obtained as the union of G1 and e1, . . . , et and v1, . . . , vt has t more
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vertices than VG1 , t more edges (that are not self-loops), and VG′ = VG. Note that
ord(G1) = ord(G
′), since G′ contains t more vertices and t more edges than G1.
Since vt is a leaf in G
′, and it cannot be a leaf in G, it follows that G has an
edge that is not in G′; hence ord(G) > ord(G′). But ord(G′) = ord(G1). 
Proof of Lemma 8.4. Let ψ be an element of Ψ+<r. Then there is a sequence of
strictly increasing graphs
ψ0 ⊂ ψ1 ⊂ · · · ⊂ ψt = ψ
where ψ0 is isomorphic to some ψi, and for each j ∈ [t], ψj is the union of ψj−1 and
a graph ψ˜j that is isomorphic to one of the ψi. It follows that each ψj is pruned; the
lemma about increasing order of pruned graphs shows that ord(ψt) > t+ord(ψ0) ≥
t+ 1. Hence t ≤ r− 2, and hence ψ is the union of r− 1 graphs, each of which lies
in a class in Ψ. Hence
#Eψ ≤ (r − 1) max
i∈[t]
(#Eψi)
which is bounded. Since ψ is positive,
#Vψ ≤ #Eψ − ord(ψ) ≤ #Eψ
so #Vψ is bounded. Hence there are only finitely many possible isomorphism classes
of graphs, ψ, as graphs, and hence only finitely many possible B-graph classes in
Ψ+<r. 
8.3. Proof of Lemma 8.5.
Proof of Lemma 8.5. The first claim is easy: if [ψ/B] ∈ Ψ+, then ψ/B is the union of
injective morphisms ψi/B → ψ/B; hence the image of any injective map u : ψ/B → G/B
is the union of the images of the compositions ψi/B → ψ/B with u, which are injective
morphisms. Since Ψ+ ∩G contains all of these images, it contains u(Ψ/B). Hence u
factors through Ψ+ ∩G.
For the second claim, let G0/B be the image of the injective morphism ψ/B → G/B.
Since Ψ+ ∩G/B is the union of images of injective maps from the ψi/B to G/B, there
must be a strict inclusion of graphs
G0/B ⊂ G1/B ⊂ · · · ⊂ Gt/B = Ψ+ ∩G/B
where each Gi/B is the union of G
i−1
/B and a B-subgraph of G/B that lies in some
element of Ψ. Let i be the smallest value such that ord(Gi) ≥ r; then i ≥ 1 (since
ord(ψ) < r by assumption and G0/B and ψ/B are isomorphic, so ord(G
0) < r). Since
Gi has at most s more edges than Gi−1, we have
ord(Gi) ≤ ord(Gi−1) + s ≤ r − 1 + s.
Hence the injection ψ/B → G factors through ψ′/B def= Gi/B, and
ψ′/B ∈ Ψ+<r+s \Ψ+<r
as desired; (24) follows because the number of injective morphisms ψ/B → G/B that
factor through ψ′/B is at most the number of injective morphisms ψ/B → ψ′/B times
those ψ′/B → G/B. 
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8.4. The Injection Count and Resulting Partial Order. In this section we de-
scribe the partial order which we will later use to define the rational numbers µ[ψ/B]
that are fundamental to our construction of “approximate indicator functions” (see
(29)).
Definition 8.8. Let B be a graph. Recall that [S/B] denotes the class of B-graphs
that are isomorphic to S/B; write [S/B] ≤B [T/B] if N(S/B, T/B) > 0 (Definition 8.2),
i.e., if there exists an injection S/B → T/B; we sometimes refer to ≤B as ≤ when
confusion is unlikely to occur.
Lemma 8.9. Let B be a graph. Then the relation ≤B in Definition 8.8 is a partial
order (of isomorphism classes of B-graphs).
Proof. The relation ≤=≤B is clearly reflexive and transitive, so we need only show
that it is anti-symmetric: so assume that [S/B] ≤ [T/B] and [T/B] ≤ [S/B]; let us prove
that [S/B] = [T/B]. Since [S/B] ≤ [T/B], there is a morphism ν : S/B → T/B that is
injective; hence #VS ≤ #VT and #EdirS ≤ #EdirT ; then [T/B] ≤ [S/B] provides the
reverse inequalities, and hence #VS = #VT and #E
dir
S = #E
dir
T . It follows that ν
is bijective on the vertex sets and directed edge sets, and we easily check that the
inverse map on these sets yields an isomorphism of B-graphs. Hence S/B and T/B
are isomorphic, and hence [S/B] = [T/B]. 
8.5. The Mo¨bius Function. Now let B be a graph, and let O be any subset of
the set of isomorphism classes of B-graphs; then the partial order ≤=≤B above
restricts to give a partial order on O. We now define a Mo¨bius function for the
partially ordered set, O, in the usual way: we define a function µ = µO : O → R
with the property that
(27)
∑
[S/B ]∈O
[S/B ]≤[T/B ]
N([S/B], [T/B])µO([S/B]) = 1
for each [T/B], by defining
µ([T/B]) = 1/N([T/B], [T/B]) = 1/
(
#Aut(T/B)
)
when [T/B] is a minimal element of O, and then—by structural induction on T , or
regular induction on (#VT ) + (#E
dir
T )—we set
(28) µO([T/B]) =
1
N([T/B], [T/B])
(
1−
∑
[S/B ]∈O
[S/B ]<[T/B ]
N([S/B], [T/B])µO([S/B])
)
.
Notice that N(S/B, S/B) can be strictly greater than one (e.g., which can happen
if S is a cycle, or a “barbell graph” or “theta graph”; see Section 6 of Article I).
For this reason, the µO([S/B]) are not necessarily integers.
Definition 8.10. Let B be a graph, and O a subset of the set of isomorphism
classes of B-graphs. By the Mo¨bius function on O we mean the unique function
µ([S/B]) = µO([S/B]) satisfying (27), defined inductively by (28).
We remark that [Fri08] works with B-graphs (and graphs); here we work with
B-graphs simply because our definition of algebraic model makes this convenient.
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8.6. The Truncated Indicator Function and the Proof of Theorem 8.6.
Definition 8.11. Let B be a graph, and Ψ a set of isomorphism classes of B-
graphs. Then Ψ+ is a set of isomorphism classes of B-graphs, and gives rise to
a Mo¨bius function µΨ+ . For each r we define the order r truncated Ψ-indicator
function to be the function defined on B-graphs, G/B, given by
(29) Ir(Ψ, G/B)
def
=
∑
[S/B ]∈Ψ+<r
N(S/B, G/B)µΨ+([S/B]).
This sum is finite for any given G/B since N(S/B, G/B) = 0 if S has more vertices
than G; in cases of interest to us we will require Ψ+<r to be finite for all r, so that
the above sum involves finitely many [S/B].
Proof of Theorem 8.6. Let µ[S/B] = µΨ+ [S/B] be the Mo¨bius function for the par-
tially ordered set Ψ+. Let us prove the various claims in Theorem 8.6 regarding
Ir(Ψ, G/B) for any B-graph G/B.
Set ψ/B = Ψ
+ ∩G/B, and consider the three cases where ordΨ(G) = ord(ψ) is 0,
between 1 and r − 1, and at least r. In all cases it will be useful to note that by
Lemma 8.5, for all [S/B] ∈ Ψ+ we have that
N(S/B, G/B) = N(S/B,Ψ
+ ∩G/B) = N(S/B, ψ/B),
and hence Ir(Ψ, G/B) = Ir(Ψ, ψ/B).
First, consider the case where ord(ψ) = 0. Then Ψ+ ∩ G/B = ∅/B, the empty
graph, and N(S/B, G/B) = N(S/B, ψ/B) = 0 for all S/B ∈ Ψ+, and hence
Ir(Ψ, G/B) = 0 = IMeets(Ψ)(G).
This proves (25) in this case.
Second, consider the case where 1 ≤ ord(ψ) < r, and hence IMeets(Ψ)(G) = 1.
By Lemma 8.7, if [ψ/B] ∈ Ψ+ and ord(ψ) < r, then for S/B ∈ Ψ+ with ord(S) ≥ r
we have
N(S/B, ψ/B) = 0,
and hence
Ir(Ψ, G/B) = Ir(Ψ, ψ/B) =
∑
[S/B ]∈Ψ+<r
N(S/B, ψ/B)µ[S/B]
=
∑
[S/B ]∈Ψ+
N(S/B, ψ/B)µ[S/B] = 1 = IMeets(Ψ)(G/B)
by (27). This proves (25) in this case.
Third and lastly, consider the case that ord(ψ) ≥ r. Then (24) of Lemma 8.5
implies that for any [S/B] ∈ Ψ+ with ord(S) < r we have
N(S/B, G/B) ≤
∑
ψ′
/B
∈Ψ+<r+s\Ψ+<r
N(S/B, ψ
′
/B)N(ψ
′
/B, B/B).
This implies (26) for
C = max
ψ′
/B
∈Ψ+<r+s\Ψ+<r
∑
[S/B ]∈Ψ+<r
∣∣µ[S/B]∣∣N(S/B, ψ′/B),
which is a finite sum since Ψ+<r and Ψ
+
<r+s are finite sets by assumption. 
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9. Proof of Theorem 5.9
In this section we prove Theorem 5.9. We build up the proof with a sequence of
lemmas; we start the following lemma based on Theorem 4.1.
Lemma 9.1. Let B be a graph, and Ψ a finite family of B-graphs such that Ψ+<s
is finite for all s ∈ N. Then for any fixed ν > 0 and r′, r′′ ∈ N we have that
f(k, n) = EG∈C [Ir′(Ψ, G/B)cert<ν,<r′′(G, k)]
has a (B, ν)-Ramanujan expansion to any order r ∈ N
c0(k) + · · ·+ cr−1(k)/nr−1 +O(1)cr(k)/nr,
where the bases of the ci = ci(k) are a subset of any set of eigenvalues of the model,
and where ci(k) = 0 provided that i < r and i is less than the order of any B-graph
occurring in Cn(B) that meets Ψ, i.e., that lies in an element of Ψ.
As usual, the same lemma holds for the weakly-certified trace cert≤ν,<r′′(G, k),
but we shall not need this result.
Proof. Since Ψ+<r′ is finite, (29) implies that Ir′(Ψ, G/B) is a finite linear combination
of functions G/B 7→ N(ψ/B, G/B); hence to prove this lemma, it suffices to prove such
expansions exist for functions of the form
f(k, n) = EG∈C [N(ψ/B, G/B)cert<ν,<r′′(G, k)]
with [ψ/B] ∈ Ψ+<r′ . By subdividing the certified walks by their homotopy type and
applying (19), it suffices to prove such expansions exist for functions of the form
f(k, n) = EG∈C [N(ψ/B, G/B) snbc(T≤,≥ ξ;G, k)]
= EG∈C [#([ψ/B] ∩G/B) snbc(T≤,≥ ξ;G, k)]
for a fixed [ψ/B] ∈ Ψ+<r, a fixed ordered graph, T≤, and a fixed ξ with
(30) µ1
(
VLG(T, ξ)
)
< ν.
But this follows from Theorem 4.1. 
Lemma 9.2. Let B be a graph and Ψ a collection of finite isomorphism classes of
B-graphs such that Ψ+<r is finite for all r. Let Iord−1Ψ (≥r)(G/B) denote the indicator
function of those B-graphs G/B with ordΨ(G) ≥ r. Then for any algebraic model
Cn(B) and r ∈ N there is a C such that
EG∈Cn(B)[Iord−1Ψ (≥r)(G/B)cert<ν,<r(G, k)] ≤ Cn
−r+1µ1(B)k
EG∈Cn(B)[Iord−1Ψ (≥r)(G/B)I(G,Ψ, r)cert<ν,<r(G, k)] ≤ Cn
−r+1µ1(B)k
EG∈Cn(B)[Iord−1Ψ (≥r)(G/B)I(G,Ψ, r)] ≤ Cn
−r
for all k ∈ N.
Proof. For any graph G we have
0 ≤ cert<ν,<r(G, k) ≤ snbc(G, k) ≤ Trace(HkG) ≤ nTrace(HkB) ≤ nµk1(B)(#EdirB ).
Hence it suffices to show that both
(31) EG∈Cn(B)[IordΨ(≥r)(G/B)] i.e., ProbG∈Cn(B)[ordΨ(G/B) ≥ r],
and
(32) EG∈Cn(B)[IordΨ( · )≥r(G/B)Ir(Ψ, G/B)]
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are bounded by O(n−r).
By Lemma 8.5, if ordΨ(G/B) ≥ r then N(ψ/B, G/B) ≥ 1 for some ψ/B ∈ Ψ+<r+s \
Ψ+<r. Hence
EG∈Cn(B)[IordΨ( · )≥r(G/B)] ≤
∑
[ψ/B ]∈Ψ+<r+s\Ψ+<r
ProbG∈Cn(B)[N(ψ/B, G/B) > 0]
≤
∑
[ψ/B ]∈Ψ+<r+s\Ψ+<r
EG∈Cn(B)[N(ψ/B, G/B)].
Since the above sum is over finitely many classes ψ/B, and since for each ψ/B we have
that
(33) EG∈Cn(B)[N(ψ/B, G/B)] = EG∈Cn(B)[#([ψ
≤
/B] ∩G/B)] = O(n− ord(ψ)) = O(n−r)
since Cn(B) is algebraic, we get the desired bound on (31).
To get the desired bound on (32), since Ir(Ψ, G/B) is a linear combination of the
functions N(ψ′/B, G/B) with ψ
′
/B ∈ Ψ+<r, it suffices to prove such a bound for each
function
EG∈Cn(B)[Iord−1Ψ (≥r)(G/B)N(ψ
′
/B, G/B)] .
But if ordΨ(G) ≥ r, then we have
N(ψ′/B, G/B) ≤ C
∑
[ψ/B ]∈Ψ+<r+s\Ψ+<r
EG∈Cn(B)[N(ψ/B, G/B)]
according to (24), where C is the maximum value of N(ψ′/B, ψ/B) over [ψ/B] ∈ Ψ+<r+s\
Ψ+<r; hence it suffices to bound
EG∈Cn(B)[N(ψ/B, G/B)]
for each ψ/B with [ψ/B] ∈ Ψ+<r+s \Ψ+<r, which again is implied by (33). 
We will see that the following lemma almost immediately implies Theorem 5.9.
Lemma 9.3. Let B be a graph, and Ψ a finite family of B-graphs such that Ψ+<s
is finite for all s ∈ N. Then for any fixed ν > 0 and r′′ ∈ N we have that
(34) f(k, n) = EG∈Cn(B)[IMeets(Ψ)(G/B)cert<ν,<r′′(G, k)]
has a (B, ν)-Ramanujan expansion to any order r ∈ N
c0(k) + · · ·+ cr−1(k)/nr−1 +O(1)cr(k)/nr,
where the bases of the ci = ci(k) are the exponents of the model, and where ci(k) = 0
provided that i is less than the order of any B-graph occurring in Cn(B) that meets
Ψ, i.e., that lies in an element of Ψ.
Proof. Let r′ = r + 1. We have
(35) 1 = Iord−1Ψ (≥r′)(G/B) + Iord−1Ψ (<r′)(G/B)
where ord−1Ψ (≥ r′) and ord−1Ψ (< r′) denote the set of B-graphs, G/B, for which
ordΨ(G/B) is, respectively, ≥ r′ and < r′. Using the facts that
(1) ordΨ(G/B) ≥ r′ implies that G ∈ Meets(Ψ), and
(2) ordΨ(G/B) < r
′ implies that Ir′(Ψ, G/B) = IMeets(Ψ)(G/B),
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we have
IMeets(Ψ)(G/B) = IMeets(Ψ)(G)Iord−1Ψ (<r′)(G/B) + IMeets(Ψ)(G)Iord−1Ψ (≥r′)(G/B)(36)
= Ir′(Ψ, G/B)Iord−1Ψ (<r′)(G/B) + Iord−1Ψ (≥r′)(G/B)
= Ir′(Ψ, G/B)− Ir′(Ψ, G/B)Iord−1Ψ (≥r′)(G/B) + Iord−1Ψ (≥r′)(G/B)(37)
Now we multiply the left-hand-side of (36) and (37) by cert<ν,<r′′(G, k) and taking
expected values: the left-hand-side becomes (34), and the individual summands of
(37) become a sum of
(38) EG∈Cn(B)[Ir′(Ψ, G/B)cert<ν,<r′′(G, k)]
plus terms bounded by Cn−r
′+1µ1(B)
k = Cn−rµ1(B) by Lemma 9.2. By
Lemma 9.1, (38) has an (B, ν)-bounded order r expansion, and hence so does
(34). 
Proof of Theorem 5.9. If T is a set of B-graphs, then let Ψ be the isomorphism
classes of a finite set of positive generators of T ; if T is a set of graphs, let Ψ
consist of all possible B-graph structures on elements of a finite set of positive
generators of T .
Then for all G = G/B ∈ Cn(B), G meets T iff G/B meets Ψ. According to
Lemma 8.4, Ψ+<r is finite for all r. Now we apply Lemma 9.1. 
10. Proof of Theorem 5.8
In this section we easily prove Theorem 5.8 based on the methods we have already
developed.
Proof of Theorem 5.8. If T is a set of B-graphs, then let Ψ be the isomorphism
classes of a finite set of positive generators of T ; if T is a set of graphs, let Ψ
consist of all possible B-graph structures on elements of a finite set of positive
generators of T . Hence Meets(T ) = Meets(Ψ).
Fix an r ∈ N. Let s be the largest number of edges in a graph in a class of Ψ.
According to Lemma 8.4, Ψ+r+s is finite.
With notation as in (35), we have
IMeets(Ψ)(G) = IMeets(Ψ)(G)Iord−1Ψ (<r)(G/B) + IMeets(Ψ)(G)Iord−1Ψ (≥r)(G/B)
= IMeets(Ψ)(G)Iord−1Ψ (<r)(G/B) + Iord−1Ψ (≥r)(G/B)
since ordΨ(G/B) ≥ r implies that G/B meets Ψ. With Ir(Ψ, G/B) as in (29), we have
IMeets(Ψ)(G)Iord−1Ψ (<r)(G/B) = Ir(Ψ, G/B)Iord−1Ψ (<r)(G/B),
since Ir(Ψ, G/B) = IMeets(Ψ)(G) provided that ordΨ(G/B) < r. Combining the above
two displayed equations we have
IMeets(Ψ)(G) = Ir(Ψ, G/B)Iord−1Ψ (<r)(G/B) + Iord−1Ψ (≥r)(G/B)
Taking expected values yields
(39) EG∈Cn(B)[IMeets(Ψ)(G)] = EG∈Cn(B)
[
Ir(Ψ, G/B)Iord−1Ψ (<r)(G/B)
]
+O(n−r)
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in view of Lemma 9.2. In view of the fact that Ψ+<r+s\Ψ+<r is finite, taking expected
values in (26) yields
EG∈Cn(B)
[
Ir(Ψ, G/B)Iord−1Ψ (≥r)(G/B)
] ≤ ∑
[ψ/B ]∈Ψ+<r+s\Ψ+<r
O(n− ord(ψ)) = O(n−r).
Adding this to (39) yields
EG∈Cn(B)[IMeets(Ψ)(G)] +O(n
−r)
= EG∈Cn(B)
[
Ir(Ψ, G/B)Iord−1Ψ (<r)(G/B)
]
+ EG∈Cn(B)
[
Ir(Ψ, G/B)Iord−1Ψ (≥r)(G/B)
]
+O(n−r),
and, since Iord−1Ψ (<r) + Iord−1Ψ (≥r) = 1,
(40) EG∈Cn(B)[IMeets(Ψ)(G)] = EG∈Cn(B)
[
Ir(Ψ, G/B)
]
+O(n−r).
Next consider
EG∈Cn(B)[Ir(Ψ, G/B)].
For each S/B ∈ Ψ+<r we have
(41)
EG∈Cn(B)[N(S/B, G/B)] = EG∈Cn(B)[#[S/B]∩G/B] = c0+c1/n+. . .+cr−1/nr−1+O(1/nr),
with ci = 0 for i < ord(S) since Cn(B) is algebraic; furthermore ci > 0 if i = ord(S)
and S/B occurs in Cn(B). Since Ψ+<r is finite and Ir(Ψ, G/B) is, by definition, a finite
linear combination of functions of the form (41), we have
(42) EG∈Cn(B)[Ir(Ψ, G/B)] = c0 + c1/n+ . . .+ cr−1/n
r−1 +O(1/nr),
where if j is the minimum order of an element of Ψ+<r occurring in Cn(B), then
with ci = 0 for i < j (assuming that r > i so that ci is uniquely defined).
Now let j be the minimum order of an element of Ψ+ occurring in Cn(B). By
Lemma 8.7, if [S/B] ∈ Ψ+ occurs in Cn(B) and ord(S) = j, then [S/B] is a minimal
element of the partially ordered set Ψ+. [This implies that [S/B] ∈ Ψ, but this is
inconsequential here.] It follows that
µ[S/B] = 1/
(
#Aut(S/B)
)
> 0.
It follows that cj in (42) is the sum of µ[S/B] over all such S/B, and hence cj > 0
(again, assuming r > j so that cj is uniquely determined).
Combining (42) with (40) yields
EG∈Cn(B)[IMeets(Ψ)(G)] = c0 + c1/n+ . . .+ cr−1/n
r−1 +O(1/nr),
for the same ci as in (42), as desired. 
11. Conclusion of the Proofs of Theorems 3.1 and 3.2
In this section we complete the proof of Theorem 3.1. We will need the following
straightforward fact.
Lemma 11.1. Let ν > 1 and r ∈ N, and let ψ be a minimal (≥ ν,< r)-tangle
(Definition 7.1, i.e., ψ is a (≥ ν,< r)-tangle but no proper subgraph of ψ is). Then
ord(ψ) ≥ 1.
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Proof. By definition a tangle is necessarily connected, and hence ψ is connected.
Let us show that ψ is pruned: if v ∈ Vψ, v cannot be of degree one, incident
upon an edge, e, joining v to some other vertex, w, for then we could “prune” ψ,
discarding v and e; this pruning preserves the µ1 and the order, and does not affect
the connectedness, which would contradict the minimality of ψ. Furthermore, v
cannot be of degree one incident upon a half-loop, or of degree zero, since in either
case Vψ = {v} (since ψ is connected), and then µ1(ψ), in either case, is 0. Hence
each vertex of ψ is of degree at least two, and so ψ is pruned.
Since µ1 of a cycle of any length equals 1, and ν > 1, ψ cannot be a cycle. Hence
Lemma 6.4 shows that ord(ψ) ≥ 1. 
Proof of Theorem 3.1. Let T = HasTangles(≥ ν,< r′). Each element of T contains
an (≥ ν,< r′)-tangle, and by Theorem 7.3 there are finitely many such tangles, up to
isomorphism, that are minimal with respect to inclusion. According to Lemma 11.1,
each minimal tangle has order at least one, and by definition any tangle is connected.
Hence T is finitely positively generated.
Hence we can apply Theorems 5.8 and 5.9 to T = HasTangles(≥ ν,< r). Theo-
rem 5.8 implies that
ProbCn(B)[HasTangles(≥ ν,< r′)]
has an expansion to any order r
c0 + c1/n+ · · ·+ cr−1/nr−1 +O(1/nr)
where ci = 0 for i < r and i < i0 where i0 is the smallest order of a (≥ ν)-tangle.
Since ν > 1, Lemma 6.4 implies that i0 ≥ 1. Taking r ≥ i0 (which we are free to
do), since c0 = 0 and
(43) ITangleFree(≥ν,<r′) = 1− IHasTangles(≥ν,<r′),
it follows that
ProbCn(B)[TangleFree(≥ ν,< r′)] = 1− c1/n− · · · − cr−1/nr−1 +O(1/nr)
which, along with ci = 0 for i < i0, establishes the part of Theorem 3.1 regarding
the asymptotic expansions (and their coefficients) for (11).
Similarly we use (43), and subtract the result in Theorem 5.9 from than of
Theorem 5.2 to obtain that for any r′, r′′
EG∈Cn(B)[ITangleFree(≥ν,<r′)(G)cert<ν,r′′(G)]
has an expansion to any order r, whose coefficients ci(k) have c0(k) as in (10), since
the 1/ni-coefficients in Theorem 5.9 vanish for i < r and i less than the smallest
order of a (≥ ν)-tangle, which is at least 1. Now we take r = r′ = r′′ ≥ 1; according
to (14) we have
ITangleFree(≥ν,<r)(G)cert<ν,<r(G, k) = ITangleFree(≥ν,<r)(G)snbc<r(G, k),
whereupon we have that
(44) EG∈Cn(B)[ITangleFree(≥ν,<r)(G)snbc<r(G, k)]
has an expansion to order r with c0(k) as in (10). Finally we note that
(45)
EG∈Cn(B)[ITangleFree(≥ν,<r)(G)snbc≥r(G, k)] ≤ EG∈Cn(B)[snbc≥r(G, k)] ≤ g(k)O(1)/nr
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where g is a function of growth µ1(B). Adding (44) and (45), and using
snbc(G, k) = Trace(HkG) establishes the claim in Theorem 3.1 for asymptotic ex-
pansions of (9). 
Proof of Theorem 3.2. We apply Theorem 5.8 with T = [S/B], which is positively
generated since S is positive. Since S/B occurs in Cn(B) by assumption, and [S/B] is
the unique generator of T , Theorem 5.8 implies that
ProbG∈Cn(B)
[
[S/B] ∩G 6= ∅
]
= c0 + c1/n+ · · ·+ cr−1/nr−1 +O(1/nr)
for any r, where for i < r we have ci = 0 if i < ord(S) and ci 6= 0 if i = ord(S).
Taking any r > ord(S) yields
ProbG∈Cn(B)
[
[S/B] ∩G 6= ∅
]
= ci/n
i +O(1/ni+1)
for i = ord(S) with ci > 0, which is bounded below by C
′/ni for any C ′ < ci and
n sufficiently large. 
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