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Abstract
We show that the binary representation of the integers has a role
to play in many aspects of Clifford algebras.
1 Introduction
In 1913 Élie Cartan introduced spinors [6, 7] and, after more than a century,
this source is still pouring. Spinors were later thoroughly investigated by
Claude Chevalley [8] in the mathematical frame of Clifford algebras where
they were identified as elements of minimal left ideals of the algebra.
Clifford algebras are a remarkably powerful tool to deal with automor-
phisms of linear (vector) spaces. By Cartan-Dieudonné theorem [7] all these
automorphisms can be represented by a succession of reflections (emergence
of Pin and Spin groups hierarchies). Each reflection is in turn essentially
a binary process represented by one bit of information: multiply a given
coordinate by 1 or −1. So Clifford algebras are interwoven with reflections
that share some properties with binary operations.
A second aspect of Clifford algebras in which one can feel the presence
of binary numbers is the Witt decomposition of its vector space: it is well
known that the the anticommutation relations fulfilled by the null vectors
of the Witt basis are identical to those satisfied by the annihilation and
creation operators of states subject to Fermi statistics. This property, first
observed by Brauer and Weyl in 1935 can be used to construct the Fock basis
of spinor spaces [5] and we will show that each element of this basis induces
two binary signatures that, interpreted as integer numbers, represent row
and column indices in the isomorphic matrix algebra.
The third appearance of binary numbers comes from “periodicity proper-
ties” of Clifford algebras: in particular for the real Clifford algebra of vector
space V = Rk,l the value of k − l (mod 8) determines uniquely both the
underlying division algebra and to which of the 8 classes of the Brauer-Wall
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group of R the Clifford algebra belongs [4, p. 89], on the other hand the
symmetry properties of the invariant bilinear forms of spinor space depend
on k + l (mod 8) and both values give rise to the “spinorial chessboard”,
that gives the title to the book [4, p. 109]. We note that if the numbers
k + l, k − l (mod 8) are written in binary form they have just 3 bits.
All this said it is sensible to assume that the binary representation of
integers could have a role to play in Clifford algebras. We will show that it
is actually so: in this paper we explore the binary numbers that surfaces in
different spots of Clifford algebras under a unified point of view.
In section 2 we start by some remarks on binary numbers; in section 3 we
show which is the exact meaning of the binary representation of the matrix
indices of Clifford algebras. In last section 4 we show that there is something
to learn from the binary expression of the (k, l) (mod 8) signature of the
vector space and we exploit it to present a new graphical representation of
the k − l periodicity property of Clifford algebras.
For the convenience of the reader we tried to make this paper as elemen-
tary and self-contained as possible.
2 Binary representation of the integers
We resume some simple facts on the binary representation of an integer n:
n =
{ ∑∞
i=0 ni2i ni ∈ {0, 1}∑∞
i=0
1−
i
n
2 2i in ∈ {1,−1}, in = 1− 2ni
(1)
and the bits ni and in of the binary expansion form a group, respectively
with addition modulo 2 and multiplication, isomorphic to Z2; we will switch
between the two forms as and when it suits to us. It is easy to see that
ni = n (mod 2
i+1)−n (mod 2i)
2i
in = (−1)
⌊
n
2i
⌋
the second formula descending from the observation that the binary repre-
sentation of
⌊
n/2i
⌋
is equal to that of n, right shifted of i bits.
Representing an integer n with a finite number k of bits one is de facto
implementing modular arithmetic, namely n (mod 2k). In this case the
customary “2-complement” representation for negative numbers is given by
−n = 2k − n, that satisfies n + (−n) ≡ 0 (mod 2k). By Clifford algebra
periodicities many algebra properties depend on integers modulo 8, thus
meaning that just the three least significant bits of integer n are relevant so
that we will frequently use n′ := n (mod 8) and it is simple to verify that,
if n′ 6= 0 then −n (mod 8) = 8− n′.
We just remind the mechanics of bit addition, corresponding to logical
XOR function,
0
.
+ x = x 1
.
+ x = x¯ x
.
+ x = 0 x
.
+ x¯ = 1 x ∈ {0, 1}
2
where the bar represents the “opposite” bit and the operator
.
+ represents
addition modulo 2.
A remarkable result that can be derived from Lucas’ theorem (see e.g.
[10]) is
in = (−1)
(
n
2i
)
(2)
that shows that the formulas (−1)n(n−1)2 and (−1)n, that frequently occur
in Clifford algebras, are just the two least significant bits 1n and 0n of the
binary representation of n.
3 Clifford algebra and matrix indices
We show that the row and column indices of the matrix algebra, isomorphic
to a Clifford algebra, are already present in the algebra in binary form.
We consider the classical case of neutral vector spaces: V = C2m or
Rm,m, spaces which Witt decomposition is the direct sum of two totally null
(isotropic) subspaces of dimension m, and we exploit the properties of the
Extended Fock Basis (EFB) [1, 2] that we summarize in the sequel; a more
exhaustive version of this summary appears in [3].
Let V be our neutral vector space over F = C or R; any base e1, e2, . . . , en
with n = 2m generates the Clifford algebra C`(m,m) that results: simple,
central and isomorphic to a matrix algebra: C`(m,m) ∼= F(2m). We can
always choose ei’s such that
2 ei · ej = eiej + ejei := {ei, ej} = 2δij(−1)i+1
while
{
ei, ej
}
= 2δij and{
e22i−1 = 1
e22i = −1
i = 1, . . . ,m . (3)
The Witt, or null, basis of the vector space V is defined, for both fields:{
pi = 12 (e2i−1 + e2i)
qi = 12 (e2i−1 − e2i)
⇒
{
e2i−1 = pi + qi
e2i = pi − qi i = 1, 2, . . . ,m (4)
that, with eiej = −ejei, gives
{pi, pj} = {qi, qj} = 0 {pi, qj} = δij (5)
showing that all pi, qi are mutually orthogonal, also to themselves, that
implies p2i = q2i = 0, at the origin of the name “null” given to these vectors.
Following Chevalley we define spinors as elements of a minimal left ideal;
simple (pure) spinors are those spinors that are annihilated by a null sub-
space of V of maximal dimension m.
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The EFB of C`(m,m) is given by the 22m different sequences
ψ1ψ2 · · ·ψm := Ψ ψi ∈ {qipi, piqi, pi, qi} i = 1, . . . ,m (6)
in which each ψi can take four different values and we reserve Ψ for EFB
elements and ψi for its components. The main characteristics of EFB is that
all its 22m elements Ψ are simple spinors. In a nutshell the EFB extends to
the entire algebra the Fock basis of its spinor spaces [5].
We start observing that e2i−1e2i = qipi−piqi := [qi, pi] and that for i 6= j
[qi, pi]ψj = ψj [qi, pi]. With (5) and (6) it is easy to calculate
[qi, pi]ψi = hiψi hi =
{
+1 iff ψi = qipi or qi
−1 iff ψi = piqi or pi (7)
and the value of hi depends on the first null vector appearing in ψi. We
have thus proved that [qi, pi] Ψ = hiΨ and thus each EFB element Ψ defines
a vector h = (h1, h2, . . . , hm) ∈ {±1}m called “h signature”. In EFB the
identity 1 and the volume element
ω = e1e2 · · · en (8)
(scalar and pseudoscalar) assume similar expressions:
1 = {q1, p1} {q2, p2} · · · {qm, pm}
ω = [q1, p1] [q2, p2] · · · [qm, pm] (9)
with which
ωΨ = η Ψ η :=
m∏
i=1
hi = ±1 . (10)
Each EFB element Ψ has thus an eigenvalue η: the chirality. Similarly the
“g signature” of an EFB element is the vector g = (g1, g2, . . . , gm) ∈ {±1}m
where gi is the parity of ψi under the main algebra automorphism α(ei) =
−ei. With this definition and with (7) we easily obtain
ψi [qi, pi] = gi [qi, pi]ψi = higiψi (11)
and thus
Ψ ω = ηθ Ψ ηθ = ±1 θ :=
m∏
i=1
gi (12)
where the eigenvalue ηθ is the product of chirality times θ, the global parity
of the EFB element Ψ under the main algebra automorphism. We can
resume saying that all EFB elements are not only Weyl eigenvectors, i.e.
right eigenvectors of ω (10), but also its left eigenvectors (12) with respective
eigenvalues η and ηθ.
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h and g signatures play a crucial role in this description of C`(m,m): it
is easy to see that any EFB element Ψ = ψ1ψ2 · · ·ψm is uniquely identified
by its h and g signatures: hi determines the first null vector (qi or pi)
appearing in ψi and gi determines if ψi is even or odd, see (6). Moreover it
can be shown [2] that C`(m,m), as a vector space, is the direct sum of 2m
subspaces of different h signatures and also of 2m subspaces of different h◦g
signatures, where h ◦ g ∈ {±1}m is the Hadamard (entrywise) product of h
and g signature vectors; h ◦ g = (h1g1, . . . , hmgm).
We can thus uniquely identify each of the 22m EFB elements with these
two “indices” i.e.
Ψab
{
a ∈ {±1}m is the h signature
b ∈ {±1}m is the h ◦ g signature (13)
so that the generic element of µ ∈ C`(m,m) can be written as µ = ∑ab ξabΨab
with ξab ∈ F and one can prove [2] that:
ΨabΨcd = s(a, b, d) δbcΨad s(a, b, d) = ±1 (14)
where δbc is 1 if and only if the two signatures b and c are equal and the
sign s(a, b, d), slightly tedious to calculate, depends on the indices; in [2] it
is shown how it can be calculated recursively. With this result we can easily
calculate the most general Clifford product
µν =
(∑
ab
ξabΨab
)(∑
cd
ζcdΨcd
)
=
∑
ad
ρadΨad ρad =
∑
b
s(a, b, d)ξabζbd
that shows that EFB elements naturally display a matrix structure, it also
emerges that different h ◦ g signatures identify different minimal left ideals
and thus different spinor spaces of the algebra.
This matrix structure is mirrored in the isomorphic matrix algebra F(2m)
where a and b are nothing else than the row and column indices of Ψab when
interpreted as binary numbers using the second representation of (1). We
illustrate this structure with an example taken from [2]: we give the EFB
for C`(2, 2) ∼= C`(3, 1) ∼= R(4) with h (rows) and h ◦ g (columns) signatures;
the number in parenthesis is the conversion of the binary form

+ + (0) +− (1) −+ (2) −− (3)
+ + (0) q1p1 q2p2 q1p1 q2 q1 q2p2 q1 q2
+− (1) q1p1 p2 q1p1 p2q2 −q1 p2 −q1 p2q2
−+ (2) p1 q2p2 p1 q2 p1q1 q2p2 p1q1 q2
−− (3) −p1 p2 −p1 p2q2 p1q1 p2 p1q1 p2q2
 (15)
and the signs of matrix elements come from (14).
We stress that EFB constitutes a base of the algebra itself and not of
its representations and the matrix formalism, with row and column indices,
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ν
0 1 2 3 4 5 6 7
n
0 R
1 2R
2 R(2) R(2)
3 2R(2) C(2)
4 R(4) R(4) H(2)
5 2R(4) C(4) 2H(2)
6 R(8) R(8) H(4) H(4)
7 2R(8) C(8) 2H(4) C(8)
Table 1: The real, universal, Clifford algebras of V = Rk,l depending on
n = k + l and ν = k − l. R(2) is the matrix algebra of real 2 × 2 matrices
and 2R stands for R⊕R; for negative values of ν the division algebra can be
derived remembering that, for modulo 8 values, −ν = 8− ν.
emerges right from the algebra. As a side remark we observe that this formu-
lation provides the faster algorithm for actual Clifford product evaluations
[1] resulting a factor 2m faster than algorithms based on gamma matrices.
We have shown that for neutral spaces matrix multiplication rules are
integral part of Clifford algebra without the need to resort to representations
and that the h and h ◦ g signatures, responsible of chirality and parity of
spinors, are just the binary form of the matrix indices.
4 Periodicities of Clifford algebras
Let n be the dimension of the vector space V : for a real vector space of
signature (k, l), n = k + l and we define ν := k − l (also called the index of
the inner product [4, p. 33]). Clearly n and ν give a bijective transformation
of the k, l plane. In the literature it is customary to arrange the periodicity
properties of Clifford algebras in a table of n vs ν, like in table 1, or −ν like
in the the spinorial clock of [4, p. 122]1.
In what follows we show that it is also instructive to arrange the various
kinds of Clifford algebras as depending on the bits of ν (more precisely the
1 in the literature there are several different ways of organizing this information; for
example in the book of Porteous [11, Table 13.26] there is a double twist with respect to our
convention: he defines the real vector space as Rk,l with k indicating timelike coordinates
but defines Clifford algebra so that x2 = −x ·x for x ∈ Rk,l so that at the end the Clifford
algebra is the same and in the table n = k + l runs downward but his ν = −k + l is
minus our one. In the same table of Wikipedia entry “Classification of Clifford algebras”
the situation is exactly like ours but the ν = k − l direction goes to the left so, at a first
glance, the table results equal to Porteous’! Finally in the the spinorial clock [4, p. 122]
the clockwise direction is given by −ν (mod 8) because only with −ν one obtains that for
a given Clifford algebra the “preceding” algebra is also its even subalgebra.
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Figure 1: The real Clifford algebras of V = Rk,l depending from the three
least significant bits of the binary representation of ν, the number in paren-
thesis near the cube vertex.
division algebra of the matrix algebra of Wedderburn-Artin theorem). To
add a meaning to these bits we briefly reproduce some standard results:
given any vector space V and its volume element (8) it is immediate to
derive
ωei = (−1)(n−1)eiω 1 ≤ i ≤ n
that may be put at work to prove:
Proposition 1. A Clifford algebra over fields R or C is central if and only
if the dimension of the vector space n is even. If n is odd ω belongs to the
center of the algebra (that thus is not central).
We remark that in the real case n even implies that the algebra is also
simple but not vice versa: for n odd there are simple algebras e.g. C`R(0, 1) ∼=
C. For complex vector spaces n even is in one to one correspondence with a
central and simple algebra. Anyhow in both cases, when n is even (and also
ν since ν = n− 2l) we can conclude that the algebra is central and simple.
For Clifford algebras over a real vector space V = Rk,l it is a standard
exercise to calculate ω2 and using (2)
ω2 = (−1) (k−l)(k−l−1)2 = (−1)
(
ν
2
)
= 1ν
namely the second bit of the integer ν = k− l. This holds also for Euclidean
and complex spaces when k − l = k = n and ω2 = 1n, the second bit of n.
Finally from table 1 we realize that the structure of division algebras for
0 ≤ ν ≤ 3 is repeated exactly, with a factor 24 in dimensions over R, to
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4 ≤ ν ≤ 7 if we replace the occurrences of R with H; they are respectively
upper left and lower right dashed rectangles in table 1. This implies that
the third bit ν2 indicates whether the underlying division algebra is R or H.
It is evocative to replace table 1 with a 3-dimensional cube with the
3 axes corresponding respectively to ν0, ν1 and ν2 and with each division
algebra on its corresponding vertex as done in figure 1. We see that the
cube face ν0 = 0 (ν, n even) contains all central simple algebras whereas
the face ν0 = 1 (ν, n odd) contains all non central algebras. The two faces
ν1 = 0, 1 correspond respectively to ω2 = 1,−1 and finally the faces ν2 = 0, 1
contain respectively R or H division algebras.
The vertical edge ν0 = ν1 = 1 contains the cases in which ω belongs to
the center and ω2 = −1 namely in these cases the center is {1, ω} that is
isomorphic to C. The other edge ν0 = 1, ν1 = 0 contains the cases in which
the center is again {1, ω} but ω2 = 1 namely the cases of “double” algebra
R⊕ R and H⊕ H.
The advantage of this representation is that each axis of the cube rep-
resent a well defined property of the algebra, thus superseding traditional ν
(mod 4), ν (mod 2) characterizations, and the properties of Clifford algebras
result easier to visualize.
Given the binary value of ν we can learn something about the Clifford
algebra but this is not the entire story. Indeed there are other periodicities
of the Clifford algebra, that give rise to the spinorial chessboard [4, p. 109]
where the chessboard has cartesian coordinates k, l (mod 8). Clearly given
the value of ν different possible alternatives for n remain.
These further “degrees of freedom” are responsible for the spinorial chess-
board and appears in a different form producing the eight double coverings
of the group O, the Dabrowski groups [9]. Dabrowski defines three further
bits, named a, b, c, that completely determines the characteristics of Clifford
algebra; his work has been subsequently developed by Varlamov [13].
We show that this uncertainty can be removed, and the bits a, b, c de-
termined, from the values of the three least significant bits of n that explain
both the Dabrowski groups and the spinorial chessboard.
To do this we briefly review the fundamental automorphisms of Clif-
ford algebras that are responsible for the values of these bits. In general
in Clifford algebras there are four automorphisms corresponding to the two
involutions and to the two antinvolutions induced by the orthogonal involu-
tions 1V and −1V of vector space V [11, Theorem 13.31]. They are called
fundamental or discrete automorphisms and under composition form a finite
group, isomorphic to Z2 ⊗ Z2 [13].
In what follows we restrain to the simpler case of n even leaving the odd
case for future analysis. For n even we have seen that the Clifford algebra
is central simple and, by Skolem – Noether theorem, all its automorphisms
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are inner. In [3] it is shown that the inner elements ω (8) and
τ :=
{
ek+1ek+2 · · · ek+l for k, l even
e1e2 · · · ek for k, l odd. (16)
(here e2i = 1 for i ≤ k and e2i = −1 for i > k) give, together with ωτ :
ωeiω
−1 = −ei ∀ 1 ≤ i ≤ n
τeiτ
−1 = e∗i = e−1i
ωτei(ωτ)−1 = −e∗i
where e∗i is the dual of ei. Together with identity, they define the 4 fun-
damental involutions of Clifford algebra (not to be mistaken with antinvo-
lutions, e.g. reversion)2. We show that the bits τ2 = ±1 and (ωτ)2 = ±1,
together with those of ν, are enough to fully determine the Clifford algebra
eliminating all uncertainties.
From τ definition (16) it is simple to obtain
τ2 =
 (−1)
l(l−1)
2 for k, l even
(−1) k(k−1)2 for k, l odd
(17)
and since ωτ = τω for k, l even while ωτ = −τω for k, l odd we have
(ωτ)2 =
{
ω2τ2 for k, l even
−ω2τ2 for k, l odd. (18)
Proposition 2. For n even its three least significant bits, 2n 1n 0n, are:
2n = 2ντ2
1n = (ωτ)2τ2
0n = 1
2 Substantially τ is the inner, real, version of B of [4, 12]; in a nutshell B : S → S∗
intertwines the equivalent complex representations γ, γ∗ of a real Clifford algebra in dual
complex spaces S and S∗ and gives also the automorphism γ(ei)∗ = Bγ(ei)B−1 and, for
even n = 2m, B∗ = (−1)m(m−1)2 B. On the other hand τ is the inner element of the real
algebra giving automorphism e∗i = τeiτ−1; moreover given its definition (16) it is easy to
see that τ∗ = τ−1 = τ2τ (whereas B−1 : S∗ → S is different from B∗ : S → S∗). To
compare B∗ with τ∗ the correct thing is to compare τ2 (17) with (−1)m(m−1)2 .
The complex representations of Clifford algebra of Rk,l are obtained from the restriction
of the complex representations of Clifford algebra of Ck+l and, in the even dimensional
case k + l = n = 2m, this last Clifford algebra is isomorphic to that of matrices C(2m).
Restricted to the real case these matrices give a complex representation of the real Clifford
algebra of Rm,m that, with (17), shows that there is no mismatch between B∗ and τ∗ since
they coincide for the complex representations of the real algebra.
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Proof. Let the binary representations of k, l (mod 8) be respectively k2k1k0
and l2l1l0, since n = k + l is even, necessarily n0 = ν0 = 0 and thus k0 = l0.
We prove the relation for 2n calculating 2n 2ν in the form n2
.
+ν2; we examine
separately two cases: let first k, l be even and thus k0 = l0 = 0; in this case
we write the relation v + 2l = n in binary form and limited to the 3 least
significant bits (i.e. (mod 8), remember also that in binary form 2l is just
l shifted to the left by one bit)
ν2ν10 + l100 = n2n10 (19)
from which, since there are no carries in the sum of the two rightmost bits,
we derive n2
.
+ ν2 = l1 and since for k, l even, by (17) and (2), τ2 = 1l we
can conclude that in this case the thesis is true. The second case is k, l odd
and thus k0 = l0 = 1; in this case we use the relation ν + n = 2k
ν2ν10 + n2n10 = k110 (20)
and we derive (again no carries) n2
.
+ ν2 = k1 and since for k, l odd by (17)
τ2 = 1k also in this case the thesis is true.
To prove the result for the second bit 1n we get from (18)
(ωτ)2τ2 =
{
ω2 = 1ν for k, l even
−ω2 = − 1ν for k, l odd.
and by (19) we see that in the first case 1n = 1ν while in the second case by
(20) we derive 1n = − 1ν; the proposition is thus proved also for 1n. 2
We have thus proved that knowing ν and the value of the two bits τ2 and
(ωτ)2 we can determine also n (mod 8) and thus remove all periodicities from
Clifford algebra. In Varlamov’s notation [13] (a, b, c) = ((ωτ)2, τ2, ω2) =
(1n, 2ν 2n, 1ν).
An interesting remark is that knowing the characteristics of the algebra
and the values of ω2, τ2, (ωτ)2 we can get the space signature (k, l) (mod 8).
5 Conclusions
We have presented the role played by binary numbers in different aspects
of Clifford algebra. In certain respects Clifford algebras may appear as a
bridge joining continuous and discrete worlds, these findings add another
connection between them. We remark that the complete mosaic has several
missing tiles that need to be put in place, among them:
• the matrix indices coming from EFB have to be extended to other real
signatures and to complex odd dimensional spaces,
• τ form and properties have to be extended to odd dimensional spaces,
• the determination of n (mod 8) from the bits τ2 and (ωτ)2 has to be
extended to the case of odd dimensional spaces.
10
References
[1] Marco Budinich. On Computational Complexity of Clifford Alge-
bra. Journal of Mathematical Physics, 50(5):053514, May 2009.
arXiv:0904.0417 [math-ph] 2 April 2009.
[2] Marco Budinich. The Extended Fock Basis of Clifford Algebra. Ad-
vances in Applied Clifford Algebras, 22(2):283–296, 2012.
[3] Marco Budinich. On spinor transformations, arXiv:1603.02181 [math-
ph] 7 Mar 2016.
[4] Paolo Budinich and Andrzej Mariusz Trautman. The Spinorial Chess-
board. Trieste Notes in Physics. Springer-Verlag, Berlin Heidelberg,
1988.
[5] Paolo Budinich and Andrzej Mariusz Trautman. Fock Space Descrip-
tion of Simple Spinors. Journal of Mathematical Physics, 30(9):2125–
2131, September 1989.
[6] Élie Cartan. Les groupes projectifs qui ne laissent invariante aucune
multiplicité plane. Bulletin de la Société Mathématique de France,
41:53–96, 1913.
[7] Élie Cartan. The Theory of Spinors. Hermann, Paris, 1966. first edition:
1938 in French.
[8] Claude C. Chevalley. Algebraic Theory of Spinors. Columbia University
Press, New York, 1954.
[9] Ludwik Dabrowski. Group Actions on Spinors. Lecture Notes. Bib-
liopolis, Napoli, 1988.
[10] Andrew Granville. Arithmetic properties of binomial coefficients. I.
Binomial coefficients modulo prime powers. In Canadian Mathemati-
cal Society Conference Proceedings, volume 20, pages 253—276, Provi-
dence, RI, 1997. American Mathematical Society.
[11] Ian Robertson Porteous. Topological geometry. Cambridge University
Press, 2 edition, 1981.
[12] Andrzej Mariusz Trautman. On complex structures in physics, chap-
ter 34, pages 487–495. Springer Verlag, New York, 1999.
[13] Vadim Valentinovich Varlamov. Discrete symmetries and clifford alge-
bras. International Journal of Theoretical Physics, 40(4):769–805, April
2001.
11
