Theory of transient absorption spectroscopy for polaritonic chemistry
The theory for nonlinear molecular spectroscopy in optical cavities is conceptually similar to the ones for bare molecules but with the composite quantum light-molecule system playing the roles of bare molecules. The total Hamiltonian consists of the molecular Hamiltonian H M , the cavity photon Hamiltonian H C , and the cavity-matter interaction H CM , and the external laser field-matter interaction H LM (t),
The laser field-matter interaction under the rotating-wave approximation (RWA) is given by
where E (+) (t) is the positive frequency component of the electric field operator, X (X † ) is the deexcitation (excitation) component in the dipole operator, i.e., −µ = X + X † .
The optical signal can be defined as the time-averaged photon flux in the signal mode
where the expectation value is taken in the joint polariton-external photon space, and N s = 
where the Fourier transform is defined as f (ω) = +∞ −∞ dtf (t)e iωt . The frequency-resolved signal can be identified as
In the semi-classical limit, the electric field operator can be taken as a complex number
Transient absorption spectroscopy
In transient absorption spectroscopy, the laser pulses consist of the pump pulse E 1 (t) and the probe pulse E 2 (t) such that the total electric field is given by
where E n (t) =ê n E n (t) denotes the positive frequency component of n-th laser pulse in the total electric field corresponding to the photon annihilation operator, andê n is the associated polarization vector. The signal mode in this case is the probe mode and using Eq. (6) yields
The polarization can be obtained by directly propagating the composite polaritonic wavefunction according to the time-dependent Schrödinger equation.
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Additional physical insights can be gained for the TAS by using the time-dependent perturbation theory for the polarization. For a molecule under an impulsive excitation, this treatment leads to S1 |g g| |g g| Figure S1 : Time-loop diagrams for transient absorption signals: excited state absorption (left) and stimulated emission (right). The red arrow represents the light-matter interaction at time t that gives rise to the optical signal. The rules to translate the time-loop diagrams into analytical expressions can be found in. S1 
1.2 Real-time laser-driven dynamics for optical signals
There are two main approaches to simulate the TAS as well as other optical signals. One is to represent the molecule operators in the perturbative expression for the signal Eq. (9) in terms of the system eigenstates such that X(t) = αβ X αβ e iω αβ t with ω αβ = ω α − ω β . This will lead to a sum-over-states formula. An alternative approach, that is employed here, is to explicitly solve the quantum dynamics with the presence of laser pulses.
As the TAS is determined by the polarization induced by the probe pulse, the real-time approach amounts to computing the differential polarization with the presence of both pump and probe pulses P (ω; T ) and with only the pump pulse P 0 (ω), i.e., S TAS (ω; T ) = 2 Im (P (ω; T ) − P 0 (ω))E 2 (ω) .
In general, the signal simulated from laser-driven dynamics consists of contributions associated with multiple Liouville-space pathways. To isolate the contribution from a particular pathway, one can use the phase-cycling technique. S2
Computational details
The time-dependent Schrödinger equation for the joint light-molecule system is integrated by the Runge-Kutta fourth-order method with time step δt = 0.2 fs. The size of basis set in all the simulations is set as n cav = 2, n t = n c = 20 such that the full polaritonic space consists of 3 × 2 × 20 × 20 = 2400 basis functions.
The transition dipole moments are obtained by quantum chemistry calculations with Pyscf program. S3 In particular, the transition dipoles are computed using CASSCF(10,6)/6-S-5 311G** (complete active space self-consistent field method with 10 orbitals and 6 electrons with basis set 6-311G**) at the ground-state equilibrium geometry optimized using densityfunctional theory with B3LYP functional S4 and basis set 6-31G**.
For the TAS computations, we use a probe pulse with a Gaussian envelop,
where A 0 = 0.001 a.u. is the electric field amplitude, ω 2 = 3 eV the central frequency, φ 2 = 0 the carrier envelop phase and σ = 1 fs the duration of the pulse.
2 Hierarchical equation of motion for dissipative polaritonic dynamics Consider a polaritonic system interacting with a harmonic environment consisting of a set of harmonic oscillators. For the simplicity of presentation, we assume that the interaction Hamiltonian can be written as
where S (B) represents an system (bath) operator. It is straightforward to generalize the derivation below to more general interactions H SB = α S α ⊗ B α . If the system operator S is purely electronic, it can be straightforwardly extended to the full polaritonic space by S ⊗ I v ⊗ I cav , where I v/cav is the identity operator in the vibrational/cavity space.
The dynamical map for the vibronic density matrix in the interaction picture of
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where
and S ± ρ = [S, ρ] ± . To solve Eq. (14), we introduce the so-called auxiliary density matrices
where ρ 0 (t) ≡ ρ S (t).
If the environment correlation function is a decayed exponential D(t) = D(0)e −γt as for the Drude spectral density at the high-temperature limit, the hierarchical equations of motion (HEOM) can be obtained by differentiating Eq. (16) w.r.t. time which leads to
and for n ≥ 1
The infinity hierarchy of equations can be closed by e.g. setting a cutoff N where ρ n>N = 0. S-7
Relation between the environment correlation function and spectral density
From the Heisenberg equations of motion for the annihilation and creation operators, one can obtain a k,I (t) = e −iω k t a k and a † k,I (t) = e iω k t a † k , respectively. Thus, the time-correlation function D(t) can be calculated as
wheren k = a † k a k is the distribution function. At thermal equilibrium,n k = 1/(e βω k − 1) corresponding to the Bose-Einstein distribution and Eq. (19) yields S-9
