Reproducibility of the laser-matter interaction during the experiment
To characterize the laser-matter interaction, we implemented a 1 dimensional focusing spectrometer with a spatial resolution (FSSR) using a spherical crystal (34) . The X-ray spectrum (Bremstrahlung radiation) produced by the Ta plasma was recorded by a vacuum compatible ANDOR CCD in a single shot mode. The spectral distribution Ibs(E) depends on the electron temperature as ( ) = (− ) which enables the electron temperature to be calculated by:
[ln( ( ))] = − 1 .
fig. S1. Single-shot x-ray spectra of Ta plasma irradiated by the high-power optical laser. (A) shows the highest intensity spectra and (B) the lowest. The maximum variation of the x-ray intensity is ~ 6.4 % which implies a maximum variation of the electron temperature of ~ 5%.
The accuracy in the determination of the electron temperature using the bremsstrahlung radiation coming from the Ta plasma is on the order of 10%. The intensity variation of x-ray spectra for 6 shots is of the order of 6.4 %, which implies a variation of the electron temperature of ~ 5 % (see fig. S1 ). At nano and sub-nanosecond duration laser pulse with relatively low laser intensities, the electron temperature follows the scaling laws Te ~ Ilaser 2/3 .
In that case, the shot-to-shot fluctuations of the laser intensities is approximately 2.3%. Thus the laser-matter interaction is extremely stable and can launch similar shock wave inside our sample for each shot (see Ref (35) for more details). Figure S2 shows the optical pulse with the time t = 0 defined as it has been explained in the Materials and Methods section of the main text. (33)] is due to sample heating. It is possible to evaluate a laser intensity below 10 11 W.cm -2 for such expansion, which correspond to ~ 2.2.10 11 W.cm -2 . This point is defined as time t = + 50 ps both in simulation and experiment. Figure S2 present the laser pulse shape where t = 50 ps is defined with an accuracy of ± 25 ps, taking into account uncertainties. Time t = 0 is then shifted from this value of 50 ± 25 ps.
Determination of t = 0 in the experiment

Molecular dynamics simulation
To take into account the material response at the high-strain-rate stretching of tantalum The left boundary condition was implemented as a piston moving along the x-axis to the right with the prescribed velocity obtained from MULTI. A free boundary condition with vacuum was set at the right side of the MD sample. It was found that pressure profiles obtained in the MD simulation with such a left boundary condition are almost identical to those provided by MULTI soon after passing that Lagrangian particle. The main difference between the evolution in the MD simulation and the hydrocode MULTI appears after the reflection of the shock wave from the free right boundary, where the tensile stress (negative pressure) is formed in MD, while the pressure remains zero in MULTI modeling.
fig. S3. Velocity of the Lagrangian particle provided by hydrodynamic (MULTI)
modeling. It is used as a left boundary condition in MD simulation.
Embedded Atom Model (EAM) potential for Ta
With the aim of developing a potential capable of correctly reproducing the response of tantalum to deformation over a wide range of compression/stretching, the stress-matching method (38) was used. The fitting database is built of the stress tensor components fig. S6 . C). Inside the spalled layer, a shock wave is generated with maximum pressure of ~ 10 GPa at t = 2124 ps after the beginning of the interaction. This value is in excellent agreement with experimental results at t = 2125 ps (see Table 1 for example) where a strong peak is observed with a corresponding pressure of 9.01 GPa as the 10 GPa pressure zone in the MD simulation is large. On the other side, the maximum pressure obtained in the spalled layer in the MD simulation (see fig. S6 .E), is on the order of 15 GPa, but as the pressure zone is small, it was not detected in the experiment. 
Determination of the strain rate just before the spallation occurs in the MD simulation
The strain rate in the MD simulation is determined from the mass velocity profile u(x)
obtained in the simulation. The expression of the strain rate is given by:
̇= ( )
The MD simulation gives strain rates of 3.5.10 8 s -1 and 4.5.10 8 s -1 just before nucleation of the first two voids under tensile stresses of -17.5 GPa and -18 GPa, respectively (see fig. S7 ). 
Experimental determination of the pressure and density
Gaussian methods
This section is devoted to the method used in order to determine (i) the position of the different peaks present in the experimental results, (ii) the density and (iii) the pressure related to these peaks. Figure S10 shows an example of the data analysis at t = 1725 ps.
fig. S10. Experimental determination of the position of the different peaks at t = 1725 ps using the Gaussian method.
The position of the maximum of the two main peaks is determined by fitting two gaussian to the experimental data (see fig. S10 ). The form of the two Gaussian is given by:
( where 2θ = 42.42° for the first peak and 2θ = 43.23° for the second one with a fitting error of the order of ± 0.01° for the position of the peak. We should note as well that this method implies uncertainties on the FWHM of the Gaussian which is not a well known parameter.
The 2θ angle measured in the experiment is related to the lattice spacing d of the bcc (002) plane of Ta via the Bragg's law (nλ=2dsin(θ) with λ being the x-ray wavelength, d the spacing of the (002) plane, n = 1 in that case and θ the angle between the x-ray beam and the lattice plane of the target). The X-ray spectrum has been recorded for each shot allowing to have an extremely small uncertainties on λ and as a consequence on the lattice spacing d. A small remarks is that the slit, present in the XFEL beam causes diffraction patterns in the X-ray beam profile which are not strong enough to influence our experimental data.
The density can be evaluated using the following formula = / ( 
Where 0 is the bulk modulus, ′ the pressure derivative of the bulk modulus and 0 the initial volume at zero pressure and room temperature. Table 1 summarizes the pressure obtained in the experiment at t = 1725 ps after the beginning of the interaction using equation
(1). The bulk modulus 0 is taken to be 196.3 GPa (46) and ′~ 3.52 (47) as it has been observed in experiment, which is also in good agreement with previous study (48). table S1. Pressure and density retrieved from the experimental results at t = 1725 ps displayed in fig. S10.
The analysis described above can be also applied to later data, i.e. when we observed the spall shock. The highest compression achieved due to the spall shock occurs at t = 2125 ps. In the same way as in fig. S10 , one can construct two main peaks as can be seen in fig. S11 .
fig. S11. Experimental determination of the position of the different peaks at t = 2125 ps using the Gaussian method.
The position of the two peaks is respectively: 2θ = 43.59° and 2θ = 44.63° (error of ± 0.01°).
Using a similar method as described above, we can evaluate the pressure and the density for both peaks. It is summarized in table 2. . S11 .
Lorentzian method
The Gaussian method is a simple method to get only the position of the peak. However, another method could be used with a Lorentz function which gives the position of the peak, as well as the FWHM. A typical example is presented below:
fig. S12. Experimental determination of the position of the different peaks at t = 2125 ps using the Lorentzian method.
The position of the maximum of the two main peaks is determined, by fitting two lorentzian to the experimental data (see fig. S12 ). The form of the two Lorentzian is given by:
( As can be seen in the above equation, the position of the two peaks are respectively : 2θ = 43.59° and 2θ = 44.63° indicating that the Gaussian and the Lorentzian method give the same pressure and density.
The spall strength limit of Tantalum
The fig. S13 displays the spall strength as a function of the strain rate. Our experimental study allows to obtain data at a strain rate of 2-3.5.10 8 s -1 . The dependence of the spall strength to the strain rate for Ta is ~̇0 .2344 for strain rate ̇< 10 6 −1 while for a strain rate ̇> 10 6 −1 , it becomes ~̇0 .1273 .
fig. S13. Spall strength versus strain rate for tantalum. Quasi static loading (purple round), laser shock (black stars) and MD simulation (purple triangle) data are taken from Ref (49).
The blue square is taken from Ref (19). The red and green triangle data are taken from Ref (50). The orange triangle data are taken from Ref (51) and blue cross from Ref (22).
