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Предлагается методика исследования движений, позволяющая изучить окрест-
ность уходящей траектории и основанная на анализе структуры инвариантного мно-
жества.
Определение 1. Назовем уходящее движение f(p, t) положительно устойчи-
вым по Пуассону в расширенном смысле по отношению к пространству R1 , если
существует хотя бы одна ω -предельная точка движения f(p1, p2, t), принадлежащая
самому движению, т. е. существует момент времени t∗ такой, что f1(p1, p2, t
∗) = q1,
q1 ∈ Ωf1 .
Аналогичное определение можно ввести и в случае t→ −∞.
Определение 2. Замкнутое в R R1 -инвариантное множество M динамической
системы f(p, t) = (f1(p1, p2, t), f2(p1, p2, t)) называется устойчивым по Ляпунову, ес-
ли по любому ε > 0 можно указать величину δ > 0 такую, что при ρ(p,M) < δ
выполняется
ρ1(f1(p1, p2, t),M ∩R1) < ε при t > 0.
Теорема 1. Для того чтобы замкнутое R1 -инвариантное множество M было
устойчивым по Ляпунову, необходимо и достаточно, чтобы существовал функци-
онал V (p), заданный в окрестности S(M
⋂
R1) × R2 множества (M
⋂
R1) × R2,
удовлетворяющий условиям:
1) ∀c1 > 0,∃c2 > 0: V (p) > c2 при ρ1(p1,M
⋂
R1) > c1;
2) ∀γ2 > 0,∃γ1 > 0 : V (p) 6 γ2 при ρ1(p1,M
⋂
R1) < γ1;
3) N(f(p, t)) является невозрастающей функцией при t > 0, p ∈ S(M, r), пока
f1(p, t) остается в S(M
⋂
R1, r).
Определение 3. Множество M ⊂ R = R1 × R2 назовем R1 -инвариантным по
отношению к динамической системе f(p, t) = (f1(p1, p2, t), f2(p1, p2, t)), если из p ∈
∈M следует: f1(p, t) ∈MR1 , ∀t > 0, MR1 = {p1 ∈ R1 : ∃p2 ∈ R2, (p1, p2) ∈M }.
Обозначим MR1 = M
⋂
R1. В качестве примера R1 -инвариантного множества в
R можно привести множество Q = {q × p(q1)}. Действительно, из p ∈ Q следует
f1(p, t) ≡ q1, f1(p, I) ⊂ QR1 = q1. Таким образом, верна следующая
Теорема 2. Множество точек Q = {q × p(q1)} есть инвариантное замкнутое
множество.
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Рассматривается краевая задача типа [1]:
X¨ = A(t)X˙+ X˙B(t) + λ(A1(t)X+XB1(t)) + λ(A2(t)X˙+ X˙B2(t)) + F(t), (1)
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X(0, λ) = M, X(ω, λ) = N, X ∈ Rn×m, (2)
где F(t), A(t), B(t), Ai(t), Bi(t) (i = 1, 2) — матрицы класса C[0, ω] соответствую-
щих размерностей; M,N — заданные вещественные матрицы; ω > 0, λ ∈ R.
В данной работе на основе применения метода [2, гл. I] получены конструктивные
достаточные условия однозначной разрешимости задачи (1), (2), представляющие со-
бой обобщение и развитие результатов [1, 3].
Введем следующие обозначения:
λU = max
06τ6t6ω
‖U(t)U−1(τ)‖, λV = max
06τ6t6ω
‖V−1(τ)V(t)‖, αi = max
06t6ω
‖Ai(t)‖,
βi = max
06t6ω
‖Bi(t)‖, γ=‖Φ
−1‖, ε= |λ|, a=
1
3
γω3λ2Uλ
2
V (α1+β1), b=
1
2
γω2λ2Uλ
2
V (α2+β2),
где U(t), V(t) — интегральные матрицы уравнений
dU
dt
= A(t)U, U(0) = En,
dV
dt
= VB(t), V(0) = Em,
Φ — линейный оператор, ΦZ(t) =
∫ ω
0
U(τ)Z(t)V(τ) dτ, t 6= τ, Ek — единичная
матрица порядка k.
Теорема. Пусть выполнено условие ε(a+ b) < 1. Тогда задача (1), (2) однознач-
но разрешима, eе решение представимо как предел равномерно сходящейся последо-
вательности матричных функций, определяемых рекуррентным интегральным со-
отношением и удовлетворяющих условиям (2).
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Рассмотрим систему
x′ = y(1 +Dx+ Px2 + Fx3),
y′ = −x+Ax2+3Bxy+Cy2+Kx3+3Lx2y+Mxy2+Ny3+Rx4+3Sx3y+Wx2y2+V xy3, (1)
где A,B,C,D, F,K, L,M,N, P,R, S,W, V ∈ C.
Фокусные величины fi, i = 1, 2, . . . , являются полиномами из кольца C[p], где
p = (A,B,C,D, F,K,L,M,N, P,R, S,W, V ). Образуем идеал T = 〈f1, f2, . . . , fk, . . . 〉 ⊂
⊂ C[p]. Тогда V(T ) = {p ∈ C14 : ∀f ∈ T, f(p) = 0} является многообразием центра
системы (1). Начало координат системы (1) — центр тогда и только тогда, когда p ∈
∈ V(T ). Положим ω = A+C, ψ = A+ 2C, τ = A+ 3C, κ = C +D, α = 11A+ 23C.
Образуем идеалы:
