Abstract. The two-phase free boundary value problem for the NavierStokes system is considered in a situation where the initial interface is close to a halfplane. We extract the boundary symbol which is crucial for the dynamics of the free boundary and present an analysis of this symbol. Of particular interest are its singularities and zeros which lead to refined mapping properties of the corresponding operator.
Introduction
In this paper we consider a free boundary problem that describes the motion of two viscous, incompressible, capillary Newtonian fluids in R 3 . The fluids are separated by an interface that is unknown and has to be determined as part of the problem. Let Γ 0 ⊂ Ω be a given surface which bounds a region Ω 1 (0) occupied by a viscous incompressible fluid, f luid 1, and let Ω 2 (0) be the complement of the closure of Ω 1 (0) in R 3 , corresponding to the region occupied by a second incompressible viscous fluid, f luid 2. We assume that the two fluids are immiscible. Let Γ(t) denote the position of Γ 0 at time t. Thus, Γ(t) is a sharp interface which separates the fluids occupying the regions Ω 1 (t) and Ω 2 (t), respectively. We denote the normal field on Γ(t), pointing from Ω 1 (t) into Ω 2 (t), by ν(t, ·). Moreover, we denote by V (t, ·) and κ(t, ·) the normal velocity and the mean curvature of Γ(t) with respect to ν(t, ·), respectively. The motion of the fluids is governed by the following system of equations for i = 1, 2 : (1.1)
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Here, S is the stress tensor defined by S = µ i ∇u + (∇u) T − qI in Ω i (t), and
denotes the jump of the quantity v, defined on the respective domains Ω i (t), across the interface Γ(t). Given are the initial position Γ 0 of the interface, and the initial velocity u 0 :
The unknowns are the velocity field u(t, ·) : R 3 \ Γ(t) → R 3 , the pressure field q(t, ·) : R 3 \ Γ(t) → R, and the free boundary Γ(t). The constants ρ i > 0 and µ i > 0 denote the densities and the viscosities of the respective fluids, and the constant σ stands for the surface tension. System (1.1) comprises the two-phase Navier-Stokes equations with surface tension.
In order to economize our notation, we set ρ = ρ 1 χ Ω1(t) + ρ 2 χ Ω2(t) , µ = µ 1 χ Ω1(t) + µ 2 χ Ω2(t) ,
where χ D denotes the indicator function of the set D. With this convention system (1.1) can be recast as (1.2)
Existence and uniqueness of solutions for the corresponding one-phase problem, which is obtained from the two-phase problem by setting u ≡ q ≡ 0 on Ω 2 (t) and discarding Ω 2 (t), has been extensively studied in a long series of papers by Solonnikov, see for instance [17, 18, 19, 20, 21, 15] for the case σ > 0. The authors in [1, 2, 23, 24, 16] consider the motion of a layer of heavy, viscous, incompressible fluid in an ocean of infinite extend that is bounded below by a solid surface and above by a free surface which includes the effects of surface tension. The authors obtain local existence and uniqueness of solutions. Existence and uniqueness of solutions for the two-phase problem (1.2) is studied in [4, 5, 6, 22] .
Here we are interested in the situation where Γ 0 is close to a plane, say R n with n ≥ 2, i.e. Γ 0 is a graph over R n given by a function h 0 with |∇h 0 | ∞ small. Then it is natural to transform the problem to a flat fixed interface, and solve the resulting quasilinear evolution problem. The general situation where Γ 0 is a closed compact manifold can then be treated by a localization procedure. This will be carried out in a forthcoming paper. Our basic well-posedness and regularity result for the geometry considered in this paper reads as follows.
Assume that the compatibility conditions
are satisfied, where
Then there exists η > 0 such that for |∇h 0 | ∞ < η there is t 0 = t 0 (u 0 , h 0 ) > 0 and a unique classical solution (u, q, Γ) of problem (1.2) on (0, t 0 ). In addition, Γ(t) is a graph over R n given by a function h(t),
is a real analytic manifold, and with
Due to the restriction p > n + 3, we obtain
where J = [0, t 0 ]. In particular, the normal of Ω 1 (t), the normal velocity of Γ(t) and the mean curvature of Γ(t) are well-defined and continuous, so that (1.2) makes sense pointwise. For u we obtain
and (u, q, h) depend continuously on the data u 0 and h 0 . Also interesting is the fact that the surface pressure jump satisfies [[q] ] ∈ BU C(M) and is real analytic as well.
In this paper we are interested in the boundary symbol s(λ, ξ) of this problem, which determines the linearized dynamics of the interface. Here λ resp. ξ denote the covariables of time t resp. x, the tangential variable on the flattened interface. We indicate how to derive this symbol and present a detailed analysis of its properties.
The plan for this paper is as follows. Section 2 contains the transformation of the problem to a half-space and the determination of the proper underlying linear problem. In Section 3 we extract the boundary symbol, and we study its basic mapping properties in Section 4. An analysis of the characteristic equation s(λ, ξ) = 0 is given in Section 5, and the refined mapping properties of the corresponding operator are presented in Sections 6 and 7.
Reduction to a Flat Interface and Linearization
Suppose that Γ(t) is a graph over R n , parametrized as
Then we introduce the transformed variables
where t ∈ J = [0, a], x ∈ R n , y ∈ R, y = 0. By means of this coordinate transform the interface Γ(t) is R n , independently of t. The two-phase Navier-Stokes problem with surface tension then becomes the following quasilinear problem on the fixed domainṘ n+1 := {(x, y) ∈ R n × R : y = 0} for the new unknowns u := (v, w), π and h
for all t > 0. More details on this transformation, on the nonlinear right hand sides, as well as for the proof of Theorem 1.1 can be found in the forthcoming paper [13] . Thus the linearization of (2.1) at h = 0 leads to the linear inhomgeneous problem
We are interested in the regularity class If we assume a solution in the class (2.3), then for the right hand sides f and f d we necessarily must have f ∈ L p (J × R n+1 ) and
p . By trace theory we necessarily have
, and the lateral trace of u belongs to
and that of ∇u to
Therefore g v ∈ Y 1 , and if in addition
then we also have that g w ∈ Y 1 . Concerning the regularity of the height function h we note that the equation for h lives in the trace space Y 0 , hence naturally h should belong to
On the other hand, the equation for the normal component of the normal stress lives in Y 1 , and contains the term ∆ x h, hence h should also belong to L p (J; W 3−1/p p (R n )). These considerations lead to the following natural space for h
This then implies f h ∈ Y 0 , as well as h 0 ∈ W 3−2/p p (R n ) by trace theory. Our next theorem states that in this setting, problem (2.2) admits maximal regularity; the described regularities of the data are also sufficient. In particular, the solution map defines an isomorphism between this space of data and the solution space defined above.
Theorem 2.1. Let 1 < p < ∞ be fixed, p = 3/2, 3, and assume that ρ j and µ j are positive constants for j = 1, 2, and set J = [0, a]. Then the instationary Stokes problem with free boundary (2.2) admits a unique solution (u, π, h) with regularity
if and only if the data (f, f d , g, f h , u 0 , h 0 ) satisfy the following regularity and compatibility conditions:
is continuous between the corresponding spaces.
Below we discuss in more detail the arguments which lead to sufficiency for the regularity of h. For the complete proof of Theorem 2.1 we refer to the paper [13] .
Extraction of the Boundary Symbol
The main ingredient for the extraction of the boundary symbol is the Dirichlet-toNeumann operator for the (instationary) Stokes equations. To define the Dirichletto-Neumann operator we consider the following problem.
for t > 0. We then define the Dirichlet-to-Neumann operator by means of
For this purpose it is convenient to split u into u = (v, w) as before, and
Then we obtain
We employ Laplace transform in t and Fourier transform in the tangential variables x ∈ R n , to obtain the following boundary value problem for a system of ordinary differential equations onṘ.
Here we have set ω 2 j = ρ j λ + µ j |ξ| 2 , j = 1, 2. Actually, we should have written something likev, etc. to indicate that these functions have been transformed, but for simplicity we drop the hats. This system of equations is easily solved to the
for y > 0, and
for y < 0. Here a i ∈ R n and α i have to be determined by the boundary conditions v(0) = v b and w(0) = w b . We have
This yields
and
as well as
We may now compute the symbol of the Dirichlet-to-Neumann operator to the result
Simple algebraic manipulations then yield the following symbol for the Dirichletto-Neumann operator
where ζ = ξ/|ξ| and
2 )/|ξ| = β + (ρ 1 + ρ 2 )λ/|ξ|. Next we want to compute the symbol of the inverse of the Dirichlet-to-Neumann operator. Thus we have to solve the equation DN u b = g on a symbolic level. We decompose as before u b = (v b , w b ) and g = (g v , g w ). Then in transformed variables we have to solve the system
This yields
3) thus it is sufficient to determine (v b |ζ) and w b .
For w b and (v b |ζ) we have the equations
since |ζ| = 1. Solving this 2-D system we obtain
(3.6) Since δ = β + (ρ 1 + ρ 2 )λ/|ξ| we obtain the following relation for m
where η 1 = √ µ 1 ω 1 + µ 2 |ξ| and η 2 = √ µ 2 ω 2 + µ 1 |ξ|. This yields
To obtain the boundary symbol s(λ, ξ) of the problem we now only need to set g v = 0, g w = −σ|ξ| 2 and compute w b to the result
Inserting this into the transformed equation for h, i.e. λh − w b = f h , we obtain on the symbolic level
Thus the boundary symbol is given by
Mapping Properties of S
In this section we want to disuss some mapping properties of the operator S associated with the boundary symbol s(λ, ξ). For this purpose we introduce some linear operators acting in the base space X :
, where 1 < p < ∞, K ∈ {H, W }, s ≥ 0, r ∈ R, and J = [0, a] denotes a finite interval. Note that by a left lower 0 we indicate that the time traces at t = 0 of the involved functions vanish whenever this makes sense. For example, if E is a Banach space, then for K ∈ {H, W },
All of the operators defined below will commute in the resolvent sense. As a general reference for the employed notions and results we refer to [7] .
We set G :
. Then it is wellknown that G is closed, invertible and sectorial with angle π/2, and −G is the generator of a C 0 -semigroup of contractions in L p (R n ). Moreover, G admits an H ∞ -calculus in X with H ∞ -angle π/2 as well; see e.g. [11] . The symbol of G is λ, the time covariable.
Next we set
. It is also well-known that D n is closed and sectorial with angle 0, and it admits a bounded H ∞ -calculus which is even R-bounded with RH ∞ -angle 0; see e.g. [9] . These results also hold for the canonical extension of
and also for the fractional power D
is given by |ξ|, where ξ means the covariable of x. By the Dore-Venni theorem for sums of commuting sectorial operators, cf. [10, 14] , we see that the parabolic operators
are closed, invertible and sectorial with angle π/2. Moreover, L j also admits a bounded H ∞ -calculus in X with H ∞ -angle π/2; cf. e.g. [12] . The same results are valid for the operators F j = L 1/2 j , their H ∞ -angle is π/4, and their domains are
Note that here we definitely have to use a Bessel potential space. The symbol of L j is ρ j λ + µ j |ξ| 2 and that of F j is given by ρ j λ + µ j |ξ| 2 . We also need the operators T j defined by
n . By the Dore-Venni theorem T j are closed, invertible and sectorial with domain D(T j ) = D(F j ). T j admits again a bounded H ∞ -calculus with H ∞ -angle π/4; cf. [12] . The harmonic mean T of T 1 and T 2 , i.e.
enjoys the same properties, as another application of the Dore-Venni theorem shows. The symbol of T is given by η :
with domain
is also closed, sectorial and admits a bounded H ∞ -calculus with H ∞ -angle π/2; cf. [12] . Its symbol is given by λ/|ξ|.
Finally, we consider
By the Dore-Venni theorem N is closed invertible, and by [12] admits a bounded H ∞ -calculus as well, with H ∞ -angle π/2. Its domain is given by
With these definitions, the operator S with symbol s(λ, ξ) is represented by
Note that the natural domain of S is given by
However, since G as well as
, to obtain invertibility of S the Dore-Venni approach is not directly applicable, unfortunately. This means that we have to study the boundary symbol s(λ, |ξ|) directly.
For this purpose note that for complex numbers w j with arg w j ∈ [0, π/2), we have arg (w 1 w 2 )/(w 1 + w 2 ) ∈ [0, π/2) as well. This implies that s(λ, |ξ|) has strictly positive real part for each λ in the closed right halfplane and for each ξ ∈ R n , (λ, ξ) = (0, 0), hence s(λ, |ξ) does not vanish for such λ and ξ.
We write s(λ, |ξ|) in the following way.
where
The asymptotics of k(z) are easy to obtain.
This shows that there is a constant C > 0 such that
Hence we see that
is valid for some constant C > 0. Next we are going to prove that for each ε > 0 there are η > 0, c > 0 such that
Since Re k(z) > 0, by continuity of modulus and argument we therefore obtain an estimate of the form
provided |z| ≤ M , with some η > 0 and c > 0 depending on M , but not on λ and τ . On the other hand, for |λ| ≥ ε|τ |, |z| ≥ M we get
provided ε > 2σC/(1 + M ), and then by extension
provided η > 0 and c > 0 are sufficiently small, depending on λ 0 > 0. Combining these two estimates (4.1) follows. By means of the R-boundedness of the functional calculus for D n in X we see
This shows that the solution h of the problem Sh = f exists, is uniquely determined and belongs to the regularity class
whenever the right hand side is in X. Similar results hold for the base spaces
, where s ≥ 0, r ∈ R, K ∈ {H, W }. Summarizing, we have Theorem 4.1. Let ρ j , µ j , σ > 0, 1 < p < ∞, s ≥ 0, r ∈ R, and J = [0, a].
Then the boundary operator S with symbol s(λ, ξ),
is an isomorphism for K ∈ {H, W }.
This result is not valid on the half-line, i.e. for J = R + , since s(λ, ξ) is discontinuous at (0, 0). However, if one uses spaces with an exponential weight e −ωt in t, then it remains true. In fact, if h is replaced by e −ωt h and f h by e −ωt f h , then on the symbolic level s(λ, ξ) turns into s(λ + ω, ξ), which removes the problem at (0, 0). For ω > 0, we define the weighted spaces by means of
With this notation we have the following corollary.
Corollary 4.2. Let ρ j , µ j , σ > 0, 1 < p < ∞, s ≥ 0, r ∈ R, and ω > 0.
In the next sections we present a refined analysis of the boundary symbol to obtain more precise mapping properties for S on J = R + .
Singularities and Zeros of the Boundary Symbol
The height function h, i.e. the position of the free boundary, is determined by a complicated integro-differential equation which is described in terms of its symbol
We now study this symbol in more detail. As before we set z = λ/|ξ| 2 , and let τ = |ξ|. This scaling implies
where a = σ/[(ρ 1 + ρ 2 )τ ], and
, 
This mapping behaviour of Φ shows that the function z +Φ(z) does not admit zeros in C \ (−∞, 0). Assume first that z 0 + Φ(z 0 ) < 0. The function Φ is strictly increasing on the real interval (z 0 , ∞) and Φ(0) = Φ 0 > 0. Therefore, z + Φ(z) has exactly one real zero z ∞ ∈ (z 0 , 0) which is of order one. At this point m(z, τ ) has a pole of first order, for all τ, a = 0. Consequently, for fixed τ = 0, ∞, the function m −1 (z, τ ) is meromorphic w.r.t. z ∈ C \ (−∞, z 0 ]. We are next looking for the zeros of m(z, τ ) in dependence of τ , which means that we have to look at the zeros of the function
For this purpose we first consider a = 0. Obviously, Ψ 0 (z) has precisely the two zeros z 1 (0) = 0 and z 2 (0) = z ∞ . With
Hence the implicit function theorem yields analytic functions z j (a) in a neighborhood of a = 0 such that z 1 (0) = 0, z 2 (0) = z ∞ and z j (a) are the only zeros of Ψ a (z) for a close to zero. Differentiating the equations Ψ a (z j (a)) = 0 we obtain the expressions
and with Ψ 0 (0) = 3, the asymptotics
, as a → 0, and
For the corresponding zeros of s(λ, |ξ|) this means to first order
as |ξ| → ∞. Thus for large |ξ| there are exactly two negative real zeros of s(λ, |ξ|) which tend to −∞ as |ξ| → ∞. Next consider the case ξ = 0 i.e. a → ∞. Then for the zeros z j (a) we necessarily have |z j (a)| → ∞, hence the term zΦ(z) in the function Ψ a (z) is of lower order, compared to z 2 . Thus the lowest order asymptotics of the zeros of Ψ a (z) are given by the equation z 2 + a = 0, which implies
For the zeros of s(λ, |ξ|) this yields the asymptotics
A more precise asymptotics is obtained as follows. Consider the equation Ψ a (z) = z 2 + zΦ(z) + a = 0 as a quadratic equation for z. Then
as a → ∞. This implies
as ξ → 0. By means of the scaling z = √ aw and the implicit function theorem, it is not difficult to see that λ j is an analytic function of τ 1/4 in a neighbourhood of τ = 0.
Since for finite a away from zero there are no zeros of Ψ a (z) in the closed right half-plane, and since they cannot escape to infinity nor touch the branch cut, there are two continuous curves of zeros z j (a), j = 1, 2, of Ψ a (z). These are negative real for small positive a and complex conjugate for large a. Therefore there must be a real double zero of Ψ a (z), for some value a * ∈ (0, ∞). To determine a * and z * := z j (a * ) we have to consider the two equations
The first one determines a * = −z * (z * + Φ(z * )) > 0 in terms of z * , and the second one z * since it no longer depends on a. Since Φ(z) is increasing and concave in [z 0 , 0], the function Ψ 0 (z) is strictly convex in (z 0 , 0], hence has a unique minimum z * ∈ (z 0 , 0); actually z * > z ∞ since Ψ 0 (z ∞ ) < 0. Therefore, the curves of zeros z j (a) are analytic in [0, ∞) \ {a * }, negative real for a < a * , complex conjugate for a > a * , and double at a = a * with value z j (a * ) = z * . Note that a * and z * are determined by the parameters µ j and ρ j only, just the corresponding value of τ * depends also on the coefficient of surface tension σ > 0.
On the other hand, if z 0 + Φ(z 0 ) ≥ 0, then z + Φ(z) has no zeros in (z 0 , 0). We then define a 0 = −Ψ 0 (z 0 ). Since Ψ 0 (z 0 ) = −∞, we find a continuous function z 2 :
In case a 0 = 0, i.e. z 0 + Φ(z 0 ) = 0 we have the asymptotics
Let us summarize what we have shown above.
Proposition 5.1. Suppose ρ j , µ j , σ > 0, let z 0 := − min{µ 1 /ρ 1 , µ 2 /ρ 2 }, and let z * denote the unique zero of
, except for one simple pole in case a 0 < 0, and z 1,2 (a * ) = z * is a double zero of m(z, τ * ).
(ii) For a * < a there are precisely two zeros of m(z, τ ), with asymptotics
(iii) If a 0 < 0 and 0 < a < a * , then m(z, τ ) has exactly two real zeros, with asymptotics
where z ∞ ∈ (z 0 , 0) denotes the unique zero of z + Φ(z). (iv) If a 0 = 0 then z ∞ = z 0 , and for 0 ≤ z < a * there are precisely two real zeros, with asymptotics
(v) If a 0 > 0 there are precisely two zeros for a 0 ≤ z < a * , and only one zero z 1 (a) for 0 ≤ a < a 0 , with asymptotics
Let us point out an essential difference in the asymptotics of the zeros of s(λ, |ξ|) for small frequencies between the one-and two-phase case. In fact, since in the one-phase case we have Φ(z) → 4η/ρ as z → ∞, we obtain for small frequencies τ , i.e. large a
as ξ → 0. By means of the scaling z = √ aw and the implicit function theorem, it is not difficult to see that λ j is an analytic function of τ 1/2 in a neighbourhood of τ = 0, rather than of τ 1/4 as in the two-phase case. We will see consequences of this fact in section 7. On the other hand, for large frequencies the asymptotics of the one-and two-phase cases coincide qualitatively.
The interpretation of the zeros of s(λ, |ξ|) is as follows. The function
is a solution of the homogeneous boundary problem if and only if s(λ, |ξ|) = 0. Our analysis shows that such a function h is a solution if and only if λ = λ j (|ξ|), j = 1, 2. For large |ξ| this yields solutions which do not oscillate in time and converge to zero as t → ∞ exponentially, with rate either |ξ| 2 |z ∞ | or |ξ|σ/[2(µ 1 + µ 2 )]. On the other hand, if |ξ| is small, then we have waves oscillating in time with frequency |ξ| 3/2 σ/(ρ 1 + ρ 2 ) which are exponentially damped with attenuation
Note that the attenuation behaves like |ξ| 7/4 (like |ξ| 2 in the one-phase case), the time frequency like |ξ| 3/2 and the wave length in space like 1/|ξ|, and the wave speed like |ξ| 1/2 . For small ξ the attenuation is small compared to the frequency. These waves show to some extent a hyperbolic character of the boundary problem. For large |ξ| the boundary problem shows parabolic behavior, but for small |ξ| it exhibits hyperbolic properties.
High Frequency Analysis
To continue, we next compute the residues of m −1 (z, τ ) at the poles z j (a). Since for a = a * these poles are simple, we obtain
.
For a → ∞ we have |z j (a)| → ∞, hence with Φ (z) → 0 as |z| → ∞, this implies
On the other hand, for a → 0 we obtain
, and in case a 0 < 0
, we may decompose the symbol m −1 (z, τ ) as
,
and γ(τ ) = −(z 1 (a) + z 2 (a)). Note that the coefficients α, β, γ, δ are real for all values of τ > 0, and γ, δ are positive, and moreover they are analytic w.r.t. τ ∈ Σ ε , for some small ε > 0. By Cauchy's theorem we get the following representation for m 0 , contracting the contour to the branch cut of m.
Here the functions Φ ± (r) are defined as the upper and lower limits of Φ on the branch cut, i.e.
Φ ± (r) = lim θ→0+ Φ(re ±i(π−θ) ), r > r 0 := |z 0 |.
Since Φ − (r) = Φ + (r), this yields
Here
n ) are bounded linear operators which converge to 0 as R → ∞. The constants c j 2 , j = 0, 1, 2, are positive. In particular, the kernel has exponential decay in t, and behaves like the diffusion semigroup. We set M 2 = 0 in case a 0 ≥ 0.
On the other hand, for
we obtain from the asymptotics m 1 (z, τ ) = c 1 (|ξ|)|ξ|
. Summarizing we have proved the following result.
Theorem 6.1. Let ρ j , µ j , σ > 0, j = 1, 2, 1 < p < ∞. Fix any R > 0 large enough, and let S R c (R n ) := {g ∈ S (R n ) : supp (Fg) ⊂ (B R (0)) c }.
Then S −1 decomposes as
are bounded.
Low Frequency Analysis
Thus it remains to study the symbol s .
By positivity of the involved integrand, the latter integral also yields a lower bound, for z > 0 at least. We scale this integral in the following way. 
