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ABSTRACT 
Forecasting is one of the major topic in the field of time-series analysis. Among 
all of the forecasting techniques, the Holt-Winters method is especially useful and 
appropriate for observations, which compose of level, trend and seasonal factors, 
in short-term forecasts. It is easy to use and understand, straight-forward and 
computationally efficient. In this thesis, we focus on the problem of constructing 
multiple prediction intervals for the Holt-Winters forecasting procedure. From 
our research, it is found that an ‘exact, method, which requires the evaluation 
of a multivariate normal probabilities, is recommended. An illustrative exam-
ple is given to demonstrate the steps in constructing the simultaneous prediction 
intervals based on two different approaches of obtaining estimates of the correla-
tion matrix of the forecast errors. Furthermore, a simulation study is provided 
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1.1 The Importance of Forecasting 
Forecasting techniques are important in many circumstances. For example, 
in management and administrative situations, the managers need to make plans 
which range from a few days (for production schedules) to several years (for capital 
investments). Forecasting methods are therefore useful tools to help managers to 
reach the better decisions. 
Forecast techniques are useful even for decisions related to our daily lives. Let 
examine the following example given by Einhorn and Hogarth (1982). 
"...Originally, we planned to go for a journey to a neighbour province. But 
the weather forecaster predicted that a typhoon will land on several provinces, 
including the province we are living in and the one we planned to go within a few 
days. Therefore, we should cancel our plan and remain at home or perhaps do 
some precautions, for instance, boarding up property. If it is dangerous to stay 
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at home, it would be better to evacuate to a safety place—“ 
In some situations, multiple predictions are required. For instance, assume 
that a firm makes a contract with the supplier which agrees to provide a certain 
number of perishable parts each month for a year. As argued by Ravishanker, Wu 
and Glaz (1991), using an appropriate time-series model, we can forecast these 
number. 
According to Chatfield (1993), apart from carrying out point forecast, it is 
also essential to construct interval forecast for the following reasons: 
1. it reckons future uncertainty; 
2. it produces a range of possible outcomes, thus enabling different tactics can 
be planned; 
3. it can compare more fully of the forecasts generated by different methods 
(e.g. is a narrower interval forecast necessarily better?) and explore differ-
ent scenarios based on different assumptions. 
Forecast several future values simultaneously has drawn more concern and 
interest than the single point forecast in the practical application of time-series 
analysis (Alpuim 1997). For example, instead of forecasting the sales for a specific 
month, a company manager is more desirable to forecast the sales in the coming 
year based on the previous years' monthly sales records so as to decide whether 
it is necessary to reallocate the resources or not. Another example of multiple 
forecast can be found in Parigi and Schlitzer (1995). In this article, it is found 
that the data of Italian National Accounts are released by the Italian National 
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Bureau of Statistics with a two-quarters delay. So, one-step and two-step ahead 
forecasts of economic activities such as GDP will be helpful for the understanding 
of the current economy. Based on the early available indicators, the forecasts can 
be acquired. 
Why do we need to construct simultaneous prediction intervals? Alpuim 
(1997) stated that "Most of our time, our aim is to know the trajectory of a 
process during several consecutive steps and, consequently, the meaning of these 
joint predictions can only be understood by constructing simultaneous prediction 
intervals." 
1.2 Objective 
As stated earlier, in the field of time series analysis, we are often interested in 
forecasting based on the past records. For moderate number of observations, the 
Holt-Winters method is considered as one of the major procedure in forecasting of 
the observations composing of level, trend and seasonal factors. The Holt-Winters 
forecasting procedure has achieved great popularity in practical time series analy-
sis because it is easy to use and understand, straightforward and computationally 
efficient. Ratinger (1996) said that although the Holt-Winters forecasting pro-
cedure is an ad hoc method, it produces satisfactory forecasts comparable with, 
especially in a short forecasting horizon, ARIMA models. Also, the choice of 
parameters is less complicated than the Box-Jenkins identification process. For 
instance, in a study by Carbone et al. (1983), the Holt-Winters method yielded 
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better forecasts than the Box-Jenkins method which required a longer amount of 
computational time. Besides, Bodo and Signorini (1987) showed that the Ital-
ian production index was better predicted by the Holt-Winters method than the 
ARIMA model (adjusted for trading-day variations). Dugan, Shriver and Silhan 
(1994) also showed that the Holt-Winters forecasting procedure is as accurate 
as the ARIMA model in the prediction of most of the income statement items 
considered except for sales and interest expense. It is particularly appropriate in 
inventory control systems providing that the noise component of the time series 
is comparatively large and that more complicated models are being eliminated 
by limited historical data (Everette, 1985). It is also appropriate and accurate in 
performing the short-term forecast for sales or demands (Winters, 1960; Roberts, 
1982; Chatfield and Yar, 1988). Comparing with more sophisticated projection 
method (Makridakis et aL, 1982, 1984; Armstrong and Lusk, 1983) and multivari-
ate method (Thury, 1985), the Holt-Winters method worked at least equally well. 
In addition, the Holt-Winters method is one of the major method for forecasting 
earnings per share which is an important element in the investment decisions. As 
pointed by Brandon, Jarrett & Khumawala (1986, 1987) and Jarrett, Brandon 
Sz Khumawala (1986) that the Holt-Winters method for obtaining forecasts of 
earnings per share outperforms the other models such as the Box-Jenkins autore-
gressive moving average model, the random-walk model, the regression model, 
etc. It is also suitable in portfolio analysis and financial decision making. 
Yar and Chatfield (1990) provided formulae to calculate the prediction in-
tervals for the Holt-Winters forecasting procedure and Cheung, Wu & Chan 
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(1998) proposed a method in constructing the simultaneous prediction intervals 
for ARIMA models. In this thesis, we extend their ideas to construct the simulta-
neous prediction intervals for the Holt-Winters forecasting procedure. In Chapter 
2, we introduce the Holt-Winters forecasting procedure in details. Chapter 3 is 
a review of the methods in constructing the simultaneous prediction intervals. 
Afterwards, an example will be presented in Chapter 4 to demonstrate the im-
plementation procedures of the Holt-Winters forecasting method in constructing 
simultaneous prediction intervals. A simulation study is provided in Chapter 5 
for comparing the performance of Holt-Winters forecasting procedure for various 





2.1 Exponential Smoothing and Holt-Winters 
Method 
The Holt-Winters procedure is a widely used forecasting method which employs 
simple exponential smoothing to deal with trend and seasonality. 
Suppose we would like to forecast the value Xtj^ h at time origin t with lead 
A 
time h based on the available time-series observations Xi, • • •, Xt. Denote Xt{h) 
be the ^-step-ahead forecast at time t. 
In simple exponential smoothing, the one-step-ahead forecast at time t is 
defined as the weighted average of the present observation Xt and the one-step-
6 
ahead forecast at time t — 1. That is 
^ W = a X d ( l - a ) ; e H ( l ) (2.1) 
where 0 < a < 1 is called a smoothing parameter. Note that (2.1) is in fact a 
八 /v 
recurrence form. If Xt-i{l) is expressed in terms of Xt-i and Xt-2(1), we have 
Xt(l) = aXt + (1 - a) [aXt_i + (1 - a)Xt-2{l) 
= a X t + a ( l - a)Xt-i + (1 — a ) ^ _ 2 ( l ) 
/N A 
By repeating the above substitution process for X^_2(1), Xt-3(l) , . . . , we obtain 
an equivalent form of (2.1) which is 
^ � = a X t + Q^ (1 — a)Xt_i + a ( l — afXt.^ + • • • (2.2) 
From (2.2), we can see that the one-step-ahead forecast at time t can be viewed as 
the weighted average of previous observations. Larger weight is given to the most 
recent observation while the weights given to the earlier observations decrease 
exponentially. Specifically, weight a is assigned to Xt, a ( l - a ) to Xt-i, a{l-a)^ 
to Xt-2 and so on, where 0 < a < 1. 
Note that this is a true weighted average since the sum of the weights equal to 
one, that is 
00 
[ a ( l - a ) s = l 
s = 0 
for 0 < a < 1. ‘ 
Winters (1960) generalize the simple exponential smoothing approach to deal 
with trend and seasonality. 
Let 
7 
Lt be the mean level at time t, 
Tt be the trend at time t, 
It be the seasonal index at time t, 
Xt{h) be the /i-step-ahead point forecast at time t, 
a be the smoothing parameter for updating the mean level, 
p be the smoothing parameter for updating the trend, 
8 be the smoothing parameter for updating the seasonal index, 
p be the number of observations per seasonal cycle, 
et = Xt — Xt-i{l) be the one-step-ahead forecast error at time t. 
First of all, we assume that the time series {Xt} is generated by the constant 
level process, 
Xt = /i + e, (2.3) 
where the level jL is assumed to be constant and {eJ is a random process with 
mean zero and variance of. 
By simple exponential smoothing, the level estimate at time t is given by, 
Lt = aXt + (1 — a)Lt-i (2.4) 
and the forecast of Xt+h at time t is 
M h ) = Lu / i = l , 2 , 3 , . - . . (2.5) 
Furthermore, since the one-step-ahead forecast of Xt made at time {t — 1) and 
the corresponding one-step-ahead forecast error are respectively 
A 
Xt-i{l) = Lt-i and e^  = Xt - Lt-i. 
8 
• 
Then we have 
Lt = a{Lt-i + et) + (1 - a)Lt-u 
or equivalently 
Lt = Lt-i + aet 0 < a < 1. (2.6) 
This is known as the error — correction form of the simple exponential smoothing 
algorithm. 
Holt's linear trend procedure is used to cope with the presence of trend which 
was developed by Holt (1957). As a new observation becomes available, the esti-
mates of level and slope can be calculated through this procedure. The recurrence 
equations are 
Lt = aXt + (1 - a){Lt-i + T,_i), (2.7) 
and 
Tt = 0 [ L t - L t — i � + [ l - m i - h (2-8) 
where 0 < a < 1, 0 < 0 < 1. Note that both equations (2.7) and (2.8) are similar 
to the form of the simple exponential smoothing. Suppose at time {t — 1), the 
recent estimates of the level and slope are available. Then a new level (Lt_i+Tt_i) 
is recommended for time t because the level is expected to increase by the amount 
of the slope. At time t, a new observation Xt is available which supplies more 
information about the level of the series at time t. So the level estimate at time 
t is the weighted average of Xt and {Lt-i + Tt-i) with smoothing parameter 
a. Similarly, the slope estimate at time t is the weighted average of the latest 
change in level estimate, {Lt-i + Tt_i), and the previous slope estimate, Tt_i, 
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with smoothing parameter 0. 
At time t, the forecast of Xt+h is 
Xt{h) = Lt + hTu " = 1,2，3,.... (2.9) 
The one-step-ahead forecast of Xt made at time {t - 1) and the corresponding 
one-step-ahead forecast error are respectively 
Xt - i { l ) = L t - i + T t - i and e^  = ^ - L,_i - Tt-v 
Substitute into equation (2.7) and (2.8), the error — correction form of Holt's 
linear trend procedure are 
Lt = Lt-i + Tt-i + ae, 0 < a < 1 (2.10) 
and 
Tt = Tt-i + cxfiet 0 < f 3 < l . (2.11) 
The three-parameter Holt-Winters procedure, which was proposed by Winters 
(1960), is simply an extension of Holt's linear trend procedure. Holt-Winters 
forecasting procedure is appropriate when trend and seasonal factor are taken 
into account for the time-series model. The local mean, local trend and seasonal 
factor are all updated by exponential smoothing. 
As a new observation Xt becomes available, the formulae for updating Lt, Tt 
and It in the Holt-Winters forecasting procedure are 
Lt = a { X t - h - p ) + { l - a ) { L t - i ^ Z - i ) (2.12) 
Tt = f3 {Lt-Lt- i ) + { l - m - i (2.13) 
It = S{Xt - Lt) + (1 - 6)It-p (2.14) 
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where 0 < ot < 1，0 < f3 < 1’ 0 < 6 < 1. At time (t - 1), the projected 
level is (Lt_i + Tt_i). Subtract It-p, the recent seasonal factor estimate for this 
period, from the newly obtained observation Xt because of the existence of the 
seasonal effect. Then the current level estimate can be calculated as a weighted 
average of {Xt - h-p) and {Lt-i + Tt_i) with smoothing parameter a. The 
formula for obtaining the current slope estimate is identical as in the Holt's linear 
trend procedure with smoothing parameter 0. The current seasonal factor can 
be computed as a weighted average of the difference between the newly available 
observation Xt and the current level Lt, and the latest seasonal factor estimate 
for this period, It—p, with smoothing parameter 6. Note that, the seasonal factor 
for a period will not be updated until another year has elapsed. 
At time t, the forecast of Xt+h is 
( 
. U + hTt + It-p+h h = l,2,...,p 
Xt{h) = (2.15) 
Lt + hTt + It-2p+h /i = p + l , p + 2,...,2;? 
V 
and so on. The forecast function is a straight line, with superimposed seasonal 
factor. 
The one-step-ahead forecast at time (t — 1) and associated one-step-ahead forecast 
error are 
^t-i(l) = Lt-i + Tt-i + It-p 
and 
^t = Xt 一 Lt_i — Tt_i — It—p. 
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Then, (2.12), (2.13) and (2.14) become 
Lt = a{Lt-i + Tt_i + et) 4- (1 - a){Lt-i + Z-i) 
= L t - i + Tt-i + aet, 
Tt = P{Tt-i + aet) + (1 - f3)Tt-i 
二 Tt-i + cx/3et, 
It = S[{Lt-i + Tt-i + It-p + et) - {Lt-i + Tt-i + aet)] 
+(1 - S)It-p 
=/t_p + (5(l -a)et. 
The corresponding error 一 correction form for the updating formulae in the 
Holt-Winters forecasting procedure are 
Lt = Lt-i + T,_i + ae,, (2.16) 
Tt = Tt-i + a0et, (2.17) 
It = It-p + S{1 - a)eu (2.18) 
where 0 < a < 1, 0 < 0 < 1, 0 < 6 < 1. 
Some authors (Chatfield, 1978; Chatfield and Yar, 1988; Yax and Chatfield, 
1990; Ravishanker, Wu and Glaz, 1991; Chen, 1997) called the above procedure 
by "additive Holt-Winters forecasting procedure" where additive means that the 
seasonal factors are to be constant size to the local deseasonalized mean level. 
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2.2 Relationships Between Holt-Winters 
models and ARIMA Models 
In this section, we consider the relationship between some Holt-Winters type 
models and the models introduced by Box and Jenkins (1976). 
Autoregressive Integrated Moving Average Model 
A time-series {Xt} is said to follow an autoregressive integrated moving aver-
age model of order (p, d, q) if the process can be expressed as 
4>[B){l-BfXt = 0{B)at 
where {a,} is a Gaussian white noise process with mean zero and variance cr^ . 
In addition, B is the backward shift operator which is defined as B^Xt = Xt-m-
The functions ¢{8) and 6{B) are respectively the AR and MA characteristics 
polynomials in B defined as 
¢ {8 ) = (1 - (j>iB — 02^' ^pBP) 
and 
0{B) = (1 — OiB — O2B^ 0qBq) 
where the roots of ¢{3) and 0{B) are all greater than 1 in absolute value. The 
process is usually denoted as ARIMA(p, d, q). 
Multiplicative Seasonal Autoregressive Integrated Moving Average 
Model 
A time-series {Xt} is said to follow a multiplicative seasonal autoregressive 
integrated moving average model of order (p, d, q) x (P, D, Q)s if the process can 
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be expressed as 
^{BMB){l - B')^{l — BfXt 二 _Q(B)at 
where B, at, ¢{8) and 0{B) are defined as the same as in the ARIMA(p,d,q) 
model, s is the seasonal period (for monthly series s=12 and for quarterly se-
ries 5=4). The functions ^{B) and Q{B) are respectively the seasonal AR and 
seasonal MA characteristics polynomials in B defined as 
^ B ) = (1 - ^ i B ' — $2^2s ^pB^') 
and 
e{B) = (1 SiB' - €)2沪 QqBQs) 
where the roots of ^{B) and Q(B) are all greater than 1 in absolute value. The 
process is usually denoted as SARIMA(p, d, q) x (P, D, Q)g. 
In the following subsections, we introduce three forecasting models which are 
related to the Holt-Winters procedure and have equivalent forms of representation 
of the ARIMA or SARIMA models. 
2.2.1 A Steady Model 
Let Lt be the local level estimate at time t. 
1. In the absence of any growth, a useful steady predictor can be defined as 
Xt{h) = ^Lt 
Lt = ^Lt—i + aet (2.19) 
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where 0 < a < 1 and 0 is the autoregressive-damping (AD) parameter. For 
0 < 0 < 1, it is suitable for this predictor when the level tends to decay 
back towards zero. 
八 
Xt-i{l) = <j)Lt-i 
Xt — et = (j)Lt-i 
Xt = 4>Lt-i + et 
= L t + (1 a)et 
^Xt-i = <t>Lt-i + 0(1 — OL)et-i 
Xt - •Xt-i = Lt — ^Lt-i + (1 - a)et — 0(1 — a)et-i 
=et ¢{1 — a)et-i 
(1 - cPB)Xt = (1 - OB)et 
where 0 = ¢(1 — a) and {et} is a sequence of zero mean, uncorrelated one-
step-ahead forecast errors. 
The model (2.19) is known to be optimal for an ARIMA(1,0,1) model in the 
sense that the forecasts are minimum mean squared error(MMSE) forecasts 
for the corresponding ARIMA processes. 
2. When ¢=1, the model reduces to (2.6) which is well known to be optimal 
for an ARIMA(0,1,1) model with 0 = (1 — a). ' . 
2.2.2 A Growth Model 
Let Tt be the growth estimate at time t. 
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1. Then the growth predictor is defined as 
Mh) = Lt + |^ f: ¢^ Tt 
Lt = Lt-i + 0Tt_i + aet 
Tt = ^Tt-i + apet 
where 0 < a < 1, 0 < p < 1. For 0 < 4> < 1, the growth decays 
exponentially. Let • 二 1 — B, Ai = a, A2 二 ap. 
Then 
Tt = ^Tt-i + A2et 
Tt - ^Tt-i = A2et 
(1 - ^B)Tt = A2et (2.20) 
Tt-i = 0Tt_2 + A2et-1 
0T,_i = 4>^ Tt-2 + M2et-1 (2.21) 
Lt = Lt-i + 0T,_i + Aiet (2.22) 
^Lt-i = 0Lt—2 + 02Tt—2 + <Miet—i (2.23) 
(2.22) - (2.23): 
Lt — ^Lt-i = Lt-i — 4>Lt-2 + ^>Tt-i - 4>^Tt-2 
+^l6t - ^AiCt-i 
Lt — (1 + 4>)Lt-i + 4>Lt-2 = M2et-1 + ^i6t - Miet - i (2.24) 
Xt = Lt^{l-Ai)et 
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叙 
(1 + ^)Xt-i = (l + 0)Lt_i + (l + (^ ) ( l -^ i ) e , _ i 
•Xt-2 = ^Lt-2 + 0(1 — Ai)et-2 
X t - ( l + 0)Xt-l + 0 & - 2 = L t - ( l + 0)i>t-l + 0i^t-2 + ( l - A l ) e t 
- ( 1 + 0)(1 — Ai)et-i + 0(1 — Ai)et-2 
= M 2 e t - 1 + AiCt — ^Aiet-i + (1 - Ai)ct 
- ( 1 + 0)(1 — Ai)et-i + 0(1 - A1)et-2 
=et + {¢A2 + Ai - 0 — l)et-i 
+c^(l-Ai)et_2 
Consequently, we have 
(1 — ¢ 8 ) V Xt = (1 — 0^B - e2B^)eu 
where 6>i = 1 + 0 - ^ 1 - 0 ^ 2 , O2 = - 0 ( 1 - A i ) . It is ARIMA(l,l,2) model. 
2. For 4> — 1, we then have Holt's linear trend predictor 
Mh) = Lt + hTt 
and it is optimal for ARIMA(0,2,2) model with 6>i = 2 — a - a/3, 
O2 = -(l-a). . 
17 
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2.2.3 The Three-Parameter Holt-Winters Model 
For the Holt-Winters updating formulae, set Ai = a, A2 = ap and A^ = 
(5(1 — a). Then (2.12), (2.13) and (2.14) become respectively, 
Lt = Lt-i + Tt-i + Aiet (2.25) 
Tt = Tt-i + A2e, (2.26) 
It = It-p + A3e, (2.27) 
Then • 
Xt-i{l) = Lt-i + Tt-i + It-p 
Xt - et = Lt-i + Tt-i + It-p 
Xt = et + {Lt - Aiet) + It - A3et 
Xt = Lt + It + (1 - Ai - As)et (2.28) 
Lt-i = Lt-2 + Tt-2 + Ai6t-i 
Lt - Lt—i = Lt-i — Lt-2 + Tt-i — Tt-2 + M^t — M^t-i 
Lt — 2Lt-i + Lt-2 = A2et-1 + AiCt — AiCt-i 
(1 - B f L t = A,et - (Ai - A2)e,_1 (2.29) 
Using (2.27), we have 
It - h-p = As6t 
(1 - BP)It = Aset (2.30) 
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Xt - Xt_i - Xt-p + X t _ p _ i = Lt + It 4- (1 - ^1 - As)et 
- L t - i + It—i + (1 - Ai — As)et-i 
-Lt-p + It-p + (1 — Ai — As)et-p 
+Lt—p—i + It—p—i + (1 — Ai - As)et-p-i 
= ( 1 - B){1 - BP)Lt + (1 - B){1 - BP)It 
+(l-Ai-As){l-B){l-Bnet 
= e t — (1 — Ai — A2)et-1 + A2et-2 + .. • 
+A2et-p+1 — (1 — A2 - As)et-p 
+(1 - Ai — A3)et-p-1 
Then we have 
P+i 
(l-B)(l-B^)Xt = et-J2^i6t-^ 
i=l 
where 
6>i = 1 - Ai — A2 
Op = 1 - A2 - As 
Oi = -A2 i = 2 , . . . , p - 1 
The three-parameter Holt-Winters procedure is optimal for SARIMA model of 
order ( 0 , l , p + l ) x (0,1,0)^. 
2.3 Some Practical Issues 
In order to implement the Holt-Winters forecasting procedure, the user must 
1. decide whether we have to normalize the seasonal factors, 
19 
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2. provide starting values for Lt, Tt and It at the beginning of the series, and 
3. provide values for a, P, 6. 
2.3.1 Normalizing the Seasonal Factors 
The seasonal factors can be normalized to sum to zero. Winters (1960) said 
that the normalization process is made to assure that the seasonal factors would 
make only seasonal adjustments and not change the average level of the series in 
every period. He also mentioned that the seasonal factors should be normalized 
at the beginning of the series but not thereafter so that the series would soon 
"contain some of the trend effect". But, if there is a consistent long-run trend, 
not normalizing will give a better forecasts. Chatfield and Yar (1988) proposed 
that the seasonal factors should be normalized at least once a year so as to ensure 
the seasonal factors have a clear interpretation and not contaminated by trend. 
2.3.2 Choosing Starting Values 
For initializing the updating procedure, the starting values for the level, trend 
and seasonal factors must be provided at the beginning of the series. Below we 
introduce two commonly used methods called the Granger and Newbold's method 
and the ordinary least squares regression method to obtain the starting values. 
1. Granger and Newbold's method 
The first and easiest one (Granger and Newbold, 1986, Chapter 5) is to set 
the starting values for level and trend, Lp and Tp, equal to the average of 
20 
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the observations in the first year, 
p 
Lp = Y^ Xi|p, 
i=l 
and zero respectively. By comparing the proper observations in the first year 
with Lp, we can compute the initial values for seasonal factors, / i , I2, • •., Ip, 
which are equal to 
Ij = Xj - Lp 
where j = 1, . . . ,p. 
2. Ordinary least squares regression method 
The second method involves using the regression techniques (Abraham and 
Ledolter, 1983; Ravishanker, Wu and Glaz, 1991). Based on the first No 
observations (7Vo is arbitrarily chosen and must be at least p + l), the initial 
values for the level, trend and seasonal factors are obtained from the least 
squares estimates in the regression model: 
P-i 
Xt = M + r]t + Y^ S ^ D t , - INDt,p) + et (2.31) 
i=i 
where INDt,i are seasonal indicators ( 1 if t is in seasonal period i and 0 
otherwise) and t = 1,. • •, N�. Suppose we are at time t = N^. From the 
A 
least squares estimates jl, fj and Si {i = 1 , . . . ,p — 1) obtained, the initial 
values are set to 
N^o = A 
TNo = 1 
21 
« 
lNo-p+i = Si, 1 < i < p - l 
lNo = —£总. (2.32) 
i=i 
For simplicity, we denote the Granger and Newbold's method and the ordinary 
least squares regression method by GN and OLS respectively in the remaining 
of the thesis. 
2.3.3 Choosing the Smoothing Parameters 
The smoothing parameters can be found by minimizing the sum of square of 
one-step-ahead forecast errors, {eJ . In Holt-Winters forecasting procedure, et is 
calculated as 
et = Xt — Lt-i — Tt-i — It-p 
which can be computed through the updating formulae for given particular val-
ues of a, P and 6. A 'running-in' period is a period that all observations within 
this period would be discarded or used to find the starting values of the param-
eters (Chatfield and Yar, 1988). A one year or two years' 'running-in' period 
mp mp 
is suggested (Chatfield and Yar, 1988). Thereupon, E e^  or E e? can be 
t=p+l t=2p+l 
calculated where m years data are available. The values of a, p and 6 that min-
imizes the sum of square error of one-step forecasts using the observations in the 
fitting period (excluding the 'running-in' period observations) are the correspond-
ing chosen smoothing parameters. In order to find the values of the smoothing 
parameters, we find it by a Fortran program (illustration examples will be given 
in Chapter 4). Perform all combinations of a, f3 and 6 in increment, say 0.01, 
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0.05 or 0.1, in the range of (0,1) and choose the ones which minimizes the sum 
of square error of one-step forecasts. Note that, once the smoothing parame-
ters has been chosen, they will not be altered and used throughout the updating 
and forecasting procedures in the Holt-Winters method. The methodology of 
choosing the smoothing parameters is widely used in practice (see for examples: 
Winters, 1960; Newbold and Granger, 1974; Chatfield 1978; Chatfield and Yar, 
1988; Makridakis et al., 1982; Everette and McKenzie, 1985; Williams, 1987). By 
experience (Chatfield and Yar, 1988), the value of f3 is often less than 0.1 and 
may even be zero while the values of a and 6 often exceed 0.3 and may attain 





Methods of Constructing 
Simultaneous Prediction Intervals 
Let et{h) be /i-step-ahead forecast error. Then eJ^ ^ = (e^(!), • •., et{L)) follows 
a multivariate normal distribution with mean 0 and covariance matrix ^e,L-
Put 
Wt{h) = et{h)/y/Var{et{h)) 
for h = 1，•.., L and W;’^ = (W^(1), •..，Wt{L)). Then W[ ^ follows a multivari-
ate normal distribution with mean 0 and correlation matrix ^w,L-
The 100(1 — 7)% simultaneous prediction intervals of Xt+h {h = 1 , . . . , L) are 
lt ( /0±cVv^ar(et( / i ) ) (3.1) 
where c is solved by the following equation 
P[\Wt{h)\ < c, /?, = l , - . - , L ] = l — 7. (3.2) 
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It is noted that the value of c depends on 7 and the correlation matrix Yiw,L-
The overall joint confidence level for these simultaneous prediction intervals is 
1 — 7. For solving (3.2), it needs to compute a L-dimensional multivariate normal 
probability. Previous researchers (Ravishanker, Hochberg and Melnick, 1987; 
Glaz and Ravishanker, 1991; Ravishanker, Wu and Glaz, 1991) mainly focused on 
constructing approximate simultaneous prediction intervals on the grounds that 
no feasible algorithm was available to evaluate a high dimensional multivariate 
normal probability. But there is a change now after Genz (1992) introduced an 
algorithm to compute a high dimensional multivariate normal probability directly 
with a reasonable computing time. We refer the construction of simultaneous 
prediction intervals (3.1) with a direct evaluation of (3.2) as the 'exact' method 
throughout this thesis. 
In the following sections, we briefly review three major approximation proce-
dures and one 'exact' procedure to construct simultaneous prediction intervals. 
3.1 Three Approximation Procedures 
We introduce three approximation procedures for constructing conservative 
simultaneous prediction intervals of Xt+h {h = 1, • • •, L), in which the 100(1 — 7)% 
simultaneous prediction intervals are of the form 
Xt{h) 士 d^Var{et{h)) (3.3) 
where 
P[\Wt{h)\ < c', " = l , . . . , L ] 2 1 - 7 . (3.4) 
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Note that, d > c (Cheung, Wu and Chan, 1998) which implies the width ofthe 
conservative simultaneous prediction intervals are wider than the one obtained 
by the 'exact，simultaneous prediction intervals as in (3.1). 
3.1.1 Bonferroni-type Inequality 
Bonferroni inequality have been widely used to provide the upper and lower 
bounds for the probability of the union of a sequence of events Ai, •.., An'. 
E P r ( A ) - E Pr{Af]^j) < Pr ( u A^ <J2Pr{A,). 
i=l l<i<j<n \i=l / «=1 
For example, McDonald and Thompson (1967) used it to perform the multiple 
comparisons; Bhansali (1974) adopted a first order Bonferroni-type inequality to 
construct simultaneous prediction intervals for the AR{p) process; Ravishanker, 
Hochberg and Melnick (1987) utilized an improved second Bonferroni-type in-
equality (Hunter, 1976) to construct conservative simultaneous prediction inter-
vals for the general ARIMA(p, d, q) process. Hoppe (1985), Senta (1988), Recsei 
and Seneta (1987) and Worsley (1982) also did their research works based on the 
Bonferroni-type inequalities. 
Denote the event {\Wt{h)\ < c) by Eh, h = 1, • • • ’ L and let 
r^ = P(f^ ^^ O 
\i=n / 
for 1 < n < m < L. 
Based on the Bonferroni-type inequalities suggested by Hunter (1976) and 
Hoover (1990), Glaz and Ravishanker (1991) proposed to use the A>th order 
26 
(1 < k < L — 1) Bonferroni inequality 
L + l - f c L-k 
E ^ > E E i + H - Z E ! t t i = W c , k ) . (3.5) 
i=l i=l 
where E-^^ = 1. 
Fi(c, k) is called the A:-th order Bonferroni-type bound. There is no further as-
sumption on the distribution of Wt,L for the validity of the A:-th order Bonferroni 
inequality. However, Ravishanker, Wu and Glaz (1991) imposed a constraint, in 
which the events Eh, h = 1，•. •, L, are assumed to be naturally ordered. It means 
(m \ 
that P h Ei. is maximized for ij — ij-i = 1, 2 < j < m and 2 < m < L - 1. 
V^=i “ 
Put 
Fi(c,A:) = l - 7 (3.6) 
and let d be the solution of (3.6). Thus the conservative simultaneous prediction 
intervals (3.3) can be obtained. 
If the assumption of natural ordering is not satisfied, according to Ravis-
hanker, Wu and Glaz (1991), one can use the k-th. order improved Bonferroni-type 
inequality based on the approach introduced by Seneta (1988) that 
財 > £ ? — E ( ^ f — ^ ? ) = m c , k) (3.7) 
i=k+i 
where 




for 1 < j:+i,i < jl, < i - 1. 
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Fi*(c, k) is called the A:-th order improved Bonferroni-type bound. For A: + 1 < 
i < L, the events Ej*. is chosen to maximize Ef-E- for 1 < j*^^ ^ < j:,i < i-l-
Ravishanker, Wu and Glaz (1991) showed that 
F*{c,k)>Fi{c,k) 
for 2 < k < L — 1. 
For k = 1, the above procedure reduces to the one suggested by Bhansali 
(1974) and (3.5) is the first order Bonferroni-type inequality. For k = 2, the 
above procedure reduces to the one recommended by Ravishanker, Hochberg and 
Melnick (1987) and (3.5) becomes the improved second order Bonferroni-type 
inequality. 
3.1.2 Product-type Inequality 
The second method used to obtain the conservative simultaneous prediction 
intervals is based on the product-type inequality from Glaz and Johnson (1984). 
Firstly, we examine the positive dependence structures of the random variables 
Wt( l ) , . . . , Wt{L) which is an important condition for the validity of the product-
type inequality. 
Definition 3.1 (Karlin 1968) 
A nonnegative real-valued function of two variables, / ( s , t), is totally positive 
of order two, TP2, if 
f(s1,t1)f(s2, t2) - f {s1,h)f{s2, h ) > 0 
for all Si < 52 and ti < t2. 
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Definition 3.2 (Karlin and Rinott 1980a) 
A real-valued function of n variables, / ( s i , . . •, <Sn), is said to be multivariate 
totally positive of order two, MTP2, if for any pair of arguments, Si and Sj, the 
function f viewed as a function of Si and Sj while the rest of the arguments are 
kept fixed, is TP2. 
A sequence of random variables, 5i, •. •, Sn, is said to be MTP2 if its joint 
density is MTP2. 
A random vector is said to be absolute value MTP2 {AMTP2) if the density 
of the absolute value of its component is MTP2. 
Theorem 3.1 (Karlin and Rinott 1981) 
The vector Wt’L is AMTP2 if and only if there exists a diagonal matrix D 
with elements being equal to ±1 such that the off diagonal elements of -DRj;^|^D 
are nonnegative. 
Assume the events Eh, h = 1,. •., L, are naturally ordered. IfW,，!^ is AMTP2, 
then by Glaz and Johnson (1984, theorem 2.3), the k-th. order product-type 
inequality is 
^ f > E', n § ^ = F2{c,k) (3.10) 
i=k+l ^i-k+l 
for 1 < k < L — 1, where Eh and E^ are defined in the previous section, i^(c, k) 
is called the A>th order product-type bound. ‘ 
Put 
F2{c, A:) = l - 7 (3.11) 
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and let c" be the solution of (3.11). Then the 100(1 — 7)% conservative simulta-
neous prediction intervals based on the product-type inequality are given by 
; ^ , ( " ) i c " / l / t i r ( e # ) ) (3.12) 
for h = 1,. • •, L. 
When there is no natural ordering, we can make similar improvement as in 
the section 3.1.1. Ravishanker, Wu and Glaz (1991) proposed to use the A:-th 
order improved product-type inequality 
E^ > ^ f n ^ = F;{c,k) (3.13) 
i=k+l ^i 
where Ef and E^： are defined in (3.8) and (3.9). F*(c, k) is called the A:-th order 
improved product-type bound. 
For 2 < k < L — 1, Ravishanker, Wu and Glaz (1991) stated that 
F;{c,k)>F2{c,k). 
,-' 
Glaz and Ravishanker (1991) also pointed out that the A:-th order product-
» 
type bound is tighter than the k-th. order Bonferroni-type bound, that is, 
F 2 ( c ,A : )>F1(c ,A: ) . 
3.1.3 Chi-square-type Inequality 
By Johnson and Wichern (1992), for any L x 1 vector 1 • 0, we have 
尸 ( ? £ ； ^ 义 V — = l i (3.14) 
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where x i " is the upper 7 percentage point of the chi-square distribution with L 
degrees of freedom. If we choose 1' from {(1,0,0,-. •), (0,1,0,-. •), •. .，（0,.. -,0,1)}, 
the 100(1 — 7)% conservative confidence intervals of Xt+" {h = 1, • • •, L) are 
U h ) ± yJxl,Var{et{h)), (3.15) 
Hence, in this case we have c' = 0 ^ f ^ in (3.3). 
3.2 The “Exact，Procedure 
To construct exact simultaneous prediction intervals, we need to calculate 
E^ = P[\Wt{h)\<c, " = l^-,L]-
= J . . . j f(^Wti,u',WtL)dwti.''WtL (3.16) 
where f{wt^, •..，Wt^ ) the multivariate normal density function of Wt’ i . 
One can use the algorithm suggested by Schervish (1984) to compute the i' 
value c. However, it is computationally impractical because it takes extremely 
long computational time for L = 7 and infeasible for L > 8 (Glaz and Ravis-
hanker, 1991). The above difficulty can be solved by applying the transformation 
technique proposed by Genz (1992). 
By the algorithm in Genz (1992), one can find a c to construct the exact 
simultaneous prediction intervals by (3.2). The right sides of inequalities (3.5) 
and (3.10) requires to compute 2L — 2k + 1 multivariate normal distribution 
probabilities with dimensions up to the A:-th order while it only needs to calculate 
an !/-dimension integral of the multivariate normal distribution of the left hand 
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sides of these inequalities. So, as the dimension increases, it is more efficient to 
compute the L-dimension integral directly rather than to use the approximation 
methods for large L (Genz 1992). 
3.3 Summary 
There are two major drawbacks in using all the above three approximation 
procedures: 
1. the chi-square procedure is relatively inferior since the resulting intervals 
are too wide and too conservative; 
2. the Bonferroni and product type approximation procedures do not merely 
provide conservative simultaneous prediction intervals but are difficult to 
implement in practice, especially when the assumption of natural ordering is 
� not fulfilled where it just happens in the Holt-Winters forecasting procedure 
as the seasonal factor exists. 
The advantage of using the 'exact' method is not merely 'exact' but is easy-to-use 
and it is superior than the traditional Bonferroni and product type approximation 
procedures in terms of computational efficiency (Cheung, Wu and Chan, 1998). 
As a result, we will focus our attention in constructing simultaneous prediction 
intervals of the Holt-Winters forecasting procedure based on the 'exact' method. 
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Chapter 4 
An Illustrative Example 
In this chapter, we demonstrate how to construct simultaneous prediction inter-
vals of the Holt-Winters forecasting procedure by the 'exact' method introduced 
in chapter 3. 
First of all, we look at an example to show how to obtain point forecasts in 
the Holt-Winters forecasting procedure. 
o 
Table 4.1 gives monthly car sales in Quebec from January 1960 to December 
1968 (Abraham and Ledolter, 1983, p.420, series D) which are plotted in Figure 
4.1. From either the table or the graph, there are clearly a linear trend and yearly 
seasonal pattern. Moreover, the seasonal amplitude is fairly constant so that the 
use of the Holt-Winters method for forecasting might be appropriate. 
As in Newbold k Granger (1974), Chatfield (1978) and Yar k Chatfield 
(1990), the data set are divided into two parts: the first part (from January 
1960 to December 1967), called the fitting period (including the 'running-in' pe-
riod), is used to compute the smoothing parameters, the estimates of level, trend 
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and seasonal factors while the second part, called the forecast period, is used 
to evaluate the forecast performance (i.e. the forecasts are compared with the 
actual observations). Initial values are required to start the algorithm. There 
initial values can be computed by the OLS method which is introduced in sec-
tion 2.3.2 and thus two years 'running-in' period (defined in section 2.3.3) are 
employed. The smoothing parameters are found by minimizing the square error 
96 
of one-step-ahead forecasts, ^ e【，using grid search in the increment of 0.01. 
t=25 
Note that t 二 25 and t = 96 correspond to the time just after the 'running-in' 
period and the end of the fitting period respectively. The smoothing parameters 
a, P and 6 are found to be 0.22, 0.00 and 0.53 respectively. The seasonal factors 
are confined adding up to zero in all seasonal periods (Abraham and Ledolter, 
1983), that is, 
E ^jP+i = 0 (4.1) 
i=i 
、； for j = 0, •.., m — 1, where p is the number of observations per seasonal period 
and m is the number of seasonal period available in the fitting period (excluding 
the 'running-in' period observations). The normalization process occurs at the 




I^+i = 4+< - ^ ^ ^ (4-2) 
for i = 1, . . . ,p; j = 0, •.., m — 1, where Ijp_^ - is an unnormalized seasonal factor 
(Thomopoulos, 1980) which is computed by the recurrence equation (2.14). In 
this example, m and p are equal to 6 and 12 respectively. From (2.12), (2.13) and 
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(2.14), the recurrence equations are then 
Lt = 0.22{Xt - It-u) + 0.78(L,_i + T^_i) 
Tt = 0.00(Lt - Lt-i) + l.OOTt_i 
I't 二 0.53(X,-Lt) + 0.47/t_i2. 
In our example, the starting values of level, trend and seasonal factors are 
L24 = 9.82298 T24 = 0.05595 
/13 = -3.32114 /14 = -1.21959 
/15 = 1.60495 /i6 二 3.70700 
/i7 = 4.81805 Ii8 二 3.31160 
/i9 = -0.22985 /20 = -2.49330 
/21 = -3.33275 /22 = -0.93820 
/23 = 0.28734 /24 = -2.19411. 
0 The recurrence equations can then be applied in turn for t = 25, . . . , 96. 
In particular, 
L 2 5 = O . 2 2 ( X 2 5 - / 1 3 ) + O . 7 8 ( L 2 4 + T 2 4 ) 
=0.22(10.677 + 3.32114) + 0.78(9.82298 + 0.05595) = 10.78516 
T25 = O.OO(L25 - L24) + l . O O T 2 4 
=0.00(10.78516 - 9.82298) + (1.00)(0.05595) = 0.05595 
/ 2 5 = O . 5 3 ( X 2 5 - L 2 5 ) + 0 . 4 7 / 1 3 
=0.53(10.677 - 10.78516) + (0.47)(-3.32114) = -1.61826 
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^96 = 0.22(^96 - /84) + O.78(L95 + T95) 
=0.22(13.713 + 2.46730) + 0.78(17.19467 + 0.05595) = 17.01515 
T96 = O.OO(L96 - L95) + l.OO4T95 
=0.00(17.01515 - 17.19467) + (1.00)(0.05595) = 0.05595 
I9e = O.53(X96 - L96) + 0.47/84 
=0.53(13.713 - 17.01515) + (0.47)(-2.46730) = -2.90977. 
It is noted that the normalization process is done at the end of every seasonal 
period. By the recurrence equation (2.14), the value of seasonal factors in year 
1961 are: 
/^ 5 = -1.61826 / “ = -0.67164 
/^ 7 = 2.59975 lis = 4.33908 
/^ 9 = 6.43676 1^ 0 = 3.23292 
1^ = -0.52955 /^ 2 = -3.11504 
< - ' 
7^ 3 = -4.91136 /^ 4 = -0.74101 
I “ = 0.23466 I'sQ = -1.92412. 
The average of the unnormalized seasonal factors in 1961 is 0.2776825. The 
normalized seasonal factors in 1961 are then obtained by equation (4.2). The 
results are listed in Table 4.2. 
In particular, 
/25 = -1.61826 - 0.2776825 
= - 1 . 8 9 5 9 4 
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IsQ = -1.92412 -0.2776825 
= — 2 . 2 0 1 8 0 . 
Now, the sum of the seasonal factors in 1961 is zero. The normalized seasonal 
factors in 1961 are then used to update the levels, trends and seasonal factors 
in 1962 by the recurrence equation (2.14). Again, the seasonal factors should be 
normalized at the end of year 1962. Normalization carries out incessantly until 
the end of year 1967. The whole set of parameter estimates are displayed in Table 
4.2. 
Using equation (2.15), the point forecasts for year 1968 are 
义96(1)=丄96 + ^96 + ^ 85 
=17.01515 + 0.05595 + (-4.18547) = 12.886 
、二 ^96 (12) = L96 + 12T96 + /96 
=17.01515 + 12(0.05595) + (-2.71479) = 14.972. 
The /z,-step-ahead point forecasts at t = 96 are summarized in Table 4.2 (column 
A 
Xt{h)) and plotted in Figure 4.1. 
From Figure 4.1, we can observe that the point forecasts (labeled as Forecastl) 
are close to the actual observations. Therefore the Holt-Winters forecasting pro-
cedure is appropriate for the forecast of the monthly car sales in Quebec. 
Recall that et{h) are the /i-step-ahead forecast error, (et(l), • • •, et{L))' follows 
a multivariate normal distribution with mean 0 and covariance matrix X)g,L and 
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Wt^ L are the standardized forecast errors follows a multivariate normal distribu-
tion with mean 0 and correlation matrix Kw,L- In order to construct simultaneous 
prediction intervals based on the Holt-Winters forecasting procedure, we need to 
solve equation (3.2) for the value c which depends on the unknown correlation 
matrix R^ y，!^  and the given 7 . Here, we introduce two methods to acquire the 
estimate Hw,L of the correlation matrix R^,L. 
(i) Yar and Chatfield Approach 
For Holt-Winters method, no matter what the 'true' underlying model is, 
it can be shown that (Yar and Chatfield, 1990) 
h-i 




1, i = 0 
^i = a + iap, i 丰 0 (mod p) 
、_~ 
OL + iap + 6(1 — a), i = p, 2jp, 3p,. •.. 
\ 
Let cTg = Var(et(l)) = Var(et+i) denotes the variance of the one-step-ahead 
forecast error. Suppose that the one-step-ahead forecast errors are uncor-
related and have equal variance (i.e. the Holt-Winters method is optimal), 
then 
-j^__ 1 -
Var{e,[h)) = ^A o\ (4.4) 
. i = 0 . 
for h = 1 , . . . ,p. (For the proof, see appendix 1.) 
After simplification, 
YA = l + ("_l)a2 1 + hp + ^h{2h - l)f3^ +s{^(l-a)2 
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observations and L is the length of forecast period. Also, the seasonal 
factors are restricted adding to zero by normalization at the end of 
every seasonal period. Then sets of L forecasts are made from the 
origin N^ and {T-L), both inclusive, producing M = {T-No-L + l) 
sets of L forecasts Xt[h), h = 1,. • •, L. Let et{h) be the corresponding 
sets of forecast errors. 
(c) The elements given by correlation matrix ^w,L is estimated by its 
empirical correlation matrix ^w,L with 
M _ _ 
一 E{et(J')-ei){et{j)-ej) 
C^r(^(i),^(j)) = t=i 
、E(St(i ) -e ,y E(St(j)-e,r \ t=i t=i 




E 4 « - t=i 
. e< = - W -
for iJ = 1 , - " , ^ -
Note that, the estimated variance of the forecast error is given by 
1 M 
& ( 4 W ) = i g ( 4 W - W 2 (4.9) 
for h = 1, •. •, L. 
Note: For convenience, we denote "Yar and Chatfield approach" and "Empirical 
approach" by 'TC" and “EM” respectively. 
After obtaining the estimate of the correlation matrix Kw,L by one of the 




where s is the integral part of [h/p]. (For the proof, see appendix 2.) 
The elements of the covariance matrix T>e,L of the forecast errors are given 
by 
产-1 \ 
I^ e,L = Cov(et{i),et{j)) = [j2vivj-i+i (T^ (4.6) 
Vz=o / 
for i, j = l , - . . , p , j > i. 
Consequently, the elements of the correlation matrix Kw,L are given by 
Corr^em = ) 。 。 偏 ’ 碰 (4.7) 
�八),糊 ^Var{e,{z))Var{e,U)) 
for 2, j = l,...,p. 
Although this approach seems to give exact FW’/^ , it is possible only when 
the model is optimal. To obtain Kw,L^ we simply replace all Vi by their 
estimates. 
(ii) Empirical Approach 
Referring to Ravishanker, Wu and Glaz (1991), the estimate of the corre-
lation matrix Hw,L is computed through the following steps: 
(a) Set up the initial value of level, trend and seasonal factors by one of 
the methods introduced in section 2.3.2. 
(b) By the starting values, the level, trend and seasonal factors are updated 
between No + 1 and (T — L), both inclusive, where iVo is the number 
of observation in the 'running-in' period, T is the total number of 
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be computed by using the 'exact' method mentioned in chapter 3. Consequently, 
the 100(1 — 7)% simultaneous prediction intervals of Xt+h [h = 1, •.., L) are 
; e “ " ) ± c v ^ 7 ^ r _ ) . (4.10) 
As an illustration, data in Table 4.1 are used to construct simultaneous pre-
diction intervals by the YC and EM with the OLS method. The smoothing 
parameters {a, |3, (5} and the length of forecast period L are set to {0.22, 0.00, 
0.53} and 12 respectively. With monthly data, L = 12 which means forecasting 
values simultaneously for all months in the coming one year. In order to acquire 
the value c, we use Genz's (1992) algorithm and the secant method to solve equa-
tion (3.2) by giving 7 and ^w,L- The program terminates if the difference of 
the resulting solution between successive iterates of secant method was less than 
0.001. For both approaches of calculating the correlation matrix Kw,L, we try 
different A^ to find the starting values for level, trend and seasonal factors by 
.一 
the OLS method while the remaining observations are utilized to perform the 
updating in the fitting period and forecast evaluation in the forecast period. It 
is noted that a new set of smoothing parameters is found when N^ is changed. 
There is no specific rule in choosing N^ but in order to get the ordinary least 
squares estimates, N�should be at least p + 1. If the joint confidence level is 
fixed, the value c depends on the correlation matrix Hw,L in which R^ w,L depends 
on No. Some values of c are summarized in Table 4.3 at different joint confidence 
level 7 and No based on the YC and EM. 
Suppose that we want to construct 95% simultaneous prediction intervals for 
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one year ahead by YC or EM using No = 24. The value of c for both approaches 
is equal to 2.83. For YC^ a^ is estimated by the sample variance of one-step-ahead 
forecast errors in the fitting period, excluding the observations in the 'running-in' 
period (Montgomery and Johnson, 1976, chapter 7), that is, 
1 96 
^ = • E ( 4 « — gi)2 
‘丄 t=25 
where ei is the average of the one-step-ahead forecast errors. We find that a^ 
equals to 2.93602. By equation (4.5), 
j^^i = 1 + (3)(0.22)2 + [1 + (4)(o.oo) + 去⑷⑴⑴ .。。”] = 1 . 1 4 5 2 
i=0 “ 
The 95% simultaneous prediction intervals of X96+/1, h = 1, • • •, 12 are given by 
Xgeih) 士 2M^/V^r{et{h)) 
A 
In particular, for h = 4, from Table 4.2, the point forecast, Xge(4), is 22.046. 
Then the 95% prediction interval of 义励 is 
22.046 ± 2.83(Vri4^)(V2.93602) 
<^ (16.857, 27.236) 
For EM, by equation (4.9), 
V^r{et{A)) = 3.80100. 
Thus, for h = 4, the corresponding prediction interval is 
22.046 士 2.83(V3.80100) 
<^ (16.529, 27.563) 
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Table 4.4 gives the 95% simultaneous prediction intervals for one year ahead by 
using the YC and EM. For this particular series, we can see that all the twelve 
observations are within the simultaneous prediction intervals for both the YC 
and EM. 
Now, we try another approach to construct the simultaneous prediction inter-
vals. Apart from using the OLS method, we apply the GN method introduced 
in section 2.3.2 to acquire the starting values for the level, trend and seasonal 
factors. According to the GN method, one year 'running-in' period is employed, 
that is iVo = 12. The smoothing parameters can then be obtained by minimizing 
the square error of one-step-ahead forecasts, using grid search in the increment 
0.01. The smoothing parameters a, 0 and 6 are 0.20, 0.02 and 0.50 respectively. 
Normalization of the seasonal factors is carried out at the end of every seasonal 
period by using equation (4.2). The starting values and the estimates of level, 
trend and seasonal factors are displayed in Table 4.5. Besides, the point forecasts 
are summarized in Table 4.5 and plotted in Figure 4.1. As seen from Figure 4.1, 
the point forecasts (labeled as Forecast2) are very near to the actual observations 
and we can conclude that it is suitable to apply the Holt-Winters forecasting pro-
cedure for the forecast of the monthly car sales in Quebec. We thereafter utilize 
the YC and EM to get Rv^ ,L and find the value c which are tabulated in Table 
4.6 for various joint confidence level 7 by the ‘exact’ method. By equation (4.10), 
we can then construct the 95% simultaneous prediction intervals for the YC and 
EM which are tabulated in Table 4.7. We can again notice from Table 4.7 that 
all the twelve observations are all within the simultaneous prediction intervals for 
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both approaches. 
For convenience, we denote the smoothing parameters sets ({a, ^, (5}) {0.22, 
0.00, 0.53} and {0.20, 0.02, 0.50} by S1 and 52 respectively. 
Figure 4.2 and 4.3 show the 95% simultaneous prediction intervals constructed 
by the YC and EM accompanying with the twelve observations (year 1968) 
based on the smoothing parameters set Sl and S2 respectively. Figure 4.4 and 
4.5 display the 95% simultaneous prediction intervals by utilizing the smoothing 
parameters set Sl and 52 based on the YC and EM respectively. We first define 
the labels in the graphs: YC and EM represent 'Yar & Chatfield approach' 
and 'Empirical approach' respectively; low and up indicate lower bound and 
upper bound respectively of the prediction interval; 1 and 2 signify the smoothing 
parameters set Sl and S2 respectively. 
As observed from Figure 4.2 and 4.3, we notice that neither the YC nor 
the EM dominate in width for this series, that is, not all 95% simultaneous 
prediction intervals are all narrower in one approach than the other. In Tables 
4.4 and 4.7, there is a column called 'increase in width (in %)' which is defined 
as the percentage increase in width of the simultaneous prediction interval of the 
^-step-ahead forecast, h = 1, •.., 12, in using the YC instead of the EM. In 
particular, take five-step-ahead forecast as an example. The percentage increase 
in width is computed as 
^ 1 ^ ) 蘭 = - 蘭 . 
The negative sign means that the width of the simultaneous prediction intervals 
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for the YC is narrower than the EM while the positive sign means the opposite. 
In Table 4.4, the EM performs better than the YC for the larger horizon forecasts, 
L > 6. Although the YC makes an improvement in the short range forecasts 
(L < 6), that is, width of the simultaneous prediction intervals are narrower, 
the improvement by using the EM in the long ahead forecasts (L > 6) is more 
significant. In Table 4.7, the YC performs better than the EM until the lead time 
is 8. The greatest percentage change in absolute value occurs in the lead time 12 
and it indicates that the EM do better in the long ahead forecasts {L > 8). 
If we use the VC, the 95% simultaneous prediction intervals based on the 
smoothing parameters set S2 is narrower, as seen from Figure 4.4, whereas the 
starting values are found by the GN method. Referring to Figure 4.5, none of 
the smoothing parameters set in utilizing the EM performs better than the other 
since the width of the 95% simultaneous prediction intervals based on the smooth-
ing parameters set S1 are not all narrower than the corresponding simultaneous 
prediction intervals based on the smoothing parameters set S2. The percentage 
increase in width by utilizing the smoothing parameters S1 instead of S2 are as 
follows: 
lead time percentage increase 
1 8.050% 














In particular, with lead time = 2, from Table 4.4 and 4.7, the percentage increase 
in width is given by 
( l _ - _ ) 100% = 6.040%. 
V 9.520 y 
For lead times L < 5, the width of the simultaneous prediction intervals for 
the smoothing parameters S2 is narrower than S1. However, the smoothing 
parameters set 51 performs better in the larger range forecasts which the greatest 
two percentage change in absolute value occurs. So, on average, the smoothing 
parameters set 51 is better than S2 in using the EM. 
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Table 4.1 Monthly car sales in Quebec (1000s). 
—1960 1961 1962 1963 1964 1965 1966 1967 1968 “ 
6 .550~~7^~~10 .677 10.862 12.267 12.181 12.674 12.225 13.210 
8.728 9.374 10.947 10.965 12.470 12.965 12.760 11.608 14.251 
12.026 11.837 15.200 14.405 18.944 19.990 20.249 20.985 20.139 
14.395 13.784 17.010 20.379 21.259 23.125 22.135 19.692 21.725 
14.587 15.926 20.900 20.128 22.015 23.541 20.677 24.081 26.099 
13.791 13.821 16.205 17.816 18.581 21.247 19.933 22.114 21.084 
9.498 11.143 12.143 12.268 15.175 15.189 15.388 14.220 18.024 
8.251 7.975 8.997 8.642 10.306 14.767 15.113 13.434 16.722 
7.049 7.610 5.568 7.962 10.792 10.895 13.401 13.598 14.385 
9.545 10.015 11.474 13.932 14.752 17.130 16.135 17.187 21.342 
9.364 12.759 12.256 15.936 13.754 17.697 17.562 16.119 17.180 
8.456 8.816 10.583 12.628 11.738 16.611 14.720 13.713 14.577 
Table 4.2 Result of the estimates and point forecasts. 
{a = 0.22, f3 = 0.00, 6 = 0.53) 













13 7.237 -3.32114 
14 9.374 -1.21959 
15 11.837 1.60495 
16 13.784 3.70700 , 
17 15.926 4.81805 
18 13.821 3.31160 
19 11.143 -0.22985 
20 7.975 -2.49330 
21 7.610 -3.33275 
22 10.015 -0.93820 
47 
t Xt U ^ It Xt{h) 
^ l 2 ? ^ 0.28734 
24 8.816 9.82298 0.05595 -2.19411 
25 10.677 10.78516 0.05595 -1.89594 
26 10.947 11.13271 0.05595 -0.94932 
27 15.200 11.71807 0.05595 2.32207 
28 17.010 12.11039 0.05595 4.06140 
29 20.900 13.02778 0.05595 6.15908 
30 16.205 13.04185 0.05595 2.95523 
31 12.143 12.93831 0.05595 -0.80723 
32 8.997 12.66339 0.05595 -3.39272 
33 5.568 11.87925 0.05595 -5.18904 
34 11.474 12.04014 0.05595 -1.01869 
35 12.256 12.06806 0.05595 -0.04302 
36 10.583 12.26769 0.05595 -2.20180 
37 10.862 12.41919 0.05595 -1.95341 
38 10.965 12.35176 0.05595 -1.41817 
39 14.405 12.33626 0.05595 1.95079 
40 20.379 13.25579 0.05595 5.44714 
41 20.128 13.45632 0.05595 6.19374 
42 17.816 13.80894 0.05595 3.27569 
43 12.268 13.69116 0.05595 -1.37069 
44 8.642 13.37039 0.05595 -4.33764 
45 7.962 13.36577 0.05595 -5.53986 
46 13.932 13.75809 0.05595 -0.62363 
47 15.936 14.29034 0.05595 0.61497 
48 12.628 14.45266 0.05595 -2.23893 
49 12.267 14.44521 0.05595 -2.04706 
50 12.470 14.36630 0.05595 -1.64609 
51 18.944 14.98786 0.05595 3.03912 
52 21.259 15.21278 0.05595 5.79014 
53 22.015 15.39029 0.05595 6.44765 
54 18.581 15.41523 0.05595 3.24292 
55 15.175 15.70757 0.05595 -0.90100 
56 10.306 15.51715 0.05595 -4.77511 
57 10.792 15.74003 0.05595 -5.20070 
58 14.752 15.70350 0.05595 -0.77191 
59 13.754 15.18296 0.05595 -0.44282 
60 11.738 14.96127 0.05595 -2.73514 • 
61 12.181 14.84361 0.05595 -2.73633 
62 12.965 14.83609 0.05595 -2.12837 
63 19.990 15.34499 0.05595 3.52721 
64 23.125 15.82640 0.05595 6.22660 
65 23.541 16.14877 0.05595 6.58525 
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t Xt ^ ^ It Xt{h) 
66 2L247 16.60058 0.05595 3.62374 
67 15.189 16.53189 0.05595 -1.49823 
68 14.767 17.23778 0.05595 -3.91685 
69 10.895 17.03016 0.05595 -6.05900 
70 17.130 17.26559 0.05595 -0.79769 
71 17.697 17.50156 0.05595 -0.46757 
72 16.611 17.95101 0.05595 -2.35875 
73 12.674 17.43570 0.05595 -3.64794 
74 12.760 16.91893 0.05595 -3.04273 
75 20.249 16.91920 0.05595 3.58442 
76 22.135 16.74046 0.05595 5.94744 
77 20.677 16.20139 0.05595 5.62898 
78 19.933 16.26876 0.05595 3.80704 
79 15.388 16.44824 0.05595 -1.10426 
80 15.113 17.05984 0.05595 -2.71091 
81 13.401 17.63151 0.05595 -4.92806 
82 16.135 17.52141 0.05595 -0.94788 
83 17.562 17.67685 0.05595 -0.11879 
84 14.720 17.58891 0.05595 -2.46730 
85 12.225 17.25504 0.05595 -4.18547 
86 11.608 16.72573 0.05595 -3.94750 
87 20.985 16.91784 0.05595 4.03525 
88 19.692 16.26336 0.05595 4.80746 
89 24.081 16.78851 0.05595 6.70562 
90 22.114 17.16621 0.05595 4.60662 
91 14.220 16.80462 0.05595 -1.69387 
92 13.434 16.70312 0.05595 -2.81178 
93 13.598 17.14781 0.05595 -4.00261 
94 17.187 17.40861 0.05595 -0.36797 
95 16.119 17.19467 0.05595 -0.43096 
96 13.713 17.01515 0.05595 -2.71479 
97 13.210 12.886 
98 14.251 13.180 
99 20.139 21.218 
100 21.725 22.046 
101 26.099 24.001 
102 21.084 21.957 
103 18.024 . 15.713 
104 16.722 14.651 
105 14.385 13.516 
106 21.342 17.207 
107 17.180 17.200 
108 14.577 14.972 
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Table 4.3 Result of critical values c evaluated by the ‘exact，procedure. 
Tvdethod 7 level 0.99 0.95 0.90 0.85 0.80 0.75 0.70 
“ Np = 24 T 3 2 2.83 2.58 2.42 2.30 2.20 2.11 
~?vr= 36 3.28 2.76 2.50 2.33 2.20 2.09 1.99 
YC Np = 48 T.23 2.70 2.43 2.25 2.11 2.00 1.9"5~~ 
" / V o ^ W 3.22 2.68 2.40 2.23 2.09 1.98 1.87 
Np = 72 "^21 2.68 2.41 2.23 2.09 1.98 1.88 
Np = 24 3.33 2.83 2.58 2.42 2.30 2.20 2.11 
"jVp = 36 3.31 2.80 2.54 2.38 2.25 2.14 2 .05— 
EM Np = 48 3.28 2.77 2.52 2.35 2.22 2.11 2.02 
"jVo^6Q 3.26 2.72 2.45 2.27 2.13 2.02 1.92— 
Np = 72 3.23 2.66 2.38 2.19 2.06 1.94 1.83 
Table 4.4 95% simultaneous prediction intervals for car sales data, 
(a = 0.22, f3 = 0.00, 8 = 0.53; 'exact' method) 
Actual YC EM Interval Width Increase in 
Observation Lower Upper Lower Upper YC EM width (in %) 
H ^ S ! 0 ^ ~ ~ l 7 ^ ~ ~ O M ~ ~ r f ^ ~ ~ 9 . 6 9 9 9.463 2.494% 
14.251 8.214 18.145 8.132 18.227 9.931 10.095 -1.625% 
20.139 16.140 26.297 15.909 26.527 10.157 10.618 -4.342% 
21.725 16.857 27.236 16.529 27.563 10.379 11.034 -5.936% 
26.099 18.703 29.298 18.488 29.513 10.595 11.025 -3.900% 
21.084 16.553 27.362 16.881 27.034 10.809 10.153 6.461% 
18.024 10.204 21.221 10.615 20.810 11.017 10.195 8.063% 
16.722 9.040 20.262 9.720 19.582 11.222 9.862 13.790% 
14.385 7.805 19.227 8.770 18.262 11.422 9.492 20.333% 
21.342 11.397 23.017 12.553 21.860 11.620 9.307 24.852% 
17.180 11.292 23.107 12.591 21.809 11.815 9.218 28.173% 
14.577 8.314 21.630 10.123 19.821 13.316 9.698 37.307% 
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Table 4.5 Result of the estimates and point forecasts, 
(a = 0.20, p = 0.02, 6 = 0.50) 
t Xt ^ 5 It Xt{h) 
一 i 6.550 -3.63667 
2 8.728 -1.45867 
3 12.026 1.83933 
4 14.395 4.20833 
5 14.587 4.40033 
6 13.791 3.60433 
7 9.498 -0.68867 
8 8.251 -1.93567 
9 7.049 -3.13767 
10 9.545 -0.64167 
11 9.364 -0.82267 
12 8.456 10.18667 0.00000 -1.73067 
13 7.237 10.32407 0.00275 -3.50157 
14 9.374 10.42798 0.00477 -1.39603 
15 11.837 10.34574 0.00303 1.52559 
16 13.784 10.19415 -0.00006 3.75938 
17 15.926 10.46040 0.00526 4.79326 
18 13.821 10.41587 0.00427 3.36502 
19 11.143 10.70244 0.00992 -0.26376 
20 7.975 10.55202 0.00671 -2.39605 
21 7.610 10.59652 0.00746 -3.20180 
22 10.015 10.61452 0.00767 -0.76030 
23 12.759 11.21409 0.01951 0.22141 
24 8.816 11.09621 0.01676 -2.14515 
25 10.677 11.72610 0.02903 -2.39248 
26 10.947 11.87271 0.03138 -1.27802 
27 15.200 12.25815 0.03846 2.11657 
28 17.010 12.48741 0.04228 4.02384 
29 20.900 13.24510 0.05658 6.10693 
30 16.205 13.20934 0.05474 3.06320 
31 12.143 13.09262 0.05131 -0.72384 
32 8.997 12.79375 0.04430 -3.21355 
33 5.568 12.02441 0.02803 -4.94625 
34 11.474 12.08881 0.02876 -0.80470 
35 12.256 12.10097 0.02843 0.07108 
36 10.583 12.24915 0.03082 -2.02279 
37 10.862 12.47487 0.03472 -2.24740 
38 10.965 12.45628 0.03365 -1.62937 
39 14.405 12.44963 0.03285 1.79124 
40 20.379 13.25702 0.04834 5.32819 
51 
t Xt ^ ^ It Xt{h) 
41 20l28 13.44850 0.05120 6.14849 
42 17.816 13.75032 0.05621 3.31971 
43 12.268 13.64360 0.05296 -1.29444 
44 8.642 13.32835 0.04559 -4.19467 
45 7.962 13.28080 0.04373 -5.37725 
46 13.932 13.60697 0.04938 -0.48456 
47 15.936 14.09806 0.05821 0.70978 
48 12.628 14.25518 0.06019 -2.06971 
49 12.267 14.35517 0.06099 -2.14780 
50 12.470 14.35280 0.05972 -1.73610 
51 18.944 14.96057 0.07068 2.90733 
52 21.259 15.21116 0.07428 5.70800 
53 22.015 15.40165 0.07660 6.40091 
54 18.581 15.43486 0.07573 3.25291 
55 15.175 15.70237 0.07957 -0.89091 
56 10.306 15.52568 0.07444 -4.68719 
57 10.792 15.71395 0.07672 -5.12961 
58 14.752 15.67985 0.07450 -0.68622 
59 13.754 15.21233 0.06366 -0.35428 
60 11.738 14.98234 0.05779 -2.63703 
61 12.181 14.89786 0.05495 -2.77166 
62 12.965 14.90247 0.05394 -2.17611 
63 19.990 15.38166 0.06244 3.41851 
64 23.125 15.83868 0.07034 6.15783 
65 23.541 16.15523 0.07526 6.55401 
66 21.247 16.58321 0.08231 3.61903 
67 15.189 16.54840 0.07997 -1.46448 
68 14.767 17.19354 0.09128 -3.89619 
69 10.895 17.03277 0.08623 -5.97302 
70 17.130 17.25845 0.08902 -0.74666 
71 17.697 17.48824 0.09184 -0.41209 
72 16.611 17.91367 0.09851 -2.30918 
73 12.674 17.49887 0.08824 -3.59888 
74 12.760 17.05692 0.07764 -3.03713 
75 20.249 17.07374 0.07642 3.49627 
76 22.135 16.91557 0.07173 5.88802 
77 20.677 16.41444 0.06027 5.60767 
78 19.933 16.44256 0.05963 3.75412 • 
79 15.388 16.57225 0.06103 -1.12498 
80 15.113 17.10847 0.07054 -2.74644 
52 
t Xt ^ ^ It Mh)' 
^i l 3 l o I 17.61801 0.07932 -4.89563 
82 16.135 17.53419 0.07605 -0.87354 
83 17.562 17.68301 0.07751 -0.06716 
84 14.720 17.61425 0.07458 -2.40233 
85 12.225 17.31585 0.06712 -4.13224 
86 11.608 16.83540 0.05617 -3.91964 
87 20.985 17.01101 0.05856 3.94775 
88 19.692 16.41645 0.04550 4.79441 
89 24.081 16.86423 0.05354 6.62485 
90 22.114 17.20619 0.05931 4.54358 
91 14.220 16.88140 0.05163 -1.68057 
92 13.434 16.78251 0.04862 -2.83486 
93 13.598 17.16363 0.05527 -4.01801 
94 17.187 17.38723 0.05864 -0.32426 
95 16.119 17.19393 0.05360 -0.35842 
96 13.713 17.02109 0.04907 -2.64259 
97 13.210 12.938 
98 14.251 13.200 
99 20.139 21.116 
100 21.725 22.012 
101 26.099 23.891 
102 21.084 21.859 
103 18.024 15.684 
104 16.722 14.579 
105 14.385 13.445 
106 21.342 17.188 
107 17.180 17.202 
108 14.577 14.967 
Table 4.6 Result of critical values c evaluated by the ‘exact，procedure. 
{a = 0.20, p = 0.02, S = 0.50; No = 12) 
“7 level 0.99 0.95 0.90 0.85 0.80 0.75 0.70 
—YC T 3 3 " 2.83 2.58 2.42 2.30 2.20 2.11 
EM 3.33 2.82 2.57 2.41 2.28 2.18 2.09 — , 
53 
Table 4.7 95% simultaneous prediction intervals for car sales data. 
{a = 0.20, p = 0.02, 6 = 0.50; ‘exact’ method) 
Actual YC EM Interval width Increase in 
Observation Lower Upper Lower Upper YC EM width (in %) 
l 3 i ^ KM~~vfl75"~8：^~~TTm~~9^~~"8.758 3.608% 
14.251 8.569 17.830 8.440 17.960 9.261 9.520 -2.721% 
20.139 16.391 25.841 16.082 26.150 9.450 10.068 -6.138% 
21.725 17.189 26.834 16.712 27.312 9.645 10.600 -9.009% 
26.099 18.970 28.812 18.503 29.280 9.842 10.777 -8.676% 
21.084 16.838 26.880 16.531 27.187 10.042 10.656 -5.762% 
18.024 10.561 20.807 10.196 21.172 10.246 10.976 -6.651% 
16.722 9.353 1 9 . 8 0 5 9.210 1 9 . 9 4 8 10.452 1 0 . 7 3 8 - 2 . 6 6 3 % 
1 4 . 3 8 5 8 . 1 1 3 18.776 8.186 1 8 . 7 0 3 1 0 . 6 6 3 1 0 . 5 1 7 1 . 3 8 8 % 
2 1 . 3 4 2 1 1 . 7 5 0 2 2 . 6 2 5 1 1 . 9 7 0 2 2 . 4 0 5 10.875 1 0 . 4 3 5 4 . 2 1 7 % 
17.180 1 1 . 6 5 7 2 2 . 7 4 8 1 1 . 9 7 9 2 2 . 4 2 6 1 1 . 0 9 1 1 0 . 4 4 7 6 . 1 6 4 % 




















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































In this chapter, we will try to evaluate the performance of the Holt-Winters 
forecasting procedure in different models (including its optimal and non-optimal 
models). Moreover, the Holt-Winters method will also be compared with the 
Box-Jenkins method for the MA(1) model and the AR(1) model. 
5.1 Holt-Winters Forecasting Procedure for 
Optimal Model 
Apart from the example demonstrated in Chapter 4, a simulation study is done 
to compare the performance of the YC and EM using the ‘exact’ method for the 
Holt-Winters forecasting procedure when the time-series data are generated by 
the SARIMA{0, l , p + l ) x (0,1,0)^ in which the forecasting procedure is optimal. 
The steps are outlined as follows: 
1. A time-series of 140 observations X^ are generated from the SARIMA{0, l , p+ 
60 
1) X (0,1,0)p model which Holt-Winters is optimal. Yar and Chatfield (1990) 
showed that the model can be written as 
/p+i \ 
X; = X;—1+X;—�X;—+ E ^ ^ ^ ' et 
V=o / 
where B is the backward shift operator. 
Wo = 1 
Wi = - l + a^ap 
Wp = - l + ajS + S(l-a) 
I^p+i = (l-a)(l-S) 
Wj = aP for j = 2 , 3 , - - - , p - l 
义 = 0 f o r j = 0 , _ l , . . . , i 
where e '^s are the forecast errors assumed to be uncorrelated and normally 
distributed with mean 0 and finite variance cr^ . a, f3 and 6 are the smoothing 
parameters of the Holt-Winters forecasting procedure chosen arbitrarily. 
Here we let p = 4, aj = 1 and {a, /3,6} equal to {0.7, 0.0, 0.4} or {0.4, 0.1, 
0.3}. 
2. Discard the first 100 observations X[ in order to avoid initial transients 
(Ledolter and Abraham, 1981) and let Xt, t = l , . . . , 4 0 be the last 40 
observations. The first 36 of the remaining observations are assigned to 
the fitting period while the last 4 observations are assigned to the forecast 
period which are used to evaluate the performance of forecasts. 
61 
3. For the data in the fitting period, we re-estimate the smoothing parameters 
set {a,/9, ^} by minimizing the sum of square of one-step-ahead forecast 
errors using grid search in the range (0,1) for each parameter which will 
be used in the smoothing. The initial values of level, trend and seasonal 
factors are found by the OLS method (set N�= 8) or the GN method (set 
No = 4) which are introduced in section 2.3.2. 
4. Update the level, trend and seasonal factors by equation (2.12), (2.13) and 
(2.14) respectively. Normalize the seasonal factors at the end of every sea-
sonal period by equation (4.2) so that they sum up to zero. 
5. The elements of the correlation matrix Kw,L are obtained by using the YC 
and EM. Applying the 'exact，method introduced in chapter 3, the values of 
c at significance level 7 = 0.05 for both approaches are obtained. Compute 
the sample variance of one-step-ahead forecast error, a^ (Montgomery and 
Johnson, 1976, equation 7-7). 
/S 
6. Calculate the point forecasts, XsQ{h), by equation (2.15) for h = 1，•. •, 4. 
Then the simultaneous prediction intervals of XsQ+h {h = l , - - - , 4 ) are 
computed by equation (4.10). The width of the /i-step-ahead forecast is 
calculated as 
2cyJV^r(et{h)) ‘ 
for h = 1, •.., 4 where Var{et{h)) is calculated by (4.4) with all Vi replaced 
by their estimates and (4.9) for the YC and EM respectively. 
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7. Repeat 1000 times from step 1 to 6. 
8. Count separately how many times the four observations (X37, • • •, X40) in 
the forecast period are all within the 95% simultaneous prediction intervals 
based on the YC and EM. Divide the count by 1000 and obtain the 
coverage probability for the YC and EM. 
9. Sum the 1000 widths of "-step-ahead forecast and divide the total by 1000 
to obtain the average width for the /i-step-ahead forecast for h = 1, • • •, 4. 
We arbitrarily choose a, f3 and 8 as {0.7, 0.0, 0.4} and {0.4, 0.1, 0.3}. (Chat-
field and Yar, 1988, said that, by their experience, the values of a and 6 often 
exceed 0.3 while the value of P is often less than 0.1 or may even be zero). First 
of all, we demonstrate how to select the grid search increment. We try the grid 
search increment 0.01, 0.05 and 0.1. The results are displayed in Tables 5.1-5.4. 
The values of the smoothing parameters and the grid search increment are shown 
in column 1 and column 2 respectively in the tables. In column 3, the 1, 2, 3, 
4-step-ahead forecast same for t=37, 38 ,39 and 40 respectively in the forecast 
period. The average width and the coverage probability in column 3 and column 
4 are defined previously. Column 5 is the percentage increase in average width 
which compare how much increase when using the grid search increment 0.05 
and 0.1 instead of 0.01. The last column in the tables record the CPU running 




For example, in Table 5.1, we use the YC and OLS method with N�= 8. 
We can observe that the computational times for the increment 0.01 is far more 
longer than the increment 0.05 and 0.1 for both sets of smoothing parameter. 
Instead of using the increment 0.01, the increase in average width for both sets 
of smoothing parameters by utilizing the increment 0.05 and 0.1 is very small. 
For instance, from Table 5.1 of the smoothing parameter set {0.7, 0.0, 0.4}, the 
average width of one-step-ahead forecast for the increment 0.01, 0.05 and 0.1 
are 5.942, 5.947 and 5.951 respectively. Then the percentage increase in average 
width is calculated as 
r = . 9 4 2 ) 1 0 0 % = 0 . 0 8 4 % 
V 5.942 ) 
and 
( 5 , : f 4 2 ) 1 0 0 % _ l % . 
V 5.942 / 
The other entries in the column 'percentage increase in width' in Table 5.1 are 
computed in a similar way. More than that, the coverage probability of the 
increment 0.01, 0.05 and 0.1 are nearly the same for both sets of smoothing 
parameters. 
For Table 5.2, 5.3 and 5.4, we apply the YC and the GN method with No = 4, 
the EM and the OLS method with N^ = 8 and the EM and the GN method 
with 7Vo = 4 respectively. The results of Table 5.2-5.4 have a similar argument 
with the result in Table 5.1, that is, there is a slightly increase in the average 
width by using the grid search increment 0.05 and 0.1 instead of using 0.1. To 
conclude, in the sense of computational efficiency and accuracy, we use the grid 
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search increment 0.05 in the remaining simulation study. 
We then compare the performance of the YC and EM by using three more 
smoothing parameters sets {0.6, 0.1, 0.8}, {0.3, 0.05, 0.7} and {0.5, 0.0, 0.9}, that 
is, there are totally five sets of smoothing parameters. The results are shown in 
Table 5.5 and 5.6. We use the OLS method and the GN method in Table 5.5 
and Table 5.6 respectively. From both tables, the coverage probability of the 
YC is always greater than the EM. As we can see from Table 5.5, the coverage 
probabilities of the YC for the five sets of smoothing parameters are roughly 
around 0.95 while most of the coverage probabilities in the EM are nearly 0.900. 
Besides, for each set of smoothing parameters by using the OLS method, the 
coverage probability is always greater than the corresponding set of smoothing 
parameters by using the GN method as seen in Table 5.6 both for the YC and 
EM. 
As Chatfield and Yar (1988) said that it is too simplistic in using one-year 
running-in period for the three-parameter Holt-Winters forecasting procedure, as 
in the GN method, they suggested that two or three year running-in period is 
more appropriate. Combining all of these results, we recommend that the YC to 
obtain Kw,L and the OLS method to acquire the initial values for level, trend 
and seasonal factors are used in constructing simultaneous prediction intervals 
if the time-series observations is appropriate to use the Holt-Winters forecasting 
procedure. In other words, if a short time-series (around 10 years) has a linear 
trend and seasonal pattern where the seasonal amplitude is fairly constant, then 
it is appropriate to use the Holt-Winters forecasting procedure with the YC and 
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the OLS method to construct the simultaneous prediction intervals by the 'exact' 
method for assuring to attain the desired confidence level. 
5.2 Holt-Winters Forecasting Procedure for 
Some Non-optimal Models 
Time-series data are also generated by some non-optimal models to demon-
strate the performance of the Holt-Winters forecasting procedure. The models 
are as follows: 
1. MA(1) Xi = e t - 0 e t - i 
2. AR(1) X't = 0X;_i + et 
3. ARMA(1,1) XI = 0X;_i + st — Ost-i 
4. IMA(1,1) XI = X;_, + st — Ost-i 
5. ARI(1,1) X[ = (1 + 偶—1 - 0 ( 2 + t^ 
6. ARIMA(1,1,1) X[ = (1 + 0)X;_i — 0X;_2 + et - 0£t-i 
7. A R M A ( 0 , l ) x ( l , 0 ) p X't = ^X[_^ + St - Ost-i 
8. ARMA(1,0) X (0, l ) p X i = ^ X [ _ ^ + et - Qst—p 
9. Seasonal-type X^ = T； + S^  + St 
T/ = 1.5 + 0.336t — 0.002^2 
S't = (1.0 + O . O l t ) X (3.05m(27rt/p)) 
10. Cosine-trend X[ = f3o + /3icos ( ^ t ) + p2sin (营力)+ St 
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where St �A^(0 ,1 ) , which are all i.i.d. for the above models and set 
X't = 0 
for t = 0 , - l , - 2 , . . . . 
Except for the data generating model (i.e. step 1), the simulation procedure 
is same as section 5.1. So, we do not need to choose the smoothing parameters 
arbitrarily. Here we set p and the grid search increment equal to 4 and 0.05 
respectively. Model 1 to 8 are the ARIMA type models and we set the parameters 
0 = Q = ^ = ^ = 0.5. 
Model 9 is come from Chen (1997) where the deterministic seasonal component 
changes slowly over time while /¾, /¾ and /¾ in model 10 are arbitrarily set to 
10, 0.5 and 0.5 respectively. 
Tables 5.7 and 5.8 contain the results by the OLS method and the GN method 
respectively. From both tables, we can notice that the YC is always better 
than the EM in the coverage probability and it agrees with the results in the 
previous section, that is, the YC is better than the EM. For these wide range of 
models, on average, the performance of the Holt-Winters forecasting procedure 
is inferior than the optimal model in the coverage probability. However, if the 
underlying model is not known and the Holt-Winters forecasting procedure is 
used to construct the 95% simultaneous prediction intervals, the YC is more 
appropriate than the EM. It is because most of the coverage probabilities for 
the EM are below 0.900 but most of the coverage probabilities in the YC is 
greater than 0.900 and some are close to 0.950. 
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Then the Holt-Winters forecasting procedure for constructing the simultane-
ous prediction intervals by using the YC (with either the OLS method or the 
GN method) and the 'exact，method also has a satisfactory result even for the 
non-optimal models stated in this section. 
5.3 A Comparison of Box-Jenkins Method 
and Holt-Winters Forecasting Procedure 
If the model is known as a moving average process or an autoregressive process, 
another approach of constructing simultaneous prediction intervals is based on the 
Box-Jenkins method. Obviously, it is interesting to compare the performance of 
simultaneous forecasting based on the Box-Jenkins method and the Holt-Winters 
method. In this section, we only concentrate on the MA(1) model: 
Xt = at - Oat-i (5.1) 
and the AR(1) model: 
Xt = 0X,_i + at (5.2) 
respectively where a '^s are the Gaussian white noise assumed to be independent 
with mean 0 and unit variance. 
For the MA(1) model, we estimate 6 by least square method and the least 
A 
square estimate 0 minimizes the function 





ai = Xi 
a>2 = ^2 + "o'i 
• • 
dn = Xn + Ottn-i 
A 
Note that, S^{0) is a nonlinear function in 6. To obtain 6, a grid search is carried 
out in the increment of 0.01 over the invertible range (-1,1) for 0. In addition, 
.2 S] 
<Jn = — 
“ 1 +炉 
where 
E ( ¾ - Xf tXt 
^2 = t^ 又 = t = = l 
n — 1 ‘ n . 
Then 
( 
— 的 ifA = l 
Var{et{h)) = (5.3) 
S^ i f / i = 2 ,3 , . . . 
and 
f 
厂[ if j — i = 1 and i = 1 
V ^ 
(^r(et(i), et{j)) = ^ if j - i = l and i + 1 (5-4) 
0 otherwise 
\ 
for i — j, i < j. The "-step-ahead point forecast for the MA(1) model is given 
by 
^t(i) = A - Odt 




a t « Xt + eXt-i + e^Xt-2 + o^Xt-3 + . . . + o'-'x^ 
and 
jj, = X. 
For the AR(1) model, we also estimate 4> by the least square method and the 
A 
least square estimate 0 is given by 
t{Xt-X){Xt-i-X) 
X t^ 
¢= n 1 . 
E {Xt-i - xy 
t=2 
In addition, 
E (X, — X)2 
al = {l-^^)S^ = { l - ^ r = ^ _ ^ 
for h = l ,2 , - - - . Then 
1 — l2h 
^r {e , {h ) ) = - ^ ^ 1 (5.6) 
1 — 0^ 
and 
一 n _ l 2 n V 2 
C ^ r ( ^ ( z ) , ^ ( j ) ) = ^ ^ ^ - (5.7) 
1 - 02J 
for i — j, i < j. And the /i-step-ahead point forecast for the AR(1) model is 
given by 
X t { h ) = f l + ^ ^ X t - [ i ) (5.8) 
where jl = X^ for h = 1, 2, •. . . 
Now, suppose the data follow either the MA(1) or the AR(1) model, the 
100(1 — 7)% simultaneous prediction intervals can be constructed based on the 
Box-Jenkins method and the result can be compared with the Holt-Winters 
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method in section 5.2. Because MA(1) and AR(1) satisfy the natural order-
ing assumption, apart from the 'exact，method, we use the Bonferroni-type and 
product-type inequalities to construct the 100(1 — 7)% simultaneous prediction 
intervals. The simulation steps for the Box-Jenkins method are outlined as fol-
lows: 
1. Generate 140 time-series data X^ by either the MA(1) model (equation 5.1) 
or the AR(1) model (equation 5.2) and we set 
K = 0 
fort = 0 , - l , - 2 , - - - . 
2. Discard the first 100 observations X[ and let Xt, t = 1, • • •, 40 be the last 
40 observations. Assign the first 36 observations to the fitting period while 
the last 4 observations are assigned to the forecast period. 
3. In the fitting period, we estimate the parameter 6 for the MA(1) model or 
4> for the AR(1) model by the least square method mentioned before. Here 
we let n is equal to 36. 
4. The elements of the correlation matrix Rv^ ,L can then be obtained by either 
(5.4) (for MA(1) model) or (5.7) (for AR(1) model). Employ the 'exact' 
method, the Bonferroni inequality and the Product-type inequality to ob-
tain the value c at significance level 7 = 0.05. 
/s. 
5. Calculate the point forecasts, XsQ{h), by either (5.5) (for MA(1) model) or 
(5.8) (for AR(1) model), h = 1, • • •, 4. Then the simultaneous prediction 
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intervals of X36+/1, h = l , . . - , 4 are then constructed by (4.10) and the 
width of the /?-step-ahead forecast is computed by 
2cy/v^r{et{h)) 
for h = 1,. • •, 4 where Var{et{h)) is calculated by either (5.3) (for MA(1) 
model) or (5.6) (for AR(1) model). 
6. Repeat 1000 times from step 1 to 5. 
7. Count separately how many times the four observations (X37,.. •, X40) in 
the forecast period are all within the 95% simultaneous prediction intervals 
for either the MA(1) model or the AR(1) model. Divide the count by 1000 
and obtain the coverage probability. 
8. Sum the 1000 widths of /z,-step-ahead forecast and divide the total by 1000 
to obtain the average width for the /z,-step-ahead forecast for h = 1, • • •, 4. 
Initially, we set 6 = 0 = 0.5 in the data generating process (i.e. step 1). The 
95% simultaneous prediction intervals of MA(1) and AR(1) are shown in Table 
5.9 and 5.10 respectively. According to chapter 3, the order of the Bonferroni-
type and product-type inequalities are 1 < k < L — 1 where L is equal to 4. As we 
can observe from Table 5.9 that the average width and the coverage probabilities 
of the 3-th order product-type method are equal to the 'exact' method in the 
MA(1) model. Although the coverage probabilities for the 3-th order Bonferroni-
type method is equal to the 3-th order product-type method and the 'exact' 
method, the average width of the former method is wider than the latter two 
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methods. In the AR(1) model (Table 5.10), the coverage probability of the 3-th 
product-type method is equal to the 'exact' method, but the average width of the 
‘step-ahead forecast [h = 1,. • • ,4) of the 'exact' method are always narrower 
than those in the product-type method. In addition, the computational time by 
the 'exact' method is faster than the Bonferroni-type and product-type method 
as seen from both tables. 
Comparing with the results in section 5.2 (Table 5.7 and 5.8), the coverage 
probability of the MA(1) model found by the Holt-Winters method using the YC 
(with the OLS method and the GN method) is greater than the Box Jenkins 
method but the later is greater than the former by using the EM (with the OLS 
method and the GN method) . The average width for the /?-step-ahead forecast 
[h = 1,.. •, 4) for the Box-Jenkins method are all narrower than those in the Holt-
Winters method. In the AR(1) model, the coverage probability is greater and the 
average width is narrower for the Box-Jenkins method than the Holt-Winters 
method by using the EM (with the OLS method and the GN method). Despite 
the fact that the coverage probability of the Holt-Winters method is greater than 
the Box-Jenkins method (with the YC and the GN method), the average width 
is narrower for the Box-Jenkins method. 
It is evidently that the Holt-Winters forecasting procedure by using the YC 
(with either the OLS method or the GN method) is better than the Box-Jenkins 
method in the coverage probability if we know the observations come from either 
the MA(1) model or the AR(1) model. To conclude, for assuring the desired con-
fidence level, the Holt-Winters method works well with the tradition Box-Jenkins 
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method in constructing the simultaneous prediction intervals for the MA(1) model 
and the AR(1) model by utilizing the YC (with either the OLS method or the 
GN method) and the 'exact' method. 
5.4 Conclusion 
From the simulation study throughout this chapter, we know the fact that, for 
moderate number of years' quarterly data (around 10 years), the Holt-Winters 
forecasting procedure is computational efficiency and accuracy in constructing 
95% simultaneous prediction intervals for both the optimal and non-optimal 
model (including wide range of ARIMA type models) with grid search incre-
ment 0.05 by using the 'exact' method. In addition, we suggest that the YC and 
the OLS method are used to guarantee the coverage probability close to the de-
sired confidence level. Furthermore, the result based on Holt-Winters forecasting 
procedure can be comparable with the Box-Jenkins method in the short horizon 
for constructing the simultaneous prediction intervals. 
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Table 5.1 Program running time for different grid search increment. 
{YC] OLS, No = 8) 
Grid search ^-step-ahead Average Coverage Increase in CPU time 
a P 6 increment forecast width probability width (in %) (in sec.) 




0 0 5 r ~ 5 M 7 0 ^ OOl4 295l 
2 7.510 0.040 
3 8.906 0.056 
4 10.667 0.056 
Ol 1 5：^ 0 ^ OlM 2 ^ 
2 7.519 0.160 
3 8.924 0.258 
4 10.702 0.385 




0 0 5 1 0 ^ 0 ^ 0065 2 6 ^ 
2 7.247 0.111 
3 8.278 0.182 
4 9.795 0.256 
0 i 6l^ 0 ^ 0 4 7 2506 
2 7.257 0.249 
3 8.296 0.399 
4 9.823 0.542 
Table 5.2 Program running time for different grid search increment. 
{YC- GN, No = 4) 
Grid search h-step-ahead Average Coverage Increase in CPU time 
a P 6 increment forecast width probability width (in %) (in sec.) 




0 0 5 i 5：4^ 0 ^ 0 ^ 2 9 ^ 
2 6.512 0.077 
3 7.553 0.159 
4 9.528 0.230 
0 1 1 5303 0 ^ 0 3 l 0 2935 
2 6.526 0.292 
3 7.575 0.451 
4 9.575 0.722 




0 0 5 1 5 ^ l 7 0939 0074 2 ^ 
2 5.959 0.118 
3 6.674 0.180 
4 8.535 0.188 
Ol 1 5 3 ^ 0 ^ 0260 1MI 
2 5.978 0.437 
3 6.704 0.630 
4 8.587 0.798 
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Table 5.3 Program running time for different grid search increment. 
{EM; OLS, No = 8) 
Grid search ^-step-ahead Average ~ C o v e r a g e “ Increase in CPU time 
a f3 6 increment forecast width probability width (in %) (in sec.) 




0 0 5 r ~ 5 M l O n 0068 3073 
2 6.775 0.089 
3 7.457 0.107 
4 8.102 0.124 
0 1 WMS O 0 9 0 3 6 2563 
2 6.788 0.281 
3 7.479 0.403 
4 8.134 0-519 




005 T 6：0^  0 ^ 00^ 27^ 
2 6.329 0.095 
3 6.580 0.106 
4 6.833 0.147 
OT" 1 0 6 9 0 9 ^ Ol65 2 ^ 
2 6.338 0.237 
3 6.598 0.380 
4 6.855 0.469 
Table 5.4 Program running time for different grid search increment. 
(EM; GN, No = 4) 
Grid search ^-step-ahead Average Coverage Increase in CPU time 
a (3 6 increment forecast width probability width (in %) (in sec.) 




0 5 1 5lT2 0 ^ 0 ^ 3l35 
2 6.348 0.079 
3 7.094 0.127 
4 7.823 0.179 
01 1 5：4^  08^ a ^ 27U 
2 6.368 0.394 
3 7.129 0.621 
4 7.872 0.807 
“ ^ “ “ 0 “ “ 0 0 ^ 1 5 3 l 8 0 ^ 62867~~ 
2 5.644 
3 6.036 
4 6.599 ‘ 
0 0 5 r 5 3 H 0909 0 5 6 2573 
2 5.649 0.089 
3 6.043 0.116 
4 6.607 0.121 
Ol 1 0 3 l 0904 0 ^ 2U8 
2 5.665 0.372 
3 6.063 0.447 
4 6.632 0.500 
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Table 5.5 Holt-Winters for optimal model by the OLS method. 
(A^ o = 8; grid search increment 二 0.05) 
^-step-ahead~~Average width Coverage probability 
Q (5 6 forecast ~ Y C EM YC EM 
" ^ ~ ~ O 0 ~ ~ O 0 i 5 ^ ~ ~ 5 ^ ~ ~ 0 . 9 4 6 0.911 
2 7.510 6.775 
3 8.906 7.457 
4 10.667 8.102 
~ O 0 ~ ~ O 0 ~ ~ ^ i 6 ^ ~ ~ 6 ^ ~ ~ 0 . 9 5 8 0.929 
2 8.740 7.376 
3 10.408 7.950 
4 12.660 8.450 
~ ^ ~ ~ 0 5 ~ ~ ^ 1 5 ^ " " " 0 7 5 ~ ~ 0 . 9 4 2 0.914 
2 6.184 5.659 
3 6.822 5.844 
4 8.626 6.043 
" 0 ^ ~ ~ ^ ~ ~ 0 ^ 1 5^6^~~5.624~"0.932 0.895 
2 6.721 6.142 
3 7.710 6.596 
4 9.730 7.046 
0.40 0.10 0.30 ^ i 6 l ^ ~ ~ 6： 0 ^ " “ ^ 0 ^ 0 ^ 
2 7.247 6.329 
3 8.278 6.580 
4 9.795 6.833 
Table 5.6 Holt-Winters for optimal model by the GN method. 
{No = 4; grid search increment = 0.05) 
/?-step-ahead Average width Coverage probability 
Q P 6 forecast ~~YC EM YC EM 
" O i O ~ ~ ^ ~ ~ O 0 i 5^~~5^4l2~"0 .933 0.900 
2 6.512 6.348 
3 7.553 7.094 
4 9.528 7.823 
" 0 ^ ~ ~ M 6 ~ ~ ^ 1 5.526~~5.433~~0.929 0.904 
2 6.550 6.194 
3 7.776 6.932 
4 10.570 7.876 
" 0 ^ ~ ~ 0 5 ~ ~ ^ i 5.002~~4.920~~0.927 0.891 
2 5.388 5.147 
3 5.870 5.454 
4 7.794 5.872 
" 0 ^ ~ ~ O 0 ~ ~ ^ i 5.080~~4.990~~0.925 0.888 
2 5.776 5.554 
3 6.551 6.125 
4 8.693 6.772 
~ O 0 ~ ~ ^ ~ ~ ^ i 5 ^ ~ ~ 0 5 ! ~ ~ 0 ^ 0 ^ 
2 5.959 5.649 
3 6.674 6.043 
4 8.535 6.607 
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Table 5.7 Holt-Winters for non-optimal models by the OLS method. 
(7Vo = 8; grid search increment = 0.05) 
-' /?.-step-ahead Average width Coverage probability 
Model forecast — YC EM~~ YC EM “ 
MA(1) 1 6 ^ 6 ^ ~ ~ 0 . 9 3 6 0.914 
2 6.587 6.236 
e = O.b 3 6.669 6.243 
4 7.287 6.316 
ABlJ) i 5 ^ 9 ^ ~ ~ 5 ^ ~ ~ 0 . 9 0 6 0.872 
2 6.803 6.723 
(/) = 0.5 3 7.600 7.123 
4 8.837 7.290 
ARMA(1,1) 1 K ^ ~ ~ K f f S ~ " 0 ^ 0 ^ 
2 6.010 5.810 
e = 0.5, ( / ) - 0.5 3 6.197 5.857 
4 6.868 5.930 
IMA(1,1) 1 Km~~5.408~~0.919 0.886 
2 6.183 5.899 
0 = 0.5 3 6.891 6.329 
4 8.065 6.721 
ARI(1,1) 1 7 ^ 7^~~0.922 0.908 
2 11.274 10.774 
0 = 0.5 3 14.937 13.826 
4 18.936 16.639 
ARIMA(1,1,1) i Km""5 .817~~0 .935 0.899 
2 7.853 7.544 
e = 0 . 5 , 於 = 0 . 5 3 9.615 8 . 8 1 1 
4 11.658 9.827 
ARMA(0,1) X (1,0)4 i a ^ ~ ~ O M " " ^ 0 ^ 0 ^ 
2 6.336 5.994 
$ = 0.5, e = 0.5 3 6.401 6.008 
4 7.999 6.025 
ARMA(0,1) X (l,O)4 i 6：^~~6.757""^0.904 0.873 
2 8.113 7.971 
(j) = 0.5’ e = 0.5 3 9.233 8.703 
4 10.576 9.152 
Seasonal-type 1 6.064 5.983~~0.909 0.883 
2 6.222 6.062 
3 6.414 6.095 
4 7.256 6.126 
Cosine-trend 1 5.878 5.801"""0.908 0.883 
2 6.041 5.868 
3 6.239 5.931 
4 6 . 9 4 1 5.991 ； 
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Table 5.8 Holt-Winters for non-optimal models by the GN method. 
(7Vo = 4; grid search increment = 0.05) 
“ /i-step-ahead Average width Coverage probability 
Model forecast — YC EAT^ YC EM “ 
MA(I) 1 K S S 5 ~ ~ 6 ： ^ " " ^ 0 ^ 0 ^ 
2 6.389 6.149 
0 = 0.5 3 6.394 6.077 
4 6.801 6.031 
AR(T) 1 5 ^ ~ K r ^ ~ ~ 0 . 9 3 2 0.905 
2 6.302 6.280 
• = 0.5 3 6.672 6.484 
4 7.520 6.535 
ARMA(1,1) 1 5： ^~ ~ 5： ^ " " ^ O M O 0 ^ 
2 5.679 5.520 
e = 0.5, • = 0.5 3 5.698 5.470 
4 6.083 5.430 
IMA(1,1) 1 5 ^ 7 6 ~ ~ 5 ^ " " " 0 . 9 0 3 0.876 
2 5.801 5.646 
0 = 0.5 3 6.207 5.946 
4 7.188 6.211 
ARI(1,1) i 7 l ^ ~ ~ 0 ^ ~ ~ 0 . 8 9 8 0.891 
2 9.610 10.240 
6> = 0.5 3 12.118 12.696 
4 15.717 14.816 
ARIMA(1,1,1) 1 5： ^ ~ ~ 5： ^ " " ^ o M e 0 ^ 
2 7.084 7.200 
e = 0.5, • 二 0.5 3 8.299 8.225 
4 10.112 8.986 
ARMA(0,1) X (l,O)4 i a O ^ ~ ~ 5 ： ^ ~ " 0 ^ 0 ^ 
2 6.013 5.791 
$ = 0.5, e = 0.5 3 6.020 5.780 
4 7.275 5.773 
ARMA(0,1) X (1,0)4 i 7 ： 0 ^ ~ ~ 0 6 2 ~ ~ O M ! OMS 
2 7.621 7.536 
0 = 0.5, e = 0.5 3 8.097 7.821 
4 8.940 7.932 
Seasonal-type 1 6 ^ 5.990~~0.912 0.879 
2 6.145 5.972 
3 6.254 5.959 
4 7.076 5.973 
Cosine-trend 1 5 ^ 5 ^ ~ ~ 0 . 9 3 0 0.908 
2 5.683 5.528 
3 5.705 5.472 
4 6.114 5.412 ； 
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Table 5.9 Box-Jenkins method for MA(1) model with 9 = 0.5. 
/z,-step-ahead~~Average Coverage CPU time 
Method A:*^ -order forecast width probability (in sec.) 






























Table 5.10 Box-Jenkins method for AR(1) model with (j> = 0.5. 
/?.-step-ahead~~Average Coverage CPU time 
Method A:* -^order forecast width probability (in sec.) 
























3 i 4839 0906 3824~~ 
2 5.308 
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In the literature, another type of Holt-Winters forecasting procedure is called 
multiplicative Holt-Winters forecasting procedure in which the seasonal factors is 
proportional in size to the local deseasonalized mean level. As a new observation 
Xt becomes available, the formulae for updating Lt, Tt and h in the multiplicative 
case are given by 
Lt = a{Xt|h-p) + (1 — d){Lt-i + T,_i), (6.1) 
Tt = /?(L,-L,_i) + (l - /?)T,_i , (6.2) 
It = S{Xt/Lt) + (1 - 6)It-p, (6.3) 
where 0 < a < 1, 0 < /3 < 1, 0 < 6 < 1. 
At time t, the forecast of Xt+h is , 
， 
. {U + hTt)It-p^h " = 1 , 2 , . . . , P 
Xt{h) = (6.4) 
{Lt + hTt)It-2p+h /i = p + l , p + 2 , . . . ,2p 
\ 
and so on. 
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The corresponding error — correction form for the updating formulae in the 
multiplicative are 
Lt = Lt - i+Tt_i + a(et//t_p), (6.5) 
Tt = Tt-i + _ t / h - p l (6.6) 
It = It-p + S{l-a){et/Lt), (6.7) 
where 0 < a < 1, 0 < (3 < 1, 0 < 6 < 1. 
For the multiplicative Holt-Winters forecasting procedure, the seasonal factors 




for j = 0, •.., m — 1; where m seasonal period of data are available in the fitting 
period (excluding the 'running-in' period observations). So, we need to normalize 
the seasonal factors at the end of every seasonal period according to the following 
equation: 
/,>+. = P ^ (6.9) 
y r.丄. 
乙 ^jp+% i=i 
for i = 1, • •. ,p; j 二 0,.. •，m — 1, where Ijp^- is an unnormalized seasonal factor 
(Thomopoulos, 1980) which is computed by the recurrence equation (6.3). 
For the case of multiplicative Holt-Winters forecasting procedure, we also 
require the correlation matrix Rvi/,z^  and 7 so as to solve equation (3.2) to obtain 
value c for constructing simultaneous prediction interval. There are two methods 
to obtain the Rv^ ,L and will be introduced as follows: 
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Yar and Chatfield，s approach 
Negligent of the true underlying model, it can be proved that (Chatfield and 
Yar, 1991) 
h-i 




1, i = 0 
Vi = < 
a + ia|3, i = 1,. • •, h — 1 
for h = 1，. • • ,p. Assuming that the one-step-ahead forecast errors are uncor-
related and have equal variance (as in the additive case) (i.e. the Holt-Winters 
method is optimal). Then the conditional variance of /i-step-ahead forecast error 
is 
Var{e,{h)) = [^ vpl,_^/ll,_^J o\ (6.11) 
.i=0 -
for h = 1’ • •. ,p. 
Then, we show that the covariance of forecast errors are 
- i—i -
^e,L = Cov{e,^),e,{j))= (/,^ ,_,) • (/,+,-,) E 7 p ^ � \ (6.12) 
L z=o Vt^i-i-v)� 
for i, j = 1, -. -,p, j > i. Then Kw,L can be obtained by using equation (4.7). 
Unlike the additive case (refer to equations (4.4) and (4.6)), equations (6.11) 
and (6.12) depend on the forecast origin t. 
Empirical approach 
To apply the empirical approach in computing Kw,L for the multiplicative 
Holt-Winters forecasting procedure, all the steps are same as the additive case 
except that only the GN method can be used to obtain the initial values of 
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level, trend and seasonal factors since there is no existing parallel result in using 
the OLS method as in the additive case. For employing the GN method in the 
multiplicative Holt-Winters forecasting procedure, the formulae of computing the 
initial values for level {Lp) and trend (Tp) are the same as in the additive case 
while the seasonal factors are found by the formula 
Ij = Xj|Lp 
for j = 1,2, - • • ,p. In addition, instead of summing up to zero, the seasonal 
factors are confined to add to p by normalization at the end of every seasonal 
period. 
Hence, Kw,L can be obtained by one of the two approaches. Thus, the 100(1 -
7)% simultaneous prediction intervals of Xt+h ( " = 1,. •.，L) are 
Xt[h)±c^V^r{et{h)). 
where c is calculated by the 'exact' method mentioned in chapter 3. 
With the same settings in the additive case and by the formulae and methods 
mentioned above, we can also do a simulation study to compare the performance 
of the non-optimal models for the multiplicative Holt-Winters forecasting proce-
dure and the Box-Jenkins method as in Chapter 5. However there is no analogy 
optimal SARIMA model for multiplicative Holt-Winters forecasting procedure 
(Newbold and Granger, 1974). 
However, for the multiplicative Holt-Winters forecasting procedure in con-
structing the simultaneous prediction intervals, there are two difficulties: 
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1. Yar and Chatfield (1990) said that the GN method is too simplistic when 
comparing the with the OLS method which has not yet been derived for 
the multiplicative case; 
2. Chatfield and Yar (1991) said that, by observing the equation (6.11), it 
may not be reasonable to assume that the variance of the one-step-ahead 
forecast errors are equal. There are three possible options in assuming the 
variance of one-step-ahead forecast errors, that is, 
(i) they have equal variance; 
(ii) they have a standard deviation which is proportional to the corre-
sponding seasonal index; 
(iii) their variance is proportional to the level as well as the seasonal index. 
Up to now, there is no single recommendation for the analyst to choose the 
appropriate and reasonable assumption for the variance of the one-step-




It is derived by a simple mathematical induction. 
For h = 1 
L.H.S. 二 e,(l) 二 et+i 
R.H.S. 二 請 + 1 二 e,+i 
Therefore, it is true for h = 1. 
Assuming that it is true for h = 2, • •.，j — 1. 
For h = j where 2 < j < p 
L.H.S. = et{j) 
=Xt+j - Xt{j) 
=[不七.—Xt+i{j) + [Xt+i{j -1) - Mj —1)] 
=et+i{j - 1) + Lt+i + ( j — l)Tt+i + It+j-p 
—Lt — jTt — h+j-p 
(by equation 2.15) 
= 6 t + i ( i - 1) + U — l)(Tt+i - Tt) + {Lt^i — Lt — Tt) 
= e t + i ( j — 1) + [<^  + U - lhP]et+i 
(by equation 2.16 and 2.17) 
0 - i ) - i 
= Y^ ViC(^t+l)+U-l)-i + [^ + U — l)oi0]^t+l 
i=Q 
j - 1 
=Y^ Vi6t+j-i {i = 2 , - - - , j ) 
i=0 
=R.H.S. 
Therefore, it is true for h = j. 
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For h = p + 1 
L.H.S. = et(p+l) 
= e , + i ( p ) + [ X t + i ( p ) - X t ( p + l ) ] 
p-i . . 




1, i = 0 
Vi = < 
a + ia|3, i 丰 0 mod p 
V 
p—i 
et{p + 1) = 5^ Vi6t+(p+i)-i + [Lt+i + pTt+i + It+i, 
i=0 
-[Lt + (p + l)Tt + It+i-p] 
(by equation 2.15) 
p—i 
二 Y, ViCt+(p+i)-i + p{Tt+i — Tt) 
i=0 
+(Lt+i - Lt - Tt) + {It+i - It+i-p) 
p—i 
= J 2 ^iet+(p+i)-i + {o^ + pap)et+i + ^(1 — a)ct+i 
i=0 
(by equation 2.16, 2.17, and 2.18) 
b+i)-i 





1, i = 0 
^i = a + iaf3, i • 0 mod p 
a + ia/3 + 6(1 — a), i = p, 2p, 3p,. •. 
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For h = 2p + 1,3p + 1，... the term {It+i - It+i-p) does not change. 
Therefore, it is true for h = p + 1,2p + 1,3p + 1, • • • 
Thus, 
h-i 
et{h) = Y^ Viet+h-i 
i=0 
where y 
1, i = 0 
”i = S a + ia/3, i 丰 0 mod p 





For h is not a multiple of p, 
h-l h-l 
Y^vl = i + E-? 
i=0 i=l 
=l + x!(a4-m/^ f 
i=l 
= l + ^ ' ( a 2 ^ 2 a ^ ^ + i W ) 
i=i 
/h-l h-l h-l \ 
= l + E a 2 + 2 5 > 2 ^ + a 2 / ^ 2 E ? 
\i=l i=l i=l / 
/ 9/5 h-l o2 h-l \ 
- 1 + ( " - 1 ) 4 + 起 “ 站 ） 
= i + ( " - i 4 + S . ^ + A ^ ^ ^ ^ ^ ] 
= 1 + {h - l)a^ l + / i / ^+ i / i ( 2 / i - l ) / ? ' 
For h is a multiple of p, we need to calculate an extra term, 
^{2^(1 - a){a + piap) + [6{1 - a)]^} 
i=i 
= ^ 6\1 - af + 2a6{l - a) ^(1 + pz/5) 
i=l i=l 
=s6\l - af + 2a^(l - a) (^s + 咖 广 � " ) 
=s{6^1 - af + a6{l - a)[2+pp{s + 1)]} 
In general, 
YA = 1 + (h - l)a^ [l + h(3 + ^h{2h - l)f5^^ + s{6\l - af 4-
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