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ABSTRACT 
This paper deals with the problem of stabilizing a linear time invariant plant with 
a feedback compensator of fixed dynamic order. This is an important unsolved 
problem in control theory, because existing solutions to the regulator problem can 
only generate controllers that are of high enough order that arbitrary pole placement 
becomes possible. In general the dynamic order of controllers can be much lower if 
only stabilization is desired. In the transfer function domain a new necessary 
condition for stabilizability by a fixed order controller is derived. This result, which 
can be used sequentially to derive a lower bound on the order of a stabilizing 
controller, is based on a classical result (1873) of linear programming known as 
Gordan’s theorem of the alternative. The stabilization algorithm successively selects 
Hurwitz vectors to make the largest stability hypersphere intersect a linear subspace 
determined by the plant parameters and the order of the controller. Occurrence of 
such an intersection is a sufficient condition for stabilizability, and the intersection 
also determines a stabilizing compensator. The algorithm is illustrated by practical 
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examples which demonstrate that a large reduction in controller order is achievable by 
this method. 
INTRODUCTION 
The problem of designing a minimal order feedback controller to stabilize 
a given linear dynamic system remains one of the outstanding unsolved 
problems of control theory. Although conditions for the existence of some 
stabilizing controller are known (i.e. stabilizability from the control inputs 
and detectability from the measured outputs), there are no necessary and 
sufficient conditions known for the existence of a stabilizing controller with a 
given dynamic order. 
In practice it is essential to have low order solutions to the stabilization or 
regulator problem. This requirement arises because the controller must 
eventually carry out several functions such as tracking, disturbance rejection, 
desensitization against parameter variations, providing good transient re- 
sponse and small steady state error, preventing various signals from saturat- 
ing, etc., in addition to the basic task of stabilization. Many of these 
requirements are in conflict with each other in ways that cannot be handled 
analytically, and the only recourse left to the designer is to iteratively 
redesign the controller using ad hoc methods and graphical displays until a 
satisfactory solution is obtained. This redesign must be carried out in the 
parameter space of the stabilizing controller. If the basic stabilizing controller 
order is unnecessarily high, this parameter space is also of high dimension 
and the subsequent design process can become unwieldy. 
The main approaches to the regulator problem developed over the last 25 
years consist of the LQG theory [l], observed state feedback [2], and 
arbitrary pole placement approaches [3, 41. These techniques produce con- 
trollers of high order (although the order is not greater than the order of the 
system), and a lower order solution is possible in most cases if stability is the 
only requirement. The recently developed theory of Hm optimal controllers 
[S] and controllers that are robust with respect to unstructured perturbations 
[6] evidently suffer from the same difficulty of high order (see the examples 
given in [5] and [6]). We also mention that adaptive control theory is 
notorious for producing high order solutions. In a recent course project the 
use of the design theory given in [7] resulted in a 72nd order adaptive 
controller for a 3rd order d.c. motor plant. Recently Youla, Jabr, and 
Bongiomo [B] and Vidyasagar [9] have parametrized all stabilizing controllers. 
However, there is no known systematic way to search these parametrizations 
for a lower order controller. 
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In this paper we attempt to alleviate the problem of high controller order 
by presenting some methods for designing low order stabilizing controllers. A 
transfer function based algorithm is presented that attempts to stabilize the 
system with a controller of a prescribed order and can be used to find low 
order solutions by successively updating the prescribed order until a solution 
is found. This formulation allows us to obtain a lower bound on the order of a 
stabilizing controller by means of Gordan’s theorem [lo] of linear program- 
ming. The stabilizing controller is found by iteratively selecting Hurwitz 
vectors to optimize a performance index that successively enlarges the radius 
of the largest stability hypersphere (recently introduced in [ll], [12]) while 
reducing the distance to a linear subspace determined by the plant. A 
stabilizing controller of the prescribed order p is found when this largest 
stability hypersphere intersects the subspace. The approach that is described 
here yields, in many cases, a controller with order far less than that of a pole 
placement controller. 
PROBLEM FORMULATION 
Let M(s) denote the transfer function of an nth order plant (i.e., the 
McMillan degree of M(s) is n), and C(s) the pth order feedback controller 
as in Figure 1. Let 
6(s) =8”+pS”+P+Sn+p_1Sn+P-1+ *. . +6,s+S, 0) 
denote the characteristic polynomial of the resulting closed loop system, and 
FIG. 1. General feedback system. 
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8 := (a,,, &+p_l ‘.* 6, so),, (2) 
the characteristic uector. For simplicity we say that 6 is Hurwitz if and only 
if 6(s) is Hurwitz. 
We now show that it is always possible to write the characteristic vector 
in the form 
M,x=6 (3) 
for single output (multiinput) or single input (multioutput) systems. In (3) M, 
is a matrix (with size dependent on n and p) containing plant transfer 
function coefficients only, and x is a vector of controller transfer function 
coefficients. 
1. SingZe input, single output (SZSO) systems. Let the given nth 
order plant transfer function be 
M(s) = 
n”s” + n,_ls”-l + * *. + n,s + no 
d,s” + dn_lsn-l + . . . + d,s + d, ’ 
and denote the proposed pth order controller transfer function as 
c(s) = 
p,sp + #BP_ rsp- 1 + . . . + &s + p, 
cxpsp+ap_p~--l+ *.. +a,s+cY,’ 
Then the closed loop characteristic vector 6 is determined by 
d, 0 a.. n, 0 =a* 
d n-1 d, *. n,_, 12, *. 
d,_, ‘.* . n2,_1 ‘.’ 
d, . no . 
0 do 0 720 
UP 
ffp-1 
a0 
BP 
PO 
* 
~,ER(n+P+l)XIP+l) 
6 n+P 
6 n+p-1 
i 
60 
8 
(4 
(5) 
. (6) 
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2. Single input, multioutput (SZMO) system. Let 
61 
and 
M(s) = (M,(s) M,(s) . . . M,(s))~ (7) 
where 
C(s) = (C,(s) G(s) *. . c*(s))> (8) 
M,(s) = 
n,,s” + nin_lsn-l + . * . + nils + nio 
d”s”+d,_ls”-l+ *.* +d,s+d, ’ (9) 
Ci(S) = 
&sp + /3ip_1sp-1 + . . * + &,s + pi0 
apsP + ap_ 1s p-l+ . . . +a,s+q) * 
(10) 
Then we get for the closed loop characteristic vector 6 
n”z n 0 
n,,.-, 
. 
0 
n1,t 
n,,,-, n r,, 0 
0 
0 
f d, 0 . R,” 0 
dn-, . nlnml . 
. . 
0 
dn 
4 d n-l “IO 
0 0 
\: ‘: 4 n,,, nn,n 
M Efi(n+~+llx(~+U(m+l) 
P 
nnln 
%n-1 
% ’ 
“0 
P IP 
x in = 
P’ nzp 
,8’ / “2” 
x 
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3. Multiinput, single output (MZSO) systems. The multiinput, single 
output case is the dual of the single input, multioutput case with M(s) in (7) 
replaced by M(s)T, and C(s) in (8) replaced by C(S)~. The resulting 
equation for the characteristic vector is identical to (11). 
4. Multiinput, multioutput (MZMO) systems. In this case the equa- 
tion for S becomes 
M,c( x) = 6, (12) 
where M, is a matrix containing plant parameters only and c(x) is a vector 
containing polynomial functions of the controller parameter vector r. Equa- 
tion (12) is developed in Appendix A. 
Equations (3)-(12) show that stabilization is possible with a pth order 
controller only if the image of the map M,, denoted by R( M,), intersects the 
Hurwitz region in the space of the characteristic vector. For single input or 
single output systems this condition is clearly necessary and sufficient. 
Let 
H 
n+P 
:= 6~R”+P+‘~S(s)isHurwitzandofdegreen+p}. 
{ (13) 
THEOREM 1. Let the plant be single input (multioutput) or single 
output (multiinput), and let M, be defined as above. There exists a pth order 
stabilizing controller if and only if 
(14) 
For the MIMO case Equation (12) shows that (14) is also a necessary 
condition for stabilizability with a pth order controller. 
As p ranges over 0,1,2,. . . , the size of the matrix M, and the numerical 
values of its entries change, but the form of the equation remains unchanged. 
If p is high enough so that R( MP) = R”+p+ ‘, (14) is trivially satisfied and (3) 
has a solution for arbitrary 6. This corresponds to the arbitrary pole assign- 
ment case and will occur for p 2 n - 1 in SISO systems, and generically for 
p > (n - m)/m in single input, m output systems and for p >, (n - 7)/r in 
single output, r input systems. 
For low values of p the problem of checking (14) cannot be completely 
solved without grappling with the nonlinear Hurwitz conditions. Fortunately, 
however, some useful necessary conditions for (14) can be obtained using a 
theorem of linear programming, and this is described below. 
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Let y > 0 denote that every component yi is strictly positive, and let 
P+ n+P := 6ER”+p+l~c3>0}, { 05) 
P;+p := { 6 E w+p+llS < o} . (16) 
Clearly, 
H n+p = pnt+p ” PLPT 
and therefore we have the following result. 
07) 
LEMMA 2. If there exists a pth order stabilizing controller, then there 
exists x such that 
M,x > 0. (18) 
An alternative way to check the condition (18) is obtained from the 
following theorem. 
THEOREM 3 (Gordan’s theorem of the alternative [lo, 131). For each 
given matrix A, either 
(I) Ax > 0 has a solution x, or 
(II) ATy = 0, y > 0, has a solution y, 
but rover both. (Here y > 0 denotes that at least one component of y is 
positive, and no component is negative.) 
Geometrically we may interpret Gordan’s theorem as follows. Either there 
exists a vector r which makes a strict acute angle ( < 7r/2) with all the row 
vectors of A [Figure 2(a)], or the origin can be expressed as a nontrivial, 
nonnegative linear combination of the rows of A [Figure 2(b)]. 
Gordan’s theorem leads to the following useful result on low order 
stabilization. 
THEOREM 4. Zf 
MT =0 
PY ’ y 2 0, 
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FIG. 2. 
has a solution y, then 
and rw pth order compensator can stabilize the given plant. 
The condition given by Gordan’s theorem can be easily checked by 
solving phase I (i.e. finding a feasible solution) of the linear programming 
problem 
Mp’y = 0, cyj=l, yi>O Vi. 09) 
The condition M,x > 0 can also be directly checked by a slight modifi- 
cation of the general linear programming problem. The general linear pro- 
gramming problem is defined as follows [14] 
minimize (or maximize) f(r) = i cjxj (20) 
j=l 
subject to 
2 aijxj(<,=,>)bi, i=1,2 ,..., m, 
j=l 
xi > 0, j=1,2 ,..., 12. 
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Therefore we modify (18) to 
(Mp ; -Mp) .;. -:! _ ) >[ 
M” 
*” 
and set up the problem as 
minf(x,) = Cxnj 
(21) 
(22) 
subject to 
C"n(ij)"nj>t, i=1,2,**., 
j 
Xnj 2 O, j = 1,2 ,.**, 
where m,,Cij) denotes the (i, j)th element of M,. From the solution x, of this 
problem, a solution x satisfying the inequality condition (18) is obtained with 
x = y - z. It is possible to avoid the strict inequality in (18) by introducing a 
positive slack variable 6. This slack variable may be chosen arbitrarily to be 
any positive vector without affecting the feasible solution of (18). 
The above results show how linear programming can be used to obtain 
necessary conditions for stabilizability by a pth order controller. If these 
necessary conditions are satisfied, there exists x such that M,x E Pz+p. For 
low order problems it will often be true that such an x will also satisfy 
M,x E H”+P, and then x represents a stabilizing controller. In general 
however this will not be the case, and the following result, which gives a 
sufficient condition for (14) to hold is useful. To state this result, let 
6El-I n +p+l be Hurwitz, and let h( 6) denote the Euclidean radius of the 
largest stability hypersphere centered at 6. The calculation of h(6) has been 
given recently in [12]. Let d(S, MP) denote the Euclidean distance between 
6 and the subspace R(M,). 
THEOREM 5. Let M,x = S denote the churacteristic vector. If 
d@J!f,) <1 
w ’ (23) 
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then the orthogonal projection 8, of 6 onto R( MP) satisfies 
bf E R(M,) f-l K+p’ (24) 
Proof. The proof is obvious from the geometrical construction shown in 
Figure 3. The condition (23) guarantees that the stability hypersphere 
centered at 6 intersects the subspace R( Mp). n 
The equation for d(6, MP) is 
d(S,MP)=lIMP(M~M~)-1MpTG-8112 (25) 
when M, has full rank. Otherwise (MFM,)-‘Mz in (25) is replaced by any 
FIG. 3. 
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generalized left inverse of M,. From the result of the above theorem we 
formulate the following minimization problem: 
min 
dm&J 
6 E H,+, h(V * 
(26) 
Once we find a 6 which satisfies (23) we can easily determine the stabilizing 
controller coefficient vector x using orthogonal projections. Then 
is the closed loop characteristic vector, and 
(27) 
(28) 
are the controller transfer function coefficients. 
For the case 
M&)=6 (29) 
where c(x) is a nonlinear function of the controller parameter x, we may use 
the following strategy: Write 
M,Y = 6, (30) 
y = c(x). (31) 
Let S be a nominal choice satisfying (30). Then let 
Y’ = (M;A$) -IM;~ := T& (32) 
and let h(y’) denote the radius of the largest stability hypersphere in the y 
space centered at y”. The calculation of h ( y ‘) has been developed recently 
in [15], and the details are omitted here. Now if x is such that 
]]Y’ - 44 11s < h(y’), (33) 
it is clear that M,c( x) is Hurwitz and a stabilizing controller has been found. 
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THEOREM 6. Let 6 be such that 
d@M,) <1 
h(6) * 
Then if x satisfies 
it follows that 
and x corresponds to a pth order stabilizing controller. 
The above theorem suggests the following algorithm: 
min llv - 44 112 
6 = Hp.r h( T,s) := ‘* 
(34) 
(35) 
(36) 
(37) 
The minimization of J can only begin once a 6 satisfying (34) has been found, 
since otherwise h(T,6) is not defined. If J < 1 is attained, a stabilizing 
controller has been found. 
In the next section some examples using this algorithm are given. 
NUMERICAL EXAMPLES 
EXAMPLE 1. Consider 
’ -2s5-2s4-20s3+s2+14s-14 
M(s) = 
-s5-10s4-5s3-6s2-as+4 
2s5 + s4 - 20s3 - 80s2- 80s - 14 
\ -s5 -10s4-5s3-6s2-8s+4 
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For a 6th order controller we have 
’ -1 -2 2’ 
-10 -2 1 
-5 
- 
j’,f,= 20 
- 
20 6 1 -80 ’ 
- 8 14 - 80 
\ 4 - 14 - 14, 
Using linear programming we obtained M,x > 0 with 
. 
It turns out that M,x is Hurwitz. Note that c(x) = x for single input or 
single output plants. We verify that the roots of the closed loop system 
corresponding to this x are 
and therefore 
- 0.480749 * 0.674802 
- 1.07459 
- 39.1735 ’ 
- 968.790 
c(+ -I 
i 
-1 ___ 
- 0.001 - 0.001 1 
is a stabilizing controller. 
EXAMPLE 2. Consider the following: 
- 6.09~‘~ +85.33si3 - 415.33s” = 1094.9275s” 
M(s)= 
S I5 - 22.08~‘~ +29.47s13 - 71.95s12 - 5025s” 
+ 11051.56~‘~ - 192sQ- 156.25s’ 
- 11712.94s’” +36.18sQ +22.74s8 
- 419.68s’+ 1069.56s’ - 1298.42s5 +375.1225s4 
- 191.64s’- 907.8s’ + 1105.61~~ 
- 1365.35~~ +259.25s2 - 62.22s + 198.096 
+ 1322.45~~ - 259.7s2 - 3.34s - 208.55 ’ 
70 
For a 0th order, 
MO= 
1 
- 22.08 
29.47 
- 71.95 
- 5025 
- 11712.94 
36.18 
22.74 
- 191.64 
- 907.8 
1105.61 
0 
1322.45 
- 259.7 
- 3.34 
- 208.55 
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0 
- 6.09 
85.33 
- 415.33 
1094.9275 
11051.56 
- 192 
- 156.25 
- 419.68 
1069.56 
- 1298.42 
375.1225 
- 1365.35 
259.25 
- 62.22 
198.096 
Using linear programming, we have M$y = 0, Y 2 0, with 
‘0 
0 
0 
0 
0 
0.07915 
0 
0 
0 
0 
0 
0.21974 
0.70109 
0 
0 
\O 
as a solution to the conditions required by Gordan’s theorem. It follows from 
Gordan’s theorem and Theorem 4 that there is no 0th order stabilizing 
STABILIZATION OF LINEAR SYSTEMS 
controller. We increase the order of the controller to 1. This gives 
M,= 
/ 
\ 
1 
- 22.08 
29.47 
- 71.95 
- 5025 
- 11712.94 - 
36.18 - 
22.74 
- 191.64 
- 907.8 
1105.61 
0 
1322.45 
- 259.7 
- 3.34 
- 208.55 
0 
0 
1 
- 22.08 
29.47 
- 71.95 
- 5025 
11712.94 
36.18 
22.74 
- 191.64 
- 907.8 
1105.61 
0 
1322.45 
- 259.7 
- 3.34 
- 208.55 
0 
- 6.09 
85.33 
- 415.33 
1094.9275 
11051.56 
- 192 
- 156.25 
- 419.68 
1069.56 
- 1298.42 
375.1225 
- 1365.35 
259.25 
- 62.22 
198.096 
0 
Using linear programming, we found that M,x > 0 for 
0 
0 
- 6.09 
85.33 
- 415.33 
1049.9275 
11051.56 
- 192 
- 156.25 
- 419.68 
1069.56 
- 1298.42 
375.1225 
- 1365.35 
259.25 
- 62.22 
198.096 
71 
c(x) =x= 
However, M,x is not Hurwitz. Therefore we adopt the minimization proce- 
dure and get 
d*(S, M,) = 10-s, 
h*(6) = 1o-2. 
Since d*(6, M,)/h*(i3) = lo-’ < 1, we get from Theorem 6 the stabilizing 
vector 
72 S. P. BHATTACHARYYA ET AL. 
The roots of the closed loop system are 
, - 0.0054836 
- 0.2471693 
- 0.2189355 f 0.7040592 
- 0.5174567 f 0.8936120 
- 1.0393600 f 0.2263056 
- 0.9189383 f0.6516824 
- 0.2942842 + 1.3348327 
- 0.5081362 * 1.6949029 
, - 2.8581280 + 2.8312120 
and the corresponding 1st order stabilizing controller is 
- 0.0300101s - 0.9999985 
C(s) = 
0.00249987s - 0.0949889 ’ 
CONCLUDING REMARKS 
We have given some results and computational procedures that can aid 
the designer in generating low order solutions to the problem of feedback 
stabilization. Since no necessary and sufficient conditions are given for 
stabilizability with a fixed order controller, these results are not final, and it is 
our hope that they will stimulate further work on this problem. 
It is clear that progress on this problem can result if a better understand- 
ing of the geometry of the Hurwitz region and efficient ways of dealing with 
the Hurwitz conditions can be developed. This would sharpen the algorithm 
given here. 
APPENDIX 
Let M(s) denote the plant transfer function matrix, and (A, B, C), a 
minimal realization. Let (D(s), N(s)) denote a left coprime factorization of 
M(s), so that 
M(s)=C(sl-A)-‘B=D(s)-lN(s). (A.1) 
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Now let C(s) be a tth order proper feedback controller with minimal 
realization (A,, B,, C,, 0,). Let 
64.2) 
A,:= (; ;)> *,:= (; y,), C,:,= (; ;), (A.3) 
M,(s) := C,(sZ - A,) -lBt, 64.4) 
and note that the feedback system of Figure 1 has the same characteristic 
polynomial as that of the feedback system of Figure 4. 
Now 
=(“b”’ ,“,,)-‘(“b”’ ;J (A.5) 
D,(s) -’ N,(s) 
FIG. 4. Modified feedback system. 
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is a left coprime factorization of M,(s), and 
K,:= K, z-’ 
-- 
fqs) DC(S) -’ 
is a right coprime factorization of K,. Then 
and 
=Det 
D(s) 0 ; N(s) 0 
0 sz * 0 t * z t 
P(s) Q(s) 
(A4 
:=Det[P(s)Q(s)]. (A@ 
From the Binet-Cauchy formula [14], Det[PQ] can be expanded as a sum 
of products of appropriate determinants of submatrices of P and Q. Let 
i 
. . 
21 22 .*. zp 
P 
h ‘1 j2 . . . j, 
(A.9) 
denote the determinant of the submatrix of P formed by the rows of 
. . 
zl, a2,. . ., i, and the columns jr, j,,. .., j,. Similar definitions apply to Q. 
Now 
Det[P(s)Q] = c 
n 
l< jl< '.' < jn< n +m j, 
(A.lO) 
Therefore, 
(A.11) 
i=l 
Note that the polynomials pi(s) are functions only of the polynomials derived 
from the plant, and the 9i are likewise functions only of x derived from the 
controller. Therefore if p denotes a vector of plant parameters, the coeffi- 
cients of the p,(s) are functions only of p. Similarly, the constant 9i are 
functions only of x. From these considerations it follows that the matrix 
M(p) consists of coefficients of p,(s), and c(x) consists of the 9i( s) 
respectively. Therefore we have 
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