Abstract. Considered herein is a two-component Camassa-Holm system modeling shallow water waves moving over a linear shear flow. It is shown here that solitary-wave solutions of the system are dynamically stable to perturbations for a range of their speeds. On the other hand, a new wave-breaking criterion for solutions is established and two results of wave-breaking solutions with certain initial profiles are described in detail. Moreover, a sufficient condition for global solutions determined only by a nonzero initial profile of the free surface component of the system is found.
Introduction
We are concerned in this paper with the coupled two-component Camassa-Holm shallow water system [15, 30, 38, 40] , namely, m t − Au x + 2u x m + um x + ρρ x = 0, m = u − u xx , t > 0, x ∈ R, ρ t + (uρ) x = 0, t > 0, x ∈ R, (1.1) where the variable u(t, x) represents the horizontal velocity of the fluid, and ρ(t, x) is related to the free surface elevation from equilibrium (or scalar density) with the boundary assumptions, u → 0 and ρ → 1 as |x| → ∞. The parameter A > 0 characterizes a linear underlying shear flow so that (1.1) models wave-current interactions (see the discussions in [21] , [32, 33] and see also [5, 31] ). All of those are measured in dimensionless units. Recently, Ivanov [30] gave a rigorous justification of the derivation of the system (1.1) which is a valid approximation to the governing equations for water waves in the shallow water regime with nonzero constant vorticity, where the nonzero vorticity case arises for example in situations with underlying shear flow [31] . System (1.1) is completely integrable [24, 30, 40] as it can be written as a compatibility condition of two linear systems (Lax pair) with a spectral parameter ζ, that is,
and has a bi-Hamiltonian structure corresponding to the Hamiltonian
with m = u − u xx and the Hamiltonian
There are two Casimirs, i.e. ρ − 1 and m with boundary conditions are taken as u → 0 and ρ → 1 as |x| → ∞. System (1.1) without vorticity, i.e. A = 0, was also rigorously justified by Constantin and Ivanov [15] to approximate the governing equations for shallow water waves. M. Chen, S. Liu and Y. Zhang [8] established a reciprocal transformation between the two-component Camassa-Holm system and the first negative flow of the AKNS hierarchy. More recently, Holm, Nraigh and Tronci [29] proposed a modified two-component Camassa-Holm system which possesses singular solutions in component ρ. Mathematical properties of (1.1) with A = 0 have been also studied further in many works. For example, Escher, Lechtenfeld and Yin [23] investigated local well-posedness for the two-component Camassa-Holm system with initial data (u 0 , ρ 0 ) ∈ H s × H s−1 with s ≥ 2 and derived some precise blow-up scenarios for strong solutions to the system. Constantin and Ivanov [15] provided some conditions of wave breaking and small global solutions. Gui and Liu [28] recently obtained results of local well-posedness in the Besov spaces and wave breaking for certain initial profiles.
In the case ρ ≡ 0 in the system, (1.1) is reduced to the classical Camassa-Holm (CH) equation [6] , namely, u t − u txx − Au x + 3uu x = 2u x u xx + uu xxx .
(1.2) Equation (1.2) was first obtained by Fokas and Fuchssteiner [25] as a bi-Hamiltonian system then as a model for shallow-water waves by Camassa and Holm [6] . A rigorous justification of the derivation of the CH equation as an approach to the governing equations for water waves was recently provided by Constantin and Lannes [16] . Equation (1.2) is integrable, the inverse spectral approach being presented in [17] and [11] ; while the inverse scattering approach was obtained in [14] (see also [26] ). If A = 0, (1.2) possesses solutions of the form u(t, x) = ce −|x−ct| , c = 0, called peaked solitons or 'peakons' [6, 7, 16] , as these waves form replicate a feature characteristic of the traveling wave solutions to the governing equations for water waves of largest possible amplitude [9, 12] . On the other hand, these peakons are characterized as minima of constrained energy shown by Constantin and Molinet [18] . Then the concentration compactness and compensated compactness lemmas lead to the nonlinear stability of these peakons. An excellent alternative proof of stability applying the conservation laws is provided by Constantin and Strauss [19] (also see [35] for the case of the Degasperis-Procesi (DP) equation). Eq.(1.2) also has periodic peakons and stability of those peakons are verified by Lenells [34] . If A = 0, Eq.(1.2) has only smooth solitary waves which could not be expressed explicitly. Constantin and Strauss [20] proved that such smooth solitary waves are nonlinearly stable by the general approach introduced in [27] . As commented by Constantin and Strauss [20] , due to the high-order nonlinear terms and the lack of dissipation in (1.2), a linear stability analysis is inconclusive.
It was shown in [15, 37] that the two-component system (1.1) has only smooth solitary waves, with a single crest profile and exponential decay far out. One of our purpose here is to show that these smooth solitary-wave solutions are indeed dynamically stable (Theorem 3.1) in terms of the constant A when considered as solutions of the initial-value problem for (1.1). The proof of the stability theorem basically follows the general approach in [27] , but a coupled two-component system of equations, instead of a scalar equation, is considered. In comparison with the spectral arguments on Hessian operator in [1, 27] , here we require more precise analysis on spectrum of a linearized operator around the solitary waves for the system (1.1).
It is known that different from the KdV equation, the CH equation (or the DP equation) has a remarkable property, that is, the presence of breaking waves [6, 13, 36] , which means, the solution remains bounded while its slope becomes unbounded in finite time [10, 13] . After wave breaking the solutions of the CH equation can be continued uniquely as either global conservative [3] or global dissipative solutions [4] . Besides stability of the solitary waves, another goal of the present paper is to investigate whether or not the two-component Camassa-Holm system has the similar wave breaking phenomena as the classical Camassa-Holm equation. In other words, whether or not both of two components u and ρ of the solution remain bounded while their slopes become unbounded in finite time.
As we know, a crucial ingredient to obtain wave breaking in finite time or global solution for the Camassa-Holm equation (or the DP equation) is the following invariant property [10, 36] .
where m(t, x) = u(t, x) − u xx (t, x) and the function q ∈ C 1 is an increasing diffeomorphism of R and satisfies the following geodesic equation.
Without such a nice invariant property of the CH equation or the DP equation, the issue of whether or not particular initial data of the two-component CH system generate a global solution or wave breaking is more subtle. Inspired by [15] , we use the properties of invariance of the component ρ associated to a transport equation with more delicate analysis to derive a new wave-breaking criterion for solutions for System (1.1) and determine wave-breaking solutions with certain initial profiles. In this case, due to the Hamiltonian E, the horizontal velocity component u is uniformly bounded by the Sobolev imbedding of H 1 into L ∞ . And we are able to show that under certain conditions on the initial data, the slope of the component u is unbounded in finite time. On the other hand, if the slope of u is bounded below, then the slope of the component ρ can not break in finite time. This implies that the wave breaking of the solution is determined only by the slope of the component u of the solution definitely. It is noted in [15, 23] that the wave breaking in finite time is determined by either the slope of the first component u or the slope of the second component ρ. It is, however, established in Theorem 4.1 for the first time that the wave breaking in finite time only depends on the slope of the first component u. In other words, the wave breaking in the first component u must occur before that in the second component ρ in finite time.
On the other hand, we find a sufficient condition for global solutions which determined only by a nonzero initial profile of the free surface component ρ of the system. This can be done because the slope of the component u can be controlled by the component ρ in finite time provided the sign of ρ does not change. These of improved results of global solutions and wave breaking indeed reveal more important features of wave propagation to the system (1.1).
Our main results of the present paper are Theorem 3.1 (Stability), Theorem 4.1(Wave breaking criterion), Theorem 4.5 (Wave breaking) and Theorem 5.1 (Global solution).
The remainder of the paper is organized as follows. In Section 2, the local existence results are recalled and properties of the solitary-wave solutions are established. Section 3 is devoted to the proof of the stability result (Theorem 3.1 ). An precise wave-breaking criterion is derived and result of wave-breaking (Theorem 4.5) is demonstrated in detail in Section 4. Finally, in Section 5, a sufficient condition for global solutions (Theorem 5.1) determined only by a nonzero initial profile of the free surface component of the system is described.
Notation. The norm of the Lebesgue space
All of different positive constants might be denoted by the uniform constant C which may depend only on initial data.
The solitary waves
be a real Hilbert space with inner product ( , ) and denote its element by u = (u, η). The dual of X is X * = H −1 (R) × L 2 (R) and a natural isomorphism I from X to X * can be defined by
in which ∂ x means the derivative with respect to spatial variable x. By the map I the paring , between X and X * can be represented as
In this paper the space X * * will always be identified with X in the natural way. It is noted that ρ → 1 as |x| → ∞ for ρ in (1.1). Let ρ = 1 + η. Then η → 0 as |x| → ∞ and System (1.1) is rewritten as
Let us consider two functionals on X which are two conservation laws mentioned in Introduction, namely,
with u = (u, η). The quantity E(u) associates with the translation invariance of (2.1) and can be rewritten as
Here the subscript X relating to the corresponding norm is omitted for simplicity of notation. By the functional F (u), System (2.1) may be represented as an abstract Hamiltonian form
where J is a closed skew symmetric operator defined by
and F (u) represents the variational derivative of the functional F in X at u. The explicit expression of F can be found in Section 3.
, where * denotes the spatial convolution. By this notation, (2.1) can be rewritten as a quasi-linear nonlocal evolution system of the type
The basic ingredient needed in our development is a local existence theory for the initial-value problem.
Moreover, the solution u depends continuously on the initial value u 0 and the maximal time of existence T > 0 is independent of s.
We omit the proof of the local existence, since the local existence can be verified by repeating the proof of Theorem 1.1 in [28] 
the last identity is due to the skew symmetry of J. So F (u) is invariant. By a solitary wave of (2.1), we mean simply a nontrivial traveling-wave solution of (2.1) of the form ϕ ϕ ϕ c (t, x) = (ϕ c (x − ct), ξ c (x − ct)) ∈ X with c ∈ R and ξ c , ϕ c vanishing at infinity along with the first and second derivatives of ξ c and ϕ c . For simplicity of notation the subscript c is dropped when it is considered as a fixed parameter.
For A > 0, let It was shown by Camassa, Holm and Hyman [7] that when A = 0 the profile of the solitary waves of (1.2) is determined implicitly by a basic elementary function. If A = 0 and c > 0, Constantin and Molinet [18] asserted that, up to translations, peaked solitary wave ϕ(t, x) = ce −|x−ct| is exactly the solution of a variational problem relating to two conserve laws of (1.2). Let A = 0 in (2.1). Constantin and Ivanov [15] stated that traveling wave of (2.1) can be expressed by elliptic functions. An alternative proof of the existence of such a wave has been given recently by Mustafa [37] based on Wintner's non-local existence theorem. The existence and uniqueness of solitary waves of (2.1) as well as their other properties can be established by corresponding properties of the initial-value problem of an ordinary differential equation. We give here a different method to prove Proposition 2.2.
Proof of Proposition 2.2.
Let ϕ ϕ ϕ = (ϕ, ξ) be a solitary wave of (2.1) with speed c ∈ R. Then ϕ = ϕ(x) and ξ = ξ(x) satisfy the system of equations
Integrating these two equations over (−∞, x], respectively, and taking into account ξ(x), ϕ(x), ϕ (x), and ϕ (x) → 0 as |x| → ∞, one finds that ϕ and ξ must satisfy
We first claim that c = 0. Assume the contrary c = 0. Then ϕ and ξ satisfy
Since ξ vanishes at infinity, (2.7) implies ϕ(x) = 0 for |x| sufficiently large. Let Combining this with the first equation of (2.5) yields an equation concerning the unknown ϕ only, that is
Since c − ϕ = 0, local regularity theory to elliptic equation (2.9) infers ϕ ∈ C ∞ (R), and so is ξ by (2.8).
Multiplying both sides of (2.9) by 2ϕ and integrating on (−∞, x], and applying the identity
it follows that 
An explicit computation shows that f is a locally Lipschitz function of ψ as long as ψ is positive. It is found from (2.12) that ψ decreases strictly to zero as x tends to infinity since 0 is the only possible extreme value. Considering the problem (2.12) on (−∞, −x 0 ] and removing the minus sign before f , the preceding arguments yield the existence of ψ on (−∞, −x 0 ], which is symmetric to the corresponding part on
and ϕ = ψ on the rest of R. it is found that ϕ is a unique and even solution of (2.9). Such a solution decreases from its peak of height c − A 1 to zero with an even profile by constructions, and unique up to translation by the uniqueness of the initial-value problem of ordinary differential equations. Recalling ϕ(x) → 0 as |x| → ∞, it is inferred from (2.9) that
Taking (2.10) into (2.9) and considering ϕ as a function of ϕ implies the profile of ϕ is concave when ϕ(x) ∈ (c − c 1 , c − A 1 ) and convex in the rest of the line, where c 1 is the unique zero point of the equation 2y
Though no explicit expression is available for ϕ (and so ξ in view of (2.8)), as in [20] , the effects of traveling speed c on the function ϕ can be analyzed to provide some general description of their profiles. Fixing ϕ(0) = c−A 1 and setting ω = ∂ c ϕ yield ω is a smooth and even function with ω(0) = 1. Assume ω(x 0 ) = 0 for some x 0 > 0. Differentiating (2.10) with respect to c and taking their values at x 0 result in
with the help of (2.10) and the assumption c > A 1 . Recalling ϕ x (x 0 ) < 0 and c − ϕ > 0, it follows from the above inequality that ω x (x 0 ) < 0, which implies that ω decreases strictly near x 0 . It is then deduced from the continuity of ω that it has at most two zeros on R. By (2.13), an explicit computation indicates that ϕ decreases faster at infinity when c is larger, that is, ω(x) < 0 at infinity. This ensures that ω has exactly two zeros −x 0 , x 0 on R, varying with c. That means, as c increases, the profile ϕ between (−x 0 , x 0 ) is increasing, while the rest is decreasing. The case c < A 2 can be considered similarly. Note that the profile of ϕ is now negative.
Stability of the solitary waves
In this section, attention is now given to stability of solitary-wave solutions to (2.1). For fixed c and for ε > 0, the neighborhood U ε of the collection of all translates of the unique solitary-wave solution ϕ ϕ ϕ c is defined by
Let us now discuss the appropriate notion of stability of the solitary waves of (2.1).
It is our purpose here to show that all the solitary waves of (2.1) are indeed orbitally stable. To establish the result in view, we follow the general approach to stability and instability pioneered by Grillakis, Shatah and Strauss [27] .
The principal result of this section is the following. It is noted from the definition of stability that by stability we mean that even if a solution which is initially close to a solitary-wave solution blows up in finite time, it will remain close to some translate of the solitary wave up to the breaking time.
We will show the problem falls within the framework of the general approach to orbital stability provided by [27] . Therefore, the proof of Theorem 3.1 is approached via a series of lemmas.
Recalling the functional E (and F ) is defined by X = H 1 (R)×L 2 (R), its first order variational derivatives E has components E u and E η in the spaces H −1 (R) and L 2 (R), respectively. By the L 2 (R) inner product E can be obtained by computing
Calculating explicitly yields
By these notation and (2.5), solitary waves of (2.1) satisfy
Denote by 
It is immediate that H
Proof. (i) Note H c is a self adjoint operator and bounded from below, i.e., H c ≥ aI for some a ∈ R and identity operator I. Since ϕ and its derivatives to second order decay exponentially at infinity, it follows from Weyl's essential spectrum theorem [39] that the essential spectrum of the operator H c coincides with that of its asymptotic operator O ∞ as |x| → ∞, where
Hence there is a constant δ ∈ (0, 1) depending only on A and c such that
R) and x ∈ R. Now let the superscript t denote a transpose of a vector. Then one finds (ii) Assume that ψ ψ ψ = (ψ, ω) is an eigenfunction of H c corresponding to the eigenvalue 0, that is H c ψ ψ ψ t = 0. In terms of components it reads
Since the second equation yields ω = cψ (c−ϕ) 2 , the first one can be expressed as a zero eigenvalue problem of H c :
Note ϕ(x), ϕ (x), and ϕ (x) → 0 exponentially as |x| → ∞ and c − ϕ(x) > 0 on R. Similar to [20] , the Liouville substitution
where
.
Note c+A− . Moreover, in terms of increasing order, the n , th eigenvalue has, up to a constant multiple, a unique eigenfunction with precise n − 1 zeros (see, for example, [22] for details). Therefore, the operator H c in (3.3) has the same spectral properties.
Note ξ = cϕ (c−ϕ) 2 . By (2.4) it follows that H c ϕ = 0. Since ϕ has exactly one zero then the zero eigenvalue of the operator H c is simple, and there is exactly one negative eigenvalue while the rest of the spectrum is positive and bounded away from zero. Thus the zero eigenvalue of the operator H c is simple and its kernel is spanned by ϕ ϕ ϕ c .
(iii) Following the arguments in [1] , the operator H c is related to a quadratic form Q c (ψ ψ ψ) with ψ ψ ψ = (ψ, ω) ∈ X, which is defined as the coefficient of ε 2 in Taylor's expression of cE(ϕ ϕ ϕ c + εψ ψ ψ) − F (ϕ ϕ ϕ c + εψ ψ ψ) and is given by
Let f be a nontrivial eigenfunction corresponding to the unique negative eigenvalue of H c . Then
c (f ) < 0, so H c has a negative eigenvalue, say λ 1 . Applying the min-max characterization of eigenvalues (cf. [39] ) to operator H c yields
Choosing ψ ψ ψ = (f, 0) leads to
The last inequality is due to Q
c (g) ≥ 0 for all g orthogonal to f in H 1 inner product and the nonnegativity of G(g, h) . Thus λ 1 is simple, we denote the corresponding eigenfunction by χ χ χ = (χ, µ). The known results in (ii) imply λ 2 = 0 and is simple too. This completes the proof of the lemma. 
For simplicity of notation, set
and 
Differentiating the first equation of (2.4) with respect to x and using ϕ (0) = 0, it is deduced that
the last inequality is inferred from f (0) < 0 and ϕ (0) < 0. The facts ϕ (0) > 0 and ϕ (0) = 0 also imply that |ϕ (x)| 2 is strictly decreasing in a interval, such as (0, x 0 ) for some x 0 > 0. By (3.6) we can consider such x 0 > 0 is sufficiently small so that f (x) < 0 in (−x 0 , x 0 ). Now set a testing function v v v = (v, ν), which satisfies
We find v v v ∈ X and v v v(x) = (|ϕ (x)|, |ξ (x)|) for |x| > x 0 . Integrating by parts and using the notation I in (3.5), we get
It is noted that |ϕ (x)| 2 is strictly decreasing in (0, x 0 ) and is an even function.
which leads to
and |ϕ (x)| are all even functions, the estimate v(x) ≥ |ϕ (x)| is also valid on (0, x 0 ). This implies that
since f (x) < 0 in (−x 0 , x 0 ). It then follows from (3.7), (3.9) and (3.10) that
Here the notation II is defined in (3.5). Thus H c has a negative eigenvalue λ 1 , which can be characterized as (cf. [39] )
Remark 3.4. Under the assumption c < A 2 , we should consider the operator H c having the form
In this setting, we have c < ϕ(x) < 0 on R. By a similar argument all properties of H c in Lemma 3.2 are valid.
Let ϕ ϕ ϕ c = (ϕ c , ξ c ) be a solitary wave of System (2.1). We consider the scalar function 
where the notation , denotes the paring between X and X * . In view of the even symmetry of ϕ c , it follows from (2.8) and (2.10) that
Recall 0 < ϕ(x) < c and ϕ (x) < 0 in (0, ∞) when c > A 1 . It is inferred from (2.10) that
Using change of variables y = c − ϕ(x) to this integral and taking into account d (c) = E(ϕ ϕ ϕ c ) in (3.11), it follows
Here the property ϕ(0) = c − A 1 has been used. Differentiating the scalar function with respect to c, one finds
Here the positiveness of the integral is due to the fact 2y + A > 0 for y ∈ (A 1 , c) .
Next we consider the case c < A 2 . Contrary to (3.11), there is
Recalling c < ϕ(x) < 0 and ϕ (x) > 0 in (0, ∞) in the case c < A 2 , similar to (3.12), it holds
Using change of variables y = c − ϕ(x) and the property ϕ(0) = c − A 2 , it follows
Differentiating the function with respect to c yields
since 2y + A < 0 for y ∈ (c, A 2 ). This completes the proof of the lemma.
By the implicit function theorem, we can follow exactly same proof as in [2, 27 ] to get the following result. We only state it without proof.
Lemma 3.6. Let ϕ ϕ ϕ = (ϕ, ξ) be the traveling wave of equations (2.1). There exist ε > 0 and a unique
By the spectrum analysis in Lemma 3.2 and the convexity of d(c) in Lemma 3.5, the following lemma can be proved exactly as Theorem 3.3 in [27] , or Lemma 5.1 in [2] . We give the proof here in detail only in the purpose to provide more information about the positive constant k in (3.13). Proof. The lemma is proved only in the case c > A 1 . The other case c < A 2 can be argued similarly. Differentiating (3.11) with respect c and applying the equation (3.1) yields Since it is proved same as in [27] , we only state it without proof.
Lemma 3.8. Under the assumptions of Lemma 3.6, there exists ε > 0 such that
Proof of Theorem 3.1. In view of Lemma 3.2 and Lemma 3.8, the result of the theorem is then a direct consequence of Theorem 3 in [27] .
Wave breaking
The aim of this section is to investigate under which conditions wave breaking may occur. Rewrite (1.1) as
Recall A > 0 and ρ → 1 as |x| → ∞. First we give a criterion for finite time wave-breaking to (4.1). It is shown in [28] (also see [15, 23] ) that the solution (u, ρ) breaks in finite time if and only if
Theorem 4.1 of the present paper shows that the first assumption (i.e., (4.2)) occurs or not, is enough to determine wave breaking of the considered solution in finite time. So it improves the corresponding result in [23, 28] .
The associated Lagrangian scale of (4.1) is established by the initial-value problem
, and T > 0 be the maximal time of existence. A direct calculation also yields q tx (t, x) = u x (t, q(t, x))q x (t, x). Hence for t > 0, x ∈ R, we have 
Similarly, one gets sup
The following lemma is crucial to the proof of Theorem 4.1. 
Lemma 4.3. Let (u, ρ) be the solution of (4.1) with initial value
and
hold for t ∈ [0, T ), with Proof. By Lemma 2.1 and a simple density argument, it is needed only to show the desired results are valid when s ≥ 3. So in the following of this section s = 3 is taken for simplicity of notation. Applying p(x) = 1 2 e −|x| , the first equation of (4.1) becomes
Differentiating both sides of the equation with respect to x and using the identity
. Using these notations, Equation (4.12) and the second one of (4.1) can be rewritten, respectively, as
for t ∈ [0, T ), where the notation denotes the derivative with respect to t and f represents the function
To provide finer sufficient condition for finite time wave-breaking in Theorem 4.5 latter, the upper bound of f is here calculated more carefully than others. Using the relation ∂ 2 x p * u = p x * u x and expanding the convolution term yields
). Applying Young's inequality and
−|x| leads to
On the other hand, the continuous embedding of H 1 (R) into L ∞ (R) gives (cf. [13] , for example, for the best embedding constant)
The last identity is due to the conservation law E(u, ρ − 1) of the system (4.1). Combining (4.16), (4.17), and (4.18) together gives
where the conservation law E(u, ρ − 1) = R u 2 + u 2 x + (ρ − 1) 2 of (4.1) is used in the second identity and C 1 is introduced in (4.10). The lower bound of f is needed in Lemma 5.2, it is estimated here for convenience. The former expression for f and similar estimates lead to
Here we use the following estimate,
In view of the definition of M (t) in (4.13), the assumption (4.6) is now expressed as, for each x ∈ R,
Applying this restriction, it then follows from the second equation of (4.14) that, for each x ∈ R,
for t ∈ [0, T ). Hence combining this with (4.4) leads to (4.7). Given any x ∈ R. Let us define
with M (t) = u x (t, q(t, x)) and C 1 in (4.10). Observing P (t) is a C 1 -differentiable function in [0, T ) and satisfies
Assume the contrary that there is t 0 ∈ [0, T ) such that P (t 0 ) > 0. Let
Then P (t 1 ) = 0 and P (t 1 ) ≥ 0, or equivalently,
From (4.20), (4.22) , (4.24) , and the first equation of (4.14), it follows that
≤ 0, a contradiction to (4.25) , so the claim (4.23) is valid. Therefore, the arbitrarily chosen of x and (4.5) imply (4.8) . Now come to the proof of (4.9). Given x ∈ R. Set 26) with q(t, x) established in (4.3). With these notations and M, γ described in (4.13) the first equation of (4.1) gives 27) for t ∈ [0, T ) with
where the second identity is due to (4.11). The square of g satisfies
By (4.6), (4.8), and (4.19), it transpires that
with M 1 in (4.6) and C 1 in (4.10). Rewriting g 2 as
and repeating the same estimates to (4.20) and (4.21) with slight modifications yield
with some positive constants C 2 , C 3 depending on A, M 1 and the norm (u 0 , ρ 0 − 1) H 2 ×H 1 . Differentiating the second equation of (4.1) with respect to x gives 29) for t ∈ [0, T ). (4.27) and (4.29) are a non-homogeneous linear differential system with variable coefficients. Computing explicitly yields
for t ∈ [0, T ), where the assumption (4.6) is applied in the second inequality. Then Gronwall's inequality and (4.28) yield
for t ∈ [0, T ), with the help However, u x has an upper bound on the subset [0, T ) × Λ, with Λ = {x ∈ R : ρ 0 (x) = 0}, the zero level set of ρ 0 . In fact, for any x ∈ Λ, γ(t) = ρ(t, q(t, x)) = 0 with t ∈ [0, T ), in view of the second equation of (4.14), the first equation of (4.14) gives
Then in view of the proof of Lemma 4.3, the uniform bound for M (t) can be obtained by the boundedness of f and u 0,x , that is,
Proof of Theorem 4.1. Assume (4.2) is not valid. Then there is some positive num- 
Multiplying both sides of (4.31) by 2m and integrating by parts, it gives
Here R mu x = R uu x − u x u xx = 0 and the integral is independent of A. Differentiating (4.31) with respect to x, then multiplying it by 2m x and integrating by parts leads to 33) where use has been made of facts that the identities R m x u xx = 0 and
are applied. Multiplying both sides of the second equation of (4.1) by 2(ρ − 1) and integrating by parts, it gives
Differentiating the second equation of (4.1) with respect to x, then multiplying it by 2ρ x and integrating by parts yields
Differentiating the second equation of (4.1) with respect to x twice, then multiplying the resulted equation by 2ρ xx and integrating by parts yields
or, what is the same,
, which is a contradiction to the assumption that T < ∞ with the maximum time T of existence.
On the other hand, assume (4.2) holds. The continuous embedding of
In consequence, the solution blows up in finite time. This completes the proof of Theorem 4.1.
The following theorem provides some cases for wave breaking in finite time.
and T > 0 be the maximal time of existence of the solution (u, ρ) to the system (4.1) with initial data (u 0 , ρ 0 ). Assume there is some x 0 ∈ R such that ρ 0 (x 0 ) = 0, and one of the following two conditions holds, 38) where (4.10) . Then the corresponding solution to the system (4.1) blows up in finite time in the following sense: there exists a T 0 with
, respectively, such that . In fact, under the assumption ρ 0 (x 0 ) = 0 in Theorem 4.5, the embedding theorem yields
That means, at least, the initial energy (u 0 , ρ 0 − 1) 
Observing M (0) = u 0,x (x 0 ) < 0. A similar argument to (i) yields
This completes the proof of Theorem 4.5.
Global existence
In view of the criterion for wave-breaking (Theorem 4.1), a sufficient condition of global solutions can be obtained in the following. To prove Theorem 5.1, we need the following lemma. are valid for t ∈ [0, T ). Thus the conclusions of (5.2) are obtained. Now come to the proof of (5.3). Its proof is the same as that of the last part of Lemma 4.3, and the present proof is written in a compression form. Using the notations M, γ described in (4.13), and K and λ in (4.26), it is deduced from System (4.1) that for a fixed x ∈ R, K (t) = −2M K + γλ + g(t, q(t, x)), λ (t) = −γK − 2M λ, for t ∈ [0, T ), with g = −Au x + 2uu x − ∂ x p * (−Au + u 2 + On the other hand, the assumption ρ 0 − 1 ∈ H s−1 (R) with s > 
Lemma 5.2. Assume (u, ρ) is the local solution of (4.1) with the initial value
(u 0 , ρ 0 − 1) ∈ H s (R) × H s−1 (R), s >|u x (t, q(t, x))|, |ρ(t, q(t, x))| ≤ 1 |ρ 0 (x)| C 5 e C4t , (5.2) |u xx (t, q(t, x))|, |ρ x (t, q(t, x))| ≤ 1 |ρ 0 (x)|
