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breadth of industries, from construction to cargo delivery to agriculture to first response. As opposed to
carrying payloads that are tightly secured against vehicles' bodies, manipulating payloads via a cable
suspension allows the vehicle retain its agility and interact with objects from a distance. This problem has
been studied for a variety of unmanned aerial vehicles (UAVs), including fixed-wing, helicopter, and
quadrotor systems, in single- and multi-robot contexts. However, past work has focused predominantly on
payload stabilization and elimination of the load swing during flight. This strategy is safe, but sub-optimal
and overly conservative, and compromises UAVs' agility. In contrast, skilled pilots are able to achieve
faster maneuvering by anticipating the effects of and allowing for load swings that naturally arise from
the system's dynamics. This work proposes techniques for dynamic manipulation of slung-loads--execution of maneuvers where the payload swings significantly from the vertical orientation---with aerial
robots. It begins by addressing the challenge of controlling suspended payloads at large excursions from
the vertical configuration. It will then present a trajectory generation algorithm for a single quadrotor
carrying a payload through obstacle-filled environments. In allowing the system to exploit its entire range
of motion, rapid load transport and, more importantly, navigation of obstacles infeasible for swing-free
systems can be achieved. Finally, it will propose a safe, scalable, and complete algorithm that generates
trajectories for a multi-robot team in which each agent is transporting a single payload. Robots are
coordinated such that they can safely execute simultaneous payload swings.
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ABSTRACT
Control, Planning, and Coordination
for Dynamic Aerial Manipulation with Robot Teams
Sarah Yifang Tang
Vijay Kumar
The rapid and safe transportation of suspended payloads with aerial vehicles is a crucial
task across a breadth of industries, from construction to cargo delivery to agriculture to
first response. As opposed to carrying payloads that are tightly secured against vehicles’
bodies, manipulating payloads via a cable suspension allows the vehicle retain its agility
and interact with objects from a distance. This problem has been studied for a variety of
unmanned aerial vehicles (UAVs), including fixed-wing, helicopter, and quadrotor systems,
in single- and multi-robot contexts. However, past work has focused predominantly on payload stabilization and elimination of the load swing during flight. This strategy is safe, but
sub-optimal and overly conservative, and compromises UAVs’ agility. In contrast, skilled
pilots are able to achieve faster maneuvering by anticipating the effects of and allowing for
load swings that naturally arise from the system’s dynamics. This work proposes techniques
for dynamic manipulation of slung-loads—execution of maneuvers where the payload swings
significantly from the vertical orientation—with aerial robots. It begins by addressing the
challenge of controlling suspended payloads at large excursions from the vertical configuration. It will then present a trajectory generation algorithm for a single quadrotor carrying
a payload through obstacle-filled environments. In allowing the system to exploit its entire
range of motion, rapid load transport and, more importantly, navigation of obstacles infeasible for swing-free systems can be achieved. Finally, it will propose a safe, scalable, and
complete algorithm that generates trajectories for a multi-robot team in which each agent
is transporting a single payload. Robots are coordinated such that they can safely execute
simultaneous payload swings.
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Chapter 1

Introduction
Aerial robots have the capability to aid humans across a wide breadth of tasks. Unmanned
aerial vehicles (UAVs) are extremely agile and maneuverable, making them well-suited to
performing time-critical tasks in cluttered environments, and are capable of carrying a moderate payload that allows for onboard sensing, computation, and transportation of external
objects. As a result, they have been successful in surveillance and reconnaissance [55, 70],
mapping and exploration [27, 90], acrobatic and musical performances [12, 91, 101], and
construction [3, 60, 71].
In this work, we will focus on the challenge of aerial manipulation. While a number of
works propose manipulation with an attached manipulator [60, 71, 112], we will propose
algorithms that enable the rapid, reliable transport of cable-suspended payloads. Manipulating objects via a cable suspension allows for repeated payload pick-up and release without
landing, as well as better retention of the vehicle’s inherent agility. As a result, it is a fundamental skill in applications such as aerial fire-fighting, cargo transportation, construction,
heli-mulching and heli-logging, and even tree harvesting.
While automated slung-load transportation has long been an active research area, industrial tasks are currently still conducted by skilled helicopter pilots. One major reason
that automation has been unable to replicate human skill-levels is because current stateof-the-art methods only allow for stabilization of the payload to the vertical configuration
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and elimination of the load swing during transport. While this mode of operation is safe, it
is overly conservative. In contrast, pilots often allow for large load swings by anticipating
and maintaining stable flight in spite of the disturbances on the vehicle [88]. Leveraging the
system’s natural dynamics in this manner allows them to quickly transport payloads across
large distances.
In this work, we hope to endow UAVs with this same capacity for dynamic manipulation
— the ability to incorporate large payload swings during transportation maneuvers when it
is more efficient or necessary to do so. In particular, this thesis will focus on:
1. Control — The robot must be able to actuate itself and the payload through configurations far from equilibrium while maintaining system stability.
2. Planning — The robot must be able to plan maneuvers that take into consideration
its own, and the payload’s, dynamics.
3. Coordination — For larger-scale tasks, it becomes desirable for the robot to be able
to coordinate with other agents to deliver large numbers of payloads in parallel in a
shared workspace.
While these challenges have been well-addressed for quadrotor systems, the addition of
a suspended payload significantly alters the system’s dynamics and demands the development of new techniques. For example, geometric controllers [57] have allowed the successful
experimental demonstration of aggressive quadrotor flight through obstacle-filled environments and even narrow gaps at large attitude angles [29, 66]. However, for slung-load
systems, while many control methods for robust suppression and stabilization of large payload oscillations have been demonstrated [8, 9, 41, 77, 85, 115], the actuation and control
of deliberately planned load swings has yet to be achieved. These proposed controllers have
also only been demonstrated in obstacle-free environments. In works that focus on maneuvering the robot and its payload around static obstacles, motion plans are executed in
an open-loop manner, either by directly executing optimized control inputs [19, 30, 77] or
by closing the control-loop on the quadrotor state [33]. Existing approaches for quadrotor
2

trajectory optimization often depend on an approximation of the quadortor as a rectangular prism or an ellipsoid [18, 62, 66]. A straight-forward extension of these approaches
to the quadrotor-with-payload system requires an over-approximation of the system as an
ellipsoid with major axis at least the length of the cable, limiting the amount the payload
can swing, or a sphere with radius at least the length of the cable, making it impossible to
find valid motion plans through narrow gaps and windows. The planning of maneuvers that
truly leverage the system’s dynamic capabilities is still an open problem. Similarly, while
a number of works propose solutions for multi-robot planning for agents with quadrotor
dynamics [1, 23, 47], coordination of multi-body systems, where robots must make sure to
not swing their payloads into their neighbors’, is still an unaddressed problem.
Towards solving the aforementioned issues, we aim to formulate methods that are:
1. Feasible — The algorithm will produce motion plans and control commands that are
dynamically feasible for the robot.
2. Safe — The algorithm will plan maneuvers that avoid collisions of the robot and its
payload with obstacles and other agents in the workspace.
3. Complete — The algorithm will always find a solution if one exists and indicate no
solution exists if one does not.
4. Scalable — The algorithm should ideally be practically useable for large numbers of
agents or complex scenes.
Unfortunately, the quadrotor-with-payload system’s large numbers of degrees of freedom,
complex and under-actuated dynamics, and multi-body geometry all pose challenges for
developing control and planning algorithms that exhibit these properties.

1.1

Thesis Overview

This thesis will develop control, planning, and coordination techniques for the dynamic
manipulation of suspended payloads — the planning and execution of maneuvers that potentially include significant deviations of the payload from the vertical configuration— that
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offer tractable feasibility, safety, and completeness guarantees.
Chapter 2 will present background on related work and mathematical preliminaries.
Chapter 3 will discuss the dynamics of our system and more rigorously define dynamic
manipulation.
From here, Chapter 4 will detail the development of a geometric controller that allows
for robust, almost-globally stable control of the quadrotor-with-payload system. Notably,
we demonstrate control of the suspended payload at extreme orientations from the vertical
configuration.
Chapter 5 will focus on planning for a single quadrotor carrying a payload through
cluttered environments. Through representing the problem as a Mixed-Integer Quadratic
Program, we find globally optimal trajectories for the quadrotor-with-payload system. We
further experimentally demonstrate fast payload pick-ups and releases, where the robot
does not need to move directly above the payload, and navigation through windows shorter
than the system’s cable length. These maneuvers would be infeasible without the explicit
allowance of payload swings, exemplifying the benefits of dynamic manipulation.
Chapter 6 will consider the problem of multi-agent coordination, where a team of robots
must safely execute identical tasks in parallel in a shared workspace. In the context of this
work, each robot must transport a single payload to a designated location. Multi-agent
planning for kinematic robots is in itself a challenge because of the exponential growth in
complexity as the number of robots increases, and the addition of dynamic and geometric
constraints of quadrotors with slung-loads further complicates the problem. The proposed
approach will focus on ensuring safety and dynamic feasibility while considering computational scalability to large teams and allowing multiple robots to simultaneously swing their
payloads.
Finally, Chapter 7 will summarize our contributions and discuss avenues for future work.
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Chapter 2

Background and Related Work
This chapter will overview the related literature in aerial manipulation, control, trajectory
generation, and multi-robot planning related to our work, as well as present mathematical
foundations that this thesis will build upon. Parts of this chapter first appeared in [103, 105–
110].

2.1

Aerial Manipulation

The field of aerial manipulation has been actively studied since the 1930s, when the earliest
known work analyzing the stability of towed bodies emerged [37]. A series of works analyzing the stability of towing different types of bodies, both non-streamlined [38, 84, 87] and
aerodynamic [81]. These early works focused heavily on characterizing equilibrium configurations of the system. It was later shown that this type of quasi-static analysis can be
sufficient for planning slow-moving payload transportation maneuvers [64, 69].
To enable faster vehicle movements, a number of works began to model the full dynamics
of the UAV-with-suspended payload system. These models have been used in motion planners that design feedforward control inputs [30, 77] as well as feedback controllers that stabilize the payload and reject further oscillations [8, 9, 41, 85, 115]. Many of these approaches
have been validated with notable experimental demonstrations, however, they ultimately
still require the UAV to maintain a swing-free payload state in all situations.
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More recently, a number of works have proposed leveraging the full dynamic capabilities of the system to allow for controlled payload swings, enabling more efficient navigation through cluttered workspaces. This capability has been demonstrated in a number of
works [19, 33] and will be explored in the remainder of this thesis.
Previous research on aerial manipulation has taken place across helictoper [8, 9], multirobot [115], and quadrotor [19, 30, 33, 41, 77] platforms. In this work, we choose to use
quadrotors as our aerial platform because of their mechanical simplicity, agility, maneuverability, and off-the-shelf availability; however, the proposed methods could potentially be
extendable to other UAV platforms as well. The remainder of this chapter will discuss the
state-of-the-art in the development of control and planning algorithms for quadrotors, as
well as challenges and recent results towards enabling payload manipulation.

2.2

Coordinate-Free Dynamic Modeling

There are numerous well-established modeling techniques for quadrotor systems. However,
most methods would parameterize the orientations of the quadrotor and payload. These
parameterizations are local coordinate representations, and it would be more desirable to
have a compact, globally-valid representation of the system’s configuration, in particular to
facilitate the development of control and planning methods that accommodate large attitude
angles. To this end, we will derive coordinate-free equations of motion to model the relevant
quadrotor systems [59].

2.2.1

Quadrotor aerodynamics

We will begin by modeling the aerodynamics of the quadrotor itself. Figure 2.1a illustrates
the forces on the robot from each of its four rotors; the red tape indicates the front of the
vehicle. Each rotor generates an applied force and torque of:

fi = kF ωr2i ,

Mi = kM ωr2i ,
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(2.1)

b3
f2

f3

F
b2

M2

M3

M3

f1

M2

f4
M1
M4

M1

(a) Forces, moments from rotors.

b1

(b) Net force, moments on vehicle.

Figure 2.1: Actuated forces on the quadrotor.

respectively, where ωri is the propeller rate and kF , kM are constants that can be found
through experimental calibration. Each rotor’s applied moment acts on the robot in the direction opposite to its rotation. Throughout this work, the motor dynamics will be assumed
to be significantly faster than the system’s rigid-body dynamics, and fi , Mi can be approximately instantaneously achieved [68]. While other works have demonstrated the usability
of more sophisticated models such as polynomial mappings from propeller speed to forces
and torques [5, 26] and non-instantaneous models [4], as will be validated by experimental
results, the presented linear model is sufficient for this work.
For control design, the system inputs are often abstracted as a thrust of magnitude
f and a moment vector, M, whose components act about a body-fixed frame with axes
B = {b1 , b2 , b3 }, shown in Fig. 2.1b. These inputs can be linearly derived from individual
forces and moments through the relation:


k
kF
kF
 F


kF lQ
0
f   0
=
  

0
kF lQ
M
−kF lQ

kM
−kM kM




 
ω2
kF
  r1 
 
 2
−kF lQ 
 ωr2 
 ,
 
0  ωr23 
 
−kM
ωr24

(2.2)

where lQ is the distance between each rotor and the vehicle’s center of mass. The applied
thrust in vector form is given by F = f b3 .
Throughout this work, we will consider the dynamics of a quadrotor carrying a suspended
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Figure 2.2: Reference frames to model the quadrotor.

payload, as well as the dynamics of the quadrotor itself.

2.2.2

Quadrotor system

We will use the phrase “quadrotor system" to refer to the dynamics of a quadrotor without a
suspended payload. Figure 2.2 illustrates reference frames used in representing this system’s
state. I = {e1 , e2 , e3 } is an inertial reference frame. A = {a1 , a2 , a3 } is an intermediate
frame resulting from a yaw rotation of ψ about the e3 axis. Finally, B = {b1 , b2 , b3 } is a
body-fixed frame.
The state of the quadrotor evolves on SE(3) and can be represented with:
>


XQ =

x>
Q

ẋ>
Q

R Ω

>

.

(2.3)

Here, xQ , ẋQ ∈ R3 represent the vehicle’s position and velocity I, respectively. R ∈ SO(3)
is the rotation matrix from B to I, and Ω ∈ R3 is the vehicle’s angular velocity expressed as
in frame B. Note in particular that the direct of the rotation matrix, R, avoids singularities
and redundancies in coordinate parameterizations such as Euler angles and quaternions. R
is written such that vectors I a, B a written in terms of components in the world- and bodyframes, respectively, are related with I a = RB a. R can alternatively be written in terms of
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the body-frame:




R = b1 b2 b3 .

(2.4)

ψ will explicitly represent the yaw rotation associated with ZXY Euler angles. As previously
stated, the system input is given by:
>


u= f

M>

.

(2.5)

We can derive a coordinate-free representation of the quadrotor’s equations of motion
by directly integrating the Lagrange-d’Alembert principle:
Z

t2

δS =

(δL + δW) dt = 0.

(2.6)

t1

The quadrotor system’s Lagrangian is given by:

L=


1 >
1
>
mQ ẋQ ẋQ + Ω JΩ − (mQ gxQ · e3 ) ,
2
2

(2.7)

where mQ and J represents the vehicle’s mass and inertia matrix, respectively, and g is the
gravity constant. An infinitesimal variation in the Lagrangian is found with:

δL =

d
d

=0

L ,

(2.8)

where L represents a first-order variation.  represents a constant in the range (−c, c) (c > 0
close to 0). The variation is fixed at the endpoints, that is, for all , L (t1 ) = L(t1 ) and
L (t2 ) = L(t2 ). This variation can be expressed explicitly with:
δL = mQ ẋQ · δ ẋQ + JΩ · δΩ − mQ ge3 · δxQ ,
where J is assumed to be symmetric.
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(2.9)

The input force and moment contribute to the virtual work, resulting in:

∨
δW = f Re3 · δxQ + M · R> δR .

(2.10)

Here, let ˆ· : R3 → so(3) be the hat map, where for vectors a, b ∈ R3 , âb = a × b. Then,
(·)∨ : so(3) → R3 is its inverse, the vee map.
The key is to represent variations of the state variables on the proper configuration
manifold. As elements of R3 , variations of linear position and velocity are simply:
xQ = xQ + δxQ , δxQ ∈ R3 , δxQ (t1 ) = δxQ (t2 ) = 0,

(2.11)

ẋQ = ẋQ + δ ẋQ , δ ẋQ ∈ R3 , δ ẋQ (t1 ) = δ ẋQ (t2 ) = 0.

(2.12)

However, variations of R must be restricted to the manifold SO(3). As SO(3) is a Lie group,
these variations can be expressed using the corresponding Lie algebra so(3):

R = Reη̂ , η ∈ R3 , η(t1 ) = η(t2 ) = 0.

(2.13)

Variations in angular velocity can then be expressed as:

Ω = Ω + (Ω̂η + η̇).

(2.14)

From (2.11)–(2.14), the infinitesimal state variations can be defined as:
d
d
d
d
d
d
d
d

(2.15)

=0

xQ = δxQ ∈ R3 ,

(2.16)

=0

ẋQ = δ ẋQ ∈ R3 ,

(2.17)

=0

R = δR = Rη̂ ∈ TR SO(3),

(2.18)

=0

Ω = δΩ = Ω̂η + η̇ ∈ R3 .

Substituting (2.15)–(2.18) and integrating by parts, using that fact that δxQ and η vanish
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Figure 2.3: Reference frames to model the quadrotor.

at t1 , t2 , the quadrotor’s equation of motions are found as:
d
xQ = ẋQ ,
dt
f
Re3 − ge3 ,
ẍQ =
mQ
d
R = RΩ̂,
dt

(2.19)
(2.20)
(2.21)

Ω̇ = J −1 (M − Ω × JΩ) .

2.2.3

(2.22)

Quadrotor-with-payload system

The analysis of the “quadrotor-with-payload system" will use the same frames shown in
Fig. 2.2. The payload will be modeled as a point-load of mass mL and the cable will be
modeled as a massless rod of length l attached at the quadrotor’s center of mass. Let
xL ∈ R3 represent the position of the payload, p ∈ S2 be a unit vector pointing from the
center of mass of the quadrotor to the payload. These variables will be expressed in I. The
computations in this section are restated from [97].
The state of this system, which now evolves on SE(3) × S2 , can be given by:
>


XL =

x>
L

ẋ>
L

p>

11

ṗ>

R Ω

>

,

(2.23)

illustrated in Fig. 2.3. Note that the quadrotor states can be derived from:

xQ = xL − lp

(2.24)

and its higher derivatives. Again, the use of the vector p allows for a coordinate-free representation of the payload orientation and will eliminate the need for angular coordinates or
explicit cable-length constraints in the dynamic equations.
The system’s Lagrangian is:



1
1 >
1
>
mQ ẋ>
ẋ
+
m
ẋ
ẋ
+
Ω
JΩ
− (mQ gxQ · e3 + mL gxL · e3 )
L L L
Q Q
2
2
2


1
1 >
1
>
>
2 >
(mQ + mL )ẋL ẋL − mQ lẋL ṗ + mQ l ṗ ṗ + Ω JΩ
=
2
2
2

L=

− ((mQ + mL )gxL · e3 − mQ glp · e3 ) , (2.25)
where we used (2.24) to leave only state variables of XL . Its variation is given by:
δL = ((mQ + mL )ẋL − mQ lṗ) · δ ẋL + (mQ l2 ṗ − mQ lẋL ) · δ ṗ + JΩ · δΩ
− (mQ + mL )ge3 · δxL + mQ gle3 · δp.

(2.26)

The virtual work remains the same as (2.10).
Variations in xL , ẋL are again vectors in R3 . Variations in p can be expressed using the
transitive group action of SO(3) on S2 :
p = eξ̂ p, ξ ∈ R3 , ξ(t1 ) = ξ(t2 ) = 0.

(2.27)

Without loss of generality , ξ is constrained with:

ξ · p = 0.
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(2.28)

Differentiating yields the infinitesimal variations:

δp = ξ × p ∈ Tp S2

(2.29)

δ ṗ = ξ̇ × p + ξ × ṗ ∈ T(p,δp) Tp R2 .

(2.30)

Using the variations in (2.13), (2.14), (2.29), (2.30), the Lagrangian (2.25), and virtual
work (2.10) in (2.6) yields the equations of motion:
d
xL = ẋL ,
dt
ẍL =
d
dt p

(2.31)

1
(p · f Re3 − mQ l (ṗ · ṗ)) p − ge3 ,
mQ + mL

= ṗ,

p̈ =

(2.33)

1
p × (p × f Re3 ) − (ṗ · ṗ) p,
mQ l

(2.34)

d
R = RΩ̂,
dt

(2.35)

Ω̇ = J −1 (M − Ω × JΩ) .

2.3

(2.32)

(2.36)

Differential Flatness

A key observation about the quadrotor and quadrotor-with-payload systems are that they
are differentially-flat [74]. A system, Ẋ = f (X, u), is differentially-flat if a set of flat outputs,
y, can be found for which there exists a diffeomorphism between y and its higher derivatives
and the system’s states and inputs. [65] show that this implies that ẋ = f (x, u) is equivalent
>

to the chained-integrator system with state Y = [y> ẏ> ... y(n) ]> and dynamics:
d (k)
y = y(k+1) ∀k ∈ [0, n − 1]
dt

(2.37)

where n is arbitrary. This means that there is a smooth mapping between the trajectories
X(t), u(t) and Y(t).
This abstraction has a number of important benefits. In general, any planned state and
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input trajectories, X(t), u(t), must be dynamically feasible, that is, it must be a solution
to Ẋ = f (X, u). Computing an optimal state and input trajectory while imposing these
nonlinear dynamic constraints is a substantial challenge. However, the differential flatness
abstraction indicates that any set of sufficiently smooth trajectories in the flat space can be
mapped into continuous state and input trajectories in the original state-space. This means
that we can project the planning problem into the flat space, where the dynamics are simple
chained integrators, optimize a flat trajectory, Y(t), and map it directly into a dynamically
feasible trajectories and inputs in the robot’s full state-space.

2.3.1

Quadrotor system

The quadrotor has been shown to be a differentially-flat system [66], with flat outputs:
>


yQ =

x>
Q

ψ

∈ R4 .

(2.38)

For the quadrotor, the highest derivatives of the flat outputs needed to recover the original
(4)

states and inputs are xQ and ψ̈, which appear in the input moment. It then follows that
yQ,des must be four-times differentiable in xQ and twice differentiable in ψ to be dynamically
feasible. The full flat space is given by:

Y = y> ẏ> ÿ>

...>
>
y
y(4)
ψ ψ̇ ψ̈

>
.

(2.39)

The full derivation of this property can be found in [66].
Throughout this text, the adjective nominal will refer to values of the states and inputs
that a planned flat trajectory maps to using their differential flatness relationship. Actuating the robot with the nominal inputs will allow for an open-loop execution of the planned
trajectory. Note that while state and input constraints can also be mapped to constraints in
terms of the flat variables, these relationships are often nonlinear and non-convex, limiting
their practical usability. We will further explore uses and limitations of this abstraction in
control and planning in Sections 2.4 and 2.5, respectively and expand on it further throughout this thesis.
14

2.3.2

Quadrotor-with-payload system

The quadrotor-with-payload system is also differentially flat [97], with flat outputs:
>


yL =

x>
L

ψ

∈ R4 .

(2.40)

To see this result, consider the Newton-Euler equation of the payload:

ẍL = −

1
(T p) − ge3 ,
mL

(2.41)

where T is the magnitude of the cable tension. From this:

p=

(ẍL + ge3 )
Tp
=−
.
kT pk
kẍL + ge3 k

(2.42)

xQ can then be found using (2.24). Further differentiation of (2.42) and (2.24) will yield
higher derivatives of xQ . Since xQ and ψ are the flat outputs for the quadrotor system,
the quadrotor-with-payload system is then also differentially flat. The highest derivatives
(6)

required to recover XL , u are xL and ψ̈.
Throughout this work, it will be assumed that ψ = 0.

2.4

Control

Tracking safe, yet agile, trajectories is a fundamental task for quadrotors. However, handling the vehicle’s nonlinear and under-actuated dynamics is a significant control challenge.
To date, two main types of approaches have emerged. The first uses an optimal control
approach to directly optimize system inputs. In fact, it can be shown that in obstaclefree space, a unique solution to Pontryagin’s minimum principle always exists between two
quadrotor states [46], allowing for the computation of minimum-time trajectories. However,
because of the system’s dynamic, state, and input constraints, exact solutions are extremely
time-consuming to calculate and it is clear that approximations are necessary for real-world
operation. For example, decoupling the translational degrees of freedom and approximat-

15

ing each dimension as a third-order system allows for the real-time computation of short
quadrotor trajectories [45]. Another significant computational gain comes from pre-fixing
the trajectory time T and minimizing the system input, rather than time [71]. In fact, in
the absence of state and input constraints, the differential equation posed by the minimum
principle can be solved analytically. Model Predictive Control methods have also been popular [50]. These types of optimal control approaches have successfully been used towards
tasks such as aggressive trajectories [72], catching and juggling objects [12, 71, 73], and
musical performances [2, 91].
An alternate approach decouples the trajectory generation and control problems. Assuming the availability of a dynamically feasible trajectory, model-based controllers must
simply track the desired state variables. This paradigm is particularly suitable for leveraging the quadrotor’s differential flatness. Assuming the quadrotor’s trajectory is specified

>
as yQ,des (t) = xQ,des ψdes , we can design compatible hierarchical controllers. These
controllers use an outer position control loop to calculate a desired orientation and angular
velocity to track a desired position. An inner attitude control loop then tracks the computed
angular states.
In the earliest works, dynamics are linearized about the hover equilibrium and the attitude controller is implemented in Euler angles [68]. This linearization performs well for roll
and pitch angles up to about 30o , corresponding to linear velocities of around 1.5–2 m/s,
however, nonlinear controllers have largely eliminated these limitations [11, 132].
Of these, geometric controllers have been particularly successful. These controllers drive
an arbitrary quantity, q, to track a desired value, qdes , with a control law of the form:

u = −kq


∂
Ψ(q, qdes ) − kq̇ (q̇ − T(q̇, q̇des )q̇des ) + f f,
∂q

(2.43)

where Ψ(q, qdes ) is a configuration error function defined on the manifold of q, T(q̇, q̇des )
is a corresponding transport map, and f f represents system-specific feed-forward terms.
By defining control error functions on the appropriate configuration manifolds in this manner, geometric controllers are able to provide almost-global stability guarantees [15]. When
16
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Figure 2.4: Geometric controller for quadrotor system.

applied to quadrotor systems [57], they have allowed for the successful experimental demonstration of many impressive agile maneuvers [29, 66] and are the current state-of-the-art
control technique. Throughout this thesis, we will also use this controller, described below,
for quadrotor trajectory tracking.

2.4.1

Quadrotor system

The geometric controller has a nested structure, as illustrated in Fig. 2.4. Subscripts des
will refer to nominal values calculated from a desired flat trajectory, while subscripts c, or
commanded, will refer to intermediate values calculated by the controller. These terms will
typically be partially dependent on the robot’s current state and deviate from the open-loop
nominal values, for example Rdes , Ωdes calculated by differential flatness relationships.
The controller’s inner attitude control loop tracks a commanded orientation and angular
velocity with the computed moment:


M = −kR eR (R, Rc ) − kΩ eΩ (Ω, Ωc ) + Ω × JΩ − J Ω̂R> Rc Ωc − R> Rc Ω̇c ,

(2.44)

where kR , kΩ are diagonal gain matrices. The error functions are defined as:
1
R − R> Rc )∨ ,
eR (R, Rc ) = (R>
2 c

(2.45)

eΩ (Ω, Ωc ) = Ω − R> Rc Ωc .

(2.46)

Note that these functions evaluate to error quantities on the manifold T SO(3). Define
attitude error as the value of the angle in the angle-axis representation of the rotation from
R to Rc . For positive-definite kR , kΩ and initial attitude errors less than 180o , the state
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(eR , eΩ ) = 0 is an exponentially stable equilibrium of the closed-loop error dynamics [56, 97].
Commanded attitude values are computed by the outer position control loop. First, a
thrust vector is defined:

F = −kx (xQ − xQ,des ) − kv (ẋQ − ẋQ,des ) + mQ (ẍQ,des + ge3 ),

(2.47)

where kx , kv are diagonal gain matrices. From this:

f = F · Re3 .

(2.48)

(2.47) defines a commanded direction for the body frame axis:

b3,c =

F
,
kFk

(2.49)

and the intermediate frame axis:
>


a1,c = cos(ψdes ) sin(ψdes ) 0

.

(2.50)

Choosing R to be a ZXY rotation matrix, b1 and a1 are coplanar, which allows the remaining body frame vectors to be defined as:

Rc =

b3,c ×a1,c
kb3,c ×a1,c k

× b3,c

b3,c ×a1,c
kb3,c ×a1,c k


b3,c ,

(2.51)

where it is assumed that b3,c is not parallel to c1,c . The commanded angular velocity is
then defined as:
Ωc = R>
c Ṙc .

(2.52)

Ṙc , Ω̇c can be found through differentiation of (2.51) and (2.52) or simply using their nominal
values. The implementations in this work will use the former method. For positive-definite
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Figure 2.5: Geometric controller for quadrotor-with-payload system.

gain matrices and initial attitude errors less than 180o , the error dynamics are exponentially
attractive about (ex , ev , eR , eΩ ) = 0, where ex = xQ − xQ,des , ev = ẋQ − ẋQ,des .For initial
attitude errors less than 90o , the error dynamics are exponentially stable about the zerostate.

2.4.2

Quadrotor-with-payload system

Geometric controllers have also been designed for aggressive maneuvering of quadrotorwith-payload systems. In fact, it can be shown that not only is our system model — a
single quadrotor with a point-mass payload — differentially flat, single- and multi-robot
teams carrying point-mass and rigid-body payloads are all differentially-flat systems [96],
with the payload position as one of the flat outputs. As a result, hierarchical geometric
controllers have been developed for a single-robot carrying a single point-mass load [97],
cooperative transport of point-mass [58, 127] and rigid body [127] payloads, and even systems
with flexible cables [40, 52]. These geometric controllers have opened up the potential for
dynamic manipulation. Specifically, we will build off a proposed geometric controller for
the quadrotor-with-payload system model described in Section 2.2.3 [97], briefly described
below and shown in Fig. 2.5.
The quadrotor attitude controller remains the same as (2.44), however, Rc , Ωc are now
instead obtained from a payload attitude controller. To find these commanded values, we
first compute a thrust:



F = mQ l −kp ep − kṗ eṗ + p · (pc × ṗc ) (p × ṗ) + (pc × p̈c ) × p − (pc · p)pc ,
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(2.53)

with error functions:

ep = p̂2 pc

(2.54)

eṗ = ṗ − (pc × ṗc ) × p,

(2.55)

where ep , eṗ are defined on T S2 . From (2.53), the thrust input can be found with (2.48)
and the commanded orientation and angular velocity can be found with (2.51) and (2.52),
respectively. For positive-definite gains and initial errors less than 180o between p and pc ,
the closed-loop error dynamics are exponentially stable about (ep , eṗ , eR , eΩ ) = 0 [97].
Lastly, the outermost payload position controller is defined with:


A = (mQ + mL ) − kx (xL − xL,des ) − kv (ẋL − ẋL,des ) + (ẍL + ge3 ) + mQ l(ṗ · ṗ)p,
(2.56)
where kx , kv are diagonal gain matrices. The commanded payload orientation is:

pc = −

A
,
kAk

and ṗc can be found through differentiation. For positive-definite gains and initial payload
and quadrotor attitude errors less than 180o , the error dynamics are exponentially attractive
about (ex , ey , ep , eṗ , eR , eΩ ) = 0; the dynamics are exponentially stable when the load
attitude error is less than 90o [97].
Unfortunately, while this controller offers notable theoretical guarantees, it has yet to be
realized in real-world settings. Experimental results demonstrating significant load swings
have all taken place inside a motion capture system, where the system was constrained
to move in a two-dimensional plane [98] or the control loop was closed on the quadrotor,
rather than payload, position [33, 96]. One contributing factor is that these controllers
involve feedforward terms that contain high derivatives of the system state (e.g. the 6th
derivative of the payload), making them susceptible to unmodeled disturbances and their
implementation a notable challenge. Furthermore, while control for dynamic manipulation
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has advanced quickly, other areas such as planning and estimation has lagged in comparison.
This dissertation will address some of these gaps.

2.5

Optimization-Based Trajectory Generation

As stated in Section 2.4, a number of works propose coupling the planning and control
problem for quadrotors in a single optimal control problem [2, 12, 46, 71, 71–73, 91]. Alongside these approaches, there is also a rich literature in planning for differentially-flat systems [28, 31, 123]. The flatness abstraction allows us to “project" the planning problem into
the flat space, where the dynamics are significantly simpler. Furthermore, the flat space
often corresponds to an intuitive representation of the system (for example, the quadrotor
or payload position). One method that has found a lot of success for differentially flat systems, and in particular for quadrotors, are direct optimization approaches. As we will build
extensively on these approaches, we will briefly describe the fundamental structure of the
optimization problem below.
Suppose the goal is to optimize a trajectory, xdes (t), with respect to the cost functional:
Z

tm

xdes (t) = arg min
x(t)

t0

dx(r) (t)
dt(r)

2

dt.

(2.57)

From here and for the remainder of this thesis, we will often drop the explicit notation of
the trajectory’s time dependence for brevity. All trajectories will be time-parameterized.
Evaluating the Euler-Lagrange condition on the cost functional yields:
(2r)

xdes = 0.

(2.58)

This indicates that optimal trajectories take the form of (2r − 1)th -order polynomials. However, a single polynomial is unlikely to have enough degrees of freedom to parameterize a
trajectory that avoid all obstacles, especially over a large distance. As a result, we assume
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trajectories take the form of piecewise-polynomials:

xdes =



P

i
xdes,1 = N

i=0 ci,0 t





P

i
xdes,2 = N
i=0 ci,1 t



...






P

i
xdes,m = N
i=0 ci,m−1 t

t0 ≤ t ≤ t1
t1 < t ≤ t2

(2.59)

tm−1 < t ≤ tm .

Here, N = 2r − 1, and we assume the number of segments, m, and the breaktimes, T =
{t0 , ..., tm }, are pre-selected. Note that xdes ∈ R3 is a vector-valued function.
Consider the decision vector:
>


c = c0,0 c1,0 c2,0 ... cN,m−1

.

(2.60)

(2.57) is a positive-definite quadratic function with respect to c. Specifically, with respect to

>
each segment’s coefficients cj = c0,j c1,j ... cN,j , we can express the cost functional
in (2.57) as c>
j Qj cj . Elements of Qj can be found with:

Qj [i, j] =


i −2r+1

Q
ti+j−2r+1
−tjj

j+1
 r−1
, i≥r∧j ≥r
k=0 (i − k)(j − k)
i+j−2r+1


0,

,

(2.61)

i<r∨j <r

where i, n ∈ [0, N ]. These matrices Qj then make up the diagonal of the matrix Q, where
c> Qc describes (2.57).
Often times, we will be optimizing a desired flat trajectory for the quadrotor or quadrotorwith-payload system. We therefore want to impose continuity constraints on the polynomial:
(k)

(k)

xdes,j (tj ) = xdes,j+1 (tj ) ∀j ∈ [0, m − 1], j ∈ [0, r − 1].

(2.62)

Note that this will allow us to optimize a polynomial trajectory that has a well-defined rth
derivative.

22

We will also often impose zero boundary conditions for the higher-derivatives of xdes (t):
(k)

xdes (tj ) = 0 ∀j ∈ {0, m}, k ∈ [1, r − 1].

(2.63)

(2.62) and (2.63) are linear with respect to the decision vector c. As a result, in the
absence of other constraints, (2.57), (2.62) and (2.63) define a Quadratic Program (QP)
with linear constraints:

minimize cT Qc
c

subject to Aeq c = beq ,

(2.64)

where Aeq c = beq represents (2.62) and (2.63). This is easily solvable by commercial
optimization software.
This basic formulation has led to many notable successes in quadrotor planning algorithms. [13, 89] use the previously-described paradigm to plan a polynomial that passes
strategically placed waypoints to navigate cluttered indoor spaces. [67] extend the formulation to a Mixed Integer Quadratic Program to generate trajectories that allow single- [66]
and multi- [67] quadrotor systems to navigate around obstacles.
More recently, [22, 32, 126] show that rather than optimizing a trajectory over the entire
workspace, computational speed can be improved by using a search-based method to identify
a series of overlapping convex free-space regions that form a corridor-like structure through
which to optimize a trajectory. An example of this is shown in Fig. 2.6. Seeding a continuous
optimization with a search-based method in this way has in turn led to real-time planning
for quadrotor systems [61, 62] in a variety of map representations, such as voxel maps [17, 18]
and point clouds [34].
Alternatively, methods using motion primitives has also seen success in enabling quadrotors to perform agile maneuvers [71] and fly through buildings [83] and forest-like environments [78].
However, because of the quadrotor-with-payload system’s multi-body geometry, extend23
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Figure 2.6: Example of a corridor-like region through which a trajectory optimization problem can
be solved. a. The robot’s start position is indicated with a black circle and its goal is indicated
with a black star. The grey circles represent obstacles. b. By partitioning the available free-space
into convex regions, we can c. choose a single series of region through which to optimize the robot’s
trajectory. d. This allows us to find a locally optimal trajectory, speeding up the optimization
problem.

ing these approaches to plan for payload manipulation is not straight-forward. Current work
in planning of suspended-payload maneuvers has largely used indirect methods based on differential dynamic programming [19, 20, 36, 77, 113]. In this work, we will develop direct
methods for trajectory optimization, which allow us to leverage the guarantees of geometric
controllers for stable trajectory tracking.

2.6

Multi-Robot Planning

Given the ability to navigate a single-robot with a suspended payload, the natural next step
is to coordinate multiple vehicles delivering payloads in a shared workspace. This fits the
paradigm of the labeled multi-robot planning problem. In this formulation, robots begin at
given start positions and must navigate to pre-assigned, non-interchangeable goal positions.
This is in contrast to the unlabeled problem, where goals can be visited by any robot, and the
k-color problem, where goals must be visited by any robot of a particular type designation.
Multi-robot planning is an extremely well-studied field, and many algorithms have been
presented in the past decades. Most related to our work are centralized approaches, were it
is assumed that all vehicles can communicate with a base station with global knowledge of
all robots and their goals. Centralized planning approaches can broadly be characterized as
solutions for discrete or continuous workspaces. In the discrete domain, proposed algorithms
have used sampling-based [93] or search-based [39] planners to search the joint configuration
space of the team. These approaches can guarantee safety, optimality, and completeness,
however, their complexities grow exponentially with the number robots and quickly becomes
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computationally prohibitive. Alternative algorithms have been proposed to retain algorithmic guarantees while improving computational efficiency, such as specialized multi-robot
search variants that reduce the algorithm’s branching factor [99]. In sub-dimensional expansion [125], robots nominally search in their individual configuration spaces and search in a
joint space when necessary. Alternatively, the problem has been formulated as a Mixed Integer Program [130, 131] and solved with optimization techniques. Other approaches, such
rule-based methods [21, 63] and decomposition into independent subproblems [100, 121],
trade optimality for computational improvements.
A major disadvantage of discrete approaches is their limitation to planning paths as series
of coordinated movements between graph nodes. These paths contain corner turns that are
dynamically suboptimal or even infeasible for dynamic vehicles. Continuous algorithms,
on the other hand, plan trajectories that designate robots’ positions as well as their higher
derivatives. One approach is to first fix robots’ paths, allowing them to include intersections.
Robots’ velocity profiles are then designed such that vehicles will not collide [51, 80, 92].
Priority-based methods plan paths for each robot in a designated sequential order, and lower
priority robots are responsible for avoiding higher priority robots [7, 14, 24, 119]. Both these
approaches sacrifice completeness and optimality to more quickly find a safe solution — a
poorly chosen path or priority designation can lead to an unsolvable problem.
Probabilistic approaches extend single-robot planners, such as RRT* [16] and Roadmaps [79],
to multi-robot planning. Optimization-based approaches have also been applied to aerial
robots for collision avoidance between vehicles [49, 76, 102], as well as for formation control
in general [67]. However, these approaches typically call for joint optimization of all robots’
trajectories. Applications like warehouse tasks or construction could require robots with
more degrees of freedom and coupled rigid bodies, quickly making these joint optimization
computationally impractical.
In this light, the problem of navigating multiple quadrotors with suspended payloads is
representative of several exciting challenges. First, each vehicle contains eight degrees-offreedom, exacerbating the exponential growth of the joint configuration space. Second, each
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agent is a 6th -order, nonlinear dynamical system (ie. the quadrotor’s moment input actuates
the payload’s 6th derivative) with four degrees of under-actuation. Finally, each robot is
a multi-body system. These problems have thus far been unexplored in the multi-robot
domain. In this thesis, we will develop computationally practical algorithms for planning
safe trajectories for coordinated payload transportation with robot teams.

2.7

Variables and nomenclature

Table 2.7 recaps the variables introduced in this chapter and used throughout this text.
Figure 2.7: Variables of the quadrotor with load system.

Variable
IK = {i ∈ N | i ∈ (1, K)}
I = {e1 , e2 , e3 }
A = {a1 , a2 , a3 }
B = {b1 , b2 , b3 }
mQ , mL , l ∈ R
g∈R
J ∈ R3,3
f ∈ R, M ∈ R3
T ∈R
xQ , xL ∈ R 3
p ∈ S2
R ∈ SO(3)
ψ∈R
Ω ∈ R3

Definition
Set of positive integers up to and including K
Intertial frame
Intermediate frame after rotation ψ about e3
Body frame
Mass of quadrotor, load, cable length
Gravity constant
Inertia tensor of quadrotor, in B, assumed symmetric
Input thrust magnitude, moment in B
Magnitude of tension in cable
Position vector of quadrotor, load, in I
Unit vector from quadrotor to load, in I
Rotation matrix of quadrotor from B to I
Yaw angle of quadrotor, assumed to be 0
Angular velocity of quadrotor, in B
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Chapter 3

System Dynamics and Dynamic
Manipulation
The differential flatness abstraction presented in Section 2.3 is a helpful tool to understanding the dynamics of the quadrotor-with-payload system. In particular, we can derive the
nominal quadrotor states corresponding to different payload trajectories to examine changes
in the expected robot behavior. We are interested in the effects of two types of parameters.
Trajectory parameters decide the payload’s path and its time parameterization along that
path. These are specific to the payload task and are agnostic to the particular hardware
specifications we’ve chosen. System parameters, on the other hand, are physical quantities,
such as the robot and payload masses or the cable length, that fundamentally limit the vehicle’s capabilities. This chapter will explore the interplay between these parameters during
different payload tasks and more rigorously define the notion of dynamic manipulation.
As any general trajectory can be approximated with a series of sinusoidal basis functions,
we will focus our efforts in analyzing the performance of the system while traversing circular
trajectories:



xL,des (t) = R cos

2π
T t
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R sin

2π
T t



>
0 ,

(3.1)
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Figure 3.1: Increase in payload angle with non-dimensionalized trajectory period.

where R, T are chosen constants.
The descriptions “dynamic" or “aggressive" are often associated with maneuvers that
induce large payload swings, high velocities, large quadrotor attitudes, and large thrust-toweight requirements for the robot. However, we will see that different sets of trajectory and
system parameters actually affect each of these characteristics.
The angle of the payload with the vertical axis, which we will from here refer to as φL ,
can be computed from the differential flatness abstraction with:
−1



φL = cos

z̈L + g
kẍL + ge3 k


.

(3.2)

The payload angle is determined solely by the trajectory parameters and is independent
of system parameters. For a circular trajectory, the payload’s acceleration is a constant
centripetal acceleration and φL can be found with:
−1

φL = cos

where ω is the angular velocity,

2π
T .



ω2R
g


,

(3.3)

Fig. 3.1 illustrates the increase in maximum payload

angle with respect to the non-dimensionalized parameter,

R
.
gT 2

As can be expected, as the payload’s speed increases or the curvature of the path,

28

z (m)

z (m)
x (m)

x (m)

y (m)
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Figure 3.2: Quadrotor trajectories corresponding to circular payload trajectories with decreasing
trajectory period.

represented by

1
R,

decreases, the payload angle increases. Note that the increase in payload

angle is nonlinear and increases rapidly to around 60o . For a trajectory with R = 1, g = 9.81,
this corresponds to a period of approximately 1.5 s. A payload angle of 10o corresponds
roughly to a period of 5 s.
(2.24) allows us to explicitly derive the position and velocity of the robot corresponding
to a desired payload trajectory. In Fig. 3.2, we assume the payload’s path is kept constant
(ie. R is constant) as the trajectory’s period, T , is gradually decreased (ie. the payload’s
speed is increased). Fig. 3.2a illustrates how the quadrotor’s trajectory changes as the
payload’s speed increases for parameters l = 1 m, R = 1 m. At slow speeds, the system
is approximately quasi-static, and the quadrotor’s position and velocity is very close to the
payload’s (with a vertical offset). To actuate the payload faster, the radius of the quadrotor’s
path gradually decreases. Fig. 3.2b shows the quadrotor’s behavior when l = 1.5 m, R =
1 m. We see that when the cable length is increased, the quadrotor’s path’s radius initially
decreases with shorter trajectory periods, but then increases again. Clearly, the behavior of
the robot with respect to the payload’s trajectory is influenced by the cable length. This
could also easily have been seen through (2.24). Note that extreme quadrotor orientations
illustrated in Fig. 3.2 will not be practically achievable because of hardware limitations.
To examine the combined effects of the trajectory parameter, T , and the system param29
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Figure 3.3: Changes in the ratio of quadrotor to payload’s speeds with respect to non-dimensionalized
trajectory period and cable length.

eter, l, on the system, we will look at changes in the ratio of the quadrotor’s speed to the
payload’s,

kvQ k
kvL k

with respect to non-dimensionalized length,

payload trajectory period,

R
.
gT 2

l
R,

and non-dimensionalized

This is illustrated in Fig. 3.3. Note that speed remains

constant around a circular trajectory.
For
l
R

l
R

< 1 (ie. shorter cable lengths), the speed ratio steadily decreases. In contrast, for

> 1 (ie. longer cable lengths), the speed ratio decreases rapidly, then steadily increases to

settle at a steady-state ratio T approaches 0. This shows that a longer cable length makes
the system more “sluggish" — that is, compared to a shorter cable, the robot requires a
faster speed, and therefore more control input, to actuate the same payload linear velocity.
Here, we make the important distinction that only the ratios of the quadrotor and payload’s
speeds are decreasing. The quadrotor’s speed is, in fact, increasing as the payload’s speed
increases, as illustrated in Fig. 3.4.
Fig. 3.3 further gives us some insight into the validity of dynamic model approximations.
Specifically, a quasi-static model of the quadrotor-with-payload system assumes vQ ≈ vL .
We see that for longer cables, this assumption is very quickly violated as the difference
between the quadrotor and payload’s speeds grows. This difference becomes greater than
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Figure 3.4: Changes in the quadrotor speed with respect to non-dimensionalized trajectory period
and cable length.

75% for all cable lengths at around

R
gT 2

= 0.14. This is indicated by the vertical line in

Fig. 3.3.
Finally, we want to consider the effect of the trajectory and system parameters on the
quadrotor’s control inputs. From differential flatness:

F = mL (ẍL + ge3 ) + mQ (ẍQ + ge3 ),

(3.4)

where F is the thrust vector for the nominal quadrotor input. Note ẍQ can be found by
differentiating (2.24). Let φQ represent the quadrotor’s orientation, that is, the angle of
F with the horizontal xy-plane. Fig. 3.5 shows the maximum quadrotor angle as the nondimensionalized cable length and trajectory period change. We note that φQ,max is now
affected by two additional system parameters, mQ and mL.
When

R
gT 2

is below 0.14, indicated by a black vertical line in Fig. 3.5, the maximum

quadrotor angle is approximately 20o across all non-dimensionalized cable lengths. It has
been shown in past work that for φQ < 20o , even linearized controllers are sufficient for
quadrotor control [68]. This supports our previous analysis of

R
gT 2

< 0.14 as a regime

in which quasi-static system approximations might be sufficient. However, as the non31
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Figure 3.5: Increase in quadrotor angle with respect to non-dimensionalized trajectory period and
m
cable length for mQ
= 1.
L

dimensionalized payload speed continues to increase, the quadrotor is demanded to achieve
extreme orientations only feasible with nonlinear controllers.
At φQ,max , the vertical component of the thrust force must sustain the weight of the
quadrotor. In other words, we can characterize the thrust-to-weight ratio necessary to
achieve the φQ,max corresponding to each set of non-dimensionalized parameters. This is
shown in Fig. 3.6. Choosing quadrotors with longer suspension cables and larger masses
will result in lower thrust-to-weight ratio requirements. Our previously analyzed threshold
of

R
gT 2

R
gT 2

= 0.14 corresponds to thrust-to-weight ratios of approximately 1.1. From Fig. 3.1,

= 0.14 corresponds to a payload angle of φL,max = 24o . We will categorize maneuvers

that demand payload angles of greater than 24o as dynamic manipulation, as based on the
analysis in this chapter, a quasi-static dynamic mode of the system no longer seems to hold
after this threshold.

3.1

Hardware Platform

For all work in this thesis, experiments are performed on the Ascending Technologies Hummingbird quadrotor[111]. The vehicle has a rotor-tip-to-rotor-tip diameter of 54 cm and
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Figure 3.6: Increase in minimum thrust-to-weight ratio with respect to non-dimensionalized trajectory period, cable length, and mass.

Figure 3.7: Ascending Technologies Hummingbird platform.

mass of 600 g (with battery). The robot is equipped with an onboard Inertial Measurement
Unit (IMU) and microprocessor on which the quadrotor attitude controller runs.
This vehicle is rated with a maximum thrust of 20 N [111]. We will focus on supporting
payloads of under 200 g. Fig. 3.7 also pictures an example of a chosen payload, which is
circular to resemble a point-mass as much as possible.
Depending on the application, outer control loops will be run on a base station computer
or on a separate onboard processor. Each chapter will detail the software architecture
relevant to their experiments.
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Chapter 4

Geometric Control for Agile Flight
with Suspended Payloads
4.1

Preliminaries

To begin, we will focus on the problem of developing a closed-loop controller for execution
of agile suspended-payload maneuvers. Broadly speaking, there have been two main types
of approaches proposed for suspended payload control. The first directly optimizes the
system’s inputs using a framework such as optimal control [19, 77] or reinforcement learning [30]. The second explicitly decouples trajectory optimization and control. To leverage
the system’s differential flatness properties, we choose to use the latter approach. Namely,
in this chapter, we will present a feedback control system capable of stably tracking desired
payload trajectories.
As previously mentioned, control of the payload at configurations where it is swung far
from the downward-hanging position is extremely challenging. In fact, previous slung-load
controllers have only been capable of stabilizing the load [8, 9, 41, 77, 85, 115], controlling
it in a two-dimensional plane [98], or closing the control loop on the robot [33]. This
chapter makes two main contributions. First, it develops, for the first time, full threedimensional closed-loop feedback control of aggressive payload swings, as pictured in Fig. 4.1.
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Figure 4.1: Snapshots of a quadrotor with suspended payload.

In particular, it integrates vision-based detection of the payload state into a geometric control
loop, taking a significant step towards fully onboard state-estimation for the quadrotor-withpayload system. Second, it performs a systematic evaluation of the controller’s performance,
demonstrating its capability for aggressive slung-load maneuvering.
This chapter will proceed as follows. Section 4.2 will describe the incorporation of a
vision-based state estimator into the control architecture described in Section 2.4.2. Section 4.3 will briefly describe the trajectory generation method. Section 4.4 will present
experimental results that quantify the performance gain of closing the control loop on the
payload itself, evaluate the controller across various trajectories, and demonstrate aggressive
payload maneuvering to angles of up to 53o from the vertical configuration.
This chapter first appears in [104] and incorporates joint work with Valentin Wüest [128],
who implemented the Extended Kalman Filter (EKF) described in Section 4.2 and contributed to the collection of experimental results in Section 4.4.

4.2

Control and Estimation

To achieve robust feedback control, we will build upon the geometric controller outlined
in Section 2.4. Recall that in this framework, we assume the availability of a desired flat
trajectory, xL,des (t). This trajectory and its derivatives are input into a series of nested
control loops that ultimately lead to the computation of inputs f, M.
Unfortunately, as previously stated„ experimentally realizing this controller requires ac-
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Figure 4.2: Architecture of the geometric controller with payload state estimation.

curate measurements of the payload state. While motion capture systems have been successful in closing the loop for quadrotor controllers [66], their measurements become noisy
when tracking small, dynamic objects like suspended payloads. As a result, it becomes
important to detect the payload using onboard sensors and incorporate knowledge of the
system’s dynamics into its state estimate.
To this end, we propose detecting the payload using a downward-facing camera and
filtering these measurements with data from an Inertial Measurement Unit (IMU) onboard
the quadrotor using an Extended Kalman Filter (EKF). While camera measurements are
typically low-frequency, the EKF allows us to estimate the payload state at the much higher
IMU rate. This allows us to obtain high-frequency, dynamics-informed estimates of the
payload state relative to the quadrotor. Fig. 4.2 illustrates the control architecture with the
incorporation of filtered payload state estimates.
Briefly, the IMU provides an estimate of the quadrotor’s angular orientation and velocity. To avoid drift, we continue to obtain the quadrotor’s yaw angle from the Vicon motion
capture system [124]. These estimates are used as feedback in the quadrotor attitude control loop. From the downward-facing camera, we obtain a measurement of the payload’s
orientation in the robot’s body-frame, B. This is transformed into the world frame using
the estimated orientation, R. The EKF then filters these measurements with our dynamic
model, described in Section 2.2, to produce an estimate of p, ṗ, which are used as feed-
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back for the payload attitude control loop. Finally, the quadrotor’s position is obtained
by combining measurements of the quadrotor position and velocity from the Vicon motion
capture system [124] with the estimated payload attitude states. Details of the payload
detection algorithm and EKF formulation are outside the scope of this thesis and can be
found in [128].

4.3

Trajectory Optimization

As the focus of this chapter is on controller verification, our planning approach is a simple
adaptation of the optimization problem described in Section 2.5. Based on the differential
flatness analysis in Section 2.3, a dynamically feasible payload trajectory, xL,des , must be at
least six-times differentiable. Furthermore, the highest derivative to appear in the input is
(6)

xL .
With this in mind, we aim to find trajectories that minimize the cost functional:
Z
xL,des = arg min
xL

0

tm

k

d6
xL k2 dt.
dt6

(4.1)

This indicates that xL,des is an 11th -order piecewise-polynomial. We begin with the optimization problem formulated in (2.64), including continuity and zero boundary conditions,
with r = 6, N = 11. The decision vector, c, now contains coefficients of the desired payload
trajectory. Note that the zero-boundary conditions translates to constraining the beginning
and end states to p = −eIz , R = I, ṗ = Ω = 0. To guide the system to complete handengineered tasks, we select a series of waypoints xL,j for the trajectory to pass through and
impose waypoint constraints:

xL,des (tj ) = xL,j ∀j ∈ [0, m].

(4.2)

Note we choose m based on the number of waypoints. As (4.2) is also linear with respect to
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c, we can easily incorporate it into the exisiting Quadratic Program (QP):
minimize cT Qc
c

subject to (2.62), (2.63), (4.2).

(4.3)

Recall that from the flat trajectory, we can derive the nominal tension quantities along
the trajectory from (2.41):

T = mL k(ẍL + ge3 )k.

(4.4)

There is a possibility that the optimized trajectory will contain portions where the nominal
tension along the cable is zero. To ensure our trajectory commands the robot to maintain
a cable-taut state, we use (4.4) to solve for the cable tension, T , at all points along the
trajectory. If there are any points where T ≤ 0, we re-parameterize the trajectory in time.
More specifically, it has been shown that for any xL,des with breaktimes T , a trajectory
with the same coefficients but breaktimes αT traverses the same path, but has derivatives
(k)

xL,des
αk

[66]. To ensure cable-tautness, we first find the desired trajectory coefficients by

solving the QP with an initial T . If there are any violations of the cable-taut assumption,
we generate a new alternative trajectory using breaktimes αT , where α > 1, until a sufficient
trajectory is found.

4.4

Experimental Results

We run our experiments on an AscTec Hummingbird [111] quadrotor with an onboard
ODROID XU4 processor [43]. The system parameters are mQ = 835 g, mL = 88 g, with l
varying between 0.4 − 0.7 m depending on the experiment.
Fig. 4.3 illustrates our system architecture. The ODROID receives Vicon measurements
over Wifi at 100 Hz, image measurements over USB connection at 50 Hz, and IMU measurements over serial connection at 100 Hz. We use a MLC200w Matrix-Vision Bluefox camera
with a Sunex DSL215 fisheye lens to observe the payload. We implement our controller, es-
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Figure 4.3: System architecture for experimental results from our geometric controller.

timator, and trajectory optimizer in C++/ROS, with Gurobi [75] as an optimization solver.
A video of the experiments can be found at https://youtu.be/LKss_zhXShU. The chosen
control gains are:

kx = diag(2.9, 2.9, 6.5), kv = diag(1.3, 1.3, 4.5), ki = diag(0.001, 0.001, 0.001)

(4.5)

kp = 9, kṗ = 7.5

(4.6)

kR = diag(1.4, 1.4, 0.4), kΩ = diag(0.12, 0.12, 0.04),

(4.7)

where diag(·, ·, ·) specifies the matrix’s diagonal elements.

4.4.1

Robustness to varying parameters

First, we test our system by executing circular trajectories:

xL,des = [r cos(

2πt
2πt
) r sin(
) H]> .
T
T

We choose to vary the cable length, l, and the trajectory period, T , across 40 cm, 50 cm,
70 cm and 9 s, 5 s, and 3.5 s, respectively. Fig. 4.4b illustrates the quadrotor trajectory
corresponding to each combination of parameters. Note that across all these trials, the path
of the payload’s trajectory remains constant. We can thus see that as the payload increases
in speed, the quadrotor has to traverse a smaller circle, thereby increasing both the payload’s
and quadrotor’s orientation. Fig. 4.4a demonstrates the relative aggressiveness of the various
parameter combinations. All trajectories have constant altitudes H, r = 1.5 m.
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y (m)

x (m)

(a) List of payload trajectory
and cable length parameters
from least to most aggressive

(b) Quadrotor trajectories.

Figure 4.4: Trajectories traversed by quadrotor for various payload trajectory and cable-length
parameters.

(b) ṗy over time

(a) Payload angle over time

Figure 4.5: Payload trajectory tracking performance with l = 50 cm and T = 5 s.

Fig. 4.7a-4.7b show actual and desired states during one trajectory period of a representative experiment, with l = 50 cm and T = 5 s, plotting only position in the y direction for
clarity. For completeness, Fig. 4.6 plots trajectory tracking performance across all trajectories in payload position and angular states. Fig. 4.7 also reports average payload position
and velocity tracking error over 4T s of each trajectory.
During experiments, we tune control gains using a cable length of l = 50 cm; however,
tracking performance remains consistent across all cable lengths. Errors in payload position and velocity control increase for faster trajectories, however, payload attitude tracking
performance remains relatively constant.
We note that an obvious drawback of our system is the increased control error at high
trajectory speeds. However, in the next section, we will show that our closed-loop controller
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(a) Payload position, T = 9 s.

(b) Payload position, T = 7 s.

(c) Payload position, T = 3.5 s.

(d) Payload velocity, T = 9 s.

(e) Payload velocity, T = 7 s.

(f) Payload velocity, T = 3.5 s.

(g) Payload angle, T = 9 s.

(h) Payload angle, T = 7 s.

(i) Payload angle, T = 3.5 s.

(j) ṗy , T = 9 s.

(k) ṗy , T = 7 s.

(l) ṗy , T = 3.5 s.

Figure 4.6: Tracking of circle trajectories at various cable lengths and trajectory period times.

nonetheless offers significant performance gain over the current state-of-the-art.

4.4.2

Trajectory tracking through slalom course

In a second experiment, we use the trajectory generation method described in Section 4.3
to generate a trajectory that mimics navigation of the payload around a slalom course. For
these experiments, l = 50 cm.
We generate three different trajectories that represent slow, medium, and fast time parameterizations of the same path. The total duration of these trajectories are tm = 1.5 s, 1 s, 0.9 s.
We verify that the cable is expected to remain taut across all trajectories.
We ask our controller to track all three trajectories; these results are illustrated in Fig. 4.9
illustrates the desired and actual trajectories. Table 4.1 lists the maximum payload velocities
and angles. In particular, the payload reaches an angle of 53o and over 3 m/s during the
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Figure 4.7: Average error in payload position tracking across across all experiments.

Figure 4.8: Snapshots of quadrotor moving through a slalom course.

fastest trajectory. To the best of our knowledge, this is the first time a controlled payload
swing of this magnitude has been achieved in real-world experiments. Fig. 4.8 pictures
snapshots from the fast trajectory.
Table 4.1: Statistics of slalom trajectories.
Speed
Slow
Medium
Fast

Max. kẋL k2
(m/s)
1.04
2.14
3.03

Max. φ
(deg)
9.94
32.88
53.77

Err. Reduction (%)
(Open-Loop Max. kẋL k2 , φ)
67 (1.05 m/s, 6.35o )
61 (2.08 m/s, 32.00o )
54 (2.87 m/s, 39.00o )

Table 4.1 further lists the percent reduction in average error of our proposed system
compared to the open-loop controller implemented in [108]. We define error reduction as
ēopen −ēclosed
,
ēopen

where ē denotes the average error in payload position, kxL,des −xL k. We can see

that over trajectories of comparable maximum payload angles and velocities, our closed-loop
controller eliminates over half the tracking error.
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(a) Slow trajectory position.

(b) Medium trajectory position.

(c) Fast trajectory position.
Figure 4.9: Waypoint trajectory for slalom avoidance.

4.5

Conclusions

This chapter proposed a geometric control framework in which we can robustly control a
cable-suspended payload to follow generated desired flat trajectories. Experimental results
demonstrate that this controller is robust to changing cable lengths and trajectory speeds
and further offers great performance improvements over current open-loop control methods.
In Chapter 5, we will present an algorithm for generating desired quadrotor trajectories
for navigating through complex environments.
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Chapter 5

Single-Robot Trajectory Generation
with Mixed Integer Quadratic
Programming
With the ability to robustly track desired payload trajectories, this chapter will focus on the
challenge of navigating a single quadrotor, carrying a single payload, safely through cluttered
environments. We will assume the robot has an accurate global map of its surroundings and
perfect state information. We further assume that all obstacles are given as axis-aligned
bounding boxes, however, this constraint can easily be relaxed to general convex obstacles.
The main contribution of this chapter is an optimization-based trajectory generation
algorithm that addresses 1. planning non-conservative for a multi-body system with a
dynamic configuration and 2. planning for a hybrid dynamical model of the system that
incorporates payload pick-ups and releases.
These two goals pose a number of important challenges. The multi-body nature of
the system means that the geometry of the quadrotor-with-payload system cannot be represented within a static convex shape without becoming significantly limited in capability. For
example, if the robot and payload were approximated with a rectangular prism, as shown
in Fig. 5.1a, the payload’s swing would be limited. Alternatively, approximating the robot
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(a)
Approximating
the
quadrotor-withpayload system with
a rectangular prism
limits the payload’s
ability to swing.

(b)
Approximating
the
quadrotor-withpayload system with
a sphere limits the
robot’s capability to
navigate tight spaces.

Figure 5.1: Examples of impractical convex approximations of a quadrotor-with-payload system.

Figure 5.2: Example of a quadrotor-with-payload system moving through a corridor created by
overlapping convex regions. It is difficult to pre-allocate which regions the quadrotor and payload
will reside in.

and payload with a sphere center on the robot with radius l, as shown in Fig. 5.1b, would
allow the payload to freely swing. However, the robot’s extent is hugely over-approximated,
compromising its ability to navigate through narrow passageways in the workspace.
Furthermore, quadrotor optimization algorithms have found significant computational
gains by partitioning the available free-space into convex regions, determining a subset of
overlapping regions to traverse, and optimizing a trajectory through those regions, as shown
previously in Fig. 2.6. However, this technique is not easily extendable to multi-body agents.
Consider the situation in Fig. 5.2. It is impossible to know, a priori, the configuration of
the system until after its trajectory has been optimized. As a result, determining which
convex regions to constrain the quadrotor and payload to during what times is an extremely
difficult problem to solve.
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G(XL , XQ )
R(XL , XQ )

ẊQ = fQ (XQ , u)

ẊL = fL (XL , u)

G(XQ , XL )
R(XQ , XL )

Figure 5.3: Quadrotor and cable-suspended payload modeled as a hybrid dynamical system.

From these considerations, it is clear that to generate dynamic manipulation maneuvers,
our algorithm must explicitly reason about the changing orientation of the payload during
optimization. To this end, we propose an algorithm to plan trajectories that exploit the
system’s entire range of motion while guaranteeing safety and dynamic feasibility. Our
proposed method is validated with both simulation and hardware experiments.
This chapter will proceed as follows. Section 5.1 will formalize the hybrid dynamical
model of the system. Sections 5.4 and 5.5 will describe the trajectory generation algorithm.
Section 5.6 will present numerical examples while Section 5.7 will present experimental
results. This chapter first appears in [105].

5.1

Dynamics and Control

In this work, we wish to consider the dynamics of the payload swing as well as the possibility
that the robot and payload could lose contract during the trajectory. This is similar to a
tree harvesting task, where a pilot must pick up cargo at one end of the trajectory and
release it at the other before returning to the beginning of his delivery loop. To allow for
payload pick-ups and releases in this manner, we model the system as a hybrid dynamical
system, illustrated in Fig. 5.3 [96].
We will build off the notation developed in Section 2.2. Throughout this chapter, we will
refer to the “quadrotor-with-payload subsystem" and the “quadrotor subsystem". The hy-
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brid dynamical model allows for transitions between the two subsystems (“edges"), specifies
conditions on those transitions (“guards"), and the new state of the system after transition
(“resets"). The dynamics of the quadrotor-with-payload subsytem is given by (2.31)– (2.36).
The quadrotor subsystem is governed by the quadrotor’s equations of motion, (2.15)– (2.22),
and the projectile motion equations:
d
xL = ẋL
dt

(5.1)

ẍL = −g

(5.2)

The guard from the quadrotor-with-payload subsystem to the quadrotor subsystem
occurs when an object is released. This corresponds with the condition T = 0. The
guard back occurs when the quadrotor and object are exactly a cable-length apart, namely
kxQ − xL k = l. For now, we assume the quadrotor will pick up any object it is within l of,
that is, it cannot choose to not pick up an object.
The reset from the quadrotor-with-payload subsystem to the quadrotor subsystem is
simply an identity map. More specifically, let X−
L denote a state immediately prior to the
−
mode switch and X+
Q denote the state immediately after. At the time of mode switch, xL

can be used in conjunction with (2.24) and its derivative to obtain the nominal quadrotor
−
+
states, x−
Q . The reset map is then xQ = xQ . The reset from the quadrotor to the quadrotor-

with-payload subsystem is modeled as an inelastic collision between the robot and payload.
Note this is similar to the approach in [98].
The controllers presented in Section 2.4 are used for each respective subsystem.

5.2

Cable-Taut to Cable-Slack Transitions Without Losing Contact

We emphasize that in this work, we only consider hybrid transitions in the form of payload
pick-up and releases. Theoretically, it is possible for the cable to become temporarily slack
while the payload is still attached. We will show that this type of transition is not possible
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for fixed-pitch quadrotor platforms like the ones we are utilizing.
Transition to a cable-slack state without releasing the payload requires an additional
guard condition:

(ẍQ − ẍL ) · p < 0,

(5.3)

that is, there must be a relative acceleration between the robot and payload in the direction
of the cable.
It is straight-forward to write the Newton-Euler equations for the quadrotor and payload:

mL (ẍL + ge3 ) = −T p,

(5.4)

mQ (ẍQ + ge3 ) = f Re3 + T p.

(5.5)

From these, we derive the relative acceleration:

ẍQ − ẍL =

1
1
f
Re3 + (
+
)T p.
mQ
mQ mL

(5.6)

and express the guard condition in terms of the subsystem states:

(ẍQ − ẍL ) · p =
As ( m1Q +

1
mL )T

f
1
1
Re3 · p + (
+
)T < 0.
mQ
mQ mL

(5.7)

is positive by definition, a transition will only occur if:

1. Re3 · p < 0 — The angle between the quadrotor’s b3 body-vector and the cable must
be more than 90o , that is, the payload swings above 90o from the vertical configuration.
2. f < 0 — The quadrotor’s thrust must be negative.
Neither of these configurations are geometrically feasible for a fixed-pitch quadrotor. As
a result, the “hybridness" of our system comes solely from payload pick-up and relases.
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5.3

Mixed Integer Quadratic Program Formulation

This section describes our foundational ptimization framework, which has previously been
used to generate quadrotor trajectories [67].
Suppose we are in the quadrotor subsystem, with flat output xQ,des . We would like to
optimize the quadrotor trajectory with respect to:
Z

tm

xQ,des = arg min
xQ

0

(4)

kxQ k2 dt,

(5.8)

where m, the number of trajectory segments, is selected in a problem-specific manner. We
begin again with the optimization problem given in Eq. 2.64, with r = 4, N = 7.
We want to additionally impose chosen waypoint constraints:

xQ,des (tj ) = xw,j ∀j ∈ [0, nw ),

(5.9)

for a set of nw pre-selected waypoints.
Furthermore, suppose there are no known convex obstacles with nf (o) faces each. Let
nf,o be the outwards unit normal of face f of obstacle o and sf,o be a point on the face. We
can constrain the position of the trajectory xQ,des at sample time ts to remain outside this
face with:

(xQ,des (ts ) − sf,o ) · nf,o ≥ 0

(5.10)

This constraint is linear with respect to the corresponding decision vector c. An obstacle is
avoided if Eq. 5.10 is true for at least one of its faces. This can be expressed with a set of
binary variables bs,f,o and the constraints:

bs,f,o → (xQ,des (ts ) − sf,o ) · nf,o ≥ 0

(5.11)

nf (o)

X
i=1

bs,i,o ≥ 1
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(5.12)

Here, → indicates that the constraint is active if and only if bs,f,o is 1.
The complete decision vector contains both continuous and binary variables, dQ =
> >
[c>
Q bQ ] . We can then solve for the quadrotor trajectory as a Mixed Integer Quadratic

Program (MIQP):

minimize cTQ QcQ
dQ

subject to (2.62), (2.63), (5.9)
(5.11), (5.12) ∀s ∈ [0, ns ), f ∈ [0, nf (o)), o ∈ [0, no ),

(5.13)

where ns represents the number of selected sample times.

5.4

Problem Formulation

We wish to extend the method described in the previous section to optimizing desired
hybrid trajectories for our system. The cable between the payload and quadrotor should
be taut whenever possible. As a result, we first design a trajectory in the flat space of the
quadrotor-with-payload subsystem and plan transitions into the quadrotor subsystem only
when necessary.
The remainder of this section will focus on optimizing an appropriate payload trajectories, xL,des . We begin with the optimization problem stated in (2.64), with r = 6 and
N = 11. We will vary the number of segments, m, based on each individual problem. We
want to introduce additional constraints so the optimized trajectory will:
1. Satisfy the desired waypoint constraints.
2. Guarantee collision avoidance with obstacles.
3. Appropriately transition between subsystems if necessary.
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5.4.1

Waypoint and state constraints

To satisfy criteria 1, we assume a set of nw pre-selected waypoints and impose constraints:

xL,des (tj ) = xw,j ∀j ∈ [0, nw ).

(5.14)

Additionally, the payload cannot decelerate faster than −g, when it is in projectile motion.
We choose nsL sample times along each trajectory segment and, at each time ts , impose the
constraint:

ẍL,des (ts ) · e3 + g ≥ 0

(5.15)

The angle φL between the cable and the vertical axis can be derived from (2.42):

cos(φL ) =

ẍL,des (ts ) · e3 + g
.
kẍL,des + ge3 k

(5.16)

Thus, (5.15) also constrains − π2 ≤ φL ≤ π2 .

5.4.2

Obstacle avoidance constraints

To satisfy criteria 2 for the load, we can directly use (5.10) to linearly constrain the payload
position at each sample time:

(xL,des (ts ) − sf,o ) · nf,o ≥ d,

(5.17)

where d ≥ 0 is a threshold to be defined later. We over-approximate the quadrotor as
a prism, with sides lx , ly , lz , in which the vehicle can assume arbitrary orientation. We
constrain this prism outside a face with:

(xQ (ts ) − sf,o ) · nf,o ≥ |[lx ly lz ] · nf o |
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(5.18)

Using (2.24), (5.18) can be expressed in the flat variables:


ẍL,des (ts ) + ge3
xL,des (ts ) + l
kẍL,des (ts ) + ge3 k


· nf,o ≥ sf,o + γf,o ,

(5.19)

where sf,o = sf,o · nf,o and γf,o = |[lx ly lz ] · nf o |.
Linear over-approximation
We incorporate the nonlinear constraint (5.19) through a piecewise linear over-approximation.
From (5.18):

lp(ts ) · nf,o ≤ xL,des (ts ) · nf,o − sf,o − γf,o

(5.20)

Given (5.17), (5.20) will hold if:

lp(ts ) · nf,o ≤ d − γf,o

(5.21)

l cos(θ(tk )) ≤ d,

(5.22)

(5.21) is equivalent to:

where θ is the angle between the unit vectors p(tk ) and nf,o .
Using d and θ(tk ), we can partition the configuration space near each obstacle face into
three regions, each of which will have their own set of constraint equations. These are
illustrated in Fig. 5.4.
• Region I: cos(θ(tk )) ≤ 0, d ≥ pf,o :
This corresponds to the blue region in Fig. 5.4. When cos(θ(tk )) = p(tk ) · nf,o ≤
0, (5.21) is satisfied for any d ≥ pf,o . Geometrically, θ(tk ) ≥ π2 , thus, the quadrotor is
directly above the payload or tilted “away" from the obstacle face. In this case, the distance between the payload and the obstacle face must be at least pf,o , to accommodate
the finite span of the quadrotor.
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Figure 5.4: Allowable quadrotor configurations for regions of load position

In this region, the payload should be constrained using (5.17) with d = pf,o . The
corresponding quadrotor constraint (5.18) becomes:

−l

ẍL,des (tk ) + ge3
· nf,o ≤ 0,
kẍL,des (tk ) + ge3 k

(5.23)

or:

−ẍL,des (tk ) · nf,o ≤ ge3 · nf,o

(5.24)

• Region II: l cos(θ(tk )) ≥ 0, pf,o ≤ d ≤ l + pf,o :
In this region, colored pink in Fig. 5.4, the quadrotor is pointing “towards" the obstacle
face. Thus, we guarantee additional clearance d > pf,o between the payload and the
obstacle face. The greater the value of d, the more the payload is allowed to swing.
We know cos(φL ) ≤ 1. From (5.16):
z̈L + g
≤1
kẍL + ge3 k

(5.25)

z̈L + g ≤ kẍL + ge3 k

(5.26)
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Knowing l cos(θ(tk )) = p(tk ) · nf o > 0 and (5.26) gives:
ẍL (tk ) + ge3
· nf,o
kẍL (tk ) + ge3 k
ẍL (tk ) + ge3
≤ −l
· nf,o
z̈L (tk ) + g

lp(tk ) · nf,o = −l

≤ d − pf,o ≡ Dmin

(5.27)
(5.28)
(5.29)

The quadrotor constraint becomes:

−(lẍL (tk ) · nf,o + Dmin z̈L (tk )) ≤ g(le3 · nf,o + Dmin )

(5.30)

We can use Dmin to embed a constraint on the maximum load angle, φL,max , in the
direction towards obstacle faces. Let γ be the angle of nf,o from the vertical. Then:

Dmin =




l cos(γ − φmax ) if γ <

π
2

+ φL,max



0

π
2

+ φL,max

if γ ≥

(5.31)

This is again an over-approximation. The quadrotor will remain less than Dmin from
the current load position, even if there is more clearance available between the load
and the obstacle. However, as will be described later, this constrain will only be active
if the distance of the payload from the obstacle face is between d = Dmin + pf,o and
Dmin + l. This translates to two linear constraints of the form of (5.17).
• Region III: d = l + pf,o :
In the region colored green in Fig. 5.4, (5.22) becomes:

cos(θ) ≤ 1,

(5.32)

which is always satisfied. Thus, in this region, we simply need to impose (5.17), and
a quadrotor constraint is no necessary.
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Figure 5.5: Orientations of the load and quadrotor with respect to an obstacle’s faces. In configuration 1, the load and the quadrotor do not collide with the obstacle, but the cable does. In
configurations 3 and 4, the load and quadrotor are outside the same faces and the cable cannot collide with the obstacle corner. The constraint is conservative, in that it also precludes collision-free
configurations like configuration 2.

We see that if we know which region to constrain the payload to, we can guarantee
the quadrotor will remain collision-free with additional linear constraints. At each sample
time, one set of obstacle avoidance constraints must be satisfied for at least one face of each
obstacle. We further require them to be satisfied with respect to the same faces so the cable
does not “nick" obstacles, as illustrated in Fig. 5.5. We will associate each region of each face
with a binary variable and allow the optimization to place the payload. These constraints
will be stated explicitly in Section 5.5.

5.4.3

Hybrid system

To allow subsystem transitions, we assign a final set of binary variables rj to each trajectory
segment j, where the system is in the quadrotor-with-payload subsystem if rj = 0 and the
quadrotor subsystem if rj = 1. For segments where rj = 0, (5.34)–(5.36) ensure collision
avoidance. However, for segments in the quadrotor subsystem, we will only impose load
collision avoidance constraints and plan the quadrotor trajectory separately. In this subsystem, the load trajectory must be the projectile motion equation. Since the load trajectory
already takes the form of a polynomial, we can directly constrain the coefficients using linear
equations. This will again be made explicit in Section 5.5.

5.5

Trajectory Planning Algorithm

To plan trajectories for the entire hybrid system, we propose a three-step algorithm:
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1. Solve for an initial payload trajectory.
2. Solve for a refined payload trajectory that incorporates add any necessary zero-tension
segments.
3. The times and boundary conditions where the system transitions into the quadrotor
subsystem are now known explicitly — generate corresponding quadrotor trajectories
for all periods of time where the system is in the quadrotor subsystem.
We detail each step in the following sections.

5.5.1

Initial payload trajectory planning

The complete decision vector for the load trajectory MIQP is d = [c> b> r> ]> . c is the
vector of coefficients for xL,des , r is the vector of integer variables indicate the subsystem of
operation, and b is the vector of integer variables, where bβ;j,s,f,o , β = 1, 2, 3, 4 corresponds to
the sample at ts of segment j with respect to face f of obstacle o. Explicitly, the optimization
problem is:

minimize cT Qc
d

subject to:

Waypoint constraints:

Inequality constraints:

(2.62), (2.63), (5.14)

ẍL (ts ) · e3 + g ≥ 0 ∀j ∈ [0, m), s ∈ [0, nsL )

State constraints:
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∀j such that rj = 1,




cx,j,k = 0 ∀k ∈ [2, 11]







cy,j,k = 0 ∀k ∈ [2, 11]

(5.33)




cz,j,k = 0 ∀k ∈ [3, 11]







cz,j,2 = − g
2

Obstacle avoidance constraints: ∀j ∈ [0, m), s ∈ [0, nsL ), f ∈ [0, nf (o)), o ∈ [0, no )

b1;j,s,f,o →

b2;j,s,f,o →





xL,des (ts ) · nf,o ≥ sf,o + γf,o




xL,des (ts ) · nf,o ≤ sf,o + γf,o + l






ẍL,des (ts ) · nf,o ≥ −ge3 · nf,o





xL,des (ts ) · nf,o ≥ sf,o + γf,o + Dmin,f,o







xL,des (ts ) · nf,o ≤ sf,o + γf,o + l

(5.35)




−(lẍL,des (ts ) · nf,o + Dmin,f,o ẍL,des (ts ) · e3 ) ≤








g(le3 · nf,o + Dmin,f,o )

b3;j,s,f,o → xL,des (ts ) · nf,o ≥ sf,o + γf,o + l

b4;j,s,f,o →

(5.34)





xL,des (ts ) · nf,o ≥ sf,o




ẍL (ts ) = [0 0 − g]






x(k) (ts ) = [0 0 0] ∀k = 3, ..., r − 1
L,des
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(5.36)

(5.37)

nf (o) 4
XX
f =1 β=1

bβ;j,s,f,o ≥ 1.

Note that Dmin,f,o = l cos(∆φ), where ∆φ = φn − φL,max bounded by − π2 ≤ ∆φ ≤

(5.38)

π
2,

φn ,

is the angle between nf,o and the vertical, and φL,max is a chosen maximum load angle.
For the initial load trajectory, we assume rj = 0 for all segments. Thus, (5.33) is not
used in this step. However, the inclusion of (5.37) still allows for the existence of zero-tension
segments. These segments will be found in the following load trajectory refinement step.

5.5.2

Load trajectory refinement

Because of the “soft" constrain in (5.15), the initial load trajectory might contain time
periods where z̈L = −g + ,  << 1. When this occurs, we identify a release of the payload.
We numerically approximate the set of times ta , where such segments begin, and tb , where
they end. Note that these times do not have to coincide with the waypoint constraint times.
We insert these times into the original desired time vector to force a trajectory segment
that begins and ends at each pair of ta and tb . We designate rj = 1 for the corresponding
segments and solve a new MIQP that incorporates all previous constraints, but imposes
(5.33) on the necessary segments.

5.5.3

Quadrotor trajectory planning

For each zero-tension segment, we plan a corresponding quadrotor trajectory. Let ta and
tb be the begin and end times of the zero-tension segment. We formulate a trajectory
optimization problem with cost (2.57) with r = 4, N = 7. We impose (2.62), however, we no
longer wish to impose zero boundary conditions. Instead, we derive boundary conditions on
the quadrotor position to its third derivative from differential flatness. We further formulate
obstacle avoidance constraints using integer variables at nsQ sample times.
The decision vector is dQ = [cQ bQ ]. cQ is the vector of trajectory coefficients. bQ is
the vector of obstacle avoidance binary variables. The full trajectory optimization becomes:

minimize cTQ QcQ
dQ
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subject to:

Continuity constraints:

Boundary conditions:

(2.62)

Derived from payload trajectory

Obstacle avoidance constraints: ∀s ∈ [0, nsQ ), f ∈ [0, nf (o)), o ∈ [0, no )
bs,f,o → xQ,des (ts ) · nf,o ≥ sf,o + γf,o
nf (o)

X
f =1

bs,f,o ≥ 1

(5.39)

When a payload release occurs at the end of a trajectory, we manually specify the
final condition for the quadrotor. In all optimization problems, we specify the number of
segments, m, and the sample times are chosen based on the scenario at hand. We will
generally choose a number of sample times spaced at uniform dt across each trajectory
segment.

5.5.4

Complexity analysis

The algorithm runtime is dominated by the MIQP for the payload trajectory. Given N
coefficients, m segments, nsL sample times per segment, the decision vector d is size:

nd = 3mn + 4mnsL

no
X

nf (i).

(5.40)

i=1

The first term contains coefficient variables and the second contains obstacle avoidance
integer variables. The decision vector grows quickly: a new obstacle adds 4mnsL nf (o)
P o
integer variables and an additional sample time adds 4m ni=1
nf (i) variables.
At the same time, we note that trajectories returned by the optimization problem are
safe as long as the chosen sample points are dense enough. To both guarantee safety and
maintain computational usability, we first solve for an initial payload trajectory using a
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small number of sample points. We then check the resulting solution at nc sample points
for collisions, where nc is large, and increase nsL if collisions are found. Verifying a solution
requires mnc no collision checks. However, collision checking is a constant time process and
most problems require only 5-10 sample points for a collision free solution. On the other
hand, we solve the MIQP with a branch and bound solver, where the number of iterations
increases exponentially with the number of binary variables. Thus, solving multiple MIQP
problems with fewer sample points and validating each solution proves more practical than
oversampling.
We also preprocess the problem by partitioning the Euclidean space into regions and
solving a separate trajectory generation problem within each region. We impose homogenous boundary constraints at the boundary of each region to ensure continuity between
trajectories. This allows us to ignore obstacles that are far away or behind other obstacles.
Section 5.6 discuses an example of this partitioning.
Finally, a poorly designated desired time between waypoint constraints could result
in unpredictable solutions. Future work could incorporate an optimization of these time
intervals between waypoints, for example with a gradient descent search.

5.6

Numerical Results

In this section, we present representative numerical results. We solve the optimization
problems using IBM’s CPLEX [48] optimizer in Matlab on a 2.5GHz Intel Core i7 Macbook
Pro.

5.6.1

Obstacle avoidance

The example shown in Figs. 5.6a and 5.6b exemplify the types of agile maneuvers that result
when allowing the system to freely optimize its payload swings. We can see that the payload naturally maneuvers around the walls and overhangs of the constructed environment.
For this optimization problem, we choose m = 14 trajectory segments with 4 waypoint
constraints and nbL = 2-3 sample points per segment. The payload trajectory is found in
630.60s. The system always remains in the quadrotor-with-load subsystem, so trajectory

60

refinement is not necessary.
The example shown in Fig. 5.6c further demonstrates the need for swing-capable systems. In this scenario, the quadrotor-with-payload system maneuvers through two window
obstacles of height 0.3m with cable length l = 0.34m. In other words, traversing these
windows would be infeasible for a system that were constrained to be swing-free. We include m = 14 segments and nsL = 1-4 sample points per segment. There are four specified
waypoint positions, where all higher derivatives are constrained to 0.
To improve computational speed, we partition the space into three separate problems.
In the first, the robot moves through the first window. During this problem, we consider
only obstacles 1-5, as moving below obstacle 5 guarantees avoidance of obstacles 6-8. In the
second problem, we move around the vertical partition and consider only obstacle 5. In the
third, we consider obstacles 5-8 when moving through the second window.
The initial load trajectory solution was found in 3277.63s. Again, the system always
remains in the quadrotor-with-load subsystem. Note the two qualitatively different maneuvers: because of the y-positions of the two windows, the load leads the quadrotor through
the first while it follows the quadrotor through the second.

5.6.2

Hybrid trajectories

The ability to plan transitions between subsystems further allows us to execute otherwise
infeasible tasks. Fig. 5.7 illustrates one scenario, where the load is thrown through a window
too small for the quadrotor to pass. This problem is formulated with m = 5 segments and
nsL = 0-5 sample points each. tdes = [0 0.6 1.2 1.8 2.4 2.9], with positions specified at
t0 = 0, t4 = 2.4, t2 = 2.9. We only constrain the 3rd to (r − 1)st derivatives to 0 (omitting
constraints on acceleration) to make a free-fall trajectory feasible.
In the initial load trajectory, we assume rj = 0 for all segments. However, at all sample
times in segment 5, b4;5,s,f,o = 1 for some face of each obstacle, constraining z̈L at these times
to −g. In the refinement step, we identify ta = 2.3 and tb = 2.9 as times between which
z̈L = −g +  for  = 0.03m/s/s. In our refined MIQP, tdes = [0 0.6 1.2 1.8 2.3 2.4 2.9],
r5 = r6 = 1. Thus, we add (5.33) as constraints for segments 5 and 6. Finally, we find the
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Figure 5.6: Numerical examples of obstacle avoidance maneuvers.
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Figure 5.7: Numerical example of hybrid trajectory.

corresponding quadrotor trajectory using an arbitrary final position. Fig. 5.7 illustrates the
1

solution, found in 108.55s.
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1

Figure 5.8: Quadrotor moving through window.

5.7

Experimental Results

We conduct real-world experiments with an Ascending Technologies Hummingbird quadrotor [111] inside a Vicon motion capture system [124]. We plan trajectories for the quadrotorwith-payload system offline. We execute the geometric controller presented in Section 2.4.2
on a base station computer and send attitude commands to a micro-controller onboard the
quadrotor. For these experiments, we approximate the system as a planar system in the
xz-plane. While this model is a simplification of the full system dynamics, it is a crucial
step towards developing an understanding of the hybrid system. Video of these results can
be found at http://youtu.be/qO4MsiuLCoc.

5.7.1

Obstacle avoidance

We first maneuver the quadrotor and payload through a window, where the height of the
window is too short for the system to pass through with the load hanging vertically. This
is similar to the numerical result produced in Fig. 5.6c. The obstacle is represented as two
rectangles and inflated for additional safety. We use n = 11 polynomial basis functions,
m = 4 trajectory segments, and nsL = 4 samples per segment. Waypoint constraints are
enforced at t0 = 0s with load position xL (t0 ) = [−2 1.9]T and higher derivatives zero and
at t4 = 2.6s with load position xL (t4 ) = [2 1.9]T and again, higher derivatives zero.
Fig. 5.8 shows snapshots of the maneuver, and Fig. 5.9 displays tracking of the trajectory. The system always remains in the quadrotor-with-load subsystem. The load is swung
forward to a maximum angle of 40o from the vertical to pass through the window. Unfortunately, the tracking error is significant. One possible cause is that while we control the
quadrotor position to a fixed y plane, it is impossible to constrain the load swing to the
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Figure 5.9: State tracking in obstacle avoidance maneuver.

plane. In this fast maneuver, the out-of-plane motion of the swinging load is significant.
Future work will focus on extending the controller to the full 3D case and reducing these
tracking errors.

5.7.2

Load pick-up and release with a hybrid trajectory

We additionally demonstrate the complete hybrid dynamical system. The quadrotor executes an elliptical trajectory, picking up the load at a xL = [−0.80 0.81]T and releasing it
at xL = [1 1.2]T at an angle of 20o from the vertical. We manipulate the load using the
electromagnet that can be toggled through software commands. We use trigonometric basis
functions to obtain an iterative maneuver.
We use the motion capture system to detect subsystem transitions. For load pick-up, we
require that the distance between the quadrotor and load be the cable length for 0.8s before
switching controllers. This delay verifies that the load was successfully picked up and avoids
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Figure 5.10: State tracking in load-transport maneuver.

false switches during failed attempts. The load is released when its state is within 0.05m
of its desired release position and 0.02m/s of its desired release velocity. In this case, the
switch between controllers happens instantaneously, as there are no false releases. Future
designs could use an on-board force sensor to remove reliance on the motion capture system.
Fig. 5.10 displays tracking results, with black vertical lines indicating transition points
between tracking the quadrotor position in the quadrotor subsystem and the load position
in the quadrotor-with-load subsystem. We see through Figs. 5.10c- 5.10d that we are able
to maintain continuity in the quadrotor states at the transition points without significant
increase in tracking error. Because there is some initial error in the load state at pick-up,
the elliptical trajectory is repeated twice before the load state converges to the desired drop
conditions. This can be seen in Figs. 5.10a - 5.10b. In this maneuver, the load angle and
quadrotor attitude both reach angles of 20o and the load velocity reaches almost 2 m/s.
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5.8

Conclusions

In this chapter, we outline a trajectory planning algorithm for a quadrotor with a cablesuspended payload modeled as a hybrid dynamical system. Numerical and experimental
results indicate that the method is practical for generating trajectories that include aggressive obstacle avoidance maneuvers and hybrid state transitions. However, the main
drawback of this approach is the high computation time resulting from the addition of integer variables to the optimization problem. Future work is directed towards speeding up
these computations.

66

Chapter 6

Coordination of Multi-Robot Payload
Transportation with Quadratic
Programming
Given the ability to plan safe, agile trajectories for a single vehicle, we now wish to coordinate multiple vehicles in a shared workspace. This chapter will focus on the challenge
of safely navigating payloads from given start positions to fixed, non-interchangeable goal
positions, a problem known as the labeled multi-robot planning problem. While multi-robot
planning is an extensively studied problem, most past works have focused on finding optimal
solutions for simple, first-order spherical vehicles. However, even the problem of navigating multiple two-dimensional disks is NP-Hard [95], suggesting that seeking optimal and
scalable solutions is impractical. In this work, we will instead allow sub-optimal or locallyoptimal solutions, and focus on the challenges of scalability, complex geometric constraints
(i.e. quadrotors and payloads must all be mutually collision-free), and dynamic constraints
(i.e. planned trajectories must be feasible). In particular, planning for a team of quadrotors
with suspended payloads — multi-body vehicles with eight degrees-of-freedom, 6th -order
dynamics, and four degrees of under-actuation — represents a level of dynamic complexity
not yet studied in the multi-robot domain.
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The algorithm proposed in this chapter, Hold Or take Optimal Plan, or HOOP, is a
centralized trajectory generation algorithm that plans dynamically feasible trajectories for
teams of robots in a computationally scalable manner. We note that in multi-agent scenarios,
there are two major sources of problem complexity: the exponential growth of the robots’
joint configuration space as the number of robots increase and the increase in the number
of trajectory parameters and dynamic constraints as the robots become more dynamically
complex. Discrete planning approaches are often able to offer strong completeness and
optimality guarantees, however, often return plans infeasible for dynamic systems [39, 42,
63, 99, 131]. On the other hand, algorithms that plan in continuous space are able to optimize
velocity profiles at the expense of higher computation times [49, 80]. We thus propose a
combined approach to leverage the benefits of both approaches in a hybrid algorithm.
A discrete planner first quickly finds a sub-optimal, but safe piecewise linear trajectory for
each robot. The motion plan is then used to partition the workspace into safe corridors — a
series of overlapping convex regions. Single-robot trajectory generation methods [18, 32, 62]
can then be leveraged to independently plan dynamically feasible trajectories for each robot
within its respective corridor. We note that this general paradigm allows for the use of
different discrete multi-robot planning techniques with single-robot trajectory generation
methods, making it extendable to various robot systems. To demonstrate this, we will
apply it to both quadrotor and quadrotor-with-payload systems.
This remainder of this chapter will present preliminary notation and nomenclature and
a high-level statement of HOOP. The contents of this chapter, including the introductory
comments, first appeared in [103, 107–110].

6.1

Preliminaries

Consider a team of N ∈ N robots, operating in an obstacle-free, three-dimensional workspace.
Let xi ∈ R2 denote the flat variable of robot i at time t (i.e. either xQ or xL ) and ui ∈ R2
denote its input. Let rQ denote the radius of a robot, modeled as a sphere. Let Q(xi ) denote
the extent of a robot with flat variable xi (note that in the quadrotor-with-payload case,
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this set is nonconvex).
Throughout this chapter, we will be careful to differentiate between a motion plan and
a trajectory. We use Mi : R → R2 to represent a motion plan for robot i’s flat output. Mi
is a piecewise-linear trajectory:

i

M =

=





Mi


 0




Mi
1

ti0 ≤ t < ti1
ti1 ≤ t < ti2




...







Mi i
timi −1 ≤ t ≤ timi
m −1

i


0
xid,0 + t−t
(xid,1 − xid,0 )

ti1 −ti0




i


xi + t−t1 (xi − xi )
d,1

ti2 −ti1




...







xid,mi −1 +

d,2

t−ti i
m −1
i
t i −ti i
m
m −1

d,1

ti0 ≤ t ≤ ti1
ti1 ≤ t ≤ ti2

.

(6.1)

(xid,mi − xid,mi −1 ) timi −1 ≤ t ≤ timi

Note that Mi is a vector function. This trajectory can be characterized with the trajectory
breaktimes, T i = {ti0 , ti1 , ..., timi } and trajectory waypoints, X i = {xid,0 , xid,1 , ..., xid,mi }. Thus,
the motion plan can alternatively be represented by the set Mi = {T i , X i }. We use Mi to
represent both the piecewise-linear trajectory and its break-times and waypoints. We use
the phrase “the path of" to refer to the line segment traced out by the motion plan.
mi denotes the number of waypoints in robot i’s motion plan. We use M = {Mi | i ∈
IN } to denote the set of all motion plans and Ms = {Mis | i ∈ IN } to denote the set of
all robots’ ith trajectory segments. “Motion plan" will refer to both the entire set M and a
specific Mi .
We use γ i : R → R2 to represent a trajectory for robot i’s flat output. γ i is a piecewise
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polynomial of degree M . Explicitly:

γi =

=




γ0i







γ i

ti0 ≤ t < ti1
ti1 ≤ t < ti2

1




...







i
γm
timi −1 ≤ t ≤ timi
i −1


PM i i


ti0 ≤ t < ti1

j=0 c0,j t





PM ci ti

ti1 ≤ t < ti2
j=0 1,j



...






P

i
 M
j=0 c

mi −1,j

ti

.

(6.2)

timi −1 ≤ t ≤ timi

Again, γ i is a vector function, and cis,j ∈ R2 . We use γ = {γ i | i ∈ IN } to denote the set of
all trajectories. We will use “trajectory" to refer to both a specific γ i as well as the set γ.
Note that a motion plan is simply a trajectory where M = 1. However, we will use Mi to
refer explicitly to the output of the motion planning algorithm step and γ i to refer to the
output of the trajectory generation step.
Define Tf = maxi∈IN timi . A motion plan or trajectory, γ, is safe if:
∀t ∈ [0, Tf ], i ∈ IN , j ∈ IN 6= i, Q(γ i (t)) ∩ Q(γ j (t)) = ∅.

(6.3)

Suppose we have a set of start positions, si ∈ R2 , and corresponding assigned goal
positions, gi ∈ R2 . Assume:
√
∀i, j 6= i ∈ IN , k(si − sj ) · [1 1 0]k2 > 2 2rQ ,

√
k(gi − gj ) · [1 1 0]k2 > 2 2rQ .

(6.4)

In other words, starts and goals are sufficiently separated such that the motion planning
problem can be collapsed into a two-dimensional problem. Note in obstacle-free space,
any problem can be transformed into one satisfying (6.4) by expanding the start and goal
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positions radially outwards in the ex − ey plane from the workspace center. Robots can
sequentially move outwards to these altered start positions, apply the proposed algorithm
to navigate to altered goal positions, then contract back to their originally designated goal
positions. We use s and g to denote all start and goal positions for the team.
The labeled multi-robot planning problem is explicitly stated as follows. Given s, g, find
a set of trajectories γ such that:
1. Each robot’s flat output position begins and ends at the designated positions:

γ i (0) = si , γ i = gi ∀i ∈ IN .

(6.5)

2. γ is safe.
Algorithm 1 outlines the proposed algorithm, Hold Or take Optimal Plan (HOOP). Here,
n represents the order of the robot’s dynamics, R represents the set of robot parameters,
and δmax represents a set of maxima for the robot’s higher derivatives (e.g. velocity, acceleration constraints). As previously stated, the algorithm contains two steps. Section 6.2
will detail the motion planning step, Line 1, which is outlined in Algorithm 5. Section 6.3
will describe the trajectory generation algorithm, Line 2, for general nth -order, holonomic
vehicles, outlined in Algorithm 7. Section 6.4 will provide extensive experimental validation
of the algorithm on a quadrotor testbed. Section 6.5 will further extend the algorithm to
the quadrotor-with-payload system, alternatively defining Line 2 with Algorithm 8.
Throughout this chapter, we use := in algorithms to specify variable assignment and ←
to denote addition to a set.
Algorithm 1 γ = HOOP(s, g, n, N, R, δmax )
1:
2:

M := Plan Motions(s, g, N, R, vmax )
γ := Generate Trajectories(M, n, N, R, δmax )
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6.2

Labeled Motion Planning using Unlabeled Motion Primitives

In this section, we present an iterative, geometric algorithm to find a safe, kinematic motion
plan to solve the labeled planning problem. This path does not need to be dynamically
feasible, as it will be further refined in the trajectory generation step. The focus of this
chapter is thus a computationally scalable algorithm for kinematic planning. We introduce
maneuvers called Circular HOlding Patterns (CHOPs), which are executed during “hold"
phases to navigate robots past each other in collision-prone regions. Past centralized [63, 131]
and decentralized [6, 49, 120] methods have yielded avoidance maneuvers that also resemble
circular orbits. However, our collision resolution maneuver is constructed geometrically.
In particular, we note that there has been success in the unlabeled multi-robot planning
domain, where robots are interchangeable and each goal can be visited by any robot in
the team. Paradoxically, coupling the goal assignment and planning problems allows for a
decrease in complexity, and the unlabeled planning problem can be solved in O(N 3 ) time
in obstacle-free environments [117] and O(N 4 ) time in cluttered enviornments [116]. We
will leverage techniques from the unlabeled domain to improve algorithm scalability. The
proposed method is validated with simulation experiments.
The main contribution of this chapter is a safe and complete motion planning algorithm
that scales with polynomial complexity with respect to the number of robots instead of the
worst-case exponential complexity. Section 6.2.1 formally defines the problem statement.
Section 6.2.2 discusses a known solution to the unlabeled multi-robot planning problem and
insights into the labeled problem. Section 6.2.3 introduces the Circular HOlding Pattern
(CHOP) maneuver. Section 6.2.4 details our algorithm for the labeled problem and Section 6.2.5 discusses its safety and completeness guarantees. Section 6.2.6 characterizes the
algorithm’s performance through simulation experiments.
This section first appears in [107, 110].
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6.2.1

Problem statement

Within this chapter, consider a team of N robots, navigating in an obstacle-free twodimensional workspace. Let s, g denotes the xy-position of start and goal positions, which
satisfy (6.4). Each robot has first-order dynamics:

ẋi = ui .

(6.6)

Each robot has a maximum velocity, vmax and is modeled as a disk of radius R = rQ . We
use B(xi ) to represent the set occupied by robot i’s finite extent:
B(xi ) = {x | kx − xi (t)k2 ≤ R}.
We consider two robots i 6= j ∈ IN to be in collision if:
kxi − xj k2 < 2R.
The motion planning problem can be stated as follows: given s, g, find a safe motion
plan M that navigates robots from their starts to their designated goal positions.

6.2.2

Concurrent Assignment and Planning of Trajectories (CAPT): A
solution to the unlabeled problem

Our motion planning algorithm takes inspiration from Concurrent Assignment and Planning
of Trajectories (CAPT), a solution to the unlabeled planning problem [117], which will be
described briefly here.
In the unlabeled problem, a team of N robots must navigate to Ng goals. However, it
does not matter which robot arrives at which goal, as long as all goals are visited. In the
context of this paper, we assume Ng = N . Solving this problem requires both assignment
of goals to robots and generation of safe trajectories to those goals. However, the coupling
of assignment and trajectory planning paradoxically decreases the problem complexity.
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Let φ : IN → R2 represent the goal assignment, where φi = gj indicates gj is assigned
to the robot starting at si . CAPT finds the assignment φ that minimizes the sum of the
distances squared traveled by all robots, explicitly:

argmin
φ

N
X
i=1

ksi − φi k22 .

(6.7)

This can be found using the Hungarian algorithm [53] in O(N 3 ) time.
For first-order robots, the optimal trajectory between a start position, x1 , and a goal
position, x2 is found by optimizing the cost functional:
Z

T

k

argmin
γ

0

d i 2
γ k dt,
dt 2

subject to:

γ i (0) = x1 , γ i (T ) = x2 .

(6.8)

The solution to (6.8) is:
t
(x1 − x2 ).
T

γ i = x1 +

(6.9)

Given a CAPT assignment and vmax , the maximum time required for any robot to reach
its goal is given by:

T = max
i∈IN

ksi − φi k2
vmax

(6.10)

Each robot travels from si to φi along a trajectory of the form given by (6.9) in time given
by (6.10). If start and goals satisfy the separation constraints in (6.4), these trajectories are
provably safe.
The CAPT algorithm is computationally efficient, finding trajectories for up to 500
agents in less than 10 seconds [117]. Note, however, that robots’ solution trajectories must

74

be synchronized, that is, all robots must arrive at their goals simultaneously at T . Though
we will impose this synchronicity constraint between certain waypoints, our labeled motion
planning algorithm does not ultimately require robots to arrive at their goals simultaneously.
We will refer to a constant-velocity, straight-line towards a goal as an “optimal trajectory".
A motivating example: Navigating towards labeled goals with the unlabeled
solution
A key insight of provided by CAPT is that the coupling of goal assignment and trajectory
generation can paradoxically increase computational efficiency. Unfortunately, in the labeled
problem, goals are pre-assigned to robots and cannot be directly reassigned to conform to the
minimum distance squared assignment necessary for CAPT’s collision avoidance guarantees
to hold. However, with appropriately chosen intermediate waypoints, we can navigate robots
to their labeled goals by solving a series of unlabeled problems.
Fig. 6.1 presents an example capturing this idea. Here, and throughout the remainder
of this paper, circles represent start positions s, and stars of the same color represent the
assigned goals g. The problem’s goal assignment is not the minimum distance squared
assignment. If robots attempt to execute optimal trajectories found using (6.9) and (6.10)
on this assignment, they collide at the outlined positions.
In Fig. 6.1b, we place two intermediate waypoints, denoted xw and represented as black
squares, into the workspace. Considering s as the set of start positions and xw as the set of
goals, we can apply CAPT and find optimal trajectories to the waypoints. Fig. 6.1c pictures
these trajectories.
We can then apply CAPT again, using xw as the set of start positions and g as the set
of goal positions. Fig. 6.1d pictures these trajectories. The robots safely navigate to goals
assigned by CAPT, which now coincides with the desired labeled assignment.
By deliberately choosing the location of the intermediate waypoints in this manner, we
translate the labeled planning problem into two instances of the unlabeled problem, allowing
us to leverage the computational benefits of the CAPT algorithm. The motion planning
step of the HOOP algorithm uses this idea to place waypoints throughout the workspace to
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(3, 0.5)
(2.5, 0)

(5, 0)

(a) Taking synchronized optimal (b) We place a two intermediate
trajectories to goals leads to a col- waypoints in the space, denoted xw
lision at the outlined positions.
and pictured as black squares.

(2.5, 1)

(2.5, 1)

(2.5, 0)

(2.5, 0)

(1, 0.5)
(0, 0)

(3, 0.5)

(c) We apply CAPT, using the sets
s as start positions and xw as goal
positions. Robots follow the resulting optimal trajectories to intermediate waypoints.

(5, 0)

(d) We apply CAPT again, using
the sets xw as start positions and g
as goal positions. The resulting optimal trajectories navigate robots
to their assigned goals.

Figure 6.1: Motivating example. Robots start at positions s, indicated by circles, and must navigate
to assigned goal positions g, represented by stars of the same color. The placement of intermediate
waypoints can transform the labeled multi-robot planning problem into two unlabeled problems.

navigate robots towards their goals.

6.2.3

Circular HOlding Pattern (CHOP): A collision avoidance maneuver

In general, the problem of identifying sets of waypoints that transform a labeled planning
problem to a series of unlabeled problems is hard. In this section, we present a geometric
method for constructing these waypoint sets. Note that the identified waypoint sets are
neither unique nor optimal, however, are computationally efficient to find even for large
numbers of robots. The resulting maneuver will be referred to as a Circular HOlding Pattern
(CHOP).
A CHOP, or “holding pattern", is a motion plan that safely navigates robots from a
set of start positions, sh , to assigned goal positions gh . We characterize a CHOP with
the parameters h = {τs,h , Rh , sh , gh , xc,h , Nh , Rh , τf,h , Mh }. These are defined in Table 6.1

76

and are determined using Algorithm 2. Throughout this section, Fig. 6.2 will be used as a
demonstrative example.
Table 6.1: Definitions of CHOP parameters.

τs,h ∈ R
Rh ∈ Z
sh , gh ∈ R2|R|
xc,h ∈ R2
Nh ∈ Z
Rh ∈ R
τf,h ∈ R|R|

start time — time robots
begin to move towards entry waypoints
indices of robots in the CHOP
set of start and assigned goal positions
center of CHOP
number of intermediate waypoints
radius of CHOP
exit time for each robot —
time each robot leaves its exit waypoint

Determination of CHOP parameters.
Assume robots begin at their designated start positions. Then, τs,h = 0, Rh = IN , sh = s,
gh = g. These parameters are inputs to Algorithm 2, which defines the full CHOP. First, we
define a set of intermediate waypoints that robots will visit en-route to their goals. Line 3
defines the center, xc,h , as the average position of all start positions. Line 5 designates
the number of intermediate waypoints, Nh , as twice the number of robots. Line 10 defines
these waypoints as Nh regular points along the circumference of a circle with center xc,h
and radius Rh .
Line 6 calculates the radius itself. Since xc,h is fixed, variation in Rh allows for clearance
guarantees between intermediate waypoints and goals. We find Rh with:

min Rh

Rh ∈R

(6.11)

subject to:
√
1. Every other intermediate waypoint is at least 2 2R away from each other.
√
2. Every intermediate waypoint is at least 2 2R away from all goals gh .
√
3. The path between any two adjacent waypoints is at least 2 2R away from all goals
gh .
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(a) Problem geometry.
xw,7
xw,6

xw,8
xw,1

xw,5
xw,4

xw,2
xw,3

(b) We identify a set of in- (c) We identify a set of po- (d) We designate an exit
termediate waypoints, pic- tential entry waypoints, in- waypoint and priority set
tured as black squares.
dicated by black circles.
for each robot.
Each
robot’s assigned waypoint
is indicated in a circle of
the same color. In concentric sets, inner circles are
higher priority.

(e) M0 for all robots.
Vehicles move from
their start positions
to their assigned entry
waypoints.

(f) M1 , M2 for robots.
Vehicles circle the holding pattern until they
reach their exit waypoint.

(g) M3 , M4 for robots.
The yellow robot passes
its exit waypoint because the green robot,
with higher priority, has
not exited.

(h) M5 , M6 for robots.
Vehicles continue to circle until all robots have
exited.

Figure 6.2: Construction and execution of a CHOP for a four-robot example. Robots start at circles
and must navigate to stars of the same color.

With the center and number of intermediate waypoints fixed, the constraints in (6.11), and
hence Rh , can be found analytically. Note that start and goal positions can be both inside
and outside the circle defined by xc,h and radius Rh . Fig. 6.2a visualizes the placement of
intermediate waypoints for the example problem as black squares.
Identification of entry waypoints.
Line 12 identifies a set of entry waypoints. Each robot will travel from their start position
to one of these waypoints as a means of entering the CHOP.
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Algorithm 2 h = Find CHOP(τs,h , Rh , sh , gh , R, vmax )
1:
2:
3:
4:
5:
6:
7:
8:
9:
10:
11:
12:
13:
14:
15:
16:
17:
18:
19:
20:
21:
22:
23:
24:
25:
26:
27:
28:

Nm := size of R
// Find
CHOP center.
P
i∈I

sih

Nm
xh :=
Nm
// Find number of intermediate waypoints.
Nh := 2Nm
Rh := solve (6.11).
// Identify intermediate waypoints.
2π
∆θ := N
h
θ := {(i − 1)∆θ ∀ i ∈ INh }
xw := {xh + Rh [cos(θi ) sin(θi )]T ∀ θi ∈ θ}
// Identify entry waypoints.
Xw := {xw,1 , xw,3 , ..., xw,Nh −1 }
// Assign exit waypoints.
for all i ∈ INh do
φig := argminxj ∈xw kxj − ghi k2
end for
// Determine priority sets.
P i := ∅ ∀i ∈ INh
for all i ∈ INh do
for all j ∈ INh \i do
ψ = φjg + β(gj − φjg )
if ∃β ∈ [0, 1] such that B(ghi ) ∩ B(ψ(β)) 6= ∅ then
Pi ← j
end if
end for
end for
(Mh , τf,h ) := Find CHOP Motion Plan(τs,h , Rh , sh , xw , Nh , Xw , φg , P, gh , vmax )
h := {τs,h , Rh , sh , gh , xc,h , Nh , Rh , τf,h , Mh }

Assignment of exit waypoints and priority sets.
Lines 14–16 assign an exit waypoint to each robot. Each robot will leave the CHOP and
move towards its goal from its exit waypoint, which is chosen as the intermediate waypoint
closest to its goal.
Lines 18–26 designate a priority set, a set of indices P i , for each robot. A robot cannot
exit the CHOP until all robots in P i have already exited. Conceptually, the condition in
Line 22 forces robots whose goals are in the path of neighbors’ trajectories to wait. This is
similar to the priority designation used by [116] in the unlabeled domain.
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Exit waypoint assignments are pictured in Fig. 6.2d, where each robot’s waypoint is
indicated by a circle of the same color. When concentric circles are present, inner circles
indicate higher priorities. Explicitly, the priority sets are:

P blue = P red = P green = ∅
P yellow = {green}.
Derivation of a safe motion plan
Finally, in Line 27, we use the determined CHOP parameters to construct a corresponding motion plan. This mechanism is described in Algorithm 3, and Figs. 6.2e–6.2h illustrate
the resulting motion plan on our running example.
To bring robots safely into the CHOP, Line 2 of Algorithm 3 runs CAPT using sh as
start positions and Xw as goal positions. The first trajectory segment of the motion plan is
given by the trajectories returned by CAPT. Figure 6.2e illustrates this step.
Xw becomes a new set of start positions, scurr . Lines 7–14 then construct a new set of
goal positions. For each robot in scurr , its goal is added to gcurr if its exit conditions are
met. Otherwise, the intermediate waypoint that is adjacent to its current position, in the
counter-clockwise direction, is added. Line 16 uses CAPT to find the next set of trajectory
segments.
Lines 20–26 update the set Rg to contain robots that have arrived at their goals. As
indicated by Lines 17–18, these robots will remain stationary at their goals. A new scurr
and gcurr is constructed using the robots still in the CHOP and CAPT is again used to
obtain the next trajectory segments. This process continues until all robots have reached
i , the time it
their goals. When a robot reaches its goal, Line 23 records its exit time τf,h

leaves its exit waypoint.
Fig. 6.2f pictures the resulting motion when no robots have met their exit condition;
namely, robots will move around the CHOP in a counter-clockwise direction. Otherwise, as
illustrated in Figures 6.2g and 6.2h, robots that have met their exit conditions will move to
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Algorithm
3
(Mh , τf,h )
Rh , sh , xw , Nh , Xw , φg , P, gh , vmax )
1:
2:
3:
4:
5:
6:
7:
8:
9:
10:
11:
12:
13:
14:
15:
16:
17:
18:
19:
20:
21:
22:
23:
24:
25:
26:
27:
28:
29:
30:

=

Find

CHOP

Motion

Plan(τs,h ,

// Move robots into the CHOP.
M0 := CAPT(sh , Xw )
scurr := Xw , Rg := ∅, j := 1
// Circle the CHOP and exit when possible.
while Rg 6= Rh do
// Construct the goal set for robots still in CHOP.
gcurr := ∅
for all i ∈ Rh \ Rg do
if xid,j == φig and P i == ∅ then
gcurr ← ghi
else
gcurr ← counter-clockwise adjacent intermediate waypoint
end if
end for
// Get next trajectory segment.
Mcapt := CAPT(scurr , gcurr )
Mstationary := stationary trajectories for i ∈ Rg
Mj ← Mcapt ∪ Mstationary
// Record robots that arrived at goals.
Rg,new := ∅
for all i ∈ Rh \ Rg do
if xid,j+1 == ghi then
i := t
Rg,new ← i, τf,h
j
end if
end for
Rg ← Rg,new
// Define new start set as robots not yet at their goals.
scurr := xd,j+1 \ {xid,j+1 | i ∈ Rg }
j := j + 1
end while

their goals while robots that have not will continue to rotate. Lemma 6.2.1 will prove this
is the returned behavior.
Remark 1. In the case illustrated in Fig. 6.2f, CAPT will return two solutions: one where
all robots rotate clockwise and another where all robots rotate counter-clockwise. We have
chosen to always select the counter-clockwise solution. As both solutions result in the same
cost, as given by (6.7), this does not introduce additional sub-optimality.
Note that a robot’s goal is only added to the set gcurr when both its exit conditions
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(a) M1 , M2 for robots. (b) M3 for robots. The (c) M4 for robots. The (d) M5 for robots.
yellow robot is allowed green robot progresses The green robot cannot
to exit to its goal.
towards its exit way- safely exit to its goal.
point.
Figure 6.3: Extension of Fig. 6.2 — motion plan when all priority sets are empty. This lack of
prioritization leads to a collision.

have been met. For example, in Fig. 6.2f, when the blue robot reaches its exit waypoint, it
proceeds to its goal. The yellow robot is also at its exit waypoint, however, the green robot,
which is in its priority set, has not exited. As a result, the yellow robot’s goal is not added
to gcurr and it continues around the CHOP.
Remark 2. As the placement of intermediate waypoints and the definition of sets scurr and
gcurr at each step are deliberately chosen to produce the behavior illustrated in Fig. 6.2, the
solution to each iteration of CAPT, with the exception of Line 2, is known a priori. Thus, in
implementation, the motion plan Mh can be defined by running CAPT only once, improving
computation speed.
As an example, the motion plan corresponding to the blue robot in Fig. 6.2 is:

Mblue =





sblue +







x +
w,7





xw,8 +




gblue


t
t1 (xw,7

− sblue )

0 ≤ t < t1

t
t2 −t1 (xw,8

− xw,7 )

t
blue
t3 −t2 (g

− xw,8 ) t2 ≤ t < t3

t1 ≤ t < t2

t3 ≤ t < t12

blue = t .
For this example, τf,h
2

Remark 3. Figure 6.3 illustrates the necessity of prioritization. In this scenario, we remove
the green robot from the yellow robot’s priority set. In Fig. 6.3b, the yellow robot is allowed
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to exit to its goal. In Fig. 6.3d, we see that the green robot no longer has a safe trajectory to
its goal. The priority set ensures that it will be possible for robots to remain at their goals
once they’ve reached them.
Note that Constraint 3 of (6.11) ensures that the priority condition in Line 22 of Algorithm 2 will never be true with respect to a robot moving between two intermediate waypoints.
In other words, the CHOP radius is designed such that a robot stationary at its goal will not
obstruct the motion of neighbors progressing around the CHOP.
Lemma 6.2.1. In the motion plan returned by Algorithm 3, M0 brings all robots to the set
of entry waypoints Xw . Each robot then circles the CHOP until its exit conditions are met.
The first time a robot’s exit conditions are met, it will move to and remain stationary at its
goal.
Proof. Line 2 of Algorithm 3 explicitly brings all robots to the set of entry waypoints.
Consider sets scurr and gcurr at the first iteration of Algorithm 3. scurr = Xw contains
every other intermediate waypoint and gcurr contains waypoints adjacent to those in Xw .
Since scurr and gcurr are disjoint, no robot can remain stationary in the CHOP. This remains
true at all following times. Thus, unless a robot is at its goal, it will always move to another
intermediate waypoint or to its goal.
Consider the sum of distances squared cost for the CAPT problem yielding Ms for any
s > 0:
X
i∈Rh \Rg

ksicurr − φicurr k22 ,

where φi indicates the position in gcurr assigned to sicurr by CAPT. sicurr can only be an
intermediate waypoint, while φicurr can be either an intermediate waypoint or a goal.
Suppose φicurr is an intermediate waypoint, xw,d . From Line 12 of Algorithm 3, scurr
must contain its adjacent waypoint in the clockwise direction, xw,d−1 . Since scurr only
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contains other intermediate waypoints, we know:

kxw,d − xw,d−1 k22 ≤ kxw,d − sjcurr k22
∀sjcurr 6= xw,d−1 ∈ scurr .
Suppose φicurr is a goal, gk . Line 10 of Algorithm 3 ensures that gk is in the goal set only
when φkg , the exit waypoint for robot k, is in the start set and robot k has met its exit
criteria. Line 15 of Algorithm 2 ensures that:

kgk − φkg k22 ≤ kgk − sjcurr k22 ∀sjcurr 6= φkg ∈ scurr .
From this, we see that an intermediate waypoint in gcurr must be reached from the clockwise
adjacent intermediate waypoint and a goal in gcurr must be reached by its corresponding
robot after it has fulfilled its exit criteria. Changing this assignment will attain a higher
distance squared cost, so any possible permutation in the assignment will result in a total
higher cost. The only except occurs when both the intermediate waypoints clockwise and
counter-clockwise adjacent to xw,d is in scurr , however, as stated in Remark 1, we choose
the solution that causes robots to rotate counter-clockwise. Line 17 of Algorithm 3 ensures
robots remain stationary at their goals after reaching them. Thus, CAPT iterations yield
the described behavior. 
Lemma 6.2.2. Motion plans derived from CHOPs are safe.
Proof. Consider, at each time step, the robots not yet at their goals (ie. the set Rh \ Rg ).
The robots’ trajectory segments are returned by CAPT and will be safe if the separation
conditions in (6.4) are met.
For M0 , points in scurr satisfy (6.4) by assumption. Condition 1 of (6.11) guarantees
gcurr = Xw , which contains every other intermediate waypoint, satisfies the separation
conditions. Thus, M0 is safe.
Since at each iteration, all robots rotate or exit, in subsequent trajectory segments,
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scurr will contain only intermediate waypoints that continue to satisfy the separation conditions. For the same reason, intermediate waypoints in gcurr will also satisfy the separation
conditions with respect to each other. Condition 2 of (6.11) guarantees goals in gcurr are
sufficiently separated from intermediate waypoints. Two goals in gcurr are sufficiently separated by assumption. Thus, all points in gcurr are also sufficiently separated and all CAPT
assignments yield safe trajectories.
The remaining possibility of collision is between a moving robot and a stationary robot
that has already arrived at its goal. Algorithm 2, Lines 18 –26 guarantee that robots moving
from their exit waypoints to their goals will not collide with stationary robots. (6.11) guarantees that robots moving between intermediate waypoints will not collide with stationary
robots. Thus, the motion plan is safe. 

6.2.4

Algorithm definition

We can always coordinate robots in a single CHOP to safely navigate to goals. However, in
the worst case, all robots will enter a CHOP that contains all goal positions. To mitigate
this effect, HOOP allows robots to travel directly towards their goals (“take Optimal Plan")
when possible and navigate past each other using CHOPs (“Hold") when necessary.
To begin, let H denote a set of CHOPs. Each CHOP h ∈ H contains robots Rh ⊆ IN .
Robots enter the CHOP from sh , their current positions at start time, τs,h . Robot r is in
r ]. A set H is valid if:
CHOP h at time t if r ∈ Rh and t ∈ [τs,h , τf,h
r
{r ∈ IN | ∃h, e
h ∈ H, r ∈ Rh ∩ Reh , τs,h ∈ [τs,eh , τf,
]} = ∅
e
h

(6.12)

r
r
{r ∈ IN | ∃h, e
h ∈ H, r ∈ Rh ∩ Reh , τf,h
∈ [τs,eh , τf,
]} = ∅
e
h

(6.13)

In other words, H is valid if every robot is in at most one CHOP at any given time.
Algorithm 4 translates a set H into a motion plan. In Line 2, each robot’s motion plan
is an optimal trajectory from its start to its goal. Each CHOP is then added to the motion
plans of their constituent robots.
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Algorithm 4 M = CHOPs to Motion Plan (s, g, H, vmax )
1:
2:
3:
4:
5:
6:
7:
8:

for i ∈ IN do
i
ik
2
}, X i := {s, g}
T i := {0, ksv−g
max
end for
for h ∈ H do
for i ∈ Rh do
T i ← Thi , X i ← Xhi
end for
end for

Algorithm 5 describes an iterative method to construct H and is detailed below. Fig. 6.4
presents a representative example of the algorithm steps.
Algorithm 5 M = Plan Motions(s, g, N, R, vmax )
1:
2:
3:
4:
5:
6:
7:
8:
9:
10:

H := ∅
M := CHOPs to Motion Plan (s, g, H, vmax )
(tc , Rc ) := Find First Collision(M, R)
while collision found do
(τs,eh , Reh , seh , geh , Hdup ) := Get Params(M, H, tc , Rc , g, R, vmax )
H ← Find CHOP(τs,eh , Reh , seh , geh , R, vmax )
H := H \ Hdup
M := CHOPs to Motion Plan (s, g, H, vmax )
(tc , Rc ) := Find First Collision(M, R)
end while

Initialization with optimal trajectories
To begin, Lines 1–2 (of Algorithm 5) set each robot’s motion plan to an optimal trajectory
at vmax to its goal, as pictured in Fig. 6.4a.
Identification of first collision
Line 3 identifies the first collision in the current motion plan. A collision occurs at time tc
if there is a subset of robots Rc such that for all i ∈ Rc , there exists j 6= i ∈ Rc such that:
kMi (tc ) − Mj (tc )k2 < 2R.
Note that under this definition, two robots i, j ∈ Rc for which kMi (tc ) − Mj (tc )k2 ≥
2R can still be in collision if they simultaneously collide with a third robot. In general,
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collision-checking of trajectories is time-consuming. However, our motion plan consists of
only constant-velocity trajectories, which allows us to conduct this check analytically.
Fig. 6.4b illustrates the first detected collision between the dark blue and green robots
in the example problem. Note that the light blue, yellow, and purple robots collide as well,
but this is not explicitly identified because it occurs later in time.
Remark 4. If multiple disjoint sets of robots collide simultaneously, we randomly choose
one collision to resolve.
Determination of CHOP parameters
If any collisions are found, Line 5 finds an appropriate set of parameters for the new
CHOP. It also designates a set of CHOPs, Hdup , that need to be removed for H to remain
valid. This process is detailed in Algorithm 6.
For the remainder of Section 6.2.4, line numbers will refer to Algorithm 6. e
h denotes the
new CHOP currently being constructed while h denotes a CHOP in the current set H.
The algorithm begins by constructing a CHOP consisting of only the robots in the
collision. In Line 5, a start time is designated as the time closest to, but before, tc at which
robots in Reh will satisfy the CAPT separation condition. As shown in Line 6, these become
the start positions from which robots enter the CHOP. Line 10 construct this CHOP. This
is pictured for the example problem in Fig. 6.4c.
We then identify existing CHOPs in H that will conflict with the new CHOP, e
h. In
particular, we check for three criteria. Lines 13–17 searches for robots whose current trajectories will collide with the new CHOP. For efficiency, we check if the paths of the robots’
trajectories intersect with the circle defined by the center and radius of e
h, which is a series of
circle-line-segment intersection checks. In Figure 6.4c, the red robot violates this condition.
We add the robots that violate this condition to the new CHOP and add their CHOPs to
Hdup for removal.
Lines 19–23 remove CHOPs with respect to which any robot in Reh violates the validity
conditions in (6.12) and (6.13). The robots in the removed CHOPs are then added to Rc ,
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Algorithm 6 (τs,eh , Reh , seh , geh , Hdup ) = Get Params(M, H, tc , Rc , g, R, vmax )
1:
2:
3:
4:
5:
6:
7:
8:
9:
10:
11:
12:
13:
14:
15:
16:
17:
18:
19:
20:
21:
22:
23:
24:
25:
26:
27:
28:
29:
30:
31:
32:
33:
34:

merge := 1
Hdup := ∅, Reh := Rc , ts := tc
while true do
// Find CHOP for current parameters.
√
τs,eh := argmaxt∈[0,ts ] kMi (t) − Mj (t)k2 ≥ 2 2R ∀j 6= i ∈ Reh
seh := {Mi (τs,eh ) | i ∈ Reh }, geh = {gi | i ∈ Reh }
if merge == 0 then
break
end if
e
h := Find CHOP(τs,eh , Reh , seh , geh , R, vmax )
// Adjust e
h’s parameters.
// 1. Find intersections with e
h’s circle.
ta := e
t1 , tb := maxi∈Re τ i
h

f,e
h

l := Paths of motion plans for robots r ∈ IN \ Reh between [ta , tb ]
Reh ← Robots whose paths in l intersect a circle at xeh with radius Reh + 2R
eh , radius
Hdup ← CHOPs that have robots whose paths in l intersect a circle at x
Reh + 2R
Reh ← Robots in Hdup
// 2. Include CHOPs that e
h conflicts with temporally.
for r ∈ Reh do
r
τmin
:= min τs,eh ∪ {τs,h | h ∈ Hdup }
end for
r ≥ τr }
Hdup ← {h ∈ H | ∃ r ∈ Rh ∩ Reh , τf,h
min
Reh ← Robots in Hdup
e
// 3. Include CHOPs that contain two or more common robots with R.
Hdup ← {h ∈ H | |Reh ∩ Rh | ≥ 2}
// If there are changes, iterate again.
if new elements were added to Reh or Hdup then
Reh ← Robots in Hdup
ts := min τs,eh ∪ {τs,h | h ∈ Hdup }
merge := 1
else
merge := 0
end if
end while
Finally, Line 25 identifies all CHOPs that occur after e
h and contain any subset of the

robots in Rc . While this is not required for safety, Lemma 6.2.4 demonstrates the necessity
of this criterion for completeness. If any new robots and CHOPs were found, the algorithm
iterates again with new parameters for e
h until no further changes are required.
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Iteration of algorithm
Line 6 (of Algorithm 5) adds the new CHOP to H and Line 7 removes the CHOPs in Hdup .
The motion plan is iteratively refined until it is collision-free.
Figures 6.4d–6.4h illustrate iterations of Algorithm 5, as well as portions of Algorithm 6,
for the example problem. Figure 6.4d illustrates the motion plan after the first iteration of
Algorithm 5. In Fig. 6.4e, a collision between the light blue and yellow robots is found and
subsequently resolved with the CHOP pictured in Fig. 6.4f. Figure 6.4g illustrates a second
collision between the purple and yellow robots. In this case, the collision occurs when the
yellow robot is still executing a CHOP. This satisfies the condition in Line 2 of Algorithm 6.
As a result, the CHOP between the light blue and yellow robots, pictured in Fig. 6.4f, is
replaced. Figure 6.4h illustrates the final motion plan, which contains two separate CHOPs.

6.2.5

Algorithm guarantees

This section will discuss the safety and completeness guarantees of Algorithm 5.
Remark 5. Algorithm 5 guarantees safety of the returned motion plan by design, as it
explicitly checks for and only returns safe solutions. It is instead more insightful to discuss
the algorithm’s completeness.
Lemma 6.2.3. At the end of each iteration of Algorithm 5 (Line 8), H is valid.
Proof. Suppose H is not valid and ∃r ∈ IN such that:
r
r
∃h, e
h ∈ H, r ∈ Rh ∩ Reh , τf,h
∈ [τs,eh , τf,
].
e
h

This fulfills Line 22 of Algorithm 6. Thus, h ∈ Hdup , which is removed from H in Line 7 of
Algorithm 5, resulting in a contradiction.
Alternatively, suppose:

r
∃h, e
h ∈ H, r ∈ Rh ∩ Reh , τs,h ∈ [τs,eh , τf,
].
e
h
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(a) Initially, all robots
take direct trajectories
to their goals (Algorithm 5, Line 2).

(b) The first collision is
found between the dark
blue and green robots
(Algorithm 5, Line 3).

(c) Initial CHOP parameters are chosen to
resolve the collision (Algorithm 6, Line 10, first
iteration).

(d) The path of the
red robot intersects
the
CHOP’s
circle
(Algorithm 6, Line 15,
first iteration).
A
CHOP containing the
dark blue, green, and
red robots is created
instead. This satisfies
all requirements in
Algorithm 6 and a new
motion plan is found.

(e) The first collision is
found between the light
blue and yellow robots
(Algorithm 5, Line 9).

(f) Initial CHOP parameters are chosen to
resolve the collision (Algorithm 6, Line 10, first
iteration). This satisfies all requirements in
Algorithm 6 and a new
motion plan is found.

(g) The first collision
occurs between the purple and yellow robots
(Algorithm 5, Line 3).

(h) Initial CHOP parameters are chosen to
resolve the collision.
However, this causes a
conflict with the existing CHOP between the
light blue and yellow
robots (Algorithm 6,
Line 22, first iteration). As a result, the
purple, light blue, and
yellow robots form one
CHOP. This satisfies
all requirements in
Algorithm 6 and a new
motion plan is found.
This motion plan is
safe, so Algorithm 5
terminates.

Figure 6.4: Example problem demonstrating Algorithm 5. Robots start at positions indicated by
circles and must navigate to goals represented by stars of the same color.
r ≥ τ . This again fulfills Line 22
If τs,h ∈ [τs,eh , τ r e ], then τs,h ≥ τs,eh . As a result, τf,h
s,e
h
f,h

of Algorithm 6, leading to the removal of h from H in Line 7 of Algorithm 5 and another
contradiction. 
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Theorem 6.2.4. Algorithm 5 is complete.
Proof. Throughout this proof, we will use e
h to denote a newly formed CHOP and h to
denote CHOPs already in H, as in Algorithms 5 and 6.
From Lemma 6.2.1, the solution where all robots enter a single CHOP is safe. Thus, a
solution to Algorithm 5 always exists — to be complete, Algorithm 5 must always return a
safe solution. Lemma 6.2.3 shows that H is valid between iterations of Algorithm 5, leading
to a motion plan. Trivially, if the motion plan is safe, Algorithm 5 terminates. We will show
that Algorithm 5 always terminates in a finite number of iterations.
Define an interaction as a pair of indices, i, j ∈ R such that i, j ∈ Rh for some CHOP h ∈
H. Let A denote the set of all interactions in H. For example, the set of interactions for the
motion plan pictured in Fig. 6.4d is A = {{red, green}, {green, dark blue}, {red, dark blue}}.
Line 25 of Algorithm 6 ensures each interaction appears in at most one CHOP in H.
As a result, A will never contain duplicate interactions and corresponds to a unique set
{Rh | h ∈ H}.
We will first show that after each execution of Line 8, the number of interactions in A
is strictly increasing.
Line 28 of Algorithm 6 adds all robots from Hdup to Reh , thus, no interactions will be
removed from H, and the number of interactions is non-decreasing.
Suppose the number of interactions remains the same between two iterations of Algorithm 5. This means Hdup contains exactly the same interactions as the new CHOP e
h. Thus,
Hdup contains only one CHOP h, where h = e
h.
e
h is formed as a result of a collision between robots Rc . Line 2 of Algorithm 6 ensures
that Rc ∈ Reh . Thus, Rc ∈ Rh as well. However, if Rc ∈ Rh , then they have already
coordinated their motions in a CHOP and the only way they can collide is if a subset of
robots in Rc deviated from their optimal trajectories to their goals to enter another CHOP
with robots not in Rh . Explicitly, there is a CHOP h̄ for which τs,h̄ ≥ τs,h and there exists
nonempty sets R1 = Rh̄ ∩ Rc and R2 = Rh̄ \ Rh .
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From Line 22 of Algorithm 6, h̄ ∈ Hdup and from Line 28, Rh̄ ∈ Reh and so, Rh̄ ∈ Rh .
This contradicts the fact that R2 is nonempty.
As A is strictly increasing without duplicate interactions, within a finite number of
iterations, A will contain all possible pairwise combinations of indices i, j ∈ IN . This
corresponds to the case where all robots are in a single CHOP. This in turn corresponds to
a safe motion plan, terminating Algorithm 5. 

6.2.6

Numerical evaluation

We examine the algorithm’s performance in simulations. Experiments were done on a 2.5
GHz Macbook Pro in MATLAB and C++ Mex, with a maximum algorithm runtime of 10
minutes.
We define a solution’s sub-optimality ratio using the total distance of its paths:
PN R tf,i

rd = Pi=0
N

γ̇ i (t)dt

0

i=0 ks

i

(6.14)

− g i k2

The denominator is an underestimate of the optimal total distance, as for problems like
Fig. 6.2a, the straight-line paths to goals have no collision-free velocity profile.
To detect ICs, we sample trajectories at dt =

R
vmax ,

where R = 1, vmax = 5, to ensure

no collisions occur between samples. We check for collisions using a spatial hashing algorithm [44] and further eliminate checks for robots moving between intermediate waypoints
and between pairs of robots executing the same CHOP.
Variations in team size
To examine the effect of the team’s size on computation time, we randomly generate case
students for 500 robots. We then subsample 400 start to goal assignments from the original
set, 300 assignments from the remaining set of 400, and so on.
Figs. 6.5a plots the algorithm computation time for various team sizes. All motion plans
for N ≤ 100 were found in less than 4 minutes. Fig. 6.8 plots the suboptimality ratios of
the solutions, rd , which is below 7 for all solved problems. Figs. 6.5b-6.5d shows the paths
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(a) Computation time in average-case settings over 50 trials for each N .
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Figure 6.5: Fig. 6.5a displays our algorithm’s performance over 50 randomly generated case studies.
Figs. 6.5b-6.5d illustrates the final motion plans for example problems.

of the final motion plan for three example problems.
Variations in problem density
Next, for a given team size N , we deterministically generate a set of start positions from
Halton sequences. These positions are sorted by y-coordinate and stored in Sinit . For
each experiment, we choose a constant Dk and construct the sets S = Dk Sinit and G =
k
S +[2R 0]T . Robot i ∈ IN is assigned start position si = Si and goal gi = GφDk . φD
= i for
i
i
l
m
Dk
k
i ≤ Dk,max
N , and φD
for other robots are a random permutation of each other’s indices.
i
k
We designate Dk,max = 50. When Dk = Dk,max , φD
= i for all robots, representing the
i

best-case scenario: robots are sparsely located and their straight-line trajectories, a simple
translation rightwards, are safe. As Dk decreases, the available free space decreases and the
number of collisions increases.
Fig. 6.6 shows the computation time and Fig. 6.8 shows the corresponding rd values over
25 trials for each combination of N and Dk . For small Dk , robots are tightly packed and
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Figure 6.6: Computation time over 25 trials for each combination of N and Dk .

a single large CHOP will likely be created in a few iterations. Solutions are found quickly,
but rd values are high. As Dk increases, the available free space allows for formation of
more local CHOPs, causing smaller deviations from robots’ straight-line trajectories. This
decreases rd , but increases the computation time. This increase in computation time is more
dramatic for larger values of N .
For large Dk , collisions become sparse and fewer CHOPs need to be constructed, decreasing both the computation time and rd . When Dk = Dmax , no CHOPs need to be
created, so the computation time required is small. In short, our algorithm finds solutions
quickly for both extremely sparse and dense settings, but requires more computation time
when planning many local CHOPs for large teams.
Worst-case distributions
We also evaluate the algorithm’s performance in the worst-case scenario. For a given N , we
find the densest packing of N equally-sized circles in a square that satisfies the separation
conditions [94]. We use these circles’ centers as both the start and goal positions and generate
50 random assignments for each N . These problems pose the additional challenge that each
robot’s goal is the start position of another robot.
Fig. 6.7 shows we can efficiently solve these problems for N ≤ 504 in less than 3.5
minutes. Again, once the first collision is found, it is probable that a CHOP containing
all N robots will be formed in a only a few iterations. As shown in Fig. 6.8, rd becomes
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Figure 6.7: Computation time in worst-case settings over 50 trials for each N .
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hundreds of robots in a challenging environment.

6.2.7

Comparison with other multi-robot planning algorithms

Finally, we discuss the performance of our algorithm in comparison with M* with heuristic
function inflated by  [125] and Optimal Reciprocal Collision Avoidance (ORCA) [122].
Table 6.2 reports the algorithms’ performances for a problem generated in Section 6.2.6
with N = 10, Dk = 1, 5, and 10.
The M* algorithm builds on A* as an underlying algorithm, searching for optimal paths
to goals for each robot in its individual configuration space when robots are collision-free
and in a higher-dimensional joint configuration space when they collide. M* retains the
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completeness and optimality guarantees of A*. In the best-case scenario, M* is extremely
fast, as its search space remains low-dimensional. However, its computation time scales
up quickly as robots become more densely packed, as the size of the search space grows
exponentially with each additional robot in collision. The computation time of our algorithm
does not scale up as quickly. We note that variants of M* can improve performance, but no
results for M*-based algorithms have been reported for problems where N > 200 [125].
ORCA is a decentralized, real-time algorithm that, at each time step, assigns each robot
a safe velocity based on the observed velocities of its neighbors. The assigned velocity is
guaranteed to be collision-free for a known time horizon. We report the total time of the
motion plan as the algorithm’s planning time, but note that these are different measures.
Compared to our algorithm, ORCA’s solutions are more optimal. However, in highly dense
scenarios, it is possible that a guaranteed safe velocity cannot be found and robots are
forced to choose a “best possible" velocity instead. While ORCA has been shown to perform
well for large teams in dense settings in practice [122], there are no safety or completeness
guarantees.
Table 6.2: Comparison of performances of multi-robot planning algorithms.
Best case
Dk = 10
Average case
Dk = 5
Worst case
Dk = 1

6.3

Planning Time (s)
Suboptimality Ratio
Planning Time (s)
Suboptimality Ratio
Planning Time (s)
Suboptimality Ratio

OMP+CHOP
2.78
1.00
2.59
1.07
2.65
5.35

M* ( = 1.5)
0.0020
1.00
0.027
1.001
16.09
1.11

ORCA [118]
6.00
1.00
70.25
1.001
23.00
1.07

Coordination of Holonomic Dynamic Agents

While Section 6.2 allows us to find safe motion plans for kinematic robots, its solutions have
discontinuous velocity profiles, making them potentially infeasible for robots with dynamics
of order n > 1. This chapter proposes a method to translate M into a set of dynamically
feasible trajectories, γ, for the team. In this chapter, we assume robots are operating in
three-dimensional space. Here, s, g will again refer to the full three-dimensional position
specification. Each robot has a maximum velocity vmax and is modeled as a sphere of radius
R = rQ .
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To refine a motion plan into a smooth trajectory, we use the piecewise-linear paths to
partition the available workspace into convex regions. We then optimize over the space of
higher-order trajectories that pass through a designated series of regions. Similar methods of
freespace partitioning has been used in single-robot planning around obstacles [32, 54] as well
as decentralized multi-robot planning [23, 114]. Our Quadratic Program (QP) formulation,
similar to approaches taken to find minimum-snap trajectories for quadrotors [13, 18, 66],
leads to a decoupled QP for each robot, as opposed to a joint optimization problem over all
trajectories for the team. The proposed method is validated in simulation and in a quadrotor
testbed.
The main contribution of this section is a trajectory generation algorithm for multi-robot
settings that allows for decoupled, instead of joint, optimization of the team’s trajectories.
Section 6.3.1 will formally define the trajectory generation problem. Section 6.3.2 will address post-processing the motion plan for trajectory generation. Section 6.3.3 will present
the proposed algorithm and Section 6.3.4 will analyze its properties. Section 6.3.5 will
present numerical validation of the proposed method.
This section first appears in [103, 110].

6.3.1

Problem statement

Consider a team of N robots, operating in an obstacle-free three-dimensional space. Robots
have nth -order dynamics :
dn i
x = ui .
dtn

(6.15)

We use subscripted variables xix and xiy to denote the x and y components of xi , respectively.
Each robot has state:

X ∈R
i

3n


= x

i

d i
dn−1 i
x ...
x
dt
dtn−1
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T
(6.16)

Each robot has a maximum velocity vmax and is modeled as a ball of radius R = rQ . Let
B(xi ) represent the set occupied by robot i:
B(xi ) = {x ∈ R3 |kx − xi k2 ≤ R}.

(6.17)

We assume start and goal positions satisfy the conditions (6.4).
The trajectory generation problem can be stated as the optimization problem:
N Z
X

!
dn i 2
γ = argmin
k n γ k dt
dt
γ
0
i=1
!
N m−1
X
X Z ts+1 dn
= argmin
k n γ i k2 dt
dt
γ
ts
Tgi

(6.18)

(6.19)

i=1 s=0

subject to:
1. Waypoint constraints: Robots must begin and end at their designated start and goal
positions, at rest.

γ i (0) = si , γ i (Tgi ) = gi
dk i
dk i i
γ
(0)
=
0,
γ (Tg ) = 0
dtk
dtk
∀k = In−1 , ∀i ∈ IN .

(6.20)

2. Continuity constraints: Trajectories must be at least n times differentiable.
dk i
dk i
γs (ts+1 ) = k γs+1
(ts+1 )
k
dt
dt
∀s ∈ [0, m − 1], k ∈ [0, n − 1], i ∈ IN .

(6.21)

3. Collision avoidance constraints: Trajectories must be safe.

kγ i − γ j k2 ≥ 2R ∀i 6= j ∈ IN .
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(6.22)

Recall robots have nth -order dynamics. The chosen cost functional will thus minimize the
control input.

6.3.2

Post-processing of motion plan

To apply the proposed algorithm, motion plans must be three-dimensional and disjoint, or
that it satisfies the following:
1. All robots in M share a common set of trajectory break-times:
T i = T j ∀i 6= j ∈ IN .

(6.23)

2. All paths at each time interval are at least 2R apart:

min

ti ,tj ∈[ts ,ts+1 ]

kMis (ti ) − Mjs (tj )k2 ≥ 2R ∀i 6= j ∈ IN .

(6.24)

To extend motion plans M to three-dimensions, we simply designate the z dimension as
a constant-velocity trajectory from si · e3 to gi · e3 .
We can turn any safe motion plan, M, into a disjoint motion plan by redefining the trajectory break-times and waypoints. To satisfy (6.23), we first determine the set of trajectory
break-times as the union of all trajectory break-times across all robots. For constant-velocity
trajectory segments, we can easily derive the corresponding trajectory waypoints by evaluating the original motion plan at the appropriate break-times.
To illustrate this, consider a motion plan, M, with:
X 1 = {x1d,0 , x1d,1 , x1d,2 }

(6.25)

T 1 = {t0 , t1 , t4 }

(6.26)

X 2 = {x2d,0 , x2d,1 , x2d,2 , x1d,3 }

(6.27)

T 2 = {t0 , t2 , t3 , t4 }}.

(6.28)
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An equivalent motion plan with a common break-time set is:

Xe1 = {x1d,0 , x1d,1 , M11 (t2 ), M11 (t3 ), x1d,2 }

(6.29)

Te 1 = {t0 , t1 , t2 , t3 , t4 }

(6.30)

Xe2 = {x2d,0 , M20 (t1 ), x2d,1 , x2d,2 , x1d,3 }

(6.31)

Te 2 = {t0 , t1 , t2 , t3 , t4 }.

(6.32)

For any pair of trajectory segments that violate (6.24), an additional break-time can be inserted at the appropriate time such that (6.24) will be satisfied for the partitioned trajectory
segments.
Since M is disjoint, we will drop the superscript i from time variables and use T and ts
to refer to the common set of break-times. Finally, we identify the time, Tgi , and waypoint
index, mig , at which robots in M arrive at their goals.

6.3.3

Trajectory generation algorithm

Note that in the absence of (6.22), we could decouple the cost and constraints associated
with each robot’s trajectory. Considering the coefficients of γ i as the decision vector, ci ,
each robot’s trajectory could be found with a Quadratic Program given by (2.64), with
r = n, N = 2n − 1, and m is given by the motion plan.
The challenge, then, is to ultimately formulation (6.22), a nonlinear, nonconvex function
that couple robots’ decision vectors, as a tractable constraint in a QP.
Nominal solution
First, we present a nominal solution that guarantees collision avoidance by inserting additional boundary conditions into the optimization problem. Consider any time interval
[ts , ts+1 ], robot i, and the modified optimization problem:
Z

ts+1

min
γsi

ts

k

dn i 2
γ k dt
dtn s 2
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(6.33)

subject to:

γ i (ts ) = xid,s , γ i (ts+1 ) = xid,s+1
dk i
dk i
γ
(t
)
=
0,
γ (ts+1 ) = 0 ∀k = In−1 .
s
dtk
dtk

(6.34)

Here, homogeneous boundary conditions are imposed on the trajectory segment (ie. the
values of all derivatives at ts and ts+1 are 0). Solving (6.34) yields the solution:
i
γs,nom
= xid,s + βs (t)(xid,s+1 − xid,s ).

(6.35)

βs (t) is a polynomial of order 2n − 1 and satisfies the boundary conditions:
β(ts ) = 0, β(ts+1 ) = 1
dk
dk
β(t
)
=
0,
β(ts+1 ) = 0 ∀k = In−1 .
s
dtk
dtk
i
We see that γs,nom
is simply a reparameterization of the optimal trajectory given by (6.9);

that is, it represents the same path but varies the velocity profile.
For each robot, we solve the optimization problem:
Tgi

dn i 2
γ k2 dt
dtn

(6.36)

γ i (ts ) = xid,s , γ i (ts+1 ) = xid,s+1

(6.37)

Z
min
γi

0

k

subject to:

dk i
dk i
γ
(t
)
=
0,
γ (ts+1 ) = 0
s
dtk
dtk
∀k = In−1 , s ∈ [0, m − 1].

(6.38)

We will refer to this problem as the “nominal QP". It’s solution is a trajectory that follows
the same path as the motion plan, but trajectory segments are reparameterized to be dy-
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i
namically feasible. We will refer to γnom = {γnom
| i ∈ IN } as the “nominal solution" and
i
each γnom
as the “nominal trajectory". Note that βs (t) can be found once to quickly find

all nominal trajectories.
It is easy to see that γnom can always be found and satisfies the constraints of the
original optimization problem, (6.19). The waypoint constraints, (6.20) are incorporated
into (6.37). (6.21) is satisfied by the constraints in (6.38). Finally, since γnom travels along
the same path as M, γnom is safe.
Trajectory smoothing
While γnom is a valid solution to (6.19), it is inefficient, as robots must come to a complete
stop at each trajectory waypoint. In this section, we present a method to linearize and
decouple the collision avoidance constraints without adding additional boundary conditions.
The resulting QP formulation yields a smooth, safe trajectory for each robot. Figure 6.9
illustrates this process for the example problem.
Consider a time interval, [ts , ts+1 ], and a robot i. For any neighbor j, we can find a
hyperplane separating Mis from Mjs . Denote this hyperplane with:
ij
nij
s · (x − bs ) = 0,

where nij is the normal of the hyperplane, pointing towards Mis . This is shown for the red
robot with respect to the blue robot in Fig. 6.9a. The region in the direction nij of the
hyperplane defines a half-plane in the workspace.
Consider a constraint of the form:

ij
nij
s · (x1 − bs ) ≥ R.

The point x1 will be constrained to fall within the same half-plane as Mis , at least R away
from the hyperplane. This region is pictured in Fig. 6.9b. If a second point, x2 , is constrained
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(a) Hyperplane for red robot with respect to (b) Constraint of red robot to the correlight blue robot.
sponding half-plane.

(c) Half-plane constraints for the red robot (d) Construction of convex region for red
with respect to all neighbors. The resultant robot in next time interval, outlined in solid
convex region is outlined in solid black.
black. The convex region of the last time
interval is indicated in dashed black.
Figure 6.9: Construction of convex feasible region for red robot for collision avoidance constraints.
The color of each hyperplane and half-plane indicate the neighbor with respect to which the constraint is formed.

by:

ji
nji
s · (x2 − bs ) ≥ R,
ij
where nji = −nij and bji
s = bs , we are guaranteed that:

kx1 − x2 k2 ≥ 2R.
With this in mind, we constrain the trajectory segment, γsi , such that:
i
ij
nij
s · (γs (t) − bs ) ≥ R ∀t ∈ [ts , ts+1 ].

This constraint can be approximated by constraining the trajectory segment at a series of
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sample times [66]. In this work, we apply this constraint using the method presented by [32].
The polynomial γsi can be alternatively represented as Bézier curve:
γsi =

2n−1
X

pis,j Bj .

j=0

Here, Bj : R → R are the Bernstein basis polynomials and pj ∈ R2 are control points. In
this representation, the control points exhibit the Convex Hull Property: the polynomial γsi
is contained within the convex hull of the control points [82]. Thus, constraining the control
points to a desired half-plane will in turn constrain the entire polynomial to that half-plane.
Define a decision vector of control points:
pis = [(pis,0 )> (pis,1 )> ... (pis,2n−1 )> ]> .
We can express 2n − 1 constraints:
i
ij
nij
s · (ps,j − bs ) ≥ R ∀j ∈ [0, 2n − 1],

which are linear with respect to the control points, in the form:
ij
i
Aij
ineq,p,s ps ≤ bineq,p,s .

Finally, there is a known linear relationship between the power basis coefficients, cis , and
the control points, pis :
pis = T cis .
Thus, we can constrain γsi to a desired half-plane with 2n − 1 inequality constraints of the
form:
ij
i
Aij
ineq,p,s T cs ≤ bineq,p,s .
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(6.39)

Applying this process with respect to all neighbors will constrain γsi to a convex region
in the workspace in which all points of γsi will be at least R away from all separating hyperplanes with neighbors. If all neighbors apply reciprocal constraints to γsj , then all trajectory
segments in time interval t ∈ [ts , ts+1 ], will be guaranteed to satisfy constraint (6.22). The
construction of this convex region is pictured in Fig. 6.9c.
Remark 6. The constructed convex region for each robot will be nonempty. Recall the
Separating Hyperplane Theorem [10]: given two nonempty, convex sets that do not intersect,
there exists n and s such that n · x ≤ s for all points x in one set and n · x ≥ s for all points
x in the other.
M is guaranteed to be disjoint. Within any time interval, the paths of Mis and any
neighbor Mjs are non-intersecting convex sets in R2 , and the hyperplane separating them
will always exist. Furthermore, as the path of Mis is at least 2R away from any neighboring
path, the convex region contains at least Mi and is therefore nonempty.
We can easily apply this approach to every time interval of the piecewise-polynomial of
robot i to obtain a set of inequality constraints:
Aiineq ci ≤ biineq ,
that constrain each trajectory segment to a designated convex region. Furthermore, consider
the convex region for the interval [ts+1 , ts+2 ]. As stated in Remark 6, this convex region will
be nonempty. Furthermore, because M is continuous, there will be at least one point, xid,s+1 ,
that is in both the convex region formulated at [ts , ts+1 ] and [ts+1 , ts+2 ], guaranteeing a
region of overlap between two consecutive convex regions. This is pictured in Fig. 6.9d. This
overlap allows for optimization of a trajectory that smoothly moves through the designated
convex regions.
As a result, each robot’s trajectory can be found by solving the QP:

argmin ci

>

ci
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Q ci



subject to:

Aieq ci = bieq
Aiineq ci ≤ biineq .

(6.40)

This can be solved by any commercial optimization software. We will refer to formulation
i
as the “smooth QP" and its solution trajectories, γsmooth
, as “smooth trajectories".

Remark 7. We note that some robots will arrive at their goals before their neighbors. When
a neighbor robot is at its goal, we construct convex region constraints with respect to the point
gi .
Remark 8. To improve the numerical stability of the smooth QP, we nondimensionalize
each segment of γsi in time and evaluate it at τ =

t−ts
ts+1 −ts

∈ [0, 1]. This also causes Aieq

and be q i to be the same across all robots. This nondimensionalization is described in detail
in [66]. Furthermore, the QP can be formulated in terms of any set of polynomial basis
functions, such as Bernstein or Legendre polynomials. The polynomial order and/or the
choice of derivative in the cost function can also be decreased for more numerical stability,
at the expense of trajectory optimality and/or continuity. This might be a practical choice
for higher-order systems. In particular, for quadrotors, a fourth-order dynamic system,
5th -order, minimum-jerk polynomials have been used instead of 7th -order, minimum-snap
trajectories.
The smooth trajectory has a number of benefits over the nominal. First, we eliminate
all waypoint constraints except for those at times 0 and Tgi . As a result, the robot is no
longer required to travel exactly through each intermediate waypoint and the optimization
often finds a significantly shorter path through its designated convex regions, mitigating the
suboptimality of the motion planning step. This effect has similarly been seen in single-robot
planning experiments [18].

106

Algorithm definition
We formally state the trajectory generation algorithm in Algorithm 7. In short, Algorithm 7
finds the nominal trajectory and formulates the smooth QP for each robot. If a solution
to the smooth QP is found, the robot will follow its smooth trajectories; otherwise, it will
follow its nominal trajectory.
Algorithm 7 γ = Generate Trajectories(M, n, N, R, vmax )
1:
2:
3:
4:
5:
6:
7:
8:
9:
10:
11:
12:
13:
14:
15:
16:
17:
18:

Q := construct cost function, (2.61)
for i ∈ IN do
i
γnom
:= find nominal trajectory
Aieq , bieq := equality constraints from (6.20)–(6.21)
Aiineq , biineq := ∅
for all s ∈ [0, m − 1] do
for all robots j ∈ IN , i 6= j do
Aiineq , biineq ←add convex region constraint for robot j, time interval [ts , ts+1 ]
from (6.39)
end for
end for
i
:= solve (6.40)
γsmooth
if Eq. 6.40 solved successfully then
i
γ i := γsmooth
else
i
γ i := γnom
end if
end for
γ := adjust time scaling to satisfy vmax

i
Remark 9. Note that γnom
satisfies all constraints of the smooth QP. The waypoint and

derivative constraints in of the nominal QP satisfy the waypoint and continuity constraints
i
in (6.19). Mi , and therefore γnom
, satisfies the convex region constraints. Thus, any subset

of robots can follow their nominal trajectories without compromising the safety of the smooth
trajectories of neighboring robots.
Note that the constraint matrices, Line 5, the half-planes between robots, Line 8, and
β(t) in (6.35) can be cached between robots to avoid duplicate computations.
Finally, Line 18 checks each trajectory for violations of the maximum velocity constraint.
Consider a trajectory γ i with break-times T and a trajectory γ
ei with the same coefficients,
107

but break-times Te = αT , where α is a positive constant. γ
ei will follow the same path as γ i ,
but have derivative values

dk i
γ
e
dtk

=

1 dk i
γ
αk dtk

[66]. If any violations of the maximum velocity is

found in any robot’s trajectory, Line 18 finds the minimum α needed to adequately decrease
the velocity. The break-time vector (which is common to all robots) is then modified to αT .
The solutions to (6.40) are locally optimal trajectories through the designated convex
regions and will, in general, be a suboptimal solution to the optimization problem posed
in (6.19). However, it has a number of important computational benefits. The convex region
constraints are constructed entirely from the motion plan, eliminating the coupling between
robots’ trajectories required to impose (6.22) directly. This allows us to solve N decoupled
QPs for each robot’s trajectories instead of a single, joint optimization problem, offering
improved scalability to large teams. Furthermore, while a failure to solve a joint optimization
problem leads to a failure to find any solution γ, in our decoupled formulation, robots who
fail to find a smooth trajectory simply default to following their nominal trajectories without
affecting their neighbors.

6.3.4

Algorithm guarantees

In this section, we discuss the properties of the HOOP algorithm (Algorithm 1). First, we
prove two important properties.
Theorem 6.3.1. The HOOP algorithm is safe.
Proof. As stated in Remark 5, a motion plan returned by Algorithm 5 is guaranteed to be
safe. In the trajectory planning step, satisfying the inequality constraints given by (6.40)
i
is a sufficient condition for safety of trajectories γ. For any robot i, if a solution γsmooth

is successfully found, it must satisfy all inequality constraints and therefore be safe. If
i
a solution is not found, the robot’s trajectory is given by γnom
, which also satisfies the

inequality constraints in (6.40), and is therefore also safe. 
Theorem 6.3.2. The HOOP algorithm is complete.
Proof. Lemma 6.2.4 shows that Algorithm 5 is complete, therefore M will always be found.
From M, nominal trajectories γnom can always be found by a reparameterization. Thus, the
108

algorithm is complete and in the worst case, γ consists of only nominal trajectories. 
Remark 10. As γnom requires vehicles to come to rest at trajectory waypoints, HOOP is not
complete for robots, such as fixed-wing aircrafts, that cannot sustain zero velocity. However,
this method can still be used to find smooth trajectories for such vehicles.
Remark 11. HOOP is also not complete in applications where robots have a limited workspace.
However, it is possible to computationally reject unsafe solutions by introducing half-plane
constraints that model the workspace boundaries into the QPs in the trajectory generation
step.
We end with a discussion of the suboptimality and complexity of the HOOP algorithm.
The algorithm returns globally optimal trajectories only when no CHOPs are added
in the motion planning step. In this case, each robot will take a minimum-cost, straightline trajectory directly to its goal. This will typically not be true, and as a result, HOOP
generally returns suboptimal trajectories. Qualitatively, the suboptimality of the algorithm
is related to the problem density, as captured by the ratio:

d=

2πR2 N
,
Aworkspace

where Aworkspace is the available workspace area. As d decreases and more freespace is
available, it becomes more likely that less, or no, holding patterns will be necessary to find
a collision-free motion plan. As a result, the trajectories returned by HOOP will be optimal
or close-to optimal. As d increases, more holding patterns will need to be created, and the
solution sub-optimality will increase as the number and size of the CHOPs in the solution
increase. In the worst case, all robots must enter a single holding pattern.
We can quantify the algorithm’s complexity. In the motion planning step, in the worstcase scenario, one robot gets added to a single, growing CHOP at each iteration. Thus,
the motion planning step runs for at most N iterations. In each iteration, a CHOP is
constructed. Determination of CHOP parameters occurs in constant time. Assignment of
entry waypoints, using the Hungarian Algorithm, is runs in O(N 3 ) time. Assignment of exit
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waypoints is O(N ) and determination of priority sets is O(N 2 ). Each step of the motion plan,
an instance of CAPT, is constructed in O(N 3 ). In the worst case, all robots are in a CHOP
with 2N waypoints and have the same exit waypoint. The last robot must pass its exit
waypoint N times before exiting. Thus, the number of waypoints in the worst-case scenario
is O(N 2 ), for which the motion plan can be constructed in O(N 5 ). This is an improvement
over the exponential complexity of planning in a joint configuration space. Practically,
computational complexity can be substantially improved as described in Remark 6.2.3.
Each segment of the nominal trajectory can be found in constant time. Since the worstcase number of waypoints scales as O(N 2 ), the N nominal trajectories can be found in
O(N 3 ).
In the smooth QP, each decision vector is of size 4nm — there are 2n coefficients in each
of the m two-dimensional trajectory segments. The number of constraints is at most:

4n + 2n(m − 1) + (2n)(m)(N − 1).
Each problem has 4n waypoint constraints, 2n(m − 1) continuity constraints, and at most
(2n)(m)(N − 1) convex region constraints. However, note that many of the convex region
constraints become redundant and can be eliminated.
Qualitatively, we reduce the computational complexity and improve the scalability of
our algorithm by addressing safety and dynamic feasibility in two separate steps. Many
operations used in the motion planning step, such as translation of the set of CHOPs to a
motion plan and collision checking, have analytical solutions for first-order robots (but become complex for higher-order vehicles with non-constant velocity profiles). We temporarily
ignore the vehicles’ dynamics to leverage this simplicity and quickly find a safe motion plan.
Contrastingly, in the trajectory generation step, the dynamics are easily embedded in the
optimization’s cost function, but the problem becomes impractical in the presence of coupled
collision avoidance constraints. We utilize the existing motion plan to avoid these coupled
constraints when finding a smooth trajectory.
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6.3.5

Numerical evaluation

We implemented our algorithm on a 2.5 GHz Intel Core i7 2015 Macbook Pro in Matlab
2015, using CPLEX [48] as the QP solver. Note that these results validate the entire
HOOP algorithm, Algorithm 1, as applied to holonomic, higher-order robots. We test
our algorithm on two-dimensional examples, though, it can readily be applied to threedimensional problems.
Fig. 6.10 illustrates two sample problems and their solutions. We use circles to represent
start positions and stars of the same color to represent corresponding goals. Figs. 6.10a
and 6.10c show the nominal solution. Here, black circles represent waypoints in the motion
plan; from these, we can see the locations of the constructed CHOPs. Figs. 6.10b and 6.10d
show the optimal trajectories. In Fig. 6.10b, the trajectories of the two outer robots are
smoothed, however, the two inner robots continue to follow their nominal trajectories. Here,
robots have 4th order dynamics and radii of 1 m. In Fig. 6.10d, all CHOPs become smooth
trajectories. Here, n = 2, R = 0.6 m.
We further explore the effects of a number of parameters. Table 6.3 summarizes the
computational performance.
Effect of number of robots
We first explore the effect of the team’s size on computational performance. We generated
a set of 20 of start and goal position assignments. We then generated smaller test sets by
randomly selecting a subset of assignment pairs from the previous problem. Here, n = 2
and R = 0.6 m.
Table 6.3 presents our results. As expected from our complexity analysis, larger teams
demand more computation time. Further, the time required for trajectory generation increases faster than required planning time. This is reasonable, as a larger team will increase
the number of collision avoidance constraints at each time interval by a constant, while in
the motion planning step, each robot needs to plan CHOPs only with neighbors it collides
with. It takes our algorithm about 8 s to solve a problem with 20 robots.
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Figure 6.10: Sample trajectories generated by proposed algorithm. Circles represent start positions
and stars of the same color represent the corresponding goals.

Effect of order of dynamics
Next, we explore the effects of the order of the robots’ dynamics. We solve the 7-robot
problem shown in Fig. 6.11 for robots with 1st through 4th order dynamics, R = 0.7 m.
Fig. 6.11a pictures the paths taken by robot type. The nominal trajectories in each case
are identical to the 1st -order robots’ trajectories, colored purple. However, after trajectory
generation, each robot type takes trajectories that are optimal for their dynamics. Fig. 6.11b
shows the velocity profiles of the red robot for each n. In the 1st order case, velocity is allowed
to change instantaneously. However, the velocity profiles become smooth as n increases.
Table 6.3 shows that computation time for trajectory generation increases slightly with
the order of the robot’s dynamics. This is because robots with higher order dynamics
are subject to more continuity constraints, increasing the complexity of each robot’s QP.
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Figure 6.11: Solutions to the same 7-robot problem for different types of robots. “Order" refers to
n, the order of the robots’ dynamics. Circles represent start positions and stars of the same color
represent the corresponding goals.

However, the computation time for planning remains approximately the same, as the motion
plans for the problems are identical.
Effect of problem density
We further test the performance of our algorithm as the problem difficulty increases. We
generate a set of start positions for 20 robots, sinit . We then consider the start positions
s = Dk sinit and nominal goal positions gnom = s + [2R; 0], where Dk is a chosen constant.
Dk
N e robots to move directly to the goal 2R to their right. These
We assign the first d Dk,max

robots will be able to move directly to their goals. The remaining robots are assigned to a
random remaining goal. Thus, as Dk decreases, the number of collisions increases and the
available free space decreases. Table 6.3 lists results for various values of Dk . As expected,
“denser" problems were in general more computationally expensive to solve. However, there
does not seem to be a clear trend after Dk increases to values greater than 50, as in these
scenarios, the amount of free-space available decreases the chances of collision. For these
experiments, n = 3, R = 1 m, Dk,max = 100.
As a second experiment, we generated problems where all robots collide at a single
choke point. Fig. 6.12 shows example problems. This scenario often proves computationally
difficult for many planning algorithms. Here, n = 2, R = 1 m.
Fig. 6.12 shows a number of solutions. In each case, robots are able to successfully
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Table 6.3: Computational time for various experiments. “Planning" refers to time needed to generate
the motion plan, “Traj. Gen." refers to time needed to generate trajectories, and “Total" refers the
time for the entire algorithm.

Exp.
Team Size

Dynamics

Density

Antipodal

Factor
Num. Robots
2
5
8
10
15
18
20
Order
1
2
3
4
Dk
1
10
20
40
50
60
80
100
Num. Robots
2
4
8
10
16
20

Plan. (s)

Traj. Gen. (s)

Total (s)

0.26
0.29
0.32
0.81
1.2
2.0
2.3

1.3
1.5
1.7
1.9
2.9
5.8
7.3

1.6
1.8
2.0
2.7
4.1
7.8
9.6

0.63
0.63
0.67
0.71

1.9
1.9
2.0
2.1

2.5
2.5
2.7
2.7

1.09
2.8
2.2
0.91
4.4
1.2
1.5
0.49

9.2
11.1
3.6
2.7
3.6
2.2
2.3
2.0

10.3
13.9
5.8
3.6
8.0
3.4
3.8
2.5

0.55
0.56
0.63
0.64
0.65
0.79

1.3
1.7
1.9
2.3
4.2
6.8

1.8
2.2
2.6
2.9
4.8
7.6

circle around each other to reach their goals. We see from Table 6.3 that computation time
increases for large teams, however again, this increase is mainly in the trajectory generation
step as the number of collision avoidance constraints increases.
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Figure 6.12: Solutions to problems where robots collide at a single point. Circles represent start
positions and stars of the same color represent the corresponding goals.
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Figure 6.13: Hummingbird quadrotors flying in a Victon motion capture space.

6.4

Experimental Results

In this section, we will present experimental validation of the HOOP algorithm. To apply
the proposed algorithm to planning for quadrotor teams, we again plan trajectories in the
quadrotor flat space, xQ,des , which has dynamics given by (6.15), with n = 4.
We implement our algorithm in MATLAB on a 2014 15-inch Macbook Pro with a 2.5
GHz Intel Core i7 processor and 16 GB of RAM. We use Gurobi [75] for optimization. We
experimentally validated our algorithm in a quadrotor testbed consisting of five Ascending
Technologies (AscTec) Hummingbird [111] quadrotors operating in a Vicon [124] motion
capture system, pictured in Fig. 6.13. The workspace is 3.5 m by 3.5 m in the xy-directions
and 1.5 m in height. Each robot carries an ODROID XU3 computer equipped with a wireless
ethernet adaptor under it’s body. The robot’s rotor-tip-to-rotor-tip distance is 0.54 m and
total mass, with onboard equipment and battery, is 0.703 kg.
We use the HOOP algorithm, with fourth-order dynamics, to generate trajectories. In
these experiments, robots were restricted to a two-dimensional plane, though the algorithm
can also be applied directly to three-dimensional problems. Figure 6.14 shows our experimental architecture. Our algorithm runs on a centralized base station computer that
executes the HOOP algorithm and passes the generated trajectory for each robot to a tra116
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Trajectory
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xi , ẋi

Robot

Motion Capture System

Figure 6.14: Illustration of the experimental setup. System architecture of the quadrotor testbed.
A base station computer runs the HOOP algorithm and a trajectory tracker and position controller
for each robot. The robots each run an onboard attitude controller. The control loop is closed with
feedback from the motion capture system.

jectory tracker, which works with the position controller to calculate thrust and attitude
commands. These are then sent to the appropriate robot’s onboard attitude controller. The
motion capture system provides position and velocity feedback at 100 Hz.
We present a number of experiments validating the solution quality and robustness of
the proposed algorithm. We then demonstrate one example application of our algorithm
in a three-dimensional workspace. Video footage of these experiments can be found at
https://youtu.be/812GUycllm0.
We quantify our results with a number of metrics. Let γ(t) = {γi (t) : R → R2 ∀i ∈
[1, N ]} be the set of solution trajectories planned by the HOOP algorithm in the xy-plane.
Let K data points be collected at times t[k]. We use “velocity" to refer to the magnitude of
a vehicle’s velocity in the plane, namely:

v i [k] = kγ̇ i (t[k])k2 .
We will characterize a solution by the maximum velocity attained by any robot, namely:

vmax = max

i∈[1,N ]


max v [k] .
i

k∈[1,K]

“Position error" will refer to the magnitude of the vehicle’s position error in the plane,
namely:

ei [k] = kxi [k] − γ i (t[k])k2 .
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The average position error at a given time is the average error across all robots, namely:
PN

i=1 e

eavg [k] =

N

i [k]

.

The average and maximum position error associated with an experiment is additionally
averaged across time:
PK
eavg =

k=1 eavg [k]

K

emax = max eavg [k].
i∈[1,K]

Finally, “minimum separation" will refer to the minimum distance between the rotor tips of
any two vehicles, namely:

dmin [k] =

min

i∈[1,N ],j∈[1,N ],i6=j

kxi [k] − xj [k]k2 − 0.54

dmin = min dmin [k].
k∈[1,K]

6.4.1

Experimental validation of proposed algorithm

In this section, we present experiments validating the performance of the HOOP algorithm
in a two-dimensional workspace. For all experiments, robots were held at a constant altitude
of 1.5 m.
We first explored the performance characteristics of the algorithm by posing four problems with different geometries that require different amounts of interaction between four
robots. These problems, and their solutions, are illustrated in Figs. 6.16a–6.16d. As before,
robot’s start positions are represented by circles and their goals are represented by stars
of the same color. In Fig. 6.16a, the optimal trajectories are collision-free, therefore the
robots’ trajectories are straight-line paths to their goals (though their velocity profiles have
been reparameterized). In Fig. 6.16b, the goal of the red robot is moved such that the red
and blue robots must interact in a CHOP to avoid a collision. In Fig. 6.16c, the red, blue,
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Figure 6.15: Performance results for four-robot experiments from one representative trial of each
experiment.

(a) “No CHOP": All (b) “2-robot CHOP":
robots move directly to Two robots form a
goals.
CHOP
while
two
robots move directly
to goals.

(c) “3-robot CHOP": (d) “4-robot CHOP":
Three robots form a All robots interact in a
CHOP while one robot single CHOP.
moves directly to goal.

Figure 6.16: Solution trajectories and performance data for four-robot experiments with varying
geometries. Robots start at circles and must navigate to goal positions represented by stars of the
same color. We show data from one representative trial of each experiment.

and purple robots form a three-robot CHOP en-route to their goals, while the green robot
continues to move directly to its goal. Finally, Fig. 6.16d illustrates the worst-case scenario,
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Figure 6.17: Snapshots of five quadrotors executing experiment seven, as described in Table 6.4.

when all robots must enter a single, common CHOP to reach their goals. We see that, as
expected, HOOP allows robots to take direct paths to their goals whenever possible and
interact with neighbors only in congested regions of the workspace.
We reliably executed each solution over five trials. Figure 6.16 shows representative
results from one trial of each experiment. Figure 6.15a displays the velocity profile taken
by the robot that achieves the fastest velocity in each problem. Clearly, even when a robot
takes a straight-line trajectory to its goal, it travels with a non-constant velocity profile.
Figure 6.15b shows the average position error over time, which we see is always below
0.06 m. Finally, Fig. 6.15c shows the minimum rotor-to-rotor separation between any two
robots at a given time for each experiment. We see that in all experiments, robots come
within 0.50 m of each other, yet still maintain a small position error.
Table 6.4: Performance statistics for teams of robots executing different CHOPs, calculated over five
trials. CHOPs are characterized by N , the number of robots, vmax , the maximum forward velocity
attained by any one robot, and dmin , the minimum rotor separation between any pair of neighbors.
We report eavg , the position error averaged across all robots and all trials, and emax , the maximum
position error.
No.
1
2
3
4
5
6
7
8

N
3
3
3
3
3
3
5
5

vmax (m/s)
0.61
1.4
1.9
0.63
1.2
1.7
1.1
1.5

dmin (m)
0.69
0.70
0.67
1.1
1.2
1.3
0.28
0.57

eavg (m)
0.045
0.047
0.053
0.045
0.052
0.060
0.039
0.045

emax (m)
0.12
0.12
0.14
0.11
0.13
0.14
0.14
0.14

Next, we verify the robustness of the system to unmodeled disturbances. In particular,
we demonstrate accurate trajectory tracking in the presence of aerodynamic interactions
between close neighboring vehicles, which has been shown to be a source of significant
disturbances for quadrotors [86]. To this end, we present five trials each of eight experiments
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Figure 6.18: Solution trajectories and performance data for robustness experiments. Experiment
parameters are listed in Table 6.4. We show data for one representative trial of each experiment.
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of robots executing a single CHOP at different velocities and proximities.
We characterize each CHOP with three parameters: N — the number of robots, vmax ,
and dmin . The specific parameters of each experiment are listed in Table 6.4. Notably,
in experiment seven, robots’ rotors come within 0.28 m of each other. Snapshots of this
maneuver are shown in Fig. 6.17.
Table 6.4 further reports errors in each experiment. In general, we see that the average
error increases as robots attain higher velocities in their trajectories. However, the average
position error is again always below 0.060 m. The maximum error is always below 0.14 m.
Figure 6.18 pictures data for one representative trial of each experiment. Figures 6.18a
and 6.18b show the trajectories executed by robots in each experiment. Figures 6.18c–6.18f
compare the maximum position error with the minimum separation between robots. As
expected, the maximum position error increases when robots operates closer to their neighbors, subjecting them to increased aerodynamic disturbances. However, the error is always
reasonably small, demonstrating our algorithm’s ability to produce smooth, dynamically
feasible trajectories that can be robustly executed by a real-world system.

6.4.2

Extension to three-dimensional workspaces

Finally, we demonstrate an extension of the HOOP algorithm to the three-dimensional
workspace. For quadrotors posed with the labeled multi-robot planning problem, it might
be tempting to simply stagger vehicles’ altitudes instead of coordinating all vehicles in a common plane. However, the Federal Federal Aviation Administration (FAA) guidelines limit
the altitudes of small Unmanned Aerial Systems (UASs) to below 400 ft [25], decreasing the
available vertical workspace. Further, the downwash from quadrotors significantly perturbs
the robots beneath them [86]. This effect has specifically been quantified for Hummingbird
quadrotors; within a cylinder extending outwards by a radius of 0.5 m and downwards by a
height of 1.5 m from a quadrotor [68], the z displacement caused by an overhead vehicle is
larger than 0.05 m and can be as much as 0.20 m.
To mitigate this effect in scenarios where robots must fly in close altitude proximity to
neighbors, we can apply the HOOP algorithm to coordinate robots at different altitudes to
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Figure 6.19: Solution trajectories and performance data for three-dimensional experiments from one
representative trial.

avoid directly flying above each other at all times. We conducted three experiments with
five trials each, with teams of two, three, and five robots. In each instance, we first allowed
robots to coordinate only with their coplanar neighbors — we will refer to this as the “planar
solution". We compared this to allowing all robots in the three-dimensional workspace to
coordinate using HOOP as if they were coplanar and subsequently execute their planned
trajectories at their designated altitudes, thus ensuring no robots will through the downwash
of another — we will refer to this as the “3D solution".
We conduct five trials of each solution for all three experiments. Figures 6.19a–6.18b
show the trajectories executed by one trial of each experiment. For experiments with two and
three robots, Figs. 6.19a and 6.19b, each robot flies at its own altitude. Thus, in the planar
solution, all robots take straight-line, minimum-snap trajectories directly to their goal. For
the five-robot experiment, Fig. 6.18b, three robots operate at a higher altitude than the
remaining two. In the planar solution, a CHOP is formulated and executed independently
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Table 6.5: Performance statistics for three-dimensional experiments, calculated over five trials of each
experiment. Each experiment is characterized by N , is the number of robots, vmax , the maximum
forward speed attained by any one robot, and dz , the minimum vertical separation between robots.
We report average and maximum errors in the plane and in the vertical direction for the planar and
3D solutions.
N

vmax (m/s)

dz (m)

2
3
5

1.3
1.3
1.3

0.90
1.0
0.9

Planar
ez,avg
0.020
0.026
0.018

solution
ez,max
0.17
0.27
0.19

errors
eavg
0.040
0.042
0.040

(m)
emax
0.10
0.14
0.21

3D
ez,avg
0.016
0.017
0.014

solution
ez,max
0.050
0.12
0.081

errors
eavg
0.037
0.038
0.038

(m)
emax
0.099
0.16
0.13

at each height. Clearly, when executing the planar solutions, robots in lower planes show a
significant error in z when passing below their neighbors. In contrast, in the 3D solutions,
robots’ trajectories show significantly smaller altitude errors.
This effect is quantified in Figs. 6.19d–6.19f, which plot the vertical position errors over
time for robots in the planar and 3D solutions. In each case, there is a clear, significant
disturbance in the z direction at around 4 s, when robots at lower altitudes pass below their
neighbors. In Figs. 6.19d and 6.19f, we see that a robot is perturbed by around 0.10 m.
This effect is even more severe in Fig. 6.19e, where Robot 1, the blue robot, is subject to
the downwash of two higher neighbors and is perturbed by 0.20 m.
Table 6.5 lists error statistics for each experiment, calculated across all five trials. Note
that here, we characterize each experiment with dz , the altitude separation between robots.
eavg and emax represent planar errors, whereas ez,avg and ez,max report altitude errors.
Again, we see significant decreases in both average and maximum errors in altitude in using
the 3D solution as opposed to the planar solution. We also note that planar errors are
similar for both solutions.
In short, we see that disturbances from downwash, especially from multiple overhead
neighbors, is potentially dangerous for quadrotors flying at staggered altitudes, as a sudden
deviation downwards can cause unexpected collisions. Coordinating all robots with HOOP
allows robots to avoid the column of downwash from neighbors and allow for successful
coordination in the three-dimensional workspace.
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6.5

Coordination of Quadrotors with Slung-Loads

We finally wish to address the challenge of planning for dynamic manipulation within a multirobot team. This problem is representative of several challenges. First, each vehicle contains
eight degrees-of-freedom, exacerbating the exponential growth of the joint configuration
space. Second, each agent is a 6th -order, nonlinear dynamical system (ie. the quadrotor’s
moment input actuates the payload’s 6th derivative) with four degrees of under-actuation.
Finally, each robot is a multi-body system. While a number of works explore aerial payload
manipulation in cooperative settings [35, 96], navigation of decoupled vehicles in a shared
workspace has yet to be studied.
The problem of extending existing planning approaches to slung-load systems that are
constrained to be swing-free is trivial. As the payload is constrained to be below the vehicle, robots can be approximated as ellipses aligned with the z-axis. A simple coordinatetransform will then allow the robots to be treated as spheres. In this work, we focus on the
goal of planning dynamic manipulation maneuvers; that is, we allow each robot’s payloads
to swing safely for more energy-optimal maneuvering.
The contribution of this chapter is the validation of our proposed algorithm, HOOP, for
coordinated, dynamic payload transportation. In particular, while the proposed algorithm
reverts to swing-free trajectories in the worst case, experimental results show that planned
trajectories can be very dynamic. Section 6.5.1 will formally state the problem definition,
and Section 6.5.1 will overview the slight adaptations of Section 6.3 necessary to accommodate the quadrotor-with-payload system. Finally, Section 6.5.3 will present experimental
results.
This chapter first appears in [108].

6.5.1

Problem statement

Consider a team of N quadrotors, each carrying a suspended payload. Each payload has a
designated start location, si , and a designated goal location, gi . Let BL (r), BQ (r) denote
a sphere centered at r with radius rL , rQ , respectively. Let p denote a line segment pi =
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{r | r = xiL − pi τ, τ ∈ [0, l]}. Each vehicle’s extent is described by the non-convex set
Q(xi ) = BL (xiL ) ∪ BQ (xiQ ) ∪ pi . We assume rQ > rL .
Leveraging the system’s differential flatness, we plan flat trajectories xiL,des = γ i . The
trajectory generation problem can be expressed with the optimization:

argmin
γ

N Z
X
i

Tf

0

d6 γ i
dt6

2

dt

(6.41)

subject to:
1. Waypoint constraints: Payloads must begin and end at their designated start and goal
positions, at rest.

∀i ∈ IN , k ∈ I5 , γ i (0) = si , γ i (Tf ) = gi ,

dk γ i
dk γ i
(0)
=
0,
(Tf ) = 0.
dtk
dtk

(6.42)

2. Continuity constraints: Trajectories must be at least six times differentiable.
3. Collision avoidance constraints: Robots do not collide with each other.

∀t ∈ [0, Tf ], i ∈ IN , j ∈ IN 6= i, Q(γ i (t)) ∩ Q(γ j (t)) = ∅.

6.5.2

Trajectory generation for slung-load systems

The goal of this section is to apply HOOP to quadrotor with slung-load systems. Assume the
initial portion of the trajectory proceeds as before. We use the motion planning technique
proposed in Section 6.2 to plan a two-dimensional motion plan navigating each payload from
its start to goal position in a kinematic manner.
We note that the trajectory generation expressed in the previous section is identical to
that of Section 6.3.1 for n = 6 except for the collision avoidance constraint. As stated
in Chapter 5, approximating the quadrotor-with-payload system as a sphere too heavily
over-approximates the robot’s extent. To accommodate the multi-body configuration of the
system, we propose a slightly modified version of Algorithm 7, shown below.
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Algorithm 8 γ = Generate Payload Trajectories(M, n, N, R, vmax )
1:
2:
3:
4:
5:
6:
7:
8:
9:
10:
11:
12:
13:
14:
15:
16:
17:
18:
19:
20:
21:
22:
23:
24:
25:
26:
27:

Q := construct cost function, (2.61)
for i ∈ IN do
i
γnom
:= find nominal trajectory
// QP construction.
Aieq , bieq := equality constraints from (6.20)–(6.21)
Aiineq , biineq := ∅
for all s ∈ [0, m − 1] do
for all robots j ∈ IN , i 6= j do
Aiineq , biineq ←add convex region constraint for robot j, time interval [ts , ts+1 ]
from (6.39)
end for
end for
// Constraint adjustment for payload safety.
punsaf e := Tnom
while punsaf e 6= ∅ or first iteration do
i
(t) := Solve QP(Q, Aeq , beq , Aineq , bineq , Tnom )
γsmooth
if QP fails then
i
i
(t)
(t) = γnom
γsmooth
end if
i
, Aineq , bineq )
punsaf e ← Find Payload Violations(γsmooth
end while
end for
α := Bisection Search for Min Safe Time(γsmooth (t), δmax )
if α found then
γ(t) = γsmooth (t) with T = αTnom
else
γ(t) = γnom (t)
end if
Lines 1– 11 of Algorithm 8, where convex corridors are constructed for each robot, are

identical. However, we found that use of the constrained Bezier coefficients, as described
in Section 6.3, proved too conservative for the quadrotor-with-payload system. Instead,
we impose constraints keeping the payload inside its designated convex corridor using the
procedure outlined in Lines 12– 20.
i
We will constrain γsmooth
(t) at only select sample points along the trajectory. The

convex region constraints constructed in Lines 6–10 are imposed by sample points at punsaf e .
Initially, only segment endpoints are constrained. The QP is solved and the maxima of each
trajectory segment is checked. If a maxima is in violation of a region constraint constraint,
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the corresponding time is added as a sample in the next QP formulation (Line 19). This
i
process is repeated until γsmooth
(t) is completely within its safe corridor. [18] show that a
i
finite number of sample points are needed before the γsmooth
(t) is safe, or the QP fails. In

the latter case, the nominal trajectory is returned.
Unfortunately, the quadrotor can still move outside the designated convex region during
highly dynamic maneuvers. As seen in Section 5.4.2, constraining the quadrotor position
with respect to a half-plane is a nonlinear constraint. Furthermore, we do not want to
adopt the mixed-integer formulation of the quadrotor constraints described in Section 5.4.2
because of the high computation time required to find solutions to MIQPs.
Because safe corridors are axis-aligned, an infinitely-slow payload trajectory, where the
payload is swing-free, will always satisfy the convex region constraints. Thus, similar to
Algorithm 7, we will rescale the time parameterizations of all trajectories to satisfy both
derivative bounds as well as quadrotor obstacle avoidance constraints. This is shown in
Lines 22– 27.
Note that we explicitly search for the minimum time scaling α that satisfies derivative
bounds and convex corridor constraints for the quadrotor. Thus, it is possible for α < 1,
where we increase the dynamic motions along the trajectory.

6.5.3

Experimental results

We validate our algorithm on an experimental testbed with nine quadrotors, pictured in
Fig. 6.20. We use the Hummingbird quadrotor from Ascending Technologies [111] with
payloads of mass of 80 g, and cable connections of length 70 cm.
Fig. 6.21 illustrates our experimental architecture. The proposed algorithm (“Multi-robot
Trajectory Generator") and the related control modules are implemented in C++/ROS and
run on a 2.5 GHz Intel Core i7 Macbook Pro. We use Gurobi [75] to solve the trajectory
optimization. As our primary motivation is validation of dynamic feasibility, we do not
perform explicit feedback control on the payload position. Instead, for each vehicle, we derive the corresponding desired quadrotor states using (2.24) and its derivatives (“Quadrotor
Trajectory Tracker"). If the planned trajectories are subsequently tracked by the payloads,
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Figure 6.20: Asctec Hummingbird quadrotors with cable-suspended payloads.
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Figure 6.21: Experimental system architecture.

then they reflect the system’s natural dynamics. We control the quadrotor using a hierarchical geometric controller [56]. An outer loop (“Quadrotor Position Controller") calculates
a desired thrust and orientation for each robot, which is then sent via Xbee [129] to the
proper vehicle. An onboard attitude controller tracks this desired orientation. We use a
Vicon [124] motion capture system to close the control loop at 100 Hz. Video footage can
be found at https://youtu.be/EGgRPYbTRig.
Fig. 6.22 displays tracking results from a two-robot problem. Fig. 6.22a displays each
quadrotor and payload’s trajectory, where planned payload trajectories are pictured in black,
actual payload trajectories are pictured in solid, and actual quadrotor trajectories are pictured in dashed lines. We see that the payload is allowed to swing outwards. Fig. 6.22b
plots the payload angle with respect to the vertical:

-1

φx = tan



py
−pz



-1

φy = − tan



px
−pz


.

While load angles are generally tracked adequately, there is an increase in error as payloads
swing higher. Figs. 6.22c–6.22d plot the planar load and quadrotor velocities.
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(a) Trajectory in ex − ey plane.

(b) Payload angle over time.

(c) Payload velocity over time.

(d) Quadrotor velocity over time.

Figure 6.22: Trajectory execution data by a two-robot team. Each payload begins at positions
denoted with circles and must navigate to stars of the same color.
Table 6.6: Performance statistics.
N
2
2
6
6
6
9
9
9

Straight (m)
6.00
4.00
3.00
3.00
3.00
3.00
3.00
3.00

|xQ (t)| (m)
6.10
4.82
5.10
4.93
4.96
5.29
6.91
6.89

|xL (t)| (m)
6.36
5.37
6.09
5.68
5.52
6.00
7.84
8.07

Max. kẋQ k2 (m/s)
3.24
2.03
2.53
1.83
2.03
1.64
2.30
2.24

Max. kẋL k2 (m/s)
3.65
2.54
2.67
3.37
2.53
2.08
2.87
3.12

Max. φL (o )
21.31
19.35
36.86
37.18
25.06
32.07
39.14
36.00

Table 6.6 lists relevant performance statistics. Here, N represents the number of robots.
“Straight-line" refers to the Euclidean distance between the robot’s start and goal. |xQ (t)|
refers to the distance traveled by the quadrotor while |xL (t)| refers to the distance traveled
by the payload. The maximum velocities of the payload and quadrotor, as well as the
maximum payload angle, are also reported.
For the two-robot maneuver, the first robot’s payload, corresponding to the blue robot in
Fig. 6.22a, is able to safely reach its goal with the payload and the quadrotor traveling only
slightly further than the straight-line distance. Because of the time-parameterized convexregion constraints, the second robot, corresponding to the red robot in Fig. 6.22a, experiences
a larger increase in distance traveled from the straight-line distance. However, in both cases,
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the dynamic maneuver decreases the distance traveled by the quadrotor relative to that by
the payload. The payload reaches a maximum velocity of 3.65 m/s and a maximum angle
of 21.31 deg from the vertical.
Fig. 6.23 illustrates solution trajectories for larger teams, displaying trajectories from
three representative robots. Fig. 6.23a shows a six-robot maneuver where payloads begin in
a circle and are tasked to move to antipodal points. All robots enter a single circular holding
pattern. Figs. 6.23c and 6.23d plot position and velocity tracking for the load over time. The
quadrotor tracking data is similar. The nine-robot problem displayed in Fig. 6.23b illustrates
more localized collision-avoidance, where the solution splits robots into two separate holding
patterns. Robots’ payloads are still able to swing outwards while maintaining safety between
robots in different holding patterns. Figs. 6.23e and 6.23f plots the payload tracking data
over time. In particular, note that the yellow and red robots are allowed to reach their goals
before the navy robot.
Table 6.6 reports the statistics for the three representative robots from each problem. As
expected, as the size of the team and holding patterns increase, the identified safe trajectories
become increasingly longer than the straight-line distances. However, the payload is still
able to similarly swing, reaching angles of almost 40 deg.

6.6

Conclusions

This chapter presents HOOP, a safe, scalable coordination algorithm for complex, dynamic
agents. By decomposing the problem in motion planning, trajectory generation, and time
refinement steps, we can find solutions to multi-agent coordination problems involving complex agents.
In the motion planning step, we present an algorithm to solve the labeled multi-robot
planning problem for kinematic vehicles. Our algorithm is scalable while still maintaining
safety and completeness guarantees. Avoidance maneuvers are designed analytically, and no
high-dimensional graph searches are required to resolve imminent collisions between robots.
This becomes particularly beneficial in densely packed regions or when many robots con-
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(a) Trajectory in ex − ey plane, six
robots.

(b) Trajectory in ex − ey plane, nine robots.

(c) Payload x-position, six robots.

(d) Payload x-velocity, six robots.

(e) Payload x-position, nine robots.

(f) Payload x-velocity, nine robots.

Figure 6.23: Trajectory execution data by three representative robots in larger robot teams.

verge at a single collision point, where other motion planning algorithms reach bottlenecks.
However, a drawback of the algorithm is that the motion plan can be very suboptimal in
dense scenarios. As a result, this algorithm is most suited to give computational gains in
applications where robots are, on average, expected to be reasonably distributed.
In the trajectory generation step, we present a general optimization method that can
find safe, feasible motion plans for dynamic agents, such as quadrotors and quadrotorwith-payload systems. Most notably, it decomposes a joint optimization problem into N
independent optimization problems, greatly improving scalability.
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(a) A bad time allocation causes long tra- (b) Excessively long trajectory for blue
jectories for blue robot.
robot.
Figure 6.24: Examples of suboptimal trajectories. Circles represent start positions and stars of the
same color represent the corresponding goals.

We validate the HOOP algorithm through extensive numerical and real-world experiments. While these experiments were overall successful, we noted a number of common
causes in cases were the formulated Quadratic Program failed to find solutions. While the
HOOP algorithm remains complete, even in the face of QP failures, the nominal trajectories
can be arbitrarily sub-optimal.
As noted by past works [67], a bad choice of breaktimes for the QP can easily yield
trajectories with large excursions if the time allocation between waypoints is poorly chosen. This problem is amplified in the multi-robot planning domain, as all robots must be
synchronized in their motions between feasible regions for collision avoidance. As a result,
a good time allocation for one robot might cause the trajectory of a neighbor to become
suboptimal. Fig. 6.24a illustrates an example of this, where the blue robot has an extremely
long trajectory because there is “too much" time allocated to a trajectory segment. In future
work, we hope to develop better time allocation heuristics.
Further, as the number of robots in the team increases, the commercial solver begins
to encounter numerical instability. This is caused by both the increase in the size of the
decision vector as the number of waypoints in the motion plan increases and the number of
collision avoidance constraints. Eliminating redundant inequality constraints could alleviate
this problem.
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Finally, the trajectory is bound to remain within the specific series of convex regions laid
out by the motion plan. This can also result in suboptimal trajectories. For example, in the
example problem in Fig. 6.24b, once the green, red, and purple robots have smoothed out
their nominal trajectories into optimal trajectories, the blue robot can easily move directly
to its goal. However, because the motion plan includes the blue robot in the CHOP, its
trajectory must also circle around its neighbors before arriving at its goal. Situations like
this are extremely difficult to detect and avoid, as allowing the blue robot to move directly
to its goal would violate the convex region partition required by the collision-avoidance
constraints.
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Chapter 7

Conclusions
7.1

Contributions

Developing safe, computationally tractable, and scalable control and planning algorithms
for dynamic aerial manipulation with single- and multi-robot teams is a challenging task.
Not only must we consider the complex geometry and dynamics of the quadrotor-withpayload system itself, we must also ensure our algorithms are able to offer guarantees such as
feasibility, safety, and completeness. This thesis proposes a number of algorithms that make
significant progress towards achieving human-level slung-load manipulation with UAVs.
To begin, we demonstrate the ability to plan, control, and safety execute large payload
swings using a geometric control framework. By incorporating visual measurements into
our control loop, we are able to derive high-frequency estimates of the payload state. We
incorporate this into the feedback loop of our geometric controller and successfully demonstrate, for the first time, control of payload swings up to 53o from the vertical configuration.
We further show that our system offers significant performance gains over simple open-loop
execution of motion plans.
Next, we explore the challenge of generating safe, agile trajectories for a single-robot
carrying a single-payload through cluttered environments. We extend the existing body
of work in optimization-based planning by incorporating the system’s nonlinear, nonconvex
obstacle avoidance constraints and the possibility for hybrid mode transitions into an MIQP.
135

We demonstrate, through numerical and experimental results, that dynamic manipulation
increases the capability of robot systems by allowing them to perform hybrid maneuvers,
such as payload pick-ups and releases, and navigate around previously impassable obstacles,
such as narrow windows.
Finally, we propose a method for dynamic manipulation in the context of multi-robot
coordination. In this context, each vehicle’s high numbers of degrees-of-freedom, higherorder dynamics, and complex geometry exacerbates the exponential growth in complexity of
multi-robot planning as the number of vehicles increase. A joint trajectory optimization approach becomes impractical for this system. To this end, we propose an algorithm, HOOP,
that allows us to leverage the large body of existing literature in discrete multi-robot planning and single-robot planning for dynamic vehicles to solve this problem. At a high level,
this algorithm leverages the computational benefits of discrete planning approaches while
still retaining the dynamic feasibility guarantees of continuous approaches. Through experiments, we verify that our method allows multiple robots in close proximity to coordinate
safe, simultaneous swinging payload maneuvers.

7.2

Future Work

There are a number of promising directions for further study beyond the scope of this thesis.
The most prominent drawback of the current study is its limitation to approximately pointmass payloads. Planning for the cooperative transportation of rigid-body payloads, or even
payloads too large for a single-robot to carry, requires further development of our existing
methods. Most notably, our current approaches rely on the existence of a Euclidean flat
space, whereas a cooperative multi-agent system has a non-Euclidean flat space. The answer
to extending our current techniques to these configuration manifolds is not straight-forward.
Another important step forwards is incorporating our optimization-based planning methods in an Model Predictive Control (MPC) framework to enable real-time planning. Extending this paradigm to the quadrotor-with-payload system has a number of nontrivialchallenges. For example, in many state-of-the-art receding horizon planning approaches,
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each planning cycle will explicitly plan an emergency stop trajectory that will bring the
robot to a halt in the fastest, safest way possible. These trajectories will be significantly
harder to plan and guarantee the existence of, as this means we must guarantee the capability
to bring the payload to a swing-free state quickly at all times. In general, extending stateof-the-art real-time planning frameworks to slung-load systems has been an unexplored, but
promising, area of research.
Related to the previous point, future work can also focus on adapting our proposed
planning and control approaches to rely only on onboard sensing and computation resources.
While Chapter 4 begins to do this in the context of control, incorporating our planning
techniques within a full-state estimation and mapping pipeline requires further algorithmic
development.
Finally, in the area of coordination, a more long-term avenue of study is considering
a payload delivery problem where the objects to be transported vary in size and shape,
therefore demanding different numbers of robots to transport them. In this setting, while
robots themselves might be identical, they can temporarily form cooperative sub-systems
with neighbors to transport large packages, then separate into individual agents again once
that payload has been successfully delivered. This type of setting where robots are dynamically deciding which neighbors, when, and for how long to cooperate with poses interesting
challenges in planning and decision making.
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