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ON UNIQUENESS FOR THE HARMONIC MAP HEAT FLOW IN
SUPERCRITICAL DIMENSIONS
PIERRE GERMAIN, TEJ-EDDINE GHOUL, AND HIDEYUKI MIURA
Abstract. We examine the question of uniqueness for the equivariant reduction of the
harmonic map heat flow in the energy supercritical dimension d ≥ 3. It is shown that,
generically, singular data can give rise to two distinct solutions which are both stable, and
satisfy the local energy inequality. We also discuss how uniqueness can be retrieved.
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1. Introduction
1.1. The equation, its scaling and energy. The harmonic map heat flow is the following
evolution equation {
∂tu−∆u = A(u)(∇u,∇u)
u(t = 0) = u0.
where u0 = u0(x) is a map from R
d to a Riemannian manifold M ⊂ Rk with second funda-
mental form A; and the solution u = u(t, x) is a map from [0,∞) ×Rd to M .
The set of solutions is invariant by the scaling transform u(t, x) 7→ u(λ2t, λx) for λ > 0.
This makes scale-invariant spaces such as L∞ of particular relevance for the data - we will
come back to them.
The harmonic map heat flow is the gradient flow for the Dirichlet energy
∫ |∇u|2, and as
such, it enjoys (formally) an energy inequality. It can be localized to yield (formally) the
following local energy inequality, for a solution of (1.4) on [0, T ] × Rd, with data u0, locally
in H1t,x: for any τ , (ψ
ℓ)ℓ=1...d in C∞0 ([0,∞) × Rd),∫
Rd
1
2
τ(t = 0)|∇u0|2 dx
≥
∫ ∞
0
∫
Rd
[
τ |∂tu|2 − 1
2
(
∂tτ + ∂ℓψ
ℓ
)
|∇u|2 + ∂iτ∂iuk∂tuk + ψℓ∂tuk∂ℓuk + ∂iψℓ∂iuk∂ℓuk
]
dx dt.
(1.1)
Comparing the scaling of the energy with that of the equation gives rise to the notion of
criticality. In the following, we will focus on the supercritical case d ≥ 3.
1.2. The solutions of the harmonic map heat flow and their uniqueness. The har-
monic map heat flow was introduced by Eells and Sampson [16], who also showed that the
solution is globally smooth for smooth data if the sectional curvature of M is negative.
Without this assumption, global smooth solutions are also guaranteed if the image of u0 is
contained in a ball of radius π
2
√
κ
, where κ is an upper bound for the sectional curvature of M
(see Jost [31], Lin-Wang [37]). Notice that in the case where M is a sphere, this corresponds
to u0 being valued in a hemisphere, a condition which will also play a role in the present
article. It was then discovered that, without these assumptions, singularities can form out of
smooth solutions: see Coron-Ghidaglia [14] and Chen-Ding [10].
Weak solutions can be built up for less regular data, simply of finite Dirichlet energy.
This was established by Chen [9] and Rubinstein-Sternberg-Keller [43] for the case where the
target is a sphere, and extended by Chen-Struwe [11] to general manifolds, with the help of
the monotonicity formula discovered by Struwe [47].
Under which conditions are these weak solutions unique? Which is the largest space for
the data yielding unique solutions? Successive improvements gaveW 1,d (Lin-Wang [38]), and,
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under a smallness condition on the data and the solution, L∞ (Koch-Lamm [32]), and BMO
(Wang [50]).
These last results are optimal: indeed, for data which are large in L∞, but not continuous,
uniqueness is lost, and examples of non-unique solutions can be constructed, see Coron [13],
and Bethuel-Coron-Ghidaglia-Soyeur [2]. For these examples however, uniqueness can be
salvaged if one requires that solutions satisfy the monotonicity formula (itself essentially a
consequence of the local energy inequality, see Moser [39]). This led Struwe [48] to ask whether
this criterion could indeed imply uniqueness. Germain and Rupflin [22] showed that this could
not be the case, at least for very specific data, having in particular infinite energy.
These developments lead to the following questions; can one describe the loss of
uniqueness (or well-posedness) for generic large initial data in L∞? Can one
find a criterion to restore uniqueness in a meaningful way?
In the present paper, we try and answer this question in the framework of equivariant
solutions, which will be presented in the following subsection.
1.3. The equivariant reduction and self-similar solutions. For the rest of this paper,
the target manifold M is the d-sphere Sd ⊂ Rd+1. The harmonic map heat flow equation
becomes {
∂tu−∆u = |∇u|2u
u(t = 0) = u0.
(1.2)
The corotational ansatz which we adopt requires that
u(t, x) =
(
cos(h(t, |x|))
sin(h(t, |x|)) x|x|
)
(1.3)
for a radial function h = h(t, r). Under this ansatz, the problem reduces to a scalar, radially
symmetric PDE: ht − hrr −
d− 1
r
hr +
d− 1
2r2
sin(2h) = 0
h(t = 0) = h0.
(1.4)
Notice right away that h ≡ 0, h ≡ π2 , and h ≡ π are stationary solutions of this equation;
these particular solutions will be important in the following, and correspond geometrically to
the north pole, the equator, and the south pole of the sphere.
For d ≥ 3 (the supercritical case, which will occupy us), self-similar solutions play a key
role in the dynamics. In particular, for 3 ≤ d ≤ 6, it was observed numerically by Biernat and
Bizon [3] that typical solutions develop singularities at the origin in space, which are then
smoothly ”resolved” after the singular time. Both of these phenomena are asymptotically
self-similar: when a singularity is formed at time t0, it can be described asymptotically by a
”shrinker solution” Ψ
(
r√
t0−t
)
, while the resolution of the singularity is given by an ”expander
solution” ψ
(
r√
t−t0
)
.
Shrinkers and expanders were studied analytically by Fan [17] and Germain-Rupflin [22]
respectively. An expander solution h(t, r) = ψ
(
r√
t
)
corresponds to very particular Cauchy
data, namely h0 ≡ ψ(∞), the limit of ψ at ∞. Germain-Rupflin observed that different
expanders share the same limit ψ(∞), yielding an example of non-uniqueness for the harmonic
map heat flow even if the local energy inequality is required.
One of the goals of this article is showing the nonlinear stability of these self-similar ex-
panders, and thus the genericity of the non-uniqueness result.
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1.4. Obtained results.
1.4.1. Expanders. The starting point of our investigations is expander solutions of (1.4), hence
of the form h(t, r) = ψ
(
r√
t
)
with constant data h(t = 0) = ψ(∞) ∈ [0, π]. A direct compu-
tation shows that they solve the ODE
ψ′′ +
(
d− 1
ρ
+
ρ
2
)
ψ′ − d− 1
2ρ2
sin(2ψ) = 0. (1.5)
For expanders to be smooth and non-constant, we need to impose boundary data which are
either of the form {
ψ(0) = 0
ψ′(0) = α,
(1.6)
(for α ∈ R) or of the form {
ψ(0) = π
ψ′(0) = α
(1.7)
(for α ∈ R). The former case, ψ(0) = 0, corresponds to ψ(0) on the north pole of the sphere,
while the latter case ψ(0) = π, corresponds to ψ(0) on the south pole of the sphere. We
therefore refer to them as north pole, or south pole, boundary conditions, respectively. Note
that the equation (1.5) is obviously invariant under the transform: ψ 7→ π − ψ.
The following theorem combines the existence result from Germain-Rupflin [22] with new
contribution on uniqueness part in (i) and (iii).
Theorem 1.1. Let ℓ ∈ [0, π2 ] (the situation being obviously symmetrical if ℓ ∈ [π2 , π]).
(i) If 3 ≤ d ≤ 6, there exists a unique profile ψ = ψN [ℓ] satisfying (1.5), with north pole
boundary conditions (1.6), ψ(∞) = ℓ, and ψ([0,∞)) ⊂ [0, π2 ].
(ii) If 3 ≤ d ≤ 6, there exists a constant δ∗ > 0 such that: for ℓ ∈ [π2 − δ∗, π2 ), there
exists a profile ψ = ψS [ℓ] satisfying (1.5), with south pole boundary conditions (1.7),
ψ(∞) = ℓ, and which crosses exactly once π2 .
(iii) If d ≥ 7 and for ℓ ∈ [0, π/2), there exists exactly one profile ψ = ψ[ℓ] satisfying (1.5),
and ψ(∞) = ℓ. This profile has north pole boundary conditions (1.6).
This theorem will be proved in Section 2, see in particular Corollary 2.3.
Remark 1.2. Regarding the existence of expanders as well as their stability properties, the
different behavior in the cases d ≤ 6 and d ≥ 7 is linked to the minimizing properties of the
equator map x 7→ x|x| : it is a local minimum of the Dirichlet energy if and only if d ≥ 7.
More general equivariant setups can be considered, and we believe that results similar to the
case considered here can be obtained. In particular, the minimizing properties of the equator
map should be decisive for the question of uniqueness.
1.4.2. Stability of expanders. Our next result shows that all expanders constructed above
are stable at least locally. In particular, even if the uniqueness of the expanders is lost for
3 ≤ d ≤ 6, the expanders are shown to be stable.
Theorem 1.3. Let ψN [ℓ] and ψS [ℓ] be the expanders given in Theorem 1.1. Consider data
h0 ∈ L∞ and such that
h0(0) = ℓ, |h0(r)− ℓ| . r, |∂rh0(r)| . 1
r
, |∂2rh0(r)| .
1
r2
.
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(i) If 3 ≤ d ≤ 6 and ℓ ∈ [0, π/2], there exist T > 0 and a solution hN ∈ L∞(0, T ;L∞)
of (1.4) close to ψN [ℓ] in the following sense: for all ǫ > 0, there exists ζ > 0 such
that
t+ r < ζ =⇒
∣∣∣∣hN (t, r)− ψN [ℓ]( r√t
)∣∣∣∣ < ǫ.
(ii) If 3 ≤ d ≤ 6 and ℓ ∈ [π2 − δ∗, π2 ]1, there exist T > 0 and a solution hS ∈ L∞(0, T ;L∞)
of (1.4) close to ψS [ℓ] in the following sense: for all ǫ > 0, there exists ζ > 0 such
that
t+ r < ζ =⇒
∣∣∣∣hS(t, r)− ψS [ℓ]( r√t
)∣∣∣∣ < ǫ.
(iii) If d ≥ 7 and ℓ ∈ [0, π/2), there exist T > 0 and a solution h ∈ L∞(0, T ;L∞) of (1.4)
close to ψ[ℓ] in the following sense: for all ǫ > 0, there exists ζ > 0 such that
t+ r < ζ =⇒
∣∣∣∣h(t, r)− ψ[ℓ]( r√t
)∣∣∣∣ < ǫ.
Furthermore, all of these solutions satisfy the local energy inequality.
This theorem is proved, along with more precise results, in Section 3.
Remark 1.4. The class of singular data2 which we consider barely miss the framework for
local well-posedness [32, 38, 50]. As is well-known, proving solvability for large initial data in
a scale-invariant space which does not contain C∞0 as a dense subset is a delicate question,
which cannot be answered by the usual fixed-point argument.
Remark 1.5. An interesting point of view is to regard the data h0 as the trace at blow up
time of a solution undergoing a self-similar blow up, for instance if the shrinkers of Fan [17]
for 3 ≤ d ≤ 6 can be proved to be stable, which seems very likely. Therefore, the problem we
consider contains the problem of continuation after blow up.
For d ≥ 7, Bizon and Wasserman [5] showed that there are no self-similar shrinkers, and
type II blow up solutions were constructed by Biernat and Seki [4] very recently. If we denote
h0 the trace of these blowing up solutions at the blow up time, they satisfy h0(0) =
π
2 , which
is not covered by our results.
1.4.3. Uniqueness. The above theorem shows that, for singular data, non-uniqueness occurs
as soon as 3 ≤ d ≤ 6 and h0(0) ∈
[
π
2 − δ∗, π2
]
. This raises the question of uniqueness: when
does unconditional, or conditional uniqueness hold?
Theorem 1.6. (i) If 3 ≤ d ≤ 6, then, for any continuous h0 with
0 ≤ h0(0) < π
2
, |∂rh0(r)| . 1
r
, |∂2rh0(r)| .
1
r2
,
there exists T > 0 such that for any sufficiently small δ > 0, there is at most one
solution to (1.4) in L∞(0, T ;L∞) satisfying the local energy inequality and
0 ≤ h(t, r) < π
2
− δ for t+ r < δ. (1.8)
(ii) If d ≥ 7, for any h0 ∈ L∞ and T > 0, there is at most one solution h ∈ L∞(0, T ;L∞).
This theorem is proved in Section 4.
1δ∗ is the constant appearing in Theorem 1.1.
2 Notice that if h0(0) /∈ piZ, the map u(0, r) defined by (1.3) cannot be continuous at r = 0.
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Remark 1.7. Note that time continuity in L∞ is not required for uniqueness; it is important
because the solutions we are interested in are not continuous at t = 0 in general.
We did not try to give optimal conditions for the initial data, in order to have a con-
cise statement. For instance, it suffices in (i) that h0 is continuous at the origin, and that
|∂rh0(r)| . 1r and |∂2rh0(r)| . 1r2 hold in a neighbourhood of the origin.
1.5. Summary of obtained results and link with Ginzburg-Landau. As a conclusion,
we find that, if d ≥ 7, uniqueness holds in the largest class possible, L∞t L∞x .
If 3 ≤ d ≤ 6, the situation is much more intricate:
• For generic data (say h smooth, with h(0) close to π2 ), two distinct solutions can be
built up in L∞t L∞x (Theorem 1.3).
• These two distinct solutions satisfy the local energy inequality, and are stable; thus
both seem to be physically relevant.
• A means of selecting one of the two is given by Theorem 1.6: requiring that a “local
maximum principle” holds: namely, ask that, for t and r small, h(t, r) − π2 has the
same sign as h0(0) − π2 .
This last criterion can be reformulated in terms of the Ginzburg-Landau regularization:
the penalization problem
∂tu
ǫ −∆uǫ + 1
ε2
(|uǫ|2 − 1)uǫ = 0
converges, as ǫ → 0, to a solution u of the harmonic map heat flow (1.2). Furthermore, in
dimension d ≥ 5, this solution agrees with that given by the ”local maximum principle”, see
Section 5.
This selection principle is of course very reminiscent of the situation for scalar conser-
vation laws: uniqueness holds for entropy solutions, which can be constructed by viscous
regularization, as was showed by Kruzˇkov [35].
1.6. Related results and questions.
1.6.1. The nonlinear heat equation. The nonlinear heat equation{
∂tu−∆u = up
u(t = 0) = u0,
(1.9)
where u = u(t, x) ≥ 0, and (t, x) ∈ [0,∞) × Rd, shares many features with the equivariant
harmonic map heat flow.
Two important critical exponents appear when considering the dynamics of this PDE:
pS =
d+ 2
d− 2 and pJL = 1 +
4
d− 4− 2√d− 1
(the above definitions of pS and pJL only make sense for d ≥ 3 and d ≥ 11 respectively;
outside of these ranges, we set pS and pJL equal to ∞). For p > pS , a singular stationary
solution is given by
U(x) =
β
|x| 2p−1
, with β =
(
2
p−1
(
d− 2− 2d
)) 1p−1
.
An important step in the study of the nonlinear heat equation and its uniqueness properties
is due to Galaktionov and Vazquez [19]. The large forward self-similar solutions and their
non-uniqueness are studied in Haraux-Weissler [26], Souplet-Weissler [46] and Naito [40, 41].
It follows from these works that
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• In the range pS < p < pJL, the stationary solution U is unstable, while general
solutions (with singular data) of the above PDE are non-unique.
• In the range p > pJL, the stationary solution U is stable, while general solutions are
unique.
This is very reminiscent of the properties of the harmonic map heat flow established in the
present paper, and the analogy can be summarized in the following way:
Equation nonlinear heat equation harmonic map heat flow
Singular stationary solution U(x) Equator map h ≡ π2
Stability of sing. stat. sol.
and non-uniqueness of solutions
pS < p < pJL 3 ≤ d ≤ 6
Instability of sing. stat. sol.
and uniqueness of solutions
p > pJL d ≥ 7
However, due to the lack of monotonicity of the nonlinear term, the analysis of the harmonic
map heat flow tends to be more difficult than that of the nonlinear heat equation.
1.6.2. The Navier-Stokes equation. The theory of the Navier-Stokes equation is also in many
respects parallel to that of the harmonic map heat flow, but it scales differently: self-similar
data are invariant by the transformation u0 7→ λu0(λx, λ2t), and Ld is a scale-invariant space
for the data.
Similar to the harmonic map heat flow, the Navier-Stokes equation is well-posed for small
self-similar data, see for instance Giga-Miyakawa [23], Kozono-Yamazaki [34], Cannone-
Planchon [6] and Koch-Tataru [33]. For large self-similar data, existence of a smooth self-
similar solution has been recently shown by Jia-Sverak [29] by applying the Leray-Schauder
theorem (see also Tsai [49] for discreately self-similar data). These authors also suggest in [30]
non-uniqueness of the solution for self-similar data as a possible mechanism for ill-posedness
of the Navier-Stokes equation in the energy space; such a possibility would be very similar to
the behavior established here for the harmonic map heat flow.
1.6.3. The Wave Map equation. The hyperbolic counterpart of the harmonic map heat flow
is the wave map; since it is time reversible, there is no difference between shrinkers and ex-
panders. Such self-similar solutions have been constructed by Shatah [44], Cazenave-Shatah-
Tahvildar-Zadeh [7], see also Germain [20, 21] and Widmayer [51] for their uniqueness prop-
erties. The nonlinear stability of these solutions (with a perturbation at the blow up time)
seems to be an open problem, but stability of blow up has been established by Donninger [15].
1.7. Plan of this paper. The rest of the paper is organized as follows. In the next section,
we prove Theorem 1.1 and derive qualitative properties for the self-similar expanders which
will be used in the subsequent sections. The section 3 and 4 are devoted to the stability
of the expanders and the uniqueness result (Theorem 1.3 and 1.6). In section 5, we study
the Ginzburg-Landau regularization equation. Finally we collect technical results such as
the comparison principle and the regularity estimates for the harmonic map heat flow in the
appendix.
1.8. Notations and conventions. We use the following conventions:
• C denotes a constant whose value may change from one line to the next. For quantities
A and B, we denote A . B if A ≤ CB.
• 〈y〉 =
√
1 + |y|2 for y ∈ R.
• x ∈ Rd usually denotes the space variable and r = |x| is the radial variable.
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Solutions of PDEs such as (1.2) and (1.4) are always understood in the sense of distribu-
tions. When radial notation is used, such as in (1.4), this is simply as a notational convenience,
and we do not think of the PDE as set on the half line.
For instance, h ∈ L∞t,x solves (1.4) on [0, T ) if and only if: for any ϕ ∈ C∞0 ([0, T ) × Rd),∫ ∞
0
∫
Rd
h (−ϕt −∆ϕ) dx dt+
∫ ∞
0
∫
Rd
d− 1
2|x|2 sin(2h)ϕdx dt =
∫
h0 ϕ(t = 0) dx.
Notice that if u is given by the corotational ansatz (1.3), with h locally in H1t,x - which
includes solutions studied here - the formulations (1.2) and (1.4) are equivalent. This follows
from the equality (in the sense of distributions)
∂tu−∆u− |∇u|2u =
( − sinh
(cos h) x|x|
)[
∂th−∆h− d− 1
2|x|2 sin(2h)
]
.
2. Analysis of self-similar expanders
In this section we derive various properties of the self-similar expanders, which play crucial
roles in the whole of this paper.
2.1. The equation satisfied by self-similar expanders. Define the self-similar variables
s = log t, ρ =
r√
t
,
and let
v(s, ρ) = h(es, es/2ρ).
The equation (1.4) becomes in these variablesvs − vρρ −
(
d− 1
ρ
+
ρ
2
)
vρ +
d− 1
2ρ2
sin(2v) = 0,
v(s, ρ) ∼ h0(es/2ρ) as s→ −∞.
(2.1)
Self-similar solutions (”expanders”) ψ( r√
t
) in the original variables become stationary solu-
tions ψ(ρ) in these new variables; namely, they solve
ψ′′ +
(
d− 1
ρ
+
ρ
2
)
ψ′ − d− 1
2ρ2
sin(2ψ) = 0. (2.2)
First, we notice that reasonable solutions to this ODE must have data ψ(0) = 0, π2 , or π, and
that ψ(0) = π2 implies that ψ ≡ π2 .
Taking into account the symmetry between 0 and π (north and south poles of the sphere),
we will focus on the following problem for ψ = ψα:ψ′′ +
(
d− 1
ρ
+
ρ
2
)
ψ′ − d− 1
2ρ2
sin(2ψ) = 0,
ψ(0) = 0, ψ′(0) = α.
(2.3)
where α is a given nonnegative constant. The case of south pole boundary conditions (1.7)
can be immediately deduced by the transform ψ 7→ π − ψ.
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2.2. First properties of the profile ψα. Part of the results in the following proposition
can be found in [22]; we then only sketch their proofs and refer to [22] for more details. New
results are related in particular to the important function
ϕ(ρ) = ϕα(ρ) =
d
dα
ψα(ρ).
The sign of this function controls the stability of expanders since it is a zero-eigenfunction of
the linearized equation of (1.4) around the expanders: indeed, ϕα satisfiesϕ′′α +
(
d− 1
ρ
+
ρ
2
)
ϕ′α −
d− 1
ρ2
cos(2ψα)ϕα = 0 in R+,
ϕα(0) = 0, ϕ
′
α(0) = 1.
(2.4)
(we refer to Subsection 2.4 for the precise sense in which the initial data is assumed; and for
the construction of the solution in a more general framework).
Proposition 2.1. (i) For any α ≥ 0, (2.3) admits a unique global solution. It is such
that α 7→ ψα(ρ) is smooth (analytic) for any ρ; furthermore 0 ≤ ψα(ρ) ≤ π for any ρ.
(ii) The derivative of ψ satisfies the bound |ψ′(ρ)| ≤ C
ρ3
, locally uniformly in α. In partic-
ular, ψ(ρ) has a limit as ρ→∞, denoted ψ(∞).
(iii) The map α 7→ ψα(∞) is real analytic.
(iv) For α > 0, if ψα([0, R]) ⊂ [0, π2 ), then ψ′α(ρ) > 0 for ρ ∈ [0, R].
(v) For α > 0, if ψα([0, R]) ⊂ [0, π2 ), then ϕα(ρ) = ddαψα(ρ) > 0 for ρ ∈ (0, R].
(vi) If 3 ≤ d ≤ 6, for any number K ∈ N, there exists a neighbourhood UK of π2 such that,
if s ∈ UK , the set {α such that ψα(∞) = s} has cardinal ≥ K.
(vii) If d ≥ 7, then for any α > 0 and ρ > 0, ψα(ρ) < π2 ; for any α > 0, ρ 7→ ψα(ρ) is
increasing; and finally limα→∞ ψα(ρ) = π2 for any ρ > 0.
Proof. (i) In order to prove existence and continuous dependence, the difficulty is to solve in
a neighbourhood of zero, but this can be achieved by a fixed point argument, similar to the
one used below in the proof of Lemma 2.4.
To prove that ψα is valued in [0, π], notice that
setting H(ρ) = ρ2ψ′(ρ)2 − (d− 1)(sinψ(ρ))2, d
dρ
H(ρ) = −ρ2ψ′(ρ)2
(
ρ+
2(d− 2)
ρ
)
≤ 0.
The conclusion follows since H(0) = 0, while H(ρ) > 0 if ψ(ρ) = 0 or π, and ψ′(ρ) 6= 0.
(ii) To prove this statement, use that the differential inequality above implies that, setting
F (ρ) = ρ2ψ′(ρ)2, it satisfies
F ′(ρ) + ρF (ρ) ≤ (d− 1) sin(2ψ(ρ))ψ′(ρ) ≤ ρ
2
F (ρ) +
C
ρ3
.
The desired result follows by integrating the differential inequality F ′(ρ) + ρ2F (ρ) ≤ Cρ3 ; we
refer to [22] for more details.
(iii) Since ψ is constructed by a fixed point argument in a neighbourhood of 0, it follows that
α 7→ (ψα(R), ψ′α(R)) is analytic for R sufficiently small, and hence for all R > 0 since the
equation is regular away from ρ = 0. Thus to obtain analyticity of α 7→ ψα(∞), it suffices to
show that (ψα(R), ψ
′
α(R)) 7→ ψα(∞) is analytic, for R sufficiently big. To simplify notations,
we will only do so for (ψα(R), ψ
′
α(R)) in a neighbourhood of zero. Observe that solving the
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equation (2.3) for ρ > R with data (ψ(R), ψ′(R)) = (β, γ) is equivalent to the fixed point
problem
ψ(ρ) = β + γ
∫ ρ
R
s1−de−
s2
4 ds︸ ︷︷ ︸
Ψ(ρ)
+
d− 1
2
∫ ρ
R
s1−de−
s2
4
∫ s
R
td−3e
t2
4 sin(2ψ(t)) dt ds︸ ︷︷ ︸
T (ψ)(ρ)
.
For β, γ sufficiently small, and R sufficiently large, it is easy to see that the map ψ 7→
β+γΨ+T (ψ) is a contraction in a ball of L∞(R,∞) centered at 0 of sufficiently small radius.
The above problem can then be solved by Neumann series to give
ψ =
∞∑
n=0
T n(β + γΨ).
Next expand T as
T (ψ) =
∞∑
k=0
d− 1
2
(−2)2k+1
(2k + 1)!
∫ ρ
R
s1−de−
s2
4
∫ s
R
td−3e
t2
4 [ψ(t)]2k+1 dt ds =
∞∑
k=0
Tk(ψ),
which finally gives the expansion
ψ =
∞∑
n=0
∑
k1,...,kn
Tk1 . . . Tkn(β + γΨ),
which converges absolutely in L∞. Taking the trace at infinity (which is possible since Tkf
converges at ∞ for any bounded f),
ψ(∞) =
∞∑
n=0
∑
k1,...,kn
[Tk1 . . . Tkn(β + γΨ)] (∞).
Expanding a last time in β and γ, this gives the desired convergent expansion, hence analyt-
icity of the map (β, γ) 7→ ψ(∞), which was the desired result.
(iv) Arguing by contradiction, assume that there exists ρ0 ∈ (0, R] such that ψ′α(ρ0) = 0 and
ψ′α(ρ) > 0 if ρ ∈ [0, ρ0). The equation satisfied by ψα implies that ψ′′α(ρ0) > 0, which yields
the desired contradiction.
(v) Define ϕ(ρ) = ϕ
α
(ρ) = α−1ρψ′α(ρ). It solvesϕ′′α +
(
d− 1
ρ
+
ρ
2
)
ϕ′
α
− d− 1
ρ2
cos(2ψα)ϕα = −ϕα in R+,
ϕ
α
(0) = 0, ϕ′
α
(0) = 1.
(2.5)
(this is related to time translation invariance of (1.4)). We know from (iv) that if ψα([0, R]) ⊂
[0, π2 ), then ψ
′
α(ρ) > 0 for all ρ ∈ [0, R]. By definition of ϕα(ρ), this implies that ϕα(ρ) > 0
for ρ ∈ [0, R].
Considering the equations satisfied by ϕ and ϕ, the comparison principle (Lemma A.1)
implies that ϕα(ρ) ≥ ϕα(ρ) > 0 for all ρ ∈ [0, R].
(vi) is proved by comparing the solution of (2.3) to that of the ODE for (stationary) harmonic
maps ζ ′′ +
d− 1
r
ζ ′ − d− 1
2r2
sin(2ζ) = 0 in R+,
ζ(0) = 0, ζ ′(0) = 1,
(2.6)
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which was studied in [28]. For 3 ≤ d ≤ 6, the solution ζ converges as r → ∞ to π2 by
oscillating around this value. Using in addition Corollary A.4 gives the result; we refer to [22]
for more details.
(vii) We will also use the function ζ introduced above, using this time that, for d ≥ 7, it
converges to π2 and remains increasing for r > 0 (see [28]). Denote ζα′ the solution of the
above equation with data (ζ(0), ζ ′(0)) = (0, α′) (simply obtained by dilation from ζ). Using
that ζ ′ > 0, it appears that
ζ ′′ +
(
d− 1
ρ
+
ρ
2
)
ζ ′ − d− 1
2ρ2
sin(2ζ) ≥ 0.
Setting g = ρη(ζα′ − ψα) (where η is a constant whose value will be fixed soon), one checks
easily that
g′′ +
(
d− 1− 2η
ρ
+
ρ
2
)
g′ +
(
η2 + (2− d)η + d− 1
ρ2
− η
2
)
g ≥ 0.
as long as ζα′ ≥ ψα. By choosing α′ = 2α sufficiently big, one can ensure that g′(0) > 0.
Therefore, g is increasing in a neighbourhood of zero. Furthermore, since d ≥ 7, it is possible
to choose η such that the coefficient of g in the above is < 0. But then, g cannot reach a local
maximum for ρ > 0, or the equation on g would be contradicted. Therefore, g(ρ) > 0 for all
ρ > 0, which implies in particular that ψ < π2 .
This implies by (iv) that ρ 7→ ψα(ρ) is increasing.
Finally, the fact that limα→∞ ψα(ρ) = π2 follows by comparison with ζ; the reader is refered
to [22] for more details. 
2.3. Study of ϕα(ρ) =
d
dαψα(ρ). Define
α∗ = sup{β > 0 such that ϕα(ρ) > 0 for all ρ > 0 and all α ∈ (0, β)}
α0 = sup{β > 0 such that ψα(ρ) < π
2
for all ρ and all α ∈ (0, β)} (2.7)
Notice first that
α0, α
∗ ∈ (0,∞].
Indeed, by Proposition 2.1 (i) and (ii), for α small, ψα(ρ) is valued in, say (0,
1
100) for ρ > 0.
By Proposition 2.1 (v), this implies that, for α small, ϕα(ρ) > 0 for ρ > 0.
Proposition 2.2. (i) For any α, ϕα(ρ) has a limit as ρ→∞, which we denote ϕα(∞).
(ii) If 3 ≤ d ≤ 6, α0 < α∗ < ∞, and in particular ψα∗(∞) > π2 . Furthermore, there
exists a finite set {αi, i = 1 . . . N}, contained in [α0, α∗), such that ϕα(∞) > 0 for all
α ∈ (0, α∗) \ {αi, i = 0 . . . N}.
(iii) If d ≥ 7, α0 = α∗ =∞, and ϕα(∞) > 0 for all α > 0.
Proof. (i) The convergence of ϕα as ρ→∞ is a consequence of Lemma A.2.
(iii) If d ≥ 7, Proposition 2.1 (vii) implies that α0 =∞, and it is clear from (v) that α∗ ≥ α0,
hence α∗ =∞.
Arguing by contradiction, suppose that there exists α˜ ∈ (0,∞) such that ϕα˜(∞) = 0. By
monotonicity of α 7→ ψα, − cos(2ψα˜) < − cos(2ψα) if α˜ < α. Then the comparison principle
shows that ϕα˜ ≥ ϕα ≥ 0 if α˜ < α <∞, which implies ϕα(∞) = 0 for the same range of α.
By Proposition 2.1 and Lemma A.2, ψα(ρ) and ϕα(ρ) converge uniformly in α, as ρ→∞,
to ψα(∞) and ϕα(∞) respectively. Therefore it is possible to commute ddα and limρ→∞ to
obtain that ddαψα(∞) = ϕα(∞).
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But then ϕα(∞) = 0 for α˜ < α < ∞ implies that ψα(∞) ≡ π2 for α˜ < α < ∞ by
Proposition 2.1 (vii). However the behavior of ψα(∞) near α = α˜ contradicts the analyticity
in Proposition 2.1 (iii).
(ii) If 3 ≤ d ≤ 6, Proposition 2.1 (vi) implies that α0 <∞ and α∗ <∞.
If α < α0, ψα takes values in (0,
π
2 ), and we learn from Proposition 2.1 (v) that ϕα > 0
which implies α∗ ≥ α0. We next show α∗ > α0. Arguing by contradiction, assume that this is
not the case and that α∗ = α0. First observe that ϕα0(ρ) > 0 for all ρ > 0 (indeed, ϕα0(ρ) ≥ 0
for all ρ and if for some ρ, ϕα(ρ) = ϕ
′
α(ρ) = 0, then ϕα = 0). Then there are essentially three
possibilities:
• If ϕα0(∞) > 0, using continuous dependence of the solution on α, we can find δ =
δ(R) > 0 such that, if α ∈ (α0, α0 + δ), ϕα(∞) > 0 and ϕα(ρ) > 0 if 1 < ρ < R.
By Corollary A.3, this implies that ϕα(ρ) > 0 for all ρ if α ∈ (α0, α0 + δ). But this
contradicts α0 = α
∗.
• If ϕα0(∞) = 0, then, relying on analyticity, there exists δ > 0 such that ϕα(∞) has a
constant, nonzero, sign for α ∈ (α0, α0 + δ). If ϕα(∞) > 0 for α ∈ (α0, α0 + δ), one
can argue as in the previous case.
• Therefore matters reduce to the case where ϕα0(∞) = 0 and ϕα(∞) < 0 for α ∈
(α0, α0 + δ). This implies that ψα(∞) < π2 for α ∈ (α0, α0 + δ). Taking δ sufficiently
small, we can ensure by continuity of the map α 7→ ψα(ρ) that, for α ∈ (α0, α0 + δ),
ψα(ρ) <
π
2 for ρ < R, where R can be chosen arbitrarily large. By Corollary A.4, this
implies that ψα(ρ) <
π
2 for all ρ > 0 and α0 < α < α0+δ. But then Proposition 2.1 (v)
implies that ϕα(∞) ≥ 0 for α0 < α < α0+δ, and thus ψα(∞) ≥ π2 for α0 < α < α0+δ.
This is the desired contradiction.
Finally for α0 < α < α
∗, it is clear that ϕα(∞) ≥ 0 (indeed, ϕα(ρ) > 0 for all ρ, so it suffices
to take the limit). By analyticity of α 7→ ϕα(∞), this map can only vanish on a discrete set
without accumulation point.

The following corollary now implies Theorem 1.1.
Corollary 2.3. (i) Given ℓ ∈ (0, π2 ] if 3 ≤ d ≤ 6, and ℓ ∈ (0, π2 ) if d ≥ 7, there exists a
unique α such that
ψα(∞) = ℓ and 0 ≤ ψα(ρ) ≤ π
2
for all ρ > 0.
(ii) If 3 ≤ d ≤ 6, let
ℓ∗ = ψα∗(∞).
For ℓ ∈ (π2 , ℓ∗), there exists a unique α ∈ (α0, α∗) such that ψα(∞) = ℓ and ψα crosses
π
2 only once.
(iii) If d ≥ 7, there is no solutions satisfying ψα(∞) ∈ (0, π2 ) and ψα(0) = π.
Proof. (i) If d ≥ 7, this follows easily from Proposition 2.1.
It is also an easy consequence of Proposition 2.1 that if 3 ≤ d ≤ 6 and ℓ ∈ (0, π2 ), there
exists a unique α ∈ (0, α0) such that ψα(∞) = ℓ (recall that, in this case, ϕα > 0 by (v) in
Proposition 2.1).
If 3 ≤ d ≤ 6 and α > α0, let us now show that ψα((0,∞)) 6⊂ [0, π2 ]. By definition of α0, there
exists β ∈ (α0, α) and ρ0 > 0 (which we can assume to be minimal) such that ψβ(ρ0) = π2 .
If, on the one hand, there exists ρ1 < ρ0 such that ψα(ρ1) =
π
2 , we are done, since then
ψα(ρ) >
π
2 for ρ slightly larger than ρ1. If, on the other hand, such a ρ1 does not exist, then
by Proposition 2.1 (v), we obtain ψα(ρ0) =
π
2 , implying once again that ψα((0,∞)) 6⊂ [0, π2 ].
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This follows from Proposition 2.1 (v): once ψ crosses π2 , it cannot come back.
(ii) follows from the definition of α∗: if α < α∗, ϕα(ρ) > 0 for all ρ > 0, while ϕα(∞) ≥ 0,
and, by analyticity, the map α→ ψα(∞) is a bijection on (α0, α∗) .
(iii) follows from Proposition 2.1 (vii). Indeed this yields that for the data ψα(0) = π,
ψ′α(0) = −α, we see from the symmetry that ψα ∈ (π/2, π) for any α ≥ 0. 
2.4. A first variation on ϕα. The solution w to the ODE below will be the key to linear
and nonlinear stability of expanders, providing a tool similar to a spectral gap result. Define
first Z : [0,∞)→ [0,∞) to be a smooth increasing function such that
Z(ρ) =
{
ρ if ρ ≤ 1
ρ2 if ρ ≥ 2.
Lemma 2.4. For
α ∈
{
(0, α∗) \ {αi, i = 1 . . . N} if 3 ≤ d ≤ 6
(0,∞) if d ≥ 7
there exists κ0 = κ0(α) > 0 such that for each κ < κ0 the problemw′′ +
(
d− 1
ρ
+
ρ
2
)
w′ − d− 1
ρ2
cos(2ψα)w +
κ
Z(ρ)
w = 0
w(0) = 0, w′(0) = 1, |w′(ρ)− 1| . ρ
(2.8)
has a unique solution w, which is furthermore positive for ρ > 0, and has a positive limit
w(∞) as ρ→∞.
Proof. Step 1: Local solvability. We focus first on solving the above ODE in a neighborhood
of zero. In particular, we can replace Z(ρ) by ρ in that region. Setting W (ρ) = w(ρ)ρ , the
ODE to be solved becomes{
W ′′ +
(
d+1
ρ +
ρ
2
)
W ′ −
[
d−1
ρ2 cos(2ψα)− d−1ρ2 − κρ − 12
]
W = 0
W (0) = 1, |W ′(ρ)| . 1.
This is in turn equivalent to the fixed point formulation
W (ρ) = 1 +
∫ ρ
0
s−1−de−
s2
4
∫ s
0
td+1e
t2
4
[
d− 1
t2
cos(2ψα)− d− 1
t2
− κ
t
− 1
2
]
W (t) dt ds︸ ︷︷ ︸
T (W )
for W ∈ L∞. We see that T satisfies
‖TW‖L∞(0,δ) . δ‖W‖L∞(0,δ),
‖TW − TW ′‖L∞(0,δ) . δ‖W −W ′‖L∞(0,δ),
Therefore T is a contraction on the ball B(0, 2) of L∞(0, δ), for δ sufficiently small. Thus,
Banach’s fixed point theorem gives the existence and uniqueness of W in L∞(0, δ); it also
gives smooth (analytic) dependence on κ of w(ρ) for any ρ ∈ (0, δ).
Step 2: Prolonging w and positivity. The solution w can be prolonged to [0,∞) by Lemma A.2.
Since the ODE is smooth away from zero, we obtain that w(ρ) depends smoothly on κ for any
ρ > 0. By the uniform convergence estimate (A.2), we get that w(∞) depends continuously
on κ. For κ = 0, w = ϕα which is positive for any ρ > 0, and such that ϕα(∞) > 0.
We now use the continuous dependence of w(ρ) (for any ρ) and w(∞) on κ to find κ0 such
that: for any κ ∈ (0, κ0), w(ρ) > 0 for any ρ ∈ (0, R0) (where R0 is defined in Corollary A.3)
as well as w(∞) > 0. Then, Corollary A.3 implies that w(ρ) > 0 for any ρ. 
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2.5. A second variation on ϕα. This last ODE result will be important for the asymptotic
stability of the self-similar expanders.
Lemma 2.5. For
α ∈
{
(0, α∗) if 3 ≤ d ≤ 6
(0,∞) if d ≥ 7
the problem y′′ +
(
d− 1
ρ
+
ρ
2
)
y′ − d− 1
ρ2
cos(2ψα)y +
y
2
= 0,
y(0) = 0, y′(0) = 1,
(2.9)
has a unique solution, which is positive for ρ > 0 and satisfies lim
ρ→∞ρy(ρ) > 0.
Proof. Existence can be obtained by standard ODE techniques, for instance as in Step 1 of
Lemma 2.4.
Turning to the statements that y(ρ) > 0 and limρ→∞ ρy(ρ) > 0, the proof follows closely
[41, Appendix], but we nevertheless give its outline. To this end, we recall a set of lemmata
from [41].
Lemma 2.6. [41, Proposition B.1] Consider the differential equation:
(p0(t)w
′)′ + p0(t)q0(t)w = 0 (2.10)
where p0(t) = exp(C0t +
1
4e
2t) (with C0 ∈ R is a constant), and q0 ∈ C(R) ∩ L∞(R). Let
w ∈ C2(R) be a solution of (2.10). Then there exists some ℓ ∈ R such that
lim
t→∞w(t) = ℓ.
Furthermore, ℓ = 0 if and only if ∫ ∞
τ
dt
p0(t)w2(t)
=∞
for some τ ∈ R.
The next lemma is almost identical with [41, Proposition A.1] except the initial condition.
Since it is proved in the same manner, we omit the proof.
Lemma 2.7. Consider the two equations:
(p(r)u′)′ + q(r)u = 0, (2.11)
(p(r)v′)′ +Q(r)v = 0, (2.12)
where p, q, Q ∈ C([0,∞)), p(r) > 0 for r > 0, and Q(r) ≥ q(r) on [0,∞) with Q ≡/ q.
Assume that (2.12) has a positive solution v on (0,∞) such that v(0) = 0, and v′(0) exists.
Let u be a solution of (2.11) satisfying u(0) = 0 and u′(0) > 0. Then u is positive on (0,∞)
and satisfies ∫ ∞
R
dr
p(r)u2(r)
<∞
for any R > 0.
We now complete the proof of Lemma 2.5. Since (2.5) has a positive solution ϕ, the
comparison principle shows y is also positive on (0,∞). Set w(t) = ρy(ρ) with ρ = et, then
w satisfies (2.10) with C0 = d− 4 and q0(t) = −(d− 1) cos(2ψ(et))− d+ 3.
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Lemma 2.6 yields that w(t) converges to some ℓ ≥ 0 as t→∞; to get that ℓ > 0, it suffices
to show that ∫ ∞
c
dt
p0(t)w2(t)
<∞. (2.13)
Now observe that u(r) = y(r) and v(r) = ϕ(r) satisfy (2.11) and (2.12) respectively in Lemma
2.7 with p(r) = rd−1e
r2
4 , q(r) = −rd−3e r
2
4 (cos(2ψ(r))− r22 ) and Q(r) = −rd−3e
r2
4 (cos(2ψ(r))−
r2). Since Q(r) ≥ q(r) on [0,∞) and ϕ is positive on (0,∞), Lemma 2.7 shows∫ ∞
R
dρ
p(ρ)y2(ρ)
<∞,
which is nothing but (2.13) upon changing the integration variable to t = log ρ. 
3. Stability of self-similar expanders
In this section, we study the stability property of the self-similar expanders. In particular,
it will be shown that there exist two different expanders (originating at the north and south
poles respectively) evolving from the same initial data such that both are stable as stated in
Theorem 1.3.
To this end, define first the set E of values for which an expander as in Proposition 2.2 is
available:
E =
{
(0, ℓ∗ = ψα∗(∞)) \ {ψαi(∞), i = 1 . . . N} if 3 ≤ d ≤ 6
(0, π2 ) if d ≥ 7
(notice in particular that, for 3 ≤ d ≤ 6, E ⊃ (0, π/2)). The main result of this section reads
as follows.
Theorem 3.1. Consider (1.4) with data h0 ∈ L∞ such that
h0(0) = ℓ ∈ E, |h0(r)− h0(0)| . r. (3.1)
Denote ψ = ψ[ℓ] for the profile of the self-similar expander satisfying ψ(∞) = ℓ given by
Proposition 2.2.
(i) (Small perturbations) If ‖h0 − ℓ‖L∞ is sufficiently small, then (1.4) admits a global
solution such that for all t, r ≥ 0,∣∣∣∣h(t, r)− ψ( r√t
)∣∣∣∣ . ‖h0 − l‖L∞ . (3.2)
(ii) (Large perturbations) Assuming that
|∂rh0(r)| . 1
r
and |∂2rh0(r)| .
1
r2
,
there exists T > 0 and a solution h ∈ L∞(0, T ;L∞) to (1.4) such that |h(t, r)| .
min(1, r√
t
). It is close to ψ in the following sense: for all ǫ > 0, there exists ζ > 0
such that
t+ r < ζ =⇒
∣∣∣∣h(t, r)− ψ( r√t
)∣∣∣∣ < ǫ. (3.3)
Furthermore, h satisfies the local energy inequality (1.1).
Theorem 1.3 follows from (ii). In section 3.5, an asymptotic stability result for the ex-
panders is also shown.
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The proof of Theorem 3.1 will rely on the perturbed initial value problem satisfied by
f = h− ψ
(
r√
t
)
if h solves (1.4):ft − frr −
d− 1
r
fr +
d− 1
2r2
[
sin
(
2
(
ψ
(
r√
t
)
+ f
))
− sin
(
2ψ
(
r√
t
))]
= 0
f(t = 0) = f0 = h0 − ℓ.
(3.4)
Notice that our assumptions on h0 imply that |f0(r)| . r and f0 ∈ L∞.
3.1. Linear stability. We start by proving estimates on the linearized problem at time 1:ft − frr −
d− 1
r
fr +
d− 1
r2
cos
(
2ψ
(
r√
t
))
f = F
f(t = 1) = f0.
(3.5)
In the self-similar variables
s = log t, ρ =
r√
t
, v(s, ρ) = f(es, e
s
2ρ) = f(t, r),
it becomes {
vs +Hαv = F,
v(s = 0) = v0
(3.6)
with
Hαv = −vρρ −
(
d− 1
ρ
+
ρ
2
)
vρ + Vαv where Vα =
d− 1
ρ2
cos(2ψα). (3.7)
Define further the functional space L∞[w] by its norm
‖f‖L∞[w] =
∥∥∥∥ fw
∥∥∥∥
L∞
.
Here and in the following, w is always as in Lemma 2.4, associated to some fixed κ ∈ (0, κ0).
Lemma 3.2. Assume
α ∈
{
(0, α∗) \ {αi, i = 1 . . . N} if 3 ≤ d ≤ 6
(0,∞) if d ≥ 7.
Assume furthermore that v0 ∈ L∞ρ [w], ZF ∈ L∞s L∞ρ [w]. Then there exists a unique solution
in L∞s L∞ρ [w] to (3.6) satisfying the estimate
‖v‖L∞s L∞ρ [w] . ‖v0‖L∞ρ [w] + ‖ZF‖L∞s L∞ρ [w]. (3.8)
Proof. Step 1: Existence in L∞s,ρ. In order to prove the existence of a solution to (3.6) in L∞s,ρ,
consider the regularized problem {
vǫs +H
ǫ
αv
ǫ = F,
vǫ(s = 0) = v0,
where Hǫαv = −vρρ −
(
d−1
ρ +
ρ
2
)
vρ +
d−1
ǫ+ρ2
cos(2ψα)v. Without loss of generality, we may
assume v0 ≥ 0 and F ≥ 0. By noticing that v0 ∈ L∞ρ and F ∈ L∞s,ρ, it is easy to see that this
problem has global solutions (indeed, coming back to the original variables, this is nothing but
a heat equation with a bounded potential). Moreover these solutions are uniformly bounded
in ε > 0 in L∞s,ρ([0, T ] ×R+) for each T > 0, that is, there exists CT > 0 such that
‖vδ‖L∞([0,T ]×R+) ≤ CT . (3.9)
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Indeed we see from the equation that
vεs = −Hεαvε + F
≤ vερρ +
(
d− 1
ρ
+
ρ
2
)
vερ +
d− 1
ρ20
vε + F,
where ρ0 > 0 is the minimal zero of the function cos(2ψα). By the maximum principle, we
have
‖vε(s)‖L∞ρ ≤ e
d−1
ρ20 ‖vε0‖L∞ρ + ‖F‖L∞s,ρT,
which shows (3.9).
Switching back to the original variables (t, r), with vǫ(s, ρ) = f ǫ(es, es/2ρ) = f ǫ(t, r), and
f ǫ(t = 1, r) = vǫ(s = 0, r), the equation solved by f ǫ can be written in Duhamel form as
f ǫ = e(t−1)∆v0 +
∫ t
1
e(t−t
′)∆
[
F ǫ − d− 1
ǫ+ r2
cos
(
2ψ
(
r√
t
′
))
f ǫ
]
dt′.
Observe that F ǫ− d−1ǫ+r2 cos
(
2ψ
(
r√
t
′
))
f ǫ is locally bounded in LptL
q
x for all p <∞ and q < d2 ,
uniformly in ǫ > 0, as well as bounded on the domain {r > 1}. By maximal regularity
of the Laplacian (see for instance Lemarie´-Rieusset [36], Theorem 7.3), this gives for any
1 ≤ T1 < T2, p <∞ and q < d2 , bounds on the derivatives of f ǫ which are uniform in ǫ:
‖∂tf ǫ‖Lp(T1,T2,Lqloc) + ‖∆f
ǫ‖Lp(T1,T2,Lqloc) . 1.
Using these bounds and the Rellich-Kondrakov embedding theorem, it is not hard to pass to
the limit ǫ → 0 and get the existence of a solution f(t, r), hence v(s, ρ) of (3.6). By (3.9),
this leaves us with a solution f ∈ L∞t L∞x , such that ∂tf and ∆f belong locally to LptLqx, for
p <∞, q < d2 .
Observe that the above estimates actually show that any solution in L∞t L∞x is such that
∂tf and ∆f belong locally to L
p
tL
q
x, for p <∞, q < d2 .
Step 2: Maximum principle. We prove that the maximum principle holds: we assume that
v0 ≤ 0 and (∂s +Hα)v ≤ 0, and that v ∈ L∞t L∞x , with ∂tv and ∆v locally in LptLqx for p <∞
and q < d2 ; and aim at showing that v(s) ≤ 0 for any s ≥ 0.
We will use Stampacchia’s method by bounding the L2 norm of v+ = max(0, v). Assume
for the moment that there exists R > 0 such that v+ is supported on B(0, R). Proceeding as
in Sohr [45] for example, an energy estimate gives
1
2
d
ds
∫
R+
|v+|2 ρd−1 dρ ≤
∫
R+
v+
[
∂2ρ +
d− 1
ρ
∂ρ +
ρ
2
∂ρ − Vα
]
v ρd−1 dρ = I + II + III.
By the space-time bounds on v, it is not hard to justify standard integrations by parts which
give
I = −
∫
R+
|∂ρv+|2 ρd−1 dρ
II = −d
4
∫
R+
|v+|2 ρd−1 dρ
III = −
∫
R+
Vα|v+|2 ρd−1 dρ .
∫
R+
|v+|2 ρd−1 dρ
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(using in the last inequality that Vα is bounded from below). This implies the differential
inequality
d
ds
∫
R+
|v+|2 ρd−1 dρ .
∫
R+
|v+|2 ρd−1 dρ,
which, combined with the fact that
∫
R+
|v+|2 ρd−1 dρ = 0 at s = 0, results in the identity
v+ ≡ 0.
This is the desired result, but it was derived under a compact support assumption on v+.
In order to get rid of this assumption, introduce z = v − ǫ(Ms + log〈ρ〉). Observe that it
satisfies the compact support property for all ǫ > 0; choosing M sufficiently big, it satisfies
furthermore for all ǫ > 0, and for s sufficiently small
(∂s +Hα)z ≤ 0.
The same approach as for v can be applied to show z+ = 0 for s sufficiently small, and then,
iterating, for s > 0.
Step 3: Inhomogeneous estimate. For v as in the statement of the lemma, define
z := v − (‖v0‖L∞[w] +
‖ZF‖L∞s L∞ρ [w]
κ
)w.
Obviously, z(s = 0) ≤ 0. Furthermore, by the definition of w, Hαw = κZ(ρ)w, therefore
(∂s +Hα)z ≤ (∂s +Hα)v − ‖ZF‖L∞s L∞ρ [w]
w
Z
≤ 0.
Therefore we have z(s) ≤ 0 for s > 0. Similary for z′ := v + (‖v0‖L∞[w] +
‖ZF‖L∞s L∞ρ [w]
κ )w, if
z′(s = 0) ≥ 0 then z′(s) ≥ 0 for s > 0, which is the desired estimate (3.8), and also implies
the uniqueness. 
3.2. Proof of Theorem 3.1 (i): stability for small perturbations.
Step 1: Solvability from time t = δ. We consider the perturbation from the self-similar ex-
pander f = h− ψ(·/√t). For given data at t = δ, the initial value problem (1.4) becomesft − frr −
d− 1
r
fr +
d− 1
2r2
[
sin
(
2
(
ψ
(
r√
t
)
+ f
))
− sin
(
2ψ
(
r√
t
))]
= 0,
f(t = δ) = f0.
(3.10)
We will prove that this problem is globally well posed, uniformly in δ > 0. More precisely,
we want to show that there exists ε1 > 0 such that: if ‖f0‖L∞[w(·/√δ)] ≤ ε1, then it admits a
unique solution such that
‖f‖L∞(δ,∞;L∞[w(·/√t)]) . ‖f0‖L∞[w(·/√δ)]. (3.11)
In order to prove this assertion, we use the self-similar variables s = log t, ρ = r√
t
, and set
v(s, ρ) = f(es, es/2ρ) = f(t, r). Then (3.10) becomesvs − vρρ − (
d− 1
ρ
+
ρ
2
)vρ +
d− 1
2ρ2
[sin(2(ψ + v))− sin(2ψ)] = 0,
v(s = log δ) = f0(
√
δ ·).
or vs +Hαv +
J(v)
ρ2
= 0,
v(s = log δ) = f0(
√
δ ·),
(3.12)
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where Hα is defined in (3.7) and
J(v) =
d− 1
2
[sin(2(ψ + v))− sin(2ψ) − 2 cos(2ψ)v]. (3.13)
(notice that it satisfies |J(v)| . |v|2). The problem is reduced to that of showing the existence
of v such that
‖v‖L∞(log δ,∞;L∞[w]) . ‖f0(
√
δ ·)‖L∞[w]. (3.14)
It is now easy to solve (3.12) by a standard contraction argument. Indeed by Duhamel’s
formula, it can be written
v(s) = e−sHαf0(
√
δ ·) +
∫ s
log δ
e(σ−s)Hα
J(v(ρ, σ))
ρ2
dσ =: B(v).
Lemma 3.2, along with the bound |J(u)| . |u|2, gives the estimate
‖B(v)‖L∞s L∞ρ [w] . ‖f0(
√
δ ·)‖L∞[w] +
∥∥∥∥Zρ2 v2
∥∥∥∥
L∞s L∞ρ [w]
. ‖f0(
√
δ ·)‖L∞[w] + ‖v‖2L∞s L∞ρ [w],
where we have used the fact Zw . ρ2 in the second line. Similarly we have
‖B(v)−B(v˜)‖L∞s L∞ρ [w] . max(‖v‖L∞s L∞ρ [w], ‖v˜‖L∞s L∞ρ [w])‖v − v˜‖L∞s L∞ρ [w].
Thus the map B is a contraction on a small ball in L∞t L∞[w], which gives the desired result.
Step 2: Limiting procedure as δ → 0 By the assumption (3.1) and the positivity of w, there
exists δ0 > 0 such that for δ < δ0, ‖f0‖L∞[w(·/√δ)] ≤ ε1 holds. Hence, Step 1 gives a sequence
of solutions f δ of (3.10) with data f0 at time δ: for any ϕ ∈ C∞([0,∞) × Rd),∫ ∞
δ
∫
f δ (−ϕt −∆ϕ) dx dt
+
∫ ∞
δ
∫
d− 1
2|x|2
(
sin(2(ψ(|x|/
√
t) + f δ))− sin(2ψ(|x|/
√
t))
)
ϕdx dt
=
∫
f0 ϕ(t = δ) dx.
(3.15)
Furthermore,
‖f δ‖L∞(δ,∞;L∞[w(·/√t)]) . ‖f0‖L∞[w(·/√δ)] ≤ Cε1. (3.16)
Arguing as in Section 3.1, we obtain by maximal regularity of the Laplacian, for any 0 <
T1 < T2, p <∞ and q < d2 , bounds on the derivatives of f δ which are uniform in δ:
‖∂tf δ‖Lp(T1,T2,Lq) + ‖∆f δ‖Lp(T1,T2,Lq) . 1.
By the above bounds and the Banach-Alaoglu and Rellich-Kondrakov theorems, we can find
a sequence (δn) going to zero such that f
δn converges weakly locally in Lpt,x to some f for all
finite p; and furthermore f δn converges strongly in L1 on compact sets avoiding {t = 0}.
Here f is bounded since
|f δ(t, r)| ≤ Cε1w( r√
t
) ≤ Cε1‖w‖∞
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holds uniformly in δ > 0. It is then easy to pass to the limit in (3.15) to see that f satisfies∫ ∞
0
∫
f (−ϕt −∆ϕ) dx dt
+
∫ ∞
0
∫
d− 1
2|x|2
(
sin(2(ψ(|x|/
√
t) + f))− sin(2ψ(|x|/
√
t))
)
ϕdx dt
=
∫
f0 ϕ(t = 0) dx.
(3.17)
Finally since there exists a constant C > 0 independent of δ such that w(r/
√
t) ≤ Cw(r/
√
δ)
for t > δ, we see from (3.16) that
|f δ(t, r)| ≤ |f0(r)|
w( r√
t
)
w( r√
δ
)
≤ C|f0(r)|,
which yields (3.11).
3.3. Construction of sub- and super-solutions. In order to deal with large perturbations,
we construct local-in-time super- and subsolutions.
Proposition 3.3. Consider the equation for the perturbation in self-similar variables:
us +Hαu = −J(u)
ρ2
, (3.18)
(see (3.12)). Let M > 0, R > 0, and φ a smooth non decreasing function such that
0 ≤ φ ≤ 1 and

φ = 0 on [0, R]
φ > 0 on (R,∞)
φ = 1 on [2R,∞)
(3.19)
Then there exist η0 > 0, A > 0, s0 ∈ R such that for η ∈ (0, η0), the functions
u+(s, ρ) = ηw(ρ) +
(
M +
A
ρ2
)
φ(es/2ρ),
u−(s, ρ) = −u+
are super- and subsolutions respectively of (3.18), namely
(u+)s +Hαu+ ≥ −J(u+)
ρ2
, (3.20)
(u−)s +Hαu− ≤ −J(u−)
ρ2
(3.21)
for −∞ < s < s0.
Proof. We only prove here that u = u+ is a supersolution, since the fact that u− is a sub-
solution can be proved identically. First examine the left-hand side of (3.18). Decompose
first
(∂s +Hα)u+ = ηHαw︸ ︷︷ ︸
I
+φ(es/2ρ)Hα
(
M +
A
ρ2
)
︸ ︷︷ ︸
II
+
(
M +
A
ρ2
)(
−esφ′′(es/2ρ)− (d− 1)e
s/2
ρ
φ′(es/2ρ)
)
+
4A
ρ3
es/2φ′(es/2ρ)︸ ︷︷ ︸
III
.
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Lemma 2.4 gives
I =
κη
Z
w.
Recall that r = es/2ρ and introduce for convenience the notation
V =
d− 1
ρ2
cos(2ψα).
A computation gives
II = φ(r)
(
V (ρ)M + V (ρ)
A
ρ2
+
A
ρ2
+
2(d− 4)A
ρ4
)
.
Denote ℓ ∈ R for the limit at infinity of ρ2V (ρ); we know that V (ρ) = ℓ
ρ2
+ O
(
1
ρ3
)
. Due to
the support property of φ, this implies
II =
φ(r)
ρ2
(
Mℓ+A+ (M +A)O
(
es0/2
R
))
.
Finally, since φ′ and A are nonnegative,
III ≥ es
(
M +
A
ρ2
)(
−φ′′(r)− (d− 1)φ
′(r)
r
)
.
On the other hand, it is easy from the definition of J(u) in (3.13) to see that
|J(u)| ≤ C1 inf
(
1, u2
)
for a constant C1.
We now compare both sides of (3.18) by distinguishing between three regions.
If ρ ≤ Re−s/2, φ(r) = 0, so that (3.20) is satisfied if I = ηκw
Z
≥ C1
u2+
ρ2
= C1
η2w2
ρ2
, which is
implied by
η <
κ
C1
inf
ρ>0
ρ2
Zw
(notice that infρ>0
ρ2
Zw > 0), which can be achieved by choosing η0 sufficiently small.
If ρ ≥ 2Re−s/2, φ(r) = 1, so that (3.20) is satisfied if II ≥ C1
ρ2
or in other words
Mℓ+A+ (M +A)O
(
es0/2
R
)
≥ C1,
which can be guaranteed by first taking A sufficiently large, and then s0 sufficiently close
to −∞.
If ρ ∈ (Re−s/2, 2Re−s/2), none of I, II and III vanishes. First, we restrict s0 to be so close
to −∞ that
in II,
∣∣∣∣(M +A)O(es0R
)∣∣∣∣ < 1 and Aρ2 < M
(so that s0 depends on A, M , and R). Then, (3.20) is satisfied if
κηρ2
Z
w+φ(r)(Mℓ+A−1)−8R2M
(
|φ′′(r)|+ (d− 1) |φ
′(r)|
|r|
)
≥ C1 inf
(
1, (ηw + 2Mφ(r))2
)
.
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We can assume that s0 is so close to −∞ that ρ > 1 and |w(ρ) − w(∞)| < 12w(∞) for
ρes0/2 ≥ R. Then, assuming furthermore that A is so big that the second summand above is
nonnegative, it suffices to show that
κηρ2
2Z
w(∞)− 8R2M
(
|φ′′(r)|+ (d− 1) |φ
′(r)|
|r|
)
≥ C1 inf(1, (3
2
w(∞)η + 2Mφ)2).
This is true with a strict inequality for r = R by requiring that
η <
κ
10C1w(∞) infρ>1
ρ2
Z
.
By continuity, this remains true for r ∈ (R,R + δ), with δ > 0 and φ(R + δ) > 0. Thus we
only need to ensure that (3.20) holds if r ∈ (R + δ, 2R). For this to be true, it suffices that
for r ∈ (R+ δ, 2R),
φ(r)(Mℓ+A− 1)− 8R2M
(
|φ′′(r)|+ 2 |φ
′(r)|
|r|
)
≥ C1.
Using the fact that inf(R+δ,2R) φ > 0, this last inequality is ensured by taking A even bigger
if necessary. 
3.4. Proof of Theorem 3.1(ii): stability under large perturbations.
Step 1: Solvability from time t = δ. As in the proof of (i) (Section 3.2), we consider the prob-
lem (3.15) with data f0(r) = h0(r)− l priscribed at time t = δ > 0.
Since hδ/r is bounded, [4, Proposition III.1] can apply to show the existence of a smooth
solution f δ on (δ, Tδ) from the data f(t = δ) = f0 with some Tδ > δ.
To prolong these solutions f δ until some time T0 > δ uniformly in δ > 0, we switch to
self-similar coordinates (s, ρ) and will apply the extension criterion Proposition B.8. To this
end, we will use the comparison with sub- and supersolutions.
For η < η0 we apply Proposition 3.3 with some R, M > 0 to be chosen later, which gives
a subsolution u− and a supersolution u+ = −u−, both defined on [0, s0]. We will show that
there exist positive constants R, M , δ0 such that for any δ ∈ (0, δ0),
|f0(
√
δρ)| ≤ ηw(ρ) +
(
M +
A
ρ2
)
φ(
√
δρ)
holds, or equivalently,
|f0(r)| ≤ ηw
(
r√
δ
)
+
(
M +
δA
r2
)
φ(r). (3.22)
Let M = ‖f0‖L∞ , then (3.22) holds for r ≥ 2R, because Mφ(r) = ‖f0‖L∞ . To see that
(3.22) also holds when r < 2R, we set w(r) := inf{w(s)|0 < s < r}. Then w(r) is monotone
nondecreasing and satisfies w(r) ≤ w(r). Moreover Lemma 2.4 shows that w(r) & r for small
r > 0 and w(r)→ w(∞) > 0 as r →∞. Therefore, choosing R = 12 inf{ρ | f0(ρ) = ηw(∞)2 } we
can find δ0 > 0 such that
|f0(r)| ≤ ηw
(
r√
δ0
)
holds for r < 2R. By monotonicity of w,
ηw
(
r√
δ0
)
≤ ηw
(
r√
δ
)
≤ ηw
(
r√
δ
)
,
which shows (3.22) for r < 2R.
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By the comparison principle (Lemma B.7), we obtain that
|f δ(t, r)| ≤ u+
(
log t,
r√
t
)
(3.23)
for δ < t < es0 as long as f δ is smooth.
This bound along with the parabolic regularity result in Proposition B.1 allow us to apply
the extension criterion in Proposition B.8, which shows that f δ(t) can be prolonged until a
time t = T0 uniformly in δ.
Step 2: Limiting procedure as δ → 0. The previous step gives a sequence of solutions (fδ)
defined on (δ, T0). Arguing as in Step 2 of Section 3.2, we obtain the limit function f satisfying
(3.20) for any ϕ ∈ C([0, T0)×Rd), and hence h(t, r) = f(t, r)−ψ( r√t) is the solution of (1.4).
Step 3: Bounds on h. To see that |h(t, r)| . min(1, r√
t
), it suffices to show |f δ(t, r)| . min(1, r√
t
)
holds uniformly in δ. Indeed (3.23) shows
|f δ(t, r)| ≤ ηw
(
r√
t
)
+
(
M +
tA
r2
)
φ(r)
≤ ηw
(
r√
t
)
+
(
M +
T0A
4R2
)
φ(r)
. min
(
1,
r√
t
)
.
Similarly, the above estimate gives that |h − ψ( r√
t
)| < η‖w‖L∞ for r < R. Since η < η0 is
arbitrary, this gives the desired bound (3.3).
Step 4: Local energy inequality. To prove that h satisfies the local energy inequality, we first
record that |h(r, t)| . r√
t
. By our assumptions on h0, Proposition B.1 gives the bound
|∂th(t, r)| . 1
r2
.
Furthermore, Propositions B.2 gives
|∂rh(t, r)| . 1
r +
√
t
(
1 + 〈log r√
t
〉1r<√t
)
.
These estimates enable us to use Proposition B.4 to deduce that h satisfies the local energy
inequality.
3.5. Convergence to the expanders for smooth data. In this section we prove the
convergence to the expanders for smooth data close to a constant at ∞. This result will play
a key role in the uniqueness proof in the next section.
Theorem 3.4. Let ℓ ∈ [0, π/2) and assume that h0 ∈ C([0,∞)) satisfies
0 < h0(r) ≤ min{π
2
− δ, C1r} for r > 0 (3.24)
and
|h0(r)− ℓ| ≤ C2r−1 for r ≥ R (3.25)
for some positive constants δ, C1, C2 and R > 0.
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Then there exist t˜ = t˜(δ, C1) > 0, C˜ = C˜(δ, C1, C2, R) > 0 and the solution of (1.4)
satisfying ∥∥∥∥∥h(t) − ψN
(
·√
t+ t˜
)∥∥∥∥∥
L∞
≤ C˜t˜ 12 (t+ t˜)− 12 for t > 0, (3.26)
where ψN = ψN [ℓ] is the self-similar profile given in Theorem 1.1.
Remark 3.5. A similar stability result was proved in Fila-Winkler-Yanagida [18] for the
nonlinear heat equation.
In order to prove stability, we will also use the self-similar variables:
u(s, ρ) = h(es − t˜, es/2ρ) = h(t, r)
for t˜ > 0. Then u satisfies the equation
us − uρρ −
(
d− 1
ρ
+
ρ
2
)
uρ +
d− 1
2ρ2
sin(2u) = 0 (3.27)
for s > log t˜, with the initial condition u(log t˜, ρ) = h0(
√
t˜ρ). As in [18], the following super-
and subsolutions for (3.27) play a key role in the proof:
Lemma 3.6. Let α0 be the constant given in (2.7). For α ∈ (0, α0), let ψα be the expander
satisfying the north pole boundary condition (1.6) given in Theorem 1.1(i). Let V and W be
the solutions ofVρρ +
(
d− 1
ρ
+
ρ
2
)
Vρ − d− 1
ρ2
cos(2ψα0)V +
V
2
= 0 in R+,
V (0) = 0, Vρ(0) = 1,Wρρ +
(
d− 1
ρ
+
ρ
2
)
Wρ − d− 1
ρ2
cos(2ψα)W +
W
2
= 0 in R+,
W (0) = 0, Wρ(0) = 1,
respectively (see Lemma 2.5). Then for any b > 0,
u+(s, ρ) := min{ψα0(ρ), ψα(ρ) + be−
s
2V (ρ)},
u−(s, ρ) := max{0, ψα(ρ)− be−
s
2W (ρ)}
are a supersolution and a subsolution of (3.27) respectively.
Proof. Since both are proved in the same way, we only prove that u+ is a supersolution. It
suffices to check the case when ρ satisfies ψα0(ρ) ≥ ψα(ρ) + be−
s
2V (ρ). From the fact that
ψα0 < π/2 and the concavity of x 7→ sin(2x) on [0, π2 ], we see that
sin(2u+) = sin(2(ψα + be
− s
2V )) ≥ sin(2ψα) + 2be−
s
2 cos(2ψα0)V,
which implies
(u+)s − (u+)ρρ −
(
d− 1
ρ
+
ρ
2
)
(u+)ρ +
d− 1
2ρ2
sin(2u+)
≥(ψα)s − (ψα)ρρ −
(
d− 1
ρ
+
ρ
2
)
(ψα)ρ +
d− 1
2ρ2
sin(2ψα)
− be− s2
{
Vρρ +
(
d− 1
ρ
+
ρ
2
)
Vρ − d− 1
ρ2
cos(2ψα0)V +
V
2
}
=0.
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Hence u+ is a supersolution of (3.27) as desired. 
Proof of Theorem 3.4: Choose first α such that ψα = ψN [ℓ]. Taking t˜(C1, δ) > 0 sufficiently
small, we have h0(
√
t˜ρ) ≤ ψα0(ρ), and then Lemma B.7 shows that the solution of (3.27)
globally exists and
0 < u(s, ρ) ≤ ψα0(ρ) (s > log t˜).
Let V , W , u+ and u− be the functions given in Lemma 3.6. Lemma 2.5 shows ρV and
ρW have some positive limits as ρ → ∞ respectively. Then by (3.25) we can choose b =
b(δ, C1, C2, R) > 0 such that
u−(0, ρ) ≤ h0(
√
t˜ρ) = u(log t˜, ρ) ≤ u+(0, ρ) (ρ > 0),
and Lemma B.7 yields
u−(s− log t˜, ρ) ≤ u(s, ρ) ≤ u+(s − log t˜, ρ) (s > log t˜, ρ > 0).
By the definitions of u+ and u−, we have
‖u(s, ρ)− ψN (ρ)‖L∞ ≤ C˜e−
s−log t˜
2 s > log t˜
for C˜ = b‖W‖∞. Changing back to the original variables implies∥∥∥∥∥h(t)− ψN
(
·√
t+ t˜
)∥∥∥∥∥
L∞
≤ C˜t˜ 12 (t+ t˜)− 12 for t > 0. (3.28)

4. Uniqueness in L∞
As seen in the previous section, when 3 ≤ d ≤ 6, there are at least two expanders evolving
from the same data, which are both stable. As stated in Theorem 1.6, we introduce an
additional condition for the solution near the origin to restore uniqueness.
On the other hand, for d ≥ 7, we will show unconditional uniqueness in L∞. The precise
statement is as follows:
Theorem 4.1. (i) If d ≥ 7, then for any h0 ∈ L∞, there is at most one solution to (1.4)
in L∞t L∞x .
(ii) If 3 ≤ d ≤ 6, then for any continuous h0 such that 0 ≤ h0(r) ≤ π4 for all r ≥ 0, there
exists at most one solution to (1.4) such that 0 ≤ h(t, r) ≤ π4 for all t, r ≥ 0.
(iii) If 3 ≤ d ≤ 6, assume that h0 is continuous, such that 0 ≤ h0(r) ≤ π and
h0(0) <
π
2
, |∂rh0(r)| . 1
r
, |∂2rh0(r)| .
1
r2
.
Then for any δ > 0, there is at most one solution to (1.4) in L∞t ([0, δ], L∞x ) satisfying
the local energy inequality and such that
h(t, r) ∈ [0, π
2
− δ] for r, t ∈ [0, δ].
Furthermore, it enjoys the bounds
|∂rh(t, r)| . 1√
t+ r
, |∂th(t, r)| . 1
t+ r2
.
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4.1. Proof of (i). Step 1: the energy estimate. Let us for the moment assume in addition to
the hypotheses of the theorem that h ∈ L∞t L2x. Consider g and h two solutions of (1.4) with
the same data h0 ∈ L∞ ∩ L2, and denote H = h− g. It satisfies the equation
∂tH −∆H = F, with F = d− 1
2
sin(2g) − sin(2h)
r2
,
in the sense of distributions; notice that F ∈ L∞t L1x + L∞t L2x. In order to perform an L2
estimate on F , we first mollify this equation by convolving it with χǫ = 1
ǫd
χ
( ·
ǫ
)
, where χ is
smooth, nonnegative, compactly supported, and such that
∫
χ = 1. Denoting f ǫ = χǫ ∗f , the
above becomes
∂tH
ǫ −∆Hǫ = F ǫ.
We can now test this inequality against θ(t)Hǫ, with θ ∈ C∞0 , to obtain (keeping in mind that
H(0) = 0)
−1
2
∫ ∞
0
θ′‖Hǫ‖2L2 dt+
∫ ∞
0
θ‖∇Hǫ‖2L2 ds =
∫ ∞
0
θ〈F ǫ,Hǫ〉 ds.
Since on the one hand Hǫ is bounded in L∞t L2x and in L∞t L∞x uniformly (in ǫ), and on the
other hand F ǫ is bounded in L∞t L1x + L∞t L2x uniformly, we deduce that ∇Hǫ is uniformly
bounded in L2tL
2
x. This implies that ∇H ∈ L2tL2x. Letting ǫ→ 0, we obtain
−1
2
∫ ∞
0
θ′‖H‖2L2 dt+
∫ ∞
0
θ‖∇H‖2L2 ds =
∫ ∞
0
θ〈F,H〉 ds.
Letting θ approach a step function, and using that almost every point is a Lebesgue point for
t 7→ H(t), we obtain that
for a.e. t,
1
2
‖H(t)‖2L2 ≤ −
∫ t
0
‖∇H‖2L2 ds+
∫ t
0
〈F,H〉 ds.
Step 2: conclusion for h0 ∈ L2. We now rely on Hardy’s inequality with the optimal constant,
which reads, for a function f ∈ H˙1(Rd)∥∥∥∥ f|x|
∥∥∥∥2
L2
≤ 4
(d− 2)2 ‖∇f‖
2
L2
(see for instance [1]). Together with the energy estimate above, this gives
1
2
‖H(t)‖2L2 = −
∫ t
0
‖∇H‖2L2 ds+
d− 1
2
∫ t
0
∫
Rd
sin(2g) − sin(2h)
r2
H dxds
≤ −
∫ t
0
‖∇H‖2L2 ds+ (d− 1)
∫ t
0
∫
Rd
H2
r2
dx ds
≤
[
−1 + 4 (d− 1)
(d− 2)2
] ∫ t
0
‖∇H‖2L2 ds ≤ 0,
where the last inequality follows when d ≥ 7, since this implies that 4 (d−1)(d−2)2 < 1.
Step 3: conclusion for h0 ∈ L∞. We keep the above notations for h, g, and H, and define for
ǫ > 0
z(t, x) = zǫ(t, x) = H − ǫ〈x〉.
ON UNIQUENESS FOR THE HARMONIC MAP HEAT FLOW IN SUPERCRITICAL DIMENSIONS 27
The equation satisfied by z reads
(∂t −∆)z = (∂t −∆)H + ǫ∆〈x〉
≤ d− 1
r2
|H|+ ǫ∆〈x〉
≤ d− 1
r2
|z|+ ǫC
r
.
Setting zǫ+ = z+ = max(z, 0), notice that it satisfies Supp z+ ⊂ B(0, Rǫ ), where R = 2‖H‖∞.
An energy estimate gives
1
2
d
dt
‖z+‖2L2 + ‖∇z+‖2L2 ≤ (d− 1)
∫
Rd
(z+)
2
r2
dx+ Cǫ
∫
Rd
z+
r
dx.
Using successively the optimal Hardy inequality, the support property of z+, and the Cauchy-
Schwarz inequality,
1
2
d
dt
‖z+‖2L2 ≤ Cǫ
∫
Rd
z+
r
dx ≤ Cǫ‖z+‖L2
[∫
B(0,R
ǫ
)
1
r2
dx
]1/2
≤ C√ǫ+ C√ǫ‖z+‖2L2 .
This differential inequality implies that
‖zǫ+‖2L2 ≤ eC
√
ǫt − 1.
As ǫ → 0, we obtain max(H, 0) = 0. Proceeding similarly gives min(H, 0) = 0, and the
desired result.
4.2. Proof of (ii). This proof being very similar to (i), we only indicate how to treat the
case where h0 ∈ L2 and 0 ≤ h0 ≤ π4 . Then, considering as above g and h two solutions
of (1.4), and denoting H = h− g, it satisfies
Ht −Hrr − d− 1
r
Hr =
d− 1
2r2
(sin(2g) − sin(2h)) = −d− 1
r2
cos(g + h) sin(g − h)
g − h H
If g and h are valued in [0, π4 ], it is easy to check that
cos(g+h) sin(g−h)
g−h ≥ 0, hence an energy
estimate gives
1
2
d
dt
‖H‖2L2 + ‖∇H‖2L2 ≤ 0,
from which uniqueness follows.
4.3. Proof of (iii). Step 1: Parabolic regularity. By Proposition B.3, any solution h satisfy-
ing the hypotheses of (iii) is associated to a smooth u, and enjoys the following bounds: for
0 < t < δ,
|∂rh(t, r)| . 1√
t+ r
, |∂th(t, r)| . 1
t+ r2
as well as
h(t, 0) = 0 for t > 0.
Step 2: The case h0 constant. We start by proving uniqueness of the solution when h0 is a
constant in [0, π2 ), and we assume that 0 < h(t, r) <
π
2 − δ for all t, r > 0. By Corollary 2.3,
there exists a unique self-similar profile ψ such that ψ(ρ) ∈ [0, π2 ) for all ρ and ψ(∞) = h0.
We want to show that h(t, r) = ψ
(
r√
t
)
.
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By Step 1,
|h(t, r)| ≤
∫ r
0
|∂rh(t, r′)| dr′ . r√
t
, (4.1)
|h(t, r)− h0| ≤
∫ t
0
|∂th(t′, r)| dt′ . t
r2
. (4.2)
We now fix T > 0, and let g0(r) = h(T,
√
Tr), and g be the solution of (1.4) with data g0.
Note that since g0 is smooth, the local well-posedness theory in [50, Theorem 1.3] shows there
exist T1 > 0 and g(t, r) such that u = v[g] ∈ XT1 is a solution of (1.2) for the initial data u(t =
0) = v[g0] where v[g] is the corotational map defined by v[g] = (cos(g(|x|)), sin(g(|x|)) x|x| )T
and XT is the space endowed with the norm
‖g‖XT := sup
0<t<T
t
1
2 ‖∇u(t)‖L∞ + sup
x∈Rd, 0<R2<T
(
1
|B(x,R)|
∫
B(x,R)
∫ R2
0
|∇u(t, y)|2dtdy
) 1
2
.
Moreover it is shown that such a solution is unique in the class ‖u‖XT1 < ε0 with some
small ε0 > 0. On the other hand, from Step 1 we see g˜(t, r) := h(T t+ T,
√
Tr) also satisfies
‖v[g˜]‖XT1 < ε0. Therefore by the uniqueness we have
g(t, r) = h(T t+ T,
√
Tr).
We now show that g globally exists and satisfies∣∣∣∣g(t, r)− ψ( r√t
)∣∣∣∣ . 1√t for t > 0 (4.3)
uniformly in T > 0. Taking Theorem 3.4 into account, it suffices to check that, for g0(r) :=
h(T,
√
Tr), and uniformly in T > 0,
g0(r) . r, (4.4)
|g0(r)− h0| . 1
r
for r > 1, (4.5)
g0(r) ≤ π
2
− δ for r > 0. (4.6)
Indeed (4.4) and (4.5) follow from (4.1) and (4.2) respectively, while (4.6) is assumed. There-
fore (4.3) gives ∣∣∣∣h(T t+ T,√Tr)− ψ( r√t
)∣∣∣∣ . 1√t ,
or, changing variables, for t > 0,∣∣∣∣h(t+ T, r)− ψ( r√t
)∣∣∣∣ .
√
T
t
.
Letting T → 0 gives h(t, r) = ψ
(
r√
t
)
, which is the desired result.
Step 3: Stability in L∞. Consider g and h two solutions of (1.4) associated to the data h0
and satisfying the assumptions in (iii). We know by Step 1 that g and h are smooth on (0, δ).
Denoting H = h− g, this implies, by Proposition B.5, that, for 0 < t < T < δ,
‖H(T )‖L∞r ≤ C‖H(t)‖L∞r .
Thus the desired equality g = h would follow from
lim inf
t→0
‖H(t)‖L∞r = 0.
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In order to show that this indeed holds, we fix η > 0, and we will prove that, for a constant A >
0 yet to be determined, we can ensure that, for a sequence tn → 0, ‖H(tn)‖L∞r ({r>A√tn}) < η
and ‖H(tn)‖L∞r ({r<A√tn}) < η.
Step 4: Region r > A
√
t. Writing the equation satisfied by H in Duhamel form, one sees that
|H(t, r)| .
∫ t
0
e(t−s)∆
| sin(2h) − sin(2g)|
|x|2 dx .
∫ t
0
e(t−s)∆
1
|x|2 ds.
Observing now that, for 0 < σ < 1, eσ∆ 1|x|2 ≤ C|x|2 , it follows that
|H(t, r)| .
∫ t
0
1
r2
ds =
t
r2
<
1
A2
since r > A
√
t. Choosing A sufficiently big, we obtain |H(t, r)| < η for r > A√t.
Step 5: Region r < A
√
t. Define hn(t, r) = h( 1
n2
t, 1nr), and similarly g
n. By the parabolic
regularity estimates of Step 1, hn enjoys uniform estimates (in n, t, and r):
|hn(t, r)| . 1, |∂rhn(t, r)| . 1√
t+ r
, |∂thn(t, r)| . 1
t+ r2
(4.7)
as long as t < n2δ, and solves (1.4) with data hn0 (r) = h0(
1
nr).
Defining h(t, r) to be the unique (by Step 2) solution of (1.4) with data h0(0), we claim
that hn converges to h in L∞([ǫ,R] × B(0, R)) for all ǫ > 0, R > 0 (and, of course, so does
gn). If this is indeed the case, we obtain, for tn =
1
n2 , that
‖H(tn)‖L∞r ({r<A√tn}) = sup
r<A
n
∣∣∣∣H ( 1n2 , r
)∣∣∣∣ = sup
r<A
n
|(hn − gn)(1, nr)|
= ‖(hn − gn)(t = 1)‖L∞(B(0,A))
≤ ‖(hn − h)(t = 1)‖L∞(B(0,A)) + ‖(gn − h)(t = 1)‖L∞(B(0,A))
n→∞−→ 0.
Therefore, for n sufficiently large, ‖H(tn)‖L∞r ({r<A√tn}) < η, which is the desired estimate.
Step 6: Proof of the claim that hn → h. There remains to show that hn converges to h in
L∞([ǫ,R]×B(0, R)) for all ǫ > 0, R > 0.
Arguing by contradiction, assume that this is not the case. Then we can find ǫ˜, R˜, δ˜, and
a subsequence, still denoted (hn), such that ‖hn−h‖L∞([ǫ˜,R˜]×B(0,R)) > δ˜ > 0. As we saw, this
sequence is bounded in Lip([ǫ,R]×B(0, R)) for all ǫ,R, thus, by the Arzela-Ascoli theorem,
it is precompact in L∞([ǫ,R]×B(0, R)). By a diagonal argument, we can find a subsequence,
still denoted hn, which is convergent in L∞([ǫ,R] × B(0, R)) for all ǫ,R; denote h˜ the limit.
By continuity of h0, it is clear that h
n
0 converges to h0(0) in L
∞(B(0, R)) for all R.
It is now easy to pass to the limit in the weak formulation of (1.4) to obtain that h˜ is a
solution of (1.4) with data h0(0). Furthermore, h˜(t, r) <
π
2 − δ for any (t, r). By Step 2, we
conclude that h˜ = h, which is the desired contradiction.
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5. Solutions obtained by Ginzburg-Landau regularization
Consider the Ginzburg-Landau penalization problem{
∂tu
ε −∆uε + 1
ε2
(|uε|2 − 1)uε = 0
uε(t = 0) = u0
(5.1)
It is the gradient flow for the energy functional
∫ |∇u|2 dx+ ∫ 1
2ε2
(1− |u|2)2 dx.
Theorem 5.1. Assume that u0 is of finite energy.
(i) There exists a sequence ǫn → 0 such that uǫn converges to a solution u of (1.2) as
n→∞.
Consider any solution u of (1.2) obtained as the limit of a subsequence uǫn , with ǫn → 0.
(ii) Then ∂tu ∈ L2t,x.
(iii) Under the corotional ansatz (1.3) for the data u0, let h0 be associated to u0. Then u
also enjoys the corotational ansatz (1.3); let h be the corresponding coordinate asso-
ciated to u. Finally assume that h0 is continuous, with h0(0) <
π
2 . Then there exists
δ > 0 such that h(t, x) < π2 if |t|+ |x| < δ.
Proof. The assertion (i) can be found in [9] or [43]. The assertion (ii) follows from the simple
observation that ∂tu
ǫ is uniformly bounded in L2t,x.
If u0 is given by the corotational ansatz (1.3), then so is u. Indeed, u
ǫ (which is unique) is
of the form uǫ(t, x) =
(
vǫ(t, r)
wǫ(t, r) x|x|
)
, where r = |x|, and vǫ and wǫ are real valued functions.
As ǫ→ 0, u(t, x) is therefore of the form u(t, x) =
(
v(t, r)
w(t, r) x|x|
)
. Since we know furthermore
that u takes valued in Sd, this implies that u satisfies the corotional ansatz (1.3).
To prove(iii), let us focus for simplicity on the case where h0(r) <
π
2 − δ; a localization
argument easily gives the full result. the point is that the equation satisfied by uǫ is subcritical
in L∞, leading to existence and uniqueness of a solution in L∞t L∞x . Since the initial data
takes values in the unit sphere, the solution u takes values in the unit ball. Focus then on
the equation satisfied by the first coordinate of uǫ, (uǫ)1:
∂t(u
ǫ)1 −∆(uǫ)1+ 1
ǫ2
(|uǫ|2 − 1)(uǫ)1 = 0.
In other words, (uǫ)1 solves a heat equation with a bounded potential, thus it satisfies the
maximum principle, which implies that (uǫ)1(t, x) ≥ κ > 0 for all (t, x), and for κ = cos(π2−δ).
Passing to the limit leads to u1(t, x) ≥ κ > 0 for all (t, x), which translates into h(t, r) < π2−δ,
which is the desired result. 
It is easy to deduce from results we already proved uniqueness of the limit of uǫ, as ǫ→ 0.
Theorem 5.2. Assume that d = 5 or 6, that the ansatz (1.3) holds, and that h0 is continuous,
of finite energy, with
h0(0) <
π
2
, |∂rh0(r)| . 1
r
, and |∂2rh0(r)| .
1
r2
.
Let u be a limit as ǫ → 0 of a subsequence of solutions uǫ to (5.1). Then u is equal to the
unique solution given by Theorem 1.6.
Proof. Let u be as in the statement of the theorem. By Theorem 5.1, it satisfies ∂tu ∈ L2t,x,
thus by Proposition B.4 it satisfies the local energy inequality. Furthermore, by Theorem 5.1,
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there exists δ > 0 such that h(t, x) < π2 if |t| + |x| < δ. This gives uniqueness of u by
Theorem 1.6. 
Appendix A. Some ODE results
A.1. The comparison principle. We give below a version of the Sturm comparison prin-
ciple for which we were not able to find an appropriate reference.
Lemma A.1. Let p, q1, q2 be C
1 functions with p > 0 and q2 ≥ q1 for t > 0. Consider the
differential equations:
(p(t)x′1)
′ + q1(t)x1 = 0,
(p(t)x′2)
′ + q2(t)x2 = 0
with initial conditions
x1(0) = x2(0), x
′
1(0) ≥ x′2(0).
If x2(t) > 0 on (0, T ), then x1(t) ≥ x2(t) on (0, T ).
Proof. From the equations, we have
(px′1)
′x2 − (px′2)′x1 = (q2 − q1)x1x2.
Integrating on (0, t) implies, as long as x1 ≥ 0 and x2 ≥ 0, that
[p(x′1x2 − x1x′2)]t0 =
∫ t
0
(q2 − q1)x1x2 ≥ 0
where the last inequality holds because q2 ≥ q1. Since p(x′1x2 − x1x′2) ≥ 0 at t = 0, we find
x′1x2 − x1x′2 ≥ 0.
Therefore as long as x1 ≥ 0 and x2 > 0,
d
dt
(
x1
x2
)
=
1
x22
{
x′1x2 − x1x′2
} ≥ 0.
Since (x1/x2)(0) = 1, we conclude x1(t) ≥ x2(t) as long as x1 ≥ 0 and x2 > 0. This implies
x1(t) > 0 on (0, T ). 
A.2. Asymptotic behavior for a class of ODE. We derive below a few properties of a
class of ODE which plays a central role in Section 2. Though we were not able to find a
convenient reference for the result below, it is close in spirit to material in [12].
Lemma A.2. Consider the ODE
φ′′ +
(
d− 1
ρ
+
ρ
2
)
φ′ − V (ρ)φ = 0, (A.1)
where ρ ranges in (0,∞) and V is such that |V (ρ)| ≤ C0ρ2 and |V ′(ρ)| ≤ C0ρ3 .
There exists a basis of solutions φ1, φ2 such that, as ρ→∞, φ1(ρ) = ρ−de−
ρ2
4 (1 +O(1/ρ2))
φ′1(ρ) = −12ρ1−de−
ρ2
4 (1 +O(1/ρ2))
{
φ2(ρ) = 1 +O(1/ρ
2)
φ′2(ρ) = O(1/ρ
3).
(where the implicit constants only depend on C0). In particular, φ(∞) = limρ→∞ φ(ρ) exists.
Furthermore, there exist R and C depending only on C0 such that, for any solution φ and
r > R,
|φ(ρ) − φ(∞)| ≤ C |φ(R)|+ |φ
′(R)|
ρ2
. (A.2)
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Proof. Step 1: Change of independent variable. The equation (A.1) becomes, when written
for ω(s) = φ(
√
s),
ω′′(s) + ω′(s)
(
d
2s
+
1
4
)
−W (s)ω(s) = 0,
where W (s) = 14sV (
√
s) satisfies |W (s)| ≤ C0s2 and |W ′(s)| ≤ C0s3 .
Step 2: Diagonalization. The ODE for ω can be written in matrix form
d
ds
(
ω
ω′
)
=
(
0 1
W (s) − d2s − 14
)(
ω
ω′
)
.
The eigenvalues of the above matrix are given by
λ± =
1
2
− d
2s
− 1
4
±
√(
d
2s
+
1
4
)2
+ 4W

and enjoy the asymptotics as s→∞
λ− = −1
4
− d
2s
+O
(
1
s2
)
, λ+ = 4W (s) +O
(
1
s3
)
.
In particular, they are real and different for s sufficiently big, which we assume in the following.
A basis of eigenvectors is provided by e± =
(
1
λ±
)
, with dual basis e˜± = 1λ±−λ∓
( −λ∓
1
)
such that 〈e± , e˜±〉 = 1 and 〈e± , e˜∓〉 = 0. Decomposing
(
ω
ω′
)
in this basis,(
ω
ω′
)
= α+e+ + α−e−,
and the ODE becomes {
α′+ = λ+α+ + f1α+ + f2α−
α′− = λ−α− + f3α+ + f4α−
,
where f1 = −〈e′+ , e˜+〉, f2 = −〈e′− , e˜+〉, f3 = −〈e′+ , e˜−〉, and f4 = −〈e′− , e˜−〉 all enjoy
bounds of the type |fi(s)| < Cs2 , |f ′i(s)| < Cs3 .
Step 3: Uniform bound. First choose S such that −1 < λ−(s) < −18 and − 116 < λ+(s) < 1
for s > S. Then α± = 〈(ω, ω′) , e˜±〉 and therefore
|α+(S)|+ |α−(S)| ≤ C
(|ω(S)|+ |ω′(S)|) .
Furthermore, for s > S,
d
ds
(|α+|+ |α−|) ≤ λ−|α−|+ (|λ+|+ |f1|+ |f2|+ |f3|+ |f4|) (|α+|+ |α−|)
≤ (|λ+|+ |f1|+ |f2|+ |f3|+ |f4|) (|α+|+ |α−|) ,
thus by Gronwall’s lemma, for any s > S,
(|α+(s)|+ |α−(s)|) ≤ e
∫ s
S
|λ+|+|f1|+|f2|+|f3|+|f4| (|α+(S)|+ |α−(S)|)
≤ C (|ω(S)| + |ω′(S)|) ,
which is the desired uniform bound.
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Step 4: Uniform convergence. The previous uniform bound immediately gives that |α′+(s)| =
O
(
1
s2
)
, from which we see that
|α+(s)− α+(∞)| ≤ C |ω(S)| + |ω
′(S)|
s
. (A.3)
Next, the equation on α− can be written(
s
d
2 e
s
4α−
)′
= s
d
2 e
s
4 (fα− + f3α+ + f4α−) ,
where f = λ− + 14 +
d
2s is such that |f(s)| < Cs2 . Thus, by the uniform bounds, for s > S,∣∣∣∣(s d2 e s4α−)′∣∣∣∣ ≤ Cs d2−2e s4 (|ω(S)| + |ω′(S)|).
Integrating this differential inequality gives, for s > S
|α−(s)| ≤ C
(
S
d
2 e
S
4
s
d
2 e
s
4
+
1
s
d
2 e
s
4
∫ s
S
σ
d
2
−2e
σ
4 dσ
)
(|ω(S)|+ |ω′(S)|) ≤ C |ω(S)| + |ω
′(S)|
s2
. (A.4)
Combining (A.3) and (A.4), and coming back to the original independent variable, gives (A.2).
Step 5: Construction of φ1. Recall that f(s) = λ−(s)+ 14+
d
2s is such that |f(s)| < Cs2 . Setting
furthermore β−(s) = s
d
2 e
s
4α−(s), it satisfies the equation{
α′+ = λ+α+ + f1α+ + f2β−s
− d
2 e−
s
4
β′− = (f4 + f)β− + f3s
d
2 e
s
4α+
.
We are looking for a solution such that β− → 1 and α+ < Ct− d2−2e− t4 as t → ∞. This is
equivalent to solving the integral system α+(s) = −
∫∞
s
(
(f1 + λ+)α+ + f2β−σ−
d
2 e−
σ
4
)
dσ
β−(s) = 1−
∫∞
s
(
(f3 + f)β− + f4σ
d
2 e
σ
4 α+
)
dσ.
It is easy to solve this integral system on [T,∞), for T sufficiently big, by a contraction
argument in the space given by the norm ‖β−‖∞ + ‖s d2+1e s4α+‖∞. This gives a decay ∼
s−
d
2
−1e−
s
4 for α+, but using once again the equation improves it to s
− d
2
−2e−
s
4 . Summarizing,
we obtain
|α+| ≤ Cs−
d
2
−2e−
s
4 , and α− = s−
d
2 e−
s
4 (1 +O(1/s)).
Coming back to the φ variable gives the desired solution, φ1.
Step 6: Construction of φ2. Solve the ODE for s > s0 > 0 with data α+(s0) = 1, α−(s0) = 0.
By the argument in steps 3 and 4, we see that
|α+(s0)− α+(∞)| ≤ C
s0
,
guaranteeing that α+(∞) > 0 for s0 sufficiently big. Furthermore, the decay of α− is given
by (A.4). Rescaling (α+, α−), we can ensure that α+(∞) = 1. Coming back to the φ variable
gives the desired solution, φ2. 
Corollary A.3. (i) Given a potential V satisfying the hypotheses of Lemma A.2, there
exists R0 > 0 such that: if φ is a solution of (A.1) with
φ(R) = 0, φ′(R) > 0,
with R > R0, then φ(ρ) 6= 0 for ρ > R, and φ(∞) 6= 0.
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(ii) Any nonzero solution of (A.1) can vanish only once to the right of R0.
Proof. (i) Consider φ as in the statement of the corollary, and decompose it in the basis given
by φ1 and φ2: φ = αφ1 + βφ2. Since φ(R) = 0, we obtain
α = −RdeR2/4(1 +O(R−2))β.
Therefore, α and β are nonzero. By linearity, we can assume without loss of generality that
β = 1. Using the expressions for φ1, φ
′
1, φ2, and φ
′
2 in Lemma A.2, we obtain that
φ(ρ) = 1 +O(ρ−2)− R
deR
2/4
ρdeρ2/4
(1 +O(R−2))
φ′(ρ) = O(ρ−3) +
1
2
RdeR
2/4
ρd−1eρ2/4
(1 +O(R−2)).
It is now easy to see from these expressions that, choosing R sufficiently big, φ′(ρ) > 0 for
R < ρ < R+ 100R , while φ(ρ) >
1
2 for ρ > R+
100
R . This implies the desired result.
(ii) It is a simple consequence of (i) once one observes that, for any ρ0, φ(ρ0) = φ
′(ρ0) = 0
implies that φ ≡ 0. 
Corollary A.4. There exists R0 > 0 such that any solution of (2.3) with
ψ(R) =
π
2
, ψ′(R) > 0
at R > R0 satisfies ψ(ρ) >
π
2 for ρ > R, and ψ(∞) > π2 . In particular, any solution of (2.3)
can cross π2 only once to the right of R0.
Proof. Setting φ = ψ − π2 , observe that it solves
φ′′ +
(
d− 1
ρ
+
ρ
2
)
φ′ − V (ρ)φ = 0, with
{
φ(R) = 0
φ′(R) > 0
where we set
V (ρ) = −d− 1
2ρ2
sin(2φ(ρ))
φ(ρ)
.
By the decay estimates in Proposition 2.1, V satisfies the hypotheses of Lemma A.2, and thus
Corollary A.3 applies, giving the desired result. 
Appendix B. General properties of the harmonic map heat flow
B.1. Parabolic regularity.
Proposition B.1. If h0 satisfies
|h0(r)| . 1, |∂rh0(r)| . 1
r
,
then any bounded solution h(t, r) of (1.4) on [0, T ] satisfies
|∂rh(t, r)| . 1
r
.
uniformly on [0, T ]. If h0 further satisfies |∂2rh0(r)| . 1r2 , then
|∂2rh(t, r)| .
1
r2
and |∂th(t, r)| . 1
r2
.
holds uniformly on [0, T ].
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Proof. We only deal with the estimate |∂rh(t, r)| . 1r . We see by the Duhamel principle that
h(t) = Gt ∗ h0 −
∫ t
0
Gt−s ∗
(
(d− 1) sin 2h
2|x|2
)
ds,
where Gt is the heat kernel in R
d. It suffices to show that∫ t
0
|∇xGt−s| ∗
(
1
|x|2
)
ds .
1
|x| ,
Using the heat kernel estimate |∇xGs(x)| . (s+ |x|2)−d−12 , we have∣∣∣∣∫ t
0
∇xGt−s ∗
(
1
|x|2
)
ds
∣∣∣∣ . ∫ ∫ t
0
(s+ |y|2)−d−12 ds|x− y|−2dy
.
∫
[|y|−d+1 − (t+ |y|2)−d+12 ]|x− y|−2dy
.
1
|x| ,
which is the desired estimate. 
For general solutions of the harmonic map heat flow with 3 ≤ d ≤ 6, the above result is
optimal in that a decay estimate such as |∂rh(t, r)| . 1tα , for some α > 0, cannot be expected.
This can be seen by taking h0 ≡ π2 , for which a solution is given by h(t, r) = h0 for t < T ,
and h(t, r) = ψ( r√
t−T ) for t > T , where ψ is a self-similar profile associated to h0.
However, this result can be improved under further assumptions: this is the content of the
following two propositions.
Proposition B.2. Assume that h is a solution of (1.4) on [0, T ] with data h0 satisfying
|∂rh0(r)| . 1
r
and |h(t, r)| . min
(
1,
r√
t
)
.
Then we have
|∂rh(t, r)| . 1
r +
√
t
(
1 + 〈log r√
t
〉1r<√t
)
.
Proof. Arguing as in the previous proposition, we write
h(t) = Gt ∗ h0 −
∫ t
0
Gt−s ∗
(
(d− 1) sin 2h
2|x|2
)
ds.
The desired bound on Gt ∗ h0 is immediate due to the assumption that |∂rh0(r)| . 1r . To
estimate the integral term, we use the hypothesis that |h(t, r)| . min
(
1, r√
t
)
to obtain∣∣∣∣∫ t
0
∇Gt−s ∗
(
(d− 1) sin 2h
2|x|2
)
ds
∣∣∣∣ . ∣∣∣∣∫ t
0
∇Gt−s ∗
(
1
|x|(|x|+√s)
)
ds
∣∣∣∣ .
Using the heat kernel bound |∇xGs(x)| . (s+ |x|2)
−d−1
2 , one can prove that∣∣∣∣∇Gt−s ∗ ( 1|x|(|x|+√s)
)∣∣∣∣ . 1√t− s(√t− s+ |x|)(√s+ |x|) if s > t− s∣∣∣∣∇Gt−s ∗ ( 1|x|(|x|+√s)
)∣∣∣∣ . 1√t− s(t− s+ |x|2) if s < t− s.
One can then easily check that
∣∣∣∫ t0 ∇Gt−s ∗ ( 1|x|(|x|+√s)) ds∣∣∣ satisfies the desired bound. 
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Proposition B.3. Assume that
|h0(r)| . 1, |∂rh0(r)| . 1
r
, |∂2rh0(r)| .
1
r2
,
and that h solves (1.4) on [0, T ] , satisfies the local energy inequality (1.1), and,
h(t, r) ∈ [0, π
2
− δ] for (t, r) ∈ [0, T ]× [0, δ].
with some δ, T > 0. Then h(t, 0) = 0 for t > 0 and h enjoys the bounds
|∂rh(t, r)| . 1√
t+ r
, |∂th(t, r)| . 1
t+ r2
for (t, r) ∈ [0, T ]× [0,∞).
Proof. Step 1: Space-time bounds on the gradient. We first treat the case where h(t, r) ∈
[0, π2 − δ] for any (t, r). Recall that the solution u of the general formulation (1.2) and the
solution h of the equivariant formulation (1.4) of the harmonic map heat flow are related by
(1.3) Therefore, |∇u|2 = |∂rh|2 + d−12r2 sin(h)2. This formula implies that
(∂t −∆)h2 = −d− 1
r2
sin(2h)h − 2|∇h|2 . −|∇u|2,
where the last inequality follows since 0 ≤ h ≤ π2 − δ. Duhamel’s formula gives that
h2(t, x)− et∆h20 =
∫ t
0
e(t−s)∆
[
−d− 1
r2
sin(2h)h − 2|∇h|2
]
(s) ds . −
∫ t
0
e(t−s)∆|∇u|2(s) ds
(B.1)
Therefore, by boundedness of h and h0, for any (t, x) ∈ [0, T ]× Rd,∫ t
0
∫
1
(4π(t− s))d/2 e
− |x−y|2
4(t−s) |∇u|2(s, y) dy ds =
∫ t
0
[e(t−s)∆|∇u|2(s)](x) ds . 1. (B.2)
Step 2: Smoothness of u. Our first goal is to prove that u is smooth for t > 0. By Propo-
sition B.1, u is smooth away from r = 0, so we only need to prove that u is smooth in a
neighbourhood of r = 0.
For t > 0, define the (overlapping) parabolic cylinders
P tj =
{
(s, x) ∈
[
t− 2−2j − 5
6
2−2j , t− 2−2j + 5
6
2−2j
]
×B (0, 2−j)} .
Taking x = 0, the bound (B.2) implies that∑
2j>
√
t
100
2−jd
∫
P tj
|∇u|2 dx ds . 1.
This implies that, for every ǫ > 0,
∫
P tj
|∇u|2 dx ds < ǫ for j sufficiently large, say j > j0. Pick
now ǫ as in the ǫ-regularity theorem appearing as in [39, Proposition 5.3]. As a consequence,
for j sufficiently big, u is smooth on Qtj, where Q
t
j is a parabolic cylinder with the same center
as P tj , but slightly smaller. The union of the Q
t
j for j > j0 contains a (parabolic) cone with
top (t, x), over which u is smooth. Therefore, u is smooth on a time slice [t−α, t], with α > 0.
One can now use a quantitative argument (as will be done in Step 3 below) to obtain a
bound on (∂tu,∇u) on [t − γ2, t] × B(0, γ) for some γ > 0. By using local well-posedness
theory, we obtain that u is smooth in a neighbourhood of (t, 0). Since this holds for any t > 0,
u is smooth for t > 0.
As a first consequence, h(t, 0) = 0 for t > 0.
ON UNIQUENESS FOR THE HARMONIC MAP HEAT FLOW IN SUPERCRITICAL DIMENSIONS 37
Step 3: Quantitative bounds on ∇u. Fix t > 0, x ∈ Rd, and define
Φ(R) = R2
∫
Rd
1
(4πR2)d/2
e−
|x−y|2
4R2 |∇u|2(t−R2, y) dy.
The bound (B.2) implies that ∫ t
0
1
σ
Φ(
√
σ) dσ . 1.
Therefore, there exists τ ≥ ct with some c > 0 such that Φ(√τ) < ǫ20. Here, ǫ0 is as in the
ǫ-regularity result appearing as in [37, Proposition 7.1.4], which implies that
|∂tu(t, x)| . 1
τ
.
1
t
, |∇u(t, x)| . 1√
τ
.
1√
t
.
This gives the desired result in combination with Proposition B.1.
Step 4: General case. The general case follows by a standard localization argument, Indeed
by Proposition B.1, we may show that |∂rh(t, r)| . t− 12 for (t, r) ∈ [0, T ] × [0, δ]. Let φ be a
cut off fucntion defined in (3.19) with R = δ2 and h˜ := hφ, then h˜ satisfies h˜ ∈ [0, π2 − δ] and
h˜t − h˜rr − d− 1
r
h˜r +
d− 1
2r2
sin(2h˜) = F,
with some compactly supported bounded function F . Therefore arguing as in the previous
steps, we obtain the desired bound. 
B.2. The local energy inequality. The following proposition gives criteria for a solution
of the harmonic map heat flow to satisfy the local energy inequality (1.1).
Proposition B.4. For h0 locally in H
1
x, and h a bounded solution on [0, T ) × Rd locally in
H1t,x, assume that
(i) Either h enjoys the bounds
|h(t, r)| . r√
t+ r
, |∂rh(t, r)| . 1√
t+ r
, and |∂th(t, r)| . 1
t+ r2
.
(ii) Or d ≥ 5, ∂th ∈ L2t,x locally, and h0 satisfies
|h0(r)| . 1, |∂rh0(r)| . 1
r
, |∂2rh0(r)| .
1
r2
.
(iii) Or h enjoys the bounds
|h(t, r)| . r
r +
√
t
, |∂th(t, r)| . 1
r2
, and |∂rh(t, r)| . 1√
t+ r
(
1 + 〈log r√
t
〉1r<√t
)
Then h belongs locally to H1t,x, and satisfies the local energy inequality (1.1)
3.
Proof. Case (i). We will be working with u instead of h; recall that it is given by the
ansatz (1.3). Since
|∇u| . |∂rh|+ 1
r
|h|, and |∂tu| . |∂th|,
our assumptions imply that u is locally H1t,x.
3The proof actually shows that the energy equality (where the sign ≥ in (1.1) is replaced by =) is satisfied
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Let χ be a smooth, nonnegative, compactly supported function on Rd with integral one:∫
Rd
χ = 1. For a function g on Rd, define its regularization gǫ = 1
ǫd
χ
( ·
ǫ
)∗g. The regularization
of the equation satisfied by u reads{
∂tu
ǫ −∆uǫ = (|∇u|2u)ǫ
uǫ(t = 0) = uǫ0.
The local energy inequality can be derived by taking the scalar product of the above by
τ∂tu
ǫ + ψℓ∂ℓu
ǫ, and integrating the equation on [0, T ]× Rd. Indeed, the left-hand side gives∫ ∞
0
∫
Rd
(∂tu
ǫ −∆uǫ)(τ∂tuǫ + ψℓ∂ℓuǫ) dx dt
=
∫ ∞
0
∫
Rd
[
τ |∂tuǫ|2 − 1
2
(
∂tτ + ∂ℓψ
ℓ
)
|∇uǫ|2 + ∂iτ∂i(uǫ)k∂t(uǫ)k
+ψℓ∂t(u
ǫ)k∂ℓ(u
ǫ)k + ∂iψ
ℓ∂i(u
ǫ)k∂ℓ(u
ǫ)k
]
dx dt−
∫
Rd
1
2
τ(t = 0)|∇uǫ0|2 dx,
which converges to the desired expression as ǫ → 0. Therefore, it suffices to check that the
right-hand side converges to zero: we need to show that∫ T
0
∫
Rd
(|∇u|2u)ǫ ·
[
τ∂tu
ǫ + ψℓ∂ℓu
ǫ
]
dx dt
ǫ→0−→ 0.
Since u is smooth away from (t, x) = (0, 0), we get, for (t, x) away from (0, 0), that (|∇u|2u)ǫ ·[
τ∂tu
ǫ + ψℓ∂ℓu
ǫ
] → 0 uniformly as ǫ → 0. Therefore, the only problem is to deal with the
singularity at (t, x) = (0, 0). But our assumptions imply that |∇u|2u · [τ∂tu+ ψℓ∂ℓu] is
integrable near (t, x) = (0, 0), thus giving the desired result.
Case (ii). Observe that, by Proposition B.1, |∇u| . 1r . Since d ≥ 5, it means that |∇u|2 ∈ L2t,x;
since furthermore ∂tu ∈ L2, we obtain that |∇uǫ|2uǫ · ∂tuǫ → |∇u|2u · ∂tu = 0 in L1 as ǫ→ 0,
hence the desired result follows as in case (i).
Case (iii). Once again, it suffices to observe that the assumptions made on h imply that
|∇u|2u · [τ∂tu+ ψℓ∂ℓu] is integrable near (t, x) = (0, 0). 
B.3. Stability in L∞. The following result can be found in [27]. We recast the proof in the
framework of corotational solutions, for which it becomes very elementary.
Proposition B.5. Consider h1 and h2 two solutions of (1.4) on [0, T ] × (0,∞) which are
space and time continuous at t = 0 and smooth for t > 0.
(i) For δ > 0 there exists C = C(δ) such that: if h1(t, r), h2(t, r) ∈ [0, π2 − δ] for all
(t, r) ∈ [0, T ] × (0,∞), then
‖(h1 − h2)(t = T )‖∞ ≤ C‖(h1 − h2)(t = 0)‖∞
(ii) For δ, T > 0 there exists C = C(δ, T ) such that: if h1(t, r), h2(t, r) ∈ [0, π2 − δ] for all
(t, r) ∈ [0, T ] × (0, τ), then
‖(h1 − h2)(t = T )‖∞ ≤ C‖(h1 − h2)(t = 0)‖∞
The proof of the previous proposition essentially consists of the following lemma. Indeed,
it suffices to notice that θ or Θ, defined below, control |h1− h2|2, and to apply the maximum
principle.
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Lemma B.6. (i) Under the assumptions of (i) in the previous proposition, let θ =
1−cos(h1−h2)
cosh1 cosh2
and A = cos(h1) cos(h2). Then
A∂tθ −∇ · (A∇θ) ≤ 0.
(ii) Under the assumptions of (ii) in the previous proposition, let χ(r) be a smooth, pos-
itive, nonincreasing function on R+ such that χ = 1 if r <
δ
2 , χ = 0 if r > δ and
A(t, r) be a positive, smooth function away from t = 0 or r = 0 such that
A(t, r) =
{ − log(cos(h1) cos(h2)) if r < δ
1 if r > 2δ.
Define further
Θ = χθ(h1, h2) + (1− χ)|h2 − h1|2 where θ(h1, h2) = 1− cos(h1 − h2)
cosh1 cos h2
.
Then
A∂tΘ−∇ · (A∇Θ) . Θ+C|∇Θ|.
Proof. Proof of (i) Let us introduce some further notations: set, for i = 1, 2, φi = sinhi and
ψi = coshi. A lengthy but straightforward computation shows that
A∂tθ(h1, h2)−∇ · (A∇θ(h1, h2))
= − [(φ1ψ2 − (1 + θ)ψ1φ2)(∂t −∆)h2 + (φ2ψ1 − (1 + θ)ψ2φ1)(∂t −∆)h1]︸ ︷︷ ︸
I
+
1
ψ1ψ2
(ψ21 + ψ
2
2)∂rh1∂rh2 − (1 + θ)(ψ22(∂rh1)2 + ψ21(∂rh2)2)︸ ︷︷ ︸
II
.
We will now show that I ≥ 0 while II ≤ 0. Starting with I, observe that
[φ1ψ2 − (1 + θ)ψ1φ2](∂t −∆)h2 = −d− 1
r2
(φ1ψ2 − (1 + θ)ψ1φ2)ψ2φ2 = −d− 1
r2
(φ1φ2 − φ22),
with the symmetric formula
[φ2ψ1 − (1 + θ)ψ2φ1](∂t −∆)h1 = −d− 1
r2
(φ1φ2 − φ21).
Then
I =
d− 1
r2
(φ1 − φ2)2 ≥ 0.
Turning to II, it is a quadratic form in (∂rh1, ∂rh2), which can be represented by the matrix
1
ψ1ψ2
( −(1 + θ)ψ22 12(ψ21 + ψ22)
1
2(ψ
2
1 + ψ
2
2) −(1 + θ)ψ21
)
. The trace of this matrix is obviously nonpositive, so
II ≤ 0 if and only if its determinant is nonnegative. This gives the condition
(1 + θ)2ψ21ψ
2
2 −
1
4
(ψ21 + ψ
2
2)
2 ≥ 0⇔ (1− φ1φ2)2 − 1
4
(2− φ21 − φ22)2 ≥ 0,
which is immediately seen to be true, yielding the desired conclusion.
Proof of (ii) A simple computation gives
A∂tΘ−∇ · (A∇Θ) =χ [A∂tθ −∇(A∇θ)]︸ ︷︷ ︸
I
+(1− χ) [A∂t|h1 − h2|2 −∇ · (A∇|h1 − h2|2)]︸ ︷︷ ︸
II
+ (∆χ−∇A · ∇χ)(|h2 − h1|2 − θ)− 2∇χ · ∇θ + 4(h2 − h1)∇χ · ∇(h2 − h1)︸ ︷︷ ︸
III
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We saw in Step 1 that
I ≤ 0. (B.3)
Turning to II, it reads
II = 2(1 − χ)A(h2 − h1)(∂t −∆)(h2 − h1)− 2(1− χ)|∇(h2 − h1)|2 + 2(1− χ)(h2 − h1)∇A · ∇(h2 − h1)
= 2(1 − χ)A(h2 − h1)(d− 1)
2r2
[sin(h1)− sin(h2)]− 2(1 − χ)|∇(h2 − h1)|2 + 2(1− χ)∇A · ∇(h2 − h1)
. (1− χ)|h2 − h1|2 + |h2 − h1||∇(h2 − h1)|
where we used in the second equality the equation (1.4) satisfied by h1 and h2, and in the
last inequality the fact that r & 1 on Supp(1 − χ) as well as the bound |∇A| . 1. Using in
addition that |h2 − h1|2 . Θ and |h2 − h1||∇(h2 − h1)| . Θ+ |∇Θ| gives the desired result:
II . Θ+ |∇Θ|. (B.4)
Finally, using the bounds |h2 − h1|2 + θ . Θ and |∇θ| + |h2 − h1||∇(h2 − h1)| . Θ + |∇Θ|
yields once again
III . Θ+ |∇Θ|. (B.5)
Combining (B.3), (B.4) and (B.5) gives the desired estimate. 
B.4. Comparison principle for equivariant heat flows. We state a comparison principle
for the equivariant heat flows in Rd. It is a version of the result [25, Lemma 4.1] for the
equivariant heat flow in R2 (see also [8, 24] for the case when the domain is the disk). Since
their argument can be adapted for any dimensions, we will omit the proof. A super solution
h(t, r) of (1.4) is, by definition, such that
ht − hrr − d− 1
r
hr +
d− 1
2r2
sin(2h) ≥ 0
in the sense of distributions. Similarly, a subsolution satisfies the above with a ≤ sign.
Lemma B.7. Let h1, h2 ∈ BC([0, T ]× [0,∞)) ∩ C2((0, T )× (0,∞)) be respectively sub- and
supersolutions of the problem (1.4) with boundary condition h1|r=0 = h2|r=0 = 0 and initial
data h1,0, h2,0. If h1,0 ≤ h2,0, then
h1(t, r) ≤ h2(t, r) for (t, r) ∈ [0,∞) × [0, T ].
B.5. Extension criterion. In this subsection, we prove the following extension criterion for
the equivariant heat flow.
Proposition B.8. Let h be a bounded solution for (1.4) in [0, T∗). If h satisfies{
0 ≤ h(t, r) . rβ
|∂rh(t, r)| . 1r
for (t, r) ∈ [0, T∗)× [0,∞)
with some β > 0, then there exists δ > 0 such that
sup
T∗/2<t<T∗
‖h(t)‖Cδ([0,∞)) <∞. (B.6)
In particular, h can be extended beyond t = T∗.
Proof. By the parabolic regularity we have the Ho¨lder continuity away from the origin, and
it is enough to show
|h(t, r2)− h(t, r1)| ≤ C|r1 − r2|δ for t ∈ (T∗/2, T∗), 0 < r1 < r2 < 1.
ON UNIQUENESS FOR THE HARMONIC MAP HEAT FLOW IN SUPERCRITICAL DIMENSIONS 41
with some δ > 0. By the assumption, we have
|h(r2)− h(r1)| . inf
{
rβ2 ,
|r2 − r1|
r1
}
,
where we abbreviate t variable for simplicity. Let δ > 0 be a positive constant to be chosen
later. Since (B.6) clearly holds if ( r22 )
β ≤ |r2 − r1|δ, we consider the case ( r22 )β > |r2 − r1|δ.
If we take 0 < δ ≤ β,
r2
2
> |r2 − r1|δ/β ≥ |r2 − r1|,
which implies r1 & r2. Hence we have
|h(r2)− h(r1)| . |r2 − r1|
r1
.
|r2 − r1|
r2
.
|r2 − r1|
|r2 − r1|δ/β
= |r2 − r1|1−δ/β .
Thus choosing δ = ββ+1(≤ β) so that δ = 1 − δ/β, we have the desired estimate (B.6).
The last assertion follows from the local solvability [32, Theorem 6.1] for bounded uniformly
continuous initial data. 
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