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V počítačových sítích dnes dominuje distribuce dat a získávání obsahu, zatímco technologie
byla vytvořena za účelem komunikace mezi hostiteli. Přístup k obsahu a službám vyžaduje
mapování mezi tím, co uživatelé chtějí a tím, kde se to v sítí nachází. Obsahově centrické sítě
oddělují obsah od jeho umístění. Tato práce se zaměřuje na bezpečnost obsahově centrických
sítí, hledá jejich slabá místa a navrhuje jejich zlepšení.
Abstract
Today, computer networks are dominated by data distribution and content retrieval, but
technology was created for communication between hosts. Content and service access requi-
res mappnig between what users want and where in network it can be found. Content-centric
networks separate content from its location. This thesis aims to security of Content-centric
networks, looks for weak spots in its design and suggests steps for improvements of their
security.
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Principy a architektura internetu tak, jak ho známe dnes, byly vytvořeny v 60. a 70. letech
20. století. [14] Důvodem pro vznik počítačových sítí bylo sdílení zdrojů, např. vzdálená
práce na sálových superpočítačích. Výsledný komunikační model vyústil v komunikaci mezi
dvěma zařízeními, kde jedno požaduje využití vzdáleného zdroje a druhé k tomuto zdroji po-
skytuje přístup. Každý IP paket obsahuje dva identifikátory (adresy), jeden pro zdrojového
a druhý pro cílového hostitele a téměř veškerý datový tok na internetu sestává z komunikace
mezi dvojicemi hostitelů.
Lidé si cení internetu pro jeho obsah, ale komunikace stále probíhá na základě umístění.
Z této nekompatibility modelů vyvstává několik problémů:
• Dostupnost: Rychlý a spolehlivý přístup k obsahu vyžaduje speciální specifické me-
chanizmy jako např. CDN a Peer-to-Peer sítě a/nebo je velmi náročný na datovou
propustnost.
• Bezpečnost: Důvěrný obsah spoléhá na nedůvěryhodné informace o umístění a spo-
jení.
• Závislost na umístění: Mapování obsahu ke zdrojům komplikuje konfiguraci stejně
jako implementaci síťových služeb.
Jednotná cesta k vyřešení těchto problémů vychází z nahrazení dotazu kde? dotazem co?.
Komunikace na způsob hostitel-hostitel je vhodná pro řešení síťových problémů 60. let 20.
století. V dnešním světle vyznívá lépe abstrakce pomocí pojmenovaných dat než pojmenova-
ných hostitelů. Obsahově centrické sítě (CCN - Content Centric Networking) je architektura
postavená na pojmenování obsahu. Tyto sítě neznají pojem hostitel - pole adresa v paketu
odkazuje na data, ne na umístění (lokaci) hostitele.
Tato práce se zaměřuje na obsahově centrické sítě, konkrétně hledá jejich bezpečnostní
nedostatky a navrhuje. Je rozdělena do sedmi kapitol. Nejdříve se zabývá seznámením s pro-
blematikou bezpečnosti v současných sítích, poté představuje koncept obsahově centrických
sítí s jejich implementací, na které se snaží nalézt bezpečnostní nedostatky. Nakonec se vě-
nuje možnostem jejich odstranění a shrnutím výsledků.
• Kapitola 1, úvod.
• Ve druhé kapitole je popsána současná architektura sítí, model ISO OSI. Zřetel je vzat
zejména na síťovou a transportní vrstvu, neboť tu obsahově centrické sítě nahrazují.
Jsou zde probrány nejpoužívanější protokoly, jejich slabiny a možné útoky.
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• Kapitola 3 je věnována seznámení s konceptem obsahově centrických sítí. Rozebírá
model uzlu, typy paketů a jejich směrování. Dále se zaměřuje na bezpečnost a nazna-
čuje možná rizika.
• Kapitola 4 popisuje projekt CCNx, implementaci obsahově centrické sítě.
• Kapitola 5 se zaměřuje na bezpečnostní slabiny CCNx.
• Kapitola 6 navrhuje zlepšení zabezpečení.
• Kapitola 7 hodnotí výsledky a navrhuje možná pokračování.




V době začátku počítačů se data sdílela pomocí přenosných médií: děrných štítků, kaze-
tových pásek nebo floppy disket. Přenášení dat mezi počítači bylo neefektivní a časově
náročné. Počítačové sítě byly vytvořeny pro přenos informací mezi vzdálenými lokacemi.
Za posledních 30 let počítačovým sítím narůstala důležitost. Dnes je význam sítí větší než
počítače samotného.
Síťové systémy jsou postaveny na skupině vrstev nazvané síťový stack. Ten obsahuje
teoreticky všechny prvky potřebné pro přístup k síti. Síťový stack je modulární a flexibilní
systém, který umožňuje tok informací mezi různými systémy. Tato modularita zajišťuje
možnost přidávání nového hardwaru, softwaru, síťových protokolů bez nutnosti upravovat
celou síť.
V roce 1983 vydala organizace ISO specifikace pro síťový model nazývaný ISO/OSI (viz
obr. ). Skládá se ze sedmi vrstev, kde každá poskytuje specifickou funkčnost [20]. První
čtyři vrstvy tvoří síťové služby a přenos dat přes síť.
Obrázek 2.1: ISO/OSI model
Fyzická vrstva se zaměřuje na přenos dat skrz fyzické médium. Zajišťuje, že odeslaná
data se neliší od těch přijatých na druhé straně. Definuje médium a jeho specifikace. Příklady
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standardů fyzické vrstvy jsou 100Base-T, ISDN nebo V.33. Linková vrstva zajišťuje, že
data přijatá na fyzické vrstvě jsou určena pro hostitele a jsou kompletní. Poskytuje také
jednoduchou detekci chyb. Spravuje adresování na síti s více než dvěma hostiteli. Příklad
protokolu linkové vrstvy je např. IEEE 802 nebo PPP. Třetí vrstva, síťová, směruje data
mezi sítěmi a propojuje sítě s různými linkovými a fyzickými specifikacemi. Protokoly síťové
vrstvy jsou např. IP, IPX nebo X.25 [16]. Transportní vrstva umožňuje, aby více služeb
běželo současně na jednom hostiteli. Příkladem jsou protokoly TCP nebo UDP. Další tři
vrstvy slouží uživatelům a aplikacím. Pro potřeby této práce jsou podstatné vrstvy linková,
síťová a transportní.
2.1 Linková vrstva
Linková vrstva zajišťuje spolehlivý přenos dat přes fyzické médium. Dosahuje toho tak, že
zprávu rozkouskuje do rámců. Po přijmutí dat z fyzické vrstvy jsou identifikovány a valido-
vány. Rámce se zprávou mohou obsahovat další informace, jako např. směrovací informace
nebo adresy. Protokoly linkové vrstvy jsou často svázány s protokoly fyzické vrstvy. Jiné
přenosové médium tedy může vyžadovat různé linkové protokoly.
2.1.1 Vysílání a přijímání dat
Linková vrstva přijme data od síťové vrstvy. Protože uzel může generovat data rychleji než
je kapacita přenosové linky, objevuje se zde bufferování. Komplexní chyby na fyzické vrstvě
by mohly vést k předání chybných dat linkové vrstvě. Pokud linková vrstva implementuje
jednoduché kontrolní součty pro validace obsahu paketu, může i několik špatně přenesených
bitů interpretovat jako správný rámec. Komplexnější kontrolní součty umožňují zaměnění
více bitů, ale problém setrvává. Data jsou poté předána fyzické vrstvě a pro přenos do cíle.
Po přijetí dat z fyzické vrstvy je každý rámec zkontrolován, zda neobsahuje chyby.
Pokud obsahuje adresu, je zkontrolována, zda je cíl lokální hostitel. Z validních rámců je
odstraněna hlavička a data jsou zaslána síťové vrstvě.
2.2 Síťová vrstva
Síťová vrstva rozšiřuje funkcionalitu linkové vrstvy pro propojení sítí. Linková vrstva po-
skytuje tři funkce: adresování, fragmentaci a zajištění kvality služeb. Jsou ale poskytovány
pouze v lokální síti. Linková vrstva se zaměřuje na fyzické propojení, síťová na síťovou
topologii.
2.2.1 Směrování
Síťové směrování umožňuje komunikaci dvou různých linkových vrstev. Bez toho by linková
vrstva potřebovala, aby všechny uzly komunikovaly napřímo se všemi ostatními uzly v síti.
Směrovač je síťové zařízení, uzel, který přemosťuje linkové sítě. Sítě mohou využívat
různá přenosová média a linkové protokoly, směrovač je může propojit pokud je mezi nimi
konzistentní adresovací konverze. Takový směrovač se nazývá multihomed.
Směrovače si udržují vnitřní směrovací tabulku, která asociuje přilehlé sítě se síťovými
rozhraními ve směrovači. Směrovací tabulky neobsahují pouze přímo připojené sítě, ale také
vzdálené a jejich metriku. V sítích, kde vede více cest do stejného cíle, metrika umožňuje
zvolit optimální cestu.
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2.2.2 Rizika při směrování
Síťové směrovače jsou jediná možnost pro komunikaci se vzdálenými sítěmi. Přímé útoky
na směrovač budou mít přinejmenším efekt na schopnost komunikovat s ostatními sítěmi.
I když fyzická a linková vrstva zůstanou nepoškozená, síťová vrstva bude nefunkční. Útoky
na směrovač mají mnoho forem: přímé útoky, zahlcení/otrava směrovací tabulky nebo útoky
na metriku.
Přímý útok na směrovač
Tento útok se vyskytuje ve formě DoS nebo kompromitace systému. DoS znemožňuje směro-
vači provádět základní funkce, což efektivně odstaví konektivitu. Historicky byly tyto útoky
založeny na zatížení systému. Při příliš vysokém datovém toku jej směrovač nezvládne zpra-
covat a přetíží se.
Kompromitace směrovače je událost vzácná, avšak zničující. Směrovač může být přena-
staven tak, aby zasílal datový tok jinému hostiteli nebo úplně blokoval datový tok. Má to
také dopad na integritu a soukromí každé sítě připojené ke kompromitovanému směrovači.
Otrava směrovací tabulky
Směrovací tabulka síťové vrstvy je náchylná na tento typ útoku podobně jako ARP ta-
bulka u linkové vrstvy. Podvržený datový tok může přepsat, vložit nebo odebrat záznam
ze směrovací tabulky. Výsledek je podobný při kompromitovaném směrovači: směrovací
tabulka může být např. přenastavena tak, aby blokovala tok od určitých hostitelů, nebo
můžeme přidat záznam pro novou síť. Protokoly síťové vrstvy podporují dynamické směro-
vací tabulky, které jsou automaticky generovány na základě síťového toku. Tyto protokoly
jsou zranitelné, protože nový uzel může začít generovat podvržená data.
Zahlcení směrovací tabulky
Velikost směrovací tabulky je většinou omezena. Zařízení, která nemají staticky nakonfi-
gurovanou tabulku musí spravovat exspiraci a plnění tabulky. Útočník vygeneruje falešná
data, která směrovač použije k zaplnění směrovací tabulky. Po zaplnění má směrovač na
výběr tři možnosti: ignorovat, zahodit nejstarší nebo zahodit nejhorší záznamy.
• Ignorovat nové záznamy: Útočník nebude schopen vytlačit stávající záznamy, ale
může zabránit vkládání nových správných záznamů.
• Zahození nejstarších záznamů: Jako u ARP tabulek, mohou směrovací tabulky
zahazovat položky, které nejsou používány. Velké zahlcení může zapříčinit odstranění
správných záznamů.
• Zahození nejhorších záznamů: Při zahazování záznamů může směrovač brát v úvahu
metriku jednotlivých položek. Výchozí nebo vysoce žádoucí cesty tedy při přeplnění
odstraněny nebudou, ale nové záznamy, které mohou mít nízkou metriku mohou od-
stranit alternativní cesty.
Aby mohlo být zahlcení směrovací tabulky úspěšně, musí útočník vědět, jak směrovač
reaguje na plnou směrovací tabulku.
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Útok na metriku
Tyto útoky mají za cíl upravit metriku u položek ve směrovací tabulce. Výsledkem je
změna preferovaných cest do vybraných podsítí. Většina protokolů linkové a síťové vrstvy
podporuje zajištění kvality služeb. Útočník tak může tyto pakety podvrhnout a tím zajistí
změnu dynamických metrik. Výsledkem může být menší datová propustnost, delší cesty
nebo vyšší náklady na konektivitu.
Útok způsobující zacyklení
Mnoho síťových protokolů podporuje detekci smyček, kde data odeslaná na jedno rozhraní se
vrátí zpátky na jiném. Směrovací smyčky způsobují nadměrný datový tok a mohou vyústit
v situaci, kdy nezbude žádné volné pásmo pro ostatní komunikaci. Protokoly jako např.
Spanning Tree na linkové vrstvě (IEEE 802.1) nebo BGP na síťové vrstvě [18] poskytují
prostředky pro detekci smyček. V případě, že směrovač detekuje smyčku, je cesta odebrána
ze směrovací tabulky. Zacyklující útok generuje falešnou odpověď při kontrole smyček, čímž
směrovač chybně vyhodnotí neexistenci smyčky.
Tyto útoky jsou však obtížně proveditelné. Útočník musí mít pod kontrolou dva sys-
témy - jeden na každém rozhraní směrovače, na který chce zaútočit. Jakmile jeden systém
detekuje kontrolu smyčky, pošle druhému systému zprávu s odpovědí. Druhý systém vytvoří
falešnou odpověď a pošle ji směrovači.
Mnoho síťových protokolů přiřazuje paketům hodnotu TTL (time-to-live). Tato hodnota
je dekrementována každým uzlem, kterým paket prochází. Pokud TTL dosáhne hodnoty 0,
je na příštím směrovači celý paket zahozen.
2.2.3 Adresování
Linková vrstva používá adresy pouze k určení jedinečného hostitele v síti. Adresování na
síťové vrstvě kromě unikátní adresy umožňuje také nasměrovat informaci na tuto adresu.
Síťové adresy jsou nezávislé na adresách linkových protokolů. Existují dva přístupy v adre-
sování, a to numerické a jmenné.
Numerické adresování používá sekvenci čísel k identifikaci hostitele v síti. Je to analo-
gické s telefonními čísly, která obsahují kód státu, regionu a unikátní identifikátor. Různé
síťové protokoly používají různá adresování, příklady numerických směrovacích protokolů
jsou IP, IPX, X.25.
Jmenné adresování poskytuje zejména více flexibility. Je to z důvodu, že k identifikaci
hostitele používá místo čísla textový řetězec. Delší řetězce znamenají složitější sítě. Příkla-
dem jsou protokoly AX.25 a NBRP, který používal projekt TRIAD (viz kapitola 3.6).
Síťová vrstva OSI modelu nepožaduje autentizaci nebo validaci adres. Adresní schémata
těchto protokolů jsou tedy náchylné na impersonation a hijacking útoky. Dále jsou zde
bezpečnostní problémy při dynamické alokaci adres.
NBRP
NBRP (Name-Based Routing Protocol) je příklad protokolu používající hierarchickou struk-
turu jmén. Kažný NBRP uzel je definován segmentovaným jménem, kde každý segment
definuje přesnou směrovací cestu. Např. accounting.office.hq.local definuje hostitele
accounting, který leží v podsíti office, kde office je dostupný přes podsíť hq a hq je větev
nejvyšší podsítě local.
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NBRP je flexibilnější než IP, protože v každé podsíti může existovat libovolné množství
hostitelů a dalších podsítí. Jediným omezením je délka cesty k hostiteli.
Impersonation
Pokud na síťové vrstvě mají dvě zařízení stejnou adresu, nastává konflikt. Toto chování je
přípustné v řešeních s vysokou dostupností, avšak pokud to není plánované, může to vést
k situaci, kdy zařízení přestane přijímat pakety a přeruší se tak síťová konektivita.
Hijacking
V případě existence dvou zařízení se stejnou síťovou adresou, to které odpoví rychleji, si
udrží spojení. Pokud je jedno z nich stále pomalejší než druhé, tak v podstatě přestává
komunikovat úplně. Útočník s rychlejším zařízením může sledovat komunikaci v promis-
kuitním módu a převzít identitu jiného zařízení společně s jeho otevřenými spojeními.
Příkladem může být převzetí navázané relace telnetu po uživatelově přihlášení.
Dynamické přidělování adres
Každý server poskytující síťové adresy jich má pouze omezené množství. Po alokaci všech
adres nelze přidat do sítě další zařízení. Jedním z útoků je tedy vypotřebování všech do-
stupných adres pro dynamickou alokaci.
Většina služeb automatické alokace má systém pro dealokaci adres hostitelů. Hostitel při
odpojování zašle zprávu, informuje alokační server a ten ji vrátí do seznamu použitelných
adres. Útočník ale může takovouto zprávu vyslat bez vědomí hostitele, kterému je adresa
alokována, a najednou začne pracovat s nealokovanou adresou.
Je běžné, že na začátku komunikace není známa adresa serveru přidělujícího adresy.
Řeší se to způsobem, kdy server odpoví na broadcastový dotaz. Útočník tedy může spustit
svůj vlastní alokační server a odpovědět na tuto zprávu rychleji. Může tak oběti poslat jiné
komunikační údaje, zajistit, aby data směroval přes jím ovládaný směrovač a použít útok
MitM.
2.2.4 IP
IP (Internet Protocol) je komunikační protokol síťové vrstvy používaný pro komunikaci na
internetu. Ostatní protokoly síťové vrstvy se vyskytují pouze v omezených prostředích, IP
však proniknul do většiny komerčních sektorů a koncových služeb.
Vytvořen byl agenturou DARPA v 70. letech minulého století a původně sloužil pro
komunikaci vládních, armádních a akademických subjektů (ARPANET). Rozšířil se však do
komerční a osobní sféry a základ zůstává stejný již více než 30 let. Byl navržen pro směrování
informací mezi sítěmi a mnoho bezpečnostních rizik pochází nejen ze zásadních omylů
udělaných před 30 lety, ale i dalších implementačních chyb a programovacích zvláštností
[16].
Adresování
IP používá numerický směrovací systém k identifikaci podsítí a jednotlivých hostitelů. Ka-
ždá IP adresa se skládá ze 4 bytů, obvykle zapsané v decimální formě oddělené po bytu
tečkou (A.B.C.D). Může být ale zapsána v hexadecimální nebo decimální formě (např. IP
9
Obrázek 2.2: Struktura IP paketu
adresa 10.1.3.100 může být zapsána jako 0x0a010364 nebo jako 167838564). Mnoho apli-
kací včetně webových prohlížečů tento zápis podporuje. Integerová reprezentace se používá
např. při šíření spamu, kde adresy hostitelů mohou projít anti-spamovými filtry.
Podsíť je určena kombinací adresy sítě a síťové masky. Maska je 4 bytové číslo, které po
bitovém součinu s IP adresou definuje adresu sítě (viz tabulka 2.1)




Tabulka 2.1: Souvislost mezi IP adresou, maskou podsítě a adresou sítě.
IP podporuje broadcastové adresování. Pakety s cílovou adresou 255.255.255.255 jsou
brány jako lokální broadcast pakety [10]. Tato IP adresa není směrovatelná, ale je použi-
telná pouze pro lokální broadcast. Směrovatelnou broadcast adresu obsahuje každá pod-
síť. Je to poslední IP adresa v rozsahu, např. pro podsíť 192.168.0.0/16 je to adresa
192.168.255.255.
Velice důležitý protokol je ICMP. Poskytuje podporu pro testování, řízení toku a zpra-
cování chyb. Je však použitelný i pro útočníky k oskenování sítí nebo k DoS útoku.
Smurf útok
ICMP paket obsahuje zdrojovou a cílovou adresu, ale nevyžaduje žádnou autentizaci. Hos-
titel, který přijme ”echo request”jednoduše na adresu odesílatele pošle ”echo reply”. Útok
spočívá v tom, že adresu oběti nastavíme jako zdrojovou a odesíláme ”echo request”tisícům
systémů. Cílový systém potom zašle odpověď oběti, což ji při dostatečném množství přetíží.
Skutečný zdroj útoku není vystopovatelný, oběť je tedy zahlcena DoS útokem neznámého
útočníka.
IP Hijacking
IP hijacking nastává, když jeden hostitel převezme IP adresu jiného. Ideálně tak, aby ne-
způsobil detekovatelný konflikt adres. Existují tři způsoby:
• Využitím nepoužité adresy. Systému, který je dočasně off-line, lze převzít IP
adresu bez konfliktu. Případně lze systém nejdříve odstavit např. DoS útokem.
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• Přesměrováním, použitím ICMP přesměrování, může útočník přesměrovat provoz
na jiného hostitele.
• Promiskuitní hijacking. Směrovač, který je po cestě spojení, může komunikaci
zachytit a odpovědět na ni. Při tomto způsobu musí mít útočník přístup na zařízení,
které je na cestě mezi zdrojem a cílem komunikace.
2.3 Transportní vrstva
Tato vrstva poskytuje rozhraní mezi aplikacemi a nižšími vrstvami. Poskytuje služby jako
je řazení paketů a identifikaci služby. Nejběžnější protokoly jsou TCP a UDP.
2.3.1 TCP
TCP je protokol, který používá většina běžných aplikačních protokolů. Je to protokol ori-
entovaný na spojení a zajišťuje spolehlivou komunikaci. Každá z jeho funkcí sama o sobě
(výměna dat, stavové příznaky, sekvenční číslování paketů) nepředstavuje bezpečnostní ri-
ziko. Problém je při kombinaci několika funkcí, což může vést k hijackingu nebo efektivnímu
DoS útoku. Při navázání spojení TCP používá tzv. 3way handshake a ukončuje ho zprávou
FIN (viz obr. 2.3 ) [17].
Obrázek 2.3: Tok TCP komunikace, převzato z [17].
Session hijacking
Tento typ útoku vyžaduje, aby měl útočník přímý přístup na linkové vrstvě do komuni-
kace oběti. Útočník zjistí síťovou adresu, porty a sekvenční čísla spojení. Použitím těchto
informací se útočník snaží odpovědět rychleji než oběť. Úspěšný hijacking vede k získání
aktivního spojení se síťovou službou, kdežto neúspěšný pokus se mění buď v DoS útok,
nebo je jednoduše ignorován.
11
SYN a RST útoky
DoS útoky mohou sloužit dvěma účelům. První je odpojení oběti tak, že nebude schopná
komunikovat. Druhý účel je odlišný. DoS útoky jsou lehce zpozorovatelné a rychle přita-
hují pozornost administrátorů. Útočník může provést DoS útok na jeden systém, zatímco
napadne systém jiný. Správce tak bude řešit DoS a nemusí druhý útok nějakou dobu za-
znamenat.
TCP je zranitelné DoS útokem. Jakýkoliv zásah do čísel portů nebo sekvenčních čísel
vede k rozpojení relace.
Každý server při přijmutí SYN paketu alokuje paměť. SYN útok zasílá velké množství
SYN paketů a jeho cílem je zahltit server tak, aby si zaplnil veškerou paměť. Limity SYN
paketů jsou definovány na úrovni systému a na úrovni služeb. Web může být limitován 100
konkurentními spojeními i když celý server zvládne např. 250 spojení. V tomto případě
tedy 100 SYN paketů zablokuje web a 250 SYN paketů na různých portech zablokuje celý
systém.
Pokaždé, když je odeslán SYN paket, je na druhé straně vygenerována SYN-ACK odpo-
věď. Pokud není handshake kompletní, tak spojení timeoutuje. Výsledkem je efektivní DoS
útok: útočník zaplaví server SYN pakety a server je zablokován dokud spojení netimeoutují.
U RST útoku jou zasílány RST nebo FIN pakety tak, aby ukončily aktivní spojení.
Pokud útočník zachytává datový tok oběti, může do spojení vložit RST paket tak aby se
tvářil jako součást spojení. Pokud útočník ke spojení přístup nemá, může naslepo posílat
RST pakety.
2.3.2 UDP
UDP je zjednodušený transportní protokol běžně využívaný službami, které nevyžadují
spojení. Hlavička protokolu obsahuje pouze zdrojový a cílový port, délku dat a kontrolní
součet. I přes to, že UDP vyžaduje podstatně méně datového toku, je náchylnější na útoky.
U TCP je každý klient autentizován serverem pomocí 3-way handshaku. U UDP nic ta-
kového není, jakýkoliv hostitel se může připojit na UDP server a spojení není autentizováno.
UDP pakety mohou rychle zahltit pomalé služby.
Keep-Alive útok
UDP nemá žádné značky pro otevření a uzavření spojení. Správa spojení musí být řešena
protokoly na vyšších vrstvách. Důsledkem toho firewally otevírají UDP porty, jakmile se
objeví první odchozí spojení, ale zavírají je až po určité době neaktivity. I když klient už
neposlouchá, útočník může stále posílat pakety a firewall ponechá port otevřený. Pokud je
otevřen dostatečný počet portů, nelze otevřít nový.
Smurf útok
Tento útok probíhá stejným způsobem, jako je popsáno v kapitole 2.2.4. Útočník pošle
paket s cizí zdrojovou adresou a server na tuto adresu např. několika pakety odpoví. Pokud
je těchto paketů dostatečné množství, může to zahltit síť.
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2.4 Shrnutí
V této kapitole proběhlo seznámení se současnou architekturou počítačových sítí, zejména
se síťovou a transportní vrstvou OSI modelu a bylo nastíněno několik bezpečnostních rizik
v těchto vrstvách.
V následující kapitole je popsán koncept obsahově centrických sítí, které svou architek-




3.1 Koncept obsahově centrických sítí
Obsahově centrické sítě jsou alternativou k dnes používané architektuře počítačových sítí[15].
Základní princip umožňuje uživateli zaměřit se na požadovaná data ve srovnání s klasickým
přístupem zaměření se na fyzické místo, ze kterého mají být data získána. Je to založeno
na předpokladu, že valná většina současného datového toku na internetu jsou data určená
více uživatelům.
Tento koncept má mnoho výhod, např. cachování obsahu, které snižuje zatížení sítí,
zvyšuje rychlost komunikace, má jednodušší konfiguraci síťových zařízení a zabudovené
zabezpečení na úrovni dat. Je zde ale i několik nedořešených problémů, např. multimediální
komunikace v reálném čase.
Síťová komunikace se dnes soustředí zejména na přesun obsahu. Tohoto obsahu stále
přibývá. V roce 2010 přes internet proteklo v průměru 15 Exabytů za měsíc [5] a byl
vytvořen více než 1 Zettabyte nových informací [3]. Na obr. 3.1 je zobrazen vývoj cen
internetového připojení a úložného prostoru. Vyplývá z něj, že cena úložného prostoru za
jeden byte za posledních 25 let klesala rychlostí 3% za týden. Přitom výhled do budoucnosti
je dále příznivý. Tento cenový vývoj nahrává ve prospěch dočasných úložišť na úkor rychlosti
připojení.
Problém dnešního síťového modelu je, že jménem souboru na pevném disku vyjadřujeme
o co se jedná a jménem zařízení v síti vyjadřujeme o koho (kde) se jedná. A mapování mezi
těmito dvěma modely vyžaduje spoustu prostředníků.
Cílem obsahově centrických sítí je automatický tok dat znázorněný na obr. 3.2. Zařízení
s požadavky vyžadují přístup k datům a zařízení s těmito daty požadavek nahradí odpovědí
a zašle ji zpět. Uživatelé určují pouze cíl, ne způsob jeho dosažení. Nerozlišuje se mezi bity
v paměti (na disku) a bity ”na drátě”[9]. Integrita a zabezpečení je zde zabudována základu.
Na obr. 3.3 jsou porovnány stacky IP a CCN protokolů. Většina vrstev je postavena
na komunikaci dvou bodů, např. na linkové vrstvě jde o komunikaci dvou konců linky
(kabelu,. . .), 4. (transportní) vrstva obsahuje komunikaci dvou hostitelů (producenta a kon-
zumenta). Jediná vrstva, která musí být univerzální na celé síti je třetí, síťová vrstva. Síťová
vrstva CCN je podobná jako IP, ale není tak striktní na funkce linkové vrstvy. CCN může
být provozováno na téměř čemkoliv, včetně IP.
CCN se od IP liší v několika způsobech. Dva z nich, strategie a zabezpečení, jsou
zobrazeny jako nové vrstvy na obr. 3.3. CCN umožňuje najednou používat více různých
připojeni (např. Ethernet, 3G, Wi-Fi) díky již zmíněným menším nárokům na linkovou
vrstvu. Strategická vrstva dokáže dynamicky a jemně využívat více různých připojení za
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Obrázek 3.1: Vývoj ceny úložiště a datové linky [12]
Obrázek 3.2: Ukázka toku obsahu [12]
měnících se podmínek.
3.1.1 Content model
Informace, které se samy spravují, potřebují kontext. Ten se skládá ze tří údajů:
• Ontologie: Vztah k ostatním informacím.
• Původ: Základ pro důvěryhodnost informace.
• Lokalita: Uvědomění si sousedů.
Problém nastává při posunu v hierarchii na vyšší pozice (viz obr. 3.2). Pokud např.
omylem smažu kdekoliv soubor, síť se postará o to, aby se smazal všude. Obsahově centrické
sítě jsou zbaveny abstrakce (hostitele a souboru obsahující data) a zajišťují:
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Obrázek 3.3: Hierarchie CCN a současných sítí [12]
• Ontologii skrze hierarchická jména.
• Původ pomocí podpisu vazby mezi daty a jejich jménem (Z zaručuje, že X je jméno
Y).
• Lokalitu přes ”řízený rozptyl”rozšiřovacího modelu.
Soubory a síťové spojení jsou kontejnery informací. Tyto kontejnery jsou ze své podstaty
nezabezpečené, neboť jim může být změněn obsah. Kontejnery nejsou vlastní a je velmi
obtížné je zabezpečit. Naproti tomu zabezpečit obsah je relativně jednoduché.
Tyto problémy CCN řeší použitím modelu kolekcí místo modelu kontejnerů. Jméno
označuje kolekci (ne kontejner s informací). Hierarchie jmen tvoří členství. Stejná informace
může mít několik jmen.
Na obr. 3.4 je znázorněno určení původu dat. Metadata obsahují zašifrovaný kontrolní
součet a veřejný klíč vlastníka. Ten je obvykle hierarchicky strukturován.
Obrázek 3.4: Určení původu informací
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3.2 Uzly obsahově centrických sítí
Komunikace v CCN je řízena konzumenty (uživateli) dat. Vyskytují se zde pouze dva typy
paketů:
• Požadavek, podobný http GET.
• Data, podobný http odpovědi.
Oba typy jsou zakódovány v binárním XML. Struktura je znázorněna na obr. 3.5
Obrázek 3.5: Struktura paketu v CCN síti
Konzument vyšle požadavek pomocí všech dostupných připojení, např.
Want "/parc.com/van/presentation.pdf". Tento požadavek identifikuje kolekci dat, tzn.
všechny datové položky, jejichž jméno je prefixem požadavku. Jakýkoliv uzel, který poža-
davek slyší a má data odpovídající požadavku, může odpovědět datovým paketem, např.
HereIs "/parc.com/van/presentation.pdf/p1" <data>. Data jsou přenášeny pouze jako
odpověď na požadavek, který nahrazují. Znamená to tedy, že požadavky a data se párují
a udržují rovnováhu. Podobně funguje TCP, ale na rozdíl od TCP umožňuje CCN model
N:N doručování. Protože požadavek i data identifikují přenášený obsah jeho jménem, více
uzlů požadující stejná data může sdílet přenosy skrze broadcastové médium s použitím
standardních technik potlačení multicastu.
Data, která odpovídají požadavku, ho ”zkonzumují”. Pro získání dalších dat musí být
požadavek znovu zaslán. Může být vytvořeno několik různých požadavků do stejné kolekce
(podobně funguje TCP okno).
Interně jsou jména v CCN reprezentována nečitelnými, binárními objekty. Jména mají
typicky hierarchickou strukturu, tudíž vyhledávání prefixu způsobem nejdelší shody je ekvi-
valentní průchodem stromu. Podobný způsob používá IP pro vyhledávání prefixu cílové sítě.
I přes to, že jména v CCN jsou delší než IP adresy, jejich explicitní struktura zachovává
vyhledávání stejně efektivní, ne-li efektivnější než v IP. Zde může také nastat problém, kdy
vznikne požadavek na obsah, který neexistuje. Řešením je neexistující obsah vygenerovat.
Takto aktivní jména umožňují CCN sítím transparentně provozovat jak staticky cachovaný
obsah, tak i dynamicky generovaný, jak je dnes na webu běžné.
CCN uzel (stejně jako IP), nevkládá do jmen žádnou sémantiku, význam se získává
z globálních konvencí, které se používají ve směrovacích pravidlech. Např. jméno
/parc.com/people/van/presentations/FISS09 může označovat data prezentace a
/thisRoom/projector značí jméno projektoru na kterém by se měla zobrazit. První příklad
je globální jméno založené na DNS. Druhý příklad je lokální jméno závislé na kontextu,
v tomto případě na místnosti ve které se nachází konzument.
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Základní funkce CCN uzlu je podobná jako IP uzlu (routeru). Poté, co paket přiteče na
rozhraní1, je provedeno vyhledání nejdelšího prefixu na jméně požadavku. Porovnání mezi
IP a CCN směrováním je na obrázcích 3.6 a 3.7. CCN uzel má tři hlavní prvky:
• FIB (Forwarding Information Base)
• ContentStore (buffer)
• PIT (Pending Interest Table)
FIB slouží k přeposlání požadavků k možným cílům s daty. Je téměř totožný jako FIB
IP routeru, jediným rozdílem je více možných výstupních rozhraní (seznam).
Content Store je vyrovnávací paměť, podobná té v IP routerech [11]. Liší se však v poli-
tice odstraňování prvků. Každý IP paket patří pouze jednomu spojení, takže po přeposlání
k cíli nemá žádné další využití. IP tedy tyto pakety zahazuje okamžitě. CCN pakety jsou
sebeidentifikovatelné a sebeověřitelné, takže každý paket je teoreticky využitelný mnoha
konzumenty (např. více lidí sledujících stejné video nebo čtoucích stejné články). Pro nej-
vyšší možnost sdílení, minimalizaci datového toku a rychlé odpovědi CCN uzel drží data co
nejdéle může (položky Content Store nahrazuje např. algoritmem LRU nebo LFU).
PIT zaznamenává požadavky, uzlem prošly a byly přesměrovány dále tak, aby data,
která se Vrátí, mohla být zaslána ke zdroji požadavku. V CCN jsou tedy směrovány pouze
požadavky, které cestou k cíli zanechávají stopu, po které se mohou vrátit odpovědi. Zá-
znamy v PIT jsou smazány v okamžiku, kdy uzlem proteče odpovídající datový paket.
Záznamy pro požadavky, které data nenaleznou, jsou po určité době odstraněny.
Poté co na rozhraní přiteče paket, je provedeno vyhledání nejdelšího prefixu jeho jména.
Indexovaná struktura pro vyhledání je seřazena tak, aby dostal přednost záznam v Content
Store (pokud se tam nachází) před záznamem v PIT, který je zase upřednostněn před
záznamy ve FIB. Takže pokud je paket odpovídající požadavku ve vyrovnávací paměti,
bude odeslán na rozhraní, ze kterého přišel požadavek.
Pokud je nalezena shoda v PIT (musí být přesná), rozhraní, na kterém požadavek přišel
je přidáno do RequestingFaces části záznamu v PIT tabulce a požadavek je zahozen, protože
stejný už na uzel dorazil a byl přeposlán dál.
Pokud je nalezena shoda u záznamu ve FIB tabulce, tak požadavek musí být přeposlán
dál. Rozhraní, ze kterého požadavek dorazil je ze záznamu ve FIB odebráno a pokud seznam
rozhraní není prázdný, tak je požadavek přeposlán na všechny rozhraní u tohoto záznamu.
Nakonec, pokud není nalezena shoda ani ve FIB, tak je požadavek zahozen, protože uzel
nemá o datech žádné informace a ani neví jak je získat.
Zpracování datových paketů je poměrně jednoduché. Data jednoduše následují záznamy
v PIT zpět ke konzumentům. Vyhledání shody je provedeno poté, co paket přiteče na
rozhraní. Shoda v Content Store znamená, že paket je duplikát, a proto je zahozen. Shoda
ve FIB znamená, že v PIT shoda nebyla nalezena a stejná data se na uzel dostala od
více zdrojů nebo od jednoho zdroje více cestami. Tyto data jsou zahozena. Shoda v PIT
(může jich být i více) znamená, že data byla zaslána na požadavek tohoto uzlu. Paket je
zkontrolován a poté přidán do Content Store. Dále je paket poslán na každé rozhraní v PIT
záznamu (bez rozhraní, na kterém dorazil).
Model využití Content Store umožňuje každému uzlu vytvořit transparentní cache. Sku-
pinová povaha získávání dat umožňuje flexibilně udržovat komunikaci v dynamických pro-
středích. Každý uzel s přístupem do více sítí může sloužit jako router mezi těmito sítěmi.
1anglicky face, oproti interface v IP sítích, protože uzly zde slouží také jako cache a mohou rovnou vrátit
paket s daty
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S využitím cache může přenosný uzel sloužit jako síťové médium mezi rozpojenými sítěmi.
Komunikace také funguje kdekoliv i s lokální konektivitou, např. v izolované ad-hoc wifi
síti.
Obrázek 3.6: Model IP směrovače [12]
Obrázek 3.7: Model CCN uzlu [12]
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3.3 Transport
Transport v CCN je vytvořen pro komunikaci po nespolehlivých paketových službách,
včetně mobilní techniky. Takže požadavky i data mohou být v průběhu přenosu poško-
zeny, nebo data mohou být dočasně nedostupná. Pro zajištění spolehlivého a robustního
doručování musí být požadavky, které nejsou uspokojeny do určitého časového úseku, znovu
odeslány. Oproti TCP je komunikace v CCN bezstavová a znovuodeslání těchto požadavků
závisí na konzumentovi (aplikace generující požadavky), zda má stále zájem o data. Stra-
tegická vrstva přijímače (viz obr. 3.3) odpovídá za znovuposlání (protože zná timeout na-
vazujících uzlů), stejně jako za výběr rozhraní, na kterých se odešlou požadavky, dále za
počet znovuodeslání, prioritu požadavků, atd.
Pokdladové paketové sítě mohou duplikovat pakety stejně jako skupinová distribuce
v CCN. Všechna duplikovaná data jsou zahozena pomocí mechanizmu popsaného v před-
chozí kapitole. I přesto, že data se v CCN nemohou zacyklit, požadavky se zacyklit mohou
a ve výsledku se vše chová jako by požadavek přišel z rozhraní, kde ve skutečnosti žádný
požadavek není. Detekce smyček probíhá pomocí náhodné hodnoty nonce, kterou obsa-
huje každý požadavek a při příchodu přes různé cesty se použije jen první a ostatní jsou
zahozeny.
Požadavky v CCN podléhají stejnému řízení toku dat a jejich řazení jako TCP ACK
pakety. Vzhledem k tomu, že uzel vždy dostane data (pokud existují) k jeho požadavkům,
dají se přesně změřit latence a adaptivně upravit cesta pro určitý prefix.
Anotovaná cesta v CCN stromě funguje jako transportní stav. Na obr. 3.8 je zobrazena
cesta k od kořene k cíli pro data parc.com/van/talks/mit10-08/v2/s1. Na obr. 3.9 je
znázorněn tok dat. Obsah se vyskytuje pouze tam, kde je o něj zájem. Přes každé spojení
je přenášen maximálně jednou, protože na každém uzlu se ukládá. Tím se minimalizuje
odezva i celkový datový tok v síti.
3.4 Routing
Dnes existuje spousta zajímavých a efektivních řešení pro většinu směrovacích problémů.
Obecně každý algoritmus pro IP sítě je možné používat v CCN, protože oba modely jsou
si podobné, CCN má však několik výhod:
• Žádné smyčky, a tedy žádné problémy s konvergencí.
• Nejsou zde omezení pro skupiny zdrojů nebo cílů.
• Transportní model CCN se shoduje se směrovacím, jen přidává zabezpečení.
CCN může používat i existující konvenční směrovací protokoly 2. IP forwarding i CCN
forwarding jsou téměř identické. Obě používají vyhledávání shody na základě nejdelšího
prefixu k nalezení lokálního souseda, který je blíž cíli. Z tohoto je patrné, že distribuce rout
sloužící pro vytvoření IP FIB tabulek v IP může být jednoduše upravena k distribuci CCN
FIB tabulek.
2existují i více obsahově orientované protokoly, např. Small-Worlds, které ale mají jiné implementační
strategie.
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Obrázek 3.8: Cesta v CCN. [12]
3.4.1 IGP
CCN prefixy jsou výrazně odlišné od IP prefixů, takže otázkou zůstává, zda by bylo možné
je vyjádřit je v nějakém protokolu. Toto umožňují protokoly IS-IS a OSPF pomocí popisu
lokálně připojených zdrojů ve schématu TLV (type label value), které je vhodné pro distri-
buci CCN prefixů. Směrovače se naučí fyzickou topologii sítě, oznámí jejich umístění v této
topologii a rozešlou prefixy za použití CCN TLV.
Na obr. 3.10 je IGP doména s IP routery (v jednoduchém kruhu) a IP+CCN routery. Me-
dia repositář vedle oznamuje, že může obsloužit požadavky v kolekci /parc.com/media/art
přes rozhraní v lokální CCN FIB. Směrovací démon v A toto oznámení slyší, vloží záznam
do své FIB, zabalí prefix do LSA (Link-State Advertisement) směrovacího protokolu a
oznámí ho všem uzlům. Když směrovací démon v E obdrží tento LSA, vytvoří CCN roz-
hraní směrem k A, a potom přidá doručený prefix do své CCN FIB tabulky. Když jiná
kolekce, sousedící s B, oznámí /parc.com/media/art a /parc.com/media prefixy a roze-
šle je po síti, výsledek je CCN FIB uzlu E podle obrázku 3.10. Pokud je požadavek na
/parc.com/media/art/impressionisthistory.mp4 doručen od klienta sousedícího s uz-
lem E, uzel tento požadavek přepošle uzlům A i B, kteří jej přepošlou svým sousedícím
kolekcím.
CCN dynamicky vytvoří topologii, která se optimalizuje podle šířky datového toku a
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Obrázek 3.9: Tok dat v CCN. [12]
doby odezvy. Tato topologie je ale jasně neoptimální, neboť klient sousedící s uzlem F,
mající zájem o stejné video, vyústí ve druhou kopii obsahu při přenášení přes spoj mezi
A-C nebo B-C. To nastane, když je v topologii uzel, který nedostupný pro CCN (např.
C není obsahový směrovač, proto nemůže mít cache). Jakmile se ale z uzlu stane C tento
směrovač, uzly E a F přes něj budou přeposílat jejich požadavky a potom bude distribuce
dat optimální.
Ve výše popsaném modelu jsou LSA pakety použity pro přenos CCN zpráv s kompletní
autentizací obsahu a zabezpečením. Takže, i když směrovací protokol není zabezpečený,
komunikace mezi CCN uzly je. CCN prefixy obsahu jsou zabezpečeny CCN bezpečnostním
modelem. IP prefixy posílány z jiných IPG nebo GBP jsou nedůvěryhodné.
3.4.2 EGP
Jakmile začnou zákazníci nějakého poskytovatele připojení k internetu (ISP) používat CCN,
bude v zájmu tohoto ISP nasadit CCN routery z důvodu redukce datového toku, což bude
mít za následek snížení latence (všechna data kromě jejich prvního požadavku se budou
stahovat z nově umístěné cache). Vzhledem k tomu, že zákazníci jsou přímo připojení k ISP,
je detekce CCN routeru triviální věc.
Společný problém s nasazováním CCN způsobem ”bottom-up”je propojení domén s CCN
routery, které jsou připojené přes poskytovatele bez CCN routerů. Např. CCN router
u parc.com chce získat obsah z prefixu mit.edu, ale mezi těmito doménami žádné ccn rou-
tery nejsou. Použitím prefixu pro vyhledání v DNS získá IP adresu CCN routeru u MIT a
vytvoří UDP tunel mezi CCN routery. Bohužel toto schéma nebude fungovat dobře, pokud
díra v ccn síti není na hranicích domén. Za předpokladu, že ISP PARC i MIT podporují
CCN, ale mezi sebou nemají CCN spojení, nemůže ISP PARC zjistit CCN router u ISP
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Obrázek 3.10: Směrování CCN požadavků [12]
MIT, takže bude přeposílat požadavky přímo MIT. Tedy routery ISP budou přeposílat CCN
tok pouze při příchozích spojeních (obsah vyžádaný jejich zákazníky), ale ne u odchozích
spojení (obsah vytvořen jejich zákazníky). Toto si částečně protiví s dlouhodobým cílem
CCN, a to zbavení závislosti datového toku u kořenů distribučních stromů na popularitě
obsahu- dnes datový tok roste lineárně se stoupající popularitou obsahu. Tento problém
může být vyřešen integrací distribuce doménových prefixů do BGP.
3.5 Bezpečnost
CCN je postaveno na modelu zabezpečení obsahu. Veškerý obsah je autentizován elektro-
nickým podpisem a soukromý obsah je zašifrován. Toto je základ pro dynamické cachování
obsahu. Pokud jsou data získána z nejbližší dostupné kopie, je nutné tento obsah validovat.
Data přenášející se po TCP/IP síti jsou pro IP neprůhledná, takže bezpečnostní model
je univerzální, bez využití kontextu a s velmi slabou představou o původu dat. Bezpečnostní
politiky jsou definovány ve smyslu ”co může být nasdíleno”, síťová bezpečnost ve smyslu
”kdo může komunikovat s kým”. Sloučit tyto dvě metody není jednoduché.
Pakety v CCN jsou autentizovány a veřejně ověřitelné (což ale neznamená, že se pro
každý paket počítá digitální podpis. Ke snížení potřebného výpočetního výkonu můžeme
použít např. mechanizmy ticket-signing). Veřejná ověřitelnost umožňuje škálovatelnou, ko-
operativní kontrolu konzistence i při masivní replikaci.
3.5.1 Validace obsahu
CCN autentizuje vazbu mezi jménem a obsahem. Podpis v každém datovém paketu (viz
obr. 3.5) patří ke jménu, obsahu a ”podepsaných informacích”. To umožňuje vydavatelům
bezpečně svázat libovolné jméno s obsahem. Pro srovnání, mnoho již existujících přístupů
vyžaduje, aby jména byly samopodepisujísí, aby mohly bezpečně podepsat obsah. Možnost
rovnou a bezpečně používat lidsky nebo aplikačně přívětivá jména rozšiřuje použitelnost a
zjednodušuje transport. Systémy bez tohoto potřebují infrastrukturu pro mapování lidsky
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čitelných jmen na jména neprůhledná a samo certifikující se. Výsledná bezpečnost takového
systému stojí na bezpečnosti infrastruktury mapující jména.
CCN data jsou veřejně ověřitelná - podpisy paketů jsou standardní veřejné elektronické
podpisy a kdokoliv, ne jen koncové body komunikace, tak může ověřit, že obsah s jeho jmé-
nem byl podepsán určitým klíčem. Podepisovací algoritmus volí vydavatel obsahu z pevně
daného výběru tak, aby splňoval požadavky na výkon, např. aby minimalizace velikosti pod-
pisu, nebo výpočetní náročnost generování podpisu. I když jsou datové pakety tvořeny tak,
aby byly ověřitelné individuálně, lze podepisovací zátěž rozložit mezi více paketů pomocí
agregačních technik, např. Merkle hash stromy.
Každý CCN datový paket obsahuje informace potřebné k vyhledání veřejného klíče, aby
se mohl ověřit. Na nejnižších vrstvách je validace obsahu čistě syntaktická. Jednoduše ověří,
že obsah byl podepsán klíčem, jehož otisk je specifikován jako vydavatel obsahu. Neřeší ale
ostatní věci - komu klíč patří nebo zda je podpis takovým klíčem důvěryhodný. I takto
minimální verifikace je ale užitečná, slouží jako obrana proti mnoho typům útoků.
3.5.2 Řízení důvěryhodnosti
Jako model důvěryhodnosti se používá SDSI [4] (Simple Distributed Security Architecture).
Je intuitivní, plně distributivní a verifikovaný). Šifrovací klíče a podepisování může být
odvozeno od jmen obsahu a poté získáno ze sítě. Síť samotnou nezajímá, jak jsou data
šifrována nebo jak jsou zakódovány dešifrovací klíče. To znamená, že každý nemusí vytvořit
vztah důvěry s jedním klíčem stejným způsobem. Jediná konfigurace, kterou potřebuje uzel
CCN je jeho identita (tj. bezpečnostní klíč pro podepisování). Podepisování vytváří vědomí,
které říká prvku, komu může věřit, s kým může spolupracovat, a umožňuje prvkům rozeznat
a bránit se proti útočníkům.
3.5.3 Ochrana obsahu a řízení přístupu
Primární prostředek k ochraně přístupu je šifrování. CCN nevyžaduje důvěryhodné servery
k vynucení politik řízení přístupu– kdokoliv může narazit na soukromý obsah, ale jen au-
torizovaní uživatelé jej dešifrují. Šifrování obsahu je transparentní vůči síti, vše jsou pouze
binární data. Dešifrovací klíče mohou být distribuovány jako datové bloky CCN. Jmenné
konvence, zapouzdřené v knihovnách, mohou zjednodušit hledání dešifrovacího klíče pro au-
torizovaného uživatele. CCN nenařizuje žádné konkrétní schéma šifrování nebo distribuce
klíčů.
3.5.4 Síťová bezpečnost
Autentizace veškerého obsahu, včetně směrovacích informací vylučuje možnost falšování.
Fakt, že CCN zprávy ”mluví”pouze o obsahu a nemohou komunikovat přímo s hostiteli,
znepříjemňuje šíření zákeřných paketů konkrétním cílům. Aby útoky byly efektivní, musí
se zaměřit na DoS - skrytí obsahu (např. nezasláním nejnovější verze) nebo jeho ”uto-
pení”(zaplavením falešných paketů).
K zajištění doručení správného obsahu mohou uživatelé omezit skupinu vydavatelů od
kterých se má obsah získávat. Uživatelé mohou specifikovat vydavatele (veřejný klíč) od
kterého chtějí, aby byl obsah podepsán.
CCN obsahuje několik mechanizmů sloužících k omezení nežádoucího datového toku.
Rovnováha mezi požadavky a odpověďmi brání DoS útoku hrubou silou na vyšší než lokální
úrovni. Pouze tolik datových paketů, o kolik bylo zažádáno, bude přeposláno směrovačem
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k cíli, bez ohledu na to, kolik jich na směrovač bylo doručeno. I když bude požadavek
rozeslán do mnoho sítí, z každého agregačního bodu se vracet se bude vždy jen jeden bez
ohledu na to, kolik jich tam dorazí. DDoS útoky založené na zahlcení daty tedy nejsou
realizovatelné.
Požadavky mohou být generovány uživateli podle jejich potřeby, je tedy možné zaútočit
zaplavením síť požadavky na data. Více požadavků na stejná data však směrovače sjednotí
do jednoho a ten zasílají dál. K zahlcení je tedy třeba generovat lišící se požadavky. CCN
povoluje generovat požadavky na data, která neexistují a tyto jsou směrovány až do cílové
sítě.
3.6 Existující projekty
V roce 1999 vznikl na univerzitě ve Stanfordu projekt TRIAD[2], který se zabývá odstraně-
ním nutnosti překladu DNS jmen. Navrhuje použít jméno objektu k nasměrování k nejbližší
replice dat. V roce 2006 vznikl spoluprací Univerzity Berkeley a ICSI (International Com-
puter Science Institute), projekt DONA [15] (Data Oriented Network Architecture), který
rozšiřuje TRIAD zakomponováním zabezpečení (autentizace) a perzistence dat do základu
architektury. V roce 2009 oznámil PARC (Palo Atlo Research Center) práci na projektu





Projekt CCNx spustila a sponzoruje organizace PARC, jako jeden z významných projektů
v oblasti obsahově centrických sítí a jejich aplikací. Původní vývojový tým se skládal z vý-
zkumníků a vývojářů z laboratoří PARC. Zatím PARC projekt vede a poskytuje vývojářům
zdroje. Cílem je progresivně vybudovat komunitu open-source vývojářů tak, aby byl projekt
nezávislý a schopný se sám udržet.
4.1 CCNx protokol
Základem je poskytovat doručovací služby pro pojmenované datové pakety bez vazby na
lokaci. Služby zahrnují směrování, kontrolu toku, automatické a transparentní skupinové
doručování pomocí vyrovnávacích pamětí dostupných v síti, bezsmyčkové vícecestné směro-
vání, ověření integrity a přenos libovolných aplikačních dat. CCNx protokol běží na služ-
bách, které poskytují nižší síťové vrstvy. Nejsou zde kladena žádná omezení na vlastnosti
této vrstvy. Může to být fyzický transport, nebo jiný síťový nebo transportní protokol.
Aplikace většinou používají CCNx na UDP z důvodu použití existující IP konektivity.
CCNx protokol podporuje široké využití síťových aplikací. Přirozeně je to uložení ob-
sahu, jako distribuce videa. Ale CCNx podporuje také komunikaci v reálném čase a je
natolik obecný, že může přenášet i komunikaci mezi hostiteli, jako např. TCP spojení.
CCNx protokol je určen pro komunikaci typu end-to-end mezi aplikacemi, a je tedy
zamýšleno integrovat jej do zpracování v aplikační vrstvě, ne jako samostatnou vrstvu.
4.1.1 Definice
• uzel - Entita v CCNx síti, která implementuje bufferování a přeposílání paketů.
• strana - Entita v síti komunikující přes CCNx protokol. Nejedná se jen o stroje, ale
také o aplikace využívající protokol.
• zpráva - CCNx paket. Používá se aby nedošlo k záměně s pakety nižších vrstev (např.
UDP paket může nést více než jednu CCNx zprávu).
4.1.2 Formát zpráv
CCNx protokol (na rozdíl od spousty jiných protokolů) nemá ve zprávách žádné pole fixní
velikosti. Datové formáty jsou specifikovány XML schématy, které jednoznačně identifikují
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hranice polí. Neznamená to, že jednotlivá pole musí obsahovat čitelné texty, může se jednat
i o binární data.
4.1.3 Identifikace obsahu
Obsah se přenáší pomocí jeho jména, bez ohledu na identity nebo lokace zúčastněných
strojů. Jména jsou hierarchicky strukturována, skládají se z komponent. Hierarchická struk-
tura je jako IP adresa, ale jména a komponenty mají libovolnou délku a jsou explicitně iden-
tifikovány. Celý protokol je postaven na hierarchické struktuře těchto jmen. Jméno může
identifikovat konkrétní úsek dat, ale také kolekci dat ukázáním na uzel ve stromě, ve kterém
může být více kusů dat. Analogií v IP je adresa sítě, určující celou podsíť.
4.1.4 Typy zpráv
Existují zde dva typy zpráv: požadavek a data (obsah).
• Požadavek slouží jako žádost o data podle jména. Zpráva identifikuje o jaká data
má zájem.
• Datový objekt slouží k zasílání dat. Obsahuje nejen data, ale i jejich jméno, digitální
podpis a identifikaci vydavatele. Každý objekt musí obsahovat platný podpis. Tak je
dosaženo toho, že všechna data jsou potvrzena.
CCNx protokol neposkytuje mechanizmus pro distribuci klíčů, protože klíče mohou být
distribuována jako každá jiná data.
4.1.5 Výměna zpráv
Komunikaci řídí přijímač (konzument), který vyšle požadavek přes dostupné komunikační
kanály. Jakákoliv strana, která má data se shodným jménem jako v požadavku, může odeslat
odpověď s obsahem. Data se mohou přenášet jen jako odpověď na požadavek. Požadavek
může být přenesen také pomocí broadcastu nebo multicastu pomocí spodní síťové vrstvy
s cílem ”obeslat”co nejvíce zdrojů dat za použití minimálního datového toku.
Jako odpověď nesmí být přenesena více než jedna zpráva. Uzly by měly implementovat
potlačující mechanizmus pro minimalizaci situací, kdy dva různé uzly přenáší zprávu k jed-
nomu požadavku. Přijímač vyžadující velkou kolekci dat musí vyslat odpovídající množství
požadavků. Může tak kontrolovat tok dat.
CCNx protokol nepředpokládá, že spodní síťový protokol zaručuje spolehlivý přenos dat.
Spolehlivého přenosu je dosaženo tak, že požadavky, které nejsou uspokojeny do uplynutí
určitého času, musí být zaslány znovu.
4.1.6 Uzel







Jejich vlastnosti a způsob zpracování obou typů paketů se neliší od již probraných
v kapitole 3.2.
4.1.7 Zpracování požadavků
Zpráva s požadavkem je zpracována pomocí následujících pravidel:
1. Je provedeno vyhledání v ContentStore. Pokud je objekt nalezen, je odeslán na roz-
hraní ze kterého přišel požadavek.
2. Je provedeno vyhledání v PIT. Pokud je nalezen stejný požadavek, rozhraní, ze kte-
rého přišel nový je přidáno k tomuto záznamu a zpráva je zahozena.
3. Je provedeno vyhledání ve FIB. Pokud je nalezena shoda, přidá se záznam do PIT a
požadavek je přeposlán na rozhraní podle záznamu ve FIB.
4. Pokud není nalezena shoda v žádném z předchozích kroků, uzel nemá jak požadavek
uspokojit a zahodí ho.
4.1.8 Zpracování datových zpráv
Datová zpráva je zpracována pomocí následujících pravidel:
1. Je provedeno vyhledání v ContentStore. Pokud je nalezena shoda, znamená to, že pří-
chozí zpráva je duplikát, který je možno zahodit, protože požadavek již byl uspokojen
a pokud přijde nový, uspokojí ze pomocí zprávy v ContentStore.
2. Je provedeho vyhledání v PIT. Pokud je nalezena shoda, je zpráva odeslána na všechny
rozhraní v záznamu v PIT. Uzel může provést verifikaci zprávy a uplatnit různé
politiky.
3. Pokud není nalezena shoda v žádném z předchozích kroků, tak je zpráva nevyžádaná
a data by měla být zahozena. Mohou ale být vložena do ConstentStore v případě, že
by byla požadována.
4.2 CCNx Jména
Protokol CCNx nespecifikuje přiřazení žádného významu jménům, pouze jejich strukturu.
Všechny významy definuje aplikace nebo pochází z globálních konvencí. Vývojáři mohou
vytvořit svoje vlastní konvence. Při použití globálně směrovaných jmen musí být použity
globální konvence v pravidlech pro směrování dat.
Základní konvence implementované v knihovnách CCNx řeší následující problémy:
• Kódování jmen čitelných člověkem
• Globálně unikátní prefixy
• Verzování
• Segmentování (čislování sekvencí)
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4.3 Podepisování a šifrování
4.3.1 Podepisování
Kdykoliv je to možné, CCNx ponechává možnost výběru algoritmů na vydavatelích a uživa-
telích a specifikuje použitý algoritmus u podpisu. Toto je jak pokus o uspokojení požadavků
různých uživatelů, tak mechanismus pro změnu algoritmů v budoucnu.
CCNx uzly však mohou zahodit obsah, jehož podpis nemohou ověřit, takže volba neob-
vyklého algoritmu může vést k zamezení propagování obsahu.




Digest algoritmus specifikuje algoritmus pro vytvoření otisku. Specifikuje se buď digest
algoritmus nebo kombinovaný algoritmus podpisu, který obsahuje jak digest algoritmus tak
algoritmus asymetrické kryptografie (např. SHA1sRSA).
Witness (svědek) je přídavná informace potřebná k ověření podpisu, konkrétně v pří-
padě, kdy je podepsáno více datových objektů naráz. Witness zde umožňuje datový objekt
verifikovat jako část souboru.
Poslední část tvoři samotný podpis, zakódovaný ve zvoleném algoritmu.
4.3.2 Šifrování
Šifrování obsahu nijak nemění funkčnost CCNx. Producenti obsahu a jeho konzumenti
(uživatelé) tedy mohou zvolit libovolné šifrování.
4.4 Datová zpráva
Obsah zprávy je v tabulce. 4.1. Tento prvek reprezentuje binární data spolu s jejich jmé-
nem, přídavnými informacemi a digitálním podpisem zmíněných prvků. Struktura jména
a podpisu byly probrány v předchozích kapitolách. Do sekce přídavné informace (Signed
Info) patří:
4.5 Zpráva požadavku
Struktura paketu požadavku je na obr. 4.2. Jeho jméno má lehce odlišnou sémantiku. Ob-
sahuje totiž pole selector, ve kterém lze definovat, že odesílatel má zájem např. o poslední
část datové kolekce. Vzhledem k hierarchické struktuře jmen může CCN uzel také požádat
o příbuzný nebo sousední datový paket. Tyto výběry se definují ve volitelných polích paketu
požadavku.
Jediný povinný údaj je jméno, což je také synonymum pro prefix.
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4.6 Repozitáře
Repozitář v CCNx uchovává obsah a odpovídá na pakety požadavků, které chtějí obsah jím
držený. Pro uchovávání obsahu používá lokální systém souborů. Veškerá komunikace s repo-
zitářem probíhá přes službu ccnd. Pro komunikaci se používá CCNx Repository Protocol.
Klient přející si něco uložit vyšle speciální požadavek, tzv. ”požadavek na požadavky”.
Repozitář poté začne získávat obsah se jménem který poskytuje uživatel. Repozitáře použí-
vají politiku specifikující prefixy, ke kterým mají uchovávat data. Repozitář se inicializuje
příkazem ccnr.
4.6.1 Synchronizace
Kolekce dat, které jsou umístěny v repozitářích ve více uzlech, synchronizuje CCNx Syn-
chronization Protocol. Ke každému repozitáři je asociován synchronizační agent, který je
zodpovědný za aktuálnost informací v lokálním repozitáři. Musí detekovat a získávat ob-
sahové objekty z kolekcí které nejsou v lokálním repozitáři a odpovídat na dotazy jiných
synchronizačních agentů. Po přidání objektů do repozitáře jsou jejich jména předány syn-
chronizačním agentům, které aktualizují relevantní synchronizační stromy kdykoliv detekují
shodu ve sledovaném prefixu.
Synchronizační agent periodicky posílá ”Root advise”požadavek sousedním uzlům. Tento
požadavek obsahuje kombinovaný hash synchronizačního stromu kolekce. Vzdálený agent
po přijetí porovná hashe, a pokud se shodují, tak nijak nereaguje. Pokud se liší, tak odpoví
vlastním hashem a kořenovým uzlem kolekce. Lokální synchronizační agent od ostatních
uzlů interaktivně sesbírá kombinované hashe, které nezná, pomocí ”Node Fetch”požadavku.
Potom vyšle standardní požadavek pro každé jméno v seznamu, a uloží obsah v lokálním
repozitáři. Příklad komunikace je na obr. 4.1.
4.7 Správa rozhraní, směrování
Pro správu rozhraní slouží Face Management Protocol. Protokol podporuje operace new-
face, destroyface a queryface. Při vytváření zprávy odešle paket s CCNx požadavkem s Con-
tent objektem, který zakódovává většinu parametrů do komponent jména v požadavku.
Odpověď je reprezentována CCNx datovým paketem se stejným jménem jako požadavek a
obsahem s potřebnými daty.
Pole Velikost[B]
Typ 2
Podpis 〈 proměnlivé 〉
Jméno 〈 proměnlivé 〉






Obsah 〈 proměnlivé 〉
Tabulka 4.1: CCNx paket s obsahem.
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Obrázek 4.1: Synchronizace repozitářů, převzato z [1].
Pole Velikost[B]
Typ 2
Jméno 〈 proměnliné 〉
Min počet komponent 2
Max počet komponent 2






Tabulka 4.2: CCNx Interest paket.
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4.7.1 Směrování
Pro úpravu FIB tabulky slouží protokoly Face Management Protocol a Prefix Registration
Protocol. Jeden prvek FMP obsahuje:
• Akce, jedno ze newface, destroyface nebo queryface.








• Čerstvost (volitelné), doba platnosti záznamu.
A jeden prvek PRP:
• Akce, jedno ze prefixreg, selfreg nebo unreg.
• Jméno, prefix
• Otisk veřejného klíče, identifikuje uzel, pro kterého je zpráva určena.
• ID Rozhraní
• Příznaky
• Čerstvost (volitelné), doba platnosti záznamu.
Pro přidání nového prefixu je tedy nejdříve potřeba vytvořit rozhraní pomocí newface
akce a poté k němu zaregistrovat prefix pomocí prefixreg.
4.8 Komunikace P2P
CCN jsou primárně určeny pro jednostrannou komunikaci. Problém ale působí, když spolu
potřebují komunikovat dva (nebo více) uzlů vzájemně. Příkladem může být telefonní hovor.
Nejdůležitější je zde vyřešit otázku, jak strana volaného zjistí číslo (jméno) volajícího, když
není obsaženo v paketu požadavku. Snaží se to vyřešit způsobem, že síť musí podporovat
prvek nazvaný service rendezvous a tvorbu obsahu na žádost [13].
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4.9 Implementace
Referenční implementace CCNx poskytuje knihovny a komponenty potřebné k sestavení
a běhu aplikací, které využívají a demonstrují základní protokol. Specifikace protokolu a
referenční implementace jsou v raném stádiu vývoje. Nyní je dostupná v implementaci pouze
infrastruktura. Dokumentace je minimální, takže používání softwaru vyžaduje technickou
sofistikovanost.
Ke stažení je na webu www.ccnx.org.
Po rozbalení, konfiguraci a kompilaci je dostupných spousta spustitelných souborů, zde
jsou uvedeny ty nejdůležitější.
• ccnd, CCNx daemon, stará se o komunikaci mezi repozitáři a aplikacemi.
• ccnr, repository daemon, inicializuje repozitář a komunikuje s ccnd, aby k němu měli
přístup klienti.
• ccndc, program pro manipulaci s FIB tabulkou.
4.9.1 Podporované platfotmy
CCNx v současné době podporuje pouze platformy založené na UNIXu. Kód je testován na
Ubuntu Linux, MacOS, Solaris, FreeBSD a Android. Částečně jsou dostupné i balíky pro




Tato kapitola se věnuje identifikaci slabých míst obsahově centrických sítí. V jednotlivých
částech této kapitoly proběhne analýza několika možných bezpečnostních nedostatků a
jejich ověření na experimentální implementaci CCNx.
Z návrhu sítě je už jasné, že bezpečnost jakékoliv odposlouchávané komunikace závisí
na šifrovacím algoritmu. Pokud tedy bude šifrování slabé nebo žádné, existuje možnost
odposloucháváni.
5.1 Aplikovatelnost útoků na IP a TCP do CCN
Analýza útoků na síťové a transportní protokoly současného internetu jsou popsány v ka-
pitole 2.
V protokolech IP a TCP jsou dva základní typy útoku. Jedná se o DoS a o převzetí
komunikace.
DoS útok je možné provést takřka na všech vrstvách. Jediná obrana proti DoS na síťové
vrstvě je zahazování paketů co nejblíže zdroji útoku. Problém může tvořit detekce, která
často vyžaduje aktivní přístup správce. Existují ale IDS a IPS systémy, které jsou schopny
DoS detekovat samy, v případě IPS je i přerušit. V případě, že síť čelí DDoS útoku, takřka
proti němu neexistuje obrana.
Převzetí komunikace pramení z možnosti nastavení stejné adresy jako oběť a komunikace
místo ní. V případě takovéhoto útoku musí být útočník ve stejné podsíti jako oběť, nebo
musí mít přístup na zařízení mezi obětí a druhým koncem komunikace. Bránit se dá na
nižších vrstvách OSI modelu, např. pomocí port security nebo DHCP snooping funkcionality
na switchi. Útočník má také smůlu, pokud je komunikace šifrovaná. Takový útok se potom
mění v DoS.
Převzetí komunikace v CCN by mohlo být proveditelné pouze za předpokladu, že útočník
dokáže dešifrovat obsah komunikace obou stran, má asymetrické šifrovací klíče jedné ze stran
a současně se nachází na cestě mezi dvěma uzly, které spolu komunikují (tzv. útok Man-
in-the-Middle). Bylo by k tomu nutné zajistit zahazování paketů s požadavky jedné strany.
V případě, že by CCN běželo na protokolu IP nebo Ethernetu, útočník může použít klasické
impersonation nebo ARP poison útoky, ale nebude schopen data bez klíčů dešifrovat.
DoS typu smurf útok proveditelný v CCN není vůbec, neboť zde neexistují hostitelé,
tedy pakety nemají adresu zdroje a cíle. Zpětný routing probíhá pomocí záznamů v PIT ve
směrovačích. Není zde tedy možnost vůbec nasměrovat odpověď na jiný cíl tak jako v IP.
TCP útoky typu RST nebo FIN nejsou realizovatelné. CCNx nenavazuje spojení, komu-
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nikace probíhá pouze dvěma typy paketů a to požadavek a odpověď s daty. Po doputování
požadavku do cíle tedy odejde odpověď TCP útok typu SYN je opět ze své podstaty ne-
proveditelný, protože CCNx spojení nenavazuje. Dotaz na data tedy vrátí požadovaná data
nebo dojde k timeoutu dotazu. Nelze však zahltit koncový uzel stejnými dotazy z důvodu
vyrovnávacích pamětí ve směrovačích. Stejný dotaz potom jednoduše přijde pouze k nej-
bližšímu směrovači a ten je začne posílat ze své cache.
Útok na směrovač, který způsobil zacyklení datového toku je vyloučen, neboť v CCNx
nemůže vzniknout smyčka. V případě, že přijde stejný požadavek z více rozhraní, směrovač
pouze přidá tato rozhraní do příslušného záznamu v PIT.
Dále jsou popsány možná slabá místa v protokolu CCNx a výsledky pokusů jejich vyu-
žití.
5.2 Testovací prostředí a metodika
Pro otestování bude použita virtuální síť na obr. 5.1. Vše běží na jednom fyzickém stroji.
Jeho konfigurace je v tabulce 5.1 Konfigurace virtuálních strojů je v tabulce 5.2. Virtuální
PC mají alokováno pouze jedno jádro z CPU, pro využití celého výkonu by tedy musely
běžet na plno 4 virtuální stroje. Síťové karty jsou typu vmxnet3, jediné jejich omezení je
tedy propustnost paměti [6].
CCNx uzly (služba ccnd ) spolu komunikují pomocí protokolu UDP.
Obrázek 5.1: Síť pro testování
Server
CPU Intel Core i7 920 2,66 GHz
RAM DDR3 24GB, 1066MHz
HDD Intel SSD X-25M G2 80GB, 500GB Samsung 3.5” 5400 rpm
OS Windows 7 Professional x64
Tabulka 5.1: HW konfigurace testovacího prostředí
5.3 Zahlcení sítě Interest pakety
V kapitole 3.5.4 je zmíněno, že jediná možnost útoku je útok typu Denial of Service. Zna-
mená to tedy zahltit uzel, potažmo síť, pakety. Výsledky se dají očekávat dva:
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• Uzel se přetíží a přestane komunikovat.
• Uzlu se naplní PIT a nebude moci přidávat nové požadavky, případně bude odstra-
ňovat staré nevyřízené.
Protože pakety s požadavky nejsou šifrovány ani podepsány, nepoužívá se zde kryptogra-
fie, která by v jiném případě měla velký vliv na propustnost vzhledem k výkonu procesoru.
1. Na PCA, RTA a RTB spustíme CCNx uzel (ccnd).
2. Na RTA spustíme CCNx repozitář (ccnr).
3. Do repozitáře nahrajeme video, které zvládne přehnát VLC. (pomocí utility ccnputfile).
4. Na PCA nastavíme směrovací tabulku (ulitila ccndc) a spustíme VLC přehrávající
video ze sítě.
5. Na RTB spustíme utilitu sender, která bude soustavně posílat CCNx pakety na RTA.
Test provedeme se dvěma typy paketů:
1. Požadavek, pro který má uzel nacachovanou odpověď a hned jej vyřídí.
2. Požadavek, který přidá do své PIT a rozešle dál.
Budeme pozorovat zatížení CPU (programem top), velikost volné RAM (programem
free) a stav PIT uzlu (programem ccndstatus) na RTA a plynulost přehrávání videa na
PCA. Cílem je zjistit, zda dojde k zahlcení RTA, nebo k přeplnění jeho PIT. Na začátku
testů byla restartována služba ccnd a volná RAM na RTA mezi 405-410 MB.
Program sender
Progam byl vytvořen pro účely této práce. Existují dvě modifikace, které se téměř neliší.
Program zašle zadaný soubor s daty na daný seznam IP adres s porty, případně přímo do
UNIX socketu (z důvodu přímé komunikace s CCNx službou). Podle modifikace zašle data
pouze jednou nebo posílá stále dokola, dokud není zastaven.
Příklad použití:
# ./sender -c seznam.txt -d /opt/interest
client
CPU Intel Core i7 920, 1 jádro
RAM 2GB
HDD 20GB
OS Ubuntu Desktop 11.10 x86
CCNx v0.6
Tabulka 5.2: Konfigurace virtuálních strojů
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5.3.1 Dotazování na cachovaná data
V tabulce 5.3 jsou vypsány údaje při pokusu zahltit uzel požadavky, na které okamžitě od-
poví. Konkrétně byl vytvořen požadavek na získání dat se jménem ccnx:/ccnx.org/testfile.
Tento požadavek byl stále zasílán uzlu. Pakety se nikam nešířily, záznamy v PIT se hned






















Volná RAM 402 MB
Přehrávání videa na PCA ne
Datový tok na síťovém rozhraní 180-200 Mb/s
Tabulka 5.3: DoS útok zahlcení uzlu pakety
Služba ccnd se těmto paketům snažila několikrát odpovědět (zhruba každému desá-
tému), po několika sekundách je ale po přijetí začala zahazovat se záznamem:
1337034403.394748 ccnd[22656]: seq_dup 2889659 15073
Systém byl natolik vytížen, že nestíhal vyřizovat ani požadavky PCA na přehrávání
videa. Přehrávání se jednoduše zastavilo a po ukončení útoku opět pokračovalo. O poměrně
špatné optimalizaci implementace hovoří i nízký datový tok, který bylo třeba vytvořit k
zahlcení uzlu. Jak je vidět z tabulky, tento útok nijak nevytěžoval paměť systému.
5.3.2 Dotazování na neexistující data
Pro tento typ útoku můžeme vytvořit generátor požadavků, který bude např. generovat
požadavky se stejným prefixem následovaným náhodným řetězcem tak, aby se všechny
směrovaly stejnou cestou, ale data s jejich jménem neexistovaly.
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Dále můžeme využít zachycení komunikace některého z protokolů popsaných v předchozí
kapitole. Např. zachycení komunikace při registrování prefixů do uzlu. Požadavek určený
pro aktualizaci FIB, který není určený pro aktuální uzel, ccnd přepošle uzlu se správným
ID. Pokud ale požadavek prefixreg nenásleduje po požadavku newface, cílový uzel jej za-
hodí. Uzlu, který jej tedy přeposlal, zůstane záznam ve FIB dokud netimeoutuje. Abychom
takovýto paket získali, je nutné upravit upravit program ccndc tak, aby data uložil také
do souboru, neboť komunikuje s ccnd přímo přes UNIX socket a Wireshark tedy data
nezachytí.
Toho lze docílit úpravou souborů ccnd/ccnd.c a lib/ccn client.c tak, že za každé
volání funkce write(), send() a sendto() přidáme volání vlastní funkce, dump data(),
která odeslaná data uloží do souboru ccn data.PID.num, kde PID je pid procesu a num je
číslo paketu.
K získání údajů použijeme periodický výpis z linuxové konzole příkazem
while true; do ccndstatus |head; free -m; vmstat; done









V tabulce 5.4 jsou zapsány údaje zaznamenané při útoku, kdy si služba pakety uloží do
PIT. Hodnoty jsou také vyneseny do grafů 5.2 a 5.3. Po prvních několika sekundách systém
začal reagovat zpomaleně na veškeré požadavky. Aktualizace údajů o CCN uzlu přes http
trvala několik sekund. Přehrávání videa na PCA se zastavilo. Po zhruba 40 sekundách
proces ccnd havaroval a znovu se spustil. Útok potom pokračoval dál.
Parametr 5 s 10 s 15 s 20 s 25 s 30 s
Záznamů v PIT 6875 13578 25689 29519 34228 37642
Vytížení CPU 10% 86% 99% 98% 99% 99%
Obsazená RAM 26 MB 154 MB 217 MB 274 MB 269 MB 278 MB
Přehrávání videa na PCA ano ne ne ne ne ne
Tabulka 5.4: DoS útok zahlcení PIT
Fakticky se proti tomuto útoku v CCN nelze bránit. Paket požadavku totiž neobsahuje
žádnou identifikaci odesílatele ani nejbližšího uzlu odesílatele, nelze tak efektivně zahazo-
vat ”špatné”pakety. Další problém je s identifikací útočníka. Jediná možnost je absolvovat
zpáteční cestu až ke zdroji, tak jak to dělají datové pakety. Toto může způsobit problém
také např. u rozesílání spamu. Nepůjde útočníka odstavit a bude obtížně vystopovatelný
(prakticky pouze podle datového toku).
Další problém je uložení požadavku do té doby, než se vrátí data v každém směrovači,
kterým projde paket s požadavkem. Toto omezení může způsobit v situaci, kdy je nutné
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Obrázek 5.2: DoS na PIT
Obrázek 5.3: DoS na PIT
stahovat obrovské množství malých dat, přetížení uzlu nejen důvodu z paměťových nároků,
ale i při vyhledávání v PIT.
5.4 Zahlcení data pakety
Útok zahlcením pakety s daty v CCNx aplikovatelný není. Podle informací v kapitole 3.1.1,
uzel při přijetí paketu, pro jehož jméno nenalezne shodu v PIT, se MŮŽE rozhodnout,
zda tento paket uloží do Content Store. V případě, že by byl paket uložen, naskýtá se zde
možnost efektivně snižovat hit ratio při vyhledávání v Content Store tím, že budu posílat
náhodné datové pakety.
CCNx služba v případě, že je cache plná, odstraní data, která jsou v cache nejdelší dobu.
Tato data jsou fakticky rozmístěna v hashovací tabulce podle čísla, které jim bylo přiřazeno
v době přijetí [19]. Data v hashovací tabulce jako datové struktuře jsou obtížně seřaditelná,
takže je složité nastavovat různé politiky uvolňování dat. Nicméně asmyptotická složitost
vyhledávání je třídy O(1), což vylepšuje rychlost prototypové implementace.
Útok také bude mít slabý ”dosah”, neboť uložené pakety se nikam nepřeposílají. Útočník
tak ovlivní pouze lokální směrovač.
39
V současné implementaci CCNx (verze 0.6) je algoritmus nastaven tak, aby ”cizí”datové
pakety jednoduše zahodil. Útok pomocí zahlcení datových paketů tedy nebude funkční a
bude mít podobu jen standardního DoS.
5.5 Útok na FIB
Útok na úpravu směrovací tabulky (např. otravu) možný v teoretické rovině je. V sou-
časné době však existuje pouze jedna implementace dynamického směrovacího protokolu
pro CCN, a to OSPFN [7].
Směrovací tabulka se upravuje protokolem Face Registration Protocol a Prefix Regis-
tration Protocol, jak bylo zmíněno v kapitole 4.7.1.
Se směrovací tabulkou manipuluje program ccndc. Pracuje se s ním dvěma způsoby.
Může běžet jako služba (démon), kdy periodicky kontroluje DNS a podle SRV záznamů
upravuje směrovací tabulku. Nebo funguje podobně jako program route, který manipuluje
se směrovací tabulkou IP. V současné době tedy je možné s FIB manipulovat útoky na DNS
záznamy (DNS Cache poisoning).
5.6 Zopakování paketu s požadavkem
Tento typ útoku může sloužit jednak jako DoS, k němuž je ale v CCN nevhodný - uzel
při přijmutí více stejných požadavků tyto sloučí a dále přeposílá jen jeden. Další využití je
potom v možnosti zopakování odeslání uloženého paketu a očekáváním stejného výsledku
jako při prvním odeslání. Pakety s požadavky v CCN nemají žádné timestampy, nejsou
podepisovány a jejich nonce je volitelná. Na síťové vrstvě tedy zopakování transakce není
problém provést. Důležité v tomto případě bude autentizace a šifrování na vyšších vrstvách,
zejména aplikační.
Pro demonstraci použijeme vytvořený program nazvaný sender. Tento program zašle
data na definovanou adresu a port. Požadavek získáme zachycením komunikace programu
ccnls a ccngetfile z programu Wireshark nebo tcpdump na stroji RTB ze schématu.
Postup zvolíme následující:
1. Na RTA, RTB a RTC spustíme ccnd službu, na RTA ještě ccnr repozitář.
2. Do repozitáře nahrajeme data.
3. Na RTB a RTC nastavíme směrování prefixů tak, aby se dala stáhnout data z RTA.
4. Při prohlížení repozitáře (příkaz ccnls) a stahování dat (příkaz ccngetfile) zazna-
menáme požadavky těchto programů ve Wiresharku a uložíme na disk.
5. Zkopírujeme požadavky na RTC, kde je zkusíme vyslat do sítě a očekávat odpověď.
Test provedeme přeposláním dvou zachycených požadavků:
• Požadavek o stažení souboru.
• Požadavek o prolistování repozitáře.
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Výsledky jsou v tabulce 5.5. Z uvedených pokusů je jasné, že není problém provést
zopakování transakce při operaci s repozitářem. V obou případech došla na RTC odpověď
shodná s odpovědí při odeslání z RTC. V případě takovéhoto útoku na jiné prvky sítě než
je repozitář, kde by mohla v požadavku např. v adrese být zakódovaná autentizace, by bylo
možné jej realizovat.
Využití je však málo a pokud bude zabezpečena komunikace na vyšších vrstvách, není
tento útok použitelný.
Typ paketu Přijmutí dat
Stažení souboru ano
Prolistování repozitáře ano
Tabulka 5.5: Transaction repetition
5.7 Filtrování datového toku
Jak bylo popsáno v kapitole 3.5.3, CCN nemají žádný mechanismus filtrování přístupu
k datům. Spoléhají se jen a pouze na sílu kryptografie. Nelze už z podstaty filtrovat pakety
s požadavky tak jako např. v IP, neboť v nich nikde nefiguruje adresa odesílatele. Ze sítě
tedy není problém získat libovolná data.
Toto může představovat problém, zejména pokud je klíč pro dešifrování dat odcizen
jinou cestou. Útočník si tak může postahovat veškerá data oběti data bez omezení.
5.8 Vyhledávání obsahu podle jména
Samotná základní myšlenka CCN, že bude směrovat data podle jména má poměrně výrazný
nedostatek. Nebere vůbec v potaz potřebný výkon takovéhoto směrování. V současné době
se v CCN pojmenovává obsah hierarchicky na základě DNS jmen. Jen com domén je nyní
registrováno přes 100 milionů. [8] Vyhledávání v textových řetězcích je daleko pomalejší než
vyhledávání v číselné adrese. Další věc je neomezená délka takovéto adresy a nemožnost
sumarizace jednotlivých komponent adresy (např. tak jak IP sumarizuje routy).
V současné době většímu rozšíření CCN tedy brání nejen neochota nasazovat nové věci,
ale také nízký výkon výpočetních prvků. Pokud je problém směrovat podle 128bitové adresy
IPv6 a bude zajímavé sledovat, co se bude dít, až IPv6 směrovací tabulky narostou např.
50ti násobně oproti současnému stavu, tak není možné směrovat celý internet podle jmen




Z předchozí kapitoly vyplynulo několik bezpečnostních nedostatků obsahově centrických
sítí. Ten největší je, jak již bylo zmíněno i v kapitole 3.5.4, útok typu DoS. Obrana proti
DoS je složitá i v dnešním internetu. Dále se může jevit problematická nemožnost filtrování
paketů požadavků.
V testování se projevily bezpečnostní problémy implementační i principiální, vycházející
z návrhu. Fakt, že proces havaroval pod náporem požadavků, které nestihl vyřizovat je
implementační problém a je řešitelný optimalizací softwaru.
Principiální problém je např. situace, kdy je možné plnit PIT do nekonečna a zlepšení
implementace
6.1 Obrana proti DoS
Protokoly TCP/IP se brání proti DoS zejména filtrováním paketů. Řešením by mohl být so-
fistikovaný IDS či IPS, který útok rozpozná a odfiltruje. Neobejde se to však pravděpodobně
bez false-pozitive případů.
Problém s přeplněním PIT může být částečně řešitelný odstraňováním spojení z tabulky.
Pokud bude nastavený pevný limit tabulky (nebo např. služba bude kontrolovat volnou
paměť), je možné začít zahazovat záznamy, které jsou nejblíže timeoutu. Efektivně tak
předejdeme zaplnění paměti a pádu systému.
V případě přehlcení uzlu datovými pakety (což hrozí jen lokálně), je možné přestat
ověřovat, zda je paket podepsán správným podpisem. Bohužel se tím přijde o jeden bez-
pečnostní mechanizmus.
6.2 Filtrování datového toku
Filtrování paketů naráží na stejný problém jako obrana proti DoS a to nemožnost identifi-
kace konzumenta dat. V CCN jednoduchým způsobem filtrovat požadavky nejde. V ome-
zené formě by to zavést šlo, např. filtrovat požadavky na určitá data podle rozhraní ze
kterého požadavek přišel do směrovače. Nicméně je to způsob poměrně hrubý a jednoduše
tak můžeme odstavit uživatele mající mít přístup k obsahu.
Další možností je zavést podepisování požadavků. Potom by bylo pro repozitář kontro-
lovatelné, kdo má mít přístup k datům a kdo ne. Problém samozřejmě nastane u dočasných
cache v každém uzlu, kde implementovat ACL pro každý kousek dat je nereálné.
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6.3 Shrnutí
Obsahově centrické sítě jsou postaveny na modelu zabezpečení obsahu. V kapitole 5 je
popsáno a demonstrováno několik jejich bezpečnostních problémů.
V zásadě se CCN dá označit jako síť hybridní mezi paketově přepínanou a sítí s přepí-
náním okruhů. Pro každý paket vytvoří vlastní okruh.
Protokol CCNx zakomponovává bezpečnost v základu, proto je již z principu velice





Dnešní použití internetu se točí kolem předávání obsahu, ale architektura stále pracuje na
mechanizmu hostitel-hostitel. Obsahově centrické sítě jsou síťová architektura postavená
na principech IP, ale využívá pojmenovaného obsahu jako základní abstrakci. Výsledek
zachovává jednoduchost a škálovatelnost IP ale nabízí mnohem lepší zabezpečení a efek-
tivní doručování. Obsahově centrické sítě jsou určeny k nahrazení IP, avšak mohou být
nasazovány postupně.
Protokol CCNx je prototypová implementace obsahově centrické sítě. Lze pomocí něj
demonstrovat užitečnost tohoto typu sítě obsahu, ale i síťových protokolů postavených na
modelu bod-bod.
V kapitole 2 proběhla analýza nejpoužívanějších protokolů dnešního internetu a jejich
slabých míst. Z analýzy vyplynulo, že nejčastější jsou dva typy útoků, a to Denial-of-Service
a tzv. krádež spojení.
Ve třetí kapitole proběhlo seznámení s konceptem obsahově orientovaných sítí. Roze-
brána byla zejména základní myšlenka a poté jednotlivé prvky těchto sítí. Jedná se o ne
zcela novou architekturu, jejíž základní myšlenky byly položeny v minulém století, ale teprve
nyní se začíná prosazovat.
Dalším cílem bylo seznámení s implementací obsahově orientované sítě, projektem CCNx.
Tomu byla věnována kapitola 4. Důraz byl kladen na realizaci jednotlivých prvků sítě a je-
jich srovnání s konceptem. Protože je tato implementace pouze experimentální a slouží pro
ověření funkčnosti, bylo nalezeno mnoho nedostatků či zjednodušení.
Tyto, zejména bezpečnostní, nedostatky spolu s problémy vycházejícími z návrhu byly
identifikovány v kapitole 5. Byl ověřen problém s náchylností na DoS útok a nepřipraveností
implementace na něj. Dále se jeví jako problém přílišné spoléhání se na kryptografii a
nemožnost omezení přístupu jiných uživatelů k datům (ať už zašifrovaných nebo ne).
Poslední kapitola se zabývá návrhem na odstranění bezpečnostních problémů z předchozí
kapitoly.
Přínos práce
Výsledkem je bezpečnostní analýza obsahově centrických sítí. Bylo experimentálně pouká-
záno na jejich problémy, z nichž některé jsou implementační, některé však principiální. Dále
bylo navrženo řešení těchto problémů.
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Návrhy na pokračování
Pokračování se nabízí takřka samo. Další krok by měla být implementace navržených změn a
opětovné otestování stejných bezpečnostních problémů. V ideálním případě budou navržené
změny správné a odstraní rizika bez výrazných zásahů do architektury či funkčnosti.
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Níže uvedené přílohy jsou umístěné na přiloženém CD
• Elektronická verze tohoto dokumentu
(soubor dp.pdf)
• Zdrojové soubory elektronické verze tohoto dokumentu
(složka tex)
• Zdrojové kódy upravených souborů CCNx
(složka ccnx)





Prodram se spouští s následujícími parametry:
./sender -c config_file -d data_file




data file: soubor s daty, který se odešle
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