Abstract Given a scalar parameter q, the q-deformed Heisenberg algebra H (q) is the unital associative algebra with two generators A, B that satisfy the q-deformed commutation relation AB − qBA = I, where I is the multiplicative identity. For H (q) of torsion-type, that is if q is a root of unity, characterization is obtained for all the Lie polynomials in A, B and basis and graded structure and commutation relations for associated Lie algebras are studied.
the associative algebra is infinite-dimensional, then the resulting Lie algebra can be either finite-dimensional or infinitedimensional and can have in general complicated structure and properties as a Lie algebra. It is an important and interesting problem to characterize all elements of an associative algebra belonging to a Lie subalgebra generated by a given subset of the associative algebra. Any element in the Lie subalgebra can be uniquely represented as a finite linear combination of elements in any basis of the Lie subalgebra, and so, for a given subset of the associative algebra, the description of the bases in the Lie subalgebra generated by this subset yields a description of all elements of the associative algebra belonging to the Lie subalgebra, as finite linear combinations of the basis elements. We show in this work this interesting property of the Lie algebra being studied that the elements can be represented in other ways than using linear combinations of iterated commutators of the generators. This involves the fact that in noncommutative associative algebras defined by generators and relations, the elements are given often in the form of noncommutative polynomial expressions in generators inherited from the free algebra with proper identification of equal elements due to reductions following from commutation relations. In order to determine whether an element of the associative algebra belongs to the Lie subalgebra one needs to describe a basis in this Lie subalgebra and then determine whether and how this given element can be expressed as a linear combination of the elements of that basis or not. Thus, formulas of rewriting elements when possible using repeated commutators and linear combinations, starting from the initial generating set of the Lie subalgebra, are important as well.
The Lie subalgebras for q-deformed Heisenberg algebra H (q) when q is not a root of unity has been considered in [3] where especially the Lie subalgebra generated by generators A and B has been studied in more detail and in particular its bases and some properties have been described. This paper is devoted to Lie subalgebras for q-deformed Heisenberg algebras H (q) when q is a root of unity, which is a natural continuation of [3] . Specifically, for the Lie subalgebra generated by the generators A and B the basis is described in terms of A and B, and thus a characterization of elements of the Lie subalgebra generated by them is achieved. The formulas allowing to rewrite elements written in a standard normal form of H (q) in terms of these basis elements of this Lie subalgebra are obtained and some properties of the basis and graded structure of the Lie subalgebra are described.
Preliminaries
Let F be a field, and let A be a unital associative F-algebra, which we simply call an algebra throughout. We turn A into a Lie algebra over F with Lie bracket given by [ f , g] := f g − g f for all f , g ∈ A . We reserve the term subalgebra to refer to a subset of A that is also an algebra using the same operations, and so that this kind of a substructure under the algebra structure is distinguished from the corresponding substructure under the Lie algebra structure, we use the term Lie subalgebra to mean a subset of A that is also a Lie algebra over F under the same Lie algebra operations. We treat the terms ideal and Lie ideal similarly. However, the term derived algebra refers to a Lie algebra structure, as we are not interested in any analogue of it in the associative structure.
Given f 1 , f 2 , . . . , f n ∈ A , we define the Lie subalgebra of A generated by f 1 , f 2 , . . ., f n as the smallest Lie subalgebra B of A that contains f 1 , f 2 , . . ., f n ; i.e., if C is a Lie subalgebra of A , with f 1 , f 2 , . . ., f n ∈ C and that C is contained in B, then B = C . The elements of B are called the Lie polynomials in f 1 , f 2 , . . . , f n . Denote by I the unity element of A . Given any nonzero element f of A , we interpret f 0 as I. Given f ∈ A the linear map ad f :
Fix a q ∈ F. The q-deformed Heisenberg algebra is the unital associative F-algebra H (q) generated by two elements A, B satisfying the relation AB − qBA = I. By a simple application of [6, Lemma 1.7] , the relation AB − qBA = I cannot be expressed in terms of only Lie polynomials in A, B for all cases for q considered in [3] and also in this work. Denote the set of all nonnegative integers by N, and the set of all positive integers by Z + . If q / ∈ {0, 1}, then by [5, Corollary 4.5] , the elements
form a basis for H (q). Define {0} q := 0, and for each n ∈ Z + , we recursively define {n} q := 1 + q{n − 1} q . That is, {n} q = 1 + q + · · · + q n−1 . If q = 1, then {n} q = 1−q n 1−q . The Gaussian binomial coefficients or q-binomial coefficients are recursively defined by
for any n, k ∈ N. These q-binomial coefficients satisy the symmetry property n k q = n n−k q for any k ∈ {0, 1, . . . , n}, and as a consequence also the properties
2.1 Structure constants of the q-deformed Heisenberg algebra
If A is an algebra with basis {β j : j ∈ J} for some index set J, then it is worthwhile to know how the product of any two basis elements β j and β k can be expressed as a linear combination of {β j : j ∈ J}, i.e., β j β k = ∑ i e i ( j, k)β i for some scalars e i ( j, k). We refer to the scalars e i ( j, k) as the structure constants of the algebra A with respect to the basis {β j : j ∈ J} of A . In this subsection, we illustrate how to obtain the structure constants of H (q) with respect to its basis (2) . From [5, Equations (18), (19), (39)] and from [3, Proposition 3.3] , an algorithm for expressing the product of any two elements in (2) as a linear combination of (2) can be completely determined using the relations
All such relations are consequences of the simple relation AB − qBA = I. The basis elements from (2) are essentially of the following three types:
where k ∈ N, l ∈ Z + . We discuss in this subsection products of two basis elements from (2) under different cases based on whether each factor is of the type (12), (13), or (14). The simplest cases are when we have a product of two basis elements both of type (12), the case when we have a basis element of type (12) multiplied by a basis element of type (13), and the case when we have a basis element of type (14) multiplied by a basis element of type (12). That is, if we let m, k ∈ N and n, l ∈ Z + to be arbitrary, we have
As we consider more complicated cases, the relations (8) to (11) will turn out to be useful. The relation (8) is relevant when we have a product of a basis element of type (13) multiplied by a basis element of type (12), and also in the case when we have a product of two basis elements of type (13). More explicitly, we have
For the case when we have a basis element of type (12) multiplied by a basis element of type (14), and the case when we have a product of both with type (14), the relation (9) can be used to obtain
The remaining cases involve less simple computations involving the relations (10), (11). For notational convenience, for each l ∈ Z + and each i ∈ {0, 1, . . . , l} we define
and so the relations (10), (11) can be rewritten as
respectively. Consider the product
k where we replace A l B l using (24) to obtain
and we rewrite A n−l [A, B] i+k using (8) to obtain
If n < l, we rewrite the product as
k , and replace A n B n using (24). This results to
in which we rewrite [A, B] m+i B l−n using (9), and we get
Similar computations can be used for the product
The relations that show the structure constants are the following.
We summarize in Table 1 the relations we have discussed in this subsection that give the structure constants of H (q) with respect to the basis (2). Relations that can be used to obtain the structure constants of H (q) with respect to the basis (2) The computational techniques described in this section are related to the Z-gradation of H (q) from [5, Corollary 4.5] . This Z-gradation is the collection {H n : n ∈ Z} of subspaces of H (q) such that for each l ∈ Z + , a basis for 
Furthermore, the above elements form a basis for L(q) [3, Theorem 5.8]. It was also shown in [3] that L(q) is a Lie ideal of H (q). Thus, if we compute the Lie bracket of an element in (30) with an element in (2), whether the latter is in (30) or not, then the result is a linear combination of (30). A further result in [3] is that the resulting quotient Lie algebra H (q)/L(q) is one-step nilpotent. This implies that the Lie bracket of any two elements in (2) that are both not in (30) can be expressed uniquely as a linear combination of (30). The Lie polynomials for the case q = 0 are discussed in [3, Section 4], while the case q = 1 leads to a trivial low-dimensional Lie algebra as discussed in [3, Section 1].
3 Consequences of q being a root of unity on structure constants and commutators Throughout, we assume that q is a root of unity, and we denote by p the least positive integer that satisfies the equation q p = 1. As mentioned in Section 2.2, we have a trivial Lie algebra of Lie polynomials when q = 1, and so we further assume that q = 1, and hence p ≥ 2. Following the terminology in [4, Definition 5.2], the said conditions mean that q is of torsion type with order p. To remind us of these restrictions, we denote H (q) and L(q) by H p and L p , respectively. We extend the terminology by calling L p a torsion-type q-deformed Heisenberg algebra with order p. We make an important note here that the relation AB − qBA = I still implies, by the Diamond Lemma [1, Theorem 1.2] and also by [4, Theorem 3.1] that the elements (2) still form a basis for H p .
Since q = 1, we have {n} q = 1−q n 1−q . Let
Then n = N p + n for some integer N, and since q p = 1, we further have {n} q = 1−q n 1−q , which is nonzero if n = 0 by the minimality of p. Thus,
Gvien l ∈ Z + and i ∈ {1, 2, . . . , l}, the consequences on the q-binomial coefficient l i q depends on comparison of l with p. Suppose that l < p, by the properties of q-binomial coefficients, (see for instance [4, p. 185]) we have the identity
where each factor 1 − q x in (33) satisfies 1 ≤ x < p. By the minimality of p, we have
Then the numerator of (33) becomes zero, while the denominator is still nonzero because all the factors 1 − q y in there satisfy 1 ≤ y < p. Then by further using (6), (7), (32), we find that p i q is 1 if i ∈ {0, p} and is 0 if i ∈ {1, 2, . . . , p − 1}. For the case l = p + 1, we use (5), and by some routine computations, it can be shown that p+1 i q is also 1 if i ∈ {0, p} and 0 if i ∈ {1, 2, . . . , p − 1}. This can be routinely extended to any l ≥ p by induction. By these comments we have
Consequences on the structure constants
We now discuss the consequences of the facts explained in the beginning of Section 3 above about the structure constants of H p with respect to the basis (2) . Recall that the structure constants can be obtained from the relations (15)- (21) and (26)- (29). Based on the appearance of (15)-(17), the structure constants in these relations are not affected by q being a root of unity. As for the relations (18)- (21), the appearance of the structure constants suggests that we simply have to reduce the exponents to the smallest nonnegative representatives of these integers modulo p. We still use our notation (31) for this, and so (18)- (21) become
As for the more complicated relations, we first note that using (6), (7), (22), (23), we have
Simple routine computations can be used to show that p divides the integers
and − l 2 whenever l ≥ p, and so (41), (42) can be simplified and we have the rule
Also, if i ∈ {1, 2, . . . , p − 1}, by (34), (35) we have l i q = 0. Then using (22), (23), we have
By (40), (43), (44), the relations (10), (11) are now simplified into
The relation (45) can now be used to derive the parallels of (26)-(29). We simply make use of the same pattern of computations described in Section 2.1 except that we use (36)-(39) instead of (18)- (21), and we use (45) instead of (10), (11). The resulting relations are
It is important to note here that the simplified relations (46)- (49) hold only if the respective inequalities indicated in each of them hold. Otherwise, the original relations (26)-(29) still prevail.
Consequences on the commutators of basis elements
In this subsection, we discuss the consequences of q being of torsion type on the commutator of two arbitrary basis elements of H p from (2).
Definition 3.1 We define Γ as the linear subspace of H p spanned by the basis elements from (2) of the form
where m, n are both nonzero but both are not congruent to zero modulo p.
In all future references, by a basis element of Γ , we refer to the basis of Γ given in Definition 3.1 above. We claim that the linear subspace Γ has this interesting property that the commutator of any two basis elements from (2), when expressed as a linear combination of (2), has no term that is in Γ . To establish this claim, we need the following.
Lemma 3.2 For every m, k ∈ N and every n, l ∈ Z + , the commutators
when expressed as linear combinations of the basis elements (2), do not have a term which is a basis element of Γ .
Proof. We first tackle the most complicated commutator, which is (53). Consider the case n > l. Using (26), (29), we have
where
Suppose that i assumes some value j such that the corresponding term
is a basis element of Γ . We prove that e j = 0. Since [A, B] m+k+ j A n−l is a basis element of Γ , we have
Using (56), for some integer N, we have n − l = N p, and so e j = (
The condition (57) implies that −(m + k) = j − pJ for some integer J, which means that we can further simplify e j as e j = c j (
At this point, we use (22), (23) to obtain
We bring the reader's attention to the left-most factor in the right-hand side of (58), which is q (
2 ) . The exponent of q in the second term can be simplified as
Therefore q (
2 ) = 0, and so e j = 0. The proof for the case n < l is similar, but the relations (27), (28) are used instead of (26), (29). Next, we consider commutators of type (52) and (54). Using the methods in Section 2.1, we have
If
m+k is a basis element of Γ , then we have the condition that both m + k and n + l are congruent to zero modulo p. Then for some integers M, N, we have k = M p − m and n = N p − l. By routine computations, we have ml − nk = p(Nm + Ml − MN p). Thus, (61), (62) become
from which we see that, since q p = 1, the coefficients of any basis element of Γ is zero in the linear combinations for the commutators (52), (54). Finally, we have the commutators of type (50), (51). Using the techniques in Section 2.1, we have Proof. This is equivalent to saying that every Lie polynomial in A, B, when written as a linear combination of (2), does not have a term which is a basis element of Γ . This clearly holds for the generators A, B. We are done if we show that given Lie polynomials u, v, the commutator [u, v] , when written as a linear combination of (2), does not have a term which is a basis element of Γ . Each of u, v, anyway, is a linear combination of (2), and so we are done if we show that the commutator of any two basis elements from (2), when written as a linear combination of (2), does not have a term which is a basis element of Γ . For this, we need the commutator table for the elements (2) of H p , and in each cell of the commutator table, instead of showing the lengthy formula, we give the justification of why the resulting commutator does not have a term that is in Γ . The commutators in Lemma 3.2 cover all such cases, as shown in the Table 2 are marked with a dash because of the skew-symmetry of the commutator as a Lie bracket operation, while the cell with 0 is because any two powers of [A, B] commute. The equation numbers in the other cells indicate the commutator considered in the proof of Lemma 3.2 which does not have a term that is a basis element of Γ . We note here that (53) has the restriction n = l, but we further justify that even if we have n = l, by the methods in Section 2.1, the result is a polynomial in [A, B] and in such an expression, none of the basis elements of Γ has a nonzero coefficient. This completes the proof.
The Lie algebra L p
In this section, we construct a Lie subalgebra of H p with a given basis, and we show that this is isomorphic to L p .
