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Relay synchronization in complex networks is characterized by the synchronization of remote parts of the network
due to their interaction via a relay. In multilayer networks, distant layers that are not connected directly can synchronize
due to signal propagation via relay layers. In this work, we investigate relay synchronization of partial synchronization
patterns like chimera states in three-layer networks of interacting FitzHugh-Nagumo oscillators. We demonstrate that
the phenomenon of relay synchronization is robust to topological random inhomogeneities of small-world type in the
layer networks. We show that including randomness in the connectivity structure either of the remote network layers,
or of the relay layer, increases the range of interlayer coupling strength where relay synchronization can be observed.
The investigation of synchronization in networks of cou-
pled oscillatory units is a vivid research area with broad
applications in nature and technology1,2. Uncovering
complex mechanisms leading to coexistent synchrony and
asynchrony plays an important role in our understanding
of many biological3 and technological systems4,5. Collec-
tive phenomena such as remote synchronization where dis-
tant parts of complex networks synchronize despite of the
absence of a direct connection is a challenging problem.
Particularly, in multilayer networks, remote layers can
synchronize due to their interaction through intermediate
(relay) layers. Such scenarios have been observed in the
setting of multiplex networks6. These are special multi-
layer networks where each layer contains the identical set
of nodes, and only one-to-one connections between the cor-
responding nodes in the neighboring layers are allowed.
Depending on the type of network nodes and intralayer
topologies, complex partial synchronization patterns such
as clusters, chimera states, or solitary states can be formed
inside the layers. Only recently, relay synchronization
of chimera states, i.e., states with spatially coexisting co-
herent and incoherent domains, has been explored and
shown to be of interest for a wide range of application7.
In the present work, we analyze the robustness of the re-
lay synchronization of chimera states in three-layer multi-
plex networks of FitzHugh-Nagumo oscillators, which are
a paradigmatic model widely used in neuroscience. We
find that relay synchronization is sensitive to changes in
the connectivity of the remote layers as well as the relay
layer.
a)Electronic mail: rico.berner@physik.tu-berlin.de
b)Electronic mail: schoell@physik.tu-berlin.de
I. INTRODUCTION
The analysis of complex networks is of great interest
with respect to various real-world systems such as so-
cial networks8, economics9, ecology10, finance11, transport
systems12,13 as well as the neural activity in the brain14–17.
Many of such systems can be represented as multilayer net-
works18,19, where elements are organized in layers with differ-
ent types of interaction within and between the layers. Mul-
tiplex networks represent a special type of multilayer struc-
tures, where each layer contains the same number of nodes
and only one-to-one connections between equivalent nodes
from neighboring layers are permitted. Multiplex networks
can be associated with social and technological systems20, for
instance with dynamical processes where layers correspond
to the states of the system at different times21, or with dif-
ferent types of links. Multilayer structures allow for full22
or partial23 synchronization between the layers, and different
synchronization scenarios can be observed, such as explosive
synchronization24.
An intriguing phenomenon in networks with multiplex
topology is relay (or remote) synchronization between lay-
ers that are not directly connected and interact via an inter-
mediate (relay) layer. This can occur in single systems, such
as lasers4 and electronic circuits5, as well as in networks be-
tween remote pairs of nodes25,26 or between remote pairs of
layers6,7,27–29. Relay synchronization allows for distant coor-
dination, which may be applied to encryption key distribution
and secure communication27. Beside this, it is of great rel-
evance in human brain networks, where the thalamus30, as
well as the hippocampus3 are known to act as a relay between
different brain areas. While previous work on relay synchro-
nization used simple nonlocally coupled ring networks7, the
human brain is organized by small-world topologies on the
macro- as well as on the micro-scale31,32. Therefore, in this
work we generalize relay synchronization to more complex,
small-world-like topologies. Thereby, we also gain a deeper
understanding of the underlying mechanisms of relay syn-
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2chronization, which could give insight into the functionality
of certain brain processes.
With regard to relay synchronization in complex networks,
Ref. 33 has revealed the significance of network structural
and dynamical symmetries for the appearance of distant syn-
chronization. However, while some dynamical aspects of re-
mote synchronization of individual nodes have been uncov-
ered6,25,34, very little is known about relay synchronization of
partial synchronization patterns. Prominent examples of such
patterns are chimera states, characterized by the coexistence
of synchronized (coherent) and desynchronized (incoherent)
spatial domains. Chimera states were found in a plethora
of networks of coupled oscillators35–41. The coexistence of
synchrony and asynchrony in the brain is reminiscent of the
phenomenon of unihemispheric sleep17,42–44. Similarly, dur-
ing perceptual organization45, behavioral sensation46,47, and
epileptic seizures16,48,49 partially synchronized patterns arise,
which can be associated with chimera states. Chimera pat-
terns have been numerically observed in networks of coupled
neurons with nonlocal topologies50–54.
The purpose of this work is to uncover the effects of the
layer topologies upon the scenarios of relay synchroniza-
tion in a three-layer network consisting of FitzHugh-Nagumo
oscillators55. Here, the individual layers are initially orga-
nized as nonlocally coupled rings allowing for the formation
of chimera states within the layers51,53. In such networks, two
remote layers synchronize due to their interaction via the re-
lay layer. Moreover, a special regime of "double chimera" is
observed where only coherent domains of the chimera states
synchronize remotely7. We examine the robustness of relay
synchronization by perturbing the network topologies within
the layers. Applying the Watts-Strogatz algorithm56, first, we
randomly remove links in the remote layers and replace them
with random shortcuts. Second, we consider topological in-
homogeneity in the relay layer keeping the remote layers as
regular rings. Surprisingly, we observe that introducing topo-
logical inhomogeneities increases the range of the interlayer
coupling strength for which relay synchronization in the net-
work takes place.
II. THE MODEL
We consider a multiplex network consisting of three lay-
ers, schematically shown in Fig. 1. Each layer, labeled by
i= 1,2,3, contains N nodes which form a nonlocally coupled
ring where each node is connected with its R nearest neigh-
bors to both sides. Throughout the paper we fix N = 500
and R = 170. Between the layers, the nodes are bidirection-
ally connected with their corresponding counterpart from the
neighboring layers.
The dynamical variable xik = (u
i
k,v
i
k)
T of each node is gov-
FIG. 1. Illustration of a triplex network with nonlocally coupled ring
topology with intralayer coupling strength σi and interlayer coupling
strength σi j (i, j = 1,2,3). The remote layers (i = 1,3), depicted in
grey are connected through the relay layer (i= 2), marked in red.
erned by
x˙ik(t) = F(x
i
k(t))+
σi
R
N
∑
l=1
aiklH[x
i
k(t)−xil(t)]
+
3
∑
j=1
σi jH[x jk(t)−xik(t)], (1)
where k = 1, ...,N numbers the nodes, i = 1,2,3 labels the
layer, and aikl ∈ [0,1] are the elements of the adjacency matrix
Ai, determining the fundamental topology of layer i, σi is the
intralayer coupling strength, and σi j is the interlayer coupling
strength. The local dynamics of each oscillator is governed by
the FitzHugh-Nagumo (FHN) system:
F(x) =
( 1
ε (u− u
3
3 − v)
u+a
)
(2)
where u is the activator (membrane potential), and v is the
inhibitor (recovery variable comprising all inhibitory pro-
cesses). We fix the threshold parameter a= 0.5 and the time-
scale separation parameter ε = 0.01 throughout the paper, en-
suring oscillatory dynamics of the individual units. The in-
terlayer coupling scheme for the triplex network is defined as
follows:
σ =
 0 σ12 0σ21 0 σ23
0 σ32 0
 . (3)
By choosing σ12 = σ32 and σ21= σ23= σ122 the interlayer cou-
pling is bidirectional and has a constant row sum. Through-
out this paper the interaction between the neurons is realized
through a rotational coupling matrix in order to include also
cross-coupling between activator and inhibitor.
H =
(
ε−1 cosφ ε−1 sinφ
−sinφ cosφ
)
(4)
Fixing the coupling phase to φ = pi2 − 0.1 allows for the ob-
servation of chimera states within the layers51.
To analyze and distinguish different forms of synchroniza-
tion between the layers in our networks, we employ the fol-
lowing measures. The global interlayer synchronization error
3E i j quantifies the synchronization between layers i and j:
E i j = lim
T→∞
1
NT
∫ T
0
N
∑
k=1
∥∥∥xik(t)−x jk(t)∥∥∥dt, (5)
where ‖ · ‖ is the Euclidean norm, and i, j = 1,2,3 denote to
the layer number7. The global interlayer synchronization error
is equal to zero when all corresponding oscillators in two lay-
ers are synchronized and perform identical dynamics. Based
on this measure, one can distinguish the following types of
synchronization:
1. Full interlayer synchronization: All layers are com-
pletely synchronized (E12 = E13 = 0).
2. Relay interlayer synchronization: Remote layers are
completely synchronized, and not synchronized to the
relay layer (E13 = 0 and E12 6= 0).
3. Interlayer desynchronization: Different patterns in
each layer (E12 6= E13 6= 0)
While the global interlayer synchronization error gives us
information about the complete synchrony of the layers, it is
not able to distinguish possible regimes of partial synchro-
nization between the layers. For the purpose of obtaining
more detailed information, we analyze the local interlayer
synchronization error E i jk for corresponding pairs of nodes k
from two layers:
E i jk = limT→∞
1
T
∫ T
0
∥∥∥xik(t)−x jk(t)∥∥∥dt. (6)
This measure uncovers complex regimes where only some of
the oscillator pairs are synchronized, thus vanishing there.
Nonlocally coupled ring topologies within the layers al-
low for the observation of chimera states within the layers51.
An important feature of these patterns is the difference of
mean phase velocities for synchronized and desynchronized
groups of oscillators35,36. Usually, oscillators in synchro-
nized domains are phase-locked and have identical frequen-
cies, while oscillators from the incoherent domain speed up
(or slow down) and the mean frequency profile assumes an
arc-like shape. The mean phase velocity for each oscillator is
calculated as
ωk =
2piMk
∆T
, k = 1,2, ...N, (7)
where Mk is the number of complete oscillations of the kth
node during the average time ∆T .
III. RESULTS
Before starting to introduce topological inhomogeneities in
our network, we address the case of the unperturbed network
where full and partial relay synchronization is observed7. In
contrast to7 the interlayer coupling delay is neglected. Fig-
ure 2 displays averaged results of five numerical simulations
for different sets of random initial conditions for the three-
layer network Eq. (1). Figure 2(a) shows the local syn-
chronization errors between the remote layers and the relay
layer (upper panel, orange), and between the two remote lay-
ers (middle panel, blue), with increasing interlayer coupling
strength. Figure 2(b) condenses those results by depicting the
global synchronization errors. One can identify three charac-
teristic regimes. In the first one, for small interlayer coupling
strength, we observe relay synchronization with zero error E13
between the remote layers 1 and 3, and nonzero error E12 be-
tween the remote and relay layers. In the second regime, with
further increase of σi j ≡ σ12 = σ32, all three layers are desyn-
chronized. Finally, for large interlayer coupling strength, in
the third regime, the whole network is completely synchro-
nized (E12 = E13 = 0). The inset demonstrates an example
of relay synchronization for σi j = 0.075 (region shaded or-
ange in panel (b)): upper panels depict snapshots of chimera
states in three layers, and bottom panels show the correspond-
ing mean phase velocity profiles ω ik together with local syn-
chronization errors E i jk .
In the following, we change the connectivities inside the
network layers step by step towards a random topology fol-
lowing the Watts-Strogatz algorithm56. For this, we introduce
the parameter p which determines the probability for each link
of the regular ring to be replaced by a random link, and there-
fore serves as a measure for the degree of randomness in the
network. First, we investigate the influence of the parameter
p on the network properties.
With increasing probability of random shortcuts, we
analyze the clustering coefficients C and average shortest
path length L within the inhomogeneous layer. Figure 3(a)
demonstrates that increasing the randomness p results in
a decreasing clustering coefficient, corresponding to the
formation of low- and high-degree nodes (Fig. 3(c)) and
thus to a growing topological inhomogeneity within one
layer. Because of the small ensemble size used for averaging,
artefacts may arise, e.g., the data point at p = 1 does not
continue to decrease. At the same time, we observe almost
constant shortest path length in Fig. 3(a). Due to the large
nonlocal coupling range R the shortest path length is already
quite small for the regular ring (p = 0) and is not changed
much by the introduction of shortcuts. This is in contrast
to classical small-world networks which start rewiring from
a sparse nonlocally coupled ring network (small coupling
range), and hence exhibit a pronounced transition from large
C and L (sparse ring) to small C and L (random network)
via an intermediate small-world regime with large C and
small L. The adjacency matrices of a layer are shown in
Fig. 3(b) for different p. For p = 0 the matrix is symmetric
and contains spatially separated homogeneous regions of
coupling (colored) and no coupling (white), representing the
regular nonlocally coupled ring. Increasing p leads to the
creation of short-cuts in the network which connect distant
spatial domains.
In order to examine the influence of p upon the relay syn-
chronization scenario, we focus on the global synchroniza-
tion error versus the interlayer coupling strength (Fig. 4). In
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FIG. 2. (a) Local and (b) global synchronization error for averaged
over 5 random initial conditions with identical layers versus inter-
layer coupling strength σi j ≡ σ12 = σ32. One can distinguish three
regions of dynamics with increasing σi j: (i) relay synchronization,
(ii) desynchronization and (iii) full synchronization. The insets in
(b) show snapshots uik and mean phase velocity profiles ω
i
k together
with local synchronization errors E12k (orange) and E
13
k (blue) for a
coupling strength of σi j = 0.075. The relay layer is marked in red and
the remote layers in grey. Parameters are ε = 0.05, a= 0.5 R= 170,
φ = pi2 −0.1, N = 500, σi = 0.2 for layers i= 1,2,3, σi j ∈ [0.05,0.6].
The simulation time is tmax = 2000 with time steps of ∆t = 0.05.
the following, the topology of the layers is modified with the
rewiring probability p in two different ways: We either change
the topology of the remote layers (applying the same random
realization to both layers), or the relay layer, while keeping
the regular nonlocally coupled ring structure in the relay layer
or remote layers, respectively.
Our simulations with random initial conditions show that
besides the familiar scenario (relay interlayer synchroniza-
tion - desynchronization - full interlayer synchronization) ob-
served for the unperturbed three-layer network, frequently a
different scenario occurs, where the system changes its dy-
namics directly from relay to full synchronization without be-
ing desynchronized in between. This new transition is shown
in Fig. 4. For both cases of inhomogeneity increasing p leads
to a growing global synchronization error E12, such that the
threshold value of interlayer coupling σ∗i j, up to which the sys-
tem remains relay-synchronized, before becoming fully syn-
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FIG. 3. (a) Normalized shortest path length L(p)/L(0) (circles) and
normalized clustering coefficientC(p)/C(0) (squares) averaged over
5 random realizations of the Watts-Strogatz connectivity for increas-
ing rewiring probability p (color coded, see color scale on the right),
generated with the Watts-Strogatz algorithm56. (b) N×N-adjacency
matrices akl for different p (p = 0,0.01,0.1,0.2, see color scale on
the right). (c) Histograms showing the normalized degree distribu-
tion P(k) of a Watts-Strogatz graph with N = 500, R = 170 and in-
creasing p (p = 0,0.01,0.1,0.2, see color scale on the right). Other
parameters as in Fig. 2.
chronized, shifts substantially towards higher values. Snap-
shots and mean phase velocity profiles with local synchro-
nization errors are shown in the inset, depicting the relay syn-
chronization of chimera states for an interlayer coupling of
σi j = 0.175 and p = 0.2. Here, we further observe the emer-
gence of a two-headed chimera state, i.e., two incoherent do-
mains, in the case of an inhomogeneous relay layer. In case of
inhomogeneous remote layers the two-headed chimera state
is not observed. As it is known from Ref. 51, two-headed
chimera states emerge due to a subtle interplay between cou-
pling strength and nonlocality in the coupling structure. Re-
markably, the relay layer is more sensitive to the introduction
of nonlocality in the sense of Watts and Strogatz.
Figure 5 illustrates the results of our numerical simulations
for three non-zero values of the link rewiring probability p. It
compares the critical interlayer coupling strength σ∗i j at the
transition from relay synchronization to complete synchro-
nization, and for comparison also gives the threshold of re-
lay synchronization for p = 0. We find that networks with
inhomogeneous remote layers have higher thresholds, while
the transition to complete synchronization for a network with
an inhomogeneous relay layer takes place for slightly lower
coupling strengths. Our analysis shows that introducing ran-
domness in the topology of either the remote or the relay layer
has an advantageous effect upon the robustness of the regime
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FIG. 4. Global synchronization error E i j versus coupling strength
σi j ≡ σ12 = σ32, where E13 = 0 is shown by blue triangles, and
E12 is marked by colored circles for 3 different values of p (p =
0.01,0.1,0.2, color-coded as in Fig. 3). For each value of p, we aver-
age over 5 network realizations with different random sets of initial
conditions. (a) Topology of the remote layers is modified, (b) topol-
ogy of the relay layer is changed. The insets show snapshots uik and
mean phase velocity profiles ω ik with local synchronization errors
E12k (red), E
13
k (blue) for all three layers for σi j = 0.175 and p= 0.2,
where the manipulated layers are marked green. Other parameters as
in Fig. 2.
of relay synchronization in the three-layer network. We ob-
serve that with increasing rewiring probability the threshold
values of the interlayer coupling strength, up to which the
relay-synchronized state is preserved, increase significantly.
IV. CONCLUSION
In summary, we have analyzed nontrivial synchronization
scenarios in three-layer networks of FitzHugh-Nagumo oscil-
lators with inhomogeneous topologies constructed by a small-
world algorithm. In a triplex network with identical homoge-
neous layers, varying the interlayer coupling strength allows
for regimes of relay synchronization, desynchronization, and
complete synchronization. To check the robustness of these
regimes, we have introduced topological inhomogeneities in
the remote layers or the relay layer by randomly rewiring ex-
isting regular links and replacing them with random shortcuts
with a probability p.
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FIG. 5. Threshold value σ∗i j up to which the system remains relay-
synchronized depending on the interlayer coupling strength σi j and
the link rewiring probability p = 0,0.01,0.1,0.2. The values σ∗i j(p)
are calculated from the data of Fig. 4 where the system is assumed
to be fully synchronized if E12 ≤ 0.02. The left and right bars re-
fer to inhomogeneous remote layers (plain) or relay layer (hatched),
respectively.
Complementary to the known scenarios for a regular non-
locally coupled ring network, we find a novel scenario with
a direct transition from the regime of relay synchronization
to the regime of complete synchronization without a desyn-
chronized regime in between. This observation suggests that
the introduction of inhomogeneities generally supports syn-
chronization. Moreover, these findings are in agreement with
results for one-layer networks57 showing that regular ring net-
works exhibit poor synchronizability, which is significantly
improved when random connections are added58 or links are
rewired within the network59. Thus we have extended those
results from one-layer towards multilayer systems and even
generalized them for partial synchronization patterns such as
chimera states.
Our findings demonstrate that random inhomogeneities in
the network topology have a positive effect on the relay syn-
chronization by increasing the parameter range where it is ob-
served. This effect increases strongly with increasing link
rewiring probability p. Comparing two cases of topological
inhomogeneities, i.e., modification of the remote layers or the
relay layer, respectively, we conclude that inhomogeneity in
the remote layers is more advantageous for relay synchroniza-
tion. In this case, relay synchronization can be observed for a
wider range of the interlayer coupling strength.
Keeping the coupling range R in the initial network
fixed and relatively large within the layers allows for the
observation of chimera states with one incoherent domain
in each layer. The case of more diluted topologies, i.e.,
a nonlocally coupled ring with a smaller coupling range,
would result in chimera-like patterns with a larger number of
alternating coherent and incoherent domains. But even for the
large R we have used, an inhomogeneous relay layer can in-
duce chimeras with two incoherent domains in all three layers.
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