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Abstract
Motivated by the problem of estimating the bacterial growth rates for genome assemblies
from shotgun metagenomic data, we consider the permuted monotone matrix model Y = ΘΠ +
Z, where Y ∈ Rn×p is observed, Θ ∈ Rn×p is an unknown approximately rank-one signal
matrix with monotone rows, Π ∈ Rp×p is an unknown permutation matrix, and Z ∈ Rn×p
is the noise matrix. This paper studies the estimation of the extreme values associated to
the signal matrix Θ, including its first and last columns, as well as their difference. Treating
these estimation problems as compound decision problems, minimax rate-optimal estimators
are constructed using the spectral column sorting method. Numerical experiments through
simulated and synthetic microbiome metagenomic data are presented, showing the superiority
of the proposed methods over the alternatives. The methods are illustrated by comparing the
growth rates of gut bacteria between inflammatory bowel disease patients and normal controls.
KEY WORDS : Extreme values; Metagenomics; Minimax lower bounds; Permutation; Spectral
method
1 Introduction
The statistical problem considered in this paper is motivated by the problem of estimating the
bacterial growth dynamics using shotgun metagenomics data. Several methods have been developed
to quantify the bacterial growth dynamics based on shotgun metagenomics data by extrapolating
particular patterns in the sequencing read coverages resulted from the bidirectional microbial DNA
replications (Myhrvold et al., 2015; Abel et al., 2015; Korem et al., 2015; Brown et al., 2016). For
bacterial species with known complete genome sequences, Korem et al. (2015) proposed to use
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the peak-to-trough ratio (PTR) of read coverages to quantify the bacterial growth rates after
aligning the sequencing reads to the bacterial genomes. Besides quantifying the growth rates for
the bacteria with complete genome sequences, it is also of great importance to estimate the growth
rates of incomplete genome assemblies, where the coverages of contigs are observed in multiple
samples. However, the order the contigs is only known up to an unknown permutation.
Recently, Gao and Li (2018) developed a computational algorithm (DEMIC) that accurately
estimates the growth dynamics of a given assembled species by taking advantage of highly frag-
mented contigs assembled from multiple samples. DEMIC is based on the following permuted
monotone matrix model:
Y = ΘΠ + Z (1.1)
where the observed data Y ∈ Rn×p is the matrix of the preprocessed contig coverage for a given
bacterial species. Specifically, the entry Yij represents the log-transformed averaged read counts of
the j-th contig of the bacterial species for the i-th sample after the preprocessing steps, including
genome assemblies, GC adjustment of read counts and outlier filtering. In practice, the data
set is usually high-dimensional in the sense that the number of contigs p far exceeds the sample
size n, so throughout we assume p  n. The signal matrix Θ ∈ Rn×p represents the true log-
transformed coverage matrix of n samples and p contigs, where each row is monotone due to the
bi-directional DNA replication mechanism (Brown et al., 2016; Gao and Li, 2018), Z ∈ Rn×p is
the noise matrix, and Π ∈ Rp×p is a permutation matrix, corresponding to some permutation pi
from the symmetric group Sp. Ma et al. (2020) developed methods for optimally recovering the
underlying permutation pi from Y . In particular, considering the loss function being either the 0-1
loss or the normalized Kendall’s τ distance, a minimax optimal permutation estimator is proposed
and theoretically analyzed under various parameter spaces.
In addition to the monotonicity constraint imposed on the rows of Θ, real metagenomic data sets
also suggest approximate linear relationship between the contig positions and their log-coverages for
each sample, which indicates approximately rank-one structure of Θ, after certain normalization.
As an example, Figure 1 shows the normalized log-contig counts of an assembled bacterial genome
for three individuals along estimated contig orders, suggesting the aforementioned approximate
linear or rank-one structure, see Section 3.1 for details.
Under the permuted monotone matrix model, one can relate the two extreme columns ΘR and
ΘL, i.e., the first and the last columns of Θ, to the log-transformed true peak and trough coverages
of a given bacterial species, and define their difference R(Θ) = ΘR−ΘL as the true log-PTRs that
characterize the bacterial growth rates over n samples. The goal of this paper is to provide a rigorous
statistical framework for optimal estimation of the extreme values in the approximately rank-one
permuted monotone matrix model, including ΘR and ΘL and the range vector R(Θ). Based on
the idea of spectral column sorting and the theory of low-rank matrix estimation, we develop
computationally efficient estimators for the extreme columns and the range vector. In particular,
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Figure 1: The log-coverages of ordered contigs of an assembled bacteria species from 3 individuals
with inflammatory bowel disease, detailed in Section 5.3.
the minimax optimality of the proposed methods are theoretically established and empirically
illustrated with numerical experiments, which also justify its applicability in analyzing real data
sets such as the microbiome metagenomics data.
Throughout the paper, we define the permutation pi as a bijection from the set {1, 2, ..., p} onto
itself. For simplicity, we denote pi = (pi(1), pi(2), ..., pi(p)). All permutations of the set {1, 2, ..., p}
form a symmetric group, equipped with the function composition operation ◦, denoted as Sp. For
any pi ∈ Sp, we denote pi−1 ∈ Sp as its group inverse, so that pi ◦ pi−1 = pi−1 ◦ pi = id. In particular,
we may use pi and its corresponding permutation matrix Π ∈ Rp×p interchangeably, depending on
the context. For a vector a = (a1, ..., an)
> ∈ Rn, we define the `p norm ‖a‖p =
(∑n
i=1 a
p
i
)1/p
. For
a matrix Θ ∈ Rp1×p2 , we denote Θ.i ∈ Rp1 as its i-th column and denote Θi. ∈ Rp2 as its i-th row.
We write a ∧ b = min{a, b} and a ∨ b = max{a, b}. Furthermore, for sequences {an} and {bn}, we
write an = o(bn) if limn an/bn = 0, and write an = O(bn), an . bn or bn & an if there exists a
constant C such that an ≤ Cbn for all n. We write an  bn if an . bn and an & bn.
2 Extreme Value Estimation via Spectral Sorting
2.1 Spectral Sorting and Extreme Column Localization
A crucial step for estimating the extreme columns is to sort the permuted columns in order to
identify the extreme ones. In this section, we introduce a spectral approach for localizing the
permuted columns. Toward this end, for any Θ with monotone rows, we consider the row-centered
matrix
Θ′ = Θ
(
Ip − 1
p
ee>
)
∈ Rn×p, (2.1)
where e = (1, ...., 1)> ∈ Rp. Intuitively, Θ′ is invariant to the row averages of Θ and preserves the
row-monotonicity structure as well as the distances between the columns of Θ. The singular value
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decomposition of Θ′ can be written as
Θ′ =
r∑
i=1
λiuiv
>
i , for some r ≤ min{n, p}, (2.2)
where λ1 ≥ λ2 ≥ ... ≥ λr are the ordered singular values of Θ′ and ui and vi are the left and right
singular vectors corresponding to λi, respectively. To overcome the identifiability issue, we assume
(A) λ1 has multiplicity one and the first nonzero component of v1 is negative.
The following proposition provides an important insight that the row-monotonicity of a matrix
actually implies the monotonicity of the components of its leading right singular vector v1. This
property plays a fundamental role in analyzing the permuted monotone matrix model.
Proposition 2.1. Let Θ be a row-monotone matrix, whose row-centered version Θ′ defined in (2.1)
satisfies (A). Then its first right singular vector v1 = (v11, ..., v1p)
> is a centered monotone vector,
i.e.,
∑p
i=1 v1i = 0 and v11 ≤ v12 ≤ ... ≤ v1p. In addition, the sign vector sgn(u1) indicates the
direction of monotonicity of the rows of Θ′ (or Θ).
From the above proposition, the relative orders of the columns of Θ′ (and Θ) are qualitatively
preserved by the leading right singular vector v1, whereas the directions of monotonicity for different
rows are coded by the leading left singular vector u1. As a result, given a column-permuted and
noisy matrix Y in (1.1), one could localize the extreme columns ΘR and ΘL in ΘΠ by considering
the row-normalized observation matrix X = Y (Ip − 1pee>) and its first right singular vector, i.e.,
v̂ = (v̂1, ..., v̂p)
> = arg max
v∈Rp:‖v‖2=1
v>X>Xv. (2.3)
In accordance with Proposition 2.1, it was shown by Ma et al. (2020) that the order statistics
{v̂(1), ..., v̂(p)} can be used to optimally recover the permutation pi, or the original column orders,
by tracing back the permutation map between the elements of v̂ and their order statistics. Clearly,
for extreme column localization, the extreme values statistics v̂(1) and v̂(p) are more relevant. In
fact, it is shown in the subsequent section that, minimax optimal estimators can be constructed
using such spectral extreme values estimates.
2.2 Compound Decision Problem and the Proposed Estimators
The problem of estimating ΘR, ΘL or R consists of n individual sub-problems, namely, estimating
each of its n coordinates. Following the concept proposed by Robbins (1951, 1964) and further
elaborated in Samuel (1967); Copas (1969); Zhang (2003) and Brown and Greenshtein (2009),
among many others, we observe that the problem of finding their minimax optimal estimators is
a compound statistical decision problem, as the n individual sub-problems are amalgamated into
one larger problem through the combined risk shown in equation (3.1). Moreover, although the
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observations over n samples are independent, it has been argued that, in general, for a compound
decision problem, usually the simple estimators, where only the i-th sample is used to estimate the
i-th coordinate, are suboptimal; in contrast, a minimax optimal estimator should be compound in
the sense that multiple samples are used for the estimation of each coordinate.
In light of our discussion in Section 2.1 as to the fundamental role of (λ1,u1,v1), we introduce
our proposed estimators for the extreme columns as
Θ̂∗R = v̂(p)Xv̂ +
1
p
Y e ∈ Rn, Θ̂∗L = v̂(1)Xv̂ +
1
p
Y e ∈ Rn, (2.4)
and our proposed range estimator as
R̂∗ = Θ̂∗R − Θ̂∗L = (v̂(p) − v̂(1))Xv̂, (2.5)
where we recall that v̂ is defined in (2.3) and v̂(i) is the i-th smallest order statistic among
{v̂1, ..., v̂p}. By construction, the proposed extreme column estimators (2.4) are compound es-
timators, and each of them consists of two parts: the first part estimates the extreme columns of
the row-centered matrix Θ′ whereas the second part compensates the row-specific mean effects. In
particular, in accordance with the observations made in Section 1, to construct the first parts of
Θ̂∗R and Θ̂
∗
L, the approximately rank-one structure Θ
′
.` ≈ λ1v1`u for ` ∈ {1, p}, is incorporated with
v1` estimated by v̂(`) and λ1u1 estimated by Xv̂.
Ma et al. (2020) developed an optimal estimator for the permutation pi under the model (1.1).
Specifically, let r : Rp → Sp be the ranking operator, which is defined such that for any vector
x ∈ Rp, r(x) is the vector of ranks for components of x in increasing order – whenever there are
ties, increasing orders are assigned from left to right. The best linear projection estimator of pi was
defined as pˆi = [r(v̂)]−1. This permutation estimator can be used to construct a natural two-step
estimator of the two extreme columns. In the first step, we recover/sort the columns of Y to
obtain the sorted matrix Yˇ =
[
Y.pˆi(1) Y.pˆi(2) ... Y.pˆi(p)
]
. Intuitively, the column-sorted matrix Yˇ
is expected to be close to Θ. In the second step, we fit a simple linear regression between each
row of Yˇ and the sorted projection scores (v̂(1), v̂(2), ..., v̂(p)), which characterize the column relative
locations. Denote the fitted intercepts as α = (α1, ..., αn)
> and the slopes as β = (β1, ..., βn)>. We
define the two-step regression estimators as
ΘˆRegL = α + βv̂(1), Θˆ
Reg
R = α + βv̂(p), Rˆ
Reg = β(v̂(p) − v̂(1)). (2.6)
It is easy to check (see Section 3 of Supplementary Material) that under the conditions of Propo-
sition 2.1, it holds that
ΘˆRegL = Θ̂
∗
L, Θˆ
Reg
R = Θ̂
∗
R, Rˆ
Reg = R̂∗. (2.7)
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Intuitively, the extreme columns of the sorted matrix Yˇ could be suboptimal as it does not make
use of the rank-one structure. A better way is to project rows of Yˇ onto the eigenspace spanned by
v̂, which is equivalent to regressing rows of Yˇ to v̂. This interesting observation provides another
way of understanding our proposed estimators.
3 Theoretical Properties
3.1 Risk Upper Bounds for the Extreme Column Estimators
In what follows, we study the theoretical properties of our proposed estimator Θ̂∗R, as the results
for ΘL would hold in parallel. Towards this end, we consider the normalized `2 distances ‖ΘˆR −
ΘR‖2/√n and denote the corresponding estimation risk as
RR(ΘˆR) = 1√
n
E‖ΘˆR −ΘR‖2. (3.1)
We first define the set of monotone matrices
D =
{
Θ = (θij) ∈ Rn×p :
for each 1 ≤ i ≤ n, either θi,j ≤ θi,j+1 for all j,
or θi,j ≥ θi,j+1 for all j
}
.
Recall that the row-centered version of Θ, namely Θ′, has the singular value decomposition given
by (2.2). Consequently, throughout, we consider the following parameter space for (Θ, pi)
DR(t, β) =
{
(Θ, pi) ∈ D × Sp :
(A) holds, 0 ≤ v1p ≤ β,
λ1 ∈ [t/8, 8t],
∑r
i=2 λi ≤ σ
√
log p
}
, (3.2)
with t ≥ 0 and p−1/2 ≤ β ≤ 1. Here the constraint on β is natural since v1 is a unit vector and β is
no less than the order of its largest component. Intuitively, the hyper-parameters (t, β) characterize
the global signal strength as well as the relative position of the extreme column ΘR shared by the
signal matrices in DR(t, β), while the condition
∑r
i=2 λi ≤ σ
√
log p imposes a strong approximately
rank-one structure on the row-centered Θ. As our proposed estimators do not intend to estimate
the possible additional structures upon the leading rank-one structure, such approximate rank-one
condition is in this sense intrinsic to the problem.
To simplify notation, we define the rate function ψ = ψ(n, p) =
√
(log p/n). The following
theorem provides a uniform risk upper bound of the proposed estimator Θ̂∗R over DR(t, β).
Theorem 3.1 (Uniform Upper Bound). Suppose the pair (t, βR) satisfies p
−1/2 ≤ βR ≤ 1, t2 &
σ2
[
1
β2R
∧ { 1
ψ2
+ 1ψ
√
( pn log p)
}]
n log p and the noise matrix Z has independent sub-Gaussian entries
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Zij with parameter σ
2. Then
sup
DR(t,βR)
RR(Θ̂∗R) .
βRt√
n
[
σ
√{(t2 + σ2p)n}
t2
∧ 1
]
+ σψ. (3.3)
The risk upper bound (3.3) consists of two components. In the first component, the factor
[σ
√{(t2 + σ2p)n}/t2 ∧ 1] is the error from estimating the leading left singular vector u1 by its
sample counterpart, whereas the factor βRt/
√
n reflects the overall magnitude of the extreme
column ΘR of the matrices in DR(t, βR). As for the second component σψ(n, p), it comes from
using the order statistic v̂(p) to estimate the largest component of v1.
Interestingly, about the first component, we observe two phase transitions when t2 passes
σ2
√
(np) and σ2p, respectively. Specifically, in (3.3), we have
βRt√
n
[
σ
√{(t2 + σ2p)n}
t2
∧ 1
]


βRt/
√
n if t2 . σ2√(np),
βRσ
2√p
t if σ
2√(np) . t2 . σ2p,
βRσ if t
2 & σ2p.
From the theory of low-rank matrix estimation (Cai and Zhang, 2018), the quantity σ2
√
(np) is the
critical point, below which it is impossible to estimate the singular vector u1. Hereafter we refer
the collection of parameter spaces {DR(t, βR) : t2 ≤ σ2√(np)}, {DR(t, βR) : σ2√(np) . t2 . σ2p}
and {DR(t, βR) : t2 & σ2p} as the “weak”, “ “intermediate” and “strong” signal-to-noise ratio
regime, respectively.
To see the implications of the condition
t2 & σ2
[
1
β2R
∧
{
1
ψ2
+
1
ψ
√( p
n log p
)}]
n log p (3.4)
of Theorem 3.1 on the critical events t2  σ2√(np) and t2  σ2p, we note that, as long as
βR  (n/p)1/4, by ignoring the logarithmic factors, the right-hand side of the condition (3.4) is
asymptotically smaller than both critical points σ2
√
(np) and σ2p, so that both phase transitions
exist under the condition of Theorem 3.1.
3.2 Optimality of the Extreme Column Estimators and Minimax Rates
Now we establish the minimax rate of convergence and the optimality of the proposed extreme
column estimator Θ̂∗R over the parameter space DR(t, βR). Specifically, for some given (t, β), we
define the minimax risks over DR(t, βR) as infΘˆR supDR(t,βR)RR(ΘˆR) where the infimum is over
all the possible estimators obtained from the data. The following theorem provides the minimax
lower bound of the estimation risk under the Gaussian noise.
Theorem 3.2 (Minimax Lower Bound). Suppose Z in model (1.1) has i.i.d. entries Zij ∼
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N(0, σ2). Then, for any DR(t, β) such that t2 ≥ c0
(1−β2R
β2R
σ2 log p+
β2R
1−β2R
σ2p
)
and c1p
−1/2√log p ≤
βR ≤ c2, for sufficiently large (n, p) and some constants c0, c1 > 0 and 0 < c2 < 1 , it holds that
inf
Θ̂R
sup
DR(t,βR)
RR(Θ̂R) & βRt√
n
[
σ
√{(t2 + σ2p)n}
t2
∧ 1
]
+ σψ. (3.5)
The proof of Theorem 3.2 is involved. The main difficulty lies in the non-linearity and multi-
dimensionality of the maps from the original parameter Θ to its extreme columns of interest.
As the lower bound contains several components, we essentially derived three distinct minimax
lower bounds corresponding to different worst-case scenarios. In addition to adopting the existing
techniques such as the sphere packing of the Grassmannian manifolds, we developed two novel lower
bound techniques to facilitate the proof of the minimax lower bound. The details can be found
in the Supplementary Material. The different conditions in Theorems 2 are due to the specific
constructions in the lower bound argument of the proof. However, from a broader perspective, the
conditions in Theorem 2 agrees to the ones in Theorem 1 in the sense that, the first condition, a
lower bound on t2, ensures that the global signal strength is sufficiently large, while the second
condition is a mild restriction, up to a logarithmic factor, on the range of βR.
Combining the upper and the lower bounds, we obtain the exact minimax rate for estimating
ΘR. Specifically, under the conditions of Theorems 3.1 and 3.2, i.e., for Zij ∼i.i.d. N(0, σ2) and
t2 & σ2
[
1
β2R
∧
{
1
ψ2
+
1
ψ
√( p
n log p
)}]
n log p+
(
1− β2R
β2R
σ2 log p+
β2Rσ
2p
1− β2R
)
, (3.6)
we have
inf
Θ̂R
sup
DR(t,βR)
RR(Θ̂R)  βRt√
n
[
σ
√{(t2 + σ2p)n}
t2
∧ 1
]
+ σψ, (3.7)
where the optimal rate is attained by our proposed estimator Θ̂∗R. To make better sense of condition
(3.6), we note that, as long as βR & (n/p)1/4, then by ignoring the logarithmic factors, condition
(3.6) is equivalent to t2 & σ2√(np), which means the minimax rate can essentially be established
over the intermediate to strong signal-to-noise ratio (SNR) regime, where the minimax rate is
inf
Θ̂R
sup
DR(t,βR)
RR(Θ̂R)  σn
1/4√(t2 + σ2p)
p1/4t
+ σψ. (3.8)
As a consequence of the phase transition phenomena pointed out earlier, some interesting insights
about the interplay between the global signal strength t2, the dimensionality of the problem, the
hardness of estimating ΘR and that of estimating the leading left singular vector u1, can be
obtained. Specifically, we observe that (i) within the intermediate SNR regime (σ2
√
(np) . t2 .
σ2p), increasing the signal strength t2 will reduce the difficulty of estimating u1 and therefore
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the rate for estimating ΘR, and (ii) within the strong SNR regime (t
2 & σ2p), the difficulty of
estimating ΘR no longer depends on t
2, as in this case the improved estimation of u1 is neutralized
by the increased magnitude of ΘR. Especially, all the above rate analysis is subjected to a possible
lower bound of ψ(n, p).
Moreover, since the above minimax optimal rates are simultaneously attained by the proposed
estimator Θ̂∗R regardless of the specific value of the underlying indices (t, βR), then, under the
sub-Gaussian noise, Θ̂∗R is minimax rate-adaptive over the collection of parameter spaces C =
{DR(t, βR) : p−1/2c1√log p ≤ βR ≤ c2 < 1, (3.6) holds}. In particular, whenever βR & (n/p)1/4,
by ignoring the logarithmic factors, our proposed estimator is rate-optimally adaptive over the
collection of parameter spaces lying in the intermediate to strong SNR regime, namely, CAdap =
{DR(t, βR) : t2 & σ2√(np)}.
3.3 Optimality of the Range Estimator and Minimax Rates
As a direct consequence of our previous results on the extreme column estimation, the theoretical
properties of the range estimator R̂∗ can be obtained in the same manner. Again we consider
the normalized `2 distances ‖Rˆ − R(Θ)‖2/√n and denote the corresponding estimation risk as
RW (Rˆ) = 1√nE‖Rˆ−R(Θ)‖2. Define the parameter space
DW (t, βR, βL) =
{
(Θ, pi) ∈ D × Sp :
(A) holds, λ1 ∈ [t/8, 8t],
∑r
i=2 λi ≤ σ
√
log p,
− βL ≤ v11 ≤ 0 ≤ v1p ≤ βR,
}
, (3.9)
where t ≥ 0, p−1/2 ≤ βR, βL ≤ 1, and define the function q′(x, y, n, p) = σ2n log p
[
1
x2
∧ { 1
ψ2
+
1
ψ
√
( pn log p)
}]
+
(
1−x2
x2
σ2 log p+ y
2σ2p
1−y2
)
. The following theorem establishes the minimax rate of con-
vergence for estimating R(Θ) and the minimax optimality and adaptivity of our proposed estimator
R̂∗.
Theorem 3.3 (Minimax Rates). Let βW = βR + βL. Suppose t
2 ≥ c0q′(βR ∧ βL, βR ∨ βL, n, p),
c1p
−1/2√log p ≤ {βR, βL} ≤ c2 for sufficiently large (n, p) and some constants c0, c1 > 0 and
0 < c2 < 1, and Z has independent sub-Gaussian entries Zij with parameter σ
2. Then
inf
Rˆ
sup
DW (t,βR,βL)
RW (Rˆ)  βW t√
n
[
σ
√{(t2 + σ2p)n}
t2
∧ 1
]
+ σψ. (3.10)
In particular, the minimax rates are simultaneously attained by the estimator R̂∗.
4 A Special Case: Permuted Linear Growth Model
In the previous sections, theoretical results are obtained for the general approximately rank-one
matrices characterized by (3.2) (3.9) as well as the conditions of Theorems 3.1 to 3.3. One advantage
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is the rich row-monotonicity structures contained in such parameter spaces, which adapts well to
real applications such as our motivating example in microbiome studies where the noisy data sets
are generated from the shotgun metagenomic sequencing, See Boulund et al. (2018); Gao and Li
(2018) and Figure 1. However, in many cases such as classical theories of the bacterial growth
dynamics, an important subclass of the general permuted monotone matrix model has usually
been considered for its heuristic simplicity and explanatory power. We refer this sub-model as the
permuted linear growth model, where (1.1) holds over the restricted set
D0 =
{
(Θ, pi) ∈ D × Sp :
θij = aiηj + bi, where ai, bi ∈ R for 1 ≤ i ≤ n,
ηj ≤ ηj+1 for 1 ≤ j ≤ p− 1 and
∑p
j=1 ηj = 0.
}
.
In other words, each row of Θ has a linear growth pattern with possibly different intercepts and
slopes. Denote a = (ai)1≤i≤n, η = (ηj)1≤j≤p and b = (bi)1≤i≤n. In this case, the parameters of
interest have the expressions of ΘR = aηp, ΘL = aη1 and R = a(ηp − η1).
In the context of bacterial growth dynamics, the above model is commonly referred as the
Cooper-Helmstetter model (Cooper and Helmstetter, 1968; Bremer and Churchward, 1977) that
associates the copy number of genes with their relative distances to the replication origin. Specif-
ically, ai is the ratio of genome replication time and doubling time for the ith sample, ηj is the
distance from the replication origin for the jth contig, and bi is related to the read counts at
the replication origin and the sequencing depth. Consequently, the extreme columns aηp and aη1
correspond to the true log-transformed peak and trough coverages that are used to quantify the
bacterial growth dynamics across the samples (see also Section 5.2 and 5.3 for more details).
In the following, we discuss the consequences for the estimation of ΘR under this special linear
growth model, and the results for estimating ΘL and R follow similarly. By definition, the singular
value decomposition (2.2) for Θ ∈ D0 has a reduced form. Specifically, the row-centered matrix Θ′
is exactly rank-one, where the leading right singular vector v1 has components
v1j =
ηj
‖η‖2 , for j = 1, ..., p, (4.1)
and the largest singular value admits the expression
λ1 = ‖a‖2‖η‖2. (4.2)
Intuitively, the set {v1j}1≤i<j≤p characterize the exact normalized column positions of Θ′ (and Θ),
while λ1 summarizes the slope magnitude of the rows and the overall separateness of the columns.
Consequently, the risk upper bound obtained in Theorem 3.1 has a reduced form, which has
simpler and more intuitive interpretations. Specifically, for any given Θ ∈ DR(t, βR), we consider
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the following pointwise risk upper bound
RR(Θ̂∗R) .
v1pλ1(Θ)√
n
[
σ
√{(λ21(Θ) + σ2p)n}
λ21(Θ)
∧ 1
]
+ σψ, (4.3)
induced by (3.3) of Theorem 3.1. With the reparametrizations (4.1) and (4.2), we can rewrite (4.3)
as
RR(Θ̂∗R) .
ηp‖a‖2√
n
[
σ
√{(‖a‖22‖η‖22 + σ2p)n}
‖a‖22‖η‖22
∧ 1
]
+ σψ. (4.4)
Some observations about this risk upper bound are in order.
(a) Over the low SNR regime where ‖a‖22‖η‖22 . σ2
√
(np), (4.4) becomes
RR(Θ̂∗R) .
‖a‖2ηp√
n
+ σψ, (4.5)
where the first term is proportional to the overall slope magnitude ‖a‖2, but does not rely on the
locations of the other columns, i.e., ηj for 1 ≤ j ≤ p − 1. In this case, since the signal changes
across different columns are so vague, Θ̂∗R fails to implement a good estimate for the slopes a and
the estimation error can only decrease when the extreme column ΘR = aηp itself (and its norm
‖a‖2ηp) is close to zero.
(b) Over the intermediate SNR regime where σ2
√
(np) . ‖a‖22‖η‖22 . σ2p, (4.4) becomes
RR(Θ̂∗R) .
σηp
‖η‖2
(
1 +
σ2p
‖a‖22‖η‖22
)1/2
+ σψ. (4.6)
In this case, as the signal differences between every consecutive columns are steep enough so that
the slopes a can be well estimated, increasing ‖η‖2 or ‖a‖2 would expand the advantage and
therefore leads to a better estimate.
(c) Over the strong SNR regime where ‖a‖22‖η‖22 & σ2p, the upper bound (4.4) becomes
RR(Θ̂∗R) .
σηp
‖η‖2 + σψ. (4.7)
In the case, the advantage of large ‖a‖2 has been exploited to extremity so that increasing ‖a‖2
will no longer improve the performance of Θ̂∗R.
Comparing the rates from (4.5) to (4.7), an interesting discrepant role played by the overall
slope magnitude ‖a‖2 can be observed. In general, the theoretical performance of Θ̂∗R is clearly
driven by the global SNR ‖a‖22‖η‖22/σ2, which measures the magnitude of the signal changes and
the degree of monotonicity relative to the noise level.
Following the same argument as the proof of Theorem 3.2, the minimax optimality of our
proposed estimator Θ̂∗R can be also established under the permuted linear growth model. Specif-
ically, if we define the indexed parameter space D0,R(t, β) = {(Θ, pi) ∈ D0 : 0 ≤ ηp/‖η‖2 ≤
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β, ‖a‖2‖η‖2 ∈ [t/8, 8t]}, then it can be shown that for any pair (t, βR) such that (3.6) holds and
p−1/2
√
log p . βR ≤ c < 1,
inf
Θ̂R
sup
D0,R(t,βR)
RR(Θ̂R)  βRt√
n
[
σ
√{(t2 + σ2p)n}
t2
∧ 1
]
+ σψ,
where the optimal rate is simultaneously attained by the proposed estimator Θ̂∗R.
5 Numerical Studies
5.1 Simulation with Model-Generated Data
To demonstrate our theoretical results and to compare with alternative methods, we generate
data from model (1.1) with various configurations of the signal matrix Θ. Specifically, the signal
matrix Θ = (θij) ∈ Rn×p is generated under the following two regimes: (i) S1(n, p, α): for any
1 ≤ i ≤ n, θij = aiηj + bi for 1 ≤ j ≤ p, where ai ∼ Unif(0, α), bi ∼ Unif(0, 6) and (η1, ..., ηp) =
(−1, 0, 0, ..., 0, 1); and (ii) S2(n, p, α): for any 1 ≤ i ≤ n, θij = log(1 + aij + βi) for 1 ≤ j ≤ p
where ai ∼ Unif(0, α) and bi ∼ Unif(0, 6). By construction, S1(α, n, p) belongs to the linear growth
model whereas S2(α, n, p) does not. The elements of Z are drawn from i.i.d. standard normal
distributions, and, without loss of generality, we set Π = Ip.
For the extreme column ΘR, we compare the empirical performance of our proposed estimator
Θ̂∗R with (i) the direct sorting estimator Θ˜R defined as Θ˜R = Y.pˆi(p), where pˆi is defined in Section
2.2; and (ii) the order statistic estimator ΘˇR = (Yi,(p))1≤i≤n, as all the rows of Θ are monotonic
increasing. For the range vector R(Θ), we compare our proposed estimator R̂∗ with (i) the direct
sorting estimator R˜DS = Y.pˆi(p) − Y.pˆi(1), and (ii) the order statistic estimator R˜OS = (Yi,(p) −
Yi,(1))1≤i≤n. We use the empirical risk, or the averaged normalized `2 distance, to compare these
methods. For each setting, we evaluate the empirical performance of each method over a range of
n, p and α. Each setting is repeated for 200 times.
The results are summarized as boxplots in Figure 2 and Figure 3. The empirical results agree
with our theory in the following perspectives: (i) our proposed estimators Θ̂∗R and R̂
∗ perform
the best among all the settings; (ii) in the middle two plots of Figure 2 and 3, the risks of our
proposed estimators decrease as n grows, which agrees with our theorems. In addition, in the top
left panel of Figure 2 and 3 we observe that the risks of the order statistic estimator decrease as
α increases. This is because under S1(α, p, n), the parameter α characterizes the separateness of
the two extreme columns from the other columns. The order statistic estimators would apparently
favour the cases where the separation is more significant. In addition, both our proposed estimators
and the direct sorting estimators outperform the order statistic estimators, showing the advantage
of the compound estimators.
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Figure 2: Boxplots of the empirical risks for estimating ΘR, with DS, OS and Prop representing
Θ˜R, ΘˇR and Θ̂
∗
R.
5.2 Simulation with Synthetic Microbiome Metagenomic Data
We then evaluate the empirical performance of our proposed method using a synthetic metagenomic
sequencing data set (Gao and Li, 2018) by generating sequencing reads based on 45 closely related
bacterial genomes in 50 independent samples. Particularly, Gao and Li (2018) presented a synthetic
shotgun metagenomic sequencing data set of a community of 45 phylogenetically related species
from 15 genera of five different phyla with known RefSeq ID, taxonomy and replication origin
(Gao et al., 2013). To generate the metagenomic reads, reference genome sequences of three
randomly selected species in each genus were downloaded. Read coverages were generated along the
genome based on an exponential distribution with a specified peak-to-trough ratio and a function
of accumulative distribution of read coverages along the genome was calculated. Sequencing reads
were then generated using the above accumulative distribution functions and a random location for
each read on the genome, until the total read number achieved a randomly assigned average coverage
13
Figure 3: Boxplots of the empirical risks for estimating R, with DS, OS and Prop representing
R˜DS , R˜OS and R̂
∗.
between 0·5 and 10 folds for the species in a sample. Sequencing errors including substitution,
insertion and deletion were simulated in a position- and nucleotide-specific pattern according to
the metagenomic sequencing error profile of Illumina.
For the final data set, the average nucleotide identities between species within each genus ranged
from 66·6% to 91·2%. The probability of one species existing in each of the 50 simulated samples
was set as 0·6, and a total of 1,336 average coverages and the corresponding PTRs were randomly
and independently assigned. After the same processing, filtering, and CG-adjustment steps as in
Gao and Li (2018), the final data set included genome assemblies of 41 species. For each species,
we obtained the permuted matrix of log-contig coverage with the number of samples ranging from
29 to 46 and the number of contigs from 47 to 482.
We provide estimates of the log-PTRs of the assembled species for all the samples, or the range
vector R, using our previous notations. As a comparison, in addition to our proposed method R̂∗,
we consider the iRep estimator proposed by Brown et al. (2016), where the contigs of a given species
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were ordered for each sample separately based on the observed read counts, before fitting a piece-
wise linear regression function. We evaluate these methods by considering the `2 distance between
the vectors of the true log-PTRs and their estimates. To generalize our evaluation to diverse
metagenomic data sets, we also evaluate the effect of sample size n as well as contig numbers p by
randomly selecting subsets of samples or contigs from each data set. The selection was made with
replacement.
Figure 4: Boxplots of the `2 distances between the estimated and the true log-PTRs. Prop: the
proposed method; iRep: the iRep estimation method.
The results are summarized in Figure 4. As n or p varies, our proposed estimator performs
consistently better than iRep. Moreover, the performance of our proposed method is not sensitive
to the sample size, the number of contigs from the genome assemblies or the underlying true PTRs.
These results partially explain why the DEMIC algorithm has superior performance compared to
the existing ones (Gao and Li, 2018).
5.3 Analysis of A Real Microbiome Metagenomic Data Set
We complete our numerical study by analyzing a real metagenomic data set from the NIH Inte-
grative Human Microbiome Project. The project includes the Inflammatory Bowel Disease (IBD)
Multi’omics project to investigate the differences in gut microbiome communities among adults
and children with IBD (Lloyd-Price et al., 2019) and normal non-IBD controls. Many studies have
reported strong associations between IBD, including both Crohn’s disease (CD) and ulcerative
colitis (UC) and gut microbiota composition. In contrast, we focus on comparing the bacterial
growth rates between UC, CD and normal non-IBD individuals using the proposed methods.
The metagenomic data sets, including 300 samples of the CD, UC and non-IBD subjects, were
downloaded from the IBDMDB website, https://www.ibdmdb.org. Specifically, we randomly
select 100 samples of UC, CD and normal non-IBD samples, respectively. For each sample, the
sequencing data was obtained from the stool sample using Illumina shotgun sequencing. We first
apply MEGAHIT (Li et al., 2015) version 1·1·1 to perform metagenomic co-assembly. The co-
assembled contigs were then clustered into metagenomic bins or genome assemblies using MaxBin
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Table 1: Analysis of bacterial growth rates among CD, UC and non-IBD samples. Bins that show
significantly different growth rates and their taxonomic annotations are presented. (n1, n2, n3):
numbers of CD, UC and non-IBD samples that carried the respective bin.
Bins Taxonomic Annotations (n1, n2, n3) P-values
bin·054 Roseburia (genus) (54, 32, 54) 0·015
bin·090 Faecalibacterium (genus) (38, 41, 52) 0·005
bin·091 Clostridiales (order) (26, 40, 52) 0·016
bin·099 Subdoligranulum (genus) (30, 32, 49) < 0·001
bin·465 Dialister (genus) (36, 41, 33) 0·043
(Wu et al., 2015) version 2·2·4. Finally, Bowtie 2 (Langmead and Salzberg, 2012) version 2·3·2
was used to align reads back to the assembled contigs for each of the samples, and the output
alignments were then sorted by samtools (Li et al., 2009) version 0·1·19.
After these preparations, the DEMIC algorithm, incorporated with our proposed methods, was
applied to obtain the estimated PTRs (ePTRs) of a given species represented by a contig cluster
(bin) for each sample. As a result, ePTRs of 25 bins were obtained for subsets of the UC (n1), CD
(n2) and non-IBD (n3) samples with n1 +n2 +n3 ≥ 100, as some contig clusters may not be carried
or abundant enough among many samples. For each bin, we compare the ePTRs among the UC,
CD and non-IBD samples using an F-test. We applied the CAT/BAT algorithm (von Meijenfeldt
et al., 2019) that compares the metagenomic assembled bins to a taxonomy database to obtain the
taxonomic annotations of the 25 bins. We observe that only a few bins can be annotated at the
species level, whereas many of the bins can only be annotated to genera or orders, suggesting that
many of the assembled contig bins may correspond to new species. This agrees with a recent paper
(Almeida et al., 2020) that showed that more than 70% of the assembled genomes lack cultured
representatives.
Interestingly, based on the F-test, among the 25 contig clusters, 5 of them show significant
difference in ePTRs among the UC, CD and non-IBD samples (Table 1). For reasons of space,
Table 1 only provides the taxonomic annotation of the bins in terms of their genus – except
for bin·091 which can only be determined up to orders (see our Supplementary Material for the
complete annotations). We also performed pairwise comparisons using two-sample t-test for the 5
differential bins (Table 2). We found that the difference in the growth rates of bin·054, Roseburia,
bin·090, Faecalibacterium, and bin·099, Subdoligranulum, are more significant between IBD and
non-IBD samples. In particular, boxplots in our Supplementary Material indicate higher growth
rates of bin·054, Roseburia, and bin·090, Faecalibacterium, and a lower growth rate of bin·099,
Subdoligranulum for IBD samples when compared to the non-IBD samples. Moreover, the growth
rates of bin·091, Clostridiales, is significantly higher among UC samples, whereas the growth rate
of bin·465, Dialister, is significantly higher among the CD samples, comparing to the samples of
the other two categories. These results show that the gut microbiome communities in CD and UC
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Table 2: p-values from pairwise t-tests of differential growth rates between different groups for five
genome assembly bins.
Bins Taxonomic Annotations UC vs. CD UC vs. non-IBD CD vs. non-IBD
bin·054 Roseburia (genus) 0·525 0·004 0·081
bin·090 Faecalibacterium (genus) 0·392 0·016 0·004
bin·091 Clostridiales (order) 0·012 0·054 0·335
bin·099 Subdoligranulum (genus) 0·960 < 0·001 < 0·001
bin·465 Dialister (genus) 0·042 0·818 0·026
patients or IBD and non-IBD patients differ not only in relative abundance but also in growth
rates of certain bacterial species, an important insight from our data analysis.
6 Discussion
The present paper focused on the permuted monotone matrix model with homoskedastic noise. If
the noises are heteroskedastic, for example (i) the columns of the noise matrix are not independent,
or (ii) the variances of the noise matrix entries are not identical, we argue that, as long as the
marginal distributions of the noise matrix remain sub-Gaussian, the framework developed in this
paper can still be applied. Specifically, in light of the recent work of Zhang et al. (2018), where
heteroskedastic principal component analysis and singular value decomposition are studied, the
key analytical tools paralleling to those applied in the current work, such as concentration and
perturbation inequalities associated with the heteroskedastic random matrices, can be obtained by
generalizing the results of Zhang et al. (2018). Such extensions are involved and we leave them for
future research.
The current theoretical framework was developed upon the approximately rank-one structure
suggested by our specific metagenomic applications. However, extensions to other settings are
possible by modifying the proposed methods. In particular, the key observations made in Section
2.1 apply to any monotone matrix satisfying condition (A). When the approximate rank-one as-
sumption is violated, say, if the monotone signal matrix is rank-r with r > 1, one could construct
estimators based on the leading r singular values and singular vectors by following the same idea
in Section 2.2, although its theoretical analysis might be technically challenging.
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Abstract
In this Supplementary Material we prove the theorems and propositions in our main paper
as well as the technical results. Some supplementary tables and figures are also included.
1 Optimal Extreme Columns Estimation
1.1 Risk Upper Bound: Proof of Theorem 3.1
It suffices to obtain the pointwise risk upper bound for a given Θ ∈ DR(t, βR) and take the
supremum over the parameter space.
First observe that the proposed estimator as well as its estimation risk is invariant to the
unknown permutation matrix Π. Specifically, as both the calculation of Θ̂∗R and the definition
of ΘR doesn’t require knowledge about the permutation matrix Π, the quantity E‖Θ̂∗R − ΘR‖2 is
invariant to the underlying permutation pi ∈ Sp. In the following, without loss of generality, we
assume Π = Ip.
Observe that
Θ̂∗R = v̂(p)Xv̂ +
1
p
Y e = λ̂v̂(p)û +
1
p
Y e, ΘR =
r∑
i=1
λiuivip + b,
where λ̂ and û ∈ Rn are first singular value and first left singular vector of X, vip is the p-th
component of vi, and b =
1
pΘe. We have
‖Θ̂∗R −ΘR‖2 ≤ ‖λ̂ûv̂(p) − λ1u1v1p‖2 +
r∑
i=2
‖λiuivip‖2 +
∥∥∥∥1pY e− b
∥∥∥∥
2
. (1.1)
As a result, as long as
∑r
i=2 ‖λiuivip‖2 =
∑r
i=2 λi|vip| . ‖λ̂ûv̂(p) − λ1u1v1p‖2, it suffices to obtain
upper bounds for E‖λ̂ûv̂(p) − λ1u1vp‖2 and E
∥∥1
pY e− b
∥∥
2
. In particular, we will show that
E‖λ̂ûv̂(p) − λ1u1vp‖2 . σ
√
log p+ (λ1v1p + σ
√
n log p)
(
σ
√
(λ21 + σ
2p)n
λ21 − λ22
∧ 1
)
, (1.2)
and
E
∥∥1
p
Y e− b∥∥
2
. σ
√
n
p
. (1.3)
These two upper bounds along with the condition
∑r
i=2 λi ≤ σ
√
log p will lead to the risk bound
RR(Θ̂∗R) .
(
λ1v1p√
n
+ σ
√
log p
)(
σ
√
(λ21 + σ
2p)n
λ21 − λ22
∧ 1
)
+ σψ, (1.4)
which implies
RR(Θ̂∗R) .
v1pλ1√
n
(
σ
√
(λ21 + σ
2p)n
λ21
∧ 1
)
+ σψ. (1.5)
if λ1  λ2 and either
σ
√
log p . λ1v1p√
n
, or σ
√
log p
σ
√
(λ21 + σ
2p)n
λ21 − λ22
. σψ.
It can be checked that the above inequalities can be implied by
λ21 & σ2n log p
[
1
v21p
∧
(
1
ψ2
+
1
ψ
√
p
n log p
)]
, (1.6)
which also implies t2 & σ2 log p, or λ21  λ21 − λ22. Thus we have (1.5), which leads to the final
uniform risk bound. The rest of the proof is devoted to the upper bounds (1.2) and (1.3).
Proof of (1.2). Throughout, we write v1p as vp for convenience. By the elementary inequality
that, for xi, yi ≥ 0, i = 1, 2,
|x1x2 − y1y2| ≤ y1|x2 − y2|+ y2|x1 − y1|+ |x1 − y1||x2 − y2|, (1.7)
we have
E‖λ̂ûv̂(p) − λ1u1vp‖2 ≤ E|λ̂v̂(p) − λ1vp|+ λ1vpE‖û− u1‖2 + E[|λ̂v̂(p) − λ1vp|‖û− u1‖2]
. E|λ̂v̂(p) − λ1vp|+ λ1vpE‖û− u1‖2, (1.8)
where the last inequality follows from the trivial bound ‖û−u1‖2 ≤
√
2. It suffices to obtain upper
bounds for E‖û− u1‖2 and E|λ̂v̂(p) − λ1vp|.
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Note that ‖û − u1‖22 = 2(1 − û>u1). By definition, up to a change of sign for û, we have
0 ≤ û>u1 ≤ 1. Then 1− û>u1 ≤ 1− (û>u1)2 and
E‖û− u1‖22 ≤ E|1− (û>u1)2|. (1.9)
The upper bound can be obtained from the relation E‖û−u1‖2 ≤
√
E‖û− u1‖22, and the following
lemma, which is a direct consequence of Proposition 1 and Theorem 3 of Cai and Zhang (2018).
Lemma 1.1 (Cai and Zhang (2018)). Let X = Θ+Z ∈ Rn×p, where Θ has SVD Θ = ∑ri=1 λiuiv>i
for r ≤ min{n, p} and λ1 ≥ λ2 ≥ ... ≥ λr, Z has independent sub-Gaussian entries with parameter
σ2, and û, v̂ is the first left and right singular vectors of X, respectively. Then it follows that
E|1− (û>u1)2| ≤ Cσ
2(λ21+σ
2p)n
(λ21−λ22)2
∧ 1 and E|1− (v̂>v1)2| ≤ Cσ
2(λ21+σ
2n)p
(λ21−λ22)2
∧ 1.
Applying the above lemma,
E‖û− u1‖2 .
(
σ
√
(λ21 + σ
2p)n
λ21 − λ22
∧ 1
)
. (1.10)
Next, we show that
E|λ̂v̂(p) − λ1vp| . σ
√
log p+ (λ1v1p + σ
√
n log p)
(
σ
√
(λ21 + σ
2p)n
λ21 − λ22
∧ 1
)
. (1.11)
In particular, we need the following lemma concerning an elementary inequality.
Lemma 1.2. Let {ai}1≤i≤n and {bi}1≤i≤n be two sets of real numbers. It then holds that
∣∣max1≤i≤n ai∣∣−∣∣max1≤i≤n bi∣∣ ≤ max1≤i≤n |ai − bi|.
Observe that λ̂v̂(p) = max1≤j≤p û>Xj , where Xj is the j-th column of X. Using the inequality
of Lemma 1.2, we have
E|λ̂v̂(p) − λ1vp| = E| max
1≤j≤p
(û>Xj − u>1 Xj + u>1 Xj − λ1vp)|
≤ E max
1≤j≤p
|(û− u1)>Xj |+ E| max
1≤j≤p
u>1 Xj − λvp|
≤ E max
1≤j≤p
|(û− u1)>Θ′j |+ E max
1≤j≤p
|(û− u1)>Ej |+ E| max
1≤j≤p
u>1 Xj − λ1vp| (1.12)
where we used the notation X = Θ′ + E with Eij i.i.d. from N(0, σ2(p− 1)/p). The first term in
the last inequality can be bounded by Ho¨lder’s inequality, the relation
max
1≤j≤p
‖Θ′j‖2 = max
1≤j≤p
∥∥∥∥ r∑
i=1
λiuivij
∥∥∥∥
2
≤ λ1vp + max
1≤j≤p
r∑
i=2
λi ≤ λ1vp + σ
√
log p,
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and (1.10) as
E max
1≤j≤p
|(û−u1)>Θ′j | ≤ E‖û−u1‖2 max
1≤j≤p
‖Θ′j‖2 = (λ1vp+σ
√
log p)
(
σ
√
(λ21 + σ
2p)n
λ21 − λ22
∧1
)
. (1.13)
To bound the second term, we use Ho¨lder’s inequality and the Cauchy-Schwartz inequality
E max
1≤j≤p
|(û− u1)>Ej | ≤ E‖û− u1‖1 · max
1≤j≤p
‖Ej‖∞ ≤
√
E‖û− u1‖21
√
E max
1≤i≤n
1≤j≤p
|Eij |2.
By (1.9) and Lemma 1.1, we have E‖û− u1‖21 ≤ nE‖û− u1‖22 ≤ n
(σ2(λ21+σ2p)n
λ21−λ22
∧ 1). On the other
hand, to bound Emax1≤i≤n
1≤j≤p
|Eij |2, we need the following lemma concerning a general risk bound
for the order statistic of independent Gaussian random variables.
Proposition 1.1. For independent sub-Gaussian random variables {yj}pj=1 with parameter σ2
and individual means Eyj = µj, let y(p) = max{y1, y2, ..., yp}. It holds that, for any α > 0,
supµ1,...,µp E|y(p) − µ(p)|α ≤ Cσα(log p)α/2 for some constant C > 0 only depending on α.
From Proposition 1.1, since Eij are independent centered sub-Gaussian random variables with
parameter σ2, we have
√
Emax1≤i≤n,1≤j≤p |Eij |2 . σ
√
log p. As a result, we have
E max
1≤j≤p
|(û− u1)>Ej | . σ
√
n log p
(
σ
√
(λ21 + σ
2p)n
λ21 − λ22
∧ 1
)
. (1.14)
Now for the third term in the last inequality of (1.12), we notice that u>1 Xj are independent sub-
Gaussian with parameter σ2 and mean λvj for j = 1, ..., p. As a result, by Proposition 1.1, we
have
E
∣∣ max
1≤j≤p
u>1 Xj − λvp
∣∣ . σ√log p. (1.15)
Combining (1.13) (1.14) and (1.15), we proved (1.11). Equation (1.2) then follows from (1.11)
(1.10) and (1.8).
Proof of (1.3). As 1pY e =
1
pΘe +
1
pZe = b +
1
pZe, we have E
∥∥1
pY e − b
∥∥
2
≤ 1pE‖Ze‖2. Since
1
p‖Ze‖2 = σ√p
√∑n
i=1
(
1
σ
√
p
∑p
j=1 Zij
)2
, where 1σ√p
∑p
j=1 Zij are independent sub-Gaussian random
variables. By the basic property of the sub-Gaussian random variables and the Jensen’s inequality,
we have E1p‖Ze‖2 ≤ Cσ
√
n/p. This proofs the equation (1.3).
1.2 Minimax Lower Bound: Proof of Theorem 3.2
The proof of this theorem relies on the following key proposition concerning three important lower
bounds over some specially designed parameter spaces.
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Proposition 1.2. Suppose Z has i.i.d. entries Zij ∼ N(0, σ2). Then
(i) for any p ≥ 8, t2 ≥ 1−β2R/2
β2R−4/p
σ2 log p and p−1/2
√
log p ≤ βR ≤ 1,
inf
Θ̂R
sup
DR(t,βR)
E‖Θ̂R −ΘR‖2 & σ
√
log p; (1.16)
(ii) for any p ≥ 8, t2 > 0 and p−1/2 ≤ βR ≤ 1,
inf
Θ̂R
sup
DR(t,βR)
E‖Θ̂R −ΘR‖2 & tβR
(
1 ∧ σ
√
n
t
)
; (1.17)
(iii) for any c1p
−1/2√log p ≤ βR ≤ c2 < 1 and β
2
Rσ
2p
1−β2R
≤ t2 ≤ σ2p/4,
inf
Θ̂R
sup
DR(t,βR)
E‖Θ̂R −ΘR‖2 & tβR
(
1 ∧ σ
√
n(t2 + σ2p)
t2
)
; (1.18)
For any pair (t, βR) satisfying the condition of Theorem 3.2, by Proposition 1.2 (i), we have
inf
Θ̂R
supDR(t,βR) E‖Θ̂R −ΘR‖2 & σ
√
log p, or
inf
Θ̂R
sup
DR(t,βR)
E‖Θ̂R −ΘR‖2 & σ
√
nψ(n, p). (1.19)
It remains to prove
inf
Θ̂R
sup
DR(t,βR)
E‖Θ̂R −ΘR‖2 & tβR
(
1 ∧ σ
√
n(t2 + σ2p)
t2
)
. (1.20)
If t2 ≥ σ2p/4, we have σ√n/t & σ√n(t2 + σ2p)/t2, so that (1.20) holds by (1.17). If t2 ≤ σ2p/4,
Proposition 1.2 (iii) applies directly. The rest of the proof is devoted to Proposition 1.2.
Proof of Proposition 1.2. To establish sharp minimax lower bounds, we consider subsets of D
whose geometric features best describe the essential difficulties for estimating ΘR. In particular, we
need the following two lemmas concerning testing two and multiple composite hypotheses about
an arbitrary operator F : Θ → (Rd, d) characterized by some priors over the parameter space.
These general lower bounds can be of independent interest by providing an effective estimation of
an arbitrary high-dimensional (nonlinear) operator.
Lemma 1.3 (Generalized Le Cam’s Method). Let µ0 and µ1 be two priors on the parameter space
Θ of the family {Pθ}, and let Pj be the posterior probability measures on (X ,A) such that
Pj(S) =
∫
Pθ(S)µj(dθ), ∀S ∈ A, j = 0, 1.
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Let F : Θ → (Rd, d). If (i) there exist F0 ∈ Rd and a 2s-ball Bd(F0, 2s) centered at F0 such that
µ0(θ ∈ Θ : F (θ) = F0) = 1, µ1(θ ∈ Θ : F (θ) /∈ B(F0, 2s)) = 1, and (ii) χ2(P1, P0) ≤ α <∞, then
inf
Fˆ
sup
θ∈Θ
Pθ(d(Fˆ , F (θ)) ≥ s) ≥ max
{
e−α
4
,
1−√α/2
2
}
.
Lemma 1.4 (Generalized Fano’s Method). Let µ0, µ1, ..., µM be M + 1 priors on the parameter
space Θ of the family {Pθ}, and let Pj be the posterior probability measures on (X ,A) such that
Pj(S) =
∫
Pθ(S)µj(dθ), ∀S ∈ A, j = 0, 1, ...,M.
Let F : Θ→ (Rd, d). If (i) there exist some sets B0, B1, ..., BM ⊂ Rd such that d(Bi, Bj) ≥ 2s for
some s > 0 for all 0 ≤ i, j ≤ M and µj(θ ∈ Θ : F (θ) ∈ Bj) = 1, and (ii) 1M
∑M
j=1D(Pj , P0) ≤
α logM with 0 < α < 1/8, then
inf
Fˆ
sup
θ∈Θ
Pθ(d(Fˆ , F (θ)) ≥ s) ≥
√
M
1 +
√
M
(
1− 2α−
√
2α
logM
)
.
Proof of (1.16) The proof relies on our general lower bound for testing two composite hypotheses
about some high-dimensional operator (Lemma 1.3). We define the one-element set
H0(η) = {(Θ, pi) = (e1η>, id)},
where e1 = (1, 0, 0, ..., 0)
> ∈ Rn and η ∈ Rp is defined such that, for some η > 0 to be determined
later, the first k = bp/2c coordinates of η are −(η, ..., η), the last k coordinates of η are (η, ..., η),
and set the (bp/2c+ 1)-th coordinate of η as 0 if p is odd. In addition, we define the set
H1(η) = {(Θ, pi) : Θ = e1η′>, pi ∈ T},
where η′ = η+ σ2
√
log p · (−1, 0, ..., 0, 1)>, and T = {pi ∈ Sp : pi is a transposition between k-th and
p-th element, ∀bp/2c+ 1 ≤ k ≤ p}. For any pair (t, βR) satisfying the condition of Proposition 1.2
(i), to find specific η such that H0(η) ⊂ DR(t, βR) and H1(η) ⊂ DR(t, βR), we consider η such that
t = ‖e1‖2‖η‖2 =
√
pη2, β2R ≥
2(η + σ2
√
log p)2
‖η′‖22
≥ η
2
‖η‖22
, (1.21)
where the last inequality holds by construction. Note that the second equation holds if
β2R ≥
4η2 + σ2 log p
pη2 + σ
2
2 log p
or η2 ≥ 1− β
2
R/2
pβ2R − 4
· σ2 log p.
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Plug this into the first equation of (1.21), we have t2 = pη2 ≥ 1−β2R/2
β2R−4p−1
· σ2 log p. Hence, as long as
t2 ≥ 1−β2R/2
β2R−4/p
σ2 log p, we can always find η such that H0(η). On the other hand, it can be checked
that for any (Θ, pi) ∈ H1(η),
t2 ≤ pη2 + σ
2
2
log p ≤ ‖Θ‖2 ≤ (p+ 2)η2 + σ2 log p ≤ 4t2,
so that H1(η) ⊂ DR(t, βR).
Intuitively, the construction of H0 and H1 reflects the effects of perturbing the extreme values
of the first right singular vector of Θ. The subset H1 is constructed so that a mixture distribution
based on parameters uniformly chosen from H1 will be statistically indistinguishable from the null
distribution defined on H0. Toward this end, we define µ1 as the uniform prior over H1(η), and
define µ0 as the point-mass at the one-point set H0(η). Let F : D → Rn be the function such that
F (Θ) is the rightmost column ΘR of Θ. It holds that
µ0((Θ, µ) ∈ D : F (Θ) = (η, 0, ..., 0)> ∈ Rn) = 1,
µ1((Θ, pi) ∈ D : F (Θ) = (η + σ
2
√
log p, 0, ..., 0)> ∈ Rn) = 1.
Then ‖F (Θ0)−F (Θ1)‖2 = σ2
√
log p for any Θ0 ∈ H0 and Θ1 ∈ H1. Moreover, let P0 and P1 be the
posterior distributions of Y = ΘΠ + Z. The following lemma controls the chi-square divergence
χ2(P1, P0).
Lemma 1.5. Under the condition of Proposition 1.2 (i), it holds that χ2(P1, P0) ≤ 3.
Lemmas 1.3 and 1.5 yield inf
Θ̂
supDR(t,βR) P
(‖Θ̂ − ΘR‖2 ≥ σ4√log p) ≥ 0.01. The final result
then follows from the Markov’s inequality.
Proof of (1.17) The proof of this lower bound relies on the following general lower bound for
testing multiple hypotheses.
Lemma 1.6 (Tsybakov (2009)). Assume that M ≥ 2 and suppose that Θ contains elements
θ0, θ1, ..., θM such that: (i) d(θj , θk) ≥ 2s > 0 for any 0 ≤ j < k ≤ M ; (ii) it holds that
1
M
∑M
j=1D(Pj , P0) ≤ α logM with 0 < α < 1/8 and Pj = Pθj for j = 0, 1, ...,M . Then
inf
θˆ
sup
θ∈Θ
Pθ(d(θˆ, θ) ≥ s) ≥
√
M
1 +
√
M
(
1− 2α−
√
2α
logM
)
> 0.
We consider some subset Dm ⊂ D(t, βR) for any (t, βR) satisfying the condition of Proposition
1.2 (ii). Specifically, for some fixed unit vector v0 = (v1, ..., vp)
> ∈ Rp where v1 ≤ v2 ≤ ... ≤ vp = βR
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and
∑p
j=1 vj = 0, we define
Dv0 = {(Θu, id) ∈ DR(t, βR) : Θu = tuv>0 , ‖u‖2 = 1}.
For any (Θu, id) ∈ Dv, let Pu be the probability measure of Y = Θu + Z ∈ Rn×p with Zij ∼
N(0, σ2). Then the KL-divergence satisfies D(Pu‖Pu′) = 12σ2 ‖tuv>0 − tu′v0>‖2F = t
2
2σ2
‖u − u′‖22.
Now for any fixed unit vector u0 ∈ Rn, we consider the ball with radius 0 <  < 1 and centered at
u0
B(u0, ) = {u ∈ Rn : ‖u‖2 = 1,
√
1− (u>0 u)2 ≤ }
Since
√
1− (u>u′)2 = ‖uu> − u′u′>‖F /
√
2, to construct a local packing of B(u0, ), we can use
the following lemma regarding the metric entropy of the Grassmannian manifold G(k, r) from Cai
et al. (2013) (see also Proposition 8 of Szarek (1982).)
Lemma 1.7 (Cai et al. (2013)). For any V ∈ O(k, r), identifying the subspace span(V ) with its pro-
jection matrix V V >, define the metric on the Grassmannian manifold G(k, r) by ρ(V V >, UU>) =
‖V V > − UU>‖F . Then for any  ∈ (0,
√
2(r ∧ (k − r))), we have ( c0 )r(k−r) ≤ N (G(k, r), ) ≤(
c1

)r(k−r)
, where N (E, ) is the -covering number of E and c0, c1 are absolute constants. More-
over, for any V ∈ O(k, r) and any α ∈ (0, 1), M(B(V, ), α) ≥ ( c0αc1 )r(k−r), where M(E, ) is the
-packing number of E.
As a result, for any α,  ∈ (0, 1), there exist u1, ...,um ∈ B(u0, ), such that m ≥ (c/α)n−1
and min1≤i 6=j≤m
√
1− (u>i uj)2 ≥ α. Without loss of generality, we choose u1, ...,um such that
u>i uj ≥ 0 for all i, j ∈ {1, ...,m} (this can be done if 2 < 0.5). Hence, by focusing on the m point
subset Dm = {(Θu, id) ∈ Dv0 : u ∈ {u1, ...,um}}, for any 1 ≤ i 6= j ≤ m,
‖F (Θui)− F (Θuj )‖2 = ‖tuiβR − tujβR‖2 ≥ tβR
√
2(1− u>i uj)
= tβR
√
2(1− (u>i uj)2)
(1 + u>i uj)
≥ tβR
√
1− (u>i uj)2 ≥ tβRα
and the KL-divergence max1≤i≤mD(Pui‖Pu0) = t
2
2σ2
‖ui−u0‖22 ≤ t22/σ2. If we set 2 = c(σ2n/t2∧
1) for some constant c > 0, we have max1≤i≤mD(Pui‖Pu0) ≤ ct
2
σ2
(
σ2n
t2
∧ 1) ≤ logm. Then Lemma
1.6 yields inf
Θ̂
supDm P
(‖Θ̂−ΘR‖2 ≥ ctβR) ≥ C for some constants C, c > 0. The desired lower
bound follows from the Markov inequality and the inclusion Dm ⊂ Dv0 ⊂ DR(t, βR).
Proof of (1.18) The proof of the last lower bound is more complicated than the previous ones.
Specifically, we need to construct mixture distributions that reflect the uncertainty of both the first
right and the first left singular vectors of Θ. Throughout, we set Π = I.
Recall that βR ∈ [c1p−1/2
√
log p, 1]. We define the following class of density PY of Y = Θ + Z,
where Zij ∼i.i.d. N(0, σ2) and Θ = λuv> for some fixed unit vectors u ∈ Rn and v ∈ Rp with some
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constraints, i.e.,
Pu,t,βR =
{
PY :
Y = Θ + Z,Θ = λuv>,
βR
36
≤ v(p) − v¯
V 1/2(v)
≤ βR,
t ≤ λ ≤ 6t, ‖u‖2 = ‖v‖2 = 1
}
.
where for x = (x1, ..., xp), we denote x¯ = p
−1∑p
j=1 xj , V (x) =
∑
(xi − x¯)2 and x(p) is the largest
component of x. In particular, the permutation matrix Π amounts to permuting the relative
orders of the coordinates of v, which is a monotone vector before permutation. In addition, for
any w ∈ Rp−1, define w+ =
[
w
βR
4
]
∈ Rp, and define U = {u ∈ Rn : |uj | = 1/√n}. Denote
G = {w ∈ Rp−1 : 1/2 ≤ ‖w‖2 ≤ 2, max{w(p), |w¯|} ≤
c1
8
p−1/2
√
log p},
where w(p) is the largest component of w. We construct the following Gaussian mixture measure
P¯u,t,βR(Y ) = Ct,βR
∫
G
σnp
(2pi)np/2
exp(−‖Y − 2tuw>+‖2F /(2σ2))
×
(
p− 1
2pi
)(p−1)/2
exp(−(p− 1)‖w‖22/2)dw
Here Ct,βR is the constant which normalizes the integral and makes P¯u,t,βR a valid probability
density. To be specific, C−1t,βR = P
(
w ∈ G|wj ∼ N(0, (p− 1)−1), 1 ≤ j ≤ p− 1
)
. Moreover, since in
the event G, 2tuw>+ is rank one with the singular value 2t‖w+‖2 ∈ (t, 2
√
5t) and by construction
we have βR36 ≤
w+,(p)−w¯+
V 1/2(w+)
≤ βR, it follows that P¯u,t,βR(Y ) is a mixture density of infinite members
of Pu,t,βR , i.e., P¯u,t,βR(Y ) ∈ Conv(Pu,t,βR).
The rest of the proofs rely on the our general lower bound based on testing multiple composite
hypotheses (Lemma 1.4), as well as the following lemma that gives an upper bound for the KL-
divergence between P¯u,t,βR and P¯u′,t,βR for any u,u
′ ∈ Rn.
Lemma 1.8. Under the assumption of Proposition 1.2 (iii), for any unit vectors u, u′ ∈ Rn, we
have D(P¯u,t,βR‖P¯u′,t,βR) ≤ C1t
4
σ2(4t2+σ2(p−1))(1 − (u>u′)2) + C2, where C1, C2 > 0 are some uniform
constant.
Again by Lemma 1.7, for any α,  ∈ (0, 1), there exists u1, ...,um ∈ B(u0, ), such that m ≥
(c/α)n−1 and min1≤i 6=j≤m
√
1− (u>i uj)2 ≥ α. Again, we choose u1, ...,um such that u>i uj ≥ 0
for all i, j ∈ {1, ...,m}. Hence, for i = 1, ...,m, let µi be the priors over the parameter space of
Θ leading to the posterior P¯ui,t,βR . It holds that, for any Θi ∈ supp(µi) and Θj ∈ supp(µj) with
1 ≤ i 6= j ≤ m, ‖F (Θi)−F (Θj)‖2 ≥ C‖tuiβR− tujβR‖2 ≥ CtβR
√
2(1− u>i uj) ≥ CtβRα, and the
KL-divergence max1≤i≤mD(Pui,t,βR‖Pu0,t,βR) ≤ C1t
42
σ2(4t2+σ2(p−1)) +C2. Now set 
2 = c
(σ2n(t2+σ2p)
t4
∧1)
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for some constant c > 0. Lemma 1.4 and the Markov inequality yield
inf
Θ̂
sup
supp(µ0),...,supp(µm)
E‖Θ̂−ΘR‖2 & tβR
(
σ
√
(t2 + σ2p)n
t2
∧ 1
)
, (1.22)
where the supremum is over the union of all the sets {supp(µi)}mi=0. Finally, since ∪mi=0supp(µi)×
{id} ⊂ DR(t, βR), equation (1.18) holds.
2 Optimal Range Vector Estimation: Proof of Theorem 3.3
Risk upper bounds. Observe that
‖R̂∗ −R‖2 = ‖(Θ̂∗R − Θ̂∗L)− (ΘR −ΘL)‖2 ≤ ‖Θ̂∗R −ΘR‖2 + ‖Θ̂∗L −ΘL‖2.
The upper bound then follows by applying Theorem 3.1 for both ΘR and ΘL.
Minimax lower bounds. Similar to the proof of Theorem 3.2, we apply the following proposition
which can be obtained by directly generalizing the proofs of Proposition 1.2 of our main paper.
Proposition 2.1. Suppose Z has i.i.d. entries Zij ∼ N(0, σ2). Then
(i) for any p ≥ 8, t2 ≥ 1−(β2R∧β2L)/2
(β2R∧β2L)−4/p
σ2 log p and p−1/2
√
log p ≤ βR, βL ≤ 1,
inf
R̂
sup
DW (t,βR,βL)
E‖R̂−R‖2 & σ
√
log p; (2.1)
(ii) for any p ≥ 8, t2 > 0 and p−1/2 ≤ βR, βL ≤ 1,
inf
R̂
sup
DW (t,βR,βL)
E‖R̂−R‖2 & t(βR + βL)
(
1 ∧ σ
√
n
t
)
; (2.2)
(iii) for any
(β2R∨β2L)σ2p
1−(β2R∨β2L)
≤ t2 ≤ σ2p/4 and c1p−1/2
√
log p ≤ βR, βL ≤ c2 < 1,
inf
R̂
sup
DW (t,βR,βL)
E‖R̂ + R‖2 & t(βR − βL)
(
1 ∧
√
n(t2 + σ2p)
t2
)
; (2.3)
With these lower bounds, the proof of the minimax lower bounds in Theorem 3.3 follows the
same argument as the proof of Theorem 3.2.
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3 Equivalent Estimators: Proof of Equation (2.7) of the Main Paper
Let Πˆ be the permutation matrix corresponding to the permutation pˆi. For i = 1, ..., n, we have
Yˇi. = (yi,pˆi(1), ..., yi,pˆi(p)) = Yi.Πˆ
−1. Similarly, (v̂pˆi(1), v̂pˆi(2), ..., v̂pˆi(p)) = v̂>Πˆ−1. Fitting a simple
linear regression between Yˇi. and (v̂pˆi(1), v̂pˆi(2), ..., v̂pˆi(p)) is therefore the same as fitting a regression
between Yi. and v̂
>. As a result, if we denote m(v̂) = 1p
∑p
j=1 v̂j , then
βi =
∑p
j=1(v̂j −m(v̂))(yij − y¯i)∑p
j=1(v̂j −m(v̂))2
=
∑p
j=1 v̂j(yij − y¯i)∑p
j=1(v̂j −m(v̂))2
=
v̂>Xi.∑p
j=1(v̂j −m(v̂))2
,
and αi = Y¯i. −m(v̂)βi = 1pe>Yi. −m(v̂)βi. Hence
ΘˆRegR =
(v̂(p) −m(v̂)Xv̂∑p
j=1(v̂j −m(v̂))2
+
1
p
Y e =
(v̂(p) −m(v̂)Xv̂
1− pm2(v̂) +
1
p
Y e. (3.1)
Now recall that X = Y (Ip − 1pee>) so that Xe = 0. By SVD of X, each right singular vector
of X is orthogonal to e, so that v̂>e = pm(v̂) = 0. Plugging m(v̂) = 0 to (3.1), we have
ΘˆRegR = Xv̂ +
1
pY e = Θ̂
∗
R. Similar arguments can be applied to prove Θˆ
Reg
L = Θ̂
∗
L and Rˆ
Reg = R̂∗.
4 Proofs of Technical Results
4.1 Properties of the Monotone Matrices: Proof of Proposition 2.1
We first show the second statement that the vector sgn(u1) indicates the direction of monotonicity
of the rows of Θ′.
By SVD of Θ′ = (θ′ij) ∈ Rn×p, its first left singular vector
u1 = arg max
‖x‖2=1
x>Θ′Θ′>x = arg max
‖x‖2=1
p∑
j=1
( n∑
i=1
xiθ
′
ij
)2
. (4.1)
Now let m(Θ′) = (mi)1≤i≤n ∈ {−1, 1}n be the vector of n signed indicators of whether each row
of Θ′ is nondecreasing. In the following, we show that, for any unit vector x ∈ Rn,
p∑
j=1
( n∑
i=1
xiθ
′
ij
)2
≤
p∑
j=1
( n∑
i=1
mi|xi| · θ′ij
)2
, (4.2)
which combined with the definition of u1 immediately implies the second statement. Toward this
end, note that
p∑
j=1
( n∑
i=1
xiθ
′
ij
)2
=
p∑
j=1
n∑
i=1
x2i θ
′2
ij +
∑
i 6=k
xixk
( p∑
j=1
θ′ijθ′kj
)
.
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Then the inequality (4.2) follows from
∑
i 6=k
xixk
( p∑
j=1
θ′ijθ′kj
)
≤
∑
i 6=k
mimk|xixk|
( p∑
j=1
θ′ijθ′kj
)
,
which is true as long as mimk
∑p
j=1 θ
′
ijθ
′
kj ≥ 0 for all pairs i 6= k. Hence, we conclude the proof
of the second statement by showing the following lemma.
Lemma 4.1. For any nondecreasing vectors a, b ∈ Rn, such that ∑ni=1 ai = 0. Then it follows that
a>b ≥ 0.
Proof. Since a and b are both nondecreasing, there exist a constant δ such that the components of
b+ δ ·1 has the same sign as a. Hence the claim follows from 0 ≤ a>(b+ δ ·1) = a>b+ δa>1 = a>b.
(Thank Rui Duan for providing this elegant proof.)
Next we show the first statement in the proposition. Note that by SVD of Θ′, we have
v1 = arg max
‖x‖2=1
x>Θ′>Θ′x = arg max
‖x‖2=1
n∑
i=1
( p∑
j=1
xjθ
′
ij
)2
. (4.3)
To prove that v1 is monotone, we need the following rearrangement inequality.
Lemma 4.2 (Rearrangement Inequality). If a1 ≥ a2 ≥ ... ≥ an and b1 ≥ b2 ≥ ... ≥ bn, then
anb1 + ...+ a1bn ≤ aσ(1)b1 + ...+ aσ(n)bn ≤ a1b1 + ...+ anbn,
where σ is any permutation in Sn.
Without loss of generality, we assume u1 = m(Θ
′), indicating whether each row of Θ′ is non-
decreasing. Now suppose v1 is not a monotone vector. Then for any i = 1, ..., n, if
∑p
j=1 vjθ
′
ij ≥ 0,
since λ1(Θ
′)ui =
∑p
j=1 vjθ
′
ij , it means ui ≥ 0, or, the ith row of Θ′ is nondecreasing. Thus by
Lemma 4.2, rearranging the components of v1 in nondecreasing order will further increase the
value
(∑p
j=1 xjθ
′
ij
)2
. Similarly, if
∑p
j=1 vjθ
′
ij < 0, then the ith row of Θ
′ is decreasing, and thus,
by Lemma 4.2, rearranging the components of v1 in nondecreasing order will also increase the value(∑p
j=1 xjθ
′
ij
)2
. Hence, by definition of v1, the components of v1 should be of nondecreasing order.
4.2 Two General Minimax Lower Bounds
In this section, we prove two general lower bounds for testing composite (fuzzy) hypotheses, namely
Lemmas 1.3 and 1.4, which generalize the Le Cam’s method and the Fano’s method to an arbitrary
high-dimensional operator.
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4.2.1 Proof of Lemma 1.3
Observe that∫
Pθ(d(Fˆ , F (θ)) ≥ s)µ0(dθ) ≥
∫
I(d(Fˆ , F0) ≥ s, F (θ) = F0)dPθµ0(dθ)
≥
∫
I(d(Fˆ , F0) ≥ s)dPθµ0(dθ)−
∫
I(F (θ) 6= F0)dPθµ0(dθ)
= P0(d(Fˆ , F0) ≥ s).
In a similar way,∫
Pθ(d(Fˆ , F (θ)) ≥ s)µ1(dθ) ≥
∫
I(Fˆ ∈ B(F0, s), F (θ) /∈ B(F0, 2s))dPθµ1(dθ)
≥
∫
I(Fˆ ∈ B(F0, s))dPθµ1(dθ)−
∫
I(F (θ) ∈ B(F0, 2s))dPθµ1(dθ)
≥ P1(d(Fˆ , F0) < s).
Now since
sup
θ∈Θ
Pθ(d(Fˆ , F (θ)) ≥ s) ≥ max
{∫
Pθ(d(Fˆ , F (θ)) ≥ s)µ0(dθ),
∫
Pθ(d(Fˆ , F (θ)) ≥ s)µ1(dθ)
}
,
we have
sup
θ∈Θ
Pθ(d(Fˆ , F (θ)) ≥ s) ≥ max
{
P0(d(Fˆ , F0) ≥ s), P1(d(Fˆ , F0) < s)
}
= inf
ψ
max{P0(ψ = 1), P1(ψ = 0)}
≥ inf
ψ
P0(ψ = 1) + P1(ψ = 0)
2
=
1
2
∫
min(dP0, dP1)
where infψ denotes the infimum over all tests ψ taking values in {0, 1}. The proof is complete by
using Theorem 2.2 of Tsybakov (2009).
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4.2.2 Proof of Lemma 1.4
Observe that, for any j = 0, ...,M ,∫
Pθ(d(Fˆ , F (θ)) ≥ s)µj(dθ) ≥
∫
I(d(Fˆ , Bj) ≥ s, F (θ) ∈ Bj)dPθµj(dθ)
≥
∫
I(d(Fˆ , Bj) ≥ s)dPθµj(dθ)
≥ Pj(d(Fˆ , Bj) ≥ s).
Now since
sup
θ∈Θ
Pθ(d(Fˆ , F (θ)) ≥ s) ≥ max
{∫
Pθ(d(Fˆ , F (θ)) ≥ s)µ0(dθ), max
1≤j≤M
∫
Pθ(d(Fˆ , F (θ)) ≥ s)µj(dθ)
}
,
we have
sup
θ∈Θ
Pθ(d(Fˆ , F (θ)) ≥ s) ≥ max
{
P0(d(Fˆ , B0) ≥ s)− β0, max
1≤j≤p
[Pj(d(Fˆ , Bj) > s)− βj ]
}
≥ inf
ψ
max{P0(ψ 6= 0), max
1≤j≤p
[Pj(ψ 6= j)]}
≥ inf
ψ
max
{
P0(ψ 6= 0), 1
M
p∑
j=1
Pj(ψ 6= j)
}
, (4.4)
where infψ denotes the infimum over all tests ψ taking values in {0, 1, ...,M}. Let P a0,j be the
absolutely continuous component of the measure P0 with respect to Pj , and let the random even
Aj =
{
dPa0,j
dPj
≥ τ
}
for j = 1, ...,M . We write
P0(ψ 6= 0) =
M∑
j=1
P0(ψ = j) ≥
M∑
j=1
P a0,j(ψ = j)
≥
M∑
j=1
τPj({ψ = j} ∩Aj)
≥ τM
(
1
M
M∑
j=1
Pj(ψ = j)
)
− τ
M∑
j=1
Pj(A
c
j). (4.5)
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Combining (4.4) and (4.5), we have
sup
θ∈Θ
Pθ(d(Fˆ , F (θ)) ≥ s)
≥ inf
ψ
max
{
M
(
1
M
M∑
j=1
Pj(ψ = j)
)
− τ
M∑
j=1
Pj(A
c
j),
1
M
p∑
j=1
Pj(ψ 6= j)
}
≥ min
0≤r≤1
max
{
τM
(
r − 1
M
M∑
j=1
Pj(A
c
j)
)
, 1− r
}
=
τM
τM + 1
(
1
M
M∑
j=1
Pj
(
dP a0,j
dPj
≥ τ
))
.
In the following, we check that for all 0 < τ < 1,
1
M
M∑
j=1
Pj
(
dP a0,j
dPj
≥ τ
)
≥ 1 + α logM +
√
α/2 · logM
log τ
. (4.6)
Recall that
1
M
M∑
j=1
D(Pj , P0) ≤ α logM, (4.7)
we have Pj  P0 and dPj/dP0 = dPj/dP a0,j everywhere except for a set having Pj-measure zero.
Then we have
Pj
(
dP a0,j
dPj
≥ τ
)
= Pj
(
dPj
dP0
≤ 1
τ
)
= 1− Pj
(
log
dPj
dP0
> log
1
τ
)
≥ 1− 1
log(1/τ)
∫ (
log
dPj
dP0
)
+
dPj [Markov’s inequality]
≥ 1− 1
log(1/τ)
[
D(Pj , P0) +
√
D(Pj , P0)/2
]
[2nd Pinsker’s inequality].
Note that the second Pinsker’s inequality can be found in Tsybakov (2009). Now by the Jensen’s
inequality and (4.7), we have
1
M
M∑
j=1
√
D(Pj , P0) ≤
(
1
M
M∑
j=1
D(Pj , P0)
)1/2
≤
√
α logM,
which proves (4.6). Finally, the proof is completed by taking τ = M−1/2.
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4.3 An Elementary Inequality: Proof of Lemma 1.2
The proof is separated into three cases.
Case 1 : Suppose both maxi ai and maxi bi are non-negative. In this case, without loss of
generality, we assume maxi ai ≥ maxi bi ≥ 0. Let 1 ≤ k0 ≤ n such that ak0 = maxi ai. Then
apparently
ak0 − bk0 = |ak0 − bk0 | ≤ max
1≤i≤n
|ai − bi|.
On the other hand, since maxi bi ≥ bk0 , it follows
ak0 −max
i
bi ≤ ak0 − bk0 ,
which proofs the lemma in Case 1.
Case 2 : Suppose both maxi ai and maxi bi are non-positive. We omit the proof of this case as
it is similar to the proof of Case 1.
Case 3 : Suppose (maxi ai)(maxi bi) < 0. Without loss of generality, we assume maxi ai > 0 >
maxi bi. Let 1 ≤ k0 ≤ n such that ak0 = maxi ai. Apparently
|ak0 |+ |bk0 | = |ak0 − bk0 | ≤ max
1≤i≤n
|ai − bi|.
On the other hand, since 0 > maxi bi ≥ bk0 , it follows∣∣∣∣|ak0 | − ∣∣maxi bi∣∣
∣∣∣∣ ≤ |ak0 |+ ∣∣maxi bi∣∣ ≤ |ak0 |+ |bk0 |,
which proofs the lemma in Case 3.
4.4 Extreme Value Estimation: Proof of Proposition 1.1
Observe that the risk E|y(p) − µ(p)|α is invariant w.r.t. an arbitrary constant mean shift for all
{µ1, ..., µp}. As a result, without loss of generality, we fix µ(p) = 0 ≥ µj for all j = 1, ..., p, and it
suffices to evaluate Eyα(p). Let yj = µj + Wj where Wj are centred sub-Gaussian random variable
with cdf Pj(w) and pdf pj(w). By definition, we know that the cdf of the largest order statistic
y(p) is
Fmax(x) =
p∏
j=1
Pj(x− µj),
with the pdf
fmax(x) =
p∑
k=1
∏
j 6=k
Pj(x− µj)pk(x− µk).
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Thus
Eyα(p) =
∫
xα
p∑
k=1
∏
j 6=k
Pj(x− µj)pk(x− µk)dx.
By taking derivative with respect to µi, we have for µi ≤ 0,
∂Eyα(p)
∂µi
= −
∫
xα
∑
1≤k≤p,
k 6=i
∏
j 6={k,i}
Pj(x− µj)pi(x− µi)pk(x− µk)dx
−
∫
xα
∏
j 6=i
Pj(x− µj)p′i(x− µi)dx
≤ 0.
As a result, the expectation as a function of (µ1, ..., µp) reaches its maximum only when µ1 = µ2 =
... = µp = 0. In this case, defining Z = y(p), it holds that, for x > 0
P (Z > x) ≤ pP (|W1| > x) ≤ Cp exp(−x2/σ2).
Then
EZα =
∫ ∞
0
αxα−1P (Z > x)dx
≤
∫ σ√c log p
0
αxα−1dx+ Cαp
∫ ∞
σ
√
c log p
xα−1 exp(−x2/σ2)dx
= (cσ2 log p)α/2 + o(1)
for some constant c > 0. This completes the proof.
4.5 Calculation of Chi-Square Divergence
4.5.1 Proof of Lemma 1.5
Let p0 and p1 be the densities corresponding to P0 and P1, respectively. It follows that
p0 =
n∏
i=2
p∏
j=1
φ0,σ(xij) ·
∏
1≤j≤p
φ
θ
(0)
j ,σ
(x1j), θ
(0) = η0
where φµ,σ(x) is the density function for the normal distribution N(µ, σ
2) and
p1 =
2
p
p/2∑
k=1
gk,
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with
gk =
n∏
i=2
p∏
j=1
φ0,σ(xij) ·
∏
1≤j≤p
φ
θ
(k)
j ,σ
(x1j), θ
(k) = pik(η1),
where pik(η1) ∈ Rp exchanges the last and the k-th coordinate of η1. Consequently, we have∫
p21
p0
=
4
p2
∑
1≤i,j≤p/2
∫
gigj
p0
.
For any i and j,
∫
gigj
p0
=
1
σp(2pi)p/2
∫
exp
{
−
∑p
k=1(x1k − θ(i)k )2 +
∑p
k=1(x1k − θ(j)k )2 −
∑p
k=1(x1k − θ(0)k )2
2σ2
}
× 1
σp(n−1)(2pi)
p(n−1)
2
∫
exp
{
−
∑n
i=2
∑p
j=1 x
2
ij
2σ2
}
=
1
σp(2pi)p/2
∫
exp
{
−
∑p
k=1(x1k − θ(i)k − θ(j)k + θ(0)k )2 − 2
∑p
k=1(θ
(i)
k − θ(0)k )(θ(j)k − θ(0)k )
2σ2
}
= exp(log p · I{i = j}).
It then follows that ∫
p21
p0
=
4
p2
∑
1≤i,j≤p/2
exp(log pI{i = j}) = E exp(log p · J),
where J is a Bernoulli random variable with P (J = 1) = 2/p. As a result, we have
E exp(J log p) = (1− 2/p) + 2elog p/p ≤ 3.
4.5.2 Proof of Lemma 1.8
Again, the direct calculation of D(P¯u,t,βR‖P¯u,t,βR) is difficult, so we detour by introducing an
approximate density of P¯u,t,βR as
P˜u,t,βR(Y ) =
1
(2pi)np/2σnp
∫
exp(−‖Y − 2tuw>+‖2F /(2σ2))
×
(
p− 1
2pi
)(p−1)/2
exp(−(p− 1)‖w‖22/2)dw.
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Let Y = [Y1 Y2] where Y1 ∈ Rn×(p−1) and Y2 ∈ Rn×1.The above expression can be simplified in
the sense that, for Y ∼ P˜u,t,βR , if Yi is the i-th column of Y ∈ Rn×p, we have
Yi|u ∼i.i.d. N
(
0, σ2
(
In − 4t
2
4t2 + σ2(p− 1)uu
>
)−1)
= N
(
0, σ2In +
4t2
(p− 1)uu
>
)
, (4.8)
for i = 1, ..., p− 1, and
Yp|u ∼ N(2tβRu, σ2In) independent of Yi, i 6= p.
It is well-known that the KL-divergence between two p-dimensional multivariate Gaussian distri-
bution is
D(N(µ0,Σ0)‖N(µ1,Σ1)) = 1
2
(
tr(Σ−10 Σ1) + (µ1 − µ0)>Σ−11 (µ1 − µ0)− p+ log
(
det Σ1
det Σ0
))
.
As a result, we can calculate that for any P˜u,t,βR and P˜u′,t,βR ,
D(P˜u,t,vp‖P˜u′,t,vp) =
p− 1
2
{
tr
((
In − 4t
2
4t2 + σ2(p− 1)uu
>
)(
In +
4t2
σ2(p− 1)u
′u′>
))
− n
}
+
Ct2β2R‖u− u′‖22
σ2
≤ Ct
4
(4t2 + σ2(p− 1))(1− (u
>u′)2), (4.9)
where the last inequality follows from t2/(t2 + σ2p) ≥ β2R. Hence, the proof of this proposition is
complete if we can show that there exist some constant C > 0 such that
D(P¯u,t,βR‖P¯u,t,βR) ≤ D(P˜u,t,βR‖P˜u,t,βR) + C. (4.10)
The rest of the proof is devoted to the proof of (4.10).
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Proof of (4.10). For any given u,
P¯u,t,βR
P˜u,t,βR
(4.11)
=
1
(2pi)
p−1
2 ( σ
2
4t2+σ2(p−1))
p−1
2
exp
(
1
2σ2
‖Y2 − 6tβRu‖2F +
1
2σ2
p−1∑
i=1
Y >1,i(In −
4t2
4t2 + σ2(p− 1)uu
>)Y1,i
)
× Ct,βR
∫
G
exp(−‖Y − 2tuw>+‖2F /(2σ2)− (p− 1)‖w‖2F /2)dw
=
1
(2pi)(p−1)/2( σ2
4t2+σ2(p−1))
(p−1)/2 exp
(
1
2σ2
p−1∑
i=1
Y >1,i(In −
4t2
4t2 + σ2(p− 1)uu
>)Y1,i
)
× Ct,βR
∫
G
exp
(
− 1
2σ2
[
tr(Y >1 (In −
4t2
4t2 + σ2(p− 1)uu
>)Y1
+ (4t2 + σ2(p− 1))(w − 2t
4t2 + σ2(p− 1)Y
>
1 u)(w −
2t
4t2 + σ2(p− 1)Y
>
1 u)
>)
])
dw
= Ct,βRP
(
w ∈ G
∣∣∣∣w ∼ N( 2t4t2 + σ2(p− 1)Y >1 u, σ24t2 + σ2(p− 1)In
))
≤ Ct,βR . (4.12)
where we recall that Y1 is defined by Y = [Y1 Y2] with Y1 ∈ Rn×(p−1) and Y2 ∈ Rn×1. Recall that
C−1t,βR = P
(
w ∈ G|wj ∼ N(0, 1/(p− 1))
)
.
By concentration inequality for sub-exponential random variables, we have
P
(∣∣∣∣p− 1p ‖w‖22 − 1
∣∣∣∣ ≤
√
log p
p
)
≥ 1−O(p−c),
and therefore for sufficiently large p,
P (1/4 ≤ ‖w‖22 ≤ 4) ≥ P
(
1−
√
log p
p
≤ ‖w‖22 ≤ 1 +
√
log p
p
)
≥ 1−O(p−c).
Moreover, by standard Gaussian tail bounds we have |w¯| . √log p/p and w(p) . p−1/2
√
log p with
probability at least 1−O(p−c). Then it follows that
C−1t,βR ≥ 1− p−c (4.13)
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for some small constant c > 0. By (4.13), we know that
P¯u,t,βR
P˜u,t,βR
≤ 1 + p−c
uniformly for some constant c > 0. Thus, for some constant δ > 0, we have
D(P¯u,t,βR‖P¯u′,t,βR)
=
∫
P¯u,t,βR
[
log
(
P¯u,t,βR
P˜u,t,βR
)
+ log
(
P˜u,t,βR
P˜u′,t,βR
)
+ log
(
P˜u′,t,βR
P¯u′,t,βR
)]
dY
≤ log(1 + δ) +D(P˜u,t,βR‖P˜u′,t,βR) +
∫
(P¯u,t,βR − P˜u,t,βR) log
(
P˜u,t,βR
P˜u′,t,βR
)
dY +
∫
P¯u,t,βR log
(
P˜u′,t,βR
P¯u′,t,βR
)
dY
≤ log(1 + δ) +D(P˜u,t,βR‖P˜u′,t,βR) +
∫
P˜u,t,βR
(
P¯u,t,βR
P˜u,t,βR
− 1
)
log
(
P˜u,t,βR
P˜u′,t,βR
)
dY
+ (1 + δ)
∫
P˜u,t,βR
∣∣∣∣ log( P˜u′,t,βRP¯u′,t,βR
)∣∣∣∣dY
≤ log(1 + δ) +D(P˜u,t,βR‖P˜u′,t,βR) + p−c
∫
P˜u,t,βR
∣∣∣∣ log( P˜u,t,βRP˜u′,t,βR
)∣∣∣∣dY
+ (1 + δ)
∫
P˜u,t,βR
∣∣∣∣ log( P˜u′,t,βRP¯u′,t,βR
)∣∣∣∣dY.
Now since∫
P˜u,t,βR
∣∣∣∣ log( P˜u,t,βRP˜u′,t,βR
)∣∣∣∣dY
=
1
2σ2
∫
P˜u,t,βR
∣∣∣∣ 4t24t2 + σ2(p− 1)
p−1∑
i=1
Y >.i (uu
> − u′u′>)Y.i
∣∣∣∣dY
≤ 1
2σ2
E
[
4t2
4t2 + σ2(p− 1)
p−1∑
i=1
Y >.i (uu
> + u′u′>)Y.i
∣∣∣∣Y.i ∼ N(0, σ2In + 4t2σ2σ2(p− 1)uu>
)]
=
4t2(p− 1)
2σ2(4t2 + σ2(p− 1))tr
(
(uu> + u′u′>)
(
σ2In +
4t2
(p− 1)uu
>))
≤ 4t
2(p− 1)
4t2 + σ2(p− 1)tr
(
u>
(
In +
4t2
σ2(p− 1)
)
u
)
=
4t2
σ2
≤ p,
we know that the third term in the above expression can be bounded by
p−c
∫
P˜u,t,βR
∣∣∣∣ log( P˜u,t,βRP˜u′,t,βR
)∣∣∣∣dY ≤ p · p−c ≤ C
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for some constant C > 0 and sufficiently large c > 0. Finally, by (4.11), we have∫
P˜u,t,βR
∣∣∣∣ log( P˜u′,t,βRP¯u′,t,βR
)∣∣∣∣dY ≤ ∫ P˜u,t,βR∣∣∣∣ log 1Ct,βR
∣∣∣∣dY + ∫ P˜u,t,βR∣∣∣∣ log 1P (w ∈ G|E)
∣∣∣∣dY,
where we denoted
E =
{
w ∼ N
(
2t
4t2 + σ2(p− 1)Y
>
1 u
′,
σ2
4t2 + σ2(p− 1)In
)}
.
Now on the one hand,∫
P˜u,t,βR
∣∣∣∣ log 1Ct,βR
∣∣∣∣dY ≤ ( log(1 + δ) ∨ | log(1− δ)−1|).
On the other hand, if we denote G1 = {1/2 ≤ ‖w‖2}, G2 = {‖w‖2 ≤ 2}, G3 = {w(p) ≤ cp−1/2
√
log p}
and G4 = {w¯ ≤ cp−1/2
√
log p}, and denote P (Ai) = P (w ∈ Gi|E) for i = 1, ..., 4, then by definition,
G = ⋂4i=1 Gi, and direct calculation yields
P (w ∈ G|E) = P (A1, A2|A3, A4)P (A4|A3)P (A3)
≥ P (A3)P (A1, A2|A3) [A3 ⊆ A4]
≥ P (A3)P (A1, A2) [A1 ∩A2 ⊂ A3]. (4.14)
Hence,∫
P˜u,t,βR
∣∣∣∣ log 1P (w ∈ G|E)
∣∣∣∣dY ≤ −∫ P˜u,t,βR log 1P (A3)dY −
∫
P˜u,t,βR log
1
P (A1, A2)
dY (4.15)
For the first term in (4.15), we consider the lower bound for the probability
P (A3) = P (w(p) ≤ cp−1/2
√
log p|E) ≥ P (w(p)
√
4t2 + σ2p ≤ σc
√
log p|E).
Denote ∆(Y1) = c
√
log p− 2t‖Y >1 u′‖∞
σ
√
4t2+σ2p
. We have
P
(√
4t2 + σ2pw(p)/σ ≤ c
√
log p
∣∣∣∣E,∆(Y1) ≥√log p)
≥ 1− pmax
i
P
(√
4t2 + σ2pwi/σ > c
√
log p
∣∣∣∣E,∆(Y1) ≥√log p)
≥ 1− pΦ
(
− c
√
log p+
2t‖Y >1 u′‖∞√
4t2 + σ2(p− 1)
)
≥ 1/2
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for sufficiently large p > 0. Moreover,
P
(
max
j
√
4t2 + σ2pwj/σ ≤ c
√
log p
∣∣∣∣E,∆(Y1) ≤√log p)
= Φp
(
c
√
log p− t(Y
>
1 u
′)j
σ
√
4t2 + σ2p
)
≥ Φp
(
c
√
log p− t‖Y
>
1 u
′‖∞
σ
√
4t2 + σ2p
)
& e−p∆2 .
As a result
P (A3) ≥ 0.5 · I{∆(Y1) >
√
log p}+ C exp(−p∆2)I{∆(Y1) ≤
√
log p}, (4.16)
and we have
−
∫
P˜u,t,βR log
1
P (A3)
dY ≤ − log(1/2)
∫
∆(Y1)>
√
log p
P˜u,t,βRdY + Cp
∫
∆(Y1)≤
√
log p
P˜u,t,βR∆
2(Y1)dY.
(4.17)
where the first term is obviously bounded. Note that ∆(Y1) ≤
√
log p implies
‖Y >1 u′‖∞ ≥ (c+ 1)
√
log p · σ
√
4t2 + σ2p
2t
.
The second term can bee bounded by
p
∫
∆(Y1)≤
√
log p
P˜u,t,βR∆
2(Y1)dY ≤ p
∫
2t‖Y>1 u′‖∞√
4t2+σ2p
≥σ(c+1)√log p
P˜u,t,βR∆
2(Y1)dY
≤ p
∫
2t‖Y>1 u′‖∞√
4t2+σ2p
≥σ(c+1)√log p
P˜u,t,βR
(
log p ∨ 4t
2‖Y >1 u′‖2∞
σ2(4t2 + σ2p)
)
dY
≤ p
∫
2t‖Y>1 u′‖∞√
4t2+σ2p
≥σ(c+1)√log p
P˜u,t,βR
4t2‖Y >1 u′‖2∞
σ2(4t2 + σ2p)
dY
= pE‖ξ‖2∞I{‖ξ‖∞ ≥ (c+ 1)
√
log p}
where in the last inequality,
ξ ∼ N
(
0,
4t2(σ2(p− 1) + 4t2(u>u′)2)
σ2(p− 1)(σ2p+ 4t2) Ip−1
)
,
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which follows from (4.8) and the fact that
Y >1 u ∼ N
(
0,
σ2(p− 1) + 4t2(u>u′)2
p− 1 Ip−1
)
.
Now since
P (‖ξ‖∞ > x) ≤ pP (|ξi| > x) = 2pΦ(−x/τ) < 2pτx−1φ(x/τ),
τ2 =
4t2(σ2(p− 1) + 4t2(u>u′)2)
σ2(p− 1)(σ2p+ 4t2) ,
we have
E‖ξ‖2∞I{‖ξ‖∞ ≥ (c+ 1)
√
log p} =
∫ ∞
(c+1)
√
log p
2xP (‖ξ‖∞ > x)dx
≤ 4pτ
∫ ∞
(c+1)
√
log p
φ(x/τ)dx
. τ2p−
(c+1)2
τ2
+1.
Note that by definition τ ≤ 1. As long as c ≥ 1, we have
(c+ 1)2
τ2
≥ 2,
and therefore
p
∫
∆(Y1)≤
√
log p
P˜u,t,βR∆
2(Y1)dY = O(1).
Then (4.17) implies
−
∫
P˜u,t,βR log
1
P (A3)
dY = O(1).
Lastly, we considerthe second term in (4.15). For the event A1, since Y
>
1 u ∈ R(p−1)×1, we can find
a orthogonal matrix Q ∈ R(p−1)×(p−2) such that Q>Y >1 u = 0 and hence Q>w ∼ N(0, σ
2
4t2+σ2(p−1)).
Then by standard result in random matrix (e.g. Corollary 5.35 in Vershynin (2010) and treating
Q>w as a matrix), we have
‖w‖2 ≥ ‖Q>w‖2 ≥ σ√
4t2 + σ2(p− 1)(
√
p− 2− 1− x)
with probability at least 1− 2 exp(−x2/2). Since t2 < σ2p/4, for p sufficiently large, we can find c
such that by setting x = c
√
p,
P (A1) ≥ 1− e−cp. (4.18)
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For the event A2, denote
Γs(Y1) =
s(4t2 + σ2(p− 1))
σ2
− 4t
2‖Y >1 u‖22
σ2(4t2 + σ2(p− 1)) .
If Γ4(Y1) ≥ p, since by concentration inequality for sub-exponential random variables, we have for
any x > 0,
P
(∣∣∣∣‖w‖22 − 4t2‖Y >1 u‖22(4t2 + σ2(p− 1))2
∣∣∣∣ ≤ σ2x4t2 + σ2(p− 1)
)
≥ 1− e−c(x2/n∧x),
or
P
(
‖w‖22 ≥
4t2‖Y >1 u‖22
(4t2 + σ2(p− 1))2 +
σ2x
4t2 + σ2(p− 1)
)
≤ e−c(x2/n∧x).
Then by setting x = Γ4(Y1), we have
P (‖w‖22 ≥ 4|Γ4(Y1) ≥ p) ≤ e−c(p
2/n∧p).
If Γ4(Y1) < p, since by the tail upper and lower bound for sum of independent sub-exponential
random variables (Zhang and Zhou (2018)), we have for any x > 0
e−c1x ≥ P
(
‖w‖22 ≤
4t2‖Y >1 u‖22
(4t2 + σ2(p− 1))2 −
σ2x
4t2 + σ2(p− 1)
)
≥ e−c2(x2/n∧x) ≥ e−c2x. (4.19)
Set x = −Γ4(Y1). If in addition, Γ4(Y1) < 0, then by the above tail probability lower bound,
P
(
‖w‖22 ≤ 4
∣∣∣∣Γ4(Y1) < 0) ≥ ec2Γ4 .
If 0 ≤ Γ4(Y1) < p, then
P
(
‖w‖22 ≤ 4
∣∣∣∣0 ≤ Γ4(Y1) < p) ≥ 1/2.
By (4.19), we have
P
(
1/4 ≤ ‖w‖22 ≤ 4
∣∣∣∣Γ4(Y1) < 0) = P(‖w‖22 ≤ 4∣∣∣∣Γ4(Y1) < 0)− P(‖w‖22 ≤ 1/4∣∣∣∣Γ4(Y1) < 0)
≥ exp{c2Γ4(Y1)} − exp{c1Γ1/4(Y1)}.
Note that the choice of the constant upper and lower bound (a, b) (chosen as (1/4, 4) here) are
not essential throughout the proof. Basically, they should depend on the constant c1, c2 in the last
expression so that
exp{c2Γb(Y1)} − exp{c1Γ1(Y1)} ≥ 0, bc2 > ac1. (4.20)
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Without loss of generality, we can assume that (1/4, 4) is an admissible pair for (4.20) to be true.
As a result,
exp{c2Γ4(Y1)} − exp{c1Γ1/4(Y1)} & exp
{
− 4c2t
2‖Y >1 u‖22
σ2(t2 + σ2p)
}
· pecp
Thus,
−
∫
P˜u,t,βR logP (A1, A2)dY
= −
∫
P˜u,t,βR log[P (A1)− P (Ac2)]dY
≤ −
∫
Γ4≥p
P˜u,t,βR log[1− e−cp − P (Ac2)]dY −
∫
Γ4<p
P˜u,t,βR log[P (A1, A2)]dY
≤ − log(1− 2e−cp)−
∫
Γ4<0
P˜u,t,βR log[P (1/2 ≤ ‖w‖2 ≤ 2|E)]dY
−
∫
0≤Γ4<p
P˜u,t,βR log[P (1/2 ≤ ‖w‖2 ≤ 2|E)]dY,
where
−
∫
0≤Γ4<p
P˜u,t,βR log[P (1/2 ≤ ‖w‖2 ≤ 2|E)]dY = −
∫
0≤Γ4<p
P˜u,t,βR log[P (A2)− P (Ac1)]dY
≤ − log(1/2− e−cp)
and
−
∫
Γ4<0
P˜u,t,βR log[P (1/2 ≤ ‖w‖2 ≤ 2|E)]dY
≤ −
∫
Γ4<0
P˜u,t,βR log
(
exp
{
− 4c2t
2‖Y >1 u‖22
σ2(t2 + σ2p)
}
· pecp
)
dY
≤ c2
∫
Γ4<0
P˜u,t,βR
4t2‖Y >1 u‖22
σ2(t2 + σ2p)
dY + cP (Γ4 < 0)
. E‖ξ‖22I{Γ4 < 0}+ c.
Finally, we calculate
E‖ξ‖22I{Γ4 < 0} ≤
∫ ∞
8p
P (‖ξ‖22 ≥ x)dx = O(1).
So the second term in (4.15) is also bounded by some constant. In sum, we have proven the
inequality (4.10) and therefore completed the proof.
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5 Supplementary Tables and Figures
We summarize our supplementary tables and figures as follows:
1. In Table S.1, we provide the complete taxonomic annotations of the five differential bins
identified from the F test in Section 5.3 of the main paper.
2. In Figure 5, we provide the boxplots of the ePTRs of the above five differential bins.
Table S.1: The complete taxonomic annotations with lineage scores indicating the quality of each
taxonomic classification.
Bins Taxonomic Annotations with Lineage Scores
bin.054 Firmicutes (phylum): 0.98; Clostridia (class): 0.97; Clostridiales (order): 0.97
Lachnospiraceae (family): 0.93; Roseburia (genus): 0.92
bin.090 Firmicutes (phylum): 0.97; Clostridia (class): 0.95; Clostridiales (order): 0.95;
Ruminococcaceae (family): 0.84; Faecalibacterium (genus): 0.82
bin.091 Firmicutes (phylum): 0.95; Clostridia (class): 0.93; Clostridiales (order): 0.93
bin.099 Firmicutes (phylum): 0.96; Clostridia (class): 0.94; Clostridiales (order): 0.94;
Ruminococcaceae (family): 0.87; Subdoligranulum (genus): 0.76;
Subdoligranulum sp. APC924/74 (species): 0.74
bin.465 Firmicutes (phylum): 0.98; Negativicutes (class): 0.97; Veillonellales (order): 0.96;
Veillonellaceae (family): 0.96; Dialister (genus): 0.94
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Figure 5: Boxplots of the ePTRs of the five differential bins identified from the F test
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