The variogram plays a central role in the analysis of geostatistical data. A valid variogram model is selected and the parameters of that model are estimated before kriging (spatial prediction) is performed. These inference procedures are generally based upon examination of the empirical variogram, which consists of average squared dierences of data taken at sites lagged the same distance apart in the same direction. The ability of the analyst to estimate variogram parameters eciently is aected signi®cantly by the sampling design, i.e. the spatial con®guration of sites where measurements are taken. In this paper, we propose design criteria that, in contrast to some previously proposed criteria oriented towards kriging with a known variogram, emphasize the accurate estimation of the variogram. These criteria are modi®cations of design criteria that are popular in the context of (nonlinear) regression models. The two main distinguishing features of the present context are that the addition of a single site to the design produces as many new lags as there are existing sites and hence also produces many new squared dierences from which the variogram is estimated. Secondly, those squared dierences are generally correlated, which inhibits the use of many standard design methods that rest upon the assumption of uncorrelated errors. Several approaches to design construction which account for these features are described and illustrated with two examples. We compare their eciency to simple random sampling and regular and space-®lling designs and ®nd considerable improvements.
INTRODUCTION
The geostatistical method has proven to be a useful approach to the analysis of spatially correlated data in diverse applications, including mining engineering, soil and crop science, hydrology, and ecology. Brie¯y, it uses data collected at locations in some spatial domain & d to build models of spatial dependence and to make statistical inferences about the parameters of those models and/or unobserved values of the variate under study. Classically, this is accomplished by carrying out the following sequence of steps:
(1) Posit a model of (possibly nonstationary) mean plus intrinsically stationary error for the process (random ®eld) fZs X s P g that generated the data. This model has the form where the mean, EfZsg ms, is a linear function of one or more unknown large-scale variation (trend) parameters b [that is, ms xs H b for all s P ] and the error process e( . ) has mean zero and is intrinsically stationary, i.e., varfes À etg depends only on s À t. In some instances (e.g. Hoeksema and Kitanidis 1985) the objective of the analysis is merely to characterize the spatial dependence structure of the process, in which case the analysis terminates with Step (4). Usually, however, the ultimate goal of the analysis is the prediction of unobserved values of the process, in which case there is a ®fth step:
(5)`Krige', (i.e. predict) the unobserved value(s) and estimate the corresponding variance(s) of prediction error.
The focus of this paper is on Step (4), the variogram parameter estimation component of a geostatistical analysis. The ability of an investigator to estimate the parameters of a variogram model eciently is aected signi®cantly by the sampling design, i.e. the locations of the sites s 1 Y F F F Y s n P where data are taken. For instance, if Z( . ) is isotropic (i.e. if the variogram depends only on the separation distance r h H h 1a2 between sites) and no two sites are within a distance e 4 0 of each other, then it will be dicult, if not impossible, to estimate precisely those parameters whose primary in¯uence is on the behaviour of the variogram at distances less than e. Furthermore, Stein (1988) has shown that, for ecient prediction, proper identi®cation of the variogram is much more important at`small' distances than at`large' distances.
Because kriging is usually the ultimate objective of a geostatistical analysis, most authors who have considered design aspects in this context have emphasized the utility of designs for prediction under an assumption that both the functional form of the variogram and the values of its parameters are known (see Bras and Rodriguez-Iturbe 1976; McBratney et al. 1981; Yfantis et al. 1987; Barnes 1989; Cressie et al. 1990; Benedetti and Palma 1995) . Inasmuch as the variogram must in practice be estimated, however, a total emphasis on prediction with no regard to the utility of the design for variogram estimation seems, to the authors, to`put the cart before the horse'. In this paper, we propose reasonable criteria for choosing, and compare several practical approaches for constructing, sampling designs that emphasize the accurate estimation of the variogram. These designs could be adopted at the early stages of a sampling program until the variogram is suciently well-estimated, after which one could shift to an existing approach that emphasizes prediction.
Of course, there is a large literature on designs for estimating parameters in the (linear and nonlinear) regression context (e.g. Fedorov 1972; PaÂ zman 1986; Pukelsheim 1993) . Many aspects of the design approach proposed herein are adaptations and/or modi®cations of existing approaches to the peculiarities of the present context. A fundamental dierence between the two contexts is the`order' of the random process's properties which are the objects of attention. In the regression context, attention focuses on the expectation function, i.e. the ®rst-order properties of Copyright # 1999 John Wiley & Sons, Ltd. Environmetrics, 10, 23±37 (1999 the process. In the present context, primary interest lies in the variogram, which characterizes the second-order properties. When the process is second-order stationary, an alternative characterization of its second-order properties is the covariance function C(h), which is related to the variogram through the equation gh C0 À Ch. Modelling and estimating the variogram, rather than the covariance function, has several advantages, however (see Robinson 1990; Cressie and Zimmerman 1992) . Design for estimating second-order properties has attracted considerable interest in other areas of statistics as well, e.g. computer simulation experiments (Sacks et al. 1989) . Russo (1984) , Warrick and Myers (1987) , and Morris (1991) have also considered design criteria for variogram estimation. Russo considered a design to be optimal if it minimized the dispersion of lags (i.e. displacements between the sites s 1 Y F F F Y s n within lag classes, while Warrick and Myers proposed a criterion that measures how well the lag distribution corresponding to a design conforms to a prespeci®ed distribution. The approaches presented here deal with the more fundamental issue of what that prespeci®ed distribution should be. Morris proposed re®nements of the Russo and Warrick-Myers approaches using an index called the maximum equivalent uncorrelated pairs, which accounts for correlations among estimates of gh at dierent lags. Our approach also attempts to account for these correlations.
VARIOGRAM ESTIMATION BY GENERALIZED LEAST SQUARES Suppose that data Zs
Suppose further that, by exploratory data analysis or any other means available, a model of the form (1) is posited for Z( . ). For convenience of exposition, assume that the process is isotropic and has constant mean, i.e. that ms b in model (1). The constant-mean assumption implies that the average squared dierences of Z( . ) can be used to estimate the variogram of e( . ). For r 4 0, de®ne Sr fiY j X iY j 1Y F F F Y n and ks i À s j k rg; in words, S(r) is the set of all pairs of points s i Y s j , henceforth called couples, located r units of distance apart and hence (under the isotropy assumption) gs i À s j is constant on this set. Also let N(r) denote the number of couples belonging to S(r) and let L fr X r 4 0 and Nr 4 0g. If the number of observation sites is not very large we can restrict our attention to a particular case of (3), namely to choose each H r to contain only one element r ij ks i À s j k, Copyright # 1999 John Wiley & Sons, Ltd. Environmetrics, 10, 23±37 (1999 
where
and Sy denotes the parameterized form of the covariance matrix of g. If we now assume that Z( . ) is a Gaussian random ®eld, Cressie (1985) showed that
The (direct) minimizer in (4) is generally inconsistent (MuÈ ller 1998), which may be not so surprising, since, as a referee pointed out, the corresponding estimating functions are biased (for a similar case, see Godambe and Kale 1991) . To correct for this de®ciency it is necessary to adopt an iterative algorithm. This algorithm is computationally quite intensive and requires the inversion of an N Â N matrix at each step:
where the entries of S y m can be estimated from the parametric version of (5) evaluated at y y m . In practice the iterations have to be started at an initial guess (say y 0 y OLS arg min y g À gy T g À gy. The procedure then yields asymptotically ecient and consistent estimates. To make the algorithm computationally more feasible, S y m could be approximated by a corresponding diagonal matrix, a suggestion that goes back to Cressie (1985) which we will take up later in the design context.
DESIGN FOR VARIOGRAM ESTIMATION
Let the design x n s 1 Y F F F Y s n , where s i P . Now we consider the choice of x n that will result in estimates of y of relatively high precision. The two key features that distinguish this design problem from similar design problems in nonlinear regression settings are:
(i) The addition of a new site to an existing design of k sites produces not one but k new lags and hence k additional squared dierences from which the variogram is estimated. Any sensible design criterion should take account of all of these new lags. (ii) The standard assumption of uncorrelated errors is not valid. Copyright # 1999 John Wiley & Sons, Ltd. Environmetrics, 10, 23±37 (1999 3.1. Preliminary design considerations
Starting designs
We assume throughout that data have been (or will be) observed at a starting design of n 0 4 1 sites in . There are several good reasons for using a starting design. First, data from a starting design can be used to carry out the initial stage of a geostatistical analysis, that is, to determine an appropriate mean function ms in (1) and to check that the error process e( . ) satis®es the intrinsic stationarity assumption. Second, the data provide initial estimates of ms and y; the former is useful for the estimation of gh when ms is not constant and the latter is useful because the optimal choice of the remaining n À n 0 sites generally depends on y. Third, an appropriate choice of starting design will ensure a reasonable degree of overall coverage of the study area. This is important because designs selected with only parameter estimation in mind can leave large unsampled`holes' in . Fourth, if chosen wisely, the initial data can be used to check for anisotropy. Fifth, a properly chosen starting design ensures the positive de®niteness of the covariance matrices involved in the computations. Of course, in some situations the statistician plays no role in the selection of the starting design: some data have already been collected, perhaps where it was most convenient to do so, and the design problem is that of determining how best to augment the existing design. In other situations (e.g. soil surveys), however, one may be able to build the design`from scratch'. In the latter case, a starting design that satisfactorily accomplishes the goals described above is a regular grid, such as a square or triangular grid. Such a design is well suited for determining an appropriate mean function and for checking whether the intrinsic stationarity assumption is reasonably well satis®ed; it achieves good overall coverage of ; and it yields replicated lags in numerous directions for checking for anisotropy. Other possibilities for the starting design include the minimax or maximin distance designs of Johnson et al. (1990) and the`transect' designs of Pettitt and McBratney (1993) . The latter of these were developed speci®cally for the purpose of variogram estimation.
Perhaps more important than the choice among these possible starting designs is the choice of n 0 , i.e. the number of sites to be allocated to the starting design. Warrick and Myers (1987) suggested taking n 0 0Á5n. We regard this large a proportion of sites allocated to the starting design to be excessive and recommend n 0 4 0Á3n instead, a rough justi®cation of which is the following.
Take n to be ®xed and suppose a regular grid of n 0 sites (where n 0 5 n is to be determined) are to be used in a starting design. Let us classify a lag as`large' or`small' according to whether it is greater than or less than the range, Z, and assume further that Z is smaller than half the grid spacing of a regular grid of n sites. Then whatever the value of n 0 , all n 0 2 À Á lags in the starting design are large and there is a dire need for small lags. The most ecient way to produce small lags is to take all of the n À n 0 remaining sites to be within Z of each other and within Z of an arbitrary site in the starting design. This results in nÀn 0 1 2 À Á small lags, but it also produces an additional n 0 À 1n À n 0 large lags. The value of n 0 for which the number of small lags equals the number of large lags is
There are more small lags than large lags when n 0 ( 0Á3n and vice versa when n 0 ) 0Á3n. Because of the relatively greater importance of small lags for prediction (Stein 1988) , we Copyright # 1999 John Wiley & Sons, Ltd. Environmetrics, 10, 23±37 (1999 recommend a value of n 0 smaller than 0 . 3n, say n 0 0Á2n, provided that an acceptable level of overall coverage can still be achieved. This reasoning is probably most convincing in the case of an (approximately) linear variogram, for in this case an optimal design places equal weights at very' small and`very' large design points.
Discretization
A simpli®cation made in the examples and experiments described in this paper is that of restricting the set from which each site in the design is chosen to a ®nite subset of . In some cases this restriction may come about naturally, as only a few sites in are suitable for the kind of measurements being made. A classical example of this is meteorological station data. In other situations, such as many soil studies, there is in principle no reason why attention must be restricted to a ®nite subset. In these cases, however, it simpli®es matters greatly to maximize the design criterion by a grid search over a discretization of . Provided that the grid is not too ®ne, this procedure is computationally feasible; it is also more reliable than more sophisticated optimization algorithms (e.g. Nelder-Mead simplex) since the criterion function generally is not unimodal.
In situations where replicate measurements at sites are not possible, such as when taking the measurement exhausts the experimental material, the set of available sites will get smaller as new sites are added to the design. To allow for this possibility, k shall denote the set of sites that can be added at the kth stage of a sequential procedure.
Locally optimal designs
Most variogram models are nonlinear in the parameters and thus an additional (though widely known) problem in optimal design theory arises, namely the dependence of the information matrix upon the values of the unknown parameters [see a recent discussion of the problem in Atkinson and Haines (1996) ].
In particular, the information matrix that corresponds to y GLS from (4) is given by
and SyY x n is a modi®ed notation to re¯ect the dependence of the covariance matrix of g with elements given by (5) upon the respective design x n . It is evident that an attempt to optimize (6) for estimation of the unknown y leads to a circular problem. If data are available from the starting design (or if any other reliable prior information exists), a reasonable way out is to replace y by a preliminary estimate y 0 and thereby ®nd a`local' solution. All the expressions in the next section will thus be dependent upon y 0 and we will omit this argument where it leads to no ambiguity. Copyright # 1999 John Wiley & Sons, Ltd. Environmetrics, 10, 23±37 (1999 
Augmenting an existing design by one site
Assuming that data from a design of n sites are available, we might face the problem of deciding where to put one additional site in order to retrieve the maximum amount of information about y. This problem has been treated by Zimmerman and Homer (1991) under the assumption of uncorrelated observations. They suggested the use of the so-called D-criterion, which is the maximization of the determinant of the information matrix, i.e. s * arg max
This criterion was in the nonlinear regression context ®rstly proposed by Box and Lucas (1959) . Straightforward optimization of (7) leads to an optimization problem that requires the inversion of the
However, it follows from well-known matrix inversion and determinant formulae (e.g. Rao 1973) that we can rewrite
where GsY x n G T x n S À1 x n SsY x n À GsY and VsY x n Ss À S T sY x n S À1 x n SsY x n À1 from the block decomposition
Therefore an equivalent optimization problem to (7) is s * arg max
which requires the inversion of the
À Á matrices Sx n and Mx n only once, and for each candidate point just the inversion of the n Â n matrix VsY x n is needed.
Augmenting several sites
In principle, the design method of the previous section can be extended to choose the`optimal' locations for some additional q 4 1 sites. Thus, we may consider the problem of choosing additional sites s n1 Y s n2 Y F F F Y s nq so as to maximize and Gs n1 Y x n are de®ned by a block decomposition analogous to (8). However, the computational burden of this problem is prohibitive for typical applications. An alternative, computationally simpler approach is to apply rule (9) sequentially to each of the q points to be added. Thus, the method for augmenting one site is extended to the following:
where i nY n 1Y F F F Y n q. This sequential optimization approach, when combined with sequential data collection, also permits the continual updating of the GLS estimate of y, which is important for reasons mentioned previously. Sequential data collection is feasible in some applications (see Graham and McLaughlin 1989a,b; Loaiciga et al. 1992) ; in many other applications, however, it is not feasible and a one-shot design is required. The single point correction algorithm (11) is an adaptation of a well-known algorithm of Brimkulov et al. (1980) for regression designs with correlated observations (see also NaÈ ther 1985) . It is simple to extend (11) to a Fedorov exchange-type algorithm, as follows: at every step i add the point s * i to the current design x in and delete the point
Unfortunately there is currently no proof (as there is for the classical uncorrelated case ± diagonal S) that such a procedure converges and though we have empirical evidence that the improvements by it are considerable, eventually we might be trapped at a local optimum.
There have been several other attempts to solve the design problem in the correlated errors setting. The classical one is by Sacks and Ylvisaker (1966) who optimize the rate of convergence to an asymptotic design. Recently, PaÂ zman and MuÈ ller (1996) have provided a dierentiable extension of information matrices and based a gradient algorithm on it. Fedorov and Flanagan (1998) suggest using an eigenvector expansion of the covariance kernel. All three methods seem unsuitable for the current problem. The ®rst does not provide information on the ®nite sample properties of its resulting designs, the second requires nonsingular covariance matrices de®ned on the whole collection of candidate points (which might hardly be the case in geostatistical practice), whereas the third requires knowledge of the eigenvectors of the covariance kernel and depends highly on the order of the employed expansion.
Alternative methods which ignore correlations
A major disadvantage of the algorithms given in the previous section is that they can be computationally very demanding. Even the simpli®ed version (11) might be a computational burden in some settings. It might therefore be helpful in the design context to take up Cressie's (1985) suggestion to approximate S by a diagonal matrix, which speeds up computations considerably [as was done by Zimmerman and Homer (1991) ]. Note, however, that the eect of ignoring large correlations (due to small lag distances) might be substantial. Copyright # 1999 John Wiley & Sons, Ltd. Environmetrics, 10, 23±37 (1999 Nevertheless, the restriction to the framework of uncorrelated observations allows us to develop alternatives to (11) that avoid some of its disadvantages. MuÈ ller and Zimmerman (1995) have suggested a two-stage strategy:
(a) Find the optimal con®guration of n/2 distances x * v in the lag space v (we assume n is even).
These will serve as the lags between sites within couples. (We use n/2 distances because n sites yield this many pairs of sites sharing no sites in common. This lack of overlap is important for minimizing correlation, as explained further in part (b)). (b) Map this con®guration into the original site space while simultaneously ensuring that sites from dierent couples are suciently far apart that the corresponding observations are uncorrelated (or as nearly as possible).
This procedure has the advantage that (a) is in fact the solution of a classical design problem, thus many algorithms with guaranteed convergence are available (see Pukelsheim 1993) . Finding the solution of (b) was also the goal of Warrick and Myers (1987) . They suggest ®nding an optimal site space design by minimizing
where x * v denotes a target distribution of lags, x v denotes the distribution of lags resulting from a prospective design x, and W diagw i is a matrix whose diagonal elements are prespeci®ed weights re¯ecting the importance of certain lags. This rule is basically what is known as least squares multidimensional scaling (see, for example, Cox and Cox 1995) . In fact we may employ a number of techniques developed in that ®eld for the solution of (b). Warrick and Myers (1987) suggest the use of a uniform target distribution x * v , which is not a particularly good choice as we shall see later. There is still one open question related to (b). Since (a) is based on the assumption of uncorrelated observations it would, strictly, be necessary to suciently separate the couples yielding the n/2 optimal lags so that the remaining nn À 2a2 lags are distant enough not to produce correlations. That is, we should minimize (12) with w i 0 if x vi T P L na2 , subject to x vi 4 range if x vi T P L na2 , where L na2 denotes the set of points corresponding to the n/2 lags. This can be accomplished using techniques from Lee (1984) or the algorithm given in MuÈ ller and Zimmerman (1995) . It would guarantee an optimal (or nearly optimal) allocation. However, it is not clear, a priori, if this advantage outweighs the deliberate sacri®ce of a very large portion of the observations. In the examples we will compare this approach to an alternative that utilizes the information from all observations. We will refer to these approaches as MuÈ ller and Zimmerman '95 and MuÈ ller and Zimmerman '98 respectively.
Example and experiments
To illustrate the properties of the approaches described in this section, we have considered several examples, two of which are reported here. It so happens that the form of the variogram has very little impact on the optimal design, though the range does have considerable impact. Therefore we concentrated on the spherical variogram, g S rY y y 1 y 2 3r 2y 3 À r in our examples and varied only its range, y 3 . Copyright # 1999 John Wiley & Sons, Ltd. Environmetrics, 10, 23±37 (1999 The ®rst example considered is taken directly from Warrick and Myers (1987) . They seek an optimal allocation of n 30 points on a 400 Â 400 square grid with smallest sampling element of size 2 Â 2. Their aim was a uniform distribution of lags over the lag classes 0±20, 20±40, F F F Y 180±200. For our calculations we chose the prior estimates y 1 y 2 1 and y 3 150, the magnitude of variation of which seems in accordance with the situation in Warrick and Myers (1987) .
The resulting designs for the methods presented in this paper are given in Figure 1 , and their implicit lag distributions are given by the histograms in Figure 2 . Their relative performance can be assessed by looking at Table I , which gives the values of the design criterion (the determinant of M( . )) and the respective calculation times on a Pentium 200 MHz PC. The value for eqobs in the tables denotes the number of`optimal' (according to Brimkulov et al. exchange type algorithm) observations that are sucient to yield the same amount of information as the respective design. Whenever starting designs were required we used a random design with minimum size (i.e. n 3), such that the corresponding information matrix is nonsingular.
It can be seen that the best design is achieved by the computationally most demanding algorithm, the exchange version of the Brimkulov et al. type. However, all methods (except for Warrick and Myers) give reasonable performance. The two-stage methods (MuÈ ller and Zimmerman '95 and '98) have the speed advantage, which will be of even greater importance for larger samples. It must be noted that there is eectively no dierence in eqobs between the '95 version and the '98 one, which is remarkable considering the amount of information that was neglected by the former. The '98 version also yields a large cluster of about half the observations Environmetrics, 10, 23±37 (1999) (producing many small lags), whereas the other designs spread out much more over the design region (with the '95 spreading out the most). Note that even the best of the simple random sampling designs is much worse than all other methods that were compared. Speci®cally, it is about three times less ecient than an optimal (Brimkulov et al.) design. Designs from a regular rectangular grid (6 Â 5) or space ®lling designs are unsuitable for the purpose of variogram estimation, since they fail to produce small lags, which is re¯ected by an eqobs 4 in both cases.
The lag distributions displayed in Figure 2 are interesting descriptions of the designs, but it must be kept in mind that due to correlations among variogram estimates the quality of the design does not depend only on the lag distribution. That is, designs with similar lag distributions can have very dierent criterion values and vice versa. For example, the random sampling design Copyright # 1999 John Wiley & Sons, Ltd. Environmetrics, 10, 23±37 (1999 (cf. Figure 3 ) and the MuÈ ller and Zimmerman '95 design have qualitatively similar lag distributions but very dierent criterion values. Note also that the lag distributions of the three best designs [Brimkulov et al., Brimkulov et al. (exchange) , and Zimmerman and Homer] have a mode near 150, which is the range of the variogram. This phenomenon was observed for the second example also; that is, when the range was 100, 150, and 200 the mode of the lag distributions corresponding to these same three designs was approximately 100, 150, and 200, respectively. The second example was considered to assess the robustness of the various methods with respect to misspecifying the parameters in the prior guess that leads to the local solution. We again seek an optimal allocation of now n 12 points on a 400 Â 400 square grid with smallest sampling element of size 2 Â 2. The assumed correct y 1 y 2 1 and y 3 150 was selected and we varied y 3 100, 150, 200. Variations in the other parameters had only negligible eects on the designs.
Here again, the Brimkulov et al. exchange type algorithm gives the best result and for the moderate sample size the calculation times are acceptable. It turns out that the '95 version of the two-stage algorithm is very sensitive to specifying a too low a range, whereas the robustness of the other methods is quite remarkable (Table II) .
DISCUSSION
We have adapted several design methods from the nonlinear regression context for the peculiarities of the variogram estimation context. Moreover, we have described the strengths and weaknesses of these approaches and compared them to simple random sampling, regular and space®lling grids, and previously proposed design methods for variogram estimation. Finally, we have Environmetrics, 10, 23±37 (1999) demonstrated that our approaches yield nearly optimal results with much less computational burden than the optimal approach. Our ®nal comments pertain to the possibility of broadening the focus of geostatistical design objectives in two ways. First, our methods were developed under the assumption that the variogram belongs to a known parametric family (e.g. spherical). In practice we must use the data ®rst to make the choice of a parametric family and then to estimate parameters. Conventional practice for the model selection component is to choose a model that is compatible with a plot of Matheron's classical variogram estimator given by (5). Design principles for this component could possibly be developed by adapting existing model selection design criteria for the context of regression with uncorrelated errors, such as those proposed by Hunter and Reiner (1965) and Atkinson and Fedorov (1975a,b) .
Second, a focus on design criteria related only to variogram estimation, with no account taken of the ecacy of the design for prediction (kriging), is inappropriate when prediction is the ultimate objective of the analysis. Suitable design criteria for this case should combine the objectives of variogram estimation and prediction. The development of such design approaches requires further investigation. Environmetrics, 10, 23±37 (1999) 
