We examine statics and dynamics of phase-separated states of dilute binary mixtures using density functional theory. In our systems, the difference in the solvation chemical potential ∆µs between liquid and gas is considerably larger than the thermal energy kBT for each solute particle and the attractive interaction among the solute particles is weaker than that among the solvent particles. In these conditions, the saturated vapor pressure increases by an amount equal to the solute density in liquid multiplied by the large factor kBT exp(∆µs/kBT ). As a result, phase separation is induced at low solute densities in liquid and the new phase remains in gaseous states, while the liquid pressure is outside the coexistence curve of the solvent. This explains the widely observed formation of stable nanobubbles in ambient water with a dissolved gas. We calculate the density and stress profiles across planar and spherical interfaces, where the surface tension decreases with increasing the interfacial solute adsorption. We realize stable solute-rich bubbles with radius about 30 nm, which minimize the free energy functional. We then study dynamics around such a bubble after a decompression of the surrounding liquid, where the bubble undergoes a damped oscillation. In addition, we present some exact and approximate expressions for the surface tension and the interfacial stress tensor.
I. INTRODUCTION
Much attention has been paid to complex interactions among dissolved particles and solvent molecules [1] [2] [3] . In liquid water, hydrophobic particles deform the surrounding hydrogen bond structure [4] [5] [6] , resulting in a solvation chemical potential µ s much larger than the thermal energy k B T (per particle). As a result, they tend to aggregate in liquid water at ambient conditions (room temperature and 1 atm pressure). In simulations of a hardsphere particle with radius a in ambient water, µ s is of order 4πa
2 σ for a > 1 nm, where σ is the gas-liquid surface tension [4] [5] [6] . Such large particles are thus strongly hydrophobic (µ s ∼ 180k B T for a ∼ 1 nm). Another notable example is the solvent-mediated interaction among colloidal particles in near-critical mixture solvents [7] [8] [9] [10] [11] [12] [13] [14] , where one fluid component is preferentially adsorbed on the colloidal surfaces, largely deforming the surrounding critical fluctuations and often leading to local phase separation (bridging).
Recently, we have presented a theory on the formation of small bubbles in ambient water containing a small amount of a dissolved gas [15] . As a typical example, O 2 is mildly hydrophobic with µ s = 3.44k B T in liquid water at T = 300 K. As a unique feature of ambient liquid water, it has pressures only slightly higher than the saturated vapor pressure or is immediately outside the coexistence curve (CX) in the phase diagram. Moreover, the van der Waals interaction among O 2 molecules is relatively weak as compared to the hydrogen bond interaction. In fact, the critical temperature of water is considerably higher than that of O 2 (647.3 K for water and 154.6 K for O 2 ). In this situation, O 2 molecules tend to be expelled from liquid water in the form of oxygenrich bubbles (or films) above a very low threshold concentration outside CX. In many experiments, small bubbles, often called nanobubbles, have been observed in the bulk and on hydrophobic walls in ambient water [16, 17] . Their radius is typically of order 10 − 100 nm and their life time is very long. In our theory [15] , they are thermodynamically stable, minimizing the free energy including the surface tension. As a similar phenomenon, long-lived heterogeneities have been observed in one-phase states of aqueous mixtures with addition of a small amount of a salt or a hydrophobic solute [18] [19] [20] . These phenomena emerge as examples of selective solvation effects [18] .
In this paper, we investigate two-phase states of dilute binary mixtures at T = 300 K using the density functional theory (DFT) [3, [21] [22] [23] [24] on the basis of the Carnahan-Starling model for binary mixtures [25, 26] . As in the case of O 2 in water, we determine the model parameters in Ref. [26] such that µ s is 3.44k B T in liquid and the solute-solute attractive interaction is weaker than that among the solvent particles. In these conditions, we consider gas-liquid coexistence separated by planar and spherical interfaces, where we calculate the density and stress profiles and the solute-induced deviations of thermodynamic quantities. For our parameter values, there also arises a significant interfacial adsorption of the solute, which leads to a reduction of the surface tension σ in accord with the Gibbs law [27] . We are interested in stable solute-induced bubbles minimizing the free energy functional of DFT. The radius of a stable bubble R m is larger than the critical radius of nucleation R c [28] [29] [30] [31] , but remains to be vey small.
Within the scheme of DFT, some attempts have been made to describe dynamics of colloidal particles in solvent without [32, 33] and with [24, [34] [35] [36] the hydrodynamic interaction. We also mention dynamic van der Waals theory with gradient entropy and energy [37] , which is a generalization of the original van der Waals theory [38] . Using this scheme, Teshigawara and one of the present authors (A.O.) numerically studied evaporation and condensation in inhomogeneous temperature [39] [40] [41] . In their simulations, Tanaka and Araki treated colloidal particles as highly viscous droplets with diffuse interfaces [11] . Their method has been used to study hydrodynamics and phase separation around colloidal particles [11] [12] [13] [14] . In this paper, we present dynamic equations for binary mixtures composed of small particles, where DFT and hydrodynamics are incorporated on acoustic and diffusive timescales. As an application, we study dynamics around a bubble after a decompression of the surrounding liquid.
Bubble dynamics is very complicated, where hydrodynamics and gas-liquid phase transition are inseparably coupled [42] [43] [44] [45] . On short timescales, the pressure balance does not hold at the interface and the bubble motions become oscillatory accompanied by acoustic disturbances. In particular, they have been studied extensively under applied acoustic field. On long timescales, the bubble growth is governed by the thermal diffusion in one-component fluids [30, 31] and by the slower solute diffusion in mixtures [15, 43] . In this paper, we aim to study these characteristic features.
This paper is organized as follows. In Sec.II, we will present the background of DFT related to our problem. In Sec.III, we will examine two-phase states of dilute binary mixtures including a considerably large solvation chemical potential in DFT. In Sec.IV, dynamics around a bubble will be studied numerically. In Appendix B, we will present some relations for the interfacial stress tensor in the exact statistical theory.
II. THEORETICAL BACKGROUND

A. Free energy functional
We treat a neutral binary mixture in DFT [21] [22] [23] [24] , where the first species is a solvent and the second one is a dilute solute. The number densities n 1 (r) and n 2 (r) are coarse-grained smooth functions of space. There are no Coulombic and dipolar interactions. Hereafter, the temperature T is assumed to be a homogeneous constant (= 300 K) and the Boltzmann constant is set equal to 1.
In DFT, the Helmholtz free energy functional consists of two parts as F = F h + F a . The first part is of the local form F h = drf (n 1 , n 2 ) with the free energy density,
where λ i (∝ T −1/2 ) is the thermal de Broglie length and the space integral is within the cell. The f h (n 1 , n 2 ) arises from the short-ranged repulsive interaction and is taken to assume the binary Carnahan-Starling form [26] . See Appendix A for its details. The U i (r) is the externally applied potential such as the wall or gravitational potential. The second part F a arises from the attractive interaction and is of the form,
Here, φ ij (r 12 ) is an effective potential, which is negative and continuously depends on the distance r 12 = |r 1 −r 2 |. Its space integral should be finite, so we introduce
We define the chemical potentials of the two species as the functional derivatives µ i (r) = δF /δn i (r). For the present model they are expressed as
where µ hi = ∂f h /∂n i is the repulsive part and µ ai is the attractive part expressed in the convolution form as
For homogeneous n j we have µ ai = − j w ij n j . If variations of n i are sufficiently slow, we can use the gradient expansion of F a [22, 31, 46] 
, where
With this approximation, we recognize the relationship between DFT and the original van der Waals theory with the gradient free energy [38] . In the literature [22] [23] [24] , φ ij (r) has often been set equal to the attractive part of the Lennard-Jones potential characterized by the parameters d ij and ǫ ij . For r > 2 1/6 d ij it is expressed as
For r ≤ 2 1/6 d ij , we define φ ij (r) = −ǫ ij . In our numerical analysis, at T = 300 K, we set 18, so the solute-solute attractive interaction is much weaker than the solvent-solvent one. This is one of the conditions of the solute-induced bubble formation [15] . In two-phase coexistence of the first species, the liquid and gas densities are calculated as n ℓ = 1.0d
and n g = 2.05 × 10
On the other hand, in real ambient water, they are known to be n ℓ ∼ 33 nm −3 and n g ∼ 10 −3 nm −3 .
B. Stress tensor in DFT
We examine the stress tensor Π αβ (r) (α, β = x, y, z) in DFT. If f h is of the local form, the repulsive part of Π αβ is diagonal as p h δ αβ with
However, the attractive pair interaction gives rise to offdiagonal components. We express Π αβ as
where n = n 1 + n 2 , φ ′ ij = dφ ij /dr, and x 12α = x 1α − x 2α . We use the Irving-Kirkwood δ function [31, [47] [48] [49] ,
which is nonvanishing only when r is on the line segment connecting r 1 and r 2 . The integrand is appreciable only if |r−r 1 | and |r−r 2 | are shorter than the potential range. The expression (10) is approximate, while the exact one in terms of δ s [47] will be given in Appendix B. Using r 12 · ∇δ s (r, r 1 , r 2 ) = δ(r − r 2 ) − δ(r − r 1 ) and φ ′ ij (r 12 )x 12α /r 12 = ∂φ ij (r 12 )/∂x 1α , we find
where ∇ β = ∂/∂x β . This relation holds generally for homogeneous T (even in nonequilibrium). In equilibrium, µ 1 and µ 2 are homogeneous, which leads to the mechanical equilibrium condition β ∇ β Π αβ + i n i ∇ α U i = 0 from Eq. (12) . For homogeneous n i , we have the diagonal form Π αβ = (T n + p h − ij w ij n i n j /2)δ αβ as in the van der Waals theory [31, 38] .
C. Equilibrium in one-dimensional geometry
We assume that our fluid is between parallel walls separated by L. The wall area much exceeds L 2 . The U i in Eq.(1) is the wall potential. Then, all the physical quantities depend only on z. We do not consider capillary wave fluctuations, which are inhomogeneous in the xy plane on large scales. They are known to give rise to broadening of the profile [22, 50, 51] . 
where we define the function,
Here, dzΦ ij (z) = 2 ∞ 0 drr 2 φ ij (r) = −w ij /2π, so we have µ ai = − j w ij n j for homogeneous n j .
From Eq.(12) the stress balance along the z axis gives
where U ′ i = dU i /dz and Π zz consists of three parts as
From Eq.(10) the attractive part p a is expressed as
where z 12 = z 1 − z 2 and z 2 < z < z 1 in the integrand. Here, use has been made of the relation,
where dr 1⊥ = dx 1 dy 1 and θ(u) is the step function ( equal to 1 for u > 0 and to 0 for u ≤ 0). From Eq.(15), Π zz is homogeneous far from the walls and its value is written as p 0 b . This means that if two phases are separated by a planar interface far from the walls, the pressures in the bulk two regions are commonly given by p 0 b . The grand potential Ω = drω is the space integral of its density ω. In the present 1D case, we find
In the second line, use has been made of Eqs. (13), (16) , and (17) . In the bulk, both p a and ij n i µ ai /2 tend to − ij w ij n i n j /2. Hence, ω deviates from its bulk value −p 0 b only near the interface or the walls.
Surface tension
Let a planar interface parallel to the xy plane separate gas and liquid phases far from the walls, where U i = 0 and Π zz = p cx =const. around the interface, where p cx is the coexisting (saturated pressure) of the mixture. The left panels of Fig.1 display equilibrium density profiles n 1 (z) and n 2 (z), which are calculated from the method in Appendix C. They tend to n 
using the solvent density profile n 1 (z) [27] . Note that n ℓ 1 is nearly fixed at 1.0d
1 because the liquid compressibility is small.
From Eq. (19) , the surface tension σ is the z-integral of of p a − i n i µ ai /2. Thus, Eqs. (13) and (17) gives
Here, from dzΘ ij (z) = 0, we can replace (21); then, the integrand is nonvanishing only near the interface. See Appendix B for the exact formula for σ [48] . Furthermore, we introduce another function K ij (z) by
This function is related to Φ ij and Θ ij as
. (24) In terms of K ij and n
This leads to the well-known form
in the gradient theory [22, 31, 46] , where dzK ij (z) = C ij from Eqs. (6) and (23). If we assume the LennardJones form in Eq. (7), we have
, and Θ ij (z) ∼ |z| −4 for large |z| ≫ d 1 . The surface tension σ of neutral fluids can generally be expressed by the Bakker formula [22, 48, 52, 53] ,
The stress difference ∆Π(z) ≡ Π zz (z) − Π xx (z) is nonvanishing only near the interface. In DFT, we start with Eq.(10) and use Eq.(18) to obtain (27) where z 1 > z > z 2 in the integrand. With respect to z, integration of ∆Π(z) in Eq. (27) gives Eq. (21), while its derivative is written in the single integral form, 1 . It tends to −0.0721(left) and to 3.00 (left) in agreement with Eq. (29) . In the inset (left) ∆Π/p0 is expanded in gas, which has a small negative minimum.
Far from the interface, ∆Π(z) decays as
if the Lennard-Jones potential in Eq. (7) is assumed. In Eq. (28), we may replace
In the gas side with z int − z ≫ d 1 , the corresponding tail is obtained if n ℓ j in Eq. (29) is replaced by −n g j . Thus, its amplitude becomes very small in the gas side. Remarkably, the above form of ∆Π(z) holds exactly for LennardJones systems (see Appendix B). Note that the density profiles n i (z) themselves decay as |z − z int | −3 , as will be shown in Eqs. (43)- (45) [23, 54, 55] . In contrast, in the gradient theory, we have [31] , which decays exponentially far from the interface.
In the right panels of Fig.1 , we plot ∆Π(z) calculated from Eq. (28), where its integral (= σ) decreases with increasing the solute amount due to its interfacial adsorption (see Fig.5 ). In the liquid side, its decay is roughly exponential as exp[−(z−z int )/1.0d 1 ] for 0 < z−z int 3d 1 and is algebraic as in Eq. (29) for larger z − z int . However, in the gas side, it decays rapidly and its small tail is not apparent. To detect the tails unambiguously, we plot |z − z int | 3 ∆Π(z)/T in gas and liquid in Fig.2 .
Solid-fluid surface free energy
We also derive the expression for the solid-fluid surface free energy σ w per unit area, which is needed in discussions of the wetting and drying transitions [21, 23, 46] . Near the wall at z = 0, we find
where the upper bound is pushed to infinity. Then, σ w is the integral of
where Θ ij (z 12 )n i (z 1 )n j (z 2 ) in the first term can be replaced by 2K ij (z 12 )n
III. DILUTE BINARY MIXTURES A. Solvation chemical potential
Here, we introduce the solvation chemical potential for each solute particle in dilute binary mixtures. The solvation effects are of great importance for various solutes including ions in aqueous fluids [18, [57] [58] [59] .
In the binary Carnahan-Starling model [26] , the free energy density f (n 1 , n 2 ) in Eq. (1) can be expanded as
up to order n 2 [15, 56] . Here, f w (n 1 ) = f (n 1 , 0) is the low density limit of the free energy density (excluding the attractive part) and ν h (n 1 ) arises from the repulsive interaction between a solute particle and the surrounding solvent. The solute-solute interaction is neglected here.
As will be shown in Appendix A, we express ν h in terms of η 1 = πd
where α is the solute-to-solvent size ratio,
In our numerical analysis, we set α = 0.827 in Eq. (8) .
Including the attarctive interaction, the total solvation chemical potential µ s is written as
where the second term is of the convolution from. The chemical potentials are approximately given by
where f ′ w = ∂f w /∂n 1 and ν ′ h = ∂ν h /∂n 1 . We have neglected terms of order n 2 2 in Eq. (35) and those of order n 2 in Eq. (36) . Thus, in equilibrium, n 2 is written as
where
2 . In the insets in Fig.1 , this expression and the numerically calculated n 2 (z) are compared. The former noticeably overestimates the adsorption peak in (c), where n 2 is not small at the peak and the repulsive solute-solute interaction is appreciable. We use the symbol ν s (n 1 ) as the solvation chemical potential divided by T in the bulk region:
whose derivative with respect to n 1 is written as
The pressure p in the bulk region satisfies the thermodynamic relation p = i n i µ i − f − w ij n i n j /2 as in the van der Waals theory. Up to order n 2 it is written as
where p w (n 1 ) is the pressure without solute. In Fig.3 , we plot ν h and ν s vs η 1 = πd 3 1 n 1 /6 for four values of α. We recognize that ν h increases strongly with increasing η 1 and α. In contrast, ν s in Eq. (38) exhibits a minimum at a density between the gas and liquid densities in the pure fluid limit, n g and n ℓ . Such a minimum leads to solute adsorption in the gas side of the interface region (see n 2 (z) in Fig.1 ). We set w 12 = 10.02T d (42) below). In our case, we have n ℓ ν ′ s (n ℓ ) = 35.7, so ν s (n 1 ) is sensitive to small variations of n 1 and the coefficient of n 2 in p in Eq. (40) is large in magnitude.
Furthermore, we consider equilibrium gas-liquid coexistence, where the solvent and solute densities in the bulk are n 
Here, ∆µ s = T ∆ν s is the difference of the solvation chemical potential between gas and liquid [18, [57] [58] [59] , which is often called the Gibbs transfer free energy (per solute particle in our case). In DFT, Eq.(38) yields (42) by their pure fluid limits, n g and n ℓ , respectively. Then, the factor exp(−∆ν s ) can be related to the Henry constant [62, 63] , from which ∆ν s is 3.44 for O 2 and is 4.12 for N 2 in water at T = 300 K [15] . If ∆ν s is much larger, the solute tends to form solid aggregates in water as hydrophobic hydration [4] [5] [6] .
Ishizaki et al. calculated the solvation chemical potential for Lennard-Jones systems via molecular dynamic simulation [60] . We also note that our solvation chemical potential does not account for the effect of orientational degrees of freedom in polar fluids. In particular, for water, we should investigate the effect of the hydrogen bonding on the solvation chemical potential [61] .
B. Algebraic tails in density profiles
We note that the densities themselves have algebraic tails for |z − z int | ≫ d 1 [23, 54, 55] , as ∆Π(z) in Eq. (29) . For the Lennard-Jones potential in Eq. (7), Eq. (13) gives 
Because µ i =const., the deviations defined by
In particular, the solute density decays in the gas side as
We have numerically obtained these tails in excellent agreement with Eqs. (42) and (43) (not shown here).
C. Thermodynamics in gas-liquid coexistence When gas and liquid phases are separated by a planar interface, we consider the solute-induced deviations in the bulk. For example, the coexisting (saturated vapor) pressure p cx increases with increasing n 
where ∆n α 1 = n α 1 − n α is the solvent density deviation and K α is the isothermal compressibility of pure solvent in phase α defined by f ′′ w (n α ) − w 11 = 1/n 2 α K α . These relations hold both for gas and liquid (α = g, ℓ). Thus,
Here, for any quantity A, the difference of the values of A in coexisting liquid and gas is written as [56] ,
In our previous paper [15] we assumed the conditions n ℓ ≫ n g and exp(∆ν s ) ≫ 1 far from the criticality, where Eqs. (49) and (50) are rewritten as
Here
, and e −∆νs n ℓ ν ′ s (n ℓ ) = 1.14. Substitution of these values in Eqs. (51) and (52) . Thus, the solvent density is almost unchanged both in gas and liquid.
In Fig.4 , we plot the ratios (a) n 
which holds both for α = g and ℓ. Since n 2 dµ 2 ∼ = T dn 2 for small n 2 , integration of Eq.(54) with respect to n 2 yields Eqs. (47)- (50) . With addition of a solute, a homogeneous liquid (without bubbles) becomes metastable against bubble formation if its pressurep is made slightly lower than p cx = p [15] .
We also examine the deviation of the surface tension ∆σ = σ − σ 0 due to dilute solute, where σ 0 is the surface tension without solute. We consider the deviation of ω in Eq. (19) , where the coefficient in front of the solute density deviation ∆n 1 (z) vanishes from the homogeneity of µ 1 [56] . To first order in n 2 , we find
From Eqs. (48) and (50), we obtain the Gibbs adsorption formula ∆σ = −T Γ [27] . Here, Γ is the solute adsorption,
In Fig.1 , we notice that the adsorption occurs in the gas side in (b) and (c) of Fig.1 (left of the Gibbs dividing surface), where Γ = 0.132d In our previous thermodynamic theory [15] , we assumed a constant σ independent of the solute density. However, a decrease in σ increases the stability of small bubbles with a smaller Laplace pressure. The Gibbs law has been used for interfacial adsorption of neutral surfactants. Its generalization including the electrostatic interaction was given in our previous papers [18, 64] .
D. Stable solute-induced bubbles
In our previous paper [15] , we showed that small, stable bubbles minimize an appropriately defined bubble free energy forp > p 0 cx . They are induced by a small amount of moderately hydrophobic gas in water. In contrast, in pure fluids, equilibrium bubbles with macroscopic sizes appear at fixed cell volume inside CX [31, 65] . Here, we place a spherical bubble at the center of a spherical cell, fixing the total solvent and solute numbers N 1 and N 2 . See Fig.6 for typical density profiles around stable bubbles.
Stress tensor around a bubble and Laplace law
In our spherically symmetric geometry, we take the reference frame with the origin at the bubble center. The average stress tensor is generally of the form [49, 53] ,
wherer = (x,ŷ,ẑ) = r −1 r. The parallel component p (r) = αβ Π αβxαxβ and the stress difference ∆Π(r) depend only on r. With Eq.(58), the mechanical equilibrium condition β ∇ β Π αβ = 0 is rewritten as We assume that the bubble radius R much exceeds the molecular lengths, where it is determined by
We first calculate ∆Π(r) for R ≫ d 1 . Since 2∆Π = 3 αβ Π αβxαxβ − α Π αα from Eq.(58), Eq.(10) yields
where the integrand is nonvanishing only for r 1 < r < r 2 or r 2 < r < r 1 due to the δ s function. Furthermore, if we set u = r 12 = |r 1 − r 2 |, the integrand is also nonvanishing only for |r 1 − r 2 | < u < r 1 + r 2 . Under these conditions of r 1 and r 2 , the angle integration in Eq. (61) can be performed with the aid of the relation,
where dΩ i (i = 1, 2) are the solid angle elements in dr i = dr i r (63) which is of the same form as ∆Π(z) in Eq. (27) . Thus, ∆Π(r) behaves in the same manner as ∆Π(z) and its rintegral is equal to the surface tension σ with a correction of order R −1 . The Laplace law then follows if Eq. (59) is integrated across the interface at r ∼ = R ≫ d 1 .
In Fig.6 , we display n 1 (r), n 2 (r), and p (r) around stable spherical bubbles, where we calculate the densities with the method in Appendix C and p (r) from Eqs. (59) and (63) . Here, d Using DFT, Talanquer et al. [66] calculated the density profiles of unstable critical bubbles at R = R c , where the solute is accumulated in the bubble interior and its density exhibits a mild maximum at the interface. In their molecular dynamics simulation, Yamamoto and Ohnishi [67] realized stable helium-rich nanobubbles in water. They fixed the cell volume to find slightly negative pressures in the liquid region as in our Fig.6(a) .
Equilibrium conditions and critical radius
We start with a reference (metastable) liquid state without bubbles, where the densities aren i = N i /V and the pressure isp. With appearance of a single bubble at fixed cell volume, the densities in liquid are changed as
where φ = 4πR 3 /3V is the bubble volume fraction. Here, we assume φ <n 2 /n g 2 ≪ 1. We also neglect small density heterogeneities around the bubble when it is growing or shrinking. Using the liquid compressibility K ℓ , we write the pressures in liquid and gas as
In p ℓ we neglect the second term (∝ n 2 ) in Eq. (40), which is allowable for n 
For givenn 2 andp, Eqs. (68) and (69) constitute a closed set of equations of R. Previously [15] , we solved them without φ/K ℓ at fixedp in liquid. Also in the present fixed-volume case, we obtain two solutions at R = R c and R m for sufficiently largen 2 , as in Fig.7(a) . The larger one R m is the radius of a stable or metastable bubble, while the smaller one R c is the critical radius of an unstable bubble. In the limit φ → 0, R c is written as
where n c 2 is the threshold solute density in Eq. (55) . Thus, solute-induced metastability is realized forn 2 > n c 2 . For pure fluids, R c = 2σ/(p 0 cx −p) inside CX [28] . Azouzi et al. [29] performed a nucleation experiment at negative pressures about −100 MPa.
Bubble free energy at fixed N1-N2-V -T
We set up a bubble free energy F b , removing the solvent degrees of freedom. At fixed V , it is the change of the Helmholtz free energy with appearance a single bubble. Using Eqs. (64) and (66), we express it as [15] 
where S = 4πR 2 , φ = 4πR 3 /3V ≪ 1, and
Here, we assume Eq. (65)
in terms of p g in Eq. (67) . In equilibrium, F b is minimized with respect to n g 2 and φ, leading to Eqs. (44) and (68). Let us assume the mechanical equilibrium condition (68) and not the chemical one (44) . Note that the former is instantaneously realized in the slow nucleation process. Then, F b is a function of R and its derivative is given by
which vanishes under Eq.(41). For sufficiently largen 2 , F b (R) exhibits a local maximum at R = R c and a local minimum at R = R m (> R c ). Here, R c is the critical radius expressed as in Eq.(70) in the limit φ → 0, while R m is a stable (metastable) bubble radius for negative (positive) F b (R m ). In Fig.7(a) , we plot F b (R) in Eq. (71) vs R at L = 800d 1 , wheren 1 ∼ = 1 andn 2 = 4.5, 5, and 6 in units of 10
for the three curves. The initial pressure is p = p 0 cx −0.01p 0 . In Fig.7(b) , we plot the pressures p ℓ and p g in Eqs. (66) and (67) vs R for the curve of the largest n 2 in (a). The density profiles for the stable bubble in this case are close to those in Fig.6(c) .
IV. DYNAMICS OF A SOLUTE-INDUCED BUBBLE
Finally, we examine bubble dynamics combining DFT and hydrodynamics. In this paper, we assume homogeneous T in the limit of fast heat conduction. This approximation is allowable for slow solute diffusion [15] . However, T becomes inhomogeneous around growing or shrinking bubbles firstly due to adiabatic heating or cooling of bubbles and secondly due to latent heat in evaporation and condensation [39] [40] [41] [42] [43] [44] . We should examine these effects in future simulations.
A. Hydrodynamic equations
We consider the mass densities ρ i = m i n i , the velocity field v, and the momentum density J = ρv, where m 1 and m 2 are the molecular masses and ρ = ρ 1 + ρ 2 is the total mass density. The mass conservation yields [68] 
where I is the diffusion flux of the form,
If the solute is dilute or n 2 is small, the kinetic coefficient Λ is related to the solute diffusion constant D by
Then, as n 2 → 0, we have ∇ρ 2 ∼ = T n −1 2 ∇n 2 and I ∼ = −D∇ρ 2 . Next, the momentum equation is written as
Here, Π ↔ = {Π αβ } is the stress tensor in Eq.(10) determined by n i , and U i is the wall potential. The second line follows from Eq. (12) . The σ ↔ vis = {σ αβ } is the viscous stress tensor of the form,
where η s is the shear viscosity and η b is the bulk viscosity. In the previous papers on dynamical DFT [24, [34] [35] [36] , the shear viscosity was introduced to include the hydrodynamic interaction among colloidal particles.
The total free energy F tot = F + K is the sum of the Helmholtz free energy functional F and the fluid kinetic energy K. The latter is written as
If the total particle numbers N i = drn i are fixed and v vanishes on the boundaries, our dynamic equations yield
Thus, at long times, a stationary state should be realized with ∇µ 1 = ∇µ 2 = v = 0.
In the kinetic theory of dilute gases, η s tends a small constant of order (
and η b tends to zero in the dilute limit [69] . These density-dependences have been confirmed in molecular dynamics simulations [70] [71] [72] . In our case, they are crucial for the hydrodynamics in bubble. Thus, we used simple extrapolation forms, η s /η 0 = 0.14 + 0.86d
where n = n 1 + n 2 and η 0 is the viscosity in liquid.
B. Numerical results after liquid decompression
Method
We solved the above dynamic equations in a spherical cell with radius L = 200d 1 , where v and I are parallel tô r = r −1 r, so we may set v = v(r, t)r, I = I(r, t)r.
As the boundary condition, we assumed v(L, t) = I(L, t) = 0 to fix the total particle numbers in the cell. The mesh length in time integration was 0.2d 1 .
Together with the parameters in Eq. (8) 1 , which gave rise to a negative liquid pressure about −2.73p 0 = −419 MPa (in a very short time). Then, the bubble expanded exhibiting a damped oscillation. At t = 5000τ , the bubble radius became close to the final radius R ∞ = 98.52d 1 , but the solute density in gas n g 2 was 0.040d
and was still noticeably smaller than the final value 0.060d −3
1 . Note that the final equilibrium state can be realized with the method in Appendix C.
Our initial condition and the isothermal assumption are rather unrealistic, but the resultant dynamical processes are dramatic, providing fundamental information on the nonlinear bubble dynamics in confined geometries.
Acoustic disturbances
In Fig.8 , we show the profiles of the solvent density n 1 (r, t) outside the oscillating bubble at consecutive times. In (a), a large-amplitude acoustic wave is emitted in a stepwise form from the bubble surface. Its expanding speed is given by the (isothermal) sound velocity c ℓ = (∂p/∂ρ) T = 0.88d 1 /τ , which is larger than the maximum bubble expanding speed about 0.2(d 1 /τ ). Its amplitude is gradually decreases away from the bubble, being proportional to r −1 in this spherically symmetric geometry. In (b), the wave reaches the cell boundary and n 1 increases near the wall. In (c), the bubble shrinks, causing an overall density decrease in the liquid region.
In Fig.9 , we also show the profiles of the solute density n 2 (r, t) at consecutive times, which is appreciable in the bubble and has an adsorption peak. The solvent density n 1 (r, t) remains of order 10 −5 −10
1 in the bubble. In (a), the outward interface motion gives rise to a negative stepwise wave propagating inward with the sound speed c g = (T /m 2 ) 1/2 = 0.14d 1 /τ . Here, the acoustic traversal time R/c g is about 880τ and is close to the oscillation period 650τ . In (b), n 2 (r, t) still changes inhomogeneously during the bubble shrinkage. However, it becomes gradually homogeneous after several oscillations. If we would use liquid viscosities in the bubble, we would have uniform dilation with v i ∝ x i from the early stage. It is worth noting that the bubble interior has been assumed to be homogeneous in the literature [42] [43] [44] [45] . In addition, we notice that the adsorption Γ in our case noticeably depends on time (see Fig.13(d) and its explanation).
Damped oscillation
In Fig.10 , we examine early-stage time-evolution in the range 0 < t < 5000τ = 560 ps. The bubble radius undergoes a damped oscillation and approaches the final value 98.52d 1 , while the particle transport through the interface was negligible. The period is about 650τ and the damping rate is about 5.1 × 10 −4 τ −1 . We display (a) the bubble radius R(t), which is defined as the peak position of n 2 (r, t) in our nonequilibrium situation (see Fig.9 ). In (b), we plot the liquid pressure p ℓ (t) (taken at r = 170d 1 ) and the gas pressure p g (t) (taken at r = 2d 1 ), where the former exhibits a large damped oscillation but the latter variation is much smaller. The Laplace relation does not hold during the bubble oscillation. In (c), we show the solute density n Here, ∆F(t) and K(t) exhibit a damped oscillation, but Ftot(t) decreases monotonically in time.
region. In addition, in (d), we show the profiles of the radial velocity v(r, t) at four characteristic times. In Fig.11 , the kinetic energy K(t) in Eq.(82) and the DFT free energy deviation ∆F (t) = F (t) − F ∞ undergo damped oscillations out of phase with each other, where F ∞ is the final value of F . However, their sum ∆F tot (t) = K(t)+∆F (t) decreases monotonically in time in accord with Eq.(83). Indeed, the radius deviation δR from the mean radius (slightly smaller than R ∞ ) approximately obeys
We estimate ζ from d∆F /dt = −ζṘ 2 , k/M from the oscillation period, and M from M = 2K/Ṙ 2 . Then, M = 3.9ρR 3 ∞ , k = 2.1L/K ℓ , and ζ = 51η 0 R ∞ . Here, ∆F arises from the change in the liquid volume, while it is given by the surface free energy (∼ 4πσR
2 ) for L ≫ R [42-45].
Long-time behavior
For t > 5000τ , the bubble radius R(t) is close to the final one R ∞ , but small n 2 (r, t) still evolves diffusively in the liquid region. The final state should be reached on a timescale of 10 7 τ . In our case, K ℓ ∼ = 0.025/T n ℓ 1 and L ∼ = 2R, so that the compression pressure φ/K ℓ ∼ 5p 0 is much larger than the Laplace one 2σ/R ∼ 0.1p 0 , where
1 . Moreover, from Eq.(40), the small pressure deviation remaining in bulk liquid is written as
where p ∞ , n 1∞ , and n 2∞ are the final homogeneous values of p, n 1 , and n 2 in liquid, respectively, B 1 = 1/T K ℓ = 40.0d . Since p should be homogeneous in liquid without sounds, this relation indicates that weak inhomogeneity of n 1 should be induced by that of n 2 in liquid.
In Fig.12 , we plot n g 2 (t) at r = 2d 1 and n ℓ 2 (t) at r = 170d 1 for t < 2 × 10 5 τ . In (a), we can see a slow increase in n g 2 (t) and a slow decrease in n and p g (t) satisfy the Laplace law after the damped oscillation. For t 10 4 τ , they increase slowly with the fixed difference, because of a small increase in R. Here, R increases by 0.3d 1 in time interval [3t 0 , 13t 0 ], producing a compressional pressure increase about 0.0135p 0 .
In Fig.13 , we display profiles at t/t 0 = 3, 8, and 13 with t 0 = 10 4 τ . In (a), n 1 (r, t) exhibits inhomogeneity in accord with Eq.(89). Its overall increase is induced by the above-mentioned small increase in R. In (b), n 2 (r, t) relaxes diffusively far from the interface. In (c), we examine the incremental changes δ 2 p ℓ ≡ p(r, t + t 0 ) − p(r, t 0 ) and δ 2 n i ≡ n i (r, t + t 0 ) − n i (r, t 0 ) in time interval [t 0 , t 0 + t]. Then, the linear combination δ 2 p ℓ /p 0 ≡ B 1 δ 2 n 1 +B 2 δ 2 n 2 is surely homogeneous far from the interface.
In Fig.13(d) , we display the solute flux J 2 (r, t) = ρ 2 v + I in the radial direction (see Eq. (86)). Here, v is nonvanishing only in the bubble interior, where ρ 2 = m 2 n 2 is uniform so that the gas is dilated by v(r, t) = (Ṙ/R)r.
At the interface r = R (defined as the peak position of n 2 (r, t)), J 2 (r, t) is slightly discontinuous across the peak of n 2 (r, t). This discontinuity gives rise to a change in the surface adsorption Γ(t) in Eq. (57) 
V. SUMMARY AND REMARKS
We have investigated statics and dynamics of phase separated states induced by a neutral low-density solute using DFT. At fixed T = 300 K, we have assumed a considerably large solvation chemical potential T ν s in liquid and a relatively weak solute-solute attractive interaction, under which small bubbles can appear in equilibrium [15] [16] [17] . Main results in this paper are as follows. (i) In Sec.II, we have presented some general relations in DFT for the stress tensor Π αβ in Eqs. (12), (15) , and (19) and for the surface tension in Eqs. (21) and (25) . The interface profiles of the densities n i (z) and the stress difference ∆Π(z) = Π zz − Π xx have been calculated in Fig.1 . These quantities have algebraic tails away from the interface (∝ |z − z int | −3 for Lennard-Jones potentials as in Fig.2 ). In particular, we have shown that the derivative d∆Π/dz can be expressed in simple forms in DFT and in the exact statistical theory (Appendix B). (iii) In Sec.III, we have calculated the solvation chemical potential µ s = T ν s using the binary Carnahan-Starling model [26] in the dilute limit, as plotted in Fig.3 . We have then calculated solute-induced deviations, such as the shift of the coexisting pressure ∆p cx , in gas-liquid coexistence for dilute binary mixtures. We have also found small solute-rich bubbles, which are stable because they minimize the free energy functional of DFT. We have calculated the interface profiles of the densities and ∆Π for such bubbles in Fig.6 . (iv) In Sec.IV, we have investigated bubble dynamics using dynamic equations where DFT and the hydrodynamics are combined. We have described a damped oscillation with acoustic disturbances and a subsequent solute diffusion after a sudden decompression. In the late stage, weak solvent inhomogeneity is also induced such that the liquid pressure becomes homogeneous as in Fig.13 .
We make some remarks. (1) We should calculate the profiles of surface bubbles on a wall in various conditions. The dewetting transition should be sensitive to a small amount of a solute (hydrophobic one for water) [17] . Bridging of two closely separated walls or colloidal particles by bubbles is also of great importance [14, 16, 17] . (2) In our analysis, the solute is mildly adsorbed at the interface due to a minimum of ν s (n 1 ) in Eq. (38) . More dramatic effects of adsorption should emerge with addition of surfactants and/or ions in the bubble formation. They are usually present in real water. (3) Bubble collapse after a pressure increase is also worth studying. In bubble dynamics, we will include inhomogeneous T due to adiabatic density changes and latent heat in the scheme of the dynamic van der Waals theory [37, [39] [40] [41] .
where u 1 = η 1 /(1 − η 1 ) and ν h is given in Eq. (33) .
