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ABSTRACT
The working hypothesis for this study was that small elevation diﬀerences in ﬁeld
depressions aﬀect the availability of redox active nutrients because the bottom of the
depression remains waterlogged and in reducing conditions longer than the edge of
the depression. Mn, Fe, S and P availabilities were investigated in a ﬁeld depression
with a 20 meter radius and 0.5 meter depth on a ﬂood-prone, organic vegetable farm.
One depression (Depression 1) was sampled seven times during three ﬁeld seasons
(May 2012-June 2014). The last two dates included sampling in an additional three
depressions to allow a comparison among depressions on the same date.
Sampling dates were categorized by the severity of ﬂooding into the three following
kinds of events: Post-Irene, Peak, and Non-Peak. The Post-Irene category includes
sampling dates in the agricultural season following prolonged snow melt and ﬂooding
from Tropical Storm Irene in 2011. Sampling dates in the Peak category occurred
within 30 days after one of the the top 12 greatest rainfalls, snowfalls, or heights
of Winooski River Gage in the 30 month sampling period. Sampling on Non-Peak
events occurred at least one month after a preceding Peak event.
Repeated waterlogging events can increase redox cycling directly aﬀecting the
interchange of Mn, Fe, and S oxides and the soil solution. Indirectly, waterlogging
can increase phosphorus release into the soil solution by reduction of iron. The results
of this experiment indicate that some redox-sensitive soil nutrients correlated with
elevation on some dates regardless of event type. Mn was more consistently aﬀected
by waterlogging events than Fe and S. Any relationship between sulfur and elevation
may have been obscured by the strong relationship of sulfur with organic matter.
This data suggests that phosphorus availability depended to some extent on available
iron concentration.
ACKNOWLEDGMENTS
I would like to thank the University of Vermont's Department of Plant and Soil Science
and the graduate committee members, Dr. Josef Görres, Dr. Sidney Bosworth, and
Dr. Robert Parsons. I would like to especially thank Dr. Görres for his continual
encouragement, patience, and caring about my personal well-being. Dr. Bosworth
deserves my thanks for acting as a sounding board and sharing his knowledge. And I
thank Dr. Parsons for reminding me that agriculture is political. This project would
not have been possible without their guidance, support, and expertise.
My gratitude goes to a partnership grant from NESARE and partnering farm, The
Intervale Community Farm. Farmer Becky Maden helped determine the research
site and opened up farm management logs. Many other people have assisted me
throughout this project. Notably, I would like to thank Joel Tilley for his attention
to detail, training in laboratory procedures, and valuable insight in interpreting data.
I would also be remiss if I did not thank Dr. Alan Howard for the many hours he
spent helping me analyze data. Thanks goes to research intern, Claudia Lawton, who
processed soil samples. I would also like to thank Fred Magdoﬀ for taking the time
to share his knowledge with me and inspire soils research. I would also like to thank
other graduate students, friends, and family for the camaraderie, suggestions, and
laughter. And ﬁnally, I am thankful for the support of my partner, Thomas Nolan,
who helped me keep perspective.
ii
TABLE OF CONTENTS
Acknowledgments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ii
List of Tables. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . v
List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vi
Chapter 1 Comprehensive Literature Review . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1.1 Identifying the Problem . . . . . . . . . . . . . . . . . . . . . 1
1.1.2 Potential Solutions . . . . . . . . . . . . . . . . . . . . . . . . 4
1.2 Redox Cycles and Plant Nutrient Availability . . . . . . . . . . . . . 5
1.2.1 Manganese . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.2.2 Iron . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.2.3 Sulfur . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.2.4 Phosphorus . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
Chapter 2 Materials and Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.1 Site Description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.1.1 Field Management, Environmental Conditions, and Sampling
Dates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.2 Experimental Procedures . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.3 Laboratory Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.3.1 pH . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.3.2 Moisture and Organic Matter . . . . . . . . . . . . . . . . . . 30
2.3.3 Soil Mineral Extraction . . . . . . . . . . . . . . . . . . . . . . 30
2.3.4 CEC Calculation . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.3.5 Quality Control for Soil Mineral Measurements . . . . . . . . 31
2.3.6 Reconciling Laboratory Measurement Diﬀerences of Soil Minerals 32
2.4 Analytical Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.4.1 Surveying Calculations . . . . . . . . . . . . . . . . . . . . . . 32
2.4.2 Data Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
Chapter 3 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.1 Moisture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.1.1 General Moisture Behavior . . . . . . . . . . . . . . . . . . . . 34
3.1.2 Hypothesis 1 Assessment . . . . . . . . . . . . . . . . . . . . . 36
3.2 Manganese . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.2.1 General Manganese Behavior . . . . . . . . . . . . . . . . . . 39
3.2.2 Hypothesis II Assessment: Diﬀerences by Category . . . . . . 42
3.2.3 Hypothesis III Assessment: Diﬀerences by Elevation and Date 45
iii
3.3 Iron . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.3.1 General Iron Behavior . . . . . . . . . . . . . . . . . . . . . . 48
3.3.2 Hypothesis II Assessment: Diﬀerences by Category . . . . . . 52
3.3.3 Hypothesis III Assessment: Diﬀerences by Elevation and Date 53
3.4 Sulfur . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
3.4.1 General Sulfur Behavior . . . . . . . . . . . . . . . . . . . . . 56
3.4.2 Hypothesis II Assessment: Diﬀerences by Category . . . . . . 60
3.4.3 Hypothesis III Assessment: Diﬀerences by Elevation and Date 61
3.5 Phosphorus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
3.5.1 General Phosphorus Behavior . . . . . . . . . . . . . . . . . . 64
3.5.2 Hypothesis IV Assessment: Diﬀerences of Phosphorus by Iron
and Category . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
3.5.3 Hypothesis V Assessment: Diﬀerences of Phosphorus by Iron
and Date . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
Chapter 4 Summary, Implications, and Future Research . . . . . . . . . . . . . . . . . . . . . . 73
Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
Appendix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
iv
LIST OF TABLES
2.1 Data Categorization into Three Event Classes . . . . . . . . . . . . . 26
2.2 Sampling Dates and Analysis Parameters . . . . . . . . . . . . . . . . 29
2.3 Categorization of P-Value Level of Signiﬁcance . . . . . . . . . . . . . 33
3.1 Statistical Parameter Estimates for Moisture Distribution . . . . . . . 35
3.2 May 2014: Statistical parameter Estimates for Moisture Distribution 36
3.3 June 2014: Statistical Parameter Estimates for Moisture Distribution 36
3.4 Statistical Parameter Estimates for Manganese Distribution . . . . . 40
3.5 May 2014: Statistical Parameter Estimates for Manganese Distribution 41
3.6 May 2014: Statistical Parameter Estimates for Manganese Distribution 41
3.7 Statistical Parameter Estimates for Iron Distribution . . . . . . . . . 50
3.8 May 2014: Statistical Parameter Estimates for Iron Distribution . . . 51
3.9 June 2014: Statistical Parameter Estimates for Iron Distribution . . . 51
3.10 Statistical Parameter Estimates for Sulfur Distribution . . . . . . . . 58
3.11 May 2014: Statistical Parameter Estimates for Sulfur Distribution . . 59
3.12 June 2014: Statistical Parameter Estimates for Sulfur Distribution . . 59
3.13 Statistical Parameter Estimates for Phosphorus Distribution . . . . . 66
3.14 May 2014: Statistical Parameter Estimates for Phosphorus Distribution 67
3.15 June 2014: Statistical Parameter Estimates for Phosphorus Distribution 67
4.1 May 2012 Data for Depression 1 . . . . . . . . . . . . . . . . . . . . . 91
4.2 October 2012 Data for Depression 1 . . . . . . . . . . . . . . . . . . . 92
4.3 April 2013 Data for Depression 1 . . . . . . . . . . . . . . . . . . . . 93
4.4 June 2013 Data for Depression 1 . . . . . . . . . . . . . . . . . . . . . 94
4.5 August 2013 Data for Depression 1 . . . . . . . . . . . . . . . . . . . 95
4.6 May 2014 Data for Depression 1 . . . . . . . . . . . . . . . . . . . . . 96
4.7 May 2014 Data for Depression 2 . . . . . . . . . . . . . . . . . . . . . 97
4.8 May 2014 Data for Depression 3 . . . . . . . . . . . . . . . . . . . . . 98
4.9 May 2014 Data for Depression 4 . . . . . . . . . . . . . . . . . . . . . 99
4.10 May 2014 Data for the Scattered Set . . . . . . . . . . . . . . . . . . 100
4.11 June 2014 Data for Depression 1 . . . . . . . . . . . . . . . . . . . . . 101
4.12 June 2014 Data for Depression 2 . . . . . . . . . . . . . . . . . . . . . 102
4.13 June 2014 Data for Depression 3 . . . . . . . . . . . . . . . . . . . . . 103
4.14 June 2014 Data for Depression 4 . . . . . . . . . . . . . . . . . . . . . 104
4.15 June 2014 Data for the Scattered Set . . . . . . . . . . . . . . . . . . 105
v
LIST OF FIGURES
1.1 Field Depression and Moisture Conditions . . . . . . . . . . . . . . . 3
1.2 Hypothetical Schematic of Eh Potential . . . . . . . . . . . . . . . . . 7
1.3 Simpliﬁed Manganese Cycling Diagram . . . . . . . . . . . . . . . . . 9
1.4 Simpliﬁed Iron Cycling Diagram . . . . . . . . . . . . . . . . . . . . . 11
1.5 Simpliﬁed Sulfur Cycling Diagram . . . . . . . . . . . . . . . . . . . . 14
1.6 Simpliﬁed Phosphorus Cycling Diagram . . . . . . . . . . . . . . . . . 16
2.1 Sampling Dates, Field Management, and Peak Events . . . . . . . . . 26
3.1 Relationship between Moisture and Elevation by Date . . . . . . . . . 37
3.2 Relationship between Moisture v. Elevation by Date and Location . . 38
3.3 Mean Manganese Concentrations by Date . . . . . . . . . . . . . . . 44
3.4 Relationship between Manganese and Elevation by Date . . . . . . . 46
3.5 Relationship between Manganese and Elevation by Date and Location 47
3.6 Mean Iron Concentrations by Date . . . . . . . . . . . . . . . . . . . 50
3.7 Relationship between Iron and Elevation by Date . . . . . . . . . . . 54
3.8 Relationship between Iron and Elevation by Date and Location . . . 55
3.9 Mean Sulfur Concentrations by Date . . . . . . . . . . . . . . . . . . 57
3.10 Relationship between Sulfur and Elevation by Date . . . . . . . . . . 62
3.11 Relationship between Sulfur and Elevation by Date and Location . . 63
3.12 Mean Phosphorus Concentrations by Date . . . . . . . . . . . . . . . 65
3.13 Relationship between Phosphorus and Iron by Date . . . . . . . . . . 70
3.14 Relationship between Phosphorus and Iron by Date and Location . . 71
4.1 Total Rainfall Records from 01/01/2012 - 06/15/2014 . . . . . . . . . 106
4.2 Total Snowfall Records from 01/01/2012 - 06/15/2014 . . . . . . . . . 107
4.3 Total Snow Depth Records from 01/01/2012 - 06/15/2014 . . . . . . 108
4.4 Total Maximum Gage Height Records from 01/01/2012 - 06/15/2014 109





1.1.1 Identifying the Problem
Soil is a fundamental agricultural resource and its properties are not evenly distributed
(Cambardella et al., 1994). This is exempliﬁed by diﬀerent soil orders in a region
and a mosaic of soil series within the landscape. For example, multiple soil series as
deﬁned by the Natural Resource Conservation Services are found within Farm Service
Agency delineated ﬁelds (NRCS, 2014a; FSA, 2014b). Even within the speciﬁcity of a
soil series, soil properties vary. On a micro-scale (within 5 cm) biological properties,
such as carbon mineralization, vary more than physical properties, like soil moisture
(Amador et al., 2000).
Of the ﬁve soil forming factors (Jenny, 1941), climate and living organisms are
the most dynamic inﬂuences changing soil chemistry. Temperature, availability of
water, length of drought, and duration of waterlogging aﬀect microbial processes that
inﬂuence availability of nutrients to plants. The other three soil forming factors,
parent material, time, and topography are relatively constant temporal inﬂuences on
soil chemistry. Yet, topography mediates the extent to which climate variations and
organisms can aﬀect soil properties as it determines the proximity of the water table
to the root zone of plants.
While acknowledging these other factors, this research focuses on waterlogged soils
and the redox reactions that inﬂuence soil nutrient availability. Waterlogged condi-
tions in a soil are deﬁned by conditions when gas diﬀusion is limited by excess water
(Setter et al., 2009). Waterlogging conditions may be brought about by proximity
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to the water table and by clay textures with a high water retention potential. The
variability of hydrological regimes in a ﬁeld also aﬀects processes governing nutrient
transformations (Baldwin and Mitchell, 2000) that determine the productivity of a
ﬁeld, and are thus of particular importance to agriculture producers. Beyond plant
requirements for water and nutrients, soil hydrology inﬂuences several other processes
that determine fertility.
Besides shortening the season, water saturation also depletes fertility through
gaseous volatilization of nitrogen and sulfur (Hergert, 2000; Brady and Weil, 2002),
leaching of water soluble elements (Magdoﬀ et al., 1997), or loss of mycorrhizae, a
fungus that forms a symbiotic relationship with plants (Peterson, 2004). A symptom
of ﬂooded soil syndrome is phosphorus-deﬁciency resulting from low populations of
these fungi (Ellis, 1998).
Nutrient supply processes can be classiﬁed into four categories: 1) decomposition
and mineralization, 2) weathering of minerals, 3) cation exchange between the soil
solution and cation exchange capacity of the soil matrix, and 4) reduction-related
dissolution of solid forms of nutrients such as Mn and Fe by chemical reduction
during anoxic conditions. Of the 18 essential elements necessary for plant growth,
the availability of four are directly and strongly inﬂuenced by redox reactions. These
are nitrogen, manganese, iron, and sulfur. A plethora of studies have examined
the eﬀect of wet and dry cycles on nitrogen because of its importance as a limiting
nutrient for crop growth, Yet, relatively little research has been conducted on other
redox sensitive elements (Birch, 1960; Sparling and Ross, 1988; Haynes and Swift,
1989; Qiu and McComb, 1996). In addition to examining the plant availability of
manganese, iron, and sulfur after diﬀering saturation conditions, this research also
examined the indirect eﬀects of redox conditions on the availability of phosphorus
from iron dissolution during reducing conditions..
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Current agriculture practices contend with diﬀerences in soil fertility on a ﬁeld-
by-ﬁeld basis, often ignoring small, but common vertical changes in topography (<0.5
meters). These topographical diﬀerences are a characteristic of agricultural ﬁelds. A
ﬁeld depression, also known as a pothole (Cambardella et al., 1994), is deﬁned in this
paper as a circular or oval bowl shaped dip in the ﬁeld with a depth of 0.5 meters or
less and diameter of 2 to 20 meters (Figure 1.1).
The position of soil within a depression and the position of the depression itself
in the landscape, determines its distance from the water table and the frequency and
length of water saturation. Field depressions encompass the range of eﬀects water
events have on soil chemistry, as they contain the ﬁrst and last areas to dry. When
waterlogged conditions diminish, oxidation conditions will ﬁrst occur on the higher
perimeter of the depression while reducing conditions remain at the bottom of the
depression for a longer period. Length of inundation and accompanying redox reac-










































Figure 1.1: Field Depression and Moisture Conditions. Figure represents moisture
conditions as a function of elevation leading to spatial variability in oxidation state.
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availability of nutrients to plants. Thus, small dips in topography inﬂuence nutrient
availability with potential eﬀects on crop productivity.
The 2014 IPCC (International Panel on Climate Change) forecasts that the wet-
ting and drying cycles in ﬁeld soils will increase in frequency and severity as the
climate changes (Stocker, 2007). The New England region has already seen over a
65% rise in heavy precipitation from 1958-2007 and climate change models predict
more frequent occurrences of heavy precipitation resulting in more ﬂooding and other-
wise waterlogged soils (Betts, 2011). These conditions will be particularly prominent
in agricultural lands located on fertile ﬂoodplains and ﬁelds with high water tables.
Due to the predicted extreme weather variations, redox reactions may cycle more
frequently in any given growing season, aﬀecting nutrient availability to the current
and subsequent crops. In an eﬀort to focus on soil fertility changes that are inﬂuenced
by saturation, a study site was chosen with depressions where erosion and deposition
were comparably minimal factors to reduce the eﬀect of nutrient import by deposition
and export by erosion and runoﬀ.
1.1.2 Potential Solutions
There are diﬀerent methods to counteract the eﬀects of waterlogging in soils. One
of the most common methods of waterlogged soil remediation for nutrient loss is
applications of amendments or fertilizers (Sawyer et al., 2011). Tile drainage is a
costly infrastructure-intensive approach to alleviate soil saturation itself (EPA, 2012).
Another option is to take the land out of production if it becomes too costly too
maintain (FSA, 2014a).
A biological method to improve the quality of soils that are frequently waterlogged
is the planting of cover crops. They oﬀer a wide range of beneﬁts from building aggre-
gate stability to reducing erosion (Clark, 2007). They oﬀer ecosystem services that
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range from physical processes such as improving inﬁltration rates to altering fertility
of the soil by conserving and/or adding nutrients and building organic matter. Cover
crops could be incorporated into management practices as a proactive response to
decrease the length of saturation with increased inﬁltration. The classical application
of cover crops is to retain nutrients that are susceptible to leach, the likelihood of
which is higher during and after water saturation.
Additions of mycorrhizae would repopulate the soil and increase plant access to
nutrients. Mycorrhizae acts as an extension of the roots and acidiﬁes the rhizosphere,
liberating phosphorus bonded to soil particles that the plant would otherwise not be
able to access (Singh et al., 1986). Cover crops are also hosts of mycorrhizae which
can help mycorrhizae survive ﬂooding events.
Solutions in areas with small sized depressions may have to be applied locally
to account for these variations. However, little research has been done on how ﬁeld
depressions with small diﬀerences in elevation (<0.5 meters) will aﬀect soil fertility
and the proﬁtability of an aﬀected ﬁeld. Results from this study will help inform agri-
cultural practices to mitigate waterlogged soils and design experiments that explore
the impacts of ﬂooding on agriculture.
1.2 Redox Cycles and Plant Nutrient Availability
In the ideal agricultural soil, one with high productivity, pore space is occupied ap-
proximately evenly by water and air. The reason for this partitioning of pore space
is that the microbial community does not function well otherwise. In the extremes
of moisture content, when it is either at saturation or close to the wilting point, nu-
trient supply rates become a limiting factor for plant growth. Connected water ﬁlms
are necessary to create diﬀusion paths for nutrients required for plant uptake and to
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feed microorganisms involved in the decomposition of organic matter and subsequent
mineralization (Neher, 1999). Connected air spaces are necessary to create diﬀusion
pathways for oxygen that facilitate the eﬃcient oxidation of organic matter and the
mineralization of plant nutrients.
The best conditions for nutrient supply through microbially mitigated decompo-
sition of organic matter and release of nutrients, and thus crop growth, are near ﬁeld
capacity where both water ﬁlms and connected air spaces are present. In aerated soil,
mineralization by biological and chemical processes release plant-available nutrients.
In water saturated conditions, redox reactions change the micronutrient availability
of Mn, Fe, and S. Reduction of iron oxides also indirectly inﬂuences the availability
of macronutrient phosphorus (Baldwin and Mitchell, 2000). Concentrations of these
nutrients may increase during saturated conditions, but plants may not be able to
absorb them due to lack of oxygen necessary to facilitate uptake.
Reduction and oxidation of nutrients are greatly accelerated by soil bacteria.
When pore space is saturated with water, oxygen is not available for microbes.
Microorganisms require a terminal electron acceptor (TEA) for cellular respiration.
Thermodynamically, elemental oxygen is the highest energy yielding TEA. In the ab-
sence of elemental oxygen, microbes will utilize other TEAs from mineral sources in
order of decreasing Eh potential (Figure 1.2). Potential Eh decreases with the length
of time soil remains waterlogged (Philips and Greenway, 1998). Aerobic microbes will
use the most eﬃcient TEA, oxygen, ﬁrst. Then obligate and facultative anaerobes fa-
cilitate the following reactions in order to oxidize organic matter or other compounds
(in order of preference): NO3
- NO2
-, MnO2
- M2+, FeOOH  Fe2+, SO4
- HS-
(Bohn et al., 2001).
These reactions are much slower than those of oxygen and the rate of nutrient
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Figure 1.2: Hypothetical Schematic of Eh Potential. Shows dependence of Eh po-
tential on duration of saturation. Adapted from Y. Chen and Y. Avnimelech (1986).
reducing conditions proceed down this chain depends on the abundance of these
TEAs. For example, manganese reduction will dominate in anaerobic condition in
soils with high manganese oxide concentrations, while iron and sulfur reduction will
dominate in anaerobic conditions with low concentrations of manganese oxides (Can-
ﬁeld et al., 1993). In eﬀect, iron and sulfur reduction is reached faster when nitrate
or manganese oxides are in sparse supply.
As a result of prolonged waterlogging, water-soluble, i.e. reduced, manganese
and iron concentration increase (Philips and Greenway, 1998). The fertility of wa-
terlogged soils is further complicated by the inability of plants to respire and uptake
nutrients when there is limited availability of oxygen. So, although soluble ions in-
crease in anoxic conditions, the nutrients are not typically absorbed by plants. As
soils drain, oxygen returns to the soil pore space and aerobic respiration reoxidizes
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and precipitates reduced forms of redox active nutrients onto soil surfaces.
1.2.1 Manganese
Manganese is the 12th most common element in the earth's crust. Despite its lacklus-
ter presence in the soil proﬁle, it is instrumental in the activation of several enzymes in
plants. The photosynthetic process is dependent upon adequate levels of manganese
for proper functioning (Kessler, 1955; Sauer, 1980). Manganese plant-availability is
regulated to some degree by redox processes, the cycles of which are shown in the
Simpliﬁed Manganese Cycling Diagram in Figure 1.3.
There are three forms of manganese in the soil: exchangeable manganese, man-
ganese oxides, and organic manganese (Schulte and Kelling, 1999). The exchangeable
forms of manganese are present in soil as Mn2+ , Mn3+ , and Mn4+ (Patrick and
Turner, 1968). Of these elemental ions of manganese, Mn2+ is the primary form
absorbed by plants (Dean et al., 1981). Like other plant nutrients, manganese is
unavailable to plants for immediate uptake when bound to organic matter or iron
oxides (Figure 1.3). Under aerobic conditions, manganese oxides by themselves are
insoluble and thus unavailable for plant uptake (Sparrow and Uren, 2014).
When manganese oxides are reduced, they yield exchangeable manganese. A va-
riety of organisms are able to reduce manganese oxides. Studies show that acids
secreted by roots can reduce MnO2 to Mn
2+ (Jauregui and Reisenauer, 1982; Liu
and Xu, 2014). Presence of mycorrhizae can favor manganese-reducing bacteria over
manganese-oxidizing bacteria (Nogueira et al., 2007). However, it is obligate and fac-
ultative anaerobes that drive manganese reduction in waterlogged soils (Dean et al.,
1981; Laanbroek, 1990; Sparrow and Uren, 2014). In a study on silt loam soil, anaer-
obic activity began seven days after the start of a waterlogging as evidenced by
















Figure 1.3: Simpliﬁed Manganese Cycling Diagram. Indicates changes in manganese
species as they relate to oxidation state and plant availability.
of exchangeable manganese increasing (Patrick and Turner, 1968). The anaerobic
respiration of facultative microbes releases a ﬂush of soluble manganese into the soil
solution (Fujimoto and Sherman, 1946; Mandal and Mitra., 1982; Yodkeaw and Datta,
1989). At this point in the manganese redox cycle, soluble manganese is suscepti-
ble to leaching from the soil proﬁle (Schulte and Kelling, 1999; Hong et al., 2010).
Manganese leaching from the soil puts ﬁeld crops at risk of manganese deﬁciency and
potential lower yield.
As oxygen returns to the soil pore space, bacterial secretions, such as multicopper
oxidase-like enzymes (Tebo et al., 2004), from aerobic respiration and fungal enzymes
precipitate dissolved manganese by oxidation. (Dean et al., 1981; Thompson et al.,
2005; De Schamphelaire et al., 2007; Learman et al., 2011; Akoba et al., 2014). Oxida-
tion of manganese creates more solid manganese ﬁxed to soil and less plant available
dissolved manganese. Manganese oxidizing bacteria are most abundant in soils with a
high frequency of ﬂuctuations between oxidizing and reducing conditions (Tebo et al.,
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2005). These variations in the redox potential of the soil are important because the
presence of bacteria can increase the rate of Mn2+ oxidation up to 500% (Tebo, 1991;
Bargar et al., 2000).
Manganese cycling is favored by a variety of other soil factors that are inﬂuenced
by ﬁeld management. High pH (Bartlett, 1988), calcareous or limed soils (Tagami
and Uchida, 1998), organic matter (Misra and Mishra, 1969; Sarkar et al., 2014),
and the presence of heavy metals decrease manganese availability (Hong et al., 2010).
Similar to many other chemical reactions, the rate of manganese oxidation increases
with rising temperature (Sparrow and Uren, 2014). Post-waterlogging conditions, the
soluble manganese will remain in soil solution longer at lower temperatures, increasing
the risk of losing manganese from the soil proﬁle through leaching.
The redox sensitive-elements iron and sulfur also aﬀect manganese redox cycling.
Iron is strongly associated with manganese (Misra and Mishra, 1969; Ketrot et al.,
2014). Like manganese, iron becomes soluble in waterlogged conditions, albeit later
than reduced nitrogen and manganese during ﬂooding episodes. Oxidation of ferrous
ions (Fe2+) can chemically reduce MnO2 (Pilla et al., 2004) causing an inverse rela-
tionship between available manganese and iron (McKenzie, 1975). Similarly, sulfur
reducing bacteria produce sulﬁdes that reduce manganese (Nealson and Myers, 1988).
1.2.2 Iron
Iron plays a vital role in regulating plant metabolic functions (Expert, 2007). It serves
as an electron acceptor and donor in the electron transport chains for respiration and
photosynthesis (Connolly and Guerinot, 2002), is necessary for eﬃcient photosyn-
thetic processes (Briat et al., 2007), is part of an iron protein complex integral to
chlorophyll production (Burke et al., 1993), and improves the ability of legumes to
form nitrogen-ﬁxing nodules (Tang et al., 1990). Iron is available to plants through
10
dissolution of ferrous (Fe (II)) and ferric (Fe (III)) oxides, the cycles of which are
illustrated in Figure 1.4.
Iron is present in soils in valence states as Fe3+ and Fe2+ ions and in various
forms of oxides, hydroxides, and phosphates (Hochmuth, 2011). Overall, ferric ox-
ides (Fe2O3) are the most dominate form of iron in soils (Hochmuth, 2011) (Figure
1.4). Reduction of Fe(III) oxides is the most common source of iron for plant uptake
(Schwertmann, 1991) resulting in a soil solution with Fe2+ as the most common form
of iron (Schwertmann, 1991). Fe2+ is the most plant accessible form of iron (Brown
and Jolley, 1989). In general, Fe2+ is rapidly oxidized by O2 to Fe
3+, which in turn
precipitates as iron oxides, hydroxides, or iron phosphates (Brown and Jolley, 1989)
(Figure 1.4). Concentrations of dissolved, amorphous, and crystalline iron can vary
seasonally (Smock and Kuenzler, 1983) and transformations can increase with water





























Figure 1.4: Simpliﬁed Iron Cycling Diagram. Indicates changes in iron species as
they relate to oxidation state and plant availability.
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After oxygen, silicon and calcium, iron is the fourth most abundant element in the
earth's crust. Thus, it is not surprising that it is one of the ﬁrst ubiquitous common
electron acceptors for microbial respiration under anaerobic conditions (Walker and
Brimblecombe, 1985; Vargas et al., 1998). Although its oxides become reduced at
lower Eh than manganese oxides, it is much more common than manganese in soil.
Iron oxides can be reduced in conditions with and without oxygen, as Fe(II) can be
microbially reduced in aerobic conditions and Fe(III) in anaerobic conditions (Weber
et al., 2006). Iron can also be oxidized by chemotrophs in anaerobic and aerobic
conditions (Weber et al. 2006). In wetlands, some bacteria are known to oxidize
Fe(II) (Emerson and Moyer 1997; Emerson et al. 1999). In the soil layer below
where O2 diﬀuses, bacteria are the primary oxidizers of Fe(II) (Sobolev and Roden,
2001; Weber et al., 2006). In anaerobic conditions, photoautotrophic bacteria, like
cyanobacteria or Chlorobium ferrooxidans, oxidize iron (Weber et al., 2006).
Bacteria can oxidize iron in anaerobic conditions without light by utilizing nitrate
as an electron acceptor (Coby et al., 2011). The cycling of iron is accelerated by
the rapid oxidation of Fe(II) into amorphous phases of Fe(III), an easily accessible
electron acceptor for microbial respiration (Sobolev and Roden, 2001; Coby et al.,
2011). However, the rate of oxidation and reduction of all iron phases is highly
variable within spaces as small as a soil aggregate (Tufano et al., 2008).
Other mechanisms govern the redox state of iron. In iron deﬁcient soils, plants
exude mugineic acids that are able to maintain a reducing environment in the rhizo-
sphere, favoring Fe2+ (Liu et al., 1990; Schmidt, 1994). As pH increases, the concen-
tration of available iron decreases (Latimer, 1952; Weber et al., 2006). Phosphate,
silic acid, and calcium have a high aﬃnity of adsorption onto iron oxides, preventing
reduction of iron into plant available forms (Weng et al., 2012). An abundance of cal-
cium reduces iron availability (Brown and Jolley, 1989). The oxygenation of organic
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matter by microbes indirectly reduces iron chelated to the organic matter (Lovely,
1991). Iron oxidation is thus not just a biochemical matter. For example, it is known
that Fe(II) is oxidized abiotically by Mn(IV) and oxygen after diﬀusion into an oxic
environment, and biotically with iron oxidizing microbes (Weber et al., 2006).
1.2.3 Sulfur
Many of the compounds that give vegetables in the cruciferous and allium groups
ﬂavor are sulfur compounds (Magdoﬀ et al., 1997). Of course, for plant physiology,
sulfur is a vital component of enzymatic proteins that regulate photosynthesis and
nitrogen ﬁxation. High amounts of sulfur can act as a biocide, decreasing plant risk
of disease by pathogens and fungus (Haneklaus et al., 2007). It is also used to adjust
the pH of alkaline soils (Vossen, nd). In the soil, sulfur is present as organic sulfur
compounds, sulﬁdes, elemental sulfur, and sulfate. Sulfur, like nitrogen, has gaseous
forms. In this it diﬀers from manganese and iron. This is important as volatilization
is an alternative mechanism by which sulfur can be lost from the soil and should be
taken into consideration for agricultural management planning purposes.
Microbes are responsible for both the mobilization/mineralization of sulfur (car-
bon bound sulfur sulphate esters sulfate) and immobilization/bacterial assimila-
tion of sulfur (sulfate sulfate esters carbon bound sulfur) (Hergert, 2000; Kertesz
and Mirleau, 2004) as shown in Figure 1.5. Of these forms, only sulfate (SO4
2-) is
available for plant uptake. Plant available sulfur is released to the soil through depo-
sition by precipitation and mineralization of organic matter. When organic matter is
oxidized by bacteria, sulfates (SO3 and SO4
2-) are reduced to sulﬁdes (H2S and S
2-)
(Inglett et al., 2005).
Carbon-bound sulfur accounts for 60% of the sulfate produced that is available
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Figure 1.5: Simpliﬁed Sulfur Cycling Diagram. Indicates changes in sulfur species
as they relate to oxidation state and plant availability.
the main pool of sulfur in the soil, comprising 90% or more of total sulfur in the
soil (Tabatabai and J.M.Bremner, 1972; McGill and Cole, 1981; Nguyen and Goh,
1994; Kertesz and Mirleau, 2004). Without connecting water ﬁlms, decomposition
and mineralization of organic matter does not occur (Freney et al., 1975; Williams,
1967) resulting in less sulfate available to plants.
In anoxic conditions, organic matter can be fermented by bacterially produced
substrates that release a sustained ﬂux of sulfate ions (Rieﬂer et al., 2008). Sulfate
and hydrogen sulﬁde are produced from bacterial activity, elemental sulfur, and the
oxygen in water, in accordance with this reaction: 4H2O + 4S
0  3H2S + SO4
2=
+ 2H+ (Bottcher et al., 2001). In waterlogged conditions, sulfate-reducing bacteria
thrive, accelerating sulfate released from the organic matter to sulﬁde (H2S) (Howarth
et al., 1992). Sulﬁde (H2S), also known as swamp gas, volatilizes and can either leave
the soil or be oxidized back into elemental S as oxygen returns (Brown, 1982; Rieﬂer
et al., 2008). In addition to being more vulnerable than other mineral TEAs to
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loss from the soil proﬁle through volatilization, sulfur can also leach from the proﬁle
(Nature, 1964).
Temperature, seasonality, particle size, plant presence, pH, and iron concentra-
tions inﬂuence sulfur cycling in the soil. At higher temperatures, more sulfur is
oxidized and incorporated into soil (Fitzgerald et al., 1983; Swank et al., 1984; Chap-
man, 1989). Bacterial reduction peaks in the summer and is minimal in the winter
(Azzoni et al., 2005). Maximum sulfur oxidation is also highest in the summer months
(Edwards, 1994). The sulfur may then accumulate in the soil, but may also be lost
through leaching during the agricultural oﬀ-season. Sulfur can be physically protected
from cycling by outer aggregate soil particles (Eriksen, 1997). Greater mineralization
of sulfur is achieved with plant presence than without (Tsujiab and Goha, 1979).
Sulfur adsorption and desorption rates are controlled by pH (Edwards, 1988). Some
sulfur is retained by sesquioxides (Nature, 1964) or converted to insoluble FeS or
FeS2 (pyrite) and may be released during oxidation by Fe
3+ (Brown, 1982). Sulfur
concentrations decrease with soil depth (Tabatabai and J.M.Bremner, 1972). Studies
showing that sulfur co-precipitates with calcium are conﬂicting (Valeur and Nilsson,
1993).
1.2.4 Phosphorus
Phosphorus is the second most limiting nutrient to plant growth after nitrogen (Schacht-
man et al., 1998). It is necessary in large quantities, relative to micronutrients, for
energy transfer in photosynthetic processes and protein metabolism. Organic phos-
phorus accounts for 80% of the phosphorus in soils and thus not readily plant available
(Holford, 1997). Inorganic forms of phosphorus are present in soils as mineral oxides,
mineral phosphates, and primary phosphate minerals. Plant-available forms of phos-
phorus are in the form of phosphate ions (H2PO4
- and HPO4
2-) (Figure 1.6). Unlike
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other anions, phosphate ions are not very mobile in the soil and little remains in soil
solution. One reason for this is its aﬃnity for iron oxides, adsorption to which reduces
phosphate concentration in soil solution and thus its plant availability (de Mello et al.,
1998; Weng et al., 2012).
Phosphorus deﬁciencies that stem from the adsorptive properties of phosphate
are primarily mitigated by additions of fertilizer or organic forms of phosphorus.
But phosphate availability may also be aﬀected by the reduction and subsequent
dissolution of iron oxides which leads to its release back into the soil solution.
Anaerobic conditions promote iron reduction and dissolution from soil mineral
surfaces, and mineralization from organic sources (Willett and Higgins, 1978; de Mello
et al., 1998; Szilas et al., 1998; Chacon et al., 2006; Seng et al., 2006). Reduction of
iron oxides or oxyhydroxides are bacterially mediated by using these forms of iron as
TEAs. Indirectly, iron may be mobilized through siderophore production (Hersman
et al., 1995). When iron oxides are reduced, any phosphate ions (PO4
-) bonded or
Inputs: 
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Figure 1.6: Simpliﬁed Phosphorus Cycle Diagram. Indicates changes in phosphorus
species as they relate to oxidation state and plant availability.
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adsorbed to the iron oxides are released (Baldwin and Mitchell, 2000). It is important
to consider that the adsorptive potential of iron increases with repeated ﬂooding, as
iterations of wetting and drying cycling favor amorphous iron which bonds readily to
phosphorus (Sah and Mikkelsen, 1986b).
Under anaerobic conditions, amorphous Fe(III) is reduced and phosphate con-
centration increases (Rozan et al., 2002) resulting in an initial ﬂush of phosphate
(Baldwin and Mitchell, 2000). However, the phosphorus is not necessarily available
to plants in this chemical environment (Seng et al., 2006), perhaps due to lack of
oxygen inhibiting root respiration and therefore nutrient uptake.
During ﬂooding, phosphate concentrations are high (2535 μmol l-1) in the over-
laying water column and even higher in the soil solution (200300 μmol l-1) (Banach
et al., 2009). Changes in phosphate availability due to adsorption and desorption
occur in a matter of days. This was shown in incubation studies where the major-
ity of Fe was reduced within the ﬁrst 15 days (Chacon et al., 2006) and phosphorus
concentrations subsequently peaking between 20 to 170 days (de Mello et al., 1998).
Soils drained after a ﬂood showed peak phosphorus adsorption within the ﬁrst 15
days. Measurable adsorption rate of phosphorus was negligible during the ﬁrst 70
days, and plant-availability increased after 135 days, perhaps due to weathering of
minerals (Sah and Mikkelsen, 1986b). However, the longer a ﬁeld remains inundated,
the more phosphorus can be lost as dissolved phosphorus in the drainage water (Coale
et al., 1994).
Phosphorus immobilization is controlled by the adsorptive properties of crystalline
soil minerals kaolinite (Al2Si2O5(OH)4), gibbsite (Al(OH)3), goethite (α-FeO(OH)),
hematite (Fe2O3, α-Fe2O3) (de Mello et al., 1998), ferrihydrate ((Fe3+)2O3*0.5H2O),
and lepidocrocite (γ-FeO(OH)) (Weng et al., 2012). The adsorption of phosphorus
onto iron oxides is not inﬂuenced by bacteria, but rather an increased adsorption
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capacity of soils due to ferric iron or iron-humic, iron-humic matter complexes (Mor-
timer, 1941) and the conversion of FeS to Fe(OOH) during desiccation (Van Wick
and Groot, 1993). In an artiﬁcial sea water medium, ferrihydrate (0.5 g/L) sorbed
25% of the phosphate (2.5 mM) within the ﬁrst minute and rate of sorption reached
equilibrium within 20 hours (Jaisi et al., 2010). The aﬃnity for phosphorus to bond
with iron is high. Phosphate released from reduction of Fe(III) adsorbs to reduced
solid forms of Fe(II). Fe(III) can immobilize phosphorus in anaerobic conditions, un-
less there is sulfate present, at which time sulfate-reducing bacteria can increase the
release of phosphate by 50% during conversion of iron compounds to iron-sulﬁdes
(Roden and Edmonds, 1997).
Concentrations of phosphorus are also inﬂuenced by pH, surrounding biota, and
variations in climatic conditions. Peak concentrations of plant available phospho-
rus occur at pH 7 and diminish with either higher or lower pH (Havlin et al.,
1993). However, in exchange for carbohydrates from the plant, mycorrhizae acid-
ify the rhizosphere, absorb and transfer phosphorus previously unavailable to the
plant (Marschner and Dell, 1994; Bucking and Shachar-Hill, 2005). This may be due
to dissolution of phosphorus at lower pH (Latimer, 1952; Weber et al., 2006).
When freezing conditions wane and thawing of the soil begins, there is a ﬂush
of available phosphorus (phosphate), either liberated from soil particles or released
from ruptured plant cells (Verry, 1975). Repeated drying and wetting events increase
phosphorus release and the length of time the soil remains dry increases the amount
of phosphorus released into the soil solution upon rewetting (Schonbrunner et al.,
2012). Phosphorus sorption is elevated with increasing temperature (Rooney and
kalﬀ, 2000). However, the eﬀects of recent ﬂooding history are a more prominent
cause of phosphorus deﬁciency (Sah and Mikkelsen, 1986a).
Phosphorus is an issue of concern in Vermont because Lake Champlain suﬀers from
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excessive nutrient loading of organic and mineral phosphorus sources causing algal
blooms that can result in eutrophication (Busman et al., 2009). The most prominent
sector contributing to phosphorus entering Lake Champlain is agricultural runoﬀ
and erosion of nutrient laden sediment (EPA, 2013). The phosphorus concentrations
in Lake Champlain have received federal attention. In 2002, the EPA approved the
Lake Champlain Phosphorus TMDL (total maximum daily load) which outlined prac-
tices that would reduce phosphorus levels from particular tributaries throughout the
lake to meet agreed upon concentrations of phosphorus (Murphy, 2002). Upon re-
examination of the 2002 TMDL and a failure to meet the standards of phosphorus
reduction, the EPA disapproved Vermont's 2002 Lake Champlain Phosphorus TMDL
in 2011 (Spalding, 2011).
Unfortunately, management practices that favor phosphorus retention in the ﬁeld
by curbing erosion have not substantially increased as evidenced by higher than target
phosphorus concentrations in 11 of 13 regions of the lake in the last six years (LCBP,
2012). As Vermont's Lake Champlain Basin increasingly favors row crop production
over pasture and hay, more phosphorus is added to the landscape and cultivation
practices cause more soil left uncovered by crops, increasing soil loss by erosion (Za-
imes et al., 2004). For example, corn is a high demanding phosphorus crop requiring
fertilizer to maximize yield. Common agricultural practices for row crop cultivation
include discing, harrowing, and tilling, leaving the ground bare and susceptible to
nutrient loss from runoﬀ and erosion.
In these ﬁeld conditions, even if fertilizer applications ceased, phosphorus concen-
tration may remain high, bonded to the soil. This creates a phenomena known as
legacy phosphorus (Withers et al., 2014), when high concentrations of phosphorus
persistent without any fertilizer applications. Thus, phosphorus binding to soil par-
ticles would still be in agricultural runoﬀ and the phosphorus concentrations in Lake
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Champlain may not diminish. In addition to phosphorus laden sediment from erosion
entering Lake Champlain, anaerobic conditions from large snow melt and rain events
will increase solubilized phosphorus concentrations into the runoﬀ. It is possible that
the indirect liberation of phosphorus from iron reduction is contributing to the algal
blooms in Lake Champlain.
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STUDY RATIONAL
The topography of agricultural ﬁelds is not uniform. These variations in elevation
aﬀect productivity and may be colloquially known as ﬁeld depressions. For the pur-
poses of this study, ﬁeld depressions are deﬁned as a dip in the ﬁeld with a depth
of 0.5 meters or less and a diameter of 2 meters to 20 meters. A depression with a
depth of 0.3 meters can mean the diﬀerence in drainage classiﬁcation. Field depres-
sions are common in agricultural landscapes and are the last areas to dry out after an
event that causes soil saturation like intense rainfall, prolonged rainfall, snow melt, or
ﬂooding. These dips in the topography of a ﬁeld retain water longer than other areas
in the ﬁeld due to ponding or proximity to water table. Consequently, the length of
inundation within a depression is determined by micro-changes in elevation.
This waterlogging of the soil promotes anaerobic respiratory processes in the soil
bacteria, which in turn change the availability of nutrients through redox reactions.
These changes in soil fertility may in part be explained by a micro-topographical
gradient that determines the length of anaerobic processes within the depression.
Agricultural depressions retain water longer than the surrounding ﬁeld. Crops grow-
ing in these depression often show greater degrees of nutrient deﬁciency and disease
throughout the growing season (Kaiser et al., 2011). However, this relationship may
be confounded by natural small scale variations in soil properties as observed by
Amador et. al. (2000).
The soil nutrients most sensitive to these redox reactions are nitrogen as nitrate,
manganese, iron, and sulfur (Chen and Avnimelech, 1986). Soil concentrations of
phosphorus are indirectly aﬀected by the reduction of iron phosphate, which releases
phosphate. This study focuses on how concentrations of manganese, iron, sulfur, and
phosphorus are aﬀected by elevation. Few studies on the eﬀect of drying and rewet-
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ting of soil on availability of these nutrients have been conducted in ﬁeld conditions
(Baldwin and Mitchell, 2000).
The overarching hypothesis was that small scale variations in elevation will aﬀect
soil fertility. The aim of this study was to explore the change in plant available con-
centrations of redox-sensitive elements along a micro-topographical gradient within a
depression. It was expected that the reduction of manganese and iron oxides would
prove to increase concentrations of plant available forms of manganese and iron at the
bottom of the depression. For sulfur, the eﬀect may not be as clear, as it has a gaseous
phase. For example, reductive processes can produce hydrogen sulﬁde, a gas that can
volatilize out of the soil. For this reason, it was expected that the concentration of
sulfur would be lower at the base of the depression and not as well correlated with ele-
vation as Mn and Fe. The relationship between Modiﬁed Morgan extractable (MME)
nutrients and elevation for diﬀerent hydrological events was examined. Due to the
strong bonding potential of phosphorus and iron, the eﬀects of saturation events with
respect to elevation were also studied to examine potential impact of waterlogging on
phosphorus release via iron reduction.
The objectives of this study were to demonstrate that there are spatial and tem-
poral patterns of fertility in the depressions by testing the following hypotheses:
I. Moisture content will increase as elevation decreases within a depression.
II. Mean MME concentrations of Mn, Fe, S, and P will be inﬂuenced by water-
logging events.
III. MME concentrations of manganese and iron will increase as elevation de-
creases. MME concentrations of sulfur will decrease as elevation decreases.
IV. MME concentrations of phosphorus will be inﬂuenced by waterlogging events.
V. MME concentrations of phosphorus will correlate with MME concentrations of
iron.
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The results from this study will help gauge changes in nutrient availability in
depressions with regards to type of saturation event (a year after a natural disas-
ter, snow melt, long periods of rain, etc.). This data will help inform agricultural
producers on what to expect after a saturation event and how to best respond after
inundation. Understanding the nutrient variability ﬁeld depressions add to the land-
scape will help producers make timely decisions. For example, precision agriculture
could be used to overcome topographical eﬀects on soil fertility. Cover crops could
be utilized to ameliorate nutrient deﬁcits and host mycorrhizae (Clark, 2007). Myc-
orrhizae amendments may be used to aid in phosphorus uptake after a long lasting
snow melt or long rain event (Mustafa et al., 2010). Redox processes and associated
nutrient losses are an inseparable characteristic of inundated ﬁeld depressions and are
likely to increase in frequency given recent climate change predictions (Karl et al.,
2009). Acknowledging those conditions may help farmers make tough decisions like
whether or not to invest in costly drainage infrastructure, lose potential income by





The ﬁeld site was selected to meet the following criteria: currently under organic agri-
cultural vegetable management, located on a ﬂoodplain that ﬂoods annually, and have
naturally occurring depressions at least 0.15 meters deep with a minimum diameter of
20 meters. The location of the depression on a ﬂoodplain ensured inundation and the
depth and size of the depression ensured a suﬃcient moisture gradient during wetting
and drying. An organic farm was speciﬁed because most organic amendments release
nutrients slowly, thus a study site on an organic farm may avoid high ﬂuctuations of
nutrient concentrations that may not be the result of ﬂooding.
A ﬁeld matching this criteria was located in Burlington, Vermont at the Inter-
vale Community Farm (ICF) in an area colloquially known as The Intervale. This
particular ICF ﬁeld was on Limerick silt loam (NRCS, 2014a) (mesic Fluvaquentic
Endoaquepts) (NRCS, 2014b). This soil series is a poorly drained alluvial soil, is in
a broad depression, on a 0-3% slope, is coarse-silty, and is superactive (high CEC)
(NRCS, 2014b). Limerick silt loams have a seasonal high water table 0.0-45.7 cm,
ﬂood brieﬂy and frequently, and therefore have very limited land use (NRCS, 2008).
The average precipitation for this area is 112.0 cm. However in 2011, the research
site (Burlington, Vermont) received above average levels of precipitation with a total
of 152.2 cm of rainfall and 284.7 cm of snowfall (NOAA, 2014). The 2011 growing
season was shortened on both ends. In late April, snow melt and record rainfall
delayed the growing season with ﬂooding. Four months later, in late August, Tropical
Storm Irene deposited enough rainfall to be the second largest ﬂooding event of the
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21st and 20th centuries. The ﬂooding in the Intervale from Tropical Storm Irene was
caused by the the Winooski River exceeding the banks, which is a rare event. The
study site is unique in that it is in a ﬂood-prone ﬁeld where most ﬂooding is caused
by a high water table, the source of which is water seeping up from the lower lying
wetlands.
The data was categorized into three types of events: Post Irene, Peak and Non-
Peak. The Post-Irene category includes sampling dates in the agricultural season
following prolonged snow melt and ﬂooding from Tropical Storm Irene in 2011. Peak
water events were deﬁned as the top 12 greatest rainfalls, snowfalls, or heights of the
Winooski River Gage at Essex Junction in the 30 month sampling period between
January 1rst, 2012 and June 15th, 2014. The Advanced Hydrological Prediction Service
deﬁnes ﬂood categories as action stage at 3.0 meters and ﬂood stage at 3.7 meters for
The Intervale in Burlington (NWS, 2014).
The Peak category included sampling dates that fell within a month after a peak
water event (April 2013, June 2013, and May 2014). The Peak sampling dates were all
within a month of a gage height peak. April 2013 and May 2014 followed snow melt
events. Sampling in June 2013 occurred during the two consecutive wettest months
recorded in Vermont. Non-Peak sampling dates (August 2013 and June 2014) were
after a month of a Peak event. The Post-Irene data set includes samplings dates in
May 2012 and October 2012. Table 2.1 lists the dates and their categorization. Figure
2.1 shows weather conditions, agronomic practices, and sampling dates. Throughout
this paper the remaining tables will have a date column with footnotes that indicate
category, ♦ is First Year After T.S. Irene,  is Peak, and  is Non-Peak. In the mean
column, values sharing common letters are statistically similar.
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Table 2.1: Data Categorization into Three Event Classes
Category Symbol Sampling Date
Post-Irene ◊ May 2012, October 2012
Peak ‡ April 2013, June 2013, May 2014
Non-Peak † August 2013, June 2014
2.1.1 Field Management, Environmental Conditions, and Sampling
Dates
During harvest in the late summer of 2011, the ﬂoodwaters of Tropical Storm Irene


































































































































Figure 2.1: Sampling Dates, Field Management, and Peak Events .
P Sampling Date  Field Management
# 12 Greatest Daily Rainfall Event (3.0 - 5.8 cm)
' 12 Greatest Snowfall Event (8.9 - 38.6 cm)
a 12 Greatest Gage Height Event (3.1 - 5.0 meters)
 Flood Stage - - Action Stage
Where the 12 greatest daily rainfall, snowfall, and gage height events are the top
twelve events over a 30 month period (01/01/2012 - 06/15/2014). Action Stage,
when the river reaches 3.0 meters, is the NOAA recommended Winooski River Gage
height to prepare for ﬂooding in the Intervale and Flood Stage is the Winooski River
gage height, when the river reaches 3.7 meters, that the Intervale begins to ﬂood.
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management occurred. Cover crops were not planted. The following year, in late
April 2012, the research site was chisel plowed and on May 30th, a variety of storage
squash were transplanted. May 2012 samples were taken after the ﬁeld was plowed,
but before squash was transplanted. The ﬁeld was mechanically cultivated throughout
the season as needed and on September 20th, winter rye was seeded as a cover crop.
Samples were taken in October 2012 when the cover crop was just emerging with a
height of two to three inches.
After snow melt in April 2013, soil samples were collected. In mid-June 2013, the
winter rye was cut, harvested, and then disced. Sampling in June occurred after the
rye was cut, but before it was disced. The June 2013 samples followed the wettest two
consecutive months recorded in Vermont. May and June received a higher amount of
precipitation than any other two months in Vermont's recorded history. Another set
of soil samples were taken under dry conditions in August 2013. Between September
27th and October 4th, stands of wheat and rye were seeded as cover crops, leaving a
section on the end of the ﬁeld free of seed. On April 3rd 2014, the research site was
frost seeded with Alsike clover at 12-15 kilograms per hectare. Thirty-ﬁve days later,
May soil sampling initiated. One month from the start of the May sampling, the
June 2014 soil samples were collected. Despite the 2013 and 2014 cover crop seeding,
the research site remained dominated by smartweed (Polygonum pensylvanicum L.)





Sampling dates, number of samples, and other parameters surrounding soil sample
analysis are presented in Table 2.2. During each sampling date, soil samples were
collected from randomly selected locations within a single depression. During the
last two sampling dates in May 2014 and June 2014, soil samples were collected
in three additional depressions and randomly selected points between depressions
(Scattered set). The undisturbed soil samples were taken by forcing 5-cm diameter
X 5-cm long plastic core sleeves into the soil. Cores were extracted from the soil with
a trowel, placed in a bag and put in a 4°C walk-in cooler and dried within three days
with the exception of October 2012 which was kept in the cooler for 16 days, June
2013 which was kept in the cooler for 12 days, and August 2013 which was kept in
the walk-in cooler for 40 days. Topographic survey was used to determine relative
position and elevation of each sampling point. Soil samples were analyzed for pH,
moisture, organic matter, and fertility with Modiﬁed Morgan extract (MME) with
the ICP (inductively couple argon plasma spectrometry). Nutrient results were used
to calculate cation exchange capacity.
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Table 2.2: Sampling Dates and Analysis Parameters. Includes sampling date, num-
ber of samples, pH method, lab where analysis was conducted, storage length between






Lab Where Analysis 
was Conducted
Storage Length 
Between Analysis Event Type
May 03, 2012 60 CaCl2 University of Maine < 3 Days Post-Irene
Oct. 18, 2012 27 CaCl2 University of Maine 16 Days Post-Irene
April 07, 2013 24 R.O. University of Vermont < 3 Days Peak
June 21, 2013 30 CaCl2 University of Vermont 12 Days Peak




43 CaCl2 University of Maine < 3 Days Peak
Depression : 
May 19th
39 CaCl2 University of Maine < 3 Days Peak
Depression 3: 
May 14th
33 CaCl2 University of Maine < 3 Days Peak
Depression 4: 
May 14th
33 CaCl2 University of Maine < 3 Days Peak
Scattered: 
May 14th
19 CaCl2 University of Maine < 3 Days Peak
June 9, 2014
Depression 1 33 CaCl2 University of Maine < 3 Days Non-Peak
Depression 2 32 CaCl2 University of Maine < 3 Days Non-Peak
Depression 3 33 CaCl2 University of Maine < 3 Days Non-Peak
Depression 4 32 CaCl2 University of Maine < 3 Days Non-Peak
Scattered 19 CaCl2 University of Maine < 3 Days Non-Peak
2.3 Laboratory Analysis
2.3.1 pH
June 2013 samples were measured for pH with the same method the Maine Laboratory
utilized. Five cm3 of ground soil was placed in 10 mL of 1M CaCl2 in deionized water
and stirred. After 30 minutes, the Accumet Basic AB15 pH meter was utilized to
measure pH. There was not enough soil to remeasure April 2013 and August 2013
with the salt buﬀered method. Instead, a Mettler Toledo SevenEasy pH meter was
used to measure pH. A 1:10 ratio of dry soil to water was used. A standard weight
of 4.0 grams of soil was placed 40 mL of reverse osmosis (R.O.) water, stirred, and
then measured after 10 minutes. Both pH meters was calibrated using 4.0 and 7.0
standards. Soil was dried, ground, and sieved through 2 mm mesh.
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2.3.2 Moisture and Organic Matter
Mass moisture and organic matter were measured gravimetrically as a percentage of
oven-dry weight. To determine mass moisture, fresh soil samples were weighed and
then the oven-dry-weight of the soil samples were determined by drying at 55°C in a
General Signal Blue M Electric oven until the soil sample had a constant weight.







Subsequently, soil organic matter (SOM) was measured by loss on ignition (LOI),
following the same standard procedure recommended by the The Northeast Coordi-
nating Committee for Soil Testing in both laboratories (Schulte and Hoskins, 2011).
Between ﬁve and ten grams of dry soil were placed in crucibles in a furnace for
two hours at 110°C and weighed. Then heated at 375°C for two hours, cooled to





2.3.3 Soil Mineral Extraction
Extraction methods followed procedures recommended by The Northeast Coordinat-
ing Committee for Soil Testing (Wolf and Beegle, 2011). Hereafter, concentrations
of elements are reported in terms of results produced by Modiﬁed Morgan extraction
(MME) (1.25M ammonium acetate, pH 4.75). Soil samples were dried at 55°C in a
General Signal Blue M Electric oven until dry, ground with pestle and mortar, then
sieved through 2 mm mesh. Soil was weighed on a Metler Toledo PL303 scale to 4.000
grams. Soil was placed on a rack of 12 Erlenmeyer ﬂasks. Modiﬁed Morgan extract
(ammonium acetate, pH 4.8 +/- 0.05) was added at a volume of 20 mL. The extracts
were then shaken on an Eberbach reciprocal shaker for 15 minutes.
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The extracts were ﬁltered through 9m Ahlstrom Filter Paper into funnel tubes.
Extracts were ﬁltered a second time if the extract contained sediment. Filtered ex-
tracts were placed into ICP tubes to measure concentrations of macro and micro
nutrients (available phosphorus, potassium, magnesium, aluminum, calcium, zinc,
sulfur, manganese, boron, copper, iron, sodium) with inductively couple argon plasma
spectrometry (ICP). To get average mg/kg of an element in the soil, the ICP mea-
surement was multiplied by ﬁve (the dilution factor of the extract). Soil fertility for
sample sets in 2013 were measured in this manner.
2.3.4 CEC Calculation
The equation used to calculate the cation exchange capacity was the same at the







(Ross and Ketterings, 2011). The denominator is the
equivalent weight of the element speciﬁed and is determined by dividing the atomic
weight by number of valences.
2.3.5 Quality Control for Soil Mineral Measurements
For every ten soil samples, one soil quality control sample (QC 42) and one duplicate
soil sample was included. QC 42 was a soil standard used by both laboratories
to ensure consistency within and between testing facilities. Each set also included
one ﬁltered and one unﬁltered Modiﬁed Morgan extract. Quality control standards
used for calibration were analyzed every ten samples and samples were re-run if
measurements of the standards were ±10% that of the expected .
dsﬀasfsafsafsafasdfsafasdfasfsafdasdfdsadfsafasdfasdfasfasfasfasfsafsafasfdas
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2.3.6 Reconciling Laboratory Measurement Diﬀerences of Soil Minerals
Both testing facilities measured macro and micro nutrients with Modiﬁed Morgan
extract with ICP, with the exception of phosphorus which was measured by Lachat
by the University of Maine. Sulfur is measured at both labs with ICP, but in Maine a
nitrogen purge was used to eliminate oxygen, which inﬂuences sulfur measurements,
from the plasma chamber. To account for measurement diﬀerences in phosphorus
and sulfur between Maine and Vermont laboratories, results of phosphorus and sulfur
analysis were adjusted based on the ratio of QC 42 between labs. Maine reports
available phosphorus with Lachat machinery at an average of 3.45 mg/kg. The average
QC 42 measurement from Maine using ICP is 7.9 mg/kg. The ratio Maine Lachat
to Maine ICP results is 7.45:3.45, or a factor 2.16 mg/kg. To adjust Maine Lachat
measurement to be similar to ICP measurements, Maine Lachat phosphorus results
were multiplied by 2.29. A similar rational was used to adjust sulfur readings between
the labs to make them more comparable. The UVM QC 42 average was 52.43 mg/kg
with standard deviation ranging between 2.90 and 3.66 for the three 2013 sampling
dates. Maine QC 42 average is 33.72 mg/kg. To adjust for these diﬀerences, the
UVM sulfur results were multiplied by .64 (33.72/52.43).
2.4 Analytical Methods
2.4.1 Surveying Calculations
A Northwest Instrument Inc. NSL500B transit level was used to measure location
(x,y) and elevation (z). There are three sets of measurements that the surveying
equipment employs, using the instrument position as origin. The diﬀerence between
high and low stadia on the rod, multiplied by 100 measures the distance from origin
(instrument position). The angle (degrees and minutes), is calculated into radians to
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determine the x, y coordinates. The following equation was used to calculate the x
coordinates: distance*cosine(radians). The following equation was used to calculate y
coordinates: distance*sine(radians). The center stadia on the rod measures elevation
(z). These measurements were recorded for sampling dates in 2012 and 2013. In 2014,
a tape measure was used to measure distance. In July 2014, sampling locations were
not resurveyed. Instead, soil samples were taken within 5 cm along similar elevation
of May 2014 sampling locations.
2.4.2 Data Analysis
All statistical calculations were performed using JMP Pro 11.0 (SAS Institute Inc.).
Normality of distribution of moisture, manganese, iron, and sulfur by elevation and
phosphorus by iron for each sampling date were not normal as determined by testing
the residuals by the Shapiro-Wilk Continuous Goodness-of-Fit test (p<0.0001). As
such, to determine if data could be deﬁned by categories, Wilcoxon/Kruskal-Wallis,
was ﬁrst used, followed by nonparametric comparison of each pair using the Wilcoxon
method to identify mean concentrations by dates that may be similar to each other.
Linear regression analysis was employed to calculate correlation of manganese, iron
and sulfur by elevation and phosphorus concentrations with iron. Signiﬁcance was
determined at p<0.1000 (Table 2.3).
Table 2.3: Categorization of P-Value Level of Signiﬁcance. No star in summary
column indicates no statistical signiﬁcance.
Level of Significance P-value Summary
High <0.0001 ***
Moderate 0.0001 - 0.0500 **
Low 0.0500 - 0.1000 *





3.1.1 General Moisture Behavior
Soil moisture is dependent on evaporation rates, water table height, soil type, canopy
cover, slope, length of precipitation, rate of precipitation, time from last precipitation
event, etc. which may result in large spatial and temporal variations. Mean moisture
levels are dependent on type of preceding water event and do not necessarily indicate
anaerobic respiration or Eh potential. Moisture measured on a particular date would
be highly dependent on antecedent moisture conditions and would be aﬀected by the
above processes. Although moisture is unlikely to reﬂect current redox potential,
which is also dependent on the length of antecedent moisture conditions, an assess-
ment of moisture with elevation could conﬁrm the underlying mechanisms that occur
in the depression,
Diﬀerence AmongMoisture Means by Dateadsﬀasfsafsafsafasdfsafasdfasfsafdasdfdsadfsafasdfasdfasfasfasfasfsafsafasfdas
The range of mean moisture content was from a low of 28.36% in August 2013 to a high
of 40.28% in May 2012 (Table 3.1). The greatest coeﬃcient of variation, CV, (10.51%)
was on May 2012. The CV of all other dates (1.99%-5.21%) was less than half the
greatest CV. Nonparametric comparisons for each pair using the Wilcoxon method
showed that the means were statistically diﬀerent among the dates (p<0.0036).
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Table 3.1: Statistical Parameter Estimates for Moisture Distribution. Also listed
are parameters of linear regression between moisture and elevation in Depression 1
by sampling date. Letter by mean values denote signiﬁcant diﬀerence when letters
are diﬀerent. R2 values are in bold when 0.20 or higher.
Date n
Percent Moisture Linear Regression Parameters
Mean Std CV(%) Slope Intercept SE R2 P(t)
May 2012◊ 60 40.28a 4.23 10.51 - 0.116 42.13 0.05 0.08 0.0278**
Oct. 2012◊ 27 36.56b 1.91 5.21 - 0.172 38.21 0.07 0.20 0.0206**
Apr. 2013‡ 24 38.15c 1.31 3.43 - 0.128 38.93 0.06 0.35 0.0464**
June 2013‡ 30 31.75d 1.56 4.91 - 0.154 32.67 0.77 0.12 0.0562*
May 2014‡ 43 35.17e 1.80 5.11 - 0.230 37.46 0.04 0.49 <0.0001***
Aug. 2013† 30 28.36f 1.17 4.12 - 0.114 29.10 0.05 0.15 0.0364**
June 2014† 33 29.49g 0.59 1.99 - 0.008 29.59 0.02 0.001 0.7066
The data showed that mean moisture content signiﬁcantly varied through the
sampling period. This data was conﬁrmed by a mean moisture decrease of 4.7%
from all four depressions in May 2014 (Peak) (Table 3.2) with depressions in June
2014 (Non-Peak) (Table 3.3). The mean moisture content between the two dates and
among all four depressions and Scattered set were signiﬁcantly diﬀerent (p<0.0001).
Diﬀerences in MeanMoisture Among Depressionsadsﬀasfsafsafsafasdfsafasdfasfsafdasdfdsadfsafasdfasdfasfasfasfasfsafsafasfdas
Spatial diﬀerences within a ﬁeld were assessed by using data from the four depressions
in May and June 2014 (Table 3.2 and Table 3.3). After snow melt in May 2014, the
mean moisture content of the four depressions and the scattered set were signiﬁcantly
diﬀerent from each other in most cases (p<0.0194 or less), but not all. However, in
June 2014, as the water table receded and warmer temperatures caused more evapo-
ration, mean moisture content was signiﬁcantly diﬀerent among the depressions and
scattered set. The data suggested that mean moisture content among depressions
were more variable during drying conditions than in the saturated conditions.
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Table 3.2: May 2014: Statistical Parameter Estimates for Moisture Distribution.
Also listed are parameters of linear regression between moisture and elevation in
Depressions 1-4 and Scattered Set. Letter by mean values denote signiﬁcant diﬀerence
when letters are diﬀerent. R2 values are in bold when 0.20 or higher.
Date n
Percent Moisture Linear Regression Parameters
Mean Std CV (%) Slope Intercept SE R2 P(t)
Dep. 1 43 35.17ab 1.80 5.11 - 0.230 37.46 0.04 0.49 <0.0001***
Dep. 2 39 35.61b 0.85 2.38 - 0.055 35.80 0.06 0.02 0.3606
Dep. 3 33 35.97c 0.95 2.63 - 0.087 36.40 0.52 0.08 0.1069
Dep. 4 33 34.71ac 1.33 3.84 - 0.314 35.96 0.09 0.31 0.0009**
Scattered 19 33.59d 1.64 4.88 - 0.032 33.94 0.08 0.01 0.6754
Table 3.3: June 2014: Statistical Parameter Estimates for Moisture Distribution.
Also listed are parameters of linear regression between moisture and elevation in
Depressions 1-4 and Scattered Set. Letter by mean values denote signiﬁcant diﬀerence
when letters are diﬀerent. R2 values are in bold when 0.20 or higher.
Date n
Percent Moisture Linear Regression Parameters
Mean Std CV (%) Slope Intercept SE R2 P(t)
Dep. 1 33 29.49a 0.59 1.99 - 0.008 29.59 0.02 0.01 0.7066
Dep. 2 32 29.14b 0.46 1.59 - 0.026 29.23 0.04 0.02 0.4686
Dep. 3 33 31.71c 0.85 2.69 - 0.119 32.30 0.04 0.20 0.0113**
Dep. 4 32 30.78d 1.01 3.28 - 0.201 31.58 0.07 0.22 0.0064**
Scattered 19 30.86b 1.23 3.99 - 0.031 31.19 0.06 0.02 0.5865
3.1.2 Hypothesis 1 Assessment
The data across all dates and among all depressions had a similar inverse linear
trend and six of the seven dates had signiﬁcant inverse linear relationships between
moisture and elevation. This research shows that higher moisture content was found
at lower elevations (Figure 3.1). Furthermore, as much as 49% of the variability
was explained by changes in elevation (R2). Based on the evidence, Hypothesis 1 is
supported. Similar trends were found among the Depressions and between the two




Figure 3.1: Relationship between Moisture and Elevation by Date. Shows linear re-
gression of soil moisture content by elevation on all seven sampling dates in Depression
1. The shaded area represents the 95% conﬁdence interval.
It is interesting to note that the linear relationship was not sustained between
the two closest consecutive dates, May 2014 and June 2014. Table 3.2 and Table 3.3
show statistical parameters of the linear regression between moisture and elevation
in the four depressions for those dates. The ﬁeld was not subjected to any agronomic
practices between these two dates. However, the temperature did increase and the
smartweed (Polygonum pensylvanicum L.) pressure was high in June. These changes
in weather and ﬁeld conditions may have contributed to more even distribution of
moisture, in particular, the smartweed had potential to increase evapotranspiration
rates and buﬀer climatic eﬀects. Furthermore, R2 values were generally lower in
June 2014 than in May 2014. The variability of mean moisture content explained by
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elevation in cool wet conditions decreased when soils dried, temperatures rose, and
plant growth was higher.
Peak Non-Peak
Category
Figure 3.2: Relationship between Moisture v. Elevation by Date and Location.
Shows linear regression of soil moisture content by elevation in Depressions 1-4 and




3.2.1 General Manganese Behavior
As the second terminal electron acceptor (TEA) after nitrogen-nitrate, manganese
oxides are one of the ﬁrst compounds sensitive to reducing conditions. It can take
a week of saturation before manganese begins to be reduced (Patrick and Turner,
1968). This causes an initial ﬂush of ionic manganese which may be lost from the
soil proﬁle through leaching (Schulte and Kelling, 1999). However, as oxygen returns
to the soil, a fraction of the manganese ions precipitates back into manganese oxides.
Another fraction may be absorbed by plants. Manganese precipitation occurs more
quickly in soils that experience greater and more frequent ﬂuctuations between aerobic
and anaerobic conditions than in soils with more constant redox conditions (Tebo
et al., 2005). The more frequent the ﬂuctuations between these two states, the more
manganese oxides will be in an amorphous form, a form that is soluble by Modiﬁed
Morgan extractions (MME).
The average levels of MME-manganese in Vermont soils is 14.0 ppm (AETL, 2013).
In this study, the 2012 sampling dates fell below this average, but recovered in the
following years. Over the 30 month sampling period, the diﬀerence among means by
date was as high as 59.83 ppm, ﬂuctuating between a low of 4.07 ppm in May 2012
and a high of 63.90 ppm in June 2013 (Table 3.4, Figure 3.3). The mean MME-
manganese concentrations varied temporally within Depression 1 among sampling
dates (Table 3.4). Furthermore, a similar trend was observed when comparing the
changes in MME-manganese among the four depressions in May 2014 and June 2014
(Table 3.5 and Table 3.6). However, mean MME-manganese concentrations among
the depressions in May 2014 were signiﬁcantly diﬀerent from each other, with the
exception of the following three pairs: Depression 2, Depression 4, and the Scattered
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Set (Table 3.5). In June 2014, there were two sets of pairs that were statistically
similar (Depression 1 with Depression 2 and Depression 4 with the Scattered Set)
(Table 3.6).
Table 3.4: Statistical Parameter Estimates for Manganese Distribution. Also listed
are parameters of linear regression between MME-manganese and elevation in Depres-
sion 1 by sampling Date. Letter by mean values denote signiﬁcant diﬀerence when
letters are diﬀerent. R2 values are in bold when 0.20 or higher.
Date n
Manganese (ppm) Linear Regression Parameters
Mean Std CV (%) Slope Intercept SE R2 P(t)
May 2012◊ 60 4.07a 0.55 13.64 - 0.014 4.29 0.01 0.07 0.0416**
Oct. 2012◊ 27 4.85b 0.54 11.08 + 0.023 4.62 0.02 0.05 0.2845
Apr. 2013‡ 24 38.14c 6.14 16.24 + 0.151 36.87 0.31 0.01 0.6302
June 2013‡ 30 63.90d 33.40 52.27 - 5.650 97.76 1.41 0.37 0.0004**
May 2014‡ 43 33.50e 28.21 84.20 - 2.785 61.23 0.68 0.29 0.0002**
Aug. 2013† 30 27.14f 3.07 11.30 + 0.106 26.44 0.15 0.02 0.4711
June 2014† 33 25.11e 6.28 24.99 - 0.301 28.65 0.23 0.05 0.1948
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Table 3.5: May 2014: Statistical Parameter Estimates for Manganese Distribution.
Also listed are parameters of linear regression between MME-manganese and eleva-
tion in Depressions 1-4 and Scattered Set. Letter by mean values denote signiﬁcant
diﬀerence when letters are diﬀerent. R2 values are in bold when 0.20 or higher.
Date n
Manganese (ppm) Linear Regression Parameters
Mean Std CV(%) Slope Intercept SE R2 P(t)
Dep. 1 43 33.50a 28.21 84.20 - 2.785 61.23 0.68 0.29 0.0002**
Dep. 2 39 29.46b 8.66 29.38 - 1.831 35.85 0.54 0.24 0.0017**
Dep. 3 33 50.35c 17.92 35.59 - 3.250 66.38 0.85 0.32 0.0006**
Dep. 4 33 34.09b 15.25 44.74 - 2.636 44.59 1.07 0.16 0.0194**
Scattered 19 41.40b 25.66 61.99 + 2.002 20.04 1.08 0.17 0.0819*
Table 3.6: June 2014: Statistical Parameter Estimates for Manganese Distribution.
Also listed are parameters of linear regression between MME-manganese and eleva-
tion in Depressions 1-4 and Scattered Set. Letter by mean values denote signiﬁcant
diﬀerence when letters are diﬀerent. R2 values are in bold when 0.20 or higher.
Date n
Manganese (ppm) Linear Regression Parameters
Mean Std CV(%) Slope Intercept SE R2 P(t)
Dep. 1 33 25.11a 6.28 24.99 - 0.301 28.65 0.23 0.05 0.1948
Dep. 2 32 24.26a 4.18 17.23 - 0.256 25.14 0.32 0.02 0.4259
Dep. 3 33 39.65b 8.37 21.10 - 2.158 50.30 0.29 0.65 <0.0001***
Dep. 4 32 39.15c 29.31 74.86 - 4.057 55.46 2.13 0.11 0.0669*
Scattered 19 28.01c 4.70 16.77 + 0.389 27.60 0.22 0.00 0.8599
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3.2.2 Hypothesis II Assessment: Diﬀerences by Category
The Kruskal-Wallis test showed that the mean MME-manganese concentrations in
each category were signiﬁcantly diﬀerent from each other (Chi2<0.0001) and the
nonparametric each pair comparison Wilcoxon test indicated diﬀerences among all
category pairs (p<0.0001). Given this evidence, Hypothesis II is supported. Speciﬁ-
cally, the post-Irene sampling dates (May 2012 and Oct. 2012) had the lowest mean
MME-manganese concentrations (4.31 ppm), the dates in the Peak category had the
highest mean MME-manganese concentration (43.96 ppm), while the Non-Peak mean
MME-manganese concentrations were in between (26.08 ppm) (Figure 3.3).
The mean MME-manganese concentrations in the Post-Irene category were only 1
3
that of the Vermont soil average (AETL, 2013). These low levels were potentially due
to the combination of leaching from the 2011 heavy spring snow melt and Tropical
Storm Irene ﬂoodwaters. The soil remained wet for long periods of time during these
two extreme events. In these conditions, iron oxides can be reduced and the resulting
ferrous ions (Fe2+) can also reduce manganese oxides. Thus, the longer a soil remains
saturated, the more manganese oxides can be reduced.
The mean MME-manganese concentrations on each date within each category
were also signiﬁcantly diﬀerent from each other underscoring the dynamic nature of
Mn redox (Kruskal-Wallis, Chi2<0.0001). Almost all data pairs were statistically
diﬀerent (Wilcoxon each pair, p<0.0058) except for Depression 1 on May 2014 and
June 2014 (Wilcoxon each pair, p<0.1697) (Table 3.4). Although this pair was from
two separate categories (Peak and Non-Peak), the time diﬀerence between these two
sampling dates was shortest (within 26 days). In May 2014, mean MME-manganese
concentrations in Depression 2, Depression 4, and Scattered sets were similar to each
other (Kruskal-Wallis, Chi2>0.2020) and Depression 1 and Depression 3 were statis-
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tically diﬀerent from each other (Kruskal-Wallis, Chi2<0.0086) (Table 3.5). In June
2014, mean MME-manganese concentrations in Depression 1 and Depression 2 were
similar to each other (Kruskal-Wallis, Chi2= 0.3414) as well as Depression 4 and the
Scattered Set (Kruskal-Wallis, Chi2= 0.2463). Mean MME-manganese concentration
in Depression 3 was statistically diﬀerent from the others in June 2014(Kruskal-Wallis,
Chi2<0.0017).
The highest mean MME-manganese concentrations were observed on all three
sampling dates in the Peak category. It is noteworthy that the absolute mean MME-
manganese concentration in May 2014 was not signiﬁcantly diﬀerent from June 2014,
two dates that were categorized diﬀerently. However, the May 2014 had a much
higher CV (84.20%) than the CV in June 2014 (25.11%). The higher percent CV in
May 2014 may be result of elevated MME-manganese concentrations. These outliers
or hotspots may have been caused by longer saturated conditions at the bottom of




Figure 3.3: Mean Manganese Concentrations by Date. Box plot shows mean MME-
manganese for all sampling dates in Depression 1 arranged by event type categories
(Post-Irene, Peak, and Non-Peak). Line in center of box represents median sample
value. The ends of the box represent the 75% and 25% quantiles. Whiskers show
upper and lower limits of data range (excluding outliers). Points represent outliers.
The Non-Peak mean MME-manganese concentrations (26.08 ppm) were closest
to the study average (25.43 ppm) and over 10 ppm higher than the Vermont average
(AETL, 2013). The sampling dates in the Non-Peak category occurred at least one
month after a peak event, a period of time assumed to be long enough to produce
stable, oxygenated redox conditions.
However, an extreme event, such as Tropical Storm Irene, has the potential to de-
press manganese concentrations for a long period of time through reducing conditions
and subsequent leaching. In this case, it took a full season to recover, as evidenced by
an increase in MME mean manganese concentration as high as 59.83 ppm from 2012
to 2013 (no amendments were added). A signiﬁcant saturation event, but more minor
than a natural disaster, such as the long rainy period and warm temperatures of June
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2013, may have accelerated the reduction of manganese without causing signiﬁcant
leaching, leading to higher levels of extractable manganese (Sparrow and Uren, 2014).
3.2.3 Hypothesis III Assessment: Diﬀerences by Elevation and Date
Given the statistical inverse relationships in three of the seven dates, the consistent
inverse linear relationships in May 2014 (p<0.0194), and as much as 65% (R2, De-
pression 3, June 2014) of the MME-manganese variability explained by elevation, the
data supports Hypothesis III: MME-manganese concentrations increased with lower
elevation. Linear regression analysis of MME-manganese concentration by elevation,
showed both direct and inverse linear trends (Figure 3.4 and Figure 3.5). These sta-
tistically signiﬁcant inverse linear relationships were on May 2012 (the ﬁrst sampling




Figure 3.4: Relationship between Manganese and Elevation by Date. Shows linear
regression of MME-manganese concentrations by elevation on all seven sampling dates
in Depression 1. The shaded area represents the 95% conﬁdence interval.
In May 2014, all four depressions had inverse linear relationships between MME-
manganese concentrations and elevation (p<0.0194). These linear relationships did
not consistently continue in June 2014, as only Depression 3 had a signiﬁcant linear
relationship. Although, the trends still showed higher MME-manganese concentra-
tions at the bottom of the Depressions. This data supports Hypothesis III, as it was




Figure 3.5: Relationship between Manganese and Elevation by Date and Location.
Shows linear regression of MME-manganese concentrations by elevation in Depres-
sions 1-4 and Scattered Set in May 2014 and June 2014. The shaded area represents
the 95% conﬁdence interval.
It is interesting to note, that the Scattered Sets on in May 2014 and June 2014 did
not follow the inverse linear trends of the depressions. Although, these trends were
not statistically signiﬁcant, the minor positive slope on both dates was indicative
of diﬀerent behaviors of mean MME-manganese concentrations within depressions
and outside of them. The space between soil samples was greater outside of the
depressions than within and were therefore subject to greater soil property varia-
tions other than elevation contributing to overall nutrient variability. Similar dif-
ferences are found when comparing the means among depressions. For example, in
May 2014 mean MME-manganese concentrations were signiﬁcantly diﬀerent among
the four depressions and Scattered Set (Kruskal-Wallis, Chi2<0.0086), with the ex-
ceptions of the similarities between Depressions 2, Depression 4, and the Scattered
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(Wilcoxon, p>0.2020). In the following month, June 2014, mean MME-manganese
concentrations were signiﬁcantly diﬀerent among the four depressions and Scattered
Set Kruskal-Wallis, Chi2<0.0017) with the exceptions of Depression 1 and Depression
2; Depression 4 and the Scattered set (Wilcoxon, p<0.2463) (Table 3.6).
3.3 Iron
3.3.1 General Iron Behavior
Iron oxides are the third TEA acceptors after nitrate and manganese oxides. Iron
is 40X more prevalent in the soil than manganese (McKelvey et al., 1983). As a
result of its relative dominance, iron-related redoximorphic features are used as a
prime indicator of soil morphology and drainage class. However, the mean MME-
iron concentration in Vermont soil is 7 ppm, half the amount of manganese (AETL,
2013). Furthermore, amorphous and thus extractable iron, increases with frequency
of inundation (Sah and Mikkelsen, 1986b), similar to manganese.
Results from this study may conﬁrm the above assertion that amorphous iron
increases with frequent inundation, as mean MME-iron concentrations from Depres-
sion 1 from all dates (9.56 ppm) was above the Vermont average (Table 3.7). The
research site has a high seasonal water table close to the surface resulting in the
reddish-orange hues and redoximorphic features of the soil samples collected in Au-
gust 2013 and May 2014. The mean MME-iron concentration decreased slightly in
2012, increased throughout 2013 with twice the Vermont average at a high of 14.77
ppm in August (Table 3.7). The mean MME-iron concentration decreased by 3.85
ppm from May 2014 to June 2014, although this diﬀerence was not statistically sig-
niﬁcant. These changes may reﬂect moisture, duration of inundation, temperature,
or agronomic practices. For example, the lowest mean MME-iron concentration was
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in October 2012 in cool temperatures and after high soil disturbance of tilling and
planting rye. The rise in MME-iron concentrations from April 2013 to August 2013,
corresponded to rye growth and root decomposition following harvest in June 2013.
Mean MME-iron concentration decreased from May 2014 to June 2014 when an in-
crease in temperature coupled with drying of soil may have favored oxidation of Fe(III)
(Figure 3.6).
It is possible that the sequence of when the iron and manganese are utilized as
TEAs caused some of the diﬀerences in the behavior of the extractable fraction of these
two elements. MME-iron concentrations were less variable than MME-manganese
concentrations among sampling dates. Seven pairs of MME-iron means were not
signiﬁcantly diﬀerent, Wilcoxon, p>0.0802 (Table 3.7). In comparison, one pair of
MME-manganese means were not signiﬁcantly diﬀerent (Table 3.4), This suggests
that variation in moisture between sampling dates aﬀected MME-manganese more,
which may be expected given preceding placement of manganese in the TEA sequence.
Furthermore, in Depression 1, MME-iron had greater CVs than MME-manganese, but
varied less over time than MME-manganese whereas MME-manganese had lower CVs
and varied less in space at the depression scale (Table 3.7, Table 3.8, and Table 3.9).
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Post-Irene Peak Non-Peak
Figure 3.6: Mean Iron Concentrations by Date. Box plot shows mean MME-iron
for all sampling dates in Depression 1 arranged by event type categories (Post-Irene,
Peak, and Non-Peak). Line in center of box represents median sample value. The
ends of the box represent the 75% and 25% quantiles. Whiskers show upper and lower
limits of data range (excluding outliers). Points represent outliers.
Table 3.7: Statistical Parameter Estimates for Iron Distribution. Also listed are
parameters of linear regression between MME-iron and elevation in Depression 1 by
sampling date. Letter by mean values denote signiﬁcant diﬀerence when letters are
diﬀerent. R2 values are in bold when 0.20 or higher.
Date n
Iron (ppm) Linear Regression Parameters
Mean Std CV (%) Slope Intercept SE R2 P(t)
May 2012◊ 60 7.07a 5.50 77.91 - 0.338 12.47 0.54 0.41 <0.0001***
Oct. 2012◊ 27 4.76a 1.08 22.63 - 0.034 5.08 0.04 0.02 0.4456
Apr. 2013‡ 24 9.70bc 2.03 21.24 + 0.054 9.23 0.10 0.01 0.6034
June 2013‡ 30 9.98be 5.45 54.56 - 0.714 14.26 0.25 0.22 0.0091**
May 2014‡ 43 12.68f 4.83 38.08 - 0.290 15.57 0.13 0.11 0.0321**
Aug. 2013† 30 14.77bdf 11.24 76.06 - 0.896 20.64 0.51 0.10 0.0901*
June 2014† 33 8.83cde 3.28 37.09 - 0.224 11.46 0.11 0.11 0.0601*
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Table 3.8: May 2014: Statistical Parameter Estimates for Iron Distribution. Also
listed are parameters of linear regression between MME-iron and elevation in Depres-
sions 1-4 and Scattered Set. Letter by mean values denote signiﬁcant diﬀerence when
letters are diﬀerent. R2 values are in bold when 0.20 or higher.
Date n
Iron (ppm) Linear Regression Parameters
Mean Std CV (%) Slope Intercept SE R2 P(t)
Dep. 1 43 12.68a 4.83 38.08 - 0.290 15.57 0.13 0.11 0.0321**
Dep. 2 39 8.91b 2.46 27.56 - 0.085 9.21 0.17 0.01 0.6306
Dep. 3 33 26.06c 7.98 30.27 - 1.09 31.46 0.41 0.19 0.0121**
Dep. 4 33 7.44d 2.70 36.30 - 0.340 8.80 0.20 0.09 0.0957*
Scattered 19 13.00ab 7.66 58.87 + 0.403 8.70 0.34 0.08 0.2524
Table 3.9: June 2014: Statistical Parameter Estimates for Iron Distribution. Also
listed are parameters of linear regression between MME-iron and elevation in Depres-
sions 1-4 and Scattered Set. Letter by mean values denote signiﬁcant diﬀerence when
letters are diﬀerent. R2 values are in bold when 0.20 or higher.
Date n
Iron (ppm) Linear Regression Parameters
Mean Std CV (%) Slope Intercept SE R2 P(t)
Dep. 1 33 8.83a 3.28 37.09 - 0.224 11.46 0.11 0.11 0.0601*
Dep. 2 32 10.6b 3.24 29.54 - 0.119 11.37 0.25 0.01 0.6326
Dep. 3 33 28.03c 10.24 36.53 - 1.736 36.59 0.50 0.28 0.0016**
Dep. 4 32 9.39a 8.02 85.37 - 0.943 13.18 0.59 0.09 0.1226
Scattered 19 14.98b 9.70 64.74 + 0.164 13.24 0.47 0.01 0.7185
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3.3.2 Hypothesis II Assessment: Diﬀerences by Category
The Kruskal-Wallis test showed that there was a signiﬁcant diﬀerence in mean MME-
iron concentrations among the categories (Chi2<0.0001). Mean MME-iron concen-
trations in the Post-Irene category signiﬁcantly diﬀered from the Peak and Non-Peak
category mean concentrations (Wilcoxon, p<0.0001). However, upon further analysis
the nonparametric each pair Wilcoxon test indicated that mean MME-iron concen-
tration in the Peak and Non-Peak categories were not signiﬁcantly diﬀerent from each
other (p>0.3238). The mean MME-iron concentrations between these two categories
diﬀered nominally, contained the mean peak MME-iron values, and may reﬂect the
average stability of mean MME-iron concentrations after typical water events (Fig-
ure 3.6). Confounding factors, particularly agronomic practices such as tilling, may
have had a leveling eﬀect of iron concentrations, especially as tilling redistributes soil
particles, leading to more homogenized soil fertility parameters on the surface layer
where the soil core were extracted from.
Similar to mean MME-manganese concentrations, mean MME-iron concentrations
were lowest (6.35 ppm) in the post-Irene sampling dates (May 2012 and Oct. 2012)
perhaps owing to some eluviation loss from the catastrophic ﬂooding events that
caused long periods of saturation in 2011. However, the variability between the two
2012 dates is higher with the mean MME-iron concentration than the mean MME-
manganese concentrations and may be due to seasonal cycling and aforementioned
agricultural management practices.
Iron concentrations may reﬂect severity of water event when the water event is
extreme. When the water event is extreme, low MME-iron concentrations occur,
such as those observed on the Post-Irene sampling dates. Less intense water events
(Peak) had little impact on mean MME-iron concentrations when compared to less
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extreme conditions (Non-Peak). With no clear pattern delineating mean MME-iron
concentrations among categories, Hypothesis II is not clearly supported by the data.
However, it is possible that eﬀects of weather and agronomic events may have obscured
more pronounced diﬀerences among categories. Yet, the data supported the idea
that mean MME-iron concentrations are less sensitive to water saturation events
than MME-manganese. This observation falls in line with the potential ubiquity of
extractable forms of iron (Sah et al., 1989) and iron oxides following manganese as
a TEA in reducing conditions (Bohn et al., 2001) meaning there is a potential that
the length of inundation is not always an adequately long duration for iron to replace
manganese as a TEA.
3.3.3 Hypothesis III Assessment: Diﬀerences by Elevation and Date
The overwhelming trend of MME-iron concentrations by elevation in Depression 1
across dates was higher MME-iron concentrations at lower elevation with as much
as 41% (R2) of the iron concentration variability explained by elevation (May 2012)
(Table 3.7 and Figure 3.7). MME-iron concentrations on ﬁve of the seven sampling
dates had statistically signiﬁcant linear relationships. Overall, elevation diﬀerences
aﬀected MME-iron more than MME-manganese. On high moisture events, Mn oxides
had already been replaced as TEAs by iron oxides throughout the depressions. At this





Figure 3.7: Relationship between Iron and Elevation by Date. Shows linear re-
gression of MME-iron concentrations by elevation on all seven sampling dates in
Depression 1. The shaded area represents the 95% conﬁdence interval.
Furthermore, the data from the replicated depressions on both 2014 dates, sup-
ported the overall trend of higher levels of MME-iron at lower elevations (Figure 3.8).
In May there were three depressions with statistically signiﬁcant relationships (Table
3.8). In June there were two (Table 3.9). MME-iron concentrations and elevation




Figure 3.8: Relationship between Iron and Elevation by Date and Location. Shows
linear regression of MME-iron concentrations by elevation in Depressions 1-4 and
Scattered Set in May 2014 and June 2014. The shaded area represents the 95%
conﬁdence interval.
Once again, the Scattered set showed positive correlations with MME-iron con-
centrations and elevation (Figure 3.8). Even though these linear regressions were not
statistically signiﬁcant, the data supported what the manganese data indicated, that
mineral concentrations behave diﬀerently within depressions than outside of them. It
is possible that concentrations of nutrients are no longer autocorrelated among sam-
pling points that are separated by distances greater than the depression width. These
diﬀerences may be due to greater ranges in variables of soil properties and weather
eﬀects.
Although MME-iron concentrations had more instances of correlation with eleva-
tion across dates, the data was more inconsistent than manganese. Notably, although
statistically insigniﬁcant, the direct linear slope in April 2013 contradicts the overall
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trend (Table 3.7). However, the statistically signiﬁcant direct linear relationships on
ﬁve of the seven dates and three of four depressions in May 2014 supports Hypothesis
III. The ubiquitous presence of redoximorphic features in the ﬁeld clearly shows that
reduction and oxidation frequently occur here.
3.4 Sulfur
3.4.1 General Sulfur Behavior
Sulfur is the penultimate TEA by thermodynamic sequence, before carbon dioxide,
in the thermodynamic energy yield sequence. In addition, unlike manganese and iron
oxides, it can be lost from the soil as a gas. In this respect, it is more similar to
nitrogen in that reduction can cause sulfur to volatilize. For this reason, Hypothesis
III suggests that MME-sulfur will have a positive relationship with elevation because
the longer periods of saturation at the bottom of the depression will lead to the
production and loss of sulfuric gas. Thus, there may be less MME-sulfur at the
bottom of the depression. Like manganese and iron, the oxidation and reduction
of sulfur is predominantly microbially driven (Hergert, 2000; Kertesz and Mirleau,
2004). However, it is not closely tied to the soil mineral matrix as iron and manganese
oxides are, but rather to organic matter (Tabatabai and J.M.Bremner, 1972; McGill
and Cole, 1981). Currently, data about average sulfur levels in Vermont soils is not
available (AETL, 2013).
In this study, there were diﬀerences in mean MME-sulfur concentrations across the
sampling dates (Kruskal-Wallis, Chi2<0.0001). Pairwise comparisons of Depression
1 mean sulfur concentrations among dates showed that almost all of the pairs were
signiﬁcantly diﬀerent. The exception was the lack of statistical diﬀerence between
April 2013 and June 2013 (Wilcoxon, p>0.2831) (Table 3.10). Mean MME-sulfur
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concentrations diﬀered by 18.77 ppm, with the low in May 2012 (5.99 ppm) and
the high in August 2013 (24.77 ppm) (Figure 3.9). The variability of mean MME-
sulfur concentrations was lower than the variability of mean MME-manganese and
MME-iron concentrations among the four depressions on May 2014 and June 2014
(Tables 3.11 and 3.12) as evidenced by fewer statistically diﬀerent pairs among the
Depressions.
It is important to reiterate that soil samples were processed by two diﬀerent test-
ing facilities and the discrepancies are most apparent with the sulfur measurements.
The major diﬀerence in the laboratory analysis of samples was that the three 2013
sampling dates did not undergo a nitrogen purge before spectral analysis. It is pos-
sible that this greatly inﬂated the means even with post-analysis adjustments based
oﬀ the quality control soil (QC 42) to correct for the diﬀerences between the results
of the two machines.
Post-Irene Peak Non-Peak
Figure 3.9: Mean Sulfur Concentrations by Date. Box plot shows mean MME-sulfur
for all sampling dates in Depression 1 arranged by event type categories (Post-Irene,
Peak, and Non-Peak). Line in center of box represents median sample value. The
ends of the box represent the 75% and 25% quantiles. Whiskers show upper and lower
limits of data range (excluding outliers). Points represent outliers.
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Table 3.10: Statistical Parameter Estimates for Sulfur Distribution. Also listed are
parameters of linear regression between MME-sulfur and elevation in Depression 1 by
sampling date. Letter by mean values denote signiﬁcant diﬀerence when letters are
diﬀerent. R2 values are in bold when 0.20 or higher.
Date n
Sulfur (ppm) Linear Regression Parameters
Mean Std CV (%) Slope Intercept SE R2 P(t)
May 2012◊ 60 16.07a 5.99 37.27 - 0.280 20.55 0.07 0.24 <0.0001***
Oct. 2012◊ 27 6.00b 0.96 16.01 + 0.038 5.63 0.04 0.04 0.3261
Apr. 2013‡ 24 20.44c 2.00 9.79 + 0.007 20.33 0.10 0.00 0.9475
June 2013‡ 30 20.87c 1.43 6.86 - 0.097 21.45 0.07 0.06 0.1991
May 2014‡ 43 7.79d 1.54 19.72 - 0.027 8.06 0.04 0.01 0.5398
Aug. 2013† 30 24.77e 3.52 14.21 + 0.312 22.72 0.16 0.12 0.0577*
June 2014† 33 9.97f 2.74 27.52 - 0.324 13.78 0.08 0.33 0.0005**
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Table 3.11: May 2014: Statistical Parameter Estimates for Sulfur Distribution.
Also listed are parameters of linear regression between MME-sulfur and elevation in
Depressions 1-4 and Scattered Set. Letter by mean values denote signiﬁcant diﬀerence
when letters are diﬀerent. R2 values are in bold when 0.20 or higher.
Date n
Sulfur (ppm) Linear Regression Parameters
Mean Std CV (%) Slope Intercept SE R2 P(t)
Dep. 1 43 7.79a 1.54 19.72 - 0.027 8.06 0.04 0.01 0.5398
Dep. 2 39 7.90a 1.29 16.38 + 0.039 7.76 0.09 0.01 0.6750
Dep. 3 33 9.94b 2.25 22.63 - 0.163 10.74 0.13 0.05 0.2077
Dep. 4 33 7.42a 1.90 25.65 - 0.276 8.52 0.14 0.12 0.0535*
Scattered 19 9.37b 1.98 21.11 + 0.036 8.99 0.09 0.01 0.6999
Table 3.12: June 2014: Statistical Parameter Estimates for Sulfur Distribution.
Also listed are parameters of linear regression between MME-sulfur and elevation in
Depressions 1-4 and Scattered Set. Letter by mean values denote signiﬁcant diﬀerence
when letters are diﬀerent. R2 values are in bold when 0.20 or higher.
Date n
Sulfur (ppm) Linear Regression Parameters
Mean Std CV (%) Slope Intercept SE R2 P(t)
Dep. 1 33 9.97a 2.74 27.52 - 0.324 13.78 0.08 0.33 0.0005**
Dep. 2 32 11.44ab 4.22 36.89 + 0.104 11.08 0.32 0.00 0.7492
Dep. 3 33 15.67c 3.87 24.70 - 0.410 17.69 0.21 0.11 0.0605*
Dep. 4 32 9.94a 2.65 26.68 - 0.432 11.67 0.19 0.15 0.0291**
Scattered 19 12.00b 2.45 20.41 + 0.045 11.52 0.11 0.01 0.6952
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3.4.2 Hypothesis II Assessment: Diﬀerences by Category
There were diﬀerences of mean MME-sulfur concentrations among the categories
(Kruskal-Wallis, Chi2<0.0006 ) and each category was statistically diﬀerent from
one another (Wilcoxon, p<0.0133). As with mean MME-manganese and MME-iron
concentrations, mean MME-sulfur concentrations were lowest in the Post-Irene sam-
pling dates (12.94 ppm). The 2011 extreme water events may have depleted sulfur
concentrations via leaching or gaseous volatilization.
Similar to mean MME-iron concentrations, but unlike mean MME-manganese
concentrations, the highest mean MME-sulfur concentrations were in the Non-Peak
category (11.66 ppm). The high levels of MME-sulfur may be due to more plant
growth contributing more organic matter to the soil. The mean MME-sulfur concen-
trations in the Peak category (14.96 ppm) were closest to the overall average (14.77
ppm). There may be some loss of MME-sulfur from the soil proﬁle after a peak event,
but not to the degree manganese decreased after Tropical Storm Irene. The results
within the Peak category were inconsistent. The Peak category contained the sec-
ond and third highest mean MME-sulfur concentrations and the second lowest. It is
also possible that the increase in MME-sulfur throughout 2013 was due to the strong
stand of rye cover crop adding organic matter through root decay, scavenging sulfur
from lower in the soil proﬁle, and accumulating sulfur from atmospheric deposition,
culminating in mean peak sulfur concentrations of 24.77 ppm in August 2013. Agro-
nomic factors may have contributed to the August 2013 high sulfur concentration.
Residue left from harvest would contribute to organic matter and discing the ﬁeld
would cause an inﬂux of oxygen resulting in the ability of microbes to break down
organic matter, releasing sulfate. The contributions of sulfur concentrations by plant
growth and root decay was further supported by an increase in MME-sulfur of 2.18
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ppm during abundant weed growth in May 2014 to June 2014. It is also possible that
warmer temperatures facilitated oxidation of and subsequent accumulation of sulfur
(Edwards, 1988).
At ﬁrst glance, the data appears to support Hypothesis II. Mean concentrations of
MME-sulfur diﬀered by category and to some degree were governed by the severity of
water event. However, a potential major contributor to changes in mean MME-sulfur
concentration may have been when plants were present in abundance. Sulfur may be
retained in the organic matter and therefore have lower availability until the organic
matter is mineralized. Another reason for the variability of MME-sulfur concentra-
tions among the dates may be its latter placement in the TEA activation sequence, as
the reduction of sulfur would be dependent on the concentrations of previous TEAs
such as manganese and iron. Furthermore, the MME-sulfur concentrations are fur-
ther complicated by the possibility of loss through gaseous volatilization. Given the
close relationship of sulfur to organic matter and the lack of clear pattern of mean
MME-sulfur concentrations among dates within categories, Hypothesis II may be too
simplistic an explanation for sulfur dynamics.
3.4.3 Hypothesis III Assessment: Diﬀerences by Elevation and Date
Trends in linear regression analysis of MME-sulfur concentrations by elevation were
more inconsistent than MME-iron concentrations by elevation (Figure 3.10). Al-
though the signiﬁcant relationships were inverse, there were only two (May 2012
and June 2014). In comparison to the strong inverse trends of MME-manganese and
MME-iron, the MME-sulfur data set was more complicated. Three dates had positive
trends (2013) and were the samples analyzed in the AETL. The linear relationships




Figure 3.10: Relationship between Sulfur and Elevation by Date. Shows linear
regression of MME-sulfur concentrations by elevation on all seven sampling dates in
Depression 1. The shaded area represents the 95% conﬁdence interval.
Initially, it appears that the consistent higher MME-sulfur concentrations in the
2013 dates may be due to diﬀering lab analysis. However, if the ICP in the AETL
lab falsely inﬂated sulfur measurements, then it is highly likely it would do so at the
same rate and follow a similar inverse pattern as the Maine analyzed samples. This




Figure 3.11: Relationship between Sulfur and Elevation by Date and Location.
Shows linear regression of MME-sulfur concentrations by elevation in Depressions 1-4
and Scattered Set in May 2014 and June 2014. The shaded area represents the 95%
conﬁdence interval.
The data collected in the replicated depressions in May 2014 were not statistically
signiﬁcant nor have consistent linear trends (Figure 3.11). However, the MME-sulfur
concentrations in two of the depressions in June 2014 had statistically signiﬁcant
negative relationships with elevation. Notably, the only positive trend was in the
same depression, Depression 2, on both May 2014 and June 2014.
The data may reﬂect the relationship between MME-sulfur and organic matter
rather than elevation. More plant root decay would occur in warmer temperatures
adding to the sulfur content locked up in organic matter in potentially warmer, drier
areas around the perimeter of the depressions. There were direct linear relation-
ships with organic matter and elevation in Depression 1 on four dates: October 2012
(p<0.0045) and June 2014 (p<0.0143). Although neither MME-sulfur or organic mat-
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ter had consistent linear relationships with elevation, MME-sulfur and organic matter
seemed to be more closely connected. Organic matter and MME-sulfur had signiﬁcant
direct linear relationships in Depression 1 on May 2012, October 2012, April 2013,
and June 2013 (p<0.0447). Organic matter and MME-sulfur had signiﬁcant direct
relationship in Depression 2 on May 2014 (p<0.0013). The direct relationships be-
tween organic matter and MME-sulfur also held true in Depression 3 and Depression
4 in June 2014 (p<0.0297).
The sulfur data set was highly varied with few statistically signiﬁcant relationships
with elevation across dates and among depressions. The sulfur data did not support
Hypothesis III but rather suggested a close relationship with organic matter.
3.5 Phosphorus
3.5.1 General Phosphorus Behavior
Phosphorus is one of the three macronutrients for growing crops (Schachtman et al.,
1998). The majority of phosphorus in soil is found in organic matter (Holford, 1997).
However, phosphorus also bonds strongly to iron oxides. As iron is reduced, as it is in
extended periods of water saturation, phosphorus is released (Baldwin and Mitchell,
2000; Sah et al., 1989; Rozan et al., 2002). Due in part to the strong aﬃnity of
phosphorus with iron oxides, it is lost mainly from erosion of soil particles rather
than leaching (Busman et al., 2009). The recommended optimal levels for MME-
phosphorus in Vermont are between 4.1-7.0 ppm (AETL, 2013).
Results from this study of mean MME-phosphorus concentrations generally fell
within optimal levels, except for in May 2012, August 2013, and June 2014 (Figure
3.12 and Table 3.13). However, the absolute mean of MME-phosphorus was be-
low the Vermont speciﬁed optimum (3.54 ppm). With a mean MME-phosphorus
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concentration diﬀerence of 2.64 ppm over the 30 months sampling period, mean
MME-phosphorus concentrations had lower means and lower ﬂuctuations among sam-
pling dates than MME-manganese, MME-iron, and MME-sulfur means. Although
there was statistical diﬀerence in MME-phosphorus concentrations among the dates
(Kruskal-Wallis, Chi2<0.0001), the stability of mean MME-phosphorus is supported
by statistical similarity among six pairs of dates (p>0.1086) (Table 3.13) and among
the depressions on May 2014 (Table 3.14) and June 2014 (Table 3.15).
Post-Irene Peak Non-Peak
Figure 3.12: Mean Phosphorus Concentrations by Date. Box plot shows mean
MME-phosphorus for all sampling dates in Depression 1 arranged by event type cat-
egories (Post-Irene, Peak, and Non-Peak). Line in center of box represents median
sample value. The ends of the box represent the 75% and 25% quantiles. Whiskers
show upper and lower limits of data range (excluding outliers). Points represent
outliers.
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Table 3.13: Statistical Parameter Estimates for Phosphorus Distribution. Also
listed are parameters of linear regression between MME-phosphorus concentrations
and MME-iron concentrations in Depression 1 by sampling date. Letter by mean
values denote signiﬁcant diﬀerence when letters are diﬀerent. R2 values are in bold
when 0.20 or higher.
Date n
Phosphorus (ppm) Linear Regression Parameters
Mean Std CV (%) Slope Intercept SE R2 P(t)
May 2012◊ 60 2.18a 0.82 37.49 + 0.071 1.68 0.02 0.23 <0.0001***
Oct. 2012◊ 27 4.70bc 2.31 49.27 + 0.446 2.58 0.42 0.04 0.2993
Apr. 2013‡ 24 4.56bd 1.76 38.75 + 0.319 1.49 0.17 0.14 0.0766*
June 2013‡ 30 4.82cd 1.60 33.21 + 0.140 3.43 0.05 0.23 0.0080**
May 2014‡ 43 3.84b 0.31 8.12 + 0.018 3.62 0.01 0.08 0.0732*
Aug. 2013† 30 3.04e 0.85 28.02 + 0.011 2.88 0.01 0.02 0.4426
June 2014† 33 3.26e 0.28 8.48 - 0.006 3.32 0.02 0.01 0.6894
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Table 3.14: May 2014: Statistical Parameter Estimates for Phosphorus Distribution.
Also listed are parameters of linear regression between MME-phosphorus and MME-
iron in Depressions 1-4 and Scattered Set. Letter by mean values denote signiﬁcant
diﬀerence when letters are diﬀerent. R2 values are in bold when 0.20 or higher.
Date n
Phosphorus (ppm) Linear Regression Parameters
Mean Std CV (%) Slope Intercept SE R2 P(t)
Dep. 1 43 3.84a 0.31 8.12 + 0.018 3.62 0.01 0.08 0.0732*
Dep. 2 39 3.77a 0.37 9.84 + 0.010 3.68 0.03 0.00 0.6904
Dep. 3 33 2.86b 0.30 10.62 + 0.001 2.82 0.01 0.00 0.8981
Dep. 4 33 3.77a 0.52 13.85 - 0.060 4.22 0.03 0.10 0.0816*
Scattered 19 2.88b 0.39 13.51 - 0.001 2.90 0.01 0.00 0.9043
Table 3.15: June 2014: Statistical Parameter Estimates for Phosphorus Distribu-
tion. Also listed are parameters of linear regression between MME-phosphorus and
MME-iron in Depressions 1-4 and Scattered Set. Letter by mean values denote sig-
niﬁcant diﬀerence when letters are diﬀerent. R2 values are in bold when 0.20 or
higher.
Date n
Phosphorus (ppm) Linear Regression Parameters
Mean Std CV (%) Slope Intercept SE R2 P(t)
Dep. 1 33 3.26a 0.28 8.48 - 0.006 3.32 0.02 0.01 0.6894
Dep. 2 32 3.93b 0.24 6.17 + 0.013 3.79 0.01 0.03 0.3344
Dep. 3 33 3.15a 0.31 9.89 + 0.005 3.01 0.01 0.02 0.3855
Dep. 4 32 3.77b 0.61 16.25 - 0.009 3.85 0.01 0.01 0.5886
Scattered 19 3.13a 0.44 14.12 + 0.009 3.00 0.01 0.040 0.4196
67
3.5.2 Hypothesis IV Assessment: Diﬀerences of Phosphorus by Iron
and Category
The nonparametric Kruskal-Wallis and Wilcoxon Tests showed that there were diﬀer-
ences in mean MME-phosphorus concentrations among each category (Chi2<0.0001,
p<0.0001). The nonparametric comparisons for each pair using the Wilcoxon method
indicate that the MME-phosphorus concentrations were statistically diﬀerent from
each other in each category (p<0.0005). The post-Irene sampling dates (May 2012
and Oct. 2012) had the lowest mean MME-phosphorus concentrations (2.96 ppm).
As with mean MME-manganese, mean MME-phosphorus concentrations were low-
est in May 2012 (2.96 ppm), perhaps due to loss by leaching or erosion from the ex-
treme water events of 2011. It is also possible that phosphorus changes between dry
and water saturated conditions of 2011 created more amorphous iron that could bond
to phosphorus, reducing phosphorus availability (Sah et al., 1989). The largest change
of MME-phosphorus concentrations in consecutive sampling dates is an increase of
2.52 ppm from May 2012 to October 2012. The increase in available phosphorus may
be due to cultivation practices, like discing, that increase the surface areas of soil par-
ticles leading to greater exposure to dissolution. It is also possible that crop growth
supported mycorrhizae populations that increased MME-phosphorus concentrations
in the surrounding rhizosphere (Singh et al., 1986).
The highest mean MME-phosphorus concentration was in the Peak category (4.32
ppm). Although mean MME-phosphorus concentrations on Non-Peak dates were
diﬀerent from events in both of the other categories, the mean MME-phosphorus
concentration in the Non-Peak category (3.16 ppm) was closest to the average (3.54
ppm). However, there was negligible diﬀerences of MME-phosphorus concentrations
among the seven sampling dates. In addition to May 2012, all three sampling dates
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in the Peak category had low, but statistically signiﬁcant linear relationships between
MME-phosphorus and MME-iron concentrations. Therefore, Hypothesis IV, that
MME-phosphorus concentrations would diﬀer by category, is weakly supported by
the data.
3.5.3 Hypothesis V Assessment: Diﬀerences of Phosphorus by Iron and
Date
Overall, there was less variability among MME-phosphorus concentrations than MME-
iron concentrations among the seven sampling dates (Table 3.13). The mean MME-
phosphorus concentrations ﬂuctuated to a lesser degree than mean MME-iron con-
centrations and generally had smaller diﬀerences in standard deviation. Thus, the





Figure 3.13: Relationship between Phosphorus and Iron by Date. Shows linear
regression of MME-phosphorus concentrations by MME-iron concentrations on all





Figure 3.14: Relationship between Phosphorus and Iron by Date and Location.
Shows linear regression of MME-phosphorus concentrations by MME-iron concentra-
tions in Depressions 1-4 and Scattered Set in May 2014 and June 2014. The shaded
area represents the 95% conﬁdence interval.
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Linear regression analysis of MME-phosphorus concentration by MME-iron, were
generally positive with four of the seven sampling dates having signiﬁcant direct
relationships (Table 3.13, Figure 3.13). Only July 2014 had an inverse trend, but
it was not statistically signiﬁcant. MME-phosphorus concentrations had statistically
signiﬁcant positive relationship with MME-iron concentrations on May 2012 (Post-
Irene) and on all three sampling dates in the Peak category. The variability of MME-
phosphorus can be explained by MME-iron concentrations by as much as 23% (May
2012 and June 2013) and as little as 5% (June 2014) (Table 3.13).
The data collected in the replicated depressions in May 2014 and June 2014 con-
ﬁrmed the positive linear trend of MME-phosphorus with MME-iron concentrations
(Figure 3.14). However, there was no statistical signiﬁcance among the means of the
four depressions or Scattered set on either of the dates. The statistical signiﬁcance of
two depressions in May 2014 (Peak category) (Table 3.14) supports the linear relation-
ships between MME-phosphorus and MME-iron on the other Peak sampling dates.
Therefore, there is evidence to suggest that there is correlation, albeit weak, among
MME-phosphorus and MME-iron concentrations and Hypothesis V is supported with
regard to signiﬁcance during Peak events.
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CHAPTER 4
SUMMARY, IMPLICATIONS, AND FUTURE RESEARCH
Summary of Key Findingsadsﬀasfsafsafsafasdfsafasdfasfsafdasdfdsadfsafasdfasdfasfasfasfasfsafsafasfdas
Moisture had a high level of correlation with elevation. Although this measurement
captures moisture over a short time term, the eﬀects of length of saturation were
expressed in the studied elements. The degree MME-manganese, MME-iron, and
MME-sulfur availability were aﬀected by severity of event, as represented by cate-
gories, follows the sequence of TEA activation. For example, MME-manganese and
MME-iron had higher correlations with elevation than MME-sulfur, an element much
later activated in the TEA sequence. Mean concentration of redox-active elements
diﬀered signiﬁcantly among categories. The persistence of element concentration cor-
related with categories following the TEA activation sequence. For example, MME-
manganese availability was most aﬀected by severity of preceding water events, fol-
lowed by a distinction of mean MME-iron concentrations between Post-Irene and the
other two categories, and little diﬀerence among mean sulfur concentrations by cate-
gory. MME-phosphorus had less variability than MME-iron and had statistical corre-
lation with MME-iron after Peak events. Given the correlation of MME-phosphorus
concentrations with MME-iron, redox reactions of iron did appear to be a small factor
in the availability of MME-phosphorus in this study.
Implicationsadsﬀasfsafsafsafasdfsafasdfasfsafdasdfdsadfsafasdfasdfasfasfasfasfsafsafasfdas
The data suggests that severity of inundation events can aﬀect mean concentrations
and variability, particularly with manganese. If this is the case, the evidence sup-
ports taking multiple soil samples for the best estimate of the ﬁeld average. Soil
sampling procedures should reﬂect quantity, size, and depth of depressions and may
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be accounted for by stratiﬁed sampling methodology. Furthermore, the data indicates
that collecting soil samples for nutrient management purposes is optimal during typ-
ical ﬁeld conditions. For example, the results from analyzing soil samples taken for
fertilization recommendations may be lower than needed if taken after a long period
of soil saturation.
Likewise, ﬁeld depressions should be accounted for when considering plot scale
experimental design. Experimental procedures should consider small changes in el-
evation as variables that can inﬂuence results with regards to nutrient availability,
yield and quality of crop trials, and diﬀerent agronomic practices such as additions
of diﬀerent fertility amendments or employing varying tillage tactics.
Although ﬂooded soil syndrome is typically deﬁned in terms of phosphorus de-
ﬁciency, this research suggests that other elements may contribute to ﬂooded soil
syndrome in areas that experience repeated inundations and may be particularly pro-
nounced in ﬁelds with initial low micronutrient availability. For example, in soils
limited in manganese, repeated ﬂooding and prolonged water saturation could cause
manganese deﬁciency. Currently, soils in VT are not commonly deﬁcient in micronu-
trients, but may become so as inundation events become more frequent.
Strengths and Limitationsadsﬀasfsafsafsafasdfsafasdfasfsafdasdfdsadfsafasdfasdfasfasfasfasfsafsafasfdas
The ﬁndings provided useful insight into the eﬀect of water saturation on soil fertility
in naturally established ﬁeld depressions. Few studies have categorized changes in
nutrient availability by severity of water saturation event or within ﬁeld depressions.
In particular, the timing of the study took advantage of a unique opportunity to
measure the potential period of recovery in soil fertility after a major ﬂooding event
(Tropical Storm Irene). The data also suggested that deﬁciencies in soil fertility may
be high in the beginning of the growing season and recover within a growing season
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without additions of fertilizers or amendments.
This study also implied that there is some correlation of micronutrient availability
with small changes in elevation. However, there were inconsistent linear relationships
between manganese, iron, sulfur and elevation. In addition, the labor required to
managing ﬁeld depressions to remediate deﬁciencies unique from the rest of the ﬁeld
may prove cost-prohibitive for small to medium scale farms, typical of agricultural
establishments in Vermont, that do not have the capital to invest in precision agri-
culture.
The experimental procedure included dense soil sampling within one ﬁeld depres-
sion during three agricultural ﬁeld seasons, capturing changes in soil fertility on a
ﬁne-spatial scale over a coarse temporal scale. The results of this study would have
beneﬁted from sampling in more depressions and more regularly throughout the sea-
son to achieve a fuller understanding of how the elements behave with respect to
climatic changes and agronomic practices. However, such intense sampling of vari-
ables was cost prohibitive.
Additional statistical analysis of semivariance would provide further insight into
the spatial relationship between points. Furthermore, statistical analysis of inter-
actions between the elements could elucidate relationships between nutrients under
diﬀerent climatic conditions. Furthermore, there were diﬀerent lag times between
sampling and soil processing and analysis by two separate testing facilities which may
have contributed to skewed results. Consistency in soil sample processing, analysis,
and replications might have strengthened the certainty of results.
Field studies are notorious for many types of variability including changes in to-
pography, temperature, precipitation, fertility amendments, tilling, and crop cover in
quantity and timing, to name a few. This ﬁeld study was no exception. Controlled
laboratory studies focusing on the eﬀects of temperature and length of water satura-
75
tion would have contributed to understanding how those climatic parameters eﬀect
nutrient availability. Further lab analysis on the species of micronutrients available
would increase knowledge on the intricacies of redox cycling.
Future Researchadsﬀasfsafsafsafasdfsafasdfasfsafdasdfdsadfsafasdfasdfasfasfasfasfsafsafasfdas
Increasing the frequency of soil sampling would allow for the opportunity to create a
model that could predict rate of micronutrient availability loss as it related to climate
change eﬀects such as length of inundation and temperature. For example, after the
ﬂooding of Tropical Storm Irene, there were signiﬁcantly lower levels of manganese
and iron. Regularly recorded soil moisture, Eh, and temperature measurements would
add insight into the extent these conditions inﬂuence availability of nutrients. Includ-
ing study sites with a variety of soil types would increase the applicability of a the
model to a wider range of agricultural ﬁelds. Controlled laboratory experiments ex-
amining diﬀering temperatures and lengths of saturation on diﬀerent soil types would
show how these parameters eﬀect soil fertility behavior under diﬀerent conditions in
diﬀerent growing mediums.
This study focused on redox-sensitive elements of which the average levels of
which are not deﬁcient of Vermont soils. It would inform agricultural management
practices if this study were expanded to include other elements that are of greater
concern to crop growth in Vermont. In particular, investigating eﬀects of saturation
on changes in nitrogen availability within depressions would add depth to this study.
Furthermore, conducting additional laboratory analysis on the diﬀerent species of
soil elements as they relate to redox potential of the soil would increase the scientiﬁc
understanding of nutrient availability during diﬀerent phases of the redox cycle. This
information would help agriculture producers gauge changes in soil fertility according
to numbers of days saturated, whether that inundation event occurs in the cooler
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spring or warmer summer, and which soil type is most susceptible to fertility loss
after ﬂooding.
An economic analysis of the impact ﬁeld depressions can have in size or quantity
and the requirements necessary to remediate ﬁeld depressions would help farmers
decide best management practices. This would necessitate further studies into pre-
ventative measures and recovery plans. Rate and type of amendments could be used
to alleviate nutrient deﬁciency after a saturation event. Knowing length of satura-
tion and soil type may help farmers make timely decisions of what to apply to ﬁelds
without additional soil analysis. As a preventative and recovery plan, soils could be
inoculated with mycorrhizae to aid in nutrient uptake to plants. Furthermore, cover
crop treatments may reduce saturation impact through higher rates of inﬁltration
and aid in amelioration of nutrient depleted ﬁelds. If a ﬁeld is pockmarked with ﬁeld
depressions and repeatedly inundated throughout a season, it may be necessary to
conduct a cost beneﬁt analysis to determine if the ﬁeld is now on marginalized land
where it is no longer economically advantageous to agriculturally manage.
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Table 4.1: May 2012 Data for Depression 1. Sample date is in the Post-Irene




































ICF 1 29.00 0.91 -70.79 39.36 43.75% 7.2 3.3% 14 1410 7.4 44 96 3.4 12 5.3 5 8
ICF 2 29.00 0.31 -70.79 39.36 47.10% 7.5 3.1% 14 1629 8.0 39 76 3.9 14 4.8 7 9
ICF 3 29.00 0.61 -73.86 42.06 40.91% 7.2 3.1% 15 1425 8.8 46 88 3.3 10 5.1 8 8
ICF 4 29.00 0.61 -74.15 42.23 41.45% 7.2 4.1% 17 1544 14.4 52 96 4.9 19 12.9 8 9
ICF 5 29.03 3.66 -63.67 33.61 33.12% 7.5 3.2% 15 1644 7.8 45 80 3.6 12 5.5 9 9
ICF 6 29.03 3.66 -64.12 33.84 48.53% 7.4 3.2% 17 1561 15.7 42 81 5.2 15 4.4 9 9
ICF 7 29.02 2.74 -70.33 44.08 38.71% 7.4 3.3% 16 1691 11.0 50 92 4.0 16 5.5 10 9
ICF 8 29.00 0.00 -75.70 48.68 40.00% 7.3 3.5% 16 1581 11.5 48 82 4.1 9 6.2 7 9
ICF 9 29.05 5.18 -80.21 47.07 41.89% 7 3.9% 20 1348 25.0 54 80 4.9 15 6.9 9 8
ICF 10 29.05 5.18 -80.49 47.24 38.22% 7.1 3.9% 17 1321 13.6 57 85 3.3 17 6.4 7 7
ICF 11 29.04 4.27 -77.82 45.22 46.62% 7.2 3.3% 18 1482 16.2 48 94 4.4 15 4.6 9 8
ICF 12 29.02 2.13 -72.28 36.56 45.57% 7.3 4.1% 19 1633 24.3 46 88 4.9 13 6.4 11 9
ICF 13 29.10 10.67 -65.47 45.97 35.14% 7.6 3.6% 13 1823 8.5 46 76 4.1 11 6.9 7 10
ICF 14 29.13 13.72 -64.55 50.57 35.07% 7.3 3.6% 13 1395 7.3 48 88 3.3 11 5.5 6 8
ICF 15 29.13 13.72 -64.29 50.36 44.00% 7.3 3.3% 14 1411 7.7 46 91 3.8 17 5.5 5 8
ICF 16 29.03 3.66 -63.38 33.45 37.82% 7.5 3.7% 12 1660 5.2 40 78 3.9 16 4.4 7 9
ICF 17 29.02 2.13 -71.98 36.41 45.73% 7.3 4.1% 16 1523 14.9 43 79 4.8 17 8.5 7 8
ICF 18 29.00 0.61 -74.15 42.23 46.67% 7.1 3.7% 19 1433 17.4 48 83 5.1 11 4.8 10 8
ICF 19 29.02 2.13 -72.73 36.78 43.68% 7.2 4.1% 16 1544 13.8 42 78 5.5 14 6.0 9 8
ICF 20 29.17 17.68 -74.88 30.88 42.57% 7.6 3.8% 12 1771 5.9 34 73 4.4 15 6.2 6 10
ICF 21 29.24 24.38 -80.33 30.70 37.10% 6.6 3.9% 24 1082 17.3 40 73 4.2 15 3.9 7 6
ICF 22 29.24 24.38 -80.02 30.58 30.07% 7.2 3.8% 13 1367 5.1 43 83 3.9 15 6.7 6 8
ICF 23 29.21 21.64 -83.08 37.13 40.00% 6.7 3.4% 20 1098 8.6 49 74 3.7 12 4.8 6 6
ICF 24 29.21 21.64 -82.17 36.72 41.14% 6.8 4.0% 19 1206 14.1 60 84 4.5 13 7.8 9 7
ICF 25 29.23 23.16 -94.51 32.69 39.76% 7.1 3.6% 15 1381 6.0 26 85 3.6 14 2.8 7 8
ICF 26 29.17 17.68 -96.74 35.37 32.28% 7.2 3.2% 12 1432 3.0 33 86 3.4 11 3.0 6 8
ICF 27 29.17 17.07 -101.12 40.68 38.38% 7.6 3.1% 13 1871 2.9 33 83 3.9 12 4.4 6 10
ICF 28 29.17 17.68 -91.18 41.06 32.89% 7.3 2.9% 15 1664 4.8 44 77 4.4 24 6.4 6 9
ICF 29 29.12 12.19 -80.54 42.36 43.48% 7.3 3.4% 15 1624 7.9 58 77 4.6 11 9.2 9 9
ICF 30 29.35 35.36 -77.41 15.75 30.13% 6.9 3.0% 18 1351 3.3 26 86 3.4 15 3.2 5 8
ICF 31 29.31 31.70 -82.99 1.46 38.67% 7.5 2.3% 12 1607 2.1 26 89 3.6 13 3.0 7 9
ICF 32 29.39 39.32 -71.72 6.39 38.95% 7 3.1% 15 1414 2.5 27 87 3.8 11 3.7 5 8
ICF 33 29.18 18.90 -55.74 11.93 38.65% 7.7 2.2% 14 1834 5.2 26 76 4.8 19 3.0 9 10
ICF 34 29.18 18.90 -55.41 11.86 40.00% 7.6 2.4% 13 1707 3.6 23 78 3.6 15 2.5 6 9
ICF 35 29.16 16.46 -54.18 23.37 35.67% 7.3 3.1% 16 1534 7.4 32 96 3.5 13 3.4 7 9
ICF 36 29.14 14.02 -57.96 31.57 38.41% 7.4 2.8% 13 1545 3.4 30 93 3.1 12 3.9 6 9
ICF 37 29.12 12.50 -56.60 37.69 42.24% 7.6 3.1% 12 1895 3.9 40 85 4.7 11 6.7 6 10
ICF 38 29.16 16.15 -46.74 40.73 44.08% 7.8 3.1% 11 2271 4.3 42 75 4.8 14 6.7 9 12
ICF 39 29.19 19.20 -51.34 47.58 41.14% 7.5 3.1% 12 1485 3.4 39 78 3.9 15 4.6 7 8
ICF 40 29.19 19.20 -51.10 47.35 37.42% 7.3 3.1% 13 1503 3.8 34 91 3.8 16 3.9 6 8
ICF 41 29.12 12.19 -57.67 47.95 40.38% 7.5 3.4% 14 1650 7.5 37 84 4.6 13 5.3 9 9
ICF 42 29.21 21.64 -55.52 51.90 34.81% 7.4 3.2% 10 1580 2.8 32 75 3.8 10 3.7 5 9
ICF 43 29.25 25.91 -53.42 60.88 43.64% 7.6 3.7% 10 1638 2.2 38 77 4.1 16 6.4 7 9
ICF 44 29.27 27.74 -57.19 64.23 42.20% 7.3 3.7% 11 1537 2.0 29 88 3.7 10 3.9 4 8
ICF 45 29.28 28.04 -67.30 69.86 40.68% 7.6 3.0% 10 1774 2.0 27 79 4.1 14 3.7 4 10
ICF 46 29.12 12.50 -65.67 57.06 41.61% 7.2 3.1% 14 1226 6.0 44 81 3.5 10 6.7 4 7
ICF 47 29.21 21.34 -64.12 63.16 41.43% 7.4 3.4% 12 1640 4.3 32 84 4.0 11 5.5 6 9
ICF 48 29.23 23.16 -74.16 65.58 46.45% 7.4 3.1% 12 1605 2.7 31 75 4.1 9 3.0 5 9
ICF 49 29.19 19.81 -81.50 64.61 45.27% 7.3 3.8% 10 1771 1.9 30 88 3.7 10 4.1 4 10
ICF 50 29.26 26.82 -79.32 73.29 41.28% 7.3 2.9% 12 1518 2.9 27 87 3.3 16 3.0 4 8
ICF 51 29.20 20.42 -81.78 69.00 44.06% 7.3 3.5% 13 1500 5.2 42 83 4.5 9 7.3 5 8
ICF 52 29.30 30.18 -74.86 75.04 44.44% 7.5 3.2% 10 1722 2.0 27 84 3.6 12 3.0 6 9
ICF 53 29.37 37.49 -71.88 66.61 38.82% 7.3 4.0% 12 1793 2.1 31 84 4.8 15 3.4 5 10
ICF 54 29.36 36.27 -45.24 75.48 42.77% 7.5 3.6% 12 1778 2.1 30 72 4.4 10 2.8 6 10
ICF 55 29.16 16.15 -42.41 28.33 42.77% 7.7 3.4% 11 1927 4.2 37 72 4.1 14 5.5 9 10
ICF 56 29.21 21.03 -43.13 8.71 33.76% 7.5 2.6% 13 1587 3.1 25 74 3.7 15 3.2 5 9
ICF 57 29.17 17.68 -28.77 45.70 37.50% 7.4 3.1% 14 1507 3.8 30 72 4.0 18 3.2 8 8
ICF 58 29.13 13.11 -35.36 39.48 36.60% 7.6 3.2% 10 1923 2.5 30 74 4.2 9 3.4 5 10
ICF 59 29.12 12.19 -61.64 26.26 42.57% 7.6 3.1% 13 1918 4.7 31 80 4.2 16 4.1 7 10
ICF 60 29.20 20.73 -64.81 12.50 39.02% 7.3 3.1% 13 1611 2.9 27 80 3.5 17 4.1 5 9
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Table 4.2: October 2012 Data for Depression 1. Sample date is in the Post-Irene




































1 28.97 14.02 48.57 -11.88 36.88% 7.0 3.7% 16 1341 5.6 67 98 5.5 37 7.3 8 8
2 28.93 9.14 41.11 22.79 34.63% 7.2 3.3% 14 1454 4.3 46 118 4.9 22 4.1 7 8
3 28.93 9.14 37.59 -0.77 36.42% 7.5 3.5% 13 1883 2.8 28 87 4.2 18 2.8 7 10
4 29.02 18.29 52.13 -14.46 33.43% 7.1 3.8% 16 1392 6.6 61 105 5.2 14 5.7 6 8
5 28.90 6.40 38.48 6.96 36.89% 7.3 3.2% 14 1327 4.0 46 111 4.4 9 3.7 5 8
6 28.89 5.18 38.83 17.29 36.98% 7.2 3.2% 14 1328 3.7 39 108 4.5 11 3.0 6 8
7 28.99 15.54 42.50 -8.26 34.85% 7.2 3.3% 16 1436 4.0 35 112 4.5 10 2.5 5 8
8 28.96 12.19 42.29 1.11 36.14% 7.3 3.5% 14 1309 4.0 41 98 4.2 11 3.7 6 8
9 29.00 16.15 40.16 -13.90 37.93% 7.0 3.6% 18 1538 3.6 31 116 4.9 12 2.1 6 9
10 28.89 5.18 37.69 0.82 39.12% 7.2 3.2% 14 1403 3.0 32 97 4.3 11 2.3 5 8
11 28.93 10.06 49.60 14.22 36.62% 7.5 4.2% 11 1574 3.9 128 124 5.9 26 13.5 9 9
12 28.87 3.96 49.29 -8.99 35.96% 7.2 3.7% 14 1456 4.9 43 101 4.4 20 5.5 5 8
15 28.83 0.00 58.88 6.19 40.06% 7.3 3.3% 16 1560 6.7 45 105 5.1 13 5.5 6 9
16 28.89 5.18 57.70 13.68 36.30% 7.2 2.9% 15 1305 3.8 33 90 3.6 11 3.2 5 7
17 28.86 3.05 55.08 16.84 38.19% 6.8 3.1% 20 1364 6.0 31 99 5.4 39 3.2 6 8
18 28.93 10.06 54.86 25.97 35.12% 6.8 3.4% 19 1232 4.5 38 96 5.2 15 3.7 6 7
19 28.89 5.79 55.48 6.81 35.96% 7.0 3.1% 16 1253 6.0 30 88 4.8 41 3.7 5 7
20 28.89 5.18 55.06 10.21 38.20% 6.9 3.5% 17 1340 5.3 34 97 5.3 29 3.0 6 8
21 28.96 12.80 49.29 26.58 36.56% 7.1 3.6% 14 1329 4.9 37 90 4.5 45 4.6 5 8
22 28.93 9.75 50.54 18.73 35.87% 6.9 3.7% 16 1293 6.1 38 88 4.6 31 4.6 6 7
23 28.93 9.45 50.60 7.11 35.54% 7.1 4.2% 13 1402 4.4 56 107 5.0 15 6.0 6 8
24 28.93 9.45 48.60 -15.79 39.39% 7.0 3.6% 15 1378 4.8 42 96 5.0 20 5.5 7 8
25 29.03 19.20 53.21 -20.43 32.84% 7.3 3.9% 13 1582 4.6 55 115 5.3 12 6.7 6 9
26 29.00 16.76 45.08 -12.57 35.98% 7.2 3.7% 14 1382 3.9 40 107 4.7 19 4.1 6 8
27 28.96 12.19 49.77 7.29 41.06% 7.3 4.1% 13 1351 5.3 96 113 6.0 20 7.8 6 8
29 28.90 7.01 44.09 1.09 34.57% 6.9 3.3% 16 1169 5.4 40 91 4.8 32 3.9 5 7
30 28.90 6.71 43.11 15.76 35.76% 7.1 3.3% 16 1282 6.3 35 92 4.7 37 5.1 6 7
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Table 4.3: April 2013 Data for Depression 1. Sample date is in the Peak category.



































1 29.01 9.14 -57.00 15.24 37.6% 6.1 4.3% 27 1510 9.2 65 103 33.9 13 5.6 19 9
2 28.96 3.96 -48.52 -18.69 37.7% 6.0 3.8% 31 1495 11.8 48 100 43.7 13 6.0 23 8
4 29.07 14.63 -61.53 17.62 35.2% 6.0 4.6% 27 1575 10.2 74 109 40.0 12 6.5 20 9
5 28.97 5.18 -49.88 -3.52 37.9% 6.1 3.8% 31 1625 9.6 49 108 42.1 10 4.8 21 9
6 28.93 0.91 -48.06 -13.80 38.2% 6.1 3.8% 27 1480 8.2 39 97 29.6 9 2.8 18 8
7 29.03 10.97 -50.46 12.55 35.4% 6.2 3.8% 33 1475 9.5 34 105 32.7 9 2.6 18 8
8 29.00 7.62 -46.55 6.50 37.7% 6.1 3.9% 29 1555 8.1 37 105 28.9 9 2.5 18 9
9 29.04 12.50 -47.92 17.44 40.3% 6.1 4.1% 37 1580 9.1 32 108 36.8 10 3.2 21 9
10 28.93 1.52 -45.95 2.07 40.3% 6.1 4.1% 27 1670 6.2 43 121 32.2 9 2.7 20 10
11 29.01 9.45 -56.64 -12.47 36.8% 6.0 4.4% 27 1455 9.0 62 97 42.3 15 6.1 21 8
15 28.96 4.27 -63.18 -15.27 38.8% 6.2 4.0% 27 1700 7.1 44 101 34.0 11 4.4 21 10
18 28.92 0.00 -65.96 -2.40 37.7% 6.1 3.9% 32 1310 8.8 39 93 35.8 9 3.5 18 7
19 28.95 3.35 -66.17 -10.50 40.5% 5.9 3.9% 33 1680 12.6 33 93 39.7 28 3.9 22 9
21 29.01 9.14 -62.79 -23.37 38.4% 6.2 4.3% 27 1750 7.0 57 113 37.7 11 4.8 22 10
22 28.94 1.83 -59.89 -3.58 38.3% 6.2 4.1% 30 1610 10.2 48 104 42.6 12 4.5 21 9
23 28.95 3.05 -63.75 -5.67 39.2% 6.1 4.4% 28 1665 8.7 70 108 39.2 11 5.2 21 9
24 29.03 10.97 -57.53 -25.67 37.9% 6.1 4.2% 30 1480 10.7 36 94 36.7 15 4.6 20 8
25 29.00 7.93 -57.96 -15.53 39.1% 6.1 4.5% 29 1530 10.1 63 113 54.5 14 9.9 26 9
26 28.97 5.18 -59.82 -4.62 39.0% 6.1 4.0% 30 1305 10.5 36 89 31.8 12 3.0 18 7
29 29.00 7.93 -57.06 18.54 38.2% 6.1 4.1% 32 1230 13.2 34 85 34.9 30 3.6 18 7
30 29.10 17.98 -61.62 23.65 19.1% 6.1 3.9% 33 1390 13.0 35 89 46.6 17 5.1 21 8
W1 29.03 10.67 -52.98 14.78 37.1% 6.1 4.3% 31 1500 11.5 57 96 44.8 13 6.3 21 8
W7 28.93 0.91 -71.00 -0.04 37.3% 6.1 4.2% 29 1460 8.4 40 102 33.8 21 3.2 19 8
T1 28.93 1.22 -51.42 -12.85 38.5% 6.2 4.5% 31 1445 13.7 48 95 47.5 11 6.4 23 8
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Table 4.4: June 2013 Data for Depression 1. Sample date is in the Peak category.



































1 28.93 3.96 -61.35 -8.99 33.10% 6.0 4.9% 26 1665 10.8 86 120 68.5 12 6.5 23 10
2 28.91 2.13 -63.53 -7.71 30.40% 6.2 4.7% 30 1715 16.6 83 115 148.0 11 6.7 23 10
3 28.92 3.66 -67.67 -6.71 31.70% 6.3 4.2% 24 1760 9.1 51 107 45.0 17 4.4 22 10
4 28.93 4.27 -67.49 -8.29 34.80% 6.4 4.6% 21 1760 6.0 66 117 54.5 13 4.8 22 10
5 28.93 4.88 -67.32 -9.56 31.10% 6.3 4.3% 23 1695 8.3 46 105 61.5 16 3.9 21 10
6 28.95 6.40 -59.35 -8.78 31.70% 6.4 4.7% 23 1640 8.8 64 109 34.4 14 4.9 21 9
7 28.91 2.74 -66.51 -14.14 32.20% 6.3 5.0% 23 1570 8.3 67 104 44.2 11 4.4 20 9
8 28.91 2.74 -64.96 -16.40 33.10% 6.4 6.0% 21 1765 6.7 75 114 54.0 13 4.5 22 10
9 28.93 4.88 -65.23 -19.22 32.80% 6.3 4.4% 23 1615 7.7 58 104 47.1 12 5.1 21 9
10 28.91 2.74 -61.75 -23.29 32.40% 6.2 4.2% 25 1495 9.0 47 104 76.0 16 3.7 19 9
11 28.97 7.93 -60.63 -20.48 31.00% 6.1 4.5% 26 1640 8.8 52 108 47.9 25 4.1 21 9
12 28.89 0.00 -59.75 -16.57 33.60% 6.3 5.2% 32 1520 35.0 102 101 168.5 12 7.9 22 9
13 29.00 11.89 -57.70 -16.45 32.80% 6.3 4.8% 23 1650 9.2 66 118 58.5 13 6.0 22 9
14 28.96 7.32 -65.67 -13.26 29.70% 6.3 4.4% 24 1585 8.3 43 98 58.0 14 4.1 21 9
15 29.00 11.58 -57.85 -19.36 30.90% 6.4 4.7% 20 1700 7.1 53 104 34.8 15 4.3 22 10
16 28.98 9.14 -59.54 -7.40 31.50% 6.3 4.7% 22 1535 8.1 64 110 38.0 13 4.9 20 9
17 28.97 7.93 -56.32 -8.75 30.40% 6.1 4.4% 22 1255 9.0 49 87 35.3 12 3.5 18 7
18 28.90 0.91 -11.78 -2.29 31.10% 6.0 5.0% 27 1510 19.2 77 102 99.0 10 6.0 21 9
19 28.90 1.22 -54.48 -22.66 30.80% 6.1 4.5% 24 1515 10.0 61 102 56.0 16 5.8 20 9
20 28.90 1.52 -56.56 -22.85 35.70% 6.3 5.4% 22 1720 8.7 95 131 113.5 12 8.5 23 10
21 28.92 3.66 -62.01 -25.37 31.20% 6.4 4.1% 23 1545 7.3 45 102 69.5 11 3.1 20 9
22 28.97 8.53 -58.99 -27.30 30.90% 6.0 4.3% 27 1485 9.3 29 101 42.7 14 3.1 19 8
23 28.98 9.14 -54.27 -27.85 31.10% 6.2 4.9% 22 1840 7.8 65 109 53.5 12 7.7 24 10
24 28.97 7.93 -54.92 -30.86 34.80% 6.4 5.1% 22 1585 8.9 77 123 91.5 12 6.8 21 9
25 28.98 9.75 -59.19 -29.19 29.30% 6.1 3.9% 24 1430 7.0 33 102 38.7 13 2.8 19 8
26 28.96 7.62 -54.86 -32.96 31.90% 6.2 4.4% 26 1500 9.4 45 110 85.0 16 3.7 20 9
27 28.93 4.27 -56.58 -27.70 31.29% 6.1 4.5% 28 1490 11.8 35 99 89.0 17 3.5 20 8
28 29.00 10.97 -57.93 -33.67 30.10% 6.0 4.1% 27 1440 6.8 30 104 29.1 14 2.4 19 8
29 28.96 7.32 -64.80 -33.61 29.57% 6.3 3.8% 25 1580 7.2 40 114 34.8 13 2.7 20 9
30 29.01 12.80 -53.83 -24.15 31.40% 6.2 4.4% 24 1565 9.2 62 111 40.4 11 4.9 20 9
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Table 4.5: August 2013 Data for Depression 1. Sample date is in the Non-Peak




































1 28.83 5.49 43.78 -28.43 27.69% 4.7 5.0% 17 1695 6.8 33 109 29.7 11 2.5 25 10
2 28.86 9.14 52.83 0.00 26.97% 6.0 4.4% 14 1550 3.4 26 98 24.8 12 1.9 23 9
3 28.79 1.52 46.81 -26.48 28.56% 6.1 4.7% 12 1800 2.9 23 90 24.2 19 1.9 23 10
4 28.79 1.52 49.76 -26.74 29.57% 6.0 4.7% 16 1475 7.6 34 96 24.4 11 2.2 24 8
6 28.82 4.27 50.77 -21.55 29.00% 6.0 4.7% 19 1500 13.3 44 99 26.2 11 2.7 26 8
7 28.87 9.45 43.73 -23.91 28.34% 5.2% 18 1535 10.3 57 103 30.1 9 2.8 22 9
8 28.85 7.32 43.89 -22.20 26.61% 6.0 5.2% 17 1720 9.8 53 108 35.1 10 3.0 25 10
9 28.78 0.91 47.49 -20.81 30.06% 6.2 4.7% 20 1375 12.1 38 87 26.1 9 2.2 20 8
10 28.93 15.24 42.08 -19.55 27.61% 6.0 5.2% 15 1615 5.4 48 124 26.6 10 2.4 25 9
11 28.89 11.28 43.58 -16.65 28.68% 6.1 6.0% 18 1915 13.2 72 116 30.8 9 4.5 29 11
12 28.92 14.33 42.60 -16.49 28.61% 6.1 4.9% 14 1685 3.8 62 119 26.0 11 3.5 26 10
13 28.87 10.06 43.21 -14.11 28.78% 6.0 4.8% 15 1655 5.3 47 112 26.0 12 3.4 25 9
14 28.83 5.49 46.96 -17.87 28.48% 6.1 4.8% 20 1330 13.1 51 91 26.1 11 2.3 23 8
15 28.83 5.49 45.75 -13.55 31.81% 6.2 5.4% 20 1355 17.3 67 99 30.7 9 3.7 21 8
16 28.85 7.62 44.52 -11.72 29.47% 6.1 5.3% 19 1590 11.1 79 113 29.6 13 5.6 27 9
17 28.84 6.40 47.93 -10.41 26.97% 6.2 4.7% 31 1110 57.5 62 67 27.6 8 3.5 20 6
18 28.80 3.05 49.20 -6.77 29.34% 6.2 4.9% 26 1165 29.6 56 76 27.2 10 2.6 24 7
19 28.87 9.75 43.41 -8.96 28.29% 6.2 4.7% 16 1450 6.0 33 100 27.3 10 3.2 23 8
20 28.89 11.58 44.61 -7.07 27.27% 6.1 4.9% 21 1730 18.3 53 107 28.4 17 4.0 30 10
21 28.86 8.84 44.50 -5.60 28.14% 6.1 4.6% 18 1420 13.7 53 100 27.9 13 3.4 28 8
22 28.80 2.44 49.23 -4.96 27.61% 6.1 4.8% 27 1205 33.6 49 72 28.7 9 2.5 22 7
23 28.81 3.35 51.01 -5.21 27.70% 6.3 4.8% 23 1355 24.4 55 91 26.3 8 2.9 21 8
24 28.80 2.74 53.55 -7.21 27.97% 6.1 4.8% 15 1655 21.4 39 116 28.0 11 4.1 30 9
25 28.81 3.96 50.35 -8.73 27.74% 4.9% 23 1240 22.4 53 78 29.7 8 2.7 21 7
26 28.81 3.96 50.12 -11.19 29.41% 6.3 4.9% 25 1295 24.9 53 86 31.0 8 3.4 22 7
27 28.86 8.53 52.61 -13.85 27.87% 6.2 4.5% 15 1575 7.3 45 99 23.0 8 3.8 29 9
28 28.82 5.18 52.16 -14.63 28.29% 4.7% 20 1715 12.2 61 122 27.2 11 3.8 35 10
29 28.84 6.71 51.00 -16.49 27.17% 6.2 4.6% 21 1625 16.0 47 95 22.1 9 2.5 27 9
30 28.77 0.00 48.42 -13.50 30.21% 6.3 4.6% 19 1305 12.0 59 91 20.1 12 2.1 21 7
31 28.88 10.67 47.82 -20.05 26.50% 6.1 4.4% 18 1505 8.5 37 84 23.3 13 2.2 26 8
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Table 4.6: May 2014 Data for Depression 1. Sample date is in the Peak category.



































1 28.99 19.20 54.50 -76.38 33.58% 6.9 3.5% 18 1525 8.9 32 115 21.6 20 4.1 11 9
2 28.99 19.20 57.87 -72.94 34.10% 6.6 3.0% 19 1099 11.3 31 89 18.4 11 3.4 6 6
3 28.97 17.37 58.93 -70.83 33.87% 6.6 3.1% 21 1140 18.2 35 91 18.1 12 3.4 7 7
4 28.91 11.58 61.06 -69.19 35.52% 6.7 3.0% 18 1186 12.0 31 92 49.8 11 3.4 8 7
5 28.95 15.24 58.89 -68.12 34.11% 6.6 3.1% 18 1170 7.7 29 92 18.1 11 3.4 7 7
6 28.97 17.37 55.79 -68.87 32.94% 6.7 3.0% 21 1137 18.4 31 85 18.5 12 3.7 8 7
7 28.97 17.98 53.69 -71.43 32.84% 6.9 3.1% 18 1217 11.3 28 90 21.2 13 3.7 9 7
8 29.02 22.25 52.11 -69.12 32.84% 6.8 3.3% 17 1236 7.6 29 97 17.7 12 3.9 6 7
9 28.98 18.29 49.40 -65.93 33.59% 6.9 2.9% 16 1195 10.6 29 87 17.4 11 3.7 7 7
10 28.91 11.58 53.60 -63.66 34.26% 6.9 2.8% 17 1275 9.1 26 90 24.6 12 3.7 8 7
11 28.92 12.50 58.61 -63.76 32.97% 6.7 3.1% 17 1155 9.2 29 95 17.5 11 3.4 7 7
12 28.91 11.89 62.59 -63.68 33.59% 6.7 2.6% 16 1187 7.0 25 90 18.7 10 3.4 8 7
13 28.90 10.67 62.43 -59.93 35.12% 6.8 3.0% 16 1137 9.6 33 90 19.9 10 3.7 9 7
14 28.86 6.10 61.11 -59.35 35.59% 6.9 3.3% 16 1162 8.4 32 90 50.2 12 4.1 8 7
15 28.92 12.80 59.03 -59.53 33.75% 6.7 3.1% 18 1149 11.3 32 90 20.4 12 3.7 9 7
16 28.92 12.80 56.37 -60.26 32.57% 6.8 2.9% 20 1200 15.7 29 88 21.2 12 3.9 9 7
17 28.95 15.24 52.96 -58.46 32.74% 6.8 3.0% 19 1257 15.1 30 94 20.2 13 3.9 7 7
18 28.96 16.76 51.41 -61.97 33.99% 7.0 2.9% 16 1303 9.5 29 95 20.0 12 3.7 7 7
19 28.91 11.58 47.28 -60.49 33.96% 7.0 3.2% 18 1175 15.9 29 86 24.5 14 4.1 9 7
20 28.87 7.62 48.88 -55.56 34.59% 7.0 2.8% 18 1194 15.0 31 91 21.4 15 3.9 7 7
21 28.89 9.14 50.58 -55.99 39.51% 7.0 3.1% 17 1096 12.8 32 83 22.6 11 3.4 7 6
22 28.85 5.49 55.38 -55.05 35.79% 6.8 3.1% 19 1284 15.9 39 95 110.1 14 4.1 10 7
23 28.88 8.53 65.76 -61.31 35.58% 6.8 3.6% 18 1313 11.5 39 107 24.7 14 3.9 9 8
24 28.89 9.75 66.91 -58.50 37.58% 6.8 3.0% 16 1099 11.7 39 92 22.6 10 4.1 8 6
25 28.88 8.84 63.05 -48.52 37.00% 6.8 2.2% 15 1136 8.7 34 88 21.1 12 3.7 6 7
26 28.84 4.57 61.51 -49.51 37.52% 6.6 3.0% 20 989 31.6 42 68 122.9 9 4.1 14 6
27 28.86 6.10 59.05 -51.48 36.94% 6.7 2.9% 16 1088 11.9 36 88 22.7 10 4.1 8 6
28 28.84 4.57 57.57 -49.45 34.89% 6.6 3.0% 18 1056 14.5 32 82 23.4 10 3.7 7 6
29 28.88 8.23 53.88 -52.02 35.50% 6.7 3.4% 16 1184 10.5 29 90 22.4 10 3.7 7 7
30 28.92 12.19 52.04 -53.72 34.55% 6.9 3.1% 15 1141 13.1 33 86 31.5 9 3.7 7 7
31 28.99 19.20 47.81 -52.46 34.12% 7.0 3.1% 14 1252 10.3 31 91 29.4 14 3.7 9 7
32 28.99 19.20 47.41 -49.37 35.96% 7.1 3.1% 12 1233 6.5 31 87 32.7 13 3.9 7 7
33 28.97 17.37 50.20 -47.91 35.18% 7.2 2.8% 12 1267 6.9 33 86 19.3 10 4.4 6 7
34 28.91 11.58 52.19 -43.15 36.73% 7.0 3.1% 14 1176 10.8 35 88 20.2 12 4.4 6 7
35 28.95 15.24 52.41 -49.00 34.94% 6.8 3.3% 15 1149 10.4 33 89 22.6 9 3.9 7 7
36 28.97 17.37 56.78 -45.84 33.67% 6.8 3.3% 18 1070 15.0 34 80 91.9 10 4.1 8 6
37 28.97 17.98 55.67 -41.44 39.16% 6.6 2.6% 22 988 26.0 41 77 126.8 10 4.8 10 6
38 29.02 22.25 60.96 -45.38 36.24% 6.7 3.1% 17 1059 17.7 37 83 30.2 9 3.7 8 6
39 28.98 18.29 60.11 -41.83 35.24% 6.7 2.8% 17 1023 14.7 38 84 23.3 11 3.7 7 6
40 28.91 11.58 57.94 -39.08 38.02% 6.7 3.0% 17 1112 10.6 32 88 22.2 13 3.9 6 6
41 28.92 12.50 60.87 -35.38 37.21% 7.1 3.1% 16 1219 14.2 38 89 25.7 9 3.9 7 7
42 28.91 11.89 55.92 -34.38 36.18% 6.7 3.1% 19 1016 16.5 38 80 76.9 10 3.7 7 6
43 28.90 10.67 52.33 -37.10 38.28% 6.9 3.0% 15 1167 11.8 39 82 35.9 8 4.4 7 7
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Table 4.7: May 2014 Data for Depression 2. Sample date is in the Peak category.



































151 29.08 2.13 43.75 -35.64 36.13% 7.0 2.2% 15 1363 8.7 45 106 29.8 13 3.9 7 8
152 29.08 1.52 46.02 -34.05 36.01% 7.0 2.6% 15 1429 9.4 43 106 27.0 16 3.9 7 8
153 29.09 2.74 45.03 -33.32 36.12% 6.9 2.2% 15 1271 9.4 40 98 28.5 11 3.2 6 7
154 29.06 0.00 45.62 -32.94 36.83% 7.0 2.6% 14 1286 9.1 42 99 25.0 13 3.9 7 7
155 29.10 3.35 41.58 -31.52 35.16% 7.1 2.3% 12 1414 5.8 42 109 24.1 18 3.9 9 8
156 29.10 3.96 44.23 -30.59 34.82% 6.8 2.3% 18 1259 14.8 43 93 47.1 12 3.4 11 7
157 29.14 7.93 44.12 -30.79 36.28% 6.9 2.4% 14 1219 7.2 42 97 27.0 11 3.2 7 7
158 29.18 11.28 46.49 -31.45 35.29% 7.0 2.5% 13 1334 6.5 41 105 22.3 19 3.7 8 8
159 29.14 8.23 46.58 -29.20 35.69% 7.1 2.3% 13 1274 7.0 38 95 24.3 13 3.7 6 7
160 29.15 8.53 47.83 -29.70 35.16% 7.0 2.9% 13 1267 8.3 43 98 21.4 14 4.1 7 7
161 29.11 5.18 47.54 -31.97 35.20% 7.0 2.5% 14 1317 9.6 49 103 23.8 16 4.1 8 8
162 29.07 0.91 47.84 -27.99 36.12% 6.9 2.7% 15 1212 12.7 46 95 26.8 14 3.7 9 7
163 29.10 3.35 47.89 -26.00 33.61% 6.9 2.7% 15 1228 12.5 43 99 28.4 17 3.4 8 7
164 29.09 3.05 45.72 -25.60 36.25% 6.9 2.6% 16 1179 11.3 42 92 39.8 14 3.9 8 7
165 29.08 2.13 47.84 -25.00 35.46% 7.0 2.2% 14 1284 7.6 47 106 23.5 16 3.7 7 7
166 29.07 0.61 49.15 -25.23 34.57% 7.1 2.7% 15 1306 10.6 41 93 55.5 13 4.1 8 7
167 29.11 4.57 44.76 -28.15 36.01% 7.0 2.7% 13 1272 6.7 40 101 19.4 12 3.9 6 7
168 29.11 4.27 43.37 -28.25 35.81% 6.9 2.5% 14 1300 8.6 44 90 43.9 12 3.7 8 7
169 29.12 5.49 44.24 -26.32 35.53% 6.7 2.3% 15 1248 9.5 42 93 37.4 12 3.2 8 7
170 29.10 3.96 40.70 -30.76 36.24% 7.0 2.8% 12 1353 6.0 39 99 21.4 13 3.7 10 8
171 29.12 5.49 39.95 -29.20 35.43% 7.0 2.5% 13 1401 8.1 40 102 23.3 15 3.4 8 8
172 29.10 3.96 42.07 -29.27 35.20% 7.0 2.4% 14 1384 7.9 43 101 29.2 13 3.7 10 8
173 29.10 3.35 40.99 -26.62 34.39% 7.0 2.6% 13 1373 6.7 39 99 21.8 15 3.9 9 8
174 29.09 2.74 -30.75 -36.06 34.77% 7.1 2.6% 13 1430 6.8 37 100 24.4 18 3.7 8 8
175 29.11 4.57 42.97 -22.77 35.54% 7.0 3.0% 14 1468 7.2 44 111 38.2 13 3.9 8 8
176 29.10 3.66 43.87 -24.24 34.41% 7.0 2.6% 13 1381 6.2 40 104 28.3 13 4.1 7 8
177 29.10 3.35 45.89 -23.98 36.96% 6.9 2.4% 14 1288 8.2 42 104 24.7 12 3.9 6 7
178 29.09 2.44 44.90 -22.55 36.53% 6.9 1.9% 14 1275 7.0 42 100 25.5 13 3.4 7 7
179 29.10 3.35 46.78 -23.67 36.04% 7.0 2.6% 14 1307 8.7 41 102 27.9 14 3.7 8 8
180 29.11 5.18 46.21 -21.39 37.31% 6.9 2.6% 15 1247 9.5 43 99 23.8 12 3.7 7 7
181 29.08 2.13 48.71 -21.18 36.34% 7.0 2.7% 16 1322 12.4 44 98 31.4 13 3.7 8 8
182 29.08 1.52 47.96 -17.86 36.35% 7.0 2.6% 14 1258 9.8 41 96 28.0 14 3.7 9 7
183 29.09 2.74 45.06 -18.06 34.36% 7.0 2.1% 17 1318 17.3 43 98 41.8 14 4.4 7 8
184 29.06 0.00 46.81 -19.71 37.03% 7.0 2.5% 15 1337 9.4 44 100 25.3 12 5.3 8 8
185 29.10 3.35 44.50 -20.75 35.36% 7.0 2.7% 13 1335 6.5 40 98 38.5 12 3.9 8 8
186 29.10 3.96 41.56 -19.46 34.32% 7.0 2.9% 14 1400 8.9 42 107 29.3 14 3.9 12 8
187 29.14 7.93 42.46 -20.71 36.05% 7.0 3.2% 14 1370 9.3 42 99 49.5 11 3.9 10 8
188 29.18 11.28 41.98 -18.40 35.03% 7.1 3.1% 13 1395 6.5 39 99 23.6 18 3.9 8 8
189 29.14 8.23 39.94 -16.21 35.12% 6.9 2.4% 15 1172 8.6 36 89 24.6 16 3.2 8 7
190 29.15 8.53 40.34 -21.15 35.05% 7.0 2.0% 15 1287 9.2 37 95 22.8 15 3.4 7 7
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Table 4.8: May 2014 Data for Depression 3. Sample date is in the Peak category.



































81 29.05 3.96 171.26 55.52 37.15% 6.0 3.2% 27 842 30.9 42 74 38.9 17 2.5 9 5
82 29.08 7.01 167.12 61.38 35.74% 6.2 3.2% 22 984 17.5 38 87 32.6 17 2.8 8 6
83 29.06 4.57 165.79 62.62 36.04% 6.1 3.2% 26 848 24.4 37 74 33.9 15 2.5 10 5
84 29.08 6.40 167.01 63.87 36.05% 6.2 3.0% 23 932 20.2 44 84 37.4 15 3.0 9 6
85 29.02 0.31 162.13 60.78 37.05% 6.1 3.2% 28 793 33.2 35 68 60.8 15 2.8 11 5
86 29.03 1.22 159.48 62.05 37.11% 6.1 2.7% 25 906 17.1 35 74 41.0 14 2.5 8 5
87 29.01 0.00 164.26 63.08 36.70% 6.0 3.4% 29 814 35.2 41 74 65.6 15 2.8 12 5
88 29.02 0.61 163.81 63.75 35.37% 6.2 3.4% 25 849 21.8 41 79 49.9 15 2.8 9 5
89 29.02 0.31 163.78 65.90 35.58% 6.3 3.1% 23 897 20.9 41 84 74.2 16 2.8 9 5
90 29.03 1.83 163.30 66.62 36.55% 6.2 3.1% 27 809 35.1 42 72 98.9 15 2.8 12 5
91 29.02 0.31 161.75 67.59 35.76% 6.1 3.1% 27 801 25.9 39 73 55.9 14 2.8 8 5
92 29.08 6.40 162.46 69.17 35.41% 6.1 3.1% 28 872 26.4 42 79 36.9 16 2.5 9 5
93 29.03 1.52 161.18 68.64 36.38% 6.0 3.1% 29 860 29.6 47 75 39.7 15 2.5 9 5
94 29.07 5.79 164.43 69.85 38.67% 6.0 3.6% 27 905 37.4 47 82 42.7 20 3.0 10 5
95 29.03 1.22 163.40 70.62 36.76% 6.1 3.1% 26 760 35.2 41 69 85.3 16 3.0 14 5
96 29.08 7.01 162.44 71.28 35.17% 6.0 3.3% 28 859 25.3 41 78 37.4 16 3.0 10 5
97 29.06 4.88 160.47 72.61 35.60% 6.0 3.2% 28 868 24.4 38 74 38.4 16 2.8 8 5
98 29.04 2.74 160.76 76.48 35.55% 6.0 3.2% 31 806 35.3 44 72 54.3 15 3.4 11 5
99 29.04 2.44 160.81 75.93 34.41% 6.1 3.4% 29 834 35.6 43 73 75.0 15 3.0 11 5
100 29.05 3.96 162.08 75.34 36.38% 6.1 3.6% 30 880 47.1 49 81 96.8 26 3.4 19 5
101 29.11 9.45 163.83 79.17 33.94% 6.0 2.4% 28 900 29.5 43 87 38.9 31 3.0 10 5
102 29.10 8.84 165.77 77.36 35.23% 6.2 4.7% 25 938 26.1 42 84 36.5 17 3.0 9 6
103 29.10 8.23 166.63 76.98 35.59% 6.3 3.4% 22 1031 21.4 45 96 34.1 21 3.4 13 6
104 29.09 7.62 168.43 75.01 35.46% 6.5 3.5% 18 1050 12.7 39 98 37.0 14 3.7 10 6
105 29.09 7.93 165.77 74.01 36.70% 6.0 3.5% 27 861 28.4 46 79 40.5 15 2.8 9 5
106 29.09 7.32 167.09 74.54 34.83% 6.3 3.1% 23 916 22.8 43 88 48.4 23 2.5 9 5
107 29.08 6.71 165.27 70.48 36.19% 6.2 3.2% 23 909 24.1 45 82 57.7 17 2.5 8 5
108 29.11 9.75 168.56 70.44 36.76% 6.4 3.2% 21 1101 19.0 43 98 36.3 15 3.0 9 6
109 29.09 7.93 167.89 68.85 35.74% 6.3 3.2% 20 980 17.5 39 87 47.7 15 2.8 8 6
110 29.09 7.62 169.48 66.74 34.34% 6.5 3.2% 19 982 14.5 37 87 49.3 14 3.0 10 6
111 29.05 3.96 167.16 65.91 36.53% 6.2 3.3% 23 968 20.7 42 91 36.0 20 2.8 9 6
112 29.08 7.01 171.11 71.52 35.55% 6.5 3.5% 18 1057 14.5 41 97 53.4 17 3.2 7 6
113 29.06 4.57 157.43 68.30 36.78% 6.0 2.9% 29 902 30.3 41 74 50.2 15 2.5 11 5
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Table 4.9: May 2014 Data for Depression 4. Sample date is in the Peak category.



































41 28.98 3.35 50.83 -39.23 35.28% 6.9 2.7% 15 982 16.1 34 82 77.6 11 3.4 9 6
42 28.98 3.35 48.25 -34.84 34.85% 7.2 2.8% 11 1220 7.6 36 80 25.2 12 3.9 6 7
43 28.95 0.91 49.47 -35.94 34.45% 7.1 2.9% 11 1177 7.5 37 89 23.8 11 3.4 5 7
44 28.98 3.35 46.39 -31.39 36.63% 7.3 3.1% 12 1296 8.4 34 77 45.6 11 4.1 9 7
45 28.97 2.44 50.54 -31.27 35.18% 7.0 3.1% 11 1027 6.8 33 82 24.6 12 3.2 5 6
46 28.95 0.61 52.26 -34.15 36.22% 6.8 3.0% 14 1019 8.8 36 84 26.4 12 3.2 6 6
47 28.98 3.35 54.88 -37.95 33.43% 7.0 2.6% 12 1133 5.5 33 98 29.3 11 3.2 5 7
48 28.98 3.66 55.69 -36.63 32.39% 7.0 2.5% 11 1183 4.3 35 104 22.1 14 3.7 6 7
49 28.98 3.35 55.09 -33.87 33.54% 7.0 2.9% 13 1171 6.9 35 97 26.6 13 3.7 6 7
50 29.02 7.93 56.37 -29.87 32.83% 7.2 2.6% 16 1278 9.9 33 90 25.7 14 3.7 6 7
51 29.02 7.93 53.78 -29.81 35.72% 6.8 2.9% 15 1036 12.5 37 83 43.4 11 3.2 8 6
52 29.00 5.79 51.95 -30.50 35.78% 7.0 2.7% 13 1063 9.1 36 86 66.4 11 3.9 7 6
53 29.00 5.79 50.72 -28.89 34.63% 7.1 2.4% 12 1221 8.0 36 86 36.5 11 3.9 6 7
54 28.97 2.74 50.47 -27.78 39.99% 7.1 2.6% 12 1139 7.6 34 85 28.1 10 3.7 6 7
55 29.00 6.10 48.95 -26.85 34.11% 7.2 3.0% 11 1289 6.8 33 74 27.7 12 4.4 6 7
56 28.96 1.83 46.42 -26.98 35.37% 7.3 3.0% 12 1356 9.4 35 71 38.5 14 4.8 10 8
57 28.98 3.66 48.93 -24.58 33.77% 7.3 3.1% 10 1472 4.2 36 77 22.3 16 4.6 6 8
58 28.95 0.31 54.86 -26.76 35.33% 7.0 3.0% 11 1249 5.1 40 100 25.1 14 3.7 8 7
59 28.96 1.52 55.17 -25.63 33.39% 7.1 2.8% 11 1312 4.4 37 105 22.8 15 3.7 6 8
60 28.98 3.66 53.67 -24.65 34.04% 7.0 3.0% 12 1134 6.1 39 94 33.0 11 3.2 7 7
61 29.02 7.32 54.87 -22.17 34.91% 7.0 3.1% 11 1179 4.5 38 97 23.2 14 3.4 8 7
62 29.01 7.01 53.99 -22.83 34.58% 7.0 2.9% 12 1240 6.0 35 92 24.8 14 3.4 7 7
63 29.01 6.71 53.89 -20.69 34.66% 7.0 3.0% 13 1182 6.4 37 98 27.4 24 3.4 11 7
64 28.96 1.83 51.62 -21.83 35.56% 7.1 2.9% 13 1172 10.1 39 90 73.1 12 3.9 10 7
65 28.95 0.31 49.93 -20.69 34.03% 7.2 2.8% 11 1363 5.2 35 96 26.2 16 3.9 11 8
66 28.94 0.00 46.98 -20.43 33.47% 7.4 3.2% 11 1647 4.8 37 76 23.9 14 4.8 8 9
67 28.98 3.35 48.13 -19.29 34.31% 7.4 2.9% 10 1600 4.9 38 85 24.5 14 4.4 7 9
68 28.94 0.00 47.13 -15.85 34.22% 7.4 3.1% 10 1595 4.4 38 79 27.9 13 5.1 8 9
69 28.96 1.83 51.20 -15.82 34.08% 7.0 3.0% 13 1173 7.6 39 94 26.5 13 3.4 7 7
70 29.00 5.49 53.16 -28.57 34.43% 6.9 3.3% 13 1252 6.4 40 105 24.8 17 3.4 7 7
71 28.97 3.05 48.15 -25.16 35.09% 7.5 2.9% 12 1732 8.1 38 73 58.8 13 4.4 13 9
72 28.96 1.52 54.02 -33.21 34.30% 6.9 2.7% 14 1175 10.6 39 95 52.7 14 3.2 8 7
73 28.96 1.83 43.57 -35.17 34.77% 6.7 2.6% 17 1036 11.6 43 82 40.6 13 3.2 7 6
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Table 4.10: May 2014 Data for the Scattered Set. Sample date is in the Peak




































122 29.03 0.00 28.03 126.99 33.68% 7.0 2.8% 13 1362 4.7 29 97 28.1 16 2.5 8 8
123 29.08 5.18 42.37 115.56 32.14% 7.0 3.1% 13 1294 4.9 35 105 28.1 22 3.2 10 7
124 29.18 14.94 72.01 109.14 35.04% 6.5 3.2% 17 1186 10.3 42 104 32.3 22 3.4 8 7
125 29.14 11.89 55.04 64.38 32.66% 6.7 2.9% 15 1164 5.8 33 98 22.8 13 2.3 9 7
126 29.11 8.84 24.89 46.27 31.88% 7.1 3.2% 10 1397 2.9 28 111 22.7 13 3.2 11 8
127 29.15 12.19 60.63 27.40 33.83% 6.7 3.1% 18 1145 11.4 32 95 44.9 15 2.5 9 7
128 29.11 8.84 56.77 6.13 35.39% 6.7 3.3% 17 1184 9.3 34 99 51.3 22 3.4 7 7
129 29.17 14.02 32.43 14.15 33.60% 6.9 3.2% 13 1303 3.7 31 102 24.6 11 3.0 8 7
130 29.10 7.01 30.35 -0.80 34.67% 6.4 2.8% 24 1034 20.5 43 90 30.5 13 3.0 11 6
131 29.08 5.49 25.34 -17.52 32.79% 6.7 2.3% 19 1138 14.8 39 101 47.7 18 2.8 12 7
132 29.19 16.46 33.29 202.37 31.15% 6.4 2.5% 24 1047 22.6 37 93 20.9 17 2.5 11 6
133 29.08 5.18 12.02 201.56 32.91% 7.1 2.6% 14 1311 11.5 39 92 24.5 14 3.2 10 7
134 29.12 9.75 23.75 184.78 31.08% 7.0 2.4% 14 1230 10.7 37 97 22.2 17 3.0 8 7
135 29.24 21.34 48.53 193.28 33.60% 6.6 2.8% 23 1128 21.1 37 95 84.1 13 2.8 10 7
136 29.22 18.90 38.38 177.44 32.24% 7.0 1.8% 17 1168 14.7 31 85 111.8 14 2.3 14 7
137 29.15 12.50 24.01 155.48 33.12% 6.9 2.3% 13 1226 5.7 37 99 20.1 17 2.8 7 7
138 29.16 13.11 19.14 184.11 35.76% 6.2 2.2% 25 904 24.7 50 75 55.4 14 2.8 7 5
139 29.09 6.71 47.24 163.50 36.88% 6.6 2.7% 21 970 24.7 54 94 81.4 13 3.7 11 6
140 29.13 10.36 52.55 159.38 35.83% 6.3 2.5% 24 879 23.1 43 78 33.2 14 2.8 7 5
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Table 4.11: June 2014 Data for Depression 1. Sample date is in the Non-Peak




































1 28.99 19.20 54.50 -76.38 29.15% 6.8 3.5% 14 1469 6.0 23 111 24.6 20 3.4 8 8
2 28.99 19.20 57.87 -72.94 29.47% 6.5 3.0% 15 1247 5.3 24 103 27.1 12 3.0 6 7
3 28.97 17.37 58.93 -70.83 29.76% 6.7 3.5% 16 1330 8.7 36 109 26.3 14 3.0 8 8
4 28.91 11.58 61.06 -69.19 31.39% 6.7 3.1% 15 1295 7.3 32 102 30.3 13 3.2 11 7
5 28.95 15.24 58.89 -68.12 30.12% 6.6 3.3% 16 1291 9.0 29 104 25.0 17 3.0 8 7
6 28.97 17.37 55.79 -68.87 29.35% 6.6 3.4% 18 1274 13.3 26 100 23.3 13 3.0 8 7
7 28.97 17.98 53.69 -71.43 29.60% 6.9 3.2% 11 1465 3.5 20 109 26.6 17 3.2 8 8
8 29.02 22.25 52.11 -69.12 28.93% 6.8 3.7% 13 1420 5.4 23 112 22.5 15 2.8 7 8
9 28.98 18.29 49.40 -65.93 29.81% 6.9 4.0% 12 1480 5.6 27 106 25.7 12 3.4 7 8
10 28.91 11.58 53.60 -63.66 29.87% 6.9 3.3% 12 1331 5.0 20 91 24.4 15 3.2 7 8
11 28.92 12.50 58.61 -63.76 29.13% 6.7 3.6% 16 1317 8.0 29 109 22.7 16 2.8 13 8
12 28.91 11.89 62.59 -63.68 29.61% 6.9 3.1% 13 1379 4.8 26 106 21.3 13 3.0 10 8
13 28.90 10.67 62.43 -59.93 29.28% 6.9 3.2% 14 1400 5.9 31 114 20.2 20 3.4 9 8
14 28.86 6.10 61.11 -59.35 29.65% 6.9 3.0% 16 1329 9.2 34 116 24.5 18 3.2 10 8
15 28.92 12.80 59.03 -59.53 29.57% 6.8 3.3% 20 1334 16.7 32 110 22.8 20 3.0 12 8
16 28.92 12.80 56.37 -60.26 28.63% 6.8 3.2% 19 1327 13.7 37 105 25.5 16 3.2 11 8
17 28.95 15.24 52.96 -58.46 28.99% 6.8 3.3% 20 1390 13.0 27 112 22.7 15 3.0 7 8
18 28.96 16.76 51.41 -61.97 29.42% 6.9 3.4% 15 1552 7.7 32 118 22.5 21 3.4 8 9
19 28.91 11.58 47.28 -60.49 30.40% 7.1 3.4% 15 1408 8.3 40 113 24.6 32 3.7 16 8
20 28.87 7.62 48.88 -55.56 30.01% 7.1 3.2% 15 1551 7.9 37 121 25.9 31 3.2 14 9
21 28.89 9.14 50.58 -55.99 29.67% 6.9 3.2% 15 1397 9.6 35 111 21.2 10 3.4 9 8
22 28.85 5.49 55.38 -55.05 29.09% 6.9 3.6% 17 1572 11.8 25 114 30.4 26 3.2 16 9
23 28.88 8.53 65.76 -61.31 29.49% 6.7 2.9% 16 1264 9.8 35 104 21.2 15 3.2 11 7
24 28.89 9.75 66.91 -58.50 29.61% 6.8 3.5% 15 1341 9.4 40 112 23.1 13 3.2 10 8
25 28.88 8.84 63.05 -48.52 29.17% 6.8 3.3% 14 1194 7.3 37 107 21.1 21 3.4 6 7
26 28.84 4.57 61.51 -49.51 30.02% 6.7 3.0% 17 1227 17.1 38 98 57.1 14 3.2 12 7
27 28.86 6.10 59.05 -51.48 29.51% 6.8 3.5% 15 1322 10.5 37 111 24.2 15 3.9 11 8
28 28.84 4.57 57.57 -49.45 29.67% 6.8 3.2% 15 1243 10.3 34 101 25.3 15 3.4 9 7
29 28.88 8.23 53.88 -52.02 29.35% 6.9 3.3% 15 1330 11.0 28 99 22.6 15 3.4 9 8
30 28.92 12.19 52.04 -53.72 28.94% 6.9 3.4% 14 1341 9.1 32 110 21.4 14 3.4 9 8
31 28.99 19.20 47.81 -52.46 27.87% 7.1 3.2% 12 1395 7.1 27 102 27.9 27 3.4 15 8
32 28.99 19.20 47.41 -49.37 29.72% 7.2 3.1% 12 1462 5.8 31 112 23.9 21 3.4 13 8
33 28.97 17.37 50.20 -47.91 28.98% 7.1 3.2% 12 1328 8.2 36 99 20.8 18 4.1 11 8
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Table 4.12: June 2014 Data for Depression 2. Sample date is in the Non-Peak




































151 28.98 3.35 43.75 -35.64 29.43% 6.9 2.3% 17 1497 10.7 44 111 25.1 13 3.9 9 9
152 28.98 3.35 46.02 -34.05 29.88% 7.0 2.7% 18 1431 11.6 38 109 23.4 14 4.1 10 8
153 28.95 0.91 45.03 -33.32 29.29% 7.0 2.7% 16 1362 10.6 37 106 20.2 13 3.9 8 8
154 28.98 3.35 45.62 -32.94 29.00% 7.0 2.7% 16 1285 10.6 37 104 20.7 10 3.4 6 7
155 28.97 2.44 41.58 -31.52 29.69% 7.0 2.7% 16 1419 11.8 41 105 23.7 14 3.9 23 8
156 28.95 0.61 44.23 -30.59 29.89% 7.0 2.8% 15 1339 8.4 39 102 22.0 10 3.9 11 8
157 28.98 3.35 44.12 -30.79 28.60% 6.8 2.8% 17 1252 11.2 39 93 27.2 11 3.4 10 7
158 28.98 3.66 46.49 -31.45 29.80% 7.1 2.5% 16 1383 9.3 42 101 23.1 12 3.9 10 8
159 28.98 3.35 46.58 -29.20 29.28% 7.0 2.6% 15 1267 9.9 38 99 22.0 13 3.9 11 7
160 29.02 7.93 47.83 -29.70 29.08% 7.0 2.6% 15 1290 11.4 46 106 21.8 13 4.1 7 8
161 29.02 7.93 47.54 -31.97 29.13% 7.0 2.7% 15 1336 11.3 47 105 20.9 13 4.1 8 8
162 29.00 5.79 47.84 -27.99 29.36% 7.0 2.5% 16 1350 12.4 43 107 22.6 16 4.1 11 8
163 29.00 5.79 47.89 -26.00 28.85% 6.9 2.6% 19 1466 16.0 53 116 26.2 18 3.9 14 8
164 28.97 2.74 45.72 -25.60 29.88% 6.9 2.3% 18 1295 16.4 39 95 29.3 13 4.1 9 7
165 29.00 6.10 47.84 -25.00 28.55% 7.1 2.8% 15 1462 8.7 52 113 22.5 15 4.1 9 8
166 28.96 1.83 49.15 -25.23 29.60% 7.1 2.7% 16 1431 12.0 46 107 23.3 12 3.9 11 8
167 28.98 3.66 44.76 -28.15 29.74% 6.8 2.8% 17 1260 8.1 45 107 21.9 16 3.4 9 7
168 28.95 0.31 43.37 -28.25 29.09% 7.0 2.8% 14 1284 6.9 35 93 22.6 9 3.7 8 7
169 28.96 1.52 44.24 -26.32 28.46% 7.0 2.9% 14 1411 7.5 39 95 22.8 11 4.1 9 8
170 28.98 3.66 40.70 -30.76 29.36% 7.1 2.6% 17 1633 10.9 45 112 33.9 15 4.4 23 9
171 29.02 7.32 39.95 -29.20 28.57% 7.1 2.8% 15 1474 8.9 45 105 22.5 13 4.1 11 8
172 29.01 7.01 42.07 -29.27 29.38% 7.1 3.1% 15 1499 8.0 43 108 23.0 12 4.1 18 9
173 29.01 6.71 40.99 -26.62 28.99% 7.0 3.2% 16 1344 11.9 44 95 26.4 14 4.1 17 8
174 28.96 1.83 -30.75 -36.06 28.53% 7.1 2.4% 15 1489 8.0 43 105 23.3 18 4.4 18 8
175 28.95 0.31 42.97 -22.77 28.65% 7.0 2.8% 16 1609 9.0 48 122 30.1 17 4.1 15 9
176 28.94 0.00 43.87 -24.24 29.51% 6.8 2.6% 21 1567 24.1 46 109 40.6 19 4.1 16 9
177 28.98 3.35 45.89 -23.98 28.82% 6.9 2.9% 17 1315 10.7 41 103 21.2 13 3.9 8 8
178 28.94 0.00 44.90 -22.55 28.78% 6.9 2.6% 16 1305 10.2 39 104 23.4 15 3.7 10 8
179 28.96 1.83 46.78 -23.67 28.88% 7.0 2.4% 16 1268 10.1 39 101 22.2 14 4.1 9 7
180 29.00 5.49 46.21 -21.39 28.66% 7.0 2.8% 17 1330 11.9 40 107 21.6 15 3.9 10 8
181 28.97 3.05 48.71 -21.18 28.38% 7.0 2.7% 15 1450 7.7 38 110 23.6 14 3.7 9 8
182 28.96 1.52 47.96 -17.86 29.32% 6.9 3.1% 18 1319 13.4 48 109 23.2 16 3.9 16 8
183 28.98 3.35 45.06 -18.06 29.27% 6.9 2.8% 17 1335 9.1 41 105 23.1 18 3.7 11 8
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Table 4.13: June 2014 Data for Depression 3. Sample date is in the Non-Peak




































81 29.05 3.96 171.26 55.52 32.54% 6.0 3.1% 27 817 27.9 31 66 36.5 15 2.8 12 5
82 29.08 7.01 167.12 61.38 31.37% 6.3 3.0% 21 985 14.0 30 84 29.5 16 3.0 11 6
83 29.06 4.57 165.79 62.62 31.74% 6.3 3.0% 22 1043 15.1 40 86 34.3 16 3.2 12 6
84 29.08 6.40 167.01 63.87 31.12% 6.3 3.2% 23 968 19.3 36 83 35.9 14 3.2 12 6
85 29.02 0.31 162.13 60.78 32.23% 5.9 3.1% 30 856 32.8 34 69 54.0 14 3.2 16 5
86 29.03 1.22 159.48 62.05 32.81% 6.0 3.0% 26 873 22.0 27 65 39.6 12 2.8 13 5
87 29.01 0.00 164.26 63.08 34.41% 6.1 2.9% 27 950 24.5 45 88 45.4 21 3.2 14 6
88 29.02 0.61 163.81 63.75 30.81% 5.9 3.1% 33 968 44.0 46 85 54.3 22 3.2 21 6
89 29.02 0.31 163.78 65.90 31.46% 6.0 3.1% 30 861 44.8 44 73 60.2 18 3.7 19 5
90 29.03 1.83 163.30 66.62 32.45% 6.0 3.0% 30 916 35.0 41 82 47.0 18 3.4 18 5
91 29.02 0.31 161.75 67.59 32.18% 6.0 2.8% 29 955 28.7 37 77 47.2 14 3.0 16 6
92 29.08 6.40 162.46 69.17 31.69% 6.0 3.2% 29 896 28.9 40 76 36.7 16 3.2 16 5
93 29.03 1.52 161.18 68.64 32.42% 6.0 3.1% 29 845 32.0 33 71 41.0 15 2.8 14 5
94 29.07 5.79 164.43 69.85 32.94% 5.9 3.1% 32 862 39.9 43 70 42.0 18 3.2 18 5
95 29.03 1.22 163.40 70.62 32.12% 6.0 3.3% 32 875 43.3 44 74 48.8 18 3.2 19 5
96 29.08 7.01 162.44 71.28 30.86% 6.0 3.1% 28 866 26.9 37 75 32.3 19 2.8 19 5
97 29.06 4.88 160.47 72.61 32.23% 5.9 3.2% 32 857 39.9 42 73 41.5 18 3.0 23 5
98 29.04 2.74 160.76 76.48 30.88% 6.0 3.0% 27 858 29.6 37 72 45.5 17 3.0 19 5
99 29.04 2.44 160.81 75.93 31.49% 5.9 2.9% 35 916 45.5 41 77 50.9 19 3.4 24 5
100 29.05 3.96 162.08 75.34 31.49% 6.0 2.7% 33 897 47.2 40 78 50.3 27 3.2 21 5
101 29.11 9.45 163.83 79.17 32.33% 6.0 3.1% 31 912 36.2 42 79 38.7 23 3.4 16 5
102 29.10 8.84 165.77 77.36 30.09% 6.2 2.6% 23 944 21.5 36 83 32.4 16 3.2 14 6
103 29.10 8.23 166.63 76.98 31.09% 6.2 3.1% 23 872 23.5 37 80 29.6 16 3.4 16 5
104 29.09 7.62 168.43 75.01 31.61% 6.4 3.6% 21 1060 19.5 40 98 33.0 19 3.9 23 6
105 29.09 7.93 165.77 74.01 31.57% 6.1 2.9% 24 816 23.7 35 70 30.8 15 2.8 14 5
106 29.09 7.32 167.09 74.54 30.43% 6.2 2.9% 23 941 22.2 35 83 33.5 15 2.8 13 6
107 29.08 6.71 165.27 70.48 32.15% 6.1 3.0% 26 904 28.6 39 78 35.9 14 3.0 12 5
108 29.11 9.75 168.56 70.44 30.53% 6.5 2.8% 19 1147 11.5 37 102 29.8 17 3.4 13 7
109 29.09 7.93 167.89 68.85 31.56% 6.4 3.0% 20 1036 14.5 36 92 31.4 14 3.2 11 6
110 29.09 7.62 169.48 66.74 31.37% 6.5 2.6% 18 1029 12.7 29 91 32.1 15 3.2 11 6
111 29.10 8.23 167.16 65.91 32.05% 6.2 3.0% 24 929 22.7 39 84 32.6 17 3.0 11 5
112 29.08 7.01 171.11 71.52 31.74% 6.5 3.1% 22 1079 27.7 37 94 43.3 19 3.9 14 6
113 29.05 3.66 157.43 68.30 30.81% 6.0 2.6% 26 912 19.4 34 72 32.5 15 2.8 12 5
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Table 4.14: June 2014 Data for Depression 4. Sample date is in the Non-Peak




































41 29.08 2.13 50.83 -39.23 31.39% 6.8 3.1% 14 1219 10.9 39 105 32.7 15 3.2 10 7
42 29.08 1.52 48.25 -34.84 31.17% 7.2 2.9% 12 1376 7.7 40 92 32.8 17 3.9 8 8
43 29.09 2.74 49.47 -35.94 30.90% 6.8 3.0% 14 1198 10.4 38 92 28.9 16 3.4 9 7
44 29.06 0.00 46.39 -31.39 31.53% 7.2 3.0% 12 1434 7.7 37 82 35.4 13 4.4 12 8
45 29.10 3.35 50.54 -31.27 30.05% 6.7 2.9% 12 1086 7.4 40 97 22.4 12 3.0 7 6
46 29.10 3.96 52.26 -34.15 32.55% 6.7 2.8% 17 1075 15.2 44 94 31.0 19 3.2 10 6
47 29.14 7.93 54.88 -37.95 29.76% 6.9 2.6% 13 1155 5.2 43 108 24.9 13 3.2 7 7
48 29.18 11.28 55.69 -36.63 29.26% 7.0 2.7% 11 1307 4.1 37 119 21.6 20 3.4 7 8
49 29.14 8.23 55.09 -33.87 30.45% 6.9 2.8% 13 1210 8.5 35 108 24.3 15 2.8 9 7
50 29.15 8.53 56.37 -29.87 29.36% 7.0 2.6% 11 1206 4.6 35 100 20.5 13 3.2 7 7
51 29.11 5.18 53.78 -29.81 31.26% 6.7 3.0% 14 1088 11.8 39 92 37.8 14 3.0 9 6
52 29.07 0.91 51.95 -30.50 31.76% 6.9 2.7% 17 1085 29.2 38 79 115.0 10 3.4 10 6
53 29.10 3.35 50.72 -28.89 31.05% 6.6 3.1% 19 1098 27.7 36 85 67.1 19 3.4 12 6
54 29.09 3.05 50.47 -27.78 32.09% 6.9 3.2% 19 1199 39.4 38 76 137.0 10 4.1 14 7
55 29.08 2.13 48.95 -26.85 30.59% 7.2 2.8% 11 1436 5.4 39 81 25.6 12 4.6 8 8
56 29.07 0.61 46.42 -26.98 31.74% 7.4 3.1% 11 2011 6.6 38 89 40.0 21 5.3 14 11
57 29.11 4.57 48.93 -24.58 31.35% 7.2 2.5% 12 1616 7.6 50 83 31.5 13 4.4 11 9
58 29.11 4.27 54.86 -26.76 30.82% 7.0 2.9% 11 1389 4.7 43 111 30.9 14 3.7 9 8
59 29.12 5.49 55.17 -25.63 29.97% 7.0 3.0% 11 1450 3.5 44 123 26.3 22 3.7 9 8
60 29.10 3.96 53.67 -24.65 30.09% 6.9 3.0% 11 1401 4.7 47 119 30.7 19 3.4 11 8
61 29.12 5.49 54.87 -22.17 30.10% 7.1 3.0% 11 1411 4.2 45 115 24.7 20 4.1 8 8
62 29.10 3.96 53.99 -22.83 30.55% 7.0 3.3% 11 1399 4.7 42 109 25.2 19 3.7 10 8
63 29.10 3.35 53.89 -20.69 30.22% 7.0 3.1% 11 1373 4.2 39 107 24.5 12 3.4 8 8
64 29.09 2.74 51.62 -21.83 31.09% 7.1 3.6% 14 1511 9.6 46 114 120.8 19 4.4 16 9
65 29.11 4.57 49.93 -20.69 30.93% 7.1 3.5% 11 1428 5.4 34 104 25.1 20 3.9 18 8
66 29.10 3.66 46.98 -20.43 30.53% 7.3 3.0% 11 1787 5.5 38 80 33.5 11 5.1 12 10
67 29.10 3.35 48.13 -19.29 31.02% 7.1 2.6% 11 1430 7.3 37 80 26.0 14 4.6 9 8
68 29.09 2.44 47.13 -15.85 30.47% 7.3 2.9% 10 1560 5.8 37 79 24.1 16 4.6 11 9
69 29.10 3.35 51.20 -15.82 31.11% 7.0 2.9% 12 1288 7.2 39 97 26.8 13 3.9 9 7
70 29.11 5.18 53.16 -28.57 30.32% 7.0 2.5% 11 1287 6.9 43 100 26.0 12 3.7 8 7
71
72 29.10 3.96 54.02 -33.21 33.36% 6.8 3.1% 14 1181 9.7 35 94 47.1 14 3.4 8 7
73 29.10 3.35 43.57 -35.17 27.99% 6.6 2.9% 15 1061 7.8 42 84 32.7 13 3.4 8 6
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Table 4.15: June 2014 Data for the Scattered Set. Sample date is in the Non-Peak




































122 29.03 0.00 28.03 126.99 30.62% 7.0 2.5% 12 1446 4.8 28 95 24.3 21 3.0 9 8
123 29.08 5.18 42.37 115.56 31.17% 6.8 3.2% 16 1273 8.3 27 97 28.7 18 2.8 11 7
124 29.18 14.94 72.01 109.14 31.22% 6.4 3.2% 19 1098 12.4 33 97 26.5 23 3.7 10 6
125 29.14 11.89 55.04 64.38 29.71% 6.7 2.7% 15 1246 5.1 33 106 23.8 23 2.5 15 7
126 29.11 8.84 24.89 46.27 30.65% 7.1 3.1% 12 1528 4.0 32 112 24.8 15 3.9 13 9
127 29.15 12.19 60.63 27.40 31.61% 6.5 3.0% 20 1133 13.5 34 94 29.8 18 2.8 11 7
128 29.11 8.84 56.77 6.13 32.20% 6.6 3.4% 19 1150 13.2 30 95 31.0 24 3.4 11 7
129 29.17 14.02 32.43 14.15 30.28% 6.8 3.3% 15 1361 4.3 28 105 24.4 14 2.8 12 8
130 29.10 7.01 30.35 -0.80 30.80% 6.2 3.1% 28 1070 28.3 41 90 27.9 17 2.8 16 6
131 29.08 5.49 25.34 -17.52 31.77% 6.5 2.7% 23 1161 20.7 30 98 31.8 15 3.0 12 7
132 29.19 16.46 33.29 202.37 29.81% 6.2 2.9% 28 1067 30.2 28 89 26.7 14 2.8 10 6
133 29.08 5.18 12.02 201.56 29.66% 7.0 2.9% 14 1418 10.3 39 96 25.1 17 3.4 14 8
134 29.12 9.75 23.75 184.78 28.71% 6.9 2.7% 15 1272 10.8 36 100 25.1 19 3.4 12 7
135 29.24 21.34 48.53 193.28 31.85% 6.4 3.4% 23 1118 19.4 37 95 35.1 14 3.2 14 7
136 29.22 18.90 38.38 177.44 29.89% 6.9 2.6% 16 1108 11.8 27 81 29.2 16 2.8 16 6
137 29.15 12.50 24.01 155.48 29.38% 6.8 3.2% 14 1248 7.4 41 101 22.7 25 3.2 8 7
138 29.16 13.11 19.14 184.11 31.39% 6.1 2.9% 26 889 23.6 50 74 25.3 15 3.4 9 5
139 29.09 6.71 47.24 163.50 34.02% 6.3 3.5% 26 1056 38.4 49 90 42.4 19 4.1 15 6
140 29.13 10.36 52.55 159.38 31.57% 6.3 2.9% 23 1000 18.2 39 87 27.6 16 3.0 10 6













































Figure 4.1: Total Rainfall Records from 01/01/2012 - 06/15/2014. Also shown are









































Snowfall (nearest 1/10 inch) Peak Snowfallcm)
Figure 4.2: Total Snowfall Records from 01/01/2012 - 06/15/2014. Also shown are










































Snow Depth (nearest inch) Peak Snow Depth1/100 cm)
Figure 4.3: Total Snow Depth Records from 01/01/2012 - 06/15/2014. Also shown
































Max Gage Height Peak Gage Height
Figure 4.4: Total Maximum Gage Height Records from 01/01/2012 - 06/15/2014.
Also shown are the 12 peak gage heights in the 30 months sampling period. Note:





















Max Temp Min Temp
Figure 4.5: Temperature Records from 01/01/2012 - 06/15/2014. Graph includes
maximum and minimum temperature records.
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