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ABSTRACT
Carriere, Danielle E. PhD, Purdue University, December 2016. Resilience, Suicide,
and Enrollment in Higher Education: Three Essays on Impacts of Recession. Major
Professor: Maria Marshall.
This dissertation is comprised of three essays, all of which focus on various impacts
of economic recession. The first two essays utilize county-level data to examine di↵erences between rural and urban response to economic downturn, while the final essay
makes use of individual-level data to examine the impact of recession on enrollment
in higher education.
Essay 1: “Response to Economic Shock: Impacts of Rurality and Recession on
County-Level Suicide in the United States.” Using a negative binomial model, we
examine the e↵ect of recessions on suicides in rural and urban U.S. counties. We
include the e↵ects of other economic variables, as well as county demographics, and
estimate gender-specific models. We find that, after accounting for di↵erences in
population, not only do urban counties have fewer suicides than rural counties, but
urban counties experience smaller increases in suicide numbers than rural counties
during periods of recession. We also find that long-term economic factors such as high
chronic poverty or unemployment have a greater impact on male suicides, while shortterm economic crises have a larger impact on female suicides. Higher percentages of
children in the county have an increasing e↵ect on male suicides, but a decreasing
e↵ect on female suicides.
Essay 2: “The Impact of Rurality on the Economic Resilience of U.S. Counties
to the Great Recession.” We utilize a simple OLS regression analysis to examine
regional patterns in the resilience of U.S. counties to the Great Recession through
the use of two measures: resistance (the initial sensitivity of a region to economic
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shock) and recovery (the extent to which a county or region has resumed its prior
employment levels four years after the recession). We find evidence that county-level
resistance to and recovery following the Great Recession are correlated with countylevel economic dependency as well as state e↵ects. We also find that several variables,
such as chronic poverty and the percent of individuals within a county with four or
more years of college, are predominantly statistically significant for urban—but not
rural—counties and vice versa.
Essay 3: “Impacts of the Great Recession on Higher Education Enrollment in
the United States.” Through the use of a multinomial logit model, we investigate
the impact of demographic and economic factors on the probability of individual
enrollment in four-year or two-year institutions. This research extends prior research
by examining a wider age range than is typically examined and also by examining
di↵erences in enrollment patterns between two key age cohorts:18- to 24-year-olds
and 25- to 49-year-olds. We find that that, while an increased unemployment rate is
associated with an increased probability of enrolling in either a community college or a
four-year institution, an increase in the unemployment rate appears to have a greater
e↵ect, in terms of magnitude, on the probability of enrolling in a community college
than on the probability of enrolling in a four-year institution. We also find enrollment
patterns di↵er significantly between traditional and non-traditional students.

1

CHAPTER 1. INTRODUCTION

As defined by the National Bureau of Economic Research (NBER), the Great
Recession—the most recent example of a severe economic shock in the United States–
began in December of 2007 and ended in June of 2009. However, impacts of this
recession on the labor market continued to be seen long after the recession end date
specified by NBER, with the average annual unemployment rate peaking in 2010
(Bureau of Labor Statistics, 2015). This pattern of recession impacts lasting beyond
the end of an economic shock has been seen throughout history. These prolonged
e↵ects are sometimes referred to as “labor market recessions” (Schmitt and Baker,
2008).
Economic recessions have many diverse and far-reaching impacts. This dissertation addresses three of these: suicide in rural and urban counties, county-level resilience, and individual enrollment in higher education. The following essays provide
insights into just a few of the impacts of recession at both the regional and individual
level, and examine important implications for policy makers.
The first two essays in this dissertation focus on di↵erences in rural1 and urban
response to recession. Perhaps the most important reason to examine rural and urban counties separately is, first and foremost, simply because there are substantial
di↵erences between the most urban and the most rural rural communities. These
di↵erences exist in terms of geography, demography, industry, and diversity. Consequently, it makes sense that rural/urban responses to economic shocks may be
di↵erent as well. Despite these di↵erences, however, rural and urban areas are often
lumped together with something of a “one size fits all” philosophy when policies are
1

While rurality is defined explicitly within the essays for which it is relevant, a greater discussion of
rurality can be found in Appendix A.
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created. This assumption has been inaccurate in the past, and is perhaps increasingly
so as rural economies continue to evolve (Irwin et al., 2010).
Not only do the first two essays in this dissertation focus on rural/urban di↵erences, but all three essays examine factors that impact di↵erent groups of individuals
or counties to greater or lesser extents. In addition to examining di↵erences in the effect of recession on rural and urban suicides, the first essay examines male and female
suicides separately, while the third essay focuses on the impacts of economic downturn and various demographic variables on the enrollment probabilities of individuals
in two separate age cohorts.
The first essay, “Response to Economic Shock: Impacts of Rurality and Recession
on County-Level Suicide in the United States,” looks at the impact of rurality and
economic crisis—emphasizing the Great Recession—on county-level suicides. Countylevel mortality data and a negative binomial regression model is used to examine the
impacts of economic shock on total and gender-specific suicides in rural and urban
counties. The use of county-level data and the examination of the di↵erence between
rural and urban counties in the change in suicide in response to economic recession
adds new insight to the literature on suicide.
The second essay, “The Impact of Rurality on the Economic Resilience of U.S.
Counties to the Great Recession,” examines the impact of rurality on county-level
economic resilience to the Great Recession. An OLS regression analysis is utilized
to examine regional patterns in the economic resilience of U.S. counties to the Great
Recession. The analysis of the county-level resilience of U.S. counties and the inclusion of the element of rurality adds depth to the body of resilience literature, which
has largely focused on larger geographic areas or regions outside of the United States
(Davies, 2011; Fingleton et al., 2012; Martin, 2012). In addition, this research contributes to the resilience literature by examining the factors that influence a particular
region’s resilience, rather than determing whether or not a region was resilient.
The third and final essay, “Impacts of the Great Recession on Higher Education
Enrollment in the United States,” takes a somewhat broader view than the first two
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essays. Rather than examining county-level impacts of the recession, the final essay
utilizes nationwide individual data and a multinomial choice model to compare higher
education enrollment decisions among two di↵erent age groups (18–24 and 25–49) in
recession and non-recession years. This research contributes to the literature through
its examination of the di↵erence in impact between these two age groups of recession
and demographics on enrollment in higher education.
Together, these three essays describe various impacts of the economic recession.
They add to recent conversations within economic literature concerning regional resilience to crises (Davies, 2011; Dijkstra, 2015; Fingleton et al., 2012; Martin and
Sunley, 2015), the impacts of economic crises on mental and physical health (Bradford and Lastrapes, 2013; Browning and Heinesen, 2012; Classen and Dunn, 2012;
McInerney et al., 2013), and the impact of economic downturns on enrollment in
higher education (Hillman and Orians, 2013; Sievertsen, 2016). In addition, they
provide evidence and serve as a strong reminder of the idea that many aspects of recession influence some groups of regions or individuals to a larger degree than others,
suggesting that many “one size fits all” policies overlook crucial di↵erences among
those the policies are intended to help.

4

CHAPTER 2. RESPONSE TO ECONOMIC SHOCK: IMPACTS OF RURALITY
AND RECESSION ON COUNTY-LEVEL SUICIDE IN THE UNITED STATES1

2.1 Introduction
It has long been observed that economic factors can play an important role in
suicides. In his pioneering work on suicide, Durkheim (1897) recognized the impact
of economic shocks on suicide rates. He theorized that suicides increased during
economic downturns, as well as upturns, because these economic shocks cause disruptions in the structure of society. Following Durkheim, little research has supported
the idea that positive economic shocks increase suicides. Most research, however,
supports the idea that suicide rates increase as a result of negative economic factors
such as unemployment (Andrés, 2005; Brainerd, 2001; Browning and Heinesen, 2012;
Classen and Dunn, 2012), inequality (Andrés, 2005), decreases in income or wealth
(Hamermesh and Soss, 1974; Marcotte, 2003; Turvey et al., 2002), low income (Levin
and Leyland, 2005; Marcotte, 2003), and economic crises (Chen et al., 2012). In addition, research suggests that decreases in wealth may have a greater impact than
chronic poverty (Turvey et al., 2002). Furthermore, substantial literature exists that
suggests these economic crises, at the very least, negatively impact mental health
(Bradford and Lastrapes, 2013; Burgard et al., 2007; Cotti et al., 2015; Kuhn et al.,
2009; McInerney et al., 2013; Te↵t, 2011).
Recent work by Chen et al. (2012) emphasizes the importance of utilizing economics to apply a “rational” approach that compliments medical research on suicide.
This push to incorporate economic understanding is reasonable, given that much
research on the subject of suicide cites economic factors as impacting individuals’
1

I would like to acknowlege the guidance of Dr. Maria Marshall and Dr. James Binkley in the
development of this chapter of my dissertation.
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decisions to commit suicide. Marcotte (2003) summarized the idea that economic
factors should be seriously considered when trying to understand suicide decisions
with this statement: “Even for this most drastic of behavioural choices, at some level
individuals respond to the same types of incentives that govern other aspects of their
economic and social lives.”
These social and economic factors are especially important to consider as suicide
rates continue to evolve over time (Chen et al., 2012; Singh and Siahpush, 2002). One
example of this evolution can be seen in rural/urban suicide rate trends. Traditionally,
urban suicide rates have been higher than those of rural communities (Durkheim,
1897; Singh and Siahpush, 2002). However, the majority of work in recent years
suggests, in fact, that rural communities almost universally su↵er from statistically
significantly higher suicide rates (Hirsch, 2006; Levin and Leyland, 2005; Middleton
et al., 2003; Singh and Siahpush, 2002). In addition, there is evidence that this gap
may be increasing over time (Singh and Siahpush, 2002).
Prior literature has suggested three overarching contributors to the higher suicide
rates found in rural communities: culture, isolation, and economic factors (Hirsch,
2006). Some literature suggests a physically and mentally strenuous lifestyle built
around an agricultural industry, or greater access to more lethal methods of committing suicide (such as firearms or pesticides) as potential explanations for the higher
suicide rates found in rural areas (Hirsch, 2006). In addition, rural dwellers su↵ering
from mental disorders are more likely to be stigmatized than their urban counterparts
(Hoyt et al., 1997), and therefore may be less likely to seek help from mental heath
professionals. Isolation, as well as the consequent lack of access to mental health
professionals who would be able to identify and treat individuals su↵ering from suicidal behavior or other mental health problems, may contribute to the higher suicide
rates seen in rural communities, a problem compounded by the depopulation trend
occurring in many rural areas. Finally, due to isolation or lack of economic diversity, individuals living in rural communities typically have fewer options to address
economic crises or declining economic conditions.
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While there is a large body of literature examining suicide rates in rural/urban
communities, and a separate large body of literature on the e↵ect of various economic factors on suicide rates and mental health, there is little understanding of how
these two issues interact with one another. This essay seeks to examine the impact
of rurality, in conjunction with economic crises, on county-level total suicides. The
most recent recessions provide an opportunity, in the form of somewhat natural experiments, to examine the impact of economic shocks on the standard of living and
well-being of a↵ected individuals (Deaton, 2012).
This essay o↵ers three main contributions. First, the analysis of county-level data
on total suicides provides information at a finer level than most prior literature, which
has focused primarily on state or country level suicide, especially in recent years.
Second, this essay provides an examination of the question of whether the suicide
di↵erential between rural and urban counties changes during economic recessions.
Third, this study applies analysis to male and female suicides separately, thereby
extending the contributions described above to include gender-specific suicides. This
is especially important for two reasons. First, males generally have much higher
suicide rates than females. Second, males experienced greater levels of unemployment
during the Great Recession (Elsby et al., 2010; Sahin et al., 2010), and, in fact, during
most prior recessions as well (Elsby et al., 2010).

2.2 Data and Descriptive Statistics
Annual national mortality data from the years 1990-2013 were obtained from the
National Center for Health Statistics (National Center for Health Statistics, 2003,
2015). This data set provides information on the total number of suicides in a particular county in a given year, as well as the total number of gender-specific suicides.
The data set also includes information on the age cohorts (in five-year age groups)
of individuals who committed suicide. There are 74,600 county-level observations in
this data set. All data are for the continental United States.
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The national mortality data was combined with several additional data sets. The
first, obtained from the U.S. Census Bureau, includes county-level data on population
and demographics from 1990 to the present, and county-level data on poverty rates
for the years 1993, and 1995-present. The second data set, obtained from the U.S.
Bureau of Labor Statistics, includes county-level employment data from 1990-present.
Data on the rurality measures—population and percent urban—were obtained from
the Census Bureau. The final set, the County Typology Codes, was obtained from the
USDA Economic Research Service, and includes data on county economic dependency.
A county’s economic dependency falls into one of six mutually exclusive categories:
farming dependent, mining dependent, manufacturing dependent, Federal or State
government dependent, services dependent, or nonspecialized. These dependencies
are determined through the use of thresholds—typically the percent of a county’s
total earnings attributed to one of the above industries or, in the case of farming, the
percent of all county occupations that are farming occupations. The 2004 County
Typology Codes included both metro and non-metro counties in the typology; the
1989 codes only included non-metro counties2 .
Key explanatory variables include a dummy variable for recession years (as defined
by the National Bureau of Economic Research); a time trend; percent urban (the percent of a county’s population living in urban areas, as defined by the Census Bureau);
and the interaction between percent urban and the recession dummy. Other explanatory variables include county-level demographic characteristics; economic indicators,
such as average poverty and unemployment rates, and economic dependency; population, aged 20 or greater (which is included as an exposure variable and discussed
in greater detail below); and dummy variables for states. Descriptive statistics are
included in Table 3.1.
Only suicides by individuals aged 20 or greater are included in the analysis. The
sample is restricted to this segment of the population for several reasons. Data on
age at the time of suicide is only available by 5-year age cohorts. As such, the
2

For more information on the County Typology Codes, see http://www.ers.usda.gov/dataproducts/county-typology-codes.aspx
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Table 2.1. County-level Descriptive Statistics
Variable

N

Total Suicides
Total Male Suicides
Total Female Suicides
% Urban
Economic Indicators
Recession
Average Unemployment Rate (%)
Average Poverty Rate (%)
Farm Dependent
Mining Dependent
Manufacturing Dependent
Government Dependent
Service Dependent
Nonspecialized
Demographics
Population (thousand)
% Male
% Black
% American Indian or Alaska native
% Asian or Pacific Islander
% Hispanic
% Child (0-9)
% Elderly (65+)

Minimum

Maximum

Mean Standard
Deviation

74600 0.0
74600 0.0
74600 0.0
74600 0.0

991.0
762.0
229.0
100.0

9.95
7.91
2.03
38.89

28.2
21.9
6.4
30.7

74600
74600
74600
67800
67800
67800
67800
67800
67800

0.0
2.1
2.7
0.0
0.0
0.0
0.0
0.0
0.0

1.0
23.5
46.2
1.0
1.0
1.0
1.0
1.0
1.0

0.21
6.26
15.22
0.17
0.05
0.27
0.11
0.12
0.28

0.4
2.2
5.9
0.4
0.2
0.4
0.3
0.3
0.4

74600
74600
74600
74600
74600
74600
74600
74600

0.1
42.6
0.0
0.0
0.0
0.0
3.4
1.3

10000.0
72.1
86.9
96.5
48.2
97.8
27.5
51.6

90.58
49.58
8.98
1.36
1.09
6.53
13.26
15.31

283.5
2.0
14.6
5.4
2.6
12.4
2.1
4.2

next youngest age group that could have been included spans ages 15-19. Because
this essay focuses on impacts of recessions, it is inappropriate to include suicides by
individuals who may have been too young to participate in the labor force. It is likely
that the majority of suicides by individuals in this age cohort occurred for reasons
unrelated to the economy.
While elderly individuals (aged 65 or greater) are likely to be retired, and therefore
less apt to be a↵ected by rising unemployment rates, it is probable that economic
downturns negatively impact individuals in these age cohorts. Younger age cohorts
may be more concerned with rising unemployment rates. However, the elderly may be
impacted by sudden decreases in wealth that occur as a result of changes in the stock
market (McInerney et al., 2013). More importantly, the elderly have traditionally
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had one of the highest suicide rates of all age cohorts (Centers for Disease Control
and Prevention, National Center for Health Statistics, 2014). Thus, the elderly are
an important group to include in our analysis.
Observations where the county was not identified were dropped from the data set.
Missing data values occurring as a result of the creation of a county between census
years were imputed based on observed values in the data. For example, percent
urban is assigned during the decennial Census. Because of this, a county created
in 1993 would have missing values for this variable from 1993-1999. In this case,
the value observed in the 2000 Census would be assigned for the years 1993-1999.
However, because the creation of a county is a relatively rare occurrence, there were
few instances where this adjustment was necessary.
Missing data values resulting from the gap between years with assigned County
Typology Codes were imputed based on observed values in the data. For example,
the economic dependency assigned to a county in the 1989 Codes was assigned to
that same county until 1998 (the first year of data used to compute the 2004 Codes).
The 2004 Codes were assigned to the years 1998-2013.

2.3 Model
Much of the prior economic and sociological literature on suicide has utilized
suicide rates as the dependent variable in their models. The use of suicide rates
as a dependent variable is popular, because it allows for easy comparison of areas
with di↵erent sizes of population. However, most literature using suicide rates as the
dependent variable has focused primarily on comparing state, or even country, suicide
rates. While the use of suicide rates may certainly be appropriate when comparing
large, high-population areas, analysis using suicide rates as the dependent variable
becomes less straight-forward when looking at small, low-population areas, such as
very rural counties.
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The use of suicide numbers rather than rates, particularly at the county level,
warrants special consideration. Many of the most rural counties do not have any
suicides in a given year, resulting in a zero value in the observation. In contrast, very
rural counties with even one observed suicide in a given year may exhibit extremely
high suicide rates, simply because of their small populations. This leads to extremely
scewed data, which makes a linear model inappropriate.
Some prior literature has utilized the log of suicide rates (Brainerd, 2001). Taking
the log of the observed suicide rate decreases the scewness of the data. However,
this strategy again creates a problem if there are zeros in the data. Counties with
suicide rates of zero are dropped from the data set as “missing” observations when
their suicide rates are transformed from zero into an undefined number.
To address some of these issues described above, total numbers of county-level
suicides (both overall and gender-specific) are used as the dependent variables in this
analysis and a negative binomial regression analysis is utilized. The negative binomial
regression, a generalization of the Poisson regression, relaxes the assumption of the
Poisson that the variance is equal to the mean of the data. As can be seen from the
descriptive statistics in Table 3.1, this assumption clearly does not hold. The fact
that the variance is nearly eighty times larger than the mean suggests a Poisson is
inappropriate. The negative binomial regression relaxes this assumption, and provides
a way to model the large number of zeros in the data set through the use of count
data. The negative binomial regression models the number of “successful” outcomes
(in this case total suicides) in a given time period (one year), and assumes that any
zeros occurring in the dependent variable are true zeros arising from a single process.
The model in this essay is:
Si,t =

0

+

1T

+

2 urbani,t

+

3 rect

+

4 urbani,t Rect

+ ⌦Xi,t + ✏i,t

(2.1)

where S is the number of suicides in county i at time t; T is a time trend; urban
is percent urban; rec is the dummy variable for recession years (as defined by the
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National Bureau of Economic Research); U rbanRec is an interaction between percent
urban and the recession dummy; X is a vector of demographic, economic, and state
dummy variables; and ✏ is a vector of errors, clustered at the state level.
Prior research and initial data analysis suggest suicide rates have increased over
time. As such, a time trend is included to account for changes in suicide numbers that
may be disproportionate to population growth. Percent urban provides a measure
of the proportion of a county’s population that lives in urban areas, as defined by
the Census. Waldorf (2006) describes this as the urban “buildup” of a county, and
suggests that, all things being equal, it is relatively straight-forward to say a county
with a higher proportion of its residents living in an urban area is less rural than a
county with a lower proportion of its residents living in urban areas. In other words,
a county with 20 percent of its population living in urban areas would be considered
more rural than a county with 70 percent of its population living in urban areas.
We use percent urban to determine rurality. The interaction between percent urban
and recession years allows for di↵erent impacts of the recession on rural and urban
counties.
Economic indicators included in the regression are the average county unemployment and poverty rates. These variables are equal to the average unemployment and
poverty rates observed for each county over the twenty-four years spanned in the data
set, and are included to account for counties that experience persistently high poverty
or unemployment rates. In addition, dummy variables representing county economic
dependency are included in the regression.
Demographic variables include percent of county population that is male, Black,
American Indian or Alaska Native, Asian or Pacific Islander, Hispanic, children (aged
0-9), or elderly (age 65+). These variables are included to account for di↵erences in
suicide rates between races and ethnicities. Percent elderly is included, because the
elderly are typically considered to have a higher suicide risk. The e↵ect of children is
discussed further in the results.
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The state dummies are included mainly to control for variation due to geographic
di↵erences in suicide rates. Due to constraints on space, the results of the coefficient
estimations for these variables will not be presented.
As stated earlier, total population (aged 20 or greater) is included as an “exposure” variable. This was done to account for variation in the size of counties (the
observational unit). As discussed above, we employ a count model, and any di↵erence in size of the population whose count is being tallied must be incorporated. This
is done through the use of an exposure variable, which is equivalent to including the
log of the target population in the model with the coefficient constrained to equal one
(Greene, 2011). In the regression on gender-specific suicides, the exposure variable
becomes total male or female population aged 20 or greater.

2.4 Results
Table 2.2 displays the results of the negative binomial regression. Both regression
coefficients and incident rate ratios are included in the table. In a negative binomial model, the coefficients represent the expected change in the logs of expected
counts, given a one-unit increase in a particular variable (UCLA: Statistical Consulting Group, 2015a). The incident rate ratio values are more intuitive, and are equal
to the value of the coefficients exponentiated (e ). The incident rate ratios can be
interpreted as the expected change in the incident rate, given a one unit increase in a
given variable (UCLA: Statistical Consulting Group, 2015a). In the case of recession,
a variable with a positive coefficient, the incidence rate of total suicides can be expected to increase by a factor of 1.0316

1 = 0.0316 (see Table 2.2), or 3.16 percent

in recession years, compared to non-recession years. In the case of farm dependency,
a variable with a negative coefficient, the incidence rate of total suicides can be expected to be 1

0.9288 = 0.0712, or 7.12 percent lower in a farm dependent county

than a non-specialized county, the reference group.
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Table 2.2. Results of the Negative Binomial Regression on Total Suicides

Time Trend
% Urban
Economic Indicators
Recession
%Urban*Rec
Average Unemployment Rate (%)
Average Poverty Rate (%)
Farm Dependent
Mine Dependent
Manufacturing Dependent
Government Dependent
Service Dependent
Demographics
% Male
% Black
% American Indian or Alaska Native
% Asian or Pacific Islander
% Hispanic
% Child (0-9)
% Elderly (65+)
cons
ln(totalpop)

Coefficient

Standard Error

Incidence
Rate Ratio

0.0119***
-0.0004

0.0009
0.0003

1.0120
0.9996

0.0311***
-0.0003**
0.0115**
0.0087***
-0.0739***
0.0380
0.0039
0.0149
0.0262***

0.0102
0.0001
0.0054
0.0022
0.0253
0.0282
0.0096
0.0161
0.0089

1.0316
0.9997
1.0115
1.0087
0.9288
1.0387
1.0039
1.0150
1.0266

0.0029
-0.0067***
0.0004
-0.0125***
-0.0097***
0.0114**
0.0169***

0.0038
0.0008
0.0021
0.0019
0.0010
0.0048
0.0045

1.0029
0.9934
1.0004
0.9876
0.9903
1.0115
1.0171

-9.4010***
1.000

0.2493
(exposure)

Note: Due to space constraints, the estimation results for the state control variables
are not presented.
* Significant at the 10% level
** Significant at the 5% level
*** Significant at the 1% level

The key variables are percent urban and the recession indicator. As expected,
the recession dummy is positive and significant: total suicides are expected to rise
approximately 3.16 percent in recession years. Percent urban is not significant, although its negative sign supports a view that rural suicides are higher. Furthermore,
the interaction of percent urban and recession is negative and significant. These results imply that after accounting for population di↵erences, not only do urban areas
have fewer suicides than rural areas in general, but that urban areas also experience
smaller increases in total suicide numbers than rural areas during a recession. These
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finding support previous literature that has found that rural areas have higher rates
of suicide than urban areas.
As discussed earlier, there is a large body of literature supporting the idea that
suicide rates increase as a result of poor economic conditions. As such, it is not
surprising that higher average levels of persistent poverty and unemployment both
correspond with increased numbers of suicides, with a one percent increase in average
poverty showing a 1.15 percent increase in suicide numbers, and a one percent increase
in average unemployment showing a 0.87 percent increase in suicide numbers.
Of the economic dependencies, farm dependency has by far the largest impact,
with farm-dependent counties being associated with a decrease in total suicides of
about 7.12 percent relative to non-specialized counties, the reference category. This is
important because our research, as well as much of the literature previously discussed,
indicates that rural areas have higher suicide rates than urban areas. However, the
sign on the coefficient for farm dependency suggests that these higher rural rates
are not directly associated with agriculture. This finding contrasts with literature
that pro↵ers the agricultural lifestyle or other farm-related factors as explanations
for high suicide rates in rural areas (Hirsch, 2006), but aligns with recent literature
advocating the idea that “rural” communities and economies no longer necessarily
equate to “farm” communities and economies (Irwin et al., 2010).
In contrast, service-dependent counties are associated with an increase of 2.66
percent in suicide numbers. This may be due to the generally high-pressure nature
of the service industry, particularly for those in medical or legal service occupations.
Mining, manufacturing, and government dependency are not statistically significant.
In terms of demographics, results are not surprising. Increases in percentages
of Blacks, and Asians/Pacific Islanders correspond with decreases in total suicides
(0.661 percent and 1.24 percent, respectively). These results are supported by the
suicide rates observed in the annual aggregated data for the United States (Centers
for Disease Control and Prevention, National Center for Health Statistics, 2014).
Blacks and Asians/Pacific Islanders have consistently exhibited lower average suicide
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rates over time than whites. Increases in the percentage of Hispanics in a county also
correspond with a decrease in total suicides, with a one percent increase in Hispanics
showing a 0.97 percent decrease in suicide numbers. These results are also supported
by the suicide rates observed in the annual aggregated data for the United States
(Centers for Disease Control and Prevention, National Center for Health Statistics,
2014). The percent of Native Americans/Alaska Natives was not significant.
Higher percentages of children and elderly correspond with increased numbers of
total suicides, with a one percent increase in children showing a 1.15 percent increase
in suicide numbers, and a one percent increase in elderly showing a 1.71 percent
increase in suicide numbers. The latter was expected, since, as noted above, suicide
rates generally rise with the age of the population. The former e↵ect is somewhat
surprising, and is discussed further in the following section.

2.4.1 Male and Female Suicides
As stated earlier, there are reasons to expect male and female suicide rates to
respond di↵erently to the factors being examined, and, in fact, some of the most
important results of this study are found when examining male and female suicide
numbers separately. Table 2.3 displays the coefficients and incident rate ratio values
for the model applied to male and female suicide numbers. We discuss the results
in three groups: first, explanatory variables with coefficients having opposite e↵ects
on male and female suicide numbers; second, explanatory variables with coefficients
di↵ering in terms of significance or magnitude; and finally, explanatory variables with
coefficients that are similar in terms of sign, magnitude, and significance.
The first group of variables—those with opposite e↵ects on male and female suicide
numbers—includes percent urban, percent male, and percent child. In non-recession
years, a one percent increase in percent urban is associated with a 0.09 percent decrease in male suicide numbers, but a 0.20 percent increase in female suicide numbers. The interaction between percent urban and the recession, while not significant
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for males, is significantly negative for females. Because percent urban had a significant, positive e↵ect on female suicide numbers, and the interaction between percent
urban and the recession had a significant, negative e↵ect on female suicides, these
variables were tested for joint significance. The results of the test were significant
at the one percent level, indicating that we can reject the hypothesis that these two
coefficients sum to zero, with a net positive e↵ect in both recession and non-recession
years. These findings support prior literature that observed an increasing trend in
rural male suicide rates and a decreasing trend in urban male suicide rates, but an
increasing trend in urban female suicide rates and a decreasing trend in rural female
suicides (Singh and Siahpush, 2002).
An increase in the percent of the population that is male has no significant e↵ect
on female suicides, but a significant negative e↵ect for males. A one percent increase
in the male population corresponds to a 1.64 percent decline in male suicides. The
reason for this is not obvious, but the statistical strength of the e↵ect suggests it is
not an aberration and is potentially an important topic for future research.
Finally, the percent of a county’s population made up of children (aged 0-9) also
has opposite impacts on male and female suicides, with a one percent increase in
percent children being associated with a 1.76 percent increase in male suicides, and
a 1.55 percent decrease in female suicides. This is particularly interesting within
the context of the larger literature on the “fatherhood premium” and “motherhood
penalty”, as well as the traditional roles in the U.S. of men as breadwinners and
women as nurturers. Prior literature describes the financial premium males receive
when they marry and have children (Lundberg and Rose, 2002; Schieman and Young,
2010), as well as the financial penalty women receive when they marry and have
children (Correll et al., 2007). Our results suggest there is a psychological penalty
to men who have children, and, in contrast, a psychological premium to women who
have children. This may be related to the concept described by Shieman and Young
(2010), who state: “...the ‘good provider’ identity continues to exert powerful pressure

17
on men [and] the presence of economic hardship may represent an especially crucial
stressor that spills over into other core domains of life.”
Table 2.3. Results of the Negative Binomial Fegression on Male and Female Suicides
Incidence
Rate Ratio

Coefficient

Female
Standard
Error

Incidence
Rate Ratio

0.0102*** 0.0009
-0.0009*** 0.0003

1.0103
0.9991

0.0193***
0.0020***

0.0012
0.0004

1.0195
1.0020

0.0248**
-0.0002
0.0117**
0.0100***
-0.0644***
0.0393
0.0065
0.0158
0.0179**

0.0107
0.0001
0.0056
0.0021
0.0244
0.0322
0.0092
0.0172
0.0090

1.0251
0.9998
1.0118
1.0100
0.9376
1.0401
1.0066
1.0159
1.0181

0.0564**
-0.0007**
0.0088
0.0041
-0.1492***
0.0184
-0.0063
0.0075
0.0467***

0.0255
0.0003
0.0058
0.0031
0.0528
0.0390
0.0171
0.0166
0.0143

1.0580
0.9993
1.0088
1.0041
0.8614
1.0185
0.9938
1.0075
1.0478

-0.0165*** 0.0044
-0.0064*** 0.0008
0.0002
0.0019
-0.0136*** 0.0020
-0.0095*** 0.0010
0.0175*** 0.0051
0.0199*** 0.0048

0.9836
0.9936
1.0002
0.9865
0.9905
1.0176
1.0201

0.0068
-0.0063***
0.0006
-0.0108***
-0.0106***
-0.0156*
0.0049

0.0049
0.0014
0.0033
0.0030
0.0018
0.0088
0.0041

1.0068
0.9937
1.0006
0.9893
0.9895
0.9845
1.0049

-10.2294***

0.3326

1.000

(exposure)

Coefficient
Time Trend
% Urban
Economic Indicators
Recession
%Urban*Rec
Avg. Unemp Rate (%)
Avg. Poverty Rate (%)
Farm Dependent
Mine Dependent
Manufacturing Dependent
Government Dependent
Service Dependent
Demographics
% Male
% Black
% Amer. Indian or Alaska native
% Asian or Pacific Islander
% Hispanic
% Child (0-9)
% Elderly (65+)
cons
ln(malepop)
ln(femalepop)

-8.0208***
1.000

Male
Standard
Error

0.2905
(exposure)

Note: Due to space constraints, the estimation results for the state control variables are not presented.
* Significant at the 10% level
** Significant at the 5% level
*** Significant at the 1% level

The second group of variables—those with coefficients di↵ering in terms of significance or magnitude—is predominantly comprised of the economic indicators, but also
includes the time trend and the percent of the county population that is elderly. The
economic indicators in particular provide valuable insights. The recession dummy has
an increasing e↵ect on both male and female suicides, but the magnitude of e↵ect is
much larger for females, with male suicides increasing by about 2.51 percent during
recession years, and female suicides increasing by about 5.80 percent during recession
years.
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In contrast, while average unemployment rates have a positive e↵ect on both
male and female suicide numbers, this e↵ect is stronger in terms of magnitude and
significance for males, with a one percent increase in average unemployment being
associated with a 1.18 percent increase in male suicides, and a 0.88 percent increase
for females. This e↵ect is highly significant for males, but only mildly significant
for females. Similarly, average poverty rates have a significant, positive e↵ect on
both male and female suicide numbers, but the magnitude of e↵ect is much larger for
males, with a one percent increase in the average poverty rate being associated with a
0.41 percent increase in female suicides, and a 1.00 percent increase in male suicides.
Again, this provides evidence that the traditional view of men as “bread winners,”
despite the rise of female participation in the labor force, retains considerable force
on the male psyche.
However, the stronger e↵ect of the recession dummy on female versus male suicides warrants additional discussion. This result is especially surprising because,
as discussed previously, men typically experience higher unemployment rates than
women during periods of recession. This finding suggests two possibilities. The first
of these is that females are impacted to a larger degree by short-term economic crises,
while men are impacted more by persistently poor economic conditions. A second
possibility is that, as more women join the labor force, they become subject to many
of the same stresses as men who participate in the labor force and, as such, experience
the same pressures to provide, etc. In fact, it appears that women may be more susceptible to these pressures even than men, perhaps due to societal pressures to “have
it all.” While the time span of the data used in this essay covers three recessions
(the, early 1990’s recession, the early 2000’s recession, and the “Great Recession”),
the most recent of these was arguably the most severe of the three. As such, it is
likely that this most recent recession is driving the results of the recession dummy,
and that the results for this variable are representative of a developing trend in female
suicides.
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The economic dependency variables also exhibit di↵erences in the magnitude of
impact on male versus female suicides. Farm dependency had a highly significant,
decreasing e↵ect on both male and female suicides. However, the magnitude of e↵ect
was over twice as large for females, with farm-dependent counties being associated
with decreases of approximately 6.24 percent and 13.86 percent in male and female
suicide numbers, respectively. Again, this finding supports the idea that high rural
suicide rates are not, as suggested in some prior literature, necessarily driven by factors related to farming or agriculture. Service dependency had an increasing e↵ect
on both male and female suicides, with service-dependent counties being associated
with 1.81 percent increase in male suicides, and a 4.78 percent increase in female suicides. This greater increase in female versus male suicides supports our assertion that
women in the labor force are experiencing similar pressures as men who participate
in the labor force, as service industries typically employ higher numbers of women
than men. Mining, manufacturing, and government dependency were not significant.
The time trend, as well as the percent of the population that is elderly, is positive
and significant for both males and females. However, they di↵er noticeably in terms
of magnitude. The marginal e↵ect of one additional year on female suicides (a 1.95
percent increase) is nearly twice that of the marginal e↵ect of male suicides (a 1.03
percent increase). This indicates that, while both male and female suicide numbers
are increasing, female suicides numbers are increasing more rapidly. In contrast, the
impact of an increased percentage of elderly has a much larger e↵ect on male suicides
than female suicides, with a one percent increase in the elderly corresponding to an
approximate 2.01 percent increase in the number of male suicides, but only a relatively
small, insignificant increase in female suicides, results supported by the suicide rates
observed in the annual aggregated data for the United States (Centers for Disease
Control and Prevention, National Center for Health Statistics, 2014).
The third and final group of variables—those with coefficients that were similar
in terms of sign, magnitude, and significance—is made up of the racial and ethnic
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demographic variables, results for which are similar to those displayed in Table 2.2.
The e↵ect of race on suicides does not appear to vary by gender.

2.5 Conclusion
While much research has been conducted on the impacts of economic crises on
suicide, and the impact of rurality on suicide, little research has been done on the
e↵ect of recession in conjunction with rurality. This essay aims to fill some of this
existing gap by examining the impact of rurality and recession together on total
suicides at the county level. In addition to examining total suicides, we estimated
separate models for males and females. The empirical analysis focused on suicides
in the contiguous United States. We utilized count data, an “exposure” variable to
account for variation in population, and a negative binomial regression model.
Our model examined the impact of rurality (measured by percent urban) and the
recession on total suicides. In the regression on total suicides the recession had a
positive, significant e↵ect on total suicides, while percent urban and the interaction
between the two variables both had negative e↵ects. This indicates that, after accounting for di↵erences in population, not only do urban areas have fewer suicides
than rural areas in general, but that urban areas also experience smaller increases in
suicide during a recession. However, this does not appear to be due to economic problems arising from the farm economy. We also found that farm dependent counties are
expected to have fewer suicides—a finding that contrasts with explanations posited
in prior literature for the higher suicide rates found in rural areas. As expected, longterm poverty and persistent unemployment are also associated with higher numbers
of suicide.
In a second part of the analysis, we estimated the model separately for males and
females. From this it is evident that many of the factors a↵ecting suicide have di↵erent
impacts on males and females. In particular, urban counties are associated with
lower male suicide numbers than rural counties, but higher female suicide numbers.
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Additionally, long-term factors such as persistent unemployment and poverty have
stronger e↵ects on men. However, recession is associated with larger increase in
female suicides, despite the fact that men typically experience higher unemployment
rates than women during times of recession. This suggests that as women join the
labor force, they become subject to many of the same stresses as men in the labor
force and, in fact, may be more a↵ected, perhaps due to societal pressures to “have
it all.”
We found that a higher percentage of children in the county population decreases
female suicides, but increases male suicides. We attribute this result to the persistence of the traditional roles of men as breadwinners and women as nurturers in the
American family. A final result, one for which there is no obvious explanation, is
that counties with a higher proportion of males in the population have fewer male
suicides.
Our research suggests several potentially important topics for future research.
One is the decreasing e↵ect of higher percentages of males on male suicides just
mentioned. This is a topic that has received little attention, but one that may be
worth further investigation. A second topic is that of the decreasing e↵ect of county
farm dependency on suicides, especially because most prior research on rural suicide
cites farm-related factors as potential drivers of the higher suicide rates found in rural
areas. Finally, the e↵ect of negative long-term versus short-term economic conditions
on males versus females is worth further examination. These rather di↵erent e↵ects
may be representative of a shift in male and female suicide trends, and correspond
both with increasing numbers of females participating in the labor force and with the
more quickly increasing suicide numbers seen for females, relative to males.
The results of this paper provide evidence that it is important to consider not
only rural and urban areas separately when developing suicide prevention policies,
but males and females as well. The higher numbers of suicides seen in rural areas
indicate that greater access to mental health assistance may benefit rural residents.
In addition, programs providing education on mental health issues may help decrease
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the negative perceptions surrounding mental illness that are more prevalent in rural
communities (Hoyt et al., 1997). With regard to male and female suicides, our results
suggest that while programs promoting employment may have a decreasing e↵ect on
both male and female suicides, the largest e↵ect is likely to be seen in male suicides.
In contrast, policies promoting more family-friendly work environments or providing
short-term unemployment assistance may have a greater decreasing e↵ect on female
suicides.
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CHAPTER 3. THE IMPACT OF RURALITY ON THE ECONOMIC
RESILIENCE OF U.S. COUNTIES TO THE GREAT RECESSION1

3.1 Introduction
In the last decade, the topic of resilience has gained prominence in regional and
urban economic literature. This push has likely been fueled, at least in part, by the
2007 “Great Recession” and the resulting desire of many people to better understand why some communities seem to bounce back from disaster—either natural or
economic—quickly, while other communities take longer to recover.
Prior research has examined the economic resilience of states, regions, or countries in response to economic downturn (Cerra and Saxena, 2008; Connaughton and
Madsen, 2012; Davies, 2011; Fingleton et al., 2012; Martin, 2012; Schmitt and Baker,
2008). This body of literature predominately focuses on determining whether a region
was resilient to or has recovered from a recession, rather than the factors that influenced a particular region’s level of resilience. Exceptions to this generality include
Connaughton and Madsen (2012) and Davies (2011). Both of these papers discuss
the impacts of industry—in particular, manufacturing—on state or country resilience,
with somewhat mixed results.
In addition to the literature on economic resilience, there is a wide body of related
literature examining natural disaster resilience and vulnerability at the community
or county level (Cutter et al., 2003; Cutter and Finch, 2008; Murphy and Scott, 2014;
Rose, 2004). However, there is little work specifically examining economic resilience
to economic downturn in the United States at the county level. Exceptions include
1
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work by Han and Goetz (2015), which focuses primarily on developing a new measure
of regional resilience with application at the county level.
There is a small body of literature that examines the role rurality plays in determining resilience or vulnerability (Cutter et al., 2003; Cutter and Finch, 2008;
Dijkstra, 2015; Murphy and Scott, 2014). This literature generally finds that high
levels of rurality are associated with increased vulnerability or decreased resilience.
However, this paper di↵ers from prior research in that it includes an econometric analysis of the specific factors impacting the economic resilience of the most urban and
most rural counties to the Great Recession, rather than examining general resilience
levels in and of themselves. In addition, we distinguish between farm-dependent rural
counties and non-farm-dependent rural counties.
The contributions of this paper are twofold. First, it provides an examination of
regional patterns in the economic resilience of U.S. counties to the Great Recession
through visual presentation, OLS regression analysis, and spatial analysis. A second contribution of this paper is that it specifically examines the element of rurality.
Rurality is an important factor to consider when seeking to understand regional economic resilience to economic shock. Rural counties may face greater challenges than
their urban counterparts simply because they are less diverse in terms of industry or
labor opportunities. If one industry su↵ers or a job ceases to exist in a rural county,
rural dwellers are likely to have fewer options for alternative employment than their
urban counterparts.

3.2 A Discussion of Prior Research Regarding the Definition of Resilience
Despite increased attention to the topic of resilience, the definition of resilience
remains foggy, and there has been much work in recent years attempting to refine
the definition of resilience in economic literature (Briguglio et al., 2009; Han and
Goetz, 2015; Hill et al., 2012; Martin, 2012; Martin and Sunley, 2015; Simmie and
Martin, 2010). This e↵ort has typically approached the concept of resilience from
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three main points of view: “engineering” resilience (often referenced in context of
the “plucking model”2 ), “ecological” resilience, and “adaptive” resilience. The first
of these, engineering resilience, refers to the ability of a system to “bounce back”, so
to speak—to return to the original state of equilibrium in which the system existed
prior to a shock, and the speed at which it does so. The second, ecological resilience,
refers to the level of shock that a system can be exposed to before it shifts to a new
equilibrium, and the speed at which the shift occurs once the system has surpassed
the level of shock it can absorb without shifting. Finally, adaptive resilience refers to
the ability of a system to make changes, either in anticipation of or in reaction to a
shock, in order to minimize the impact of that same shock.
The use and appropriateness of these definitions has been the subject of much
debate in regional and economic literature. For example, Simmie and Martin (2010)
argue that engineering and ecological resilience are much the same. More recently,
Scott (2013) applies similar concepts to the study of rural communities, but uses the
terms “equilibrium” resilience and “evolutionary” resilience. He describes equilibrium
resilience as focusing on the ability of a system to resist shocks, as well as to absorb and
respond to shock in the short term (essentially combining the concepts of engineering
and ecological resilience). Evolutionary resilience is described as focusing on the
ability of a system to respond to shocks in the long run (essentially a combination
of adaptive and ecological resilience). In another paper examining the language and
application of resilience, Martin (2012) breaks down resilience into four dimensions:
1) a county’s level of resistance to a particular shock, 2) the ability of a county to
recover from a shock, 3) the ability of a county to renew its prior state, and 4) the
ability of a county to re-orient and adapt following a shock.
Ultimately, it is important to consider the following questions: “resilience of what,
to what, by what means, and with what outcome?” (Carpenter et al., 2001; Martin
2

The “plucking model” (Friedman, 1993) can be described as a string, which represents the growth
path of an economy, stretched between two points on the underside of an upward sloping board,
which represents a limit on the growth of the economy. When this metaphorical string is “plucked”,
representing an economic downturn, it will eventually rebound to its original state, or original growth
pattern.
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and Sunley, 2015). This paper examines patterns in the economic resilience (measured
by employment rates) of U.S. counties to the Great Recession. This paper focuses
on two aspects of resilience: first, the initial change in county-level employment,
and second, the ratio of pre-recession to post-recession county employment levels.
Borrowing language from Martin (2012), we refer to the former as “resistance” and
the latter as “recovery”. These two measures of resilience are then used to examine
the factors that impact rural and urban county-level economic resilience.

3.3 Model
The first stage of analysis in this paper borrows from the terminology and from
portions of the framework described in Martin (2012). However, rather than focusing
on total employment numbers as a measure of a county’s economic growth path, this
paper utilizes county-level employment rates as a measure of a county’s economic
state. The use of employment rates allows for the comparison of counties with either
increasing or decreasing populations, or whose populations di↵er significantly from
another county’s. These points are especially important to consider when comparing
rural and urban counties. Additionally, in our discussion of county-level recovery,
we incorporate concepts similar to those described in Marshall and Schrank (2014),
where a business’s post-disaster state may be described as “survived” (still existing,
but worse o↵ than before the disaster), “recovered” (has returned to its pre-disaster
state), or “resilient” (better o↵ than prior to the disaster).
County-level resilience is defined as a county’s ability to respond to or recover
from a shock, in this case the Great Recession. Economic resilience is measured in
the following ways:

Resistance = % EmploymentRatei,2007

2010

(3.1)
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Recovery =

EmploymentRatei,2014
EmploymentRatei,2007

(3.2)

Resistance (Equation 3.1) is equal to the percent change in the employment rate
of county i from 2007-2010, and measures the sensitivity of a region to economic shock.
The change in the employment rate is measured from the low point in unemployment
prior to the recession, to the peak unemployment of the recession3 .
Recovery (Equation 3.2) is equal to the ratio between county i’s employment rate
prior to the recession and county i’s employment rate in 2014, the most recent year
of data available. Recovery measures the extent to which a county or region has
resumed its prior employment levels four years after the recession. A ratio of less
than one suggests a county that is worse o↵ than prior to the recession; a ratio equal
to one suggests a county that has successfully “bounced back”; and a ratio greater
than one suggests a county that is better o↵ than prior to the recession.
In the second stage of analysis, the two measures of economic resilience described
above are incorporated into the base econometric model:
Rj,i,t = ↵0 + Xi,t + P ercU rban + ✏i,t

(3.3)

where Rj,i,t is the specified measure of resilience j (Resistance or Recovery, as defined
by Equations 3.1 and 3.2) for county i at time t; Xi,t is a vector of county-level
explanatory variables including demographic characteristics, economic dependence,
poverty rate, educational attainment, and state dummy variables; P ercU rban, or
the percent of a county’s population that is urban (as defined by the U.S. Census
Bureau), is an indicator of rurality or urbanness;
3

and

are coefficients on the

This paper focuses on labor market recessions, rather than recessions as defined by the National
Bureau of Economic Research (NBER). Labor market recessions are utilized because they end at the
peak unemployment rate, which often occurs after the NBER-designated end to a recession (Schmitt
and Baker, 2008). For example, by NBER standards, the Great Recession began in late 2007 and
ended mid-2009. The average annual unemployment rate for the United States in 2009 was 9.3
percent. However, the average annual unemployment rate peaked in 2010 at 9.6 percent (Bureau of
Labor Statistics, 2015).
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explanatory variables; and ✏ is a vector of errors. The base model is analyzed using
an OLS regression.
As a robustness check, a spatial analysis is conducted using a spatial lag model,
which can be described as follows:
Rj,i,t = ⇢W Rj,i,t + Xi,t + P ercU rban + ✏i,t

(3.4)

In addition to the variables included in the original model, the spatial lag model
includes the ⇢ parameter, which measures the degree of spatial correlation; and a
row-standardized, queens weights matrix, W . As ⇢ approaches zero, the spatial lag
model collapses to the original OLS regression model. The spatial lag model was
selected following a Moran’s I test and an LM test, both of which are presented in
the results section.
Finally, the original OLS regression model is applied to the most rural counties
(defined as those counties with less than or equal to 5 percent of their residents
living in areas classified as urban by the U.S. Census Bureau) and the most urban
counties (defined as those counties with at least 95 percent of their residents living in
areas classified as urban by the U.S. Census Bureau). Because this modified model
is limited to the most urban and most rural counties, rurality is inherently included
in the model, and is therefore dropped from the regressors. In addition, because
the modified model examines the most rural and urban counties separately, each
regression only includes a portion of all US counties. As such, a spatial analysis is
not conducted for the modified model. Doing so would create an unrealistic situation
in which many counties become islands—disconnected from the counties surrounding
them—and county relationships may be drawn where none exist. The modified model
is as follows:
Rj,i,t = ↵0 + Xi,t + ✏i,t

(3.5)

Several state dummy variables are omitted from the separate regressions of the
most rural and most urban counties, simply because there were no observations for
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that variable. For example, none of the most urban counties are located in Wyoming.
As such, Wyoming is omitted from the regression of the most urban counties. However, Wyoming is included in the regression of the most rural counties. While this
does not allow us to compare the state e↵ect of being located in Wyoming (or any
of the omitted states) between very rural and very urban counties, these variables
nonetheless provide valuable insight into their e↵ects on either rural or urban counties.
For similar reasons, the farm and mining dependency dummy variables are omitted
from the regressions of the most urban counties, as none of the most urban counties
in our sample are farming dependent, and only one of the most urban counties is
mining dependent.

3.3.1 Data and Descriptive Statistics
Employment and output have both been used to measure regional economic resilience in economic literature (Davies, 2011; Dijkstra, 2015; Doran and Fingelton,
2013; Fingleton et al., 2012; Martin, 2012). However, “...the proportionate decline
in employment during a recessionary downturn tends to be significantly greater than
[the decline] in output” (Fingleton et al., 2012, 110). In addition, it is possible for
regional output to recover without a comparable recovery in employment (Martin,
2012). For these reasons, this paper uses employment rates to develop two measures
of economic resilience, which are then used as dependent variables in the subsequent
regression models. Information on county-level average annual employment for the
years 2007-2014 was obtained from the U.S. Bureau of Labor Statistics (BLS) and
used to calculate changes in employment rates. There are approximately 3,100 observations in this data set. All data are for the contiguous United States.
The employment data was combined with two additional data sets. The first,
obtained from the U.S. Census Bureau, includes county-level demographic data, and
county-level data on poverty rates. The second data set, obtained from the five-year
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(2006-2010) American Community Survey, includes information on educational attainment. The final data set, the County Typology Codes, was obtained from the
USDA Economic Research Service, and includes data on county economic dependency.
A county’s economic dependency falls into one of six mutually exclusive categories:
farming dependent, mining dependent, manufacturing dependent, Federal/State government dependent, services dependent, or nonspecialized4 .
Table 3.1. County-level Descriptive Statistics
Total
(N=3108)
Min
% Male
% Black
% Amer. Indian or Alaska Native
% Asian or Pacific Islander
% Hispanic
% Child (aged 0-9)
% Elderly (aged 65+)
Avg. Poverty Rate, 2001-2010 (%)
% Urban
% Bachelors degree or higher
Farm dependent
Mining dependent
Manufacturing dependent
Government dependent
Service dependent
Non-specialized
Resistance
Recovery

Max

43.3 72.0
0.0 85.5
0.0 95.6
0.0 34.3
0.4 95.7
4.9 24.6
3.6 43.4
3.0 48.2
0.0 100.0
3.7 71.0
0.0
1.0
0.0
1.0
0.0
1.0
0.0
1.0
0.0
1.0
0.0
1.0
-14.6
3.0
88.7 104.7

Mean

Std.
Dev.

49.95 2.15
9.17 14.58
1.94 6.61
1.24 2.17
8.35 13.19
12.62 2.10
15.94 4.09
15.29 5.86
41.46 31.43
19.01 8.67
0.14 0.35
0.04 0.20
0.29 0.45
0.12 0.32
0.11 0.31
0.30 0.46
-4.55 2.16
98.54 1.49

Most Rural: % Urban5%
(N=715)
Std.
Min Max Mean Dev.
45.5
0.0
0.0
0.0
0.4
5.1
6.1
5.7

72.0
85.5
87.9
3.6
79.9
24.6
33.4
41.6

3.7 48.8
0.0
1.0
0.0
1.0
0.0
1.0
0.0
1.0
0.0
1.0
0.0
1.0
-13.4
3.0
88.7 104.7

50.54 2.55
6.74 14.50
2.93 9.50
0.45 0.36
5.76 10.63
11.92 2.24
18.80 4.22
16.16 6.26
15.90
0.43
0.05
0.14
0.08
0.04
0.26
-3.68
98.77

6.15
0.50
0.23
0.35
0.27
0.19
0.44
2.48
1.69

Most Urban: % Urban 95%
(N=159)
Std.
Min Max Mean
Dev.
44.7
0.5
0.1
0.7
1.2
5.4
5.7
3.0

55.7
79.6
6.5
34.3
95.7
21.4
31.2
29.4

48.56
19.44
0.79
6.03
16.14
12.97
12.53
13.40

1.29
16.24
0.78
5.93
15.11
2.21
3.60
5.28

9.9 71.0
0.0
0.0
0.0
1.0
0.0
1.0
0.0
1.0
0.0
1.0
0.0
1.0
-10.1
-1.4
95.4 100.6

32.39
0.00
0.01
0.12
0.16
0.53
0.18
-5.34
98.16

10.80
0.00
0.08
0.33
0.37
0.50
0.39
1.62
1.01

Explanatory variables include county-level demographics, average poverty rate,
educational attainment, economic dependency5 , and dummy variables for states. Descriptive statistics are included in Table 3.1, both for the entire data set, as well as
for the most urban and most rural counties. As defined above, rurality is determined
based on the percent of a county’s population that is urban (as defined by the U.S.
Census Bureau). For the purpose of this paper, the most urban counties are defined
4

These dependencies are determined through the use of thresholds—typically the percent of a
county’s total earnings attributed to one of the above industries, or the percent of all county occupations that are found in a particular industry. For more information on the County Typology
Codes, see http://www.ers.usda.gov/data-products/county-typology-codes.aspx
5
The percent of total county employment made up of a given industry was considered as an alternative to the County Typology Codes as a measure of economic specialization. These results are not
included in this paper, but are available upon request.
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as having greater than or equal to 95 percent of all residents living in an urban area;
the most rural counties are defined as having less than or equal to 5 percent of all
residents living in an urban area.
In the case of poverty, the ten-year averages (2001-2010) of the county poverty
rates are included as a measure of persistent poverty. Educational attainment is
measured by the percent of a county’s population aged 25 or older who have attained
a bachelor’s degree or higher.

3.4 Geographic Patterns in Resistance and Recovery
The mapped results of county resistance to the recession (see Figure 3.1) show
strong regional clustering. This e↵ect is most noticeable in the central United States,
with these counties showing high levels of resistance to the recession, while western—
particularly southwestern—and southeastern counties generally showed the least resistance to the recession. The high levels of resistance seen in central counties are
likely related to the high levels of agricultural industry, which fared relatively well
during the Great Recession, located throughout much of this region.
In addition to industry-driven e↵ects, there appear to be some state-level e↵ects,
with noticeable di↵erences in levels of county resistance occurring at the borders between several states. The reasons for these di↵erences are not immediately apparent,
although they are likely related to state-level policies. We give some attention to
policy in Section 3.5.

Figure 3.1. County Resistance to the 2008 Recession
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Figure 3.2. County Recovery Following the 2008 Recession
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Similar to the mapped results for resistance, the mapped results for recovery (see
Figure 3.2) exhibit strong regional clustering, with central and northeastern counties
generally faring well, and western and southeastern counties generally faring poorly.
Again, the higher levels of recovery seen in central counties are likely a function of
the high levels of agriculture located in this region, and again, at least a portion of
this spatial correlation appears to be a result of state e↵ects. The latter e↵ects can
be seen in the strong contrasts in the recovery levels seen at several state borders.
In particular, counties located in Arizona, New Mexico, Alabama, and Georgia had
noticeably lower levels of recovery than neighboring counties located just on the other
side of the states’ borders.
The idea that at least a portion of the regional clustering of resistance and recovery
is a result of the clustering of industries is supported by the Moran’s I statistics—a
measure of spatial correlation—for county-level economic dependency (presented in
Table 3.2). While the Moran’s I statistics are significant for all economic dependencies except government dependency, the largest Moran’s I statistics are seen for
county-level farming and manufacturing dependency, indicating that the farming and
manufacturing industries tend to be more clustered than the other industries examined.
Table 3.2. Moran’s I Statistics for County Economic Dependency
Economic Dependency

Moran’s I

p-value

Farm
Mine
Manufacturing
Government
Service

0.113
0.035
0.096
-0.010
0.044

0.000
0.001
0.000
0.825
0.000

In addition, the Moran’s I statistics for resistance and recovery (included in Table
3.5 and discussed further in the results section) are both statistically significant.
However, as will be shown later, when the economic dependency and state dummy
variables are included in the regression model, the coefficient on the spatial parameter
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⇢ approaches zero, suggesting that much of the spatial correlation can be accounted
for through the inclusion of industry and state e↵ects.

3.5 Regression Analysis
The results of the regression for all counties are found in Table 4.2, with clusterrobust standard errors (clustered at the state level) presented in parentheses below
the coefficient estimates. Percent urban is not statistically significant in the base
model. However, when the base model is applied separately to the most urban and
most rural counties, results suggest several factors impact rural and urban counties
in di↵erent ways. These results are discussed in Section 3.5.2.
In the base model, five of the explanatory variables have significant e↵ects on
both measures of resilience: percent male; average poverty rate; percent of the population with four or more years of college; and farming and manufacturing dependency.
Higher proportions of males in the county population are associated with increases in
county-level resistance and recovery. This is somewhat surprising, given that males
typically experience higher unemployment than females during times of recession, and
that the Great Recession was no exception to this trend (Elsby et al., 2010; Sahin
et al., 2010).
Not surprisingly, increased average poverty rates are associated with lower levels of
resistance and recovery. It is likely that counties already experiencing chronic poverty
are more susceptible to and less likely to rebound from an economic downturn. In
contrast, an increase in the percent of the population with four or more years of
college is associated with higher levels of resistance and recovery. This finding aligns
with large amounts of prior research that has found individuals with higher levels of
educational attainment experience lower unemployment rates (Ashenfelter and Ham,
1979; Elsby et al., 2010).
Farm-dependent counties are associated with higher levels of resistance and recovery—
a result that is not surprising given that the agricultural industry fared relatively well
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Table 3.3. Base Results

% Urban
% Male
% Black
% American Indian or Alaska native
% Asian or Pacific Islander
% Hispanic
% Child (age 0-9)
% Elderly (age 65+)
Average Poverty Rate, 2001-2010 (%)
% 4 or more years college
Farm dependent
Mining dependent
Manufacturing dependent
Government dependent
Service dependent
Intercept
R2 :
#obs:

Resistance

Recovery

-0.001
(0.002)
0.062***
(0.021)
-0.013**
(0.006)
0.005
(0.009)
0.007
(0.016)
-0.006
(0.005)
0.043
(0.030)
0.018
(0.015)
-0.030**
(0.014)
0.049***
(0.006)
1.004***
(0.141)
0.406**
(0.169)
-0.473***
(0.071)
0.212**
(0.102)
-0.309**
(0.118)
-10.337***
(1.332)
0.6601
3108

0.001
(0.001)
0.077***
(0.019)
-0.006
(0.005)
-0.002
(0.007)
0.022
(0.014)
0.000
(0.009)
0.013
(0.023)
-0.003
(0.009)
-0.058***
(0.010)
0.008*
(0.004)
0.418***
(0.096)
-0.301
(0.279)
0.199***
(0.067)
-0.105
(0.090)
-0.090
(0.060)
93.244***
(1.239)
0.5694
3108

Notes: Cluster robust standard errors are included in parentheses below the coefficients.
* Significant at the 10% level; ** Significant at the 5% level; *** Significant at the 1% level

during the Great Recession. Manufacturing dependency has a negative e↵ect on resistance, but a positive e↵ect on recovery. This indicates manufacturing-dependent
counties initially su↵ered large decreases in employment at the beginning of the re-
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cession, but that they were more likely to have higher levels of recovery following the
recession. This finding is supported by data showing that despite being hit especially
hard by the recession, the manufacturing industry has grown steadily since the end
of the recession and even surpassed pre-recession peaks in manufacturing output and
exports (Nicholson and Noonan, 2014).
In addition to those variables that have a statistically significant relationship with
both measures of resilience, several variables are statistically significant only for resistance (no variables are statistically significant only for recovery): percent black,
mining dependence, government dependence, and service dependence. Percent black
has a significant, negative e↵ect on resistance, indicating that areas with high proportions of black populations were more likely to have lower resistance to the recession.
This result is supported by prior research that finds blacks typically experience higher
rates of unemployment during times of recession (Elsby et al., 2010).
Mining and government dependency each have a statistically significant, positive
e↵ect on resistance, but a negative (although not statistically significant) e↵ect on
recovery. Service dependency has a significant, negative e↵ect on resistance, but is
not statistically significant for recovery.
The coefficients of the state dummy variables are not presented in the results due
to space constraints. However, an F-test was utilized to test the significance of state
e↵ects, and it was found that state e↵ects are significant at the 0.000 level. As such,
it is useful to mention a few of the states that exhibited the most negative or positive
coefficients on resistance to or recovery following the Great Recession. These results
are presented in Table 3.4.
As can be seen in Table 3.4, several states fared consistently well in terms of both
resistance and recovery (in particular, North Dakota and Minnesota), while others
fared consistently poorly (in particular, Arizona and Nevada). States with the highest
coefficients on resistance or recovery tend to be grouped regionally. The same is true
of those states with the lowest coefficients on resistance or recovery, indicating the
presence of regional e↵ects beyond the state level.
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Table 3.4. States With the Most Positive or Negative Correlations with Resistance
or Recovery

1
2
3
4
5

1
2
3
4
5

Highest Resistance

Highest Recovery

North Dakota
Arkansas
Nebraska
Minnesota
Kansas

Minnesota
North Dakota
South Carolina
Michigan
Ohio

Lowest Resistance

Lowest Recovery

Arizona
California
Nevada
Rhode Island
Florida

Arizona
Alabama
Nevada
New Mexico
New Jersey

The states with the highest coefficients on both resistance and recovery tend to
be located in the central United States—a region with high levels of agriculture. In
addition, much of North Dakota and Eastern Montana fared particularly well over
the course of the recession, an e↵ect likely related to the boom in oil production
in these regions. In contrast, states with the lowest coefficients on both resistance
and recovery tend to be located in the southwestern United States—regions with
high levels of manufacturing, mining, tourism, and medical or health care services
and technology. However, as was illustrated in Figures 3.1 and 3.2, there are stark
contrasts at the borders of several states in resistance and recovery levels; not all
regional e↵ects can be attributed to industry e↵ects—state-level policy e↵ects should
be considered as well. In addition, many of the states with the lowest levels of
resistance and recovery were those that saw the largest decline in home values during
the housing market crash.
Two current hot topic policies that come to mind are right-to-work laws and minimum wage laws (state minimum wage higher than federal minimum wage). In an
alternative analysis for this paper, the state dummy variables were omitted and two
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new dummy variables—one for states with right-to-work laws and another for states
whose minimum wage was higher than the federal minimum wage—were included.
These two dummy variables were not significant in the base regressions for resistance
or recovery, but were significant when rural and urban counties were analyzed separately. The results of the alternative analysis for the base regression are not included
in this paper, but are available upon request. The results for the alternative analysis
of rural and urban counties are discussed briefly in Section 3.5.2.

3.5.1 Results of the Spatial Lag Model
The results of the spatial lag model and comparison OLS regression are presented
in Table 3.5. The coefficients and significance of the spatial lag model are similar to
those of the comparison OLS regression, and so the analysis in this section focuses on
the Moran’s I statistics and results of the Lagrange Multiplier (LM) tests for spatial
error or spatial lag dependence. We also discuss the value of the spatial parameter,
⇢.
The Moran’s I statistics for resistance and recovery are both statistically significant, indicating that both resistance and recovery exhibit some level of spatial
clustering. This result is not surprising, given the high levels of regional clustering
observed in the mapped results for county-level resistance (Figure 3.1) and recovery
(Figure 3.2). However, while the robust LM test indicates that a spatial lag model is
an appropriate tool for the analysis of county-level resistance, it also indicates that a
spatial model is not appropriate for the analysis of recovery. As such, the spatial lag
model was only applied to resistance.
In the model for resistance, the spatial parameter in the spatial lag model, ⇢, is
extremely small—only 0.017—and not statistically significant. The spatial parameter
⇢ is bounded between -1 and 1; as it approaches zero, the model collapses to the
original OLS regression equation. In this instance, the small magnitude of ⇢, as well
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Table 3.5. Spatial Lag Results

% Male
% Black
% Amer. Indian or Alaska native
% Asian or Pacific Islander
% Hispanic
% Child (age 0-9)
% Elderly (age 65+)
Avg. Poverty Rate, 2001-2010 (%)
% Urban
% 4 or more years college
Farm dependent
Mining dependent
Manufacturing dependent
Government dependent
Service dependent
Intercept
#obs:
⇢:
R2 :
Moran’s I
LMerr (LM test for spatial error)
LMlag (LM test for spatial lag dependence)
RLMerr (Robust LMerr)
RLMlag (Robust LMlag)

Resistance
OLS

Resistance
Spatial Lag

Recovery
OLS

0.062***
(0.014)
-0.013***
(0.003)
0.005
(0.005)
0.007
(0.015)
-0.006*
(0.003)
0.04*
(0.023)
0.018
(0.011)
-0.030***
(0.007)
-0.001
(0.001)
0.049***
(0.005)
1.004***
(0.089)
0.406***
(0.127)
-0.473***
(0.064)
0.212**
(0.087)
-0.309***
(0.095)
-10.340***
(1.061)
3108

0.062***
(0.014)
-0.013***
(0.003)
0.005
(0.005)
0.006
(0.015)
-0.006*
(0.003)
0.043*
(0.022)
0.018
(0.011)
-0.030***
(0.007)
-0.001
(0.001)
0.049***
(0.005)
1.002***
(0.088)
0.406***
(0.126)
-0.473***
(0.064)
0.210**
(0.086)
-0.309***
(0.094)
-10.245***
(1.058)
3108
0.017

0.077***
(0.011)
-0.006***
(0.002)
-0.002
(0.004)
0.022*
(0.012)
0.000
(0.002)
0.013
(0.018)
-0.003
(0.009)
-0.058***
(0.005)
0.001
(0.001)
0.008**
(0.004)
0.418***
(0.069)
-0.301***
(0.098)
0.199***
(0.050)
-0.105
(0.067)
-0.090
(0.074)
93.240***
(0.822)
3108

0.6601
0.208***
0.544
0.593
4.226**
4.276**

0.5694
0.288***
2.034
0.438
1.784
0.188

Notes: Standard errors are included in parentheses below the coefficients
* Significant at the 10% level; ** Significant at the 5% level; *** Significant at the 1% level
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as its lack of statistical significance, indicate that the spatial model is, for all practical
purposes, equivalent to the OLS regression model.
These factors, along with the Moran’s I statistics for county economic dependency
(Table 3.2), suggest that the spatial correlation exhibited in Figures 3.1 and 3.2 is
largely driven by industry and state e↵ects, which are captured in the OLS regression
through the use of the economic dependency and state dummy variables.

3.5.2 Rural vs. Urban Impacts
The results from the regression of the most urban and most rural counties are
shown in Table 3.6, with cluster-robust standard errors included in parentheses below
the coefficient estimates. Seemingly unrelated estimation techniques (UCLA: Statistical Consulting Group, 2015b) were implemented in Stata 12 (StataCorp, 2011) to
compare regression coefficients across the rural and urban county subsets. The coefficients on three key variables were found to be statistically di↵erent between the
urban and rural subgroups: percent male (statistically di↵erent for both resistance
and recovery), average poverty rate (significantly di↵erent only for recovery), and
percent of the population with four or more years of college (significantly di↵erent
only for recovery).
In the base model (Table 4.2), the coefficient on percent male is positive and statistically significant for both resistance and recovery. When rural and urban counties
are examined separately, rural counties are found to have similar results as are seen in
the base model, with percent male having a statistically significant, positive impact
on both measures of resilience. In the separate regression of urban counties, however,
percent males is found to have a significant negative e↵ect on urban resistance. Percent male does not have a statistically significant relationship with urban recovery.
The negative e↵ect of higher proportions of males on urban resistance indicates that
high male unemployment is more of an issue in urban areas than in rural areas during
times of recession.
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Table 3.6. A Comparison of Results Between the Most Rural+ and Most Urban++
Counties

% Male
% Black
% Amer. Indian or Alaska native
% Asian or Pacific Islander
% Hispanic
% Child (age 0-9)
% Elderly (age 65+)
Avg. Poverty Rate, 2001-2010 (%)
% 4 or more years college
Farm dependent
Mining dependent
Manufacturing dependent
Government dependent
Service dependent
Intercept
R2 :
#obs:

Resistance
Most
Most
Rural
Urban

Most
Rural

0.067**
(0.033)
-0.003
(0.013)
0.015
(0.014)
0.224
(0.194)
0.007
(0.011)
0.032
(0.061)
0.035
(0.029)
-0.059***
(0.021)
0.023
(0.015)
0.898***
(0.227)
0.326
(0.279)
-0.555***
(0.202)
-0.184
(0.390)
-0.170
(0.228)
-11.081***
(2.665)
0.7160
715

0.098***
(0.031)
-0.004
(0.010)
0.028**
(0.010)
-0.151
(0.279)
0.013
(0.010)
0.044
(0.038)
0.032*
(0.019)
-0.102***
(0.017)
-0.010
(0.010)
0.508***
(0.129)
-0.423
(0.385)
0.300
(0.232)
-0.138
(0.191)
-0.322
(0.211)
91.908***
(2.098)
0.5780
715

-0.110***
(0.036)
-0.023***
(0.008)
-0.104
(0.252)
0.031**
(0.013)
0.001
(0.008)
0.028
(0.060)
-0.063
(0.040)
-0.068***
(0.018)
0.027***
(0.008)
NA
NA
NA
NA
-0.412**
(0.158)
0.472**
(0.218)
0.142
(0.202)
-0.552
(2.333)
0.8554
159

Recovery
Most
Urban
-0.037
(0.040)
-0.008**
(0.004)
-0.039
(0.205)
0.029**
(0.014)
0.000
(0.006)
0.050
(0.032)
0.031***
(0.011)
-0.001
(0.014)
0.034***
(0.003)
NA
NA
NA
NA
0.243
(0.229)
-0.020
(0.143)
-0.052
(0.163)
97.023***
(1.536)
0.8102
159

Notes: Cluster robust standard errors are included in parentheses below the coefficients
+
Most Rural: % Urban 5%; ++ Most Urban: % Urban 95%
* Significant at the 10% level; ** Significant at the 5% level; *** Significant at the 1% level

With the exception of percent black, the racial dummy variables are not significant
in the base model. This same pattern does not hold true for the separate regressions on
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rural and urban counties. In the base regression, percent black is significant only for
resistance. In the separate regressions of rural and urban counties, however, percent
black is negative and significant for both urban resistance and urban recovery. It is
not statistically significant for rural counties. While the magnitude of urban e↵ect
is relatively small, this suggests blacks in urban areas su↵er from greater risk of
unemployment during economic downturn than blacks in rural area.
Conversely, despite not being significant in the base model, percent Asian or
Pacific Islander has a significant, positive e↵ect on both facets of resilience in urban
counties—higher proportions of Asians/Pacific Islanders are associated with higher
levels of resilience. The results for Blacks and Asians/Pacific Islanders align with prior
research that finds blacks experience higher unemployment, while Asians experience
lower unemployment, relative to whites (Elsby et al., 2010).
Percent American Indian or Alaska Native is the only racial variable that has a significant e↵ect on rural counties, with higher proportions of American Indians/Alaska
Natives being associated with higher levels of recovery in rural counties. As in the
base model, percent Hispanic and the percent of population made up of children are
not significant in the separate regressions of rural and urban counties. While percent
elderly is not significant in the base model, it is positive and significant for both urban
and rural recovery.
As in the base model, average poverty has a strong negative e↵ect on the resistance
of both rural and urban counties. However, the e↵ect of poverty on recovery is
only significant for rural counties. This indicates that high levels of chronic poverty
decrease both rural and urban county resistance, but that urban counties may be
less hindered in their response to the recession than rural counties. This may be
related to the fact that rural counties are typically less diverse in terms of employment
opportunities. As such, rural residents experiencing unemployment may have greater
difficulty finding jobs.
In the base model, the percent of the population holding a bachelor’s degree or
higher had a statistically significant, positive e↵ect on both resistance and recovery.
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However, in the separate regression of rural and urban counties, this e↵ect was only
significant for urban counties. These results indicate that higher education may be
more valuable, in terms of preventing job loss or promoting job acquisition, to urban
dwellers than rural dwellers.
Farming dependency is highly positive and significant for rural counties, indicating
that farm-dependent, rural counties were more resilient to the e↵ects of the Great
Recession than non-farm-dependent, rural counties. This is reflective of the fact that
the recent recession did not impact the farm industry to the degree that it impacted
other industries—a phenomenon likely related, at least partially, to the high prices
seen for agricultural commodities such as corn and soybeans as a result of the push
for increased ethanol production during this time period. While not surprising, this
finding o↵ers insight beyond what has been observed in other literature examining
rural resilience or vulnerability.
Prior research generally finds that rural areas are more vulnerable or less resilient
to disaster (Cutter et al., 2003; Cutter and Finch, 2008; Dijkstra, 2015). However,
in much of this literature, rurality is equated with agriculture—a statement that is
not accurate (Irwin et al., 2010). Our results indicate that although prior research
has found rural areas to be generally less resilient or more vulnerable, this is not
necessarily a corollary of the high concentrations of agricultural industry often found
in these areas.
As in the base model, manufacturing dependence had a significant, negative e↵ect
on resistance levels of both rural and urban counties. This finding aligns with data
suggesting that the manufacturing industry was hit particularly hard by the recession
(Nicholson and Noonan, 2014). Government dependence had a significant, positive
e↵ect on urban resistance, but was not statistically significant for rural counties. Furthermore, the e↵ect of government dependency was negative (albeit not significant)
for recovery of both rural and urban counties—while urban, government-dependent
counties were initially somewhat resistant to the e↵ects of the recession, they suffered as the recession progressed. Much of the decline in government employment
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following the Great Recession was likely seen in state and local governments, which
were constrained by decreased taxes and balanced budget requirements during this
time period (Gordon, 2012). Finally, despite being significant in the overall model
for resistance, mining dependency (only included in the regression of rural counties)
and service dependency are not statistically significant for either measure of resilience
when rural and urban counties are modeled separately.
We now turn our attention to the results of the alternative analysis for rural and
urban counties, in which dummy variables for state right-to-work laws and minimum
wage laws are included in lieu of state dummies. These results are presented in Table
3.7.
In general, the signs and significance levels of the variable coefficients are similar
to those seen in Table 3.6, although di↵erences in the coefficients are expected, given
state dummies certainly capture more variation between states than do the two,
policy-specific dummies alone. The only variable coefficient exhibiting a significant
change in sign is percent Asian or Pacific Islander. In the alternative analysis, percent
Asian or Pacific Islander is significantly negative for rural and urban resistance; in
the original regression, it is positive and significant.
State right-to-work laws appear to have a significant, positive relationship with
rural resistance, but a significant, negative relationship with urban resistance and
recovery. State minimum wage laws are associated with a statistically significant
decrease in urban resistance, but are not significant for urban recovery or either
measure of rural resilience. While we have no firm expectations regarding these
variables, it seems that if anything, minimum wage requirements and absence of
right-to-work laws would inhibit the ability of labor markets to absorb and recover
from economic shocks. However, the results in the alternative analysis conducted
here suggest these two policies impact rural and urban counties di↵erently, and as
such, warrant additional investigation.
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Table 3.7. A Comparison of Impacts of Right-to-work Laws and Minimum Wage
Laws Between the Most Rural+ and Most Urban++ Counties
Resistance
Most
Most
Rural
Urban
% Male

0.121**
(0.048)
% Black
-0.018
(0.016)
% Amer. Indian or Alaska native
0.040*
(0.023)
% Asian or Pacific Islander
-0.830***
(0.261)
% Hispanic
0.004
(0.010)
% Child (age 0-9)
0.116
(0.091)
% Elderly (age 65+)
0.119***
(0.038)
Avg. Poverty Rate, 2001-2010 (%)
-0.084***
(0.028)
% 4 or more years college
0.044**
(0.020)
Farm dependent
1.570***
0.260
Mining dependent
0.208
0.359
Manufacturing dependent
-0.999***
(0.244)
Government dependent
-0.650
(0.466)
Service dependent
-0.762*
(0.380)
Right-to-work
0.552*
(0.319)
State Min. Wage > Federal Min. Wage 0.066
(0.363)
Intercept
-13.260***
(3.684)
R2 :
0.5115
#obs:
715

-0.298***
(0.101)
-0.020*
(0.010)
-0.017
(0.152)
-0.037*
(0.020)
-0.009
(0.017)
0.047
(0.101)
-0.098***
(0.034)
-0.032
(0.049)
0.059***
(0.020)
NA
NA
NA
NA
-0.424
(0.299)
0.157
(0.391)
-0.068
(0.344)
-1.081**
(0.456)
-1.630***
(0.528)
10.525**
(4.282)
0.4881
159

Recovery
Most
Most
Rural
Urban
0.114***
(0.034)
-0.018
(0.011)
0.029*
(0.015)
-0.725***
(0.265)
0.015
(0.016)
0.092
(0.070)
0.068**
(0.026)
-0.092***
(0.022)
0.004
(0.014)
0.673***
0.172
-0.482
0.388
0.146
(0.271)
-0.405
(0.304)
-0.537
(0.357)
-0.175
(0.313)
-0.013
(0.258)
92.214***
(2.568)
0.3885
715

-0.013
(0.037)
-0.025***
(0.007)
-0.100
(0.177)
0.001
(0.015)
-0.015
(0.014)
0.208***
(0.053)
0.041*
(0.021)
0.072**
(0.032)
0.051***
(0.009)
NA
NA
NA
NA
0.099
(0.236)
-0.246
(0.273)
-0.106
(0.244)
-0.457*
(0.226)
0.003
(0.316)
94.074***
(2.065)
0.3948
159

Notes: Cluster robust standard errors are included in parentheses below the coefficients
+Most Rural: % Urban  5%; ++Most Urban: % Urban 95%
* Significant at the 10% level; ** Significant at the 5% level; *** Significant at the 1% level
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3.6 Conclusion
This paper examines regional patterns in the resilience of U.S. counties to the
Great Recession through the use of two measures: resistance (the initial sensitivity of
a region to economic shock) and recovery (the extent to which a county or region has
resumed its prior employment levels four years after the recession). An econometric
analysis is utilized to examine the impacts of demographic and economic factors on
the resistance and recovery levels of rural and urban counties. We find evidence that
county-level resistance to and recovery following the Great Recession are correlated
with county economic dependency as well as state e↵ects (likely policy related).
We also find that several variables are statistically significant for urban, but not
rural, counties and vice versa. Two key variables for which this is true are chronic
poverty and the percent of individuals within a county with four or more years of college. The level of chronic poverty predominately a↵ects rural resilience, with higher
levels of poverty being associated with lower levels of rural resistance and recovery.
In contrast, the percentage of individuals with four or more years of college predominately impacts urban resilience, with higher levels of education being related to higher
levels of urban resistance and recovery. The former result may be related to the fact
that rural counties tend to be less diverse than urban counties in terms of employment
opportunities. As a result, it may be more difficult for unemployed rural residents
to find jobs. The latter result suggests that higher education may be more valuable,
in terms of preventing job loss or promoting job acquisition, to urban dwellers than
rural dwellers. This is not necessarily a surprising finding, given that the proportion
of jobs requiring a college education is likely to be much higher in urban counties
than in rural counties.
The results of the analysis in this paper raise three major issues that should be
considered in future research. First, the existence of state e↵ects deserves further
attention. During the course of this paper, two current hot topic policy issues were
considered as potential drivers of the state e↵ects observed in this paper: right-to-work
laws and minimum wage laws (state minimum wage higher than federal minimum
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wage). Neither of these policies were found to be statistically significant in the base
regression. However, in the separate regressions of rural and urban counties, minimum
wage laws had a statistically significant, negative impact on urban resistance, while
right-to-work laws had a significant, positive relationship with rural resistance and
a significant, negative relationship with both measures of urban resilience. These
preliminary findings suggest these two policies have di↵erent implications for rural
and urban counties. These issues as well as state unemployment laws may warrant
further investigation.
A second issue raised is that of the greater negative impact of poverty on rural
counties and positive impact of education on urban counties. This finding suggests
that, because these factors impact rural and urban resilience di↵erently, the most
e↵ective approaches to improving resilience at the county level may di↵er as well.
This is particularly relevant within the context of the larger literature on vulnerability, which frequently cites both poverty and education as factors impacting regional
vulnerability (Cutter et al., 2003; Cutter and Finch, 2008). The results of this paper
suggest that not only do these factors impact rural and urban counties to varying
degrees, but that rural and urban counties should be considered separately when
examining the issue of resilience in terms of both resistance and recovery.
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CHAPTER 4. TO ENROLL OR NOT TO ENROLL: AN ANALYSIS OF THE
IMPACTS OF STATE AND INDIVIDUAL CHARACTERISTICS ON
ENROLLMENT IN HIGHER EDUCATION

4.1 Introduction
Enrollment in higher education has followed an increasing trend over the last two
decades. Not only have the overall percentages of individuals who have attained
high school degrees, bachelor’s degrees, or master’s degrees or higher increased, but
educational attainment by minorities has increased as well (U.S. Department of Education, National Center for Education Statistics, 2015). In addition to the general
increasing trends seen in educational attainment, researchers have found that, by and
large, enrollment in higher education has tended to increase during times of high
unemployment. This is true for community colleges and universities alike, although
community college enrollment was the largest source of increased enrollment during
the most recent recession (Dunbar et al., 2011).
The majority of research on the relationship between economic downturn and
enrollment in higher education has focused on the impact of unemployment or recession on enrollment in specific types of institutions such as community colleges (Betts
and McFarland, 1995; Hillman and Orians, 2013), universities, and graduate school
(Bedard and Herman, 2008), or enrollment as a whole (Sievertsen, 2016). Other
related research has examined post compulsory education in the United Kingdom
(Clark, 2011), or the long term impacts of graduating from college during a recession (Altonji et al., 2016; Kahn, 2010). A small body of literature has focused on
the relative impact of various factors on enrollment choice between types of institutions (Dellas and Sakellaris, 2003; Jiménez and Salas-Velasco, 2000; Nguyen and
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Taylor, 2003; Rouse, 1994). However, the authors of these works focus solely on enrollment decisions of traditional college students, who typically fall between the ages
of 18–22. While this targets the group of individuals most likely to enroll in higher
education at any given period, it neglects non-traditional students, who make up a
large potion of community college enrollees. In addition, of the above authors whose
work has focused on enrollment decisions between types of institutions, only Dellas
and Sakellaris (2003) examine enrollment decisions within the context of fluctuations
in the economy, finding that individuals’ propensity to enroll in higher education is
countercyclical to recession.
The aim of this paper is to examine and compare higher educational enrollment
decisions between two separate age cohorts (ages 18–24 and 25–49) within the context of economic downturn. This is accomplished through discrete choice modeling
and the application of a multinomial logit model to educational enrollment decisions
over a period of 15 years (2000–2014). This research contributes to existing literature
in the following ways. First, it examines relative changes in enrollment decisions,
with respect to community colleges and four-year institutions, that occur in response
to fluctuations in the unemployment rate. Second, this paper compares the relative impacts of a variety of individual- and state-level factors, such as demographics
and availability of financial aid, on choice between enrolling in a community college
versus enrolling in a four-year institution. Finally, this research includes an examination of enrollment decisions for 18–49 year-olds, a wider age range than is typically
considered.

4.2 Model
Discrete choice modeling is based on economic utility theory, which assumes an
individual will choose, from a given set of choices, the option that provides him or
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her with the highest level of utility, or satisfaction. In a binomial model, this takes
the form
Ui,j = Ūi,j + ✏i,j

(4.1)

where Ui,j is equal to the utility of individual i given some choice j (j=0,1), and is
a function of a systematic term, Ūi,t plus a random term, ✏i,j (Jiménez and SalasVelasco, 2000). While individual utility Ui,j is not observable, it is possible to observe
individual decisions. For example, let j represent enrollment in some form of higher
education (j = 1: enroll; j = 0: not enroll). In this case, the probability an individual
chooses to enroll can be expressed as
P = P r(Enrolli = 1) = P robability(Ui,1 > Ui,0 )

(4.2)

More generally, as in the case of the multinomial model, this can be expressed as
P = P r(Enrolli = k) = P robability(Ui,k > Ui,j , j 6= k)

(4.3)

The following discrete choice model, a multinomial logit model1 , is utilized to examine probabilities of enrollment in a community college versus a four-year institution
(base: not enrolled). The multinomial model can be expressed as follows:
0

e Xi
P = P r(Enrolli = j) = Pj

0

Xi
k=0 e

1

(4.4)

A nested logit model was also considered for the analysis in this paper. The nested logit model di↵ers
from the multinomial logit model in that it relaxes the independence of irrelevant alternatives (IIA)
assumption, thereby allowing for the correlation of errors between similar alternatives. However, the
multinomial logit model was ultimately chosen because prior research has shown that community
colleges and four-year institutions do not tend to be close substitutes, and in fact may fulfill very
di↵erent purposes and be perceived in very di↵erent ways (Carlan and Byxbe, 2000; Kane and Rouse,
1999; Vaughan, 1992). These prior findings are supported by results from the Hausman and the
Small-Hsiao tests of IIA assumption, which were conducted on the multinomial logit model utilized
in this paper. Both the Hausman and Small-Hsiao tests indicate that the null hypothesis—that the
alternatives examined in this paper (community college, four-year institution, or no enrollment) are
independent of one another—cannot be rejected.
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where P is equal to the probability of enrollment in any form of higher education,
and propensity to enroll is a function of Xi0 —a vector of explanatory variables that
includes individual characteristics such as age and gender, and state-level characteristics such as unemployment and percent of adults with a high school degree or
higher.
Individuals without a high school degree are excluded from the sample; graduate
students and individuals who have completed a graduate degree are also excluded.
Examining the remaining sample of individuals allows for comparison between community college and four-year institution enrollment during recession and non-recession
years. The original model is then applied separately to 18- to 24-year-olds and to 25to 49-year-olds in order to examine trends that may di↵er between these two age
cohorts.

4.2.1 Data
The dependent variable in this paper is enrollment in community college vs. in a
four-year institution (where the base decision is equal to no enrollment). Individual
enrollment data are obtained from the October supplement of the Current Population
Survey (CPS) for the years 2000–2014, and includes information on enrollment status
at the time of the survey as well as enrollment in the prior year. This time period
comprises the available years of data since the beginning of the millennium, and
includes two recessions: the minor recession of the early 2000’s (2001), and the Great
Recession (2007–2009).
Key explanatory variables used in this analysis include individual-level information
such as age, race and ethnicity, sex, marital status, veteran status, and whether the
individual has completed an associate’s or bachelor’s degree; state-level characteristics
such as unemployment rates, average cost of tuition (four-year public), percent of fulltime, first-time undergraduates receiving financial aid, and percent of adults with a
high school degree or higher; a dummy variable for years during which the Post 9/11
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Veterans Educational Assistance Act was in e↵ect; and an interaction term between
veteran status and the post 9/11 dummy. Descriptive statistics are found in Table
4.1.
Table 4.1. Descriptive Statistics
Variable

N

Min

Max

Mean

Std. Dev.

Enrollment Status: Community College
Enrollment Status: 4-Year Institution
Enrollment Status: Not enrolled
Associate’s degree
Bachelor’s degree
Age
Male
Married
Hispanic
Black
Asian or Pacific Islander
Native American or Alaska Native
Other
Vet Status
Unemployment rate (%)
Avg. undergraduate tuition (thousand $)
Avg. % receiving financial aid
% adults (25+) holding a HS degree or higher

583099
583099
583099
583099
583099
583099
583099
583099
580534
583099
583099
583099
583099
582332
583099
583099
583099
411893

0.0
0.0
0.0
0.0
0.0
18.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
2.3
1.3
51.6
72.9

1.0
1.0
1.0
1.0
1.0
49.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
13.8
26.2
96.6
93.5

0.014
0.028
0.985
0.122
0.246
35.875
0.487
0.569
0.110
0.104
0.046
0.012
0.015
0.055
6.020
10.133
79.340
85.994

0.116
0.166
0.120
0.327
0.431
8.480
0.500
0.495
0.313
0.305
0.209
0.110
0.121
0.228
2.086
3.922
8.707
3.973

Individual-level data are obtained from the October supplement of the CPS. Statelevel data on unemployment are obtained from the Bureau of Labor Statistics (BLS).
State-level data on the availability of financial aid and tuition are obtained from
the Integrated Postsecondary Education Data System (IPEDS). Data on state-level
educational attainment are obtained from the one-year American Community Survey
for the years 2005–2014, and from the decennial Census for the year 2000.
Demographic information is included to control for some individual variance in
preference for enrolling in higher education. As mentioned in the previous section,
high school graduates between the ages of 18–49 are included; graduate students
and individuals who have completed a graduate degree are excluded from the sample.
This age range was chosen because 18- to 24-year-olds make up the majority of college
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attendees—about 64 percent in 2012; however, 25- to 49-year-olds also make up substantial proportion of college attendees—about 28 percent in 2012 (U.S. Department
of Education, National Center for Education Statistics, Integrated Postsecondary Education Data System (IPEDS), 2014).
Dummy variables for completion of an associate’s or bachelor’s degree are included
to account for prior educational attainment, as it is reasonable to assume individuals
who already hold an associate’s or bachelor’s degree are less likely to enroll in a
degree program of the same level. In addition, individuals who were enrolled in a
higher education institution of any form during the previous year are excluded from
the sample in order to to distinguish between the two separate decision processes
of choosing to continue on in a higher education degree program versus choosing to
enroll in an institution of higher education.
Veteran status is also included as a dummy variable in the regression analysis. The
inclusion of this variable is particularly relevant given the somewhat recent passage
of the Post 9/11 Veterans Educational Assistance Act (2008), which is designed to
provide financial assistance for higher education to veterans who have served since
September 11, 2001 (O’Herrin, 2011). As such, a dummy variable for years during
which the Act was in place, as well as an interaction between veteran status and the
post 9/11 dummy are also included. Prior literature has found that the previous G.I.
Bill contributed to the increased educational attainment of World War II veterans
(Bound and Turner, 2002), and it is likely that the Post 9/11 Act also impacted the
probability of veteran enrollment in higher education.
State unemployment rates are included in the analysis because prior literature has
found a strong counter-cyclical relationship between college enrollment and economic
downturn (Betts and McFarland, 1995; Clark, 2011; Dellas and Sakellaris, 2003; Hillman and Orians, 2013; Sievertsen, 2016). As such, enrollment is expected to increase
in both four-year and two-year institutions during periods of recession. Cost of tuition and availability of financial aid are included because these factors impact an
individual’s financial ability to enroll. As tuition increases or availability of financial
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aid decreases, fewer students can be expected to enroll. Finally, the percent of adults
25 or older who have completed a high school degree or higher is included in the
regression analysis. It is likely that an individual’s decision to enroll in higher education is influenced, to some degree, by the level of educational attainment of those
around them.
Prior research has found that parental background, including educational attainment and income, has an e↵ect on individuals’ enrollment decisions (Manski and
Wise, 1983). The CPS provides some data to this e↵ect; however, this information
is available only for dependent individuals (i.e. parental background information is
available only for those college enrollees who are living with their parents) and is
therefore not included in our analysis. This is a shortcoming of using the CPS data
set. Despite this drawback, the CPS data set was selected for the following reasons.
First, the CPS data allows for the cross-sectional examination of individual enrollment decisions over a longer continuous period of time than any other readily available
data set. Second, the CPS provides more recent information than many other data
sets. These two factors are important when considering the impact of unemployment
on recent trends in higher education enrollment.

4.3 Results
The results of the multinomial regression model of enrollment decisions are depicted in Table 4.2. Both regression coefficients and relative risk ratios are included
in the table. In a multinomial logit model, the coefficients represent the expected
change in the log-odds of a parameter estimate, given a one-unit increase in that
same variable (UCLA: Statistical Consulting Group, 2016). The relative risk ratios
are more intuitive, and are equal to the value of the coefficients exponentiated (e ).
The relative risk ratios can be interpreted as the expected change in the risk ratio,
given a one unit increase in a given variable (UCLA: Statistical Consulting Group,
2016).
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For example, in the case of vet status—a variable with a positive coefficient—the
relative risk for enrollment in a community college can be expected to increase by a
factor of 2.078 for veterans versus non-veterans, the reference group. In other words,
the odds of a veteran enrolling in a community college are 2.078 times greater than
the odds of a non-veteran enrolling in a community college. In the case of bachelor’s
degree—a variable with a negative coefficient—the relative risk for enrollment in a
community college can be expected to decrease by a factor of 0.126 for individuals
whose highest level of educational attainment is a bachelor’s degree. That is, the odds
of an individuals with a bachelor’s degree enrolling in a community college are 0.126
times smaller than the odds of an individual without a bachelor’s degree enrolling
in a community college. In this model, individuals may choose from the following
options: enroll in a community college, enroll in a four-year institution, or do not
enroll in any form of higher education (base outcome).
Individuals who hold an associate’s degree are less likely to enroll in a community
college, but more likely to enroll in a four-year institution. In contrast, individuals
who hold a bachelor’s degree are less likely to enroll in either a community college
or four-year institution. These results align with the prior assertion that individuals
who already hold an associate’s or bachelor’s degree are less likely to enroll in a degree
program of the same level, but also indicate that for some individuals, attaining an
associate’s degree serves as a springboard to a four-year degree.
The latter finding is particularly relevant within the context of prior research,
which has shown that completion rates for individuals enrolled in community colleges
are far lower than completion rates for individuals enrolled in four-year institutions
(Kane and Rouse, 1999), and that enrolling in a community college decreases an
individual’s likelihood of completing a bachelor’s degree (Doyle, 2009; Rouse, 1995,
1998). The results of our research provide a somewhat unique perspective. They do
not contradict previous assertions that individuals who attend a community college
are less likely to complete a degree; however, our results provide evidence that those
individuals who complete an associate’s degree at a two-year institution are signifi-
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Table 4.2. Decision Between Enrolling in a Community College, Enrolling in a FourYear Institution, or No Enrollment (Base Outcome)
Community College
Coef.
Std. Err. RRR
Individual-level variables:
Associate’s degree
-0.231***
Bachelor’s degree
-2.074***
Age
-0.320***
Age2
0.003***
Male
-0.581***
Married
-0.354***
Hispanic
0.018
Black
0.157**
Asian or Pacific Islander
0.205
Native Amer. or Alaska Native
-0.028
Other
-0.029
Vet Status
0.731***
Post 9/11 G.I. Bill
0.017
Vet*Post 9/11
0.259**
State-level variables:
Unemployment rate (%)
0.074***
Avg. undergraduate tuition (thousand $)
-0.004
Avg. % receiving financial aid
-0.011*
% adults (age 25+) with a HS degree or higher -0.001
Intercept
3.453**
Pseudo R-squared:
0.1444

Four-year institution
Coef.
Std. Err. RRR

0.043
0.070
0.025
0.000
0.050
0.032
0.049
0.073
0.133
0.183
0.092
0.074
0.058
0.117

0.793
0.126
0.726
1.003
0.559
0.702
1.018
1.170
1.227
0.972
0.971
2.078
1.018
1.295

0.442***
-1.603***
-0.432***
0.005***
-0.425***
-0.303***
-0.335***
0.180***
0.327***
-0.016
-0.014
0.935***
-0.054
0.193**

0.051
0.079
0.023
0.000
0.031
0.031
0.066
0.053
0.117
0.204
0.099
0.073
0.042
0.095

1.555
0.201
0.649
1.005
0.654
0.738
0.715
1.198
1.386
0.984
0.986
2.548
0.947
1.213

0.014
0.012
0.006
0.013
1.554

1.077
0.996
0.989
0.999

0.029***
-0.004
-0.002
0.013
3.728***

0.010
0.008
0.003
0.009
0.787

1.029
0.996
0.998
1.013

* Significant at the 10% level
** Significant at the 5% level
*** Significant at the 1% level

cantly more likely to enroll in a four-year institution than their peers who have not
completed an associate’s degree. As such, enrollment in a community college may
serve as a “diversion” (Rouse, 1995) from enrollment in a four-year institution for
some students, but successful completion of an associate’s degree appears to serve
as a booster for enrollment in further education. This may be related to the fact
that many universities have begun to o↵er two-plus-two programs, which provide a
more streamlined transfer process for students who wish to start their degree at a
community college and finish at a four-year institution.
Increased age has a negative e↵ect on the probability of enrolling in either a
community college or four-year institution. This is not surprising, given that the
majority of higher education enrollees fall within the 18- to 24-year-old age cohort
(U.S. Department of Education, National Center for Education Statistics, Integrated
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Postsecondary Education Data System (IPEDS), 2014). The statistically significant,
positive sign on the coefficient of the age-squared term indicates that, as might be
expected, the magnitude of the age e↵ect diminishes over time, with large decreases
in the probability in enrollment occurring when individuals are relatively young, and
smaller decreases in enrollment probability occurring as individuals age.
Males are less likely to enroll in any form of higher education than females. This
aligns with research that has found women make up the majority of enrollees in higher
education, and that the gap between male and female enrollment rates is increasing
over time (Aliprantis et al., 2011). However, the magnitude of this e↵ect is slightly
larger for enrollment in a community college versus a four-year institution. Married
individuals have a lower probability than non-married individuals of enrolling in any
form of higher education.
Relative to whites, Hispanics have a lower probability of enrolling in a four-year
institution. Blacks have a higher probability of enrolling in either a community college
or a four-year institution. Asians or Pacific Islanders have a higher probability of
enrolling in a four-year institution, relative to whites.
While the positive, significant coefficients on the Black dummy variables may be
surprising, these results are supported by an examination of the sample data. In
the sample, Blacks make up about 10 percent of individuals who are not enrolled
in any form of higher education, while whites make up approximately 82 percent of
non-enrollees. In contrast, Blacks make up approximately 14 percent and 15 percent of those enrolled in four-year institutions and community colleges, respectively,
while whites make up about 77 percent of enrollees in both four-year institutions and
community colleges. Blacks are certainly a minority in terms of enrollment in higher
education. However, proportionally speaking, Blacks with high school degrees are
more likely than whites to enroll in some form of higher education. In addition, these
results may reflect the boom in minority student enrollment that was seen during the
2007 Recession (Fry, 2010). The e↵ects of race and ethnicity are discussed further in
Subsection 4.3.1.
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Veterans are more likely than non-veterans to enroll in either a community college
or a four-year institution. In addition, the interaction between veteran status and
the post 9/11 dummy is positive and statistically significant. This indicates that
not only are veterans more likely to enroll in some form of higher education, but
that the probability of veteran enrollment increased following the passing of the Post
9/11 Veterans Educational Assistance Act, which provides additional incentives for
veterans who have served since September 11, 2001, to pursue higher education.
An increase in the state unemployment rate is associated with an increase in the
probability of enrollment in any form of higher education. This aligns with prior
literature that finds a strong, counter-cyclical relationship between employment and
student enrollment (Betts and McFarland, 1995; Clark, 2011; Dellas and Sakellaris,
2003; Hillman and Orians, 2013; Sievertsen, 2016). In addition, prior research has
shown that individuals who graduate and enter the labor force during periods of economic downturn experience substantial losses to initial and future earnings (Altonji
et al., 2016; Kahn, 2010). Given these factors, it is not surprising that an individual’s probability of enrollment in higher education increases during periods of higher
unemployment.
Comparing the impact of increased unemployment on the probability of enrollment in a community college with probability of enrollment in a four-year institution
provides additional insight. The e↵ect of a single percentage point increase in unemployment on the probability of enrollment in a community college is nearly three times
that of the e↵ect of increased unemployment on probability of enrollment in a fouryear institution. This implies that community colleges—not four-year institutions—
absorb the majority of the increased demand for higher education that is seen during
periods of economic downturn.
Average undergraduate tuition for four-year institutions is not significant for enrollment in either a community college or a four-year institution. In contrast, the
average percent of first-time students receiving financial aid is negative and statistically significant for enrollment in a community college, but not statistically significant
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for enrollment in a four-year institution. As the cost of attending a four-year institution decreases—in this case through increased access to financial aid—potential
enrollees are less likely to enroll in community colleges. Finally, the percent of adults
with a high school degree or higher is not statistically significant for enrollment in
either a community college or a four-year institution.

4.3.1 Modeling Age Cohorts Separately
Tables 4.3 and 4.4 displays the results of the original model applied to two separate
age cohorts: 18- to 24-year-olds and 25- to 49-year-olds. In general, the coefficients
are somewhat similar across cohorts and institution types. Notable di↵erences include
the associate’s dummy, several of the demographic dummy variables, and the e↵ect
of the state unemployment rate.
As in the base model (Table 4.2), individuals of all age cohorts are less likely to
enroll in a community college but more likely to enroll in a four-year institution if they
already hold an associate’s degree. However, when the two age cohorts are examined
separately, it becomes apparent that the positive e↵ect of holding an associate’s degree
on probability of enrollment in a four-year institution is much larger for individuals
in the older age cohort. In fact, holding an associate’s degree has the largest positive
impact after veteran status on the probability of enrollment in a four-year institution
for the older age cohort.
The dummy variable for male provides additional information beyond the results
of the base model when the two age cohorts are examined separately. While the sign
and significance of the male dummy variable does not change when the age cohorts
are examined separately, the negative e↵ect for males is much higher in the older
cohort—not only are females more likely to enroll in some form of higher education
than males in general, but the gap between male and female enrollment widens as
individuals age.
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Table 4.3. Decision Between Enrolling in a Community College, Enrolling in a FourYear Institution, or No Enrollment (Base Outcome), ages 18-24
Community College
Coef.
Std. Err. RRR
Individual-level variables:
Associate’s degree
-0.357*** 0.073
Bachelor’s degree
-3.086*** 0.314
Age
-1.944*** 0.232
Age2
0.040*** 0.005
Male
-0.382*** 0.051
Married
-0.535*** 0.064
Hispanic
0.007
0.079
Black
0.014
0.096
Asian or Pacific Islander
0.467*** 0.171
Native Amer. or Alaska Native
-0.207
0.197
Other
-0.155
0.169
Vet Status
0.886*** 0.165
Post 9/11 G.I. Bill
0.023
0.085
Vet*Post 9/11
0.089
0.244
State-level variables:
Unemployment rate (%)
0.080*** 0.015
Avg. undergraduate tuition (thousand $)
0.009
0.014
Avg. % receiving financial aid
-0.014*
0.008
% adults (age 25+) with a HS degree or higher -0.009
0.016
Intercept
21.877*** 3.204
Pseudo R-squared:
0.0706

Four-year institution
Coef.
Std. Err. RRR

0.700
0.046
0.143
1.041
0.682
0.585
1.007
1.014
1.595
0.813
0.856
2.426
1.024
1.093

0.259**
-1.700***
-2.053***
0.042***
-0.301***
-0.610***
-0.406***
-0.075
0.692***
-0.253
-0.008
0.866***
-0.101*
0.345*

0.102
0.149
0.233
0.005
0.036
0.077
0.086
0.064
0.169
0.166
0.131
0.154
0.059
0.185

1.296
0.183
0.128
1.043
0.740
0.544
0.666
0.928
1.998
0.777
0.992
2.378
0.904
1.411

1.083
1.009
0.986
0.991

0.018
0.012
-0.002
0.007
21.753***

0.013
0.010
0.005
0.010
2.652

1.018
1.012
0.998
1.007

* Significant at the 10% level
** Significant at the 5% level
*** Significant at the 1% level

As in the original model, Hispanics in both age cohorts have a lower probability,
relative to whites in their same cohort, of enrolling in a four-year institution. However, when the two age cohorts are examined separately, results suggest this negative
impact lessens as individuals age. The Black dummy variable is not significant for
enrollment in either community colleges or four-year institutions for the younger cohort. However, Blacks in the older cohort are more likely than whites of the same
age cohort to enroll in any form of higher education. In contrast, Asians or Pacific
Islanders in the younger cohort are more likely than whites to enroll in any form of
higher education. The Asian/Pacific Islander dummy is not significant for the older
age cohort.
The results for the ethnic and racial dummies imply that individuals of di↵erent racial backgrounds follow statistically significantly di↵erent enrollment patterns.

62
Table 4.4. Decision Between Enrolling in a Community College, Enrolling in a FourYear Institution, or No Enrollment (Base Outcome), ages 25-49
Community College
Coef.
Std. Err. RRR
Individual-level variables:
Associate’s degree
-0.187***
Bachelor’s degree
-1.914***
Age
-0.131***
Age2
0.001
Male
-0.758***
Married
-0.302***
Hispanic
0.003
Black
0.248***
Asian or Pacific Islander
0.026
Native Amer. or Alaska Native
0.102
Other
0.090
Vet Status
0.745***
Post 9/11 G.I. Bill
0.007
Vet*Post 9/11
0.320***
State-level variables:
Unemployment rate (%)
0.070***
Avg. undergraduate tuition (thousand $)
-0.013
Avg. % receiving financial aid
-0.009
% adults (age 25+) with a HS degree or higher 0.005
Intercept
-0.406
Pseudo R-squared:
0.0742

Four-year institution
Coef.
Std. Err. RRR

0.049
0.071
0.034
0.000
0.060
0.036
0.053
0.074
0.142
0.207
0.090
0.086
0.057
0.124

0.830
0.147
0.878
1.001
0.469
0.739
1.003
1.281
1.026
1.107
1.094
2.106
1.007
1.377

0.544***
-1.508***
-0.139***
0.001
-0.578***
-0.177***
-0.261***
0.410***
-0.096
0.222
-0.034
1.015***
-0.006
0.130

0.051
0.084
0.030
0.000
0.048
0.028
0.069
0.071
0.123
0.280
0.145
0.086
0.066
0.131

1.723
0.221
0.870
1.001
0.561
0.838
0.770
1.508
0.909
1.248
0.967
2.759
0.994
1.139

0.015
0.012
0.006
0.013
1.512

1.073
0.987
0.991
1.005

0.043***
-0.022**
-0.003
0.019*
-1.775**

0.011
0.009
0.003
0.010
0.849

1.044
0.979
0.997
1.019

* Significant at the 10% level
** Significant at the 5% level
*** Significant at the 1% level

Whites and Asians or Pacific Islanders are more likely to enroll in some form of higher
education immediately or soon after high school, while Blacks and Native Americans
or Alaska Natives are more likely than whites to postpone higher education until a
future time. Hispanics in both age cohorts are less likely than whites to enroll in
higher education.
Veteran status is highly statistically significant for enrollment in any form of higher
education for both age cohorts. The magnitude of e↵ect appears to be particularly
large for the probability of enrollment in four-year institutions by individuals in the
older age cohort. In addition, as can be seen in the coefficient on the interaction
between veteran status and the Post 9/11 G.I. Bill dummy, the passing of the Post
9/11 Veterans Educational Assistance Act is associated with a statistically significant
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increased probability of enrollment in community college by veterans in the older age
cohort.
Unemployment is highly statistically significant, with a positive sign for all age
groups. As in the results for all ages, an increased unemployment rate has a higher
magnitude of e↵ect on the probability of an individual enrolling in a community college than the probability of an individual enrolling in a four-year institution for both
age cohorts. This indicates that community colleges absorb much of the increased
demand for higher education that is seen during times of recession by traditional and
non-traditional students alike.
As in the base model, the percent of students receiving financial aid has a significant, negative e↵ect on the probability of community college enrollment for the
younger cohorts; however, percent of students receiving financial aid is not statisticall significant for the older cohort. Percent of students receiving financial aid is
not significant for enrollment in a four-year institution by individuals of either age
cohort. Results for undergraduate tuition are mixed, with increased tuition being
having a statistically insignificant e↵ect on the probability of enrollment in four-year
institutions by individuals in the younger age cohort, but a decreased probability of
enrollment in any form of higher education by individuals in the older age cohort.
The percent of adults with a high school degree or higher is significant only for
enrollment in a four-year institution by individuals in the older cohort. This may be
reflective of the perception of community colleges as “inferior goods.” As more individuals within a given region acquire higher levels of education, attending a four-year
institution may be perceived as being more desireable than attending a community
college.

4.4 Conclusion
This paper utilizes a multinomial logit model to investigate the impact of various demographic and economic factors—such as age, race, veteran status, state un-
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employment rate, and average cost of attendance—on the probability of individual
enrollment in four-year or two-year institutions. The original multinomial model is
also applied to two separate age cohorts: 18- to 24-year-olds and 25- to 49-year-olds,
thereby extending the literature through the examination of a wider age range than
has traditionally been examined.
Results are consistent with prior literature that has found a strong counter-cyclical
relationship between enrollment in higher education and periods of economic downturn (Betts and McFarland, 1995; Clark, 2011; Dellas and Sakellaris, 2003; Hillman
and Orians, 2013; Sievertsen, 2016), with an increased unemployment rate being associated with an increased probability of enrolling in either a community college or
a four-year institution. In addition, we find that for traditional and non-traditional
students alike, an increase in the unemployment rate has a greater e↵ect, in terms
of magnitude, on the probability of enrolling in a community college than on the
probability of enrolling in a four-year institution.
Results from the model applied to the separate age cohorts indicate that enrollment patterns di↵er statistically significantly between ethnicities. Whites and Asians
or Pacific Islanders are more likely to enroll in some form of higher education at a
younger age, while Blacks are more likely to enroll in some form of higher education
as older students. Hispanics are less likely to enroll in higher education at any age
than their white counterparts.
We find that, while prior research has shown community college attendance may
decrease the probability of completing a bachelor’s degree (Doyle, 2009; Rouse, 1995,
1998), completion of an associate’s degree significantly increases the probability of
enrollment in a four-year institution and may be, for many, a stepping stone to a fouryear degree. We also find that veterans not only have a higher probability of enrolling
in any form of higher education, but that the probability of veteran enrollment in
higher education increased following the passing of the Post 9/11 Veterans Education
Assistance Act.
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These findings have important policy implications, particularly for community colleges. It is community colleges that absorbed much of the increased demand for higher
education that occurs during periods of economic downturn. In addition, community
colleges meet much of the demand for higher education by non-traditional students.
As such, it is important for institutions of higher education—especially community
colleges—to be proactive in preparing for the increased enrollment levels they will see
by traditional and non-traditional students alike during periods of recession.
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CHAPTER 5. SUMMARY

As might be expected, the impacts of recession are wide and diverse. This dissertation has examined only a few of the possible ways economic downturn impacts
regions and individuals: increased suicide numbers in rural and urban counties, varying patterns in the county-level resilience of rural and urban counties, and increased
probability of individual enrollment in higher education.
In the first essay, “Response to Economic Shock: Impacts of Rurality and Recession on County-Level Suicide in the United States,” we utilize a negative binomial
model to examine the impact of recessions on suicides in rural and urban U.S. counties. We find that after accounting for di↵erences in population, urban counties have
fewer suicides than rural counties. In addition, urban counties experience smaller
increases in suicide numbers than their rural counterparts during times of recession.
The contributions of this research include the examination of the impact of rurality,
as well as the extension of this application to gender-specific suicides.
In the second essay, “The Impact of Rurality on the Economic Resilience of U.S.
Counties to the Great Recession,” we utilize an OLS regression analysis to examine
regional patterns of resilience in U.S. counties. We find that county-level resilience
is correlated with county economic dependency as well as with state e↵ects (most
likely policy related). In addition, we find that chronic poverty predominately a↵ects
rural counties, with increased levels of poverty having a negative e↵ect on both rural
resistance and rural recovery. However, an increased percent of individuals with
four or more years of college predominately a↵ects urban counties, with increased
educational attainment having a positive e↵ect on both urban resistance and urban
recovery. The contributions of this research are the examination of resilience at the
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county level—a finer level than has typically been examined in the United States—
and, as in the first essay, the inclusion of the element of rurality.
In the third and final essay, “Impacts of the Great Recession on Higher Education
Enrollment in the United States,” we use a multinomial logit model to investigate
the impact of demographic and economic factors on the probability of enrollment in
institutions of higher education. We find that an increase in the unemployment rate
is associated with an increased probability of enrolling in an institution of higher
education for traditional and non-traditional students alike, but that that enrollment
patterns di↵er significantly between traditional and non-traditional students. The
contributions of this research include the examination of a wider age range than is
typically examined through the study of two separate age cohorts.
In addition to the essay-specific results, we find an overarching theme: many aspects of the recession influence some groups of regions or individuals to a larger degree
than do other aspects. This point is illustrated in the findings of the first two essays,
in which rural and urban counties respond to the pressures of economic downturn in
measurably di↵erent ways. In fact, there appear to be substantial di↵erences even between rural, agricultural regions and rural, non-agricultural regions—a result which is
not surprising given recent arguments that “rural” no longer directly equates “farm”
(Irwin et al., 2010). The above theme is also illustrated in the third essay, in which
traditional and non-traditional students not only follow noticeably di↵erent patterns
of enrollment in general, but noticeably di↵erent patterns of enrollment in response
to higher unemployment as well.
This idea that di↵erent groups are impacted di↵erently by outside influences is
not an idea that is necessarily new or surprising. However, it is a truth that is often
overlooked when policies are developed or put into place with the intent to address the
issues that arise as a result of economic downturn. The research in this dissertation
suggests that “one size fits all” policies overlook crucial di↵erences among those the
policies are intended to help, and that some groups should be examined separately if
we are to understand—and thereby address—the true e↵ects of recession.
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Appendix A. A Note on Rurality
Because the concept of rurality is so central to the analysis in the first two essays
of this dissertation, it is worth spending some time briefly discussing what, for the
purpose of this dissertation, “rural” means. The following paragraphs o↵er brief descriptions of a few, well-known rural-urban classification systems (referred to hereafter
as rural-urban typologies).
Many rural-urban typologies have been developed over time. Some of the more
well-known of these systems include: the Urban and Rural Classification System
(U.S. Census Bureau), the Core Based Statistical Areas (Office of Management and
Budget), the Rural Urban Continuum Codes (Economic Research Service), the Rural Urban Commuting Area Codes (Economic Research Service), the Rural-Urban
Density Typology (Isserman, 2005), and the Index of Relative Rurality (Waldorf,
2006). All of these typologies, with the exception of the Index of Relative Rurality,
are discrete measures, and use thresholds to determine the rurality of a county.
Two of these typologies (the Urban and Rural Classification System and the Rural
Urban Commuting Area Codes) define rurality at the census tract rather than county
level. These typologies are not appropriate for the level of aggregation used in the
first two essays of this dissertation, and are not discussed further. A brief description
of the remaining four classification systems follows.
The Core Based Statistical Areas (CBSAs) are not intended as a measure of
rurality, but are occasionally used by researchers as such. Urban population (as
defined by the Census) and population commuting are used to determine CBSAs.
Each metro/micro area is made up of at least one county, and includes adjacent
counties with high levels of social or economic interaction. Metro, micro, and noncore areas include both urban and rural populations.
The CBSAs form the basis of the Rural Urban Continuum Codes (RUCCs). The
RUCCs break the CBSAs into three metropolitan and six micropolitan subcategories.
Metropolitan areas are broken down by population. Non-metropolitan areas are distinguished both by urban population and adjacency to metropolitan areas. These nine
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categories are then assigned a number from one through nine, with one representing
the most urban areas and nine representing the most rural areas.
The Rural Urban Density Typology (RUDT) uses four measures: percent of the
population that is urban or rural (as defined by the Census), total urban population
(as defined by the Census), population of largest urban area (as defined by the Census), and population density. These measures are then used to divide counties into
four groups: rural, mixed rural, mixed urban, and urban.
Finally, the Index of Relative Rurality (IRR) is a continuous measure. It uses four
components to create an index of urbanness or rurality: total population, percent
urban (as defined by the Census Bureau), population density (log), and distance to
the closest metropolitan area. This measure seeks to address the question of “how
rural,” rather than “rural or not?” (Waldorf, 2006).
Components of the four rurality typologies described above include total population, total urban population or size of the largest urban area, percent urban, population density, population commuting, and distance or travel time to a metropolitan or
urban area. Many of these components are highly correlated. Therefore, inclusion of
all components used to measure rurality is impractical. Only one of the components
listed above is ultimately included in the models seen in the first two essays of this
dissertation: percent urban. Percent urban provides a measure of the proportion of
a county’s population that lives in urban areas, as defined by the Census. Waldorf
(2006) describes this as the urban “buildup” of a county.
A primary reason for the selection of this component is that it arguably focuses on
separating rural counties from urban counties. This is in contrast with the concept of
rural-urban integration, which can be described as the functional relationship between
urban and rural counties (Isserman, 2005). This is an important distinction to make,
given that the first two essays in this dissertation focus on the e↵ect of rurality itself
on recession impacts, rather than the impact of rural-urban integration.
While total urban population (the total number of people in a given county who
live in urban areas) and size of the largest urban area (the total population of the
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largest urban area located partially or wholly within a given county) also take urban
populations into account, these measures were not included for two reasons. First,
they do not say much about the rurality of a county in and of themselves. Second,
urban areas are quite variable, with many being split or combined from census year
to census year. It is not uncommon for these changes to lead to large variations in
the population of an urban area, simply because its census-designated borders have
changed. Percent urban provides a more stable measure of a county’s rurality.
Percent urban is certainly not a perfect measure of a county’s ruralness. For
example, percent urban is limited in that it makes no distinction between a county
containing four small urban areas with populations of 2,500, and a similarly sized
county containing a single urban area with a population of 10,000. However, it is
relatively straightforward to suggest that, all things being equal, a county with a
higher proportion of its residents living in an urban area is less rural than a county
with a lower proportion of its residents living in urban areas (Waldorf, 2006).
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Appendix B. Two Alternative Analyses
In the first alternative analyses, the percent of county employment made up by
employment in a given industry is considered as an alternative to the County Typology Codes as a measure of economic specialization. Data on county-level industry
employment percentages was obtained from the five-year (2006-2010) American Community Survey (ACS). In the ACS data, industry employment is divided among thirteen industries: agriculture, forestry, fishing and hunting, and mining; construction;
manufacturing; wholesale trade; retail trade; transportation and warehousing, and
utilities; information; finance and insurance, and real estate and rental and leasing;
professional, scientific, and management, and administrative and waste management
services; educational services, and health care and social assistance; arts, entertainment, and recreation, and accommodation and food services; other services, except
public administration; and public administration.
In the alternative analysis, these industry variables are included in place of the
county economic dependency dummies. An industry diversity index is also included in
the regression. The industry diversity index was computed according to the following
formula, adapted from Felix (2012) and Mack et al. (2007):

Diversityj =

j
X
%empi,j
i=1

%empU S
%empU S

(1)

In the above equation, the “industrial diversity in county j is calculated by measuring,
for each industry i, the di↵erence between its employment share in the county and
its employment share in the United States as a whole” (Felix, 2012). Lower values
indicate greater diversity, while higher values indicate greater specialization.
The results of the regression including industry employment are found in Table
1. The coefficients on the variables included in both regressions did not di↵er much
in terms of sign or significance between the original regression (county economic
dependency) and the first alternative analysis (industry employment percents). While
the farm-dependent variable was statistically significant in the original regression, the
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Table 1. Industry Employment Percentages as an Alternative Measure of County-level
Economic Specialization
Resistance
Robust
Coef.
Std. Error
% Male
0.044**
% Black
-0.017***
% Amer. Indian or Alaska Native -0.002
% Asian or Pacific Islander
0.027**
% Hispanic
-0.008
% Child (aged 0-9)
0.041
% Elderly (aged 65+)
0.001
Avg. Poverty Rate, 2001-2010 (%) -0.055***
% Urban
-0.003
% Bachelors degree or higher
0.036***
Agriculture
0.035
Construction
-0.115***
Manufacturing
-0.083***
Wholesale
0.050
Retail
-0.038*
Transportation
-0.047*
Information
-0.008
Finance
-0.082***
Professional
-0.037
Education
-0.009
Arts
-0.048**
Public
0.026
Industry Diversity Index
-0.040
(Intercept)
-4.328**
R2 :
0.6885
#obs:
3108

0.019
0.005
0.008
0.012
0.005
0.032
0.015
0.011
0.002
0.008
0.026
0.028
0.020
0.036
0.020
0.028
0.032
0.024
0.025
0.020
0.021
0.022
0.027
2.018039

Coef.
0.088***
-0.006
0.000
0.012
0.001
0.021
0.003
-0.064***
0.000
0.014**
-0.047
-0.076***
-0.027*
0.004
-0.050**
-0.049**
-0.005
-0.040*
-0.070***
-0.033*
-0.060***
-0.050**
0.026
96.687***
0.5747
3108

Renewal
Robust
Std. Error
0.016
0.004
0.007
0.012
0.009
0.029
0.010
0.012
0.001
0.006
0.029
0.025
0.015
0.028
0.023
0.019
0.026
0.022
0.025
0.017
0.022
0.024
0.025
2.353

Notes: Standard errors are cluster robust.
* Significant at the 10% level; ** Significant at the 5% level; *** Significant at the 1% level

agriculture variable was insignificant in the alternative analysis. However, this may
be due to the fact that several industries—agriculture, forestry, fishing and hunting,
and mining—are lumped together to form the agriculture variable in the alternative
analysis.
Similar to the original regression, the coefficients on the construction and manufacturing variables are negative and statistically significant for both resistance and
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renewal. In addition, many of the service industries are negative and statistically
significant for both measures of resilience—again, results that are similar to those in
the original regression. The industry diversity index was not significant. Ultimately,
the County Typology Codes were selected as a measure of economic specialization,
rather than the industry employment percentages, because they allowed for the examination of a few, specialized industries—namely farming, a particularly relevant
industry given the emphasis on rural resilience contained in Chapter 3.
Table 2. Right-to-work and Minimum Wage Dummies as an Alternative to State
Fixed E↵ects
Resistance
Robust
Coef.
Std. Err.
% Male
0.074*
0.043
% Black
-0.029*** 0.008
% Amer. Indian or Alaska Native 0.012
0.017
% Asian or Pacific Islander
-0.107*** 0.035
% Hispanic
-0.018
0.016
% Child (aged 0-9)
0.144
0.095
% Elderly (aged 65+)
0.078**
0.037
Avg. Poverty Rate, 2001-2010 (%) -0.027
0.022
% Urban
0.000
0.004
% Bachelors degree or higher
0.081***
0.015
Farm dependent
1.600***
0.255
Mining dependent
0.344
0.257
Manufacturing dependent
-0.745*** 0.139
Government dependent
-0.038
0.200
Service dependent
-0.986*** 0.305
Right-to-work
0.370
0.441
Minimum wage
-0.198
0.431
(Intercept)
-11.908*** 3.574
R2 :
0.3251

Coef.
0.110***
-0.020***
-0.009
-0.042
-0.006
0.123**
0.041*
-0.050***
0.000
0.027***
0.562***
-0.410
0.252**
-0.273*
-0.474***
0.012
0.131
91.296***
0.2387

Renewal
Robust
Std. Err.
0.031
0.006
0.011
0.026
0.016
0.049
0.023
0.014
0.002
0.009
0.180
0.314
0.117
0.146
0.138
0.256
0.261
2.238

#obs:
3108
3108
Notes: Standard errors are cluster robust.
* Significant at the 10% level; ** Significant at the 5% level; *** Significant at the 1% level

The second alternative analysis focuses on the use of policy dummies (right-towork laws and state minimum wage higher than federal minimum wage policies).
Partial results from this analysis are found in Chapter 3. However, the partial results
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contained in Chapter 3 include only the results from the separate regressions of rural
and urban counties. Due to lack of statistical significance, results from the regression
of all counties are not included in the main body of this dissertation, but are presented
here.
The results of the regression including the right-to-work and state minimum wage
dummies are found in Table 2. Right-to-work states include those states that had
adopted a right-to-work law prior to 2010: Alabama, Arizona, Arkansas, Florida,
Georgia, Idaho, Iowa, Kansas, Louisiana, Mississippi, Nebraska, Nevada, North Carolina, North Dakota, Oklahoma, South Carolina, South Dakota, Tennessee, Texas,
Virginia, and Wyoming.
The use of the state-level policy dummies, rather than state dummies, increased
the significance of many of the other independent variables. However, the overall
explanatory power of the model decreased substantially, and neither the right-towork or minimum wage dummies were significant in the regression of all the counties.
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Appendix C. Post-Model Residual Mapping

Figure 1. Resistance: Constants Added Back In

Figure 1 depicts the mapped residuals of the base regression analysis of resistance
with constants removed from the the regression equation.
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Figure 2. Resistance: Constants and State Dummies Added Back In

Figure 2 depicts the mapped residuals of the base regression analysis of resistance
with both constants and state dummies removed from the regression equation.
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Figure 3. Resistance: Constants and State Dummies Added Back In; Right-to-work
and Minimum Wage Dummies Included in Regression

Figure 3 depicts the mapped residuals of the base regression analysis of resistance
with both constants and state dummies removed from the regression equation, and
right-to-work and minimum wage dummies included in the regression equation.
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Figure 4. Recovery: Constants Added Back In

Figure 4 depicts the mapped residuals of the base regression analysis of recovery
with constants removed from the regression equation.
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Figure 5. Recovery: Constants and State Dummies Added Back In

Figure 5 depicts the mapped residuals of the base regression analysis of recovery
with both constants and state dummies removed from the regression equation.
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Figure 6. Recovery: Constants and State Dummies Added Back In; Right-to-work
and Minimum Wage Dummies Included in Regression

Figure 6 depicts the mapped residuals of the base regression analysis of recovery
with both constants and state dummies removed from the regression equation, and
right-to-work and minimum wage dummies included in the regression equation.
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