Abstract. This article presents a relationship between the sharp constant of the Sobolev inequality and the initial criterion to the global existence of degenerate parabolic-parabolic Keller-Segel system with the diffusion exponent 
Introduction
In this paper, we study the following degenerate parabolic-parabolic Keller-Segel equations with diffusion exponent 2n 2+n < m < 2 − 2 n in dimension n ≥ 3, ρ t = ∆ρ m − div(ρ∇c), x ∈ R n , t ≥ 0, (1.1) c t = ∆c − c + ρ, x ∈ R n , t ≥ 0, (1.2) ρ(x, 0) = ρ 0 (x), c(x, 0) = c 0 (x), x ∈ R n , (
where ρ(x, t) and c(x, t) represent respectively the density of bacteria and the chemical substance concentration. One important feature of this system is the conservation of mass The system (1.1)-(1.3) with different m has been widely studied since the last decade. Sugiyama et al. in [15, 16] and Ishida et al. in [9] proved that if m > 2− 2 n , the solution exists globally for any initial data; if 1 < m ≤ 2 − 2 n , for the parabolic-elliptic case both global existence and blow-up can happen for specifically selected initial data [16] ; for the parabolicparabolic case global existence was proved for small initial data [9] . The diffusion exponent m * := 2 − 2 n comes from the scaling invariance of the total mass, which is sometimes called Fujita type exponent.
Since 2009, the sharp initial criterion of degenerate parabolic-elliptic Keller-Segel equations has attracted more and more attentions. Blanchet et al. in [2] studied the degenerate case with diffusion exponent m = m * , where a critical mass was given. Later on, Chen et al. [5] found another critical diffusion exponent m c := 2n n+2 , which comes from the conformal invariance of the free energy. In [5] it was shown that the L mc norm of positive stationary solutions can be viewed as the criterion for the global existence and blow-up of solutions. In the case m c < m < m * (see [6] ), there is a constant s * depending only on the initial mass and the best constant of the Hardy-Littlewood-Sobolev inequality to classify the initial data in order to achieve global existence or blow-up. More precisely, for
there is a unique global weak solution if ρ 0 L mc (R n ) is less than s * , and blow-up occurs in finite time if ρ 0 L mc (R n ) is larger than s * (see [6, 12] ).
However, the best criterion to the parabolic-parabolic Keller-Segel system has not been well developed comparing to its parabolic-elliptic version, due to the fact that the symmetric structure in the aggregation is missing. In the paper [3] , Blanchet et al. showed the global existence for the case m = m * when the chemotactic sensitivity is smaller than a threshold, which is exactly the same as that in the parabolic-elliptic case. One of the purposes of this paper is to derive the condition ρ 0 L mc (R n ) < s * for global existence when m c < m < m * . Here s * is also exactly the same as that of the parabolic-elliptic case in [6] .
The Sobolev inequality with the best constant (for example in [10] )
plays an important role in the decomposition of the free energy (1.6). More precisely, the free energy has the following lower bound for m > 2n n+2 , i.e.
.
Then after appropriate assumption on initial free energy, the estimate on ρ
can be obtained. It is the milestone in getting global existence of weak solutions. Actually, there is a big class of evolutionary equations that have close connections with corresponding Sobolev inequalities [13, 17] . We refer to [7] given by Dolbeault et al. for recent developments.
The main result of this paper is given by the following theorem
3) has a global weak solution, i.e. for all T > 0 and some 1 < r, s ≤ 2, there is a function ρ(x, t) with
such that it satisfies (1.1)-(1.3) in the sense of distribution. Here F * and s * are universal constants given by
where M 0 is the initial mass ρ 0 L 1 (R n ) defined in (1.4) and S n is the best constant of the Sobolev inequality, see (1.7).
Remark 1.1. For parabolic-parabolic Keller-Segel system, the initial criterion s * is exactly the same as that of the parabolic-elliptic case [6] . In fact, Sobolev's inequality in parabolic-parabolic system plays the same role as that of the critical Hardy-LittlewoodSobolev (H.-L.-S.) inequality in the parabolic-elliptic case. In order to compare, we cite H.-L.-S. inequality from [10] . For ρ ∈ L 2n n+2 (R n ), it holds that
, where the best constant
This has been used to derive the initial criterion in [6] 
Furthermore, we get the following uniform in time L ∞ -bound of weak solutions.
(1.10)
Next we briefly explain the main idea and the key points in getting L ∞ estimate by using Moser iteration. The iteration is based on the following
From (1.11) and (1.12), we know that it is necessary to estimate ∆c or ∇c in terms of ρ. By a special case of famous maximal L p -regularity theorem, which was proved by Matthias and Jan in [14] , the estimate of ∆c is given by
where C p is a constant dependent of p and the constant C depends on initial data c 0 . However, the exact formulation of C p was not written down in [14] . A direct application of (1.13) without knowing C p explicitly will bring troubles in the iteration for p ≫ 1. Instead, we give the estimate for ∇c L ∞ (R n ) with an explicit constant by using semigroup representation of (1.2), the properties of the heat kernel and Young's inequality for the convolution. Although the following discussion is standard, we have not found an appropriate reference to cite. Therefore, we do it by hand. The mild solution to the Cauchy problem
where the heat semigroup operator e t∆ is defined by
From the classical semigroup theory, we know that if
It follows immediately from the Young inequality for the convolution [10, pp. 99] that for any 1 ≤ q ≤ p ≤ +∞ and all t > 0, f ∈ L q (R n ), it holds that
(1.14)
Here
, where r satisfies
A direct application of the inequalities in (1.14) and the Bochner Theorem in [8, pp .650], we have for t ∈ [0, ∞)
In particular, for p = ∞, q > n we have
This key estimate with explicit constant B ∞,q,n is going to be used in (1.11) in order to finish the iteration.
This paper is arranged as follows. The global existence of weak solutions for the system (1.1)-(1.3) is proved in Section 2. Furthermore, a uniform in time L ∞ bound of weak solutions is given in Section 3.
Regularized problem and global existence of weak solutions
In this section, for completeness, in order to prove the global existence , we start from the regularized problem of the system (1.1)-(1.3) and prove uniform estimates. The regularized problem is
where J ε is a mollifier with radius 0 < ε ≪ 1 satisfying
And the initial data are also mollified, i.e. ρ 0,ε = ρ 0 * J ε and c 0,ε = c 0 * J ε . Under the assumptions on
The classical parabolic theory implies that the above regularized problem (2.1)-(2.3) has a global smooth non-negative solution ρ ε if the initial data is non-negative. Notice that for the solution of (2.1)-(2.3), it holds that R n ρ ε (x, t) dx = M 0 .
Throughout this section, we denote by C(m, n, p) a constant only depends on m, n, p, M 0 , ρ 0 L ∞ (R n ) and ∇c 0 L ∞ (R n ) , which may be different from line to line. Now we focus on uniform estimates of solutions to (2.1)-(2.3).
2.1. Variational structure of the regularized problem and initial criterion. In this subsection we show the variational structure of the regularized problem and use it to deduce a uniform bound on the L 2n n+2 (R n ) norm of solutions to the regularized problem.
The regularized problem (2.1)-(2.3) can be written as the following variational form
where
are respectively the first order variational of the following energy functional respect to functions ρ ε and c ε ,
From (2.4), we know that the following energy-dissipation relation holds
The monotone decreasing property of the free energy F ε (ρ ε , c ε ) follows immediately by the non-negativity of the entropy production. Next, our purpose is to decompose the free energy defined in (2.5) into two parts by using the Sobolev inequality (1.7) and the Hölder inequality.
As a preparation, we have
Therefore, we decompose the free energy into the following form
By Sobolev's inequality (1.7), we know that F 2 (c ε ) ≥ 0. Now we only need to estimate F 1 (ρ ε ). Since 1 < 2n n+2 < m, by the interpolation inequality we have
We are now ready to utilize the decomposition of the free energy in obtaining the uniform bound of the L 2n n+2 norm of ρ ε . The assumption F(ρ 0 , c 0 ) < f (s * ) in Theorem 1.1 implies that there is a small number 0
where s * is the maximum point of the function f (s).
Proof. By (2.6) and (2.7), we have
n(m−1) > 1. Hence we know that f (s) is a strictly concave function in 0 < s < ∞, and the derivation of f (s) is given by
is the maximum point of f (s), and f (s) is monotone increasing for 0 < s < s * , while f (s) is monotone decreasing for s > s * . In the case that initial free energy
Using (2.9), the decomposition of the free energy, the monotonicity of the free energy and our assumptions, we have
2n(m−1) , due to the fact that f (s) is increasing in 0 < s < s * , there exists a µ 1 < 1 such that
Inversely, if ρ 0
> s * , then the increasing property of f (s) in s > s * implies that there exists a constant
Remark 2.1. Lemma 2.1 gives us a hint that (s * ) n−2 2n(m−1) would be expected to be the sharp initial criterion for parabolic-parabolic Keller-Segel model (1.1)-(1.3). The fact has been proved in the parabolic-elliptic case in [6] .
Uniform estimates.
We focus on the uniform estimates of the regularized solutions in this subsection. Using the L 2n n+2 bound of ρ ε obtained in above subsection, we show the uniform L p estimate by using standard method. Furthermore, the uniform estimates for space and time derivatives will be derived carefully. Now we prove the uniform L p estimate of regularized solutions ρ ε for any p > 1.
Let ρ ε be a smooth solution of the regularized problem. Then
Moreover, for any fixed T > 0, it holds that
12)
Here C is a constant independent of ε.
Proof. Multiplying the equation (2.1) by pρ p−1 ε with p > 1 and integrating it in space variable, we have for any t > 0
ε |∇ρ ε | 2 dx (2.14)
Noticing that (ρ ε + ε) m−1 > ρ m−1 ε due to m > 1 and using the integration by parts, we get from (2.14) that
Using the Hölder inequality and a series of computations, we have
Similarly, we have
Hence substituting (2.16) and (2.17) into (2.15), we obtain
Using the Young inequality for the last term of (2.18), we deduce for any ν > 0
Notice the following facts:
where 
(2.23)
Since 0 < θ 1 , θ 2 < 1 and m > 1, we know that
which allows us to utilize the Young inequality for the last two terms of (2.23) such that it holds that
where q 1 , q 2 > 1 satisfy
from (2.24) we have that (m+p−1) 2 is a constant independent of p. On the other hand, using (1.17) for c ε in (2.2) and (2.8), we have
where n < q < p is an exponent independent of p, which will be chosen later, and θ 3 satisfies
Hence (2.26) and (2.27) imply that
From (2.25), it can be computed that
, and 1 < q 1 < ℓ 1 .
Hence there is a constant C(m, n, p) > 1 such that (2.29) can be recast as
. Thus taking n < q < 2n n−(m−1)(n+2) < p, and using (2.30) and the expression (2.28) of θ 3 , we can derive that there is p 0 such that when p > max{ 2n n−(m−1)(n+2) , p 0 }, it holds that
, it is easily known that p < n(m+p−1) n−2
. So, using the interpolation inequality, Sobolev's inequality, one has that
where θ 4 satisfies
n(m+p−1) . Noticing 2θ 3 p m+p−1 < 2, and using (2.8) and the Young inequality for (2.33), it holds that for any
Taking ν 2 = C 1 , from (2.31) and (2.34), we have
Solving the above ordinary differential inequality (2.35), we obtain
By (2.32), and taking the supremum of (2.36) for t ∈ [0, ∞), we know that
Due to the conservation of mass, the interpolation inequality implies that for any p > 1, (2.10) holds true.
Furthermore, by (2.31) we deduce that for any fixed T > 0, it holds that
Thus for p > 1, we obtain that
Due to p > 1, it can be easily checked that p + 1 <
. Then the interpolation inequality tells us that
38)
. Using the Sobolev inequality for (2.38), it follows that
m+p−1 . A simple computation shows k < 2. Hence utilizing (2.13) and the Young inequality for (2.39), we get
This is the proof on (2.10), (2.13) and (2.12). In addition, we obtain easily that (2.11) is a direct consequence of (1.16) and (2.10).
Remark 2.2. Let p = m, we get the estimate used later
2.3. Uniform estimates for the space and time derivatives. The estimates on space and time derivative of ρ ε are two necessary conditions for compactness arguments. First, we will use the L p estimate that obtained above to prove the estimate on the space derivative. Lemma 2.3. Assume that the assumptions of Lemma 2.2 hold, then for any fixed T > 0, there exists a constant C > 0 independent of ε such that
Proof. The proof of Lemma 2.3 is the same to [6, Lemma 2.3] . We omit it. Now, we give the estimate of the time derivative of ρ ε .
Lemma 2.4. Assume that the assumptions of Lemma 2.2 hold, then for any fixed T > 0, there exists a constant C > 0 independent of ε such that Proof. The proof of (2.40) is the same as that in [6, Lemma 2.4] . Using the second equation (2.2) with (2.10), (1.15) and (1.16), the estimate (2.41) can be proved.
2.4.
Compactness argument and the proof of Theorem 1.1. Utilizing the uniform estimates in above two subsections and the Lions-Aubin Lemma [4, 11] , We have the following convergence.
Lemma 2.5. Assume that (ρ 0 , c 0 ) satisfies the assumptions of Theorem 1.1. Let (ρ ε , c ε ) be the solution to (2.1)-(2.3). Then there is a subsequence of {ρ ε }, {c ε }(without relabeling for convenience) and functions ρ and c such that as ε → 0 } > 1, 1 ≤ l < ∞. Moreover, the following strong convergence holds The proof of Theorem 1.1. With the help of the convergence results in Lemma 2.5, the existence of weak solutions can be obtained directly by taking the limit ε → 0 in the weak formulation of the regularized problem. Namely, for any ϕ ∈ C ∞ c (R n ), (ρ ε , c ε ) satisfies the following equations
For ε → 0, we can prove that the limit function (ρ, c) satisfies (1.8) and (1.9), i.e., (ρ, c) is a weak solution of the model (1.1)-(1.3) in the distribution sense.
Notice the following inequality
. And taking p = p k−1 in (2.27), we have θ 3 ∼ O(1) as k → +∞. Therefore, together with the expression of B ∞,q,n , we know that there is a constant C independent of p k such that
Young's inequality implies that
2 , where q 1 , q 2 > 1 satisfy
= 1 and
It is not difficult to check that there exists a constantC > 1 independent of p k such that
from which (3.5) can be reduced to
On the other hand, the interpolation inequality and Sobolev inequality imply that
, where θ = Again using Young's inequality, we have Hence from (3.7) and (3.8), we deduce that
where η 1 :=
In the end we arrive at the following inequality
where 0 < η 1 , η 2 , η 3 ≤ 2 and C is independent of p k . This together with (3.6) completes the proof of Lemma 3.1. Let a k := 3C(4n) 2n 4 kn > 1,
0 . Then we have
Integrating (3.9) from 0 to t and using (3.10), we obtain y k (t) ≤ a k max{1, sup On the other hand, by (2.10) we know that y 0 (t) = ρ(·, t) p 0 L p 0 (R n ) can be bounded by the following form
(3.14)
Finally the deserved estimate in (1.10) follows from (3.13) and (3.14).
