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Abstract 
 
Energy Storage State of Health Optimization for Variable Generation Power Systems 
Anthony Jerome Sauter 
Kevin J. Scoles, PhD 
 
 
 
 
The rapid growth of residential renewable energy in the United States has driven 
consumers to purchase energy storage systems to counter the unpredictable variation of 
solar power and wind generation. To counter intermittency problems from weather-
related events such as cloud cover that occur with residential photovoltaic generation, 
intelligent power management interfaces have been designed to optimize the performance 
of the consumer’s renewable energy system while minimizing the cost to the consumer. 
This approach determines a state of charge schedule for the battery based on a 
dynamic programming algorithm that minimizes consumer cost and incorporates the 
lifetime of the most expensive system component, the energy storage system. The battery 
state of health was introduced into the model as an ageing coefficient that forces 
conservative battery behavior to preserve its lifetime with continued use. 
This thesis provides an adapted predictive dynamic programming algorithm that 
optimizes a battery charge/discharge cycle for the model of an existing 24 V single-
phase, grid-connected renewable energy system located in Drexel University’s Center for 
Electric Power Engineering (CEPE). Simulations of the system model analyzed four solar 
irradiance datasets and corresponding load profiles to indicate changes in the percentage 
of photovoltaic generation used to charge the battery bank over the course of a year. This 
viii 
 
study details the approach to integrate the adapted predictive dynamic programming 
algorithm to the physical hardware of the renewable energy system located in the CEPE. 
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Chapter 1: Introduction 
 
 
With the growing popularity of residential renewable energy systems and a large 
variety of energy storage units available for those systems, intelligent energy 
management solutions are becoming necessary to maximize the value of these large 
capital investments. Consumers can now purchase economically viable renewable 
systems that manage power between sources, storage and loads to minimize energy costs 
and maximize the effectiveness of the hardware. 
The systems analyzed in this study model residential households with 
photovoltaic generation as the distributed energy resource, and lead acid battery stacks as 
the energy storage component. The systems are interconnected to the bulk-electric grid, 
and can purchase and sell power throughout the day. Single-day forecasts of solar 
irradiance and electric load are used in an optimization algorithm to determine the 
battery’s charge/discharge schedule for the next 24-hour period.  
The hardware that the study’s system is projected to interface with is in Drexel 
University’s Center for Electric Power Engineering (CEPE). The system layout in Fig. 1 
represents the power and telemetry components of the system on the CEPE’s Renewable 
Energy Station (RES). The hardware includes two solar subarrays located on the roof of 
Drexel’s Main Building, which connect to the charge controller on the RES. The charge 
controller sends power to and from the battery, as well as to the inverter/rectifier. The 
inverter/rectifier controls power management between the DC-based solar panel and 
battery and the AC power grid and user-connected loads. 
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The system components send and receive data and commands through the 
MATE3 Controller and the Hub communication manager. The MATE3 can receive data 
from and send commands to a local computer. The computer also sets the programmable 
AC loads for the system.  
 
 
Fig. 1. Power and Communication Components of CEPE Renewable Energy System 
 
 
 
The optimization technique in this study is a method of dynamic programming 
which uses the Bellman-Ford algorithm to determine the shortest path through a network. 
Significant research has been conducted involving strategies to optimize economic 
performance of power systems with both variable generation and energy storage 
components. This study focuses on the application of a dynamic programming technique 
which performs an in-depth analysis of system economic performance and incorporates a 
consideration of the state-of-health (SoH) of the energy storage component. This 
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algorithm has been previously used in academia for management of power systems with 
variable generation [1, 2, 3]. 
The lifetime of a lead-acid battery subject to variable depth of discharge (DoD) 
cycling is decreased due to the capacity degradation which occurs after each 
discharge/charge cycle [4]. Power systems with photovoltaic or wind generation as a 
main source of generation cause significant decline in battery lifecycles due to variable 
DoD cycling. One goal of this study is to prolong the lifetime, measured by state-of-
health, of the energy-storage components in power systems. As in [1], a term will be 
added to our cost function to account for battery health.  
1.1 Motivation 
 
 
Renewable energy system, applied at the utility, commercial, industrial, 
community, and consumer levels, are supplying an increasing fraction of our energy 
needs. Energy storage will help solve the problem of intermittency in these systems by 
providing stored energy when the renewable source is not available or abrupt, weather-
based events interrupt the production of those systems. Intermittency is defined as the 
variable and uncertain output of renewable generation [5]. Energy storage research and 
development aims to solve the problem of intermittency [5] at all scales of application 
with new hardware and software. Control schemes for residential systems that attempt to 
minimize cost to the user and, as in the case of the applied dynamic programming 
algorithm, prolong the lifetime of the system components, are part of this research.  
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One critical feature of this work is the physical system being modeled. The 
renewable energy system in Drexel University’s CEPE can be a test bed for the dynamic 
programming algorithm in this thesis. It provides an opportunity to test the algorithm 
under a variety of solar irradiance and loading conditions in future works. 
1.2 Background 
 
 
Several papers [1, 6] have described different economic minimization processes 
for power management systems that integrate battery state of health. These processes are 
the basis of the techniques used in this work. 
The initial motivation for this thesis hailed from a paper published by Lorenzi and 
Silva [6]. The research used a linear programming algorithm to optimize self-
consumption for a household renewable energy system. Each analysis was done over the 
period of a week, with a week of irradiation data and load data for each quarter of the 
year. The cost of purchased and sold electricity varied depending on the time of day, day 
of the week, and quarter of the year. Initially, the linear programming algorithm looked 
promising since a battery lifetime cost had been factored in to the objective function of 
the algorithm. However, the limitation in this paper came from the predetermined battery 
charge/discharge schedule. The linear programming algorithm did not determine the 
battery’s power based on solar irradiance and load forecasting. The battery’s power each 
hour was predetermined as well. The linear programming algorithm did not optimize for 
power management, only for the best economic solution with power management already 
given. 
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Primary motivation for this thesis comes from a paper published by Riffonneau et 
al [1]. The paper lays out a dynamic programming algorithm used for power management 
optimization on a household renewable system. The system contains a photovoltaic 
generator, photovoltaic converter, battery converter, bidirectional inverter, user loads, and 
access to the French bulk-electric grid. The system contains a 120 V lead acid battery 
component with 100 Ah capacity of total storage.  
The dynamic programming algorithm in the paper evaluates the most optimal path 
for the state of charge associated with the battery in the renewable energy system. The 
work in this thesis duplicated key concepts established in [1], with additional 
contributions made regarding economic parameters and hardware integration. This work 
corrected the presentation of the Bellman-Ford algorithm as given in [1].  
1.3 Contributions 
 
 
The original tasks in the work were to understand the factors being modeled in [1] 
and learn the philosophy and execution of the Bellman-Ford dynamic programming 
algorithm. Then the equations, inputs, and constraints were programmed in MATLAB. 
Graphical outputs were used to compare the software results to those in [1]. 
The contributions from [1] have been advanced in this thesis by studying the 
variation of economic variables such as the cost to purchase energy from the bulk-electric 
grid and feed-in tariffs that determine the price utilities pay to purchase photovoltaic 
power from residential systems. The dynamic programming algorithm has been updated 
to include electric grid and feed-in tariff pricing from participating utilities as they 
change each hour. 
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This thesis uses data and specifications of the Renewable Energy Station in 
Drexel University’s CEPE in combination with averaged weather data and typical load 
curves for a Philadelphia residential load to build the power management model specific 
for this platform. The power management is formulated as a dynamic programming task 
which is optimized with respect to decreased energy cost and increased energy storage 
state of health. This framework can be used for future research in modeling household 
renewable systems with energy storage components by comparing power management 
optimization techniques, testing a wide variety of irradiance and load profiles, performing 
long-term system analyses and varying economic constraints in lieu of prolonged 
component lifetimes. 
1.4 Overview 
 
 
The upcoming sections describe the work of the thesis in detail. The System 
Modeling section explains how CEPE hardware was used to develop the systems 
analyzed in this thesis. The Dynamic Programming section details the algorithm that 
performs power management for the systems. Simulation Results provides information on 
the simulation parameters and the simulation results for each system model. Hardware 
Integration analyzes each system component from the CEPE in depth and provides 
integration strategies for the dynamic programming algorithm. Finally, the Conclusion 
section specifics the achievements of this thesis and contemplates future works for the 
proposed systems. 
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Chapter 2: System Modeling 
 
 
The model in this thesis is based on the hardware system for the RES in Drexel 
University’s CEPE. The system has been modeled to ensure the safety of the hardware 
while testing and simulating the dynamic programming algorithm that will perform 
power management optimization for the power system. The modeling begins with an 
overview of the system followed by Forecast Development which defines the solar 
irradiance and load profile datasets. The Lead Acid Battery Model derives the battery 
voltage and current based on the change state of charge, ∆SoC, and the Converter 
Efficiency applies power loss to the system from the OutBack Inverter. The System 
Constraints provide safety limitations for the battery bank and bulk-electric grid power, 
and the Economic Modeling section defines cash flow and the ageing battery cost. 
2.1 System Overview 
 
 
The overall system model uses load or circuit sign convention that follows the 
flow of power represented in Fig. 1 as presented in [1]. Here, power entering the system 
from the photovoltaic array, PPV (t), is always negative, power sinking to the loads, PL (t), 
is always positive, power charging the battery, PBAT (t), is positive, and purchasing energy 
from the grid, PGrid (t), is also positive, as follows: 
𝑃𝑃𝑉(𝑡) < 0 (1) 
𝑃𝐿(𝑡) > 0 (2) 
𝑃𝐵𝐴𝑇(𝑡) < 0 (𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑖𝑛𝑔) (3) 
𝑃𝐵𝐴𝑇(𝑡) > 0 (𝑐ℎ𝑎𝑟𝑔𝑖𝑛𝑔) (4) 
𝑃𝐺𝑟𝑖𝑑(𝑡) > 0 (𝑝𝑢𝑟𝑐ℎ𝑎𝑠𝑒𝑑) (5) 
𝑃𝐺𝑟𝑖𝑑(𝑡) < 0 (𝑠𝑜𝑙𝑑) (6) 
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This sign convention leads to the power conservation equality constraint that 
determines grid power, PGrid (t), for the system, expressed: 
𝑃𝐺𝑟𝑖𝑑(𝑡) =  𝑃𝑃𝑉(𝑡) + 𝑃𝐿(𝑡) + 𝑃𝐵𝐴𝑇(𝑡) (7) 
The system model incorporates pre-existing solar irradiance and load data along 
with the difference in battery state of charge (SoC) to govern the management of power 
for the battery model and the grid. The solar irradiance and load forecasting models are 
described in the Forecast Development subsection. 
The dynamic programming algorithm determines the optimal path from the initial 
SoC to the terminal SoC by identifying the minimum total cost required to reach the 
terminal SoC in a 24-hour period. The cost functions are defined in the Economic 
Modeling subsection.  
At each time step, ∆t, the change in SoC, ∆SoC, is determined by taking the 
difference of the SoC at the current time, t, minus every possible SoC at time (t-∆t). The 
algorithm correlates every SoC at time t with a node “j”, and every SoC at time (t-∆t) 
with a node “i”. These nodes are referenced in the system Lead Acid Battery Model to 
specify SoC values. Further explanation of the algorithm and the nodes i and j can be 
found in Dynamic Programming. 
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2.2 Forecast Development 
 
 
2.2.1 Solar Irradiance 
 
 
In practice, the solar irradiance forecast for the system would be obtained by 
meteorological projection every evening to be used for the following day. The irradiance 
forecast in this first iteration of the model comes from historical data captured by NREL 
at the Philadelphia International Airport. The typical meteorological year (TMY3) data 
set used is derived from the archives of the National Solar Radiation Data Base from time 
periods of 1961 to 1990 and 1991 to 2005 [7]. This third edition of the TMY provides 
more accurate weather data than the previous TMY and TMY2 data sets, and uses data 
from more recent years. These data sets of hourly solar radiation values are intended for 
computer simulations of solar energy conversion systems [7]. It should be noted, 
however, that these are typical values and therefore not representative of extreme or 
worst-case scenarios for solar radiation in Philadelphia. 
The global horizontal irradiance value in the TMY3 data set gives the best 
projection of solar irradiance that would strike a solar panel on the roof of Drexel 
University’s Main Building. The value gives the “total amount of direct and diffuse solar 
radiation received on a horizontal surface during the 60-minute period ending at the 
timestamp [7].” The current model, for expediency, has not been updated to account for 
the tilt of the solar modules, but will be for future simulations.  
Four different 24-hour irradiance datasets were used to illustrate how system 
behavior changes throughout the year. The datasets represent typical solar irradiance for 
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March, July, October and December, depicting solar behavior for each season in the Mid-
Atlantic region of the U.S. The typical solar irradiance for the Philadelphia International 
Airport for the dates within each season, randomly chosen as March 15th, July 7th, 
October 26th, and December 12th, are represented in Fig. 2. 
 
 
 
 
Fig. 2.  TMY 3 Solar Irradiation at Philadelphia International Airport in March, July, October and 
December 
 
 
 
The power output of the system can be calculated based on the surface area and 
efficiency of the solar modules with respect to the solar irradiation at the end of each hour 
of the day. The equation for photovoltaic power output is expressed: 
𝑃𝑅𝑒𝑠(𝑡) = 𝜂𝑃𝑉 ∗ 𝐴𝑆𝑀 ∗ 𝐼𝑆𝑀(𝑡) (8) 
where:  
𝜂𝑃𝑉 = 14% 
𝐴𝑆𝑀 = 11.88 𝑚
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In Eq. (8), ηPV is the panel conversion efficiency of the eight Kyocera KD-
210GX-LP solar panels, ASM is the total area of the solar modules, and ISM (t) is the solar 
irradiation striking a horizontal surface at a location approximately equal to the location 
of the solar modules at time t. The eight modules have a maximum power rating at 210 W 
each and a total system voltage of 72 V (DC) [8]. The total area of the eight solar 
modules equals 11.88 m2. The photovoltaic system is broken into two 800W subarrays 
that total to approximately 1.6 kW of nominal photovoltaic power located on the roof of 
the Main Building at Drexel University [9]. Each subarray holds four solar modules, and 
the subarrays are connected in parallel.  
The array has experienced an unknown level of degradation since its installation 
which will have reduced the maximum photovoltaic power it can achieve. Approximate 
power output degradation for the Kyocera KD-210GX-LP panel is 1% per year based on 
the 20-year Kyocera limited warranty, suggesting a current nominal photovoltaic power 
equal to 1.4 kW at the time of this publication [10]. 
The power output, PRES(t), is equal to the photovoltaic power vector, PPV (t), used 
in the algorithm. Interpolation of data from the hourly irradiance plots will represent the 
power vector in 10-minute intervals, as shown in Fig. 3. The 10-minute time steps 
provide an appropriate resulting battery charge/discharge curve while maintaining fast 
algorithm runtimes. 
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Fig. 3. Kyocera Photovoltaic Array Energy Output in March, July, October and December 
 
 
 
2.2.2 Load Profile 
 
 
The load profile data representative of a single residential household was 
determined based on the average annual electricity consumption for a U.S. residential 
utility customer. The annual electricity consumption for a standard service utility user 
from New York’s bulk-electric grid, which has been projected for 2016 and made 
available by National Grid, was used to develop the load profile. National Grid’s load 
profiles are unitized such that the summation of every hour for that load profile over the 
course of the year is equal to 1 [11]. Per the U.S. Energy Information Administration, the 
average annual electricity consumption for a U.S. residential utility customer was 10,812 
kWh, an average of 901 kWh per month. Therefore, multiplying the average annual 
electricity consumption of a U.S. residential utility customer by the load profile that 
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represents the fraction of annual electricity consumed per hour results in a generalized 
single household load profile for the year of 2016.   
Instantaneous load power measurements are taken at 10-minute time intervals for 
a 24-hour period. The measurements correspond to PL (t) used in the algorithm. The load 
profile for a residential household on March 15th is shown in Fig. 4. The same adjustment 
was performed to represent the residential household load profiles for July 7th, October 
26th, and December 12th of 2016 in Fig. 5, 6, and 7, respectively. 
 
 
 
 
Fig. 4. Energy Consumption for Single Residential Household on March 15th, 2016 
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Fig. 5. Energy Consumption for Single Residential Household on July 7th, 2016 
 
 
 
 
 
 
Fig. 6. Energy Consumption for Single Residential Household on October 26th, 2016 
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Fig. 7. Energy Consumption for Single Residential Household on Dec. 12th, 2016 
 
 
 
2.3 Lead Acid Battery Model 
 
 
To determine the power associated with the battery, PBAT (t), the voltage, VBAT (t), 
and current, IBAT (t), of the battery at time t were calculated based on the change in state 
of charge, ∆SoC, between nodes i and j. As stated, node i corresponds to the system’s 
SoC at time (t - ∆t) and node j corresponds to the system’s SoC at time t. 
The voltage during discharge for a Rolls-Surette Flooded Deep Cycle S-550 6 V 
Lead Acid Battery can be determined using the voltage vs. depth of discharge curve 
displayed in Fig. 8.  
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Fig. 8. Single-Cell Voltage vs. DoD at Varying Discharge Rates for S-550 Rolls Lead Acid Battery [12] 
 
 
 
Here, the voltage is represented by each individual cell with a nominal voltage 
equal to 2 V. Each Rolls S-550 6 V battery is comprised of three 2 V cells in series. 
Therefore, the values for voltage in Fig. 8 have been scaled by three to represent the 
correlation between voltage and depth of discharge for a 6 V battery. Fig. 9 depicts the 
three 2-V cells that make up the Rolls S-550 6 V battery and Fig. 10 represents the wiring 
scheme for the 24 V battery bank.  
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Fig. 9. Lead Acid Rolls S-550 6 V Battery Wiring Scheme 
 
 
 
 
Fig. 10. 24 V Battery Bank Wiring Scheme for Four Series-connected S-550 Rolls Lead Acid 6 V Cells 
 
 
 
A linear fit to the 3-hour rate from the curve in Fig. 8 correlates voltage to depth 
of discharge. For the purposes of the system model, depth of discharge, DoD, is related to 
state of charge such that: 
𝐷𝑜𝐷 = (1 − 𝑆𝑜𝐶) (9) 
The linear fit for the 3-hour rate can be defined by the equation: 
6.29 − 1.02 ∗ (1 − 𝑆𝑜𝐶) (10) 
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There is no definitive correlation between voltage and state of charge as a lead 
acid battery is charging. In “Optimal Power Flow Management for Grid Connected PV 
Systems with Batteries,” Riffonneau et al. [1] take results from experimental data of a 
specific battery charging many times and places a linear fit per the average values for 
those tested instances [13]. Similar in-depth experimental testing to correlate state of 
charge and battery voltage has not been done for the battery being modeled in the system. 
In addition, conversations with the battery manufacturer confirm that no data exists by 
the manufacturer for battery voltage vs. state of charge during the charging operation of 
the battery. The manufacturer does not provide this information since the charging 
voltage with respect to state of charge will change based on the system components and 
the loads connected to the system. In addition, the maximum charging voltage value will 
vary for every individual battery manufactured. 
A set of charging curves relating SoC and voltage is not available from the 
manufacturer. To get an approximation of the charging behavior, a linear fit was made to 
the limiting voltages of the charging states of the battery. For instance, the minimum 
voltage for the “Float” battery state for a 6 V battery is equal to 6.75 V. The “Float” 
voltage represents the lowest voltage acceptable for maintaining maximum state of 
charge. This data was presented for a 2 V cell and scaled up accordingly. The 2 V cell 
charging specifications for the deep flooded lead acid battery are listed in Table 1. The 
highest possible voltage of the 6 V S-550 Lead Acid Battery is equal to 7.95 V during the 
“Equalization” charging state.  
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Table 1. Rolls Lead Acid Battery Regular Cycling Voltages per Charge State at Varying Temperatures 
[14] 
 
 
 
 
A linear trend between the maximum and minimum charging voltages for the 2 V 
cell as given in Table 1 for the 25°C operating condition has been used for this model. In 
future works, experimental data should be taken for the specific system being tested to 
properly represent the charging voltage with respect to state of charge for the available 24 
V lead acid battery bank. Both the linear fits for voltage vs. SoC during charging and 
discharging are represented in Fig. 11. 
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Fig. 11. Battery Voltage vs. Depth of Discharge for 6 V S-550 Rolls-Surette Lead Acid Battery 
 
 
 
Therefore, the VBAT (t) equation is defined: 
𝑉𝐵𝐴𝑇(𝑡) = [6.75 + 1.2 ∗ 𝑆𝑜𝐶(𝑡)] ∗ 𝑁𝐵𝐴𝑇_𝑆  … 𝐼𝐵𝐴𝑇 > 0  (11) 
𝑉𝐵𝐴𝑇(𝑡) = [6.294 − 1.102 ∗ (1 − 𝑆𝑜𝐶(𝑡))] ∗ 𝑁𝐵𝐴𝑇_𝑆  … 𝐼𝐵𝐴𝑇 < 0  (12) 
where NBAT_S is the number of batteries in series, set equal to 4 in this case for the 
24 V system, and SoC (t) is the system’s SoC at node j. Charge and discharge are defined 
by battery current IBAT, where a positive current corresponds to the battery charging and 
negative current corresponds to discharging.  
The battery current, IBAT (t), is found at each time, t, by using the ampere-hour 
method, also known as the coulomb-counting or counting method, as in [15]. In this 
method, the remaining available battery capacity, C(t), is obtained as the sum of the total 
capacity, Ctot(t), and the charge due to the charging current Ic and the discharging current 
Id: 
y = -1.102x + 6.294
y = 1.2x + 6.75
5.000
5.500
6.000
6.500
7.000
7.500
8.000
8.500
0 0.2 0.4 0.6 0.8 1
V
o
lt
ag
e 
(V
)
SoC in Charge and (1-SoC) in Discharge
Voltage vs. SoC for Battery Charge and Discharge
Discharge
Charge
21 
 
𝐶(𝑡) = 𝐶𝑡𝑜𝑡(𝑡) +  ∫ (𝐼𝑐 − 𝐼𝑑) 𝑑𝑡
𝑡
𝑡0
 (13) 
Now a fixed reference capacity, Cref(t), corresponding to a C/10 discharge rate at 
standard ambient temperature (25°C) has been implemented to account for battery 
degradation over time. For reference, a discharge rate of C will completely discharge the 
battery in 1 hour. For a battery bank with 400 Ah capacity, a C/1 discharge rate is 400 A. 
A discharge rate of C/10 discharges the battery in 10 hours, and the discharge rate is 
therefore equal to 40 A. Equivalent coefficients modify the charge and discharge currents 
with respect to the reference capacity, Cref(t). The rewritten equation is: 
𝐶(𝑡) =  𝐶𝑟𝑒𝑓(𝑡) + ∫ (𝛽𝐼𝑐 − 𝛼𝐼𝑑) 𝑑𝑡
𝑡
𝑡0
 (14) 
 with α and β as the equivalent coefficients. For this application of lead acid 
batteries, the Peukert’s law will demonstrate the relationship such that: 
𝐶𝑥 =
𝐾
𝐼𝑥
𝑛−1  ↔  𝐼𝑥
𝑛𝑡𝑥 = 𝐾 (15) 
Here Cx is the instantaneous capacity, Ix is the instantaneous current, and K is a 
constant. The constant K is equal to the instantaneous current Ix to the power of Peukert’s 
coefficient, n, multiplied by the time tx. Solving this equation for Ix will provide the 
desired relationship between charge and current for the lead acid battery model. The 
relationship can be expressed: 
𝐶𝑥 =
𝐼𝑥
𝑛𝑡𝑥
𝐼𝑥
𝑛−1  (16) 
𝐼𝑥
𝑛−1
𝐼𝑥
𝑛 =
𝑡𝑥
𝐶𝑥
 (17) 
𝐼𝑥
−1 =
𝑡𝑥
𝐶𝑥
 (18) 
𝐼𝑥 =
𝐶𝑥
𝑡𝑥
 (19) 
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Therefore, the battery current, IBAT (t), can be defined by the change in charge, 
∆Q, with respect to change in time, dt, such that: 
𝐼𝐵𝐴𝑇(𝑡) =  
∆𝑄
𝑑𝑡
 (20) 
This relationship allows the current, IBAT (t), to be determined based on the change 
in state of charge of the battery between nodes i and j. The change in charge, ∆Q, is 
expressed as: 
∆𝑄 = 𝐶(𝑡) − 𝐶(𝑡 − ∆𝑡) = 𝐶𝑥𝑗 − 𝐶𝑥𝑖 (21) 
The lead acid battery model also defines the battery state of health, SoH (t), at a 
given time, t. The state of heath is a measure of the remaining lifetime of the battery, 
based on capacity degradation with use.  
Now that the battery voltage, VBAT (t), and battery current, IBAT (t), are known, the 
instantaneous battery power, PBAT (t), is calculated: 
𝑃𝐵𝐴𝑇(𝑡) =  𝑉𝐵𝐴𝑇(𝑡) ∗ 𝐼𝐵𝐴𝑇(𝑡) (22) 
The battery SoH calculation is based on the reference capacity, Cref (t), in relation 
to the nominal reference capacity, Cref,nom, such that: 
𝑆𝑜𝐻(𝑡) =  
𝐶𝑟𝑒𝑓(𝑡)
𝐶𝑟𝑒𝑓,𝑛𝑜𝑚
 (23) 
where the nominal reference capacity is the reference capacity given by the 
manufacturer data sheet [12], or the reference capacity at t0, before any capacity 
degradation has occurred. In this model, degradation occurs with every discharge of the 
battery bank. At every time step, ∆t, if the change in state of charge for the battery is 
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negative, indicating battery discharge, the change in reference capacity, ∆Cref(t), is 
calculated by:  
∆𝐶𝑟𝑒𝑓(𝑡) = 𝐶𝑟𝑒𝑓,𝑛𝑜𝑚 ∗ 𝑍 ∗ [𝑆𝑜𝐶(𝑡 − ∆𝑡) − 𝑆𝑜𝐶(𝑡)] (𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑖𝑛𝑔) (24) 
with the linear ageing coefficient, Z, corresponding to lead acid technology 
having a value of 0.00031, based on experimental results from the INES institute as 
presented in [13]. Again, the SoC at time (t-∆t) corresponds to node i, while the SoC at 
time t corresponds to node j. This change in reference capacity allows for a new value for 
the reference capacity, Cref(t), at every time t, as: 
𝐶𝑟𝑒𝑓(𝑡) =  𝐶𝑟𝑒𝑓(𝑡 − ∆𝑡) − ∆𝐶𝑟𝑒𝑓(𝑡) (25) 
At time t0, there exists no previous value for reference capacity, nor is there a 
change in reference capacity, and Cref(t) is equal to the nominal reference capacity, 
Cref,nom. For time steps in which the battery is charging, no degradation occurs, and 
therefore the value for the change in reference capacity, ∆Cref(t), is equal to 0 Ah. 
2.4 Converter Efficiency 
 
 
The efficiency of the OutBack Power Systems GVFX3524 120 V Inverter varies 
with output power, as shown in Fig. 12. Per the California Electric Commission (CEC) 
the weighted efficiency of the inverter is 90.821% [16].  
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Fig. 12. OutBack Power GVFX3524 120 V Inverter Efficiency Curve [16] 
 
 
 
The weighted efficiency has been used for all power entering and leaving the 
inverter for the first iteration of the system. Incorporating a curve fit or lookup table 
based on Fig. 12 is left for future work. 
2.5 System Constraints 
 
 
The operating constraints associated with the system, as in [1], are defined: 
𝑃𝐺𝑟𝑖𝑑(𝑡) = 𝑃𝑃𝑉(𝑡) + 𝑃𝐿(𝑡) + 𝑃𝐵𝐴𝑇(𝑡) (26) 
𝑆𝑜𝐶𝑚𝑖𝑛 ≤ 𝑆𝑜𝐶(𝑡) ≤ 𝑆𝑜𝐶𝑚𝑎𝑥 (27) 
𝑃𝐵𝐴𝑇
𝑚𝑖𝑛 ≤ 𝑃𝐵𝐴𝑇(𝑡) ≤ 𝑃𝐵𝐴𝑇
𝑚𝑎𝑥 (28) 
𝑆𝑜𝐻(𝑡) ≥ 𝑆𝑜𝐻𝑚𝑖𝑛 (29) 
𝑃𝐺𝑟𝑖𝑑(𝑡) ≤ 𝑃𝐺𝑟𝑖𝑑
𝑚𝑎𝑥 (30) 
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The equality constraint, Eq. (26), defining the power balance equation, comes 
from the law of power conservation in physics. The constraint on SoC(t) in Eq. (27) 
prevents damage to the battery due to overcharging and large depth of discharge. For this 
system model, the values for minimum and maximum state of charge are 20% and 90% 
state of charge, or 0.2 and 0.9 on a scale from 0 to 1. 
The constraints associated with the battery power, PBAT, are based on the 
transition between two states of charge, such that there exists a minimum and maximum 
acceptable change in state of charge at each time step ∆t, as: 
∆𝑆𝑜𝐶𝑚𝑖𝑛 ≤ ∆𝑆𝑜𝐶(𝑡) ≤ ∆𝑆𝑜𝐶𝑚𝑎𝑥 (31) 
The constraint in Eq. (31) corresponds to the rate at which the battery can charge 
or discharge. For example, in this model the value for ∆SoCmin is equal to -0.7, which 
means the battery cannot be discharged by more than 70% (discharge) in a 1-hour period. 
In other words, the maximum allowed C-rate is C/1.43. Therefore, the discharge rate is    
-0.7% state of charge per hour, or -0.0117% state of charge per minute. For a 10-minute 
time interval equal to ∆t, this means any discharge value for ∆SoC greater than -0.117, or 
11.7% (discharge), would exceed that discharge rate. This constraint prevents unrealistic 
charge and discharge rates. 
According to the Bellman-Ford algorithm, this ∆SoC value is determined by the 
change in state of charge from node i to node j, and should more accurately be expressed 
as ∆SoC(xi,xj t). This clarification implies that the model will determine a cash flow 
value, CF(xi,xj t), for every acceptable trajectory between two states of charge. In other 
words, there will be more than one ∆SoC value associated with every time t. These ∆SoC 
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values will be considered in determining the lowest cost path in the transition from node i  
to node j.  
The SoH constraint in Eq. (29) limits the current SoH (t) such that it must remain 
above the minimum battery state of health. This constraint is directly implemented in the 
economic model in the battery replacement cost, BrC (t).  
Finally, the system constraint in Eq. (30) limits the maximum grid power that can 
be purchased to the value for PGrid
max. In this system model, this constraint is soft, such 
that a penalty factor, GpF, is applied to the cash purchased cost, CP(t), if the value of 
PGrid (t) exceeds this constraint. 
2.6 Economic Modeling 
 
 
The minimization function considers the power purchased or sold from the grid at 
time t, as well as the cost to replace the system’s battery bank, BrC (t). BrC (t) is also 
referred to as the ageing cost of the battery, defined by the change in battery’s state of 
health with respect to the minimum state of health, incorporating the constraint in Eq. 
(29). The calculation for this ageing cost, therefore, is determined: 
 𝐵𝑟𝐶(𝑥𝑖 , 𝑥𝑗 , 𝑡)  = 𝐵𝑖𝐶 ∗
−∆𝑆𝑜𝐻(𝑥𝑖,𝑥𝑗,𝑡)
1−𝑆𝑜𝐻𝑚𝑖𝑛
 (32) 
In Eq. (32), BiC is the constant equal to the initial cost for the battery bank in the 
system. The change in state of health, ∆SoH (xi,xj,t), follows the same notation as ∆SoC, 
with similar implications based on the iterative process of the Bellman-Ford algorithm. 
The change in state of health can be calculated: 
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∆𝑆𝑜𝐻(𝑥𝑖, 𝑥𝑗 , 𝑡)  = 𝑆𝑜𝐻𝑥𝑖(𝑡 − ∆𝑡) − 𝑆𝑜𝐻𝑥𝑗(𝑡) (33) 
The objective function of the algorithm minimizes cash flow for the full 24-hour 
period based on the cash earned, CR (t), plus the cash spent, CP (t).  
𝑚𝑖𝑛(𝐶𝐹) = 𝑚𝑖𝑛 ∑ [𝐶𝑅(𝑡) + 𝐶𝑃(𝑡)]𝑇𝑡=𝑡0  (34) 
Each cash flow value, CF (∆t), is taken for each time step, ∆t, such that: 
𝐶𝐹(∆𝑡)  = 𝐶𝑅(∆𝑡) + 𝐶𝑃(∆𝑡) (35) 
where the cash earned and cash spent are now both represented by time step ∆t. 
The cash earned and cash spent are evaluated: 
𝐶𝑅(∆𝑡)  = 𝑃𝐺𝑟𝑖𝑑(∆𝑡) ∗ 𝐹𝑖𝑇 ∗ ∆𝑡 … 𝑃𝐺𝑟𝑖𝑑(∆𝑡) ≤ 0 (36) 
𝐶𝑃(∆𝑡)  = 𝑃𝐺𝑟𝑖𝑑(∆𝑡) ∗ 𝐸𝑔𝑃 ∗ ∆𝑡 + 𝐵𝑟𝐶(∆𝑡) … 𝑃𝐺𝑟𝑖𝑑(∆𝑡) ≥ 0 (37) 
For this thesis, the values for CR(∆t) and CP(∆t) are in U.S. dollars, and the 
values for FiT and EgP are in $/kWh. FiT is the feed-in tariff for energy sold to the grid 
in the form of excess photovoltaic generation. For the first economic modeling of the 
system, PECO’s policies for custom-generated power were used to determine the value 
for FiT. Since net metering is used to offset traditional utility cost [17], the value for FiT 
for this system will be equal to the purchased energy cost, EgP. Therefore, based on 
current PECO electric rates, EgP and FiT both equal 0.06614 $/kWh [18].  
PECO Energy Co. provides fixed costs for both EgP and FiT to the customer, but 
a growing number of utilities have introduced varying electricity rates to offset weekly 
periods of historically high load-levels. The variation of FiT and EgP for participating 
utilities have been broken down based on period and tier. These costs are based on 
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electricity rates presented by SAM and by the Open EI U.S. Utility Rate Database [19]. 
For the Concord, Massachusetts Utility, Table 2 and Fig. 13 represent the grid energy 
cost breakdown. 
Fig. 13 shows that during the week, consumers will have a reduced electricity rate 
of 0.06 $/kWh between the times of 10 PM and 5 AM [19]. This reduced rate encourages 
homeowners to use their large or power-consuming appliances during off-peak times to 
alleviate stress on the grid and improve reliability. 
 
 
 
Table 2. Grid Energy Price Cost Breakdown for Concord, Massachusetts Utility by Period and Tier 
 
 
 
 
 
Fig. 13. Grid Energy Price (EgP) during the Week for Concord, Massachusetts Utility [19] 
 
 
Max Usage (kWh) Buy Rate ($/kWh) Max Usage (kWh) Buy Rate ($/kWh)
Tier 1 620 0.28861 ∞ 0.06
Tier 2 970 0.32238 -- --
Tier 3 ∞ 0.35615 -- --
Period 2Period 1
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However, the tier-breakdown in Table 2 state that for each month, if the 
household exceeds an energy level of 620 kWh, the price of electricity between 6 AM 
and 9 PM rises from $0.288/kWh to $0.322/kWh. During Period 2, there is no maximum 
energy usage, therefore the price will remain constant for those times. 
The cost breakdown for feed-in tariff and electricity grid prices shown in Fig. 14, 
Fig. 15, and Table 3 encourages renewable energy users to sell back energy to the grid 
during periods of peak loading.  
 
 
 
Table 3. Feed-In Tariff and Electricity Grid Price Breakdown for Virginia E&P Utility by Period 
 
 
 
 
 
Fig. 14. Feed-In Tariff (FiT) Price during the Week for Virginia E&P Utility [19] 
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For residents under jurisdiction of the Virginia Electric & Power Utility, 
photovoltaic generation owners only get compensation during certain hours of the day. 
However, if the consumer has excess photovoltaic generation during payment Period 2, 
that excess solar energy is purchased from the utility at $5.682/kWh [19]. 
The cost breakdown for the Virginia Electric and Power Utility does not have 
tiers, but has an electricity rate of $0.02777/kWh during Period 1 and $0.04705/kWh 
during Period 2. Fig. 15 shows the hourly electricity rates during the week based on 
Periods 1 and 2. 
 
 
 
 
Fig. 15. Electric Grid Price (EgP) during the Week for Virginia E&P Utility [19] 
 
 
 
Per Fig. 15, consumers will have an increased electricity rate of $0.04705/kWh 
for the same hours when the utility purchases excess solar energy from the consumer. 
The high prices attempt to deter people from using large or power-consuming appliances 
during peak loading to alleviate stress on the grid and improve system reliability. 
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Chapter 3: Dynamic Programming 
 
 
The Bellman-Ford dynamic programming algorithm solves for the shortest path 
through a network. This path corresponds to the optimum economic performance for the 
user. The Optimization State Space section explains the network topology for the systems 
in this thesis which are based on battery state of charge. The Algorithm Flowchart section 
details the specific steps involved to minimize cash flow, CF (t), and thus optimizing 
power management for the renewable energy systems using the Bellman-Ford algorithm. 
The modifications to the algorithm search space that improve runtime are also explained 
here. Derivation for the shortest path dynamic programming technique can be found in 
Appendix A. The Shortest Path Example that provides a step-by-step solution of a 
simplified shortest path problem can also be found in Appendix B. 
3.1 Optimization State Space 
 
 
The system is defined by a multistage decision process in which the system states 
are discretized values for the battery state of charge with a step size equal to δSoC [1]. 
Here a trajectory spans the step time ∆t, and can represent any ∆SoC within the limits 
defined by the constraint in Eq. (31) in which the two SoC values corresponding to nodes 
i and j can be any two discretized δSoC values within the limits defined by the constraint 
in Eq. (27). An example of the SoC space from initial time t0 to terminal time T is shown 
in Fig. 16. 
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Fig. 16. Optimization State Space and Possible Trajectories from Initial Time t0 to Terminal Time T [1] 
 
 
 
There are 71 states at each time step determined based on the discretized value for 
δSoC being equal to 0.01. In other words, at every 1% state of charge from the minimum 
SoC at 20% to the maximum SoC at 90% there exists a discretized value for state of 
charge, making 71 possible discretized states of charge. There are 144 steps in time in 
this system based on the 10-minute time steps, ∆t, over the 24-hour period. SoC0 
corresponds to node 0, and SoCT for the system in this thesis corresponds to node 10,084. 
The highlighted arrows spanning each time step ∆t in Fig. 16 represent all 
possible network trajectories. Each trajectory corresponds to some ∆SoC(xi,xj,t). It is not 
possible for ∆SoC to span any time step greater or less than ∆t, indicating that when node 
j is at time t, node i must be at time (t-∆t). Note that in Fig. 16, a possible trajectory exists 
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between SoCmin and SoCmax. However, in the system described by this thesis, that 
trajectory would violate the rate of charge constraint for ∆SoC(t) defined in Eq. (31). 
The initial and terminal nodal values for the system were determined prior to 
runtime. In the systems modeled in this thesis, the initial and terminal states of charge 
were both set equal to 0.5, or 50%, following [1, 2]. The 50% state of charge value was 
chosen to allow the most dynamic response for the algorithm over a 24-hour period.  
3.2 Algorithm Flowchart 
 
 
The Bellman-Ford algorithm used in this thesis has been utilized for power 
management such that the weight of each edge, w(u(xi,xj)), corresponds to the cash flow, 
CF(t), defined in Economic Modeling. The algorithm follows the process introduced in 
the Appendix B that determines the minimal cost required to get from the initial node to 
the terminal node. The iterative process in the flowchart ensures the evaluation of every 
possible ∆SoC in the state space defined in Optimization State Space. The algorithm first 
defines the initial state: 
𝑥𝑗 = 0 (38) 
with the associated optimal cost flow, CF(xj)* defined: 
𝐶𝐹(𝑥𝑗)
∗
= 0 (39) 
Next, the algorithm initializes every cost flow, CF(t), of every possible path to 
equal infinity. This allows minimization to occur at each viable path. The equation states: 
𝐶𝐹(𝑥𝑗)
∗ = ∞ … ∀ 𝑗 ∈ {1, 𝑗𝑚𝑎𝑥} (40) 
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where jmax is equal to the maximum number of nodes, N. Note that every possible 
cash flow value besides the cash flow at time t0 is equal to infinity. Now j iterates, going 
from node 0 to node 1, and i is initialized at node 0. 
The first decision verifies that the cash flow at node i does not equal infinity. This 
ensures that a path existed for the previous node. The decision also checks to make sure a 
path exists between xi and xj. If a path does not exist, node i is iterated. If a path exists, an 
attempt is made to calculate the weight associated with that path. 
There are two decisions that occur within the calculation of the weight of each 
edge. The first decision determines whether the change in state of charge, ∆SoC, is within 
the limits of the constraint defined in Eq. (31). If this constraint is not met, node i is 
iterated. Otherwise, ∆SoC(xi,xj,t) is used to compute SoH(xi,xj,t) and PBAT(xi,xj,t) per the 
equations defined in Lead Acid Battery Model. Then the power balance equation, Eq. 
(26), determines the grid power, PGrid(xi,xj,t), for the system based on PBAT(xi,xj,t), PL(t), 
and PPV(t). The battery replacement cost, BrC(xi,xj,t), is defined based on ∆SoH(xi,xj,t), 
both defined in Economic Modeling.  
The second decision, based on the constraint for PGrid(t) defined in Eq. (30), 
determines whether the grid penalty factor, GpF, is to be applied when calculating the 
cost flow and weight of the edge. Finally, the cost, CF(xi,xj,t), associated with the 
trajectory ∆SoC(xi,xj,t) is calculated using PGrid(xi,xj,t) and BrC(xi,xj,t) from either Eq. 
(36) or Eq. (37) in Economic Modeling. This cost is equal to the weight of the edge, 
w(u(xi,xj)). 
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Once the weight of the edge has been calculated, the minimization decision 
follows. The decision is expressed: 
𝐶𝐹(𝑥𝑗)
∗ > 𝑤 (𝑢(𝑥𝑖 , 𝑥𝑗)) + 𝐶𝐹(𝑥𝑖)
∗ (41) 
In other words, the decision determines whether the most optimal path at the state 
corresponding to node j is greater than the current weight of the edge, w(u(xi,xj)), plus the 
most optimal path at the state corresponding to node i. As mentioned, the current weight 
of the edge is equal to the cash flow value, CF(t), associated with the specific ∆SoC 
between nodes i and j. If the decision is not met, node i is iterated. Otherwise, the most 
optimal path at the state corresponding to node j is overwritten such that: 
𝐶𝐹(𝑥𝑗)
∗ = 𝑤 (𝑢(𝑥𝑖 , 𝑥𝑗)) +  𝐶𝐹(𝑥𝑖)
∗ (42) 
𝑝𝑥𝑗
∗ = 𝑥𝑖 (43) 
The optimal predecessor state of the state xj, pxj
*, is equal to the state xi per Eq. 
(43). This value is significant because when the most optimal path to reach the terminal 
node is determined, the predecessor states that led to that most optimal final path will 
outline the desired shortest path through the entire network from the initial node to the 
terminal node. After the optimal predecessor state has been calculated, node i is iterated. 
Several decisions occur in succession after node i has been iterated. The first 
decision checks to ensure node i does not equal node j, since this network does not 
contain any path that leads from any node to itself. Therefore, if node i equals node j and 
no path exists, node i is iterated.  
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If node i does not equal node j, the second decision determines whether node i is 
equal to or greater than N, the maximum number of nodes in the network. If node i is not 
greater than or equal to N, the algorithm returns to the first decision, determining whether 
a path between states xi and xj exist.  
If node i is greater than or equal to N, the final decision determines whether node j 
is equal to or greater than N. If node j is not greater than or equal to N, node j is iterated, 
and node i is reset to 0. If node j is greater than or equal to N, the state space has been 
exhausted, meaning all possible trajectories have been evaluated and the shortest path 
through the network can be determined. The final state is set equal to the node with value 
N, in this system corresponding to node 10,084. From the final optimal path, p(N)*, the 
predecessor states are used to outline and define the shortest path through the network, 
X*, such that: 
𝑥𝑛
∗ = 𝑝(𝑁)∗ (44) 
𝑥𝑛−1
∗ = 𝑝(𝑥𝑛
∗)∗ (45) 
𝑋∗ = {𝑁, 𝑥𝑛
∗, 𝑥𝑛−1
∗, … , 0} (46) 
where n is equal to the number of time steps ∆t, which corresponds to one less 
than the total number of time steps, T. 
Several alterations were made to correct decision steps in the flowchart presented 
in Fig. 17. These alterations are: 
𝑖 ≤ 𝑁 𝑏𝑒𝑐𝑜𝑚𝑒𝑠 𝑖 ≤ 𝑗    (47) 
𝑖 = 0 𝑏𝑒𝑐𝑜𝑚𝑒𝑠 𝑖 = 1 + 𝐾(𝑡 − 2) (48) 
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where K is the total number of discretized states. The first decision step occurs 
after the calculation of each weight in the system, while the second decision step occurs 
every time node j iterates.  
Eq. (47) states that if node i was greater than node j, node i will be set equal to the 
maximum number of nodes, N. The reason for this change is because the network only 
flows in the forward direction, towards the terminal node. No paths exist that flow from 
time t to time (t-∆t), and no “vertical paths” exist. In other words, as explained briefly in 
Appendix B, no paths exist when node i is at the same time instance as node j. Possible 
trajectories only occur when nodes i and j span the time step ∆t, where node i corresponds 
to any δSoC at time (t-∆t) and node j corresponds to any δSoC at time t. When node j is at 
earlier iterations, evaluating node i for all the paths that do not exist after node j wastes 
significant time. Thus, once node i is greater than node j, the next step in the algorithm 
will iterate node j. 
The second change in Eq. (48) follows similar logic. During the process when 
node j is iterated, node i is originally reset to 0. As has been shown in Optimization State 
Space, no possible trajectories exist for any time step greater than ∆t. Therefore, when 
node i is reset, it is no longer reset to 0, which wastes significant time as node j increases. 
Instead, node i is reset to the time step that directly precedes the current time t 
corresponding to node j. 
The total number of possible trajectories in the system as presented in Fig. 17 is 
equal to 10,0842. When executing the simulation for the algorithm with this iterative 
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process in MATLAB, the algorithm runtime is 30+ minutes. The changes described here 
reduce that runtime to approximately 1 minute. 
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Fig. 17. Dynamic Programming Flowchart for Optimal Power Management [1] 
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Chapter 4: Simulation Results 
 
 
4.1 Reference System Model 
 
 
The first simulation performed, based on a recreation of the system model 
described in [1], will act as a means of evaluating the accuracy of the model. The 
simulation will also serve as a comparison when analyzing the results for the Drexel 
system model described in this thesis. The parameters used to characterize the simulation 
for the reference system model are shown in Table 4. The simulation runs in 10-minute 
time steps that correspond to the full 24-hour simulation period. Note that the cash flow 
values, CF(t), for this system will be based in euros, €, and the power costs will be in 
€/kW. The parameters for BiC, EgP, and FiT will be different in this simulation. 
However, the remaining parameters in Table 4 will reflect the parameters used in the 
Drexel system model. 
 
 
 
Table 1. Reference System Model Simulation Parameters [1] 
 
T 24 (h) Period studied
∆t 10 (min)
δSoC 0.01
SoC_min/SoC_max 0.2/0.9
SoC(t0) 0.5
∆SoC_min / ∆SoC_max -0.7/0.7 (during 1h)
P_Grid_max 3 (kW)
BiC 150 (€/kWh)
EgP 0.11 (€/kWh)
FiT 0.11 (€/kWh)
GpF 10
Simulation Parameter Vaules
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The size of the elements in the system will also differ slightly for the reference 
system model, as represented by Table 5. 
 
 
 
Table 2. Reference System Model Element Sizes [1] 
 
 
 
 
For this simulation, the system studied has two strings of five photovoltaic 
modules in series to total a photovoltaic peak power of 1.6 kW. The battery bank is 
comprised of 12 V batteries in one string of 10, totaling a nominal 120 V with a total 
storage capacity of 100 Ah.  
One simulation of this system was studied, with a unique solar photovoltaic 
generation and load profile. The recreation attempted to duplicate values for both the 
photovoltaic generation and the load profile based on data gathered from a scanned copy 
of the page using Web Plot Digitizer [20]. The simulation is executed in MATLAB and 
follows the multistage decision dynamic programming technique displayed in Fig. 17 and 
described in Algorithm Flowchart. The resulting plots provide the desired shortest path 
from the initial node to the final node in terms of a state of charge (SoC) schedule and a 
power schedule as represented in Figures 18 and 19, respectively. 
P_Loads_Max 4 (kW)
P_pv 1.6 (kW), PV peak power
N_pv_s 5 Number of PV modules in series
N_pv_p 2 Number of PV modules in parallel
C_ref_nom 100 (Ah) Capacity of the total storage
V_bat_nom 12 (V) Voltage of 1 battery
N_bat_s 10 Number of batteries in series
N_bat_p 1 Number of strings in parallel
Size of Elements in System Studied
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Fig. 18. Reference System Model 24-Hour State of Charge (SoC) Schedule 
 
 
 
 
Fig. 19. Reference System Model 24-hour Power Schedule 
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There are two situations in which the battery charged during the reference system 
simulation. The first charging period occurred before the large morning load spike that 
began at approximately 3 AM. The reason the battery charges is because it is more 
economical over the 24-hour period for the user to purchase power from the grid between 
midnight and 3 AM to charge the battery than it is to pay the penalty factor, GpF, when 
grid power goes above PGrid
max. Thus, the charged battery was discharged to keep the 
power purchased from exceeding PGrid
max at 3 kW. 
The photovoltaic generation was used to charge the battery bank to return the 
battery SoC to its terminal state at 50% between 9 AM and 1 PM. Note that the load, 
PL(t), drops to zero for the time when the battery was charging from PPV(t). When the 
load returned at approximately 1 PM, the power from the photovoltaic generation 
powered the load instead of charging the battery. This action also kept the purchased grid 
power from exceeding PGrid
max. The photovoltaic generation, PPV(t), supplied power to 
the load rather than charging the battery bank. 
In addition, the chosen action for the last eight hours of the simulation is to do 
nothing with the battery, since it is cheaper to purchase electricity than it is to discharge 
and charge the battery during the dynamic load period. The cost of the 24-hour per for the 
recreated model was €12.71. 
The results of the recreated simulation are within 91% error of the original 
simulation from the reference system model in [1]. This margin of error has been 
attributed to the inaccuracy of data gathered using Web Plot Digitizer for the solar 
photovoltaic generation and load profile. 
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4.2 Drexel System Model 
 
 
The Drexel system is based on the hardware components for the RES in Drexel 
University’s CEPE. The parameters used to characterize the simulation for the Drexel 
system model are shown in Table 6. All simulations using this system model run in 10-
minute time steps that correspond to the full 24-hour simulation period. Here the 
economic model is based in U.S. dollars, with power costs in terms of $/kW. 
 
 
 
Table 3. Drexel System Model Simulation Parameters 
 
 
 
 
The size of the elements for the Drexel system model are represented in Table 7. 
 
T 24 (h) Period studied
∆t 10 (min)
δSoC 0.01
SoC_min/SoC_max 0.2/0.9
SoC(t0) 0.5
∆SoC_min / ∆SoC_max -0.7/0.7 (during 1h)
P_Grid_max 1.4 (kW)
BiC 152.08 ($/kWh)
EgP 0.06614 ($/kWh)
FiT 0.06614 ($/kWh)
GpF 10
Simulation Parameter Vaules
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Table 7. Drexel System Model Element Sizes 
 
 
 
 
For this simulation, the system studied has two strings of four photovoltaic 
modules in series to total a photovoltaic peak power of 1.6 kW. The battery bank is 
comprised of 6 V batteries in one string of 4, totaling a nominal 24 V with a total storage 
capacity of 400 Ah.  
The simulation for each season has been executed in MATLAB and follows the 
multistage decision dynamic programming technique displayed in Fig. 17 and described 
in Algorithm Flowchart. The simulation results provide the desired shortest path from the 
initial node to the final node in terms of a state of charge schedule and a power schedule 
for all four seasons represented by the four differing load profiles and corresponding 
solar irradiance datasets established in Forecast Development. 
4.2.1 Spring Analysis 
 
 
The following plots represent the desired shortest path from the initial node to the 
final node found by the Bellman-Ford algorithm for March 15th, 2016 in terms of a SoC 
schedule and a power schedule in Figures 20 and 21, respectively. 
P_Loads_Max 4 (kW)
P_pv 1.4 (kW), PV peak power
N_pv_s 4 Number of PV modules in series
N_pv_p 2 Number of PV modules in parallel
C_ref_nom 400 (Ah) Capacity of the total storage
V_bat_nom 6 (V) Voltage of 1 battery
N_bat_s 4 Number of batteries in series
N_bat_p 1 Number of strings in parallel
Size of Elements in System Studied
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Fig. 20. Drexel System Model 24-Hour SoC Schedule for March 15th, 2016 
 
 
 
 
Fig. 21. Drexel System Model 24-Hour Power Schedule for March 15th, 2016 
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The state of charge schedule for the spring simulation began to charge when the 
photovoltaic generation began to reach the power of the load. The battery then rapidly 
changed between rest and charging until the load spikes and the photovoltaic power 
dropped around 7:00 PM. After, the battery supplies power to offset the load until it 
reaches the terminal state of charge equal to 0.5. The final system cost to the user for the 
spring-based model 24-hour simulation was $8.70. 
4.2.2 Summer Analysis 
 
 
The shortest path found by the Bellman-Ford algorithm for July 7th, 2016 in terms 
of a state of charge (SoC) schedule and a power schedule are represented in Figures 22 
and 23, respectively.  
 
 
 
 
Fig. 22. Drexel System Model 24-Hour SoC Schedule for July 7th, 2016 
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Fig. 23. Drexel System Model 24-Hour Power Schedule for July 7th, 2016 
 
 
 
The July 7th SoC schedule closely resembles the spring-based charge/discharge 
path. However, during the summer there is more solar irradiation, and therefore more 
photovoltaic generation supply the similar load pattern. Therefore, the battery does not 
need to be charged as much as in the spring to offset the evening load spike that exceeds 
the PGrid
max value of 1.4 kW, as seen in Fig. 23. The final system cost to the user for the 
summer-based model 24-hour simulation was $6.77. 
4.2.3 Autumn Analysis 
 
 
The shortest path found by the Bellman-Ford algorithm for July 7th, 2016 in terms 
of a state of charge schedule and a power schedule are represented in Figures 24 and 25, 
respectively. 
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Fig. 24. Drexel System Model 24-Hour SoC Schedule for Oct. 26th, 2016 
 
 
 
 
Fig. 25. Drexel System Model 24-Hour Power Schedule for Oct. 26th, 2016 
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Autumn’s charge/discharge path shows an almost constant rate of charge as the 
photovoltaic generation peaks, followed by a constant discharge that once again offsets 
the evening load that exceeds 1.4 kW until the battery returns to the terminal state of 
charge of 50%. It should be noted at this point that the battery charges just enough to 
offset the load spike that exceeds the evening PGrid
max value of 1.4 kW. The final system 
cost to the user for the autumn-based model 24-hour simulation was $9.19. 
4.2.4 Winter Analysis 
 
 
The following plots represent the desired shortest path from the initial node to the 
final node found by the Bellman-Ford algorithm for December 12th, 2016 in terms of a 
state of charge (SoC) schedule and a power schedule in Figures 26 and 27, respectively.  
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Fig. 26. Drexel System Model 24-Hour SoC Schedule for December 12th, 2016 
 
 
 
 
Fig. 27. Drexel System Model 24-Hour Power Schedule for December 12th, 2016 
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The winter charge/discharge path has two distinct periods of charging due to the 
minimal photovoltaic generation. The power schedule in Fig. 27 shows how the battery 
has been charged in the early morning hours during the lowest load consumption for the 
24-hour period. The photovoltaic generation does provide enough power to offset the 
heavy evening load. The final system cost to the user for the winter-based model 24-hour 
simulation was $17.30. 
In comparison to the reference system model, the state of charge schedule for the 
Drexel systems do not dip below 50%. This is due to the load profiles for the Drexel 
systems having peak daily loads in the evening, giving the battery time to charge and 
subsequently discharge back to 50%. For the reference system model, the peak loads 
between 2:30 AM and 6:00 AM drive the battery to discharge before the load drops off 
and the sunshine returns the battery to a state of 50%.  
4.2.5 Economic Parameter Variation Analysis 
 
 
The economic parameter variation analysis for the grid energy price, EgP, and 
feed-in tariff, FiT, is based on the Virginia Electric and Power Utility values defined in 
Figures 14, 15 and Tables 2, 3 for July 7th, 2016. The dynamic programming algorithm 
was updated to analyze electric grid and feed-in tariff pricing from participating utilities 
as they change each hour. The SoC schedule and power schedule for the Virginia E&P 
Utility prices are represented in Figures 28 and 29. 
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Fig. 28. SoC Schedule for July 7th, 2016 using Virginia E&P Utility Prices 
 
 
 
 
Fig. 29. Power Schedule for July 7th, 2016 using Virginia E&P Utility Prices 
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The power schedule in Fig. 29 shows the impact that the Virginia E&P Utility 
rates had on the system model. In the power schedule for the original July simulation in 
Fig. 23, the battery charged periodically between 9 AM and 5 PM, when the photovoltaic 
output peaked. However, due to the high feed-in tariff rates between 11 AM and 9 PM for 
the Virginia Electric & Power Utility, the best choice for this system model was selling 
peak photovoltaic generation. The system with these Virginia E&P rates also determines 
that exceeding PGrid
max will cost more than charging the battery. Therefore, the battery 
charges before and after peak photovoltaic generation to supply power to the large 
evening load.  
In this model, the high feed-in tariff prices outweigh the energy grid prices so 
much that the final system cost to the user for the summer-based model 24-hour Virginia 
E&P Utility simulation was equal to $(-24.53). The user provided enough photovoltaic 
generation to not only equal the cost of energy spent in the 24-hour period, but also 
receive compensation for that excess generation. 
The system models studied in this thesis have been compared based on total 
photovoltaic energy, total load energy, and the final cost of each system in Table 8. For 
this comparison, the final cost in the reference model has been converted to U.S. dollars. 
 
 
 
Table 8. Total System Energy and Final Cost Comparison for all Analyzed Systems 
 
Spring Summer Fall Winter Summer (Virginia E&P)
Total PV Energy (kWh) 6.39 9.23 12.14 3.69 2.29 12.14
Total Load Energy (kWh) 27.95 30.59 28.80 26.37 33.11 28.80
Final Cost ($) 14.54 8.70 6.77 9.19 17.30 (-24.53)
Reference 
System Model
System Energy and 
Final Cost Comparison
Drexel System Model
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The load profile in the reference system model did not match the seasonal load 
profiles for the Drexel system model. However, the only Drexel system model that costs 
more for the user after the 24-hour simulation is the winter system, which had a 
combination of the highest load energy and least photovoltaic energy studied. With 
constant economic parameters, the Drexel system model with the minimal final cost is the 
Summer model at $6.77, due to the substantial PV energy generated for the system. The 
high feed-in-tariff prices in the Virginia E&P rate model made it the most profitable 
system model studied, and the only model where the user received payment for excess 
generation after the 24-hour period.  
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Chapter 5: Hardware Integration 
 
 
5.1 Outback Charge Controller 
 
 
The 24VDC renewable energy center configuration in the CEPE connects the 
photovoltaic generation to an OutBack FM60-150VDC charge controller [9]. The charge 
controller uses maximum power point tracking. As depicted in Fig. 1, the charge 
controller is connected to OutBack Power Remote Monitor and Control (MATE3) and 
OutBack Power HUB10 System Communication Manager. This telemetry configuration 
allows remote monitoring and control of the charge controller using software from a PC. 
The developing system will be able to change and control the state of charge for the lead-
acid battery bank by altering the charge controller’s configuration set points. 
5.2 Outback Inverter/Charger 
 
 
The OutBack GVFX3524 inverter/rectifier is the grid-tie capable inverter for the 
single-phase, 24 V system [9]. The inverter has a DC bus voltage of 24 V, and a power 
rating of 3.5 kW [21]. The inverter can supply loads directly or sell power to the grid as 
dictated by the battery voltage compared to a predetermined set point. As depicted in Fig. 
1, the inverter is connected to OutBack Power Remote Monitor and Control (MATE3) 
and OutBack Power HUB10 System Communication Manager. This telemetry 
configuration allows remote monitoring and control of the inverter using software from a 
PC. The developing system will be able to change and control the state of charge for the 
lead-acid battery bank by altering the inverter’s configuration set points. 
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5.3 Outback MATE3 Controller 
 
 
The OutBack MATE3 Controller connects to the components of the Renewable 
Energy Station through the Communications Hub. The MATE3 provides system-wide 
monitoring from a single device, with remote operating capabilities that allow system-
wide monitoring and sending limited commands to the system’s charge controller and 
inverter [22].  
 
5.4 Lead Acid Battery Bank 
 
 
There are four 24 V, 400 Ah capacity Rolls Battery Engineering S-530 lead-acid 
batteries stored in the CEPE. The batteries are used in grid connected storage systems 
with the 24 V converter system, and have individual monitoring equipment to track 
parameters. From equipment connected to the lead-acid batteries, the user can receive 
measured battery voltage as well as current entering or leaving the battery. A state of 
charge estimate is also available, although the equipment used to provide the estimate has 
not been evaluated for accuracy.   
5.5 System Integration 
 
 
The hardware components for the 24 V lead acid battery setup on the Renewable 
Energy Station in the CEPE are capable of remote monitoring and control using the 
OutBack MATE3. Specifically, the OutBack Charge Controller and OutBack GVFX3524 
Inverter have controllable configuration settings that can be used to control power 
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management in the system [21, 22]. The Bellman-Ford algorithm produces a state-of-
charge schedule for the battery bank. By controlling when the battery bank charges and 
discharges, the desired power schedule for the system is achieved. Although other paths 
exist, the charge and discharge decisions for the battery bank will be set based on the 
current settings for the OutBack Charge Controller and OutBack GVFX3524 Inverter. By 
changing the system’s battery current limits every 10 minutes in accordance with the 
simulation’s 10-minute time intervals, the battery will charge and discharge in 
accordance with the SoC schedule produced by the Bellman-Ford algorithm. 
While some proprietary software is available for interfacing with the OutBack 
MATE3, any terminal-based computer software such as PuTTy or RealTerm can access 
telemetry and send commands through the MATE3. It should be possible to automate this 
process of receiving and sending data using MATLAB Simulink. 
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Chapter 6: Conclusion 
 
 
This thesis proposed a testing platform for the 24 V system on the Renewable 
Energy Station in Drexel University’s CEPE. The work used the Bellman-Ford dynamic 
programming algorithm to optimize the system economics. It includes energy storage 
state of health and unique system constraints. The validity of the Drexel implementation 
of the Bellman-Ford algorithm was confirmed through comparison to results published in 
[1]. Simulation results from four seasons in Philadelphia, Pennsylvania show the energy 
cost for a residential renewable system that includes energy storage.  
The comparison of final system cost in Table 8 indicates the importance of higher 
photovoltaic generation to produce cost-effective systems. The introduction of economic 
parameter variation in model simulations provided the only system model where the user 
received compensation for excess generation after the 24-hour simulation period for the 
days randomly chosen. 
6.1 Future Work 
 
 
The ageing coefficient, BrC (t), incorporated the battery’s state of health into the 
economically based system optimization. However, the battery state of health for these 
systems were solely dependent upon capacity degradation during a 24-hour simulation. 
Long-term simulations would indicate the importance of this coefficient to the economic 
modeling of the system. 
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A sensitivity study can be done to determine the effect of parameters such as grid 
purchasing price, EgP, feed-in tariff, FiT, or maximum grid power, PGrid
max, on the 
Drexel CEPE renewable energy systems. A base-case simulation will compare three or 
four iterations in which each sensitivity variable changes. The final cost to the user and 
battery state of health in relation to the base-case will determine how sensitive each 
variable is to the system. 
Software development should transfer from MATLAB to a Simulink model. The 
lead-acid battery bank must be recreated to mimic Rolls Battery Engineering S-550 lead-
acid batteries in the CEPE. Next, the other components of the single-phase 24 V system 
must be created in Simulink. The dynamic programming technique will be implemented, 
and the resulting Simulink model will create 1-hour, 5-hour, 24-hour, and 48-hour battery 
charging/discharging schemes with time-intervals less than 10 minutes apart. This 
transition will allow for real-time signal processing with more immediate access to 
telemetry and system commands. It will also allow for more accurate and variable offline 
simulations than MATLAB currently provides. 
The testing platform can be used for future research in modeling household 
renewable systems with energy storage components by comparing power management 
optimization techniques, testing a wide variety of irradiance and load profiles, performing 
long-term system analyses and softening economic constraints in lieu of prolonged 
component lifetimes. 
The end goal is to have an integrated hardware system that can be utilized as a 
laboratory experiment for students. The students will recognize the impact of a power 
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management system. They can conduct experiments that vary optimization parameters 
such as the sensitivity variables previously described, as well as the effects of different 
load levels and weather-based phenomena. The software for the integrated hardware 
system will have a way to gather forecasted electric load and weather data, and the 
dynamic programming algorithm will update as the user deems necessary. This will 
introduce the ability for the algorithm to correct for unexpected events based on how 
often the software resets the SoC schedule. 
In following iterations, the Simulink model will have a user-friendly interface for 
changing system components and simulation parameters. Future development of the 
Simulink model should integrate the dynamic programming algorithm outputs of power 
and SoC schedules to the CEPE renewable energy system. 
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Appendix A: Shortest Path Derivation 
 
 
 
 
The following introduction to dynamic programming is based closely on the work 
of Bellman and Kalaba [23]. 
Consider a network consisting of N nodes numbered 1, 2,…,N and 
interconnecting links. Let the time it takes to traverse the link (i,j) be tij > 0. Note, tij need 
not equal tji. 
Traditionally, we wish to transform a system from a given initial state into a 
desired terminal state in minimal time. In the case of this thesis, the states are represented 
as changes in state of charge, ∆SoC. By interpreting tij as changes in state of charge, we 
can regard our problem as that of transforming a system from a given initial state into a 
desired terminal state in the most efficient manner, with the cost of the individual 
transformations additive. 
Node N will be the desired terminal node. Then ui is the time to transform the 
system from the initial state i to the desired terminal state N along the shortest path, i = 1, 
2,…,N.  
Here we use the principle of optimality. An optimal policy has the property that 
whatever the initial state and initial decision are, the remaining decisions must constitute 
an optimal policy about the state resulting from the first decision. Using the principle of 
optimality, the basic system of nonlinear algebraic solutions can be represented such that: 
ui = min
j≠i
(tij + uj),   i = 1,2, … , N − 1   where: uN = 0  (A.1) 
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Now, as initial approximation, ui
(0) = tiN where i = 1,2,…, N and tNN = 0. 
In other words, this is the policy of transforming a system directly from its initial 
state to its desired state. If there is no direct link from i to N, so that tiN = inf, we set tiN = 
1030 or some equally large number to avoid topological questions. 
The next approximation, ui
(1), is obtained by: 
ui
(1)
= min
j≠i
{tij + uj
(0)} i = 1,2, … , N − 1; uN
(1) = 0 (A.2) 
values for ui
(0), j = 1,2,… N are required. Here, minimization occurs by direct 
comparison of the sums. The algorithm progesses from the kth approximation to the 
(k+1)th approximation such that: 
ui
(k+1)
= min
j≠i
{tij + uj
(k)} i = 1,2, … , N − 1; uN
(k+1) = 0 (A.3) 
The pattern exists such that there are zero intermediate nodes from node i to node 
N for the quantity ui
(0), and there is at most one intermediate node for the quantity ui
(1). 
Thus there are at most k intermediate nodes for ui
(k), which represents the minimal time to 
pass from node i to node N. 
The sequence of approximations is monotone decreasing: 
0 ≤ 𝑢𝑖
(𝑘+1) ≤ 𝑢𝑖
(𝑘),    𝑖 = 1,2, … , 𝑁 (A.4) 
Note that since an optimal path from i to N contains no loops, it can contain no 
more than N – 2 intermediate nodes, meaning there are at most N-2 iterations to solve the 
shortest path through a network. To determine optimal trajectories from any initial state 
to any terminal state, just apply the technique described in Eq. (A.1 - A.4) N times. 
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Another method introduces uij
(k) as the minimal time to transform a system from 
state i to state j using a path with at most k intermediate states. Again, from the principal 
of optimality, 
uim
(k+1)
= min
j≠i
{tij + ujm
(k)}, k = 0,1,2, … , N − 3; uN
(k+1) = 0 (A.5) 
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Appendix B: Shortest Path Example 
 
 
 
 
The following shortest path example provides further detail for the Bellman 
Algorithm used as the dynamic programming technique in this thesis [2]. 
The goal is to find the shortest path from the initial node, node 0, to the terminal 
node, node 5. Thus, the total number of nodes, n, in the system is 6. The network of 
nodes is represented as a graph, G, containing a finite number of vertices, V, and edges, 
E, such that: 
𝐺 = {𝑉, 𝐸} (B.1) 
Now the nodes of the system are represented as vertices, given sequential values 
from zero to five as shown: 
𝑉 = {0,1,2,3,4,5} (B.2) 
The vertices are connected by edges (branches), which partially determines the 
type of network represented by the system. Not every vertex will be connected by an 
edge. It is often the case that several intermediate vertices separate the initial and final 
vertices. The edges are represented: 
𝐸 = {𝑒01, 𝑒02, 𝑒13, 𝑒14, 𝑒23, 𝑒24, 𝑒35, 𝑒45} (B.3) 
In this network, the system does not have backwards loops, meaning in one 
iteration of the algorithm it is impossible to return to a previous vertex before reaching 
the terminal vertex. In other words, the edges all flow toward the terminal vertex with no 
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edges flowing in the opposite direction. This is referred to as a directed graph. The 
network is represented in Fig. B.1. 
 
 
 
 
Fig. B.1. Network prior to execution of Bellman-Ford Algorithm for Shortest Path Example 1 [2] 
 
 
 
The values seen in Fig. B.1 represent the weights of each edge. The weights also 
determine the type of network being represented. The simplest network type would have 
the constraint such that all weights must be greater than zero. However, in this example, 
as in the network represented in this thesis, there exists at least one edge such that the 
weight is less than zero. In this example, edge e24 has a weight equal to -2. The weights 
are characterized by variable W such that: 
𝑊 = {1, 1, 2, 3, 4, 3, −2, 4, 5} (B.4) 
where each weight corresponds to the respective edge in the edge vector E. Now 
at each vertex, the most optimal path will be determined. 
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There are no edges that flow to the initial node at vertex 0. Therefore, the most 
optimal cost to reach vertex 0, C(x0)*, is determined: 
𝐶(𝑥0)
∗ = 0 (B.5) 
 There exists one edge that flows to the node at vertex 1. The optimal cost to reach 
vertex 1, C(x1)*, is calculated here by summing the weight of the edge connecting the 
previous vertex to the current vertex and the optimal cost to reach the previous vertex, 
such that: 
𝐶(𝑥1)
∗ = 𝑤(𝑒01) + 𝐶(𝑥0)
∗ (B.6.1) 
𝐶(𝑥1)
∗ = 1 + 0 (B.6.2) 
𝐶(𝑥1)
∗ = 1 (B.6.3) 
The optimal predecessor path to vertex 1, therefore, is the path, p1
*, that equals 0, 
implying that the path with the optimal calculated cost to the node at vertex 1 goes from 
vertex 0 to vertex 1. 
Similarly, there exists one edge that flows to the node at vertex 2. The optimal 
cost to reach vertex 2, C(x2)*, is calculated here by summing the weight of the edge 
connecting the previous vertex to the current vertex and the optimal cost to reach the 
previous vertex, such that: 
𝐶(𝑥2)
∗ = min{𝑤(𝑒02) +  𝐶(𝑥0)
∗} (B.7.1) 
𝐶(𝑥2)
∗ = min{1 + 0} (B.7.2) 
𝐶(𝑥2)
∗ = 1 (B.7.3) 
Thus, the optimal predecessor path, p2
* = 0. 
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The shortest path problem is determined by a minimization of cost, where cost is 
equal to a summation of the weights in the network. Therefore, the most optimal path 
through the network is determined by the lowest total cost required to reach the terminal 
vertex from the initial vertex. Thus, to calculate the most optimal cost to reach the node at 
vertex 3, the minimization will be utilized, such that: 
𝐶(𝑥3)
∗ = min{𝑤(𝑒13) +  𝐶(𝑥1)
∗;  𝑤(𝑒23) + 𝐶(𝑥2)
∗} (B.8.1) 
𝐶(𝑥3)
∗ = min{2 + 1;  4 + 1} (B.8.2) 
𝐶(𝑥3)
∗ = 3 (B.8.3) 
𝑝3
∗ = 1 (B.9) 
Therefore, the most optimal path to vertex 3 goes from the initial vertex 0 to 
vertex 1 and then to vertex 3. This procedure repeats for every node in the network until 
the terminal node at vertex 5 determines the final total minimum cost of the system and 
the corresponding optimal path. The calculation of the most optimal cost to reach the 
nodes at vertices 4 and 5 are represented below: 
𝐶(𝑥4)
∗ = min{𝑤(𝑒14) +  𝐶(𝑥1)
∗;  𝑤(𝑒24) + 𝐶(𝑥2)
∗;  𝑤(𝑒34) + 𝐶(𝑥3)
∗} (B.10.1) 
𝐶(𝑥4)
∗ = min{3 + 1; −2 + 1; 3 + 3} (B.10.2) 
𝐶(𝑥4)
∗ = −1 (B.10.3) 
𝑝4
∗ = 2 (B.11) 
𝐶(𝑥5)
∗ = min{𝑤(𝑒35) +  𝐶(𝑥3)
∗, 𝑤(𝑒45) +  𝐶(𝑥4)
∗] (B.12.1) 
𝐶(𝑥5)
∗ = min{4 + 3;  5 − 1} (B.12.2) 
𝐶(𝑥5)
∗ = 4 (B.12.3) 
𝑝5
∗ = 4 (B.13) 
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Therefore, the most optimal path starts from the initial node at vertex 0, then 
moves to vertex 2, vertex 4, and finally reaches vertex 5. Fig. B.2 below highlights the 
most optimal path through the network for this example. 
 
 
Fig. B.2. Network after execution of Bellman-Ford Algorithm for Shortest Path Example 1 [2] 
 
 
 
The network that represents the system for this thesis contains 10,084 nodes with 
71 states at each time step, t except for at t = {1, 144}, since the first and last states are 
determined. The system is based on a discretized state of charge consisting of 71 
potential values for state of charge for each time step. This correlates to 71 rows in the 
network topology. Each time step corresponds to a column, creating a matrix of 71 rows 
by 142 columns with two additional columns of one row each accounting for the preset 
initial and terminal states. Therefore, there exist a total of 10,084 nodes in the system. 
More detailed explanation can be found in Optimization State Space. 
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Appendix C: Abbreviations  
 
 
 
 
ASM:  Total area of the solar modules 
BiC:  Battery initial cost 
BrC (t):  Battery replacement cost at time t 
C (t):  Remaining available capacity at time t 
Cref (t):  Reference capacity at time t 
Cref,nom:  Nominal reference capacity for the battery bank 
Ctot (t):  Total available capacity at time t 
CEC:  California Electric Commission 
CEPE:  Center for Electric Power Engineering 
CF (t):  cash flow at time t 
CP (t):  cash purchased at time t 
CR (t):  cash received at time t 
δSoC:  discretized value for state of charge 
DoD:  Depth of Discharge 
∆Cref (t):  Change in reference capacity during time step ∆t, at time t 
∆SoC (t):  Change in State of Charge during time step ∆t, at time t 
∆SoH (t):  Change in State of Health during time step ∆t, at time t 
EgP:  Purchased energy cost 
FiT:  Feed-in tariff (sold energy cost) 
GpF:  Grid penalty factor 
IBAT (t):  Instantaneous charging (positive) or discharging (negative) battery current at 
time t 
Ic:  Battery charging current 
Id:  Battery discharge current 
ISM (t):  Solar irradiation at the location of the solar modules at time t  
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i:  One of two nodes that define ∆SoC, here corresponding to the discretized state 
of charge value at time (t-∆t) 
j:  One of two nodes that define ∆SoC, here corresponding to the discretized state 
of charge at time t 
K: Maximum number of system states, total number of δSoC values 
MATE: OutBack Power System Controller and Display 
n:  Peukert’s Coefficient, here based on lead acid battery and equal to 
approximately 1.15 
N:  Maximum number of system nodes 
NBAT_S:  Number of batteries connected in series 
NREL:  National Renewable Energy Laboratory 
ηPV:  Photovoltaic solar panel efficiency 
PECO:  Philadelphia Electric Company (an Exelon Company) 
PBAT (t):  Instantaneous power charging (positive) or discharging (negative) the battery 
bank at time t 
PBAT
min:  Minimum battery bank power, corresponding to minimum change in State of 
Charge for any time step, ∆t 
PBAT
max:  Maximum battery bank power, corresponding to maximum change in State of 
Charge for any time step, ∆t 
PGrid (t):  Instantaneous power purchased from (positive) or sold to (negative) the bulk-
electric grid at time t 
PGrid
max: Maximum power that can be purchased from the bulk-electric grid 
PL (t):  Instantaneous power feeding the residential load (positive) at time t 
PPV (t):  Instantaneous power entering system (negative) from photovoltaic generation 
at time t 
PRES (t):  Power output from the solar modules of the Renewable Energy Station at time 
t 
RES:  Renewable Energy Station/System 
SAM: System Advisor Model 
SoC:  State of Charge 
SoCmin:  Minimum State of Charge 
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SoCmax:  Maximum State of Charge 
SoH:  State of Health 
SoHmin:  Minimum State of Health 
TMY:  Typical meteorological year 
VBAT (t):  Instantaneous battery voltage (positive) at time t 
xi:  State of charge as defined by the state space that corresponds to node i 
xj:  State of charge as defined by the state space that corresponds to node j 
Z:  Linear ageing coefficient, here based on lead acid battery technology, as per 
experimental results performed by INES institute, equal to 3.1*10-4 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
75 
 
Appendix D: Bellman-Ford Algorithm MATLAB Script 
 
 
 
 
Bellman Algorithm: 
Dynamic Programming Technique for Optimal Cost Power Management 
clear 
close all; 
clc; 
 
%%%%%%%%%%%%%%%%%%%%%%%%%~~ READ ME ~~%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% The following code has been written by A.J. Sauter in accordance 
% with his Master's Thesis, 'Energy Storage State of Health Optimization 
% for Variable Generation Power Systems.' For further explanation of the 
% algorithm and systems used here, please view the thesis. 
 
% There are two models defined in the code. Namely, the Reference and CEPE 
% systems. Only use one set of system parameters at a time. The final cash 
% flow value, SoC schedule, and Power schedule for each system in the 
% thesis should match the results for each respective model, date, and 
% set of economic parameters tested. 
 
% Reference System Parameters - Riffonneau and Bacha 
% N_bat_s = 10; % Number of Batteries in Series 
% Vd1 = 12.13; % Voltage discharge constant 1 
% Vd2 = 1.54; % Voltage discharge constant 2 
% Vc1 = 12.94; % Voltage charge constant 1 
% Vc2 = 1.46;% Voltage charge constant 2 
% Cref_nom = 0.100; % Capacity of the total storage (kAh) 
% EgP = 0.11; % Electricity Grid Price (Euro/kWh) 
% FiT = 0.11; % Feed in Tarif (Euro/kWh) 
% GpF = 10; % Grid Penalty Factor 
% P_G_max = 3; % Maximum Grid Power (kW) 
% Z = 0.00031; % Lead Acid technology Linear Ageing Coefficient from INES 
% BiC = 150; % Battery initial (Euro): roughly $700 USD in 2013 
% SoH_min = 0.70; % Given value (SoH) 9.6 
% del_SoC = 0.01; % Given step in SoC 
% del_SoC_min = -0.7; % Given value (SoC) 
% del_SoC_max = 0.7; % Given value (SoC) 
% SoC_min = 0.2; % Given min 
% SoC_max = 0.9; % Given max 
% SoC_start = 0.500; % Beginning value for SoC 
 
% Instantaneous Load Power, P_L, in 10 minute intervals (kW) 
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% P_L = [0.7770 1.1151 1.1140 0.8984 0.6610 0.3960... 
%     0.0691 0.1584 0.4320 0.2328 0.0711 0.2658 ... 
%     0.3985 0.8683 0.00 3.9079 3.5704 3.5607 ... 
%     3.9204 3.6509 3.5332 3.8169 3.8217 3.5244 ... 
%     3.7554 3.9113 3.6635 3.4891 3.7425 3.8816 ... 
%     3.5329 3.6596 3.9090 3.7538 3.4313 3.6481 ... 
%     3.7001 3.98 3 0.12 0.61 0.23 ... 
%     0.01 0.22 0.52 0.23 0.93 1 ... 
%     0.62 0.55 0.58 0.49 0.2 0.09 ... 
%     0.04 0 0 0 0 0 ... 
%     0 0 0 0 0 0 ... 
%     0 0.01 0.05 0.02 0 0 ... 
%     0 0 0 0 0 0.97 ... 
%     3.43 3.43 3.41 3.43 3.41 3.4 ... 
%     3.4  3.46 3.46 3.42 3.42 2.9 ... 
%     0.18 0 0 0 0 0 ... 
%     0 0 0 0 0 0.01 ... 
%     0.02 0 0 0 0 0 ... 
%     0 0 0 0 0.03 0.6304 ... 
%     1.2132 1.9798 1.0737 1.0702 0.8851 0.9557 ... 
%     0.5611 0.8407 2.3303 2.3648 1.0459 0.9532 ... 
%     1.1649 1.0134 0.6954 0.6040 0.8074 0.7175 ... 
%     0.3995 0.5001 0.5510 0.3046 0.0433 0.2141 ... 
%     0.3993 0.1442 0.1160 0.2080 0.1362 0.0888]; 
% Alternative P_L data, taken from same plot from Web Plot Digitizer 
% P_L = [0.67 0.75 1.17 1.17 0.69 0.7... 
%     0.43 0.1 0.13 0.45 0.24 0.08 ... 
%     0.22 0.46 0.01 3.23 3.93 3.61 ... 
%     3.57 3.94 3.69 3.53 3.8 3.85 ... 
%     3.58 3.68 3.93 3.68 3.49 3.71 ... 
%     3.89 3.54 3.64 3.91 3.77 3.45 ... 
%     3.64 3.98 3 0.12 0.61 0.23 ... 
%     0.01 0.22 0.52 0.23 0.93 1 ... 
%     0.62 0.55 0.58 0.49 0.2 0.09 ... 
%     0.04 0 0 0 0 0 ... 
%     0 0 0 0 0 0 ... 
%     0 0.01 0.05 0.02 0 0 ... 
%     0 0 0 0 0 0.97 ... 
%     3.43 3.43 3.41 3.43 3.41 3.4 ... 
%     3.4 3.46 3.46 3.42 3.42 2.9 ... 
%     0.18 0 0 0 0 0 ... 
%     0 0 0 0 0 0.01 ... 
%     0.02 0 0 0 0 0 ... 
%     0 0 0 0 0.03 0.25 ... 
%     0.57 2.37 0.95 1.14 0.78 1.09 ... 
%     0.89 0.21 1.17 2.86 1.01 0.74 ... 
%     1 1.12 0.89 0.47 0.63 0.85 ... 
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%     0.34 0.39 0.53 0.44 0.13 0 ... 
%     0.46 0.27 0.06 0.12 0.16 0.05]; 
 
% Instantaneous PV power in 10-minute intervals (kW) 
% P_pv = [0 0 0 0 0 0 ... 
%     0 0 0 0 0 0 ... 
%     0 0 0 0 0 0 ... 
%     0 0 0 0 0 0 ... 
%     0 0 0 0 0 0 ... 
%     0 0 0 0 0 0 ... 
%     0 0 0.02 0.03 0.04 0.06 ... 
%     0.09 0.16 0.3 0.42 0.49 0.58 ... 
%     0.64 0.68 0.72 0.77 0.8 0.82 ... 
%     0.85 0.87 0.91 0.93 0.96 0.97 ... 
%     0.99 0.99 1 1.01 1.03 1.04 ... 
%     1.04 1.03 1.03 1.02 1.01 1 ... 
%     0.99 0.97 0.95 0.93 0.9 0.87 ... 
%     0.85 0.83 0.8 0.76 0.74 0.72 ... 
%     0.68 0.61 0.53 0.44 0.36 0.27 ... 
%     0.2 0.16 0.14 0.12 0.08 0.06 ... 
%     0.04 0.02 0.02 0 0 0 ... 
%     0 0 0 0 0 0 ... 
%     0 0 0 0 0 0 ... 
%     0 0 0 0 0 0 ... 
%     0 0 0 0 0 0 ... 
%     0 0 0 0 0 0 ... 
%     0 0 0 0 0 0 ... 
%     0 0 0 0 0 0]; 
 
% CEPE System Parameters 
N_bat_s = 4; % Number of Batteries in Series 
Vd1 = 6.294; % Voltage discharge constant 1 
Vd2 = 1.02; % Voltage discharge constant 2 
Vc1 = 6.75; % Voltage charge constant 1 
Vc2 = 1.02; % Voltage charge constant 2 
Cref_nom = 0.400; % Capacity of the total storage (kAh) 
GpF = 10; % Grid Penalty Factor 
P_G_max = 1.4; % Maximum Grid Power (kW) 
Z = 0.00031; % Lead Acid technology Linear Ageing Coefficient from INES 
BiC = 152.08;  % Battery initial cost ($/kWh) 
SoH_min = 0.50; % Given value (SoH) 
del_SoC = 0.01; % Given step in SoC 
del_SoC_min = -0.7; % Given value (over 1 hour) 
del_SoC_max = 0.7; % Given value (over 1 hour) 
SoC_min = 0.2; % Given min 
SoC_max = 0.9; % Given max 
SoC_start = 0.5000; % Beginning value for SoC 
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% CEPE PECO Economic Parameters: 
EgP = 0.06614; % ($/kWh) 
FiT = 0.06614; % ($/kWh) 
% % CEPE Economic Variance Parameters (Virginia E&P): 
%   % Fall thru Spring Periods and Prices 
% EgPm = 0.04705; % ($/kWh) 
% FiTm = 3.946; % ($/kWh) 
% Per_1 = [1 2 3 4 5 6 11 12 13 14 15 16 21 22 23]; 
% Per_2 = [7 8 9 10 17 18 19 20]; 
%   % Summer Periods and Prices 
% EgPm = 0.04705; % ($/kWh) 
% FiTm = 5.682; % ($/kWh) Summer 
% Per_1 = [1 2 3 4 5 6 7 8 9 10 23 24]; % SUMMER 
% Per_2 = [11 12 13 14 15 16 17 18 19 20 21 22]; % SUMMER 
 
% Spring (March 15) 
% P_L = [1.101 1.093 1.084 1.075 1.064 1.054... 
%     1.043 1.032 1.021 1.010 1.000 0.990 ... 
%     0.981 0.972 0.964 0.958 0.952 0.947 ... 
%     0.944 0.942 0.941 0.941 0.944 0.947 ... 
%     0.952 0.959 0.967 0.977 0.988 1.001 ... 
%     1.016 1.032 1.049 1.068 1.088 1.110 ... 
%     1.133 1.158 1.183 1.210 1.238 1.266 ... 
%     1.295 1.325 1.356 1.387 1.418 1.449 ... 
%     1.427 1.401 1.378 1.356 1.337 1.319 ... 
%     1.302 1.288 1.274 1.262 1.251 1.240 ... 
%     1.231 1.223 1.215 1.208 1.202 1.196 ... 
%     1.191 1.187 1.182 1.179 1.175 1.172 ... 
%     1.169 1.167 1.165 1.163 1.162 1.161 ... 
%     1.160 1.160 1.161 1.162 1.163 1.165 ... 
%     1.168 1.172 1.177 1.182 1.189 1.197 ... 
%     1.206 1.216 1.228 1.242 1.257 1.274 ... 
%     1.293 1.315 1.339 1.365 1.394 1.426 ... 
%     1.461 1.499 1.541 1.587 1.636 1.689 ... 
%     1.715 1.737 1.751 1.757 1.759 1.757 ... 
%     1.753 1.747 1.740 1.733 1.725 1.718 ... 
%     1.710 1.703 1.695 1.687 1.678 1.667 ... 
%     1.655 1.641 1.625 1.606 1.584 1.559 ... 
%     1.531 1.501 1.467 1.431 1.394 1.356 ... 
%     1.317 1.281 1.247 1.218 1.196 1.184]; 
% P_pv = [0 0 0 0 0 0 ... 
%     0 0 0 0 0 0 ... 
%     0 0 0 0 0 0 ... 
%     0 0 0 0 0 0 ... 
%     0 0 0 0 0 0 ... 
%     0 0 0 0 0 0 ... 
%     0 0 0 0 0 0.002178028 ... 
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%     0.061831458 0.121157454 0.180066184 0.238467814 0.2962725 0.35339 
... 
%     0.409731772 0.465206669 0.519725299 0.57319783 0.6255344 0.67664 
... 
%     0.726440489 0.774830287 0.821724818 0.86703425 0.9106687 0.95253 
... 
%     0.992553611 1.03062431 1.066660742 1.100573074 1.1322714 1.16166 
... 
%     1.188667138 1.213184737 1.23512907 1.254410303 1.2709386 1.28462 
... 
%     1.295377069 1.30310757 1.307725803 1.309141937 1.3072661 1.30200 
... 
%     1.289643074 1.276048458 1.26127463 1.244962606 1.2267961 1.20650 
... 
%     1.183848028 1.158647388 1.130754136 1.100065488 1.0665213 1.03010 
... 
%     0.990839832 0.948795766 0.904082886 0.856854609 0.8073070 0.75567 
... 
%     0.702252065 0.647350367 0.591340856 0.534633147 0.4776795 0.42097 
... 
%     0.365057503 0.310507171 0.257947224 0.208043479 0.1615044 0.11908 
... 
%     0.081568122 0.049801351 0.024660365 0.007067179 0 0 ... 
%     0 0 0 0 0 0 ... 
%     0 0 0 0 0 0 ... 
%     0 0 0 0 0 0 ... 
%     0 0 0 0 0 0 ... 
%     0 0 0 0 0 0]; 
 
% Summer (July 7) 
% P_L = [1.150 1.137 1.122 1.107 1.092 1.076 ... 
%     1.060 1.044 1.028 1.013 0.998 0.983 ... 
%     0.969 0.955 0.943 0.931 0.920 0.910 ... 
%     0.901 0.893 0.887 0.881 0.877 0.874 ... 
%     0.872 0.872 0.873 0.875 0.879 0.883 ... 
%     0.890 0.897 0.906 0.915 0.926 0.939 ... 
%     0.952 0.966 0.981 0.997 1.014 1.031 ... 
%     1.050 1.068 1.087 1.107 1.126 1.146 ... 
%     1.137 1.128 1.121 1.117 1.115 1.114 ... 
%     1.114 1.115 1.118 1.121 1.125 1.129 ... 
%     1.133 1.138 1.143 1.147 1.152 1.157 ... 
%     1.162 1.166 1.170 1.175 1.179 1.182 ... 
%     1.186 1.190 1.193 1.197 1.201 1.204 ... 
%     1.208 1.212 1.216 1.221 1.226 1.231 ... 
%     1.237 1.243 1.249 1.257 1.265 1.273 ... 
%     1.283 1.293 1.304 1.315 1.327 1.340 ... 
%     1.354 1.368 1.383 1.399 1.414 1.431 ... 
80 
 
%     1.447 1.464 1.481 1.497 1.513 1.529 ... 
%     1.542 1.550 1.550 1.546 1.539 1.531 ... 
%     1.523 1.515 1.510 1.506 1.504 1.505 ... 
%     1.507 1.511 1.516 1.521 1.527 1.531 ... 
%     1.534 1.535 1.533 1.528 1.519 1.505 ... 
%     1.488 1.466 1.439 1.409 1.375 1.339 ... 
%     1.302 1.266 1.231 1.202 1.179 1.167]; 
% P_pv = [0 0 0 0 0 0 ... 
%     0 0 0 0 0 0 ... 
%     0 0 0 0 0 0 ... 
%     0 0 0 0 0 0 ... 
%     0 0 0 0 0 0 ... 
%     0 0.00300138 0.021378511 0.043367525 0.068755817 0.097330782  
... 
%     0.128879813 0.163190304 0.200049652 0.239245249 0.280564491
 0.32379  ... 
%     0.368723485 0.415138026 0.46282579 0.51157417 0.561170561
 0.61140  ... 
%     0.662056953 0.712921744 0.763784124 0.814431486 0.864651227
 0.91423  ... 
%     0.962957418 1.010618658 1.057001854 1.101894399 1.145083688
 1.18635  ... 
%     1.225502078 1.262305968 1.296556179 1.328040107 1.356545145
 1.38185 ... 
%     1.403768134 1.422060872 1.436524299 1.446945809 1.453112797
 1.45481  ... 
%     1.451832784 1.443960571 1.430983414 1.412688706 1.388863843
 1.35929  ... 
%     1.42533086 1.416126577 1.403745161 1.388335945 1.370048262
 1.34903  ... 
%     1.325434829 1.299407745 1.271099528 1.240659511 1.208237027 1.1739  
... 
%     1.138041993 1.100568108 1.061709091 1.021614273 0.980432988 0.9383  
... 
%     0.895408352 0.851863667 0.807829848 0.76345623 0.718892144
 0.67425  ... 
%     0.629789906 0.58555042 0.5417178 0.498441381 0.455870494 0.4141  
... 
%     0.373442654 0.333884367 0.295628947 0.258825726 0.223624039 0.1901  
... 
%     0.158622597 0.129121509 0.101819287 0.076865265 0.054408777 0.0345 
... 
%     0.017585733 0.003517844 0 0 0 0 ... 
%     0 0 0 0 0 0 ... 
%     0 0 0 0 0 0 ... 
%     0 0 0 0 0 0]; 
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% Fall (October 26) 
% P_L = [0.840 0.856 0.867 0.874 0.878 0.878 ... 
%     0.875 0.870 0.864 0.856 0.847 0.837 ... 
%     0.827 0.817 0.807 0.798 0.789 0.782 ... 
%     0.776 0.771 0.768 0.767 0.767 0.770 ... 
%     0.774 0.781 0.790 0.801 0.814 0.829 ... 
%     0.846 0.865 0.886 0.908 0.932 0.958 ... 
%     0.984 1.012 1.040 1.069 1.098 1.126 ... 
%     1.155 1.182 1.208 1.233 1.256 1.276 ... 
%     1.233 1.200 1.171 1.147 1.127 1.110 ... 
%     1.095 1.083 1.072 1.063 1.055 1.048 ... 
%     1.042 1.036 1.030 1.025 1.020 1.015 ... 
%     1.010 1.005 1.000 0.995 0.991 0.986 ... 
%     0.982 0.979 0.976 0.973 0.971 0.970 ... 
%     0.969 0.969 0.971 0.973 0.976 0.981 ... 
%     0.986 0.993 1.002 1.011 1.022 1.034 ... 
%     1.048 1.063 1.079 1.096 1.115 1.135 ... 
%     1.155 1.177 1.199 1.222 1.246 1.270 ... 
%     1.294 1.318 1.343 1.367 1.390 1.413 ... 
%     1.435 1.457 1.477 1.495 1.512 1.528 ... 
%     1.541 1.552 1.561 1.568 1.572 1.573 ... 
%     1.572 1.568 1.561 1.551 1.538 1.522 ... 
%     1.503 1.482 1.458 1.432 1.403 1.373 ... 
%     1.342 1.309 1.275 1.242 1.209 1.177 ... 
%     1.147 1.120 1.097 1.078 1.065 1.060]; 
% P_pv = [0 0 0 0 0 0 ... 
%     0 0 0 0 0 0 ... 
%     0 0 0 0 0 0 ... 
%     0 0 0 0 0 0 ... 
%     0 0 0 0 0 0 ... 
%     0 0 0 0 0 0 ... 
%     0 0 0.000419928 0.007824833 0.018228583 0.031416004  ... 
%     0.047171926 0.065281175 0.08552858 0.107698968 0.131577168
 0.15694 ... 
%     0.183596311 0.211306911 0.239864632 0.269054304 0.298660754
 0.32846 ... 
%     0.358263297 0.387829047 0.416950885 0.445413641 0.47300214
 0.49950 ... 
%     0.524695684 0.548370384 0.570310139 0.590299778 0.608124127
 0.62356 ... 
%     0.636416271 0.646453721 0.653465193 0.657235516 0.657549515
 0.65419 ... 
%     0.64694786 0.63560186 0.619938849 0.599743654 0.574801104 0.5448
 ... 
%     0.464387318 0.457906108 0.448253076 0.435548732 0.420028588 0.4020
 ... 
%     0.381896176 0.360095276 0.337058084 0.313230756 0.289044757 0.2649
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 ... 
%     0.241169888 0.218159639 0.196132246 0.17528773 0.155764278
 0.13763 ... 
%     0.120927485 0.105594369 0.091554576 0.078685567 0.066838396
 0.05585 ... 
%     0.04556763 0.035850953 0.026609279 0.017816457 0.009537916
 0.00195 ... 
%     0 0 0 0 0 0 ... 
%     0 0 0 0 0 0 ... 
%     0 0 0 0 0 0 ... 
%     0 0 0 0 0 0 ... 
%     0 0 0 0 0 0 ... 
%     0 0 0 0 0 0]; 
 
% Winter (December 12) 
P_L = [1.284 1.258 1.234 1.210 1.188 1.167 ... 
    1.147 1.129 1.111 1.095 1.081 1.067 ... 
    1.055 1.044 1.035 1.027 1.020 1.015 ... 
    1.011 1.008 1.007 1.007 1.009 1.012 ... 
    1.016 1.022 1.029 1.037 1.047 1.058 ... 
    1.071 1.084 1.099 1.116 1.133 1.152 ... 
    1.172 1.193 1.216 1.240 1.264 1.290 ... 
    1.317 1.346 1.375 1.405 1.436 1.468 ... 
    1.452 1.437 1.423 1.410 1.399 1.388 ... 
    1.379 1.370 1.362 1.355 1.348 1.342 ... 
    1.336 1.330 1.325 1.321 1.316 1.312 ... 
    1.308 1.305 1.301 1.298 1.295 1.292 ... 
    1.290 1.287 1.285 1.284 1.282 1.281 ... 
    1.280 1.280 1.280 1.281 1.283 1.285 ... 
    1.289 1.293 1.298 1.304 1.312 1.321 ... 
    1.331 1.343 1.357 1.373 1.390 1.410 ... 
    1.432 1.457 1.484 1.514 1.548 1.584 ... 
    1.624 1.667 1.715 1.766 1.822 1.882 ... 
    1.876 1.882 1.885 1.885 1.884 1.882 ... 
    1.879 1.876 1.872 1.869 1.865 1.861 ... 
    1.856 1.851 1.844 1.837 1.828 1.817 ... 
    1.804 1.789 1.771 1.751 1.728 1.701 ... 
    1.672 1.640 1.606 1.570 1.531 1.492 ... 
    1.452 1.413 1.376 1.342 1.312 1.288]; 
P_pv = [0 0 0 0 0 0 ... 
    0 0 0 0 0 0 0 ... 
    0 0 0 0 0 0 0 ... 
    0 0 0 0 0 0 0 ... 
    0 0 0 0 0 0 0 ... 
    0 0 0 0 0 0 0 ... 
    0 0 0 0 0 0 0.045286414 ... 
    0.049507483 0.054902734 0.061786909 0.070311396 0.080485513
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 0.09219 ... 
    0.105237243 0.119314674 0.134083936 0.149163222 0.164156344
 0.17867 ... 
    0.19235515 0.204888103 0.216031995 0.225637973 0.233670497
 0.24022 ... 
    0.245567278 0.250118554 0.254512979 0.259600806 0.26647329
 0.27648 ... 
    0.291269967 0.312773229 0.343261855 0.385351348 0.442025912
 0.51665 ... 
    0.532206441 0.536038653 0.532001679 0.521243247 0.504841785
 0.48380 ... 
    0.459076979 0.431523991 0.401948684 0.371082986 0.339589523
 0.30806 ... 
    0.277023318 0.246929331 0.21816509 0.191046725 0.165821063
 0.14266 ... 
    0.121688658 0.102929071 0.086356497 0.071871266 0.059304404
 0.04841 ... 
    0.038903399 0.030384812 0.022415706 0.014480608 0.005994746 0 ... 
    0 0 0 0 0 0 ... 
    0 0 0 0 0 0 ... 
    0 0 0 0 0 0 ... 
    0 0 0 0 0 0 ... 
    0 0 0 0 0 0 ... 
    0 0 0 0 0 0]; 
 
T = numel(P_L); % Number of Time Steps 
K = ((SoC_max-SoC_min)/del_SoC)+1; % Number of States 
N = K*(T-2)+2; % Number of Nodes 
d_SoC = zeros(K,1); % All possible discrete values between states 
d_SoC(1) = SoC_min; % Setting SoC_min 
 
% Here all states (except state 0) are initialized to 1e38, replacing inf 
CF_star = ones(N,1)*1e38; % Optimal Cost Flow 
CF_star(1) = 0; % Set first value to zero as instructed 
 
w_star = zeros(N,1); % Optimal Predecessor States 
 
% CHANGE WITH EVERY POSSIBLE PATH 
delta = zeros(K,T); % Short for Delta SoC (in SoC) 
P_B = zeros(N, 1); % Battery Power (in kWh) 
P_G = zeros(N, 1); % Grid Power (in kWh) 
 
% FOR RECORDING PURPOSES (not required for execution) 
delta_all = zeros(K, 1); 
BrC_all = zeros(K, 1); 
w_u_xi_xj_all = zeros(K,1); 
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% VARIABLES IN MEMORY 
del_SoH = zeros(K,T); % delta SoH (in SoH) 
BrC = zeros(K,T); % Battery Replacement Cost (in Euro/kWh) 
Cref = zeros(N,1); % Capacity of reference (Ah) 
Cref(1) = Cref_nom; % Sets first reference cap. to nominal 
C = zeros(N,1); % Capacity at each SoC (Ah) 
SoH = ones(N,1); % State of Health 
 
% Calculation of remaining d_SoC increment values using difference between 
...max and min SoC and total number of states 
for iter = 2:K 
    d_SoC(iter) = d_SoC(iter-1) + del_SoC; 
end 
x = d_SoC; % set vector x equal to d_SoC 
for iter = 1:K 
    if round(x(iter),3) == SoC_start 
        it_ss = iter; % Index that correlates to starting (and ending) SoC 
    end 
end 
 
% EDGE MATRIX - Correlates nodes(N) to appropriate state(K) and time(T) 
e = zeros(K,T-2); 
e(1) = 2; 
for c = 2:10082 
    e(c) = e(c-1)+1; 
end 
e1 = zeros(K,1); % Vector corresponding to starting SoC 
e1(it_ss) = 1; 
eL = zeros(K,1); % Vector corresponding to final SoC 
eL(it_ss) = N; 
e = [e1 e eL]; % Final Edge Matrix 
 
j = 2; % Initialize j 
tj = 2; % Time used to reduce i iterations drastically 
% Iterate through state j 
while j <= N 
    i = 1+K*(tj-2); % reset state i 
    % Note: K*(tj-2) allows i to "jump" to values where a path from i to j 
        ... will exist. 
 
    % Iterate through state i 
    while i <= N 
        if i == j 
            i = i + 1; 
        elseif i > j % This conditional compensates network topology 
            i = N+1; % Since all potential paths after i exceeds j do not 
          ... exist for this network, iterating through all i is wasteful. 
85 
 
            % Allows code to "jump" to the next j iteration; i resets. 
        else 
            % Function to transition from N to K and T 
            % "find" fcn equates the node j to a row and column in e that 
           ... correspond to an appropriate state (xj) and time (t) 
            [xj,t_t] = find(e==j); 
            t = t_t-1; 
            % tj is associated with the last value of t for each j iter. 
            if t > 1 
                tj = t; 
            end 
            % "find" fcn equates node i to a row and column in e that 
            ... correspond to an appropriate state (xi) and time (ti) 
            [xi,ti_t] = find(e==i); 
            ti = ti_t-1; 
 
            % Variation of EgP and FiT Function for Economic Variance Set 
            if exist('Per_1','var') 
                if find(t==Per_1) 
                    EgP = 0.02777; % ($/kWh) 
                    FiT = 0.00; % ($/kWh) 
                else 
                    EgP = EgPm; % ($/kWh) 
                    FiT = FiTm; % ($/kWh) 
                end 
            end 
 
            if (CF_star(i) ~= 1e38 && t-ti == 1) % Does path exist? 
 
                % Computation of weight of each arc/edge/branch/path, etc. 
 
                % Calculate new del_SoC 
                deltax = x(xj) - x(xi); 
                % Conditional to keep del_SoC within power limits 
                if (deltax*T/24 < del_SoC_min) ... 
                        || (deltax*T/24 > del_SoC_max) 
                    i = i+1; 
                else 
                    % Calculate V_B and del_SoH based on chg or dischg 
                    if deltax > 0 
                        % Charging 
                        V_B = (Vc1 + Vc2*x(xj))*N_bat_s; 
                        dCref = 0; 
                        del_SoHx = 0; 
                    elseif deltax == 0 
                        % addition that accounts for "no change" case 
                        V_B = 0; 
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                        dCref = 0; 
                        del_SoHx = 0; 
                    else 
                        % Discharging 
                        V_B = (Vd1 - Vd2*(1-x(xj)))*N_bat_s; 
                        del_SoHx = Z*(x(xi) - x(xj)); 
                        dCref = Cref_nom*Z*(x(xi)-x(xj)); 
                    end 
                    SoH(j) = SoH(i)+del_SoHx; 
 
                    % Use Cref_nom equal to Cref(t) for first iteration 
                    if i == 1 
                        Crefx = Cref_nom; 
                        Cx = Crefx*x(xj); 
                        dQ = Cx - Cref_nom*x(xi); 
                        % Use previous Cref and change in Cref otherwise 
                    else 
                        Crefx = Cref(i)-dCref; 
                        Cx = Crefx*x(xj); 
                        dQ = Cx - C(i); 
                    end 
                % Check to make sure State of Health calculated correctly 
                    SoH2 = Crefx/Cref_nom; 
                    if round(SoH(j),3) ~= round(SoH2,3) 
                        BSTOP = 1; 
                    end 
 
                    % Calculate I_B(t) based on dQ 
                    I_B = (dQ*T/24); 
                    % Calculate P_B, P_G, BrC based on del_SoC 
                    P_Bx = V_B*I_B; 
                    P_Gx = P_L(t) - P_pv(t) + P_Bx; 
                    BrCx = BiC*(-del_SoHx/(1-SoH_min)); 
 
                    % Determine Cost Flow based on purchase/sell price 
                    if P_Gx >= P_G_max 
                        wu_xi_xj = EgP*(P_G_max + (P_Gx - P_G_max)*GpF)... 
                            + BrCx; 
                    elseif P_Gx > 0 
                        wu_xi_xj = P_Gx*EgP + BrCx; 
                    elseif P_Gx < 0 
                        wu_xi_xj = (P_Gx-P_Bx)*FiT; 
                        % Once again, added situation when P_G = 0 
                    else 
                        wu_xi_xj = 0; 
                    end 
 
87 
 
                    % Bellman-Ford 
                    if CF_star(j) > wu_xi_xj + CF_star(i) 
                        CF_star(j) = wu_xi_xj + CF_star(i); 
                        w_star(j) = i; 
 
                        P_B(j) = P_Bx; 
                        P_G(j) = P_Gx; 
 
                        C(j) = Cx; 
                        Cref(j) = Crefx; 
 
                        %Note: these variables reset with each j iter. 
                        delta_all(j) = deltax; 
                        BrC_all(j) = BrCx; 
                        w_u_xi_xj_all(j) = wu_xi_xj; 
 
                        i = i+1; 
                    else 
                        i = i+1; 
                    end 
                end 
            else 
                i = i+1; 
            end 
        end 
    end 
    j = j+1; % j iteration 
end 
CF_last = CF_star(N); % FINAL (OPTIMAL) COST VALUE 
SP = zeros(1,T); % Shortest Path vector 
SP(1) = N; % Set first value of Shortest Path equal to last value in 
           ... w_star vector. 
for i2 = 2:T 
    SP(i2) = w_star(SP(i2-1));   % Loop used to retrace steps in w_star 
        ... starting at final node at time T and working back to 
        ... node 1 at t = 1. 
end 
% SP 
SoC and Power Schedule Plots 
Final P_G and P_B vectors defined as well as SoC path, based on Shortest Path vector  
(which is only the indices associated with the shortest path) 
P_G_star = zeros(1,T); 
P_B_star = zeros(1,T); 
X = zeros(1,T); 
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for i3 = 1:T-1 
    for k = 1:N 
        if SP(T-i3) == k 
        P_G_star(i3) = P_G(k); 
        P_B_star(i3) = P_B(k); 
        [SoCp, ~] = find(e == SP(T-i3)); 
        X(i3) = x(SoCp); 
        end 
    end 
end 
X(T) = SoC_start; 
 
% PLOTS 
hr = (1:T)./(T/24); 
Pgmv = ones(1,T)*P_G_max; 
figure (3) 
hold on 
plot(hr, P_L, 'g', 'LineWidth', 1.2) 
plot(hr, P_pv, 'k', 'LineWidth', 1.2) 
plot(hr, P_G_star, 'r', 'LineWidth', 1.2) 
plot(hr,P_B_star, 'b', 'LineWidth',1.2) 
plot(hr, Pgmv, 'k', 'LineStyle', '--', 'LineWidth',1.2) 
xlim([1 24]) 
title('Residential Power Schedule') 
legend('Load', 'RES', 'Grid', 'Battery') 
xlabel('Time (h)') 
ylabel('Power (kW)') 
 
figure(2) 
hold on 
%plot([hr T+1], X, 'c') 
plot(hr, X, 'b', 'LineWidth',1.2) 
xlim([1 24]) 
title('Battery Charge/Discharge Path') 
xlabel('Time (h)') 
ylabel('SoC') 
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