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Kernpunkte: Der Beitrag gibt einen Überblick zu heuristischen Optimierungsverfahren und 
erläutert die prinzipiellen Konzepte von Heuristiken und Metaheuristiken. Weiterhin werden 
die zentralen Herausforderungen für die Wirtschaftsinformatik beim Einsatz heuristischer 
Optimierungsverfahren im Rahmen von betrieblichen Anwendungssystemen erörtert; diese 
sind 
− die Auswahl heuristischer Optimierungsverfahren für jeweils zu lösende Planungsaufga-
ben, 
− die anwendungsbezogene Gestaltung solcher Verfahren 
− sowie die Implementierung und Integration der Verfahren im Rahmen betrieblicher An-
wendungssysteme. 
Stichworte: Betriebliche Planungssysteme, Heuristiken, Metaheuristiken, Planungsprobleme, 
Optimierungsverfahren 
Kurzzusammenfassung: Heuristische Optimierungsverfahren sind universell einsetzbare 
Verfahren, welche mit realitätsverträglichem Rechenaufwand hochwertige Lösungen ermit-
teln und damit zur effektiven Bewältigung realer Entscheidungsprobleme beitragen können. 
In dem Beitrag werden Herausforderungen für die Wirtschaftsinformatik beim Einsatz von 
heuristischen Optimierungsverfahren zur Lenkung des betrieblichen Geschehens erörtert. 
Hierzu erfolgt zunächst ein Überblick über die entsprechenden grundlegenden Konzepte der-
artiger Verfahren. Daran anschließend werden die entscheidenden Fragestellungen beim Ein-
satz von heuristischen Optimierungsverfahren im Rahmen von betrieblichen Anwendungssys-
temen diskutiert. Diese sind die Auswahl geeigneter heuristischer Optimierungsverfahren für 
eine jeweils zu lösende Planungsaufgabe, deren anwendungsbezogene Gestaltung sowie deren 
Implementierung und Integration. 
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1 Einführung 
Die Wirtschaftsinformatik (WI) befasst sich mit soziotechnischen Informationssystemen und 
entsprechenden Informationsverarbeitungsaufgaben in Wirtschaft und Verwaltung 
[WKWI94]. Hierunter nehmen Planungsaufgaben hinsichtlich der Lenkung des betrieblichen 
Geschehens einen großen Anteil ein [FeSi01; FiSV05]. Dabei sind sowohl personelle als auch 
maschinelle (informationstechnische) Aufgabenträger involviert und folglich kann eine Erfül-
lung entsprechender Aufgaben gar nicht, teilweise oder vollständig automatisiert erfolgen. Im 
Kontext der von Mertens propagierten Langfristzielsetzung der „sinnhaften Vollautomation“ 
[Mert95] ist für die WI die (Teil-)Automatisierung der Erfüllung von Planungsaufgaben im 
Rahmen softwaretechnischer Planungssysteme (Decision Support Systems) von großer Rele-
vanz. Dies lässt sich im Zusammenhang mit integrierten betrieblichen Anwendungssystemen 
(so genannten ERP-Systemen, Enterprise Resource Planning) erläutern. Ursprünglich adres-
sierte entsprechende ERP-Standardsoftware primär die integrierte Erfassung, Speicherung, 
Verarbeitung und Nutzung von Informationen im Zusammenhang mit der Abwicklung opera-
tiver betrieblicher Aufgaben. Dies wurde durch eine durchgängige Abbildung und 
(teil-)automatisierte Steuerung der Abwicklung betrieblicher Geschäftsprozessen ergänzt 
(„Business Process Management“ [ScKi04]). Mittlerweile können mit der informationstechni-
schen Abbildung entsprechender Informationen und Prozesse betriebliche Anwendungssys-
teme in verstärktem Maße die effektive Lenkung der betrieblichen Leistungserstellung unter-
stützen. Dies setzt eine Ergänzung entsprechender Systeme durch eine zweckmäßige Pla-
nungsfunktionalität voraus (vgl. die so genannten „Advanced Planning Systems“ [Cham01] 
wie z. B. SAP APO [KaMa05]). 
Eine wirksame Lenkung des betrieblichen Geschehens setzt eine realitätsnahe Erfassung von 
Planungsaufgaben voraus, wobei im Allgemeinen von einem ausgeprägten Trade-Off zwi-
schen der Realitätsnähe des Planungsmodells und der Schwierigkeit der Lösung auszugehen 
ist. Die Anwendung klassischer exakter Optimierungsverfahren (wie etwa der linearen Opti-
mierung) schränkt die mögliche Struktur der Planungsmodelle stark ein, was etwa das Treffen 
unrealistischer Annahmen hinsichtlich linearer Wirkungszusammenhänge und kontinuierli-
cher Entscheidungsvariablen mit sich bringen kann. Folglich ist bei Verwendung entspre-
chender Planungsmodelle eine „optimale“ Lösung des Ausgangsproblems in der Regel illuso-
risch. Andererseits führt eine realitätsnahe Modellierung von Planungsproblemen (etwa durch 
Einbezug nicht-linearer Wirkungszusammenhänge und diskreter Entscheidungsvariablen) 
zumeist zu komplexen (NP-schweren [GaJo79]) Planungsmodellen, welche einer praktikablen 
(d. h. laufzeiteffizienten) exakten (d. h. optimalen) Lösung in der Regel nicht zugänglich sind. 
Dies führt zum Einsatz heuristischer Optimierungsverfahren (so bezeichnet in Anlehnung an 
die gebräuchliche englische Bezeichnung „Heuristic Optimization Methods“, auch wenn 
„heuristisch“ und „Optimierung“ im strengen Sinne antagonistisch sind). Solche Verfahren 
können mit realitätsverträglichem Rechenaufwand hochwertige Lösungen ermitteln und damit 
zur effektiven Bewältigung realer Entscheidungsprobleme beitragen. 
Mit der zunehmenden Integration heuristischer Optimierungsverfahren in betriebliche An-
wendungssysteme ergeben sich für die WI erweiterte Aufgaben im Bereich der Modellierung 
betrieblicher Planungsprobleme, beim anwendungsgetriebenen Entwurf heuristischer Opti-
mierungsverfahren und bei der softwaretechnischen Umsetzung und Gestaltung entsprechen-
der Systeme. Dies erstreckt sich im Zusammenhang mit der klassischen dreistufigen Struktur 
von Anwendungssystemen generell auf die Datenverwaltung (vgl. z. B. die so genannte live-
Cache-Technologie in SAP APO sowie die Verwendung von Data Warehouses), die Verar-
beitung (vgl. z. B. aktuelle Ansätze zur Parallelisierung von Berechnungsaufgaben durch Grid 
Computing) sowie die Benutzerschnittstelle. Im Rahmen des Beitrags werden Aufgaben für 
die WI betrachtet, welche sich vornehmlich bei der taktisch-operativen Steuerung der betrieb-
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lichen Leistungserstellung im Zusammenhang mit wohlstrukturierten Optimierungsproblemen 
ergeben. (Hiervon abzugrenzen sind schlecht strukturierte Entscheidungs- und Führungsprob-
leme, bei denen eine vollständige Automatisierung der Aufgabenerfüllung nicht möglich er-
scheint und die Wissensversorgung des Management im Mittelpunkt steht; vgl. z. B. unter 
dem Begriff Business Intelligence subsumierte Methoden wie etwa Data Mining und Case-
Based Reasoning.) 
Es ist Ziel des vorliegenden Beitrags, einen Überblick über den gegenwärtigen Stand der For-
schung im Bereich heuristischer Optimierungsverfahren zu geben und entsprechende Heraus-
forderungen für die WI bei der Anwendung derartiger Verfahren in betrieblichen Anwen-
dungssystemen zu erörtern. Der Beitrag baut dabei auf früheren Arbeiten zu heuristischen 
Optimierungsverfahren auf, welche sich z. B. auf eine bestimmte Klasse von heuristischen 
Optimierungsverfahren fokussieren (vgl. z. B. [Niss97]), spezifische Eigenschaften von unter-
schiedlichen Verfahren untersuchen (vgl. z. B. [SiKu01]) oder Vergleiche zwischen unter-
schiedlichen Klassen von Verfahren für ein konkretes Planungsproblem durchführen (vgl. 
z. B. [ScMe00]). Im Vergleich zu anderen Beiträgen wird allerdings nicht nur der gegenwär-
tige Stand der Forschung aufgearbeitet, sondern ein Schwerpunkt auf die Herausarbeitung von 
Forschungsfragen und -aufgaben für die WI bei der Anwendung derartiger Verfahren gelegt. 
Wichtige Aufgaben hierbei sind die Auswahl geeigneter heuristischer Optimierungsverfahren 
für eine konkrete Planungsaufgabe, deren anwendungsbezogene Gestaltung sowie deren Im-
plementierung und Integration im Rahmen betrieblicher Anwendungssysteme. 
2 Heuristische Optimierungsverfahren 
Eine effektive Lenkung betrieblichen Geschehens setzt eine Planung voraus, die geeignete 
Maßnahmen zur (möglichst weitgehenden) Erreichung eines angestrebten Zustands (Ziels) 
ermittelt (vgl. z. B. [KlSc04]). Ausgehend von einem Ausgangszustand sind hierzu mögliche 
Handlungsalternativen zu identifizieren, wobei in Abhängigkeit von unterstellten Wirkungs-
zusammenhängen die Entscheidung für bestimmte Handlungsalternativen zu unterschiedli-
chen Zielerreichungsgraden hinsichtlich einer unterstellten Präferenzfunktion führt. (Bei 
komplexen und/oder stochastischen Wirkungszusammenhängen liegt unter Umständen keine 
analytische Berechnungsvorschrift zur Bestimmung von Zielerreichungsgraden vor, was den 
Einsatz von Simulationsrechnungen zur Bewertung von Handlungsalternativen notwendig 
machen kann.) Planung beinhaltet auf der Grundlage einer Problemabgrenzung damit die Be-
stimmung des Ausgangszustands (Daten), von Handlungsalternativen (Entscheidungsvari-
ablen), von Wirkungszusammenhängen sowie der Zielsetzung. Gegebenenfalls kommen hier-
bei Prognosen zum Einsatz und es sind verschiedene Formen des Umgangs mit Unsicherheit 
sowie konkurrierenden Zielen zu berücksichtigen. In der betrieblichen Praxis spielen kombi-
natorische Probleme eine große Rolle, bei denen diskrete Handlungsalternativen (wie etwa 
Auswahl-, Zuordnungs- und Reihenfolgeentscheidungen) im Mittelpunkt stehen. 
Ausgehend von einem entwickelten wohlstrukturierten Problemmodell sind Optimierungsver-
fahren erforderlich, welche die Auswahl aus der Menge der Handlungsalternativen (im Sinne 
von möglichen Lösungen/Plänen) automatisch vornehmen oder unterstützen. Als mögliche 
Methoden zur Auswahl optimaler Handlungsalternativen haben sich neben klassischen exak-
ten Optimierungsansätzen (z. B. lineare Programmierung, ganzzahlige lineare Programmie-
rung bzw. Branch&Bound-Verfahren) in den letzen Jahren auch zunehmend heuristische Op-
timierungsverfahren etabliert. Insbesondere für kombinatorische Optimierungsprobleme 
konnten derartige Verfahren mit Erfolg eingesetzt werden. Im Folgenden wird aufbauend auf 
einer groben Klassifizierung heuristischer Optimierungsverfahren deren prinzipielle Funkti-
onsweise beschrieben. 
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2.1 Heuristiken 
Heuristiken sind auf Erfahrung („Rules of Thumb“) beruhende Vorgehensweisen zur Suche 
nach guten, aber nicht notwendigerweise optimalen Lösungen (im Sinne der Auswahl von 
Handlungsalternativen) für bestimmte Planungsprobleme [Pear84]. Durch die Implementie-
rung von Heuristiken werden problembezogenes Erfahrungswissen und plausible Vorgehens-
weisen formalisiert und als Software verfügbar gemacht. Dabei wird in der Regel ein – gemäß 
der obigen Diskussion ohnehin zumeist illusorisches – Optimalitätskriterium zugunsten eines 
geringen Rechenaufwands und einer einfachen Implementierung aufgegeben. Bei der Gestal-
tung entsprechender Verfahren liegt das Hauptproblem in der Identifikation einfacher heuris-
tischer Vorgehensweisen, die möglichst gute Lösungen bezüglich vorgegebener Zielkriterien 
liefern. Heuristiken basieren häufig auf Greedy-Strategien. Im Rahmen solcher Verfahren 
werden Lösungen schrittweise konstruiert, wobei jeweils eine auf den Konstruktionsschritt 
bezogene Veränderung der Lösungsqualität bestmöglich gestaltet wird. (In diesem Zusam-
menhang wird auch die Bezeichnung „Single Pass Heuristic“ verwendet [FiRi88].) Konkrete 
Ausprägungen von Heuristiken sind problemspezifisch. Beispiele für Heuristiken sind Priori-
tätsregeln in der Produktionssteuerung [Fan94; Kurb99], welche für die Reihenfolgeplanung 
von Arbeitsgängen im Rahmen der Fertigungsauftragsplanung eingesetzt werden können. 
2.2 Metaheuristiken 
Metaheuristiken sind allgemeine, im Wesentlichen nicht problemspezifische und damit gene-
rische Prinzipien und Schemata zur Entwicklung und Steuerung heuristischer Verfahren. (Me-
taheuristiken werden im Englischen üblicherweise als „Metaheuristics“ oder „Modern Heu-
ristic Search Methods“ bezeichnet und sind nicht mit der im deutschen Sprachraum eingeführ-
ten „Metaplanung“ [Krei97] identisch. Es ist außerdem darauf hinzuweisen, dass bei Meta-
heuristiken als generischen Modellen die „Meta-“Vorsilbe im Sinne der WI nicht gerechtfer-
tigt erscheint [Stra99].) In der Literatur subsumiert man hierunter insbesondere Verfahren, die 
im Rahmen eines laufzeiteffizienten Suchprozesses auf die sukzessive Ermittlung verbesserter 
Lösungen durch eine iterative Anwendung bestimmter Suchoperatoren abzielen und hierbei 
auf dem Grundansatz der lokalen Suche und/oder auf dem evolutionä-
ren/rekombinationsbasierten Prinzip aufbauen. Während bei ersterem Ansatz die schrittweise 
Variation einer Lösung im Mittelpunkt steht, wird bei letzteren Verfahren die Generierung 
neuer Lösungskandidaten primär durch eine Kombination von Elementen von Lösungen be-
trieben. Für beide Vorgehensweisen gilt, dass die Grundzüge entsprechender Verfahren im 
Sinne einer generischen Schablone allgemein (d. h. unabhängig von einem bestimmten Prob-
lemtyp) beschrieben werden können (und dabei teilweise naturinspiriert sind), während die 
eigentliche Anwendung einer Metaheuristik eine Anpassung bzw. Vervollständigung hin-
sichtlich problemspezifischer Eigenschaften des Planungs-/Entscheidungsproblems erfordert. 
Metaheuristiken sind in diesem Rahmen für wohlstrukturierte Planungsprobleme fast univer-
sell anwendbar. Beispielhaft sei hier hingewiesen auf den Einsatz bei der Produktionsfeinpla-
nung [Kurb99; ScMe00], bei der Erstellung von Zeitplänen [RoHC03], in der Personal-
einsatzplanung [Haas99], in der Produktentwicklung [BaJa96] sowie in diversen anderen 
Anwendungsbereichen [Alan95]. 
Aus Praxissicht ist die Robustheit von Verfahren ein wichtiges Qualitätskriterium. Robuste 
Verfahren zeichnen sich dadurch aus, dass resultierende Lösungsqualitäten (sowie anfallende 
Rechenzeiten) nur unwesentlich von der problembezogenen Verfahrensgestaltung und ent-
sprechenden Adjustierungen der Verfahrensparameter abhängig sind. Grundlegende theoreti-
sche Erkenntnisse zur Leistungsfähigkeit von Metaheuristiken liegen nur sehr eingeschränkt 
vor (vgl. z. B. [Vose99; Wege03]). Dabei ist zu erwähnen, dass das so genannte „No Free 
Lunch (NFL)“-Theorem [WoMa97; Culb98] aus theoretischer Sicht eine generelle Überle-
genheit bestimmter Verfahren ausschließt. Steigerungen der Leistungsfähigkeit durch Anpas-
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sung an jeweilige Problemcharakteristika sind möglich, dies jedoch unter Inkaufnahme einer 
in der Regel schlechteren Performanz für andere Probleme (vgl. [ChOp01; DrJW02; IgTo05] 
und die dort angegebene Literatur). Im Rahmen der Komplexitätstheorie liegen umfangreiche 
Resultate zur Nicht-Approximierbarkeit von Problemen dergestalt vor, dass nicht nur die Be-
stimmung einer optimalen Lösung sondern auch die Ermittlung einer Lösung mit einem be-
stimmten Approximationsgrad gegebenenfalls nicht effizient möglich erscheint [ACG+99]. 
Ein entscheidender Erfolgsfaktor für die praktische Anwendung von Metaheuristiken ist die 
angemessene Gestaltung von intensivierenden und diversifizierenden Elementen im Suchpro-
zess. Unter Intensivierung („Exploitation“) versteht man eine Fokussierung des Suchprozes-
ses in einem bestimmten, als viel versprechend erachteten Bereich des Lösungsraums, wäh-
rend durch Diversifikation („Exploration“) eine Ausbreitung des Suchprozesses im Lösungs-
raum angestrebt wird (d.h., es werden in erheblichem Maße deutlich unterschiedliche Lösun-
gen betrachtet); gerade letzteres erfolgt teilweise zufallsgesteuert. Hinsichtlich des Einsatzes 
dieser beiden komplementären Konzepte kann man grob unterscheiden in eine explizite Ab-
folge von Intensivierung und Diversifikation oder die Verschränkung intensivierender und 
diversifizierender Elemente bei der Anwendung entsprechender Suchoperatoren. Im Folgen-
den wird eine kurze Einordnung von lokalen und evolutionären/rekombinationsbasierten 
Suchverfahren sowie den hierbei wirkenden intensivierenden und diversifizierenden Verfah-
renselementen gegeben. Hierbei wird weitgehend (abgesehen von selektiven Literaturanga-
ben) auf detaillierte Erläuterungen zum Ablauf und zur Funktionsweise der entsprechenden 
Verfahren verzichtet; ergänzend sei auf [BlRo03; GlKo03; PaRe02; Voss01] verwiesen. 
2.2.1 Lokale Suchverfahren 
Lokale Suchverfahren basieren auf dem Verfahrensprinzip der sukzessiven Verbesserung 
durch wiederholte kleine Modifikationen einer Lösung. Hierbei ist von einer Abbildung der 
Menge möglicher Handlungsalternativen durch einen Lösungsraum auszugehen. Ein lokales 
Suchverfahren betrachtet im Verfahrensablauf im Allgemeinen jeweils genau eine Lösung als 
die aktuelle Lösung. Die in einer Iteration durchzuführenden Modifikationen an der aktuellen 
Lösung werden durch die Definition einer Nachbarschaftsrelation zwischen Lösungen im Lö-
sungsraum bestimmt. In einem Suchschritt wird durch eine geringe Veränderung eine ähnli-
che Lösung aus der jeweiligen Nachbarschaft im Lösungsraum als die neue aktuelle Lösung 
bestimmt. Lokale Suchverfahren unterscheiden sich auf der Grundlage eines Lösungsraums 
und einer Nachbarschaftsrelation im Wesentlichen in der Art der Auswahl neuer Lösungen. 
Ein hohes Ausmaß an Intensivierung im Suchprozess ergibt sich dann, wenn in jeder Iteration 
eine Lösung aus der jeweiligen Nachbarschaft mit bestmöglichem Zielfunktionswert ausge-
wählt wird (Greedy-Strategie). Sofern in der aktuellen Nachbarschaft keine Lösung mit besse-
rem Zielfunktionswert vorliegt, stellt die aktuelle Lösung ein lokales Optimum dar, das aber 
nur in Ausnahmefällen auch das globale Optimum darstellt. In lokalen Suchverfahren kom-
men daher unterschiedliche Mechanismen zur Überwindung lokaler Optima im Sinne einer 
Diversifikation zum Einsatz. Typische Strategien hierfür sind der Neustart der Suche von un-
terschiedlichen Startlösungen (Multi Start Descent, Iterated Local Search [LoMS03]), die be-
dingte Akzeptanz auch verschlechternder Nachbarlösungen (Simulated Annealing [vLAa87], 
Threshold Accepting [DuSc90], Stochastic Local Search [HoSt04]), das Speichern und Aus-
werten von Informationen zum Suchpfad (Tabu Search / Adaptive Memory Programming 
[GlLa97; TGGP01]), die Verwendung unterschiedlicher Nachbarschaftsrelationen (Variable 
Neighborhood Search [HaMl01], Rollout Algorithm [BeTW97], Pilot Method [DuVo99]) 
sowie die zielgerichtete Variation der Zielfunktion (Guided Local Search [BaVa98]). 
 5
2.2.2 Evolutionäre/rekombinationsbasierte Suchverfahren  
Die Grundlagen von evolutionären/rekombinationsbasierten Optimierungsverfahren wurden 
Mitte der 1960er Jahre gelegt [Holl75; Rech73; Schw65; FoOW66; Glov63]. Darauf basie-
rend entwickelten sich als bedeutende Vertreter dieser Klasse von Suchverfahren Genetische 
Algorithmen, Evolutionsstrategien, Genetische Programmierung und Scatter Search / Path 
Relinking. Deren gemeinsame Grundlagen liegen in der Kodierung möglicher Lösungen als 
Zeichenketten und der primären Anwendung von Rekombinationsoperatoren auf eine Menge 
(Population) von möglichen Lösungen (Individuen). Derartige Verfahren imitieren damit die 
Prinzipien der natürlichen Evolution, bei der die Eigenschaften eines Individuums durch 
Chromosome kodiert werden, mit Hilfe von Rekombinationsoperatoren neue Individuen er-
zeugt werden und das Überleben bzw. Fortpflanzen von Individuen durch Selektionsprozesse 
in Abhängigkeit von deren „Fitness“ gesteuert wird. 
Auf eine Population von Lösungen werden Rekombinationsoperatoren so angewendet, dass 
aus jeweils zwei oder mehr Lösungen durch eine Kombination von Eigenschaften der ausge-
wählten Lösungen neue Lösungen erzeugt werden. Hiermit wird im Wesentlichen eine Diver-
sifikation im Lösungsraum eröffnet. Neu erzeugte Lösungen werden bezüglich der vorgege-
benen Zielfunktion bewertet und mit Hilfe von Selektionsoperatoren Lösungen mit einer ho-
hen Lösungsgüte bevorzugt übernommen. Dieser Prozess wird etwa solange wiederholt, bis 
sich die in der Population befindlichen Individuen oder die entsprechende Lösungsgüte auf 
hochwertigem Niveau angleichen. Eine weitere Fortsetzung des Suchprozesses hätte dann 
eher einen intensivierenden Charakter. Gegebenenfalls werden einzelne Lösungen der Popula-
tion auch zielgerichtet oder zufällig Modifikationen (Mutationen) unterzogen, was entspre-
chend einen intensivierenden bzw. diversifizierenden Effekt auf den Suchverlauf haben kann. 
Bezüglich des Konvergenzverhaltens konnte gezeigt werden, dass bei geeigneter Parametri-
sierung evolutionäre/rekombinationsbasierte Verfahren gegen das Optimum konvergieren 
[DaPr91; Rudo97]. Für weiterführende Informationen zur Funktionsweise sei auf die Arbeiten 
von [Gold89; Niss97] (Genetische Algorithmen), [Schw95] (Evolutionsstrategien), [LaPo02] 
(Genetische Programmierung) und [LaMa03] (Scatter Search) verwiesen. 
2.3 Hybride und sonstige Suchverfahren 
In der Literatur ist eine Vielzahl von Mischformen dokumentiert, bei denen unterschiedliche 
Elemente der beiden Verfahrensklassen (lokal sowie evolutionär/rekombinationsbasiert) zu 
leistungsfähigen hybriden Verfahren kombiniert werden, worauf an dieser Stelle nicht näher 
eingegangen wird. Darüber hinaus wurden in den letzten Jahren eine Reihe weiterer Verfah-
ren entwickelt, welche auf einer Koordination paralleler Suchprozesse basieren. Hierzu zählen 
Ameisensysteme sowie im Allgemeinen Multiagentensysteme. 
Im Rahmen von Ameisensystemen („Ant Colony Optimization“ [DoSt04]) konstruieren ein-
zelne Ameisen (Suchprozesse) schrittweise vollständige Lösungen für das zu lösende Pla-
nungsproblem und markieren dabei qualitativ hochwertige Lösungen oder Elemente entspre-
chender Lösungen (in Analogie zu Pheromonspuren in der Natur). Diese Informationen wer-
den im weiteren Verlauf der Suche von anderen Ameisen verwendet, um neue Lösungen unter 
Bevorzugung markierter Lösungen bzw. entsprechender Lösungselemente zu erzeugen. In-
zwischen sind erfolgreiche Anwendungen von Ameisensystemen für diverse Planungsprob-
leme dokumentiert, wobei der Erfolg entsprechender Verfahren allerdings teilweise auf die 
integrierte Verwendung von Elementen lokaler Suchverfahren zurückzuführen ist (vgl. z. B. 
[DoDG99; MeMi03]). In diesem Zusammenhang ist eine starke Modifikation der Ursprungs-
metapher dahingehend zu beobachten, dass die wesentlichen Verfahrenselemente effektiver 
Ameisensysteme kaum noch etwas mit dem Verhalten natürlicher Ameisen zu tun haben. 
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Komplexe Planungsprobleme, die eine Koordination (partiell) autonomer (Teil-)Systeme um-
fassen, sind zentralistischen Planungsansätzen oft nicht zugänglich. Dies gilt insbesondere 
dann, wenn relevante Informationen nur dezentral vorliegen und konfliktäre Interessen zu 
berücksichtigen sind. In solchen Fällen ist gegebenenfalls eine verteilte/dezentrale Form der 
Problemlösung angebracht. Im Rahmen entsprechender Multiagentensysteme [Wool02] han-
deln (Software-)Agenten im Wesentlichen eigenständig, kooperieren dabei aber mit anderen 
Agenten des Systems, um eine Koordination in Systemen zu erreichen oder gemeinsam eine 
Aufgabe zu lösen. Je nachdem, ob die vorliegende Problemstellung an sich einer hierarchi-
schen Planung zugänglich wäre oder eine Koordination zwischen autonomen Entscheidungs-
trägern mit unterschiedlichen Präferenzen und Informationsasymmetrie erforderlich ist, liegen 
Multiagentensysteme in unterschiedlichen Ausprägungen vor. Auf der einen Seite steht die 
Parallelisierung des Suchprozesses durch eine kooperative Interaktion verteilter Suchprozesse 
im Mittelpunkt; hier können auch Ameisensysteme eingeordnet werden. Auf der anderen Sei-
te können Agenten tatsächlich Repräsentanten autonomer Entscheidungsträger darstellen. Bei 
solchen Interaktionen kann nicht per se kooperatives Verhalten unterstellt werden, sondern es 
sind zweckmäßige verifizierbare Ablaufregeln hinsichtlich angestrebter Koordinationsziele zu 
gestalten; dies führt zu verhandlungsbasierten Ausprägungen verteilter heuristischer Suchpro-
zesse (vgl. z. B. [KFSB03; Fink04]). 
3 Anwendung heuristischer Optimierungsverfahren 
Vor der Betrachtung der erforderlichen Schritte bei der Anwendung heuristischer Optimie-
rungsverfahren in betrieblichen Anwendungssystemen wird im Folgenden kurz auf die unter-
schiedliche Schwerpunktsetzung der WI versus dem Operations Research (OR) beim Umgang 
mit derartigen Optimierungsverfahren eingegangen. Im OR sind vereinfachend zwei Richtun-
gen zu unterscheiden. Auf der einen Seite beschäftigt sich die theoretische Richtung, welche 
man im Wesentlichen auch unter der Angewandten Mathematik bzw. der Mathematischen 
Optimierung subsumieren kann, mit der „Ausarbeitung von insbesondere mathematischen 
Theorien zu einzelnen Fragestellungen“ (so [Gal91, S. 12] in Anlehnung an [MüMe79]). Im 
Gegensatz hierzu kann die angewandte Richtung dadurch charakterisiert werden, dass diese 
„hauptsächlich Verfahren für konkret vorliegende praxisrelevante Modelle entwickelt, Model-
le für verschiedene aus der Praxis kommende Problemstellungen erarbeitet, Programme und 
Programmpakete entwickelt usw.“ [Gal91, S. 12]. Das heißt, es geht um die „modellgestützte 
Vorbereitung von Entscheidungen zur Gestaltung und Steuerung soziotechnischer Systeme“ 
[MüMe91, S. 20]. In einem weiten Verständnis heißt dies: „Operational Research (OR) 
involves the application of scientific methods to the management of complex systems of 
people, machinery, materials, monetary resources and information. It seeks to produce an 
understanding of managerial problems and to develop models, which will enable the 
consequences of decisions to be investigated.“ [EURO99]. Im Gegensatz zu dieser eigentlich 
ausgeprägt anwendungsbezogenen Zielsetzung ist allerdings im Wissenschaftsbetrieb des OR 
eine Tendenz zur theoretischen Richtung zu beobachten [Abot88; CoWa93], wobei die ma-
thematische Betrachtung von Optimierungsverfahren im Mittelpunkt steht. 
Wie in der Einführung beschrieben betrachtet die WI Informationsverarbeitungsaufgaben in 
soziotechnischen Systemen in Wirtschaft und Verwaltung. Hierbei geht es insbesondere auch 
um Lenkungsaufgaben und deren informationstechnisch (teil-)automatisierte Erfüllung. Dem-
entsprechend stellt auch die Anwendung heuristischer Optimierungsverfahren in betrieblichen 
Anwendungssystemen einen Betrachtungsgegenstand der WI dar. Ohne hier das Verhältnis 
zwischen WI und OR und die teilweise kontroverse Diskussion in der Literatur aufarbeiten zu 
wollen (vgl. z. B. [MüMe92; Sinz91; Simo97]), kann die WI als Brücke [MüMe02] oder 
„Transmissionsriemen“ zwischen der problemgebenden Disziplin Betriebswirtschaftslehre 
und den primär methodenbezogenen Disziplinen OR und Informatik verstanden werden. Da-
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bei sind zwar Fragen der Entwicklung und Analyse von Optimierungsverfahren primär als 
eine Aufgabe des OR zu betrachten; da jedoch bei der Gestaltung von Anwendungssystemen 
mit Lenkungscharakter die Anwendung heuristischer Optimierungsverfahren als methodische 
Instrumente in der Regel nicht im Sinne einer schlichten Werkzeugnutzung (in der Form einer 
Black Box, s. u.) erfolgen kann, sind Fragestellungen zur Anwendung heuristischer Optimie-
rungsverfahren für die WI von zentraler Relevanz. 
3.1 Auswahl geeigneter Verfahren 
Im zweiten Abschnitt wurde beschrieben, dass heuristische Optimierungsverfahren sehr flexi-
bel einsetzbar sind und bei der Anwendung derartiger Verfahren nur geringe grundsätzliche 
Anforderungen an die Struktur der zu lösenden Planungsprobleme zu berücksichtigen sind. Es 
ist lediglich notwendig, dass Lösungen des Planungsproblems (z. B. Maschinenbelegungsplä-
ne) so kodiert werden, dass geeignete Suchoperatoren (etwa eine lokale Veränderung oder 
eine Rekombination) auf das Problem angewandt werden können. Außerdem müssen Lösun-
gen bezüglich ihrer Güte mithilfe einer Zielfunktion bewertet werden können. Auf dieser 
Grundlage können heuristische Optimierungsverfahren für viele Probleme eingesetzt werden, 
welche klassischen Verfahren des OR wie z. B. der linearen Programmierung nur einge-
schränkt zugänglich sind (z. B. nicht-lineare, nicht-stetige und NP-schwere Probleme). Bei 
der Gestaltung von Anwendungssystemen mit Optimierungskomponenten ist es damit bei 
Verwendung heuristischer Optimierungsverfahren möglich, das zu lösende Planungsproblem 
relativ realitätsnah abzubilden. Der Einsatz derartiger Verfahren entspricht damit dem von 
Mertens [Mert98, S. 173] formulierten Kriterium der „Brauchbarkeit in der Wirklichkeit“: 
„Im Verhältnis zur (Kern-) Informatik fällt der WI (ähnlich wie in der Relation zum OR) auch 
die Aufgabe zu, die oft zu einfachen und für die Praxis nicht repräsentativen Beispiele (´Toy 
Examples`), an denen die Informatiker die Methoden […] zu erläutern pflegen, auf Brauch-
barkeit in der Wirklichkeit zu prüfen.“ Mertens fordert weiter, dass „gegebenenfalls […] ex-
akte, aber letztlich nicht mit vernünftigem Implementierungsaufwand und erträglichen Ant-
wortzeiten realisierbare Verfahren durch pragmatische Heuristiken ersetzt werden“. 
Die Vielfalt und quasi universelle Anwendbarkeit heuristischer Optimierungsverfahren bringt 
ein Auswahlproblem mit sich. Für die Auswahlentscheidung kann oft nur sehr eingeschränkt 
auf in der Literatur publizierte Ergebnisse zurückgegriffen werden, da im Rahmen entspre-
chender Beiträge insbesondere untersucht wird, inwieweit ein bestimmtes Verfahren geeignet 
erscheint, ein vorgegebenes Problem zu lösen. Ausführliche und umfassende Vergleiche un-
terschiedlicher Verfahren (etwa hinsichtlich der erzielbaren Lösungsqualitäten und resultie-
render Rechenzeiten) liegen nur für eine geringe Menge von „Standardproblemen“ vor (z. B. 
für das klassische Traveling Salesman Problem [JoMG02] oder bestimmte Maschinenbele-
gungsprobleme [Teic98]) und fokussieren sich in der Regel auf wenige ausgewählte Verfah-
ren und Standardparameter. Aussagekräfte Vergleichsstudien hinsichtlich der Leistungsfähig-
keit unterschiedlicher Verfahren in Abhängigkeit von Merkmalen realistischer Planungsprob-
leme existieren nur in geringem Maße. Dies kann teilweise dadurch erklärt werden, dass die 
Verfahren in unterschiedlichen Forschungs-Communitys (weiter-)entwickelt wurden und 
werden, und Untersuchungen häufig implizit darauf abzielen, die Eignung (oder Überlegen-
heit) eines jeweils bevorzugt betrachteten Verfahrens für bestimmte Problemstellungen zu 
belegen. Dies kann beispielhaft an [KKS+04] erläutert werden; dort wird gezeigt, dass Gene-
tische Programmierung (GP) in der Lage ist, für fünfzehn verschiedene Problemstellungen 
Lösungen zu finden, welche „human-competitive“ sind (d. h., die durch GP gefundenen Lö-
sungen sind vergleichbar mit durch menschliche Experten entwickelten Lösungen). Die mit 
Hilfe von GP gefundenen Lösungen sind bemerkenswert, lassen jedoch keinerlei Aussagen 
darüber zu, ob andere Verfahren u. U. bessere Ergebnisse als die im Rahmen der Studien ein-
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gesetzten Ansätze liefern, und ob die eingesetzten Verfahren damit tatsächlich für die betrach-
teten Probleme vorzugsweise anzuwenden sind. 
Theoretisch fundierte Hilfestellungen für die Auswahl geeigneter heuristischer Optimierungs-
verfahren können in einem gewissen Maße aus den Grundprinzipien der jeweiligen Verfahren 
gewonnen werden. So wird z. B. in [ChOp01] gezeigt, dass lokale Suchverfahren dann relativ 
gute Ergebnisse liefern, wenn ähnliche Lösungen eine ähnliche Lösungsgüte aufweisen. Lö-
sungen sind in diesem Zusammenhang ähnlich zueinander, wenn hinsichtlich einer verwende-
ten Nachbarschaftsrelation nur wenige Suchschritte zwischen entsprechenden Lösungen lie-
gen. Rekombinationsbasierte/evolutionäre Verfahren sind im Allgemeinen dann leistungsfä-
hig, wenn das zu lösende Planungsproblem in einzelne „Building Blocks“ zerlegt werden 
kann [Gold02, Abschnitt 5]. Gute Ergebnisse werden dadurch erklärt, dass entsprechende 
Probleme zerlegbar sind. Bei der Lösung werden hochwertige Teillösungen für einzelne Teil-
probleme ermittelt und anschließend die Gesamtlösung aus Teillösungen zusammengesetzt. 
Im Rahmen von Scatter Search [LaMa03] wird dieser Lösungsansatz explizit verwendet; als 
hochwertige erachtete Teillösungen werden dort als „Consistent Chains“ bezeichnet. Die di-
rekte praktische Anwendung solcher theoretischen Erkenntnisse ist allerdings oft schwierig, 
da für eine umfassende Untersuchung, inwieweit ähnliche Lösungen ähnliche Eigenschaften 
haben oder ob ein Problem zerlegbar ist, im Prinzip alle möglichen Lösungen (Handlungsal-
ternativen) betrachtet werden müssten und damit der Einsatz von Optimierungsverfahren ad 
absurdum geführt würde. 
In der Praxis haben Anwender bei der Auswahl geeigneter heuristischer Optimierungsverfah-
ren für ein konkretes Planungsprobleme also entweder die Möglichkeit, auf erfolgreiche An-
wendungen von Verfahren aus der Literatur zurückzugreifen, oder sie können erfahrungsba-
siert abschätzen, ob ein gegebenes Problem die für den erfolgreichen Einsatz bestimmter heu-
ristischer Optimierungsverfahren notwendigen Merkmale aufweist. Da generelle Aussagen 
zur Leistungsfähigkeit heuristischer Optimierungsverfahren für unterschiedliche Typen von 
Planungsproblemen bisher nur rudimentär existieren, ist der Anwender damit häufig auf per-
sönliche Erfahrungen und Geschick angewiesen. Dementsprechend ist hier ein erheblicher 
Forschungsbedarf zu den Zusammenhängen zwischen Problemmerkmalen, Lösungsverfahren 
und erzielten Lösungsqualitäten und hierauf basierenden systematischen Auswahlkriterien zu 
konstatieren. 
3.2 Verfahrensgestaltung 
Wie in Abschnitt 2.2 erläutert wurde, definieren Metaheuristiken generische Prinzipien und 
Schemata zur Steuerung heuristischer Verfahren, welche problemspezifisch angepasst werden 
müssen. In dieser Notwendigkeit liegt ein wesentlicher Unterschied zwischen der Anwendung 
heuristischer Optimierungsverfahren und den meisten klassischen Verfahren des OR. So kön-
nen z. B. für lineare Planungsprobleme (LP: Linear Programming) oder in Grenzen auch für 
ganzzahlige Optimierungsprobleme (MIP: Mixed Integer Programming) beschränkter Größe, 
generische LP- bzw. MIP-Solver als Standardsoftware(-komponenten) verwendet werden 
(vgl. z. B. die Produkte von ILOG und etwa auch entsprechende „Solver“ als Bestandteil von 
Tabellenkalkulationssystemen). Das OR stellt hier also Optimierungsverfahren zur Verfü-
gung, die im Sinne einer Black Box in der Form einer schlichten Werkzeugnutzung eine ent-
sprechende Aufgabenerfüllung ermöglichen. Dies setzt jedoch gegebenenfalls eine starke 
Vereinfachung von Planungsproblemen und entsprechende Abstriche hinsichtlich Realitäts-
nähe voraus (vgl. z. B. die in SAP APO integrierten Verfahren zur betriebsstättenübergreifen-
den Grobplanung von Produktionsmengen im Rahmen des Supply Network Planning oder für 
die operative Fertigungsfeinplanung und Tourenplanung, die jeweils das Vorliegen bestimm-
ter Merkmale des Planungsproblems voraussetzen [Zeie02]). Eine Vielzahl realer Planungs-
probleme kann hingegen nicht in dem Maße sinnvoll vereinfacht und angepasst werden, dass 
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Standardverfahren verwendet werden könnten. Für die Bewerkstelligung einer effektiven Lö-
sung entsprechender individueller Problemstellungen ist dann eine problemspezifische Ver-
fahrensgestaltung erforderlich (vgl. z. B. [DrWi00; PuGo02]). Das heißt, der Einsatz von 
„Standardverfahren“ ist dann nicht angebracht, wenn dies eine zu weitgehende Vereinfachung 
der realen Planungsaufgabe erfordert und damit eventuell zur Lösung des „falschen“ Prob-
lems führt (vgl. [Acko73, S. 670f.]: „[…] accounts are given about how messes were 
murdered by reducing them to problems, how problems were murdered by reducing them to 
models, and how models were murdered by excessive exposure to the elements of 
mathematics.“). 
Nach der grundsätzlichen Auswahl eines geeigneten heuristischen Optimierungsverfahrens ist 
dieses in einem zweiten Schritt also problemspezifisch zu gestalten. Die wichtigsten Design-
entscheidungen sind hierbei die Definition eines geeigneten Suchraums (im Sinne der Kodie-
rung von Handlungsalternativen des Planungsproblems), die Festlegung von dazu passenden 
Suchoperatoren und/oder Nachbarschaftsrelationen, die Bestimmung von geeigneten Startlö-
sungen für die heuristische Suche und die Ermittlung einer geeigneten Zielfunktion, welche 
den unterschiedlichen Handlungsalternativen (Lösungen) eine Lösungsgüte zuweist. Darüber 
hinaus müssen gegebenenfalls verfahrensspezifische Parameterwerte festgelegt werden. 
Bei der Gestaltung von heuristischen Optimierungsverfahren ist es wichtig, dass charakteristi-
sche Eigenschaften des zu lösenden Planungsproblems berücksichtigt werden und dadurch die 
durch das resultierende heuristische Optimierungsverfahren erreichbare Lösungsqualität er-
höht wird. Die Verwendung von problembezogenem Erfahrungswissen spielt z. B. bei der 
Gestaltung prioritätsregelbasierter Heuristiken (vgl. Abschnitt 2.1) im Rahmen „problemge-
bender“ Fachdisziplinen (etwa im Bereich Produktion und Logistik) eine große Rolle. Bei der 
Anwendung von Metaheuristiken ist die problemspezifische Gestaltung der Verfahren und die 
Berücksichtigung von problemspezifischem Vorwissen für das konkrete Design der Verfah-
ren von Bedeutung [ChOp01; DrWi00]. Mittlerweile wird der Anwender durch einige anwen-
dungsorientierte Arbeiten unterstützt, welche einen Zusammenhang zwischen der Verfahrens-
gestaltung und der erzielbaren Lösungsqualität herstellen. So wurde etwa untersucht, wie die 
Lösungsqualität von rekombinationsbasierten/evolutionären Verfahren von der verwendeten 
Problemkodierung [WiRa97; Roth02] oder von den eingesetzten Suchoperatoren [Reev99; 
RoVW02] abhängt. Ähnlich wie für die Auswahl geeigneter Verfahren beschränken sich je-
doch die meisten Arbeiten auf einzelne Verfahren; praktisch verwendbare Aussagen zur prob-
lemspezifischen Gestaltung von unterschiedlichen heuristischen Optimierungsverfahren lie-
gen nur sehr eingeschränkt vor. 
3.3 Implementierung 
Letztlich besteht in der Praxis die Aufgabe, ein ausgewähltes und konzeptionell gestaltetes 
Verfahren als Bestandteil eines Anwendungssystems, also als Software, verfügbar zu machen. 
Bei einfachen Heuristiken gibt es aufgrund der weitgehenden Problemabhängigkeit nur sehr 
eingeschränkte Optionen für Software-Wiederverwendung, allerdings ist der Aufwand für die 
Implementierung des eigentlichen Verfahrens in der Regel relativ geringfügig. 
Die Generizität von Metaheuristiken bedeutet, dass bei einer problemspezifischen Anwen-
dung entsprechender Verfahren für neuartige Problemstellungen ein gewisser Implementie-
rungsaufwand in der Regel unvermeidbar ist. Hierbei ist der Einsatz von Anwendungs-Frame-
works möglich, die allgemeingültige Verfahrensbestandteile zur Verfügung stellen und ledig-
lich eine Implementierungsergänzung gemäß problemspezifischer Variationspunkte („Hot 
Spots“) im Rahmen einer definierten Architektur notwendig machen. Die entsprechenden Po-
tenziale und Grenzen einer softwaretechnischen Unterstützung für die praktische Anwendung 
von Metaheuristiken zur Lösung betrieblicher Planungsprobleme werden in [FiVo03] erörtert. 
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Durch Verwendung eines Anwendungs-Frameworks kann auch den in den vorausgehenden 
Abschnitten diskutierten Problemen bei der Auswahl und der Gestaltung von Verfahren teil-
weise dadurch begegnet werden, dass mit relativ geringem Aufwand diverse Verfahren und 
unterschiedliche Gestaltungsalternativen umgesetzt und hinsichtlich ihrer Eignung für den 
eigentlichen Produktiveinsatz beurteilt werden können (vgl. auch [SiKu01]). 
4 Fazit 
Generell besteht „eine der wesentlichen Aufgaben der WI in der Wissenschaft in der Unter-
stützung des Modellgebrauchs sowie in der anwendungs- und problembezogenen Kombinati-
on existierender Modelle“ [Lehn95, S. 163]. Man denke etwa an das Strukturierte Entity-
Relationship-Modell [Sinz88] oder Ereignisgesteuerte Prozessketten [KeNS92] als methodi-
sche Adaptionen und Erweiterungen von generischen Modellierungsansätzen bei der Daten- 
bzw. Prozessmodellierung zur Bewältigung von Komplexität in der Domäne Wirtschaft und 
Verwaltung. Bezogen auf die Anwendung von Metaheuristiken als generischen Modellen im 
Rahmen der automatisierten Erfüllung von Planungsaufgaben geht es darum, den Brücken-
schlag zwischen Optimierungsverfahren, abstrakten Optimierungsmodellen und realen Pla-
nungsproblemen durch geeignete „Pfeiler“ zu unterstützen. Ein solcher Brückenschlag stellt 
ein erhebliches Problem dar, da wie oben beschrieben eine direkte Verwendung heuristischer 
Optimierungsverfahren in der Form einer schlichten Werkzeugnutzung nicht möglich ist. Für 
die WI ergeben sich im Zusammenhang mit der Anwendung von heuristischen Optimierungs-
verfahren damit die folgenden Forschungsfragen: 
• Auswahl: Ausgehend von einer unterschiedlichen Leistungsfähigkeit heuristischer Op-
timierungsverfahren für unterschiedliche Planungsprobleme ist zu untersuchen, wel-
che Verfahren im Zusammenhang mit gewissen Problemcharakteristika effektiv ein-
gesetzt werden können. Nur dann können Handlungsempfehlungen darüber getroffen 
werden, welche „pragmatischen Heuristiken“ für welche Klassen von Planungsprob-
lemen vorzugsweise geeignet sind. 
• Gestaltung: Heuristische Optimierungsverfahren liegen in der Regel nur in Form gene-
rischer Prinzipien vor und müssen problemspezifisch angepasst werden. Es ist heraus-
zuarbeiten, welche „Stellgrößen“ für die einzelnen Verfahren existieren und wie diese 
entsprechend der Eigenschaften der zu lösenden Planungsaufgabe einzustellen sind. 
• Implementierung: Es ist für die WI von Interesse, wie die Implementierung heuristi-
scher Optimierungsverfahren durch geeignete Frameworks unterstützt werden kann, 
wie derartige Verfahren durch wiederverwendbare Komponenten gekapselt werden 
können und wie derartige Komponenten sinnvoll in ERP-Systemen integriert werden 
können. Weiterhin müssen Fragen zu geeigneten Benutzerschnittstellen adressiert 
werden (z. B. in welchem Ausmaß sollen betriebliche Anwender Zugriff auf verfah-
rensspezifische Parameter haben) und Diffusions- und Adaptionsaspekte bei der Ver-
wendung von heuristischen Optimierungsverfahren im Rahmen der betrieblichen Pla-
nung untersucht werden.  
Die ausführliche Diskussion in Abschnitt 3 hat gezeigt, dass in diesen Bereichen noch erheb-
licher Forschungsbedarf besteht. Für die WI sind hierbei zunächst Fragestellungen zu Abhän-
gigkeiten zwischen Verfahrensauswahl, Verfahrensgestaltung und Lösungsqualität im Zu-
sammenhang mit Merkmalen realer Planungsprobleme zu untersuchen. Auf dieser Grundlage 
sind systematische Handlungsempfehlungen (einschließlich Vorgehensmodellen und Best 
Practices) und softwaretechnische Unterstützung für den problemgetriebenen Einsatz heuristi-
scher Optimierungsverfahren zu entwickeln, um hiermit mittelfristig zu einem entsprechenden 
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Technologietransfer in praktische Anwendungssysteme mit Planungscharakter beizutragen 
(„No systems, no impact“ [Niev94]). 
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