Autonomous planetary rovers operating in vast unknown environments must operate eflciently because of size, power and computing limitations. Recently, we have developed a rover capable of eficient obstacle avoidance and path planning. The rover uses binocular stereo vision to sense potentially cluttered outdoor environments. Navigation is performed by a combination of several modules that each "vote" for the next best action for the robot to execute. The key distinction of our system is that it produces globally intelligent behavior with a small computational resource-all processing and decision making is done on a single processor. These algorithms have been tested on our prototype rover, Bullwinkle, outdoors and have recently driven the rover 100 m at speea!.v of 15 cm/ sec. In this paper we report on the extensions on the systems that we have previous[y developed that were necessary to achieve autonomous navigation in this domain.
Introduction
Unstructured outdoor environments, such as the surface of planets, pose special challenges for autonomous robots. Not only must the robot navigating in such environments avoid colliding with obstacles such as rocks, it must also avoid falling into a pit or ravine and avoid travel on terrain that would cause it to tip over.Vast areas often have open spaces where a robot might travel freely and are sparsely populated with obstacles. However, the range of obstacles that can interfere with the robot's passage is large-the robot must still avoid rocks as well as go around hills. Large areas are unlikely to be mapped at high resolution a priori and hence the robot must explore as it goes, incorporating newly discovered information into its database. Hence, the solution must be incremental by necessity.
Another challenge is dealing with a large amount of information and complex vehicle dynamics. Taken as a single problem, so much information must be processed to determine the next action that it is not possible for the robot to perform at any reasonable rate. We deal with this issue by using a layered approach to navigation. That is, we decompose navigation into two levels-local and global. The job of local planning is to react to sensory data as quickly as possible avoiding hazards of various kinds. A more deliberative, global process, operating at a coarser resolution of information determines how to steer the vehicle such that it can get to the goal, sometimes deciding to temporarily move away from the goal to reach the final destination. Both local and global schemes evaluate traversability. The local planner evaluates how certain it is of the shape and the "goodness" (suitability for travel) of the terrain just ahead of the vehicle, while the global planner evaluates the cost of traversal to the goal based on a combination of metrics.
This approach has been used successfully in the past in several systems at Carnegie Mellon. This paper reports on recent work that uses the a similar philosophy to autonomously navigate a planetary rover. Operation is such environments poses two additional challenges. First, since the surface might be very cluttered, it is important for the system to discriminate among obstacles that should be avoided if there is a choice versus those obstacles that must be avoided at all costs. A conservative planner that regards all detectable objects as obstacles will not exploit the ability of the rover to drive over some obstacles. Second, planetary rovers carry very limited computing and thus it is important that sensor processing and decision making are as efficient as possible. We have developed a system based on a small outdoor robot that navigates in cluttered as well as open environments at ground speeds surpassing the targets set for upcoming rover missions. The rover uses a modest (relative to the state of the art) single processor for all sensing and decision making. Here we discuss the overall system architecture and report on results from simulation as well as from experiments with our rover, Bullwinkle. Currently, we are in the process of porting our software system to run on the next generation Mars Rover, being developed at JPL (Fig. 1) .
Related Work
Nearly all the research in local obstacle avoidance for indoor robots, and much of the work in outdoor vehicles, has used the assumption that the world is composed of obstacles and free space [1] , [4] ,[ 101. As described above, this assumption has serious consequences for navigation in rugged terrain, where sometimes the best (or only) choice is to surmount low obstacles, or to travel a short distance through somewhat rough terrain, rather than tak- ing a long detour.
Recently, however, some researchers have investigated use of continuous measures of traversability in order to enable vehicles to make such decisions. The Ranger algorithm [5] , on which our original navigation system was based [ 141, performed a simulation of the vehicle through the terrain, and analyzed the roll, pitch and high-centering of the vehicle as it moved along predetermined arcs. We have moved to a more statistical analysis of traversability, in part to deal better with sensor noise and in part to facilitate the merging of data over time-by merging traversability maps rather than terrain maps we reduce the effects of dead-reckoning error.
The work of Seraji uses linguistic terms (e.g., "passable", "highly-impassable") to represent traversability measures [ 131. Fuzzy logic, in the form of expert-system-like rules, are used to decide how to move and turn to avoid obstacles. Several methods for producing the traversability measures from actual data are suggested, but it is not clear how the system (which was tested in simulation) actually calculated these terms. Gennery has proposed a method of traversability analysis for a planetary rover very similar to ours [6] . His method, like ours, fits planes to small terrain patches and uses the plane parameters and plane-fit residual to estimate slope and roughness, respectively. The major difference is that Gennery's algorithm is iterative, and thus more computationally complex than ours, and our algorithm computes residual at two levels, and can thus differentiate roughness at different scales. Also, Gennery's system does path planning at one level of granularity, while our navigation system divides the work into a local and global planners. Global navigation is the task of moving the rover fiom some start location to a goal location. For the application considered, the environment is presumed to be unknown or partially-known. Given the limitation on prior information, the rover cannot pre-plan a path that is optimal and guaranteed to reach the goal. Instead, the rover acquires sensor information about the environment as it navigates and modifies its plan accordingly. One approach is to combine directed navigation with undirected exploration to learn a good route to the goal [7] , [ 12] , [20] . This approach is most appropriate for environments that are traversed multiple times, since the rover discovers better routes over time through trial and error. A second approach is to attempt to drive directly to the goal, circumnavigating obstacles along the way [8] , [9] .This approach requires little state information and is easy to implement. However, the approach does not make use of prior information, and it assumes a binary world (i.e., obstacles and free space). A third approach is to plan an initial path using all known information, making assumptions about p m s of the environment that are unknown. As the rover acquires new information about the environment, the assumptions are updated with correct information, and the path is replanned. Generally, this approach works quite well for rover navigation, since 1) it is able to make use of continuous cost information and prior map data; 2) it works well in environments that are traversed a single time; and 3) replanning is needed only when the initial assumptions are proved invalid. This approach was adopted for the global navigation of our rover.
System Architecture
Our navigation system architecture is depicted in Fig. 2 . The ovals are hardware, and the rectangles are modules. Each module runs as a separate process (on a separate machine if necessary), and the links shown between modules represent network messages. We use the RTC messaging system, developed at CMU, for inter-process communication. We can also run the system in simulation mode, where the only system change is that the inputs and outputs to the ovals in Fig. 2 are replaced by RTC messages to/from a graphical simulator (Section 8).
The arbiter module is responsible for combining recommendations from the local and global planners and choosing the best control action based on those 
Traversability Analysis
The Stereomap module computes a traversability measure for the terrain, based on individual frames of stereo range data. The stereo vision algorithm that we use was developed at JPL and is being used on NASA's next generation Mars Rover. The output of Stereomap is a configurationspace "goodness" map that, for each grid cell, indicates how easy it would be for the rover to drive if the center of the rover passes through that cell. Stereomap essentially performs a statistical analysis of the terrain in order to handle noise in the stereo data and to facilitate the problem of fusing data from a sequence of images. It sends its output to both path planning and obstacle avoidance modules which in term combine the traversability maps over time.
The Stereomap algorithm estimates the roll, pitch and roughness of terrain patches centered at each grid cell. The terrain patches are 1.25m square, which is a conservative estimate of the rover's dimensions. The roll and pitch of a patch is estimated by using a least squares method to fit a plane to the stereo range data points that cover each roversized patch. The roughness is estimated as the chi-squared residual of the fit. Actually, roughness is estimated at two levels of abstraction-the residual is calculated for the complete 1.25m square patch, and also for 25cm sub- patches. The maximum residual over both levels is taken as the roughness measure. The roll, pitch and roughness measures are all normalized in the range [0,1], and the overall goodness of a cell is determined to be the minimum of the three measures. For efficiency in computing the plane fit and various residuals, statistics (sums and moments) are computed incrementally for each 25cm map cell, and then are combined to form larger patches.
The certainty of a terrain patch, which is a value in the range [0,1], is computed as a function of the number of points in the patch and the distribution of points. The distribution is estimated by looking at the 25cm sub-patches and determining if a significant number of these have valid data points. This prevents the algorithm from giving significant weight to patches where the data is spotty, such as appearing in only one corner of the patch. In the next section, we describe how the certainty measure is actually used.
The goodness map produced by Stereomap is always centered on the rover and, for ease of integration with the other modules, is always oriented along the axes of some arbitrary, but shared, global frame of reference. The Stereomap module publishes its map together with robot pose associated with the stereo data. These individual maps are the basic input to the local and global traversability planners, described in the following two sections.
Local Traversability
A crucial aspect for autonomous planetary rovers is the ability to traverse rugged terrain safely and reliably. The rover should, of course, avoid hazards such as large obstacles and depressions. However, it also should exhibit a preference for traveling on relatively flat and relatively clear terrain, all else being equal. Our navigation system accomplishes this by using a continuous traversability measure that allows the planner to reason about degrees of traversability.
Our local traversability planner (Morphin) combines inputs from the Stereomap module (previous section) and performs a traversability analysis tuned to the capabilities of the rover. The Morphin algorithm, which is based on the Ranger algorithm of [5] , has been used on a number of different robot platforms [I 1], [14] . Morphin combines sequences of goodness maps from the Stereomap module to form a local area map. Each time it receives a new goodness map, Morphin "ages" the existing cells in the local area map and merges the new map with the aged map. "Aging" involves multiplying the certainty of existing cells by a value (less than one) that is proportional to the distance the rover has traveled since the last map update. Cells whose certainty fall below a certain threshold are assigned zero goodness. Goodness maps are combined using a weighted average of their goodness values, with the weights proportional to the certainty values. Thus, new data is preferred, but old data still has some impact. Morphin evaluates the traversability along a set of predetermined arcs. Each arc represents the path the rover would take when commanded with a particular steering angle. Morphin's vote for an arc is either the traversability value over the arc, or, a veto if the value is below a threshold. The traversability value is defined as the product of goodness and certainty. The goodness value of a cell is weighted by a fimction of the certainty value of the cell and the distance of the cell along the arc, while the certainty value is weighted just by the distance along the arc. Formally, the goodness of an arc, G, is given by: It-l,) is known as the "discounted length", c(s) is the certainty measure, and g(s) is the goodness measure. Similarly, the certainty of an arc, C, is given by:
Without discounting, obstacles at the far end of long arcs tend to affect the traversability measure along that arc, even though the rover rarely travels to the end of a given arc before turning again. Reducing the length of the arcs produces smoother trajectories, but ignores potentially useful data. Discounting parts of the arc enables driving in cluttered environments where the robot is required to get close to obstacles without running into them.
Apart from the addition of discounting, we have modified the scheme to deal with the case when all the arcs are vetoed. In other Morphin-based systems, we have used a relatively complex algorithm for backing up and turning in that case. Since Bullwinkle can turn in place, a simpler strategy was used-the local and global planners vote for two extra arcs that represent left and right point turns.
Morphin always votes for these arcs with a very low value. Thus, the arcs are chosen by the arbiter only if Morphin vetoes all the forward-pointing arcs.
Since Bullwinkle has much less ground clearance than either Nomad or Ratler, it needs to detect smaller obstacles to avoid high centering. Unfortunately, these small obstacles are on the scale of stereo noise (1 0 cm). We are still working to address this problem, partly through parameter tweaking in the Stereomap module, and partly through investigation of an alternate method of measuring traversability using a multiresolution technique based on the Laplacian pyramid [3] .
Global Planning
Our approach is to use D* (Dynamic A*), which allows replanning to occur incrementally and optimally in realtime [15] [16] . Like A*, D* plans an initial path from the robot's start state to the goal state using all available information, known or assumed. As the rover follows the path, its sensors can discover discrepancies between the map and world. The map is updated, possibly invalidating the optimality or feasibility of the current path. D* uses incremental graph theory techniques to compute a new, optimal path to the goal, or to re-validate the old one. D* accomplishes this by computing, saving, and re-using partial solutions to the planning problem. In most cases, D* can recompute the optimal path quickly, by calculating a "local patch" to the existing path that moves the rover around a small obstacle. In other cases, more extensive re-planning is required to compute entirely new solutions. Either way, the D* algorithm performs close to the minimum computation necessary to re-plan the path to the goal. For large environments, D* has been shown to be hundreds of times faster than re-planning from scratch using A*. D* is optimal in the following sense. For every point P along its traverse, the rover follows an optimal path to the goal assuming the correctness of all map information acquired in aggregate to point P. In general, traverses produced by D* have been shown empirically to be low in cost. If the unknown parts of the world are assumed to be obstacle-free, then D* is complete in the sense that it will reach the goal if a path exists. Large outdoor areas also likely contain sparsely or fractally scattered obstacles, leaving large empty space among obstacles. Methods that use uniform grid representations must allocate large amounts of memory for regions that may never be traversed, or contain any obstacles. Efficiency in map representation can be obtained by the use of quadtrees, but at a cost of optimality. Recently, a new data structure called a framed quadtree has been suggested as means to overcome some of the issues related to the use of quadtrees. We have used this data structure to extend the D* search algorithm that has hitherto used uniform (regular) grid cells to represent terrain. In many cases, usage of this representation can produce, shorter, straighter paths at a lower computational cost. An example path found in a cluttered environment and the spatial representation of the terrain is shown in Fig. 6 . A more detailed discussion of these issues can be found in [18] [19].
Combining local and global planning
The global planner assigns low cost to unknown areas The use of framed quadtrees to represent space provides an efficiency in memory and computational resources when used with D". The tessellation of space illustrates the structure developed by framed quadtrees.
(which the robot is expected to see before actually driving into), while local obstacle avoidance keeps the rover safe by vetoing arcs which lead immediately into the unknown. Optimizing the ratio of weights to be assigned to local vs. global planning is a subject of ongoing research. To be conservative, local planning is weighed higher than global planning, at the cost of path optimality. An issue that we have not answered decisively is how to define the semantics of the different levels of voting.
Another question relates to the scale chosen for local obstacle avoidance. In addition to keeping the rover safe from immediate obstacles by vetoing, the local module can coach the rover away from more distant obstacles by adjusting the strength of its votes. However, at larger scales, the global knowledge advantage of the global module outweighs the better reaction time and finer map resolution advantage of the local module. Our experiments with a 1 m scale rover suggest that, for this reason, the maximum useful length of steering arcs considered by the local module is around 3-5 m. There are also many possible schemes for discounting the weight of obstacles' effect on the goodness value of an arc in proportion to their distance along the arc. Current experiments will tell us how to improve rover efficiency by tuning the arc lengths and discounting scheme.
Results
Our system has driven Bullwinkle lOOm in outdoor environments as shown in Fig. 7 at an average speed of 15 cml sec. The environments we have tackled with Bullwinkle to date consist mainly of free space (although the free space is not necessarily level) and clear two dimensional obstacles. In the near future we expect to navigate in environments populated by small obstacles, some of which will be traversable. However, we have conducted experiments with cluttered environments in simulation. Our simulator models a rover navigating in a cluttered environment as shown in Fig. 8 . Apart from simulating the rover kinematics, the simulator also models the stereo vision system, providing synthetic range data in exactly the same way as produced by our stereo vision algorithms. In fact, the simulator is attached to the rest of the system seamlessly; the other modules are not aware that they are driving the real robot or the simulated one.
Ratio ofD* to Morphin weights

Fig. 8
Simulated rover navigating in a cluttered environment.
We have conducted a large set of experiments in simulation aimed at understanding the effect of adjusting control parameters. For example, Fig. 9 shows two simulated runs in the same environment where the ratio of weights given to D* and Morphin were changed. 
TABLE I
The effect of adjusting key control parameters on performance metrics. Each cell contains the mean and standard deviation for each run. Each control parameter set was used in 30 runs in which the distance between the start and goal was100 m.
The upper part of the table shows performance for varying weights between D' and Morphin. The lower part of the table refers to adjustments of arc lengths and the discounting scheme. For example, the second row labeled "2/1" refers to arc lengths that are 2 m long and the last l m is discounted. Note that of a total of 330 runs, the rover didn't reach the goal in only one case. We suspect that this was due to a simulator error.
Analysis of the results indicates that performance is not very sensitive to change in parameter settings. A few trends are noticeable, however:
The greater the weight given to D*, the closer the rover gets to the obstacles. This often results in shorter paths but the closer the robot gets to obstacles, the larger the chance that the robot will collide with obstacles and will need to point turn. Conversely, if D* is weighted much less than Morphin (less than 5 times), the robot is sometimes not able to reach the goal, especially in very cluttered environments.
Discounting arcs is useful. If the arcs are not discounted, the robot is more conservative. While it has fewer collisions, the rover shies away from obstacles from a distance. For example, in cases where a path between obstacles would require an Scurve, the circular arcs used to represent future trajectories can lead to the conclusion that no path exists in between the obstacles resulting a large number of point turns. Discounting lets the robot approach obstacles and find paths in between them.
Futurework
In the near future, we expect to perform the same type of parameter tests on our robot testbed as were performed in simulation. We will also experiment with our rover in more complex terrains. This system will also be ported to a NASA rover in the near future.
