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Chapitre 1
Introduction
Introduction
Ce travail de thèse se situe dans le cadre de la mesure fondée sur la connaissance. La mesure d’objets fon-
dée sur la connaissance est la synthèse entre la connaissance conceptuelle qu’un expert ou un groupe d’experts
possèdent sur leur domaine et un ensemble d’observations obtenues sur des objets de ce domaine. La restitution
produit une représentation de l’objet suivant le modèle conceptuel défini et validant les observations effectuées.
Comme le montre la figure 1.1, la mesure fondée sur la connaissance est un processus complexe. Il peut néan-
FIG. 1.1 – La mesure basée sur la connaissance.
moins être scindé en trois phases. La première est la génération d’un modèle. Durant celle ci, une partie de
la connaissance d’un expert sur certains objets de son domaine est extraite. A partir de cette connaissance, un
protocole de mesure des objets est créé ainsi qu’un modèle conceptuel de ceux-ci. Bien que ce ne soit pas
nécessaire dans le cas général, il est possible de monter un protocole de mesure directement à partir du modèle
conceptuel. La deuxième phase est la mesure des objets du domaine. A partir d’enregistrements réalisés sur les
objets, un observateur produit au moyen d’une interface de mesure intégrant la connaissance de l’expert des
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observations sur les objets. Enfin, la dernière phase est la restitution faisant la synthèse entre observations et
modèle conceptuel afin de fournir une représentation de l’objet mesuré. La restitution dépend directement de
deux facteurs : le modèle conceptuel et les observations réalisées. Le but de la restitution est de produire une re-
présentation de l’objet mesuré le plus proche de la réalité possible tout en respectant le modèle conceptuel ainsi
que les observations réalisées. Cependant, dans la pratique, le processus de mesure fondée sur la connaissance
est plus complexe.
La nature des sites à mesurer conduit en effet bien souvent à multiplier les sessions de mesures et a produire
non pas un résultat unique mais un ensemble de résultats intermédiaires. Obtenir un résultat final ne peut pas
simplement se ramener à rassembler tous les résultats intermédiaires sans prendre en compte sa cohérence.
Comme dans tous les processus de mesures, l’erreur est possible même si un résultat intermédiaire est erroné,
il ne doit pas entraîner l’incohérence du résultat final. La mise en place d’un outil de fusion est donc nécessaire.
Cependant, cet outil de fusion intégrer la réversibilité du processus. En effet, dans le domaine de la mesure le
moindre résultat est onéreux en temps et en ressources. La fusion d’un ensemble de résultat doit permettre de
retrouver les résultats initiaux afin ne perdre aucune information même si elle est erronée.
Plan de travail
L’approche que nous avons choisi pour le développement d’un outil de fusion d’un ensemble de résultats
issus d’un processus de mesure est articulée autour de trois axes.
Le premier axe est l’étude de techniques de fusion existantes et le développement théorique d’un cadre de
fusion réversible. En effet, la littérature fourni de nombreuses techniques de fusion dans différents formalismes
[13, 53, 50, 17, 5, 23]. Nous avons choisi d’étudier la fusion dans le cadre de la logique propositionnelle car ce
formalisme est très adapté pour les applications réelles du fait de sa décidabilité. Après un état de l’art sur la
fusion en logique propositionnelle, nous proposons un cadre réversible pour la fusion basé sur les polynômes
et permettant de retrouver les informations originelles à partir d’un ensemble d’informations fusionnées. Nous
exprimons ensuite des techniques de fusion et de révision de croyances bien connues dans notre cadre.
La deuxième partie de ce travail est consacrée à l’adaptation des techniques proposées durant l’étude for-
melle de la fusion au niveau de la logique propositionnelle. A partir de la représentation dans le modèle Objet
utilisée dans le cadre de la mesure fondée sur la connaissance [31, 32], nous proposons une nouvelle repré-
sentation reposant sur la notion d’entité et permettant d’exprimer la cohérence d’un ensemble d’objets. La
détection d’incohérence au sein d’un ensemble d’objets formant le résultat d’un relevé est exprimée grâce à la
représentation d’une entité en logique des prédicats. Les objets étant en nombre fini, la représentation d’une en-
tité est alors équivalente à une représentation en logique propositionnelle. Après avoir proposé deux méthodes
différentes afin de détecter les incohérences dans un ensemble d’objets, l’une matricielle, l’autre basée sur les
R-ensembles, nous donnons une première méthode de fusion d’ensembles d’objets basée sur les techniques
utilisées pour construire le cadre de fusion réversible.
La troisième est dernière partie de ce travail est la description de l’outil développé à partir des parties pré-
cédentes afin de permettre la gestion d’ensembles de relevés ainsi que son utilisation en conditions réelles. Cet
outil est intégré à une interface, appelée Ametist, spécialement développée pour la gestion, la détection d’inco-
hérence et la fusion d’ensembles de relevés. Les expérimentations étudiées sont le relevé du site archéologique
sous-marin de Pianosa [40, 27, 68], dans le cadre du projet Européen VENUS et le relevé de plusieurs sites
coralliens au large des côtes algériennes dans le cadre d’un projet d’évaluation des ressources coralliennes du
littoral algérien [79].
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2.1 Logique propositionnelle
2.1 Logique propositionnelle
l’objet de cette section est une présentation rapide du calcul propositionnel. Pour plus de détails les travaux
[38], [24], [51], [39] peuvent être consultés.
2.1.1 Le langage du calcul propositionnel
Le langage propositionnelL est construit à partir d’un ensemble dénombrable de variables propositionnelles
P (des lettres éventuellement indicées), des constantes 0 (Faux) et 1 (Vrai) et des connecteurs ¬, ∧, ∨, →, ↔
et de parenthèses.
Définition 1 L’ensemble des formules bien formées de L est le plus petit ensemble tel que :
– 0 et 1 sont des formules ;
– une variable propositionnelle (ou proposition) est une formule ;
– si φ et ψ sont des formules alors ¬φ, φ ∧ ψ, φ ∨ ψ, φ→ ψ, φ↔ ψ sont des formules.
2.1.2 Aspect syntaxique du calcul propositionnel
L’aspect syntaxique du calcul propositionnel revient à définir un système formel dans lequel les déductions
que l’on peut faire conduisent à des théorèmes.
Pour distinguer les théorèmes des formules bien formées on utilise le symbole d’assertion logique noté ⊢
qui n’est pas un nouvel opérateur mais un signe métalogique (du métalangage).
Afin de pouvoir effectuer des déductions, des règles sont définies. La règle de substitution permet de rem-
placer dans un théorème une variable propositionnelle, partout où elle figure, par une autre variable proposition-
nelle ou par une formule bien formée. La règle de conclusion, notée Cons, souvent appelée règle de dérivation
ou de modus ponens, spécifie que si φ et φ→ ψ sont des théorèmes alors ψ est un théorème, cela se note :
⊢ φ,⊢ φ→ ψ
⊢ ψ
Les définitions sont des équivalences qui permettent de simplifier l’écriture des formules en n’utilisant que
certains connecteurs, par exemple, dans les définitions ci-dessous, seuls les connecteurs ¬ et ∨ sont utilisés :
D1 φ→ ψ =def ¬φ ∨ ψ ;
D2 φ ∧ ψ =def ¬(¬φ ∨ ¬ψ) ;
D3 φ↔ ψ =def (¬φ ∨ ψ) ∧ (φ ∨ ¬ψ).
La définition d’un système formel, nécessite le recours à des axiomes, c’est à dire des propositions évi-
dentes par elles-mêmes qui ne nécessitent aucune démonstration. Plusieurs choix d’ensembles d’axiomes sont
possibles ; parmi les plus célèbres, Whitehead et Russell ont proposé un système de 5 axiomes, Hilbert et Acker-
mann un système de 4 axiomes, Kleene et Gentsen un système de 13 axiomes. Pour des raisons de simplicité,
nous rappellerons le système de Lukasiewicz, datant des années 1930, n’utilisant que les connecteurs ¬ et →
et basé sur les 3 axiomes suivants :
A1 ⊢ φ→ (ψ → φ) ;
A2 ⊢ (φ→ (ψ → R))→ ((φ→ ψ)→ (φ→ R)) ;
A3 ⊢ (¬φ→ ¬ψ)→ (ψ → φ).
Dans le système formel de Lukasiewicz, la seule règle d’inférence est le modus ponens et on a les propriétés
suivantes :
Proposition 1 ∀φ ∈ L, ⊢ (φ→ φ).
Proposition 2 ∀φ1, . . . , φn−1, ψ ∈ L×. . .×L×L, si φ1, . . . , φn−1 ⊢ (φn → ψ) alors φ1, . . . , φn−1, φn ⊢ ψ.
L’utilisation du théorème de déduction, ci-après, évite l’écriture d’une déduction complète de la formule
considérée, ce qui serait beaucoup plus long.
Théorème 1 (de déduction.)∀φ1, . . . , φn−1, ψ ∈ L×. . .×L×L, Si φ1, . . . , φn−1, φn ⊢ ψ alors φ1, . . . , φn−1 ⊢
(φn → ψ) .
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CHAPITRE 2. LOGIQUE PROPOSITIONNELLE, LOGIQUE DES PRÉDICATS ET LOGIQUE
POSSIBILISTE
De plus, on dispose des quelques théorèmes suivants qui s’avèrent utiles :
Proposition 3 ∀φ, ψ,R ∈ L × L× L, toutes les formules suivantes sont des théorèmes :
– ⊢ ((φ→ ψ)→ ((ψ → R)→ (φ→ R))) ;
– ⊢ (φ→ ((φ→ ψ)→ ψ)) ;
– ⊢ (¬φ→ (φ→ ψ)) ;
– ⊢ (¬¬φ→ φ) ;
– ⊢ (φ→ ¬¬φ) ;
– ⊢ ((φ→ ψ)→ (¬ψ → ¬φ)) ;
– ⊢ (φ→ (¬ψ → ¬(φ→ ψ))) ;
– ⊢ ((ψ → φ)→ ((¬ψ → φ)→ φ)).
2.1.3 Aspect sémantique du calcul propositionnel
L’aspect sémantique du calcul propositionnel est l’interprétation des formules de L et consiste en l’analyse
des formules toujours vraies, appelées tautologies.
Définition 2 On appelle interprétation, toute application σ de P dans {0, 1} telle que σ(0) = 0 et σ(1) = 1.
L’application σ est étendue aux formules de la façon suivante : ∀P, ψ ∈ L × L,
– σ(¬φ) = 1− σ(φ) ;
– σ(φ ∨ ψ) = max(σ(φ), σ(ψ)) ;
– σ(φ ∧ ψ) = min(σ(φ), σ(ψ)) ;
– σ(φ→ ψ) = max((1 − σ(φ)), σ(ψ)) ;
– σ(φ↔ ψ) = min(max((1 − σ(φ)), σ(ψ)),max(σ(φ), (1 − σ(ψ)))).
Cela se représente souvent sous la forme d’une table de vérité :
φ ψ φ ∨ ψ φ ∧ ψ φ→ ψ φ↔ ψ
1 1 1 1 1 1
1 0 1 0 0 0
0 1 1 0 1 0
0 0 0 0 1 1
On dispose des définitions suivantes :
∀φ, ψ ∈ L× L, A un ensemble de formules de L, et σ une interprétation,
– On appelle tautologie (ou formule valide) toute formuleφ, telle que pour toute interprétation σ, σ(φ) = 1,
on la note |= φ.
– La formule ψ est une conséquence de la formule φ si σ(φ) = 1 alors σ(ψ) = 1, on écrit alors φ |= ψ.
– La formule ψ est une conséquence de l’ensemble de formulesA, si ∀φ ∈ A, σ(φ) = 1 alors σ(ψ) = 1,
on écrit A |= ψ.
– Les formules φ et ψ sont équivalentes si φ |= ψ et ψ |= φ, on écrit alors φ ≡ ψ.
– Une formule φ est satisfaisable ou cohérente si il existe une interprétation σ telle que, σ(φ) = 1.
– Un ensemble de formulesA est satisfaisable ou cohérent si il existe une interprétation σ telle que ∀φ ∈ A,
σ(φ) = 1. On appelle alors σ un modèle de A.
– On dit que deux ensembles de formules sont équivalents s’ils ont exactement les mêmes modèles.
– Une formule φ est insatisfaisable ou incohérente si pour toute interprétation σ, σ(φ) = 0. On montre
facilement que φ est insatisfaisable si ¬φ est une tautologie.
– Un ensemble de formules A est insatisfaisable ou incohérent si pour toute interprétation σ, ∃φ ∈ A tel
que σ(φ) = 0. Autrement dit, il n’existe aucun modèle de A.
De plus on dispose des résultats suivants :
Proposition 4 ∀φ, ψ ∈ L × L,
– |= (φ→ ψ) ssi φ |= ψ ;
– |= (φ↔ ψ) ssi φ ≡ ψ ;
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– si |= φ et |= (φ→ ψ) alors |= ψ ;
– |= (φ ∧ ψ) ssi |= φ et |= ψ ;
– si |= φ ou |= ψ alors |= (φ ∨ ψ).
Proposition 5 ∀φ ∈ L, si ⊢ φ alors |= φ.
Théorème 2 (d’adéquation.) ∀φ ∈ L, si |= φ alors ⊢ φ. Autrement dit, toutes les tautologies sont des théo-
rèmes.
Théorème 3 (de complétude.) Soit A un ensemble de formules de L, soit φ une formule de L, A |= φ ssi
A ⊢ φ.
Théorème 4 (de compacité.) Soit A un ensemble de formules de L, si pour toute famille finie A ′, A ′ ⊂ A, il
existe une interprétation σ telle que ∀φ ∈ A ′, σ(φ) = 1 alors il existe une interprétation σ telle que ∀φ ∈ A,
σ(φ) = 1.
Théorème 5 (de finitude.) Soit A un ensemble de formules de L, si A |= φ alors il existe A ′ fini, A ′ ⊂ A tel
queA ′ |= φ.
Théorème 6 (de décidabilité.) ∀φ ∈ L, il existe un programme qui pour toute formule φ, indique en un temps
fini si oui ou non ⊢ φ.
Il est souvent utile, d’un point de vue algorithmique, de transformer les formules propositionnelles en
formules équivalentes ayant un caractère “canonique”.
Définition 3 On appelle littéral une proposition ou la négation d’une proposition.
Définition 4 On appelle clause une disjonction de littéraux.
Définition 5 On appelle cube une conjonction de littéraux.
Une forme conjonctive normale est une conjonction de clauses et une forme disjonctive normale est disjonc-
tion de cubes et on a le résultat suivant :
Théorème 7 (de normalisation.)
– Toute formule propositionnelle admet une forme conjonctive normale qui lui est équivalente.
– Toute formule propositionnelle admet une forme disjonctive normale qui lui est équivalente.
2.2 Logique des prédicats
La logique propositionnelle est un formalisme logique intéressant, en particulier, du point de vue des appli-
cations informatiques, parce qu’il est décidable, cependant sa puissance d’expression est limitée. La logique des
prédicats ou logique du premier ordre est un formalisme logique mieux adapté à la représentation des connais-
sances. Tout comme dans le cas de la logique propositionnelle, nous en présentons brièvement le langage,
l’aspect syntaxique puis l’aspect sémantique.
2.2.1 Le langage de la logique des prédicats : LPr
Le langage du calcul des prédicatsLPr est construit à partir d’un ensemble infini dénombrable de symboles
de prédicats, d’un ensemble infini dénombrable de symboles fonctionnels (les symboles constants sont des
symboles fonctionnels d’arité 0.), d’un ensemble infini dénombrable de variables, des connecteurs logiques :
¬, ∧, ∨, →, ↔ et des quantificateurs universel ∀, et existentiel ∃.
Définition 6 terme
– x une variable est un terme ;
– f un symbole fonctionnel est un terme ;
20 Fusions de connaissances: Applications aux relevés
photogrammétriques de fouilles archéologiques sous-marines
CHAPITRE 2. LOGIQUE PROPOSITIONNELLE, LOGIQUE DES PRÉDICATS ET LOGIQUE
POSSIBILISTE
– si t1, · · · , tn sont des termes alors f(t1, · · · , tn) est un terme.
Définition 7 atome
– Si t1, · · · , tn sont des termes et p est un prédicat alors p(t1, · · · , tn) est un atome.
Définition 8 formule
– un atome est une formule ;
– si A et B sont des formules alors ¬ A, A ∧B, A ∨B, A→ B, A↔ B sont des formules ;
– si A est une formule et x une variable alors ∀ x A, ∃ x A sont des formules.
La présence de quantificateurs dans le langage du calcul des prédicats entraîne la définition de variables liées
ou libres définies comme suit :
Définition 9 Si l’occurrence d’une variable est placée sous la portée d’un quantificateur, cette occurrence est
dite liée, sinon elle dite libre.
L’ensemble des variables liées est défini par :
Définition 10 si A est une formule, l’ensemble Varlie(A) des variables liées de A est défini par :
– si A est un atome alors Varlie(A) = ∅ ;
– si A est de la forme B ∧C ou B ∨C ou B → C ou B ↔ C alors Varlie(A) = Varlie(B) ∪ Varlie(C) ;
– si A est de la forme ¬ B alors Varlie(A) = Varlie(B) ;
– si A est de la forme ∀x B ou ∃x B alors Varlie(A) = Varlie(B) ∪ {x}.
L’ensemble des variables libres est défini par :
Définition 11 si A est une formule, Var(A) est l’ensemble des variables de A, l’ensemble Varlib(A) des va-
riables libres de A est défini par :
– si A est un atome alors Varlib(A) = Var(A) ;
– si A est de la forme B ∧C ou B ∨C ou B → C ou B ↔ C alors Varlib(A) = Varlib(B) ∪ Varlib(C) ;
– si A est de la forme ¬ B alors Varlib(A) = Varlib(B) ;
– si A est de la forme ∀x B ou ∃x Balors Varlib(A) = Varlib(B) - {x}.
Définition 12 Une formule A est dite close ou fermée si Varlib(A) = ∅.
2.2.2 Aspect syntaxique du calcul des prédicats
L’aspect syntaxique du calcul propositionnel revient à définir un système formel dans lequel les déductions
que l’on peut faire conduisent à des théorèmes. La définition d’un système formel nécessite le recours à des
axiomes ; pour des raisons de simplicité, nous utiliserons l’extension au calcul des prédicats du système de
Lukasiewicz, et basé sur les 5 axiomes suivants :
soit A, B, C des formules, x une variable et t un terme, D une formule n’ayant pas x pour variable libre
A1) (A→ (B → A)) ;
A2) ((A→ (B → C))→ (A→ B)→ (A→ C))) ;
A3) ((¬ A→ ¬ B)→ (B → A) ;
A4) (∀x A(x)→ A(t)) ;
A5) ((D → B)→ (D → ∀x B) ;
Les règles d’inférence de ce système formel sont la règles de déduction, ou modus ponens :
⊢ A, ⊢ A→ B
⊢ B
et règle de généralisation :
⊢ A
⊢ ∀x A.
et on a les propriétés suivantes :
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Proposition 6 ∀A ∈ LPr ⊢ (A→ A)
Proposition 7 ∀A1, · · · , An−1 ∈ LPr × · · · × LPr
si A1, · · · , An−1 ⊢ (An → B) alors A1, · · · , An ⊢ B
Théorème 8 (de déduction). Soient A1, · · · , An des formules closes de LPr , si A1, · · · , An−1, An ⊢ B
alors A1, · · · , An−1 ⊢ (An → B)
2.2.3 Aspect sémantique du calcul des prédicats
L’aspect sémantique du calcul des prédicats est l’interprétation des formules de LPr .
Définition 13 On appelle interprétation le triplet I = (D, Ic, Iv) où D est un ensemble non vide, appelé
domaine d’interprétation, Ic est la fonction qui associe à tout symbole fonctionnel une valeur du domaine D et
à tout prédicat un valeur dans {0, 1}, et Iv est la fonction qui associe à toute variable une valeur de D.
Définition 14 L’interprétation d’une formule du calcul des prédicats A associe une valeur de vérité I(A) à A
comme suit :
– si x est une variable libre alors I(x) = Iv(x) ;
– I(f(t1, · · · , tn)) = (Ic(f))(I(t1), · · · , I(tn)) ;
– I(p(t1, · · · , tm)) = (Ic(p))(I(t1), · · · , I(tm)) ;
– si A et B sont des formules alors ¬A, A ∧ B, A ∨ B, A → B, A ↔ B s’interprètent comme dans le
calcul propositionnel ;
– si A est une formule et x une variable alors I(∀x A) = 1 si Ix/d(A) = 1 pour tout élément d ∈ D ;
– si A est une formule et x une variable alors I(∃x A) = 1 si Ix/d(A) = 1 pour au moins un élément
d ∈ D.
On dispose des définitions suivantes :
Soient A ∈ LPr , B ∈ LPr et F ⊂ LPr .
– A est une tautologie (ou une formule valide), |= A, si pour toute interprétation I , I(A) = 1 ;
– B est une conséquence de A si pour toute interprétation I , I(A) = 1 alors I(B) = 1, on écrit A |= B ;
– B est une conséquence de F si pour toute interprétation I , tq ∀A ∈ F , I(A) = 1 alors I(B) = 1, on
écrit F |= B ;
– A est satisfaisable s’il existe une interprétation I tq I(A) = 1 ;
– F est satisfaisable s’il existe une interprétation I tq ∀A ∈ F , I(A) = 1
– A est insatisfaisable ou incohérente si pour toute interprétation I , I(A) = 0 ;
– F est insatisfaisable si pour toute interprétation I , ∃A ∈ F tq I(A) = 0 ;
Proposition 8 F ⊂ LPr ensemble de formules closes, B formule close F |= B si et seulement si F ∪{¬B}
est insatisfaisable
Voici quelques propriétés :
(∀x A ∧ ∀x B) ≡ ∀x (A ∧B) ∃x (A ∨B) ≡ (∃x A ∨ ∃x B)
(∀x A ∨ ∀x B) → ∀x (A ∨B) ∃x (A ∧B) → (∃x A ∧ ∃x B)
∀x (A→ B) → (∀x A→ ∀x B) ∃x (A→ B) ≡ (∀x A→ ∃x B)
∀x (A ≡ B) → (∀x A ≡ ∀x B) ∀x ¬A ≡ ¬∃x A
22 Fusions de connaissances: Applications aux relevés
photogrammétriques de fouilles archéologiques sous-marines
CHAPITRE 2. LOGIQUE PROPOSITIONNELLE, LOGIQUE DES PRÉDICATS ET LOGIQUE
POSSIBILISTE
∀x ∀y A ≡ ∀y ∀x A
∃x ∃y A ≡ ∃y ∃x A
∃x ∀y A → ∀y ∃x A
de plus, on dispose des résultats suivants :
Proposition 9 ∀A ∈ LPr si ⊢ A alors |= A (les formules qui sont des théorèmes sont des tautologies)
Théorème 9 (d’adéquation). ∀A ∈ LPr si |= A alors ⊢ A
Théorème 10 (de complétude). Soit F ⊂ LPr et B ∈ LPr , F |= B ssi F ⊢ B
Théorème 11 (de compacité). Soit F un ensemble de formules de LPr .
Si toute famille finie F ′ ⊂ F est satisfaisable alors F est aussi satisfaisable.
Théorème 12 (de finitude). Soit F un ensemble de formules de LPr . Soit B ∈ LPr si F |= B alors ∃F ′ ⊂ F
fini tq F ′ |= B
Proposition 10 Soit F ⊂ LPr et B une tautologie, F ⊢ ¬B si F n’a pas de modèle.
Théorème 13 Le calcul des prédicats est indécidable, c’est à dire qu’il n’existe aucun programme qui pour
une formule A ∈ LPr indique en un temps fini si A est satisfaisable.
Plus précisemment le calcul des prédicats est semi-décidable, c’est-à-dire qu’il n’est pas possible d’assurer la
terminaison d’un programme qui teste la satisfaisabilité d’une formule dans le cas où celle-ci est insatisfaisable.
D’un point de vue algorithmque, les problèmes liés à la quantification peuvent parfois s’avérer gênants, aussi il
est possible de se débarasser des quantificateurs comme suit :
Définition 15 Soit une formule A ∈ LPr , A est sous forme prénexe si A = Q1 x1 · · · Qn xn M , où
Q1, · · · , Qn est soit ∀, soit ∃ et M ne contient aucun quantificateur.
Proposition 11 pour toute formule A ∈ LPr il existe une forme prénexe équivalente à A.
Les notions de littéraux, clauses et cubes sont étendus au calcul des prédicats comme suit. On appelle littéral
un atome ou la négation d’un atome, une clause est une disjonction de littéraux et un cube est conjonction
de littéraux. Une forme conjonctive normale est une forme prénexe dont la matrice M est une conjonction de
clauses. Une forme disjonctive normale est une forme prénexe dont la matriceM est une disjonction de cubes.
La mise sous forme de Skolem permet de supprimer les quantificateurs dans une formule du calcul des prédi-
cats.
Soit une formule A ∈ LPr , la mise sous forme de Skolem de A, notée SA, selon l’algorithme suivant :
début
- transformation de A en forme prénexe : Q1 x1 · · · Qn xn M ;
- transformation de M en forme conjonctive normale M ′ ;
- skolémisation :
1) associer à toute variable quantifiée existentiellement le terme constitué
par un symbole fonctionnel ayant pour arguments la liste des variables
quantifiées universellement qui précèdent la variable;
2) remplacer chaque occurence de variable quantifiée existentiellement
par le terme défini en 1);
3) supprimer les quantificateurs existentiels.
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fin
et on a le résultat suivant :
Proposition 12 Soit SA forme de skolem de A, A est satisfaisable si et seulement si SA est satisfaisable.
Le théorème de Herbrand permet de ramener le problème de la satisfaisabilité d’une formule du calcul des
prédicats au problème de la satisfaisabilité d’un ensemble de clauses du calcul propositionnel. Pour cela, on
associe à la forme conjonctive normale d’une formule A ∈ LPr , l’ensemble C des clauses correspondantes et
on construit l’univers de Herbrand associé à cet ensemble de clauses C, c’est-à-dire l’ensemble de tous les
termes sans variable construit à partir du vocabulaire de C.
On appelle système de Herbrand SHC associé à C, l’ensemble des clauses obtenues à partir de C en
remplaçant les variables par des éléments de l’univers de Herbrand, et on a le résultat suivant :
Proposition 13 théorème de Herbrand Soit C un ensemble fini de clauses, et C et SHC le système de
Herbrand associé à C, C est satisfaisable si et seulement si SHC est satisfaisable.
2.3 Logique possibiliste
La logique possibiliste résulte de l’utilisation d’un formalisme logique avec la théorie des possibilité [36,
37, 55]. Nous en présentons maintenant les bases.
2.3.1 Distribution de possibilités
La notion de base de la théorie des possibilités est la notion de distribution de possibilité [86] notée π, qui
est une fonction de l’ensemble des interprétationsW dans l’intervalle des réels [0, 1] :
W → [0, 1]
ω → π(ω)
La possibilité π(ω) représente le degré de compatibilité de l’interprétation ω avec les croyances disponibles.
Par convention, π(ω) = 1 signifie qu’il est tout à fait possible que l’interprétation ω soit satisfaisante (et
donc qu’elle représente fidèlement les croyances disponibles). Si 0 < π(ω) < 0, il est quelque peu possible
que l’interprétation ω soit satisfaisante. Dans le cas où π(ω) = 0, l’interprétation est considérée comme
insatisfaisante (elle ne représente pas les croyances disponibles). Si ω et ω′ sont deux interprétations de W et
que πω′ < πω alors ω est dite plus plausible que (ou préférée à) ω′. Une distribution de possibilité π est dite
normalisée si et seulement si il existe une interprétation ω telle que π(ω) = 1.
D’un point de vue syntaxique, le degré de possibilité d’une formule φ, noté Π(φ) est obtenu à partir d’une
distribution de possibilité π sur les interprétations d’un ensemble W . Formellement :
Π(φ) = max {π(ω) | ω |= φ}
Le complément du degré de possibilité d’une formule φ est son degré de nécessité, noté N(φ) est défini par :
N(φ) = 1−Π(¬φ)
Les degrés de nécessite sont inversement ordonnés par rapport aux degrés de possibilités. En effet, N(φ) =
1 signifie que φ est une partie certaine des croyances alors que N(φ) = 0 signifie qu’aucune croyance ou
préférence n’est disponible pour φ, cependant, cela n’implique pas que φ est fausse ou devrait l’être.
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2.3.2 Bases possibilistes
Une base possibiliste est un ensemble de formules pondérées par des mesures de nécessité . Formellement,
une base possibiliste, notée B est définie par :
B = {(φi, αi) | i ∈ {1, . . . , n}}
où φi est une formule propositionnelle et αi un réel dans l’intervalle [0, 1] représentant le degré de nécessité
minimal associé à φi. Nous avons donc ai ≤ N(φi). Le scalaire ai est le niveau de certitude de φi si on
représente des croyances sur le monde réel ou bien son niveau de priorité si on représente les préférences d’un
agent.
Les formules de poids nul ne sont pas représentées car seules les croyances explicites sont représentées.
Soit φi et φj deux formules, φi est prioritaire par rapport à φj si le poids ai qui lui est associé est plus grand
que le poids aj associé à φj . Nous notons B∗ l’ensemble de formules propositionnelles composé des formules
φ ∈ B privées de leurs poids. Formellement :
B = {φi | i ∈ {1, . . . , n}, (φi, αi) ∈ B}
La représentation sémantique des croyances exprimées parB est basée sur la construction d’une distribution
de possibilité, notée πB , associant à chaque interprétation son degré de possibilité par rapport aux croyances de
B. La construction d’une distribution de possibilité unique πB à partir d’une base possibiliste B est obtenue en
pondérant les interprétations modèles des formules de B par 1 et les autres par le plus grand poids des formules
qu’elles falsifient. Nous obtenons [37] :
Définition 16 ∀ω ∈ W ,
πB(ω) =


1 si ∀(φi, αi) ∈ B,
ω ∈ mod(φi),
1−max {αi | (φi, αi) ∈ B et I /∈ mod(φi)} sinon.
La représentation sémantique des formules pondérées en logique possibiliste est une extension de celle de la
logique propositionnelle classique. Les modèles de la base possibiliste sont considérés les meilleurs, on associe
cependant une relation d’ordre aux contre-modèles de B. Si B contient uniquement des formules certaines
(Tous les poids sont alors égaux à 1), on a alors une distribution de possibilité dite binaire. Chaque interprétation
reçoit soit la valeur 1 soit la valeur 0. Les interprétations de poids 1 sont les modèles de B au sens classique et
les interprétations de poids 0 sont les contres-modèles.
La notion d’équivalence entre deux bases possibilistes repose sur l’équivalence des distribution de possibi-
lités associées à chaque base. C’est à dire :
Définition 17 Soit B et B′ deux bases possibilistes. Les bases B et B′ sont dites équivalentes, noté B ≡S B′,
si et seulement si πB = π′B .
2.3.3 Sous-sommation et inférence en logique possibiliste
Nous rappelons maintenant quelques notions sur la sous-sommation et l’inférence en logique possibiliste
[37].
Définition 18 (α-coupe et α-coupe stricte) Soit B une base possibiliste et α ∈ [0, 1] un scalaire réel. Une
α-coupe de B, notée B≥α (respectivement B>α) est définie par :
B≥α = {φi | (φi, αi) ∈ B,αi ≥ α}
Une α-coupe stricte , notée B>α, est définie quand à elle par :
B>α = {φi | (φi, αi) ∈ B,αi > α}
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Les modèles de la base B≥α peuvent être calculés à partir de πB . Formellement :
B≥α = {ω | ω ∈ W et πB(ω) > 1− α}
De même pour une base B>α nous avons :
B>α = {ω | ω ∈ W et πB(ω) ≥ 1− α}
Une base possibiliste B est cohérente si la base propositionnelle B∗ qui lui est associée est cohérente. Le
degré d’incohérence de la base B, noté Inc(B), est le plus grand poids dans B où l’incohérence est rencontrée.
Formellement :
Définition 19 Le degré d’incohérence d’une base possibiliste B est tel que :
Inc(B) = max {αi |B≥αi est cohérente} ,
avec Inc(B) = 0 quand B est cohérente.
Définition 20 Soit (F, α) une formule de la base B. (φ, α) est sous-sommée dans B si
(B \ {(φ, α)})≥α ⊢ F.
(φ, α) est sous-sommée strictement dans B si B>α ⊢ φ.
Les degrés de nécessité sont propagés par le processus d’inférence en suivant la définition suivante :
Définition 21 Soit B une base possibiliste, Soit φ, α une formule possibiliste avec α > Inc(B). φ, α est une
conséquence de B, notée B ⊢pi (φ, α) si et seulement si B≥α ⊢ φ.
Cette définition implique que si B ⊢pi (φ, α) alors B ⊢pi (φ, β) pour tous les β tels que α ≥ β > Inc(B).
Cependant, quand il n’y a pas d’ambiguïté possible, nous écrivons B ⊢pi (φ, α), en assumant implicitement
que α représente le degré maximal pour lequel (φ, α) est une conséquence de B.
Contrairement à la logique propositionnelle classique où une base incohérence n’infère que des conclusions
triviales, la logique possibiliste récupère à partir d’une base incohérente une sous base « utile ». Cette sous-base,
notée ρ(B) est composée de l’ensemble des formules propositionnelles de B de poids strictement supérieur au
degré d’incohérence de B. Formellement :
Définition 22 Soit B une base de croyance possibiliste. La sous-base utile de B, notée ρ(B), est définir par :
ρ(B) = {φi | (φi, αi) ∈ B and αi > Inc(B)} .
En effet, la logique possibiliste procède par une révision de la base incohérente en ignorant les formules au
niveau et au-dessous du degré d’incohérence. Ce principe est identique à la méthode d’ajustement proposé dans
le cadre de la révision [84].
La correspondance entre l’approche syntaxique est l’approche sémantique est obtenue par :
– Une base possibiliste B est cohérente si et seulement si la distribution de possibilités qui lui est associée
est normalisée. Nous avons :
Inc(B) = 1−max
ω∈W
(πB(ω))
– Une interprétation ω est un modèle de ρ(B) si et seulement si ω possède un degré de possibilité maximal
dans πB (si et seulement si πB(ω) = 1, si πB est normalisée). (φ, α) est une conséquence de B si et
seulement si φ est vraie pour chaque interprétation dont le degré de possibilité est maximal dans πB .
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3.1 Concept
Introduction
L’approche Objet est une des base fondamentale de ce travail de thèse. Dans ce chapitre, nous étudions
brièvement cette approche en commençant par décrire les formalismes conceptuels dont l’approche Objet est
elle même inspirée.
3.1 Concept
Le formalisme conceptuel est très utilisé en représentation des connaissances. De nombreux travaux ont
permis de le développer et de l’enrichir [72] [61] [4] [82] [81]. Des concepts peuvent être caractérisés par :
– Les entités qui définissent les objets (concrets, abstraits, voire événements) de ce concept.
– Leurs caractéristiques incluant la description des entités et leurs identifiants (attribut permettant d’iden-
tifier exactement une et une seule entité dans l’univers).
– Leurs relations qui sont des représentation des liens qui s’établissent entre les différentes entités et n’ayant
pas d’existence propre. Celles-ci sont caractérisées par un nom et, éventuellement, par des attributs.
Très vite la notion d’ensemble de concept à vu le jour. La première organisation de concepts formalisée est
donnée sous la forme de réseaux sémantiques.
3.2 Réseaux sémantiques
3.2.1 Origines
La question de l’organisation des concepts est travaillée depuis l’antiquité. Aristote le premier considère
que les mots doivent être clairement définis afin d’éviter des erreurs de raisonnement. Pour cela, il a proposé
un modèle hiérarchique reflétant une approche logique de l’organisation des concepts. Le terme de réseau
sémantique est employé pour la première fois par R. Quillian [72]. Cette approche a été développée dans le
cadre d’une thèse portant sur la réalisation d’un programme capable de comprendre un texte. Le modèle utilisé,
noté TLC pour Teaching Language Comprehenser, est un système d’apprentissage et de compréhension
du langage. Le choix de représentation de la connaissance s’inspire de celui d’Aristote mais il y apporte deux
points importants :
– Le modèle TLC introduit le typage des propriétés associées
– TLC est un modèle d’organisation, alors que la structure d’Aristote est purement logique.
La figure 3.1 représente un réseau sémantique d’après R. Quillian. Le modèle de R. Quillian est basé sur l’exis-
FIG. 3.1 – Exemple de représentation TLC de R. Quillian.
tence d’un réseau de relations hiérarchisées entre des concepts. Ceux-ci sont représentés comme les noeuds
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d’un graphe auxquels sont attachés des propriétés. Les arcs du graphe représentent la relation de hiérarchi-
sation. Par souci d’économie cognitive, TLC associe à la hiérarchisation la notion de spécification. Si deux
concepts sont liés hiérarchiquement, le concept le plus bas dans la hiérarchie englobe les propriétés du concept
le plus haut. Afin de connaître toutes les propriétés d’un concept, il suffit de remonter le graphe en suivant les
arcs de hiérarchie jusqu’à l’élément le plus haut. La figure 3.2 illustre la reconstruction d’un concept à partir
des liens hiérarchiques. Cette méthode de représentation est appelée héritage de concept. Chaque concept est
FIG. 3.2 – Reconstruction d’un concept par parcours de la hiérarchie.
vu comme une spécialisation du concept qui est son supérieur hiérarchique direct. Le sommet de la hiérarchie
comporte alors les concepts les plus généraux, les concepts en bas de la hiérarchie sont les concepts les plus
spécifiques. Ces graphes sous forme d’arbre sont appelés taxinomie, ou arbre isa.
3.2.2 Cadre conceptuel (Frame)
En 1975, Marvin Minsky [61] avance que la plupart des théories en Intelligence artificielle et en psychologie
sont dans l’ensemble trop spécialisées. Reprenant les travaux de Frederic Bartlett [7], il incite à étendre les
réseaux sémantiques en apportant davantage de relations entre les concepts et des contrôles sur les propriétés des
concepts. Il nomme cette nouvelle représentation “Frame”. La première définition informelle d’un “Frame” est
la suivante : “Un frame est une structure de données représentant une situation stéréotypée, comme se trouver
dans un certain type de salon ou se rendre à un goûter d’anniversaire d’un enfant. Divers types d’informations
sont associés à chaque frame. Certaines d’entre elles concernent l’utilisation de ce frame. D’autres portent sur
ce que l’on s’attend à ce qu’il arrive par la suite. D’autres encore portent sur ce qu’il faut faire si ces attentes
ne sont pas confirmées.”
De manière plus détaillée, un "Frame" est une structure de données regroupant l’ensemble des connais-
sances relatives à un concept. Un frame est un prototype décrivant une situation ou un objet. Il sert de référence
pour comparer des objets que l’on désire reconnaître, analyser ou classer. Les prototypes doivent prendre en
compte toutes les formes possibles d’expression de la connaissance. Les frames possèdent par conséquent une
richesse descriptive plus vaste que les réseaux sémantiques. Un “Frame” est composé d’un ensemble d’attributs
qui sont les propriétés caractérisant le concept. Ces attributs contiennent des facettes qui décrivent l’ensemble
des valeurs possibles pour cet attribut. Ces facettes peuvent être de deux formes : déclaratives et procédurales.
Les premières associent des valeurs aux attributs, alors que les secondes décrivent les procédures, appelées
réflexes, qui sont activées lors des accès à ces valeurs. Les "Frames" appartenant à un ensemble de “Frames”
propres à un même thème sont organisés dans une même structure hiérarchisée. Chaque frame pouvant alors
être vu comme un concept dans un réseau sémantique.
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3.3 Graphes conceptuels
Avec l’évolution des réseaux sémantiques vers les schémas, John Sowa entreprend de joindre deux repré-
sentations afin d’en tirer les avantages. A une représentation conceptuelle il associe la logique [82]. La logique
apporte la capacité d’inférence, la représentation conceptuelle son expressivité et sa simplicité. Pour Sowa,
un concept est défini par un ensemble de propriétés. Une instance est un objet représenté par un concept. Par
exemple, un animal est un concept. L’éléphant Jumbo est une instance d’animal. La principale différence entre
un réseau sémantique et un graphe conceptuel est que le réseau sémantique s’appuie sur l’existence ou non
de propriétés pour un concept. Dans un graphe conceptuel, les propriétés sont représentées par les attributs du
concept. Les concepts sont énoncés en intention contrairement aux réseaux sémantiques pour lesquels c’est
l’étude des objets qui valide l’énoncé d’un concept. On parle dans ce cas d’énoncé en extension. Les graphes
conceptuels permettent l’ajout de nouvelles relations entre les concepts. Ces relations sont des noeuds du graphe
liant un ou plusieurs concepts. La définition formelle de ces noeuds et des arcs qui leurs sont liés spécifie le
type de relation décrit.
3.3.1 Définition formelle des graphes conceptuels
D’après Sowa [82], la définition d’un graphe conceptuel est la suivante :
Définition 23 Les graphes conceptuels sont des graphes finis, connectés et bipartites tels que :
– Les deux sortes de nœuds d’un graphe bipartite sont les concepts et les relations conceptuelles.
– Chaque relation conceptuelle possède un arc ou plus, chacun d’entre eux doit être lié à un concept.
– Si une relation a n arcs, elle est dite n-adique.
– Un unique concept peut former un graphe conceptuel, mais chaque arc de chaque relation conceptuelle
doit être lié à un concept quelconque.
En 1992, Une nouvelle définition plus formelle fut énoncée par Michel Chein [22].
Définition 24 Un graphe conceptuel est un ensemble G = (C, R, A, lab) tel que :
– C est un ensemble non-vide de sommets conceptuels, correspondant aux concepts instanciés du graphe.
– R est un ensemble de sommets relationnels, correspondant aux relations instanciées du graphe.
– A est l’ensemble des arêtes du graphe. Nous représenterons.
– lab est une application qui associe à chaque sommet du graphe une étiquette.
Cette définition décrit un cadre formel mais reste très libre sur la structure des graphes pouvant être construits.
Nous nous intéressons maintenant à certaines de ces structures.
3.3.2 Structure de graphes conceptuels
Il existe deux grandes structures de graphes conceptuels. La structure en treillis et la structure en étoile,
appelée aussi S-graph.
3.4 Logiques de descriptions
Les logiques de description ont été conçues à partir des graphes conceptuels et de la sémantique des Frames
de Minsky [60] où l’on a des concepts représentés par des cadres qui sont caractérisés par un certain nombre
d’attributs (en anglais slots) qui contiennent de l’information sur leur contenu.
Les logiques de description forment une famille de langages de représentation de connaissance qui peuvent
être utilisées pour représenter la connaissance terminologique d’un domaine d’application d’une façon structu-
rée et formelle. Le nom « logique de description » peut être interprété de deux manières. D’une part ces langages
ont été élaborés pour écrire la « description » des concepts pertinents d’un domaine d’application. D’une autre
part, une caractéristique cruciale de ces langages est qu’ils ont une sémantique formelle définie en logique des
prédicats. Dans ce sens, nous pouvons dire que les logiques de descriptions ont une sémantique « descriptive »
formelle.
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La syntaxe d’une logique de description est composée d’un ensemble de concepts atomiques, d’un ensemble
de rôles atomiques et d’une définition récursive pour la construction de concepts et de rôles complexes [63].
La sémantique d’une logique de description est définie par un domaine et une fonction d’interprétation qui fait
correspondre à chaque concept un ensemble de valeurs du domaines (ou individus) et à chaque rôle un ensemble
de couples d’individus. Les concepts et rôles complexes sont interprétés récursivement à partir respectivement
des concepts et rôles atomiques qui les définissent. La logique de description la plus basique est l’Attribute
Language, est est notée AL [77].
3.4.1 Syntaxe des logiques de description
La syntaxe de AL est composée d’un ensemble de concepts atomiques, d’un ensemble de rôles atomiques
et d’une définition récursive pour les concepts et les rôles complexes. Formellement :
– Un concept atomique est un AL-concept ;
– ⊤ est un AL-concept ; (Le concept le plus général)
– ⊥ est un AL-concept ; (Le concept le plus spécifique)
– si A est un concept atomique alors ¬A est un AL-concept ; (le complément de A)
– si C et D sont des AL-concepts alors C ⊓D est un AL-concept ; (l’intersection de C et D )
– si C est un AL-concept et R est un rôle alors ∀R.C est un AL-concept ; (La restriction de valeur pour
le couple en relation pour le rôle)
– si R est un rôle alors ∃R.⊤ est unAL-concept. (Existence d’aumoins un couple en relation pour le rôle)
3.4.2 Sémantique des logiques de description
Soit ∆ un domaine pouvant être infini, l’interprétation est définie par un couple < ∆, I > où I est une
fonction d’interprétation qui associe à chaque concept un sous-ensemble de ∆ et qui associe à chaque rôle un
sous-ensemble ∆×∆. Formellement :
– I(⊤) = ∆ ;
– I(⊥) = ∅ ;
– I(¬A) = ∆− I(A) ;
– I(C ⊓D) = I(C) ∩ I(D)
– I(∀R.C) = {x ∈ ∆ | ∀y ∈ ∆, si (x, y) ∈ I(R) alors y ∈ I(C)} ; (L’ensemble des individus dans le
domaine qui sont en relation avec l’ensemble des interprétations de C)
– I(∃R.⊤) = {x ∈ ∆ | ∃y ∈ ∆, (x, y) ∈ I(R) et y ∈ ∆}. (L’ensemble de tous les individus dans le
domaine qui sont en relation avec au moins un autre individu pour le rôle R)
3.4.3 Base de connaissance en Logique de Description
Une base de connaissance en logique de description est composée de deux parties. La première, notée
TBox est un ensemble de concepts et de rôles. La deuxième, notée ABox, est un ensemble fini d’instances des
concepts et des rôles de TBox [3]. Les éléments de base de TBox sont :
– des concepts atomiques qui représentent les sous-ensembles du domaine ;
– des rôles qui représentent les relations binaires sur le domaine ;
– des constructeurs de concept servant à créer des concepts complexes ;
– des constructeurs de rôles servant à créer des rôles complexes.
L’ensemble des constructeurs de concepts et l’ensemble des constructeurs de rôles sont définis selon un
formalisme issu d’une famille de formalismes de logiques de descriptions. Nous ne détaillons pas ici les familles
de formalismes de logiques de description car ils ne sont pas traités dans ce travail, un état de l’art plus complet
sur les logiques de descriptions et les représentations conceptuelle peut être obtenu en [68].
3.5 L’approche Objet
Les modèles à objets ont étés créés pour les entités du monde réel à partir d’attributs, de comportement
d’états. Le concept essentiel est bien sûr celui d’objet. Il n’est pas simple à définir car composite, c’est-à-dire
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intégrant plusieurs aspects. Dans un modèle objet, toute entité du monde réel est un objet et réciproquement,
tout objet représente une entité du monde réel. Nous présentons le paradigme Objet en nous inspirant du travail
décrit dans [41].
Définition 25 Un objet est abstraction d’une entité du monde réel caractérisée par une identité, un état et un
comportement [42].
Un objet est donc une instance d’entité. Il possède une identité qui lui permet de le repérer de manière unique.
Par exemple, un oiseau d’identité "titi" est un objet, il est caractérisé par un état constitué de sa couleur de
plumage, son espèce, sa taille, etc. Il a aussi un comportement composé d’un ensemble d’opérations permettant
d’agir dessus, par exemple manger(), marcher(), sauter(), mourir(), etc. L’objet « titi » est donc un ensemble de
valeurs. A travers cet exemple, deux concepts importants apparaissent associés à la notion d’objet. Tout d’abord,
un objet possède un identifiant qui matérialise son identité. Ainsi, deux objets ayant même valeurs mais un
identifiant différent sont considérés comme différents. Un objet peut changer de valeur mais pas d’identifiant
(sinon on change d’objet).
Définition 26 Un identifiant objet est une référence unique et invariante attribuée à un objet lors de sa création
permettant de le désigner et de le retrouver tout au long de sa vie [42].
L’identité d’objet est un concept important : c’est la propriété d’un objet qui le distingue logiquement et phy-
siquement des autres objets. Un identifiant objet est en général une adresse logique invariante. La référence
apporte une plus grande flexibilité pour modéliser des objets complexes ; en particulier un objet peut référencer
un autre objet. Ainsi, l’objet oiseau référence l’objet nid. Il en est de même pour l’objet oisillon. On pourrait
traduire cette référence par la phrase : L’oiseau et son oisillon connaissent leur nid. Mais ce nid est unique et
donc les deux objets ne peuvent connaître deux nids différents. Le partage référentiel d’un objet par deux autres
objets devient possible sans duplication de données. Comme le montre ces exemples, en plus d’identifiants,
un objet possède des attributs aussi appelés variables d’instance. Un attribut mémorise une valeur ou une réfé-
rence précisant une caractéristique de l’objet. La valeur peut être élémentaire (un entier, un réel ou un texte) ou
complexe (valeurs multiples). La référence correspond à l’identifiant d’un autre objet.
Définition 27 Un attribut est la caractéristique d’un objet désignée par un nom permettant de mémoriser une
ou plusieurs valeurs, ou un ou plusieurs identifiants d’objets [43].
3.5.1 Encapsulation
Au delà d’une structure statique permettant de modéliser des objets et des liens entre objets, le paradigme
Objet permet d’encapsuler les structures des objets par des opérations, appelées méthodes
Définition 28 Une méthode (ou opération) est la modélisation d’une action applicable sur un objet, caracté-
risée par un en-tête appelé signature définissant son nom, ses paramètres d’appel et ses paramètres de retour
[43].
Le principe d’encapsulation permet de masquer les attributs et les méthodes en ne laissant visible que
les méthodes publiques. Les méthodes cachées sont qualifiées alors de privées. L’encapsulation est un concept
fondamental qui permet de cacher un groupe de données et un groupe de procédures associées en les fusionnant
et en ne laissant visible que l’interface composée des attributs et des méthodes publiques.
Définition 29 On appelle interface l’ensemble des signatures des méthodes, y compris les lectures et écritures
d’attributs publics, qui sont applicables depuis l’extérieur sur un objet [44].
L’interface d’un objet contient toutes les méthodes publiques que peuvent utiliser les clients de l’objet. Une
interface ne doit pas être changée fréquemment : elle peut être enrichie par de nouvelles signatures de méthodes,
mais il faut éviter de changer les signatures des méthodes existantes. En conséquence, un objet exporte une
interface qui constitue un véritable contrat avec les utilisateurs. Les attributs privés (non visibles de l’extérieur)
et le code des méthodes peuvent être modifiés, mais changer des méthodes de l’interface nécessite un nouveau
processus de conception des objets. Ce principe facilite la programmation modulaire et l’indépendance des
programmes à l’implantation des objets. Par exemple, il est possible de développer une structure de données
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sous la forme d’un tableau, permettant de mémoriser le contenu d’un écran. Cette structure peut être encapsulée
dans des méthodes de signatures fixées permettant d’afficher, de redimensionner, de saisir des caractères. Le
changement du tableau en liste nécessitera de changer le code des méthodes mais pas l’interface, et donc
pas les clients. En résumé, les méthodes et attributs public constituent l’interface d’un objet. Ceux-ci sont les
seuls accessibles à l’extérieur de l’implantation de l’objet. Le code qui constitue cette implantation peut être
structuré. Certaines méthodes sont alors invisibles à l’extérieur de l’objet : elles sont appelées méthodes privées.
Par exemple, la saisie d’un texte peut s’effectuer par plusieurs appels d’une méthode saisissant une ligne : la
méthode sasirLigne() restera invisible du monde extérieur et seule la méthode sasirTexte() pourra être invoquée.
A ce niveau il est à noter qu’un attribut d’objet peut être lu et modifié par une fonction appliquée à l’objet. Ces
fonctions particulières, les accesseurs, ont , par exemple, en Java une syntaxe particulière. Leur signature doit
suivre le modèle : get[nom de l’attribut]() pour une fonction d’accès à un attribut et set[nom de l’attribut]()
pour une fonction d’initialisation de l’attribut. Par exemple, si un objet possède deux attributs name et function,
les accesseurs auront pour noms : getName(), setName(), getFunction(), setFunction(). Les utilisateurs Java ou
C++ ont aussi peut être déjà vu le modificateur protégé en plus des modes privé et public. Nous reviendrons sur
ce modificateur dans la partie consacré au langage Java en nous ramenant à chaque fois au cas privé.
Le concept de type de données abstrait est bien connu dans les langages de programmation. Un type de
données abstrait peut être vu comme un ensemble de fonctions qui cache la représentation d’un objet et contraint
les interactions de l’objet avec les autres objets. Ainsi, un type de données abstrait englobe une représentation
cachée d’un objet et une collection de fonctions abstraites visibles à l’extérieur. La définition d’un type de
données correspond à la définition d’une ou plusieurs interfaces, comme vues ci-dessus. L’emploi de types
abstrait favorise la modularité des programmes car la modification de la structure d’un objet n’affecte pas
les objets extérieurs qui le manipulent. Dans les systèmes à objets, les types abstraits (et donc les interfaces)
doivent être implémentés sous la forme d’un module permettant de définir les attributs et les méthodes communs
associés aux objets créés selon ce module. Un tel module est appelé classe.
Définition 30 Une classe est l’implantation d’une ou plusieurs interfaces sous la forme d’un module permet-
tant de spécifier un ensemble de propriétés d’objets (attributs et méthodes) et de créer des objets possédants
ces propriétés [45].
Une classe spécifie la structure et le comportement des objets qu’elle permet de créer. Elle donne également
naissance à une famille d’objets : on parle alors d’extension de la classe. Cette extension est une collection
d’objets ayant même structure et comportement. Par abus de langage, le terme de classe est utilisé pour désigner
à la fois l’implantation d’un type d’objet mais aussi l’extension d’une classe.
3.5.2 Héritage et polymorphisme
Afin d’éviter la répétition de toutes les propriétés pour chaque classe d’objets et de modéliser la relation
d’héritage « est une sorte de » entre objets, il est possible de définir de nouvelles classes par affinage de classes
plus générales. Cette possibilité est importante afin de synthétiser les structures et comportements des objets
et de tendre un ensemble de classes plus cohérent. La notion de généralisation est ainsi introduite d’après les
travaux de [49, 18].
Définition 31 La généralisation est un lien hiérarchique entre deux classes spécifiant que les objets de la classe
supérieure sont plus généraux que ceux de la classe inférieure.
La classe inférieure est appelée sous-classe, la classe supérieure est appelée super-classe. Le parcours du
lien de la super-classe vers la sous-classe correspond à une spécialisation, inverse de la généralisation. Une
sous-classe reprend les attributs et les méthodes des classes plus générales. Cette notion est appelée héritage.
Définition 32 L’héritage est la transmission automatique des propriétés d’une super-classe de base vers une
sous-classe.
Il existe différentes sémantiques de la généralisation et de l’héritage qui sont deux concepts associés [21,
59]. La plus courante est de considérer que tout objet d’une classe est aussi un objet d’une classe plus générale.
Il hérite à ce titre des attributs et méthodes de la classe supérieure. La relation de généralisation est alors une
relation d’inclusion. Bien que reprenant les attributs et méthodes de la classe supérieure, la sous-classe possède
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des attributs ou méthodes supplémentaires, c’est la spécialisation. La relation d’héritage entre classes peut être
utilisée pour représenter une taxinomie. Dans ce cas, une classe ne peut avoir qu’une seule super-classe.
Lors de la définition d’une hiérarchie de classes, certaines propriétés peuvent être spécifiées différemment
pour chaque sous-classe. Cette idée repose sur la capacité à modéliser une méthode de signature similaire mais
d’implantation différente. Il s’agit de la redéfinition.
Définition 33 La redéfinition est la spécialisation d’une méthode existante dans une super-classe au niveau
d’une sous-classe avec une implantation différente [46].
Pour une même classe, il est aussi possible de définir plusieurs implantations pour une même méthode.
Chacune est alors distinguée par une signature différente au niveau des paramètres. Cette notion s’appelle
surcharge.
Définition 34 La surcharge est la possibilité de définir plusieurs codes pour une même méthode d’une classe.
L’implantation appropriée étant sélectionnée selon le type des paramètres fournis [46].
La possibilité de surcharge rend nécessaire le choix de l’implantation d’une méthode en fonction de ses
arguments. Ceci peut se généraliser car en effet une méthode d’un nom donné peut avoir différentes signatures.
Une implantation est alors attachée à chaque signature. Cette possibilité peut être utilisée pour gérer des valeurs
par défaut de paramètre. La surcharge et la redéfinition forment le polymorphisme qui peut être défini par :
Définition 35 Le polymorphisme est la faculté pour une méthode d’avoir différentes signatures avec une im-
plantation spécifique attachée à chaque signature [46].
Le polymorphisme permet donc à une même opération de s’appliquer à des objets de différentes classes
ou à des objets d’une même classe. Dans ce dernier cas, les paramètres de l’opération doivent être de types
différents. En particulier, certain peuvent ne pas exister.
34 Fusions de connaissances: Applications aux relevés
photogrammétriques de fouilles archéologiques sous-marines
Deuxième partie
Fusion de croyances dans le cadre
propositionnel
35

Introduction
La fusion de croyances dans le cadre de la logique propositionnelle est un problème largement traité dans
la littérature [13, 53, 50, 17].
Bien que de nombreuses méthodes de fusion aient été proposées, la plupart des avancées dans ce domaine
concernent de nouvelles stratégies de fusion ou encore de nouveaux algorithmes pour optimiser les processus.
Cependant, dans le cadre d’application réelle, la conservation d’informations est très importante. Si la fusion
permet d’extraire des informations de sources différentes, il n’existe pas de processus permettant de retrouver
à partir d’un ensemble d’informations fusionnées les informations originelles. Le développement de processus
de fusion réversible est donc un problème ouvert.
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FIG. 3.3 – Schéma de la fusion en logique propositionnelle.
Nous proposons dans cette partie notre contribution par la mise en place d’un cadre réversible pour la fusion
d’états épistémiques inspiré du cadre réversible pour la révision développé par Odile Papini et Salem Benferhat
[14]. La caractéristique principale de ce cadre est de permettre de retrouver à partir d’un ensemble de croyances
fusionnées les croyances originelles par l’intermédiaire d’un historique. Une autre caractéristique est de propo-
ser une méthode permettant d’exprimer des opérateurs de fusions déjà définis (comme les opérateurs à base de
distances) et ainsi d’apporter la réversibilité à des processus de fusions tout en conservant leur caractéristiques.
Après un état de l’art sur la fusion proposé au chapitre 4, nous présentons tout d’abord dans le chapitre 5 la re-
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FIG. 3.4 – Cadre réversible pour la fusion.
présentation de pré-ordres par des polynômes. Nous développons ensuite la représentation d’états épistémiques
dans le cadre propositionnel au chapitre 6. Nous présentons enfin dans le chapitre 7 le cadre réversible dans
lequel est exprimée la fusion dans l’approche sémantique et syntaxique. Pour chacune des approches la réver-
sibilité est explicitée. Nous décrivons ensuite l’équivalence de la fusion dans l’approche sémantique et dans
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l’approche syntaxique. Finalement, la généralisation de notre cadre à la fusion à base de distance ainsi qu’à la
révision réversible est présentée au chapitre 8.
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Chapitre 4
État de l’art
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4.1 Introduction
4.1 Introduction
L’étude de la fusion d’informations est un problème important qui fait l’objet de nombreux travaux [13, 53,
50, 17]. Nous présentons ici un état de l’art s’intéressant particulièrement à la fusion de croyances représentées
par des bases propositionnelles. Le formalisme de la logique propositionnelle utilisé ici est détaillés en section
2.1, page 18.
4.2 Fusion de croyances
La fusion de croyances provenant de différentes sources est un problème qui suscite de nombreuses re-
cherches dans les domaines notamment de l’intelligence artificielle et des bases de données [5, 23]. La fusion
est l’extraction du maximum de croyances provenant de sources, pour les réunir dans ce que l’on appelle la
base de croyances fusionnée. Formellement, on peut représenter la fusion comme un opérateur sur un ensemble
E = {K1, . . . ,Kn} de croyances représentant les croyances de n agents sur un ensemble de sources d’infor-
mation Si, 1 ≤ i ≤ n. Chaque base Ki est une formule propositionnelle, ou plus généralement un ensemble
fini de formules propositionnelles φi,j . Avant de décrire le fonctionnement de la fusion d’informations, nous
rappelons certaines propriétés des ensembles de croyances. Ces propriétés sont détaillées dans [52, 53].
Rappel 1 Soit E = {K1, . . . ,Kn} un ensemble de croyances. On note
∧
E la conjonction de toutes les bases
de croyances définie par∧E = K1∧ · · · ∧Kn. Cette notation représentant de manière implicite la conjonction
des formules φi,j de chaque Ki
Rappel 2 Un ensemble de croyances E est dit cohérent si et seulement si
∧
E est cohérente. Nous nous auto-
risons l’abus d’écriture Mod(E) à la place de Mod(
∧
E) pour simplifier la notation.
Rappel 3 Soit E1, E2 deux ensembles de croyances. E1 et E2 sont équivalents si et seulement si il existe une
bijection f de E1 = {K11 , . . . ,K1n} dans E2 = {K21 , . . . ,K2n} définie telle que |= f(K1i )↔ K2i .
Rappel 4 Soit ⊕ un opérateur de fusion de bases de croyances et soit E = {K1, . . . ,Kn} un ensemble de
croyances. On note ∆(E) la base fusionnée définie par : ∆(E) = K1 ⊕ · · · ⊕ Kn. L’opérateur peut être
indifféremment noté ∆ ou ⊕ dans les travaux relatifs à la fusion.
L’opérateur ∆ représente le mécanisme de fusion utilisé de façon à extraire le maximum d’informations des
différentes sources. Il existe de nombreuses méthodes différentes pour arriver à cette sélection, mais des pro-
priétés générales ont été proposées pour que l’opérateur utilisé conserve un comportement rationnel lors de la
fusion. Ces propriétés sont rassemblées sous forme d’un ensemble de six postulats proposés par S. Konieczny
et R. Pino-Perez [53] que nous rappelons ici.
Rappel 5 Soit E, E1, E2 trois ensembles de croyances et soit K, K ′ deux bases de croyances, ∆ est un
opérateur de fusion si et seulement si il vérifie les postulats suivants :
(KP1) ∆(E) est cohérente
(KP2) Si E est cohérent, alors ∆(E) = ∧(E)
(KP3) Si E1 ↔ E2 , alors |= ∆(E1)↔ ∆(E2)
(KP4) Si K ∧K ′ n’est pas cohérente, alors ∆(K ∪K ′) 6|= K
(KP5) ∆(E1) ∧∆(E2) |= ∆(E1 ∪ E2)
(KP6) Si ∆(E1) ∧∆(E2) est cohérente, alors ∆(E1 ∪E2) |= ∆(E1) ∧∆(E2) 1
Ces Six postulats sont les propriétés basiques qu’un opérateur de fusion doit satisfaire. Le postulat (KP1) im-
pose que la base fusionnée soit cohérente pour pouvoir fournir des informations. En cas d’incohérence de la base
fusionnée, n’importe quelle croyance pourrait en être déduite ce qui entraînerait la perte totale des informations
extraites des sources. Si toutes les bases de croyances Ki sont cohérentes alors on doit extraire toute les infor-
mations des sources. Formellement cela se traduit par (KP2) qui stipule que la base fusionnée est la conjonction
de toutes les croyances de l’ensemble E. (KP3) exprime que l’opérateur ∆ obéit au principe d’indépendance
par rapport à la syntaxe. En effet, si deux ensembles de croyances apportent les mêmes informations, décrites
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cependant différemment, alors la fusion de ces deux ensembles doit donner le même résultat. Cette notion peut
être explicitée de manière plus rigoureuse en posant que si deux ensembles de croyances sont équivalents, au
sens de la définition 4, alors les deux bases de croyances issues de la fusion sont elles aussi équivalentes, mais
cette fois ci au sens logique. Le postulat (KP4) donne à l’opérateur de fusion un rôle égalitaire. Il ne faut pas
que l’opérateur privilégie l’une ou l’autre des bases de manière implicite, ce qui se traduit par la non inclusion
des modèles de la base fusionnée dans les modèles de l’une des bases de croyances. Les deux derniers postulats
ont été énoncés pour la première fois dans [74] par Revesz et ont étés intégrés aux postulats KP. (KP5) impose
que si des croyances sont communes à deux ensembles, alors ces croyances doivent apparaître dans la fusion
de ces deux ensembles. A eux deux, (KP5) et (KP6) expriment que si deux ensembles de croyances ont un seul
modèle en commun, alors ce modèle doit aussi être modèle de la base fusionnée et doit être le seul. Il est ajouté
à ces six postulats fondamentaux deux postulats caractérisant les opérateurs d’arbitrage et de majorité :
(M7) ∀K ∃n ∆(K ∪Kn) |= K (Majorité)
(A’7) ∀K ∀n ∆(E ∪Kn) (Arbitrage)
Ces deux postulats caractérisent des opérateurs de fusion spécifiques, un opérateur n’a pas à les respecter pour
être qualifié d’opérateur de fusion. Ces deux opérateurs ne peuvent être simultanément satisfaits par des opéra-
teurs vérifiant (KP1)-(KP6). (M7) implique l’utilisation de la majorité. En effet, plus une croyance apparaît dans
un ensemble, plus elle doit être prise en compte. Un opérateur respectant (M7) est dit majoritaire. Inversement,
(A’7) stipule qu’il ne faut pas prendre en compte la répétition dans un ensemble de croyances et caractérise les
opérateurs dits d’arbitrage. Les six postulats (KP1)-(KP6) présentés ici permettent de caractériser un opérateur
de fusion, cependant, certains d’entre eux ne les respectent pas tous les six mais sont néanmoins considérés
comme des opérateurs de fusion acceptables. Les deux postulats (M7) et (A’7) de spécialisation sont quant
à eux différents, en effet il est démontré dans [53] que les opérateurs satisfaisant (M7) ne peuvent satisfaire
(KP2) et (A’7). Ceux satisfaisant (KP4) ne peuvent satisfaire (M7) et (A’7). Maintenant les opérateurs de fusion
caractérisés (nous incluons ici dans les opérateurs de fusion acceptables), nous pouvons nous intéresser aux
techniques de construction de ces opérateurs et aux différentes méthodes de sélection de croyances. Afin de
faire cette sélection, il est nécessaire de définir différentes techniques.
4.3 Fusion avec contraintes d’intégrité
La formulation de la fusion comme elle a été décrite précédemment a été enrichie de nombreux travaux.
[56, 57, 53, 73, 74, 52]. Ces méthodes n’imposent aucunes contraintes sur la fusion qui a comme résultat
l’ensemble des interprétations qui se rapprochent le plus de l’ensemble des bases de croyances originales. Les
postulats de la fusion ont depuis étés étendus [54] afin de proposer des techniques de fusion plus générales où le
résultat doit obéir à des contraintes d’intégrité. Les postulats KP étendus à la fusion avec contrainte d’intégrité
sont :
0. ∆IC(E) ⊢ IC.
1. Si IC est cohérente, alors ∆IC(E) est cohérente.
2. Si E est cohérente avec IC, alors ∆IC(E) =
∧
E ∧ IC.
3. Si E1 ≡ E2 et IC1 ≡ IC2, alors ∆IC1(E1) ≡ ∆IC2(E2).
4. Si K1 ⊢ IC et K2 ⊢ IC, alors ∆IC(K1 ⊔K2) ∧K1 6⊢ ⊥ ⇒ ∆IC(K1 ⊔K2) ∧K2 6⊢ ⊥.
5. ∆IC(E1) ∧∆IC(E2) ⊢ ∆IC(E1 ⊔E2).
6. Si ∆IC(E1) ∧∆IC(E2) est cohérente, alors ∆IC(E1 ⊔ E2) ⊢ ∆IC(E1) ∧∆IC(E2).
7. ∆IC1(E) ∧ IC2 ⊢ ∆IC1∧IC2(E).
8. Si ∆IC1(E) ∧ IC2 est cohérente, alors ∆IC1∧IC2(E) ⊢ ∆IC1(E) ∧ IC2.
Les postulats sont tels que : 0 stipule que le résultat de la fusion satisfait les contraintes d’intégrités. Le
postulat 1 indique que le résultat de la fusion doit être cohérent si les contraintes d’intégrité sont cohérentes.
2 est tel que si la conjonction des bases de croyances est cohérente, il s’agit alors du résultat de la fusion.
Selon 3, la fusion est indépendante de la syntaxe. Si deux ensembles de bases de croyances sont logiquement
indépendantes, alors le résultat de la fusion doit être le même. 4 stipule qu’aucune priorité ne doit être donnée
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4.3 Fusion avec contraintes d’intégrité
à des bases de croyances. 5 et 6 sont liés. Ils indiquent que si il existe deux sous groupes qui sont d’accord sur
au moins une alternative, alors cette alternative doit apparaître dans le résultat de la fusion. Les postulats 7 et 8
sont la traduction directe des postulats AGM [2] (R5) et (R6), qui définissent la notion de fermeture.
4.3.1 Familles d’opérateurs
Comme nous l’avons vu précédemment, Konieczny and Pino Perez on proposé de diviser les opérateurs
de fusion en deux classes : les opérateurs de majorité et les opérateurs d’arbitrage [53]. Cette distinction est
également étendue dans le cadre de la fusion avec contraintes d’intégrité.
Définition 36 (Majorité) Un opérateur de fusion ∆ est un opérateur de majorité si et seulement si
∃n,∆IC(K1 ⊔K
n
2 ) ⊢ ∆IC(K2) (Maj)
Définition 37 (Arbitrage) Un opérateur de fusion ∆ est un opérateur d’arbitrage si et seulement si
∆IC1(K1) ≡ ∆IC2(K2)
∆IC1↔¬IC2(K1 ⊔K2) ≡ (IC1 ↔ ¬IC2)
IC1 6⊢ IC2
IC2 6⊢ IC1


⇒ ∆IC1∨IC2(K1 ⊔K2) ≡ ∆IC1(K1) (Arb)
Un autre propriété exclusive avec la propriété de majorité est l’indépendance à la majorité. Les opérateurs
indépendants à la majorité ne prennent pas en compte la popularité d’une opinion. C’est à dire que la redondance
d’une croyance n’influe pas sur le résultat de la fusion.
Définition 38 (Indépendance à la majorité) Un opérateur de fusion ∆ est indépendant à la majorité si et
seulement si
∀n,∆IC(E1 ⊔ E
n
2 )↔ ∆IC(E1 ⊔E2) (MI)
4.3.2 Théorème de représentation
Un autre moyen de représenter les postulats de la fusion est un théorème de représentation qui donne une vi-
sion plus intuitive des opérateurs grâce à un pré-ordre sur les interprétations. C’est la définition de l’assignation
syncrétique [54].
Définition 39 (Assignation syncrétique) Une assignation syncrétique est une fonction qui fait correspondre
à chaque ensemble de bases de croyancesE un pré-ordre, noté noté≤E , sur l’ensemble des interprétationsW
tel que pour chaque ensemble de bases de croyances E,E1, E2 et pour chaque base de croyances K1,K2 les
conditions suivante sont satisfaites :
1. Si ω |= E et ω′ |= E, alors ω ≃E ω′
2. Si ω |= E et ω′ 6|= E, alors ω <E ω′
3. Si E1 ↔ E2, alors ≤E1=≤E2
4. ∀ω |= K1, ∃ω′ |= K2, alors ω ≤K1⊔K2 ω′
5. Si ω ≤K1 ω′ et ω ≤K2 ω′, alors ω ≤K1⊔K2 ω′
6. Si ω <K1 ω′ et ω ≤K2 ω′, alors ω <K1⊔K2 ω′
Les propriétés de majorité et d’arbitrage sont définies de la même manière.
Définition 40 Une assignation syncrétique majoritaire est un assignement syncrétique qui satisfait :
7. Si ω <E2 ω′ alors ∃n, ω <E1⊔En2 ω
′
Définition 41 Une assignation syncrétique d’arbitrage est une assignation syncrétique qui satisfait :
8.
ω <K1 ω
′
ω <K2 ω
′′
ω′ ≡K1⊔K2 ω
′′

⇒ ω <K1⊔K2 ω′
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S.Konieczny a montré que∆ est un opérateur de fusion (c’est à dire qu’il satisfait tous les postulats KP) si et
seulement si il existe une assignation syncrétique qui fait correspondre à chaque ensemble de bases de croyances
E un pré-ordre≤E tel que mod(∆IC(E)) = min(mod(IC),≤E). La même équivalence est démontrée entre
les opérateurs de fusion à majorité et une assignation syncrétique majoritaire ainsi qu’entre un opérateur de
fusion d’arbitrage et une assignation syncrétique d’arbitrage..
4.4 Différentes approches de la fusion
Plusieurs approches de fusion d’informations ont été proposées durant ces dernières années. Nous présen-
tons ici les trois plus importantes : la fusion sans priorités, la fusion avec priorités implicites, puis la fusion avec
priorités explicites.
4.4.1 Fusion sans priorité de bases
Approche naïve
Lorsque qu’un ensemble de bases de croyances E = {K1, . . . Kn} est tel que
⋃
Ki,1≤i≤n
est cohérent,
la fusion est alors la conjonction de toutes les bases de croyances car l’ensemble des croyances disponibles
forment le résultat de la fusion. Dans ce cas là cependant, aucune information relative à la redondance de
croyance n’est conservée. Une approche plus prudente est de prendre comme résultat de la fusion la conjonction
de toutes les bases. Cette approche ne permet pas quant à elle d’identifier les croyances partagées par plusieurs
bases. Nous pouvons ajouter de plus que l’approche basée sur la disjonction entraîne un accroissement du
nombre de formules dont la plupart ne sont pas utiles.
Dans le cas où
⋃
Ki,1≤i≤n
est incohérent, il est impossible de considérer la conjonction des bases de
croyances comme le résultat de la fusion, en effet, le résultat serait alors incohérent lui aussi. Prendre comme
résultat de la fusion la disjonction des bases peut être une solution si celles-ci ne sont pas trop incohérentes
(c’est à dire si l’incohérence ne touche pas une trop grande partie des croyances). Dans le cas contraire, le
résultat de la disjonction de bases de croyances fortement incohérentes peut entraîner des bases inutilisables,
par exemple contenant des tautologies et n’apportant donc aucune information.
Plus formellement, d’un point de vue sémantique, l’opérateur de fusion appelé opérateur d’intersection
totale est défini par :
Définition 42 Soit E un ensemble de bases de croyances et soit IC une base de croyances représentant des
contraintes d’intégrité. L’opérateur d’intersection totale est défini par :
∆fmIC (E) =
{
E ∧ IC si E ∧ IC est cohérent
IC sinon
Cet opérateur ne satisfait pas le postulat KP6. Il est possible d’affiner cet opérateur en considérant la
conjonction de bases de croyances si elles sont cohérentes et leur disjonction sinon. C’est le rôle de l’opérateur
de fusion basique.
Définition 43 Soit E = {K1, . . . ,Kn} un ensemble de croyances et IC une base de croyances représentant
des contraintes d’intégrité. L’opérateur de fusion basique est défini par :
∆bIC (E) =


∧
i∈{1,...,n}Ki ∧ IC si cohérent ou∨
i∈{1,...,n}Ki ∧ IC si cohérent ou
IC sinon
Le théorème suivant sur l’opérateur de fusion basique a été démontré :
Théorème 1 L’opérateur de fusion basique satisfait les postulats KP0 à KP5 ainsi que les postulats KP7 et
KP8 mais ne satisfait pas le postulat KP6 [54].
Les deux opérateurs de fusion présentés montrent très vite leur limites, particulièrement quand l’union des
bases de croyances est incohérente. Des opérateurs plus adaptés ont été définis.
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4.4 Différentes approches de la fusion
Combination operators
Les opérateurs de combinaison sont une famille d’opérateurs de fusion syntaxique. Ils reposent tous sur la
notion d’ensembles maximaux-cohérents de l’union de bases de croyances. Les premiers opérateurs de combi-
naison ont été proposés dans [6, 5].
Définition 44 Soit K et IC deux bases de croyances et E un ensemble de bases de croyances. L’ensemble des
sous ensembles maximaux-cohérents au sens de l’inclusion deK∧IC contenant IC est noté MAXCONS (K, IC).
On défini l’ensemble des sous ensembles maximaux cohérents MAXCONS (E, IC) tel que MAXCONS (E, IC) =
MAXCONS (
∧
E, IC)). Si le critère de comparaison est la cardinalité, nous notons alors MAXCONScard (E, IC)
cet ensemble.
Cette définition caractérise l’ensemble maximal-cohérent de E qui satisfait IC. A partir de cette définition,
les opérateurs de combinaison sont définis par :
Définition 45
∆C1IC(E) = MAXCONS (E, IC)
∆C2IC(E) = {M |M ∈ MAXCONS (E,⊤) et M ∧ IC 6⊢ ⊥}
∆C3IC(E) = MAXCONScard (E, IC)
∆C4IC(E) =
{
{M ∧ IC |M ∈ MAXCONS (E,⊤) ,M ∧ IC 6⊢ ⊥} si cet ensemble n’est pas vide
IC sinon
Les résultats de l’opérateur∆C1IC(E) sont les ensembles maximaux-cohérents deE qui satisfont les contraintes
d’intégrité IC. L’opérateur ∆C2IC(E) construit d’abord les ensembles maximaux-cohérents de E et conserve
seulement ceux qui sont cohérents avec les contraintes d’intégrité. L’opérateur∆C3IC(E) construit les ensembles
maximaux-cohérents de E de cardinalité minimale qui contient les contraintes IC. Enfin, l’opérateur ∆C4IC(E)
affine ∆C3IC(E) possédant plus de propriétés logiques.
Aucun des opérateurs de combinaison ne satisfait le postulatKP3 car ils sont tous par définition dépendants
de la syntaxe. Le théorème indique la vérification ou non des postulats KP par les opérateurs de combinaison.
Théorème 2 Les opérateurs de combinaison sont tels que :
– L’opérateur ∆C1IC(E) vérifie KP0, KP1, KP2, KP4, KP5, KP7 et MI . Il ne vérifie pas KP6, KP8
et maj.
– L’opérateur ∆C2IC(E) vérifie KP4, KP5, KP7, KP8 et MI . Il ne vérifie pas KP0, KP1,KP2, KP6
et maj.
– L’opérateur ∆C3IC(E) vérifie KP0, KP1, KP2, KP7, KP8 et MI . Il ne vérifie pas KP4, KP5, KP6
et maj.
– L’opérateur ∆C4IC(E) vérifie KP0, KP1, KP2, KP4, KP5, KP7, KP8 et MI . Il ne vérifie pas KP6
et maj.
Il faut noter que le fait que les opérateurs de combinaison ne vérifient pas la propriété MI peut être un
problème. En effet, cela signifie qu’ils ne prennent pas en compte l’origine de l’information.
4.4.2 Fusion avec priorités implicites
La fusion avec priorités implicites a été étudiée au niveau sémantique [20, 53]. Les opérateurs de fusion avec
priorités implicites ont la propriété de passer par trois étapes lors de la création de la base fusionnée : la première
étape est le calcul d’une distance locale entre les interprétations et les bases de croyances pour construire un
pré-ordre sur les interprétations. La deuxième étape est l’agrégation des distances locales pour arriver à une
distance globale entre les interprétations et l’ensemble de croyances pour en déduire un nouveau pré-ordre sur
les interprétations. La troisième étape est la construction de la base fusionnée en utilisant le pré-ordre global de
l’ensemble de croyances. Définissons les notions de distances entre interprétation et pré-ordre.
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Définition 46 On appelle pseudo-distance entre deux interprétations, notée d, une fonction d :W×W → IR+
définie telle que ∀ ωi, ωj ∈ W
(i) d(ωi, ωj) = d(ωj , ωi)
(ii) d(ωi, ωj) = 0 si et seulement si ωi = ωj
Dans le cadre de la fusion implicite, d est appelée distance au lieu de pseudo-distance bien qu’il ne soit pas
nécessaire de vérifier l’inégalité triangulaire2.
Pour des interprétations en logique propositionnelle, la distance la plus utilisée la distance de Hamming, notée
dH , qui est définie comme le nombre de littéraux qui varient d’une interprétation à l’autre. Plus formellement,
∀ωi, ωj ∈ W deux interprétations, on définit la distance de Hamming entre ωi et ωj par : dH(ωi, ωj) = ♯({lk ∈
ωi | lk 6∈ ωj} ∪ {lk′ ∈ ωj | lk′ 6∈ ωi}). La distance de Hamming étant une distance au sens mathématique,
elle vérifie les propriétés de la définition 8. Dans le cadre d’ensemble de croyances, on appelle distance d’une
interprétationω à une base K , ou encore distance locale, la plus petite distance entre ω et les modèles de K . De
manière formelle dl(ω,K) = minω′|=Kd(ω, ω′) où la distance d est une distance au sens de la définition 1.6
comme par exemple la distance de Hamming. Il est fréquent de ne pas faire de différence entre d et dl dans les
notations. La notion de distance locale permet d’ordonner les interprétations par rapport à chacune des bases
d’un ensemble de croyances sous la forme de pré-ordres totaux.
Définition 47 Un pré-ordre est une relation binaire ≤ dans W ×W telle que :
(1) ∀ωi ∈ W ωi ≤ ωi (Réflexivité)
(2) ∀ωi, ωj, ωk ∈ W{, si ωi ≤ ωj et ωj ≤ ωk alors ωi ≤ ωk (Transitivité)
Un pré-ordre est qualifié de total si et seulement si ∀ωi, ωj ∈ W ωi ≤ ωj ou ωj ≤ ωi
Pour la fusion avec priorités implicites, deux types de pré-ordres sont utilisés. Tout d’abord les pré-ordres
locaux entre chaque base de croyances Ki et les interprétations puis ensuite un pré-ordre global entre les
interprétations et la base fusionnée ∆(E). Les pré-ordres locaux, souvent notés ≤Ki pour référencer la base
de croyances à laquelle ils se rapportent, sont construits à partir des distances locales dl de manière à ce que
pour deux interprétations ωi et ωj , ωi ≤Ki ωj si et seulement si dl(ωi,Ki) ≤ dl(ωj ,Ki). La construction du
pré-ordre global, noté ≤⊕, dépend de l’opérateur de fusion utilisé et passe par le calcul d’une distance globale
d⊕(ω,E) entre les interprétations ω et l’ensemble de croyances E. La méthode utilisée pour le calcul de la
distance globale ainsi que celle utilisée pour la construction du pré-ordre global forment l’opérateur de fusion.
Plusieurs méthodes ont été proposées pour le calcul des distances globales, voici le rappel des plus connues
dans la littérature et des plus utilisées. Pour toutes ces définissions, nous considérons la fusion d’un ensemble
de croyances E = {K1, · · · ,Kn} en utilisant une distance locale d entre les interprétations ω et les bases de
croyances Ki.
Définition 48 On définit l’opérateur de majorité [73], noté Σ, tel que :
∀ω ∈ W , dΣ(w,E) =
n∑
i=1
d(ω,Ki)
Cette méthode d’agrégation permet de prendre en compte les interprétations compatibles avec le plus de
sources possibles.
Définition 49 On définit l’opérateur de somme pondérée [73], noté WS, tel que :
∀ω ∈ W , ∀Ki ∈ E, ∃ki ∈ IN dWS(w,E) =
n∑
i=1
ki ∗ d(ω,Ki)
L’opérateur de somme pondérée possède un comportement similaire à l’opérateur Σ. La seule différence est
que les bases n’ont pas la même importance et que chacune peut être pondérée par un entier ki.
2∀ ωi, ωj , ωk ∈ W (iii) d(ωi, ωk) ≤ d(ωi, ωj) + d(ωj , ωk)
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4.4 Différentes approches de la fusion
Définition 50 On définit l’opérateur égalitariste idempotent [73], notéMAX , tel que :
∀ω ∈ W , dMAX (ω,E) = maxi=1,···,n(d(ω,Ki))
Cet opérateur préfère les interprétations satisfaisant le mieux une base de croyances en particulier dans l’en-
semble sans pour autant préférer une base.
Définition 51 On définit l’opérateur égalitariste basé sur l’ordre lexicographique des maximaux, notéGMAX
(pour GeneralizedMAX ) [53], tel que :
dGMAX (ω,E) = (x1, · · · , xn) ∈ IRn | ∀j, 1 ≤ j ≤ n, ∃i ∈ IN, tel que xj = d(ω, Ki)
et ∀k ∈ IN, 1 ≤ k ≤ j − 1 on a xk ≤ xj
∀ω ∈ W , dGMAX (w,E) = (x1, · · · , xn) ∈ IRn | ∀i, j, k ∈ IN, i ≤ k, xi = d(ω,Kj) ssi xi ≤ xk
Cette distance est un vecteur composé du classement par ordre croissant des distances locales.
A partir de ces distances globales, Un pré-ordre global est construit de la même façon que pour un pré-ordre
local, c’est à dire que pour deux interprétationsωi et ωj , ωi ≤⊕ ωj si et seulement si d⊕(ωi, E) ≤ d⊕(ωj , E). Il
est à noter queΣ,WS etMAX utilisent l’ordre classique sur IR. Cependant, du fait de sa particularité d’utiliser
des vecteurs de IRn, GMAX utilise l’ordre lexicographique sur les vecteurs comme comparaison entre les
distances globales. L’ordre lexicographique est la comparaison de chaque composante de même indice de deux
vecteurs de même taille en prenant comme vecteur le plus grand le premier qui à une composante plus grande
que celle de l’autre dans l’ordre croissant des indices. La construction de la base fusionnée ∆(E) est alors
obtenue en sélectionnant les interprétations minimales suivant le pré-ordre global, c’est à dire : Mod(∆(E) =
{ω ∈ W | ω ∈ min(W ,≤⊕)}. La base fusionnée peut être assimilée à un ensemble d’interprétations, ceci
caractérise l’approche sémantique de fusion. L’exemple suivant permet de faire un point sur la fusion implicite
sémantique.
Exemple 1 Cet exemple est tiré de [13]. On considère une situation comportant une salle avec une porte, un
chat, et une souris. Soient c, s, f , et p quatre variables propositionnelles qui représentent respectivement les
informations : "Le chat est dans la salle", "La souris est dans la salle", "la souris est effrayée" et "la porte est
ouverte". Trois sources d’informations s’expriment sur la situation : S1, S2 et S3. La première source fournit
comme informations : "un chat ou bien une souris non effrayée", la deuxième "Une porte ouverte avec la pré-
sence du chat ou de la souris dans la salle", la troisième enfin indique que "La porte est ouverte et la salle
est vide". A partir des sources on construit un ensemble de croyances E = {K1, K2, K3} constitué de trois
bases de croyances correspondant à chaque source. Les bases contiennent la croyance formalisée à partir des
informations données par la source à laquelle elle est rattachée, ainsi K1 = (s ∧ ¬f) ∨ c), K2 = (s ∨ c) ∧ p
et K3 = ¬c ∧ ¬s ∧ p. Le tableau 1 montre les distances locales et globales calculées à l’aide des opérateurs
Σ, WS, MAX et GMAX . On suppose les bases pondérées respectivement par trois entiers k1 = k2 = 1 et
k3 = 3 choisis arbitrairement pour la fusion avec WS, la distance utilisée pour le calcul des distances locales
étant la distance de Hamming. La lecture du tableau est assez intuitive, les colonnes sous les distances locales
permettent d’observer les pré-ordres locaux. Chaque colonne sous un opérateur permet de voir les distances
globales et d’en déduire le pré-ordre global associé à chaque opérateur de fusion. On remarque que chaque
opérateur va sélectionner des interprétations différentes. Σ choisit les solutions ω9, ω10,ω13 satisfaisant une
majorité de bases. L’opérateur WS choisit quant à lui ω8 et ω12 car ce sont les interprétations qui satisfont
K3 dont le poids est le plus important.MAX et GMAX correspondent à une autre approche. Ces deux opé-
rateurs mettent en évidence la distance maximum entre une interprétation et une des bases de croyances. Ceci
permet d’éviter de choisir des interprétations trop incompatibles avec certaines croyances, même si elles satis-
font plusieurs autres bases de croyances. On remarque de plus que GMAX affine les résultats obtenus avec
MAX . Au final, on se retrouve avec les bases fusionnées ∆Σ(E), ∆(WS)(E), ∆(MAX)(E) et ∆(GMAX)(E)
correspondantes chacune à un type de fusion différent. Chaque opérateur convient à une stratégie de sélec-
tion d’informations, et donc d’extraction d’information depuis les sources, qui peut être adaptée à certains cas
mais très inadaptée pour d’autre. Le choix du bon opérateur à utiliser est primordial pour garantir un résultat
adéquat.
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ω d(ω,K1) d(ω,K2) d(ω,K3) Σ MAX WS GMAX
ω0 = {¬p,¬f,¬s,¬c} 1 2 1 4 2 6 (2, 1, 1)
ω1 = {¬p,¬f,¬s, c} 0 1 2 3 2 7 (2, 1, 0)
ω2 = {¬p,¬f, s,¬c} 0 1 2 3 2 7 (2, 1, 0)
ω3 = {¬p,¬f, s, c} 0 1 3 4 3 10 (3, 1, 0)
ω4 = {¬p, f,¬s,¬c} 1 2 1 4 2 6 (2, 1, 1)
ω5 = {¬p, f,¬s, c} 0 1 2 3 2 7 (2, 1, 0)
ω6 = {¬p, f, s,¬c} 1 1 2 4 2 8 (2, 1, 1)
ω7 = {¬p, f, s, c} 0 1 3 4 3 10 (3, 1, 0)
ω8 = {p,¬f,¬s,¬c} 1 1 0 2 1 2 (1, 1, 0)
ω9 = {p,¬f,¬s, c} 0 0 1 1 1 3 (1, 0, 0)
ω10 = {p,¬f, s,¬c} 0 0 1 1 1 3 (1, 0, 0)
ω11 = {p,¬f, s, c} 0 0 2 2 2 6 (2, 0, 0)
ω12 = {p, f,¬s,¬c} 1 1 0 2 1 2 (1, 1, 0)
ω13 = {p, f,¬s, c} 0 0 1 1 1 3 (1, 0, 0)
ω14 = {p, f, s,¬c} 1 0 1 2 1 4 (1, 1, 0)
ω15 = {p, f, s, c} 0 0 2 2 2 6 (2, 0, 0)
TAB. 4.1 – Représentation du calcul des distances locales et globales pour les opérateurs de fusion Σ, WS, MAX ,
GMAX
4.4.3 Fusion avec priorités explicites
La fusion avec priorités explicites peut être vue comme une généralisation de la fusion avec priorités impli-
cites. En effet, on ne considère que les pré-ordres locaux et globaux sans se soucier de la manière dont ils sont
obtenus. Le travail en fusion avec priorités explicites est de trouver un moyen de représenter les pré-ordres car
ils ne sont plus induits à partir de distances comme dans le cadre de la fusion avec priorités implicites. Deux
approches de la fusion avec priorités explicites sont présentées. Une approche sémantique, basée sur l’étude
des interprétations du calcul propositionnel, est présentée dans la cadre général puis une approche syntaxique
dans le cas où les bases de croyances sont constituées de littéraux, ce qui le cas pour notre application.
Approche sémantique de la fusion avec priorités explicites
L’approche sémantique de la fusion avec priorités explicites est proche de la fusion avec priorités implicites.
Le but est toujours de fusionner un ensemble de croyances E = {K1, . . . ,Kn} en utilisant des pré-ordres
locaux, notés ≤Ki , pour construire un pré-ordre global, noté ≤⊕, dépendant de l’opérateur de fusion ⊕ choisi,
qui permet de sélectionner les interprétations préférées décrivant la base fusionnée ∆(E). Afin de créer les pré-
ordres, on pondère chaque interprétation par un élément γ provenant d’un ensemble Γ ordonné par un pré-ordre
total ≤Γ. A chaque base de croyances Ki correspond un ensemble ΓKi permettant de représenter le pré-ordre
local ≤Ki lui étant associé. Cependant, il est souvent plus sage de travailler sur la même structure Γ lors du
calcul des pré-ordres locaux et globaux. En effet, choisir pour chaque pré-ordre local un ensemble Γ différent
pourrait conduire à un problème d’échelle lors du calcul du pré-ordre global, l’agrégation des pré-ordres locaux
perdrait toute rationalité si les ensembles sur lesquels les comparaisons sont effectuées sont trop différents. On
définit la relation de pré-ordre par : ∀ (ω, γ), (ω′, γ′) ∈ W×Γ ω ≤Ki ω′ si et seulement si γ ≤ΓKi γ
′
. Une fois
les pré-ordres locaux représentés, il reste à définir un pré-ordre global sur les interprétations. Comme dans le
cadre de fusion avec priorité implicite, c’est l’opérateur de fusion qui permet de construire le pré-ordre global.
Il n’est pas nécessaire de redéfinir des opérateurs sémantiques spécifiques, en effet, l’extension des opérateurs
de fusion présentés en 4.4.2 à des ensembles ordonnés (et pas seulement à IR+) permet leur utilisation lors de la
fusion avec priorité explicite. Il suffit que les ensembles de poids Γ choisis aient une structure adaptée à chaque
opérateur. Pour simplifier les notations de poids associés à une interprétation on utilise la notation γ(ω) qui à
chaque interprétation ω ∈ W fait correspondre son poids γ ∈ Γ. Plusieurs pré-ordres étant utilisés, on utilise
une notation indicée comme γKi(ω) pour le poids de l’interprétation ω dans le pré-ordre local de la base Ki
ou encore γ⊕(ω) et γE(ω) pour le poids de ω dans le pré-ordre global. Avant de définir quelques opérateurs de
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4.5 Fusion en logique possibiliste
fusion explicite, il faut énoncer des propriétés permettant aux opérateurs de respecter certains postulats sur la
fusion et ainsi de garder un comportement rationnel. Les opérateurs⊕ doivent respecter :
(1) ∀ω ∈ W , si γK1(ω) = · · · = γKn(ω) = 0, alors γE(ω) = 0 (cohérence)
(2) ∀ωi, ωj ∈ W , ∀Ki ∈ E, si γKi(ωi) ≤Ki γKj (ωj), alors γE(ωi) ≤⊕ γE(ωj) (monotonie)
(3) L’opérateur de fusion ⊕ de calcul des poids globaux doit être associatif (associativité)
La propriété de cohérence (1) permet d’obliger un opérateur de fusion à préférer une interprétation si elle
est modèle de toutes les bases de croyances. La propriété de monotonie (2) entraîne une préservation des
préférences. Si une interprétation est rejetée par une majorité de bases de croyances par rapport à une autre
interprétation, alors celle ci doit être également rejetée de la même manière par la base fusionnée. La dernière
propriété (3) impose grâce à l’associativité de ne pas avoir d’ordre sur les bases de croyances lors de la fusion.
Fusionner les bases suivant n’importe quel ordre doit amener au même résultat. On peut maintenant définir les
opérateurs étendus à la fusion avec priorité explicite.
Définition 52 On définit l’opérateur de majorité explicite sémantique, noté XΣ, tel que :
ω ∈ W , γE(ω) =
n∑
i=1
γKi(ω)
Pour être utilisable avec l’opérateur XΣ, l’ensemble Γ utilisé doit avoir une structure de groupe.
Définition 53 On définit l’opérateur de somme pondérée explicite sémantique, noté XWS, tel que :
∀ω ∈ W , ∀Ki ∈ E, ∃ki ∈ IN, γE(ω) =
n∑
i=1
ki ∗ γKi(ω)
ou ∗ est le produit scalaire dont l’ensemble Γ est muni.
La restriction d’appartenance des ki à IN est purement arbitraire et permet une écriture plus simple de l’opéra-
teur de fusion, néanmoins d’autres ensembles peuvent êtres utilisés, comme par exemple IR
Définition 54 On définit l’opérateur égalitariste idempotent explicite sémantique, noté XMAX , tel que :
∀ω ∈ W , γE(ω) = max({γK1(ω), . . . , γKn(ω)})
Pour être utilisable avec l’opérateur XMAX il est simplement requis que Γ soit ordonné, ce qui est dans la
définition même de Γ.
Définition 55 On définit l’opérateur égalitariste explicite sémantique basé sur l’ordre lexicographique des
maximaux, noté XGMAX tel que :
γE(ω) = (γ1, · · · , γn) ∈ Γn | ∀j, 1 ≤ j ≤ n, ∃i ∈ IN, tel que γj = γKi
et ∀k ∈ IN, 1 ≤ k ≤ j − 1 on a γk ≤ γj
L’opérateurXMAX peut être utilisé si Γn est un espace vectoriel muni d’une relation d’ordre total. Il est facile
de vérifier à partir de ces définitions que si l’on a Γ = IR+, γKi(ω) = d(ω,Ki) et γE(ω) = d(ω,E) alors les
opérateursXΣ, XWS et XMAX correspondent respectivement aux opérateursΣ,WS,MAX . Et de plus si
Γ = IRn, γKi(ω) = d(ω,Ki) alorsXGMAX correspond à l’opérateurGMAX . Une autre spécification de ces
opérateurs peut être trouvée dans [50, 13] où la représentation des pré-ordres se fait au moyen de possibilités.
Dans notre travail, l’ensemble ordonné sur lequel nous travaillons est Γ = IR+[x], l’ensemble des polynômes
à coefficients dans IR+. Une des particularités de ce choix est la possibilité de définir des opérateurs de fusion
réversibles.
4.5 Fusion en logique possibiliste
4.5.1 Fusion de bases possibilistes
La fusion en logique possibiliste est un problème qui a fait l’objet nombreux travaux, et notement [75] et
[15]. Soit B = {B1, . . . , Bn} un ensemble de n bases d’informations stratifiées provenant de n experts. Les
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bases sont codées en logique possibiliste donc chacune d’elles est représentée par un ensemble d’informations
quantifiées par des mesures de nécessité. Les bases sont supposées de même fiabilité. Soit π1, . . . , πn les
distributions de possibilités associées à chaque base. Le but de la fusion est de calculer une distribution de
possibilité, notée π⊕ à partir des n distributions de possibilités originales.
Un opérateur de fusion possibiliste, noté ⊕, est une fonction qui prend comme entrée un vecteur v =
(v1, . . . , vn) de réels dans l’intervalle [0, 1] et qui rend comme résultat un réel dans l’intervalle [0, 1]. L’uti-
lisation de l’intervalle comme échelle commune signifie que l’hypothèse de commensurabilité est appliquée et
que les experts utilisent la même échelle pour exprimer la certitude ou la priorité de leurs informations.
L’opérateur de fusion peut être défini au niveau sémantique ou au niveau syntaxique. Au niveau syntaxique,
l’opérateur génère à partir d’un ensemble de bases possibilistes une nouvelle base possibiliste représentant
le résultat de al fusion. Au niveau sémantique, l’opérateur est appliqué à un ensemble de distributions de
possibilités et génère une nouvelle distribution de possibilités représentant le résultat de la fusion. L’équivalence
entre le niveau syntaxique et le niveau sémantique de la fusion en logique possibiliste est garanti [15]. Si π⊕ est
le résultat de la fusion d’une distribution de possibilités π1, . . . , πn avec ⊕ et si B⊕ est le résultat de la fusion
des bases B1, . . . , Bn avec ⊕ alors π⊕ = πB⊕ , ou πB⊕ est la distribution de possibilité associée à B⊕.
Quand l’opérateur de fusion est appliqué sur les distribution de possibilités π1, . . . , πn, pour chaque
interprétation ω ∈ W il prend comme entrée le vecteur
(π1(ω), . . . , πn(ω))
de réels dans l’intervalle [0, 1] et retourne un réel dans ce même intervalle qui représente le degré de possibilité
π⊕(ω). Formellement cela s’écrit :
π⊕(ω) = ⊕(π1(ω), . . . , πn(ω))
L’opérateur de fusion doit respecter :
La règle de cohérence ⊕(1, . . . , 1) = 1
La règle de monotonie si ∀i, 1 ≤ i ≤ n, πi(ω′) ≤ πi(ω) alors⊕(π1(ω′), . . . , πn(ω′)) ≤ ⊕(π1(ω), . . . , πn(ω))
La propriété de cohérence affirme que si toutes les sources conviennent que ω est entièrement possible alors
le résultat de la fusion doit aussi le confirmer. Cette propriété garantit que si les bases ne sont pas conflictuelles
alors le résultat de la fusion doit être cohérent. La propriété de monotonie indique que si toutes les sources
considèrent que ω est préférée à ω′, alors le résultat de la fusion doit conserver cette préférence.
Dans [75], les auteurs ont montré que la contrepartie syntaxique de la fusion de π1 et π2 est la base de
croyances possibiliste B⊕ composée de l’union :
– des bases initiales attachées à un nouveau degré de nécessité défini par :
{(φi, 1− (1− αi)⊕ 1) | (φi, αi) ∈ B1}
∪ {(ψj , 1− 1⊕ (1− βj)) | (ψj , βj) ∈ B2} (4.4)
– des croyances communes à B1 et B2 définies par :
{(φi ∨ ψj , 1− (1− αi)⊕ (1− βj)) | (φi, αi) ∈ B1 and (ψj , βj) ∈ B2} .
Dans le cas de n sources, le calcul syntaxique peut être fait simplement si l’opérateur⊕ est associatif. Une
généralisation syntaxique est aussi possible si ⊕ n’est pas commutatif. Dans ce cas, ⊕ est un opérateur unaire
défini sur un vecteur v = (π1, . . . , πn) de distributions de possibilités tel que :
– ⊕ (1, . . . , 1) = 1.
– si ∀i ∈ {1, . . . , n}, πi(ω) ≥ πi(ω′) alors
⊕ (π1(ω), . . . , πn(ω)) ≥ ⊕ (π1(ω
′), . . . , πn(ω
′)) .
La généralisation su résultat précédent est obtenue par la proposition suivante :
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Proposition 14 Soit B = (B1, . . . , Bn) un vecteur de bases de croyances possibilistes et soit (π1, . . . , πn) les
distributions de possibilités qui leurs sont associées. Soit πB⊕ le résultat de la combinaison de (π1, . . . , πn)
avec ⊕. La base associée à πB⊕ est :
B⊕ = {(Dj, 1−⊕ (x1, . . . , xn)) | j = 1, . . . , n} ,
où Dj sont des disjonctions de taille j entre des formules φi issues de différentes bases Bi (i = 1, . . . , n), et xi
est soit égal 1− αi ou a 1, selon que φi soit dans Dj ou non.
Il est a noter qu’il n’est pas nécessaire que l’opérateur ⊕ soit commutatif. Par exemple, l’opérateur « dic-
tateur » issu de la théorie du choix social est représenté à partir de deux distributions de possibilités π1 et π2
entre lesquelles une priorité est définie. Dans ce contexte, si π1 est prioritaire par rapport à π2, alors si pour
deux interprétations ω et ω′ nous avons π1(ω) > π1(ω′), l’interprétation ω est considérée plus plausible que
l’interprétation ω′ dans π1 ⊕ π2, quelque-soit la priorité induite par π2 [75].
Classes d’opérateurs de fusion possibiliste
Les opérateurs de fusion de bases possibilistes peuvent être groupés en classes selon certaines propriétés
[12].
(conjonction) ∀a ∈ [0, 1], a⊕ 1 = 1⊕ a = a.
(disjonction) ∀a ∈ [0, 1], a⊕ 1 = 1⊕ a = 1.
(disjonction régulière)
– ∀a ∈ [0, 1], a⊕ 1 = 1⊕ a = 1.
– ∀a 6= 1, ∀b 6= 1, a⊕ b 6= 1.
(idempotence) ∀a ∈ [0, 1], a⊕ a = a.
(renforcement) ∀a, b 6= 1 et a, b 6= 0, a⊕ b < min(a, b)
(renforcement progressif) (renforcement) et ∀a, b 6= 0, a⊕ b 6= 0.
(moyenne) max(a, b) ≥ a⊕ b ≥ min(a, b)
La propriété de conjonction stipule qu’un opérateur de fusion exploite les complémentarités symboliques
entre les sources. En cas de cohérence de l’ensemble des sources, l’opérateur conserve toutes les informations
symboliques. Si B1 et B2 sont deux bases possibilistes telles que B∗1 ∪ B∗2 est cohérente, alors B∗⊕ = B∗1 ∪
B∗2 . Les opérateurs validant la propriété de conjonction donne de la priorité aux informations spécifiques. Par
exemple, si une source S1 contient toutes les informations fournies par une autre source S2, la fusion des
sources a pour résultat S1.
La propriété de disjonction spécifie que les opérateurs peuvent traiter des bases possibilistes incohérentes.
Quand un ensemble de bases possibilistes d’une confiance équivalente sont incohérentes, aucune préférence
n’est utilisée entre celles-ci et B⊕ n’ignore aucune information de B1 ni de B2.
La disjonction régulière permet aux opérateurs de fusion de prendre comme résultat la disjonction de toutes
les informations symboliques fournies par les sources, si celles-ci sont incohérentes. Nous avons alors B∗⊕ ≡
B∗1
∨
B∗2 , où B∗1
∨
B∗2 est l’ensemble de toutes les disjonctions construites à partir des formules de B∗1 et B∗2 .
La propriété d’idempotence stipule la non prise en compte de la redondance d’information. Comme nous
l’avons vu, nous pouvons ignorer la redondance de l’information dans les bases à fusionner ou bien nous
pouvons interpréter cette redondance comme une confirmation de cette information. Les opérateur idempotents
ignorent les redondances directes d’information. Si deux bases contiennent la même formule φ avec un degré
α, la base fusionnée ne doit pas contenir la formule φ avec un degré supérieur à α. Il faut cependant prendre
en compte le fait que la formule φ peut être obtenue en combinant des formules provenant de plusieurs bases
(disjonctions).
Le renforcement, contrairement à l’idempotence, spécifie la prise en compte de la redondance d’une in-
formation comme une confirmation de celle-ci. Si la même information est présente dans plusieurs sources, la
priorité attachée à cette information doit être strictement plus grande que la priorité de cette information dans
chacune des sources où elle apparaît. La propriété de renforcement progressif est un raffinement de la propriété
de renforcement. Elle garantie que si une formule (φ, α), avec α > 0 est inférée par les sources, alors cette
formule doit apparaître dans B⊕ avec un degré β tel que α < β < 1.
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Les opérateurs suivant la propriété de moyenne agrègent les priorités. Dans ce cas, les formules possibi-
listes représentent des buts à atteindre avec différents niveaux de priorité et non des croyances plus ou moins
incertaines.
La combinaison d’un opérateur de disjonction régulière ⊕d et d’un opérateur de renforcement ⊕r permet
de définir une opération adaptative⊕h telle que :
a⊕h b = max (min (h, (a⊕d b)) ,min (1− h, (a⊕r b))) .
Si h = 1, nous avons a⊕h b = a⊕d b, et si h = 0nous avons a⊕h b = a⊕r b. Ces opérateurs permettent de
retrouver les croyances communes à toutes les bases.
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4.5 Fusion en logique possibiliste
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Chapitre 5
Représentation de pré-ordres par des
polynômes
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5.1 Rappels et notations
Introduction
Les polynômes sont adaptées à la représentation de pré-ordres totaux et à leur combinaison. Ils permettent
également de représenter les changements de pré-ordres comme nous le montre des travaux tels que [67] et
[14].
Dans ce travail nous utilisons des pré-ordres afin de représenter des priorités sur les éléments d’un en-
semble. Ces priorités peuvent être exprimées qualitativement ou quantitativement. Soit un ensemble A =
{a1, . . . , an}, des priorités qualitatives entre les éléments de A s’expriment par une relation telle que ai est
prioritaire par rapport à aj ou inversement. Si ai et aj sont deux éléments de A, un pré-ordre total, noté ≤A,
peut être exprimé sur l’ensemble A par ai <A aj si et seulement si ai est prioritaire par rapport à aj . De plus,
ai =A aj si et seulement si ai est de même priorité que aj .
Des priorités exprimées qualitativement sont dans beaucoup de cas suffisantes. Cependant, il est impossible
de représenter des degrés de priorités. Exprimer qu’une élément ai est n fois prioritaire par rapport à un élément
aj nécessite d’exprimer quantitativement les priorités. Cette expression repose sur une distribution de poids
pour les élément de A. Une fonction de pondération w associe à chaque élément de A un poids issu d’un
ensemble V totalement ordonné par la relation ≤V . Un élément ai est prioritaire par rapport à un élément
aj si et seulement si w(ai) <V w(aj). Les éléments ai et aj sont de même priorité si et seulement si
w(ai) =V w(aj). Les valeurs w(ai) et w(aj) sont respectivement les degrés de priorité de ai et aj .
Nous proposons dans ce chapitre une représentation de priorités exprimées qualitativement et quantitative-
ment par des pré-ordres sur les polynômes. Dans une première section, nous rappelons quelques notions sur les
polynômes. Nous étudions ensuite la représentation de priorités exprimées qualitativement par des polynômes
à coefficients dans le corps IF2 puis la représentation par des polynômes à coefficients dans un ensemble tota-
lement pre-ordonné quelconque de priorités exprimées quantitativement. Dans les deux cas, la combinaison de
plusieurs pré-ordres sur un même ensemble est décrite.
5.1 Rappels et notations
Dans ce travail, nous utilisons des polynômes à coefficients dans un ensemble V totalement pré-ordonné
par la relation ≤V . On note V [x] l’ensemble des polynômes définis tels que p =
∑n
i=0 pi x
i, pi ∈ V. Le
degré d’un polynôme p est noté deg(p) = n est est défini tel que pour tout i, i > n, pi = 0.
On appelle décalage vers la droite de k positions de p une multiplication de p par xk, réciproquement, on
appelle décalage vers la gauche de k positions une division par xk . En pratique, l’ensemble des valeurs de
coefficients V est souvent l’ensemble des réels positifs IR+, des entiers naturels IN ou encore les éléments du
corps des entiers IF2 muni de la loi de multiplication et de la loi d’addition modulo 2.
5.2 Pré-ordres sur les polynômes
Soit p et q deux polynômes à coefficients dans un ensemble V totalement pré-ordonné par la relation ≤V
tels que p = Σki=0 pi xi, pi ∈ V et q = Σlj=0 qj xj , qj ∈ V. Afin de comparer les polynômes nous
définissons les pré-ordres suivants :
Maximum Le pré-ordre suivant le maximum, noté ≤MAX , est défini par :
p ≤MAX q ssi maxki=0(pi) ≤V max
l
j=0(qj)
Le pré-ordre suivant le maximum donne plus d’importance au coefficient du polynôme ayant la plus grande
valeur. Un polynôme avec un coefficient ayant une valeur élevée a un rang élevé dans le pré-ordre. Afin de
quantifier le rang d’un polynôme dans le pré-ordre≤MAX , nous définissions la fonction de poids wMAX telle
que :
wMAX(p) = max
k
i=0(pi)
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Somme Le pré-ordre suivant la somme, noté ≤SUM , est défini par :
p ≤SUM q ssi Σki=0pi ≤V Σ
l
j=0qj
Le pré-ordre suivant la somme donne plus d’importance aux polynômes ayant beaucoup de grands coefficients.
La quantification du rang du polynôme dans le pré-ordre≤SUM est obtenue grâce à la fonction de poidswSUM
définie telle que :
wSUM (p) = Σ
k
i=0pi
Somme pondérée Soit {ai, 1 ≤ i ≤ k} et {bj, 1 ≤ j ≤ l} deux ensembles de scalaires choisis dans V. Le
pré-ordre suivant la somme pondérée, noté≤WS est défini par :
p ≤WS q ssi Σki=0ai × pi ≤V Σ
l
j=0bj × qj
Le pré-ordre suivant la somme pondérée fonctionne de manière analogue à celui de somme. Cependant, la
pondération permet d’exprimer une priorité sur des degrés particuliers. Afin de quantifier le rang d’un polynôme
p dans le pré-ordre≤WS nous définissons la fonction de poids wWS telle que :
wWS(p) = Σ
k
i=0ai × pi
Lexicographique Le pré-ordre suivant l’ordre lexicographique, noté ≤LEX est défini par :
p ≤LEX q ssi ∃i ∈ IN, ∀j ∈ IN, j < i, (pj =V qj et pi <V qi)
Le pré-ordre suivant l’ordre lexicographique des coefficients donne plus d’importance aux coefficients de haut
degré. Plus un polynôme est de haut degré, plus il est de rang élevé.
Maximum généralisé Soit les vecteurs v et w formés respectivement des coefficients de p et q ordonnés
suivant l’ordre croissant. Soit p′ = Σni=0vi xi et q′ = Σmj=0wj xj deux polynômes construits respectivement
à partir des composantes des vecteurs v et w. Le pré-ordre suivant le maximum généralisé, noté ≤GMAX est
défini par :
p ≤GMAX q ssi p′ ≤LEX q′
Le pré-ordre suivant le maximum généralisé donne une plus grande importance aux coefficients maximaux avec
un raffinement à chaque rang de coefficient.
5.3 Représentation de pré-ordres par des polynômes à coefficients dans
IF2
Lorsque les priorités sur un ensemble A sont exprimées qualitativement, il est possible de représenter le
pré-ordre≤A associé par des polynômes à coefficients dans le corps, noté F2, des entiers {0, 1} muni de la loi
de multiplication et de la loi d’addition des entiers modulo 2. Chaque polynôme attaché à un élément ai de A
code le rang de ai dans le pré-ordre≤A.
La combinaison de plusieurs pré-ordres sur l’ensemble A est exprimable en utilisant des pré-ordres sur les
polynômes.
5.3.1 Représentation d’un pré-ordre
SoitA = {a1, . . . , an} un ensemble pour lequel des priorités qualitatives sur les éléments sont exprimées.
Un pré-ordre≤A peut être défini par :
∀ai, aj ∈ A,
ai <A aj si et seulement si ai est prioritaire par rapport à aj
ai =A aj si et seulement si ai a la même priorité que aj
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5.3 Représentation de pré-ordres par des polynômes à coefficients dans IF2
Nous ne considérons ici que les cas où le pré-ordre ≤A est total, ce qui implique de ne considérer que les
cas où les priorités exprimées permettent de construire un pré-ordre total. Soit rkA la fonction de rang faisant
correspondre à chaque élément ai de A un entier rkA(ai) ∈ IN∗ représentant son rang dans le pré-ordre ≤A.
A chaque élément ai nous associons le polynôme constant pA(ai) représentant la décomposition en base 2 du
rang de ai moins 1. Le choix de prendre le rang moins un permet d’avoir un polynôme nul associé aux éléments
minimaux de A. Nous appelons poids ce polynôme. Formellement :
Définition 56 Soit A = {a1, . . . , an} un ensemble muni d’un pré-ordre total ≤A. Le poids pA(ai) repré-
sentant le rang de ai dans le pré-ordre≤A est défini par :
∀ai ∈ A pA(ai) =
m∑
k=0
vk x
k
Le vecteur V (ai) = (v0, . . . , vm) est la décomposition binaire de rkA(ai) − 1 dans l’ordre décrois-
sant suivant les puissances de 2, c’est à dire rkA(ai) − 1 =
∑m
k=0 vk ∗ 2
m−k
, où m ∈ IN est tel que
2m < maxni=1(rk≤A(ai)) ≤ 2
m+1
. Les coefficients du polynôme construit sont dans l’ordre inverse de leur
apparition dans le vecteur V (ai)
Une propriété de la décomposition binaire des entiers naturels est l’équivalence entre le pré-ordre classique
sur les entiers naturels et l’ordre lexicographique sur les vecteurs représentant la décomposition binaire de ces
entiers. Formellement :
∀ ni, nj ∈ IN, ni ≤ nj si et seulement si V (ni) ≤LEX V (nj)
Les polynômes représentant la décomposition binaire des rangs des éléments de A ont des coefficients de degré
i égaux aux composantes vi de la décomposition V (ai) pour l’entier naturel rkA(ai)− 1. De plus, le pré-ordre
lexicographique sur les polynômes est équivalent à l’ordre lexicographique sur les vecteurs de coefficients des
polynômes. Nous pouvons donc écrire :
∀ ai, aj ∈ A, ai ≤A aj si et seulement si pA(ai) ≤LEX pA(aj)
A partir d’un polynôme pA(ai) il est possible de retrouver le rang de ai. Nous pouvons alors proposer une
définition du rang d’un élément en fonction de son polynôme associé :
Définition 57 Soit A un ensemble muni d’un pré-ordre ≤A représenté par des polynômes pA. Le rang des
éléments ai de A peut s’écrire :
∀ai ∈ A, rkA(ai) = 1 +
deg(pA(ai))∑
k=0
pk ∗ 2
deg(pA(ai))−k, avec pA(ai) =
m∑
k=0
pkx
k
L’exemple 2 montre la représentation d’un pré-ordre par des polynômes à coefficients dans IF2.
Exemple 2 Nous proposons de représenter le pré-ordre utilisé dans l’exemple 5 en page 58. Soit A =
{a1, a2, a3, a4} un ensemble muni d’un pré-ordre total noté≤A défini par :
a2 <A a3 <A a1 <A a4
La fonction de rang rkA est telle que :
rkA(a1) = 3
rkA(a2) = 1
rkA(a3) = 2
rkA(a4) = 4
Les vecteurs représentant la décomposition en base 2 des rangs moins un dans l’ordre décroissant des puis-
sances de 2 sont :
v(a1) = (1, 0)
v(a2) = (0, 0)
v(a3) = (0, 1)
v(a4) = (1, 1)
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A chaque élément ai nous associons le polynôme pA(ai) construit à partir de v(ai). Formellement :
pA(ai) = Σ
m
k=0vk x
k, vk ∈ V (ai)
La construction des polynômes pour chaque élément de A donne :
pA(a1) = Σ
1
k=0vk x
k
= 1x0 + 0x1
= 1
pA(a2) = Σ
1
k=0vk x
k
= 0x0 + 0x1
= 0
pA(a3) = Σ
1
k=0vk x
k
= 0x0 + 1x1
= x
pA(a4) = Σ
1
k=0vk x
k
= 1x0 + 1x1
= 1 + x
En utilisant le pré-ordre ≤LEX sur les polynômes, nous obtenons :
pA(a2) <LEX pA(a3) <LEX pA(a1) <LEX pA(a4)
Si nous posons : ∀ ai, aj ∈ A, ai ≤A aj si et seulement si pA(ai) <LEX pA(aj), nous obtenons bien le
pré-ordre original :
a2 <A a3 <A a1 <A a4
De plus, nous pouvons retrouver le rang des éléments de A directement depuis les polynômes. En effet :
rkA(a1) = 1 +
∑deg(pA(a1))
k=0 pk ∗ 2
deg(pA(a1))−k
= 1 + (1 ∗ 2) = 3
rkA(a2) = 1 +
∑deg(pA(a2))
k=0 pk ∗ 2
deg(pA(a2))−k
= 1 + 0 = 1
rkA(a3) = 1 +
∑deg(pA(a3))
k=0 pk ∗ 2
deg(pA(a3))−k
= 1 + (1 ∗ 1) = 2
rkA(a4) = 1 +
∑deg(pA(a4))
k=0 pk ∗ 2
deg(pA(a4))−k
= 1 + (1 ∗ 1 + 2 ∗ 2) = 4
A partir de la représentation d’un pré-ordre par des polynômes à coefficients dans IF2 nous proposons une
méthode permettant de construire des polynômes représentant la combinaison de plusieurs pré-ordres.
5.3.2 Combinaison de pré-ordres
Soit A un ensemble et soit ≤A1 , ≤A2 et ≤A3 trois pré-ordres totaux différents sur A. Chacun des trois
pré-ordres représente des propriétés exprimées qualitativement. La représentation de ces pré-ordres par des
polynômes à coefficient dans IF2 permet de construire un nouveau pré-ordre exprimant des priorités issues
de la prise en compte des trois ensembles de priorités différentes. Cette construction repose sur un polynôme
global attaché à chaque élément ai de A et permettant de déterminer son rang dans le pré-ordre combiné. Les
polynômes globaux sont alors munis d’un pré-ordre spécifique afin de représenter la combinaison voulue.
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5.3 Représentation de pré-ordres par des polynômes à coefficients dans IF2
Construction d’un polynôme global
La première étape dans la combinaison des pré-ordres est de construire un polynôme global permettant
d’attacher à chaque élément de A un polynôme composé des polynômes représentant le rang de ai dans les
pré-ordres initiaux. Formellement :
Définition 58 Soit A = {a1, . . . , an} un ensemble muni de t pré-ordres ≤A1 , . . . , ≤At . Soit P1, . . . , Pt
les ensembles de polynômes représentant respectivement les pré-ordres ≤A1 , . . . , ≤At . Pour chaque élément
ai de A nous définissons le polynôme global attaché à ai par :
pg(ai) = Σ
t
j=1 pAj (ai) x
Σj−1
k=1MAXPk , pAj (ai) ∈ Pj
avec
MAXPt = maxai∈A(deg(pAt(ai))) + 1
L’exemple suivant illustre la construction du polynôme global pour un ensemble donné muni de trois pré-ordres.
Exemple 3 Soit A = {a1, a2, a3, a4} un ensemble sur lequel sont exprimés trois pré-ordres totaux notés
≤A1 , ≤A2 et ≤A3 définis respectivement par :
a1 <A1 a2 <A1 a3 <A1 a4
a2 =A2 a3 <A2 a1 =A2 a4
a1 <A3 a4 <A3 a2 <A3 a3
Les rangs moins 1 des éléments pour les pré-ordres sont les suivants :
rk rkA1 rkA2 rkA3
a1 0 1 0
a2 1 0 2
a3 2 0 3
a4 3 1 1
La représentation des pré-ordres par des polynômes donne les ensembles de polynômes exprimés dans le ta-
bleau suivant. Pour des détails sur la construction des polynômes, voir l’exemple 2, page 54.
P pA1 pA2 pA3
a1 0 1 0
a2 x 0 1
a3 1 0 1 + x
a4 1 + x 1 x
Posons :
P1 = {pA1(a1), pA1(a2), pA1(a3), pA1(a4)}
P2 = {pA2(a1), pA2(a2), pA2(a3), pA2(a4)}
P3 = {pA3(a1), pA3(a2), pA3(a3), pA3(a4)}
nous avons :
MAXP1 = maxai ∈ A(deg(pA1(ai))) + 1 = 2
MAXP2 = maxai ∈ A(deg(pA2(ai))) + 1 = 1
MAXP3 = maxai ∈ A(deg(pA3(ai))) + 1 = 2
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D’après la définition 58, le polynôme global attaché à chaque élément ai est tel que :
pg(a1) = Σ
3
j=1 pAj (a1) x
Σj−1
k=1MAXPk
= pA1(a1) x
0 + pA2(a1) x
MAXP1 + pA3(a1) x
MAXP1+MAXP2
= 0 ∗ x0 + 1 ∗ x2 + 0 ∗ x3
= x2
pg(a2) = Σ
3
j=1 pAj (a2) x
Σj−1
k=1MAXPk
= pA1(a2) x
0 + pA2(a2) x
MAXP1 + pA3(a2) x
MAXP1+MAXP2
= x ∗ x0 + 0 ∗ x2 + 1 ∗ x4
= x + x4
pg(a3) = Σ
3
j=1 pAj (a3) x
Σj−1
k=1MAXPk
= pA1(a3) x
0 + pA2(a3) x
MAXP1 + pA3(a3) x
MAXP1+MAXP2
= 1 ∗ x0 + 0 ∗ x2 + (1 + x) ∗ x3
= 1 + x3 + x4
pg(a4) = Σ
3
j=1 pAj (a4) x
Σj−1
k=1MAXPk
= pA1(a4) x
0 + pA2(a4) x
2 + pA3(a4) x
2+1
= (1 + x) ∗ x0 + 1 ∗ x2 + x ∗ x3
= 1 + x + x2 + x4
Le tableau suivant résume la construction des polynômes globaux à partir des polynômes initiaux.
P pA1 pA2 pA3 pg
a1 0 1 0 x
2
a2 x 0 1 x + x
4
a3 1 0 1 + x 1 + x
3 + x4
a4 1 + x 1 x 1 + x + x
2 + x4
Comparaison des polynômes globaux
Afin d’obtenir un pré-ordre combiné nous utilisons les pré-ordres sur les polynômes définis en 5.2, page 52.
Chaque pré-ordre utilisé produit un pré-ordre combiné selon des critères particuliers. L’exemple suivant illustre
l’utilisation des pré-ordres sur les polynômes globaux :
Exemple 4 Reprenons l’exemple 3. Si nous utilisons les pré-ordres sur les polynômes pour comparer les poly-
nômes globaux, nous obtenons :
A pg wMAX wSUM wWS wLEX wGMAX
a1 x
2 1 1 1 1 1
a2 x + x
3 1 1 1 2 2
a3 1 + x
3 + x4 1 3 3 3 3
a4 1 + x + x
2 + x4 1 4 4 4 4
Pour le pré-ordre somme pondérée WS nous utilisons arbitrairement les scalaires ki = 1 afin de reproduire
le comportement du pré-ordre SUM .
5.4 Représentation de pré-ordres par des polynômes à coefficients dans
V
Lorsque les priorités sur un ensemble A = {a1, . . . , an} sont exprimées quantitativement, il est pos-
sible de représenter le pré-ordre ≤A associé par des polynômes à coefficients dans un ensemble V exprimant
les degrés de priorité. Chaque polynôme attaché à un élément ai de A code le degré de priorité de ai (ou
poids) permettant d’exprimer le pré-ordre ≤A. La combinaison de plusieurs pré-ordres sur l’ensemble A est
exprimable en utilisant des pré-ordres sur les polynômes.
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5.4 Représentation de pré-ordres par des polynômes à coefficients dans V
5.4.1 Représentation d’un pré-ordre
Nous proposons de représenter un pré-ordre sur un ensembleA par un ensemble de polynômes à coefficients
dans un ensemble V totalement pre-ordonné par la relation ≤V . Pour cela, nous associons à chaque élément
de l’ensemble un polynôme constant représentant le degré de priorité des éléments de A.
Soit A = {a1, . . . , an} un ensemble pour lequel une distribution de degrés de priorité est fournie. A
chaque élément ai de A est associé un poids wA(ai) ∈ V représentant le degré de priorité de ai. Le pré-ordre
total ≤A est défini par :
∀ai, aj ∈ A, ai ≤A aj si et seulement si wA(ai) ≤V wA(aj)
Les ensembles de poids les plus courant sont l’ensemble des réels positifs notés IR+ et l’ensemble des entiers
naturels noté IN.
Afin de représenter le pré-ordre A sans perdre les informations quantitatives apportés par les degrés de
priorité, nous utilisons des polynômes à coefficient dans V. A chaque élément ai nous associons le polynôme
constant pA(ai) représentant le degré de priorité wA(ai) de ai. Formellement :
∀ai ∈ A, pA(ai) = wA(ai)x
0
L’exemple suivant illustre la construction de polynômes constants représentant un pré-ordre exprimé quantita-
tivement.
Exemple 5 Soit A = {a1, a2, a3, a4} un ensemble pour lequel les éléments possèdent les degrés de priorité
suivants, exprimés dans l’ensemble des entiers naturels IN :
wA(a1) = 0
wA(a2) = 0
wA(a3) = 5
wA(a4) = 8
Le pré-ordre ≤A est défini par :
∀ai, aj ∈ A, ai ≤A aj si et seulement si wA(ai) ≤ wA(aj)
Ce qui donne :
a1 =A a2 <A a3 <A a4
Les polynômes constants représentant les rangs des éléments de A sont :
pA(a1) = wA(a1) = 0
pA(a2) = wA(a2) = 0
pA(a3) = wA(a3) = 5
pA(a4) = wA(a4) = 8
Cette représentation permet de combiner des pré-ordres en transformant des ensembles de polynômes constants
en un seul ensemble de polynômes non constants servant de base à la représentation de la combinaison de plu-
sieurs pré-ordres sur un même ensemble.
5.4.2 Combinaison de pré-ordres
Soit A un ensemble et soit ≤A1 , . . . ≤At des pré-ordres totaux différents sur A. La combinaison des t
pré-ordres est un nouveau pré-ordre total sur les éléments de A construit selon des critères spécifiques. Nous
proposons d’exprimer la combinaison de plusieurs pré-ordres grâce à un ensemble de polynômes globaux
attachés aux éléments de A sur lequel le nouveau pré-ordre est exprimé.
60 Fusions de connaissances: Applications aux relevés
photogrammétriques de fouilles archéologiques sous-marines
CHAPITRE 5. REPRÉSENTATION DE PRÉ-ORDRES PAR DES POLYNÔMES
Construction d’un polynôme global
A chaque pré-ordre sur A correspond une distribution de polynômes constants. L’expression de la com-
binaison des pré-ordres repose tout d’abord sur la construction d’un polynôme non constant représentant les
rangs d’un élément ai de A dans tous les pré-ordres. Ce polynôme est tel que chacun de ses coefficients cor-
respond à un coefficient du polynôme constant représentant le rang de ai dans un des pré-ordres initiaux. Plus
formellement :
Définition 59 Soit A = {a1, . . . , an} un ensemble de n éléments et soit P = {≤A1 , . . . , ≤Am} un
ensemble dem pré-ordres totaux surA. A chaque pré-ordre≤Aj ∈ P correspond un ensemble de n polynômes
constants PAj = {pAj(a1), . . . , pAj (an)}. Le polynôme combinaison des pré-ordres de P pour un élément
ai, noté pg(ai) est défini par :
∀ai ∈ A, pg(ai) =
m∑
j=1
pAj (ai)x
j−1
L’exemple suivant montre la construction de polynômes combinaisons :
Exemple 6 Soit A = {a1, a2, a3, a4} et soit P = {≤A1, ≤A2 , ≤A3} trois pré-ordres définis à partir des
distribution de poids suivantes :
wA1(ai) wA2(ai) wA3(ai)
a1 0 0 4
a2 0 3 0
a3 5 2 1
a4 5 0 8
L’ensemble des degrés de priorité est ici l’ensemble des entiers naturels IN muni. Les pré-ordres basés sur ces
poids sont donc :
a1 =A1 a2 <A1 a3 =A1 a4
a4 =A2 a1 <A2 a3 <A2 a2
a2 <A3 a3 <A3 a1 <A3 a4
Les polynômes constants représentant les trois pré-ordres sont donnés dans le tableau suivant. L’ensemble des
coefficients est V = IN.
A pA1 pA2 pA3
a1 0 0 4
a2 0 3 0
a3 5 2 1
a4 5 0 8
La construction d’un polynôme combinaison pour l’élément a1 est la suivante :
pg(a1) =
∑3
j=1 pAj (a1)x
j−1
= pA1(a1)x
0 + pA2(a1)x
1 + pA3(a1)x
2
= 4x2
En utilisant la même méthode pour a2, a3 et a4, nous construisons leurs polynômes combinaisons. Le tableau
suivant récapitule les polynômes constants et les polynômes combinaisons :
A pA1 pA2 pA3 pg
a1 0 0 4 4x
2
a2 0 3 0 3x
a3 5 2 1 5 + 2x+ x
2
a4 5 0 8 5 + 8x
2
Les polynômes combinaisons construits ne permettent pas d’établir un pré-ordre combiné directement. Pour
cela, une stratégie de combinaison, notée q, doit être choisie. Cette stratégie est représentée par un pré-ordre
total sur les polynômes combinaisons.
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5.4 Représentation de pré-ordres par des polynômes à coefficients dans V
Pré-ordres sur les polynômes combinaisons
Le choix de l’ensemble des valeurs de coefficient V doit être fait de façon à être la plus adaptée au pré-
ordre à représenter. Dans la plupart des cas, les ensembles usuels IR+, IN (ou des sous ensembles de ceux-ci)
sont utilisés. Cependant, des ensembles spécifiques peuvent être choisis à condition de posséder en plus d’une
relation d’ordre total les opérations algébriques nécessaires (multiplication pour WS, addition pour WS et
SUM ). Pour chaque stratégie q, un pré-ordre total ≤q est défini. Nous utilisons ici les pré-ordres ≤MAX ,
≤SUM , ≤WS , ≤LEX , ≤GMAX qui correspondent a des stratégies connues en particulier dans le domaine de
la fusion de connaissances [13, 53].
L’exemple suivant illustre l’application d’une stratégie pour exprimer un pré-ordre combinaison de plusieurs
pré-ordres sur un même ensemble.
Exemple 7 Reprenons l’exemple 6 de la page 59. Le tableau suivant récapitule les polynômes associés à
chaque élément ai de A. Les poids dans les pré-ordres combinés ≤MAX , ≤SUM , ≤WS , ≤LEX et ≤GMAX
sont représentés respectivement par wMAX , wSUM , wWS , wLEX et wGMAX . Pour le pré-ordre de somme
pondérée, nous définissons arbitrairement 3 scalaires s1 = 1, s2 = 2 et s3 = 1 associés respectivement à
≤A1 , ≤A2 et ≤A3 .
A pA1 pA2 pA3 pg wMAX wSUM wWS wLEX wGMAX
a1 0 0 4 4x
2 4 4 8 1 2
a2 0 3 0 3x 3 3 6 2 1
a3 5 2 1 5 + 2x+ x
2 5 8 10 4 3
a4 5 0 8 5 + 8x
2 8 13 13 3 4
A partir des stratégies représentées par les pré-ordres sur les polynômes, nous obtenons différents pré ordres
combinés :
a2 <MAX a1 <MAX a3 <MAX a4
a2 <SUM a1 <SUM a3 <SUM a4
a2 <WS a1 <WS a3 <WS a4
a1 <LEX a2 <LEX a4 <LEX a3
a2 <GMAX a1 =GMAX a3 <GMAX a4
Selon la stratégie choisie, le pré-ordre combiné est différent. Cependant, les polynômes globaux attachés aux
éléments ai de A sont indépendants de la stratégie choisie. Cette indépendance permet de changer de stratégie
sans avoir à recalculer les polynômes globaux.
Nous remarquons également que certaines stratégies différentes induisent le même pré-ordre combiné. Ce-
pendant, les poids globaux sont différents et cette information quantitative n’est pas perdue. En effet, à partir
des polynômes globaux il est possible de retrouver les poids initiaux grâce à ses coefficients.
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6.1 Introduction
6.1 Introduction
La logique propositionnelle est très utilisée en représentation des connaissances. De nombreuses propriétés
en font un langage adapté à la formalisation de croyances et à leur traitement automatique.
Nous proposons d’utiliser la logique propositionnelle afin de représenter les croyances issues de l’information
exprimée par les experts (assimilés généralement à des agents) d’un domaine. A chaque source d’information
peut être associé un état épistémique représentant les croyances d’un agent. Cet état épistémique est composé :
– Des croyances de l’expert sur une source ;
– D’un moyen expression de priorités entre les croyances.
Dans le cadre de la logique propositionnelle, ces croyances sont représentées par des formules propositionnelles
décrivant les sources d’informations. Les priorités entre les croyances sont quant à elles représentées par des
pré-ordres sur ces formules.
Comme le montre la figure 6.1, à un ensemble I = {S1, . . . , Si, . . . , Sn} de sources d’information
FIG. 6.1 – Représentation de croyances sur des sources d’information par des état épistémiques.
correspond un ensemble Ψ = {Ψ1, . . . , Ψi, . . . , Ψn} d’états épistémiques.
Un ensemble d’états épistémiques permet de représenter deux types de priorités :
– Les priorités internes.
– Les priorités externes.
Les priorités internes s’appliquent aux croyances d’un même état épistémique. Elles représentent l’importance
des croyances aux yeux de l’agent. Dans le cadre de la représentation de croyances issues d’une expertise, l’ex-
pert fournissant des informations exprime également des priorités entre celles-ci. Par exemple, dans le domaine
de la mesure, certaines informations peuvent être plus importantes que d’autre. Les mesures bénéficiant de la
meilleure qualité ou les plus directes sont souvent prioritaires par rapport aux mesures indirectes ou moins
précises.
Les priorités internes peuvent être exprimées explicitement ou implicitement. Dans le cas explicite, chaque
agent fourni un classement sur les croyances qu’il contient. Si les priorités sont implicites, chaque agent peut
fournir une méthode permettant de déterminer les priorités entre les croyances. Ces méthodes peuvent être
ramenées à des fonctions calculant la priorité d’une croyance en fonction de propriétés spécifiques. Il est égale-
ment possible qu’aucune priorité ne soit exprimée. Ce cas est rencontré si l’agent est incapable d’exprimer des
priorités lui-même ou si il considère toutes les croyances comme d’égale importance. La définition de priorités
peut dans ce cas reposer sur des critères purement logiques.
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Les priorités externes s’appliquent entre les états épistémiques eux mêmes. Chaque état épistémique re-
présente les croyances d’un agent fondées sur des informations fournies par un expert. Chaque expert étant
différent, il est parfois possible d’exprimer une priorité entre eux. Cette priorité représente par exemple le degré
de confiance entre des experts et le responsable de l’étude.
Les priorités externes peuvent être exprimées explicitement ou implicitement. Des priorités explicitent sont
données arbitrairement. Pour des priorités implicites, une méthode spécifique est utilisée afin de déterminer les
priorités entre les agents. Cette méthode peut être ramenée à une fonction calculant la priorité entre deux agents
à partir de paramètres spécifiques. Il est également possible qu’aucune priorité entre les agents ne soit exprimée.
Dans ce cas, comme pour les priorités externes, l’expression de priorités externes repose sur des méthodes qui
ne sont pas liées au contexte.
Nous proposons maintenant de représenter un ensemble d’états épistémiques muni de priorités internes
et de priorités externes en logique propositionnelle. Cette représentation est basée sur la notion d’ensemble
d’états épistémiques. Nous décrirons la représentation sémantique d’un état épistémique puis sa représentation
syntaxique. Dans les deux cas, la représentation des priorités internes et des priorités externes est également
décrite. Une méthode automatique de passage d’une représentation à l’autre est présentée.
6.2 Représentation d’ensembles d’états épistémiques
Lors du relevé d’un site archéologique, la mesure est réalisée par plusieurs opérateurs différents lors de
différentes sessions. Chaque session peut être vue comme une source d’information relative à une partie du site
ou à une période donnée.
Afin d’étudier les informations fournies, il est nécessaire de les représenter dans un formalisme adapté.
La logique propositionnelle est une représentation particulièrement intéressante. En effet, elle permet de re-
présenter des croyances sur les informations mais également de faire des inférences à partir de celles-ci. Ces
inférences peuvent être utilisées pour détecter des incohérences dans les résultats ou pour déduire de nouvelles
croyances.
FIG. 6.2 – Représentation d’un ensemble de sources d’informations par un ensemble d’états épistémiques.
La figure 6.2 illustre la construction de la représentation d’un ensemble de sources d’information par un
ensemble d’états épistémiques. Cette construction repose sur un agent qui sert d’interface entre les informations
et les croyances exprimées.
Un agent est une entité capable de décrire des informations provenant d’une source dans une représentation
voulue. Dans notre cas, les agents permettent de décrire des résultats de sessions d’informations en logique
propositionnelle. Les agents peuvent être de deux natures différentes. Soit ils sont des programmes basés sur un
algorithme spécifique de description, soit ils sont des interfaces permettant directement à un expert de décrire
les informations d’une source. La traduction de la description de l’expert dans le représentation voulue est alors
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fournie par un module automatique. La figure 6.3 illustre la double nature des agents. Le but de l’agent est de
FIG. 6.3 – Les deux natures possibles pour un agent.
fournir un état épistémique représentant une source d’information. Dans le cas où des priorités entre les sources
d’informations sont présentes, celles-ci sont conservées entre les états épistémiques fournis.
FIG. 6.4 – Représentation d’un état épistémique en logique propositionnelle.
Comme le montre la figure 6.4, un état épistémique peut être représenté en logique propositionnelle soit d’un
point de vue sémantique soit d’un point de vue syntaxique. Nous décrivons maintenant ces deux approches.
6.3 Représentation sémantique
La représentation sémantique en logique propositionnelle est basée sur les interprétations du langage.
Chaque croyance est représentée par un ensemble d’interprétations. Les priorités internes sont représentées
par des pré-ordres totaux sur les interprétations et la priorité externe est représentée par un pré-ordre total sur
les états épistémiques.
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6.3.1 Ensemble de pré-ordres sur les interprétations
Un état épistémique Ψi est représenté par un pré-ordre total, noté ≤Ψi , sur l’ensemble des interprétations
W . Plus formellement, nous pouvons écrire la définition suivante :
Définition 60 SoitW l’ensemble des interprétations du langageLPc et soit≤Ψi un pré-ordre total surW . Le
couple ξi = (W , ≤Ψi) est la représentation sémantique de l’état épistémique Ψi.
Un état épistémique exprime une préférence sur toutes les informations disponibles. Cependant, seule une partie
de ces information est observable. Nous appelons croyances observables de l’état épistémique Ψi l’ensemble
de formules propositionnellesKi dont les modèles sont les interprétations minimales pour≤Ψi :
Mod(Ki) = Mod(Bel(Ψ)) = min(W , ≤Ψi)
Un ensemble Ψ = {Ψ1, . . . , Ψn} d’états épistémiques est représenté sémantiquement par un ensemble
de pré-ordres {≤Ψ1 , . . . , ≤Ψn} sur l’ensemble des interprétations W . Nous notons C = {ξ1, . . . , ξn}
l’ensemble représentant sémantiquement un ensemble d’état épistémiques Ψ = {Ψ1, . . . , Ψi, . . . , Ψn} où
chaque élément ξi est le couple (W , ≤Ψi) représentant sémantiquement l’état épistémique Ψi.
A chaque ensemble d’états épistémiques Ψ = {Ψ1, . . . , Ψn} est associé un ensemble de croyances
observables E = {K1, . . . , Kn} ou Mod(Ki) = Mod(Bel(Ψ)) = min(W , ≤Ψi), 1 ≤ i ≤ n.
6.3.2 Pré-ordre interne
Les priorités entre les croyances d’un état épistémique sont représentées par un pré-ordre total sur les
interprétations. Ce pré-ordre repose sur la définition d’une fonction de pondération des interprétations. Le pré-
ordre interne est alors assimilé à un pré-ordre sur les poids associés aux interprétations. Formellement :
Définition 61 Soit Ψ = {Ψ1, . . . , Ψn} un ensemble d’états épistémiques,W l’ensemble des interprétations
du langage et X un ensemble muni d’un pré-ordre total noté ≤X et possédant un élément minimal pour ≤X .
Une fonction de pondération interne est telle que :
pΨi : W −→ X
ω −→ pΨi(ω)
A partir de la fonction de pondération interne, nous définissons un pré-ordre interne pour un état épistémique
Ψi , noté ≤Ψi .
Définition 62 Un pré-ordre interne représentant les priorités au sein d’un état épistémique est défini par :
∀ωj , ωk ∈ W , ωj ≤Ψi ωk si et seulement si pΨi(ωj) ≤X pΨi(ωk)
L’ensemble X doit être totalement pré-ordonné et posséder un élément minimal. Les ensembles courants IN,
IR+ ou l’intervalle des réels [0, 1] respectent par exemple cette condition et peuvent être utilisés dans la défini-
tion de fonctions de pondération. La notion de fonction de pondération permet d’ordonner les croyances selon
les priorités entre celles-ci. Le choix de la fonction de pondération permet de représenter différentes sortes
de priorités. La nature implicite ou explicite des priorités internes influe sur la définition d’une fonction de
pondération.
Priorités explicite
Si un expert exprime des priorités explicites pour un état épistémique Ψi, cela induit la construction d’un
pré-ordre arbitraire sur les interprétations de l’état épistémique Ψi. La fonction de pondération utilisée dépend
alors du moyen qu’a utilisé l’expert pour exprimer les priorités entre les croyances. Si l’expert a fourni direc-
tement un pré-ordre entre les interprétations, la fonction de pondération interne pΨi est telle qu’elle retourne
pour chaque interprétation ω son rang dans le pré-ordre≤Ψi . Si l’expert veut quantifier les priorités, il fournit
alors lui même les pondérations associés à chaque interprétation en définissant la fonction pΨi en extension.
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Les deux méthodes de définition de priorités explicites correspondent à des cas réels différents. Si seule la
priorité est importante, alors construire une fonction de pondération à partir d’un pré-ordre sur les interpréta-
tions est une solution adaptée. Cependant, si les priorités doivent être quantifiées, la définition d’une fonction de
pondération représentant une distribution de poids associés aux interprétations se révèle être plus intéressante.
L’exemple suivant illustre la représentation de priorités explicites.
Exemple 8 Inspirons nous de l’exemple donné dans [73]. Un professeur demande à ses étudiants de choisir
les langages de programmation qu’ils voudraient étudier. Les langages proposés sont : SQL noté s, O2 noté o,
et Datalog noté d. Quand tous les étudiants ont répondu, les choix peuvent être répartis en trois groupes dont
les voeux sont :
– S1 : Apprendre SQL ou O2 mais pas Datalog
– S2 : Apprendre seulement Datalog ou seulement O2
– S3 : Apprendre SQL, O2 et Datalog
A partir de ces groupes, nous pouvons construire trois états épistémiques dont les croyances observables sont
représentées respectivement par les bases propositionnelles suivantes :
K1 = {(s ∨ o) ∧ ¬d}
K2 = {(¬s ∧ d ∧ ¬o) ∨ (¬s ∧ ¬d ∧ o)}
K3 = {s ∧ o ∧ d}
L’ensemble des interprétationsW est :
ω0 = {¬s,¬d,¬o}
ω1 = {¬s,¬d, o}
ω2 = {¬s, d,¬o}
ω3 = {¬s, d, o}
ω4 = {s,¬d,¬o}
ω5 = {s,¬d, o}
ω6 = {s, d,¬o}
ω7 = {s, d, o}
Chaque groupe a exprimé des priorités sur les informations. Celles-ci constituent l’ensemble des priorités
pour chaque état épistémique. Les élèves du groupe S1 ne souhaitent absolument pas apprendre Datalog mais
préfèrent apprendre SQL plutôt que O2. Cela peut être représenté par le pré-ordre :
ω4 =Ψ1 ω5 <Ψ1 ω1 <Ψ1 ω0 <Ψ1 ω3 =Ψ1 ω6 =Ψ1 ω7 <Ψ1 ω2
Les élèves du groupe S2 souhaitent apprendre seulement Datalog ou seulement O2 mais préfèrent ne pas
apprendre SQL. D’où le pré-ordre :
ω1 =Ψ2 ω2 <Ψ2 ω0 <Ψ2 ω3 <Ψ2 ω4 =Ψ2 ω5 =Ψ2 ω6 <Ψ2 ω7
Pour finir, les élèves du groupe 3 souhaitent apprendre le maximum de langages. Le pré-ordre sur les interpré-
tations est alors :
ω7 <Ψ3 ω3 =Ψ3 ω5 =Ψ3 ω6 <Ψ3 ω1 =Ψ3 ω2 =Ψ3 ω4 <Ψ3 ω0
Les fonctions de pondération internes étant basées sur le rang des interprétations dans le pré-ordre, l’ensemble
X des valeurs des fonctions pΨ1 , pΨ2 et pΨ3 est l’ensemble des entiers naturels IN. Ces trois fonctions sont
définies respectivement par :
pΨ1(ω0) = 2 pΨ2(ω0) = 1 pΨ3(ω0) = 3
pΨ1(ω1) = 1 pΨ2(ω1) = 0 pΨ3(ω1) = 2
pΨ1(ω2) = 4 pΨ2(ω2) = 0 pΨ3(ω2) = 2
pΨ1(ω3) = 3 pΨ2(ω3) = 2 pΨ3(ω3) = 1
pΨ1(ω4) = 0 pΨ2(ω4) = 3 pΨ3(ω4) = 2
pΨ1(ω5) = 0 pΨ2(ω5) = 3 pΨ3(ω5) = 1
pΨ1(ω6) = 3 pΨ2(ω6) = 3 pΨ3(ω6) = 1
pΨ1(ω7) = 3 pΨ2(ω7) = 4 pΨ3(ω7) = 0
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En utilisant la définition du pré-ordre interne :
∀ωj , ωk ∈ W , ωj ≤Ψi ωk si et seulement si pΨi(ωj) ≤ pΨi(ωk)
Nous retrouvons les pré-ordres internes définis explicitement :
≤Ψ1 : ω4 =Ψ1 ω5 <Ψ1 ω1 <Ψ1≤Ψ2 ω0 <Ψ1 ω3 =Ψ1 ω6 =Ψ1≤Ψ3 ω7 <Ψ1 ω2
≤Ψ2 : ω1 =Ψ2 ω2 <Ψ2 ω0 <Ψ2 ω3 <Ψ2 ω4 =Ψ2 ω5 =Ψ2 ω6 <Ψ2 ω7
≤Ψ3 : ω7 <Ψ3 ω3 =Ψ3 ω5 =Ψ3 ω6 <Ψ3 ω1 =Ψ3 ω2 =Ψ3 ω4 <Ψ3 ω0
Priorités implicites
Les priorités implicites sur les informations sont définies en intention. C’est à dire que l’expert peut fournir
des critères permettant de déterminer des priorités entre les informations. L’agent exprime ces priorités au
moyen d’une fonction de pondération calculant un poids en fonction des critères voulus. Un exemple simple est
de prendre comme fonction de pondération la distance de Hamming1 dont le critère de priorité est la proximité
d’une interprétation avec un modèle de la base propositionnelle à laquelle elle est associée. L’exemple 9 illustre
la représentation de priorités internes implicites par un pré-ordre basé sur une fonction de pondération.
Exemple 9 Reprenons l’exemple 8 de la page 66 dans lequel E = {K1, K2, K3} est un ensemble de bases
propositionnelles représentant les croyances observables d’un ensemble d’états épistémiques. L’ensemble E
est défini par :
K1 = {(s ∨ o) ∧ ¬d}
K2 = {(¬s ∧ d ∧ ¬o) ∨ (¬s ∧ ¬d ∧ o)}
K3 = {s ∧ o ∧ d}
Nous définissons comme fonctions de pondération pΨi des fonctions basées sur la distance de Hamming. L’en-
semble des valeurs des fonctions pΨi est alors l’ensemble des entiers naturels IN muni de la relation de pré-
ordre usuelle. L’ensemble des modèles de K1 est tel que :
Mod(K1) = {ω1, ω4, ω5}
La fonction de pondération interne basée sur la distance de Hamming est définie par2 :
∀ ω ∈ W, pΨi(ω) = dH(ω, Ki) = minω′∈Mod(Ki)(dH(ω, ω
′))
Les valeurs de la fonction pΨ1 sont alors :
pΨ1(ω0) = dH(ω0, K1) = dH(ω0, ω3) = 1
pΨ1(ω1) = dH(ω1, K1) = dH(ω1, ω1) = 0
pΨ1(ω2) = dH(ω2, K1) = dH(ω2, ω3) = 2
pΨ1(ω3) = dH(ω3, K1) = dH(ω3, ω3) = 1
pΨ1(ω4) = dH(ω4, K1) = dH(ω4, ω4) = 0
pΨ1(ω5) = dH(ω5, K1) = dH(ω5, ω5) = 0
pΨ1(ω6) = dH(ω6, K1) = dH(ω6, ω6) = 1
pΨ1(ω7) = dH(ω7, K1) = dH(ω7, ω7) = 1
Le pré-ordre ≤Ψ1 correspondant est :
ω1 =Ψ1 ω4 =Ψ1 ω5 <Ψ1 ω0 =Ψ1 ω3 =Ψ1 ω6 =Ψ1 ω7 <Ψ1 ω2
1Voir la section 4.4.2 page 44
2La définition de la distance de Hamming est donnée en section 4.4.2, page 44.
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6.3 Représentation sémantique
De même pour la base propositionnelle K2, avec pour modèle Mod(K2) = {ω1, ω2}, la fonction de pondé-
ration interne pΨ2 est telle que :
pΨ2(ω0) = dH(ω0, K2) = dH(ω0, ω1) = 1
pΨ2(ω1) = dH(ω1, K2) = dH(ω1, ω1) = 0
pΨ2(ω2) = dH(ω2, K2) = dH(ω2, ω2) = 0
pΨ2(ω3) = dH(ω3, K2) = dH(ω3, ω2) = 1
pΨ2(ω4) = dH(ω4, K2) = dH(ω4, ω1) = 2
pΨ2(ω5) = dH(ω5, K2) = dH(ω5, ω1) = 1
pΨ2(ω6) = dH(ω6, K2) = dH(ω6, ω2) = 1
pΨ2(ω7) = dH(ω7, K2) = dH(ω7, ω1) = 2
Le pré-ordre ≤Ψ2 correspondant est :
ω1 =Ψ2 ω2 <Ψ2 ω0 =Ψ2 ω3 =Ψ2 ω5 =Ψ2 ω6 <Ψ2 ω4 =Ψ2 ω7
La base propositionnelle K3 ayant pour modèle Mod(K3) = {ω7}, la fonction de pondération interne pΨ3
est définie par :
pΨ3(ω0) = dH(ω0, K3) = dH(ω0, ω7) = 3
pΨ3(ω1) = dH(ω1, K3) = dH(ω1, ω7) = 2
pΨ3(ω2) = dH(ω2, K3) = dH(ω2, ω7) = 2
pΨ3(ω3) = dH(ω3, K3) = dH(ω3, ω7) = 1
pΨ3(ω4) = dH(ω4, K3) = dH(ω4, ω7) = 2
pΨ3(ω5) = dH(ω5, K3) = dH(ω5, ω7) = 1
pΨ3(ω6) = dH(ω6, K3) = dH(ω6, ω7) = 1
pΨ3(ω7) = dH(ω7, K3) = dH(ω7, ω7) = 0
Le pré-ordre ≤Ψ3 obtenu est :
ω7 <Ψ3 ω3 =Ψ3 ω5 =Ψ3 ω6 <Ψ3 ω1 =Ψ3 ω2 =Ψ3 ω4 <Ψ3 ω0
Priorités non définies
Lors d’une session de mesure, il est possible que l’expert ne soit pas en mesure de proposer des priorités sur
les informations. L’absence de priorité peut être vue comme une priorité uniforme sur toutes les interprétations.
Cela signifie que toutes les interprétations sont prioritaires. Nous avons alors :
∀ω ∈ W , pΨi(ω) = k, k ∈ min(X, ≤X)
Si malgré l’absence de priorités il est nécessaire d’ordonner les interprétations, il est possible de définir des
priorités à partir de critères indépendants du contexte d’où proviennent les croyances. Ces priorités peuvent
alors être définies arbitrairement ou résulter d’une méthode de sélection basée sur la satisfaction des formules de
la base propositionnelle. Nous sommes donc ramenés à des définitions explicites ou implicites. Un exemple de
définition implicite et de choisir comme méthode de rendre prioritaire les modèles d’une base propositionnelle
par rapport aux autres interprétations. Cette méthode induit la définition de la fonction pΨi ayant pour ensemble
de définition le corps IF2 telle que :
∀ω ∈ W , pΨi(ω) = 0 si ω ∈Mod(Ki) et pΨi(ω) = 1 sinon
L’exemple suivant illustre le calcul des poids internes pour une base propositionnelle sans aucune définition de
priorité.
Exemple 10 Soit E l’ensemble de bases propositionnelles de l’exemple précédent. Les modèles de K1 sont
tels que Mod(K1) = {ω1, ω4, ω5}. En l’absence de priorités internes, nous utilisons comme fonction de
pondération la fonction qui associe le poids 0 au modèle d’une base et le poids 1 aux autres interprétations. La
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fonction pΨ1 est définie par :
pΨ1(ω0) = 1
pΨ1(ω1) = 0
pΨ1(ω2) = 1
pΨ1(ω3) = 1
pΨ1(ω4) = 0
pΨ1(ω5) = 0
pΨ1(ω6) = 1
pΨ1(ω7) = 1
Le pré-ordre ≤Ψ1 correspondant est :
ω1 =Ψ1 ω4 =Ψ1 ω5 <Ψ1 ω0 =Ψ1 ω3 =Ψ1 ω6 =Ψ1 ω7 =Ψ1 ω2
De même pour K2 dont l’ensemble des modèles est Mod(K2) = {ω1, ω2}, la fonction pΨ2 est définie par :
pΨ2(ω0) = 1
pΨ2(ω1) = 0
pΨ2(ω2) = 0
pΨ2(ω3) = 1
pΨ2(ω4) = 1
pΨ2(ω5) = 1
pΨ2(ω6) = 1
pΨ2(ω7) = 1
Le pré-ordre ≤Ψ2 correspondant est :
ω1 =Ψ1 ω2 <Ψ1 ω0 =Ψ1 ω3 =Ψ1 ω4 =Ψ1 ω5 =Ψ1 ω6 =Ψ1 ω7
Pour finir, l’ensemble des modèles de la base K3 étant Mod(K3) = {ω7}, nous avons :
pΨ3(ω0) = 1
pΨ3(ω1) = 1
pΨ3(ω2) = 1
pΨ3(ω3) = 1
pΨ3(ω4) = 1
pΨ3(ω5) = 1
pΨ3(ω6) = 1
pΨ3(ω7) = 0
Le pré-ordre ≤Ψ3 correspondant est :
ω7 <Ψ3 ω2 =Ψ3 ω0 =Ψ3 ω3 =Ψ3 ω4 =Ψ3 ω5 =Ψ3 ω6 =Ψ3 ω7
6.3.3 Pré-ordre externe
Un pré-ordre externe entre des états épistémiques représente une priorité entre les sources d’informations
représentées par ces états. La définition d’un pré-ordre externe repose sur la définition d’une fonction de pon-
dération externe pour un ensemble d’états épistémiques.
Définition 63 Soit C = {ξ1, . . . , ξn} un ensemble de couples représentant représentant l’ensemble d’états
épistémiques Ψ = {Ψ1, . . . , Ψn}. Soit Y un ensemble totalement pré-ordonné par la relation ≤Y et possé-
dant un élément minimal pour≤Y . Une fonction de pondération externe est une application qC telle que :
qC : C −→ Y
ξi −→ qC(ξi)
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6.4 Représentation syntaxique
A partir de la fonction de pondération externe, nous définissons un pré-ordre externe sur l’ensemble des couples
représentant sémantiquement les états épistémiques, noté ≤C.
Définition 64 Un pré-ordre externe sur un ensemble de couples C est défini par :
∀ξi, ξj ∈ C, ξi ≤C ξj ssi qC(ξi) ≤Y qC(ξj)
Comme pour la représentation de pré-ordres internes, le pré-ordre externe peut être défini explicitement, impli-
citement ou ne pas être défini.
Pré-ordre externe défini explicitement : Si le pré-ordre ≤C est défini explicitement, les experts peuvent
soit fournir un pré-ordre sur les états épistémiques soit une distribution de poids attachés aux états et un ordre
sur ceux-ci. Ces deux méthodes permettent de définir respectivement un pré-ordre explicite exprimé qualitati-
vement et un pré-ordre explicite exprimé quantitativement. Si le pré-ordre est explicitement défini qualitative-
ment, les valeurs de la fonction de pondération qC sont les valeurs des rangs des couples ξi dans le pré-ordre
≤C donné. Pour un pré-ordre défini quantitativement, les valeurs de la fonction qC sont fournies directement.
Pré-ordre externe défini implicitement : Si des critères sont disponibles pour exprimer des priorités entre
les états épistémiques Ψi, le pré-ordre≤C est alors définit implicitement. La fonction de pondération qC est la
fonction formalisant les critères de priorité et renvoyant un poids en fonction de chaque état épistémique. Les
valeurs de ces poids peuvent être des entiers naturels de IN pour représenter des rangs ou encore des nombre
réels positifs de IR+, pour représenter par exemple des degrés de priorités normalisés (des réels entre 0 et 1 par
exemple).
Priorités externes non définies : Si aucune priorité n’a été définie entre les états épistémiques de Ψ, nous
pouvons en déduire que tous les états épistémiques sont prioritaires. Cela se traduit par un pré-ordre ≤C dans
lequel toutes les bases sont au même niveau. La fonction de pondération permettant de représenter ce type de
pré-ordre est définie telle que :
∀ξi ∈ C, qC(ξi) = min(Y, ≤Y )
Dans la plupart des cas, Y = IN∗ et min(Y, ≤Y ) = 1.
6.4 Représentation syntaxique
La représentation syntaxique d’états épistémiques en logique propositionnelle repose sur les formules pro-
positionnelles. Chaque état épistémique est alors représenté par une base de croyances stratifiée pour laquelle
un pré-ordre interne est défini sur les formules. Les priorités entre les états épistémiques sont représentées par
un pré-ordre sur les bases de croyances stratifiées.
6.4.1 Ensemble de base de croyances stratifiées
La représentation syntaxique d’un état épistémique Ψi est une base de croyances stratifiée Σi composée de
formules propositionnelles pondérées. Formellement :
Définition 65 Soit X un ensemble muni d’une relation de pré-ordre total ≤X et ayant un élément minimal
pour ≤X . Une base de croyances stratifiée, notée Σi est un ensemble de couples composés d’une formule de
Lpc et d’un poids, noté pΣi(φk), tels que :
Σi = {(φk, pΣi(φk)), φk ∈ Lpc, pΣi(φk)) ∈ X}
On note B = {Σ1 . . . , Σn} un ensemble de bases de croyances stratifiées où chaque Σi est une base de
croyances stratifiée au sens de la définition 65.
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6.4.2 Pré-ordre interne
La définition de base stratifiée donnée ci-dessus induit déjà la notion de pré-ordre interne reposant sur les
poids associés formules. Ces poids permettent de représenter les priorités entre les croyances grâce à un pré-
ordre sur les formules assimilé au pré-ordre sur leurs poids. Ces poids peuvent être définis comme les valeurs
d’une fonction de pondération. Formellement :
Définition 66 Soit B = {Σ1, . . . , Σn} un ensemble de bases de croyances stratifiées et X un ensemble muni
d’un pré-ordre total ≤X . Une fonction de pondération interne est telle que :
pΣi : Σi −→ X
φ −→ pΣi(φ)
A partir de la fonction de pondération interne, nous définissons un pré-ordre interne sur une base de croyances
Σi , noté ≤Σi .
Définition 67 Un pré-ordre interne sur les formules d’une base de croyances stratifiée Σi attachée à une
fonction de pondération pΣi est défini par :
∀φk, φl ∈ Σi, φk ≤Σi φl ssi pΣi(φk) ≤X pΣi(φl)
La notion de fonction de pondération permet d’ordonner les formules en suivant les priorités entre les croyances.
Dans l’approche syntaxique, les formules prioritaires sont les formules maximales dans le pré-ordre interne.
Plusieurs types de priorités peuvent être représentées grâce au choix de la fonction de pondération pΣi .
Priorités explicite
Dans l’approche syntaxique, de par la nature des bases de croyances stratifiées, les priorités entre les for-
mules sont données par la stratification. Celle-ci peut être construite à partir d’une fonction de pondération
renvoyant un ensemble de poids que l’agent défini en arbitrairement.
Dans certains cas, la valeur de pondération est importante (comme par exemple pour spécifier un degré
de priorité). Les valeurs de la fonction de pondération peuvent alors être directement exprimées par l’expert,
comme l’illustre l’exemple suivant :
Exemple 11 Soit Σ1 une base de croyance stratifiée telle que :
Σ1 = {(φ1, pΣ1(φ1)), (φ2, pΣ1(φ2)), (φ3, pΣ1(φ3)), (φ4, pΣ1(φ4)), (φ5, pΣ1(φ5))}
avec :
φ1 = ¬d
φ2 = s ∨ o
φ3 = ¬s ∨ ¬d
φ4 = ¬s ∨ ¬d ∨ ¬o
φ5 = s ∨ ¬d ∨ o
L’expert exprime des priorités sur les formules que l’agent représente par le pré-ordre
φ1 =Σ1 φ2 =Σ1 φ3 =Σ1 φ4 <Σ1 φ5
Les poids associés aux formules sont alors :
pΣ1(φ1) = 0
pΣ1(φ2) = 0
pΣ1(φ3) = 0
pΣ1(φ4) = 0
pΣ1(φ5) = 1
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6.5 Équivalence entre représentations sémantique et syntaxique.
Priorités implicites
Il n’est pas possible de parler de priorités implicites dans l’approche syntaxique. En effet, les formules
composant les bases de croyances stratifiées sont toutes attachées à un poids défini lors de leur construction. Il
est néanmoins possible de parler de priorité implicites si l’agent utilise des fonctions de pondérations basées sur
des critères particuliers lors de la création des bases de croyances stratifiées. Les poids attachées aux formules
par l’agent sont toujours données explicitement par celui-ci, mais la détermination des poids par l’agent est
quand à elle implicite.
Priorités non définies
Si l’agent n’est pas en mesure d’exprimer des priorités sur un ensemble de formules, la base de croyances
stratifiée est alors construite avec une seule strate. Toutes les formules sont prioritaires. Nous avons alors :
∀φ ∈ Σi, pΣi(φ) = min(X, ≤X). Dans la plupart des cas cela se résume à ∀φ ∈ Σi, pΣi(φ) = 0
6.4.3 Pré-ordre externe
La définition formelle d’un pré-ordre externe repose sur la définition d’une fonction de pondération externe
pour un ensemble de bases de croyances stratifiées.
Définition 68 Soit B = {Σ1, . . . , Σn} un ensemble de bases de croyances stratifiée et soit Y un ensemble
totalement pré-ordonné par la relation ≤Y Une fonction de pondération externe, notée q est une application
telle que :
q : B −→ Y
Σi −→ qB(Σi)
A partir de la fonction de pondération externe, nous définissons un pré-ordre externe sur l’ensemble des bases
de croyances stratifiées, noté ≤B.
Définition 69 Un pré-ordre externe sur un ensemble de bases pondérées B est défini par :
∀Σi, Σj ∈ B, Σi ≤B Σj ssi qB(Σi) ≤Y qB(Σj)
Deux cas se présentent. Soit les sources sont ordonnées explicitement. Dans ce cas les poids qB(Σi) sont
codés par des constantes. Soit les sources ne sont pas ordonnées. Toutes les bases sont donc préférées, et dans ce
cas, q est telle que ∀Σi ∈ B, qB(Σi) = min(Y, ≤Y ), c’est à dire la même constante. Dans la plupart des cas
cela se résume à ∀Σi ∈ B, qB(Σi) = min(Y, ≤Y ). Dans la plupart des cas, Y = IN∗ et min(Y, ≤Y ) = 1.
6.5 Équivalence entre représentations sémantique et syntaxique.
Nous présentons maintenant l’équivalence des approches sémantique et syntaxique pour la représentation
d’état épistémiques. Cette équivalence est basée sur la capacité à construire la représentation syntaxique d’un
état épistémique à partir de sa représentation sémantique ainsi que la capacité à construire la représentation
sémantique d’un état épistémique à partir de sa représentation syntaxique.
L’intérêt de cette équivalence est de permettre de définir des fonctions de pondérations et des pré-ordres au
niveau sémantique, qui offre plus d’expressivité, et de les utiliser au niveau syntaxique, qui est plus adapté à
l’inférence et pour lequel de nombreux algorithmes d’inférence et de détection d’incohérences sont définis.
L’équivalence entre les approches sémantique et syntaxique est basée sur la notion de fonction, notée kappa,
utilisée en logique possibiliste [13] et dans le Système Z [69]. Cette fonction fait correspondre à une interpré-
tation ω ∈ W le poids maximum des formules falsifiées par ω. Plus formellement :
Définition 70
∀ω ∈ W , κΣi(ω) = max({pΣi(φ), (φ, pΣi(φ)) ∈ Σi et ω 6|= φ})
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Pour que les représentations sémantiques et syntaxiques d’un état épistémique Ψi soient équivalentes, il faut
que pour toute interprétation ω du langage, la valeur de la fonction κ pour ω soit égale à la valeur du poids de ω
utilisé pour représenter le pré-ordre≤Ψi . Formellement, soit (W , ≤Ψi) la représentation sémantique d’un état
épistémique et soit Σi une base de croyances stratifiée. Soit κ est la fonction définie en 70 faisant correspondre
(W , ≤Ψi) et Σi . Les représentations (W , ≤Ψi) et Σi sont équivalentes si et seulement si :
∀ω ∈ W , κΣi(ω) = pΨi(ω)
Nous montrons maintenant comment passer automatiquement d’une représentation syntaxique à une représen-
tation sémantique puis comment passer d’une représentation sémantique à une représentation syntaxique. Nous
étudions pour cela tout d’abord la notion de contrepartie sémantique d’une base de croyances stratifiée puis
ensuite la notion de contrepartie syntaxique d’une base propositionnelle.
6.5.1 De la représentation syntaxique à la représentation sémantique
Soit Σi une base de croyances stratifiée. Notons X l’ensemble contenant les valeurs des poids pΣi associés
aux formules de Σi et notons ≤X le pré-ordre total sur l’ensemble X . Le couple (W , ≤Ψi) est la contrepartie
sémantique de Σi si pour toute les interprétations de l’ensembleW la fonction κ est vérifiée.
FIG. 6.5 – Passage d’une représentation syntaxique d’un état épistémique à une représentation sémantique.
Comme l’illustre la figure 6.5, nous proposons maintenant de construire (W , ≤Ψi) à partir d’une base
de croyances pondérée Σi. Pour cela, nous construisons un pré-ordre sur les interprétations ≤Ψi basé sur une
fonction de pondération pΨi définie selon la fonction κ. formellement :
∀ω ∈ W , pΨi(ω) = max({pΣi(φ), (φ, pΣi(φ)) ∈ Σi et ω 6|= φ})
La construction d’une telle base propositionnelle est triviale. Une fois l’ensemble des interprétations du
langage construit, à chaque interprétationω nous associons le poids pΣi(φ) de la formule pondérée (φ, pΣi(φ))
de Σi falsifiée par ω et dont le poids est maximal suivant le pré-ordre ≤Σi . Si une interprétation ne falsifie
aucune formule de Σi, par convention nous lui attribuons le poids pΨi(ω) = min(X, ≤X). C’est à dire dans
la plupart des cas 0.
A partir de l’ensemble des couples (W , ≤Ψi) construits, nous pouvons également construire l’ensemble
des croyances observables E = {K1, . . . , Kn} avec :
∀Ki ∈ E, Mod(Ki) = Mod(Bel(Ψ)) = min(W , ≤Ψi)
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6.5 Équivalence entre représentations sémantique et syntaxique.
Après la construction de tous les couples (W , ≤Ψi) à partir des bases de croyances stratifiées Σi, nous
achevons la construction de l’ensemble d’états épistémiques en le munissant d’un pré-ordre ≤C identique au
pré-ordre ≤B. Pour cela, nous définissons la fonctions de pondération externe qB(Σi) = qC(ξi). L’ensemble
des valeurs de qB(Σi) et de qC(ξi) étant Y , muni du pré-ordre total≤Y , le préordre sur les couples ξi est défini
par :
∀ξi, ξj ∈ C, ξi ≤C ξj si et seulement si qC(ξi) ≤Y qC(ξj)
L’exemple suivant illustre la construction d’un ensemble de bases propositionnelles à partir d’un ensemble de
bases de croyances stratifiées.
Exemple 12 Soit B = {Σ1, Σ2, Σ3} un ensemble de bases de croyances stratifiées représentant l’ensemble
d’état épistémiques Ψ = {Ψ1, Ψ2, Ψ3} tel que :
Σ1 = {(¬d, 1), (s ∨ o, 1), (¬s ∨ ¬d, 1), (¬s ∨ ¬d ∨ ¬o, 1), (s ∨ ¬d ∨ o, 2)}
Σ2 = {(¬s, 1), (d ∨ o, 1), (¬d ∨ ¬o, 1), (¬s ∨ ¬d, 1), (¬s ∨ ¬d ∨ ¬o, 2),
(¬s ∨ ¬d ∨ ¬o, 2)}
Σ3 = {(s, 1), (d, 1) (o, 1), (s ∨ d, 2), (d ∨ o, 2), (s ∨ o, 2), (s ∨ d ∨ o, 3)}
La fonction de pondération externe pour B est définie de B dans IN∗ par :
qB(Σ1) = 1
qB(Σ2) = 1
qB(Σ3) = 2
Le pré-ordre externe sur les bases de croyances stratifiées est :
Σ1 =B Σ2 <B Σ3
L’ensemble des valeurs des poids pΣi est l’ensemble des entiers naturels IN muni du pré-ordre usuel ≤.
Nous construisons pour chaque base Σi la contrepartie sémantique Ki correspondante. L’ensemble des
interprétationsW est défini par :
ω0 = {¬s,¬d,¬o}
ω1 = {¬s,¬d, o}
ω2 = {¬s, d,¬o}
ω3 = {¬s, d, o}
ω4 = {s,¬d,¬o}
ω5 = {s,¬d, o}
ω6 = {s, d,¬o}
ω7 = {s, d, o}
Notons FΣi(ω) les ensembles des formules des Σi falsifiées par une interprétation ω. Nous avons pour Σ1 :
FΣ1 (ω0) = {(s ∨ o, 1)}
FΣ1 (ω1) = ∅
FΣ1 (ω2) = {(s ∨ o, 1), (s ∨ ¬d ∨ o, 2)}
FΣ1 (ω3) = {(¬d, 1)}
FΣ1 (ω4) = ∅
FΣ1 (ω5) = ∅
FΣ1 (ω6) = {(¬d, 1), (¬s ∨ ¬d, 1), }
FΣ1 (ω7) = {(¬d, 1), (¬s ∨ ¬d, 1), (¬s ∨ ¬d ∨ ¬o, 1)}
D’après la méthode construction de pΨi nous avons pour chaque ω :
pΨi(ω) = max({pΣi(φ), (φ, pΣi(φ)) ∈ Σi et ω 6|= φ}) = κΣi(ω)
ce qui donne ici :
pΨ1(ω) = max({pΣ1(φ), (φ, pΣ1(φ)) ∈ FΣ1 (ω)})
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Appliquée à chaque interprétation cette définition donne :
pΨ1(ω0) = pΣ1(s ∨ o) = 1
pΨ1(ω1) = max(∅) = 0
pΨ1(ω2) = pΣ1(s ∨ ¬d ∨ o) = 2
pΨ1(ω3) = pΣ1(¬d) = 1
pΨ1(ω4) = max(∅) = 0
pΨ1(ω5) = max(∅) = 0
pΨ1(ω6) = pΣ1(¬s ∨ ¬d) = 1
pΨ1(ω7) = pΣ1(¬s ∨ ¬d ∨ ¬o) = 1
Le pré-ordre ≤Ψ1 est donc :
ω1 =Ψ1 ω4 =Ψ1 ω5 <Ψ1 ω0 =Ψ1 ω3 =Ψ1 ω6 =Ψ1 ω7 <Ψ1 ω2
La construction de la base K1 correspondante est donnée par :
Mod(K1) = min(W , ≤Ψ1) = {ω1, ω4, ω5}
Ce qui permet d’obtenir la base propositionnelle :
K1 = {(s ∨ o) ∧ ¬d}
En appliquant la même méthode de construction à la base de croyances stratifiée Σ2 nous obtenons :
pΨ2(ω0) = pΣ2(d ∨ o) = 1 = κΣ2(ω0)
pΨ2(ω1) = max(∅) = 0 = κΣ2(ω1)
pΨ2(ω2) = max(∅) = 0 = κΣ2(ω2)
pΨ2(ω3) = pΣ2(¬d ∨ ¬o) = 1 = κΣ2(ω3)
pΨ2(ω4) = pΣ2(¬s ∨ d ∨ o) = 2 = κΣ2(ω4)
pΨ2(ω5) = pΣ2(¬s) = 1 = κΣ2(ω5)
pΨ2(ω6) = pΣ2(¬s ∨ ¬d) = 1 = κΣ2(ω6)
pΨ2(ω7) = pΣ2(¬s ∨ ¬d ∨ ¬o) = 2 = κΣ2(ω7)
Le pré-ordre ≤Ψ2 est donc :
ω1 =Ψ2 ω2 <Ψ2 ω0 =Ψ2 ω3 =Ψ2 ω5 =Ψ2 ω6 <Ψ2 ω4 =Ψ2 ω7
La construction de la base K2 correspondante est donnée par :
Mod(K2) = min(W , ≤Ψ2) = {ω1, ω2}
Ce qui permet d’obtenir la base propositionnelle :
K2 = {(¬s ∧ d ∧ ¬o) ∨ (¬s ∧ ¬d ∧ o)}
Pour finir, la construction à partir de la base de croyances stratifiée Σ3 repose sur la définition de pΨ3 telle
que :
pΨ3(ω0) = pΣ3(s ∨ d ∨ o) = 3 = κΣ3(ω0)
pΨ3(ω1) = pΣ3(s ∨ d) = 2 = κΣ3(ω1)
pΨ3(ω2) = pΣ3(s ∨ o) = 2 = κΣ3(ω2)
pΨ3(ω3) = pΣ3(s) = 1 = κΣ3(ω3)
pΨ3(ω4) = pΣ3(d ∨ o) = 2 = κΣ3(ω4)
pΨ3(ω5) = pΣ3(d) = 1 = κΣ3(ω5)
pΨ3(ω6) = pΣ3(o) = 1 = κΣ3(ω6)
pΨ3(ω7) = max(∅) = 0 = κΣ3(ω7)
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6.5 Équivalence entre représentations sémantique et syntaxique.
A partir de l’ensembleB des bases de croyances stratifiée nous pouvons construire l’ensemble de bases proposi-
tionnellesE = {K1, K2, K3} dans lequel les Ki sont les bases propositionnelles construites précédemment.
Nous définissons la fonction de pondération externe qC telle que :
∀Ki ∈ E, qC(ξi) = qB(Σi)
Dans notre cas les valeurs de qC sont :
qC(ξ1) = 1
qC(ξ2) = 1
qC(ξ3) = 2
Le pré-ordre ≤C induit par la fonction qC obtenu est :
ξ1 =C ξ2 <C ξ3
L’ensemble de bases propositionnelles C est équivalent à l’ensemble de bases de croyances stratifiées B
6.5.2 De la représentation sémantique à la représentation syntaxique
La correspondance entre les approches sémantique et syntaxique est basée sur la fonction κ, définie en
70 page 72 utilisée en logique possibiliste [13] et dans le Système Z [69]. Nous proposons une méthode de
construction d’une base de croyances stratifiée à partir de la représentation sémantique d’un état épistémique.
FIG. 6.6 – Passage d’une représentation sémantique d’un état épistémique à une représentation syntaxique.
Comme nous le voyons en figure 6.6 La fonction κ induit la mise en place d’une méthode de construction
d’une base stratifiée , notée Σi contrepartie syntaxique d’un couple ξi = (W , ≤Ψi) représentant l’état
épistémique Ψi.
6.5.3 Construction d’une base de croyances stratifiée
Pour le couple (W , ≤Ψi) représentant un état épistémique Ψi, nous construisons une base stratifiée Σi
pour laquelle nous notons ≤Σi le pré-ordre total sur les formules de Σi. Cette base doit être telle que pour
toute les interprétation ω ∈ W , la propriété κΣi(ω) = pΨi(ω) soit respectée. Plus formellement, soit C =
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{ξ1, . . . , ξn} un ensemble de couples représentant sémantiquement un ensemble d’états épistémiques et soit
B = {Σ1, . . . , Σn} un ensemble de bases de croyances stratifiées. Pour deux bases Σi ∈ B et ξi ∈ C :
Σi est équivalente à ξi si et seulement si ∀ω ∈ W , κΣi(ω) = pΨi(ω)
De plus, B est équivalent à C si et seulement si chaque base de croyances stratifiée Σi ∈ B est équivalente à un
couple ξi et si qC(ξi) = qB(Σi).
La construction d’une base de croyances stratifiée équivalente à la représentation sémantique d’un état
épistémique Ψi nécessite le respect de la fonction κ. Une condition nécessaire pour s’assurer de cette propriété
est que les formules falsifiées par une interprétation d’un certain rang dans ≤Ψi ne doivent pas être falsifiées
par des interprétations de rang inférieur. D’où la proposition :
Proposition 15 Soitωk ∈ W et ωl ∈ W deux interprétations telles queωl ≤Ψi ωk. SoitAl = {(φl, pΨi(ωl))}
l’ensemble des formules pondérées falsifiées par ωl et soit Bk = {(φk, pΨi(ωk))} l’ensemble des formules
pondérées falsifiées par ωk. Soit S = {(φs, pΨi(ωk)) ∈ Bk tq ωl 6|= φs} l’ensemble des formules de Bk
falsifiées par l’interprétation ωl.
L’ensemble de formules Σ = Al ∪Bk \ S est tel que κΣ(ωl) = κAl(ωl) et κΣ(ωk) = κBk(ωk)
Preuve 1 La preuve de cette proposition repose sur deux cas.
– ωl |= Bk. Dans ce cas S = ∅ et Σ = Al ∪Bk. Nous avons alors :
κΣ(ωl) = max({pΣ(φ) tq (φ, pΣ(φ)) ∈ Σ, ωl 6|= φ})
= max({pΨi(ωl) tq (φl, pΨi(ωl)) ∈ Al})
car ωl falsifie uniquement des formules de Al.
= pΨi(ωl) = κAl(ωl)
– ωl 6|= Bk. Dans ce cas, l’ensemble S n’est pas vide. Le calcul de la fonction κ donne :
κΣ(ωl) = max({pΣ(φ) tq (φ, pΣ(φ)) ∈ Σ, ωl 6|= φ})
= max({pΨi(ωl) tq (φl, pΨi(ωl)) ∈ Al})
car ωl ne falsifie aucune formule de Bk \S.
= pΨi(ωl) = κAl(ωl)
Le cas de l’interprétation ωk est invariant quelque-soit ωl. Le calcul de la fonction κ est tel que :
κΣ(ωk) = max({pΣ(φ) tq (φ, pΣ(φ)) ∈ Σ, ωk 6|= φ})
= max({pΨi(ωk) tq (φk, pΨi(ωk)) ∈ Bk})
car les hypothèses de départ sont que pΨi(ωl) ≤ pΨi(ωk) et ωk 6|= Bk
= pΨi(ωk) = κBk(ωk)
Nous vérifions donc bien κΣ(ωl) = κAl(ωl) et κΣ(ωk) = κBk(ωk). 
Avant de proposer une méthode permettant de construire pour un couple (W , ≤Ψi) une base de croyances
pondérées équivalente, nous rappelons la notion de sous-sommation.
Définition 71 Soit (φ, pΣi(φ)), (ψ, pΣi(ψ)) deux formules de Σi
(ψ, pΣi(ψ)) est sous-sommée par (φ, pΣi(φ)) si et seulement si φ |= ψ et pΣi(ψ) ≤ pΣi(φ)
La sous-sommation classique ne tient pas compte des poids des formules. Dans ce cas :
(ψ, pΣi(ψ)) est sous-sommée par (φ, pΣi(φ)) si et seulement si φ |= ψ
La sous-sommation permet d’émettre la proposition bien connue suivante :
Proposition 16 Soit Σi une base de croyances stratifiée équivalente à un couple (W , ≤Ψi). Soit Σ∗i la base
de croyances obtenue en rerirant toutes les formules sous-sommées. La base Σ∗i est équivalente à la base Σi,
c’est à dire ∀ω ∈ W , κΣ∗i (ω) = κΣi(ω).
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Preuve 2 Le retrait des tautologies de Σi n’a pas d’incidence sur la fonction κ. En effet elle ne peuvent pas
être falsifiées par aucune interptétation.
Soit l’ensemble des formules sous-sommées de Σi défini par :
S = {(φs, pΣi(φs)) ∈ Σi, (φs, pΣi(φs)) est sous-sommée}
Nous notons Σ∗i = Σi \ S la base de croyance stratifiée issue de Σi et pour laquelle toutes les formules
sous-sommées ont été retirées. Si S = ∅, alors Σ∗i = Σi et donc ∀ω ∈ W , κΣ∗i (ω) = κΣi(ω).
Si S 6= ∅, pour une formule (φs, pΣi(φs)) ∈ S et pour une interprétationω deW deux cas sont possibles :
– ω |= φs. La fonction κ ne prend en compte que les formules falsifiées par ω. La formule sous-sommée φs
n’intervient donc pas dans le calcul de κΣi(ω). On a donc bien :
κΣ∗i (ω) = max({pΣi(φ), (φ, pΣi(φ)) ∈ Σi\{(φs, pΣi(φs))}, ω 6|= φ})
= max({pΣi(φ), (φ, pΣi(φ)) ∈ Σi, ω 6|= φ})
= κΣi(ω)
= pΨi(ω)
– ω 6|= φs. Soit Aφs l’ensemble des formules de poids supérieur à pΣi(φs). Nous avons ω 6|= Aφs car
Aφs |= φs en raison de la définition de la sous-sommation. Il existe au moins une formule ψ de Aφs
telle que ω 6|= ψ et, par définition de Aφs , pΣi(φs) ≤Σi pΣi(ψ). Soit Σ∗i = Σi\{(φs, pΣi(φs))} et soit
Σ′′i = Σ
∗
i \{(ψ, pΣi(ψ))}. La fonction κΣi est telle que :
κΣi(ω) = max({pΣi(φ), (φ, pΣi(φ)) ∈ Σi, ω 6|= φ})
= max({κΣ′′i (ω), pΣi (φs), pΣi (ψ)})
= max({κΣ′′i (ω), pΣi (ψ)})
= κΣ∗i (ω) = pΨi(ω)

Les propositions 15 et 16 permettent de mettre au point une méthode de construction de base de croyances
stratifiée équivalente à la représentation sémantique d’un état épistémique. Cette méthode se divise en quatre
phases.
Préliminaires Le traitement préliminaire consiste à ordonner les interprétations de W dans l’ordre croissant
suivant≤Ψi . Le parcours de l’ensemble des interprétations est tel que si Wk est l’ensemble des interprétations
déjà traitées, la nouvelle interprétation ω′ en cours de traitement sera telle que ∀ω ∈ Wk, ω ≤Ψi ω′. De plus,
la base de croyances stratifiée Σi est initialisée à l’ensemble vide. L’ensemble des formules falsifiées par les
interprétations ω de poids minimal sont générées est stockées dans l’ensemble des formules déjà traitées.
Première étape Pour chaque interprétationω, la construction génère toutes les disjonctionsφ falsifiées par ω.
Ces disjonctions sont réparties en fonction de leur nombre de littéraux dans des ensembles, notésDi, 1 ≤ i ≤ n,
où i est le nombre de littéraux présents dans chaque disjonction. Pour tous les ensemblesDi, chaque disjonction
φ est associée au poids pΣi(φ) = pΨi(ω). L’ensemble des formules falsifiant une interprétation est noté Bk+1
ou k est le cardinal de l’ensemble des interprétations déjà traitéesWk
Seconde étape La seconde étape permet d’assurer le respect de l’équivalence entre le couple (W , ≤Ψi) et
la base de croyances stratifiée en cours de construction. L’équivalence spécifie que
κΣi = max({pΣi(φ), (φ, pΣi(φ)) ∈ Σi et ω 6|= φ}) = pΣi(ω)
Les disjonctions de l’ensemble Bk+1 générées pour une interprétation ω′ ne doivent pas être falsifiées par une
une interprétation ω telle que ω ≤Ψi ω′ (et donc traitée précédemment). Afin de garantir cette propriété, toutes
les formules qui sous-somment (classiquement) des formules générées pour des interprétations précédentes sont
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retirées de Bk+1. Une fois les formules de S retirées de Bk+1, nous pouvons également en retirer les formules
sous-sommées car cela n’affecte pas la propriété d’équivalence comme l’indique la proposition 16.
La base de croyances en construction devient alors Σi = Σi ∪Bk+1\S. Où S est l’ensemble des formules
de Bk+1 falsifiées par des interprétations précédentes. Les étapes 1 et 2 sont répétées jusqu’à ce que toutes les
interprétations aient été traitées.
Troisième étape La troisième découle de la proposition 16, page 77. Les formules sous-sommées dans la
base de croyance stratifiée construite sont retirées. Ceci permet d’optimiser la cardinalité du résultat final.
La construction d’une base de croyances pondérée équivalente à la représentation sémantique d’un état
épistémique peut être formalisée par l’algorithme suivant :
Algorithme 1 : Construction de la contrepartie syntaxique d’une base de croyances pondérées. |V| désigne
le nombre de variables propositionnelels du langage.
Data : W L’ensemble des interprétations trié suivant ≤Ψi
Result : Σi une base de croyances stratifiées
Σ, Bk+1, S, M, T, Σ
∗ des ensembles de formules pondérées
Wm un ensemble d’interprétations ω une interprétation
Σi ← ∅
M ← ∅
Σ∗ ← ∅
Wm ← {wk tq pΨi(ωk) = min(X,≤X)}
while Wm 6= ∅ do
ω ← ω ∈ W
Bk+1 ← {(φ, pΨi(ω)) ∈ Dj tq 1 ≤ j ≤ |V|, ω 6|= φ)}
S ← {(φ, pΨi(ω)) ∈ Bk+1 tq ∃(φ, pΨi(ω′)) ∈M, avec pΨi(ω′) ≤ pΨi(ω)}
Bk+1 ← Bk+1 − S
M ← M ∪Bk+1
Wm ←Wm − ω
end
W ←W −Wm
while W 6= ∅ do
ω ← ω ∈ min(W , ≤Ψi)
S ← ∅
T ← ∅
Bk+1 ← {(φ, pΨi(ω)) ∈ Dj tq 1 ≤ j ≤ |V|, ω 6|= φ)}
S ← {(φ, pΨi(ω)) ∈ Bk+1 tq ∃(φ, pΨi(ω′)) ∈M, avec pΨi(ω′) ≤ pΨi(ω)}
Bk+1 ← Bk+1 − S
M ← M ∪Bk+1
T ← {(φT , pΨi(ω)) ∈ Bk+1 tq ∃(φ′, pΨi(ω)) ∈ Bk+1, φ′ |= φT }
Bk+1 ← Bk+1 − T
Σi ← Σi ∪Bk+1
W ←W − ω
end
Σ∗ ← retireSousSommees(Σ)
return Σ∗
Nous ne détaillons pas la fonction retirant les formules sous-sommées de la base Σ construite car de nom-
breuses méthodes performantes ont été proposées dans la littérature. Dans la suite de ce travail, nous noterons
Σ au lieu de Σ∗ la base de croyance stratifiée retournée par l’algorithme 1. Cette simplification clarifie les
notations est est justifiée par l’équivalence entre les deux bases. Nous démontrons maintenant que la base de
croyances stratifiée construite à partir de la représentation sémantique d’un état épistémique lui est bien équi-
valente.
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Proposition 17 Soit (W , ≤Ψi) un couple représentant un état épistémique Ψi. La base de croyances stratifiée
Σi construite suivant la méthode précédente est telle que :
∀ω ∈ W , κΣi(ω) = pΨi(ω)
Preuve 3 Soit (W , ≤Ψi) un couple représentant un état épistémique Ψi et ≤Ψi . On note Wk l’ensemble des
k premières interprétations ωi dans le pré-ordre≤Ψi . Soit formellement :
∀ωi, ωj ∈ W , ωi ≤Ψi ωj
Soit la base ce croyances stratifiée Σki construite à partir des interprétations de Wk et définie telle que :
Σki = {(φ, pΣi(φ)), ∀ω ∈ W
k, κΣki (ω) = pΨi(ω)}
Soit ω′ une interprétation telle que :
∀ω ∈ Wk, ωk ≤Ψi ω
′
Nous démontrons que nous pouvons construire :
Σk+1i = {(φ, pΣi(φ)), ∀ω ∈ W
k+1, κΣk+1i
= pΨi(ω)}
Pour k = 1 Nous avons W1 = {ω}, ω ∈ {min(W , ≤Ψi)} et nous construisons une base de croyances
stratifiée telle que :
Σ1i = {(φ, pΣi(φ)), pΣi(φ)) = pΨi(ω0), ω0 6|= φ}
La fonction κΣ01 est telle que :
∀ω ∈ W1, κΣ1i = max({pΣi(φ), (φ, pΣi(φ)) ∈ Σ
1
i }) = pΨi(ω)
Pour k Nous supposons la propriété :
Σki = {(φ, pΣi(φ)), ∀ω ∈ W
k, κΣki (ω) = pΨi(ω)}
vérifiée.
Pour k+1 Nous voulons démontrer que :
Σk+1i = {(φ, pΣi(φ)), ∀ω ∈ W
k+1, κΣk+1i
(ω) = pΨi(ω)}
avec
Wk+1 = Wk ∪ {ω′}, ∀ω ∈ Wk, ωk ≤Ψi ω
′
Nous nous basons pour cela la proposition 15 énoncée page 77. Soit Bk+1 la base de croyances stratifiée
définie par :
Bk+1 = {(ψ, pΣi(ψ)) avec pΣi(ψ)) = pΨi(ω
′)}
Notons :
S = {(ψ′, pΣi(ψ
′) ∈ Bk+1, ∃ω ∈ W
k, ω 6|= ψ′}
L’ensemble des formules de Bk+1 falsifiées par une interprétation de Wk. Nous construisons Σk+1i comme
étant l’union de Σk et de Bk+1 privée des formules de S. Soit formellement :
Σk+1i = Σ
k
i ∪ (Bk+1\S)
Deux cas sont possibles. Soit aucune interprétation deWk ne falsifie aucune une formule de Bk+1, soit une ou
plusieurs interprétations de Wk falsifient au moins une formule de Bk+1.
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i) ∀ω ∈ Wk, ∀(ψ, pΣi(ψ)) ∈ Bk+1, ω |= ψ
Dans ce cas :
S = {(ψ′, pΣi(ψ
′) ∈ Bk+1, ∃ω ∈ W
k, ω 6|= ψ′} = ∅
Nous avons donc Σk+1i = Σki ∪Bk+1 et la fonction κΣk+1i telle que :
∀ω ∈ Wk, κΣk+1i
(ω) = max({pΣi(φ), (φ, pΣi(φ)) ∈ Σ
k+1
i , ω 6|= φ})
= max({pΣi(φ), (φ, pΣi(φ)) ∈ Σ
k
i , ω 6|= φ})
= κΣki (ω)
= pΨi(ω)
κΣk+1i
(ω′) = max({pΣi(φ), (φ, pΣi(φ)) ∈ Σ
k+1
i , ω
′ 6|= φ})
= pΨi(ω
′)
En effet, les formules (ψ, pΣi(ψ)) composant l’ensemble Bk+1 sont necessairement falsifiées par ω′ et leurs
poids sont tels que pΣi(ψ) = pΨi(ω′). Cependant, d’après la définition du pré-ordre≤Ψ, ∀ω ∈ Wk, pΨi(ω) ≤
pΨi(ω
′). Nous avons donc bien :
∀ω ∈ Wk+1, κΣk+1i
(ω) = pΨi(ω)
ii) ∃ω ∈ Wk, ∃(ψ, pΣi(ψ)) ∈ Bk+1, ω 6|= ψ
Des formules de Bk+1 sont falsifiées par au moins une interprétation de Wk. L’ensemble S est donc tel que :
S = {(ψ′, pΣi(ψ
′) ∈ Bk+1, ∃ω ∈ W
k, ω 6|= ψ′} 6= ∅
Avec Σk+1i = Σki ∪ (Bk+1\S) nous retrouvons la fonction κΣk+1i telle que :
∀ω ∈ Wk, κΣk+1i
(ω) = max({pΣi(φ), (φ, pΣi(φ)) ∈ Σ
k+1
i , ω 6|= φ})
= max({pΣi(φ), (φ, pΣi(φ)) ∈ Σ
k
i , ω 6|= φ})
= κΣki (ω)
= pΨi(ω)
κΣk+1i
(ω′) = max({pΣi(φ), (φ, pΣi(φ)) ∈ Σ
k+1
i , ω
′ 6|= φ})
= pΨi(ω
′)
Nous vérifions bien la fonction κΣk+1i , en effet :
∀ω ∈ Wk+1, κΣk+1i
(ω) = pΨi(ω)
La proposition est donc démontrée pour n = k + 1 
Après la création de toutes les bases de croyances stratifiées Σi représentant les contre parties syntaxiques
des couples ξi, nous achevons la construction de l’ensemble de bases stratifiées en le munissant d’un pré-
ordre≤B identique au pré-ordre≤C. Pour cela, nous définissons la fonctions de pondération externe qC(ξi) =
qB(Σi).
Nous pouvons alors formaliser la définition de l’équivalence entre un ensemble de couples C = {(W , ≤Ψ1
), . . . , (W , ≤Ψn)} et un ensemble de bases de croyances stratifiées B = {Σ1, . . . , Σn} représentant
sémantiquement et syntaxiquement un ensemble d’états épistémiques Ψ = {Ψ1, . . . , Ψn}.
Définition 72 SoitΨ = {Ψ1, . . . , Ψn} un ensemble d’états épistémiques. Soit C = {(W , ≤Ψ1), . . . , (W , ≤Ψn
)} la représentation sémantique de Ψ et soit B = {Σ1, . . . , Σn} la représentation syntaxique de Ψ. Les en-
sembles C et B sont équivalents si et seulement si :
∀i ∈ IN, 1 ≤ i ≤ n, ∀ω ∈ W , κΣi(ω) = pΨi(ω)
et
∀i ∈ IN, 1 ≤ i ≤ n, qC(ξi) = qB(Σi)
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L’exemple suivant illustre le processus de construction d’un ensemble de bases de croyances stratifiées
équivalent à un ensemble de couples représentant sémantiquement un ensemble d’états épistémiques.
Exemple 13 Soit E = {K1, K2, K3} l’ensemble de bases propositionnelles représentant les croyances
observables d’un ensemble d’état épistémiques. L’ensemble E est défini par :
K1 = {(s ∨ o) ∧ ¬d}
K2 = {(¬s ∧ d ∧ ¬o) ∨ (¬s ∧ ¬d ∧ o)}
K3 = {s ∧ o ∧ d}
Les représentations sémantiques des états épistémiquesΨ1, Ψ2 et Ψ3 reposent respectivement sur les fonctions
de pondérations pΨ1 , pΨ2 et pΨ3 définies par :
ω pΨ1(ω) pΨ2(ω) pΨ3(ω)
ω0 1 1 3
ω1 0 0 2
ω2 2 0 2
ω3 1 1 1
ω4 0 2 2
ω5 0 1 1
ω6 1 1 1
ω7 1 2 0
Les pré-ordres sur les interprétations ≤Ψ1 , ≤Ψ2 et ≤Ψ3 sont respectivement :
ω1 =Ψ1 ω4 =Ψ1 ω5 <Ψ1 ω0 =Ψ1 ω3 =Ψ1 ω6 =Ψ1 ω7 <Ψ1 ω2
ω1 =Ψ2 ω2 <Ψ2 ω0 =Ψ2 ω3 =Ψ2 ω5 =Ψ2 ω6 <Ψ2 ω4 =Ψ2 ω7
ω7 <Ψ3 ω3 =Ψ3 ω5 =Ψ3 ω6 <Ψ3 ω1 =Ψ3 ω2 =Ψ3 ω4 <Ψ3 ω0
Nous détaillons l’exécution de l’algorithme 1 de construction utilisé pour le calcul de la base de croyances
stratifiée Σ1 équivalente au couple (W , ≤Ψ1). L’étape préliminaire à la construction est de construire une
liste des interprétations triées par ordre croissant suivant le pré-ordre≤Ψ1 . Dans notre exemple, cet ordre est
ω1 =Ψi ω4 =Ψi ω5 ≤Ψi ω0 =Ψi ω3 =Ψi ω6 =Ψi ω7 ≤Ψi ω2
Pour chaque interprétation ωi de la liste, l’algorithme génère tous les littéraux falsifiés par ωi puis les disjonc-
tions de deux littéraux falsifiées et ainsi de suite. Afin de générer la base Σi, l’algorithme utilise 8 itérations
que nous détaillons maintenant.
Préliminaires Pour chaque interprétation minimale dans le pré-ordre ≤Ψi , l’ensemble des disjonctions fal-
sifiées par celle-ci est généré. L’ensemble des formules traitées M reçoit alors l’ensemble des formules qui ne
sont qu’il ne contient pas déjà.
Dans cet exemple, l’ensemble des interprétations minimales pour le pré-ordre Ψ1 est l’ensemble Wm =
{ω1, ω4, ω5}. Nous avons donc après traitement des trois interprétations l’ensemble Σ1 = ∅ et l’ensemble
M tel que :
M = {(s, 0), (d, 0), (o, 0), (¬s, 0), (¬o, 0),
(s ∨ d, 0), (¬s ∨ d, 0), (d ∨ ¬o, 0),
(d ∨ o, 0), (s ∨ ¬o, 0), (¬s ∨ o, 0),
(¬s ∨ ¬o), (s ∨ d ∨ ¬o, 0),
(¬s ∨ d ∨ o, 0), (¬s ∨ d ∨ ¬o, 0)}
Itération L’itération se fait sur l’ensemble des interprétations {ω0, ω3, ω6, ω7, ω2}. Chaque itération
repose sur trois actions.
– générer les disjonctions falsifiées ;
– retirer des disjonctions générées celles apparaissant dans M avec un poids inférieur ;
– retirer dans les disjonctions générées les sous-sommées.
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Itération 1 L’interprétation ω0 est la première interprétation non modèle de K1. Le poids des formules
générées n’est donc pas nul. Nous avons :
B1 = {(s, 1), (d, 1), (o, 1), (s ∨ d, 1)
(d ∨ o, 1), (s ∨ o, 1), (s ∨ d ∨ o, 1)}
S = {(s, 1), (d, 1), (o, 1), (s ∨ d, 1)
(d ∨ o, 1)}
M = M ∪ (B1 − S)
T = {(s ∨ d ∨ o, 1)}
Σ1 = Σ1 ∪ {(s ∨ o, 1)}
Seules deux formules ne sont pas falsifiées par des interprétations précédemment traitées. De plus, la formule
(s ∨ d ∨ o, 1) restante est sous-sommée par la formule (s ∨ o, 1). Elle est donc retirée du résultat final.
Itération 2 Pour l’interprétation ω3 :
B2 = {(s, 1), (¬d, 1), (¬o, 1), (s ∨ ¬d, 1)
(¬d ∨ ¬o, 1), (s ∨ ¬o, 1), (s ∨ ¬d ∨ ¬o, 1)}
S = {(s, 1), (¬o, 1), (s ∨ ¬o, 1)}
M = M ∪ (B2 − S)
T = {(s ∨ ¬d, 1), (¬d ∨ ¬o, 1), (s ∨ ¬d ∨ ¬o, 1)}
Σ1 = Σ1 ∪ {(¬d, 1)}
La formule (¬d, 1) n’est pas encore apparue dans M et sous-somme toutes les autre formules générées pour
ω3. C’est donc la seule formule conservée.
Itération 3 Pour l’interprétation ω6 :
B3 = {(¬s, 1), (¬d, 1), (o, 1), (¬s ∨ ¬d, 1)
(¬d ∨ o, 1), (¬s ∨ o, 1), (¬s ∨ ¬d ∨ o, 1)}
S = {(¬s, 1), (¬d, 1), (o, 1)
(¬s ∨ o, 1)}
M = M ∪ (B3 − S)
T = {(¬s ∨ ¬d ∨ o, 1)}
Σ1 = Σ1 ∪ {(¬s ∨ ¬d, 1), (¬d ∨ o, 1)}
Après retrait des formules précédent générées il reste deux formules sous-sommant (¬s ∨ ¬d ∨ o, 1) mais
aucune des deux n’est sous-sommée par l’autre. Les deux sont donc conservées.
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Itération 4 Pour l’interprétation ω7 :
B4 = {(¬s, 1), (¬d, 1), (¬o, 1), (¬s ∨ ¬d, 1)
(¬d ∨ ¬o, 1), (¬s ∨ ¬o, 1), (¬s ∨ ¬d ∨ ¬o, 1)}
S = {(¬s, 1), (¬d, 1), (¬o, 1), (¬s ∨ ¬d, 1)
(¬d ∨ ¬o, 1), (¬s ∨ ¬o, 1)}
(¬d ∨ o, 1), (¬s ∨ o, 1)}
M = M ∪ (B4 − S)
T = ∅
Σ1 = Σ1 ∪ {(¬s ∨ ¬d ∨ ¬o, 1)}
Toutes les formules générées excepté la disjonction contenant la plus grand nombre de littéraux sont falsifiées
par des interprétations de rang inférieur ou égal. L’ensemble des formules générées sous-sommées est donc
vide.
Itération 5 Pour l’interprétation ω2 :
B5 = {(s, 2), (¬d, 2), (o, 2), (s ∨ ¬d, 2)
(¬d ∨ o, 2), (s ∨ o, 2), (s ∨ ¬d ∨ o, 2)}
S = {(s, 2), (¬d, 2), (o, 2), (s ∨ ¬d, 2)
(¬d ∨ o, 2), (s ∨ o, 2)}
M = M ∪ (B5 − S)
T = ∅
Σ1 = Σ1 ∪ {(s ∨ ¬d ∨ o, 2)}
La dernière interprétation traitée est l’interprétation de rang maximal dans le pré-ordre ≤Ψ1 . Après les itéra-
tions, la base Σ1 obtenue est :
Σ1 = {(¬d, 1), (s ∨ o, 1), (¬s ∨ ¬d, 1),
(¬d ∨ o, 1), (¬s ∨ ¬d ∨ ¬o, 1),
(s ∨ ¬d ∨ o, 2)}
Le dernier traitement appliqué à Σ1 est le retrait de toutes les formules sous-sommées. C’est à dire ici les
formules (¬s ∨ ¬d, 1), (¬d ∨ o, 1) et (¬s ∨ ¬d ∨ ¬o, 1) toutes trois sous-sommées par (¬d, 1). La base Σ1
devient alors :
Σ1 = {(¬d, 1), (s ∨ o, 1),
(s ∨ ¬d ∨ o, 2)}
Afin de vérifier que la base Σ1 est bien équivalente au couple (W , ≤Ψ1) nous calculons les valeurs de la
fonction κ pour toutes les interprétations.
κΣ1(ω0) = pΣ1(s ∨ o) = 1 = pΨ1(ω0)
κΣ1(ω1) = max(∅) = 0 = pΨ1(ω1)
κΣ1(ω2) = max({pΣ1(¬d), pΣ1(s ∨ ¬d ∨ o)}) = 2 = pΨ1(ω2)
κΣ1(ω3) = max({pΣ1(¬d)}) = 1 = pΨ1(ω3)
κΣ1(ω4) = max(∅) = 0 = pΨ1(ω4)
κΣ1(ω5) = max(∅) = 0 = pΨ1(ω5)
κΣ1(ω6) = max({pΣ1(¬d)}) = 1 = pΨ1(ω6)
κΣ1(ω7) = max({pΣ1(¬d)}) = 1 = pΨ1(ω7)
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L’utilisation de l’algorithme à partir des couple ξ2 et ξ3 donne les bases de croyances stratifiées : Σ2 =
{(¬s, 1), (d ∨ o, 1), (¬d ∨ ¬o, 1), (¬s ∨ ¬d, 1), (¬s ∨ d ∨ o, 2), (¬s ∨ ¬d ∨ ¬o, 2)} et Σ3 =
{(s, 1), (d, 1) (o, 1), (s ∨ d, 2), (d ∨ o, 2), (s ∨ o, 2), (s ∨ d ∨ o, 3)}. Les tableaux suivant illustre
la construction des bases stratifiées. Les formules soulignées sont les formules apparaissant dans le résultat
final. Si nous munissons l’ensemble B = {Σ1, Σ2, Σ3} d’une fonction de pondération qB(Σi) telle que
∀Σi ∈ B, qB(Σi) = qC(ξi), Σi équivalent à ξi alors selon la définition 72 l’ensemble B est équivalent à
l’ensemble C.
ω pΨ1(ω) D1 D2 D3
ω1 ¬s, ¬d, o 0 s, d, ¬o s ∨ d, d ∨ ¬o, s ∨ ¬o s ∨ d ∨ ¬o
ω4 s, ¬d, ¬o 0 ¬s, d, o ¬s ∨ d, d ∨ o ¬s ∨ o, ¬s ∨ d ∨ o
ω5 s, ¬d, o 0 ¬s, d, ¬o ¬s ∨ d, d ∨ ¬o ¬s ∨ ¬o, ¬s ∨ d ∨ ¬o
ω0 ¬s, ¬d, ¬o 1 s, d, o s ∨ d, d ∨ o s ∨ o, s ∨ d ∨ o
ω3 ¬s, d, o 1 s, ¬d, ¬o s ∨ ¬d, ¬d ∨ ¬o s ∨ ¬o, s ∨ ¬d ∨ ¬o
ω6 s, d, ¬o 1 ¬s, ¬d, o ¬s ∨ ¬d, ¬d ∨ o ¬s ∨ o, ¬s ∨ ¬d ∨ o
ω7 s, d, o 1 ¬s, ¬d, ¬o ¬s ∨ ¬d, ¬d ∨ ¬o ¬s ∨ ¬o, ¬s ∨ ¬d ∨ ¬o
ω2 ¬s, d, ¬o 2 s, ¬d, o s ∨ ¬d, ¬d ∨ o s ∨ o, s ∨ ¬d ∨ o
TAB. 6.1 – Tableau représentant le déroulement de l’algorithme de contrepartie syntaxique pour le couple ξ1.
ω pΨ2(ω) D1 D2 D3
ω1 ¬s ¬d o 0 s d ¬o s ∨ d d ∨ ¬o s ∨ ¬o s ∨ d ∨ ¬o
ω2 ¬s d ¬o 0 s ¬d o s ∨ ¬d ¬d ∨ o s ∨ o s ∨ ¬d ∨ o
ω0 ¬s ¬d ¬o 1 s d o s ∨ d d ∨ o s ∨ o s ∨ d ∨ o
ω3 ¬s d o 1 s ¬d ¬o s ∨ ¬d ¬d ∨ ¬o s ∨ ¬o s ∨ ¬d ∨ ¬o
ω5 s ¬d o 1 ¬s d ¬o ¬s ∨ d d ∨ ¬o ¬s ∨ ¬o ¬s ∨ d ∨ ¬o
ω6 s d ¬o 1 ¬s ¬d o ¬s ∨ ¬d ¬d ∨ o ¬s ∨ o ¬s ∨ ¬d ∨ o
ω4 s ¬d ¬o 2 ¬s d o ¬s ∨ d d ∨ o ¬s ∨ o ¬s ∨ d ∨ o
ω7 s d o 2 ¬s ¬d ¬o ¬s ∨ ¬d ¬d ∨ ¬o ¬s ∨ ¬o ¬s ∨ ¬d ∨ ¬o
TAB. 6.2 – Tableau représentant le déroulement de l’algorithme de contrepartie syntaxique pour le couple ξ2.
ω pΨ3(ω) D1 D2 D3
ω7 s d o 0 ¬s ¬d ¬o ¬s ∨ ¬d ¬d ∨ ¬o ¬s ∨ ¬o ¬s ∨ ¬d ∨ ¬o
ω3 ¬s d o 1 s ¬d ¬o s ∨ ¬d ¬d ∨ ¬o s ∨ ¬o s ∨ ¬d ∨ ¬o
ω5 s ¬d o 1 ¬s d ¬o ¬s ∨ d d ∨ ¬o s ∨ ¬o ¬s ∨ d ∨ ¬o
ω6 s d ¬o 1 ¬s ¬d o ¬s ∨ ¬d ¬d ∨ o ¬s ∨ o ¬s ∨ ¬d ∨ o
ω1 ¬s ¬d o 2 s d ¬o s ∨ d d ∨ ¬o s ∨ ¬o s ∨ d ∨ ¬o
ω2 ¬s d ¬o 2 s ¬d o s ∨ ¬d ¬d ∨ o s ∨ o s ∨ ¬d ∨ o
ω4 s ¬d ¬o 2 ¬s d o ¬s ∨ d d ∨ o ¬s ∨ o ¬s ∨ d ∨ o
ω0 ¬s ¬d ¬o 3 s d o s ∨ d d ∨ o s ∨ o s ∨ d ∨ o
TAB. 6.3 – Tableau représentant le déroulement de l’algorithme de contrepartie syntaxique pour le couple ξ3.
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Chapitre 7
Fusion d’états épistémiques
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7.1 Approche sémantique
7.1 Approche sémantique
Soit C = {ξ1, . . . , ξn} un ensemble de n couples représentant un ensemble d’états épistémiques Ψ =
{Ψ1, . . . , Ψn} comme défini en section 6.3, page 64. Chaque couple ξi représentant l’état épistémique Ψi est
obtenu par l’intermédiaire d’un agent servant d’interface avec une source d’information Si. Fusionner les états
épistémiques Ψi peut être fait dans l’approche sémantique par la fusion des couples ξi, comme le montre la
figure 7.1.
FIG. 7.1 – Schéma de la fusion d’états épistémiques dans l’approche sémantique.
Afin de répondre aux deux problématiques principales (expressivité des techniques de fusion existante et
réversibilité de la fusion), nous représentons les priorités internes et externes entre les états épistémiques par des
pré-ordres sur les polynômes, comme défini au chapitre 5, page 51. Nous utilisons dans cette section l’ensemble
des entiers naturels IN comme ensemble des valeurs de coefficients des polynômes
7.1.1 Pré-ordres externes et internes.
Les priorités externes et internes correspondent respectivement à un pré-ordre total externe et à des pré-
ordres totaux internes représentés par des polynômes. Afin de respecter les nombreux travaux existants sur la
fusion et la révision, les éléments prioritaires seront les éléments minimaux dans les pré-ordres étudiés.
Pré-ordre externe représenté par des polynômes
Nous utilisons la définition d’un pré-ordre externe donnée dans la définition 63, page 69. Nous utilisons
comme fonction de pondération externe la fonction suivante :
Définition 73 Soit C = {ξ1, . . . , ξn} un ensemble de couples représentant des états épistémiques. La fonction
de pondération externe est telle que :
q : C −→ IN∗
ξi −→ qC(ξi)
Le pré-ordre externe est, d’après la définition 63, tel que :
∀ξi, ξj ∈ C, ξi ≤C ξj ssi qC(ξi) ≤ qC(ξj)
Nous utilisons l’ensemble des entiers naturels non nuls IN∗ comme ensemble des coefficients pour les pré-
ordres internes car celui ci permet d’utiliser toutes les stratégies de fusion que nous souhaitons représenter. Le
choix des ensembles de coefficients doit toujours être adapté aux stratégies de fusion que l’on projette d’utiliser.
Si par exemple nous prenons comme ensemble les entiers naturels incluant le 0, le pré-ordre suivant la somme
pondérée≤WS peut être faussé par des poids externes égaux à 0.
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La mise en place d’un pré-ordre externe dépend de deux cas. Soit les états épistémiques sont ordonnées
explicitement et les poids qC(ξi) sont codés par des polynômes constants. Soit les états épistémiques ne sont
pas ordonnés et sont donc tous prioritaires. Nous avons alors q telle que ∀ξi ∈ C, qC(ξi) = 1.
Exemple 14 Reprenons l’exemple 8 de la page 66 dans lequel un professeur demande à ses élèves de choisir
entre plusieurs langages de programmation à apprendre. L’ensemble des croyances observables correspondant
à l’ensemble d’états épistémiques issus des priorités émises par les élèves est E = {K1, K2, K3}, avec
K1 = {(s ∨ o) ∧ ¬d}, K2 = {(¬s ∧ d ∧ ¬o) ∨ (¬s ∧ ¬d ∧ o)} et K3 = {s ∧ o ∧ d}.
L’ensemble des états épistémiques peut être ordonné explicitement. En effet, le professeur peut considérer
un groupe plus prioritaire qu’un autre. Supposons que le groupe 3 soit plus prioritaire que les groupes 1 et 2.
Cela se traduit par l’ordre sur les états épistémiques :
Ψ3 ≤Ψ Ψ1 =Ψ Ψ2
Les couples représentant les états épistémiques sont soumis aux même priorités, et nous avons donc :
ξ3 ≤C ξ1 =C ξ2
Les poids externes attachés aux couples ξi représentant les Ψi sont donc :
qC(ξ1) = 2
qC(ξ2) = 2
qC(ξ3) = 1
Pré-ordre interne représenté par des polynômes
Nous utilisons la représentation du pré-ordre interne d’un un état épistémiqueΨi par des polynômes suivant
la définition 61, page 65. Nous rappelons la définition d’un fonction de pondération interne :
Rappel 6 Soit Ψ = {Ψ1, . . . , Ψn} un ensemble d’états épistémiques, W l’ensemble des interprétations du
langage et X un ensemble muni d’un pré-ordre total noté ≤X et possédant un élément minimal pour≤X . Une
fonction de pondération interne est telle que :
pΨi : W −→ X
ω −→ pΨi(ω)
De même que la définition d’un pré-ordre basé sur des polynômes.
Rappel 7 Un pré-ordre interne représentant les priorités au sein d’un état épistémique est défini par :
∀ωj , ωk ∈ W , ωj ≤Ψi ωk si et seulement si pΨi(ωj) ≤X pΨi(ωk)
Le choix de ensembles (X, ≤X) doit être adapté aux priorités que l’on souhaite représenter. Plusieurs cas sont
possibles selon la nature qualitative ou quantitative des priorités.
Priorités exprimées qualitativement Si l’agent dispose de priorités qualitatives entre les interprétations, il
exprime alors directement un pré-ordre entre celles-ci. Ce pré-ordre peut être représenté en utilisant comme
ensemble le corps XIF2 = {0, 1}, et en construisant la fonction de pondération comme expliqué en section
6.3, page 64. Chaque polynôme de poids interne représente alors la décomposition en base 2 du rang moins un
de l’interprétation à laquelle il est attaché dans le pré-ordre≤Ψi .
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Priorités exprimées quantitativement Si l’agent est capable de quantifier les priorités entre les interpré-
tations, nous pouvons représenter ces priorités par un pré-ordre basé sur des polynômes en utilisant comme
ensemble des coefficients X = IN ou encore X = IR+, comme nous l’avons expliqué en section 6.3.2, page
65. Ces ensembles sont choisis comme étant l’ensemble des valeurs de la fonction de pondération wΨi définie
par l’agent et attachant à chaque interprétation un poids. La fonction wΨi peut être définie explicitement ou
implicitement.
Bien que ces cas soient conceptuellement différents, ils n’interviennent que sur la définition de la fonction
de pondération. Qu’un pré-ordre soit qualitatif, quantitatif, explicite, implicite ou non défini, nous définissons
dans chaque cas une fonction de pondération. L’exemple suivant illustre la pondération des interprétations de
W par des polynômes en fonction de priorités définies explicitement.
Exemple 15 Nous récapitulons ici les exemples 8 et 9 des pages 66 et 67 dans lequel E = {K1, K2, K3}
est un ensemble de bases propositionnelles représentant les croyances observables d’un ensemble d’états épis-
témiques tel que :
K1 = {(s ∨ o) ∧ ¬d}
K2 = {(¬s ∧ d ∧ ¬o) ∨ (¬s ∧ ¬d ∧ o)}
K3 = {s ∧ o ∧ d}
Priorités qualitatives Pour chaque état épistémique un pré-ordre est défini arbitrairement. Les pré-ordres
associés à chaque état épistémique Ψi sont par exemple :
≤Ψ1 : ω4 =Ψ1 ω5 =Ψ1 ω1 =Ψ1 ω0 <Ψ1 ω3 =Ψ1 ω6 =Ψ1 ω7 <Ψ1 ω2
≤Ψ2 : ω1 =Ψ2 ω2 <Ψ2 ω0 <Ψ2 ω3 <Ψ2 ω4 =Ψ2 ω5 =Ψ2 ω6 <Ψ2 ω7
≤Ψ3 : ω7 <Ψ3 ω3 =Ψ3 ω5 =Ψ3 ω6 <Ψ3 ω1 =Ψ3 ω2 =Ψ3 ω4 <Ψ3 ω0
Les rangs moins 1 rkΨ1 − 1, rkΨ2 − 1 et rkΨ3 − 1 des interprétations dans les pré-ordres Ψ1, Ψ2 et Ψ3 sont
donc :
ω rΨ1(ω)− 1 rΨ2(ω)− 1 rΨ3(ω)− 1
ω0 1 1 3
ω1 0 0 2
ω2 2 0 2
ω3 1 2 1
ω4 0 3 2
ω5 0 3 1
ω6 1 3 1
ω7 1 4 0
Les polynômes de poids interne sont construits par la décomposition en base 2 du rang moins un de chaque
interprétation (comme expliqué en section 5.3, page 53), ce qui donne :
ω pΨ1(ω) pΨ2(ω) pΨ3(ω)
ω0 x x
2 1 + x
ω1 0 0 1
ω2 1 0 1
ω3 x x x
ω4 0 x+ x
2 1
ω5 0 x+ x
2 x
ω6 x x+ x
2 x
ω7 x 1 0
En utilisant le pré-ordre lexicographique ≤LEX pour comparer les polynômes, nous retrouvons bien les pré-
ordres Ψ1, Ψ2 et Ψ3. en effet :
Pour Ψ1 le pré-ordre ≤LEX donne :
pΨ1(ω1) = pΨ1(ω4) = pΨ1(ω5) < pΨ1(ω0) = pΨ1(ω3) = pΨ1(ω6) = pΨ1(ω7) < pΨ1(ω2)
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Pour Ψ2 le pré-ordre ≤LEX donne :
pΨ2(ω1) = pΨ2(ω2) < pΨ2(ω0) < pΨ2(ω3) < pΨ2(ω4) = pΨ2(ω5) = pΨ2(ω6) < pΨ2(ω7)
Pour Ψ3 le pré-ordre ≤LEX donne :
pΨ3(ω7) < pΨ3(ω3) = pΨ3(ω5) = pΨ3(ω6) < pΨ3(ω1) = pΨ3(ω2) = pΨ3(ω4) < pΨ3(ω0)
Priorités quantitatives Imaginons que pour obtenir les priorités entre les cours possibles le professeur ait
soumis toutes les configurations possibles de son cours à chaque groupe d’élèves et demandé d’effectuer un
vote. Le vote est tel qu’à chaque fois qu’une configuration ne convient pas à un élève, il la marque comme indé-
sirable. Les configurations ayant le plus de voix sont donc les moins prioritaires. L’agent traitant les résultats
des votes voit chaque configuration de cours comme une interprétation leur affecte un poids wΨi représentant
le nombre d’élève ayant voté contre elle dans le groupe i. Bien que les priorités entre les configurations de
cours nous intéressent, nous voulons également conserver le résultat des votes exprimés dans chaque groupe.
Les polynômes de poids internes sont alors des polynômes constants avec pour ensemble de coefficient l’en-
semble des entiers naturels IN (comme expliqué en section 5.4, page 57). Nous avons alors les fonctions de
pondérations pΨ1 , pΨ2 et pΨ3 suivantes :
ω0 ω1 ω2 ω3 ω4 ω5 ω6 ω7
pΨ1 = wΨ1 5 0 9 7 0 0 7 7
pΨ2 = wΨ2 2 0 0 3 4 4 4 5
pΨ3 = wΨ3 7 5 5 2 5 2 2 0
Chaque polynôme pΨi(ω) représente le nombre d’élèves du groupe i ayant voté contre une la configuration de
cours représentée par ω.
7.1.2 Calcul du poids global
Dans l’approche sémantique, la fusion de bases propositionnelles combine les pré-ordres internes et le
pré-ordre externe afin de construire un pré-ordre global sur les interprétations. Dans le cadre réversible, les
pré-ordres sont représentés par des polynômes.
La réversibilité a pour but de retrouver les pré-ordres originaux à partir du pré-ordre global. La condition
principale pour que cette propriété soit vérifiée est que les poids globaux soient indépendants de la méthode
de fusion. Seule la façon de comparer les polynômes change en fonction de l’opérateur de fusion utilisé. De
plus, le poids global doit être construit de manière à ce qu’il soit possible de retrouver les poids locaux à partir
desquel il a été construit.
Les polynômes sont des outils adaptés à notre problème. Nous construisons un polynôme de poids global
comme la composition des polynômes de poids locaux. Chaque polynôme de poids local devient alors un
coefficient du polynôme de poids global en s’assurant que jamais deux coefficients ne partagent une même
puissance.
La définition formelle du poids global permettant de garantir la réversibilité repose sur la définition d’un
poids externe global.
Définition 74 Soit qC(ξi) les poids externes pour les couples ξi, i ≤ 1 ≤ n. Le poids externe global est défini
par :
q⊕ = Σ
n−1
i=0 qC(ξi+1)x
i
A partir du polynôme correspondant au poids externe global, il est possible de retrouver les poids externes de
chaque état épistémique par qC(ξi) = (q⊕ mod xi) / xi−1.
Le poids global doit prendre en compte le pré-ordre externe sur les bases propositionnelles. Cependant, les
bases ne peuvent être identifiées de façon unique par leur rang. Il faut définir la notion de rang absolu au moyen
d’une fonction inversible.
Définition 75 Soit C = {ξ1, . . . , ξn} un ensemble de couples représentant un ensemble d’états épistémiques.
Une fonction de rang absolu, notée r, est une fonction de C dans IN∗ qui associe à chaque couple ξi un rang
absolu rC(ξi) tel que :
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– Si ξi <C ξj alors rC(ξi) < rC(ξj)
– Si ξi =C ξj et i < j alors rC(ξi) < rC(ξj)
La fonction rC est inversible et est construite de manière à ce qu’a un entier corresponde un seul couple.
L’exemple suivant illustre la construction d’une fonction de rang absolu.
Exemple 16 Comme rappelé dans l’exemple 14 page 89, à chaque source d’information Si correspond un état
épistémique Ψi représenté sémantiquement par un couple ξi = {W ,≤Ψi}, 1 ≤ i ≤ n.
Le pré-ordre externe de l’exemple 14 est le pré-ordre entre les couples défini par :
ξ3 ≤C ξ1 =C ξ2
Les poids externes associés à chaque couple sont qC(ξ1) = 2, qC(ξ2) = 2 et qC(ξ3) = 1. Le poids externe
global est construit en utilisant la formule q⊕ = Σn−1i=0 qC(ξi+1)xi. Nous avons donc :
q⊕ = qC(ξ1) + qC(ξ2)x + qC(ξ3)x
2
= 2 + 2x + x2
La fonction de rang absolu sur C est telle que rC(ξ1) = 2, rC(ξ2) = 3 et rC(ξ3) = 1. Cette fonction
est inversible et à chaque entier correspond un couple représentant un état épistémique : r−1C (1) = ξ3,
r−1C (2) = ξ1 et r
−1
C (3) = ξ2.
Le poids global d’une interprétation est la somme de tous les poids internes décalés autant de fois que
nécessaire afin que tous leurs supports soient deux à deux disjoints. La valeur du décalage est fonction du rang
absolu du couple ξi auquel correspond le poids interne. Un couple avec un petit rang absolu entraîne un faible
décalage, et inversement. Plus formellement :
Définition 76 Soit C = {ξ1, . . . , ξn} un ensemble d’états épistémiques. Soit pΨi(ω), avec 1 ≤ i ≤ n les
poids internes, qC la fonction de pondération externe et rC la fonction de rang absolu pour C. Le poids global,
noté pΨ1⊕···⊕Ψn(ω), pour une interprétation ω est tel que :
pΨ1⊕···⊕Ψn(ω) = Σ
n
i=1 pΨi(ω) x
Σ
rC(ξi)−1
j=1 MAXr−1
C
(j)
avec
MAXr−1
C
(j) = maxω′∈W(deg(pr−1
C
(j)(ω
′)) + 1)
Pour plus de lisibilité, nous écrivons p⊕(ω) au lieu de pΨ1⊕···⊕Ψn(ω). A aucun moment de la construction du
poids global il n’est pris en compte la stratégie p qui sera utilisée pour procéder à la fusion. La construction des
poids globaux est bien indépendante du processus de fusion. L’exemple suivant illustre la construction de poids
globaux.
Exemple 17 Poursuivons l’exemple 15. Nous avons un ensemble C = {ξ1, ξ2, ξ3} de trois couples repré-
sentant les états épistémiques obtenus après qu’un professeur ait demandé à ses élèves de choisir entre des
configurations possibles pour des cours de langage de programmation. Nous nous plaçons dans le cas ou le
professeur à demandé à ses élèves de donner des priorités qu’ils souhaiteraient pour l’apprentissage des dif-
férents langages. Le résultat des classements des élèves a permis de construire les fonctions de pondération
internes pour chaque couple telles que :
ω pΨ1(ω) pΨ2(ω) pΨ3(ω)
ω0 x x
2 1 + x
ω1 0 0 1
ω2 1 0 1
ω3 x x x
ω4 0 x+ x
2 1
ω5 0 x+ x
2 x
ω6 x x+ x
2 x
ω7 x 1 0
94 Fusions de connaissances: Applications aux relevés
photogrammétriques de fouilles archéologiques sous-marines
CHAPITRE 7. FUSION D’ÉTATS ÉPISTÉMIQUES
Ce qui permet d’exprimer les pré-ordres suivant :
≤Ψ1 : ω1 =Ψ1 ω4 =Ψ5 ω1 <Ψ1 ω0 =Ψ1 ω3 =Ψ1 ω6 =Ψ1 ω7 <Ψ1 ω2
≤Ψ2 : ω1 =Ψ2 ω2 <Ψ2 ω0 <Ψ2 ω3 <Ψ2 ω4 =Ψ2 ω5 =Ψ2 ω6 <Ψ2 ω7
≤Ψ3 : ω7 <Ψ3 ω3 =Ψ3 ω5 =Ψ3 ω6 <Ψ3 ω1 =Ψ3 ω2 =Ψ3 ω4 <Ψ3 ω0
Le professeur n’a pas une confiance égale dans tous les groupes. Le groupe 3 est celui à qui il accorde le plus
de crédit. En revanche, il n’a pas de préférence entre les groupes 1 et 2. Nous pouvons traduire ces priorités
par un pré-ordre sur C tel que :
ξ3 ≤C ξ1 =C ξ2
ce se traduit par la fonction de pondération externe : qC(ξ1) = 2, qC(ξ2) = 2 et qC(ξ3) = 1. La fonction de
rang absolu étant : rC(ξ1) = 2, rC(ξ2) = 3 et rC(ξ3) = 1.
Le calcul des polynôme globaux globaux internes est effectué en utilisant la formule de la définition 76 avec
ici :
MAXξ1 = maxω′∈W deg(pΨ1(ω
′)) + 1 = deg(x) + 1 = 2
MAXξ2 = maxω′∈W deg(pΨ1(ω
′)) + 1 = deg(x+ x2) + 1 = 3
MAXξ3 = maxω′∈W deg(pΨ1(ω
′)) + 1 = deg(x) + 1 = 2
La formule de calcul du poids global d’une interprétation étant :
p⊕(ω) = Σ
n
i=1 pΨi(ω) x
Σ
rC(ξi)−1
j=1 MAXr−1
C
(j)
Avec les valeurs des MAXξi calculées précédemment, nous avons :
p⊕(ω) = Σ
n
i=1 pΨ3(ω) + pΨ1(ω)x
MAXξ3 + pΨ1(ω)x
MAXξ3+MAXξ1
Soit au final la formule :
p⊕(ω) = Σ
n
i=1 pΨ3(ω) + pΨ1(ω)x
2 + pΨ1(ω)x
4
Nous pouvons alors calculer le poids global de chaque interprétation :
p⊕(ω0) = pΨ3(ω0) + pΨ1(ω0)x
2 + pΨ2(ω0)x
4
= 1 + x + x ∗ x2 + x2 ∗ x4
= 1 + x + x3 + x6
p⊕(ω1) = pΨ3(ω1) + pΨ1(ω1)x
2 + pΨ2(ω1)x
4
= 1 + 0 ∗ x2 + 0 ∗ x4
= 1
p⊕(ω2) = pΨ3(ω2) + pΨ1(ω2)x
2 + pΨ2(ω2)x
4
= 1 + 1 ∗ x2 + 0 ∗ x4
= 1 + x2
p⊕(ω3) = pΨ3(ω3) + pΨ1(ω3)x
2 + pΨ2(ω3)x
4
= x + x ∗ x2 + x ∗ x4
= x + x3 + x5
p⊕(ω4) = pΨ3(ω4) + pΨ1(ω4)x
2 + pΨ2(ω4)x
4
= 1 + 0 ∗ x2 + (x+ x2) ∗ x4
= 1 + x5 + x6
p⊕(ω5) = pΨ3(ω5) + pΨ1(ω5)x
2 + pΨ2(ω5)x
4
= x + 0 ∗ x2 + (x+ x2) ∗ x4
= x + x5 + x6
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p⊕(ω6) = pΨ3(ω6) + pΨ1(ω6)x
2 + pΨ2(ω6)x
4
= x + x ∗ x2 + (x+ x2) ∗ x4
= x + x3 + x5 + x6
p⊕(ω7) = pΨ3(ω7) + pΨ1(ω7)x
2 + pΨ2(ω7)x
4
= 0 + x ∗ x2 + 1 ∗ x4
= x3 + x4
Le tableau suivant résume les poids internes associés aux interprétations ainsi que les poids globaux calculés :
ω pΨ1(ω) pΨ2(ω) pΨ3(ω) p⊕(ω)
ω0 x x
2 1 + x 1 + x+ x3 + x6
ω1 0 0 1 1
ω2 1 0 1 1 + x
2
ω3 x x x x+ x
3 + x5
ω4 0 x+ x
2 1 1 + x5 + x6
ω5 0 x+ x
2 x x+ x5 + x6
ω6 x x+ x
2 x x+ x3 + x5 + x6
ω7 x 1 0 x
3 + x4
Nous ne nous attardons pas ici sur la construction du poids global dans le contexte de priorités exprimées
quantitativement, en effet, la technique de construction est rigoureusement identique.
7.1.3 Fusion dans le cadre réversible
La fusion dans l’approche sémantique est la sélection des interprétations préférées suivant un pré-ordre
global. Dans le cadre réversible, le pré-ordre global, noté ≤Ψ1⊕s···⊕sΨn , est le pré-ordre sur les poids globaux
obtenu en utilisant une stratégie de fusion, notée s. Formellement :
Définition 77 Soit C = {ξ1, . . . , ξn} un ensemble de n couples représentant un ensemble d’états épisté-
miques. Soit p⊕ la fonction de pondération interne globale construite pour n couples et soit s une stratégie de
fusion représentée par un pré-ordre sur les polynômes noté ≤s. Le résultat de la fusion des n couples est un
pré-ordre sur l’ensembleW des interprétations noté≤Ψ1⊕s···⊕sΨn et défini tel que :
∀ω, ω′ ∈ W , ω ≤Ψ1⊕s···⊕sΨn ω
′ ssi p⊕(ω) ≤s p⊕(ω′)
Pour ces soucis de simplicité, nous notons généralement Ψ1 ⊕s · · · ⊕s Ψn l’état épistémique résultant de la
fusion des n états épistémiques Ψi, 1 ≤ i ≤ n. De plus, nous pouvons pour la même raison noter p⊕ le poids
global associé à une interprétation ω et ≤⊕s le pré-ordre total sur les poids globaux selon une stratégie s.
L’ensemble des croyances observables résultant de la fusion de n états épistémiques est notéK1⊕s· · ·⊕sKn
est est défini tel que :
Mod(K1 ⊕s · · · ⊕s Kn) = Mod(Bel(Ψ1 ⊕s · · · ⊕s Ψn)) = min(W , ≤⊕s)
La définition du pré-ordre global repose sur le choix d’une stratégie de fusion. Les principales stratégies de
fusion sont dans notre cadre représentées par les pré-ordres MAX , SUM , WS, LEX , GMAX définis en
section 5.2, page 52. La stratégie MAX écarte du résultat de la fusion les interprétations qui contredisent trop
une base. Les stratégies SUM , WS sélectionnent les interprétations prioritaires dans le plus grand nombre
d’état épistémiques, avec une pondération possible des états épistémiques pour WS. Les stratégies LEX ,
GMAX sont quand à elles basées sur un choix lexicographique. Ces deux stratégies sont à part car elles uti-
lisent l’ordre d’apparition des poids internes dans le poids global. Cependant, la construction du poids global
utilisant le pré-ordre externe sur les couples ξi pour construire les poids globaux, l’utilisation de l’ordre d’ap-
parition des poids internes n’est plus problématique. L’exemple suivant permet d’illustrer le processus complet
de fusion dans le cadre réversible.
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Exemple 18 Nous poursuivons l’exemple 17. Soit s une stratégie de fusion. Le pré-ordre total correspondant
à la fusion ξ1 ⊕s ξ2 ⊕s ξ3 est tel que :
∀ω, ω′ ∈ W , ω ≤⊕s ω
′ ssi p⊕(ω) ≤s p⊕(ω′)
Le tableau suivant montre les rangs des interprétations dans les pré-ordres globaux en fonction de la stratégie
s choisie.
ω rkMAX (ω) rkSUM (ω) rkWS(ω) rkLEX(ω) rkGMAX (ω)
ω0 1 4 5 8 4
ω1 1 1 1 5 1
ω2 1 2 2 7 2
ω3 1 3 5 3 3
ω4 1 3 4 6 3
ω5 1 3 4 2 3
ω6 1 4 6 4 4
ω7 1 2 3 1 2
Les nouveaux pré-ordres sont :
≤MAX : ω0 = ω1 = ω2 = ω3 = ω4 = ω5 = ω6 = ω7
≤SUM : ω1 < ω2 = ω7 < ω3 = ω4 = ω5 < ω0 = ω6
≤WS : ω1 < ω2 < ω7 < ω4 = ω5 < ω0 = ω3 < ω6
≤LEX : ω7 < ω5 < ω3 < ω6 < ω1 < ω4 < ω2 < ω0
≤GMAX : ω1 < ω2 = ω7 < ω3 = ω4 = ω5 < ω0 = ω6
Le résultat de la fusion est représenté sémantiquement par l’ensemble des interprétations minimales dans le
pré-ordre global choisi. Pour chaque stratégie de fusion les résultats sont donc :
Mod(Bel(Ψ⊕MAX )) = W
Mod(Bel(Ψ⊕SUM )) = {ω1}
Mod(Bel(Ψ⊕WS)) = {ω1}
Mod(Bel(Ψ⊕LEX )) = {ω7}
Mod(Bel(Ψ⊕GMAX )) = {ω1}
Dans le cas particulier de la représentation de priorités qualitatives par des polynômes à coefficient dans IF2, la
stratégie MAX ne permet que de différencier interprétations modèles de toutes les croyances apportés par les
états épistémiques. Les stratégies SUM etWS ont un comportement standard ce qui explique le même résultat
pour ces stratégies, ω7 étant modèle des croyances issus de deux états épistémiques. La stratégie LEX donne
la priorité aux interprétations associées aux croyances de l’état épistémique prioritaire Ψ3, d’où le résultat de
la fusion constitué uniquement par ω7. La stratégie GMAX est un affinage de MAX , cependant, la notion de
maximum n’étant pas déterminante dans ce contexte particulier, GMAX à le même comportement que SUM .
Nous étudions maintenant la réversibilité du processus de fusion.
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7.1.4 Réversibilité du processus de fusion
La réversibilité permet de retrouver les poids internes et externes pour les couples fusionnés. Le processus
de réversibilité est composé de deux phases. La première consiste à retrouver le nombre de couples fusionnés et
les poids externes associés aux couples. La seconde est le calcul des poids internes à partir des poids globaux.
Retrouver le pré-ordre externe Le nombre de couples fusionnés est donné par le degré du polynôme de
poids externe global plus un. En effet, la construction du polynôme de poids global externe définie en 74, page
91 construit un polynôme dont chaque coefficient est un poids externe. En effet : q⊕ = Σn−1i=0 qC(ξi+1)xi.
A partir de ce polynôme nous retrouvons le nombre de couples fusionnés grâce au degré plus un de q⊕. Nous
avons :
card(C) = deg(q⊕) + 1;
Afin de retrouver le poids externe qC(ξi) associé à chaque couple ξi nous isolons le coefficient recherché.
Formellement :
qC(ξi) =
q⊕ mod x
i
xi−1
A partir des qC(ξi) nous retrouvons le rang absolu de chaque couple ξi. Ces informations permettent de retrouver
les poids internes en fonction des poids globaux.
Retrouver les pré-ordres internes La construction des poids globaux décale les poids internes en fonction
du rang absolu afin d’avoir des supports disjoints. L’opération inverse consiste à découper le poids global en
poids internes en décalant à chaque fois le polynôme par le degré maximum du support correspondant au plus
grand poids interne du coupe. Plus formellement, la réversibilité permet de retrouver les poids internes pΨi(ω)
pour chaque couple, et donc pour chaque état épistémique Ψi. Pour une interprétation ω nous avons :
pΨi(ω) =
p⊕(ω)mod x
Σ
rC(ξi)
l=1 MAXr−1
C
(l)
x
Σ
rC(ξi)−1
k=1
MAX
r
−1
C
(k)
L’exemple suivant illustre la réversibilité du processus de fusion.
Exemple 19 Nous illustrons maintenant la réversibilité dans notre cadre. Nous disposons d’un état épisté-
mique Ψ⊕s résultat de la fusion d’un ensemble de couples représentant un ensemble d’états épistémiques. La
connaissance de l’état épistémique Ψ⊕s se traduit par la disponibilité d’un polynôme de poids externe global
et d’un ensemble de polynômes globaux. Nous reprenons ici les polynômes globaux obtenus dans les exemples
17 page 92 et 16 page 92. Nous avons donc :
q⊕ = 2 + 2x + x
2
mais aussi :
ω p⊕(ω)
ω0 1 + x+ x
3 + x6
ω1 1
ω2 1 + x
2
ω3 x+ x
3 + x5
ω4 1 + x
5 + x6
ω5 x+ x
5 + x6
ω6 x+ x
3 + x5 + x6
ω7 x
3 + x4
A partir du polynôme q⊕ nous pouvons retourner le nombre n de couples - et donc d’états épistémiques -
fusionnés.
n = deg(q⊕) + 1 = 2 + 1 = 3
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L’ensemble de couples fusionnés peut être noté C = {ξ1, ξ2, ξ3}. Nous calculons maintenant les poids externes
associés à chaque couple en utilisant la formule :
qC(ξi) =
q⊕ mod x
i
xi−1
nous avons :
qC(ξ1) =
q⊕ mod x
i
xi−1
= 2 + 2x+ x2 mod x
= 2
qC(ξ2) =
2+2x+x2 mod x2
x
= 2+2xx
= 2
qC(ξ3) =
2+2x+x2 mod x3
x2
= 2+2x+x
2
x2
= 1
Ceci permet de calculer les rangs absolus rC(ξ1) = 2, rC(ξ2) = 3 et rC(ξ3) = 1.
Afin de retrouver les poids internes originaux des interprétations nous utilisons la formule :
pΨi(ω) =
p⊕(ω)mod x
Σ
rC(ξi)
l=1 MAXr−1
C
(l)
x
Σ
rC(ξi)−1
k=1 MAXr−1
C
(k)
La réversibilité n’est utilisable que si les degrés maximum des poids internes ont étés conservés. Cette hy-
pothèse n’est pas pénalisante dans la pratique car elle n’entraîne que la conservation de n entiers. Ici les
maximums conservés sont :
MAXξ1 = maxω′∈W deg(pΨ1(ω
′)) + 1 = deg(x) + 1 = 2
MAXξ2 = maxω′∈W deg(pΨ1(ω
′)) + 1 = deg(x+ x2) + 1 = 3
MAXξ3 = maxω′∈W deg(pΨ1(ω
′)) + 1 = deg(x) + 1 = 2
Les formules de calcul des poids internes sont donc :
pΨ1(ω) =
p⊕(ω) mod x
MAXξ3
+MAXξ1
x
MAXξ3
= p⊕(ω) mod x
2+2
x2
= p⊕(ω) mod x
4
x2
pΨ2(ω) =
p⊕(ω) mod x
MAXξ3
+MAXξ1
+MAXξ2
x
MAXξ3
+MAXξ1
= p⊕(ω) mod x
2+2+3
x2+2
= p⊕(ω) mod x
7
x4
pΨ3(ω) =
p⊕(ω) mod x
MAXξ3
x0
= p⊕(ω) mod x
2
x0
= p⊕(ω)mod x
2
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Il est possible de retrouver les poids internes de chaque interprétation. Pour ω0 :
pΨ1(ω0) =
p⊕(ω0) mod x
4
x2
= 1+x+x
3+x6 mod x4
x2
= 1+x+x
3
x2
= x
pΨ2(ω0) =
p⊕(ω0) mod x
7
x4
= 1+x+x
3+x6 mod x7
x4
= 1+x+x
3+x6
x4
= x2
pΨ3(ω) = p⊕(ω)mod x
2
= 1 + x+ x3 + x6 mod x2
= 1 + x
Le calcul des poids internes de chaque interprétation de W est identique à celui exposé ci dessus. A partir de
tous les poids internes et de tous les poids externes retrouvés, le pré-ordre externe sur l’ensemble des couples
représentant des états épistémiques et les pré-ordres internes sont immédiatement obtenus.
7.2 Approche Syntaxique
Soit B = {Σ1, . . . , Σn} un ensemble de n bases pondérées. Chaque base Σi correspondant à une source
d’information est un ensemble de formules pondérées défini par :
Σi = {(φj , pΣi(φj)) | φj ∈ LPC , pΣi(φj) ∈ X [x]}
Où X est un ensemble fini muni d’un pré-ordre total. Les préférences externes et internes sont formalisées de
la manière suivante.
7.2.1 Pré-ordres externes et internes
Dans le cadre réversible de la fusion pour l’approche syntaxique, la préférence externe et les préférences
internes correspondent respectivement à un pré-ordre externe sur les bases pondérées et à des pré-ordres internes
sur les formules représentés par des polynômes. Dans l’approche syntaxique, la relation entre préférences et
pré-ordres est telle que les éléments préférés sont les maximaux des pré-ordres. Contrairement à l’approche
sémantique.
Pré-ordre externe représenté par des polynômes
La définition formelle d’un pré-ordre externe repose sur la définition d’une fonction de pondération externe
pour un ensemble de sources.
Définition 78 Soit B = {Σ1, . . . , Σn} un ensemble de bases pondérées. Une fonction de pondération
externe, notée q est une application telle que :
q : B −→ IN∗
Σi −→ qB(Σi)
A partir de la fonction de pondération externe, nous définissons un pré-ordre externe sur l’ensemble des bases
pondérées, noté≤B.
Définition 79 Un pré-ordre externe sur un ensemble de bases pondérées B est défini par :
∀Σi, Σj ∈ B, Σi ≤B Σj ssi qB(Σi) ≤ qB(Σj)
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Deux cas se présentent. Soit les sources sont ordonnées explicitement. Dans ce cas les poids qB(Σi) sont
codés par des polynômes constants. Soit les sources ne sont pas ordonnées. Toutes les bases sont donc préférées,
et dans ce cas, q est telle que ∀Σi ∈ B, qB(Σi) = 1, c’est à dire le polynôme nul.
Pré-ordre interne représenté par des polynômes
La définition formelle d’un pré-ordre interne repose sur la définition d’une fonction de pondération interne
pour chaque base pondérée.
La notion de base stratifiée donnée ci-dessus induit déjà la notion de pré-ordre interne reposant sur les poids
associés formules. Ceux-ci peuvent être définis comme les valeurs d’une fonction de pondération. Formelle-
ment :
Définition 80 Soit B = {Σ1, . . . , Σn} un ensemble de base pondérées. Une fonction de pondération interne
est telle que :
pΣi : Σi −→ X [x]
φ −→ pΣi(φ)
Où X est un ensemble fini muni d’un pré-ordre total.
Dans la plupart des cas, X est assimilé à l’ensemble des entiers naturels IN ou à l’ensemble des réels positifs
IR+. A partir de la fonction de pondération interne, il est possible de définir un pré-ordre interne pour une base
pondérée Σi , noté ≤Σi .
Définition 81 Un pré-ordre interne sur les formules pour une base pondérée Σi avec une fonction de pondé-
ration pΣi est défini par :
∀φ, ψ ∈ Σi, φ ≤Σi ψ ssi pΣi(φ) ≤ pΣi(ψ)
Il existe trois cas pour une base Σi. Tout d’abord, le pré-ordre peut être défini arbitrairement. Dans ce cas,
les poids pΣi(φ) sont codés par des polynômes, comme rappelé en 5. Ensuite, le pré-ordre peut être implicite.
Les poids pΣi peuvent être calculés suivant différents critères (présence de certaines variables propositionnelles,
...). Enfin, il n’y a pas de pré-ordre défini. Cela signifie que toutes les formules sont préférées. Pour cela, nous
représentons les poids par le polynôme nul ∀φ ∈ Σi, pΣi(φ) = 0.
Exemple 20 Soit B = {Σ1, Σ2, Σ3} un ensemble de bases de croyances stratifiée tel que :
Σ1 = {(¬d, x), (s ∨ o, x), (s ∨ ¬d ∨ o, 1)}
Σ2 = {(¬s, x+ x2), (d ∨ o, x2), (¬d ∨ ¬o, x),
(¬s ∨ ¬d ∨ ¬o, 1)}
Σ3 = {(s, x), (d, x) (o, x), (s ∨ d, 1),
(d ∨ o, 1), (s ∨ o, 1), (s ∨ d ∨ o, 1 + x)}
La base stratifiée Σ3 est considérée plus prioritaire que les bases Σ1 et Σ2, aucune priorité n’étant définie
entre ces deux dernières. Le pré-ordre externe sur B est donc :
Σ3 <B Σ1 =B Σ2
A partir de ce pré-ordres nous pouvons construire la fonction e pondération externe qB telle que qB(Σ1) = 2,
qB(Σ2) = 2 et qB(Σ3) = 1.
Les fonctions de pondérations internes construites à partir des poids des formules sont pour la base Σ1 :
φ pΣ1(φ)
(¬d, x) x
(s ∨ o, x) x
(s ∨ ¬d ∨ o, 1) 1
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Pour la base de croyances stratifiées Σ2 :
φ pΣ2(φ)
(d ∨ o, x2) x2
(¬d ∨ ¬o, x) x
(¬s, x+ x2) x+ x2
(¬s ∨ ¬d ∨ ¬o, 1) 1
Enfin, pour la base stratifiée Σ3 nous avons :
φ pΣ3(φ)
(s, x) x
(d, x) x
(o, x) x
(s ∨ d, 1) 1
(d ∨ o, 1) 1
(s ∨ o, 1) 1
(s ∨ d ∨ o, 1 + x) 1 + x
7.2.2 Calcul de la base pondérée globale
La fusion de bases pondérées est la construction d’une source contenant toutes les informations de chaque
base, puis toutes les informations commune à deux bases, et ainsi de suite jusqu’au informations communes
à toutes les bases. L’étape préliminaire à la construction de la base pondérée globale est la construction d’un
poids externe global. Le polynôme de poids externe global est défini par :
Définition 82 Soit qB(Σi) les poids externes pour les bases pondérées Σi, 1 ≤ i ≤ n. Le poids externe global
est défini par q⊗ = Σn−1i=0 qB(Σi+1) xi.
A partir du polynôme correspondant au poids externe global, il est possible de retrouver les poids externes de
chaque base pondérée par qB(Σi) = (q⊗ mod xi) / xi−1.
La base pondérée globale est construite à partir de toutes les disjonctions possibles entre les formules de chaque
base. A chaque disjonction est attaché un poids global. Celui-ci est calculé en fonction des poids des formules
apparaissant dans la disjonction. Dans notre cadre, ce poids permet la réversibilité. Pour cela, il combine les
polynômes représentant les poids internes de chaque formule apparaissant dans la disjonction de manière à
pouvoir les retrouver. La même technique que pour l’approche sémantique est utilisée. La notion de décalage
des supports est utilisée pour construire des polynômes de poids globaux. Ces polynômes prennent en compte
le pré-ordre externe sur les bases pondérées. Nous avons donc besoin d’une fonction de rang absolu inversible.
Définition 83 Soit B = {Σ1, . . . , Σn} un ensemble de bases pondérées. Une fonction de rang absolue, notée
r, est une fonction de B dans IN qui associe à chaque base Σi un rang absolu rB(Σi) tel que :
– Si Σi <B Σj alors rB(Σi) < rB(Σj)
– Si Σi =B Σj et i < j alors rB(Σi) < rB(Σj)
Afin de construire la base pondérée globale, on définit Dk qui est la disjonction de k formules chacune
provenant d’une seule base Σi. Formellement :
Définition 84 On définit une disjonction de k formules provenant des bases pondérées Σi telle que :
Dk = φj1 ∨ · · · ∨ φji ∨ · · · ∨ φjk
– ∃l, 1 ≤ l ≤ n tel que ∀i avec 1 ≤ i ≤ k (φji , pΣl(φji )) ∈ Σl
– ∀i, ∀m, 1 ≤ i ≤ k et 1 ≤ m ≤ k si (φji , pΣl(φji )) ∈ Σl et (φjm , pΣl(φjm )) ∈ Σl′ alors l 6= l′
De plus, on note s l’application qui à toute formule appartenant à Dk fait correspondre sa base pondérée
d’origine. Formellement : Soit Dk = φj1 ∨ · · · ∨φji ∨ · · · ∨φjk , si (φji, pΣi(φji)) ∈ Σl, alors s(φji) = Σl.
Grâce aux disjonctionsDk et à la fonction s, nous définissons le poids global d’une disjonction de formules.
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Définition 85 Soit Dk = φj1 ∨ · · · ∨ φji ∨ · · · ∨ φjk une disjonction de formules entre k bases stratifiées.
correspond un poids global, noté pΣ1⊗···⊗Σn(Dk) défini tel que :
pΣ1⊗···⊗Σn(Dk) =
k∑
i=1
ps(φji )(φji )× x
PrB(s(φji ))−1
m=1 MAXr−1
B
(m)
avec
MAXr−1
B
(m) = maxφ′∈Σr−1
B
(m)
(deg(pΣ
r
−1
B
(m)
(φ′)) + 1)
Pour plus de lisibilité, nous écrivons p⊗(Dk) au lieu de pΣ1⊕···⊕Σn(Dk). La base pondérée globale est formée
par toutes les disjonctions de formules entre les bases de B affectées d’un poids global. Plus formellement :
Définition 86 Soit B = {Σ1, . . . , Σn} un ensemble de bases stratifiées. Soit Dk une disjonction de k
formules. La base stratifiée globale, notée Σ1 ⊗ · · · ⊗ Σn peut alors s’exprimer formellement :
Σ1 ⊗ · · · ⊗ Σn =
n⋃
k=1
{(Dk, p⊗(Dk))}
Dans la plupart des cas toutes les bases de croyances stratifiées de B entrent en compte dans la construction
de la base de croyances stratifiée globale. Nous notons alors celle ci Σ⊗ afin d’en simplifier l’écriture. La
construction de la base de croyances stratifiée globale est une opération commutative. En effet :
Proposition 18 Soit Σ1 et Σ2 deux bases de croyances stratifiées et pré-ordonnées (c’est à dire pour lesquelles
il est possible de définir une fonction de rang absolu), on a Σ1 ⊗ Σ2 = Σ2 ⊗ Σ1
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Preuve 4
Σ1 ⊗ Σ2 = { (φ, p⊗(φ)) | (φ, pΣ1(φ)) ∈ Σ1, p⊗(φ)) = pΣ1(φ)× x
PrB(Σ1)−1
m=1 MAXr−1
B
(m) }
⋃
{ (ψ, p⊗(ψ)) | (ψ, pΣ2(ψ)) ∈ Σ2, p⊗(ψ)) = pΣ2(ψ)× x
PrB(Σ2)−1
m=1 MAXr−1
B
(m) }
⋃
{ (φ ∨ ψ, p⊗(φ ∨ ψ)) | (φ, pΣ1(φ)) ∈ Σ1, (ψ, pΣ2(ψ)) ∈ Σ2,
p⊗(φ ∨ ψ)) =
pΣ1(φ)× x
PrB(Σ1)−1
m=1 MAXr−1
B
(m) + pΣ2(ψ)× x
PrB(Σ2)−1
m=1 MAXr−1
B
(m) }
Commutativité de
⋃
:
Σ1 ⊗ Σ2 = { (ψ, p⊗(ψ)) | (ψ, pΣ2(ψ)) ∈ Σ2, p⊗(ψ)) = pΣ2(ψ)× x
PrB(Σ2)−1
m=1 MAXr−1
B
(m) }
⋃
{ (φ, p⊗(φ)) | (φ, pΣ1(φ)) ∈ Σ1, p⊗(φ)) = pΣ1(φ)× x
PrB(Σ1)−1
m=1 MAXr−1
B
(m) }
⋃
{ (φ ∨ ψ, p⊗(φ ∨ ψ)) | (φ, pΣ1(φ)) ∈ Σ1, (ψ, pΣ2(ψ)) ∈ Σ2,
p⊗(φ ∨ ψ)) =
pΣ1(φ)× x
PrB(Σ1)−1
m=1 MAXr−1
B
(m) + pΣ2(ψ)× x
PrB(Σ2)−1
m=1 MAXr−1
B
(m) }
Commutativité de ∨ et + :
Σ1 ⊗ Σ2 = { (ψ, p⊗(ψ)) | (ψ, pΣ2(ψ)) ∈ Σ2, p⊗(ψ)) = pΣ2(ψ)× x
PrB(Σ2)−1
m=1 MAXr−1
B
(m) }
⋃
{ (φ, p⊗(φ)) | (φ, pΣ1(φ)) ∈ Σ1, p⊗(φ)) = pΣ1(φ)× x
PrB(Σ1)−1
m=1 MAXr−1
B
(m) }
⋃
{ (ψ ∨ φ, p⊗(ψ ∨ φ)) | (φ, pΣ1(φ)) ∈ Σ1, (ψ, pΣ2(ψ)) ∈ Σ2,
p⊗(ψ ∨ φ)) =
pΣ2(ψ)× x
PrB(Σ2)−1
m=1 MAXr−1
B
(m) + pΣ1(φ) × x
PrB(Σ1)−1
m=1 MAXr−1
B
(m) }
Σ1 ⊗ Σ2 = Σ2 ⊗ Σ1

De manière similaire nous pouvons démonter que la construction de la base de croyances stratifiée globale
est une opération associative. La preuve de cette proposition est symétrique à la preuve de la commutativité.
L’associativité est induite par l’associativité de
⋃
, ∨ et +.
L’exemple suivant illustre la construction d’une base de croyances stratifiée globale nécessaire pour la
fusion de trois bases de croyances stratifiées.
Exemple 21 Reprenons l’exemple 20 de la page 99 où B = {Σ1, Σ2, Σ3} est un ensemble de bases de
croyances stratifiées tel que :
Σ1 = {(¬d, x), (s ∨ o, x), (s ∨ ¬d ∨ o, 1)}
Σ2 = {(¬s, x+ x2), (d ∨ o, x2), (¬d ∨ ¬o, x),
(¬s ∨ ¬d ∨ ¬o, 1)}
Σ3 = {(s, x), (d, x) (o, x), (s ∨ d, 1),
(d ∨ o, 1), (s ∨ o, 1), (s ∨ d ∨ o, 1 + x)}
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L’étape préliminaire de la fusion des bases de croyances stratifiée de l’ensemble B est la construction d’une
base de croyances stratifiées globale composée de toutes les disjonctions de formules possibles entre les 3 bases
de croyances originales attachées à des poids globaux. Nous pouvons diviser la construction de ces disjonctions
en plusieurs parties. La première partie est la génération des disjonctions à 1 seul éléments. Il s’agit en réalité
de faire l’union de toutes les bases en repondérant les formules avec leur poids global. Pour les formules de
Σ1, le nouveau poids est calculé grâce à la formule :
p⊗(φ) = pΣ1(φ) ∗ x
PrB(s(φji ))−1
m=1 MAXr−1
B
(m)
= pΣ1(φ) ∗ x
MAXΣ3
= pΣ1(φ) ∗ x
2
Nous pouvons alors construire la baseΣg1 contenant les formules issues deΣ1 attachées à leurs poids globaux :
Σg1 = {(¬d, x
3), (s ∨ o, x3), (s ∨ ¬d ∨ o, x2)}
Pour les formules de Σ2, les nouveau poids sont calculés grâce à la formule :
p⊗(φ) = pΣ2(φ) ∗ x
PrB(s(φji ))−1
m=1 MAXr−1
B
(m)
= pΣ2(φ) ∗ x
MAXΣ3+MAXΣ1
= pΣ2(φ) ∗ x
2+2
= pΣ2(φ) ∗ x
4
La construction de la base Σg2 contenant les formules de la base de croyances stratifiées Σ2 attachées aux
poids globaux donne :
Σg2 = {(¬s, x
5 + x6), (d ∨ o, x6), (¬d ∨ ¬o, x5),
(¬s ∨ ¬d ∨ ¬o, x4)}
Pour les formules de Σ3, les nouveaux poids sont calculés selon :
p⊗(φ) = pΣ3(φ) ∗ x
PrB(s(φji ))−1
m=1 MAXr−1
B
(m)
= pΣ3(φ) ∗ x
0
La base de croyances stratifiée Σg3 composée des formules provenant de la base Σ3 avec leurs nouveaux poids
est alors :
Σg3 = {(s, x), (d, x) (o, x), (s ∨ d, 1),
(d ∨ o, 1), (s ∨ o, 1), (s ∨ d ∨ o, 1 + x)}
La base Σg3 est égale à la base Σ3 car il s’agit la base la plus prioritaires. Lors du calcul des poids globaux,
ceux ci ne sont donc pas modifiés.
Les trois bases de croyances Σg1 , Σg2 et Σg3 servent de base à la construction de la base de croyance
stratifiée globale. La construction de Σ1 ⊗ Σ2 ⊗ Σ3 étant associative, nous construisons tout d’abord la base
Σ1 ⊗ Σ3 puis nous finissons la construction en construisant (Σ1 ⊗ Σ3) ⊗ Σ2. La construction de la base de
croyances stratifiée contenant toutes les disjonctions entre Σ1 et Σ3 donne comme résultat :
Σg13 = { (s ∨ ¬d, x+ x
3), (s ∨ s ∨ o, x+ x3), (s ∨ s ∨ ¬d ∨ o, x+ x2), (d ∨ ¬d, x+ x3),
(d ∨ s ∨ o, x+ x3), (d ∨ s ∨ ¬d ∨ o, x+ x2), (o ∨ ¬d, x+ x3), (o ∨ s ∨ o, x+ x3),
(o ∨ s ∨ ¬d ∨ o, x+ x2), (s ∨ d ∨ ¬d, 1 + x3), (s ∨ d ∨ s ∨ o, 1 + x3),
(s ∨ d ∨ s ∨ ¬d ∨ o, 1 + x2), (d ∨ o ∨ ¬d, 1 + x3), (d ∨ o ∨ s ∨ o, 1 + x3),
(d ∨ o ∨ s ∨ ¬d ∨ o, 1 + x2), (s ∨ o ∨ ¬d, 1 + x3), (s ∨ o ∨ s ∨ o, 1 + x3),
(s ∨ o ∨ s ∨ ¬d ∨ o, 1 + x2), (s ∨ d ∨ o ∨ ¬d, 1 + x+ x3), (s ∨ d ∨ o ∨ (s ∨ o, 1 + x+ x3),
(s ∨ d ∨ o ∨ s ∨ ¬d ∨ o, 1 + x+ x2) }
Nous pouvons simplifier la base en retirant les tautologies, ce qui donne :
Σg13 = { (s ∨ ¬d, x+ x
3), (s ∨ o, x+ x3), (s ∨ ¬d ∨ o, x+ x2),
(¬d ∨ o, x+ x3), (s ∨ o, 1 + x3), (s ∨ ¬d ∨ o, 1 + x2), (s ∨ d ∨ o, 1 + x+ x3) }
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La base de croyances Σ1 ⊗ Σ3 est alors : Σ1 ⊗ Σ3 = Σg1 ∪ Σg3 ∪ Σg13 , ce qui donne :
Σ1 ⊗ Σ3 = { (¬d, x3), (s ∨ o, x3), (s ∨ ¬d ∨ o, x2), (s, x), (d, x), (o, x), (s ∨ d, 1), (d ∨ o, 1),
(s ∨ o, 1), (s ∨ d ∨ o, 1 + x), (s ∨ ¬d, x+ x3), (s ∨ o, x+ x3), (s ∨ ¬d ∨ o, x+ x2),
(¬d ∨ o, x+ x3), (s ∨ o, 1 + x3), (s ∨ ¬d ∨ o, 1 + x2), (s ∨ d ∨ o, 1 + x+ x3)
Nous pouvons maintenant construire Σ1 ⊗ Σ2 ⊗ Σ3.
Σ1 ⊗ Σ2 ⊗ Σ3 = { (¬d, x
3), (s ∨ o, x3), (s ∨ ¬d ∨ o, x2), (s, x), (d, x), (o, x), (s ∨ d, 1), (d ∨ o, 1),
(s ∨ o, 1), (s ∨ d ∨ o, 1 + x), (s ∨ ¬d, x + x3), (s ∨ o, x+ x3), (s ∨ ¬d ∨ o, x + x2),
(¬d ∨ o, x + x3), (s ∨ o, 1 + x3), (s ∨ ¬d ∨ o, 1 + x2), (s ∨ d ∨ o, 1 + x + x3)
(¬s, x5 + x6), (d ∨ o, x6), (¬d ∨ ¬o, x5), (¬s ∨ ¬d ∨ ¬o, x4)
(¬d ∨ ¬s, x3 + x5 + x6), (¬d ∨ d ∨ o, x3 + x6), (¬d ∨ ¬d ∨ ¬o, x3 + x5),
(¬d ∨ ¬s ∨ ¬d ∨ ¬o, x3 + x4), (s ∨ o ∨ ¬s, x3 + x5 + x6),
(s ∨ o ∨ d ∨ o, x3 + x6), (s ∨ o ∨ ¬d ∨ ¬o, x3 + x5),
(s ∨ o ∨ ¬s ∨ ¬d ∨ ¬o, x3 + x4), (s ∨ ¬d ∨ o ∨ ¬s, x2 + x5 + x6),
(s ∨ ¬d ∨ o ∨ d ∨ o, x2 + x6), (s ∨ ¬d ∨ o ∨ ¬d ∨ ¬o, x2 + x5),
(s ∨ ¬d ∨ o ∨ ¬s ∨ ¬d ∨ ¬o, x2 + x4), (s ∨ ¬s, x + x5 + x6),
(s ∨ d ∨ o, x + x6), (s ∨ ¬d ∨ ¬o, x+ x5),
(s ∨ ¬s ∨ ¬d ∨ ¬o, x+ x4), (d ∨ ¬s, x+ x5 + x6),
(d ∨ d ∨ o, x + x6), (d ∨ ¬d ∨ ¬o, x+ x5),
(d ∨ ¬s ∨ ¬d ∨ ¬o, x+ x4), (o ∨ ¬s, x + x5 + x6),
(o ∨ d ∨ o, x+ x6), (o ∨ ¬d ∨ ¬o, x+ x5),
(o ∨ ¬s ∨ ¬d ∨ ¬o, x + x4), (s ∨ d ∨ ¬s, 1 + x5 + x6),
(s ∨ d ∨ d ∨ o, 1 + x6), (s ∨ d ∨ ¬d ∨ ¬o, 1 + x5),
(s ∨ d ∨ ¬s ∨ ¬d ∨ ¬o, 1 + x4), (d ∨ o ∨ ¬s, 1 + x5 + x6),
(d ∨ o ∨ d ∨ o, 1 + x6), (d ∨ o ∨ ¬d ∨ ¬o, 1 + x5),
(d ∨ o ∨ ¬s ∨ ¬d ∨ ¬o, 1 + x4), (s ∨ o ∨ ¬s, 1 + x5 + x6),
(s ∨ o ∨ d ∨ o, 1 + x6), (s ∨ o ∨ ¬d ∨ ¬o, 1 + x5),
(s ∨ o ∨ ¬s ∨ ¬d ∨ ¬o, 1 + x4), (s ∨ d ∨ o ∨ ¬s, 1 + x + x5 + x6),
(s ∨ d ∨ o ∨ d ∨ o, 1 + x + x6), (s ∨ d ∨ o ∨ ¬d ∨ ¬o, 1 + x+ x5),
(s ∨ d ∨ o ∨ ¬s ∨ ¬d ∨ ¬o, 1 + x+ x4), (s ∨ ¬d ∨ ¬s, x + x3 + x5 + x6),
(s ∨ ¬d ∨ d ∨ o, x + x3 + x6), (s ∨ ¬d ∨ ¬d ∨ ¬o, x + x3 + x5),
(s ∨ ¬d ∨ ¬s ∨ ¬d ∨ ¬o, x + x3 + x4), (s ∨ o ∨ ¬s, x+ x3 + x5 + x6),
(s ∨ o ∨ d ∨ o, x+ x3 + x6), (s ∨ o ∨ ¬d ∨ ¬o, x+ x3 + x5),
(s ∨ o ∨ ¬s ∨ ¬d ∨ ¬o, x + x3 + x4), (s ∨ ¬d ∨ o ∨ ¬s, x + x2 + x5 + x6),
(s ∨ ¬d ∨ o ∨ d ∨ o, x + x2 + x6), (s ∨ ¬d ∨ o ∨ ¬d ∨ ¬o, x + x2 + x5),
(s ∨ ¬d ∨ o ∨ ¬s ∨ ¬d ∨ ¬o, x+ x2 + x4), (¬d ∨ o ∨ ¬s, x + x3 + x5 + x6),
(¬d ∨ o ∨ d ∨ o, x+ x3 + x6), (¬d ∨ o ∨ ¬d ∨ ¬o, x + x3 + x5),
(¬d ∨ o ∨ ¬s ∨ ¬d ∨ ¬o, x+ x3 + x4), (s ∨ o ∨ ¬s, 1 + x3 + x5 + x6),
(s ∨ o ∨ d ∨ o, 1 + x3 + x6), (s ∨ o ∨ ¬d ∨ ¬o, 1 + x3 + x5),
(s ∨ o ∨ ¬s ∨ ¬d ∨ ¬o, 1 + x3 + x4), (s ∨ ¬d ∨ o ∨ ¬s, 1 + x2 + x5 + x6),
(s ∨ ¬d ∨ o ∨ d ∨ o, 1 + x2 + x6), (s ∨ ¬d ∨ o ∨ ¬d ∨ ¬o, 1 + x2 + x5),
(s ∨ ¬d ∨ o ∨ ¬s ∨ ¬d ∨ ¬o, 1 + x2 + x4), (s ∨ d ∨ o ∨ ¬s, 1 + x + x3 + x5 + x6),
(s ∨ d ∨ o ∨ d ∨ o, 1 + x + x3 + x6), (s ∨ d ∨ o ∨ ¬d ∨ ¬o, 1 + x+ x3 + x5),
(s ∨ d ∨ o ∨ ¬s ∨ ¬d ∨ ¬o, 1 + x+ x3 + x4),
}
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Ce qui donne après simplification :
Σ1 ⊗ Σ2 ⊗ Σ3 = { (¬d, x
3), (s ∨ o, x3), (s ∨ ¬d ∨ o, x2), (s, x), (d, x), (o, x), (s ∨ d, 1),
(d ∨ o, 1), (s ∨ o, 1), (s ∨ d ∨ o, 1 + x), (s ∨ ¬d, x+ x3), (s ∨ o, x + x3),
(s ∨ ¬d ∨ o, x+ x2), (¬d ∨ o, x + x3), (s ∨ o, 1 + x3), (s ∨ ¬d ∨ o, 1 + x2),
(s ∨ d ∨ o, 1 + x+ x3), (¬s, x5 + x6), (d ∨ o, x6), (¬d ∨ ¬o, x5), (¬s ∨ ¬d ∨ ¬o, x4),
(¬s ∨ ¬d, x3 + x5 + x6), (¬d ∨ ¬o, x3 + x5), (¬s ∨ o, x + x5 + x6),
(¬s ∨ d, x + x5 + x6), (d ∨ o, x + x6), (d ∨ o, 1 + x6), (¬s ∨ ¬d ∨ ¬o, x3 + x4),
(¬s ∨ ¬d ∨ o, x + x3 + x5 + x6), (¬s ∨ d ∨ o, 1 + x5 + x6),
(s ∨ ¬d ∨ ¬o, x + x5), (s ∨ ¬d ∨ ¬o, x+ x3 + x5),
(s ∨ d ∨ o, x3 + x6), (s ∨ d ∨ o, x + x6),
(s ∨ d ∨ o, x+ x3 + x6), (s ∨ d ∨ o, 1 + x6),
(s ∨ d ∨ o, 1 + x+ x6), (s ∨ d ∨ o, 1 + x3 + x6),
(s ∨ d ∨ o, 1 + x+ x3 + x6),
}
Bien qu’il soit possible de réduire encore la cardinalité de Σ1 ⊗ Σ2 ⊗ Σ3 en retirant les formules sous-
sommées, nous n’avons pas appliqué ici cette propriété. En effet, le retrait des formules sous-sommées est fait
en utilisant un pré-ordre global sur les formules. Cependant, ce pré-ordre est dépendant de la stratégie de
fusion choisie. Afin de rester le plus général possible ici, nous avons donc conservé une base de croyances
stratifiée globale certes d’une plus grande cardinalité mais qui permet de mieux illustrer les exemples. Dans le
cadre d’une application réelle, la stratégie de fusion est choisie le plus souvent dès le départ. L’optimisation
de la cardinalité en retirant les formules sous-sommées est donc utilisable.
7.2.3 Fusion syntaxique et cadre réversible
La fusion d’un ensemble de bases de croyances est accomplie en suivant une stratégie. Dans le cadre de
bases de croyances pondérées, une stratégie est représentée par un pré-ordre sur les formules de la base pondérée
globale. Formellement :
Définition 87 Soit Σ1 ⊗ · · · ⊗ Σn une base de croyance pondérées globale et soit s une stratégie de fusion.
Cette stratégie est représentée syntaxiquement par un pré-ordre sur les formules pondérées défini tel que :
∀(φ, pΣ1⊗···⊗Σn(φ)), (ψ, pΣ1⊗···⊗Σn(ψ)) ∈ Σ1 ⊗ · · · ⊗ Σn
(φ, pΣ1⊗···⊗Σn(φ)) ≤⊗s (ψ, pΣ1⊗···⊗Σn(ψ)) ssi pΣ1⊗···⊗Σn(φ) ≤s pΣ1⊗···⊗Σn(ψ)
Le résultat de la fusion dans l’approche syntaxique est l’ensemble des formules pondérées de poids globaux
maximaux, selon le pré-ordre global défini par la stratégie de fusion. Formellement :
Définition 88 Soit B = {Σ1, . . . , Σn} un ensemble de bases de croyances stratifiées et soit s une stratégie
de fusion. Le résultat de la fusion est une base de croyances stratifiée notée Σ1 ⊗s · · · ⊗s Σn définie telle que :
Σ1 ⊗s · · · ⊗s Σn = {(φ, pΣ1⊗···⊗Σn(φ)) ∈ Σ1 ⊗ · · · ⊗ Σn tq pΣ1⊗···⊗Σn(φ) ∈ max(X, ≤s)}
Selon le choix de l’opérateur de fusion, la manière de comparer les polynômes de poids globaux change. Par
exemple pour une fusion avec l’opérateurMAX , on utilise le pré-ordre≤MAX pour comparer les polynômes.
L’exemple suivant illustre la fusion dans le cadre réversible de l’approche syntaxique.
Exemple 22 Reprenons ,l’exemple 21 de la page 102 et sa base de croyances stratifiée globale :
Σ1 ⊗ Σ2 ⊗ Σ3 = { (¬d, x
3), (s ∨ o, x3), (s ∨ ¬d ∨ o, x2), (s, x), (d, x), (o, x), (s ∨ d, 1),
(d ∨ o, 1), (s ∨ o, 1), (s ∨ d ∨ o, 1 + x), (s ∨ ¬d, x+ x3), (s ∨ o, x + x3),
(s ∨ ¬d ∨ o, x+ x2), (¬d ∨ o, x + x3), (s ∨ o, 1 + x3), (s ∨ ¬d ∨ o, 1 + x2),
(s ∨ d ∨ o, 1 + x+ x3), (¬s, x5 + x6), (d ∨ o, x6), (¬d ∨ ¬o, x5), (¬s ∨ ¬d ∨ ¬o, x4),
(¬s ∨ ¬d, x3 + x5 + x6), (¬d ∨ ¬o, x3 + x5), (¬s ∨ o, x + x5 + x6),
(¬s ∨ d, x + x5 + x6), (d ∨ o, x + x6), (d ∨ o, 1 + x6), (¬s ∨ ¬d ∨ ¬o, x3 + x4),
(¬s ∨ ¬d ∨ o, x + x3 + x5 + x6), (¬s ∨ d ∨ o, 1 + x5 + x6),
(s ∨ ¬d ∨ ¬o, x + x5), (s ∨ ¬d ∨ ¬o, x+ x3 + x5),
(s ∨ d ∨ o, x3 + x6), (s ∨ d ∨ o, x + x6),
(s ∨ d ∨ o, x+ x3 + x6), (s ∨ d ∨ o, 1 + x6),
(s ∨ d ∨ o, 1 + x+ x6), (s ∨ d ∨ o, 1 + x3 + x6),
(s ∨ d ∨ o, 1 + x+ x3 + x6),
}
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Nous pouvons étudier les différentes bases de croyances stratifiées résultant de la fusion en utilisant les opé-
rateurs classiques.
MAX En utilisant la stratégie MAX nous obtenons la base de croyances :
Σ1 ⊗MAX Σ2 ⊗MAX Σ3 = Σ1 ⊗ Σ2 ⊗ Σ3
En effet, toutes les formules sont maximales car dans notre cas la stratégie MAX n’est pas déterminante
comme nous l’avons déjà souligné au niveau sémantique.
SUM Pour la stratégie FSM , la base de croyances stratifiée résultat de la fusion est :
Σ1 ⊗SUM Σ2 ⊗SUM Σ3 = { (s ∨ d ∨ o, 1 + x+ x3 + x6), (¬s ∨ ¬d ∨ o, x+ x3 + x5 + x6)}
La base est composée de deux formules maximales.
WS La stratégie basée sur la somme pondérée entraîne comme résultat syntaxique de la fusion :
Σ1 ⊗WS Σ2 ⊗WS Σ3 = { (¬s ∨ ¬d ∨ o, x+ x3 + x5 + x6) }
La stratégie basée sur la somme pondéréeWS permet de raffiner la stratégie SUM et ne garder plus qu’une
seule formule.
LEX En utilisant comme stratégie de fusion LEX nous obtenons la base de croyances stratifiée :
Σ1 ⊗LEX Σ2 ⊗LEX Σ3 = { (s ∨ d ∨ o, 1 + x+ x3 + x6) }
Cette formule disjonctive contient une formule de la base Σ3 qui est préférée.
GMAX La stratégie GMAX permet de construire la base de croyances stratifiée suivante :
Σ1 ⊗GMAX Σ2 ⊗GMAX Σ3 = { (s ∨ d ∨ o, 1 + x+ x3 + x6), (¬s ∨ ¬d ∨ o, x+ x3 + x5 + x6)}
A nouveaux deux formules sont maximales.
7.2.4 Réversibilité du processus de fusion
La réversibilité permet de retrouver les poids internes et externes pour les bases de croyances stratifiées
fusionnées. Le processus de réversibilité est composé de deux phases. La première consiste à retrouver le
nombre de bases fusionnées et les poids externes associés. La seconde est le calcul des poids internes à partir
des poids globaux.
Retrouver le pré-ordre externe Le nombre de bases fusionnées est donné par le degré du polynôme de poids
externe global plus un. En effet, la construction du polynôme de poids global externe définie en 85, page 101
construit un polynôme dont chaque coefficient est un poids externe. En effet : q⊗ = Σn−1i=0 qB(Σi+1)xi. A
partir de ce polynôme nous retrouvons le nombre de couples fusionnés grâce au degré plus un de q⊗. Nous
avons :
card(B) = deg(q⊗) + 1;
Afin de retrouver le poids externe qB(Σi) associé à chaque base Σi nous isolons le coefficient recherché.
Formellement :
qB(Σi) =
q⊗ mod x
i
xi−1
A partir des qB(Σi) nous retrouvons le rang absolu de chaque base Σi. Ces informations permettent de retrouver
les poids internes en fonction des poids globaux.
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Retrouver les pré-ordres internes La construction des poids globaux décale les poids internes en fonction
du rang absolu afin d’avoir des supports disjoints. L’opération inverse consiste à découper le poids global en
poids internes en décalant à chaque fois le polynôme par le degré maximum du support correspondant au plus
grand poids interne de la base. Plus formellement, la réversibilité permet de retrouver les poids internes pΨi(ω)
pour chaque base de croyances stratifiée Σi. Plus formellement, pour une formule ψ = φk ∨ · · · ∨ φl issue de
la disjonction des formules φi provenant de façon unique d’une base Σi :
pΣi(φj) =
p⊗(ψ)mod x
Σ
rB(s(φji
))
l=1 MAXr−1
B
(l)
x
Σ
rB(s(φji
)−1
k=1 MAXr−1
B
(k)
L’exemple suivant illustre la réversibilité du processus de fusion.
Exemple 23 Soit la formule (s∨ d∨ o, 1+ x+ x3 + x6) provenant de la base de croyances stratifiée globale
Σ1 ⊗ · · · ⊗ Σn construite dans l’exemple 22. Le poids global externe est q⊗ = 2 + 2x+ 1x2. Nous pouvons
en déduire le nombre n de bases de croyances - et donc d’états épistémiques - fusionnées.
n = deg(q⊕) + 1 = 2 + 1 = 3
L’ensemble des bases de croyances fusionnées peut être noté B = {Σ1, Σ2,Σ3}. Nous calculons maintenant
les poids externes associés à chaque Σi en utilisant la formule :
qB(Σi) =
q⊗ mod x
i
xi−1
nous avons :
qB(Σ1) =
q⊗ mod x
i
xi−1
= 2 + 2x+ x2 mod x
= 2
qB(Σ2) =
2+2x+x2 mod x2
x
= 2+2xx
= 2
qB(Σ3) =
2+2x+x2 mod x3
x2
= 2+2x+x
2
x2
= 1
Ceci permet de calculer les rangs absolus rB(Σ1) = 2, rB(Σ2) = 3 et rB(Σ3) = 1.
Afin de retrouver les poids internes originaux des formules nous utilisons la formule :
pΣi(φj) =
p⊗(ψ)mod x
Σ
rB(s(φji
))
l=1
MAX
r
−1
B
(l)
x
Σ
rB(s(φji
)−1
k=1 MAXr−1
B
(k)
La réversibilité n’est utilisable que si les degrés maximum des poids internes ont étés conservés. Cette hy-
pothèse n’est pas pénalisante dans la pratique car elle n’entraîne que la conservation de n entiers. Ici les
maximums conservés sont :
MAXΣ1 = maxφ′∈W deg(pΣ1(φ
′)) + 1 = deg(x) + 1 = 2
MAXΣ2 = maxφ′∈W deg(pΣ2(φ
′)) + 1 = deg(x+ x2) + 1 = 3
MAXΣ3 = maxφ′∈W deg(pΣ3(φ
′)) + 1 = deg(x) + 1 = 2
A partir de ces formules, il est possible de déterminer l’origine de la formule (s ∨ d ∨ o, 1 + x + x3 + x6).
Nous calculons un poids interne dans chaque base de croyance Σi afin de déterminer si une formule de Σi
entre dans la composition de cette disjonction et quel est son poids original.
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pΣ1(s ∨ d ∨ o) =
p⊗(s∨d∨o) mod x
MAXΣ3
+MAXΣ1
x
MAXξ3
= p⊗(s∨d∨o) mod x
2+2
x2
= p⊗(s∨d∨o) mod x
4
x2
= 1+x+x
3+x6 mod x4
x2
= x
pΣ2(s ∨ d ∨ o) =
p⊗(s∨d∨o) mod x
MAXΣ3
+MAXΣ1
+MAXΣ2
x
MAXΣ3
+MAXΣ1
= p⊗(s∨d∨o) mod x
2+2+3
x2+2
= p⊗(s∨d∨o) mod x
7
x4
= 1+x+x
3+x6 mod x7
x4
= x2
pΣ3(s ∨ d ∨ o) =
p⊗(s∨d∨o) mod x
MAXΣ3
x0
= p⊗(s∨d∨o) mod x
2
x0
= p⊗(s ∨ d ∨ o)mod x2
= 1 + x+ x3 + x6 mod x2
= 1 + x
La formule (s∨d∨o, 1+x+x3+x6) provient de la disjonction de 3 formules (φ, x), (ψ, x2) et γ, 1+x
provenant respectivement de Σ1, Σ2 et Σ3. D’après la composition de ces bases, nous en déduisons que ces
trois formules sont respectivement : (s ∨ o, x) ∈ Σ1, (s ∨ o, x2) ∈ Σ2 et (s ∨ d ∨ o, 1 + x) ∈ Σ3
7.3 Équivalence des approches
Nous montrons maintenant l’équivalence des approches sémantique et syntaxique dans le cadre réversible.
Pour cela, nous nous basons sur l’équivalence entre les représentations sémantique et syntaxique d’état épis-
témiques étudiée en 6.5, page 72. Cette équivalence est basée sur la fonction κ, définie en 70 et dont nous
rappelons la définition :
Rappel 8
∀ω ∈ W ,
κΣi(ω) = max({pΣi(φ), (φ, pΣi(φ)) ∈ Σi et ω 6|= φ})
Nous nous plaçons dans le cadre ou un ensemble d’état épistémiques Ψ = {Ψ1, . . . , Ψn} est représenté
sémantiquement par un ensemble de couple C = {(W , ≤Ψ1), . . . , (W , ≤Ψn)} dont l’ensemble des bases
propositionnelles exprimant les croyances observables est E = {K1, . . . , Kn}. La représentation syntaxique
de l’ensemble d’états épistémiquesΨ est un ensemble de bases de croyances pondéréesB = {Σ1, . . . , Σn} tel
que à chaque couple (W , ≤Ψ1) correspond une base de croyances stratifiée Σi équivalente. Soit formellement :
1 ≤ i ≤ n, ∀ω ∈ W , κΣi(ω) = pΨi(ω)
Les fonctions de pondérations pΨi et pΣi sont des fonctions à valeur dans l’ensemble V [x] des polynômes à
coefficients dans V . L’ensemble V [x] étant pré-ordonné totalement par une relation d’ordre≤p et admettant un
élément minimal pour≤p.
L’existence de l’ensemble B est démontrée par la proposition 17 page 17.
Nous montrons maintenant que la fusion d’un ensemble de couples C = {(W , ≤Ψ1), . . . , (W , ≤Ψn)}
dans le cadre réversible est équivalente à la fusion d’un ensemble B = {Σ1, . . . , Σn} de bases de croyances
stratifiées, avec B équivalent à C, quelque soit l’opérateur de fusion p choisi.
Proposition 19 Soit Ψ = {Ψ1, . . . , Ψn} un ensemble d’états épistémiques. Soit C = {(W , ≤Ψ1
), . . . , (W , ≤Ψn)} la représentation sémantique de Ψ et Soit B = {Σ1, . . . , Σn} une représentation
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syntaxique de Ψ telle que C est équivalent à B. Pour une stratégie de fusion s, la représentation sémantique
(W , ≤Ψ1⊕s···⊕sΨn) et la représentation syntaxique Σ1 ⊗s · · · ⊗s Σn la fusion des états épistémiques de Ψ
selon la stratégie s sont équivalentes. C’est à dire :
∀ω ∈ W ,
κΣ1⊗s···⊗sΣn(ω) = pΨ1⊕···⊕Ψn(ω)
Preuve 5 Avant de commencer la démonstration de la proposition 19 nous rappelons la notion d’équivalence,
définie en 72, page 81.
Si deux ensembles C = {(W , ≤Ψ1), . . . , (W , ≤Ψn)} et B = {Σ1, . . . , Σn} sont équivalents, alors
nous avons :
∀i ∈ IN, 1 ≤ i ≤ n, ∀ω ∈ W , κΣi(ω) = pΨi(ω)
et
∀i ∈ IN, 1 ≤ i ≤ n, qC((W , ≤Ψ1)) = qB(Σi)
Nous rappelons également que si (W , ≤Ψ1⊕s···⊕sΨn) représente sémantiquement la fusion des états épisté-
miques de Ψ, selon la définition 76 de la page 92, les poids globaux sur lesquels le pré-ordre≤Ψ1⊕s···⊕sΨn est
basé sont tels que :
pΨ1⊕···⊕Ψn(ω) = Σ
n
i=1 pΨi(ω) x
Σ
rC(ξi)−1
j=1 MAXr−1(j)
avec
MAXr−1
C
(j) = maxω′∈W(deg(pr−1
C
(j)(ω
′)) + 1)
De manière similaire, si la base de croyance stratifiée Σ1 ⊗ · · · ⊗ Σn est la base globale utilisée pour la
fusion des états épistémiques de Ψ, selon la définition 85 de la page 101, les poids globaux des formules
(φ, pΣ1⊗s···⊗sΣn(φ)) de Σ1 ⊗ · · · ⊗ Σn sont tels que :
pΣ1⊗···⊗Σn(φ) =
k∑
i=1
ps(φji )(φji )× x
PrB(s(φji ))−1
m=1 MAXr−1
B
(m)
avec
MAXr−1
B
(m) = maxφ′∈Σr−1
B
(m)
(deg(pΣ
r
−1
B
(m)
(φ′)) + 1)
Avant de commencer la démonstration de la proposition 19, nous démontrons en préliminaire certaines
propriétés sur le calculs des poids globaux induites par l’équivalence de C et B
Préliminaires Certaines propriétés simples à démontrer sont necessaires pour démontrer la proposition 19.
Nous présentons ici la liste de ces propritétés.
1. Les rangs absolus des éléments de C et des éléments de B sont égaux. Formellement :
1 ≤ i ≤ n, rC(ξi) = rB(Σi)
Cette propritété découle directement de la définition de l’équivalence entre C et B
2. Pour une base de croyances stratifiée Σi équivalente au couple (W , ≤Ψi), le maximum des degrés des
polynômes pΣi attachés au formules de Σi est égal au maximum des degrés des polynômes pΨi attachés
aux interprétations de W . En effet, d’après la définition de la fonction κ :
∀ω ∈ W , κΣi(ω) = max({sΣi(φ) tq (φ, pΣi(φ)) ∈ Σi et ω 6|= φ})
En utilisant cette fonction dans le calcul des maximums des degrés des polynomes globaux pour les
représentations sémantiques et syntaxiques nous avons :
MAXξi = maxω′∈W(deg(pΨi(ω
′)) + 1)
= maxω′∈W(deg(κΣi(ω
′)) + 1)
= maxφ′∈Σi, ω′ 6|=φ′(deg(pΣi(φ
′)) + 1)
= maxφ′∈Σi(deg(pΣi(φ
′)) + 1)
car toute formule φ′ est falsifiée par au moins un ω′
= MAXΣi
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Nous démontrons maintenant par recurrence la proposition 19. C’est à dire :
∀ω ∈ W ,
κΣ1⊗s···⊗sΣn(ω) = pΨ1⊕···⊕Ψn(ω)
Pour n = 2 Si la fusion selon une stratégie s est effectuée à partir deux états épistémiques. Dans la représen-
tation sémantique la fonction de pondération est définie par :
pΨ1⊕Ψ2(ω) = pΨ1(ω) x
Σ
rC(ξ1)−1
j=1 MAXr−1
C
(j) + pΨ2(ω) x
Σ
rC(ξ2)−1
j=1 MAXr−1
C
(j)
avec
MAXr−1
C
(j) = maxω′∈W(deg(pr−1
C
(j)(ω
′)) + 1)
Soit ω une interprétation de W . Deux cas sont possibles :
i ω |= Σ1 ⊗ Σ2. D’après la construction de la base Σ1 ⊗Σ2, si ω |= Σ1 ⊗ Σ2 alors ω |= Σ1 et ω |= Σ2. On
a donc κΣ1(ω) = 0 et κΣ2(ω) = 0. Par hypothèse, les bases Σ1 et Σ2 sont respectivement équivalentes aux
couples (W , ≤Ψ1) et (W , ≤Ψ2). Nous avons donc κΣ1(ω) = 0 = pΨ1(ω) et κΣ2(ω) = 0 = pΨ2(ω). Le
calcul du poids global pour l’interprétation ω s’écrit :
pΨ1⊕Ψ2(ω) = pΨ1(ω) x
Σ
rC(ξ1)−1
j=1 MAXr−1
C
(j) + pΨ2(ω) x
Σ
rC(ξ2)−1
j=1 MAXr−1
C
(j)
= κΣ1(ω) x
Σ
rC(ξ1)−1
j=1 MAXr−1
C(j) + κΣ2(ω) x
Σ
rC(ξ2)−1
j=1 MAXr−1
C(j)
= 0 x
Σ
rC(ξ1)−1
j=1 MAXr−1
C(j) + 0 x
Σ
rC(ξ2)−1
j=1 MAXr−1
C(j)
= 0 = κΣ1⊗sΣ2(ω)
ii ω 6|= Σ1 ⊗ Σ2. Notons F l’ensemble des formules de Σ1 ⊗ Σ2 falsifiées par ω. Formellement :
F = {(φ, pΣ1⊗Σ2(φ)) ∈ Σ1 ⊗ Σ2 tq ω 6|= φ}
Comme par hypothèse ω 6|= Σ1 ⊗ Σ2, l’ensemble F n’est pas vide. Notons maintenant Fmax l’ensemble des
formules de F de poids maximal suivant ≤s :
Fmax = {(φ, pΣ1⊗Σ2(φ)) ∈ F tq ∀(φ
′, pΣ1⊗Σ2(φ
′)) ∈ F, pΣ1⊗Σ2(φ
′) ≤s pΣ1⊗Σ2(φ)}
L’ensemble Fmax existe et n’est pas vide car le pré-ordre≤s est total. Trois cas se présentent :
– ω 6|= Σ1 et ω |= Σ2. Dans ce cas, l’ensemble des formules de Σ1 ⊗s Σ2 falsifiées par ω est composé
uniquement de formules provenant de Σ1 attachées à un poids global, c’est à dire :
F = {(φ, pΣ1⊗Σ2(φ)) ∈ Σ1 ⊗s Σ2 tq ω 6|= φ et (φ, pΣ1(φ)) ∈ Σ1}
L’ensemble Fmax contient les formules de F dont le poids est maximal. On a donc :
κΣ1⊗sΣ2(ω) = pΣ1⊗Σ2(φ)
Le calcul du poids global pΣ1⊗Σ2(φ) attaché à φ est tel que :
pΣ1⊗Σ2(φ) = pΣ1(φ) × x
PrB(Σ1)−1
m=1 MAXr−1
B(m)
= κΣ1(ω)× x
PrB(Σ1)−1
m=1 MAXr−1
B(m)
car φ et de poids maximal et que ω 6|= φ
Par hypothèse, les bases de croyancesΣ1 et Σ2 étant respectivement équivalentes aux couples (W , ≤Ψ1)
et (W , ≤Ψ2), nous avons que :
κΣi(ω) = pΣi(φ)
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La construction du poids global est telle que :
pΨ1⊕Ψ2(ω) = pΨ1(ω) x
Σ
rC(ξ1)−1
j=1 MAXr−1
C(j) + pΨ2(ω) x
Σ
rC(ξ2)−1
j=1 MAXr−1
C(j)
= κΣ1(ω) x
Σ
rC(ξ1)−1
j=1 MAXr−1
C(j) + κΣ2(ω) x
Σ
rC(ξ2)−1
j=1 MAXr−1
C(j)
= κΣ1(ω) x
Σ
rC(ξ1)−1
j=1 MAXr−1
C(j) + 0 x
Σ
rC(ξ2)−1
j=1 MAXr−1
C(j)
(car ω |= Σ2)
= κΣ1(ω) x
Σ
rC(ξ1)−1
j=1 MAXr−1
C(j)
= κΣ1(ω) x
Σ
rB(Σ1)−1
j=1 MAXr−1
C
(j)
(d’après la propriété 1, 1 ≤ i ≤ n, rC(ξi) = rB(Σi))
= κΣ1(ω) x
Σ
rB(Σ1)−1
j=1 MAXr−1
B
(j)
(d’après la propriété 2)
= pΣ1⊗Σ2(φ)
= κΣ1⊗sΣ2(ω)
(car pΣ1⊗Σ2(φ) est maximal)
Nous vérifions donc bien :
pΨ1⊕Ψ2(ω) = κΣ1⊗sΣ2(ω)
– ω |= Σ1 et ω 6|= Σ2. Ce cas est symétrique au précédent. la formule ψ mais aussi la formule φ ∨ ψ
ne sont pas falsifiées. L’ensemble des formules de Σ1 ⊗s Σ2 falsifiées par ω est composé uniquement de
formules provenant de Σ2 attachées à un poids global, c’est à dire :
F = {(φ, pΣ1⊗Σ2(φ)) ∈ Σ1 ⊗s Σ2 tq ω 6|= φ et (φ, pΣ2(φ)) ∈ Σ2}
L’ensemble Fmax contient les formules de F dont le poids est maximal. On a donc :
κΣ1⊗sΣ2(ω) = pΣ1⊗Σ2(φ)
Le calcul du poids global pΣ1⊗Σ2(φ) attaché à φ est tel que :
pΣ1⊗Σ2(φ) = pΣ2(φ)× x
PrB(Σ2)−1
m=1 MAXr−1
B
(m)
= κΣ2(ω)× x
PrB(Σ2)−1
m=1 MAXr−1
B
(m)
car φ et de poids maximal et que ω 6|= φ
Par hypothèse, les bases de croyances Σ1 et Σ2 étant respectivement équivalentes aux couplesW , ≤Ψ1
et W , ≤Ψ2 , nous avons que :
κΣi(ω) = pΣi(φ)
La construction du poids global est telle que :
pΨ1⊕Ψ2(ω) = pΨ1(ω) x
Σ
rC(ξ1)−1
j=1 MAXr−1
C
(j) + pΨ2(ω) x
Σ
rC(ξ2)−1
j=1 MAXr−1(j)
= κΣ1(ω) x
Σ
rC(ξ1)−1
j=1 MAXr−1
C
(j) + κΣ2(ω) x
Σ
rC(ξ2)−1
j=1 MAXr−1
C
(j)
= 0 + κΣ2(ω) x
Σ
rC(ξ2)−1
j=1 MAXr−1
C
(j)
(car ω |= Σ1)
= κΣ2(ω) x
Σ
rC(ξ2)−1
j=1 MAXr−1
C
(j)
= κΣ2(ω) x
Σ
rB(Σ2)−1
j=1 MAXr−1
C
(j)
(d’après la propriété 1, 1 ≤ i ≤ n, rC(ξi) = rB(Σi))
= κΣ2(ω) x
Σ
rB(Σ2)−1
j=1 MAXr−1
B
(j)
(d’après la propriété 2)
= pΣ1⊗Σ2(φ)
= κΣ1⊗sΣ2(ω)
(car pΣ1⊗Σ2(φ) est maximal)
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Nous vérifions donc bien :
pΨ1⊕Ψ2(ω) = κΣ1⊗sΣ2(ω)
– ω 6|= φ et ω 6|= ψ. Dans ce cas, les trois formules φ, ψ mais aussi φ ∨ ψ sont falsifiées. D’après la
construction de la base de croyance fusionnée, la formule (φ∨ψ, pΣ1⊗Σ2(φ∨ψ) est la formule de poids
maximal. De plus :
pΣ1⊗Σ2(φ ∨ ψ) = pΣ1(φ) × x
PrB(Σ1)−1
m=1 MAXr−1
B
(m) + pΣ2(ψ)× x
PrB(Σ2)−1
m=1 MAXr−1
B
(m)
avec
MAXr−1
B
(m) = maxφ′∈Σr−1
B
(m)
(deg(pΣ
r
−1
B
(m)
(φ′)) + 1)
Les ensembles C et B étant équivalent, nous avons pΣ1(φ) = pΨ1(ω) et pΣ2(ψ) = pΨ2(ω). Nous
pouvons alors écrire :
pΣ1⊗Σ2(φ ∨ ψ)) = pΨ1)(ω)× x
PrB(Σ1)−1
m=1 MAXr−1
B
(m) + pΨ2)(ω)× x
PrB(Σ2)−1
m=1 MAXr−1
B
(m)
avec
MAXr−1
B
(m) = maxφ′∈Σr−1
B
(m)
(deg(pΣ
r
−1
B
(m)
(φ′)) + 1)
D’après la première propriété énnoncée dans les préliminaires nous avons que :
1 ≤ i ≤ n, rC(ξi) = rB(Σi)
Ceci nous permet d’écrire :
pΣ1⊗Σ2(φ ∨ ψ) = pΨ1(ω)× x
PrC(ξ1)−1
m=1 MAXr−1
B
(m) + pΨ2(ω)× x
PrC(ξ2)−1
m=1 MAXr−1
B
(m)
avec
MAXr−1
B
(m) = maxφ′∈Σr−1
B
(m)
(deg(pΣ
r
−1
B
(m)
(φ′)) + 1)
La fonction inverse de rang absolu fait correspondre à un entier i la base de croyance stratifiée Σj
située au rang j dans le pré-ordre absolu. La propriété 1 des préliminaires indique que cette base Σj est
équivalente au coupls (W , ≤Ψj). De plus, d’après la propriété 2 des préliminaires, nous avons :
MAXξi = MAXΣi
Nous pouvons donc écrire :
pΣ1⊗Σ2(φ ∨ ψ) = pΨ1)(ω)× x
PrC(ξ1)−1
m=1 MAXr−1
C
(m) + pΨ2)(ω)× x
PrC(ξ2)−1
m=1 MAXr−1
C
(m)
avec
MAXr−1
C
(m) = maxω∈(W, ≤r−1
C
(m)
(deg(pΨ
r
−1
C
(m)
(ω)) + 1)
On a donc bien :
∀ω ∈ W ,
κΣ1⊗Σ2(ω) = pΨ1⊕Ψ2(ω)
Pour n = n+1 La construction de la base pondérée globale est associative et commutative. Si Σi et Σj sont
deux bases de croyances stratifiées, nous avons :
Σi ⊗ Σj = Σj ⊗ Σi
De plus, si Σk est une troisième base, nous avons :
Σi ⊗ Σj ⊗ Σk = (Σi ⊗ Σj)⊗ Σk = Σi ⊗ (Σj ⊗ Σk)
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Nous pouvons écrire la fusion de n bases de croyances stratifiées comme la fusion du résultat des n − 1
premières bases avec la base n. Ceci revient à fusionner 2 bases de croyances. Formellement :
Σ1 ⊗ · · · ⊗ Σn = (Σ1 ⊗ · · · ⊗ Σn−1)⊗ Σn
Nous avons démontré l’équivalence entre la fusion dans l’approche syntaxique pour deux bases de croyances
stratifiée. D’après la propriété que nous venons d’énoncer, l’équivalence est démontrée au rang n. 
L’exemple suivant illustre l’équivalence entre la fusion au niveau sémantique et la fusion au niveau syn-
taxique.
Exemple 24 Nous reprenons ici les exemples 18 de la page 95 et 22 de la page 105. Ces deux exemples
montre respectivement les aspects sémantique et syntaxique de la fusion d’un ensemble de 3 états épistémiques
Ψ = {Ψ1, Ψ2, Ψ3}.
Dans l’approche sémantique, Ψ est représenté par un ensemble de couples C = {ξ1, ξ2, ξ3} tel que :
ω pΨ1(ω) pΨ2(ω) pΨ3(ω) p⊕(ω)
ω0 x x
2 1 + x 1 + x+ x3 + x6
ω1 0 0 1 1
ω2 1 0 1 1 + x
2
ω3 x x x x+ x
3 + x5
ω4 0 x+ x
2 1 1 + x5 + x6
ω5 0 x+ x
2 x x+ x5 + x6
ω6 x x+ x
2 x x+ x3 + x5 + x6
ω7 x 1 0 x
3 + x4
A chaque couple ξi de C correspond un pré-ordre sur les interprétations représenté par des polynômes.
Dans l’approche syntaxique, Ψ est représenté par un ensemble de bases de croyances stratifiées B =
{Σ1, Σ2, Σ3}. Chaque base est composée de formules pondérées, formellement :
Σ1 = {(¬d, x), (s ∨ o, x), (s ∨ ¬d ∨ o, 1)}
Σ2 = {(¬s, x+ x2), (d ∨ o, x2), (¬d ∨ ¬o, x),
(¬s ∨ ¬d ∨ ¬o, 1)}
Σ3 = {(s, x), (d, x) (o, x), (s ∨ d, 1),
(d ∨ o, 1), (s ∨ o, 1), (s ∨ d ∨ o, 1 + x)}
Avant d’aller plus loin, l’ensemble de couples C doit être équivalent à l’ensemble de bases de croyances
stratifiées B. L’équivalence entre un couple ξi représentant sémantiquement un état épistémique Ψi et une base
de croyances stratifiée Σi est donnée par la définition 70, page 72 que nous rappelons :
∀ω ∈ W , κΣi(ω) = max({pΣi(φ), (φ, pΣi(φ)) ∈ Σi et ω 6|= φ})
Nous avons montré dans l’exemple 13 page 82 que les ensembles C et B sont bien équivalents. D’après la
proposition 19 page 108, le résultat de la fusion des couples de C doit être équivalent au résultat de la fusion de
l’ensemble bases de croyances stratifiées équivalentes B. La fusion au niveau sémantique repose sur le calcul
du poids global de chaque interprétation rappelée ici :
ω rkMAX(ω) rkSUM (ω) rkWS(ω) wLEX(ω) rkGMAX (ω)
ω0 1 4 5 8 4
ω1 1 1 1 5 1
ω2 1 2 2 7 2
ω3 1 3 5 3 3
ω4 1 3 4 6 3
ω5 1 3 4 2 3
ω6 1 4 6 4 4
ω7 1 2 3 1 2
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A partir des poids globaux et des stratégies de fusions nous pouvons construire les pré-ordres globaux :
≤MAX : ω0 = ω1 = ω2 = ω3 = ω4 = ω5 = ω6 = ω7
≤SUM : ω1 < ω2 = ω7 < ω3 = ω4 = ω5 < ω0 = ω6
≤WS : ω1 < ω2 < ω7 < ω4 = ω5 < ω0 = ω3 < ω6
≤LEX : ω7 < ω5 < ω3 < ω6 < ω1 < ω4 < ω2 < ω0
≤GMAX : ω1 < ω2 = ω7 < ω3 = ω4 = ω5 < ω0 = ω6
Le résultat de la fusion est représenté sémantiquement par l’ensemble des interprétations minimales dans le
pré-ordre global choisi. Pour chaque stratégie de fusion les résultats sont donc :
Mod(Bel(Ψ⊕MAX )) = W
Mod(Bel(Ψ⊕SUM )) = {ω1}
Mod(Bel(Ψ⊕WS )) = {ω1}
Mod(Bel(Ψ⊕LEX )) = {ω7}
Mod(Bel(Ψ⊕GMAX )) = {ω1}
Au niveau syntaxique, la fusion repose sur la construction d’une base de croyances stratifiée globale que nous
rappelons ici (pour les détails sur la fusion syntaxique voir l’exemple 22 page 105)
Σ1 ⊗ Σ2 ⊗ Σ3 = { (¬d, x
3), (s ∨ o, x3), (s ∨ ¬d ∨ o, x2), (s, x), (d, x), (o, x), (s ∨ d, 1),
(d ∨ o, 1), (s ∨ o, 1), (s ∨ d ∨ o, 1 + x), (s ∨ ¬d, x + x3), (s ∨ o, x + x3),
(s ∨ ¬d ∨ o, x+ x2), (¬d ∨ o, x + x3), (s ∨ o, 1 + x3), (s ∨ ¬d ∨ o, 1 + x2),
(s ∨ d ∨ o, 1 + x+ x3), (¬s, x5 + x6), (d ∨ o, x6), (¬d ∨ ¬o, x5), (¬s ∨ ¬d ∨ ¬o, x4),
(¬s ∨ ¬d, x3 + x5 + x6), (¬d ∨ ¬o, x3 + x5), (¬s ∨ o, x+ x5 + x6),
(¬s ∨ d, x + x5 + x6), (d ∨ o, x + x6), (d ∨ o, 1 + x6), (¬s ∨ ¬d ∨ ¬o, x3 + x4),
(¬s ∨ ¬d ∨ o, x + x3 + x5 + x6), (¬s ∨ d ∨ o, 1 + x5 + x6),
(s ∨ ¬d ∨ ¬o, x + x5), (s ∨ ¬d ∨ ¬o, x+ x3 + x5),
(s ∨ d ∨ o, x3 + x6), (s ∨ d ∨ o, x + x6),
(s ∨ d ∨ o, x+ x3 + x6), (s ∨ d ∨ o, 1 + x6),
(s ∨ d ∨ o, 1 + x+ x6), (s ∨ d ∨ o, 1 + x3 + x6),
(s ∨ d ∨ o, 1 + x+ x3 + x6),
}
Les résultats de la fusion selon les différentes stratégies sont :
Σ1 ⊗MAX Σ2 ⊗MAX Σ3 = Σ1 ⊗ Σ2 ⊗ Σ3
Σ1 ⊗SUM Σ2 ⊗SUM Σ3 = { (s ∨ d ∨ o, 1 + x+ x3 + x6), (¬s ∨ ¬d ∨ o, x+ x3 + x5 + x6)}
Σ1 ⊗WS Σ2 ⊗WS Σ3 = { (¬s ∨ ¬d ∨ o, x+ x3 + x5 + x6) }
Σ1 ⊗LEX Σ2 ⊗LEX Σ3 = { (s ∨ d ∨ o, 1 + x+ x
3 + x6) }
Σ1 ⊗GMAX Σ2 ⊗GMAX Σ3 = { (s ∨ d ∨ o, 1 + x+ x3 + x6), (¬s ∨ ¬d ∨ o, x+ x3 + x5 + x6)}
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La fusion basée sur MAX n’étant pas adapté à la fusion dans le cadre réversible dont les poids sont des
polynômes à coefficient dans IF2, nous ne détaillons pas ici l’équivalence. Le résultat de la fusion étant en effet
l’ensemble des interprétations.
Pour la fusion basée sur la stratégie SUM :
κΣ1⊗LEXΣ2⊗LEXΣ3(ω1) = pΣ1⊗Σ2⊗Σ3(s ∨ d) = 1
Pour la fusion basée sur la stratégie WS :
κΣ1⊗LEXΣ2⊗LEXΣ3(ω1) = pΣ1⊗Σ2⊗Σ3(s ∨ d) = 1
Pour la fusion basée sur la stratégie LEX , nous avons que :
κΣ1⊗LEXΣ2⊗LEXΣ3(ω7) = pΣ1⊗Σ2⊗Σ3(s ∨ d ∨ o) = 1 + x+ x
3 + x6
Pour la fusion suivant la stratégie GMAX la fonction κ est telle que :
κΣ1⊗LEXΣ2⊗LEXΣ3(ω6) = pΣ1⊗Σ2⊗Σ3(¬s ∨ d ∨ o) = x+ x
3 + x5 + x6
Nous n’avons calculé la valeur de la fonction κ que pour les interprétations faisant parties des résultats de
la fusion, cependant, à partir de la base de croyances stratifiée globale il est possible de calculer l’ensemble
des valeurs des fonctions κ pour toute les stratégies s.
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Chapitre 8
Generalisation de la fusion dans le cadre
réversible
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8.1 Introduction
8.1 Introduction
Le cadre réversible permet d’exprimer des opérateurs de fusions déjà définis (comme les opérateurs à base
de distance) et ainsi d’apporter la réversibilité à des processus de fusions tout en conservant leur caractéris-
tiques.
nous proposons une généralisation du cadre réversible afin de représenter des opérateurs de fusions connus tels
que la fusion à base de distance. La généralisation de la révision réversible est également décrite.
8.2 Fusion à base de distances
La fusion propositionnelle basée sur des distances a été proposée dans [76]. Elle exprimée sémantique-
ment par la fusion d’un ensemble de base de croyances E = {K1, . . . , Kn} pour lesquelles chaque
interprétation ω est associée à un poids d(ω, Ki) représentants la distance ω à la base de croyance Ki.
Pour plus de détail, se reporter au chapitre 4. La distance utilisée est la pseudo distance de Hamming, no-
tée dH , définie comme le nombre de variables propositionnelles pour lesquelles deux interprétations diffèrent.
Plus généralement, Une distance entre une interprétation ω et une base propositionnelle Ki est définie par
d(ω, Ki) = minω′∈Mod(Ki)(d(ω, ω
′)).
8.2.1 Pré-ordre interne
A partir des distances entre les interprétations de W à une base Ki, un pré-ordre interne ≤Ki sur les
interprétation est exprimé tel que :
∀ω, ω′ ∈ W, ω ≤ Kiω
′ ssi d(ω, Ki) ≤ d(ω′, Ki)
A chaque base Ki correspond un pré-ordre interne sur les interprétations ≤ Ki. La fusion à base de distance
spécifie toujours implicitement les pré-ordres internes au moyen de distances.
8.2.2 Pré-ordre externe
La fusion à base de distance doit le plus possible ne privilégier aucune base de croyance par rapport aux
autres afin de respecter les postulats PK (voir le chapitre 4). La notion de pré-ordre externe n’est donc pas très
développée dans ce cadre. Cependant, certains opérateurs de fusion utilise une priorité entre les bases (comme
l’opérateur de somme pondérée). Dans ce cas, a chaque base de croyanceKi est associé un poids ki permettant
de représenter l’importance de la base. Plus le poids ki est grand, plus la base Ki est importante.
8.2.3 Distance globale et fusion
La fusion à base de distance d’un ensemble de croyance repose sur l’expression d’une distance globale
calculée à partir des distances entre une interprétation et les bases de croyances. Cette distance globale varie
selon la stratégie p de fusion choisie. Les stratégies de fusion les plus connues sont la majorité (Σ), la somme
pondérée (WS), l’égalitariste idempotente (MAX ) et l’égalitariste lexicographique (GMAX ). Toutes ces
stratégies sont détaillées au chapitre 4. A chaque stratégie correspond une distance globale définie telle que :
dΣ(ω) =
∑n
i=1 d(ω,Ki)
dWS(ω) =
∑n
i=1 ki ∗ d(ω,Ki)
dMAX (ω) = maxi=1,···,n(d(ω,Ki))
dMAX (ω) = (x1, · · · , xn) ∈ IRn, ∀j, 1 ≤ j ≤ n, ∃i ∈ IN,
tel que xj = d(ω, Ki) et ∀k ∈ IN, 1 ≤ k ≤ j − 1
on a xk ≤ xj
Le résultat de la fusion est la base de croyance ∆(E) composée de l’ensemble des interprétationsW et munie
du pré-ordre total ≤p. Les croyances préférées sont les interprétations minimales pour ≤p. L’exemple suivant
illustre la fusion à base de distances.
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Exemple 25 Reprenons l’exemple 1 de la page 46. L’ensemble de bases de croyances à fusionner est défini par
E = {K1, K2, K3} avec K1 = (s ∧ ¬f) ∨ c), K2 = (s ∨ c) ∧ p et K3 = ¬c ∧ ¬s ∧ p. Les distances entre
les interprétations et les bases ainsi que les distances globales sont données dans le tableau 8.1. Les stratégies
ω d(ω,K1) d(ω,K2) d(ω,K3) Σ MAX WS GMAX
ω0 = {¬p,¬f,¬s,¬c} 1 2 1 4 2 6 (2, 1, 1)
ω1 = {¬p,¬f,¬s, c} 0 1 2 3 2 7 (2, 1, 0)
ω2 = {¬p,¬f, s,¬c} 0 1 2 3 2 7 (2, 1, 0)
ω3 = {¬p,¬f, s, c} 0 1 3 4 3 10 (3, 1, 0)
ω4 = {¬p, f,¬s,¬c} 1 2 1 4 2 6 (2, 1, 1)
ω5 = {¬p, f,¬s, c} 0 1 2 3 2 7 (2, 1, 0)
ω6 = {¬p, f, s,¬c} 1 1 2 4 2 8 (2, 1, 1)
ω7 = {¬p, f, s, c} 0 1 3 4 3 10 (3, 1, 0)
ω8 = {p,¬f,¬s,¬c} 1 1 0 2 1 2 (1, 1, 0)
ω9 = {p,¬f,¬s, c} 0 0 1 1 1 3 (1, 0, 0)
ω10 = {p,¬f, s,¬c} 0 0 1 1 1 3 (1, 0, 0)
ω11 = {p,¬f, s, c} 0 0 2 2 2 6 (2, 0, 0)
ω12 = {p, f,¬s,¬c} 1 1 0 2 1 2 (1, 1, 0)
ω13 = {p, f,¬s, c} 0 0 1 1 1 3 (1, 0, 0)
ω14 = {p, f, s,¬c} 1 0 1 2 1 4 (1, 1, 0)
ω15 = {p, f, s, c} 0 0 2 2 2 6 (2, 0, 0)
TAB. 8.1 – Représentation du calcul des distances locales et globales pour les opérateurs de fusion Σ, WS, MAX ,
GMAX
de fusion permettent de construire des résultats différents. En effet, Σ donne la priorité aux interprétations
ω9, ω10,ω13 satisfaisant une majorité de bases. La stratégie WS choisit quant à elle ω8 et ω12 car ce sont les
interprétations qui satisfont K3 dont le poids est le plus important. Avec MAX , les interprétations préférées
sont ω8, ω9, ω10, ω12, ω13, ω14. Nous remarquons que GMAX sélectionne les même interprétations que
MAX . Plus formellement :
Mod(∆Σ(E)) = {ω9, ω10, ω13}
Mod(∆WS) = {ω8, ω12}
Mod(∆MAX ) = {ω8, ω9, ω10, ω12, ω13, ω14}
Mod(∆GMAX ) = {ω8, ω9, ω10, ω12, ω13, ω14}
8.2.4 Représentation dans le cadre réversible
Dans le cadre réversible, pour chaque base Ki la correspondance entre distance et poids interne est définie
par :
pKi(ω) = d(ω, Ki)
Les poids internes sont des polynômes constants. Lors de la fusion de n bases propositionnelles le calcul du
poids global est effectué comme exposé dans la section 7.1.2 les opérateurs de fusion à base de distance sont
représentés dans le cadre réversible par des pré-ordres sur les polynômes. Les pré-ordres≤MAX ,≤SUM ,≤WS
et≤GMAX donnés en 5.2, page 52 sont utilisés pour comparer les polynômes correspondant aux poids globaux
pour les opérateurs de fusion MAX , SUM , WS et GMAX donnés dans [53]. Comme dans [12] le cadre
proposé donne une contrepartie syntaxique pour les opérations de fusion à base de distance et de plus le cadre
proposé apporte la réversibilité aux approches sémantique et syntaxique.
Nous pouvons également exprimer la révision d’un épistémique par un autre état épistémique dans notre
cadre et le généraliser à la fusion d’états épistémiques. Soit Ψ1, . . . , Ψn, n états épistémiques. Chaque état
épistémique Ψi peut être représenté par un pré-ordre total sur les interprétations≤Ψi ou par une base pondérée
Σi. Pour la révision, n = 2. Nous pouvons exprimer la révision dans notre cadre pour l’approche sémantique
en représentant les deux états épistémiques Ψ1 et Ψ2 par deux pré-ordres internes sur les interprétations ≤Ψ1
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et ≤Ψ2 . Pour la révision de Ψ1 par Ψ2 nous avons comme pré-ordre externe Ψ1 <E Ψ2. Pour la révision avec
mémoire proposée dans [67], le pré-ordre global sur les interprétations est obtenu en utilisant le pré-ordre lexi-
cographique≤LEX sur les polynômes défini en 5.2, page 52. Avec ces hypothèses, nous retrouvons les résultats
de [16]. Pour l’approche syntaxique, les deux états épistémiques Ψ1 et Ψ2 sont représentés respectivement par
deux bases pondérées Σ1 et Σ2. Le pré-ordre externe est le même que pour l’approche sémantique Ψ1 <B Ψ2.
Après construction du poids global, le pré-ordre global sur les formules est obtenu en utilisant le pré-ordre
lexicographique sur les polynômes. Pour n > 2, et pour des états épistémiques représentés par des pré-ordres
totaux, le cadre réversible proposé permet de représenter la fusion d’états épistémiques.
8.3 Révision réversible
Nous montrons maintenant comment notre cadre pour la fusion réversible permet de généraliser l’approche
proposée en [16] pour la révision réversible d’un point de vue sémantique et d’un point de vue syntaxique.
La révision d’états épistémiques peut être vue comme particulier de la fusion d’états épistémiques où l’on
dispose de deux états épistémiques Ψ1 et Ψ2 avec un état prioritaire par rapport à l’autre.
8.3.1 Approche sémantique
Dans la section 7.1 page 88, un ensemble d’états épistémiques Ψ = {Ψ1, . . . , Ψn} est représenté par un
ensemble de couples C = {ξ1, . . . , ξn}. Le poids global externe est donné par :
q⊕ = Σ
n−1
i=0 qC(ξi+1)x
i
Les poids globaux attachés aux interprétations sont tels que :
pΨ1⊕···⊕Ψn(ω) = Σ
n
i=1 pΨi(ω) x
Σ
rC(ξi)−1
j=1 MAXr−1
C
(j)
avec
MAXr−1
C
(j) = maxω′∈W(deg(pr−1
C
(j)(ω
′)) + 1)
Dans le cas de la révision, Ψ = {Ψ1, Ψ2} avec par exemple Ψ1 < Ψ2, ce qui est représenté par un ensemble
de couples C = {ξ1, ξ2} avec ξ2 <C ξ1 La fonction de pondération interne est donc telle que qC(ξ1) = 1 et
qC(ξ2) = 2. Le poids externe global est alors :
q⊕ = qC(ξ1) + qC(ξ1)x = 1 + 2x
La fonction de rang absolu rC est telle que rC(ξ1) = 1 et rC(ξ2) = 2, son inverse r1C étant tel que r
−1
C (1) = ξ1
et r−1C (2) = ξ2. Le calcul du poids global attaché aux interprétations est le suivant :
pΨ1⊕···⊕Ψn(ω) = Σ
n
i=1 pΨi(ω) x
Σ
rC(ξi)−1
j=1 MAXr−1
C
(j)
= pΨ1(ω) x
0 + pΨ2(ω) x
MAX
r
−1
C
(1)
= pΨ1(ω) x
0 + pΨ2(ω) x
MAXξ1
C’est exactement la définition proposée pour l’approche sémantique de la révision d’un état épistémique
par un autre dans [16]. La stratégie de fusion utilisée est alors LEX , qui donne la priorité aux interprétations
modèles des croyances apportées par Ψ1.
8.3.2 Approche syntaxique
Dans la section 7.2 page 98, un ensemble d’états épistémiques Ψ = {Ψ1, . . . , Ψn} est représenté par un
ensemble de bases de croyances stratifiées B = {Σ1, . . . , Σn}. Le poids global externe est donné par :
q⊗ = Σ
n−1
i=0 qB(Σi+1) x
i
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Le poids global associé à chaque formules composant la base de croyances pondérée globale est donné par :
pΣ1⊗···⊗Σn(Dk) =
k∑
i=1
ps(φji )(φji )× x
PrB(s(φji ))−1
m=1 MAXr−1(m)
avec Dk une disjonction de k formules provenant de k bases stratifiées et :
Σ1 ⊗ · · · ⊗ Σn =
n⋃
k=1
{(Dk, p⊗(Dk))}
Dans le cas de la révision, n = 2 et B = {Σ1, Σ2} avec par exempleΣ1 <B Σ2. La fonction de pondération
sur les bases de croyances stratifiées est donnée par qB(Σ1) = 1 et qB(Σ2) = 2. Le poids global externe est
donc :
q⊗ = Σ
n−1
i=0 qB(Σi+1) x
i = qB(Σ1) + qB(Σ2)x = 1 + 2x
La fonction de rang absolu rB est telle que rB(Σ1) = 1 et rB(Σ2) = 2. Son inverse r−1B est quand à elle
définie par r−1B (1) = Σ1 et r
−1
B (2) = Σ2. La base de croyances stratifiée globale est dans notre cas :
Σ1 ⊗ Σ2 = {(φ, p⊗(φ)) | (φ, pΣ1(φ)) ∈ Σ1}
∪ {(ψ, p⊗(ψ)) | (ψ, pΣ2(ψ)) ∈ Σ2}
∪ {(φ ∨ ψ, p⊗(ψ)) | (φ, pΣ1(φ)) ∈ Σ1, (ψ, pΣ2(ψ)) ∈ Σ2}
Les poids globaux des formules sont tels que pour trois formules φ, ψ et φ ∨ ψ de Σ1 ⊗ Σ2, avec
(φ, pΣ1(φ)) ∈ Σ1 et (ψ, pΣ2(φ)) ∈ Σ2 nous avons :
p⊗(φ)) =
∑k
i=1 ps(φji )(φji )× x
PrB(s(φji ))−1
m=1 MAXr−1(m)
= pΣ1(φ)x
0
= pΣ1(φ)
p⊗(ψ)) =
∑k
i=1 ps(φji )(φji )× x
PrB(s(φji ))−1
m=1 MAXr−1(m)
= pΣ2(ψ)x
MAXΣ1
= pΣ2(ψ)x
p⊗(φ ∨ ψ)) =
∑k
i=1 ps(φji )(φji )× x
PrB(s(φji ))−1
m=1 MAXr−1(m)
= pΣ1(φ)x
0 + pΣ2(ψ)x
MAXΣ1
= pΣ1(φ) + pΣ2(ψ)x
Nous retrouvons bien les définitions proposées pour l’approche syntaxique de la révision d’états épisté-
miques dans [16]. La stratégie permettant d’exprimer la révision est toujours LEX
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Troisième partie
Fusion de conaissances dans le cadre
d’Arpenteur
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Introduction
Nous proposons maintenant d’utiliser les techniques développées dans le cadre propositionnel afin de mettre
en place des processus de fusion d’ensembles d’objets mesurée. Ce travail est basé sur la notion d’ensembles
d’incohérence et de restauration de cohérence. Nous décrivons tout d’abord une représentation des entités en
logique des prédicats instanciée utilisée pour définir la notion de cohérence d’un ensemble d’objets. Cette no-
tion nous permet de construire des ensembles d’incohérence pointant les objets apportant l’incohérence lors
de l’agrégation de plusieurs relevés. Deux méthodes de construction des ensembles sont présentées, l’une
matricielle, l’autre basée sur les R-ensembles [65]. Nous présentons ensuite une formalisation de la fusion
d’ensembles d’objets à partir des ensembles d’incohérence. Pour cela, Nous proposons trois techniques de
rétablissement de cohérence : une méthode automatique, une méthode manuelle et une méthode hybride (ou
automatisée).
Cette partie est composée de trois chapitres. Le chapitre 9 présente tout d’abord un bref état de l’art sur
la photogrammétrie, son historique et ses principes. L’organisation de l’outil Arpenteur et son fonctionnement
sont ensuite décrits. Le chapitre 10 apporte une nouvelle représentation des connaissances mise en place au
sein d’arpenteur. Cette représentation, appelée représentation par entité, est issue de la représentation initiale
d’Arpenteur étendue grâce à la notion de contraintes intrinsèques et extrinsèques. Le chapitre 11 illustre l’ap-
plication du cadre de fusion réversible développé au chapitre ?? à la représentation par entité. Il est composé
d’une formalisation en logique des prédicats instanciés d’un ensemble d’objets représentés par des entités, de
la proposition de deux méthodes de détection d’incohérence à partir de cette nouvelle formalisation et de la
mise en place de trois méthodes de fusion utilisables : La fusion automatique, la fusion manuelle et la fusion
automatisée.
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Chapitre 9
Etat de l’art
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9.1 La photogrammétrie
9.1 La photogrammétrie
Nous proposons ici un bref état de l’art sur la photogrammétrie. Cette section est inspirée de [29], qui peut
être consulté pour plus de détails. Le mot « Photogrammétrie » est énoncé pour la première fois en 1893 par l’ar-
chitecte allemand Albrecht Meydenbauer 1. Le mot photogrammétrie provient des mots grecs photos (lumière),
gramma (chose écrite ou dessinée) et metron (mesure) et désigne la technique qui permettait à Meydenbauer de
poursuivre ses relevés de monuments.
En 1980, dans la quatrième édition du « Manual of photogrammetry » [64], l’American Society of Phot-
grammetry en donne une définition incluant la télédétection et des modes d’enregistrement des images allant
de la vidéo aux images radar en passant par les photographies ultraviolet ou infrarouge.
« La photogrammétrie est la science ou la technique permettant d’obtenir des informations fiables sur
l’espace naturel ou sur des objets physiques par l’enregistrement, la mesure et l’interprétation d’images photo-
gramhiques ou produites par rayonnement électromagnétique ou autre phénomènes2 ». Implicitement, la notion
de mesure est associée au terme de photogrammétrie.
9.1.1 Histoire de la photogrammétrie
C’est en 1852 que le capitaine Aimé Laussedat (officier du génie civil et savant) remplace les perspectives
dessinées par des photographies et nomme le procédé « Métrophotographie ». En 1861, Laussedat réalise le
premier relevé topographique complet sur le village de Buc, près de Versailles, à l’aide de huit prises de vues.
En Allemagne, Meydenbauer utilise dès 1858 la photographie pour des travaux de rénovation de la cathé-
drale de Wetzlar. Il introduit le terme « Photogrammétrie » en 1893 et celui ci est utilisé depuis dans toutes les
langues. Meybendauer à fondé à berlin le Messbildanstalt qui a mémorisé le patrimoine architectural allemand
en réalisant près de 76000 clichés de 1885 à 1945.
La photogrammétrie doit son essor grâce au besoin d’une cartographie avec altimétrie. Elle s’organise alors
autour de la vision stéréoscopique qui permet de l’obtenir aisément. Bien que les principes de la perception
du relief soient connus depuis longtemps, il fallu attendre 1902 pour voir fabriqué par Edouard Deville le
premier appareil de restitution utilisant la vision stéréoscopique. Celle-ci permet une identification sure des
points homologues sur deux photographies. Cependant, l’appareil de Deville est difficile d’emploi et ne permet
pas une reproduction rigoureuse du terrain, il ne parvient donc pas à s’imposer.
En 1911, la compagnie Carl Zeiss, à Iena, construit le premier vrai stéréorestituteur, au sens moderne du
terme, appelé Stéréautographe. Cet appareil permet mécaniquement le tracer en continu de courbes de niveaux,
le repère spatial de mesure étant guidé stéréoscopiquement par l’opérateur.
Des lors, les avancées dans le domaines de la photogrammétrie vont de pair avec les progrès dans la concep-
tion et la fabrication d’appareils restitution et des chambres de prises de vues. La cartographie à partir de prises
de vues aériennes est notamment développée.
A partir de 1970, Les moyens de calcul ainsi que les capteurs optiques se sont développés. L’apparition de
nouvelles contraintes, dues en partie au milieu industriel, a amené l’émergence d’une technique nouvelle : la
photogrammétrie terreste, ou « close-range photogrammetry ». Cette nouvelle technique à permis un renouvel-
lement important des outils et des processus de mesure. Pour des raisons de coût et de commodités d’emploi, on
a cherché à utiliser des appareils plus légers utilisant des supports d’enregistrement numériques (vidéo, CCD3).
La multiplication des images et les progrès des calculateurs ont permit l’émergence de nouvelles méthodes de
calcul d’orientation comme l’ajustement de faisceaux. A partir de cette technique, les méthodes d’étalonnage
des paramètres internes des caméras vont considérablement ouvrir le champ d’application de la photogrammé-
trie.
Parallèlement, en 1964 que le sous-marin Asherah, avec le soutien financier de la National Geographic
Society, a inauguré en Turquie, par 35 m de fond, les toutes premières prises de vues stéréoscopiques sous-
marines, sur l’épave byzantine Yassi Ada 2 [8][9]. Les liens entre la photogrammétrie et l’archéologie subaqua-
tique et sous-marine allaient de plus en plus se renforcer au fil du temps grâce à l’évolution des techniques et
du matériel. Cependant, la photogrammétrie est encore très peu employée en archéologie sous-marine.
130 avril 1834 - 15 Novembre 1921
2Traduction de Gilles Gaillard, 1992
3Charge-Coupled Device, ou détecteur à couplage de charge
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9.1.2 Principe de la photogrammétrie
La photogrammétrie utilise des méthodes provenant de disciplines telles que l’optique et la géométrie pro-
jective. Elle permet de localiser dans un espace 3D des points d’une scène en utilisant les propriétés optiques
des appareils de prises de vues. Nous rappelons maintenant quelque notations courantes en photogrammétrie.
Une caméra désigne un appareil de prise de vue permettant de projeter une scène en 3D sur un support 2D
selon les lois de l’optique.
Le capteur est le support sur lequel les points de la scène sont projetés et enregistrés par le système optique
de la caméra.
Les points image sont les points 2D sur le capteur représentant un point P de la scène. Les points images
sont notés pn, où n désigne la caméra par laquelle P est projeté.
Des points homologues désignent les points images représentant le même point de la scène sur des capteurs
différents.
Le centre de perspective d’une caméra est le centre de perspective du système optique. Par convention, le
centre optique d’une caméra n est noté On.
La droite de visée d’un point P pour une caméra n est la droite passant par le point image pn de P et le
centre de perspective On de la caméra.
La mesure photogrammétrique d’un point P d’une scène repose sur le calcul de l’intersection des droites
de visées de P , comme illustré en figure 9.1. En réalité, à cause d’erreurs diverses (perspective non centrale,
Scène
observée
Droites 
de visée
P
Q
q1
p1
q2 p2
Centres optiques
Capteurs
o1 o2
FIG. 9.1 – Principe de la photogrammétrie.
aberration des systèmes optiques, distorsion, déformation du capteur, etc. . .) les deux droites de visées ne se
coupent jamais dans l’espace. Le point P est alors assimilé au milieu de la perpendiculaire commune aux deux
droites (O1P1) et (O2P2). Le relevé photogrammétrique est le processus permettant de produire un modèle 3D
d’une scène à partir de photographies.
9.1.3 Relevé photogrammétrique
Le relevé photogrammétrique repose sur des calculs géométriques complexes. Ce travail de thèse reposant
sur la photogrammétrie sans apporter de contribution au techniques fondementale de ce domaine, nous ne
détaillons pas ici de manière exhaustive toutes les étapes du processus de restitution. Pour plus de détails, se
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référer à [29], [19] et [64]. Le processus de relevé photogrammétrie peut être divisé en deux phases principales.
La première est la phase comprend la préparation du site, du matériel de prise de vue, sa calibration si nécessaire
et la prise de vue elle même. La calibration permet de déterminer l’orientation interne des cameras, c’est à dire
les paramètres géométriques de la transformation effectuée par les cameras lors de la prise de vues.
La deuxième phase est celle de la restitution photogrammétrique qui traite les photographies afin de procé-
der aux mesures. La restitution est elle même composée de l’orientation des photographies, durant laquelle la
position des cameras dans l’espace est déterminée et de la mesure des objets.
La photogrammétrie est un processus de mesure indirect qui peut être divisé en étapes accomplies à des mo-
ments différents. La préparation du site et la prise de vue ont lieu in-situ. La calibration des cameras, l’orienta-
tion et la mesure peuvent êtres quant à elles effectués en laboratoire. La figure 9.2 illustre les différentes étapes
dans le processus de relevé.
Calibration 
de la camera
Orientation 
des 
photographies
Restitution 
des objets
Production 
des 
résultats
Prise de vue
Préparation 
du site
FIG. 9.2 – Processus de relevé photogrammétrique.
Le premier résultat du relevé photogrammétrique est un ensemble de points observés dans l’espace. A partir
de ces points, il est possible de procéder à des mesures, de construire des primitives géométriques ou encore
une représentation 3D des objets, si les observations sont suffisantes.
9.2 Le projet Arpenteur
9.2.1 Historique
Le projet Arpenteur (An Architectural PhotogrammEtry Network Tool for Education and Research) à été
initié par Pierre Drap, Gilles Gaillard et Pierre Grussenmeyer en 1998 [31]. Il s’agit d’un ensemble d’outils lo-
giciels pour la photogrammétrie développés originellement par les équipes GAMSAU4 et PAGE5 du laboratoire
MAP (Modèles et simulations pour l’Architecture, l’urbanisme et le Paysage, umr CNRS 694).
Les justifications originelles du projet étaient :
– Le besoin pour les domaines de l’éducation et de la recherche d’un outil permettant à des équipes éloi-
gnées de travailler sur des sites communs et d’échanger leurs résultats.
– Le développement d’un outil dédié à l’architecture profitant de l’expertise des deux équipes GAMSAU et
PAGE dans les domaines de la photogrammétrie et de la représentation des connaissances architecturales.
– La mise en place d’un système de photogrammétrie léger et simple, adapté à la photogrammétrie terrestre.
4École supérieure d’architecture de Marseille
5Institut National des Sciences Appliquées, Strasbourg
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En tant que système photogrammétrique, Arpenteur s’appuie sur des choix techniques et conceptuels.
Le premier choix consiste à utiliser des images digitales obtenues à l’aide d’appareils de photographie
numérique que l’on trouve aujourd’hui dans le commerce et dont certains présentent des caractéristiques suf-
fisantes en ce qui concerne la qualité des images. Ces images numériques offrent également à l’utilisateur des
outils de traitement qui automatisent certaines tâches habituellement réalisées par un opérateur humain (Logi-
ciels de traitement d’images, ...). Enfin, elles permettent l’intégration totale de la chaîne de traitement depuis
les photographies jusqu’à certains résultats finaux comme la visualisation en 3 dimensions dans les logiciels de
CAO DAO 3D.
Cette intégration est mise à profit pour servir un autre choix conceptuel fondé sur l’idée d’un proces-
sus guidé par les connaissances relatives au domaine. Concernant l’architecture, aussi bien que l’archéologie,
il s’agit de permettre à l’expert du domaine d’exploiter ses connaissances pour produire un résultat le plus
conforme possible à ses voeux. Le résultat peut se présenter sous la forme de documents de relevé, de fichiers
dédiés à la visualisation ou un corpus destiné à une base de donnée.
9.2.2 Mesure fondée sur la connaissance
Arpenteur utilise les connaissances de l’expert tout au long du relevé. Il utilise diverses connaissances afin
d’alléger les différentes étapes du processus. L’utilisation des connaissances des experts est faite de plusieurs
manières différentes. Tout d’abord, la connaissance des objets à mesurer permet de proposer une interface de
mesure très adaptée aux différents contextes (Archéologie sous-marine, architecture, biologie sous marine).
Ensuite, l’utilisation d’un modèle théorique des objets mesurés permet de définir des valeurs par défaut et
pour certains un modèle 3D. Les objets restitués sont le résultat de la fusion de modèles théoriques et des
observations. Enfin, un relevé photogrammétrique peut produire une grande quantité de résultats. Il convient
donc de savoir les organiser, les présenter et les utiliser en les mêlant à d’autres données.
Il s’agit ici d’utiliser les capacités de la photogrammétrie pour faire un pas vers un système d’information
patrimonial liant les données géo référencées à un ensemble de données préexistantes. Les modèles 3D générés
pouvant servir d’interface vers des bases de données maintenues et mises à jour séparément et indépendamment
du relevé photogrammétrique.
9.3 Processus de restitution
Arpenteur est un outil de mesure photogrammétrique fondé sur la connaissance. Son but est de permettre la
restitution d’un site archéologique, architectural ou encore zoologique en mêlant un relevé photogrammétrique
à de la connaissance experte.
La plupart des systèmes ou outils de mesures actuels produisent de la géométrie qui, bien que très complète
et fidèle à l’objet original, ne reflète qu’une partie des connaissances exprimables sur l’objet. Le lien entre le ré-
sultat de la mesure et les connaissances des experts du domaine et fait en aval et indépendamment du processus
de mesure. Arpenteur permet non seulement d’intégrer de la connaissance à la géométrie produite, mais aussi
de piloter la création de cette géométrie. Son fonctionnement général est décrit par le schéma d’utilisation 9.3.
L’outil repose sur l’existence d’un modèle photogrammétrique préalable. Un modèle photogrammétrique est un
ensemble de photographies orientées dans l’espace (pour plus de détail voir la section 9.1, en page 128). Cet en-
semble de photographies peut être disponible localement ou sur un serveur distant. Une fois un modèle chargé,
l’utilisateur procède à la mesure des objets via l’interface dédiée. Celle-ci est composée d’un module de digi-
talisation, permettant la mesure photogrammétrique des objets, ainsi que d’un module de saisie d’informations
diverse relatives à la description des objets. Une fois la digitalisation et l’ajout d’informations terminées, la
mesure de l’objet est obtenue par restitution de celui ci. La restitution peut être soit numérique, soit logique. La
restitution numérique est la méthode la plus simple. Elle est basée exclusivement sur des calculs géométriques.
La restitution logique repose sur un système expert qui à partir des points 3D mesurés détermine la façon opti-
male de procéder aux mesures et à la reconstruction 3D pour que l’objet restitué soit le plus proche possible de
la réalité [28]. Nous présentons maintenant une description du processus de mesure vu par l’utilisateur.
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FIG. 9.3 – Fonctionnement de l’outil de mesure Arpenteur.
9.3.1 Processus de mesure
Nous ne revenons pas ici sur la manière d’obtenir un modèle photogrammétrique, celle ci étant décrite
en section 9.1. Après avoir choisi un modèle, l’utilisateur peut entamer la mesure grâce à l’interface dédiée,
comme nous le voyons en figure 9.4. L’interface de mesure est composée de trois modules différents :
FIG. 9.4 – Interface utilisateur de l’outil de mesure.
– Le panneau d’affichage des photographies et de pointage est dédié à la mesure photogrammétrique. L’uti-
lisateur marque un même point sur les deux photographies afin de permettre le calcul de la position du
point dans l’espace ;
– Le module de digitalisation principal permet le contrôle du panneau de pointage et l’activation d’aides à
la mesure, comme l’utilisation de la ligne épipolaire ou encore de la correlation ;
– Le module de saisie spécifique au domaine d’étude est le lien principal entre les connaissances expertes
et les mesures photogrammétriques. Ce module est propre aux objets étudiés (amphore, corail, bloc). La
figure 9.5 nous montre le module de saisie pour des amphores. Dans ce module, l’utilisateur peut sélec-
tionner la zone de l’objet qu’il mesure par photogrammétrie et digitaliser des points sur les photographies
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afin de permettre le calcul de la géométrie de l’objet.
Le module de saisie est aussi l’interface permettant de recueillir les informations non mesurables directe-
ment. Des formulaires spécifiques permettent de saisir des informations utiles aux experts. Dans le cadre de la
mesure d’amphores, le panneau de saisie (que nous voyons en figure 9.5) permet de prendre en compte le type
de l’amphore, s’il s’agit d’une amphore entière ou brisée en fragments, le nombre de fragments des informa-
tions textuelles sur sa localisation ou encore sur ses identifiants de fouille. Une fois la digitalisation terminée,
FIG. 9.5 – Module de saisie spécifique aux amphores.
la création de l’objet mesuré passe par sa restitution. La restitution est demandée grâce au bouton de restitution
présent sur le module de saisie spécifique.
9.3.2 Restitution des objets
Le projet Arpenteur vise à intégrer de la connaissance au processus de mesure. Une des composantes de
cette intégration est l’utilisation d’un système expert pour la restitution des objets [28]. Dans de nombreux
cas, comme pour la mesure d’amphores, l’objet ne peut pas être mesuré entièrement. Celui-ci peut en effet
être partiellement détruit ou invisible. Cependant, les objets pour lesquels nous pouvons définir des modèles
géométriques peuvent être reconstruits grâce à des hypothèses de reconstructions. Les hypothèses de recons-
tructions ainsi que les observations faites durant la saisie photogrammétrique sont utilisées afin de produire une
liste d’action permettant la restitution des objets mesurés. La figure 9.6 illustre le fonctionnement du système
expert et la génération d’actions de restitution. La figure 9.6 illustre le mécanisme. La restitution est basée sur
deux sources de données :
– Le modèle théorique contient les descriptions des objets à mesurer. Il contient aussi la description de
toutes les actions de restitution ainsi que celle les faits permettant de déclencher une action. Un fait
peut être observé ou inféré. Dans le premier cas, il représente une observation directe. Dans le second,
il représente le résultat d’une inférence du système. Le lien entre un ensemble de faits et une action
correspondante est fait au moyen de règles de restitution. Le modèle théorique contient également un
ensemble de valeurs par défaut pour les objets à mesurer.
– Les observations sont les données directement recueillies durant la phase de saisie. Elles se composent
d’informations numériques ou textuelles relative aux objets que l’on veut reconstruire. Pour la plus
grande partie ces observations sont composées de points dans l’espace calculés par photogrammétrie.
A partir des deux sources, nous construisons une base de connaissance composée d’une base de faits et d’une
base de règle. Les faits sont groupés en deux grande catégorie.
– Les faits initiaux sont directement créés à partir des observations et du modèle théorique et ne sont pas
modifiables au cours de l’inférence.
– Les faits inférés sont générés au cours de l’inférence. Une partie ce ces faits compose l’ensemble des
faits d’action, qui décrivent les action à mener pour mesurer les objets.
Fusions de connaissances: Applications aux relevés
photogrammétriques de fouilles archéologiques sous-marines
135
9.3 Processus de restitution
FIG. 9.6 – Schéma de fonctionnement du système à base de connaissance.
Lorsque l’inférence est terminée, une liste d’action de mesure est disponible est permet la restitution de l’objet.
Les actions peuvent utiliser des données observées mais aussi des valeurs par défaut données par le modèle
théorique. Si les observations disponibles sont peu nombreuse ou de mauvaise qualité, les actions listés auront
tendance à utiliser beaucoup de valeurs par défaut. L’objet restitué se rapprochera alors du modèle théorique.
La sauvegarde de la liste des actions utilisées pour restituer l’objet permet à l’utilisateur de savoir quelles sont
les observations problématiques ou manquante pour une restitution plus juste.
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Chapitre 10
Représentation des connaissances dans le
cadre d’Arpenteur
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10.1 Connaissances pluridisciplinaires
Introduction
Le but du projet Arpenteur et de fournir aux experts de différents domaines de recherche un ensemble
d’outils de mesures utilisables sans nécessiter l’intervention d’un spécialiste [32] [30].
Le développement de tels outils repose sur la collaboration d’experts de différents domaines de recherche
avec des spécialistes de la mesure [33]. Le transfert de connaissance entre tous les acteurs impliqués nécessite
la mise en place d’une représentation des connaissances adéquate.
Dans cette partie nous décrivons les connaissances qui entrent en jeu dans le processus de développement
des outils et nous proposons une représentation basée sur la notion d’entité introduite par Pierre Drap [29].
FIG. 10.1 – Création d’un outil de mesure fondé sur la connaissance experte..
La figure 10.1 illustre le processus de développement d’un outil de mesure en utilisant basé sur des entités.
Nous présentons maintenant la méthode de création d’entités et leur utilisation.
10.1 Connaissances pluridisciplinaires
Le développement d’outils de mesures destinés à des non spécialistes est articulé autour de deux axes :
– Cerner les besoins des experts du domaine.
– Mettre en place des méthodes de mesures répondant aux besoins.
Une réponse au problème posé par ces deux axes est la mise en place de concepts représentant des objets
rassemblant les attentes des experts et capable d’être mesurés. Ces objets peuvent être des objets physiques ou
des ensembles de données nécessaire au travail des experts et pouvant être déterminées lors du processus de
mesure.
A partir de cette description informelle, nous pouvons réduire notre notion de domaine de connaissance
à l’ensemble des connaissances liées aux objets. Par exemple, dans le cadre de l’archéologie sous marine,
le domaine de connaissance se compose de modélisations des objets archéologiques (amphores, morceaux
d’épaves) comprenant entre autre des valeurs métrologiques, des attributs de consistance, des datations, des
information bibliographiques [70] [25] [34].
A partir de la notion de domaine adaptée à nos besoins, nous pouvons adapter également la notion d’expert.
Nous appelons expert d’un domaine une personne servant d’interface entre un domaine et des personnes exté-
rieures à celui-ci. Un domaine peut biensur avoir plusieurs experts et les photogrammètres peuvent être vus eux
même comme des experts.
La création d’un système de mesure fondé sur la connaissance nécessite la collaboration d’au moins un
expert d’un domaine avec un expert de la mesure. Cette collaboration n’est possible que si un formalisme de
représentation des connaissances permettant de représenter les connaissances nécessaires issues des domaines
différents est défini.
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10.2 Fondements du projet Arpenteur et premier formalisme de repré-
sentation
Le projet Arpenteur a été développé pour répondre à un manque d’intégration entre mesure et connaissance
dans le domaine de l’architecture. Les fondements d’un outil de mesure à base de connaissances ont été dé-
veloppes dans le cadre du projet PAROS [29]. Comme le montre la figure 10.2. Le projet PAROS avait pour
FIG. 10.2 – Schéma général du projet PAROS
but d’utiliser les connaissances architecturales afin de rectifier ou compléter des mesures d’édifices. Ces me-
sures pouvant être photogrammétriques ou topographiques. Plus spécifiquement, de la connaissance issue du
domaine architectural dirige un processus de mesure. Une fois le processus terminé, la connaissance est utilisée
pour construire des modèles géométriques et diagnostiquer des erreurs éventuelles de mesure.
La représentation mise en place pour les objets architecturaux est basée la notion d’entité. Une entité est
un ensemble composé de connaissances géométriques et de connaissances liées au domaine architectural. La
figure 10.3 montre les composantes d’une entité architecturale.
10.3 Représenter les objets d’un domaine
La définition des objets d’un domaine repose sur leur description formelle. Les experts des domaines pos-
sèdent des descriptions précises de ces objets reposant sur des informations hétérogènes. En effet, ces informa-
tions peuvent être des fiches de renseignements, des schémas ou dessins, des données spatiales, des informations
textuelles ou de la littérature, des bibliographies, des informations géographiques ou encore des classifications
[35] [71]. La figure 10.4 est une des données relatives à la description des amphores : leur profil. Dans le cas
particulier des amphores, les informations disponibles sont
– les données métrologiques (hauteur, diamètre de panse, volume, ...) ;
– les données spatiales (position, enveloppe convexe, représentation 3D) ;
– les données chimiques (type de pâte, couleur, analyse du contenant) ;
– la documentation archéologique (datations, bibliographies, études).
Les support de ces informations varient des fiches de renseignement remplies par les archéologues, au
représentations 3D informatiques en passant par les carnets de fouilles ainsi que les bases de données. Du fait
de l’hétérogénéité des informations disponibles et des supports, un formalisme adapté à notre problème est le
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FIG. 10.3 – Structure d’une entité dans le projet PAROS
FIG. 10.4 – Le profil d’une amphore PY 4 [71].
formalisme conceptuel. En effet, la définition de concepts revient alors aux experts concernés et l’assemblage
des concepts différents en des concepts globaux est faite selon un point de vue connu de tous.
Les concepts formalisés proviennent de la connaissance du domaine de recherche. Les descriptions servant
de base à la conceptualisation sont exprimées par des publications, des entretiens avec les experts des domaines,
des formalismes préexistants. Dans le cadre de l’archéologie par exemple, la conceptualisation s’appuie sur les
travaux d’archéologues tels que H. Dressel ou M. Py pour les amphores romaines et étrusques [35] [71]. En ce
qui concerne l’architecture, les dictionnaires et classifications de J. P. Adam [1], J. M. Perouse De Montclos
[62] et R. Ginouves [47] [48] sont autant de sources de descriptions utilisées comme base du formalisme.
La première étape dans la représentation des objets d’un domaine passe donc par une conceptualisation.
A partir des descriptions hétérogènes, les experts expriment un concept ainsi qu’un ensemble d’attributs pour
celui-ci, comme le montre la figure 10.5. Dans le domaine de l’archéologie sous-marine par exemple, les experts
définissent un ensemble d’attributs à partir des informations fournies sur les amphores. Cet ensemble d’attribut
peut être utilisé pour exprimer le concept d’amphore, comme nous le voyons en figure 10.6. Ce concept est à
la fois utilisable lors du processus de mesure et lors du travail spécifique des experts. Cependant, cette repré-
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FIG. 10.5 – Expression des descriptions sous forme d’ensemble d’attributs.
FIG. 10.6 – Concept représentant une amphore.
sentation conceptuelle est très limitée, seule l’existence d’un attribut pour un concept donné est exprimable.
Lors de mesures et d’acquisitions de données, l’existence ou non d’une information n’est pas suffisante. Des
connaissances qualitatives et quantitatives sur les attributs doivent être exprimées. De plus, dans le contexte de
travaux pluridisciplinaires, il est nécessaire de définir des concepts transversaux et de les classer selon un point
de vue compréhensible par le plus grand nombre.
10.4 Taxinomie d’objets mesurables
La représentation conceptuelle des objets de différents domaines permet d’exprimer les objets - ou au moins
une partie des connaissances sur un objet - d’un domaine à l’autre. Cependant, il est impossible de développer
des techniques de mesures et des outils adaptés si chaque ensemble de concepts issus d’un domaine particulier
n’est pas compréhensible par les experts d’un autre domaine. Afin de garantir la transversalité des concepts
exprimés, nous pouvons les ordonner suivant un point de vue partagé par tous. Ce point de vue est la notion
d’objet mesurable. En effet, notre cadre de travail est basé sur la mesure photogrammétrique. Tous les objets
étudiés sont obligatoirement mesurables par photogrammétrie. Les concepts caractérisant les objets de tous les
domaines impliqués (archéologie, architecture, biologie) sont alors exprimés du point de vue de la mesure.
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10.4.1 Notion d’item mesurable
Les domaines de recherches sont souvent indépendants ou ne possèdent qu’une faible connaissance com-
mune. La construction d’une représentation utilisable par les experts des différents domaines repose sur un
la détermination d’un ensemble des connaissances minimales partagé par tous les experts. Dans notre cadre,
FIG. 10.7 – Domaines de connaissance
comme le montre la figure 10.7, la seule connaissance commune à tous dans notre contexte est la connaissance
liée à la mesure des objets. Quelque soit le domaine, les outils développes seront destinés à travailler sur des ob-
jets mesurables par photogrammétrie. Nous appelons “Item Mesurable“ le concept d’objet mesurable. Tous
les experts de tous les domaines peuvent alors étendre la notion d’Item Mesurable afin de la spécifier et de lui
intégrer des connaissances issues d’un domaine particulier.
10.4.2 Taxinomie d’items mesurables
Comme nous l’avons vu, tous les concepts caractérisant des objets à mesurés sont des sous-concept d’item
mesurable. Nous pouvons alors mettre en place une organisation des concepts du point de vue de la mesure en
définissant la notion d’attribut morphologique. Un attribut morphologique est un attribut d’objet renseigné du-
rant le processus de mesure. Par exemple une amphore possède comme attributs morphologiques une datation,
un diamètre de col, un diamètre de panse, un diamètre de pied, une longueur, une largeur, une hauteur. Bien
que quatre premiers attributs cités soient spécifiques à une amphore, les trois dernier sont communs à tous les
objets de l’espace 3D mesurés.
La présence d’attributs communs nous permet d’organiser les concepts suivant une relation d’héritage.
Chaque concept B possédant tous les attributs morphologiques d’un concept A et ayant des attributs morpho-
logiques supplémentaires est un sous-concept de A. Nous appelons dans ce cas le concept A un super-concept,
par analogie avec la nomenclature du modèle Objet (voir la section 3.5.2, page 33). En posant la condition
qu’un concept ne peut avoir au maximum qu’un seul super-concept, notre relation d’héritage nous permet de
définir une taxinomie d’objets mesurables.
Comme le montre la figure 10.8, dans notre cadre, trois grands ensembles sont caractérisés par la taxinomie :
les objets archéologiques, les objets architecturaux et les objets zoologiques. Chacun de ces ensembles étant lui
même subdivisé en plusieurs spécialisations, comme c’est le cas pour les amphores.
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FIG. 10.8 – Taxinomie des objets mesurables.
10.4.3 Limite de la taxinomie et typologie
La taxinomie mis en place est exprimée du point de vue de la mesure. Bien qu’elle permette représenter dans
un même cadre des objets venant de domaines différents, elle ne permet pas de spécifier les objets au delà d’un
certain niveau. Dans le domaine de l’archéologie par exemple, les amphores sont classées suivant différentes
typologies comme par exemple Dressel [35] et Py [71]. Il est impossible de représenter ces typologies comme
des concepts de notre taxinomie car toutes les amphores possèdent les mêmes attributs morphologiques. Le
critère de différentiation entre les amphores n’est pas la présence ou non de certains attributs mais leur valeur. Là
où une Dressel 7 est datée entre 30 Av. JC. et 75 Ap. JC. et à un diamètre de col de 10 à 15 cm [83], une Beltran
2A à une datation allant de 10 à 150 Ap. JC. et un diamètre de col d’environ 20 cm [58]. L’exemple précédent
est très simplifié, la classification des amphores prends en compte un très grand nombre de critères comme leur
utilité, leur mode de fabrication, les zones géographiques dans laquelle elles ont été utilisée. Notre taxinomie est
incapable d’exprimer une telle classification car les critères déterminants sont complètement liés au domaine de
recherche et les intégrer est incompatible avec la relation de hiérarchisation que nous utilisons. Afin de résoudre
ce problème, nous avons défini la notion de typologie. La typologie d’un objet mesurable est un ensemble de
domaines de valeurs et de valeurs par défaut pour les attributs d’un objet dans son domaine de recherche.
Une typologie n’est pas un concept au sens de notre taxinomie mais elle permet de caractériser un objets en
servant de lien avec le domaine de recherche impliqué. La figure 10.9 illustre la limite de notre taxinomie est
son extension grâce aux typologies. Tous les objets caractérisée par la typologie Dressel 20 ou Py 4 sont bien
des objets du concept Amphore, cependant, d’un point de vue purement taxinomique, il est impossible de
discerner des Dressel 20 des Py 4. Si nous nous plaçons dans le modèle Objet en associant à chaque concept
de la taxinomie une classe, la classe Amphore est une sous-classe d’Item Mesurable. En revanche, Dressel
20 n’est pas une sous classe d’Amphore car l’intégration de la typologie dans la caractérisation d’un objet est
faite lors de son instanciation, selon sa définition dans le modèle Objet. La typologie peut être vue comme un
paramètre de l’instanciation de l’objet qui spécifie des valeurs d’attributs par défaut. Ces valeurs étant issues de
la connaissance du domaine.
10.5 Contraintes sur les objets
La typologie d’un objet est basée sur la notion de valeurs d’attributs par défaut et de domaines de valeur.
Il est possible de représenter les domaines de valeurs par des contraintes sur les objets. Nous pouvons illustrer
ceci par l’exemple des amphores de typologie Py 4 qui ont des dates de fabrications contenues dans un certain
intervalle. De même les variations de leurs valeurs métrologiques sont soumises à des domaines connus. Un
objet est alors caractérisé par une typologie si et seulement si les valeurs de ses attributs sont bien contenues
dans les domaines définis. Afin de contrôler la validité des attributs d’un objet pour lequel on possède une
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FIG. 10.9 – Limite de la représentation taxinomique.
typologie, nous définissons des contraintes appelées contraintes intrinsèques. Pour qu’un objet soit considéré
comme cohérent intrinsèquement, il doit satisfaire toutes les contraintes intrinsèques s’y rapportant. Pour une
amphore de la typologie Dressel 7, nous pouvons citer comme contraintes intrinsèques par exemple [83] :
– « Une amphore Dressel 7 à un diamètre de col dont la valeur maximale est 15cm »
– « Une amphore Dressel 7 à un diamètre de col dont la valeur minimale est 10cm »
Tout comme les objets sont organisée en taxinomies, les contraintes intrinsèques le sons également. Un ob-
jet d’un concept C sous-concept de A doit satisfaire les contraintes intrinsèques relative à C pais aussi les
contraintes relatives à A s’il en existe. Par exemple, une contrainte intrinsèque générale à tous les objets mesu-
rés est : « La longueur d’un objet mesurable est positive ». Que l’objet soit une amphore Py 4 ou une colonnie
de corail, cette contrainte doit être respectée.
10.5.1 Relations entre les objets et contraintes sur les relations
La conceptualisation d’un domaine est La description des objets ne se limite pas à la description des at-
tributs et des contraintes sur les attributs. certains concept peuvent être en relation avec d’autre. Lors de la
définition d’un concept, les attributs peuvent être simple, comme des valeurs numériques, littérales, ou des
valeurs complexes, comme des documentations archéologiques ou encore des modèles géométriques.
La définition de relations entre des concepts est inclue dans de nombreux formalismes. Ces relations peuvent
être de deux types : les relation entre concepts et les relations entre instances. Notre taxinomie intègre déjà
comme relation entre concepts la relation d’héritage. La définition même des concept comprend également
des relation de méronimie qui permettent de considérer des concepts comme étant eux-mêmes attribut d’un
autre concept. Par exemple, Un item mesurable possède un attribut de position dans l’espace étant lui même
un concept composé des attributs de positions (un vecteur (x, y, z) et trois angles (ω, φ, κ)). Les relations de
taxinomie est de méronimie caractérisent les concepts de notre représentation et sont toujours obligatoirement
vérifiées par toutes les instances de concepts. Nous pouvons cependant enrichir cette représentation avec des
relations entre les instances. Ces relations peuvent être vérifiées où non par les instances d’un concept sans
que cela n’entraîne l’appartenance ou non d’un objet à un concept. Un exemple de relation entre instance
est la relation nomIdentique. Deux objets d’un concept C peuvent vérifier ou non cette relation sans que
cela veuille dire quoi que ce soit sur l’appartenance des deux objets au concept C. Cependant, comme les
contraintes intrinsèques permettent de spécifier la caractérisation d’un objet par une typologie, des contraintes
sur les relations, ou contraintes extrinsèques, permettent la même chose. Nous pouvons définir formellement
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toutes ces notions.
10.6 Représentation des connaissances dans Arpenteur
La représentation des connaissances au sein du projet Arpenteur est une extension de la représentation
conceptuelle. Deux aspect distincts de la représentation sont à prendre en compte :
– L’aspect Intrinsèque.
– L’aspect Extrinsèque.
L’aspect intrinsèque défini les objets étudiés. Il est composé de l’ensemble des concepts avec les relations
d’héritage, de caractérisation et d’agrégation ainsi que de contraintes sur les attributs et de valeurs pas défaut.
En effet, la représentation conceptuelle permet de décrire les propriétés des entités étudiées mais pas de leur
donner des valeurs à priori ou encore de restreindre les valeurs qu’elles peuvent prendre. Dans le cadre de
la mesure fondée sur la connaissance, de nombreuses propriétés peuvent avoir des valeurs par défaut ou ne
peuvent prendre certaines valeurs.
Formellement, une Entité arpenteur est un ensemble noté E = {C, Vd, CI , R, CE} défini tel que :
1. C est un concept.
2. Vd est un ensemble de valeurs par défaut pour ses attributs.
3. CI est un ensemble de contraintes sur les attributs.
4. R est un ensemble de relations entre objets de C.
5. CE est un ensemble de contraintes sur relations de R.
Chaque objet caractérisé par une entité E est nécessairement une instance de la classe C. Les composantes
1, 2 et 3 forment la partie individuelle de l’entité. En effet, celles-ci ne concernent qu’un objet à la fois. Les
composantes 4 et 5 s’appliquent uniquement à des ensembles d’objets elles forment la partie collective de
l’entité. La figure 10.10 illustre la composition du modèle Arpenteur. La correspondance entre un ensemble
FIG. 10.10 – Le modèle conceptuel Arpenteur.
d’objet O et une entité est appelée caractérisation. Une entité caractérise un ensemble O si et seulement si les
éléments suivants sont vérifiés :
– Tous les éléments de oi de O sont des instances de la classe C ;
– Le processus d’instanciation à initialisé les attributs de oi avec les valeurs de Vd
– Il existe une fonction fa permettant de vérifier si tout objet oi de O vérifie la contrainte sur les attributs
cIk de CI .
– Il existe une fonction f r permettant de vérifier si tout objet oi de O vérifie la contrainte sur les attributs
cEl de CE .
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Il est possible de dissocier deux caractérisations correspondantes aux deux aspects de l’entité. Un objet unique o
est caractérisé intrinsèquement par une entité E si et seulement il est de la classe C et si il respecte les contraintes
sur les attributs de Ca. Plus formellement :
Définition 89 Soit E = {C, Vd, CI , R, CE} une entité et soit o un objet. L’entité E caractérise intrinsèque-
ment l’objet o si et seulement si :
– o est une instance de C
– ∀ cIk ∈ C
I , cIk(o) est vérifiée.
De même, une entité E caractérise un ensemble d’objet O si tous les objets oi de O sont caractérisés indivi-
duellement par E et si toutes les contraintes sur les relations de Cr sont vérifiées pour tous les couples formés
par deux objets (oi, oj). Plus formellement :
Définition 90 Soit E = {C, Vd, CI , R, CE} une entité et soit O un ensemble d’objets. L’entité E caractérise
l’ensemble d’objets O si et seulement si :
– ∀oi ∈ O, E caractérise individuellement oi.
– ∀(oi, oj) ∈ O ×O, ∀cEl ∈ C
E , cEl (oi, oj).
Par abus de langage, nous pouvons restreindre une entité à sa partie intrinsèque. Dans ce cas là, un objet o
est caractérisé par une entité si et seulement si les trois premières propriétés sont vérifiées.
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11.1 Cohérence et Formalisation de la connaissance
Introduction
Nous proposons maintenant d’utiliser les techniques développées dans le cadre propositionnel afin de mettre
en place des processus de fusion d’ensembles d’objets mesurée. Ce travail est basé sur la notion d’ensembles
d’incohérence et de restauration de cohérence. Nous décrivons tout d’abord une représentation des entités en
logique des prédicats instanciée utilisée pour définir la notion de cohérence d’un ensemble d’objets. Cette no-
tion nous permet de construire des ensembles d’incohérence pointant les objets apportant l’incohérence lors
de l’agrégation de plusieurs relevés. Deux méthodes de construction des ensembles sont présentées, l’une
matricielle, l’autre basée sur les R-ensembles [65]. Nous présentons ensuite une formalisation de la fusion
d’ensembles d’objets à partir des ensembles d’incohérence. Pour cela, Nous proposons trois techniques de
rétablissement de cohérence : une méthode automatique, une méthode manuelle et une méthode hybride (ou
automatisée).
Cette partie est composée de trois chapitres. Le chapitre 9 présente tout d’abord un bref état de l’art sur
la photogrammétrie, son historique et ses principes. L’organisation de l’outil Arpenteur et son fonctionnement
sont ensuite décrits. Le chapitre 10 apporte une nouvelle représentation des connaissances mise en place au
sein d’arpenteur. Cette représentation, appelée représentation par entité, est issue de la représentation initiale
d’Arpenteur étendue grâce à la notion de contraintes intrinsèques et extrinsèques. Le chapitre 11 illustre l’ap-
plication du cadre de fusion réversible développé au chapitre ?? à la représentation par entité. Il est composé
d’une formalisation en logique des prédicats instanciés d’un ensemble d’objets représentés par des entités, de
la proposition de deux méthodes de détection d’incohérence à partir de cette nouvelle formalisation et de la
mise en place de trois méthodes de fusion utilisables : La fusion automatique, la fusion manuelle et la fusion
automatisée.
11.1 Cohérence et Formalisation de la connaissance
La gestion des objets mesurés lors de l’étude d’un site dépend de plusieurs facteurs. Les mesures sont étalées
dans le temps, plusieurs acteurs participent aux différentes phases de mesures et l’utilisation d’informations
souvent hétérogènes sont trois facteurs pouvant entraîner des incohérences dans les ensembles d’objets mesurés.
La cohérence d’un ensemble d’objets mesurés est le respect de l’objet mesuré suivant une entité construite à
partir de la connaissance experte (voir chapitre 10).
Nous proposons maintenant une méthode permettant de déterminer si l’union de plusieur ensembles d’ob-
jets est cohérente. La représentation utilisée est celle des objets basée sur les entités définie en 10. Nous rappe-
lons qu’une entité E = {C, Vd, CI , R, CE} est composée :
1. D’une classe d’objets C.
2. D’un ensemble Vd de valeurs par défaut pour les attributs de C.
3. De l’ensemble CI des contraintes sur les attributs.
4. De l’ensembleR des relations entre objets de C.
5. De l’ensemble CE des contraintes sur relations de R.
Chaque objet caractérisé par une entité E est nécessairement une instance de la classe C. Les composantes
1, 2 et 3 forment la partie intrinsèque de l’entité. En effet, celles-ci ne concernent qu’un objet à la fois. Les
composantes 4 et 5 s’appliquent uniquement à des ensembles d’objets elles forment la partie extrinsèque de
l’entité. La première étape dans le traitement d’ensembles d’objets caractérisés par une entité est la définition
de la cohérence.
11.1.1 Cohérence d’un ensemble d’objets
Soit O = {o1, . . . , on} un ensemble d’objets caractérisé par l’entité E . La cohérence de l’ensemble O est
scindée en deux composantes : la cohérence intrinsèque de l’objet et la cohérence extrinsèque de l’ensemble
d’objets, cette composition reflétant la composition intrinsèque / extrinsèque de l’entité. La cohérence d’un
objet s’exprime par la satisfaction de toutes les contraintes sur ses attributs.
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Définition 91 Soit O un ensemble d’objets caractérisé par l’entité E = {C, Vd, CI , R, CE}. Un objet oi de
O est cohérent intrinsèquement par rapport à E si et seulement si :
∀ cIk ∈ C
I , cIk(oi) est vérifiée1.
De la même manière, la cohérence d’un ensemble d’objets O s’exprime par la satisfaction des contraintes sur
les relations par tous les sous ensembles de O. Formellement :
Définition 92 Soit O un ensemble d’objets caractérisé par E = {C, Vd, CI , R, CE}. L’ensemble O est
cohérent extrinsèquement par rapport à E si et seulement si :
∀ cEl ∈ C
E , ∀ (o, o′) ∈ O ×O cEl (o, o
′) est vérifiée2.
Par souci de lisibilité, nous utilisons le terme cohérence sans préciser la nature intrinsèque ou extrinsèque de
celle ci, le contexte permettant de faire la différence. A partir des deux définitions précédentes, nous pouvons
définir la cohérence d’un ensemble d’objets par rapport à une entité.
Définition 93 Soit O un ensemble d’objets caractérisé par E . L’ensemble O est cohérent par rapport à E si et
seulement si les deux conditions suivantes sont vérifiées :
– ∀ oi ∈ O, oi est cohérent intrinsèquement par rapport à E ;
– O est cohérent extrinsèquement par rapport à E .
L’ensemble O est alors défini comme E-cohérent.
L’exemple suivant illustre le principe de E-cohérence d’un ensemble d’objets.
Exemple 26 SoitO = {o1, o2, o3} un ensemble d’objets caractérisé par l’entité E = {C, Vd, CI , R, CE}
définie par :
– C une classe qui à pour attributs une hauteur, un nom et une localisation notés respectivement h, n et l ;
– Vd un ensemble de valeurs par défaut pour les attributs h = 0, l = (0, 0, 0) et n = inconnu ;
– CI contient la contrainte cIh qui est vérifiée si et seulement si la hauteur d’un objet est non nulle. Plus
formellement3, cIh(o) est vérifiée si et seulement si o.h > 0.
Les relations composantR sont rn et rl définies par :
– rn(o, o
′) si et seulement si deux objets o et o′ ont même nom, ce qui se traduit par o.n = o′.n ;
– rl(o, o
′) si et seulement si deux objets o et o′ ont même localisation, ce qui s’écrit o.l = o′.l.
Les contraintes sur les relations formant l’ensemble CE sont telles que :
– cEn (o, o
′) est vérifiée si et seulement si deux objets o et o′ n’ont pas le même nom. Ceci est vérifié si la
relation rn(o, o′) n’est pas satisfaite.
– cEl (o, o
′) est vérifiée si et seulement si deux objets o et o′ n’ont pas même localisation. Ceci est vérifié si
la relation rl(o, o′) n’est pas satisfaite.
Ces relations et contraintes sont instanciées sur un ensemble d’objets. Soit O = {o1, o2, o3} l’ensemble
d’objets issu des observations du tableau 11.1. Les contraintes cIh(o2) et cIh(o3) sont vérifiées mais pas cIh(o1).
o1 o2 o3
n id1 id2 id2
h 0.0 12.543 9.318
l (12.5, 1.0, 5.4) (12.5, 1.0, 5.4) (8.3, 4.0, −2.4)
TAB. 11.1 – Objets et leurs attributs.
Les relations rn(o2, o3) et rl(o1, o2) étant satisfaites, les contraintes cEn (o2, o3) et cEl (o1, o2) sont violées.
Les contraintes cEn (o1, o2), cEn (o1, o3) mais aussi cEl (o1, o3) et cEl (o2, o3) sont vérifiées.
1l’indice k permet d’identifier de manière unique une contrainte intrinsèque.
2L’indice l permet d’identifier de manière unique une contrainte binaire.
3Nous utilisons la notation Objet standard ou le . est opérateur d’accès aux attributs.
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11.1 Cohérence et Formalisation de la connaissance
Si un ensemble d’objet O est E-incohérent, nous définissons deux ensembles d’E-incohérences permettant de
déterminer les objets apportant l’incohérence et de les lier aux contraintes violées. Ces ensembles permettent
non seulement de déterminer si un ensemble d’objets est incohérent, mais aussi d’exprimer les raisons de
l’incohérence par rapport à E .
Définition 94 SoitO un ensemble d’objets caractérisé par l’entité E . L’ensembleΘI d’incohérence intrinsèque
est un ensemble de couples défini par :
– ΘI(O) = ∅ Si O est cohérent intrinsèquement.
– ΘI(O) = {(O′, cIk) | O
′ ⊆ O, o ∈ O′, cIk ∈ C
I , cIk(o) n’est pas vérifiée}.
La notion d’ensemble d’incohérence extrinsèque est définie de même par :
Définition 95 Soit O un ensemble d’objets caractérisé par l’entité E . L’ensemble ΘE d’incohérence extrin-
sèque est un ensemble de couples défini par :
– ΘE(O) = ∅ Si O est cohérent extrinsèquement.
– ΘE(O) = {((o, o′), cEl ) | (o, o
′) ∈ O ×O, cEl ∈ C
E , cEl (o, o
′) n’est pas vérifiée}.
L’expression de la cohérence d’un ensemble d’objets maintenant définie, nous en proposons une formalisation
en logique des prédicats instanciés sur un domaine fini comme décrit en section 2.2, page 20.
11.1.2 Formalisation en logique des prédicats instanciés
Le choix de l’utilisation de la logique des prédicats instanciés sur un domaine fini est motivé par sa sim-
plicité d’expression ainsi que sa décidabilité sur le domaine d’instanciation, défini ici comme l’ensemble des
objets mesurés. Nous utilisons des prédicats pour représenter les contraintes sur les attributs et les contraintes
sur les relations. Formellement, soitO un ensemble d’objets caractérisé par l’entité E = {C, Vd, CI , R, CE}.
Nous représentons une contrainte cIk ∈ CI par un prédicat unaire noté pIk. La sémantique est telle que :
∀o ∈ O, pIk(o) est satisfait ssi cIk(o) est vérifiée.
L’ensemble des prédicats unaires représentant les contraintes sur les attributs est noté PCI . L’instanciation de
cet ensemble sur l’ensemble O est notée PCI(O).
De la même manière, une relation binaire entre objets r ∈ R s’exprime par un prédicat binaire noté pE .
La sémantique des pEh est telle que :
∀(o, o′) ∈ O ×O, pEh (o, o
′) est satisfait ssi rh(o, o′) est vérifiée4.
L’ensemble des prédicats représentant les relations entre les objets et noté PR. L’instanciation de cet ensemble
sur l’ensemble O est notée PR(O).
Une contrainte cEl est représentée par une formule, notée fEl , contruite à partir des prédicats de PR. La
sémantique utilisée est telle que :
∀(o, o′) ∈ O ×O, fEl (o, o
′) est satisfaite ssi cEl (o, o′) est vérifiée.
L’ensemble des formules représentant les contraintes sur les relations est noté PCr. L’instanciation de cet en-
semble sur l’ensemble O est notée PCE(O).
Dans la mesure où les contraintes sont exprimées de manière logique, le passage de la contrainte à la
formule est simplifié. Cependant, si des contraintes sont trop complexes ou difficiles à représenter, un travail
de traduction doit être effectué. Celui-ci peut être réalisé avec la collaboration de l’expert ayant énoncé les
contraintes. La solution la mieux adaptée à notre problème est alors de mettre en place un protocole d’ex-
pression des contraintes qui tout en étant assez souple pour l’expert définissant les contraintes, permet une
traduction systématique en formule du premier ordre. Dans notre exemple, les contraintes sur les relations sont
exprimées comme indiqué dans l’exemple suivant.
4l’indice h permet d’identifier de manière unique une relation
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o1 o2 o3
n id1 id2 id2
h 0.0 12.543 9.318
l (12.5, 1.0, 5.4) (12.5, 1.0, 5.4) (8.3, 4.0, −2.4)
TAB. 11.2 – Objets et leurs attributs.
Exemple 27 A partir de l’exemple 26 page 147, les prédicats unaires instanciés représentant les contraintes
sur les attributs de CI sont : ¬pIh(o1), pIh(o2), pIh(o3). L’ensemble des prédicats représentant les relations
entre les objets est PR = {pEn , pEl }. Son instanciation sur O donne :
PR(O) = { ¬pEn (o1, o2), p
E
n (o2, o3), ¬p
E
n (o1, o3)
pEl (o1, o2), ¬p
E
l (o2, o3), ¬p
E
l (o1, o3)}
L’ensemble des formules représentant les contraintes sur les relations est PCr = {fEn , fEl } avec ∀ oi, oj ∈
O, i 6= j, fEn (oi, oj) = ¬p
E
n (oi, oj) et f
E
l (oi, oj) = ¬p
E
l (oi, oj). L’instanciation sur O donne :
PCE(O) = { fEn (o1, o2), ¬f
E
n (o2, o3), f
E
n (o1, o3)
¬fEl (o1, o2), f
E
l (o2, o3), f
E
l (o1, o3)}
Grâce à la représentation en logique des prédicats, la cohérence d’un ensemble d’objets par rapport à une entité
peut être exprimée par la cohérence logique. Formellement :
Proposition 20 Soit O un ensemble d’objets caractérisé par l’entité E .
L’ensemble O est cohérent intrinsèquement si et seulement si PCI est satisfait pour tout oi ∈ O ;
L’ensemble O est cohérent extrinsèquement si et seulement si PCE est satisfait pour tout couple (oi, oj) ∈
O ×O, oi 6= oj ;
L’ensemble O est cohérent si et seulement si PCI ∪ PCE est satisfait par O.
Cette proposition est évidente, en effet, par définition, ∀ oi ∈ O, cIk(oi) = pIk(oi) et ∀ (oi, oj) ∈
O × O, cEl (oi, oj) = f
E
l (oi, oj). Une conséquence de cette proposition est qu’un ensemble d’objets O est
incohérent si PCI(O)
⋃
PCE(O) n’est pas satisfait. Par le théorème de compacité de la logique des prédicats,
il existe au moins un sous ensemble O′ de O tel que PCI(O′)
⋃
PCE(O′) n’est pas satisfait. Il s’agit donc de
déterminer les sous ensembles de O qui violent les contraintes de CI et CE ce qui nous ramène à un problème
de détection des objets apportant l’incohérence.
Exemple 28 Reprenons l’exemple 27 dans lequel O = {o1, o2, o3} est un ensemble d’objets caractérisé par
l’entité E = {C, Vd, CI , R, CE} de l’exemple 27. Les valeurs d’attributs sont représentées dans le tableau
11.2. Nous avons l’ensemble des prédicats unaires :
PCI(O) = {¬pIh(o1), p
I
h(o2), p
I
h(o3)}
et l’ensemble des formules binaires :
PCE(O) = { fEn (o1, o2), ¬f
E
n (o2, o3), f
E
n (o1, o3),
¬fEl (o1, o2), f
E
l (o2, o3), f
E
l (o1, o3) }
Le prédicat pIh(o1) ainsi que les formules fEn (o2, o3) et fEl (o1, o2) ne sont pas satisfaites. L’ensembleO n’est
donc pas cohérent. Les sous ensembles {o1}, {o1, o2}, {o2, o3} et {o1, o2, o3} sont incohérents.
L’exemple précédent montre qu’il est possible de retrouver les ensembles d’objets incohérents. En effet, la
formule fEn (o2, o3) spécifie que le couple d’objets (o2, o3) viole la contrainte cEn . La formule fEl (o1, o2)
indique que le couple d’objets (o1, o2) viole la contrainte cEl . Le prédicat ¬pIh(o1) stipule que o1 viole la
contrainte cIh. En effet, les objets provenant d’un processus de mesure complexe, il est préférable d’utiliser
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11.2 Construction des ensembles E-incohérents
une approche automatisée - et non automatique - pour rétablir l’incohérence. Les objets issus du processus
de mesure peuvent être incohérents suite à des facteurs inaccessibles pour un outil de traitement automatique.
Par exemple, si une erreur est survenue durant la mesure, de nombreuses erreurs peuvent alors se produire en
cascade. Le seul moyen de correction est alors pour l’expert de soumettre à nouveau l’objet au protocole de
mesure. Grâce au théorème de compacité de la logique des prédicats, il est possible de construire les ensembles
d’incohérence ΘI et ΘE . Nous proposons ici deux méthodes de construction des ensembles ΘI et ΘE . La
première est basée sur un calcul matriciel, la seconde utilise le principe de la révision. [11].
11.2 Construction des ensembles E-incohérents
Nous présentons maintenant deux méthodes de construction des ensembles E-incohérents. La première est
basée sur une méthode matricielle développée spécifiquement pour notre cadre de travail. La seconde est issue
d’une adaptation de la technique de détection d’incohérence par les R-ensembles pour lesquels des algorithmes
performants on été développés et testés dans le cadre le la gestion d’informations géographiques [10] [11].
11.2.1 Méthode matricielle
Soit O = {o1, . . . , on} un ensemble d’objets et soit PCI = {pI1, . . . , pIt } et PCE = {fE1 , . . . , fEv }
respectivement l’ensemble des prédicats représentant l’ensemble des contraintes intrinsèquesCI et l’ensemble
des formules représentant l’ensembleCE des contraintes sur les relations. La détermination des E-incohérences
à pour but de vérifier si l’ensembleO est cohérent et dans le cas contraire, de déterminer tous les sous ensembles
de O incohérents et de les associer aux contraintes qu’ils violent. D’après la proposition 20, l’ensemble O est
cohérent si et seulement si PCI ∪ PCE est satisfait par l’ensemble O.
Satisfaction de PCI
L’ensemblePCI = {pI1, . . . , pIt } est satisfait par l’ensembleO si et seulement si pour chaque objet o ∈ O
tous les prédicats unaires pIk ∈ PC
I sont satisfaits. Afin d’exprimer la satisfaction de l’ensemble de prédicats
PCI nous calculons pour chaque objet o un vecteur de satisfaction V I(oi) = (vI1(oi), . . . , vIt (oi)) défini par :
∀pIk ∈ PC
I : − vIk(oi) = 1 si pIk(oi) est satisfait
− vIk(oi) = 0 sinon.
La construction du vecteur V I est telle qu’un objet oi satisfait PCa si et seulement si toutes les composantes
de V I(oi) valent 1. Si tous les objets de O sont tels que V Ioi vérifie la proposition précédente, PCI(O) est
satisfait et d’après la proposition 20, l’ensemble O est cohérent intrinsèquement. Si PCa n’est pas satisfait,
nous déterminons les ensembles d’objets incohérents en construisant l’ensemble ΘI d’incohérence intrinsèque.
Pour un objet oi, Chaque composante vIk(oi) de V I(oi) représente le prédicat instancié pIk(oi). En étudiant tous
les vecteurs associés à tous les objets de O il est simple de retrouver les couples qui composent ΘI(O). En
effet, soit V I(oi) = (vI1(oi), . . . , vIt (oi)) un vecteur. Si une composante vIk(oi) est égale à 0, par construction
de V I(oi) nous déduisons que l’objet (oi) ne satisfait pas le prédicat pIk. Le couple (oi, pIk) est alors ajouté à
ΘI .
Satisfaction de PCE
De manière similaire à la cohérence intrinsèque, PCE = {fE1 , . . . , fEv } est cohérent si et seulement si
pour chaque couple d’objets (o, o′), (o, o′) ∈ O × O toutes les formules fEl ∈ PCE sont vérifiées. Comme
pour le cas intrinsèque, nous calculons pour chaque couple (o, o′) un vecteur de satisfaction V E(o, o′) =
(vE1 (o, o
′), . . . , vEv (o, o
′)) défini par :
∀fEl ∈ PC
E : − vEl (o, o
′) = 1 si fEl (o, o′) est satisfait
− vEl (o, o
′) = 0 sinon.
Un couple d’objets (o, o′) satisfaitPCE si et seulement si toutes les composantes vEl (o, o′) de V E(o, o′) valent
1. Si tous les couples issus de O vérifient cette condition, alors PCE est satisfait et d’après la proposition 20,
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O est cohérent extrinsèquement. Si PCE n’est pas satisfait, nous déterminons l’ensemble ΘE d’incohérences
extrinsèque. Pour un couple d’objets (o, o′), chaque composante vEl (o, o′) de V E(o, o′) représente la formule
instanciée fEl (o, o′). En étudiant tous les vecteurs associés à tous les couples d’objets de O nous retrouvons
tous les couples composant ΘE(O). Nous proposons maintenant l’algorithme de calcul des ensembles ΘI et
ΘE .
Algorithme de détermination des E-incohérences matriciel
Soit O un ensemble d’objets. Nous proposons maintenant un algorithme permettant de calculer les en-
sembles ΘI(O) et ΘE(O) en utilisant une approche matricielle. La technique consiste à calculer une matrice
mn, n à deux dimension indicée par les objets de O dont les éléments sont des entiers définis tel que :
– mi, j =
∑t
k = 1 v
I
k × 2
k−1, vIk ∈ V
I(oi) si i = j
– mi, j =
∑v
l = 1 v
E
l × 2
l−1, vEl ∈ V
E(oi, oj) si i 6= j
La figure 11.1 montre la matrice initialisée. Le parcours de la matrice permet de trouver les objets incohérents
FIG. 11.1 – Matrice de vecteurs de satisfaction.
intrinsèquement et extrinsèquement grâce à un ensemble de vecteurs de satisfaction et un ensemble de vecteurs
modèles. Lorsque des vecteurs sont différents, une incohérence est détectée. Afin d’être efficace, l’algorithme
représente les vecteurs au moyen de nombres entiers, chaque bit étant une composante de vecteurs. La com-
paraison entre les vecteurs de satisfaction et les vecteurs modèles se résume à une opération de comparaison
bit à bit. Un vecteur de satisfaction est égal à un vecteur modèle si et seulement si chaque bit k de l’entier
représentant le vecteur de satisfaction est égal au bit k du vecteur modèle. La construction d’un entier II(oi)
représentant un vecteur de satisfaction V I(oi) = (vI1(oi), . . . , vIt (oi)) de PCI(O) telle que :
II(oi) =
t∑
k=1
vIk(oi) × 2
k − 1
La construction d’un entier IE(o, o′) représentant un vecteur de satisfaction V E(o, o′) = (vE1 (o, o′), . . . , vEv (o, o′))
de PCE(O) est telle que :
IE(o, o′) =
v∑
l=1
vEk (o, o
′) × 2k − 1
Les entiers modèles IIm et Irm représentent respectivement les vecteurs modèles de PCI(O) et PCE(O) sont
construit de la même façon. La matrice de vecteur de satisfaction se résume alors à une matrice m d’entiers.
Pour chaque case mi, j de la matrice m, l’entier contenu est comparé bit à bit avec l’entier IIm si i = j ou
l’ensemble IEm si i 6= j. L’opérateur de comparaison bit à bit utilisé est le "et" binaire, noté &, opération ayant
un très faible coup. La comparaison devient alors :
– m(i, j)& IIm(oi) = I
I
m si i = j ;
– m(i, j)& IEm(oi, oj) = I
E
m si i 6= j ;
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Si les entiers sont égaux bits à bit, le vecteur de satisfaction étudié est bien un vecteur modèle, sinon, les
bits pour lesquels le vecteur de satisfaction diffère du vecteur modèle identifie les composantes des vecteurs
différentes et donc les prédicats ou les formules non satisfaites. A partir des prédicats et des indices de la matrice
identifiant les objets en cause, les ensembles d’incohérence ΘI et ΘE sont construits. Plus formellement, nous
écrivons l’algorithme :
Algorithme 2 : Detection matricielle
Data : O un ensemble d’objets, PCI un ensemble de contraintes intrinsèques, PCE un ensemble de contraintes
extrinsèques
Result : (ΘI , ΘE) un couple d’ensembles d’incohérence
matrice une matrice d’entiers
SI , SE des tableaux d’entiers
oi, oj des bbjets
n, i, j, k, l des entiers
n ← 0, k ← 0
ΘI ← ∅
ΘE ← ∅
while k < u do
SI [k] ← 2k−1
k ← k + 1
end
l ← 0
while l < v do
SE [l] ← 2l−1
l ← l + 1
end
i ← 0
while i < n do
if i = j then
matrice[i][j] ← V I(oi)
else
matrice[i][j] ← V E(oi, oj)
end
end
i ← 0
while i < n do
j ← 0
while j < n do
if i = j then
k ← 0
while k < u do
if SI [k] & matrice[i][j] 6= SI [k] then
ΘI ← ΘI ∪ {(oi, c
I
k)}
end
k ← k + 1
end
else
l ← 0
while j < v do
if SE [k] & matrice[i][j] 6= SE[k] then
ΘE ← ΘE ∪ {((oi, oj), c
E
k )}
end
end
end
end
end
return (ΘI , ΘE)
154 Fusions de connaissances: Applications aux relevés
photogrammétriques de fouilles archéologiques sous-marines
CHAPITRE 11. FUSION D’OBJETS CARACTÉRISÉS PAR DES ENTITÉS
Cet algorithme travaille avec un ensemble d’objets de taille n. L’ensemble des contraintes sur les attributs
est de taille t, l’ensemble des contraintes sur les relations est de taille v. L’algorithme est composé de deux
parties. La première, l’initialisation, parcours la matrice en instanciant tous les prédicats unaires et binaires
représentant les contraintes sur les attributs et les relations. Cette étape est effectués en n2 affectations. Pour
chaque objet, le programme calcule t prédicats unaires (sur la diagonale) et n − 1 × v predicats binaires. Au
total, pour chaque objet, t + ((n−1)×v) calculs sont effectués. Le remplissage complet de la matrice est donc
effectué en n × (t + ((n−1)×v)) opérations. La deuxième phase parcours la matrice crée afin de comparer les
valeurs des cases avec les entiers de SI ou de SE . Pour chaque objet il y a t comparaisons avec des entiers de SI
et (n− 1)× v comparaisons avec des entiers de SE . L’affectation ou non d’un couple à l’un des ensembles ΘI
ou ΘE n’as pas d’influence sur la complexité. En tout, il y a n × (t + ((n− 1)× v)) comparaisons effectuées
durant la deuxième phase du calcul. L’algorithme a donc une complexité en 2 × (n × (t + ((n− 1)× v))).
En supposant que n soit la variable la plus caractéristique (le nombre d’objets est bien supérieur au nombre de
contraintes), l’algorithme est donc dans la classe de complexité θ(n2). Nous présentons maintenant une autre
méthode de construction des ensembles ΘI et ΘE basée sur le principe de la révision de croyances [10].
11.2.2 Méthode basée sur la revision de croyances
La méthode précédente détermine les ensembles d’incohérence en comparant des vecteurs de satisfaction à
des vecteurs modèles pour les ensembles de prédicats et de formules. La notion de vecteur modèle est fournie
par la capacité de donner des états dans lesquels devraient se trouver les objets afin d’être cohérents. Cependant,
l’ensemble de ces états peut lui aussi être représenté par des ensembles de prédicats et de formules théoriques
provenant de la connaissance des experts. Déterminer les ensembles d’incohérence pour ensemble d’objetO se
ramène alors à détecter les prédicats incohérents entre un ensemble de prédicats et de formules théoriques et
une ensemble de prédicats et de formules construits à partir de l’ensemble des objets mesurés.
L’incohérence peut alors être détectée par une révision des observations par les croyances théoriques. Si les
croyances issues de l’observation sont cohérentes avec les croyances théoriques, alors la révision ne déter-
mine aucune incohérence. Dans le cas contraire, l’utilisation des R-Ensembles [66] permet de déterminer les
ensembles de formules responsables de l’incohérence.
Cohérence d’un ensemble d’objets mesurés.
Soit O = {o1, . . . , on} un ensemble d’objets dont chaque élément oi est caractérisé par l’entité E =
{C, Vd, CI , R, CE}. Comme présenté en 11.1.2, les contraintes sur les attributs sont représentées par des
prédicats notés pIk et composent l’ensemble PC
I
. Les relations sont représentées par des prédicats binaires,
notés pEh , composant l’ensemblePR. Les contraintes sur les relations sont des formules, notées fEl , composant
l’ensemblePCE . Les ensemblesPCI(O), PR(O) etPCE(O) dénotent les ensembles de prédicats ou formules
instanciés sur le domaine représenté par l’ensemble O. D’après la définition 93, un ensemble d’objets est
cohérent si et seulement si :
– ∀ o ∈ O, o est cohérent intrinsèquement par rapport à E ;
– O est cohérent extrinsèquement par rapport à E .
Nous ajoutons à cet ensemble la vision théorique des experts. Pour cela, nous définissons deux nouveaux
ensembles de contraintes intrinsèques et extrinsèques, les ensembles de contraintes théoriques. L’ensemble des
contraintes théoriques intrinsèques est l’instanciation des prédicats de PCI sur O en imposant que tous les
prédicats instanciés soient satisfaits. Plus formellement :
∀pIk ∈ PC
I , ∀oi ∈ O, p
I
k(oi) ∈ PC
I
T (O)
De même, nous définissons l’ensemble des contraintes théoriques extrinsèques par :
∀fEl ∈ PC
E , ∀(oi, oj) ∈ O ×O, f
E
l (oi, oj) ∈ PC
E
T (O)
L’ensemble CT (O) = PCIT (O) ∪ PCET (O) un modèle exprimant la cohérence de l’ensembleO. Cet ensemble
est la représentation logique d’une partie de la connaissance experte. Il est nécessaire pour la suite du travail
que CT (O) soit logiquement cohérent. Nous considérons donc pour la suite de cette section que CT (O) est
cohérent. Une fois l’ensemble CT (O) créé, nous construisons les ensemblesPCI(O) etPCI(O) comme indiqué
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en 11.1.2. Ces deux ensembles représentent les croyances intrinsèques et extrinsèques issues de l’observation.
L’union de ces deux ensembles est l’ensemble CO, défini par :
CO(O) = PC
I(O) ∪ PCE(O)
Un ensemble O est alors cohérent si et seulement si l’ensemble des croyances issues de l’observation est
cohérent avec l’ensemble des connaissances expertes. D’où la définition suivante :
Définition 96 Soit O un ensemble d’objets, soit CT (O) l’ensemble des formules représentant une vision théo-
rique de O et soit CO(O) l’ensemble formules représentant les contraintes observées sur O. L’ensemble O est
cohérent si et seulement si :
CT (O) ∪ CO(O) est cohérent.
Si l’ensemble O est incohérent, le théorème de compacité souligne qu’il existe au moins un sous ensemble O′
de O qui est tel que CT (O′) ∪ CO(O′) soit incohérent. L’exemple 29 illustre cette définition.
Exemple 29 Reprenons l’exemple 27. L’instanciation théorique des contraintes de l’ensemble des prédicats
unaire PCI sur O produit l’ensemble :
PCIT (O) = {p
I
h(o1), p
I
h(o2), p
I
h(o3)}
L’instanciation théorique des formules de PCE sur O donne l’ensemble
PCET (O) = { f
E
n (o1, o2), f
E
n (o2, o3), f
E
n (o1, o3),
fEl (o1, o2), f
E
l (o2, o3), f
E
l (o1, o3) }
L’instanciation par l’observation de PCI sur O donne :
PCI(O) = {¬pIh(o1), p
I
h(o2), p
I
h(o3)}
De même que :
PCE(O) = { fEn (o1, o2), ¬f
E
n (o2, o3), f
E
n (o1, o3),
¬fEl (o1, o2), f
E
l (o2, o3), f
E
l (o1, o3) }
A partir de CT (O) = PCIT (O) ∪ PCET (O) et CO(O) = PCI(O) ∪ PCE(O) nous déduisons que l’ensemble
CT (O) ∪ CO(O) est incohérent. En effet, il contient les formules contradictoires pIh(o1) et ¬pIh(o1) mais
également fEn (o2, o3) et ¬fEn (o2, o3) ainsi que fEl (o1, o2) et ¬fEl (o1, o2). Cette incohérence signifie que
l’ensemble O est incohérent.
.
R-Ensembles
La révision par R-ensembles [65, 85] traite de la révision d’un ensemble de formules propositionnelles par
un autre ensemble de formules propositionnelles, les formules étant sous forme normale conjonctive. Cette
approche de la révision consiste à déterminer les ensembles minimaux de clauses à retirer pour restaurer la
cohérence.
Nous rappelons maintenant les définitions formelles sur les R-Ensembles que nous présentons dans le cadre
de la logique des prédicats instanciée. Soit K et A deux ensembles de clauses prédicatives instanciées tels que
l’union des deux ensembles est incohérente. Un R-Ensemble potentiel de K ∪ A est un ensemble de clauses
prédicatives qui une fois retirées de K rétablit la cohérence. Plus formellement :
Définition 97 Soit K et A deux ensembles de clauses prédicatives instanciées. L’ensemble X ⊆ A est un
R-Ensemble potentiel de K ∪ A si et seulement si :
(K \X) ∪ A est cohérent.
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Un R-Ensemble potentiel pour un ensemble K ∪ A n’est pas unique. On note alors F l’ensemble des R-
ensembles potentiels. Un R-Ensemble est un R-Ensemble potentiel minimal suivant un critère p particulier. Ce
critère peut être représenté par un pré-ordre total sur les R-Ensembles potentiels. Nous considérons ici le critère
de cardinalité, c’est à dire qu’un R-ensemble est un R-ensemble potentiel de plus petite cardinalité, cela se
traduit par un choix du plus petit nombre de conflits à régler. Un R-ensemble est alors défini par :
Définition 98 Soit K et A deux ensembles de clauses prédicatives instanciées et soit F l’ensemble des R-
Ensembles potentiels. L’ensemble X ⊆ K est un R-Ensemble de K ∪ A si et seulement si :
– X est un R-Ensemble potentiel ;
– ∀X ′ ∈ F , si (K \ X ′) ∪ A est cohérent alors |X | ≤ |X ′|5.
Nous proposons une utilisation des R-Ensembles pour la détermination des E-incohérences. En effet, d’après
la définition 98, si l’ensemble de départ est incohérent, les R-ensembles fournissent des ensembles croyances
induisant l’incohérence. L’exemple 30 illustre l’utilisation de R-Ensembles. Lors de la confrontation de l’ins-
tanciation théorique et de l’instanciation issue de l’observation nous déterminons les R-Ensembles de CO(O)
pour rendre CT (O) ∪ CO(O) cohérent. Ces R-Ensembles permettent de construire les ensembles d’incohérence
ΘI et ΘE . L’exemple suivant illustre le calcul des R-Ensembles dans notre cas.
Exemple 30 Continuons l’exemple 29. L’ensemble CT (O) ∪ CO(O) est incohérent. En prenant comme critère
de sélection la cardinalité des ensembles, Le calcul des R-Ensembles construit un seul R-Ensemble :
XCO = { ¬pIh(o1), ¬f
E
n (o2, o3), ¬f
E
l (o1, o2) }
Le résultat aurait été identique en utilisant comme critère de sélection l’inclusion ensembliste.
Détection d’incohérences
Les R-ensembles permettent de pointer les clauses responsables de l’incohérence et sont très adaptés à
la construction des ensembles d’incohérence ΘI et ΘE définis respectivement en 94, page 148. A partir des
clauses prédicatives contenues dans les R-Ensembles, nous pouvons retrouver les objets en conflits ainsi que
les contraintes violées. Chaque R-Ensemble permet de créer un couple d’ensembles ΘI et ΘE . En effet, si un
prédicat instancié pIk(oi) est présent dans un R-Ensemble XCO , alors le couple (oi, cIk) est ajouté à ΘI . Si une
clause fEl (oi, oj) est présente dans XCO , alors le couple ((oi, oj), fEl ) est ajouté à ΘE . Plus formellement,
l’ensemble d’incohérence intrinsèque est défini par :
Définition 99 SoitCI l’ensemble des contraintes sur les attributs représenté parPCI . SoitXCO un R-Ensemble,
l’ensemble ΘI des incohérences intrinsèques est défini tel que :
∀ pIk(oi) ∈ X
CO , (oi, c
I
k) ∈ Θ
I
De même, la construction de l’ensemble d’incohérences extrinsèques. est défini par :
Définition 100 Soit CE l’ensemble des contraintes sur les relations représenté par PCE . Soit XCO un R-
Ensemble d’observation, l’ensemble ΘE des incohérences extrinsèques est défini tel que :
∀ fEl (oi, oj) ∈ X
CO , ((oi, oj)), c
E
l ) ∈ Θ
E
L’exemple 31 illustre la construction des ensembles d’incohérence grâce aux R-Ensembles.
Exemple 31 Suite à l’exemple 30, le seul R-Ensemble est :
XCO = { ¬cIh(o1), ¬f
E
n (o2, o3), ¬f
E
l (o1, o2) }
Les définition des ensembles d’incohérence permettent de construire :
ΘI = {(o1, c
I
h)}
De même que :
ΘE = {((o2, o3), c
E
n ), ((o1, o2), c
E
l )}
Nous étudions maintenant la méthode automatique de détermination de l’incohérence.
5|X| représente la cardinalité de X
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Algorithme de détection d’incohérence basé sur les R-Ensembles
L’algorithme de détection d’incohérence basé sur les R-Ensembles suit une méthode en 5 étapes.
1. Création de l’ensemble de croyances, CT , représentant la vision théorique de l’ensemble d’objets.
2. Instanciation dePCI etPCE surO. Une foisPCI(O) etPCE obtenus, la construction de CO est évidente.
3. Vérification de la cohérence de CT ∪ CO. Cette vérification peut être faite par des SAT-solveurs et
est nécessaire car si l’ensemble est cohérent, les R-Ensembles sont inutiles et proposent d’enlever des
croyances non conflictuelles.
4. Détermination des R-Ensembles. La mise en oeuvre du calcul des R-ensembles a été réalisée en utilisant
une traduction en programmation logique avec sémantique des modèles stables [10, 11] et ont été testées
dans le contexte d’application géographique pour le projet européen REVIGIS.
5. Construction pour chaque R-EnsembleXCOi du couple (ΘIi , ΘEi ) d’ensembles d’incohérence intrinsèque
et extrinsèque.
Le rétablissement de la cohérence peut alors se baser sur les informations apportées par les ensembles d’in-
cohérences ΘI et ΘE . Le critère de sélection utilisé ici étant la cardinalité des R-ensembles, Si l’ensemble
d’objets O est incohérent alors il existe au moins un R-ensemble induisant la construction d’ensembles d’in-
cohérence ΘI et ΘE . Le rétablissement d’incohérence doit alors au préalable déterminer quel ensemble d’in-
cohérences d’incohérence seront utilisés pour rétablir la cohérence. Nous considérons dans ce travail qu’il est
toujours possible de choisir un R-ensemble unique suivant des critères particuliers ou de manière arbitraire.
11.3 Formalisation de la fusion d’ensembles d’objets
Dans la représentation Entité, nous assimilons la fusion de connaissances à la fusion d’ensembles d’objets.
La fusion dans cette représentation particulière doit respecter les trois propriétés de base :
– Chaque ensemble d’objets à fusionner est cohérent.
– L’ensemble d’objets résultat de la fusion est cohérent.
– Le maximum de connaissance doit être présent dans le résultat de la fusion.
Mettre en place un processus de fusion dans le paradigme objet consiste à exprimer ces propriétés en représen-
tation objet et à proposer un processus de fusion. Le processus de fusion repose l’utilisation d’un opérateur de
fusion.
Définition 101 Soit Ω l’ensemble des ensembles d’objets. un opérateur de fusion d’ensembles d’objets, noté⊕
est une application définie telle que :
Ωn → Ω
{O1, . . . , On} → O⊕ = O1 ⊕ · · · ⊕On
et pour lequel l’ensemble fusionné O⊕ est cohérent.
Il existe plusieurs approches pour construire un ensemble Ω cohérent. Les deux approches que nous propo-
sons maintenant reposent sur la notion d’ensemble d’incohérences selon les définitions 94 et 95, page 148. La
méthode consiste en :
– Construire un ensemble Ωu contenant tous les objets.
– Déterminer tous les ensembles d’incohérences
– Appliquer une technique de fusion.
L’ensemble Ωu est l’union de tous les ensembles composant Ω. Formellement :
Ωu =
n⋃
i=1
Oi, Oi ∈ Ω
Nous calculons ensuite les couples d’ensembles d’incohérence (ΘIi , ΘEi ) pour Ωu en utilisant l’approche
matricielle ou l’approche basée sur les R-Ensembles. Les ensembles d’incohérence expriment alors quels sont
les objets source d’incohérence et quelles contraintes sont falsifiées. La solution afin de rétablir la cohérence de
Ωu est de corriger un couple (ΘIi , ΘEi ). Trois types de fusion sont disponibles : la fusion manuelle, la fusion
automatique et la fusion automatisée.
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11.4 Restauration de la cohérence d’un ensemble d’objets
La gestion des objets mesurés lors de l’étude d’un site peut être perturbée par l’étalage des mesures dans le
temps, le nombre d’acteurs impliqués dans les différentes phases de mesures et l’utilisation d’informations hé-
térogènes. Les objets mesurés peuvent alors être regroupés dans différents ensembles obtenus indépendamment
les uns des autres.
Le résultat final de l’étude d’un site nécessite la production d’un ensemble d’objet unique et cohérent. La
figure 11.2 illustre la production de cet ensemble. Toutes les n sessions de mesures engendrent un ensemble
FIG. 11.2 – Construction d’un ensemble d’objets cohérent.
d’objets mesurés. Le résultat final de la mesure des objets d’un site doit s’appuyer sur tous les objets mesurés.
L’union, notéeΩ de tous les ensembles d’objetsOi disponibles permet la construction d’un ensemble contenant
tous les objets mesurés, cependant, la cohérence de cet ensemble n’est pas garantie même si chaque ensemble
issu d’une session de mesure est cohérent. La vérification de la cohérence de l’ensemble d’objets Ω est basée
sur les techniques décrites en 11.1 consistant à construire des ensembles d’incohérences. Si aucun ensemble
d’incohérence n’est trouvé, alors Ω continent tous les objets mesurés est est cohérent. Il est donc le résultat
final de l’étude du site. Dans le cas contraire, les ensembles d’incohérences doivent être corrigés et la cohérence
restaurée.
Il existe trois manières différentes afin de restaurer la cohérence. La restauration de cohérence automatique
élimine les objets apportant l’incohérence en fonction de priorités définies entre les objets et entre les ensembles
d’objets. La restauration de cohérence manuelle exprime les ensembles d’incohérences de manière compréhen-
sible à un expert et lui permet de rétablir lui même la cohérence grâce aux outils disponibles. La restauration de
cohérence automatisée est une systématisation de la méthode manuelle. A partir de fonctions de restaurations
données par les experts, les objets apportant l’incohérence sont corrigés.
11.4.1 Fusion prudente
Le premier type de fusion automatique est la fusion prudente. Cette fusion élimine de l’ensemble Ω tous les
objets apparaissant dans au moins un ensemble d’incohérence. Plus formellement, cette fusion s’écrit :
O⊕ = {o ∈ Ω | ∀θ
E ∈ ΘE , o 6∈ θE et ∀θI ∈ ΘI , o 6∈ θI}
La fusion prudente garanti que l’ensemble d’objets fusionné est cohérent, cependant, une grande partie de la
connaissance initiale peut être perdu. Pour perdre moins de connaissance, la fusion prudente peut être appli-
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quée seulement aux ensembles d’incohérences extrinsèques ou intrinsèques. Cependant, la cohérence finale de
l’ensemble O⊕ n’est pas garantie.
La fusion prudente ne peut être la seule fusion automatique possible. Bien que celle-ci permettent un réta-
blissement certain de la cohérence, la quantité de connaissance perdue peut être très importante. Une deuxième
méthode de fusion automatique est possible.
11.4.2 Fusion avec priorité entre les objets et les ensembles d’objets
Les experts peuvent affiner la restauration de cohérence automatique en fournissant des priorités entre les
objets et entre les ensembles d’objets. Chaque objet étant le résultat d’une session de mesure, il est possible
d’exprimer des priorités entre les objets d’une même session. En effet, la précision des mesures peut varier
d’un objet à l’autre. De plus, des priorités entre les session peuvent être également exprimées, certaines ses-
sions pouvant être jugées plus fiables que d’autres. Nous reprenons ici le travail du chapitre 7, page 87, sur la
combinaison de pré-ordres en l’appliquant aux ensembles d’objets.
La priorités externe et les priorités internes correspondent respectivement à un pré-ordre total externe et
des pré-ordres totaux internes représentés par des polynômes. Dans ce qui suit, les éléments préférés sont
les minimaux dans le pré-ordre. Nous définissons maintenant les notions de pré-ordre externe et de pré-ordre
interne pour les ensembles d’objets.
Pré-ordre externe
La définition d’un pré-ordre externe repose sur la définition d’une fonction de pondération externe pour un
ensemble d’objets.
Définition 102 Soit O = {O1, . . . , On} un ensemble d’ensembles d’objets. Une fonction de pondération
externe est une application qO telle que :
qO : O −→ IR
Oi −→ qO(Oi)
A partir de la fonction de pondération externe, nous définissons un pré-ordre externe sur l’ensemble des en-
sembles d’objets, noté ≤O.
Définition 103 Un pré-ordre externe sur un ensemble d’ensembles d’objetsO est défini par :
∀Oi, Oj ∈ O, Oi ≤O Oj ssi qO(Oi) ≤ qO(Oj)
Deux cas se présentent. Soit les ensembles explicitement. Dans ce cas les poids q(Oi) sont codés par des valeurs
constantes. Soit les ensembles ne sont pas ordonnées. Tous sont donc préférrés, et dans ce cas, q est telle que
∀Oi ∈ O, q(Oi) = 0.
Pré-ordre interne
La définition formelle d’un pré-ordre interne repose sur la définition d’une fonction de pondération interne
pour chaque ensemble d’objet.
Définition 104 Soit O = {o1, . . . , on} un ensemble d’objets. Une fonction de pondération interne est telle
que :
pO : O −→ IR[x]
oi −→ pO(oi)
A partir de la fonction de pondération interne, il est possible de définir un pré-ordre interne pour un ensemble
d’objets O , noté ≤O.
Définition 105 Un pré-ordre interne sur les objets de l’ensemble O avec une fonction de pondération pO est
défini par :
∀oj , ok ∈ O, oj ≤O ok ssi pO(oj) ≤ pO(ok)
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Il existe trois cas pour un ensemble O. Tout d’abord, le pré-ordre peut être défini arbitrairement. Dans ce cas,
les poids pO(oi) sont codés par des polynômes, comme rappelé en 5, page 51. Par ailleurs, le pré-ordre peut
être implicite, les poids pO(oi) peuvent être calculés et les pré-ordres sont codés par des polynômes constants.
Enfin, il n’y a pas de pré-ordre défini. Cela signifie que toutes les interprétations sont préférées. Dans ce cas
∀oi ∈ O, pO(oi) = 0, c’est à dire des polynômes nuls.
11.4.3 Pré-ordre global pour les objets
A partir des pré-ordres internes et externes nous pouvons définir un pré-ordre global sur l’ensemble des
objets. Ce pré-ordre global peut être représenté grâce a des polynômes. La première étape dans la construction
de ce pré-ordre est de définir le poids externe global.
Définition 106 Soit qO(Oi) les poids externes pour les ensembles d’objets Oi, 1 ≤ i ≤ n de O.. Le poids
externe global est défini par q⊗ = Σn−1i=0 qO(Oi+1) xi.
Le poids externe global défini, nous pouvons définir également la fonction de rang absolu :
Définition 107 Soit O = {O1, . . . , On} un ensemble d’ensemble d’objets. Une fonction de rang absolue,
notée rO , est une fonction de O dans IN qui associe à chaque ensemble Oi un rang absolu rO(Oi) tel que :
– Si Oi <O Oj alors rO(Oi) < rO(Oj)
– Si Oi =O Oj et i < j alors rO(Oi) < rO(Oj)
La fonction rO est inversible et permet à partir d’un entier i de retrouver l’ensemble d’objet dont i est le rang
absolu. Avant de continuer, nous supposons qu’il existe une fonction s qui associe à chaque objet ok l’ensemble
d’objets Oi d’où il provient. La définition d’une telle fonction est triviale. Nous définissons maintenant une
fonction de poids global appliquable à un ensemble d’objets Og .
Définition 108 SoitO = {O1, . . . , On} un ensemble de n objets et soit Oµ l’union de tous les ensembles de
O. Soit Og = {oi | oi ∈
⋃n
k=1Ok} un sous ensemble de Oµ. Le poids global de Og , noté p⊗(Og) est défini
tel que :
p⊗(Og) =
|Og|∑
i=1
ps(oi)(oi)× x
PrO(s(oi))−1
m=1 MAXr−1
O
(m)
avec
MAXr−1
O
(m) = maxo′∈Or−1(m)(deg(pOr−1
O
(m)
(o′)) + 1)
La fonction de poids global permet de définir un pré-ordre global sur les sous-ensembles d’objets, formelle-
ment :
Définition 109 Soit O = {O1, . . . , On} un ensemble d’ensemble d’objets. soit Oµ l’union de tous les
ensembles deO. SoitOg etO′g deux sous-ensembles deOµ. Si s est une stratégie de comparaison de polynômes,
le pré-ordre global≤⊗s est défini tel que :
Og ≤⊗s O
′
g si et seulement si p⊗(Og) ≤s p⊗(O′g)
Grâce à ce pré-ordre nous pouvons ordonner tous les sous ensembles deOµ. Ce pré-ordre global est utilisé pour
créer une méthode automatique de restauration de la cohérence de _µ.
Restauration de la cohérence intrinsèque
La restauration de la cohérence intrinsèque est le retrait de tous les objets incohérent intrinsèquement. Il
n’y a aucun choix possible entre les objets à retirer afin de rétablir la cohérence car ceux-ci sont par définition
de l’incohérence intrinsèque tous indépendants. Retirer un objet incohérent intrinsèquement ne change rien à
l’incohérence intrinsèque des autres objets. SoitOµ un ensemble d’objets, Nous définissons l’ensemble d’objets
intrinsèquements incohérents, noté OI , par :
OI = { oi ∈ Oµ | ∃θ
I
j ∈ Θ
I , oi ∈ θ
I
j }
La restauration de la cohérence intrinsèque de Oµ est obtenue en retirant les objets de l’ensemble OI . Formel-
lement :
O \ OI est intrinsèquement cohérent
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Restauration de la cohérence extrinsèque
La restauration de l’incohérence extrinsèque d’un ensemble d’objet Oµ est plus délicate que dans le cas
intrinsèque. En effet, les objets sont ici dépendants les uns des autres. La construction de l’ensemble OE des
objets à retirer de Oµ afin de supprimer les incohérences extrinsèques repose sur le traitement des ensembles
d’incohérence extrinsèque en enlevant les objets les moins prioritaire de chaque couple. La détermination des
objets prioritaires repose sur le pré-ordre global ≤⊗s à partir duquel nous pouvons ordonner les ensembles
d’incohérence à traiter de manière à ce que les incohérences impliquant les objets les moins prioritaires soit
traitées en premier. Cela revient à créer un pré-ordre sur l’ensemble d’incohérence intrinsèque défini comme
suit :
Définition 110 Soit Oµ un ensemble d’objets résultat de l’union de n ensembles d’objets. Soit ΘE l’en-
semble d’incohérence extrinsèque pour Oµ et soit ≤⊗s le pré-ordre global sur les sous ensembles de Oµ.
Soit ((oi, oj), fEk ) et ((oi′ , oj′ ), fEk′ ) deux éléments de ΘE . Le pré-ordre sur l’ensemble d’incohérence ex-
trinsèque, noté ≤ΘE est défini par :
((oi, oj), f
E
k ) ≤ΘE ((oi, oj), f
E
k′ ) ssi {oi, oj} ≤⊕s {oi′ , oj′}
Selon la stratégie s choisie, le pré-ordre sur les ensembles d’objets est différent tout comme le pré-ordre sur
ΘE . L’ensemble OE contenant les objets à retirer de Oµ peut alors être construit comme suit :
OE = { max≤⊕s ({oi, oj | oi, oj 6∈ O
E , ((oi, oj), c
E
k ) ∈ Θ
E
et ∀((ol, om), cEt ) ∈ Θ
E \(oi, oj), cEk ), ((ol, om), cEt ) ≤ΘE ((oi, oj), cEk )}
Cet ensemble est composé des objets maximaux présent dans les incohérences intrinsèques maximales. La
construction d’un tel ensemble est assez simple, il suffit de parcourir l’ensemble des éléments ((oi, oj), cEk ) de
ΘE par ordre décroissant et retirer à chaque fois l’objet maximal de {oi, oj} suivant le pré-ordre global ≤⊕s .
Resultat de la fusion
Une fois construit les ensembles d’objets incohérents intrinsèquement et extrinsèquement, le résultat de la
fusion est obtenu par le retrait de l’ensembleOµ de tous les éléments de OI et de tous les éléments de OE . Plus
formellement :
O⊕ = Oµ \ (O
I ∪ OE)
les objets composant O⊕ ne sont plus sujet à aucune incohérence.
Exemple 32 Soit E une entité. SoitO = {O1, O2 etO3} un ensemble de trois ensembles d’objets caractérisés
par l’entité E et définis tels que :
O1 = { o1a, o1b, o1c, o1d }
O2 = { o2a, o2b, o2c }
O3 = { o3a, o3b, o3c, o3d, o3e }
Les experts ont exprimé des priorités sur les ensembles d’objets qui sont représentés par le pré-ordre externe :
O1 <O O2 =O O3
avec q(O1) = 1, q(O2) = 2 et q(O3) = 2.
Les opérateurs et les experts ont exprimé pour chaque ensemble d’objets des priorités représentées par
trois pré-ordres internes :
≤O1 : o1a =O1 o1d <O1 o1b <O1 o1c
≤O2 : o2a =O2 o2b <O2 o2c
≤O3 : o3a =O3 o3c <O3 o3b =O3 o3d <O3 o3e
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Les valeurs des poids internes des objets sont :
O1 o1a o1b o1c o1d
pO1(oi) 1 2 3 1
O2 o2a o2b o2c
pO2(oi) 1 1 2
O3 o3a o3b o3c o3d o3e
pO1(oi) 1 2 1 2 3
L’union des trois ensembles d’objets est Oµ = O1 ∪ O1 ∪ O3. La détection d’incohérences a construit un
ensemble d’incohérence intrinsèque ΘI tel que :
ΘI(Oµ) = { (o1a, cI1), (o2b, c
I
1), (o3e, c
I
2) }
L’ensemble d’incohérences extrinsèques obtenu est :
ΘE(Oµ) = { ((o1b, o2a), cE2 ), ((o2b, o3c), c
E
2 ),
((o1d, o3d), c
E
1 ), ((o2c, o3c), c
E
3 ) }
La détermination de l’ensemble des objets incohérents intrinsèquements est immédiate :
OI = {o1a, o2b, o3e}
Le calcul des poids globaux pour les ensembles d’objets incohérents donne :
p⊗({o1b, o2a}) = pO1(o1b) ∗ x
0 + pO2(o2a) ∗ x
MAXO1
= 2 + x
p⊗({o2b, o3c}) = pO2(o2b) ∗ x
MAXO1 + pO3(o3c) ∗ x
MAXO1+MAXO2
= 1 ∗ x1 + 1 ∗ x1+1
= x+ x2
p⊗({o1d, o3d}) = pO1(o1d) ∗ x
0 + pO3(o3d) ∗ x
MAXO1+MAXO2
= 1 ∗ x0 + 2 ∗ x1+1
= 1 + 2x2
p⊗({o2c, o3c}) = pO2(o2c) ∗ x
MAXO1 + pO3(o3c) ∗ x
MAXO1+MAXO2
= 2 ∗ x1 + 1 ∗ x1+1
= 2x+ x2
A partir des poids globaux calculés et du choix d’une stratégie de fusion, nous pouvons définir un pré-ordre
sur les éléments de ΘE . Pour plus de simplicité posons
θE1 = ((o1b, o2a), c
E
2 )
θE2 = ((o2b, o3c), c
E
2 )
θE3 = ((o1d, o3d), c
E
1 )
θE4 = ((o2c, o3c), c
E
3 )
Les pré-ordres sur l’ensemble ΘE selon la stratégie choisie sont :
≤MAX : θE2 < θ
E
1 = θ
E
3 = θ
E
4
≤SUM : θ
E
2 < θ
E
1 = θ
E
3 = θ
E
4
≤WS : θE1 = θ
E
2 = θ
E
3 < θ
E
4
≤LEX : θE2 < θ
E
4 < θ
E
3 < θ
E
1
≤GMAX : θE2 < θ
E
1 = θ
E
3 = θ
E
4
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Les stratégies MAX , SUM et GMAX donnent le même pré-ordre, ceci est du à la simplicité de l’exemple et
à l’uniformité des poids internes associés aux objets. La construction des ensembles OEs pour les stratégies s
donne :
OEMAX : {o2c, o3d, o1b, o2b, o3c}
OESUM : {o2c, o3d, o1b, o2b, o3c}
OEWS : {o2c, o3d, o2b, o3c, o1b, o2a}
OELEX : {o1b, o1d, o2c, o2b}
OEGMAX : {o2c, o3d, o1b, o2b, o3c}
A partir des stratégies de fusion choisies et des ensembles d’objets incohérents intrinsèquement et extrinsèque-
ment nous pouvons construire les ensembles O1 ⊗s O2 ⊗s O3.selon la stratégie s choisie :
O1 ⊗MAX O2 ⊗MAX O3 : {o1c, o1d, o2a, o3a, o3b, }
O1 ⊗SUM O2 ⊗SUM O3 : {o1c, o1d, o2a, o3a, o3b, }
O1 ⊗WS O2 ⊗WS O3 : {o1c, o1d, o3a, o3b, }
O1 ⊗LEX O2 ⊗LEX O3 : {o1c, o2a, o3a, o3b, o3c, o3d, }
O1 ⊗GMAX O2 ⊗GMAX O3 : {o1c, o1d, o2a, o3a, o3b, }
La méthode de fusion consistant a enlever les objets incohérents permet de restaurer la cohérence mais élimine
une grande quantité d’objets. Le problème qui se pose est donc double : d’un côté il faut minimiser les objets à
retirer, de l’autre il faut garantir la cohérence de l’ensemble final. Une première solution est de mettre en place
des méthodes de fusion d’objets. Ces méthodes au lieux d’écarter les objets incohérent les modifierai afin de les
rendre cohérents. Ces modifications sont malheureusement très complexes et ne peuvent à l’heure actuelle être
automatisées complètement. Certaines modifications d’objets simples (comme le renomage par exemple en cas
de conflit d’identifiant) peuvent être automatisée mais pas suffisament pour mettre en place une méthode de
fusion d’ensemble d’objets complètement automatique. Une solution de restauration de la cohérence manuelle
doit être envisagée.
11.4.4 Restauration de cohérence manuelle
La méthode fusion manuelle retourne à l’expert ayant effectué les mesures les couples d’ensembles d’in-
cohérence (ΘIi , ΘEi ). Suivant son interprétation des résultats, celui-ci peut décider d’intervenir sur les objets
problématiques de la manière qu’il souhaite. Cette solution est inévitable en cas de problème majeur comme
des erreurs dans le protocole de mesure ou indépendante de l’outil de mesure. Deux ensemble d’objets notés
ΩrM et Ω
a
M représentent respectivement les ensembles d’objets pour lesquels les incohérences extrinsèques et
intrinsèques ont été corrigées manuellement. La fusion manuelle ne garanti pas qu’après la fusion l’ensemble
résultat soit cohérent. Cependant, dans certains cas un résultat faiblement incohérent pour certains objets peut
être préféré à un résultat cohérent dans lequel un grand nombre d’objets a disparu. Ceci peut être le cas lorsque
de nombreux objets sont incohérent intrinsèquement sans pour autant que cela mette en danger la validité des
résiltats.
Dans le cadre de l’application des cas d’incohérence intrinsèque non invalidant sont souvent présent. Il peut
s’agir de valeurs qui ne sont pas renseignées correctement ou de contraintes qui ne sont pas adaptées à l’étude
en cours.
11.4.5 Restauration de cohérence automatisée
La restitution de cohérence automatisée une approche mixte entre fusion automatique et fusion manuelle.
La fusion automatique permet d’obtenir un ensemble d’objets cohérent mais au prix d’une perte de la quantité
de connaissances globale. En effet, des objets causes de l’incohérence sont retirés du résultat final.
La fusion manuelle offre de bien plus grande possibilité d’intervention sur les objets afin de les modifier
pour faire disparaitre l’incohérence. Cependant, la necessité pour les experts de vérifier tous les objets devient
vite impossible à satisfaire quand le nombre d’objets augmente.
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Les deux méthodes de fusion précédentes ne sont pas totalement incompatible. Nous proposon une mé-
thode hybride permettant de restaurer la cohérence d’un ensemble d’objets en corrigeant les incohérences pour
lesquelles des traitements génériques sont connus. Si aucun traitement n’existe, l’incohérence est alors corrigée
en utilisant la méthode automatique ou en redonnant la main à l’expert.
Traitement de l’incohérence
Les fonctions de traitement de l’incohérence sont mise au point par les experts et les développeurs de
l’application lors de la phase de spécification des contraintes. En effet, pour certaines contraintes il est possible
de spécifier un traitement automatique permettant de corriger les objets qui ne les respectent pas.
Tout comme pour les contraintes, il existe deux type de fonctions de traitement. Les fonctions de traitements
intrinsèques et les fonctions de traitement extrinsèques.
Une fonction de traitement intrinsèque est une application, notée f i, qui prend en paramètre un élément de
l’ensemble d’incohérences intrinsèquesΘI et qui retourne un objet corrigé afin d’être cohérent intrinsèquement.
Plus formellement :
f i : ΘE(O) −→ O
θIj −→ f
i(θIj )
Une fonction de traitement extrinsèque est une application, notée fe, qui prend en paramètre un élément de
l’ensemble d’incohérences extrinsèques ΘE et qui retourne un ensemble d’objets corrigé afin d’être cohérent
extrinsèquement. Plus formellement :
f i : ΘE(O) −→ O′ ⊂ O
θEj −→ f
e(θEj )
Les fonctions de traitement extrinsèques peuvent avoir trois comportements.
– Les deux objets incohérents sont tous les deux modifiés pour ne plus être incohérents ;
– Un nouvel objet est construit à partir des deux objets initiaux ;
– Un des deux objets est retiré du résultat final.
Dans le premier cas, la fonction de traitement retourne les deux objets initiaux sur lesquels des modifications
ont été apportées afin de corriger l’incohérence extrinsèque.
Dans le second cas, la fonction de traitement crée un nouvel objet à partir des deux objets initiaux. Dans le
cadre de la mesure, ceci peut se produire si lors de différentes sessions de mesure un même objet à été mesuré
plusieurs fois et que ces mesures sont complémentaires.
Le troisième cas est le retrait d’un des objets causant l’incohérence du résultat final. La révision d’un
session de mesure par une autre ou la demande d’un opérateur ou d’un expert de corriger un objet conduit à un
tel traitement. La restauration de cohérence automatique fait également partie de ce cas de figure.
De manière transversale, des fonctions de traitement par défaut peuvent être utilisées si toutes les incohé-
rences ne peuvent être corrigées de manière systématiques. Une telle fonction peut alors soit en appeler à la
restauration automatique de la cohérence, soit en appeler à l’expert pour corriger lui même le problème.
De plus, les fonctions de traitements peuvent reposer sur d’autres fonctions de traitement. Par exemple une
fonction de traitement extrinsèque peut tenter de corriger deux objets et appeler une restauration de cohérence
automatique en cas d’echec. Une fonction plus spécifique peut tâcher de construire un objets à partir d’une in-
cohérence intrinsèque, puis déléguer la construction à l’expert en cas d’echec et encore utiliser une restauration
de cohérence automatique si le choix de l’expert ne rétablit pas la cohérence.
La restauration de cohérence automatisée gomme les inconvénients des deux restaurations de cohérence
précédentes. En effet, il est possible de corriger les objets afin de les rendre cohérent sans forcement les retirer
du résultat final. De plus, l’automatisation des correction permet de solliciter l’expert seulement pour les cas
de correction les plus difficile, ceux-ci étant bien souvent dus à un problème lors de la session de mesure et
requirant comme correction une nouvelle session.
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Chapitre 12
Ametist : an Arpenteur ManagEment
Tool for Interactive Survey Treatment
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12.1 Introduction
12.1 Introduction
L’outil Arpenteur est dédié à la mesure d’objets en utilisant un processus de restitution guidé par la connais-
sance. Une fois une session de mesure terminée, nous nous trouvons en présence d’un ensemble d’objets me-
surés. La nature de l’expérimentation pour laquelle Arpenteur est utilisé peut soulever plusieurs problèmes un
fois la mesure effectuée. Le premier problème est la vérification de la validité de la mesure. Dans certains mi-
lieux, les moyens optiques nécessaires à la photogrammétrie peuvent être limités. C’est le cas lors de fouilles
sous-marines. Les appareils photographiques embarqués doivent être maniables et compacts, ce qui réduit la
qualité des images obtenues. De plus, plus la profondeur est grande et plus la puissance de la lumière naturelle
et la difficulté d’acheminement d’énergie augmentent et sont des facteurs aggravant encore la déperdition de
qualité des prises de vues. Tous ces facteurs influent directement sur la mesure [29]. Les milieu hostile tels que
les déserts sont également des facteurs dégradant la qualité de la mesure.
Le deuxième problème est du à la taille des sites et à la durée de l’expérimentation. En effet, plus un
site est grand et plus son étude est lognue, plus les objets à mesurés seront nombreux. Afin de disposer d’un
ensemble d’objets mesurés le plus vite possible, plusieurs utilisateurs différents complètent des sessions de
mesures avec Arpenteur. La complexité spatiale du site et la dispersion dans le temps des sessions de mesures
forment une source d’incohérence lors de l’aggregation des différents ensembles d’objets mesurés produits.
Des objets simples peuvent avoir étés mesurés plusieurs fois avec des valeurs variant sensiblement. Des objets
complexes peuvent avoir étés mesurés en plusieurs fois au cours de sessions différentes ou avoir été re-mesurés
pour corriger une erreur. L’aggregation des ensembles d’objets mesurés ne peut plus se faire sans traitement
spécifique et une fusion des ensembles d’objets est necessaire.
Nous proposons dans ce chapitre un outil venant étendre Arpenteur et répondant aux deux problèmes po-
sés. Cet outil,Ametist (ArpenteurManagEmentToolforInteractiveSurveyT reatment) a été développé
dans le cadre de cette thèse est intégré au projet Arpenteur. Nous décrivons maintenant l’utilisation de ce nouvel
outil.
12.2 Interface utilisateur pour le contrôle des résultats
Les résultats produits par Arpenteur sont des ensembles d’objets formalisés grâce aux entités 1. La gestion
et l’édition de ces ensembles d’objets requiert un outil spécifique pouvant être utilisé par tous les acteurs du
relevé quelque soit leur domaine d’activité (mesure, archéologie, architecture, biologie, ...).
Nous avons développé une interface intuitive pour permettre aux utilisateurs de gérer et de contrôler les
résultats provenant d’Arpenteur. Cette interface est appelée Ametist, pour Arpenteur ManagEment Tool for In-
teractive Survey Treatment. Comme nous pouvons le voir en figure 12.1, l’interface principale est composée de
quatre panneaux. En haut le panneau de commande regroupe les commandes d’accès aux outils et traitements.
A gauche, le panneau d’aperçu des photographies affiche les miniatures des photographies orientées utilisées
durant la restitution. Le panneau de droite fournit les informations générales sur les objets mesurés et les pho-
tographies. LE panneau central est l’espace dans lequel les iinterfaces prinfipales des divers outils sont affihées.
Nous proposons maintenant une description plus précise des composantes de l’interface.
12.2.1 Panneau de commandes
Le panneau du haut est dédié aux menus et barres d’outils. Il propose des commandes rapides permettant
principalement d’ouvrir la table des photographies orientées utilisées pour la mesure photogrammétrique, de
montrer la table des points 3D calculés par photogrammétrie ainsi que les points 2D marqués par l’opérateur
sur les photographies lors de la restitution. Ces tables de contrôles sont très utiles aux acteurs du domaine de
la photogrammétrie car elles permettent de vérifier de visu les résultats produits par les calculs photogrammé-
triques lors du processus de restitution.
D’autres commandes sont disponibles comme l’affichage de la table des sessions ou l’affichage de la table des
objets mesurés. Ces commandes sont destinées principalement aux acteurs liés au domaine de recherche et
1pour une description de la formalisation par entités, se référer au chapitre 10, page 10.6
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FIG. 12.1 – Vue générale de l’interface d’Ametist
permettent de vérifier globalement des résultats.
12.2.2 Panneau d’aperçu des photographies
Dans le panneau de gauche, les utilisateurs disposent d’une vue d’ensemble des photographies orientées
utilisées durant le processus de restitution. Des miniatures affichent un aperçu des photographies sur lesquelles
les objets mesurés sont projetés afin que l’utilisateur puisse facilement localiser les couples photographie -
objets mesurés, comme nous pouvons le voir en figure 12.2.
12.2.3 Panneau d’informations générales
Le panneau de droite fournit des informations générales sur les objets mesurés. La table des sessions affiche
des informations sur les sessions de mesures composant l’ensemble des objets. Les informations principales
sont la localisation dans le temps et la localisation géographique du site.
La table des objets montre la liste des objets mesurés en affichant leurs identificateurs ainsi qu’une icône indi-
quant l’état de l’objet (mesuré, non mesuré, mesuré avec restitution logique, mesuré avec restitution classique,
erroné). L’indiquateur d’état permet à l’utilisateur d’avoir un aperçu global des problèmes que peut avoir l’objet
mesuré. Bienque cet indicateur n’indique pas la nature du problème et ne puisse montrer que les erreurs les plus
simples à détecter, il est utile pour une vérification rapide.
La table d’information generales sur les photographies est l’expression textuelle du panneau d’aperçu (voir
12.2.2). Là ou le panneau d’aperçu permet de localiser visuellement des photographies, cette table permet de
les trouver facilement en fonction de leur identificateur (généralement le nom du fichier image contenant la
photographie).
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FIG. 12.2 – Manneau des miniatures de photograpgies.
12.2.4 Espace de travail
Le panneau central de l’interface, appelé aussi espace de travail est l’endroit où tous les outils activés par
l’utilisateur sont affichés. Parmis les outils standards d’Ametist sous pouvons citer le panneau d’affichage de
photographie, les différentes tables ouvertes grâce aux commandes mais aussi des outils plus spécifiques.
Le panneau d’affichage des photographies permet de voir les photographies orientées en taille réelle. Des
contrôles permettent diverses opérations sur les images telles que des zooms, des rotations, des changement de
luminosité et de contraste. Les informations relatives à la mesure photogrammétrique sont surimprimées sur
les images. Ainsi, l’utilisateur peut voir la projection de la représentation 3D des objets mesurés sur les photos
ainsi que les points 2D mesurés. Les objets peuvent de plus être sélectionnés depuis leur représentation tracée
sur les images. La figure 12.3 illustre l’utilisation du panneau d’affichage des photographies. 12.3.
Les tables d’informations Les tables d’informations font parties des principaux outils utilisés dans l’espace
de travail. Les descriptions de ces tables sont donées en 12.2.1 et 12.2.3. La principale utilité des tables d’infor-
mations et la vérification de valeurs particulières relatives aux points 3D, aux points 2D (voir figure 12.4) mais
aussi à différentes caractéristiques de l’objet. La table des objets mesurés affiche des informations telles que
les valeurs d’attributs morphologiques (longueur, largeur, profondeur), la position de l’objet dans l’espace (x,
y, z, ω, φ, κ) mais aussi des informations d’identification, les photographies ayant servi à la mesure de l’objet
et des informations textuelles fournies par les opérateurs durant la mesure (typologie pour des amphores, Unité
Stratigraphique Murale pour l’architecture, Pourcentage de nécrose ou nombre de branches pour la mesure de
colonies de corail en biologie sous parine).
L’éditeur d’objets mesurés Quand un object est sélectionné, l’utilisateur peut acceder à un éditeur d’objet
qui permet d’acceder à toutes les informations relatives à la mesure de l’objet. Les premières informations
proposées par l’éditeur d’objets sont les attributs de l’objet étudié, comme illustré en figure 12.5. L’utilisateur
peut vérifier la validité des mesures de l’objet en consultant l’écart entre les valeurs mesurées et les valeurs
172 Fusions de connaissances: Applications aux relevés
photogrammétriques de fouilles archéologiques sous-marines
CHAPITRE 12. AMETIST : AN ARPENTEUR MANAGEMENT TOOL FOR INTERACTIVE SURVEY
TREATMENT
FIG. 12.3 – Panneau de visualisation des photographies.
par défaut - issues du modèle théorique. En cas de trop grande différence, nous pouvons déduire que soit la
mesure est fausse, soit la valeur par défaut est inappropriée. Les attributs relatifs à la documentation de l’objet
ne peuvent dans la plupart des cas pas être vérifiés automatiquement, c’est à l’utilisateur d’utiliser l’éditeur
d’objets pour procéder à cette vérification.
Le deuxième onglet de l’éditeur d’objets est consacré à l’affichage du résultat de la restitution logique. Comme
expliqué en 9.3.2, page 133, la mesure des objets repose sur une restitution logique qui utilise les résultats de
l’inférence d’un système expert, appelés faits, afin de déterminer les calculs à utiliser. Les faits sont des infor-
mations très utiles pour le contrôle du bon déroulement de la mesure. Comme nous le voyons en figure 12.6, la
table des faits permet de savoir quels faits étaient disponibles au départ de la restitution, quels faits ont pu être
déduits et quels faits ne l’ont pas été. Si pour un objet un grand nombre de faits n’ont pu être déduit ou bien si
beaucoup e faits déduits sont des faits par défaut, l’utilisateur peut vérifier les données photogrammétriques de
l’objet afin de savoir s’il est possible de les affiner pour avoir un meilleur résultat lors de l’inférence du système
expert. La table de restitution sert avant tout à donner des indications sur les moyens d’améliorer la restitution
- et donc la mesure - des objets.
Liens entre les composants Les composants d’Ametist montrent des visions différentes d’une même chose :
Un ensemble d’objets mesurés. La pupart des informations affichées étant liées, la sélection d’une information
dans un composant entraine également la sélection des informations liées dans les autres composants. Par
exemple, la sélection d’un point 3D dans la la table des points 3D entraîne la sélection automatique des points
2D correspondant dans la table des points 2D, la selection des photographies sur lesquelles ont été mesurés
ces points ainsi que la sélection de l’objet mesuré auquel appartiennent ces points. Ces sélections automatiques
permettent à l’utilisateur d’avoir un point de vue global sur les informations qu’il utilise.
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FIG. 12.4 – Tables des points 2D / 3D
FIG. 12.5 – Editeur d’objets affichant les attributs des objets.
La visualisation des résultats est une étape necessaire au contrôle de leur validité et de leur cohérence. Nous
présentons maintenant une utilisation de l’interface d’Ametist axée sur la détection d’incohérences dans les
résultats ainsi que sur la fusion de plusieurs résultats issus de différentes sessions de mesures.
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FIG. 12.6 – Editeur d’objets affichant la table des faits.
12.3 Détection d’incohérences et fusion des résultats
La fusion d’ensembles de résultats est un problème complexe. Dans la plupart des cas, une simple aggréga-
tion n’est pas une solution adaptée car des incohérences sont présentes dans les différents résultats sous forme
de conflits entre des objets ou d’incohérences par rapport au modèle théorique.
12.3.1 Outil de détection d’incohérences
Ces incohérences sont dues à deux causes principales. Comme nous l’avons déjà exprimé, la restitution
complète d’un site peut être composée de plusieurs restitutions faites par des opérateurs différents, pour des
parties du site différentes. Dans ce cas, des erreurs d’indentification des objets mesurés sont souvent com-
mises, comme par exemple deux objets différents étant identifiés de manière identique, ou inversement, un
objet unique mesuré plusieurs fois avec des identificateurs différents. Lors de la restitution d’un site archéolo-
gique sous-marin d’une épave comportant un grand nombre d’amphore du même type ce genre d’erreur apparait
régulièrement.
La seconde cause d’incohérence et l’étalement dans le temps des sessions de restitutions. Un site peut
être étudié durant un long intervale de temps et l’éloignement entre les observations sur site (prises de vues,
fouille) et la restitution par l’opérateur peut amener de l’incohérence (modèle théorique révisé, site modifié
intentionnellement ou non).
Comme nous le voyons dans la figure 12.7, les deux principales causes d’incohérence ne sont pas forcément
disjointes. Le rectangle en pointillés fin montre deux résultats fournis par un même utilisateur mais à deux
dates différentes. Le second rectancle montre trois résultats obtenus par trois utilisateurs différents dans un
intervale de temps assez court. Les deux rectangles s’intersectent car si tous les résultats produits doivent
être fusionnés, les deux types d’incohérences doivent être résolus en même temps. Prenons l’exemple de la
restitution d’amphores.
Exemple 33 Pendant une restitution faite par un seul opérateur, celui-ci peut avoir mesuré deux fois ou plus
la même amphore sur des couples de photographies différents. Au final, le résultat global contient des objets
mesurés représentant le même objet du site mais avec des identificateurs différents et des données photogram-
métriques différentes. Cependant, un seul objet mesuré doit être présent dans les résultats pour représenter un
objet du site. Il faut donc choisir un des objets mesurés ou bien créer un nouvel objet résultat de la fusion des
objets en conflit.
Les informations issues de la mesure photogrammétrique sont précieuses. En effet, les relevés sur sites ne
sont pas tout le temps possible et les restitutions par un opérateur demande du temps de travail. Même si un
objet mesuré est écarté ou si un nouvel objet mesuré issu de la fusion de plusieurs autres objets est instégré
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FIG. 12.7 – Combinaison des causes d’incohérence
au résultat final, un historique des objets mesurés étant entrés en jeu dans la création du résultat final doit être
maintenu. Cet historique permet de retracer le processus de fusion de revenir en arrière si un résultat final ne
convient pas.
Procéder à la fusion de résultats nécessite un formalisme adapté. Ce formalisme est décrit au chapitre 10,
page 135 traitant de la représentation d’objets mesurables basée sur les entités. La fusion dans ce formalisme
est décrite au chapitre 11, page 145.
L’interface d’Ametist permet d’y intégrer un outil de pilotage de la fusion de résultats. Cet outil possède
deux fonctions principales :
– Détecter et exprimer les incohérences entre des résultats
– Fusionner des résultats
Les résultats produit par Arpenteur sont composée de photographies orientées, de points 2D / 3D, de mo-
dèles 3D, de valeurs de mesures et de documentation. L’outil de pilotage utilise le lien entre toutes ces informa-
tions proposé par Ametist afin d’aider l’utilisateur dans la recherche d’incohérences et dans la détermination
des moyens de corriger celles-ci. Comme nous l’avons vu précédement, la sélection d’un objet mesuré dans
l’interface permet d’accéder rapidement à toutes les informations qui lui sont attachées. Cette sélection s’ap-
plique également à un ensemble d’objets.
La détection automatique d’incohérences lors de l’aggregation de résultats est accessible par une commande
spécifique dans le panneau dédié 2. Les ensembles d’objets incohérents définis formellement par ΘI et ΘE
(chapitre 11, page 148) sont calculés et affichés de façon compréhensible par l’utilisateur, comme illustré en
figure 12.8. A partir de ces rapports, l’utilisateur peut rechercher les raisons ayant amenées l’incohérence et
mettre en place des solutions adaptées. Dans certains cas, une simple réidentification des objets peut suffire.
Dans d’autres, la suppression d’objets redondants est pertinente. Dans les cas les plus difficile, une nouvelle
restitution de l’objet est necessaire. La pire raison d’incohérence réside dans une mauvaise orientation des
photographies ou dans des erreurs durant la phase de digitalisation, car la solution au problème est alors de
recommencer des prises de vues ou de réorienté les photographies, ce qui entraine un nouveau processus de
restitution.
L’outil de détection d’incohérences utilise la connaissance experte pour exprimer les objets incohérents
ainqi que les causes probables de ces incohérences. Cependant, dans le cas ou les objets à traiter sont en très
grand nombre ou si les incohérences sont facilement corrigibles (comme des problèmes d’indentification), un
outil de fusion automatique peut être utilisé.
2voir 12.2.1, page 168
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FIG. 12.8 – Ametist detection report
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13.1 Le projet VENUS : Virtual ExploratioN of Underwater Sites
Introduction
Nous présentons maintenant une expérimentation réèlle dans le cadre du relevé d’un site sous-marin sur
l’île de Pianosa, première mission au sein du projet IST VENUS effectuée en octobre 2006.
Après une decription des activités de la mission et des méthodes d’aquisition de données, nous présentons
l’utilisation de l’application Ametist pour le contrôle et la gestion des relevés du site.
13.1 Le projet VENUS : Virtual ExploratioN of Underwater Sites
Le projet VENUS a pour but de fournir des méthodologies scientifiques et des outils technologiques pour
l’exploration virtuelle de sites archéologiques sous-marins profonds.
Les sites archéologiques sous-marins profonds, comme par exemple les épaves, sont d’extraordinaires op-
portunités pour les archéologues en raison de facteurs tels que l’obscurité, de basses températures et un faible
taux d’oxygène dans l’eau qui favorisent la conservation des objets archéologiques. En revanche, ces sites ne
peuvent pas êtres étudiés facilement et sont aujourd’hui menacés par des activités telles que la pêche profonde
qui détruit la surface des sites.
Le projet VENUS doit permettre d’améliorer l’accessibilité aux sites sous-marins en construisant des re-
présentations 3D documentées exhaustives pour une exploration virtuelle.
L’équipe du projet compte étudier des épaves à dirfférentes profondeurs et explorer des méthodes et tech-
niques avancées pour l’aquisition de données comme les véhicules autonome ou téléguidés (ROV / AUV) munis
d’équipenements de sonar et de photogrammétrie innovant. La recherche couvre également les besoins en trai-
tement et sauvegarde des données recueillies, en interface de mesure d’objets archéologiques et en système de
gestion d’information.
VENUS est aussi axé sur le développement d’outils de réalité virutelle et de réalité augmenté pour une
visualisation et une interactivité immersive avec le modèle numérique d’un site archéologique. Le modèle est
accessible en ligne afin d’être utilisé par exemple à la fois comme un exemple de conservation numérique
mais aussi comme un moyen d’exploration sans danger de site sous-marins. Ces deux activités représentant un
faible côut et permetttant de mettre en place un environement pédagogique. Un site sous-marin virtuel fournit
également aux archéologues un moyen aéfficace de partager les données recueillies avec le grand public au
moyen par exemple de plongée virtuelles.
Le Consortium de VENUS, composé de 11 partenaires répartis dans toute l’europe, met en commun des
expertises issus de différents domaines tels que l’archéologie, l’exploration sous-marine, la représentation des
connaissances, la photogrammétrie, la réalité virtuelle et la préservation numérique de données.
13.2 Description du relevé du site de Pianosa
Le site de Pianosa a été découvert en 1989 par les plongeurs Giuseppe Adriani et Paolo Vaccari. Il est
localisé par 35 mètres de fond près de Scoglio della Scola, sur la cote est de l’île de Pianosa. L’île de Pianosa
fait partie de l’archipel de toscane et se situe à 14km au sud-est de l’île d’Elbe. La figure 13.1 indique la
localisation de l’île de Pianosa et la localisation du site. D’une superficie de 1025 hectares, elle était habitée
déjà dans l’antiquité comme en témoigne les nombreuses ruines à terre.
Le site sou-marin étudié est caractérisé par la présence estimée d’une centaine d’amphores de différents
origines et époques. Les typologies d’amphores vont de la Dressel 1A à la Beltran 2B et la Dressel 20 en
passant par des typologies Afriquaines. Des études antérieures du site ont démontré qu’il est encore intact.
Cependant, ces études n’ont pu être approfondies et la nature même du site n’avait pas pu être déterminée avec
certitude.
Au regard de la documentation déjà existante sur le site (dessins de Claudio Ruffili en 1989 et 1991, étude
préliminaire du site par Roberto Bonaiuti et Emiliano Africano en septembre 2006), des conditions de visibilité
excellentes et de la prondeur du site assez faible, ce site ce prête à un relevé photogrammétrique.
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FIG. 13.1 – Localisation du site et de l’île de pianosa, au sud de l’île d’Elbe
13.3 Aquisition des données
L’aquisition des données pour le relevé du site a été faite en utilisant la photogrammétrie et un relevé
sonar du site. Le relevé sonar à été utilisé pour produire un modèle numérique de l’ensemble du site et la
photogrammétrie à été utilisée pour la mesure des amphores présentes.
13.3.1 Relevé sonar
Le relevé sonar a été accompli par la société Geosystem qui a couvert une large partie du site afin d’obtenir
une modélisation du fond. La figure 13.2 représente le résultat du relevé bahymétrique. La zone bleue en bas à
gauche est la zone du relevé photogrammétrique.
13.3.2 Relevé photogrammétrique
le relevé photogrammétrique est basé sur un ensemble de photographies. La procédé de prise de vue est très
similaire à la prise de vue pour la photogrammétrie aérienne. La différence principale est la distance entre la
caméra et les objets ainsi que l’immersion dans l’eau. Les photographies sont prises par bandes parallèles avec
un recouvrement de 60% entre les photographies successive dans la bande et et un recouvrement de 20% d’une
bande à l’autre. La figure 13.3 illustre deux photographies successives d’une même bande.
Les prises de vues sont réalisées par un plongeur mais aussi par le ROV Phantom S2 de l’ISME. Le système
de prise de vue du ROV est composé d’une camera Nikon D2H dans un caisson à lentille plane, fournis par
la COMEX. Les prises de vues obtenues par le ROV sont utilisée afin de développer un nouveau système
d’orientation des photographies en temps réèl, elles ne sont donc pas utilisées pour mesurer les objets. Une
fois l’ensemble des prises de vues effectué, l’orientation des photographies est acoompli en utilisant le logiciel
PhotoModeler©. L’orientation permet d’obtenir la position des photographies dans l’espace, comme nous le
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FIG. 13.2 – Relevé bathymétrique du site. En bas à gauche nous aperçevons la zone de 20mx20m où se trouvent
les amphores
FIG. 13.3 – Deux photographies successives dans une bande
voyons en figure 13.4. Pour plus de détails sur la phase d’orientation, se reporter à la section 9.1.2, page
129. Les photographies orientées sont stockées dans une base de données afin d’être utilisable par le module
de mesure d’Arpenteur. A partir de cette base, l’utilisateur procédant à la mesure des objets bénéficie d’une
interface lui permettant simplement de choisir les photographies sur lesquelles il désire mesurzer des objets.
Comme nous pouvons le voir en figure 13.5. La mesure des objets est faite à partir de deux photographies.
Une fois celles-ci sélectionnées, l’utilisateur peut mesurer de nouvelles amphores ou de nouveaux fragments
d’amphores. L’interface de mesure est simplifiée grâce à la connaissance des objets. Pour mesurer une amphore,
l’utilisateur doit marquer des points homologues sur certaines zones de l’amphore (col, anses, panse, fond). Si
ces zones sont invisibles ou si l’amphore est brisée, le module de restitution affecte des valeurs par défaut aux
attributs morphologiques dont les mesures ne peuvent être calculées depuis des observations. La figure 13.6
représente l’interface de mesure des amphores telle qu’elle se présente à l’utilisateur.
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FIG. 13.4 – Photographies orientées
FIG. 13.5 – Interface de choix des photographies pour la mesure
13.4 Utilisation d’Ametist pour la gestion et le contrôle des données
Le relevé complet du site de pianosa comprend 293 photographies orientées, 40 amphores et 25 fragments
mesurés. Bien que le nombre totals d’objets mesurés soit faible, l’entassement des amphores a demandé un
moyen de contrôle efficace des résultats. Ce moyen de contrôle doit permettre à la fois la visualisation de
données numériques, géométriques, textuelles mais ausssi de les lier. Le module Ametist a permis d’optimiser
les contrôles sur la validité des résultats et d’aider l’utilisateur lors de la phase de mesure. Comme le montre la
figure 13.7, toutes les informations disponibles sont accessibles facilement dans une même interface. De plus,
le module de détection d’incohérences a permis par exemple de détecter des erreurs de mesure mais aussi des
erreurs dans l’affectation de typologie à certaines amphores mesurées. La figure 13.8 montre un rapport de
détection d’incohérence. Nous y voyons que 43 on un problème de longeur de boite englobante parrallèle aux
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FIG. 13.6 – Interface de mesure des amphores
FIG. 13.7 – Vue générale de l’interface d’Ametist
axes.
Ce problème apparait si plusieurs objets ont des boites englobantes qui sont en collision. Dans le cas de la
mesure d’amphore, détecter ce problème n’est pas détermiant car la répartition des objets sur le site implique
la collusion de leur modèles géométriques, surtout entre des fragments et des amphores entières.
Un autre problème détecté par la violation de trois contraintes. 9 amphores ont une longueur, une largeur
et une hauteur invalides. C’est à dire que les valeurs de ces trois attributs morphologiques ne sont pas dans les
plages de valeurs autorisées. Ce problème signifie que soit les 9 amphores ont été mal mesurées, soit la typo-
logie que l’on a associé à ces amphores est erronnée. Selon le site étudié, il est difficile d’affecter présisément
une typologie à une amphore car deux typologies peuvent être très proches et il est fréquent de ne voir que
partiellement les amphores. Bien qu’une incohérence de ce type devrait être détectée directement lors de la me-
sure des amphores, il est dans la pratique souvent utile de ne pas procéder à la vérification de la typologie à cet
instant. En effet, les typologies des amphores d’un sites sont souvent définies peu de temps avant voire même
durant le relevé. La mesure peut donc s’effectuer dans un premier temps en affectant à l’amphore une typologie
qui n’est pas forcément la sienne. Le changement de typologie d’une amphore peut être fait à postériori et ne
nécessite pas une nouvelle session de mesure mais simplement une nouvelle restitution basée sur les mêmes
observations.
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FIG. 13.8 – Rapport de détection d’incohérences dans l’interface d’Ametist
La détermination exacte des causes du problème de typologie n’est pas réalisable automatiquement. Les
moyens de contrôle de la validité des mesures ne peuvent pas à eux seuls permettre de déterminer si l’erreur
observée vient d’une mauvaise mesure ou d’une mauvaise typologie. L’expert responsable de la mesure des
objets doit alors trouver une solution au problème en s’appuyant sur les rapport de détection. Dans ce cas précis,
le problème est du à une mauvaise affectation de typologie. De nouvelles observations des photographies ont
permis de réaffecter les typologies correctement.
Le dernier problème est un problème courant lors de relevés. Il s’agit d’erreurs d’identifications des am-
phores. En effet, 20 amphores portent le même identifiant. Cette erreur est due au fait que lors de la mesure,
l’utilisateur n’étais pas en mesure d’identifier les amphores grâce aux marqueurs présents sur celles-ci. LE
système a corrigé automatiquement ce problème en réidentifiant de manière unique les amphores.
13.5 Résultats
Le but du relevé du site de Pianosa était d’obtenir une représentation 3D permettant la localisation des
amphores et des fragments ainsi que la visualisation des différentes typologies présentes. Celle-ci propose une
représentation 3D des amphores en associant à chaque typologie une couleur différente. Le fond du site est
également représenté par un maillage texturé à partir des photographies utilisées pour le relevé photogrammé-
trique.
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Chapitre 14
Evaluation des ressources de corail rouge
en Algérie
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14.1 Introduction
14.1 Introduction
Nous présentons maintenant une utilisation des outils développés dans le cadre d’un projet d’évaluation des
ressources de corail rouge du littoral algérien. Ce projet a été mis en place par le gouvernement algérien afin
de planifier une gestion efficace des ressources de corail rouge dans ses eaux territoriales. Cette évaluation doit
permettre de définir des quotas de pêche à appliquer pour le corail rouge. Le consortium du projet est composé
de deux laboratoires du CNRS : le LSIS (umr 6168) et le DIMAR (6540), de deux sociétés : CREOCEAN et
COMEX et de l’université de la méditerranée.
Le contrat de projet contenant une clause de confidentialité, nous ne publions pas ici les résultats défi-
nitfs. Nous décrivons les techniques mis en place pour répondre au besoin en mettant l’accent sur le relevé
photogrammétrique de sites coraliens puis nous illustrons l’utilisation d’outils de gestion des données.
14.2 Déroulement du projet
Le projet d’évalutation est divisé en trois phases :
Phase 1 : réalisation d’une étude préliminaire. Il s’agit de synthétiser les connaissances disponibles sur le
sujet. Durant cette phase sont définis ou ajustés les modèles pour le relevé photogrammétrique des sites.
Phase 2 : acquisition de nouvelles données (mission de terrain). Cette phase porte sur l’étude de la distri-
bution du corail rouge et la connaissance de la dynamique des populations (densité des colonies, structure de
population, vitesse de croissance).
Phase 3 : synthèse et production d’un plan de gestion pour l’exploitation de la ressource. Cette dernière
phase mène à la réalisation d’outils d’aide à la décision pour l’exploitation ultérieure du corail rouge.
Notre travail est situé durant la phase 2. Afin d’étudier la distribution du corail rouge, des relevés photo-
grammétriques de différents sites sont effectués. Les sites sélectionés sont au nombre de 8 et répartis le long
des côtes algériennes. Les relevés ne sont pas utilisés ici pour produire une représentation 3D des siters mais
pour mesurer des valeurs particulières sur un grand nombre de colonies de corail rouge.
14.3 Relevés photogrammétriques
Les relevés photogrammétriques effectués durant le projet d’évaluation suivent tous le même protocole.
Chaque site à relever est assimilé à un quadrat (carré tubulaire de 30cm de coté) placé dans une zone coralienne.
Les colonies de corail contenues dans le quadrat sont mesurées par photogrammétrie. La technique de prise de
vue utilisée ici est basée sur des couples de photographies.
L’intervention sur les sites est faite par des plongeurs depuis le navire d’océanographie Janus II de la CO-
MEX. Chaque plongée est effectuée par équipe de deux plongeurs : l’un plaçant les quadrats, le deuxième étant
affecté à la prise de vue. Selon les sites le profondeur de travail des plongeurs se situe entre 30 et 60 mètres. La
figure 14.1 montre un couple de photographie associé à un quadrat.
Une fois la mission in situ effectués et l’ensemble des photographies disponible, l’orientation est effectuée.
Dans ce projet, les sites (quadrats) sont indépendant et il n’existe aucun moyen de les représenter tous en-
semble. Les orientation et les mesures sont donc effectuées indépendament pour chaque quadrat. L’orientation
de couples de photographies peut être accomplie directement avec le logiciel Arpenteur et ne necessite pas
d’outil tiers. Lorsque toutes les photographies sont orientées, elles sont stockées dans une base de données. Les
colonnies contenues dans les quadrats sont alors mesurées en utilisant l’interface d’Arpenteur. Comme nous
le voyons en figure 14.2, l’interface de gestion des photographies est la même que celle utilisée pour le re-
levé du site du Pianosa. La différence pour l’utilisateur est qu’ici, lorsqu’une photographie est sélectionnée, la
deuxième photographie formant un couple avec celle-ci est automatiquement sélectionnée. Cela évite un travail
fastidieux de reconnaissance de couples.
Un fois les bon couple de photographies voulu choisi, la session de mesure est effectuée grâce à une interface
dédiée au corail. Comme pour les amphores, cette interface s’appuie sur un modèle qui défini les zones à
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FIG. 14.1 – Un couple de photographie montrant un quadrat
FIG. 14.2 – Interface de gestion des photographies
mesurer (base, diamètre de la base, extrémité de branches). Le module de restitution ne reconstruit pas les
coraux mesurés. Contrairement au amphores, la restitution d’une colonie de corail est purement numérique.
Des valeurs par défaut réalistes ne pouvant être définies pour l’ensemble des colonnies. La figure 14.3 illustre
l’interface de mesure dédiée au relevé d’un site corallien.
14.4 Gestion des données avec Ametist
Le relevé des 8 sites a necessité la mesure de 870 colonnies répatries dans 163 quadrats et 326 photogra-
phies. La vérification de la validité des colonnies a été effectuée grâce à l’interface d’Ametist, comme illustré
en figure 14.4. Contrairement au site de Pianosa, les colonnies mesurées sont en nombre important, cependant,
les incohérences à détecter sont de nature différentes. Les relations spatiales entre les colonnies ne sont pas
déterminantes car elles ne sont pas toutes dans le même référentiel et la géométrie même des colonnies est
très complexe (enchevêtrement entre colonnies). En revanche, un contrôle de cohérence sur les valeurs mesu-
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FIG. 14.3 – Interface de mesure de colonnies de corail
rées permet de montrer les colonnies invalides. Le contrôle d’une identification correcte est aussi très utile lors
de la gestion d’un grand nombre de colonnies. En plus de la détection d’incohérences, le module de gestion
d’Ametist permet d’exporter les données vers divers supports (fichiers XML, base de données, fichier Excel©ou
encore classeurs OpenOffice).
FIG. 14.4 – Interface de contrôle des colonnies de corail
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14.5 Résultats
Les résultats obtenus grâce au relevé des sites algériens sont composés d’un ensemble de mesures sur
chacune des 870 colonnies. Ces mesures sont exportées dans différent formats afin d’âtre traitées ensuite par
les chercheurs en biologie marine du CNRS. Le principal support de publication des résultats est le classeur
excel©qui peut être directement utilisé pour des posts traitements (étude statistique, répartition, ...).
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Chapitre 15
Conclusion générale et développements
futurs
15.1 Conclusion
Les travaux exposés dans cette thèse se situent dans le domaine de la mesure guidée par la connaissance. et
s’articulent autour des trois axes suivant :
– la définition d’un cadre réversible pour la fusion de connaissances ;
– l’intégration des techniques de fusion et de détection d’incohérence au sein d’un ensemble d’outils de
mesure photogrammétrique fondée sur la connaissance ;
– le développement d’applications utilisables en conditions réelles pour la gestion de relevés photogram-
métriques.
15.1.1 Définition d’un cadre réversible pour la fusion
D’un point de vue théorique, nous avons proposé un cadre réversible pour la fusion de connaissance. Avec
ce nouveau cadre il est possible de fusionner des connaissances tout en ayant la possibilité de retrouver à partir
du résultat de la fusion les connaissances initiales. Le cadre réversible est exprimé sémantiquement grâce à la
définition de fonctions de pondération des interprétations et des états épistémiques reposant sur les polynômes.
La fusion est obtenue en grâce à une fonction de pondération globale elle même basée sur les polynômes et
à la définition d’un pré-ordre sur les poids globaux représentant la stratégie de fusion. La fonction de pondé-
ration globale est telle qu’il est possible à partir d’un poids global de retrouver les poids des interprétations
pour chaque état épistémique original. A partir des poids des interprétations originales, il est ainsi possible
de reconstruire les états épistémiques originaux. Le cadre réversible est également exprimé syntaxiquement à
partir de bases de formules stratifiées pour lesquelles chaque formule est associée à un polynôme représentant
son poids. La première étape de la fusion est la construction d’une base stratifiée globale composée de toutes
les disjonctions possibles entre les formules provenant des bases de croyances stratifiées originales. Chaque
disjonction créée est pondérée par un polynôme construit à partir des poids des formules en disjonction. Le
résultat de la fusion est obtenu en sélectionnant les disjonctions de poids maximal suivant un pré-ordre sur
les polynômes représentant une stratégie de fusion. Tout comme dans l’approche sémantique, la réversibilité
permet de retrouver les poids des formules originales à partir des poids globaux des disjonctions et ainsi de
reconstruire les bases de croyances stratifiées originales [78, 80].
Après l’expression de notre cadre réversible dans l’approche sémantique et dans l’approche syntaxique,
nous avons montré l’équivalence de la fusion dans les deux approches. Cette équivalence permet d’affirmer
que si l’on dispose un ensemble B de bases stratifiées équivalent à un ensemble Ψ d’états épistémiques, alors
la fusion de l’ensemble des bases de croyances stratifiées de B selon une stratégie choisie est équivalente à la
fusion de l’ensemble d’états épistémiques Ψ selon cette même stratégie. Un algorithme de construction d’une
base de croyances stratifiées équivalente à un état épistémique a été proposé afin d’automatiser le processus de
passage d’une approche à l’autre. La figure 15.1 illustre la contribution théorique de ce travail.
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FIG. 15.1 – Cadre réversible et équivalence entre les approches sémantique et syntaxique
15.1.2 Utilisation des techniques de fusion pour la construction d’un outil de gestion
de relevés photogrammétriques
Ce travail de thèse a pour contexte la mesure photogrammétrique fondée sur la connaissance. L’outil Ar-
penteur permet de mesurer des objets en se basant sur des modèles théoriques pour simplifier le processus de
mesure et guider l’utilisateur lors des relevés. Ce travail contribue au développement d’Arpenteur en proposant
un formalisme de représentation des objets.
Ce formalisme est basé sur les entités, extension du modèle Objet initial d’Arpenteur, intégrant la défini-
tion de relations entre objets et de contraintes intrinsèques sur les objets et de contraintes extrinsèques sur les
relations entre objets. La notion de cohérence d’un ensemble d’objets caractérisé par une entité et définie par
le respect des contraintes intrinsèques et extrinsèques. Nous avons proposé la représentation d’un ensemble
d’objets caractérisés par une entité dans le formalisme de la logique des prédicats. Les contraintes intrinsèques
sont représentées par des prédicats unaires, les relations entre objets par des prédicats binaires et les contraintes
extrinsèques par des formules. L’ensemble des objets forme les variables. Les objets étant en nombre fini,
l’instanciation des relations et des contraintes peut se ramener à un ensemble de formules propositionnelles.
A partir de la formalisation en logique des prédicats d’un ensemble d’objets caractérisé par une entité, nous
avons proposé deux méthodes de détection d’incohérence. La première méthode utilise une matrice carrée in-
dicée par les objets dans laquelle chaque case correspond à la validation ou non d’un ensemble de contraintes.
Une fois la matrice crée, son parcours permet de retrouver les objets impliqués dans l’incohérence. La se-
conde méthode est basée sur la révision par les R-ensembles. Cette méthode confronte l’instanciation réelle des
contraintes d’une entité sur un ensemble d’objet avec les contraintes telles qu’elles devraient être instanciées
pour que l’ensemble d’objets soit cohérent. Cette confrontation est équivalente à la révision des observations
par un modèle. Les R-ensembles pour la révision permettent de sélectionner l’ensemble minimal d’objets inco-
hérents à traiter pour rétablir la cohérence dans l’ensemble d’objet initial. Une solution prudente est de choisir
comme traitement le retrait des objets incohérents. Cependant, la mesure représentant un coût important en
moyen et en temps, la perte d’objets mesurés doit être minimale. La solution alors mise en place dans le cas
réel et d’utiliser les capacité de détection d’incohérences des algorithmes proposés précédemment pour guider
un expert dans la gestion des objets et dans la fusion de plusieurs ensembles d’objets.
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15.1.3 Développement d’applications utilisables en conditions réelles pour la gestion
de relevés photogrammétriques
Les utilisateurs d’Arpenteur ne sont pas forcément des spécialistes de la photogrammétrie ou de l’infor-
matique. La possession d’algorithmes permettant de détecter les objets impliqués dans l’incohérence d’un en-
semble de résultats n’est pas suffisant pour être accepté comme une solution complète au problème. La gestion
de l’incohérence et des objets impliqués par celle ci est du ressort de l’expert. Nous avons mis en place un
outil étendant Arpenteur et permettant à l’utilisateur de contrôler par lui même, de façon efficace, la cohérence
d’un relevé. Les méthodes de détection d’incohérence développées de manière formelles sont intégrées dans ce
nouvel outil afin d’aider l’utilisateur à piloter le processus de contrôle.
Cet outil de contrôle a été utilisé lors d’expérimentations réelles comme la fouille du site de Pianosa [40, 27,
68] où il a permis de détecter et corriger des erreurs de diverse nature. Bien que sorti du contexte archéologique,
Ametist à été utilisé lors du relevé de sites coralliens sur le littoral algérien. Là aussi, il a permis de détecter des
erreurs et indiquer aux responsables du relevé des pistes pour le rétablissement de l’incohérence [26].
15.2 Développements futurs
Les développements futurs de ce travail s’ouvrent sur deux axes Le premier axe, le plus formel, se compose
de branches telles que l’expression de nouvelles techniques de fusion dans le cadre réversible. Après la fusion à
base de distance et la révision réversible, il est naturel d’envisager l’expression d’approches telles que la fusion
en logique possibiliste. Toujours au niveau formel, la définition de nouveaux opérateurs de fusion adaptés a
notre cadre de travail est une piste intéressante. La définition de tels opérateurs doit prendre en compte les
besoins liés au domaine de la mesure et au domaines de recherches attachés (archéologie, biologie).
Les domaines de recherche portent le deuxième axe envisagé pour des développements futur. Après avoir
mis en place avec succès un outil de gestion de relevés photogrammétriques sous marins pour l’archéologie et
la biologie, au delà de la question de l’amélioration de cet outil se pose la question de la transversabilité avec
d’autres domaines. Nous avons déjà commencé à appliquer notre outil au domaine de l’architecture médiévale
[79]. Il est envisageable également d’adapter nos méthodes de gestion de relevés à d’autre moyen de mesures
comme le laser.
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