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Rfesuml 
Si une base de donnfees est astreinte ä satisfaire des contraintes d'intfegritfe, cette proprifetfe doit fetre vferififee ä 
chaque modification de faits ou de rfegles de dfeduction. Des mfethodes de maintien de rintfegritfe ont fetfe 
proposfees, qui simplifient Evaluation des contraintes d'intfegritfe dans une base de donnfees mise ä jour. Ces 
mfethodes tirent partie de rintfegritfe de la base de donnfees initiale. Cet article dfecrit les principes et 
rimplfementation d'une teile mfethode. Une approche nouvelle est proposfee, consistant ä s'appuyer autant que 
possible sur l'fevaluateur de requites du SGBD. Cette approche fetend d'autres propositions en considferant des 
transactions de mise ä jour gfenferales et des rfegles de dfeduction rfecursives. Elle permet une implementation trfes 
simple, reposant sur Prolog et sur une technique de "programmation par mfeta-rfegles". Cette technique consists ä 
utiliser le langage de rfegles de dfeduction comme langage de programmation. 
1. Introduction 
Une base de donnfees est dite "intfegre" lorsque ses faits - explicitement stockfes aussi bien que dferivables -
satisfont certaines proprifetfes, les contraintes d'intfegritfe. L'intfegritfe d'une base de donnies peut fetre compromise 
ä chaque modification de faits ou de rfegles de dfeduction. [Nicolas 79] a montrfe, pour des bases de donnfees 
relationnelles, comment tirer partie de ce que la base de donnfees courante est intfegre pour fetablir ä moindre cout 
que la base de donnfees mise ä jour Test aussi. La mfethode consiste ä reconnaitre Celles des instances des 
contraintes d'intfegritfe dont les Evaluations peuvent fetre affectfees par une mise ä jour. Elle nfecessite que les 
contraintes d'intfegritfe soient "indfependantes du domaine", une proprifetfe gfenferalement admise pour tout type de 
requfetes posfees ä une base de donnfees. 
Etendre cette mfethode de maintien de l'intfegritfe aux bases de donnfees dfeductives est, d'un point de vue 
thfeorique, relativement simple. De mSme que les faits explicitement stockfes d'une base de donnfees dfeductive 
dfefinissent avec les rfegles de deductions des faits induits, les mises ä jour explicites dfefinissent des mises ä jour 
induites. 11 est nfecessaire et süffisant de considferer toutes les mises ä jour, explicites aussi bien qu'induites, pour 
fetendre la mfethode aux bases de donnfees dfeductives. Plusieurs telles extensions ont fetfe proposfees, dont les 
principes ont fetfe initialement prfesentfes dans Pecker 86] et [Lloyd-Topor 86] (ces deux mfethodes ne diffferent 
que dans la dfetermination des mises ä jour induites). Elles dfependent toutes de l'fevaluateur de requfetes 
considferfe. Pour [Decker 86] et [Lloyd-Topor 86], cet fevaluateur est Prolog. Pour [Sadri-Kowalski 86], c'est une 
mfethode de rfesolution linfeaire. [Martens-Bruynooghe 87] considfere la mfethode du graphe rfegles/but de Ullman. 
Aucune ne prend en compte des rfegles de deduction rfecursives ou des mises ä jour gfenferales. 
L'approche dfecrite dans cet article, partiellement prfesentfee dans [Bry et al. 88], est au contraire 
indfependante de l'fevaluateur de requfetes. Si les mfemes fevaluateurs sont considferfes, eile otend et amfeliore les 
mfethodes prfecedemment citfees. Si l'fevaluateur considferfe traite correctement les rfegles de doduction rfecursives, 
il en est de mfeme de la mfethode de maintien de l'intfegritfe. Cette approche permet trfes facilement de considferer 
des mises ä jour multiples (transactions) spfecififees par des formules. De plus, la base de donnfees mise ä jour est 
simulfee, afin qu'aucune modification ne soit rfealisfee avant que la transaction ait fetfe validfee. Finalement, nous 
proposons une implfementation trfes simple, qui repose sur Prolog et sur une technique de "programmation par 
mfeta-rfegles". 
L a programmation par mfeta-rfegles consiste ä utiliser le langage de rfegles de dfeduction du SGBD pour 
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implfementer certaines procfedures du systfeme. C'est une technique classique en programmation logique, qui est 
apparue au tout dfebut de l'utilisation de Prolog, avec la dfefinition de procfedures telles que "setof", "once", etc.. 
Son utilisation en Prolog a feto ensuite fetudifee plus systfematiquement dans [Bowen-Kowalski 82]. La 
programmation par mfeta-rfegles ne nfecessite en principe aucune des particularitfes de Prolog - prfedicats non 
logiques, schfema d'exfecution, etc... Elle est possible avec tout systfeme ä base de rfegles de dfeduction, en 
particulier avec un SGBD dfeductif, quel que soit le principe devaluation, gfenferatif ou dfeductif, orientfe tuple ou 
orientfe ensemble, etc... Nous souhaitons montrer par cet article que la programmation par mfeta-rfegles permet 
d'implfementer trfes simplement certaines procfedures d'un SGBD dfeductif. Nous pensons qu'elle peut fetre 
utilisfee en bases de donnfees ä d'autres fins que Celles dfecrites ici. 
L'article est organisfe de la manifere suivante. La premifere section est cette introduction. L a section 2 donne 
des dfefinitions et prfecise les notations. Les principes de la mfethode de maintien de l'intfegritfe sont introduits en 
section 3. Son implfementation est dfecrite en section 4. La section 5 est une conclusion. 
2. Dofinitions 
Une base de donnfees dfeductive Β est formfee de trois ensembles finis : un ensemble F de faits, un ensemble 
R de rfegles de dfeduction et un ensemble de contraintes d'intfegritfe. Si R est vide, Β est une base de donnfees 
relationnelle. Un fait est un atome complfetement instancife. 
Une rfegle de dfeduction est une expression Η <- C dont la tfete Η est un littferal positif et le corps C un littoral 
ou une conjonction "Lj et... et L n " de litferaux. Nous supposons que les rfegles sont sans fonction et qu'elles 
vferifient la proprifetfe du champ restreint, i.e. chaque variable de la tfete Η ou d'un littferal nfegatif du corps C de 
la rfegle figure dans un littferal positif de C. L'ensemble des faits dferivables est l'ensemble des tuples de 
l'interprfetation standard de FuR, dfefinie dans [Apt et al. 87]. Afin que cette interprfetation soit dfefinie de 
manifere unique, on suppose que R est stratifife [Apt et al. 87]. Les nfegations sont interprfetfees par l'fechec 
L'ensemble des faits dferivables est indfependant de l'ordre dans lequel rfegles de dfeduction et faits sont spfecififes. 
Les contraintes d'intfegritfe sont des formules fermfees, sans fonction et ä quantifications restreintes. Cette 
proprifetfe signifie que les sous-formules quantififees sont de la forme "Vxv..xn ( A 1 A . . . A A 1 I 1 = > G ) " OU "3x1...xn 
( A 1 A . . . A A M A G ) " oü les Aj sont des atomes tels que chaque variable Xj figure dans au moins l'un d'entre eux, et 
oü G est une formule. L a conjonction ( Α ^ , . , Α Α ^ ) est le champ des variables x l f x^ De telles formules 
seront reprfesentfees en Prolog par "pourtoutitXj,..., X J A i et... et A m => G)" et "ex i s t e f tXj ,X n ] ,Aj et... et 
A m et G)" (nous supposons que les connecteurs logiques sont dfeclarfes comme des foncteurs Prolog). Notons 
qu'une requfete en calcul relationnel de tuples correspond ä une formule ä quantifications restreintes. Pour une 
large classe de formules indfependantes du domaine, il est possible de gfenferer des Equivalents logiques ä 
quantifications restreintes [Decker 88]. 
L a requfete d'insertion (resp., de suppression) d'une rfegle de dfeduction Η <- C est de la forme 
"insferer(H«-C)M (resp., "supprimer(H<~C)"). Une mise ä jour de tuples s'exprime par "maj(L, Q)", oü L est un 
littferal et Q une formule dont la fermeture existentielle est ä quantifications restreintes. Un littferal positif 
reprfesente un insertion, un littferal nfegatif une suppression. La formule Q est la qualification de la mise ä jour. 
On suppose que les variables du littferal L figurent (comme variables libres) dans Q. L'fevaluation de Q sur la 
base de donnfees courante retourne un ensemble d'instanciations σ ν ..., σ η pour ces variables. Les litferaux 
complfetement instancifes L a l t L a n sont les mises ä jour explicitement requises. L'insertion (resp., la 
suppression) d'un atome complfetement instancife A s'exprime "maj(F, vrai)" (resp., "maj(-iF, vrai)"). Un 
remplacement de tuples s'exprime par une suppression et une insertion de mfeme qualification. 
Une transaction Τ est un ensemble de requfetes de mise ä jour de tuples ou de rfegles. Si Β est une base de 
donnfees et Τ une transaction, on notera T(B) la base de donnfees mise ä jour. T(B) est dfefinie de la manifere 
suivante : 
• Soit M(B, T) l'ensemble des mises ä jour de tuples explicitement requises par Τ sur B. Si A est un atome de 
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M(B, Τ) et si A n'est pas explicite dans B, A est ajoutfe ä Β. Si - iAe M(B, T) et si A est explicite dans B, A est 
supprimfe de Β. 
• Si Τ contient une requfete "insferer(H<-C)", la rfegle Η « - C est ajoutfee ä Β. 
• Si Τ contient une requfete "supprimer(H<-C)" et si cette rfegle est dans B, eile est retirfee de Β. 
Cette sfemantique dfeclarative permet qu'une transaction exprime des requfetes contradictoires. Par dfefinition, 
une transaction Τ est contradictoire s'il existe un atome A dferivable dans T(B) ou felfement de M(B, T) tel que 
- i A e M ( B , T) - i.e. Τ requiert que A soit faux dans T(B). Les transactions contradictoires doivent bien sur fetre 
refusfees. 
Un littferal positif A (resp., un littferal nfegatif - A ) est une mise ä jour potentielle explicitement dfefinie par 
une transaction Τ si Τ contient une requfete "insferer(A<-C)" ou "maj(A, Q)M (resp., "supprimer(A<-C)" ou 
"maj(--iA,Q)"). 
Nous supposons que toutes les formules - contraintes d'intfegritfe et qualifications - sont rectififees, i.e. les 
variables ont fetfe renommfees en sorte que le mfeme Symbole de variable n'apparaisse pas dans deux 
quantifications. On dira qu'un atome A figure positivement (resp., figure nfegativement) dans une formule F si A 
figure dans le champ d'aucune nfegation ou d'un nombre pair de nfegations (resp., dans le champ d'un nombre 
impair de nfegations), les prfemisses duplications fetant considferfes comme des nfegations implicites. 
3. Principes de la m£thode 
3.1. Indfependance du domaine et maintien de l'intfegritfe 
L'fevaluation de certaines formules dfepend de l'ensemble - le domaine - des constantes figurant dans la base 
de donnfees. C'est le cas par exemple des requfetes "Vx p(x)" et "Ξχ -ip(x)". D'autres formules peuvent fetre 
fevalufees sans consulter explicitement le domaine. Le concept de formule indfependante du domaine ou 
"dfefinie" [Kuhns 67] dfefinit formellement ces formules. 
Dfefinition 1 : 
Une formule F est indfependante du domaine si pour toute base de donnfees B, la valuation de F dans Β ne 
dfepend que des valuations dans Β des atomes figurant dans F . 
Afin de permettre des fevaluations de requfetes efficaces, on suppose gfenferalement que les requfetes posfees ä une 
base de donnfees sont indfependantes du domaine. Les formules ä quantifications restreintes - en particulier celles 
exprimfees en calcul relationnel de tuples - sont indfependantes du domaine. L'indfependance du domaine des 
contraintes d'intfegritfe est une proprifetfe essentielle pour une vferification efficace de l'intfegritfe. Ainsi que 
l'fetablit la proposition 1 ci-dessous, elle permet de reconnaitre par un critfere syntaxique assez simple ne 
demandant aucune Evaluation de requfete certaines contraintes d'intfegritfe non affectfees par une transaction. 
Dfefinition 2 : 
Une formule F est invariante pour une transaction Τ relativement ä la base de donnfees Β si les valuations de F 
sur Β et sur la base de donnfees mise ä jour T(B) sont identiques. 
Notons Δ(Β, Τ) l'ensemble des mises ä jours requises ou induites par une transaction Τ sur la base de donnfees 
Β. Δ(Β, Τ) est l'ensemble des litferaux complfetement instancifes vrais dans T(B) et faux dans B. 
Proposition! : 
Soient Β une base de donnfees et F une formule indfependante du domaine. 
F est invariante pour Τ relativement ä Β si aucun littferal positif (resp., nfegatif) de Δ(Β, Τ) n'est unifiable avec 
un atome figurant nfegativement (resp., positivement) dans F . 
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[Preuve : Si aucun littferal nfegatif (resp., positif) de Δ(Β, Τ) n'est unifiable avec un atome figurant 
positivement (resp., nfegativement) dans F, alors les valeurs prises par les atomes figurant dans F sont identiques 
dans Β et T(B). F fetant indfependante du domaine, elle est fevalufee identiquement dans ces deux bases de 
donnfees.] 
On vferifie aisfement que ce rfesultat ne s'fetend pas aux contraintes d'intfegritfe qui ne sont pas indfependantes du 
domaine. D'aprfes la proposition 1, il est possible d'fetablir l'intfegritfe d'une base de donnfees mise ä jour T(B) 
sans fevaluer toutes les contraintes d'intfegritfe dans T(B), pourvu (1) que la base de donnfees initiale Β soit 
intfegre, (2) que Τ ne soit pas contradictoire et (3) que les contraintes d'intfegritfe soient indfependantes du 
domaine. II suffit de garantir que les contraintes non invariantes pour Τ sont satisfaites dans T(B). 
3.2. Gfenferer des contraintes dynamiques 
Si les contraintes d'intfegritfe sont ä quantifications restreintes, elles sont indfependantes du domaine et la 
proposition 1 s'applique. Pour ce type de contraintes, il est de plus süffisant d'fevaluer des instances simplififees 
des contraintes non invariantes pour Τ pour fetablir que ces contraintes sont satisfaites. Ces instances simplififees 
sont dfefinies ci-dessous. Sans que ce soit systfematiquement rappelfe, les contraintes d'intfegritfe considferfees dans 
le reste de cet article seront toujours supposfees ä quantifications restreintes. Afin de simplifier la dfefinition 3 
ci-dessous, sans perdre en gfenferalitfe, nous supposons de plus qu'elles sont normalisfees de la manifere suivante : 
• Les fequivalences et implications sont traduites ä l'aide des connecteurs Λ , V et -ι. 
• Les nfegations n'apparaissent que devant des atomes (forme normale nfegative). 
• Le champ des quantificateurs est rfeduit autant que possible (champ minimum). 
• Les quantificateurs universels sont distribufes sur les conjunctions. 
Dfefinition 3 : 
Soit CI une contrainte d'intfegritfe. Pour chaque littferal L de CI et chaque mise ä jour potentielle Μ unifiable 
avec le complfement de L , il existe une instance simplififee IS de CI relative ä Μ. IS est dfefinie ä partir d'une 
substitution τ que Ton obtient de la manifere suivante : 
1. dfeterminer un unificateur le plus gfenferal σ du complfement de L et de Μ substituant des termes de Μ aux 
variables de L et (feventuellement) des constantes aux variables de M. 
2. τ est la restriction de σ aux variables de Μ et aux variables universelles de CI qui ne sont pas quantififees 
dans le champ d'une variable existentielle. 
L'instance simplififee IS s'obtient ä partir de Clt en : 
1. feliminant les quantifications portant sur des constantes ou des variables figurant dans Μτ, 
2. remplagant chaque littferal Ν par "faux" si le complfement de Ν est identique ä Μ, 
3. appliquant les lois d'absorbtion pour feliminer les occurrances de "faux". 
On dit que la substitution τ dfefinit l'instance simplififee IS. 
Considferons une contrainte d'intfegritfe CIj : Vx -np(x)vq(x) et une mise ä jour potentielle p(v). La forme 
simplififee associfee est q(v) : en prfesence d'une insertion p(v), il est süffisant d'fevaluer q(v) pour garantir que 
Clx reste satisfaite dans la base de donnfees mise ä jour. Soit une contrainte d'intfegritfe C I 2 : Vxy -ip(x, y)v 
[3z q(x, z)A-.s(y, z, a)]. La forme simplififee de C I 2 associfee ä une mise ä jour -iq(c l f est Vy - ip(c l f y)v [3z 
q(Cj, z)A-is(y, z, a)]. Seule la variable χ est instancifee. ζ ne l'est pas, car c 2 n'est pas nfecessairement la seule 
valeur possible de ζ pour χ = cx et y quelconque. De manifere semblable, l'insertion potentielle s(u, v, w) conduit 
ä l'instance simplififee Vx -ip(x, u)v Pz q(x, Z)A-IS(U, Z, a)] et ä la substitution w«-a : seules les instances de 
s(u, v, w) vferifiant w = a imposent l'fevaluation de la forme simplififee prfecfedente. Plusieurs exemples sont 
commentfes dans [Nicolas 79], oü cette technique fut introduite initialement. 
Dfesignons par δ un opferateur tel que pour tout littferal L , 6(L, T) est vrai si et seulement si L e Δ(Β, Τ). De 
manifere semblable, reprfesentons par v(F, T) l'fevaluation d'une formule F dans la base de donnfees mise ä jour 
T(B). II est montrfe au paragraphe 4.4 comment programmer les opferateurs δ et ν en mfeta-rfegles. 
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Dfefinition 4 : 
Soient CI une contrainte d'intfegritfe, L le complfement d'un littferal figurant dans CI et IS une instance simplififee 
de C I relative ä L dfefinie par une substitution τ. 
L a fermeture universelle de l'expression 8(Lx, T)=>v(IS, T) est une contrainte dvnamique associfee ä la mise ä 
jour potentielle L . 
L a vferification de l'intfegritfe d'une base de donnfees mise ä jour peut se faire ä l'aide des contraintes 
dynamiques. 
Proposition 2 : 
Soit Β une base de donnfees intfegre. 
T(B) est intfegre si Τ n'est pas contradictoire et si les contraintes dynamiques associfees aux contraintes 
d'intfegritfe sont satisfaites. 
[Preuve : (esquissfee) Supposons Τ non contradictoire. Si les contraintes dynamiques sont satisfaites, alors 
toutes les contraintes d'intfegritfe contenant des litferaux unifiables avec des complfements de litferaux de Δ(Β, Τ) 
sont satisfaites dans T(B). Puisque les contraintes sont indfependantes du domaine, cela suffit pour garantir 
qu'elles sont satisfaites dans T(B).] 
Ce rfesultat fut donnfe initialement dans [Nicolas 79] pour des contraintes ä champs restreints. A condition 
qu'une dfefinition approprifee des instances simplififees soit considferfee, il s'fetend ä d'autres classes de contraintes 
d'intfegritfe indfependantes du domaine. Les contraintes "fevaluables" [Demolombe 82] sont considferfees dans [Bry 
87]. 
Les contraintes dynamiques peuvent fetre calculfees ä partir des seules contraintes d'intfegritfe. Elles ne 
dfependent done pas des faits et peuvent fetre dfeterminfees ä l'avance. Etant donnfee une transaction T, il est 
possible de calculer sans consulter les faits un ensemble E(B, T) de mises ä jour potentielles tel que la 
satisfaction des contraintes dynamiques associfees aux felfements de E(B, T) et la non contradiction de Τ suffisent 
ä garantir l'intfegritfe de T(B). L a construction de cet ensemble est dfecrite en 4.2. 
L a non-contradiction d'une transaction Τ peut fetre fetablie en fevaluant les expressions "non (Qxa et Q 2a)" 
(resp., "non (nu(Ca) et Q 2a)") pour toute paire de mises ä jour "majiAj, Qj)" (resp., "insfereiAj^-C)") et 
"maj(-iA2, Q 2)" de Τ telle que Αχ et admettent un unificateur le plus gfenferal σ. Comme les contraintes 
dynamiques, ces expressions peuvent fetre prfe-dfeterminfees sans accfes aux faits. 
3.3. mises ä jour potentielles induites par une transaction 
L a proposition suivante fournit une caractferisation d'un sur-ensemble de Δ(Β, Τ). 
Propositions : 
Soit A (resp., - A ) un littferal positif (resp., nfegatif) de Δ(Β, Τ). Une des proprifetfes suivantes est vferififee : 
1. A (resp., - i A ) est une mise ä jour explicitement requise par T. 
2. II existe une rfegle de dfeduction Η <- C dans B, non supprimfee par T, et une substitution σ telles que Ησ = 
Α, C a est vraie dans T(B) et C a contient un littferal L de Δ(Β, Τ) (resp., un littferal L dont le complfement 
appartientäA(B,T)). 
3. Τ demande l'insertion (resp., la suppression) d'une rfegle de dfeduction Η <- C et il existe une substitution α 
telle que Ησ = Α et C a est vraie dans T(B) (resp., dans B). 
[Preuve : Si un littferal positif A (resp., nfegatif - A ) de Δ(Β, Τ) n'est pas explicitement stockfe dans T(B) 
(resp., dans B), e'est nfecessairement un fait dferivable dans T(B) (resp., dans B). Par dfefinition de Δ(Β, Τ), A 
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(resp., -ιΑ) est faux dans Β et vrai dans T(B). Π existe done une preuve de A (resp., -i(A) dans T(B) qui n'est 
pas valide dans B. L'fenoncfe de la proposition formalise cette remarque.] 
L a proposition 3 fournit une caractferisation des mises ä jour induites par une transaction T. De manifere 
semblable, il est possible de caractferiser les mises ä jour potentielles induites par T. 
Proposition 4 : 
Soient Τ une transaction, A un atome (pouvant contenir des variables) et Β une base de donnfees intfegre. 
A (resp., -iA) est une mise ä jour potentielle induite par Τ si une des deux proprifetfes suivantes est vferififee : 
1. A (resp., - A ) est une mise ä jour potentielle explicitement dfefinie par T. 
2. II existe une rfegle de dfeduction Η <- C et une substitution σ telle que Ησ = Α et Ca contient une 
Variante (resp., une Variante du complfement) d'une mise ä jour potentielle induite par T. 
T(B) est intfegre si et seulement si Τ est non contradictoire et si les contraintes dynamiques associfees aux 
mises ä jour potentielles induites par Τ sont satisfaites. 
[Preuve : d'aprfes les propositions 2 et 3. Le troisifeme cas de la proposition 3 est implicite dans le point 1 
ci-dessus : une mise ä jour de rfegle dfefinit en effet une mise ä jour potentielle de tuple.] 
En s'appuyant sur ce rfesultat, il est possible de vferifier l'intfegritfe d'une base de donnfees mise ä jour T(B) en 
deux phases. Durant la premifere phase, les mises ä jour potentielles induites par Τ sont dfeterminfees. Les 
contraintes dynamiques associfees sont gfenferfees. (Elles peuvent avoir fetfe prfe-dfeterminfees ; elles sont en ce cas 
simplement rassemblfees.) Ces operations ne nfecessitent aucun accfes aux faits. Nous montrons dans la section 
suivante qu'elles peuvent fetre trfes felfegamment programmfees en Prolog. Dans une seconde phase, les contraintes 
dynamiques ainsi que les conditions de contradiction de la transaction sont fevalufees. Nous montrons dans la 
section suivante comment spfecifier en mfeta-rfegles les opferateurs δ et v. 
3.4. Comparaison avec d'autres mfethodes 
Les mfethodes dfecrites dans [Decker 86, Sadri-Kowalski 86, Martens-Bruynooghe 87] ne vferifient pas 
l'intfegritfe d'une base de donnfees mise ä jour en deux phases. Elles entrelacent au contraire le calcul - en 
gfenferation - des mises ä jour (non potentielles) explicitement requises et induites et l'fevaluation des formes 
simplififees des contraintes d'intfegritfe. (La proposition [Ling 87] est semblable dans son principe ä [Decker 86] 
mais incomplete en prfesence de rfegles de dfeduction : les mises ä jour induites ne sont pas prises en compte.) 
Outre leur dfependence ä l'fegard de la mfethode devaluation de requfetes, ces approches souffrent de deux 
dfefauts. D'une part, toutes les mises ä jour induites sont calculfees, mfeme Celles qui n'ont aucun effet sur des 
contraintes d'intfegritfe. Cela est fevitfe si les mises ä jour potentielles sont au prfealable calculfees. Ce fut 
initialement proposfe dans [Lloyd-Topor 86]. 
D'autre part, fevaluer les instances simplififees de contraintes d'intfegritfe indfependemment les unes des autres 
peut conduire ä de coüteuses redundances. Transmettre un ensemble de contraintes dynamiques ä l'fevaluateur 
de requfete permet au contraire de bfenfeficier de techniques d'optimisation susceptibles de reconnaitre toutes ou 
certaines redundances. 
Bien que ne prfesentant pas le premier de ces dfefauts, la mfethode proposfee dans [Lloyd-Topor 86] peut fetre 
eile aussi extrfemement redondante. En effet, au lieu de contraintes dynamiques de la forme "δ^)=>ν(Κ)" 
comme nous le proposons, cette mfethode fevalue des expressions "v(L)=>v(IS)\ selon nos notations. En 
gfenferal, une expression , f v(L) M admet beaucoup plus de solutions que "6(L)". Cette mfethode conduit done ä 
fevaluer beaucoup plus d'instances de contraintes d'intfegritfe que nfecessaire. 
Une particularitfe de l'approche dfecrite ici est de proposer une implfementation trfes simple pour les 
opferateurs δ et ν , i.e. pour simuler la base de donnfees mise ä jour (cf. 4.4). 
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4. Implementation 
4.1. Calculer les instances simplifies 
L a g6n6ration des instances simplifi&s est simple ä programmer en Prolog. Supposons que les contraintes 
d'intigrito soient accessibles par un pr&Iicat "contrainte(Id, CI, V) H , oü Id est un identificateur unique de la 
contrainte CI et V la liste des variables universelles de CI qui ne sont pas quantifioes dans le champ d'une 
variable existentielle. Pour des raisons d'efficacito, nous supposons qu'une relation "contient(L, Id)" indiquant 
les litiraux L figurant dans la contrainte d'identificateur Id ait 6t6 pr6-d6terminie. Un appel au prodicat suivant 
fournit, par retours arriferes successifs, toutes les instances simplifioes IS de contraintes relatives ä une mise ä 
jour potentielle Μ : 
instance_simplifiee(M, IS) : - substitue(pourtout(V,Fl=>F2), CM) :-
contient(M, Id), !, (complement(CM, M), substitue(Fl, M ) ; substitue(F2, CM)). 
complement(M, CM), substitue(existe(V,F), CM) :-
contrainte(Id, CI1, V I ) , !, substitue(F, CM). 
substitue(CIl, CM), substitue(Fl et F2, CM) :-
contrainte(Id, CI2, V2), V2 = V I , !, (substitue(Fl, CM) ; substitue(F2, CM)). 
simplifie(M, CI2, IS). substitue(Fl ou F2, CM) :-
!, (substitue(Fl, C M ) ; substitue(F2, CM)). 
complement(non A, A ) : - ! . substitue(L, L ) . 
complement(A, non A). 
L'instantiation partielle (cf. dofinition 3) est obtenue de la manifere suivante : Tappel de "contrainte(Id, CI1, 
V I ) , substitue(CIl, CM)" retourne Tinstance C l l a . L'appel suivant "contrainte(Id, CI2, V2)H fournit une 
Variante CI2 de C I L L'affectation "V2 = VI" rialise Instantiation dosirte CI2x. Le prodicat "simplifie" se 
programme facilement ä partir de la dofinition 3. 
4.2. Determiner les mises ä jour potentielles induites par une transaction 
Supposons que pour chaque rfcgle de doduction Η <- C de Β qui n'est pas supprimoe par Τ et pour chaque 
littoral L figurant dans C un fait Prolog "induit(L, H)" ait 6t6 pr6-determin6. Supposons que les mises ä jour 
potentielles explicitement dofinies dans Τ soient retoumoes par retours arri&res successifs sur le prodicat 
"maj_potentielle_explicite(M, T) , f . Les mises ä jour potentielles L induites par une transaction Τ sont d6finies 
par les clauses suivantes : 
majjX)tentielleJnduite(L, T) :-
maj_potentielle__explicite(L, T) . 
maj_potentielleJnduite(non L , T) :-
!, induit(Ll, L ) , majjx)tentielle_induite(non L I , T). 
maj_potentielleJnduite(L, T) :-
induit(Ll, L ) , maj_j)otentielle_induite(Ll, T). 
L'ensemble Ε des mises ä jour potentielles L induites par Τ est obtenu en appelant : 
setof(L, maj_potentielle_induite(L, Τ), E) 
Si certaines rfcgles de doduction sont rocursives, une infinite de mises ä jour potentielles identiques aux noms 
des variables prfes peut Stre g6n6r£e. Ce phonomfeme est ais^ment ovito en testant si une mise ä jour potentielle 
nouvellement g6n6r6e est une instance d'une mise ä jour prdcedemment produite. Ce test est igalement 
souhaitable lorsque les rfegles ne sont pas r&ursives, afin d'6viter des redondances dans E . La dofinition d'une 
version de "setof' roalisant le test d'instance est classique et relativement ais6e : nous ne la donnons done pas 
ici. 
Soit Τ une transaction et Ε l'ensemble des mises ä jour potentielles induites par T. L'ensemble F des 
contraintes dynamiques CD associies ä Τ est obtenu par appel ä : 
setof(CD, contrainte_dynamique(CD, Ε, T), F) 
oü la procedure "contrainte^dynamique" est dofinie par : 
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contrainte_dynamique(poimout(V, delta(M, T)=>nu(IS, Τ))), Ε, T) :-
member(M, E ) , instance_simplifiee(M, IS). 
Appeler "member(M, E)" retourne successivement, par retours arriferes, les diffferents felfements Μ de E . La 
procfedure "contrainte_dynamique" ne dfetermine pas la liste de variables V. II est en effet montrfe au paragraphe 
suivant qu'elle n'est pas nfecessaire pour l'fevaluation des contraintes dynamiques. 
4.3. Evaluer les formules quantifies 
Alors que les programmes prfecedemment dfefinis reposent sur Prolog, nous utilisons dans ce paragraphe et le 
suivant le langage de rfegles de l'fevaluateur de requfetes du SGBD considferfe. Les solutions que nous proposons 
sont indfependantes - ä la syntaxe prfes - de l'fevaluateur de requfetes. 
L'fevaluation des formules ä quantifications restreintes peut fetre spfecififee par les rfegles de dfeduction 
suivantes : 
existe(V, F l et F2) <- F l et F2. 
pourtout(V, F1=>F2) <- non existe(V, F l et non F2). 
Nous notons que les listes de variables V sur lesquelles les quantifications portent ne sont pas utilisfees. La 
seconde dfefinition suppose que des nfegations puissent figurer dans le corps d'une rfegle de dfeduction et soient 
fevalufees par l'fechec. Les fevaluateurs de vues non rfecursives autorisent en gfenferal de telles dfefinitions et traitent 
les nfegations de cette manifere. De nombreux fevaluateurs de rfegles rfecursives font de mfeme, par exemple celui 
dfefini dans [Vieille 87]. L'extension des procfedures devaluation de relations rfecursives ä de telles dfefinitions 
est activement fetudifee en ce moment. 
Ces dfefinitions, en particulier la seconde, reposent sur la quantification restreinte. Les formules ä 
quantifications restreintes sont intferessantes prfecisemment parce que leur fevaluation peut fetre trfes simplement 
spfecififee par les rfegles qui prfecfedent. 
Une procfedure prfe-dfefinie pour l'fevaluation des formules existentielles serait plus efficace que la dfefinition 
par rfegle donnfee ci-dessus. En effet, pour fevaluer l'expression "existe(V, F l et F2)", il n'est pas nfecessaire de 
calculer toutes les solutions de "Fl et F2". Une teile procfedure prfe-dfefinie est semblable au coupe-choix (!) de 
Prolog. 
4.4. Spfecifier les mfeta-prfedicats,f nuM et , f delta" par des rfegles de dfeduction 
Supposons que les mises ä jour de tuples Μ explicitement dfefinies par une transaction Τ soient retournfees 
par appel ä une relation auxilliaire de la base de donnfees : "maj_explicite(M, Τ)". (II est raisonnable de 
supposer que cette relation ait fetfe prfe-dfeterminfee. En thfeorie, eile pourrait fetre dfefinie par des rfegles de 
dfeduction.) Supposons que les rfegles de dfeduction R de la base de donnfees considferfee Β soient stockfees comme 
des tuples "regle(Id, R)", oü Id est un identificateur de la rfegle R. Supposons que les insertions (resp., 
suppressions) de rfegles R requises par la transaction Τ soient stockfees comme des faits "inserer(R, T)" (resp., 
"supprimer(Id, T ) \ oü Id est l'identificateur de R). Supposons enfin qu'un appel ä "litteral(L)" rfeussisse si et 
seulement si L reprfesente, au moment de l'appel, un littferal. Le mfeta-prfedicat ν simulant la base de donnfees 
mise ä jour T(B) peut fetre dfefini par : 
nu(vrai, T). 
nu(Fl et F2, T) <- nu(Fl, T) et nu(F2, T). 
nu(Fl ou F2, T) <- nu(Fl, Ί)· 
nu(Fl ou F2, T) <- nu(F2, T). 
nu(L, T) <- maj_explicite(L, T). 
nu(L, T) <- litteral(L) et L et complement(L, CL) et non maj_explicite(CL, T). 
nu(non A, T) « - non nu(A, T). 
nu(A, T) <- regle(Id, A<-C) et non supprimer(Id, T) et nu(C, T). 
nu(A, T) <- inserer(A<-C, T) et nu(C, T). 
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complement(A, non Α) <— A*non Β. 
complement(non A, A). 
Nous supposons que le prddicat Φ rdalise un test et qu'il dchoue lorsque Tun de ses arguments n'est pas 
instancid. Bien que le mdta-prddicat "nu" apparaisse dans le corps de rfegles le ddfinissant, il faut remarquer que 
sa dofinition n'est proprement rdcursive que si certaines relations de la base de donndes sont elles-mgmes 
rdcursives. Si aucune relation n'est rdcursive, 1'dvaluation d'un terme "nu" ä l'aide d'un dvaluateur de vues 
conventionnel s'arrSte toujours. Un dvaluateur apte ä traiter les rdgles rdcursives est toujours ä m6me d'dvaluer 
correctement un terme "nu". Ces remarques s'appliquent aussi au mdta-prddicat "delta" ddfini ci-dessous. 
Le mdta-prddicat δ pourrait dtre ddfini par la rfegle de ddduction "delta(L, T) <- nu(L, T) et non L " . La 
dofinition suivante, inspirde de la caractdrisation de Δ(Β, Τ) donnde en proposition 3, est en gdndral plus 
efficace. Nous supposons que pour toute rdgle de ddduction A <- C d'identificateur Id de Β (resp., pour toute 
rdgle A«-C dont l'insertion est requise par T) et pour tout littoral L figurant dans la conjunction C , une 
expression "regle_compilee(Id, A, L , R)" (resp., "regle_compilee(A, L , R)") ait dtd prd-ddterminde, oü R 
reprdsente C privd de L ("vrai" si C est rdduit au seul littoral L ) . 
delta(vrai, T). 
delta(L, TO <- maj__explicite(L, T) et non L . 
delta(A, T) <- regle_compilee(Id, A, L , R) et non supprimer(Id, T) 
et delta(L, T) et nu(R, T) et non A. 
delta(A, T) <- regle_compilee(A, L , R) et delta(L, T) et nu(R, T) et non A. 
delta(non A, T) <- regle__compilee(Id, A, L , R) et non supprimer(Id, T) 
et complement(L, CL) et delta(CL, T) et R et nu(non A, T). 
delta(non A, T) <- regle(Id, A<-C) et supprimer(Id, T) et C et nu(non A, T). 
La sous-requSte "non L " de la seconde rfegle sert ä dliminer les litdraux L vrais dans la base de donndes T(B) qui 
dtaient ddjä satisfaits dans la base de donndes initiale Β. II est en effet possible qu'un littoral L satisfaisant 
"maj__explicite(L, T)" soit dgalement satisfait dans la base de donnoes initiate. Les derniferes sous-requStes des 
rdgles suivantes jouent un role semblable. 
Les mdta-rdgles ddfinissant "nu" et "delta" fournissent une impldmentation trfes simple d'un simulateur de la 
base de donnoes mise ä jour. Une simulation fondde sur un dvaluateur dddid serait-elle ndcessairement 
beaucoup plus efficace? Bien que la ddcomposition par "nu" ou "delta" de la requSte ä dvaluer dans la base de 
donnde simulde induise un surcofit incontestable, il est permit d'en douter. Premiferement, ce surcoüt est toujours 
faible compard aux coüts d'accds ä la mdmoire secondaire. Une technique de mise ä plat (unfolding) ou 
6valuation partielle [Sestof-S£ndergaard 87] permet de le supprimer compl&ement. D'autre part, les 
optimisations qui ont dtd proposdes pour Evaluation d'instances simplifides de contraintes d'intdgritd sont 
dgalement possibles pour revaluation de requites gdndrales. Finalement, la complexitd apparente de nombreux 
exemples de contraintes d'intdgritd n'est pas supdrieure ä celle de requStes syntaxiquement simples impliquant 
de nombreuses rfegles de ddduction. Quoiqu'il en soit, des recherches devront &tre consacrdes ä reconnaltre 
l'efficacito effective de l'impldmentation que nous proposons. 
5. Conclusion 
Une mdthode de maintien de l'intdgritd inddpendante de l'dvaluateur de requ&te a dtd ddcrite et justifide. Si 
les mSmes dvaluateurs sont considdrds, cette mothode amdliore et dtend d'autres propositions, ddfinies pour des 
dvaluateurs particuliers. Elle permet en particulier de prendre en compte des rfegles de doduction rdcursives, sous 
rdserve que l'dvaluateur considdrd soit ä mfeme de les dvaluer correctement. 
Une impldmentation de la mothode a 6t6 ddcrite. Cette impldmentation repose d'une part sur Prolog - mais 
ne ndcessite pas de couplage entre Prolog et le SGBD - et d'autre part sur une technique de "programmaüon par 
mdta-rfegles". Cette technique consiste ä utiliser le langage de rdgles de adduction du SGBD comme langage de 
programmaüon. Elle est possible avec tout SGBD ddducüf. 
Les programmations en Prolog et en mdta-rfegles nous semble &tre applicables ä d'autres sous-sys&mes d'un 
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SGBD dfeductif ou relationnel. Prolog permet souvent des implfementations extrfemement courtes et nfeanmoins 
efflcaces. D'une manifere gfenferale, Prolog nous parait tout particuliferement approprife ä la manipulation formelle 
de requfetes ä des fins d'optimisation. 
L a programmation par mfeta-rfegle est une technique relativement classique en programmation logique que 
nous proposons d'utiliser en bases de donnfees. C'est une direction pour de futures recherches que de 
reconnaitre les diverses possibilitfes d'application de la programmation par mfeta-rfegles en bases de donnfees. II 
serait souhaitable de comparer l'efficacitfe de procfedures programmfees en mfeta-rfegles avec celle de procfedures 
implfementfees de maniferes conventionnelles. 
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