Bayesian experimental design (BED) is a tool for guiding experiments founded on the principle of expected information gain. I.e., which experiment design will inform the most about the model can be predicted before experiments in a laboratory are conducted. BED is also useful when specific physical questions arise from the model which are answered from certain experiments but not from other experiments. BED can take two forms, and these two forms are expressed in three example models in this work. The first example takes the form of a Bayesian linear regression, but also this example is a benchmark for checking numerical and analytical solutions. One of two parameters is an estimator of the synthetic experimental data, and the BED task is choosing among which of the two parameters to inform (limited experimental observability). The second example is a chemical reaction model with a parameter space of informed reaction free energy and temperature. The temperature is an independent experimental design variable explored for information gain. The second and third examples are of the form of adjusting an independent variable in the experimental setup. The third example is a catalytic membrane reactor similar to a plug-flow reactor. For this example, a grid search over the independent variables, temperature and volume, for the greatest information gain is conducted. Also, maximum information gain is conducted is optimized with two algorithms: the differential evolution algorithm and steepest ascent, both of which benefitted in terms of initial guess from the grid search.
Introduction
Bayesian inference is a powerful tool for updating model uncertainties given experimental data and for model comparison. It has been applied to chemical kinetics [1] [2] [3] [4] [5] [6] [7] [8] models and other domain sciences. [9] [10] [11] [12] Bayesian inference also has a powerful evidence factor which is a basis for model selection. 9, 13 This Bayes' factor consists of a goodness-of-fit term to data and an information gain term (which is a subtracted penalty). Within the Bayesian inference is built-in balance of these two terms. Bayes' factor has been demonstrated to provide a formal metric for model selection, or choosing between two models when given prior estimates including uncertainty for parameters and experimental data. 1 The information gain term provides yet another amount of information and is the metric upon which Bayesian Design of Experiments (BED) is founded. The information gain term is a formalization of Occam's razor that prevents over-fitting the model to the data. In a more strict sense, is a measure of how much changed in the model parameters from a Bayesian inference with experimental data. Therefore, the more the model changed when experimental data became available, the greater the information gain. In a chemical kinetics problem, certain reaction mechanisms and rate-determining steps are ruled out during the Bayesian inference with experimental data. I.e., uncertainty is reduced. The information gain differs at different experimental conditions, and therefore obtaining its value prior to conducting the experiments will result in experiments that answer the most questions raised by the uncertainty in the model. Uncertainty quantification has recently emerged and spread in the field of heterogeneous catalysis 1, [14] [15] [16] [17] [18] [19] [20] [21] [22] and homogeneous catalysis 23, 24 . A natural extension of the progress of the field will be the design or selecting experimental conditions suggested from theory at which to perform experiments. Materials screening has existed for some time, but experimental design with the objective of gaining depth of knowledge about a select few materials will become a practice. This is despite the underlying principles of BED being in place for a longer time. [25] [26] [27] [28] [29] Computational improvements have boosted Bayesian methods in recent years. 25, 26 In addition, this is despite Bayesian methods being applied to chemical kinetics, 2,3 though without physics-based firstprinciples calculations populating these models. All models and variables upon Bayesian statistical tools operate include a specific probability density function (pdf) of the uncertainty.
This measure or quantification of uncertainty reflects the realities of predictive physical models is necessary to tabulate when making quantitative predictions about chemical kinetics, for instance asserting the relative dominance of one reaction mechanism over another. 15 Regarding the application of Bayesian statistical tools in chemical kinetics models, Najm, et al. 3 discussed the use of Bayesian inferences for uncertainty quantification of parameters of a methaneair system ( # + 2 ' ↔ ' + 2 ' conducted and the information gain outputted. Each Bayesian inference is a computationally expensive step involving numerical sampling methods in real applications (the first demonstrative example in this work is less complex and may be validated analytically and therefore it serves as a benchmark). The experimental synthetic data may be generated in a grid fashion, at constant intervals, over the plausible maximum and minimum of the design space. Then, each synthetic experimental grid point is inferred for information gain. This approach is demonstrated for the third example, the catalytic membrane reactor. Another method which can prove advantageous in a large-dimensional experimental design space is the use of an optimization algorithm, be it steepest ascent or differential evolution. The principle reason is less Bayesian inferences are required when the maximum information gain is sought optimally rather than through a brute force, grid, search. The catalytic membrane reactor example is evaluated for information gain using these two methods. The steepest ascent method uses numerical gradients as it steps to move towards the maximum information gain over the experimental design space. The differential evolution 32 method optimizes for information gain through series of candidate locations on the surface created by mixing. Gradients are not evaluated, unlike the steepest ascent method.
The two software in this work, both open source, are the Quantification of Uncertainty for Estimation, Simulation and Optimization (QUESO) 33, 34 in C++ and the University at Buffalo Random Optimization Algorithm for Models (BuffaloROAM), in Python. BuffaloROAM is introduced for the first time in this work. The mystic framework for Python, that contains various optimization algorithms and tools are used for the differential evolution algorithm for searching for highest information gain. 35, 36 In section 2.1, the mathematical and computational framework for experimental design in continuous space is established. Subsequently, the three example models to be studied are specified in section 2. the steepest ascent algorithm and the differential evolution algorithm 32 .
Experimental design framework
Knuth, et al. 5 have pointed out the spread of Bayesian evidence and Bayes' factor for model selection to domain sciences. Bayesian inference solves (numerically) Bayes formula, ( | , 0 ) = 34 5 , 0 634 5 0 6
is the parameters, for example 8 , the exponential growth factor in the exponential model. is the experimental data. 0 is the model i, and there may be multiple models which are compared on the basis of their evidence. In this work, Bayes' formula is performed in a single inference step. However, Bayes' formula may iteratively applied when data is arriving continually in a time series. This is the case when estimating battery charge and remaining useful life during operation when current and voltage data become continually available online. 18 Equation (1) 
The evidence for the model is equal to the log-likelihood (goodness of fit) minus the information gain. The integrals over the parameter space in this work are conducted numerically. Both BuffaloROAM and QUESO 33, 34 implement Metropolis Hastings Markov Chain Monte Carlo solvers. QUESO is also capable of the more sophisticated multilevel sampling. 37 Both software use a Metropolis Hastings Markov Chain Monte Carlo (MHMCMC). The algorithm proceeds in the following process. An initial is chosen. A matrix Q with zero mean is added to generate a proposal sample,
The covariance of Q is typically smaller than the prior covariance to take small steps and not jump too far over the parameter space. The ratio of the probabilities of the proposal sample and the prior sample is evaluated. If the ratio is greater than 1, the probability of accepting the proposal sample is 1. If the ratio is less than 1, that is the probability of accepting the proposal (accept if a random uniform number between 0 and 1 is less than the probability). Equation (6) 
If the proposal sample ′ is rejected then the current sample is repeated. Multilevel sampling involves flattening the likelihood function to allow the Markov Chain to migrate to the high probability space before restoring the likelihood to its full form. 37 All examples implemented in QUESO in this work are conducted with multilevel sampling. The expected information gain, which is the last term of equation (4), takes the same form of Kullback-Leibler 15, 30 (KL) divergence of the posterior and the prior probability density functions (pdf). The KL divergence is a validation of the information gain that is obtained in the general from by subtracting the log evidence from the expected log likelihood. The method of obtaining the information gain by subtraction therefore relies upon the (log) evidence. The expected log likelihood is available from the samples generated from the inference. The analytical evidence may be obtained for a gaussian prior, a linear model and a gaussian likelihood.
Models for study

Bayesian linear regression model
The prior for the model is,
The subscript 'pri' indicates prior. The mean vector is and the covariance matrix is Σ is the covariance matrix. The prior is gaussian. The model is,
In this model, the parameters are estimators for the experiments, D. The X matrix is called the design matrix (treated as a linear regression problem). We will consider the first parameter to be observable but not the second parameter, with a design matrix of,
The model inadequacy term, , is mean zero with a variance (^') of 1. The model inadequacy term also defines the likelihood. The likelihood is (assuming we are working with one model),
In the case of standard normal covariance, the standard deviation is 1 for both variables 
We have only 1 data point in D. Plugging in our values yields,
The data point, D, is set to 0. For validation we will check data points 0,1,2 and 3. 
The posterior means and covariances are validated against QUESO 33, 34 and BuffaloROAM in section 3.1. Figure 1 . Flow chart of Bayesian linear regression and temperature grid search for chemical reaction model.
Chemical reaction model
The next model for examination is a chemical reaction model. This type of model highly nonlinear and is of the second class of experimental design problems. I.e., the model has an independent variable, in this case temperature (K), which is not inferred but is part of the experimental conditions. The model describes the reaction, ↔
Equation ( 
Rearranging equations 18a-b and solving for w as a function of the equilibrium constant .
w and x are the concentrations of A and B (unitless), respectively. The equilibrium constant is . Furthermore, the equilibrium constant is a function of the Gibbs free energy by the relation,
is temperature (K). Boltzmann's constant is x = 8.61733035 × 10 iˆ ( i`) . ( ) is the reaction (Gibbs) free energy (eV). The exponential term causes stiff nonlinearity. The expected value of the reaction free energy is -0.2 (eV), corresponding to an exergonic reaction.
The concentration of w at equilibrium is the quantity of interest (QoI). Therefore, that concentration goes into the likelihood in the case of Bayesian inference,
The asterisk, *, denotes the (synthetic) experimental concentration. The model inadequacy variance is ' . We keep ' constant for all synthetic experimental data at all temperature points.
This is an assumption that the model inadequacy is temperature-independent.
The prior uncertainty pdf of the reaction free energy, , is,
The design variable temperature in the denominator influences the spread of the uncertainty in .
A lower temperature spreads out the uncertainty in with the same uncertainty pdf in ( ), as long as ( ) is negative. Concentration is transformed to log concentration, ln( w ), due to the exponential term in equation 19 . Five temperature points at 100 (K) intervals between 298.15 and 698.15 (K) are simulated. The expected (value) concentration of w increases as the temperature increases as long as ( ) remains negative and the reaction is exergonic. The prior probability of a negative reaction free energy is infinitesimal, and therefore the reaction with prior uncertainty is always exergonic. Therefore, by the relation of equation 18, the concentration of A always increases for a particular ( ).
Catalytic membrane reactor model
A catalytic membrane reactor [38] [39] [40] [41] [42] [43] model is introduced. Membrane reactors selectively remove one chemical component from the system with a membrane. This technology drives the equilibrium of the chemical reaction occurring in the reactor in a desired way. This model is introduced because two design parameters are involved, reactor volume and temperature. With two experimental design parameters, the search for the optimal experimental design is more efficiently conducted with steepest ascent than grid search. Catalytic membrane reactors may be modeled with partial differential equations, which may be solved using finite difference or finite element methods [44] [45] [46] [47] . In this work we make assumptions that reduce the dimension of the differential equations to one (ordinary differential equations). We will assume again two components as in equation 16 . B is assumed to be small enough to pass through the microscopic membrane, but not A. A mass balance is conducted, 48 yielding, 
The rate constant for transport of through the membrane is " ( i`) . The forward and reverse rate constants are `( i`) and i`( i`)
, respectively. w J "n• š" › P and x J "n• š" › P are obtained by,
š" › P is the total initial concentration entering the reactor of both components (vapor phase). "n• P. The volume (˜) range is set from 0 to 1000 (cm 3 ) in this work. The catalyst is located at the membrane boundary, yet the concentration is assumed consistent throughout the reactor by assuming no mass transport limitations. The reactor is also assumed isothermal and isobaric. All code and data for the work are available at https://bitbucket.org/ericawalk/datascience/src/master/.
Results and Discussion
Bayesian linear regression and quantity validations
The Bayesian linear regression model was grid-searched for expected information gain. This was a coarse grid search at the synthetic experimental data points 0, 1, 2 and 3, with a variance of In figure 2 , the prior is over the experiment, and the posterior becomes more certain upon the Bayesian inference step (variance is less). The expected value has not changed, but the uncertainty has become greater as the experimental observation confirmed the expectation value. In figure 3 , the prior is far from the experiment, and the posterior is centered halfway between the prior and The general scenario to obtain information gain is by subtracting the evidence from the expected log likelihood, a rearrangement of equation 4. This direct subtraction method is implemented by QUESO and by BuffaloROAM. Figure 4 shows the expected information gain (from QUESO and BuffaloROAM) for = [1 0], [0 1] for experiments 0,1,2 and 3. The two software generate qualitatively the same shape surface. When the design matrix is = [1 0], the minimum information gain is when the experiment is 1. The reason is the prior mean is located at 1 for 8 .
The curve is then symmetrically rising when the experiment is 0 or 2, because the posterior is moving towards those experimental values away from the prior at 1. The most information gain is when the experiment is 3, furthest from the prior of 1. When the design matrix is = [0 1], the information gain tends to be higher, because the prior of 5 is further from experiments. The exception is when the experiment is 3. When the experiment is 3, the distance from the prior values of 1 or 5 corresponding to 8 and `, the distance is equal to 2. For that reason, the expected information gains match. The information gain when the design matrix is = [0 1] may be further examined for consistency. The information gain rises as the experiment moves further away from 5, and the information gain is higher than when the design matrix is = [1 0], corresponding to greater distances of the experiment from the prior. Figure 4 . The expected information gain versus the synthetic experiment in QUESO 25, 26 and BuffaloROAM (in Python). The two different design matrix scenarios are plotted for each software. Figure 6a illustrates the prior uncertainty before Bayesian inference in the form of a violin plot where higher probability density is represented by greater width. The violin plot utilizes a kernel density estimator to represent pdf's.
Chemical reaction experimental design
A conceptual trend of figure 6(a) , which can be seen from equation 19 , is that the concentration varies more over the uncertain confidence interval, which is consequential to the information gain.
Since is in the denominator of a positive fraction inside an exponent, a smaller temperature over the same prior Δ corresponds to a lesser spread or distribution. A change in expected information gain is expected over the temperature points because while the model discrepancy is unchanging, the prior uncertainty is wider at lower temperatures, and the result is the change in uncertainty of Δ is of greater magnitude at lower temperatures. The information gain monotonically decreases with increasing temperature. The computed information gain confirms this trend in Figure 6b . 
Catalytic membrane reactor with optimal experimental design
The membrane reactor model involves three parameters; k1, k-1 and km. Prior pdf's (uncertainties) for these parameters are set, The Metropolis Hastings MCMC algorithm is used for each inference at different temperatures and volumes in the search space, and it generates the expected information gain. The temperature is varied from 298.15K to 1000K, and the volume is varied from 100 cm 3 to 1100 cm 3 .
A peak occurs in the search grid when the volume is 1100 cm 3 , while the temperature is maintained at 398.15K. The information gain at this point is 2.691. The biggest dip in the information gain is seen when the temperature increases beyond 498.15K, and the volume decreases from 1100 cm 3 to 350 cm 3 . The least information gain obtained is 2.492, at 498.15K and 600 cm 3 . A general trend that can be observed is that the information gain is considerably high when the volume in the reactor is maintained at higher volumes and lower temperatures. The steepest ascent algorithm is used to maximize the function which yields the expected information gain. The algorithm moves towards the maximum of the function by taking steps towards the positive of the gradient. The steepest ascent algorithm is implemented with alternating steps along the path, in order to obtain gradients with respect to temperature and volume, separately. One of the prime advantages of this method is the faster and simpler computation of the function value. The limitation of this method is the non-convergence when the function is illconditioned or non-differentiable. The path of the steepest ascent algorithm is shown in figure 9 .
A stabilizing constant in the denominator was added to prevent large jumps in the design space.
The steepest ascent algorithm relies upon an initial guess of the direction in the space (or on the surface) of the first step to take, as well as a learning rate parameter. The initial guess deployed for the steepest ascent makes use of knowledge of the information gain surface from a grid search, but ideally the grid search is not necessary. The differential evolution algorithm may be used, and it requires a search space and initial guess also, but does not require an initial path direction nor learning rate. The differential evolution algorithm was developed to minimize functions that were non-linear and non-differentiable in nature. 32 It is a derivative free algorithm that can search large spaces to obtain an optimal solution with respect to a given measure. It does not make use of conventional gradient based methods, hence the number of evaluations taken are slightly higher.
The algorithm starts by having initializing some candidate solutions at random positions, in the given search space. Each candidate is represented as a vector that contains some real numbers, that are analogous to the parameters of the given function. The algorithm then works on minimizing the numbers, by computing a new candidate solution by using the existing candidates. This is achieved using the process of mutation and recombination using random distributions. If the parameters of the new solution are found to be better than any of the existing solutions, the old candidate is replaced following the function evaluation with the new candidate. This process is repeated until the termination criterion is met. The criteria could either be the number of iterations of the algorithm, or the tolerance of the solution. Upon execution, the differential evolution algorithm tended to stay close to the intial guess of 450 K and 900 cm 3 , with a maximum information gain located at 439 K and 890 cm 3 . Figure 9 . Steepest ascent path over the design space on the information gain surface for the catalytic membrane reactor example.
Conclusion
Through temperatures. This was due to the nature of the model and the Arrhenius expression, that an uncertainty in a negative free energy of reaction would be more spread in concentration at lower temperatures. The experimental design trend included the assumption that model discrepancy with experiments on the quantity of interest, concentration, would be constant across temperature. In that case, the optimal experimental design is at the lowest temperature. The final example was a catalytic membrane reactor model. In this model, a grid search of the design space was conducted, followed by optimal design algorithms. The optimal design algorithms were steepest ascent and differential evolution. Key differences of the two algorithms were that steepest descent is gradientbased and differential evolution makes combinations of guesses without using gradients. Both algorithms benefitted from making initial guesses based upon the brute force grid search.
Therefore, a combination of grid search and optimization algorithm is suggested for finding optimal experimental design, especially when the model is non-linear and a rule of thumb for finding highest information gain cannot be readily obtained.
Supporting Information: Bayesian Design of Experiments: Implementation, Validation and Application to Chemical Kinetics
Eric A. Walker, Kishore Ravisankar This chemical reaction model of section 2.2.2 and figure 6 uses the Metropolis-Hastings Markov Chain Monte Carlo (MCMC) algorithm to conduct Bayesian inferences at five different temperatures: 298.15K, 398.15K, 498.15K, 598.15K and 698.15K. The inferred parameter is the Gibbs free energy, Δ ( ). The prior and posterior from the Bayesian inference at each temperature are plotted in figure S1. At T=298.15K, it can be observed that the posterior is much sharper, and the difference between the prior and posterior peak values is quite high, in accordance with the associated quantity of interest, concentration, in figure 6c. With increase in temperature, a lowering in this difference can be observed, and the sharpness of the peak reduces. In other words, the peak posterior value decreases with rise in temperature. Figure S1 . Prior and posterior Δ ( ) across temperatures for the chemical reaction model. The posterior is more informed at lower temperatures than higher temperatures. 
