The effects of X-ray irradiation on the random noises, especially the random telegraph noises (RTN), of a 45-nm on 65-nm stacked CMOS image sensor with 8.3M 1.1 μm pixels are investigated. It is found that before X-ray irradiation the dominant type of RTN among the noisiest pixels is the source follower (SF) MOSFET channel RTN. In contrast, after X-ray irradiation up to a total ionizing dose of 1 Mrad(SiO 2 ), the RTN becomes dominated by the variable transfer-gate-induced sense node (SN) leakage. These two different types of RTN can be distinguished by their dependence on the transfer gate (TG) OFF voltage and the time between the correlated double sampling (CDS). The magnitude of the RTN from the variable SN leakage is proportional to the CDS time and can be suppressed effectively by increasing the TG OFF voltage, whereas the SF RTN is independent of the CDS time or the TG OFF voltage.
I. INTRODUCTION
The demand of higher resolution CMOS image sensors (CIS) with small footprint for high-end smartphone cameras continues to drive the pixel pitch down to the sub-micrometer regime (e.g., 0.9 µm [1]- [4] , 0.8 µm [5] ). For such small pixels, the light sensitivities and the full well capacities (FWC) are intrinsically limited by the pixel area. The FWC can be as small as 4,000 to 6,000 electrons. To achieve a high image quality, it is necessary to reduce the readout random noises (RN) to below a few electrons root-meansquare (e-rms) and the dark current (DC) to below a few electrons per second at 60 • C [1] - [4] .
However, only achieving low average RN and DC may not be sufficient, since these defect-related parameters typically have long-tailed and highly non-Gaussian distributions.
It is common that the RN and DC on the distribution tails could be 10 to 100 times higher than their average or median values. For continued manufacturing process improvement, it is important to understand the root causes of these long tails. A process enhancement improving the median RN does not necessarily lead to the reduction of the RN tail, vice versa, because the compositions and the physical origins of the noises in those two regions could be different.
Many studies have shown that the random telegraph noise (RTN) is the dominant noise on the RN distribution tail, which is the central subject of this study. A recent book on the random telegraph signals (RTS) in semiconductor devices may serve as a general reference to a wide range of topics [6] . The pinned photodiode (PPD) active pixels [8] , [9] are almost universally used in today's CIS products. A 4-transistor (4T) pixel, as illustrated in Fig. 1(a) , consists of a photodiode (PD), a transfer gate (TG), a reset gate (RST), a source follower (SF), and a row select device (SL). A variant of this structure is a 3-transister (3T) pixel without the SL, where the SF serves the dual functions of the signal buffering and the selection. The floating diffusion (FD) sense node (SN) is reset before the photo charge transfer; therefore, the reset KTC noises can be completely cancelled by the correlated double sampling (CDS) circuit technique. Another 3T non-PPD active pixel without the TG is also discussed for comparison purposes, where the reset noises cannot be fully cancelled due to the lack of CDS. We may categorize the RTS/RTN into 6 varieties according to where it happens and how it happens, as illustrated in Fig. 1 (b) and listed in Table 1 . The 3 places where the RTS may be found in an active pixel are: the SF, the PD, and the SN. The first type of RTN is the MOSFET channel RTN, to be referred to as the MC-RTN [6] or the SF-RTN. The items 2 to 6 in Table 1 fall into the general category of the RTS/RTN due to variable junction leakage (VJL) [6] . In particular, items 2, 4, and 5 are the RTS/RTN related to the variable gate-induced drain leakage (GIDL) [10] - [20] , which has been found responsible for the DRAM cell variable retention time (VRT).
The most common MC-RTN is generally caused by the random capture and emission of the conduction electrons in the SF channel by some traps near the interfaces between silicon and the gate oxide, or the shallow trench isolation (STI), or inside the bulk gate dielectric layer. The MC-RTN has been extensively studied either in the CIS or in the non-CIS test arrays or circuits [21] - [31] .
The VJL is caused by the random switching of the leakage current among two or multiple discrete levels. The PD and the SN are the two nodes most sensitive to leakage, because they need to retain the photo charges during the integration time and the CDS time, respectively. In particular, the variable GIDL is likely due to the band-to-band or the trap-assisted tunneling in the high field region where the gate and the drain overlap [10] - [20] . The change of the occupancy status of a nearby trap may result in the discrete variation of the GIDL levels.
The RTS caused by the variable PD leakage is also called dark current RTS (DC-RTS) [32] - [43] . The DC-RTS could be caused by some meta-stable defects near the Si-STI interfaces, inside the Si bulk, or near the edge between the PD and the TG. In this work, we deliberately exclude the DC-RTS in order to simplify the observation and analysis. All the RN and SN leakage are measured with the TG turned off to disable the dark charge transfer.
The SN VJL is rarely observed or studied. The SN RTS due to the meta-stable Shockley-Read-Hall (SRH) type of generation-recombination (G-R) centers near the STI interface was briefly reported in [44] . The SN RTS due to the reset-gate GIDL was found responsible for the twinkling pixels in a 3T non-PPD CIS [45] , [46] . The SN RTS due to radiation induced transfer-gate GIDL was recently reported mainly in the context of SN leakage and retention time [43] but its impact on the sensor output noise has not been reported or studied.
In this work we study the generation of RTN pixels due to X-ray radiation damage and the effects of total ionizing dose (TID) on these particular pixels. An RTN pixel is defined as a pixel with readout noise showing the RTS phenomenon. Our purpose is not to evaluate the radiation hardness of the chosen CIS against specific radiation sources. Rather, it is an extension of a general study of the RN and RTN in CIS where ionizing radiation is used as a tool to better understand the origins of the RTN pixels. This study could also lead to some insight into the potential process induced damage (PID) in CIS manufacturing.
Previously we reported that the dominant RTN in the studied CIS not exposed to any intentional radiation damage is the SF MC-RTN [29] - [31] . The key new finding of this study is that a different type of RTN is generated by the X-ray irradiation. Evidence shows that the RTN originates from the variable TG-gate-induced sense node leakage. For the samples exposed to high TID levels, the SN GIDL RTN dominates the pixel RN tail distribution. We did not observe any RST-gate-induced RTN in this work.
The rest of the paper is organized into the following sections. The CIS test chips and the noise performances are described in Section II. The TG negative bias and the effects on dark current are discussed in Section III. The observation of an increase of RN and RTN induced by X-ray irradiation and the link between RTN and GIDL is reported in 228 VOLUME 7, 2019 Section IV. The SN leakage levels before and after X-ray irradiation are reported in Section V. The direct verification that the RTN is due to variable SN leakage in time domain waveform is presented in Section VI. Finally, conclusions and closing remarks are given in Section VII.
II. TEST CHIP DESIGN AND PERFORMANCE
The chip under test is an 8.3 Mpixel (3,296×2,512), 1.1 µm pitch, stacked CIS. The top pixel-array wafer is fabricated in a 1P4M 45 nm backside illumination (BSI) process and the bottom ASIC wafer is fabricated in a 1P5M 65 nm lowpower mixed-mode process. The simplified readout signal chain schematic is shown in Fig. 2(a) . The pixel structure is a 2×2 4-shared version of the PPD active pixel without the select device (a total of 6 transistors in each 2×2 pixel group, i.e., 1.5T per pixel). There are no color filters or microlens. The pixel operation steps are described in Fig. 2 (b) timing control diagram in the following sequence: (1) the evencolumn PD reset, (2) the odd-column PD reset, (3) deactivating the SF by pulling low the SN, (4) the rolling-shutter charge integration, (5) the SN reset, (6) the reset noise sampling, (7) the even pixel charge transfer, (8) the even pixel signal sampling, (9) the SN reset again, (10) the reset noise sampling, (11) the odd pixel charge transfer, and (12) the odd pixel photo signal sampling. The double-sampled reset and signal voltages are buffered and sent off chip to be digitized by external 14 bit analog-to-digital converters (ADC) at 10 MHz data rate. The operation voltages of this chip are tabulated in Table 2 .
Although the reset KTC noises can be completely cancelled by CDS, the noises generated on the SN or the SF during the CDS time cannot be cancelled. Because, the double sampling of the reset voltage (SHR) and the signal voltage (SHS) are carried out at different times, one before the charge transfer and one after. Thus, the associated noises are uncorrelated.
Three testing features are illustrated in Figs. 2(a) and 2(b). The first is that the charge transfer pulses (TG) may be disabled (red lines) during the CDS for dark RN measurements such that the readout noises are decoupled from the dark current shot noises and the DC-RTS. The second feature is that the time difference between the falling edges of the first and the second sampling, labelled as t, is programmable from 0 to 25 µs in 0.1 µs steps, which allows us to characterize the SN leakage and the CDS time dependence of the RTN.
Fig . 3 shows the input referred RN distribution for 7 chips before any X-ray irradiation. The RN is calculated as the RMS of 100 frames pixel by pixel. The median RN ranges from 1.29 to 1.32 e-rms under an 8X gain, which meets the requirement to achieve a 12-bit resolution for a FWC around 6,000 electrons. All 7 chips showed consistent performances with tight variations. This will be the benchmark to compare with the RN after X-ray irradiation. The third testing feature is that the readout circuit noises can be measured directly via a test-in input (TST) and bypass the pixel array by turning on switch S2 and turning off switch S1 in Fig. 2 (b). The measured results are shown in Fig. 4 , where the circuit noise distributions have nearly ideal Gaussian shapes (parabolas in the semi-log plot) without any long tails. The noise power is much smaller than the total RN including the pixels. With this, we may confidently conclude that the long tails of the whole chip RN distributions are indeed coming from the pixels, not from the circuits.
III. TRANSFER GATE OFF-VOLTAGE
The transfer gate OFF-voltage (VTGL) plays an essential role in this investigation. In fact, the VTGL is the key parameter allowing us to observe the GIDL effects on the SN leakage and the associated GIDL-RTN. The TG is a custom-designed device to serve two important functions. When it is turned on it needs to ensure the complete charge transfer from PD to FD without any visible image lag. When it is turned off, it needs to have an extremely low OFF-current to prevent any carrier leakage into the PD.
For a standard 3.3V NMOS transistor of L = 0.38 µm in the 65 nm baseline technology, the OFF-current (at VGS = 0 V) is approximately 100 fA per micrometer of channel width. In contrast, for the 45 nm BSI process, the dark current of the 1.1 µm pixel at room temperature is smaller than 0.1 e/s, or 1.6 × 10 −5 fA. Even taking into account the different bias conditions and device structures, the required TG OFFcurrent still needs to be several orders of magnitude lower than the standard NMOS OFF-current. For this reason, it is typically necessary to bias VTGL at a negative voltage such that the TG channel is in the accumulation condition and the leakage can be minimized by flooding the gate-silicon interface with high concentration of holes [47] - [54] . For this chip, the default VTGL is −1.2 V by design.
The dark current distributions before X-ray irradiation measured at 60 • C with the VTGL varying from −1.2 to −0.4 V are shown in Fig. 5 . The median DC is around 2.5 e/s at the default VTGL = −1.2 V, and gradually increases as VTGL increases. The DC of the pixels on the distribution tail increases even faster than the median DC. This plot explains the importance of the negative VTGL bias. However, the price to pay is the high electrical field between TG and SN that may cause GIDL. These effects are to be discussed in the next 3 sections. 
IV. RANDOM NOISE AFTER X-RAY IRRADIATION
Ionizing radiation is known to lead to the generation of defects in the CMOS dielectrics and at their interfaces with silicon. Since RTN in CIS is attributed to oxide defects, X-ray irradiation is selected as a tool to investigate the mechanism and the origin of this noise. To do so, four packaged samples were exposed, while grounded, to 10 keV X-ray radiation at the CEA-DAM facility at room temperature. The total ionizing dose (TID) reached for each sample is 10 krad(SiO 2 ), 100 krad(SiO 2 ), 500 krad(SiO 2 ), and 1 Mrad(SiO 2 ), respectively.
The family of RN histograms before and after X-ray irradiation is shown in Fig. 6 . Apparently there is a systematic increase of the RN as TID increases. The median noise increases from 1.29 e-rms before the irradiation to 4.19 e-rms after the 1 Mrad(SiO 2 ) irradiation. As proven in Fig. 4 , the 230 VOLUME 7, 2019 radiation effects on the circuit noises are negligible, thus the increase of RN can be entirely attributed to the pixels. The increase of RN in the major pixel population, near the mean and the median, is likely due to the increased flicker noises caused by the impact of radiation on interface defects. The increase of RN in the tail region is especially significant, and the distribution can no longer be approximated by the log-linear relationship as observed in the un-irradiated samples in Fig. 3 . The inverse cumulative distribution functions (ICDF) plotted in Figs. 7 and 8 highlight the tails of the distribution with extremely low population densities that are difficult to show in histograms. Comparing the ICDF for VTGL = −1.2 V in Fig. 7 and the ICDF for VTGL = −0.4 V in Fig. 8 , it is clear that the tail distribution of the RN is suppressed by the higher VTGL, as indicated by the RN at ICDF = 3.3 ppm in the legends. Under VTGL = −0.4 V, the RN tail returns to a shape roughly described by the log-linear relationship.
For comparison, we have verified that the RN distributions of the chips not exposed to X-ray irradiation are not affected by the VTGL voltages, as shown by the "0rad" curves in Fig. 7 and Fig. 8 . This observation suggests that the nature of the RTN on the long tail generated by the X-ray radiation is different from that of the un-irradiated chip.
The increase of RN tail can be more clearly viewed in the plot of constant ICDF contours as a function of TID in Fig. 9 . Especially in the TID range from 500 krad to 1 Mrad(SiO 2 ), a sharp increase of the RN is observed for ICDF = 1E-4, 1E-5, and 3.3E-6 contours. The dependence of the RN of the noisier pixels on VTGL leads to the speculation that they are caused by the TGinduced SN leakage, related to the GIDL RTS, similar to that previously reported in DRAM cells [10] - [20] . When the VTGL is set to a more negative value, the electrical field between the SN and the TG is higher, which leads to higher GIDL and higher RTS amplitude that translates into high RN after the CDS operation. Such pixels with high noises coming from SN GIDL RTS are called GIDL RTN pixels in this paper.
We can practically separate the pixels with and without GIDL RTN by the correlation scatter plots of the RN under VTGL = −0.4V versus the RN under VTGL = −1.2V for the full 8.3 Mpixel array. The results are presented in Fig. 10 for TID levels of 0, 100 krad, 500 krad, and 1 Mrad(SiO 2 ), respectively. The cluster of data points along the "X = Y" diagonal line represent the pixels with RN nearly independent of VTGL. The cluster of data points on the right hand side branch of the "X = Y" line represents the pixels with higher RN under VTGL = −1.2 V than that under VTGL = −0.4 V.
The split of RN distribution into two branches evidently indicates that there are two kinds of RN or RTN sources, one dependent on VTGL and one independent of VTGL. The pixels with RTN dependent on VTGL will be considered as the GIDL RTN pixels. The pixels with the RTN independent of VTGL are mainly from the SF RTN. More direct evidence will be presented in Section VI. We may estimate the number of GIDL RTN pixels by counting the number of data points on the right hand side of the "X = Y + RN" line. Since there is no obvious cutoff between the RTN and non-RTN pixels, we use several empirical values for RN, from 3 to 7 e-rms, for estimation. In Fig. 10 the "X = Y + 5 e-rms" light-green lines are drawn side by side with the diagonal light-red lines. The graph in Fig. 11 shows that the GIDL RTN pixel counts are approximately proportional to TID, which is intuitively consistent with the notion that the number of defects activated by the X-ray irradiation is proportional to the level of TID exposure. It is worthwhile to note that the estimated number of the GIDL RTN pixels is still a small portion of the total population, approximately less than 1 percent.
The scatter plots in Fig. 10 help us to differentiate the GIDL RTN pixels from the non-GIDL RTN pixels on the long tails where the population density is very low. For the densely populated region near the histogram peaks, such a separation does not clearly appear in the scatter plots. In Fig. 12 , we zoom in these peak regions and use the 2-dimensional RN histograms to highlight the gradual splitting of the RN distributions as the TID level increases.
V. THE SENSE NODE LEAKAGE
In this section we focus on the SN leakage before and after X-ray irradiation and its dependence on VTGL. Since the RN is normally measured and specified at room temperature (RT), we also report the SN leakage at RT. On the other hand, the DC is conventionally quoted at 60 • C. Although we choose to exclude the DC-RTS in this study, it is still interesting to measure the DC as a function of TID for the purpose of comparing with the SN leakage. The measured DC after a TID from 0 to 1 Mrad(SiO 2 ) is shown in Fig. 13 . Before X-ray irradiation the DC is about 2.7 e/s at 60 • C, a level comparable to those reported in [1] - [4] . The DC is increased to 256.5 e/s after a TID of 1 Mrad(SiO 2 ), almost 2 orders of magnitude higher than that without irradiation. The DC and DC-RTS may be a subject for future work. It is expected to be more complicated to analyze the data when the SF-RTN, GIDL-RTN, and DC-RTS are all present and mixed.
With respect to the DC, the SN leakage is seldom specified or quoted for any CIS product. The reason why SN leakage receives relatively less attention is probably because the charge retention time is typically longer for the PD (e.g., up to 1 second) while the charge retention time is only 25 µs in this design for the SN. Besides, as long as the CDS time is unchanged, the SN leakage only creates a fixed offset to the 232 VOLUME 7, 2019 output signal. Such an offset does not affect the DC because the DC is typically measured by subtracting one dark frame with short integration time from another dark frame with long integration time. Hence the fixed offset is cancelled. Nevertheless, the importance of the SN leakage cannot be overlooked. To measure the SN leakage we need to look at the dark signal dependence on the CDS time difference t in the test mode. In addition, the TG pulses are disabled during the CDS such that no charges are transferred from PD to SN. The 100-frame averaged dark signals of 200 selected pixels as a function of t (from 5 to 25 µs) are plotted in Fig. 14 . The SN leakage of each pixel is then calculated by a linear regression fitting of the dark signal versus t. A family of full array SN leakage histograms for a chip without X-ray irradiation under various VTGL is plotted in Fig. 15 . Similar to the RN distributions without X-ray irradiation, for the bulk of the population the SN leakage shows very little dependence on VTGL. Only a small number of pixels on the long tails show some VTGL variation. The median SN leakage ranges from 3.8 to 6.7 fA in these measurements.
It is important to point out that the SN leakage is much higher than the DC of the photodiode. Taking the case of VTGL = −1.2 V for example, the SN leakage is about 6.0 fA, or 37,500 e/s. This value is almost 6 orders of magnitude higher than the photodiode DC at RT.
This huge disparity is due to the physical difference between the PD and the SN. Thanks to the pinned photodiode structure, where the p+ pinning layer isolates the leaky Si/SiO 2 interface from the PD junction, and to the absence of any contact region, the PD leakage is dramatically reduced. The SN leakage is much higher because the SN does not have the benefits of the pinning layer and has a leaky contact region. At RT the 6.0 fA median leakage would generate 0.94 electrons dark signal on the SN over 25 µs. But if we consider the elevated temperature and the pixels on the distribution tail, the SN leakage could be too high such that it would degrade the sensor performance. This is an area that needs improvement and the work is in progress.
The statistical distributions of the SN leakage after X-ray irradiation are plotted in Fig. 16 for VTGL = −1.2 V and in Fig. 17 for VTGL = −0.4 V, respectively. It is evident that the SN leakage increases significantly after X-ray irradiation, and the higher TID level causes higher SN leakage [43] . Similar to the RN distribution, the long tails of SN leakage can be suppressed significantly by raising VTGL from −1.2 V to −0.4 V, which is the signature of GIDL.
VI. SF-RTN AND SN GIDL-RTN WAVEFORMS
In Sections IV and V, several pieces of evidence linked the RTN generated by X-ray irradiation to the GIDL indirectly. The RN dependence on VTGL is shown in Figs. 7 and 8 . The separation of the pixels dependent on VTGL from those independent of VTGL is demonstrated in Figs. 10-12 . The SN leakage dependence on VTGL is presented in Figs. 16 and 17 . The next step is to examine the direct evidence of variable GIDL-RTN by inspecting the individual pixel behavior. The two types of RTN, the SF MC-RTN and the SN GIDL-RTN, can be distinguished based on their time domain waveforms and the dependence on CDS time t and VTGL. They are illustrated by the following examples.
The dark noise waveforms of three selected pixels captured with three CDS time t (10, 15, and 25 µs) are shown in Fig. 18 . Each waveform consists of 5,000 data points sampled from consecutive frames. The waveforms of the same three pixels taken under three VTGL values (−1.2, −0.8, and −0.4 V) are shown in Fig. 19 , to be side-by-side compared with Fig. 18 .
The pixel in Fig. 18(a) is a typical example of the SF-RTN with a single trap. The trap may change randomly between an empty state and an occupied state with certain probabilities during the first and the second sampling. The effect of the CDS subtraction results in 3 discrete signal levels. All 3 levels drift in parallel with respect to the CDS time t, with the upper and lower levels spaced equally apart from the center one. It means that the drift is due to a constant SN leakage and the RTN magnitude ( V) is independent of the CDS time t. The fact that the randomly distributed upper and lower levels are often observed suggests that the time constants of this type of RTN are shorter than, or comparable to, the CDS time t such that the trap occupancy flips frequently between the first and the second sampling.
Pixels with this type of SF-RTN are found abundant on the long RN tails of the un-irradiated samples as reported in [29] - [31] . They may account for 80-90% of the high RN pixels.
The time constant distribution of this chip reported in [29] - [31] had a median around 5 µs and ranges from 1 to 500 µs. It is noted that the time constants reported in [27] had much wider ranges than those observed in this chip. It appears that the time constants strongly depend on the technology node, device geometry, and the process details (for example, CIS or non-CIS processes). The pixel in Fig. 18(b) is a representative showing a fast SN GIDL-RTS phenomenon leading to a GIDL-RTN type of noise. The 2 discrete levels drift along different slopes versus CDS time t, suggesting that they correspond to 2 different SN leakage currents. For this reason, the magnitude of the RTN ( V) is approximately proportional to t. The interpretation of this behavior is that the SN leakage may switch randomly between 2 different values. The time constants are likely to be longer than the CDS time such that the leakage current tends to stay at the same value during the first and the second sampling. Accordingly, only two, rather than three, discrete levels are observable. But the time constants for pixel (b) are still shorter than, or comparable to, the frame time (1 second) such that a random switching from frame to frame is obviously visible.
The pixel in Fig. 18(c) shows similar SN GIDL-RTN characteristics as the pixel (b). Yet, the time constants of pixel (c) seem to be much longer than the frame time so they could get stuck with one leakage current for many frames before switching to the other level, as it is previously reported for DC-RTS. The total capture time for 5,000 frames is about 1.4 hour at the rate of 1 frame per second. Only a few instances of switching are observed in pixel (c). On the contrary, for SF-RTN type of pixels, such long time constants are never observed in the samples tested, because such low frequency fluctuation is filtered out by the CDS.
The different RTN behavior in terms of the dependence on VTGL is further demonstrated in Fig. 19 . The magnitude of the SF-RTN pixel (a) shows no dependence on VTGL. In contrast, the magnitude of the SN GIDL-RTN pixels (b) and (c) can be strongly modulated by VTGL. The physical modeling of how the electrical field between the SN and TG influences the RTN magnitude would be an interesting topic for further study.
Based on above observations, we then systematically sorted the pixels in one chip before irradiation and one chip after the 1 Mrad(SiO 2 ) X-ray irradiation into different RTN categories. In this report we did the sorting for the 4,000 noisiest pixels in each chip. The results are tabulated in Table 3 (before irradiation) and Table 4 (after 1 Mrad X-ray irradiation). We first identified the number of peaks in the signal histograms, and labeled the GIDL-RTN pixels by 2 criteria: (1) whether the RTN amplitude is proportional to the CDS time t; (2) whether the RTN amplitude can be suppressed by changing VTGL from −1.2 V to −0.4 V.
The most interesting finding by comparing Tables 3 and 4 is that the SN GIDL-RTN pixels are very rare in the sample without irradiation. But they become abundant and dominant in the sample irradiated X-ray at 1 Mrad(SiO 2 ) level.
For the chip without irradiation, the dominant RTN type among the noisiest 4,000 pixels is the SF-RTN (83.7%) and almost no SN GIDL-RTN pixels. The striking difference in the irradiated chip is that the dominant RTN type becomes the SN GIDL-RTN (83.5%) and the percentage of SF-RTN pixels is relatively lower (13.1%).
VII. CONCLUSION
In our previous study of the same 8.3 MP, 1.1 um pixel CIS [29] - [31] without any intentional radiation exposure, the long tail of the RN distribution was dominated by pixels with single-trap SF-RTN showing 3 distinct and symmetrically VOLUME 7, 2019 235 spaced discrete levels. In this X-ray irradiation experiment, we found that the pixels with highest noises are dominated by the SN GIDL-RTN. These two types of RTN behaviors are quite distinguishable. The magnitude of the SN GIDL-RTN is linearly proportional to the CDS time t, while the SF-RTN is relatively independent of t, as long as the CDS time is longer than the circuit settling time and the SF-RTN time constants [29] - [31] . The magnitude of the variable GIDL-RTN can be suppressed by reducing the electric field between the SN and the TG, but the SF-RTN is not affected by the VTGL. It is evident that the number of pixels with variable GIDL-RTN increases as the X-ray TID increases.
It seems the time constants of the variable GIDL-RTN have very wide ranges. Some are so long that only a few switching is observed during 1.4 hours. It implies that a much longer observing time is needed for accurate time constant extraction based on the switching statistics. Some GIDL-RTN time constants are shorter than the 1 second frame time but longer than the 25 µs CDS time such that a frequent random switching between 2 discrete levels is observed in the waveforms. The systematic extraction of the GIDL-RTN time constants would be a potential topic for future work.
In summary, we reported for the first time a systematic study on the RTN caused by variable TG-induced SN leakage, as well as the measurement results of the statistical distributions of the RN, the DC, and the SN leakage before and after X-ray irradiation and their dependence on CDS time and VTGL. We presented several methods to differentiate the SN GIDL-RTN pixels from the SF MC-RTN pixels using scatter plots, 2D histograms, and the time-domain waveforms.
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