Abstract. The three-dimensional bimodal random-field Ising model is investigated using the N-fold version of the Wang-Landau algorithm. The essential energy subspaces are determined by the recently developed critical minimum energy subspace technique, and two implementations of this scheme are utilized. The random fields are obtained from a bimodal discrete (±∆) distribution, and we study the model for various values of the disorder strength ∆, ∆ = 0.5, 1, 1.5 and 2, on cubic lattices with linear sizes L = 4 − 24.
Introduction
The random-field Ising model (RFIM) [1] is one of the most studied glassy magnetic models [2, 3, 4, 5] , mainly because of its interest as a simple frustrated system. The a e-mail: amalakis@phys.uoa.gr b e-mail: nfytas@phys.uoa.gr
Hamiltonian of the system is:
where the S i = ±1 are Ising spins, J is the interaction energy between nearest neighbors, which we take to be positive so that the model is ferromagnetic and h i are the random fields (RF's). In this paper the values h i are taken from a bimodal distribution of the form:
with ∆ the disorder strength, also called randomness of the system. Various different RF probability distributions have been studied in the past [6, 7, 8, 9] , such as the Gaussian distribution, the wide bimodal distribution (with a Gaussian width), and the bimodal distribution considered also here.
In spite of many years of study, the critical behavior of the three-dimensional (3D) RFIM has been a matter of several debates and is still controversial. One of the early disagreements was the question of whether the model undergoes a phase transition from a high temperature paramagnetic phase to a low temperature ferromagnetic one, for some range of the randomness ∆. The work of Parisi and Sourlas [10] introduced the notion of dimensional reduction, indicating that the critical behavior of the RFIM in d dimensions, at sufficiently low randomness, should be identical to that of the well-known normal Ising model in d − 2 dimensions. This in turn indicated that the model should not exhibit a phase transition in 3D or fewer. However, a different argument based on the droplet theory of domain wall energies in the ferromagnetic state [11] , suggested that a phase transition should exist in 3D for finite temperature and randomness. The whole puzzle has been largely cleared out by Imbrie [12] and Bricmont and Kupiainen [13] , who showed the existence of an ordered phase.
Their arguments strongly supported the view that a phase transition in 3D exists, provided that the randomness is sufficiently small (∆ c ≃ 2.3).
However, agreement over several fundamental issues is missing and the characterization of the phase transition is still unclear [14] . Despite the fact that most studies suggest a second-order transition [14, 15, 16, 17, 18, 19] , there are also indications of first-order or hybrid-order transition [14, 20] . Note also that the mean field theory [21] differentiates between a binary and a continuous randomness distribution, predicting for the former a tricritical point at which the transition becomes of the first-order, at high fields. However, it is now generally accepted that a new fixed point controls the behavior of RF ferromagnets [22, 23] . The significance of this for the RFIM (in d >
2) is that this new zero temperature random fixed point controls the whole critical line (T c (∆)) and that the RF's are always relevant. For disordered systems with weak randomness which couples to the local energy (such as random-site impurity or random-bond models) the crossover to a new random fixed point, depends on the Harris criterion [23, 24] . According to this, the disorder is relevant if the correlation length exponent of the pure model (ν = ν pure ) satisfies the condition dν < 2 and this condition may be stated, with the help of the hyper-scaling relation (α = 2 − dν), as α > 0. Since the specific heat exponent of the 3D Ising model is positive, weak disorder should be expected to be relevant. In the case of the RFIM the type of disorder is much more severe, since the randomness couples to the local order-parameter and the crossover renormalization group eigenvalue is always positive [23] . The inequality ν ≥ 2/d, derived by Chayes et al. [22] for the correlation length exponent of a generic disordered system (ν = ν random ) would imply, using again hyper-scaling, a negative specific heat exponent (α < 0). However, it is believed that hyper-scaling is violated in the RFIM and the specific heat exponent α is related to ν by a modified hyper-scaling law 2 − α = (d − θ)ν, where the exponent θ characterizes the scaling of the stiffness of the ordered phase at the critical point. Thus, the specific heat exponent of the RFIM is not restricted, by the above theoretical considerations, to be negative [22] .
A general sketch of the phase diagram of the RFIM is given in several papers [6, 8, 25] and will be also presented here in Sect. 3.3. At low temperatures and moderate values of randomness, the system is assumed to be in an ordered ferromagnetic phase, whereas in the opposite regime the system is paramagnetic. From the notions of the perturbative renormalization group (PRG) it is expected that the RF is the relevant perturbation at the pure (∆ = 0) fixed point, and that the RF fixed point is at T = 0. However, it is known that PRG fails for the RFIM and that a theoretical justification of universality for this and also other disordered systems is lacking [2, 3, 9, 10] . Questions concerning the general characterization of the phase transition, the existence of an intermediate glassy phase [25, 26, 27] , the behavior of the renormalization group flow in the middle of the phase diagram [25] , and the dependence of the critical exponents on the randomness distribution and disorder
strength are still open [7, 9, 28] .
A relevant active and enigmatic issue concerns the behavior of the specific heat (see Ref. [29] and references therein). The specific heat of the RFIM can be experimentally measured and is of considerable theoretical interest.
There is a strong disagreement in literature about the possible divergence or saturation of the specific heat. In studies supporting the scenario of saturation there is a discrepancy in the reported negative values of the critical exponent α. Some of these later studies find strongly negative values, ranging from α = −1.5 [31] to α = −0.5 [6, 14, 32] .
In particular, Hartmann and Young [6] recently found by a ground state technique the value α = −0.63 ± 0.07, whereas Middleton and Fisher [33] , using the same technique, estimated in marked disagreement α = −0.01 ± 0.09.
From the experimental point of view, a true realization of the RFIM is hardly conceived. However, it has been shown that dilute antiferromagnets in uniform external field (DAFF) represent physical realizations of the RFIM [34] and a number of experiments investigated the phase transitions of such 3D systems [36] . These experiments have proven to be very difficult and their interpretation doubtful due to the extremely slow, glassy dynamics of the system. Experiments on DAFF, provided evidence of a second-order phase transition and a logarithmic singularity for the specific heat [38] . Note that recently, Barber and Belanger [39] in their Monte Carlo study of a DAFF model reported also that their specific heat curve closely mimics a logarithmic peak. Their results are based on a large lattice (L = 128) but instead of sample averaging they have observed the behavior of only a few RF realizations. On the other hand, there is also experimental evidence [40] supporting the opposite view of a cusp-like singularity of the specific heat, in agreement with a saturating specific heat (α < 0) as found in the studies of
Refs. [14, 31] .
It has been pointed out that a strongly negative value of α causes serious difficulties with respect to the Rushbrooke relation: α + 2β + γ ≥ 2 [6, 14, 32, 33] . Therefore, there have been several attempts [6, 15, 16, 17, 41] in order to find a consistent set of scaling relations to describe the critical behavior of the RFIM. Among the several scaling scenarios proposed [9, 26, 27, 28, 32, 33] , the single secondorder critical point behavior characterized by three scaling exponents [33] seems to be consistent with a close to zero estimate for the specific heat exponent. Thus, the above 
Numerical techniques
There are two distinct kinds of numerical approaches for the RFIM. In the first approach, traditional Monte Carlo methods are used to simulate the properties of the system at finite temperatures [14, 18, 31, 32, 39, 43, 44, 45] . The second approach is grounded on the well-known belief that the critical behavior of the model is governed by the non trivial RF fixed point at T = 0 [33, 46] . In this case, graph theoretical algorithms [7, 47] are used to calculate the ground states of the system for a sample of RF's at different disorder strength. Using this later approach quite large lattices have been studied: L ≤ 80 [7, 46] , L ≤ 90 [9] , L ≤ 96 [6] and finally L ≤ 256 [33] . In traditional Monte Carlo studies of the RFIM [8, 31, 18, 14, 32] the system is simulated in a restricted range of temperatures, appropriate for the location of the pseudocritical temperatures. However, single spin-flip methods, such as the Metropolis or the heat bath algorithms, face severe slowing down problems of equilibration and temperature averaging since the characteristic times may be exponentially large at low temperatures (T < T c ), as explained in Ref. [8] . Moreover, the sample averaging process introduces new characteristic features and requires further computer resources. Indeed, the appropriate pseudocritical temperature for the RFIM is a strongly fluctuating quantity [29] , and this property amplifies the computer time requirements for its location. Hence, depending on the size of the lattice and the disorder strength, it is necessary to simulate the system for each RF realization in a quite wide temperature range, which is not even known in advance. To obtain a good approximation of the locations of the specific heat peaks, the temperature step must be chosen sufficiently small for, otherwise any interpolation scheme may miss the correct height of a possible sharp peak. In fact, this situation of a possible sharp peak, turns out for a significant number of RF's [29] .
From the above discussion one should wonder whether the replica-exchange method of Swendsen and Wang [52] and the two-replica cluster method [53] , was implemented by Machta, Newman, and Chayes [54] where single realizations of the disorder strength were studied for sizes up to L = 24 Here, we employ a different strategy which utilizes the new and popular methods of efficient estimation of spectral degeneracies of classical statistical models [44, 51, 55, 56, 57, 58, 59, 60, 61, 62] and the recently developed CrMES technique [42] . This scheme has the merit of locating the pseudocritical temperatures by determining the DOS in the proper energy subspace by using simple algorithms in a unified implementation. Moreover, it avoids all the above problems, speeding up the simulations. Specifically, we use the multirange Wang-Landau (WL) algorithm [59] , and its N-fold version as presented by Schulz et al. [60] . The accuracy of this scheme was discussed in Ref. [29] , where more details than those given below for the appropriate implementations can be found.
The Wang-Landau algorithm
For the application of the WL algorithm in a multi-range approach we follow the description of Schulz et al. [60] , i.e., whenever the energy range is restricted we use the updating scheme 2 in that paper. Consider the restriction of the random walk in a particular energy range
and assume that the random walk is at the border of the range I. Then, the next spin-flip attempt is determined by the modified Metropolis acceptance ratio:
the random walk is not allowed to move outside of the energy range, and we always increment the histogram H(E) →
H(E) + 1 and the DOS G(E) → G(E) * f j after a spin-flip trial. Here, of course, f j is the value of the WL modification factor f [59] at the jth iteration, in the process 
. . , 20 [59] . For the histogram flatness criterion, we use a flatness level 0.05, as in previous studies [42, 55] .
The N-fold version of the Wang-Landau algorithm
For the bimodal RFIM is convenient to use an index n to characterize directly the corresponding energy changes produced by the spin-flip process. The number of different classes for the N-fold version n = 1, ..., N depends on the value of the disorder strength ∆. For example, consider the case ∆ = 1. The possible energy changes are ∆E n = ±14, ±10, ±6 and ±2, and using an index n = 1, 2, ..., 8 corresponding to 8 classes we can write
Note that, the RF value at the site in which the spin-flip is going to take place is also affecting the energy change. Denoting the populations of spins by N n , n N n = N , where N is the number of sites: N = L 3 , the selection probability of a class, P n , will be proportional to this number multiplied by the corresponding acceptance ratio. For the application of the algorithm in multi-range approach we follow the description of Schulz et al. [60] for the N-fold version of the WL method. If the system is in a spin state with energy E ∈ I and after the spin-flip is in a state with energy E ′ = E + ∆E n , the selection of the class for the next spin-flip is obtained from the following [55] :
The average life time of a state, reflecting the number of attempts we expect the system to remain in its current state before moving to the new state, is ∆t = W/Z [60] where:
The rest of details for the algorithms can be found in the original papers [55, 60] .
Implementation of the CrMES technique
The CrMES scheme [42] uses only a small part ( E − , E + ) of the energy space (E min , E max ) to determine the specific heat peaks. If E is the value of energy producing the maximum term in the partition function at the temperature of interest (say the pseudocritical temperature), the sums are restricted as follows:
and
where ( E − , E + ) is the minimum dominant subspace satisfying the following accuracy criterion:
In this paper we have used the accuracy criterion r = 10 −4 , which is extremely demanding compared to the relative errors produced in the specific heat, say by the WL method. It is also a very strict criterion for the present model, in view of the existing very large sample-to-sample fluctuations of the specific heat. A practical algorithmic approach for specifying the CrMES is fully described in
Ref. [42] . We may satisfy the specific heat accuracy criteria defined in equation (8) Indeed, in previous papers [6, 14, 31, 32] the following average has been considered for the specific heat:
and the finite-size scaling behavior of the peak of this averaged curve has been studied, by assuming that the maximum [C] * av = max T {[C] av } and the corresponding pseudocritical temperature obey the scaling laws:
[C]
where α and ν are considered to be the specific heat and correlation length critical exponents, respectively. Note that, these averaged curves are very sensitive to the property of lack of self-averaging (see the discussion below) due to the fact that the corresponding thermodynamic quantities are characterized by broad distributions in the thermodynamic limit [29] .
It is clear that when studying random systems the only In other words, the sample-to-sample fluctuations remain large. The problem of self-averaging in the RFIM has been a matter of investigation over the last years [29, 30, 63] . A common measure characterizing the self-averaging property of a system based on the theory of finite-size scaling has been discussed by Binder [64] and has been used for the study of some random systems [65, 66] . This measure inspects the behavior of a normalized square width quantity, defined as:
where ratio R Q tends to a constant, the system is said to be non self-averaging and the corresponding distribution (say P (Q)) does not become sharp in the thermodynamic limit.
In Ref. [29] it has been shown that the specific heat of the bimodal RFIM for the case ∆ = 2 is characterized by the property of lack of self-averaging (see inset of figure 4
in Ref. [29] ). In analogy with the case ∆ = 2 of Ref. observed [29] that the system appears to crossover and change behavior for sizes L > 32 and we have suggested in that paper that the finite-size study should be extended to at least L = 80 in order to have a more convincing picture. For the strengths studied here, ∆ = 0.5, 1 and 1.5, we suspect that even much larger sizes would be needed in order to draw definite conclusions for the true asymptotic behavior. , we prefer to regard the observed in figure 1 strong violation of the self-averaging property as a rather tentative conclusion which has to be further verified by studying larger systems and more physical properties (such as the magnetic susceptibility [30] ).
Since all past finite temperature studies were attempted on small and moderate sizes (L ≤ 20), it is valuable to examine the implications of the strong violation of the selfaveraging property at these moderate sizes. In our opinion the inconsistent estimations in the literature have, at least partly, their origin on such an unconventional behavior of the RFIM. In order, to observe better these implications
we proceed to study, in addition to the above scaling laws, the sample averages of the individual specific heat maxima and pseudocritical temperatures defined by:
The mean values defined above characterize the corresponding probability distributions and consist a different . This is the parameter of equation (11) and figure 1 and will be also illustrated in the following figures as error bars. However, it should not be in any case confused with the statistical errors resulting from the thermal average approximations of equations (6) and (7).
Scaling behavior of the specific heat
Let us start by presenting in figure 2 
Phase diagram and universality aspects
In figure 5 we present the size dependence of the pseudocritical temperatures for all values of randomness studied. We have included the case of the normal cubic Ising model, for which the numerical data of Ref. [42] have been used, and the case ∆ = 2 [29] , using results up to L = 24, where our numerical scheme is accurate. The results of the power law fittings applied (see equation (12)) are pre- Equivalent studies of universality violations have been reported also in other glassy systems [70] , reenforcing the view that the concept of universality in complex systems is not fully clarified and that more work needs to be done towards this direction.
Based on the data of table 1, we give in figure 6 an approximation of the phase diagram of the model which is comparable with the ones given in the literature (see i.e. Refs. [8, 25] ). The dotted line shows a power law fit of the form: 
Concluding remarks
The numerical route utilized here for the study of the RFIM consisted of the application of the multi-range WL algorithm [59] in its N-fold version [60] , implemented within the CrMES scheme [42] . We hope that the presented combination of algorithms and techniques will be useful in further numerical studies of this and other similarly challenging problems, such as spin glasses.
Our analysis showed that, in general, the behavior of For large values of ∆, the power law exponent ν shows a very strong variation, which may be due to the existence of additional leading and non-leading correction terms [9] . In order to support numerically the concept of universality for the exponent ν one should have accurate data for very large lattices, as has been pointed out also in previous works dealing with the concept of universality in random systems [9] . In conclusion, we argue that the complexity of the self-averaging property for the RFIM may be the main source behind most controversies, and we therefore call attention to the need for studying larger systems. 
