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Vorwort der Herausgeber
Heinz Lu¨neburg ist am 19. Januar 2009 plo¨tzlich verstorben. U¨ber sein Buch-
projekt
”
Projektive Geometrie“ war auf seiner homepage zu lesen:
Dieses Buch, im WS 1967/68 begonnen, sollte mein erstes Buch wer-
den. Dass es dies nicht wurde, lag an meinem Wechsel nach Kaisers-
lautern. Vier Kapitel waren damals mit meiner Reiseschreibmaschine
aufgeschrieben. Hier hatten wir aber nur Studenten im ersten Semester,
so dass ich keine Vorlesungen u¨ber den Gegenstand halten konnte, wobei
jedoch die
”
Einfu¨hrung in die Algebra“ von den Vorarbeiten fu¨r jenes
Buch profitierte. Es blieb also liegen. Es blieb liegen, bis ich die Vor-
lesungen u¨ber Fibonacci begann. Diese Vorlesungen waren einstu¨ndig.
Die eine Stunde bedurfte jedoch einer Woche an Vorbereitung. Also griff
ich in die Konserve und hielt neben der Vorlesung u¨ber Fibonacci noch
eine vierstu¨ndige Vorlesung u¨ber projektive Geometrie. ... Das Buch liegt
also jetzt da, 525 Seiten im ehemaligen B.I.-Format, und es fehlt noch
ein Kapitel. Wann ich dieses schreiben kann, weiß ich nicht. Vielleicht
publiziere ich es ohne das fehlende Kapitel u¨ber orthogonale Gruppen.
Leider entha¨lt der Nachlass von Heinz Lu¨neburg nur einen rudimenta¨ren Anfang
dieses Kapitels u¨ber orthogonale Gruppen, na¨mlich die Konstruktion von Clif-
fordalgebren, und keine Spuren von einem weiteren geplanten Kapitel
”
Anwen-
dungen“. Mit der freundlichen Zustimmung von Frau Karin Lu¨neburg machen
wir die im Nachlass vorhandenen Kapitel der O¨ffentlichkeit zuga¨nglich.
Die Projektive Geometrie von Heinz Lu¨neburg spiegelt die zeitlichen Ver-
a¨nderungen wider, welchen auch die Mathematik unterworfen ist. Das Buch
beginnt mit einem verbandstheoretischen Aufbau, gema¨ß der grundlagentheo-
retischen Perspektive der 1960er Jahre. In den Kapiteln IIII und V wird die
Lu¨neburgsche Sicht auf die endliche Geometrie und auf Polarita¨ten deutlich. Die
Kapitel VI und VII zeigen, dass Heinz Lu¨neburg sich fu¨r die Burausche Welt der
synthetischen algebraischen Geometrie erwa¨rmen konnte und zu dieser Theorie
moderne, einsichtige Beweise geliefert hat.
Ein Vortrag von Karl Strambach zur Erinnerung an Heinz Lu¨neburg ist als
Anhang beigefu¨gt.
Wu¨rzburg, im Juni 2011 Theo Grundho¨fer und Karl Strambach
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I.
Die Grundlagen und ein bisschen mehr
Projektive Geometrien sind zuna¨chst Inzidenzstrukturen, bestehend aus Punk-
ten und Geraden mit gewissen Eigenschaften. Wie sich herausstellt, verbirgt sich
dahinter eine reiche Struktur, na¨mlich der Verband der Unterra¨ume dieser Geo-
metrien. In diesem Kapitel wird es nun vor allem darum gehen, diese Verba¨nde
vom verbandstheoretischen Standpunkt aus in den Griff zu bekommen, soweit
dies ohne Verwendung von Methoden der linearen Algebra, die hinter all dem
steckt, ohne Zwang mo¨glich ist. Insbesondere werden wir den Basissatz beweisen
und zeigen, dass eine projektive Geometrie, deren Dimension nicht gerade 2 ist,
stets desarguessch ist. Dies impliziert wiederum, dass ein projektiver Verband,
dessen Dimension mindestens 3 ist, dem Unterraumverband eines geeigneten
Vektorraums isomorph ist. Da die Dimension dieses Vektorraumes um 1 gro¨ßer
ist als die Dimension der zugeho¨rigen Geometrie, werden wir das Wort Di-
mension nur informell benutzen und stattdessen vom Rang einer projektiven
Geometrie und vom Rang eines Vektorraumes reden.
Nicht zu den Grundlagen dessen, was weiter folgt, geho¨ren die Ausfu¨hrungen
u¨ber vollsta¨ndig reduzible Ringe. Sie sind hier aufgenommen, weil man an ih-
nen demonstrieren kann, wie nu¨tzlich der Begriff des projektiven Verbandes ist.
Hinzu kommt, dass die projektive Deutung der einschla¨gigen Sa¨tze Einsichten
vermittelt, die man in Algebrabu¨chern vergeblich sucht.
1. Projektive Ra¨ume
Es sei Π eine Menge, deren Elemente wir Punkte, und Γ eine Menge, deren
Elemente wir Geraden nennen. Ferner sei I eine Teilmenge des cartesischen
Produktes Π × Γ von Π und Γ. Ist (P,G) ∈ I, so sagen wir, dass P mit G
inzidiere, andernfalls, dass P und G nicht inzidierten. Statt P inzidiere mit G
werden wir auch andere Redewendungen wie P liege auf G oder G gehe durch
P oder P sei enthalten in G oder a¨hnliche verwenden. Statt (P,G) ∈ I bzw.
(P,G) /∈ I werden wir meist P I G bzw. P /I G schreiben. Das Tripel (Π,Γ, I)
heißt Inzidenzstruktur .
Es sei (Π,Γ, I) eine Inzidenzstruktur und Φ ⊆ Π. Die Punkte von Φ heißen
kollinear , falls es ein G ∈ Γ gibt mit X I G fu¨r alle X ∈ Φ. Sind P und Q zwei
verschiedene kollineare Punkte und gibt es nur eine Gerade durch P und Q, so
bezeichnen wir diese mit P + Q. Diese Bezeichnung soll an die Addition von
Unterra¨umen eines Vektorraumes erinnern, da die so bezeichnete Verknu¨pfung
am Ende nichts anderes als diese sein wird.
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Aus den unu¨bersehbar vielen Inzidenzstrukturen sondern wir die projek-
tiven Geometrien durch die folgende Definition aus. Die Inzidenzstruktur Σ :=
(Π,Γ, I) heißt projektive Geometrie oder auch projektiver Raum, falls Σ den fol-
genden Bedingungen genu¨gt.
(P1) Sind P und Q zwei verschiedene Punkte von Σ, so gibt es genau eine Ge-
rade G von Σ mit P , Q I G.
(P2) Sind P , Q und R drei nicht kollineare Punkte von Σ und sind D und E
zwei weitere, verschiedene Punkte mit D I P + Q und E I Q + R, so gibt es
einen Punkte F mit F I R+ P und F I D + E.
(P3) Jede Gerade von Σ tra¨gt wenigstens zwei Punkte.
R
E
Veblen-Young Axiom
P
Q
F
D
Axiom (P2) wird ha¨ufig Veblen-Young Axiom genannt. Man kann es salopp
auch so formulieren: Trifft eine Gerade zwei Seiten eines Dreiecks in verschiede-
nen Punkten, so trifft sie auch die dritte Seite.
Beispiele von projektiven Geometrien sind leicht zu verschaffen. Die einfach-
sten Beispiele sind die folgenden: Ist M eine Menge und bezeichnet P2(M) die
Menge der Teilmengen mit genau zwei Elementen von M , so ist (M,P2(M),∈)
eine projektive Geometrie. So banal diese Beispiele auch erscheinen mo¨gen, so
werden sie uns doch spa¨ter beim Beweise des Satzes von Wielandt u¨ber die Au-
tomorphismengruppe der alternierenden Gruppe ein sehr nu¨tzliches Werkzeug
sein.
Projektive Geometrien, deren Geraden mehr als zwei Punkte tragen, erha¨lt
man folgendermaßen: Es sei V ein Vektorraum u¨ber dem Ko¨rper K. Bezeich-
net man mit URi(V ) die Menge der Unterra¨ume des Ranges i von V , so ist
(UR1(V ),UR2(V ),⊆) eine projektive Geometrie. (Der Leser erinnere sich, dass
Rang hier das ist, was anderenorts meist Dimension genannt wird.) Dies zu
beweisen, sei dem Leser als U¨bungsaufgabe u¨berlassen. Ein Tipp sei jedoch
gegeben. Sind pK und qK zwei verschiedene Punkte, so sind pK, qK und
(p+ q)K drei verschieden Punkte auf der Geraden pK + qK.
Es seien (Π,Γ, I) und (Π′,Γ′, I′) zwei Inzidenzstrukturen. Ferner sei σ eine
Bijektion von Π auf Π′ und τ eine solche von Γ auf Γ′. Das Paar (σ, τ) heißt
Isomorphismus von (Π,Γ, I) auf (Π′,Γ′, I′), wenn fu¨r alle P ∈ Π und alle G ∈ Γ
genau dann P I G gilt, wenn Pσ I′ Gτ ist. Gibt es einen solchen Isomorphismus,
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so nennen wir die beiden Inzidenzstrukturen isomorph. Isomorphismen einer
Inzidenzstruktur auf sich heißen Automorphismen oder Kollineationen.
1.1. Satz. Es sei Σ := (Π,Γ, I) ein projektiver Raum. Ist G ∈ Γ, so setzen
wir Gτ := {P | P ∈ Π, P I G}. Dann ist (idΠ, τ) ein Isomorphismus von Σ auf
(Π,Γτ ,∈).
Beweis. Das Einzige, was zu beweisen ist, ist die Injektivita¨t von τ . Diese
folgt aber unmittelbar aus der Tatsache, dass jede Gerade mindestens zwei
Punkte tra¨gt und zwei verschiedene Punkte nur mit einer Geraden inzidieren.
Dieser Satz zeigt, dass man die Geraden eines projektiven Raumes mit den
Mengen der jeweils auf ihnen liegenden Punkte identifizieren kann. Dies ist
immer wieder einmal bequem und wird, meist ohne es explizit zu sagen, dann
auch getan.
Es sei Σ := (Π,Γ, I) ein projektiver Raum und U ⊆ Π. Die Menge U heißt
Unterraum von Σ, falls mit zwei verschiedenen Punkten stets auch ihre ganze
Verbindungsgerade in U liegt. (Hier haben wir zum ersten Male Geraden mit
Punktmengen identifiziert.) Beispiele von Unterra¨umen sind die leere Menge
∅, die Mengen, die nur aus einem Punkt bestehen, die Geraden und Π. Wir
bezeichnen die Menge aller Unterra¨ume von Σ mit L(Σ). Sind X, Y ∈ L(Σ)
und ist X in Y enthalten, so bezeichnen wir diesen Sachverhalt mit X ≤ Y .
Wir benutzen in diesem Falle also das Zeichen ≤ anstelle von ⊆. Die Relation
≤ ist reflexiv , antisymmetrisch und transitiv , dh. sie ist eine Teilordnung auf
L(Σ). Diese Teilordnung gilt es nun zu studieren.
Damit der Leser ein Gefu¨hl dafu¨r bekomme, was Unterra¨ume sind, beweise
er das Folgende: Es sei V ein K-Vektorraum. Ferner sei X eine Teilmenge von
UR1(V ). Genau dann ist X ein Teilraum von (UR1(V ),UR2(V ),⊆), wenn es
einen Teilraum W von V gibt mit X = UR1(W ).
Ist M eine Menge, so ist L(M,P2(M),∈) nichts Anderes als die Potenzmenge
von M .
Es ist im Weiteren bequem, die Unterra¨ume, die nur aus einem Punkt beste-
hen, mit diesem Punkt zu identifizieren, so dass sich also die Inzidenz des Punk-
tes P mit der Geraden G durch P ≤ G beschreiben la¨ßt. Damit sind der Begriff
des Punktes und der Begriff der Geraden unter den Begriff des Unterraumes
subsumiert, so dass die Ausnahmestellung dieser Objekte beseitigt ist.
Es sei weiterhin Σ eine projektive Geometrie. Ist M ⊆ L(Σ), so ist, wie
unmittelbar aus der Definition des Unterraumes folgt, auch
⋂
X∈M X ∈ L(Σ).
Wie u¨blich definiert man daher den von M aufgespannten Unterraum
∑
X∈M X
von Σ als den Schnitt u¨ber alle Unterra¨ume Y von Σ, fu¨r die X ≤ Y fu¨r alle
X ∈M gilt. Es gilt dann die folgende banale, aber nu¨tzliche Aussage.
1.2. Satz. Es sei Σ eine projektive Geometrie. Es sei ferner M ⊆ L(Σ) und
Y ∈ L(Σ). Dann gilt: Ist Y ≤ X fu¨r alle X ∈ M , so ist Y ≤ ⋂X∈M X. Ist
X ≤ Y fu¨r alle X ∈M , so ist ∑X∈M X ≤ Y .
Dieser Satz besagt, dass
⋂
X∈M X der gro¨ßte, in allen X ∈ M enthaltene
Unterraum von Σ ist, wa¨hrend
∑
X∈M X der kleinste, alle X ∈M umfassende
Unterraum von Σ ist.
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Die Definition des Operators
∑
, der im U¨brigen das ist, was man einen
Hu¨llenoperator nennt, ist zwar elegant, man ha¨tte aber auch gerne eine in-
terne Beschreibung des von einer Menge von Unterra¨umen aufgespannten Un-
terraums. Diese Beschreibung wird in Ku¨rze gegeben werden. Dazu definieren
wir zuna¨chst eine bina¨re Verknu¨pfung  auf der Potenzmenge der Punktmenge
Π eines projektiven Raumes.
(1) Es ist S  ∅ = ∅  S = S fu¨r alle S ⊆ Π.
(2) Ist S eine einelementige Teilmenge von Π, so setzen wir S  S = S.
(3) Sind S und T Teilmengen von Π und gibt es zwei verschiedene Punkte P
und Q mit P ∈ S und Q ∈ T , so sei S  T die Menge der Punkte, die auf den
Geraden liegen, die zwei verschiedene Punkte A und B mit A ∈ S und B ∈ T
verbinden.
Die wesentlichen Eigenschaften dieser Operation sind im folgenden Satz
aufgelistet.
1.3. Satz. Es sei Σ := (Π,Γ, I) eine projektive Geometrie. Sind S, T und U
drei Teilmengen von Π, so gilt:
(a) Ist S ⊆ T , so ist S  U ⊆ T U . Insbesondere ist S ⊆ S  S.
(b) Es ist S  T = T  S.
(c) Ist R ∈ L(Σ) und gilt S, T ⊆ R, so ist S  T ⊆ R.
(d) Es ist (S  T ) U = S  (T  U).
(e) Genau dann gilt S  S = S, wenn S ∈ L(Σ) ist.
(f) Sind S, T ∈ L(Σ), so ist S  T = S + T .
Beweis. (a) Die erste Aussage von (a) folgt unmittelbar aus der Definition
von . Wendet man dies nun statt auf S, T und U auf ∅, S und S an, so folgt
S = ∅  S ⊆ S  S.
(b) und (c) folgen unmittelbar aus der Definition von  und der definieren-
den Eigenschaft von Unterra¨umen mit zwei Punkten ihre Verbindungsgerade zu
enthalten.
Um (d) zu beweisen, nehmen wir zuna¨chst an, dass alle drei Mengen nur aus
einem Punkt bestehen, so dass wir sie gema¨ß unserer Konvention mit diesen
Punkten identifizieren. Liegen S, T und U auf der Geraden G, so folgt mit (c),
dass (S  T )  U und S  (T  U) in G liegen. Ist S  T = U , so folgt, dass
S = T = U ist. In diesem Falle gilt also (d). Entha¨lt S  T einen Punkt, der
von U verschieden ist, so ist S 6= U oder T 6= U . Ist S 6= U , so folgt
G = S  U ⊆ (S  T ) U ⊆ G
und
G = S  U ⊆ S  (T  U) ⊆ G,
so dass (d) auch in diesem Falle gilt. Ist T 6= U , so folgt (d) entsprechend.
Es bleibt der Fall zu betrachten, dass S, T und U nicht kollinear sind. Dann
sind sie insbesondere auch paarweise verschieden. Wir zeigen zuna¨chst, dass
S  (T U) ⊆ (S  T )U gilt. Dazu sei A ∈ S  (T U). Auf Grund von (a)
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du¨rfen wir annehmen, dass A /∈ S  T , U gilt. Wegen A ∈ S  (T  U) gibt es
ein B ∈ TU mit A ≤ S+B. Wa¨re B = T , so wa¨re A ≤ S+T im Widerspruch
zu A /∈ S  T . Also ist B ein von T verschiedener Punkt in T  U = T + U ,
so dass insbesondere T + U = T + B ist. Hieraus folgt weiter, dass B, S und
T nicht kollinear sind. Weil A 6= U ist, gibt es nach (P2) daher einen Punkt C
auf S + T mit C ≤ A + U . Nun ist S + (T ∩ T ) + U = T , so dass C 6= U ist.
Hiermit folgt zusammen mit S + T = S  T , dass
A ≤ A+ U = C + U = C  U ⊆ (S  T ) U
ist. Damit haben wir gezeigt, dass S  (T  U) ⊆ (S  T )  U gilt. Mit (b)
folgt nun
(S  T ) U = U  (T  S) ⊆ (U  T ) S = S  (T  U).
Also ist in diesem Falle tatsa¨chlich S  (T  U) = (S  T ) U .
S, T und U seien nun beliebige Punktmengen. Ist eine von ihnen leer, so
ist (d) sicherlich erfu¨llt. Wir du¨rfen daher annehmen, dass keine von ihnen leer
ist. Ist P ∈ (S  T )U , so gibt es also Punkte A, B und C mit A ∈ S, B ∈ S,
B ∈ T und C ∈ U sowie P ∈ (A  B)  C. Mit dem bereits Bewiesenen und
(a) folgt
P ∈ A (B  C) ⊆ S  (T  U),
so dass (S  T )U ⊆ S  (T U) ist. Hieraus folgt unter Benutzung von (b),
dass
S  (T  U) = (U  T ) S ⊆ U  (T  S) = (S  T ) U
ist. Damit ist (d) bewiesen.
Genau dann ist S ∈ L(Σ), wenn S mit zwei verschiedenen Punkten stets
auch ihre Verbindungsgerade entha¨lt. Dies bedeutet, dass S genau dann in
L(Σ) liegt, wenn S  S ⊆ S ist. Aus (a) folgt aber, dass stets S ⊆ S  S gilt.
Somit ist S genau dann ein Unterraum von Σ, wenn SS = S ist. Dies beweist
(e).
Es seien S und T Unterra¨ume von Σ. Nach (c) gilt dann S  T ⊆ S + T .
Mittels (b), (d) und (e) folgt
S  T  S  T = S  S  T  T = S  T,
so dass S  T nach (e) ein Unterraum ist. Wegen S, T ⊆ S  T gilt nach 1.2
daher S + T ⊆ S  T , so dass auch (f) richtig ist. Damit ist alles bewiesen.
Es sei ∆ eine Menge und ≺ sei eine bina¨re Relation auf ∆, die reflexiv und
transitiv sei. Wir nennen ∆ bezu¨glich ≺ gerichtet , wenn es zu α, β ∈ ∆ stets
ein γ ∈ ∆ gibt mit α ≺ γ und β ≺ γ. Prominentestes, nicht triviales Beispiel
fu¨r diese Situation ist die Menge Fin(M) der endlichen Teilmengen einer Menge
M , die bezu¨glich der Inklusion gerichtet ist, da die Vereinigung zweier endlicher
Mengen wieder endlich ist.
Ist Σ eine projektive Geometrie und ist M ⊆ L(Σ) bezu¨glich der auf L(Σ)
definierten Relation ≤ gerichtet, so nennen wir M aufsteigendes System von
Unterra¨umen von Σ. Es gilt nun
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1.4. Satz. Ist Σ eine projektive Geometrie und ist M ein aufsteigendes System
von Teilra¨umen von Σ, so ist ∑
X∈M
X =
⋃
X∈M
X.
Beweis. Es seien P und Q zwei Punkte aus
⋃
X∈M X. Es gibt dann Y ,
Z ∈M mit P ≤ Y und Q ≤ Z. Weil M gerichtet ist, gibt es ein U ∈M mit Y ,
Z ≤ U . Es folgt
P +Q ≤ U ≤
⋃
X∈M
X.
Folglich ist
⋃
X∈M X ein Teilraum von Σ. Da dieser Teilraum in
∑
X∈M X liegt,
folgt mit 1.2 die Gleichheit dieser beiden Ra¨ume.
Es sei M eine Teilmenge der Potenzmenge P (Π) von Π, wobei Π wieder die
Punktmenge einer projektiven Geometrie sei. Ist M endlich, so ist klar, da 
assoziativ und kommutativ ist, was wir unter⊙
X∈M
X.
zu verstehen haben. Wegen 1.3 (a) gilt⊙
X∈M
X =
⋃
N⊆M
⊙
X∈N
X.
Ist M eine nicht notwendig endliche Teilmenge von P (Π), so setzen wir den
obigen Sachverhalt benutzend⊙
X∈M
X :=
⋃
N∈Fin(M)
⊙
X∈N
X.
Damit sind wir nun in der Lage, die versprochene interne Beschreibung der
Summe von Unterra¨umen zu geben.
1.5. Satz. Ist Σ eine projektive Geometrie und ist M eine Teilmenge von
L(Σ), so ist ∑
X∈M
X =
⊙
X∈M
X.
Beweis. Induktion nach |M | zeigt unter Verwendung von 1.3 (f), dass der
Satz richtig ist, falls M endlich ist. Daher ist in jedem Falle{⊙
X∈N X
∣∣N ∈ Fin(M)}
ein aufsteigendes System von Teilra¨umen von Σ, so dass
⊙
X∈M M nach Satz
1.4 ein Teilraum ist. Mittels Satz 1.2 folgt schließlich die Behauptung.
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Als na¨chstes beweisen wir die Gu¨ltigkeit eines eingeschra¨nkten Distributivge-
setzes in L(Σ). Dieses hat Dedekind als Erster betrachtet, so dass es heute seinen
Namen tra¨gt (Dedekind 1897).
1.6. Dedekindsches Modulargesetz. Es sei Σ eine projektive Geometrie.
Sind S, T , U ∈ L(Σ) und ist T ≤ S, so ist S ∩ (T + U) = T + (S ∩ U).
Beweis. Die Gleichung ist richtig, falls T oder U leer ist. Wir du¨rfen daher
annehmen, dass dies nicht der Fall ist.
Es ist ferner trivial, dass T + (S ∩ U) ≤ S ∩ (T + U) ist. Es sei also A ein
Punkt von S ∩ (T + U). Ist A ≤ T , so ist nichts zu beweisen. Wir du¨rfen also
A 6≤ T annehmen. Nun ist A ≤ T +U und nach 1.3(f) ist T +U = T U . Weil
T und U nicht leer sind, gibt es dann zwei Punkte B und C mit B ≤ T , C ≤ U
und A ≤ B + C. Wegen A 6≤ T ist A 6= B, woraus folgt, dass B + C = B + A
ist. Somit ist
C ≤ A+B ≤ S + T = S,
da ja T ≤ S gilt. Also ist C ≤ S ∩ U . Hieraus folgt schließlich
A ≤ B + C ≤ T + (S ∩ U),
was zu beweisen war.
Eine weitere wichtige, wenn auch banal zu beweisende Eigenschaft einer
projektiven Geometrie wird im na¨chsten Satz formuliert.
1.7. Satz. Es sei M ein aufsteigendes System von Teilra¨umen des projektiven
Raumes Σ. Ist dann Y ∈ L(Σ), so ist Y ∩∑X∈M X = ∑X∈M (Y ∩X).
Beweis. Mittels Satz 1.4 folgt, da ja auch {Y ∩X | X ∈M} ein aufsteigendes
System von Teilra¨umen ist,
Y ∩
∑
X∈M
X = Y ∩
⋃
X∈M
X =
⋃
X∈M
(Y ∩X) =
∑
X∈M
(Y ∩X).
1.8. Satz. Es sei Σ eine projektive Geometrie. Sind X, Y ∈ L(Σ) und gilt
X ∩ Y = ∅, so gibt es ein Z ∈ L(Σ) mit Y ≤ Z, X ∩ Z = ∅ und X + Z = Π,
wobei Π wieder die Menge aller Punkte von Σ bezeichne.
Beweis. Es sei N := {U | U ∈ L(Σ), Y ≤ U,X ∩ U = ∅}. Dann ist N
nicht leer, da Y zu N geho¨rt. Es sei M ⊆ N ein aufsteigendes System von
Unterra¨umen von Σ. Nach 1.4 ist dann V :=
⋃
U∈M U ein Teilraum von Σ, der
natu¨rlich Y entha¨lt. Weil V die mengentheoretische Vereinigung der U aus M
ist, folgt, dass der Schnitt von V mit X leer ist. Somit gilt V ∈ N . Auf Grund
des zornschen Lemmas gibt es daher einen maximalen Teilraum Z in N . Es sei
P ∈ Π. Wir mu¨ssen zeigen, dass P in X +Z liegt. Dazu du¨rfen wir annehmen,
dass P weder zu X noch zu Z geho¨rt. Dann ist insbesondere Y ≤ Z < Z + P ,
so dass die Maximalita¨t von Z impliziert, dass X ∩ (Z + P ) 6= ∅ ist. Es gibt
also einen Punkt Q mit Q ≤ X ∩ (Z + P ). Weil P nicht in X liegt, ist Q von
P verschieden. Ferner ist Z + P = Z  P . Es gibt daher einen Punkt R mit
R ≤ Z und Q ≤ R + P . Wegen Q ≤ X und X ∩ Z = ∅ ist Q 6= R. Also ist
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R + P = Q + R. Daher ist P ≤ Q + R ≤ X + Z. Dies zeigt, dass in der Tat
X + Z = Π ist.
1.9. Korollar. Ist X ∈ L(Σ), so gibt es ein Z ∈ L(Σ) mit X ∩ Z = ∅ und
X + Z = Π.
Beweis. Dies folgt mit Y := ∅ aus 1.8.
Ist Σ eine projektive Geometrie, sind X, Y , Z ∈ L(Σ) und gilt X ∩ Y = ∅
und X+Y = Z, so nennen wir Y Komplement von X in Z. Diesen Sachverhalt
beschreiben wir, wie in der Algebra u¨blich, durch X ⊕ Y = Z.
1.10. Satz. Es sei Σ eine projektive Geometrie und Π ihre Punktmenge. Ist
Π = X ⊕ Y und ist Y das einzige Komplement von X, so ist Π = X ∪ Y .
Beweis. Es sei P ∈ Π und P /∈ X. Nach 1.8 gibt es ein Komplement Z von
X mit P ≤ Z. Weil Y das einzige Komplement von X ist, ist Z = Y . Damit
ist alles bewiesen.
1.11. Korollar. Es sei Σ eine projektive Geometrie. Tra¨gt jede Gerade von
Σ wenigstens drei Punkte, so sind ∅ und Π die einzigen Unterra¨ume von Σ, die
genau ein Komplement besitzen.
Beweis. Es sei Π = X ⊕ Y und X und Y seien beide nicht leer. Ist dann
P ein Punkt auf X und Q ein Punkt auf Y , so entha¨lt die Gerade P +Q noch
einen dritten Punkt R. Wegen X ∩ Y = ∅ ist P + Q weder in X noch in Y
enthalten. Folglich liegt R weder in X noch in Y . Nach 1.10 ist Y daher nicht
das einzige Komplement von X.
Es sei ≤ eine Teilordnung auf der Menge L und ≤′ eine solche auf der Menge
L′. Die Bijektion σ von L auf L′ heißt Isomorphismus von (L,≤) auf (L′,≤′),
wenn fu¨r alle x, y ∈ L genau dann x ≤ y gilt, wenn xσ ≤′ yσ ist.
Ist V ein K-Vektorraum, so bezeichnen wir mit L(V ) die Menge seiner Un-
terra¨ume. Ferner setzen wir
Σ(V ) :=
(
UR1(V ), UR2(V ),⊆
)
.
Es gilt dann der folgende Satz, dessen Beweis dem Leser als U¨bungsaufgabe
u¨berlassen bleibe.
1.12. Satz. Es sei V ein K-Vektorraum. Setze Xσ := UR1(X) fu¨r alle
X ∈ L(V ). Dann ist σ ein Isomorphismus von (L(V ),⊆) auf (L(Σ(V )),≤).
In Kapitel II werden wir sehen, dass die projektiven Geometrien, deren Rang
mindestens 4 ist, alle von dieser Art sind.
2. Projektive Verba¨nde
Als Na¨chstes geht es darum, die Menge der Unterra¨ume einer projektiven Geo-
metrie verbandstheoretisch zu charakterisieren.
Es sei L eine Menge und ≤ sei eine Teilordnung, dh. eine reflexive, anti-
symmetrische und transitive Relation auf L. Gibt es in L ein Element Π mit
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X ≤ Π fu¨r alle X ∈ L, so nennen wir Π das gro¨ßte Element von L. Hat das
Element 0 ∈ L die Eigenschaft, dass 0 ≤ X gilt fu¨r alle X ∈ L, so nennen wir 0
das kleinste Element von L. Aus der Antisymmetrie der Relation ≤ folgt, dass
eine teilweise geordnete Menge ho¨chstens ein gro¨ßtes und ho¨chstens ein kleinstes
Element besitzt.
Ist M ⊆ L und ist R eine Element von M , so dass X ∈ M und R ≤ X
impliziert, dass R = X ist, so heißt R maximales Element von M . Entsprechend
werden minimale Elemente definiert. Ist S ∈ L und ist X ≤ S fu¨r alle X ∈M ,
so heißt S obere Schranke von M . Untere Schranken werden entsprechend
definiert. Hat schließlich die Menge der oberen Schranken von M ein kleinstes
Element, so heißt dieses Element obere Grenze von M . Besitzt M eine obere
Grenze, so bezeichnen wir diese mit
∑
X∈M X. Besitzt die Menge aller unteren
Schranken von M ein gro¨ßtes Element, so heißt dieses Element untere Grenze
von M . Wir bezeichnen sie mit
⋂
X∈M X. Obere und untere Grenzen sind, falls
sie existieren, eindeutig bestimmt.
Ist L eine teilweise geordnete Menge und besitzt jede nicht leere endliche
Teilmenge von L eine untere und eine obere Grenze, so heißt L Verband . Hat
jede Teilmenge von L eine obere und eine untere Grenze, so heißt L vollsta¨ndiger
Verband . Ein vollsta¨ndiger Verband besitzt stets ein gro¨ßtes und ein kleinstes
Element, na¨mlich Π :=
∑
X∈LX und 0 :=
⋂
X∈LX.
Bei der Definition des vollsta¨ndigen Verbandes haben wir des Guten zuviel
getan, wie der folgende Satz zeigt.
2.1. Satz. Ist L eine teilweise geordnete Menge, so sind die folgenden Aussagen
a¨quivalent:
(a) L ist ein vollsta¨ndiger Verband.
(b) Jede Teilmenge von L hat eine untere Grenze.
(c) Jede Teilmenge von L hat eine obere Grenze.
Beweis. (b) und (c) folgen natu¨rlich aus (a).
Es gelte (b) und es sei M ⊆ L. Mit M∗ bezeichnen wir die Menge der
oberen Schranken von M und mit M∗∗ bezeichnen wir die Menge der unteren
Schranken von M∗. Dann ist natu¨rlich M ⊆M∗∗. Nach Voraussetzung besitzt
M∗ eine untere Grenze U . Per definitionem ist U das gro¨ßte Element von M∗∗,
so dass insbesondere X ≤ U gilt fu¨r alle X ∈ M . Folglich ist U ∈ M∗. Wegen
U ≤ Y fu¨r alle Y ∈M∗ ist U das kleinste Element in M∗, so dass U eine obere
Grenze von M ist. Damit ist gezeigt, dass L ein vollsta¨ndiger Verband ist.
Ganz entsprechend zeigt man, dass (a) auch aus (c) folgt.
Es sei L ein Verband mit kleinstem Element 0. Genau die minimalen Ele-
mente von L−{0} heißen Atome von L. Solche braucht es nicht zu geben. Gibt
es jedoch zu jedem X ∈ L− {0} ein Atom A mit A ≤ X, so heißt der Verband
L atomar .
Es sei L ein Verband mit kleinstem Element 0 und gro¨ßtem Element Π. Sind
A, B ∈ L und ist A + B = Π sowie A ∩ B = 0, so heißt B Komplement von
A. Diesen Sachverhalt bezeichnen wir wie schon zuvor mit Π = A ⊕ B. Hat
jedes Element von L ein Komplement, so heißt L komplementa¨rer Verband. Der
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Verband L heißt irreduzibel , falls 0 und Π die einzigen Elemente von L sind, die
genau ein Komplement haben.
Der Verband L heißt modular , falls aus A, B, C ∈ L und B ≤ A folgt, dass
A ∩ (B + C) = B + (A ∩ C) folgt.
Es sei L ein Verband und M sei eine Teilmenge von L. Ist M bezu¨glich
der auf L gegebenen Teilordnung gerichtet, so nennen wir M ein aufsteigendes
System. Der Verband L heißt nach oben stetig , falls alle aufsteigenden Systeme
von L eine obere Grenze haben und falls fu¨r alle aufsteigenden Systeme M und
alle Y ∈ L gilt, dass Y ∩∑X∈M X = ∑X∈M (Y ∩X) ist.
Einen vollsta¨ndigen, atomaren, modularen, komplementa¨ren und nach oben
stetigen Verband nennen wir projektiv . Die Ergebnisse des ersten Abschnitts
lassen sich nun zusammenfassen zu
2.2. Satz. Ist Σ eine projektive Geometrie, so ist L(Σ) bezu¨glich der Inklusion
als Teilordnung ein projektiver Verband.
Das Hauptziel dieses Abschnittes ist nun zu zeigen, dass jeder projektive
Verband zum Unterraumverband einer projektiven Geometrie isomorph ist.
Es sei L ein Verband und C, D ∈ L. Ferner sei C ≤ D. Wir setzen
D/C := {X | X ∈ L, C ≤ X ≤ D}
und nennen D/C den Quotienten von D nach C. Offenbar ist D/C bezu¨glich
der in L definierten Teilordnung ein Verband, m. a. W., D/C ist ein Teilverband
von L.
2.3. Transformationsregel. Es sei L ein modularer Verband und A und B
seien Elemente von L. Setze
Xσ := X ∩B fu¨r X ∈ (A+B)/A
und
Y τ := Y +A fu¨r Y ∈ B/(A ∩B).
Dann ist σ ein Isomorphismus von (A + B)/A auf B/(A ∩ B) und τ ist ein
Isomorphismus von B/(A ∩ B) auf (A + B)/A. U¨berdies sind σ und τ invers
zueinander.
Beweis. Aus A ≤ X folgt A∩B ≤ X ∩B ≤ B, so dass σ eine Abbildung von
(A+B)/A in B/(A∩B) ist. Ist A∩B ≤ Y ≤ B, so folgt A ≤ Y +A ≤ A+B,
so dass τ eine Abbildung von B/(A ∩B) in (A+B)/A ist.
Ist A ≤ X ≤ A+B, so folgt auf Grund der Modularita¨t von L, dass
Xστ = (X ∩B) +A = X ∩ (A+B) = X
ist. Folglich ist στ die Identita¨t auf (A + B)/A. Ist A ∩ B ≤ Y ≤ B, so folgt
wiederum wegen der Modularita¨t von L, dass
Y τσ = (Y +A) ∩B = Y + (A ∩B) = Y
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ist. Also ist τσ die Identita¨t auf B/(A ∩ B). Folglich sind σ und τ zueinander
inverse Bijektionen.
Schließlich folgt aus A ≤ X1 ≤ X2 ≤ A+B, dass Xσ1 = X1 ∩B ≤ X2 ∩B =
Xσ2 ist, und aus A∩B ≤ Y1 ≤ Y2 ≤ B folgt, dass auch Y τ1 = Y1+a ≤ Y2+A = Y τ2
gilt. Damit ist alles bewiesen.
2.4. Korollar. Ist P ein Atom des modularen Verbandes L, dessen kleinstes
Element wieder mit 0 bezeichnet sei, und ist A ∈ L, so ist entweder P ≤ A oder
(A+ P )/A und P/0 sind isomorph.
Beweis. Nach 2.3 sind (A + P )/A und P/(A ∩ P ) isomorph. Nun ist 0 ≤
A∩P ≤ P und daher, da P ein Atom ist, entweder A∩P = 0 oder A∩P = P ,
dh., P ≤ A.
2.5. Korollar. Es sei L ein modularer Verband mit kleinstem Element 0. Sind
P , Q und R Atome von L, ist R 6= P und R ≤ P +Q, so ist P +Q = P +R.
Beweis. Es ist P 6= Q, da sonst P = Q = R wa¨re. Somit ist (P +Q)/P nach
2.4 zu Q/0 isomorph. Da der Quotient Q/0 nur aus den Elementen 0 und Q
besteht, entha¨lt der Quotient (P +Q)/P nur die beiden Elemente P und P +Q.
Hieraus folgt, dass P +R = P +Q ist, da ja P < P +R ≤ P +Q ist.
2.6. Satz. Es sei L ein modularer Verband mit kleinstem Element 0. Ferner
seien P und Q zwei verschiedene Atome von L. Schließlich sei A ∈ L und
Q ≤ P + A. Ist Q ≤ A, so setzen wir R := Q. Ist Q 6≤ A, so setzen wir
R := A ∩ (P +Q). Dann ist R ein Atom und es gilt R ≤ A und Q ≤ P +R.
Beweis. Ist Q ≤ A, so ist nichts zu beweisen. Es sei also Q 6≤ A. Dann ist
auch P 6≤ A, da andernfalls Q ≤ P + A = A wa¨re. Es folgt P ∩ A = 0 und
weiter
P/0 = P/(P ∩A) ∼= (A+ P )/A = (A+ P +Q)/A ∼= (P +Q)/R.
Somit ist (P +Q)/R = {R,P +Q} und R 6= P +Q. Andererseits ist
(R+ P )/R ∼= P/(P ∩R) = P/0,
da ja P ∩R ≤ P ∩A = 0 ist. Also ist (R+P ) = {R,P+R} und R 6= P+R. Nun
ist aber R+P ≤ P+Q+P = P+Q und folglich (R+P )/R ⊆ (P+Q)/R. Hieraus
folgt zusammen mit dem bereits Bewiesenen, dass {R,P + R} = {R,P + Q}
und damit dass P +Q = P +R ist. Damit ist zuna¨chst gezeigt, dass Q ≤ P +R
ist.
Es bleibt zu zeigen, dass R ein Atom ist. Dies folgt nun aus
R/0 = R/(P ∩R) ∼= (R+ P )/P = (Q+ P )/P ∼= Q/(P ∩Q) = Q/0,
wobei wir erst hier die Voraussetzung P 6= Q benutzt haben.
Der na¨chste Satz ist der verbandstheoretische Hintergrund des Veblen-Young
Axioms.
2.7. Satz. Es sei L ein modularer Verband mit 0 und P , Q und R seien drei
verschiedene Atome von L mit R 6≤ P+Q. Sind dann S und T zwei verschiedene
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Atome mit S ≤ P +Q und T ≤ Q+ R, so gibt es ein Atom U mit U ≤ S + T
und U ≤ R+ P .
Beweis. Ist S = P , so tut’s U := P . Es sei also S 6= P . Nun ist S ≤ P +Q.
Nach 2.5 ist daher P + Q = P + S. Also ist Q ≤ P + S. Hieraus folgt, dass
T ≤ Q+R ≤ S +P +R ist. Aus 2.6. folgt schließlich, dass es ein Atom U gibt
mit U ≤ P + R und T ≤ S + U . Weil T 6= S ist, folgt wiederum aus 2.5, dass
S + U = S + T ist. Also ist auch U ≤ S + T . Damit ist alles bewiesen.
Fu¨r spa¨tere Verwendung beweisen wir den na¨chsten Satz, der auf der Menge
der Atome eines modularen Verbandes eine A¨quivalenzrelation beschreibt. Bei
seinem Beweis wird der gerade bewiesene Satz benutzt.
2.8. Satz. Es sei L ein modularer Verband mit kleinstem Element 0. Sind
P und Q Atome von L, so setzen wir P ∼ Q genau dann, wenn entweder
P = Q ist oder wenn P + Q wenigstens drei Atome umfasst. Dann ist ∼ eine
A¨quivalenzrelation auf der Menge der Atome von L.
Beweis. Die Relation ∼ ist offenkundig reflexiv und symmetrisch. Um die
Transitivita¨t zu beweisen, seien P , Q und R drei Atome von L und es gelte
P ∼ Q und Q ∼ R. Sind zwei der drei Atome gleich, so ist nichts zu beweisen.
Wir du¨rfen daher annehmen, dass sie paarweise verschieden sind. Ist R ≤ P+Q,
so folgt P+R = P+Q. Hieraus folgt, dass P+R mindestens drei Atome entha¨lt,
so dass P ∼ R gilt. Es sei schließlich R 6≤ P + Q. Wegen P ∼ Q und Q ∼ R
gibt es ein von P und Q verschiedenes Atom A mit A ≤ P + Q und ein von
Q und R verschiedenes Atom B mit B ≤ Q + R. Nach 2.7 gibt es ein Atom
C mit C ≤ A + B und C ≤ R + P . Es bleibt zu zeigen, dass C von P und R
verschieden ist. Wa¨re C = P , so folgte C + A = P + A ≤ P + Q und damit
C +A = P +Q, da ja P 6= A ist. Aus C ≤ A+B folgte weiter C +A = A+B
und daher
B ≤ (P +Q) ∩ (Q+R) = Q.
Dieser Widerspruch zeigt, dass C 6= P ist. Ganz entsprechend zeigt man, dass
auch C 6= R gilt. Damit ist alles bewiesen.
Es sei L ein Verband mit kleinstem Element 0. Der Verband L heißt relativ
atomar , wenn es zu A, B ∈ L mit B < A stets ein Atom P gibt mit B <
B + P ≤ A.
2.9. Satz. Es sei L ein Verband mit kleinstem Element 0. Ist L relativ atomar,
so ist jedes Element von L die obere Grenze der in ihm enthaltenen Atome.
Beweis. Es sei A ein von 0 verschiedenes Element von L und S sei die Menge
der in A enthaltenen Atome. Dann ist A eine obere Schranke von S. Es sei B
eine weitere obere Schranke von S. Dann ist auch B∩A eine obere Schranke von
S. Wa¨re B ∩A < A, so ga¨be es ein Atom P mit B ∩A < (B ∩A) +P ≤ A. Es
folgte P ∈ S und damit der Widerspruch P ≤ B ∩A. Also ist A = A ∩B ≤ B.
Somit ist A die kleinste obere Schranke von S, was zu beweisen war.
Der Verband L heißt relativ komplementa¨r , wenn jeder Quotient zweier El-
emente von L ein komplementa¨rer Verband ist, dh., wenn es zu U , V , W ∈ L
mit U ≤ V ≤W stets ein X ∈ L gibt mit V ∩X = U und V +X = W .
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2.10. Satz. Es sei L ein komplementa¨rer und modularer Verband mit gro¨ßtem
Element Π und kleinstem Element 0. Ferner seien U , V und W drei Elemente
von L mit U ≤ V ≤ W und Y sei ein Komplement von V in Π. Setze X :=
U + (Y ∩W ). Dann ist X ∩ V = U und X + V = W . Mit anderen Worten,
jeder komplementa¨re, modulare Verband ist relativ komplementa¨r.
Beweis. Es ist V + X = V + U + (Y ∩W ) = V + (Y ∩W ). Wegen der
Modularita¨t von L ist daher
V +X = W ∩ (V + Y ) = W.
Andererseits ist, wiederum auf Grund der Modularita¨t von L,
V ∩X = V ∩ (U + (Y ∩W ))
= U +
(
V ∩ Y ∩W ) = U + (0 ∩W ) = U.
Damit ist alles bewiesen.
2.11. Satz. In einem atomaren, komplementa¨ren und modularen Verband ist
jedes Element die obere Grenze der in ihm enthaltenen Atome.
Beweis. Nach 2.9 genu¨gt es zu zeigen, dass jeder solche Verband relativ
atomar ist. Dies folgt aber unmittelbar aus der in Satz 2.10 etablierten relativen
Komplementarita¨t eines komplementa¨ren modularen Verbandes.
An dieser Stelle ist eine methodische Bemerkung angebracht. Ist Σ eine
projektive Geometrie, so ist L(Σ) auf Grund seiner Definition natu¨rlich relativ
atomar. Man beno¨tigt also nicht die relative Komplementarita¨t dieses Verban-
des, um dies festzustellen. Dies wa¨re mit Kanonen nach Spatzen geschossen, da
man die Komplementarita¨t von L(Σ) nur u¨ber das zornsche Lemma erha¨lt.
2.12. Satz von der endlichen Abha¨ngigkeit. Es sei L ein relativ atomarer,
vollsta¨ndiger Verband. Genau dann ist L nach oben stetig, wenn gilt: Ist P ein
Atom und S eine Menge von Atomen von L, ist ferner P ≤ ∑Q∈S Q, so gibt
es endliche viele Punkte Q1, . . . , Qt in S mit P ≤
∑t
i:=1Qi.
Beweis. Es sei L nach oben stetig. Ferner sei P ein Atom und S eine Menge
von Atomen von L und es gelte P ≤ ∑Q∈S Q. Das System M := {∑Q∈ΦQ |
Φ ∈ Fin(S)} ist aufsteigend. Ferner ist ∑X∈M X = ∑Q∈S Q. Folglich ist
P = P ∩
∑
Q∈S
Q = P ∩
∑
X∈M
X =
∑
X∈M
(P ∩X).
Hieraus folgt die Existenz eines X ∈ M mit P ∩X 6= 0. Weil P ein Atom ist,
folgt weiter P ≤ X. Weil X von einer endlichen Teilmenge von S erzeugt wird,
gibt es also endlich viele Q1, . . . , Qt ∈ S mit P ≤
∑t
i:=1Qi.
Umgekehrt gelte: Wann immer P ein Atom und S eine Menge von Atomen
von L ist, so dass P ≤ ∑Q∈S Q ist, so gibt es endlich viele Q1, . . . , Qt ∈ S
mit P ≤∑ti:=1Qi. Unter dieser Annahme mu¨ssen wir nun zeigen, dass L nach
oben stetig ist.
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Ist X ∈ L, so bezeichnen wir mit S(X) die Menge der in X enthaltenen
Atome. Nach 2.9 ist dann X =
∑
Q∈S(X)Q. Ferner gilt S(X) ∩ S(Y ) = S(X ∩
Y ).
Es sei nun M ein aufsteigendes System von L. Ferner sei B ∈ L. Dann ist∑
X∈M
(B ∩X) ≤ B ∩
∑
X∈M
X.
Es sei P ein Atom von B ∩∑X∈M X. Dann ist insbesondere
P ≤
∑
X∈M
∑
Q∈S(X)
Q.
Es gibt also Q1, . . . , Qt ∈
⋃
X∈M S(X) mit P ≤
∑t
i:=1Qi. Weil M gerichtet
ist, gibt es ein Y ∈M mit Q1, . . . , Qt ∈ Y . Es folgt
P ≤ B ∩ Y ≤ B ∩
∑
X∈M
X.
Weil in einem relativ atomaren Verband jedes Element die obere Grenze seiner
Atome ist, folgt schließlich
B ∩
∑
X∈M
X ≤
∑
X∈M
(B ∩X).
Damit ist Satz 2.12 bewiesen. Er wird uns im na¨chsten Abschnitt gute Dienste
leisten.
Nun zeigen wir, dass jeder projektive Verband zum Unterraumverband einer
projektiven Geometrie isomorph ist.
2.13. Satz. Es sei L ein projektiver Verband. Wir definieren eine Inzidenz-
struktur Σ wie folgt. Punkte von Σ sind die Atome von L. Geraden von Σ sind
die Elemente der Form P +Q von L, wobei P und Q zwei verschiedene Atome
von L sind. Dann ist Σ eine projektive Geometrie und die Verba¨nde L und
L(Σ) sind isomorph.
Beweis. Durch zwei verschiedene Punkte von Σ geht stets eine Gerade, und
aus 2.5 folgt, dass es auch nur eine Gerade durch zwei verschiedene Punkte
gibt. Also gilt (P1). Nach 2.7 gilt auch (P2). Schließlich gilt (P3) auf Grund
der Definition einer Geraden.
Um die Isomorphie von L und L(Σ) zu beweisen, probiere man das Na¨chst-
liegende. Funktionierte dies nicht, wa¨re man in Schwierigkeiten. Fu¨r X ∈ L
setzen wir also Xσ gleich der Menge der in X liegenden Atome und fu¨r Y ∈ L(Σ)
setzen wir Y τ :=
∑
Q∈Y Q, wobei
∑
die obere Grenze in L bezeichne. Dann
ist σ eine Abbildung von L in L(Σ) und τ eine Abbildung von L(Σ) in L. Ist
nun X ∈ L, so ist X die obere Grenze der in X enthaltenen Atome. Daher ist
Xστ = X, so dass στ = idL ist.
Es sei Y ∈ L(Σ) und P ein Atom von L mit P ≤ Y τ . Wir zeigen, dass
P in Y liegt. Nach dem Satz von der endlichen Abha¨ngigkeit gibt es Q1, . . . ,
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Qt ∈ Y mit P ≤
∑t
i:=1Qi, wobei
∑
sich wieder auf L bezieht. Ist t = 1, so ist
P = Q1 ∈ Y . Es sei also t > 1. Dann ist P ≤ Q1 +
∑t
i:=2Qi. Nach Satz 2.6 gibt
es einen Punkt R mit P ≤ Q1 +R und R ≤
∑t
i:=2Qi. Nach Induktionsannahme
ist R ∈ Y . Dann ist aber Q1 + R eine Gerade von Y , so dass auch P ∈ Y gilt.
Somit ist Y τσ = Y , so dass τσ = idL(Σ) ist. Folglich sind σ und τ zueinander
inverse Bijektionen. Dass beide inklusionstreu sind, ist banal.
Die Frage, wann ein projektiver Verband irreduzibel ist, ist nun leicht zu
beantworten.
2.14. Satz. Es sei L ein projektiver Verband. Genau dann ist L irreduzibel,
wenn auf jeder Geraden von L wenigstens drei Punkte liegen. Ist L irreduzibel,
sind X, Y ∈ L und gilt Y ≤ X, so ist auch X/Y irreduzibel.
Beweis. Nach 2.13 du¨rfen wir annehmen, dass L = L(Σ) ist, wobei Σ wie
in 2.13 definiert sei. Liegen nun auf jeder Geraden von Σ drei Punkte, so ist L
nach 1.11 irreduzibel.
Es sei L irreduzibel. Ferner sei U eine A¨quivalenzklasse der in 2.8 erkla¨rten
A¨quivalenzrelation ∼. Dann ist U ∈ L. Es sei V die Menge der nicht in
U liegenden Punkte von σ. Dann ist auch V ∈ L, da V Vereinigung von
A¨quivalenzklassen von ∼ ist. Dann ist U ∪V = Π = U ⊕V . Hieraus folgt aber,
dass V das einzige Komplement von U ist. Da U als A¨quivalenzklasse nicht leer
ist, ist U = Π, da L als irreduzibel vorausgesetzt war. Somit ist V = 0 und
alle Geraden von Σ sind in U enthalten und tragen daher alle mindestens drei
Punkte.
Es sei L irreduzibel, es seien X, Y ∈ L und es gelte Y ≤ X. Es sei G ∈ X/Y
eine Gerade von X/Y . Weil L relativ komplementa¨r ist, gibt es ein H mit
G = Y ⊕H. Mittels der Transformationsregel folgt, dass H/0 zu G/Y isomorph
ist. Also ist H eine Gerade, tra¨gt daher drei verschiedene Punkte P1, P2 und
P3. Setze Qi := Pi + Y . Dann sind Q1, Q2, Q3 drei verschieden Punkte von
X/Y , die alle auf G liegen. Folglich ist X/Y irreduzibel.
Es sei (Li | i ∈ I) eine Familie von Verba¨nden. Wir versehen das cartesische
Produkt C := carti∈ILi der Li mit einer bina¨ren Relation ≤, indem wir fu¨r alle
F , G ∈ C genau dann F ≤ G setzen, wenn Fi ≤ Gi fu¨r alle i ∈ I gilt. Es ist
schnell verifiziert, dass (C,≤) ebenfalls ein Verband ist. Sind alle Li projektiv,
so ist auch C projektiv.
2.15. Satz. Es sei L ein projektiver Verband. Auf Grund von 2.13 du¨rfen
wir jedes Element von L mit der Menge der auf ihm liegenden Punkte identi-
fizieren. Es sei Π die Menge aller Punkte von L und 0 bezeichne die leere Menge.
Es sei weiter Π/∼ die Menge der A¨quivalenzklassen der in 2.8 definierten
A¨quivalenzrelation ∼. Ist dann U ∈ Π/ ∼, so ist U ∈ L und der Quotient U/0
ist mit der von L ererbten Teilordnung ein irreduzibler projektiver Verband. Ist
nun X ∈ L, so definieren wir
σ(X) ∈ cartU∈Π/∼U/0
durch σ(X)U := X∩U . Dann ist σ ein Isomorphismus von L auf cartU∈Π/∼U/0.
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Beweis. Natu¨rlich ist σ eine Abbildung von L in das fragliche cartesische
Produkt, welches wir abku¨rzend mit C bezeichnen. Es sei σ(X) = σ(Y ). Dann
ist
X = X ∩
⋃
U∈Π/∼
U =
⋃
U∈Π/∼
X ∩ U
=
⋃
U∈Π/∼
Y ∩ U = Y ∩
⋃
U∈Π/∼
U = Y.
Dies zeigt, dass σ injektiv ist. Um zu zeigen, dass σ auch surjektiv ist, sei F ∈ C.
Wir setzen X := ∪U∈Π/∼FU . Sind P und Q zwei verschiedene Punkte von X,
so liegt auch P +Q ganz in X: Dies ist sicherlich richtig, wenn P und Q in ein
und demselben FU liegen. Liegen sie aber in verschiedenen A¨quivalenzklassen,
so liegen auf P +Q nur die beiden Punkte P und Q. Somit gilt X ∈ L. Da nun
σ(X) = FU ist, ist σ auch surjektiv.
Die Inklusionstreue von σ ist banal.
Dieser Satz zeigt, dass man alle projektiven Verba¨nde kennt, wenn man nur
die irreduziblen unter ihnen kennt.
3. Der Basissatz
Die Vorgehensweise in diesem Abschnitt mag dem ein oder anderen Leser um-
sta¨ndlich erscheinen. Sie erkla¨rt sich daraus, dass ich immer versuche, ohne das
Auswahlaxiom auszukommen.
Es sei L ein projektiver Verband, dessen Punktmenge wir wieder mit Π
bezeichnen. Wir nennen X ∈ L endlich erzeugt , wenn es ein Φ ∈ Fin(Π) gibt
mit X =
∑
P∈Φ P . Ist X endlich erzeugt, so setzen wir
RgL(X) := min
{|Φ| ∣∣ Φ ∈ Fin(Π), X = ∑P∈Φ P}
und lesen RgL(X) als Rang von X. Ist Π endlich erzeugt, so nennen wir RgL(Π)
auch Rang von L. Der Vollsta¨ndigkeit halber sei erwa¨hnt, dass im Falle der
Endlichkeit von RgL(X) die Zahl RgL(X)− 1 die Dimension von X ist.
3.1. Satz. Es sei L ein projektiver Verband. Ferner seien X, Y ∈ L und
es gelte Y ≤ X. Ist X endlich erzeugt, so ist auch Y endlich erzeugt und es
gilt RgL(Y ) ≤ RgL(X). U¨berdies gilt in diesem Falle genau dann RgL(Y ) =
RgL(X), wenn Y = X ist.
Beweis. Es sei n := RgL(X) und Φ sei eine Menge von n Punkten, die X
erzeugt. Ist n = 0, so ist X = 0 und dann auch Y = 0, so dass der Satz in diesem
Falle gilt. Es sei also n > 0. Ist Y = X, so ist nichts zu beweisen. Es sei also
Y < X. Es gibt dann ein P ∈ Φ mit P 6≤ Y . Nach der Transformationsregel
gilt daher Y/0 ∼= (Y + P )/P . Ist Q ∈ Φ − {P}, so ist Q + P ein Atom des
Quotienten X/P und X ist als Element von X/P das Erzeugnis dieser Atome.
Daher ist RgX/P (X) ≤ n − 1. Nach Induktionsannahme ist folglich Y + P als
Element von X/P endlich erzeugt und es gilt RgX/P (Y + P ) ≤ n − 1. Wegen
der Isomorphie von Y/0 und (Y +P )/P ist also auch Y endlich erzeugt und die
Ungleichung RgL(Y ) ≤ n− 1 erfu¨llt.
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Statt zu sagen, dass X endlich erzeugt sei, werden wir in Zukunft auch sagen,
dass X endlichen Ranges sei.
Ist Φ eine Menge von Punkten eines projektiven Verbandes L und ist P ein
Punkt von L, so heißt P abha¨ngig von Φ, falls P ≤∑Q∈ΦQ gilt. Hat die Menge
Φ von Punkten von L die Eigenschaft, dass keiner ihrer Punkte P von Φ−{P}
abha¨ngt, so nennen wir Φ unabha¨ngig .
Ist X ein Teilraum endlichen Ranges eines projektiven Verbandes und sind
P1, . . . , PRgL(X) Punkte, die X erzeugen, so ist die aus diesen Punkten gebildete
Menge unabha¨ngig.
3.2. Satz. Es sei L ein projektiver Verband und X sei ein Teilraum endlichen
Ranges von L. Ist Φ eine unabha¨ngige Teilmenge von Punkten von X, so ist Φ
endlich und es gilt |Φ| ≤ RgL(X).
Beweis. Der von Φ erzeugte Unterraum von L ist nach 3.1 endlich erzeugt
und sein Rang ist ho¨chstens gleich dem Rang von X. Wir du¨rfen daher an-
nehmen, dass X =
∑
Q∈ΦQ ist. Setze n := RgL(X). Ist n = 1, so ist die
Aussage des Satzes offenkundig. Es sei also n > 1 und {P1, . . . , Pn} sei eine
Menge von Punkten, die X erzeugt. Setze Y :=
∑n−1
i:=1 Pi. Dann ist
Y < X =
∑
Q∈Φ
Q.
Es gibt also ein Q ∈ Φ mit Q 6≤ Y . Nach der Transformationsregel gilt
X/Y = (Y + Pn)/Y ∼= Pn/(Y ∩ Pn) = Pn/0.
Andererseits sind auch (Y +Q)/Y und Q/0 isomorph. Weil Pn und Q Punkte
sind, sind aber auch Pn/0 und Q/0 isomorph. Somit sind X/Y und (Y +
Q)/Y isomorph. Weil der zweite Quotient im ersten enthalten ist und beide
Quotienten nur je zwei Elemente enthalten, gilt schließlich X = Y +Q.
Setze Z :=
∑
R∈Φ−{Q}R. Dann ist Z +Q = X und Z ∩Q = 0. Also ist
Y/0 ∼= (Y +Q)/Q = (Z +Q)/Q ∼= Z/0.
Hieraus folgt RgL(Z) = RgL(Y ) ≤ n − 1. Nach Induktionsannahme ist daher
|Φ− {Q}| ≤ n− 1 und folglich |Φ| ≤ n.
3.3. Korollar. Es sei L ein projektiver Verband und Φ sei eine endliche
unabha¨ngige Menge von Punkten. Dann ist
|Φ| = RgL
(∑
P∈Φ P
)
.
Beweis. Es sei X :=
∑
P∈Φ P . Dann gilt per definitionem die Ungleichung
RgL(X) ≤ |Φ|. Andererseits gilt nach 3.2 auch |Φ| ≤ RgL(X). Damit ist das
Korollar bewiesen.
Die Punkte eines projektiven Verbandes sind genau die Unterra¨ume des
Ranges 1 und die Geraden sind die Unterra¨ume des Ranges 2. Die Unterra¨ume
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des Ranges 3 nennen wir Ebenen. Ferner nennen wir die Komplemente von
Punkten Hyperebenen und gelegentlich auch Ko-Atome.
3.4. Satz. Es sei L ein projektiver Verband und U(L) sei die Menge der
unabha¨ngigen Mengen von Punkten von L. Dann gilt:
a) Ist Φ eine Menge von Punkten von L, so gilt genau dann Φ ∈ U(L), wenn
Fin(Φ) ⊆ U(L) gilt.
b) Sind Φ, Ψ ∈ U(L), sind Φ und Ψ beide endlich und gilt |Ψ| = |Φ|+ 1, so gibt
es ein P ∈ Ψ− Φ mit Φ ∪ {P} ∈ U(L).
Beweis. a) Ist Φ ∈ U(L), so ist natu¨rlich Fin(Ψ) ⊆ U(L). Es sei Φ abha¨ngig.
Es gibt dann ein P ∈ Ψ, so dass P von Φ−{P} abha¨ngt. Nach dem Satz von der
endlichen Abha¨ngigkeit gibt es eine endliche Teilmenge Ψ von Φ−{P}, so dass
P von Ψ abha¨ngt. Es folgt, dass Ψ ∪ {P} eine endliche abha¨ngige Teilmenge
von Φ ist, so dass Fin(Φ) 6⊆ U(L) gilt.
b) Setze X :=
∑
Q∈ΦQ. Nach 3.2 gibt es dann wegen |Ψ| > |Φ| ein P ∈ Ψ
mit P 6≤ X. Setze Y := X + P . Dann ist Y endlich erzeugt und u¨berdies
X < Y . Nach 3.3 und 3.1 ist daher
|Φ| = RgL(X) < RgL(Y ) ≤
∣∣Φ ∪ {P}∣∣ = |Φ|+ 1.
Es folgt RgL(Y ) =| Φ ∪ {P} |, so dass Φ ∪ {P} in der Tat unabha¨ngig ist.
Satz 3.4 besagt, dass U(L) ein Beispiel fu¨r das ist, was man Unabha¨ngigkeits-
struktur nennt. Die Eigenschaft b) wird gewo¨hnlich steinitzscher Austauschsatz
genannt.
Es sei X ein Teilraum des projektiven Verbandes L. Ist Φ eine Menge von
Punkten von X, so heißt Φ eine Basis von X, wenn Φ unabha¨ngig ist und X
erzeugt. Ist X endlichen Ranges und ist Φ eine Basis von X, so ist, wie wir
oben gesehen haben, |Φ| = RgL(X). Ferner gilt:
3.5. Basissatz. Es sei L ein projektiver Verband. Ist X ∈ L und ist Ψ eine
unabha¨ngige Menge von Punkten von X, so gibt es eine Basis Φ von X mit
Ψ ⊆ Φ. Insbesondere hat jedes X ∈ L eine Basis.
Beweis. Ist X endlichen Ranges, so gibt es per definitionem eine Basis Ω
von X. Weil |Ψ| ≤ |Ω| gilt, folgt die Existenz von Ψ mittels Induktion aus dem
Steinitzschen Austauschsatz.
Ist X nicht endlichen Ranges, so erschließe man die Existenz von Φ mittels
des zornschen Lemmas.
Die letzte Aussage dieses Satzes folgt mit Ψ := ∅ aus dem bereits Bewiesenen.
Weil U(L) eine Unabha¨ngigkeitsstruktur ist, folgt, dass sich zwei Basen eines
Elements X ∈ L stets bijektiv aufeinander abbilden lassen. Wir werden diesen
Beweis hier nicht durchfu¨hren. Fu¨r einen solchen sei der interessierte Leser auf
Lu¨neburg 1989 verwiesen. Die allen Basen von X gemeinsame Kardinalzahl
heißt Rang von X. Sie werde ebenfalls mit RgL(X) bezeichnet.
3.6. Satz. Es sei L ein projektiver Verband und X und Y seien Elemente von
L. Ferner sei Φ eine Basis von X und Ψ eine Basis von Y . Ist X ∩ Y = 0, so
ist Φ ∩Ψ = ∅ und Φ ∪Ψ ist eine Basis von X + Y .
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Beweis. Die Aussage u¨ber den Schnitt von Φ mit Ψ ist trivial. Ferner ist klar,
dass X + Y von Φ ∪ Ψ erzeugt wird. Es ist zu zeigen, dass Φ ∪ Ψ unabha¨ngig
ist. Um dies zu zeigen, setzen wir zuna¨chst Ω := Φ ∪ Ψ. Wa¨re Ω abha¨ngig,
so ga¨be es ein P ∈ Ω, so dass P von Ω − {P} abhinge. Wir ko¨nnten oBdA
annehmen, dass P ∈ Φ ga¨lte. Setzte man dann Z := ∑Q∈Φ−{P}Q, so folgte
X + Y = Z + Y und weiter, weil L ja modular ist,
X = X ∪ (Z + Y ) = Z + (X ∩ Y ) = Z
im Widerspruch zur Unabha¨ngigkeit von Φ. Damit ist alles gezeigt.
3.7. Rangformel. Es sei L eine projektiver Verband. Sind X und Y Elemente
endlichen Ranges von L, so ist auch X + Y endlichen Ranges und es gilt
RgL(X) + RgL(Y ) = RgL(X + Y ) + RgL(X ∩ Y ).
Beweis. Weil X und Y endlich erzeugt sind, ist es auch X + Y . Es sei W
ein Komplement von X ∩ Y in Y . Nach 3.6 ist dann
RgL(Y ) = RgL(X + Y ) + RgL(W ).
Nun ist
X + Y = X + (X ∩ Y ) +W = X +W
und
X ∩W = X ∩ Y ∩W = 0.
Also ist RgL(X +W ) = RgL(X) + RgL(W ). Somit ist
RgL(X) + RgL(Y ) = RgL(X) + RgL(X ∩ Y ) + RgL(W )
= RgL(X + Y ) + RgL(X ∩ Y ).
Dieser Beweis funktioniert natu¨rlich auch fu¨r unendliche Kardinalzahlen,
doch in diesem Falle taugt die Rangformel nicht viel.
4. Vollsta¨ndig reduzible Moduln
Der Geometrie wird nachgesagt, dass sie von jedem Fortschritt in der Mathe-
matik profitiere, dass sie aber selbst nur wenig bis gar nichts zum Fortschritt
der Mathematik beitrage. Dass man die Geometrie jedoch manchmal dazu her-
anziehen kann, Dinge in anderen Teilen der Mathematik besser zu verstehen,
mo¨chte ich hier am Beispiel der vollsta¨ndig reduziblen Moduln demonstrieren.
Es sei zuna¨chst R ein Ring, wobei wir nicht voraussetzen, dass R eine 1 habe.
Es sei ferner M ein R-Rechtsmodul. Mit LR(M) bezeichnen wir die Menge aller
Teilmoduln von M und fu¨r die Einschra¨nkung der Inklusionsrelation auf LR(M)
benutzen wir das Symbol ≤. Mit diesen Verabredungen gilt nun der folgende
Satz.
4.1. Satz. Ist M ein R-Rechtsmodul, so ist (LR(M),≤) ein modularer, voll-
sta¨ndiger und nach oben stetiger Verband. Der Schnitt von Teilmoduln im men-
gentheoretischen Sinne ist gleich ihrem Schnitt im verbandstheoretischen Sinne,
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und ihre Summe im modultheoretischen Sinne stimmt u¨berein mit ihrer Summe
im verbandstheoretischen Sinne.
Der simple Beweis dieses Satzes sei dem Leser als U¨bungsaufgabe u¨berlassen.
Das Rechtsideal I des Ringes R heißt maximal , wenn∣∣LR(R/I)∣∣ = 2
ist. Das Rechtsideal I heißt regula¨r , wenn es ein a ∈ R gibt mit x− ax ∈ I fu¨r
alle x ∈ R. Hat R eine Eins, so ist jedes Rechtsideal regula¨r. Ist I ein regula¨res
Rechtsideal, und ist J ein Rechtsideal mit I ⊆ J , so ist auch J regula¨r.
Der R-Modul M heißt irreduzibel , falls MR 6= {0} ist und LR(M) genau
zwei Elemente entha¨lt. Ist M irreduzibel und ist 0 6= u ∈ M , so ist M = uR.
Ist na¨mlich J := {v | v ∈ M,vR = {0}}, so ist J ein Teilmodul von M , der
wegen MR 6= {0} und der Irreduzibilita¨t von M gleich {0} ist. Wegen u /∈ J
ist also uR = M .
4.2. Satz. Es sei R ein Ring und M sei ein irreduzibler R-Modul. Ist 0 6= u ∈
M , so definieren wir den Epimorphismus σ des R-Rechtsmoduls R auf uR = M
durch σ(r) := ur. Dann ist Kern(σ) ein maximales, regula¨res Rechtsideal von
R. Ist umgekehrt I ein maximales, regula¨res Rechtsideal von R, so ist R/I ein
irreduzibler R-Modul.
Beweis. Weil M irreduzibel ist, ist Kern(σ) ein maximales Rechtsideal von
R. Nun ist u ∈ M = uR. Es gibt also ein a ∈ R mit u = ua. Es folgt
u(r − ar) = 0 fu¨r alle r ∈ R. Somit ist r − ar ∈ Kern(σ) fu¨r alle r ∈ R, so dass
Kern(σ) regula¨r ist.
Es sei jetzt umgekehrt I ein maximales, regula¨res Ideal von R. Dann ist
|LR(R/I)| = 2. Es sei nun a ∈ R mit r− ar ∈ I fu¨r alle r ∈ R. Dann ist A /∈ I,
da andernfalls r ∈ I wa¨re fu¨r alle r ∈ R. Wegen r + I = ar + I = (a + I)r ist
daher (R/I)R = R/I, so dass R/I irreduzibel ist.
Zwei Eigenschaften fehlen dem Verband LR(M), um projektiv zu sein, die
Komplementarita¨t und die Atomarita¨t, wobei Atome in diesem Zusammenhang
die irreduziblen Teilmoduln des R-Moduls M sind. Eine sehr nu¨tzliche Charak-
terisierung dieser Moduln liefert der na¨chste Satz.
4.3. Satz. Es sei R ein Ring und M sei ein R-Rechtsmodul. Genau dann ist
LR(M) projektiv, wenn M Summe von irreduziblen Teilmoduln ist.
Beweis. Es sei M Summe von irreduziblen Teilmoduln. Ferner sei X ∈
LR(M). Mittels des zornschen Lemmas erhalten wir ein Y ∈ LR(M) maximal
bezu¨glich der Eigenschaft X∩Y = {0}. Wir wollen zeigen, dass X+Y = M ist.
Dazu nehmen wir an, dies sei nicht der Fall. Weil M Summe von irreduziblen
Teilmoduln ist, gibt es einen irreduziblen Teilmodul P von M mit P 6≤ X + Y .
Es folgt (X + Y ) ∩ P = {0} und dann auch Y ∩ P = {0}. Nun ist Y ⊆ Y + P .
Mittels der Modularita¨t von LR(M) folgt daraus
(Y + P ) ∩ (Y +X) = Y + (X ∩ (Y + P )).
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Andererseits ist Y ⊆ Y +X und daher
(Y +X) ∩ (Y + P ) = Y + (P ∩ (Y +X)) = Y.
Aus diesen beiden Gleichungen folgt Y = Y + (X ∩ (Y + P )), was wiederum
X ∩ (Y + P ) ⊆ Y zur Folge hat. Also gilt
X ∩ (Y + P ) ⊆ X ∩ Y = {0}.
Nun ist Y ⊆ Y +P , so dass die Maximalita¨t von Y erzwingt, dass Y = Y +P ist.
Dies ergibt aber den Widerspruch P ≤ Y ∩P = {0}. Also ist doch M = X⊕Y ,
so dass LR(M) komplementa¨r ist.
Um zu zeigen, dass LR(M) atomar ist, sei X ein von {0} verschiedener
Teilmodul von M . Es sei 0 6= x ∈ X. Weil M Summe von irreduziblen Teilmod-
uln ist, gibt es dann irreduzible Teilmoduln I1, . . . , In von M mit x ∈ Σnk:=1Ik.
Es sei n minimal mit dieser Eigenschaft. Dann ist
n∑
k:=1
Ik =
n⊕
k:=1
Ik.
Zu jedem k gibt es nun ein ik ⊆ Ik mit x = Σnk:=1ik. Ist nun r ∈ R und xr = 0,
so folgt aus der Unabha¨ngigkeit der Ik, dass ikr = 0 ist fu¨r alle k. Fu¨r m ∈M
setze man O(m) := {r | r ∈ R,mr = 0}. Dann folgt aus dem gerade Bewiesenen
O(x) ⊆
n⋂
k:=1
O(ik).
Es gilt sogar die Gleichheit, wie man unmittelbar sieht, uns genu¨gt es aber
zu wissen, dass O(x) ⊆ O(i1) gilt. Wegen der Minimalita¨t von n ist i1 6= 0
und daher I1 = i1R. Definiere den Modulhomomorphismus σ von R auf xR
durch σ(r) := xr. Weil Lr(M) als modularer und komplementa¨rer Verband
auch relativ komplementa¨r ist, gibt es einen Teilmodul P von xR mit xR =
σ(O(i1))⊕ P . Es folgt, dass
P ∼= xR/σ(O(i1)) ∼= R/O(i1) ∼= I1
ist. Also ist P ein Punkt mit P ≤ xR ≤ X, so dass LR(M) auch atomar ist.
Ist LR(M) ein projektiver Verband, so ist jedes Element dieses Verbandes
obere Grenze der in ihm enthaltenen Punkte. Insbesondere gilt das fu¨r M , so
dass M nach 4.1 die Summe irreduzibler Teilmoduln ist. Damit ist der Satz
bewiesen.
Hat R eine Eins, so kann man mehr beweisen, da in diesem Falle alle Rechts-
ideale regula¨r sind.
4.4. Satz. Es sei R ein Ring mit Eins und M sei ein unita¨rer R-Modul. Genau
dann ist LR(M) projektiv, wenn LR(M) komplementa¨r ist.
Beweis. Es ist natu¨rlich nur zu zeigen, dass die Komplementarita¨t die Pro-
jektivita¨t nach sich zieht.
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Es sei also LR(M) komplementa¨r und X sei ein von {0} verschiedener
Teilmodul von M . Ferner sei 0 6= x ∈ X. Weil M unita¨r ist, ist 1 6∈ O(x).
Mit Hilfe des zornschen Lemmas erschließt man die Existenz eines maximalen
Rechtsideals I mit O(x) ⊆ I. Weil I regula¨r ist, ist R/I nach 4.2 ein irreduzib-
ler R-Rechtsmodul. La¨sst man dieses I die Rolle von O(i1) im Beweise von 4.3
spielen, so sieht man, dass es einen Punkt P gibt mit P ≤ xR ≤ X. Also ist
LR(M) atomar und damit projektiv.
Ist M ein R-Rechtsmodul, dessen Teilmodulverband projektiv ist, so heißt
M vollsta¨ndig reduzibel . Dieser Name ist nicht sehr glu¨cklich gewa¨hlt, da er
u¨blicherweise nur beinhaltet, dass jeder Teilmodul von M ein direkter Summand
ist. Da wir auch an Ringen ohne Eins interessiert sind, mu¨ssen wir unter diesen
Begriff auch die Atomarita¨t von LR(M) subsumieren.
Ist nun M ein vollsta¨ndig reduzibler R-Modul, so ist Satz 2.15 auf LR(M)
anwendbar. Die interessante algebraische Interpretation dieses Satzes ist Inhalt
des na¨chsten Satzes.
4.5. Satz. Es sei M ein vollsta¨ndig reduzibler R-Modul und IR(M) bezeichne
die Menge seiner irreduziblen Teilmoduln. Sind P , Q ∈ IR(M), so setzen wir
P ≡ Q genau dann, wenn P und Q isomorphe R-Moduln sind. Dann ist ≡ = ∼,
wobei ∼ wie in 2.8 definiert sei. Fu¨r alle Φ ∈ IR(M)/≡ setzen wir
HΦ :=
∑
P∈Φ
P.
Dann ist
M =
⊕
Φ∈IR(M)/≡
HΦ.
Beweis. Wir zeigen, dass ≡ = ∼= ist. Dazu seien A und B zwei verschiedene
Elemente aus IR(M). Dann ist A ∩B = {0}.
Es gelte A ≡ B. Es gibt dann einen Isomorphismus σ von A auf B. Setze
C := {a + aσ | a ∈ A}. Ist 0 6= p ∈ A, so ist A = pR, da A ja irreduzibel ist.
Daher ist
(p+ pσ)R =
{
pr + (pr)σ | r ∈ R} = {a+ aσ | a ∈ A} = C.
Somit ist auch C irreduzibel. Ferner gilt C 6= A, B und C ≤ A + B. Folglich
ist A ∼ B.
Es sei umgekehrt A ∼ B und C sei ein von A und B verschiedener, irredu-
zibler Teilmodul in A+B. Nun ist A+B = A⊕B. Es gibt daher Projektionen
α und β von C in A beziehungsweise B. Weil A, B und C irreduzibel sind und
C von A und auch B verschieden ist, sind α und β Isomorphismen. Es folgt,
dass α−1β ein Isomorphismus von A auf B ist. Somit gilt auch A ≡ B, womit
die Gleichheit der beiden A¨quivalenzrelationen bewiesen ist. Mittels 2.15 und
4.1 folgt nun die Behauptung des Satzes.
Die HΦ heißen aus offensichtlichem Grund homogene Komponenten von M .
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Das Rechtsideal I des Ringes R heißt minimal , wenn LR(I) genau zwei
Elemente entha¨lt. Man beachte, dass ein minimales Rechtsideal als Rechtsmodul
u¨ber R nicht notwendig irreduzibel ist, da ja durchaus IR = {0} sein kann.
Der Ring R heißt vollsta¨ndig reduzibel , falls er als Rechtsmodul u¨ber sich
selbst vollsta¨ndig reduzibel ist. Die Atome eines solchen Ringes sind gerade die
minimalen Rechtsideale von R. Ist na¨mlich I ein minimales Rechtsideal, so gibt
es ein Atom, also ein weiteres minimales Rechtsideal P , mit P ≤ I. Hieraus
folgt P = I. Es gilt also fu¨r alle minimalen Rechtsideale I von R, dass IR = I
ist.
4.6. Satz. Es sei R ein vollsta¨ndig reduzibler Ring und IR(R)/≡ sei die
Menge der A¨quivalenzklassen isomorpher, minimaler Rechtsideale von R. Ist
Φ ∈ IR(R)/≡, so ist HΦ ein zweiseitiges Ideal von R. Ferner gilt im ringtheo-
retischen Sinne
R =
⊕
Φ∈IR(R)/≡
HΦ.
Beweis. Als Summe von Rechtsidealen ist HΦ natu¨rlich auch ein Rechtsideal.
Es sei nun I ein minimales Rechtsideal in HΦ. Ist 0 6= r ∈ I, so ist I = rR.
Es sei s ∈ R. Wir definieren σ durch (rk)σ := srk fu¨r alle k ∈ R. Dann ist
σ ein Epimorphismus von I auf srR. Weil I minimal ist, ist daher entweder
srR = {0} oder srR ist ein zu I isomorphes Rechtsideal von R. In beiden Fa¨llen
ist srR ≤ HΦ. Somit sind die homogenen Komponenten von R zweiseitige
Ideale.
Sind Φ und Ψ verschiedene A¨quivalenzklassen minimaler Rechtsideale, so ist
HΦ ∩ HΨ = {0} und daher xy = 0 fu¨r x ∈ HΦ und Y ∈ HΨ. Hieraus folgt,
dass R auch im ringtheoretischen Sinne die direkte Summe seiner homogenen
Komponenten ist. Damit ist alles bewiesen.
Der vollsta¨ndig reduzible Ring R heißt homogen, falls er nur eine homogene
Komponente hat. Dies ist gleichbedeutend damit, dass alle minimalen Rechts-
ideale von R als R-Rechtsmoduln isomorph sind. Ist R einfach, dh., besitzt R
nur die beiden zweiseitigen Ideale {0} und R, so ist R nach dem gerade bewiese-
nen Satz homogen. Die Umkehrung gilt nicht, wie wir noch sehen werden.
4.7. Satz. Ist R ein vollsta¨ndig reduzibler Ring, und ist M ein R-Rechtsmodul,
so ist M genau dann vollsta¨ndig reduzibel, wenn MR = M ist. Ist MR = M
und ist R homogen, so ist LR(M) irreduzibel.
Beweis. Es sei M ein R-Rechtsmodul mit MR = M . Wir zeigen, dass M
Summe von Atomen ist. Dazu sei 0 6= y ∈ M . Wir definieren die Abbildung
ϕ von R auf yR durch rϕ := yr. Dann sind die Moduln R/Kern(ϕ) und yR
isomorph. Weil LR(R) ein projektiver Verband ist, ist auch LR(R/Kern(ϕ))
ein projektiver Verband. Also ist R/Kern(ϕ) und dann auch yR Summe von
Atomen. Folglich ist M wegen M = MR Summe von Atomen, so dass M ein
vollsta¨ndig reduzibler R-Modul ist.
Ist M vollsta¨ndig reduzibel, so ist M Summe von irreduziblen Teilmoduln.
Ist P ein solcher und ist 0 6= y ∈ P , so ist P = yR, wie wir wissen. Hieraus
folgt, dass MR = M ist.
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Es bleibt, die Irreduzibilita¨t von LR(M) zu beweisen, falls R homogen ist
und MR = M gilt. In diesem Falle sind alle minimalen Rechtsideale von R
isomorph, da R nur eine homogene Komponente hat. Da ein Atom von M aber
stets zu einem minimalen Rechtsideal von R isomorph ist, wie unmittelbar aus
4.2 folgt, sind auch alle Atome von M isomorph, woraus sich die Irreduzibilita¨t
von LR(M) ergibt.
Jeder Ko¨rper K, ob kommutativ oder nicht, ist natu¨rlich ein vollsta¨ndig
reduzibler Ring. Daher erhalten wir aufs Neue den Satz, dass LK(V ) ein pro-
jektiver Verband ist, falls nur V ein Rechtsvektorraum u¨ber K ist. Da K ein
einfacher Ring ist, ist LK(V ) auch irreduzibel. Gibt es weitere vollsta¨ndig re-
duzible Ringe? Die Antwort lautet: Ja.
Um dies einzusehen, holen wir zuna¨chst etwas weiter aus. Es sei V ein
Rechtsvektorraum u¨ber dem Ko¨rper K. Es sei ferner EndK(V ) der Endomor-
phismenring von V , wobei wir das Bild des Vektors v unter dem Endomorphis-
mus σ mit σ(v) bezeichnen. Schließlich beno¨tigen wir noch die Definition des
Begriffs von Neumann-Ring . Ein Ring R werde so genannt, falls es zu jedem
r ∈ R ein s ∈ R gibt mit rsr = r. Ist rsr = r, so sind die Elemente rs und sr
Idempotente, dh., es gilt (rs)2 = rs und (sr)2 = sr, wie man unmittelbar sieht.
Die Idempotente eines Endomorphismenringes heißen auch Projektionen. Ist R
ein von Neumann-Ring, sind r, s ∈ R und gilt rsr = r, so ist rsR = rR. Denn
einmal ist rs ∈ rR und andererseits ist r = (rs)r ∈ rsR. Jedes Hauptrechts-
ideal eines von Neumann-Ringes wird also von einem Idempotenten erzeugt.
Hieraus folgt weiter, dass fu¨r ein Rechtsideal I von R, welches nicht gleich {0}
ist, auch I2 von {0} verschieden ist, da jedes derartige Ideal ein von 0 ver-
schiedenes, idempotentes Element entha¨lt. Die gleiche Aussage gilt natu¨rlich
auch fu¨r Linksideale.
4.8. Satz. Ist V ein Rechtsvektorraum u¨ber dem Ko¨rper K, so ist EndK(V ) ein
von Neumann-Ring. Genauer: Es sei Y ein Komplement von Kern(ϕ), wobei ϕ
ein Endomorphismus von V sei. Dann ist ϕ(V ) = ϕ(Y ) und die Einschra¨nkung
von ϕ auf Y ist ein Monomorphismus. Es sei weiter Z ein Komplement von
ϕ(Y ). Definiere ψ durch ψ(z) := 0 fu¨r z ∈ Z und ψ(ϕ(y)) := y fu¨r alle y ∈ Y .
Dann ist ϕψϕ = ϕ. U¨berdies sind die Ra¨nge von ϕ und ψ gleich.
Beweis. Es ist klar, dass die Einschra¨nkung von ϕ auf Y injektiv ist, so dass
die Definition von ψ korrekt ist. Es sei nun v ∈ V . Es gibt dann ein y ∈ Y und
ein k ∈ Kern(ϕ) mit v = y + k. Es folgt
ϕψϕ(v) = ϕψϕ(y + k) = ϕψ
(
ϕ(y) + ϕ(k)
)
= ϕ
(
ψϕ(y)
)
= ϕ(y) = ϕ(y) + ϕ(k) = ϕ(v),
so dass in der Tat ϕψϕ = ϕ gilt.
Wir ziehen einige Folgerungen aus diesem Satz.
4.9. Satz. Es sei V ein K-Vektorraum und JK(V ) sei die Menge der Endomor-
phismen endlichen Ranges von V . Dann ist JK(V ) ein zweiseitiges Ideal von
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EndK(V ). Ferner gilt, dass JK(V ), fu¨r sich betrachtet, ein von Neumann-Ring
ist.
Beweis. Es ist eine simple U¨bungsaufgabe zu zeigen, dass JK(V ) ein zwei-
seitiges Ideal ist. Ist nun ρ ∈ JK(V ), so gibt es nach 4.8 ein σ ∈ EndK(V ) mit
ρσρ = ρ, so dass die Ra¨nge von ρ und σ gleich sind. Also gilt sogar σ ∈ JK(V ).
Damit ist alles bewiesen.
4.10. Satz. Es sei V ein K-Vektorraum.
a) Ist ϕ ∈ EndK(V ), so gibt es eine Projektion pi ∈ JK(V ) mit
ϕEndK(V ) = piEndK(V ).
b) Ist ϕ ∈ JK(V ), so gibt es eine Projektion pi ∈ JK(V ) mit
ϕJK(V ) = piJK(V ).
Beweis. Dies folgt aus der Bemerkung, die vor 4.8 gemacht wurde, und der
Tatsache, dass die beiden Ringe EndK(V ) und JK(V ) von Neumann-Ringe sind.
4.11. Satz. Es seien pi und ρ Projektionen des K-Vektorraumes V . Ist pi(V ) =
ρ(V ) und hat pi(V ) den Rang 1, so ist piEndK(V ) = ρEndK(V ) und piEndK(V )
ist ein Rechtsideal von EndK(V ), welches minimal ist. Ferner gilt: Ist I ein
minimales Ideal von EndK(V ), so gibt es eine Projektion pi des Ranges 1 mit
I = piEndK(V ).
Beweis. Setze P := pi(V ). Dann ist
P ⊕Kern(pi) = V = P ⊕Kern(ρ).
Ist Kern(pi) = Kern(ρ), so ist pi = ρ und die von pi und ρ erzeugten Ideale sind
gleich. Es sei also Kern(pi) 6= Kern(ρ). Dann ist
V = Kern(pi) + Kern(ρ)
und daher
Kern(pi)/
(
Kern(pi) ∩Kern(ρ)) ∼= (Kern(pi) + Kern(ρ))/Kern(ρ)
= V/Kern(ρ).
Es gibt also einen Punkt A auf Kern(pi) mit
Kern(pi) = A+
(
Kern(pi) ∩Kern(ρ)).
Die Gerade A+P ist ein Komplement von Kern(pi)∩Kern(ρ). Ebenso folgt die
Existenz eines Punktes B auf Kern(ρ) mit
Kern(ρ) = B +
(
Kern(pi) ∩Kern(ρ)).
Die Gerade B+P ist ebenfalls ein Komplement von Kern(pi)∩Kern(ρ). Es seien
nun a, b und p Vektoren mit A = aK, B = bK und P = pK. Wir definieren
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dann eine lineare Abbildung λ von V in sich durch λ(p) := p, λ(a) := b und
λ(u) := u fu¨r alle u ∈ Kern(pi) ∩ Kern(ρ). Dann ist pi = ρλ und, da λ offenbar
invertierbar ist, ρ = piλ−1, so dass in der Tat ρEndK(V ) = piEndK(V ) ist.
Es sei nun 0 6= σ ∈ piEndK(V ). Nach 4.10 du¨rfen wir annehmen, dass σ eine
Projektion ist. Mit dem bereits Bewiesenen folgt, dass σEndK(V ) = piEndK(V )
ist. Folglich ist piEndK(V ) ein minimales Ideal.
Es sei 0 6= pi ∈ I. Dann ist piEndK(V ) = I, da EndK(V ) ja eine Eins hat
und I minimal ist. Nach 4.10 du¨rfen wir annehmen, dass pi eine Projektion ist.
Es sei P := pi(V ). Ferner sei P = Q ⊕ C mit einem Teilraum Q des Ranges 1.
Ist dann σ die Projektion von V auf Q, deren Kern gleich C ⊕ Kern(pi) ist, so
ist σ = piσ. Weil I minimal und σ 6= 0 ist, folgt σEndK(V ) = piEndK(V ). Es
gibt also ein γ ∈ EndK(V ) mit pi = σγ. Daher ist
P = pi(V ) = σγ(V ) ≤ σ(V ) = Q,
so dass in der Tat Rg(P ) = 1 ist.
4.12. Satz. Es sei V ein Rechtsvektorraum u¨ber dem Ko¨rper K. Die mini-
malen Rechtsideale von EndK(V ) sind genau die minimalen Rechtsideale von
JK(V ), wobei JK(V ) fu¨r sich als Ring betrachtet ist.
Beweis. Es sei I ein minimales Rechtsideal von JK(V ). Ferner sei 0 6= σ ∈ I.
Nach 4.10 b) gibt es eine Projektion pi ∈ JK(V ) mit σJK(V ) = piJK(V ). Es
folgt pi 6= 0 und weiter 0 6= pi = pi2 ∈ piJK(V ). Die Minimalita¨t von I erzwingt
daher, dass
σJK(V ) = piJK(V ) = I
ist. Da EndK(V ) eine Eins hat und JK(V ) ein Ideal von EndK(V ) ist, gilt
JK(V )EndK(V ) = JK(V ).
Also ist
IEndK(V ) = σJK(V )EndK(V ) = σJK(V ) = I,
so dass I ein Rechtsideal von EndK(V ) ist. Hieraus folgt schließlich
I = σJK(V ) ⊆ σEndK(V ) ⊆ I,
so dass I auch ein minimales Ideal von EndK(V ) ist.
Es sei umgekehrt I ein minimales Rechtsideal von EndK(V ). Es gibt dann
eine Projektion pi vom Range 1 mit I = piEndK(V ). Es folgt pi ∈ JK(V )
und damit I ⊆ JK(V ). Also ist I ein Rechtsideal von JK(V ). Es sei nun I ′
ein von {0} verschiedenes Rechtsideal von JK(V ), welches in I enthalten ist.
Dann entha¨lt I ′ eine Projektion σ ungleich Null. Dann ist σJK(V ) ein von {0}
verschiedenes Rechtsideal von EndK(V ), welches in I enthalten ist. Aus der
Minimalita¨t von I folgt daher
I = σJK(v) ⊆ I ′ ⊆ I,
so dass I = I ′ ist. Also ist I auch ein minimales Ideal von JK(V ).
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4.13. Satz. Ist V ein K-Rechtsvektorraum, so ist JK(V ) ein einfacher,
vollsta¨ndig reduzibler Ring.
Beweis. Wir zeigen zuna¨chst, dass JK(V ) vollsta¨ndig reduzibel ist. Dazu
sei σ ∈ JK(V ). Weil JK(V ) ein von Neumann-Ring ist, gibt es ein ρ ∈ JK(V ),
so dass σ = σρσ ist. Setze pi := σρ. Dann ist pi eine Projektion und pi(V ) hat
endlichen Rang. Es gibt also eine Basis b1, . . . , bn von pi(V ). Wir definieren
Projektionen pi, . . . , pin durch
pii(bj) :=
{
bi fu¨r i = j
0 fu¨r i 6= j
und pii(h) := 0 fu¨r h ∈ Kern(pi). Dann ist pi =
∑n
i:=1 pii und daher
σ = piσ =
n∑
i:=1
piiσ.
Hieraus und aus Satz 4.12 folgt, dass JK(V ) Summe von minimalen Idealen
ist. Weil die minimalen Ideale Projektionen enthalten, sind sie auch irreduzible
JK(V )-Moduln, so dass JK(V ) ein vollsta¨ndig reduzibler Ring ist.
Als Na¨chstes zeigen wir, dass JK(V ) homogen ist. Dazu seien I und I
′
minimale Rechtsideale dieses Ringes. Es gibt dann zwei Punkte P und Q von
LK(V ) mit
I =
{
σ | σ ∈ JK(V ), σ(V ) ≤ P
}
und
I ′ =
{
σ | σ ∈ JK(V ), σ(V ) ≤ Q
}
.
Ist P = Q, so ist I = I ′ und nichts weiter zu beweisen. Es sei also P 6= Q.
Es sei C ein Komplement von P + Q. Ferner sei P = pK und Q = qK sowie
R := (p + q)K. Setze H := R + C. Dann ist H ein Komplement von P wie
auch von Q. Es sei pi die Projektion von V auf P mit Kern(pi) = H und pi′
die Projektion von V auf Q mit Kern(pi′) = H. Dann ist I = piJK(V ) und
I ′ = pi′JK(V ). Definiere λ durch λ(p) := q, λ(q) := p und λ(c) := 0 fu¨r alle
c ∈ C. Dann ist
λpiλ(q) = λpi(p) = λ(p) = q = pi′(q)
und
λpiλ(p+ q) = λpi(p+ q) = 0 = pi′(p+ q)
sowie
λpiλ(c) = 0 = pi′(c)
fu¨r alle c ∈ C. Weil p+Q = p+R und daher auch V = (P +R)⊕C gilt, folgt
pi′ = λpiλ. Ferner ist klar, dass λ in JK(V ) liegt.
Wir definieren nun ϕ durch ϕ(piσ) := λpiσ. Dann ist ϕ ein Modulepimor-
phismus von I auf ϕ(I). Nun ist ϕ(piλ) = λpiλ = pi′. Weil I und I ′ minimale
Rechtsideale sind, folgt hieraus, dass ϕ(I) = I ′ ist. Daher ist ϕ ein Isomorphis-
mus von I auf I ′. Damit ist gezeigt, dass JK(V ) homogen ist.
28 Kapitel I. Die Grundlagen und ein bisschen mehr
Es sei schließlich N ein von {0} verschiedenes, zweiseitiges Ideal von JK(V ).
Ferner sei piJK(V ) ein minimales Rechtsideal, welches in N enthalten sei, und
pi sei idempotent. Eine solche Konstellation existiert, da N ja ungleich {0} ist.
Es sei weiter I ein minimales Rechtsideal von JK(V ). Weil JK(V ) homogen ist,
gibt es einen Modulisomorphismus ϕ von piJK(V ) auf I. Setze ι := ϕ(pi). Dann
ist
0 6= ι = ϕ(pi) = ϕ(pi2) = ιpi ∈ I ∩N,
so dass I ⊆ N gilt. Weil JK(V ) Summe von minimalen Rechtsidealen ist, ist
also JK(V ) ⊆ N , so dass JK(V ), wie behauptet, einfach ist.
Das zuletzt benutzte Argument wird uns spa¨ter noch einmal gute Dienste
leisten.
Mit den Ringen JK(V ) haben wir nun viele Beispiele von vollsta¨ndig re-
duziblen Ringen gewonnen, die in aller Regel keine Ko¨rper sind. Diese Ringe
haben u¨berdies keine Eins, wenn V nicht endlichen Ranges ist. Hat V endlichen
Rang, so ist JK(V ) = EndK(V ), so dass in diesem Falle EndK(V ) ein einfacher,
vollsta¨ndig reduzibler Ring ist. Man kann noch etwas mehr sagen, na¨mlich:
4.14. Satz. Es sei V ein K-Rechtsvektorraum. Ist N ein von {0} ver-
schiedenes, zweiseitiges Ideal von EndK(V ), so ist JK(V ) ⊆ N .
Beweis. Wie wir wissen, entha¨lt N eine von Null verschiedene Projektion pi.
Es sei P ein Punkt mit P ≤ pi(V ) und ρ sei eine Projektion von V auf P mit
Kern(pi) ⊆ Kern(ρ). Ist v ∈ V , so gibt es ein c ∈ pi(V ) und ein x ∈ Kern(pi) mit
v = c+ x. Es folgt
ρpi(v) = ρ
(
pi(c) + pi(x)
)
= ρ(c) = ρ(c) + ρ(x) = ρ(v).
Also ist
0 6= ρ = ρpi ∈ JK(V ) ∩N,
dh., JK(V ) ∩N ist ein von {0} verschiedenes, zweiseitiges Ideal von EndK(V ).
Weil JK(V ) einfach ist, folgt hieraus JK(V ) ∩ N = JK(V ), so dass in der Tat
JK(V ) ⊆ N gilt.
Es ist natu¨rlich zu fragen, was LJK(V )(JK(V )) mit LK(V ) zu tun hat. Man
erwartet, dass diese beiden Verba¨nde isomorph sind, und die Erwartung tru¨gt
nicht, wie der na¨chste Satz lehrt.
4.15. Satz. Es sei V ein K-Rechtsvektorraum. Definiert man Φ und Ψ durch
Φ(U) :=
{
σ | σ ∈ JK(V ), σ(V ) ≤ U
}
fu¨r alle U ∈ LK(V ) und
Ψ(I) :=
∑
σ∈I σ(V )
fu¨r alle Rechtsideale I von JK(V ), so ist Φ ein Isomorphismus von LK(V ) auf
LJK(V )(JK(V )) und es gilt Ψ = Φ
−1.
Beweis. Es ist trivial, dass Ψ(U) fu¨r alle U ∈ LK(V ) ein Rechtsideal von
JK(V ), und noch banaler, dass Ψ(I) fu¨r alle Rechtsideale I von JK(V ) ein
Teilraum von V ist.
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Ist U ∈ LK(V ), so gilt
ΨΦ(U) = Ψ
({σ | σ ∈ JK(V ), σ(V ) ≤ U})
=
∑
σ∈JK(V ),σ(V )≤U
σ(V ) ≤ U.
Ist P ein Punkt mit P ≤ U , so gibt es eine Projektion pi mit pi(V ) = P . Es
folgt P ≤ ΨΦ(U). Weil U die obere Grenze der in U enthaltenen Punkte ist,
folgt weiter ΨΦ(U) = U . Somit ist ΨΦ = idLK(V ).
Es sei I ein Rechtsideal von JK(V ). Dann gilt
ΦΨ(I) = Φ
(∑
σ∈I
σ(V )
)
=
{
τ | τ ∈ JK(V ), τ(V ) ≤
∑
σ∈I
σ(V )
} ≤ I.
Es sei τ eine Projektion von V auf einen Punkt von
∑
σ∈I σ(V ). Wir zeigen,
dass τ ∈ I gilt. Es gibt eine endliche Teilmenge E von I mit
τ(V ) ≤
∑
σ∈E
σ(V ),
da τ ja endlichen Rang hat. Zu jedem σ ∈ E gibt es endlich viele minimale
Rechtsideale in I, deren Summe σ entha¨lt. Hieraus schließt man, dass es endlich
viele Projektionen pi1, . . . , pin ∈ I gibt, so dass alle pii den Rang 1 haben und
τ(V ) ≤
n∑
i:=1
pii(V )
gilt. Ist τ(V ) = pi1(V ) — dies ist gewiss dann der Fall, wenn n = 1 ist —, so
gilt nach 4.12 und 4.11 die Gleichung
τJK(V ) = τEndK(V ) = piEndK(V ) = pi1JK(V ),
so dass in diesem Falle τ ∈ I gilt. Wir du¨rfen daher annehmen, dass τ(V ) 6=
pi1(V ) gilt.
Es ist τ(V ) ≤ pi1(V ) +
∑n
i:=2 pii(V ). Nach 2.6 gibt es daher eine Projektion
σ von V auf einen Punkt von
∑n
i:=2 pii(V ) mit τ(V ) ≤ pi1(V ) + σ(V ). Nach
der nicht explizit formulierten Induktionsannahme ist σ ∈ I, so dass wir oBdA
annehmen du¨rfen, dass σ = pi2 ist. Wegen 4.11 du¨rfen wir weiter annehmen, dass
pi1(V ) ≤ Kern(pi2) und pi2(V ) ≤ Kern(pi1) gilt. Dann ist Kern(pi1)∩Kern(pi2) ein
Komplement von pi1(V )+pi2(V ). Es sei ρ die Projektion von V auf pi1(V )+pi2(V )
mit Kern(ρ) = Kern(pi1) ∩Kern(pi2). Dann ist ρτ(v) = τ(v) fu¨r alle v ∈ V und
daher ρτ = τ . Ist nun v ∈ V , so gibt es ein u1 ∈ pi1(V ), ein u2 ∈ pi2(V ) und ein
x ∈ Kern(ρ) mit v = u1 + u2 + x. Es folgt
ρ(v) = ρ(u1 + u2 + x) = u1 + u2 = pi1(v) + pi2(v) = (pi1 + pi2)(v),
so dass ρ = pi1 + pi2 ∈ I gilt. Es folgt τ = ρτ ∈ I.
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Es gilt also, dass alle minimalen Rechtsideale, die in ΦΨ(I) enthalten sind,
bereits in I liegen. Daher gilt auch ΦΨ(I) ≤ I, so dass ΦΨ(I) = I ist. Damit ist
gezeigt, dass Φ eine Bijektion und dass Ψ ihre Inverse ist. Da beide Abbildungen
offensichtlich inklusionstreu sind, ist alles bewiesen.
Einmalig neugierig geworden, mo¨chte man mo¨glichst alles u¨ber vollsta¨ndig
reduzible Ringe wissen. Wir werden daher im u¨berna¨chsten Abschnitt noch
einmal auf sie zu sprechen kommen. Zuvor jedoch wollen wir die Basis unserer
Kenntnisse noch verbreitern.
5. Der duale Verband
Es sei (L,≤) ein Verband. Wir definieren (Ld,≤d), indem wir Ld := L setzen
und ≤d dadurch definieren, dass A ≤d B genau dann gelte, wenn B ≤ A gilt.
Bezeichnet man die obere Grenze zweier Elemente A und B von Ld mit A+dB
und ihre untere Grenze mit A∩dB, so ist A+dB = A∩B und A∩dB = A+B.
Daher ist auch (Ld,≤d) ein Verband. Er heißt der zu (L,≤) duale Verband .
5.1. Satz. Ist L ein Verband und ist Ld der zu L duale Verband, so gelten die
folgenden Aussagen.
a) Ist L modular, so ist auch Ld modular.
b) Ist L komplementa¨r, so ist auch Ld komplementa¨r.
c) Ist L vollsta¨ndig, so ist auch Ld vollsta¨ndig.
Beweis. a) Der Verband L sei modular. Ferner seien A, B, C ∈ Ld und es
gelte B ≤d A. Dann ist also A ≤ B. Hieraus folgt
A ∩d (B +d C) = A+ (B ∩ C) = B ∩ (A+ C) = B +d (A ∩d C),
so dass auch Ld modular ist.
b) und c) folgen unmittelbar aus der Definition der Komplementarita¨t, bzw.
der Vollsta¨ndigkeit.
Wichtig ist auch der na¨chste Satz.
5.2. Satz. Es sei L ein modularer und komplementa¨rer Verband. Ist L atomar,
so ist auch Ld atomar.
Beweis. Die Atome von Ld sind gerade die Komplemente der Atome von L.
Wir nennen sie, wie schon im Fall der projektiven Verba¨nde, Hyperebenen von
L oder auch Ko-Atome von L.
Wir mu¨ssen zeigen, dass jedes vom gro¨ßten Element Π von L verschiedene
Element A in einer Hyperebene von L liegt. Weil L komplementa¨r ist, gibt es
ein B ∈ L mit Π = A ⊕ B. Wegen A 6= Π ist B 6= 0. Es gibt also ein Atom P
von L mit P ≤ B. Nach 2.10 ist L relativ komplementa¨r. Es gibt daher ein C
mit B = P ⊕ C. Setze K := A+ C. Dann ist A ≤ K. Ferner gilt
P +K = P +A+ C = A+B = Π.
Andererseits ist
P ∩K ≤ B ∩K = B ∩ (C +A) = C + (B ∩A) = C
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und daher P ∩K ≤ P ∩ C = 0. Folglich ist K ein Ko-Atom von L, welches A
umfasst. Damit ist alles bewiesen.
5.3. Korollar. Ist L ein modularer, komplementa¨rer und atomarer Verband, so
ist jedes vom gro¨ßten Element verschiedene Element von L gleich dem Schnitt
der es umfassenden Hyperebenen.
Beweis. Dies folgt mittels 5.2, 5.1 und 2.11.
Der Verband L heißt noethersch, wenn jede nicht leere Teilmenge von L ein
maximales Element entha¨lt. Er heißt artinsch, wenn jede seiner nicht leeren
Teilmengen ein minimales Element entha¨lt.
5.4. Satz. Ein modularer, komplementa¨rer Verband ist genau dann artinsch,
wenn er noethersch ist.
Beweis. Wegen 5.1 und der Bemerkung, dass (Ld)d = L ist, genu¨gt es zu
zeigen, dass ein modularer und komplementa¨rer Verband artinsch ist, falls er
noethersch ist.
Es sei also L ein solcher Verband und M sei eine nicht leere Teilmenge von L.
Wir nehmen an, dass M kein minimales Element entha¨lt. Dann gibt es zu jedem
X ∈M ein Y ∈M mit Y < X. Auf Grund des Auswahlaxioms gibt es also eine
Abbildung f von M in sich mit f(X) < X fu¨r alle X ∈M . Ist nun Y ∈M , so
folgt mittels des dedekindschen Rekursionssatzes die Existenz einer Abbildung g
der nicht negativen ganzen Zahlen inM mit g(0) = Y und g(n+1) < g(n) fu¨r alle
n. Weil L nach 2.10 relativ komplementa¨r ist, folgt mittels des Auswahlaxioms
die Existenz einer Abbildung c der Menge der natu¨rlichen Zahlen in L mit
g(n) = g(n+ 1)⊕ c(n+ 1) fu¨r alle n ≥ 0. Setze W (n) := ∑ni:=1 c(i). Dann ist
W (n) ≤W (n+ 1)
fu¨r alle n. Wir zeigen, dass W (n) ∩ g(n) = 0 ist. Dies ist sicher richtig, falls
n = 1 ist. Es sei also n ≥ 1. Dann gilt auf Grund der Induktionsannahme und
der Modularita¨t von L, dass
W (n+ 1) ∩ g(n+ 1) ≤
( n∑
i:=1
c(i) + c(n+ 1)
)
∩ g(n) = c(n+ 1)
ist. Also ist
W (n+ 1) ∩ g(n+ 1) ≤ c(n+ 1) ∩ g(n+ 1) = 0.
Weil L noethersch ist, gibt es nun ein N mit W (N) = W (n) fu¨r alle n ≥ N .
Hieraus folgt
c(N + 1) +W (N) = W (N + 1) = W (N)
und damit c(N + 1) ≤W (N). Andererseits ist auch c(N + 1) ≤ g(N). Folglich
gilt c(N + 1) ≤W (N) ∩ g(N) = 0 und damit
g(N) = c(N + 1) + g(N + 1) = g(N + 1)
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im Widerspruch zu g(N + 1) < g(N). Also entha¨lt M doch ein minimales
Element, so dass L artinsch ist. Damit ist Satz 5.4 bewiesen.
5.5. Satz. Ein noetherscher, atomarer, komplementa¨rer und modularer Ver-
band ist projektiv.
Beweis. Es sei L ein solcher Verband. Es ist zu zeigen, dass L vollsta¨ndig
und nach oben stetig ist.
Es sei M ⊆ L und S sei die Menge der unteren Schranken von M . Dann ist
S nicht leer, da 0 ∈ S gilt. Weil L noethersch ist, entha¨lt S also ein maximales
Element B. Ist C ∈ S, so ist auch B + C ∈ S und wegen B ≤ B + C daher
B = B+C. Folglich ist C ≤ B, so dass B das gro¨ßte Element von S ist. Somit
ist B =
⋂
X∈M X, so dass L nach 2.1 vollsta¨ndig ist.
Es sei M ein aufsteigendes System von L. Dann entha¨lt M ein maximales
Element G. Weil M aufsteigend ist, folgt X ≤ G fu¨r alle X ∈ M . Also ist∑
X∈M X = G. Es sei nun Y ∈ L. Dann ist
Y ∩
∑
X∈M
X = Y ∩G.
Ferner ist Y ∩X ≤ Y ∩G fu¨r alle X ∈M . Somit gilt
Y ∩G ≤
∑
X∈M
(Y ∩G) ≤ Y ∩G,
so dass L auch nach oben stetig ist.
Als Na¨chstes charakterisieren wir die noetherschen projektiven Verba¨nde als
diejenigen projektiven Verba¨nde, deren Rang endlich ist.
5.6. Satz. Ein projektiver Verband ist genau dann noethersch, wenn er end-
lichen Rang hat.
Beweis. Es sei L ein projektiver Verband endlichen Ranges. Ist M eine nicht
leere Teilmenge, so gilt nach 3.1, dass RgL(X) ≤ Rg(L) ist fu¨r alle X ∈M . Es
gibt daher ein X maximalen Ranges in M . Ist nun Y ∈ M und gilt X ≤ Y ,
so folgt RgL(Y ) ≤ RgL(X). Hieraus folgt mit 3.1, dass X = Y ist, so dass X
maximal ist. Also ist L noethersch.
Es sei umgekehrt L ein noetherscher projektiver Verband. Ist dann M die
Menge der endlich erzeugten Teilra¨ume von L, so entha¨lt M ein maximales
Element Π. Ist P ein Punkt von L, so ist auch Π+P endlich erzeugt und daher
Π = Π +P , was P ≤ Π zur Folge hat. Folglich ist Π das gro¨ßte Element von L,
so dass L endlichen Rang hat.
Wir sind nun in der Lage, die Frage zu beantworten, unter welchen Be-
dingungen der zu einem projektiven Verband duale Verband projektiv ist. Auf
Grund von 2.15 genu¨gt es, diese Frage fu¨r irreduzible projektive Verba¨nde zu
beantworten. Diese lapidare Feststellung ist nicht so ganz ohne. Sie besagt
na¨mlich, dass Ld genau dann projektiv ist, wenn fu¨r jeden irreduziblen Be-
standteil I der in 2.15 beschriebenen Zerlegung von L gilt, dass auch Id pro-
jektiv ist. Um dies zu beweisen, muss man auf der Menge der Hyperebenen
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von L eine A¨quivalenzrelation ∼ definieren, so dass neben H ∼ H fu¨r alle Hy-
perebenen H gilt, dass fu¨r zwei verschiedene Hyperebenen H und H ′ genau
dann H ∼ H ′ gilt, wenn es eine dritte Hyperebene H ′′ gibt mit H ∩H ′ ≤ H ′′.
Dass dies eine A¨quivalenzrelation ist, folgt aus 5.1a) und 2.8. Es sei dem Leser
u¨berlassen, den Beweis in allen Einzelheiten auszufu¨hren.
5.7. Satz. Ist L ein irreduzibler projektiver Verband, so ist Ld genau dann
projektiv, wenn der Rang von L endlich ist.
Beweis. L habe endlichen Rang. Dann ist L nach 5.6 noethersch und nach
5.4 dann auch artinsch. Somit ist Ld noethersch. Da Ld nach 5.1 modular und
komplementa¨r und nach 5.2 auch atomar ist, ist Ld nach 5.5 auch projektiv.
Es sei L ein projektiver Verband unendlichen Ranges. Ferner sei H eine
Hyperebene von L und Φ sei die Menge aller unabha¨ngigen Punktmengen von
L, die keinen Punkt von H enthalten. Dann ist Φ von endlichem Charakter und
entha¨lt folglich nach dem Lemma von Teichmu¨ller und Tukey ein maximales B.
Setze U :=
∑
P∈B P . Wa¨re U ∩ H < H, so ga¨be es einen Punkt Q ≤ H mit
Q 6≤ U ∩H. Ist P ∈ B, so wa¨re P +Q eine Gerade, die weder in U noch in H
la¨ge. Weil L irreduzibel ist, ga¨be es nach 2.14 auf P + Q einen dritten Punkt
R, der dann weder in U noch in H la¨ge. Aus der Maximalita¨t von B folgte die
Abha¨ngigkeit von B ∪ {R}. Hieraus folgte der Widerspruch R ≤ H. Also ist
doch U ∩H = H. Weil U wenigstens einen Punkt entha¨lt, der nicht auf H liegt,
ist U = Π, wobei Π wieder das gro¨ßte Element von L bezeichne. Somit ist B
eine Basis von Π, so dass B insbesondere unendlich ist. Folglich gibt es eine
abza¨hlbare Teilmenge {P1, P2, P3, . . .} ⊆ B. Setze Hi :=
∑∞
j:=i Pj . Dann bilden
die Hi eine absteigende Kette. Wir zeigen, dass
⋂∞
i:=iHi = 0 ist. Es seien m
und n natu¨rliche Zahlen. Dann gelten die Gleichungen
RgL
( n∑
k:=1
Pk
)
= n,
RgL
(n+m∑
k:=1
Pk
)
= n+m,
RgL
( n+m∑
k:=n+1
Pk
)
= m.
Mittels der Rangformel folgt hieraus, dass( n∑
k:=1
Pk
)
∩
( n+m∑
k:=n+1
Pk
)
= 0
ist. Der Satz von der endlichen Abha¨ngigkeit, der ja eine Folge der Stetigkeit
nach oben ist, liefert dann, dass( n∑
k:=1
Pk
)
∩Hn+1 = 0
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ist. Hieraus folgt wiederum, dass
∞⋂
i=1
Hi = 0
gilt. Wa¨re na¨mlich W ein Punkt in diesem Schnitt, so la¨ge W in H1. Es
ga¨be dann P1, . . . , Pn mit W ≤
∑n
k:=1 Pk, woraus der Widerspruch W ≤
(
∑n
k:=1 Pk) ∩Hn+1 = 0 folgte.
Wa¨re nun Ld projektiv, so wa¨re Ld nach oben stetig. Folglich wa¨re
H = H +
∞⋂
i:=1
Hi =
∞⋂
i:=1
(H +Hi) = Π.
Dieser Widerspruch zeigt, dass Ld nicht projektiv ist, falls L nicht endlichen
Ranges ist.
Ist N eine maximale Kette aus Elementen des Verbandes L, so nennen wir N
ein Nest von L. Jedes Nest von L entha¨lt natu¨rlich das gro¨ßte und das kleinste
Element von L, falls L solche Elemente besitzt. Entha¨lt das Nest N von L nur
endlich viele Elemente, so nennen wir |N | − 1 die La¨nge des Nestes.
5.8. Satz. Ist L ein projektiver Verband, so sind die folgenden Bedingungen
a¨quivalent:
a) Der Rang von L ist endlich.
b) Jedes Nest von L hat endliche La¨nge.
c) Es gibt ein Nest endlicher La¨nge von L.
Ist Rg(L) endlich, so ist die La¨nge eines jeden Nestes von L gleich Rg(L).
Beweis. a) impliziert b). Gilt Rg(L) ≤ 1, so ist L das einzige Nest von L, so
dass b) und auch der Nachsatz in diesem Falle korrekt ist. Es sei also Rg(L) ≥ 2
und N sei ein Nest von L. Es sei M die Menge der von 0 verschiedenen Elemente
in N . Weil der Rang von L endlich ist, ist L artinsch, so dass M ein minimales
Element X entha¨lt. Ist nun P ein Punkt auf X, so gilt 0 < P ≤ X. Weil N eine
maximale Kette ist, ist daher X = P . Es ist folglich Rg(Π/X) = Rg(L) − 1.
Weil M ein Nest des Quotienten Π/X ist, ist M also endlich und es gilt, dass
Rg(L) − 1 die La¨nge von M ist. Also ist auch N endlich und Rg(L) ist die
La¨nge von N . Damit ist b) aus a) hergeleitet und auch der Nachsatz vollsta¨ndig
bewiesen.
b) impliziert c). Auf Grund des hausdorffschen Maximumprinzips besitzt L
ein Nest. Dieses hat dann nach b) endliche La¨nge.
c) impliziert a). Es sei N ein Nest endlicher La¨nge von L. Entha¨lt N
ho¨chstens zwei Elemente, so ist N = L und daher Rg(L) ≤ 1. Wir du¨rfen daher
annehmen, dass N ein von 0 und Π verschiedenes Element X enthalte. Dann
ist
N1 := {Y | Y ∈ N, Y ≤ X}
ein Nest von X/0 und
N2 := {Z | Z ∈ N, X ≤ Z}
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ein Nest von Π/X. Weil diese beiden Nester ku¨rzere La¨nge als N haben, folgt
mittels Induktion, dass X/0 und Π/X endlichen Rang haben. Daher hat auch
L endlichen Rang.
Damit ist alles bewiesen.
5.9. Satz. Ist L ein irreduzibler projektiver Verband endlichen Ranges, so ist
auch Ld ein irreduzibler Verband endlichen Ranges und es gilt Rg(L) = Rg(Ld).
Beweis. Der Verband Ld ist nach 5.7 projektiv. Weil 0 und Π die einzigen
Elemente von L sind, die genau ein Komplement haben, haben sie auch als
Elemente von Ld genau ein Komplement, so dass auch Ld irreduzibel ist. Weil
jedes Nest von L auch ein Nest von Ld ist, hat Ld nach 5.8 ebenfalls endlichen
Rang und es gilt Rg(L) = Rg(Ld).
5.10. Satz. Es sei L ein irreduzibler projektiver Verband endlichen Ranges.
Ist dann X ∈ L, so gilt
RgL(X) + RgLd(X) = Rg(L).
Der Beweis sei dem Leser als U¨bungsaufgabe u¨berlassen. Eine Beweisidee
findet sich im Beweise von 5.8.
Ist L ein projektiver Verband, ist X ∈ L und ist der Rang des Quotienten
Π/X endlich, so setzen wir KoRgΠ(X) := Rg(Π/X). Wir nennen diese Zahl
Ko-Rang von X in Π.
5.11. Satz. Es sei L ein irreduzibler projektiver Verband. Ist X ∈ L, so hat X
genau dann endlichen Ko-Rang, wenn X Schnitt von endlichen vielen Hyperebe-
nen ist. Ist KoRgΠ(X) endlich, so ist X Schnitt von KoRgΠ(X) Hyperebenen,
jedoch nicht Schnitt von weniger als KoRgΠ(X) Hyperebenen.
Beweis. Es sei X Schnitt von endlich vielen Hyperebenen und H1, . . . , Hn
sei eine minimale Menge von Hyperebenen, deren Schnitt X sei. Wegen der
Minimalita¨t von n ist dann Hi ∩Hn fu¨r i := 1, . . . , n − 1 eine Hyperebene in
Hn. Ferner ist
X =
n−1⋂
i:=1
(Hi ∩Hn).
Mittels Induktion folgt KoRgHn(X) = n− 1 und damit dann
KoRgΠ(X) = n.
Es sei umgekehrt der Ko-Rang von X in Π endlich. Dann ist Π/X ein endlich
erzeugter projektiver Verband, der nach Satz 2.14 auch irreduzibel ist, so dass
auch (Π/X)d ein endlich erzeugter projektiver Verband ist. Daher ist X Schnitt
von endlich vielen Hyperebenen.
Die letzte Aussage des Satzes folgt schließlich daraus, dass der Ko-Rang von
X in Π gerade der Rang von (Π/X)d ist.
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5.12. Satz. Es sei L ein irreduzibler projektiver Verband. Haben X, Y ∈ L
beide endlichen Ko-Rang in Π, so haben auch X + Y und X ∩ Y endlichen
Ko-Rang in Π und es gilt
KoRgΠ(X) + KoRgΠ(Y ) = KoRgΠ(X + Y ) + KoRgΠ(X ∩ Y ).
Beweis. Weil X und Y Schnitte von endlich vielen Hyperebenen sind, ist
auch X ∩ Y Schnitt von endlich vielen Hyperebenen. Die Ko-Rangformel ist
daher nichts anderes als die Rangformel fu¨r
(
Π/(X ∩ Y ))d.
Ist V ein Rechtsvektorraum u¨ber dem Ko¨rper K, so ist LK(V ) ein projek-
tiver Verband, wie wir wissen. Hat V endlichen Rang, so hat auch LK(V )
endlichen Rang und LK(V )
d ist ebenfalls ein projektiver Verband des glei-
chen Ranges. Es ist richtig, wie wir sehen werden, dass dieser Verband zum
Teilraumverband des zu V dualen Vektorraumes isomorph ist. Da die Du-
alita¨tstheorie in vielen Bu¨chern der linearen Algebra miserabel dargestellt wird,
erla¨utern wir sie hier noch einmal. Dabei werden dann gleich auch die ent-
sprechenden Notationen fu¨r spa¨ter fixiert. — Viele Bu¨cher der linearen Algebra
handeln nur von Vektorra¨umen u¨ber kommutativen Ko¨rpern und unterschei-
den nicht zwischen Links- und Rechtsvektorra¨umen, was im Falle von nicht
kommutativen Ko¨rpern zwingend erforderlich ist. Ihre Autoren glauben, didak-
tisch geschickt vorzugehen. In Wirklichkeit aber erweisen sie ihren Lesern einen
Ba¨rendienst, da die Realita¨t viele ihrer Leser irgendwann einholt, und diese dann
oft erhebliche Versta¨ndnisschwierigkeiten haben. Hinzu kommt, dass diese Au-
toren ha¨ufig auch noch sagen, sie beschra¨nkten sich auf den Fall kommutativer
Ko¨rper, im Falle nicht kommutativer Ko¨rper ginge eh alles genauso. Dabei ist
z. B. das Transponieren im Ring aller (n × n)-Matrizen u¨ber einem Ko¨rper K
genau dann ein Antiautomorphismus dieses Ringes, wenn K kommutativ ist.
Es geht also nicht alles genauso.
Es sei V ein K-Rechtsvektorraum. Ist σ ein Homomorphismus von V in
einem weiteren K-Vektorraum, so bezeichnen wir das Bild von v ∈ V unter σ
mit σv. Mit V ∗ bezeichnen wir die Menge aller linearen Abbildungen von V in
K. Dann ist V ∗ mit der punktweise definierten Addition als Verknu¨pfung eine
abelsche Gruppe. Ist f ∈ V ∗ und k ∈ K, so definieren wir kf durch (kf)v :=
k(fv) fu¨r alle v ∈ V . Auf diese Weise wird V ∗ zu einem K-Linksvektorraum,
dem Dualraum von V .
5.13. Satz. Es sei V ein K-Rechtsvektorraum und B sei eine Basis von V .
Zu jedem b ∈ B definieren wir b∗ ∈ V ∗ durch die Vorschrift
b∗c :=
{
1 fu¨r c = b
0 fu¨r c 6= b.
Dann ist die Menge
B∗ := {b∗ | b ∈ B}
linear unabha¨ngig.
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Beweis. Es sei E eine endliche Teilmenge von B und k sei eine Abbildung
von E in K mit 0 =
∑
b∈E kbb
∗. Ist dann c ∈ E, so folgt
0 = 0c =
∑
b∈E
kbb
∗c = kc.
Somit sind alle endlichen Teilmengen von B∗ linear unabha¨ngig und damit auch
B∗.
Zur Notation sei noch gesagt, dass wir bei Linksvektorra¨umen und Links-
moduln RgK(X), LK(V ), EndR(M) etc. schreiben.
5.14. Satz. Es sei V ein Rechtsvektorraum u¨ber dem Ko¨rper K und B sei
eine Basis von V . Genau dann ist B∗ eine Basis von V ∗, wenn der Rang von
V endlich ist. Ist der Rang von V endlich, so ist RgK(V ) = Rg
K(V ∗).
Beweis. Der Rang von V sei endlich. Ist f ∈ V ∗ und v ∈ V , so gibt es eine
Abbildung k von B in K mit v =
∑
b∈B bkb. Es folgt
fv = f
(∑
b∈B
bkb
)
=
∑
b∈B
fbkb
=
∑
b∈B
∑
c∈B
(fc)c∗bkb =
∑
c∈B
∑
b∈B
(fc)c∗bkb
=
(∑
c∈B
(fc)c∗
)∑
b∈B
bkb =
(∑
c∈B
(fc)c∗
)
v.
Hieraus folgt, dass f =
∑
c∈B(fc)c
∗. Damit ist gezeigt, dass B∗ ein Erzeugen-
densystem von V ∗ ist. Weil B∗ nach 5.13 auch linear unabha¨ngig ist, ist B∗ in
der Tat eine Basis von V ∗. Ferner folgt, dass die Ra¨nge von V und V ∗ gleich
sind. Die Basis B∗ heißt die zu B duale Basis von V ∗.
Der Rang von V sei nun nicht endlich. Wir definieren f ∈ V ∗ durch fb := 1
fu¨r alle b ∈ B. Wa¨re f ein Element von ∑b∈BKb∗, so ga¨be es eine Abbildung
k von B in K mit endlichem Tra¨ger und f =
∑
b∈B kbb
∗. Weil der Tra¨ger von f
endlich, die Menge B aber unendlich ist, ga¨be es ein c ∈ B mit kc = 0. Hieraus
folgte der Widerspruch
1 = fc =
∑
b∈B
kbb
∗c = kc = 0,
so dass B∗ kein Erzeugendensystem von V ∗ ist.
Ist V ein Linksvektorraum u¨ber dem Ko¨rper K, so definiert man ganz
entsprechend wie im Falle der Rechtsvektorra¨ume den Dualraum von V . Der
Dualraum von V ist dann ein Rechtsvektorraum u¨berK. Die bislang bewiesenen
Sa¨tze behalten natu¨rlich mutatis mutandis ihre Gu¨ltigkeit. Ist V ein Rechtsvek-
torraum, so bezeichnen wir mit V ∗∗ den Dualraum von V ∗. Der Raum V ∗∗ ist
dann wieder ein Rechtsvektorraum u¨ber K. Man nennt ihn den zu V bidualen
Raum. Der na¨chste Satz beschreibt den Zusammenhang zwischen V und seinem
Bidualen.
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5.15. Satz. Es sei V ein Rechtsvektorraum u¨ber dem Ko¨rper K. Definiert man
fu¨r v ∈ V die Abbildung vϕ von V ∗ in K vermo¨ge fvϕ := fv fu¨r alle f ∈ V ∗,
so ist ϕ ein Monomorphismus von V in V ∗∗. Genau dann ist ϕ surjektiv, wenn
der Rang von V endlich ist.
Beweis. Routinerechnungen zeigen, dass ϕ ein Homomorphismus von V in
V ∗∗ ist. Es bleibt zu zeigen, dass ϕ injektiv ist. Dazu sei 0 6= v ∈ V . Es gibt
dann eine Hyperebene H mit V = vK ⊕ H. Definiere f ∈ V ∗ durch fv := 1
und fh := 0 fu¨r alle h ∈ H. Es folgt 1 = fv = fvϕ, so dass vϕ 6= 0 ist. Somit
ist Kern(ϕ) = {0}.
Ist V endlichen Ranges, so folgt mit 5.14, dass
RgK(V ) = Rg
K(V ∗) = RgK(V
∗∗)
ist. Hieraus folgt mittels 3.1, dass V ϕ = V ∗∗ ist. In diesem Falle ist ϕ surjektiv,
wie behauptet.
Es sei V nicht endlichen Ranges und B sei eine Basis von V . Nach 5.14 und
5.13 ist U :=
∑
b∈BKb
∗ ein echter Teilraum von V ∗. Es sei f ∈ V ∗ − U . Weil
natu¨rlich auch LK(V ∗) ein projektiver Verband ist, gibt es eine Hyperebene H
mit f /∈ H und U ≤ H. Es gibt daher ein g ∈ V ∗∗ mit fg = 1 und Kern(g) = H.
Wa¨re nun g = vϕ mit einem v ∈ V , so wa¨re
0 = b∗g = b∗vϕ = b∗v
fu¨r alle b ∈ B. Nun wa¨re aber v = ∑c∈B ckc. Wendete man hierauf die
Abbildung b∗ an, so folgte 0 = kb, so dass v = 0 wa¨re im Widerspruch zu g 6= 0.
Damit ist alles bewiesen.
Ist der Rang von V nicht endlich, so besteht eine Unsymmetrie zwischen V
und V ∗. Um diese Unsymmetrie zu beseitigen, studieren wir nach dem Vorgange
von Artin eine etwas allgemeinere Situation, in der, da sie allgemeiner ist, nicht
mehr alle Sa¨tze gelten, die fu¨r V und V ∗ richtig sind. Diesen Nachteil nehmen
wir jedoch in Kauf, da er durch den Gewinn der Symmetrie fast wett gemacht
wird. Diese Situation wird wie folgt beschrieben. Es sei K ein Ko¨rper und W sei
ein Links- sowie V ein Rechtsvektorraum u¨ber K. Ferner sei f eine Abbildung
des cartesischen Produktes von W mit V in K. Das Bild von (w, v) unter f
werde mit wv bezeichnet. Wir sagen, dass W mit V gekoppelt sei, bzw. dass
(W,V, f) ein duales Raumpaar bez. des Skalarproduktes f sei, falls gilt:
1) Es ist (w + w′)v = wv + w′v fu¨r alle w, w′ ∈W und alle v ∈ V .
2) Es ist w(v + v′) = wv + wv′ fu¨r alle w ∈W und alle v, v′ ∈ V .
3) Es ist (kw)v = k(wv) fu¨r alle k ∈ K, alle w ∈W und alle v ∈ V .
4) Es ist w(vk) = (wv)k fu¨r alle k ∈ K, alle w ∈W und alle v ∈ V .
5) Ist w ∈W und wV = {0}, so ist w = 0.
6) Ist v ∈ V und Wv = {0}, so ist v = 0.
Fu¨r X ∈ LK(V ) setzen wir
X⊥ :=
{
w | w ∈W,wX = {0}}
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und fu¨r Y ∈ LK(W ) setzen wir
y⊥ :=
{
v | v ∈ V, Y v = {0}}.
Sind X, Y ∈ LK(V ) und gilt X ≤ Y , so gilt Y ⊥ ≤ X⊥. Ferner gilt
X ≤ X⊥>. Sind X, Y ∈ LK(W ) und gilt X ≤ Y , so gilt Y > ≤ X> wie auch
X ≤ X>⊥. Dies folgt unmittelbar aus den Definitionen.
5.16. Satz. Es sei K ein Ko¨rper, W sei ein K-Links- und V ein K-Rechtsvek-
torraum. U¨berdies seien W und V gekoppelt. Ist X ∈ LK(V ) und Y ∈ LK(W ),
so gilt:
a) Es gibt genau einen Monomorphismus ϕ von X⊥ in (V/X)∗ mit
yϕ(v +X) = yv
fu¨r alle y ∈ X⊥ und alle v ∈ V .
a′) Es gibt genau einen Monomorphismus ψ von Y > in (W/Y )∗ mit
(w + Y )xϕ = wx
fu¨r alle w ∈W und alle x ∈ Y >.
b) Ist w ∈ W , so definieren wir wζ durch wζ := wx fu¨r alle x ∈ X. Dann ist
ζ ein Homomorphismus von W in X∗ und es gilt Kern(ζ) = X⊥. Ist der
Rang von X endlich, so ist ζ surjektiv.
b′) Ist v ∈ V , so definieren wir vξ durch yvξ := yv fu¨r alle y ∈ Y . Dann ist ξ
ein Homomorphismus von V in Y ∗ und es gilt Kern(ξ) = y>. Ist der Rang
von Y endlich, so ist ξ surjektiv.
Beweis. Aus Symmetriegru¨nden genu¨gt es, a) und b) zu beweisen.
a) Ist y ∈ X⊥ und v + X = v′ + X, so folgt yv = yv′. Definiert man
daher, yϕ durch yϕ(v +X) := yv, so ist yϕ wohldefiniert. Es folgt, dass ϕ eine
Abbildung von X⊥ in (V/X)∗ ist. Triviale Rechnungen zeigen, dass ϕ sogar ein
Homomorphismus ist. Es sei yϕ = 0. Dann ist yV = {0} und daher y = 0, so
dass ϕ ein Monomorphismus ist.
b) Ist w ∈W , so definieren wir wζ durch wζx := wx fu¨r alle x ∈ X. Triviale
Rechnungen zeigen, dass ζ ein Homomorphismus von W in X∗ ist. Ist wζ = 0,
so ist wX = {0}, so dass w ∈ X⊥ gilt.
Der Rang von X sei endlich. Dann ist nach dem gerade Bewiesenen
RgK(W/X⊥) ≤ RgK(X∗) = RgK(X).
Nach a′) gibt es einen Monomorphismus von X⊥> in (W/X⊥)∗. Weil X ≤ X⊥>
gilt, ist also
RgK(X) ≤ RgK(X⊥>) ≤ RgK(W/X⊥)∗ ≤ RgK(X).
Somit ist X = X⊥>. Es folgt weiter, dass RgK(W/X⊥) = RgK(X∗) ist. Folg-
lich ist ζ in diesem Falle auch surjektiv.
Damit ist alles bewiesen.
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Im Beweise von 5.16 haben wir mehr bewiesen als im Satz formuliert. Darauf
werden wir gleich zuru¨ckkommen. Zuvor zeigen wir jedoch, dass die Theorie der
gekoppelten Ra¨ume im Falle von Ra¨umen endlichen Ranges nichts Neues liefert.
5.17. Satz. Es sei K ein Ko¨rper, W sei ein K-Links- und V ein K-Rechts-
vektorraum. U¨berdies seien W und V gekoppelt. Genau dann hat V endlichen
Rang, wenn W endlichen Rang hat. Hat einer der beiden Ra¨ume endlichen
Rang, so haben also beide endlichen Rang und es gilt:
a) Ist w ∈ W und definiert man wζ durch wζv := wv fu¨r alle v ∈ V , so ist ζ
ein Isomorphismus von W auf V ∗.
b) Ist v ∈ V und definiert man vξ durch wvξ := wv fu¨r alle w ∈W , so ist ξ ein
Isomorphismus von V auf W ∗.
Beweis. Es sei V endlichen Ranges. Dann folgt mit 5.16 b), dass ζ ein
Epimorphismus von W auf V ∗ ist und dass Kern(ζ) = V ⊥ = {0} gilt. Also hat
auch W endlichen Rang und es gilt a).
Hat W endlichen Rang, so folgt mit 5.16 b′), dass V endlichen Rang hat
und dass b) gilt. Damit ist alles bewiesen.
5.18. Satz. Es sei K ein Ko¨rper und W und V seien gekoppelte Vektorra¨ume
u¨ber K. Dann gilt:
a) Sind X, Y ∈ LK(V ) und gilt X ≤ Y , so ist Y ⊥ ≤ X⊥.
b) Sind X, Y ∈ LK(W ) und gilt X ≤ Y , so ist Y > ≤ X>.
c) Es ist X ≤ X⊥> fu¨r alle X ∈ LK(V ). Hat X endlichen Rang, so gilt
X = X⊥>.
d) Es ist X ≤ X>⊥ fu¨r alle X ∈ LK(W ). Hat X endlichen Rang, so gilt
X = X>⊥.
e) Es ist X⊥>⊥ = X⊥ fu¨r alle X ∈ LK(V ).
f) Es ist X>⊥> = X> fu¨r alle X ∈ LK(W ).
Beweis. a), b), c) und d) sind entweder schon als trivial erkannt oder bereits
bewiesen, na¨mlich beim Beweise von 5.16. Es bleiben e) und f) zu beweisen.
Es sei U ∈ LK(V ). Dann ist U ≤ U⊥> nach c) und folglich U⊥>⊥ ≤ U⊥
nach a). Andererseits ist U⊥ ∈ LK(W ), so dass nach d) gilt, dass U⊥ ≤ U⊥>⊥
ist. Damit ist e) bewiesen. Die Aussage f) beweist sich analog.
Das Paar (⊥,>) ist eine Galoisverbindung von LK(V ) mit LK(W ).
5.19. Satz. Ist V ein Rechtsvektorraum endlichen Ranges u¨ber dem Ko¨rper
K und ist V ∗ der Dualraum von V , so sind V ∗ und V gekoppelt und ⊥ ist ein
Isomorphismus des Verbandes (LK(V )
d,≤d) auf den Verband (LK(V ∗),≤).
Beweis. Nach 5.18 a) und b) ist ⊥ eine ordnungserhaltende Abbildung von
(LK(V )
d,≤d) in (LK(V ∗),≤) und > ist eine ordnungserhaltende Abbildung
von (LK(V ∗),≤) in (LK(V )d,≤d). Nach 5.18 c) ist ferner ⊥> die Identita¨t auf
LK(V ). Weil der Rang von V endlich ist, ist es auch der Rang von V
∗. Daher
folgt mit 5.18 d), dass >⊥ die Identita¨t auf LK(V ∗) ist. Also ist ⊥ bijektiv, wie
behauptet.
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Mit diesem Satz haben wir eine Beschreibung von LK(V )
d gewonnen, die
diesen Verband der Behandlung mittels Methoden der linearen Algebra zuga¨ng-
lich macht. Puristen — und in diesem Zusammenhang sind wir Puristen —
werden bema¨ngeln, dass der duale Verband mit Hilfe eines Linksvektorraumes
dargestellt wird. Man wu¨nscht sich auch fu¨r ihn eine Beschreibung durch einen
Rechtsvektorraum. Eine solche Beschreibung ist nun rasch gefunden. Es sei
K ein Ko¨rper. Wir definieren auf K eine Multiplikation ◦ durch a ◦ b := ba
fu¨r alle a, b ∈ K. Dann ist auch (K,+, ◦) ein Ko¨rper und die Identita¨t ist
ein Antiisomorphismus von K auf jenen Ko¨rper, den wir mit K◦ bezeichnen.
Ist nun V ein Linksvektorraum u¨ber K, so wird V zu einen Rechtsvektorraum
u¨ber K◦ durch die Vorschrift v ◦ a := av. Offenbar gilt LK(V ) = LK◦(V ).
Wendet man dies nun auf die obige Situation an, so erha¨lt man in LK◦(V
∗)
eine Beschreibung von LK(V )
d durch einen Rechtsvektorraum u¨ber dem zu K
antiisomorphen Ko¨rper K◦. Ist K kommutativ, so ist K natu¨rlich gleich K◦.
Daher sind in diesem Falle auch LK(V ) und LK(V )
d gleich. Im allgemeinen ist
dies jedoch nicht der Fall. Mehr daru¨ber im na¨chsten Kapitel.
Eine interessante Folgerung aus 5.19 ist der na¨chste Satz.
5.20. Satz. Es sei V ein Vektorraum endlichen Ranges u¨ber dem Ko¨rper K.
Ist U ∈ LK(V ), so ist
RgK(V ) = RgK(U) + Rg
K(U⊥).
Dabei ist ⊥ als Abbildung von LK(V ) in LK(V ∗) aufzufassen.
Beweis. Weil ⊥ nach 5.19 ein Isomorphismus von LK(V )d auf LK(V ∗) ist,
ist KoRgK(U) = Rg
K(U⊥). Hieraus folgt die Behauptung.
5.21. Satz. Es sei K ein Ko¨rper und W und V seien gekoppelte Vektorra¨ume
u¨ber K. Es sei Ξ die Menge aller Unterra¨ume der Form X⊥ von W , wobei X
ein Teilraum endlichen Ranges von V ist. Dann gilt:
a) Ist Y ∈ Ξ und ist Z ein Teilraum von W mit Y ≤ Z, so ist Z ∈ Ξ.
b) Sind Y , Z ∈ Ξ, so ist Y ∩ Z ∈ Ξ.
Entsprechendes gilt, wenn man die Rollen von W und V vertauscht.
Beweis. a) Es gibt ein X endlichen Ranges in LK(V ) mit Y = X
⊥. Wir
definieren eine Koppelung, der wir diesmal einen Namen, na¨mlich pi, geben, von
W/Y mit X durch (w + Y )x := wx fu¨r alle w ∈ W und alle x ∈ X. Wegen
Y = X⊥ ist pi wohldefiniert. Wir zeigen, dass pi eine Koppelung ist. Dazu
sind nur die Eigenschaften 5) und 6) nachzuweisen, da die u¨brigen sich von
selbst verstehen. Es sei (w + Y )X = {0}. Dann ist wX = {0} und daher
w ∈ X⊥ = Y . Ist x ∈ X und (W/Y )x = {0}, so ist Wx = {0} und daher x = 0.
Somit ist pi tatsa¨chlich eine Koppelung. Die durch pi definierten Abbildungen
von Unterra¨umen des einen Raumes auf ihren annullierenden Unterraum des
anderen bezeichnen wir mit ⊥(pi) bzw. >(pi).
Es sei nun Z/Y ein Teilraum von W/Y . Dann ist
(Z/Y )>(pi) =
{
x | x ∈ X, (Z/Y )x = {0}}
=
{
x | x ∈ X, Zx = {0}}
= Z>.
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Es sei andererseits U ein Teilraum von X. Dann ist
U⊥(pi) =
{
w + Y | w ∈W, (w + Y )U = {0}}
=
{
w + Y | w ∈W, wU = {0}}
= U⊥/Y.
Weil X endlichen Rang hat, sind die Abbildungen ⊥(pi) und >(pi) Bijektio-
nen. Daher gilt
Z/Y = (Z/Y )>(pi)⊥(pi) = (Z>)⊥(pi) = Z>⊥/Y.
Hieraus folgt
Z = Z>⊥
fu¨r alle Teilra¨ume Z von W , die Y umfassen. Weil X endlichen Rang hat,
gilt aber auch X = X⊥>. Somit ist die Einschra¨nkung von ⊥ auf LK(X) eine
Bijektion dieser Menge auf die Menge der Teilra¨ume von W , die Y enthalten.
Daher gilt a).
b) Es gibt Unterra¨ume A und B endlichen Ranges von V mit Y = A⊥ und
Z = B⊥. Nun ist aber
Y ∩ Z = A⊥ ∩B⊥ = (A+B)⊥.
Weil auch A+B endlichen Rang hat, ist demnach Y ∩ Z ∈ Ξ.
Die na¨chsten vier Sa¨tze formulieren wir nur fu¨r den Fall eines Rechtsvek-
torraumes und seines Dualraums. Jegliche Verallgemeinerung wu¨rde technisch
aufwendig und wa¨re nur schwer zu merken. Falls der Leser allgemeinere Situ-
ationen antrifft, wird es ihm nicht schwer fallen, die entsprechenden Sa¨tze aus
den hier wiedergegebenen herauszupra¨parieren.
Ist V ein Linksvektorraum u¨ber K und ist σ eine lineare Abbildung von V
in einen weiteren K-Linksvektorraum, so bezeichnen wir das Bild von v ∈ V
unter σ mit vσ.
5.22. Satz. Es seien V und W Rechtsvektorra¨ume u¨ber dem Ko¨rper K und
V ∗ und W ∗ seien ihre Dualra¨ume. Ist ϕ ∈ HomK(V,W ), so gibt es genau
ein ϕ∗ ∈ HomK(W ∗, V ∗) mit (fϕ∗)v = f(ϕv) fu¨r alle v ∈ V und alle f ∈ W ∗.
Die Abbildung ∗ ist ein Monomorphismus von HomK(V,W ) in HomK(W ∗, V ∗).
Haben V und W beide endlichen Rang, so ist ∗ ein Isomorphismus der abelschen
Gruppe HomK(V,W ) auf Hom
K(W ∗, V ∗). Ist V endlichen Ranges und gilt
V = W , so ist ∗ ein Ringisomorphismus von EndK(V ) auf EndK(V ∗).
Der Beweis dieses Satzes sei dem Leser als U¨bungsaufgabe u¨berlassen. Man
nennt ϕ∗ die zu ϕ duale Abbildung .
5.23. Satz. Es seien V und W Rechtsvektorra¨ume u¨ber dem Ko¨rper K. Ist
ϕ ∈ HomK(V,W ) und ist ϕ∗ die zu ϕ duale Abbildung, so ist
Kern(ϕ) = (W ∗ϕ∗)> und Kern(ϕ∗) = (ϕV )⊥.
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Beweis. Es sei v ∈ Kern(ϕ). Dann ist
(fϕ∗)v = f(ϕv) = 0
fu¨r alle f ∈ W ∗. Daher ist v ∈ (W ∗ϕ∗)>. Es sei umgekehrt v ∈ (W ∗ϕ∗)>.
Dann ist
f(ϕv) = (fϕ∗)v = 0
fu¨r alle f ∈ W ∗. Hieraus folgt ϕv = 0 und damit v ∈ Kern(ϕ). Also ist
Kern(ϕ) = (W ∗ϕ∗)>.
Es sei f ∈ Kern(ϕ∗). Dann ist
f(ϕv) = (fϕ∗)v = 0
fu¨r alle v ∈ V , so dass f ∈ (ϕV )⊥ gilt. Ist umgekehrt f ∈ (ϕV )⊥, so ist
(fϕ∗)v = f(ϕv) = 0
fu¨r alle v ∈ V . Daher ist fϕ∗ = 0, so dass f ∈ Kern(ϕ∗) gilt. Demnach ist
Kern(ϕ∗) = (ϕV )⊥. Damit ist alles bewiesen.
5.24. Satz. Es seien V und W Rechtsvektorra¨ume u¨ber dem Ko¨rper K. Ist
ϕ ∈ HomK(V,W ) und ist ϕ∗ die zu ϕ duale Abbildung, so gilt:
a) Genau dann ist ϕ surjektiv, wenn ϕ∗ injektiv ist.
b) Genau dann ist ϕ injektiv, wenn ϕ∗ surjektiv ist.
c) Genau dann ist ϕ bijektiv, wenn ϕ∗ bijektiv ist.
Beweis. a) Nach 5.23 ist Kern(ϕ∗) = (ϕV )⊥. Ist nun ϕ∗ injektiv, so ist
(ϕV )⊥> = {0}> = W . Mit 5.18 c) folgt hieraus ϕV = W , so dass ϕ surjektiv
ist. Ist umgekehrt ϕ surjektiv, so ist Kern(ϕ∗) = W⊥ = {0}, also ϕ∗ injektiv.
b) Nach 5.23 ist Kern(ϕ) = (W ∗ϕ∗)>. Ist ϕ∗ surjektiv, so ist also Kern(ϕ) =
(V ∗)> = {0}, so dass ϕ injektiv ist.
Es sei ϕ schließlich injektiv. Ferner sei B eine Basis von V . Weil ϕ injektiv
ist, ist {ϕb | b ∈ B} eine Menge von linear unabha¨ngigen Vektoren von W . Es
gibt somit einen Teilraum U von W mit
W = U ⊕
⊕
b∈B
(ϕb)K.
Ist g ∈ V ∗, so definieren wir f ∈ W ∗ durch f(ϕb) := gb fu¨r alle b ∈ B und
fu := 0 fu¨r alle u ∈ U . Es folgt, dass fϕ∗ = g ist. Somit ist ϕ∗ surjektiv.
c) folgt aus a) und b).
5.25. Satz. Es seien V und W Rechtsvektorra¨ume u¨ber K. Ferner sei ϕ ∈
HomK(V,W ) und ϕ
∗ sei die zu ϕ duale Abbildung. Genau dann ist ϕV endlich
erzeugt, wenn W ∗ϕ∗ endlich erzeugt ist. Ist einer dieser beiden Ra¨ume endlich
erzeugt, so ist Rg(ϕ) = Rg(ϕ∗). Ist V oder W endlich erzeugt, so sind ϕV und
W ∗ϕ∗ endlich erzeugt.
Beweis. W und W ∗ sind gekoppelte Ra¨ume und ϕV ist ein Teilraum von
W . Ist nun ϕV endlich erzeugt, so sind nach 5.16 b) die Ra¨ume (ϕV )∗ und
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W ∗/(ϕV )⊥ isomorph. Nach 5.14 sind daher die Ra¨nge von ϕV und W ∗/(ϕV )⊥
gleich. Nach 5.21 ist (ϕV )⊥ der Kern von ϕ∗, so dass W ∗ϕ∗ endlich erzeugt ist
und die Ra¨nge von ϕ und ϕ∗ gleich sind.
Es sei W ∗ϕ∗ endlich erzeugt. Nach 5.18 d) ist dann
W ∗ϕ∗ = (W ∗ϕ∗)>⊥.
Nach 5.16 a) ist daher W ∗ϕ∗ zu (v/(W ∗ϕ∗)>)∗ isomorph. Nach 5.21 ist daher
(V/Kern(ϕ))∗ zu W ∗ϕ∗ isomorph. Mittels 5.14 folgt, dass ϕV endlich erzeugt
ist. Dann ist aber, wie wir gesehen haben, Rg(ϕ) = Rg(ϕ∗).
Ist V oderW endlich erzeugt, so ist in beiden Fa¨llen auch ϕV endlich erzeugt.
Die Situation von 5.25 verallgemeinernd formulieren wir
5.26. Satz. Es sei K ein Ko¨rper und W und V seien gekoppelte Vektorra¨ume
u¨ber K. Es sei ferner R ein Ring, W sei ein Rechtsmodul und V ein Linksmodul
u¨ber R. Wir setzen zudem voraus, dass die folgenden Rechenregeln gelten:
a) Es ist (wr)v = w(rv) fu¨r alle r ∈ R, alle w ∈W und alle v ∈ V .
b) Es ist (kw)r = k(wr) fu¨r alle k ∈ K, alle w ∈W und alle r ∈ R.
c) Es ist (rv)k = r(vk) fu¨r alle r ∈ R, alle v ∈ V und alle k ∈ K.
Ist r ∈ R, so ist rV genau dann endlich erzeugt, wenn Wr endlich erzeugt ist.
Ist dies der Fall, so gilt RgK(rV ) = Rg
K(Wr).
Beweis. Setze Y := (rV )⊥. Ist dann y ∈ Y und v ∈ V , so folgt (yr)v =
y(rv) = 0. Wegen V ⊥ = {0} ist daher yr = 0. Ist andererseits w ∈ W und
wr = 0, so folgt 0 = (wr)v = w(rv) fu¨r alle v ∈ V , so dass w ∈ Y gilt. Es
folgt, dass Wr zu W/Y isomorph ist. Nach Fru¨herem ist Wr daher endlich
erzeugt und es gilt RgK(Wr) = RgK(rV ). Aus Symmetriegru¨nden ist damit
alles gezeigt.
Dieser Satz wird spa¨ter noch eine Rolle spielen.
6. Homogene, vollsta¨ndig reduzible Ringe
In diesem Abschnitt greifen wir, wie versprochen, die Frage nach der Struktur
der homogenen, vollsta¨ndig reduziblen Ringe wieder auf. Kennen wir diese, so
kennen wir auf Grund von Satz 4.6 alle vollsta¨ndig reduziblen Ringe, da die
ringtheoretische direkte Summe von homogenen, vollsta¨ndig reduziblen Ringen
ein vollsta¨ndig reduzibler Ring ist.
Wir definieren das Jacobson-Radikal J(R) eines Ringes R als den Schnitt
u¨ber alle regula¨ren, maximalen Rechtsideale von R. Ist M ein irreduzibler R-
Rechtsmodul und ist 0 6= x ∈M , so ist O(x) nach 4.2 ein regula¨res, maximales
Rechtsideal. Daher ist J(R) ⊆ O(x), so dass xj = 0 ist fu¨r alle j ∈ J(R).
Somit gilt MJ(R) = {0} fu¨r alle irreduziblen R-Rechtsmoduln M . Ist I ein
regula¨res, maximales Rechtsideal von R, so ist R/I nach 4.2 ein irreduzibler
R-Modul. Nach der gerade gemachten Bemerkung ist daher RJ(R) ⊆ I. Da
dies fu¨r alle regula¨ren, maximalen Ideale gilt, folgt RJ(R) ⊆ J(R), so dass J(R)
ein zweiseitiges Ideal von R ist.
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6.1. Satz. Ist R ein vollsta¨ndig reduzibler Ring, so ist J(R) 6= R und J(R)2 =
{0}.
Beweis. Es sei I ein minimales Rechtsideal, welches in J(R) enthalten ist.
Dann ist I ein irreduzibler R-Rechtsmodul. Daher ist IR 6= {0} = IJ(R).
Hieraus folgt R 6= J(R). Weil J(R) Summe von minimalen Rechtsidealen von
R ist, folgt, dass auch J(R)2 = {0} gilt.
6.2. Satz. Ist R ein vollsta¨ndig reduzibler Ring und ist I ein minimales Rechts-
ideal von R, so gilt genau dann I ⊆ J(R), wenn I2 = {0} ist.
Beweis. Ist I ⊆ J(R), so ist I2 ⊆ J(R)2 = {0}.
Es sei I 6⊆ J(R). Es gibt dann ein regula¨res, maximales Rechtsideal M von
R, welches I nicht entha¨lt. Es folgt R = I ⊕M als R-Rechtsmodul. Weil M
regula¨r ist, gibt es ein a ∈ R mit x − ax ∈ M fu¨r alle x ∈ R. Es ist a = i + m
mit i ∈ I und m ∈ M . Es folgt, dass auch x − ix ∈ M gilt fu¨r alle x ∈ R.
Insbesondere ist also
i− i2 ∈ I ∩M = {0}.
Also ist i2 = i. Nun ist aber i 6= 0, da andernfalls R = M wa¨re. Somit ist
I2 6= {0}.
Im Verlaufe des Beweises des letzten Satzes haben wir gezeigt, dass das
minimale Ideal I ein von Null verschiedenes Idempotent entha¨lt, wenn I nicht
im Jacobson-Radikal des Ringes liegt. Allgemeiner gilt:
6.3. Satz Es sei R ein Ring und I sei ein minimales Rechtsideal von R. Ist
I2 6= {0}, so gibt es ein von 0 verschiedenes Idempotent i ∈ I. Insbesondere ist
I = iR.
Beweis. Wegen I2 6= {0} gibt es ein x ∈ I mit xI 6= {0}. Weil xI ein in
I enthaltenes Rechtsideal ist, folgt wegen der Minimalita¨t von I daher, dass
xI = I ist. Es gibt also ein i ∈ I mit xi = x. Es folgt x(i2 − i) = 0. Setze
I ′ := {y | y ∈ I, xy = 0}. Dann ist I ′ ein Rechtsideal, welches in I enthalten
ist. Nun ist x 6= 0 und daher i ∈ I ′. Folglich ist I ′ = {0}. Wegen i2 − i ∈ I ′ ist
also i2 = i.
Schließlich ist i = i2 ∈ iR ⊆ I und somit iR = I auf Grund der Minimalita¨t
von I.
6.4. Satz. Es sei R ein homogener, vollsta¨ndig reduzibler Ring. Ferner sei S
die Summe u¨ber alle minimalen Ideale I von R, fu¨r die I2 6= {0} gilt. Dann ist
S ein einfacher, vollsta¨ndig reduzibler Ring und es gilt im modultheoretischen
Sinne
R = J(R)⊕ S.
Sind j, j′ ∈ J(R) und s, s′ ∈ S, so ist
(j + s)(j′ + s′) = js′ + ss′.
Beweis. Weil R die Summe seiner minimalen Rechtsideale ist, folgt zuna¨chst,
dass RJ(R) = {0} ist. Ferner folgt mit 6.2, dass R im modultheoretischen Sinne
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die direkte Summe von J(R) und S ist. Weil S ein Rechtsideal ist, ist natu¨rlich
SS ⊆ S, so dass S ein Ring ist.
Es sei I ein minimales Rechtsideal von R, welches in S enthalten ist. Ist
0 6= x ∈ I, so gilt
I = xR ⊆ xJ(R) + xS = xS ⊆ I.
Daher ist I auch ein minimales Rechtsideal von S. Da S Summe minimaler
Rechtsideale von R ist, folgt hieraus schon, dass S vollsta¨ndig reduzibel ist.
Es sei nun N ein von {0} verschiedenes, zweiseitiges Ideal von S. Wegen
NR ⊆ NJ(R) +NS = NS ⊆ N
ist N ein Rechtsideal von R. Es gibt also ein minimales Rechtsideal I von R,
welches in N enthalten ist. Nach der Definition von S gilt I2 6= {0}, so dass I
nach 6.3 ein von Null verschiedenes Idempotent n entha¨lt. Es sei I ′ ein weiteres
minimales Rechtsideal von R, welches in S enthalten ist. Weil R homogen ist,
gibt es einen R-Isomorphismus σ von I auf I ′. Setze i := σ(n). Dann ist
0 6= i = σ(n) = σ(n2) = in ∈ I ′ ∩N.
(Dieses Argument haben wir schon einmal gefeiert.) Weil I ′, wie wir gesehen
haben, auch ein minimales Rechtsideal von S ist, folgt I ′ ⊆ N . Benutzt man
nun noch einmal, dass S die Summe u¨ber alle minimalen Rechtsideale von R ist,
deren Quadrat nicht Null ist, so folgt, dass N = S ist, womit die Einfachheit
von S nachgewiesen ist.
Ist r ∈ R und j ∈ J(R), so ist rj = 0, wie zuvor schon bemerkt. Hieraus
folgt schließlich auch noch die Gu¨ltigkeit der letzten Behauptung des Satzes.
Ist S ein einfacher, vollsta¨ndig reduzibler Ring und ist M ein S-Rechtsmodul
mit MS = M , so zeigt Satz 6.4, wie man aus S und M einen homogenen,
vollsta¨ndig reduziblen Ring R machen kann, so dass M gerade das Jacobson-
Radikal von R wird. Man kennt also alle homogenen, vollsta¨ndig reduziblen
Ringe, wenn man alle einfachen, vollsta¨ndig reduziblen Ringe kennt. Um diese
besser in den Griff zu kriegen, beweisen wir zuna¨chst das schursche Lemma,
welches ein u¨beraus nu¨tzliches Werkzeug ist.
6.5. Schursches Lemma. Es sei R ein Ring und M sei ein irreduzibler
R-Modul. Dann ist EndR(M) ein Ko¨rper.
Beweis. Es sei 0 6= σ ∈ EndR(M). Dann ist σ(M) ein von {0} verschiedener
Teilmodul von M . Somit gilt wegen der Irreduzibilita¨t von M die Gleichung
σ(M) = M , so dass σ surjektiv ist. Ferner gilt Kern(σ) 6= M und daher
Kern(σ) = {0}, so dass σ auch injektiv ist. Folglich ist σ ein Automorphismus
von M , so dass σ eine Einheit von EndR(M) ist. Damit ist alles bewiesen.
Es sei R ein Ring und M sei ein R-Rechtsmodul. Man nennt M treuen
R-Rechtsmodul, falls aus r ∈ R und Mr = {0} folgt, dass r = 0 ist. Der Ring
R heißt primitiv , falls er einen treuen, irreduziblen Modul besitzt.
6.6. Satz. Es sei R ein primitiver Ring und M sei ein treuer, irreduzibler
R-Rechtsmodul. Setze K := EndR(M). Dann ist K ein Ko¨rper und M ist
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ein Linksvektorraum u¨ber K. Es bezeichne EK(M) die Menge der Teilra¨ume
endlichen Ranges des K-Vektorraumes M . Fu¨r X ∈ EK(M) sei O(X) := {r |
r ∈ R, Xr = {0}}. Dann ist O ein Monomorphismus von EK(V ) in LR(R)
mit der Eigenschaft, dass fu¨r X, Y ∈ EK(V ) genau dann X ≤ Y gilt, wenn
O(Y ) ⊆ O(X) ist.
Beweis. Dass K ein Ko¨rper ist, besagt gerade das schursche Lemma.
Aus der Definition von O folgt, dass X ≤ Y impliziert, dass O(Y ) ⊆ O(X)
ist. Wir zeigen, dass aus X < Y folgt, dass O(Y ) ⊂ O(X) ist. Dazu machen
wir Induktion nach dem Rang von X. Es sei y ∈ Y −X. Ist der Rang von X
gleich 0, so ist X = {0}. Weil M irreduzibel ist, ist yR = M , so dass es ein
s ∈ R gibt mit ys 6= 0. Also ist O(Y ) ⊂ R = O(X).
Der Rang von X sei nun gro¨ßer als 0 und w sei ein von 0 verschiedener Vektor
in X. Es gibt dann einen Teilraum V von X mit X = V ⊕Kw. Wir nehmen nun
an, dass O(X) ⊆ O(y) gelte, wobei y immer noch das oben gewa¨hlte Element
ist. Nach Induktionsannahme ist O(V ) 6⊆ O(w), da andernfalls O(V ) = O(X)
wa¨re. Daher ist wO(V ) ein von {0} verschiedener Teilmodul von M . Folglich
gilt wO(V ) = M . Es seien a, b ∈ O(V ) und es gelte wa = wb. Dann ist
a− b ∈ O(w) ∩O(V ) = O(X) ⊆ O(y),
so dass ya = yb ist. Folglich wird durch κ(wa) := ya ein Endomorphismus
κ des R-Rechtsmoduls wO(V ) = M definiert, dh., es gilt κ ∈ K. Es folgt
(κw−y)a = 0 fu¨r alle a ∈ O(V ). Nach Induktionsannahme ist daher κw−y ∈ V
und daher y ∈ V +Kw = X. Dieser Widerspruch zeigt, dass O(X) 6⊆ O(y) ist.
Folglich ist O(Y ) ⊂ O(X). Es sei schließlich O(Y ) ⊆ O(X). Dann ist
O(X + Y ) = O(X) ∩O(Y ) = O(Y ).
Wegen Y ≤ X + Y ist daher nach dem bereits Bewiesenen Y = X + Y , so dass
X ≤ Y gilt. Damit ist alles bewiesen.
6.7. Dichtesatz. Es sei R ein primitiver Ring und M sei ein irreduzibler
Rechtsmodul u¨ber R. Setze K := EndR(M). Dann ist K ein Ko¨rper und M ist
ein Linksvektorraum u¨ber K. Ist dann n eine natu¨rliche Zahl, sind b1, . . . , bn
linear unabha¨ngige Elemente des K-Vektorraumes M und sind v1, . . . , vn ir-
gendwelche Elemente von M , so gibt es ein r ∈ R mit bir = vi fu¨r i := 1, . . . , n.
Beweis. Nach 6.6 gibt es Elemente si ∈ R mit bjsi = 0 fu¨r j 6= i und bisi 6= 0.
Es folgt weiter, dass (bisi)R = M ist. Es gibt also ein ti ∈ R mit bisiti = vi.
Setzt man nun r :=
∑n
j:=1 sjtj , so ist
bir =
n∑
j:=1
bisjtj = bisiti = vi.
Damit ist der Dichtesatz bewiesen.
Man nennt einen Ring R artinsch, wenn der Verband der Rechtsideale von
R artinsch ist.
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6.8. Satz. Es sei R ein primitiver Ring. Genau dann gibt es einen Rechtsvek-
torraum V endlichen Ranges u¨ber einem Ko¨rper K, so dass R zu EndK(V )
isomorph ist, wenn R artinsch ist. Insbesondere entha¨lt jeder solche Ring eine
Eins.
Beweis. Es sei V ein Rechtsvektorraum endlichen Ranges u¨ber dem Ko¨rper
K. Dann ist JK(V ) = EndK(V ), so dass EndK(V ) nach 4.15 artinsch ist. Somit
ist R artinsch, wenn R zu EndK(V ) isomorph ist.
Es sei R artinsch. Ferner sei M ein treuer, irreduzibler R-Rechtsmodul.
Dann ist M ein Linksvektorraum u¨ber dem Ko¨rper K := EndR(M). Setze
Ψ :=
{
O(X) | X ∈ EK(M)}.
Weil R artinsch ist, entha¨lt Ψ ein minimales O(Y ). Nach 6.6 ist Y dann ein
maximales Element von EK(M). Es folgt, dass Y = M ist. Ist n der Rang von
M und ist b1, . . . , bn eine Basis von M , sind ferner v1, . . . , vn irgendwelche
Elemente von M , so gibt es nach dem Dichtesatz ein r ∈ R mit bir = vi fu¨r alle
i. Hieraus folgt, da R auf M ja treu operiert, dass R zu EndK(M) isomorph
ist. Ist V der Dualraum des K-Linksvektorraumes M , so folgt mit 5.20, dass R
auch zu EndK(V ) isomorph ist.
6.9. Satz. Es sei R ein Ring. Dann sind die folgenden Bedingungen a¨quivalent:
a) R ist als Ring die direkte Summe von endlich vielen Endomorphismenringen
von Rechtsvektorra¨umen endlichen Ranges.
b) R ist vollsta¨ndig reduzibel und hat eine Eins.
c) R ist artinsch und fu¨r jedes minimale Rechtsideal I von R gilt I2 6= {0}.
Beweis. Endomorphismenringe von Rechtsvektorra¨umen endlichen Ranges
haben eine Eins und sind nach 4.13 vollsta¨ndig reduzibel sind; daher ist b) eine
Folge von a).
Es gelte b). Nach 4.6 ist R =
⊕
Φ∈IR(R)/≡HΦ. Weil R eine Eins hat, gibt
es endlich viele homogene Komponenten H1, . . . , Ht von R mit 1 ∈
∑t
k:=1Hk.
Es folgt R ⊆ ∑tk:=1Hk, so dass R nur endlich viele homogene Komponenten
hat. Ist H eine von ihnen, so ist H die Summe von minimalen Rechtsidealen.
Mit dem gleichen Argument erha¨lt man, dass H Summe von endlich vielen
minimalen Rechtsidealen ist. Hieraus folgt, dass der Rechtsidealverband von
H eine projektive Geometrie endlichen Ranges ist. Da R die direkte Summe
von endlich vielen homogenen Komponenten ist, ist R daher artinsch. Es sei
schließlich I ein minimales Ideal von R. Weil R vollsta¨ndig reduzibel ist, gibt
es ein Rechtsideal J mit R = I ⊕ J . Es gibt daher ein i ∈ I und ein j ∈ J mit
1 = i+ j. Es folgt
i = 1i = i2 + ji
und weiter
ji = i− i2 ∈ I ∩ J = {0}.
Also ist i2 = i. Wa¨re nun i = 0, so wa¨re 1 ∈ J und daher R ⊆ J . Also ist i 6= 0,
so dass auch I2 6= {0} ist. Damit ist c) aus b) hergeleitet.
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Es gelte c). Weil R artinsch ist, gibt es zu jedem von {0} verschiedenen
Rechtsideal J von R ein minimales Rechtsideal I mit I ⊆ J . Es gibt also
eine Auswahlfunktion µ, so dass µ(J) fu¨r alle solchen J ein minimales, in J
enthaltenes Rechtsideal ist. Setzt man noch µ({0}) := {0}, so ist µ auf der
Menge aller Rechtsideale von R definiert.
Auf Grund unserer Annahme u¨ber die minimalen Rechtsideale von R gibt
es nach 6.3 eine Auswahlfunktion e, so dass eI fu¨r alle minimalen Rechtsideale
I ein Idempotent ist, welches in I liegt und von 0 verschieden ist. Ist I das
Nullideal, so setzen wir noch eI = 0. Es sei nun I ein minimales Rechtsideal
von R. Dann ist eI /∈ O(eI). Andererseits ist O(eI) nach 4.2 ein regula¨res,
maximales Rechtsideal. Daher gilt
R = I +O(eI).
Aus dem dedekindschen Rekursionssatz folgt die Existenz einer Abbildung g
der Menge der nicht negativen Zahlen in die Menge der Rechtsideale von R mit
g(0) = R und
g(n+ 1) = g(n) ∩O(eµ(g(n))).
Es folgt
g(n) = g(n) ∩ (µ(g(n)) +O(eµ(g(n)))) = µ(g(n))+ g(n+ 1).
Mittels Induktion folgt die Gu¨ltigkeit von
R =
n∑
i:=0
µ
(
g(i)
)
+ g(n+ 1)
fu¨r alle n. Nun ist aber g(n+ 1) ⊆ g(n) fu¨r alle n. Weil R artinsch ist, gibt es
also ein N mit g(N) = g(N + 1). Hieraus folgt weiter
µ
(
g(N)
) ⊆ g(N) ∩O(eµ(g(N))).
Dies hat
R = µ
(
g(N)
)
+O(eµ(g(N))) = O(eµ(g(N)))
zur Folge, was wiederum g(N) = {0} nach sich zieht. Also ist R Summe von
minimalen Rechtsidealen und folglich, da deren Quadrat ja niemals das Nullideal
ist, vollsta¨ndig reduzibel.
Nach 4.6 ist R direkte Summe seiner homogenen Komponenten, von denen
es nur endlich viele gibt, da R artinsch ist. Mittels 6.2 und 6.4 folgt weiter,
dass die homogenen Komponenten von R allesamt einfache Ringe sind. Ein-
fache, vollsta¨ndig reduzible Ringe sind aber stets primitiv. Mittels 6.8 folgt
dann, dass die homogenen Komponenten von R zu Endomorphismenringen von
Rechtsvektorra¨umen isomorph sind. Damit ist a) aus c) hergeleitet und der Satz
bewiesen.
Die Bedingung c) wird in der Literatur meist so formuliert, dass man sagt, R
sei ein halbeinfacher, artinscher Ring, wobei halbeinfach bedeutet, dass J(R) =
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{0} ist. Benutzt man diese Formulierung, so muss man zeigen, dass das Jacob-
son-Radikal eines Ringes R alle nilpotenten Rechtsideale von R entha¨lt. Ferner
muss man zeigen, dass das Jacobson-Radikal eines artinschen Ringes nilpotent
ist.
Der soeben bewiesene Satz ist grundlegend fu¨r die Darstellungstheorie end-
licher Gruppen, wie wir gleich belegen werden. Zuvor jedoch mu¨ssen wir noch
den Begriff der Gruppenalgebra einer endlichen Gruppe einfu¨hren. Dazu sei K
ein kommutativer Ko¨rper und G sei eine endliche Gruppe. Wir interpretieren
G als Basis eines Vektorraumes K[G] u¨ber K, von dem wir auf Grund der
Kommutativita¨t von K annehmen du¨rfen, dass er zweiseitig ist. Sind dann
x :=
∑
g∈G kgg und y :=
∑
h∈G lhh zwei Elemente von K[G], so definieren wir
ihr Produkt xy durch
xy :=
∑
g∈G
∑
a,b∈G
ab=g
kalbg.
Auf diese Weise wird K[G] zu einer K-Algebra, der Gruppenalgebra von G u¨ber
K. Es gilt nun der
6.10. Satz von Maschke. Ist K ein kommutativer Ko¨rper, ist G eine endliche
Gruppe und ist K[G] ihre Gruppenalgebra u¨ber K, so ist K[G] ein artinscher
Ring mit Eins. Genau dann ist K[G] vollsta¨ndig reduzibel, wenn die Charakter-
istik von K kein Teiler von |G| ist.
Beweis. Die Eins von G ist auch die Eins von K[G]. Dass K[G] artinsch ist,
liegt daran, dass K[G] ein Vektorraum endlichen Ranges u¨ber K ist. Damit ist
der banale Teil des Satzes bewiesen.
Die Charakteristik von K sei ein Teiler von |G|. Setze a := ∑g∈G g. Weil
G eine Basis von K[G] ist, ist a 6= 0. Ist x ∈ G, so ist ax = a = xa, so dass
a im Zentrum von K[G] liegt. Dies beinhaltet, dass aK[G] ein vom Nullideal
verschiedenes, zweiseitiges Ideal von K[G] ist. Nun ist
a2 = a
∑
g∈G
g = |G|a = 0.
Daher ist (aK[G])2 = {0}. Weil R artinsch ist, entha¨lt aK[G] ein minimales
Rechtsideal I. Fu¨r dieses gilt dann I2 = {0}, so dass K[G] nach 6.9 nicht
vollsta¨ndig reduzibel ist.
Es sei K[G] nicht vollsta¨ndig reduzibel. Dann entha¨lt K[G] nach 6.9 ein
minimales Rechtsideal I mit I2 = {0}. Es sei 0 6= i ∈ I. Dann ist i = ∑g∈G kgg,
wobei es wenigstens ein h ∈ G gibt mit kh 6= 0. Dann ist auch ih−1 ein
von 0 verschiedenes Element von I, so dass wir annehmen du¨rfen, dass in der
Entwicklung fu¨r i das Element k1 von Null verschieden ist.
Ist a ∈ K[X], so ist die Abbildung αa, die durch αa(x) := xa fu¨r alle x ∈
K[G] definiert wird, eineK-lineare Abbildung vonK[G] in sich. Ist insbesondere
a ∈ G, so ist Spur(αa) = 0, wenn a 6= 1 gilt, und Spur(αa) = |G|, wenn a = 1
ist. Hieraus folgt
Spur(αi) =
∑
g∈G
kgSpur(αg) = k1|G|.
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Nun ist aber i2 = 0, so dass alle Eigenwerte von αi gleich 0 sind. Dann ist
aber auch die Spur von α gleich 0, da sie die Summe der Eigenwerte ist. Also
ist k1|G| = 0. Weil k1 aber nicht 0 ist, ist |G| in K gleich 0. Folglich ist
die Charakteristik von K ein Teiler von |G|. Damit ist der Satz von Maschke
bewiesen.
Zusammen mit Satz 6.9 besagt der Satz von Maschke, dass der Gruppen-
ring einer endlichen Gruppe, falls die Charakteristik des zu Grunde liegenden
kommutativen Ko¨rpers die Gruppenordnung nicht teilt, die direkte Summe von
endlich vielen Endomorphismenringen von Vektorra¨umen endlichen Ranges ist.
Es ist zu beachten, dass die Ko¨rper, u¨ber denen diese Vektorra¨ume definiert sind,
zwar alle K enthalten, aber durchaus nicht immer gleich K sind. Einzelheiten
findet der Leser in den Bu¨chern zur Darstellungstheorie endlicher Gruppen.
Wir wenden uns nun wieder der Untersuchung beliebiger einfacher, vollsta¨n-
dig reduzibler Ringe zu. Dabei folgen wir bislang unvero¨ffentlichten Notizen
von Herrn U. Dempwolff.
6.11. Satz. Es sei R ein einfacher, vollsta¨ndig reduzibler Ring und M sei ein
treuer, irreduzibler Rechtsmodul u¨ber R. Setze
K := EndR(M).
Dann ist K ein Ko¨rper und M ist ein Linksvektorraum u¨ber K. Weil R auf M
treu operiert, du¨rfen wir R ⊆ EndK(M) annehmen. Wir setzen
Ξ :=
{
U | U ∈ LK(M) und es gibt ein r ∈ R mit U = Kern(r)}.
Dann gilt:
a) Ist U ∈ Ξ, so ist KoRgM (U) endlich, dh. es ist R ⊆ JK(M).
b) Ist U ∈ Ξ, ist V ∈ LK(M) und gilt U ≤ V , so ist V ∈ Ξ.
c) Sind U , V ∈ Ξ, so ist auch U ∩ V ∈ Ξ.
d) Es ist
⋂
U∈Ξ U = {0}.
Ferner gilt: R =
{
r | r ∈ EndK(M),Kern(r) ∈ Ξ}.
Beweis. Wir beweisen zuna¨chst
1) Genau dann ist I ein minimales Rechtsideal von R, wenn es eine Hyper-
ebene H ∈ Ξ gibt mit I = O(H). Ist I ein minimales Rechtsideal, so gibt es ein
Idempotent pi ∈ I mit I = piR.
Es sei I ein minimales Rechtsideal von R. Weil R einfach ist, gibt es dann
nach 6.4 und 6.3 ein Idempotent pi ∈ I mit I = piR. Setze H := {m − mpi |
m ∈ M}. Dann ist H ∈ LK(M). U¨berdies gilt H ≤ Kern(pi). Ist andererseits
m ∈ Kern(pi), so ist m = m −mpi ∈ H, so dass H = Kern(i) ist. Es seien nun
u und v zwei Elemente von M , so dass upi und vpi linear unabha¨ngig sind. Auf
Grund des Dichtesatzes, der ja fu¨r R gilt, gibt es dann ein r ∈ R, so dass upir 6= 0
und vpir = 0 ist. Es folgt 0 6= pir ∈ I und damit pirR = I. Es gibt also ein s ∈ R
mit pirs = pi. Es folgt der Widerspruch vpi = vpirs = 0. Damit ist gezeigt, dass
H eine Hyperebene von M ist. Es gilt ferner, dass I = piR ⊆ O(H) ist. Es sei
s ∈ O(H) und m ∈ M . Dann ist m = mpi + m −mpi. Es folgt ms = mpis, so
dass s = pis ∈ I gilt. Somit ist I = O(H).
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Es sei H eine Hyperebene, die zu Ξ geho¨rt. Es gibt dann ein λ ∈ R mit
Kern(λ) = H. Es folgt λR ⊆ O(H). Weil λ 6= 0 ist, gibt es ein in λR enthaltenes
minimales Rechtsideal I von R. Wie wir bereits gesehen haben, entha¨lt I ein
Idempotent pi mit piR = I = O(Kern(pi)). Weil Kern(pi) eine Hyperebene ist,
die H entha¨lt, ist H = Kern(pi). Somit ist O(H) = I ⊆ λR ⊆ O(H), so dass
O(H) in der Tat ein minimales Rechtsideal ist.
2) Es seien H1, . . . , Ht Hyperebenen, die zu Ξ geho¨ren. Setze
Vi :=
⋂
k:=1,...,t, k 6=i
Hk
fu¨r i := 1, . . . , t. Es gelte ferner
Vi 6≤ Hi
fu¨r i := 1, . . . , t. Es gibt dann ein Idempotent pi ∈ R mit ⋂ti:=1Hi = Kern(pi).
Insbesondere ist O(
⋂t
i:=1Hi) = piR.
Ist t = 1, so ist dies richtig nach 1). Es sei also t ≥ 2. Wir setzen
U :=
t⋂
i:=1
Hi.
Es gibt dann ai ∈ Vi mit Vi = Kai ⊕ U . Auf Grund der Annahme u¨ber die
Hyperebenen ist
M = U +
t∑
i:=1
Kai.
Zu jedem i gibt es nach 1) ein Idempotent pii mit Kern(pii) = Hi. Weil Vi 6≤ Hi
gilt, folgt aipii 6= 0. Daher gelten die Gleichungen
a1O(H1) = M,
a2O(H2) = M,
...
atO(Ht) = M.
Es gibt also λi ∈ O(Hi) mit aiλi = ai. Ist i 6= j, so ist aj ∈ Hi, so dass ajλi = 0
ist. Setze pi :=
∑t
i:=1 λi. Ist nun m ∈M , so gibt es ki ∈ K und ein u ∈ U mit
m = u+
t∑
i:=1
kiai.
Dann folgt mλi = kiai und weiter
mpi =
t∑
i:=1
kiai.
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Weil die ai linear unabha¨ngig sind, folgt, dass der Kern von pi gleich U ist.
Ferner folgt mpi2 = mpi fu¨r alle m ∈ M , so dass pi in der Tat ein Idempotent
ist.
Um auch die letzte Aussage zu beweisen, bemerken wir zuna¨chst, dass piR ⊆
O(
⋂t
i:=1Hi) gilt. Es sei r ∈ O(
⋂t
i:=1Hi). Ist dann wieder m = u+
∑t
i:=1 kiai,
so folgt
mr =
t∑
i:=1
kiair = mpir.
Also ist r = pir ∈ piR. Damit ist 2) bewiesen.
Als Na¨chstes beweisen wir:
3) Es seien H1, . . . , Ht Hyperebenen, die zu Ξ geho¨ren. Setze
Vi :=
⋂
k:=1,...,t, k 6=i
Hk
fu¨r i := 1, . . . , t. Es gelte ferner
Vi 6≤ Hi
fu¨r i := 1, . . . , t. Ist dann H eine Hyperebene von M mit
⋂t
i:=1Hi ≤ H, so ist
H ∈ Ξ.
Dies ist richtig, falls H gleich einem der Hi ist. Dies ist sicher dann der Fall,
wenn t = 1 ist. Wir du¨rfen daher annehmen, dass H von allen Hi verschieden
ist und dass der Satz fu¨r t− 1 gilt. Wendet man 2.6 auf LK(M/⋂ti:=1Hi)d an,
so folgt die Existenz einer Hyperebene H ′ mit H1∩H ′ ≤ H und
⋂t
i:=2Hi ≤ H ′.
Wir du¨rfen daher annehmen, dass t = 2 und — nach Induktionsannahme —
dass H ′ = H2 ist. Weil H von H1 und H2 verschieden ist, gibt es ein von Null
verschiedenes p ∈ H mit H = Kp ⊕ (H1 ∩ H2). Es folgt pO(H1) = M und
pO(H2) = M . Es gibt also ein ri ∈ O(Hi) fu¨r i := 1, 2 mit pr1 = p = −pr2.
Setze f := r1 + r2. Dann ist H ≤ Kern(f), wie man unmittelbar sieht. Wa¨re
f = 0, so folgte r1 = −r2. Weil weder r1 noch r2 Null sind, folgte mit 1) weiter
O(H1) = r1R = r2R = O(H2), da die Ideale O(Hi) ja minimal sind. Hieraus
folgte aber der Widerspruch H1 = H2. Also ist f 6= 0 und daher Kern(f) = H.
a) Es sei r ∈ R. Es gibt dann endlich viele minimale Rechtsideale I1, . . . , It
mit r ∈ ∑tk:=1 Ik. Nach 1) gibt es Hyperebenen H1, . . . , Ht mit O(Hk) = Ik.
Ist m ∈ ⋂tk:=1Hk, so folgt mr = 0, so dass
t⋂
k:=1
Hk ≤ Kern(r)
gilt. Folglich hat Kern(r) endlichen Ko-Rang, so dass a) bewiesen ist.
b) Wir haben gerade gesehen, dass es Hyperebenen H1, . . . , Ht ∈ Ξ gibt
mit
⋂t
i:=1Hi ≤ U . Da alle Hyperebenen von M , die oberhalb des Schnitts der
Hi liegen, nach 3) zu Ξ geho¨ren, und da V Schnitt von endlich vielen dieser
Hyperebenen ist, geho¨rt auch V nach 2) zu Ξ.
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Der Beweis von c) ist analog dem von b).
d) Es sei schließlich m ∈ ⋂U∈Ξ U . Dann ist mR = {0} und daher m = 0, da
M ja irreduzibel ist. Damit ist auch d) bewiesen.
Um die letzte Aussage zu beweisen, sei U ∈ Ξ. Da U sich dann als Schnitt
von unabha¨ngigen Hyperebenen darstellen la¨sst, die alle zu Ξ geho¨ren, gibt es
eine Projektion pi mit O(U) = piR. Es folgt, dass M = Mpi ⊕ U ist. Es sei
nun a1, . . . , an eine Basis von Mpi. Ferner sei s ∈ EndK(M) und es gelte
U ≤ Kern(s). Auf Grund des Dichtesatzes gibt es ein r ∈ R mit air = ais fu¨r
alle i. Hieraus folgt aipir = ais fu¨r alle i. Da U sowohl von pir als auch von s
annulliert wird, gilt also s = pir ∈ R. Damit ist alles bewiesen.
Eine unmittelbare Folgerung aus der Aussage 2) des Beweises von 6.11
notieren wir als
6.12. Korollar. Ist R ein einfacher, vollsta¨ndig reduzibler Ring, so gibt es zu
jedem endlich erzeugten Rechtsideal I von R ein Idempotent pi ∈ I mit I = piR.
Die Teilmenge I des Verbandes L heißt duales Ideal von L, wenn aus A,B ∈ I
stets auch A∩B ∈ I folgt und mit A auch alle X mit A ≤ X zu I geho¨ren. Die
in Satz 6.11 definierte Menge Ξ ist also ein duales Ideal von LK(M).
6.13. Satz. Es sei K ein Ko¨rper und M sei ein von {0} verschiedener
Linksvektorraum u¨ber K. Ferner sei Ξ ein duales Ideal von LK(M) aus Un-
terra¨umen endlichen Ko-Ranges und es gelte
⋂
U∈Ξ u = 0. Ist dann
R :=
{
r | r ∈ EndK(M), Kern(r) ∈ Ξ},
so ist R einfach und vollsta¨ndig reduzibel. U¨berdies ist M ein treuer, irreduzibler
R-Rechtsmodul.
Beweis. Weil M nicht trivial ist, folgt aus
⋂
U∈Ξ U = {0}, dass Ξ nicht leer
ist. Weiter folgt, dass es zu linear unabha¨ngigen a1, . . . , an ein U ∈ Ξ gibt mit
(
∑n
i:=1Kai) ∩ U = {0}. Um dies einzusehen, setzen wir
X :=
n∑
i:=1
Kai.
Weil X endlichen Rang hat, gibt es dann ein U ∈ Ξ, so dass X∩U von minimalen
Rang ist. Ist nun W ∈ Ξ, so ist auch U ∩W ∈ Ξ. Hieraus folgt, dass
X ∩ U ∩W = X ∩ U
ist. Somit ist X ∩ U ≤ W fu¨r alle W ∈ Ξ. Folglich ist X ∩ U = {0}, wie
behauptet. Es gibt nun ein Komplement V von
∑n
i:=1Kai in M mit U ≤ V .
Sind x1, . . . , xn beliebige Elemente von M , so definieren wir r ∈ EndK(M)
durch air := xi und vr := 0 fu¨r alle v ∈ V . Es folgt U ≤ V ≤ Kern(r), so dass
Kern(r) ∈ Ξ gilt, da Ξ ja ein duales Ideal ist. Folglich ist r ∈ R, so dass die
Folgerung des Dichtesatzes fu¨r R gilt. Hieraus folgt insbesondere, dass M ein
irreduzibler Rechtsmodul u¨ber R ist.
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Es sei H eine Hyperebene, die zu Ξ geho¨rt. Ferner sei 0 6= x ∈ O(H)
sowie y ∈ O(H). Ferner sei u ∈ M − H. Setze v := ux und w := uy. Weil
die Folgerung des Dichtesatzes fu¨r R gilt, gibt es ein r ∈ R mit vr = w. Es
folgt u(xr − y) = 0. Wegen M = Ku ⊕ H ist daher xr = y und folglich
O(H) = xR, so dass O(H) ein minimales Rechtsideal von R ist, fu¨r das u¨berdies
O(H)R = O(H) gilt.
Es sei r ∈ R. Setze U := Kern(r). Weil Ξ ein duales Ideal ist, gibt es dann
Hyperebenen H1, . . . , Hn ∈ Ξ mit U =
⋂n
i:=1Hi. Es folgt
r ∈ O(U) =
n∑
i:=1
O(Hi),
so dass R Summe von minimalen Rechtsidealen ist. Also ist R vollsta¨ndig
reduzibel.
Es seien nun H und H ′ zwei verschiedene Hyperebenen, die beide zu Ξ
geho¨ren. Es sei P ein Punkt auf H, der nicht auf H ′ liegt, und Q ein Punkt
auf H ′, der nicht auf H liegt. Es sei P = Kp und Q = Kq. Schließlich sei
S := K(p + q). Es gibt dann einen Endomorphismus r von M mit pr = q,
qr = p und Kern(r) = H ∩H ′. Weil Ξ ein duales Ideal ist, ist Kern(r) ∈ Ξ, so
dass r ∈ R gilt. Es sei weiter pi die Projektion von M auf S mit Kern(pi) = H
und pi′ die Projektion von M auf S mit Kern(pi′)H ′. Es folgen die Gleichungen
qrpir = ppir = 0 = qpi′,
(p+ q)rpir = p+ q = (p+ q)pi′,
urpir = 0 = upi′
fu¨r alle u ∈ H ∩ H ′. Daher ist rpir = pi′. Definiert man nun die Abbildung λ
durch λ(pis) := rpis, so ist λ ein Homomorphismus von O(H) = piR auf rpiR.
Wegen rpir = pi′ ∈ rpiR ∩ O(H ′) ist λ also ein Isomorphismus von O(H) auf
O(H ′). Hieraus folgt insbesondere, dass R homogen ist.
Die Ideale der Form O(H) mit einer Hyperebene H ∈ Ξ sind aber alle
minimalen Rechtsideale von R. Ist na¨mlich I ein minimales Rechtsideal und ist
H eine Hyperebene in ξ, so gibt es, da R homogen ist, einen Isomorphismus
λ von O(H) auf I. Wie wir bereits gesehen haben, wird O(H) von einem
Idempotent pi erzeugt. Setze r := λ(pi). Dann ist r = rpi ∈ I ∩ rR. Wegen der
Minimalita¨t von I ist daher I ⊆ rR, so dass I = rR ist. Wegen r ∈ O(Kern(r))
gilt weiter I ⊆ O(Kern(r)). Weil der Rang von pi gleich 1 und r 6= 0 ist,
ist 1 auch der Rang von r. Folglich ist Kern(r) eine Hyperebene. Somit ist
O(Kern(r)) ein minimales Rechtsideal und folglich I = O(Kern(r)).
Weil nun alle minimalen Rechtsideale Idempotente enthalten, ist ihr Quadrat
niemals das Nullideal. Daher ist das Jacobson-Radikal von R gleich dem Null-
ideal, so dass R einfach ist. Hieraus folgt schließlich, dass M auch ein treuer
R-Modul ist.
6.14. Satz. Es sei R ein einfacher, vollsta¨ndig reduzibler Ring und M sei ein
treuer, irreduzibler R-Rechtsmodul. Setze K := EndR(M). Ist L ein Linksideal
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von R, so setzen wir
Ψ(L) :=
∑
σ∈L
Mσ.
Ist U ∈ LK(M), so setzen wir
Φ(U) := {σ | σ ∈ R, Mσ ≤ U}.
Dann ist Ψ ein Isomorphismus von LR(R) auf LK(M) und es gilt Ψ−1 = Φ.
Beweis. Es ist trivial, dass Φ(U) ein Linksideal von R und dass Φ(L) ein
Teilraum von M ist.
Es sei Ξ die Menge der Kerne der Elemente von R. Nach 6.11 ist Ξ dann
ein duales Ideal von LK(M) aus Unterra¨umen endlichen Ko-Ranges, fu¨r das
außerdem
⋂
U∈Ξ U = {0} gilt. Weil jedes U ∈ Ξ Schnitt von Hyperebenen ist,
die ebenfalls zu Ξ geho¨ren, gilt sogar⋂
H∈Ξ, H ist Hyperebene
H = {0}.
Ferner ist
R =
{
r | r ∈ EndK(M), Kern(r) ∈ Ξ}.
Es sei U ∈ LK(M). Dann ist
ΨΦ(U) = Ψ
({σ | σ ∈ R, Mσ ≤ U}) = ∑
σ∈R,Mσ≤U
Mσ ≤ U.
Es sei P ein Punkt mit P ≤ U . Nach der zuvor gemachten Bemerkung, dass
der Schnitt u¨ber die zu Ξ geho¨renden Hyperebenen Null ist, gibt es also eine
Hyperebene H ∈ Ξ mit M = P ⊕H. Es sei pi die Projektion von M auf P mit
Kern H. Dann ist pi ∈ R und wegen Mpi = P ≤ U gilt sogar pi ∈ Φ(U). Folglich
ist P = Mpi ≤ ΨΦ(U). Weil U die obere Grenze der in U liegenden Punkte ist,
ist also U ≤ ΨΦ(U), so dass in der Tat U = ΦΨ(U) ist.
Es sei L ein Linksideal von R. Dann ist
ΦΨ(L) = Φ
(∑
σ∈LMσ
)
= {τ | τ ∈ R,Mτ ≤∑σ∈L Mσ} ⊇ L.
Es sei τ ∈ ΦΨ(L). Wir mu¨ssen zeigen, dass τ ∈ L ist. Nun hat Mτ
endlichen Rang. Wie wir weiter oben schon gesehen haben, gibt es ein C ∈ Ξ
mit M = Mτ ⊕C. Ist pi die Projektion von M auf Mτ mit Kern(pi) = C, so ist
τ ∈ ΦΨ(L) und es gilt τpi = τ . Es genu¨gt daher zu zeigen, dass pi ∈ L gilt. Ist
b1, . . . , bn eine Basis von Mτ , so definieren wir Projektionen ρi durch bjρi := 0,
fu¨r j 6= i und biρi := bi sowie cρi := 0 fu¨r alle c ∈ C. Weil Ξ ein duales Ideal
ist, liegen alle ρi in R und damit in ΦΨ(L). Weil pi =
∑n
i:=1 ρi ist, du¨rfen wir
daher annehmen, dass der Rang von pi gleich 1 ist.
Es gibt nun σ1, . . . , σt in L mit
Mpi ≤
t∑
i:=1
Mσi.
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Es sei Mpi = Kp. Ein solches p gibt es, da der Rang von pi ja Eins ist. Es gibt
dann mi ∈ M mit p =
∑t
i:=1miσi. Es sei 0 6= m ∈ M . Dann ist mR = M . Es
gibt daher λi ∈ R mit mi = mλi. Es folgt
p = m
t∑
i:=1
λiσi,
so dass also p = mσ ist mit einem σ ∈ L. Es gibt eine Projektion α ∈ R von M
auf Km. Es folgt
p = mασ,
so dass wir annehmen du¨rfen, dass σ den Rang 1 hat.
Weil der Rang von σ gleich Eins ist, ist also σ, pi ∈ Ψ(Kp). Der Ko-Rang
von U := Kern(pi) ∩ Kern(σ) sei gleich 2. Dann geho¨rt U wiederum zu Ξ. Es
gibt nun Elemente a1 und a2 mit Kern(pi) = Ka1⊕U und Kern(σ) = Ka2⊕U .
Es folgt
M = Ka1 ⊕Ka2 ⊕ U.
Wir definieren ρ durch a1ρ := a2, a2ρ = a1 und Kern(ρ) := U . Es folgt
a1ρσ = 0, so dass Kern(ρσ) = Kern(σ) ist. Es folgt weiter, dass Mρσ = Kp ist.
Wir du¨rfen daher annehmen, dass der Kern von σ gleich dem Kern von pi ist.
Definiere µ ∈ R durch mµ = km und Kern(µ) = Kern(pi), wobei k ∈ K
durch mpi = kp definiert sei. Dann ist
mµσ = kmσ = kp = mpi
und folglich pi = µσ, da die Kerne der drei Abbildungen identisch sind. Also ist
pi = µσ ∈ L, so dass in der Tat L = ΦΨ(L) ist. Damit ist der Satz bewiesen.
Ist R ein einfacher, vollsta¨ndig reduzibler Ring, so ist er auch als Linksmodul
u¨ber sich vollsta¨ndig reduzibel, wie der gerade bewiesene Satz zeigt. Dennoch
besteht scheinbar eine Unsymmetrie zwischen dem Verband der Linksideale und
dem Verband der Rechtsideale von R. Dieser Eindruck der Unsymmetrie wird
noch besta¨rkt durch das folgende Beispiel.
Es sei M ein Linksvektorraum u¨ber dem Ko¨rper K und B sei eine Basis von
M . Wir nehmen an, dass B nicht endlich sei. Es sei Ξ die Menge der Teilra¨ume
U von M , fu¨r die B − U endlich ist. Dann ist Ξ ein duales Ideal von LK(M)
mit Ξ ⊆ EK(M) und ⋂U∈Ξ U = {0}. Setzt man
R :=
{
σ | σ ∈ JK(M), Kern(σ) ∈ Ξ},
so ist R nach 6.13 ein vollsta¨ndig reduzibler, einfacher Ring. Dieser Ring ist
nun nicht gleich JK(M). Ist na¨mlich a ∈ B und definiert man ρ durch bρ := a
fu¨r alle b ∈ B, so ist ρ ∈ JK(M) und es gilt B ∩ Kern(ρ) = {0}. Somit liegt ρ
nicht in R.
Diese scheinbare Unsymmetrie wird aber beseitigt, wenn man neben einem
irreduziblen Rechtsmodul u¨berR einen geeigneten irreduziblen Linksmodul u¨ber
R in die Betrachtungen mit einbezieht. Der Rest dieses Abschnitts sei der
Darstellung dieses Sachverhalts gewidmet.
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Das Rechtsideal I des Ringes R heißt nilpotent , wenn es eine natu¨rliche Zahl
n gibt, so dass In = {0} ist. Nilpotente Linksideale, bzw. nilpotente Ideale
werden entsprechend definiert.
6.15. Satz. Es sei R ein Ring. Dann sind die folgenden Aussagen gleichbe-
deutend:
a) R entha¨lt kein von {0} verschiedenes nilpotentes Rechtsideal.
b) R entha¨lt kein von {0} verschiedenes nilpotentes Ideal.
c) R entha¨lt kein von {0} verschiedenes nilpotentes Linksideal.
Beweis. Weil zweiseitige Ideale auch Rechtsideale sind, ist b) eine Konse-
quenz von a).
Es sei I ein nicht triviales nilpotentes Rechtsideal von R. Ist dann RI = {0},
so ist I sogar ein zweiseitiges nilpotentes Ideal von R. Es sei also RI 6= {0} und
In = {0}. Dann ist RI ein nicht triviales zweiseitiges Ideal von R. Wegen
(RI)n = R(IR)n−1I ⊆ RIn = {0}
ist RI nilpotent. Somit ist a) eine Folge von b)
Die A¨quivalenz von b) mit c) beweist sich entsprechend.
6.16. Satz. Es sei R ein Ring ohne von {0} verschiedene, zweiseitige Ideale.
Ist e ein von 0 verschiedenes Idempotent von R, so sind die folgenden Aussagen
a¨quivalent:
a) eR ist ein minimales Rechtsideal von R.
b) eRe ist ein Ko¨rper.
c) Re ist ein minimales Linksideal von R.
Beweis. Es gelte a). Wegen e = e3 ∈ eRe besteht eRe nicht nur aus der
Null. Weiter folgt (ere)R = eR, falls nur ere 6= 0 ist. Es gibt dann ein s ∈ R
mit eres = e2 = e. Hieraus folgt weiter
e = e2 = erese = ereese,
so dass ere ein Rechtsinverses hat. Da e eine Rechtseins von eRe ist, bilden die
von Null verschiedenen Elemente von eRe eine Gruppe, so dass eRe ein Ko¨rper
ist.
Es gelte b) und I sei ein von {0} verschiedenes Rechtsideal, welches in eR ent-
halten ist. Weil R keine nicht trivialen, nilpotenten zweiseitigen Ideale entha¨lt,
folgt mit 6.15, dass I2 6= {0} ist. Nun ist I2 ⊆ IeR und daher IeR 6= {0}.
Hieraus folgt die Existenz eines a ∈ I mit aeR 6= {0}. Wegen I ⊆ eR ist ea = a.
Es folgt
eae = ae = ae2 ∈ IeR ⊆ I.
Somit ist eae ein von Null verschiedenes Element im Schnitt von I mit eRe.
Weil eRe ein Ko¨rper ist, gibt es ein b ∈ R mit e = eaeebe. Hieraus folgt e ∈ I
und damit eR ⊆ I, so dass eR in der Tat ein minimales Rechtsideal ist.
Die A¨quivalenz von b) mit c) beweist sich entsprechend.
6.17. Satz. Es sei R ein einfacher Ring und e sei ein Idempotent von R, so
dass K := eRe ein Ko¨rper ist. Setze W := eR und V := Re. Dann gilt:
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a) Es ist W ∩ V = K.
b) W ist ein Links- und V ein Rechtsvektorraum u¨ber K.
c) Die Abbildung, die w ∈W und v ∈ V ihr Produkt wv in R zuordnet, ist eine
Koppelung von W mit V u¨ber K.
d) Ist ϕ ∈ EndR(W ), so ist ϕe ∈ K und es gilt ϕw = (ϕe)w fu¨r alle w ∈ W .
Somit ist K zu EndR(W ) isomorph.
e) Ist ϕ ∈ EndR(V ), so ist ϕe ∈ K und es gilt vϕ = v(ϕe) fu¨r alle v ∈ V .
Somit ist K zu EndR(V ) isomorph.
f) Fu¨r R gilt der Dichtesatz sowohl als Unterring von EndK(V ) als auch als
Unterring von EndK(W ).
Beweis. a) Es ist K = eRe ⊆ Re∩eR = W ∩V . Ist andererseits x ∈ Re∩eR,
so ist x = re = es und folglich x = exe ∈ K.
b) ist trivial.
c) Von den nachzuweisenden Bedingungen sind nur die Bedingungen 5) und
6) nicht vo¨llig banal. Es sei also w ∈ W und es gelte wV = {0}. Ferner sei
w = er. Dann ist also erse = 0 fu¨r alle s ∈ R. Wa¨re er 6= 0, so folgte erR = eR,
da eR wegen der Einfachheit von R nach 6.16 ein minimales Ideal ist. Es ga¨be
daher ein t ∈ R mit ert = e. Hieraus folgte der Widerspruch 0 = erte = e.
Entsprechend zeigt man, dass aus Wv = {0} folgt, dass v = 0 ist.
d) Es ist ϕe ∈W = eR. Hieraus folgt
ϕe = ϕ(e2) = (ϕe)e ∈ eRe = K.
Alles weitere ist banal.
e) beweist sich wie d).
f) folgt mittels d) bzw. e), da R als einfacher Ring ja auf jedem irreduziblen
Modul treu operiert, also primitiv ist.
6.18. Satz. Es sei R ein einfacher, vollsta¨ndig reduzibler Ring. Dann entha¨lt
R ein Idempotent e, so dass eR ein minimales Rechtsideal ist. Setze K := eRe.
Dann ist K ein Ko¨rper. Setze W := eR und V := Re. Dann sind W und V
gema¨ß der Beschreibung von Satz 6.17 gekoppelte Vektorra¨ume u¨ber K. Setze
ΞW :=
{
X⊥ | X ∈ EK(V )
}
und
ΞV :=
{
Y > | Y ∈ EK(W )}.
Dann gilt:
a) Der Verband LR(R) der Linksideale von R ist isomorph zu LK(W ).
b) Der Verband LR(R) der Rechtsideale von R ist isomorph zu LK(V ).
c) Es ist
R =
{
σ | σ ∈ JK(W ), Kern(σ) ∈ ΞW}.
d) Es ist
R =
{
σ | σ ∈ JK(V ), Kern(σ) ∈ ΞV
}
.
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Beweis. a) ist nichts Anderes als die Aussage des Satzes 6.14. Sie besagt
daru¨ber hinaus, dass R auch als Linksmodul u¨ber sich vollsta¨ndig reduzibel ist.
Weil V ein irreduzibler Linksmodul u¨ber R ist, gilt daher auch b).
Zur Notation EK(V ), E
K(W ) siehe 6.6 und die Bemerkung vor 5.14.
Um c) zu beweisen, sei zuna¨chst r ∈ R. Dann hat rV endlichen Rang. Ist
w ∈ W , so gilt w(rV ) = {0} genau dann, wenn (wr)V = {0} ist. Dies ist
wiederum genau dann der Fall, wenn wr = 0 ist. Also ist Kern(r) = (rV )⊥,
wobei Kern sich hier auf die Wirkung von r aufW bezieht. Es gilt also Kern(r) ∈
ΞW . Es sei Y ∈ ΞW . Es gibt dann einen Teilraum X ∈ EK(V ) mit Y = X⊥.
Es sei b1, . . . , bn eine Basis von X. Auf Grund des Dichtesatzes, der nach 5.17
ja gilt, gibt es ein r ∈ R mit rbi = bi fu¨r alle i. Es ist X ≤ rV und daher
Kern(r) = (rV )⊥ ≤ X⊥. Nach 6.11 gibt es also ein s ∈ R mit Kern(s) = X⊥ =
Y . Damit ist gezeigt, dass ΞW gerade die Menge der Kern(r) mit r ∈ R ist.
Eine nochmalige Anwendung von 6.11 zeigt dann die Gu¨ltigkeit von c).
d) gilt aus Symmetriegru¨nden.
Was in diesem Abschnitt u¨ber das Jacobson-Radikal eines Ringes gesagt
wurde, ist natu¨rlich alles auf den uns allein interessierenden Fall vollsta¨ndig
reduzibler Ringe zugeschnitten worden. Der Leser, der mehr erfahren mo¨chte,
sei auf die Bu¨cher u¨ber Ringtheorie verwiesen.
7. Endliche projektive Ra¨ume
In diesem Abschnitt wollen wir die Anzahl der Unterra¨ume vom Range i eines
endlichen projektiven Raumes sowie die Anzahl seiner Basen bestimmen. Dies
bedarf noch einiger Vorbereitung. Wir beweisen zuna¨chst den folgenden Satz.
7.1. Satz. Es sei L ein irreduzibler projektiver Verband. Sind A, B und D
Elemente von L mit der Eigenschaft, dass D maximal ist bezu¨glich der Eigen-
schaft, mit A und B trivialen Schnitt zu haben, so ist A + D ≤ B + D oder
B +D ≤ A+D.
Beweis. Es sei P ein Punkt von A + B + D, der nicht in D liegen mo¨ge.
Dann ist A ∩ (D + P ) 6= 0 oder B ∩ (D + P ) 6= 0.
Es sei etwa A∩(D+P ) 6= 0. Es gibt dann einen Punkt Q ≤ A∩(D+P ). Ist
Q = P , so ist P ≤ A+D. Es sei also Q 6= P . Nach 2.6 gibt es dann einen Punkt
R ≤ D mit Q ≤ P +R. Wegen A∩D = 0 ist Q 6= R. Daher ist P +R = Q+R
und folglich P ≤ A+D. Ist B∩ (D+P ) 6= 0, so folgt entsprechend P ≤ B+D.
Also liegen die Punkte von A+B +D in A+D oder in B +D.
Ga¨be es nun einen Punkt U auf A+D, der nicht in B +D la¨ge, und einen
Punkt V auf B +D, der nicht in A+D la¨ge, dann ga¨be es, da L ja irreduzibel
ist, einen Punkt W auf U +V , der weder zu A+D noch zu B+D geho¨rte. Dies
widerspra¨che aber R ≤ A+B+D. Also ist A+D ≤ B+D oder B+D ≤ A+D.
7.2. Satz. Es sei L ein irreduzibler projektiver Verband mit dem gro¨ßten
Element Π. Sind A und B Elemente endlichen Ranges von L und gilt RgL(A) =
RgL(B), so gibt es ein C ∈ L mit
Π = A⊕ C = B ⊕ C.
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Beweis. Weil A und B endlichen Rang haben, hat auch A + B endlichen
Rang, so dass der Quotient (A + B)/0 noethersch ist. Unter allen Teilra¨umen
von A+B, die mit A und B trivialen Schnitt haben, gibt es also einen maximalen
Ranges. Es sei D ein solcher. Nach 7.1 ist dann oBdA A + D ≤ B + D. Nun
ist aber
RgL(A+D) = RgL(A) + RgL(D) = RgL(B) + RgL(D) = RgL(B +D),
so dass A+D = B +D = A+B ist.
Ist nun F ein Komplement von A+B in Π, so ist C := D+F ein gemeinsames
Komplement von A und B in Π.
7.3. Korollar. Ist L ein irreduzibler projektiver Verband, sind A, B ∈ L und
gilt RgL(A) = RgL(B) < ∞, so sind die Quotienten Π/A und Π/B bzw. A/0
und B/0 isomorph.
Beweis. Nach 7.2 gibt es ein gemeinsames Komplement C von A und B.
Daher gilt nach der Transformationsregel
Π/A = (A+ C)/A ∼= C/(A ∩ C) = C/0
= C/(B ∩ C) ∼= (B + C)/B = Π/B
und
A/0 = A/(A ∩ C) ∼= (A+ C)/C
= (B + C)/C ∼= B/(B ∩ C) = B/0,
womit das Korollar bewiesen ist.
7.4. Satz. Ist L ein projektiver Verband, so sind die folgenden Aussagen
a¨quivalent:
a) L ist irreduzibel oder L ist isomorph zu (P (A),⊆), wobei A die Menge der
Punkte von L bezeichne.
b) Ist k eine natu¨rliche Zahl mit k ≤ Rg(L) und sind X und Y zwei Teilra¨ume
des Ranges k von L, so sind die Quotienten X/0 und Y/0 isomorph.
c) Sind G und H zwei Geraden von L, so sind G/0 und H/0 isomorph.
Beweis. a) impliziert b): Ist L irreduzibel, so gilt b) nach 7.3. Ist L zu
(P (A),⊆) isomorph, so ist |X| = k = |Y |, so dass b) auch in diesem Falle gilt.
b) impliziert natu¨rlich c).
c) impliziert a): Gibt es eine Gerade, die mehr als zwei Punkte tra¨gt, so
tragen alle Geraden mehr als zwei Punkte, so dass L nach 2.14 irreduzibel ist.
Gibt es keine solche Gerade, so ist L nach Satz 2.15 zu dem cartesischen Produkt
cartP∈AP/0 isomorph. In jedem Falle gilt also a).
Wir setzen im Folgenden stets voraus, dass der projektive Verband L min-
destens den Rang 2 hat und dass alle seine Geraden gleichviele Punkte tragen.
Sind G und H zwei Geraden des endlichen projektiven Verbandes L, so
tragen die Geraden G und H nach unserer Annahme gleichviele Punkte. Ist
q + 1 diese Anzahl, so heißt q Ordnung von L. Ist L irreduzibel, so ist q ≥ 2.
Im anderen Fall ist q = 1.
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Es sei weiterhin L endlich. Wir bezeichnen mit Ni(k, L) die Anzahl der
Teilra¨ume des Ranges i, die in einem Teilraum des Ranges k von L enthalten
sind. Mit 7.4 folgt auf Grund unserer Annahme u¨ber die Gleichma¨chtigkeit
der Geraden von L, dass diese Zahl wirklich nur von i und k abha¨ngt, nicht
jedoch von der speziellen Auswahl des Unterraumes des Ranges k. Offenbar gilt
N0(1, L) = 1 = N1(1, L). Weiter gilt
7.5. Satz. Es sei L ein endlicher projektiver Verband des Ranges r, dessen
Geraden alle gleichviele Punkte tragen. Ist 0 ≤ i ≤ j ≤ n ≤ r, so ist
Ni(n,L)Nj−i(n− i, L) = Ni(j, L)Nj(n,L).
Beweis. Wie wir schon festgestellt haben, ha¨ngen die fraglichen Zahlen alle
nur von den angegebenen Parametern ab. Es sei nun U ein Unterraum des
Ranges n von L. Ferner sei I die Menge der Paare (A,B) von Unterra¨umen
A und B mit RgL(A) = i, RgL(B) = j und A ≤ B ≤ U . Die Anzahl der B
vom Range j, die ein gegebenes A vom Range i umfassen und gleichzeitig in
U liegen, ist gleich der Anzahl der Teilra¨ume des Ranges j − i des Quotienten
U/A. Ist C ein Komplement von A in U , so gilt nach der Transformationsregel
U/A ∼= C/0. Daher ist diese Anzahl gleich Nj−i(n− i, L). Also ist
| I | = Ni(n,L)Nj−i(n− i, L).
Andererseits ist Ni(j, L) die Anzahl der Teilra¨ume vom Range i, die in einem
gegebenen Teilraum des Ranges j enthalten sind. Analoges gilt fu¨r Nj(n,L).
Daher ist
| I | = Ni(j, L)Nj(n,L),
so dass der Satz bewiesen ist.
Es sei q eine natu¨rliche Zahl. Wir definieren die q-Analoga der Fakulta¨ten
durch (0, q)! := 1 und
(n+ 1, q)! := (n, q)!
n∑
i:=0
qi
fu¨r n ≥ 0. Ist q = 1, so ist (n, q)! = n!.
Sind k und n nicht negative ganze Zahlen und gilt k ≤ n, ist ferner q eine
natu¨rliche Zahl, so setzen wir(
n
k, q
)
:=
(n, q)!
(k, q)!(n− k, q)! .
Ist q = 1, so sind dies die Binomialkoeffizienten. Ist q > 1, so heißen diese
Zahlen gaußsche Zahlen.
Ist q > 1, so gilt (
n
k, q
)
=
k∏
i:=1
qn+1−i − 1
qi − 1 .
Diese Darstellung ist fu¨r das Auge gefa¨lliger.
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7.6. Satz. Es sei L ein endlicher projektiver Verband, dessen Geraden alle
gleichviele Punkte tragen. Es sei q die Ordnung und r der Rang von L. Sind
dann k und n nicht negative ganze Zahlen mit k ≤ n ≤ r, so gilt
Nk(n,L) =
(
n
k, q
)
.
Insbesondere ha¨ngen die Zahlen Nk(r, L) also nur von k, r und q ab.
Beweis. Nach 7.4 sind auf Grund unserer Annahme alle Unterra¨ume gegebe-
nen Ranges von L isomorph. Ist U ein Unterraum des Ranges n und ist P ein
Punkt von U , so ist die Anzahl der Geraden durch P , die in U liegen, gleich der
Anzahl der Unterra¨ume des Ranges 1 in U/P . Ist U = P⊕C, so folgt mittels der
Transformationsregel, dass diese Anzahl gleich der Anzahl der Punkte auf C,
dh., dass sie gleich N1(n−1, L) ist. Auf jeder Geraden durch P liegen q Punkte,
die von P verschieden sind, und je zwei dieser Geraden haben nur P gemeinsam.
Da schließlich jeder Punkt von U mit P durch eine Gerade verbunden ist, ist
N1(n,L) = qN1(n− 1, L) + 1.
Weil N1(1, L) = 1 ist, folgt mittels Induktion, dass
N1(n,L) =
∑n−1
i:=0 q
i =
(
n
1,q
)
ist. Setzt man in 7.5 nun i := 1 und j := k, so folgt
(
∑n−1
i:=0 q
i)Nk−1(n− 1, L) = (
∑k−1
i:=0 q
i)Nk(n,L).
Vollsta¨ndige Induktion liefert nun das gewu¨nschte Ergebnis.
Der soeben bewiesene Satz besagt unter anderem, dass die Binomialkoef-
fizienten wie auch die gaußschen Zahlen natu¨rliche Zahlen sind, letztere zumind-
est fu¨r solche q, die Ordnung eines endlichen projektiven Raumes sind, was nicht
fu¨r alle natu¨rlichen Zahlen zutrifft. Es ist jedoch eine einfache U¨bungsaufgabe
zu zeigen, dass diese einschra¨nkende Voraussetzung an q nicht gemacht werden
muss. Fu¨r die gaußschen Zahlen gilt na¨mlich die Funktionalgleichung(
n+ 1
k, q
)
= q
(
n
k, q
)
+
(
n
k − 1, q
)
.
7.7. Satz. Es sei L ein endlicher projektiver Verband des Ranges r, dessen
Geraden alle gleichviele Punkte tragen. Ist 0 ≤ k ≤ r, so ist
Nk(r, L) = Nr−k(r, L).
Beweis. Weil alle Geraden von L gleichviele Punkte tragen, ist L nach 7.4
irreduzibel oder aber zum Potenzmengenverband einer geeigneten Menge iso-
morph. Weil L endlich ist, ist im ersten Fall Ld nach Fru¨herem projektiv. Im
zweiten Fall ist Ld ebenfalls projektiv. Die Komplementbildung vermittelt ja
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einen Isomorphismus des Potenzmengenverbandes auf seinen dualen Verband.
Wir du¨rfen daher im Folgenden Ld in unserer Argumentation verwenden.
Es sei nun G eine Gerade von L und H sei ein Komplement von G in Π.
Dann ist H eine Gerade von Ld. Aus der Isomorphie von G/0 und Π/H folgt
daher, dass L und Ld die gleiche Ordnung haben. Da diese Verba¨nde nach 5.9
den gleichen Rang haben und die Unterra¨ume vom Ko-Rang r−k von L gerade
die Unterra¨ume vom Range k von Ld sind, folgt mit 7.6
Nk(r, L) = Nk(r, L
d) = Nr−k(r, L).
Wir werden spa¨ter sehen, dass q im Falle r ≥ 4 stets Potenz einer Primzahl
ist. Im Falle r = 3, dh. im Falle, dass L eine projektive Ebene ist, ist das
eine bislang unbewiesene Vermutung. Man weiß nach einem Satz von Bruck
und Ryser, dass eine Zahl q, die kongruent 1 oder 2 modulo 4 ist und die sich
nicht als Summe von zwei Quadraten darstellen la¨sst, niemals die Ordnung einer
endlichen projektiven Ebene ist.
7.8. Satz. Ist L ein endlicher, irreduzibler projektiver Verband der Ordnung
q und des Ranges r, so ist die Anzahl AS(r, q) von geordneten s-Tupeln un-
abha¨ngiger Punkte gleich
(q − 1)−sq 12 s(s−1)
r∏
i:=r+1−s
(qi − 1).
Insbesondere ist die Anzahl der geordneten Basen von L gleich
(q − 1)−rq 12 r(r−1)
r∏
i:=1
(qi − 1).
Beweis. Es ist A1(r, q) = N1(r, q) = (q−1)−1(qr−1). Es sei bereits bewiesen,
dass As(r, q) die angegebene Form hat. Es sei (P1, . . . , Ps) ein unabha¨ngiges s-
Tupel von Punkten. Dann ist das (s + 1)−Tupel (P1, . . . , Ps, Q) genau dann
unabha¨ngig, wenn Q 6≤∑si:=1 Pi gilt. Somit ist die Anzahl dieser (s+ 1)-Tupel
gleich
N1(r, q)−N1(s, q).
Folglich ist
As+1(r, q) = As(r, q)(N1(r, q)−N1(s, q)).
Hieraus folgt mit einer simplen Rechnung die Behauptung.
Es sei L ein projektiver Verband des Ranges r. Sind P1, . . . , Pr+1 Punkte
von L mit der Eigenschaft, dass je r von ihnen unabha¨ngig sind, also eine Basis
von L bilden, so heißt (P1, . . . , Pr+1) Rahmen von L.
7.9. Satz. Ist L ein endlicher irreduzibler projektiver Verband des Ranges r
und der Ordnung q, so ist die Anzahl der Rahmen von L gleich
q
1
2 r(r−1)
r∏
i:=2
(qi − 1).
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Beweis. Es sei P1, . . . , Pr eine Basis. Dann ist die Anzahl der Rahmen
(P1, . . . , Pr, X) gleich (q − 1)r−1 : Dies ist sicherlich richtig, falls r = 2 ist,
da in diesem Falle jedes Punktetripel ein Rahmen ist. Es sei nun r > 2. Es
ist eine einfache U¨bungsaufgabe zu zeigen, dass (P1, . . . , Pr, X) genau dann ein
Rahmen ist, wenn Pr 6= X und X 6≤
∑r−1
i:=1 Pi ist und wenn (P1, . . . , Pr−1, X
′)
mit X ′ := (Pr + X) ∩
∑r−1
i:=1 Pi ein Rahmen von
∑r−1
i:=1 Pi/0 ist. Hieraus folgt,
dass die Anzahl der Rahmen (P1, . . . , Pr, X) gleich q − 1 mal der Anzahl der
Rahmen (P1, . . . , Pr−1, X ′), dh., gleich (q − 1)r−1 ist. Somit ist die Anzahl der
Rahmen von L gleich (q − 1)r−1Ar(r, q). Hieraus folgt mit 7.7 die Behauptung
des Satzes.
8. Kollineationen und Korrelationen
In Abschnitt 1 hatten wir den Begriff des Isomorphismus einer projektiven Ge-
ometrie auf eine andere definiert und in Abschnitt 2 den des Isomorphismus
zwischen zwei Verba¨nden. Dass es bei projektiven Geometrien nicht darauf
ankommt, welchen der beiden Isomorphiebegriffe man der Theorie zu Grunde
legt, zeigt der folgende Satz.
8.1. Satz. Es seien L und L′ zwei projektive Verba¨nde, es sei Σ die projektive
Geometrie aus den Punkten und Geraden von L und Σ′ die projektive Geometrie
aus den Punkten und Geraden von L′. Ist nun σ ein Isomorphismus von Σ auf
Σ′, so gibt es genau einen Isomorphismus τ von L auf L′ mit Pσ = P τ und
Gσ = Gτ fu¨r alle Punkte P und alle Geraden G von Σ. Ist umgekehrt τ ein
Isomorphismus von L auf L′ und definiert man σ durch Pσ := P τ und Gσ := Gτ
fu¨r alle Punkte P und alle Geraden G von Σ, so ist σ ein Isomorphismus von
Σ auf Σ′.
Beweis. Es sei U ∈ L und S(U) bezeichne wieder die Menge der in U
enthaltenen Atome. Dann ist, wie wir wissen, U =
∑
P∈S(M) P . Wir definieren
τ durch Uτ :=
∑
P∈S(M) P
σ. Dann ist τ eine inklusionstreue Abbildung von L
in L′.
Es sei V ∈ L′. Wir setzen
A :=
{
P | P ∈ S(Π), Pσ ∈ S(V )} und U := ∑
P∈A
P.
Dann ist A ⊆ S(U) und folglich V ≤ Uτ . Wir zeigen, dass V = Uτ ist, indem
wir zeigen, dass A = S(U) gilt. Dazu sei Q ein Punkt von U . Es gibt dann
endlich viele Punkte P1, . . . , Pn ∈ A mit Q ≤
∑n
i:=1 Pi. Ist Q = P1, so ist
Q ∈ A. Wir du¨rfen daher annehmen, dass Q von P1 verschieden ist. Wegen
Q ≤ P1 +
∑n
i:=2 Pi gibt es nach 2.6 einen Punkt R in
∑n
i:=2 Pi mit Q ≤ P1 +R.
Nach Induktionsannahme ist R ∈ A, so dass wir R = P2 annehmen du¨rfen.
Weil σ ein Isomorphismus ist, ist Qσ ein Punkt auf Pσ1 + P
σ
2 . Weil Letzteres
eine Gerade von V ist, ist Qσ ein Punkt von V , so dass Q ∈ A gilt. Also ist
A = S(U) und damit Uτ = V . Folglich ist τ surjektiv. Weil σ injektiv und
L relativ atomar ist, ist aber auch τ injektiv. Somit ist τ eine inklusionstreue
Bijektion von L auf L′. Wendet man die gerade ausgefu¨hrte Argumentation auf
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σ−1 an, so sieht man, dass auch τ−1 inklusionstreu ist, so dass τ in der Tat ein
Isomorphismus von L auf L′ ist.
Die Einzigkeit von τ ist banal, wie auch die zweite Aussage des Satzes.
Sind L und L′ projektive Verba¨nde und ist σ ein Isomorphismus von L auf
L
′d, so heißt σ Antiisomorphismus von L auf L′. Nach 8.1 kann ein Antiisomor-
phismus σ auch dadurch beschrieben werden, dass σ eine Bijektion der Menge
der Punkte von L auf die Menge der Hyperebenen von L′ ist, so dass drei Punkte
P , Q und R von L genau dann kollinear sind, wenn der Schnitt der Hyperebe-
nen Pσ, Qσ und Rσ einen Unterraum vom Ko-Rang 2 entha¨lt, wenn also die
Hyperebenen Pσ, Qσ und Rσ so zueinander liegen wie die Bla¨tter eines Buches.
— So beschrieb E. Witt diese Situation einmal in einem Telefongespra¨ch mit
mir.
Ein Antiisomorphismus von L auf sich heißt Korrelation, und eine involu-
torische Korrelation heißt Polarita¨t .
Es sei L ein projektiver Verband und URr(L) bezeichne die Menge der Un-
terra¨ume vom Range r von L. Ein Isomorphismus von L auf L′ bildet un-
abha¨ngige Punktmengen auf unabha¨ngige Punktmengen ab. Daher induziert
jeder Isomorphismus von L auf L′ eine bijektive Abbildung von URr(L) auf
URr(L
′). Dies ist besonders dann interessant, wenn r endlich ist. Ist Rg(L) = n
endlich und ist σ ein Antiisomorphismus von L auf L′, so induziert σ eine Bi-
jektion von URr(L) auf URn−r(L′). Wir werden nun die Frage beantworten,
wie die von Isomorphismen bzw. Antiisomorphismen induzierten Abbildungen
von URr(L) auf URs(L
′) gekennzeichnet werden ko¨nnen.
Es sei r eine natu¨rliche Zahl. Sind X, Y ∈ URr(L) und ist RgL(X + Y ) =
r + a, so nennen wir a den Abstand von X und Y . Nach 3.7 gilt
RgL(X + Y ) + RgL(X ∩ Y ) = RgL(X) + RgL(Y ) = 2r.
Also ist RgL(X ∩ Y ) = r− a, falls a der Abstand von X und Y ist. Man nennt
X und Y benachbart , falls X und Y den Abstand 1 haben. Eine Menge M ⊆
URr(L) von paarweise benachbarten Unterra¨umen heißt maximal , wenn aus
M ⊆ M ′ ⊆ URr(L) und der Eigenschaft, dass die Elemente aus M ′ paarweise
benachbart sind, M = M ′ folgt. Diese maximalen Mengen lassen sich nun wie
folgt kennzeichnen.
8.2. Satz. Es sei L ein projektiver Verband. Ferner sei r eine natu¨rliche Zahl
mit 2 ≤ r + 1 ≤ Rg(L). Ist M ⊆ URr(L) eine maximale Menge von paarweise
benachbarten Unterra¨umen, so gibt es entweder einen Unterraum U vom Range
r − 1 mit
M =
{
X | X ∈ URr(L), U ≤ X
}
oder einen Unterraum W vom Range r + 1 mit
M =
{
X | X ∈ URr(L), X ≤W
}
.
Die beiden Fa¨lle schließen sich gegenseitig aus, falls Rg(L) > 2 ist.
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Beweis. Es seien X, Y , Z drei verschiedene Elemente aus M . Ferner sei
Z 6≤ X + Y . Dann ist
RgL
(
Z ∩ (X + Y )) ≤ r − 1.
Andererseits ist
Z ∩X ≤ Z ∩ (X + Y )
und
Z ∩ Y ≤ Z ∩ (X + Y ).
Weil die Ra¨nge der links stehenden Ra¨ume gleich r − 1 sind, folgt Z ∩ X =
Z ∩ Y = Z ∩ (X + Y ). Hieraus folgt weiter Z ∩X ∩ Y = Z ∩X. Daher ist
RgL(Z ∩X ∩ Y ) = r − 1 = RgL(X ∩ Y ).
Dies hat X ∩ Y ≤ Z zur Folge.
Es sei S ein viertes Element aus M . Ist S 6≤ X + Y , so ist X ∩ Y ≤ S, wie
wir gerade gesehen haben. Es sei also S ≤ X+Y . Dann ist S+X = X+Y , da
S und X, bzw., X und Y ja benachbart sind. Andererseits ist X + Y 6= X + Z
und daher X = (X + Y ) ∩ (X + Z). Folglich ist S 6≤ X + Z. Nach dem bereits
Bewiesenen ist daher X ∩Y = X ∩Z ≤ S. Damit ist gezeigt, dass entweder alle
Elemente von M unterhalb X+Y oder dass alle Elemente von M oberhalb von
X ∩ Y liegen. Aus der Maximalita¨t von M folgt damit die erste Behauptung
des Satzes.
Um die zweite Behauptung zu beweisen, nehmen wir an, dass
M = {Z | Z ∈ L,X ∩ Y < Z < X + Y }
gilt. Es sei P ein Punkt, der nicht in X ∩ Y liege. Aus der Maximalita¨t von M
folgt, dass (X ∩ Y ) + P ∈M ist. Dann ist aber
P ≤ (X ∩ Y ) + P ≤ X + Y.
Es folgt, dass X + Y = Π ist. Andererseits folgt aus der Maximalita¨t von M ,
dass jeder Teilraum des Ko-Ranges 1 in X + Y zu M geho¨rt. Hieraus folgt
X ∩ Y = 0, so dass r − 1 = 0 ist. Somit ist Rg(L) = 2. Damit ist dann alles
bewiesen.
8.3. Satz. Es sei L ein projektiver Verband und r sei eine natu¨rliche Zahl. Sind
X,Y ∈ URr(L) und ist a der Abstand von X und Y , so gibt es X0, . . . , Xa ∈
URr(L) mit X = X0 und Xa = Y , so dass Xi und Xi+1 fu¨r i := 0, . . . , a − 1
benachbart sind.
Sind umgekehrt Y0, . . . , Yn ∈ URr(L), ist X = Y0 und Yn = Y und sind Yi
und Yi+1 fu¨r alle in Frage kommenden i benachbart, so ist a ≤ n.
Beweis. Dies ist sicherlich richtig, falls a ≤ 1 ist. Es sei also a ≥ 2. Es sei P
ein Punkt von X, der nicht in Y liegt. Dann ist
RgL
(
P + (X ∩ Y )) = 1 + RgL(X ∩ Y ) = r − a+ 1.
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Weil X ∩ Y den Ko-Rang a hat, gibt es einen Teilraum Q von Y des Ranges
a− 1 mit X ∩ Y ∩Q = {0}. Setze
Z := P + (X ∩ Y ) +Q.
Dann ist der Rang von Z gleich r. Mit Hilfe des modularen Gesetzes folgt ferner
Z ∩X = P + (X ∩ Y )
und
Z ∩ Y = (X ∩ Y ) +Q.
Somit ist
RgL(Z ∩X) = r − a+ 1
und
RgL(Z ∩ Y ) = r − 1.
Hieraus folgt mittels Induktion die erste Behauptung.
Die zweite Aussage gilt sicherlich, falls n ≤ 1. Es sei also n ≥ 2. Ferner sei
b der Abstand von X und Yn−1. Nach Induktionsannahme ist dann b ≤ n− 1,
so dass wir b < a annehmen du¨rfen. Nun ist
RgL
(
(X ∩ Y ) + (Yn−1 ∩ Y )
)
= 2r − a− 1− RgL(X ∩ Y ∩ Yn−1).
Andererseits ist
RgL
(
(X ∩ Yn−1) + (Yn−1 ∩ Y )
)
= 2r − b− 1− RgL(X ∩ Y ∩ Yn−1).
Nun ist
Yn−1 ∩ Y ≤ (X ∩ Y ) + (Yn−1 ∩ Y ) ≤ Y
und
Yn−1 ∩ Y ≤ (X ∩ Yn−1) + (Yn−1 ∩ Y ) ≤ Yn−1.
Daher gilt
r − 1 ≤ RgL
(
(X ∩ Y ) + (Yn−1 ∩ Y )
) ≤ r
und
r − 1 ≤ RgL
(
(X ∩ Yn−1) + (Yn−1 ∩ Y )
) ≤ r.
Wegen b < a ist daher
RgL
(
(X ∩ Y ) + (Yn−1 ∩ Y )
)
= r − 1
und
RgL
(
(X ∩ Yn−1) + (Yn−1 ∩ Y )
)
= r.
Somit ist a = b+ 1 und folglich a ≤ n. Damit ist alles bewiesen.
Ist σ ein Isomorphismus des projektiven Verbandes L auf den projektiven
Verband L′, so induziert σ eine Bijektion von URr(L) auf URr(L′) mit der
Eigenschaft, dass X, Y ∈ URr(L) genau dann benachbart sind, wenn Xσ und
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Y σ benachbart sind. Da zwei verschiedene Punkte, bzw. zwei verschiedene
Hyperebenen stets benachbart sind, hat im Falle r = 1 oder r + 1 = Rg(L)
jede Bijektion von URr(L) auf URr(L
′) die Eigenschaft, die Nachbarschaft zu
erhalten. Dies zeigt, dass die Annahme u¨ber r im Folgenden, im Wesentlichen
von W. L. Chow stammenden Satz wirklich no¨tig ist (Chow 1949). Chow setzte
von Anfang an voraus, dass r = s sei.
8.4. Satz. Sind L und L′ projektive Verba¨nde, sind r und s natu¨rliche Zahlen
und ist 2 < r+ 1 < Rg(L), ist ferner σ eine Bijektion von URr(L) auf URs(L
′)
mit der Eigenschaft, dass X, Y ∈ URr(L) genau dann benachbart sind, wenn
Xσ und Y σ benachbart sind, so wird σ entweder durch einen Isomorphismus
von L auf L′ induziert, in welchen Falle r = s ist, oder aber σ wird durch einen
Antiisomorphismus von L auf L′ induziert, in welchem Falle r + s = Rg(L)
ist. Die beiden Fa¨lle schließen sich gegenseitig aus. U¨berdies gilt, dass der σ
induzierende Isomorphismus bzw. Antiisomorphismus eindeutig bestimmt ist.
Beweis. Es sei σ eine Bijektion von URr(L) auf URs(L
′), so dass X, Y ∈
URr(L) genau dann benachbart sind, wenn X
σ und Y σ es sind. Dann ist auch
σ−1 eine nachbarschaftserhaltende Abbildung von URs(L′) auf URr(L). Daher
bildet σ maximale Mengen von paarweise benachbarten Unterra¨umen wieder
auf solche ab und jede maximale Menge von paarweise benachbarten Ra¨umen
aus URs(L
′) ist Bild einer ebensolchen aus URr(L).
Es sei U ∈ URr−1 und M := {X | X ∈ URr(L), U ≤ X}. Es gibt dann nach
8.2 genau ein U ′ ∈ URs−1(L′) ∪URs+1(L′) mit
Mσ =
{
X ′ | X ′ ∈ URs(L′), U ′ ≤ X ′
}
oder
Mσ =
{
X ′ | X ′ ∈ URs(L′), X ′ ≤ U ′
}
.
Ist U ∈ URr+1(L), so findet man zu M := {X | X ∈ URr(L), X ≤ U} ebenfalls
genau ein U ′ ∈ URs−1(L′) ∪URs+1(L′) mit
Mσ =
{
X ′ | X ′ ∈ URs(L′), U ′ ≤ X ′
}
oder
Mσ =
{
X ′ | X ′ ∈ URs(L′), X ′ ≤ U ′
}
.
In beiden Fa¨llen setzen wir Uσ := U ′. Dann ist σ nach der zuvor gemachten
Bemerkung eine Bijektion von
URr−1(L) ∪URr(L) ∪URr+1(L)
auf
URs−1(L′) ∪URs(L′) ∪URs+1(L′).
Wegen URr(L)
σ = URs(L
′) gilt(
URr−1(L) ∪URr+1(L)
)σ
= URs−1(L′) ∪URs+1(L′).
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Angenommen es seien X, Y ∈ URr−1(L) und es gelte Xσ ∈ URs−1(L′) und
Y σ ∈ URs+1(L′). Nach 8.3 gibt es endlich viele Xi ∈ URr−1(L) mit X = X0
und Y = Xn, so dass Xi und Xi+1 benachbart sind. Es gibt dann ein i, so dass
Xσi ∈ URs−1(L′) und Xσi+1 ∈ URs+1(L′) gilt. Wir du¨rfen daher annehmen,
dass X und Y benachbart sind.
Es sei M die Menge der Unterra¨ume des Ranges r, die X enthalten. Auf
Grund der Definition von Xσ ist dann
Mσ =
{
X ′ | X ′ ∈ URs(L′), Xσ ≤ X ′
}
.
Ist N die Menge der Unterra¨ume des Ranges r, die Y enthalten, so folgt
entsprechend
Nσ =
{
Y ′ | Y ′ ∈ URs(L′), Y ′ ≤ Y σ
}
.
Ist nun Xσ < Z ′ < Y σ, so gibt es ein Z ∈ M ∩N mit Zσ = Z ′. Nun ist aber
M ∩N = {X+Y }, so dass es zwischen Xσ und Y σ genau einen Unterraum des
Ranges s gibt. Dies widerspricht aber der relativen Atomarita¨t des Verbandes
L′. Also ist doch RgL′(X
σ) = RgL′(Y
σ), falls nur X, Y ∈ URr−1(L) gilt. Ganz
analog folgt auch fu¨r X, Y ∈ URr+1(L) die Gleichheit der Ra¨nge von Xσ und
Y σ. Es sind also die folgenden beiden Fa¨lle zu betrachten:
1. URr−1(L)σ = URs−1(L′) und URr+1(L)σ = URs+1(L′).
2. URr−1(L)σ = URs+1(L′) und URr+1(L)σ = URs−1(L′).
Wegen 2 < r+ 1 < Rg(L) enthalten URr−1(L) und URr+1(L) je mindestens
zwei Elemente. Daher gilt dies auch fu¨r URs−1(L) und URs+1(L′), so dass auch
2 < s+ 1 < Rg(L′) gilt.
1. Fall. Hier gilt: Sind X, Y ∈ URr−1(L)∪URr(L)∪URr+1(L), so ist genau
dann X ≤ Y , wenn Xσ ≤ Y σ ist. Insbesondere folgt, dass zwei Unterra¨ume des
Ranges r − 1 von L genau dann benachbart sind, wenn ihre Bilder es sind.
Es sei r = 2. Unter Zuhilfenahme von σ−1 folgt, dass in diesem Falle auch
s = 2 ist. Daher bildet σ Punkte auf Punkte und Geraden auf Geraden unter
Erhaltung der Inzidenz ab. Nach 8.1 wird σ folglich von einem Isomorphismus
von L auf L′ induziert. Vollsta¨ndige Induktion fu¨hrt nun zum Ziel.
2. Fall. In diesem Falle gilt: sind X, Y ∈ URr−1(L) ∪URr(L) ∪URr+1(L),
so ist genau dann X ≤ Y , wenn Y σ ≤ Xσ ist. Benachbarte Elemente werden
also auch hier auf benachbarte Elemente abgebildet. Ist nun r = 2, so erschließt
man mit Hilfe von σ−1, dass die X ′ ∈ URs(L′) den Ko-Rang 2 haben. Also
ist in diesem Falle r + s = Rg(L′). Es folgt ferner, dass σ kollineare Punkte
auf konfluente Hyperebenen abbildet. Nach 8.1 wird σ folglich von einem An-
tiisomorphismus induziert. Induktion fu¨hrt nun auch hier zum Ziele. Wird σ
durch einen Isomorphismus induziert, so liegt offensichtlich der erste Fall vor
und es folgt, dass σ nicht durch einen Antiisomorphismus induziert wird. Wird
σ durch einen Antiisomorphismus induziert, so folgt, dass σ nicht durch einen
Isomorphismus induziert wird. Die beiden Fa¨lle schließen sich also gegenseitig
aus.
Es seien nun σ und τ zwei Isomorphismen oder zwei Antiisomorphismen von
L auf L′, die auf URr(L) die gleiche Abbildung induzieren. Dann ist στ−1 ein
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Automorphismus, welcher auf URr(L) die Identita¨t induziert. Da jeder Punkt
von L sich als Schnitt von Unterra¨umen des Ranges r darstellen la¨sst, folgt,
dass στ−1 alle Punkte von L festla¨sst. Daher ist σ = τ , womit alles bewiesen
ist.
Der Satz von Chow sowie 8.1 sind Beispiele dafu¨r, dass eine Abbildung eines
Teils von L auf einen Teil von L′ unter gewissen Voraussetzungen durch einen
Isomorphismus von L auf L′ induziert wird. Zwei weitere Beispiele dieser Art
werden wir noch sehen. Zuvor jedoch wollen wir zeigen, dass der Satz von Chow
auch in anderen Teilen der Mathematik von Nutzen ist, indem wir nach dem
Vorgange von H. Ma¨urer einen Satz von H. Wielandt beweisen.
Ist X eine Menge, so bezeichnen wir mit SX die symmetrische Gruppe auf
X, dh., die Gruppe aller Bijektionen von X auf sich. Ferner bezeichnen wir mit
AX die alternierende Gruppe auf X, das ist die von allen Zyklen der La¨nge 3
erzeugte Untergruppe von SX . Dann ist AX ein Normalteiler von SX .
8.5. Satz. Es sei X eine Menge, die nicht genau sechs Punkte enthalte. Ist
dann α ein Automorphismus von AX , so gibt es ein γ ∈ SX mit α(ξ) = γξγ−1
fu¨r alle ξ ∈ AX .
Beweis. Ist |X| ≤ 2, so ist AX = {1} und daher nichts zu beweisen. Ist |X| =
3, so ist AX zyklisch der Ordnung 3 und hat somit genau zwei Automorphismen,
die beide durch innere Automorphismen der SX induziert werden, da die SX ja
nicht abelsch ist.
Im folgenden enthalte X mindestens vier Elemente. Ist i eine natu¨rliche
Zahl, so bezeichnen wir mit Zi die Menge der Elemente aus AX , die Produkt
von genau i disjunkten Zyklen sind, die alle die La¨nge 3 haben. Die Zi sind
Konjugiertenklassen von AX , so dass α jedes Zi auf ein Zj abbildet. Wir zeigen
zuna¨chst, dass α(Z1) = Z1 ist.
Weil die Elemente der A5 nur die Ordnung 1, 2, 3 oder 5 haben, haben auch
die Elemente aus dem Komplexprodukt Z1Z1 nur diese Ordnungen. Damit Zi
nicht leer ist, muss X mindestens 3i Elemente haben. Fu¨r i ≥ 2 bedeutet dies
auf Grund unserer Annahme u¨ber X, dass X in diesem Falle mindestens sieben
Elemente entha¨lt. Wegen
(123)(124)(567)(567) = (14)(23)(576)
entha¨lt Z2Z2 daher Elemente der Ordnung 6. Ferner ist
(123)(456)(789)(147)(258)(369) = (159267348).
Hieraus folgt, dass ZiZi fu¨r i ≥ 3 stets Elemente entha¨lt, deren Ordnung gleich
9 ist. Somit ist α(Z1) = Z1.
Ist {a, b, c} eine 3-Teilmenge von X, so sind (abc) und (acb) die einzigen
Elemente aus Z1 mit dieser Menge als Tra¨germenge. Ist α(abc) = (a
′b′c′), so ist
α(acb) = (a′c′b′). Daher wird durch
β
({a, b, c}) := {a′, b′, c′}
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eine Abbildung auf der Menge der 3-Teilmengen von X definiert. Es seien
{a, b, c} und {a, b, d} zwei benachbarte 3-Teilmengen von X. — Man erinnere
sich: Die Potenzmenge von X ist mit der Inklusion als Teilordnung ein pro-
jektiver Verband und der Rang eines Teilraumes ist nichts anderes als seine
Kardinalita¨t. — Die von (abc) und (abd) erzeugte Untergruppe von AX ist
isomorph zur A{a,b,c,d}. Es seien {a, b, c} zwei Teilmengen des Abstandes 2.
Dann ist die von (abc) und (ade) erzeugte Untergruppe von AX isomorph zur
A{a,b,c,d,e}. — Es genu¨gt zu bemerken, dass (abc)(ade) = (abcde) ist. — Weil
disjunkte Dreierzyklen eine abelsche Gruppe der Ordnung 9 erzeugen, erha¨lt β
daher die Nachbarschaft. Es gibt also nach dem Satz von Chow einen Automor-
phismus oder Antiautomorphismus γ von P (M), der β induziert. Weil X aber
nicht genau 6 Elemente entha¨lt, kann γ ebenfalls nach dem Satz von Chow kein
Antiautomorphismus sein. Somit ist γ, wenn man nur seine Wirkung auf die
Punkte von X betrachtet, ein Element von SX . Definiere λ durch
λ(ξ) := γξγ−1.
Dann ist α−1λ ein Automorphismus von AX , der alle Untergruppen von AX ,
die von Elementen aus Z1 erzeugt werden, invariant la¨sst. Setze µ := α
−1λ.
Dann ist also µ(ζ) = ζ(ζ) mit (ζ) = ±1 fu¨r alle ζ ∈ Z1.
Es ist (123)(124) = (14)(23) und (132)(124) = (134). Wa¨re nun µ(123) =
(132), so folgte µ(124) = (142). Weil man nach Satz 8.3 je zwei 3-Teilmengen
von X durch eine Kette benachbarter 3-Teilmengen verbinden kann, folgte
weiter µ(abc) = (acb) fu¨r alle 3-Teilmengen {a, b, c}. Dann folgte aber der
Widerspruch
(143) = µ(134) = µ
(
(132)(124)
)
= (132)µ(124) = (123)(142) = (234).
Also ist µ die Identita¨t und daher α = λ, was zu beweisen war.
Ohne Beweis sei hier mitgeteilt, dass die SX im Falle |X| = 6 einen Auto-
morphismus besitzt, der kein innerer Automorphismus ist. Weil die AX eine
charakteristische Untergruppe von SX ist, induziert dieser Automorphismus
einen Automorphismus in AX . Dieser Automorphismus bildet Z1 auf Z2 ab,
kann also nicht durch einen inneren Automorphismus von SX induziert werden.
8.6. Satz. Es seien L und L′ projektive Verba¨nde und r und s seien natu¨rliche
Zahlen. Es sei V eine Menge von Unterra¨umen von L, von denen jeder einen
Unterraum des Ranges r + 1 enthalte und die u¨berdies die weitere Eigenschaft
habe, dass jeder Teilraum von L, dessen Rang r + 1 ist, sich als Schnitt von
Elementen aus V darstellen la¨sst. Entsprechend sei V ′ eine Menge von Un-
terra¨umen von L′, von denen jeder einen Teilraum des Ranges s + 1 enthalte
und die weiterhin die Eigenschaft habe, dass jeder Teilraum von L′, dessen Rang
s+1 ist, sich als Schnitt von Elementen aus V ′ darstellen la¨sst. Ist dann ρ eine
Bijektion von URr(L) ∪ V auf URs(L′) ∪ V ′, so dass fu¨r X ∈ URr(L) und
Y ∈ V genau dann X ≤ Y gilt, wenn Xρ ≤ Y ρ ist, so gibt es genau einen
Isomorphismus τ von L auf L′, der ρ induziert.
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Beweis. Setze U := URr(L) und U
′ := URs(L′). Ist Z ∈ L und gibt es ein
X ∈ U mit X ≤ Z, so definieren wir Zσ durch
Zσ :=
∑
X∈U, X≤Z
Xρ.
Es ist klar, dass Xσ = Xρ fu¨r alle X ∈ U gilt. Sind Z, Z ′ ∈ L und sind Zσ
und Z ′σ definiert, so folgt aus Z ≤ Z ′, dass Zσ ≤ Z ′σ ist. Ist Y ∈ V , so ist
Xρ ≤ Y ρ fu¨r alle X ∈ U , fu¨r die X ≤ Y gilt. Daher ist Y σ ≤ Y ρ.
Es sei Z ∈ L und der Rang von Z sei r+ 1. Es sei ferner X ′ ein Unterraum
des Ranges s von Zσ. Auf Grund unserer Annahme u¨ber V gibt es ein Y ∈ V
mit Z ≤ Y . Es gibt weiterhin ein X ∈ U mit Xρ = X ′. Es folgt
Xρ = Xσ ≤ Zσ ≤ Y σ ≤ Y ρ
und damit X ≤ Y . Nach unserer Annahme ist Z Schnitt von Elementen aus V .
Somit gilt X ≤ Z. Dies besagt, dass σ die Menge der Teilra¨ume des Ranges r
von Z bijektiv auf die Menge der Teilra¨ume des Ranges s von Zσ abbildet.
Es sei Z ′ ein Teilraum des Ranges s + 1 von Zσ. Setzt man M ′ := {Y ′ |
Y ′ ∈ V ′, Z ′ ≤ Y ′}, so gilt nach Voraussetzung
Z ′ =
⋂
Y ′∈M ′
Y ′.
Es gibt nun zwei verschiedene Ra¨ume X und Y des Ranges r von L mit Z ′ =
Xσ +Y σ. Es folgt Z = X+Y . Ist nun A ∈ V , so gilt genau dann X ≤ A, wenn
Xρ ≤ Aρ gilt. Entsprechendes gilt fu¨r Y . Setzt man M := {A | A ∈ V,Z ≤ A},
so ist daher Mρ = M ′. Ist B ein Teilraum des Ranges r von Z, so gilt B ≤ A
fu¨r alle A ∈M . Hieraus folgt
Bρ ≤
⋂
Y ′∈M ′
Y ′ = Z ′
fu¨r alle Teilra¨ume B des Ranges r von Z. Daher ist Zσ ≤ Z ′ und damit Zσ = Z ′.
Somit ist der Rang von Zσ gleich s+ 1.
Ist nun r = 1, so folgt die Behauptung aus 8.1, da man mit Hilfe von ρ−1
erschließt, dass in diesem Falle auch s = 1 ist. Ist r > 1, so folgt die Behauptung
mittels des Satzes 8.4, da ρ offensichtlich nicht von einem Antiisomorphismus
induziert wird.
Ein typisches Beispiel fu¨r die Situation dieses Satzes ist die, dass r = 1 und
V die Menge der Hyperebenen von L ist. Der Leser formuliere den zu 8.6 dualen
Satz.
Es sei L ein projektiver Verband und A sei ein Element von L, welches vom
gro¨ßten Element von L verschieden ist. Mit LA bezeichnen wir die Menge der
X ∈ L mit X 6≤ A. Dann heißt LA der vermo¨ge A geschlitzte Raum. Ist A = 0,
so ist LA natu¨rlich im Wesentlichen dasselbe wie L. Ist A eine Hyperebene, so
heißt LA auch affiner Raum.
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Wir fragen uns nun, wann eine Abbildung σ der Punkte von LA auf die
Punkte von L′A′ durch einen Isomorphismus induziert wird. Sicherlich muss
σ kollineare Punkte in kollineare Punkte u¨berfu¨hren. Diese notwendige Be-
dingung ist, falls auf jeder Geraden von L mindestens vier Punkte liegen, auch
hinreichend. Liegen auf jeder Gerade von L genau drei Punkte und sind LA
und L′A′ etwa affine Ra¨ume, so erha¨lt jede Bijektion von der Punktmenge von
LA auf die Punktmenge von L
′
A′ die Kollinearita¨t. In diesem Falle muss man
noch verlangen, dass auch komplanare Punkte wieder in komplanare Punkte
u¨bergehen.
Zwei Elemente X und Y eines projektiven Verbandes heißen windschief , falls
X ∩ Y = 0 ist.
8.7. Satz. Es sei L ein projektiver Verband und G und H seien zwei Geraden
von L. Es sei ferner P ein Punkt von G + H, der weder auf G noch auf H
liege. Genau dann sind G und H windschief, wenn es genau eine Gerade durch
P gibt, die sowohl mit G als auch mit H einen Punkt gemeinsam hat.
Beweis. Wegen P ≤ G+H ist
4− RgL(G ∩H) = RgL(G+H)
= RgL(G+ P +H + P )
= RgL(G+ P ) + RgL(H + P )− RgL
(
(G+ P ) ∩ (H + P ))
= 6− RgL
(
(G+ P ) ∩ (H + P )).
Somit sind G und H genau dann windschief, wenn (G + P ) ∩ (H + P ) eine
Gerade ist. Da alle Geraden durch P , die G und H treffen, in (G+P )∩(H+P )
liegen, folgt die Behauptung des Satzes.
8.8. Satz. Es seien L und L′ irreduzible projektive Verba¨nde, die vermo¨ge A
bzw. A′ geschlitzt seien. Ist σ eine bijektive Abbildung der Menge der Punkte
von LA auf die Menge der Punkte von L
′
A′ , die kollineare Punkte auf kollineare
Punkte sowie nicht kollineare auf nicht kollineare abbildet, und die im Falle,
dass jede Gerade von L genau drei Punkte tra¨gt, noch die weitere Eigenschaft
hat, komplanare Punkte auf komplanare Punkte und nicht komplanare Punkte
auf ebensolche abzubilden, so gibt es genau einen Isomorphismus τ von L auf
L′ mit Pσ = P τ fu¨r alle Punkte P von LA.
Beweis. Ist Rg(L) ≤ 2, so ist die Aussage des Satzes banal. Es sei also
Rg(L) > 2.
Da jede Gerade von L, die nicht in A liegt, auf Grund der Irreduzibilita¨t
von L mindestens zwei Punkte tra¨gt, die ebenfalls nicht in A liegen, ko¨nnen wir
auf Grund der Annahme, dass σ nicht kollineare Punkte auf nicht kollineare
Punkte und kollineare Punkte auf kollineare Punkte abbildet, die Abbildung σ
fortsetzen auf die Menge der Geraden von L, die nicht in A liegen, indem wir
Gσ := Pσ +Qσ setzen, falls G = P +Q ist.
Es sei nun P ein Punkt auf A und ΓP sei die Menge der Geraden von L,
die durch P gehen, aber nicht in A liegen. Wir setzen Γ′P := {Gσ | G ∈ ΓP }.
Wegen Rg(L) > 2 entha¨lt ΓP und damit Γ
′
P mindestens zwei Geraden. Es seien
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nun G und H zwei verschiedene Geraden aus ΓP . Dann ist G + H eine Ebene
von L. Entha¨lt nun jede Gerade von L genau drei Punkte, so ist auf Grund
unserer Annahme Gσ+Hσ eine Ebene von L′. Entha¨lt jede Gerade von L mehr
als drei Punkte, so folgt aus 8.7, dass auch Gσ +Hσ eine Ebene von L′ ist, da
es auf Grund der Irreduzibilita¨t von L einen Punkt in G + H gibt, der weder
auf G noch auf H liegt. Hieraus folgt, dass Gσ ∩Hσ ein Punkt ist, der nicht zu
L′A′ geho¨rt. Somit ist G
σ ∩Hσ = A′ ∩Gσ = A′ ∩Hσ. Dies zeigt, dass Gσ ∩A′
ein Punkt ist, der nicht von der Auswahl von G ∈ ΓP abha¨ngt.
Ist nun P ein Punkt von L, so setzen wir P τ := Pσ, falls P nicht auf A
liegt, und P τ := Gσ ∩ A′ mit G ∈ ΓP , falls P auf A liegt. (Hier haben wir
vom Auswahlaxiom Gebrauch gemacht.) Es ist nun ein Leichtes zu zeigen, dass
τ eine Bijektion der Punkte von L auf die Menge der Punkte von L′ ist, die
kollineare Punkte auf kollineare Punkte und nicht kollineare Punkte auf nicht
kollineare Punkte abbildet. Die Eindeutigkeit von τ ist ebenfalls banal.
9. Der Satz von Desargues
Es sei L ein projektiver Verband. Wir nennen L desarguessch, falls in L der
folgende Schließungssatz , der sog. Satz von Desargues gilt:
Sind G1, G2 und G3 drei verschiedene Geraden, die in einer Ebene von L
liegen, ist P ein Punkt mit P ≤ Gi fu¨r i := 1, 2, 3 und sind P1, P2, P3,
Q1, Q2, Q3 Punkte mit Pi ≤ Gi und Qi ≤ Gi sowie Pi, Qi 6= P fu¨r i := 1,
2, 3, ist schließlich fu¨r i 6= j auch Pi + Pj 6= Qi + Qj , so sind die Punkte
Rij := (Pi + Pj) ∩ (Qi +Qj) kollinear.
G
G
Q
3
1
P
P3
P
Q
Satz von Desargues
1
G1
2
3
R13
Q2
23R
P2
R 12
Es ist zu bemerken, dass die Rij unter den gemachten Voraussetzungen
tatsa¨chlich Punkte sind. Man kann den Satz von Desargues grob so formulieren,
dass man sagt, dass perspektive Dreiecke stets auch axial sind. Dabei ist P als
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das Perspektivita¨tszentrum und die Gerade, auf der die Punkte Rij liegen, als
die Achse der beiden Dreiecke aufzufassen.
Es erhebt sich die Frage, welche projektiven Ra¨ume desarguessch sind. Es
ist recht einfach, projektive Ebenen zu konstruieren, die es nicht sind, so dass
projektive Geometrien vom Rang 3 nicht immer desarguessch sind. Beispiele
hierfu¨r werden wir im letzten Kapitel kennen lernen, die allerdings nicht so
einfach zu konstruieren sind, wie gerade behauptet. Fu¨r die Theorie der pro-
jektiven Ebenen, die uns hier nur am Rande interessiert, sei der Leser auf die
Bu¨cher Pickert 1955, Hughes & Piper 1973, Lu¨neburg 1980 verwiesen.
Fu¨r projektive Ra¨ume ho¨heren Ranges als 3 gilt jedoch
9.1. Satz. Ist L ein irreduzibler projektiver Verband und ist Rg(L) ≥ 4, so ist
L desarguessch.
Beweis. Es seien G1, G2 und G3 drei verschiedene Geraden, die in einer
Ebene E von L liegen. Ferner sei P ein Punkt, der mit diesen drei Geraden
G
Q
Q
P
P
Satz von Desargues im Raum
1
1
3
CR
P2
1
R
R
G
G2
3
2
Q3
H
12
23
C1
C3
2
R
P
31
S
inzidiere. Schließlich seien P1, P2, P3, Q1, Q2, Q3 Punkte mit Pi, Qi ≤ Gi und
Pi, Qi 6= P sowie Pi+Pj 6= Qi+Qj , falls nur i 6= j ist. Da der Rang von L gro¨ßer
als 3 ist, gibt es eine Gerade H mit P ≤ H und H 6≤ E. Weil L irreduzibel
ist, gibt es zwei verschiedene Punkte R und S auf H, die nicht in E liegen. Die
Geraden Pi+R und Qi+S liegen in der Ebene Gi+H. Wegen R 6= S 6= P 6= R
und H 6≤ E ist Pi + R 6= Qi + S. Also ist Ci := (Pi + R) ∩ (Qi + S) ein
Punkt. Weil die Geraden Gi paarweise verschieden sind, sind auch die Punkte
Ci paarweise verschieden.
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Gibt es eine Gerade G mit Ci ≤ G fu¨r alle i, so liegen P1, P2 und P3 in
der Ebene R + G und Q1, Q2 und Q3 in der Ebene S + G. Hieraus folgt,
dass sowohl P1, P2, P3 als auch Q1, Q2, Q3 kollinear sind. In diesem Falle ist
R12 = R23 = R31 und daher nichts zu beweisen. Wir du¨rfen also annehmen,
dass C1 + C2 + C3 eine Ebene ist. Ist i 6= j, so ist Pi + Pj +R 6= Qi +Qj + S.
Da Ci und Cj in beiden Ebenen liegen, ist somit
Ci + Cj = (Pi + Pj +R) ∩ (Qi +Qj + S).
Nun ist Rij ein Punkt, der sowohl in Pi +Pj +R als auch in Qi +Qj + S liegt.
Also ist Rij ≤ Ci +Cj und folglich Rij ≤ E ∩ (C1 +C2 +C3). Weil die Ci nicht
in E liegen, ist RgL
(
E ∩ (C1 +C2 +C3)
) ≤ 2. Somit sind die Rij kollinear, was
zu beweisen war.
Der Satz von Desargues wird im na¨chsten Kapitel eine entscheidende Rolle
bei der Darstellung projektiver Ra¨ume mittels Vektorra¨umen spielen.
10. Der Satz von Pappos
Eine wichtige Rolle spielt auch der Satz von Pappos beim Aufbau der projek-
tiven Geometrie, wenn auch keine so zentrale wie der Satz von Desargues. Er
gilt nicht in allen projektiven Ra¨umen. Er ist vielmehr, wie Hilbert als erster be-
merkte, gleichbedeutend mit der Kommutativita¨t des der Geometrie zugrunde
liegenden Ko¨rpers. Hier formulieren wir zuna¨chst den Satz von Pappos und
bringen ihn mit gewissen anderen ra¨umlichen Tatsachen in Zusammenhang.
Es seien G und H zwei verschiedene Geraden des projektiven Verbandes L,
die sich im Punkte S schneiden. Ferner seien P1, P2 und P3 drei verschiedene
Punkte auf G, die auch von S verschieden seien, und Q1, Q2 und Q3 seien
drei verschiedene Punkte auf H, die ebenfalls von S verschieden seien. Ist
dann R3 := (P1 + P2) ∩ (Q1 + Q2), R1 := (P2 + P3) ∩ (Q2 + Q3) und R2 :=
(P3 + P1) ∩ (Q3 +Q1), so sind R1, R2 und R3 kollinear.
Q H
G
3
S
P1
P
Satz von Pappos
Q
1
R 1
R3 R2
2
P3
Q
2
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Wir folgen nun U¨berlegungen von Dandelin, der die Gu¨ltigkeit des Satzes
von Pappos aus der Existenz von gewissen ra¨umlichen Konfigurationen erschloss
(Germinal Pierre Dandelin, 1794–1847).
Es sei L ein irreduzibler projektiver Verband mit Rg(L) ≥ 4. Sind G1, G2
und G3 paarweise windschiefe Geraden von L wie auch H1, H2 und H3 und ist
Gi ∩ Hj 6= 0 fu¨r i, j := 1, 2, 3, so nennen wir die Konfiguration dieser sechs
Geraden Hexagramme mystique.
Ist G1, G2, G3, H1, H2, H3 ein Hexagramme mystique, so ist Gi 6= Hj .
Andernfalls ha¨tte na¨mlich Gi mit Gk einen Punkt gemein, was jedoch nicht
der Fall ist. Setze Si := Gi ∩ Hi fu¨r i := 1, 2, 3. Dies sind dann Punkte, die
u¨berdies nicht kollinear sind. Sie sind ja sicherlich paarweise verschieden, da
die Gi windschief sind. Nun ist S1 ≤ G1 und S3 ≤ H3. Wa¨re S2 ≤ S1 + S3, so
wa¨re S2 ≤ G1 + H3. Nun ist S2 ≤ H3, da H2 und H3 windschief sind. Ferner
ist S2 ≤ G2 und G2 ∩H3 ein Punkt von G1 + H3, der von S2 verschieden ist.
Also ist
G2 = S2 + (G2 ∩H3) ≤ G1 +H3.
Daraus folgt, da G1 + H3 ja eine Ebene ist, dass G1 ∩ G2 6= 0 ist. Dieser
Widerspruch zeigt, dass die Si nicht kollinear sind.
Nach diesen Vorbemerkungen sind wir nun in der Lage, den Satz von Dan-
delin zu beweisen.
10.1. Satz von Dandelin. Es seien G und H zwei verschiedene Geraden eines
irreduziblen projektiven Verbandes L, dessen Rang mindestens 4 sei. Ferner sei
S := G ∩ H ein Punkt. Weiter seien P1, P2 und P3 drei verschiedene Punkte
auf G und Q1, Q2 und Q3 drei verschiedene Punkte auf H und alle diese Punkte
seien von S verschieden. Setze
R3 := (P1 +Q2) ∩ (P2 +Q1)
R1 := (P2 +Q3) ∩ (P3 +Q2)
R2 := (P3 +Q1) ∩ (P1 +Q3).
Die Punkte R1, R2 und R3 sind sicher dann kollinear, wenn es ein Hexagramme
mystique G1, G2, G3, H1, H2, H3 gibt mit Pi ≤ Hi, Qi ≤ Gi und Gi, Hi ≤
G+H fu¨r i := 1, 2, 3.
Beweis. Setze Eij := Gi + Hj . Dann ist Eij , da Gi und Hj verschiedene
Geraden sind, die sich in einem Punkte schneiden, eine Ebene. Setze ferner
Si := Gi ∩Hi. Nun ist
R3 ≤ P1 +Q2 ≤ H1 +G2 = E21
und
R3 ≤ P2 +Q1 ≤ H2 +G1 = E12.
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Ferner folgt E12 6= E21, da G1 und G2 ja windschief sind. Außerdem ist S1 ≤
H1 ≤ E21 und S2 ≤ G2 ≤ E21. Ebenso folgt, dass S1, S2 ≤ E12 ist. Weil die Si
nach unserer Vorbemerkung nicht kollinear sind, ist also
S1 + S2 = E12 ∩ E21.
Hieraus folgt
R3 ≤ E12 ∩ E21 = S1 + S2 ≤ S1 + S2 + S3.
Entsprechend folgt, dass auch R1 und R2 in S1 + S2 + S3 liegen. Wa¨ren die Ri
nicht kollinear, so wa¨re
G+H = R1 +R2 +R3 = S1 + S2 + S3.
Da die Si nicht kollinear sind, liegt wenigstens einer von ihnen nicht auf H. Es
sei etwa Si ≤ H. Dann ist Si 6= Qi und daher Gi = Si + Qi ≤ G + H im
Widerspruch zu unserer Voraussetzung. Dieser Widerspruch zeigt, dass die Ri
doch kollinear sind.
Der Satz von Dandelin gestattet auch eine Umkehrung, die wir nun for-
mulieren werden. Dieser Satz ist mit den noch zu entwickelnden analytischen
Methoden leicht zu beweisen. Ein Beweis an dieser Stelle ist mo¨glich, aber
knifflig. Der Leser ist herausgefordert, seine Kra¨fte zu erproben.
Es seien G1, G2 und G3 drei paarweise windschiefe Geraden eines irreduzib-
len projektiven Verbandes. Ist H eine Gerade und gilt H ∩Gi 6= 0 fu¨r alle i, so
heißt H eine Transversale von G1, G2, G3. Eine solche gibt es nur dann, wenn
der von den Gi aufgespannte Teilraum den Rang 4 hat. In diesem Falle gibt
es aber sehr viele Transversalen, na¨mlich durch jeden Punkt von Gi genau eine
(Satz 8.7).
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10.2. Satz. Es sei L ein irreduzibler projektiver Verband mit Rg(L) ≥ 4.
Genau dann gilt in L der Satz von Pappos, wenn fu¨r jedes Hexagramme mystique
G1, G2, G3, H1, H2, H3 gilt: ist H eine Transversale der Gi und G eine
Transversale der Hj, so ist G ∩H 6= 0.
Beweis. Nicht triviale U¨bungsaufgabe.
Wir beenden das lange erste Kapitel mit einer U¨bungsaufgabe, die man
mit Hilfe des Satzes von Pappos in jeder papposschen Ebene lo¨sen kann, deren
Geraden je mindestens vier Punkte tragen (Jackson 1821).
Your aid I want
nine trees to plant
in rows just half a score.
And let there be
in each row three.
Solve this, I ask no more.
II.
Die Struktursa¨tze
In diesem Kapitel geht es nun darum, die Struktursa¨tze der projektiven Geo-
metrie zu etablieren. Es sind drei Sa¨tze. Der erste besagt, dass ein desargues-
scher, irreduzibler projektiver Verband nichts Anderes ist als der Unterraumver-
band eines geeigneten Vektorraumes. Der zweite besagt, dass Isomorphismen
zwischen solchen Verba¨nden durch semilineare Abbildungen induziert werden,
wa¨hrend der letzte besagt, dass eine Korrelation eines solchen Verbandes stets
durch eine Semibilinearform dargestellt wird. Mit diesen Sa¨tzen hat man dann
das Instrumentarium der linearen Algebra an der Hand, wenn man tiefer in die
Theorie der projektiven Geometrien eindringen will.
1. Zentralkollineationen
Im Folgenden betrachten wir nur irreduzible projektive Verba¨nde. Es sei L ein
solcher mit Rg(L) ≥ 3. Wir bezeichnen wieder, wie bisher, mit Π das gro¨ßte
und mit 0 das kleinste Element von L. Ist σ eine Kollineation von L und gibt
es eine Hyperebene H von L mit der Eigenschaft
(A) Ist X ≤ H, so ist Xσ = X,
so nennen wir σ axiale Kollineation und H Achse von σ. Da nach I.2.11 jedes
Element von L die obere Grenze der in ihm liegenden Punkte ist, ist (A) gleich-
bedeutend mit
(A*) Ist P ein Punkt auf H, so ist Pσ = P ,
Ist σ eine Kollineation von L und gibt es einen Punkt P in L mit der Eigen-
schaft
(Z) Ist P ≤ X, so ist Xσ = X,
so nennen wir σ zentral und P heißt Zentrum von σ. Da P ≤ P ist, ist Pσ = P .
Daher induziert σ eine Kollineation in Π/P , die gleich der Identita¨t ist. Weil
Π/P ein projektiver Verband ist, ist (Z) gleichbedeutend mit
(Z*) Ist G eine Gerade durch P , so ist Gσ = G.
Es gilt nun der folgende Satz.
1.1. Satz. Ist L ein irreduzibler projektiver Verband, dessen Rang mindestens
3 ist, und ist σ eine Kollineation von L, so gilt:
a) Ist σ axial und hat σ zwei verschiedene Achsen, oder
b) ist σ zentral und hat σ zwei verschiedene Zentren,
so ist σ = 1L.
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Beweis. a) Es seien H und K zwei verschiedene Achsen von σ. Ferner sei P
ein Punkt von L. Liegt P auf H oder K, so ist Pσ = P . Es liege P weder auf
H noch auf K. Da Rg(L) ≥ 3 ist, ist RgL(H) ≥ 2. Es gibt folglich eine Gerade
G mit G ≤ H und G 6≤ H ∩ K. Wegen KoRgH(H ∩ K) = 1 ist G ∩ H ∩ K
ein Punkt. Weil L irreduzibel ist, gibt es folglich zwei Punkte R und S auf
G, die nicht in H ∩ K liegen. Nun ist R + S = G ∩ H. Hiermit folgt, dass
R+ P 6= S + P , und weiter, dass
(R+ P ) ∩ (S + P ) = P
ist. Ferner sind U := K ∩ (R+P ) und V := K ∩ (S+P ) Punkte, die von R und
S verschieden sind, da weder R noch S in K liegt. Daher ist R + P = R + U
und S + P = S + V . Es folgt, dass
P = (R+ U) ∩ (S + V )
ist. Damit erhalten wir schließlich
Pσ =
(
(R+ U) ∩ (S + V ))σ = (Rσ + Uσ) ∩ (sσ + V σ)
= (R+ U) ∩ (S + V ) = P.
Damit ist gezeigt, dass σ alle Punkte von L festla¨sst, woraus folgt, dass σ = 1L
ist.
b) Da der zu einem projektiven Verband duale Verband nur dann wieder ein
projektiver Verband ist, wenn der Rang des gegebenen Verbandes endlich ist
— wir reden hier von irreduziblen projektiven Verba¨nden —, ko¨nnen wir uns
zum Beweise von b) nicht auf die Aussage a) berufen, wir mu¨ssen sie vielmehr
getrennt beweisen.
Es seien P und Q zwei verschiedene Zentren von σ. Ferner sei X ein Punkt,
der nicht auf P + Q liegt. Dann sind P + X und Q + X zwei verschiedene
Geraden, so dass X = (P + X) ∩ (Q + X) gilt. Weil die Geraden durch P wie
auch die Geraden durch Q festbleiben, folgt Xσ = X. Somit la¨sst σ alle Punkte
von LP+Q fest. Mittels I.8.8 folgt schließlich, dass σ = 1L ist.
Damit ist alles bewiesen.
1.2. Satz. Es sei L ein irreduzibler projektiver Verband mit Rg(L) ≥ 3 und σ
sei eine Kollineation von L. Genau dann ist σ axial, wenn σ zentral ist.
Beweis. Es sei σ axial und H sei eine Achse von σ. Ist P ein Punkt von
L mit Pσ = P 6≤ H und ist G eine Gerade durch P , so ist G = P + (G ∩H).
Hieraus folgt
Gσ =
(
P + (G ∩H))σ = Pσ + (G ∩H)σ = P + (G ∩H) = G,
so dass P wegen (Z*) ein Zentrum von σ ist.
Es sei nun P 6= Pσ fu¨r alle Punkte P , die nicht auf H liegen. Es sei P ein
solcher Punkt. Dann ist P +Pσ eine Gerade. Ferner gilt Π = P +H = Pσ +H.
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Hieraus folgt mit Hilfe des Modulargesetzes
P + Pσ = (P + Pσ) ∩ (Pσ +H) = Pσ + ((P + Pσ) ∩H)
= Pσ +
(
(P + Pσ) ∩H)σ = (P + ((P + Pσ) ∩H))σ
=
(
(P + Pσ) ∩ (P +H))σ = (P + Pσ)σ,
so dass P + Pσ eine Fixgerade von σ ist.
Es sei F ein Punkt mit F 6≤ H. Dann ist also F +Fσ eine Fixgerade von σ.
Setze C := (F + Fσ) ∩H. Dann ist C ein Punkt. Wir zeigen, dass C Zentrum
von σ ist. Es sei G eine Gerade durch C. Ist G ≤ H oder G = F +Fσ, so ist G
eine Fixgerade von σ. Es sei also G 6≤ H und G 6= F + Fσ. Es gibt dann einen
Punkt P auf G, der nicht auf F + Fσ liegt. Wegen
(F + Fσ) ∩G = C = G ∩H
ist P 6≤ H und daher P 6= Pσ. Setze R := (P +F )∩H. Dann ist R ein Punkt,
da ja P 6= F ist. Es folgt P + F = P +R = F +R. Wegen Rσ = R ist daher
P + Pσ + F + Fσ = Pσ + P + F + Fσ = Pσ + P +R+ Fσ
= Pσ + P +Rσ + Fσ = Pσ + P + (R+ F )σ
= Pσ + P + (P + F )σ = Pσ + P + Fσ.
Wegen P 6≤ F + Fσ ist also
3 ≤ RgL(P + Pσ + F + Fσ) = RgL(Pσ + P + Fσ) ≤ 3.
Hieraus folgt, dass (P + Pσ) ∩ (F + Fσ) ein Punkt ist. Weil P + Pσ und
F + Fσ Fixgeraden von σ sind, ist dieser Punkt ein Fixpunkt von σ, liegt
also auf H. Daher ist (P + Pσ) ∩ (F + Fσ) = C. Hieraus folgt weiter, dass
P + Pσ = P +C = G ist. Somit ist Gσ = G, so dass C in der Tat ein Zentrum
von σ ist.
Es sei nun σ zentral und P sei ein Zentrum von σ. Ist H eine Hyperebene,
die nicht durch P geht und die unter σ festbleibt, so ist H eine Achse von σ, wie
unschwer zu sehen ist. Es gelte also Hσ 6= H fu¨r alle nicht durch P gehenden
Hyperebenen H. Es sei H eine solche Hyperebene. Dann ist P 6≤ H ∩Hσ, so
dass A := P + (H ∩Hσ) eine Hyperebene ist. Weil P ≤ A ist, ist Aσ = A. Nun
ist
A ∩H = (P + (H ∩Hσ)) ∩H = (P ∩H) + (H ∩Hσ) = H ∩Hσ.
Ebenso folgt, dass A ∩Hσ = H ∩Hσ ist. Also ist A ∩H = A ∩Hσ und daher
(A ∩H)σ = Aσ ∩Hσ = A ∩Hσ = A ∩H.
Insbesondere folgt, dass (H ∩Hσ)σ = H ∩Hσ ist.
Es sei nun K ein Komplement von P . Dann ist (K ∩Kσ)σ = K ∩Kσ. Weil
alle Geraden durch P unter σ festbleiben, la¨sst σ alle Punkte von K ∩Kσ fest.
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Somit ist K ∩ Kσ ≤ A und daher A ∩ K = K ∩ Kσ. Ist nun X ein von P
verschiedener Punkt von A, so gibt es nach I.1.8 ein Komplement K von P ,
welches X entha¨lt. Es folgt X ≤ A∩K = K ∩Kσ, so dass X ein Fixpunkt von
σ ist. Damit ist A als Achse von σ erkannt und der Satz in allen seinen Teilen
bewiesen.
Die zentralen bzw. axialen Kollineationen eines projektiven Verbandes wer-
den wir im folgenden auch Perspektivita¨ten nennen. Nach dem gerade bewiese-
nen Satz besteht zwischen ihnen ja kein Unterschied. Ist σ eine Perspektivita¨t
mit dem Zentrum P und der Achse H und ist P ≤ H, so nennen wir σ Elation.
Ist P 6≤ H, so nennen wir σ Streckung oder Homologie. Ist H eine Hyperebene,
so bezeichne ∆(H) die Menge aller Perspektivita¨ten mit der Achse H. Offen-
sichtlich ist ∆(H) eine Untergruppe der Gruppe aller Kollineationen von L.
Entsprechend bezeichnen wir fu¨r einen Punkt P mit ∆(P ) die Menge aller Per-
spektivita¨ten mit dem Zentrum P . Auch dies ist eine Untergruppe der Gruppe
aller Kollineationen von L. Schließlich setzen wir ∆(P,H) := ∆(P ) ∩ ∆(H).
Diese Gruppen werden wir nun eingehender untersuchen.
1.3. Satz. Ist P ein Punkt und H eine Hyperebene des irreduziblen projektiven
Verbandes L, ist ferner 1 6= σ ∈ ∆(P,H) und ist X ein Element von L mit
Xσ = X, so ist P ≤ X oder X ≤ H.
Beweis. Es sei P 6≤ X. Ist dann Q ein Punkt von X, so ist Q Fixpunkt von
σ, da ja Q = (P +Q)∩X ist. Wa¨re nun X 6≤ H, so ga¨be es insbesondere einen
Punkt Q auf X, der nicht in H la¨ge. Dieser Punkt wa¨re dann aber ein zweites
Zentrum von σ, da ja jede Gerade durch Q die Hyperebene H in einem Punkte
tra¨fe und somit unter σ fix bliebe. Diese widerspra¨che aber 1.1b).
1.4. Satz. Es seien σ und τ zwei Elationen des irreduziblen projektiven Ver-
bandes L. Haben σ und τ die gleiche Achse aber verschiedene Zentren oder das
gleiche Zentrum aber verschiedene Achsen, so ist στ = τσ.
Beweis. Es sei H Achse von σ und τ . Ferner sei P ein Zentrum von σ und Q
ein solches von τ und es sei P 6= Q. Es ist τ−1στ eine Elation mit dem Zentrum
P τ und der Achse Hτ . Wegen P ≤ H und τ ∈ ∆(Q,H) bleiben P und H unter
τ fest. Also gilt σ−1, τ−1στ ∈ ∆(P,H) und damit σ−1τ−1στ ∈ ∆(P,H).
Fa¨ngt man mit σ−1τ−1σ an, so sieht man ganz entsprechend, dass auch
σ−1τ−1στ ∈ ∆(Q,H) gilt. Mit Satz 1.1 folgt daher
σ−1τ−1στ ∈ ∆(P,H) ∩∆(Q,H) = {1}.
Also ist στ = τσ.
Die zweite Aussage von 1.4 beweist sich analog.
Mit E(H) bezeichnen wir im folgenden die Menge aller Elationen mit der
Achse H und mit E(P ) die Menge aller Elationen mit dem Zentrum P . Ferner
setzen wir E(P,H) := E(P ) ∩ E(H). Dies ist natu¨rlich nur dann von Interesse,
wenn P ≤ H ist.
1.5. Satz. Ist L ein irreduzibler projektiver Verband, ist H eine Hyperebene
und P ein Punkt von L, so sind E(H) und E(P ) Untergruppen der Kollinea-
tionsgruppe von L.
1. Zentralkollineationen 85
Beweis. Es seien σ, τ ∈ E(H). Haben σ und τ das gleiche Zentrum, so hat
auch στ dieses Zentrum, so dass das Produkt in E(H) liegt. Wir nehmen nun
an, dass σ das Zentrum P und τ das Zentrum Q habe und dass P 6= Q sei. Wir
du¨rfen weiter annehmen, dass σ und τ beide von der Identita¨t verschieden sind.
Dann ist στ 6= 1. Es sei R das eindeutig bestimmte Zentrum der Perspektivita¨t
στ . Dann ist Rσ das Zentrum von σ−1στσ = τσ. Nach 1.4 ist τσ = στ , so dass
also Rσ = R ist. Nach 1.3 ist daher R = P oder R ≤ H. Wegen P ≤ H gilt in
jedem Falle R ≤ H. Somit ist στ ∈ E(H). Schließlich ist klar, dass mit σ auch
σ−1 zu E(H) geho¨rt.
Ebenso zeigt man, dass auch E(P ) eine Gruppe ist.
Wir stellen nun die Frage nach der Existenz von Perspektivita¨ten und wir
werden sehen, dass uns mit dem Satz von Desargues ein Mittel in die Hand
gegeben ist, solche zu konstruieren. Ist L ein irreduzibler projektiver Verband
und ist Rg(L) ≥ 4, so gilt nach I.9.1 in L der Satz von Desargues. Ist Rg(L) = 3,
so mu¨ssen wir seine Gu¨ltigkeit voraussetzen. Wir beweisen zuna¨chst.
1.6. Satz. Ist L ein desarguesscher, irreduzibler projektiver Verband, ist H eine
Hyperebene von L und sind P , A und B drei verschiedene, kollineare Punkte
von L mit A, B 6≤ H, so gibt es genau ein σ ∈ ∆(P,H) mit Aσ = B.
Beweis. Aus 1.3 folgt, dass es ho¨chstens ein solches σ gibt. Ist na¨mlich τ ein
weiteres Element aus ∆(P,H) mit Aτ = B, so ist στ−1 ∈ ∆(P,H). Andererseits
ist A ein von P verschiedener Fixpunkt von στ−1, der auch nicht in H liegt.
Also ist στ−1 = 1, so dass σ = τ ist.
Wir zeigen nun die Existenz eines solchen σ. Dies ist sehr einfach, falls auf
jeder Geraden von L genau drei Punkte liegen. Wegen P ≤ A + B und A,
B 6≤ H ist dann P ≤ H. Wir definieren σ durch Xσ = X, falls X ein Punkt
von H ist. Ist X ein Punkt des geschlitzten Raumes LH , so sei X
σ der von X
und P verschiedene dritte Punkt auf X + P . Offenbar ist σ2 = 1, so dass σ
eine Bijektion der Punktmenge von L auf sich ist. Um zu zeigen, dass σ eine
Kollineation ist, genu¨gt es wegen σ2 = 1 zu zeigen, dass σ kollineare Punkte auf
kollineare Punkte abbildet. Dies ist aber, da auf jeder Geraden von L nur drei
Punkte liegen, eine unmittelbare Konsequenz des Veblen-Young Axioms. Wir
du¨rfen im Folgenden also annehmen, dass auf jeder Geraden von L mindestens
vier Punkte liegen.
Wir betrachten den geschlitzten Raum LA+B . Es sei X ein Punkt dieses
Raumes. Ist X ein Punkt von H, so setzen wir Xσ := X und Xτ := X. — Wir
definieren neben σ also auch gleichzeitig die zu σ inverse Abbildung τ . — Liegt
X nicht in H, so setzen wir
Xσ :=
(
((X +A) ∩H) +B) ∩ (P +X)
bzw.
Xτ :=
(
((X +B) ∩H) +A) ∩ (P +X).
Offensichtlich ist στ = 1 = τσ, so dass σ und τ zueinander inverse Bijektionen
der Punktmenge von LA+B auf sich sind. Es genu¨gt nun im Folgenden zu zeigen,
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dass σ kollineare Punkte auf kollineare Punkte abbildet, da τ als Abbildung des
gleichen Typs dann ebenfalls diese Eigenschaft hat.
Es seien nunX, Y und Z drei kollineare Punkte von LA+B . Wir du¨rfen oBdA
annehmen, dass Z ≤ H und X, Y 6≤ H gilt. Ist P ≤ X+Y oder A ≤ X+Y , so
folgt unmittelbar aus der Definition von σ, dass Xσ, Y σ und Zσ = Z kollinear
sind. Es sei also P , A 6≤ X + Y . Dann ist auch P , B 6≤ Xσ + Y σ. Die Dreiecke
P
Z = Z
Y
σY
σ H
X
X
B
A
σ
A, X, Y und B, Xσ, Y σ erfu¨llen daher die Voraussetzungen des Satzes von
Desargues. Somit sind die Punkte
(A+ Y ) ∩ (B + Y σ),
(A+X) ∩ (B +Xσ),
(X + Y ) ∩ (Xσ + Y σ)
kollinear. Da die ersten beiden Punkte in H liegen, liegt auch der dritte Punkt
in H. Folglich ist
(X + Y ) ∩ (Xσ + Y σ) = (X + Y ) ∩H = Z,
so dass die Punkte Xσ, Y σ und Z = Zσ kollinear sind. Damit ist gezeigt, dass σ
kollineare Punkte auf kollineare Punkte abbildet. Nach unserer Vorbemerkung
bildet σ dann auch nicht kollineare Punkte auf nicht kollineare Punkte ab. Weil
auf jeder Geraden von L mindestens vier Punkte liegen, ist daher Satz I.8.8
anwendbar, so dass σ durch eine Kollineation von L induziert wird. Diese geho¨rt
offensichtlich zu ∆(P,H) und bildet A auf B ab. Damit ist alles bewiesen.
Projektive Ebenen sind nicht immer desarguessch. Es ist daher angebracht,
die Situation in diesem Falle etwas genauer zu analysieren. Die nun folgende
Analyse stammt von R. Baer (Baer 1942).
Es sei L eine projektive Ebene, dh. ein irreduzibler projektiver Verband des
Ranges 3. Ferner sei P ein Punkt und G eine Gerade von L. Wir sagen, dass
in L der (P,G)-Satz von Desargues erfu¨llt sei, wenn Folgendes gilt:
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Sind G1, G2, G3 drei verschiedene Geraden von L, die durch P gehen, und
sind Pi, Qi fu¨r i := 1, 2, 3 Punkte auf Gi, die von P verschieden sind und auch
nicht auf G liegen, ist Pi + Pj 6= Qi +Qj fu¨r i 6= j und liegen die Punkte
R12 := (P1 + P2) ∩ (Q1 +Q2)
und
R13 := (P1 + P3) ∩ (Q1 +Q3)
auf G, so liegt auch der Punkt
R23 := (P2 + P3) ∩ (Q2 +Q3)
auf G.
Ferner sagen wir, dass L eine (P,G)-transitive Ebene ist, wenn es zu jedem
Punktepaar A, B mit P 6= A 6≤ G und P 6= B 6≤ G sowie P + A = P + B ein
σ ∈ ∆(P,G) mit Aσ = B gibt. Der Beweis von 1.6 liefert auch die Gu¨ltigkeit
einer Schlussrichtung in
1.7. Satz. Eine projektive Ebene ist genau dann (P,G)-transitiv, wenn in ihr
der (P,G)-Satz von Desargues gilt.
Dies ist wieder eine gute Gelegenheit fu¨r den Leser, seine bereits erworbenen
Fa¨higkeiten zu erproben und zu zeigen, dass aus der (P,G)-Transitivita¨t der
(P,G)-Satz von Desargues folgt. Dazu wa¨hle er sich ein σ ∈ ∆(P,G) mit Pσ1 =
Q1 und verfolge die Wirkung von σ auf den Rest der Figur.
1.8. Korollar. Eine projektive Ebene ist genau dann desarguessch, wenn sie
(P,G)-transitiv ist fu¨r alle Punkt-Geradenpaare (P,G).
Weiter gilt
1.9. Korollar. Ist L eine desarguessche projektive Ebene, so ist auch Ld
desarguessch.
Dies folgt aus 1.8 und der Bemerkung, dass L offensichtlich genau dann
(P,G)-transitiv ist, wenn Ld eine (G,P )-transitive Ebene ist.
Ein Element g einer Gruppe G heißt Involution, wenn g2 = 1 6= g ist.
1.10. Satz. Es sei L ein irreduzibler projektiver Verband, dessen Rang min-
destens 3 sei. Ferner seien P und Q zwei verschiedene Punkte und H eine
Hyperebene von L mit P , Q 6≤ H. Ist dann ρ eine Involution aus ∆(P,H) und
σ eine Involution aus ∆(Q,H), so ist 1 6= ρσ ∈ E((P +Q) ∩H,H).
Beweis. Natu¨rlich gilt ρσ ∈ ∆(H). Ferner gilt (P +Q)ρσ = P +Q. Wegen
P + Q 6≤ H liegt das Zentrum R von ρσ nach 1.3 auf P + Q, da ja offenbar
ρσ 6= 1 ist. Es bleibt zu zeigen, dass R auf H liegt.
Wegen Rρσ = R und σ2 = 1 ist Rρ = Rρσ
2
= Rσ. Hieraus folgt
(Rρ)ρσ = Rρ
2σ = Rσ = Rρ.
Nach 1.3 gilt daher Rρ = R oder Rρ ≤ H. Im letzteren Falle folgt Rρ = Rρ2 = R
und damit R ≤ H. Im ersten Fall folgt wieder mit 1.3, dass R ≤ H oder R = P
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ist. Wa¨re R = P so folgte P = R = Rρσ = Pσ und mit P 6≤ H weiter der
Widerspruch P = Q. Also ist in jedem Falle R ≤ H.
Der na¨chste Satz ist vor allem fu¨r projektive Ebenen interessant, da eine
ebene projektive Geometrie nicht notwendig desarguessch ist.
1.11. Satz. Es sei L ein irreduzibler projektiver Verband mit Rg(L) ≥ 3 und
jede Gerade von L trage wenigstens vier Punkte. Ferner sei H eine Hyperebene
und P und Q seien zwei verschiedene Punkte von L, die nicht auf H liegen. Ist
Rg(L) = 3, so werde noch vorausgesetzt, dass L sowohl (P,H)- als auch (Q,H)-
transitiv sei. Dann ist ∆(X,H) fu¨r alle Punkte X auf P +Q eine Untergruppe
der von ∆(P,H) und ∆(Q,H) erzeugten Gruppe. Ist Rg(L) = 3, so ist L fu¨r
alle diese Punkte (X,H)-transitiv.
Beweis. Es sei G die von ∆(P,H) und ∆(Q,H) erzeugte Gruppe.
j) Die Gruppe G operiert scharf zweifach transitiv auf der Menge Ω der von
(P +Q) ∩H verschiedenen Punkte auf P +Q.
Nach 1.6 bzw. auf Grund unserer Annahme operiert ∆(P,H) auf Ω − {P}
transitiv. Weil Ω−{P} auf Grund der Annahme, dass jede Gerade mindestens
vier Punkte tra¨gt, wenigstens zwei Punkte entha¨lt, entha¨lt ∆(Q,H) wenigstens
ein von 1 verschiedenes Element, so dass P auf Grund von 1.6 bzw. unserer
Annahme u¨ber ∆(Q,H) und wegen 1.1 kein Fixpunkt von ∆(Q,H) ist. Daher
ist G auf Ω zweifach transitiv. Weil G nur aus axialen Kollineationen mit der
Achse H besteht, folgt mit 1.1, dass das einzige Element in G, welches zwei
Fixpunkte außerhalb H hat, die Identita¨t ist. Folglich ist G scharf zweifach
transitiv auf Ω.
ij) Es ist E((P +Q) ∩H,H) ∩G 6= {1}.
Es seien A und B zwei verschiedene Punkte aus Ω. Nach j) gibt es ein γ ∈ G
mit Aγ = B und Bγ = A. Es folgt Aγ
2
= A und Bγ
2
= B. Nach 1.1 ist daher
γ2 = 1. Wegen A 6= B ist γ daher eine Involution. Ist γ ∈ E((P +Q)∩H,H), so
sind wir fertig. Es sei also γ /∈ E((P +Q)∩H,H). Dann liegt das Zentrum von
γ in Ω. Weil dieses Zentrum auf Grund von j) kein Fixelement von G ist, gibt
es noch eine zweite involutorische Streckung in G, deren Zentrum vom Zentrum
von γ verschieden ist. Mit 1.10 folgt daher die Behauptung.
iij) Es ist E((P +Q)∩H,H) ⊆ G und E((P +Q)∩H,H) operiert transitiv
auf Ω.
Die Gruppe E((P+Q)∩H,H)∩G ist nach ij) ein nicht trivialer Normalteiler
von G. Weil G nach j) zweifach transitiv operiert, operiert dieser Normalteiler
auf Ω transitiv. Mit 1.1 folgt hieraus, dass E((P + Q) ∩ H,H) ∩ G = E((P +
Q) ∩H,H) ist.
Dass schließlich auch alle ∆(X,H) fu¨r X ∈ Ω in G enthalten sind und auf
Ω−{X} transitiv operieren, folgt aus der Transitivita¨t von G auf Ω. Damit ist
alles bewiesen.
Soviel an Bemerkungen zu der Situation im ebenen Fall. Wir wenden uns
nun wieder der allgemeinen Situation zu.
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1.12. Satz. Es sei H eine Hyperebene des irreduziblen projektiven Verbandes
L. Sind σ, τ ∈ ∆(H) und ist σ, τ , στ 6= 1, ist ferner P das Zentrum von σ, ist
Q das Zentrum von τ und R das von στ , so ist R ≤ P +Q.
Beweis. Ist P = Q, so ist R = P = Q ≤ P + Q. Es sei also P 6= Q. Setze
G := P +Q. Dann ist Gσ = G = Gτ . Ist G 6≤ H, so folgt aus 1.3, dass R ≤ G
ist. Es sei also G ≤ H. Weil σ und τ Elationen sind, ist auch στ nach 1.5 eine
solche. Folglich ist R ≤ H. Es gibt eine Ebene E — evtl. das gro¨ßte Element
von L — mit G = E ∩H. Weil E unter σ und τ festbleibt, bleibt sie auch unter
στ fest. Wegen E 6≤ H folgt mit 1.3, dass R ≤ E ist. Also ist R ≤ E ∩H = G.
Es sei L ein irreduzibler projektiver Verband, dessen Rang mindestens gleich
3 sei. Ferner sei H eine Hyperebene von L. Ist 0 6= X ∈ L, so bezeichnen wir
mit ∆(X,H) die Menge der Perspektivita¨ten, deren Zentrum in X liegen. Mit
1.12 folgt dann, dass ∆(X) eine Untergruppe von ∆(H) ist. Wir setzen noch
∆(0, H) := {1}. Es ist ∆(Π, H) = ∆(H) und ∆(H,H) = E(H). Ist X ≤ H,
so setzen wir E(X,H) := ∆(X,H). Dann ist E(X,H) eine Untergruppe von
E(H).
Ist E(H) 6= {1}, so setzen wir
pi(H) :=
{
E(P,H) | P ≤ H, RgL(P ) = 1, E(P,H) 6= {1}
}
.
Da jedes Element von E(H) ein Zentrum hat und von 1 verschiedene Elemente
aber auch nur eines, gilt
E(H) =
⋃
Ξ∈pi(H)
Ξ
und
Ξ ∩Ψ = {1},
falls nur Ξ und Ψ verschiedene Elemente von pi(H) sind. Dies bedeutet, dass
pi(H) eine Partition von E(H) ist. Dabei nennen wir eine Menge pi von nicht
trivialen Untergruppe einer Gruppe G Partition von G, falls G =
⋃
X∈piX ist
und sich zwei verschiedene Elemente von pi stets trivial schneiden. Die Elemente
von pi heißen die Komponenten der Partition pi. Die Partition pi heißt nicht
trivial , falls sie mehr als eine Komponente besitzt.
Wir werden sehen, dass die Gruppen E(H) und E(P ) in allen uns inter-
essierenden Fa¨llen abelsch sind. Dies wird aus dem folgenden, allgemeineren
Satz folgen.
1.13. Satz. Es sei pi eine nicht triviale Partition der Gruppe G. Genau dann
ist G abelsch, wenn alle Komponenten von pi Normalteiler von G sind. Ist G
abelsch und entha¨lt G ein von 1 verschiedenes Element endlicher Ordnung, so
gibt es eine Primzahl p, so dass G eine elementarabelsche p-Gruppe ist.
Beweis. Ist G abelsch, so sind alle Untergruppen von G normal in G, ins-
besondere also auch die Komponenten von pi.
Es seien alle Komponenten von pi normal in G. Ferner seien g und h zwei
Elemente aus G und U , V ∈ pi mit g ∈ U und h ∈ V . Weil V ein Normalteiler
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ist, gilt h−1, g−1hg ∈ V . Also ist
h−1g−1hg ∈ V.
Analog folgt h−1g−1h, g ∈ U und damit
h−1g−1hg ∈ U.
Ist nun U 6= V , so ist U ∩ V = {1}, so dass gh = hg ist. Es sei U = V . Da pi
nicht trivial ist, gibt es eine Komponente W von pi, die von U verschieden ist.
Es sei 1 6= k ∈W . Da gh ∈ U ist, folgt ghk = kgh. Nun ist kg /∈ U , da sonst k
in U la¨ge. Also ist kgh = hkg. Insgesamt ist also
ghk = kgh = hkg = hgk.
Hieraus folgt, dass gh = hg ist. Damit ist gezeigt, dass G abelsch ist.
Nun sei G abelsch. Entha¨lt G ein Element endlicher Ordnung, so entha¨lt
G auch ein Element von Primzahlordnung p. Es sei g ein solches. Ferner sei
U ∈ pi und g ∈ U . Es sei h ∈ G − U . Es gibt dann eine Komponente V von pi
mit h ∈ V . Dann ist hg /∈ V , da g /∈ V . Es gibt also eine von V verschiedene
Komponente W mit hg ∈W . Es folgt, da G abelsch ist,
hp = hpgp = (hg)p ∈ V ∩W = {1}.
Damit ist gezeigt, dass alle Elemente in G − U die Ordnung p haben. Weil pi
nicht trivial ist, ist G− U 6= ∅, so dass G von G− U erzeugt wird. Folglich ist
G eine elementarabelsche p-Gruppe.
Ist κ eine Kollineation von L, so ist
κ−1E(X,H)κ = E(Xκ, Hκ).
Ist κ ∈ ∆(H), so ist Xκ = X und Hκ = H. Somit gilt
1.14. Satz. Ist L ein irreduzibler projektiver Verband, ist H eine Hyperebene
von L und ist X ≤ H, so ist E(X,H) normal in ∆(H) und daher erst recht in
E(H). Insbesondere ist E(P,H) fu¨r jeden Punkt P von H normal in E(H).
Eine wichtige Folgerung aus diesem Satz ist das na¨chste Korollar.
1.15. Korollar. Es sei H eine Hyperebene des irreduziblen projektiven Ver-
bandes L. Ist RgL(H) ≥ 3, so ist E(H) abelsch. Ist RgL(H) = 2, und ist
pi(H) nicht trivial, so ist E(H) abelsch. In beiden Fa¨llen folgt, dass E(H) eine
elementarabelsche p-Gruppe ist, wenn E(H) ein von 1 verschiedenes Element
endlicher Ordnung entha¨lt.
Ist L ein desarguesscher, irreduzibler projektiver Verband, so operiert die
Gruppe E(H) auf der Menge der Punkte von LH scharf transitiv, dh., zu je
zwei Punkten P und Q, die nicht in H liegen, gibt es genau ein γ ∈ E(H) mit
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P γ = Q. Ist L endlich und ist n die Anzahl der Punkte von LH , so ist also
n = |E(H)|. Nach I.7.6 ist, wenn r der Rang und q die Ordnung von L ist,
n = (q − 1)−1(qr − 1− qr−1 + 1) = qr−1.
Andererseits ist E(H) endlich und daher nach 1.15 eine elementarabelsche p-
Gruppe, so dass E(H) eine Potenz von p ist. Folglich ist q eine Potenz von p.
Nennt man eine projektive Ebene L eine Translationsebene, wenn E(H) auf der
Menge der Punkte von LH transitiv operiert, so liefert der eben gefu¨hrte Beweis
auch noch, dass die Ordnung einer endlichen Translationsebene ebenfalls Potenz
einer Primzahl ist. Es gilt also der im Anschluss an 7.7 in Kapitel I angeku¨ndigte
1.16. Satz. Ist L ein endlicher, irreduzibler projektiver Verband mit Rg(L) ≥ 4
oder ist L eine endliche Translationsebene, so ist die Ordnung von L Potenz
einer Primzahl.
Da eine desarguessche projektive Ebene Translationsebene bez. jeder ihrer
Geraden ist, ist auch die Ordnung einer endlichen desarguesschen Ebene Potenz
einer Primzahl.
2. Der Kern von E(H)
Es sei L ein irreduzibler projektiver Verband mit Rg(L) ≥ 3 und H sei eine
Hyperebene von L. Ist Rg(L) = 3, so setzen wir voraus, dass L eine Transla-
tionsebene bez. H ist. Dann ist E(H) in jedem Falle abelsch. Mit K(H) be-
zeichnen wir die Menge der Endomorphismen η von E(H), die die Eigenschaft
haben, dass E(P,H)η ⊆ E(P,H) ist fu¨r alle Punkte P von H. Da offensichtlich
die Summe, die Differenz und das Produkt zweier Elemente aus K(H) wieder
in K(H) liegen, ist K(H) ein Unterring des Endomorphismenringes von E(H).
Man nennt K(H) den Kern von E(H).
2.1. Satz. Es sei L ein irreduzibler projektiver Verband mit Rg(L) ≥ 3 und H
sei eine Hyperebene von L. Im Falle Rg(L) = 3 sei L eine Translationsebene
bez. H. Dann gilt: K(H) ist ein Ko¨rper und E(H) ist ein Rechtsvektorraum
u¨ber K(H). Ist L desarguessch, was fu¨r Rg(L) > 3 der Fall ist, so sind die Kom-
ponenten von pi(H) Unterra¨ume des Ranges 1 des K(H)-Vektorraumes E(H).
Ist P ein Punkt von L, der nicht in H liegt, so ist ∆(P,H) zur multiplikativen
Gruppe von K(H) isomorph.
Beweis. Es sei 1 6= σ ∈ E(H) und η ∈ K(H). U¨berdies gelte ση = 1. Nun
sei τ ∈ E(H) und das Zentrum Q von τ sei vom Zentrum P von σ verschieden.
Weil σ genau ein Zentrum hat, folgt τσ /∈ E(Q,H). Also ist τσ ∈ E(R,H),
wobei R ein von Q verschiedener Punkt auf H ist. Hieraus folgt
τη = τηση = (τσ)η ∈ E(Q,H) ∩ E(R,H) = {1},
so dass τη = 1 ist fu¨r alle τ ∈ E(H) − E(P,H). Da diese Menge auf Grund
unserer Annahme u¨ber L nicht leer ist und E(H) daher von ihr erzeugt wird,
gilt E(H)η = {1}. Anders ausgedru¨ckt: Jedes von Null verschiedene Element
in K(H) ist injektiv.
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Wir zeigen als Na¨chstes, dass jedes von Null verschiedene Element aus K(H)
auch surjektiv ist. Dazu sei 1 6= σ ∈ E(P,H) und 1 6= τ ∈ E(Q,H) sowie
P 6= Q. Ferner sei X ein Punkt, der nicht in H liegt, und 0 6= η ∈ K(H). Dann
ist τη 6= 1, wie wir gerade gesehen haben. Nun ist τη ∈ E(Q,H). Daher ist
στη /∈ E(P,H). Es sei etwa στη ∈ E(R,H). Nach 1.12 sind die Punkte P , Q
und R kollinear. Sie sind aber auch paarweise verschieden. Die Gerade X + R
liegt in der Ebene P +Q+X, da R ja auf P +Q liegt. Weil diese Ebene durch
das Zentrum Q von τ geht, bleibt sie unter τ fest, so dass auch die Gerade
Xτ + P in P +Q+X liegt. Weil die Geraden X + R und Xτ + P nicht in H
liegen, sind sie verschieden, so dass (X +R)∩ (Xτ +P ) ein Punkt ist, der nicht
auf P +Q liegt. Somit ist
Y :=
(
((X +R) ∩ (Xτ + P )) +Q) ∩ (X + P )
ein Punkt auf P + X. Weil Q das Zentrum von τ ist und P auf H liegt, folgt
weiter
Y τ =
(
((X +R) ∩ (Xτ + P )) +Q) ∩ (Xτ + P ).
Hieraus folgt mittels des Modulargesetzes, dass
Y τ = (X +R) ∩ (Xτ + P ) ≤ X +R
ist.
Weil E(H) auf Grund unserer Annahme auf den Punkten des affinen Raumes
LH transitiv operiert, gibt es ein ρ ∈ E(P,H) mit Xρ = Y . Es folgt
Xρτ = Y τ ≤ X +R.
Dies besagt, dass ρτ ∈ E(R,H) gilt. Dann ist aber auch ρητη = (ρτ)η ∈
E(R,H). Ferner ist σρ−η ∈ E(P,H), da σ, ρη ∈ E(P,H) gilt. Also ist
σρ−η = στητ−ηρ−η ∈ E(P,H) ∩ E(R,H) = {1}.
Folglich ist σ = ρη, so dass η in der Tat surjektiv ist. Damit ist gezeigt, dass
die von Null verschiedenen Elemente aus K(H) Automorphismen sind. Da
ihre Inversen offenbar auch zu K(H) geho¨ren, ist K(H) als Ko¨rper erkannt.
Insbesondere ist E(H) damit ein Rechtsvektorraum u¨ber seinem Kern.
Es sei P ein Punkt, der nicht in H liegt, und δ sei ein Element aus ∆(P,H).
Dann ist die durch τ δ
∗
:= δ−1τδ fu¨r τ ∈ E(H) erkla¨rte Abbildung δ∗ nach
1.14 ein Automorphismus von E(H), der sogar in K(H) liegt. Ist η ebenfalls in
∆(P,H) und ist δ∗ = η∗, so ist δ−1τδ = η−1τη fu¨r alle τ ∈ E(H). Hieraus folgt,
dass ησ−1 im Zentralisator von E(H) liegt, dh., dass ηδ−1 mit allen Elementen
von E(H) vertauschbar ist. Weil ηδ−1 den Fixpunkt P hat und E(H) auf der
Menge der Punkte von LH transitiv operiert, la¨sst ηδ
−1 alle Punkte von LH
fest. Folglich ist ηδ−1 = 1, so dass die Abbildung ∗ injektiv ist. Somit ist ∗ ein
Monomorphismus von ∆(P,H) in die multiplikative Gruppe von K(H).
Wir zeigen, dass die Abbildung ∗ auch surjektiv ist. Dazu sei 0 6= η ∈ K(H).
Wir definieren die Abbildung σ wie folgt. Es sei Q ein Punkt von LH . Es gibt
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dann genau ein τ ∈ E(H) mit P τ = Q. Wir setzen Qσ := P τη . Dann ist σ eine
Abbildung der Menge der Punkte von LH in sich. Mittels η
−1 definieren wir
auf die gleiche Weise eine Abbildung σ′. Dann ist
P τσσ
′
= (P τ
η
)σ
′
= P τ
ηη−1
= P τ = P τ
η−1η
= P τσ
′σ,
so dass also σσ′ = 1 = σ′σ ist. Somit ist σ bijektiv und σ−1 = σ′.
Es seien Q, R und S drei kollineare Punkte von LH . Es gibt dann ein
ρ ∈ E(H) mit Qρ = P . Die Punkte P , Rρ und Sρ sind dann ebenfalls kollinear.
Es gibt λ, µ ∈ E(H) mit Pλ = Rρ und Pµ = Sρ. Wegen der Kollinearita¨t von
P , Rρ und Sρ folgt, dass λ und µ das gleiche Zentrum haben. Dann haben aber
auch λη und µη das gleiche Zentrum. Es folgt, dass auch die Punkte P , Pλ
η
und
Pµ
η
kollinear sind. Nun ist aber Qρσ = Pσ = P , Rρσ = Pλ
η
und Sρσ = Pµ
η
.
Also sind auch die Punkte Qρσ, Rρσ und Sρσ kollinear. Wir wissen bereits,
dass σ−1 ρ−1 σ ∈ E(H) ist. Daher sind auch die Punkte Qρσσ−1ρ−1σ = Qσ,
Rρσσ
−1ρ−1σ = Rσ, Sρσσ
−1ρ−1σ = Sσ kollinear. Da σ−1 eine Abbildung gleicher
Bauart wie σ ist, bildet auch σ−1 kollineare Punkte auf kollineare Punkte ab.
Aus I.8.8 folgt daher, falls jede Gerade von L wenigstens drei Punkte tra¨gt, dass
σ durch genau eine Kollineation von L induziert wird, die, da σ alle Geraden
durch P festla¨sst, in ∆(P,H) liegt. Enthalten alle Geraden von L genau drei
Punkte, so ist |E(Q,H)| = 2 fu¨r alle Punkte Q von H. Dann ist aber auch
|K(H)| = 2, so dass in diesem Falle nichts zu beweisen ist. Damit ist gezeigt,
dass ∗ ein Isomorphismus von ∆(P,H) auf die multiplikative Gruppe von K(H)
ist.
Die Gruppen E(Q,H) sind Unterra¨ume des K(H)-Vektorraumes E(H). Ist
L desarguessch, so mu¨ssen wir noch zeigen, dass sie alle den Rang 1 haben.
Es sei also L desarguessch. Sind σ und τ von 1 verschiedene Elemente aus
E(Q,H) und ist P ein Punkt, der nicht in H liegt, so ist P 6= Pσ, P τ und
P + Pσ = P + P τ . Es gibt also ein δ ∈ ∆(P,H) mit Pσδ = P τ . Nun ist
P δ
−1
= P und δ−1σδ ∈ E(H). Aus
P τ = Pσδ = P δ
−1σδ
folgt daher, dass
σδ
∗
= δ−1σδ = τ
ist. Damit ist gezeigt, dass die E(Q,H) Unterra¨ume des Ranges 1 sind, falls L
desarguessch ist. Hiermit ist 2.1 in allen seinen Teilen bewiesen.
2.2. Korollar. Ist L ein endlicher, desarguesscher irreduzibler projektiver
Verband der Ordnung q und ist H eine Hyperebene von L, so ist K(H) ∼= GF(q).
Beweis. Dies folgt sofort aus |K(H)| = q und aus der Tatsache, dass es bis
auf Isomorphie nur einen endlichen Ko¨rper mit q Elementen gibt, na¨mlich das
Galoisfeld GF(q).
2.3. Korollar. Es sei L ein endlicher, irreduzibler projektiver Verband und H
sei eine Hyperebene. Ferner sei L eine Translationsebene bez. H, falls Rg(L) =
3 ist. Ist dann P ein Punkt von LH , so ist ∆(P,H) zyklisch.
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Beweis. In diesen Fa¨llen ist K(H) ein endlicher Ko¨rper, so dass die multi-
plikative Gruppe von K(H) nach bekannten Sa¨tzen zyklisch ist.
2.4. Satz. Es sei L ein irreduzibler, desarguesscher projektiver Verband und Σ
sei eine Untergruppe von E(H). Genau dann ist Σ ein Unterraum des K(H)-
Vektorraumes E(H), wenn es ein X ∈ L gibt mit X ≤ H und Σ = E(X,H).
Beweis. Aus der Definition von K(H) folgt, dass E(X,H) fu¨r alle X ∈ L
mit X ≤ H ein Unterraum des K(H)-Vektorraumes E(H) ist.
Es sei also umgekehrt Σ ein Unterraum des Vektorraumes E(H). Ferner sei
S die Menge der Zentren der von 1 verschiedenen Elemente aus Σ. Schließlich
sei X := ΣP∈SP . Ist S = ∅, so ist X = 0 und Σ = {1}, so dass Σ = E(0, H)
ist. Es sei also S 6= ∅. Sicherlich ist Σ ⊆ E(X,H). Wir mu¨ssen also zeigen, dass
E(X,H) ⊆ Σ ist. Dazu genu¨gt es zu zeigen, dass S alle Punkte von X entha¨lt.
Ist na¨mlich P ein Punkt von X, der in S liegt, so ist E(P,H)∩Σ 6= {1}. Hieraus
folgt mit 2.1, da L als desarguessch vorausgesetzt wurde, dass E(P,H) ⊆ Σ
gilt. Um nun zu zeigen, dass S alle Punkte von X entha¨lt, genu¨gt es nach
I.2.12 zu zeigen, dass mit zwei verschiedenen Punkten auch alle Punkte ihrer
Verbindungsgeraden in S liegen.
Es seien also P und Q zwei verschiedene Punkte von S. Dann ist, wie wir
bereits bemerkten, E(P,H) ⊆ Σ und E(Q,H) ⊆ Σ. Also ist auch
E(P,H)E(Q,H) ⊆ Σ.
Es sei R ein von P und Q verschiedener Punkt auf P +Q. Schließlich sei U ein
Punkt von LH und 1 6= τ ∈ E(R,H). Wir setzen V := (Uτ +Q)∩ (U +P ) und
W := (Uτ + P ) ∩ (U +Q). Es gibt dann ein ρ ∈ E(P,H) mit Uρ = V und ein
σ ∈ E(Q,H) mit Uσ = W . Dann ist aber Uρσ = Uτ und folglich τ = ρσ. Somit
ist 1 6= τ ∈ Σ, was wiederum R ∈ S nach sich zieht.
3. Pappossche Geometrien
In diesem und dem na¨chsten Abschnitt werden wir der Frage nachgehen, in
welchen projektiven Geometrien der Satz von Pappos gilt. Dabei werden wir in
diesem Abschnitt nur den Fall der desarguesschen Geometrien betrachten, der
ja sicher dann vorliegt, wenn die betrachteten Geometrien mindestens den Rang
4 haben. Im na¨chsten Abschnitt werden wir den Satz von Hessenberg beweisen,
der besagt, dass eine pappossche projektive Ebene stets auch desarguessch ist.
Es sei L ein irreduzibler, desarguesscher projektiver Verband, in dem der
Satz von Pappos gelte. Es sei H eine Hyperebene und P ein Punkt von L, der
auch auf H liegen darf. Weiter seien δ und η zwei von 1 verschiedene Elemente
aus ∆(P,H) und G und K seien zwei verschiedene Geraden durch P , die nicht
in H liegen. Schließlich sei X ein von P und G ∩ H verschiedener Punkt auf
G und Y ein von P und K ∩ H verschiedener Punkt auf K. Ist δ = η, so
ist δη = ηδ. Es sei also δ 6= η. Dann sind Y , Y δ und Y η drei verschiedene
Punkte auf K, die alle von P verschieden sind. Ebenso sind Xδ, Xη und Xδη
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drei verschiedene Punkte auf G, die auch von P verschieden sind. Weil wir die
Gu¨ltigkeit des Satzes von Pappos vorausgesetzt haben, sind die Punkte
(Xδ + Y δ) ∩ (Xη + Y η),
(Xδ + Y ) ∩ (Xδη +Xη),
(Xδη + Y δ) ∩ (Xη + Y )
kollinear. Nun ist
(Xδ + Y δ) ∩H = (X + Y ) ∩H = (Xη + Y η) ∩H,
so dass der erste dieser Punkte auf H liegt. Der zweite Punkt liegt aus dem
G
η
δ
P
K
δη
Y
Y
Xδ
X η
X
H
Y
gleichen Grund auf H. Somit auch der dritte. Nun ist
Xηδ =
(
((Xη + Y ) ∩H) + Y δ) ∩G.
Aus der gerade gemachten Bemerkung folgt, dass(
(Xη + Y ) ∩H)+ Y δ = Y δ +Xδη
ist. Also ist
Xηδ = (Y δ +Xδη) ∩G = Xδη.
Hieraus folgt schließlich, dass δη = ηδ ist. Somit ist ∆(P,H) abelsch.
Es sei nun umgekehrt ∆(P,H) abelsch fu¨r alle Punkt-Hyperebenenpaare des
desarguesschen projektiven Verbandes L. (Wie wir wissen, ist ∆(P,H) sicher
dann abelsch, wenn P auf H liegt.) Es seien G und K zwei verschiedene Geraden
durch P und P1, P2 und P3 seien drei verschiedene Punkte auf G, die alle von P
verschieden seien. Entsprechend seien Q1, Q2 und Q3 drei verschiedene Punkte
auf K, die ebenfalls von P verschieden seien. Schließlich sei
J :=
(
(P1 +Q2) ∩ (Q1 + P2)
)
+
(
(P1 +Q3) ∩ (Q1 + P3)
)
.
Dann ist J eine Gerade in der Ebene G+K. Es sei A ein Komplement von G+K.
Dann ist H := J + A eine Hyperebene von L mit H ∩ (G + K) = J . Hieraus
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folgt, dass die Punkte Pi und Qj nicht in H liegen. Es gibt δ, η ∈ ∆(P,H) mit
Qδ3 = Q2 und Q
η
3 = Q1. Setze
X :=
(
Q3 + ((P1 +Q2) ∩ (Q1 + P2))
) ∩G.
Weil die Gerade G durch P geht und der Punkt (P1 + Q2) ∩ (Q1 + P2) auf H
liegt, folgt mit Hilfe des Modulargesetzes
Xδ =
(
Qδ3 + ((P1 +Q2) ∩ (Q1 + P2))
) ∩G
=
(
Q2 + ((P1 +Q2) ∩ (Q1 + P2))
) ∩G
= (P1 +Q2) ∩ (Q2 +Q1 + P2) ∩G
= (P1 +Q2) ∩G
= P1.
Ebenso folgt
Xη =
(
Qη3 + ((P1 +Q2) ∩ (Q1 + P2))
) ∩G
=
(
Q1 + ((P1 +Q2) ∩ (Q1 + P2))
) ∩G
= (Q1 + P2) ∩ (Q1 + P1 +Q2) ∩G
= (Q1 + P2) ∩G
= P2
und
P η1 =
(
Qη3 + ((P1 +Q3) ∩ (Q1 + P3))
) ∩G
=
(
Q1 + ((P1 +Q3) ∩ (Q1 + P3))
) ∩G
= (Q1 + P3) ∩ (Q1 + P1 +Q3) ∩G
= (Q1 + P3) ∩G
= P3
Es ist also Xδ = P1, X
η = P2 und X
δη = P η1 = P3. Nun ist δη = ηδ, woraus
folgt, dass
P δ2 = X
ηδ = Xδη = P3
ist. Daraus folgt wiederum, dass (P2 + Q3) ∩ (Q2 + P3) ein Punkt von H ist.
Also ist
(P2 +Q3) ∩ (Q2 + P3) ≤ H ∩ (G+K) = J,
so dass in L der Satz von Pappos gilt. Damit ist ein Teil des folgenden Satzes
bewiesen.
3.1. Satz. Ist L ein irreduzibler, desarguesscher projektiver Verband mit
Rg(L) ≥ 3, so sind die folgenden Bedingungen a¨quivalent:
(a) In L gilt der Satz von Pappos.
(b) ∆(P,H) ist fu¨r alle Punkt-Hyperebenenpaare (P,H) abelsch.
(c) Es gibt ein nicht inzidentes Punkt-Hyperebenenpaar (P,H), so dass ∆(P,H)
abelsch ist.
(d) Es gibt eine Hyperebene H, so dass K(H) kommutativ ist.
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Beweis. Die A¨quivalenz von (a) und (b) haben wir gerade bewiesen und die
A¨quivalenz von (c) und (d) folgt aus Satz 2.1. Bedingung (c) ist natu¨rlich eine
Folge von (b). Es bleibt zu zeigen, dass (b) eine Folge von (c) ist. Um dies zu
zeigen, beweisen wir zuna¨chst, dass die von allen E(H) erzeugte Gruppe auf der
Menge der nicht inzidenten Punkt-Hyperebenenpaare transitiv operiert.
Es seien H und K zwei verschiedene Hyperebenen von L. Dann ist H ∩K
eine Ko-Gerade von L. Es gibt also eine Gerade G mit Π = G⊕ (H ∩K). Weil
G mindestens drei Punkte tra¨gt, gibt es einen Punkt P auf G, der weder auf H
noch auf K liegt. Setze V := P + (H ∩K). Dann ist V eine Hyperebene. Weil
L desarguessch ist, gibt es ein τ ∈ E(P, V ) mit (G ∩ H)τ = G ∩ K. Es folgt,
dass Hτ = K ist. Die fragliche Gruppe ist also auf der Menge der Hyperebenen
transitiv. Weil E(H) auf der Menge der Punkte von LH transitiv operiert, ist die
fragliche Gruppe auf der Menge der nicht inzidenten Punkt-Hyperebenenpaare
transitiv.
Sei nun (P,H) ein nicht inzidentes Punkt-Hyperebenenpaar und die Gruppe
∆(P,H) sei abelsch. Ist (Q,K) ein weiteres, nicht inzidentes Punkt-Hyperebe-
nenpaar, so gibt es also eine Kollineation γ mit P γ = Q und Hγ = K. Es
folgt
γ−1∆(P,H)γ = ∆(P γ , Hγ) = ∆(Q,K),
so dass auch ∆(Q,K) abelsch ist.
Da die Gruppen E(P,H) fu¨r alle inzidenten Punkt-Hyperebenenpaare stets
abelsch sind, ist alles bewiesen.
Unsere Zwischenbemerkung ist wichtig genug, um als Satz formuliert zu
werden.
3.2. Satz. Ist L ein irreduzibler, desarguesscher projektiver Verband, so ist die
von allen Elationen erzeugte Untergruppe der Kollineationsgruppe von L auf der
Menge der nicht inzidenten Punkt-Hyperebenenpaare von L transitiv.
Aus 3.1 und 3.2 folgt noch das
3.3. Korollar. In allen endlichen, desarguesschen irreduziblen projektiven
Geometrien gilt der Satz von Pappos.
Alle Beweise von 3.3, die ich kenne, benutzen den Satz von Wedderburn, dass
alle endlichen Ko¨rper kommutativ sind. Einen geometrischen Beweis zu finden,
scheint also sehr schwierig zu sein. Den Beweis von Tecklenburg 1987 kann ich
nicht als einen solchen werten, da er nur den einfachen wittschen Beweis des
wedderburnschen Satzes in eine komplizierte geometrische Sprache u¨bersetzt.
4. Der Satz von Hessenberg
Hessenberg zeigt, wenn auch mit einigen Lu¨cken im Beweis, dass pappossche
projektive Ebenen auch desarguessch sind (Hessenberg 1905). Sein Beweis und
einige andere sind in Pickerts Buch abgedruckt. Diese Beweise haben jedoch
niemanden so recht befriedigt, da sie wegen der vielen zu betrachtenden Ent-
artungsfa¨lle sehr unu¨bersichtlich sind. Entartungsfa¨lle in algebraischen Situa-
tionen sind meist banal, wa¨hrend sie in geometrischen Situationen ha¨ufig sehr
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viel Kopfzerbrechen bereiten. Gesucht war also ein Beweis, bei dem man schon
fru¨h von algebraischen Methoden Gebrauch machen konnte. Vorbild war der
Satz von Baer, dass die Gu¨ltigkeit des (P,G)-Satzes von Desargues der (P,G)-
Transitivita¨t der fraglichen Ebene a¨quivalent ist. Einen ersten Beweis dieser
Art fand ich im Jahre 1968, den ich eine Weile als den scho¨nsten Beweis fu¨r
den hessenbergschen Satz ansah (Lu¨neburg 1969b). Dann jedoch publizierte
A. Herzer seinen Beweis dieses Satzes (Herzer 1972). Dieser Beweis za¨hlt fu¨r
mich zu den mathematischen Juwelen. Ich werde ihn also, Altruist der ich bin,
dem Leser nicht vorenthalten.
Vom geometrischen Standpunkt her gesehen sind Kollineationen mit vielen
Fixpunkten einfacher zu handhaben als solche ohne Fixpunkte. Das lassen schon
unsere Sa¨tze u¨ber Perspektivita¨ten ahnen. Antiautomorphismen eines projek-
tiven Verbandes haben keine Fixpunkte. Dennoch gibt es auch hier Punkte, die
vor anderen ausgezeichnet sind. Bevor wir sie definieren, verabreden wir noch,
dass Antiautomorphismen eines projektiven Verbandes in Zukunft Korrelatio-
nen oder auch Dualita¨ten genannt werden.
Es sei κ eine Korrelation des projektiven Verbandes L. Der Punkt P von L
heißt absolut , falls P ≤ Pκ gilt. Analog heißt die Hyperebene H von L absolut ,
wenn Hκ ≤ H ist.
4.1. Satz. Es sei κ eine Korrelation der projektiven Ebene L. Sind P und Q
zwei verschiedene absolute Punkte von κ und gilt Q ≤ Pκ, so sind P und Q die
einzigen absoluten Punkte auf Pκ. U¨berdies ist Pκ
2
= Q und κ2 6= 1.
Beweis. Setze G := Pκ. Die Menge der Geraden durch P wird von κ
bijektiv auf die Menge der Punkte von G abgebildet. Da G nach Voraussetzung
mindestens zwei absolute Punkte tra¨gt, gibt es eine von G verschiedene Gerade
H durch P , so dass Hκ ein absoluter Punkt auf G ist, so dass also Hκ ≤ Hκ2
gilt. Hieraus folgt, da auch K−1 eine Korrelation ist, dass
(Hκ
2
)κ
−1 ≤ (Hκ)κ−1 ,
dh., dass
Hκ ≤ H
ist. Also ist
Hκ = H ∩G = P.
Dies besagt, dass es nur eine von G verschiedene Gerade durch P gibt, deren
Bild unter κ ein absoluter Punkt auf G ist, na¨mlich die Gerade Pκ
−1
. Weil Q
ein zweiter absoluter Punkt auf G ist, ist also Gκ = Q. Hieraus folgt weiter
Pκ
2
= Gκ = Q.
Weil schließlich P 6= Q ist, ist κ2 6= 1. Damit ist alles bewiesen.
Es sei κ eine Korrelation der projektiven Ebene L und G und H seien zwei
verschiedene Geraden von L. Die Korrelation κ heiße (G,H)-Korrelation, falls
die Punkte von G wie auch die Punkte von H absolute Punkte von κ sind. Es
gilt nun der folgende Satz.
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4.2. Satz. Es seien G und H zwei verschiedene Geraden der projektiven Ebene
L und κ sei eine (G,H)-Korrelation von L. Es seien ferner P und Q die
beiden verschiedenen Punkte von L mit Pκ = G und Qκ = H. Schließlich sei
S := G ∩H und V := P +Q. Dann gilt:
a) P 6≤ G und Q 6≤ H.
b) Ist X eine Gerade durch P , so ist X absolut und Xκ = X ∩ G. Ist Y eine
Gerade durch Q, so ist Y absolut und Y κ = Y ∩H.
c) Ist X ein Punkt von LV , so ist
Xκ =
(
(X + P ) ∩G)+ ((X +Q) ∩H).
d) Es ist S ≤ V .
e) Es ist Gκ = Q und Hκ = P .
f) Es ist Sκ = V und V κ = S.
g) Ist X eine Gerade mit S 6≤ X, so ist
Xκ =
(
(X ∩G) +Q) ∩ ((X ∩H) + P ).
h) Durch P , Q, G und H wird κ eindeutig festgelegt.
i) Ist A ein absoluter Punkt von κ, so ist A ≤ G oder A ≤ H.
Beweis. a) Weil G mindestens drei Punkte tra¨gt und alle diese Punkte
absolut sind, folgt mit 4.1 wegen Pκ = G, dass P nicht auf G liegt. Ebenso
folgt, dass Q nicht auf H liegt.
b) Es sei X eine Gerade durch P . Dann ist Xκ ≤ Pκ = G, so dass Xκ nach
Voraussetzung absolut ist. Also ist Xκ ≤ Xκ2 . Anwendung von κ−1 zeigt, dass
Xκ ≤ X ist. Somit ist X absolut. Wegen Xκ ≤ G und Xκ ≤ X folgt schließlich
Xκ = X ∩G. Ebenso folgt die Aussage u¨ber Y .
c) Es sei X ein Punkt, der nicht auf V liegt. Wegen V = P + Q ist dann
P S
X
Q
H
X κ
G
X = (X + P ) ∩ (X +Q). Mit b) folgt daher
Xκ = (X + P )κ + (X +Q)κ =
(
(X + P ) ∩G)+ ((X +Q) ∩H).
d) Wa¨re S 6≤ V , so folgte mit c) der Widerspruch
Sκ =
(
(S + P ) ∩G)+ ((S +Q) ∩H) = S + S = S.
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e) Mit a) folgt V 6= G, so dass nach d) gilt, dass S = G ∩ V ist. Ist nun
X ein von S verschiedener Punkt auf G, so ist also X 6≤ V . Nach c) und dem
Modulargesetz ist also
Xκ =
(
(X + P ) ∩G)+ ((X +Q) ∩H) = X + ((X +Q) ∩H) = X +Q.
Ist nun Y ein weitere von X und S verschiedener Punkt auf G, so folgt, wie
gerade gesehen, Y κ = Y +Q und daher
Gκ = (X + Y )κ = Xκ ∩ Y κ = (X +Q) ∩ (Y +Q) = Q.
ebenso folgt, dass Hκ = P ist.
f) Es ist
Sκ = (G ∩H)κ = Gκ +Hκ = Q+ P = V.
Entsprechend gilt
V κ = (P +Q)κ = Pκ ∩Qκ = G ∩H = S.
g) Ist X eine Gerade, die nicht durch S geht, so ist X = (X ∩G) + (X ∩H).
Daher ist
Xκ = (X ∩G)κ ∩ (X ∩H)κ = ((X ∩G) +Q) ∩ ((X ∩H) + P ).
h) Es sei λ eine weitere (G,H)-Korrelation mit Pλ = G und Qλ = H. Nach
c) gilt dann die Gleichung Xκ = Xλ fu¨r alle Punkte X von LV . Daher gilt
Xκλ
−1
= X fu¨r alle diese Punkte. Nach I.8.8 ist daher κλ−1 = 1, so dass in
der Tat κ = λ ist. Es sei A ein absoluter Punkt von κ. Ist A ≤ V , so ist
S = V κ ≤ Aκ. Wa¨re A 6= S, so folgte Aκ 6= Sκ = V . Weil A absolut ist, folgte
weiter A = Aκ ∩ V = S. Also ist doch A = S. Es sei also A 6≤ V . Dann ist
A ≤ Aκ = ((A+ P ) ∩G)+ ((A+Q) ∩H).
Wir du¨rfen annehmen, dass A nicht auf G liegt. Dann ist A ein von (A+P )∩G
verschiedener Punkt auf Aκ. Es ist also Aκ = A + ((A + P ) ∩ G). Mittels des
Modulargesetzes folgt weiter
Aκ = (A+ P ) ∩ (A+G) = A+ P.
Also gilt (A+Q) ∩H ≤ A+ P . Weil A nicht auf V liegt, ist A+ P 6= A+Q.
Daher ist
(A+Q) ∩H = (A+ P ) ∩ (A+Q) = A,
so dass A in der Tat auf H liegt.
Die zweite Aussage von i) ist dual zur ersten. Damit ist der Satz vollsta¨ndig
bewiesen.
Hier nun der alles entscheidende Satz von Herzer, der die Verbindung des
Satzes von Pappos zu den (G,H)-Korrelationen herstellt.
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4.3. Satz. Ist L eine projektive Ebene, so sind die beiden folgenden Aussagen
a¨quivalent:
1) In L gilt der Satz von Pappos.
2) Sind G und H zwei verschiedene Geraden und P und Q zwei verschiedene
Punkte von L, gilt ferner P , Q 6≤ G, H und sind die Punkte P , Q und G ∩H
kollinear, so gibt es eine (G,H)-Korrelation κ von L mit Pκ = G und Qκ = H.
Beweis. 1) impliziert 2): Es seien P und Q zwei Punkte und G und H zwei
Geraden von L, die die Voraussetzungen von 2) erfu¨llen. Setze V := P +Q und
S := G ∩H. Setze ferner
LS,V := LV ∩ (Ld)S .
Dann besteht LS,V also aus den Punkten, die nicht auf V liegen, und den
Geraden, die nicht durch S gehen. Wir definieren zwei Abbildungen κ und λ
von LS,V in sich wie folgt: ist X ein Punkt von LS,V , so setzen wir
Xκ :=
(
(X + P ) ∩G)+ ((X +Q) ∩H)
und ist X eine Gerade von LS , V , so setzen wir
Xκ :=
(
(X + P ) ∩G)+ ((X +Q) ∩H)
und ist X eine Gerade von LS,V , so setzen wir
Xκ :=
(
(X ∩G) +Q) ∩ ((X ∩H) + P ).
Ist Y ein Punkt von LS,V , so setzen wir ferner
Y λ :=
(
(Y +Q) ∩G)+ ((Y + P ) ∩H).
Schließlich setzen wir
Y κ :=
(
(Y ∩G) + P ) ∩ ((Y ∩H) +Q),
falls Y eine Gerade von LS,V ist.
Ist X ein Punkt von LS,V , so folgt mittels des Modulargesetzes X
κ ∩ G =
(X + P ) ∩G und Xκ ∩H = (X +Q) ∩H. Hieraus folgt weiter
Xκ ∩G) + P = ((X + P ) ∩G)+ P = X + P
und
Xκ ∩H) +Q = ((X +Q) ∩H)+Q = X +Q.
Daher ist
Xκλ =
(
(Xκ ∩G) + P ) ∩ ((Xκ ∩H) +Q) = (X + P ) ∩ (X +Q) = X.
Ist X eine Gerade von LS,V , so folgt mittels des Modulargesetzes X
κ +P =
(X ∩H) + P und Xκ +Q = (X ∩G) +Q. Hieraus folgt weiter
(Xκ + P ) ∩H = X ∩H
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und
(Xκ +Q) ∩G = X ∩G.
Somit ist
Xκλ =
(
(Xκ +Q) ∩G)+ ((Xκ + P ) ∩H) = (X ∩G) + (X ∩H) = X.
Also ist κλ = 1. Aus Dualita¨tsgru¨nden, — den Satz von Pappos haben wir ja
noch nicht benutzt —, ist dann auch λκ = 1, so dass κ eine Bijektion von LS,V
auf sich und dass λ die zu κ inverse Abbildung ist.
Es sei X ein Punkt und Y eine Gerade von LS,V und es gelte X ≤ Y . Wir
zeigen, dass Y κ ≤ Xκ gilt. Es sei zuna¨chst X ≤ G. Dann folgt unter Benutzung
des Modulargesetzes
Xκ =
(
(X + P ) ∩G)+ ((X +Q) ∩H)
= X +
(
(X +Q) ∩H)
= (X +Q) ∩ (X +H) = X +Q.
Andererseits ist, da ja Y ∩G = X ist,
Y κ =
(
(Y ∩G) +Q) ∩ ((Y ∩H) + P ) = (X +Q) ∩ ((Y ∩H) + P ),
so dass in diesem Falle Y κ ≤ X+Q = Xκ gilt. Liegt X auf H, so folgt genauso,
dass Y κ ≤ Xκ ist. Die Fa¨lle, dass P oder Q auf Y liegen, sind dual zu den
behandelten, so dass auch hier Y κ ≤ Xκ gilt, da wir den Satz von Pappos noch
immer nicht benutzt haben.
Wir du¨rfen daher des Weiteren annehmen, dass X weder auf G noch auf
H liegt und dass Y weder durch P noch durch Q geht. Dann sind die Punkte
P , S und Q drei verschiedene Punkte auf V , die von V ∩ Y verschieden sind.
Ferner sind Y ∩G, X und Y ∩H drei verschiedene Punkte auf Y , die ebenfalls
von V ∩ Y verschieden sind. Weil in L der Satz von Pappos gilt, sind daher die
Punkte (
(Y ∩G) +Q) ∩ ((Y ∩H) + P ),
(X + P ) ∩ ((Y ∩G) + S),
(X +Q) ∩ ((Y ∩H) + S)
kollinear. Wegen (Y ∩G) + S = G und (Y ∩H) + S = H folgt daher, dass der
Punkt
Y κ =
(
(Y ∩G) +Q) ∩ ((Y ∩H) + P )
auf der Geraden (
(X + P ) ∩G)+ ((X +Q) ∩H) = Xκ
liegt. Aus X ≤ Y folgt also stets Y κ ≤ Xκ.
Da λ von gleicher Bauart ist — es haben ja nur P und Q ihre Rollen ver-
tauscht —, gilt auch fu¨r λ, dass Y λ ≤ Xλ eine Folge von X ≤ Y ist. Somit ist
κ ein Antiautomorphismus von LS,V .
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Es seien nun X und Y zwei verschiedene Punkte von LS,V , die in L auf
einer Geraden durch S liegen. Wa¨re nun Z := Xκ ∩ Y κ ein Punkt von LS,V ,
so wa¨re Zλ eine Gerade von LS,V mit X, Y ≤ Zλ. Es folgte der Widerspruch
S ≤ X+Y = Zλ. Dies impliziert, dass die Punkte einer Geraden durch S von κ
auf konfluente Geraden abgebildet werden, deren gemeinsamer Schnittpunkt auf
V liegt. Bei diesem Schluss haben wir nur davon Gebrauch gemacht, dass κ ein
Antiautomorphismus von LS,V ist und dass λ = κ
−1 gilt. Aus Dualita¨tsgru¨nden
bildet λ daher konfluente Geraden, die sich in einem von S verschiedenen Punkt
auf V schneiden, auf Punkte ab, die auf einer Geraden durch S liegen. Dies ist
nun mehr als genug, um mit I.8.8 zu schließen, dass κ durch eine Korrelation
von L induziert wird, die wir ebenfalls κ nennen.
Es sei X ein von S verschiedener Punkt auf G. Dann ist
Xκ =
(
(X + P ) ∩G)+ ((X +Q) ∩H) = X + ((X +Q) ∩H)
= (X +Q) ∩ (X +H) = X +Q,
da ja X nicht auf H liegt. Hieraus folgt, dass X ein absoluter Punkt und dass
Gκ = Q ist. Entsprechend folgt, dass die von S verschiedenen Punkte von H
absolut sind und dass Hκ = P ist. Also ist Sκ = (G∩H)κ = Q+P = V . Somit
ist auch S absolut und κ als (G,H)-Korrelation erkannt.
Es sei Z eine von V verschiedene Gerade durch P . Setzt man X := Z ∩ G
und Y := Z ∩H, so ist
Zκ = (X + Y )κ = Xκ ∩ Y κ = (X +Q) ∩ (Y + P ) = (X ∩Q) ∩ Z = X.
Hieraus folgt, dass Pκ = G ist. Ebenso folgt Qκ = H. Damit ist gezeigt, dass
2) eine Folge von 1) ist.
Es bleibe dem Leser u¨berlassen zu zeigen, dass 1) eine Folge von 2) ist.
Nun sind wir endlich in der Lage, den Satz von Hessenberg zu beweisen.
4.4. Satz von Hessenberg. Jede pappossche Ebene ist desarguessch.
Beweis. Es sei (P,H) ein nicht inzidentes Punkt-Geradenpaar der pappos-
schen projektiven Ebene L. Ferner sei V eine Gerade durch P . Setze S := V ∩H
und G sei eine von V und H verschiedene Gerade durch S. Schließlich seien X
und Y zwei Punkte auf V , die von P und S verschieden sind. Nach 4.3 gibt es
dann zwei (G,H)-Korrelationen κ und λ mit Pκ = Pλ = G und Xκ = Y λ = H.
Setze σ := κλ−1. Dann ist Pσ = P und Xσ = Y . Ist Z ein Punkt auf H, so
folgt mit 4.2
Zσ = Zκσ
−1
= (Z + P )λ
−1
= Z.
Folglich ist σ ∈ ∆(P,H) und L ist als (P,H)-transitiv erkannt. Da dies fu¨r alle
nicht inzidenten Punkt-Geradenpaare von L gilt, folgt mit 1.11, dass L fu¨r alle
Punkt-Geradenpaare eine (P,H)-transitive Ebene ist, seien sie inzident oder
nicht. Damit ist der Satz von Hessenberg bewiesen.
Ich denke, dass der Leser mit mir einer Meinung ist, dass dieser Beweis des
hessenbergschen Satzes ein Juwel ist.
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5. Weniger Bekanntes aus der linearen Algebra
Ist V ein Rechtsvektorraum u¨ber dem Ko¨rper K, so ist L(V ) mit der Inklu-
sion als Teilordnung ein projektiver Verband. Ist H eine Hyperebene dieses
Verbandes und P ein Punkt, der nicht auf H liegt, so haben wir die Objekte
∆(P,H), E(H) und K(H), die wir in den ersten beiden Abschnitten dieses
Kapitels definiert haben. Es geht uns nun darum, fu¨r diese Objekte eine al-
gebraische Beschreibung zu finden. Es wird sich herausstellen, dass K(H) zu
K isomorph ist, — wie ko¨nnte es anders sein —, und dass E(H) als K(H)-
Vektorraum zum K-Vektorraum H isomorph ist. Das hat nach Fru¨herem dann
wieder zur Folge, dass ∆(P,H), falls der Punkt P nicht auf der Hyperebene H
liegt, zur multiplikativen Gruppe K∗ isomorph ist.
Wir beginnen mit der Darstellung von E(H). Kandidaten zur Beschrei-
bung von Elationen sind solche linearen Abbildungen von V in sich, die eine
Hyperebene vektorweise festlassen und ebenso den Faktorraum nach dieser Hy-
perebene. Es wird sich herausstellen, dass sich in der Tat jede Elation durch
eine solche lineare Abbildung darstellen la¨sst.
Es sei V ein Vektorraum u¨ber dem Ko¨rper K mit RgK(V ) ≥ 2. Ferner sei
H eine Hyperebene von V . Ist τ ein Endomorphismus von V , so nennen wir
τ Transvektion mit der Achse H von V , falls τ auf H und V/H die Identita¨t
induziert. Mit T(H) bezeichnen wir die Menge aller Transvektionen mit der
Achse H. Offensichtlich ist T(H) eine multiplikativ abgeschlossene Teilmenge
des Endomorphismenringes von V , die die Identita¨t entha¨lt. Es sei τ ∈ T(H).
Dann gilt zuna¨chst
vτ = v + vτ − v
fu¨r alle v ∈ V . Weil τ auf V/H die Identita¨t induziert, folgt vτ − v ∈ H. Wir
definieren τ ′ durch
vτ
′
:= v − vτ + v.
Es folgt τ ′ ∈ T(H) und ττ ′ = 1 = τ ′τ , wie eine einfache Rechnung besta¨tigt.
Dies besagt, dass T(H) sogar eine Untergruppe der Einheitengruppe des Endo-
morphismenringes von V ist.
Ist τ ∈ T(H), so induziert τ in L(V ) natu¨rlich eine Perspektivita¨t mit der
Achse H. La¨sst τ einen Punkt außerhalb von H invariant, so induziert τ auf
diesem Punkt die Identita¨t, ist also selbst die Identita¨t. Folglich induziert jede
Transvektion mit der Achse H eine Elation mit der Achse H in L(V ). Mehr
noch: Die Gruppe T(H) ist isomorph zu einer Untergruppe von E(H), da ja nur
die Identita¨t aus T(H) Fixpunkte außerhalb H hat. Dies impliziert, dass T(H)
abelsch ist. Wir werden gleich sehen, dass jede Elation durch eine Transvektion
induziert wird.
Ginge man nun didaktisch geschickt vor, um das Folgende zu motivieren, so
ka¨me man bald in technische Schwierigkeiten, so dass man nach der Motivation
noch einmal von vorne beginnen mu¨sste. Dies zeigten mir jedenfalls meine
Versuche. Da ich aber weiß, wie es weitergeht, spare ich mir die Motivation und
dem Leser das Lesen meiner Schmierzettel.
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5.1. Satz. Es sei V ein Rechtsvektorraum u¨ber dem Ko¨rper K mit RgK(V ) ≥
2. Ferner sei P ein Punkt und H eine Hyperebene von L(V ) mit V = P ⊕H.
Schließlich sei P = pK. Wir definieren die Abbildung ϕ von V in K durch
ϕ(pk + h) := k
fu¨r alle k ∈ K und alle h ∈ H. Dann ist ϕ ∈ V ∗ und H = Kern(ϕ). Fu¨r h ∈ H
definieren wir die Abbildung τ(h) durch
vτ(h) := v + hϕ(v)
fu¨r alle v ∈ V . Dann ist τ ein Isomorphismus der Gruppe H auf die Gruppe
T(H) aller Transvektionen mit der Achse H.
Ist RgK(V ) ≥ 3, so wird E(H) von τ(H) treu induziert. Ist 0 6= h ∈ H, so
ist hK das Zentrum der von τ(h) induzierten Elation.
Beweis. Es ist banal nachzurechnen, dass ϕ ∈ V ∗ und Kern(ϕ) = H ist. Weil
ϕ linear ist, ist auch τ(h) linear, so dass τ(h) ein Endomorphismus von V ist.
Da τ(h) offensichtlich auf H und V/H die Identita¨t induziert, gilt τ(h) ∈ T(H).
Weiter gilt
vτ(h)τ(h
′) =
(
v + hϕ(v)
)τ(h′)
= vτ(h
′) + hτ(h
′)ϕ(v)
= v + h′ϕ(v) + hϕ(v)
= v + (h+ h′)ϕ(v)
= vτ(h+h
′),
so dass τ(h+h′) = τ(h)τ(h′) ist. Schließlich folgen aus τ(h) = 1 die Gleichungen
p = pτ(h) = p+ h
und damit h = 0. Dies zeigt, dass τ ein Monomorphismus von H in T(H) ist.
Wir mu¨ssen noch zeigen, dass τ sogar surjektiv ist. Dazu sei Q ein von P
verschiedenes Komplement von H und C := (P +Q)∩H. Dann ist C ein Punkt
auf H, so dass P + Q = Q + C ist. Es gibt also ein q ∈ Q und ein c ∈ C, so
dass p = q − c ist. Es folgt
pτ(c) = p+ cϕ(p) = p+ c = q.
Weil p nicht Null ist, ist auch q nicht Null. Folglich ist P τ(c) = Q. Somit
ist τ(H) — dies ist kein Druckfehler — auf der Menge der Punkte, die nicht
auf H liegen, transitiv. Weil die einzige Abbildung in T(H), die einen Punkt
außerhalb H festla¨sst, die Identita¨t ist, folgt hieraus, dass τ(H) = T(H) ist.
Es sei schließlich 0 6= h ∈ H und X sei ein Teilraum von V , der hK entha¨lt.
Ist dann y ∈ X, so ist
yτ(h) = y + hϕ(y) ∈ X,
so dass Xτ(h) = X ist. Damit ist alles bewiesen.
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Man beachte, dass der Isomorphismus τ von der Wahl von p abha¨ngt.
Es sei wieder V ein Vektorraum u¨ber dem Ko¨rper K. Ferner sei P ein Punkt
und H eine Hyperebene von V mit V = P ⊕H. Ist σ ein Endomorphismus von
V , der auf H die Identita¨t induziert, und der weiterhin Pσ = P erfu¨llt, so heißt σ
Homothetie mit dem Zentrum P und der Achse H von V . Die Homothetien mit
dem Zentrum P und der Achse H bilden eine Untergruppe der Einheitengruppe
des Endomorphismenringes von V , die wir mit Σ(P,H) bezeichnen.
Es sei λ ∈ Σ(P,H). Ist 0 6= p ∈ P , so gibt es genau ein a ∈ K∗ mit pλ = pa.
Hieraus folgt
(pk + h)λ = pλk + hλ = pak + h
fu¨r alle k ∈ K und alle h ∈ H. Homothetien lassen sich also sehr einfach
beschreiben. Diese Beschreibung wird nun im na¨chsten Satz zur Definition
benutzt. Dabei sei fu¨r den Leser, der eine der weniger guten Vorlesungen u¨ber
lineare Algebra geho¨rt hat — alle betrachteten Ko¨rper seien kommutativ —,
hier ausdru¨cklich bemerkt, dass der Koeffizient a zwischen p und k stehen muss,
da nur so die Linearita¨t der gleich zu definierenden Abbildung δ(a) erzwungen
wird.
5.2. Satz. Es sei V ein Vektorraum u¨ber dem Ko¨rper K und es gelte RgK(V ) ≥
2. Ferner seien P ein Punkt und H eine Hyperebene von L(V ) mit V = P ⊕H.
Schließlich sei 0 6= p ∈ P . Fu¨r a ∈ K∗ definieren wir die Abbildung δ(a) von V
in sich durch
(pk + h)δ(a) := pa−1k + h
fu¨r alle k ∈ K und alle h ∈ H. Dann ist δ ein Isomorphismus von K∗ auf
∆(P,H).
Ist RgK(V ) ≥ 3, so wird ∆(P,H) von Σ(P,H) treu induziert.
Beweis. Eine banale Rechnung zeigt, dass δ(a) linear ist. Hieraus folgt dann,
dass δ(a) ∈ Σ(P,H) gilt.
Es sei 0 6= a, b ∈ K∗. Dann ist
(pk + h)δ(ab) = p(ab)−1k + h
= pb−1a−1k + h
= pδ(b)a−1k + hδ(b)
= (pa−1k + h)δ(b)
= (pk + h)δ(a)δ(b),
so dass δ(ab) = δ(a)δ(b) ist. Folglich ist δ ein Homomorphismus.
Um die Injektivita¨t zu beweisen, beweisen wir etwas mehr, na¨mlich, dass
δ(a) genau dann einen von P verschiedenen Punkt Q von L(V )H festla¨sst, wenn
a = 1 ist. Es sei also Q ein solcher Punkt und es gelte Qδ(a) = Q. Weil P +Q
eine Gerade ist, ist C := (P + Q) ∩ H ein Punkt, der u¨berdies von P und
Q verschieden ist. Es gibt daher von 0 verschiedene Vektoren p′, q′ und c′ mit
p′ ∈ P , q′ ∈ Q und c′ ∈ C und q′ = p′+c′. Es gibt ferner ein von 0 verschiedenes
k ∈ K mit p = p′k. Setze q := q′k und c := c′k. Dann sind auch p, q und c
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von 0 verschieden und es gilt q = p+ c. Wegen Qδ(a) = Q gibt es ein l ∈ K mit
qδ(a) = ql. Es folgt
pl + cl = qδ(a) = (p+ c)δ(a) = pa−1 + c.
Weil p und c linear unabha¨ngig sind, folgt hieraus a−1 = l = 1, so dass a = 1 ist,
und zum Andern, dass Σ(P,H) eine Untergruppe von ∆(P,H) treu induziert,
falls nur RgK(V ) ≥ 3 ist, da nur in diesem Falle ∆(P,H) definiert ist.
Ist λ ∈ Σ(P,H), so haben wir schon gesehen, dass es ein a ∈ K∗ gibt mit
δ(a−1) = λ. Somit ist δ auch surjektiv.
Es sei RgK(V ) ≥ 3. In diesem Falle mu¨ssen wir noch zeigen, dass Σ(P,H)
alle Kollineationen in ∆(P,H) induziert. Zu diesem Zweck seien P1 und P2
zwei von P verschiedene Komplemente von H mit P + P1 = P + P2. Setze
C := (P + P1) ∩ H. Dann ist C ein Punkt auf H. Es gibt also wieder von 0
verschiedene pi ∈ Pi und c1, c2 ∈ C mit pi = p+ ci fu¨r i := 1, 2. Es gibt ferner
ein a ∈ K∗ mit c2 = c1a. Damit folgt nun
p
δ(a)
1 = pa
−1 + c1 = (p+ c2)a−1 = p2a−1.
Also ist P
δ(a)
1 = P2. Dies beweist nach nun schon sattsam bekannten Sa¨tzen
auch die noch offene letzte Behauptung des Satzes.
Auf Grund der beiden Sa¨tze 5.1 und 5.2 du¨rfen wir im folgenden die Gruppe
T(H) mit E(H) und die Gruppe Σ(P,H) mit ∆(P,H) identifizieren.
5.3. Satz. Es sei V ein Vektorraum u¨ber dem Ko¨rper K und es gelte RgK(V ) ≥
3. Ferner sei P ein Punkt und H eine Hyperebene von L(V ) mit V = P ⊕H.
Wir definieren eine Abbildung δ∗ von K in den Endomorphismenring von E(H)
durch δ∗(0) := 0 und
ρδ
∗(a) := δ(a)−1ρδ(a)
fu¨r alle ρ ∈ E(H) und alle a ∈ K∗. Dann ist τ(h)δ∗(a) = τ(ha) fu¨r alle h ∈ H
und alle a ∈ K. Insbesondere ist (τ, δ∗) ein Isomorphismus des K-Vektorraumes
H auf den K(H)-Vektorraum E(H).
Bevor wir mit dem Beweise des Satzes beginnen, scheint noch ein Wort des
Kommentars angebracht. Auch gute Vorlesungen u¨ber lineare Algebra kommen
meist nicht auf den Begriff der semilinearen Abbildung zu sprechen. In der
Geometrie ist man aber durch die Sache gezwungen, auch von diesen zu reden,
wie sich hier zum ersten Male zeigt. Es ist also an der Zeit den Begriff der
semilinearen Abbildung zu definieren. Dazu sei V ein Vektorraum u¨ber K und
V ′ ein solcher u¨ber K ′. Ist dann σ ein Homomorphismus der abelschen Gruppe
V in die abelsche Gruppe V ′, ist α ein Isomorphismus des Ko¨rpers K auf den
Ko¨rper K ′ und gilt
(vk)σ = vσkσ
fu¨r alle v ∈ V und alle k ∈ K, so heißt das Paar (σ, α) semilineare Abbildung
von V in V ′. Es bedarf nun nicht mehr viel an Fantasie, um den Begriff des
Isomorphismus von Vektorra¨umen zu definieren.
108 Kapitel II. Die Struktursa¨tze
Beweis. Mit 2.1 folgt, dass δ∗ eine surjektive Abbildung von K auf K(H)
ist. Ferner ist klar, dass τ(h)δ
∗(0) = τ(h0) ist. Es sei also a ∈ K∗. Zu h ∈ H
gibt es dann ein h′ ∈ H mit τ(h)δ∗(a) = τ(h′). Um τ(h′) zu bestimmen, genu¨gt
es, die Wirkung von τ(h′) auf den Punkt P zu bestimmen. Wegen ϕ(p) = 1 ist
nun
p+ h′ = pτ(h
′) = pδ(a)
−1τ(h)δ(a)
=
(
pa+ hϕ(pa)
)δ(a)
= p+ ha.
Somit ist h′ = ha, so dass τ(h)δ
∗(a) = τ(ha) ist. Routinerechnungen zeigen
nun, dass δ∗ ein Homomorphismus von K auf K(H) ist. Weil nicht triviale
Homomorphismen von Ko¨rpern stets Monomorphismen sind, ist bereits alles
bewiesen.
6. Der erste Struktursatz
In diesem Abschnitt werden wir den schon angeku¨ndigten Satz beweisen, dass
sich jeder desarguessche projektive Verband als Unterraumverband eines Vek-
torraumes darstellen la¨sst. Eine unmittelbare Folgerung aus ihm wird der von
Hilbert stammende Satz sein, dass eine desarguessche projektive Geometrie
genau dann pappossch ist, wenn der zu Grunde liegende Koordinatenko¨rper
kommutativ ist (Hilbert 1899). Damit werden wir zusammen mit dem hessen-
bergschen Satz eine befriedigende Beschreibung aller papposschen Geometrien
erhalten.
6.1. Erster Struktursatz. Ist L ein irreduzibler projektiver Verband vom
Rang Rg(L) ≥ 3 und ist L in Falle Rg(L) = 3 desarguessch, so gibt es einen
und bis auf Isomorphie auch nur einen Vektorraum V u¨ber einem Ko¨rper K,
so dass L und L(V ) isomorph sind.
Beweis. Wir beweisen zuerst die Eindeutigkeitsaussage. Es seien L und L′
zwei desarguessche projektive Verba¨nde und σ sei ein Isomorphismus von L auf
L′. Ferner sei H eine Hyperebene von L und H ′ := Hσ. Ist τ ∈ E(H) und
κ ∈ K(H), so setzen wir τσ∗ := σ−1τσ und κσ∗∗ := (σ∗)−1κσ∗. Eine sim-
ple Rechnung zeigt, dass das so definierte Abbildungspaar ein Isomorphismus
des K(H)-Vektorraumes E(H) auf den K(H ′)-Vektorraum E(H ′) ist. Ist nun
L = L(V ) und L′ = L(V ′), so folgt aus dieser Bemerkung, aus RgK(V ) =
Rg(L) = Rg(L′) = RgK′(V
′) und aus 5.3 sowie aus dem Struktursatz fu¨r Vek-
torra¨ume, dass na¨mlich ein Vektorraum u¨ber dem Ko¨rper K durch seinen Rang
und eben diesen Ko¨rper bis auf Isomorphie eindeutig bestimmt ist, dass V und
V ′ isomorph sind.
Den Beweis der Existenzaussage beginnen wir mit einer Vorbemerkung. Es
sei L ein desarguesscher projektiver Verband und H sei eine Hyperebene von L.
Die Gruppe E(H) operiert dann scharf transitiv auf der Menge der Punkte von
LH . Ist O ein Punkt von LH , so gibt es zu jedem Punkt P von LH genau ein
τP ∈ E(H) mit
OτP = P.
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Die Abbildung τ ist eine Bijektion der Punktmenge von LH auf E(H). Ist
nun X ≤ H, so gilt offensichtlich P ≤ O + X genau dann, wenn τP ∈ E(X)
ist. Bezeichnet Π wieder das gro¨ßte Element von L, so folgt mittels Satz 2.4,
dass τ einen Isomorphismus von Π/O auf den Verband der Unterra¨ume des
K(H)-Vektorraumes E(H) induziert. Hieraus folgt schließlich auf Grund der
Transitivita¨t von E(H), dass τ einen Isomorphismus von LH auf den Verband
der Rechtsrestklassen nach allen Unterra¨umen von E(H) induziert. (Hieran
ko¨nnte man nun didaktische Bemerkungen u¨ber freie Vektoren, den Elementen
von E(H), und Ortsvektoren, der Beschreibung der Punktmenge von LH mit-
tels O und τ , anschließen. Diese niemals sauber definierten Begriffe sind eine
sta¨ndig fließende Quelle der Konfusion. Der Leser wird jedoch genu¨gend Fan-
tasie besitzen, anhand der vorstehenden Bemerkungen eine Trennung der beiden
Begriffe vornehmen zu ko¨nnen, so dass sich weitere Bemerkungen meinerseits
eru¨brigen. Sie wu¨rden den richtigen Adressaten ja doch nicht erreichen.)
Mit Hilfe der Vorbemerkung ist es nun ein Leichtes, die Existenzaussage
des Satzes zu beweisen. Es sei also L ein desarguesscher projektiver Verband
und H sei eine Hyperebene von L. Ferner sei V ein Vektorraum u¨ber K(H) mit
RgK(H)(V ) = Rg(L). Einen solchen Vektorraum gibt es stets. (Um dies einzuse-
hen, betrachte man die Menge aller Abbildungen einer Basis von L in K(H)
mit endlichem Tra¨ger. Diese Menge versehen mit der punktweise definierten
Addition und Skalarmultiplikation ist ein solcher.) Es sei weiter H ′ eine Hy-
perebene von V . Nach 5.3 sind K(H ′) und K(H) isomorph. Mittels 2.4 und
RgK(H)(V ) = Rg(L) folgt
RgK(H)(E(H)) = RgΠ(H) = RgΠ′(H
′) = RgK(H′)
(
E(H ′)
)
.
Hieraus folgt weiter, dass der K(H)-Vektorraum E(H) zu dem K(H ′)-Vektor-
raum E(H ′) isomorph ist. Unsere Vorbemerkung sagt dann aber, dass auch LH
und L(V )H′ isomorph sind. Hieraus folgt schließlich mittels I.8.8, dass auch L
und L(V ) isomorph sind. Damit ist alles bewiesen.
Wie der Beweis zeigt, gilt auch der folgende, von Andre´ stammende Satz
(Andre´ 1954).
6.2. Satz. Ist L eine Translationsebene bezu¨glich der Geraden H, so ist L
genau dann desarguessch, wenn der K(H)-Vektorraum E(H) den Rang 2 hat.
Ist L ein desarguesscher projektiver Verband, so gibt es also einen Vektor-
raum V u¨ber einem Ko¨rper K mit L ∼= L(V ). Man nennt V den L zu Grunde
liegenden Vektorraum und K den Koordinatenko¨rper von L. Mit 3.1 und 3.5
folgt daher der schon angeku¨ndigte Satz von Hilbert (Hilbert 1899).
6.3. Satz. Ein desarguesscher projektiver Verband ist genau dann pappossch,
wenn sein Koordinatenko¨rper kommutativ ist.
Da es Ko¨rper gibt, die nicht kommutativ sind, gibt es auch projektive
Ra¨ume, in denen der Satz von Pappos nicht gilt. Beispiele solcher Ko¨rper
werden wir spa¨ter noch kennenlernen.
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Ist q Potenz einer Primzahl, so gibt es einen und bis auf Isomorphie auch
nur einen Ko¨rper mit q Elementen, na¨mlich das Galoisfeld GF(q). Daher gilt
auch das
6.4. Korollar. Ist q Potenz einer Primzahl und ist n eine natu¨rliche Zahl
mit n ≥ 4, so gibt es einen und bis auf Isomorphie auch nur einen endlichen
irreduziblen projektiven Verband der Ordnung q und des Ranges n.
Dieser Satz ist fu¨r n = 3 falsch, da es nicht desarguessche projektive Ebenen
gibt.
7. Der zweite Struktursatz
Sind V und V ′ Vektorra¨ume u¨ber K und K ′, so induziert jeder Isomorphismus
von V auf V ′ einen Isomorphismus von L(V ) auf L(V ′). Die Umkehrung dieses
Sachverhaltes ist Inhalt des zweiten Struktursatzes, den wir jetzt formulieren
und beweisen werden. Dabei sei daran erinnert, dass Isomorphismen von Vek-
torra¨umen auch semilinear sein ko¨nnen.
7.1. Zweiter Struktursatz. Sind V und V ′ zwei Vektorra¨ume u¨ber K bzw.
K ′, ist RgK(V ) ≥ 3 und ist σ ein Isomorphismus von L(V ) auf L(V ′), so wird
σ durch einen Isomorphismus von V auf V ′ induziert.
Beweis. Aus dem ersten Struktursatz folgt, dass V und V ′ isomorph sind,
so dass wir annehmen du¨rfen, dass V = V ′ und K = K ′ ist. Satz 5.1 lehrt, dass
alle Elationen von L(V ) sogar durch lineare Automorphismen von V induziert
werden, und die Gruppe von Kollineationen, die von allen Elationen erzeugt
wird, ist nach 3.2 auf der Menge der nicht inzidenten Punkt-Hyperebenenpaare
von L(V ) transitiv. Wir du¨rfen daher des Weiteren annehmen, dass es ein nicht
inzidentes Punkt-Hyperebenenpaar (P,H) gibt mit Pσ = P und Hσ = H.
Dann ist
σ−1E(H)σ = E(Hσ) = E(H),
so dass der durch σ induzierte Automorphismus der Kollineationsgruppe von
L(V ) einen Automorphismus auf E(H) induziert. Wir definieren die Abbildung
σ∗ durch
τ(hσ
∗
) := σ−1τ(h)σ.
Mit 5.1 folgt, dass σ∗ ein Automorphismus der abelschen Gruppe H ist.
Es sei a ∈ K. Ist a = 0, so ist τ((ha)σ∗) = 1 = τ(hσ∗a). Es sei also a 6= 0.
Nach 5.3 ist dann
τ
(
(ha)σ
∗)
= σ−1τ(ha)σ
= σ−1δ(a)−1σσ−1τ(h)σσ−1δ(a)σ
= σ−1δ(a)−1στ(hσ
∗
)σ−1δ(a)σ.
Nun ist
σ−1∆(P,H)σ = ∆(Pσ, Hσ) = ∆(P,H).
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Also induziert σ einen Automorphismus in ∆(P,H). Es gibt daher zu jedem
a ∈ K∗ ein aσ∗∗ ∈ K∗ mit
σ−1δ(a)σ = δ(aσ
∗∗
).
Setzt man noch 0σ
∗∗
:= 0, so ist σ∗∗ eine Bijektion von K auf sich und es gilt
τ
(
(ha)σ
∗)
= τ(hσ
∗
aσ
∗∗
)
fu¨r alle h ∈ H und alle a ∈ K. Hieraus folgt wiederum, da τ injektiv ist, dass
(ha)σ
∗
= hσ
∗
aσ
∗∗
fu¨r alle h ∈ H und alle k ∈ K gilt. Routinerechnungen zeigen nun, dass (σ∗, σ∗∗)
ein Automorphismus des K(H)-Vektorraumes H ist.
Es sei 0 6= p ∈ P . Dann ist V = pK ⊕H. Wir definieren die Abbildung ρ∗
von V in sich durch
(pa+ h)ρ
∗
:= paσ
∗∗
+ hσ
∗
.
Dann ist (ρ∗, σ∗∗) ein Automorphismus von V . Nun ist pσ
∗
= p und daher
pρ
∗−1τ(h)ρ∗ = pτ(h)ρ
∗
= (p+ h)ρ
∗
= pτ(h
σ∗ ).
Also ist ρ∗−1τ(h)ρ∗ = τ(hσ
∗
). Ist ρ die von ρ∗ in L(V ) induzierte Kollineation,
so ist also ρ−1τ(h)ρ = σ−1τ(h)σ. Daher ist στ−1 fu¨r alle h ∈ H mit τ(h)
vertauschbar. Nun ist Pσρ
−1
= P und folglich
P τ(h) = Pσρ
−1τ(h) = (P τ(h))σρ
−1
fu¨r alle h ∈ H. Weil E(H) auf der Menge der Punkte von L(V )H transitiv
operiert, folgt, dass σρ−1 alle Punkte von L(VH) zu Fixpunkten hat, so dass
nach I.8.8 die Gleichung σρ−1 = 1 gilt. Folglich ist σ = ρ, was wir zu beweisen
hofften.
8. Der dritte Struktursatz
Der erste in diesem Abschnitt zu beweisende Satz verdient eigentlich auch den
Namen Struktursatz. Er lautet:
8.1. Satz. Ist L ein desarguesscher projektiver Verband, so ist L genau dann
selbstdual, wenn der Rang von L endlich ist und der L zu Grunde liegende
Koordinatenko¨rper einen Antiautomorphismus besitzt.
Beweis. Es sei K der L zu Grunde liegende Koordinatenko¨rper.
Ist L selbstdual, so folgt mit I.5.7, dass der Rang von L endlich ist. Die
nach I.5.19 gemachte Bemerkung zeigt, dass K◦ der Koordinatenko¨rper von Ld
ist. Weil L zu Ld isomorph ist, folgt aus dem ersten Struktursatz, dass es einen
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Isomorphismus α von K auf K◦ gibt. Dann ist α aber nichts Anderes als ein
Antiautomorphismus von K.
Es sei umgekehrt der Rang von L endlich und α sei ein Antiautomorphismus
von K. Dann ist α ein Isomorphismus von K auf K◦. Ist V der L zu Grunde
liegende Vektorraum, so ist der K◦-Vektorraum V ∗ der Ld zu Grunde liegende
Vektorraum. Da nach I.5.17 die Ra¨nge von V und V ∗ gleich sind, ist der K-
Vektorraum V zum K◦-Vektorraum V ∗ isomorph. Folglich sind auch L und Ld
isomorph, so dass L selbstdual ist.
Da bei einem kommutativen Ko¨rper die Identita¨t stets auch ein Antiauto-
morphismus ist, gilt, wie schon in Abschnitt 5 des ersten Kapitels, wenn auch
in etwas anderer Formulierung, bemerkt, das
8.2. Korollar. Ein papposscher projektiver Raum endlichen Ranges ist stets
selbstdual. Insbesondere sind alle endlichen desarguesschen projektiven Ra¨ume
selbstdual.
Es gibt Ko¨rper, die keinen Antiautomorphismus gestatten. Ist na¨mlich K
ein Ko¨rper des Ranges n < ∞ u¨ber seinem Zentrum, so zeigt die Theorie der
einfachen Algebren, dass K ho¨chstens dann einen Antiautomorphismus besitzt,
wenn n eine Potenz von 2 ist (siehe etwa Deuring 1968, Satz 11, S. 45 und Satz
2, S. 59).
Es sei f eine Abbildung von V ×V in K und α sei ein Antiautomorphismus
von K. Die Abbildung f heißt α-Semibilinearform, falls gilt:
a) Es ist f(u+ v, w) = f(u,w) + f(v, w) und f(u, v+w) = f(u, v) + f(u,w) fu¨r
alle u, v, w ∈ V .
b) Es ist f(uk, v) = kαf(u, v) und f(u, vk) = f(u, v)k fu¨r alle u, v ∈ V und alle
k ∈ K.
Ist κ eine Korrelation von L(V ), so sagen wir, dass κ durch die α-Semibili-
nearform f dargestellt werde, falls
Uκ =
{
v | v ∈ V, f(u, v) = 0 fu¨r alle u ∈ U}
fu¨r alle U ∈ L(V ) ist. Es gilt nun:
8.3. Dritter Struktursatz. Es sei V ein Vektorraum u¨ber dem Ko¨rper K
mit RgK(V ) ≥ 3. Ist κ eine Korrelation von L(V ), so wird κ durch eine α-
Semibilinearform dargestellt.
Beweis. Es sei W der Dualraum zu V . Beide Ra¨ume haben dann nach 8.1
den gleichen, endlichen Rang. Fu¨r X ∈ L(V ) setzen wir
Xpi :=
{
w | w ∈W, wX = {0}}.
Dies ist die Abbildung, die wir im fu¨nften Abschnitt des ersten Kapitels mit ⊥
bezeichneten. Nach I.5.19 ist pi ein Isomorphismus von L(V )d auf L(W ), so dass
κpi ein Isomorphismus von L(V ) auf L(W ) ist. Nach dem zweiten Struktursatz
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gibt es also einen Isomorphismus (ρ, α) des K-Vektorraumes V auf den K◦-
Vektorraum W mit Xρ = Xκpi fu¨r alle X ∈ L(V ). Weil α ein Isomorphismus
von K auf K◦ ist, ist α ein Antiautomorphismus von K. Ferner gilt
(vk)ρ = vρ ◦ kα = kαvρ
fu¨r alle v ∈ V und alle k ∈ K. Wir definieren nun f durch
f(u, v) := uρv
fu¨r alle u, v ∈ V . Triviale Rechnungen zeigen, dass f eine α-Semibilinearform
ist.
Es sei U ∈ L(V ). Dann ist Uκpi = Uρ. Ist v ∈ Uκ und u ∈ U , so ist uρ ∈ Uκpi
und daher f(u, v) = uρv = 0. Ist umgekehrt uρv = f(u, v) = 0 fu¨r alle u ∈ U ,
so ist v ∈ Uρpi−1 = Uκ. Also ist
Uκ =
{
v | v ∈ V, f(u, v) = 0 fu¨r alle u ∈ U},
was zu beweisen war.
Nicht alle Semibilinearformen stellen Korrelationen dar und verschiedene
Semibilinearformen ko¨nnen durchaus auch ein und dieselbe Korrelation darstel-
len.
Eine α-Semibilinearform f heiße nicht ausgeartet oder nicht entartet , falls
aus der Gu¨ltigkeit von f(u, v) = 0 fu¨r alle u ∈ V folgt, dass v = 0 ist.
8.4. Satz. Es sei V ein K-Vektorraum mit 3 ≤ RgK(V ) < ∞. Die α-Semi-
bilinearform f auf V induziert genau dann eine Korrelation auf L(V ), wenn f
nicht ausgeartet ist.
Beweis. Die Korrelation κ werde von f induziert. Aus V κ = {0} folgt, dass
f nicht ausgeartet ist.
Es sei nun f nicht ausgeartet. Mit W bezeichnen wir den Dualraum von V
aufgefasst als Rechtsvektorraum u¨ber K◦. Wir definieren eine Abbildung ϕ von
V in W durch
vϕx := f(x, v)α
−1
fu¨r alle v, x ∈ V . Weil α ein Antiautomorphismus ist, ist auch α−1 ein solcher.
Dies hat zur Folge, dass in der Tat vϕ ∈ W ist. Man verifiziert daru¨ber hinaus
mu¨helos, dass (ϕ, α−1) eine semilineare Abbildung von V in W ist. Weil f
nicht ausgeartet ist, ist ϕ injektiv. Mittels der Endlichkeit des Ranges von V
erschließen wir hieraus, dass (ϕ, α−1) sogar ein Isomorphismus von V auf W ist.
Wir definieren eine Abbildung κ von L(V ) in sich durch
Uκ :=
{
v | v ∈ V, f(u, v) = 0 fu¨r alle u ∈ U}.
Es sei Xκ = Y κ. Ist y ∈ Y , jedoch y /∈ X, so gibt es ein g ∈W mit X ⊆ Kern(g)
und gy = 1. Nach unserer Vorbemerkung gibt es ein v ∈ V mit g = vϕ. Daher
ist
0 = gx = vϕx = f(x, v)α
−1
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fu¨r alle x ∈ X. Hieraus folgt, dass f(x, v) = 0 ist fu¨r alle x ∈ X. Somit ist
v ∈ Xκ = yκ und daher f(y, v) = 0. Andererseits ist 1 = (gy)α = f(y, v).
Dieser Widerspruch zeigt, dass Y ≤ X ist. Ebenso folgt X ≤ Y , so dass κ als
injektiv erkannt ist.
Es ist klar, dass Y κ ≤ Xκ von X ≤ Y impliziert wird. Es sei nun Y κ ≤ Xκ.
Es ist Y ≤ X + Y und daher (X + Y )κ ≤ Y κ. Ist u ∈ Y κ, so ist f(x, u) = 0
fu¨r alle x ∈ X, da ja Y κ ≤ Xκ ist. Trivialerweise gilt auch f(y, u) = 0 fu¨r alle
y ∈ Y . Daher gilt f(x + y, u) = 0 fu¨r alle x ∈ X und alle y ∈ Y . Somit ist
u ∈ (X+Y )κ. Damit haben wir auch Y κ ≤ (X+Y )κ. Also ist Y κ = (X+Y )κ.
Weil κ injektiv ist, folgt weiter Y = X + Y und damit X ≤ Y . Folglich gilt
X ≤ Y genau dann, wenn Y κ ≤ Xκ ist.
Es sei b1, . . . , bn eine Basis von V . Ferner sei u =
∑n
i:=1 biui und v =∑n
i:=1 bivi. Dann ist
f(u, v) =
n∑
i:=1
uαi
n∑
j:=1
f(bi, bj)vj .
Genau dann ist f(u, v) = 0 fu¨r alle u ∈ V , wenn
n∑
j:=1
f(bi, bj)vj = 0
ist fu¨r i := 1, . . . , n. Da f nicht ausgeartet ist, hat dieses System linearer
Gleichungen nur die triviale Lo¨sung. Daher ist der Rechtsspaltenrang der Matrix
(f(bi, bj)) gleich n. Hieraus folgt, dass der Linkszeilenrang dieser Matrix auch
gleich n ist. Definiere g durch
g(u, v) := f(v, u)α
−1
fu¨r alle u, v ∈ V . Dann ist g eine α−1-Semibilinearform auf V . Gilt nun∑n
j:=1 g(bi, bj)vj = 0 fu¨r alle i := 1, . . . , n, so ist
0 =
n∑
j:=1
f(bj , bi)
α−1vj =
( n∑
j:=1
vαj f(bi, bj)
)α−1
fu¨r alle i. Weil der Linkszeilenrang der Matrix (f(bj , bi)) gleich n ist, folgt
vj = 0 fu¨r alle i. Also ist auch g nicht ausgeartet. Definiere λ durch
Xλ := i
{
v | v ∈ V, g(u, v) = 0 fu¨r alle u ∈ X}.
Dann ist λ aus dem gleichen Grunde wie κ eine die Inklusion umkehrende,
injektive Abbildung von L(V ) in sich. Ferner gilt X ≤ Xκλ und X ≤ Xλκ
fu¨r alle X ∈ L(V ). Weil X, Xκλ und Xλκ den gleichen Rang haben, dies
folgt aus der Injektivita¨t von κλ und λκ, und da dieser Rang endlich ist, folgt
X = Xκλ = Xλκ. Folglich ist κ bijektiv und λ = κ−1.
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Der gerade gefu¨hrte Beweis liefert mehr als im Satz formuliert. Was wir
mehr bewiesen haben, formulieren wir in den na¨chsten beiden Korollaren. —
Der Leser beachte, dass in 8.5 die Rollen der beiden Argumente von f gegenu¨ber
der Definition des Nicht-ausgeartet-seins vertauscht sind!
8.5. Korollar. Es sei V ein K-Vektorraum mit 3 ≤ RgK(V ) < ∞ und f sei
eine α-Semibilinearform auf V . Genau dann ist f nicht ausgeartet, wenn aus
der Gu¨ltigkeit von f(u, v) = 0 fu¨r alle v ∈ V folgt, dass u = 0 ist.
Ferner haben wir gesehen, wie die zu einer Korrelation inverse Korrelation
sich darstellen la¨sst.
8.6. Korollar. Es sei V ein K-Vektorraum mit 3 ≤ RgK(V ) < ∞ und κ sei
eine Korrelation von L(V ). Wird κ durch die α-Semibilinearform f dargestellt,
so wird κ−1 durch die α−1-Semibilinearform g dargestellt, die durch g(u, v) :=
f(v, u)α
−1
definiert wird.
Schließlich geben wir noch Antwort auf die Frage, wann zwei Semibilinear-
formen die gleiche Korrelation darstellen.
8.7. Satz. Es sei V ein Vektorraum u¨ber K mit 3 ≤ RgK(V ) <∞. Ferner sei
f eine nicht ausgeartete α-Semibilinearform auf V .
(a) Ist k ∈ K∗ und definiert man g durch g(u, v) := k−1f(u, v) fu¨r alle u, v ∈ V ,
so ist g eine nicht ausgeartete β-Semibilinearform, wobei β der durch xβ :=
k−1xαk definierte Antiautomorphismus von K ist. U¨berdies induzieren f
und g die gleiche Korrelation.
(b) Ist g eine nicht ausgeartete β-Semibilinearform auf V und stellen f und g
die gleiche Korrelation von L(V ) dar, so gibt es ein k ∈ K∗ mit kg(u, v) =
f(u, v) fu¨r alle u, v ∈ V .
Beweis. (a) Der Leser verifiziert mu¨helos, dass g eine β-Semibilinearform
ist. Dass f und g die gleiche Korrelation von L(V ) darstellen, folgt aus der
Bemerkung, dass f(u, v) = 0 genau dann gilt, wenn g(u, v) = 0 ist.
(b) Wir definieren zwei Abbildungen ϕ und ψ von V in V ∗ durch vϕ(x) :=
f(v, x) bzw. vψ(x) := g(v, x). Weil f und g nicht ausgeartet sind, sind ϕ und
ψ injektiv. Fasst man V ∗ als Rechtsvektorraum u¨ber K◦ auf, so ist (ψ, β) eine
semilineare Abbildung von V in V ∗. Daher sind uψ und vψ genau dann linear
unabha¨ngig, wenn u und v es sind.
Weil f und g die gleiche Korrelation darstellen, gilt
Kern(vϕ) = Kern(vψ)
fu¨r alle v ∈ V . Es gibt also zu jedem v ∈ V − {0} genau ein l(v) ∈ K∗ mit
vϕ = l(v)vψ. Sind u, v ∈ V − {0}, so ist
l(u+ v)uψ + l(u+ v)vψ = l(u+ v)(u+ v)ψ
= (u+ v)v
= uϕ + vϕ
= l(u)uψ + l(v)vψ.
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Sind nun u und v linear unabha¨ngig, so sind es auch uψ und vψ, wie wir be-
merkten. In diesem Falle gilt also l(u) = l(u + v) = l(v). Sind u und v linear
abha¨ngig, so gibt es wegen RgK(V ) ≥ 2 ein w ∈ V mit u, v ∈ wK. Nach dem
bereits Bewiesenen ist dann l(u) = l(w) = l(v). Es gibt also ein k ∈ K∗ mit
l(u) = k fu¨r alle v ∈ V − {0}. Wegen 0ϕ = 0 = 0ψ gilt also vϕ = kvψ fu¨r alle
v ∈ V . Hieraus folgt schließlich
f(u, v) = uϕv = (kuψ)v = k(uψv) = kg(u, v)
fu¨r alle u, v ∈ V , so dass auch (b) bewiesen ist.
Es gibt Ko¨rper, die einen Antiautomorphismus besitzen, aber keinen invo-
lutorischen solchen; siehe Morandi et alii 2005.
9. Quaternionenschiefko¨rper
Es sei K ein Ko¨rper und Z(K) sei sein Zentrum. In diesem Falle bezeichnet
man mit [K : Z(K)] den Rang von K als Z(K)-Vektorraum. Ist K 6= Z(K), so
ist [K : Z(K)] ≥ 4, wie man weiß oder sich schnell u¨berlegt. Ist [K : Z(K)] = 4,
so heißt K Quaternionenschiefko¨rper . Diese lassen sich sehr scho¨n geometrisch
kennzeichnen, wie wir im na¨chsten Abschnitt sehen werden. Zuna¨chst wollen wir
aber zeigen, dass es Quaternionenschiefko¨rper in Hu¨lle und Fu¨lle gibt. Hierzu
lo¨sen wir eine Serie von Aufgaben aus meinem Algebrabuch (Lu¨neburg 1973,
S. 145ff.). Diese Aufgabenserie hat eine Geschichte, die ich dem Leser nicht
vorenthalten will: Sie spielt im akademischen Jahr 1970/71, fu¨r unsere immer
noch junge Universita¨t1 das Jahr Eins ihres Bestehens.
Wir waren bei der Diskussion der Diplompru¨fungsordnung, die im U¨brigen
bis heute (WS 1989/90 und Jahre daru¨ber hinaus) nicht abgerissen ist. Eines
der studentischen Mitglieder des Fachbereichsrates, Gert Schneider, spa¨ter zu
makabrer Beru¨hmtheit gelangt, verlangte, dass die Pra¨ambel in der Pru¨fungs-
ordnung ersatzlos zu streichen sei. In dieser Pra¨ambel stand na¨mlich, dass es
Zweck der Pru¨fung sei fest zu stellen, ob der Kandidat nach wissenschaftlichen
Grundsa¨tzen zu arbeiten gelernt habe. Schneider meinte zur Begru¨ndung seines
Verlangens, es garantiere ja niemand, dass die Studenten wa¨hrend ihres Studi-
ums auch wirklich die Mo¨glichkeit ha¨tten, dies zu lernen. Dies traf mich zutiefst
in meiner Berufsehre. Voller Zorn verfasste ich daraufhin eine Serie von drei
U¨bungsbla¨ttern mit eben jenen Aufgaben, wobei ich auf dem ersten Blatt ver-
schiedene Mo¨glichkeiten des wissenschaftlichen Arbeitens erla¨uterte, darunter
die Mo¨glichkeit der Verallgemeinerung bekannter Resultate. Im vorliegenden
Falle hatte ich na¨mlich die fraglichen Resultate fu¨r den Spezialfall des Ringes
der ganzen Zahlen in der Vorlesung vorgerechnet. Diese Aufgabenreihe war also
fu¨r die damaligen Studenten eine fru¨he — nicht die erste — Anleitung zum
wissenschaftlichen Arbeiten. Rosemarie Rink und Manfred Dugas, dem mathe-
matischen Publikum durch scho¨ne Arbeiten bekannt, haben damals schon durch
die Lo¨sung dieser Aufgaben ihr Talent bewiesen.
Im Folgenden bezeichne ω die Menge der nicht negativen ganzen Zahlen.
1Sie ist mittlerweile zur Technischen Universita¨t verku¨mmert.
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Es sei R ein Hauptidealbereich und Q(R) sei sein Quotientenko¨rper. Wir
fassen Q(R) auf als Modul u¨ber R. Ist p ein Primelement, so bezeichnen wir
mit Z(p∞) den Teilmodul des Faktormoduls Q(R)/R, der aus allen Elementen
der Form
r
pn
+R
mit r ∈ R und einer nicht negativen ganzen Zahl n besteht. Die Bezeich-
nung Z(p∞) erinnert an die aus der Theorie der abelschen Gruppen bekann-
ten Pru¨fergruppen, deren Verallgemeinerungen sie sind. Wir nennen Z(p∞)
sinngema¨ß Pru¨fermodul zum Primelement p u¨ber R. Ferner setzen wir Rp :=
EndR(Z(p
∞)). Diesen Ring werden wir zuna¨chst untersuchen.
9.1. Satz. Es sei R ein Hauptidealbereich und Z(p∞) sei der Pru¨fermodul zum
Primelement p von R. Fu¨r i ∈ ω setzen wir Ui := {a | a ∈ Z(p∞), pia = 0}.
Dann gilt:
a) Es ist Ui ⊆ Ui+1 fu¨r alle i ∈ ω.
b) Es ist
⋃
i∈ω Ui = Z(p
∞).
c) Es ist Ui = (
1
pi +R)R fu¨r alle i.
d) Ist V ein Teilmodul von Z(p∞), so ist entweder V = Z(p∞), oder es gibt ein
i ∈ ω mit V = Ui.
Beweis. a), b) und c) sind banal zu beweisen. d) Es sei V ein von Z(p∞)
verschiedener Teilmodul. Es gibt dann eine natu¨rliche Zahl n und ein r ∈ R
mit rpn +R 6∈ V . Unter all diesen n gibt es ein kleinstes, welches wir wiederum
mit n bezeichnen. Es folgt, dass Un−1 ⊆ V ist. Ist andererseits xpm + R ∈ V ,
so du¨rfen wir annehmen, dass p kein Teiler von x ist. Weil p ein Primelement
ist, ist dann x zu pm teilerfremd, so dass es Elemente u und v in R gibt mit
1 = ux+ pmv. Hieraus folgt 1pm +R ∈ V . Dies hat Um ⊆ V zur Folge. Also ist
m ≤ n− 1 und daher
x
pm
+R ∈ Um ⊆ Un−1.
Folglich ist V ⊆ Un−1. Damit ist auch d) bewiesen.
9.2. Satz. Es sei R ein Hauptidealbereich und p sei ein Primelement von
R. Ist dann α ein Element des Endomorphismenringes Rp des Pru¨fermoduls
Z(p∞), so gilt α(Ui) ⊆ Ui fu¨r alle i ∈ ω. Dabei sei Ui wie in 9.1 definiert.
Beweis. Es sei x ∈ Ui. Dann ist piα(x) = α(pix) = 0. Also ist α(x) ∈ Ui.
9.3. Satz. Es sei R ein Hauptidealbereich und p sei ein Primelement von R.
Wir setzen ai :=
1
pi +R fu¨r alle i ∈ ω∗, wobei ω∗ := ω − {0} gesetzt wurde. Ist
dann α ein Element des Endomorphismenringes Rp von Z(p
∞), so gibt es eine
Abbildung f von ω∗ in R mit α(ai) = fiai und fi+1 ≡ fi mod pi fu¨r alle i ∈ ω∗.
Ist umgekehrt f eine Abbildung von ω∗ in R und gilt fi+1 ≡ fi mod pi fu¨r alle
i ∈ ω∗, so gibt es genau ein α ∈ Rp mit α(ai) = fiai.
Beweis. Nach 9.2 ist α(Ui) ⊆ Ui fu¨r alle i ∈ ω∗. Daher ist die Menge aller
r ∈ R mit α(ai) = rai nicht leer, so dass es auf Grund des Auswahlaxioms eine
Abbildung f von ω∗ in R gibt mit α(ai) = fiai fu¨r alle i. Es folgt
pfiai+1 = fiai = α(ai) = α(pai+1) = pfi+1ai+1
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und damit
pfi ≡ pfi+1 mod pi+1,
dh.,
fi ≡ fi+1 mod pi.
Es sei umgekehrt f eine Abbildung von ω∗ in R und es gelte fi ≡ fi+1 mod pi
fu¨r alle i ∈ ω∗. Mittels Induktion folgt die Gu¨ltigkeit von
fi ≡ fi+k mod pi
fu¨r alle i, k ∈ ω∗. Wir definieren eine bina¨re Relation α auf Z(p∞) durch
(u, v) ∈ α genau dann, wenn es ein x ∈ R und ein i ∈ ω∗ gibt mit u = xai
und v = xfiai. Sind (u, v), (u,w) ∈ α, so ist also u = xai, v = xfiai, u = yak
und w = yfkak fu¨r passende x, y, i und k. Es sei oBdA i ≤ k. Dann ist
xpk−iak = u = yak und daher
y ≡ xpk−i mod pk.
Andererseits ist fk ≡ fi mod pi und daher
fkp
k−i ≡ fipk−i mod pk.
Folglich ist
yfk ≡ xpk−ifk ≡ xpk−ifi mod pk.
Hiermit folgt
v ≡ xfiai = xfipk−iak = yfkak = w.
Ist andererseits u ∈ Z(p∞), so gibt es nach 9.1 ein x ∈ R und ein i ∈ ω∗ mit
u = xai. Daher ist (u, xfiai) ∈ α. Damit ist α als Abbildung von Z(p∞) in sich
erkannt.
Es seien u, v ∈ Z(p∞). Es gibt dann x, y ∈ R und i, k ∈ ω∗ mit u = xai
und v = yak. Es sei oBdA i ≤ k. Dann ist
α(u+ v) = α
(
(xpk−i + y)ak
)
= (xpk−i + y)fkak
= xfkai + yfkak.
Wegen fi ≡ fk mod pi folgt weiter α(u + v) = α(u) + α(v), so dass α additiv
ist. Ist r ∈ R, so folgt auch noch
α(ru) = rxfiai = rα(u),
so dass α in der Tat ein Endomorphismus mit den verlangten Eigenschaften
ist. Die Einzigkeit von α folgt aus der Bemerkung, dass die Menge der ai ein
Erzeugendensystem von Z(p∞) ist.
9.4. Satz. Es sei R ein Hauptidealbereich und p sei ein Primelement von R.
Sind α, β ∈ Rp und werden α und β gema¨ß 9.3 durch die beiden Abbildungen
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f und g von ω∗ in R dargestellt, so werden α + β und αβ durch f + g bzw.
fg dargestellt, wobei Summe und Produkt von f mit g punktweise definiert sei.
Insbesondere folgt, dass Rp kommutativ ist.
Beweis. Banal.
9.5. Satz. Es sei R ein Hauptidealbereich und p sei ein Primelement von R.
Wir definieren pi ∈ Rp durch pi(x) := px fu¨r alle x ∈ Z(p∞). Ist dann Q ein
von {0} verschiedenes Ideal von Rp und ist V :=
⋂
α∈Q Kern(α), so ist V = Un
mit einem n ∈ ω und Q = pinRp.
Beweis. Weil V ein Teilmodul von Z(p∞) ist, ist nach 9.1 entweder V =
Z(p∞) oder V = Un mit einem passenden n. Weil Q 6= {0} ist, kann der erste
Fall nicht eintreten. Also ist V = Un.
Es sei 0 6= αQ und Um sei der Kern von α. Dann ist n ≤ m. Es werde
α gema¨ß 9.3 durch die Abbildung f dargestellt. Dann ist fm ≡ 0 mod pm
und daher fm+i ≡ 0 mod pm fu¨r alle i ∈ ω∗. Andererseits ist fm+i fu¨r alle
i ∈ ω∗ nicht durch pm+1 teilbar, da sonst am+1 wegen fm+i ≡ fm+1 mod pm+1
im Kern von α la¨ge. Insbesondere ist also fm+i 6= 0 fu¨r alle i ∈ ω∗. Es
gibt daher zu jedem i ∈ ω∗ genau ein ri ∈ R mit fm+i = ripm. Es folgt
ri+1p
m ≡ ripm mod pm+1, was die Kongruenz ri+1 ≡ ri mod pi nach sich zieht.
Nach 9.3 wird also durch ρ(ai) := riai ein ρ ∈ Rp definiert. Nun ist
ρpim(ai) = ρ(p
mai) = 0 = α(ai),
falls i ≤ m ist. Andererseits ist
ρpim(a
m+i) = ρ(ai) = riai = rip
mam+i = α(am+i)
fu¨r alle i > 0. Also ist ρpim = α. Wa¨re nun ρ keine Einheit, so wa¨re U1 ⊆
Kern(ρ), was wegen r1 6≡ 0 mod p nicht der Fall ist. Weil Q ein Ideal ist, ist
also pim ∈ Q.
Es sei nun k das kleinste unter allen m ∈ ω mit pim ∈ Q. Dann gibt es also
zu jedem α ∈ Q ein σ ∈ Rp mit α = σpik. Also ist
Q ⊆ pikRp ⊆ Q.
Folglich ist Q = pikRp. Dann ist aber Un = Kern(pi
k) und damit k = n, was zu
beweisen war.
Der Beweis von 9.5 liefert auch noch den folgenden Satz.
9.6. Satz. Es sei R ein Hauptidealbereich und p sei ein Primelement von R.
Es sei weiter pi der durch pi(x) := px definierte Endomorphismus von Z(p∞).
Ist dann 0 6= α ∈ Rp, so gibt es eine Einheit ρ in Rp und ein n ∈ ω mit α = ρpin.
Weil Einheiten stets bijektiv sind und pi offensichtlich surjektiv ist, gilt auch
9.7. Korollar. Jeder von Null verschiedene Endomorphismus von Z(p∞) ist
surjektiv.
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Weil das Produkt zweier surjektiver Abbildungen surjektiv ist, haben wir
ferner
9.8. Korollar. Die Ringe Rp sind Integrita¨tsbereiche.
Da Rp Integrita¨tsbereich ist, existiert der Quotientenko¨rper Q(Rp). Um
ein hinreichendes Kriterium dafu¨r zu erhalten, dass gewisse dieser Ko¨rper nicht
isomorph sind, untersuchen wir nun die Gruppen von Einheitswurzeln in Rp.
Bevor wir dies tun, sei noch darauf hingewiesen, dass Rp der Ring der ganzen
henselschen p-adischen Zahlen ist, falls R der Ring der ganzen Zahlen ist. In
diesem Falle ist Q(Rp) der Ko¨rper der henselschen p-adischen Zahlen.
9.9. Satz. Es sei R ein Hauptidealbereich und p sei ein Primelement von R. Ist
σ ∈ Rp und wird σ gema¨ß 9.3 durch f dargestellt, so setzen wir ψ(σ) := fi+piR.
Dann ist ψ ein Epimorphismus von Rp auf R/p
iR. Ferner gilt Kern(ψ) = piiRp,
so dass Rp/pi
iRp und R/p
iR isomorph sind.
Beweis. Wird σ gema¨ß 9.3 auch durch g dargestellt, so ist gi ≡ fi mod pi,
so dass ψ wohldefiniert ist. Dann ist aber klar, dass ψ ein Homomorphismus
ist.
Ist r ∈ R, so wird durch ρ(x) := rx fu¨r alle x ∈ Z(p∞) ein ρ ∈ Rp definiert.
Wegen ψ(ρ) = r + piR ist ψ auch surjektiv.
Es sei ψ(σ) = 0. Dann ist fi ≡ 0 mod pi. Ist σ 6= 0, so gibt es nach 9.6
eine Einheit τ in Rp und ein m ∈ ω mit σ = τpim. Wird τ durch t dargestellt,
so folgt fi ≡ tipm mod pi. Weil τ eine Einheit ist, ist ti nicht durch p teilbar.
Wegen fi ≡ 0 mod pi ist daher i ≤ m, womit alles bewiesen ist.
9.10. Satz. Es sei R ein Hauptidealbereich und p sei ein Primelement von
R. Mit W (Rp) bezeichnen wir die Gruppe der Einheitswurzeln von Rp, dh., die
Torsionsgruppe der Einheitengruppe von Rp. Setzt man
ϕ() := + piRp
fu¨r alle  ∈W (Rp), so ist pi ein Epimorphismus von W (Rp) auf die Gruppe der
Einheitswurzeln W (Rp/piRp) des Ko¨rpers Rp/piRp.
Beweis. Es sei  ∈W (Rp) und es gelte n = 1. Dann ist ϕ()n = ϕ(n) = 1,
so dass ϕ ein Homomorphismus in W (Rp/piRp) ist.
Um die Surjektivita¨t von ϕ zu beweisen, sei n die Ordnung des Elementes
η + piRp ∈ W (Rp/piRp). Wendet man 9.9 mit i = 1 an, so folgt die Existenz
eines f1 ∈ R mit ψ(η) = f1 + pR. Es folgt, dass die Ordnung von f1 + pR gleich
n ist. Insbesondere ist also fn1 ≡ 1 mod p. Es sei i ≥ 1 und es gebe f1, . . . ,
fi ∈ R mit fj+1 ≡ fj mod pj und fnj ≡ 1 mod pj fu¨r alle j ≤ i. Insbesondere
ist dann fni = 1 + kp
i mit einem k ∈ R. Ist die Charakteristik q von R/pR
ungleich 0, so hat R/pR nur die triviale q-te Einheitswurzel 1, so dass q kein
Teiler von n ist. Dann ist aber p kein Teiler von q · 1, wobei 1 die Eins von R
bezeichne. Weil auch fi zu p teilerfremd ist, gibt es ein v ∈ R mit
nfn−1i v ≡ −k mod p.
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Es folgt weiter
nfn−1i vp
i + kpi ≡ 0 mod pi+1.
Setze fi+1 := fi + vp
i. Dann ist fi+1 ≡ fi mod pi und
fni+1 ≡ fni + nvpifn−1i
≡ 1 + kpi + nvpifn−1i
≡ 1 mod pi+1.
Damit ist — auf die u¨bliche, aber schlampige Weise — die Existenz einer Ab-
bildung f der natu¨rlichen Zahlen in R sichergestellt mit fi+1 ≡ fi mod pi und
fni ≡ 1 mod pi fu¨r alle i. Nach 9.3 gibt es nun ein  ∈ Rp, welches durch f
dargestellt wird. Es folgt
n = 1
sowie
ψ() = f1 + pR = ψ(η)
und damit
ϕ() = + piRp = η + piRp,
womit auch die Surjektivita¨t von ϕ nachgewiesen ist.
Ist R ein Integrita¨tsbereich, so erbt R von seinem Quotientenko¨rper Q(R)
die Charakteristik, da R ja zu einem Teilring von Q(R) isomorph ist.
9.11. Satz. Es sei R ein Hauptidealbereich und p sei ein Primelement von R.
Ferner sei ϕ der in 9.10 definierte Epimorphismus von W (Rp) auf W (Rp/piRp).
Ist Kern(ϕ) 6= {1}, so ist die Charakteristik von R gleich 0 und die Charakter-
istik q von Rp/piRp ist gro¨ßer als 0. U¨berdies ist p ein Teiler von q · 1, wobei 1
die Eins von R bezeichne.
Beweis. Es sei 1 6= α ∈ Kern(ϕ) und n sei die Ordnung von α. Ferner sei q
eine n teilende Primzahl. Setze β := αn/q. Dann ist β ein Element der Ordnung
q im Kern von ϕ. Es gibt daher ein ρ ∈ Rp mit β = 1 + ρpi. Es folgt
1 = βq = 1 +
q∑
i=1
(
q
i
)
ρipii.
Weil Rp nullteilerfrei ist, folgt hieraus
q · 1 ≡ 0 mod pi.
Daher ist q die Charakteristik von Rp/piRp und es folgt, dass Kern(ϕ) eine q-
Gruppe ist. Wa¨re die Charakteristik von Rp nicht Null, so wa¨re sie gleich q. Es
folgte
1 = βq = (1 + ρpi)q = 1 + ρqpiq
und damit ρqpiq = 0, so dass ρ = 0 wa¨re im Widerspruch zu β 6= 1. Damit ist
der Satz in allen seinen Teilen bewiesen.
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Ist R ein Hauptidealbereich, so erbt R, wie schon bemerkt, von Q(R) die
Charakteristik. Ist diese positiv, so hat auch R/pR diese Charakteristik, falls
nur p ein Primelement von R ist. Ist R/pR endlich, so ko¨nnen wir Rp auf eine an-
dere Art darstellen, die das Isomorphieproblem in diesem Falle lo¨st. Genaueres
sagt der na¨chste Satz.
9.12. Satz. Es sei R ein Hauptidealbereich der Charakteristik q > 0. Ist p ein
Primelement von R und ist R/pR algebraisch u¨ber seinem Primko¨rper, so ist
der Endomorphismenring Rp von Z(p
∞) dem Ring der formalen Potenzreihen
u¨ber R/pR isomorph.
Beweis. Weil R/pR zu Rp/piRp isomorph ist, ist auch dieser Ko¨rper alge-
braisch u¨ber seinem Primko¨rper, der zu GF(q) isomorph ist. Dies impliziert,
dass der Ko¨rper Rp/piRp die Vereinigung der in ihm enthaltenen endlichen
Teilko¨rper ist. Hieraus folgt wiederum
W (Rp/piRp) = (Rp/piRp)
∗.
Setze K := W (Rp) ∪ {0}. Wir zeigen, dass K ein Ko¨rper ist. Da K offen-
sichtlich multiplikativ abgeschlossen ist, mu¨ssen wir nur noch zeigen, dass K
auch additiv abgeschlossen ist. Dazu seien α und β zwei von 0 verschiedene
Elemente aus K. Dann sind α + piRp und β + piRp von Null verschiedene El-
emente von Rp/piRp, die u¨berdies in einem endlichen Teilko¨rper von Rp/piRp
liegen. Dieser habe die Ordnung qn. Dann gilt
(α+ piRp)
qn−1 = 1 + piRp
und
(β + piRp)
qn−1 = 1 + piRp.
Wegen 9.10 und 9.11 ist dann αq
n−1 = 1 und βq
n−1 = 1. Hieraus folgt weiter
αq
n
= α und βq
n
= β. Weil q auch die Charakteristik von Rp ist, folgt schließlich
(α+ β)q
n
= α+ β.
Ist nun α+ β = 0, so ist nichts zu beweisen. Ist dies nicht der Fall, so folgt
(α+ β)q
n−1 = 1
und damit α+β ∈ K. Folglich ist K ein Ko¨rper. Weil K ∩piRp = {0} ist, folgt
schließlich, dass K zu Rp/piRp isomorph ist.
Offensichtlich gilt
⋂∞
n:=1 pi
nRp = {0}. Nimmt man diese Ideale als Umge-
bungsbasis der Null, so erha¨lt man eine hausdorffsche Topologie T auf Rp, die
Rp zu einem topologischen Ring macht. Das Element pi ist transzendent u¨ber
K. Ist na¨mlich n eine natu¨rliche Zahl, sind n und k0, . . . , kn ∈ K und gilt
0 =
∑n
i:=0 kipi
i, so folgt wegen K ∩ piRp = {0} zuna¨chst k0 = 0 und dann
mittels Induktion ki = 0 fu¨r i := 1, . . . , n. Somit ist K[pi] zum Polynomring
in einer Unbestimmten u¨ber K isomorph. Mit Kn[pi] bezeichnen wir die Menge
der Polynome in pi, deren Grad n nicht u¨bersteigt. Dann ist
Rp = Kn[pi]⊕ pin+1Rp.
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Dies folgt mit einer leichten Induktion u¨ber n. Zu jedem r ∈ Rp und zu jedem
n ∈ ω gibt es also genau ein cn ∈ Kn[pi] mit
r ≡ cn mod pin+1.
Es folgt, dass c bez. der Topologie T eine Cauchyfolge ist und dass r = lim c gilt.
Dies impliziert, dass Rp ein Teilring des Rings K[[pi]] der formalen Potenzreihen
u¨ber K ist. Wir mu¨ssen nun nur noch zeigen, dass jede Cauchyfolge u¨ber K[pi]
in Rp konvergiert.
Um dies zu zeigen, sei c eine Cauchyfolge u¨ber K[pi]. Es sei n ∈ ω. Es gibt
dann ein M ∈ ω mit
cu − cv ∈ pinRp
fu¨r alle u und v mit u, v ≥M . Setzt man wieder ai := 1pii +R, so ist also
cu(ai) = cv(ai)
fu¨r alle i ≤ n und alle u, v ≥ M . Es sei M(n) das kleinste unter diesen M .
Dann ist M(n) ≤M(n+ 1) fu¨r alle n. Es gibt ferner r1, . . . , rn ∈ R mit
cu(ai) = riai
fu¨r alle i ≥ n und alle u ≤ M(n). Es gibt also eine Auswahlfunktion F , die
jedem n ein n-Tupel Fn von Elementen aus R zuordnet, so dass
cu(ai) = Fn,iai
gilt fu¨r alle i ≤ n und alle u ≥ M(n). Definiere f durch fn := Fn,n. Dann ist
cu(an) = fnan fu¨r alle u ≥M(n). Wegen M(n+ 1) ≥M(n) ist dann
fn+1an = fn+1pan+1
= pcM(n+1)(an+1)
= cM(n+1)(an)
= cM(n)(an)
= fnan.
Hieraus folgt
fn+1 ≡ fn mod pn,
so dass es nach 9.3 ein Element ρ ∈ Rp gibt mit ρ(an) = fnan fu¨r alle n. Es
folgt
(ρ− cu)an = fnan − Fn,nan = 0
fu¨r alle u ≥M(n) und damit
ρ− cu ∈ pinRp
fu¨r alle u ≥M(n), so dass lim c = ρ gilt. Damit ist alles bewiesen.
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9.13. Korollar Es sei R Hauptidealbereich mit von Null verschiedener Charak-
teristik. Ist p ein Primelement von R und ist R/pR algebraisch u¨ber seinem
Primko¨rper, so ist der Quotientenko¨rper Q(Rp) von Rp isomorph zum Ko¨rper
der formalen Laurentreihen u¨ber R/pR.
Beweis. Dies folgt unmittelbar aus 9.12 und der Bemerkung, dass der Quo-
tientenko¨rper des Ringes der formalen Potenzreihen u¨ber einem Ko¨rper der
Ko¨rper der formalen Laurentreihen u¨ber eben diesem Ko¨rper ist.
9.14. Satz. Es seien R und S Hauptidealbereiche mit von Null verschiedener
Charakteristik. Ferner seien p und q Primelemente von R bzw. S. Ist R/pR
algebraisch u¨ber seinem Primko¨rper, so sind die folgenden Aussagen a¨quivalent:
a) Die Ringe Rp und Sq sind isomorph.
b) Die Ko¨rper Rp/piRp und Sq/ρSq sind isomorph. Dabei seien mit piRp und
ρSq die maximalen Ideale der Ringe Rp bzw. Sq bezeichnet.
c) Die Ringe R/pR und S/qS sind isomorph.
d) Der Ko¨rper Sq/ρSq ist algebraisch u¨ber seinem Primko¨rper und die Quotien-
tenko¨rper Q(Rp) und Q(Sq) von Rp bzw. Sq sind isomorph.
Beweis. a) impliziert b). Jeder Isomorphismus von Rp auf Sq bildet das
maximale Ideal piRp von Rp auf das maximale Ideal ρSq von Sq ab und induziert
daher einen Isomorphismus von Rp/piRp auf Sq/ρSq.
b) impliziert c). Weil R/pR zu Rp/piEp und S/qS zu Sq/ρSq isomorph ist,
sind R/pR und S/qS isomorph.
c) impliziert a). Sind R/pR und S/qS isomorph, so sind es auch Rp/piRp
und Sq/ρSq. Weil R/Rp u¨ber seinem Primko¨rper algebraisch ist, gilt dies daher
auch fu¨r die zuletzt genannten Ko¨rper. Weil die Charakteristiken von R und S
von Null verschieden sind, sind nach 9.12 die Ringe Rp und Sq folglich zu den
Ringen von formalen Potenzreihen u¨ber Rp/piRp bzw. u¨ber S/ρSq isomorph.
Daher sind Rp und Sq isomorph.
Isomorphe Integrita¨tsbereiche haben natu¨rlich isomorphe Quotientenko¨rper.
Wir mu¨ssen daher nur noch zeigen, dass a) eine Folge von d) ist. Hierzu mu¨ssen
wir auf den Satz zuru¨ckgreifen, dass Hauptidealbereiche — und Rp und Sq
sind ja solche — in ihren Quotientenko¨rpern ganz abgeschlossen sind. Dies
bedeutet, dass die in Q(Rp) liegenden Nullstellen eines Polynoms aus Rp[x],
dessen Leitkoeffizient 1 ist, in Rp liegen. Dies zu beweisen, sei dem Leser als
U¨bungsaufgabe u¨berlassen. Es ist eine einfache Folgerung aus dem Satz u¨ber
die eindeutige Primfaktorzerlegung, der ja in Hauptidealbereichen gilt. Aus der
Tatsache, dass Rp und Sq in ihren Quotientenko¨rpern ganz abgeschlossen sind,
folgt, dass W (Q(Rp)) = W (Rp) und W (Q(Sq)) = W (Sq) ist.
Es sei nun α ein Isomorphismus von Q(Rp) auf Q(Sq), also α(W (Rp)) =
W (Sq). Setzt man K := W (Rp) ∪ {0} und L := W (Sq) ∪ {0}, so induziert α
einen Isomorphismus des Ko¨rpers K auf den Ko¨rper L. Weil sowohl Rp/piRp als
auch Sq/ρSq u¨ber ihren Primko¨rpern algebraisch sind, sind die Ko¨rper Rp/piRp
und Sq/ρSq isomorph, so dass b) und damit a) eine Folge von d) ist. Damit ist
alles bewiesen.
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Mit den Sa¨tzen 9.13 und 9.14 erhalten wir daher zu jeder von 0 verschiedenen
Charakteristik u¨berabza¨hlbar viele Beispiele von Ko¨rpern Q(Rp), da GF(r) fu¨r
jede Primzahl r u¨berabza¨hlbar viele, nicht isomorphe, algebraische Erweiterung-
en besitzt (Steinitz 1910).
Mit Z bezeichnen wir im folgenden den Ring der ganzen Zahlen.
9.15. Satz. Es sei p eine Primzahl im Ring Z der ganzen Zahlen. Dann ist
|W (Zp)| = p− 1, es sei denn, es ist p = 2. In diesem Falle gilt |W (Z2)| = 2.
Beweis. Es sei ϕ der in 9.10 definierte Epimorphismus von W (Zp) auf
GF(p)∗. Ferner sei 1 6= α ∈ Kern(ϕ). Nach 9.11 ist dann o(α) = pn mit
einer natu¨rlichen Zahl n. Wir setzen β := αp
n−1
. Dann ist o(β) = p. Es
werde β entsprechend 9.3 durch f dargestellt, wobei wir annehmen du¨rfen, dass
0 ≤ fi < pi ist fu¨r alle i. Es folgt
fpi ≡ 1 mod pi
fu¨r alle i. Insbesondere folgt f1 = 1. Es sei m die kleinste natu¨rliche Zahl, fu¨r
die fm+1 6= 1 gilt. Dann ist
fm+1 = fm + vp
m = 1 + vpm.
Wegen 1 < fm+1 < p
m+1 folgt 0 < v < p. Nun ist
fm+2 = fm+1 + wp
m+1
und daher
1 ≡ fpm+2 ≡ fpm+1 + pfp−1wpm+1 ≡ fpm+1 mod pm+2.
Wa¨re m ≥ 2, so folgte weiter
1 ≡ (1 + vpm)p ≡ 1 + pvpm mod pm+2
und dann
0 ≡ vpm+ 1 mod pm+2,
so dass
0 ≡ v mod p
wa¨re im Widerspruch zu 0 < v < p. Also ist m = 1. Dann ist aber
1 ≡ 1 + pvp+
(
p
2
)
v2p2 mod p3
und weiter
0 ≡ pvp+
(
p
2
)
v2p2 mod p3.
Wa¨re p > 2, so wa¨re
(
p
2
)
durch p teilbar, und es folgte wieder der Widerspruch
v ≡ 0 mod p. Also ist p = 2.
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Es bleibt uns noch zu zeigen, dass α = −1 ist. Um dies zu zeigen, mu¨ssen
wir zeigen, dass n = 1 ist. Dazu werde α gema¨ß 9.3 durch g dargestellt. Weil
β2 = 1 6= β ist, ist β = −1, dh., es ist α2n−1 = −1. Daher gilt insbesondere
g2
n−1
2 ≡ −1 mod 4.
Da −1 kein Quadrat modulo 4 ist, folgt hieraus n = 1, so dass in der Tat α = −1
ist. Damit ist alles bewiesen.
9.16. Satz. Es seien p und q zwei Primzahlen des Ringes Z der ganzen Zahlen.
Genau dann sind die Quotientenko¨rper Q(Zp) und Q(Zq) isomorph, wenn p = q
ist.
Beweis. Ist p = q, so ist nichts zu beweisen. Wir nehmen daher an, dass
die fraglichen Ko¨rper isomorph seien. Es gilt wieder W (Zp) = W (Q(Zp)) und
W (Zq) = W (Q(Zq)). Aus der Isomorphie von Q(Zp) und Q(Zq) folgt natu¨rlich
die Isomorphie W (Zp) und W (Zq), so dass mit 9.15 entweder p− 1 = q− 1 und
damit p = q oder aber, falls wir q < p annehmen, q = 2 und p = 3 folgt.
Um zu zeigen, dass Q(Z2) und Q(Z3) nicht isomorph sind, zeigen wir, dass
das Polynom x3 + x + 1 in Q(Z3) eine Nullstelle hat, in Q(Z2) aber nicht.
Letzteres ist sofort zu sehen. Wa¨re na¨mlich ζ eine Nullstelle dieses Polynoms in
Q(Z2), so la¨ge ζ in Z2, da Z2 ja ganz abgeschlossen ist. Dann wa¨re aber ζ+piZ2
eine Nullstelle dieses Polynoms u¨ber GF(2) im Widerspruch zu der Tatsache,
dass dieses Polynom u¨ber GF(2) nur den Wert 1 annimmt.
Setze f1 := 1. Dann ist f
3
1 + f1 + 1 ≡ 0 mod 3. Es sei n ≥ 1 und es gebe
fi ∈ Z3 mit f3i +fi+1 ≡ 0 mod 3 fu¨r alle i ≤ n, fu¨r die außerdem noch gilt, dass
fi+1 ≡ fi mod 3i ist fu¨r alle i < n. Es gibt dann ein k ∈ Z mit f3n+fn+1 = k3n.
Setze fn+1 := fn − k3n. Dann gilt zum einen fn+1 ≡ fn mod 3n und zum
Anderen
f3n+1 = f
3
n − 3f2nk3n + 3fnk232n − k333n ≡ f3n mod 3n+1.
Daher ist
f3n+1 + fn+1 + 1 ≡ f3n + fn − k3n + 1 = 0 mod 3n+1.
Nach 9.3 folgt die Existenz eines η ∈ Z3 mit η(an) = fnan. Dann ist aber
(η3 + η + 1)(an) = (f
3
n + fn + 1)an = 0,
so dass η in der Tat eine Nullstelle von x3 + x + 1 ist. Damit ist auch gezeigt,
dass auch Q(Z2) und Q(Z3) nicht isomorph sind.
Dem Kenner wird nicht verborgen geblieben sein, dass wir in den Beweisen
des letzten Satzes und des Satzes 9.10 Spezialfa¨lle des henselschen Lemmas
etabliert haben. Dem, der dieses Lemma nicht kennt, sei als gute U¨bungsaufgabe
empfohlen, dieses Lemma aus den beiden Beweisen herauszupra¨parieren und zu
beweisen. Als Hinweis sei erwa¨hnt, dass das henselsche Lemma eine Aussage
u¨ber die Faktorisierung von Polynomen macht. Die hier u¨ber die Existenz von
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Nullstellen gewisser Polynome gemachten Aussagen muss man also als Teil-
barkeit durch Polynome (ersten Grades) interpretieren.
Wir sind nun in der Lage, nicht isomorphe Quaternionenschiefko¨rper en
masse zu konstruieren.
9.17. Satz. Es sei R ein Hauptidealbereich und p sei ein Primelement von R.
Ferner sei c ∈ Rp und das Polynom x2 + x− c sei aufgefasst als Polynom u¨ber
Rp/piRp irreduzibel. Ist dann Hp der Zentralisator der beiden Matrizen
0 1 0 0
c 1 0 0
0 0 0 1
0 0 c 1
 und

0 0 1 0
0 0 1 −1
pi 0 0 0
pi −pi 0 0

im Ring der (4×4)-Matrizen u¨ber Q(Rp), so ist Hp ein Quaternionenschiefko¨r-
per mit Z(Hp) ∼= Q(Rp). U¨berdies besteht Hp gerade aus den Matrizen
α β γ δ
cβ α+ β cδ γ + δ
pi(γ + δ) −piδ α+ β −β
−picδ piγ −cβ α

mit α, β, γ, δ ∈ Q(Rp).
Beweis. Fu¨r den Erfahrenen ist es eine langweilige, fu¨r den Ungeu¨bten eine
nu¨tzliche und daru¨ber hinaus eine gehaltvolle U¨bung in Matrizenmultiplikation
nachzuweisen, dass Hp gerade aus den zuletzt genannten Matrizen besteht. Man
sieht dann, dass man diese Matrizen mit ihrer ersten Zeile identifizieren kann.
Sind (α, β, γ, δ) und (α′, β′, γ′, δ′) zwei dieser Zeilen, so ergibt sich die erste Zeile
des Produktes ihrer zugeho¨rigen Matrizen zu
α′′ = αα′ + cββ′ + piγγ′ + piγδ′ − picδδ′,
β′′ = αβ′ + α′β + ββ′ − piγδ′ + piγ′δ,
γ′′ = αγ′ + cβδ′ + γα′ + γβ′ − cδβ′,
δ′′ = αδ′ + βγ′ + βδ′ − γβ′ + δα′.
Die Elemente (ζ, 0, 0, 0) liegen natu¨rlich im Zentrum von Hp, da sie ja Diago-
nalmatrizen darstellen, deren Hauptdiagonaleintra¨ge alle gleich ζ sind. Es sei
(ζ1, ζ2, ζ3, ζ4) ein Element des Zentrums. Dann ist
(ζ1, ζ2, ζ3, ζ4)(0, 1, 0, 0) = (cζ2, ζ1 + ζ2, ζ3 − cζ4,−ζ3)
und
(0, 1, 0, 0)(ζ1, ζ2, ζ3, ζ4) = (cζ2, ζ1 + ζ2, cζ4, ζ3 + ζ4).
Koeffizientenvergleich liefert ζ3 = 2cζ4 und ζ4 = −2ζ3. Hieraus folgt ζ3 = −4cζ3.
Wa¨re ζ3 nicht Null, so folgte −c = 14 und damit
x2 + x− c =
(
x+
1
2
)2
,
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so dass dieses Polynom u¨ber Rp/piRp nicht irreduzibel wa¨re. Also ist ζ3 = 0
und damit auch ζ4 = 0.
Weiter folgt
(ζ1, ζ2, 0, 0)(0, 0, 1, 0) = (0, 0, ζ1, ζ2)
und
(0, 0, 1, 0)(ζ1, ζ2, 0, 0) = (0, 0, ζ1 + ζ2,−ζ2),
so dass auch ζ2 = 0 ist. Also besteht Z(Hp) aus genau den Elementen (ζ, 0, 0, 0).
Es ist
(α, β, γ, δ)(α+ β,−β,−γ,−δ) = (α2 + αβ − cβ2 − pi(γ2 + γδ − cδ2), 0, 0, 0).
Hieraus folgt, dass die zu (α, β, γ, δ) geho¨rende Matrix sicher dann invertierbar
ist, wenn
(α2 + αβ − cβ2 − pi(γ2 + γδ − cδ2) 6= 0
ist. Es sei also
(α2 + αβ − cβ2 − pi(γ2 + γδ − cδ2) = 0.
Indem wir diese Gleichung mit dem Quadrat des Hauptnenners der in sie einge-
henden Koeffizienten multiplizieren, sehen wir, dass wir annehmen du¨rfen, dass
sie in Rp liegen. Weil Rp ein Hauptidealring ist, du¨rfen wir weiter annehmen,
dass sie teilerfremd sind, falls sie nicht alle Null sind. Nun ist
α2 + αβ − cβ2 ≡ 0 mod pi.
Wegen der vorausgesetzten Irreduzibilita¨t von x2 + x − c folgt hieraus, dass
sowohl α also auch β durch pi teilbar ist. Dann ist aber
α2 + αβ − cβ2 ≡ 0 mod pi2,
so dass
γ2 + γδ − cδ2 ≡ 0 mod pi,
ist. Hieraus folgt, dass auch γ und δ durch pi teilbar sind, so dass die Teilerfremd-
heit von α, β, γ und δ nicht zu erreichen ist. Also sind alle diese Koeffizienten
Null, so dass Hp in der Tat ein Ko¨rper ist. Da offensichtlich [Hp : Z(Hp)] = 4
ist, ist Hp ein Quaternionenschiefko¨rper. Damit ist alles bewiesen.
In dem gerade bewiesenen Satz steht eine Voraussetzung, deren Realisier-
barkeit noch nicht gekla¨rt ist, na¨mlich die Voraussetzung, dass c ein Element
sei, fu¨r das x2 + x − c u¨ber Rp/piRp irreduzibel ist. Um die anstehende Frage
zu beantworten, betrachten wir einen Ko¨rper K der Charakteristik p > 0, von
dem wir annehmen, dass er algebraisch u¨ber seinem Primko¨rper sei. Wir setzen
E(K) :=
{
n | n ∈ N,GF(pn) ⊆ K}.
Dabei ist GF(pn) ⊆ K so zu verstehen, dass K einen zu GF(pn) isomorphen
Teilko¨rper enthalte. Dann hat E(K) die folgenden Eigenschaften:
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a) Es ist 1 ∈ E(K).
b) Ist n ∈ E(K) und ist m ein Teiler von n, so ist m ∈ E(K).
c) Sind m,n ∈ E(K), so ist kgV(m,n) ∈ E(K).
Ist umgekehrt M eine Menge von natu¨rlichen Zahlen mit den Eigenschaften
a), b) und c), ist ferner p eine Primzahl, so gibt es bis auf Isomorphie genau
eine algebraische Erweiterung K von GF(p) mit E(K) = M .
Die Mengen M , die die Eigenschaften a), b) und c) haben, kann man auch
folgendermaßen beschreiben. Ist Π die Menge aller Primzahlen, so definieren
wir durch
α(q) := max{e | e ∈ ω, es gibt ein n ∈M mit n ≡ 0 mod qe}
eine Abbildung von Π in ω ∪ {∞}. Ist dann n ∈ ω∗, so ist genau dann n ∈M ,
wenn fu¨r alle q ∈ Π gilt: ist qe ein Teiler von n, so ist e ≤ α(q). Zu jeder
algebraischen Erweiterung K von GF(p) geho¨rt also eine solche Abbildung, die
wir mit αK bezeichnen. Ist αK = αL, so sind K und L isomorph.
9.18. Satz. Es sei K eine algebraische Erweiterung von GF(p). Ist αK(2) <
∞, so gibt es ein γ ∈ K, so dass das Polynom x2 + x− γ irreduzibel ist.
Beweis. Setze n := 2αK(2). Mit b) und der Definition von αK folgt, dass K
einen zu GF(pn) isomorphen Teilko¨rper L entha¨lt. Wir betrachten die durch
f(λ) := λ2 + λ
definierte Abbildung f von L in sich. Wegen f(0) = f(−1) = 0 ist f nicht
injektiv und folglich wegen der Endlichkeit von L auch nicht surjektiv. Es gibt
also ein γ ∈ L mit
λ2 + λ− γ 6= 0
fu¨r alle λ ∈ L. Daher ist x2 + x − γ u¨ber L irreduzibel. Ha¨tte dieses Polynom
eine Nullstelle κ ∈ K, so wa¨re L[κ] ein zu GF(p2n) isomorpher Teilko¨rper von
K und es folgte der Widerspruch
2n = 2αK(2)+1 ≤ 2αK(2) = n.
Also ist x2 + x− γ auch u¨ber K irreduzibel.
Die Sa¨tze 9.18 und 9.17 zeigen, dass es Quaternionenschiefko¨rper gibt, deren
Zentrum zu Q(Zp), bzw. zu K((x)), dem Ko¨rper der formalen Laurentrei-
hen u¨ber K, isomorph ist, wenn nur K eine algebraische Erweiterung eines
endlichen Primko¨rpers ist mit αK(2) < ∞. Sind die Zentren zweier solcher
Quaternionenschiefko¨rper nicht isomorph, so sind auch die fraglichen Quater-
nionenschiefko¨rper nicht isomorph, so dass die fru¨heren Sa¨tze zeigen, dass es
Quaternionenschiefko¨rper wie Sand am Meer gibt. Ist Hp einer dieser Ko¨rper,
so ist die durch
α(a, b, c, d) := (a+ b,−b,−c,−d)
definierte Abbildung α ein Antiautomorphismus von Hp.
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Um zu sehen, dass es sehr viele Quaternionenschiefko¨rper gibt, ha¨tte man
sich nicht so anstrengen mu¨ssen. Hierauf machte mich T. Grundho¨fer aufmerk-
sam, von dem ich folgende Konstruktion lernte. Es sei Q ein Quaternionen-
schiefko¨rper — den muss man haben —. Setze K := Z(Q). Schließlich sei L
ein kommutativer Ko¨rper, der K, jedoch keine quadratische Erweiterung von
K enthalte. Dann ist das Tensorprodukt Q⊗K L ein Quaternionenschiefko¨rper
mit Zentrum L. Nimmt man nun fu¨r L rein transzendente Erweiterungen von
K, so erha¨lt man sogar Quaternionenschiefko¨rper beliebiger Ma¨chtigkeit.
Es gibt noch eine dritte interessante Mo¨glichkeit, Quaternionenschiefko¨rper
zu konstruieren. Ist na¨mlich K ein angeordneter Ko¨rper, so ist der Zentralisator
der beiden Matrizen
0 1 0 0
−1 0 0 0
0 0 0 −1
0 0 1 0
 und

0 0 1 0
0 0 0 1
−1 0 0 0
0 −1 0 0

im Ring der der (4 × 4)-Matrizen u¨ber K ein Quaternionenschiefko¨rper. Dies
zu beweisen, sei dem Leser als U¨bungsaufgabe u¨berlassen.
10. Projektive Ra¨ume mit Clifford-Parallelismus
William Kingdon Clifford ist der Entdecker einer bemerkenswerten Eigenschaft
des dreidimensionalen projektiven Raumes u¨ber dem Ko¨rper der reellen Zahlen,
na¨mlich der Eigenschaft dieses Raumes, zwei Parallelita¨tsrelationen auf der
Menge der Geraden zu besitzen, die beide das euklidische Parallelenpostulat
erfu¨llen und daru¨ber hinaus eng miteinander verknu¨pft sind. Ohne weitere
Motivation fangen wir nun an, wie in der Mathematik u¨blich, das Pferd beim
Schwanz aufzuza¨umen.
Es sei G eine Gruppe und pi sei eine Partition von G. Aus diesen Daten
machen wir wie folgt eine Inzidenzstruktur pi(G). Die Punkte von pi(G) sind
die Elemente von G und die Geraden die Rechtsrestklassen Xg mit X ∈ pi und
g ∈ G. Als Inzidenz nehmen wir die Relation ∈. Sind dann g und h zwei
verschiedene Elemente von G, so ist gh−1 6= 1, so dass es genau ein X ∈ pi gibt
mit gh−1 ∈ X. Es folgt g ∈ Xh. Da auch h ∈ Xh gilt, ist Xh eine Gerade durch
die beiden Punkte g und h. Sie ist aber auch die einzige Gerade, die mit diesen
beiden Punkten inzidiert. Sind na¨mlich g, h ∈ Y f , so gilt gf−1, hf−1 ∈ Y und
daher gh−1 = gf−1(hf−1) ∈ Y , so dass X = Y ist. dann ist aber Xh∩Xf 6= 0
und folglich Xh = Xf . Man beachte, dass die durch
xγ(g) := xg
fu¨r alle x, g ∈ G definierte Abbildung γ ein Monomorphismus von G in die
Kollineationsgruppe von pi(G) ist.
Die Partition pi der Gruppe G heiße normal , falls fu¨r alle X ∈ pi und alle
g ∈ G gilt, dass auch g−1Xg ∈ pi ist. Ist pi eine normale Partition von G und ist
Xg eine Gerade von pi(G), so ist Xg = g(g−1Xg), so dass in diesem Falle die
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Menge der Geraden von pi(G) auch gleich der Menge der Linksrestklassen nach
den Komponenten von pi ist.
Der Satz von Dandelin, den wir im ersten Kapitel bewiesen haben, ist nicht
nur scho¨n, er ist auch nu¨tzlich, wie wir sehen werden.
10.1. Satz. Es sei G eine Gruppe und pi sei eine normale, nicht triviale
Partition von G. Ist pi(G) eine irreduzible projektive Geometrie, so ist pi(G)
pappossch.
Beweis. Zuna¨chst beachten wir, dass es in pi(G) windschiefe Geraden gibt.
Ist na¨mlich X ∈ pi, so ist X 6= G, da pi nicht trivial ist. Es gibt also ein
g ∈ G−X. Dann sind aber X und Xg zwei windschiefe Geraden. Hieraus folgt,
dass der Rang von pi(G) mindestens gleich 4 ist.
Sind X und Y zwei verschiedene Komponenten von pi, sind g1, g2, g3 drei
verschiedene Elemente aus Y − {1} und h1, h2, h3 drei verschiedene Elemente
in X − {1}, so bilden die Geraden Xg1, Xg2, Xg3 und h1Y , h2Y , h3Y ein
Hexagramme mystique. Um dies einzusehen, sei zuna¨chst Xgi = Xgk. Dann ist
gigk
−1 ∈ X ∩ Y = {1}
und daher i = k, so dass die Geraden Xg1, Xg2 und Xg3 paarweise verschieden
sind. Da sie verschieden sind, sind sie auch paarweise windschief. Analog sieht
man dass die Geraden h1Y , h2Y , h3Y — dies sind Geraden, da pi normal ist
—, paarweise windschief sind. Wegen
higk ∈ Xgk ∩ hiY
bilden sie also ein Hexagramme mystique.
Es seien nun X und Y zwei verschiedene Geraden von pi(G), die sich im
Punkte s schneiden. Dann sind Xs−1 und Y s−1 zwei Geraden, die sich im
Punkte 1 schneiden, so dass wir des weiteren annehmen du¨rfen, dass s = 1 ist.
Dann sind aber X und Y zwei verschiedene Komponenten von pi. Sind nun
g1, g2 und g3 drei verschiedene Punkte aus Y − {1} und h1, h2 und h3 drei
verschiedene Punkte aus X − {1}, so ist Xg1, Xg2, Xg3, h1Y , h2Y , h3Y ein
Hexagramme mystique, wie wir gerade gesehen haben. Nach dem Satz I.1.10
von Dandelin sind daher die Punkte
(g1 + h2) ∩ (g2 + h1)
(g2 + h3) ∩ (g3 + h2)
(g3 + h1) ∩ (g1 + h3)
kollinear, so dass in pi(G), wie behauptet, der Satz von Pappos gilt.
Bevor wir uns auf die Suche nach Gruppen G begeben, die eine normale
Partition pi besitzen, so dass pi(G) eine irreduzible projektive Geometrie ist,
beweisen wir einen Satz von Karzel, der die Suche erheblich erleichtert. Der
hier vorgetragene Beweis stammt von mir (Karzel 1965, Lu¨neburg 1969a).
10.2. Satz. Es sei G eine Gruppe und pi sei eine normale, nicht triviale
Partition von G. Ist pi(G) eine irreduzible projektive Geometrie, so ist G eine
elementarabelsche 2-Gruppe oder es ist Rg(pi(G)) = 4.
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Beweis. Wir definieren die Bijektion ρ von G auf sich durch xρ := x−1. Ist
dann Xg eine Gerade von pi(G), so ist (Xg)
ρ = g−1X wegen der Normalita¨t
von pi ebenfalls eine Gerade von pi(G), so dass ρ eine Kollineation von pi(G)
ist. Ist ρ = 1, so ist G eine elementarabelsche 2-Gruppe. Es sei also ρ 6= 1.
Dann ist ρ eine involutorische Kollineation von pi(G), die alle Geraden durch
den Punkt 1 festla¨sst, so dass ρ eine Zentralkollineation mit dem Zentrum 1 ist.
Nach Satz 1.2 besitzt ρ daher eine Achse H. Ist x ∈ H, so gilt offenbar x2 = 1.
Ist andererseits y 6= 1 = y2, so ist y ein von 1 verschiedener Fixpunkt von ρ und
daher y ∈ H.
Es sei h ∈ H und I sei die Menge der mit h vertauschbaren Elemente aus
H. Wir zeigen, dass
I = (H ∩Hh) ∪ {h}
ist. Es sei j ∈ I und es gelte j 6= h. Dann ist jh 6= 1 und
(jh)2 = j2h2 = 1.
Daher ist nach obiger Bemerkung jh ∈ H. Ferner folgt
j = (jh)h ∈ H ∩Hh.
Also ist I ⊆ (H ∩Hh)∪ {h}. Ist umgekehrt k ∈ (H ∩Hh)∪ {h} und ist k 6= h,
so gibt es ein x ∈ H mit k = xh. Es folgt kh = x und weiter
1 = x2 = (kh)2,
so dass kh = hk ist. Also ist k ∈ I und obige Gleichung damit bewiesen.
Wir betrachten nun zusa¨tzlich den Fall, dass ρ eine Elation ist. In diesem
Fall hat ρ keinen Fixpunkt außerhalb H. Es gilt also
H = {x | x ∈ G, x2 = 1}.
Man beachte, dass in diesem Falle jede Untergruppe von G, die in H enthalten
ist, abelsch ist.
Es sei 1 6= h ∈ H und C bezeichne den Zentralisator von h in G, dh., die
Menge aller mit h vertauschbaren Elemente von G. Der Zentralisator C von h
ist natu¨rlich eine Untergruppe von G. Wir zeigen, dass C in H enthalten ist.
Es sei U die Komponente von pi, die h entha¨lt. Weil U die beiden Punkte 1
und h entha¨lt, folgt U ⊆ H. Es sei g ∈ C und es gelte g /∈ U . Es sei V die
Komponente von pi, die hg, und W die Komponente, die g entha¨lt. Dann ist
V 6= W , da sonst h ∈ U ∩ V = {1} wa¨re. Also ist
g2 = h2g2 = (hg)2 ∈ V ∩W = {1},
so dass g ∈ H gilt. Dies zeigt, dass C ⊆ H ist. Nach dem, was wir weiter oben
gesehen haben, ist also C = (H∩Hh)∪{h}. Wegen h = 1h ist aber h ∈ H∩Hh,
so dass
C = H ∩Hh
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gilt.
Es sei g ∈ G − H. Dann ist H 6= Hg, da ja g = 1g ∈ Hg ist. Wa¨re H
eine Untergruppe von G, so folgte H ∩ Hg = ∅ und damit, da H und Hg ja
Hyperebenen sind, Rg(pi(G)) = 2 im Widerspruch zu Rg(pi(G)) ≥ 4. Also ist
C 6= H, so dass C als Schnitt von zwei Hyperebenen den KoRg-Rang 2 hat. Es
sei 1 6= d ∈ C und D sei der Zentralisator von d in G. Dann ist C ⊆ D, da C
abelsch ist. Weil auch D ein Unterraum des Ko-Ranges 2 ist, folgt C = D. Es
gibt nun ein e ∈ H − C. Es sei E der Zentralisator dieses Elementes. Dann ist
also C 6= E und folglich C ∩ E = {1}, wie wir gerade gesehen haben. Damit
haben wir zwei Unterra¨ume des Ko-Ranges 2 gefunden, die sich in genau einem
Punkte schneiden. Hieraus folgt, dass der Rang von pi(G) gleich 4 ist.
Es bleibt der Fall zu betrachten, dass ρ eine Streckung ist. Hier gilt
H = {x | x ∈ G, x2 = 1 6= x}.
Es sei h ∈ H und I sei der Zentralisator von h in H. Dann ist, wie wir gesehen
haben
I = (H ∩Hh) ∪ {h}.
Ferner gilt h /∈ H ∩Hh, da andernfalls 1 ∈ H wa¨re. Der Rang von H ∩Hh ist
mindestens 2. Es gibt also ein b ∈ H∩Hh. Es folgt b = ah mit einem a ∈ H. Es
folgt h = ab und damit wieder ab = ba. Wir betrachten den Schnitt Ha ∩Hb.
Dann ist
1 = aa = bb ∈ Ha ∩Hb,
da a und b ja in H liegen. Wegen h = ab = ba ist auch h ∈ Ha∩Hb. Es sei nun
d ∈ Ha ∩ Hb. Es folgt da, db ∈ H. Also ist (da)2 = 1 = (db)2. Hieraus folgt
ada = d−1 = bdb. Und weiter
hdh = abdba = ad−1a = d,
so dass d und damit Ha ∩Hb im Zentralisator von h in G liegt. Es folgt
Ha ∩Hb ∩H ⊆ I = (H ∩Hh) ∪ {h}.
Nun ist Ha ∩Hb ∩H ein Unterraum von pi(G), der h entha¨lt. Weil h nicht in
H ∩Hh liegt und jede Gerade, die h mit einem Punkt von H ∩Hh liegt, folgt
Ha ∩Hb ∩H = {h}.
Dies impliziert wieder, dass der Rang von pi(G) gleich 4 ist. Damit ist der Satz
bewiesen.
Es sei pi eine normale Partition der Gruppe G und pi(G) sei eine projek-
tive Geometrie. Sind X und Y zwei Geraden von pi(G), so heißen X und Y
rechtsparallel , falls es ein U ∈ pi und g, h ∈ G gibt mit X = Ug und Y = Uh.
Die Geraden X und Y heißen linksparallel , falls es ein U ∈ pi und g, h ∈ G gibt
mit X = gU und Y = hU . Diese beiden Parallelita¨tsrelationen erfu¨llen offen-
sichtlich das euklidische Parallelenpostulat. Sie sind Verallgemeinerungen der
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oben erwa¨hnten cliffordschen Parallelita¨tsrelationen. Sie werden explizit nicht
mehr auftauchen.
10.3. Satz. Es sei pi eine normale, nicht triviale Partition der Gruppe G. Ist
pi(G) eine projektive Geometrie, so gilt:
a) Ist K eine Hyperebene von pi(G), so ist G = K−1K. Insbesondere ist G =
HH, wobei H wieder Achse der oben definierten Zentralkollineation ρ ist.
b) Ist X ∈ pi, so ist X abelsch.
c) G ist eine elementarabelsche 2-Gruppe oder es ist Z(G) = {1}.
Beweis. a) Es sei g ∈ G. Da der Rang von pi(G) mindestens 4 ist, ist der
Schnitt der beiden Hyperebenen K und Kg nicht leer. Es gibt also k, l ∈ K
mit k = lg, so dass g = l−1k ist.
b) Es sei 1 6= g ∈ X. Nach a) gibt es u, v ∈ H mit g = uv. Es ist v ∈ Xv
und u = uvv = gv. Weil g 6= 1 ist, ist u 6= v, so dass die Gerade Xv in H liegt.
Daher ist (xv)2 = 1 und damit vxv = x−1 fu¨r alle x ∈ X. Hieraus folgt
vxyv = (xy)−1 = y−1x−1 = vyvvxv = vyxv
und dann xy = yx fu¨r alle x, y ∈ X, so dass X abelsch ist.
c) Es sei u eine Involution von G und v sei ein mit u vertauschbares Element
von G. Dann liegen u und v entweder in der gleichen Komponente von pi oder
aber es ist v2 = 1. Sind na¨mlich V , W ∈ pi und gilt v ∈ V und uv ∈ W , so ist
V 6= W und daher
v2 = (uv)2 ∈ V ∩W = {1}.
(Dieser Schluss wurde nun schon so ha¨ufig gezogen, dass er es eigentlich verdient
ha¨tte, als Hilfssatz formuliert zu werden.)
Ist nun 1 6= g ∈ Z(G), so gibt es eine Involution in G, die nicht in der
gleichen Komponente wie g liegt. Nach der Vorbemerkung ist also g2 = 1, so
dass Z(g) eine elementarabelsche 2-Gruppe ist. Wa¨re nun ρ nicht die Identita¨t,
so la¨ge Z(G)−{1} in der Achse H von ρ und die Elemente außerhalb H ha¨tten
nicht die Ordnung 2 im Widerspruch zu unserer Vorbemerkung.
Wir ziehen nun einige interessante Folgerungen aus Satz 10.2. Zuna¨chst eine
geometrische, die wir durch den folgenden Satz vorbereiten.
10.4. Satz. Es sei G eine Gruppe und U eine Teilmenge von G mit |U−{1}| ≥
2. Gilt dann U−1x = U fu¨r alle von 1 verschiedenen x ∈ U , so ist U eine
Untergruppe von G.
Beweis. Es sei H := {g | g ∈ G, Ug = U}. Dann ist H eine Untergruppe
von G. Es sei u ∈ U . Es gibt dann ein v ∈ U mit v 6= 1, u. Es folgt U = U−1v.
Es gibt daher ein x ∈ U mit u = x−1v. Wegen u 6= v ist x 6= 1 und daher
U = U−1x. Somit ist U−1 = Ux−1. Es folgt
U = U−1v = Ux−1v = Uu
und weiter u ∈ H. Es ist also U ⊆ H. Weil H eine Gruppe ist, folgt U−1 ⊆ H.
Aus der Definition von H folgt schließlich UU−1 ⊆ U . Dies zeigt, dass U eine
Untergruppe von G ist.
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10.5. Satz. Es sei G eine Gruppe und die Elemente von G seien gleichzeitig
die Punkte einer irreduziblen projektiven Geometrie Λ(G) mit Rg(Λ(G)) ≥ 3.
Fu¨r alle g ∈ G sei die durch xκ(g) := xg definierte Abbildung κ(g) von G in
sich eine Kollineation von Λ(G). Ist dann auch die durch xρ := x−1 definierte
Abbildung ρ eine Kollineation von Λ(G), so ist die Menge pi der Geraden durch
den Punkt 1 — die Geraden als Punktmengen aufgefasst — eine normale Par-
tition von G, und pi(G) ist die Geometrie aus den Punkten und Geraden von
Λ(G). Insbesondere ist G also eine elementarabelsche 2-Gruppe oder aber es ist
Rg(Λ(G)) = 4.
Beweis. Ist U ∈ pi, so ist |U − {1}| ≥ 2, da die Geraden einer irreduziblen
projektiven Geometrie mindestens drei Punkte tragen. Ferner folgt, da ρ eine
Kollineation ist, dass auch U−1 ∈ pi gilt. Es sei 1, x ∈ U . Dann ist 1, x−1 ∈
U−1x eine Gerade durch die Punkte x und 1. Da auch U eine Gerade durch diese
beiden Punkte ist, folgt U−1x = U . Nach 10.4 ist U daher eine Untergruppe
von G, so dass pi eine Partition von G ist, da jeder von 1 verschiedene Punkt
von Λ(G) auf genau einer Geraden durch 1 liegt. Diese Partition ist wegen
Rg(Λ(G)) ≥ 3 nicht trivial. Wegen gx = xρκ(g−1)ρ ist die Abbildung x → gx
ebenfalls eine Kollineation von Λ(G). Hieraus folgt g−1Ug ∈ pi fu¨r alle U ∈ pi.
somit ist pi eine normale Partition von G. Weil die Gruppe der Kollineationen
κ(g) auf der Menge der Punkte von Λ(G) transitiv operiert, folgt schließlich,
dass pi(G) die Geometrie aus den Punkten und Geraden von Λ(G) ist. Die
restlichen Behauptungen folgen nun aus 10.2.
Die weiteren Folgerungen sind algebraischer Natur, so dass die Geometrie
auch einmal anderen Teilen der Mathematik dient, was selten genug vorkommt,
wie schon zu Beginn von Abschnitt 4 des Kapitels I bemerkt wurde.
10.6. Satz. Es sei M ein Ko¨rper und K sei ein in Z(M) enthaltener Teilko¨rper
von M . Hat jedes a ∈ M − K ein Minimalpolynom des Grades 2 u¨ber K, so
gilt eine der folgenden Aussagen:
a) Es ist K = M .
b) Es ist [M : K] = 2.
c) Es ist Z(M) = K und M ist ein Quaternionenschiefko¨rper u¨ber K.
d) Der Ko¨rper M ist kommutativ, die Charakteristik von M ist 2 und M ist
eine rein inseparable Erweiterung von K mit a2 ∈ K fu¨r alle a ∈M .
Beweis. Ist [M : K] ≤ 2, so liegt einer der beiden Fa¨lle a) oder b) vor. Es
sei also [M : K] ≥ 3. Setze G := M∗/K∗. Da K im Zentrum von M liegt,
ist K∗ ein Normalteiler von M∗, so dass G eine Gruppe ist. Die Elemente von
G sind die Restklassen mK∗ mit m ∈ M∗, so dass die durch ϕ(mK) := mK∗
definierte Abbildung ϕ eine Bijektion der Menge der Punkte von LK(M) auf G
ist.
Es sei X eine Gerade von LK(M) durch den Punkt K. Ferner sei a ∈ X−K.
Dann ist X = K + Ka. Weil das Minimalpolynom von a u¨ber K den Grad 2
hat, ist X ein Ko¨rper. Ist umgekehrt Y eine in M liegende, quadratische Er-
weiterung von K, so ist Y eine durch K gehende Gerade von LK(M). Es folgt,
dass die Menge der Punkte einer Geraden durchK unter ϕ auf die Menge Y ∗/K∗
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abgebildet wird, wobei Y der Ko¨rper ist, der die fragliche Gerade repra¨sentiert.
Es folgt, dass die Menge pi der Gruppen Y ∗/K∗, wobei Y eine in M liegende
quadratische Erweiterung von K ist, eine Partition von G ist. Die Partition pi
ist aber auch normal, da innere Automorphismen von M quadratische Erweite-
rungen von K auf ebensolche abbilden. Sind nun aK und bK zwei Punkte von
LK(M), so wird durch x
σ := xa−1b, da K im Zentrum von M liegt, eine bijek-
tive lineare Abbildung von M auf sich definiert mit (aK)σ = bK. Dies ko¨nnen
wir so interpretieren, dass G auf der Menge der Punkte von LK(M) transitiv
operiert. Aus all dem folgt nun, dass pi(G) eine Beschreibung der Inzidenzstruk-
tur aus den Punkten und Geraden von LK(M) ist. Mit Satz 10.2 erhalten wir
daher, dass G eine elementarabelsche 2-Gruppe oder dass Rg(pi(G)) = 4 ist.
Es sei G keine elementarabelsche 2-Gruppe. Dann ist Z(G) = {1} nach 10.3.
Hieraus folgt Z(M) = K, so dass M ein Quaternionenschiefko¨rper u¨ber K ist.
Es sei G eine elementarabelsche 2-Gruppe. Dann ist a2 ∈ K fu¨r alle a ∈M .
Ist a ∈M −K, so ist also
2a = (a+ 1)2 − a2 − 1 ∈ K.
Dies impliziert, dass die Charakteristik von M gleich 2 ist, da wegen 2 ∈ K sonst
a ∈ 2−1K = K wa¨re. Es seien a, b ∈M∗. Weil G abelsch ist, ist b−1ab ∈ K[a].
Es gibt also k, l ∈ K mit b−1ab = k + la. Hieraus folgt aba−1 = kba−1 + lb.
Andererseits ist natu¨rlich auch aba−1 ∈ K[b]. Es folgt kba−1 ∈ K[b]. Ist
a ∈ K[b], so ist ab = ba. Es sei also a /∈ K[b]. Dann ist k = 0 und somit
b−1ab = la. hieraus folgt, da a2 ∈ K gilt,
a2 = b−1a2b = l2a2.
Da die Charakteristik 2 ist, impliziert dies l = 1. Also gilt auch in diesem Falle
ab = ba, so dass M als kommutativ erkannt ist. Damit ist alles bewiesen.
Man beachte, dass im Fall d) der Rang von M u¨ber K eine Potenz von 2
ist, falls er endlich ist.
Der Beweis von 10.6 zeigt, wie man sich Gruppen G mit einer Partition
pi verschaffen kann, so dass pi(G) eine projektive Geometrie ist. Eine na¨here
Analyse zeigt, dass dies bereits alle Beispiele sind. Diese Analyse werden wir
jedoch nicht durchfu¨hren. Der an ihr interessierte Leser sei an Karzel 1965
verwiesen.
Wir zeigen eine weitere Folgerung aus den bisherigen Entwicklungen, die sich
auf Quaternionenschiefko¨rper der Charakteristik 2 bezieht. Sie ist Spezialfall
eines viel allgemeineren Satzes. Da wir sie hier jedoch gratis bekommen, — for
love, wie es im Englischen so poetisch heißt, — wollen wir sie hier formulieren.
10.7. Korollar. Es sei M ein Quaternionenschiefko¨rper u¨ber K und die
Charakteristik von M sei 2. Setze
H := {a | a ∈M,a2 ∈ K}.
Dann ist H eine Hyperebene des K-Vektorraumes M .
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a) Fu¨r a ∈ H −K ist K[a] eine inseparable Erweiterung des Grades 2 von K.
b) Fu¨r a ∈M −H ist K[a] eine separable Erweiterung des Grades 2 von K.
M entha¨lt also sowohl inseparable als auch separable Erweiterungen des Grades
2 von K.
Beweis. Setze G := M∗/K∗ und pi sei die im Beweis von 10.6 beschriebene
Partition von G. Weil M nicht kommutativ ist, ist G nach 10.6 keine ele-
mentarabelsche 2-Gruppe. Also ist die gρ := g−1 definierte Abbildung ρ eine
involutorische Perspektivita¨t von pi(G). Weil die Charakteristik von K gleich 2
ist, ko¨nnen die Streckungsgruppen von pi(G), da sie zu K∗ isomorph sind, keine
Involutionen enthalten. Also ist ρ eine Elation. Daher gilt fu¨r die Achse A von
ρ die Gleichung
A = {g | g ∈ G, g2 = 1}.
Der im Satz definierte Unterraum H des K-Vektorraumes M ist offenbar der A
entsprechende Unterraum von M .
Ist a ∈ H −K, so ist a2 ∈ K, so dass K[a] eine inseparable Erweiterung von
K ist. Ist b ∈ M −H, so ist b2 /∈ K, so dass K[b] eine separable Erweiterung
von K ist. Damit ist alles bewiesen.
Es sei K ein angeordneter, kommutativer Ko¨rper. Wir nennen K reell ab-
geschlossen, falls jedes Polynom ungeraden Grades u¨ber K eine Nullstelle in K
hat. Prominentestes Beispiel eines reell abgeschlossenen Ko¨rpers ist der Ko¨rper
der reellen Zahlen. Der zweite Beweis, den Gauß fu¨r den Fundamentalsatz der
Algebra gab, la¨sst sich auf reell abgeschlossene Ko¨rper u¨bertragen, so dass also
K[x]/(x2 + 1)K[x]
algebraisch abgeschlossen ist, falls nur K reell abgeschlossen ist. In einem reell
abgeschlossenen Ko¨rper ist jedes positive Element ein Quadrat, so dass reell
abgeschlossene Ko¨rper nur eine Anordnung besitzen.
Ferner haben alle u¨ber K irreduziblen Polynome den Grad 1 oder 2. Dies
ist der Schlu¨ssel zum Beweise des folgenden Satzes, der fu¨r den Fall des Ko¨rpers
der reellen Zahlen von Frobenius stammt (Frobenius 1877).
10.8. Satz. Es sei M ein Ko¨rper und K sei ein reell abgeschlossener Ko¨rper
mit K ⊆ Z(M). Ist dann [M : K] <∞, so gilt einer der folgenden Fa¨lle:
a) Es ist M = K.
b) M ist der algebraische Abschluss von K.
c) M ist der bis auf Isomorphie eindeutig bestimmte Quaternionenschiefko¨rper
u¨ber K.
Beweis. Da ein angeordneter Ko¨rper die Charakteristik 0 hat, folgt mit 10.6,
dass [M : K] = 1, 2 oder 4 ist, da irreduzible Polynome u¨ber K ja den Grad
1 oder 2 haben. Im ersten Fall ist M = K. Im zweiten Fall folgt aus dem
oben Referierten, dass M der algebraische Abschluß von K ist. Es gelte also
[M : K] = 4. Dann ist M ein Quaternionenschiefko¨rper u¨ber K. Es bleibt zu
zeigen, dass M bis aus Isomorphie eindeutig bestimmt ist.
Es sei H die Vereinigung u¨ber alle aK mit a /∈ K und a2 ∈ K. Die schon
verschiedentlich benutzte Perspektivita¨t ρ zeigt, dass H eine Hyperebene des
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K-Vektorraumes M ist. Ist a /∈ K und a2 ∈ K, so ist das Polynom x2−a2 u¨ber
K irreduzibel. Weil K reell abgeschlossen ist, folgt hieraus
a2 = −k2
mit einem positiven k ∈ K. Setzt man b := k−1a, so folgt bK = aK und
b2 = −1. Hieraus folgt
H =
⋃
b∈M, b2+1=0
bK.
(An dieser Stelle sieht man sehr scho¨n, dass es die Kommutativita¨t ist, die
erzwingt, dass ein Polynom u¨ber einem kommutativen Ko¨rper ho¨chstens so viele
Nullstellen besitzt, wie der Grad des Polynoms angibt, da im vorliegenden Falle
das Polynom x2 + 1 ja unendlich viele Nullstellen hat.)
Es sei i ∈ H und es gelte b2 = −1. Ist ib = −bi, so setzen wir j := b. Es sei
ib 6= −bi. Wegen
ib+ bi = (i+ b)2 − i2 − b2
ist ib+ bi ∈ K. Wir machen nun nach dem Vorgang von Fibonacci den falschen
Ansatz λ := ib+ bi und µ := 2, der uns dann doch zum rechten Ziele fu¨hrt. Mit
diesem Ansatz folgt
i(λi+ µb) + (λi+ µb)i = −2λ+ µ(ib+ bi) = 0.
Weil λ und µ nicht Null und i und b linear unabha¨ngig sind, ist (λi + µb)K
ein von iK verschiedener Punkt in H. Wie wir oben gesehen haben, gibt es ein
j ∈ (λi+ µb)K mit j2 = −1. Es folgt, dass ij = −ji ist. Es folgt weiter
(ij)2 = ijij = −jiij = (−1)3 = −1
und damit j ∈ K[i]∩H = iK. Dieser Widerspruch zeigt, dass i, j, ij eine Basis
von H ist. Folglich ist 1, i, j, ij eine Basis von M . Hieraus folgt alles Weitere.
Der Beweis des letzten Satzes zeigt auch, dass es u¨ber einem angeordneten
Ko¨rper, dessen positive Elemente allesamt Quadrate sind, bis auf Isomorphie
nur einen Quaternionenschiefko¨rper gibt.
Nach Satz 8.1 ist L(V ) genau dann selbstdual, wenn der Rang von V endlich
ist und wenn außerdem der L(V ) zu Grunde liegende Koordinatenko¨rper einen
Antiautomorphismus gestattet. Daher ist es interessant, auch nicht kommuta-
tive Ko¨rper zu kennen, die einen Antiautomorphismus besitzen. Es ist nun nicht
schwer zu sehen, dass alle von uns konstruierten Quaternionenschiefko¨rper einen
involutorischen Antiautomorphismus haben. Wir werden zeigen, dass sogar alle
Quaternionenschiefko¨rper einen solchen besitzen. Dazu beweisen wir zuna¨chst:
10.9. Satz. Ist M ein Quaternionenschiefko¨rper u¨ber K, so gibt es Elemente
i, j, k ∈ M und Elemente γ, δ ∈ K, so dass 1, i, j, k eine Basis des K-
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Vektorraumes M ist und die folgenden Relationen gelten:
i2 = i+ γ,
ij = k,
ik = k + γj,
ji = j − k,
j2 = δ,
jk = δ − δi,
ki = −γj,
kj = δi,
k2 = −γδ.
Beweis. Wir beginnen den Beweis mit der folgenden Bemerkung. Sind u,
v ∈ M , so ist u2 ∈ Ku+K und v2 ∈ Kv +K sowie (u+ v)2 ∈ K(u+ v) +K.
Hieraus folgt, dass
uv + vu ∈ Ku+Kv +K
ist.
Wa¨re x2 ∈ K fu¨r alle x ∈ M , so wa¨re M∗/K∗ eine elementarabelsche 2-
Gruppe. Wie der Beweis von 10.6 zeigt, wa¨re M ein kommutativer Ko¨rper im
Widerspruch zu unserer Voraussetzung. Es gibt also ein y ∈M mit y2 /∈ K. Es
gibt somit Elemente r, s ∈ K mit r 6= 0 und y2 = ry = ry + s. Setze i := yr−1
und γ := sr−2. Dann ist
i2 = y2r−1 = (ry + s)r−2 = i+ γ.
Ki+K ist ein kommutativer Teilko¨rper von M . Es gibt folglich ein z ∈M ,
welches nicht in Ki + K liegt. Nach der eingangs gemachten Bemerkung gibt
es r, s, t ∈ K mit
iz + zi = ri+ sz + t.
Es gibt ferner ein u ∈ K mit z2 − uz ∈ K. Sind l, m ∈ K, so folgt
−(li+mz)2 + (l +mr)li+ (mu+ ls)mz
= −l2(i2 − i)−m2(z2 − uz)−ml(iz + zi− ri− sz).
Dies zeigt, dass
−(li+mz)2 + (l +mr)li+ (mu+ ls)mz ∈ K
ist. Es gibt auch ein v ∈ K mit
(li+mz)2 − v(li+mz) ∈ K.
Aus diesen beiden Gleichungen folgt
(l +mr − v)li+ (mu+ ls− v)mz ∈ K.
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Weil 1, i, y u¨ber K linear unabha¨ngig sind, folgt
(l +mr − v)l = 0 = (mu+ ls− v)m.
Letztere Gleichung gilt fu¨r alle l, m ∈ K, da l und m ja irgendwelche Elemente
von K waren. Wa¨hlt man insbesondere l und m in K∗, so folgt
l +mr = v = mu+ ls.
Dies hat wiederum
l(1− s) = m(r − u)
zur Folge. Mit l = m = 1 folgt
1− s = r − u.
WeilK das Zentrum von M ist, istK nicht endlich. Es gibt also ein l ∈ K∗−{1}.
Mit m = 1 folgt
l(1− s) = r − u = 1− s,
so dass s− 1 = 0 und daher s = 1 und r = u ist. Also ist
iz + zi = ri+ z + t
und
z2 − rz ∈ K.
In (1) ist 4γ + 1 6= 0, sonst wa¨re na¨mlich
(2i− 1)2 = 4i2 − 4i+ 1 = 4(i+ γ)− 4i+ 1 = 0
und folglich 2i− 1 = 0. Dies ha¨tte 2 6= 0 und dann den Widerspruch i ∈ K zur
Folge. Wir setzen nun
j := z − (r + 2t)(4γ + 1)−1i+ (t− 2rγ)(4γ + 1)−1.
Unter Benutzung von (2) und (1) erha¨lt man nach einfacher Rechnung
ij + ji = j.
Dru¨ckt man nun z gema¨ß (4) durch i und j aus und berechnet z2−rz, so erha¨lt
man unter Benutzung von (5) und (1), dass die Koeffizienten bei j und i Null
sind, dh., man erha¨lt eine Gleichung der Form
z2 − z = y2 + w
mit einem w ∈ K. Setzt man δ := z2 − z −w, so folgt mit (5), dass δ ∈ K gilt.
Wa¨re ij ∈ Ki + Kj + K, so ga¨be es u, v, w ∈ K mit ij = ai + vj + w. Es
folgte
(i− v)j = ai+ w ∈ Ki+K.
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Wegen j /∈ K folgte i − v = 0 und damit der Widerspruch i ∈ K. Dies zeigt,
dass 1, i, j, ij eine Basis von M u¨ber K ist. Setze k := ij. Es gilt nun, die
neun Relationen des Satzes herzuleiten. Die erste ist bereits nachgewiesen und
die zweite ist Inhalt der Definition von k. Es ist
ik = i2j = (i+ γ)j = k + γj.
Mit (5) folgt
ji = j − ij = j − k.
Dass j2 = δ ein Element von K ist, wurde dem Leser u¨berlassen nachzurechnen.
Es ist
jk = jij = (j − ij)j = j2 − ij2 = δ − δi,
da d ja im Zentrum K von M liegt. Weiter ist
ki = iji = i(j − ij) = ij − (i+ γ)j) = −γj
und
kj = ij2 = δi.
Schließlich ist
k2 = ijij = i(j − ij)j = i(δ − iδ) = iδ − (i+ γ)δ = −γδ.
Damit ist alles bewiesen.
Mittels der in 10.9 notierten Relationen verifiziert man, dass Folgendes gilt:
Ist
(a+ bi+ cj + dk)(a′ + b′i+ c′j + d′k) = a′′ + b′′i+ c′′j + d′′k,
so ist
a′′ = aa′ + bb′γ + cc′δ + cd′δ − dd′γδ
b′′ = ab′ + ba′ + bb′ − cd′δ + dc′δ
c′′ = ac′ + ca′ + bd′γ + cb′ − db′γ
d′′ = ad′ + da′ + bc′ + bd′ − cb′.
10.10. Satz. Es sei M ein Quaternionenschiefko¨rper u¨ber K und 1, i, j, k sei
die in 10.9 beschriebene K-Basis von M . Ist x = z + ui+ vj +wk mit z, u, v,
w ∈ K und setzt man
xα := z + u− (ui+ vj + wk),
so ist α ein involutorischer Antiautomorphismus von M .
Ist Char(K) 6= 2, so sind die Fixelemente von α genau die Elemente von K.
Ist Char(K) = 2, so sind die Fixelemente von α genau die Elemente mit u = 0.
Beweis. Dass α involutorisch ist, ist unmittelbar zu sehen. Ebenfalls, dass
(x+y)α = xα+yα ist. Ebenso ist die Aussage u¨ber die Fixelemente von α wegen
der linearen Unabha¨ngigkeit von 1, i, j, k banal. Das einzige, nicht triviale, was
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nachzuweisen ist, ist, dass (xy)α = yαxα ist. Dazu berechne man mittels der
vor Satz 10.10 aufgelisteten Relationen fu¨r x, y ∈ M einmal (xy)α und zum
anderen yαxα, um herauszufinden, dass die beiden Ergebnisse u¨bereinstimmen.
Ist M ein Quaternionenschiefko¨rper der Charakteristik 2, so bilden die Fix-
elemente des in Satz 10.10 beschriebene Antiautomorphismus α einen Unter-
raum des Ranges 3 des Z(M)-Vektorraumes M . Daher wird M als Ko¨rper von
diesen Fixelementen erzeugt. Ist die Charakteristik von M von 2 verschieden, so
machen die Fixelemente von α gerade das Zentrum von M aus. Diese Situation
ist typisch fu¨r Quaternionenschiefko¨rper mit von 2 verschiedener Charakteristik,
wie der na¨chste, von Dieudonn stammende Satz zeigt.
10.11. Satz. Es sei K ein Ko¨rper und α sei ein Antiautomorphismus von K
mit α2 = 1. Setze
L := {x | x ∈ K,xα = x}.
Dann gilt einer der folgenden Fa¨lle.
a) Der Ko¨rper K ist kommutativ, L ist ein Teilko¨rper von K und [K : L] ≤ 2.
b) L ist das Zentrum von K und K ist ein Quaternionenschiefko¨rper u¨ber L
mit von 2 verschiedener Charakteristik.
c) K wird von L erzeugt.
Beweis. Ist K kommutativ, so ist α ein Antiautomorphismus von K. In
diesem Falle ist L ein Teilko¨rper von K und es gilt nach bekannten Sa¨tzen, dass
der Grad von K u¨ber L ho¨chstens 2 ist, dh., es gilt a).
Es sei des Weiteren K nicht kommutativ. Wir nehmen zuna¨chst an, dass
L ⊆ Z(K) gelte. Dann ist L ein Teilko¨rper von Z(K). Wegen
(k + kα)α = kα + kα
2
= k + kα
und
(kαk)α = kα + kα
2
= kαk
ist
k + kα, kαk ∈ L
fu¨r alle k ∈ K. Nun ist
k2 − (k + kα)k + kαk = 0
fu¨r alle k ∈ K. Nach 10.6 ist daher K ein Quaternionenschiefko¨rper u¨ber L, da
wir K als nicht kommutativ vorausgesetzt hatten. Es bleibt zu zeigen, dass die
Charakteristik von K nicht 2 ist.
Wir nehmen an, dass die Charakteristik von K gleich 2 sei. Setze
H := {a | a ∈ K, a2 ∈ K}.
Dann ist H nach 10.7 eine Hyperebene des Z(K)-Vektorraumes K. Offenbar
wird H von α invariant gelassen und α induziert eine semilineare Abbildung
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auf dem Z(K)-Vektorraum H. Es sei 0 6= a ∈ H. Dann ist a2 ∈ Z(K) und
andererseits auch aaα ∈ L ⊆ Z(K). Es folgt
a−1aα = a−2aaα ∈ Z(K).
Dies besagt, dass α alle Punkte von H festla¨sst. Nach Satz III.1.2 gibt es daher
ein k ∈ Z(K) mit hα = hk fu¨r alle h ∈ H. Insbesondere ist dann 1 = 1α = k.
Folglich ist hα = h fu¨r alle h ∈ H im Widerspruch zu unserer Annahme, dass
L ⊆ Z(K) gilt. Also gilt auch b).
Es bleibt der Fall zu betrachten, dass L 6⊆ Z(K) gilt. Es sei R der von L
erzeugte Teilring von K. Ist 0 6= r ∈ R, so ist auch rα ∈ R. Setze d := rrα.
Dann ist 0 6= d ∈ L. Folglich ist auch d−1 ∈ L ⊆ R. Dann ist aber auch
r−1 = rαd−1 ∈ R,
so dass R sogar ein Ko¨rper ist. Wir wollen zeigen, dass R = K ist. Dazu
nehmen wir an, dass dies nicht der Fall sei. Es sei a ∈ K − R. Es sei u ∈ R.
Dann ist
au+ uαaα = au+ (au)α ∈ L.
Es folgt
au− uαa = au+ uαaα − uα(a+ aα) ∈ R.
Andererseits ist auch
uαa− auα = uαa+ aαu− (aα + a)uα ∈ R.
Somit ist schließlich a(u−uα) ∈ R. Weil a nicht in R liegt, folgt uα = u. Somit
ist R ⊆ L und damit R = L, so dass L ein Ko¨rper ist. Sind u, v ∈ L, so ist
auch uv ∈ L und es gilt
uv = (uv)α = vαuα = vu,
so dass L ein kommutativer Ko¨rper ist.
Durch D(u) := au− uαa wird, wie schon gesehen, eine Abbildung von R in
sich definiert. Weil R = L ist, ist also
D(u) = au− ua.
Es sei zuna¨chst Char(K) 6= 2. Dann ist
a = 12 (a+ a
α) + 12 (a− aα).
Das Element a− aα ist nicht in R. Wir ko¨nnen daher a durch a− aα ersetzen.
Es ist dann aα = −a und demzufolge a2 = −aaα ∈ R. Es ist
D2(u) = a(au− ua)− au− ua)a = a2u− 2aua+ ua2 ∈ R.
Wegen a2u ∈ R ist daher aD(u) ∈ R. Weil R ein Ko¨rper ist und a nicht in R
liegt, ist daher D(u) = 0, so dass au = ua ist. Dies zeigt, dass jedes u ∈ R mit
jedem a ∈ K vertauschbar ist, fu¨r das aα = −a ist. Nun ist aber
a = 12 (a+ a
α) + 12 (a− aα),
144 Kapitel II. Die Struktursa¨tze
so dass a die Summe eines Elementes b ∈ R und einem Element c mit cα = −c
ist. Weil R kommutativ ist, ist daher jedes u ∈ R mit allen a ∈ K vertauschbar.
Also liegt R und damit L im Zentrum von K im Gegensatz zu unserer Annahme.
Es bleibt der Fall zu betrachten, dass Char(K) = 2 ist. Es sei wieder a ∈
K −R. Setze
V := aR+R.
Dann ist V ein Rechtsvektorraum u¨ber R. Wir zeigen, dass V ein Teilko¨rper
von K ist. Dazu ist zu zeigen, dass V multiplikativ abgeschlossen ist und dass
das Inverse eines von Null verschiedenen Elementes aus V wieder zu V geho¨rt.
Es ist
a2 = a(a+ aα)− aaα
und a+ aα, aaα ∈ R, so dass a2 ∈ V gilt.
Als Na¨chstes zeigen wir, dass auch ra ∈ V ist fu¨r alle r ∈ R. Dazu du¨rfen wir
natu¨rlich annehmen, dass r 6= 0 ist. Von den im Folgenden zu betrachtenden
Elementen aus L nehmen wir an, dass sie von Null verschieden sind. Es sei
u ∈ L. Dann ist
au+ uaα = au+ (au)α ∈ L.
Hieraus folgt weiter
au− ua = au+ uaα − u(a+ aα) ∈ R.
Es sei n > 1, es seien u1, . . . , un ∈ L und es gelte
au1 · · ·un−1 − u1 · · ·un−1a ∈ V.
Weil die ui allesamt als von Null verschieden angenommen sind, ist aR =
au1 · · ·un−1R. Wir ko¨nnen und werden daher in dem vorangegangenen Ar-
gument a durch au1 · · ·un−1 ersetzen. Man erha¨lt dann, dass
au1 · · ·un − unu1 · · ·un−1a ∈ V.
liegt. Weil R kommutativ ist, folgt weiter, dass auch
au1 · · ·un − u1 · · ·una ∈ V
liegt. Da R als Ring additiv abgeschlossen ist, folgt schließlich, dass
ar − ra ∈ V
fu¨r alle r ∈ R gilt. Dies impliziert wiederum, dass ra ∈ V ist fu¨r alle r ∈ R.
Weiter folgt, dass
(ar + s)(ar′ + s′) = arar′ + ars′ + sar′ + ss′
= a2rr′ + at+ t′
ist mit t, t′ ∈ R. Weil a2 ∈ V ist, folgt, dass V multiplikativ abgeschlossen ist.
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Es ist a+ aα ∈ L = R. Hieraus folgt, dass
aα ∈ aR+R = V
ist. Es folgt weiter, dass xα ∈ V ist fu¨r alle x ∈ V . Ist nun 0 6= x ∈ V , so ist
d := xxα ∈ L. Dann ist auch d−1 ∈ L und folglich x−1 = xαd−1 ∈ V . Damit
ist gezeigt, dass V ein Ko¨rper ist.
Es gilt
a(a+ aα)a+ aaαa = a3 = a2(a+ aα) + a2aα.
Also ist
aD(a+ aα) = D(aaα) ∈ R.
Hieraus folgt D(a + aα) = 0 und dann auch D(aaα) = 0, so dass a mit a + aα
und aaα vertauschbar ist. Setze b := a+ aα und c := aaα. Dann ist
(ab−1)2 = a2b−2 = (ab+ c)b−2 = ab−1 + cb−2.
Ersetzt man a durch ab−1, so ist also a+ aα = 1 und daher
a2 = a+ aaα.
U¨berdies ist a mit aaα vertauschbar und es gilt nach wie vor V = aR+R.
Es sei Z der Zentralisator von a in R. Weil R kommutativ ist, liegt Z im
Zentrum von V . Es sei x ∈ R. Dann ist wegen a2 = a+ aaα und aaα ∈ R und
weil die Charakteristik ja 2 ist,
D2(x) = D(ax− xa)
= a2x− axa− axa+ xa2
= (a+ aaα)x+ x(a+ aaα)
= D(x)
fu¨r alle x ∈ R. Also ist
D
(
D(x) + x
)
= 0,
so dass D(x) + x ∈ Z gilt fu¨r alle x ∈ R. Hieraus folgt
D(x)x− xD(x) = (D(x) + x)x− x(D(x) + x) = 0.
Weiter folgt
D(x2) = D(x2)− 2xD(x) = D(x)x− xD(x) = 0.
Also ist x2 ∈ Z fu¨r alle x ∈ R. Es sei u ∈ V . Dann ist u = ar + s mit r,s ∈ R.
Es folgt, da r2 ∈ Z und a+ aα = 1 ist,
uuα = (ar + s)(raα + s)
= ar2aα + ars+ sraα + s2
= aaαr2 +D(rs) + rs(a+ aα) + s2
= aaαr2 +D(rs) + rs+ s2.
146 Kapitel II. Die Struktursa¨tze
Wir haben schon gesehen, dass aaα mit a vertauschbar ist. Da aaα auch in R
liegt, ist aaα ein Element von Z. Weil auch r2, s2 und D(rs) + rs in Z liegen,
ist uuα fu¨r alle u ∈ V ein Element von Z. Weiter gilt
u+ uα = ar + s+ raα + s = ar + ra+ r(a+ aα) = D(r) + r,
so dass auch u+ uα fu¨r alle u ∈ V ein Element von Z ist. Wegen
u2 + u(u+ uα) + uuα = 0
haben wir fu¨r V und Z die in Satz 10.6 beschriebene Situation.
Wir nehmen zuna¨chst an, V sei ein Quaternionenschiefko¨rper u¨ber Z. Es
ist uuα ∈ Z fu¨r alle u ∈ V . Ist u 6= 0, so folgt u−1Z∗ = uαZ∗, so dass die
Kollineation uZ∗ → u−1Z∗ durch die Z-lineare Abbildung α induziert wird.
Diese Kollineation ist aber eine Elation, wie wir schon fru¨her bemerkten. Daher
la¨sst α eine Hyperebene H des Z-Vektorraumes V punktweise fest. Weil der
Rang von H gleich 3 ist, gibt es ein k ∈ Z mit hα = hk fu¨r alle h ∈ H. (Dies
wieder im Vorgriff auf III.1.2.) Wegen R ⊆ H folgt k = 1. Dies impliziert
wiederum H = L = R. Nun hat V aber den Rang 2 u¨ber R und den Rang
4 u¨ber Z. Das bedeutet, dass R den Rang 2 u¨ber Z hat. Damit erhalten wir
das widerspru¨chliche Ergebnis 2 = 3. Also ist V kein Quaternionenschiefko¨rper
u¨ber Z. Daher ist V nach 10.6 ein kommutativer Ko¨rper. Dies besagt, dass
R, da V im Laufe des Beweises nicht gea¨ndert wurde, wie wir bemerkten, im
Zentralisator des urspru¨nglich gewa¨hlten Elementes a liegt. Da dieses Element
ein beliebiges Element aus K − R war und da R kommutativ ist, liegt R im
Zentrum von K entgegen unserer Annahme. Damit ist der Satz in allen seinen
Teilen bewiesen.
III.
Gruppen von Kollineationen
Mit jeder Struktur geht ihre Automorphismengruppe einher und das Studium
der Automorphismengruppe la¨sst Ru¨ckschlu¨sse auf die Ausgangsstruktur zu.
Dies haben wir in dem uns hier interessierenden Falle der projektiven Geome-
trien im letzten Kapitel bereits gesehen, wo uns das eingehende Studium der
Gruppen E(H) und ∆(P,H) zu den Struktursa¨tzen der projektiven Geometrie
fu¨hrte. In diesem Kapitel nun werden wir die volle Kollineationsgruppe einer
projektiven Geometrie und gewisse ihrer Untergruppen etwas systematischer
studieren.
1. Erste U¨bersicht
Es sei V ein Vektorraum u¨ber dem Ko¨rper K. Mit ΓL(V,K) bezeichnen wir die
Gruppe aller Automorphismen des K-Vektorraumes V , dh., die Gruppe aller
bijektiven semilinearen Abbildungen von V auf sich. Mit G∗L(V,K) bezeich-
nen wir die Gruppe aller bijektiven linearen Abbildungen von V auf sich, mit
GL(V,K) die von allen Homothetien und Transvektionen erzeugte Gruppe und
mit SL(V,K) die von allen Transvektionen erzeugte Gruppe. Weil Homothetien
und Transvektionen lineare Abbildungen sind, gilt
SL(V,K) ⊆ GL(V,K) ⊆ G∗L(V,K) ⊆ ΓL(V,K).
Da Transvektionen, Homothetien und lineare Abbildungen unter inneren Auto-
morphismen von ΓL(V,K) wieder in solche u¨bergehen, folgt, dass die Gruppen
SL(V,K) und GL(V,K) Normalteiler von ΓL(V,K) sind.
1.1. Satz. Es sei V ein Vektorraum u¨ber dem Ko¨rper K. Ist der Rang von
V mindestens 2 und entha¨lt K mindestens drei Elemente, so wird GL(V,K)
bereits von den Homothetien von V erzeugt.
Beweis. Es sei τ eine von 1 verschiedene Transvektion von V . Dann gibt
es eine lineare Abbildung ϕ von V in K und einen Vektor a ∈ Kern(ϕ) mit
xτ = x + aϕ(x) fu¨r alle x ∈ V . Weil τ 6= 1 ist, ist a 6= 0 und Kern(ϕ) 6= V .
Es folgt, dass ϕ surjektiv ist. Weil K mehr als zwei Elemente entha¨lt, gibt
es daher einen Vektor p ∈ V mit ϕ(p) 6= 0, 1. Setze k := −ϕ(p) + 1. Dann
ist k 6= 0, so dass k−1 existiert. Ferner setzen wir q := p + a. Weil p wegen
ϕ(p) 6= 0 nicht in H := Kern(ϕ) liegt, liegt q nicht in H, und weil a 6= 0 ist, folgt,
dass p und q linear unabha¨ngig sind. Somit sind pK und qK zwei verschiedene
Komplemente von H. Wir definieren nun zwei Homothetien δ und η vermo¨ge
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(px+h)δ := pkx+h bzw. (qx+h)η := qk−1x+h fu¨r alle x ∈ K und alle h ∈ H.
Dann ist
(px+ h)δη = (pkx+ h)η = pηkx+ h
= (q − a)ηkx+ h = (qk−1 − a)kx+ h
= qx− akx+ h = px+ h+ a(1− k)x
= px+ h+ aϕ(p)x = px+ h+ aϕ(px+ h)
= (px+ h)τ .
Also ist δη = τ . Damit ist gezeigt, dass alle Transvektionen in der von allen
Homothetien erzeugten Gruppe liegen.
Mit PSL(V,K), PGL(V,K), PG∗L(V,K) und PΓL(V,K) bezeichnen wir die
von den Gruppen SL(V,K), GL(V,K), PG∗L(V,K) bzw. ΓL(V,K) in LK(V )
induzierten Kollineationsgruppen. Diese Gruppen heißen der Reihe nach die
kleine projektive Gruppe, projektive Gruppe und große projektive Gruppe von
LK(V ). Nach II.7.1 ist PΓL(V,K) die volle Kollineationsgruppe von LK(V ),
falls RgK(V ) ≥ 3 ist. Die Gruppe PGL(V,K) ist dann die von allen Streckungen
und Elationen erzeugte Gruppe und wird nach 1.1 bereits von allen Streckungen
erzeugt, wenn K mindestens drei Elemente entha¨lt. Die Gruppe PSL(V,K) ist
die Untergruppe von PΓL(V,K), die von allen Elationen erzeugt wird.
Sind keine Verwechslungen zu befu¨rchten, so lassen wir im Folgenden den
zweiten Parameter K bei diesen Gruppen weg.
Wir fragen nun nach dem Kern M(V ) des Homomorphismus von ΓL(V ) auf
PΓL(V ). Ist RgK(V ) = 1, so ist natu¨rlich M(V ) = ΓL(V ). Andernfalls gilt:
1.2. Satz. Es sei V ein Vektorraum u¨ber dem Ko¨rper K mit RgK(V ) ≥ 2.
Dann ist
M(V ) =
{
µ(k) | k ∈ K∗},
wobei µ(k) die durch xµ(k) := xk definierte Abbildung ist. Der Zentralisator
CΓL(V )(M(V )) von M(V ) in ΓL(V ) ist gleich G
∗L(V ). Ferner gilt
M(V ) ∩G∗L(V ) = {µ(k) | k ∈ Z(K∗)}.
Beweis. Jedes µ(k) ist eine bijektive semilineare Abbildung, die alle Punkte
von LK(V ) invariant la¨sst. Somit gilt µ(k) ∈M(V ).
Es sei ρ ∈ M(V ). Dann gibt es zu jedem v ∈ V − {0} genau ein kv ∈ K∗
mit vρ = vkv. Sind u, v ∈ V − {0} und ist u+ v 6= 0, so gilt
(u+ v)ku+v = (u+ v)
ρ = uρ + vρ = uku + vkv.
Sind u und v linear unabha¨ngig, so ist
ku = ku+v = kv.
Sind u und v linear abha¨ngig, ist uK = vK. Wegen RgK(V ) ≥ 2 gibt es ein
w ∈ V − uK. Dann sind w und u wie auch w und v linear unabha¨ngig. Nach
dem bereits Bewiesenen ist daher
ku = kw = kv.
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Hieraus folgt ρ = µ(ku), so dass die erste Aussage des Satzes bewiesen ist.
Es sei γ ∈ CΓL(V )(M(V )). Ferner sei α der begleitende Automorphismus
von γ. Ist dann k ∈ K∗, so folgt
vγk = vγµ(k) = vµ(k)γ = (vk)γ = vγkα.
Also ist α = 1 und daher γ ∈ G∗L(V ). Ist umgekehrt γ ∈ G∗L(V ), so ist
vγµ(k) = vγk = (vk)γ = vµ(k)γ ,
so dass γ ∈ CΓL(V )(M(V )) ist.
Es sei µ(k) ∈M(V ) ∩G∗L(V ). Dann ist
vlk = (vl)µ(k) = vµ(k)l = vkl
fu¨r alle v ∈ V und alle l ∈ K. Es folgt lk = kl und damit k ∈ Z(K∗). Ist
umgekehrt k ∈ Z(K∗), so ist µ(k) linear, wie man unmittelbar sieht. Damit ist
der Satz in allen seinen Teilen bewiesen.
Ist K ein Ko¨rper, so bilden die inneren Automorphismen von K eine Gruppe
Inn(K), die sogar ein Normalteiler der Gruppe Aut(K) ist. Die Faktorgruppe
Aut(K)/Inn(K) heißt a¨ußere Automorphismengruppe von K.
Wir nennen eine Kollineation eines projektiven Raumes projektiv , falls sie
in der großen projektiven Gruppe enthalten ist.
1.3. Satz. Ist V ein Vektorraum u¨ber dem Ko¨rper K mit RgK(V ) ≥ 2, so ist
PΓL(V )/PG∗L(V )
zur a¨ußeren Automorphismengruppe von K isomorph. Insbesondere gilt: ist γ ∈
ΓL(V ), so ist die von γ in LK(V ) induzierte Kollineation genau dann projektiv,
wenn der begleitende Automorphismus von γ ein innerer Automorphismus von
K ist.
Beweis. Es sei γ ∈ ΓL(V ) und α sei der begleitende Automorphismus von
γ. Wir nehmen an, dass γ eine projektive Kollineation induziere. Es gibt dann
nach 1.2 ein δ ∈ G∗L(V ) und ein k ∈ K∗ mit γδ−1 = µ(k). Weil δ nach 1.2 mit
µ(k) vertauschbar ist, ist γ = δµ(k). Ist nun l ∈ K, so folgt
vδlk = (vl)δµ(k) = (vl)γ = vγ lα = vδklα.
Also ist lα = k−1lk, so dass α ∈ Inn(K) gilt.
Es sei umgekehrt α ∈ Inn(K). Es gibt dann ein k ∈ K∗ mit lα = k−1lk fu¨r
alle l ∈ K. Setze δ := γµ(k−1). Dann induziert δ die gleiche Kollineation wie
γ. Wegen
(vl)δ = (vl)γk−1 = vγk−1lkk−1 = vδl
ist δ linear und γ somit projektiv.
Das bislang Bewiesene zeigt, dass G∗L(V )M(V ) die Menge aller Elemente
aus ΓL(V ) ist, deren Begleitautomorphismen innere Automorphismen von K
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sind. Ist nun β die Abbildung von ΓL(V ) in Aut(K), die jedem Element seinen
begleitenden Automorphismus zuordnet, so ist β ein Homomorphismus, der
sogar surjektiv ist, wie man unschwer nachpru¨ft. Definiert man nun ϕ(γ) fu¨r γ ∈
ΓL(V ) durch ϕ(γ) := β(γ)Inn(K), so ist ϕ ein Epimorphismus von ΓL(V ) auf
die a¨ußere Automorphismengruppe von K und es gilt, wie wir gesehen haben,
Kern(ϕ) = G∗L(V )M(V ).
Wegen
ΓL(V )/G∗L(V )M(V ) ∼= (ΓL(V )/M(V ))/(G∗L(V )M(V )/M(V ))
= PΓL(V )/PG∗L(V )
folgt schließlich die noch offene Behauptung des Satzes.
1.4. Satz. Es sei V ein Vektorraum u¨ber K. Sind P und Q Punkte von LK(V )
und ist T ein Teilraum, der weder P noch Q entha¨lt, so gibt es eine Hyperebene
H ∈ LK(V ) mit T ≥ H und P , Q 6≤ H.
Beweis. Nach I.1.8 gibt es Hyperebenen H1 und H2 mit T ≤ Hi und P +
H1 = V = Q+H2. Ist Q 6≤ H1, so ist H1 eine Hyperebene der gesuchten Art.
Ist P 6≤ H2, so ist H2 eine solche. Wir du¨rfen also annehmen, dass P ≤ H2 und
Q ≤ H1 ist. Ist dann R ein von P und Q verschiedener Punkt auf P + Q, so
setzen wir H := R+(H1∩H2). Wa¨re H keine Hyperebene, so folgte R ≤ H1∩H2
und weiter
P ≤ P +Q = R+Q ≤ H1.
Dieser Widerspruch zeigt, dass H doch eine Hyperebene ist. Mittels des Modu-
largesetzes folgt
P +H = P +R+ (H1 ∩H2)
= P +Q+ (H1 ∩H2)
= P + (H1 ∩ (Q+H2))
= P +H1 = V.
Ebenso folgt, dass auch Q+H = V ist.
1.5. Satz. Es sei V ein Vektorraum u¨ber dem Ko¨rper K und U sei ein Unter-
raum endlichen Ranges von V . Setze n := RgK(U). Ist γ ∈ G∗L(V ), so gibt es
σ1, . . . , σn ∈ GL(V ) mit den Eigenschaften:
(1) Jedes σi la¨sst eine Hyperebene vektorweise fest.
(2) γσ1 . . . σn la¨sst U vektorweise fest.
Beweis. Wir machen Induktion nach n. Ist n = 0, so ist nichts zu beweisen.
Es sei also n ≥ 1. Ferner sei U = uK ⊕ W mit einem u 6= 0. Dann ist
RgK(W ) = n − 1, so dass es nach Induktionsannahme σ, . . . , σn−1 ∈ GL(V )
gibt, so dass (1) und (2) gelten, wenn man nur n durch n− 1 und U durch W
ersetzt. Setze ρ := γσ1 . . . σn−1. Dann gilt u, uρ ∈ W . Nach 1.4 gibt es eine
Hyperebene H mit W ⊆ H, die weder u noch uρ entha¨lt. Es gibt daher eine
lineare Abbildung σn, die H vektorweise festla¨sst und die u
ρ auf u abbildet. Es
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folgt, dass ρσn den Teilraum W vektorweise festla¨sst und dass u ebenfalls von
dieser Abbildung festgelassen wird. Weil ρσn linear ist und U = uK ⊕W gilt,
bleibt jeder Vektor aus U bei ρσn fest. Damit ist der Satz bewiesen.
1.6. Satz. Es sei V ein Vektorraum u¨ber dem Ko¨rper K. Ist σ ∈ G∗L(V ),
so gilt genau dann σ ∈ GL(V ), wenn es einen Unterraum endlichen Ko-Ranges
gibt, der von σ vektorweise festgelassen wird.
Beweis. Ist σ ∈ GL(V ), so ist σ Produkt von endlich vielen Transvektionen
und Homothetien. Der Schnitt der Achsen dieser Elationen und Homothetien
ist dann ein Unterraum endlichen Ko-Ranges, der von σ vektorweise festgelassen
wird.
Es sei W := {v | v ∈ V, vσ = v} und W habe endlichen Ko-Rang. Setze
n := KoRgK(W ). Ist n = 0, so ist nichts zu beweisen. Es sei also n > 0 und
b1, . . . , bn seien n linear unabha¨ngige Vektoren, die nicht in W liegen. Dann
ist auch bσn 6∈ W . Nach 1.4 gibt es also eine Hyperebene H die zwar W , nicht
aber bn und b
σ
n entha¨lt. Es gibt daher ein τ ∈ GL(V ), welches H vektorweise
festla¨sst und bσn auf bn abbildet. Dann la¨sst aber στ den Unterraum bnK +W
vektorweise fest, so dass Induktion zum Ziele fu¨hrt.
1.7. Satz. Ist V ein Vektorraum u¨ber dem Ko¨rper K so sind die folgenden
Aussagen a¨quivalent:
a) RgK(V ) ist endlich.
b) Es ist GL(V ) = G∗L(V ).
c) Es ist PGL(V ) = PG∗L(V ).
Beweis. a) impliziert b): Dies folgt mit 1.6.
b) impliziert c): Banal.
c) impliziert a): Wir zeigen, dass die Verneinung von a) die Verneinung von
c) nach sich zieht. Ist der Rang von V nicht endlich, so gibt es eine abza¨hlbare
Teilmenge {bi | i ∈ ω} von linear unabha¨ngigen Vektoren in V . Es sei
U :=
∞∑
i:=0
biK
und W sei ein Komplement von U in V . Wir definieren σ ∈ G∗L(V ) durch
bσi := bi + bi+1 und w
σ := w fu¨r alle i ∈ ω und alle w ∈ W . Es sei vK ein
Fixpunkt von σ. Es gibt dann ein n ∈ ω, sowie k0, . . . , kn ∈ K und ein w ∈ W
mit
v =
n∑
i:=0
biki + w.
Weil vK ein Fixpunkt ist, gibt es ein a ∈ K∗ mit
n∑
i:=0
bikia+ wa = va = v
σ =
n∑
i:=0
bσi ki + w =
n∑
i:=0
(bi + bi+1)ki + w.
Hieraus folgt 0 = kn und kia = ki + ki−1 fu¨r i := 0, . . . , n. Dies hat zur Folge,
dass alle ki gleich Null sind. Somit gilt vK ⊆W . Wa¨re nun die von σ induzierte
152 Kapitel III. Gruppen von Kollineationen
Kollineation ein Element von PGL(V ), so wa¨re diese Kollineation ein Produkt
von endlich vielen Elationen und Streckungen. Der Schnitt ihrer Achsen wa¨re
ein Teilraum endlichen Ko-Ranges in V . Dieser Teilraum la¨ge nach unserer
Vorbemerkung aber in W , so dass W endlichen Ko-Rang ha¨tte, was nicht der
Fall ist. Damit ist alles bewiesen.
Als Na¨chstes wollen wir die papposschen Ra¨ume mittels ihrer Kollineations-
gruppen charakterisieren. Dazu beweisen wir zuna¨chst den folgenden Satz.
1.8. Satz. Es sei V ein Vektorraum u¨ber dem Ko¨rper K und U sei ein Teilraum
von V mit 2 ≤ RgK(U) < ∞. Setze n := RgK(U). Ist dann P0, . . . , Pn ein
Rahmen von U , so gibt es Vektoren v0, . . . , vn mit Pi = viK fu¨r i := 0, . . . , n
und v0 =
∑n
i:=1 vi.
Beweis. Es sei Pi = uiK. Weil P1, . . . , Pn eine Basis von U ist, gibt es
ki ∈ K mit u0 =
∑n
i:=1 uiki. Weil je n der n + 1 Punkte eines Rahmens von
U eine Basis von U bilden, folgt, dass die ki allesamt ungleich Null sind. Setzt
man daher v0 := u0 und vi := uiki fu¨r i := 1, . . . , n, so tun’s diese vi.
1.9. Satz. Es sei V ein Vektorraum u¨ber dem Ko¨rper K. Ferner sei n eine
natu¨rliche Zahl gro¨ßer als 1. Sind dann U und W zwei Unterra¨ume des Ranges
n von V , ist P0, . . . , Pn ein Rahmen von U und Q0, . . . , Qn ein solcher von
W , so gibt es ein σ ∈ PGL(V ) mit Pσi = Qi fu¨r i := 1, . . . , n. Ist der Rang von
V endlich, so ist PGL(V ) also transitiv auf der Menge der Rahmen von V .
Beweis. Nach I.7.2 haben U und W ein gemeinsames Komplement C in V .
Nach 1.8 gibt es ferner u0, . . . , un und w0, . . . , wn mit Pi = uiK und Qi = wiK
fu¨r i := 0, . . . , n sowie u0 =
∑n
i:=1 ui und w0 =
∑n
i:=1 wi. Definiert man nun
ρ durch cρ := c fu¨r alle c ∈ C und uρi := vi fu¨r i := 1, . . . , n, so ist ρ nach 1.6
ein Element in GL(V ). Da offenbar uρ0 = w0 ist, leistet die von ρ induzierte
Kollineation σ das Verlangte.
Es sei V ein Vektorraum des Ranges 2 u¨ber dem Ko¨rper K. Motiviert durch
den Satz II.6.3 nennen wir L(V ) pappossch, wenn K kommutativ ist.
1.10. Satz. Es sei V ein Vektorraum u¨ber dem Ko¨rper K und es gelte
RgK(V ) ≥ 2. Dann sind a¨quivalent:
a) LK(V ) ist pappossch.
b) Ist U ein Teilraum des endlichen Ranges n ≥ 2 von V , ist P0, . . . , Pn ein
Rahmen von U , ist σ ∈ PG∗L(V ) und gilt Pσi = Pi fu¨r i := 0, . . . , n, so
induziert σ auf U/0 die Identita¨t.
c) Es gibt einen Teilraum U des endlichen Ranges n ≥ 2 von V und einen
Rahmen P0, . . . , Pn von U , so dass jedes σ ∈ PGL(V ), fu¨r das Pσi = Pi fu¨r
i := 0, . . . , n gilt, auf U/0 die Identita¨t induziert.
Beweis. a) impliziert b): Nach II.6.3 ist K kommutativ. Davon werden wir
gleich Gebrauch machen.
Es sei nun Pi = uiK und es gelte u0 =
∑n
i:=1 ui. Es sei σ ∈ G∗L(V ) und es
gelte Pσi = Pi fu¨r alle i. Es gibt dann ki ∈ K∗ mit uσi = uiki fu¨r alle i. Es folgt
n∑
i:=1
uiki =
( n∑
i:=1
ui
)σ
= uσ0 = u0k0 =
n∑
i:=1
uik0.
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Wegen der linearen Unabha¨ngigkeit von u1, . . . , un folgt k0 = k1 = . . . = kn. Ist
nun v ∈ U , so gilt v = ∑ni:=1 uiai mit gewissen ai ∈ K. Hieraus folgt zusammen
mit der Kommutativita¨t von K, dass
vσ =
n∑
i:=1
uik0ai =
( n∑
i:=
uiai
)
k0 = vk0
ist. Somit gilt b).
b) impliziert c): Weil der Rang von V mindestens 2 ist, ist c) natu¨rlich eine
Folge von b).
c) impliziert a): Es gibt wieder ui ∈ U mit Pi = uiK und u0 =
∑n
i:=1 ui.
Es sei k ∈ K∗. Dann ist u1k, . . . , unk eine Basis von U . Unter Zuhilfenahme
eines Komplementes von U folgt die Existenz eines σ ∈ GL(V ) mit uσi = uik
fu¨r i := 1, . . . , n. Es folgt, dass auch uσ0 = u0k ist. Also ist P
σ
i = Pi fu¨r
alle i, so dass σ nach Voraussetzung auf der Menge der Punkte von LK(V ) die
Identita¨t induziert. Mit Satz 1.2 folgt, dass vσ = vk gilt fu¨r alle v ∈ U und dass
daru¨ber hinaus k ein Element von Z(K) ist, da σ ja in GL(V ) liegt. Also ist
K∗ ⊆ Z(K), so dass a) eine Folge von c) ist.
1.11. Korollar. Es sei V ein Vektorraum u¨ber dem Ko¨rper K mit 2 ≤
RgK(V ) <∞. Genau dann ist LK(V ) pappossch, wenn PGL(V ) auf der Menge
der Rahmen von LK(V ) scharf transitiv operiert.
Beweis. Dies folgt unmittelbar aus 1.9 und 1.10.
Ist V ein Vektorraum endlichen Ranges u¨ber einem kommutativen Ko¨rper
und ist γ ∈ GL(V ), so bezeichnen wir mit det(γ) die Determinante von γ.
1.12. Satz. Ist V ein Vektorraum u¨ber dem kommutativen Ko¨rper K mit
1 ≤ RgK(V ) <∞, so gilt:
a) Die Abbildung det ist ein Homomorphismus von GL(V ) auf K∗.
b) SL(V ) ist der Kern von det.
Beweis. a) Nach 1.7 ist GL(V ) = G∗L(V ), so dass a) dem Leser aus dem
Anfa¨ngerunterricht bekannt sein sollte.
b) Es sei V = P ⊕H mit einem Punkt P und einer Hyperebene H. Dann ist
SL(V )Σ(P,H) ⊆ GL(V ), wobei Σ(P,H) wieder die Gruppe aller Homothetien
mit dem Zentrum P und der Achse H bezeichne. Da die Gruppe SL(V ) auf
der Menge der nicht inzidenten Punkt-Hyperebenenpaare von L(V ) transitiv
operiert, entha¨lt SL(V )Σ(P,H) alle Homothetien. Daher ist SL(V )Σ(P,H) =
GL(V ).
Es sei τ eine Transvektion. Es gibt dann eine lineare Abbildung ϕ von V auf
K und ein a ∈ Kern(ϕ) mit xτ = x+ aϕ(x) fu¨r alle x ∈ V . Ist b1, . . . , bn eine
Basis von V mit b2, . . . , bn ∈ H, so wird τ bezu¨glich dieser Basis durch eine
Dreiecksmatrix mit lauter Einsen auf der Hauptdiagonalen dargestellt. Daher
ist det(τ) = 1, so dass SL(V ) ⊆ Kern(det) gilt. Ist nun κ ∈ Kern(det), so gibt
es ein σ ∈ SL(V ) und ein k ∈ K∗ mit κ = σδ(k). Es folgt det(κ) = det(δ(k)).
Wa¨hlt man nun eine Basis b1, . . . , bn mit b1 ∈ P und b2, . . . , bn ∈ H, so
sieht man, dass δ(k) durch eine Diagonalmatrix dargestellt wird, wo an der
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ersten Stelle der Diagonalen k−1 steht und alle u¨brigen Diagonalelemente gleich
1 sind. Also ist
1 = det(κ) = k−1,
so dass k = 1 und damit κ ∈ SL(V ) ist.
Wir sind nun in der Lage, die Ordnungen der Gruppen ΓL(V ) etc. auszurech-
nen, falls V ein endlicher Vektorraum ist. Ist V ein Vektorraum des Ranges n
u¨ber GF(q), so schreiben wir statt ΓL(V ), usw., ΓL(n, q), usw.
1.13. Satz. Sind n und r natu¨rliche Zahlen, ist p eine Primzahl und ist q := pr,
so gilt:
a) |ΓL(n, q)| = rq 12n(n−1)∏ni:=1(qi − 1).
b) |GL(n, q)| = q 12n(n−1)∏ni:=1(qi − 1).
c) |SL(n, q)| = q 12n(n−1)∏ni:=2(qi − 1).
d) |PΓL(n, q)| = rq 12n(n−1)∏ni:=2(qi − 1).
e) |PGL(n, q)| = q 12n(n−1)∏ni:=2(qi − 1).
f) |PSL(n, q)| = ggT(n, q − 1)−1q 12n(n−1)∏ni:=2(qi − 1).
Beweis. Da alle endlichen Ko¨rper kommutativ sind, ist die Gruppe PGL(n, q)
auf der Menge der Rahmen des zu Grunde liegenden projektiven Raumes nach
1.11 scharf transitiv. Mit I.7.9 folgt daher∣∣PGL(n, q)∣∣ = q 12n(n−1) n∏
i:=2
(qi − 1).
Aus 1.7 und 1.3 folgt, dass PΓL(n, q)/PGL(n, q) zu Aut(GF(q)) isomorph
ist. Also ist
|PΓL(n, q)| = ∣∣Aut(GF (q))∣∣ ∣∣PGL(n, q)∣∣ = r∣∣PGL(n, q)∣∣.
Aus 1.2 folgt, dass der Kern M des Homomorphismus der Gruppe GL(n, q)
auf die Gruppe PGL(n, q) die Ordnung q − 1 hat. Daher ist∣∣GL(n, q)∣∣ = (q − 1)∣∣PGL(n, q)∣∣.
Wegen ΓL(n, q)/GL(n, q) ∼= (ΓL(n, q)/M)/(GL(n, q)/M) ist∣∣ΓL(n, q)∣∣ = r∣∣GL(n, q)∣∣.
Schließlich folgt aus 1.12∣∣GL(n, q)∣∣ = (q − 1)∣∣SL(n, q)∣∣.
Ist σ eine Abbildung aus dem Kern des Homomorphismus von SL(n, q) auf
PSL(n, q), so ist vσ = vk fu¨r alle v ∈ V und einem passenden k ∈ K∗. Es folgt
1 = det(σ) = kn. Die Anzahl der Lo¨sungen dieser Gleichungen ist aber gleich
ggT(n, q − 1), da die multiplikative Gruppe zyklisch ist. Daher ist∣∣PSL(n, q)∣∣ = ggT(n, q − 1)−1∣∣SL(n, q)∣∣.
Damit ist alles bewiesen.
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2. Die Einfachheit der kleinen projektiven Gruppe
In diesem Abschnitt wollen wir zeigen, dass die Gruppen PSL(V ) bis auf zwei
Ausnahmen einfache Gruppen sind, dh., dass sie nur die beiden unvermeidbaren
Normalteiler haben, die jede Gruppe hat. Auf dem Wege dorthin und als Fol-
gerungen daraus werden wir noch eine Reihe weiterer interessanter Ergebnisse
gewinnen. Zuna¨chst mu¨ssen wir aber unser Vokabular erweitern.
Wir haben in Kapitel II ha¨ufig den Begriff der Transitivita¨t einer Gruppe
benutzt, der Begriff der Bahn ist aber noch nicht gefallen. Hier seine Definition.
Es sei G eine Permutationsgruppe auf der Menge M . Definiert man auf M die
Relation ∼ durch x ∼ y genau dann, wenn es ein γ ∈ G gibt mit xγ = y, so
folgt, dass ∼ eine A¨quivalenzrelation ist. Die A¨quivalenzklassen von ∼ heißen
Bahnen von G auf M . Ist M selbst eine Bahn, so ist das gleichbedeutend mit
der Transitivita¨t von G auf M .
Es sei G transitiv auf M . Gibt es eine Teilmenge T von M , die wenigstens
zwei Elemente entha¨lt, jedoch von M verschieden ist, und gilt, dass fu¨r alle
γ ∈ G, fu¨r die T ∩ T γ 6= ∅ ist, T = T γ ist, so sagen wir, dass G auf M
imprimitiv operiere und dass T ein Imprimitivita¨tsgebiet von G sei. Gibt es
kein solches T , so operiert G auf M primitiv .
Es sei N ein Normalteiler von G und T sei eine Bahn von N . Ist γ ∈ G, so
ist auch T γ eine Bahn von N . Aus T ∩ T γ 6= ∅ folgt daher, dass T = T γ ist.
Ist N 6= {1}, so folgt aus der Transitivita¨t von G auf M , dass alle Bahnen von
N gleichma¨chtig sind und wenigstens zwei Elemente enthalten. Ist T 6= M , so
ist T also ein Imprimitivita¨tsgebiet von G. Ist G primitiv, so ist jeder von {1}
verschiedene Normalteiler von G transitiv auf M .
Ist G eine Gruppe, so bezeichnen wir mit G′ die Kommutatorgruppe von G,
das ist die von allen Kommutatoren a−1b−1abmit a, b ∈ G erzeugte Untergruppe
von G. Es folgt, dass G′ ein Normalteiler von G ist und dass G/G′ abelsch ist.
Es folgt ferner, dass G′ in allen Normalteilern N von G enthalten ist, fu¨r die
G/N abelsch ist. G′ ist also der kleinste unter diesen Normalteilern.
Die absteigende Kommutatorreihe der Gruppe G ist rekursiv definiert durch
G(0) := G und G(i+1) := (G(i))′. Die Gruppe G heißt auflo¨sbar, wenn es ein n
gibt mit G(n) = {1}. Sie heißt perfekt , wenn G = G′ ist.
Diese Begriffe werden nun zur Formulierung eines von Iwasawa stammenden
Satzes benutzt (Iwasawa 1962).
2.1. Satz. Ist G eine Permutationsgruppe auf der Menge M , operiert G auf
M primitiv, ist G perfekt und entha¨lt der Stabilisator eines Elementes aus M in
G einen auflo¨sbaren Normalteiler, der zusammen mit seinen Konjugierten die
Gruppe G erzeugt, so ist G einfach.
Beweis. Es sei N ein nicht trivialer Normalteiler von G. Da G primitiv
ist, operiert N nach obiger Bemerkung auf M transitiv. Es sei m ∈ M und B
sei der nach Voraussetzung existierende Normalteiler von Gm, der zusammen
mit seinen Konjugierten die Gruppe G erzeugt. Es sei γ ∈ G. Wegen der
Transitivita¨t von N auf M gibt es ein ν ∈ N mit mγν = m. Weil B in Gm
156 Kapitel III. Gruppen von Kollineationen
normal ist, folgt (γν)−1B(γν) = B. Folglich ist
γ−1Bγ = νBν−1.
Somit entha¨lt die Gruppe NB alle zu B in G konjugierten Untergruppen. Dies
besagt, dass G = NB ist.
Es ist also G = NB(0). Es sei i ≤ 0 und es gelte G = NB(i). Dann ist
G/N = (NB(i))/N ∼= B(i)/(B(i) ∩N).
Wegen G′ = G gibt es kein von {1} verschiedenes epimorphes Bild von G/N ,
welches abelsch ist. Daher ist B(i) = B(i+1)(B(i) ∩N). Hieraus folgt weiter
G = NB(i) = NB(i+1)(B(i) ∩N) = NB(i+1).
Weil B auflo¨sbar ist, gibt es ein n mit B(n) = {1}. Daher ist G = N , womit die
Einfachheit von G nachgewiesen ist.
2.2. Satz. Es sei V ein Vektorraum u¨ber dem Ko¨rper K. Dann gilt:
a) Ist RgK(V ) = 2, so ist PSL(V ) auf der Menge der Punkte von LK(V )
zweifach transitiv.
b) Ist RgK(V ) ≥ 3, so ist PSL(V ) auf der Menge der Tripel (P,Q,H) transitiv,
wobei P und Q zwei verschiedene Punkte und H eine Hyperebene von LK(V )
ist, die weder P noch Q entha¨lt. Insbesondere ist PSL(V ) auf der Menge der
Punkte von LK(V ) zweifach transitiv.
Beweis. a) Ist H eine Hyperebene von V , was im vorliegenden Falle gle-
ichbedeutend damit ist, dass H ein Punkt ist, so permutiert die Gruppe T(H)
aller Transvektionen mit der Achse H die von H verschiedenen Punkte transi-
tiv. Da der Punkt H kein Fixpunkt von PSL(V ) ist, ist diese Gruppe also auf
der Menge der Punkte von LK(V ) zweifach transitiv.
b) Es seien (P,Q,H) und (P ′, Q′, H ′) zwei Tripel der verlangten Art. Nach
II.3.2 operiert PSL(V ) auf der Menge der nicht inzidenten Punkt-Hyperebenen-
paare transitiv. Wir du¨rfen daher annehmen, dass P = P ′ und H = H ′ ist.
Wir du¨rfen ferner annehmen, dass Q 6≤ Q′ ist. Dann ist Q+Q′ eine Gerade von
LK(V ).
1. Fall: Es ist P 6≤ Q+Q′. Wir setzen R := (Q+Q′) ∩H. Dann ist R ein
Punkt, da Q + Q′ eine Gerade ist, die nicht in H liegt. Nach 1.4 gibt es eine
Hyperebene H∗ mit P + R ≤ H∗ und Q, Q′ 6≤ H∗. Es gibt also eine Elation
τ ∈ E(R,H∗) mit Qτ = Q′. Nun ist P ≤ H∗ und R ≤ H. Daher ist P τ = P
und Hτ = H. Damit ist in diesem Falle alles bewiesen.
2. Fall: Es ist P ≤ Q + Q′. Wegen RgK(V ) ≥ 3, gibt es einen Punkt S
mit S 6≤ Q + Q′ und S 6≤ H. Dann erfu¨llen die beiden Tripelpaare (P,Q,H),
(P, S,H) und (P, S,H), (P,Q′, H) die Voraussetzungen des Falles 1, so dass Fall
2 auf diesen zuru¨ckgefu¨hrt ist.
Dass PSL(V ) auf der Menge der Punkte von LK(V ) zweifach transitiv
operiert, folgt schließlich daraus, dass zwei Punkte von LK(V ) nach 1.4 stets
ein gemeinsames Komplement besitzen.
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2.3. Satz. Ist V ein Vektorraum u¨ber dem Ko¨rper K, so gilt:
a) Ist RgK(V ) = 2, so sind alle von 1 verschiedenen Transvektionen in GL(V )
konjugiert.
b) Ist RgK(V ) ≥ 3, so sind alle von 1 verschiedenen Transvektionen in SL(V )
konjugiert.
Beweis. a) Es seien σ und τ zwei von 1 verschiedene Transvektionen. Dann
gibt es zwei linear unabha¨ngige Vektoren a und b, so dass
(ar + bs)σ = a(r + s) + bs,
und zwei linear unabha¨ngige Vektoren c und d, so dass
(cr + ds)τ = c(r + s) + bs
ist fu¨r alle r, s ∈ K. Es gibt ferner eine γ ∈ GL(V ) mit aγ = c und bγ = d.
Hiermit folgt
(cr + ds)γ
−1σγ = (ar + bs)σγ =
(
a(r + s) + bs
)γ
= c(r + s) + ds = (cr + ds)γ .
Also ist γ−1σγ = τ , womit a) bewiesen ist.
b) Es seien σ und τ von 1 verschiedene Transvektionen. Wie u¨blich stellen
wir sie dar durch xσ = x+aϕ(x) und xτ = x+ bψ(x). Dann sind H := Kern(ϕ)
und H ′ := Kern(ψ) zwei Hyperebenen. Es seien P und Q Punkte mit P 6≤ H
und Q 6≤ H ′. Dann ist auch Pσ 6≤ H und Qτ 6≤ H ′. Es gibt ein p ∈ P mit
ϕ(p) = 1 und ein q ∈ Q mit ψ(q) = 1. Es gilt pσ = p+ a und qτ = q + b.
Nach 2.2 gibt es ein γ ∈ SL(V ) mit P γ = Q, Pσγ = Qτ und Hγ = H ′. Es
folgt pγ = qk, pσγ = qτm und wegen aK = (P+Pσ)∩H und bK = (Q+Qτ )∩H ′
auch aγ = bn mit k, m, n ∈ K∗. Somit ist
qk + bn = pγ + aγ = (p+ a)γ = pσγ = qτm = (q + b)m = qm+ bm.
Weil q und b linear unabha¨ngig sind, folgt k = m = n. Ist nun r ∈ K und
h ∈ H ′, so folgt wegen hγ−1 ∈ H, dass hγ−1σγ = h ist. Hiermit folgt weiter
(qr + h)γ
−1σγ = qγ
−1σγr + h =
(
qγ
−1
+ aϕ(qγ
−1
)
)γ
r + h
= qr + h+ aγϕ(pk−1)r = qr + h+ bkk−1r
= qr + h+ bψ(qr + h) = (qr + h)τ .
Also ist γ−1σγ = τ , so dass σ und τ , wie behauptet, in SL(V ) konjugiert sind.
2.4. Satz. Es sei V ein Vektorraum u¨ber dem Ko¨rper K und es gelte V =
u1K⊕u2K⊕W mit von 0 verschiedenen Vektoren u1 und u2. Ist dann a ∈ K∗,
so liegt die durch
(u1r + u2s+ w)
σ := u1ar + u2a
−1s+ w
definierte Abbildung σ in SL(V ).
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Beweis. Fu¨r i := 1, 2 setzen wir Hi := uiK + W . Dann sind H1 und H2
Hyperebenen von LK(V ). Wir definieren Transvektionen τ1, τ2, τ3 und τ4 durch
(u2r + h1)
τ1 = u2r + h1 − u1r
(u1r + h2)
τ2 = u1r + h2 − u2(1− a)a−1r
(u2r + h1)
τ3 = u2r + h1 + u1ar
(u1r + h2)
τ4 = u1r + h2 + u2(1− a)a−2r,
wobei die hi Elemente aus Hi bezeichnen. Eine einfache Rechnung zeigt dann,
dass σ = τ1τ2τ3τ4 ist.
2.5. Satz. Ist V ein Vektorraum u¨ber dem Ko¨rper K mit RgK(V ) ≥ 2, so ist
SL(V ) perfekt, es sei denn, es ist RgK(V ) = 2 und |K| = 2 oder |K| = 3.
Beweis. Auf Grund von 2.3 genu¨gt es zu zeigen, dass die SL(V ) unter den
gemachten Voraussetzungen eine Transvektion entha¨lt, die der Kommutator
zweier Elemente aus SL(V ) ist.
1. Fall: RgK(V ) = 2. Dann ist V = uK ⊕ vK. Weil K mindestens 4
Elemente entha¨lt, gibt es ein a ∈ K, welches von 0, 1 und −1 verschieden ist.
Nach 2.4 liegt die durch
(ur + vs)σ := uar + va−1s
definierte Abbildung σ in SL(V ). Wir definieren ferner eine Transvektion τ
durch
(ur + vs)τ := ur + v(s− r).
Dann ist, wie man leicht nachrechnet,
(ur + vs)σ
−1τ−1στ = ur + vs+ v(a−2 − 1)r.
Dies zeigt, dass σ−1τ−1στ eine Transvektion ist, die von 1 verschieden ist, da
ja a 6= 1, −1 ist.
2. Fall: Es ist RgK(V ) ≥ 3. Es seien H und H ′ zwei verschiedene Hyper-
ebenen von LK(V ) und ϕ seien zwei Linearformen auf V mit H = Kern(ϕ) und
H ′ = Kern(ψ). Weil der Rang von V mindestens gleich 3 ist, gibt es ein von
Null verschiedenes b ∈ H ∩ H ′. Es sei ferner a ∈ H − H ′. Wir definieren die
Transvektionen σ und τ durch xσ := x + aϕ(x) und xτ := x + bψ(x). Eine
einfache Rechnung zeigt dann, dass
xσ
−1τ−1στ = x+ bψ(a)ϕ(x)
ist. Nun ist ψ(a) 6= 0, da ja a 6∈ H ′ = Kern(ψ) ist. Also ist σ−1τ−1στ eine von
1 verschiedene Transvektion, so dass der Satz auch im zweiten Falle etabliert
ist.
2.6. Satz. Ist V ein Vektorraum u¨ber dem Ko¨rper K mit RgK(V ) ≥ 2, so ist
PSL(V ) einfach, es sei denn, es ist RgK(V ) = 2 und |K| = 2 oder |K| = 3.
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Beweis. Es sei |K| ≥ 4, falls RgK(V ) = 2 ist. Nach 2.5 ist SL(V ) dann per-
fekt, so dass auch PSL(V ) perfekt ist. Ferner gilt, dass PSL(V ) auf der Menge
der Punkte von LK(V ) zweifach transitiv operiert, also erst recht primitiv. Ist
P ein Punkt, so ist die Gruppe E(P ) aller Elationen mit dem Zentrum P ein
abelscher Normalteiler von PSL(V )P , der zusammen mit seinen Konjugierten
die Gruppe PSL(V ) erzeugt. Da abelsche Gruppe natu¨rlich auflo¨sbar sind, folgt
aus dem Satz 2.1 von Iwasawa, dass PSL(V ) einfach ist.
Nach 1.13 ist |PSL(2, 2)| = 2 ·3 und |PSL(2, 3)| = 3 ·4, so dass diese Gruppen
auflo¨sbar sind. Im Falle der PSL(2, 2) gibt es na¨mlich 3·1 Elemente der Ordnung
2, die von Transvektionen induziert werden. Zusammen mit den 3 Elementen
einer 3-Sylowgruppe erha¨lt man alle 6 Elemente der PSL(2, 2), so dass die 3-
Sylowgruppe von PSL(2, 2) ein Normalteiler dieser Gruppe ist. Im Falle der
PSL(2, 3) gibt es 4 · 2 = 8 Elemente der Ordnung 3, die von Transvektionen
induziert werden. Zusammen mit den 4 Elementen einer 2-Sylowgruppe erha¨lt
man alle 12 Elemente von PSL(2, 3), so dass in diesem Falle die 2-Sylowgruppe
normal ist. Somit sind diese beiden Gruppen wirkliche Ausnahmen zu Satz 2.6.
2.7. Satz. Ist V ein Vektorraum u¨ber dem Ko¨rper K, ist RgK(V ) ≥ 2 und ist
|K| > 2, falls RgK(V ) = 2, so gilt:
a) Es ist GL(V )′ = SL(V ).
b) Es ist PGL(V )′ = PSL(V ).
Beweis. Wir beginnen mit einer Vorbemerkung. Es sei G eine Gruppe, S ein
Normalteiler und U eine Untergruppe von G. Ferner sei S perfekt und G = SU .
Da S als Untergruppe von SU ′ diese Gruppe normalisiert und da S und U ′ von
U normalisiert werden, folgt, dass SU ′ ein Normalteiler von SU = G ist. Daher
ist
G/(SU ′) =
(
SU ′U)/(SU ′
) ∼= U/(U ∩ SU ′).
Wegen U ′ ⊆ U ∩ SU ′ ist U/(U ∩ SU ′) und damit G/(SU ′) abelsch. Also ist
G′ ⊆ SU ′ = S′U ′ ⊆ G′
und folglich G′ = SU ′.
Es sei nun G := GL(V ), S := SL(V ) und U :=
∑
(P,H), wobei P ein Punkt
und H eine Hyperebene von V sei mit V = P ⊕ H. Ist dann |K| > 3, falls
RgK(V ) = 2 ist, so folgt mit der Vorbemerkung und Satz 2.5, dass
GL(V )′ = SL(V )Σ(P,H)′
ist. Wir mu¨ssen also zeigen, dass Σ(P,H)′ ⊆ SL(V ) ist. Dazu seien a, b ∈ K∗.
Setze c := b−1a−1ba. Wir zeigen, dass δ(c) ∈ SL(V ) ist.
Es sei P = uK und H = vK ⊕W mit v 6= 0. Wir definieren Abbildungen
σ1, σ2 und σ3 durch
(ur + vs+ w)σ1 := ubr + vb−1s+ w,
(ur + vs+ w)σ2 := uar + va−1s+ w,
(ur + vs+ w)σ3 := ua−1b−1r + vbas+ w
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fu¨r alle r, s ∈ K und alle w ∈W . Nach 2.4 ist dann σi ∈ SL(V ) fu¨r alle i. Dann
ist aber auch σ1σ2σ3 ∈ SL(V ). Eine einfache Rechnung zeigt, dass
(ur + vs+ w)σ1σ2σ3 = uc−1r + vs+ w = (ur + vs+ w)δ(c)
ist. Folglich ist δ(c) = σ1σ2σ3, so dass in der Tat
Σ(p,H)′ ⊆ SL(V )
ist. Daher ist GL(V )′ = SL(V ).
Es sei nun |K| = 3 und V = uK⊕vK. Dann ist K kommutativ. Die Gruppe
σ(uK, vK) ist zur multiplikativen Gruppe von K isomorph, also abelsch. Wegen
GL(V ) = SL(V )Σ(uK, vK) ist daher G′ ⊆ SL(V ). Es sei τ eine nicht triviale
Transvektion mit dem Zentrum vK. Dann ist (ur + vs)τ = ur + vs + var mit
a ∈ K∗. Ferner ist die durch (ur + vs)σ := ur − vs definierte Abbildung σ ein
Element aus GL(V ). Dann ist aber
(ur + vs)σ
−1τ−1στ = ur + vs+ 2var = ur + vs− var = (ur + vs)τ−1 ,
so dass jede Transvektion ein Kommutator in GL(V ) ist. Also ist SL(V ) ⊆
GL(V )′, so dass a) bewiesen ist.
b) ist eine einfache Folgerung aus a).
Wir haben gerade gesehen, dass Σ(P,H)′ ⊆ SL(V ) ∩ Σ(P,H) ist. Wissbe-
gierig wie wir sind, stellen wir die Frage, ob vielleicht
Σ(P,H)′ = SL(V ) ∩ Σ(P,H)
ist. Im Falle eines kommutativen Ko¨rpers und endlicher Dimension von V ist
das ja so, wie wir beim Beweise von 1.13 gesehen haben. Diese Gleichheit gilt
in der Tat immer, wie wir im na¨chsten Abschnitt sehen werden.
2.8. Satz. Es sei V ein Vektorraum u¨ber dem Ko¨rper K mit RgK(V ) ≥ 2. Ist
V nicht der Vektorraum vom Range 2 u¨ber GF(2) oder GF(3) und ist N eine
von {1} verschiedene Untergruppe von PG∗L(V ), die von PSL(V ) normalisiert
wird, so ist PSL(V ) ⊆ N .
Beweis. Wir beginnen wieder mit einer Vorbemerkung, die dem, der sich
mit Permutationsgruppen auskennt, gela¨ufig ist. Es seien M und N zwei Nor-
malteiler der Gruppe G mit M ∩ N = {1}. Ist m ∈ M und n ∈ N , so ist
n−1m−1n ∈M und daher n−1m−1nm ∈M . Andererseits ist m−1nm ∈ N und
daher auch n−1m−1nm ∈ N . Also ist
n−1m−1nm ∈M ∩N = {1}.
Dies zeigt, dass M und N sich gegenseitig zentralisieren. Ist u¨berdies G eine auf
der Menge Ω primitive Permutationsgruppe, so sind M und N beide transitiv,
falls sie beide von {1} verschieden sind. Es sei α ∈ Ω, m ∈ M und es gelte
αm = α. Ist dann n ∈ N , so ist
αnm = αmn = αn,
3. Determinanten 161
so dass auch αn ein Fixelement von m ist. Wegen der Transitivita¨t von N auf Ω
folgt daher m = 1. Folglich ist M auf Ω scharf transitiv. Ebenso folgt natu¨rlich,
dass auch N auf Ω scharf transitiv operiert.
Zuru¨ck zu unserem Satz. Weil N von PSL(V ) normalisiert wird, ist G :=
PSL(V )N eine Untergruppe von PG∗L(V ) und PSL(V ) undN sind Normalteiler
dieser Gruppe. Weil PSL(V ) auf der Menge der Punkte von LK(V ) nach 2.2
zweifach transitiv operiert, operiert sie auf dieser Menge erst recht primitiv.
Wa¨re nun PSL(V ) 6⊆ N , so folgte PSL(V ) ∩ N = {1}, da PSL(V ) unter den
gemachten Voraussetzungen ja einfach ist. Nach unserer Vorbemerkung folgte
dann aber, dass PSL(V ) auf der Menge der Punkte von LK(V ) scharf transitiv
operierte. Dieser Widerspruch zeigt, dass doch PSL(V ) ⊆ N gilt.
2.9. Korollar. Es sei V ein Vektorraum u¨ber dem Ko¨rper K, dessen Rang
mindestens 2 sei. Ferner sei |K| > 3, falls RgK(V ) = 2 ist. Ist N eine
Untergruppe von G∗L(V ), die von SL(V ) normalisiert wird, so ist N entweder
im Zentrum von G∗L(V ) enthalten oder aber N entha¨lt SL(V ).
Beweis. Ist k ∈ K∗, so sei µ(k), wie schon zuvor, die durch vµ(k) := vk
definierte Abbildung von V auf sich und M(V ) bezeichne die Gruppe aller dieser
µ(k). Ist Z das Zentrum von G∗L(NV ), so gilt nach 1.2, dass M(V )∩G∗L(V ) ⊆
Z ist. Wa¨re M(V )∩G∗L(V ) 6= Z, so induzierte Z einen von {1} verschiedenen
abelschen Normalteiler in PG∗L(V ), der nach 2.8 die nicht abelsche Gruppe
PSL(V ) enthielte. Also ist doch M(V ) ∩G∗L(V ) = Z.
Die fragliche Gruppe N sei nicht in Z enthalten. Wegen Z = M(V ) ∩
G∗L(V ) induziert N dann eine nicht triviale Untergruppe N ′ in PG∗L(V ), die
von PSL(V ) normalisiert wird. Nach 2.8 ist daher PSL(V ) ⊆ N ′. Hieraus folgt,
dass SL(V ) ⊆ NZ ist. Nun ist (NZ)/N ∼= Z/(N ∩Z), so dass (NZ)/N abelsch
ist. Daher ist (NZ)′ ⊆ N und weiter
SL(V ) = SL(V )′ ⊆ (NZ)′ ⊆ N.
Damit ist das Korollar bewiesen.
Die Sa¨tze 2.7 und 2.9 geben eine vollsta¨ndige U¨bersicht u¨ber alle Normal-
teiler von GL(V ). Ist der Rang von V nicht endlich, so bleiben noch die Normal-
teiler von G∗L(V ) zu bestimmen. Der interessierte Leser findet eine vollsta¨ndige
U¨bersicht u¨ber die Normalstruktur von G∗L(V ) in Rosenberg 1958.
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In diesem Abschnitt soll nun das Versprechen eingelo¨st werden, den Beweis
dafu¨r zu liefern, dass Σ(P,H)′ = SL(V ) ∩ Σ(P,H) ist. Dazu beno¨tigen wir
die von Dieudonne´ eingefu¨hrte Determinantenfunktion fu¨r Endomorphismen
von Vektorra¨umen u¨ber nicht notwendig kommutativen Ko¨rpern. Die hier
angegebene koordinatenfreie Konstruktion der Determinantenfunktion stammt
von U. Dempwolff. Es ist zu beachten, dass man die Determinantenfunktion
ohne Umschweife fu¨r jeden, also auch nicht endlich erzeugten Vektorraum V
auf GL(V ) definieren kann. (Dempwolff 1993, Dieudonne´ 1943, Lu¨neburg 1993,
S. 193ff.)
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Wir beginnen damit, eine gemeinsame Beschreibung der Dilatationen und
Transvektionen zu geben. Da wir im Folgenden sta¨ndig Dilatationen und Trans-
vektionen unter dem gleichen Blickwinkel betrachten, geben wir der Menge
aus Dilatationen und Transvektionen eines Vektorraumes den Namen Σ. Man
beachte, dass auch 1V ∈ Σ ist.
3.1. Satz. Es sei V ein Vektorraum u¨ber dem Ko¨rper K und Σ sei die Menge
der Dilatationen und Transvektionen von V .
a) Ist σ ∈ Σ, so gibt es ein a ∈ V und ein f ∈ V ∗ mit f(a) 6= 1 und
vσ = v − af(v)
fu¨r alle v ∈ V . Ist σ nicht die Identita¨t, so ist a 6= 0 und auch f 6= 0.
b) Ist vσ = v − af(v) und vτ = v − a′f ′(v), und ist σ, τ 6= 1V , so ist genau
dann σ = τ , wenn es ein k ∈ K∗ gibt mit a′ = ak und f ′ = k−1f .
Beweis. a) Es sei σ eine Transvektion und H sei ihre Achse. Es gibt dann
per definitionem ein f ∈ V ∗ mit Kern(f) = H sowie ein a ∈ H, so dass vτ =
v + af(v) ist. Indem man a durch −a ersetzt, erha¨lt man fu¨r τ die Darstellung
vτ = v − af(v).
U¨berdies ist f(a) = 0 und daher f(a) 6= 1.
Es sei σ eine Dilatation mit der Achse H und dem Zentrum P . Ferner sei
0 6= a ∈ P . Ist dann v ∈ V , so gibt es ein k ∈ K und ein h ∈ H mit v = ak+ h.
Es gibt ferner ein b ∈ K∗ mit (ak + h)σ = abk + h. Definiere f ∈ V ∗ durch
f(ak + h) := (1− b)k.
Dann ist
(ak + h)δ = abk + h = ak + h− a(1− b)k = ak + h− af(ak + h),
m. a. W., es ist
vδ = v − af(v)
fu¨r alle v ∈ V . Weil δ injektiv ist, ist f(a) 6= 1. Die restliche Aussage von a)
versteht sich von selbst.
b) Es sei σ = τ . Dann ist v−af(v) = v−a′f ′(v) und damit af(v) = a′f ′(v)
fu¨r alle v ∈ V . Weil σ nicht die Identita¨t ist, ist f ′ 6= 0. Es gibt also ein v mit
f ′(v) = 1. Setze k := f(v). Dann ist k ∈ K∗ und es gilt a′ = ak. Es folgt
af(v) = akf ′(v). Wiederum weil σ nicht die Identita¨t ist, ist a 6= 0. Es folgt
f(v) = kf ′(v) fu¨r alle v ∈ V . Die Umkehrung ist banal. Also gilt auch b).
Es sei σ ∈ Σ. Dann gibt es einen Vektor a ∈ V und ein f ∈ V ∗ mit
xσ = x− af(x) fu¨r alle x ∈ V . Ist auch xσ = x− a′f ′(x), so gibt es nach 3.1 b)
ein k ∈ K∗ mit a′ = ak und f ′ = k−1f . Da f(a) 6= 1 ist folgt,
1− f ′(a′) = 1− k−1f(ak) = k−1(1− f(a))k
=
(
1− f(a))(1− f(a))−1k−1(1− f(a))k.
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Setzt man nun
det(σ) :=
(
1− f(a))(K∗)′,
so ist det also eine wohldefinierte Abbildung von Σ in die Kommutatorfaktor-
gruppe K∗/(K∗)′.
Ist σ ∈ Σ und ist τ ∈ GL(V ), ist ferner vσ = v − af(v), so folgt
vτ
−1στ = v − aτf(vτ−1).
Hieraus folgt weiter
det(τ−1στ) =
(
1− f(aττ−1))(K∗)′ = det(σ),
so dass det unter Konjugation invariant bleibt.
Ist K ein Ko¨rper, so setzen wir im Folgenden
KA := K
∗/(K∗)′.
Den kanonischen Epimorphismus von K∗ auf KA bezeichnen wir mit pi.
3.2. Satz. Es sei V ein Vektorraum u¨ber dem Ko¨rper K und Σ sei die Menge
der Transvektionen und Dilatationen von V . Sind σ, τ ∈ Σ und haben σ und
τ das gleiche Zentrum oder die gleiche Achse, so ist auch στ ∈ Σ und es gilt
det(στ) = det(σ)det(τ).
Beweis. Wir betrachten zuna¨chst den Fall, dass σ und τ das gleiche Zentrum
haben. Es gibt dann ein a ∈ V und f , g ∈ V ∗ mit vσ = v − af(v) und
vτ = v − ag(v). Es folgt
vστ =
(
v − af(v))τ = vτ − aτf(v)
= v − ag(v)− (a− ag(a))f(v)
= v − a(g(v) + f(v)− g(a)f(v)).
Daher ist στ ∈ Σ und es gilt
det(στ) = pi
(
1− g(a)− f(a) + g(a)f(a))
= pi
(
1− g(a))pi(1− f(a))
= det(σ)det(pi),
da die Multiplikation in KA ja kommutativ ist.
Es bleibt der Fall zu betrachten, dass σ und pi die gleiche Achse haben. Dann
gibt es a, b ∈ V und ein f ∈ V ∗ mit vσ = v − af(v) und vτ = v − bf(v). Es
folgt
vστ =
(
v − af(v))τ
= vτ − aτf(v)
= v − bf(v)− (a− bf(a))f(v)
= v − (b+ a− bf(a))f(v).
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Also ist στ ∈ Σ und
det(στ) = pi
(
1− f(b+ a− bf(a))
= pi
(
1− f(b)− f(a) + f(b)f(a))
= pi
(
1− f(b))pi(1− f(a))
= det(σ)det(τ).
Damit ist der Satz bewiesen.
Bei diesem Beweis haben wir zweimal von der Kommutativita¨t von KA Ge-
brauch gemacht. Das ist der Sache nicht inha¨rent, liegt vielmehr daran, dass
wir die Abbildungen auf die gleiche Seite wie die Skalare schreiben, na¨mlich als
Exponenten rechts von den Vektoren.
3.3. Satz. Es sei V ein K-Vektorraum und Σ sei die Menge der Transvektionen
und Dilatationen von V . Sind σ1, σ2 ∈ Σ und haben σ1 und σ2 verschiedene
Zentren P1 und P2 und verschiedene Achsen und ist P ein Punkt auf der Gera-
den P1 + P2, so gibt es τ1, τ2 ∈ Σ mit den folgenden Eigenschaften:
a) τ2 hat Zentrum P .
b) Es ist σ1σ2 = τ1τ2.
c) Es ist det(σ1)det(σ2) = det(τ1)det(τ2).
Beweis. Ist P = P2, so tun es τ1 := σ1 und τ2 := σ2. Ist P = P1, so tun es
τ1 := σ1σ2σ
−1
1 und τ2 := σ1.
Es sei P 6= P1, P2. Ist 0 6= a1 ∈ P1 und 0 6= a2 ∈ P2, so gibt es f1, f2 ∈ V ∗
mit
vσi = v − aifi(v)
fu¨r i := 1, 2 und alle v ∈ V . Setze Hi := Kern(fi). Nach 3.2 ha¨ngt Hi nur von
σi, nicht aber von der Wahl von ai ∈ Pi ab. Davon werden wir im Folgenden
Gebrauch machen, indem wir die ai der Situation entsprechend wa¨hlen.
Setze D := H1 ∩H2 sowie G := P1 + P2. Nach Voraussetzung ist dann
RgK(G) = 2 = KoRgK(D).
Es sei P1 ≤ H2. Hier wa¨hlen wir die ai so, dass P = (a1 +a2)K gilt. Hiermit
definieren wir τ1 und τ2 durch
vτ1 := v − a1(f1 − f2)(v)
bzw.
vτ2 := v − (a1 + a2)f2(v).
Dann ist aτ21 = a1 = a
σ2
1 und daher
vτ1τ2 =
(
v − a1(f1(v)− f2(v)r)
)τ2
= vτ2 − a1f1(v) + a1f2(v)
= v − (a1 + a2)f2(v)− a1f1(v) + a1f2(v)
= v − a1f1(v)− a2f2(v)
= vσ1σ2 .
3. Determinanten 165
Ferner ist
det(τ1) = pi
(
1− f1(a1) + f2(a1)
)
= pi
(
1− f1(a1)
)
= det(σ1)
und
det(τ2) = pi
(
1− f2(a1 + a2)
)
= pi
(
1− f2(a2)
)
= det(σ2)
Es sei P2 ≤ H1. Wegen σ1σ2 = σ1σ2σ−11 σ1 erledigt sich dies mit dem gerade
behandelten Fall.
Wir du¨rfen daher im Folgenden annehmen, dass P1 6≤ H2 und P2 6≤ H1 gilt.
Dann ist P1, P2 6≤ D und folglich
RgK(G ∩D) ≤ 1.
Es sei C ein Komplement von G∩D in D. Weil σ1 und σ2 auf C die Identita¨t
induzieren, du¨rfen wir annehmen, dass C = {0} ist. Dann ist also D ≤ G und
RgK(D) ≤ 1.
1. Fall: Es ist RgK(D) = 1. Dann ist RgK(V ) = 3. Wegen P1, P2 6= D
ko¨nnen wir die ai so wa¨hlen, dass
D = (a1 + a2)K
ist. Setze b1 := a1 + a2 und b2 := a1. Dann ist b1, b2 eine Basis von G. Wegen
P 6= P1 = b2K gibt es also ein x ∈ K mit
P = (b1 + xb2)K.
Es sei b3 ∈ H2−D. Dann ist b3 6∈ G, da g ∩H2 = D ist. Folglich ist {b1, b2, b3}
eine Basis von V . Ferner gilt, man beachte, dass b1 ∈ D = H1 ∩H2 ist,
bσ11 = b1
und, mit implizit definierten u, v ∈ K,
bσ12 = a1 − a1f1(a1)
= a2
(
1 + f1(a2)
)− (a1 + a2)f1(a2)
= b2
(
1− f1(b2)
)− b1f1(b2)
= b1u+ b2v,
sowie
bσ13 = b3.
Entsprechend erhalten wir
bσ21 = b1
und, mit wiederum implizit definierten y, z ∈ K,
bσ22 = a2 − a2f2(a2) = b2
(
1− f2(b2)
)
= b2y
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sowie
bσ23 = b3 − a2f2(b3) = b3 − b2f2(b3) = b2z + b3.
Es folgt
bσ1σ21 = b1
bσ1σ22 = b1u+ b2yv
bσ1σ23 = b2z + b3.
Wir setzen s := 1, falls x = 0, dh., falls P = b1K ist, und s := x
−1, falls x 6= 0
ist. Wir definieren nun Abbildungen τ1 und τ2 durch
bτ11 := b1
bτ12 := b1
(
u+ s(1− yv))+ b2
bτ13 := −b1sz + b3
und
bτ21 := b1
bτ22 := b1s(yv − 1) + b2yv
bτ23 := b1sz + b2z + b3.
Einfache Rechnungen zeigen, dass bσ1σ2i = b
τ1τ2
i ist fu¨r alle i. Somit ist σ1σ2 =
τ1τ2.
Ist v = b1x1 + b2x2 + b3x3, so folgt
vτ1 = v − b1
(
szx3 − (u+ s(1− yv))x2
)
und
vτ2 = v − (b1s+ b2)
(
(1− yv)x2 − zx3)
)
,
so dass τi ∈ Σ gilt. Ferner ist det(τ1) = pi(1) und det(τi) = pi(yv). Es bleibt die
Aussage u¨ber das Zentrum von τ2 zu beweisen.
Ist x 6= 0, so ist s = x−1 und daher
(b1s+ b2)K = (b1 + b2x)K = P.
Ist x = 0, so ist s = 0 und P ist das Zentrum von τ1. Dann folgt aber mit τ1τ2 =
τ1τ2τ
−1
1 τ1 und Ersetzen von τ1 und τ2 durch τ1τ2τ
−1 und τ1 die Behauptung.
2. Fall: Es ist D = {0}. In diesem Falle wa¨hlen wir die ai so, dass P =
(a1 − a2)K ist. Wir definieren u, v, x, y ∈ K durch
aσ11 = a1
(
1− f1(a1)
)
= a1u
aσ12 = a2 − a1f1(a2) = a1v + a2
und
aσ21 = a1 − a2f2(a1) = a1 + a2x
aσ22 = a2
(
1− f2(a2)
)
= a2y.
Es folgt
aσ1σ21 = a1u+ a2xu
aσ1σ22 = a1v + a2(xv + y).
Es ist det(σ1) = pi(u) und det(σ2) = pi(y). Wir haben nun zwei Fa¨lle zu
unterscheiden.
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2.1. Fall: Es ist u = v. In diesem Falle definieren wir τ1 und τ2 durch
aτ11 := a1(1− xu) + a2xu
aτ12 := a1(1− xu− y) + a2(xu+ y)
und
aτ21 := a1u
aτ22 := a1u+ a2.
Eine einfache Rechnung zeigt, dass
aτ1τ21 = a1u+ a2xu = a
σ1σ2
1
und
aτ1τ22 = a1u+ a2(xu+ y)
ist. Wegen u = v ist also auch
aτ1τ22 = a
σ1σ2
2 ,
so dass σ1σ2 = τ1τ2 ist. Ist v = a1k1 + a2k2, so folgt
vτ1 = v − (a1 − a2)
(
xuk1 + (y + xu− 1)k2
)
und
det(τ1) = pi
(
1− xu− (y + xu− 1)(−1)) = pi(y)
sowie
vτ2 = v − a1
(
(1− u)k1 − uk2
)
und
det(τ2) = pi(1− 1 + u) = pi(u).
Weil die Multiplikation in KA kommutativ ist, ist also
det(σ1)det(σ2) = det(τ1)det(τ2).
Ferner ist P das Zentrum von τ1, woraus mit der schon mehrfach angewandten
Identita¨t τ1τ2 = (τ1τ2)τ
−1
1 τ1 die Behauptung in diesem Falle folgt.
2.2. Fall: Es ist u 6= v. Hier definieren wir τ1 und τ2 durch
aτ11 := a1u+ a2(1− u)
aτ12 := a1v + a2(1− v)
und
aτ21 := a1 + a2
(
x+ y(u− v)−1(u− 1))
aτ22 := a2y(u− v)−1u.
Dann ist wieder σ1σ2 = τ1τ2. Ferner gilt, falls v = a1k1 + a2k2 ist,
vτ1 = v − (a1 − a2)
(
(1− u)k1 − vk2
)
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und daher
det(τ1) = pi
(
1− (1− u)− v(−1)) = pi(u− v)
sowie
vτ2 = v − a2
(
(x+ y(u− v)−1(1− u)k1 − (y(u− v)−1u+ 1)k2)
)
und folglich
det(τ2) = pi
(
1 + (y(u− v)−1u+ 1)(−1)) = pi(y(u− v)−1u).
Der Punkt P ist wieder Zentrum von τ1. Aus all diesem folgt auch in diesem
letzten Fall die Behauptung des Satzes, wobei wieder zu beachten ist, dass KA
eine abelsche Gruppe ist.
3.4. Satz. Es sei V ein Vektorraum u¨ber dem Ko¨rper K und Σ sei die Menge
der Dilatationen und Transvektionen von V . Sind σ1, . . . , σn ∈ Σ und gilt
σ1 · · ·σn = 1,
so ist
det(σ1) · · · det(σn) = 1.
Beweis. Wir machen Induktion nach n. Fu¨r n = 1 ist der Satz richtig. Es
sei n = 2. Dann ist also 1 = σ1σ2. Es folgt, dass σ1 und σ2 gleiches Zentrum
und gleiche Achse haben. Nach 3.2 ist daher
1 = det(1) = det(σ1)det(σ2).
Es sei n ≥ 3 und der Satz gelte fu¨r n− 1. Ferner sei
σ1 · · ·σn = 1.
Gibt es ein i, so dass σi und σi+1 gleiches Zentrum oder gleiche Achse haben,
so ist σiσi+1 ∈ Σ und det(σiσi+1) = det(σi)det(σi+1). Nun ist
σ1 · · · (σiσi+1) · · ·σn = 1.
Nach Induktionsannahme ist daher
det(σ1) · · · det(σn) = det(σ1) · · · det(σiσi+1) · · · det(σn) = 1.
Es bleibt der Fall zu betrachten, dass σi und σi+1 fu¨r i := 1, . . . , n − 1 ver-
schiedene Zentren und verschiedene Achsen haben. Es sei Pi das Zentrum von
σi. Dann ist
σ−1n = σ1 · · ·σn−1
und Pn ist auch das Zentrum von σ
−1
n . Setze
H := P1 + . . .+ Pn−1.
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Weil σi auf V/Pi die Identita¨t induziert, induziert σi auch auf V/H die Identita¨t.
Somit induziert auch σ−1n auf V/H die Identita¨t, da σ
−1
n ja das Produkt von σ1,
. . . , σn−1 ist. Es folgt
Pn = V
σ−1n −1 ≤ H,
da Pn ja auch das Zentrum von σ
−1
n ist.
Es sei r eine natu¨rliche Zahl. Ferner seien τ1, . . . , τr ∈ Σ und Qr sei das
Zentrum von τr. Schließlich gelte
σ−1n = τ1 · · · τrσr+1 · · ·σn−1
und
Pn ≤ Qr + Pr+1 + . . .+ Pn−1
sowie
det(σ1) · · · det(σn−1) = det(τ1) · · · det(τr)det(σr+1) · · · det(σn−1).
Fu¨r r = 1 erha¨lt man diese Situation, indem man τ1 = σ1 und Q1 := P1 setzt,
wie wir gerade gesehen haben. Es sei 1 ≤ r < n− 1 und es mo¨gen τ1, . . . , τr mit
den verlangten Eigenschaften geben. Ist Qr = Pr+1 oder ist die Achse von τr
gleich der Achse von σr+1, so schließt man wie zuvor, dass
det(σ1) · · · det(σn) = 1
ist. Es sei also Qr 6= Pr+1 und auch die Achsen von τr und σr+1 seien ver-
schieden.
Es sei Pi = aiK fu¨r i := 1, . . . , n und Qr = brK. Wegen Pn ≤ Qr + Pr+1 +
. . .+ Pn−1 gibt es kr, . . . , kn−1 ∈ K mit
an = brkr + ar+1kr+1 + . . .+ an−1kn−1.
Ist brkr + ar+1kr+1 6= 0, so setzen wir
Qr+1 := (brkr + ar+1kr+1)K.
Ist brkr + ar+1kr+1 = 0, so sei Qr+1 ein beliebiger Punkt auf der Geraden
Qr + Pr+1. In jedem Falle gilt
Pn ≤ Qr+1 + Pr+2 + . . .+ Pn−1.
Nach Satz 3.3 gibt es τ ′r, τr+1 ∈ Σ mit
τrσr+1 = τ
′
rτr+1,
so dass Qr+1 das Zentrum von τr+1 ist und u¨berdies
det(τr)det(σr+1) = det(τ
′
r)det(τr+1)
170 Kapitel III. Gruppen von Kollineationen
gilt. Ersetzt man τr durch τ
′
r, so hat man die Induktion um einen Schritt
weitergetrieben oder aber erkannt, dass der Satz auch fu¨r n gilt. Wir du¨rfen
daher annehmen, dass es τ1, . . . , τn−1 ∈ Σ gibt mit
σn = τ1 · · · τn−1
und
det(σ1) · · · det(σn−1) = det(τ1) · · · det(τn−1),
so dass Pn auch Zentrum von τn−1 ist. Setze ρ := τn−1σn. Nach Satz 3.2 ist
ρ ∈ Σ und es gilt det(ρ) = det(τn−1)det(σn). Es folgt
1 = τ1 · · · τn−2ρ
und daher
1 = det(τ1) · · · det(τn−2)ρ = det(σ1) · · · det(σn).
Damit ist der Satz bewiesen.
3.5. Satz. Es sei V ein Vektorraum u¨ber dem Ko¨rper K und Σ sei die
Menge der Dilatationen und Transvektionen von V . Ist γ ∈ GL(V ), so gibt
es σ1, . . . , σn ∈ Σ mit γ = σ1 · · ·σn. Setzt man
det(γ) := det(σ1) · · · det(σn),
so ist det ein Homomorphismus von GL(V ) auf K∗/(K∗)′ und es gilt, falls
RgK(V ) ≥ 2 ist,
Kern(det) = SL(V ).
Beweis. Mit 3.4 folgt, dass det wohldefiniert ist. Dass det dann ein Epi-
morphismus ist, ist banal. Es bleibt die Aussage u¨ber den Kern von det zu
beweisen.
Ist τ eine Transvektion, so ist det(τ) = 1, wie wir wissen. Daher gilt SL(V ) ⊆
Kern(det).
Es sei α ∈ Kern(det). Ferner sei V = P ⊕H mit einem Punkt P und einer
Hyperebenen H. Dann ist, wie wir wissen, GL(V ) = SL(V )Σ(P,H). Es gibt
also ein σ ∈ SL(V ) und ein k ∈ K∗ mit α = σδ(k). Es folgt
pi(1) = det(α) = det(σ)det
(
δ(k)
)
= pi(k).
Dies besagt, dass k ∈ (K∗)′, bzw., dass δ(k) ∈ Σ(P,H)′ ist. Ist |K| = 2, so
folgt δ(k) = 1 und damit α = σ ∈ SL(V ). Ist |K| > 2, so ist GL(V )′ = SL(V )
nach 2.7 a). Also gilt δ(k) ∈ SL(V ) und dann auch α ∈ SL(V ). Damit ist alles
bewiesen.
Nun ko¨nnen wir endlich unser Versprechen einlo¨sen.
3.6. Satz. Ist V ein Vektorraum u¨ber dem Ko¨rper K und ist der Rang von V
mindestens gleich 2, ist ferner P ein Punkt und H eine Hyperebene von LK(V )
mit V = P ⊕H, so ist
SL(V ) ∩ Σ(P,H) = Σ(P,H)′.
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Beweis. Dies ist richtig, falls |K| = 2 ist. Es sei also |K| > 2. Dann ist
Σ(P,H)′ ⊆ SL(V ) ∩ Σ(P,H), wie wir bereits wissen. Es sei δ(k) ∈ SL(V ) ∩
Σ(P,H). Es gibt dann Transvektionen τ1, . . . , τn mit
δ(k) = τ1 · · · τn.
Es folgt
pi(k) = det
(
δ(k)
)
= pi(1)
ist. Also ist k ∈ (K∗)′ und damit δ(k) ∈ Σ(P,H)′, so dass auch dieser Satz
bewiesen ist.
Nach Cohn (1977, S. 117) gibt es nicht kommutative Ko¨rper, deren innere
Automorphismengruppe auf K∗ − {1} transitiv operiert. Dies hat zur Folge,
dass (K∗)′ = K∗ ist. Ist V ein Vektorraum u¨ber einem solchen Ko¨rper, so ist
nach unseren Entwicklungen also GL(V ) = SL(V ).
Die hier konstruierte Funktion det stimmt im Falle endlich erzeugter Vek-
torra¨ume mit der in der sonstigen Literatur det genannten Funktion u¨berein,
da die Einschra¨nkungen beider Funktionen auf die Menge der Transvektionen
und Dilatationen u¨bereinstimmen (siehe etwa Lu¨neburg 1993).
4. Ausnahmeisomorphismen
Fu¨r diesen Abschnitt wird unterstellt, dass der Leser mit den Grundbegriffen
der Theorie endlicher Gruppen vertraut ist. Unser Hauptziel ist, den folgenden
Satz zu beweisen.
4.1. Satz. Die folgenden Gruppen sind isomorph:
a) PSL(2, 2) und S3.
b) PSL(2, 3) und A4.
c) PSL(2, 4), PSL(2, 5) und A5 (Ho¨lder 1892).
d) PSL(2, 7) und PSL(3, 2) (Ho¨lder 1892).
e) PSL(2, 9) und A6.
f) PSL(4, 2) und A8. (Jordan 1870/1989, S. 380 ff.)
Um a) zu beweisen, hat man nur zu beachten, dass PSL(2, 2) eine Permuta-
tionsgruppe vom Grade 3 ist, die nach 1.13 die Ordnung 6 hat.
Um b) zu beweisen, bemerkt man, dass PSL(2, 3) eine Permutationsgruppe
vom Grade 4 ist, die von Transvektionen erzeugt wird. Da die Transvektionen
in diesem Falle 3-Zyklen sind, folgt, dass PSL(2, 3) zu einer Untergruppe der A4
isomorph ist. Schließlich folgt aus 1.13, dass |PSL(2, 3)| = 12 = |A4| ist. Dies
zeigt, dass PSL(2, 3) und A4 isomorph sind.
Um c) zu beweisen, bemerken wir zuna¨chst, dass PSL(2, 4) eine einfache
Permutationsgruppe vom Grade 5 ist. Da eine einfache Permutationsgruppe
keine ungerade Permutation enthalten kann, folgt, dass PSL(2, 4) zu einer Un-
tergruppe der A5 isomorph ist. Wegen |PSL(2, 4)| = 60 = |A5| folgt daher,
dass PSL(2, 4) und A5 isomorph sind. Damit ist eine der beiden Aussagen
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von c) bewiesen. Daru¨ber hinaus ist gezeigt, dass A5 einfach ist. Nun ist
|PSL(2, 5)| = 60 und PSL(2, 5) ist einfach. Daher ist c) eine Konsequenz des
folgenden allgemeineren Satzes.
4.2. Satz. Es gibt bis auf Isomorphie nur eine einfache Gruppe der Ordnung
60 (Ho¨lder 1892).
Beweis. Es sei G eine einfache Gruppe der Ordnung 60. Entha¨lt G eine Un-
tergruppe vom Index 5, so besitzt G wegen der Einfachheit eine treue Darstel-
lung vom Grade 5 und es folgt, dass G zur A5 isomorph ist. Es ist also zu
zeigen, dass G eine solche Untergruppe entha¨lt. Dazu zeigen wir zuna¨chst, dass
G keine Untergruppe vom Index 3 entha¨lt. Enthielte G eine solche Gruppe, so
folgte aus der Einfachheit von G, dass G zu einer Untergruppe der S3 isomorph
wa¨re, was wegen |G| = 60 > 6 = |S3| nicht sein kann. Es seien S und T zwei
verschiedene 2-Sylowgruppen von G. Ferner sei 1 6= s ∈ S ∩ T . Die Ordnung
einer 2-Sylowgruppe von G ist gleich 4. Daher sind S und T abelsch und es
folgt, dass sie beide im Zentralisator C von S liegen. Daher gilt |C| ≥ 3 ·4. Weil
G einfach ist, ist C von G verschieden. Also ist |C| = 12 oder 20. Weil G keine
Untergruppe vom Index 3 besitzt, ist also |C| = 12, so dass C eine Untergruppe
vom Index 5 ist. Wir du¨rfen daher annehmen, dass je zwei 2-Sylowgruppen von
G trivialen Schnitt haben.
Es seien wieder S und T zwei verschiedene 2-Sylowgruppen von G. Ferner
sei s ∈ S und es gelte s−1Ts = T . Dann erzeugen T und s eine 2-Gruppe, so
dass s ∈ T folgt. Auf Grund unserer Annahme ist daher s = 1. Hieraus folgt,
dass die Anzahl der 2-Sylowgruppen von G kongruent 1 modulo 4 ist. Da diese
Anzahl aber auch ein Teiler von |G| = 60 ist und wegen der Einfachheit von
G nicht 1 sein kann, folgt, dass G genau fu¨nf 2-Sylowgruppen hat, so dass der
Normalisator einer solchen den Index 5 hat. Damit ist 4.2 bewiesen.
Da |PSL(2, 7)| = 168 = |PSL(3, 2)| ist, folgt d) aus
4.3. Satz. Es gibt bis auf Isomorphie nur eine einfache Gruppe der Ordnung
168 (Ho¨lder 1892).
Beweis. Es sei G eine einfache Gruppe der Ordnung 168 = 8 · 3 · 7. Die
Anzahl der 7-Sylowgruppen von G ist kongruent 1 modulo 7 und ein Teiler von
168. U¨berdies ist sie gro¨ßer als 1, da G einfach ist. Es folgt, dass G genau acht
7-Sylowgruppen entha¨lt. Es sei N der Normalisator einer solchen. Dann ist
also |N | = 3 · 7. Stellt man G dar als Permutationsgruppe auf der Menge der
Rechtsrestklassen nach N , so ist diese Darstellung treu, da G einfach ist. Somit
hat G eine Darstellung als transitive Gruppe von Grade 8. Der Stabilisator von
N in dieser Darstellung ist N selber und hat daher die Ordnung 21. Hieraus
folgt, dass G sogar zweifach transitiv ist.
Wir bezeichnen die Rechtsrestklassen von N mit P∞, P0, P1, . . . , P6, wobei
wir annehmen, dass N = P∞ ist. Es sei σ ein Element der Ordnung 7 in N .
Indem wir die Pi gegebenenfalls umnummerieren, ko¨nnen wir erreichen, dass
Pσi = Pi+1 ist, wobei die Indizes modulo 7 zu reduzieren sind. Es sei ν ∈ N .
Dann ist ν−1σν = σa mit einer Zahl a, die zwischen 0 und 6 liegt. Definiere f
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durch P νi = Pf(i). Dann ist
Pf(i+1) = P
ν
i+1 = P
σν
i = P
νσa = Pf(i)+a.
Also ist f(i+1) = f(i)+a. Setzt man b := f(0), so erha¨lt man, dass f(i) = ai+b
ist. Schließlich folgt aus |N | = 21, dass ν3 in der von σ erzeugten Gruppe liegt.
Dies impliziert wiederum die Kongruenz a3 ≡ 1 mod 7. Hat ν zwei von P∞
verschiedene Fixpunkte Pi und Pj , so ist i 6= j und i = ai+ b sowie j = aj + b,
woraus a = 1 und b = 0 folgt. Also induziert ν die Identita¨t in {P0, . . . , P∞},
woraus ν = 1 folgt, da G ja treu operiert. Damit ist gezeigt, dass N aus allen
Abbildungen ν mit P ν∞ = P∞ und P
ν
i = Pai+b besteht, wobei a, b ∈ GF(7) und
a3 = 1 ist. Schließlich folgt noch, dass die Identita¨t die einzige Permutation aus
G ist, welche drei verschiedene der Punkte Pi festla¨sst.
Setze K := GF(7). Es sei V = uK ⊕ vK ein Vektorraum vom Rang 2
u¨ber K. Setzt man P∞ := vK und Pi := (u + vi)K, so wird G zu einer
Permutationsgruppe auf der Menge der Punkte von LK(V ). Ferner sieht man,
dass die Gruppe, die von allen linearen Abbildungen λ der Form uλ = ua+ vb
und vλ = va−1 mit a, b ∈ K und a3 = 1 auf der Menge der Punkte von LK(V )
induziert wird, gleich N ist. Wegen det(λ) = aa−1 = 1 ist daher N ⊆ PSL(V ).
Die 3-Sylowgruppen von G sind gerade die Stabilisatoren zweier Punkte
aus LK(V ). Weil die Identita¨t die einzige Permutation aus G ist, die drei
verschiedene Punkte festla¨sst, folgt, dass die Anzahl der 3-Sylowgruppen von G
gleich
(
8
2
)
= 28 ist. Somit entha¨lt G genau 2 · 28 = 56 Elemente der Ordnung 3.
Ferner entha¨lt G genau 8 · 6 = 48 Elemente der Ordnung 7.
Es seien nun P und Q zwei verschiedene Punkte von LK(V ). Dann hat der
Stabilisator H der Menge {P,Q} die Ordnung 6 und die 3-Sylowgruppe S von
H ist ein Normalteiler von H. Weil die Identita¨t die einzige Permutation in G
ist, die drei Fixpunkte hat, zerlegt S die Menge der von P und Q verschiedenen
Punkte in zwei Bahnen der La¨nge 3. Da Involutionen keine Fixpunkte haben,
werden diese beiden Bahnen von den in H liegenden Involutionen vertauscht,
so dass H neben der Bahn {P,Q} noch eine weitere Bahn der La¨nge 6 hat.
Wa¨re H zyklisch, so enthielte H genau zwei Elemente der Ordnung 6. An
Hand der Bahnen von H sieht man, dass G dann mindestens 2 · (82) = 56
Elemente der Ordnung 6 enthielte. Da G, wie wir schon wissen, 56 Elemente
der Ordnung 3 und 48 Elemente der Ordnung 7 entha¨lt, enthielte G ho¨chstens
168 − 2 · 56 − 48 = 8 Elemente, deren Ordnung eine Potenz von 2 ist. Folglich
enthielte G nur eine 2-Sylowgruppe im Widerspruch zur Einfachheit von G.
Also ist H nicht zyklisch und damit nicht abelsch.
Es sei jetzt insbesondere P = P0 und Q = P∞. Dann induziert die durch
uρ := 2u und vρ := 4v definierte Abbildung ρ ein Element der Ordnung 3 aus
H. Die von ρ erzeugte Gruppe hat die beiden Bahnen B1 := {P1, P2, P4} und
B2 := {P−1, P−2, P−4}. Es sei λ eine Involution aus H. Wie wir gesehen haben,
ist Bλ1 = B2. Weil H als nicht abelsche Gruppe drei Involutionen entha¨lt,
du¨rfen wir annehmen, dass Pλ1 = P−1 ist. Ist i 6= 0, so gibt es ein g(i) ∈ K∗
mit Pλi = Pg(i). Weil H nicht zyklisch ist, ist ρλ = λρ
−1. Also ist
Pg(2i) = P
ρλ
i = P
λρ−1
i = P4g(i).
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Daher ist g(2i) = 4g(i). Wegen g(1) = −1 ist daher g(2) = −4 und g(4) =
4g(2) = −2. Aus λ2 = 1 folgt somit
λ = (P0P∞)(P1P6)(P2P3)(P4P5).
definiert man die Abbildung κ durch uκ := −v und vκ := u, so sieht man,
dass κ ∈ LK(V ) die Permutation λ induziert. Wegen det(κ) = 1 ist daher
λ ∈ PSL(V ). Weil G das Erzeugnis von N und λ ist, folgt weiter G ⊆ PSL(V ).
Aus |G| = 168 = |PSL(V )| folgt schließlich die Behauptung.
Um e) zu beweisen, nutzen wir aus, dass die Gruppe PSL(2, 9) eine zur A5
isomorphe Untergruppe entha¨lt. Dass dem so ist, folgt aus dem Satz, der besagt,
dass PSL(2, q) genau dann eine zur A5 isomorphe Untergruppe entha¨lt, wenn
|PSL(2, q)| durch 5 teilbar ist. Zum Beweise dieses Satzes mu¨ssen wir etwas
weiter ausholen und beweisen zuna¨chst den folgenden Satz (Moore 1897).
4.4. Satz. Es sei m eine natu¨rliche Zahl mit m ≥ 3. Ist F die freie Gruppe
in den Erzeugenden a1, . . . , am−2 und ist N der von den Elementen a31, a
2
i fu¨r
i := 2, . . . ,m−2, (aiai+1)3 fu¨r i := 1, . . . ,m−3 und (aiaj)2 fu¨r 1 ≤ i ≤ j−2 ≤
m− 4 erzeugte Normalteiler von F , so ist F/N zur alternierenden Gruppe Am
vom Grade m isomorph.
Beweis. Dies ist gewiss richtig fu¨r m = 3. In diesem Falle ist F ja die von a1
erzeugte unendliche zyklische Gruppe und N ist ihre Untergruppe vom Index
3. Andererseits hat die alternierende Gruppe vom Grade 3 die Ordnung 3.
Es sei also m > 3 und der Satz gelte fu¨r m − 1. Dann ist die von den
Elementen a1N , . . . , am−3N erzeugte Untergruppe U von F/N nach Induk-
tionsannahme ein epimorphes Bild der Am−1. Es folgt |U | ≤ 12 (m− 1)!. Es sei
V die Untergruppe von F mit V/N = U . Dann gilt ai ∈ V fu¨r i := 1, . . . , m−3.
Wir definieren die Rechtsrestklassen Ri von V rekursiv durch Rm−1 := V und
Ri := Ri+1ai fu¨r i := m − 2, . . . , 1 sowie R0 := R1a1 und zeigen, dass dies
bereits alle Rechtsrestklassen nach V sind.
Zuna¨chst beachten wir, dass Riy = Ri ist fu¨r alle i und alle y ∈ N , da N
ein in V enthaltener Normalteiler ist. Es ist Rm−1a1 = Rm−1. Es sei i ≥ 4
und es gelte Ria1 = Ri. Dann ist Ri−1a1 = Riai−1a1. Wegen i − 1 ≥ 3 ist
(a1ai−1)2 ∈ N . Es gibt daher y, z ∈ N mit ai−1a1 = ya−11 ai−1 = za21ai−1.
Hieraus folgt
Ri−1a1 = Riza21ai−1 = Ri−1.
Also gilt Ria1 = Ri fu¨r alle i ≥ 3. Nun ist R2a1 = R1, R1a1 = R0 und
wegen a31 ∈ N ist R0a1 = R2. Damit ist gezeigt, dass Multiplikation von
rechts mit a1 die Ri untereinander permutiert. Wir beachten ferner, dass die
Rechtsmultiplikation mit a1 auf den Indizes die Permutation (012) bewirkt.
Es sei j > 1. Ist i > j + 1, so ist aj mit ai modulo N vertauschbar, da in
diesem Falle ja a2j , a
2
i , (ajai)
2 ∈ N ist. Daher folgt mit einer simplen Induktion
Riaj = Ri−1aiaj = Ri−1ajai = Ri−1ai = Ri
fu¨r i := j + 2, . . . , m− 1. Es ist
Rjaj = Rj+1
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und
Rj+1aj = Rj .
Es sei j = 2. Es ist a31, a
3
2, (a1a2)
3 ∈ N . Es folgt
R1a2 = R2a1a2 = R2a2a
−1
1 a2a
−1
1
= R3a
2
1a2a
2
1 = R3a2a
2
1
= R2a
2
1 = R0
und
R0a2 = R1a1a2 = R1a2a
−1
1 a2a
−1
1
= R0a
−1
1 a2a
−1
1 = R1a2a
−1
1 = R1
Multiplikation von rechts mit a2 permutiert also die Ri und bewirkt auf den
Indizes die Permutation (01)(23).
Es sei j > 2. Dann ist a2j−1, a
2
j , (aj−1aj)
3 ∈ N . Hiermit und mit dem
bereits Bewiesenen folgt
Rj−1aj = Rjaj−1aj = Rjajaj−1ajaj−1
= Rj+1aj−1ajaj−1 = Rj+1ajaj−1
= Rjaj−1 = Rj−1.
Mittels Induktion folgt hieraus
Riaj = Ri
fu¨r i := 2, . . . , j − 1. Wegen j > 2 ist (a1aj)2 ∈ N . Hieraus folgt, wenn man
noch bemerkt, dass 2 ≤ j − 1 ist,
R1aj = R2a1aj = R2aja
−1
1 = R2a
−1
1 = R0
und
R0aj = R1a1aj = R1aja
−1
1 = R0a
−1
1 = R1.
Multiplikation von rechts mit aj permutiert also die Ri und bewirkt auf den
Indizes die Permutation (01)(j, j + 1). Damit ist gezeigt, dass der Index von V
in F ho¨chstens gleich m ist. Also ist auch der Index von U in F/N ho¨chstens
gleich m. Daher ist
|F/N | ≤ 1
2
(m− 1)!m = |Am|.
Setze α1 := (012) und αi := (01)(i, i + 1) fu¨r i := 2, . . . , m − 2. Dann
zeigt eine simple Induktion, dass Am von {αi | i := 1, . . . ,m− 2} erzeugt wird.
Ferner gelten die Relationen α31 = 1, α
2
i = 1 fu¨r i := 2, . . . , m−2, (αiαi+1)3 = 1
fu¨r i := 1, . . . , m − 2 und (αiαj)2 = 1 fu¨r 1 ≤ i ≤ j − 2. Hieraus folgt,
dass es einen Epimorphismus pi von F/N auf Am gibt mit pi(aiN) = αi fu¨r alle
i. Somit entha¨lt F/N mindestens |Am| Elemente, so dass |F/N | = |Am| ist.
Dies impliziert schließlich, dass pi ein Isomorphismus ist. Damit ist der Satz
bewiesen.
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4.5. Satz. Ist G eine von {1} verschiedene Gruppe und hat G Erzeugende a
und b mit a5 = b2 = (ab)3 = 1, so ist G zur A5 isomorph.
Beweis. Wir zeigen, dass G ein epimorphes Bild der A5 ist. Hieraus folgt
wegen der Einfachheit der A5 und der Voraussetzung, dass G 6= {1} ist, die
Behauptung u¨ber G.
Wir setzen α1 := ba
−1, α2 := (ba)b(ba)−1 und α3 := α2aba3. Dann ist
(α1α
−1
2 α3)
2 = a3·2 = a und α1a = b,
so dass G auch von {α1, α2, α3} erzeugt wird.
Es ist
α31 = (ba
−1)3 = ((ab)−1)3 = 1.
Ferner ist α22 = 1, da α2 zu b konjugiert ist.
Aus (ab)3 = 1 folgt bab = a−1ba−1 und damit dann
α3 = baba
−1baba3 = a−1ba−3ba2.
Daher ist
α23 = a
−1ba−3ba2a−1ba−3ba2 = a−1ba2baba2ba2
= a−1bababa2 = a−1a−1b2a2 = 1.
Es ist
α1α2 = a
−1baba−1b = ba−2ba−2b = ba−3(ab)a−2b
= (a−2b)−1(ab)a−2b
und daher (α1α2)
3 = 1.
Es ist ba−1b = aba und somit
(α2α3)
2 = aba4ba3 = aba−1ba3 = a2ba4.
Hiermit folgt dann
(α2α3)
3 = a2ba4aba3 = 1.
Wegen ba4b = ba−1b = aba erhalten wir
α1α3 = ba
−1baba−1baba3 = aba3ba2ba3
und weiter
(α1α3)
2 = aba3ba2ba4ba3ba2ba3 = aba3ba3ba4ba2ba3
= aba3ba4ba3ba3 = aba4ba4ba3 = a2ba5ba3 = 1.
Wir haben gezeigt, dass die Gruppe G von {α1, α2, α3} erzeugt wird und
dass die Relationen α31 = α
2
2 = α
2
3 = 1 und (α1α2)
3 = (α2α3)
3 = (α1α3)
2 = 1
gelten. Mit 4.4 folgt daher, dass G ein epimorphes Bild der A5 ist. Damit ist,
wie eingangs bemerkt, der Satz bewiesen.
Satz 4.5 sagt nichts daru¨ber, ob A5 eine Pra¨sentation der in diesem Satz
beschriebenen Art hat. Dies ist jedoch leicht nachzupru¨fen und wird außerdem
aus dem gleich noch zu Beweisenden hervorgehen.
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4.6. Satz. Es sei K ein kommutativer Ko¨rper und V sei ein Vektorraum vom
Rang 2 u¨ber K. Ist σ ∈ SL(V ), so gilt:
a) Ist Spur(σ) = 1, so ist σ3 = −1.
b) Ist Spur(σ) = −1, so ist σ3 = 1.
c) Ist Spur(σ) = 0, so ist σ2 = −1.
Beweis. Nach dem Satz von Cayley–Hamilton ist σ2 − Spur(σ)σ + 1 = 0,
da ja det(σ) = 1. Also gilt c). Wegen σ3 = −Spur(σ)σ2 − σ folgen auch die
Behauptungen a) und b).
4.7. Satz. Es sei K ein kommutativer Ko¨rper und α sei ein involutorischer
Automorphismus von K. Ferner sei V = uK ⊕ vK ein Vektorraum vom Rang
2 u¨ber K und f sei die durch
f(ua+ vb, uc+ vd) := aαc+ bαd
definierte α-Semibilinearform auf V . Bezeichnet SU(V, f) die Gruppe aller li-
nearen Abbildungen σ ∈ SL(V,K) mit f(xσ, yσ) = f(x, y) fu¨r alle x, y ∈ V , so
gilt:
a) Die Gruppe SU(V, f) ist isomorph zur Gruppe aller Matrizen(
a b
−bα aα
)
mit a, b ∈ K und a1+α + b1+α = 1.
b) Gibt es ein x ∈ V −{0} mit f(x, x) = 0 und ist W ein Vektorraum vom Rang
2 u¨ber dem Fixko¨rper
F := {k | k ∈ K, kα = k}
von α, so ist SU(V, f) zu SL(W,F ) isomorph.
Beweis. a) Es sei σ ∈ SL(V,K). Es gibt dann Elemente a, b, c, d ∈ K mit
uσ = ua+vb, vσ = uc+vd und ad−bc = 1. Nun liegt σ genau dann in SU(V, f),
wenn
f(uσ, uσ) = 1 = f(vσ, vσ)
und
f(uσ, vσ) = 0
ist. Also liegt σ genau dann in SU(V, f), wenn
1 = a1+α + b1+α,
1 = c1+α + d1+α,
0 = aαc+ bαd,
1 = ad− bc
ist. Man verifiziert mu¨helos, dass diese Gleichungen genau dann erfu¨llt sind,
wenn d = aα, c = −bα und a1+α + b1+α = 1 ist. Damit ist a) bewiesen.
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b) Aus f(x, x) = 0 und x 6= 0 folgt, dass x 6∈ vK ist. Ist also x = ur + vs,
so ist r 6= 0. Es folgt
f(x, u) = rα 6= 0.
Wir du¨rfen daher annehmen, dass f(x, u) = 1 ist.
Es gilt natu¨rlich auch x 6∈ uK. Daher ist V = xK ⊕ uK. Es sei y := u+ xr.
Dann ist
f(y, y) = f(u+ xr, u+ xr)
= f(u, u) + rαf(x, u) + rf(u, x) + r1+αf(x, x)
= 1 + r + rα.
Die durch ϕ(r) := r + rα definierte Abbildung ϕ ist eine lineare Abbildung des
F -Vektorraumes K in F . Wa¨re ϕ = 0, so wa¨re rα = −r fu¨r alle r ∈ K. Es folgte
1 = 1α = −1 und damit rα = r, so dass α die Identita¨t wa¨re. Involutionen sind
aber per definitionem von der Identita¨t verschieden. Also ist ϕ nicht Null und
damit surjektiv. Es gibt also ein r ∈ K mit 1 + r+ rα = 0. Ist nun y := u+ xr
mit eben diesem r, so ist f(y, y) = 0. Ferner ist
f(x, y) = f(x, u) + f(x, x)r = 1.
Es gibt ein s ∈ K mit sα 6= s. Setze k := s− sα. Dann ist k 6= 0 und kα = −k.
Setze z := yk. Dann ist f(z, z) = 0 und f(x, z) = f(x, y)k = k = −f(z, x).
Schließlich gilt V = xK ⊕ zK, da ja y 6∈ xK ist.
Es sei nun σ ∈ SU(V, f) und xσ = xa+ zb sowie zσ = xc+ zd. Dann gelten
die Gleichungen
1 = ad− bc,
0 = f(x, x) = f(xσ, xσ) = k(aαb− abα),
0 = f(z, z) = f(zσ, zσ) = k(cαd− cdα),
k = f(x, z) = f(xσ, zσ) = k(aαd− bαc).
Weil k 6= 0 ist, gelten daher auch die Gleichungen
1 = ad− bc,
0 = aαb− abα,
0 = cαd− cdα,
1 = aαd− bαc.
Aus den beiden letzten Gleichungen sowie der ersten folgt
dα = (aαdα − bαcα)d = (ad− bc)αd = d
und
cα = (aαdα − bαcα)c = (ad− bc)αc = c.
Also liegen c und d in F . Aus der zweiten und vierten Gleichung folgt unter
Benutzung der ersten
a = (ad− bc)aα = aα
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und
b = (ad− bc)bα = bα.
Also liegen auch a und b in F . Sind umgekehrt a, b, c, d ∈ F und ist ad−bc = 1,
so verifiziert man ohne Mu¨he, dass die durch xσ := xa + zb, zσ := xc + zd
definierte Abbildung σ in SU(V, f) liegt. Damit ist gezeigt, dass SU(V, f) zur
Gruppe aller Matrizen (
a b
c d
)
mit a, b, c, d ∈ F und ad − bc = 1 isomorph ist. Da diese Gruppe wiederum
mit SL(W,F ) isomorph ist, ist alles bewiesen.
4.8. Korollar. Die Gruppe SL(2, q) ist isomorph zur Gruppe aller Matrizen(
a b
−bq aq
)
mit a, b ∈ GF(q2) und a1+q + b1+q = 1.
Beweis. Es sei K := GF(q2) und V = uK ⊕ vK sei ein Vektorraum vom
Rang 2 u¨ber K. Ferner sei f die durch
f(ua+ vb, uc+ vd) := aqc+ bqd
definierte Semibilinearform auf V . Das Korollar 4.8 folgt aus 4.7, wenn wir
nachweisen ko¨nnen, dass es einen Vektor x ∈ V − {0} gibt mit f(x, x) = 0.
Die multiplikative Gruppe von K ist zyklisch und hat die Ordnung q2 − 1.
Daher ist die durch rη := rq+1 definierte Abbildung η ein Homomorphismus der
multiplikativen Gruppe von K auf die multiplikative Gruppe von GF(q). Es
gibt daher ein r ∈ K mit r1+q = −1. Setzt man x := u + vr, so ist x 6= 0 und
f(x, x) = 1 + r1+q = 0, so dass x die gewu¨nschten Eigenschaften hat.
4.9. Satz. Genau dann entha¨lt PSL(2, q) eine zur A5 isomorphe Untergruppe,
wenn die Ordnung von PSL(2, q) durch 5 teilbar ist.
Beweis. Die Notwendigkeit der Bedingung ist trivial. Es sei also 5 ein Teiler
von |PSL(2, q)|. Wir setzen K := GF(q) und V = uK ⊕ vK sei ein Vektorraum
vom Range 2 u¨ber K. Wie wir wissen, ist∣∣PSL(2, q)∣∣ = 1
ggT(2, q − 1)q(q
2 − 1).
Drei Fa¨lle sind zu unterscheiden.
1. Fall: Es ist q = 5r. Betrachtet man die Menge aller Abbildungen σ der
Form uσ = ua+ vb und vσ = uc+ vd mit a, b, c, d ∈ GF(5) und ad− bc = 1, so
ist diese eine zur SL(2, 5) isomorphe Untergruppe von SL(2, q). Hieraus folgt,
dass PSL(2, q) eine zur PSL(2, 5) isomorphe Untergruppe entha¨lt. Da diese nach
4.1c) zur A5 isomorph ist, gilt in diesem Falle die Behauptung.
2. Fall: Es ist 5 ein Teiler von q − 1. In diesem Falle gibt es ein a ∈ K mit
a5 = 1 6= a. Es folgt a − a−1 6= 0. Wir setzen b := (a − a−1)−1 und wa¨hlen c,
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d ∈ K, so dass b2+cd = −1 ist. Wir definieren die Abbildungen σ und τ von V in
sich durch uσ := ua und vσ := va−1 sowie uτ := ub+vc und vτ := ud−vb. Dann
ist zuna¨chst det(σ) = 1 = det(τ). Ferner ist σ5 = 1 und Spur(τ) = b − b = 0,
so dass nach 4.6b) also τ2 = −1 ist. Schließlich ist uστ = uba + vca und
vστ = uda−1− vba−1 und daher Spur(στ) = b(a− a−1) = 1, so dass nach 4.6a)
die Gleichung (στ)−3 = −1 gilt. Sind σ¯ und τ¯ die von σ und τ in PSL(2, q)
induzierten Abbildungen, so ist also σ¯ 6= 1 und σ¯5 = τ¯2 = (σ¯τ¯)3 = 1, so dass
nach 4.5 die von σ¯ und τ¯ erzeugte Untergruppe von PSL(2, q) zur A5 isomorph
ist.
3. Fall: Es ist 5 ein Teiler von q+ 1. Es gibt ein a ∈ GF(q2) mit a5 = 1 6= a.
Weil 5 ein Teiler von q+1 ist, folgt a1+q = 1. Da q−1 nicht durch 5 teilbar ist, ist
aq 6= a. Wir setzen b := (a−aq)−1. Dann ist bq = −b und folglich 1−b1+q ∈ K,
so dass es ein c ∈ GF(q2) gibt mit c1+q = 1−b1+q. Wir betrachten die Matrizen
A :=
(
a 0
0 aq
)
und B :=
(
b c
−cq bq
)
.
Dann ist det(A) = a1+q = 1 = b1+q + c1+q = det(B). Ferner ist a5 = 1 und
Spur(B) = b + bq = b − b = 0, so dass B2 = 1 ist. Schließlich ist Spur(AB) =
b(a − aq) = 1, woraus (AB)3 = −1 folgt. Aus 4.8 und 4.5 folgt daher, dass
PSL(2, q) auch in diesem Falle eine zur A5 isomorphe Untergruppe entha¨lt.
Damit ist 4.9 bewiesen.
Um 4.1 e) zu beweisen, beachten wir zuna¨chst, dass |PSL(2, 9)| = 360 = |A6|
ist. Nach 4.9 entha¨lt PSL(2, 9) eine zur A5 isomorphe Untergruppe, so dass sie,
da sie einfach ist, eine treue Darstellung als Permutationsgruppe vom Grad 6
besitzt. Wiederum wegen der Einfachheit kann sie nur gerade Permutationen
enthalten, so dass sie zu einer Untergruppe der A6 isomorph ist. Aus der Gleich-
heit der Ordnungen folgt daher die Isomorphie der Gruppen.
Es bleibt zu zeigen, dass die Gruppen PSL(4, 2) und A8 isomorph sind. Es
gibt mehrere Mo¨glichkeiten, dies zu beweisen. Der scho¨nste Beweis scheint mir
der von Moore zu sein, der hier wiedergegeben sei (Moore 1899).
Wir betrachten das folgende Schema:
0 1 2 3 4 5 6
1 2 3 4 5 6 0
3 4 5 6 0 1 2
Nennt man die Ziffern 0 bis 6 Punkte und die Ziffernmengen, die aus den Zif-
fern einer Spalte bestehen, Geraden und definiert man die Inzidenz als die ∈-
Relation, so ist die so entstehende Inzidenzstruktur die projektive Ebene der
Ordnung 2. Aus dem zweiten Struktursatz und Satz 1.13 folgt, dass PSL(3, 2)
die volle Kollineationsgruppe dieser Ebene ist. Weil diese Gruppe einfach ist,
ist sie eine Untergruppe der A7. Mit 1.13 folgt, dass ihr Index in der A7 gleich
15 ist. Hieraus folgt, dass die Wirkung der A7 auf der Menge {0, . . . , 6} ins-
gesamt 15 verschiedene Realisierungen der projektiven Ebene der Ordnung 2
liefert. Diese nennen wir Punkte einer Geometrie Σ, deren Geraden die 3-
Teilmengen von {0, . . . , 6} sind. (Ziffern heißen im Folgenden wieder Ziffern.)
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Wir definieren Inzidenz dadurch, dass fu¨r einen Punkt P und eine Gerade G
von Σ genau dann P I G gelte, wenn G eine Gerade der projektiven Ebene P
ist. Wir werden zeigen, dass Σ aus den Punkten und Geraden des projektiven
Raumes des Ranges 4 u¨ber GF(2) besteht.
1) Σ entha¨lt v = 15 Punkte und b = 35 Geraden und jeder Punkt inzidiert
mit genau r = 7 Geraden.
Dies folgt unmittelbar aus der Definition von Σ.
2) A7 operiert als Automorphismengruppe auf Σ und ist sowohl auf der
Menge der Punkte als auch auf der Menge der Geraden von Σ transitiv.
Auch dies ist eine unmittelbare Konsequenz aus der Definition von Σ.
3) Jede Gerade von Σ tra¨gt genau drei Punkte.
Aus 2) folgt, dass jede Gerade mit gleich vielen, etwa k Punkten inzidiert.
Das beim Beweise von I.7.5 benutzte Verfahren der zweifachen Abza¨hlung liefert
im vorliegenden Falle die Gleichung vr = bk, dh. die Gleichung 15 · 7 = 35 · k,
so dass in der Tat k = 3 ist.
4) Zwei verschiedene Geraden G und H haben genau dann einen Punkt
gemeinsam, wenn sie als Tripel genau eine Ziffer gemeinsam haben.
Liegt der Punkt Q auf den beiden Geraden G und H, so sind die Tripel G und
H Geraden der projektiven Ebene Q, so dass sie genau eine Ziffer gemeinsam
haben. Haben sie umgekehrt genau eine Ziffer gemeinsam, so ist |G ∪H| = 5.
Weil die A7 auf {0, . . . , 6} fu¨nffach transitiv ist, ko¨nnen wir annehmen, dass
G = {0, 1, 3} und H = {1, 2, 4} ist. Dann sind G und H aber Geraden der
Ebene, von der wir ausgegangen sind, so dass sie als Geraden von Σ einen
Punkt gemeinsam haben.
5) Zwei verschiedene Geraden haben ho¨chstens einen Punkt gemeinsam.
Es seien G und H zwei Geraden, die einen Punkt Q gemeinsam haben. Nach
4) ist dann |G∪H| = 1. Weil die Kollineationsgruppe K der projektiven Ebene
Q auf den Rahmen dieser Ebene transitiv ist, ist sie erst recht auf der Menge
der 2-Teilmengen der Geradenmenge transitiv. Da es sieben Geraden gibt, hat
diese Menge die La¨nge 21. Daher gilt fu¨r den Stabilisator K{G,H} der Menge
{G,H}, dass
|K{G,H}| = |K|/21 = 168/21 = 8
ist. Da die Menge aller 2-Teilmengen von Tripeln mit genau einer gemeinsamen
Ziffer gleich
1
2
· 7 ·
(
6
2
)
·
(
4
2
)
= 7 · 32 · 5
ist, folgt
∣∣(A7){G,H}∣∣ = 8, so dass K{G,H} = (A7){G,H} ist. Hieraus folgt, dass
es außer Q keinen weiteren Punkt mehr gibt, der auf G und auf H liegt.
6) Durch zwei verschiedene Punkte geht genau eine Gerade.
Sind Pund Q zwei verschiedene Punkte, so bezeichnen wir mit r{P,Q} die
Anzahl der mit P und Q gleichzeitig inzidierenden Geraden. Mit 5) folgt, dass
r{P,Q} ≤ 1 ist. Da die Anzahl der 2-Teilmengen von Punkten, die auf einer
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Geraden liegen, gleich 3 ist, liefert zweifache Abza¨hlung
35 · 3 =
∑
{P,Q}
r{P,Q} ≤
(
15
2
)
= 15 · 7.
Hieraus folgt die Behauptung.
Es bleibt, die Gu¨ltigkeit des Veblen-Young-Axioms nachzuweisen. Dazu
seien P , Q und R drei nicht kollineare Punkte von Σ. Ferner seien D und
E zwei verschiedene Punkte mit D I P + Q und E I Q + R. Wir haben zu
zeigen, dass die Geraden D+E und R+P einen Punkt gemeinsam haben. Wir
du¨rfen wieder annehmen, dass P +Q = {0, 1, 3} und Q+R = {1, 2, 4} ist. Die
Gerade R+P hat mit den beiden Geraden P +Q und Q+R jeweils genau eine
Ziffer gemeinsam. Wa¨re 1 ∈ R + P , so wa¨re daher R + P = {1, 5, 6}. Da dies
ein Tripel der Ebene Q ist, wa¨ren P , Q und R kollinear. Dieser Widerspruch
zeigt, dass 1 6∈ R + P ist. Indem wir nun gegebenenfalls eine der Permuta-
tionen (03)(24), (03)(56) oder (24)(56) anwenden, ko¨nnen wir erreichen, dass
0, 2 ∈ R + P ist. Also ist R + P = {0, 2, 5} oder R + P = {0, 2, 6}. Wa¨re
R+P = {0, 2, 6}, so wa¨ren P , Q und R aber kollinear. Also ist R+P = {0, 2, 5}.
Die ZiffernmengeD+E hat mit P+Q = {0, 1, 3} undQ+R = {1, 2, 4} jeweils
genau eine Ziffer gemeinsam. Daher ist D + E gleich einem der neun Tripel
{1, 5, 6}, {0, 2, x}, {0, 4, x}, {3, 2, x}, {3, 4, x}, wobei x = 5 oder 6 ist. Ha¨tten
nun D + E und R + P keinen Punkt gemeinsam, so folgte D + E = {0, 2, 6},
{0, 4, 5}, {3, 2, 5}, {3, 4, 6}. In jedem Falle folgte Q I D + E. Dann wa¨re aber
entweder Q = D und dann D + E = Q+ R oder Q = E und D + E = P +Q,
was beides nicht der Fall ist. Dieser Widerspruch zeigt, dass D+E und R+Q
doch einen Punkt gemeinsam haben. Damit ist gezeigt, dass Σ eine projektive
Geometrie ist.
Da auf jeder Geraden von Σ genau drei Punkte liegen, ist die Ordnung von
Σ gleich 2. Ist r der Rang der Geometrie, so ist also 15 = 2r − 1, so dass
r = 4 ist. Auf Grund des ersten Struktursatzes ist Σ daher die projektive
Geometrie vom Range 4 u¨ber GF(2). Von dieser wissen wir nun, dass sie eine
Kollineationsgruppe besitzt, die zur A7 isomorph ist. Aus Satz 1.13 folgt, dass
|PΓL(4, 2)| = |PGL(4, 2)| = |PSL(4, 2)| = |A8|
ist. Ferner entha¨lt PSL(4, 2), wie gerade gesehen, eine zur A7 isomorphe Un-
tergruppe. Diese hat natu¨rlich den Index 8 in PSL(4, 2), so dass PSL(4, 2) auf
den Rechtsrestklassen dieser Untergruppe als Permutationsgruppe vom Grade
8 operiert. Da die PSL(4, 2) einfach ist, folgt, dass sie in der alternierenden
Gruppe vom Grade 8 enthalten ist. Weil beide Gruppen die gleiche Ordnung
haben, sind sie also gleich.
Damit ist Satz 4.1 vollsta¨ndig bewiesen. Zum Schluss haben wir mehr be-
wiesen als in diesem Satze formuliert. Es ist also noch ein Korollar zu for-
mulieren.
4.10. Korollar. Ist V der Vektorraum vom Range 4 u¨ber GF(2), so besitzt
PSL(V ) eine zur A7 isomorphe Kollineationsgruppe, die auf den Punkten von
LGF(2)(V ) zweifach transitiv operiert.
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Beweis. Die A7 operiert in obiger Darstellung auf der Menge der Geraden
transitiv. Wir setzen γ := (456) und bezeichnen mit P die Ebene, mit der
wir starteten. Dann ist P 6= P γ 6= P γ2 6= P . Folglich permutiert die von γ
erzeugte Gruppe die mit der Geraden {0, 1, 2} inzidierenden Punkte transitiv.
Weil zwei verschiedene Punkte mit genau einer Geraden inzidieren, ist A7 daher
auf der Menge der 2-Teilmengen der Punktmenge transitiv. Weil die Ordnung
der A7 gerade ist, folgt schließlich, dass A7 auf der Punktmenge der betrachteten
Geometrie zweifach transitiv operiert.
Bei diesen Untersuchungen ist als Nebenergebnis herausgekommen, dass die
Gruppen A5, A6 und A8 einfach sind. Generell gilt, dass An einfach ist, wenn
nur n 6= 4 ist. Dies beweist Camille Jordan in seinem Traite´ (Jordan 1870/1989,
S. 66). Mit diesem Buche beginnen auch die systematischen Untersuchungen der
in diesem Kapitel betrachteten und anderer in der Geometrie vorkommenden
Gruppen, wobei Jordan als Ko¨rper nur die Galoisfelder GF(p) betrachtet, wo
p eine Primzahl ist. Jordan kannte den Begriff der Faktorgruppe noch nicht,
der erst durch Otto Ho¨lder eingefu¨hrt wurde (Ho¨lder 1889). Bei ihm, Jordan,
findet sich die Einfachheit der PSL(n, p) unter dem Satz verborgen, dass ein
Normalteiler der Gruppe GL(n, p) entweder im Zentrum von GL(n, p) enthalten
ist oder aber die SL(n, p) entha¨lt.
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In diesem Abschnitt werden wir Kollineationen untersuchen, die eine Verallge-
meinerung der Perspektivita¨ten darstellen und wie diese gewisse Unterraumkon-
figurationen punktweise festlassen. Da sie sich also quasi wie Perspektivita¨ten
verhalten, werden wir sie Quasiperspektivita¨ten nennen. Wir beginnen mit der
Formulierung eines Satzes, der eine banale, jedoch sehr nu¨tzliche Folgerung aus
Satz 1.2 ist.
5.1. Satz. Es sei V ein Vektorraum u¨ber dem Ko¨rper K mit RgK(V ) ≥ 2.
Ist γ ∈ PΓL(V ) und la¨sst γ eine Gerade von LK(V ) punktweise fest, so ist γ
projektiv.
Beweis. Es sei G eine Gerade von LK(V ), die von γ punktweise festgelassen
wird. Ferner sei δ ∈ ΓL(V ) und γ werde von δ induziert. Nach 1.2 gibt es dann
ein k ∈ K∗ mit gδ = gk fu¨r alle g ∈ G. Fu¨r den begleitenden Automorphismus
α von δ gilt dann xα = k−1xk, so dass α ein innerer Automorphismus ist. Nach
1.3 ist γ daher projektiv.
Es sei V ein Vektorraum u¨ber dem Ko¨rper K und τ sei eine Kollineation von
LK(V ), die einen Unterraum U festla¨sst. Dann induziert τ eine Kollineation τ
∗
in U und eine Kollineation τ∗∗ in V/U . Wir nennen τ Quasiperspektivita¨t , falls
τ∗ = 1 und τ∗∗ = 1 ist. Ist τ eine Quasiperspektivita¨t und ist U = {0} oder
U = V , so ist τ = 1. Ist RgK(U) = 1, so ist τ eine Perspektivita¨t mit dem
Zentrum U , und ist RgK(V/U) = 1, so ist τ eine Perspektivita¨t mit der Achse
U . Es sei daher RgK(U) ≥ 2 und RgK(V/U) ≥ 2. Nach 5.1 ist τ projektiv. Es
gibt daher eine lineare Abbildung σ, die τ induziert. Wegen RgK(U) ≥ 2 folgt
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aus 1.2 die Existenz eines von Null verschiedenen Elementes m in Z(K) mit
uσ = um fu¨r alle u ∈ U . Wir ko¨nnen ohne Einschra¨nkung der Allgemeinheit
annehmen, dass m = 1 ist. Wegen RgK(V/U) ≥ 2 folgt fernerhin die Existenz
eines von Null verschiedenen Elementes k ∈ Z(K) mit vσ +U = vk+U fu¨r alle
v ∈ V . Definiert man α durch vα := vσ − vk fu¨r alle v ∈ V , so ist α eine lineare
Abbildung von V in U . Es sind nun zwei Fa¨lle zu unterscheiden, na¨mlich die
Fa¨lle k 6= 1 und k = 1.
Ist k 6= 1, so nennen wir τ eine Quasistreckung . In diesem Falle setzen wir
W :=
{
v − vα(1− k)−1 | v ∈ V }.
Dann ist W ein Unterraum von V , da k ja ein Zentrumselement ist. Aus vα ∈ U
und
v = vα(1− k)−1 + v − vα(1− k)−1
folgt V = U +W . Ist u ∈ U , so ist uα = uσ − uk = u(1− k). Wegen vα ∈ U ist
daher
vα
2
= vα(1− k).
Hiermit folgt (
v − vα(1− k)−1)α = vα − vα(1− k)(1− k)−1 = 0.
Dies besagt, dass W im Kern von α liegt. Ist nun x ∈ U ∩ W , so ist also
0 = xα = x(1− k), so dass x = 0. Folglich ist V = U ⊕W . Ferner ist(
v − vα(1− k)−1)σ = vσ − vασ(1− k)−1
= vσ − vα(1− k)−1
= vα + vk − vα(1− k)−1
=
(
vα(1− k) + vk(1− k)− vα)(1− k)−1
=
(
vk(1− k)− vαk)(1− k)−1
=
(
v − vα(1− k)−1)k.
Daher ist wσ = wk fu¨r alle w ∈W . Die Kollineation τ la¨sst also in diesem Falle
die beiden windschiefen Unterra¨ume U und W punktweise fest, was den Namen
Quasistreckung rechtfertigt.
Im Falle k = 1 gilt
vα
2
= vασ − vαk = vα − vα = 0,
da ja vα ∈ U ist. Folglich ist α2 = 0. Ferner ist uα = uσ − u = u − u = 0
fu¨r alle u ∈ U . Also ist Uα ⊆ U ⊆ Kern(α). Es sei vσ = va 6= 0. Dann ist
va = vσ = v+ vα. Hieraus folgt v(a− 1) = vα ∈ U . Wa¨re a 6= 1, so wa¨re v ∈ U
und daher v = vσ = va und also doch a = 1. Also ist v = vσ = v + vα und
damit vα = 0. Somit ist v ∈ Kern(α). Dies besagt wiederum, dass τ außerhalb
Kern(α) keinen Fixpunkt hat. Deshalb nennen wir τ eine Quasielation. Ferner
nennen wir Kern(α) Achse und V α Zentrum von τ .
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5.2. Satz. Es sei V ein Vektorraum u¨ber dem Ko¨rper K mit RgK(V ) ≥ 3.
Ferner seien U und W Unterra¨ume von V mit V = U⊕W . Schließlich bezeichne
Λ(U,W ) die Gruppe aller Quasistreckungen, die U und W punktweise festlassen.
a) Ist RgK(U) = 1 oder RgK(W ) = 1, so ist Λ(U,W ) zu K
∗ isomorph.
b) Ist RgK(U) ≥ 2 und RgK(W ) ≥ 2, so ist Λ(U,W ) zu Z(K∗) isomorph.
In jedem Falle ist Λ(U,W ) ⊆ PG∗L(V ).
Beweis. a) ist nichts Neues. Es ist hier nur noch einmal notiert, um den
Kontrast zu b) deutlich werden zu lassen.
b) Ist k ∈ Z(K∗) und definiert man λ(k) durch
(u+ w)λ(k) := u+ wk,
so induziert λ(k) eine Kollineation aus Λ(U,W ). Wie wir schon gesehen haben,
erha¨lt man auf diese Weise alle Abbildungen aus Λ(U,W ). Mit 1.2 folgt, dass
λ(k) genau dann die Identita¨t induziert, wenn k = 1 ist. Da λ offensichtlich ein
Homomorphismus ist, ist bereits alles gezeigt.
Es sei wieder V = U ⊕W . Die Geometrie LK(V ) werde (U,W )-transitiv
genannt, falls es zu zwei verschiedenen Punkten P und Q, die weder auf U noch
auf W liegen und fu¨r die U ∩ (P +Q) 6= {0} sowie W ∩ (P +Q) 6= {0} gilt, stets
ein λ ∈ Λ(U,W ) gibt mit Pλ = Q.
5.3. Satz. Ist V ein Vektorraum u¨ber dem Ko¨rper K mit RgK(V ) ≥ 4, so sind
die folgenden Aussagen a¨quivalent:
a) LK(V ) ist pappossch.
b) Sind U,W ∈ LK(V ), ist RgK(U) ≥ 2 und RgK(W ) ≥ 2 und ist V = U ⊕W ,
so ist LK(V ) ein (U,W )-transitiver Raum.
c) Es gibt zwei Unterra¨ume U , W ∈ LK(V ) mit RgK(U) ≥ 2, RgK(W ) ≥ 2
und V = U ⊕W , so dass LK(V ) ein (U,W )-transitiver Raum ist.
Beweis. a) impliziert b): Gilt a), so ist K kommutativ. Es sei V = U ⊕W .
Ferner seien P = pK und Q = qK Punkte, die weder in U noch in V liegen, fu¨r
die jedoch (P +Q) ∩ U 6= {0} und (P +Q) ∩ V 6= {0} gilt. Es gibt dann von 0
verschiedene Vektoren u, u′ ∈ U und w, w′ ∈W mit p = u+w und q = u′+w′.
Weil (P + Q) ∩ U und (P + Q) ∩W Punkte sind, gibt es von 0 verschiedene
Elemente a, b ∈ K mit u′ = ua und w′ = wb. Setzt man c := ba−1 und definiert
σ durch (x+ y)σ := x+ yc fu¨r alle x ∈ U und alle y ∈W , so induziert σ wegen
der Kommutativita¨t von K eine Kollineation, die zu Λ(U,W ) geho¨rt. Ferner ist
pσ = u+ vc = (ua+ vb)a−1 = qa−1
und daher Pσ = Q. Damit ist b) aus a) hergeleitet.
b) impliziert c): Natu¨rlich, denn wir haben ja RgK(V ) ≥ 4 vorausgesetzt.
c) impliziert a): Es sei 0 6= u ∈ U , 0 6= w ∈ W und 0 6= c ∈ K. Dann sind
P := (u+w)K und Q := (u+wc)K zwei verschiedene Punkte, die weder auf U
noch auf W liegen und fu¨r die (P +Q)∩U = uK und (P +Q)∩W = wK gilt.
Nach Voraussetzung gibt es ein a ∈ Z(K∗), so dass die durch (x+y)σ := x+ya
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fu¨r alle x ∈ U und alle y ∈ W definierte Abbildung σ den Punkt P auf den
Punkt Q abbildet. Es gibt daher ein b ∈ K mit
u+ wa = pσ = qb = (u+ wc)b.
Weil u und w linear unabha¨ngig sind, folgt b = 1 und a = c, so dass c ∈ Z(K)
gilt. Daher ist K kommutativ, so dass LK(V ) pappossch ist.
5.4. Satz. Es sei V ein Vektorraum u¨ber dem Ko¨rper K und es gelte RgK(V ) ≥
3. Ferner seien U und W von {0} verschiedene Unterra¨ume von V mit V =
U ⊕W . Schließlich sei Λ1 die Gruppe aller Kollineationen aus PG∗L(V ), die U
als Ganzes und W punktweise festlassen, und Λ2 die Gruppe aller Kollineationen
aus PG∗L(V ), die U punktweise und W als Ganzes festlassen. Dann gilt:
a) Die Gruppen Λ1 und Λ2 normalisieren sich gegenseitig.
b) Es ist Λ1 ∩ Λ2 = Λ(U,W ).
c) Λ1 induziert in LK(U) die Gruppe PG
∗L(U) und Λ2 induziert in LK(W ) die
Gruppe PG∗L(W ).
d) Λ1Λ2 ist die Untergruppe aller Kollineationen aus PG
∗L(V ), die U und W
festlassen.
e) Es ist (Λ1Λ2)/Λ(U,W ) ∼= PG∗L(U)× PG∗L(W ).
f) Es ist Z(Λ1Λ2) = Z(Λ(U,W )).
Beweis. a) und b) sind banal.
c) Wir zeigen, dass Λ1 in LK(U) die Gruppe PG
∗L(U) induziert. Die zweite
Aussage beweist sich analog.
Weil λ1 den Raum U festla¨sst, induziert Λ1 eine Kollineationsgruppe L in
LK(U), die in PG
∗L(U) enthalten ist, da Λ1 nur aus projektiven Kollineationen
besteht. Es sei σ ∈ PG∗L(U). Es gibt dann ein λ ∈ G∗L(U), welches σ induziert.
Wir definieren die Abbildung µ ∈ G∗L(V ) durch (u + w)µ = uλ + w fu¨r alle
u ∈ U und alle w ∈ W . Dann induziert µ eine Kollineation aus Λ1, die auf
LK(U) mit σ u¨bereinstimmt. Also ist L = PG
∗L(U).
d) Es sei γ eine projektive Kollineation mit Uγ = U und W γ = W . Nach
c) gibt es ein λ ∈ Λ1 mit P γ = Pλ fu¨r alle Punkte P von LK(U). Es folgt
γλ−1 ∈ Λ2 und damit γ ∈ Λ2Λ1 = Λ1Λ2.
e) Aus a) und b) folgt
(Λ1Λ2)/Λ(U,W ) =
(
Λ1/Λ(U,W )
)× (Λ2/Λ(U,W )),
woraus mit c) die Behauptung folgt.
f) Es sei ζ ∈ Z(Λ1Λ2). Da Z(PG∗L(U)) = {1} und Z(PG∗L(W )) = {1} ist,
folgt mit c), dass ζ ∈ Λ(U,W ) gilt. Somit ist Z(Λ1Λ2) ⊆ Z(Λ(U,W )).
Es sei umgekehrt ζ ∈ Z(Λ(U,W )): Dann gibt es ein k ∈ Z(K∗) mit (u +
w)ζ = u + wk fu¨r alle u ∈ U und alle w ∈ W . (Hier schon haben wir benutzt,
dass ζ ∈ Z(Λ(U,W )) gilt.) Ist λ ∈ Λ1Λ2, so folgt
(u+ w)ζλ = (u+ wk)λ = uλ + wλk = (uλ + wλ)ζ = (u+ w)λζ .
Also ist ζλ = λζ. Damit ist alles bewiesen.
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Mit CG(U) bezeichnen wir den Zentralisator der Teilmenge U von G in G,
dh. die Untergruppe aller mit jedem Element von U vertauschbaren Elemente
von G.
5.5. Satz. Es sei V ein Vektorraum u¨ber dem Ko¨rper K mit RgK(V ) ≥ 3. Es
sei V = U ⊕W mit von {0} verschiedenen Unterra¨umen U und W . Ist dann
1 6= λ ∈ Z(Λ(U,W )), so gilt
a) Gibt es keine Kollineation in PG∗L(V ), die U mit W vertauscht, oder ist
λ2 6= 1, so ist
CPG∗L(V )(λ) = Λ1Λ2.
b) Ist λ2 = 1 und gibt es eine Kollineation in PG∗L(V ), die U mit W vertauscht,
so ist ∣∣CPG∗L(V )(λ) : Λ1Λ2∣∣ = 2,
und es gilt Z(CPG∗L(V )(λ)) = {1, λ}.
Beweis. Nach 5.4 f) ist Λ1Λ2 ⊆ CPG∗L(V )(λ). Es sei γ ein Element aus dem
Zentralisator von λ. Weil γ die Unterra¨ume, die aus Fixpunkten von λ bestehen,
unter sich permutiert, ist Uγ = U und W γ = W oder Uγ = W und W γ = U .
Aus 5.4 d) folgt daher, dass |CPG∗L(V )(λ) : Λ1Λ2| = 1 oder 2 ist. Es sei nun
γ 6∈ Λ1Λ2. Dann ist also Uγ = W und W γ = U . Es sei (u+ w)λ = u+ wk mit
einem geeigneten k ∈ Z(K∗). Dann gibt es ein r ∈ K mit
wγ + uγk = (u+ w)γλ = (u+ w)λγr = (uγ + wγk)r.
Hieraus folgt k = r und kr = 1. Also ist k = 1 oder k = −1, so dass a) bewiesen
ist.
Ist λ2 = 1, so ist (u + w)λ = u − w, da ja λ 6= 1 ist. Ist γ eine Abbildung
aus G∗L(V ), die U mit W vertauscht, so ist
(u+ w)λγ = (u− w)γ = uγ − wγ
= −(wγ − uγ) = −(wγ + uγ)λ = −(u+ w)γλ,
woraus folgt, dass |CPG∗L(V )(λ) : Λ1Λ2| = 2 ist. Aus a) folgt schließlich noch,
dass
Z
(
CPG∗L(V )(λ)
)
= {1, λ}
ist, da Z(K∗) nur eine Involution, na¨mlich −1 entha¨lt.
Sind U und W Unterra¨ume des Vektorraumes V , so bezeichnen wir mit
E(U,W ) die Menge aller Quasielationen, deren Zentren in U liegen und deren
Achsen W enthalten.
Sind X und Y zwei Rechtsvektorra¨ume u¨ber dem Ko¨rper K, so bezeichnen
wir mit HomK(X,Y ) die Menge aller linearen Abbildungen von X in Y . Die
Menge HomK(X,Y ) wird mit der punktweise definierten Addition eine abelsche
Gruppe.
5.6. Satz. Es sei V ein Vektorraum u¨ber dem Ko¨rper K mit RgK(V ) ≥
3. Sind U und W Unterra¨ume von V mit U ≤ W , so ist E(U,W ) eine zu
HomK(V/W,U) isomorphe Gruppe.
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Beweis. Setze
H :=
{
α | α ∈ HomK(V,U),W ⊆ Kern(α)
}
.
Dann ist H eine Untergruppe von HomK(V,U), die, wie unmittelbar zu sehen,
zu HomK(V/W,U) isomorph ist. Ist α ∈ H und definiert man τ(α) durch
H :=
{
α | α ∈ HomK(V,U),W ⊆ Kern(α)
}
.
Dann ist H eine Untergruppe von HomK(V,U), die wie unmittelbar zu sehen,
zu HomK(V/W,U) isomorph ist. Ist α ∈ H und definiert man τ(α) durch
xτ(α) := x+ xα
fu¨r alle x ∈ X und ist τ∗(α) die von τ(α) in LK(V ) induzierte Kollineation,
so ist τ∗(α) ∈ E(U,W ). Ferner ist τ∗ nach dem, was wir bereits wissen, eine
Abbildung von H auf E(U,W ).
Sind α, β ∈ H, so ist V α ≤ U ≤ W ≤ Kern(β) und daher αβ = 0. Folglich
ist
xτ(α)τ(β) = x+ xα + (x+ xα)β
= x+ xα + xβ = x+ xα+β
= xτ(α+β).
Dies besagt, dass τ∗ ein Homomorphismus von H auf E(U,W ) ist.
Ist τ∗(α) = 1, so gibt es ein k ∈ K mit xk = xτ(α) = x+ xα fu¨r alle x ∈ V .
Nun ist
vα ⊆ U ⊆W ⊆ Kern(α).
Hieraus folgt, dass α nicht injektiv sein kann, weil das dann V = {0} zur Folge
ha¨tte. Somit ist der Kern von α nicht trivial. Es gibt also ein y ∈ Kern(α) mit
y 6= 0 = yα. Dann ist aber yk = y und folglich k = 1. Hieraus folgt xα = 0 fu¨r
alle x ∈ V . Dies zeigt, dass τ∗ injektiv ist. Damit ist der Satz bewiesen.
Zur Bestimmung des Zentralisators einer Quasielation beno¨tigen wir noch
einige Informationen u¨ber die Struktur von Schiefko¨rpern.
5.7. Satz von Cartan-Brauer-Hua. Es sei K ein Ko¨rper und F sei ein
Teilko¨rper von K. Ist dann x−1Fx = F fu¨r alle x ∈ K∗, so ist F ⊆ Z(K) oder
F = K.
Beweis. Es sei k ∈ K und es gebe ein f ∈ F , welches mit k nicht vertauschbar
sei. Setze f1 := kfk
−1. Dann ist also f1 6= f , so dass insbesondere k 6= −1 ist.
Setze f2 := (1+k)f(1+k)
−1. Dann ist auch f2 6= f . Nun ist (1+k)f = f2(1+k)
und folglich f2k − kf = f − f2. Weiter ist kf = f1k. Also ist
0 6= f − f2 = f2k − kf = f2k − f1k = (f2 − f1)k,
so dass f2 − f1 6= 0 ist. Daher ist
k = (f2 − f1)−1(f − f2).
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Weil x−1Fx = F fu¨r alle x ∈ K∗ gilt, sind f1, f2 ∈ F . Daher ist k ∈ F . Dies
zeigt, dass alle Elemente von K, die F nicht zentralisieren, in F liegen.
Es sei nun F 6⊆ Z(K). Ist C der Zentralisator von F in K, so ist dann
K −C 6= ∅. Wie wir gerade gesehen haben, gilt K −C ⊆ F . Weil K −C nicht
leer ist, gibt es ein k in dieser Menge. Dann ist aber k + C ⊆ K − C. Folglich
gilt k ∈ F . Weil F ein Ko¨rper ist, ist dann auch C ⊆ F , so dass, wie behauptet,
K = F ist.
5.8. Korollar. Es sei K ein Ko¨rper und k ∈ K. Ist x−1kx fu¨r alle x ∈ K∗
mit k vertauschbar, so ist k ∈ Z(K).
Beweis. Wir du¨rfen annehmen, dass k 6= 0 ist. Es sei C der Zentralisator von
k in K und F sei der von allen x−1kx erzeugte Teilko¨rper. Dieser ist definiert,
da k von 0 verschieden ist. Auf Grund unserer Annahme ist F ⊆ C. Ferner ist
y−1Fy = F fu¨r alle y ∈ K∗. Nach dem Satz von Cartan-Brauer-Hua ist daher
entweder F ⊆ Z(K) oder F = K. Nun ist aber k = k−1kk ∈ F , so dass in
beiden Fa¨llen k ∈ Z(K) gilt, da aus F = K ja C = K folgt.
5.9. Satz. Es sei K ein Ko¨rper der Charakteristik p > 0. Ist S eine Unter-
gruppe von K∗ und ist Z eine Untergruppe von Z(K∗) mit Z ⊆ S, so gilt:
a) Ist S/Z eine abelsche p-Gruppe, so ist S abelsch.
b) Ist S/Z ein abelscher p-Normalteiler von K∗/Z, so ist S ⊆ Z(K∗).
Beweis. a) Sind s, t ∈ S, so gibt es ein z ∈ Z mit t−1st = sz. Ist pa die
Ordnung von s modulo Z, so ist
sp
a
= t−1sp
a
t = (t−1st)p
a
= sp
a
zp
a
,
da Z ja im Zentrum von K∗ liegt. Also ist zp
a
= 1. Dies hat z = 1 zur Folge,
da p ja die Charakteristik von K ist.
b) Ist k ∈ K∗ und s ∈ S, so gibt es ein t in S mit k−1sk = st. Ist pa die
Ordnung von s modulo Z, so ist
sp
a
= k−1sp
a
k = (k−1sk)p
a
= (st)p
a
= sp
a
tp
a
,
da ja Z im Zentrum von K liegt. Hieraus folgt wiederum tp
a
= 1 und damit
t = 1, so dass k−1sk = s ist. Damit ist alles bewiesen.
Wir nennen Normalreihe einer Gruppe eine Kette von Normalteilern dieser
Gruppe, wobei sich Kette auf die Inklusion als Teilordnung bezieht. Der Leser
beachte, dass die Terminologie in der Literatur nicht einheitlich ist.
5.10. Satz. Es sei V ein Vektorraum u¨ber dem Ko¨rper K mit RgK(V ) ≥
3. Ferner sei τ eine von eins verschiedene Quasielation von LK(V ) mit dem
Zentrum U und der Achse W . Setze H := CPG∗L(V )(τ). Dann besitzt H eine
Normalreihe
{1} ⊆ H2 ⊆ H1 ⊆ H0 ⊆ H
mit folgenden Eigenschaften:
a) Ist RgK(V/W ) ≥ 2, so ist H/H0 ∼= PG∗L(V/W ), ist jedoch RgK(V/W ) = 1,
so ist H/H0 ∼= K∗/Z(K∗).
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b) Es ist H0/H1 ∼= G∗L(W/U).
c) Es ist H1/H2 ∼= HomK(W/U,U).
d) Es ist H2 ∼= HomK(V/W,W ).
Ferner gilt:
e) Z(H) ist zur additiven Gruppe von Z(K) isomorph.
f) Es ist Z(H1) ∼= HomK(V/W,U).
g) Ist U 6= W , so ist Z(H1) echt in H2 enthalten.
h) Es ist CH(Z(H1)) = H0.
i) Ist die Charakteristik p von K von Null verschieden, so ist H1 der gro¨ßte
auflo¨sbare p-Normalteiler von H.
Beweis. Setze α := τ − 1. Dann ist U = V α und W = Kern(α). Dabei
haben wir τ mit der linearen Abbildung identifiziert, die τ induziert. Es sei γ ∈
G∗L(V ) und γ induziere in LK(V ) eine Kollineation, die mit der Kollineation
τ vertauschbar sei. Es gibt dann ein k ∈ K∗ mit xτγ = xγτk fu¨r alle x ∈ V .
Hieraus folgt
xγ + xαγ = xγk + xγαk
fu¨r alle x ∈ V . Weil τ 6= 1 ist, ist U 6= {0} und daher auch W 6= {0}. Es gibt
also ein von 0 verschiedenes y ∈W . Wegen W = Kern(α) ist daher
yγ(1− k) = yγα.
Wa¨re k 6= 1, so folgte hieraus
yγ ∈ V α ⊆ Kern(α)
und damit wiederum yγ = 0, was seinerseits den Widerspruch y = 0 nach sich
zo¨ge. Also ist doch k = 1, so dass αγ = γα ist. Ist umgekehrt γ ∈ G∗L(V )
und ist γ mit α vertauschbar, so induziert γ ein Element im Zentralisator der
Quasielation τ . Somit wird H von CG∗L(V )(α) induziert, so dass wir zuna¨chst
den Zentralisator von α in G∗L(V ) untersuchen. Diesen Zentralisator bezeich-
nen wir im Folgenden mit C.
Es sei W = U ⊕ S und V = W ⊕ T . Dann ist V = U ⊕ S ⊕ T . Wegen
W = Kern(α) ist Tα = U und wegen W ∩ T = {0} gibt es zu jedem u ∈ U
genau ein t ∈ T mit tα = u.
Es sei γ ∈ C. Dann ist Uγ = U . Ist u ∈ U , so ist also
uγ = tαγ = tγ11α
mit einem t ∈ T und einem Endomorphismus γ11 von T . Weil die Einschra¨nkung
von γ auf U in G∗L(U) liegt, ist γ11 sogar ein Element aus G∗L(T ).
Weil W der Kern von α ist, ist auch W γ = W . Ist s ∈ S, so gibt es daher
ein γ21 ∈ HomK(S,U) und ein γ22 ∈ EndK(S) mit
sγ = sγ21 + sγ22 .
Ist sγ22 = 0, so ist sγ ∈ U . Weil γ bijektiv ist und U invariant la¨sst, folgt s ∈ U
und damit s = 0, da ja U ∩S = {0} ist. Dies zeigt, dass γ22 injektiv ist. Wegen
U + S = W = W γ = Uγ + Sγ
⊆ U + Sγ21 + Sγ22 = U + Sγ22 ⊆ U + S
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ist U ⊕S = U +Sγ22 . Hieraus folgt mittels des Modulargesetzes, dass S = Sγ22
ist. Also ist γ22 ∈ G∗L(S).
Ist schließlich t ∈ T , so gibt es γ31 ∈ HomK(T,U), γ32 ∈ HomK(T, S) und
γ33 ∈ EndK(T ) mit
tγ = tγ31 + tγ32 + tγ33 .
Wegen U + S = W = Kern(α) folgt
tγ11α = tαγ = tγα = tγ31α + tγ32α + tγ33α = tγ33α.
Weil die Einschra¨nkung von α auf T injektiv ist, folgt hieraus die Gleichheit
von γ11 und γ33.
Seien umgekehrt γ11 ∈ G∗L(T ) und γ22 ∈ G∗L(S) sowie γ21 ∈ HomK(S,U),
γ31 ∈ HomK(T,U) und γ32 ∈ HomK(T, S). Definieren wir γ durch
(tα + s+ t1)
γ := tγ11α + sγ21 + sγ22 + tγ311 + t
γ32
1 + t
γ11
1 ,
so ist γ ∈ C, wie wir jetzt zeigen werden.
Weil tγ11α + sγ21 + sγ22 + tγ311 + t
γ32
1 im Kern von α liegt, ist
(tα + s+ t1)
γα = tγ11α.
Andererseits ist auch tα + s ein Element des Kerns von α. Daher ist
(tα + s+ t1)
αγ = tαγ1 .
Benutzt man schließlich noch einmal die Definition von γ, so folgt tαγ1 = t
γ11α
1 .
Fasst man alles zusammen, so erha¨lt man αγ = γα.
Wir zeigen, dass γ surjektiv ist. Es ist
Uγ = Tαγ = T γ11α = Tα = U.
Ferner ist
sγ22 = sγ − sγ21 ∈ Sγ + U
und daher S = Sγ22 ⊆ Sγ + U . Folglich ist
W = U + S ⊆ U + Sγ = Uγ + Sγ = W γ ,
so dass W = W γ ist. Wegen
tγ11 = tγ − tγ31 − tγ32 ∈ T γ +W
ist T = T γ11 ⊆ T γ +W und daher
V = W + T ⊆W + T γ = W γ + T γ = V γ .
Dies besagt aber, dass γ surjektiv ist.
Es sei schließlich 0 = (tα + s + t1)
γ . Weil V die direkte Summe von U , S
und T ist, folgt zuna¨chst tγ111 = 0 und damit t1 = 0. Folglich ist
tγ11α + sγ21 + sγ22 = 0.
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Dies zieht sγ22 = 0 und damit s = 0 nach sich. Dann ist aber tγ11α = 0, was
schließlich t = 0 impliziert. Also ist γ auch injektiv. Daher gilt das folgende
Zwischenresultat:
Ist γ ∈ C, so gibt es Abbildungen γ11 ∈ G∗L(T ), γ22 ∈ G∗L(S), γ21 ∈
HomK(S,U), γ31 ∈ HomK(T,U) und γ32 ∈ HomK(T, S) mit
(tα + s+ t1)
γ = tγ11α + sγ21 + sγ22 + tγ311 + t
γ32
1 + t
γ11
1 ;
sind umgekehrt γij wie gerade beschrieben gegeben und definiert man γ durch
diese Gleichung, so ist γ ∈ C.
Es sei C0 diejenige Untergruppe von C, die auf dem Faktorraum V/W die
Identita¨t induziert. Es ist V/W = {t + W | t ∈ T}. Ist γ ∈ C0, so ist also
tγ11 + W = t + W fu¨r alle t ∈ T . Wegen T ∩W = {0} folgt, dass γ11 = 1 ist.
Also gilt γ ∈ C0 genau dann, wenn γ11 = 1 ist. Dies impliziert einmal, dass
C/C0 ∼= G∗L(T ) = G∗L(V/W )
ist und dass C0 auch den Unterraum U vektorweise festla¨sst.
Es sei C1 diejenige Untergruppe von C0, die auf W/U die Identita¨t induziert.
Ist γ ∈ C1, so folgt, da W/U = {s + U | s ∈ S} ist, dass sγ22 + U = s + U ist
fu¨r alle s ∈ S. Weil S und U trivialen Schnitt haben, folgt γ22 = 1. Es ist also
genau dann γ ∈ C1, wenn γ11 = 1 und γ22 = 1 ist. Hieraus folgt wiederum
C0/C1 ∼= G∗L(S) ∼= G∗L(W/U).
Es sei C2 die Untergruppe von C1, die W vektorweise festla¨sst. Dann folgt,
dass C1/C2 zu einer Gruppe von Quasitransvektionen von W isomorph ist,
deren Zentren in U liegen und deren Achsen U enthalten. Es sei umgekehrt λ
eine Quasitransvektion von W , deren Zentrum in U liegt und deren Achse U
entha¨lt. Dann ist also wλ = w + wβ mit β ∈ HomK(W,U) und U ⊆ Kern(β).
Definiert man nun γ durch
(tα + s+ t1)
γ := tα + sβ + s+ t1,
so ist γ ∈ C1 und wegen U ⊆ Kern(β) induziert γ in W die Abbildung λ. Nach
5.6 ist folglich
C1/C2 ∼= HomK(W/U,U).
Weil die Elemente von C2 auf W und V/W die Identita¨t induzieren, ist C2
eine Gruppe von Quasitransvektionen von V , deren Zentren in W enthalten sind
und deren Achse W enthalten. Ist umgekehrt µ eine solche Quasitransvektion,
so gibt es ein µ31 ∈ HomK(T,U) und ein µ32 ∈ HomK(T, S) mit
tµ = t+ tµ31 + tµ32 .
Hieraus folgt
(tα + s+ t1)
µ = tα + s+ tµ31 + tµ32 + t,
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so dass µ ∈ C2 ist. Somit ist
C2 ∼= HomK(V/W,W ).
Wir betrachten nun die von C, C0, C1 und C2 in LK(V ) induzierten Kolli-
neationsgruppen H, H0, H1 und H2. Weil Ci offensichtlich ein Normalteiler
von C ist, ist Hi ein Normalteiler von H. Auf Grund des Zwischenresultates
ist der Kern des Homomorphismus von C auf H gerade die Gruppe M aller
Multiplikationen µ(k) mit k ∈ Z(K∗), wobei µ(k), wie schon zuvor, durch
vµ(k) := vk definiert ist. Es folgt, dass MCi das Urbild von Hi in C ist. Ferner
ist M ∩ Ci = {1}, da U wegen τ 6= 1 mindestens den Rang 1 hat und U von
Ci vektorweise festgelassen wird. Setzt man noch C3 := {1} und H3 := {1}, so
folgt fu¨r i := 0, 1, 2, dass
Hi/Hi+1 ∼= (MCi)/(MCi+1) = (MCi+1Ci)/(MCi+1)
∼= Ci/(Ci ∩MCi+1) = Ci/Ci+1
ist, da ja wegen Ci+1 ⊆ Ci auf Grund des Modulargesetzes die Gleichungen
Ci ∩MCi+1 = (Ci ∩M)Ci+1 = Ci+1
gelten. Damit ist die Gu¨ltigkeit von b), c) und d) bewiesen.
Betrachtet man die Abbildungen γ ∈ C mit γ21 = 0, γ31 = 0, γ32 = 0 und
γ22 = 1, so bilden diese eine Untergruppe D von C. Es ist C = DC0 und
D ∩ C0 = {1}. Ferner sieht man sofort, dass D ∩MC0 = Z(D) ist. Daher ist
H/H0 ∼= C/(MC0) = (DMC0)/(MC0) ∼= D/(D ∩MC0) = D/Z(D),
so dass auch a) gilt.
Als Na¨chstes bestimmen wir Z(H). Es sei δM ∈ Z(H). Ist γ ∈ C, so gibt
es wegen RgK(V ) ≥ 3 nach 1.2 ein kγ ∈ Z(K∗) mit vγδ = vδγkγ fu¨r alle v ∈ V .
Insbesondere ist dann
tγ11δ11α = tγ11αδ = tαγδ = tαδγkγ = t
δ11γ11αkγ = (t
δ11γ11kγ)
α
und daher
tγ11δ11 = tδ11γ11kγ
fu¨r alle t ∈ T . Weil γ11 alle Werte in G∗L(T ) annimmt und das Zentrum der
Gruppe PG∗L(T ) trivial ist, folgt, dass δ11 alle Punkte von LK(T ) festla¨sst.
Ist RgK(T ) ≤ 2, so gibt es nach 1.2 ein k ∈ Z(K∗) mit tδ11 = tk fu¨r alle
t ∈ T . Es sei RgK(T ) = 1 und T = t0K. Es gibt dann ein k ∈ K∗ mit tδ10 = t0k.
Ist nun m ∈ K∗, so gibt es ein γ11 ∈ G∗L(T ) mit tγ110 = t0m. Es gibt ferner ein
γ ∈ C, welches dieses γ11 induziert. Damit folgt
t0km = t
δ11
0 m = t
γ11δ11
0 = t
δ11γ11
0 kγ = t
γ11
0 kγ = t0mkkγ .
Hieraus folgt die Gleichung km = mkkγ . Weil kγ im Zentrum von K liegt ist
daher
km−1km = k2kγ = kkγk = m−1kmk.
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Weil dies fu¨r alle von Null verschiedenen m aus K gilt, folgt mit 5.8, dass
k ∈ Z(K∗) ist. Es gilt also in jedem Falle, dass tδ11 = tk fu¨r alle t ∈ T gilt,
wobei k ein passendes Elemente aus dem Zentrum von K ist. Hiermit folgt
weiter
tγ11k = tγ11δ11 = tδ11γ11kγ = t
γ11kkγ
und dann k = kkγ , so dass kγ = 1 ist. Da dies fu¨r alle γ ∈ C gilt, liegt δ im
Zentrum von C, so dass also Z(C) das Urbild von Z(H) ist.
Weil k im Zentrum von K liegt, folgt, dass die durch vη := vδk−1 erkla¨rte
Abbildung η in C und damit in C0 liegt. Da η und δ die gleiche Kollineation in
LK(V ) induzieren, folgt, dass Z(C) ∩ C0 bei dem Homomorphismus von C auf
H auf Z(H) abgebildet wird. Weil die Einschra¨nkung dieses Homomorphismus
auf C0 wegen M ∩C0 = {1} ein Monomorphismus ist, sind Z(C)∩C0 und Z(H)
isomorph.
Es sei γ ∈ C und δ ∈ Z(C) ∩ C0. Wegen δ11 = 1 ist dann
sγδ = (sγ21 + sγ22)δ = sγ21 + sγ22δ21 + sγ22δ22 .
Andererseits ist
sδγ = (sδ21 + sδ22)γ = sδ21γ + sδ22γ21 + sδ22γ22 .
Wegen γδ = δγ folgen die Gleichungen
sγ21 + sγ22δ21 = sδ21γ + sδ22γ21
und
sγ22δ22 = sδ22γ22 .
Da γ22 aller Werte in G
∗L(S) fa¨hig ist, folgt wieder die Existenz eines k ∈ Z(K∗)
mit sδ22 = sk fu¨r alle s ∈ S. Hieraus folgt mittels der ersten Gleichung
sγ21(1− k) = sδ21γ − sγ22δ21 .
Mit Hilfe des Zwischenresultates folgt, dass γ21 auch dann noch aller Werte in
HomK(S,U) fa¨hig ist, wenn γ auf U die Identita¨t induziert und γ22 = 1 ist.
Daher gilt
sγ21(1− k) = 0
fu¨r alle s ∈ S und alle γ21 ∈ HomK(S,U). Ist S 6= {0}, so folgt k = 1. Daher
ist in jedem Falle δ22 = 1 und
0 = sδ21γ − sγ22δ21 .
Hieraus folgt weiter, wiederum auf Grund des Zwischenresultates, dass δ21 = 0
ist, es sei denn, es ist K = GF(2) und RgK(U) = RgK(S) = 1 und folglich
RgK(V ) = 3. Dieser Fall kann aber nicht eintreten, wie wir gleich sehen werden.
Nun ist einerseits
tγδ = tγ31 + tγ32δ21 + tγ32 + tγ11δ31 + tγ11δ32 + tγ11
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und andererseits
tδγ = tδ31γ + tδ32γ21 + tδ32γ22 + tγ31 + tγ32 + tγ11 .
Wegen γδ = δγ folgen die beiden Gleichungen
tγ32δ21 + tγ11δ31 = tδ31γ + tδ31γ21
und
tγ11δ32 = tδ32γ22 .
Wa¨re δ21 6= 0, so wa¨re also RgK(U) = RgK(S) = RgK(T ) = 1 und K = GF(2).
Daher wa¨re γ11 = 1 und γ22 = 1 und folglich t
γ32δ21 = tδ32γ21 , da ja dann
tδ31γ = tδ31 ist. Mit γ21 = 0 und γ32 6= 0 folgte der Widerspruch δ21 = 0. Also
ist in jedem Falle δ21 = 0.
Wa¨re δ32 6= 0, so folgte wiederum, dass K = GF(2) und
RgK(U) = RgK(S) = RgK(T ) = 1
wa¨re. Dann wa¨re γ11 = 1 und folglich
tδ31 = tδ31 + tδ32γ21 ,
woraus γ21 = 0 folgte. Das zo¨ge aber den Widerspruch
{0} = HomK(S,U) 6= {0}
nach sich. Also ist doch δ32 = 0.
Damit ist gezeigt: Ist δ ∈ Z(C) ∩ C0, so ist
(tα + s+ t1)
δ = tα + s+ tδ311 + t1,
wobei δ31 der Bedingung γ11δ31 = δ31γ fu¨r alle γ ∈ C genu¨gt. Umgekehrt sieht
man unmittelbar, dass auch jede solche Abbildung δ in Z(C) ∩ C0 liegt.
Ist 1 6= δ ∈ Z(C) ∩ C0, so ist δ31 6= 0. Bezeichnet man mit β die Ein-
schra¨nkung von α auf T , so ist β ein Isomorphismus von T auf U . Es folgt, dass
auch δ31β
−1 6= 0 ist. Ferner ist
γ11δ31 = δ31γ = δ31β
−1αγ = δ31β−1γ11α,
so dass also
γ11δ31β
−1 = δ31β−1γ11
ist. Hieraus folgt, dass δ31β
−1 ∈ Z(G∗L(T )) ist. Dies impliziert, auch im Falle
RgK(T ) = 1, dass es ein k ∈ Z(K∗) gibt mit
tδ31β
−1
= tk
dh. mit
tδ31 = tαk
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fu¨r alle t ∈ T . Damit ist gezeigt, dass
(tα + s+ t1)
δ = tα + s+ tα1 k + t1
ist.
Ist umgekehrt k ∈ Z(K∗) und definiert man δ durch die gerade etablierte
Gleichung, so liegt δ in Z(C) ∩ C0. Hieraus folgt die Behauptung unter e).
Es seien γ, δ ∈ C1 und es gelte δM ∈ Z(H1). Es gibt dann ein k ∈ Z(K∗)
mit vγδ = vδγk. Hieraus folgt wegen γ11 = δ11 = 1, dass
tαγδ = tαδγk
ist. Dies hat k = 1 zur Folge. Hieraus folgt weiter, dass Z(H1) von Z(C1)
induziert wird.
Es sei γ ∈ C1 und δ ∈ Z(C1). Dann ist
tγδ = tγ31 + tγ32δ21 + tγ32 + tδ31 + tδ32 + t
und
tδγ = tδ31 + tδ32γ21 + tδ32 + tγ31 + tγ32 + t.
Somit ist γ32δ21 = δ32γ21 fu¨r alle γ21. Hieraus folgt δ21 = 0 und δ32 = 0. Nun
sind die Elemente aus C2 gerade die Elemente η mit η11 = 1, η21 = 0. Ist nun
U 6= W , so gibt es ein η ∈ C2 mit η32 6= 0, so dass in diesem Falle Z(C1) echt
in C2 enthalten ist. Hieraus folgt die Gu¨ltigkeit von g).
Es sei δ ∈ C2. Dann ist δ11 = 1, δ22 = 1 und δ21 = 0. Ist auch noch δ32 = 0,
so u¨berzeugt man sich leicht, dass δ ∈ Z(C1) ist. Dies impliziert f).
Es sei γ ∈ C und vγδ = vδγkδ fu¨r alle δ ∈ Z(C1), wobei kδ ein von δ
abha¨ngiges Element aus Z(K∗) sei. Ist u ∈ U , so ist auch uγ ∈ U . Daher ist
uδ = u und uγδ = uγ . Also ist
uγ = uγδ = uδγkδ = u
γkδ,
so dass kδ = 1 ist, da ja U 6= {0} ist. Somit sind γ und δ miteinander ver-
tauschbar.
Es ist
tγδ = tγ31 + tγ32 + tγ11δ31 + tγ11
und
tδγ = tδ31γ + tγ31 + tγ32 + tγ11 .
Also ist γ11δ31 = δ31γ fu¨r alle δ31 ∈ HomK(T,U). Dies impliziert, wie schon
mindestens zweimal gesehen, dass tγ11 = tz ist mit einem z ∈ Z(K∗). Nun
induzieren γ und die durch vη := vγz−1 definierte Abbildung η die gleiche
Kollineation in LK(V ). Daher ist CH(Z(H1)) ⊆ H0. Eine triviale Rechnung
zeigt schließlich, dass CH(Z(H1)) = H0 ist.
Aus c) und d) folgt, dass H
(2)
1 = {1} ist. Daher ist H1 auflo¨sbar. Ist
p := Char(K) > 0 , so folgt ebenfalls aus c) und d), dass ηp
2
= 1 ist fu¨r
alle η ∈ H1. Somit ist H1 ein auflo¨sbarer p-Normalteiler von H. Es sei G
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ein auflo¨sbarer p-Normalteiler von H. Dann ist auch GH1 ein auflo¨sbarer p-
Normalteiler, so dass wir annehmen du¨rfen, dass H1 ⊆ G ist.
Ist G ∩H0 6= H1, so ist (G ∩H0)/H1 ein nicht trivialer p-Normalteiler von
H0/H1. Aus b) folgt dann, dass G
∗L(W/U) einen nicht trivialen p-Normalteiler
N entha¨lt. Hieraus folgt RgK(W/U) ≤ 2, denn andernfalls enthielte K∗ einen
nicht trivialen p-Normalteiler, was wegen Char(K) = p > 0 nicht der Fall
ist. Nun ist Z(G∗L(W/U)) zu Z(K∗) isomorph, so dass auch das Zentrum
von G∗L(W/U) keinen nicht trivialen p-Normalteiler entha¨lt. Weil SL(W/U)
keine p-Gruppe ist, folgt SL(W/U) 6⊆ N . Nach 2.9 ist daher W/U der Vek-
torraum vom Range 2 u¨ber GF(2) oder GF (3). Dies kann aber nicht sein, da
GL(2, 2) keinen nicht trivialen 2-Normalteiler und GL(2, 3) keinen nicht trivialen
3-Normalteiler besitzt. Also ist G ∩H0 = H1.
Es sei G 6= H1. Wegen G ∩H0 = H1 ist dann (GH0)/H0 ein nicht trivialer
p-Normalteiler von H/H0. Wa¨re RgK(V/W ) ≥ 2, so ha¨tte PG∗L(V/W ) einen
nicht trivialen p-Normalteiler, was mit Hilfe von 2.8 auf einen Widerspruch
fu¨hrte. Also ist RgK(V/W ) = 1 und es folgt, dass K
∗/Z(K∗) einen nicht
trivialen, auflo¨sbaren p-Normalteiler N/Z(K∗) hat. Es gibt eine natu¨rliche Zahl
imitN (i) 6⊆ Z(K∗) undN (i+1) ⊆ Z(K∗). WeilN (i) inN charakteristisch ist, ist
N (i) ein Normalteiler von K∗/Z(K∗) ist. Nach 5.9 b) ist daher N (i) ⊆ Z(K∗).
Dieser Widerspruch zeigt, dass G = H1 ist, so dass 5.10 vollsta¨ndig bewiesen
ist.
Wir schließen diesen Abschnitt mit einem Korollar zu Satz 5.10, das zu
beweisen dem Leser als U¨bungsaufgabe u¨berlassen sei.
5.11. Korollar. Ist V ein Vektorraum u¨ber dem Ko¨rper K mit RgK(V ) ≥ 3,
so sind die folgenden Aussagen a¨quivalent:
a) LK(V ) ist pappossch.
b) Ist (OP,H) ein inzidentes Punkt-Hyperebenenpaar von LK(V ) und sind σ,
τ zwei von eins verschiedene Elationen aus E(P,H), so ist CPG∗L(V )(σ) =
CPG∗L(V )(τ).
c) Es gibt ein inzidentes Punk-Hyperebenenpaar (P,H) von LK(V ), so dass
fu¨r alle von eins verschiedenen Elationen σ und τ aus E(P,H) gilt, dass
CPG∗L(V )(σ) = CPG∗L(V )(τ) ist.
6. Zentralisatoren von Involutionen
Involutorische Streckungen und involutorische Elationen lassen sich an Hand
ihrer Zentralisatoren von anderen involutorischen Kollineationen unterscheiden.
Dies zu zeigen ist Ziel dieses Abschnitts. Im na¨chsten Abschnitt machen wir
dann davon Gebrauch und zeigen, dass die projektive Geometrie LK(V ) durch
die Gruppe PG∗L(V ) bis auf Isomorphie oder Antiisomorphie festgelegt ist.
6.1. Satz. Es sei V ein Vektorraum u¨ber dem Ko¨rper K mit RgK(V ) ≥ 1.
Ferner sei α ein innerer Automorphismus von K. Ist dann σ ∈ ΓL(V ) eine
semilineare Abbildung mit begleitendem Automorphismus α, ist γ ∈ G∗L(V ),
sind k, m ∈ K und gilt vσ2 = vk sowie vσγ = vγσm fu¨r alle v ∈ V , so ist m = 1
oder m = −1.
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Beweis. Es ist
vγσmxα = vσγxα = (vx)σγ = (vx)γσm = vγσxαm.
Also ist mxα = xαm fu¨r alle x ∈ K. Somit liegt m im Zentrum von K. Weil α
ein innerer Automorphismus von K ist, ist daher mα = m. Hiermit folgt, dass
vγk = vγσ
2
= (vσγm−1)σ = vσγσm−1 = vσ
2γm−2 = vγkm−2
ist. Somit ist k = km−2, woraus m2 = 1 und damit die Behauptung folgt, da
m ja im Zentrum liegt.
6.2. Satz. Es sei V ein Vektorraum u¨ber dem Ko¨rper K mit RgK(V ) ≥ 3. Es
sei σ eine Involution aus PG∗L(V ), die in LK(V ) keinen Fixpunkt habe, und C
sei der Zentralisator von σ in PG∗L(V,K). Mit ρ bezeichnen wir eine lineare
Abbildung, die σ induziert, und mit F den Teilring von EndZ(V ), der von K
und ρ erzeugt wird. Dann gilt:
a) F ist ein Ko¨rper und quadratische Erweiterung von K.
b) V ist auch ein Vektorraum u¨ber F .
c) Ist Char(K) = 2, so ist C/Z(C) ∼= PG∗L(V, F ) und Z(C) ∼= Z(F ∗)/Z(K∗).
d) Ist Char(K) 6= 2, so besitzt C einen Normalteiler N vom Index 2 mit
N/Z(N) ∼= PG∗L(V, F ) und Z(N) ∼= Z(F ∗)/Z(K∗). Ferner ist Z(C) =
{1, σ}.
Beweis. Weil σ eine Involution ist, gibt es ein k ∈ Z(K∗) mit vρ2 = vk fu¨r
alle v ∈ V . Weil ρ eine lineare Abbildung ist und k im Zentrum von k liegt, ist
F = {a+ bρ | a, b ∈ K}.
Es sei 0 6= v ∈ V . Dann ist vF ein Teilmodul des F -Moduls V und es ist
vF = vK + vρK. Weil σ keinen Fixpunkt hat, ist vρ 6∈ vK. Daher ist sogar
vF = vK ⊕ vρK. Dies impliziert, dass aus 0 = v(a+ bρ) = va+ vρb folgt, dass
a = b = 0 ist.
Es sei R ein von {0} verschiedenes Rechtsideal von F . Dann ist nach dem
gerade Bewiesenen vR ein von Null verschiedener F -Teilmodul von vF . Weil
K in F enthalten ist, ist vF auch ein Teilraum des K-Vektorraumes V . Weil
σ keinen Fixpunkt hat, folgt aus vR 6= {0}, dass der Rang von vR als K-
Vektorraum mindestens 2 ist. Da andererseits RgK(vF ) = 2 ist, ist vR = vF .
Es sei nun f ∈ F . Es gibt dann ein r ∈ R mit vr = vf . Hieraus folgt v(r−f) = 0.
Dies hat r − f = 0 zur Folge, wie wir oben gesehen haben. Also ist F = R, so
dass F das einzige von Null verschiedene Rechtsideal von F ist. Dies impliziert,
dass F ein Ko¨rper ist. Damit sind a) und b) bewiesen.
Es sei α die durch (a+ bρ)α := a− bρ definierte Abbildung. Triviale Rech-
nungen zeigen, dass α ein Automorphismus von F ist. Ist die Charakteristik von
K gleich 2, so ist α = 1. Ist die Charakteristik von K von 2 verschieden, so ist α
involutorisch. Ist nun γ ein Element aus G∗L(V,K), welches eine Kollineation
aus C in LK(V ) hervorruft, so ist nach 6.1 entweder ργ = γρ oder ργ = −γρ.
Im ersten Falle ist (v(a+ bρ))γ = vγ(a+ bρ), dh., es ist γ ∈ G∗L(V, F ), und im
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zweiten Falle ist (v(a + bρ))γ = vγ(a + bρ)α, dh., γ ist eine semilineare Abbil-
dung des F -Vektorraumes V mit begleitendem Automorphismus α. Umgekehrt
sieht man, dass jedes Element aus G∗L(V, F ) und jede bijektive semilineare Ab-
bildung des F -Vektorraumes V mit α als begleitendem Automorphismus eine
Kollineation in LK(V ) induziert, die in C liegt. Aus diesem Bemerkungen fol-
gen die Aussagen c) und d) bis auf die Aussage u¨ber das Zentrum von C unter
d).
Es ist klar, dass Z(C) ⊆ Z(N) ist. Es sei also f ∈ Z(F ∗) und γ sei eine
bezu¨glich α semilineare Abbildung des F -Vektorraumes V . Ferner induziere die
durch vζ := vf definierte Abbildung ζ eine Kollineation aus Z(C). Dann gibt
es ein k ∈ K∗ mit
vfk = vζk = vγ
−1ζγ = (vγ
−1
f)γ = vfα.
Also ist fk = fα. Weil K von α elementweise festgelassen wird und weil α2 = 1
ist, ist also k2 = 1 und damit k = 1 oder k = −1. Im ersten Fall folgt f ∈ K,
so dass ζ die Identita¨t induziert. Im zweiten Falle folgt vζ = vρb mit einem
b ∈ K∗, so dass ζ die Abbildung ρ induziert. Damit ist 6.2 bewiesen.
Eine Bemerkung ist angebracht. Hat im vorliegenden Falle V endlichen
Rang, so ist RgK(V ) = 2 · RgF (V ), so dass RgK(V ) gerade ist.
6.3. Satz. Es sei K ein Ko¨rper und α sei ein involutorischer Automorphismus
von K. Ist dann F := {f | f ∈ K, fα = f} der Fixko¨rper von α, so gilt:
a) Ist Char(K) 6= 2, so gibt es ein j ∈ K mit jα = −j 6= 0. Ist jα = −j 6= 0, so
ist K = F ⊕ jF .
b) Ist Char(K) = 2, so gibt es ein j ∈ K mit jα = j + 1. Ist jα = j + 1, so ist
K = f ⊕ jF .
In beiden Fa¨llen ist [K : F ] = 2.
Beweis. a) Weil α 6= 1 ist, gibt es ein x ∈ K mit xα 6= x. Setze j := x− xα.
Dann ist jα = −j 6= 0.
Es sei jα = −j 6= 0. Dann ist F ∩ jF = {0}. Ist k ∈ K, so ist
k =
1
2
(k + kα) +
1
2
(k − kα).
Ferner ist 12 (k + k
α) ∈ F . Weil j von 0 verschieden ist, gibt es ein r ∈ K mit
1
2 (k − kα) = jr. Dann ist
−jr = 1
2
(k − kα) =
(
1
2
(
k − kα))α = (jr)α = −jrα,
so dass rα = r ist. Folglich ist r ∈ F , so dass K = F + jF ist. Also ist
K = F ⊕ jF .
b) Es sei xα 6= x und r(xα + x) = 1 Wegen xα + x ∈ F ist dann auch r ∈ F .
Setze j := rx. Dann ist
jα + j = (rx)α + rx = r(xα + x) = 1
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und folglich, da die Charakteristik ja 2 ist, jα = j + 1.
Es sei nun jα = j + 1. Wegen j 6= j + 1 ist jα 6= j und daher F ∩ jF = {0}.
Ist k ∈ K, so ist k + kα ∈ F . Ferner ist(
k + j(k + kα)
)α
= kα + (j + 1)(k + kα) = k + j(k + kα).
Also ist auch k + j(k + kα) ∈ F . Schließlich ist
k = k + j(k + kα) + j(k + kα) ∈ F + jF.
Damit ist alles bewiesen.
Als Na¨chstes beweisen wir einen Spezialfall von Hilberts Satz 90.
6.4. Satz. Es sei K ein Ko¨rper und α sei ein involutorischer Automorphismus
von K. Ist a ∈ K, so sind die folgenden Aussagen a¨quivalent:
a) Es ist aaα = 1.
b) Es gibt ein b ∈ K mit a = bαb−1.
c) Es gibt ein c ∈ K mit a = cc−α.
Beweis. a) impliziert b). Es sei aaα = 1. Wa¨re x + a−1xα = 0 fu¨r alle
x ∈ K, so folgte mit x = 1, dass a−1 = −1 wa¨re. Es folgte der Widerspruch
xα = x fu¨r alle x ∈ K. Es gibt folglich ein x ∈ K, so dass x + a−1xα 6= 0 ist.
Setze b := x+ a−1xα. Dann ist
bαb−1 = (xα + a−αx)b−1 = (xα + ax)b−1 = abb−1 = a.
b) impliziert c). Es sei a = bαb−1. Setze c := bα. Dann ist c 6= 0 und
a = cc−α.
c) impliziert a). Ist na¨mlich a = cc−α, so ist aaα = cc−αcαc−1 = 1. Damit
ist alles bewiesen.
6.5. Satz. Es sei V ein Vektorraum u¨ber dem Ko¨rper K mit RgK(V ) ≥ 3.
Ferner sei σ eine Involution aus PG∗L(V,K), die einen Fixpunkt besitzt.
Wird σ nicht durch eine Involution aus G∗L(V,K) induziert, so gibt es einen
inneren Automorphismus α der Ordnung 2 von K und eine bezu¨glich α semi-
lineare Abbildung η von V in sich mit η2 = 1, welche σ induziert.
Ist F der Fixko¨rper von α und ist W die Menge der Fixvektoren von η, so
ist V auch ein F -Vektorraum und W ist ein Teilraum des F -Vektorraumes V .
Ferner gilt RgV (W ) = RgK(V ).
Ist C der Zentralisator von σ in PG∗L(V,K), so gilt:
a) Ist Char(K) = 2, so ist
C/Z(C) ∼= PG∗L(W,F ) und Z(C) ∼= Z(F ∗)/Z(K∗).
b) Ist Char(K) 6= 2, so entha¨lt C einen Normalteiler N vom Index 2 und es ist
N/Z(N) ∼= PG∗L(W,F ) sowie Z(N) ∼= Z(F ∗)/Z(K∗).
Ferner ist Z(C) = {1, σ}.
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Beweis. Es sei ρ ∈ G∗L(V,K) und ρ induziere σ. Ferner sei P = pK ein
nach Voraussetzung existierender Fixpunkt von σ. Es gibt dann ein k ∈ K∗ mit
pρ = pk und ein z ∈ Z(K∗) mit vρ2 = vz fu¨r alle v ∈ V . Hieraus folgt, dass
k2 = z ∈ Z(K) ist. Definiert man α durch xα := kxk−1 fu¨r alle x ∈ K, so ist α
ein innerer Automorphismus von K mit α2 = 1.
Es sei η die durch vη := vρk−1 definierte semilineare Abbildung von V in
sich. Dann wird σ auch von η induziert. Ferner ist vη
2
= vρ
2
k−2 = v, so dass
η2 = 1 ist. Weil σ von η induziert wird, folgt auf Grund unserer Annahme, dass
η nicht linear ist. Folglich ist k 6∈ Z(K) und daher α 6= 1. Ist x ∈ K, so ist
(vx)η = (vx)ρk−1 = vρxk−1 = vηxα,
so dass α der begleitende Automorphismus von η ist.
Die Existenz von η und α etabliert, sei F der Fixko¨rper von α. Dann ist V
auch ein Vektorraum u¨ber F und es gilt η ∈ G∗L(V, F ). Wie im Satz notiert,
sei W die Menge der Fixvektoren von η. Dann ist W ein Teilraum des F -
Vektorraumes V .
1) Ist M eine Menge von linear unabha¨ngigen Vektoren des F -Vektorraumes
W , so ist M eine linear unabha¨ngige Teilmenge des K-Vektorraumes V .
Es seien m1, . . . , mn ∈M und x1, . . . , xn ∈ K und es gelte
∑n
i:=1mixi = 0.
Dann ist auch
∑n
i:=1mixiy = 0 fu¨r alle y ∈ K. Hieraus folgt
0 =
n∑
i:=1
mηi (xiy)
α =
n∑
i:=1
mi(xia)
α.
Also ist auch
0 =
n∑
i:=1
mi
(
xiy + (xiy)
α
)
.
Weil M aus F -linear unabha¨ngigen Vektoren besteht, folgt
0 = xiy + (xiy)
α
fu¨r alle i und alle y. Wa¨re xj 6= 0, so folgte mit y := x−1j , dass 0 = 1 + 1 wa¨re.
Mit y := x−1j z folgte daher 0 = z + z
α und dann zα = z. Dies widerspra¨che
aber der Tatsache, dass α nicht die Identita¨t ist. Damit ist 1) bewiesen.
2) Ist B eine F -Basis von W , so ist B eine K-Basis von V .
Wegen 1) genu¨gt es zu zeigen, dass B ein K-Erzeugendensystem von V ist.
Es sei zuna¨chst die Charakteristik von K von 2 verschieden. Nach 6.3 gibt es
dann ein j ∈ K mit jα = −j. Es folgt (j2)α = j2, so dass j2 ∈ F ist. Ferner ist V
als abelsche Gruppe die direkte Summe von W und W ′ := {v | v ∈ V, vη = −v}.
Offensichtlich ist Wj ⊆ W ′ und W ′j ⊆ W , so dass Wj2 ⊆ W ist. Weil W ein
F -Vektorraum ist und j2 in F ∗ liegt, ist daher Wj2 = W . Hieraus folgt
W = Wj2 ⊆W ′j ⊆W,
so dass W ′j = W ist. Hieraus folgt V = W + Wj−1, so dass B in der Tat ein
K-Erzeugendensystem von V ist.
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Ist die Charakteristik von K gleich 2, so gibt es nach 6.3 ein j ∈ K mit
jα = j + 1. Ist v ∈ V , so ist v + vη ∈W und(
v + (v + vη)j
)η
= vη + (v + vη)(j + 1) = v + (v + vη)j,
so dass v + (v + vη)j ∈W gilt. Aus v = v + (vη)j + (v + vη)j folgt daher, dass
V = W + Wj ist. Also ist B auch in diesem Falle ein K-Erzeugendensystem
von V .
3) Ist P ein Fixpunkt von σ, so ist P ∩W ein F -Unterraum des Ranges 1
von W .
Es sei P = pK. Dann ist pη = pa mit einem a ∈ K∗. Ferner ist p = pη2 =
paaα, so dass aaα = 1. Nach 6.4 gibt es daher ein c ∈ K∗ mit a = cc−α. Setze
q := pc. Dann ist 0 6= q ∈ P . Ferner ist
qη = (pc)η = pηcα = pacα = pc = q.
Also ist P ∩W 6= {0}. Mit 1) folgt
RgF (P ∩W ) ≤ RgK(V ),
so dass, wie behauptet, RgF (P ∩W ) = 1 ist.
4) Es sei L die Menge der Unterra¨ume von LK(V ), die von Fixpunkten von
σ aufgespannt werden. Dann erbt L von LK(V ) die Teilordnung. Definiert man
die Abbildung ϕ von L in LF (W ) durch X
ϕ := X ∩W fu¨r alle X ∈ L, so ist
ϕ ein Isomorphismus von L auf LF (W ). Insbesondere ist L also ein projektiver
Verband.
Es seien X, Y ∈ L. Ist X ≤ Y , so ist
Xϕ = X ∩W ≤ Y ∩W = Y ϕ.
Es sei umgekehrt Xϕ ≤ Y ϕ. Die Definition von L liefert zusammen mit 3), dass
X =
∑
x∈Xϕ
xK ≤
∑
y∈Y ϕ
yK = Y
ist. Damit ist ϕ als Monomorphismus von L in LF (W ) erkannt.
Es sei Y ∈ LF (W ). Setze X :=
∑
y∈Y yK. Wegen (yK)
η = yK ist X ∈ L.
U¨berdies ist Xϕ = X ∩ W > Y . Es sei x ∈ X ∩ W . Es gibt dann y1, . . . ,
yn ∈ Y und k1, . . . , kn ∈ K mit x =
∑n
i:=1 yiki. Wir du¨rfen annehmen, dass
die yi als Vektoren des K-Vektorraumes V linear unabha¨ngig sind. Dann sind
sie aber auch F -linear unabha¨ngig. Somit lassen sie sich zu einer Basis von W
erga¨nzen. Weil nach 2) jede F -Basis von W eine K-Basis von V ist, folgt aus
x ∈ W , dass k1, . . . , kn ∈ F ist. Also ist x ∈ Y , so dass Xϕ = Y ist. Folglich
ist ϕ ein Isomorphismus von L auf LF (W ).
Es sei γ ∈ G∗L(V,K) und es gelte vγη = vηγe fu¨r alle v ∈ V . Nach 6.1 ist
dann entweder e = 1 oder e = −1. Weil die von γ in LK(V ) induzierte Kolline-
ation im Zentralisator C von σ liegt, ist Lγ = L. Daher ist ϕ−1γϕ eine Kolline-
ation von LF (W ). Wegen 2) ist RgF (W ) ≥ 3. Nach dem zweiten Struktursatz
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II.7.1 gibt es daher eine semilineare Abbildung (δ, β) des F -Vektorraumes W in
sich, welche in LF (W ) die Kollineation ϕ
−1γϕ induziert. Hieraus folgt zusam-
men mit RgF (W ) ≥ 3 die Existenz eines Elementes a ∈ K∗ mit wδ = wγa fu¨r
alle w ∈W . Es ist
wγηaα = (wγa)η = wδη = wδ = wηδ = wηγa = wγηea.
Also ist entweder aα = a oder aα = −a. Ferner ist, falls f ∈ F ist,
wδfβ = (wf)δ = (wf)γa = wγfa = xδa−1fa.
Folglich ist fβ = a−1fa fu¨r alle f ∈ F . Ist aα = a, so ist a ∈ F , so dass wir auf
Grund von 1.3 annehmen du¨rfen, dass β = 1 ist. Ist aα = −a und ist j ∈ K ein
Element, fu¨r welches jα = −j gilt, so ist a = jf0 mit f0 ∈ F nach 6.3). Dann ist
fβ = f−10 j
−1fjf0, so dass wir wiederum nach 1.3 annehmen du¨rfen, dass a = j
ist. (Der Leser fragt sich vielleicht, warum so umsta¨ndlich, wo doch aα = −a
gilt. Die Antwort lautet: Man kann j a priori wa¨hlen, und darauf kommt es
an.) Es ist −j = jα = kjk−1. Hieraus folgt, dass
k 6= −k = j−1kj = kβ
ist. Nun ist F aber der Fixko¨rper von α, dh., der Zentralisator von k in K.
Daher liegt k im Zentrum von F . Somit gilt nach dem Vorstehenden, dass β kein
innerer Automorphismus von F ist. Es sei H das Urbild von C in G∗L(V,K).
Ist dann γ ∈ H, so ist vγη = vηγ oder vγη = −vηγ , wie wir schon bemerkten.
Es sei nun Char(K) = 2. Dann ist H = CPG∗L(V,K)(η). Daher ist W
H = W .
Ist (γ) die Einschra¨nkung von γ ∈ H auf W , so ist  ein Homomorphismus von
H in G∗L(W,F ). Weil jede F -Basis von W gleichzeitig eine K-Basis von V ist,
ist  injektiv. Es sei γ ∈ G∗L(W,F ). Ist B eine F -Basis von W und definiert
man die lineare Abbildung γ von V in sich durch bγ := bλ fu¨r alle b ∈ B, so
ist γ bijektiv und es gilt (γ) = λ. Folglich ist  ein Isomorphismus von H auf
G∗L(W,F ). Hieraus folgen nun die Behauptungen unter a).
Es sei schließlich Char(K) 6= 2. Ferner sei B wieder eine F -Basis von W und
j sei ein Element von K mit jα = −j. Ist nun v ∈ V und v = ∑b∈B bxb und
definiert man γ durch vγ :=
∑
b∈B bjxb, so ist γ ∈ G∗L(V,K). U¨berdies ist
vγη =
∑
b∈B
bηjαxαb = −
∑
b∈B
bjx
α
b = −(
∑
b∈B
bxαb )
γ = −vηγ .
Daher ist γ ∈ H. Hieraus folgt, dass H0 := CG∗L(V,K)(η) den Index 2 in H hat.
Weil W ∩W γ = {0} ist, folgt nach unserer Vorbemerkung, dass es eine bezu¨glich
β semilineare Abbildung δ vonW in sich gibt mit wδ = wγj fu¨r alle w ∈W . Weil
β kein innerer Automorphismus ist, wird H0 bei dem Homomorphismus von H
auf C auf einen Normalteiler N vom Index 2 in C abgebildet. Ferner folgt ohne
Mu¨he, wie schon im Falle der Charakteristik 2, dass N/Z(N) ∼= PG∗L(W,F )
und Z(N) ∼= Z(F ∗)/Z(K∗) ist. Es bleibt zu zeigen, dass Z(C) nur aus den
beiden Elementen 1 und σ besteht.
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Offensichtlich ist Z(C) ⊆ Z(N). Es sei 1 6= ρ ∈ Z(C) und ρ werde von ζ
induziert. Es gibt dann ein f ∈ Z(F ∗) mit wζ = wf fu¨r alle w ∈W . Weil β in
Z(F ) einen Automorphismus der Ordnung 2 induziert und da kβ = −k ist, gibt
es nach 6.3 zwei Elemente g, h ∈ Z(F ) mit f = g+kh und gβ = g sowie hβ = h.
Wegen xβ = j−1xj heißt das, dass g und h mit j vertauschbar sind. Weil g und
h auch im Zentrum von F liegen und nach 6.3 die Gleichung K = F + jF gilt,
liegen g und h im Zentrum von K. Aus ρ 6= 1 folgt, dass h 6= 0 ist. Wir du¨rfen
daher annehmen, dass h = 1 ist. Wegen ρ ∈ Z(C) ist vζγ = vγζr mit einem
passenden r ∈ Z(K∗). Ist b ∈ B, so ist also
bjf = bγf = (bf)γ = bζγ = bγζr = bζjr = bfjr.
Somit ist, da ja f = g + k ist,
j(g + k) = jf = fjr = gjr + kjr = jr(g − k).
Weil g in F und k nicht in F liegt, folgt g = 0 und r = −1. Somit ist
vζ =
∑
b∈B
bζxb =
∑
b∈B
bkxb =
∑
b∈B
bηxαb k = v
ηk,
dh., es ist ρ = σ. Damit ist dann alles bewiesen.
Wir haben nun gute Kenntnisse u¨ber die Zentralisatoren von Involutionen,
die keine Fixpunkte haben, und von Involutionen, die zwar Fixpunkte haben, die
aber nicht durch involutorische lineare Abbildungen induziert werden. Fu¨r die
noch verbleibenden projektiven Involutionen, die von involutorischen linearen
Abbildungen induziert werden, ist die Arbeit aber auch schon erledigt, wie der
na¨chste Satz zeigt.
6.6. Satz. Es sei V ein Vektorraum u¨ber dem Ko¨rper K mit RgK(V ) ≥ 3. Ist σ
eine Kollineation von LK(V ), die von einer involutorischen linearen Abbildung
von V in sich induziert wird, so gilt:
a) Ist Char(K) = 2, so ist σ eine Quasielation.
b) Ist Char(K) 6= 2, so ist σ eine Quasistreckung.
Der Beweis sei dem Leser als U¨bungsaufgabe u¨berlassen.
7. Die hessesche Gruppe
Schlitzt man die projektive Ebene u¨ber GF(3) bezu¨glich einer Geraden, so erha¨lt
man die affine Ebene u¨ber GF(3). Diese ist eine Inzidenzstruktur aus 9 Punkten
und 12 Geraden. Sie findet auch bei Anha¨ngern der algebraischen Geometrie In-
teresse, da sie sich na¨mlich in vielen projektiven Ebenen — insbesondere in der
u¨ber dem Ko¨rper der komplexen Zahlen — als Konfiguration der Wendepunkte
einer irreduziblen Kurve dritten Grades wiederfindet. Der Stabilisator dieser
Konfiguration in der projektiven Gruppe ist die nach Ludwig Otto Hesse be-
nannte hessesche Gruppe. Eine Untergruppe dieser Gruppe wird im na¨chsten
Abschnitt ihren Beitrag zur La¨nge der dort vorgefu¨hrten Argumentationskette
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leisten, so dass in diesen Abschnitt ein wenig u¨ber diese Situation berichtet
werden soll.
Hesse publizierte seine Ergebnisse im crelleschen Journal (Hesse 1844, 1847,
Salmon 1850). Sie finden sich wiedergegeben in Jordans
”
Traite´“ und in Nettos
”
Substitutionentheorie“ (Jordan, S. 302ff, Netto 1882, S. 232ff). Heutige Leser
haben es bequemer, wenn sie sich an die Ausarbeitung der brieskornschen Vor-
lesungen des WS 1975/76 und des SS 1976 halten (Brieskorn und Kno¨rrer o. J.,
S. 379–388).
Die Punkte der affinen Ebene u¨ber GF(3) kann man identifizieren mit den
Paaren (x, y) mit x, y ∈ GF(3). Die Geraden werden dann durch inhomogene
lineare Gleichungen beschrieben. Kodiert man das Paar (x, y) durch die Zahl
3x+ y, so werden die Punkte der affinen Ebene u¨ber GF(3) durch die Ziffern 0
bis 8 beschrieben und die Geraden durch die Spalten der folgenden Matrix.
0 1 2 0 1 2 0 1 2 0 3 6
3 4 5 4 5 3 5 3 4 1 4 7
6 7 8 8 6 7 7 8 6 2 5 8
Wir gehen nun der Frage nach, unter welchen Bedingungen sich diese affine
Ebene in eine gegebene projektive Ebene einbetten la¨sst. Diese Frage erscheint
nach den vorstehenden Bemerkungen vielleicht nicht ganz so ku¨nstlich, wie sie
zuna¨chst klingen mag. Hinzukommt, wie schon gesagt, dass sie sich im na¨chsten
Abschnitt zwangsla¨ufig stellen wird.
7.1. Satz. Es sei V ein Vektorraum des Ranges 3 u¨ber dem Ko¨rper K und
b0, b1, b2 sei eine Basis von V . Ferner sei t ein von 0 und 1 verschiedenes
Element aus K. Wir definieren eine Abbildung P von {0, 1, 2, 3, 4, 5, 6, 7, 8} in
die Punktmenge von LK(V ) durch
P0 := b0K,
P3 := b1K,
P4 := b2K,
P7 := (b0 + b1 + b2)K,
P6 := (b0 + b1t)K,
P2 := (b0 + b1t+ b2)K,
P1 := (b0t+ b1t+ b2)K,
P8 := (b0t+ b2)K,
P5 := (b0(t
2 − t+ 1) + b1t+ b2t)K.
Genau dann ist P ein Monomorphismus der affinen Ebene der Ordnung 3 in
LK(V ), wenn
t2 − t+ 1 = 0
ist.
Beweis. Weil t von 0 und 1 verschieden ist, ist P injektiv. Es ist P0 =
b0K,P3 = b1K und P6 = (b0 + b1t)K, so dass diese drei Punkte kollinear sind.
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Es ist P1 = (b0t + b1t + b2)K,P4 = b2K und P7 = (b0 + b1 + b2)K, so dass
diese Punkte wegen t 6= 1 kollinear sind.
Es ist P2 = (b0 + b1t + b2)K,P5 = (b0(t
2 − t + 1) + b1t + b2t)K und P8 =
(b0t+ b2)K. Wegen
(b0 + b1t+ b2) + (b0t+ b2)(t− 1) = b0(t2 − t+ 1) + b1t+ b2t
sind auch diese drei Punkte kollinear.
Es ist P0 = b0K, P4 = b2K und P8 = (b0t + b2)K, so dass diese Punkte
kollinear sind.
Es ist P1 = (b0t + b1t + b2)K, P5 = (b0(t
2 − t + 1) + b1t + b2t)K und
P6 = (b0 + b1t)K. Wegen
(b0t+ b1t+ b2)t− (b0 + b1t)(t− 1) = b0(t2 − t+ 1) + b1t+ b2t
sind diese drei Punkte ebenfalls kollinear.
Es ist P2 = (b0 + b1t + b2)K, P3 = b1K und P7 = (b0 + b1 + b2)K, so dass
diese drei Punkte wegen t 6= 1 kollinear sind.
Es ist P0 = b0K, P5 = (b0(t
2− t+1)+ b1t+ b2t)K und P7 = (b0 + b1 + b2)K,
so dass diese Punkte wegen t 6= 1 kollinear sind.
Es ist P1 = (b0t+ b1t+ b2)K, P3 = b1K und P8 = (b0t+ b2)K, so dass auch
diese drei Punkte kollinear sind.
Es ist P2 = (b0 + b1t + b2)K, P4 = b2K und P6 = (b0 + b1t)K. Somit sind
auch diese drei Punkte kollinear.
Bislang ist also noch nichts weiter geschehen. Doch nun finden wir die Be-
dingung, die t erfu¨llen muss, damit P ein Monomorphismus ist.
Es ist P3 = b1K, P4 = b2K und P5 = (b0(t
2 − t + 1) + b1t + b2t)K. Damit
diese drei Punkte kollinear sind, ist notwendig und hinreichend, dass es λ und
µ in K gibt mit
b0(t
2 − t+ 1) + b1t+ b2t = b1λ+ b2µ.
Somit sind diese drei Punkte genau dann kollinear, wenn t2 − t + 1 = 0 ist.
Diese Bedingung ist also notwendig dafu¨r, dass P ein Monomorphismus ist. Sie
ist aber auch hinreichend. Um dies einzusehen, sei t2 − t+ 1 = 0. Wir mu¨ssen
dann nur noch zeigen, dass auch die Tripel P0, P1, P2 und P6, P7, P8 kollinear
sind.
Es ist P0 = b0K, P1 = (b0t+ b1t+ b2)K und P2 = (b0 + b1t+ b2)K. Wegen
t2 − t+ 1 = 0 ist
b0 = −(b0t+ b1t+ b2)t+ (b0 + b1t+ b2)t,
so dass auch diese Punkte kollinear sind.
Schließlich ist P6 = (b0 + b1t)K, P7 = (b0 + b1 + b2)K und P8 = (b0t+ b2)K.
Nun ist aber
b0 + b1t = (b0 + b1 + b2)t− (b0t+ b2)t,
so dass auch dieses letzte Punktetripel kollinear ist. Damit ist der Satz bewiesen.
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Die in Satz 7.1 beschriebene Einbettung der affinen Ebene u¨ber GF(3)
in eine desarguessche projektive Ebene ist im Wesentlichen auch die einzige
Mo¨glichkeit, diese affine Ebene in eine desarguessche projektive Ebene einzu-
betten. Dies ist die Aussage des na¨chsten Satzes.
7.2. Satz. Es sei V ein Vektorraum des Ranges 3 u¨ber dem Ko¨rper K. Ist
dann P ein Monomorphismus der affinen Ebene u¨ber GF(3) in LK(V ), so gibt
es eine Basis b0, b1, b2 von V sowie ein t ∈ K, so dass P mittels dieser Daten
wie in Satz 7.1 beschrieben dargestellt ist. Insbesondere gibt es genau dann einen
Monomorphismus der affinen Ebene u¨ber GF(3) in LK(V ), wenn es ein t ∈ K
gibt mit t2 − t+ 1 = 0.
Beweis. Da die Punkte P0, P3, P4, P7 einen Rahmen von LK(V ) bilden,
gibt es nach 1.8 Vektoren b0, b1, b2 mit P0 = b0K, P3 = b1K, P4 = b2K und
P7 = (b0 + b1 + b2)K. Wegen P6 ≤ P0 + P3 und P6 6= P3 gibt es ein t ∈ K mit
P6 = (b0 + b1t)K. Nun ist
P2 = (P3 + P7) ∩ (P4 + P6),
P1 = (P4 + P7) ∩ (P0 + P2),
P8 = (P0 + P4) ∩ (P1 + P3),
P5 = (P1 + P6) ∩ (P2 + P8).
Hieraus folgt alles weitere.
7.3. Satz. Es sei V ein Vektorraum des Ranges 3 u¨ber dem Ko¨rper K. Es
sei b1, b2, b3 eine Basis von V und t sei ein Element in K mit t
2 − t + 1 = 0.
Schließlich sei P der in 7.1 beschriebene Monomorphismus der affinen Ebene
u¨ber GF(3) in LK(V ). Mit C bezeichnen wir den Zentralisator von t in K
∗. Ist
dann σ ∈ GL(V ), so gilt Pσi = Pi fu¨r alle i genau dann, wenn es ein λ ∈ C gibt
mit bσj = bjλ fu¨r j := 0, 1, 2. Die Gruppe der projektiven Kollineationen, die
alle Punkte Pi festlassen, ist isomorph zu C/Z(K
∗).
Beweis. Ist λ ∈ C und gilt bσj = bjλ fu¨r j := 0, 1, 2, so ist natu¨rlich Pσi = Pi
fu¨r alle i. Es sei also Pσi = Pi fu¨r alle i. Weil σ den Rahmen P0, P3, P4, P7
festla¨sst, gibt es ein λ ∈ K∗ mit bσj = bjλ fu¨r j := 0, 1, 2. Mit Pσ6 = P6 folgt
die Existenz eines µ ∈ K∗ mit
b0λ+ b1λt = (b0 + b1t)
σ = (b0 + b1t)µ.
Hieraus folgt λ = µ und weiter λt = tλ, so dass λ ∈ C gilt. Damit ist die
erste Aussage des Satzes bewiesen. Die zweite Aussage folgt unmittelbar aus
der ersten.
Die Kollineationsgruppe der affinen Ebene u¨ber GF(3) ist schnell bestimmt.
Nach I.8.8 la¨sst sich jede Kollineation dieser Ebene auf genau eine Weise zu
einer Kollineation der projektiven Ebene u¨ber GF(3) fortsetzen. Daher ist die
Kollineationsgruppe der affinen Ebene gleich dem Stabilisator einer Geraden in
der Kollineationsgruppe der projektiven Ebene. Mit 1.13 folgt daher, dass diese
Gruppe die Ordnung 33 · 24 hat. Sie entha¨lt den Normalteiler der Ordnung
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9, der aus den Elationen besteht, deren Achse die entfernte Gerade ist. Diese
Elationen heißen in diesem Zusammenhang Translationen. Die Faktorgruppe
nach dem Normalteiler der Translationen ist isomorph zur GL(2, 3), wobei diese
Gruppe innerhalb der Kollineationsgruppe sich als der Stabilisator eines Punk-
tes der affinen Ebene wiederfindet. Wir wollen uns nun u¨berlegen, was von
diesen Kollineationen bei der Einbettung der affinen Ebene u¨ber GF(3) in eine
desarguessche projektive Ebene im Stabilisator der eingebetteten Ebene in der
projektiven Gruppe der einbettenden Ebene wiederzufinden ist.
7.4. Satz. Es sei K ein Ko¨rper und t ein Element aus K mit t2− t+1 = 0. Es
sei ferner V ein Vektorraum vom Rang 3 u¨ber K und b0, b1, b2 sei eine Basis von
V . Schließlich sei P der in 7.1 mittels dieser Daten definiert Monomorphismus
der affinen Ebene der Ordnung 3 in LK(V ). Wir definieren die Abbildungen ρ,
σ und τ in GL(V ) durch
bρ0 := −b0
bρ1 := b0t
−1 + b1
bρ2 := b0t+ b2,
bσ0 := b0 + b1t
bσ1 := −b1
bσ2 := b1 + b2,
bτ0 := b0 + b2t
−1
bτ1 := b1 + b2
bτ2 := −b2.
Dann sind ρ, σ und τ Involutionen, die in LK(V ) involutorische Perspek-
tivita¨ten induzieren. Nennt man diese wiederum ρ, σ und τ , so gilt:
Das Zentrum von ρ ist P0, die Achse ist{
b0λ0 + b1(2tλ0 − t2λ2) + b2λ2 | λ0, λ2 ∈ K
}
und ρ wirkt auf den Pi durch (P1P2)(P3P6)(P4P8)(P5P7).
Das Zentrum von σ ist P3, die Achse ist{
b0λ0 + b1λ1 + b2(2λ1 − tλ2) | λ0, λ1 ∈ K
}
und σ wirkt auf den Pi durch (P0P6)(P1P8)(P2P7)(P4P5).
Das Zentrum von τ ist P4, die Achse ist{
b0(2tλ2 − tλ1) + b1λ1 + b2λ2 | λ1, λ2 ∈ K
}
und τ wirkt auf den Pi durch (P0P8)(P1P7)(P2P6)(P3P5).
Die von ρ, σ und τ erzeugte Kollineationsgruppe induziert auf der affinen
Ebene der Ordnung drei eine Gruppe der Ordnung 9 ·2 bestehend aus den Trans-
lationen und Streckungen dieser Ebene.
Beweis. Dies zu beweisen ist eine banale Rechenaufgabe.
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7.5. Satz. Es sei K ein Ko¨rper und t sei ein Element aus K mit t2 − t+ 1 =
0. Es sei ferner V ein Vektorraum vom Rang 3 u¨ber K und b0, b1, b2 sei
eine Basis von V . Schließlich sei P der in 7.1 mittels dieser Daten definierte
Monomorphismus der affinen Ebene der Ordnung 3 in LK(V ). Wir definieren
die Abbildungen ρ und σ in GL(V ) durch
bρ0 := b0(t− 1)
bρ1 := b1(t− 1)
bρ2 := b0 + b1 + b2,
bσ0 := b0(t− 1)
bσ1 := −(b0 + b1 + b2)t
bσ2 := b2(t− 1).
Dann sind ρ und σ Elemente der Ordnung 3. Die von ihnen in LK(V ) in-
duzierten Kollineation lassen die durch P beschriebene affine Ebene invariant.
Bezeichnet man diese Kollineationen ebenfalls mit ρ und σ, so gilt:
Die Kollineation ρ hat die Fixpunkte P0, P3 und P6 und die Wirkung von ρ
auf den restlichen Punkten wird durch
(P1P4P7)(P2P8P5)
beschrieben.
Die von diesen beiden Kollineationen erzeugte Gruppe induziert auf der
affinen Ebene der Ordnung 3 eine zur SL(2, 3) isomorphe Gruppe.
Beweis. Auch dies ist banal zu verifizieren.
Die beiden Sa¨tze 7.4 und 7.5 implizieren, dass der Stabilisator der Menge
der Punkte der Pi auf dieser Menge zweifach transitiv operiert.
Geraden einer affinen Ebene, deren Schnittpunkt in der zugeho¨rigen pro-
jektiven Ebene auf der entfernten Gerade liegt, heißen parallel . Die Paral-
lelita¨tsrelation ist eine A¨quivalenzrelation. Ihre A¨quivalenzklassen heißen Par-
allelenscharen.
7.6. Satz. Es sei K ein Ko¨rper und t sei ein Element aus K mit t2− t+1 = 0.
Es sei ferner V ein Vektorraum vom Rang 3 u¨ber K und b0, b1, b2 sei eine Basis
von V . Schließlich sei P der in 7.1 mittels dieser Daten definierte Monomor-
phismus der affinen Ebene der Ordnung 3 in LK(V ). Das Bild dieser affinen
Ebene unter P werde mit α bezeichnet. Dann sind die folgenden Aussagen
a¨quivalent:
a) Es ist t = −1.
b) Die Charakteristik von K ist gleich 3.
c) Die Geraden einer jeden Parallelschar von α sind als Geraden von LK(V )
konfluent.
d) Es gibt eine Parallelenschar in α, deren Geraden als Geraden von LK(V )
konfluent sind.
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Beweis. a) und b) sind a¨quivalent: Ist t = −1, so ist 0 = t2 − t + 1 = 3,
so dass b) eine Folge von a) ist. Ist die Charakteristik von K gleich 3, so ist
0 = t2 − t+ 1 = (t+ 1)2, da ja −1 = 2 ist. Folglich ist t = −1.
b) impliziert c): Da die Charakteristik von K gleich 3 ist, entha¨lt LK(V )
auch eine Kopie der projektiven Ebene u¨ber GF(3). Da −1 die einzige Lo¨sung
der Gleichung t2 − t+ 1 = 0 ist, folgt mit 7.2 die Gu¨ltigkeit von c).
c) ist zu d) a¨quivalent: Aus c) folgt natu¨rlich d). Weil der Stabilisator von
α in der projektiven Gruppe von LK(V ) auf der Punktmenge von α zweifach
transitiv operiert, ist c) auch eine Konsequenz von d).
c) impliziert b): Es ist (b0+b1)K = (P0+P3)∩(P4+P7). Nach Voraussetzung
ist (b0 + b1)K ≤ P2 + P5. Es gibt also r, s ∈ K mit b0 + b1 = (b0 + b1t+ b2)r+
(b1 + b2)s. Hieraus folgen die Gleichungen r = 1, tr − s = 1 und s + r = 0.
Hieraus folgt t = 2 und weiter 0 = t2 − t+ 1 = 3. Damit ist alles bewiesen.
7.7. Satz. Es sei K ein Ko¨rper und t sei ein Element aus K mit t2− t+1 = 0,
sei ferner V ein Vektorraum vom Rang 3 u¨ber K und b0, b1, b2 sei eine Basis von
V . Schließlich sei P der in 7.1 mittels dieser Daten definierte Monomorphismus
der affinen Ebene der Ordnung 3 in LK(V ). Das Bild dieser affinen Ebene unter
P werde mit α bezeichnet und G sei der Stabilisator von α in PGL(V ).
a) Ist die Charakteristik von K gleich 3, so induziert G die volle Kollineations-
gruppe in der affinen Ebene α.
b) Ist die Charakteristik von K von 3 verschieden, so induziert G in α die
Gruppe T ·SL(2, 3), wobei T die Gruppe der Translationen von α bezeichnet.
Diese Gruppe ist vom Index 2 in der vollen Kollineationsgruppe von α.
Beweis. a) ist banal.
b) Die Gruppe, die von G auf α induziert wird, entha¨lt die Gruppe T ·
SL(2, 3), wie wir fru¨her schon feststellten. Diese Gruppe ist vom Index 2 in
der vollen Kollineationsgruppe von α. Es genu¨gt also, eine Kollineation von α
aufzuzeigen, die nicht durch eine Kollineation aus G induziert wird.
Die affine Ebene α besitzt eine involutorische Kollineation, die die Punkte
P0 P3 und P6 festla¨sst und die P4 auf P8 abbildet. Wir nehmen an, dass diese
Kollineation durch eine Kollineation τ ∈ G induziert werde. Es gibt dann ein
mit t vertauschbares Element λ ∈ K∗ mit bτ0 = b0λ und bτ1 = b1λ sowie ein
µ ∈ K∗ mit bτ2 = (b0t+ b2)µ. Weil τ involutorisch ist, gibt es ein ν ∈ K∗ mit
b2ν = b
τ2
2 = b0(λtµ+ tµ
2) + b2µ
2.
Weil λ mit t vertauschbar ist, folgt
0 = λtµ+ tµ2 = t(λµ+ µ2),
so dass µ = −λ ist. Also ist bτ2 = −(b0t + b2)λ. Weiter folgt P τ7 = P − 2. Es
gibt daher ein κ ∈ K∗ mit
(b0 + b1t+ b2)κ = (b0 + b1 + b2)
τ = b0(λ− tλ) + b1λ− b2λ.
Hieraus folgt κ = λ− tλ, tκ = λ und κ = −λ und dann t = −1, so dass nach 7.6
die Charakteristik von K gleich 3 ist. Dies widerspricht aber unserer Annahme.
Damit ist der Satz bewiesen.
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Im Falle der Charakteristik 3 ist nichts außergewo¨hnlich an der bislang be-
trachteten Situation. Wir werden sie daher im na¨chsten Satz ausschließen. In
ihm studieren wir die Einbettung einer affinen Ebene der Ordnung 3 in eine pap-
possche projektive Ebene, da in einer solchen Ebene die Verha¨ltnisse besonders
einfach sind.
7.8. Satz. Es sei K ein kommutativer Ko¨rper mit von 3 verschiedener Charak-
teristik und t sei ein Element aus K mit t2 − t + 1 = 0. Es sei ferner V ein
Vektorraum vom Rang 3 u¨ber K und b0, b1, b2 sei eine Basis von V . Schließlich
sei P der in 7.1 mittels dieser Daten definierte Monomorphismus der affinen
Ebene der Ordnung 3 in LK(V ). Das Bild dieser affinen Ebene unter P werde
mit α bezeichnet und G sei der Stabilisator von α in PGL(V ). Dann entha¨lt
G einen Normalteiler T der Ordnung 9 und G/T ist zur SL(2, 3) isomorph.
Daru¨ber hinaus gilt T = CPGL(V )(T ).
Beweis. Weil K kommutativ ist, ist LK(V ) pappossch, so dass mit 1.11 folgt,
dass G auf α treu operiert. Mit 7.7 b) folgt daher die erste Aussage u¨ber die
Gruppe G. Es seien ρ und σ die unter diesen Namen in 7.4 definierten Abbil-
dungen. Bezeichnet man die von diesen Abbildungen induzierten Kollineationen
ebenfalls mit ρ bzw. σ, so folgt ρσ ∈ T . Ferner gilt
bρσ0 = −b0 − b1t
bρσ1 = b0t
−1
bρσ2 = b0t+ b1t+ b2.
Nun ist (b0r0 + b1r2 + b2r2)K genau dann ein Fixpunkt von ρσ, wenn es ein
µ ∈ K∗ gibt mit
r0µ = −r0 + t−1r1 + tr2
r1µ = −tr0 + tr2
r2µ = r2.
Es sei zuna¨chst r2 = 0. Dann ist r0 6= 0, da andernfalls auch r1 = 0 wa¨re.
Ferner ist
r0µ
2 = −r0µ+ t−1r1µ = −r0µ+ t−1(−tr0) = −r0(µ+ 1).
Wegen r0 6= 0 folgt µ2 + µ+ 1 = 0.
Ist umgekehrt µ ∈ K und µ2 +µ+ 1 = 0, so ist (b0− b1tµ−1)K ein Fixpunkt
von ρσ, wie man leicht nachpru¨ft.
Weil K kommutativ ist, hat das Polynom x2 + x + 1 ho¨chstens zwei Null-
stellen. Eine davon ist −t. Da die Charakteristik von K von drei verschieden
ist, ist −t eine primitive dritte Einheitswurzel, so dass t2 die zweite Nullstelle
ist. Somit sind (b0 + b1)K und (b0 − b1t−1)K zwei Fixpunkte von ρσ.
Fu¨r jeden weiteren Fixpunkt du¨rfen wir r2 = 1 annehmen. Dann ist auch
µ = 1 und somit
r0 = −r0 + t−1r1 + t
r1 = −tr0 + t
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Hieraus folgt r0 = 1 + t. Weil die Charakteristik nicht 3 ist, gibt es also noch
genau einen weiteren Fixpunkt, so dass ρσ genau drei Fixpunkte hat. Weil die
von 1 verschiedenen Elemente von T in G alle konjugiert sind, haben sie alle
genau drei Fixpunkte.
Es sei nun γ aus dem Zentralisator von T . Da γ mit jedem Element von T
vertauschbar ist, permutiert γ die drei Fixpunkte eines jeden von 1 verschiede-
nen Elementes von G unter sich. Hieraus folgt, dass α von γ festgelassen wird,
so dass γ ∈ G gilt. In G ist T aber sein eigener Zentralisator. Damit ist alles
bewiesen.
Erst als wir µ mit −t bzw. t2 identifizierten, haben wir von der Kommu-
tativita¨t von K Gebrauch gemacht. Dies zeigt, dass es im Nichtkommutativen
Kollineationen mit ungewohnten Fixpunktkonfigurationen gibt. Dies ist die eine
Bemerkung, die zu 7.8 zu machen ist. Die andere ist die, dass G im Falle eines
nicht kommutativen Ko¨rpers nicht treu auf α operiert. Dies hat zur Folge, dass
T nicht sein eigener Zentralisator ist.
Dieser Abschnitt fu¨hrt den Namen hessesche Gruppe im Titel, so dass zum
Schluß noch einmal gesagt sein soll, dass sich unter diesem Namen die Gruppe
G des Satzes 7.8 verbirgt.
8. Isomorphismen der großen projektiven Gruppe
Ist σ ein Isomorphismus oder ein Antiisomorphismus von LK(V ) auf LK′(V
′)
und definiert man ϕ durch γϕ := σ−1γσ fu¨r alle γ ∈ PG∗L(V ), so ist ϕ, falls
RgK(V ) ≥ 3 ist, ein Isomorphismus von PG∗L(V ) auf PG∗L(V ′), da σ wegen
RgK(V ) ≥ 3 nach den Struktursa¨tzen durch eine semilineare Abbildung von
V auf V ′, bzw. von V auf V ′∗, aufgefasst als Vektorraum u¨ber K◦, induziert
wird. Wir werden in diesem Abschnitt zeigen, dass auch umgekehrt jeder Iso-
morphismus von PG∗L(V ) auf PG∗L(V ′) durch einen Isomorphismus oder An-
tiisomorphismus von LK(V ) auf LK′(V
′) induziert wird, falls nur RgK(V ) ≥ 3
und RgK′(V
′) ≥ 3 ist. Hat wenigstens eine der beiden projektiven Geometrien
den Rang 2, so gilt dieser Sachverhalt nicht mehr, wie die Ausnahmeisomor-
phismen zeigen. Man kann jedoch mehr zeigen, als wir hier tun, muss sich dann
aber anderer Beweismethoden bedienen. Mehr zu diesem Thema findet sich in
Dieudonne´ (1955).
Es sei daran erinnert, dass wir mit E(X,Y ) die Gruppe aller Quasielatio-
nen bezeichnen, deren Zentren in X liegen und deren Achsen Y enthalten. Ist
X = Y , so schreiben wir abku¨rzend E(X) an Stelle von E(X,Y ).
8.1. Satz. Es sei V ein Vektorraum u¨ber dem Ko¨rper K mit RgK(V ) ≥ 3.
Ferner sei G eine Gruppe von Elationen von LK(V ). Genau dann gilt G =
E(U), wobei U entweder ein Punkt oder eine Hyperebene von LK(V ) ist, wenn
G = CPG∗L(V )(G) ist.
Beweis. Es sei G = E(U) und U sei eine Hyperebene von LK(V ). Weil E(U)
abelsch ist, ist G ⊆ CPG∗L(V )(G). Es sei γ ∈ CPG∗L(V )(G). Ist P Zentrum
einer von Eins verschiedenen Elation aus G, so ist P γ = P . Folglich ist γ
eine Perspektivita¨t mit der Achse H. Weil E(U) auf der Menge der nicht in U
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liegenden Punkte transitiv operiert, ist γ = 1, falls γ einen Fixpunkt außerhalb
U hat. Also ist γ ∈ E(U) = G. Dies zeigt, dass G = CPG∗L(V )(G) ist.
Ist U ein Punkt und ist G = E(U), so zeigt man entsprechend, dass G =
CPG∗L(V )(G) ist.
Es sei nun umgekehrt G = CPG∗L(V )(G). Dann ist G insbesondere abelsch.
Außerdem ist G 6= {1}. Es sei U der von den Zentren der Elemente aus G−{1}
aufgespannte Unterraum und W sei der Schnitt der Achsen der Elationen aus
G − {1}. Ist P Zentrum der Elation σ ∈ G − {1} und ist H die Achse einer
Elation τ ∈ G−{1}, so folgt aus στ = τσ, dass P ≤ H ist. Also ist U ≤W . Dies
hat G ⊆ E(U,W ) zur Folge. Nach 5.6 ist E(U,W ) abelsch, so dass G = E(U,W )
gilt. Es sei P ein Punkt auf W und H eine Hyperebene, die U + P enthalte.
Dann ist E(P,H) ⊆ CPG∗L(V )(G) = G. Hieraus folgt P ≤ U und W ≤ H. Dies
impliziert U = W . Wa¨re nun U weder ein Punkt noch eine Hyperebene, so ga¨be
es eine Gerade X und eine Ko-Gerade Y mit X ≤ U ≤ Y . Ferner ga¨be es ein
α ∈ HomK(V,X) mit V α = X und Kern(α) = Y . Definierte man τ vermo¨ge
vτ := v + vα, so wa¨re τ ∈ E(U) = G. Es folgte der Widerspruch RgK(X) = 1,
da G ja eine Gruppe von Elationen ist. Dieser Widerspruch zeigt, dass U eine
Punkt oder eine Hyperebene ist.
8.2. Satz. Es sei V ein Vektorraum u¨ber dem Ko¨rper K und der Rang von
V sei mindestens 3. Ferner sei G eine Untergruppe von PG∗L(V ) und σ eine
involutorische Streckung von LK(V ). Gilt
a) Die Gruppe G entha¨lt keine Involution,
b) Es ist G = CPG∗L(V )(G),
c) Ist γ ∈ G, so gibt es ein η ∈ G mit γσ = η−1ση,
so gilt eine der folgenden Aussagen:
1) Es gibt eine Hyperebene H von LK(V ) mit G = E(H).
2) Es gibt einen Punkt P von LK(V ) mit G = E(P ).
3) Es ist RgK(V ) = 3, die Gruppe G ist endlich und hat die Ordnung 9 und die
Zentren der involutorischen Streckungen aus GZ, wobei Z := {1, σ} gesetzt
wird, sind die Punkte einer affinen Unterebene der Ordnung 3 von LK(V ).
Beweis. Nach c) ist γσ eine involutorische Streckung. Daher ist (γσ)2 = 1
und folglich σγσ = γ−1. Ist Z := {1, σ}, so ist also M := GZ eine Gruppe.
Ferner folgt aus γ = γσσ, dass M von den Elementen γσ mit γ ∈ G erzeugt
wird.
Es seien γ und δ zwei verschiedene Elemente aus G. Haben γσ und δσ beide
das Zentrum P , so ist
γδ−1 = γσδσ
eine Perspektivita¨t mit dem Zentrum P . Weil γδ−1 von G nach b) zentralisiert
wird, folgt, dass P unter G festbleibt. Daher haben wegen c) alle involutorischen
Streckungen in M das Zentrum P . Hieraus folgt, da die involutorischen Stre-
ckungen ja M erzeugen, dass alle Elemente aus M Perspektivita¨ten mit dem
Zentrum P sind. Es sei 1 6= γ ∈ G und H sei die Achse von γ. Weil G abelsch
ist, folgt HG = H. Wegen σ−1γσ = σγσ = γ−1 gilt auch Hσ = H. La¨ge P
nicht auf H, so wa¨re M eine Untergruppe von ∆(P,H). Da diese Gruppe zur
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multiplikativen Gruppe von K isomorph wa¨re, enthielte M nur eine Involution.
Hieraus folgt γσ = σ fu¨r alle γ ∈ G, so dass G = {1} wa¨re. Dieser Widerspruch
zu b) zeigt, dass P ≤ H ist. Somit ist G eine Gruppe von Elationen, so dass in
diesem Falle mit 8.1 die Aussage 1) folgt.
Haben γσ und δσ beide die Achse H, so sieht man ganz entsprechend, dass
G = E(H) ist, dh., dass die Aussage 2) gilt.
Wir nehmen nun an, dass fu¨r alle verschiedenen γ und δ in G die Kollineatio-
nen γσ und δσ verschiedene Zentren und verschiedene Achsen haben. Mit Cγ
bezeichnen wir das Zentrum und mit Hγ die Achse von γσ. Ferner setzen wir
A :=
∑
γ∈G−{1}
Cγ und B :=
⋂
γ∈G−{1}
Hγ .
Dann gilt:
(1) Es ist A = V oder B = {0}.
Ist na¨mlich A 6= V und B 6= {0}, so gibt es einen Punkt P ≤ B und eine
Hyperebene H mit A ≤ H. Ist dann ρ eine von 1 verschiedene Perspektivita¨t
mit dem Zentrum P und der Achse H, so ist Cργ = Cγ und H
ρ
γ = Hγ fu¨r alle
γ ∈ G. Weil es in ∆(Cγ , Hγ) nur eine involutorische Perspektivita¨t gibt, folgt
weiter ρ−1γσρ = γσ fu¨r alle γ ∈ G. Weil M von den Elementen γσ erzeugt
wird, folgt schließlich
ρ ∈ CPG∗L(V )(M) ⊆ CPG∗L(V )(G) = G.
Hieraus folgt ρ = σ−1ρσ = ρ−1 im Widerspruch zu a).
(2) Die Gruppe G operiert auf {Cγ | γ ∈ G} und auf {Hγ | γ ∈ G} regula¨r.
Da G ja abelsch ist und ση = η−1σ fu¨r alle η ∈ G gilt, ist
η−1γση = η−2γσ
fu¨r alle γ, η ∈ G. Also ist Cηγ = Cη−2γ und Hηγ = Hη−2γ . Weil die Abbildungen
C und H injektiv sind, folgt (2) somit aus a).
Es sei 1 6= γ ∈ G. Dann la¨sst γ wegen γ = γσσ die Gerade X := C1 + Cγ
hyperebenenweise und die Ko-Gerade Y := H1∩Hγ punktweise fest. Fu¨r dieses
γ gelten die na¨chsten beiden Aussagen.
(3) Es gibt ein η ∈ G mit Xη 6= X oder Y η 6= Y .
Andernfalls wa¨re XG = X und Y G = Y . Aus c) und RgK(V ) ≥ 3 folgte
dann, dass A = X 6= V und B = Y 6= {0} wa¨re im Widerspruch zu (1).
(4) Alle Fixpunkte von γ, die nicht in Y liegen, liegen auf X und alle Fix-
hyperebenen von γ, die X nicht enthalten, enthalten Y .
Es sei F ein Fixpunkt von γ, der nicht in Y liege. Aus (2) folgt, dass
weder C1 noch Cγ ein Fixpunkt von γ ist, so dass F von diesen beiden Punkten
verschieden ist. Wa¨re F ≤ H1, so wa¨re H1 = F + Y und daher Hγ1 = H1 im
Widerspruch zu (2). Also ist F 6≤ H1. Ebenso folgt F 6≤ Hγ . Daher ist F 6= Fσ
und F 6= F γσ. Es folgt weiter C1 ≤ F +Fσ und Cγ ≤ F +F γσ. Nun ist F = F γ
und folglich Fσ = F γσ. Also ist
X = C1 + Cγ ≤ F + Fσ
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und damit X = F + Fσ, so dass F ≤ X gilt.
Die zweite Aussage von (4) beweist sich analog.
(5) Es ist RgK(V ) = 3.
Es sei RgK(V ) ≥ 4. Dann ist RgK(Y ) ≥ 2. Nach (3) gibt es ein η ∈ G mit
Xη 6= X oder Y η 6= Y . Es sei Y η 6= Y . Die Punkte von Y η, die nicht in Y
liegen, spannen Y η auf. U¨berdies sind diese Punkte Fixpunkte von γ, da G ja
abelsch ist. Hieraus und aus (4) folgt, dass Y η ≤ X ist. Wegen RgK(X) = 2
und RgK(Y ) ≥ 2 ist daher Y η = X. Weil die Punkte von Y η Fixpunkte von
γ sind und C1 ≤ X = Y η ist, ist Cγ1 = C1. Dies widerspricht aber (2). Also
ist Y = Y η und daher Xη 6= X. Weil G abelsch ist, la¨sst γ die Gerade Xη
hyperebenenweise fest. Nach I.5.3 ist Xη die untere Grenze der es umfassenden
Hyperebenen und es folgt, dass Xη die untere Grenze derjenigen Hyperebenen
ist, die Xη aber nicht X umfassen. Mit (4) folgt daher, dass Y ≤ Xη ist.
Wegen RgK(X) = 2 ≤ RgK(Y ) folgt Y = Xη. Hieraus folgt dann Hγ1 = H1 im
Widerspruch zu (2). Also ist doch RgK(V ) = 3.
Weil der Rang von V endlich ist, ist der zu LK(V ) duale Verband nach
I.5.7 ebenfalls ein projektiver Verband. Wir du¨rfen daher annehmen, dass es
ein η ∈ G gibt mit Y η 6= Y . Nach (4) ist dann Y η ≤ X, da Y η ein von
Y verschiedener Fixpunkt von γ ist. Weil C1 kein Fixpunkt von γ ist, ist
Y η 6= C1. Weil X eine Fixgerade von γ ist, H1 aber nicht, ist Xη auch von
X ∪ H1 verschieden. Folglich gilt auch Y η 6= Y ησ. Damit haben wir in Y ησ
einen dritten Fixpunkt von γ gefunden.
Es sei XG = X. Dann ist Y ≤ X, da ja Y η ≤ X ist. Hieraus folgt A = X
und mit (1) dann B = {0}. Es gibt daher ein δ ∈ G mit Y 6≤ Hδ. Nun ist
Y = Y ∪X ≤ H1 ∪X < X.
Daher ist Y = H1 ∪X. Setzt man Z := H1 ∪Hδ, so ist also Z 6= Y und folglich
Z 6≤ X. Ersetzt man in unserer bisherigen Argumentation γ durch δ, so sieht
man, dass A = Z +C1 ist. Hiermit folgt der Widerspruch Z ≤ A = X. Also ist
X keine Fixgerade von G.
Da X keine Fixgerade von G ist, hat γ nur die drei Fixpunkte Y , Y η und
Y ησ. Diese Fixpunkte sind u¨berdies nicht kollinear. Ferner gilt
Y ηση = Y ση
−1η = Y.
Hieraus folgt, dass Y η
2
= Y ησ ist, so dass die Fixpunkte von γ von der von η
erzeugten Gruppe transitiv permutiert werden. Alles, was wir von γ sagten, gilt
aber auch fu¨r η, so dass auch η genau drei Fixpunkte hat. Diese sind von den
Fixpunkten von γ verschieden. Es bezeichne S die Menge der Kollineationen
aus G, die die Fixpunkte von γ einzeln festlassen. Die Gruppe S la¨sst die Menge
der Fixpunkte von η invariant. Da γ zu S geho¨rt, operiert S auf der Menge der
Fixpunkte von η transitiv. Weil die von 1 verschiedenen Elemente aus G aber
alle nur drei Fixpunkte haben, folgt, dass S die Ordnung 3 hat. Dies wiederum
hat zur Folge, dass G die Ordnung 9 hat.
Weil G die Ordnung 9 hat, entha¨lt GZ genau 9 involutorische Streckungen.
Sind nun γ, δ ∈ G, so ist Cδσγ ein von Cγ und Cδ verschiedenes Zentrum einer
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involutorischen Streckung aus GZ auf Cγ+Cδ. Beachte man, dass σξσ = ξ
−1 =
ξ2 ist fu¨r alle ξ ∈ G, so folgt
(δσ)−1γσδσ = (γδ)2σ.
Hieraus folgt Cδσγ = C(γδ)2 , so dass die Zentren Cγ , Cδ und C(γδ)2 stets kollinear
sind. Dieses Tripel ist eine Bahn der von γδ−1 erzeugten Untergruppe von G.
Denn es ist ja, wie wir fru¨her gesehen haben, Cηξ = Cη−2ξ = Cηξ. Nun haben
wir aber gezeigt, dass A = V ist. Somit sind nicht alle Cξ kollinear. Mit den
zuvor gemachten Bemerkungen folgt dann, dass jede Gerade von LK(V ), die
zwei der Zentren tra¨gt, genau drei von ihnen tra¨gt. Hieraus folgt dann aber
mu¨helos, dass die Cξ’s die Punkte einer affinen Unterebene von LK(V ) sind.
Dass die letzte Situation tatsa¨chlich vorkommt, haben wir im letzten Ab-
schnitt gesehen.
8.3. Satz. Es sei V ein Vektorraum u¨ber dem Ko¨rper K, dessen Rang min-
destens 3 sei. Ferner seien P ein Punkt, H eine Hyperebene sowie U und W
Unterra¨ume von LK(V ) und es gelte V = P⊕H = U⊕W . Ist σ eine Involution
aus Λ(U,W ) und gilt Pσ = P sowie Hσ = H, so ist σ mit allen Streckungen
aus ∆(P,H) vertauschbar.
Beweis. Weil P ein Fixpunkt von σ ist, ist P ≤ U oder P ≤W . Wir du¨rfen
annehmen, dass P ≤ U ist. Wir du¨rfen ferner annehmen, dass uσ = −u ist fu¨r
alle u ∈ U und dass wσ = w ist fu¨r alle w ∈W . Wegen Hσ = H ist
H = (H ∪ U)⊕ (H ∪W ).
Wegen P ≤ U folgt
V = P +H = U + (H ∪ U) + (H ∪W ) = U + (H ∪W ).
Hieraus erhalten wir mit Hilfe des Modulargesetzes
W = W ∪ V = W ∪ (U + (H ∪W )) = H ∪W.
Somit ist W ≤ H. Ist nun λ ∈ ∆(P,H), so ist also Uλ = U und Wλ = W .
Somit ist λ−1σλ eine Involution aus Λ(U,W ). Da diese Gruppe aber nur eine
Involution entha¨lt, folgt λ−1σλ = σ, womit der Satz bewiesen ist.
8.4. Satz. Es seien K und L Ko¨rper der Charakteristik p > 0. Ferner sei
X ein Vektorraum u¨ber L des Ranges mindestens 2. Ist dann K∗/Z(K∗) zu
PG∗L(X,L) isomorph, so ist RgL(X) = 2 und L ist kommutativ.
Beweis. Wir beginnen den Beweis mit einer Vorbemerkung. Es sei X ein
Vektorraum des Ranges 2 u¨ber L. Ist x1, x2 eine Basis von X und definiert
man τ durch xτ1 := x1 und x
τ
2 := x1 + x2, so ist die Ordnung von τ gleich p. Ist
γ definiert durch xγ1 := x1a + x2c und x
γ
2 := x1b + x2d und ist v
τγ = vγτ fu¨r
alle v ∈ X, so gelten die Gleichungen
a = (a+ c)r,
c = cr,
a+ b = (b+ d)r,
d = dr.
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Da c und d nicht beide gleich Null sein ko¨nnen, ist r = 1. Dann ist aber c = 0
und d = a, so dass also xγ1 = x1a und x
γ
2 = x1b+ x2a ist.
Sind umgekehrt a, b ∈ L, ist a 6= 0 und definiert man die Abbildung γ durch
xγ1 := x1a und x
γ
2 := x1b + x2a, so ist τγ = γτ . Ist nun H der Zentralisator
von τ in PGL(X,L) und ist H2 diejenige Untergruppe von H, die von allen γ
der Form xγ1 = x1 und x
γ
2 = x1b+ x2 induziert wird, so ist H2 ein abelscher p-
Normalteiler von H und H/H2 ist isomorph zu L
∗/Z(L∗). Ferner folgt, wie eine
einfache Rechnung zeigt, dass L genau dann kommutativ ist, wenn H2 ⊆ Z(H)
gilt.
Es sei nun kZ(K∗) ein Element der Ordnung p aus K∗/Z(K∗). Ferner sei
x ∈ K∗ und es gelte x−1kZ(K∗)x = kZ(K∗). Dann gibt es ein z ∈ Z(K∗) mit
x−1kx = kz. Wegen kp ∈ Z(K∗) gilt daher
kp = x−1kpx = kpzp,
so dass z = 1 ist. Der Zentralisator C von kZ(K∗) in K∗/Z(K∗) wird also
durch den Zentralisator F ∗ von k in K∗ induziert. Dann ist aber F := F ∗∪{0}
ein Teilko¨rper von K.
Es sei ϕ ein Isomorphismus von PG∗L(X,L) auf K∗/Z(K∗). Ferner sei τ
eine von 1 verschiedene Elation aus PG∗L(X,L) und H sei der Zentralisator
von τ in PG∗L(X,L). Mit H2 bezeichnen wir die Gruppe aller Elationen, deren
Achse gleich der Achse von τ ist. Dann ist H2 ein abelscher p-Normalteiler
von H. Ferner sei S definiert durch S/Z(K∗) = Hϕ2 . Dann ist S/Z(K∗) ein
abelscher p-Normalteiler von F ∗/Z(K∗), wobei F wie im Absatz zuvor bestimmt
sei, wobei hier ϕ(τ) die Rolle von k spielt. Es ist dann Hϕ = F ∗/Z(K∗). Ferner
ist klar, dass Z(K∗) ⊆ Z(F ∗) ist. Weil F ein Ko¨rper ist, folgt mit 5.9 b),
dass S ⊆ Z(F ∗) ist. Somit ist Hϕ2 ⊆ Z(H). Mittels 5.10 folgt, dass der Rang
von X nicht gro¨ßer als 2 sein kann, so dass RgL(X) = 2 ist. Aus unserer
Vorbemerkung folgt dann weiter, dass L kommutativ ist, da ja H2 hier wie dort
die gleiche Bedeutung hat.
Nun haben wir alle Vorbereitungen getroffen, um den Beweis des folgenden
Satzes anzugehen, der jedoch immer noch eine ganze Weile in Anspruch nehmen
wird.
8.5. Satz. Es sei V ein Vektorraum u¨ber dem Ko¨rper K und W sei ein
Vektorraum u¨ber dem Ko¨rper L. Beide Vektorra¨ume haben mindestens den
Rang 3. Ist ϕ ein Isomorphismus von PG∗L(V ) auf PG∗L(W ), so gibt es einen
Isomorphismus oder einen Antiisomorphismus σ von LK(V ) auf LL(W ), so
dass γϕ = σ−1γσ ist fu¨r alle γ ∈ PG∗L(V ).
Beweis. Wir zeigen zuna¨chst, dass K genau dann die Charakteristik 2 hat,
wenn L die Charakteristik 2 hat. Weil ϕ−1 ein Isomorphismus von PG∗L(W )
auf PG∗L(V ) ist, genu¨gt es dazu zu zeigen, dass L die Charakteristik 2 hat,
wenn K die Charakteristik 2 hat.
Es sei Char(K) = 2 6= Char(L). Ferner sei τ eine von 1 verschiedene Elation
von LK(V ). Mit H bezeichnen wir den Zentralisator von τ in PG
∗L(V ). Ferner
sei
{1} ⊆ H2 ⊆ H1 ⊆ H0 ⊆ H
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die in 5.10 beschriebene Normalreihe von H. Setze σ := τϕ. Dann ist σ eine
Involution aus PG∗L(W ), da τ wegen Char(K) = 2 eine Involution ist. Ist C
der Zentralisator von σ in PG∗L(W ), so ist Hϕ = C.
Eine la¨ngere Argumentationskette wird zeigen, dass σ durch eine Involution
aus G∗L(W ) induziert wird, was dann seinerseits auf einen Widerspruch fu¨hrt.
Wir nehmen daher zuna¨chst an, σ werde nicht durch eine Involution aus G∗L(W )
induziert. Nach 6.2 und 6.5 entha¨lt C dann einen Normalteiler N vom Index 2.
Ferner ist nach diesen Sa¨tzen N/Z(N) ∼= PG∗L(X,F ), wobei F ein Ko¨rper mit
Z(L) ⊆ F ist. Operiert σ fixpunktfrei, so ist F eine quadratische Erweiterung
von L, so dass also |F | > 3 ist. Ferner ist RgF (X) = 12RgL(W ) ≥ 32 , so dass
RgF (X) ≥ 2 ist. Hat σ einen Fixpunkt, so ist RgF (X) = RgL(W ) ≥ 3. Es
ist also stets RgF (X) ≥ 2 und X ist nicht der Vektorraum vom Range 2 u¨ber
GF(2) oder GF(3). Schließlich ist Z(N) ∼= Z(F ∗)/Z(L∗) und Z(C) = {1, σ}.
Es sei M ein in Hϕ1 enthaltener Normalteiler von C. Angenommen, es wa¨re
MZ(N) ∩ N 6= Z(N). Dann enthielte (MZ(N) ∩ N)/Z(N) nach 2.8 eine zu
PSL(X,F ) isomorphe Untergruppe, da ja RgF (X) ≥ 2 und da X nicht der
Vektorraum vom Range 2 u¨ber GF(2) oder GF(3) ist. Dies widerspricht aber
der Tatsache, dass PSL(X,F ) keine 2-Gruppe ist. Also ist MZ(N)∩N = Z(V ).
Hieraus folgt M ∩N ⊆ Z(N). Daher ist entweder M ⊆ Z(N) oder MN = C,
da ja N ein Normalteiler vom Index 2 in C ist.
Weil τ eine Elation und weil RgK(V ) ≥ 3 ist, ist H1 nicht abelsch. Daher
ist Hϕ1 keine Untergruppe von Z(N). Nach der gerade gemachten Bemerkung
ist daher C = Hϕ1 N .
Es sei Z(Hϕ1 ) ⊆ Z(N). Wegen CH(Z(Hϕ1 ) = Hϕ0 ist dann N ⊆ Hϕ0 . Daher
ist
Hϕ = C = NHϕ1 ⊆ NHϕ0 = Hϕ0 ,
so dass H = H0 ist. Mit 5.10 folgt hieraus, dass K kommutativ ist. Hieraus
folgt ebenfalls mit 5.10, dass das Zentrum von H zur additiven Gruppe von K
isomorph ist. Aus |Z(C)| = 2 folgt daher, dass |K| = 2 ist. Dies hat wiederum
zur Folge, dass die Gruppen G∗L(A/P ) und PG∗L(A/P ) isomorph sind, wenn
A die Achse und P das Zentrum von τ bezeichnen. Nun ist PG∗L(X,F ) nicht
auflo¨sbar, so dass C und damit H nicht auflo¨sbar ist. Dann ist aber auch
PG∗L(A/P ) nicht auflo¨sbar. Aus 2.8 folgt daher, dass PG∗L(A/P ) und damit
H0/H1 = H/H1 keinen von {1} verschiedenen abelschen Normalteiler entha¨lt.
Folglich ist
H1Z(N)
ϕ−1/H1 = {1},
so dass Z(N)ϕ
−1 ⊆ H1 ist. Also ist Z(N) eine abelsche 2-Gruppe vom Expo-
nenten 2 oder 4. Nun ist Z(N) ∼= Z(F ∗)/Z(L∗). Ist f ∈ Z(F ∗) − Z(L∗) und
f2 ∈ Z(L∗), so ist, da der Exponent von Z(N) ein Teiler von 4 ist,
1 + 4f + 6f2 + 4f3 + f4 = (1 + f)4 ∈ Z(L).
Weil die Charakteristik von L von 2 verschieden ist und wir angenommen haben,
dass f2 ∈ Z(L) ist, folgt weiter
f(f2 + 1) ∈ Z(L).
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Weil f aber kein Element von Z(L) ist, folgt f2 + 1 = 0. Dies besagt, dass
f eine primitive vierte Einheitswurzel von Z(F ) ist. Das impliziert wiederum,
dass Z(N) ho¨chstens eine und damit genau eine Involution entha¨lt. Da Z(N)
eine abelsche Gruppe vom Exponenten 2 oder 4 ist, folgt, dass Z(N) eine zyk-
lische Gruppe der Ordnung 2 oder 4 ist. Weil Z(F ) und Z(L) Ko¨rper sind,
ist |Z(F ∗)/Z(L∗)| > 2, daher ist Z(N) die zyklische Gruppe der Ordnung 4.
Wegen N ∩Hϕ1 ⊆ Z(N) ist N ∩H1 = Z(N). Daher folgt aus
C/N = (NHϕ1 )/N
∼= Hϕ1 /(N ∩Hϕ1 ) = Hϕ1 /Z(N),
dass |H1| = 2|Z(N)| = 8 ist. Dies impliziert, dass V endlich ist.
Es sei n der Rang von V . Dann ist, da RgK(A) = n − 1 und RgK(P ) = 1
sowie |K| = 2 ist, ∣∣HomK(A/P, P )∣∣ = 2n−2
und ∣∣HomK(V/A,A)∣∣ = 2n−1.
Mit 5.10 folgt hieraus
23 = |H1/H2| · |H2| = 22n−3
und damit n = 3. Dies impliziert RgK(A/P ) = 1, was wiederum G
∗L(A/P ) =
{1} nach sich zieht, so dass H auflo¨sbar ist. Dieser Widerspruch zeigt, dass
Z(Hϕ1 ) nicht in Z(N) enthalten ist. Dann ist aber, wie wir gesehen haben,
NZ(Hϕ1 ) = C. Ferner ist N ∩ Z(Hϕ1 ) ⊆ Z(N). Hieraus folgt
N ∩ Z(Hϕ1 ) ⊆ Z(NHϕ1 ) = Z(C).
Andererseits ist
Z(C) ⊆ N ∩ Z(Hϕ1 ).
Also ist ∣∣N ∩ Z(Hϕ1 )∣∣ = 2.
Aus |C/N | = 2 und C = NZ(Hϕ1 ) folgt daher |Z(Hϕ1 )| = 4. Nach 5.10 ist Z(H1)
zu HomK(V/A, P ) isomorph. Da hiernach HomK(V/A, P ) genau vier Elemente
entha¨lt, hat auch K genau vier Elemente. Somit ist K kommutativ. Nach 5.10
ist daher H = H0 und daher Z(H) = Z(H1). Hiermit folgt der Widerspruch
2 =
∣∣Z(H)∣∣ = ∣∣Z(H0)∣∣ = 4.
Dieser Widerspruch ru¨hrt daher, dass wir annahmen, σ wu¨rde nicht durch eine
Involution aus G∗L(W ) induziert, so dass diese Annahme also zu verwerfen ist.
Die Kollineation σ wird also durch eine Involution induziert. Ist H auflo¨sbar,
so ist auch C auflo¨sbar. Nach 6.6, 5.10 bzw. 5.4 und 2.6 folgt dann |K| = 2
und |L| = 3 sowie RgK(V ) ≤ 4 und RgL(W ) ≤ 4. Nach 1.7 und 1.13 ist aber∣∣PG∗L(3, 2)∣∣ = 23 · 3 · 7,∣∣PG∗L(4, 2)∣∣ = 26 · 32 · 5 · 7,∣∣PG∗L(3, 3)∣∣ = 33 · 24 · 13,∣∣PG∗L(4, 3)∣∣ = 36 · 28 · 5 · 13,
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so dass PG∗L(V ) und PG∗L(W ) nicht isomorph sein ko¨nnen. Also ist H und
damit auch C nicht auflo¨sbar.
Nach 6.6 gibt es Unterra¨ume X und Y von W mit W = X ⊕ Y und σ ∈
Λ(X,Y ). Nach 5.2 ist Λ(X,Y ) zur multiplikativen Gruppe von L oder von
Z(L) isomorph. Weil σ involutorisch ist, liegt σ in jedem Falle im Zentrum von
Λ(X,Y ). Es sei nun Λ1 diejenige Untergruppe von PG
∗L(W ), die X als Ganzes
und Y punktweise festla¨sst, und Λ2 sei diejenige Untergruppe von PG
∗L(W ),
die X punktweise und Y als Ganzes festla¨sst. Nach 5.5 ist dann
|C : Λ1Λ2| ≤ 2.
Liegt Hϕ1 nicht in Λ1Λ2, so ist C 6= Λ1Λ2 und daher |C : Λ1Λ2| = 2. Es
folgt C = Λ1Λ2H
ϕ
1 . Dies impliziert seinerseits, dass es ein η ∈ Hϕ1 gibt mit
η−1Λ1η = Λ2. Aus |C : Λ1Λ2| = 2 und C = Λ1Λ2Hϕ1 folgt, dass∣∣Hϕ1 : ((Λ1Λ2) ∩Hϕ1 )∣∣ = 2
ist. Ferner ist (Λ1Λ2) ∩Hϕ1 ein 2-Normalteiler von Λ1Λ2. Hieraus folgt, dass(
Λ(X,Y )((Λ1Λ2) ∩Hϕ1 )
)
/Λ(X,Y )
ein 2-Normalteiler von
(Λ1Λ2)/Λ(X,Y )
ist. Nach 5.4 e) ist (Λ1Λ2)/Λ(X,Y ) zu
PG∗L(X)× PG∗L(Y )
isomorph. Weil η−1Λ1η = Λ2 ist, ist Xη = Y , so dass RgL(X) = RgL(Y ) ≥ 2
ist. Enthielte Λ1Λ2/Λ(X,Y ) einen nicht trivialen 2-Normalteiler, so folgt |L| =
3 und RgL(X) = RgL(Y ) = 2, so dass C und damit H auflo¨sbar wa¨re. Dieser
Widerspruch zeigt, dass
(Λ1Λ2) ∩H1ϕ ⊆ Λ(X,Y )
gilt. Wegen RgL(X) = RgL(Y ) ≥ 2 ist Λ(X,Y ) ∼= Z(K∗) nach 5.4 e). Weil der
Exponent von Hϕ1 gleich 4 ist, folgt daher∣∣(Λ1Λ2) ⊆ Hϕ1 ∣∣ ≤ 4,
so dass |H1| = |Hϕ1 | ≤ 8 ist. Folglich ist wieder |K| = 2 und RgK(V ) = 3,
was den Widerspruch der Auflo¨sbarkeit von H nach sich zieht. Also ist doch
Hϕ1 ⊆ Λ1Λ2.
Weil der Rang von V mindestens 3 ist, folgt mit 5.10, dass H2 mindestens
zwei Involutionen entha¨lt. Daher kann Hϕ2 nicht in der Gruppe Λ(U, V ) enthal-
ten sein, da diese Gruppe zur multiplikativen Gruppe von L oder Z(L) isomorph
ist. Hieraus folgt, dass (
Λ(X,Y )Hϕ1
)
/Λ(X,Y )
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ein nicht trivialer 2-Normalteiler von (Λ1Λ2)/Λ(X,Y ) ist. Nun ist
(Λ1Λ2)/Λ(X,Y ) ∼= PG∗L(X)× PG∗L(Y ).
Weil C nicht auflo¨sbar ist, ko¨nnen PG∗L(X) und PG∗L(Y ) nicht beide auflo¨sbar
sein, da sonst L nur drei Elemente enthielte und C dann doch auflo¨sbar wa¨re.
Daher kann nur eine der Gruppen PG∗L(X) und PG∗L(Y ) einen nicht trivi-
alen 2-Normalteiler enthalten. Wir du¨rfen daher annehmen, dass die Gruppe
PG∗L(X) einen zu (Λ(X,Y )Hϕ1 )/H
ϕ
1 )/Λ(X,Y ) isomorphen 2-Normalteiler ent-
ha¨lt. Hieraus folgt RgL(X) = 1 oder |L| = 3 und RgL(X) = 2. Weil PG∗L(X)
nicht trivial ist, kann aber der Fall RgL(X) = 1 nicht eintreten. Dies impliziert,
dass der maximale 2-Normalteiler der Gruppe (Λ1Λ2)/Λ(X,Y ) die Ordnung 4
hat. Weil Λ(X,Y ) zur multiplikativen Gruppe von K isomorph ist und folg-
lich die Ordnung 3 hat, hat der maximale 2-Normalteiler von Λ1Λ2 die Ord-
nung 8. Hieraus folgt, dass |H1| = 8 und RgK(V ) = 3 ist, was wiederum
die Auflo¨sbarkeit von H impliziert. Dieser Widerspruch zeigt endlich, dass die
Charakteristik von L doch gleich 2 ist.
Es sei weiterChar(K) = 2. Dann ist, wie wir jetzt wissen, auch Char(L) = 2.
Wir zeigen nun, dass jede Elation aus PG∗L(V ) auf eine Elation aus PG∗L(W )
abgebildet wird. Es sei also τ eine von eins verschiedene Elation aus PG∗L(V ).
Dann ist σ := τϕ eine Involution aus PG∗L(W ). Es sei wieder H der Zentrali-
sator von τ in PG∗L(V ) und C der Zentralisator von σ in PG∗L(W ).
Wird σ nicht durch eine Involution aus G∗L(W ) induziert, so ist die Fak-
torgruppe C/Z(C) nach 6.2 bzw. 6.5 isomorph zur Gruppe PG∗L(X,F ), wobei
F ein Ko¨rper mit Z(L) ⊆ F ist. Operiert σ fixpunktfrei auf LL(W ), so
ist F eine quadratische Erweiterung von L, so dass |F | > 3 ist. Ferner ist
in diesem Falle RgF (X) =
1
2RgL(W ) ≥ 2. Hat σ einen Fixpunkt, so ist
RgF (X) = RgL(W ) ≥ 3. Es ist also stets RgF (X) ≥ 2 und X ist nicht der
Vektorraum vom Range 2 u¨ber GF(2) bzw. GF(3). Mit Hilfe von 2.8 folgt da-
her, dass C/Z(C) keinen von eins verschiedenen 2-Normalteiler entha¨lt. Hieraus
folgt, dass Hϕ1 ⊆ Z(C) ist. Dies widerspricht aber der Tatsache, dass H1 nicht
abelsch ist. Dieser Widerspruch zeigt, dass σ eine Quasielation ist.
Weil σ eine Quasielation ist, besitzt C eine Normalreihe {1} ⊆ C1 ⊆ C0 ⊆ C,
wobei C der gro¨ßte auflo¨sbare 2-Normalteiler von C und C0 der Zentralisator
von Z(C1) in C ist. Daher ist H
ϕ
1 = C1 und H
ϕ
0 = C0. Hieraus folgt, dass H/H0
zu C/C0 isomorph ist. Ist K kommutativ, so ist H = H0 und damit C = C0.
Dies besagt, dass σ eine Elation ist und dass auch L kommutativ ist. Ist σ
keine Elation, so ist also K nicht kommutativ. Weil ϕ−1 ein Isomorphismus von
PG∗L(W ) auf PG∗L(V ) ist, folgt, dass auch L nicht kommutativ ist. Ist nun
B die Achse von σ, so ist RgL(W/B) ≥ 2. Ferner ist C/C0 zu PG∗L(W/B)
isomorph, so dass wegen H/H0 ∼= K∗/Z(K∗) die Gruppen K∗/Z(K∗) und
PG∗L(W/B) isomorph sind. Wegen Char(K) = 2 = Char(L) folgt daher mit
8.4 der Widerspruch, dass L kommutativ ist. Damit ist gezeigt, dass im Falle
Char(K) = 2 der Isomorphismus ϕ Elationen auf Elationen abbildet.
Es sei nun Char(K) 6= 2. Wir wollen zeigen, dass ϕ auch in diesem Falle Ela-
tionen auf Elationen abbildet. Dazu zeigen wir zuna¨chst, dass ϕ involutorische
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Streckungen auf involutorische Streckungen abbildet. Zuna¨chst notieren wir,
dass auch die Charakteristik von L von 2 verschieden ist, wie wir nicht ohne
Mu¨he zeigten. Es sei nun ρ eine involutorische Streckung von LK(V ) mit der
Achse A und dem Zentrum P . Es sei C der Zentralisator von ρ in PG∗L(V ). Es
sei Λ1 die Gruppe, die P punktweise und A als Ganzes festla¨sst, und Λ2 sei die
Gruppe, die A punktweise und P als Ganzes festla¨sst. Wegen RgK(P ) = 1 ist
dann Λ2 = ∆(P,A). Ferner ist Λ2 ⊆ Λ1, so dass insbesondere Λ1 = Λ1Λ2 ist.
Mit 5.4 folgt weiter, dass |C : Λ1| = 1 oder 2 ist. Wegen RgK(P ) = 1 < RgK(A)
kann der zweite Fall nach 5.4 nicht eintreten. Also ist C = Λ1. Nochmals 5.4
zitierend sehen wir, dass Z(C) = Z(∆(P,A)) ist.
Wir setzen σ := ρϕ und bezeichnen mit D den Zentralisator von σ in
PG∗L(W ). Wird σ nicht durch eine Involution aus G∗L(W ) induziert, so
entha¨lt D nach 6.2 bzw. 6.5 einen Normalteiler N vom Index 2 mit N/Z(N) ∼=
PG∗L(X,F ), wobei F ein Ko¨rper mit Z(L) ⊆ F ist. Ferner ist, wie wir
schon zweimal bemerkten, RgF (X) ≥ 2 und X ist nicht der Vektorraum vom
Range 2 u¨ber GF(2) oder GF(3). Schließlich ist Z(N) ∼= Z(F ∗)/Z(L∗) und
Z(D) = {1, σ}. Wa¨re |K| = 3 und RgK(A) = 2, so wa¨re C und damit D
auflo¨sbar, was nicht der Fall ist. Somit entha¨lt Λ1/∆(P,A) wegen 2.8 keinen
abelschen Normalteiler ungleich Eins. Hieraus folgt, dass Z(N)ϕ
−1 ⊆ ∆(P,A)
ist. Wegen
Z(C) = Z(D)ϕ
−1 ⊆ Z(N)ϕ−1
entha¨lt die multiplikative Gruppe von K einen abelschen Normalteiler A un-
gleich eins mit Z(K∗) ⊆ A. Da A einen kommutativen, normalen Teilko¨rper von
K erzeugt, folgt nach dem Satz von Cartan-Brauer-Hua, dass A ⊆ Z(K∗) ist.
Also ist A = Z(K∗) und daher Z(C) = Z(N)ϕ
−1
. Hieraus folgt Z(N) = Z(D).
Dies ergibt den Widerspruch |Z(F ∗)/Z(L∗)| = 2. Somit ist σ eine Quasistreck-
ung.
Angenommen σ ist keine Streckung. Ist RgK(A) = 2 und |K| = 3, so ist
RgK(V ) = 3 und C ist auflo¨sbar. Dann ist auch D auflo¨sbar, so dass nach 5.4
auch |L| = 3 sowie RgL(W ) ≤ 4 ist. Ein Vergleich der Ordnungen von PG∗L(V )
und PG∗L(W ) zeigt, dass auch der Rang von W gleich 3 ist. Dann ist σ aber
eine Streckung. Also ist V nicht der Vektorraum vom Range 3 u¨ber GF(3).
Es sei W = X ⊕ Y und σ ∈ Λ(X,Y ). Ferner sei Q ein Punkt in X und
B ein Y umfassendes Komplement von Q. Ist λ die involutorische Streckung
aus ∆(Q,B), so ist Xλ = Y und Y λ = Y . Daher ist λσ = σλ. Folglich ist
λϕ
−1
ρ = ρλϕ
−1
. Hieraus folgt, dass ϕ−1 sowohl P als auch A festla¨sst. Nach
dem bereits Bewiesenen ist λϕ
−1
eine involutorische Quasistreckung. Nach 8.3
wird folglich ∆(P,A) von λϕ
−1
zentralisiert. Daher wird λ von ∆(P,A)ϕ zen-
tralisiert, woraus folgt, dass Q ein Fixpunkt von ∆(P,A)ϕ ist. Weil Q ein
beliebiger Punkt in X war, heißt das, dass X von ∆(P,A)ϕ punktweise fest-
gelassen wird. Ebenso zeigt man, dass ∆(P,A)ϕ auch Y punktweise festla¨sst.
Somit ist ∆(P,A)ϕ eine Untergruppe von Λ(X,Y ). Weil σ keine Streckung ist,
ist Λ(X,Y ) nach 5.2 b) abelsch. Folglich ist ∆(P,A) abelsch, so dass nach 5.4
f) die Gleichung Z(C) = ∆(P,A) gilt. Weil C/∆(P,A) nicht auflo¨sbar ist, folgt
aus 2.8, dass C/∆(P,A) keinen nicht trivialen abelschen Normalteiler entha¨lt.
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Da andererseits Λ(X,Y )ϕ
−1
/∆(P,A) ein abelscher Normalteiler dieser Gruppe
ist, folgt Λ(X,Y )ϕ
−1
= ∆(P,A). Hieraus folgt, dass ϕ−1 einen Isomorphismus
von D/Λ(X,Y ) auf C/∆(P,A) induziert. Daher entha¨lt die Gruppe PG∗L(A)
einen Normalteiler N = N1×N2 mit N1 ∼= PG∗L(X) und N2 ∼= PG∗L(Y ). Aus
2.8 folgt wiederum, dass PSL(A) in N enthalten ist, so dass sowohl N1 als auch
N2 die Gruppe PSL(A) normalisieren. Eine nochmalige Anwendung von 2.8
liefert daher den Widerspruch PSL(A) ⊆ N1 ∩ N2 = {1}. Dieser Widerspruch
zeigt, dass σ doch eine involutorische Streckung ist.
Wir zeigen nun, dass ϕ auch im Falle einer von 2 verschiedenen Charakter-
istik die Elationen aus PG∗L(V ) auf die Elationen von PG∗L(W ) abbildet. Um
dies zu zeigen, sei H — der Buchstabe H steht wieder zur Verfu¨gung — eine
Hyperebene von LK(V ) und G sei die Gruppe aller Elationen mit der Achse H.
Schließlich sei σ eine involutorische Streckung mit der Achse H und Z sei die
von σ erzeugte Gruppe der Ordnung 2. Nach 8.1 ist die Gruppe G ihr eigener
Zentralisator in PG∗L(V ) und weil die Charakteristik von K von 2 verschieden
ist, entha¨lt G auch keine Involution. Ferner ist |GZ : G| = 2, so dass die
Kollineationen γσ mit γ ∈ G involutorische Streckungen mit der Achse H sind.
Weil G auf der Punktmenge von LK(V )H transitiv operiert, gibt es zu jedem
γ ∈ G ein η ∈ G mit γσ = η−1ση. Folglich erfu¨llen G und σ die Voraussetzungen
von 8.2. Nun ist σϕ eine involutorische Streckung von LL(W ), wie wir gesehen
haben. Daher erfu¨llen auch Gϕ und σϕ die Voraussetzungen von 8.2. Somit ist
Gϕ eine Gruppe von Elationen, es sei denn, es ist RgL(W ) = 3 und G hat die
Ordnung 9. In diesem Falle besitzt LK(V )H aber nur neun Punkte, so dass V
der Vektorraum vom Rang 3 u¨ber GF(3) ist. Weil die Gruppen PG∗L(V ) und
PG∗L(W ) isomorph sind, folgt dann, dass auch L = GF(3) ist. Weil die Zentren
der Streckungen aus (GZ)ϕ die Punkte einer affinen Unterebene der Ordnung 3
von LL(W ) ist, folgt mittels 7.2 und 7.6, dass die Streckungen aus (GZ)
ϕ doch
alle die gleiche Achse haben. Also kann dieser Fall nicht eintreten. Dies zeigt,
dass ϕ Elationen auf Elationen abbildet.
Es sei nun P ein Punkt und H eine Hyperebene von LK(V ). Offensichtlich
gilt genau dann P ≤ H, wenn E(P ) ∩ E(H) 6= {1} ist. Weil ϕ Elationen auf
Elationen abbildet, sind E(P )ϕ und E(H)ϕ Gruppen von Elationen. Mit 8.1
folgt die Existenz von Unterra¨umen P ρ bzw. Hρ von W mit RgL(P
ρ) = 1 bzw.
KoRgL(P
ρ) = 1 und KoRgL(H
ρ) = 1 bzw. RgL(H
ρ) = 1, so dass E(P )ϕ =
E(P ρ) und E(H)ϕ = E(Hρ) ist. Nun sind E(P ) und E(H) nicht konjugiert unter
PG∗L(V ), so dass E(P ρ) und E(Hρ) in verschiedenen Konjugiertenklassen von
PG∗L(W ) liegen. Daher ist entweder
RgL(P
ρ) = KoRgL(H
ρ) = 1
fu¨r alle Punkte P und alle Hyperebenen H von LK(V ) oder es ist
KoRgL(P
ρ) = RgL(H
ρ) = 1
fu¨r alle Punkte P und alle Hyperebenen H von LK(V ). In beiden Fa¨llen ist ρ
eine Bijektion der Menge der Punkte und der Hyperebenen von LK(V ) auf die
Menge der Punkte und Hyperebenen von LL(V ). Im ersten Falle werden dabei
224 Kapitel III. Gruppen von Kollineationen
die Punktmenge auf die Punktmenge und die Hyperebenenmenge auf die Hy-
perebenenmenge abgebildet, wa¨hrend im zweiten Falle die Punktmenge auf die
Hyperebenenmenge und die Hyperebenenmenge auf die Punktmenge abgebildet
werden. Weil genau dann E(P ) ∩ E(H) 6= {1} gilt, wenn E(P ρ) ∩ E(Hρ) 6= {1}
gilt, ist ρ in beiden Fa¨llen inzidenztreu. Mit I.8.6 und der U¨bungsaufgabe zu
diesem Satz folgt, dass ρ durch einen Isomorphismus oder Antiisomorphismus
σ von LK(V ) auf LL(W ) induziert wird.
Es sei schließlich γ ∈ PG∗L(V ). Dann ist
E(Pσγ
ϕ
) = γ−ϕE(Pσ)γϕ = γ−1E(P )ϕγϕ = (γ−1E(P )γ)ϕ = E(P γ)ϕ = E(P γσ).
Hieraus folgt Pσγ
ϕ
= P γσ fu¨r alle Punkte P von LK(V ). Da ein Isomorphis-
mus bzw. ein Antiisomorphismus durch seine Wirkung auf die Punkte bereits
festgelegt wird, folgt σγϕ = γσ, so dass
γϕ = σ−1γσ
fu¨r alle γ ∈ PG∗L(V ) gilt. Damit ist 8.5 endlich bewiesen.
Das folgende Korollar ist eine unmittelbare Folgerung aus 8.5.
8.6. Korollar. Sei V ein Vektorraum u¨ber dem Ko¨rper K mit RgK(V ) ≥ 3.
a) Ist LK(V ) nicht selbstdual, so ist PΓL(V ) zur Automorphismengruppe von
PG∗L(V ) isomorph.
b) Ist LK(V ) selbstdual, so entha¨lt die Automorphismengruppe von PG
∗L(V )
einen zu PΓL(V ) isomorphen Normalteiler vom Index 2.
c) Die Gruppen PSL(V ) und PGL(V ) sind charakteristische Untergruppen von
PG∗L(V ), dh., sie sind unter allen Automorphismen von PG∗L(V ) invari-
ant.
Der Leser wird vielleicht fragen, wie man auf all dies komme. Diese Frage
kann ich hier ausnahmsweise einmal beantworten. Geometrisch sind Elationen
und Streckungen am besten zu fassen, gruppentheoretisch Involutionen. Daher
stellt man zuerst die Frage, wie man die unterschiedlichen Involutionen in den
fraglichen Gruppen unterscheiden kann. Da dra¨ngen sich ihre Zentralisatoren
auf. Der Rest ist eine genaue Analyse der Situation gepaart mit Routine. Dann
entgeht einem auch die hessesche Gruppe nicht, die ich nirgends in der Literatur
in der vorliegenden Allgemeinheit behandelt fand.
IIII.
Endliche projektive Geometrien
In diesem Kapitel studieren wir zuna¨chst kombinatorische Eigenschaften end-
licher projektiver Geometrien. Wir werden herausfinden, dass jede Kollineation
einer projektiven Geometrie ebenso viele Fixpunkte wie Fixhyperebenen hat und
dass die Anzahl der Punktbahnen einer Kollineationsgruppe gleich der Anzahl
ihrer Hyperebenenbahnen ist. Wir werden auch sehen, dass es keine endlichen
elliptischen Geometrien gibt, da Polarita¨ten endlicher projektiver Ra¨ume stets
absolute Punkte haben. Spa¨ter werden wir verschiedene Kennzeichnungen der
endlichen, desarguesschen projektiven Ebenen innerhalb aller endlichen pro-
jektiven Ebenen geben. Diese Kennzeichnungen bedienen sich der Kollinea-
tionsgruppen dieser Ebenen. Außerdem geben wir noch verschiedene kombina-
torische und gruppentheoretische Kennzeichnungen der endlichen projektiven
Ra¨ume innerhalb der Klasse der projektiven Blockpla¨ne.
Dieses Kapitel sieht beim ersten Hinschauen aus wie ein Sammelsurium der
unterschiedlichsten Sa¨tze. Dem aufmerksamen Leser wird aber nicht entgehen,
dass ihm eine Koha¨renz innewohnt, die sich bis zu dem Satz 11.3 von N. Ito
erstreckt, dass also nichts in diesem Kapitel u¨berflu¨ssig ist.
1. Endliche Inzidenzstrukturen
Es sei Π eine Menge, deren Elemente wir Punkte, und B eine Menge, deren
Elemente wir Blo¨cke nennen. Ferner sei I ⊆ Π × B. Das Tripel T := (Π,B, I)
heißt Inzidenzstruktur (siehe Kapitel I, Abschnitt 1). Die Elemente von I nennen
wir Fahnen von T . Die Inzidenzstruktur (Π,B, I) heißt endlich, falls Π und B
endlich sind.
Ist T := (Π,B, I) eine Inzidenzstruktur, so definieren wir die Inzidenzstruk-
tur T d := (Πd,Bd, Id) durch Πd := B, Bd := Π und Id:= {(b, P ) | (P, b) ∈ I}.
Die Inzidenzstruktur T d heißt die zu T duale Inzidenzstruktur . Offenbar ist
T dd = T .
Ist (Π,B, I) eine Inzidenzstruktur, so definieren wir auf I zwei A¨quivalenz-
relationen ∼ und ≈ durch (P, b) ∼ (Q, c) genau dann, wenn P = Q, bzw.
(P, b) ≈ (Q, c) genau dann, wenn b = c ist. Fu¨r P ∈ Π bezeichne IP die durch
P bestimmte A¨quivalenzklasse von ∼ und fu¨r b ∈ B bezeichne Ib die durch b
bestimmte A¨quivalenzklasse von ≈. Es gilt dann
I =
⋃
P∈Π
IP =
⋃
b∈B
Ib
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und IP ∩ IQ = ∅, falls P 6= Q, und Ib ∩ Ic= ∅, falls b 6= c ist. Ist rP die Anzahl
der Elemente in IP , dh. die Anzahl der Blo¨cke, die mit P inzidieren, und ist kb
die Anzahl der mit b inzidierenden Punkte, so gilt also der folgende Satz.
1.1. Satz. Ist (Π,B, I) eine endliche Inzidenzstruktur, so ist∑
P∈Π
rP = | I | =
∑
b∈B
kb.
Die Inzidenzstruktur T := (Π,B, I) heißt linksseitige taktische Konfigura-
tion, falls es eine ganze Zahl r gibt mit rP = r fu¨r alle P ∈ Π, und sie heißt
rechtsseitige taktische Konfiguration, falls es eine ganze Zahl k gibt mit kb = k
fu¨r alle b ∈ B. Schließlich heißt T taktische Konfiguration, falls T sowohl links-
seitige als auch rechtsseitige taktische Konfiguration ist.
Ist T := (Π,B, I) eine endliche Inzidenzstruktur, so setzen wir v := |Π|
und b := |B|. Damit du¨rfen wir den Buchstaben b nicht mehr als Namen fu¨r
einen Block verwenden. Die Anzahl der Blo¨cke b zu nennen, versteht sich von
selbst. Die Anzahl der Punkte v zu nennen, ru¨hrt aus der Statistik, wo man
endliche Inzidenzstrukturen beim Planen von Versuchen benutzt und v dann
fu¨r das englische variety steht. Der Buchstabe r als Anzahl der Blo¨cke durch
einen Punkt steht fu¨r replication. Ist T linksseitige taktische Konfiguration, so
heißen v, r, kc mit c ∈ B Parameter von T , und ist T rechtsseitig taktische
Konfiguration, so werden die Zahlen b, k, rp mit P ∈ Π Parameter von T
genannt. Ist T taktische Konfiguration, so heißen v, b, k, r Parameter von T .
Mit diesen Definitionen folgt aus 1.1 unmittelbar
1.2. Korollar. Es sei T := (Π,B, I) eine endliche Inzidenzstruktur. Dann gilt:
a) Ist T eine linksseitige taktische Konfiguration mit den Parametern v, r, kc
mit c ∈ B, so ist vr = ∑c∈B kc.
b) Ist T eine rechtsseitige taktische Konfiguration mit den Parametern b, k, rp
mit P ∈ Π so ist bk = ∑P∈Π rP .
c) Ist T eine taktische Konfiguration mit den Parametern v, b, r, k, so ist
vr = bk.
Es seien t, v, k und λ natu¨rliche Zahlen. Die Inzidenzstruktur (Π,B, I) heißt
t-(v, k, λ)-Blockplan, falls gilt:
(1) Es ist v = |Π|.
(2) Es ist kc = k fu¨r alle c ∈ B.
(3) Je t verschiedene Punkte aus Π inzidieren mit genau λ Blo¨cken aus B.
Statt t-(v, k, λ)-Blockplan werden wir ha¨ufig nur t-Blockplan sagen und 2-Block-
pla¨ne werden wir meist nur Blockpla¨ne nennen.
Die 1-Blockpla¨ne sind genau die taktischen Konfigurationen mit den Param-
etern v, b, r = λ und k. Auf Grund von (2) sind alle t-Blockpla¨ne rechtsseit-
ige taktische Konfigurationen. Wir werden sehen, dass sie stets sogar takti-
sche Konfigurationen sind. Bevor wir dies beweisen, noch eine Definition. Ist
T := (Π,B, I) eine Inzidenzstruktur und ist P ein Punkt von T , so definieren
wir die abgeleitete Struktur TP wie folgt:
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(a) Punkte von TP sind die von P verschiedenen Punkte von T .
(b) Blo¨cke von TP sind die mit P inzidierenden Blo¨cke von T .
(c) Inzidenz in TP ist gleichbedeutend mit Inzidenz in T .
Sind P1, . . . , Pn verschiedene Punkte von T , so definieren wir TP1,...,Pn rekursiv
vermo¨ge
TP1,...,Pn := (TP1,...,Pn−1)Pn .
1.3. Satz. Ist T ein t-(v, k, λ)-Blockplan und ist 1 ≤ s ≤ t, so ist T ein
s-(v, k, λs)-Blockplan, wobei
λs = λ
(v − s)(v − s− 1) · · · (v − t+ 1)
(k − s)(k − s− 1) · · · (k − t+ 1)
ist. Insbesondere ist T auch eine taktische Konfiguration. Ist b die Anzahl der
Blo¨cke von T , so ist
b = λ
v(v − 1) · · · (v − t+ 1)
k(k − 1) · · · (k − t+ 1) .
Beweis. P1, . . . , Ps seien s verschiedene Punkte von T . Wir bezeich-
nen mit λ(P1, . . . , Ps) die Anzahl der Blo¨cke von TP1,...,Ps . Ist s = t, so ist
λ(P1, . . . , Ps) = λ, so dass in diesem Falle λ(P1, . . . , Ps) von der Auswahl der
Punkte P1, . . . , Ps unabha¨ngig ist. Es sei s < t und es sei bereits gezeigt, dass
es ein λs+1 gibt mit
λ(X1, . . . , Xs+1) = λs+1
fu¨r jede Wahl der X1, . . . , Xs+1. Dann ist TP1,...,Ps eine taktische Konfiguration
mit den Parametern vs = v − s, bs = λ(P1, . . . , Ps), ks = k − s und rs = λs+1.
Nach 1.2c) ist vsrs = bsks. Somit ist
λ(P1, . . . , Ps) =
v − s
k − sλs+1.
Damit ist gezeigt, dass T auch ein s-(v, k, λs)-Blockplan ist. Nun ist rP = λ1
fu¨r alle Punkte P von T . Daher ist vλ1 = bk nach 1.2c) und folglich
b = λ
v(v − 1) · · · (v − t+ 1)
k(k − 1) · · · (k − t+ 1) .
Damit ist alles bewiesen.
Es sei L ein projektiver Verband. Mit URi(L) bezeichnen wir, wie schon
zuvor, die Menge der Unterra¨ume des Ranges i von L. Ist L ein endlicher
projektiver Verband der Ordnung q und des Ranges n, so bezeichnen wir wieder
die Anzahl der Elemente in URi(L) mit Ni(n, q). Fu¨r 0 ≤ i ≤ j ≤ n, setzen wir
Li,j :=
(
URi(L),URj(L),≤
)
.
Es gilt dann:
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1.4. Satz. Es sei L ein endlicher projektiver Verband der Ordnung q und des
Ranges n. Ferner seien i und j natu¨rliche Zahlen mit 1 ≤ i ≤ j ≤ n. Dann
gilt:
a) Li,j ist eine taktische Konfiguration mit den Parametern v = Ni(n, q), b =
Nj(n, q), k = Ni(j, q) und r = Nj−i(n− i, q).
b) Ist 1 < j, so ist L1,j ein 2-Blockplan mit v = N1(n, q), b = Nj(n, q), k =
N1(j, q) und λ = Nj−2(n− 2, q).
Beweis. Dass v, b und k die angegebenen Werte haben, folgt aus der Defi-
nition der Na(b, q). Es sei U ∈ URi(L) und Π sei das gro¨ßte Element von L.
Dann ist die Anzahl der Unterra¨ume vom Range j, die U umfassen, gleich der
Anzahl der Unterra¨ume vom Range j − i in dem Quotienten Π/U . Folglich ist
diese Anzahl gleich Nj−i(n− i, q). Damit ist a) bewiesen.
Dass Nj−2(n−2, q) die Anzahl der Unterra¨ume vom Rang j ist, die zwei ver-
schiedene vorgegebene Punkte umfassen, folgt aus a), wenn man nur bemerkt,
dass die Summe zweier verschiedener Punkte stets eine Gerade ist. Somit gilt
auch b).
1.5. Satz. Ist L eine projektive Ebene der Ordnung q, so ist L1,2 ein 2-
(q2 + q + 1, q + 1, 1)-Blockplan. Ist umgekehrt q eine natu¨rliche Zahl mit q ≥ 2
und ist E ein 2-(q2 + q + 1, q + 1, 1)-Blockplan, so gibt es eine projektive Ebene
L, so dass E und L1,2 isomorph sind.
Beweis. Nach I.7.6 ist N1(3, q) = q
2+q+1, N1(2, q) = q+1 und N0(1, q) = 1.
Daher ist L1,2 auf Grund von 1.4 ein 2-(q
2 + q + 1, q + 1, 1)-Blockplan.
Ist umgekehrt E ein 2-(q2 +q+1, q+1, 1)-Blockplan mit q ≥ 2, so tra¨gt jeder
Block von E mindestens 3 Punkte und durch zwei verschiedene Punkte geht
genau ein Block. Nach 1.3 gehen durch jeden Punkt von E genau (q2 + q)q−1 =
q + 1 Blo¨cke. Es seien g und h zwei verschiedene Blo¨cke. Weil zwei Blo¨cke
ho¨chstens einen Punkt gemeinsam haben, gibt es einen Punkt P auf g, der
nicht auf h liegt. Auf h liegen q+ 1 Punkte. Diese sind alle mit P durch genau
einen Block verbunden. Diese Blo¨cke sind allesamt verschieden voneinander, da
P nicht auf h liegt. Da P mit genau q + 1 Blo¨cken inzidiert, ist g einer dieser
Blo¨cke. Folglich haben g und h einen Punkt gemeinsam. Da zwei Geraden,
wie gerade gesehen, stets einen Punkt gemeinsam haben, gilt auch das Veblen-
Young Axiom. Es gibt daher einen projektiven Verband L, so dass E und L1,2
isomorph sind. Da zwei verschiedene Geraden von L stets einen Schnittpunkt
haben, ist der Rang von L ho¨chstens gleich 3. Weil nicht alle Punkte von L
kollinear sind, es ist ja q2 + q + 1 > q + 1, ist der Rang von L aber auch
mindestens gleich 3. Somit ist L eine projektive Ebene.
Es sei G eine Gruppe und M sei eine Menge und jedes g ∈ G wirke als
una¨rer Operator auf M . Wir nennen G Operatorgruppe auf M , wenn folgende
Bedingungen erfu¨llt sind.
(j) Es ist xgh = (xg)h fu¨r alle x ∈M und alle g, h ∈ G.
(ij) Es ist x1 = x fu¨r alle x ∈M .
Ist x ∈ M , so heißt xG := {xg | g ∈ G} Bahn von G. Zwei verschiedene
Bahnen haben leeren Durchschnitt. G heißt transitiv , falls M eine Bahn ist.
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Sind G und M endlich, so gilt, wie auch bei Permutationsgruppen, die Gleichung
|G| = |xG||Gx|, wobei Gx := {g | g ∈ G, xg = x} ist.
Sind G und M endlich, so bezeichnen wir mit χ(g) die Anzahl der Fixele-
mente von g ∈ G. Die Abbildung χ heißt Permutationscharakter von G.
1.6. Satz. Ist G eine endliche Operatorgruppe auf der endlichen Menge M
und ist a die Anzahl der Bahnen von G, so ist
a|G| =
∑
g∈G
χ(g).
Beweis. Wir betrachten die Inzidenzstruktur (M,G, I) mit x I g genau dann,
wenn xg = x ist. Dann ist kg = χ(g) und rx = |Gx|. Nach 1.1 ist daher∑
g∈G χ(g) =
∑
x∈M |Gx|. Es seien M1, . . . , Ma die Bahnen von G und xi sei
ein Element aus Mi. Dann ist∑
x∈M
|Gx| =
a∑
i:=1
∑
x∈Mi
|Gx| =
a∑
i:=1
|Mi||Gxi | =
a∑
i:=1
|G| = a|G|.
Damit ist der Satz bewiesen.
1.7. Satz. Ist G eine endliche Operatorgruppe auf der endlichen Menge M , ist
G transitiv auf M und ist b die Anzahl der Bahnen von Gx mit x ∈M , so ist
b|G| =
∑
g∈G
χ(g)2.
Beweis. Weil G transitiv ist, sind die Gruppen Gx fu¨r x ∈M alle konjugiert.
Somit sind Gx und b unabha¨ngig von x ∈M . Wir betrachten die Inzidenzstruk-
tur (M ×M,G, I), wobei genau dann (x, y) I g gilt, wenn xg = x und yg = y
ist. Es ist dann kg = χ(g)
2 und r(x,y) = |Gx,y|. Nach 1.1 ist daher∑
g∈G
χ(g)2 =
∑
x∈M
∑
y∈M
|Gx,y|.
Ersetzt man im Beweise von 1.6 die Gruppe G durch die Gruppe Gx, so zeigt
die letzte Zeile dieses Beweises, dass
∑
y∈M |Gx,y| = b|Gx| ist. Also ist∑
g∈G
χ(g)2 = b
∑
x∈M
| Gx| = b|M ||Gx| = b|G|,
q. o. o.
2. Inzidenzmatrizen
Es sei T eine endliche Inzidenzstruktur, P1, . . . , Pv seien ihre Punkte und c1,
. . . , cb ihre Blo¨cke. Wir definieren die (v × b)-Matrix A durch
Aij :=
{
1, falls Pi I cj
0, falls Pi /I cj .
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Die Matrix A heißt Inzidenzmatrix von T . Mit E bezeichnen wir die (v × v)-
Einheitsmatrix und mit J die (v× v)-Matrix, deren sa¨mtliche Eintra¨ge gleich 1
sind. Schließlich bezeichne At die zu A transponierte Matrix.
2.1. Satz. Ist A Inzidenzmatrix eines 2-(v, k, λ)-Blockplanes T und ist r die
Anzahl der Blo¨cke durch einen Punkt von T , so ist AAt = (r − λ)E + λJ .
Beweis. Der Punkt Pi inzidiert mit genau r Blo¨cken. Daher sind von den
Zahlen Aij fu¨r j := 1, . . . , b genau r gleich 1, wa¨hrend alle u¨brigen Null sind.
Daher ist einmal A2ij = Aij und weiter
r =
b∑
j:=1
Aij =
b∑
j:=1
A2ij .
Folglich sind die Diagonalelemente von AAt alle gleich r. Ist i 6= j, so ist genau
dann AikAjk 6= 0, wenn Aik = Ajk = 1 ist, dh., genau dann, wenn Pi, Pj I ck
gilt. Weil zwei verschiedene Punkte mit genau λ Blo¨cken inzidieren, ist daher
b∑
k:=1
AikAjk = λ,
falls nur i 6= j ist. Damit ist 2.1 bewiesen.
2.2. Satz. Es seien a und b zwei reelle Zahlen und es sei B := (a− b)E + bJ
eine (v × v)-Matrix. Dann gilt:
a) Die Eigenwerte von B sind a + (v − 1)b und a − b. Die Vielfachheit von
a+ b(v − 1) ist 1 und die Vielfachheit von a− b ist v − 1.
b) Es ist det(B) = (a+ (v − 1)b)(a− b)v−1.
Beweis. Es sei Ev das v-Tupel aus lauter Einsen. Ferner sei fu¨r i := 1, . . . ,
v − 1 das v-Tupel Ei erkla¨rt durch
Eij :=
{
1, falls j = i
−1, falls j = i+ 1
0 sonst.
Dann ist
BEv = (a− b)EEv + bJEv = (a− b)Ev + bvEv =
(
a+ (v − 1)b)Ev
und fu¨r i < v ist
BEi = (a− b)EEi + bJEi = (a− b)Ei.
Weil die Charakteristik von R Null ist, sind die Vektoren E1, . . . , Ev linear
unabha¨ngig. Folglich gilt a).
Die Aussage b) ist eine unmittelbare Folgerung aus a).
2.3. Korollar. Ist A die Inzidenzmatrix eines 2-(v, k, λ)-Blockplanes und ist
k < v, so ist der Rang von A gleich v.
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Beweis. Ist r die Anzahl der Blo¨cke durch einen Punkte des fraglichen Block-
planes, so gilt nach 1.3 die Gleichung r(k − 1) = λ(v − 1). Wegen k < v ist
daher λ < r. Aus 2.1 und 2.2 folgt somit
det(AAt) =
(
r + (v − 1)λ)(r − λ)v−1 6= 0.
Weil A eine (v × b)- und AAt eine (v × v)-Matrix ist, ist daher
v ≥ Rg(A) ≥ Rg(AAt) = v,
woraus die Behauptung folgt.
Wir ziehen sofort Nutzen aus diesem Korollar.
2.4. Fishersche Ungleichung. Ist b die Anzahl der Blo¨cke eines 2-(v, k, λ)-
Blockplanes und ist k < v, so ist v ≤ b.
Beweis. Ist A eine Inzidenzmatrix eines solchen Blockplanes, so ist A eine
(v × b)-Matrix. Nach 2.3 ist daher b ≥ Rg(A) = v, q. e. d.
2.5. Satz. Ist T eine Inzidenzstruktur mit den Eigenschaften
a) T besitzt genau v Punkte und genau v Blo¨cke,
b) Jeder Block von T inzidiert mit genau k Punkten,
c) zwei verschiedene Blo¨cke haben genau λ Punkte gemeinsam,
d) Es ist λ < k,
so ist T ein 2-(v, k, λ)-Blockplan.
Beweis. Es sei A eine Inzidenzmatrix von T . Dann folgt mit b) und c), dass
AtA = (k − λ)E + λJ
ist. Nach 2.2 b) ist daher
det(AtA) =
(
k + (v − 1)λ)(k − λ)v−1.
Weil λ < k ist, ist daher det(AtA) 6= 0. Also ist auch det(A) 6= 0. Folglich
ist A regula¨r und A−1 existiert. Aus b) folgt, dass JA = kJ ist. Somit ist
k−1J = JA−1. Weiterhin ist
JAtA = (k − λ)JE + λJ2 = (k − λ+ λv)J.
Daher ist
JAt = (k − λ+ λv)JA−1 = k−1(k − λ+ λv)J.
Transponieren liefert
AJ = k−1(k − λ+ λv)J
ist. Also ist
JAJ = k−1v(k − λ+ λv)J.
Andererseits ist
JAJ = (JA)J = kJ2 = kvJ.
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Folglich ist k−1v(k − λ+ λv) = kv und daher k = k−1(k − λ+ λv). Somit ist
AJ = k−1(k − λ+ λv)J = kJ = JA.
Hieraus folgt
AAt = A(AtA)A−1 = A((k − λ)E + λJ)a−1 = (k − λ)E + λJ).
Dies besagt schließlich, dass zwei verschiedene Punkte von T mit genau λ
Blo¨cken inzidieren, q. e. d.
Wir nennen einen 2-Blockplan T projektiv , falls die Anzahl seiner Blo¨cke
gleich der Anzahl seiner Punkte ist und falls kein Block von T mit allen Punkten
von T inzidiert.
2.6. Korollar Es sei T ein 2-(v, k, λ)-Blockplan mit k < v. Genau dann ist T
projektiv, wenn T d ein 2-Blockplan ist. Ist T projektiv, so ist T d ebenfalls ein
2-(v, k, λ)-Blockplan.
Beweis. Es sei T ein 2-(v, k, λ) Blockplan. Dann ist v ≤ b auf Grund der
fisherschen Ungleichung. Ist T d ein 2-Blockplan, so ist ebenfalls auf Grund
dieser Ungleichung b ≤ v. Also ist v = b und T ist projektiv.
Es sei umgekehrt T projektiv. Aus v = b und vr = bk folgt dann r = k.
Folglich erfu¨llt T d die Voraussetzungen von 2.5. Also ist T d ein 2-(v, k, λ)-
Blockplan. Damit ist alles bewiesen.
Die Inzidenzstrukturen L1,n−1, wobei L ein endlicher projektiver Verband
des Ranges n ≥ 3 ist, sind Beispiele fu¨r projektive Blockpla¨ne.
Das na¨chste Korollar folgt unmittelbar aus 2.6 und 2.1.
2.7. Korollar Jede Inzidenzmatrix A eines projektiven Blockplanes ist normal,
dh. es ist AAt = AtA.
3. Kollineationen von projektiven Blockpla¨nen
Es sei Q eine (n × n)-Matrix mit Qij ∈ {0, 1}. Die Matrix Q heißt Permuta-
tionsmatrix , falls QQt = E ist. Ist Q eine Permutationsmatrix, so ist Q regula¨r
und es gilt Q−1 = Qt. Folglich ist auch QtQ = E. Aus QQt = QtQ = E
folgt, dass in jeder Zeile und in jeder Spalte von Q genau eine 1 steht. Ist Q
eine Permutationsmatrix und definieren wir pi durch ipi := j genau dann, wenn
Qij = 1 ist, so ist pi ∈ Sn, falls Sn wieder die symmetrische Gruppe vom Grade
n bezeichnet. Ist umgekehrt pi ∈ Sn und definiert man Q(pi) durch
Q(pi)ij :=
{
1, falls ipi = j,
0, falls ipi 6= j,
so ist Q(pi) eine Permutationsmatrix. Die so definierte Abbildung Q ist, wie
man sich leicht u¨berzeugt, ein Monomorphismus von Sn in die Gruppe der
regula¨ren (n × n)-Matrizen, so dass also die Permutationsmatrizen bezu¨glich
der Matrizenmultiplikation eine zu Sn isomorphe Gruppe bilden. Hieraus folgt,
3. Kollineationen von projektiven Blockpla¨nen 233
dass jede Permutationsmatrix endliche Ordnung hat, so dass die Eigenwerte
einer Permutationsmatrix Einheitswurzeln sind.
3.1. Satz. Es seien T und T ′ isomorphe Inzidenzstrukturen. P1, . . . , Pv seien
die Punkte und c1, . . . , cb seien die Blo¨cke von T und A sei die zu dieser Num-
merierung der Punkte und Blo¨cke geho¨rende Inzidenzmatrix von T . Ferner
seien P ′1, . . . , P
′
v die Punkte und c
′
1, . . . , c
′
b seien die Blo¨cke von T
′ und A′ sei
die zugeho¨rige Inzidenzmatrix von T ′. Ist σ ein Isomorphismus von T auf T ′,
so definieren wir die (v × v)-Permutationsmatrix Q(σ) durch
Q(σ)ij :=
{
1, falls Pσi = P
′
j,
0, falls Pσi 6= P ′j,
und die (b× b)-Permutationsmatrix R(σ) durch
R(σ)ij :=
{
1, falls cσi = c
′
j,
0, falls cσi 6= c′j.
Es gilt dann:
a) Die Abbildung σ → (Q(σ), R(σ)) ist eine Bijektion der Menge der Isomor-
phismen von T auf T ′ auf die Menge der Paare (Q,R) von (v × v)- bzw.
(b× b)-Permutationsmatrizen mit PA′ = AQ.
b) Ist T = T ′ sowie Pi = P ′i und cj = c
′
j fu¨r alle in Frage kommenden i und
j und sind σ und τ Automorphismen von T , so ist Q(στ) = Q(σ)Q(τ) und
R(στ) = R(σ)r(τ).
Beweis. a) Es sei σ ein Isomorphismus von T auf T ′. Dann ist
(
Q(σ)A′
)
ij
=
v∑
k:=1
Q(σ)ikA
′
kj = A
′
fj ,
wobei f durch Pσi = P
′
f bestimmt ist. Andererseits ist
(
AR(σ)
)
ij
=
b∑
k:=1
AikR(σ)kj = Aig,
wobei g durch cσg = c
′
j bestimmt ist. Die Frage ist also, ob A
′
fj = Aig ist. Nun
ist Pσi = P
′
f und c
σ
g = c
′
j . Weil σ ein Isomorphismus ist, gilt daher Pi I cg genau
dann, wenn Pσi I c
σ
g , dh., es ist Aig = 1 genau dann, wenn A
′
fj = 1 ist. dies
zeigt, dass Q(σ)A′ = AR(σ) ist. Also ist σ → (Q(σ), R(σ)) eine Abbildung in
die fragliche Menge, die offensichtlich auch injektiv ist.
Um zu zeigen, dass sie auch surjektiv ist, seien C und D Permutationsma-
trizen mit CA′ = AD. Wir definieren σ durch Pσi := P
′
j , falls Cij = 1 ist, und
entsprechend cσi := cj falls Dij = 1 ist. Weil C und D Permutationsmatrizen
sind, ist σ eine bijektive Abbildung der Menge der Punkte von T auf die Menge
der Punkte von T ′ und der Menge der Blo¨cke von T auf die Menge der Blo¨cke
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von T ′. Es sei Pσi = P
′
f und c
σ
g = c
′
j . Dann ist
Aig =
b∑
k:=1
AikDkj =
v∑
k:=1
CikA
′
kj = A
′
fj .
Hieraus folgt, dass σ inzidenztreu ist. Es ist klar, dass dann auch (Q(σ), R(σ)) =
(C,D) gilt, womit die Surjektivita¨t nachgewiesen ist. Damit ist a) bewiesen.
Es seien σ und τ Automorphismen von T . Dann ist(
Q(σ)Q(τ)
)
ij
=
v∑
k:=1
Q(σ)ikQ(τ)kj = Q(σ)ifQ(τ)fj = Q(τ)fj ,
wobei f durch Pσi = Pf bestimmt ist. Nun gilt genau dann die Ungleichung
(Q(σ)Q(τ))ij 6= 0, wenn P τf = Pj , dh. genau dann, wenn Pστi = Pj ist. Also
ist Q(σ)Q(τ)ij = Q(στ)ij . Ebenso beweist man die Multiplikativita¨t von R.
3.2. Satz. Jeder Automorphismus eines projektiven Blockplanes hat ebenso
viele Fixpunkte wie Fixblo¨cke.
Beweis. Es sei T ein projektiver Blockplan und A sei eine Inzidenzmatrix
von T . Ferner sei σ ein Automorphismus von T . Dann ist Spur(Q(σ)) =∑v
i:=1Q(σ)ii die Anzahl der Fixpunkte von σ. Entsprechend ist Spur(R(σ))
die Anzahl der Fixblo¨cke von σ. Nun ist Q(σ)A = AR(σ) und A ist nach 2.3
regula¨r. Also ist Q(σ) = AR(σ)A−1 und daher Spur(Q(σ)) = Spur(R(σ)).
Ist σ eine Permutation auf der Menge M und τ eine solche auf der Menge
N , so heißen σ und τ a¨hnlich, wenn es eine Bijektion β von M auf N gibt
mit σ = βτβ−1. Entsprechend wird die A¨hnlichkeit von Permutationsgruppen
definiert.
3.3. Satz. Ist Z eine zyklische Gruppe von Automorphismen des projektiven
Blockplanes T , so ist die Darstellung von Z als Permutationsgruppe auf der
Menge der Punkte von T a¨hnlich zu der Darstellung von Z auf der Menge der
Blo¨cke.
Beweis. Es genu¨gt zu zeigen, dass fu¨r alle n die Anzahl in der Punktbahnen
der La¨nge n gleich der Anzahl i′n der Blockbahnen der La¨nge n ist.
Ist in 6= 0, so gibt es eine Bahn der La¨nge n. Es folgt, dass n Teiler von |Z|
ist. Ist n kein Teiler von |Z|, so ist in = 0 und natu¨rlich auch i′n = 0. In diesem
Falle ist also in = i
′
n.
Es sei also n Teiler von |Z|. Ferner sei ζ ein erzeugendes Element von Z.
Dann ist i1 die Anzahl der Fixpunkte und i
′
1 die Anzahl der Fixblo¨cke von ζ.
Nach 3.2 ist i1 = i
′
1. Es sei also n > 1 und es gelte, dass ix = i
′
x ist fu¨r alle
x < n. Die Anzahl der Fixpunkte von ζn ist∑
x teiltn
xix
und die Anzahl der Fixblo¨cke von ζn ist∑
x teiltn
xi′x.
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Nach 3.2 sind diese beiden Zahlen aber gleich. Auf Grund unserer Induktions-
annahme folgt daher nin = ni
′
n und weiter in = i
′
n. Damit ist das Korollar
bewiesen.
Dass man in 3.3 auf eine Annahme wie die, dass Z zyklisch ist, nicht
verzichten kann, sieht man am Beispiel der Gruppe E(H,H). Diese hat nur
eine Fixhyperebene, na¨mlich H, la¨sst jedoch alle Punkte von H fest.
Der na¨chste Satz, der ebenfalls eine Folgerung aus 3.2 ist, wird ha¨ufig Satz
von Dembowski–Hughes–Parker genannt. Er wurde jedoch schon 1941 von
Richard Brauer bewiesen (Brauer 1941, Lemma 3), also vierzehn Jahre vor den
Publikationen von Dembowski, Hughes und Parker. Dieser Satz la¨sst sich auf
beliebige Blockpla¨ne verallgemeinern. Dies wird in Satz 5.5 geschehen.
3.4. Satz. Ist G eine Gruppe von Automorphismen eines projektiven Block-
planes T , so hat G ebenso viele Punkt- wie Blockbahnen. Insbesondere ist G
genau dann punkttransitiv, wenn G blocktransitiv ist.
Beweis. Es sei a1 die Anzahl der Punkt- und a2 die Anzahl der Blockbahnen
von G. Ferner sei χ1 der Permutationscharakter von G aufgefasst als Operator-
gruppe auf der Menge der Punkte von T und χ2 sei der Permutationscharakter
von G aufgefasst als Operatorgruppe auf der Menge der Blo¨cke von T . Nach
3.2 ist dann χ1(g) = χ2(g) fu¨r alle g ∈ G. Nach 1.6 ist daher
a1|G| =
∑
g∈G
χ1(g) =
∑
g∈G
χ2(g) = a2|G|
und somit a1 = a2.
3.5. Satz. Es sei G eine punkttransitive oder blocktransitive Automorphis-
mengruppe eines projektiven Blockplanes T . Ist P ein Punkt und c ein Block
von T , so hat GP ebenso viele Punktbahnen wie Gc Blockbahnen. Insbesondere
Ist G genau dann zweifach transitiv auf der Menge der Punkte von T , wenn G
zweifach transitiv auf der Menge der Blo¨cke von T ist.
Beweis. Ist G punkttransitiv, so ist G nach 3.4 auch blocktransitiv und
umgekehrt. Ist b1 die Anzahl der Punktbahnen von GP und b2 die Anzahl der
Blockbahnen von Gc, so ist nach 1.7 und 3.2 also
b1|G| =
∑
g∈G
χ1(g)
2 =
∑
g∈G
χ2(g)
2 = b2|G|
und daher b1 = b2, q. o. o.
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Ist T := (Π,Λ, I) eine Inzidenzstruktur und ist κ ein Isomorphismus von T auf
T d, so heißt κ Korrelation von T . Eine Korrelation κ ist also eine Bijektion von
Π auf Λ und von Λ auf Π mit der Eigenschaft, dass genau dann P I c gilt, wenn
Pκ Id cκ, dh. genau dann, wenn cκ I Pκ gilt. Ist κ eine Korrelation, so ist κ2
ein Automorphismus von T . Ist κ2 = 1, so heißt κ Polarita¨t .
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Ist κ eine Korrelation von T und ist P ein Punkt von T mit P I Pκ, so heißt
P absoluter Punkt von κ. Entsprechend heißt der Block c absolut , wenn cκ I c
ist.
4.1. Satz. Ist κ eine Korrelation des projektiven Blockplanes T , so hat κ
ebenso viele absolute Punkte wie absolute Blo¨cke.
Beweis. Es sei a die Anzahl der absoluten Punkte und A die Anzahl der
absoluten Blo¨cke von κ. Ist P I Pκ, so ist (Pκ)κ I Pκ. Folglich ist Pκ ein
absoluter Block, woraus folgt, dass a ≤ A ist. Ist umgekehrt cκ I c, so ist
cκ I (cκ)κ, so dass cκ ein absoluter Punkt ist. Daher ist A ≤ a. Damit ist alles
bewiesen.
Ist A eine Inzidenzmatrix der Inzidenzstruktur T , so ist At eine Inzidenzma-
trix von T d. Ist κ eine Korrelation von T , so ist nach 3.1 also Q(κ)At = AR(κ).
Nummeriert man die Blo¨cke von T so, dass ci = P
κ
i ist, so ist Q(κ) = E und
daher AR(κ) = At. Nun ist genau dann Aii = 1, wenn Pi I ci = P
κ
i ist. Somit
ist Spur(A) die Anzahl der absoluten Punkte von κ.
4.2. Satz. Es sei T ein projektiver 2-(v, k, λ)-Blockplan. Ferner sei k − λ =
ns2 mit quadratfreiem n. Ist dann a die Anzahl der absoluten Punkte einer
Korrelation von T , so ist a ≡ λ mod ns.
Beweis. Wie wir bereits bemerkten, gibt es eine Inzidenzmatrix A von T
und eine Permutationsmatrix R mit a = Spur(A) und AR = At. Nach 2.7 ist
A normal. Es gibt folglich eine unita¨re Matrix U mit A = U¯ tDU , wobei D die
Diagonalmatrix aus den Eigenwerten µ1, . . . , µv von A ist. Wegen
At = A¯t = U¯ tD¯tU = U¯ tD¯U
sind µ¯1, . . . , µ¯v die Eigenwerte von A
t. Weil U unita¨r ist, ist UU¯ t = E. Weil
die Koeffizienten von A reell sind, ist daher
AAt = U¯ tDUU¯ tD¯U = U¯ tDD¯U.
Somit sind die µiµ¯i die Eigenwerte von AA
t. Die Zeilensummen von A sind alle
gleich k, so dass k ein Eigenwert von A ist. Wir du¨rfen annehmen, dass µ1 = k
ist. Dann ist µ1µ¯1 = k
2 = k+λ(v−1). Aus 2.2 a) folgt dann, dass µiµ¯i = k−λ
ist fu¨r i := 2, . . . , v. Setze m := k − λ. Dann ist µi = i
√
m und i¯i = 1. Weil
A regula¨r ist, folgt R = A−1At. Hieraus folgt, dass die µ¯iµ−1i die Eigenwerte
von R sind. Nun ist µ¯1µ
−1
1 = 1 und µ¯iµ
−1
i = 
−2
i fu¨r i := 2, . . . , v. Weil R eine
Permutationsmatrix ist, sind die Eigenwerte von R Einheitswurzeln. Hieraus
folgt wiederum, dass die i Einheitswurzeln sind. Folglich ist (
∑v
i:=1 i)
2 eine
ganz algebraische Zahl. Nun ist
(a− k)2 = (Spur(A)− k)2 = ( v∑
i:=2
µi
)2
= m
( v∑
i:=2
i
)2
.
Somit ist (
∑v
i:=2 i)
2 rational und als ganz algebraische Zahl sogar ganz rational.
Also ist (a−k)2 ≡ 0 mod m und folglich a ≡ k mod ns. Wegen k = m+λ folgt
hieraus a ≡ λ mod ns, q. o. o.
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Die Begriffe absoluter Punkt und absolute Hyperebene einer Korrelation eines
projektiven Verbandes wurden in Abschnitt 4 von Kapitel II definiert.
4.3. Korollar Es sei L ein endlicher projektiver Verband mit r := Rg(L) ≥ 3.
a) Ist κ eine Korrelation von L1,r−1, so hat κ wenigstens einen absoluten Punkt.
b) Ist κ eine Korrelation von L, so hat κ wenigstens einen absoluten Punkt.
Beweis. Da jede Korrelation von L eine Korrelation in L1,r−1 induziert,
genu¨gt es, a) zu beweisen.
Es sei q die Ordnung von L. Nach 1.4 b) ist dann k =
∑r−2
i:=0 q
i und λ =∑r−3
i:=0 q
i. Daher ist m = k − λ = qr−2. Ist m = ns2 mit quadratfreiem n und
ist p ein Primteiler von q, so ist p ein Teiler von ns. Ferner ist λ ≡ 1 mod p, so
dass nach 4.2 die Kongruenz a ≡ 1 mod p gilt. Hieraus folgt a ≥ 1, q. e. d.
Es sei V ein Vektorraum u¨ber dem kommutativen Ko¨rper K. Die Abbildung
Q von V in K heißt quadratische Form auf V , falls gilt:
(1) Es ist Q(vk) = Q(v)k2 fu¨r alle v ∈ V und alle k ∈ K.
(2) Die durch f(u, v) := Q(u + v) − Q(u) − Q(v) definierte Abbildung f von
V × V in K ist bilinear.
Als Anwendung von 4.3 beweisen wir den folgenden, rein algebraischen Satz
u¨ber quadratische Formen u¨ber endlichen Ko¨rpern.
4.4. Satz. Es sei V ein Vektorraum u¨ber GF(q) und Q sei eine quadratische
Form auf V . Ist U ∈ L(V ) und ist 3 ≤ RgK(U) <∞, so gibt es ein u ∈ U mit
u 6= 0 und Q(u) = 0.
Beweis. Wir betrachten zuna¨chst den Fall, dass die Charakteristik von GF(q)
gleich 2 ist. Ferner sei u ∈ U undQ(u) 6= 0. Wegen 0 = f(0, 0) = Q(0)−2Q(0) =
Q(0) ist u 6= 0. Definiert man g durch g(x) := f(u, x) fu¨r alle x ∈ U , so ist g
nach (2) eine lineare Abbildung von U in GF(q). Nun ist Rg(U) ≥ 3 und daher
Rg(Kern(g)) ≥ 2. Es gibt folglich ein x ∈ U mit x /∈ uGF(q) und g(x) = 0. Es
sei k ∈ GF(q). Dann ist
0 = g(x)k = f(x, u)k = f(x, uk) = Q(x+ uk)−Q(x)−Q(uk)
und daher
Q(x+ uk) = Q(x) +Q(u)k2.
Nun ist GF(q) = GF(q)2, da die Charakteristik von GF(q) ja 2 ist. Weil außer-
dem Q(u) 6= 0 ist, gibt es ein k ∈ GF(q) mit Q(x+ uk) = 0. Wa¨re x+ uk = 0,
so wa¨re x ∈ uGF(q), was nicht der Fall ist. Damit ist 4.4 fu¨r den Fall, dass
GF(q) die Charakteristik 2 hat, bewiesen.
Die Charakteristik von GF(q) sei nun von 2 verschieden. Wir nehmen an,
dass f(u, u) 6= 0 sei fu¨r alle u mit 0 6= u ∈ U . Die Einschra¨nkung von f auf
U ist dann eine nicht ausgeartete Bilinearform auf V und definiert somit nach
II.8.4 eine Korrelation κ in L(U). Wegen RgK(U) ≥ 3 gibt es daher nach 4.3
einen absoluten Punkt wU in L(U). Es folgt 0 6= w und f(w,w) = 0. Es gibt
also doch ein u ∈ U mit u 6= 0 und f(u, u) = 0. Es folgt
0 = f(u, u) = Q(u+ u)−Q(u)−Q(u) = 4Q(u)− 2Q(u) = 2Q(u)
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und daher Q(u) = 0, da die Charakteristik von GF(q) ja ungleich 2 ist. Damit
ist alles bewiesen.
Im Falle einer Polarita¨t kann man mehr u¨ber die Anzahl der absoluten
Punkte aussagen. Es gilt na¨mlich:
4.5. Satz. Ist T ein projektiver 2-(v, k, λ)-Blockplan und ist pi eine Polarita¨t
von T , so ist die Anzahl der absoluten Punkte von pi gleich k + s
√
k − λ, wobei
s eine geeignete ganze Zahl ist.
Beweis. P1, . . . , Pv seien die Punkte von T . Die Blo¨cke von T nummerieren
wir so, dass ci = P
pi
i ist. Fu¨r die zu dieser Nummerierung geho¨rende Inzidenz-
matrix gilt dann wegen pi2 = 1, dass A = At ist. Ferner ist Spur(A) wieder die
Anzahl der absoluten Punkte von pi. Wie wir bereits wissen, ist k ein Eigen-
wert von A und die u¨brigen Eigenwerte von A sind von der Form i
√
k − λ mit
|i| = 1. Weil A symmetrisch ist, sind die Eigenwerte von A alle reell. Daher ist
i ∈ {1,−1}. Hieraus folgt alles weitere, da die Spur von A ja gleich der Summe
u¨ber die Eigenwerte von A ist.
4.6. Korollar. Ist T ein projektiver 2-(v, k, λ)-Blockplan, ist k−λ kein Quadrat
und ist pi eine Polarita¨t von T , so ist die Anzahl der absoluten Punkte von pi
gleich k.
5. Taktische Zerlegungen
Es sei A eine (v×b)-Matrix mit Koeffizienten in einem kommutativen Ko¨rper K.
Die Zeilen seien dabei mit den Elementen aus {1, . . . , v} und die Spalten mit den
Elementen aus {1, . . . , b} indiziert. A sei also das, was ich anderswo ein rechteck-
iges Schema nannte. Ferner sei {Z1, . . . , Zt} eine Partition von {1, . . . , v} mit
nicht leeren Zi und {S1, . . . , St′} seien eine Partition von {1, . . . , b} mit nicht
leeren Si. Mit A
ij bezeichnen wir die Einschra¨nkung der Abbildung A auf
Zi × Sj . Wir nennen (Z1, . . . , Zt;S1, . . . , St′) linksseitige taktische Zerlegung
von A, falls alle Matrizen Aij konstante Zeilensummen Cij haben. Die Matrix
C heißt assoziierte Zeilensummenmatrix der linksseitigen taktischen Zerlegung
(Z1, . . . , Zt;S1, . . . , St′).
Wir nennen (Z1, . . . , Zt;S1, . . . , St′) rechtsseitige taktische Zerlegung von A,
falls die Matrizen Aij konstante Spaltensummen Dij haben. D heißt dann
sinngema¨ß assoziierte Spaltensummenmatrix der rechtsseitigen taktischen Zer-
legung (Z1, . . . , Zt; S1, . . . , St′).
Schließlich heißt (Z1, . . . , Zt;S1, . . . , S
′
t) taktische Zerlegung der Matrix A,
falls (Z1, . . . , Zt;S1, . . . , St′) sowohl rechtsseitige als auch linksseitige taktische
Zerlegung der Matrix A ist.
Der Leser fragt sich vielleicht, wie man auf solch eine Definition kommt.
Das ist hier ausnahmsweise einmal zu beantworten. Nichts ist natu¨rlicher, als
die Struktur der Punkt- und Blockbahnen von Kollineationsgruppen von Inzi-
denzstrukturen zu untersuchen. Nimmt man die Inzidenzstruktur aus einer
Punkt- und einer Blockbahn, so sieht man unmittelbar, dass sie eine takti-
sche Konfiguration ist. Verfolgt man nun dies fu¨r alle mo¨glichen Paarungen
in einer Inzidenzmatrix der fraglichen Inzidenzstruktur, so erha¨lt man eine
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taktische Zerlegung der Inzidenzmatrix. Von da ist es dann klar, dass man
die Eigenschaften
”
konstante Zeilensummen“ und
”
konstante Spaltensummen“
noch separiert. Dies ist in ganz groben Zu¨gen auch die historische Entwicklung,
wie sie sich in den Publikationen widerspiegelt.
5.1. Satz. Es sei A eine (v × b)-Matrix mit Koeffizienten in einem kom-
mutativen Ko¨rper. Ferner sei {Z1, . . . , Zt} eine Partition von {1, . . . , v} und
{S1, . . . , St′} eine Partition von {1, . . . , b}. Dann gilt:
a) Ist (Z1, . . . , Zt;S1, . . . , S
′
t) eine rechtsseitige taktische Zerlegung von A, ist ρ
der Rang von A und ρD der Rang der assoziierten Spaltensummenmatrix,
so ist
t ≤ ρD + v − ρ.
Insbesondere gilt
t ≤ t′ + v − ρ.
b) Ist (Z1, . . . , Zt;S1, . . . , St′) eine linksseitige taktische Zerlegung von A, ist ρ
der Rang von A und ρC der Rang der assoziierten Zeilensummenmatrix, so
ist
t′ ≤ ρC + b− ρ.
Insbesondere gilt
t′ ≤ t+ b− ρ.
Beweis. Ist (Z1, . . . , Zt;S1, . . . , St′) eine linksseitige taktische Zerlegung von
A und ist C die assoziierte Zeilensummentmatrix, so ist (S1, . . . , St′ ;Z1, . . . , Zt)
eine rechtsseitige taktische Zerlegung von At und Ct ist die assoziierte Spal-
tensummenmatrix dieser Zerlegung. Weil sich die Ra¨nge beim Transponieren
nicht a¨ndern, genu¨gt es daher, 5.1a) zu beweisen.
Da ρ der Rang von A ist, gibt es ρ linear unabha¨ngige Zeilenvektoren von A.
Die Indizes der u¨brigen v−ρ Zeilenvektoren liegen in ho¨chstens v−ρ Klassen Z1,
. . . , Zt. Es gibt also t−v+ρ Klassen in {Z1, . . . , Zt}, so dass die Zeilenvektoren
mit Indizes in der Vereinigung dieser v − t+ ρ Klassen linear unabha¨ngig sind.
Wir du¨rfen annehmen, dass dies die Klassen Z1, . . . , Zv−t+ρ sind. Es seien z1,
. . . , zv−t+ρ die ersten t− v+ ρ Zeilenvektoren der assoziierten Spaltensummen-
matrix. Ferner sei
∑t−v+ρ
i:=1 ziλi = 0 und es sei al der l-te Zeilenvektor von A.
Dann folgt aus der Definition der rechtsseitigen taktischen Zerlegung, dass
t−v+ρ∑
i:=1
∑
l∈Zi
alλi = 0
ist. Weil die Zeilenvektoren al mit l ∈
⋃t−v+ρ
i:=1 Zi linear unabha¨ngig sind, ist
daher λ1 = . . . = λt−v+ρ = 0. Also ist t−v+ρ ≤ ρD und folglich t ≤ ρD+v−ρ.
Schließlich ist ρD ≤ t′, da ja D eine (t× t′)-Matrix ist. Damit ist 5.1 bewiesen.
Und nun zur Anwendung dieses Satzes auf endliche Inzidenzstrukturen.
Es sei T := (Π,Λ, I) eine endliche Inzidenzstruktur. Ferner sei {Π1, . . . ,Πt}
eine Partition von Π und {Λ1, . . . ,Λt′} eine solche von Λ. Wir nennen dann
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(Π1, . . . ,Πt; Λ1, . . . ,Λt′) linksseitige taktische Zerlegung von T , falls die Inzi-
denzstrukturen T ij := (Πi,Λj , Iij) mit
Iij :=I ∩ (Πi × Λj)
fu¨r alle i und j linksseitige taktische Konfigurationen sind. Sind die T ij allesamt
rechtsseitige taktische Konfigurationen, so heißt die Zerlegung (Π1, . . . ,Λt′)
rechtsseitige taktische Zerlegung . Eine Zerlegung, die sowohl rechtsseitig als
auch linksseitig ist, heißt taktische Zerlegung schlechthin.
5.2. Satz. Es sei T := (Π,Λ, I) eine endliche Inzidenzstruktur. P1, . . . , Pv
seien ihre Punkte und c1, . . . , cb ihre Blo¨cke und A sei die zu dieser Num-
merierung der Punkte und Blo¨cke geho¨rende Inzidenzmatrix. Schließlich sei
{Π1, . . . ,Πt} eine Partition von Π und {Λ1, . . . ,Λt′} eine Partition von Λ.
Wir definieren eine Partition {Z1, . . . , Zt} von {1, . . . , v} sowie eine Partition
{S1, . . . , St′} von {1, . . . , b} durch
Zi :=
{
i | i ∈ {1, . . . , v}, Pi ∈ Πi
}
bzw.
Si :=
{
i | i ∈ {1, . . . , b}, ci ∈ Λi
}
.
Es gilt dann:
a) Genau dann ist (Π1, . . . ,Πt; Λ1, . . . ,Λt′) eine linksseitige taktische Zerlegung
von T , wenn (Z1, . . . , Zt;S1, . . . , St′) eine linksseitige taktische Zerlegung
von A ist.
b) Genau dann ist (Π1, . . . ,Πt; Λ1, . . . ,Λt′) eine rechtsseitige taktische Zerlegung
von T , wenn (Z1, . . . , Zt;S1, . . . , St′) eine rechtsseitige taktische Zerlegung
von A ist.
c) Genau dann ist (Π1, . . . ,Πt; Λ1, . . . ,Λt′) eine taktische Zerlegung von T , wenn
(Z1, . . . , Zt;S1, . . . , St′) eine taktische Zerlegung von A ist.
Zum Beweise von 5.2 hat man nur zu bemerken, dass die Aij Inzidenzma-
trizen von T ij sind.
Aus 5.1 a), 5.2 und 2.3 folgt unmittelbar
5.3. Korollar. Ist T ein 2-(v, k, λ)-Blockplan mit k < v und besitzt T eine
taktische Zerlegung mit t Punkt- und t′ Blockklassen und ist b die Anzahl der
Blo¨cke von T , so ist
t ≤ t′ ≤ t+ b− v.
Ist T projektiv, so ist t = t′.
Dass taktische Zerlegungen projektiver Blockpla¨ne stets ebenso viele Punkt-
wie Blockklassen haben, wurde zuerst von P. Dembowski bewiesen. Es ist eines
der ersten Resultate u¨ber taktische Zerlegungen u¨berhaupt. Die fishersche Un-
gleichung ist ein Spezialfall von 5.3, da die Zerlegung der Punkt- bzw. Block-
menge von T in einelementige Teilmengen eine taktische Zerlegung von T ist.
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Wie oben schon gesagt, war die im folgenden Satz ausgesprochene Bemer-
kung Ausgangspunkt fu¨r alle Untersuchungen u¨ber taktische Zerlegungen.
5.4. Satz. Ist G eine Gruppe von Automorphismen einer endlichen Inzidenz-
struktur T := (Π,Λ, I), sind Π1, . . . , Πt die Punktbahnen und Λ1, . . . , Λt′ die
Blockbahnen von G, so ist
(Π1, . . . ,Πt; Λ1, . . . ,Λt′)
eine taktische Zerlegung von T .
Beweis. Es ist zu zeigen, dass T ij := (Πi,Λj , Iij) eine taktische Konfigura-
tion ist. Dies ist aber trivial, da G in T ij eine Gruppe von Automorphismen
induziert, die sowohl auf Πi als auch auf Λj transitiv operiert.
Mit 5.4 und 5.3 folgt schließlich die schon angeku¨ndigte Verallgemeinerung
von 3.4.
5.5. Korollar. Ist G eine Gruppe von Automorphismen eines endlichen Block-
planes T und ist die Anzahl der Punktbahnen von G gleich t und die Anzahl der
Blockbahnen gleich t′, so ist
t ≤ t′ ≤ t+ b− v.
Dabei ist v die Anzahl der Punkte und b die Anzahl der Blo¨cke von T .
Das Korollar 3.4 folgt auch aus 5.5, da bei projektiven Blockpla¨nen ja v = b
und demzufolge t = t′ ist.
6. Endliche desarguessche projektive Ebenen
Ist E eine projektive Ebene, so heißt E Moufangebene, falls E bezu¨glich jeder
ihrer Geraden Translationsebene ist (siehe Kapitel II, Ende von Abschnitt 1).
Alle desarguesschen Ebenen sind somit auch Moufangebenen, aber nicht alle
Moufangebenen sind desarguessch (siehe etwa Pickert 1955, S. 176–178). Fu¨r
endliche projektive Ebenen gilt jedoch
6.1. Satz. Alle endlichen Moufangebenen sind desarguessch.
Dieser Satz ist die Grundlage fu¨r viele Charakterisierungen der endlichen
desarguesschen projektiven Ebenen. Sein Beweis bedarf einiger Vorbereitung.
Der Leser beachte, dass bei den Sa¨tzen 6.2 bis 6.14 nicht die Endlichkeit der
betrachteten Moufangebenen und Alternativko¨rper vorausgesetzt wird.
6.2. Satz. Ist M eine Moufangebene, so ist die von allen Elationen erzeugte
Kollineationsgruppe von M auf der Menge der Tripel (P,Q,G), wobei P und Q
zwei verschiedene Punkte und G eine Gerade von M ist, die weder P noch Q
entha¨lt, transitiv.
Beweis. Es seien G und G′ Geraden von M und P , Q seien zwei verschiedene
Punkte von MG und P
′, Q′ seien zwei verschiedene Punkte von MG′ . Weil
Rg(M) = 3 ist, gibt es einen Punkt R ≤ G∩G′. Ferner gibt es eine von G und
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G′ verschiedene Gerade H durch R. Es sei C ein von R verschiedener Punkt auf
H und I eine von H verschiedene Gerade durch C. Definiere X und Y durch
X := G ∩ I und Y := G′ ∩ I. Dann sind X und Y von C verschiedene Punkte.
Weil M eine Moufangebene ist, gibt es ein τ ∈ E(R,H) mit Xτ = Y . Es folgt
Gτ = (X +R)τ = Y +R = G′.
Wir du¨rfen daher annehmen, dass G = G′ ist. Weil E(G) auf der Menge der
Punkte von EG transitiv operiert, du¨rfen wir weiterhin annehmen, dass auch
P = P ′ ist. Wir haben nun zwei Fa¨lle zu unterscheiden.
1. Fall: P , Q und Q′ sind nicht kollinear. Dann ist insbesondere Q 6= Q′.
Daher ist Q+Q′ eine Gerade, die wegen Q 6≤ G von G verschieden ist. Somit ist
C := (Q+Q′)∩G ein Punkt. Weil P 6≤ G ist, ist auch P+C eine Gerade, die von
G verschieden ist. Sie ist aber auch von Q+Q′ verschieden, da P , Q, Q′ ja nicht
kollinear sind. Es gibt folglich ein τ ∈ E(C,P + C) mit Qτ = Q′. Weil P τ = P
und wegen C ≤ G auch Gτ = G ist, ist (P τ , Qτ , Gτ ) = (P,Q′, G) = (P ′, Q′, G′).
2. Fall: P , Q und Q′ sind kollinear. In diesem Fall wa¨hlen wir einen Punkt
R mit R 6≤ P +Q. Dann sind weder P , Q, R noch P , Q′, R kollinear. Wie wir
im Falle 1 gesehen haben, gibt es dann Elationen σ und τ mit Pσ = P , Qσ = R,
Gσ = G und P τ = P , Rτ = Q′, Gτ = G. Dann ist στ eine Kollineation aus der
von allen Elationen erzeugten Gruppe, die (P,Q,G) auf (P ′, Q′, G′) abbildet.
Damit ist 6.2 bewiesen.
6.3. Satz. Ist M eine Moufangebene, ist G eine Gerade von M und sind P
und Q zwei verschiedene Punkte von MG, so gibt es eine involutorische Per-
spektivita¨t mit der Achse G, die P und Q vertauscht.
Beweis. Wir zeigen zuna¨chst, dass M eine involutorische Perspektivita¨t mit
der Achse G besitzt. Dazu du¨rfen wir annehmen, dass alle Elationen mit der
Achse G eine von 2 verschiedene Ordnung haben. Der Kern K(G) von E(G), der
nach II.2.1 ein Ko¨rper ist, hat dann von 2 verschiedene Charakteristik. Hieraus
folgt, dass die multiplikative Gruppe von K ein Element der Ordnung 2 entha¨lt,
na¨mlich −1. Nach II.2.1 gibt es folglich eine involutorische Streckung mit der
Achse G.
Es sei nun ρ eine involutorische Perspektivita¨t mit der Achse G. Es gibt
dann zwei verschiedene Punkte X und Y von MG mit X
ρ = Y und Y ρ = X.
Nach 6.2 gibt es eine Kollineation γ mit Xγ = P, Y γ = Q und Gγ = G. Die
Kollineation γ−1ργ ist dann eine involutorische Perspektivita¨t mit der Achse G,
die P mit Q vertauscht.
M sei wieder eine Moufangebene. Ferner sei (U, V,O,E) ein Rahmen von M .
Die Menge der Punkte auf O + V , die von V verschieden sind, bezeichnen wir
mit K. Außerdem bezeichnen wir die Elemente von K mit kleinen lateinischen
Buchstaben. Schließlich schreiben wir PQ fu¨r die Verbindungsgerade P + Q
zweier verschiedener Punkte P und Q, da wir dem Pluszeichen in diesem Ab-
schnitt eine andere Bedeutung unterlegen werden, wie gleich erla¨utert wird. Ist
P ein Punkt von MUV , so setzen wir
xP := (PV ∩OE)U ∩OV
6. Endliche desarguessche projektive Ebenen 243
und
yP := PU ∩OV.
Ist umgekehrt (x, y) ∈ K ×K, so definieren wir τ(x, y) durch
τ(x, y) := (xU ∩OE)V ∩ yU.
Offensichtlich gilt τ(xP , yP ) = P und xτ(x,y) = x sowie yτ (x, y) = y. Folglich
ist τ eine Bijektion von K×K auf die Menge der Punkte von MUV . Ferner gilt
τ−1(P ) = (xP , yP ).
Ist G eine Gerade von MUV , die nicht durch V geht, so setzen wir
mG :=
(
(G ∩ UV )O ∩ V E)U ∩OV
und
bG := G ∩OV.
Ist umgekehrt [m, b] ∈ K ×K, so setzen wir
γ[m, b] :=
(
(mU ∩ EV )O ∩ UV )b.
Man sieht wiederum ohne Mu¨he, dass die Abbildung γ eine Bijektion von K ×
K auf die Menge der nicht durch V gehenden Geraden von M ist und dass
γ−1(G) = [mG, bG] ist.
Schließlich definieren wir auf K eine Addition durch
x+ y :=
(
(xU ∩OE)V ∩ (EO ∩ UV )y)U ∩OV
und eine Multiplikation durch
xy :=
(
(xU ∩ EV )O ∩ (yU ∩OE)V )U ∩OV.
6.4. Satz. Ist τ ∈ E(UV ) und ist Oτ = pi(a, b), so ist
τ(x, y)τ = τ(x+ a, y + b)
fu¨r alle x, y ∈ K. Insbesondere ist K bez. der Addition eine zu E(V,UV ) iso-
morphe Gruppe und O ist das bez. der Addition neutrale Element von K. Wir
setzen daher im Folgenden 0 := O.
Beweis. Es sei zuna¨chst a = 0. Dann ist τ(a, b) = τ(0, b) = b. Ferner ist
y = (yU ∩OE)U ∩OV und daher
yτ = (yU ∩OE)τU ∩OV,
da ja τ ∈ E(V,UV ) ist. Nun ist
(yU ∩OE)τ ≤ (yU ∩OE)V.
Ferner ist
yU ∩OE ≤ OE = O(OE ∩ UV )
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und somit
(yU ∩OE)τ ≤ Oτ (OE ∩ UV ) = b(OE ∩ UV ).
Insgesamt erhalten wir
yτ =
(
(yU ∩OE)V ∩ b(OE ∩ UV ))U ∩OV = y + b.
Nun ist pi(x, y) = (xU ∩OE)V ∩ yU und daher
pi(x, y)τ =
(
(xU ∩OE)V )τ ∩ yτUτ
= (xU ∩OE)V ∩ (y + b)U
= pi(x, y + b).
Es sei ρ die nach 6.3 vorhandene involutorische Perspektivita¨t mit der Achse
OE, die U mit V vertauscht. Dann ist
pi(x, y)ρ =
(
(xU ∩OE)V ∩ yU)ρ
=
(
(xU ∩OE)V ∩ (yU ∩OE)U)ρ
= (xU ∩OE)U ∩ (yU ∩OE)V
= (yU ∩OE)V ∩ xU
= pi(y, x).
Es sei nun b = 0. Dann ist τ ∈ E(U,UV ) und daher ρ−1τρ ∈ E(V,UV ). Ferner
ist
Oρ
−1
= Oτρ = pi(a, 0)ρ = pi(0, a).
Nach dem bereits erledigten Fall ist also
pi(x, y)τρ = pi(y, x)ρ
−1τρ = pi(y, x+ a) = pi(x+ a, y)ρ.
Also ist pi(x, y)τ = pi(x+ a, y).
Bezeichnet man die Elation aus E(U, V ), die O auf pi(a, b) abbildet, mit
τ(a, b), so folgt mit dem bereits Bewiesenem
Oτ(a,0)τ(0,b) = pi(a, 0)τ(0,b) = pi(a, 0 + b) = pi(a, b) = Oτ(a,b),
so dass τ(a, b) = τ(a, 0)τ(0, b) ist. Hieraus folgt schließlich
pi(x, y)τ(a,b) = pi(x, y)τ(a,0)τ(0,b)
= pi(x+ a, y)τ(0,b)
= pi(x+ a, y + b).
Schließlich ist
Oτ(0,a)τ(0,b) = pi(0, a+ b) = Oτ(0,a+b).
Daher ist τ(0, a)τ(0, b) = τ(0, a + b). Weil die Abbildung a → τ(0, a) offen-
sichtlich eine Bijektion von K auf E(V,UV ) ist, folgt somit, dass (K,+) eine zu
E(V,UV ) isomorphe Gruppe ist.
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6.5. Satz. Genau dann ist pi(x, y) ≤ γ[m, b], wenn y = mx+ b ist. Ist G eine
von UV verschiedene Gerade durch V , so ist genau dann pi(x, y) ≤ G, wenn
x = (G ∩OE)U ∩OV ist.
Beweis. γ[m, 0] ist eine Gerade durch O und aus der Definition der Multi-
plikation in K folgt unmittelbar, dass genau dann pi(x, y) ≤ γ[m, 0] ist, wenn
y = mx ist. Es ist γ[m, b]τ(0,−b) = γ[m, 0]. Daher ist wegen 6.4 genau dann
pi(x, y) ≤ γ[m, b], wenn pi(x, y−b) ≤ γ[m, 0] ist. Hieraus folgt, dass pi(x, z) genau
dann auf γ[m, b] liegt, wenn y− b = mx ist. Weil K bezu¨glich der Addition eine
Gruppe ist, folgt somit, dass y = mx+ b mit P (x, y) ≤ γ[m, b] gleichbedeutend
ist.
Die zweite Behauptung des Satzes ist trivial.
Wir setzen im Folgenden 1 := UE ∩OV .
6.6. Satz. Es ist 0x = 0 = 0x und 1x = x = x1 fu¨r alle x ∈ K.
Beweis. Es ist
0x =
(
OU ∩ (xU ∩OE)V )U ∩OV = OU ∩OV = 0
und
x0 =
(
(xU ∩ EV )O ∩OV )U ∩OV = 0.
Also gilt 0x = x0 = 0 fu¨r alle x ∈ K.
Es ist
1x =
(
EO ∩ (xU ∩OE)V )U ∩OV
= (xU ∩OE)U ∩OV = xU ∩OV = x
und
x1 =
(
(xU ∩ EV )O ∩ EV )U ∩OV
= (xU ∩ EV )U ∩OV = xU ∩OV = x.
Damit ist alles bewiesen.
6.7. Satz. Sind a, b ∈ K und ist a 6= 0, so gibt es eindeutig bestimmte Elemente
x, y ∈ K mit ax = b und ya = b.
Beweis. Wir betrachten die Geraden γ[a, 0] und γ[0, b]. Weil a 6= 0 ist,
sind diese beiden Geraden nicht parallel. Es gibt also einen Punkt pi(x, z), der
sowohl auf γ[a, 0] als auch auf γ[0, b] liegt. Nach 6.6 und 6.5 sowie 6.4 ist daher
z = 0x + b = b und z = ax + 0 = ax. Also ist ax = b. Ist ax′ = b, so liegt
wegen b = 0x′ + b der Punkt pi(x′, b) ebenfalls auf den beiden Geraden γ[a, 0]
und γ[0, b]. Daher ist pi(x, b) = pi(x′, b) und weiter x = x′. Dies zeigt, dass es
im Falle a 6= 0 genau ein x gibt mit ax = b.
Da a 6= 0 ist, ist pi(a, b) 6= pi(0, 0). Es gibt folglich genau eine Gerade G,
die pi(0, 0) mit pi(a, b) verbindet. Aus 6.5 und a 6= 0 folgt, dass G nicht durch
V geht. Also ist G = γ[y, z]. Weil O auf G liegt, ist z = 0. Daher ist b = ya.
Somit existiert also ein y mit b = ya. Die Einzigkeit der Lo¨sung y folgt aus der
Eindeutigkeit der Verbindungsgeraden von O mit pi(a, b).
6.8. Satz. Es ist a(b+ c) = ab+ ac und (a+ b)c = ac+ bc fu¨r alle a, b, c ∈ K.
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Beweis. Wir betrachten die durch pi(x, y)τ := pi(x+c, y) definierte Abbildung
τ . Nach 6.4 ist τ ∈ E(U,UV ). Da τ jede Gerade auf eine zu ihr parallele
abbildet, ist γ[a, 0]τ = γ[a, d]. Nun ist pi(x, ax) ≤ γ[a, 0]. Daher ist pi(x+c, ax] ≤
γ[a, d]. Folglich ist ax = a(x + c) + d fu¨r alle x ∈ K. Mit x := 0 folgt, dass
ac+ d = 0 ist. Folglich ist auch d+ ac = 0 und weiter
ax+ ac = a(x+ c) + d+ ac = a(x+ c).
Mit x := b erha¨lt man hieraus die Gu¨ltigkeit der ersten Behauptung des Satzes.
Es sei a ∈ K. Weil E(V,OV ) die von V verschiedenen Punkte von UV
transitiv permutiert, gibt es ein τ ∈ E(V,OV ) mit γ[0, 0]τ = γ[α, r] mit einem
geeigneten r ∈ K. Nun ist O ≤ γ[0, 0] und Oτ = O. Daher ist r = 0, dh., es ist
γ[0, 0]τ = γ[a, 0].
Die Geraden γ[0, 0] und γ[0, y] sind parallel. Daher sind auch die Geraden
γ[0, 0]τ und γ[0, y]τ parallel. Hieraus folgt, dass γ[0, y]τ = γ[a, y′] ist. Nun ist
pi(0, y) ≤ γ[0, y] und pi(0, y)τ = pi(0, y). Folglich ist y = a0 + y′ und somit
y = y′. Es ist also γ[0, y]τ = γ[a, y].
Ist pi(x, y)τ = pi(x′, y′), so ist x = x′, da τ die Geraden durch V einzeln
festla¨sst. Nun ist pi(x, y) ≤ γ[0, y] und daher pi(x, y′) ≤ γ[a, y]. Es ist also
γ′ = ax+ y, dh., es ist pi(x, y)τ = pi(x, ax+ y).
Es sei γ[b, 0]τ = γ[b′, t]. Wegen Oτ = O ≤ γ[b, 0] ist t = 0. Nun ist
pi(x, bx) ≤ γ[b, 0]. Hieraus folgt, dass pi(x, ax+ bx) ≤ γ[b′, 0] ist, so dass fu¨r alle
x ∈ K die Gleichung ax + bx = b′x gilt. Mit x = 1 erha¨lt man a + b = b′ und
mit x = c schließlich ac+ bc = (a+ b)c. Damit ist alles bewiesen.
6.9. Satz. Ist a′a = 1, so ist a′(ab) = b fu¨r alle b ∈ K.
Beweis. γ[a, 0] ist die Verbindungsgerade von O und pi(1, a) und γ[a′, 0]
ist die Verbindungsgerade von O und pi(a, 1). Ist ρ die nach 6.3 existierende
Perspektivita¨t mit der Achse OE, die U mit V vertauscht, so ist, wie wir
beim Beweise von 6.4 gesehen haben, pi(x, y)ρ = pi(y, x). Wegen Oρ = O und
pi(1, a)ρ = pi(a, 1) ist folglich γ[a, 0]ρ = γ[a′, 0]. Nun ist pi(b, ab) ≤ γ[a, 0] und
daher pi(ab, b) ≤ γ[a′, 0], so dass also b = a′(ab) gilt, q. e. d.
6.10. Satz. Ist a′a = 1, so ist auch aa′ = 1. Ist ferner aa′′ = 1, so ist a′ = a′′.
Jedes von Null verschiedene Element von K hat also genau ein Inverses.
Beweis. Nach 6.9 ist a′1 = a′ = a′(aa′). Wegen a′ 6= 0 ist daher aa′ = 1
Also ist aa′ = aa′′. Weil a 6= 0 ist, ist somit a′ = a′′.
Die Existenzaussage des Satzes folgt mit 6.7.
6.11. Satz. Ist a 6= 0, so ist (ba)a−1 = b fu¨r alle b ∈ K.
Beweis. Es sei ρ die involutorische Perspektivita¨t mit der Achse EV , die
O mit U vertauscht. Da V ein Fixpunkt von ρ ist, permutiert ρ die Geraden
durch V unter sich. Ist pi(x, y) ein Punkt von MUV mit x 6= 0, so ist daher
pi(x, y)ρ = pi(ϕ(x), ψ(x, y)) mit ϕ(x), ψ(x, y) ∈ K. Nun ist γ[0, y] = Upi(1, y).
Daher ist, da ja pi(1, y) ≤ EV ist, γ[0, y]ρ = Opi(1, y). Somit ist γ[0, y]ρ = γ[y, 0].
Ferner ist pi(x, y) ≤ γ[0, y] und folglich pi(ϕ(x), ψ(x, y)) ≤ γ[y, 0]. Hieraus folgt,
dass ψ(x, y) = yϕ(x) ist, falls nur x 6= 0 ist. Es ist γ[0, 1]ρ = γ[1, 0] und
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daher, da ρ involutorisch ist, γ[1, 0]ρ = γ[0, 1]. Wegen pi(x, x) ∈ γ[1, 0] ist
pi(ϕ(x), ψ(x, x)) ≤ γ[0, 1], so dass ψ(x, x) = 1 ist fu¨r alle x ∈ K. Ist x 6= 0 so ist
ψ(x, x) = xϕ(x), so dass in diesem Falle ϕ(x) = x−1 ist. Also ist ψ(x, y) = yx−1
fu¨r alle von Null verschiedenen x ∈ K.
Es sei nun a 6= 0. Dann ist pi(a, ba) ≤ γ[b, 0]. Folglich ist
pi
(
a−1, (ba)a−1
) ≤ γ[0, b].
Hieraus folgt, dass (ba)a−1 = 0a−1 + b = b ist, q. e. d.
6.12. Es ist a(ab) = a2b und (ba)a = ba2 fu¨r alle a, b ∈ K, dh., K ist ein
Alternativko¨rper.
Beweis. Ist a = 0, so ist sicherlich (ba)a = ba2. Es gilt
0 = 0 · (−1) = (1− 1)(−1) = 1 · (−1) + (−1)2 = −1 + (−1)2.
Also ist (−1)2 = 1.
Weil beide Distributivgesetze gelten, gilt auch x(−y) = (−x)y = −xy. Es
folgt (
b(−1))(−1) = −(−b) = b = b(−1)2.
Die Aussage des Satzes gilt also fu¨r a = 0 und a = −1.
Es sei also a 6= 0, −1. Dann gilt mit c ∈ K(
(ca)(a−1 − (a+ 1)−1)(a+ 1) = (c− (ca)(a+ 1)−1)(a+ 1)
= ca+ c− ca = c.
Hierbei haben wir benutzt, dass (K,+) auf Grund von 6.4 und II.1.15 abelsch
ist. Hieraus folgt
ca =
(
c(a+ 1)−1
)(
a−1 − (a+ 1)−1)−1
fu¨r alle c ∈ K. Mit c = a+ 1 folgt
(a+ 1)a = (a−1 − (a+ 1)−1)−1.
Also ist
ca =
(
c(a+ 1)−1
)(
(a+ 1)a
)
fu¨r alle c ∈ K. Setzt man c := b(a+ 1), so folgt hieraus
(ba)a+ ba = b(a2 + a) = ba2 + ba
und damit (ba)a = ba2. Die andere Identita¨t beweist man entsprechend.
Sind a, b, c ∈ K, so definieren wir den Assoziator [a, b, c] durch [a, b, c] :=
(ab)c−a(bc). Man u¨berzeugt sich leicht, dass der Assoziator in allen Argumenten
additiv ist. 6.12 besagt nun gerade, dass [a, a, b] = 0 = [a, b, b] ist. Ferner ist
0 = [a, b+ c, b+ c] = [a, b, b] + [a, b, c] + [a, c, b] + [a, c, c].
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Also ist [a, b, c] = −[a, c, b]. Insbesondere ist also auch [a, b, a] = 0. Ebenso leicht
rechnet man nach, dass [a, b, c] = −[b, a, c] ist. Dann folgt aber auch [a, b, c] =
−[a, c, b] = [c, a, b] = −[c, b, a]. Der Assoziator a¨ndert also sein Vorzeichen, wenn
man zwei seiner Argumente vertauscht.
Außer dem Assoziator beno¨tigen wir noch den Kommutator
[a, b] := ab− ba
zweier Elemente a, b ∈ K und die durch
k(w, x, y, z) := [wx, y, z]− [x, y, z]w − x[w, y, z]
definierte Funktion k. Man u¨berzeugt sich wiederum sehr leicht, dass sowohl
der Kommutator als auch die Funktion k in allen Argumenten additiv ist.
6.13. Satz. Ist ρ eine Permutation von {w, x, y, z}, so ist
k(w, x, y, z) = sgn(ρ)k(wρ, xρ, zρ).
Beweis. Es ist
[wx, y, z]− [xy, z, w] + [yz, w, x] = [wx, y, z]− [w, xy, z] + [w, x, yz]
=
(
(wx)y
)
z − (wx)(yz)− (w(xy))z
+ w
(
(xy)z
)
+ (wx)(yz)− (w(x(yz))
= [w, x, y]z + w[x, y, z].
Daher ist
k(w, x, y, z)− k(x, y, z, w) + k(y, z, w, x)
= [wx, y, z]− [x, y, z]w − x[w, y, z]− [xy, z, w] + [y, z, w]x
+ y[x, z, w] + [yz, w, x]− [z, w, x]y − z[y, w, x]
= [w, x, y]z + w[x, y, z]− [x, y, z]w − x[w, y, z] + [y, z, w]x
+ y[x, z, w]− [z, w, x]y − z[y, w, x]
=
[
w, [x, y, z]
]
+
[
[w, x, y], z
]
+
[
[y, z, w], x
]
+
[
y, [x, z, w]
]
.
Es ist also
k(w, x, y, z)− k(x, y, z, w) + k(y, z, w, x)
=
[
w, [x, y, z]
]
+
[
[w, x, y], z
]
+
[
[y, z, w], x
]
+
[
y, [x, z, w]
]
.
Ersetzt man hierin w, x, y, z durch x, y, z, w, so erha¨lt man
k(x, y, z, w)− k(y, z, w, x) + k(z, w, x, y)
=
[
x, [y, z, w]
]
+
[
[x, y, z], w
]
+
[
[z, w, x], y
]
+
[
z, [y, w, x]
]
.
Addiert man diese beiden Gleichungen, so ergibt sich
k(w, x, y, z) + k(z, w, x, y) = 0.
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Also ist
k(w, x, y, z) = −k(z, w, x, y).
Ferner ist
k(w, x, y, z) = [wx, y, z]− [x, y, z]w − x[w, y, z]
= −([wx, z, y]− [x, z, y]w − x[w, z, y])
= −k(w, x, z, y).
Definiert man σ durch wσ := z, xσ := w, yσ := x, zσ := y und τ durch wτ := w,
xτ := x, yτ := z und zτ := y, so ist σ ein 4-Zyklus und τ eine Transposition,
daher ist sgn(σ) = −1 = sgn(τ). Also ist
k(w, x, y, z) = sgn(σ)k(wσ, xσ, yσ, zσ) = sgn(τ)k(wτ , xτ , yτ , zτ ).
Weil σ und τ die symmetrische Gruppe auf {x, y, z, w} erzeugen, folgt damit
die Behauptung von 6.13.
Nun ist k(w, x, y, y) = 0. Aus 6.13 folgt, dass sicher dann k(w, x, y, z) = 0
ist, falls zwei der Argumente gleich sind.
Der na¨chste Satz ist der Schlu¨ssel zum Beweise des Satzes von Artin-Zorn,
dass na¨mlich endliche Alternativko¨rper Ko¨rper sind. Dabei spielt auch eine
Rolle, dass die multiplikative Gruppe eines endlichen Ko¨rpers zyklisch ist, so
dass endliche Ko¨rper von einem Element erzeugt werden.
Alternativko¨rper beschreiben stets Moufangebenen. Das werden wir hier
nicht beweisen, da es zum Beweise von 6.14 und dem Satz von Artin-Zorn nicht
beno¨tigt wird. Der interessierte Leser sei fu¨r die Theorie der Alternativko¨rper
auf Pickert 1955, Kapitel 6 verwiesen.
6.14. Satz. Sind a und b Elemente des Alternativko¨rpers K, so gibt es einen
assoziativen Unterring von K, der a und b entha¨lt.
Beweis. Wir setzen E := {a, b}. Sind e, f , g ∈ E, so ist [e, f, g] = 0, da
wenigstens zwei der Elemente e, f , g gleich sind. Wir definieren die Menge X
durch
X := {x | x ∈ K, [e, f, x] = 0 fu¨r alle e, f ∈ E}.
Dann ist E ⊆ X, wie wir gerade gesehen haben. Sind e, f , g ∈ E und ist x ∈ E,
so ist
[ex, f, g] = k(e, x, f, g) + [x, f, g]e+ x[e, f, g] = 0,
auf Grund der Definition von X bzw. der Tatsache, dass zwei der Elemente e,
f , g gleich sind. Also ist EX ⊆ X. Wir definieren Y durch
Y :=
{
y | y ∈ K, [e, x, y] = 0 fu¨r alle e ∈ E und alle x ∈ X}.
Wegen E ⊆ X ist Y ⊆ X. Es sei y ∈ Y und x ∈ X und e, f ∈ E. Dann ist
[e, f, yx] = [yx, e, f ]
= k(y, x, e, f) + [x, e, f ]y + x[e, y, f ]
= k(y, x, e, f) = −k(e, x, y, f)
= −[ex, y, f ] + [x, y, f ]e+ x[e, y, f ] = 0,
250 Kapitel IIII. Endliche projektive Geometrien
da auf Grund der Definition von Y und wegen EX ⊆ X die Assoziatoren
[ex, y, f ], [x, y, f ] und [e, y, f ] alle gleich Null sind. Somit ist auch Y X ⊆ X.
Schließlich sei
R :=
{
r | r ∈ K, [x, y, r] = 0 fu¨r alle x ∈ X und alle y ∈ Y }.
Aus der Definition von X und Y folgt E ⊆ R. Weil E ⊆ Y ist, ist R ⊆ Y . Also
ist E ⊆ R ⊆ Y ⊆ X. Folglich ist [r, s, t] = 0 fu¨r alle r, s, t ∈ R. Weil R wegen
E ⊆ R nicht leer ist und offensichtlich r− s ∈ R gilt fu¨r alle r, s ∈ R, ist (R,+)
eine Gruppe. Es seien r, s ∈ R und x ∈ X und y ∈ Y . Dann ist
k(x, y, r, s) = [yx, r, r]− [x, r, s]y − x[y, r, s] = 0,
da R ⊆ Y und Y X ⊆ X ist. Nach 6.13 ist folglich auch k(r, s, y, x) = 0. Somit
ist
0 = [rs, y, x]− [s, x, y]r − s[r, y, x] = [rs, y, x].
Also ist auch rs ∈ R, so dass R in der Tat ein assoziativer Ring ist, der a und
b entha¨lt.
6.15. Satz von Artin-Zorn. Ist K ein endlicher Alternativko¨rper, so ist K
ein Ko¨rper.
Beweis. Es sei S ein maximaler assoziativer Teilring von K. Weil K endlich
ist und keine Nullteiler hat, folgt, dass S ein endlicher, nullteilerfreier Ring
ist. Folglich ist S ein Ko¨rper. Als endlicher Ko¨rper ist S nach dem Satz von
Wedderburn kommutativ. Insbesondere ist die multiplikative Gruppe von S
zyklisch. Es sei a ein erzeugendes Element der multiplikativen Gruppe von S.
Es sei b ∈ K. Nach 6.14 gibt es einen assoziativen Teilring R von K mit a, b ∈ R.
Es folgt S ⊆ R und damit S = R, da S ja ein maximaler assoziativer Teilring
von K ist. Also ist b ∈ S und somit K = S, so dass K in der Tat ein Ko¨rper
ist.
Wir sind nun in der Lage, Satz 6.1 zu beweisen. Weil M endlich ist, ist K
nach 6.15 ein Ko¨rper. Es sei k ∈ K∗. Wir definieren σ(k) durch
pi(x, y)σ(k) := pi(xk, yk).
Dann ist σ(k) eine Bijektion der Punktmenge von MUV auf sich und es gilt
σ(k)−1 = σ(k−1). Ferner folgt aus pi(c, y)σ(k) = pi(ck, yk) und
pi(x,mx+ b)σ(k) = pi
(
xk, (mx+ b)k
)
= pi
(
xk,m(xk) + b
)
,
dass σ(k) kollineare Punkte auf kollineare Punkte abbildet. Weil dann auch
σ(k−1) kollineare Punkte auf kollineare Punkte abbildet, ist σ(k) eine Kolline-
ation von MUV . Weil σ(k) offensichtlich jede Gerade auf eine zu ihr parallele
Gerade abbildet und weil Oσ(k) = O ist, ist σ(k) ∈ ∆(O,UV ). Aus
Eσ(k) = pi(1, 1)σ(k) = pi(k, k)
folgt schließlich, dass M eine (O,UV )-transitive Ebene ist. Da dies fu¨r alle nicht
kollinearen Punkte O, U , V gilt, ist M nach II.1.8 desarguessch.
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7. Ebenen mit vielen Perspektivita¨ten
Ist K eine Kollineationsgruppe eines projektiven Verbandes L und ist H eine
Hyperebene von L, so setzen wir K(H) := K ∩ E(H). Ist außerdem P ein
Punkt von L, so setzen wir K(P,H) := K ∩ ∆(P,H). Es ist also K(H) die
Menge der in K enthaltenen Elationen mit der Achse H und K(P,H) die Menge
der in K enthaltenen Perspektivita¨ten mit der Achse H und dem Zentrum P .
Sowohl K(H) als auch K(P,H) sind Untergruppen von K. Der Leser beachte,
dass K(H) immer eine Gruppe von Elationen ist, wa¨hrend K(P,H) auch eine
Gruppe von Streckungen sein kann.
7.1. Satz. Es sei L ein endlicher projektiver Verband mit Rg(L) ≥ 3 und K
sei eine Kollineationsgruppe von L. Ist H eine Hyperebene von L und ist B die
Menge der Punkte von LH mit K(P,H) 6= {1}, so ist B eine Bahn von K(H).
Beweis. Es sei Γ die Menge aller in K enthaltenen Perspektivita¨ten mit der
Achse H. Dann ist Γ eine Untergruppe von K. Setze aP := |K(P,H)|. Dann
ist
|Γ| = ∣∣K(H)∣∣+ ∑
P∈B
(aP − 1),
da ja jedes von 1 verschiedene Elemente von Γ genau ein Zentrum hat. Setze
k := |B|. Weil |K(H)| ≥ 1 und aP ≥ 2 ist, ist |Γ| ≥ 1 +k > k. Es seien B1, . . . ,
Br, die Punktbahnen von Γ mit |Bi| < |Γ|. Dann ist B =
⋃r
i:=1Bi. Ist P ∈ Bi,
so ist |Γ| = |Bi||K(P,H)|. Also ist
|Γ| = ∣∣K(H)∣∣− k + ∑
P∈B
∣∣K(P,H)∣∣
=
∣∣K(H)∣∣− k + r∑
i:=1
∑
P∈Bi
∣∣K(P,H)∣∣
=
∣∣K(H)∣∣− k + r∑
i:=1
∑
P∈Bi
|Γ||Bi|−1
=
∣∣K(H)∣∣− k + r∑
i:=1
|Γ|.
=
∣∣K(H)∣∣− k + r|Γ|.
Folglich ist
0 ≤ (r − 1)|Γ| = k − ∣∣K(H)∣∣ < k < |Γ|.
Hieraus folgt, dass 0 ≤ r − 1 < 1 ist. Dies impliziert wiederum r = 1 und dann
k = |K(H)|.
K(H) zerlegt B in Bahnen. Weil K(H) auf der Menge der Punkte von LH
regula¨r operiert, folgt aus |K(H) = k = |B|, dass B eine Bahn von K(H) ist.
Damit ist der Satz bewiesen.
7.2. Korollar. Es sei L ein endlicher projektiver Verband, dessen Rang min-
destens 3 sei. Sind dann ρ und σ von 1 verschiedene Streckungen von L mit
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den Zentren P und Q und haben ρ und σ die gleiche Achse H, so gibt es in der
von ρ und σ erzeugten Gruppe eine Elation τ , die natu¨rlich ebenfalls die Achse
H hat, mit P τ = Q.
Dies folgt unmittelbar aus 7.1.
7.3. Satz. Es sei E eine endliche projektive Ebene. Ist K eine Kollineations-
gruppe von E und ist K(P,G) 6= {1} fu¨r alle nicht inzidenten Punkt-Geraden-
paare (P,G) von E, so ist E desarguessch und K entha¨lt die kleine projektive
Gruppe von E.
Beweis. Ist G eine Gerade von E, so ist K(G) nach 7.1 auf der Menge der
Punkte von EG transitiv. Dies besagt einmal, dass E eine Moufangebene und
somit nach 6.1 desarguessch ist, und zum anderen, dass K alle Elationen von E
und folglich die kleine projektive Gruppe von E entha¨lt.
Der Satz, dass eine Korrelation eines endliche projektiven Verbandes stets
einen absoluten Punkt hat, hat eine u¨berraschende Konsequenz, na¨mlich den
folgenden Satz.
7.4. Satz. Es sei L ein endlicher projektiver Verband mit Rg(L) ≥ 3. Ist K
eine Kollineationsgruppe von L und ist jeder Punkt von L Zentrum einer nicht
trivialen Streckung aus K, so entha¨lt K eine nicht triviale Elation.
Beweis. Ist L ein Gegenbeispiel zu 7.4, so folgt aus dem zu 7.2 dualen Satz,
dass es zu jedem Punkt P von L genau eine Hyperebene Ppi gibt mit P 6∈ Ppi
und K(P, Ppi) 6= {1}. Aus 7.2 folgt ferner, dass pi injektiv ist. I.7.7 impliziert
schließlich, dass pi eine Bijektion der Menge der Punkte auf die Menge der
Hyperebenen von L ist.
Es sei r := Rg(L). Wir zeigen als Na¨chstes, dass das Abbildungspaar
κ := (pi, pi−1) eine Korrelation von L1,r−1 ist. Es sei P ein Punkt und H eine
Hyperebene von L. Ferner sei Q := Hpi
−1
. Ist P ≤ H, so folgt Hσ = H fu¨r alle
σ ∈ K(P, Ppi). Hieraus folgt wiederum, dass Qσ = Q ist fu¨r alle σ ∈ K(P, Ppi).
Wegen Q 6∈ Qpi = H und P ≤ H ist Q 6= P . Daher ist Q ≤ Ppi nach II.1.3.
Damit ist gezeigt, dass Q ≤ Ppi aus P ≤ H = Qpi folgt. Wegen κ2 = 1 gilt
daher P ≤ Qpi genau dann, wenn Q ≤ Ppi ist. Damit ist κ als Korrelation von
L1,r−1 erkannt. Da κ eine Korrelation von L1,r−1 ist, gibt es nach 4.3a) einen
Punkt W mit W ≤Wκ. Andererseits ist P 6≤ Ppi fu¨r alle Punkte P von L, ein
Widerspruch.
7.5. Satz Es sei E eine endlich projektive Ebene und K eine Kollineationsgrup-
pe von E. Ist (P,G) eine Fahne von E, so ist entweder |K(P,G)|2 ≥ |K(G)|
oder alle Elationen aus K, deren Zentrum P ist, haben G als Achse.
Beweis. Es sei H eine von G verschiedene Gerade durch P und es sei 1 6= τ ∈
K(P,H). Ist σ ∈ K(G), so ist σ−1τσ ∈ K(P,Hσ). Folglich hat τ−1σ−1τσ das
Zentrum P . Andererseits ist τ−1σ−1τ ∈ K(Gτ ) = K(G). Daher hat τ−1σ−1τσ
die Achse G. Also ist
τ−1σ−1τσ ∈ K(P,G).
Es sei ρ ∈ K(G). Genau dann ist τ−1σ−1τσ = τ−1ρ−1τρ, wenn ρσ−1τ = τρσ−1
ist. Wegen τ 6= 1 ist dies genau dann der Fall, wenn Hρσ−1 = H ist, dh., wenn
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ρσ−1 ∈ K(P,G) ist. Es gibt somit genau |K : K(P,G)| Elemente der Form
τ−1σ−1τσ. Da alle diese Elemente in K(P,G) liegen, ist |K(P,G)| ≥ |K(G) :
K(P,G)|, q. e. d.
7.6. Satz. Es sei E eine endliche projektive Ebene der Ordnung n. Ist G eine
Gerade von E und K eine Kollineationsgruppe mit |K(G)| > n, so hat K(G)
eine Geradenbahn der La¨nge n. Insbesondere ist n Teiler von |K(G)|.
Beweis. Es sei H eine Gerade von E mit der Eigenschaft, dass die La¨nge
a der Bahn, zu der H geho¨rt, maximal sei. Ist t die Anzahl der Punktbahnen
von K(G) in EG, so folgt, da K nach 3.4 in E ebenso viele Punkt- wie Gera-
denbahnen hat, dass K(G) in EG genau t+ n Geradenbahnen hat, da K(G) ja
alle Punkte von G festla¨sst und folglich in E genau t+n+ 1 Punktbahnen hat.
Nun ist n(n + 1) die Anzahl der von G verschiedenen Geraden von E. Daher
folgt aus der Maximalita¨t von a, dass a(t + n) ≥ n(n + 1) ist. Andererseits ist
n2 = t|K(G)| ≥ tn, so dass t ≤ n ist. Hieraus folgen die Ungleichungen
2an = a(n+ n) ≥ a(t+ n) ≥ n(n+ 1)
und somit 2a ≥ n + 1 > n. Ist P := G ∩H und ist L eine von G verschiedene
Gerade durch P , so ist K(G)L = K(P,G) = K(G)H . Folglich ist∣∣K(G) : K(G)L∣∣ = ∣∣K(G) : K(G)H ∣∣ = a.
Daher wird die Menge der n von G verschiedenen Geraden durch P in lauter
Bahnen der La¨nge a zerlegt, so dass a Teiler von n ist. Weil aber 2a > n gilt,
kann dies nur so sein, dass a = n ist. Damit ist der Satz bewiesen.
7.7. Satz. Es sei E eine endliche projektive Ebene der Ordnung n und K sei
eine Kollineationsgruppe von E. Ist G eine Gerade von E und ist |K(G)| ≥
n + 1, so ist K(P,G) 6= {1} fu¨r alle Punkte P auf G. U¨berdies ist n Potenz
einer Primzahl.
Beweis. Es sei P ein Punkt auf G und H sei eine von G verschiedene Gerade
durch P . Ist a die La¨nge der Bahn von H unter K(G), so ist wegen K(G)H =
K(P,G) dann
n
∣∣K(P,G)∣∣ ≥ a∣∣K(P,G)∣∣ = ∣∣K(G)∣∣ ≥ n+ 1.
Hieraus folgt K(P,G) 6= {1}.
Weil K(P,G) 6= {1} ist fu¨r alle P ≤ G ist K(G) nach II.1.13 eine elementar-
abelsche p-Gruppe. Schließlich ist n wegen |K(G)| ≥ n + 1 nach 7.6 ein Teiler
von |K(G)|, so dass also auch n eine Potenz von p ist. Damit ist alles bewiesen.
7.8. Satz. Es sei E eine projektive Ebene der Ordnung n. Ferner sei (P,G)
eine Fahne und K eine Kollineationsgruppe von E. Ist dann h eine natu¨rliche
Zahl mit h > 1 und ist |K(Q,G)| = h fu¨r alle von P verschiedenen Punkte Q
auf G, so ist |K(P,G)| = n.
Beweis. Es ist ∣∣K(G)∣∣ = ∣∣K(P,G)∣∣+ n(h− 1).
254 Kapitel IIII. Endliche projektive Geometrien
Aus h > 1 folgt |K(G)| ≥ n + 1. Aus 7.6 erschließen wir daher, dass n Teiler
von |K(G)| ist. Dann ist n aber auch Teiler von |K(P,G)|. Hieraus folgt
zusammen mit den trivialerweise geltenden Ungleichungen 1 ≤ |K(P,G)| ≤ n
die Behauptung.
Eine unmittelbare Folgerung aus 7.8 ist
7.9. Korollar. Es sei E eine endliche projektive Ebene der Ordnung n und G
sei eine Gerade von E. Ist K eine Kollineationsgruppe von E und ist h > 1 eine
natu¨rliche Zahl, ist ferner |K(P,G)| = h fu¨r alle Punkte P auf G, so ist h = n
und E ist eine Translationsebene bez. G. Außerdem entha¨lt K alle Elationen
mit der Achse G.
7.10. Satz. Es sei Ω eine endliche Menge und ∆ sei eine Teilmenge von Ω.
Ferner sei G eine Permutationsgruppe auf Ω und p sei eine Primzahl. Gibt es
dann zu jedem δ ∈ ∆ eine p-Untergruppe G(δ) von Gδ, die außer δ kein weiteres
Fixelement hat, so ist ∆ in einer Bahn von G enthalten.
Beweis. Es sei δ ∈ ∆ und Σ sei die Bahn von δ unter G. Dann wird Σ von
G(δ) in Bahnen Σ1 = {δ}, Σ2, . . . , Σt zerlegt. Auf Grund unserer Annahme ist
|Σi| > 1 fu¨r alle i ≥ 2. Weil G(δ) eine p-Gruppe ist, ist daher |Σi| als Teiler von
|G(δ)| durch p teilbar. Daher ist
|Σ| =
t∑
i:=1
|Σi| ≡ |σ1| ≡ 1 mod p.
Es sei η ∈ ∆ und η 6∈ Σ. Die Gruppe G(η) zerlegt Σ in Bahnen Σ′1, . . . , Σ′s.
Weil η 6∈ Σ ist, folgt |Σ′i| > 1 und damit |Σ′i| ≡ 0 mod p fu¨r alle i. Hiermit
erhalten wir den Widerspruch
|Σ| =
t∑
i:=1
|Σ′i| ≡ 0 mod p.
Dieser Widerspruch zeigt, dass doch ∆ ⊆ Σ ist.
7.11. Satz. Es sei E eine endliche projektive Ebene und K sei eine Kolli-
neationsgruppe von E. Ist dann jeder Punkt von E Zentrum und jede Gerade
von E Achse einer nicht trivialen Elation aus K, so ist E desarguessch und K
entha¨lt die kleine projektive Gruppe von E.
Beweis. Wir zeigen zuna¨chst, dass K(P,G) 6= {1} ist fu¨r alle Fahnen (P,G)
von E. Angenommen es sei (P,G) eine Fahne mit K(P,G) = {1}. Auf Grund
unserer Annahme ist K(G) 6= {1} und K(P,H) 6= {1} fu¨r wenigstens eine von
G verschiedene Gerade H durch P . Mit 7.5 erhalten wir daher den Widerspruch
1 =
∣∣K(P,G)∣∣2 ≥ ∣∣K(G)∣∣ > 1.
Also ist doch K(P,G) 6= {1}.
Es sei n die Ordnung von E. Wegen K(P,G) 6= {1} ist |K(G)| > n + 1, so
dass n nach 7.7 Potenz einer Primzahl ist. U¨berdies ist n nach 7.6 Teiler von
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|K(G)|. Nach II.1.15 ist K(G) eine elementarabelsche p-Gruppe. Da n auch ein
Teiler von |K(H)| ist, wenn H eine Gerade von E ist, so folgt, dass K(H) fu¨r
alle Geraden H von E eine elementarabelsche p-Gruppe ist.
Es sei weiterhin G eine Gerade von E. Ist P ein Punkt auf G und ist H eine
von G verschiedene Gerade durch P , so ist K(P,H) eine p-Gruppe, die auf G
eine Permutationsgruppe induziert, die P und nur P zum Fixpunkt hat. Mit
7.10 folgt daher, dass der Stabilisator KG von G in K auf der Menge der Punkte
von G transitiv operiert. Hieraus folgt wiederum, dass die Gruppen K(P,G)
mit P ≤ G alle in K konjugiert sind und folglich alle die Ordnung h > 1 haben.
7.9 impliziert nun, dass E eine Translationsebene bez. G ist und dass E(G) in K
enthalten ist. Somit ist E eine Moufangebene und daher nach 6.1 desarguessch.
U¨berdies entha¨lt K die kleine projektive Gruppe von E.
7.12. Korollar. Es sei E eine endliche projektive Ebene und K sei eine auf
der Menge der Punkte von E transitive Kollineationsgruppe von E. Entha¨lt K
eine von 1 verschiedene Perspektivita¨t, so ist E desarguessch und K entha¨lt die
kleine projektive Gruppe.
Beweis. Entha¨lt K eine nicht triviale Streckung, so folgt aus der Punkttran-
sitivita¨t von K, dass jeder Punkt von E Zentrum einer nicht trivialen Streckung
aus K ist. Nach 7.4 entha¨lt K dann auch eine nicht triviale Elation, so dass
wir von vornherein annehmen du¨rfen, dass K eine nicht triviale Elation entha¨lt.
Wir folgern wiederum aus der Punktransitivita¨t von K, dass jeder Punkt von E
Zentrum einer nicht trivialen Elation aus K ist. Weil K nach 3.4 auch auf der
Menge der Geraden von E transitiv ist, ist auch jede Gerade von E Achse einer
nicht trivialen Elation aus K. Anwendung von 7.11 liefert nun die Behauptung.
8. Einiges u¨ber Permutationsgruppen
In diesem Abschnitt beweisen wir einige Sa¨tze u¨ber Permutationsgruppen, die
wir im na¨chsten Abschnitt beno¨tigen werden.
8.1. Satz. Es sei Γ eine Permutationsgruppe auf der Menge M und B und C
seien zwei Bahnen von Γ mit ggT(|B|, |C|) = 1. Ist b ∈ B, so ist C auch eine
Bahn von Γb.
Beweis. Es sei c ∈ C und C ′ sei die Bahn von c unter Γb. Ferner sei B′ die
Bahn von b unter Γc. Dann ist
|Γ| = |B||Γb| = |B||C ′||Γb,c|
und
|Γ| = |C||Γc| = |C||B′||Γc,b|.
Wegen Γb,c = Γc,b ist |B||C ′| = |C||B′|. Weil |B| und |C| teilerfremd sind,
folgt, dass |C| Teiler von |C ′| ist. Weil andererseits C ′ in C enthalten ist, folgt
C = C ′, q. e. d.
8.2. Satz. Es sei Γ eine auf der Menge M transitiv operierende Permutations-
gruppe. Ferner sei n := |M | endlich und p sei eine in |Γ| aufgehende Primzahl.
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Schließlich sei pa mit a ≥ 0 die ho¨chste Potenz von p, die in n aufgeht. Ist Π
eine p-Sylowgruppe von Γ, so ist die La¨nge einer jeden Bahn von Π durch pa
teilbar. Insbesondere ist die La¨nge jeder ku¨rzesten Bahn von Π gleich pa.
Beweis. Es sei x ∈M und pb sei die ho¨chste in |Γx| aufgehende Potenz von
p. Dann ist |Π| = pa+b. Es sei B eine Bahn von Π. Dann ist
pa+b = |Π| = |B||Πy|,
wobei y ∈ B ist. Wegen Πy ⊆ Γy und |Γy| = |Γx|, letzteres weil die beiden
Gruppen wegen der Transitivita¨t von Γ konjugiert sind, ist |Πy| Teiler von pb.
Somit ist |B| durch pa teilbar.
Sind B1, . . . , Br alle Bahnen von Π, so ist n =
∑r
i:=1 |Bi|. Weil n nicht
durch pa+1 teilbar ist, ko¨nnen nicht alle |Bi| durch pa+1 teilbar sein. Folglich
hat Π eine Bahn der La¨nge pa.
Der na¨chste Satz ist einer der a¨ltesten Sa¨tze aus der Theorie der Permuta-
tionsgruppen. Er stammt von Evariste Galois.
8.3. Satz. Es sei Γ eine auf M primitiv operierende endliche Permutations-
gruppe. Entha¨lt Γ einen von {1} verschiedenen, auflo¨sbaren Normalteiler, so
entha¨lt Γ einen und nur einen minimalen Normalteiler N . Der Normalteiler N
ist eine elementarabelsche p-Gruppe und es ist |N | = |M |.
Beweis. Γ entha¨lt einen nicht trivialen auflo¨sbaren Normalteiler B. Es gibt
daher eine natu¨rliche Zahl i mit N := B(i) 6= {1} und B(i+1) = {1}. Weil N in
B charakteristisch ist, ist N in Γ normal. Weil Γ auf M primitiv operiert, ist N
folglich transitiv auf M . U¨berdies ist N abelsch, da ja N ′ = B(i+1) = {1} ist.
Hieraus folgt weiter, dass N auf M scharf transitiv operiert, so dass |M | = |N |
ist. Dies impliziert, dass N ein minimaler Normalteiler ist. Folglich ist N
charakteristisch einfach und als abelsche Gruppe dann eine elementarabelsche
p-Gruppe.
Es sei N∗ ein von N verschiedener minimaler Normalteiler. Dann ist N∗ ∩
N = {1} und folglich N∗ ⊆ CΓ(N) = N . Dieser Widerspruch beweist die
Einzigkeit von N . Damit ist alles bewiesen.
8.4. Satz. Es sei n eine ungerade natu¨rliche Zahl und Γ sei eine Permutations-
gruppe der Ordnung 2n, die auf der Menge M der La¨nge n transitiv operiere.
Ist der Stabilisator irgend zweier Elemente von M in Γ stets trivial, so gilt:
a) Sind a und b zwei verschiedene Elemente von M , so gibt es eine Involution
in Γ, welche a und b vertauscht.
b) Ist ∆ eine Untergruppe von Γ, die genau r ≥ 1 Involutionen entha¨lt, so ist
|∆| = 2r.
Beweis. Da n ungerade ist und weil der Stabilisator zweier verschiedener
Elemente von M in Γ stets trivial ist, hat jede Involution aus Γ genau einen
Fixpunkt. Wegen |Γx| = 2 fu¨r alle x ∈M entha¨lt Γ daher genau n Involutionen.
Sind γ und δ zwei Involutionen aus Γ und ist aγ = aδ fu¨r ein a ∈ M , so ist
γ = δ. Ist na¨mlich a = aγ = aδ, so ist γ, δ ∈ Γa und aus |Γa| = 2 folgt γ = δ.
Ist a 6= aγ , so folgt aγδ = aδ2 = a und (aγ)γδ = aδ = aγ . Somit la¨sst γδ sowohl
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a als auch aγ fest. Nach Voraussetzung ist daher γδ = 1 und folglich γ = δ.
Hieraus folgt ∣∣{aγ | γ ist Involution aus Γ}∣∣ = n.
Daher ist
M = {aγ | γ ist Involution aus Γ},
so dass es in der Tat eine Involution gibt, die a mit b vertauscht.
Es sei δ eine Involution aus ∆ und a sei der Fixpunkt von ∆. Mit T
bezeichnen wir die Bahn von a unter ∆. Dann ist |∆| = |T ||∆a|. Wegen
1 < |∆a| ≤ |Γa| = 2 ist daher |∆| = 2|T |. Nun hat δ keinen Fixpunkt in
T − {a}, so dass |T | ungerade ist. Das Paar (∆, T ) erfu¨llt somit ebenfalls die
Voraussetzungen von 8.4. Wie der Beweis von a) zeigt, entha¨lt ∆ daher genau
|T | Involutionen, so dass also |T | = r ist. Damit ist der Satz bewiesen.
8.5. Satz. Es sei M eine Menge mit n + 1 Elementen und n sei ungerade.
Ferner sei Γ eine auf M zweifach transitive Permutationsgruppe. Ist a ∈ M
und entha¨lt Γa eine Untergruppe Fa gerader Ordnung, die auf M −{a} transitiv
operiert und die ferner die Eigenschaft hat, dass Fa,b,c = {1} ist fu¨r alle b,
c ∈M − {a} mit b 6= c, so operiert Γa auf M − {a} primitiv.
Beweis. Fa operiert als Frobeniusgruppe auf M−{a}. Daher besitzt Fa eine
charakteristische Untergruppe Ka, den Frobeniuskern von Fa, die auf M − {a}
scharf transitiv operiert (siehe etwa Huppert 1967, Satz 8.2, S. 496). Es gibt
ferner eine Involution γ ∈ Fa, da die Ordnung von Fa gerade ist. Wegen |Ka| =
n ≡ 1 mod 2 ist γ ∈ Ka. Folglich ist Ka〈γ〉 eine Untergruppe der Ordnung
2n, die ebenfalls als Frobeniusgruppe auf M − {a} operiert. Wir du¨rfen daher
annehmen, dass |Fa| = 2n ist. Aufgrund der Transitivita¨t von Γ auf M entha¨lt
dann Γb fu¨r alle b ∈M eine solche Frobeniusgruppe Fb.
Wir nehmen nun an, dass Γa auf M − {a} imprimitiv operiert. Es sei I :=
{a1, . . . , at} ein Imprimitivita¨tsgebiet von Γa. Dann ist 1 < t < n. Ferner ist
t Teiler von n, so dass t insbesondere ungerade ist. Wir setzen T := I ∪ {a}.
Es sei b ∈ M − T . Nach 8.4a) gibt es fu¨r i := 1, . . . , t eine Involution γi ∈ Fb
mit aγi = ai. Wir zeigen, dass T
γi = T ist. Offensichtlich ist aγi ∈ T . Es sei
c := aγij 6∈ T . Dann ist j 6= i da andernfalls c = a ∈ T wa¨re. Wiederum nach
8.4a) gibt es eine Involution γ ∈ Fc mit aγ = ai. Hieraus folgt, aγiγ = aγi = a
und somit γiγ ∈ Γa. Ferner ist aγiγi = aγ = ai. Folglich ist Iγiγ ∩ I 6= ∅ und
daher Iγiγ = I. Hieraus folgt c = cγ = aγiγj ∈ I und damit der Widerspruch
c ∈ T . Dieser Widerspruch zeigt, dass T γi ⊆ T und damit, dass T γi = T ist.
Wir betrachten nun die Gruppe ∆ := 〈γi | i := 1, . . . , t〉. Dann ist ∆ eine
Untergruppe von Fb, die auf T transitiv operiert. Weil |T | = t + 1 gerade ist,
muss ∆ als Untergruppe von Fb scharf transitiv operieren. Also ist |∆| = t+ 1.
Andererseits entha¨lt T mindestens t Involutionen. Nach 8.4b) ist daher |∆| ≥ 2t.
Folglich ist t+ 1 ≥ 2t, woraus der Widerspruch t = 1 folgt. Damit ist der Satz
bewiesen.
8.6. Satz. Die Voraussetzungen seien die gleichen wie in 8.5. Ist der Frobe-
niuskern Ka von Fa normal in Γa, so ist Ka eine elementarabelsche p-Gruppe
und n ist eine Potenz von p.
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Beweis. Auf Grund von 8.5 und 8.3 genu¨gt es zu zeigen, dass Ka abelsch
ist. Wie wir wissen, gibt es eine Involution σ ∈ Γa, die genau einen Fixpunkt
b ∈ M − {a} hat. Weil Ka in Γa normal ist, ist Kσa = Ka. Es sei κ ∈ Ka und
κσ = κ. Dann ist σ mit κ vertauschbar und folglich bκ = b, woraus κ = 1 folgt.
Ist κσκ−1 = λσλ−1 mit κ, λ ∈ Ka, so ist (λ−1κ)σ = λ−1κ und daher κ = λ.
Also ist ∣∣{κσκ−1 | κ ∈ Ka}∣∣ = n,
so dass
Ka = {κσκ−1 | κ ∈ Ka}
ist. Es sei nun λ ∈ Ka. Dann gibt es also ein κ ∈ Ka mit λ = κσκ−1. Daher ist
λσ = κσ
2
κ−σ = κκ−σ = (κσκ−1)−1 = λ−1.
Da dies fu¨r alle λ ∈ Ka gilt, folgt, dass Ka abelsch ist.
9. Geradenhomogene affine Ebenen
Hauptziel dieses Abschnitts ist zu zeigen, dass eine endliche affine Ebene, deren
Kollineationsgruppe die Geraden transitiv permutiert, eine Translationsebene
ist. Um dies zu beweisen, beno¨tigen wir noch einige Hilfsmittel, die wir zuvor
bereitstellen.
9.1. Satz. Ist E eine projektive Ebene und ist γ eine involutorische Kollinea-
tion von E, so gilt eine der beiden folgenden Aussagen:
a) γ ist eine Perspektivita¨t von E.
b) Die aus den Fixpunkten und Fixgeraden von γ bestehende Teilstruktur von
E ist eine projektive Ebene F . Jede Gerade von E tra¨gt einen Punkt von F
und jeder Punkt von E liegt auf einer Geraden von F .
Beweis. Wir fu¨hren den Beweis in mehreren Schritten.
1) Ist P ein Punkt von E mit P 6= P γ , so ist P + P γ eine Fixgerade von γ.
Es ist ja
(P + P γ)γ = P γ + P γ
2
= P + P γ .
2) γ hat mindestens zwei Fixpunkte.
Weil γ 6= 1 ist, gibt es eine Gerade G mit Gγ 6= G. Dann ist aber P := G∩Gγ
nach der zu 1) dualen Aussage ein Fixpunkt von γ. Wa¨re P der einzige Fixpunkt
von γ, so folgte, dass γ alle Geraden von E, die nicht durch P gehen, fest ließe.
Mit I.8.8, angewandt auf (Ed)P , folgte γ = 1. Dieser Widerspruch zeigt die
Gu¨ltigkeit von 2).
3) Jeder Punkt von E liegt auf einer Fixgeraden von γ.
Ist P ein Punkt von E, der kein Fixpunkt ist, so ist P + P γ nach 1) eine
Fixgerade durch P . Ist P Fixpunkt, so gibt es nach 2) einen weiteren Fixpunkt
Q. Dann ist P +Q eine Fixgerade durch P .
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a) Wir nehmen nun an, dass γ keinen Rahmen punktweise festla¨sst. Es seien
P , Q und R drei nicht kollineare Fixpunkte von γ und X sei ein Punkt, der auf
keiner der Geraden P +Q, Q+R, R+ P liegt. Nach 3) gibt es eine Fixgerade
G durch X. Diese ist von den Geraden P + Q, Q + R, R + P verschieden,
da X auf keiner dieser Geraden liegt. Weil die Fixpunktmenge von γ keinen
Rahmen entha¨lt, gehtG durch einen der Punkte P , Q, R. Wir du¨rfen annehmen,
dass R ≤ G ist. Ist H eine Fixgerade von γ, die von P + Q, Q + R, R + P
verschieden ist, so geht H ebenfalls durch einen der Punkte, P , Q und R und
aus der Tatsache, dass die Fixpunktmenge von γ keinen Rahmen entha¨lt, sowie
aus R ≤ G folgt, dass auch R ≤ H ist. Es sei schließlich J eine Gerade durch
R. Ist J = P +R oder J = Q+R, so ist J eine Fixgerade von γ. Ist J 6= P +Q,
P + R, so gibt es einen Punkt Y ≤ J mit Y 6= R und Y ≤ P + Q. Nun ist
Y nach 3) in einer Fixgeraden L enthalten. Ferner ist, wie wir bereits wissen,
R ≤ L, woraus L = J folgt. Damit ist gezeigt, dass γ eine Zentralkollineation
mit dem Zentrum R ist.
Wir du¨rfen des Weiteren annehmen, dass alle Fixpunkte von γ kollinear sind.
Weil γ nach 2) mindestens zwei Fixpunkte hat, gibt es eine Fixgerade G von
γ, die alle Fixpunkte tra¨gt. Die von γ in EG induzierte Kollineation hat dann
keine Fixpunkte in EG, so dass jeder Punkt von EG wegen 3) auf genau einer
Fixgeraden liegt. Dies besagt wiederum, dass die zu EG geho¨renden Fixgeraden
von γ gerade die Geraden einer Parallelschar von EG sind, so dass γ als Elation
erkannt ist.
b) Die Menge der Fixpunkte von γ enthalte einen Rahmen. Dann ist klar,
dass die Menge F der Fixpunkte und Fixgeraden von γ eine Unterebene von
E bilden. Weil γ auch eine involutorische Kollineation von Ed ist, folgt, dass
außer 3) auch die zu 3) duale Aussage gilt, so dass also jeder Punkt von E auf
einer Geraden von F und jede Gerade von E durch einen Punkt von F geht.
Damit ist alles bewiesen.
Ist E eine projektive Ebene und ist F eine von E verschiedene Unterebene
von F , so heißt F Baerunterebene von F , wenn jeder Punkt von E auf einer
Geraden von F liegt und jede Gerade von E einen Punkt von F tra¨gt. Eine
involutorische Kollineation einer projektiven Ebene, die eine Baerunterebene
elementweise festla¨sst, heißt Baerinvolution.
Baerunterebenen und Baerinvolutionen kann es bei endlichen projektiven
Ebenen nur geben, wenn die Ordnung der Ebene ein Quadrat ist. Dies besagt
der folgende Satz.
9.2. Satz. Es sei E eine endliche projektive Ebene der Ordnung n. Ist F eine
von E verschiedene Unterebene von E der Ordnung r und liegt jeder Punkt von
E auf einer Geraden von F , so ist n = r2.
Beweis. F hat r2 + r+ 1 Punkte und ebenso viele Geraden. Da jeder Punkt
von E, der nicht zu F geho¨rt, auf einer und dann auch auf nur einer Geraden
von F liegt, ist die Anzahl der Punkte von E gleich
r2 + r + 1 + (r2 + r + 1)(n+ 1− r − 1).
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Andererseits ist die Anzahl auch gleich n2 + n+ 1. Also ist
0 = n2 + n+ 1− r2 − r − 1− (r2 + r + 1)(n− r)
= (n− r)(n+ r + 1− r2 − r − 1)
= (n− r)(n− r2).
Weil F 6= E ist, ist r 6= n und daher n = r2, q. e. d.
9.3. Korollar Es sei E eine endliche projektive Ebene der Ordnung n und Γ
sei eine Kollineationsgruppe von E, deren Ordnung eine Potenz von 2 ist. Sind
die Fixpunkte von Γ die Punkte einer Unterebene der Ordnung m von E, so gibt
es eine ganze Zahl a mit n = m2
a
.
Beweis. Die Fixpunkte von Γ seien die Punkte der Unterebene U . Ist Γ =
{1}, so ist U = E und daher n = m. Es sei also Γ 6= {1}. Es gibt dann eine
Involution ρ ∈ Z(Γ). Weil Γ einen Rahmen punktweise festla¨sst, la¨sst ρ nach
9.1 und 9.2 eine Unterebene F der Ordnung r mit r2 = n punktweise fest. Da
ρ im Zentrum von Γ liegt, induziert Γ eine Kollineationsgruppe Γ∗ auf F . Da
alle Fixpunkte von Γ auch Fixpunkte von ρ sind, ist U eine Unterebene von
F . Nun ist ρ im Kern des Homomorphismus ∗ von Γ auf Γ∗ enthalten, so dass
|Γ∗| < |Γ| ist. Nach Induktionsannahme gibt es folglich eine natu¨rliche Zahl a
mit r = m2
a−1
. Daher ist n = m2
a
, q. e. d.
9.4. Satz. Es sei E eine projektive Ebene und P , Q und R seien drei nicht
kollineare Punkte von E. Ist ρ eine involutorische Perspektivita¨t aus ∆(P,Q+R)
und σ eine involutorische Perspektivita¨t aus ∆(Q,R + P ), so ist ρσ = σρ und
ρσ ist eine involutorische Streckung aus ∆(R,P +Q).
Beweis. Es ist ρ−1σρ ∈ ∆(Qρ, (R+ P )ρ) = ∆(Q,R+ P ) und daher
σ−1ρ−1σρ ∈ ∆(Q,R+ P ).
Ferner ist σ−1ρ−1σ ∈ ∆(Pσ, (Q+R)σ) = ∆(P,Q+R), woraus
σ−1ρ−1σρ ∈ ∆(P,Q+R)
folgt. Also hat σ−1ρ−1σρ die beiden verschiedenen Zentren P und Q und ist
folglich nach II.1.1 gleich 1. Also ist ρσ = σρ. Hieraus folgt weiter (ρσ)2 = 1.
Weil P 6= Q ist, ist u¨berdies ρσ 6= 1. Folglich hat ρσ auf Q + R nur die
Fixpunkte Q und R. Hieraus folgt, dass ρσ keine Baerinvolution ist, da sie
sonst mindestens drei Fixpunkte auf Q+R haben mu¨sste. Also ist ρσ nach 9.1
eine Zentralkollineation. Da Q + R eine Fixgerade ist, die von der Achse von
ρσ verschieden ist, geht sie durch das Zentrum von ρσ. Nun wirkt ρσ auf den
Punkten von R + P wie ρ, da σ alle Punkte dieser Geraden festla¨sst. Also ist
auch R+P eine Gerade durch das Zentrum von ρσ, so dass R das Zentrum von
ρσ ist. Weil schließlich P +Q eine Fixgerade von ρσ ist, die nicht durch R geht,
ist P +Q die Achse von ρσ. Damit ist alles bewiesen.
Der na¨chste Satz ist wieder rein technischer Natur.
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9.5. Satz. Es sei E eine endliche projektive Ebene und (P,G) sei ein nicht
inzidentes Punkt-Geradenpaar von E. Gibt es fu¨r jedes Punktepaar A, B mit
A 6= B und A, B ≤ G eine involutorische Streckung mit dem Zentrum A und
der Achse B + P , so hat E Primzahlpotenzordnung.
Beweis. Die Ordnung von n ist ungerade, da E involutorische Streckungen
besitzt. Es sei Π die von allen involutorischen Streckungen, deren Zentren auf
G liegen und deren Achsen durch P gehen, erzeugte Kollineationsgruppe von E.
Nach 7.1 ist dann E(B,B+P ) ⊆ Π und |E(B,B+P )| = n fu¨r alle Punkte B auf
G. Somit ist Π zweifach transitiv auf der Menge der Punkte von G. Schließlich
ist, falls A und B zwei verschiedene Punkte auf G sind, Π(A,B+P )E(B,B+P )
eine Frobeniusgruppe gerader Ordnung und E(B,B + P ) ist ein Normalteiler
von ΠB . Aus 8.6 folgt daher die Behauptung.
9.6. Satz. Es sei E eine endliche projektive Ebene, U sei eine Gerade von E
und ∆ sei eine Kollineationsgruppe von EU . Gilt dann
a) Ist (P,G) eine Fahne von EU , so gibt es eine involutorische Streckung γ ∈ ∆
mit P γ = P und Gγ = G,
b) Sind A und B Punkte auf U , sind G und H Geraden von EU mit B ≤ G,H
und gibt es eine involutorische Streckung γ ∈ ∆ mit Aγ = A, Bγ = B und
Gγ = G, so gibt es auch eine involutorische Streckung δ ∈ ∆ mit Aδ = A,
Bδ = B und Hδ = H,
so ist die Ordnung von E eine Primzahlpotenz.
Beweis. Wir betrachten zuna¨chst den Fall, dass ∆ keine involutorische Stre-
ckung entha¨lt, deren Zentrum ein Punkt von EU ist. Es sei γ eine nach a)
existierende involutorische Streckung aus ∆. Ferner sei A das Zentrum und G
die Achse von γ. Dann ist A ≤ U und G 6= U . Setze B := G ∩ U . Weil γ die
Punkte A und B sowie die Gerade G festla¨sst, gibt es nach b) eine involutorische
Streckung δ ∈ ∆ mit Aδ = A, Bδ = B und Hδ = H, wobei H eine beliebig
vorgegebene, jedoch von U verschiedene Gerade durch B ist. Wegen δ ∈ ∆ ist
entweder A oder B das Zentrum von δ. Wa¨re B das Zentrum von δ so la¨ge A
nach II.1.3 auf der Achse J von δ. Nach 9.4 wa¨re dann γδ eine involutorische
Streckung mit dem Zentrum G ∩ J und der Achse A+B = U . Somit enthielte
∆ doch eine involutorische Streckung mit einem Zentrum in EU . Dieser Wider-
spruch zeigt, dass A das Zentrum von δ ist. Dann ist aber H nach II.1.3 die
Achse von δ. Aus dem zu Satz 7.1 dualen Satz folgt daher |E(A,U)| = n Es
sei C ein von A verschiedener Punkt auf U . Gibt es in ∆ eine involutorische
Streckung mit dem Zentrum C, so ist auch |E(C,U)| = n. Wegen A 6= C ist
EU eine Translationsebene, so dass n nach II.1.16 Potenz einer Primzahl ist.
Wir du¨rfen daher annehmen, dass A Zentrum aller involutorischen Streckungen
aus ∆ ist. Es sei nun G eine Gerade von E, die nicht durch A geht. Nach a)
gibt es eine involutorische Streckung ρ ∈ ∆, die G invariant la¨sst. Weil A das
Zentrum von ρ ist, ist G nach II.1.3 die Achse von ρ. Nach 7.1 ist daher Ed eine
Translationsebene bez. A, so dass n auch in diesem Falle Potenz einer Primzahl
ist.
Wir betrachten nun den Fall, dass es genau einen Punkt in EU gibt, der
Zentrum einer involutorischen Streckung aus ∆ ist. Es sei P dieser Punkt.
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Dann ist P ein Fixpunkt von ∆. Es seien A und B zwei verschiedene Punkte
auf U und X sei ein von P und B verschiedener Punkt auf P +B. Nach a) gibt
es eine involutorische Streckung ρ ∈ ∆ mit Xρ = X und (X + A)ρ = X + A.
Wegen P ρ = P und Uρ = U ist dann (P +X)ρ = P +X sowie
Bρ =
(
U ∩ (P +X))ρ = Uρ ∩ (P +X)ρ = U ∩ (P +X) = B.
Somit hat ρ drei verschiedene Fixpunkte auf P + B, so dass P + B die Achse
von ρ ist. Schließlich ist
Aρ =
(
U ∩ (A+X))ρ = Uρ ∩ (A+X)ρ = U ∩ (A+X) = A
und A 6≤ P +B, so dass A nach II.1.3 das Zentrum von ρ ist. Anwendung von
9.5 liefert, dass n auch in diesem Falle Potenz einer Primzahl ist.
Es bleibt der Fall zu betrachten, dass wenigstens zwei Punkte in EU Zentren
von involutorischen Streckungen aus ∆ sind.
Wir nehmen zuna¨chst weiter an, dass jede Gerade von EU ein in EU liegendes
Zentrum einer involutorischen Streckung aus ∆ tra¨gt. Mit kG bezeichnen wir
die Anzahl dieser Zentren auf der Geraden G. Dann ist kG ≥ 1 fu¨r alle Geraden
G von EU und kG ≥ 2 fu¨r wenigstens eine Gerade. Da n(n+ 1) die Anzahl der
Geraden von EU ist, ist ∑
G
kG > n(n+ 1).
Andererseits gilt nach 1.2 a) die Gleichung
v(n+ 1) =
∑
G
kG,
wenn v die Anzahl der Punkte von EU ist, die Zentren von involutorischen
Streckungen aus ∆ sind. Also ist v ≥ n+ 1. Hieraus folgt mit 7.1 und 7.7, dass
n Potenz einer Primzahl ist.
Wir du¨rfen des Weiteren annehmen, dass es eine Gerade G von EU gibt, die
kein Zentrum einer involutorischen Perspektivita¨t aus ∆ tra¨gt. SetzeA := G∩U .
Es sei B ein von A verschiedener Punkt auf U . Ferner sei P ein Punkt von
EU , der Zentrum einer involutorischen Streckung aus ∆ ist. Es gibt dann eine
involutorische Streckung in ∆ mit den Fixelementen A, B und A+ P . Nach b)
gibt es dann auch eine involutorische Streckung ρ ∈ ∆ mit den Fixelementen A,
B und G. Wa¨re U die Achse von ρ, so wa¨re wegen Gρ = G 6= U das Zentrum
von ρ ein von A verschiedener Punkt auf G, im Widerspruch zu der Wahl von G.
Also sind A und B die einzigen Fixpunkte von ρ auf U . Da B beliebig gewa¨hlt
war, folgt mit 7.10, dass ∆A,G die von A verschiedenen Punkte von U transitiv
permutiert.
Entha¨lt ∆ eine von 1 verschiedene Elation mit der Achse U und dem Zentrum
B 6= A, so folgt wiederum |E(U)| ≥ n + 1, so dass n nach 7.7 Potenz einer
Primzahl ist. Wir du¨rfen daher annehmen, dass alle von Eins verschiedenen
Elationen aus ∆, deren Achse U ist, das Zentrum A haben. Nun entha¨lt ∆ nach
7.2 eine von 1 verschiedene Elation mit der Achse U . Somit ist ∆(A,U) 6= {1},
9. Geradenhomogene affine Ebenen 263
so dass A ein Fixpunkt von ∆ ist. Es sei P ein von A verschiedener Punkt
auf G und B sei ein von A verschiedener Punkt auf U . Nach a) gibt es eine
involutorische Streckung σ ∈ ∆ mit Pσ = P und (P +B)σ = P +B. Dann ist
aber Aσ = A und Bσ = B. Weil U nicht die Achse von σ sein kann, P wa¨re ja
sonst Zentrum, sind A und B die einzigen Fixpunkte von σ auf U . Mit Hilfe von
7.10 folgt wiederum, dass ∆A,P auf der Menge der von A verschiedenen Punkte
von U transitiv operiert. Ist B das Zentrum von σ, so ist G = A+P die Achse
von σ und aus der Transitivita¨t von ∆A,P auf der Menge der vonA verschiedenen
Punkte von U folgt, dass |∆(A,G)| = n ist. Ist B nicht das Zentrum von σ,
so ist A das Zentrum und P + B die Achse von σ. Die Transitivita¨t von ∆Q,P
auf der Menge der von A verschiedenen Punkte von U impliziert auch in diesem
Falle, dass —∆A,G| = n ist. Nun ist aber ∆(A,U) 6= {1}, wie wir bereits
bemerkten, so dass |∆(A)| ≥ n+1 ist. Aus 7.7 folgt somit, dass auch im letzten
Falle n Potenz einer Primzahl ist. Damit ist der Satz bewiesen.
9.7. Satz. Ist E eine endliche projektive Ebene, ist U eine Gerade von E
und ist K eine Kollineationsgruppe von EU , so sind die folgenden Aussagen
a¨quivalent:
a) K operiert auf der Menge der Geraden von EU transitiv.
b) K operiert auf der Menge der Punkte von EU und auch auf der Menge der
Punkte von U transitiv.
c) K ist transitiv auf der Menge der Fahnen von EU .
Beweis. a) impliziert b): Dass die Geradentransitivita¨t von K auf EU die
Transitivita¨t von K auf der Menge der Punkte nach sich zieht, ist unmittelbar
einsichtig. Dass K auch auf der Menge der Punkte von EU transitiv ist, folgt
aus 5.5.
b) impliziert c): Es seien (P,G) und (Q,H) zwei Fahnen von EU . Auf
Grund der Transitivita¨t von K auf der Menge der Punkte von EU du¨rfen wir
annehmen, dass P = Q ist. Es ist dann G = P +(G∩U) und H = P +(H ∩U).
Die Anzahl der Punkte von EU ist n
2 und die Anzahl der Punkte von U ist
n + 1. Weil n2 und n + 1 teilerfremd sind, ist KP nach 8.1 transitiv auf der
Menge der Punkte von U . Es gibt also ein κ ∈ KP mit (G ∩ U)κ = H ∩ U . Es
folgt Pκ = P und Gκ = H.
c) impliziert a): Banal.
Eine unmittelbare Folgerung ist
9.8. Korollar Es sei E eine endliche projektive Ebene der Ordnung n. Ferner
sei U eine Gerade von E und K eine Kollineationsgruppe von EU , die die
Geraden von EU transitiv permutiert. Ist dann (P,G) eine Fahne von EU und
A ein Punkt auf U und setzt man k := |KP,G|, so ist |K| = n2(n + 1)k,
|KA| = n2k, |KG| = nk, |KP | = (n+ 1)k und |KA,P | = k.
Ferner gilt
9.9. Satz. Es sei E eine endliche projektive Ebene, U sei eine Gerade von E
und K sei eine Kollineationsgruppe von EU . Genau dann ist K auf der Menge
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der Punkte von EU transitiv, wenn KA fu¨r jeden Punkt A auf U auf der Menge
der mit A inzidierenden Geraden von EU transitiv ist.
Beweis. Es sei s die Anzahl der in U enthaltenen Punktbahnen von K.
Es sei K transitiv auf der Menge der Punkte von EU . Dann hat K genau
s+ 1 Punktbahnen in E und daher nach 3.4 auch genau s+ 1 Geradenbahnen.
Weil {U} eine dieser Geradenbahnen ist, zerfa¨llt die Menge der Geraden von
EU unter K in genau s Bahnen. Es seien Π1, . . . , Πs die in U enthaltenen
Punktbahnen von K. Wir setzen
Γi := {G | G ist Gerade von EU mit G ∩ U ∈ Πi}
fu¨r i := 1, . . . , s. Offensichtlich ist jedes Γi invariant unter K und somit
Vereinigung von Geradenbahnen von K. Weil K in EU genau s Geradenbahnen
hat, folgt, dass die Γi allesamt Geradenbahnen von K sind. Es sei schließlich A
ein Punkt auf U und G und H seien zwei mit A inzidierende Geraden von EU .
Es gibt ein i mit A ∈ Πi. Es folgt G, H ∈ Γi. Es gibt daher ein κ ∈ K mit
Gκ = H. Es folgt
Aκ = (G ∩ U)κ = Gκ ∩ Uκ = H ∩ U = A,
so dass sogar κ ∈ KA gilt.
Wir nehmen umgekehrt an, dass KA fu¨r alle A ≤ U die Menge der Geraden
von EU , die durch A gehen, transitiv permutiert. K zerlegt dann offensichtlich
die Menge der Geraden von EU in s Bahnen, so dass K genau s + 1 Geraden-
bahnen in E hat. Folglich hat K auch genau s + 1 Punktbahnen in E. Da s
von diesen Punktbahnen in U enthalten sind, besteht die restliche Bahn aus den
Punkten von EU . Damit ist der Satz bewiesen.
9.10. Korollar. Es sei E endliche projektive Ebene, U sei eine Gerade von
E und K sei eine Kollineationsgruppe von EU , die auf der Menge der Geraden
von EU transitiv ist. Sind A und B Punkte von U und sind G und H durch B
gehende Geraden von EU , so ist |KA,B,G| = |KA,B,H |.
Beweis. Wegen ggT(n2, n + 1) = 1 folgt aus 9.7 und 8.1, dass KA auf der
Punktmenge von EU transitiv operiert. Aus 9.9 folgt daher die Transitivita¨t
von KA,B auf der Menge der durch B gehenden Geraden von EU . Hieraus folgt
die Behauptung.
Die na¨chsten drei Sa¨tze sind die Ho¨hepunkte dieses Abschnitts. 9.12 wurde
von Ostrom & Wagner vor dem von Wagner stammenden na¨chsten Satz be-
wiesen, aus dem er wiederum sehr einfach folgt.
9.11. Satz. Es sei E eine endliche projektive Ebene und U sei eine Gerade von
E. Ist K eine Kollineationsgruppe von EU , die die Geraden von EU transitiv
permutiert, so ist E eine Translationsebene bez. U und E(U) ist in K enthalten.
Beweis. Es sei n die Ordnung von E. Ist (P,G) eine Fahne von EU , so
setzen wir k := |KP,G|.
1. Fall: n ist gerade. Es sei 2a die ho¨chste in n aufgehende Potenz von 2.
Dann ist a ≥ 1. Es sei Σ eine 2-Sylowgruppe von K. Nach 9.8 ist |Σ| = 22a+b.
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Schließlich sei σ eine Involution aus dem Zentrum Z(Σ) von Σ. Ist σ eine
Perspektivita¨t, so ist σ, da n gerade ist, eine Elation. Nach 9.1 ist σ daher
entweder eine Elation oder aber die Fixpunkte von σ sind die Punkte einer
Baerunterebene F von E. Hat F die Ordnung r, so ist r2 = n nach 9.3.
Sind die Fixpunkte von σ die Punkte einer Baerunterebene, so hat σ genau
r2 + r + 1 = n + r + 1 Fixpunkte. Wegen Uσ = U ist U eine Gerade von F ,
so dass auf U genau r + 1 Fixpunkte von σ liegen, dh., genau n der Fixpunkte
von σ liegen in EU . Ist σ eine Elation und ist U nicht die Achse von σ, so hat
σ genau n + 1 Fixpunkte, von denen wiederum genau n in EU liegen. Es gilt
also, dass genau n der Fixpunkte von σ in EU liegen, wenn wenigstens einer der
Punkte von EU ein Fixpunkt von σ ist.
Es sei S die Menge der in EU liegenden Fixpunkte von σ. Dann ist S = ∅
oder |S| = n, wie wir gerade gesehen haben. Wir nehmen an, dass |S| = n ist.
Wegen σ ∈ Z(Σ) ist S unter Σ invariant. Folglich ist S Vereinigung von Bahnen
von Σ. Nach 8.2 ist die La¨nge jeder Bahn von Σ durch 22a teilbar, da K ja auf
der Menge der n2 Punkte von EU transitiv operiert. Also ist 2
2a Teiler von
|S| = n. Hieraus folgt 2a ≤ a, was wegen a ≥ 1 ein Widerspruch ist. Also ist
S = ∅, was wiederum besagt, dass σ eine Elation mit der Achse U ist. Weil K
auf der Menge der Punkte von U transitiv operiert, sind die Gruppen K(P,U)
mit P ≤ U in K konjugiert und haben daher alle die Ordnung h ≥ 2. Nach 7.9
ist folglich h = n und K(P,U) = E(P,U) fu¨r alle P ≤ U . Damit ist der Satz
im Falle, dass n gerade ist, bewiesen.
2. Fall: n ist ungerade. Wir zeigen zuna¨chst, dass dann n Potenz einer
Primzahl ist.
Es sei F eine Unterebene von E mit den beiden Eigenschaften:
j) Es gibt eine 2-Untergruppe von K, so dass die Fixpunkte dieser Untergruppe
gerade die Punkte von F sind.
ij) Es gibt keine echte Unterebene von F , so dass die Punkte dieser Unterebene
gerade die Fixpunkte einer 2-Untergruppe von K sind.
Weil die Gruppe, die nur aus der 1 besteht, eine 2-Untergruppe von K ist, hat E
die Eigenschaft j). Weil E endlich ist, folgt daher, dass E auch eine Unterebene
F besitzt, die die beiden Eigenschaften j) und ij) hat.
Es sei Σ eine 2-Untergruppe von K, die maximal ist bezu¨glich der Eigen-
schaft, dass die Fixpunkte von Σ gerade die Punkte von F sind. Ferner sei 2a
die ho¨chste in n+1 und 2b die ho¨chste in k aufgehende Potenz von 2. Schließlich
sei |Σ| = 2c. Weil n ungerade ist, ist n+ 1 gerade und daher a ≥ 1.
a) Ist (P,G) eine Fahne von FU , so gibt es eine involutorische Streckung γ
von FU mit P
γ = P und Gγ = G, die von einer Kollineation aus K induziert
wird.
Σ ist eine Untergruppe von KP,G. Wegen |KP,G| = k ist die Ordnung 2c
von Σ ein Teiler von 2b. Nun ist 2a+b die Ordnung einer 2-Sylowgruppe von K
und es ist a ≤ 1. Daher ist Σ keine 2-Sylowgruppe von K. Es gibt folglich eine
2-Untergruppe Σ∗ von K, die Σ entha¨lt und fu¨r die |Σ∗ : Σ| = 2 ist. Hieraus
folgt, dass Σ ein Normalteiler von Σ∗ ist, was wiederum impliziert, dass F von
Σ∗ invariant gelassen wird. Aus der Maximalita¨t von Σ folgt, dass Σ∗ eine
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Kollineationsgruppe der Ordnung 2 in F induziert. Aus der Minimalita¨t von F
folgt weiter, dass das erzeugende Element σ dieser Gruppe eine Perspektivita¨t
ist. Ist m die Ordnung von F , so ist n nach 9.3 eine Potenz von m, so dass
mit n auch m ungerade ist. Daher ist σ eine Streckung von FU . Hieraus folgt
wiederum die Existenz einer Fahne (Q, J) von FU mit Q
σ = Q und Jσ = J .
Also ist Σ∗ ⊆ KQ,J , so dass wegen |KQ,J | = k die Ungleichung 2c < 2b gilt.
Dies impliziert, dass Σ keine 2-Sylowgruppe von KP,G ist. Es gibt daher bereits
in KP,G eine Gruppe Σ
∗ mit |Σ∗ : Σ| = 2. Dann gibt es aber, wie wir gesehen
haben, eine involutorische Streckung von FU , die die Fahne (P,G) invariant
la¨sst und die von einer Kollineation aus K induziert wird.
b) A und B seien zwei auf U liegende Punkte von F und G und H seien zwei
Geraden von FU mit B ≤ G, H. Gibt es dann eine involutorische Streckung
von FU mit den Fixelementen A, B und G, die von einer Kollineation aus K
induziert wird, so gibt es eine ebensolche Streckung mit den Fixelementen A, B
und H.
Es sei Λ der Stabilisator von F in K und Λ¯ sei die Untergruppe von Λ, die F
elementweise festla¨sst. Dann ist Σ ⊆ Λ¯ und Λ¯ ist ein Normalteiler von ΛA,B,G.
Aufgrund unserer Annahme entha¨lt ΛA,B,G/Λ¯ ein Element der Ordnung 2. We-
gen ΛA,B,G ⊆ KA,B,G ist somit Σ keine 2-Sylowgruppe von KA,B,G. Nach 9.10
ist |KA,B,G| = |KA,B,H |, so dass Σ auch keine 2-Sylowgruppe von KA,B,H ist.
Es gibt folglich eine 2-Untergruppe Σ∗ von KA,B,H mit |Σ∗ : Σ| = 2. Wie der
Beweis von a) zeigt, induziert Σ∗ eine Kollineationsgruppe der Ordnung 2 in FU ,
deren erzeugendes Element eine involutorische Streckung mit den Fixelementen
A, B und H ist. Damit ist auch b) bewiesen. Die Gu¨ltigkeit von a) und b)
impliziert nun nach 9.6, dass m Potenz einer Primzahl ist. Weil schließlich n,
wie wir bereits bemerkten, Potenz von m ist, ist auch n Potenz einer Primzahl.
Wir sind nun in der Lage den Beweis von 9.11 zu beenden. Wie wir gesehen
haben, ist n = pr mit einer Primzahl p. Es sei ps die ho¨chste in k aufgehende
Potenz von p. Ist dann Π eine p-Sylowgruppe von K, so ist |Π| = p2r+s. Weil
K auf der Menge der p2r Punkte von EU transitiv ist, ist auch Π nach 8.2
auf der Menge der Punkte von EU transitiv. Andererseits hat Π auf U einen
Fixpunkt A, da die Anzahl n + 1 der Punkte auf U nicht durch p teilbar ist.
Wegen |Π| = p2r+s > pr gibt es einen von A verschiedenen Punkt B auf U mit
ΠB 6= {1}. Der Punkt B sei so gewa¨hlt, dass |ΠB | ≥ |ΠQ| ist fu¨r alle von A
verschiedenen Punkte Q auf U . Es sei C ein von A verschiedener Fixpunkt von
ΠB . Wegen ΠB = ΠB,C ⊆ ΠC und |ΠB | ≥ |ΠC | ist dann ΠB = ΠC . Weil Π auf
der Menge der Punkte von EU transitiv ist, ist ΠB auf der Menge der durch C
gehenden Geraden von EU nach 9.9 transitiv. Es sei Π¯ eine p-Sylowgruppe von
KB , die ΠB entha¨lt. Dann ist ΠB ⊆ Π¯A. Weil |KB | = n2k ist, ist Π¯ sogar eine
p-Sylowgruppe von K. Daher sind Π und Π¯ konjugiert. Aus der Maximalita¨t
von ΠB folgt daher ΠB = Π¯A, so dass ΠB auch auf der Menge der durch A
gehenden Geraden von EU transitiv ist.
Es sei 1 6= τ ∈ Z(ΠB). Weil τ zwei Fixpunkte hat, na¨mlich A und B, hat
τ nach 3.2 auch zwei Fixgeraden. Es gibt daher eine Gerade G von EU mit
Gτ = G. Gibt es ein Element µ ∈ ΠB mit (G ∩U)pi 6= G ∩U , so ist G ∩Gµ ein
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Punkt von EU . Wegen τ ∈ Z(ΠB) ist
(G ∩Gµ)τ = Gτ ∩Gµτ = G ∩Gτµ = G ∩Gµ.
Daher ist A + (G ∩ Gµ) eine Fixgerade von τ , die U in einem Fixpunkt von
ΠB , na¨mlich A, schneidet. Wir du¨rfen daher annehmen, dass C := G ∩ U ein
Fixpunkt von ΠB ist. Aus der Transitivita¨t von ΠB auf der Menge der durch C
gehenden Geraden von EU , folgt, dass τ alle Geraden durch C einzeln invariant
la¨sst, so dass τ zentral mit dem Zentrum C ist. Ist λ die Anzahl der Fixpunkte
von ΠB auf U , so ist λ ≡ 1 mod p und λ ≥ 2. Daher ist sogar λ ≥ 3. Somit
hat τ auf U mindestens drei Fixpunkte, so dass U die Achse von τ ist. Also
ist K(C,U) 6= {1}. Hieraus folgt wiederum genauso wie im Falle eines geraden
n, dass E eine Translationsebene bez. U ist und dass E(U) in K enthalten ist.
Damit ist der Satz bewiesen.
Wir benutzen nun den gerade bewiesenen Satz, um den folgenden von Os-
trom & Wagner stammenden Satz zu bewiesen, der, wie schon gesagt, der a¨ltere
der beiden Sa¨tze ist.
9.12. Satz. Ist E eine endliche projektive Ebene und ist K eine Kollineations-
gruppe von E, die auf der Menge der Punkte von E zweifach transitiv operiert,
so ist E desarguessch und K entha¨lt die kleine projektive Gruppe von E.
Beweis. Nach 3.5 ist K auch auf der Menge der Geraden von E zweifach
transitiv. Ist U eine Gerade von E, so ist also KU auf der Menge der Geraden
von EU noch transitiv. Nach 9.11 ist EU folglich eine Translationsebene und
E(U) ist in KU enthalten. Somit ist E eine Moufangebene und K entha¨lt die
kleine projektive Gruppe von E. Weil E endlich ist, ist E nach 6.1 desarguessch.
9.13. Satz. Es sei E eine endliche projektive Ebene und K sei eine Kol-
lineationsgruppe von E. Ist K auf der Menge der nicht inzidenten Punkt-
Geradenpaare von E transitiv, so ist E desarguessch und K entha¨lt die kleine
projektive Gruppe von E.
Beweis. Es sei (P,G) eine Fahne von E. Dann ist KG auf der Menge der
Punkte von EG transitiv, so dass KP,G nach 9.9 auf der Menge der von G
verschiedenen Geraden durch P transitiv ist. Weil durch P mindestens drei
Geraden gehen und G eine beliebige Gerade durch P ist, folgt, dass KP auf der
Menge aller Geraden durch P transitiv operiert. Weil KP nach Voraussetzung
auch auf der Menge der nicht durch P gehenden Geraden transitiv operiert,
hat GP genau zwei Geradenbahnen. Nach 3.4 hat GP dann auch genau zwei
Punktbahnen. Eine davon ist {P}. Dies besagt, dass K auf der Menge der
Punkte von E zweifach transitiv operiert. 9.13 ist daher eine Folge von 9.12.
10. Endliche projektive Ra¨ume
Es sei T ein 2-(v, k, λ)-Blockplan. Sind P und Q zwei verschiedene Punkte von
T und sind c1, . . . , cλ die mit P und Q inzidierenden Blo¨cke, so definieren wir
die Gerade P +Q durch
P +Q := {X | X I c1, . . . , cλ}.
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Da durch zwei verschiedene Punkte von T stets genau λ Blo¨cke gehen, ist jede
Gerade durch irgend zwei auf ihr liegende Punkte eindeutig bestimmt.
Sind P , Q und R drei nicht kollineare Punkte von T , so definieren wir die
durch P , Q und R bestimmte Ebene P +Q+R durch
P +Q+R := {X | X I c1, . . . , ci},
wobei c1, . . . , ci die mit P , Q und R inzidierenden Blo¨cke sind. Ist i = 0, so
ist P + Q + R die Menge aller Punkte von T . Sind P ′, Q′ und R′ drei nicht
kollineare Punkte in P +Q+R, so ist P ′ +Q′ +R′ ⊆ P +Q+R und es kann
vorkommen, dass P ′ +Q′ +R′ echt in P +Q+R enthalten ist.
10.1. Satz. Ist T ein 2-Blockplan mit den Parametern v, b, k, r und λ, so
sind die folgenden Bedingungen a¨quivalent:
a) Es gibt einen endlichen projektiven Verband L mit Rg(L) ≥ 3, so dass T und
L1,Rg(L)−1 isomorph sind.
b) Es ist v ≥ k + 2 und jede Gerade von T hat mit jedem Block von T einen
Punkt gemeinsam.
c) Es ist v ≥ k + 2 und auf jeder Geraden von T liegen genau b−λr−λ Punkte.
Beweis. In jeder projektiven Geometrie, deren Rang mindestens 3 ist, trifft
jede Gerade jede Hyperebene und außerhalb jeder Hyperebene liegt mehr als
ein Punkt. Daher ist b) eine Folge von a).
Um die A¨quivalenz von b) und c) zu beweisen, sei g eine Gerade von T .
Durch jeden Punkt P von g gehen r Blo¨cke, von denen λ die Gerade g enthalten.
Die restlichen r− λ Blo¨cke treffen g nur in P . Die Zahl der g treffenden Blo¨cke
ist daher
|g|(r − λ) + λ.
Also trifft g genau dann jeden Block, wenn
|g|(r − λ) + λ = b
ist, dh. genau dann, wenn
|g| = b− λ
r − λ
ist. Dies zeigt die Gleichwertigkeit von b) und c).
Wir setzen jetzt die Gu¨ltigkeit von b) und c) voraus. Als erstes zeigen wir,
dass die aus den Punkten und Geraden von T bestehende Inzidenzstruktur eine
irreduzible projektive Geometrie ist. Durch zwei verschiedene Punkte von T
geht natu¨rlich genau eine Gerade. Auf jeder Geraden liegen mindestens drei
Punkte. Andernfalls wa¨re na¨mlich b−λr−λ = 2, so dass jede Gerade genau zwei
Punkte tru¨ge. Dann ga¨be es aber wegen v ≥ k + 2 eine Gerade, die einen
gegebenen Block nicht trifft.
Es seien P , Q und R drei nicht kollineare Punkte und ρ sei die Anzahl der
Blo¨cke, die P , Q und R enthalten. Dann ist r − ρ die Anzahl der Blo¨cke durch
P , die P +Q+R nicht enthalten. Wegen b) trifft jeder dieser Blo¨cke die Gerade
Q+R in genau einem Punkt. Somit ist
r − ρ = |Q+R|(λ− ρ),
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so dass ρ wegen |Q+R| = b−λr−λ von der Auswahl von P , Q und R unabha¨ngig ist.
Daher ist jede Ebene durch irgend drei in ihr liegende, nicht kollineare Punkte
eindeutig bestimmt.
Um zu zeigen, dass auch das Veblen-Young-Axiom gilt, genu¨gt es zu zeigen,
dass zwei Geraden, die in einer Ebene liegen, einen Schnittpunkt haben. Es seien
also g und h zwei Geraden, die in einer Ebene E und T liegen. Wegen ρ < λ gibt
es einen Block c mit h ⊆ c und E 6⊆ c. Weil eine Ebene durch irgend drei ihrer
Punkte eindeutig bestimmt ist, folgt dass E ∩ c = h ist. Wegen b) gibt es einen
Punkt P ∈ g mit P I c. Wegen g ⊆ E ist daher P ∈ E ∩ c = h. Somit haben
g und h den Punkt P gemeinsam. Damit ist gezeigt, dass die Inzidenzstruktur
aus den Punkten und Geraden von T eine projektive Geometrie ist.
Die Blo¨cke von T sind offensichtlich Unterra¨ume der eben konstruierten pro-
jektiven Geometrie L und da die Hyperebenen von σ die einzigen Unterra¨ume
von L sind, die von allen Geraden getroffen werden, folgt, dass die Blo¨cke von
T Hyperebenen von L sind. Nun besagt die fisher’sche Ungleichung, dass v ≤ b
ist, weil andererseits nach I.7.7 die Anzahl der Hyperebenen von L gleich der
Anzahl der Punkte von L ist, ist b ≤ v. Also ist b = v, so dass T in der Tat zu
L1,r−1 isomorph ist, wenn r der Rang von L ist. Schließlich folgt aus v ≥ k+ 2,
dass r ≥ 3 ist. Damit ist der Satz bewiesen.
Wenn man in 10.1 nur v ≥ k + 1 voraussetzt, so erha¨lt man als weitere
Beispiele nur noch die Blockpla¨ne (M,P|M |−1(M),∈) mit einer endlichen Menge
M , wie der Beweis von 10.1 klar zeigt. Dabei ist P|M |−1(M) die Menge der
(|M | − 1)-Teilmengen von M .
10.2. Satz. Ist T ein projektiver Blockplan mit v ≥ k+2, so sind die folgenden
Bedingungen a¨quivalent:
a) Es gibt einen Vektorraum V des Ranges r ≥ 3, so dass T und L(V )1,r−1
isomorph sind.
b) T besitzt eine auf der Menge der geordneten Tripel nicht kollinearer Punkte
transitive Kollineationsgruppe.
c) T besitzt eine auf der Menge der nicht inzidenten Punkt-Geradenpaare tran-
sitive Kollineationsgruppe.
Beweis. Es gelte a). Da die Geraden von L(V ) gleich dem Schnitt der
sie umfassenden Hyperebenen sind, bedeutet Kollinearita¨t in T dasselbe wie
Kollinearita¨t in L(V )1,r−1. Daher folgt aus der Transitivita¨t der Kollineations-
gruppe von L(V ) auf der Menge der Rahmen von L(V ) die Transitivita¨t dieser
Gruppe auf der Menge der geordneten Tripel nicht kollinearer Punkte. Aus a)
folgt also b).
c) folgt trivialerweise aus b).
Um zu zeigen, dass a) von c) impliziert wird, zeigen wir zuna¨chst, dass jede
Gerade von T jeden Block von T trifft. Es sei G eine Gerade von T und Γ sei
der Stabilisator von G in der Kollineationsgruppe von T . Dann ist Γ auf der
Menge der nicht mit G inzidierenden Punkte transitiv. Zerlegt Γ die Menge der
Punkte auf G in s Bahnen, so hat Γ insgesamt s + 1 Punktbahnen und daher
nach 3.4 auch genau s + 1 Blockbahnen. Sind c und d Blo¨cke, die G treffen,
jedoch nicht enthalten, so gibt es genau zwei Punkte P und Q auf G mit P I c
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und Q I d. Liegen P und Q in verschiedenen Punktbahnen, so liegen c und d
in verschiedenen Blockbahnen von Γ. Somit zerfa¨llt die Menge der Blo¨cke, die
G treffen, aber nicht enthalten, in mindestens s Bahnen unter Γ. Da die Menge
der Blo¨cke, die G enthalten, ebenfalls unter Γ invariant ist, zerfa¨llt die Menge
der Blo¨cke, die G treffen, in mindestens s+ 1 Bahnen unter Γ. Da Γ aber genau
s + 1 Blockbahnen hat, trifft die Gerade G jeden Block von T . Nach 10.1 gibt
es daher einen endlichen projektiven Verband L mit Rg(L) = r ≥ 3, so dass T
und L1,r−1 isomorph sind. Ist r = 3, so ist T eine projektive Ebene, die nach
9.13 desarguessch ist. Also ist L in jedem Fall eine desarguessche projektive
Geometrie. Nach II.6.1 gibt es somit einen Vektorraum, so dass L und L(V )
isomorph sind. Damit ist alles bewiesen.
11. Ein Satz von N. Ito
Eine Kollineation eines Blockplanes T heißt Zentralkollineation von T mit Zen-
trum P , wenn sie jeden Block durch P invariant la¨sst.
11.1. Satz. Es sei T ein Blockplan mit der Eigenschaft, dass zwei verschiedene
Blo¨cke von T ho¨chstens k − 2 Punkte gemeinsam haben. Ist dann σ eine Zen-
tralkollineation von T und hat σ zwei verschiedene Zentren, so ist σ = 1.
Beweis. σ habe die beiden Zentren P und Q. Ist G eine Gerade durch P
oder Q, so ist Gσ = G, da σ ja alle Blo¨cke durch P bzw. Q festla¨sst. Ist R
ein Punkt mit R 6≤ P + Q, so ist R = (P + R) ∩ (Q + R), woraus Rσ = R
folgt. Ist R ≤ P + Q, so gibt es einen Block c mit R = (P + Q) ∩ c. Nun
entha¨lt c mindestens k−1 Fixpunkte, so dass c und cσ mindestens k−1 Punkte
gemeinsam haben. Auf Grund unserer Annahme ist daher cσ = c. Also ist
Rσ =
(
(P +Q) ∩ c)σ = (P +Q)σ ∩ cσ = (P +Q) ∩ c = R.
Damit ist gezeigt, dass σ alle Punkte von T festla¨sst, woraus σ = 1 folgt.
11.2. Satz. Es sei G eine auf Ω zweifach transitiv operierende, endliche Per-
mutationsgruppe. Ist U eine Untergruppe von G mit |G : U | < |Ω|, so ist U
transitiv auf Ω.
Beweis. U sei intransitiv. Weil U 6= {1} ist, gibt es dann eine Bahn c von
U mit 2 ≤ |c| < |Ω|. Es sei B die Menge aller Bilder von c unter G. Wegen der
zweifachen Transitivita¨t von G auf Ω ist dann T := (Ω, B,∈) ein 2-Blockplan
mit k = |c| < |Ω| = v. Nach 2.4 ist daher v ≤ |B|. Nun ist |B| = |G : H|, wobei
H der Stabilisator von c in G ist. Weil c eine Bahn von U ist, ist U ⊆ H. Somit
ist |G : H| ≤ |G : U | und daher
v ≤ |G : H| ≤ |G : U | < v,
q. e. a.
Nun haben wir alles beisammen, um den folgenden Satz von Ito zu beweisen.
11.3. Satz. Es sei Π eine Menge von v Punkten und G sei eine auf Π zweifach
transitive Permutationsgruppe. Ferner sei c eine Teilmenge von Π mit 2 ≤
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|c| < v und es sei B := {cγ | γ ∈ G}. Ist dann c Bahn einer Untergruppe ∆
vom Index v in G und operiert ∆ auf c nicht treu, so besteht T := (Π, B,∈)
aus den Punkten und Hyperebenen einer desarguesschen projektiven Geometrie
L(V ) mit Rg(L(V )) ≥ 3 und es ist PSL(V ) ⊆ G ⊆ PΓL(V ).
Beweis. Weil G auf Π zweifach transitiv operiert, ist T ein Blockplan. Ist ∆¯
der Stabilisator von c in G, so ist ∆ ⊆ ∆¯ und somit
|B| = |G : ∆¯| ≤ |G : ∆| = v.
Hieraus folgt mittels der fisherschen Ungleichung, dass |B| = v ist. Folglich ist
∆¯ = ∆ und der Blockplan T ist projektiv.
Es sei N die Untergruppe von ∆, die c punktweise festla¨sst. Da ∆ auf c
nicht treu operiert, ist N 6= {1}. Hieraus folgt, dass |Π− c| ≥ 2 ist. Setzt man
k := |c|, so ist also v ≥ k + 2. Es sei λ die Anzahl der mit zwei verschiedenen
Punkten inzidierenden Blo¨cke. Sind dann d und c zwei verschiedene Blo¨cke von
T , so ist nach 2.6 auch |d ∩ e| = λ. Nun ist k(k − 1) = λ(v − 1), so dass wegen
k < v − 1 auch λ < k − 1 gilt. Wir ko¨nnen daher im Folgenden 11.1 anwenden.
G ist eine Gruppe von Kollineationen von T , die auf Π zweifach transitiv
operiert. Nach 3.5 operiert G folglich auch zweifach transitiv auf B.
Wir zeigen nun, dass N auf Π − c transitiv ist. Dazu nehmen wir an, dass
dies nicht der Fall sei. Wir zeigen dann
a) N operiert regula¨r auf Π− c.
Es ist ∆ = Gc, so dass ∆ wegen der zweifachen Transitivita¨t von G auf B
zwei Blockbahnen hat. Nach 3.4 hat ∆ auch genau zwei Punktbahnen. Folglich
ist ∆ auf Π−c transitiv. Weil N in ∆ normal ist, haben alle in Π−c enthaltenen
Bahnen von N die gleiche La¨nge. Die all diesen Bahnen gemeinsame La¨nge sei
t. Es sei 1 6= ν ∈ N . Ferner sei P ∈ Π− c und es gelte P ν = P . Ist d ein Block
durch P , so ist |c ∩ d| = λ. Daher entha¨lt d mindestens λ + 1 Fixpunkte von
ν. Weil zwei verschiedene Blo¨cke nur λ Punkte gemeinsam haben, folgt dν = d.
Somit ist P Zentrum von ν. Weil ν 6= 1 ist, folgt nach 11.1 weiter, dass P der
einzige Fixpunkt von ν in Π − c ist. Es sei Φ die Bahn von N , die P entha¨lt.
Dann ist |Φ| = t und Φν = Φ. Weil νi fu¨r alle natu¨rliche Zahlen i zentral mit
dem Zentrum P ist, folgt mit 11.1, dass die Ordnung von ν Teiler von t− 1 ist.
Es gibt eine von Φ verschiedene, in Π − c enthaltene Bahn Ψ von N . Wegen
|Ψ| = t und ggT(t, t − 1) = 1 folgt, dass ν einen Fixpunkt in Ψ hat. Wegen
Φ ∩ Ψ = ∅ ist P 6= Q, so dass doch ν = 1 ist. Dieser Widerspruch zeigt die
Gu¨ltigkeit von a).
Setze t := |N |. Nach a) ist dann (v − k)t−1 die Anzahl der Bahnen von N
in Π− c. Daher ist k + (b− k)t−1 die Anzahl der Punktbahnen von N .
Die Gruppe ∆ ist auf der Menge der von c verschiedenen Blo¨cke transitiv.
Weil N in ∆ normal ist, zerlegt N daher diese Menge in lauter Bahnen gleicher
La¨nge. Ist d ein von c verschiedener Block und ist u := |N : Nd|, so ist u
die La¨nge einer solchen Bahn. Daher ist (v − 1)u−1 die Anzahl der von {c}
verschiedenen Blockbahnen von N . Insgesamt ist also 1+(v−1)u−1 die Anzahl
der Blockbahnen von N . Wegen 3.4 gilt somit
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b) Es ist k + (v − k)t−1 = 1 + (v − 1)u−1.
Unser na¨chstes Ziel ist zu zeigen, dass N eine p-Gruppe ist. Dazu sei p
ein Primteiler von |N | und pa sei die Ordnung einer p-Sylowgruppe Σ von N .
Schließlich sei N∆(Σ) der Normalisator von Σ in ∆. Weil N ein Normalteiler
von ∆ ist, liegen alle Konjugierten von Σ in N . Daher gilt∣∣∆ : N∆(Σ)∣∣ = ∣∣N : N∆(Σ) ∩N ∣∣.
Hieraus folgt,
|N∆(Σ)N | = |N∆(Σ)||N ||N∆(Σ) ∩N | =
|N∆(Σ)||∆|
|N∆(Σ)| = |∆|
und damit ∆ = N∆(Σ)N . (Dies ist das sogenannte Frattiniargument.) Hieraus
folgt, dass N∆(Σ) auf der Menge der von {c} verschiedenen Blockbahnen von
N transitiv operiert, da ∆, wie wir schon bemerkten, auf der Menge der von
c verschiedenen Blo¨cke transitiv ist. Es sei x die Anzahl der in einer von {c}
verschiedenen Blockbahn von N enthaltenen Bahnen von Σ, so folgt daher, dass
(v− 1)xu−1 die Anzahl der von {c} verschiedenen Blockbahnen von Σ ist. Also
hat Π genau 1 + (v − 1)xu−1 Blockbahnen. Weil Σ auf Π− c regula¨r operiert,
ist k + (v − k)p−a die Anzahl der Punktbahnen von Π. Nach 3.4 gilt daher
c) k + (v − k)p−a = 1 + (v − 1)xu−1.
Es sei t = pat′, u = pbu′ mit ggT(p, u′) = 1, sowie |Nd| = |N |u−1 = y = pcy′
mit ggT(p, y′) = 1. Dann ist t = |N | = uy und daher
d) a = b+ c und t′ = u′y′.
Aus a), b) und c) folgt nun
k + t′(v − k)t−1 = 1 + (k + (v − k)t−1 − 1)x.
Daher ist
e) (v − k)(t′ − x)t−1 = (k − 1)(x− 1).
Ist P ein Punkt von c, so gibt es k − 1 von c verschiedene Blo¨cke durch P .
Da die Menge dieser Blo¨cke unter N invariant bleibt, ist
f) k − 1 = du,
wobei d eine natu¨rliche Zahl ist. Aus b) und f) folgt
(v − k)t−1 − (v − k)u−1 = −(k − 1) + (k − 1) + (k − 1)u−1 = −du+ d.
Mit Hilfe von d) erhalten wir daher
g) (v − k)(y − 1)t−1 = d(u− 1).
Multipliziert man die Gleichung g) mit t′ − x, so erha¨lt man mit Hilfe von e)
und f)
d(u− 1)(t′ − x) = (v − k)(t′ − x)t−1(y − 1)
= (k − 1)(x− 1)(y − 1)
= du(x− 1)(y − 1).
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Also ist
h) (u− 1)(t′ − x) = u(x− 1)(y − 1),
so dass t′ − x ≡ 0 mod u′ ist. Wegen d) gilt daher
i) x ≡ 0 mod u′.
Es sei Γ eine von {c} verschiedene Blockbahn von N und Γ1, . . . ,Γx seien
die in Γ enthaltenen Blockbahnen von Σ. Ferner sei ci ein Block aus Γi und
Ni bzw. Σi sei der Stabilisator von ci in N bzw. Σ. Wie wir wissen, ist |N :
Ni| = u = pbu′. Weil Σi in einer p-Sylowgruppe von Ni liegt, folgt, dass pb ein
Teiler von |Σ : Σi| ist, dh., es ist |Σ : Σi| = pbui mit einer natu¨rlichen Zahl ui.
Schließlich gilt wegen
|Γi| = |Σ : Γi| = pbui
die Gleichung
x∑
i:=1
pbui = |Γ| = u.
Also ist
∑x
i:=1 ui = u
′, woraus wegen ui ≥ 1 folgt, dass x ≤ u′ ist. Zusammen
mit i) ergibt das u′ = x. Hieraus, aus h) und d) folgt nun die Gleichung
(u− 1)(u′y′ − u′) = pbu′(u′ − 1)(y − 1).
Daher gilt
j) (u− 1)(y′ − 1) = pb(u′ − 1)(y − 1).
Wa¨re u = 1, so wa¨re nach b) auch t = 1, dh., es wa¨re N = {1}. Dieser
Widerspruch zeigt, dass u > 1 ist. Wa¨re y = 1, so wa¨re t = u und aus b) folgte
wiederum t = 1. Also ist auch y > 1. Daher folgt aus j), dass genau dann y′ = 1
ist, wenn u′ = 1 ist. Also folgt t′ = 1 sowohl aus y′ = 1 als auch aus u′ = 1, da
ja t′ = y′u′ ist. Wir du¨rfen daher annehmen, dass u′, y′ 6= 1 ist. Dann ist aber
k) (pbu′ − 1)(a′ − 1)−1 = pb(pcy′ − 1)(y′ − 1)−1.
Wa¨re b = 0, so folgt aus k) auch c = 0, woraus mit d) der Widerspruch 0 =
b+ c = a ≥ 1 folgte. Also ist b 6= 0. Wegen u′ > 1 ist
pb − 1 ≥ (pb − 1)(u′ − 1)−1.
Daher ist
2pb − 1 ≥ bb + (pb − 1)(u′ − 1)−1 = (pbu′ − 1)(u′ − 1)−1.
Wegen k) ist also
2pb − 1 ≥ pb(pcy′ − 1)(y′ − 1)−1.
Folglich ist
2 > (pcy′ − 1)(y′ − 1)−1 = pc + (pc − 1)(y′ − 1)−1 ≥ pc,
so dass c = 0 ist. Aus j) folgt weiter, dass pbu′−1 = pb(u′−1) ist. Hieraus folgt
schließlich der Widerspruch −1 ≡ 0 mod p, so dass also doch u′ = 1 = y′ ist.
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Dies besagt wiederum, dass t = pa ist, womit gezeigt ist, dass N eine p-Gruppe
ist.
Die Formel b) erha¨lt nun die Gestalt
l) k + (v − k)p−a = 1 + (v − 1)p−b.
Weil T ein projektiver Blockplan ist, ist k(k − 1) = λ(v − 1). Ferner ist nach l)
λ(v − 1) = λpb(k + (v − k)p−a − 1),
so dass also k(k − 1) = λpb((v − k)p−a + k − 1) ist. Somit ist λ(v − k)p−a und
wegen c ≤ a dann auch λ(v− k)p−c durch k− 1 teilbar. Wir definieren e durch
m) λ(v − k)p−c = e(k − 1).
Multipliziert man 1) mit λpb und beachtet man, dass λ(v − 1) = k(k − 1) ist,
so erha¨lt man
k(k − 1) = λpb(k − 1) + λ(v − k)p−c.
Hieraus und aus m) erha¨lt man nun
n) k = λpb + e.
Aus f) folgt schließlich, dass
e− 1 = k − 1− λpb = du− λpb = pb(d− λ)
ist. Folglich ist f := d− λ eine nicht negative ganze Zahl. U¨berdies ist
o) e = pbf + 1.
Aus k(k−1) = λ(v−1) folgt λ(v−k) = (k−λ)(k−1). Mit m) erha¨lt man daher
k = epc + λ. Hieraus und aus o) folgt k = fpa + pc + λ. Wa¨re f = 0, so wa¨re
d = λ, dh., es wa¨re e = 1. Aus m) und n) folgte daher λ(v − k) = pcλpb und
somit v−k = pa = |N |, so dass N auf Π− c transitiv wa¨re. Dieser Widerspruch
zeigt, dass f 6= 0 ist. Dann ist aber
p) k > pa.
Weil y = pb > 1 ist, ist c der einzige Fixblock von N . Sind nun P und Q
zwei verschiedene Punkte auf c und sind c = c1, c2, . . . , cλ alle Blo¨cke durch
P und Q, so folgt, da die Stabilisatoren von c1, . . . , cλ alle in G konjugiert
sind, dass es p-Gruppen Ni gibt, die ci und nur ci zum Fixblock haben. Wegen
Ni ⊆ GP,Q fu¨r alle i ist GP,Q nach 7.10 auf {c1, . . . , cλ} transitiv. Hieraus folgt
die Gleichung
|GP,Q : GP,Q ∩∆| = λ,
da ja ∆ = Gc ist. Somit ist
|GP : GP,Q ∩∆| = |GP : GP,Q||GP,Q : GP,Q ∩∆| = λ(v − 1) = k(k − 1).
Weil GP genau zwei Punktbahnen hat, hat GP nach 3.4 auch genau zwei Block-
bahnen. Folglich ist GP auf der Menge der Blo¨cke durch P transitiv. Also ist
|GP : GP ∩∆| = k. Hieraus folgt wiederum
k(k − 1) = |GP : GP,Q ∩∆|
= |GP : GP ∩∆||GP ∩∆ : GP,Q ∩∆|
= k|GP ∩∆ : GP,Q ∩∆|.
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Also ist |GP ∩∆ : GP , Q∩∆| = k− 1, so dass GP ∩∆ auf c−{P} transitiv ist.
Weil P ein beliebiger Punkt von c ist, operiert ∆ auf c zweifach transitiv. Es sei
nun 1 6= ν ∈ N und Z sei der Zentralisator von ν in G. Weil die Fixpunkte von
ν gerade die Punkte von c sind, ist cz = c, dh., es ist Z ⊆ ∆. Nun ist ν∆ ⊆ N ,
da N ein Normalteiler von ∆ ist. Also ist
|∆ : Z| ≤ |N | = pa,
so dass nach p) die Ungleichung |∆ : Z| < k gilt. Nach 11.2 ist Z folglich
transitiv auf c. Nun hat ν genau k Fixpunkte. Daher hat ν nach 3.2 auch
genau k Fixblo¨cke. Es seien c1 := c, c2, . . . , ck diese Fixblo¨cke. Weil Z auf c
transitiv operiert, ist (c, {c1, . . . , ck},∈) eine linksseitige taktische Konfiguration
mit k Punkten. Weil nach 2.6 die Gleichung |c1∩ci| = λ gilt fu¨r i := 2, 3, . . . , k,
folgt aus 1.2 a) die Kongruenz k+ λ(k− 1) ≡ 0 mod k. Hieraus folgt wiederum
λ ≡ 0 mod k, so dass wegen 1 ≤ λ ≤ k sogar k = λ gilt. Dann ist aber wegen
k(k−1) = λ(v−1) auch k = v. Dieser letzte Widerspruch zeigt schließlich, dass
N doch auf Π− c transitiv operiert.
Wir zeigen nun, dass G auf der Menge der nicht inzidenten Punkt-Geraden-
paare von T transitiv operiert. Weil G zweifach transitiv ist, genu¨gt es zu zeigen,
dass der Stabilisator Gh einer Geraden h auf Π− h noch transitiv ist. Es seien
c1, . . . , cλ die Blo¨cke, die h enthalten. Ist dann Ni die Untergruppe von G, die
ci punktweise festla¨sst, so ist Ni auf Π − c transitiv. Außerdem ist Ni ⊆ Gh.
Weil
Π− h =
λ⋃
i:=1
(Π− ci)
ist, folgt, dass Π−h eine Bahn von Gh ist, es sei denn, es gibt zwei Indizes i und
j mit (Π− ci) ∩ (Π− cj) = ∅. Dann ist aber Π = ci ∪ cj und daher v = 2k − λ.
Aus
k(k − 1) = λ(v − 1) = λ(2k − λ− 1)
folgt die Gleichung (k − λ)2 = k − λ. Wegen k > λ ist somit k = λ+ 1, woraus
wiederum v = k+1 folgt. Wie wir jedoch schon fru¨her bemerkten, ist v ≥ k+2,
so dass Π − h doch eine Bahn von Gh ist. Nach 10.2 gibt es folglich einen
Vektorraum V mit r := Rg(V ) ≥ 3, so dass T und L(V )1,r−1 isomorph sind.
Nun ist N auf Π− c transitiv. Hieraus folgt mit 7.1, dass N alle Elationen
mit der Achse c entha¨lt, was wiederum impliziert, dass G alle Elationen von
T = L(V )1,r−1 entha¨lt. Somit gilt auch PSL(V ) ⊆ G ⊆ PΓL(V ). Damit ist der
Satz von Ito bewiesen.
V.
Polarita¨ten
Von besonderem Interesse unter den Korrelationen projektiver Ra¨ume sind
die involutorischen Korrelationen. Sie werden gemeinhin Polarita¨ten genannt.
Ihrem Studium und dem Studium ihrer Zentralisatoren ist das vorliegende Kapi-
tel gewidmet. Dieses Studium werden wir in diesem Kapitel jedoch noch nicht
beenden. Den orthogonalen Gruppen, die in diesen Kontext geho¨ren, werden
wir ein eigenes Kapitel widmen.2
1. Darstellung von Polarita¨ten
Es sei V ein K-Vektorraum mit RgK(V ) ≥ 3. Eine Korrelation pi von L(V )
heißt Polarita¨t , falls pi2 = 1 ist.
Wenn wir sagen, dass pi eine Korrelation von L(V ) sei, so beinhaltet das
implizit, dass der Rang von V endlich ist, da L(V ) ja ho¨chstens in diesem Fall
eine Korrelation gestattet, wie wir fru¨her sahen.
1.1. Satz. Es sei V ein Vektorraum u¨ber dem Ko¨rper K mit Rg(V ) ≥ 3 und pi
sei eine Korrelation von L(V ). Ferner werde pi durch die α-Semibilinearform f
dargestellt. Genau dann ist pi eine Polarita¨t, wenn aus u, v ∈ V und f(u, v) = 0
stets f(v, u) = 0 folgt.
Beweis. Wir definieren g durch g(u, v) := f(v, u)α
−1
. Dann ist g nach
II.8.7 eine α−1-Semibilinearform und diese Form stellt pi−1 dar. Nach II.8.8b)
gilt daher genau dann pi−1 = pi, dh. pi2 = 1, wenn es ein k ∈ K∗ gibt mit
kg(u, v) = f(u, v) fu¨r alle u, v ∈ V . Ist pi2 = 1, so folgt also f(v, u) = 0 aus
f(u, v) = 0.
Folgt andererseits f(v, u) = 0 aus f(u, v) = 0, so ist offensichtlich U ≤ Upi2
fu¨r alle U ∈ L(V ). Weil V endlichen Rang hat, folgt U = Upi2 , so dass pi2 = 1
ist. Damit ist alles bewiesen.
1.2. Satz. Es sei V ein Vektorraum u¨ber K mit RgK(V ) ≥ 3. Wird die
Polarita¨t pi von L(V ) durch die α-Semibilinearform f dargestellt und gibt es
einen Vektor w ∈ V mit f(w,w) = 1, so ist α2 = 1 und f(u, v) = f(v, u)α fu¨r
alle u, v ∈ V .
Beweis. Wie wir beim Beweise von 1.1 gesehen haben, gibt es ein k ∈ K∗
mit f(u, v) = kf(v, u)α fu¨r alle u, v ∈ V . Es folgt
1 = f(w,w) = kf(w,w)α = k,
2Anmerkung der Herausgeber: Dieses Kapitel u¨ber orthogonale Gruppen fehlt.
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so dass also tatsa¨chlich f(u, v) = f(v, u)α ist fu¨r alle u, v ∈ V .
Weil f(u, v) = f(v, u)α ist fu¨r alle u und v, ist auch f(v, u) = f(u, v)α fu¨r
alle u, v ∈ V . Somit ist f(u, v) = f(u, v)α2 fu¨r alle u, v ∈ V . Hieraus folgt
x = f(w,w)x = f(w,wx) = f(w,wx)α
2
= f(w,w)α
2
xα
2
= xα
2
,
so dass α2 = 1 ist. Damit ist alles bewiesen.
Wir nennen die α-Semibilinearform f symmetrisch, falls f(u, v) = f(v, u)α
fu¨r alle u, v ∈ V gilt. Wie wir gerade gesehen haben, ist dann f(u, v) =
f(u, v)α
2
. Gibt es Vektoren u, v mit f(u, v) 6= 0, so gibt es auch Vektoren u, v
mit f(u, v) = 1. Dann ist aber
x = f(u, v)x = f(u, vx) = f(u, vx)α
2
= f(u, v)α
2
xα
2
= xα
2
fu¨r alle x ∈ K, so dass α2 = 1 ist. Ist also f nicht die Nullform und ist f
symmetrisch, so ist α2 = 1.
In Abschnitt 4 von Kapitel II hatten wir die Begriffe absoluter Punkt und
absolute Hyperebene in Bezug auf eine Korrelation definiert. Wir wiederholen
hier diese Definition fu¨r den Fall, dass pi eine Polarita¨t des projektiven Verbandes
L ist. Ist P ein Punkt von L, so heißt P absoluter Punkt von pi, falls P ≤ Ppi
ist. Analog heißt die Hyperebene H von L absolut , falls Hpi ≤ H ist.
1.3. Satz. Es sei V ein K-Vektorraum mit RgK(V ) ≥ 3 und pi sei eine
Polarita¨t von V . Sind nicht alle Punkte von L(V ) absolut, so la¨sst sich pi durch
eine symmetrische α-Semibilinearform darstellen.
Beweis. Nach dem dritten Struktursatz (II.8.3) gibt es eine β-Semibilinear-
form g, welche pi darstellt. Da nicht alle Punkte absolut sind, gibt es ein w ∈ V
mit g(w,w) 6= 0. Setze k := g(w,w) und definiere f durch f(u, v) := k−1g(u, v).
Dann stellt auch f nach II.8.7a) die Polarita¨t pi dar. Wegen f(w,w) = 1 ist f
nach 1.2 und der dem Beweise von 1.2 nachfolgenden Definition symmetrisch.
Der na¨chste Satz gibt Auskunft, was geschieht, wenn alle Punkte der Po-
larita¨t pi absolut sind.
1.4. Satz. Es sei V ein K-Vektorraum mit RgK(V ) ≥ 3. Ferner sei pi eine
Korrelation von L(V ) und f eine pi darstellende α-Semibilinearform. Sind alle
Punkte von L(V ) absolut bezu¨glich pi, so gilt:
a) Es ist f(v, v) = 0 fu¨r alle v ∈ V .
b) Es ist f(u, v) = −f(v, u) fu¨r alle u, v ∈ V .
c) pi ist eine Polarita¨t.
d) Es ist α = 1. Insbesondere ist K kommutativ.
Beweis. a) Ist v = 0, so ist f(v, v) = 0. Ist v 6= 0, so ist vK ein Punkt und
daher vK ≤ (vK)pi. Es folgt f(v, v) = 0.
b) Nach a) ist
0 = f(u+ v, u+ v) = f(u, u) + f(u, v) + f(v, u) + f(v, v) = f(u, v) + f(v, u),
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woraus f(u, v) = −f(v, u) folgt.
c) Wegen f(u, v) = −f(v, u) ist f(v, u) = 0 eine Folge von f(u, v) = 0.
Daher ist pi nach 1.1 eine Polarita¨t.
d) Weil f nicht ausgeartet ist, gibt es Vektoren u und v mit f(u, v) 6= 0.
Setze k := f(u, v). Ist x ∈ K, so folgt
kx = f(u, v)x = f(u, vx) = −f(vx, u) = −xαf(v, u) = xαf(u, v) = xαk.
Somit ist xα = kxk−1, so dass α ein Automorphismus von K ist. Weil α an-
dererseits auch ein Antiautomorphismus von K ist, ist K kommutativ. Hieraus
folgt schließlich xα = x, so dass α die Identita¨t ist.
Ist κ eine Korrelation des projektiven Verbandes L, so ist κ nichts anderes
als ein Isomorphismus von L auf Ld. Daher ist Rg(X) = KoRg(Xκ), dh. es ist
Rg(L) = KoRg(Xκ) + Rg(Xκ) = Rg(X) + Rg(Xκ)
fu¨r alle X ∈ L. Aus dieser Bemerkung folgt unmittelbar der na¨chste Satz.
1.5. Satz. Es sei V ein Vektorraum und κ sei eine Korrelation von L(V ). Ist
X ∈ L(V ), so sind die folgenden Bedingungen a¨quivalent:
a) Es ist X ∩Xκ = 0.
b) Es ist X +Xκ = V .
c) Es ist V = X ⊕Xκ.
Eine α-Semibilinearform mit α = 1 nennen wir Bilinearform.
1.6. Satz. Es sei V ein endlich erzeugter Vektorraum u¨ber K mit RgK(V ) ≥ 2
und f sei eine nicht ausgeartete Bilinearform auf V . Ist f(v, v) = 0 fu¨r alle
v ∈ V , so ist RgK(V ) = 2n und es gibt eine Basis b1, . . . , b2n von V mit
f
( 2n∑
i:=1
bixi,
2n∑
j:=1
bjyj
)
=
n∑
i:=1
(x2i−1y2i − x2iy2i−1)
fu¨r alle n-Tupel x und y u¨ber K.
Beweis. Weil f nicht ausgeartet ist, gibt es Vektoren u, v ∈ V mit f(u, v) 6=
0. Es gibt daher auch Vektoren b1, b2 ∈ V mit f(b1, b2) = 1. Wa¨ren b1 und b2
linear abha¨ngig, so wa¨re b2 = b1k mit einem k ∈ K und daher
1 = f(b1, b2) = f(b1, b1)k = 0.
Dieser Widerspruch zeigt, dass b1 und b2 linear unabha¨ngig sind. Gilt nun
RgK(V ) = 2, so ist {b1, b2} eine Basis von V und es ist, da ja offenbar f(u, v) =
−f(v, u) ist,
f(b1x1 + b2x2, b1y1 + b2y2) = x1y2 − x2y1.
Wir ko¨nnen daher annehmen, dass RgK(V ) > 2 ist. Weil f nicht ausgeartet ist,
induziert f nach II.8.4 eine Korrelation pi in L(V ), die wegen f(u, v) = −f(v, u)
nach 1.1 sogar eine Polarita¨t ist. Es sei U := b1K + b2K. Ist v ∈ U ∩Upi, so ist
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v = b1x1 + b2x2 und 0 = f(b1, v) = x2 und 0 = f(b2, v) = x1, so dass v = 0 ist.
Somit ist U ∩ Upi = {0}. Nach 1.5 ist folglich V = U ⊕ Upi. Weil Upi2 = U ist,
ist die Einschra¨nkung von f auf Upi nicht ausgeartet. Nach Induktionsannahme
ist daher RgK(U
pi) = 2(n− 1) und es gibt eine Basis b3, b4, . . . , b2n−1, b2n von
Upi mit
f
(∑2n
i:=3 bixi,
∑2n
j:=3 bjyj
)
=
∑n
i:=2(x2i−1y2i − x2iy2i−1).
Daher ist RgK(V ) = 2n und
f
(∑2n
i:=1 bixi,
∑2n
j:=1 bjyj
)
=
∑n
i:=1(x2i−1y2i − x2iy2i−1).
Damit ist alles bewiesen.
Ist pi eine Polarita¨t von L(V ) und ist jeder Punkt von L(V ) absolut, so
nennen wir pi symplektisch.
1.7. Satz. Es sei V ein Vektorraum u¨ber K und es gelte RgK(V ) ≥ 3. Genau
dann besitzt L(V ) eine symplektische Polarita¨t, wenn K kommutativ und der
Rang von V endlich und gerade ist. Sind pi und pi′ symplektische Polarita¨ten
von L(V ), so gibt es ein γ ∈ PGL(V ) mit γ−1piγ = pi′.
Beweis. Besitzt L(V ) eine symplektische Polarita¨t, so folgt mit I.5.7, dass
der Rang von V endlich ist. Aus 1.4 folgt die Kommutativita¨t von K und aus
1.6, dass RgK(V ) gerade ist.
Es sei umgekehrt RgK(V ) = 2n und K sei kommutativ. Ist b1, . . . , b2n eine
Basis von V und definiert man f durch
f
(∑2n
i:=1 bixi,
∑2n
j:=1 bjyj
)
:=
∑n
i:=1(x2i−1y2i − x2iy2i−1),
so verifiziert man leicht, dass f eine nicht ausgeartete Bilinearform mit f(v, v) =
0 fu¨r alle v ∈ V ist, so dass L(V ) nach II.8.4 und 1.4 eine symplektische Polarita¨t
besitzt.
Es seien schließlich pi und pi′ symplektische Polarita¨ten von L(V ). Ferner
seien f und f ′ Bilinearformen, die pi bzw. pi′ darstellen. Nach 1.4 und 1.6 gibt
es dann Basen b1, . . . , b2n bzw. b
′
1, . . . , b
′
2n von V mit
f
(∑2n
i:=1 bixi,
∑2n
j:=1 bjyj
)
:=
∑n
i:=1(x2i−1y2i − x2iy2i−1)
bzw.
f ′
(∑2n
i:=1 b
′
ixi,
∑2n
j:=1 b
′
jyj
)
:=
∑n
i:=1(x2i−1y2i − x2iy2i−1).
Es gibt ein β ∈ GL(V ) mit bβi = b′i fu¨r i := 1, . . . , 2n. Dann ist aber f(u, v) =
f ′(uβ , vβ) fu¨r alle u, v ∈ V . Daher ist genau dann v ∈ Upi, wenn vβ ∈ Uβpi′ ist.
Andererseits ist genau dann v ∈ Upi, wenn vβ ∈ Upiβ ist. Folglich ist Upiβ = Uβpi′
fu¨r alle U ∈ L(V ). Ist γ die von β in L(V ) induzierte Kollineation, so ist
also piγ = γpi′. Es folgt pi′ = γ−1piγ, womit auch die letzte noch ausstehende
Behauptung bewiesen ist.
280 Kapitel V. Polarita¨ten
Der gerade bewiesene Satz gibt Anlass fu¨r eine Definition. Ist pi eine sym-
plektische Polarita¨t von L(V ) und ist f eine pi darstellende Bilinearform, ist
ferner b1, . . . , b2n eine Basis von V mit
f
(∑2n
i:=1 bixi,
∑2n
j:=1 bjyj
)
=
∑n
i:=1(x2i−1y2i − x2iy2i−1),
so nennen wir b1, . . . , b2n eine symplektische Basis von V .
1.8. Satz. Es sei V ein Vektorraum u¨ber K mit RgK(V ) ≥ 3. Genau dann
besitzt L(V ) eine Polarita¨t, wenn RgK(V ) endlich ist und wenn K einen Anti-
automorphismus α mit α2 = 1 besitzt.
Beweis. Es sei pi eine Polarita¨t von V . Nach I.5.7 ist dann RgK(V ) we-
gen RgK(V ) = Rg(L(V )) endlich. Ist pi eine symplektische Polarita¨t, so ist
K kommutativ, und die Identita¨t ist ein Antiautomorphismus von K. Ist pi
nicht symplektisch, so la¨sst sich pi nach 1.3 mittels einer symmetrischen α-
Semibilinearform darstellen. Nach der Bemerkung vor 1.3 ist dann α2 = 1.
Es sei umgekehrt RgK(V ) = n endlich und α sei ein Antiautomorphismus
von K mit α2 = 1. Ist b1, . . . , bn eine Basis von V , ist u =
∑n
i:=1 bixi und
v =
∑n
i:=1 bnyn, so setzen wir
f(u, v) :=
∑n
i:=1 x
α
i yi.
Man verifiziert mu¨helos, dass f eine symmetrische, nicht ausgeartete α-Semibi-
linearform ist, so dass L(V ) nach II.8.4 und 1.1 eine Polarita¨t besitzt.
Aus 1.8 folgt insbesondere, dass alle projektiven Geometrien endlichen Rang-
es, deren Koordinatenko¨rper kommutativ ist, Polarita¨ten besitzen, da ja in
diesem Falle die Identita¨t die Rolle des Antiautomorphismus α mit α2 = 1
spielen kann.
Es sei pi eine Korrelation und f eine pi darstellende α-Semibilinearform. Ist
g eine ebenfalls pi darstellende β-Semibilinearform, so gibt es nach II.8.7 ein
Element k ∈ K∗ mit xβ = k−1xαk fu¨r alle x ∈ K. Ist nun α = 1, so ist K
kommutativ, so dass auch β = 1 ist. Hieraus folgt, dass jede pi darstellende
Semibilinearform eine Bilinearform ist, falls nur eine von ihnen es ist. Ist dies
der Fall, so nennen wir die Korrelation pi projektiv . Symplektische Polarita¨ten
sind also stets projektiv. Nicht projektive Polarita¨ten heißen unita¨r .
Wie wir gesehen haben, la¨sst sich jede nicht symplektische Polarita¨t pi durch
eine symmetrische α-Semibilinearform darstellen und im Falle, dass pi projektiv
ist, folgt aus II.8.7, dass alle pi darstellenden Bilinearformen symmetrisch sind.
Fu¨r unita¨re Polarita¨ten gibt es noch eine Darstellungen durch eine antisym-
metrische Semibilinearform, die gelegentlich von Nutzen ist. Hier die genaue
Formulierung.
1.9. Satz. Es sei V ein Vektorraum u¨ber K mit RgK(V ) ≥ 3. Ferner sei pi
eine unita¨re Polarita¨t von L(V ) und f sei eine pi darstellende, symmetrische
α-Semibilinearform. Es sei l ∈ K und es gelte lα 6= l. Setze k := l − lα und
definiere β durch xβ := kxαk−1. Setze schließlich
g(u, v) := kf(u, v)
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fu¨r alle u, v ∈ V . Dann ist g eine pi darstellende β-Semibilinearform und es
gilt
g(u, v) = −g(v, u)β
fu¨r alle u, v ∈ V . Außerdem gilt β2 = 1.
Beweis. Dass g eine β-Semibilinearform ist, die pi darstellt, folgt mit II.8.7a).
Dass β2 = 1 ist, ist einfach nachzurechnen.
Es ist
kα = lα − lα2 = lα − l = −k
und
kβ = kkαk−1 = −kkk−1 = −k = kα,
so dass auch kβ = −k gilt. Sind nun u, v ∈ V , so ist also
g(u, v) = kf(u, v) = kf(v, u)αk−1k = −f(v, u)βkβ = −(kf(u, v))β = −g(v, u)β .
Damit ist alles bewiesen.
2. Zentralisatoren von Polarita¨ten
Von großem geometrischem und algebraischem Interesse sind die Zentralisatoren
von Polarita¨ten. Das geometrische Interesse an diesen Gruppen ru¨hrt daher,
dass man mit ihrer Hilfe viel u¨ber die Struktur eines projektiven Raumes mit
vorgegebener Polarita¨t herausfinden kann, wa¨hrend das Interesse der Alge-
braiker an diesen Gruppen daher kommt, dass viele unter den Zentralisatoren
von Polarita¨ten einfach sind, bzw. große einfache Untergruppen enthalten. In
diesem Abschnitt beginnen wir das Studium dieser Gruppen.
2.1. Satz. Es sei V ein Vektorraum u¨ber K mit RgK(V ) ≥ 3 und κ sei eine
Korrelation von L(V ), die durch die α-Semibilinearform f dargestellt werde.
Schließlich sei σ eine Kollineation von L(V ) und β sei der begleitende Automor-
phismus von σ. (Wir interpretieren hier σ einmal als Kollineation und einmal
als die sie induzierende semilineare Abbildung.) Genau dann ist κσ = σκ, wenn
es ein r ∈ K∗ gibt, so dass f(xσ, yσ) = rf(x, y)β ist fu¨r alle x, y ∈ V .
Beweis. Es sei κσ = σκ. Wir definieren g durch g(x, y) := f(xσ, yσ)β
−1
fu¨r
alle x, y ∈ V . Dann ist g eine βαβ−1-Semibilinearform. Weil f nicht ausgeartet
ist, ist auch g nicht ausgeartet. Daher stellt g nach II.8.4 eine Korrelation κ′
dar. Nun ist
Uκ
′
=
{
v | v ∈ V, g(u, v) = 0 fu¨r alle u ∈ U}
=
{
v | v ∈ V, f(uσ, vσ) = 0 fu¨r alle u ∈ U}.
Ersetzt man in dem letzten Ausdruck u und v durch uσ
−1
bzw. vσ
−1
, so folgt
weiter
Uκ
′
=
{
vσ
−1 | v ∈ V, f(u, v) = 0 fu¨r alle u ∈ Uσ}
=
{
v | v ∈ V, f(u, v) = 0 fu¨r alle u ∈ Uσ}σ−1 = Uσκσ−1 .
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Hieraus folgt schließlich, da σ mit κ vertauschbar ist, dass Uκ
′
= Uκ ist. Da
dies fu¨r alle U gilt, ist κ′ = κ. Weil κ also auch durch g dargestellt wird, gibt
es nach II.8.7b) ein s ∈ K∗ mit g(x, y) = sf(x, y) fu¨r alle x, y ∈ V . Setzt man
schließlich r := sβ , so folgt f(xσ, yσ) = rf(x, y)β .
Es sei umgekehrt r ∈ K∗ und es gelte f(xσ, yσ) = rf(x, y)β . Dann ist genau
dann f(x, y) = 0, wenn f(xσ, yσ) = 0 ist. Hieraus folgt
Uκσ =
{
vσ | v ∈ V, f(u, v) = 0 fu¨r alle u ∈ U}
=
{
vσ | v ∈ V, f(uσ, vσ) = 0 fu¨r alle u ∈ U}
=
{
v | v ∈ V, f(uσ, v) = 0 fu¨r alle iu ∈ U}
=
{
v | v ∈ V, f(u, v) = 0 fu¨r alle u ∈ Uσ} = Uσκ,
so dass κσ = σκ ist. Damit ist alles bewiesen.
Ist pi eine Polarita¨t von L(V ), so bezeichnen wir mit PC∗(pi) den Zentrali-
sator von pi in PGL(V ) und mit C∗(pi) das volle Urbild von PC∗(pi) in GL(V ).
2.2. Satz. Es sei V ein Vektorraum u¨ber K mit RgK(V ) ≥ 3 und pi sei eine
Polarita¨t von L(V ), die durch die α-Semibilinearform f dargestellt werde. Ist
σ ∈ C∗(pi), so gibt es ein rσ ∈ K∗ mit
f(xσ, yσ) = rσf(x, y)
fu¨r alle x, y ∈ V . Die Abbildung r ist ein Homomorphismus von C∗(pi) in
Z(K∗), der von der Wahl von f unabha¨ngig ist.
Beweis. Es sei a ∈ K. Dann ist
aαrσf(x, y) = a
αf(xσ, yσ) = f(xσa, yσ)
= f
(
(xa)σ, yσ
)
= rσf(xa, y) = rσa
αf(x, y).
Weil f nicht ausgeartet ist, folgt aαrσ = rσa
α fu¨r alle a ∈ K, so dass rσ ∈ Z(K∗)
ist. Hieraus folgt weiter, dass
rστf(x, y) = f(x
στ , yστ ) = rτrσf(x, y) = rσrτf(x, y).
Wiederum weil f nicht ausgeartet ist, folgt rστ = rσrτ , so dass r in der Tat ein
Homomorphismus von C∗(pi) in Z(K∗) ist.
Es bleibt zu zeigen, dass r nicht von f abha¨ngt. Es sei also g eine zweite, pi
darstellende Semibilinearform. Nach II.8.7b) gibt es ein k ∈ K∗ mit g(x, y) =
kf(x, y) fu¨r alle x, y ∈ V . Ist σ ∈ C∗(pi), so ist also, da ja rσ ∈ Z(K) gilt,
g(xσ, yσ) = kf(xσ, yσ) = krσf(x, y) = rσkf(x, y) = rσg(x, y),
so dass r in der Tat nicht von der Darstellung von pi abha¨ngt.
Den Kern der Abbildung r bezeichnen wir mit C(pi). Er besteht aus allen
Abbildungen σ ∈ GL(V ) mit f(xσ, yσ) = f(x, y) fu¨r alle x, y ∈ V . Die Elemente
aus C(pi) heißen auch Isometrien des Paares (V, pi). Die von C(pi) in L(V )
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induzierte Kollineationsgruppe bezeichnen wir mit PC(pi). Sie ist normal in
PC∗(pi).
2.3. Satz. Es sei V ein Vektorraum u¨ber K und pi sei eine Polarita¨t von L(V ).
Ferner sei r der in 2.2 beschriebene Homomorphismus von C∗(pi) in Z(K∗).
Wird pi durch die α-Semibilinearform f dargestellt und ist σ ∈ C∗(pi), so ist
rασ = rσ.
Beweis. Ist α = 1, so ist nichts zu beweisen. Es sei also α 6= 1. Dann ist pi
nach Satz 1.4d) nicht symplektisch. Nach 1.3 gibt es folglich eine symmetrische
β-Semibilinearform g, die pi darstellt. Fu¨r g und β gilt daher, da rσ im Zentrum
von K liegt,
g(x, y)rσ = rσg(x, y) = g(x
σ, yσ) = g(yσ, xσ)β
=
(
rσg(y, x)
)β
= g(y, x)βrβσ = g(x, y)r
β
σ .
Weil g nicht ausgeartet ist, folgt rσ = r
β
σ . Nun unterscheiden sich α und β nach
II.8.7a) nur um einen inneren Automorphismus von K, so dass auch rσ = r
α
σ
gilt, da rσ ja im Zentrum von K liegt.
2.4. Satz. Ist pi eine Polarita¨t des projektiven Verbandes L(V ), so ist der
Quotient PC∗(pi)/PC(pi) eine elementarabelsche 2-Gruppe.
Beweis. Es sei σ ∈ C∗(pi) und f sei eine pi darstellende α-Semibilinearform.
Wir definieren ρ durch vρ := vr−1σ fu¨r v ∈ V . Dann ist, da ja rασ = rσ ∈ Z(K)
gilt,
f(uσ
2ρ, vσ
2ρ) = r−ασ f(u
σ2 , vσ
2
)r−1σ = r
−2
σ r
2
σf(u, v) = f(u, v).
Somit ist σ2ρ ∈ C(pi). Weil σ2 und σ2ρ in L(V ) die gleiche Kollineation in-
duzieren, folgt, dass PC∗(pi)/PC(pi) eine elementarabelsche 2-Gruppe ist.
In einigen Fa¨llen ko¨nnen wir noch weitergehende Aussagen machen.
2.5. Satz. Ist V ein Vektorraum mit RgK(V ) ≥ 3 u¨ber dem endlichen Ko¨rper
K und ist pi eine unita¨re Polarita¨t von L(V ), so ist PC∗(pi) = PC(pi).
Beweis. Weil pi nicht symplektisch ist, gibt es eine symmetrische α-Semi-
bilinearform f , die pi darstellt. Insbesondere ist dann α2 = 1 jedoch α 6= 1.
Hieraus folgt, dass K = GF(q2) ist und dass fu¨r alle k ∈ K die Gleichung
kα = kq gilt.
Es sei σ ∈ C∗(pi). Dann ist f(uσ, vσ) = rσf(u, v) fu¨r alle u, v ∈ V . Wegen
rασ = rσ ist rσ ∈ GF(q) und aus Kq+1 = GF(q) folgt die Existenz eines a ∈ K∗
mit rσ = a
q+1 = aα+1. Wir definieren ρ durch vρ := va−1 fu¨r alle v ∈ V . Dann
ist
f(uσρ, vσρ) = a−αf(uσ, vσ)a−1 = a−α−1rσf(u, v) = f(u, v),
so dass σρ ∈ C(pi) ist. Weil σ und σρ in L(V ) die gleiche Kollineation induzieren,
folgt PC∗(pi) = PC(pi), q. o. o.
2.6. Satz. Es sei V ein Vektorraum u¨ber K mit RgK(V ) ≥ 3. Ist pi eine
symplektische Polarita¨t von L(V ), so ist der in 2.2 definierte Homomorphismus
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r surjektiv. Insbesondere ist also C∗(pi)/C(pi) ∼= K∗ und PC∗(pi)/PC(pi) ∼=
K∗/K∗2.
Beweis. Es sei f eine pi darstellende Bilinearform. Nach 1.7 ist RgK(V ) = 2n
und nach 1.6 besitzt V eine symplektische Basis b1, . . . , b2n. Fu¨r a ∈ K∗
definieren wir die Abbildung σ ∈ GL(V ) vermo¨ge bσ2i−1 := −b2i und bσ2i :=
b2i−1a fu¨r i := 1, . . . , n. Eine leichte, wenn auch la¨ngliche Rechnung — man
nehme ein Blatt in Querformat — zeigt, dass f(uσ, vσ) = af(u, v) ist. Folglich
ist σ ∈ C∗(pi) und rσ = a. Dies zeigt die Surjektivita¨t von r. Hieraus folgt
unmittelbar die vorletzte Aussage des Satzes.
Um die letzte Aussage zu beweisen, sei σ ∈ C∗(pi) und N bezeichne den
Kern des Homomorphismus P von C∗(pi) auf PC∗(pi). Wir setzen
ϕ(σN) := rσK
∗2.
Ist τ ∈ σN , so ist vστ−1 = va fu¨r alle v ∈ V mit einem von v unabha¨ngigem
a ∈ K∗. Es folgt
rσr
−1
τ f(u, v) = rστ−1f(u, v) = f(u
στ−1 , vστ
−1
) = f(ua, va) = a2f(u, v)
Also ist rσ = rτa
2, so dass τ wohldefiniert ist. Nach dem bereits Bewiesenen ist
ϕ surjektiv.
Genau dann ist ϕ(σN) = K∗2, wenn rσ = k2 ist mit einem k ∈ K∗. Ins-
besondere ist also PC(pi) ⊆ Kern(ϕ). Es sei σN ∈ Kern(ϕ). Dann ist rσ = k2.
Definiere τ durch vτ := vσk−1. Dann ist
f(uτ , vτ ) = k−2f(uσ, vσ) = k−2rσf(u, v) = f(u, v)
fu¨r alle u, v ∈ V . Es folgt σN = τN ∈ PC(pi). Damit ist alles gezeigt.
2.7. Satz. Es sei V ein Vektorraum des Ranges n ≥ 3 u¨ber dem kommu-
tativen Ko¨rper K. Ferner sei pi eine Polarita¨t von L(V ), die durch die α-
Semibilinearform f dargestellt werde. Ist σ ∈ C∗(pi), so gibt es ein a ∈ K∗ mit
rnσ = a
α+1.
Beweis. Es sei b1, . . . , bn eine Basis von V und F sei die durch Fij := f(bi, bj)
definierte Matrix. Ferner sei c die durch bσi :=
∑n
r:=1 brcri definierte Matrix.
Schließlich sei a := det(F ). Dann ist
rσf(bi, bj) = f(b
σ
i , b
σ
j ) = f
( n∑
r:=1
brcri,
n∑
s:=1
bscsj
)
=
n∑
r:=1
n∑
s:=1
cαrif(br, bs)csj .
Also ist rσF = c
αtFc — t bedeutet transponieren. Daher ist
rnσdet(F ) = det(c
α)det(c)det(F ).
Nun ist f nicht ausgeartet, woraus folgt, dass det(F ) 6= 0 ist. Somit ist rnσ =
det(c)αdet(c) = aα+1, q. e. d.
2.8. Satz. Es sei V ein Vektorraum u¨ber dem kommutativen Ko¨rper K mit
RgK(V ) ≥ 3, und pi sei eine Polarita¨t von L(V ), die von der α-Semibilinearform
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f dargestellt werde. Ist der Rang von V ungerade, so ist C∗(pi)/C(pi) ∼= (K∗)1+α
und daher PC∗(pi) = PC(pi).
Beweis. Setze n := RgK(V ). Dann ist n = 2k + 1. Nach 2.7 gilt r
n
σ = a
α+1
mit einem a ∈ K∗. Wir setzen b := r−kσ . Nach 2.3 ist dann bα = b. Folglich ist
rσ = r
2k+1
σ b
2 = aα+1bαb = (ab)α+1.
Dies besagt, dass r ein Homomorphismus von C∗(pi) in (K∗)1+α ist. Weil an-
dererseits (K∗)α+1 im Bild von r enthalten ist, folgt, dass r ein Epimorphismus
von C∗(pi) auf (K∗)α+1 ist. Ist nun σ ∈ C∗(pi), so gibt es also ein c ∈ K∗
mit rσ = c
α+1. Definiert man ρ vermo¨ge vρ := vc−1 fu¨r alle v ∈ V , so folgt
σρ ∈ C(pi). Weil σ und σρ die gleiche Kollineation in L(V ) hervorrufen, ist
daher PC∗(pi) = PC(pi). Damit ist alles bewiesen.
2.9. Satz. Es sei K ein endlicher Ko¨rper und Q sei die Menge der Quadrate
von K. Sind a und b zwei von 0 verschiedene Elemente von K, so ist K =
aQ+ bQ.
Beweis. Ist die Charakteristik von K gleich 2, so ist K = Q und weiter nichts
zu beweisen. Es sei also die Charakteristik von K von 2 verschieden. Dann
entha¨lt K∗ genau 12 (q − 1) Quadrate, so dass Q wegen 02 = 0 genau 12 (q + 1)
Elemente entha¨lt. Ist nun k ∈ K, so gelten wegen a, b 6= 0 die Gleichungen
|aQ| = 1
2
(q + 1) = | − bQ+ k|.
Somit ist
q ≥ ∣∣(aQ) ∪ (−bQ+ k)∣∣ = |aQ|+ | − bQ+ k| − ∣∣(aQ) ∩ (−bQ+ k)∣∣
= q + 1− ∣∣(aQ) ∩ (−bQ+ k)∣∣.
Hieraus folgt, dass (aQ) ∩ (−bQ + k) 6= ∅ ist. Es gibt also Elemente g, h ∈ Q
mit ag = −bh+ k, so dass k = ag + bh ist.
2.10. Satz. Es sei V ein Vektorraum geraden Ranges u¨ber dem endlichen
Ko¨rper K. Ist pi eine projektive Polarita¨t von L(V ), so ist C∗(pi)/C(pi) ∼= K∗
und daher PC∗(pi)/PC(pi) ∼= K∗/K∗2.
Beweis. Dies ist nach 2.6 richtig, falls pi symplektisch ist. Ist die Charak-
teristik von K gleich 2, so ist jedes Element von K ein Quadrat. Weil das
Bild von r die Gruppe der Quadrate umfasst, folgt auch in diesem Falle, dass
C∗(pi)/C(pi) ∼= K∗ ist, was wiederum PC∗(pi)/PC(pi) ∼= K∗/K∗2 nach sich
zieht. Wir du¨rfen daher annehmen, dass pi nicht symplektisch ist und dass die
Charakteristik von K von 2 verschieden ist.
Weil pi nicht symplektisch ist, gibt es einen Punkt P mit P 6≤ Ppi. Nach 1.5
ist daher V = P ⊕ Ppi. Es sei f eine pi darstellende symmetrische Bilinearform.
Wa¨re f(u, u) = 0 fu¨r alle u ∈ Ppi, so wa¨re
0 = f(u+ u′, u+ u′) = 2f(u, u′)
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fu¨r alle u, u′ ∈ Ppi. Weil die Charakteristik von K von 2 verschieden ist, ist
daher f(u, u′) = 0 fu¨r alle u, u′ ∈ Ppi. Ist v ∈ V , so ist v = p+u mit p ∈ P und
u ∈ Ppi. Ist x ∈ Ppi, so folgt
f(x, v) = f(x, p+ u) = f(x, p) + f(x, u) = 0.
Da dies fu¨r alle v ∈ V gilt, folgt x = 0, da f ja nicht ausgeartet ist. Also
ist Ppi = {0} und somit V = P . Dieser Widerspruch zeigt, dass es einen
Punkt Q ≤ Ppi gibt, der nicht absolut ist. Es sei G := P + Q und P = pK
sowie Q = qK. Indem man f notfalls mit einem Skalarfaktor aba¨ndert —
Hier benutzen wir, dass r nicht von der Auswahl von f abha¨ngt —, kann man
erreichen, dass f(p, p) = 1 ist. Ist x := pk + ql ∈ G ∩Gpi, so ist 0 = f(p, x) = k
und 0 = f(q, x) = f(q, q)l, so dass k = l = 0 ist. Also ist G ∩ Gpi = {0} und
daher V = G⊕Gpi.
Es sei s ∈ K∗ und s sei kein Quadrat.
1. Fall: Es sei f(q, q) kein Quadrat. Dann ist sf(q, q) ein Quadrat. Es gibt
also Elemente b, c ∈ K∗ mit s = c2f(q, q) und sf(q, q) = b2. Setze ferner a := 0
und d := 0.
2. Fall: Es sei f(q, q) ein Quadrat. In diesem Falle du¨rfen wir annehmen,
dass f(q, q) = 1 ist. Nach 2.9 gibt es Elemente a, c ∈ K mit s = a2 + c2. In
diesem Falle setzen wir b := c und d := −a.
Wir definieren nun eine Abbildung σ′ auf G vermo¨ge pσ
′
:= pa + qc und
qσ
′
:= pb + qd. Dann ist, wie leicht nachzurechnen, f(gσ
′
, hσ
′
) = sf(g, h) fu¨r
alle g, h ∈ G. Wegen RgK(V ) = 2+RgK(Gpi) ist auch RgK(V pi) gerade. Es gibt
daher nach Induktionsannahme eine Abbildung σ′′ ∈ GL(Gpi) mit f(uσ′′ , vσ′′) =
sf(u, v) fu¨r alle u, v ∈ Gpi. Ist schließlich v ∈ V und v = x+ y mit x ∈ G und
y ∈ Gpi und definiert man σ durch vσ := xσ′ + xσ′′ , so zeigt eine triviale
Rechnung, dass f(uσ, vσ) = sf(u, v) fu¨r alle u, v ∈ V ist. Da die Quadrate stets
im Bilde von r liegen, ist damit gezeigt, dass r surjektiv ist.
3. Symplektische Polarita¨ten und ihre Zentralisatoren
Ist pi eine symplektische Polarita¨t von LK(V ), so setzen wir Sp(V ) := C(pi) und
PSp(V ) := PC(pi). Soll der Rang aus irgendeinem Grunde erwa¨hnt werden, so
schreiben wir statt Sp(V ) und PSp(V ) auch Sp(n,K) bzw. PSp(n,K). Diese
Bezeichnungsweisen sind gerechtfertigt, da die Struktur von Sp(V ) und PSp(V )
nach 1.7 nur von V abha¨ngt. Ist f eine Form, die pi darstellt, so ist f also
eine nicht ausgeartete, alternierende Bilinearform und Sp(V ) ist die Gruppe
aller σ ∈ GL(V ) mit f(uσ, vσ) = f(u, v) fu¨r alle u, v ∈ V . Wir nennen beide
Gruppen, Sp(V ) und PSp(V ) symplektisch.
3.1. Satz. Es sei V ein Vektorraum geraden Ranges u¨ber dem kommutativen
Ko¨rper K. Ist σ ∈ GL(V ), so sind die folgenden Aussagen a¨quivalent:
a) Es ist σ ∈ Sp(V ).
b) Symplektische Basen werden von σ auf symplektische Basen abgebildet.
c) Es gibt eine symplektische Basis, die von σ auf eine symplektische Basis
abgebildet wird.
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Ferner ist die Gruppe Sp(V ) auf der Menge der symplektischen Basen scharf
transitiv.
Beweis. Ist b1, . . . , b2n eine Basis von V , so ist
f(b2i−1, b2i) = 1 = −f(b2i, b2i−1)
fu¨r i := 1, . . . , n und f(bi, bj) = 0 fu¨r alle u¨brigen Indexpaare kennzeichnend
dafu¨r, dass b1, . . . , b2n eine symplektische Basis von V ist. Dabei ist f eine
Bilinearform, die eine symplektische Polarita¨t darstellt. Ist σ ∈ Sp(V ), so ist
also mit b1, . . . , b2n auch b
σ
1 , . . . , b
σ
2n eine symplektische Basis. Es ist also b) eine
Folge von a).
Da es nach 1.6 stets symplektische Basen gibt, ist c) eine Folge von b).
Es sei σ ∈ GL(V ) und b1, . . . , b2n und bσ1 , . . . , bσ2n seien symplektische Basen
von V . Ist u =
∑2n
i:=1 bixi und v =
∑2n
i:=1 biyi, so ist folglich
f(u, v) =
n∑
i:=1
(x2i−1y2i − x2iy2i−1)
und
f(uσ, vσ) =
n∑
i:=1
(x2i−1y2i − x2iy2i−1),
so dass f(uσ, vσ) = f(u, v) ist. Dies besagt aber gerade, dass σ ein Element der
symplektischen Gruppe ist. Also ist a) eine Folge von c).
Sind schließlich b1, . . . , b2n und c1, . . . , c2n zwei symplektische Basen von V ,
so gibt es genau ein σ ∈ GL(V ) mit bσi = ci fu¨r alle i, so dass Sp(V ) nach dem
bereits Bewiesenen auf der Menge der symplektischen Basen scharf transitiv
operiert. Damit ist alles bewiesen.
3.2. Satz. Es sei V ein Vektorraum u¨ber dem kommutativen Ko¨rper K und
f sei eine nicht ausgeartete, alternierende Bilinearform auf V . Sind dann
{b1, b3, . . . , b2r+1} und {b2, b4, . . . , b2s} Mengen von linear unabha¨ngigen Vek-
toren mit
f(b2i−1, b2i) = 1 = −f(b2i, b2i−1)
fu¨r i := 1, . . . ,min{r, s} sowie f(bi, bj) = 0 fu¨r alle u¨brigen Indexpaare, so gibt
es eine symplektische Basis c1, . . . , c2n mit c2i−1 = b2i−1 fu¨r i := 1, . . . , r und
c2i = b2i fu¨r i := 1, . . . , s.
Beweis. Wir du¨rfen annehmen, dass weder {b1, . . . , b2r+1} noch {b2, . . . , b2s}
leer ist. Sind na¨mlich beide Mengen leer, so besagt der Satz nichts anderes als
die Existenz von symplektischen Basen. Ist eine der beiden Mengen, etwa die
zweite, leer, so ist
b3K + b5K + . . . b2r+1K < b1K + b3K + . . . b2r+1K,
so dass also
(b1K + b3K + . . . b2r+1K)
pi < (b3K + b5K + . . . b2r+1K)
pi
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ist. Dabei bezeichne pi die von f induzierte symplektische Polarita¨t. Es gibt
also einen Vektor y ∈ (b3K + . . .+ b2r+1K)pi, der nicht in (b1K + . . . b2r+1K)pi
liegt. Setze b2 := f(b1, y)
−1y. Dann ist f(b1, b2) = 1 und f(b2i+1, b2) = 0 fu¨r
i := 1, . . . , r. Damit ist die Zwischenbehauptung bewiesen.
Ist nun RgK(V ) = 2, so ist b1, b2 eine symplektische Basis von V , so dass
der Satz in diesem Falle bewiesen ist. Es sei also RgK(V ) > 2. Nun ist G :=
b1K + b2K eine Gerade von L(V ) mit V = G ⊕ Gpi, wie wir schon einmal
bemerkten. Auf Grund unserer Annahme gilt
{b3, . . . , b2r+1} ∪ {b4, . . . , b2s} ⊆ Gpi.
Wegen RgK(G) = RgK(V )− 2 fu¨hrt Induktion zum Ziele.
Statt Sp(2n,GF(q)) bzw. PSp(2n,GF(q)) schreiben wir im Folgenden auch
Sp(2n, q) bzw. PSp(2n, q). Man beachte, dass der Rang eines projektiven Geo-
metrie mit einer symplektischen Polarita¨t stets gerade ist.
3.3. Satz. Es ist ∣∣Sp(2n, q)∣∣ = qn2 n∏
i:=1
(q2i − 1)
und ∣∣PSp(2n, q)∣∣ = 1
ggT(2, q − 1)
∣∣Sp(2n, q)∣∣.
Beweis. Weil Sp(2n, q) auf den symplektischen Basen des zugeho¨rigen Vek-
torraumes scharf transitiv operiert, ist |Sp(2n, q)| gleich der Anzahl dieser Basen.
Ist b1, b2, . . . , b2n eine symplektische Basis von V , so ist b3, . . . , b2n eine symplek-
tische Basis von (b1K + b2K)
pi, so dass die Anzahl der symplektischen Basen
von V gleich der Anzahl der Paare b1, b2 mit f(b1, b2) = 1 mal der Anzahl der
symplektischen Basen eines Vektorraumes vom Range 2n− 2 ist. Ist nun b1 ein
vom Nullvektor verschiedener Vektor und ist xK ein Punkt, der nicht in (b1K)
pi
liegt, so ist f(b1, x) 6= 0. Es gibt also genau ein b2 ∈ xK mit f(b1, b2) = 1. Die
Anzahl der Vektoren b2 mit f(b1, b2) = 1 ist somit gleich der Anzahl der Punkte
von L(V ), die nicht in der Hyperebene (b1K)
pi liegen, dh. gleich q2n−1. Folglich
ist die Anzahl der Paare b1, b2 gleich (q
2n − 1)q2n−1. Daher ist die Anzahl der
symplektischen Basen von V gleich
(q2n − 1)q2n−1q(n−1)2
n−1∏
i:=1
(q2i − 1).
Also ist ∣∣Sp(2n, q)∣∣ = qn2 n∏
i:=1
(q2i − 1).
Ist σ im Kern des Homomorphismus von Sp(2n, q) auf PSp(2n, q), so ist vσ = vk
fu¨r alle v ∈ V und einem geeigneten k ∈ K∗. Es folgt f(u, v) = f(uσ, vσ) =
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f(u, v)k2 und weiter k2 = 1. Also ist k = 1 oder k = −1. Hieraus folgt auch
noch die letzte Behauptung des Satzes.
Es sei pi eine Polarita¨t von L(V ). Ist U ∈ L(V ) und gilt U ∩ Upi 6= {0},
so heißt U isotrop. Ist sogar U ≤ Upi, so heißt U vollsta¨ndig isotrop. Ist U
vollsta¨ndig isotrop, so ist
2RgK(U) ≤ RgK(U) + RgK(Upi) = RgK(V )
und daher RgK(U) ≤ 12RgK(V ).
3.4. Satz. Es sei V ein Vektorraum des Ranges 2n u¨ber dem kommutativen
Ko¨rper K und pi sei eine symplektische Polarita¨t von L(V ). Ist U ∈ L(V )
vollsta¨ndig isotrop, so gibt es einen vollsta¨ndig isotropen Unterraum W von V
mit U ≤W und W = Wpi, dh. mit RgK(W ) = n.
Beweis. Es sei RgK(U) = r + 1 und b1, b3, . . . , b2r+1 sei eine Basis von
U . Weil U vollsta¨ndig isotrop ist, erfu¨llen dann {b1, b3, . . . , b2r+1} und ∅ die
Voraussetzungen von 3.2. Es gibt daher eine symplektische Basis c1, c2, . . . ,
c2n von V mit b2i+1 = c2i+1 fu¨r i := 0, . . . , r. Setze W :=
∑n
i:=1 c2i−1K. Dann
ist U ≤W und W = Wpi, q. e. d.
3.5. Satz. Es sei V ein Vektorraum und pi sei eine symplektische Polarita¨t
von L(V ). Ferner seien U , W ∈ L(V ). Genau dann gibt es ein σ ∈ Sp(V ) mit
Uσ = W , wenn RgK(U) = RgK(W ) und RgK(U ∩ Upi) = RgK(W ∩Wpi) ist.
Beweis. Ist σ ∈ Sp(V ) und ist Uσ = W , so folgt aus σpi = piσ, dass
Upiσ = Wpi ist. Folglich ist auch (U ∩ Upi)σ = W ∩ Wpi, so dass in der Tat
RgK(U) = RgK(W ) und RgK(U ∩ Upi) = RgK(W ∩Wpi) ist.
Es sei umgekehrt RgK(U) = RgK(W ) und RgK(U ∩ Upi) = RgK(W ∩
Wpi). Ist nun U = U0 ⊕ (U ∩ Upi) und W = W0 ⊕ (W ∩ Wpi), so ist also
RgK(U0) = RgK(W0) und U0 und W0 sind beide nicht isotrop. Es gibt also
symplektische Basen b1, . . . , b2s von U0 bzw. b
′
1, . . . , b
′
2s von W0. Es sei ferner
b2s+1, b2s+3, . . . , b2r+1 eine Basis von U ∩ Upi und b′2s+1, b′2s+3, . . . , b′2r+1 eine
solche von W ∩Wpi. Dann erfu¨llen {b1, b3, . . . , b2r+1} und {b2, b4, . . . , b2s} bzw.
{b′1, b′3, . . . , b2r+1} und {b′2, b′4, . . . , b′2s} die Voraussetzungen von 3.2, so dass aus
diesem Satz und aus 3.1 die Existenz eines σ ∈ Sp(V ) mit Uσ = W folgt.
3.6. Satz. Ist V ein Vektorraum des Ranges 2 u¨ber dem kommutativen Ko¨rper
K, so ist Sp(V ) = SL(V ) und somit auch PSp(V ) = PSL(V ).
Beweis. Es sei b1, b2 eine symplektische Basis von V und σ ∈ GL(V ). Ist
bσi = b1a1i + b2a2i, so ist
f(bσ1 , b
σ
2 ) = a11a22 − a12a21 = det(σ).
Folglich ist bσ1 , b
σ
2 genau dann eine symplektische Basis von V , wenn det(σ) = 1,
dh. wenn σ ∈ SL(V ) ist (Satz III.1.12b)). Aus 3.1 folgt daher die Behauptung.
3.7. Satz. Es sei V ein Vektorraum u¨ber dem kommutativen Ko¨rper K und f
sei eine nicht ausgeartete, alternierende Bilinearform auf V .
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a) Ist a ∈ V und k ∈ K, so liegt die durch xτ := x + af(a, x)k definierte
Transvektion τ in Sp(V ).
b) Ist ϕ eine lineare Abbildung von V in K, ist ferner a ∈ Kern(ϕ) und liegt
die durch xτ := x+ aϕ(x) definierte Transvektion τ in Sp(V ), so gibt es ein
k ∈ K mit ϕ(x) = f(a, x)k fu¨r alle x ∈ V .
Beweis. a) Es ist klar, dass die Abbildung x → f(a, x)k linear ist, da K ja
kommutativ ist. Wegen f(a, a) = 0 ist τ folglich eine Transvektion. Schließlich
ist
f(xτ , yτ ) = f(x, y) + f(x, a)f(a, y)k + f(a, y)f(a, x)k + f(a, a)f(a, x)f(a, y)k2,
so dass wegen f(a, a) = 0 und f(a, x) = −f(x, a) fu¨r alle x, y ∈ V die Gleichung
f(xτ , yτ ) = f(x, y) gilt. Folglich ist τ ∈ Sp(V ).
b) Wir du¨rfen annehmen, dass τ 6= 1 ist. Dann ist aK das Zentrum der von
τ induzierten Elation. Ist pi die von f induzierte symplektische Polarita¨t, so
folgt aus piτ = τpi, dass (aK)pi die Achse von τ ist. Daher ist
Kern(ϕ) = (aK)pi =
{
x | x ∈ V, f(a, x) = 0}.
Hieraus folgt, dass es ein k ∈ K gibt mit ϕ(x) = f(a, x)k fu¨r alle x ∈ V . Damit
ist der Satz bewiesen.
3.8. Satz. Die Gruppe Sp(2n,K) wird von Transvektionen erzeugt. Insbeson-
dere ist det(σ) = 1 fu¨r alle σ ∈ Sp(2n,K).
Beweis. Es sei T die von allen in Sp(2n,K) liegenden Transvektionen er-
zeugte Untergruppe von Sp(2n,K). Wir zeigen zuna¨chst, dass T auf der Menge
der von 0 verschiedenen Vektoren von V transitiv operiert. Es seien also a, b
zwei von 0 verschiedene Vektoren aus V . Ist f(a, b) 6= 0, so gibt es ein k ∈ K
mit f(a, b)k = −1. Die durch
vτ := v + (b− a)f(b− a, v)k
definierte Transvektion liegt nach 3.7a) in T . Ferner ist
aτ = a+ (b− a)f(b− a, a)k = a+ (b− a)f(b, a)k = b
In diesem Falle gibt es also sogar eine Transvektion, die a auf b abbildet. Ist
f(a, b) = 0, so gibt es einen Vektor c mit f(a, c) 6= 0 6= f(b, c). Nach dem eben
Bewiesenen gibt es dann zwei Transvektionen σ, τ ∈ T mit aσ = c und cτ = b,
so dass es auch in diesem Falle ein Element in T gibt, na¨mlich στ , welches a auf
b abbildet.
Es seien nun a, b und a′, b′ zwei Paare von Vektoren mit f(a, b) = 1 und
f(a′, b′) = 1. Wir zeigen, dass es ein ρ ∈ T gibt, mit aρ = a′ und bρ = b′. Weil
T auf V − {0} transitiv operiert, du¨rfen wir a = a′ annehmen. Ist f(b′, b) 6= 0,
so gibt es ein k ∈ K mit f(b′, b)k = 1. In diesem Falle definieren wir τ durch
xτ := x+ (b′ − b)f(b′ − b, x)k.
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Dann ist
aτ = a+ (b′ − b)(f(b′, a)− f(b, a))k
= a′ + (b′ − b)(f(b′, a′)− f(b, a))k
= a′ + (b′ − b)(−1 + 1)k = a′
und
bτ = b+ (b′ − b)(f(b′, b)− f(b, b))k = b′.
Ist f(b′, b) = 0, so betrachten wir die beiden Paare a, b und a, a + b sowie a,
a + b und a, b′. Dann ist f(b, a + b) = −1 6= 0 und f(a + b, b′) = f(a, b′) =
f(a′, b′) = 1 6= 0, so dass es zwei Transvektionen σ, τ ∈ T gibt mit aσ = a = aτ
und bσ = a+ b und (a+ b)τ = b′. Es folgt aστ = a′ und bστ = b′.
Ist nun n = 1, so ist 3.8 wegen 3.6 richtig. Es sei also n > 1 und γ ∈
Sp(2n,K). Es gibt a, b ∈ V mit f(a, b) = 1. Dann ist auch f(aγ , bγ) = 1, so dass
es ein ρ ∈ T gibt mit aγρ = a und bγρ = b. Wegen f(a, b) = 1 ist aK+ bK nicht
isotrop. Ist pi die durch f induzierte symplektische Polarita¨t und U := aK+bK,
so ist also V = U ⊕ Upi und Upiγρ = Upi, da ja γρ ∈ Sp(2n,K). Wegen
RgK(U
pi) = 2(n − 1) gibt es dann Transvektionen λ1, . . . , λr ∈ Sp(2n − 2,K)
mit xγρ = xσ fu¨r alle x ∈ Upi, wobei σ := λ1 · · ·λr gesetzt wurde. Definiert man
nun τi durch
(u+ x)τi := u+ xλi ,
so ist τi eine Transvektion aus Sp(2n,K) und es ist γρ = τ1 · · · τr, so dass also
γ ∈ T gilt. Damit ist der Satz bewiesen.
Zur Erinnerung: Ist G eine Gruppe, so bezeichnen wir mit G′ die Kommu-
tatorgruppe von G.
3.9. Satz. Ist K ein kommutativer Ko¨rper und n eine natu¨rliche Zahl, so ist
Sp(2n,K) = Sp(2n,K)′, es sei denn, es ist n = 1 und |K| ≤ 3 oder n = 2 und
|K| = 2.
Beweis. Wir betrachten zuna¨chst den Fall |K| > 3. Es gibt dann ein k ∈ K
mit k2 6= 0, 1. Es sei 0 6= a ∈ V . Es gibt dann ein σ ∈ Sp(2n,K) mit aσ = ak.
Es sei τ die durch xτ := x+ af(a, x)l mit l ∈ K definierte Transvektion. Dann
ist
xσ
−1τ−1στ =
(
xσ
−1 − af(a, xσ−1)l)στ
=
(
x− aσf(a, xσ−1)l)τ
=
(
x− akf(a, xσ−1)l)τ
= xτ − aτkf(a, xσ−1)l
= x+ af(a, x)l − ak2f(aσ−1 , xσ−1)l.
Weil σ ∈ Sp(2n,K) ist, ist f(aσ−1 , xσ−1) = f(a, x). Also ist
xσ
−1τ−1στ = x+ af(a, x)(1− k2)l.
Da a irgendein Vektor ist und weil 1 − k2 6= 0 ist, folgt mit 3.7, dass jede
Transvektion aus Sp(2n,K) ein Kommutator ist. Weil Sp(2n,K) nach 3.8 von
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ihren Transvektionen erzeugt wird, ist Sp(2n,K) also in diesem Falle gleich ihrer
Kommutatorgruppe.
Als Na¨chstes betrachten wir den Fall |K| = 3 und n ≥ 2. Dann ist RgK(V ) ≥
4. Jede symplektische Basis hat also mindestens vier Vektoren. Es seien v1,
v2, v3, v4 die ersten vier Vektoren einer solchen Basis. Setze U := (
∑4
i:=1 viK)
pi.
Dann ist V = (
∑4
i:=1 viK) ⊕ U . Ferner ist auch v1, v2 + v3, v3, v1 + v4 eine
symplektische Basis von
∑4
i:=1 viK. Es gibt zwei Abbildungen σ, τ ∈ GL(V )
mit vσ1 = v2, v
σ
2 = −v1, vσ3 = v3, vσ4 = v4 und uσ = u fu¨r alle u ∈ U ,
bzw. vτ1 = v2 + v3, (v2 + v3)
τ = −v1, vτ3 = v3, (v1 + v4)τ = v1 + v4 und
wiederum uτ = u fu¨r alle u ∈ U . Mit 3.1 erschließen wir, dass σ und τ in
Sp(2n,K) liegen. Man rechnet ferner leicht nach, dass σ4 = τ4 = 1 ist. Nun
wird Sp(2n,K) von Transvektionen erzeugt, die wegen |K| = 3 alle die Ordnung
3 haben. Daher ist Sp(2n,K)/Sp(2n,K)′ eine elementarabelsche 3-Gruppe,
so dass wegen σ4 = τ4 = 1 die Abbildungen σ und τ in Sp(2n,K)′ liegen.
Wir betrachten die Abbildung (τσ)2. Es ist, wie eine einfache Rechnung zeigt,
v
(τσ)2
i = vi fu¨r i := 1, 2, 3. Ferner ist — hier benutzen wir, dass wegen |K| = 3
die Gleichung −v3 = 2v3 gilt —,
v
(τσ)2
4 = (v1 + v4 − v1)(τσ)
2
= (v1 + v4 − v2 − v3)στσ
= (v2 + v4 + v1 − v3)τσ = (v2 + v3 + v1 + v4 + v3)τσ
= (−v1 + v1 + v4 + v3)σ = v3 + v4.
Schließlich ist u(τσ)
2
= u fu¨r alle u ∈ U . Definiert man ρ durch xρ := x +
v3f(v3, x), so ist ρ eine Transvektion. Ferner sieht man, dass ρ mit (τσ)
2 auf
der Menge {v1, v2, v3, v4} ∪ U u¨bereinstimmt, so dass ρ = (τσ)2 ist. Also ist
ρ ∈ Sp(2n,K)′.
Es sei nun τ eine Transvektion ungleich 1 aus Sp(2n,K). Nach 3.7 gibt es
ein a ∈ V und ein k ∈ K mit xτ = x + af(a, x)k fu¨r alle x ∈ V . Wegen
τ 6= 1 ist a 6= 0 und k 6= 0. Es gibt also ein λ ∈ Sp(2n,K) mit aλ = v3.
Es folgt xλ
−1τλ = x + v3f(a, x)k. Wegen k 6= 0 und |K| = 3 ist k = 1 oder
−1. Dies besagt, dass τ zu ρ oder ρ−1 konjugiert ist. Weil Sp(2n,K)′ ein
Normalteiler von Sp(2n,K) ist, folgt ρ ∈ Sp(2n,K)′. Hieraus folgt wieder, dass
Sp(2n,K) = Sp(2n,K)′ ist.
Schließlich sei |K| = 2 und n ≥ 3. In diesem Falle ist RgK(V ) ≥ 6. Es gibt
daher sechs Vektoren v1, . . . , v6, die den Anfang einer symplektischen Basis
bilden. Wir setzen wieder U := (
∑6
i:=1 viK)
pi. Es folgt V = (
∑6
i:=1 viK)⊕ U .
Wir definieren eine Abbildung ρ ∈ Sp(2n,K) vermo¨ge vρi := vi fu¨r i := 1,
2, 5, 6 und vρ3 := v3 + v4 und v
ρ
4 := v3 sowie u
ρ := u fu¨r alle u ∈ U . (Dass
ρ tatsa¨chlich in Sp(2n,K) liegt, erschließt man wieder mit Satz 3.1.) Dann ist
ρ3 = 1. Weil Sp(2n,K) von Transvektionen erzeugt wird, die wegen |K| = 2 die
Ordnung 2 haben, ist Sp(2n,K)/Sp(2n,K)′ eine elementarabelsche 2-Gruppe.
Folglich ist ρ ∈ Sp(2n,K)′
Wir definieren eine weitere Abbildung σ ∈ Sp(2n,K) vermo¨ge vσi := vi fu¨r
i := 1, 5, 6 sowie (v2 + v4)
σ = v2 + v4, (v1 + v3)
σ = v4 und v
σ
4 = v1 + v3 + v4
sowie uσ = u fu¨r alle u ∈ U . Dann ist σ3 = 1, so dass auch σ ∈ Sp(2n,K)′ gilt.
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Folglich ist µ1 := ρσ ∈ Sp(2n,K)′. Man rechnet leicht nach, dass
vµ11 = v1, v
µ1
3 = v3, v
µ1
5 = v5
und
vµ12 = v1 + v2 + v3, v
µ1
4 = v1 + v4, v
µ1
6 = v6
sowie uµ1 = u fu¨r alle u ∈ U ist. Ersetzt man hierin der Reihe nach v1, v2, v3,
v4, v5, v6 durch v1, v2, v5, v6, v3, v4, so sieht man, dass es auch eine Abbildung
µ2 ∈ Sp(2n,K)′ gibt mit
vµ21 = v1, v
µ2
5 = v5, v
µ2
3 = v3
und
vµ22 = v1 + v2 + v5, v
µ2
6 = v1 + v6, v
µ2
4 = v4
sowie uµ2 = u fu¨r alle u ∈ U ist. Ersetzt man wiederum in der ersten Gruppe
von Gleichungen v1, v2, v3, v4, v5, v6 der Reihe nach durch v1, v2, v3 + v5, v4,
v5, v4 + v6, so folgt, dass es ein µ3 ∈ Sp(2n,K)′ gibt mit
vµ31 = v1, v
µ3
3 = v3, v
µ3
5 = v5
und
vµ32 = v1 + v2 + v3 + v5, v
µ3
4 = v1 + v4, v
µ3
6 = v1 + v6
sowie uµ3 = u fu¨r alle u ∈ U ist. Setzt man nun µ := µ1µ2µ3, so zeigen einfache
Rechnungen, dass fu¨r i 6= 2 die Gleichung vµi = vi gilt, dass vµ2 = v1 + v2
und dass uµ = u fu¨r alle u ∈ U ist. Folglich ist µ eine in Sp(2n,K)′ liegende,
von 1 verschiedene Transvektion. Weil die Charakteristik von K gleich 2 ist,
sind alle Transvektionen aus Sp(2n,K) konjugiert, so dass auch in diesem Falle
Sp(2n,K) = Sp(2n,K)′ gilt. Damit ist der Satz bewiesen.
Die Gruppen SL(2, 2) und SL(2, 3) sind auflo¨sbar, so dass im Falle |K| ≤ 3
und n = 1 tatsa¨chlich Sp(2,K)′ 6= Sp(2,K) ist. Dass auch Sp(4, 2)′ 6= Sp(4, 2)
ist, werden wir am Ende dieses Abschnitts sehen, wo wir zeigen werden, dass
Sp(4, 2) und S6 isomorph sind.
3.10. Satz. Es sei V ein Vektorraum u¨ber K und pi sei eine symplektische
Polarita¨t von L(V ). Ist G := PSp(V ) die zugeho¨rige projektive symplektische
Gruppe, so gilt:
a) G ist auf der Menge der Punkte von L(V ) transitiv.
b) Ist P ein Punkt von L(V ), so hat GP genau drei Punktbahnen, na¨mlich:
{P}, die Menge der von P verschiedenen Punkte von Ppi (diese Menge ist
im Falle RgK(V ) = 2 leer) und die Menge der Punkte von L(V )Ppi .
c) G operiert auf der Menge der Punkte von L(V ) primitiv.
Beweis. a) folgt aus der Transitivita¨t von Sp(V ) auf der Menge der von Null
verschiedenen Vektoren von V .
b) Es sei P = pK. Ferner seien uK und vK zwei Punkte von Ppi. Dann
ist f(p, u) = 0 = f(p, v). Aus 3.2 und 3.1 folgt die Existenz einer Abbildung
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ρ ∈ Sp(V ) mit pρ = p und uρ = v, so dass die von P verschiedenen Punkte von
Ppi eine Bahn von GP bilden.
Es seien uK und vK zwei Punkte, die nicht in Ppi liegen. Dann ist f(p, u),
f(p, v) 6= 0. Wir du¨rfen daher, indem wir ggf. u und v durch skalare Vielfache
ersetzen, annehmen, dass f(p, u) = 1 = f(p, v) ist. Wiederum mit 3.2 und 3.1
erschließen wir die Existenz eines σ ∈ Sp(V ) mit pσ = p und uσ = v, so dass
auch die Punkte außerhalb von Ppi eine Bahn von GP bilden.
Angenommen G sei imprimitiv. Ist ∆ ein Imprimitivita¨tsgebiet von G, so
ist also |∆| ≥ 2, jedoch entha¨lt ∆ nicht alle Punkte von L(V ). Es sei P ∈ ∆.
Ist H := GP , so ist ∆
H = ∆. Folglich zerfa¨llt ∆ in genau zwei Bahnen von
H. Aus b) folgt somit, dass ∆ entweder aus den Punkten von Ppi oder aus
P und den Punkten des affinen Raumes L(V )Ppi besteht. Beides fu¨hrt aber
auf einen Widerspruch. Nach a) ist G ja auf den Punkten von L(V ) transitiv.
Weil nun jede Hyperebene von V von der Form Ppi ist, wobei P ein Punkt
ist, ist G auch auf der Menge der Hyperebenen transitiv. Folglich wa¨ren alle
Hyperebenen Imprimitivita¨tsgebiete. Dies kann aber nicht sein, da Hyperebenen
stets Punkte gemeinsam haben, Imprimitivita¨tsgebiete aber disjunkt liegen. Da
es andererseits zu zwei verschiedene Hyperebenen stets einen Punkt gibt, der auf
keiner der beiden Hyperebenen liegt, kann auch der zweite Fall nicht eintreten.
Damit ist auch c) bewiesen.
3.11. Satz. Die Gruppe PSp(2n,K) ist einfach, es sei denn es ist n = 1 und
|K| ≤ 3 oder n = 2 und |K| = 2.
Beweis. Setze G := PSp(2n,K). Es sei P ein Punkt der zugrunde liegenden
Geometrie. Die in G liegenden Elationen mit dem Zentrum P bilden einen
abelschen Normalteiler AP vonGP . IstQ ein weiterer Punkt, so folgt mit 3.10a),
dass AP und AQ in G konjugiert sind. Nach 3.8 wird G von seinen Elationen
erzeugt. Nach 3.10c) operiert G auf der Punktmenge von L(V ) primitiv und
nach 3.8 ist G = G′, falls nicht einer der drei im Satz erwa¨hnten Ausnahmefa¨lle
auftritt. Folglich ist G, von den Ausnahmefa¨llen abgesehen, nach Satz III.2.1,
dem Satz von Iwasawa, einfach.
Die Gruppen PSp(2, 2) und PSp(2, 3) sind, wie wir schon bemerkten, auf-
lo¨sbar. Dass auch PSp(4, 2) nicht einfach ist, zeigt der folgende Satz.
3.12. Satz. Die Gruppen PSp(4, 2) und S6 sind isomorph.
Beweis. Wir betrachten die Menge M := {1, 2, 3, 4, 5, 6} und bezeichnen mit
Π die Menge ihrer 2-Teilmengen. Ist P ∈ Π, so sei bP die Menge aus P und den
2-Teilmengen von M − P . Schließlich sei Γ := {bP | P ∈ Π}. Wir betrachten
die Inzidenzstruktur
Λ := (Π,Γ,∈).
Die na¨chste Aussage folgt unmittelbar aus der Definition.
a) Sind P , Q ∈ Π, so ist genau dann P ∈ bQ, wenn P = Q oder P ∩Q = ∅ ist.
Aus a) folgt, dass die Anzahl rP der Blo¨cke durch den Punkt P gleich 1 +(
4
2
)
= 7 und dass die Anzahl kb von Punkten auf einem Block ebenfalls gleich
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1 +
(
4
2
)
= 7 ist. Also ist Λ eine taktische Konfiguration mit den Parametern
v = b =
(
6
2
)
= 15 und r = k = 7.
b) Es sei P := {a, b} und Q := {a, c} und b 6= c. Es sei ferner X ∈ Π. Genau
dann ist P , Q ∈ BX , wenn P ∩X = ∅ = Q ∩X ist.
Ist P ∩ X = Q ∩ X = ∅, so ist P , Q ∈ bX nach a). Es seien P , Q ∈ bX .
Wa¨re P = X, so folgte a ∈ Q∩X. Mit a) folgt weiter Q = X und damit Q = P
im Widerspruch zu c 6= b.
c) Sind P , Q ∈ Π und ist P ∩Q = ∅, so sind bP , bQ und bP−(P∪Q) die einzigen
Blo¨cke, die gleichzeitig mit P und Q inzidieren.
Dies folgt unmittelbar aus a).
Aus b) und c) folgt, dass zwei verschiedene Punkte von Λ mit genau drei
Blo¨cken inzidieren. Λ ist also ein 2-(15,7,3)-Blockplan.
Es seien P und Q zwei verschiedene Punkte von Λ. Mit P + Q bezeichnen
wir ihre Verbindungsgerade, das ist der Schnitt u¨ber die drei Blo¨cke, die P und
Q enthalten. Ist P ∩ Q 6= ∅, so gilt nach b) genau dann Y ∈ P + Q, wenn
Y ∩X = ∅ ist fu¨r alle 2-Teilmengen X von M − (P ∩Q), dh. genau dann, wenn
Y eine 2-Teilmenge von P ∪ Q ist. In diesem Falle ist also |P + Q| = 3. Ist
P ∩Q = ∅, so folgt aus c), dass P , Q und M − (P ∪Q) die einzigen Punkte auf
P +Q sind. Also gilt auch in diesem Falle |P +Q| = 3. Nun ist
b− λ
r − λ =
15− 3
7− 3 = 3,
so dass (Π,Γ,∈) nach IIII.10.1 die Geometrie aus den Punkten und Ebenen der
projektiven Geometrie L des Ranges 4 u¨ber GF(2) ist. Ferner folgt, dass S6
eine Kollineationsgruppe von L ist. Wir definieren nun pi durch Ppi := bP und
bpiP := P . Weil genau dann P ∈ bQ gilt, wenn P = Q oder P ∩Q = ∅ ist, und da
dies mitQ = P undQ∩P = ∅ gleichbedeutend ist, gilt genau dann P ∈ bQ, wenn
Q ∈ bP gilt. Daher ist pi eine Polarita¨t, die wegen P ∈ bP = Ppi symplektisch
ist. Es folgt S6 ⊆ PC∗(pi). Weil L eine projektiver Raum u¨ber GF(2) ist,
gilt PC∗(pi) = PC(pi) = PSp(4, 2) nach 2.6. Also ist sogar S6 ⊆ PSp(4, 2).
Aus 3.3 folgt schließlich, dass |PSp(4, 2)| = 6! = |S6| ist, so dass in der Tat
S6 = PSp(4, 2) gilt.
4. Polarita¨ten bei Charakteristik 2
Die Zentralisatoren von Polarita¨ten operieren in der Regel irreduzibel auf den
zugrunde liegenden Vektorra¨umen. Ausnahmen treten nur bei Charakteristik 2
auf. Einen der zwei mo¨glichen Ausnahmefa¨lle wollen wir in diesem Abschnitt
betrachten. Der hier nicht behandelte Fall ist der einer unita¨ren Polarita¨t pi von
L(V ).
Im Folgenden sei V ein Vektorraum u¨ber dem Ko¨rper K der Charakteristik
2 und es sei RgK(V ) ≥ 3. Ferner sei pi eine projektive Polarita¨t von L(V ) und
f sei eine pi darstellende Bilinearform. Wie wir wissen, ist f symmetrisch. Sind
u, v ∈ V , so ist
f(u+ v, u+ v) = f(u, u) + 2f(u, v) + f(v, v) = f(u, u) + f(v, v).
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Hieraus folgt, dass die Menge
H :=
{
v | v ∈ V, f(v, v) = 0}
ein Unterraum von V ist. Wir nehmen weiterhin an, dass pi nicht symplektisch
ist. Dann ist also H 6= V .
4.1. Satz. Es sei V ein Vektorraum des Ranges mindestens 3 u¨ber dem kom-
mutativen Ko¨rper K der Charakteristik 2. Ferner sei pi eine projektive Polarita¨t
von L(V ), die nicht symplektisch sei. Ist dann f eine pi darstellende Bilinear-
form und setzt man
H :=
{
v | v ∈ V, f(v, v) = 0},
so ist 1 ≤ RgK(V/H) ≤ [K : K2]. Insbesondere ist H eine Hyperebene, falls K
perfekt ist.
Beweis. Weil H von V verschieden ist, ist der Rang von V/H mindestens 1.
Die Abbildung v → f(v, v) ist eine semilineare Abbildung des K-Vektorraumes
V in den K2-Vektorraum K. Daher ist RgK(V/H) ≤ [K : K2]. Ist K perfekt,
so ist K = K2, so dass in diesem Falle RgK(V/H) = 1 ist. Damit ist alles
bewiesen.
Wir setzenH0 := H∩Hpi. Ferner seienH1, H2, H3 ∈ L(V ) mitH = H0⊕H1,
Hpi = H0 ⊕H2 und Hpi1 ∩Hpi2 = H0 ⊕H3. Dann ist
H0 ⊕H1 ⊕H2 = H +Hpi
und somit
Hpi0 ∩ (H1 +H2)pi = H0.
Wegen Hpi0 = H +H
pi ist daher nach dem Modulargesetz
H0 =
(
H0 + (H1 +H2)
) ∩ (H1 +H2)pi
= H0 +
(
(H1 +H2) ∩ (H1 +H2)pi
)
Also ist
(H1 +H2) ∩ (H1 +H2)pi ≤ H0.
Hieraus folgt
(H1 +H2) ∩ (H1 +H2)pi ≤ H0 ∩ (H1 +H2) = {0},
so dass also
(H1 +H2) ∩ (H1 +H2)pi = {0}
ist. Nach 1.5 ist daher
V = H1 ⊕H2 ⊕ (H1 +H2)pi
= H1 ⊕H2 ⊕H0 ⊕H3
= (H +Hpi)⊕H3.
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Es ist H0 +H2 +H3 ≤ Hpi1 , so dass V = H1 +Hpi1 ist. Mit 1.5 erhalten wir daher
H1 ∩Hpi1 = {0}. Folglich induziert f in H1 eine nicht ausgeartete, alternierende
Bilinearform. Mit Sp(H1) bezeichnen wir die zu der von f in H1 induzierten
Form geho¨rige symplektische Gruppe.
4.2. Satz. Es sei V ein Vektorraum des Ranges mindestens 3 u¨ber dem kommu-
tativen Ko¨rper K der Charakteristik 2. Ferner sei pi eine projektive Polarita¨t
von L(V ), die nicht symplektisch sei. Ferner sei f eine pi darstellende Bi-
linearform. Schließlich haben H, H0, H1, H2 und H3 die oben eingefu¨hrten
Bedeutungen. Ist σ ∈ C(pi), so gibt es Abbildungen α ∈ HomK(H3, H0),
β ∈ HomK(H3, H1), γ ∈ Sp(H1) und δ ∈ HomK(H1, H0), so dass
(j) f(y, zα) + f(yα, z) + f(yβ , zβ) = 0 fu¨r alle y, z ∈ H3 und
(ij) f(xγ , hβ) + f(xδ, h) = 0 fu¨r alle x ∈ H1 und alle h ∈ H3 sowie
(iij) (h0 + h1 + h2 + h3)
σ = h0 + h
γ
1 + h
δ
1 + h2 + h3 + h
α
3 + h
β
3 fu¨r alle hi ∈ Hi
gilt.
Ist umgekehrt α ∈ HomK(H3, H0), β ∈ HomK(H3, H1), γ ∈ Sp(H1) und
δ ∈ HomK(H1, H0) und gelten (j) und (ij) fu¨r diese Abbildungen, so liegt die
durch (iij) erkla¨rte Abbildung σ in C(pi). Die Zuordnung σ → (α, β, γ, δ) ist
bijektiv.
Beweis. Es sei σ ∈ C(pi). Dann ist offenbar Hσ = H und damit auch
Hpiσ = Hpi und Hσ0 = H0. Es sei y ∈ H2 +H3. Es gibt dann Homomorphismen
η ∈ HomK(H2+H3, H2+H3) und ζ ∈ HomK(H2+H3, H0+H1) mit yσ = yη+yζ .
Daher ist
f(y, y) = f(yσ, yσ) = f(yη, yη) + (f(yζ , yζ).
Weil H0 + H1 = H ist, ist f(y
ζ , yζ) = 0. Somit ist f(y, y) = f(yη, yη), was
wiederum f(yη + y, yη + y) = 0 nach sich zieht. Daher ist
yη + y ∈ H ∩ (H2 +H3) = {0},
so dass fu¨r alle y ∈ H2 +H3 die Gleichung yη = y gilt.
Es sei y ∈ H2. Nach dem soeben Bewiesenen ist dann yσ = y + yζ mit
yζ ∈ H. Wegen H2 ≤ Hpi = Hpiσ ist daher
yζ = yσ + y ∈ (Hσ2 +H2) ∩H ≤ Hpi ∩H = H0.
Mit u ∈ H3 folgt somit
f(u, y) = f(uσ, yσ) = f(u+ uζ , y + yζ)
= f(u, y) + f(u, yζ) + f(uζ , y) + f(uζ , yζ).
Nun ist uζ ∈ H und y ∈ H2 ≤ Hpi, so dass f(uζ , y) = 0 ist. Ebenso folgt
f(uζ , yζ) = 0. Folglich ist
f(u, y) = f(u, y) + f(u, yζ),
so dass auch f(u, yζ) = 0 ist fu¨r alle u ∈ H3 und alle y ∈ H2. Hieraus folgt
yζ ∈ Hpi3 ∩H0 = Hpi3 ∩H ∩Hpi = (H3 +H +Hpi)pi = V pi = {0}
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fu¨r alle y ∈ H3. Somit ist yσ = y fu¨r alle y ∈ H2.
Es sei y ∈ H0 und x ∈ H3. Dann ist
f(y, x) = f(yσ, xσ) = f(yσ, x+ xζ) = f(yσ, x) + f(yσ, xζ).
Nun ist yσ ∈ Hσ0 = H0 und xζ ∈ H, so dass f(yσ, xζ) = 0 ist. Hieraus folgt
f(y − yσ, x) = 0
fu¨r alle y ∈ H0 und alle x ∈ H3. Folglich ist
y − yσ ∈ Hpi3 ∩H0 = {0}.
Also induziert σ auch in H0 die Identita¨t. Wegen H
pi = H0 +H2 ist y
σ = y fu¨r
alle y ∈ Hpi.
Bevor wir den Beweis zu Ende fu¨hren, machen wir noch die folgende Bemer-
kung: ist H = {0}, so ist Hpi = V und daher C(pi) = {1}. Dieser Fall kann
durchaus eintreten. Ist na¨mlich K nicht perfekt und ist [K : K2] = n ≥ 3, ist
ferner k1, . . . , kn eine Basis von K bez. K
2 und V ein Vektorraum u¨ber K mit
3 ≤ RgK(V ) = m < n, ist schließlich b1, . . . , bm eine Basis von V u¨ber K und
definiert man f vermo¨ge
f
( m∑
i:=1
bixi,
m∑
i:=1
biyi
)
:=
m∑
i:=1
kixiyi,
so ist f eine nicht entartete Bilinearform auf V , fu¨r die genau dann f(x, x) = 0
gilt, wenn x = 0 ist.
Es sei x ∈ H3. Dann ist xζ ∈ H = H0 ⊕ H1. Es gibt daher ein α ∈
HomK(H3, H0) und ein β ∈ HomK(H3, H1) mit xζ = xα + xβ .
Es sei x ∈ H1. Dann ist xσ = xγ + xδ mit γ ∈ HomK(H1, H1) und δ ∈
HomK(H1, H0), da ja
xσ ∈ Hσ1 ≤ Hσ = H = H0 ⊕H1
ist. Sind x, y ∈ H1, so ist also
f(x, y) = f(xσ, yσ) = f(xγ + xδ, yγ + yδ) = f(xγ , yγ).
Ist xγ = 0, so ist f(x, y) = 0 fu¨r alle y ∈ H1. Weil f , wie wir gesehen haben,
in H1 eine nicht ausgeartete, alternierende Bilinearform induziert, folgt weiter,
dass x = 0 ist. Folglich ist γ injektiv und wegen der Endlichkeit von RgK(H1)
dann auch bijektiv. Hieraus und aus f(xγ , yγ) = f(x, y) fu¨r alle x, y ∈ H1 folgt
schließlich γ ∈ Sp(H1).
Ist nun hi ∈ Hi fu¨r i := 0, 1, 2, 3, so ist also
(h0 + h1 + h2 + h3)
σ = hσ0 + h
σ
1 + h
σ
2 + h
σ
3
= h0 + h
γ
1 + h
δ
1 + h2 + h
α
3 + h
β
3 .
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Damit ist (iij) nachgewiesen. Um (j) zu beweisen, seien y, z ∈ H3. Dann ist
f(y, z) = f(yσ, zσ) = f(y + yα + yβ , z + zα + zβ)
= f(y, z) + f(y, zα) + f(y, zβ) + f(yα, z) + f(yα, zα)
+ f(yα, zβ) + f(yβ , z) + f(yβ , zα) + f(yβ , zβ).
Wegen H3 ≤ Hpi1 ist
f(y, zβ) = 0 = f(yβ , z).
Ferner ist H0 ≤ Hpi0 , Hpi1 , so dass auch
f(yα, zα) = 0 = f(yα, zβ) = f(yβ , zα)
ist. Aus obiger Gleichung fu¨r f(y, z) folgt somit
f(y, zα) + f(yα, z) + f(yβ , zβ) = 0,
dh. (j).
Schließlich sei x ∈ H1 und h ∈ H3. Wegen H3 ≤ Hpi1 ist dann f(x, h) = 0 =
f(xγ , h). Daher ist
0 = f(x, h) = f(xσ, hσ) = f(xγ + xδ, h+ hα + hβ)
= f(xγ , h) + f(xγ , hα) + f(xγ , hβ) + f(xδ, h) + f(xδ, hα) + f(xδ, hβ).
Wegen hα ∈ H0 ist f(xγ , hα) = 0 = f(xδ, hα). Ferner ist xδ ∈ H0 und hβ ∈ H1,
so dass auch f(xδ, hβ) = 0 ist. Daher gilt
0 = f(xγ , hβ) + f(xδ, h),
dh. (ij).
Es bleibe dem Leser u¨berlassen zu verifizieren, dass umgekehrt jedes Quadru-
pel (α, β, γ, δ), welches (j) und (ij) erfu¨llt, vermo¨ge (iij) ein σ ∈ C(pi) liefert und
dass die Zuordnung σ → (α, β, γ, δ) injektiv ist.
4.3. Satz. Es sei V ein Vektorraum des Ranges mindestens 3 u¨ber dem kom-
mutativen Ko¨rper K der Charakteristik 2. Ferner sei pi eine projektive Polarita¨t
von L(V ), die nicht symplektisch sei. Ferner seien ρ, σ ∈ C(pi). Geho¨rt zu ρ
gema¨ß 4.2 das Quadrupel (α, β, γ, δ) und zu σ das Quadrupel (α′, β′, γ′, δ′), so
geho¨rt zu ρσ das Quadrupel
(α+ α′ + βδ′, β′ + βγ′, γγ′, γδ′ + δ).
Beweis. Es sei (α′′, β′′, γ′′, δ′′) das zu ρσ geho¨rende Quadrupel. Ist h1 ∈ H1,
so ist hρ1 = h
γ
1 + h
δ
1. Daher ist
hρσ1 = h
γσ
1 + h
δσ
1 = h
γγ′
1 + h
γδ′
1 + h
δ
1.
Somit ist γ′′ = γγ′ und δ′′ = γδ′ + δ. Ist h3 ∈ H3, so ist
hρσ3 = h
σ
3 + h
ασ
3 + h
βσ
3 = h3 + h
α′
3 + h
β′
3 + h
α
3 + h
βγ′
3 + h
βδ′
3 .
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Also ist α′′ = α+ α′ + βδ′ und β′′ = β′ + βγ′. Damit ist alles bewiesen.
4.4. Satz. Es sei V ein Vektorraum des Ranges mindestens 3 u¨ber dem kommu-
tativen Ko¨rper K der Charakteristik 2. Ferner sei pi eine projektive Polarita¨t
von L(V ), die nicht symplektisch sei. Ferner sei ρ ∈ C(pi) und zu ρ geho¨re
gema¨ß 4.2 das Quadrupel (α, β, γ, δ). Genau dann liegt ρ im Zentrum von C(pi),
wenn β = 0, γ = 1 und δ = 0 ist.
Beweis. Es sei σ ∈ C(pi) und (α′, β′, γ′, δ′) sei das zugeho¨rige Quadrupel.
Nach 4.3 ist genau dann ρσ = σρ, wenn
α+ α′ + βδ′ = α′ + α+ β′δ,
β′ + βγ′ = β + β′γ,
γγ′ = γ′γ,
γδ′ + δ = γ′δ + δ′
ist. Nach 4.3 entspricht jedem Quadrupel der Form (0, 0, γ′, 0) ein σ ∈ C(pi).
Ist nun ρ ∈ Z(C(pi)), so ist also βγ′ = β, γγ′ = γ′γ und δ = γ′δ fu¨r alle
γ′ ∈ Sp(H1). Hieraus folgt β = 0 und δ = 0 sowie γ ∈ Z(Sp(pi)). Weil die
Charakteristik von K gleich 2 ist, ist Z(Sp(H1)) = {1}, so dass γ = 1 ist.
Ist umgekehrt (α, β, γ, δ) = (α, 0, 1, 0), so ist ρ ∈ Z(Sp(pi)).
4.5. Satz. Es sei V ein Vektorraum des Ranges mindestens 3 u¨ber dem kom-
mutativen Ko¨rper K der Charakteristik 2. Ferner sei pi eine projektive Polarita¨t
von L(V ), die nicht symplektisch sei. Dann entha¨lt C(pi) einen Normalteiler M
mit Z(C(pi)) ⊆M ⊆ C(pi) mit Sp(H1) ∼= C(pi)/M und M ′ ⊆ Z(C(pi)).
Beweis. Es sei M die Menge aller ρ ∈ C(pi), fu¨r die das zugeho¨rige Quadrupel
die Form (α, β, 1, δ) hat. Aus 4.3 folgt, dass M ein Normalteiler von C(pi) ist.
Ist ferner G die Menge aller ρ ∈ C(pi), deren zugeho¨riges Quadrupel die Form
(0, 0, γ, 0) hat, so ist G eine zu Sp(H1) isomorphe Untergruppe von C(pi) mit
C(pi) = GM und G∩M = {1}. Also ist C(pi)/M zu Sp(H1) isomorph. Aus 4.4
folgt Z(C(pi)) ⊆M und mit 4.3 folgt schließlich M ′ ⊆ Z(C(pi)).
4.6. Satz. Die Voraussetzungen seien wie in 4.5. Ist K perfekt, so gilt:
a) Ist RgK(V ) = n ungerade, so ist M = {1} und C(pi) ∼= Sp(n− 1,K).
b) Ist RgK(V ) = n gerade, so ist Z(C(pi)) zur additiven Gruppe von K und
M/Z(C(pi)) zu HomK(H3, H1) isomorph.
Beweis. Weil K perfekt ist, ist H nach 4.1 eine Hyperebene. Folglich ist
Hpi ein Punkt. Wegen H0 ≤ Hpi folgt daher, dass RgK(H0) ≤ 1 ist. Ferner ist
RgK(H1) gerade.
a) Ist RgK(V ) ungerade, so ist RgK(H) gerade. Wegen
RgK(H) = RgK(H0) + RgK(H1)
ist daher auch RgK(H0) gerade, so dass RgK(H0) = 0 und damit H0 = {0} ist.
Also ist H = H1 und H
pi = H2. Hieraus folgt mit
H3 ⊕H0 = Hpi1 ∩Hpi2 = Hpi ∩H = H0 = {0},
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dass auch H3 = {0} ist. Daher ist HomK(H3, H0) = {0} und HomK(H3, H1) =
{0}. Wegen H0 = {0} ist auch HomK(H1, H0) = {0}. Dies impliziert wiederum
M = {1}. Wegen H1 = H ist daher
C(pi) ∼= Sp(H1) ∼= Sp(n− 1,K).
b) Ist RgK(V ) gerade, so ist RgK(H) ungerade. Wegen
RgK(H0) = RgK(H)− RgK(H1)
ist dann auch RgK(H0) ungerade. Weil der Rang von H0 ho¨chstens Eins ist,
ist also RgK(H0) = 1. Insbesondere ist dann RgK(H1) = n− 2, was seinerseits
Rg(Hpi1 ) = 2 impliziert. Weil RgK(H0) = 1 = RgK(H
pi) ist, ist Hpi = H0, so
dass H2 = {0} ist. Dies besagt wiederum Hpi2 = V . Also ist
Hpi1 = H
pi
1 ∩Hpi2 = H0 ⊕H3,
so dass
RgK(H3) = RgK(H
pi
1 )− RgK(H0) = 2− 1 = 1
ist. Wegen
V = H0 ⊕H1 ⊕H3 = H1 ⊕Hpi1
ist Hpi1 nicht isotrop. Es gibt daher Vektoren p und q mit H0 = pK und H3 = qK
und f(p, q) = 1. Es sei nun α ∈ HomK(H3, H0) und β ∈ HomK(H3, H1). Sind
y, z ∈ H3, so sind y und z linear abha¨ngig. Dann sind aber auch yβ und zβ
linear abha¨ngig, so dass f(yβ , zβ) = 0 ist. Es sei qα = pr und y = qs sowie
z = qt. Dann ist
f(y, zα) + f(yα, z) + f(yβ , zβ) = f(q, p)srt+ f(p, q)srt = 0,
so dass die Bedingung (j) von 4.2 stets erfu¨llt ist.
Es sei h = qr ∈ H3. Genau dann ist
0 = f(xγ, qβ)r + f(xδ, q)r
fu¨r alle r ∈ K, wenn
0 = f(xγ , qβ) + f(xδ, q)
ist. Definiert man nun ϕ durch xδ = pϕ(x), so ist ϕ ∈ HomK(H1,K) und es
gilt
0 = f(xγ , qβ) + f(p, q)ϕ(x) = f(xγ , qβ) + ϕ(x),
so dass ϕ(x) = f(xγ , qβ) ist. Dies zeigt, dass
xδ = pf(xγ , qβ)
ist.
Sind umgekehrt α, β, γ gegeben und definiert man δ durch
xδ := pf(xγ , qβ),
so erfu¨llt das Quadrupel (α, β, γ, δ) die Bedingung (j) sowieso und auch die
Bedingung (ij), wie man leicht nachrechnet. Hieraus folgt alles Weitere.
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5. Quadratische Formen
Es sei V ein Vektorraum endlichen Ranges u¨ber dem kommutativen Ko¨rper K.
Eine AbbildungQ von V inK nennen wir, wie schon in Kapitel IIII, Abschnitt 4,
quadratische Form auf V , falls Q die beiden folgenden Bedingungen erfu¨llt:
1) Es ist Q(xk) = Q(x)k2 fu¨r alle x ∈ V und alle k ∈ K.
2) Die durch f(x, y) := Q(x+y)−Q(x)−Q(y) erkla¨rte Abbildung f von V ×V
in K ist eine Bilinearform.
Es ist
f(x, x) = Q(2x)− 2Q(x) = 4Q(x)− 2Q(x) = 2Q(x),
so dass f alternierend ist, falls Char(K) = 2 ist. Ferner ist klar, dass f(x, y) =
f(y, x) ist, so dass f also in jedem Fall symmetrisch ist. Man nennt f die zu Q
assoziierte Bilinearform. Ist Char(K) 6= 2, so ist Q(x) = 12f(x, x). Die quadra-
tische Form Q heißt nicht ausgeartet , falls die zu Q assoziierte Bilinearform f
nicht ausgeartet ist. Ist Char(K) = 2, so ist f alternierend, so dass Q ho¨chstens
dann nicht ausgeartet ist, wenn RgK(V ) gerade ist.
Ist Q eine quadratische Form auf V und ist f die zu Q assoziierte Bilinear-
form, so heißt die Menge
Kern(Q) := {x | x ∈ V,Q(x) = 0 und f(x, y) = 0 fu¨r alle y ∈ V }
Kern von Q. Offenbar ist Kern(Q) ein Unterraum von V . Ist na¨mlich x ∈
Kern(Q) und k ∈ K, so ist
Q(xk) = Q(x)k2 = 0
und
f(xk, y) = f(x, y)k = 0
fu¨r alle y ∈ V . Also ist xk ∈ Kern(Q). Sind x, x′ ∈ Kern(Q), so ist
Q(x+ x′) = f(x, x′) +Q(x) +Q(x′) = 0
und
f(x+ x′, y) = f(x, y) + f(x′, y) = 0
fu¨r alle y ∈ V . Daher ist auch x+ x′ ∈ Kern(Q).
Die quadratische Form Q heißt singula¨r , falls Kern(Q) 6= {0} ist.
5.1. Satz. Es sei V ein Vektorraum endlichen Ranges u¨ber dem kommutativen
Ko¨rper K und Q sei eine quadratische Form auf V .
a) Ist Q singula¨r, so ist Q ausgeartet.
b) Ist Char(K) 6= 2 und ist Q ausgeartet, so ist Q singula¨r.
Beweis. a) Es sei Q singula¨r. Es gibt dann einen von 0 verschiedenen Vektor
x ∈ Kern(Q). Fu¨r diesen Vektor gilt f(x, y) = 0 fu¨r alle y ∈ V , so dass Q
ausgeartet ist.
b) Q sei ausgeartet. Es gibt dann einen Vektor x ∈ V mit x 6= 0 und
f(x, y) = 0 fu¨r alle y ∈ V . Insbesondere ist dann auch
0 = f(x, x) = 2Q(x).
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Weil Char(K) 6= 2 ist, folgt Q(x) = 0, so dass x ∈ Kern(Q) ist. Folglich ist Q
singula¨r.
Dass es im Falle der Charakteristik 2 ausgeartete quadratische Formen gibt,
die nicht singula¨r sind, zeigt folgendes Beispiel. Es sei K ein Ko¨rper der Charak-
teristik 2 und V sei ein Vektorraum des Ranges 3 u¨ber K und b1, b2, b3 sei eine
Basis von V . Ist v = b1k1 + b2k2 + b3k3, so setzen wir
Q(v) := k21 + k2k3 + k
2
3.
Ist dann auch noch w = b1l1 + b2l2 + b3l3, so ist — hier wird benutzt, dass
Char(K) = 2 ist —,
f(v, w) = l2k3 + k2l3.
Hieraus folgt, dass f(v, w) = 0 fu¨r alle w ∈ V genau dann gilt, wenn v ∈ b1K
ist. Also ist Kern(Q) ≤ b1K. Nun ist Q(b1) = 1, so dass Kern(Q) = {0} ist.
Ist Q eine quadratische Form auf dem Vektorraum V und ist f die zu Q
assoziierte Bilinearform, so definieren wir das Radikal rad(Q) von Q durch
rad(Q) :=
{
x | x ∈ V, f(x, y) = 0 fu¨r alle y ∈ V }.
Offenbar ist rad(Q) ein Unterraum.
5.2. Satz. Es sei K ein perfekter Ko¨rper der Charakteristik 2. Ferner sei V
ein Vektorraum u¨ber K und Q sei eine quadratische Form auf V . Dann ist Q
sicher dann singula¨r, wenn RgK(rad(Q)) ≥ 2 ist.
Beweis. Es seien a und b zwei linear unabha¨ngige Vektoren aus rad(Q). Ist
Q(a) = 0 oder Q(b) = 0, so ist Q singula¨r. Wir ko¨nnen daher annehmen, dass
Q(a), Q(b) 6= 0 ist. Es gibt dann, da K perfekt ist, ein k ∈ K mit
k2 =
Q(a)
Q(b)
.
Weil a und b linear unabha¨ngig sind, ist a+ bk 6= 0. Ferner ist a+ bk ∈ rad(Q),
da rad(Q) ja ein Unterraum von V ist. Schließlich gilt
Q(a+ bk) = f(a, b)k +Q(a) +Q(b)k2 = 0,
so dass 0 6= a+ bk ∈ Kern(Q) ist, q. e. d.
5.3. Satz. Es sei K ein perfekter Ko¨rper der Charakteristik 2 und V sei ein
Vektorraum geraden Ranges u¨ber K. Ist Q eine quadratische Form auf V , so
ist Q genau dann nicht singula¨r, wenn Q nicht entartet ist.
Beweis. Ist Q nicht entartet, so ist Q nach 5.1 a) nicht singula¨r.
Ist Q entartet, so ist rad(Q) 6= {0}. Weil die zu Q assoziierte Bilinearform
f alternierend ist, induziert f in V/rad(Q) eine alternierende Bilinearform, die
u¨berdies nicht ausgeartet ist. Nach 1.6 ist somit RgK(V/rad(Q)) gerade. Weil
RgK(V ) gerade ist, ist auch RgK(rad(Q)) gerade. Wegen rad(Q) 6= {0} ist somit
RgK(rad(Q)) ≥ 2, so dass Q nach 5.2 singula¨r ist. Damit ist alles bewiesen.
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Es sei Q eine quadratische Form auf V und U sei der Kern von Q. Ist v ∈ V
und u ∈ U , so ist
Q(v + u) = f(v, u) +Q(v) +Q(u) = Q(v).
Definiert man Q′ auf V/U durch Q′(v+U) := Q(v), so ist also Q′ eine Abbildung
von V/U in K. Ferner ist
Q′(vk + U) = Q(vk) = Q(v)k2 = Q′(v + U)k2.
Definiert man f ′ durch
f ′(v + U,w + U) := Q′(v + w + U)−Q′(v + U)−Q′(w + U),
so folgt
f ′(v + U,w + U) = f(v, w).
Dies impliziert, dass auch f ′ eine Bilinearform ist. Folglich ist Q′ eine quadra-
tische Form auf V/U . Ist f ′(v + U,w + U) = 0 fu¨r alle w + U ∈ V/U und
ist Q′(v + U) = 0, so ist f(v, w) = 0 fu¨r alle w ∈ V und Q(v) = 0. Also ist
v ∈ U . Somit ist Q′ nicht singula¨r. Hieraus folgt, dass man eine U¨bersicht u¨ber
alle quadratischen Formen hat, wenn man alle nicht singula¨ren quadratischen
Formen kennt.
Ein Vektor v ∈ V heißt singula¨r , falls v 6= 0 und Q(v) = 0 ist. Ist v singula¨r,
so ist vk singula¨r fu¨r alle k ∈ K∗. Ferner ist f(w,w′) = 0 fu¨r alle w, w′ ∈ vK.
Ist U ∈ L(V ) und ist Q(u) = 0 und f(u,w) = 0 fu¨r alle u, w ∈ U , so heißt U
vollsta¨ndig singula¨r . Die von singula¨ren Vektoren aufgespannten Punkte sind
also vollsta¨ndig singula¨r.
Die Menge der zu Q geho¨renden vollsta¨ndig singula¨ren Punkte nennen wir
die zu Q geho¨rende, bzw. die durch Q definierte Quadrik . Ist Q nicht singula¨r,
so nennen wir die zugeho¨rige Quadrik, auch wenn sie leer sein sollte, nicht
ausgeartet . Ist Q singula¨r, so nennen wir die zugeho¨rige Quadrik, die dann
niemals leer ist, auch Kegel . Ist U der Kern von Q, so ist der durch Q definierte
Kegel offensichtlich die Projektion der zu Q′ geho¨renden Quadrik in L(V/U)
aus U . Dies rechtfertigt den Namen Kegel.
Sind Σ und Σ′ Quadriken in L(V ), so heißen Σ und Σ′ projektiv a¨quivalent ,
falls es eine projektive Kollineation von L(V ) gibt, welche Σ auf Σ′ abbildet.
Sind Q und Q′ quadratische Formen, so heißen sie projektiv a¨quivalent , falls
es ein k ∈ K∗ und ein σ ∈ GL(V ) gibt mit Q(x) = kQ′(xσ) fu¨r alle x ∈ V .
Sind Σ und Σ′ projektiv a¨quivalente Quadriken und wird Σ durch die quadra-
tische Form Q dargestellt, so definieren wir die quadratische Form Q′ durch
Q′(x) := Q(xγ
−1
) fu¨r alle x ∈ V , wobei γ ∈ GL(V ) so gewa¨hlt sei, dass Σγ = Σ′
ist. Nun ist genau dann Q′(x) = 0, wenn Q(xσ
−1
) = 0 ist. Hieraus folgt,
dass Σ′ durch Q′ dargestellt wird. Damit ist gezeigt, dass projektiv a¨quivalente
Quadriken durch projektiv a¨quivalente quadratische Formen dargestellt wer-
den. Die Umkehrung, dass projektiv a¨quivalente quadratische Formen projek-
tive a¨quivalente Quadriken darstellen ist ebenso einfach zu zeigen.
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5.4. Satz. Es sei Q eine quadratische Form auf dem Vektorraum V . Ist U ein
Teilraum von V , dessen Punkte alle auf der durch Q definierten Quadrik liegt,
so ist U vollsta¨ndig singula¨r.
Beweis. Es seien x, y ∈ U . Dann ist Q(x) = Q(y) = Q(x + y) = 0. Daher
ist
f(x, y) = Q(x+ y)−Q(x)−Q(y) = 0.
Damit ist bereits alles bewiesen.
6. Die wittsche Zerlegung
Es sei f eine symmetrische α-Semibilinearform auf V . Die Form f heißt spur-
wertig , falls es zu jedem x ∈ V ein k ∈ K gibt mit f(x, x) = k + kα.
Ist die Charakteristik von K ungerade, so gilt wegen f(x, x)α = f(x, x) die
Gleichung
f(x, x) =
1
2
f(x, x) +
(
1
2
f(x, x)
)α
,
so dass f spurwertig ist.
Ist f alternierend, so ist f(x, x) = 0 + 0α, so dass f auch in diesem Falle
spurwertig ist.
Ist Char(K) = 2 und induziert α auf Z(K) nicht die Identita¨t, so gibt es
nach III.6.3b) ein z ∈ Z(K) mit z + zα = 1. Dann ist
f(x, x) = f(x, x)(z + zα) = f(x, x)z + (f(x, x)z)α,
so dass f auch in diesem Falle spurwertig ist. Dieser Fall liegt insbesondere
dann vor, wenn K kommutativ und α ein involutorischer Automorphismus von
K ist.
Ist f die zu einer quadratischen Form assoziierte Bilinearform, so ist f eben-
falls spurwertig. Dies ist fu¨r Char(K) 6= 2 nach obigem selbstversta¨ndlich und
folgt fu¨r Char(K) = 2 daraus, dass f in diesem Falle alternierend ist.
Dass es auch nicht spurwertige symmetrische Bilinearformen gibt, zeigen die
Beispiele von projektiven Polarita¨ten, die wir in Abschnitt 4 betrachtet haben.
Wir setzen im Folgenden stets voraus, dass f eine spurwertige, symmetrische
α-Semibilinearform auf V ist, wobei wir statt α-Semibilinearform auch kurz α-
Form sagen werden. Nach obiger Bemerkung kann f also auch die zu einer
quadratischen Form assoziierte Bilinearform sein. Sind x und y zwei Vektoren
aus V und ist f(x, y) = 0, so nennen wir x und y orthogonal . Ist U ∈ L(V ), so
bezeichnen wir mit U⊥ die Menge aller zu allen Vektoren aus U orthogonalen
Vektoren. Zwei Unterra¨ume U und W heißen orthogonal , falls W ≤ U⊥ ist.
Weil f symmetrisch ist, ist auch die Orthogonalita¨tsrelation symmetrisch.
Ist U ∩ U⊥ 6= {0}, so heißt U , wie schon zuvor, isotrop. Ru¨hrt f von einer
quadratischen Form Q her, so heißt U singula¨r , falls U isotrop ist und außerdem
Q(u) = 0 ist fu¨r alle u ∈ U ∩ U⊥. Wir nennen U vollsta¨ndig singula¨r , falls U
vollsta¨ndig isotrop und singula¨r ist. Diesen Begriff hatten wir schon fru¨her
definiert. Man beachte, dass nicht isotrope Ra¨ume nicht singula¨r sind.
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6.1. Satz. Es sei V ein Vektorraum u¨ber K und f sei entweder eine spurwertige
α-Form oder die zu der quadratischen Form Q auf V assoziierte Bilinearform.
Ferner sei U ein von {0} verschiedener, vollsta¨ndig isotroper, bzw. vollsta¨ndig
singula¨rer Unterraum von V . Ist x ∈ V und x 6∈ U⊥, ist ferner k ∈ K, so gibt
es ein y ∈ U mit f(x+ y, x+ y) = k + kα, bzw. mit Q(x+ y) = k.
Beweis. Wir betrachten zuerst den Fall, dass f eine α-Form ist. Da f
spurwertig ist, gibt es ein l ∈ K mit f(x, x) = l + lα. Ist y ∈ U , so ist
f(y, y) = 0, da ja U ≤ U⊥ ist. Daher ist
f(x+ y, x+ y) = f(x, x) + f(x, y) + f(y, x) + f(y, y)
= l + lα + f(x, y) + f(x, y)α
= l + f(x, y) + (l + f(x, y))α.
Wegen x 6∈ U⊥ ist die Abbildung y → f(x, y) eine von Null verschiedene lineare
Abbildung von U in und damit auf K. Es gibt also ein y ∈ U mit f(x, y) = k−l,
womit der Satz im vorliegenden Falle bewiesen ist.
Es sei nun f die zu der quadratischen Form Q assoziierte Bilinearform. Wir
setzen l := Q(x). Ist y ∈ U , so ist Q(y) = 0, da U ja vollsta¨ndig singula¨r ist.
Es folgt also, dass
Q(x+ y) = Q(x) +Q(y) + f(x, y) = l + f(x, y)
ist. Es ist wieder f(x, y) 6= 0, so dass wir wie im ersten Fall die Existenz eines
y ∈ U erschließen, welches f(x, y) = k − l erfu¨llt. Dann ist Q(x + y) = k, so
dass die Behauptung auch im zweiten Falle bewiesen ist.
6.2. Satz. Es sei f eine spurwertige, nicht entartete, symmetrische α-Form
auf dem K-Vektorraum V , bzw. die zu einer nicht entarteten quadratischen
Form Q assoziierte Bilinearform. Ferner sei X ein vollsta¨ndig isotroper, bzw.
vollsta¨ndig singula¨rer Unterraum von V .
a) Ist Y ∈ L(V ) ein vollsta¨ndig isotroper, bzw. vollsta¨ndig singula¨rer Unterraum
mit RgK(Y ) = RgK(X) = r und Y ∩X⊥ = {0}, so ist X + Y nicht isotrop
und zu jeder Basis b1, . . . , br von X gibt es eine Basis c1, . . . , cr von Y
mit f(bi, cj) = δij fu¨r i, j := 1, . . . , r.
b) Ist U ein vollsta¨ndig isotroper bzw. vollsta¨ndig singula¨rer Unterraum mit
RgK(U) ≤ RgK(X) und U∩X⊥ = {0}, so gibt es einen vollsta¨ndig isotropen
bzw. einen vollsta¨ndig singula¨ren Unterraum Y mit U ≤ Y , RgK(Y ) =
RgK(X) und Y ∩X⊥ = {0}.
Beweis. a) Weil f nicht entartet ist, ist die Abbildung ⊥ eine Polarita¨t von
L(V ). Daher ist
(X + Y ) ∩ (X + Y )⊥ = (X + Y ) ∩X⊥ ∩ Y ⊥.
Wegen X ≤ X⊥ gilt daher auf Grund des Modulargesetzes, und weil X ∩Y ⊥ =
{0} vorausgesetzt ist,
(X + Y ) ∩X⊥ ∩ Y ⊥ = (X + (Y ∩X⊥)) ∩ Y ⊥ = X ∩ Y ⊥.
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Nun ist X⊥ ∩ Y = {0} und daher X + Y ⊥ = V . Weil f nicht entartet
ist, ist RgK(Y ) + RgK(Y
⊥) = RgK(V ) und wegen RgK(X) = RgK(Y ) ist
RgK(X) + RgK(Y
⊥) = RgK(V ). Hieraus folgt, dass V = X ⊕ Y ⊥ ist. Dies
besagt wiederum X ∩ Y ⊥ = {0}. Also ist (X + Y ) ∩ (X + Y )⊥ = {0}, so dass
X + Y nicht isotrop, bzw. nicht singula¨r ist.
Wir definieren fu¨r i := 1, . . . , r die Abbildung ϕi ∈ HomK(Y,K) durch
ϕi(y) := f(bi, y)
fu¨r alle y ∈ Y . Ferner setzen wir Hi := Kern(ϕi). Dann ist
r⋂
i:=1
Hi ≤ X⊥ ∩ Y = {0}.
Daher ist
Pj :=
r⋂
i:=1, i 6=j
Hi
ein Punkt, da ja RgK(Y ) = r ist. Ist y ∈ Pj , so ist f(bi, y) = 0 fu¨r i 6= j und
f(bj , y) 6= 0. Es gibt daher auch ein cj ∈ Pj mit f(bi, cj) = δij . Offenbar ist c1,
. . . , cr eine Basis von Y . Damit ist a) bewiesen.
b) Ist RgK(U) = r, so ist nichts zu beweisen. Es sei also
RgK(U) < r.
Wegen U ∩X⊥ = {0} ist V = U⊥ +X. Daher ist
RgK(V ) = RgK(X) + RgK(U
⊥)− RgK(X ∩ U⊥)
= RgK(X) + RgK(V )− RgK(U)− RgK(X ∩ U⊥)
Hieraus folgt
RgK(X) = RgK(U) + RgK(X ∩ U⊥),
so dass wegen RgK(U) < RgK(X) die Ungleichung X ∩ U⊥ 6= {0} gilt. Wa¨re
U⊥ ≤ U +X⊥, so wa¨re U ≥ U⊥ ∩X und folglich wa¨re
{0} = U ∩X⊥ ≥ U⊥ ∩X ∩X⊥ = U⊥ ∩X 6= {0}.
Dieser Widerspruch zeigt, dass es ein y ∈ U⊥ gibt mit y 6∈ U + X⊥. Ist
x ∈ U⊥ ∩X, so ist y+x ∈ U⊥ und wegen X ≤ X⊥ auch y+x 6∈ U +X⊥. Weil
U⊥ ∩X 6= {0} und außerdem vollsta¨ndig isotrop bzw. vollsta¨ndig singula¨r ist,
gibt es nach 6.1 ein x ∈ U⊥∩X, so dass y+x isotrop, bzw. singula¨r ist. Wegen
y + x 6∈ U +X⊥ ist y + x 6= 0. Setze
U ′ := U ⊕ (y + x)K.
Dann ist RgK(U
′) = RgK(U) + 1. Ferner ist U
′ vollsta¨ndig isotrop, bzw.
vollsta¨ndig singula¨r. Wegen y + x 6∈ U +X⊥ ist
RgK(U
′ +X⊥) = RgK(U +X
⊥) + 1
= RgK(U) + RgK(X
⊥) + 1
= RgK(U
′) + RgK(X
⊥),
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so dass RgK(U
′ ∩ X⊥) = 0 ist. Folglich ist U ′ ∩ X⊥ = {0}. Vollsta¨ndige
Induktion liefert nun die Behauptung unter b).
6.3. Korollar. Ist X ein vollsta¨ndig isotroper bzw. vollsta¨ndig singula¨rer Un-
terraum von V , so gibt es einen vollsta¨ndig isotropen bzw. vollsta¨ndig singula¨ren
Unterraum Y von V mit RgK(Y ) = RgK(X) und X ∩ Y = {0}, so dass X + Y
nicht isotrop bzw. nicht singula¨r ist.
Dies folgt mit U := {0} aus 6.2.
Aus 6.3 folgt wiederum, dass 2RgK(X) ≤ RgK(V ) ist, falls X ein vollsta¨ndig
isotroper bzw. vollsta¨ndig singula¨rer Unterraum von V ist.
6.4. Satz. Es sei f eine spurwertige, nicht entartete, symmetrische α-Form auf
dem K-Vektorraum V , bzw. die der nicht entarteten quadratischen Form Q auf
V assoziierte Bilinearform. Ferner seien X1 und X2 zwei maximale vollsta¨ndig
isotrope bzw. vollsta¨ndig singula¨re Unterra¨ume von V . Setze X := X1 ∩ X2.
Es seien S1 und S2 Unterra¨ume mit Xi = X ⊕ Si. Schließlich setzen wir
S := S1 + S2. Es gibt dann zwei Unterra¨ume U und W von V mit:
a) Die Unterra¨ume U+X, S und W sind nicht isotrop und paarweise orthogonal.
b) Es ist V = X ⊕ S ⊕ U ⊕W .
c) Es gibt keinen von 0 verschiedenen isotropen bzw. singula¨ren Vektor in W .
d) U ist vollsta¨ndig isotrop bzw. vollsta¨ndig singula¨r.
Daru¨ber hinaus ist RgK(X1) = RgK(X2), RgK(U) = RgK(X), RgK(S1) =
RgK(S2) und RgK(W ) = RgK(V )− 2RgK(X1).
Beweis. Ist M ein maximaler vollsta¨ndig isotroper bzw. vollsta¨ndig sin-
gula¨rer Unterraum, ist x ∈ M⊥ und ist x isotrop bzw. singula¨r, so ist x ∈ M ,
da andernfalls M +xK ein vollsta¨ndig isotroper bzw. vollsta¨ndig singula¨rer Un-
terraum von V wa¨re, der M echt umfasste. Ist also x ∈ X⊥i und ist x isotrop
bzw. singula¨r, so ist x ∈ Xi.
Ist y ∈ S1 ∩ S⊥2 , so ist y ∈ X⊥1 , da ja S1 ≤ X1 ≤ X⊥1 ist. Weil X ≤ X1 gilt,
ist also y ∈ X⊥. Somit ist
y ∈ X⊥ ∩ S⊥2 = (X + S2)⊥ = X⊥2 .
Da y isotrop bzw. singula¨r ist, ist also y ∈ X2. Also ist
y ∈ S1 ∩X2 = S1 ∩X1 ∩X2 = S1 ∩X = {0}.
Somit ist S1 ∩ S⊥2 = {0}. Ebenso folgt S2 ∩ S⊥1 = {0}.
Weil f nicht entartet ist, ist also, da ja S1 ∩ S⊥2 = {0} ist, V = S1 ⊕ S⊥2 .
Also ist
RgK(S1) + RgK(S
⊥
2 ) = RgK(V ).
Andererseits ist
RgK(S2) + RgK(S
⊥
2 ) = RgK(V ),
so dass
RgK(S1) = RgK(S2)
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ist. Hieraus und aus S1 ∩ S⊥2 = {0} folgt nach 6.2 a), dass S = S1 + S2 nicht
isotrop ist. Aus 1.5 folgt weiter, dass S⊥ nicht isotrop ist. Es ist X ≤ S⊥.
Nach 6.3, angewandt auf X und S⊥, gibt es daher einen vollsta¨ndig isotropen
bzw. vollsta¨ndig singula¨ren Unterraum U ≤ S⊥ mit RgK(X) = RgK(U) und
X ∩ U = {0}, so dass X + U nicht singula¨r ist. Wir setzen
W := (X + U)⊥ ∩ S⊥.
Weil S nicht isotrop ist, ist V = S ⊕ S⊥. Daher ist, da ja S ≤ (X + U)⊥ gilt,
(X + U)⊥ = (X + U)⊥ ∩ (S ⊕ S⊥)
= S ⊕ ((X + U)⊥ ∩ S⊥)
= S ⊕W.
Weil X+U und damit (X+U)⊥ nicht isotrop sind und dies auch von S gilt, ist
auch W nicht isotrop. Weil ferner S ≤ (X + U)⊥, W ≤ S⊥ und X + U ≤ W⊥
gilt, ist a) erfu¨llt. Ferner ist
V = X ⊕ U ⊕ (X ⊕ U)⊥ = X ⊕ U ⊕ S ⊕W,
so dass auch b) gilt
Es sei w ∈W und w sei isotrop bzw. singula¨r. Dann ist
w ∈ (X + S)⊥ ≤ X⊥1 ,
so dass nach unserer Bemerkung zu Anfang des Beweises w ∈ X1 gilt. Daher
ist
w ∈ X1 ∩W ≤ (X + S) ∩W = {0}.
Damit ist auch c) bewiesen.
Wir haben bereits gezeigt, dass
RgK(S1) = RgK(S2)
und
RgK(X) = RgK(U)
ist. Alle u¨brigen Rangaussagen folgen aus diesen.
Es sei V ein Vektorraum und f sei eine spurwertige α-Form auf V oder
die einer quadratischen Form assoziierte Bilinearform. Sind X, Y und Z Un-
terra¨ume von V und ist V = X⊕Y ⊕Z, so nennt man diese Zerlegung von V in
eine direkte Summe wittsche Zerlegung von V , falls X und Y vollsta¨ndig isotrop
bzw. vollsta¨ndig singula¨r sind, falls Z nicht isotrop ist und falls Z ≤ (X + Y )⊥
gilt.
6.5. Satz. Es sei f eine spurwertige, nicht ausgeartete symmetrische α-Form
auf dem K-Vektorraum V bzw. die der nicht ausgearteten quadratischen Form
Q auf V assoziierte Bilinearform. Dann gilt:
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(a) Sind X und Y zwei maximale vollsta¨ndig isotrope bzw. vollsta¨ndig singula¨re
Teilra¨ume von V , so ist RgK(X) = RgK(Y ).
(b) Ist X ein maximaler vollsta¨ndig isotroper bzw. vollsta¨ndig singula¨rer Teil-
raum von V , so gibt es einen maximalen vollsta¨ndig isotropen bzw. vollsta¨n-
dig singula¨ren Teilraum Y von V mit X ∩ Y = {0}.
(c) Sind X und Y maximale vollsta¨ndig isotrope bzw. vollsta¨ndig singula¨re Teil-
ra¨ume mit X ∩ Y = {0}, so ist X + Y nicht isotrop und (X + Y )⊥ entha¨lt
keinen von 0 verschiedenen isotropen bzw. singula¨ren Vektor. Insbesondere
ist X, Y , (X + Y )⊥ eine wittsche Zerlegung von V .
(d) V besitzt eine wittsche Zerlegung.
Dies folgt unmittelbar aus 6.4 und 6.3.
Ist ν der Rang eines maximalen vollsta¨ndig isotropen bzw. eines maximalen
vollsta¨ndig singula¨ren Teilraumes von V , so ist ν nach 6.5a) der Rang eines
jeden maximalen vollsta¨ndig isotropen bzw. singula¨ren Teilraumes. Die Zahl ν
heißt Index von f bzw. von Q. Nach 6.5b) ist 2ν ≤ RgK(V ). Ist 2ν = RgK(V ),
so heißt f bzw. Q von maximalem Index . Formen von maximalem Index gibt
es also ho¨chstens dann, wenn der Rang von V gerade ist. In diesem Falle gibt
es aber auch immer eine. Genauer gilt:
6.6. Satz. Es sei V ein Vektorraum des Ranges 2ν. Dann gibt es bis auf
Isometrie genau eine quadratische Form des Index ν auf V .
Beweis. Es sei Q eine quadratische Form vom Index ν auf V und f sei
die zugeho¨rige Bilinearform. Nach 6.3 gibt es dann zwei vollsta¨ndig singula¨re
Unterra¨ume X und Y des Ranges ν mit X ∩ Y = {0}, so dass X + Y nicht
isotrop ist. Dann ist
V = X ⊕ Y,
da ja RgK(V ) = RgK(X) + RgK(Y ) ist. Es sei v ∈ V . Es gibt dann x ∈ X und
y ∈ Y mit v = x+ y. Es folgt
Q(v) = Q(x) +Q(y) + f(x, y) = f(x, y).
Wegen X = X⊥ ist X⊥ ∩ Y = {0}, so dass es nach 6.2 eine Basis b1, . . . , bν
von X und eine Basis c1, . . . , cν von Y gibt mit f(bi, cj) = δij fu¨r alle i und
j. Hieraus und aus Q(v) = f(x, y) folgt, dass Q bis auf Isometrie eindeutig
festliegt.
Es seien umgekehrt X und Y Unterra¨ume des Ranges ν von V und es gelte
V = X ⊕ Y . Ist b1, . . . , bν eine Basis von X und c1, . . . , cν eine solche von Y ,
so definieren wir f durch
f(x, y) :=
ν∑
i:=1
xiyi,
falls x =
∑ν
i:=1 bixi und y =
∑ν
i:=1 ciyi ist, und weiter durch
f(x+ y, x′ + y′) = f(x, y′) + f(x′, y)
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fu¨r alle x, x′ ∈ X und alle y, y′ ∈ Y . Dann ist
f(y, x) = f(0 + y, x+ 0) = f(0, 0) + f(x, y) = f(x, y).
Ferner ist
Q((x+ y)k) = f(xk, yk) = f(x, y)k2 = Q(x+ y)k2
und
Q(x+ y + x′ + y′)−Q(x+ y)−Q(x′ + y′)
= f(x+ x′, y + y′)− f(x, y)− f(x′, y′)
= f(x, y′) + f(x′, y) = f(x+ y, x′ + y′).
Damit ist gezeigt, dass Q eine quadratische Form ist, die u¨berdies nicht aus-
geartet ist. Weil X und Y vollsta¨ndig singula¨r sind, ist ν der Index von Q.
Damit ist alles bewiesen.
7. Der Satz von Witt
Der Satz von Witt, den wir in diesem Abschnitt beweisen werden, ist von großer
Wichtigkeit beim Studium der Zentralisatoren von Polarita¨ten. Bevor wir ihn
formulieren, jedoch noch einige Bemerkungen. Zuna¨chst erweitern wir den Be-
griff der Isometrie etwas.
Ist f eine α-Form auf dem K-Vektorraum V und f ′ eine α-Form auf dem
K-Vektorraum V ′, ist σ eine bijektive lineare Abbildung von V auf V ′ und gilt
f ′(xσ, yσ) = f(x, y) fu¨r alle x, y ∈ V , so heißt σ Isometrie von V auf V ′. Ferner
nennen wir σ auch dann eine Isometrie von V auf V ′, wenn Q eine quadratische
Form auf V und Q′ eine quadratische Form auf V ′ ist und wenn fu¨r alle x ∈ V
die Gleichung Q′(xσ) = Q(x) gilt.
Es sei f eine nicht entartete α-Form auf V und f ′ sei eine α-Form auf V ′.
Ferner sei σ eine lineare Abbildung von V in V ′ mit f ′(xσ, yσ) = f(x, y) fu¨r alle
x, y ∈ V . Ist yσ = 0, so ist
f(x, y) = f ′(xσ, yσ) = f ′(xσ, 0) = 0
fu¨r alle x ∈ V , so dass y = 0 ist, da f als nicht entartet vorausgesetzt wurde.
Also ist σ injektiv. Ist RgK(V ) = RgK(V
′), so ist σ also eine Bijektion und
damit eine Isometrie.
7.1. Satz. Ist f eine symmetrische α-Form auf V bzw. die zu einer quadrati-
schen Form Q assoziierte Bilinearform, sind ferner X1 und X2 Teilra¨ume von
V sowie σ1 und σ2 Isometrien von X1 bzw. X2 in V , gilt
X1 ∩X2 = {0} = Xσ11 ∩Xσ22
und
f(xσ11 , x
σ2
2 ) = f(x1, x2)
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fu¨r alle x1 ∈ X1 und alle x2 ∈ X2 (dies ist eine zusa¨tzliche Eigenschaft zu den
Isometriebedingungen), so ist die durch
(x1 + x2)
ν := xσ11 + x
σ2
2
definierte lineare Abbildung ν von X1 ⊕X2 auf Xσ11 ⊕Xσ22 eine Isometrie von
X1 ⊕X2 in V .
Beweis. Es ist banal, dass ν eine bijektive lineare Abbildung von X1 ⊕X2
auf Xσ11 ⊕Xσ22 ist. Ferner ist
f
(
(x1 + x2)
ν , (y1 + y2)
ν
)
= f(xσ11 + x
σ2
2 , y
σ1
1 + σ
σ2
2 )
= f(xσ11 , y
σ1
1 ) + f(x
σ1
1 , y
σ2
2 ) + f(x
σ2
2 , y
σ1
1 ) + f(x
σ2
2 , y
σ2)
= f(x1, y1) + f(x1, y2) + f(x2, y1) + f(x2, y2)
= f(x1 + x2, y1 + y2),
bzw.
Q
(
(x1 + x2)
ν
)
= Q(xσ11 + x
σ2
2 )
= Q(xσ11 ) +Q(x
σ2
2 ) + f(x
σ1
1 , x
σ2
2 )
= Q(x1) +Q(x2) + f(x1, x2)
= Q(x1 + x2).
Damit ist gezeigt, dass ν eine Isometrie ist.
7.2. Satz von Witt. Es sei f eine spurwertige, symmetrische, nicht entartete
α-Form auf dem K-Vektorraum V , bzw. die der nicht entarteten quadratischen
Form Q auf V assoziierte Bilinearform. Ist X ein Teilraum von V und ist σ
eine injektive lineare Abbildung von X in V mit f(xσ, yσ) = f(x, y) fu¨r alle x,
y ∈ X, bzw. Q(xσ) = Q(x) fu¨r alle x ∈ X, so gibt es eine Isometrie τ von V
auf sich mit xτ = xσ fu¨r alle x ∈ X.
Beweis. Setze
Y := {y | y ∈ X, yσ = y} und P := {xσ − x | x ∈ X}.
Dann ist P ∼= X/Y .
Wir betrachten zuna¨chst den Fall, wo Y eine Hyperebene von X ist. Wegen
P ∼= X/Y ist P dann ein Punkt.
Ist X ′ ≤ P⊥ und X ∩X ′ = Xσ ∩X ′ = {0}, so gilt fu¨r x ∈ X und y ∈ X ′
wegen X ′ ≤ P⊥ die Gleichung
0 = f(xσ − x, y) = f(xσ, y)− f(x, y),
so dass f(xσ, y) = f(x, y) ist. Definiert man ν durch
(x+ y)ν := xσ + y,
so ist ν nach 7.1 eine Isometrie von X ⊕X ′ in V , die u¨berdies die Vektoren aus
X ′ festla¨sst. Hieraus folgt weiter
P = {xν − x | x ∈ X +X ′}.
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Sind x, y ∈ X, so ist
(∗) f(xσ, yσ − y) = f(xσ, yσ)− f(xσ, y) = f(x, y)− f(xσ, y) = f(x− xσ, y).
Ist u¨berdies x ∈ Y , so ist nach (∗) also
f(x, yσ − y) = f(xσ, yσ − y) = f(x− xσ, y) = 0,
da in diesem Falle ja x = xσ ist. Also ist Y ≤ P⊥.
1. Fall: Es ist X 6≤ P⊥. Aus (∗) folgt, dass dann auch Xσ 6≤ P⊥ ist. Weil
Y eine Hyperebene von X und damit auch von Xσ ist und weil
Y ≤ X ∩ P⊥, Xσ ∩ P⊥
gilt, ist also
X ∩ P⊥ = Y = Xσ ∩ P⊥.
Wa¨hle ein Komplement X ′ von Y in P⊥. Dann ist X∩X ′ = {0} und Xσ∩X ′ =
{0}, so dass sich σ, wie eingangs bemerkt, zu einer Isometrie ν von X + X ′ in
V fortsetzen la¨sst. Nun ist
P⊥ = Y ⊕X ′ < X +X ′ ≤ V,
so dass X + X ′ = V ist, da P⊥ ja eine Hyperebene von V ist. In diesem Falle
setze man τ := ν. Dann ist τ eine mo¨gliche Fortsetzung von σ.
2. Fall: Es ist X ≤ P⊥. Aus (∗) folgt, dass dann auch Xσ ≤ P⊥ ist. Hieraus
folgt weiter
P ≤ X +Xσ ≤ P⊥,
so dass P isotrop bzw. singula¨r ist. Fu¨r Letzteres muss man noch beachten,
dass fu¨r p ∈ P die Gleichung Q(p) = 0 gilt. Ist p ∈ P , so gibt es ein x ∈ X mit
p = xσ − x und es folgt
Q(xσ − x) = Q(xσ) +Q(x)− f(xσ, x) = 2Q(x)− f(xσ − x, x)− f(x, x) = 0.
Nach I.7.2 gibt es einen Teilraum X ′ von P⊥ mit
X ⊕X ′ = P⊥ = Xσ ⊕X ′.
Nach 7.1 la¨sst sich σ zu einer Isometrie von X ⊕ X ′ auf Xσ ⊕ X ′, dh. zu
einer Isometrie von P⊥ fortsetzen, die u¨berdies die Hyperebene Y + X ′ von
P⊥ elementweise festla¨sst. Wir du¨rfen daher im weiteren Verlauf des Beweises
annehmen, dass X = P⊥ ist und dass σ eine Isometrie von X auf sich ist. Dies
wird im Folgenden wesentlich benutzt.
Ist z ∈ V , so ist die Abbildung x → f(xσ−1 , z) fu¨r x ∈ X eine lineare
Abbildung von X in K. Es gibt ferner eine lineare Abbildung ϕ von V in K mit
ϕ(x) = f(xσ
−1
, z) fu¨r alle x ∈ X. Weil f nicht ausgeartet ist, gibt es ein z′ ∈ V
mit f(v, z′) = ϕ(v) fu¨r alle v ∈ V . Ersetzt man x durch xσ, so sieht man, dass
es zu jedem z ∈ V ein z′ ∈ V gibt mit
f(x, z) = ϕ(xσ) = f(xσ, z′)
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fu¨r alle x ∈ X. Ist y ∈ X, so gilt wegen X = Xσ = P⊥ die Gleichung
(∗∗) f(xσ, z′) = f(xσ, z′ + yσ − y).
Ist z 6∈ X, so ist auch z′ 6∈ X. Wa¨re na¨mlich z′ ∈ X, so wa¨re
f(xσ − x, z′) = 0
fu¨r alle x ∈ X, woraus f(xσ, z′) = f(x, z) fu¨r alle x ∈ X folgte. Daher ga¨lte nach
(∗∗) die Gleichung f(x, z′) = f(x, z) fu¨r alle x ∈ X, was wiederum f(x, z−z′) =
0 nach sich zo¨ge, so dass
z − z′ ∈ X⊥ = P⊥⊥ = P ≤ X
wa¨re im Widerspruch zu z 6∈ X. Da P vollsta¨ndig isotrop bzw. vollsta¨ndig
singula¨r ist und weil f als spurwertig vorausgesetzt wurde, gibt es nach 6.1 ein
y ∈ X mit
f(z′ + yσ − y, z′ + yσ − y) = f(z, z)
bzw.
Q(z′ + yσ − y) = Q(z).
Weil schließlich
f(xσ, z′) = f(xσ, z′ + yσ − y)
fu¨r alle x ∈ X gilt, ersetzen wir z′ durch z′ + yσ − y um zu sehen, dass es zu
z ∈ V mit z 6∈ X ein z′ ∈ V mit z′ 6∈ X gibt, so dass
f(xσ, z′) = f(x, z′)
fu¨r alle x ∈ X gilt, sowie
f(z′, z′) = f(z, z)
bzw.
Q(z′) = Q(z).
Hieraus folgt, dass sich σ zu einer Isometrie von X ⊕ zK = V auf X ⊕ z′K = V
fortsetzen la¨sst.
Der Rest des Beweises folgt nun mit Induktion nach RgK(X). Ist RgK(X) =
0, so ist der Satz trivial. Es sei also n := RgK(X) > 0 und Z ≤ X sowie
RgK(Z) = n−1. Schra¨nkt man σ auf Z ein, so gibt es nach Induktionsannahme
eine Isometrie ρ von V mit yσ = yρ fu¨r alle y ∈ Z. Ist sogar xσ = xρ fu¨r alle
x ∈ X, so ist τ := ρ eine Fortsetzung von σ auf V . Es sei also xρ 6= xσ fu¨r
wenigstens ein x ∈ X. Dann ist σρ−1 eine Isometrie von X in V mit
Z = {x | x ∈ X,xσρ−1 = x}.
Nach dem bereits Bewiesenen — Z spielt jetzt die Rolle von Y — gibt es dann
eine Isometrie ν von V mit xν = xσρ
−1
fu¨r alle x ∈ X. Die Abbildung τ := νρ ist
dann eine Isometrie von V mit xσ = xτ fu¨r alle x ∈ X. Damit ist 7.2 bewiesen.
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7.3. Korollar. Es sei f eine spurwertige, nicht entartete α-Form auf dem
Vektorraum V , bzw. die der nicht entarteten quadratischen Form Q auf V
assoziierte Bilinearform. Ist dann G die Gruppe der zugeho¨rigen Isometrien, so
gilt:
a) Ist M die Menge der vollsta¨ndig isotropen, bzw. vollsta¨ndig singula¨ren Un-
terra¨ume vom Rang i von V , so ist G auf M transitiv.
b) Ist U ein vollsta¨ndig isotroper bzw. vollsta¨ndig singula¨rer Unterraum von V ,
so wird jede Isometrie von U auf sich von einem σ ∈ G induziert.
Dies folgt unmittelbar aus 7.2.
8. Unita¨re Gruppen
Als Na¨chstes studieren wir die Zentralisatoren von unita¨ren Polarita¨ten, die
durch spurwertige α-Formen dargestellt werden. Das uns hier vor allem in-
teressierende Resultat ist, dass die von Elationen erzeugte Untergruppe einer
solchen Gruppe bis auf drei Ausnahmen einfach ist. Wir werden diesen Satz
nicht in voller Allgemeinheit beweisen, aber nur solche Geometrien ausschließen,
deren Koordinatenko¨rper nicht kommutativ sind und ein Zentrum haben, wel-
ches zu GF(2), GF(3), GF(4) oder GF(9) isomorph ist. Dass wir diese sehr
fremdartigen Ko¨rper aus der Betrachtung ausschließen, liegt an unserer Beweis-
methode. Es gibt zwar Schiefko¨rper, deren Zentrum zu einem der genannten
Galoisfelder isomorph ist (P. M. Cohn 1977, S. 116/117), ich weiß aber nicht, ob
es unter ihnen auch solche gibt, die einen Antiautomorphismus gestatten. Das
Studium der unita¨ren Gruppen wird uns drei Abschnitte lang bescha¨ftigen.
Bei den Studien dieses Abschnitts werden wir uns des Satzes 1.9 bedi-
enen, der besagt, dass sich unita¨re Polarita¨ten nicht nur durch symmetrische
α-Formen, sondern auch durch antisymmetrische α-Formen darstellen lassen.
Dabei heißt eine α-Form antisymmetrisch, falls
f(u, v)α = −f(v, u)
ist fu¨r alle u, v ∈ V und falls im Falle α = 1 außerdem f(x, x) = 0 fu¨r alle
x ∈ V gilt. Dies hat den Vorteil, dass die hier vorzutragenden Sa¨tze auch fu¨r
die symplektischen Gruppen gelten. Dies werden wir nicht weiter ausnutzen, da
wir die Einfachheit der symplektischen Gruppen ja bereits bewiesen haben.
8.1. Satz. Es sei V ein Vektorraum u¨ber dem Ko¨rper K und f sei eine nicht
ausgeartete, antisymmetrische α-Semibilinearform auf V . Ferner sei ϕ eine
lineare Abbildung von V in K und h sei ein Element des Kernes von ϕ. Ist τ
die durch
xτ := x+ hϕ(x)
definierte Transvektion von V , so ist τ genau dann eine Isometrie von V , wenn
es ein λ ∈ K gibt mit λα = λ und
ϕ(x) = λf(h, x)
fu¨r alle x ∈ V .
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Transvektionen dieser Art nennen wir in Zukunft unita¨r .
Beweis. Wir du¨rfen annehmen, dass τ 6= 1 ist. Es sei τ eine Isometrie. Dann
ist
f(u, v) = f(uτ , vτ ) = f(u+ hϕ(u), v + hϕ(v))
= f(u, v) + f(u, h)ϕ(u) + ϕ(u)αf(h, v) + ϕ(u)αf(h, h)ϕ(v)
fu¨r alle u, v ∈ V . Es folgt
0 = f(u, h)ϕ(v) + ϕ(u)αf(h, v) + ϕ(u)αf(h, h)ϕ(v)
fu¨r alle u, v ∈ V . Setze u := h. Dann ist
0 = f(h, h)ϕ(v) + 0αf(h, v) + 0αf(h, h)ϕ(v) = f(h, h)ϕ(v)
fu¨r alle v ∈ V . Wegen τ 6= 1 gibt es ein v ∈ V mit ϕ(v) 6= 0, so dass f(h, h) = 0
ist.
Wegen f(h, h) = 0 ist
0 = f(u, h)ϕ(v) + ϕ(u)αf(h, v)
fu¨r alle u, v ∈ V . Da f nicht entartet ist und wegen τ 6= 1 auch h 6= 0 gilt, gibt
es ein u ∈ V mit f(u, h) = 1. Es folgt
ϕ(v) = −ϕ(u)αf(h, v)
fu¨r alle v ∈ V . Setze λ := −ϕ(u)α. Dann ist also ϕ(v) = λf(h, v) fu¨r alle v ∈ V .
Es folgt
ϕ(u) = λf(h, u) = λ
(−f(u, h)α) = −λ = ϕ(u)α.
Hieraus folgt wiederum λα = λ.
Ist umgekehrt λα = λ und f(h, h) = 0, so zeigt eine banale Rechnung, dass
die durch xτ := x+ hλf(h, x) definierte Transvektion τ eine Isometrie ist.
8.2. Satz. Es sei V ein Vektorraum u¨ber dem Ko¨rper K und f sei eine nicht
ausgeartete, antisymmetrische α-Form auf V . Ist P ein isotroper Punkt, ist
G eine nicht isotrope Gerade durch P und sind Q und R von P verschiedene
isotrope Punkte auf G, so gibt es eine unita¨re Transvektion τ mit dem Zentrum
P , fu¨r die Qτ = R gilt.
Beweis. Es sei P = pK, Q = qK und R = rK. Dann sind die Vektoren
p, q und r isotrop. Da G nicht isotrop ist, ist f(p, q), f(p, r) 6= 0. Indem
man q und r ggf. mit einem Skalar multipliziert, kann man erreichen, dass
f(p, q) = f(p, r) = 1 ist. Weil p und q linear unabha¨ngig sind, gibt es µ und λ
mit r = pλ+ qµ. Es folgt
1 = f(p, r) = f(p, pλ+ qµ) = µ
und
0 = f(r, r) = f(pλ+ q, pλ+ q) = λαf(p, q) + f(q, p)λ = λα − λ.
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Also ist λα = λ. Definiert man nun τ durch
xτ := x+ pλf(p, x),
so ist τ nach 8.1 eine unita¨re Transvektion mit dem Zentrum P und es gilt
qτ = q + pλ = r,
so dass Qτ = R ist. Damit ist alles bewiesen.
Ist g eine spurwertige, nicht ausgeartete, symmetrische α-Form mit α 6= 1, so
gibt es nach Satz 1.9 eine nicht ausgeartete, antisymmetrische β-Form f und ein
k ∈ K∗ mit f(u, v) = kg(u, v). Die Isometrien von f sind offenbar die gleichen
wie die von g. Ist g spurwertig, so ko¨nnen wir die Sa¨tze u¨ber spurwertige
α-Formen auch auf f anwenden. Um dies auszudru¨cken werden wir auch f
spurwertig nennen, wenn der gerade geschilderte Zusammenhang besteht.
8.3. Satz. Es sei f eine nicht ausgeartete, antisymmetrische, spurwertige α-
Form auf dem K-Vektorraum V . Mit Σ bezeichnen wir die Elemente s ∈ K,
fu¨r die sα = s gilt. Es sei G eine nicht isotrope Gerade von L(V ) und P sei ein
isotroper Punkt auf G. Es gibt dann einen weiteren isotropen Punkt Q auf G.
Ist dann P = pK und Q = qK, so ist{
(q + ps)K | s ∈ Σ}
die Menge der von P verschiedenen isotropen Punkte auf G. U¨berdies gilt: Ist
(q + ps)K = (q + pt)K, so ist s = t. Insbesondere gilt, dass G mindestens drei
isotrope Punkte tra¨gt.
Beweis. Weil G nicht isotrop ist, ist die Einschra¨nkung von f auf G nicht
ausgeartet. Nach 6.3 gibt es daher einen isotropen Punkt Q von G mit G =
P +Q. Wiederum weil G nicht isotrop ist, gilt f(p, q) 6= 0, falls 0 6= p ∈ P und
0 6= q ∈ Q ist. Daher gibt es ein p ∈ P und ein q ∈ Q mit f(p, q) = 1. Ist
nun R ein von P verschiedener isotroper Punkt auf G, so gibt es, wie wir beim
Beweise von 8.2 gesehen haben, ein r ∈ Σ mit R = (q + pr)K. Daher ist R in
der Menge {
(q + ps)K | s ∈ Σ}
enthalten. Ist andererseits s ∈ Σ, so folgt
f(q + ps, q + ps) = f(q, ps) + f(ps, q) = f(q, ps)− f(q, ps)α
= f(p, q)s− (f(p, q)s)α = s− sα = 0.
Also ist {(q + ps)K | s ∈ Σ} in der Tat die Menge der isotropen Punkte auf G.
Sind s, t ∈ Σ und gilt (q + ps)K = (q + pt)K, so folgt s = t, da p und q ja
linear unabha¨ngig sind.
Die letzte Aussage des Satzes folgt schließlich daraus, dass Σ zumindest die
beiden Elemente 0 und 1 entha¨lt.
Ist f eine nicht ausgeartete, antisymmetrische oder auch eine nicht aus-
geartete, symmetrische α-Form auf dem Vektorraum V , so bezeichnen wir mit
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U(V, f) die Gruppe aller Isometrien von f und mit TU(V, f) die von allen bez.
f unita¨ren Transvektionen erzeugte Untergruppe von U(V, f).
8.4. Satz. Es sei f eine nicht ausgeartete, antisymmetrische, spurwertige α-
Form auf dem K-Vektorraum V , deren Index mindestens 1 sei. Dann ist die
Gruppe TU(V, f) auf der Menge der isotropen Punkte von L(V ) transitiv.
Beweis. Es seien P = pK und Q = qK zwei verschiedene isotrope Punkte
von L(V ). Ist f(p, q) 6= 0, so ist P + Q eine nicht isotrope Gerade. Es gibt
daher nach 8.3 einen dritten isotropen Punkt R auf G. Nach 8.2 gibt es dann
eine Transvektion mit dem Zentrum R, die P auf Q abbildet.
Ist f(p, q) = 0, so ist P +Q vollsta¨ndig isotrop. Nach dem Korollar 6.3 gibt
es einen vollsta¨ndig isotropen Unterraum U von V mit U ∩ (P + Q)⊥ = {0}.
Nach 8.2 a) gibt es ferner eine Basis p′, q′ von U mit f(p, p′) = 1 = f(q, q′) und
f(p, q′) = 0 = f(q, p′). Dann ist (p′ + q′)K ein isotroper Punkt und es gilt
f(p, p′ + q′) = 1 = f(q, p′ + q′),
so dass es, wie soeben gezeigt, eine unita¨re Transvektion gibt, die P auf (p′+q′)K
abbildet, und eine unita¨re Transvektion, die (p′ + q′)K auf Q abbildet. Damit
ist alles gezeigt.
Im Folgenden benutzen wir Techniken, die wir schon beim Beweise der Ein-
fachheit der kleinen projektiven Gruppe in Abschnitt 2 des Kapitels II benutzt
haben. Hier sind es insbesondere die Sa¨tze II.2.4 und II.2.5, die sich ohne Mu¨he
auf den vorliegenden Fall u¨bertragen lassen.
8.5. Satz. Es sei f eine nicht ausgeartete, antisymmetrische α-Form auf dem
K-Vektorraum V . Es seien u und v zwei isotrope Vektoren mit f(u, v) = 1.
Ferner sei a ∈ K∗ und es gelte aα = a. Nach 8.1 werden dann durch
xτ1 := x− uf(u, x),
xτ2 := x− v(1− a)a−1f(v, x),
xτ3 := x− uaf(u, x),
xτ4 := x− v(1− a)a−2f(v, x)
vier unita¨re Transvektionen τi definiert. Setze
σ := τ1τ2τ3τ4.
Dann ist uσ = ua, vσ = va−1 und xσ = x fu¨r alle x ∈ (uK + vK)⊥.
Beweis. Wie schon bei Satz III.2.4 sage ich auch hier: Rechnen!
8.6. Satz. Es sei f eine nicht ausgeartete, antisymmetrische α-Form auf
dem K-Vektorraum V . Es seien u und v zwei isotrope Vektoren aus V mit
f(u, v) = 1. Ferner seien a, b ∈ K∗ und es gelte aα = a und bα = b. Wir
definieren σ, τ ∈ TU(V, f) durch
(uk + vl + x)σ := uak + va−1l + x
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fu¨r alle k, l ∈ K und alle x ∈ (uK + vK)⊥ sowie
xτ = x+ vbf(v, x)
fu¨r alle x ∈ V . Dann ist
xσ
−1τ−1στ = x+ v(b− a−1ba−1)f(v, x).
Beweis. Dass τ eine unita¨re Transvektion ist, folgt aus Satz 8.1, und dass
σ ∈ TU(V, f) ist, aus Satz 8.5.
Es ist (a−1)α = a−1 und σ ist eine Isometrie. Daher ist
xσ
−1τ−1στ = (xσ
−1 − vbf(v, xσ−1))στ
= (x− va−1bf(v, xσ−1))τ
=
(
x− va−1ba−1f(vσ−1 , xσ−1))τ
= x+ vbf(v, x)− va−1ba−1f(v, x),
q. o. o.
Um diesen Satz erfolgreich anwenden zu ko¨nnen, mu¨ssen wir wissen, wann
es in einem Ko¨rper K von Null verschiedene Elemente a gibt mit aα = a und
a2 6= 1. Daru¨ber gibt der na¨chste Satz Auskunft.
8.7. Satz. Es sei K ein Ko¨rper und α sei ein Antiautomorphismus mit α2 = 1.
Setze
L := {a | a ∈ K, aα = a}.
Gilt a2 = 1 fu¨r alle a ∈ L− {0}, so ist L = GF(2) oder GF(3) und [K : L] ≤ 2.
Beweis. Es sei 0 6= a ∈ L. Dann ist (a − 1)(a + 1) = a2 − 1 = 0 und daher
a = 1 oder −1. Also ist L = {0, 1,−1}. Folglich liegt L im Zentrum Z(K) von
K. Weil α in Z(K) einen Automorphismus induziert, ist L ein Teilko¨rper von
Z(K). Ist nun k ∈ K, so ist
(k + kα)α = kα + kα
2
= k + kα,
so dass k+kα ∈ L gilt fu¨r alle k ∈ K. Weil α ein Antiautomorphismus ist, folgt
(kαk)α = kαkα
2
= kαk,
so dass auch kαk ∈ L gilt. Nun ist3
k2 − (k + kα)k + kαk = 0.
3Anmerkung der Herausgeber: Fu¨r a, b ∈ K folgt aus dieser Beziehung ab+ba = (a+b)2−
a2−b2 ∈ L+La+Lb, und L+La+Lb+Lab entha¨lt ba und ist ein Teilring, also ein endlicher
Teilko¨rper von K (mit 24 oder 34 Elementen) und daher kommutativ (nach Wedderburn, oder
man betrachte ein Element der multiplikativen Ordnung 5). Also ist K kommutativ.
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Ist also k 6∈ L, so hat das Minimalpolynom von k u¨ber L den Grad 2. Nach Satz
II.10.6 ist K dann kommutativ oder es ist Z(K) = L und K ist ein Quater-
nionenschiefko¨rper u¨ber L. Weil L endlich ist, wa¨re im letzteren Fall K ein
endlicher, nicht kommutativer Ko¨rper im Widerspruch zum Satz von Wedder-
burn, dass alle endlichen Ko¨rper kommutativ sind. Also ist K kommutativ, und
es folgt [K : L] ≤ 2, da L ja der Fixko¨rper von α ist. Nun ist aber L = {0, 1,−1}
und folglich L = GF(2) oder GF(3). Damit ist alles bewiesen.
8.8. Satz. Es sei K ein Ko¨rper und f sei eine nicht ausgeartete, spurwer-
tige, antisymmetrische α-Form auf dem K-Vektorraum V . Der Fixko¨rper des
von α auf Z(K) induzierten Automorphismus sei von GF(2) und GF(3) ver-
schieden. Ist dann der Index von f mindestens 1, so ist TU(V, f)′ = TU(V, f),
dh., TU(V, f) ist perfekt.
Die Voraussetzungen an K sind sicher dann erfu¨llt, wenn Z(K) von GF(2),
GF(3), GF(4) und GF(9) verschieden ist.
Beweis. Es sei τ eine von 1 verschiedene unita¨re Transvektion. Es gibt dann
einen isotropen Vektor v und ein c ∈ K∗ mit cα = c, so dass
xτ = x+ vcf(v, x)
ist fu¨r alle x ∈ V . Weil f nicht ausgeartet ist, gibt es eine nicht isotrope Gerade
G durch vK, und weil f spurwertig ist, gibt es einen von vK verschiedenen
isotropen Punkt uK auf G. Dann ist f(u, v) 6= 0, so dass wir annehmen du¨rfen,
dass f(u, v) = 1 ist.
Weil α das Zentrum von K invariant la¨sst, folgt mit 8.7, dass es ein a ∈
Z(K)∗ gibt mit aα = a und a2 6= 1. Setze
b := c(1− a−2)−1.
Dann ist auch bα = b. Nun ist
xτ = x+ vcf(v, x) = x+ vb(1− a−2)f(v, x) = x+ v(b− a−1ba−1)f(v, x),
so dass τ nach 8.6 ein Kommutator ist. Weil also alle Transvektionen Kommu-
tatoren sind, ist TU(V, f) perfekt.
Dass TU(V, f) nicht immer perfekt ist, zeigt der folgende Satz.
8.9. Satz. Es sei K ein kommutativer Ko¨rper und V sei ein Vektorraum
des Ranges 2 u¨ber K. Ist dann f eine nicht ausgeartete, spurwertige, anti-
symmetrische α-Form auf V , deren Index mindestens 1 ist, so ist TU(V, f) zu
SL(2, L) isomorph. Dabei ist L der durch
L := {a | a ∈ K, aα = a}
definierte Teilko¨rper von K.
Beweis. Weil K kommutativ ist, ist α ein Automorphismus von K, so dass
L in der Tat ein Teilko¨rper ist.
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Weil f spurwertig ist und weil der Index von f mindestens 1 ist, gibt es zwei
isotrope Vektoren u und v mit f(u, v) = 1. Die von den Transvektionen τ der
Form
xτ = x+ uaf(u, x)
bzw.
xτ = x+ vaf(u, x)
mit a ∈ L erzeugte Untergruppe U von TU(V, f) ist offensichtlich isomorph
zu SL(2, L). Andererseits operiert sie auf den Punkten von L(V ) transitiv und
entha¨lt daher alle Elationen von TU(V, f). Also ist U = TU(V, f). Damit ist
alles bewiesen.
Weil die Gruppen SL(2, 2) und SL(2, 3) auflo¨sbar sind, zeigt 8.9, dass 8.8.
nicht ohne Einschra¨nkung an den Ko¨rper gu¨ltig ist. Wir werden noch sehen, dass
TU(V, f) auch dann nicht perfekt ist, wenn K = GF(4) und RgGF(4)(V ) = 3
ist. Dies sind im u¨brigen alle Ausnahmen.
8.10. Satz. Es sei f eine nicht ausgeartete, antisymmetrische, spurwertige
α-Form auf dem K-Vektorraum V . Ferner sei RgK(V ) ≥ 3 und der Index von
f sei mindestens 1. Ist P ein nicht isotroper Punkt von L(V ), so gibt es zwei
nicht isotrope Geraden durch P , die je zwei isotrope Punkte tragen.
Beweis. Es gibt nach Voraussetzung einen isotropen Punkt Q. Es ist Q 6= P ,
so dass P +Q eine Gerade ist. Es gibt einen Punkt R mit R 6≤ P +Q, P⊥, Q⊥.
Wa¨re dies nicht der Fall, so enthielten P+Q, P⊥ und Q⊥ alle Punkte von L(V ).
Dies ha¨tte RgK(V ) = 3 und |K| = 2 zur Folge. Wegen |K| = 2 wa¨re α = 1, so
dass f eine symplektische Polarita¨t induzierte. Mit Satz 1.7 erhielten wir den
Widerspruch, dass 3 = RgK(V ) gerade wa¨re. Wir betrachten die Gerade Q+R.
Wegen Q ≤ Q⊥ und R ∩Q⊥ = {0} ist dann
(Q+R)⊥ ∩ (Q+R) = R⊥ ∩Q⊥ ∩ (Q+R) = R⊥ ∩Q.
Wegen R∩Q⊥ = {0} ist Q+R⊥ = V . Da Q ein Punkt und R⊥ eine Hyperebene
ist, folgt Q ∩ R⊥ = {0}. Damit ist gezeigt, dass Q + R nicht isotrop ist. Weil
Q ein isotroper Punkt auf Q + R ist, folgt mit 8.3, dass Q + R noch zwei von
Q verschiedene isotrope Punkte Q′ und Q′′ tra¨gt. Von den drei Punkten Q, Q′
und Q′′ liegen wenigstens zwei nicht in P⊥. Wir du¨rfen annehmen, dass dies
die Punkte Q und Q′ sind. Dann sind aber die Geraden P +Q und P +Q′ nicht
isotrop. Es ist ja
(P +Q)⊥ ∩ (P +Q) = P⊥ ∩Q⊥ ∩ (P +Q)
= P⊥ ∩ (Q+ (P ∩Q⊥)) = P⊥ ∩Q = {0}.
Ebenso folgt, dass auch
(P +Q′)⊥ ∩ (P +Q′) = {0}
ist. Da die beiden Geraden P +Q und P +Q′ nicht isotrop sind, enthalten sie
nach 8.3 noch je einen weiteren isotropen Punkt. Damit ist der Satz bewiesen.
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8.11. Satz. Es sei f eine nicht ausgeartete, antisymmetrische, spurwertige
α-Form auf dem K-Vektorraum V . Ferner sei RgK(V ) ≥ 2 und der Index von
f sei mindestens 1. Es sei Π die Menge der isotropen Punkte von f . Ist dann N
der Normalteiler von TU(V, f), der aus allen Abbildungen von TU(V, f) besteht,
die alle Punkte von Π in sich abbilden, so ist
Z(TU(V, f)) = N = TU(V, f) ∩ Z(GL(V )).
Beweis. Nach III.1.2 gilt TU(V, f) ∩ Z(GL(V )) ⊆ N . Um die umgekehrte
Inklusion zu etablieren, sei zuna¨chst RgK(V ) ≥ 3. Es sei ν ∈ N und P sei ein
Punkt von L(V ). Ist P ∈ Π, so ist P ν = P nach Voraussetzung. Es sei also
P 6∈ Π. Nach 8.10 gibt es dann zwei Geraden G und H durch P , die beide zwei
isotrope Punkte tragen. Es folgt Gν = G und Hν = H und damit P ν = P .
Damit ist gezeigt, dass ν alle Punkte von L(V ) invariant la¨sst. Mit Satz III.1.2
folgt nun die Behauptung in diesem Falle.
Es sei RgK(V ) = 2. Es gibt dann eine Basis b1 und b2 aus isotropen Vektoren
mit f(b1, b2) = 1. Ist λ ∈ K und λα = λ, so wird durch
vτ := v − b1λf(b1, v)
eine unita¨re Transvektion definiert, wie wir wissen. Es folgt, dass
bτ2 = b2 − b1λf(b1, b2) = b2 − b1λ
ein isotroper Vektor ist.
Es sei ν ∈ N . Es gibt dann r1, r2, r ∈ K∗ mit bν1 = b1r1, bν2 = b2r2 und
bτν2 = b
τ
2r = (b2 − b1λ)r. Es folgt
b2r2 − b1r1λ = bν2 − bν1λ = (b2 − b1λ)ν = bτν2 = b2r − b1λr
und damit r2 = r und r1λ = λr. Daher ist
r1λ = λr2.
Weil r1 und r2 von λ unabha¨ngig sind, gilt diese Gleichung fu¨r alle λ ∈ K,
fu¨r die λα = λ gilt. Mit λ = 1 folgt r2 = r1 = r, womit gleichzeitig gezeigt
ist, dass r nicht von λ abha¨ngig ist. Wegen rλ = λr fu¨r alle λ mit λα = λ
ist r nach III.10.11 ein Element des Zentrums von K, es sei denn, es ist K ein
Quaternionenschiefko¨rper mit von 2 verschiedener Charakteristik und es ist
Z(K) = {λ | λ ∈ K,λα = λ}.
Ist nun T1 die Menge aller unita¨ren Transvektionen der Form v
ρ = v−b1λf(b1, v)
und T2 die Menge aller Transvektionen der Form v
τ = v − b2µf(b2, v) mit λ,
µ ∈ Z(K), so folgt mit 8.2, dass die von T1 und T2 erzeugte Untergruppe von
TU(V, f) auf Π zweifach transitiv operiert und folglich alle unita¨ren Transvek-
tionen entha¨lt. Also ist sie gleich TU(V, f). Hieraus folgt, dass die (2 × 2)-
Matrizen, die Abbildungen aus TU(V, f) bezu¨glich der Basis b1, b2 darstellen,
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nur Koeffizienten aus Z(K) haben. Daher ist auch r ∈ Z(K). Damit ist gezeigt,
dass
N = TU(V, f) ∩ Z(GL(V )) ⊆ Z(TU(V, f))
ist.
Es sei ζ ∈ Z(TU(V, f)) und aK sei ein isotroper Punkt. Dann wird durch
vτ := v − af(a, v) eine unita¨re Transvektion definiert. Es folgt
v − af(a, v) = vτ = vζ−1τζ = v − aζf(a, vζ−1).
Hieraus folgt die Existenz eines k ∈ K∗ mit aζ = ak. Daher ist
ζ ∈ TU(V, f) ∩ Z(GL(V )),
so dass Z(TU(V, f)) = N ist. Damit ist der Satz in allen seinen Teilen bewiesen.
8.12. Satz. Es sei K ein Ko¨rper, dessen Zentrum von GF(2), GF(3), GF(4)
und GF(9) verschieden sei. Es sei f eine nicht ausgeartete, antisymmetrische,
spurwertige α-Form auf dem K-Vektorraum V . Ferner sei RgK(V ) ≥ 2 und
der Index von f sei mindestens 1 und Π sei die Menge der isotropen Punkte
von V . Ist dann N der Normalteiler von TU(V, f), der aus allen Abbildungen
von TU(V, f) besteht, die alle Punkte von Π in sich abbilden, ist ferner M ein
Normalteiler von TU(V, f), der nicht in N enthalten ist, so ist M = TU(V, f).
Insbesondere ist die Gruppe
PTU(V, f) := TU(V, f)/N
einfach.
Beweis. Weil der Index von f mindestens gleich 1 ist, gibt es eine nicht
isotrope Gerade H, die mindestens zwei isotrope Punkte tra¨gt. Es sei U die
Untergruppe von TU(V, f) die von den Transvektionen von TU(V, f) erzeugt
wird, deren Zentren auf H liegen. Jedes Element von U la¨sst H⊥ vektorweise
fest. Wie der Beweis von Satz 8.8 zeigt — hier benutzen wir die Voraussetzungen
u¨ber das Zentrum von K —, ist jede Transvektion aus U ein Kommutator in
U , so dass U = U ′ ist. Dies werden wir zweimal benutzen.
Es sei U∗ die Gruppe, die von U auf der Menge der auf H liegenden Punkte
induziert wird. Ist dann f∗ die Einschra¨nkung von f auf H, so folgt mit 8.11,
dass U∗ zu PTU(G, f∗) isomorph ist. Diese Gruppe operiert auf der Menge
der isotropen Punkte von H zweifach transitiv, also insbesondere primitiv, wie
wir wissen. Außerdem ist U∗ perfekt, da U perfekt ist. Da der Stabilisator
eines isotropen Punktes von H in U∗ den abelschen Normalteiler entha¨lt, der
von den Transvektionen mit diesem Punkt als Zentrum induziert wird, und da
diese Normalteiler die Gruppen U∗ erzeugen, ist U∗ nach dem Satz III.2.1 von
Iwasawa einfach.
Es sei M ein Normalteiler von U , der nicht im Zentrum von U enthalten
ist. Ferner sei Z das Zentrum von U . Dann operieren die Elemente von Z
als Skalarmultiplikationen auf H und als Identita¨t auf H⊥. Daher operiert die
324 Kapitel V. Polarita¨ten
Einschra¨nkung von M auf die Menge der Punkte von H nicht trivial. Weil U∗
einfach ist, ist also M∗ = U∗. Es folgt MZ = U . Weiter folgt
U/M = (MZ)/M ∼= Z/(M ∩ Z),
so dass U/M abelsch ist. Hieraus folgt U = U ′ ⊆ M und damit U = M . —
Diesem Argument sind wir in Kapitel III schon einmal begegnet.
Es sei nun M ein Normalteiler von TU(V, f), der nicht im Zentrum von
TU(V, f) enthalten ist. Nach Satz 8.8 gibt es dann einen isotropen Punkt P
und ein σ ∈ N mit P 6= Pσ. Wir zeigen, dass es sogar einen isotropen Punkt
Q gibt mit Qσ 6≤ Q⊥. Dazu du¨rfen wir annehmen, dass P ≤ Pσ ist. Es sei
P = vK. Dann ist also f(v, vσ) = 0. Wegen P 6= Pσ ist
P⊥ 6= (Pσ)⊥.
Es gibt also ein z ∈ (Pσ)⊥ − P⊥. Setze H := zK + P . Wegen P ≤ P⊥ und
zK ∩ P⊥ = {0} folgt
H ∩H⊥ = (zK + P ) ∩ P⊥ ∩ (zK)⊥
=
(
(zK ∩ P⊥) + P ) ∩ (zK)⊥
= P ∩ (zK)⊥.
Aus zK ∩ P⊥ = {0} folgt auch (zK)⊥ + P = V . Da (zK)⊥ eine Hyperebene
ist, folgt schließlich (zK)⊥ ∩ P = {0}. Also ist H ∩H⊥ = {0}, so dass H nicht
isotrop ist. Daher gibt es neben P noch zwei weitere isotrope Punkte yK und
y′K auf H. Es gibt ferner eine Transvektion τ mit Zentrum y′K, die vK auf
yK abbildet. Es gibt also ein l ∈ K mit vσ = yl.
Es gibt a, b ∈ K mit y′ = va+ zb. Es folgt
f(y′, vσ) = f(va+ zb, vσ) = aαf(v, vσ) + bαf(z, vσ) = 0,
da ja f(v, vσ) = 0 = f(z, vσ) ist. Dies zeigt, dass vσ in der Achse (y′K)⊥ von
τ liegt. Daher ist vστ = vσ. Es folgt
vστ
−1σ−1τ = vσσ
−1τ = vτ = yl.
Nun ist aber σ(τ−1σ−1τ) ∈ N und f(v, yl) 6= 0. Letzteres, weil H = vK + yK
ist und weil H nicht isotrop ist. Damit ist gezeigt, dass es eine Abbildung in G
gibt, die wir wieder σ nennen, so dass Pσ 6≤ P⊥ gilt.
Es sei τ eine von 1V verschiedene Transvektion mit dem Zentrum P . Dann ist
σ−1τσ eine Transvektion mit dem Zentrum Pσ. Wegen P 6= Pσ und P 6≤ (Pσ)⊥
sind τ und σ−1τσ nicht vertauschbar. Dann sind auch τ−1 und σ−1τ nicht
vertauschbar. Daher ist
τ−1σ−1τσ
ein Element der Gruppe U , die von den Elationen mit einem Zentrum auf H
erzeugt wird, welches nicht im Zentrum von U liegt. Also ist M ∩U ein Normal-
teiler von U , der nicht im Zentrum von U liegt. Nach der Eingangs gemachten
Bemerkung ist folglich
U = M ∩ U ⊆M.
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Daher entha¨lt M alle Transvektionen mit dem Zentrum P und wegen der Tran-
sitivita¨t von TU(V, f) auf der Menge aller isotropen Punkte u¨berhaupt alle
unita¨ren Transvektionen. Folglich ist M = TU(V, f). Hieraus folgt wiederum,
dass PTU(V, f) einfach ist.
Wie schon gesagt, gibt es nicht kommutative Ko¨rper, deren Zentren zu
GF(2), GF(3), GF(4) oder GF(9) isomorph sind. Ob es auch solche gibt, die
einen involutorischen Antiautomorphismus besitzen, weiß ich nicht. Wenn ja,
so ist die PTU(V, f) auch in diesen Fa¨llen einfach, wie Dieudonne´ zeigte. Wir
werden dies hier aber nicht weiter verfolgen. Ist K kommutativ, so kommen
die Fa¨lle GF(2) und GF(3) nicht vor, da diese beiden Ko¨rper keinen involu-
torischen Antiautomorphismus besitzen. Es bleiben also nur noch die unita¨ren
Gruppen u¨ber GF(4) und GF(9) zu untersuchen. Dies werden wir in einem
etwas allgemeineren Rahmen im u¨berna¨chsten Abschnitt tun.
9. Endliche unita¨re Gruppen
Unser erstes Ziel in diesem Abschnitt ist, die Ordnung der endlichen unita¨ren
Gruppen zu bestimmen. Anschließend werden wir die Geometrie der vollsta¨ndig
isotropen Unterra¨ume einer unita¨ren Polarita¨t eines endlichen projektiven Rau-
mes studieren, um im letzten Abschnitt dann die Einfachheit der PTU(V, f)
auch in den Fa¨llen, dass der zugrunde liegende Ko¨rper GF(4) oder GF(9) ist,
zu beweisen, wobei es, wie schon erwa¨hnt, drei Ausnahmen gibt, von denen wir
zwei bereits kennen und die dritte in diesem Abschnitt kennen lernen werden.
Ist K ein kommutativer Ko¨rper und ist α ein involutorischer Automorphis-
mus von K, so ist K eine quadratische Erweiterung des Fixko¨rpers von α. Ist K
endlich, so ist also K = GF(q2). Da die Automorphismengruppe eines endlichen
Ko¨rpers zyklisch ist, hat GF(q2) nur einen involutorischen Automorphismus α.
Fu¨r diesen gilt kα = kq fu¨r alle k ∈ K.
9.1. Satz. Es sei V ein Vektorraum des Ranges n ≥ 1 u¨ber GF(q2) und
α sei der involutorische Automorphismus von GF(q2). Ist dann f eine nicht
ausgeartete symmetrische α-Form auf V , so gibt es eine Basis b1, . . . , bn von
V mit
f
(∑n
i:=1 biki,
∑n
j:=1 bj lj
)
=
∑n
i:=1 k
α
i li
fu¨r alle ki, lj ∈ GF(q2).
Jede solche Basis heißt Orthonormalbasis.
Beweis. Weil f nicht ausgeartet ist, gibt es ein v ∈ V mit f(v, v) 6= 0.
Wegen f(v, v) = f(v, v)α ist f(v, v) ∈ GF(q). Weil f(v, v) 6= 0 und weil die
multiplikative Gruppe von GF(q2) zyklisch ist, gibt es ein k ∈ GF(q2)∗ mit
kα+1 = kq+1 = f(v, v).
Setze b1 := vk
−1. Dann ist
f(b1, b1) = k
−αf(v, v)k−1 = k−αkα+1k−1 = 1.
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Es folgt V = b1K ⊕ (b1K)⊥. Dies impliziert wiederum, dass die Einschra¨nkung
von f auf (b1K)
⊥ nicht entartet ist. Daher gibt es eine Basis b2, . . . , bn von
(b1K)
⊥ mit f(bi, bi) = 1 fu¨r i := 2, . . . , n und f(bi, bj) = 0 fu¨r i, j := 1, . . . , n
und i 6= j. Damit ist 9.1 bewiesen.
Dieser Satz ist grundlegend fu¨r alles Folgende. Er besagt unter anderem, dass
ein endlicher projektiver Raum u¨ber GF(q2) im Wesentlichen nur eine unita¨re
Polarita¨t besitzt. Um 9.1 ausnutzen zu ko¨nnen, beweisen wir zuna¨chst
9.2. Satz. Es sei 0 6= k ∈ GF(q). Ist An,q die Anzahl der n-Tupel y1, . . . , yn
mit yi ∈ GF(q2) fu¨r alle i, die die Gleichung
n∑
i:=1
yq+1i = k
erfu¨llen, so ist
An,q = q
2n−1 − (−1)nqn−1.
Insbesondere ist An,q von k unabha¨ngig.
Beweis. Die multiplikative Gruppe von GF(q2) ist zyklisch und hat die Ord-
nung q2 − 1. Daher ist das Potenzieren mit q + 1 ein Epimorphismus dieser
Gruppe auf die multiplikative Gruppe von GF(q). Der Kern dieses Epimorphis-
mus hat die Ordnung q + 1. Folglich hat jedes von 0 verschiedene Element von
GF(q) genau q+1 Urbilder unter diesem Epimorphismus, wa¨hrend die Gleichung
kq+1 = 0 genau eine Lo¨sung hat, na¨mlich k = 0.
Es sei n > 1. Ist
∑n−1
i:=1 y
q+1
i = k, so ist yn = 0. Daher ist die Anzahl der
n-Tupel dieser Art gleich
An−1,q.
Ist
∑n−1
i:=1 y
q+1
i 6= k, so gibt es nach der Eingangs gemachten Bemerkung genau
q + 1 Werte yn mit
∑n
i:=1 y
q+1
i = k, da ja k −
∑n−1
i:=1 y
q+1
i ∈ GF(q) gilt. Da es
von dieser Sorte (n− 1)-Tupel genau
q2(n−1) −An−1,q
Stu¨ck gibt, ist
An,q = An−1,q + (q + 1)(q2(n−1) −An−1,q) = q2n−1 + q2(n−1) − qAn−1,q.
Es sei nun n = 1. Nach der eingangs gemachten Bemerkung hat die Glei-
chung yq+11 = k genau q + 1 Lo¨sungen, so dass der Satz in diesem Falle korrekt
ist. Es sei n > 1 und der Satz gelte fu¨r n− 1. Dann ist
An,q = q
2n−1 + q2(n−1) − q(q2n−3 − (−1)n−1qn−2) = q2n−1 − (−1)nqn−1,
q. e. d.
Es sei K ein Ko¨rper und α sei ein involutorischer Antiautomorphismus von
K. Ferner sei V ein K-Vektorraum und f sei eine nicht ausgeartete, spurwertige,
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symmetrische α-Form auf V . Wir setzen SU(V, f) := U ∩ SL(V ) und bezeich-
nen mit PGU(V, f) und PSU(V, f) die von U(V, f) bzw. SU(V, f) auf L(V )
induzierten Kollineationsgruppen. Weil SL(V ) alle Transvektionen entha¨lt, gilt
TU(V, f) ⊆ SU(V, f)
und dann auch PTU(V, f) ⊆ PSU(V, f). Gleichheit gilt sicher dann nicht, wenn
der Index von f Null ist. Sie gilt aber auch im Falle, dass der Index mindestens
1 ist nicht immer. Ist K kommutativ, so gibt es aber nur eine Ausnahme, wie
wir noch sehen werden.
Ist K = GF(q2), so gibt es nach Satz 9.1 bis auf Isometrie nur eine unita¨re
Polarita¨t. Daher bezeichnen wir in diesem Falle die Gruppen U(V, f) etc. auch
mit U(n, q2) etc., wenn n der Rang von V ist.
9.3. Satz. Es sei n eine natu¨rliche Zahl und q sei Potenz einer Primzahl p.
Dann gilt:
a) Es ist ∣∣U(n, q2)∣∣ = n∏
i:=1
(
qi − (−1)i)qi−1.
b) Es ist ∣∣SU(n, q2)∣∣ = n∏
i:=2
(
qi − (−1)i)qi−1.
c) Es ist ∣∣PGU(n, q2)∣∣ = n∏
i:=2
(
qi − (−1)i)qi−1.
d) Es sei n ≥ 2. Dann ist
∣∣PSU(n, q2)∣∣ = 1
ggT(n, q + 1)
n∏
i:=2
(
qi − (−1)i)qi−1.
Die Ordnung einer p-Sylowgruppe irgendeiner dieser Gruppen ist q
1
2n(n−1).
Beweis. a) Es sei V ein Vektorraum des Ranges n u¨ber GF(q2), es sei α der
involutorische Automorphismus von GF(q2) und f sei eine nicht ausgeartete,
symmetrische α-Form auf V . Ferner sei b1, . . . , bn eine nach 9.1 existierende
Orthonormalbasis. Ist dann v =
∑n
i:=1 biki, so ist genau dann f(v, v) = 1, wenn∑n
i:=1 k
q+1 = 1 ist. Mit 9.2 folgt, dass
An,q =
(
qn − (−1)n)qn−1
die Anzahl dieser Vektoren ist. Aufgrund des Satzes von Witt (Satz 7.2) ist
U(n, q2) auf der Menge der Vektoren der La¨nge 1 transitiv. Daher ist∣∣U(n, q2)∣∣ = An,q∣∣U(n, q2)v∣∣,
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wenn v ein Vektor der La¨nge 1 ist. Die Gruppe U(n, q2)v operiert treu auf
(vGF(q2))⊥, weil sie den Punkt vGF(q2) vektorweise festla¨sst und weil V =
vGF(q2) ⊕ (vGF(q2))⊥. Da die Einschra¨nkung von f auf (vGF(q2))⊥ nicht
ausgeartet ist, induziert U(n, q2)v auf (vGF(q
2))⊥ eine Untergruppe von U(n−
1, q2), die wegen des Satzes von Witt sogar gleich U(n− 1, q2) ist. Daher ist∣∣U(n, q2)∣∣ = An,q∣∣U(n− 1, q2)∣∣.
Hieraus folgt mit Induktion die Aussage a).
b) Es sei σ ∈ U(n, q2). Ferner sei a die Matrix, die σ bezu¨glich der Or-
thonormalbasis b1, . . . , bn darstellt. Aus f(b
σ
i , b
σ
j ) = f(bi, bj) folgt dann, dass
(a−1)ij = a
q
ji
ist. Hieraus folgt weiter, dass
1 = det(a)q+1
ist. Ist andererseits k ∈ GF(q2), gilt kq+1 = 1 und definiert man σ durch
bσ1 := b1k und b
σ
i := bi fu¨r i ≥ 2, so ist σ ∈ U(n, q2) und es gilt det(σ) = k. Also
ist det ein Epimorphismus von U(n, q2) auf die Gruppe{
k | k ∈ GF(q2), kq+1 = 1}.
Da diese Gruppe die Ordnung q+ 1 hat und SU(n, q2) der Kern von det ist, gilt
auch b).
c) Fu¨r n = 1 ist nichts zu beweisen. Es sei also n ≥ 2. Induziert dann
δ ∈ U(n, q2) auf L(V ) die Identita¨t, so gibt es ein k ∈ GF(q2) mit vδ = vk. Es
folgt kq+1 = 1. Umgekehrt definiert jedes solche k ein δ ∈ U(n, q2), welches auf
L(V ) die Identita¨t induziert. Weil es genau q + 1 solcher k gibt, gilt auch c).
d) Es sei δ ∈ SU(n, q2) und δ induziere auf L(V ) die Identita¨t. Dann ist
einmal vδ = vk mit einem k ∈ GF(q2), fu¨r das kq+1 = 1 gilt. Andererseits ist
1 = det(δ) = kn. Folglich ist kggT(n,q+1) = 1. Gilt umgekehrt diese Gleichung
und definiert man δ durch vδ := vk, so ist δ ∈ SU(n, q2) und δ induziert die
Identita¨t in L(V ). Also gilt auch d).
Die letzte Aussage ist banal. Damit ist alles bewiesen.
9.4. Satz. Es sei V ein Vektorraum des Ranges n ≥ 2 u¨ber GF(q2) und α
sei der involutorische Automorphismus von GF(q2). Ist f eine nicht entartete,
symmetrische α-Form auf V und bezeichnet T 1n,q die Anzahl der bezu¨glich f
isotropen Punkte von L(V ), so gilt:
a) Es ist T 1n,q = T
1
n−1,q +An−1,q, wobei A die in Satz 9.2 definierte Matrix ist.
b) Es ist
T 1n,q =
1
q2 − 1(q
n − (−1)n)(qn−1 − (−1)n−1).
Beweis. a) Nach 9.1 gibt es eine Basis b1, . . . , bn mit
f
(∑n
i:=1 bixi,
∑n
j:=1 bjyj
)
=
∑n
i:=1 x
q
i yi.
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Es sei
P =
(∑n
i:=1 bixi
)
GF(q2)
ein Punkt von V . Genau dann ist P isotrop, wenn∑n
i:=1 x
q+1
i = 0
ist. Die Punkte mit xn = 0 fu¨llen eine nicht isotrope Hyperebene H. Weil H
nicht isotrop ist, ist T 1n−1,q die Anzahl der auf H liegenden isotropen Punkte
bezu¨glich f .
Es sei P ein isotroper Punkt, der nicht auf H liegt. Dann ist xn 6= 0. Wir
setzen yi := xix
−1
n . Dann ist
P = (b1y1 + . . .+ bn−1yn−1 + bn)GF(q2).
Es folgt ∑n−1
i:=1 y
q+1
i = −1.
Umgekehrt definiert jedes (n−1)-Tupel y, welches diese Gleichung erfu¨llt, einen
isotropen Punkt und verschiedene solche (n − 1)-Tupel definieren verschiedene
Punkte. Mit 9.2 folgt daher, dass An−1,q die Anzahl der bezu¨glich f isotropen
Punkte ist, die nicht auf H liegen. Damit ist a) bewiesen.
b) Weil f eine unita¨re Polarita¨t darstellt und unita¨re Polarita¨ten nach Satz
1.9 sich auch durch schiefsymmetrische α-Semibilinearformen darstellen lassen,
folgt aus Satz 8.3, dass T 12,q = q + 1 ist. Daher gilt b) fu¨r n = 2. Der Rest folgt
mit einer einfachen Induktion unter Zuhilfenahme von a).
Ist V ein Vektorraum des Ranges n u¨ber GF(q2), ist α der involutorische
Automorphismus von GF(q2) und ist f eine nicht ausgeartete, symmetrische
α-Semibilinearform auf V , so bezeichnen wir mit T rn,q die Anzahl der bezu¨glich
f vollsta¨ndig isotropen Teilra¨ume des Ranges r von V . Auf Grund von Satz 9.1
ist T rn,q nicht von der Wahl von f abha¨ngig. Mittels der Bemerkung nach 6.3
folgt T rn,q = 0, falls r >
n
2 ist.
9.5. Satz. Es sei V ein Vektorraum des Ranges n ≥ 2 u¨ber GF(q2) und α
sei der involutorische Automorphismus dieses Ko¨rpers. Ist dann f eine nicht
ausgeartete symmetrische α-Form auf V , so gilt fu¨r die Anzahlen der bezu¨glich
f vollsta¨ndig isotropen Teilra¨ume:
a) Ist 1 ≤ s ≤ r ≤ n2 , so ist
T sn,qT
r−s
n−2s,q = T
r
n,q
(
r
s, q2
)
.
b) Ist 1 ≤ r ≤ n2 , so ist
T rn,q =
∏n
i:=n+1−2r(q
i − (−1)i)∏r
j:=1(q
2j − 1) .
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Beweis. a) Wir betrachten die folgende Inzidenzstruktur: die Punkte sind
die vollsta¨ndig isotropen Unterra¨ume des Ranges s und die Blo¨cke sind die
vollsta¨ndig isotropen Unterra¨ume des Ranges r, wobei die Inzidenz mit der in
L(V ) gegebenen Relation ≤ identisch sei. Dann ist T sn,q die Anzahl der Punkte
und T rn,q die Anzahl der Blo¨cke dieser Inzidenzstruktur. Ferner ist
(
r
s,q2
)
die
Anzahl der Punkte pro Block, da ja jeder Teilraum eines vollsta¨ndig isotropen
Teilraums vollsta¨ndig isotrop ist. Ist U ein vollsta¨ndig isotroper Teilraum des
Ranges s, so induziert f wegen ⊥2 = 1L(V ) auf U⊥/U eine nicht ausgeartete
symmetrische α-Semibilinearform. Ferner gilt, dass jeder vollsta¨ndig isotrope
Teilraum, der U umfasst, in U⊥ enthalten ist. Hieraus folgt, dass die Anzahl
der vollsta¨ndig isotropen Teilra¨ume des Ranges r von V , die U umfassen, gleich
der Anzahl der vollsta¨ndig isotropen Teilra¨ume des Ranges r − s von U⊥/U ,
dh. gleich T r−sn−2s,q ist. Mit IIII.1.2c) folgt nun die Behauptung.
b) Mit s = 1 folgt aus a) mit I.7.6 und 9.3b)
q2r − 1
q2 − 1 T
r
n,q =
(
r
1, q2
)
T rn,q = T
1
n,qT
r−1
n−2,q
=
1
q2 − 1(q
n − (−1)n)(qn−1 − (−1)n−1)T r−1n−2,q.
Hieraus folgt per Induktion die Behauptung.
Ist n = 3, so gibt es auf Grund der Bemerkung nach 6.3 keine vollsta¨ndig
isotropen Geraden. Dies macht die Menge der isotropen Punkte in diesem Falle
besonders homogen und damit besonders interessant. Diese Sonderrolle der
projektiven Ebenen werden wir nun — vom Hauptweg unserer Untersuchungen
abweichend — etwas eingehender betrachten. Dabei spielt die Endlichkeit nur
bei den Anzahlbestimmungen eine Rolle.
Es sei K ein Ko¨rper und α sei ein involutorischer Antiautomorphismus von
K. Ferner sei V ein Vektorraum des Ranges 3 u¨ber K und f sei eine nicht
ausgeartete, symmetrische α-Semibilinearform auf V , deren Index mindestens
1 sei. Wie wir wissen, ist die letzte Bedingung u¨berflu¨ssig, da automatisch
erfu¨llt, wenn K endlich ist. Mit Un(V, f) bezeichnen wir die Geometrie aus den
bezu¨glich f isotropen Punkten und den nicht isotropen Geraden, die wenigstens
einen isotropen Punkt tragen. Man nennt Un(V, f) Unital .
9.6. Satz. Es sei K ein Ko¨rper und α sei ein involutorischer Antiautomor-
phismus von K. Ferner sei V ein Vektorraum des Ranges 3 u¨ber K und f sei
eine nicht ausgeartete, symmetrische, spurwertige α-Form auf V , deren Index
1 sei. Dann gilt:
a) Durch zwei verschiedene Punkte von Un(V, f) geht genau eine Gerade von
Un(V, f).
b) Ist P ein Punkt von Un(V, f) und ist G eine von G⊥ verschiedene Gerade
durch P , so ist G eine Gerade von Un(V, f).
c) Ist K endlich, also K = GF(q2), so ist Un(V, f) ein 2-(q3 + 1, q + 1, 1)
Blockplan.
d) Die Gruppe PGU(V, f) operiert zweifach transitiv auf der Menge der Punkte
von Un(V, f).
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Beweis. a) Es seien P und Q zwei verschiedene Punkte von Un(V, f). Weil
⊥ eine Polarita¨t ist, folgt mit Satz II.4.1, dass P + Q keine absolute Gerade
ist. Da es keine vollsta¨ndig isotropen Geraden gibt, ist P +Q also nicht isotrop
und folglich eine Gerade von Un(V, f). Durch zwei verschiedene Punkte von
Un(V, f) geht also mindestens und damit genau eine Gerade von Un(V, f).
b) Nach dem zu II.4.1 dualen Satz ist P⊥ die einzige absolute Gerade durch
P . Folglich ist G nicht isotrop und damit eine Gerade von Un(V, f).
c) Dies folgt mit a) und Satz 9.3 b).
d) Ist G eine Gerade von Un(V, f), so gibt es einen und nach Satz 8.3 dann
mindestens drei isotrope Punkte auf G. Dann gibt es aber eine Basis a, b von
G mit isotropen Vektoren a und b, so dass f(a, b) = 1 ist. Dies zeigt, dass
alle Geraden von Un(V, f) isometrisch sind. Mit dem Satz von Witt (Satz 7.2)
folgt daher, dass PGU(V, f) auf der Menge der Geraden von Un(V, f) transitiv
operiert. Ist G wieder eine Gerade von Un(V, f), so haben wir fru¨her schon gese-
hen, dass die Gruppe, die von allen Transvektionen mit Zentren auf G erzeugt
wird, auf der Menge der Punkte von G zweifach transitiv operiert. Mit a) folgt
daher auch die letzte Behauptung.
Ist K = GF(q2), so ist Un(V, f) also ein 2-(q3 +1, q+1, 1) Blockplan. Mit b)
etwa folgt, dass die Anzahl der Geraden von Un(V, f) durch eine Punkt dieser
Geometrie gleich q2 ist. Es folgt, dass die Anzahl der Geraden von Un(V, f)
gleich q2(q2 − q + 1) ist. Also tra¨gt jede Gerade von L(V ) einen Punkt von
Un(V, f).
Ist V ein Vektorraum des Ranges 3 u¨ber GF(4), ist α der involutorische
Automorphismus von GF(4) und ist f eine nicht entartete, symmetrische α-
Form auf V , so ist Un(V, f) nach Satz 9.5c) ein 2-(9, 3, 1) Blockplan, so dass
Un(V, f) nichts anderes ist als eine affine Ebene der Ordnung 3. Diese Situation,
na¨mlich die Einbettung der affinen Ebene der Ordnung 3 in eine projektive
Ebene, haben wir in Abschnitt III.7 ausfu¨hrlich studiert. Es steht zu erwarten,
dass die hessesche Gruppe im vorliegenden Falle als die Gruppe PGU(V, f)
zu interpretieren ist. Dies ist tatsa¨chlich der Fall, wie wir uns nun u¨berlegen
werden.
Dazu sei P ein Punkt von L(V ). Ist P ein Punkt von Un(V, f), so ist P⊥ die
einzige Gerade durch P , die mit Un(V, f) nur den Punkt P gemeinsam hat, wie
9.5b) sagt. Ist P kein Punkt von Un(V, f), so ist P 6≤ P⊥. Daher ist P⊥ eine
Gerade von Un(V, f). Ist Q ein Punkt von Un(V, f), der auf P⊥ liegt, so ist
Q⊥ = P +Q. Es gibt also drei Geraden durch P , die Un(V, f) in genau einem
Punkt treffen und diese drei Punkte sind kollinear. Die restlichen zwei Geraden
durch P sind nicht isotrop und sind daher Geraden von Un(V, f). Diese bei-
den Geraden und die Gerade P⊥ sind die drei Geraden einer Parallelenschar der
affinen Ebene Un(V, f). Dies zeigt, dass ⊥ vollsta¨ndig durch die Einbettung von
Un(V, f) in L(V ) beschrieben wird. Daher ist die hessesche Gruppe im Zentra-
lisator von ⊥ enthalten. Da die hessesche Gruppe der Stabilisator von L(V ) in
PGL(V ) ist, ist sie sogar gleich PGU(V, f). Nach III.7.8 entha¨lt die hessesche
Gruppe den Normalteiler T der Translationen der affinen Ebene Un(V, f). Ist σ
eine Elation ungleich 1 aus PGU(V, f), so entha¨lt die Gruppe T{1, σ} alle Ela-
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tionen aus PGU(V, f), da T auf der Menge der Punkte von Un(V, f) transitiv
ist. Also ist
PTU(V, f) = T{1, σ}.
Somit ist PTU(V, f) auch in diesem Falle nicht einfach. U¨berdies gilt hier∣∣PTU(V, f)∣∣ = 9 · 2 6= 9 · 8 = ∣∣PSU(V, f)∣∣,
so dass PTU(V, f) 6= PSU(V, f) ist.
9.7. Satz. Es sei V ein Vektorraum des Ranges n ≥ 2 u¨ber GF(q2) und
α sei der involutorische Automorphismus von GF(q2). Ferner sei f eine nicht
entartete, symmetrische α-Form auf V . Ist P ein isotroper Punkt, so bezeichnen
wir mit O(P ) die Menge der von P verschiedenen, zu P orthogonalen und mit
N(P ) die Menge der zu P nicht orthogonalen isotropen Punkte von V . Dann
ist ∣∣O(P )∣∣ = q2T 1n−2,q und ∣∣N(P )∣∣ = q2n−3.
Beweis. Es ist O(P ) die Menge der von P verschiedenen isotropen Punkte
auf P⊥. Ist Q ∈ O(P ), so ist P , Q ≤ Q⊥ und P , Q ≤ P⊥. Also ist
P +Q ≤ P⊥ ∩Q⊥ = (P +Q)⊥.
Folglich ist P+Q vollsta¨ndig isotrop. Ist andererseits G eine vollsta¨ndig isotrope
Gerade durch P , so ist G ≤ P⊥ und alle von P verschiedenen Punkte auf G
geho¨ren zu O(P ). Da die vollsta¨ndig isotropen Geraden durch P den isotropen
Punkten von P⊥/P entsprechen, gilt also∣∣O(P )∣∣ = q2T 1n−2,q.
Hieraus folgt mit 9.5 weiter, dass die Anzahl der Punkte in N(P ) gleich
T 1n,q − q2T 1n−2,q − 1 = q2n−3
ist.
9.8. Satz. Es sei V ein Vektorraum des Ranges n ≥ 2 u¨ber dem kommutativen
Ko¨rper K und α sei ein involutorischer Automorphismus von K. Ferner sei
f eine nicht entartete, symmetrische, spurwertige α-Form auf V , deren Index
mindestens 1 sei. Ist P ein isotroper Punkt, so bezeichnen wir mit O(P ) die
Menge der von P verschiedenen, zu P orthogonalen und mit N(P ) die Menge
der zu P nicht orthogonalen isotropen Punkte von V . Dann sind die Mengen
O(P ) und N(P ) Bahnen von PSU(V, f)P .
Beweis. Ist n = 2, so ist O(P ) = ∅ und die Gruppe PTU(V, f) ist auf
der Menge der isotropen Punkte von L(V ) zweifach transitiv, wie wir schon
verschiedentlich bemerkten. Daher ist N(P ) eine Bahn von PTU(V, f)P und
damit auch von PSU(V, f)P . Wir du¨rfen daher annehmen, dass n ≥ 3 ist.
Zuna¨chst beachten wir jedoch, unabha¨ngig vom Rang und vom Index, dass
V eine Orthogonalbasis hat. Es gibt ja sicherlich ein b1 ∈ V mit f(b1, b1) 6= 0.
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Dann ist (b1K)
⊥ nicht isotrop. Nach Induktionsannahme gibt es daher eine Or-
thogonalbasis b2, . . . , bn von (b1K)
⊥, so dass b1, b2, . . . , bn eine Orthogonalbasis
von V ist.
Es sei σ ∈ U(V, f) und es gelte bj =
∑n
i:=1 biaij . Definiere ferner die Matrix
c durch cij := f(bi, bj). Dann ist
c = (aα)tca.
Wegen det(c) =
∏n
i:=1 f(bi, bi) 6= 0 ist daher
det(σ)α+1 = det(a)α+1 = 1.
Entsprechend interpretiert gilt dieser Sachverhalt auch bei nicht kommutativem
K.
Zuru¨ck zum Beweise des Satzes. Wir zeigen zuna¨chst, dass N(P ) eine Bahn
von PSU(V, f)P ist. Dazu seien Q, R ∈ N(P ). Es gibt dann ein q ∈ Q und ein
r ∈ R mit
f(p, q) = f(p, r) = 1.
Weil auch
f(q, q) = f(r, r) = 0
gilt, gibt es nach dem Satz von Witt ein τ ∈ U(V, f) mit pτ = p und qτ = r. Wir
setzen G := P +Q. Dann ist G eine nicht isotrope Gerade, so dass V = G⊕G⊥
ist. Es gibt einen nicht isotropen Vektor s ∈ G⊥. Setze k := det(τ). Nach
unserer zuvor gemachten Bemerkung ist kα+1 = 1 und daher auch k−α−1 =
1. Definiere σ durch sσ := sk−1 und uσ = u fu¨r alle u ∈ (sK)⊥. Es folgt
σ ∈ U(V, f), da K kommutativ ist. Wegen p, r ∈ (sK)⊥ folgt pτσ = p und
qτσ = r, so dass P τσ = P und Qτσ = R ist. Schließlich ist det(τσ) = 1, so dass
τσ ∈ SU(V, f) gilt. Dies zeigt, dass N(P ) eine Bahn von PSU(V, f)P ist, da
N(P ) ja unter PSU(V, f)P invariant ist.
Nun zeigen wir, dass auch O(P ) eine Bahn von PSU(V, f)P ist. Da es
gleichgu¨ltig ist, mit welcher Form ⊥ dargestellt wird, nehmen wir fu¨r den Au-
genblick an, dass f schiefsymmetrisch sei. Sind x, x′, y, y′ ∈ P⊥ und gilt x−x′,
y − y′ ∈ P , so ist f(x, y) = f(x′, y′), wie man leicht nachrechnet. Daher wird
durch f(x + P, y + P ) := f(x, y) eine schiefsymmetrische, ebenfalls nicht aus-
geartete α-Form auf P⊥/P definiert. Ist q+P ein isotroper Vektor von P⊥/P ,
ist l ∈ K und gilt lα = l, so wird durch
(v + P )τ := v + P + (q + P )lf(q + P, v + P )
eine unita¨re Transvektion auf P⊥/P definiert. Wegen
(v + P )τ = v + qlf(q, v) + P
wird τ von einer Transvektion aus PSU(V, f)P induziert. Weil die isotropen
Punkte von P⊥/P den vollsta¨ndig isotropen Geraden durch P entsprechen, folgt
mittels 8.4, dass PSU(V, f)P auf der Menge der vollsta¨ndig isotropen Geraden
durch P transitiv operiert.
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Es sei f wieder die urspru¨ngliche Form. Sind nun Q, R ∈ O(P ), so gibt
es also ein γ ∈ PSU(V, f)P mit Qγ ≤ P + R. Wir du¨rfen also des weiteren
annehmen, dass P +Q = P +R ist. Die Gerade P +Q ist vollsta¨ndig isotrop.
Nach 6.3 gibt es eine vollsta¨ndig isotrope Gerade G, so dass (P +Q)∩G = {0}
ist und P +Q+G nicht isotrop ist. Setze U := P +Q+G. Dann ist also U ein
nicht isotroper Raum des Ranges 4. Die Einschra¨nkung von f auf U ist nicht
ausgeartet und definiert eine Polarita¨t, die wir mit ⊥(U) bezeichnen. Wegen
RgK(U) = 4 ist P +Q = (P +Q)
⊥(U) und G = G⊥(U).
Setze T := Q⊥(U) ∩G. Dann ist T ein Punkt auf G. Es folgt
P⊥(U) ∩ T = P⊥(U) ∩Q⊥(U) ∩G = (P +Q)⊥(U) ∩G = (P +Q) ∩G = {0}.
Somit ist P⊥(U) ∩G ein von T verschiedener Punkt auf G. Es gibt noch einen
Punkt S auf G, der von T und P⊥(U)∩G verschieden ist. Es sei T = tK. Dann
ist f(q, t) = 0. Wegen T 6≤ P⊥(U) gibt es ein p ∈ P mit f(p, t) = 1. Ebenso
gibt es ein s ∈ S mit f(p, s) = 1. Wegen S 6= T gibt es schließlich ein q ∈ Q mit
f(q, s) = 1. Es sei R = rK. Es gibt dann ein λ ∈ K mit r = q + pλ. Definiert
man σ durch
pσ := p
qσ := pλ+ q
sσ := s(1− λα) + tλα
tσ := −sλα + t(1 + λα)
und uσ := u fu¨r alle u ∈ (P + Q + G)⊥, so zeigt eine einfache Rechnung, dass
σ ∈ U(V, f) und det(σ) = 1 ist. Also ist σ ∈ SU(V, f)P und es gilt Qσ = R.
Damit ist alles bewiesen, da auch O(P ) unter PSU(V, f)P invariant ist.
9.9. Satz. Es sei K ein kommutativer Ko¨rper und α sei ein involutorischer
Automorphismus von K. Ist V ein K-Vektorraum des Ranges n ≥ 2 und ist f
eine nicht entartete, symmetrische und spurwertige α-Form auf V , deren Index
mindestens 1 ist, so operiert die Gruppe PSU(V, f) auf der Menge der isotropen
Punkte primitiv.
Beweis. Ist der Index von f gleich 1, so ist N(P ) = ∅ fu¨r alle isotropen
Punkte P von L(V ). In diesem Falle ist PSU(V, f) nach 9.8 auf der Menge der
isotropen Punkte zweifach transitiv, also erst recht primitiv.
Wir nehmen nun an, der Satz sei falsch. Dann ist der Index von f mindestens
2 und folglich n ≥ 4. Es sei ∆ ein Imprimitivita¨tsgebiet von PSU(V, f). Ist
P ∈ ∆, so gibt es noch einen weiteren Punkt in ∆, so dass mit 9.8 folgt, dass
∆ = {P} ∪O(P ) oder ∆ = {P} ∪N(P ) ist.
1. Fall: Es sei ∆ = {P} ∪ O(P ). Wegen n ≥ 4 ist der Rang von P⊥/P
mindestens 2. Weil f auf P⊥/P eine nicht entartete Form induziert, gibt es
eine Ebene E mit P ≤ E ≤ P⊥, so dass E/P eine Gerade von P⊥/P ist, die
mindestens zwei isotrope Punkte entha¨lt. Ist dann G ein Komplement von P in
E, so folgt aus E ≤ P⊥, dass E/P und G isometrisch sind. Es gibt daher zwei
isotrope Vektoren v, w ∈ G mit f(v, w) = 1. Es gilt
vK, wK ∈ O(P ) ⊆ ∆,
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und daher
{vK} ∪O(vK) = ∆ = {wK} ∪O(wK).
Wegen vK 6= wK ist daher wK ∈ O(vK), so dass wir den Widerspruch 0 =
f(v, w) = 1 erhalten.
2. Fall: Es sei ∆ = {P} ∪ N(P ). Es sei P = vK. Weil der Index von
f mindestens 2 ist, gibt es eine vollsta¨ndig isotrope Gerade G und in jedem
Falle auch eine nicht isotrope Gerade H durch P (Satz 8.10). Es gibt dann
einen isotropen Vektor u ∈ H mit f(v, u) = 1. Es sei w ∈ G − P . Es ist
uK ∈ N(P ) ⊆ ∆. Also ist
∆ = {uK} ∪N(uK).
Setze s := v+w. Dann ist P 6= sK. Außerdem ist f(v, s) = f(v, v)+f(v, w) = 0.
Also ist sK ∈ O(P ) und damit
sK 6∈ ∆.
Andererseits ist f(u, s) = f(u, v) + f(u, u) = 1 und daher
sK ∈ N(uK) ⊆ ∆,
so dass wir auch in diesem Falle einen Widerspruch erhalten. Damit ist der Satz
bewiesen.
Wir beschließen diesen Abschnitt, indem wir einen weiteren Ausnahmeiso-
morphismus etablieren.
9.10. Satz. Die Gruppen PSU(4, 4) und PSp(4, 3) sind isomorph.
Beweis. Es sei V ein Vektorraum des Ranges 4 u¨ber GF(4) und f sei eine
nicht ausgeartete α-Form auf V , wobei α der involutorische Automorphismus
von GF(4) sei. Wir definieren eine Inzidenzstruktur ∆ = (Π,B, I) wie folgt: ist
P ein Punkt von L(V ), so geho¨re P genau dann zu Π, wenn P nicht isotrop ist.
Ferner sei B := {P⊥ | P ∈ Π}. Es gelte Q I P⊥ genau dann, wenn Q = P oder
wenn Q ≤ P⊥ ist.
Die Anzahl der Punkte von L(V ) ist 43 + 42 + 4 + 1 = 85. Nach 9.4b) ist
die Anzahl der isotropen Punkte gleich (4 + 1)i · 9 = 45. Daher ist die Anzahl
v der Punkte von ∆ gleich 40. Dann ist aber auch |B| = 40, da ⊥ ja bijektiv
ist. Ist P ∈ Π, so ist die Anzahl aller Punkte von P⊥ gleich 42 + 4 + 1 = 21.
Daher inzidieren in ∆ mit P⊥ genau 21−9+1 = 13 Punkte. Ebenso sieht man,
dass jedes P ∈ Π in ∆ mit genau 13 Blo¨cken inzidiert. Also ist ∆ eine taktische
Konfiguration mit den Parametern v = b = 40 und k = r = 13.
Es seien P und Q zwei verschiedene Punkte von ∆.
1. Fall: Es ist P ≤ Q⊥. Dann ist auch Q ≤ P⊥. Mittels des Modulargesetzes
folgt
(P +Q) ∩ (P +Q)⊥ = (P +Q) ∩ P⊥ ∩Q⊥
=
(
(P ∩ P⊥) +Q) ∩Q⊥ = Q ∩Q⊥ = {0}.
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Somit ist P + Q nicht isotrop, tra¨gt also genau drei isotrope und dann genau
zwei nicht isotrope Punkte, na¨mlich P und Q. Dann tra¨gt aber auch die Gerade
(P+Q)⊥ genau zwei nicht isotrope Punkte, die wir P1 und Q1 nennen. Es folgt,
dass P und Q simultan mit genau den Blo¨cken P⊥, Q⊥, P⊥1 , Q
⊥
1 inzidieren. Auf
all diesen Blo¨cken liegen aber auch die Punkte P1 und Q1, so dass die ∆-Gerade
durch P und Q genau vier Punkte entha¨lt.
2. Fall: Es ist P 6≤ Q⊥. Dann ist auch Q 6≤ P⊥. Weil alle nicht isotropen
Geraden isometrisch sind, kann P + Q nicht nicht isotrop sein. Daher gibt es
auf P +Q genau einen isotropen Punkt, na¨mlich rad(P +Q) und neben P und
Q noch zwei weitere nicht isotrope Punkte R und S. Weil P +Q und (P +Q)⊥
symmetrische Rollen spielen, gibt es auf (P +Q)⊥ ebenfalls vier nicht isotrope
Punkte P1, Q1, R1 und S1. Die Punkte P und Q inzidieren in ∆ simultan also
mit genau den Blo¨cken P⊥1 , Q
⊥
1 , R
⊥
1 , S
⊥
1 . Daru¨ber hinaus liegen auch R und S
auf der ∆-Geraden durch P und Q.
Damit ist gezeigt, dass ∆ ein 2-(40, 13, 4) Blockplan ist, dessen Geraden alle
4 =
40− 4
13− 4 =
b− λ
r − λ
Punkte tragen. Nach IIII.10.1 besteht ∆ also aus den Punkten und Hyperebenen
einer projektiven Geometrie, da ja auch v−k = 40−13 ≥ 2 ist. Diese Geometrie
hat die Ordnung q = 3 und dann wegen
40 = 1 + 3 + 32 + 33
— einer Zerlegung der 40, die schon bei Fibonacci eine Rolle spielte — den
Rang 4. Also ist ∆ zur Geometrie der Punkte und Ebenen eines Vektorraums
vom Rang 4 u¨ber GF(3) isomorph. Die Abbildung pi, die durch Ppi := P⊥
und (P⊥)pi := P definiert wird, ist offenbar eine Polarita¨t von ∆, die von einer
symplektischen Polarita¨t der zugeho¨rigen projektiven Geometrie herru¨hrt. Es
folgt PGU(4, 4) ⊆ PSp(4, 3). Nach 9.3 ist∣∣PSU(4, 4)∣∣ = ∣∣PGU(4, 4)∣∣ = 26 · 3 · 9 · 15
und nach 3.3 ist ∣∣PSp(4, 3)∣∣ = 1
2
· 34 · 8 · 80 = 26 · 3 · 9 · 15.
Also ist PSU(4, 4) = PSp(4, 3), q. e. d.
9.11. Korollar. Die Gruppe PSU(4, 4) ist einfach.
Beweis. Dies folgt mit 9.10 aus 3.11.
10. Die speziellen unita¨ren Gruppen
Unser na¨chstes Ziel ist zu zeigen, dass bis auf eine Ausnahme, die wir schon
kennen, TU(V, f) = SU(V, f) gilt, falls der V zugrunde liegende Ko¨rper kom-
mutativ ist. Dies werden wir dann benutzen, um die Einfachheit der PSU(V, f)
in den noch fehlenden Fa¨llen nachzuweisen.
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10.1. Satz. Es sei K ein Ko¨rper und α sei ein involutorischer Antiauto-
morphismus von K. Ist V ein Vektorraum des Ranges n ≥ 2 u¨ber K und ist
f eine nicht entartete, symmetrische, spurwertige α-Form auf V , deren Index
mindestens gleich 1 ist, so gibt es zu jedem v ∈ V eine nicht isotrope, isotrope
Punkte tragende Gerade G mit v ∈ G.
Beweis. Ist f(v, v) = 0, so folgt dies mit 8.10. Es sei also f(v, v) 6= 0. Weil
f spurwertig ist, gibt es ein b ∈ K mit f(v, v) = b + bα. Weil der Index von f
mindestens 1 ist, gibt es eine Gerade H = v1K + v2K mit isotropen vi, so dass
f(v1, v2) = 1 ist. Es folgt
f(v1 + v2b, v1 + v2b) = b
α + b = f(v, v).
Nach dem Satz von Witt gibt es ein σ ∈ U(V, f) mit (v1 + b2b)σ = v. Setze
G := Hσ. Dann ist G eine Gerade der verlangten Art.
10.2. Satz. Es sei K ein kommutativer Ko¨rper, der mehr als 4 Elemente
enthalte, und α sei ein involutorischer Automorphismus von K. Ferner sei V
ein Vektorraum des Ranges n ≥ 3 u¨ber K und f sei eine nicht ausgeartete,
symmetrische, spurwertige α-Form auf V , deren Index mindestens 1 sei. Sind
v1, v2 ∈ V , gilt f(v1, v1) = f(v2, v2) 6= 0, ist v1K 6= v2K und ist die Gerade
v1K + v2K isotrop, so gibt es ein v3 ∈ V mit f(v3, v3) = f(v1, v1), so dass
v1K + v3K und v2K + v3K nicht isotrope Geraden sind.
Beweis. Setze G := v1K + v2K. Weil f(v1, v1) 6= 0 ist, ist
G = v1K ⊕ rad(G),
wobei rad(U) := U ∩ U⊥ fu¨r alle U ∈ L(V ) gesetzt sei. Es gibt einen Vektor
r ∈ rad(G) und ein a ∈ K mit
v2 = r + v1a.
Es folgt
f(v1, v1) = f(v2, v2) = a
αf(v1, v1)a.
Weil f(v1, v1) 6= 0 und weil K kommutativ ist, folgt
1 = aα+1.
Wegen v2 6∈ v1K ist r 6= 0. Ferner ist r ∈ (v1K)⊥. Weil (v1K)⊥ nicht isotrop
ist, gibt es einen weiteren isotropen Vektor r′ ∈ (v1K)⊥ mit f(r, r′) = 1.
Setze L := {k | k ∈ K, kα = k}. Dann ist L ein Teilko¨rper von K mit
[K : L] = 2. Es folgt, dass L mindestens drei Elemente entha¨lt, da K mehr
als vier Elemente entha¨lt. Die Norm der Erweiterung K : L ist bekanntlich die
durch N(k) := k1+α definierte Abbildung N . Die Menge N(K∗) entha¨lt alle
Quadrate von L und und damit mindestens ein von 1 verschiedenes Element,
falls L mehr als drei Elemente entha¨lt. Dies ist aber auch richtig, falls |L| = 3
ist, da in diesem Falle N(K∗) = L ist. Es gibt also ein z ∈ K∗ mit N(z) 6= 1.
Ist k ∈ K − L, so ist k1−α 6= 1. Ferner gilt N(k1−α) = 1. Folglich ist
Kern(N) nicht trivial. Weil andererseits auch N(K∗) mindestens zwei Elemente
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entha¨lt, entha¨lt N(K∗) zuna¨chst mindestens ein, dann aber mindestens zwei
Elemente, die von f(v1, v1) verschieden sind. Es gibt daher ein t ∈ N(K∗) mit
t 6= f(v1, v1), aαzf(v1, v1). Wegen t ∈ N(K∗) ist tα = t, was wir noch benutzen
werden.
Setze y := t− aαzf(v1, v1). Dann ist y 6= 0.
Weil f spurwertig ist, gibt es ein k ∈ K mit
k + kα = −zzαf(v1, v1) + f(v1, v1).
Setze x := y−αk. Dann ist
xyα + xαy = −zzαf(v1, v1) + f(v1, v1).
Setze nun v3 := rx+ r
′y + v1z. Dann ist
f(v3, v3) = x
αy + yαx+ zzαf(v1, v1) = f(v1, v1).
Um nachzuweisen, dass v1K+v3K nicht isotrop ist, genu¨gt es nachzuweisen,
dass die Determinante der Matrix(
f(v1, v1) f(v1, v3)
f(v3, v1) f(v3, v3)
)
nicht Null ist. Wegen f(v1, v1) = f(v3, v3) und f(v1, v3) = zf(v1, v1) ist diese
Determinante gleich
f(v1, v1)
2(1− zzα),
also in der Tat von Null verschieden, da ja zzα 6= 1 ist.
Um nachzuweisen, dass v2K+v3K nicht isotrop ist, muss man entsprechend
nachweisen, dass die Determinante der Matrix(
f(v2, v2) f(v2, v3)
f(v3, v2) f(v3, v3)
)
ungleich Null ist. Wegen
f(v3, v3) = f(v1, v1) = f(v2, v2)
und
f(v2, v3) = y + a
αzf(v1, v1) = t
ist diese Determinante gleich
f(v1, v1)
2 − ttα = f(v1, v1)2 − t2 6= 0.
Damit ist der Satz bewiesen.
10.3. Satz. Es sei K ein kommutativer Ko¨rper und α sei ein involutorischer
Automorphismus von K. Ferner sei V ein K-Vektorraum des Ranges n ≥ 3. Ist
|K| = 4, so sei n ≥ 4. Ist f eine nicht ausgeartete, symmetrische, spurwertige
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α-Form auf V , deren Index mindestens 1 ist, sind v1, v2 ∈ V und gilt f(v1, v1) =
f(v2, v2) 6= 0, so gibt es ein γ ∈ TU(V, f) mit vγ1 = v2.
Beweis. Es sei zuna¨chst v1K = v2K. Dann ist v2 = v1a mit einem a ∈ K. Es
folgt f(v1, v1) = a
αf(v1, v1)a und daher a
1+α = 1, da ja f(v1, v1) 6= 0 ist. Nach
10.1 gibt es eine nicht isotrope Gerade durch v1K, die zwei isotrope Punkte
tra¨gt. Es sei 0 6= u ∈ G ∩ (v1K)⊥. Weil v1 nicht isotrop ist, ist u, v1 eine Basis
von G. Definiere nun σ durch
xσ :=
{
v2, falls x = v1
ua−α, falls x = u
x, falls x ∈ G⊥.
Dann ist σ ein Element von SU(V, f). Die unita¨ren Transvektionen, deren
Zentren auf G liegen, erzeugen eine Untergruppe S von SU(V, f), die auf G
die SU(G, f) induziert, wie aus Satz 8.9 folgt. Weil σ auf G ein Element der
SU(G, f) induziert und auf G⊥ gleich der Identita¨t ist, folgt σ ∈ S, so dass
σ ∈ TU(V, f) ist.
Es sei also v1K 6= v2K. Setze G := v1K + v2K.
1. Fall: G ist nicht isotrop, entha¨lt aber isotrope Punkte. Hier definieren
wir σ durch
xσ :=
{
v2, falls x = v1
−v1, falls x = v2
x, falls x ∈ G⊥
und schließen wie eben weiter.
2. Fall: G entha¨lt keine isotropen Punkte. Dies hat zur Konsequenz, dass
K nicht endlich ist. Dies werden wir noch auszunutzen haben.
Nach 10.1 gibt es eine nicht isotrope Gerade H durch den Punkt (v1−v2)K,
die isotrope Punkte tra¨gt. Es ist also V = H ⊕H⊥. Es gibt daher wi ∈ H und
si ∈ H⊥ mit vi = wi + si. Es folgt
s1 − s2 = v1 − v2 + w2 − w1 ∈ H ∩H⊥ = {0}.
Setzt man s := s1, so ist also vi = wi + s fu¨r i := 1, 2. Ferner gilt
f(v1, v1) = f(w1, w1) + f(s, s)
und
f(v2, v2) = f(w2, w2) + f(s, s)
und folglich
f(w1, w1) = f(w2, w2).
Ist f(w1, w1) 6= 0, so gibt es, wie im ersten Fall gesehen, ein σ ∈ TU(V, f)
mit wσ1 = w2 und s
σ = s. Es folgt vσ1 = v2.
Es seien w1 und w2 isotrop. Weil α nicht die Identita¨t ist, gibt es ein
a ∈ K mit aα 6= a. Setze k := a − aα. Dann ist k 6= 0 und kα = −k. Setze
ferner g := kf . Dann ist g schiefsymmetrisch und es gilt SU(V, f) = SU(V, g)
und TU(V, f) = TU(V, g). Ferner gilt f(v, v) = f(w,w) genau dann, wenn
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g(v, v) = g(w,w) ist. Also du¨rfen wir bei den nun folgenden Betrachtungen f
durch g ersetzen. Wir setzen
L := {k | k ∈ K, kα = k}.
Ferner setzen wir a := g(w1, w2). Weil G keine isotropen Punkte tra¨gt, ist
g(v1 − v2, v1 − v2) 6= 0. Andererseits ist
g(v1 − v2, v1 − v2) = g(w1 − w2, w1 − w2)
= −g(w1, w2)− g(w2, w1) = −a+ aα,
so dass aα 6= a ist. Somit ist a 6∈ L. Setze w := w1a+ w2. Dann ist
g(w,w) = aαg(w1, w2) + g(w2, w1)a = a
αa− aαa = 0
und
g(v1, w) = g(w1 + s, w1a+ w2) = g(w1, w2) = a 6= 0
sowie
g(v2, w) = g(w2 + s, w1a+ w2) = g(w2, w1)a = −aαa 6= 0.
Fu¨r x ∈ L setze
p(x) := x2(a1+α)3 + xa1+α
(
aαg(v1, v2) + ag(v1, v2)
α
)
+ g(v1, v1)
2 + g(v1, v2)g(v1, v2)
α.
Wegen (
g(v1, v1)
2
)α
=
(
g(v1, v1)
α
)2
=
(−g(v1, v1))2 = g(v1, v1)2
ist p eine Abbildung von L in sich.
Fu¨r y ∈ L setze
q(y) := y2g(v1, v1) + y
(
g(v1, v2) + g(v2, v1)
)
+ g(v1, v1).
Hat p keine Nullstelle in L, so sei η irgendein Element von L∗. Hat p eine
Nullstelle in L, so hat p zwei Nullstellen ν1 und ν2, falls man Vielfachheiten ggf.
mitza¨hlt. Weil K unendlich ist, ist auch L unendlich. Es gibt daher ein η ∈ L∗
mit
q(η) + νiηaa
α(a− aα) 6= 0.
Setze
ξ :=
−q(η)
ηaaα(a− aα) .
Dann ist ξ ∈ L, da ξ unter α invariant bleibt, wie man sich rasch u¨berzeugt.
Aus
q(η) + ξηaaα(a− aα) = 0
folgt, dass ξ keine Nullstelle von p ist. Also ist p(ξ) 6= 0. Wir definieren nun τ
durch
vτ := v − wξg(w, v).
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Dann ist
vτ1 = v1 − wξf(w, v1) = v1 + wξaα.
Wir zeigen, dass v2K + v
τ
1K nicht isotrop ist, aber isotrope Punkte tra¨gt. Eine
einfache Rechnung zeigt, dass
det
(
g(v2, v2) g(v2, v
τ
1 )
g(vτ1 , v2) g(v
τ
1 , v
τ
1 )
)
= p(ξ) 6= 0
ist. Dies zeigt, dass v2K+v
τ
1K nicht isotrop ist. Ferner gilt v
τ
1 +v2η ∈ v2K+vτ1K
und
g(vτ1 + v2η, v
τ
1 + v2η) = q(η) + ηξaa
α(a− aα) = 0.
Daher ist v2K+v
τ
1K eine isotrope Punkte tragende nicht isotrope Gerade. Nach
Fall 1 gibt es daher ein σ ∈ TU(V, g) mit vτσ1 = v2. Damit ist der fragliche
Sachverhalt auch in diesem Falle bewiesen.
3. Fall: G ist isotrop und K entha¨lt mehr als vier Elemente. Nach 10.2 gibt
es dann ein v3 ∈ V mit g(v1, v1) = g(v3, v3), so dass die Geraden v1K + v3K
und v3K + v2K nicht singula¨r sind. Mittels der bereits erledigten Fa¨lle 1 und 2
gelangt man daher ans Ziel.
4. Fall: G ist isotrop und K entha¨lt genau vier Elemente. Nach Vorausset-
zung ist dann n ≥ 4. Es folgt RgK(G⊥) = n − 2 ≥ 2. Wa¨re G⊥ vollsta¨ndig
isotrop, so folgte
G⊥ ≤ G⊥⊥ = G
und damit n− 2 ≤ 2, so dass G = G⊥ wa¨re. Somit wa¨re G vollsta¨ndig isotrop,
was nicht der Fall ist, da g(v1, v1) 6= 0 ist. Weil G⊥ also nicht isotrop ist,
gibt es ein v3 ∈ G⊥ mit g(v3, v3) 6= 0. Es folgt, dass die Geraden v1K + v3K
und v2K + v3K nicht singula¨r sind, so dass auch in diesem Falle mit Fall 1 die
Behauptung folgt.
10.4. Satz. Es sei K ein kommutativer Ko¨rper und α sei ein involutorischer
Automorphismus von K. Ist V ein Vektorraum des Ranges n ≥ 2 u¨ber K und
ist f eine nicht ausgeartete, symmetrische, spurwertige α-Form auf V , deren
Index mindestens 1 sei, so ist SU(V, f) = TU(V, f), es sei denn, es ist n = 3
und |K| = 4.
Beweis. Ist n = 2, so folgt dies aus Satz 8.9. Dies nehmen wir als Induk-
tionsverankerung, falls K mehr als vier Elemente hat. Hat K nur vier Elemente,
so ist die Gruppe PSU(V, f) nach 9.11 einfach. Mit 9.3b) und d) folgt, dass die
Gruppen PSU(V, f) und SU(V, f) wegen ggT(4, 2 + 1) = 1 isomorph sind. Da-
her ist auch SU(V, f) in diesem Falle einfach. Weil TU(V, f) ein nicht trivialer
Normalteiler von SU(V, f) ist, ist also TU(V, f) = SU(V, f)
Es sei nun n ≥ 3 und K enthalte mehr als vier Elemente oder n ≥ 5 und
|K| = 4. Ferner σ ∈ SU(V ) und v ∈ V mit f(v, v) 6= 0. Nach 10.3 gibt es dann
ein τ ∈ TU(V, f) mit vστ = v. Die Einschra¨nkung von στ auf (vK)⊥ ist nach
Induktionsannahme ein Produkt von Transvektionen mit Zentrum in (vK)⊥.
Da diese den Punkt vK vektorweise festlassen, ist dieses Produkt auf ganz V
gleich στ . Daher ist στ ∈ TU(V, f) und folglich σ ∈ TU(V, f). Damit ist der
Satz bewiesen.
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10.5. Satz. Es sei K ein kommutativer Ko¨rper und α sei ein involutorischer
Automorphismus von K. Ist V ein Vektorraum des Ranges n ≥ 2 u¨ber K und ist
f eine nicht entartete, symmetrische, spurwertige α-Form auf V , deren Index
mindestens 1 sei, so ist SU(V, f) = SU(V, f)′, es sei denn es ist (n, |K|) = (2, 4),
(2, 9), (3, 4).
Beweis. Ist n = 2, so folgt dies mit den Sa¨tzen 8.9 und III.2.7. Es sei also
n ≥ 3. Es sei τ eine unita¨re Transvektion. Es gibt dann einen isotropen Vektor
v1 und ein c ∈ K mit cα = −c, so dass
vτ = v − v1cf(v1, v)
ist. Nach 8.10 gibt es einen isotropen Vektor v3, so dass die Gerade G :=
v1K + v3K nicht isotrop ist. Es ist V = G ⊕ G⊥ und G⊥ 6= {0}. Daher gibt
es einen nicht isotropen Vektor v2 ∈ G⊥. Indem man v3 gegebenenfalls durch
einen Skalar aba¨ndert, kann man erreichen, dass f(v1, v3) = f(v2, v2) ist. Weil
T auf (G+ v2K)
⊥ die Identita¨t induziert und
V = G⊕ v2K ⊕ (G+ v2K)⊥
gilt, du¨rfen wir, um zu zeigen, dass τ ein Kommutator ist, annehmen, dass n = 3
ist. Dann ist v1, v2, v3 eine Basis von V und es gilt
vτ1 = v1,
vτ2 = v2,
vτ3 = v3 − v1c.
Fu¨r x, y ∈ K definieren wir eine Abbildung ρ(x, y) ∈ SL(V ) durch
v
ρ(x,y)
1 := v1,
v
ρ(x,y)
2 := v1x+ v2,
v
ρ(x,y)
3 := v1y − v2xα + v3.
Wir beachten zuna¨chst, dass τ = ρ(0,−c) ist. Ferner gilt, wie einfache
Rechnungen zeigen,
ρ(x′, y′)ρ(x, y) = ρ(x′ + x, y′ + y − x′αx).
Hieraus folgt
ρ(x, y)−1 = ρ(−x,−y − xxα)
und weiter
ρ(x′, y′)−1ρ(x, y)−1ρ(x′, y′)ρ(x, y) = ρ(0, x′xα − xx′α).
10. Die speziellen unita¨ren Gruppen 343
Als Na¨chstes suchen wir Bedingungen dafu¨r, dass die Abbildung ρ(x, y) zu
SU(V, f) geho¨rt. Sofort zu sehen ist, dass det(ρ(x, y)) = 1 ist. Ferner ist
f(v
ρ(x,y)
1 , v
ρ(x,y)
1 ) = f(v1, v1)
f(v
ρ(x,y)
1 , v
ρ(x,y)
2 ) = f(v1, v1x+ v2) = f(v1, v2)
f(v
ρ(x,y)
1 , v
ρ(x,y)
3 ) = f(v1, v1y − v2cα + v3) = f(v1, v3)
f(v
ρ(x,y)
2 , v
ρ(x,y)
2 ) = f(v1x+ v2, v1x+ v2) = f(v2, v2).
Weiter ist, da ja f(v1, v3) = f(v2, v2) ist,
f(v
ρ(x,y)
2 , v
ρ(x,y)
3 ) = f(v1x+ v2, v1y − v2xα + v3)
= xαf(v1, v3)− f(v2, v2)xα = 0 = f(v2, v3).
Bis hierher ergeben sich also noch keine Einschra¨nkungen dafu¨r, dass ρ(x, y) ein
Element von SU(V, f) ist. Dies a¨ndert sich jetzt. Es gilt na¨mlich
f(v
ρ(x,y)
3 , v
ρ(x,y)
3 ) = f(v1y − v2xα + v3, v1y − v2xα + v3)
= yαf(v1, v3) + xx
αf(v2, v2) + yf(v3, v1)
= (y + yα + xxα)f(v2, v2).
Bei dieser Rechnung ist zu beachten, dass
f(v3, v1) = f(v1, v3)
α = f(v2, v2)
α = f(v2, v2)
ist. Es gilt also ρ(x, y) ∈ iSU(V, f) genau dann, wenn
y + yα + xxα = 0
ist.
Wir beachten weiter: Es gibt ein k ∈ K mit kα + k 6= 0 (Satz III.6.3). Ist
m ∈ L, so setzen wir l := (kα + k)−1m. Dann folgt
(lk)α + lk = m.
Somit ist die Abbildung x→ xα + x surjektiv.
Es gibt ein t ∈ K mit t+ tα 6= 0. Setze
x :=
ctα
t+ tα
.
Wegen c+ cα = 0 ist dann
xα − x = c
αt− ctα
t+ tα
=
cαt+ ct− ct− ctα
t+ tα
= −c.
(Dies ist ein Spezialfall der additiven Form von Hilberts Satz 90.) Wie wir
gerade bemerkten, gibt es ein y ∈ K mit y + yα + xxα = 0. Ebenso gibt es ein
z ∈ K mit z + zα + 1 = 0. Dann sind ρ(1, z), ρ(x, y) ∈ SU(V, f) und es gilt
ρ(1, z)−1ρ(x, y)−1ρ(1, z)ρ(x, y) = ρ(0, xα − x) = ρ(0,−c) = τ.
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Damit ist gezeigt, dass τ ein Kommutator ist. (Bis hierhin gilt der Beweis auch
im Falle, dass n = 3 und |K| = 4 ist.) Weil SU(V, f) nach Satz 10.4 von seinen
Transvektionen erzeugt wird, ist also SU(V, f) = SU(V, f)′, q. e. d.
10.6. Satz. Es sei K ein kommutativer Ko¨rper und α sei ein involutorischer
Automorphismus von K. Ferner sei V ein Vektorraum des Ranges n ≥ 2 u¨ber
K. Ist dann f eine nicht ausgeartete, symmetrische, spurwertige α-Form auf
V , deren Index mindestens 1 ist, so ist PSU(V, f) einfach, es sei denn, es ist
n = 2 und K = GF(4) oder GF(9) oder es ist n = 3 und K = GF(4).
Beweis. Es sei Ω die Menge der isotropen Punkte. Dann operiert PSU(V, f)
nach Satz 9.9 auf Ω primitiv. Mit 10.5 folgt PSU(V, f)′ = PSU(V, f), wenn man
von den Ausnahmefa¨llen absieht. Ist P ∈ Ω, so bilden die unita¨ren Elationen mit
Zentrum P einen abelschen Normalteiler von PSU(V, f)P . Dieser Normalteiler
erzeugt zusammen mit seinen Konjugierten nach 10.4 die Gruppe PSU(V, f).
Nach dem Satz III.2.1 von Iwasawa ist PSU(V, f) also einfach.
Damit haben wir in allen uns interessierenden Fa¨llen die Einfachheit von
PTU(V, f) nachgewiesen.
Wie schon gesagt, werden wir uns zu einem spa¨teren Zeitpunkt um die or-
thogonalen Gruppen ku¨mmern.4 Dabei wird fu¨r sie das Gleiche gelten wie fu¨r
die unita¨ren Gruppen, dass wir na¨mlich die Gruppen vom Index 0 nicht unter-
suchen werden. Ihre Struktur ist in beiden Fa¨llen so eng mit der arithmetischen
Struktur des Koordinatenko¨rpers verwoben, dass man tief in die Zahlentheorie
eintauchen muss, will man Aussagen u¨ber ihre Struktur gewinnen.
4Anmerkung der Herausgeber: Das Kapitel u¨ber orthogonale Gruppen fehlt.
VI.
Segresche Mannigfaltigkeiten
Seit meiner Komputeralgebrazeit liebe ich freie Konstruktionen. Ich definiere
daher das Tensorprodukt zweier Moduln hier in der Allgemeinheit, in der es
gemeinhin in der Algebra beno¨tigt wird, dh., allgemeiner als wir es brauchen
werden, da man in dieser allgemeineren Situation nicht umhin kommt, sich
freier Konstruktionen zu bedienen. Hat man dann Tensorprodukte so allgemein
definiert, wie wir es tun werden, so stellt man fest, dass diese Allgemeinheit der
Geometrie wiederum zugute kommt. Man kann na¨mlich Tensorprodukte gut
dazu benutzen, Homomorphismen projektiver Verba¨nde zu beschreiben. Da-
rauf werden wir im zweiten Abschnitt dieses Kapitels eingehen. Dies ist das
Extra, das dieses Kapitel birgt. Sein eigentliches Thema sind die Segreschen
Mannigfaltigkeiten, von denen man in Bu¨chern u¨ber projektive Geometrie auch
nur selten etwas erfa¨hrt.
Investieren wir zuna¨chst in weiteres Werkzeug.
1. Tensorprodukte
Es sei R ein Ring mit Eins. Ferner sei M ein unita¨rer R-Rechtsmodul und N
ein unita¨rer R-Linksmodul. (Das Wort
”
unita¨r“ werden wir uns im folgenden
schenken). Es sei weiterhin A eine abelsche Gruppe, deren Verknu¨pfung wir
als Addition notieren. Die Abbildung f von M × N in A heiße genau dann
tensoriell , wenn gilt:
a) Es ist f(m+m′, n) = f(m,n) + f(m′, n) fu¨r alle m, m′ ∈M,n ∈ N .
b) Es ist f(m,n+ n′) = f(m,n) + f(m,n′) fu¨r alle m ∈M und alle n, n′ ∈ N .
c) Es ist f(mr, n) = f(m, rn) fu¨r alle m ∈M , fu¨r alle n ∈ N und alle r ∈ R.
Wie es so ha¨ufig geschieht, erscheint von A nur die Verknu¨pfung explizit in
dieser Definition.
Zu den bisherigen Daten nehmen wir noch eine abelsche Gruppe T hinzu
sowie eine tensorielle Abbildung τ von M ×N in T . Das Paar (T, τ) heiße ein
Tensorprodukt von M mit N , falls gilt:
1) Ist A eine abelsche Gruppe und ist f eine tensorielle Abbildung von M ×N
in A, so gibt es einen Homomorphismus ϕ von T in A mit f = ϕτ .
2) Die Gruppe T wird von der Menge {τ(m,n) | m ∈M, n ∈ N} erzeugt.
Wer sich mit universellen Objekten auskennt, wird sich u¨ber die na¨chsten
beiden Sa¨tze nicht wundern.
1.1. Satz. Es sei R ein Ring mit Eins. Ferner sei M ein R-Rechtsmodul und
N ein R-Linksmodul. Schließlich sei (T, τ) ein Tensorprodukt von M mit N .
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Ist A eine abelsche Gruppe und ist f eine tensorielle Abbildung von M ×N in
A, so gibt es genau einen Homomorphismus ϕ von T in A mit f = ϕτ .
Beweis. Dass es ein solches ϕ gibt, besagt die Definition des Tensorproduk-
tes. Es sei ψ ein zweiter Homomorphismus mit f = ψτ . Ist dann (m,n) ∈
M ×N , so ist
ϕ(τ(m,n)) = f(m,n) = ψ(τ(m,n)).
Dies zeigt, dass ϕ und ψ auf einem Erzeugendensystem von A u¨bereinstimmen,
so dass, wie behauptet, ψ = ϕ ist.
1.2. Satz. Es sei R ein Ring mit Eins. Ferner sei M ein R-Linksmodul und
N ein R-Rechtsmodul. Sind (T, τ) und (T ′, τ ′) Tensorprodukte von M mit N ,
so sind (T, τ) und (T ′, τ ′) isomorph.
Beweis. Nach Voraussetzung gibt es einen Homomorphismus ϕ von T in T ′
mit τ ′ = ϕτ und einen Homomorphismus ϕ′ von T ′ in T mit τ = ϕ′τ ′. Hieraus
folgt
τ ′ = ϕϕ′τ ′.
Nach 1.1 ist daher ϕϕ′ = 1T ′ . Ebenso folgt, dass τ ′τ = 1T ist. Daher ist ϕ ein
Isomorphismus von T auf T ′ mit τ ′ = ϕτ , so dass alles bewiesen ist.
Alle bisherigen Anstrengungen wa¨ren umsonst, ga¨be es keine Tensorpro-
dukte. Doch der mit freien Konstruktionen Vertraute weiß natu¨rlich, wie er
vorzugehen hat, um die Existenz des Tensorproduktes sicherzustellen. Wir
nehmen an, dass der Leser zumindest weiß, wie man sich freie abelsche Grup-
pen verschafft. Wer keine Kenntnis der grundlegenden Konstruktionen freier
Objekte hat, sei fu¨r diese auf mein Buch
”
Tools and Fundamental Construc-
tions of Combinatorial Mathematics“ verwiesen.
1.3. Satz.Es sei R ein Ring mit Eins. Ferner sei M ein Rechts- und N ein
Linksmodul u¨ber R. Schließlich sei F die freie abelsche Gruppe u¨ber dem freien
Erzeugendensystem M ×N und T sei die von allen Elementen der Form
(m+m′, n)− (m;n)− (m′, n)
bzw.
(m,n+ n′)− (m,n)− (m,n′)
bzw.
(mr, n)− (m, rn)
erzeugte Untergruppe von F . Setzt man
M ⊗R N := F/T
und definiert man τ durch
τ(m,n) := (m,n) + T,
so ist (M ⊗R N, τ) ein Tensorprodukt von M mit N .
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Beweis. Aus der Definition von T folgt, dass τ eine tensorielle Abbildung
von M × N in M ⊗R N ist. Weil M × N ein Erzeugendensystem von F ist,
wird M ⊗R N von der Menge der τ(m,n) erzeugt. Es bleibt zu zeigen, dass
jede tensorielle Abbildung von M × N in eine abelsche Gruppe sich durch τ
faktorisieren la¨sst. Dies ist aber auch banal. Jede faktorielle Abbildung f von
M ×N in eine abelsche Gruppe A ist insbesondere eine Abbildung jener Menge
in A, so dass f sich zu einem Homomorphismus g von F in A fortsetzen la¨sst.
Weil f tensoriell ist, liegt T im Kern von g, so dass mit bekannten Sa¨tzen
folgt, dass es einen Homomorphismus ϕ von F/T = M ⊗R N in A gibt mit
f(m,n) = g(m,n) = (ϕτ)(m,n) fu¨r alle (m,n) ∈M ×N . Also ist f = ϕτ , was
noch zu beweisen war.
Es ist u¨blich, das Bild von (m,n) unter τ mit m⊗ n zu bezeichnen. Dieser
Konvention werden wir uns im folgenden anschließen.
Der na¨chste Satz ist ebenfalls von großer Bedeutung.
1.4. Satz. Es sei R ein Ring mit Eins. Ferner seien M und M ′ zwei Rechts-
und N und N ′ zwei Linksmoduln u¨ber R. Ist dann f ein Homomorphismus von
M in M ′ und g ein Homomorphismus von N in N ′, so gibt es genau einen
Homomorphismus, den wir mit f ⊗g bezeichnen, von M ⊗RN in M ′⊗RN ′ mit
(f ⊗ g)(m⊗ n) = f(m)⊗ g(n)
fu¨r alle (m,n) ∈M ×N .
Beweis. Die durch σ(m,n) := f(m) ⊗ g(n) definierte Abbildung σ ist ten-
soriell, so dass die Existenz von f ⊗ g aus der Definition des Tensorproduktes
und die Einzigkeit aus Satz 1.1 folgt.
Hat man drei R-Rechtsmoduln M,M ′ und M ′′ sowie drei R-Linksmoduln
N,N ′ und N ′′, ist f ein Homomorphismus von M in M ′ und f ′ ein solcher von
M ′ in M ′′, ist ferner g ein Homomorphismus und f ′ ein solcher von M ′ in M ′′,
ist ferner g ein Homomorphismus von N in N ′ und g′ ein Homomorphismus von
N ′ in N ′′, so ist
(f ′ ⊗ g′)(f ⊗ g) = (f ′f)⊗ (g′g),
wie unschwer zu sehen ist.
Wie nu¨tzlich Satz 1.4 ist, sieht man schon beim Beweise des na¨chsten Satzes.
1.5. Satz. Es sei R ein Ring mit Eins und M sei ein R-Rechts- und N ein
R-Linksmodul. Ferner sei (Di | i ∈ I) eine Familie von Teilmoduln von M und
es gelte
M =
⊕
i∈I
Di.
Fu¨r i ∈ I sei pii die Projektion von M auf Di mit Dj ⊆ Kern(pii) fu¨r alle
j ∈I −{i}. Setzt man ∆i := (pii ⊗ 1)(M ⊗R N) und bezeichnet man mit ⊗i die
Einschra¨nkung von Di ×N , so gilt
M ⊗R N =
⊕
i∈I
∆i
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und (∆i,⊗i) ist fu¨r alle i ∈ I ein Tensorprodukt von Di mit N .
Beweis. Es sei (m,n) ∈M ×N . Es gibt dann eine endliche Teilmenge J von
I mit m ∈∑j∈J Dj , dh., es ist
m =
∑
j∈J
mj
mit mj ∈ Dj . Weil nach Konstruktion pi2i = pii fu¨r alle i und piipij = 0 fu¨r alle i
und j mit i 6= j gilt, folgt mj = pij(m) fu¨r alle j ∈ J und damit
m =
∑
j∈J
pij(m).
Hiermit folgt
m⊗ n =
∑
j∈J
(pij(m)⊗ n) =
∑
j∈J
(pij ⊗ 1)(m⊗ n),
so dass m⊗ n ∈∑i∈I ∆i ist. Weil M ⊗R N von der Menge der m⊗ n erzeugt
wird, folgt
M ⊗R N =
∑
i∈I
∆i.
Es ist
(pii ⊗ 1)(pij ⊗ 1) = (piipij)⊗ 1,
so dass die pii ⊗ 1 paarweise orthogonale Idempotente sind. Hieraus folgt, dass
sogar
M ⊗R N =
⊕
i∈I
∆i
gilt.
Es bleibt zu zeigen, dass (∆i,⊗i) ein Tensorprodukt von Di mit N ist. Dazu
sei f eine tensorielle Abbildung von Di × N in eine abelsche Gruppe A. Wir
definieren dann eine Abbildung F von M ×N in A durch
F (m,n) := f(pii(m), n).
Offenbar ist auch F tensoriell. Es gibt also einen Homomorphismus ϕ von
M ⊗R N in A mit F (m,n) = ϕ(m ⊗ n). Setze ψ := ϕ(pii ⊗ 1). Ist dann
(y, n) ∈ Di ×N , so gilt
f(y, n) = F (y, n) = ϕ(y ⊗ n)
= ϕ(pii(y)⊗ n) = ϕ((pii ⊗ 1)(y ⊗ n))
= ψ(y ⊗i n).
Schließlich ist klar, dass ∆i von der Menge der y ⊗i n erzeugt wird. Damit ist
alles bewiesen.
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Dieser Satz findet sich in der Literatur meist wie folgt formuliert: Unter den
gemachten Voraussetzungen gilt
M ⊗R N ∼=
⊕
i∈I
(Di ⊗N).
Dies ist zwar richtig — und wir werden ihn auch wohl immer in dieser For-
mulierung benutzen —, doch ist dies viel weniger aussagekra¨ftig als obige For-
mulierung.
Wir mo¨chten Tensorprodukte von Vektorra¨umen studieren und dabei erre-
ichen, dass die betrachteten Tensorprodukte ebenfalls Vektorra¨ume sind. Um
dorthin zu gelangen, definieren wir zuna¨chst den Begriff des (R,S)-Bimoduls.
Es seien R und S Ringe mit Eins. Die abelsche Gruppe heiße genau dann (R,S)-
Bimodul , falls M ein R-Links- und ein S-Rechtsmodul ist und daru¨ber hinaus
r(ms) = (rm)s fu¨r alle r ∈ R, alle m ∈M und alle s ∈ S gilt.
1.6. Satz. Es seien R und S zwei Ringe mit Eins. Ferner sei M ein R-
Rechtsmodul und N ein (R,S) Bimodul. Dann tra¨gt M ⊗R N genau eine S-
Rechtsmodulstruktur mit (m × n)s = m × ns fu¨r alle m ∈ M , alle n ∈ N und
alle s ∈ S.
Beweis. Die Einzigkeit folgt wieder daraus, dass die Gesamtheit der m ⊗ n
das Tensorprodukt M ⊗R N erzeugen.
Es sei s ∈ S. Wir definieren die Abbildung f , von M ⊗N in M ⊗RN durch
fs(m,n) := m⊗ ns.
Banale Rechnungen zeigen, dass fs tensoriell ist. Es gibt also einen Endomor-
phismus ϕs von M ⊗R N mit
ϕs(m⊗ n) = m⊗ ns
fu¨r alle (m,n) ∈ M × N . Definiert man nun ys fu¨r y ∈ M ⊗R N durch ys :=
ϕs(y), so zeigen Routinerechnungen, dass M ⊗R N auf diese Weise zu einem
S-Rechtsmodul wird, fu¨r den u¨berdies (m⊗ n)s = m⊗ ns fu¨r alle m ∈M , alle
n ∈ N und alle s ∈ S gilt.
Jeder Ring R ist natu¨rlich ein (R,R)-Bimodul. Also tra¨gt M ⊗R R gema¨ß
dem gerade bewiesenen Satz eine Struktur als R-Rechtsmodul, falls M ein R-
Rechtsmodul ist. U¨ber diesen Modul gilt der folgende Satz.
1.7. Satz. Es sei R ein Ring mit Eins und M sei ein R-Rechtsmodul. Es gibt
dann einen Isomorphismus σ des R-Rechtsmoduls M⊗RR auf M mit σ(m⊗r) =
mr fu¨r alle m ∈M und alle r ∈ R.
Beweis. Die Abbildung, die (m, r) auf mr abbildet, ist tensoriell. Es gibt
daher einen Homomorphismus σ der abelschen Gruppe M⊗RR in R mit σ(m⊗
r) = mr. Hieraus folgt unmittelbar, dass σ sogar ein Modulhomomorphismus
ist. Es bleibt zu zeigen, dass σ bijektiv ist.
Ist m ∈M , so sei τ(m) durch τ(m) := m⊗ 1 gegeben. Die Abbildung τ ist
sicherlich additiv. Wegen
τ(mr) = mr ⊗ 1 = m⊗ r = (m⊗ 1)r
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ist τ ein Modulhomomorphismus. Nun ist aber
στ(m) = m1 = m
und
τσ(m, r) = mr ⊗ 1 = m⊗ r.
Hieraus folgt, dass σ bijektiv und dass τ die zu σ inverse Abbildung ist.
Fu¨r diesen Satz braucht man zum ersten Male, dass R eine Eins hat. Zuvor
war diese Annahme immer u¨berflu¨ssig.
Es sei R ein Ring mit Eins und M sei ein Rechts- und N ein Linksmodul
u¨ber R. Ist D ein direkter Summand von M , so zeigt Satz 1.5, dass M ⊗R N
einen zu D ⊗R N einen zu D ⊗R N isomorphen direkten Summanden besitzt.
Ist D nur ein Teilmodul von M , so kann man nicht schließen, dass D ⊗R N zu
einem Teilmodul von M ⊗RN isomorph ist. Um dies zu belegen, sei Z der Ring
der ganzen Zahlen, Z2 die zyklische Gruppe der Ordnung 2 und Q der Ko¨rper
der rationalen Zahlen. Nach Satz 1.7 ist dann mutatis mutandis
Z ⊗Z Z2 ∼= Z2.
Andererseits ist
Q⊗Z Z2 = {0},
wie wir jetzt zeigen werden. Ist na¨mlich z ∈ Z2 und r ∈ Q, so folgt
r ⊗ z = r
2
⊗ 2z = 0
und damit die Behauptung.
In Satz 1.6 haben wir gesehen, wie man aus dem Tensorprodukt M ⊗R N
einen S-Rechtsmodul macht, wenn N ein (R,S)-Bimodul ist. Ganz analog sieht
man, dass M ⊗R N genau eine S-Linksmodulstruktur mit
s(m⊗ n) = sm⊗ n
fu¨r alle fraglichen s,m und n tra¨gt, wenn nur M ein (S,R)-Bimodul und N ein
R-Linksmodul ist. Diese Rechts- bzw. Linksmodulstrukturen sind im folgenden
gemeint, wenn davon die Rede ist, dass M⊗RN eine Rechts- bzw. Linksmodul-
struktur tra¨gt.
Dies bemerkt, formuliert und beweist man den folgenden Satz.
1.8. Satz. Es seien R und S zwei Ringe mit Eins. Ferner sei M ein R-
Rechtsmodul, N ein (R,S)-Bimodul und O ein S-Linksmodul. Dann ist M⊗RN
ein S-Rechtsmodul und N ⊗ O ein R-Linksmodul, so dass die Tensorprodukte
M ⊗R (N ⊗S O) und (M ⊗R N) ⊗S O definiert sind. Daru¨ber hinaus gibt es
einen Isomorphismus σ von
M ⊗R (N ⊗S O)
auf
(M ⊗R N)⊗S O
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mit
σ(m⊗ (n⊗ o)) = (m⊗ n)⊗ o
fu¨r alle (m,n, o) ∈M ×N ×O.
Beweis. Es sei m ∈M . Wir definieren die Abbildung am von N in M ⊗RN
durch am(x) := m ⊗ x fu¨r alle x ∈ N . Dann ist am ein Homomorphismus des
S-Rechtsmoduls N in den S-Rechtsmodul M ⊗RN . Wir setzen bm := am⊗1O.
Dann ist bm ein Homomorphismus von N⊗SO in (M⊗RN)⊗SO. Wir definieren
nun die Abbildung f von M × (N ⊗S O) in (M ⊗R N)⊗S O durch
f(m, z) := bm(z)
fu¨r alle m ∈ M und alle z ∈ N ⊗S O. Die Abbildung f ist offenbar in beiden
Argumenten additiv. Es gilt aber auch f(mr, z) = f(m, rz) fu¨r alle in Frage
kommenden m, r und z. Um dies zu beweisen, du¨rfen wir annehmen, dass
z = n⊗ o ist. Dann ist
f(mr, z) = (amr ⊗ 1O)(n⊗ o) = (mr ⊗ n)⊗ o = (m⊗ rn)⊗ o
= (am ⊗ 1O)(rn⊗ o) = f(m, rn⊗ o) = f(m, rz).
Damit ist gezeigt, dass f tensoriell ist. Es gibt also einen Homomorphismus σ
von M ⊗R (N ⊗S O) in (M ⊗RN)⊗S O mit f(m, z) = σ(m⊗ z) fu¨r alle m ∈M
und alle z ∈ N ⊗S O. Hieraus folgt insbesondere, dass
σ(m⊗ (n⊗ o)) = (m⊗ n)⊗ o
fu¨r alle in Frage kommenden m,n und o gilt. Nach dem bislang Bewiesenen
wird es dem Leser nicht schwer fallen zu zeigen, dass es einen Homomorphismus
τ von (M ⊗R N)⊗S O in M ⊗R (N ⊗S O) gibt mit
τ((m⊗ n)⊗ o) = m⊗ (n⊗ o)
fu¨r alle m,n und o. Hieraus folgt schließlich, dass σ und τ invers zueinander
sind, so dass σ in der Tat ein Isomorphismus ist.
Falls es dem Leser wider Erwarten nicht gelungen sein sollte, die Existenz
von τ nachzuweisen, so findet er einen solchen Nachweis bei Bourbaki, der es
allerdings dem Leser u¨berla¨ßt, die Existenz von σ zu beweisen.
Es sei K ein kommutativer Ko¨rper und V sei ein Rechtsvektorraum u¨ber K.
Ist dann k ∈ K und v ∈ V , so setzen wir kv := vk. Weil K kommutativ ist,
wird V auf diese Weise zu einem K-Linksvektorraum. Es gilt sogar, dass V ein
(K,K)-Bivektorraum ist. Sind na¨mlich k, l ∈ K und v ∈ V , so ist
k(vl) = (vl)k = v(lk) = v(kl) = (vk)l = (kv)l.
Sprechen wir in Zukunft von einem Vektorraum V u¨ber einem kommutativen
Ko¨rper K, so verstehen wir darunter immer einen (K,K)-Bivektorraum mit
kv = vk fu¨r alle v ∈ V und alle k ∈ K. Mit dieser Verabredung wird dann
auch das Tensorprodukt zweier Vektorra¨ume u¨ber einem kommutativen Ko¨rper
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zu einem Vektorraum u¨ber eben diesem Ko¨rper und die Verabredung, die wir
u¨ber gegebene Vektorra¨ume u¨ber kommutativen Ko¨rpern getroffen haben, dass
na¨mlich kv = vk fu¨r alle in Frage kommenden k und v gilt, gilt auch fu¨r dass
Tensorprodukt der beiden Vektorra¨ume, wie Satz 1.6 zeigt.
Macht man solche Generalvoraussetzungen, wie wir es gerade taten, so muss
man natu¨rlich vorsichtig sein, da man mo¨glicherweise ein Objekt von der Art
konstruiert, u¨ber die man die Generalvoraussetzung gemacht hat. Dann muss
man zeigen, dass das Objekt auch die gewu¨nschten Eigenschaften hat, was
sicher nicht immer zutrifft. Das erinnert mich an eine Episode aus der Zeit,
da meine Kinder zur Schule gingen. Meine Tochter Suzanne kam eines Tages zu
mir, der ich Zeitung lesend auf dem Sofa lag, und sagte:
”
Papa, wir schreiben
morgen eine Mathe-Arbeit. Kannst du mich abfragen?“ Ich konnte: Sie gab
mir ihr Heft: Ich schaute in ihr Heft und tat das, was ich immer in zweifel-
haften Situation tue, ich sagte:
”
Ach du meine Gu¨te!“, und fuhr fort,
”
Gib mir,
bitte, dein Buch.“ Im Buch stand der gleiche Unfug. Es brachte eine zweifel-
hafte Definition von Kardinalzahl und fuhr fort, dass jede Menge eine Kardi-
nalzahl habe und dass die Menge der Kardinalzahlen die Menge der natu¨rlichen
Zahlen sei. Das war fu¨r mich ein gefundenes Fressen. Ich fragte sie also:
”
Jede Menge hat eine Kardinalzahl?“
”
Ja.“
”
Also auch die Menge der natu¨rlichen
Zahlen?“
”
Ja.“
”
Jede Kardinalzahl ist eine natu¨rliche Zahl?“
”
Ja.“
”
Ist 10395 die
Kardinalzahl der Menge der natu¨rlichen Zahlen?“
”
Nein.“
”
Ist 23576 die Kardi-
nalzahl der Menge der natu¨rlichen Zahlen?“
”
Nein.“
”
Ja, was ist denn die Kar-
dinalzahl der Menge der natu¨rlichen Zahlen?“
”
Unendlich.“
”
Ist Unendlich eine
natu¨rliche Zahl?“
”
Nein.“
”
Was ist denn Unendlich?“
”
So’n Symbol.“ Ich rief also
den Lehrer an und a¨ußerte ihm meine Bedenken. Unter anderem erwa¨hnte ich,
dass es neben den natu¨rlichen Zahlen ja auch noch andere Kardinalzahlen ga¨be.
Darauf der Lehrer:
”
Das ist natu¨rlich richtig, aber die Mengen, die wir be-
trachten, sind alle endlich.“
”
So!“, sagte ich,
”
Und die Menge der natu¨rlichen
Zahlen?“
”
Daru¨ber habe ich noch nicht nachgedacht.“ Die Arbeit wurde erst
am u¨berna¨chsten Tag geschrieben. Bei dem Buch handelte es sich um den
Lambacher–Schweitzer, den Namen des Lehrers zu nennen verbietet des Sa¨ngers
Ho¨flichkeit.
Doch zuru¨ck zu unserem Thema.
1.9. Satz. Es sei K ein kommutativer Ko¨rper und V und W seien zwei
Vektorra¨ume u¨ber K. Ist B eine Basis von V und C eine Basis von W , so ist
{b⊗ c | b ∈ B, c ∈ C}
eine Basis von V ⊗K W .
Beweis. Um diesen Satz zu beweisen, kann man sich natu¨rlich des Satzes
1.5 bedienen. Da Wiederholung fu¨r den Lernenden aber nu¨tzlich ist, fu¨hren wir
den Beweis des vorliegenden Satzes unabha¨ngig von Satz 1.5 aus, auch wenn
wir dafu¨r einiges doppelt machen.
Es sei v ∈ V und w ∈ W . Es gibt dann b1, . . . , bm ∈ B und k1, . . . , km ∈ K
sowie c1, . . . , cn ∈ C und l1, . . . , ln ∈ K mit v =
∑m
i:=1 kibi und x =
∑n
j:=1 ljcj .
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Es folgt
v ⊗ w =
m∑
i:=1
n∑
j:=1
kilj(bi ⊗ cj).
Weil V ⊗KW als abelsche Gruppe von der Menge der v⊗w erzeugt wird, wird
V ⊗K W auch als Vektorraum von dieser Menge erzeugt. Daher ist die Menge
der b⊗ c ein Erzeugendensystem des K-Vektorraumes V ⊗K W .
Es sei b ∈ B und c ∈ C. Wir definieren die linearen Abbildungen pi und ρ
von V bzw. W in K durch pi(b) := 1 und pi(x) := 0 fu¨r x ∈ B − {b}, bzw.,
ρ(c) := 1 und ρ(y) := 0 y ∈ C −{c}. Ferner definieren wir die Abbildung f von
V ×W in K durch f(v, w) := pi(v)ρ(w). Dann ist f tensoriell, so dass es eine
lineare Abbildung ϕ von V ⊗K W in K gibt mit
ϕ(v ⊗ w) = pi(v)ρ(w)
fu¨r alle v ∈ V und alle w ∈ W . Es folgt ϕ(b⊗ c) = 1 und ϕ(x⊗ y) = 0 fu¨r alle
(x, y) ∈ B×C — {(b, c)}, so dass b⊗ c von B×C — {(b, c)} linear unabha¨ngig
ist. Damit ist der Satz bewiesen.
1.10. Korollar. Es sei K ein kommutativer Ko¨rper. Sind V und W Vek-
torra¨ume endlichen Ranges u¨ber K, so hat auch V ⊗K W endlichen Rang und
es gilt
RgK(V ⊗K W ) = RgK(V )RgK(W ).
Das Argument, welches wir zum Beweise von 1.9 verwandten, la¨sst sich noch
einmal verwenden, was daraufhin deutet, dass eigentlich ein Satz zu formulieren
sei, der dieses Argument institutionalisiert.
1.11. Satz. Es sei K ein kommutativer Ko¨rper und V und W seien Vek-
torra¨ume u¨ber K. Sind b1, . . . , bn linear unabha¨ngige Vektoren aus V , sind
y1, . . . , yn ∈W und gilt
n∑
i:=1
(bi ⊗ yi) = 0,
so ist yi = 0 fu¨r i := 1, . . . , n.
Beweis. Es sei i ∈ {1, . . . , n}. Es sei i ∈ {1, . . . , n}. Es gibt dann eine
lineare Abbildung f von V in K mit f(bi) = 1 und f(bj) = 0 fu¨r alle von i
verschiedenen j. Ist g irgendeine lineare Abbildung von W in K, so ist die
durch ϕ(v, w) := f(v)g(w) definierte Abbildung ϕ tensoriell. Es gibt daher eine
lineare Abbildung pi von V ⊗KW in K mit pi(v⊗w) = f(v)g(w). Hieraus folgt
0 = pi
(
n∑
j:=1
bj ⊗ yj
)
=
n∑
i:=1
f(bj)g(yj) = g(yi).
Also ist g(yi) = 0 fu¨r alle linearen Abbildungen g von W in K, so dass, wie
behauptet, yi = 0 ist.
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2. Homomorphismen projektiver Ra¨ume
Da wir Tensorprodukte allgemeiner definiert haben, als wir sie eigentlich brau-
chen, werden wir von unserem Thema abweichen und zeigen, dass die allge-
meinere Version des Tensorproduktes auch fu¨r die projektive Geometrie von
Nutzen ist.
Ist K ein Ko¨rper und ist R ein Teilring von K mit 1 ∈ R, so ist K natu¨rlich
ein (R,K)-Bimodul. Ist M ein R-Rechtsmodul, so tra¨gt M⊗RK nach 1.6 daher
eine Struktur als K-Rechtsvektorraum, die mit der Struktur des Tensorproduk-
tes vertra¨glich ist. Dies machen wir uns jetzt zu Nutze.
2.1. Satz. Es sei K ein Ko¨rper und R sei ein Teilring von K mit 1 ∈ R. Ist M
ein R-Rechtsmodul, so tra¨gt M ⊗R K genau eine K-Rechtsvektorraumstruktur
mit
(m⊗ k)l = m⊗ (kl)
fu¨r alle m ∈ M und alle k, l ∈ K. Ist M ein freier R-Modul und ist B eine
R-Basis von M , so ist
{b⊗ 1 | b ∈ B}
eine K-Basis von M ⊗R K.
Beweis. Die erste Aussage folgt, wie schon bemerkt, aus Satz 1.6.
Weil B eine Basis von M ist, ist M = ⊕b∈BbR. Fu¨r b ∈ B sei pib die durch
pib(b) := b und pib(c) := 0 fu¨r c ∈ B − {b} definierte Projektion von M auf bR.
Nach 1.5 ist dann
M ⊗R K =
⊕
b∈B
(pib ⊗ 1K)(M ⊗R K).
Weil B eine Basis von M ist, wird M ⊗R K von der Menge der Elemente c⊗ k
mit c ∈ B und k ∈ K erzeugt. Daher wird
(pib ⊗ 1K)(M ⊗R K)
von den Bildern dieser Elemente unter pib⊗ 1K erzeugt. Ist nun c ∈ B−{b}, so
ist (pib ⊗ 1K)(c⊗ k) = 0. Ferner ist
(pib ⊗ 1K)(b⊗ k) = (b⊗ 1)k.
Damit ist gezeigt, dass
(pib ⊗ 1K)(M ⊗R K) = (b⊗ 1)K
ist. Um zu zeigen, dass {b⊗1 | b ∈ B} eine Basis ist, ist also nur noch zu zeigen,
dass die direkten Summanden allesamt von {0} verschieden sind.
Zu diesem Zweck zitieren wir zuna¨chst noch einmal 1.5. Nach diesem Satz ist
(pib⊗1K)(M⊗RK) zu bR⊗RK isomorph. Da die durch β(br, k) := rk definierte
Abbildung β tensoriell ist, gibt es einen Homomorphismus η von bR⊗RK in K
mit η(br⊗ k) = rk fu¨r alle r ∈ R und alle k ∈ K. Es folgt η(b⊗ 1) = 1, so dass
(bR⊗R)K) nicht nur aus der Null besteht. Damit ist alles bewiesen.
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Der Leser beachte, dass b ⊗ 1 im letzten Absatz ein Element aus bR ⊗R K
bezeichnet, wa¨hrend zuvor ein Element aus M ⊗R K mit diesem Ausdruck
gemeint war.
2.2. Korollar. Es sei K ein Ko¨rper und R sei ein Teilring von K mit 1 ∈ R.
Ist dann F ein freier Modul u¨ber R, ist f ∈ F und gilt f ⊗ 1 = 0, so ist f = 0.
Beweis. Weil F ein freier R-Modul ist, gibt es eine Basis B von F . Es gibt
dann weiter b1, . . . , bm ∈ B und r1, . . . , rm ∈ R mit f =
∑m
i:=1 biri. Es folgt
0 = f ⊗ 1 =
m∑
i:=1
(biri ⊗ 1) =
m∑
i:=1
(bi ⊗ 1)ri,
so dass nach 2.1 gilt, dass ri = 0 ist fu¨r alle i. Somit ist f = 0, wie behauptet.
2.3. Satz. Es sei K ein Ko¨rper und R sei ein Teilring von K mit 1 ∈ R.
Ferner sei F ein freier Rechtsmodul u¨ber R. Ist U ∈ LK(F ⊗R K) und ist
D := {f | f ∈ F, f ⊗ 1 ∈ U},
so gilt: Ist f ∈ F und r ∈ R∗ und gilt fr ∈ D, so ist f ∈ D, m.a.W., der
Faktormodul F/D ist torsionsfrei.
Beweis. Wegen fr ∈ D ist fr ⊗ 1 ∈ U . Es folgt
f ⊗ 1 = (f ⊗ r)r−1 = (fr ⊗ 1)−1 ∈ U,
so dass in der Tat f ∈ D gilt.
Der Modul D kann natu¨rlich, gemessen an U , sehr klein sein. Wir ku¨mmern
uns nun zuna¨chst um Bedingungen, die erzwingen, dass D so groß wie mo¨glich
wird.
Die Bemerkung, dass im folgenden Satz a) eine Konsequenz von d) ist, ver-
danke ich Herrn U. Dempwolff. Wir beno¨tigen des weiteren jedoch nur, dass b)
aus a) folgt.
2.4. Satz. Ist K ein Ko¨rper und ist R ein Teilring von K mit 1 ∈ R, so sind
die folgenden Aussagen a¨quivalent:
a) Zu jeder endlichen Teilmenge E von K gibt es ein s ∈ R∗ mit es ∈ R fu¨r
alle e ∈ E.
b) Ist M ein Rechtsmodul u¨ber R, sind f1, . . . , fn ∈ M und k1, . . . , kn ∈ K, so
gibt es r1, . . . , rn ∈ R und ein y ∈ K∗ mit
n∑
i:=1
(fi ⊗ ki) =
(
n∑
i:=1
firi
)
⊗ y
und der weiteren Eigenschaft, dass ri = 0 genau dann gilt, wenn ki = 0 ist.
c) Ist M ein Rechtsmodul u¨ber R und ist v ∈ M ⊗R K, so gibt es ein m ∈ M
und ein k ∈ K∗ mit v = m⊗ k.
d) Es gibt einen nicht endlich erzeugten freien Rechtsmodul F u¨ber R, so dass
es zu jedem v ∈ F ⊗R K ein f ∈ F und ein k ∈ K∗ gibt mit v = f ⊗ k.
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Beweis. a) impliziert b): Nach Voraussetzung gibt es ein s ∈ R∗ mit kis ∈ R
fu¨r i := 1, . . . , n. Setze ri := kis und y := s
−1. Dann gilt in der Tat
n∑
i:=1
(fi ⊗ ki) =
(
n∑
i:=1
firi
)
⊗ y.
Wegen ri = kis und s 6= 0 gilt auch die Aussage u¨ber das Verschwinden der ri.
Es ist trivial, dass c) eine Folge von b) und dass d) eine Folge von c) ist.
d) impliziert a): Es sei B eine Basis von F und E sei eine endliche Teilmenge
von K. Wir du¨rfen annehmen, dass 1 ∈ E ist. Weil F nicht endlich erzeugt ist,
ist B nicht endlich, so dass es eine injektive Abbildung b von E in B gibt. Setze
v :=
∑
e∈E
(be ⊗ e).
Es gibt dann ein f ∈ F und ein k ∈ K∗ mit v = f ⊗ k. Es sei f = ∑c∈B cr(c).
Dann ist
v = f ⊗ k =
∑
c∈B
(c⊗ 1)r(c)k.
Andererseits ist
v =
∑
e∈E
(be ⊗ 1)e.
Nach 2.1 gilt folglich e = r(be)k fu¨r alle e ∈ E. Dann ist aber ek−1 ∈ R fu¨r alle
e ∈ E. Wegen 1 ∈ E folgt k−1 = 1k−1 ∈ R. Damit ist alles bewiesen.
Wir treffen des weiteren die Verabredung, mit ∆R(M) die Menge aller
Teilmoduln N des R-Rechtsmoduls M zu bezeichnen, fu¨r die M/N torsions-
frei ist. Ist Φ eine Teilmenge von ∆R(M), so ist auch⋂
X∈Φ
X ∈ ∆R(M).
Nach I.2.1 ist (∆R(M),⊆) also ein vollsta¨ndiger Verband. Zu bemerken ist,
dass die obere Grenze zweier Elemente aus ∆R(M) auch in gut sich stellenden
Fa¨llen meist nicht die Summe dieser beiden Elemente ist. (Diese geschraubt
klingende Formulierung habe ich gewa¨hlt, um darauf hinweisen zu ko¨nnen, dass
”
ill posed problems“ keine
”
schlecht gestellten Probleme“— so etwas gibt es
nicht —, sondern
”
schlecht sich stellende Probleme“ sind. Wer von schlecht
gestellten Problemen redet, darf sich nicht u¨ber das Deutsch unserer Studenten
beklagen.)
2.5. Satz. Es sei K ein Ko¨rper und R sei ein Teilring von K mit 1 ∈ R.
Ferner gebe es zu jeder endlichen Teilmenge E von K ein r ∈ R∗ mit er ∈ R
fu¨r alle e ∈ E. Schließlich sei F ein freier R-Rechtsmodul. Definiert man die
Abbildung ϕ von ∆R(F ) in LK(F ⊗R K) durch
ϕ(D) :=
∑
f∈D
(f ⊗ 1)K
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fu¨r alle D ∈ ∆R(F ), so ist ϕ ein Isomorphismus von (∆R(F ),⊆) auf (LK(F ⊗R
K),≤).
Beweis. Setze V := F ⊗R K. Fu¨r U ∈ LK(V ) werde ψ(U) definiert durch
ψ(U) := {f | f ∈ F, f ⊗ 1 ∈ U}.
Zuna¨chst folgt
D ⊆ ψϕ(D)
fu¨r alle D ∈ ∆R(F ).
Es sei D ∈ ∆R(F ). Ferner sei f ∈ ψϕ(D). Es gibt dann d1, . . . , dn ∈ D und
k1, . . . , kn ∈ K mit
f ⊗ 1 =
n∑
i:=1
(di ⊗ ki).
Nach 2.4 gibt es r1, . . . , rn ∈ R und ein y ∈ K∗ mit
f ⊗ 1 =
(
n∑
i:=1
diri
)
⊗ y.
Nach Voraussetzung gibt es ein a ∈ R∗ mit ya ∈ R. Es folgt
fa⊗ 1 =
(
n∑
i:=1
diriya
)
⊗ 1.
Mit 2.2 erhalten wir folglich
fa =
n∑
i:=1
diriya ∈ D.
Wegen a 6= 0 und D ∈ ∆R(F ) folgt daher f ∈ D. Somit ist D = ψϕ(D).
Es sei U ∈ LK(V ). Dann ist
ϕψ(U) =
∑
f∈F,f⊗1∈U
(f ⊗ 1)K.
Banal ist, dass ϕψ(U) ≤ U gilt. Ist andererseits u ∈ U , so folgt mit 2.4 die
Existenz von f ∈ F und k ∈ K∗ mit u = f ⊗ k. Hieraus folgt zuna¨chst
f ⊗ 1 = uk−1 ∈ U und dann u = (f ⊗ 1)k ∈ ϕψ(U), so dass U = ϕψ(U) ist.
Damit ist gezeigt, dass ϕ eine Bijektion von ∆R(F ) auf LK(V ) ist.
Sind D,D′ ∈ ∆R(F ) und ist D ⊆ D′, so ist natu¨rlich ϕ(D) ≤ ϕ(D′). Sind
U,U ′ ∈ LK(V ) und ist U ≤ U ′, so folgt genauso einfach die Gu¨ltigkeit der
Inklusion ψ(U) ⊆ ψ(U ′). Damit ist der Satz bewiesen.
Dieser Satz ist bestmo¨glich, wie wir noch sehen werden. Andererseits kann
man mehr beweisen, wenn der Rang von F endlich und R etwa ein Hauptide-
albereich ist. Davon spa¨ter mehr. Zuna¨chst wollen wir nach Beispielen von
Ringen suchen, die die Voraussetzungen von 2.5 erfu¨llen.
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Ist K ein kommutativer Ko¨rper und ist R ein Teilring von K mit 1 ∈ R,
so erfu¨llt dieses Paar genau dann die Voraussetzungen von 2.5, wenn K der
Quotientenko¨rper von R ist, so dass dieser Satz also von realen Verha¨ltnissen
handelt.
Eine weitere Situation, die im Kommutativen ein Spezialfall der gerade
beschriebenen Situation ist, ist die folgende: Es sei K ein Ko¨rper und R sei
ein Teilring von K mit 1 ∈ R. Wir nennen R Bewertungsring von K, falls
gilt: Ist k ∈ K − R, so ist k−1 ∈ R. Zeigen wir zuna¨chst, dass fu¨r Ko¨rper mit
Bewertungsringen der Satz 2.5 gilt.
2.6. Satz. Es sei K ein Ko¨rper und R sei ein Bewertungsring von K. Ist E
eine endliche Teilmenge von K, so gibt es ein r ∈ R∗ mit er ∈ R fu¨r alle e ∈ E.
Beweis. Ist E eine Teilmenge von R, so setzen wir r := 1. Wir du¨rfen daher
annehmen, dass es ein e ∈ E gibt, welches nicht in R liegt. Dann liegt aber
e−1 ∈ R. Ist e das einzige Element von E, so setzen wir r := e−1. Ist e nicht
das einzige Element von E, so gibt es nach Induktionsannahme ein s ∈ R∗ mit
fe−1s ∈ R fu¨r alle f ∈ E − {e}. Setzt man r := e−1s, so gilt fr ∈ R fu¨r alle
f ∈ E.
Weitere Eigenschaften von Bewertungsringen sind in den na¨chsten beiden
Sa¨tzen notiert.
2.7. Satz. Es sei K ein Ko¨rper und R sei ein Bewertungsring von K. Ist
dann E eine endliche Teilmenge von R∗ := R − {0}, so gibt es s, t ∈ E mit
fs−1, t−1f ∈ R fu¨r alle f ∈ E.
Beweis. Da 1 ∈ R gilt, ist der Satz richtig, falls E nur ein Element entha¨lt.
Es sei |E| ≥ 1 und e ∈ E. Es gibt dann ein λ ∈ E − {e} mit fλ−1 ∈ R fu¨r alle
f ∈ E − {e}. Ist eλ−1 ∈ R, so tut’s s := λ. Ist eλ−1 /∈ R, so ist λe−1 ∈ R. In
diesem Falle tut’s s := e.
Die Existenz von t beweist sich analog.
2.8. Satz. Es sei K ein Ko¨rper und R sei ein Bewertungsring von K. Ist dann
M := {f | f ∈ R, f−1 /∈ R}, so ist M ein zweiseitiges Ideal von R und alle von
R verschiedenen Rechts- wie Linksideale sind in M enthalten.
Beweis. M ist die Menge der Elemente von R, die keine Einheiten von R
sind. Um zu zeigen, dass M ein Ideal ist, ist nur kritisch nachzuweisen, dass
M additiv abgeschlossen ist. Dazu seien a, b ∈ M . Wegen Satz 2.5 du¨rfen wir
annehmen, dass b = ac ist mit c ∈ R. Dann ist aber, falls a+ b 6= 0 ist,
1 = (a+ b)(a+ b)−1 = a(1 + c)(a+ b)−1.
Also ist
a−1 = (1 + c)(a+ b)−1.
Hieraus folgt (a+ b)−1 /∈ R, da andernfalls a−1 ∈ R wa¨re. Also ist a+ b ∈ M ,
was natu¨rlich auch richtig ist, wenn a+ b = 0 ist.
Die restlichen Aussagen folgen daraus, dass R−M nur aus Einheiten von R
besteht.
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Fu¨r den Kenner sei hier folgendes erwa¨hnt. Ist R ein Integrita¨tsbereich und
ist F ein freier R-Modul, so ist ∆R(F ) gerade die Menge der reinen Teilmoduln
von F . Dies gesagt, ist klar, dass man im Falle von Hauptidealbereichen einige
der folgenden Sa¨tze allgemeiner formulieren kann, als wir es tun werden.
2.9. Satz. Es sei R ein Integrita¨tsbereich oder ein Bewertungsring. Ferner sei
M ein Modul u¨ber R. Ist T (M) die Menge der Torsionselemente von M , so ist
M ein Teilmodul von M .
Beweis. Fu¨r Integrita¨tsbereiche ist die Aussage vo¨llig banal. Es sei R also
ein Bewertungsring. Ferner seien m und n Torsionselemente von M . Es gibt
dann r, s ∈ R∗ mit mr = 0 = ns. Nach 2.7 du¨rfen wir annehmen, dass s = rt
ist mit einem t ∈ R. Es folgt
(m+ n)s = mrt+ ns = 0,
so dass m+ n ∈ T (M) gilt.
Es sei weiterhin m ∈ T (M) und es sei 0 6= s ∈ R. Es gibt ein r ∈ R∗
mit mr = 0. Ist r = st mit t ∈ R, so ist einmal t 6= 0 und zum anderen
(ms)t = mr = 0, so dass ms ∈ T (M) gilt. Ist s kein Linksteiler von r, so gibt
es nach 2.7 ein t ∈ R mit s = rt. In diesem Falle ist aber ms = 0. Damit ist
alles bewiesen.
2.10. Satz. Es sei R ein Hauptidealbereich oder ein Bewertungsring. Es sei
ferner M ein torsionsfreier Rechtsmodul u¨ber R und 0 6= m ∈M . Der Teilmodul
U von M werde definiert durch U/mR = T (M/mr). Ist U endlich erzeugt, so
gibt es ein u ∈ U mit U = uR.
Beweis. Es sei U =
∑n
i:=1 fiR. Es gibt dann ri ∈ R∗ und si ∈ R mit
firi = msi fu¨r i := 1, . . . , n. Wir du¨rfen natu¨rlich annehmen, dass fi 6= 0 ist.
Weil M torsionsfrei ist, ist dann firi 6= 0 und folglich si 6= 0 fu¨r alle i.
Wir betrachten zuna¨chst den Fall, dass R ein Hauptidealbereich ist. Dann
ist R insbesondere kommutativ. Setze a :=
∏n
i:=1 ri. Ist x ∈ U , so gibt es
λi ∈ R mit x =
∑n
i:=1 fiλi. Weil ri auf Grund der Kommutativita¨t von R ein
Teiler von a ist, gibt es gi ∈ R mit λia = rigi. Es folgt
xa =
n∑
i:=1
firigi = m
n∑
i:=1
sigi.
Somit ist die durch σ(x) := xa definierte Abbildung σ zuna¨chst eine Abbildung
von U in mR. Da R kommutativ ist, ist σ sogar ein Homomorphismus von U in
mR. Weil a nicht Null und M torsionsfrei ist, ist σ sogar ein Monomorphismus.
Nun ist mR aber ein epimorphes Bild von R. Weil R ein Hauptidealbereich ist,
wird folglich jeder Teilmodul von mR von einem Element erzeugt. Daher wird
σ(U) und damit U von einem Element erzeugt.
Es sei nun R ein Bewertungsring. Ist n = 1, so ist nichts zu beweisen. Es
sei also n > 1. Auf Grund von 2.7 du¨rfen wir annehmen, dass sn−1 = snt mit
t ∈ R ist. Dann ist aber
fn−1rn−1 = msnt = fnrnt.
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nach 2.7 ist rn−1 ein Rechtsteiler von rnt oder rnt ein Rechtsteiler von rn−1.
Wegen der Torsionsfreiheit von M gilt im ersten Falle fn−1 ∈ fnR und im
zweiten Falle fn ∈ fn−1R. Induktion fu¨hrt nun zum Ziele.
Der Leser, der mit den Feinheiten von ggT-Bereichen vertraut ist, wird
sehen, dass man bei der folgenden Definition und einigen der weiteren Sa¨tze
statt Hauptidealbereich auch ggT-Bereich sagen ko¨nnte. Da die wesentlichen
Sa¨tze fu¨r ggT-Bereiche jedoch ihre Gu¨ltigkeit verlieren, verzichten wir bei den
fraglichen Sa¨tzen auf die gro¨ßere Allgemeinheit.
Es sei R ein Hauptidealbereich oder ein Bewertungsring. Ferner sei F ein
freier R-Rechtsmodul und B sei eine Basis von F . Ist f ∈ F , so gibt es eine
Abbildung r von B in R mit endlichem Tra¨ger, so dass f =
∑
b∈B brb gilt. Ist
R ein Hauptidealbereich, so setzen wir
cont(f) := ggT(rb | b ∈ B).
Ist R ein Bewertungsring, so gibt es nach 2.7 ein b ∈ B mit rr−1b ∈ R fu¨r alle
c ∈ B, da der Tra¨ger von r ja endlich ist. In diesem Falle setzen wir
cont(f) := rb.
Wir nennen cont(f) den Inhalt von f . Der Inhalt cont(f) von f ist bis auf
Einheiten eindeutig bestimmt. Ist cont(f) = 1, so nennen wir f primitiv .
Es sei C eine weitere Basis von F . Ist c =
∑
b∈B bAbc, und f =
∑
c∈C cλc,
so ist
f =
∑
b∈B
b
∑
c∈C
Abcλc.
Hieraus folgt, dass der mit Hilfe von C definierte Inhalt von f ein Teiler des mit
Hilfe von B definierten Inhalts von f ist. Vertauscht man in diesem Argument
die Rollen von B und C, so sieht man, dass auch der mittels B definierte Inhalt
ein Teiler des mittels C definierten Inhalts ist. Somit ha¨ngt die Funktion cont
nicht von der Wahl der Basis ab.
2.11. Satz. Es sei R ein Hauptidealbereich oder ein Bewertungsring. Ist F
ein freier Rechtsmodul u¨ber R und ist f ∈ F primitiv, so ist fR ∈ ∆R(F ). Ist
0 6= g ∈ F , so gibt es ein primitives f ∈ F mit g = fcont(g).
Beweis. Es sei B eine Basis von F . Dann ist f =
∑
b∈B bαb, wobei α eine
Abbildung von B in R ist, deren Tra¨ger endlich ist. Es sei 0 6= h ∈ F und
s ∈ R∗ und es gelte hs ∈ fR. Es gibt dann wegen der Torsionsfreiheit von F
(Satz 2.2) ein t ∈ R∗ mit hs = ft. Ferner ist h = ∑b∈B bβb und es folgt∑
b∈B
bβbs = hs = ft =
∑
b∈B
bαbt
und damit βbs = αbt fu¨r alle b ∈ B.
Ist R ein Hauptidealbereich, so ist
cont(h)s = ggT(βbs | b ∈ B) = ggT(αbt | b ∈ B) = cont(f)t = t.
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Ist R ein Bewertungsring, so gibt es ein b, so dass αb eine Einheit ist, da f
ja primitiv ist. Es folgt t = α−1b βbs und weiter h = fα
−1
b βb ∈ fR. Damit ist
gezeigt, dass fR ∈ ∆R(F ) gilt.
Es sei g =
∑
b∈B brb. Setze f :=
∑
b∈B brbcont(g)
−1. Dann ist f primitiv
und g = fcont(g).
2.12. Satz.Es sei R ein Ring. Ferner sei M ein Rechtsmodul u¨ber R und U
sei ein Teilmodul von M . Ist M/U ein freier R-Modul, so ist U ein direkter
Summand von M .
Beweis. Mit Hilfe des Auswahlaxioms erhalten wir eine Familie B von Ele-
menten von M , so dass {b+ U | b ∈ B} eine Basis von M/U ist. Wir setzen
V :=
∑
b∈B
bR.
Natu¨rlich gilt M = U + V . Es sei u ∈ U ∩ V . Es gibt dann b1, . . . , bn ∈ B und
r1, . . . , rn ∈ R mit u =
∑n
i:=1 biri. Es folgt
U = u+ U =
n∑
i:=1
(bi + u)ri.
Also ist ri = 0 fu¨r alle i, so dass u = 0 und folglich M = U ⊕ V gilt.
2.13. Satz. Es sei R ein Hauptidealbereich oder ein Bewertungsring. Ist M ein
endlich erzeugter, torsionsfreier Rechtsmodul u¨ber R, so ist M frei in endlich
vielen Erzeugenden.
Beweis. Es sei M =
∑n
i:=1 fiR. Ist n = 1, so ist M frei in einer Erzeu-
genden. Es sei also n > 1. Der Teilmodul U von M werde definiert durch
U/fnR = T (M/fnR). Dann ist M/U ein torsionsfreier R-Rechtsmodul, der
von f1 + U, . . . , fn−1 + U erzeugt wird. Nach Induktionsannahme ist M/U frei
in ho¨chstens n− 1 Erzeugenden. Weil M/U frei ist, ist U nach 2.12 ein direkter
Summand von M . Es sei C ein Komplement von U . Dann ist also M = U ⊕C
und somit M/C ∼= U . Dies besagt, dass U endlich erzeugt ist. Mit 2.10 folgt,
dass es ein u ∈ U gibt mit U = uR. Da C wegen C ∼= M/U frei ist, ist auch M
frei und zwar in ho¨chstens n Erzeugenden.
2.14. Satz. Es sei R ein Hauptidealbereich oder ein Bewertungsring. Ferner
sei F ein freier Rechtsmodul u¨ber R. Ist D ein direkter Summand von F , so ist
D ∈ ∆R(F ).
Genau dann besteht ∆R(F ) genau aus den direkten Summanden von F , wenn
F endlich erzeugt ist.
Beweis. Es sei D ein direkter Summand von F . Weil F frei und somit
torsionsfrei ist, ist jedes Komplement von D torsionsfrei. Dies impliziert, dass
auch F/D torsionsfrei ist. Folglich gilt D ∈ ∆R(F ).
Der Modul F sei endlich erzeugt. Ferner sei D ∈ ∆R(F ). Dann ist F/D
endlich erzeugt, da F es ist, und nach Definition von ∆R(F ) ist F/D torsionsfrei.
Nach 2.13 ist F/D daher frei, was nach 2.12 impliziert, dass D ein direkter
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Summand von F ist. Ist F endlich erzeugt, so besteht ∆R(F ) also genau aus
den direkten Summanden von F .
Ist R Bewertungsring, so sei R Bewertungsring des Ko¨rpers K. Ist R Haupt-
idealbereich, so sei K der Quotientenko¨rper von R. In beiden Fa¨llen sei p ein
Element von R, welches keine Einheit sei. Wir setzen
M :=
∞∑
i:=0
p−iR.
Der Modul F sei nicht endlich erzeugt. Ist B eine Basis von F , so ist B nicht
endlich, entha¨lt also eine abza¨hlbare Teilmenge C. Es sei a eine mit 0 begin-
nende Abza¨hlung von C. Es gibt dann einen Epimorphismus  von F auf M
mit (ai) := p
−i fu¨r alle nicht negativen ganzen Zahlen i und (b) = 0 fu¨r alle
b ∈ B − C. Es sei D der Kern von . Dann ist F/D zu M isomorph, also nicht
torsionsfrei. Daher ist D ∈ ∆R(F ).
Wir nehmen nun an, D ha¨tte ein Komplement G, und fahren im Indikativ
fort. Dann ist G zu M isomorph. Es gibt daher eine Folge z auf G mit G =∑∞
i:=0 ziR und zi+1p = zi fu¨r alle i. Nach 2.11 gibt es ein primitives f ∈ F mit
z0 = f cont (z0). Weil G ein direkter Summand ist, ist G ∈ ∆R(F ), so dass
f ∈ G ist. Weil f primitiv ist, ist fR nach 2.11 ein Element von ∆R(F ). Nun
ist zip
i = z0 ∈ fR und folglich zi ∈ fR fu¨r alle i. Also ist G = fR. Weil G und
M isomorph sind, gibt es ein v ∈M mit M = vR. Es gibt weiter r0, . . . , rn ∈ R
mit
v =
n∑
i:=0
p−iri.
Es gibt außerdem ein s ∈ R mit
p−n−1 = vs.
Hieraus folgt
1 = pn+1p−n−1 = p
n∑
i:=0
pn−iris,
so dass p eine Einheit ist. Dies widerspricht aber der Wahl von p, so dass D
doch kein direkter Summand von F ist. Damit ist alles bewiesen.
Der Leser hat hoffentlich bemerkt, dass der Satz falsch ist. Unterra¨ume von
Vektorra¨umen sind stets direkte Summanden, so dass man also noch vorausset-
zen muss, dass R kein Ko¨rper ist. Beim Beweis des Satzes haben wir ja ein von
Null verschiedenes Element von R beno¨tigt, welches in R keine Einheit ist.
Der Kern D von  ist eine Hyperebene von ∆R(F ). Um dies zu beweisen,
u¨berlege sich der Leser, dass je zwei Elemente des Moduls M und damit je zwei
Elemente des Moduls R/D u¨ber R linear abha¨ngig sind. Hieraus folgt, dass
D unter der in 2.5 definierten Abbildung ϕ auf eine Hyperebene von F ⊗R K
abgebildet wird, wobei K der Quotientenko¨rper von R ist, falls R ein Haupt-
idealbereich ist, bzw. ein Ko¨rper, von dem R ein Bewertungsring ist. Es gibt
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also Hyperebenen und damit Unterra¨ume endlichen Ko-Ranges in ∆R(F ), die
keine direkten Summanden sind, falls F nicht endlich erzeugt ist. Am unteren
Ende des Verbandes ∆R(F ) herrschen andere Verha¨ltnisse, wie der na¨chste Satz
lehrt.
2.15. Korollar. Es sei R ein Hauptidealbereich oder ein Bewertungsring.
Ferner sei F ein freier Rechtsmodul u¨ber R. Ist D ∈ ∆R(F ) endlich erzeugt, so
ist D ein direkter Summand von F .
Beweis. Es sei B eine Basis von F . Weil D endlich erzeugt ist, gibt es eine
endliche Teilmenge E von B mit
D ⊆
∑
b∈E
bR.
Setzt man die Summe rechter Hand gleich U , so ist U ein direkter Summand
von F , da das Komplement von E in B ein Komplement von U in F erzeugt.
Ferner ist D ∈ ∆R(U), so dass D nach 2.14 ein direkter Summand von U ist.
Dann ist aber auch ein direkter Summand von F .
2.16. Korollar. Es sei R ein Hauptidealbereich oder ein Bewertungsring.
Ferner sei F ein freier Rechtsmodul u¨ber R. Ist D ein endlich erzeugter direkter
Summand von F , so ist auch jedes Komplement von D in F frei.
Beweis. Wie beim Beweise von 2.15 sehen wir, dass D in einem endlich
erzeugten direkten Summanden U von F liegt, der ein Komplement besitzt,
welches frei ist. Wegen D ∈ ∆R(F ) folgt mit 2.14, dass D auch ein direkter
Summand von U ist. Nach 2.13 ist jedes Komplement von D in U frei. Stu¨ckelt
man ein solches mit dem freien Komplement von U zusammen, so erha¨lt man
ein Komplement von D, welches ein freier Modul ist. Dann ist aber auch M/D
frei und folglich jedes Komplement von D.
2.17. Satz. Es sei R ein Ring mit Eins und M sei ein zweiseitiges Ideal von
R und R/M sei ein Ko¨rper. Ist F ein Rechtsmodul u¨ber R, so bezeichnen wir
mit FM den von allen fm mit f ∈ F und m ∈M erzeugten Teilmodul von F .
Dann ist F/FM ein Rechtsvektorraum u¨ber R/M . Ist F frei und ist B eine
Basis von F , so ist
{b+ FM | b ∈ B}
eine Basis von F/FM .
Beweis. Es ist natu¨rlich klar, dass {b+FM | b ∈ B} ein Erzeugendensystem
von F/FM ist. Es ist also nur zu zeigen, dass dieses Erzeugendensystem auch
linear unabha¨ngig ist. Dazu sei C eine endliche Teilmenge von B und es gelte∑
c∈C
(c+ FM)(rc +M) = 0,
wobei die rc Elemente von R sind. Dann ist∑
c∈C
crc ∈ FM.
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Es gibt also f1, . . . , fn ∈ F und m1, . . . ,mn ∈M mit∑
c∈C
crc =
n∑
i:=1
fimi.
Stellt man nun die fi mittels der Basis B dar, so erha¨lt man
fi =
∑
b∈B
bλib
mit λib ∈ R fu¨r alle i und alle b. Es folgt∑
c∈C
crc =
n∑
i:=1
∑
b∈B
bλibmi =
∑
b∈B
b
n∑
i:=1
λibmi.
Koeffizientenvergleich — hier benutzen wir, dass B eine Basis ist — liefert
rc ∈M fu¨r alle c ∈ C. Damit ist alles bewiesen.
Hat ein Ring R ein zweiseitiges Ideal M , so dass R/M ein Ko¨rper ist, so ist
der Rang eines freien Moduls u¨ber R eine Invariante, wie der gerade bewiesene
Satz zeigt.
Bei einem Vektorraum ist der geometrische Rang eines Unterraumes gleich
seinem Rang als Vektorraum. Bei freien Moduln u¨ber Ringen, wie wir sie be-
trachten, ist der entsprechende Sachverhalt ganz und gar nicht evident. Daher
liest sich der na¨chste Satz etwas umsta¨ndlich.
2.18. Satz. Es sei R ein Hauptidealbereich oder ein Bewertungsring und M
sei ein maximales Ideal von R. Dann ist R/M ein Ko¨rper. Es sei weiterhin F
ein freier Rechtsmodul u¨ber R und FM bezeichne wieder den von allen fm mit
f ∈ F und m ∈M erzeugten Teilmodul von F . Fu¨r D ∈ ∆R(F ) setzen wir
(D) := (D + FM)/FM.
Dann ist  ein Epimorphismus des projektiven Verbandes
(∆R(F ),⊆)
auf den projektiven Verband
(LR/M (F/FM),≤)
mit den folgenden Eigenschaften:
a) Ist k eine natu¨rliche Zahl, ist D ∈ ∆R(F ) als Modul endlich erzeugt und hat
D als Modul den Rang k, so hat auch (D) den Rang k.
b) Ist k eine natu¨rliche Zahl und hat U ∈ LR/M (F/FM) den Rang k, so gibt es
ein D ∈ ∆R(F ) mit (D) = U . Ist D ∈ ∆R(F ) und gilt (D) = U , so ist D
als Modul endlich erzeugt und k ist auch der Rang von D.
c) Ist G eine Gerade von ∆R(F ), so gibt es drei Punkte auf G, deren Bilder
unter  paarweise verschieden sind.
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Beweis. Natu¨rlich ist  ein Homomorphismus. Dass  surjektiv ist, beweisen
wir erst zum Schluß.
a) Da D erzeugt ist, ist D frei, so dass klar ist, was es bedeutet, dass der
Rang von D gleich k ist, na¨mlich, dass D eine Basis C der Kardinalita¨t k hat.
(Man kann Rang auch fu¨r torsionsfreie Moduln ohne Mu¨he definieren, was wir
hier jedoch nicht tun.)
Nach 2.15 ist D ein direkter Summand und nach 2.16 ist jedes Komplement
von D frei. Es gibt daher eine Basis B von F mit C ⊆ B. Nach 2.17 ist
{b + FM | b ∈ B} eine Basis von F/FM , so dass {γ + FM | γ ∈ C} linear
unabha¨ngig ist. Da (D) von dieser Menge erzeugt wird, gilt die Behauptung a).
b) Es sei zuna¨chst k = 1. Dann gibt es ein p ∈ F , so dass U von p + FM
erzeugt wird. Nach 2.11 gibt es ein primitives f mit p = fcont(p). Es folgt
cont(p) /∈ M , so dass U auch von f + FM erzeugt wird. Nach 2.11 ist fR ∈
∆R(F ). Also ist  auf fR anwendbar und wir erhalten (fR) = U .
Nun sei k beliebig. Es gibt dann primitive f1, . . . , fk ∈ F , so dass (f1R), . . .,
(fkR) eine Basis von U ist. (Projektive Interpretation!) Es sei W das Supre-
mum der f1R1, . . . , fkR in ∆R(F ). Weil W von k Punkten erzeugt wird, ist der
Rang von W als projektiver Raum ho¨chstens gleich k. Dann ist aber auch der
Rang von (W ) ho¨chstens gleich k. Nun ist U ≤ (W ), da ja (fiR) ≤ (W ) fu¨r
alle i gilt. Daher ist U = (W ) und der Rang von W als projektiver Raum ist
gleich k.
Es sei B eine Basis von F . Dann ha¨ngt die Menge der fi von einer endlichen
Teilmenge von B ab. Daher liegen die fiR in einem endlich erzeugten direkten
Summanden von F . Weil W das Supremum der fiR ist, liegt auch W in diesem
direkten Summanden. Dann ist aber W auch als Modul endlich erzeugt und k
ist der Rang von W als Modul.
c) Es sei G eine Gerade von ∆R(F ). Wie der Beweis von b) zeigt, ist G ein
freier Modul des Ranges 2. Es gibt also eine Basis b1, b2 von G. Dann sind aber
auch b1 + b2, b1 und b1 + b2, b2 Basen von G. Weil G ein direkter Summand ist,
gibt es Basen B0, B1 und B2 von F , die der Reihe nach die drei zuvor genannten
Basen von G enthalten. Hieraus folgt dann mit 2.17, dass (b1R), ((b1 + b2)R)
und (b2R) drei verschiedene Punkte sind, deren Urbilder auf G liegen.
Es bleibt die Surjektivita¨t von  nachzuweisen. Dazu sei U ein Teilraum von
F/FM . Ferner sei B eine Basis des projektiven Raumes LR/M (U). Es gibt
dann eine Punktmenge C von ∆R(F ), so dass die Einschra¨nkung von  auf C
eine Bijektion von C auf B ist. Es sei D das Erzeugnis von C in ∆R(F ). Ist
P ein Punkt auf D, so gibt es eine endliche Teilmenge E von C, so dass P
von E abha¨ngt. Ist X der von E aufgespannte Teilraum von ∆R(F ), so hat X
ho¨chstens den Rang |E|. Andererseits hat Y := ∑e∈E (eR) genau den Rang
|E|. Wegen Y ⊆ (X) hat X daher ebenfalls den Rang |E| und es gilt Y = (X).
Hieraus folgt
(P ) ⊆ Y ⊆ U.
Weil (D) von seinen Punkten erzeugt wird, folgt mit a) und b), dass (D) ⊆ U
gilt. Andererseits ist banalerweise U ⊆ (D), so dass in der Tat U = (D) ist.
Damit ist  auch als surjektiv erkannt.
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Es gilt auch die Umkehrung dieses Satzes: Ist V ein Vektorraum u¨ber dem
Ko¨rper K und ist der Rang von V mindestens 3, so la¨sst sich jeder Epimorphis-
mus von LK(V ) auf einen projektiven Verband L, der die Menge der Punkte
von LK(V ) auf die Menge der Punkte von LK(V ) auf die Menge der Punkte
von L und die Menge der Geraden von LK(V ) auf die Menge der Geraden von
L abbildet, mittels eines Bewertungsringes von K auf die obige Weise beschrei-
ben. Einen Beweis fu¨r diesen Sachverhalt findet der Leser in Machala (1975).
Machalas Beweis ist mehrere Seiten lang. Ich kann ihn zwar nachvollziehen, da
er mir sein Geheimnis, weshalb er korrekt ist, aber nicht preisgibt, ist er hier
nicht abgedruckt.
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Nach diesem Intermezzo u¨ber Epimorphismen von projektiven Verba¨nden wen-
den wir uns wieder unserem eigentlichen Thema zu.
Ist R ein kommutativer Ring mit Eins und ist M ein R-Modul, so du¨rfen
und werden wir annehmen, dass M sowohl ein Rechts- als auch ein Linksmodul
u¨ber R ist und dass daru¨ber hinaus rm = mr fu¨r alle r ∈ R und alle m ∈ M
gilt. Dann ist M sogar ein R-Bimodul.
Es sei R ein kommutativer Ring mit Eins und M1, . . . ,Mt seien R-Moduln.
Eine Abbildung f von M1×· · ·×Mt in den R-Modul N heißt t-fach linear oder
kurz multilinear , falls f in jedem Argument linear ist.
War das Tensorprodukt bislang eine bina¨re Operation, so fu¨hren wir nun das
Tensorprodukt als t-a¨re Operation ein, um dann zu sehen, dass sich die neue
Operation auf die alte zuru¨ckfu¨hren la¨sst. Dazu sei R ein kommutativer Ring
mit Eins und M1, . . . ,Mt und T seien Moduln u¨ber R. Es sei ferner τ t-fach
lineare Abbildung von M1 × · · ·Mt in T . Wir nennen (T, τ) ein Tensorprodukt
von M1, . . . ,Mt, falls gilt:
1) Der Modul T wird von der Menge der τ(m1, . . . ,mt) mit mi ∈ Mi fu¨r i :=
1, . . . , t erzeugt.
2) Ist N ein R-Modul und ist f eine multilineare Abbildung von M1× · · ·Mt in
N , so gibt es eine lineare Abbildung g von T in N mit f = gτ .
Die Frage nach Existenz und Eindeutigkeit von Tensorprodukten beantwortet
der folgende Satz.
3.1. Satz. Es sei R ein kommutativer Ring mit Eins. Sind M1, . . . ,Mt Mo-
duln u¨ber R, so gibt es bis auf Isomorphie genau ein Tensorprodukt (T, τ) von
M1, . . . ,Mt.
Beweis. Dass es bis auf Isomorphie ho¨chstens ein Tensorprodukt gibt, be-
weist man wie bei solch universellen Objekten u¨blich.
Natu¨rlich ist (M1, id) ein Tensorprodukt von M1, so dass der Satz fu¨r t = 1
richtig ist. Es sei t > 1 und 1 ≤ i < t. Nach Induktionsannahme gibt es
ein Tensorprodukt (A,α) von M1, . . . ,Mi und ein Tensorprodukt (B, β) von
Mi+1, . . . ,Mt. Wir zeigen, dass (A⊗R B, τ), wobei τ die durch
τ(x1, . . . , xt) := α(x1, . . . , xi)⊗ β(xi+1, . . . , xt)
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definierte Abbildung ist, ein Tensorprodukt von M1, . . . ,Mt ist.
Um dies zu zeigen, sei f eine multilineare Abbildung von M1 × · · · ×Mt in
W . Ferner sei x ∈ M1 × · · · ×Mi und y ∈ Mi+1 × · · · ×Mt. Wir definieren gx
durch
gx(y) := f(x, y).
Dann ist gx multilinear, so dass es eine lineare Abbildung ψx von B in W gibt
mit gx = ψxβ.
Es sei b ∈ B. Wir definieren hb durch
hb(x) := ψx(b)
fu¨r alle x ∈ M1 × · · · ×Mi. Weil ψx ein Homomorphismus ist und weil B von
der Menge der β(y) erzeugt wird, folgt, dass auch hb multilinear ist. Es gibt
daher einen Homomorphismus ϕb von A in W mit hb = ϕbα. Wir definieren
nun die Abbildung F von A×B in W durch
F (a, b) := ϕb(a).
Dann ist F gewiss linear in a. Ist x ∈M1 × · · · ×Mi, so folgt
F (α(x), b) = ϕbα(x) = hb(x) = ψx(b),
so dass F auch in b linear ist, da F in a linear ist und die α(x) den Modul A
erzeugen. Schließlich ist
F (a, rb) = F (a, br) = F (a, b)r = F (ar, b),
so dass F tensoriell ist. Es gibt daher eine lineare Abbildung G von A⊗R B in
W mit F (a, b) = G(a ⊗ b) fu¨r alle a ∈ A und alle b ∈ B. Mit diesem G folgt
schließlich
(Gτ)(x, y) = G(α(x)⊗ β(y)) = F (α(x), β(y))
= ψx(β(y)) = gx(y) = f(x, y).
Um zu erkennen, dass (A ⊗R B, τ) ein Tensorprodukt von M1, . . . ,Mt ist, ist
nur noch zu bemerken, dass die Menge der τ(x) mit x ∈ M1 × · · · ×Mt ein
Erzeugendensystem von A
⊗
RB ist. Damit ist Satz 3.1 bewiesen.
Wir haben viel mehr bewiesen als im Satz formuliert. Um dies deutlich zu
machen, vereinbaren wir zuna¨chst, statt τ(x1, . . . , xt) wie u¨blich x1 ⊗ · · · ⊗ xt
zu schreiben und das Tensorprodukt selbst mit
⊗t
i:=1Mi zu bezeichnen.
3.2. Korollar. Es sei R ein kommutativer Ring mit Eins und M1, . . . ,Mt
seien Moduln u¨ber R. Ferner sei 1 ≤ i ≤ t. Es gibt dann genau einen Isomor-
phismus σ des Tensorproduktes
⊗t
k:=1Mk auf das Tensorprodukt (
⊗i
k:=1Mk)⊗
(
⊗t
k:=i+1Mk) mit
σ(x1 ⊗ · · · ⊗ xt) = (x1 ⊗ · · · ⊗ xi)⊗ (xi+1 ⊗ · · · ⊗ xt).
Dabei ist das Tensorprodukt u¨ber eine leere Indexmenge (hier der Fall i = t) als
der Ring R zu interpretieren.
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Beweis. Nur der Fall i = t bedarf eines Hinweises. In diesem Falle wende
man Satz 1.7 an.
Dieses Korollar macht explizit, dass sich das Tensorprodukt von mehreren
Moduln u¨ber einem kommutativen Ring mit Hilfe des Tensorproduktes von zwei
Moduln ausdru¨cken la¨sst.
Wir betrachten nun Vektorra¨ume V1, . . . , Vt u¨ber einem kommutativen Ko¨r-
per K. Die Vektoren der Form v1 ⊗ · · · ⊗ vt des Tensorproduktes
⊗t
i:=1 Vi
nennen wir reine oder auch zerlegbare Tensoren. Die Menge der von reinen Ten-
soren aufgespannten Punkte von LK(
⊗t
i:=1 Vi) bezeichnen wir mit S(V1, . . . , Vt).
Wir nennen diese Menge Segresche Mannigfaltigkeit mit den Parameterra¨umen
V1, . . . , Vt. Es gilt nun
3.3. Satz. Es sei K ein kommutativer Ko¨rper und V1, . . . , Vt seien Vek-
torra¨ume u¨ber K. Ist pi ∈ St, so gibt es eine projektive Kollineation κ von
LK(
⊗t
i:=1 Vi) auf LK(
⊗t
i:=1 Vpi(i)) mit S(V1, . . . , Vt)
κ = S(Vpi(1), . . . , Vpi(t)).
Beweis. Die Abbildung, die dem Element (v1, . . . , vt) das Element vpi(1) ⊗
· · ·⊗ vpi(t) zuordnet, ist multilinear. Es gibt daher eine lineare Abbildung λ von⊗t
i:=1 Vi auf
⊗t
i:=1 Vpi(i) mit
(v1 ⊗ · · · ⊗ vt)λ = vpi(1) ⊗ · · · ⊗ vpi(t).
Vertauschen der Rollen der beiden Tensorprodukte liefert die Existenz der zu λ
inversen Abbildung. Folglich ist λ ein Isomorphismus und der von λ induzierte
Isomorphismus κ von Lk(
⊗t
i:=1 Vi) auf LK(
⊗t
i:=1 Vpi(i)) bildet S(V1, . . . , Vt) auf
S(Vpi(1), . . . , Vpi(t)) ab.
Es sei P ein Punkt der Segremannigfaltigkeit S(V1, . . . , Vt) mit den Param-
eterra¨umen V1, . . . , Vt. Es gibt dann Vektoren pi ∈ Vi mit P = (p1⊗· · ·⊗pt)K.
Fu¨r i := 1, . . . , t setzen wir
Ui(P ) := {p1 ⊗ · · · ⊗ pi−1 ⊗ x⊗ pi+1 ⊗ · · · ⊗ pt | x ∈ Vi}.
Dann ist Ui(P ) ein zu Vi isomorpher Unterraum von LK(
⊗t
i:=1 Vi), der P
entha¨lt und dessen Punkte alle zu S(V1, . . . , Vt) geho¨ren. Um dies anzudeuten,
schreiben wir auch Ui(P ) ≤ S(V1, . . . , Vt), obgleich das formal nicht korrekt ist.
Wir setzen ferner
T (P ) :=
t∑
i:=1
Ui(P )
und nennen T (P ) den Tangentialraum von S(V1, . . . , Vt) in P .
3.4. Satz. Es sei K ein kommutativer Ko¨rper und V1, . . . , Vt seien Vek-
torra¨ume u¨ber K. Ist X eine nicht leere Teilmenge von {1, . . . , t} und ist
j ∈ {1, . . . , t} −X, so ist
Uj(P ) ∩
∑
i∈X
Ui(P ) = P.
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Beweis. Auf Grund von 3.3 du¨rfen wir annehmen, dass j = 1 und X =
{2, . . . , s} ist. Es sei P = (p1⊗ · · · ⊗ pt)K. Ferner sei u ∈ U1(P )∩
∑s
i:=2 Ui(P ).
Es gibt dann xi ∈ Vi mit
u = −x1 ⊗ p2 ⊗ · · · ⊗ pt
einerseits und
u = p1 ⊗ x2 ⊗ · · · ⊗ pt + · · ·+ p1 ⊗ · · · ⊗ xs ⊗ · · · ⊗ pt
andererseits. Hieraus folgt weiter unter Zuhilfenahme von 3.2, dass
0 = x1 ⊗ (p2 ⊗ · · · ⊗ pt) + p1 ⊗ y
ist, wobei y eine naheliegende Abku¨rzung ist. Weil p2 ⊗ · · · ⊗ pt nicht Null ist,
sind x1 und p1 nach 1.11 linear abha¨ngig. Daher ist x1 ∈ p1K, so dass der Satz
bewiesen ist.
3.5. Korollar. Die Voraussetzungen seien die gleichen wie in Satz 3.4. Sind
u¨berdies die Ra¨nge der Vi endlich und setzt man ri := RgK(Vi), so ist
RgK(T (P )) = 1− t+
t∑
i:=1
ri.
Dies folgt unter Benutzung der Rangformel mittels Induktion aus 3.4.
Der na¨chste Satz wird seine Bedeutung verlieren, sobald Satz 3.9 bewiesen
ist. Fu¨r den Beweis dieses Satzes wird er jedoch beno¨tigt.
3.6. Satz. Es sei K ein kommutativer Ko¨rper, V1, . . . , Vt seien Vektorra¨ume
u¨ber K, und P sei ein Punkt von S(V1, . . . , Vt). Ist U ∈ LK(⊗ti:=1Vi), ist
U ≤ T (P ) und liegt jeder Punkt von U auf S(V1, . . . , Vt), so gibt es ein i mit
U ≤ Ui(P ).
Beweis. Es sei P = (p1 ⊗ · · · ⊗ pt)K und Q = (q1 ⊗ · · · ⊗ qt)K sei ein Punkt
von U . Es gibt dann ui ∈ Vi mit
−q1 ⊗ · · · ⊗ qt =
t∑
i:=1
p1 ⊗ · · · ⊗ ui ⊗ · · · ⊗ pt.
Wir du¨rfen P 6= Q annehmen. Es gibt dann ein i mit qi /∈ piK. Wegen 3.3
du¨rfen wir annehmen, dass i = 1 ist. Dann folgt
0 = q1 ⊗ (q2 ⊗ · · · ⊗ qt) + u1 ⊗ (p2 ⊗ · · · ⊗ pt) + p1 ⊗ y,
wobei y wieder fu¨r einen la¨ngeren Ausdruck steht, dessen Einzelheiten uns nicht
interessieren. Weil q2 ⊗ · · · ⊗ qt nicht Null ist, sind die Vektoren q1, p1 und u1
nach 1.11 linear abha¨ngig. Wa¨re u1 = p1k mit einem k ∈ K, so folgte
0 = q1 ⊗ (q2 ⊗ (q2 ⊗ · · · ⊗ qt) + p1 ⊗ (y + (p2 ⊗ · · · ⊗ pt)k)
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im Widerspruch zur linearen Unabha¨ngigkeit von q1 und p1. Somit sind u1 und
p1 linear unabha¨ngig. Es gibt daher a, b ∈ K mit q1 = u1a+ p1b. Es folgt a 6= 0
und
0 = u1 ⊗ ((q2 ⊗ · · · ⊗ qt)a+ p2 ⊗ · · · ⊗ pt) + p1 ⊗ z
mit einem geeigneten z. Weil u1 und p1 linear unabha¨ngig sind, folgt
0 = (q2 ⊗ · · · ⊗ qt)a+ p2 ⊗ · · · ⊗ pt.
Hieraus folgt nun mittels Induktion, dass qi ∈ piK ist fu¨r i := 2, . . . , t. Dies
zeigt, dass Q ≤ U1(P ) ist.
Es seien Q und R zwei Punkte von U , die beide von P verschieden seien.
Es gibt dann i und j mit Q ≤ Ui(P ) und R ≤ Uj(P ), wie wir gerade gesehen
hatten. Wir zeigen, dass i = j ist. Dazu nehmen wir an, dass dies nicht der
Fall sei. Wir du¨rfen dann annehmen, dass i = 1 und j = 2 ist. Es folgt
Q = (u1⊗p2⊗· · ·⊗pt)K und R = (p1⊗u2⊗· · ·⊗pt)K mit ui ∈ Vi fu¨r i := 1, 2.
Es folgt, dass auch der durch
T := (u1 ⊗ p2 ⊗ · · · ⊗ pt + p1 ⊗ u2 ⊗ · · · ⊗ pt)K
definierte Punkt T ein Punkt auf S(V1, . . . , Vt) ist. Es gibt daher ein k mit
T ≤ Uk(P ). Wegen Q + R = R + T = T + Q und U1(P ) ∩ U2(P ) = P
(Satz 3.4) ist k 6= 1, 2. Daher du¨rfen wir annehmen, dass k = 3 ist. Es folgt
T = (p1 ⊗ p2 ⊗ u3 ⊗ · · · pt)K mit u3 ∈ V3, so dass es ein k ∈ K gibt mit
(u1 ⊗ p2 ⊗ p3 + p1 ⊗ u2 ⊗ p3 + p1 ⊗ p2 ⊗ u3k)⊗ · · · ⊗ pt = 0.
Hieraus folgt
u1 ⊗ p2 ⊗ p3 + p1 ⊗ u2 ⊗ p3 + p1 ⊗ p2 ⊗ u3k = 0
und weiter
u1 ⊗ (p2 ⊗ p3) + p1 ⊗ (u2 ⊗ p3 + p2 ⊗ u3k) = 0,
so dass u1 und p1 linear abha¨ngig sind. Dies hat aber Q = P zur Folge. Damit
ist gezeigt, dass es ein i gibt, so dass alle von P verschiedenen Punkte von U in
Ui(P ) liegen. Also ist U ≤ Ui(P ).
3.7. Satz. Es sei K ein kommutativer Ko¨rper und V1, . . . , Vt seien Vek-
torra¨ume u¨ber K. Sind P und Q Punkte auf S(V1, . . . , Vt) und ist Ui(P ) ∩
Ui(Q) 6= {0}, so ist Ui(P ) = Ui(Q).
Beweis. Es sei P = (p1 ⊗ · · · ⊗ pt)K und Q = (q1 ⊗ · · · ⊗ qt)K. Auf Grund
unserer Voraussetzung gibt es xi, yi ∈ Vi mit
0 6= p1 ⊗ · · · ⊗ xi ⊗ · · · ⊗ pt = q1 ⊗ · · · ⊗ yi ⊗ · · · ⊗ qt.
Hieraus folgt pjK = qiK fu¨r alle von i verschiedenen j. Dies zeigt, dass Ui(P ) =
Ui(Q) ist.
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Besonders einfach sind Segresche Mannigfaltigkeiten mit nur zwei Parame-
terra¨umen. Fu¨r diese gilt der folgende Satz, der uns sogleich von Nutzen sein
wird.
3.8. Satz. Es sei K ein kommutativer Ko¨rper und V1 und V2 seien Vek-
torra¨ume u¨ber K. Sind P und Q zwei Punkte von S(V1, V2), so ist U1(P )∩U2(Q)
ein Punkt.
Beweis. Es sei U1(P ) = {x1⊗p2 | x1 ∈ V1} und U2(Q) = {q1⊗x2 | x2 ∈ V2}.
Setze R := (p1 ⊗ q2)K. Dann ist R ein Punkt mit R ≤ U1(P )∩U2(Q). Mit 3.7
und 3.4 folgt
U1(P ) ∩ U2(Q) = U1(R) ∩ U2(R) = R.
Damit ist der Satz bewiesen.
3.9. Satz. Es sei K ein kommutativer Ko¨rper und V1, . . . , Vt seien Vek-
torra¨ume u¨ber K. Ist U ein Teilraum von
⊗t
i:=1 Vi und liegen alle Punkte
von U auf S(V1, . . . , Vt), so gibt es einen Punkt P auf S(V1, . . . , Vt) und ein i
mit U ≤ Ui(P ).
Beweis. Wir machen Induktion nach t. Sei also zuna¨chst t = 2. Ferner seien
Q und R zwei verschiedene Punkte auf U . Setze P := U1(Q) ∩ U2(R). Nach
3.8 ist P ein Punkt. Mit 3.7 folgt weiter U1(Q) = U1(P ) und U2(R) = U2(P ).
Daher ist
Q+R ≤ T (P ).
Weil alle Punkte von Q + R zu S(V1, V2) geho¨ren, folgt nach 3.6 dass es ein
i ∈ {1, 2} gibt mit
Q+R ≤ Ui(P ).
Hieraus folgt Ui(Q) = Ui(R). Es sei S ein von Q und R verschiedener Punkt
von U . Dann folgt mit dem gleichen Argument, dass es k, l ∈ {1, 2} gibt mit
Uk(Q) = Uk(S) und Uk(S) und Ul(R) = Ul(S) ist. Ist k = 1, so folgt
Q+R ≤ Uk(S) ∩ Ui(P )
und damit k = i, da ja Q + R eine Gerade ist. In diesem Falle ist S ≤ Ui(P ).
Ist k 6= l, so ist, da wir nur zwei Indizes zur Auswahl haben, k = i oder l = i, so
dass auch hier S ≤ Ui(P ) gilt. Weil U die obere Grenze der in U enthaltenen
Punkte ist, ist daher U ≤ Ui(P ).
Es sei nun t > 2. In diesem Falle identifizieren wir ⊗ti:=1Vi mit (⊗t−1i:=1Vi)⊗Vt.
Dann liegen die Punkte von U alle auf
S
( t−1⊗
i:=1
Vi, Vt
)
.
Nach dem bereits Bewiesenen liegen die Punkte von U entweder in einem Teil-
raum der Form
{v
⊗
xt | xt ∈ Vt}
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mit einem v ∈⊗t−1i:=1 Vi oder in einem Teilraum der Form
{y ⊗ vt | y ∈
t−1⊗
i:=1
Vi}
mit einem vt ∈ Vt. Im ersten Falle folgt, weil die Punkte von U ja in der
Segreschen Mannigfaltigkeit liegen, dass v zerlegbar ist. Das bedeutet aber,
dass es einen Punkt P auf der Segreschen Mannigfaltigkeit gibt mit U ≤ Ut(P ).
Im zweiten Falle folgt aus der Induktionsannahme, dass es einen Punkt P sowie
ein i gibt mit 1 ≤ i ≤ t−1 und U ≤ Ui(P ). Damit ist auch dieser Satz bewiesen.
Die Ra¨ume Ui(P ) spielen eine hervorragende Rolle, wie wir jetzt schon sehen.
Daher setzen wir
Ei := {Ui(P ) | P ∈ S(V1, . . . , Vt)}
und nennen Ei die ite Schar von Erzeugenden von S(V1, . . . , Vt). Ist t = 2 und
RgK(Vi) = 2 fu¨r beide i, so heißen E1 und E2 auch Regelscharen bzw. reguli
(Einzahl: regulus. Blaschke bildet den Plural
”
Regulusse“.) Vo¨llig unklar ist
mir die Herkunft von regulus. Im Lateinischen bedeutet es
”
Ko¨nig eines kleinen
Landes“, weiter einen kleinen Vogel, hinter dem man den Zaunko¨nig vermutet
und, als U¨bersetzung von βασιλıσκoς,
”
Basilisk“, eine Eidechsenart. Ich weiß
auch nicht, welches der beiden Wo¨rter
”
Regelschar“ und regulus im Sinne von
Regelschar a¨lter ist.
3.10. Satz. Es seien V1 und V2 Vektorra¨ume u¨ber dem kommutativen Ko¨rper
K. Sind x, y, z ∈ V1 und u, v, w ∈ V2 und gilt x⊗ u+ y ⊗ v = z ⊗ w, so sind x
und y oder u und v linear abha¨ngig.
Beweis. Die Vektoren x und y seien linear unabha¨ngig. Ist u = 0 oder
v = 0, so ist nichts zu beweisen. Es sei also u 6= 0 und v 6= 0. Es sei ferner
B eine Basis von V1 mit x, y ∈ B und C sei eine Basis von V2. Schließlich sei
z =
∑
b∈B bζb, u =
∑
c∈C cαc, v =
∑
c∈C cβc und w =
∑
c∈C cγc. Dann ist∑
c∈C
(x⊗ c)αc +
∑
c∈C
(y ⊗ c)βc =
∑
b∈B
∑
c∈C
(b⊗ c)ζbγc.
Da die b⊗ c eine Basis von V1 ⊗K V2 bilden, folgt αc = ζxγc und βc = ζyγc fu¨r
alle c ∈ C. Hieraus folgt u = wζx und v = wζy. Weil u und v nicht Null sind,
sind ζx und ζy nicht Null, so dass u und v in der Tat linear abha¨ngig sind.
Ich weiß nicht, ob man beim na¨chsten Satz auf die Voraussetzung der End-
lichkeit der Ra¨nge verzichten kann.
3.11. Satz. Es sei K ein kommutativer Ko¨rper und V1, . . . , Vt seien Vek-
torra¨ume u¨ber K mit 2 ≤ RgK(Vi) <∞. Ist σ ∈ GL(
⊕t
i:=1 Vi) und gilt
S(V1, . . . , Vt)
σ = S(V1, . . . , Vt),
so gibt es ein pi ∈ St mit Eσi = Epi(i) fu¨r i := 1, . . . , t.
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Beweis. Wegen 3.3 du¨rfen wir annehmen, dass
2 ≤ RgK(V1) ≤ . . . ≤ RgK(Vt)
ist.
Es sei U ein Element von Et. Da die Segresche Mannigfaltigkeit S(V1, . . . , Vt)
invariant unter σ ist, liegen alle Punkte von Uσ auf S(V1, . . . , Vt). Nach 3.9 gibt
es daher ein j und ein W ∈ Ej mit Uσ ≤ W . Auf Grund unserer Annahme
u¨ber die Ra¨nge der Vi folgt U
σ = W . Wir wollen zeigen, dass hieraus folgt,
dass Eσt = Ej ist. Dazu du¨rfen wir wegen 3.3 annehmen, dass j = t ist.
Es ist
U = {p1 ⊗ · · · ⊗ pt−1 ⊗ x | x ∈ Vt}
und
Uσ = {q1 ⊗ · · · ⊗ qt−1 ⊗ y | y ∈ Vt}.
Es sei W := {w1 ⊗ p2 · · · ⊗ pt−1 ⊗ x | x ∈ Vt}, aber Wσ /∈ Et. Wir ko¨nnen
annehmen, dass Wσ ∈ Et−1 ist. Es gibt dann Vektoren ri mit
Wσ = {r1 ⊗ · · · ⊗ rt−2 ⊗ x⊗ rt | x ∈ Vt−1}.
Weil der Rang von Vt mindestens 2 ist, gibt es ein y ∈ Vt, so dass y und rt linear
unabha¨ngig sind. Es gibt ferner ein x ∈ Vt mit
(p1 ⊗ · · · ⊗ pt−1 ⊗ x)σ = q1 ⊗ · · · ⊗ qt−1 ⊗ y
und ein z ∈ Vt−1 mit
(w1 ⊗ p2 ⊗ · · · ⊗ pt−1 ⊗ x)σ = r1 ⊗ · · · ⊗ rt−2 ⊗ z ⊗ rt.
Nun ist
q1 ⊗ · · · ⊗ qt−1 ⊗ y + r1 ⊗ · · · ⊗ rt−2 ⊗ z ⊗ rt = ((p1 + w1)⊗ p2 ⊗ · · · pt−1 ⊗ x)σ
Weil σ zerlegbare Tensoren auf zerlegbare Tensoren abbildet und weil y und rn
linear unabha¨ngig sind, folgt mit 3.10, dass es ein k ∈ K gibt mit
q1 ⊗ · · · ⊗ qt−1 = (r1 ⊗ . . .⊗ rt−2 ⊗ z)k.
Hieraus folgt qiK = riK fu¨r i := 1, . . . , t− 2 und qt−1K = zK. Dies impliziert
die Existenz eines l ∈ K mit
q1 ⊗ · · · qt−1 ⊗ y + r1 ⊗ · · · ⊗ rt−2 ⊗ z ⊗ rt = q1 ⊗ · · · ⊗ qt−1 ⊗ (q + rtl).
Also ist
((p1 + w1)⊗ p2 ⊗ · · · ⊗ pt−1 ⊗ x)σ = q1 ⊗ · · · ⊗ qt−1 ⊗ (y + rtl).
Der letzte Vektor liegt aber im Bild von U unter σ. Es gibt also ein u ∈ Vt mit
p1 ⊗ · · · ⊗ pt−1 ⊗ u = (p1 + w1)⊗ p2 ⊗ · · · ⊗ pt−1 ⊗ x.
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Hieraus folgt schließlich, dass p1 und w1 linear abha¨ngig sind, so dass U = W
ist. Dieser Widerspruch zeigt, dass doch Wσ ∈ Et ist.
Ist i ≥ 1 und ist bereits gezeigt, dass
{w1 ⊗ · · · ⊗ wi ⊗ pi+1 ⊗ · · · ⊗ pt−1 ⊗ x | x ∈ Vt}σ
in Et liegt, so folgt mittels 3.3 und dem bereits Bewiesenen, dass auch
{w1 ⊗ · · · ⊗ wi+1 ⊗ pi+2 ⊗ · · · ⊗ pt−1 ⊗ x | x ∈ Vt}σ
in Et liegt. Damit ist gezeigt, dass E
σ
t = Et ist.
Die Behauptung des Satzes folgt nun mittels Induktion nach t.
Wir sind nun in der Lage, den Stabilisator Gˆ(V1, . . . , Vt) von S(V1, . . . , Vt)
in PGL(
⊗t
i:=1 Vi) zu bestimmen.
3.12. Satz. Es sei K ein kommutativer Ko¨rper und V1, . . . , Vt seien Vek-
torra¨ume endlichen Ranges u¨ber K mit 2 ≤ RgK(Vi) fu¨r alle i. Ist σ eine
Kollineation von LK(
⊗t
i:=1 Vi), die S(V1, . . . , Vt) invariant la¨sst, und gibt es
einen Punkt P ∈ S(V1, . . . , Vt), so dass σ den Tangentialraum T (P ) punktweise
festla¨sst, so ist σ = 1.
Beweis. Weil der Rang von T (P ) mindestens 2 ist, wird σ durch eine lineare
Abbildung induziert. Dies werden wir spa¨ter verwenden.
Eine zweite Bemerkung, die uns gleich nu¨tzlich sein wird, ist die, dass
S(V1, . . . , Vt) einen Rahmen von
⊗t
i:=1 Vi entha¨lt, woraus nach III.1.10 folgt,
dass einzig die Identita¨t unter den projektiven Kollineationen S(V1, . . . , Vt)
punktweise festla¨sst. Um die Existenz des Rahmens zu zeigen, sei Bi eine Basis
von Vi. Setzt man ui :=
∑
b∈Bi b, und definiert man bα durch bα := α(1)⊗· · ·⊗
α(t) fu¨r alle α ∈ cartti:=1Bi, so bilden die Punkte P0 := (u1 ⊗ · · · ⊗ ut)K,Pα :=
bαK einen Rahmen von
⊗t
i:=1 Vi.
Es sei t = 2. Ferner sei Q ein Punkt von S(V1, V2). Dann ist R := U1(Q) ∩
U2(P ) nach 3.8 ein Punkt. Es folgt U1(Q) = U1(R) und U2(P ) = U2(R). Es
folgt, dass R und U2(R) unter σ festbleiben. Dann bleibt aber auch U1(R) unter
σ fest. Wegen U1(R) = U1(Q) ist also U1(Q) unter σ fest. Genauso zeigt man,
dass auch U2(Q) unter σ festbleibt. Wegen Q = U1(Q)∩U2(Q) ist folglich Q bei
σ fest. Dies zeigt, dass σ alle Punkte von S(V1, V2) festla¨sst. Weil σ von einer
linearen Abbildung induziert wird, ist σ nach obiger Bemerkung die Identita¨t.
Es sei nun t > 2 und P = (p1 ⊗ · · · ⊗ pt)K. Ist 0 6= xt ∈ Vt, so ist
X := (p1⊗· · ·⊗pt−1⊗xt)K ein Punkt von Ut(P ). Hieraus folgt Xσ = X. Dies
impliziert, dass Ut−1(X)σ = Ut−1(X) ist. Da dies fu¨r jedes xt gilt, folgt, dass
der Raum W , der von
{p1 ⊗ · · · ⊗ pt−2 ⊗ xt−1 ⊗ xt | xt−1 ∈ Vt−1, xt ∈ Vt}
erzeugt wird, unter σ invariant ist. Die Punkte von S(V1, . . . , Vt), die in W
liegen, bilden eine zu S(Vt−1, Vt) isomorphe Segremannigfaltigkeit. Da P zu
dieser Mannigfaltigkeit geho¨rt und da der Tangentialraum Ut−1(P ) +Ut(P ) an
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diese Mannigfaltigkeit im Punkte P als Unterraum von T (P ) ebenfalls punkt-
weise festbleibt, folgt, dass W von σ punktweise festgelassen wird. Nun ist⊗t
i:=1 Vi zu ( t−2⊗
i:=1
Vi
)
⊗ (Vt−1 ⊗ Vt)
in kanonischer Weise isomorph, so dass wir diese beiden Vektorra¨ume identi-
fizieren du¨rfen. Dann la¨sst aber σ die Ra¨ume
∑t−2
i:=1 Ui(P ) und W punktweise
fest. Die lineare Abbildung, von der σ induziert wird, wirkt auf diesen bei-
den Ra¨umen als Skalarmultiplikation. Da P im Durchschnitt dieser beiden
Ra¨ume liegt, wird sie auf beiden Ra¨umen durch die gleiche Skalarmultiplikation
dargestellt. Somit la¨sst σ den Tangentialraum T ′(P ) von S(V1, . . . , Vt−2, Vt−1⊗
Vt) punktweise fest. Nach Induktionsannahme ist daher σ = 1.
3.13. Satz. Es sei K ein kommutativer Ko¨rper und V1, . . . , Vt seien Vek-
torra¨ume endlichen Ranges u¨ber K. Es sei
{r1, . . . , rs} := {RgK(Vi) | i := 1, . . . , t}
und
2 ≤ r1 < r2 < . . . < rs.
Ferner sei αj die Anzahl der i mit RgK(Vi) = rj. Ist G(V1, . . . , Vt) diejenige Un-
tergruppe von Gˆ(V1, . . . , Vt), die die Erzeugendenscharen Ei von S(V1, . . . , Vt)
jede fu¨r sich invariant la¨sst, so ist
Gˆ(V1, . . . , Vt)/G(V1, . . . , Vt) ∼= Sα1 × · · · × Sα
und
G(V1, . . . , Vt) ∼= PGL(V1)× · · · × PGL(Vt).
Beweis. Die erste Aussage folgt unmittelbar aus 3.11.
Es sei ρi ∈ GL(Vi) fu¨r i := 1, . . . , t. Mit Hilfe von 3.2 und 1.3 erhalten wir
die Existenz genau einer Abbildung ρ1 ⊗ · · · ⊗ ρt mit
(v1 ⊗ · · · ⊗ vt)ρ1⊗···⊗ρt = vρ11 ⊗ · · · ⊗ vρtt .
Es sei η die Abbildung, die dem Element (ρ1, . . . , ρt) die von ρ1 ⊗ · · · ρt in
LK(
⊗t
i:=1 Vi) induzierte Kollineation zuordnet. Dann ist η ein Homomorphis-
mus von GL(V1) × · · · × GL(Vt) in G(V1, . . . , Vt). Es sei (ρ1, . . . , ρt) im Kern
von η. Es gibt dann ein k ∈ K∗ mit
vρ11 ⊗ · · · ⊗ vρtt = (v1 ⊗ · · · ⊗ vt)k.
Hieraus folgt die Existenz von ki ∈ K∗ mit vρii = viki fu¨r i := 1, . . . , t.
Dies zeigt, dass η einen Monomorphismus von PGL(V1) × · · · × PGL(Vt) in
G(V1, . . . , Vt) induziert.
Es bleibt zu zeigen, dass η surjektiv ist. Dazu sei σ eine lineare Abbildung,
die eine Kollineation aus G(V1, . . . , Vt) induziert. Es sei P = (p1 ⊗ · · · ⊗ pt)K
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ein Punkt von S(V1, . . . , Vt). Dann ist auch P
σ ein Punkt von S(V1, . . . , Vt). Es
gibt folglich Qi ∈ Vi mit
(p1 ⊗ . . . ,⊗pt)σ = q1 ⊗ . . .⊗ qt.
Es gilt dann Ui(P )
σ = Ui(P
σ) fu¨r alle i. Es gibt daher eine Abbildung σi ∈
GL(Vi) mit
(p1 ⊗ · · · ⊗ xi ⊗ · · · ⊗ pt)σ = q1 ⊗ · · · ⊗ xσii ⊗ · · · ⊗ qt
und es folgt pσii = qi. Nach dem, was wir bereits gezeigt haben, induziert σ(σ1⊗
· · · ⊗ σt)−1 eine Kollineation, die zu G(V1, . . . , Vt) geho¨rt. Diese Kollineation
la¨sst aber T (P ) punktweise fest, da die lineare Abbildung σ(σ1⊗· · ·⊗σt)−1 die
Unterra¨ume Ui(P ) vektorweise festla¨sst. Mit 3.12 folgt daher, dass die fragliche
Kollineation die Identita¨t ist. Also ist σ = σ1⊗· · ·⊗σt, so dass η auch surjektiv
ist. Damit ist alles bewiesen.
4. Geometrische Erzeugung Segrescher Mannigfaltigkeiten
Die Definition der Segreschen Mannigfaltigkeiten, die wir im letzten Abschnitt
gegeben haben, la¨sst natu¨rlich viel zu wu¨nschen u¨brig. Sie gibt eine rein al-
gebraische Beschreibung dieser Objekte, so dass sich die Frage erhebt, ob es
geometrische Kennzeichnungen dieser Mannigfaltigkeiten gibt. Die Antwort
lautet natu¨rlich
”
ja“, zumindest, wenn wir die Endlichkeit der Ra¨nge der Pa-
rameterra¨ume voraussetzen.
4.1. Satz. Es sei L ein projektiver Verband und U1, . . . , Un seien unabha¨ngige
Elemente dieses Verbandes, dh., es gelte
Uk ∩
∑
i∈X
Ui = 0
fu¨r alle echten Teilmengen X von {1, . . . , n} und alle Indizes k, die nicht in X
liegend. Ist P ein Punkt von
∑n
i:=1 Ui und gilt
P 6≤
∑
i∈X
Ui
fu¨r alle echten Teilmengen X von {1, . . . , n}, so gibt es genau einen Teilraum
T des Ranges n von L, der P entha¨lt und der jeden der Ra¨ume Ui nicht trivial
schneidet.
Es ist T ∩ Ui fu¨r alle i ein Punkt und {T ∩ Ui | i := 1, . . . , n} ist eine Basis
von T .
Beweis. Wir machen Induktion nach n. Es sei zuna¨chst n = 2. In diesem
Falle setzen wir
T := (U1 + P ) ∩ (U2 + P ).
Dann ist P ≤ T . Auf Grund des Modulargesetzes gilt
U1 + ((U1 + P ) ∩ U2) = (U1 + P ) ∩ (U1 + U2) = U1 + P,
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da ja P ≤ U1 +U2 ist. Hieraus folgt, dass (U1 + P )∩U2 ein Punkt ist, da P ja
nicht in U1 liegt. Wegen
T ∩ U2 = (U1 + P ) ∩ (U2+)) ∩ U2 = (U1 + P ) ∩ U2
ist T ∩U2 also ein Punkt. Ebenso sieht man, dass T ∩U1 ein Punkt ist. Nochma-
lige Benutzung des Modulargesetzes liefert
T = (U1 + P ) ∩ (P + U2) = P + ((U1 + P ) ∩ U2),
so dass T die Summe zweier Punkte ist. Folglich ist T eine Gerade. Damit ist
die Existenz von T gezeigt. Ist andererseits T ′ eine Gerade durch P , die U1 und
U2 trifft, so ist
T ′ ≤ (U1 + P ) ∩ (U2 + P ) = T,
womit auch die Einzigkeit von T nachgewiesen ist.
Es sei nun n 6= 3. Wir setzen V := ∑n−1i:=1 Ui. Dann gilt P ≤ V + Un und
P 6≤ V,Un. Nach dem bereits Bewiesenen gibt es genau eine Gerade G durch
P , die V und Un jeweils in einem Punkte trifft. Setze Q := V ∩ G. Ist dann
X eine echte Teilmenge von {1, . . . , n− 1}, so folgt Q 6≤∑i∈Ui , da andernfalls
P ≤ ∑i∈X∪{n} Ui wa¨re. Es gibt also einen Teilraum H des Ranges n − 1, der
durch Q geht und jeden der Teilra¨ume Ui mit i < n nicht trivial trifft. Setzt
man T := G + H, so liegt P auf T und T schneidet jeden der Ra¨ume Ui nicht
trivial. Nun ist offenbar G ∩H = Q und daher
RgL(T ) = RgL(G) + RgL(H)− 1 = 2 + n− 1− 1 = n,
so dass die Existenz von T bewiesen ist.
Die Bedeutungen von G,H,Q und V werden beibehalten. Es sei T ′ ein
Raum des Ranges n, der P entha¨lt und alle Ui nicht trivial schneidet. Weil die
Ui unabha¨ngig sind, folgt
n ≥ RgL
( n∑
i:=1
(Ui ∩ T ′)
)
=
n∑
i:=1
RgL(Ui ∩ T ′) ≥ n
und weiter RgL(Ui ∩ T ′) = 1. Setze Ri := Ui ∩ T ′. Dann ist Rn ≤ P + Un.
Wegen P 6≤∑n−1i:=1Ri ist T ′ = P +∑n−1i:=1Ri. Es folgt Rn ≤ P +V . Dies besagt,
dass Rn ≤ (P + Un) ∩ (P + V ) = G ist. Also ist G ≤ T ′. Es folgt, dass auch
Q ≤ T ′ ist. Also ist T ′ ∩ V ein Raum des Ranges n− 1 durch Q, der die Ui mit
i ≤ n−1 nicht trivial schneidet. Nach Induktionsannahme ist daher T ′∩V = H
und weiter T = T ′. Damit ist die Einzigkeit von T bewiesen. Gleichzeitig sehen
wir, dass T ∩Ui ein Punkt ist und dass die Menge dieser Punkte eine Basis von
T ist. Damit ist alles bewiesen.
Da T die Ra¨ume Ui transversal schneidet, nennen wir T Transversale der
Ui durch den Punkt P .
4.2. Satz. Es sei L ein projektiver Verband endlichen Ranges mit dem gro¨ßten
Element Π. Ferner seien U1, . . . , Un, D ∈ L und Π sei die direkte Summe von
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je n von ihnen. Ist P ein Punkt auf D, so bezeichne TP die Transversale der
U1, . . . , Un durch den Punkt P . Es gilt nun:
a) Ist B eine Basis von D, so ist
Bi := {TP ∩ Ui | P ∈ B}
eine Basis von Ui.
b) Ist C ein Rahmen von D, so ist
Ci := {TP ∩ Ui | P ∈ C}
eine Rahmen von Ui.
c) Ist B eine Basis von D und ist P ∈ B, so ist
{P} ∪ {TP ∩ Ui | i := 1, . . . , n}
ein Rahmen von TP .
Beweis. a) Wir setzen Vi =
∑
P∈Bi P . Dann ist Vi ≤ Ui. Es folgt
TP ≤ U1 + . . .+ Ui−1 + Vi + Ui+1 + . . .+ Un.
Wegen P ≤ TP ist also
D ≤ U1 + . . .+ Ui−1 + Vi + Ui+1 + . . .+ Un.
Dann ist aber
Π = U1 + . . .+ Ui−1 +D + Ui+1 + . . .+ Un
≤ U1 + . . .+ Ui−1 + ViUi+1 + . . .+ Un,
so dass wegen der Unabha¨ngigkeit der Uj folgt, dass Ui = Vi ist. Somit ist
Bi ein Erzeugendensystem von Ui. Weil Π von je n der Ra¨ume U1, . . . , Un, D
erzeugt wird, sind diese Ra¨ume alle isomorph. Daher ist Bi ein minimales
Erzeugendensystem, dh., eine Basis von Ui.
b) folgt unmittelbar aus a).
c) folgt mit 4.1.
4.3. Korollar. Es sei K ein Ko¨rper und V sei ein Vektorraum endlichen
Ranges u¨ber K. Ferner seien U1, . . . , Un, D ∈ LK(V ) und V sei die direkte
Summe von je n dieser Ra¨ume. Ebenso sei V die direkte Summe von je n der
U ′1, . . . , U
′
n, . . . , U
′
n, D
′ ∈ LK(V ). Ist dann P0, . . . , Pr ein Rahmen von D und
P ′0, . . . , P
′
r ein Rahmen von D
′, so gibt es ein σ ∈ PGL(V ) mit
Uσi = U
′
i
fu¨r i := 1, . . . , n und
Pσj = P
′
j
fu¨r j := 0, . . . , r.
4. Geometrische Erzeugung Segrescher Mannigfaltigkeiten 379
Dieses Korollar zu beweisen, sei dem Leser als U¨bungsaufgabe u¨berlassen.
Unsere bisherige Definition der Segreschen Mannigfaltigkeiten machte ex-
plizit Gebrauch von den Parameterra¨umen V1, . . . , Vt. Davon wollen wir nun
loskommen. Dazu definieren wir jetzt allgemeiner: Es sei W ein Vektorraum
endlichen Ranges u¨ber dem kommutativen Ko¨rper K und S sei eine Menge
von Punkten von LK(W ). Wir nennen S eine Segremannigfaltigkeit , falls es
K-Vektorra¨ume V1, . . . , Vt gibt und einen Isomorphismus σ von LK(
⊗t
i:=1 Vi)
auf LK(W ) mit S(V1, . . . , Vt)
σ = S. Geometrisch relevant ist nur der Fall, dass
t ≥ 2 ist und die Ra¨nge der Vi allesamt ebenfalls mindestens gleich 2 sind. Dann
ist der Rang von W mindestens gleich 4, so dass es nach dem zweiten Struktur-
satz eine semilineare Abbildung von
⊗t
i:=1 Vt gibt, durch die σ induziert wird.
Man sieht leicht, dass es dann auch eine lineare Abbildung von
⊗t
i:=1 Vi auf
W gibt, die einen Isomorphismus der Verba¨nde induziert, welcher S(V1, . . . , Vt)
auf S abbildet. Da die Ra¨nge der Vi den Isomorphietyp von S vo¨llig festlegen,
sagen wir auch, falls es die Deutlichkeit erfordert, dass S eine Segresche Man-
nigfaltigkeit mit den Invarianten n1, . . . , nt sei. Diese Definition ist sorgfa¨ltig
zu lesen. Sie beinhaltet na¨mlich auch, dass RgK(W ) = Π
t
i:=1ni ist, wenn es in
LK(W ) eine Segresche Mannigfaltigkeit mit den Invarianten n1, . . . , nt gibt.
Der na¨chste Satz zeigt uns, wie man Segresche Mannigfaltigkeiten geome-
trisch erzeugen kann.
4.4. Satz. Es seien n1, . . . , nt natu¨rliche Zahlen mit ni ≥ 2 fu¨r alle i. Es sei
K ein kommutativer Ko¨rper und W sei ein K-Vektorraum. Schließlich seien
W1, . . . ,Wnt , D Unterra¨ume von W , so dass W die direkte Summe von je nt
von ihnen ist. Ist dann S eine Segresche Mannigfaltigkeit mit den Invarianten
n1, . . . , nt−1 von L(D) und ist S die Menge der Punkte P von LK(W ), zu denen
es einen Punkt Q ∈ S gibt, so dass P auf der Transversalen TQ von W1, . . . ,Wnt
durch Q liegt, so ist Sˆ eine Segresche Mannigfaltigkeit mit den Invarianten
n1, . . . , nt.
Beweis. Es seien V1, . . . , Vt Vektorra¨ume u¨ber K mit RgK(Vi) = ni. Diese
werden wir gleich benutzen.
Aus der Annahme, dass W die direkte Summe von je nt der Ra¨ume W1, . . .,
Wnt , D ist, folgt, dass die Wi allesamt zu D isomorph sind. Hieraus folgt
RgK(W ) = ntRgK(D) =
∏t
i:=1 ni,
so dass W als Vektorraum zu
⊗t
i:=1 Vi isomorph ist. Wir du¨rfen daher W =⊗t
i:=1 Vi annehmen.
Es sei Bi eine Basis von Vi und A := cart
t
i:=1Bi. Ferner sei wi :=
∑
b∈Bi b
und bα := α(1) ⊗ · · · ⊗ α(t) fu¨r α ∈ A. Schließlich sei P0 := (w1 ⊗ · · · ⊗ wt)K
und Pα := bαK. Dann ist
{P0} ∪ {Pα | α ∈ A}
ein Rahmen von W , der in S(V1, . . . , Vt) enthalten ist, wie wir schon einmal
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feststellten. Fu¨r b ∈ Bt setzen wir
Mb :=
∑
α∈A,α(t)=b
bαK
und
N :=
∑
i:=1,...,t−1,xi∈Vi
(x1 ⊗ · · · ⊗ xt−1 ⊗ wt)K.
Alle diese Ra¨ume haben den Rang
∏t−1
i:=1 ni, sind also isomorph zueinander.
Ferner folgt, weil {bα | α ∈ A} eine Basis von W ist, dass W die direkte Summe
der Mb ist. Es sei c ∈ Bt und y ∈ N ∩
∑
b∈Bt−{c}Mb. Wegen y ∈ N ist
y = v ⊗ wt mit v ∈
⊗t−1
i:=1 Vi. Andererseits ist y =
∑
α∈A,α(t)6=c bαkα. Hieraus
folgt mit Umsortieren der Summanden y =
∑
b∈Bt−{c} vb⊗ b mit vb ∈
⊗t−1
i:=1 Vi.
Also ist
y = v ⊗ wt =
∑
b∈Bt−{c}
vb ⊗ b.
Weil wt die Summe aller b ∈ Bt ist, folgt, dass auch (Bt − {c}) ∪ {wt} eine
Basis von Vt ist. Mit 1.11 folgt daher, dass unter anderem v = 0 ist. Also ist
y = 0. Hieraus folgt schließlich, dass W auch die direkte Summe von D und∑
b∈Bt−{c}Mb ist. Wegen 4.3 du¨rfen wir also annehmen, dass D = N und dass
{Wi | i := 1, . . . , nt} = {Mb | b ∈ Bt}
ist. Die Untergruppe der projektiven Gruppe, die die Ra¨ume N und Mα jeden
fu¨r sich invariant la¨sst, induziert nach 4.3 und III.1.11 die PGL(D) in LK(D).
Daher du¨rfen wir auch noch annehmen, dass S aus den Punkten der Form
(x1 ⊗ · · · ⊗ xt−1 ⊗ wt)K besteht. Wir mu¨ssen schließlich noch zeigen, dass
Sˆ = S(V1, . . . , Vt) ist. Dazu sei P := (x1 ⊗ · · · ⊗ xt)K ein Punkt von S und es
gelte
P ≤ Ut(Q).
Ist b ∈ Bt, so ist (x1⊗· · ·⊗xt−1⊗ b)K ein Punkt auf Ut(Q), aber auch auf Mb.
Dies zeigt, dass Ut(Q) eine Transversale der Mb ist. Also ist P ∈ Sˆ und folglich
S(V1, . . . , Vt) ⊆ Sˆ. Ist andererseits R ∈ Sˆ, so gibt es einen Punkt Q ∈ S, so dass
R auf der Transversalen TQ der Ra¨ume Mb durch den Punkt Q liegt. Wie wir
bereits feststellten, ist auch Ut(Q) eine Transversale der Mb durch Q. Nach 4.3
ist daher TQ = Ut(Q), so dass P ∈ S(V1, . . . , Vt) ist. Damit ist alles bewiesen.
Da S(V1) nichts anderes als die Menge der Punkte von LK(V1) ist, ist
nach diesem Satz klar, wie man sich rekursiv eine Segremannigfaltigkeit mit
vorgegebenen Invarianten rein geometrisch konstruieren kann. Besonders zu-
friedenstellend ist das Verfahren, wenn man eine Segremannigfaltigkeit mit nur
zwei Invarianten konstruieren will. Sind beide Invarianten 2, so erha¨lt man eine
Segremannigfaltigkeit, die man in der scho¨nen alten Zeit bereits in der Vorlesung
”
Analytische Geometrie“ unter dem Namen Hyperboloid kennenlernte.
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4.5. Satz. Es sei K ein kommutativer Ko¨rper und V sei ein Vektorraum des
Ranges 4 u¨ber K. Ist S eine Segremannigfaltigkeit mit den Invarianten 2, 2 in
LK(V ), so ist S eine Quadrik, die durch eine quadratische Form von maximalen
Index dargestellt wird.
Beweis. Wir ko¨nnen annehmen, dass V = V1 ⊗K V2 ist mit zwei Vek-
torra¨umen Vi des Ranges 2 u¨ber K und dass die fragliche Segremannigfaltigkeit
gleich S(V1, V2) ist. Es sei b1, b2 eine Basis von V1 und b3, b4 eine Basis von V2
Ist dann u = b1k1 + b2k2 und v = b3k3 + b4k4, so ist
u⊗ v = (b1 ⊗ b3)k1k3 + (b1 ⊗ b4)k1k3 + (b2 ⊗ b3)k2k3 + (b2 ⊗ b4)k2k4.
Bezeichnet man die Koordinaten eines Vektors bezu¨glich der Basis aus den bi⊗bj
mit xij , so folgt, dass die Koordinaten des Vektors u ⊗ v der quadratischen
Gleichung
x13x24 − x14x23 = 0
genu¨gen, so dass S also in der durch diese Gleichung definierten Quadrik enthal-
ten ist. Es sei umgekehrt (x13, x14, x23, x24)K ein Punkt dieser Quadrik. Da b1
und b2 vo¨llig gleichberechtigt sind wie auch b3 und b4 und da auch V1 und V2
gleiche Rollen spielen, du¨rfen wir annehmen, dass x13 6= 0 ist. Wir setzen
k1 := 1, k3 := x13, k2 :=
x23
k3
, k4 := x14.
Dann ist
0 = x13x24 − x14x23 = k3x24 − k4k2k3.
Hieraus folgt x24 = k2k4, da k3 ja von Null verschieden ist. Dies zeigt, dass
alle Punkte der Quadrik zu S geho¨ren. Da durch jeden Punkt von S zwei Ge-
raden gehen, deren Punkte alle zu S geho¨ren, und da diese Geraden nach V.5.4
vollsta¨ndig isotrop sind, ist der Index der die Quadrik darstellenden quadrati-
schen Form mindestens 2. Weil der Rang von V gleich 4 ist, ist er sogar gleich
2. Damit ist alles gezeigt.
4.6. Satz. Es sei V ein Vektorraum des Ranges 4 u¨ber einem kommutativen
Ko¨rper. Sind G1, G2 und G3 paarweise windschiefe Geraden von V und ist Q
die Menge der Punkte, die auf Transversalen von G1, G2 und G3 liegen, so ist
Q eine Quadrik von maximalem Index.
Beweis. Mittels 4.4 folgt, dass Q eine Segresche Mannigfaltigkeit auf den In-
varianten 2, 2 ist. Nach 4.5 ist Q dann eine Quadrik, die durch eine quadratische
Form von maximalen Index dargestellt wird.
Wir sind nun in der Lage, Satz I.10.2 zu beweisen, den wir hier noch einmal
notieren werden, damit der Leser ihn vor Augen hat.
I.10.2. Satz. Es sei L ein irreduzibler projektiver Verband, dessen Rang min-
destens 4 sei. Genau dann gilt in L der Satz von Pappos, wenn fu¨r jedes Hex-
agramme mystique G1, G2, G3, H1, H2, H3 gilt: ist H eine Transversale der Gi
und G eine Transversale der Hj, so ist G ∩H 6= 0.
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Beweis. Schließt sich jedes Hexagramme mystique, so gilt in L der Satz von
Pappos. Dies ist gerade die Aussage des Satzes von Dandelin (Satz I.10.1), den
wir nicht noch einmal beweisen werden.
Um die Umkehrung zu beweisen, du¨rfen wir auf Grund des ersten Struk-
tursatzes annehmen, dass es einen Vektorraum V gibt, so dass L = L(V ) ist.
Weil L pappossch ist, ist der Koordinatenko¨rper von L nach Satz II.6.3 kom-
mutativ. Es sei nun G1, G2, G3, H1, H2, H3 ein Hexagramme mystique. Dann
ist U := G1 +G2 ein Unterraum des Ranges 4 und das Hexagramme mystique
ist in H enthalten. Wir du¨rfen daher annehmen, dass U = V ist. Dann ist
RgK(V ) = 4. Nach Satz 4.4 ist die Menge S der Punkte, die auf Transversalen
der Gi liegen, eine Segremannigfaltigkeit mit den Invarianten 2, 2. Dann ist S
aber auch die Menge der Punkte, die auf Transversalen der Hi liegen, da durch
einen Punkt von H1 nach Satz 4.1 genau eine Transversale der Hi geht und die
Punkte von S alle auf Transversalen der Hi liegen. Ist nun H eine Transversale
der Gi und G eine solche der Hi, so folgt mit 3.8, dass G ∩ H ein Punkt ist.
Damit ist der Beweis von I.10.2 nachgetragen.
Die Segreschen Mannigfaltigkeiten mit den Invarianten 2, 2 gestatten uns
auch eine Frage zu beantworten, die A. F. Mo¨bius im Jahre 1828 im crelleschen
Journal stellte und mit Hilfe seines baryzentrischen Kalku¨ls auch sogleich beant-
wortete, die Frage na¨mlich:
”
Kann von zwei dreiseitigen Pyramiden eine jede
in Bezug auf die andere um- und einbeschrieben zugleich heissen?“ Solche Mo¨-
biuspaare, wie sie heute heißen, gibt es in der Tat in jeder dreidimensionalen
projektiven Geometrie u¨ber einem kommutativen Ko¨rper, der wenigstens drei
Elemente besitzt.
4.7. Satz. Es sei K ein kommutativer Ko¨rper, der von GF (2) verschieden
sei. Es sei ferner V ein Vektorraum des Ranges 4 u¨ber K und S sei eine
Segresche Mannigfaltigkeit mit den Invarianten 2, 2 in L(V ) und E1 und E2
seien die beiden Geraden aus E1 und H1, H2, H3, H4 vier verschiedene Geraden
aus E2. (Damit es solche vier Geraden gibt, braucht man, dass K mindestens
drei Elemente entha¨lt.) Setze
P0 := G0 ∩H1 Q0 := G2 ∩H0
P1 := G0 ∩H0 Q1 := G2 ∩H1
P2 := G1 ∩H3 Q2 := G3 ∩H2
P3 := G1 ∩H2 Q3 := G3 ∩H3.
Dann sind die Tetraeder P0, P1, P2, P3 und Q0, Q1, Q2, Q3 ein Mo¨biuspaar.
Beweis. Es ist, da die Gi∩Hj ja Punkte sind, die fu¨r verschiedene Indexpaare
auch verschieden sind,
P0 + P1 + P2 = G0 ∩H1 +G0 ∩H0 +G1 ∩H3
= G0 +G1 ∩H3
= G0 +G0 ∩H3 +G1 ∩H3 = G0 +H3,
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so dass Q3 ≤ P0 + P1 + P2 gilt. Ferner ist
P1 + P2 + P3 = G0 ∩H0 +G1 ∩H3 +G1 ∩H2
= G0 ∩H0 +G1
= G0 ∩H0 +G1 ∩H0 +G1 = H0 +G1,
so dass Q0 ≤ P1 +P2 +P3 ist. Ganz analog beweist man, dass Q ≤ P2 +P3 +P0
und Q3 ≤ P2 + P0 + P1 gilt.
Ferner gilt
Q0 +Q1 +Q2 = H0 ∩G2 +H1 ∩G2 +H2 ∩G3
= G2 +H2 ∩G2 +H2 ∩G3 = G2 +H2,
so dass P3 ≤ Q0 + Q1 + Q2 ist. Entsprechend beweist man, dass P0 ≤ Q1 +
Q2 + Q3, P1 ≤ Q2 + Q3 + Q0 ist. Entsprechend beweist man, dass P0 ≤ Q1 +
Q2 +Q3, P1 ≤ Q2, Q3 +Q0 und P2 ≤ Q3 +Q0 +Q1 ist.
Zum Schluß ziehen wir noch eine Folgerung u¨ber orthogonale Gruppen aus
dem Vorstehenden.
4.8. Satz. Es sei K ein kommutativer Ko¨rper und V sei ein Vektorraum des
Ranges 4 u¨ber K. Ist Q eine nicht ausgeartete, spurwertige quadratische Form
vom Index 2 auf V , so entha¨lt die von O(V,Q) auf L(V ) induzierte Kollineati-
onsgruppe PO(V,Q) einen Normalteiler vom Index 2, welcher zu PGL(2,K)×
PGL(2,K) isomorph ist.
Beweis. Dies folgt aus der Isometrie der quadratischen Formen von maxi-
malem Index (Satz V.6.6) zusammen mit Satz 4.5 und Satz 3.13.
VII.
Graßmannsche Mannigfaltigkeiten
In diesem Kapitel definieren und studieren wir die graßmannschen Mannig-
faltigkeiten eines Vektorraumes. Das sind die Gebilde aus den Unterra¨umen des
Ranges k. Einen sehr wesentlichen Satz u¨ber diese Gebilde haben wir schon
bewiesen, na¨mlich den Satz von Chow (Satz I.8.4). Im vorliegenden Kapitel
setzen wir nun voraus, dass die Koordinatenko¨rper kommutativ sind. Das ver-
setzt uns in die Lage, die Unterra¨ume des Ranges k einer projektiven Geometrie
des Ranges n durch Punktmannigfaltigkeiten in einem projektiven Raum des
Ranges
(
n
k
)
darzustellen. Um dieses Programm durchzufu¨hren, beno¨tigen wir
die Graßmannalgebra eines Vektorraumes, die wir mit Hilfe der Tensoralgebra
des Vektorraumes definieren werden, so dass wir uns zuna¨chst mit der Tensor-
algebra eines Moduls u¨ber einem kommutativen Ring bescha¨ftigen werden.
Bei all diesen Untersuchungen ist es ganz wesentlich vorauszusetzen, dass die
Moduln Moduln u¨ber kommutativen Ringen sind. Ist na¨mlich M ein Rechtsmo-
dul u¨ber einem kommutativen Ring R, so wird M durch die Vorschrift rm := mr
fu¨r r ∈ R undm ∈M zu einem zweiseitigenR-Modul, fu¨r den u¨berdies rm = mr
fu¨r alle r ∈ R und alle m ∈ M gilt. Diese Eigenschaften werden wir sta¨ndig
auszunutzen haben. Setzt man andererseits voraus, dass M ein zweiseitiger
R-Modul ist, fu¨r den rm = mr fu¨r alle m und r gilt, so folgt mit
(rs)m = m(rs) = (mr)s = s(rm) = (sr)m,
dass R/ann(M) kommutativ ist.
1. Die Graßmannalgebra eines Moduls
Im Folgenden sei R ein kommutativer Ring mit Eins. Ist M ein R-Modul, so
nehmen wir, wie schon verabredet, an, dass M ein unita¨rer R-Bimodul sei mit
rm = mr fu¨r alle r ∈ R und alle m ∈ M . Wir definieren eine Rekursionsregel
ρ durch ρ(A,M) := A ⊗R M fu¨r alle R-Moduln A. Dann ist, wie vor Satz
VI.1.9 beschrieben, auch ρ(A,M) ein R-Bimodul. Nach dem Dedekindschen
Rekursionssatz gibt es daher eine Abbildung TR mit T
0
R(M) = R und
Tn+1R (M) = T
n
R(M)⊗RM.
Mittels VI.1.8 und VI.1.7 folgt die Existenz eines Isomorphismus σm,n von
TmR (M)⊗ TnR(M) auf Tm+nR (M) mit
σm,n((x1 ⊗ · · · ⊗ xm)⊗ (y1 ⊗ · · · ⊗ yn)) = x1 ⊗ · · · ⊗ xm ⊗ y1 ⊗ · · · ⊗ yn
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fu¨r alle x1, . . . , xm, y1, . . . , yn ∈ M . Dabei ist etwa x1 ⊗ x2 ⊗ x3 ⊗ x4 als
((x1 ⊗ x2)⊗ x3)⊗ x4 zu lesen. Wir setzen nun
TR(M) :=
∞⊕
i:=0
T iR(M).
Sind f , g ∈ TR(M), so definieren wir fg durch
fg :=
∞∑
n:=0
n∑
i:=0
σi,n−i(fi ⊗ gn−i).
Dann ist TR(M) eine R-Algebra mit Eins, die sog. Tensoralgebra von M . Die
Multiplikation in TR(M) ist assoziativ.
Wir haben stillschweigend das Element y ∈ T iR(M) mit der Folge aus TR(M)
identifiziert, die an der iten Stelle den Wert y hat und an allen u¨brigen Stellen
Null ist. Diese Identifizierung machen wir nun der Deutlichkeit halber zum Teil
wieder ru¨ckga¨ngig, indem wir mit (y) die Folge f bezeichnen, fu¨r die f1 = y
und fi = 0 gilt fu¨r alle von 1 verschiedenen i. Dabei ist mit y natu¨rlich ein
Element aus T 1R(M) gemeint.
1.1. Satz. Es sei R ein kommutativer Ring mit Eins und M sei ein R-Modul
und A eine assoziative R-Algebra mit Eins. Ist µ ein Modulhomomorphismus
von M in A, so gibt es genau einen Algebrenhomomorphismus α von TR(M) in
A mit µ = α.
Beweis. Auf Grund der Definition der Tensoralgebra ist
x1 ⊗ · · · ⊗ xn = (x1) . . . (xn)
fu¨r alle n und alle n-Tupel (x1, . . . , xn) mit xi ∈ M . Sind α und β nun Alge-
brenhomomorphismen von TR(M) in A mit α = β, so folgt
α(x1 ⊗ · · · ⊗ xn) = α((x1) . . . (xn))
= α(x1) . . . α(xn)
= β(x1) . . . β(xn)
= β((x1) . . . (xn)
= β(x1 ⊗ · · · ⊗ xn).
Da TR(M) von der Menge der x1⊗· · ·⊗xn als Modul erzeugt wird, folgt α = β,
so dass die Einzigkeit von α bewiesen ist.
Es sei n > 0. Die Abbildung λn, die durch
λn(x1, . . . , xn) := µ(x1) . . . µ(xn)
definiert wird, ist multilinear. Es gibt daher eine R-lineare Abbildung γn von
TnR(M) in A mit
γn(x1 ⊗ · · · ⊗ xn) = µ(x1) . . . µ(xn).
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Ist e die Eins von A, so setzen wir noch
γ0(r) := re
fu¨r alle r ∈ R. Mittels dieser Abbildungen definieren wir α durch
α(f) :=
∞∑
i:=0
γi(fi)
fu¨r alle f ∈ TR(M). Es ist klar, dass α eine lineare Abbildung von TR(M) in
A ist. Nach Konstruktion von α gilt ferner α = µ und α(1) = e. Es bleibt zu
zeigen, dass α multiplikativ ist. Sind x1, . . . , xm, y1, . . . , yn ∈M , so folgt (hier
erst benutzen wir die Assoziativita¨t der Multiplikation in A)
α((x1 ⊗ · · · ⊗ xm)(y1 ⊗ · · · ⊗ yn)) = α(x1 ⊗ · · · ⊗ xm ⊗ y1 ⊗ · · · ⊗ yn)
= µ(x1) . . . µ(xm)µ(y1) . . . µ(yn)
= α(x1 ⊗ · · · ⊗ xm)α(y1 ⊗ · · · ⊗ yn).
Hieraus folgt zusammen mit der Linearita¨t von α die Multiplikativita¨t von α.
Der na¨chste Satz zeigt, dass die Tensoralgebra eines freien Moduls ein wohl-
bekanntes Objekt ist. Er wird uns im na¨chsten Kapitel an einer entscheidenden
Stelle weiterhelfen.
1.2. Satz. Es sei R ein kommutativer Ring mit Eins und F sei ein freier R-
Modul. Ferner sei  die vor Satz 1.1 definierte Abbildung von F in TR(F ). Ist
B eine Basis von F und bezeichnet polR(B) die freie assoziative Algebra u¨ber
R in der Menge der Unbestimmten B, so gibt es einen Isomorphismus ϕ von
polR[B] auf TR(F ) mit ϕ(b) = (b) fu¨r alle b ∈ B.
Beweis. Die Definition der freien assoziativen Algebra besagt, dass es einen
Homomorphismus ϕ von polR[B] in TR(F ) gibt mit ϕ(b) = (b) fu¨r alle b ∈ B.
Nach 1.1 gibt es einen Homomorphismus ψ von TR(F ) in polR[B] mit ψ(b) = b
fu¨r alle b ∈ B. Es folgt ψϕ(b) = b und damit
ψϕ = 1polR[B].
Andrerseits ist ϕψ(b) = (b) fu¨r alle b ∈ B und damit
ϕψ = 1TR(F ).
Damit ist alles bewiesen.
Es sei R ein kommutativer Ring mit Eins und M sei ein Modul u¨ber R.
Ferner sei I das zweiseitige Ideal von TR(M), welches von allen Elementen der
Form x⊗ x mit x ∈M erzeugt wird. Wir setzen∧
R(M) := TR(M)/I
und nennen
∧
R(M) die Graßmannalgebra von M . Wir setzen ferner∧n
R(M) := (T
n
R(M) + I)/I.
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Die Multiplikation in
∧
R(M) bezeichnen wir mit ∧.
Offenbar gilt I ∩ T 0R(M) = {0} = I ∩ T 1R(M). Wir du¨rfen daher r ∈ R mit
r + I und m ∈M mit m+ I identifizieren.
1.3. Satz. Es sei R ein kommutativer Ring mit Eins und M sei ein Modul
u¨ber R. Ferner sei A eine assoziative R-Algebra mit Eins. Ist ϕ eine R-lineare
Abbildung von M in A und gilt ϕ(x)2 = 0 fu¨r alle x ∈M , so gibt es genau einen
Homomorphismus ψ von
∧
R(M) in A mit ψ(x) = ϕ(x) fu¨r alle x ∈M .
Beweis. Dies folgt mit Standardschlu¨ssen aus 1.1.
1.4. Satz. Es sei R ein kommutativer Ring mit Eins und M und N seien zwei
R-Moduln. Ist ϕ ein Homomorphismus von M in N , so gibt es genau einen
Homomorphismus ψ von
∧
R(M) in
∧
R(N) mit ψ(x) = ϕ(x) fu¨r alle x ∈ M .
Ist ϕ surjektiv, so ist auch ψ surjektiv. Ferner gilt ψ(
∧k
R(M)) ⊆
∧k
R(N) fu¨r
alle nicht negativen ganzen Zahlen k.
Beweis. Existenz und Eindeutigkeit von ψ folgen mit 1.3. Die Aussage, dass
ψ(
∧k
R(M)) ⊆
∧k
R(N) ist, gilt fu¨r k = 1 und folgt dann fu¨r beliebiges k durch
Induktion. Weil
∧1
R(N) die Algebra
∧
R(N) erzeugt, ist ψ surjektiv, falls ϕ
surjektiv ist.
Die Abbildung ψ ist nicht notwendig injektiv, wenn ϕ es ist.
1.5. Satz. Es sei R ein kommutativer Ring mit Eins und M sei ein R-Modul.
Sind x1, . . . , xn ∈M und ist σ eine Permutation aus der symmetrischen Gruppe
Sn vom Grade n, so gilt
xσ(1) ∧ . . . ∧ xσ(n) = sgn(σ)x1 ∧ . . . ∧ xn.
Sind i und j zwei verschiedene der Indizes 1, . . . , n und ist xi = xj, so ist
x1 ∧ . . . ∧ xn = 0.
Beweis. Es ist
x1 ∧ x2 + x2 ∧ x1 = (x1 + x2) ∧ (x2 + x1)− x1 ∧ x1 − x2 ∧ x2 = 0,
so dass die erste Aussage fu¨r n = 2 richtig ist. Induktion zeigt ihre Gu¨ltigkeit
fu¨r beliebiges n, wenn man nur noch beachtet, dass jede Permutation Produkt
von Transpositionen ist.
Nach dem bereits Bewiesenen ist
x1 ∧ . . . ∧ xn = ±xi ∧ xj ∧ y
mit einem geeigneten y. Wegen xi = xj ist aber xi ∧ xj = 0. Damit ist alles
bewiesen.
1.6. Satz. Es sei R ein kommutativer Ring mit Eins und M sei ein R-Modul.
Ist {b1, . . . , bn} ein Erzeugendensystem von M , so ist∧i
R(M) = {0} f u¨r alle i > n.
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Beweis. Es sei i > n und sei x1, . . . , xi ∈M . Es gibt dann ajk ∈ R mit
xk =
n∑
j:=1
bjajk.
Es folgt
x1 ∧ . . . ∧ xi =
n∑
j:=1
bjaj1 ∧ . . . ∧
n∑
j:=1
bjaji =
∑
α
(bα(1)1 ∧ . . . ∧ bα(i)i)Aα,
wobei α die Menge der Abbildungen von {1, . . . , i} in {1, . . . n} durchla¨uft und
Aα ∈ R gilt. Wegen n < i ist keines der α injektiv, so dass nach 1.5 fu¨r alle α
die Gleichung
bα(1)1 ∧ . . . ∧ bα(i)i = 0
gilt. Hieraus folgt die Behauptung.
1.7. Satz. Es sei R ein kommutativer Ring mit 1 und F sei ein freier Modul
u¨ber R. Es sei weiter B eine Basis von F , die linear geordnet sei. Ist J ∈
Fin(B), sind b1, . . . , bn die Elemente von J und gilt b1 < . . . < bn, so setzen
wir
bJ := b1 ∧ . . . ∧ bn.
Ferner setzen wir b∅ := 1. Dann ist {bJ | J ∈ Fin(B)} eine Basis von
∧
R(F ).
Beweis. Mit 1.5 folgt, dass {bJ | J ∈ Fin(B)} ein Erzeugendensystem von∧
R(F ) ist. Wir mu¨ssen also nur noch zeigen, dass {bJ | J ∈ Fin(B)} auch
linear unabha¨ngig ist.
Es sei {wJ | J ∈ Fin(B)} eine mit Fin(B) indizierte Menge und A sei ein
freier R-Modul mit der Basis {wJ | J ∈ Fin(B)}. Sind i, j ∈ B, so setzen wir
〈i, j〉 :=
{
0, falls i = j,
1, falls i < j,
−1, falls i > j.
Ferner setzen wir
wIwJ :=
( ∏
i∈I,j∈J
〈i, j〉
)
wI∪J .
Setzt man die fu¨r je zwei Basiselemente definierte Multiplikation linear fort, so
wird A eine R-Algebra, wie wir nun sehen werden. Dazu genu¨gt es zu zeigen,
dass A eine Eins besitzt und dass
(wIwJ)wL = wI(wJwL)
ist fu¨r alle I, J , L ∈ Fin(B).
Offenbar ist w∅ das Einselement von A.
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Um die Assoziativita¨t zu beweisen, seien I, J , L ∈ Fin(B). Ist I ∩ J 6= ∅, so
ist wIwJ = 0 und daher (wIwJ)wL = 0. Andererseits folgt aus I ∩ J 6= ∅, dass
auch I ∩ (J ∪ L) 6= ∅ ist. Daher ist
wI(wJwL) = ±wIwJ∪L = 0.
In diesem Falle ist also (wIwJ)wL = wI(wJwL). Der Fall I ∩L 6= ∅ erledigt sich
analog. Es sei also I ∩ J = ∅ und J ∩ L = ∅. Dann ist∏
k∈I∪J,l∈L
〈k, l〉 =
∏
k∈I,l∈L
〈k, l〉
∏
k∈J,l∈L
〈k, l〉
und daher
(wIwJ)wL =
∏
i∈I,j∈J
wI∪JwL
=
∏
i∈I,j∈J
〈i, j〉
∏
k∈I∪J,l∈L
〈k, l〉wI∪J∪L
=
∏
i∈I,j∈J
〈i, j〉
∏
k∈I,l∈L
〈k, l〉
∏
k∈J,l∈L
〈k, l〉wI∪J∪L.
Andererseits ist, da ja J ∩ L = ∅ ist,
wI(wJwL) =
∏
k∈J,l∈L
〈k, l〉wIwJ∪L
=
∏
k∈J,l∈L
〈k, l〉
∏
i∈I,j∈J∪L
〈i, j〉wI∪J∪L
=
∏
k∈J,l∈L
〈k, l〉
∏
i∈I,j∈J
〈i, j〉
∏
k∈J,l∈L
〈k, l〉wI∪J∪L.
Also ist (wIwJ)wL = wI(wJwL), so dass A in der Tat eine R-Algebra ist.
Es gibt einen Homomorphismus α von F in A mit α(b) = w{b}. Ist f =∑
b∈B bfb so folgt
α(f)2 =
∑
b∈B
∑
c∈B
w{b}w{c}
=
∑
b∈B
w2{b}f
2
b +
∑
b,c∈B,b<c
(w{b}w{c} + w{c}w{b})fbfc = 0.
Es gibt daher einen Homomorphismus β von
∧
R(F ) in A mit
α(b) = β(b)
fu¨r alle b ∈ B. Hieraus folgt β(bI) = wI fu¨r alle I ∈ Fin(B), so dass die bI in
der Tat eine Basis von
∧
R(F ) sind. Es folgt weiter, dass β ein Isomorphismus
ist. Damit ist alles bewiesen.
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Der Beweis des Satzes liefert auch noch die beiden folgenden Korollare.
1.8. Korollar. Es sei R ein kommutativer Ring mit Eins und F sei ein freier
R-Modul. Dann ist ∧
R(F ) =
∞⊕
k:=0
∧k
R(F ).
1.9. Korollar. Es sei R ein kommutativer Ring mit Eins und F sei ein freier
R-Modul des Ranges n. Dann ist
RgR(
∧
R(F )) = 2
n
und
RgR(
∧k
R(F )) =
(
n
k
)
fu¨r alle ganzen Zahlen k mit 0 ≤ k ≤ n.
Ist B unendlich, so hat Fin(B) und auch die Menge Fink(B) der k-Teilmen-
gen von B die gleiche Ma¨chtigkeit wie B, so dass
∧
R(F ) und
∧k
R(F ) in diesem
Falle den gleichen Rang wie F haben.
1.10. Satz. Es sei K ein kommutativer Ko¨rper und V sei ein Vektorraum u¨ber
K. Sind v1, . . . , vr ∈ V , so sind v1, . . . , vr genau dann linear unabha¨ngig,
wenn v1 ∧ . . . ∧ vr 6= 0 ist.
Beweis. Sind v1, . . . , vr linear unabha¨ngig, so sind sie Teil einer Basis von
V . Dann geho¨rt aber v1 ∧ . . . ∧ vr nach 1.7 zu einer Basis von
∧
R(V ), ist also
von 0 verschieden.
Sind v1, . . . , vr linear abha¨ngig, so ist oBdA
vr =
r−1∑
i:=1
viλi
und nach 1.5 folglich
v1 ∧ . . . ∧ vr =
r−1∑
i:=1
((v1 ∧ . . . ∧ vr−1) ∧ vi)λi = 0.
Damit ist alles bewiesen.
Wir schließen diesen Abschnitt mit einem Satz, den wir nur so formulieren
werden, wie wir ihn spa¨ter beno¨tigen. Zuvor jedoch noch eine Definition. Ist
u ∈ ∧K(V ), so heißt v zerlegbar , falls es v1, . . . , vr ∈ V gibt mit u = v1∧. . .∧vr.
1.11. Satz. Es sei V ein Vektorraum u¨ber dem kommutativen Ko¨rper K. Ist
σ ein Endomorphismus von V , so gilt:
a) Es gibt genau einen Endomorphismus σ#r von
∧r
K(V ) mit
σ#r(v1 ∧ . . . ∧ vr) = σ(v1) ∧ . . . ∧ σ(vt)
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fu¨r alle v1, . . . , vr ∈ V . Insbesondere bildet σ#r zerlegbare Vektoren auf
zerlegbare Vektoren ab.
b) Es ist (στ)#r = σ#rτ#r, falls τ ein weiterer Endomorphismus von V ist.
c) Fu¨r jeden Automorphismus σ von V ist σ#r ein Automorphismus von
∧r
K(V ).
d) Ist u ∈ ∧rK(V ) und v ∈ ∧sK(V ), so ist
σ#r(u) ∧ σ#s(v) = σ#(r+s)(u ∧ v).
Beweis. a) Es seien v1, . . . , vr ∈ V . Nach Satz 1.4 gibt es einen Endo-
morphismus ρ von
∧
K(V ) mit σ(v) = ρ(v) fu¨r alle v ∈ V . Es sei σ#r die
Einschra¨nkung von ρ auf
∧r
K(V ). Dann ist σ#r nach 1.4 ein Endomorphismus
von
∧r
K(V ) und es gilt
σ#r(v1 ∧ . . . ∧ vr) = ρ(v1 ∧ . . . ∧ vr)
= ρ(v1) ∧ . . . ∧ ρ(vr)
= σ(v1) ∧ . . . ∧ σ(vr).
b) Es ist
(στ)#r(v1 ∧ . . . ∧ vr) = στ(v1) ∧ . . . ∧ στ(vr)
= σ#r(τ(v1) ∧ . . . ∧ τ(vr))
= σ#rτ#r(v1 ∧ . . . ∧ vr).
Da
∧r
K(V ) von seinen zerlegbaren Vektoren erzeugt wird, ist somit
(στ)#r = σ#rτ#r.
c) Es ist (1V )#r = 1∧r
K
(V ). Ist nun σ ein Automorphismus von V , so folgt
mit b)
1∧r
K
(V ) = (σσ
−1)#r = σ#r(σ−1)#r
und
1∧r
K
(V ) = (σ
−1σ)#r = (σ−1)#rσ#r.
Also ist auch σ#r ein Automorphismus.
d) Weil u Linearkombination von zerlegbaren Vektoren der La¨nge r und v
Linearkombination von zerlegbaren Vektoren der La¨nge s ist, ist u ∧ v Linear-
kombination von zerlegbaren Vektoren der La¨nge r+s, so dass u∧v ∈ ∧r+sK (V )
ist. Hat nun ρ wieder die Bedeutung wie beim Beweise von a), so ist
σ#r(u) ∧ τ#s(v) = ρ(u) ∧ ρ(v) = ρ(u ∧ v) = σ#(r+s)(u ∧ v).
Hieraus folgt die Behauptung unter d).
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2. Dualita¨t in der Graßmannalgebra
Es sei K ein kommutativer Ko¨rper und V und W seien zwei Vektorra¨ume u¨ber
K. Die Abbildung f des r-fachen cartesischen Produktes V r von V mit sich
selbst in W heißt r-fach alternierende Abbildung von V in W , falls f in jedem
Argument linear ist und u¨berdies f(v1, . . . , vr) = 0 ist, falls zwei der Argumente
gleich sind. Die Menge aller r-fach linearen Abbildungen von V in W bezeichnen
wir mit AltrK(V,W ).
2.1. Satz. Es seien V und W Vektorra¨ume u¨ber dem kommutativen Ko¨rper
K. Ist f ∈ AltrK(V ) und sind v1, . . . , vr linear abha¨ngige Vektoren aus V , so
ist f(v1, . . . , vr) = 0.
Beweis. Es sei oBdA vr =
∑r−1
i:=1 viαi. Dann ist
f(v1, . . . , vr) =
r−1∑
i:=1
f(v1, . . . , vr−1, vi)αi = 0.
2.2. Korollar. Es seien V und W Vektorra¨ume u¨ber dem kommutativen
Ko¨rper K. Ist V endlich erzeugt und ist r > RgK(V ), so ist Alt
r
K(V ) = {0}.
Der Beweis des na¨chste Satzes ist eine einfache U¨bungsaufgabe, wenn man
nur beachtet, dass die symmetrische Gruppe Sr von ihren Transpositionen
erzeugt wird.
2.3. Satz. Es sei K ein kommutativer Ko¨rper und V und W seien Vektorra¨ume
u¨ber K. Sind v1, . . . , vr ∈ V , ist pi ∈ Sr und ist f ∈ AltrK(V,W ), so ist
f(vpi(1), . . . , vpi(r)) = sgn(pi)f(v1, . . . , vr).
Mit LinrK(V,W ) bezeichnen wir die Menge der r-fach linearen Abbildungen
von V in W . Ist f ∈ LinrK(V,W ), so setzen wir
fa(v1, . . . , vr) :=
∑
pi∈Sr
sgn(pi)f(vpi(1), . . . , vpi(r)).
Die Abbildung fa heißt die Antisymmetrisierte von f . Die Menge der anti-
symmetrisierten, r-fach linearen Abbildungen von V in W bezeichnen wir mit
AntrK(V,W ).
2.4. Satz. Es seien V und W Vektorra¨ume u¨ber dem kommutativen Ko¨rper
K. Ist r eine natu¨rliche Zahl, so ist
AltrK(V,W ) = Ant
r
K(V,W ).
Beweis. Es sei f ∈ LinrK(V,W ). Ferner seien v1, . . . , vr ∈ V und es gebe
i, j mit i 6= j und vi = vj . Es sei τ die Transposition, die i mit j vertauscht.
Dann ist Sr = Ar ∪ τAr und Ar ∩ τAr = ∅. Es folgt
fa(v1, . . . , vr) =
∑
pi∈Ar
(f(vpi(1), . . . , vpi(r))− f(vτpi(1), . . . , vτpi(r)).
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Ist pi(k) 6= i, j, so ist vτpi(k) = vpi(k). Ist pi(k) = i, so folgt
vτpi(k) = vτ(i) = vj = vi = vpi(k),
und ist pi(k) = j, so folgt
vτpi(k) = vτ(j) = vi = vj = vpi(k).
Also ist vτpi(k) = vpi(k) fu¨r alle k und damit
fa(v1, . . . , vr) = 0.
Dies zeigt, dass AntrK(V,W ) ⊆ AltrK(V,W ) ist.
Es sei g ∈ AltrK(V,W ). Es sei ferner B eine Basis von V , die linear geordnet
sei. Schließlich bezeichne Γ die Menge aller Abbildungen von {1, . . . , r} in B.
Die Menge aller r-Tupel (γ1, . . . , γr) bildet eine Basis von V
r. Es gibt daher
genau ein f ∈ LinrK(V,W ) mit
f(γ1, . . . , γr) :=
{
g(γ1, . . . , γr), falls γ1 < . . . < γr,
0, sonst
fu¨r alle γ ∈ Γ. Es ist
fa(γ1, . . . , γr) =
∑
pi∈Sr
sgn(pi)f(γpi(1), . . . , γpi(r)).
Ist γ nicht injektiv, so ist auch γpi nicht injektiv fu¨r alle pi ∈ Sr. In diesem Falle
ist also
fa(γ1, . . . , γr) = 0 = g(γ1, . . . , γr).
Ist γ injektiv, so gibt es genau ein ρ ∈ Sr mit
γρ(1) < . . . < γρ(r).
Daher ist
fa(γ1, . . . , γr) = sgn(ρ)f(γρ(1), . . . , γρ(r))
= sgn(ρ)g(γρ(1), . . . , γρ(r))
= g(γ1, . . . , γr).
Somit stimmen fa und g auf einer Basis von V r u¨berein, so dass fa = g ist.
2.5. Satz. Es seien V und W Vektorra¨ume u¨ber dem kommutativen Ko¨rper
K. Es sei B eine Basis von V , die linear geordnet sei. Ferner sei Γ die Menge
aller streng monoton steigenden Abbildungen von {1, . . . , r} in B. Ist η eine
Abbildung von Γ in W , so gibt es genau ein f ∈ AltrK(V,W ) mit
f(β1, . . . , βr) = η(β)
fu¨r alle β ∈ Γ.
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Beweis. Sind v1, . . . , vr ∈ V , so ist
vj =
∑
b∈B
babj
mit einer Matrix a u¨ber K. Diese Bezeichnung wollen wir im Folgenden festhal-
ten.
Es sei ∆ die Menge aller Abbildungen von {1, . . . , r} in B. Um die Einzig-
keitsaussage des Satzes zu beweisen, sei f ∈ AltrK(V,W ) und f(b1, . . . , br) =
η(β) fu¨r alle β ∈ Γ. Dann ist
f(v1, . . . , vr) =
∑
β∈∆
f(β1, . . . βr)
r∏
i:=1
aβii
=
∑
β∈Γ
∑
pi∈Sr
f(βpi(1), . . . , βpi(r))
r∏
i:=1
aβii
=
∑
β∈Γ
η(β)
∑
pi∈Sr
sgn(pi)
r∏
i:=1
aβii.
Da die rechte Seite nur von β und a abha¨ngt, ist die Einzigkeit von f gezeigt.
Definiert man umgekehrt f durch
f(v1, . . . , vr) :=
∑
β∈Γ
η(β)
∑
pi∈Sr
sgn(pi)
r∏
i:=1
aβii,
so verifiziert man leicht, dass f alle gewu¨nschten Eigenschaften hat.
2.6. Satz. Es seien V und W endlich erzeugte Vektorra¨ume u¨ber dem kom-
mutativen Ko¨rper K. Setze n := RgK(V ) und m := RgK(W ). Dann ist
RgK(Alt
r
K(V,W )) =
(
n
r
)
m.
Beweis. Nach 2.2 gilt diese Formel jedenfalls dann, wenn r > n ist, da dann
ja
(
n
r
)
= 0 ist.
Es sei r ≤ n. Es sei B eine linear geordnete Basis von V und C sei eine Basis
von W . Es sei ferner Γ die Menge der streng monoton wachsenden Abbildungen
von {1, . . . , r} in B. Ist β ∈ Γ und c ∈ C, so definieren wir die Abbildung γβ,c
von Γ in W durch
γβ,c(δ) :=
{
c, falls β = δ,
0, falls β 6= δ.
Nach 2.5 gibt es genau ein fβ,c ∈ AltrK(V,W ) mit
fβ,c(δ1, . . . , δr) :=
{
c, falls β = δ,
0, falls β 6= δ.
Wir zeigen, dass die fβ,c eine Basis von Alt
r
K(V,W ) bilden.
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Es sei
0 =
∑
β∈Γ
∑
c∈C
kβ,cfβ,c.
Mit γ ∈ Γ folgt
0 =
∑
β∈Γ
∑
c∈C
fβ,c(γ1, . . . , γr)kβ,c =
∑
c∈C
∑
β∈Γ
fβ,c(γ1, . . . , γr)kβ,c =
∑
c∈C
ckγ,c.
Daher ist kγ,c = 0 fu¨r alle γ ∈ Γ und alle c ∈ C. Somit sind die fβ,c linear
unabha¨ngig.
Es sei f ∈ AltrK(V,W ) und γ ∈ Γ. Dann ist
f(γ1, . . . , γr) =
∑
c∈C
ckc,γ .
Setze
g :=
∑
γ∈Γ
∑
c∈C
fγ,ckc,γ .
Ist dann β ∈ Γ, so folgt
g(β1, . . . , βr) =
∑
γ∈Γ
∑
c∈C
fγ,c(β1, . . . , βr)kc,γ =
∑
c∈C
fβ,c(β1, . . . , βr)kc,β
=
∑
c∈C
ckc,β = f(β1, . . . , βr).
Mit 2.5 folgt f = g, so dass die fβ,c den Raum Alt
r
K(V,W ) auch erzeugen.
Weil die fβ,c, wie wir gerade gesehen haben, eine Basis von Alt
r
K(V,W )
bilden, ist
RgK(Alt
r
K(V,W )) = |Γ|m =
(
n
r
)
m,
q. o. o.
Es sei K ein kommutativer Ko¨rper und V und W seien zwei K-Vektorra¨ume.
Ist σ eine lineare Abbildung von T rK(V ) inW , so heißt σ eine r-fach alternierende
Abbildung, falls (v1, . . . , vr)→ (v1 ⊗ . . .⊗ vr)σ eine r-fach alternierende Abbil-
dung ist. Mit A(T rK(V ),W ) bezeichnen wir die Menge der alternierenden Ab-
bildungen von T rK(V ) in W . Da jede Abbildung aus Alt
r
K(V,W ) sich auf genau
eine Weise durch das Tensorprodukt faktorisieren la¨sst, folgt, dass A(T rK(V ),W )
und AltrK(V,W ) vermo¨ge dieser Faktorisierung kanonisch isomorph sind. Ist
W = K, so schreiben wir AT rK(V ) an Stelle des schwerfa¨lligeren Ausdrucks
A(T rK(V ),K). Ist RgK(V ) = n, so ist Rg(AT
r
K(V )) =
(
n
k
)
.
Mit NT rK(V ) bezeichnen wir den Teilraum von T
r
K(V ), der von allen Vek-
toren v1 ⊗ . . .⊗ vr erzeugt wird, bei denen mindestens zwei der vi gleich sind.
2.7. Satz. Es sei K ein kommutativer Ko¨rper und V sei ein Vektorraum u¨ber
K. Ist I das Ideal der Tensoralgebra TK(V ), welches von allen v⊗ v mit v ∈ V
erzeugt wird, so ist
NT rK(V ) = T
r
K(V ) ∩ I.
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Beweis. Mit Satz 1.5 folgt NT rK(V ) ⊆ I ∩ T rK(V ).
Um die umgekehrte Inklusion zu beweisen, sei w ∈ I ∩T rK(V ). Es gibt dann
zerlegbare Vektoren z1, . . . , zt, in deren Zerlegung Produkte der Form v ⊗ v
vorkommen, sowie k1, . . . , kt ∈ K mit
w =
t∑
i:=1
ziki.
Ohne die Allgemeinheit einzuschra¨nken, du¨rfen wir annehmen, dass z1, . . . ,zs ∈
T rK(V ) und zs+1, . . . , zt 6∈ T rK(V ) ist. Mit 1.8 folgt dann, setzt man noch
C :=
∞⊕
i:=0,i6=r
T iK(V ),
dass
w −
s∑
i:=1
ziki =
t∑
j:=s+1
zjkj ∈ T rK(V ) ∩ C = {0}
ist. Also ist
w =
s∑
i:=1
ziki ∈ NT rK(V ).
Damit ist der Satz bewiesen.
2.8. Satz. Es sei V ein Vektorraum u¨ber dem kommutativen Ko¨rper K. Es
gibt genau einen Isomorphismus ϕ von T rK(V )/NT
R
K (V ) auf
∧r
K(V ) mit
ϕ(v1 ⊗ . . .⊗ vr +NT rK(V )) = v1 ∧ . . . ∧ vr.
Beweis. Es ist ja
∧r
K(V ) = (T
r
K(V ) + I)/I, wobei I wieder das Ideal der
Tensoralgebra von V ist, welches von den Elementen v ⊗ v mit v ∈ V erzeugt
wird. Bezeichnet man mit κ die Einschra¨nkung des kanonischen Epimorphismus
von T rK(V ) + I auf T
r
K(V ), so gilt
κ(v1 ⊗ . . .⊗ vr) = v1 ∧ . . . ∧ vr,
woraus weiter folgt, dass κ surjektiv ist. Mit 2.7 folgt
Kern(κ) = I ∩ T rK(V ) = NT rK(V ),
woraus mittels des ersten Isomorphiesatzes die Behauptung folgt.
Es sei V ein Vektorraum u¨ber dem kommutativen Ko¨rper K und V ∗ sei sein
Dualraum. Um Klammern zu sparen, schreiben wir wieder fv fu¨r das Bild von
v unter f , falls f ∈ V ∗ und v ∈ V ist. Sind nun f1, . . . , fr ∈ V ∗, so ist
(f1 ⊗ . . .⊗ fr)(v1 ⊗ . . .⊗ vr) = f1v1 ⊗ . . .⊗ frvr =
r∏
i:=1
fvi.
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Dies zeigt, dass T rK(V
∗) ⊆ T rK(V )∗ ist. Ist V endlichen Ranges, so ist T rK(V ∗) =
T rK(V )
∗, da beide Vektorra¨ume den Rang RgK(V )
r haben.
2.9. Satz. Es sei K ein kommutativer Ko¨rper. Ist V ein Vektorraum u¨ber K,
so ist
NT rK(V )
⊥ = AT rK(V ).
Beweis. Es ist NT rK(V ) der von allen v1 ⊗ . . . ⊗ vr, bei denen wenigstens
zwei der vi gleich sind, erzeugte Unterraum von T
r
K(V ). Nun ist σ ∈ T rK(V )∗
genau dann alternierend, wenn NT rK(V ) ⊆ Kern(σ) gilt. Daher ist AT rK(V ) =
NT rK(V )
⊥, q. e. d.
Es sei f ∈ T rK(V ). Wir definieren die Abbildung g von V r in K durch
g(v1, . . . , vr) := f(v1 ⊗ . . .⊗ vr).
Dann ist g natu¨rlich eine multilineare Abbildung von V in K. Daher gibt es fu¨r
die Antisymmetrisierte ga von g ein fa ∈ T rK(V )∗ mit
ga(v1, . . . , vr) = fa(v1 ⊗ . . .⊗ vr)
fu¨r alle v1, . . . , vr ∈ V . Dieses fa nennen wir sinngema¨ß Antisymmetrisierte
von f . Es gilt
fa(v1 ⊗ . . .⊗ vr) = ga(v1, . . . , vr) =
∑
pi∈Sr
sgn(pi)g(vpi(1), . . . gpi(r))
=
∑
pi∈Sr
sgn(pi)f(vpi(1) ⊗ . . .⊗ vpi(r)).
2.10. Satz. Es sei K ein kommutativer Ko¨rper und V sei ein Vektorraum u¨ber
K. Ferner seien y1, . . . , yr ∈ V ∗. Setze
f := y1 ⊗ . . .⊗ yr.
Dann ist
fa =
∑
pi∈Sr
sgn(pi)(ypi(1) ⊗ . . .⊗ ypi(r)).
Beweis. Nach der zuvor gemachten Bemerkung folgt mittels f = y1⊗. . .⊗yr,
dass
fa(v1 ⊗ . . .⊗ vr) =
∑
pi∈Sr
sgn(pi)f(vpi(1) ⊗ . . .⊗ vpi(r))
=
∑
pi∈Sr
sgn(pi)
r∏
i:=1
yivpi(i) =
∑
pi∈Sr
sgn(pi)
r∏
i:=1
ypi(i)vi
=
∑
pi∈Sr
sgn(pi)(ypi(1) ⊗ . . .⊗ ypi(r))(v1 ⊗ . . .⊗ vr)
ist. Hieraus folgt die Behauptung.
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2.11. Satz. Es sei V ein Vektorraum endlichen Ranges u¨ber dem kommutativen
Ko¨rper K. Es gibt dann genau ein Skalarprodukt f , sodass (
∧r
K(V
∗),
∧r
K(V ), f)
ein duales Raumpaar ist und u¨berdies
f(y1 ∧ . . . ∧ yr, x1 ∧ . . . ∧ xr) = det(yixj | i, j := 1, . . . r)
gilt fu¨r alle y1, . . . , yr ∈ V ∗ und alle x1, . . . , xr ∈ V .
Beweis. Dass es ho¨chstens ein solches Skalarprodukt gibt, folgt daraus, dass∧r
K(V
∗) von den y1 ∧ . . .∧ yr und
∧r
K(V ) von den x1 ∧ . . .∧xr erzeugt werden.
Mit 2.8 folgt die Existenz eines Epimorphismus ψ von T rK(V
∗) auf
∧r
K(V
∗)
mit
ψ(y1 ⊗ . . .⊗ yr) = y1 ∧ . . . ∧ yr.
Es ist
Kern(ψ) = NT rK(V
∗).
Da die Abbildung (y1, . . . , yr)→ (y1 ⊗ . . .⊗ yr)a alternierend ist, ist
NT rK(V
∗) ⊆ Kern(a).
Somit gibt es einen eindeutig bestimmten Homomorphismus η von
∧r
K(V
∗) in
T rK(V
∗) mit a = ηψ. Insbesondere ist
(y1 ⊗ . . .⊗ yr)a = η(y1 ∧ . . . ∧ yr).
Weil die y1⊗. . .⊗yr den Raum T rK(V ∗) erzeugen, erzeugen die (y1⊗. . .⊗yr)a den
Raum T rK(V
∗)a. Folglich ist η ein Epimorphismus von
∧r
K(V
∗) auf T rK(V
∗)a.
Mittels 2.4 folgt AT rK(V ) = T
r
K(V
∗)a und daher
Rg(
∧r
K(V
∗)) =
(
n
r
)
= Rg(AT rK(V )) = Rg(T
r
K(V
∗)a).
Hieraus und aus der Surjektivita¨t von η folgt, dass η auch injektiv ist. Somit
ist η also ein Isomorphismus von
∧r
K(V
∗) auf T rK(V
∗)a.
T rK(V
∗)a ist gerade der zu NT rK(V ) orthogonale Unterraum von T
r
K(V
∗).
Ist y ∈ T rK(V ∗)a und x ∈ T rK(V ), so wird also durch die Vorschrift
g(y, x+NT rK(V )) := yx
ein Skalarprodukt g auf T rK(V
∗)a× T rK(V )/NT rK(V ) erkla¨rt. Benutzt man den
Isomorphismus ϕ−1 von
∧r
K(V ) auf T
R
K (V )/NT
r
K(V ) und den eben bestimmten
Isomorphismus η von
∧r
K(V
∗) auf T rK(V
∗)a, so wird
(
∧r
K(V
∗),
∧r
K(V ))
zu einem dualen Raumpaar bezu¨glich f , wenn man f durch die Vorschrift
f(y, x) := g(η(y), ϕ−1(x))
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definiert. Ist x = x1 ∧ . . . ∧ xr und y = y1 ∧ . . . ∧ yr, so folgt mit Satz 2.10
f(y, x) = g((y1 ⊗ . . .⊗ yr)a, x1 ⊗ . . .⊗ xr +NT rK(V ))
= (y1 ⊗ . . .⊗ yr)a(x1 ⊗ . . .⊗ xr)
=
(∑
pi∈Sr
sgn(pi)(ypi(1) ⊗ . . .⊗ ypi(r)
)
(x1 ⊗ . . .⊗ xr)
=
∑
pi∈Sr
sgn(pi)
r∏
i:=1
ypi(i)xi
= det(yjxi | j, i := 1, . . . , r).
Damit ist alles bewiesen.
2.12. Satz. Es sei K ein kommutativer Ko¨rper und V sei ein Vektorraum
endlichen Ranges u¨ber K. Ferner sei fr das in 2.11 beschriebene Skalarprodukt
auf
∧r
K(V
∗) ×∧rK(V ). Ist dann x = ∑ni:=0 xi ∈ ∧K(V ) mit xi ∈ ∧iK(V ) und
y =
∑n
i:=0 yi ∈
∧
K(V
∗) mit yi ∈
∧i
K(V
∗) und setzt man
f(y, x) :=
n∑
i:=0
fi(yi, xi),
so ist f ein Skalarprodukt auf
∧
K(V
∗)×∧K(V ).
Ist b1, . . . , bn eine Basis von V und b
∗
1, . . . , b
∗
n die zu dieser Basis duale
Basis von V ∗, so ist
{b∗I | I ∈ Fin({1, . . . , n})}
die zu
{b∗I | I ∈ Fin({1, . . . , n})}
duale Basis von
∧
K(V
∗).
Beweis. Es ist banal, dass f ein Skalarprodukt ist.
Es seien I, J ∈ Fin({1, . . . , n}). Ist |I| 6= |J |, so ist f(b∗I , bJ) = 0. Es sei also
|I| = |J |. Dann ist
f(b∗I , bJ) = det(b
∗
i bj | i ∈ I, j ∈ J).
Ist nun I 6= J , so gibt es wegen |I| = |J | ein k ∈ I − J . Es folgt b∗kbj = 0 fu¨r
alle j ∈ J und damit f(b∗kbj) = 0. Ist I = J , so ist
b∗i bj =
{
1, falls i = j
0, falls i 6= j
und daher
det(b∗i bj | i, j ∈ I) = 1.
Damit ist der Satz bewiesen.
Zum Schluss noch eine U¨bungsaufgabe fu¨r den Leser.
2.13. Satz. Es sei K ein kommutativer Ko¨rper und V sei ein Vektorraum
endlichen Ranges u¨ber K. Ist dann (
∧r
K(V
∗),
∧r
K(V ), f) das in 2.11 beschrie-
bene duale Raumpaar, so gilt (σ∗)#r = (σ#r)∗ fu¨r alle σ ∈ EndK(V ).
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3. Innere Produkte
Es sei V ein Vektorraum endlichen Ranges u¨ber dem kommutativen Ko¨rper K
und V ∗ bezeichne wie u¨blich seinen Dualraum. Wir betrachten auf
∧
K(V
∗)×∧
K(V ) das in Satz 2.12 definierte Skalarprodukt f . Es sei y ∈
∧
K(V
∗). Die
durch ϕ∗y(z) := z ∧ y definierte Abbildung ϕ∗ ist eine Endomorphismus von∧
K(V
∗). Die zu ϕ∗y duale Abbildung von
∧
K(V ) in sich bezeichnen wir mit
ϕy. Wir definieren durch
y x := ϕy(x)
fu¨r alle y ∈ ∧K(V ∗) und alle x ∈ ∧K(V ). Es gilt dann
f(z, y x) = f(z, ϕy(x)) = f(ϕ
∗
y(z), x) = f(z ∧ y, x)
fu¨r alle y, z ∈ ∧K(V ∗) und alle x ∈ ∧K(V ). Wir nennen y x rechtsseitiges
inneres Produkt von y mit x. Entsprechend ist die Abbildung y → y ∧ x ein
Endomorphismus von
∧
K(V ). Es gibt also einen Endomorphismus von∧
K(V
∗) in sich mit
f(z y, x) = f(z, y ∧ x)
fu¨r alle z ∈ ∧K(V ∗) und alle y, x ∈ ∧K(V ). Wir nennen z y linksseitiges
inneres Produkt von z mit y.
Wir notieren einige Rechenregeln.
3.1. Satz. Es sei V ein Vektorraum endlichen Ranges u¨ber dem kommutativen
Ko¨rper K. Dann gilt:
a) Es ist z (y+x) = (z y)+(z x) fu¨r alle z ∈ ∧K(V ∗) und alle y, x ∈ ∧K(V ).
b) Es ist (z+y) x = (z x)+(y x) fu¨r alle z, y ∈ ∧K(V ∗) und alle x ∈ ∧K(V ).
c) Es ist (yk) x = y (xk) = (y x)k fu¨r alle y ∈ ∧K(V ∗) und alle x ∈ ∧K(V ).
d) Es ist (z ∧ y) x = z (y x) fu¨r alle z, y ∈ ∧K(V ∗) und alle x ∈ ∧K(V ).
Entsprechend gilt:
a′) Es ist z (y + x) = (z y) + (z x) fu¨r alle z ∈ ∧K(V ∗) und alle y,
x ∈ ∧K(V ).
b′) Es ist (z + y) x = (z x) + (y x) fu¨r alle z, y ∈ ∧K(V ∗) und alle
x ∈ ∧K(V ).
c′) Es ist (yk) x = y (xk) = (y x)k fu¨r alle y ∈ ∧K(V ∗) und alle x ∈ ∧K(V ).
d′) Es ist z (y ∧ x) = z (y x) fu¨r alle z, y ∈ ∧K(V ∗) und alle x ∈ ∧K(V ).
Beweis. a) Es sei u ∈ ∧K(V ∗). Dann ist
f(u, z (x+ y)) = f(u ∧ z, x+ y)
= f(u ∧ z, x) + f(u ∧ z, y)
= f(u, z x) + f(u, z y)
= f(u, (z x) + (z y)).
Da u beliebig war, gilt
z (x+ y) = (z x) + (z y).
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d′) Es sei u ∈ ∧K(V ). Dann ist
f(z (y ∧ x), u) = f(z, (y ∧ x) ∧ u)
= f(z, y ∧ (x ∧ u))
= f(z y, x ∧ u)
= f((z y) x, u).
Die restlichen Aussagen beweisen sich analog.
Die Elemente aus
∧r
K(V ) nennen wir auch r-Vektoren und die Elemente aus∧r
K(V
∗) nennen wir r-Formen. Ist x ein r-Vektor und y ein s-Vektor, so ist
x ∧ y = 0, falls r + s > RgK(V ) ist. Ist r + s ≤ RgK(V ), so folgt mit 1.8, dass
x ∧ y ein (r + s)-Vektor ist. Entsprechendes gilt fu¨r r- und s-Formen.
3.2. Satz. Es sei V ein Vektorraum endlichen Ranges u¨ber dem kommutativen
Ko¨rper K. Ist x ein r-Vektor und y eine s-Form, so gilt:
a) Fu¨r r < s ist y x = 0. Ist r ≥ s, so ist y x ein (r − s)-Vektor.
b) Fu¨r r > s ist y x = 0. Ist r ≤ s, so ist y x eine (s− r)-Form.
Ist r = s, so ist y x = f(y, x) = y x. Dabei ist f wieder das oben definierte
Skalarprodukt auf
∧
K(V
∗)×∧K(V ).
Beweis. a) Es sei z eine t-Form. Dann ist
f(z, y x) = f(z ∧ y, x).
Ist r 6= s + t, was insbesondere fu¨r alle t der Fall ist, falls r < s gilt, so ist
f(z ∧ y, x) = 0 aufgrund der Definition von f , da z ∧ y ja eine s + t-Form ist.
Ist r < s so ist also y x = 0, da ja dann f(z, y x) = 0 fu¨r alle Formen z gilt.
Ist r ≥ s, so ist f(z, y x) ho¨chstens dann von Null verschieden, wenn r = s+ t
ist. Dies impliziert, dass
y x ∈
( n⊕
t:=0,t6=r−s
∧t
K(V
∗)
)>
=
∧s−r
K (V )
ist.
b) Es sei u ein t-Vektor. Dann ist
f(y x, u) = f(y, x ∧ u).
Hieraus erschließt man b) analog zu a).
Ist r = s, so ist y x ∈ ∧0K(V ) = K. Also ist, da f(1, 1) = 1 ist,
y x = (y x)f(1, 1) = f(y x, 1) = f(y, x ∧ 1) = f(y, x)
und
y x = f(1, 1)(y x) = f(1, y x) = f(1 ∧ y, x) = f(y, x).
Damit ist alles bewiesen.
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3.3. Satz. Es sei V ein Vektorraum des Ranges n u¨ber dem kommutativen
Ko¨rper K. Ferner sei z eine n-Form ungleich der Nullform. Definiert man ϕ
durch
ϕ(x) := z x,
so ist ϕ ein Isomorphismus von
∧
K(V ) auf
∧
K(V
∗). Ist ϕr die Einschra¨nkung
von ϕ auf
∧r
K(V ), so ist ϕr ein Isomorphismus von
∧r
K(V ) auf
∧n−r
K (V
∗).
Ist y ein n-Vektor mit f(z, y) = 1, und ein solcher existiert stets, so ist
ϕ−1(u) = u y
fu¨r alle u ∈ ∧K(V ∗).
Beweis. Aus 3.1 a′) und c′) folgt, dass ϕ eine lineare Abbildung von
∧
K(V )
in
∧
K(V
∗) ist. Es sei b1, . . . , bn eine Basis von V . Dann ist
0 6= b1 ∧ . . . ∧ bn ∈
∧n
K(V ).
Wegen Rg(
∧n
K(V )) = 1 ist daher∧n
K(V ) = (b1 ∧ . . . ∧ bn)K,
so dass insbesondere alle n-Vektoren zerlegbar sind. Da dies auch fu¨r alle n-
Formen gilt, ist
z = (b∗1k) ∧ b∗2 ∧ . . . ∧ b∗n,
wobei b∗1, . . . , b
∗
n die zu b1, . . . , bn duale Basis ist. Indem wir b1 durch b1k
−1
ersetzen, erreichen wir, dass
z = b∗1 ∧ b∗2 ∧ . . . ∧ b∗n
ist. Setze
y := b1 ∧ . . . ∧ bn.
Dann ist f(z, y) = 1.
Es seien L, J ⊆ {1, . . . , n}. Dann ist
f(ϕ(bJ), bL) = f(z bJ , bL) = f(z, bJ ∧ bL) =
∏
i∈L,j∈J
〈j, i〉f(b∗{1,...,bn}, bJ∪L).
Ist I das Komplement von J in {1, . . . , n}, so ist
f(b∗{1,...,bn}, bJ∪L) = f(b
∗
I , bL).
Beachtet man noch, dass f(b∗I , bL) = 0 ist fu¨r I 6= L, so sieht man die Gu¨ltigkeit
von
f(ϕ(bJ), bL) =
∏
i∈I,j∈J
〈j, i〉f(b∗I , bL).
Definiere die Abbildung ξ von
∧
K(V ) in
∧
K(V
∗) durch
ξ(bJ) :=
∏
i∈I,j∈J
〈j, i〉b∗I ,
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wobei I das Komplement von J in {1, . . . , n} ist. Dann ist
f(ξ(bJ), bL) =
∏
i∈I,j∈J
〈j, i〉f(b∗I , bL).
Also ist f(ϕ(bJ), bL) = f(ξ(bJ), bL) fu¨r alle Teilmengen L und J von {1, . . . , n}.
Weil die bL eine Basis von
∧r
K(V ) bilden, folgt ϕ(bJ) = ξ(bJ) und damit
schließlich ϕ = ξ. Also ist
ϕ(bJ) =
∏
i∈I,j∈J
〈j, i〉b∗I ,
wenn nur I das Komplement von J in {1, . . . , n} ist.
Definiere die Abbildung ψ von
∧
K(V
∗) in
∧
K(V ) durch
ψ(u) := u y
fu¨r alle u ∈ ∧K(V ∗). Vertauscht man in der vorstehenden Argumentation die
Rollen von V und V ∗, was wegen der Endlichkeit des Ranges mo¨glich ist, so
sieht man, dass ψ eine lineare Abbildung ist, fu¨r die
ψ(b∗I) =
∏
i∈I,j∈J
〈j, i〉bJ
gilt, falls nur J das Komplement von I in {1, . . . , n} ist. (Wer glaubt, es mu¨sse
in der Formel 〈i, j〉 heißen — ich war mir einen Augenblick auch unsicher —,
der rechne!) Aus all dem folgt schließlich
ψϕ(bJ) =
( ∏
i∈I,j∈J
〈i, j〉
)2
bJ = bJ
und
ϕψ(b∗I) =
( ∏
i∈I,j∈J
〈i, j〉
)2
b∗I = b
∗
I .
Somit ist ϕ bijektiv und ψ = ϕ−1.
Weil ϕ ein Isomorphismus ist, folgt mit 3.2 weiter, dass ϕr ein Isomorphismus
von
∧r
K(V ) auf
∧n−r
K (V
∗) ist.
3.4. Korollar. Die Voraussetzungen seien wie bei Satz 3.3. Ferner sei
b1, . . . , bn eine Basis von V und bI mit I ∈ Fin({1, . . . , n}) bzw. b∗J mit J ∈
Fin({1, . . . , n}) die von der gegebenen Basis abgeleiteten Basen von ∧K(V ) bzw.∧
K(V
∗). Ist dann I eine Teilmenge von {1, . . . , n} und ist J ihr Komplement,
so ist
ϕ(bJ) =
∏
i∈I,j∈J
〈j, i〉b∗I
und
ϕ−1(b∗I) =
∏
i∈I,j∈J
〈j, i〉b∗J .
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Ist X ein Vektorraum u¨ber K und ist k ∈ K, so bezeichnen wir mit µk die
durch µk(x) := xk definierte lineare Abbildung von X in sich.
3.5. Satz. Es sei V ein Vektorraum des Ranges n u¨ber K. Ist σ ∈ GL(V ), so
gibt es k ∈ K∗ mit
ϕσ#rµk = σ
∗−1
#(n−r)ϕ.
fu¨r alle r mit 0 ≤ r ≤ n. Dabei ist ϕ wieder der in Satz 3.3 definierte Isomor-
phismus von
∧
K(V ) auf
∧
K(V
∗).
Beweis. Es sei y der bei der Definition von ϕ benutzte n-Vektor. Ferner sei
v1, . . . , vn eine Basis von V mit y = v1 ∧ . . . ∧ vn und v∗1 , . . . , v∗n sei ihre duale
Basis. Weil σ ein Automorphismus ist, ist auch σ(v1), . . . , σ(vn) eine Basis von
V . Es folgt
0 6= σ(v1) ∧ . . . ∧ σ(vn) ∈
n∧
K
(V ).
Es gibt folglich ein k ∈ K∗ mit
y = σ(v1k) ∧ σ(v2) ∧ . . . ∧ σ(vn).
Die zu v1k, v2, . . . , vn duale Basis ist v
∗
1k
−1, v∗2 , . . . , v
∗
n. Setze b1 := v1k
und bi := vi fu¨r i > 1 sowie b
∗
1 := v
∗
1k
−1 und b∗i := v
∗
i fu¨r i > 1. Dann ist also
b∗1, . . . , b
∗
n die zu b1, . . . , bn duale Basis. Ferner ist
f(σ∗−1(b∗J), σ(bi)) = f(b
∗
j , σ
−1σ(bi)) = f(b∗j , bi).
Also ist σ∗−1(b∗1), . . . , σ
∗−1(b∗n) die zu σ(b1), . . . , σ(bn) duale Basis. Ist nun
i eine streng monoton steigende Abbildung von {1, . . . , r} in {1, . . . , n} und j
eine streng monoton steigende Abbildung von {1, . . . , n − r} auf {1, . . . , n} −
{i{1,...,r}},so folgt mit 3.4
ϕσ#r(bi1 ∧ . . . ∧ bir ) = ϕ(σ(bi1) ∧ . . . ∧ σ(bir ))
=
n−r∏
l:=1
r∏
m:=1
〈jl, im〉(σ∗−1(b∗j1) ∧ . . . ∧ σ∗−1(b∗jn−r ))
=
n−r∏
l:=1
r∏
m:=1
〈jl, im〉σ∗−1#(n−r)(b∗j1 ∧ . . . ∧ b∗jn−r ).
Wegen der Monotonie von i und j ist entweder i1 = 1 oder j1 = 1. Diese beiden
Fa¨lle sind nun zu unterschieden.
Es sei i1 = 1. Dann ist also
ϕσ#rµk(v1 ∧ vi2 ∧ . . . ∧ vir ) =
n−r∏
l:=1
r∏
m:=1
〈jl, im〉σ∗−1#(n−r)(v∗j1 ∧ . . . ∧ v∗jn−r )
= σ∗−1#(n−r)(v1 ∧ vi2 ∧ . . . ∧ vir ).
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Ist j1 = 1, so ist
ϕσ#r(vi1 ∧ . . . ∧ vir ) =
n−r∏
l:=1
r∏
m:=1
〈jl, im〉σ∗−1#(n−r)µ−1k (v∗1 ∧ v∗j2 ∧ . . . ∧ vjn−r )
= σ∗−1#(n−r)µ
−1
k ϕ(vi1 ∧ . . . ∧ vir )
Da die vi1 ∧ . . .∧vir eine Basis von
∧
K(V ) bilden und da µk mit ϕ vertauschbar
ist, gilt also
ϕσ#rµk = σ
∗−1
#(n−r)ϕ.
4. Zerlegbare Vektoren
Zerlegbare Vektoren sind fu¨r die Geometrie von besonderer Bedeutung, da sich
mit ihrer Hilfe die Unterra¨ume von Vektorra¨umen darstellen lassen. Daher
werden wir nun einige Aussagen u¨ber sie beweisen. Einige der Sa¨tze gelten
auch in allgemeineren Situationen. Wir beschra¨nken uns aber im Folgenden auf
Vektorra¨ume, da man die Beweise der fraglichen Sa¨tze abku¨rzen kann, indem
man Eigenschaften benutzt, die nur Vektorra¨ume besitzen.
4.1. Satz. Es sei K ein kommutativer Ko¨rper und V sei ein Vektorraum u¨ber
K. Ist 0 6= z ∈ ∧rK(V ), so setzen wir
Vz := {x | x ∈ V, z ∧ x = 0}.
Dann ist Vz ∈ L(V ). Sind x1, . . . , xs linear unabha¨ngige Vektoren aus Vz, so
ist s ≤ r und es gibt ein w ∈ ∧r−sK (V ) mit
z = w ∧ x1 ∧ . . . ∧ xs.
Insbesondere ist RgK(Vz) ≤ r.
Beweis. Es ist klar, dass Vz ein Unterraum von V ist. Es gibt eine Basis B
von V mit x1, . . . , xs ∈ B. Es gibt ferner eine lineare Ordnung von B mit
x1 < x2 < . . . < xs.
Nach 1.7 ist
z =
∑
I∈Finr(B)
bIkI .
Wegen xi ∈ Vz ist
0 = z ∧ xi =
∑
I∈Finr(B)
(bI ∧ xi)kI .
Mit 1.7 folgt hieraus
(bI ∧ xi)kI = 0
fu¨r alle I ∈ Finr(B). Ist xi 6∈ I, so ist bI ∧xi 6= 0 und daher KI = 0. Ist kI 6= 0,
so ist also xi ∈ I fu¨r i := 1, . . . , r. Weil z nicht Null ist, gibt es ein I mit
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|I| = r und kI 6= 0. Fu¨r dieses I gilt dann also xi ∈ I fu¨r i := 1, . . . , s. Also ist
s ≤ |I| = r.
Ist kI 6= 0, so ist x1, . . . , xs ∈ I, wie wir gerade gesehen haben. Es gibt
dann also ein wI ∈
∧r−s
K (V ) mit
bI = wI ∧ x1 ∧ . . . ∧ xs.
Ist KI = 0, so ersetzen wir bI und wI jeweils durch 0 und nennen diese Elemente
wiederum bI und wI . Dann ist also in jedem Falle
bI = wI ∧ x1 ∧ . . . ∧ xs.
Hiermit folgt
z =
∑
I∈Finr(B)
bIkI =
∑
I∈Finr(B)
(wI ∧ x1 ∧ . . . ∧ xs)kI
=
( ∑
I∈Finr(B)
wIkI
)
∧ x1 ∧ . . . ∧ xs.
Damit ist alles bewiesen.
Ist z ∈ ∧rK(V ), so heißt z genau dann zerlegbar , wenn es x1, . . . , xr ∈ V
gibt mit
z = x1 ∧ . . . ∧ xr.
4.2. Korollar. Es sei K ein kommutativer Ko¨rper und V ein K-Vektorraum.
Ist 0 6= z ∈ ∧rK(V ), so ist z genau dann zerlegbar, wenn RgK(Vz) = r ist. Ist
z = x1 ∧ . . . ∧ xr, so ist
Vz =
r∑
i:=1
xiK.
Beweis. Es sei z = x1 ∧ . . . ∧ xr mit xi ∈ V . Dann ist z ∧ xi = 0 und
somit xi ∈ Vz fu¨r alle i. Weil x1, . . . , xr nach 1.10 linear unabha¨ngig sind, ist
r ≤ RgK(Vz). Nach 1.10 ist andererseits RgK(Vz) ≤ r, so dass RgK(Vz) = r
ist. Hieraus folgt wiederum Vz =
∑r
i:=1 xiK.
Ist umgekehrt RgK(Vz) = r und ist x1, . . . , xr eine Basis von Vz, so gibt es
nach 4.1 ein k ∈ ∧r−rK (V ) = K mit z = k ∧ x1 ∧ . . . ∧ xr = (kx1) ∧ . . . ∧ xr.
Damit ist das Korollar bewiesen.
4.3. Satz. Es sei K ein kommutativer Ko¨rper und V sei ein K-Vektorraum.
Sind x1, . . . , xr und y1, . . . , yr je r linear unabha¨ngige Vektoren aus V , so ist
genau dann
r∑
i:=1
xiK =
r∑
i:=1
yiK,
wenn (x1 ∧ . . . ∧ xr)K = (y1 ∧ . . . ∧ yr)K ist.
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Beweis. Es sei (x1 ∧ . . . ∧ xr)K = (y1 ∧ . . . ∧ yr)K. Es gibt dann ein k ∈ K
mit
y1 ∧ . . . ∧ yr = (x1 ∧ . . . ∧ xr)k.
Es folgt
y1 ∧ . . . ∧ yr ∧ xi = 0
und damit, wenn man noch 4.2 beru¨cksichtigt,
xi ∈ Vy1∧...∧yr =
r∑
j:=1
yjK
fu¨r alle i. Also gilt
r∑
i:=1
xiK ≤
r∑
i:=1
yiK.
Aus Symmetriegru¨nden gilt auch die umgekehrte Inklusion, so dass in der Tat
r∑
i:=1
xiK =
r∑
i:=1
yiK
gilt.
Es sei nun
∑r
i:=1 xiK =
∑r
i:=1 yiK. Nach 4.2 ist
r∑
i:=1
yiK = Vy1∧...∧yr .
Nach 1.10 gibt es daher ein k ∈ ∧r−rK (V ) mit
y1 ∧ . . . ∧ yr = k ∧ x1 ∧ . . . ∧ xr = (x1 ∧ . . . ∧ xr)k.
Es folgt
(y1 ∧ . . . ∧ yr)K ≤ (x1 ∧ . . . ∧ xr)K.
Aus Symmetriegru¨nden ist dann
(y1 ∧ . . . ∧ yr)K = (x1 ∧ . . . ∧ xr)K.
Damit ist alles bewiesen.
4.4. Satz. Es sei K ein kommutativer Ko¨rper und V sei ein Vektorraum u¨ber
K. Ferner sei 0 6= x ∈ ∧rK(V ) und 0 6= y ∈ ∧sK(V ) und x und y seien beide
zerlegbar. Genau dann ist Vx ≤ Vy, wenn r ≤ s ist und es ein z ∈
∧s−r
K (V ) gibt
mit y = z ∧ x.
Beweis. Es sei x = x1 ∧ . . . ∧ xr. Dann ist Vx =
∑r
i:=1 xiK. U¨berdies sind
x1, . . . , xr nach 1.10 linear unabha¨ngig.
Es sei nun Vx ≤ Vy. Dann sind also x1, . . . , xr linear unabha¨ngige Vektoren
aus Vy. Nach 3.10 ist daher r ≤ s und es gibt ein z ∈
∧s−r
K (V ) mit y = z ∧ x.
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Es sei umgekehrt y = w ∧ x mit einem w ∈ ∧s−rK (V ). Dann ist
y ∧ xi = w ∧ x ∧ xi = 0
und folglich
Vx =
r∑
i:=1
xiK ≤ Vy.
Damit ist 4.4 bewiesen.
4.5. Satz. Es sei K ein kommutativer Ko¨rper und V sei ein Vektorraum u¨ber
K. Ferner seien x und y zerlegbare Vektoren ungleich Null aus
∧
K(V ). Genau
dann ist Vx ∩ Vy 6= {0}, wenn x ∧ y = 0 ist.
Beweis. Es sei Vx ∩ Vy 6= {0}. Ist u1, . . . , ur eine Basis von Vx ∩ Vy und
setzt man z := u1 ∧ . . . ∧ ur, so folgt mit 4.2, dass Vx ∩ Vy = Vz ist. Nach 4.1
ist y = z ∧ u und x = w ∧ z mit gewissen u und w. Es folgt
x ∧ y = w ∧ z ∧ z ∧ u = 0,
da wegen der Zerlegbarkeit von z ja z ∧ z = 0 ist.
Es sei Vx∩Vy = {0} und x = x1∧ . . .∧xr sowie y = y1∧ . . .∧ys. Dann ist x1,
. . . , xr eine Basis von Vx und y1, . . . , ys eine Basis von Vy. Wegen Vx∩Vy = {0}
ist x1, . . . , xr, y1, . . . , ys eine Basis von Vx + Vy. Also ist
x ∧ y = x1 ∧ . . . ∧ xr ∧ y1 ∧ . . . ∧ ys 6= 0.
Damit ist alles bewiesen.
Es sei z eine n-Form ungleich der Nullform. Wir definieren wie in Satz 3.3
den Isomorphismus ϕ von
∧
K(V ) auf
∧
K(V
∗) durch ϕ(x) := z x.
4.6. Satz. Es sei V ein Vektorraum endlichen Ranges u¨ber dem kommutativen
Ko¨rper K. Ist x ∈ ∧K(V ), so ist x genau dann zerlegbar, wenn ϕ(x) zerlegbar
ist.
Beweis. Ist x = 0, so ist ϕ(x) = 0 und x und ϕ(x) sind zerlegbar. Es sei
also x 6= 0. Ferner sei x = x1 ∧ . . .∧xr mit xi ∈ V fu¨r alle i. Nach 1.10 sind die
xi linear unabha¨ngig, da ja x 6= 0 ist. Sie ko¨nnen also zu einer Basis x1, . . . ,
xr, . . . , xn von V erga¨nzt werden. Es sei x
∗
1, . . . , x
∗
n die zu x1, . . . , xn duale
Basis. Ist r = n, so ist ϕ(x) ∈ ∧0K(V ), so dass auch ϕ(x) zerlegbar ist. Es sei
also r < n. Indem wir xn gegebenenfalls durch einen Skalar aba¨ndern, ko¨nnen
wir erreichen, dass
z = x∗1 ∧ . . . ∧ x∗n
ist, wobei z die zur Konstruktion von ϕ benutzte n-Form ist. Nach 3.4 ist daher
ϕ(x) = (−1)(n−r)rx∗r+1 ∧ . . . ∧ x∗n,
so dass ϕ(x) zerlegbar ist.
Die Umkehrung ist ebenso trivial zu beweisen.
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4.7. Korollar. Jeder (n− 1)-Vektor ist zerlegbar.
Beweis. Dies folgt aus 4.6 und 3.3, wenn man nur noch bemerkt, dass 1-
Formen trivialerweise zerlegbar sind.
Sind x, y ∈ ∧K(V ), so setzen wir
x ∨ y := ϕ−1(ϕ(x) ∧ ϕ(y)).
Mit dieser Bezeichnung gilt:
4.8. Satz. Es sei V ein Vektorraum des Ranges n u¨ber dem kommutativen
Ko¨rper K. Ferner sei r < n. Ist u ∈ ∧rK(V ), so ist u genau dann zerlegbar,
wenn fu¨r alle zerlegbaren (n− r − 1)-Vektoren x gilt, dass u ∨ (u ∧ x) = 0 ist.
Beweis. Es sei u zerlegbar. Ferner sei x ein zerlegbarer (n − r − 1)-Vektor.
Ist u∧x = 0, so ist nichts zu beweisen. Es sei also u∧x 6= 0 und u = z1∧ . . .∧ur
und x = ur+1 ∧ . . . ∧ un−1. Nach 1.10 sind die Vektoren u1, . . . , un−1 linear
unabha¨ngig. Es gibt also einen Vektor un, so dass u1, . . . , un eine Basis von V
ist. Es sei u∗1, . . . , u
∗
n die zu u1, . . . , un duale Basis. Indem wir gegebenenfalls
un um einen Skalarfaktor aba¨ndern, du¨rfen wir annehmen, dass
y = u1 ∧ . . . ∧ un
und
z = u∗1 ∧ . . . ∧ u∗n
ist, wobei y der n-Vektor und z die n-Form aus Satz 3.3 sind. Nach 3.4 ist
ϕ(u ∧ x) = ϕ(u1 ∧ . . . ∧ un−1) = (−1)n−1u∗n
und
ϕ(u) = ϕ(u1 ∧ . . . ∧ ur) = (−1)n(n−r)(u∗r+1 ∧ . . . ∧ u∗n).
Somit ist ϕ(u) ∧ ϕ(u ∧ x) = 0 und daher auch u ∨ (u ∧ x) = 0.
Es sei nun umgekehrt u∨ (u∧ x) = 0 fu¨r alle (n− r− 1)-Vektoren x. Ferner
sei x1, . . . , xn eine Basis von V und xI mit I ∈ Fin({1, . . . n}) sei die dieser
Basis entsprechende Basis von
∧
K(V ). Dann ist
u =
∑
I∈Finr(V )
xIkI
mit kI ∈ K fu¨r alle I. Ist u = 0, so ist u zerlegbar. Es sei also u 6= 0. Es gibt
dann ein L ∈ Finr({1, . . . , n}) mit kL 6= 0. Die Menge
{1, . . . , n} − L
entha¨lt n− r Elemente und daher auch n− r Teilmengen der La¨nge der La¨nge
n− r − 1. Diese seien J1, . . . , Jn−r. Dann ist
u ∧ xJi =
∑
|I|=r
(xI ∧ xJi)kI .
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Nun ist xI ∧ xJi = 0, falls I ∩ Ji 6= ∅. Es sei I ∩ Ji = ∅. Ferner sei
{1, . . . , n} = L ∪ Ji ∪ {ai}.
Ist nun I 6= L, so folgt aus
I = I ∩ (L ∪ Ji ∪ {ai}) = (I ∩ L) ∪ (I ∩ Ji) ∪ (L ∩ {ai}) = (I ∩ L) ∪ (L ∩ {ai}),
dass ai ∈ L und |I ∩ L| = r − 1 ist. Also ist I = A ∪ {ai} mit einer (r − 1)-
Teilmenge A von L. Hieraus folgt, dass
u ∧ xJi = (xL ∩ xJi)kL +
∑
A∈Finr(L)
(xA∪{ai} ∧ xJi)kA∪{ai}
ist. Es sei 0 =
∑n−r
i:=1(u ∧ xJi)li. Dann ist
0 =
n−r∑
i:=1
(xL ∧ xJi)kLli +
n−r∑
i:=1
∑
A∈Finr(L)
(xA∪{ai} ∧ xJi)kA∪{ai}li
=
n−r∑
i:=1
±(xL∪Ji)kLli +
∑
B
xBκB .
Dabei sind die B von der Form A∪{ai}∪Ji. Nun folgt aus L∩Ji = ∅ fu¨r alle i,
dass L∪Ji = L∪Jj impliziert, dass i = j ist. Ferner ist L∪Ji 6= B = A∪{aj}∪Jj ,
da sonst L∩({aj}∪Jj) 6= ∅ wa¨re. Daher sind die Vektoren xL∪Ji und xM linear
unabha¨ngig. Hieraus folgt, dass ±kLli = 0 ist fu¨r i := 1, . . . , n − r. Wegen
kL 6= 0 sind daher alle li = 0. Dies besagt, dass die n−r Vektoren u∧xJi linear
unabha¨ngig sind. Weil u∧xJi ein (n− 1)-Vektor ist, ist ϕ(u∧xJi) eine 1-Form,
dh. es ist ϕ(u ∧ xJi) ∈ V ∗. Nun ist u ∨ (u ∧ xJi) = 0 fu¨r alle i. Daher ist auch
ϕ(u) ∧ ϕ(u ∧ xJi) = 0 fu¨r alle i und damit
ϕ(u ∧ xJi) ∈ V ∗ϕ(u).
Weil ϕ ein Isomorphismus ist, folgt
RgK(V
∗
ϕ(u) ≥ n− r.
Weil u ein r-Vektor ist, ist ϕ(u) nach 3.3 eine (n − r)-Form. Nach 4.1 ist
andererseits
RgK(V
∗
ϕ(u)) ≤ n− r.
Daher ist RgK(V
∗
ϕ(u)) = n−r, so dass ϕ(u) nach 4.2 eine zerlegbare (n−r)-Form
ist. Mit 4.6 folgt, dass auch u zerlegbar ist. Damit ist der Satz bewiesen.
5. Doppelverha¨ltnisse
Doppelverha¨ltnisse spielten in der projektiven Geometrie lange Zeit eine heraus-
ragende Rolle. Wir beno¨tigen sie nur, um projektive Kollineationen papposscher
Ra¨ume zu kennzeichnen, da uns diese Kennzeichnung im na¨chsten Abschnitt
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bequem sein wird. Wir werden uns hier daher kurz fassen. Wer mehr u¨ber
Doppelverha¨ltnisse wissen mo¨chte, der sei an Baer 1952, S. 71–94 verwiesen.
Es sei V ein Vektorraum des Ranges 2 u¨ber dem kommutativen Ko¨rper K.
Ferner seien P , Q, R und S vier verschiedene Punkte von L(V ). Es gibt dann
Vektoren p ∈ P und q ∈ Q mit P = pK, Q = qK und R = (p + q)K. Es gibt
ferner ein d ∈ K mit S = (p+qd)K. Wir nennen d Doppelverha¨ltnis der Punkte
P , Q, R, S. Es gilt nun der folgende Satz.
5.1. Satz. Es sei V ein Vektorraum des Ranges 2 u¨ber dem kommutativen
Ko¨rper K. Sind P , Q, R und S vier verschiedene Punkte von L(V ), so haben P ,
Q, R, S genau ein Doppelverha¨ltnis. Dieses bezeichnen wir mit DV (P,Q;R,S).
Beweis. Die Existenzaussage wurde schon bewiesen. Um die Eindeutigkeit
zu beweisen, seien d und d′ zwei Doppelverha¨ltnisse der Punkte P , Q, R und
S. Es gibt dann von Null verschiedene Vektoren p, p′ ∈ P und q, q′ ∈ Q mit
R = (p+ q)K = (p′ + q′)K
und
S = (p+ qd)K = (p′ + q′d′)K.
Es gibt also a, b ∈ K mit
p+ q = (p′ + q′)a
und
p+ qd = (p′ + q′d′)b.
Ferner gibt es u, v ∈ K mit p′ = pu und q′ = qv. Also ist
p+ q = pua+ qva
und
p+ qd = pub+ qvd′b.
Es folgt
1 = va = ua = ub
und damit u = v = a−1 und b = a. Daher ist d = a−1d′a = d′.
Ist K nicht kommutativ, so zeigt eine Analyse des gerade gefu¨hrten Beweises,
dass die Doppelverha¨ltnisse von vier Punkten, die genauso definiert werden,
wie hier geschehen, eine Konjugiertenklasse von Elementen aus K∗ ausmachen.
Diese Analyse ist bei Baer loc. cit. durchgefu¨hrt.
Sind X und Y zwei Unterra¨ume des Ranges r − 1 und r + 1 eines Vek-
torraumes, so hat der Faktorraum Y/X den Rang 2, daher ist auch das Dop-
pelverha¨ltnis von vier Unterra¨umen des Ranges r definiert, solange diese Unter-
ra¨ume X enthalten und in Y enthalten sind. Diese Bemerkung machen wir uns
beim na¨chsten Satz zunutze.
5.2. Satz. Es sei V ein Vektorraum endlichen Ranges u¨ber dem kommutativen
Ko¨rper K. Ferner sei RgK(V ) ≥ 3 und κ sei eine Kollineation oder Korrelation
von L(V ). Dann sind a¨quivalent:
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a) κ ist projektiv.
b) Sind X und Y Unterra¨ume von V des Ranges r − 1 und r + 1 und sind P ,
Q, R, S verschiedene Unterra¨ume des Ranges r, die allesamt zwischen X
und Y liegen, so ist
DV (P,Q;R,S) = DV (κ(P ), κ(Q);κ(R), κ(S)).
c) Es gibt zwei Unterra¨ume X und Y von V des Ranges r − 1 und des Ranges
r + 1, so dass
DV (P,Q;R,S) = DV (κ(P ), κ(Q);κ(R), κ(S))
gilt fu¨r alle Quadrupel verschiedener Unterra¨ume P , Q, R, S des Ranges r,
die zwischen X und Y liegen.
Beweis. Es seien X und Y zwei Unterra¨ume des Ranges r − 1 bzw. r + 1
von V und P , Q, R und S seien vier verschiedene Unterra¨ume des Ranges r, die
alle zwischen X und Y liegen. Es gibt dann Vektoren p und q mit P = X+pK,
Q = X + qK, R = X + (p + q)K und S = X + (p + qd)K. Dann ist d das
Doppelverha¨ltnis der Punkte P , Q, R und S.
Es sei zuna¨chst κ eine Kollineation von L(V ). Nach dem zweiten Struktur-
satz gibt es dann eine semilineare Abbildung σ von V , die κ induziert. Es sei α
der Begleitautomorphismus von σ. Es folgt
κ(P ) = κ(X) + σ(p)K
κ(Q) = κ(X) + σ(q)K
κ(R) = κ(X) + (σ(p) + σ(q))K
κ(S) = κ(X) + (σ(p) + σ(q)dα)K
und damit
DV (κ(P ), κ(Q);κ(R), κ(S)) = dα.
Es sei κ eine Korrelation und f sei eine κ darstellende α-Semibilinearform.
Es gibt dann Vektoren p′ und q′ und ein d′ ∈ K mit
Pκ = Xκ ∩ (pK)κ = Y κ + p′K
Qκ = Xκ ∩ (qK)κ = Y κ + q′K
Rκ = Xκ ∩ ((p+ q)K)κ = Y κ + (p′ + q′)K
Sκ = xκ ∩ ((p+ qd)K)κ = Y κ + (p′ + q′d′)K.
Es folgt f(p, p′) = 0 = f(q, q′) und f(p, q′) 6= 0 6= f(q, p′). Weiter folgt
0 = f(p+ q, p′ + q′) = f(p, q′) + f(q, p′)
und damit f(p, q′) = −f(q, p′). Hieraus folgt schließlich
0 = f(p+ qd, p′ + q′d′) = f(p, q′)(d′ − dα),
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so dass wegen f(p, q′) 6= 0 auch hier
DV (κ(P ), κ(Q);κ(R);κ(S)) = dα
ist.
a) impliziert b): Ist κ projektiv, so ist in den vorstehenden Ausfu¨hrungen
α = 1, so dass b) in der Tat eine Folge von a) ist.
b) impliziert c): Banal.
c) impliziert a): κ werde durch die semilineare Abbildung σ mit dem Be-
gleitautomorphismus α induziert bzw. durch eine α-Form dargestellt. Ferner
seien P und Q zwei verschiedene Unterra¨ume des Ranges r, die zwischen X und
Y liegen. Es gibt dann Vektoren p und q mit P = X + pK und Q = X + qK.
Setze R := X+(p+ q)K. Es sei d ∈ K und d 6= 0, 1. Setze S := X+(p+ qd)K.
Dann sind P , Q, R und S vier verschiedene Unterra¨ume des Range r, die alle
zwischen X und Y liegen. Es folgt
d = DV (P,Q,R, S) = DV (κ(P ), κ(Q), κ(R), κ(S)) = dα.
Es ist also dα = d fu¨r alle d ∈ K, die von 0 und 1 verschieden sind. Es ist aber
auch 0α = 0 und 1α = 1. Daher ist α = 1K , so dass κ projektiv ist. Damit ist
alles bewiesen.
Das Semikolon in DV (P,Q;R,S) soll andeuten, dass es Symmetrien gibt. So
ist beispielsweise DV (P,Q;R,S) = DV (Q,P ;S,R). Hierauf werden wir aber
nicht weiter eingehen. Gesagt sei nur, dass DV bei den 24 Permutationen der
P , Q, R, S ho¨chstens sechs verschiedene Werte annimmt.
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Es sei V ein Vektorraum des Ranges n u¨ber dem kommutativen Ko¨rper K. Die
Menge Gr(V ) der Punkte von L(
∧r
K(V )), die durch zerlegbare Vektoren aufge-
spannt werden, nennen wir graßmannsche Mannigfaltigkeit mit den Parametern
n und r. Die Bilder von Gr(V ) unter der Kollineationsgruppe von L(
∧r
K(V ))
nennen wir ebenfalls graßmannsche Mannigfaltigkeiten. Zwei graßmannsche
Mannigfaltigkeiten G in L(X) und H in L(Y ) heißen projektiv a¨quivalent , falls
es einen Isomorphismus σ von L(X) auf L(Y ) gibt mit σ(G) = H.
Wie zuvor bezeichnen wir mit URr(V ) die Menge der Unterra¨ume des Ranges
r von V . Ist U ∈ URr(V ) und sind u1, . . . , ur und v1, . . . , vr Basen von U , so
ist
(u1 ∧ . . . ∧ ur)K = (v1 ∧ . . . ∧ vr)K
nach 4.3 und nach 1.10 ist u1 ∧ . . . ∧ ur 6= 0. Setzt man nun
γ(U) := (u1 ∧ . . . ∧ ur)K,
so ist γ also wohldefiniert und u¨berdies eine Abbildung von URr(V ) in Gr(V ).
Ist andererseits (x1 ∧ . . . ∧ xr)K ein Punkt von Gr(V ), so sind die xi linear
unabha¨ngig und es ist
γ
(∑r
i:=1 xiK
)
= (x1 ∧ . . . ∧ xr)K,
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so dass γ auch surjektiv ist. Wir nennen γ graßmannsche Abbildung von URr(V )
auf Gr(V ).
Sind X und Y Unterra¨ume von V mit X ≤ Y und ist RgK(X) ≤ r ≤
RgK(Y ), so setzen wir
URr(Y,X) := {U | U ∈ URr(V ), X ≤ U ≤ Y }.
Die wichtigste Eigenschaft von γ wird durch den folgenden Satz ausgedru¨ckt.
6.1. Satz. Es sei V ein Vektorraum des Ranges n u¨ber dem kommutativen
Ko¨rper K. Ferner seien X und Y zwei Unterra¨ume von V und es gelte X ≤ Y .
Setze t := RgK(X) und s := RgK(Y ). Es sei x1, . . . , xt eine Basis von X. Ist
dann t ≤ r ≤ s, so gibt es einen Monomorphismus η von ∧r−tK (Y/X) in ∧rK(V )
mit
η((y1 +X) ∧ . . . ∧ (yr−t +X)) = x1 ∧ . . . ∧ xt ∧ y1 ∧ . . . ∧ yr−t
fu¨r alle y1, . . . , yr−t ∈ Y . Setzt man
G := {γ(U) | U ∈ URr(Y,X)},
so ist weiter G = η(Gs−t,r−t(Y/X)). Insbesondere ist G eine zu Gs−t,r−t(Y/X)
isomorphe Teilmannigfaltigkeit von Gr(V ). Die Punkte von G spannen einen
Teilraum des Ranges
(
s−t
r−t
)
auf.
Beweis. Sind y1 . . . , yr−t ∈ Y , so setzen wir
ψ(y1 +X, . . . , yr−t +X) := x1 ∧ . . . ∧ xr ∧ y1 ∧ . . . ∧ yr−t.
Ist u ∈ X, so ist
x1 ∧ . . . ∧ xt ∧ u = 0.
Daher ist ψ wohldefiniert. Weil ψ banalerweise (r− t)-fach alternierend ist, gibt
es eine lineare Abbildung η von
∧r−t
K (Y/X) in
∧r
K(V ) mit
η((y1 +X) ∧ . . . ∧ (yr−t +X)) = x1 ∧ . . . ∧ xt ∧ y1 ∧ . . . ∧ yr−t.
Mittels einer Basis z1 +X, . . . , zs−t+X von Y/X sieht man, dass η mindestens
den Rang
(
s−t
r−t
)
hat. Weil das Urbild aber diesen Rang hat, folgt, dass η ein
Monomorphismus ist. Hieraus folgt wiederum, dass
H := η(Gs−t,r−t(Y/X))
eine zu Gs−t,r−t(Y/X) isomorphe Teilmannigfaltigkeit von Gr(V ) ist. Ferner
ist H ⊆ G. Es sei nun P ∈ G und U := γ−1(P ). Dann ist X ≤ U ≤ Y . Es gibt
daher Elemente y1, . . . , yr−t ∈ Y , so dass x1, . . . , xr, y1, . . . , yr−t eine Basis
von U ist. Wegen
P = γ(U) = (x1 ∧ . . . ∧ xt ∧ y1 ∧ . . . ∧ yr−t)K
= η((y1 +X) ∧ . . . ∧ (yr−t +X))K
ist sogar H = G. Damit ist alles bewiesen.
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Die Vektoren aus
∧1
K(V ) sind alle zerlegbar und nach 4.7 sind auch alle
Vektoren aus
∧n−1
K (V ) zerlegbar, falls n der Rang von V ist. Hieraus folgt, dass
Gn,1(V ) aus den Punkten von L(
∧1
K(V )) und Gn,n−1(V ) aus den Punkten von
L(
∧n−1
K (V )) besteht. Aus diesen Bemerkungen folgen nun sofort die Korollare
6.2 und 6.3.
6.2. Korollar. Es sei V ein Vektorraum des Ranges n u¨ber dem kommutativen
Ko¨rper K. Ferner seien X und Y zwei Teilra¨ume des Ranges r − 1 und s von
V und es gelte X ≤ Y . Ist wieder
G := {γ(U) | U ∈ Lr(Y,X)},
so besteht G aus den Punkten eines Unterraumes W des Ranges s − r + 1.
U¨berdies wird die Einschra¨nkung γ0 von γ auf Lr(Y,X) durch eine lineare Ab-
bildung von Y/X auf W induziert.
6.3. Korollar. Es sei V ein Vektorraum des Ranges n u¨ber dem kommutativen
Ko¨rper K. Ferner seien X und Y zwei Teilra¨ume des Ranges t und r + 1 von
V und es gelte X ≤ Y . Dann besteht
G := {γ(U) | U ∈ URr(Y,X))}
aus den Punkten eines Unterraumes W des Ranges r+ 1− t. U¨berdies wird die
Einschra¨nkung γ1 von γ auf Lr(Y,X) durch eine lineare Abbildung von Y/X
auf W induziert.
Setzt man s := n in 6.2, so folgt, dass Gr(V ) eine Schar S
I von Teilra¨umen
des Ranges n− r+ 1 entha¨lt. Setzt man t := 0 in 6.3, so sieht man, dass Gr(V )
auch eine Schar SII von Teilra¨umen des Ranges r+1 entha¨lt. Wir werden spa¨ter
sehen, dass alle Teilra¨ume von L(
∧r
K(V )), deren Punkte zu Gr(V ) geho¨ren, in
einem Raum aus SI ∪ SII enthalten sind.
6.4. Satz. Es sei V ein Vektorraum endlichen Ranges u¨ber dem kommutativen
Ko¨rper K. Ferner sei U ∈ URr(V ) und V = U ⊕ C. Ist dann S die Menge
der Punkte der Form (c ∧ u1 ∧ . . . ∧ ur−1)K mit c ∈ C und ui ∈ U , so ist
S zur Segreschen Mannigfaltigkeit S(C,U∗) projektiv a¨quivalent. Ist W ein
erzeugender Raum der ersten Schar von S, so ist γ(U) + W ∈ SI . Ist W ein
erzeugender Raum der zweiten Schar von S, so ist γ(U) +W ∈ SII .
Beweis. Es sei  die Inklusionsabbildung von U in
∧
K(U) und ι sei die
Inklusionsabbildung von U in V ≤ ∧K(V ). Dann ist ι(u) ∧ ι(u) = u ∧ u = 0
fu¨r alle u ∈ U . Es gibt also einen Algebrenhomomorphismus τ von ∧K(U) in∧
K(V ) mit τ(u) = ι(u) = u fu¨r alle u ∈ U . Insbesondere ist
τ(((u1) ∧ . . . ∧ (ur−1)) = τ(u1) ∧ . . . ∧ τ(ur−1) = u1 ∧ . . . ∧ ur−1.
Also ist τ(
∧r−1
K (U)) ≤
∧r−1
K (V ). Da RgK(U) = r ist, sind die Elemente aus∧r−1
K (U) alle zerlegbar. Es sei x ∈
∧r−1
K (U) und es gelte τ(x) = 0. Es gibt
dann u1, . . . , ur−1 ∈ U mit
x = (u1) ∧ . . . ∧ (ur−1).
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Es folgt
0 = τ((u1) ∧ . . . ∧ (ur−1) = u1 ∧ . . . ∧ ur−1,
so dass die ui linear abha¨ngig sind. Dann sind aber auch die (ui) linear
abha¨ngig, so dass
x = (u1) ∧ . . . ∧ (ur−1) = 0
ist. Somit ist die Einschra¨nkung von τ auf
∧r−1
K (U) ein Monomorphismus von∧r−1
K (U) in
∧r−1
K (V ). Setze
U˜ := {u1 ∧ . . . ∧ ur−1 | ui ∈ U}.
Dann ist U˜ ein zu
∧r−1
K (U) isomorpher Unterraum von
∧r−1
K (V ), wie gerade
gezeigt.
Die durch
(u1 ∧ . . . ∧ ur−1)∗u := u1 ∧ . . . ∧ ur−1 ∧ u
definierte Abbildung ∗ ist eine lineare Abbildung von U˜ in U∗. Aus (u1 ∧ . . . ∧
ur−1)∗ = 0 folgt, da RgK(U) = r ist, dass u1 ∧ . . . ∧ ur−1 = 0 ist. Daher ist ∗
injektiv. Schließlich folgt aus
RgK(U˜) = RgK(
∧r−1
K
(U)) = r = RgK(U
∗),
dass ∗ sogar bijektiv ist.
Die Abbildung
(c, (u1 ∧ . . . ∧ ur−1)∗)→ c ∧ u1 ∧ . . . ∧ ur−1
ist eine bilineare Abbildung von C ×U∗ in ∧rK(V ). Es gibt folglich eine lineare
Abbildung σ von C ⊗ U∗ in ∧rK(V ) mit
σ(c⊗ (u1 ∧ . . . ∧ ur−1)∗) = c ∧ u1 ∧ . . . ur−1.
Der von den c∧ u1 ∧ . . .∧ ur−1 aufgespannte Unterraum X hat mindestens den
Rang (n − r)r. Ist na¨mlich c1, . . . , cn−r eine Basis von C und b1, . . . , br eine
Basis von U , so ist wegen U ∩ C = {0} die Menge der r-Vektoren der Form
cj ∧ b1 ∧ . . . ∧ bi−1 ∧ bi+1 ∧ . . . ∧ br
nach Satz 1.7 linear unabha¨ngig. Die Anzahl dieser Vektoren ist aber gleich
(n− r)r. Weil X ein epimorphes Bild von C ⊗ U∗ ist und weil der Rang dieses
Raumes gleich (n − r)r ist, folgt, dass der Rang von X gleich (n − r)r ist.
Dies hat wiederum zur Folge, dass σ ein Isomorphismus von C ⊗ U∗ auf X ist.
Offensichtlich gilt auch
σ(S(C,U∗)) = S.
Damit ist die erste Aussage des Satzes bewiesen.
Als na¨chstes zeigen wir, dass γ(U)∩X = {0} ist. Dazu nehmen wir an, dies
sei nicht der Fall. Da γ(U) ein Punkt ist, ist dann γ(U) ≤ X, so dass es ein
c ∈ C und ui in U gibt mit
γ(U) = (c ∧ u1 ∧ . . . ∧ ur−1)K.
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Weil c ∧ u1 ∧ . . . ∧ ur−1 6= 0 ist, sind die ui linear unabha¨ngig. Es gibt also
ein u0 ∈ U , so dass u0, . . . , ur−1 eine Basis von U ist. Dann ist aber γ(U) =
(u0 ∧ . . . ∧ ur−1)K. Es gibt also ein k ∈ K∗ mit
c ∧ u1 ∧ . . . ∧ ur−1 = (u0 ∧ . . . ur−1)k.
Es folgt
(c− u0k) ∧ u1 ∧ . . . ur−1 = 0,
so dass c−u0k, u1, . . . , ur−1 linear abha¨ngig sind. Weil die u1, . . . , ur−1 linear
unabha¨ngig sind, folgt, dass c− u0k von u1, . . . , ur−1 linear abha¨ngt. Dies hat
schließlich c ∈ U zur Folge. Damit erhalten wir den Widerspruch
0 6= c ∈ C ∩ U = {0}.
Also ist doch γ(U) ∩X = {0}.
Es sei nun W ein Raum der ersten Schar von S. Es gibt dann u1, . . . ,
ur−1 ∈ U mit
W = {c ∧ u1 ∧ . . . ∧ ur−1 | c ∈ C}.
Es gibt ferner ein u0, so dass u0, u1, . . . , ur−1 eine Basis von U ist. Es folgt
γ(U) = {(u0k) ∧ u1 ∧ . . . ∧ ur−1 | k ∈ K}.
Somit ist
γ(U) +W = {(u0k + c) ∧ u1 ∧ . . . ∧ ur−1 | k ∈ K, c ∈ C}.
Hieraus folgt, dass RgK(γ(U) + W ) = n − r + 1 ist. Ferner ist klar, dass die
Punkte von γ(U) + W gerade den Unterra¨umen vom Rang r entsprechen, die
u1, . . . , ur enthalten. Also ist γ(U) +W ∈ SI .
Es sei nun W ein Raum der zweiten Schar von S. Es gibt dann ein c ∈ C
mit c 6= 0 und
W = {c ∧ u1 ∧ . . . ∧ ur−1 | ui ∈ U}.
Es sei v0, . . . , vr−1 eine Basis von U . Dann ist γ(U) = (v0 ∧ . . . ∧ vr−1)K. Es
sei P ein Punkt von γ(U) +W und es sei P = xK. Es gibt dann ein k ∈ K und
u1, . . . , ur−1 ∈ U mit
x = (v0k) ∧ v1 ∧ . . . ∧ vr−1 + c ∧ u1 ∧ . . . ∧ ur−1.
Wir du¨rfen annehmen, dass u1 ∧ . . .∧ur−1 6= 0 ist. Dann gibt es ein u0, so dass
u0, u1, . . . , ur−1 eine Basis von U ist. Es folgt γ(U) = (u0 ∧ . . . ∧ ur−1)K, so
dass es ein l ∈ K gibt mit
x = (u0l) ∧ u1 ∧ . . . ∧ ur−1 + c ∧ u1 ∧ . . . ∧ ur−1
= (u0l + c) ∧ u1 ∧ . . . ∧ ur−1.
Hieraus folgt
γ−1(P ) = Vx ≤ U ⊕ cK.
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Es sei umgekehrt X ein Unterraum des Ranges r von U ⊕ cK. Ist X = U ,
so ist γ(X) ≤ γ(U) +W . Es sei also X 6= U . Dann ist RgK(X ∩U) = r− 1. Es
sei u1, . . . , ur−1 eine Basis von U ∩X und v0, u1, . . . , ur−1 eine Basis von X.
Es gibt dann ein u ∈ U und ein k ∈ K mit v = u+ ck. Es folgt
v ∧ u1 ∧ . . . ∧ ur−1 = u ∧ u1 ∧ . . . ∧ ur−1 + (c ∧ u1 ∧ . . . ∧ ur−1)k.
Folglich ist γ(X) ≤ γ(U)+W . Damit ist gezeigt, dass die Punkte von γ(U)+W
gerade die Bilder der Unterra¨ume des Ranges r von U ⊕ cK sind. Folglich ist
γ(U) +W ∈ SII . Damit ist alles bewiesen.
Mit Sγ(U) bezeichnen wir die Menge der Ra¨ume γ(U)+W mit W ∈ E1∪E2,
wobei Ei die ite Schar von Erzeugenden von S ist. Wir nennen Sγ(U) Segreschen
Kegel mit der Spitze γ(U) von Gr(V ). Den von den Ra¨umen aus Sγ(U) aufges-
pannte Unterraum bezeichnen wir mit Tγ(U) und nennen ihn Tangentialraum
von Gr(V ) in γ(U). Wie der Beweis von 6.4 zeigt, gilt
6.5. Korollar. Es ist RgK(Tγ(U)) = (n− r)r + 1.
6.6. Satz. Es sei V ein Vektorraum des Ranges n u¨ber dem kommutativen
Ko¨rper K. Ist U ein Unterraum von
∧r
K(V ), dessen Punkte alle in Gr(V )
liegen, so ist U Unterraum eines Raumes aus SI ∪ SII .
Beweis. Es seien P und Q zwei verschiedene Punkte von U . Ferner sei
P = (u1 ∧ . . .∧ur)K und Q = (v1 ∧ . . .∧ vr)K. Weil P und Q verschieden sind,
sind u1 ∧ . . . ∧ ur und v1 ∧ . . . ∧ vr linear unabha¨ngig. Wegen P + Q ≤ U und
weil die Punkte von U alle zu Gr(V ) geho¨ren gibt es w1, . . . , wr mit
u1 ∧ . . . ∧ ur + v1 ∧ . . . ∧ vr = w1 ∧ . . . ∧ wr.
U¨berdies ist w1∧ . . .∧wr 6= 0, da u1∧ . . .∧ur und v1∧ . . .∧vr linear unabha¨ngig
sind. Schließlich folgt, dass Vw1∧...∧wr 6= Vv1∧...∧vr ist. Wir du¨rfen daher oBdA
annehmen, dass w1 6∈ Vv1∧...∧vr ist. Nun ist
0 = w1 ∧ . . . ∧ wr ∧ w1 = u1 ∧ . . . ∧ ur ∧ w1 + v1 ∧ . . . ∧ vr ∧ w1
und daher
u1 ∧ . . . ∧ ur ∧ w1 = −v1 ∧ . . . ∧ vr ∧ w1.
Setze y := u1 ∧ . . .∧ ur ∧w1. Aus der gerade bewiesenen Gleichung folgt dann,
da w1 6∈ Vv1∧...∧vr gilt, dass y 6= 0 ist. Nun ist
y ∧ ui = 0 = y ∧ vi
fu¨r alle i. Daher ist
Vu1∧...∧ur ≤ Vy
und
Vv1∧...∧vr ≤ Vy.
Weil RgK(Vy) = r + 1 ist, folgt, dass P + Q in einem Raum aus S
II liegt, da
ja γ(Vu1∧...∧ur ) = P und γ(Vv1∧...∧vr ) = Q ist. Weil RgK(Vy) = r + 1 ist folgt,
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dass RgK(Vu1∧...∧ur ∩ Vv1∧...∧vr ) = r − 1 ist. Daher liegt P +Q auch in einem
Teilraum aus SI . Die beiden Ra¨ume aus SI ∪ SII geho¨ren zum Segreschen
Kegel SP mit der Spitze P . Hieraus folgt, falls X der von der zu P geho¨renden
Segreschen Mannigfaltigkeit S aufgespannte Raum ist, dass U ∩ X ganz in S
liegt. Aus VI.3.9 und 6.4 folgt nun die Behauptung.
6.7. Satz. Es sei V ein Vektorraum u¨ber dem kommutativen Ko¨rper K und
der Rang von V sei endlich. Sind U , U ′ ∈ URr(V ), so sind a¨quivalent:
a) Es ist RgK(U + U
′) = r + 1.
b) Es ist RgK(U ∩ U ′) = r − 1.
c) Es ist γ(U) 6= γ(U ′) und alle Punkte von γ(U) + γ(U ′) liegen in Gr(V ).
Beweis. Es ist
RgK(U + U
′) + RgK(U ∩ U ′) = RgK(U) + RgK(U ′) = 2r.
Hieraus folgt, dass a) und b) a¨quivalent sind.
Aus a) und b) zusammen folgt einmal γ(U) 6= γ(U ′) und mit 6.1 weiterhin,
dass
γ(U), γ(U ′) ∈ G ∼= G1((U + U ′)/(U ∩ U ′))
ist. Dies besagt, dass γ(U) und γ(U ′) auf einer Geraden liegen, deren Punkte
alle zu Gr(V ) geho¨ren.
Aus c) folgen, wie wir beim Beweise von 6.6 gesehen haben, a) und b). Damit
ist alles gezeigt.
6.8. Satz. Es sei V ein Vektorraum des Ranges n u¨ber dem kommutativen
Ko¨rper K. Ferner seien X und Y Unterra¨ume des Ranges r− 1 bzw. r+ 1 von
V . Sind dann P , Q, R, S vier verschiedene Unterra¨ume des Ranges r von Y ,
die X enthalten, und ist γ die graßmannsche Abbildung von URr(V ) auf Gr(V ),
so gilt
DV (P,Q;R,S) = DV (γ(P ), γ(Q); γ(R), γ(S)).
Sind umgekehrt P ′, Q′, R′ und S′ vier verschiedene, kollineare Punkte von
Gr(V ), so ist
DV (γ−1(P ′), γ−1(Q′); γ−1(R′), γ−1(S′)) = DV (P ′, Q′;R′, S′).
Beweis. Es sei u1, . . . , ur−1 eine Basis vonX. Ferner sei d := DV (P,Q;R,S).
Es gibt Vektoren p und q mit P = X + pK, Q = X + qK, R = X + (p + q)K
und S = X + (p+ qd)K. Hieraus folgt
γ(P ) = (u1 ∧ . . . ∧ ur−1 ∧ p)K
γ(Q) = (u1 ∧ . . . ∧ ur−1 ∧ q)K
γ(R) = (u1 ∧ . . . ∧ ur−1 ∧ (p+ q))K
γ(S) = (u1 ∧ . . . ∧ ur−1 ∧ (p+ qd))K.
Setzt man
p′ := u1 ∧ . . . ∧ ur−1 ∧ p
q′ := u1 ∧ . . . ∧ ur−1 ∧ q,
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so ist also γ(P ) = p′K, γ(Q) = q′K, γ(R) = (p′+ q′)K und γ(S) = (p′+ q′d)K.
Also ist
DV (γ(P ), γ(Q); γ(R), γ(S)) = d.
Dass γ−1 ebenfalls das Doppelverha¨ltnis invariant la¨sst, beweist sich ebenso
einfach.
6.9. Satz. Es sei V ein Vektorraum des Ranges n u¨ber dem kommutativen
Ko¨rper K. Ferner sei γ die graßmannsche Abbildung von URr(V ) auf Gr(V )
und δ sei die graßmannsche Abbildung von URs(V ) auf Gs(V ). Ist κ ein Isomor-
phismus von L(
∧r
K(V )) auf L(
∧s
K(V )), der Gr(V ) auf Gs(V ) abbildet, so gibt
es eine Kollineation oder eine Korrelation λ von L(V ) mit λ(U) = δ−1κγ(U)
fu¨r alle U ∈ URr(V ). Ist λ eine Kollineation, so ist r = s, und ist λ eine
Korrelation, so ist r+ s = n. Genau dann ist κ projektiv, wenn λ projektiv ist.
Beweis. Es seien U und U ′ benachbarte Unterra¨ume des Ranges r. Dann ist
RgK(U +U
′) = r+ 1, so dass nach 6.7 alle Punkte von γ(U) + γ(U ′) in Gr(V )
liegen. Daher liegen alle Punkte von κγ(U) + κγ(U ′) in Gs(V ). Nach 6.7 sind
folglich auch δ−1κγ(U) und δ−1κγ(U ′) benachbart, so dass die Existenz von λ
aus dem Satz von Chow (Satz I.8.4) folgt, wie auch die Aussage u¨ber r und s.
Weil es Geraden gibt, deren Punkte allesamt in Gr(V ) liegen, folgt die letzte
Behauptung aus den Sa¨tzen 6.8 und 5.2.
6.10. Korollar. Es sei V ein Vektorraum des Ranges n u¨ber dem kommuta-
tiven Ko¨rper K. Genau dann sind Gr(V ) und Gs(V ) projektiv a¨quivalent, wenn
r = s oder wenn r + s = n ist.
Beweis. Es ist aufgrund von 6.9 nur noch zu zeigen, dass Gr(V ) und Gs(V )
projektiv a¨quivalent sind, wenn r + s = n ist. Dies folgt aber aus 3.3 und 4.6,
wenn man nur noch V mit V ∗ u¨ber eine Basis von V und deren Dualbasis von
V ∗ identifiziert, was ja wegen der Kommutativita¨t von K mo¨glich ist.
6.11. Satz. Es sei V ein Vektorraum des Ranges n u¨ber dem kommutativen
Ko¨rper K. Der Monomorphismus σ → σ#r induziert einen Monomorphismus
von PGL(V ) auf eine Untergruppe Γ0r(V ) des Stabilisators Γr(V ) von Gr(V ) in
PGL(
∧r
K(V )). Es gilt:
a) Ist n 6= 2r, so ist Γr(V ) = Γ0r(V ).
b) Ist n = 2r, so ist |Γr(V ) : Γ0r(V )| = 2.
Beweis. Aus Satz 1.11 folgt, dass die Abbildung
σ → σ#r
einen Homomorphismus von PGL(V ) auf eine Untergruppe Γ0r(V ) von Γr(V )
induziert. La¨sst σ#r alle Punkte von Gr(V ) fest, so ist also
σ(v1) ∧ . . . ∧ σ(vr) = σ#r(v1 ∧ . . . ∧ vr) = (v1 ∧ . . . ∧ vr)k
fu¨r alle (v1, . . . , vr) ∈ V r, wobei k von den vi abha¨ngt. Es folgt, dass σ alle
Unterra¨ume des Ranges r von V festla¨sst, so dass die Abbildung σ in L(V ) die
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Identita¨t induziert. Dies zeigt, dass die Abbildung σ → σ#r einen Isomorphis-
mus von PGL(V ) auf Γ0r(V ) induziert.
Nach 6.9 gibt es zu jedem κ ∈ Γr(V ) eine Kollineation oder Korrelation λ
von L(V ) mit
λ(U) = γ−1κγ(U)
fu¨r alle U ∈ URr(V ). Es sei Γ1r(V ) die Untergruppe aller κ ∈ Γr(V ), fu¨r die
λ eine Kollineation ist. Es sei U =
⊕r
i:=1 uiK und κ ∈ Γ1r(V ). Schließlich sei
λ ∈ GL(V ) und λ induziere die zu κ geho¨rende Kollineation in L(V ), die wir
ebenfalls mit λ bezeichnen. Dann ist
γλ(U) = (λ(u1) ∧ . . . ∧ λ(ur))K = λ#r(u1 ∧ . . . ∧ ur)K = λ#rγ(U).
Somit ist γλ = λ#rγ, dh.,
γ−1κγ = λ = γ−1λ#rγ,
so dass κ = λ#r ist. Folglich ist Γ
1
r(V ) = Γ
0
r(V ).
a) In diesem Falle ist Γ1r(V ) = Γr(V ) und damit Γ
0
r(V ) = Γr(V ).
b) Weil das Produkt zweier Korrelationen eine Kollineation ist, ist
|Γr(V ) : Γ0r| = |Γr(V ) : Γ1r(V )| ≤ 2.
Die Kollineationen aus Γ0r(V ) lassen die Scharen S
I und SII je fu¨r sich invariant.
La¨sst man r in 6.10 die Rollen von r und von s spielen, was wegen n = 2r ja
mo¨glich ist, so sieht man, dass es auch Kollineationen in Γr(V ) gibt, die die
Scharen SI und SII vertauschen. Damit ist alles bewiesen.
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Wir haben in Abschnitt 4 Kriterien fu¨r die Zerlegbarkeit von r-Vektoren gegeben.
In diesem Abschnitt werden wir nun eine geometrische Deutung dieser Kriterien
geben. Sie lassen sich na¨mlich dahingehend interpretieren, dass sich jede graß-
mannsche Mannigfaltigkeit als Schnitt von endlich vielen Quadriken darstellen
la¨sst.
Es sei V ein Vektorraum u¨ber dem kommutativen Ko¨rper K und f sei das
in Satz 2.12 beschriebene Skalarprodukt auf
∧
K(V
∗) ×∧K(V ). Ist x ein zer-
legbarer (n − r − 1)-Vektor und w eine zerlegbare (r − 1)-Form, so definieren
wir die Abbildung Qw,x von
∧r
K(V ) in K durch
Qw,x(z) := f(w, z ∨ (z ∧ x)).
Banal ist, dass Qw,x(zk) = Qw,x(z)k
2 ist. Langweilige Routinerechnungen
zeigen, wobei man auf die Definition von ∨ vor Satz 4.8 zuru¨ckgreifen muss,
dass
Qw,x(z + z
′) = Qw,x(z) +Qw,x(z′) + f(w, z ∨ (z′ ∧ x)) + f(w, z′ ∨ (z ∧ x))
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ist. Ebensolche Routinerechnungen zeigen, dass die Abbildung
(z, z′)→ f(w, z ∨ (z′ ∧ x)) + f(w, z′ ∨ (z ∧ x))
bilinear ist. Daher ist Qw,x eine quadratische Form.
7.1. Satz. Ist σ ∈ GL(V ), ist x ein zerlegbarer (n− r − 1)-Vektor und w eine
zerlegbare (r − 1)-Form, ist schließlich x¯ = σ−1#(n−r−1)(x) und w¯ = σ∗#(r−1)(w),
so sind Qw,x und Qw¯,x¯ projektiv a¨quivalent.
Beweis. Nach 3.5 gibt es ein k ∈ K∗ mit ϕσ#rµk = σ∗−1#(n−r)ϕ. Benutzt man
dies und 1.11 d), so folgt:
ϕ(σ#r(z)) ∨ (σ#r(z) ∧ x) = ϕ(σ#r(z)) ∧ ϕ(σ#r(z) ∧ σ#(n−r−1)(x¯))
= σ∗−1#(n−r)ϕ(z) ∧ σ∗−1ϕ(x¯)k−2
= σ∗−1#(n−r+1)(ϕ(z) ∧ ϕ(z ∧ x¯))k−2.
Also ist
σ#r(z) ∨ (σ#r ∧ x) = σ∗−1(ϕ(z) ∧ ϕ(z ∧ x¯))k−2.
Nach 3.5 gilt auch ϕσ#(r−1)µk = σ#(n−r+1)ϕ, da k von r unabha¨ngig ist. Also
ist
σ#r(z) ∨ (σ#r(z) ∧ x) = σ#(r−1)(z ∨ (z ∧ x¯))k−1.
Hieraus folgt schließlich, dass
Qw,x(σ#r(z)) = f(w, z ∨ (z ∧ x¯))k−1 = k−1Qw¯,x¯(z)
ist. Folglich sind Qw,x und Qw¯,x¯ projektiv a¨quivalent.
Fu¨r den Rest des Abschnitts vereinbaren wir das folgende. Es sei V ein
Vektorraum des Ranges n u¨ber dem kommutativen Ko¨rper K. Es sei x1, . . . ,
xn eine Basis von V und y = x1 ∧ . . .∧xn. Ferner sei x∗1, . . . , x∗n die zu x1, . . . ,
xn duale Basis von V
∗. Mit (xI | I ⊆ {1, . . . , n}) bzw. (x∗J | J ⊆ {1, . . . , n})
seien die entsprechenden Basen von
∧
K(V ) bzw.
∧
K(V
∗) bezeichnet. Statt
Qx∗
J
,xI schreiben wir QJ,I .
7.2. Satz. Es seien I, I ′, J , J ′ Teilmengen von {1, . . . , n}. Gilt |I| = n−r−1 =
|I ′| und |J | = r − 1 = |J ′| sowie |I ∩ J | = |I ′ ∩ J ′|, so sind QJ,I und QJ′,I′
projektiv a¨quivalent.
Beweis. Aufgrund der Annahme u¨ber I, J , I ′ und J ′ gibt es ein pi ∈ Sn mit
pi(I) = I ′ und pi(J) = J ′. Ferner gibt es genau ein σ ∈ GL(V ) mit σ(xi) =
xpi−1(i) fu¨r alle i. Dann ist σ
−1(xi) = xpi(i) und σ∗(x∗j ) = x
∗
pi(j), wie man
leicht nachrechnet. Es folgt σ#n(y) = sgn(pi)y und σ#(n−r−1)(xI) = 1xI′ und
σ∗#(r−1)(x
∗
J) = 2x
∗
J′ , wobei i = ±1 ist. Hieraus folgt, wie der Beweis von 7.1
zeigt, dass
QJ,I(σ#r(z)) = 12σ(pi)QJ′,I′(z)
ist. Damit ist der Satz bewiesen.
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Es sei z ∈ ∧rK(V ). Dann ist z = ∑|L|=r xLaL. Nach 3.4 ist daher
ϕ(z) =
∑
|L|=r
x∗LcaL
∏
λ∈L,µ∈Lc
〈µ, λ〉.
Dabei ist Lc das Komplement von L in {1, . . . , n}. Ferner ist
z ∧ xI =
∑
|L|=r
xL∪IaL
∏
α∈L,β∈I
〈α, β〉,
und daher
ϕ(z ∧ xI) =
∑
|L|=r
x∗Lc∩IcaL
∏
α∈L,β∈I
〈α, β〉
∏
γ∈L∪I,δ∈Lc∩Ic
〈δ, γ〉.
Somit ist
ϕ(z) ∧ ϕ(z ∧ xI) =
∑
|L|=r
∑
|M |=r
x∗Lc∪(Mc∩I)aLaMBL,M ,
wobei
BL,M =∏
λ∈L,µ∈Lc
〈µ, λ〉
∏
α∈M,β∈I
〈α, β〉
∏
γ∈M∪I,δ∈Mc∩Ic
〈γ, δ〉
∏
∈Lc,ζ∈Mc∩Ic
〈, ζ〉
ist. Schließlich ist
z ∨ (z ∧ xI) =
∑
|L|=r
∑
|M |=r
xL∩(M∪I)aLaMBL,M
∏
η∈L∩(M∪I)
θ∈Lc∪(Mc∩Ic)
〈θ, η〉.
Nun sind (xR | R) und (x∗S | S) duale Basen. Folglich ist
f(xL∩(M∪I), x∗J) = 0,
falls L ∩ (M ∪ I) 6= J ist. Also ist
QJ,I = J
∑
|L|=|M |=r,L∩(M∪I)=J
aLaMBL,M
mit
J =
∏
η∈J,θ∈Jc
〈θ, η〉.
Wir wollen sehen, wie wir den Ausdruck fu¨r QJ,I noch vereinfachen ko¨nnen.
Dazu fragen wir zuna¨chst, wann unter der Nebenbedingung L∩ (M ∪I) = J der
Koeffizient BL,M 6= 0 ist. Dazu ist, wie der eben etablierte Ausdruck fu¨r BL,M
zeigt, hinreichend und notwendig, dass M ∩ I = ∅ und L ∪M ∪ I = {1, . . . , n}
ist. Aus M ∩ I = ∅ folgt, dass
|M ∪ I| = r + n− r − 1 = n− 1
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ist. Es gibt also ein iM mit
M ∪ I ∪ {iM} = {1, . . . , n}
und
iM 6∈M ∪ I.
Aus L ∪M ∪ I = {1, . . . , n} folgt, dass iM ∈ L ist, und L ∩ (M ∪ I) = J und
iM 6∈ M ∪ I implizieren, dass iM 6∈ J ist. Also ist |J ∪ {iM}| = r. Nun ist
L ⊆ J ∪ {iM} und |L| = r, so dass L = J ∪ {iM} ist. Wir setzen nun
(i) CL,M :=
∏
α∈M,β∈I
〈α, β〉
∏
γ∈Lc
〈γ, iM 〉.
Dann gilt
7.3. Satz. Es sei |I| = n− r − 1 und |J | = r − 1. Dann ist
QJ,I(z) = J
′
J
∑
|M |=r,M∩I=∅,J⊆M∪I
aMaJ∪{iM}CJ∪{iM},M .
Dabei ist iM das Element aus der Gleichung M ∪ I ∪{iM} = {1, . . . , n}. Ferner
ist
J =
∏
η∈J,δ∈Jc
〈θ, η〉 und ′J = (−1)nr+
1
2 r(r−1)+ΣJ−1,
wobei ΣX abku¨rzend fu¨r
∑
y∈X y steht.
Beweis. Setze L := J ∪ {iM}. Es sei L = {λ1, . . . , λr} mit λ1 < . . . < λr.
Dann ist ∏
λ∈L, µ∈Lc
〈µ, λ〉 =
r∏
i:=1
∏
µ∈Lc
〈µ, λi〉 =
r∏
i:=1
(−1)n−λi−(r−i)
= (−1)nr+ 12 r(r−1)+iM+ΣJ .
Ferner ist M c ∩ Ic = {iM}, so dass∏
γ∈M∪I,δ∈Mc∩Ic
〈δ, γ〉 =
∑
γ∈M∪I
〈iM , γ〉 = (−1)iM−1
ist. Schließlich ist ∏
∈Lc,ζ∈Mc∩Ic
〈, ζ〉 =
∏
∈Lc
〈, iM 〉.
Daher ist
BL,M = (−1)mr+ 12 r(r−1)+iM+ΣJ+iM−1CL,M = ′JCL,M .
Hieraus folgt schließlich die Behauptung.
7.4. Satz. Ist I ∩ J = ∅, so ist QJ,I = 0.
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Beweis. Aufgrund von 7.2 du¨rfen wir annehmen, dass
I = {1, . . . , n− r − 1}
und
J := {n− r, . . . , n− 2}
ist. Aus J ⊆ M ∪ I und I ∩ J = ∅ folgt, dass J ⊆ M ist. Fu¨r M gibt es daher
nur die beiden Mo¨glichkeiten M1 = J ∪ {n − 1} und M2 = J ∪ {n}. Dann ist
aber
L1 = J ∪ {n} = M2
und
L2 = J ∪ {n− 1} = M1.
Nun ist β < α, falls β ∈ I und α ∈Mi ist. Also ist∏
α∈M1,β∈I
〈α, β〉 =
∏
α∈M2,β∈I
〈α, β〉.
Diesen gemeinsamen Wert nennen wir .
Es ist iM1 = n ∈ L1 und daher∏
γ∈Lc1
〈γ, iM1〉 = 1.
Ferner ist iM2 = n− 1 ∈ L2 und n ∈ Lc2. Daher ist∏
γ∈Lc2
〈γ, iM2〉 = −1.
Somit ist
BL1,M1 =  = −BL2,M2 .
Hieraus folgt schließlich, dass
QJ,I(z) = J
′
J(aL1aM1 − aL2aM2) = J′J(aM2aM1 − aM1aM2) = 0
ist. Damit ist 7.4 bewiesen.
Wir sind nun in der Lage, den folgenden Satz zu beweisen.
7.5. Satz. Ist V ein Vektorraum des Ranges n u¨ber dem kommutativen Ko¨rper
K, so ist Gr(V ) Schnitt von(
n
r + 1
)[(
n
r − 1
)
−
(
r + 1
r − 1
)]
Quadriken in L(
∧r
K(V )).
Beweis. Nach 4.8 ist z ∈ ∧rK(V ) genau dann zerlegbar, wenn fu¨r alle zerleg-
baren (n−r−1)-Vektoren x die Gleichung z∨(z∧x) = 0 gilt. Dies ist natu¨rlich
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genau dann der Fall, wenn z ∨ (z ∧ xI) = 0 fu¨r alle (n − r − 1)-Teilmengen I
gilt. Nun ist z ∨ (z ∧ xI) ein (r − 1)-Vektor. Also ist z ∨ (z ∧ xJ) genau dann
gleich Null, wenn
QJ,I(z) = 0
fu¨r alle I mit |I| = r−1 ist. Es folgt, dass Gr(V ) Schnitt der Quadriken zu den(
n
n− r − 1
)(
n
r − 1
)
=
(
n
r + 1
)(
n
r − 1
)
quadratischen Formen QJ,I ist. Von diesen tragen aber nach 7.4 diejenigen zu
dem Schnitt nichts bei, fu¨r die I ∩ J = ∅ ist. Deren Anzahl ist(
n
n− r − 1
)(
r + 1
r − 1
)
=
(
n
r + 1
)(
r + 1
r − 1
)
.
Hieraus folgt die Behauptung.5
Wir betrachten den Spezialfall n = 4, r = 2, der schon von Plu¨cker unter-
sucht wurde. In diesem Falle ist n − r − 1 = 1 = r − 1. Hier sind also die
quadratischen Formen Q{k},{k} fu¨r k := 1, . . . , 4 zu betrachten. Berechnet man
sie mit Hilfe von 7.3, so erha¨lt man, wobei der unwesentliche Faktor J
′
J nicht
beru¨cksichtigt ist,
Q1,1(z) = a12a34 − a13a24 + a14a23
Q2,2(z) = a12a34 − a24a13 + a23a14
Q3,3(z) = a34a12 − a13a24 + a23a14
Q4,4(z) = a34a12 − a24a13 + a14a23.
Die vier Quadriken, die uns Satz 7.5 liefert, sind also nicht voneinander ver-
schieden. Dies notieren wir als
7.6. Satz. Ist V ein Vektorraum des Ranges 4 u¨ber dem kommutativen Ko¨rper
K, so ist G2(V ) eine Quadrik, die durch die Form
Q(z) := a12a34 − a13a24 + a14a23
dargestellt wird. Sie ist von maximalem Index.
Man nennt G2(V ) Plu¨ckerquadrik , falls RgK(V ) = 4 ist.
Wie der Fall der Plu¨ckerquadrik zeigt, kann es sein, dass QJ,I und QJ′,I′
die gleiche Quadrik darstellen, ohne dass I = I ′ und J = J ′ ist. U¨ber diese
Situation gibt der na¨chste Satz Auskunft. Um ihn zu formulieren, beno¨tigen
wir noch die folgende Bezeichnung. Sind X und Y Mengen, so bezeichne X4Y
ihre symmetrische Differenz, das heißt die Menge
(X ∪ Y )− (X ∩ Y ).
5Anmerkung der Herausgeber: der Autor hat hier einen Hinweis auf Fehler bei Bertini,
Krull und Lense notiert.
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Die Potenzmenge einer Menge versehen mit der symmetrischen Differenz als
Verknu¨pfung ist bekanntlich eine elementarabelsche 2-Gruppe.
7.7. Satz. Es sei V ein Vektorraum des Ranges n u¨ber dem kommutativen
Ko¨rper K. Ferner seien I und I ′ zwei (n− r − 1)- und J und J ′ zwei (r − 1)-
Teilmengen von {1, . . . , n} mit I ∩ J 6= ∅ 6= J ′ ∩ I ′. Genau dann gibt es ein
k ∈ K∗ mit QJ,I = kQJ′,I′ , wenn I = I ′ und J = J ′ oder wenn I4 I ′ = J 4 J ′
und |I 4 I ′| = 2 ist.
Beweis. Es seien I und J Teilmengen von {1, . . . , n} mit |J | = r − 1, |I| =
n − r − 1 und I ∩ J 6= ∅. Nach 7.3 ist bis auf ein Vorzeichen, das fu¨r unsere
Untersuchungen irrelevant ist,
QJ,I(z) =
∑
|M |=r,M∩I=∅, J⊆M∪I
aMaJ∪{iM}CJ∪{iM},M .
Dabei ist iM das Element aus der Gleichung M ∪ I ∪ {iM} = {1, . . . , n}.
Es seien I ′ und J ′ zwei weitere Mengen der gleichen Art und es gebe ein
k ∈ K∗ mit QJ,I = kQJ′,I′ . Wa¨hle ein M mit |M | = r, M ∩ I = ∅ und
J ⊆M ∪ I. Wir definieren z durch aM := 1, aJ∪{iM} := 1 und aL := 0 fu¨r alle
von M und J ∪ {iM} verschiedenen L. Dann ist
QJ,I(z) = aMaJ∪{iM}CJ∪{iM},M 6= 0.
Es folgt, dass auch QJ′,I′(z) 6= ∅ ist. Es gibt also ein P mit |P | = r, P ∩ I ′ = ∅
und J ′ ⊆ P ∪ I ′, so dass
aPaJ′∪{i′
P
} 6= 0
ist. Wegen P 6= J ′ ∪ {i′P } gibt es nun zwei Fa¨lle, na¨mlich den
Fall 1: Es ist M = P und J ∪ {iM} = J ′ ∪ {i′M}
und den
Fall 2: Es ist P = J ∪ {iM} und M = J ′ ∪ {i′P }.
Wir zeigen, dass genau dann I = I ′ gilt, wenn J = J ′ ist. Dazu sei zuna¨chst
I = I ′. In Fall 1 ergibt sich iM = i′M und wegen iM 6∈ J und iM = i′M 6∈ J ′ und
J ′ ∪ {i′M} = J ∪ {iM} dann J = J ′. In Fall 2 ergibt sich der Widerspruch
∅ = I ∩M = I ′ ∩ (J ′ ∪ {i′P }) ⊇ I ′ ∩ J ′ 6= ∅.
Ist umgekehrt J = J ′, so folgt in Fall 1 aus J ∪ {iM} = J ′ ∪ {i′M}, dass
iM = i
′
M ist. Dies impliziert wiederum I = I
′. In Fall 2 folgt zuna¨chst aus
I ′ ∩ P = ∅, dass I ′ ∩ J = ∅ ist. Damit erhalten wir den Widerspruch
∅ 6= I ′ ∩ J ′ = I ′ ∩ J = ∅.
Es sei also I 6= I ′ und J 6= J ′. Wegen |I| = |I ′| ist dann
|I − I ′| = |I ′ − I| 6= 0.
Es ist
|Ic ∩ J | = |J | − |I ∩ J | = r − 1− |I ∩ J | ≤ r − 2.
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Es sei x ∈ I ′ − I. Dann ist folglich∣∣(J − I) ∪ {x}∣∣ ≤ r − 1.
Es gibt also ein M mit |M | = r, I ∩M = ∅ und (J − I)∪{x} ⊆M . Mit diesem
M liegt wegen M ∩ I ′ 6= ∅ Fall 2 vor. Es ist also
M = J ′ ∪ {i′P }
und
P = J ∪ {iM}.
Wegen x ∈ I ′ ist x 6= i′P , so dass wegen x ∈ M dann x ∈ J ′ gilt. Weil x
irgendein Element aus I ′ − I ist, folgt I ′ − I ⊆ J ′ ∩ I ′. Wegen ∅ = I ∩M und
J ′ ⊆M folgt I ∩ J ′ = ∅. Daher ist
I ′ − I = J ′ ∩ I ′.
entsprechend folgt
I ′ ∩ J = ∅
und
I − I ′ = J ∩ I.
Setze s := |I ′ − I|. Dann ist auch s = |I − I ′|. Es folgt
|I ∪ (J ∩ Ic) ∪ (I ′ − I)| = n− r − 1 + r − 1− s+ s = n− 2.
Wa¨re nun s > 1, so ga¨be es also ein M mit |M | = r, M ∩ I = ∅, J ∩ Ic ⊆ M
und |M ∩ I ′| = s− 1, so dass auch M ∩ I ′ 6= ∅ wa¨re. Dann wa¨re aber J ′ ⊆ M
im Widerspruch zur Wahl von M . Dieser Widerspruch zeigt, dass doch s = 1
ist.
Es ist
|I ∪ I ′| = |I ∪ (I ′ − I)| = n− r − 1 + 1 = n− r.
Wa¨hlt man nun M := (I ∪ I ′)c, so ist man in Fall 1 und es gilt
J ∪ {iM} = J ′ ∪ {i′M}.
Es folgt
J = (J ∩ J ′) ∪ {i′M}
und
J ′ = (J ∩ J ′) ∪ {iM}.
Es ist
i′M ∈ (I ′ ∪M)c = (I ′ ∪ (I ∪ I ′)c)c = I ′c ∩ (I ∪ I ′) = I ′c ∩ I.
Also ist
I = (I ∩ I ′) ∪ {i′M}.
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Ebenso folgt
I ′ = (I ∩ I ′) ∪ {iM}.
Damit ist gezeigt, dass
I 4 I ′ = {i′M , iM} = J 4 J ′
ist. Damit ist die Notwendigkeit der Bedingungen des Satzes gezeigt.
Die Bedingungen des Satzes seien erfu¨llt. Ist I = I ′ und J = J ′, so ist
QI,J = QJ′,I′ . Es sei also I 4 I ′ = J 4 J ′ und |I 4 I ′| = 2. Auf Grund von
Satz 7.2 du¨rfen wir annehmen, dass folgendes gilt:
I ∩ I ′ = {1, . . . , n− r − 2}
I = (I ∩ I ′) ∪ {n− r − 1}
I ′ = (I ∩ I ′) ∪ {n− r}
J ∩ J ′ = {n− r + 1, . . . , n− 2}
J = {n− r − 1} ∪ (J ∩ J ′)
J ′ = {n− r} ∪ (J ∩ J ′).
Fu¨r M , iM und P gibt es wegen I ∩M = ∅ und J ∩ J ′ ⊆M nur die folgenden
drei Mo¨glichkeiten:
M1 = (J ∩ J ′) ∪ {n− 1, n}
M2 = (J ∩ J ′) ∪ {n− r, n}
M3 = (J ∩ J ′) ∪ {n− r, n− 1}
Es folgt iM1 = n− r, iM2 = n− 1 und iM3 = n. Fu¨r die zugeho¨rigen P erhalten
wir
P1 = (J ∩ J ′) ∪ {n− 1, n} = M1
P2 = J ∪ {n− 1}
P3 = J ∪ {n}.
Es folgt i′P1 = n− r− 1, i′P2 = n und i′P3 = n− 1. Es sind nun die Koeffizienten
CJ∪{iM},M und C
′
J′∪{iP },P auszurechnen, wobei die Koeffizienten von QJ′,I′
mittels I ′ zu berechnen sind. Zur Erinnerung, es ist
CJ∪{iM},M =
∏
α∈M,β∈I
〈α, β〉
∏
γ∈(J∪{iM})c
〈γ, iM 〉.
Mit M := M1 und P := P1 ergibt sich
CJ∪{iM},M = (−1)r(n−r−1)(−1)2 = (−1)rn
und
C ′J′∪{i′
P
},P = (−1)r(n−r−1)(−1)2 = (−1)rn.
Mit M := M2 und P := P2 ergibt sich
CJ∪{iM},M = (−1)r(n−r−1)(−1) = (−1)rn−1
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und
C ′J′∪{i′
P
},P = (−1)r(n−r−1)−1 = (−1)rn−1.
Mit M := M3 und P := P3 ergibt sich
CJ∪{iM},M = (−1)r(n−r−1) = (−1)rn
und
C ′J′∪{i′
P
},P = (−1)r(n−r−1)−1(−1) = (−1)rn.
Es ist also in der Tat
QJ,I = kQJ′,I′ ,
wobei
k = J
′
J
′
J′
′′
J′
ist. Damit ist der Satz bewiesen.
Beim Beweise dieses Satzes wurde wieder wesentlich von der Kommutativita¨t
von K Gebrauch gemacht.
Gleiche Quadriken zu definieren, ist natu¨rlich eine A¨quivalenzrelation auf
der Menge der QJ,I . Ist r = 2, so ist es relativ einfach, die Anzahl der A¨quiva-
lenzklassen abzuza¨hlen. Dies liegt daran, dass in diesem Falle J ⊆ I und |J | = 1
gilt.
7.8. Satz. Es sei V ein Vektorraum des Ranges n ≥ 4 u¨ber dem kommutativen
Ko¨rper K. Dann ist G2(V ) Schnitt von
n−4∑
i:=0
(
i+ 2
i
)
(n− 3− i)
Quadriken von L(
∧2
K(V )).
Beweis. Es sei I eine (n − 3)-Teilmenge von {1, . . . , n} und es sei J = {k}
mit k ∈ I. Ist 1 6∈ I, so setzen wir I ′ := I4{1, k} und J ′ := I4{1, k}. Dann ist
J ′ = {1} und |I ′| = n− 3 sowie 1 ∈ I ′. Mit Satz 7.7 folgt, dass QJ,I und QJ′,I′
die gleiche Quadrik darstellen. Daher du¨rfen wir im Folgenden stets annehmen,
dass 1 ∈ I gilt.
Mit Zj bezeichnen wir die Menge der ersten j natu¨rlichen Zahlen. Ferner
setzen wir
Πi := {I | |I| = n− 3, Zn−3−i ⊆ I, n− 2− i 6∈ I}
fu¨r i := 0, . . . , n− 4.
Es ist Π0 = {Zn−3}. Daher liefern die I aus Π0 — es gibt nur eines — genau
n− 3 quadratische Formen QJ,I . Es sei bereits bewiesen, dass die I ∈
⋃i
j:=0 Πj
genau
∑i
j:=0
(
j+2
j
)
(n− 3− j) verschiedene quadratische Formen liefern.
Es sei I ∈ Πi+1. Ferner sei x ∈ I. Setze Z := Zn−3−(i+1). Ist x 6∈ Z, so folgt
|I − (Z ∪ {x})| = n− 3− (n− 3− i− 1)− 1 = i.
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Setze L := I − (Z ∪ {x} und I ′ := Zn−3−i ∪ L, so ist I ′ ∈ Πi und es folgt mit
7.7, dass Q{x},I und Q{n−4−i},I′ die gleiche Quadrik darstellen. Wir erhalten
also ho¨chstens dann eine neue quadratische Form, wenn x ∈ Z ist. Ist x ∈ Z,
so kommt Q{x},I unter den bereits konstruierten Formen wegen 7.7 auch nicht
vor. Schließlich folgt, dass die neu konstruierten Formen auch alle untereinander
verschieden sind. Wegen Z = Zn−3−i−1 ⊆ I und n − 2 − i − 1 6∈ I gibt es fu¨r
I − Z dann noch (
i+ 3
i+ 1
)
Mo¨glichkeiten. Damit liefern die I ∈ Πi+1 weitere(
i+ 1 + 2
i+ 1
)
(n− 3− (i+ 1))
Formen. Damit ist der Satz bewiesen.
Fu¨r n = 4 erhalten wir, wie schon zuvor, dass G2(V ) eine Quadrik ist. Fu¨r
n = 5, 6, 7, 8, 9 ist G2(V ) Schnitt von 5, 15, 35, 70, 126 Quadriken in L(
∧2
K(V )).
432
Anhang
Der Aufbruch der Geometrie um Reinhold Baer
in Frankfurt und seine Protagonisten
— in memoriam Heinz Lu¨neburg
Vortrag von Karl Strambach beim Baer–Kolloquium
in Kaiserslautern am 7. November 2009
Liebe Frau Lu¨neburg, lieber Martin, liebe Freunde !
Als ich verspa¨tet, durch perso¨nliche Umsta¨nde bedingt, in Mai 1961 begann,
in Frankfurt Physik zu studieren, haben mich, obgleich von der Mathema-
tik vollkommen unbeleckt, die Mathematikvorlesungen am meisten angezogen.
Es ero¨ffnete sich mir eine neue faszinierende Welt, die ich na¨her kennenler-
nen wollte, obgleich ich mir meines Unvermo¨gens halbwegs bewusst war. Es
war ein Glu¨cksfall, dass ich Annemarie Schlette traf, die mir begeistert vom
Baerschen Laden erza¨hlte, wo man von allen Zwa¨ngen frei Mathematik lernen
ko¨nne, und mir half, bei Helmut Salzmann einen Proseminarvortrag zu ergat-
tern. So kam ich 1962 ins Baersche Wunderland, in dem neue Sa¨tze wie Pilze
aus dem Boden sprossen. Ich war fast geblendet von der Vielzahl der Talente,
die um mich umherschwirrten und fast wo¨chentlich Neues zu berichten hat-
ten. Auch die Spannweite der erzielten Resultate war immens: In der Algebra
waren es etwa gruppentheoretische Eigenschaften, Engelsche Elemente, Fak-
torisierung von Gruppen, distributive Quasigruppen, Erweiterungen abelscher
Gruppen und ringtheoretische Radikale, in der Geometrie waren es endliche und
topologische Ebenen, Mo¨bius- und Laguerregeometrie und gruppentheoretische
Methoden in der Geometrie, die die Gemu¨ter erhitzten.
Ich fu¨hlte mich in diesem mathematischen Karpfenteich zur Geometrie hinge-
zogen, weil ich mir einbildete, die Geometrie ist etwas Handfestes, Greifbares
und bei meinen geringen mathematischen Kenntnissen eher Zuga¨nglicheres.
Dass ich heute vor Ihnen stehen darf, ist nicht mein Verdienst, sondern das
von Helmut Salzmann, der mich behutsam an die Hand nahm und mir nicht
nur die Geometrie, ja die Mathematik erschloss.
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Dass die Geometrie in Frankfurt in der Zeit des Baerschen Wirkens sich
zu prachtvoller Blu¨te entfalten konnte, war der faszinierenden, einnehmenden,
junge Mathematiker begeisternden und sie ermutigenden Perso¨nlichkeit von
Reinhold Baer zu verdanken, der von 1940 bis 1952 selbst grundlegende Ar-
beiten u¨ber endliche projektive Ebenen, man denke etwa an den von daher
stammenden Begriff einer Baer-Unterebene, und ein Buch
”
Linear Algebra and
Projective Geometry“ verfasst hat. Die Geometrie lag Reinhold Baer lebenslang
am Herzen; davon zeugt auch diese Tagungsreihe, die er zusammen mit Herrn
Pickert begru¨ndet hat und die auch heute seinen Namen tra¨gt. Ein weiterer
glu¨cklicher Umstand fu¨r die Geometrie war Ruth Moufang, die Kollegin von
Reinhold Baer war und ihre Schu¨ler ebenfalls fu¨r die Grundlagen der Geometrie
und konvexe Ko¨rper einzunehmen wusste. Die Symbiose zwischen dem Baer-
schen und Moufangschen Kreis war so perfekt, dass fu¨r mich Peter Dembowski
ein fester Bestandteil der Baerschen Geometriegruppe war, obgleich sein Talent
wohl von Frau Moufang entdeckt worden war.
Die Baersche Geometriegruppe, die sich der endlichen Geometrie, ihren
kombinatorischen Aspekten sowie ihren Verbindungen zur Gruppentheorie ver-
schrieben hatte, hatte nach meiner damaligen U¨berzeugung, und daran hat
sich bis heute nichts gea¨ndert, drei tragende Sa¨ulen: Peter Dembowski, Heinz
Lu¨neburg und Christoph Hering. Obgleich die zeitlichen Unterschiede beim Ein-
stieg in mathematische Publikationsta¨tigkeit dieser drei Pilaster aus heutiger
Sicht vernachla¨ssigbar erscheinen, die erste Arbeit von Peter Dembowski er-
schien 1958, die von Heinz Lu¨neburg 1960 und die von Christoph Hering 1963,
fu¨r mich als Studenten und Bewunderer geho¨rten sie drei verschiedenen Gene-
rationen an.
Peter Dembowski war fu¨r mich der abgekla¨rte Wissenschaftler, der aus dem
Nichts, d.h. ohne kompliziertere Theorien benutzend, bleibende markante Resul-
tate hervorzaubern konnte. Als hervorstechendstes Beispiel sei hier an seine Ha-
bilitationsschrift u¨ber Mo¨biusebenen gerader Ordnung erinnert, in der bewiesen
wird, dass jede endliche Mo¨biusebene, in der jeder Kreis eine ungerade Anzahl
von Punkten tra¨gt, ovoidal ist; dies geschieht dadurch, dass er durch raffinierte
Abza¨hlku¨nste den dreidimensionalen Raum mit Hilfe der Winternitzschen Ax-
iome erschafft und die Mo¨biusebene als ein Ovoid hineinlegt. Durch diese Ar-
beit hat insbesondere die Klassifikation von Ovoiden in projektiven Ra¨umen
u¨ber Galoisfeldern gerader Charakteristik an Bedeutung gewonnen und dazu
gefu¨hrt, dass man heutzutage intensiv sogar den Computer einsetzt, um außer
den elliptischen und den Tits–Ovoiden neue Ovoide zu entdecken. Bis jetzt
ist man zu projektiven Ra¨umen u¨ber Galoisfeldern der Ordnung 2n mit n ≤ 5
vorgedrungen, hat aber nach meiner Kenntnis leider keine neuen Ovoide ge-
funden. Peter Dembowski war und ist fu¨r mich derjenige der drei Frankfurter
Sterne der diskreten Geometrie, der es liebte, endliche Geometrien in einen
kombinatorischen Kontext zu ru¨cken.
Christoph Hering empfand ich als ein jugendliches Nachwuchsgenie, der
Tolles leistet und durch seinen augenzwinkernden Humor es verhindert, als Zele-
brita¨t wahrgenommen zu werden. Unvergessen bleiben mir seine Vortra¨ge u¨ber
die Lenz–Barlotti–Klassifikation von Mo¨biusebenen, heutzutage Hering Klassi-
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fikation genannt, bei den Kindertagungen in Oberwolfach. Obgleich er bis Mitte
der achtziger Jahre im Geiste der Frankfurter endlichen Geometrie gearbeitet
und publiziert hat, empfinde ich ihn als einen Geometer, der den endlichen
Gruppen, gesehen als Automorphismengruppen, sein unbedingtes Interesse und
seine Phantasie geschenkt hat.
Heinz Lu¨neburg altersma¨ßig zwischen den beiden, Dembowski und Hering,
stehend war fu¨r mich die Achse der Frankfurter Forschung u¨ber nichttopo-
logische Geometrie. In seinen Arbeiten u¨ber endliche Geometrie bewegte er
sich a¨quidistant zwischen Kombinatorik und Gruppentheorie und klopfte außer-
dem die damaligen Stro¨mungen der geometrischen Forschung auf ihre Entwick-
lungsfa¨higkeit ab. Davon zeugen seine Arbeiten u¨ber λ–Ra¨ume, Hjelmslev–
Ebenen, Blockpla¨ne, insbesondere Steinersche Tripel- und Quadrupelsysteme,
Fundamentalsa¨tze der projektiven Geometrie, die Rolle der Zentral- und Axi-
alkollineationen sowie u¨ber elliptische Ebenen.
Die erste große Leidenschaft von Heinz Lu¨neburg, der 1956 sein Studium
in Frankfurt begann, also in dem Jahr, in dem Reinhold Baer aus Amerika
zuru¨ckkehrend einen Lehrstuhl in Frankfurt akzeptierte, galt der kleinen Rei-
demeisterbedingung. Die Reidemeisterbedingung ist ein Schließungssatz, der in
der Theorie der Loops und der zugeho¨rigen Netze die Assoziativita¨t garantiert
und am bequemsten mit Hilfe von Projektivita¨ten in 3-Netzen formulierbar ist.
Eine Spezialisierung dieses Schließungssatzes war fu¨r Andrew Gleason der An-
gelpunkt beim Beweis des Satzes, dass eine endliche Fano–Ebene, d.h. eine end-
liche Ebene, in der die Diagonalpunkte eines jeden Vierecks kollinear sind, pap-
possch sein muss. Dass man, um dieses Resultat zu erreichen, die Kollinearita¨t
der Diagonalpunkte eines jeden Vierecks wirklich verlangen muss, sieht man
bereits in der projektiven Ebene u¨ber einem Fastko¨rper der Ordnung 9, denn in
dieser existieren gewisse Vierecke mit kollinearen Diagonalpunkten. Die Glea-
sonsche Arbeit muss im Baerschen Seminar heftig studiert worden sein und
Heinz Lu¨neburg zu der Vermutung gefu¨hrt haben, dass jede endliche projektive
Ebene, in der die kleine Reidemeisterbedingung gilt, bereits desarguessch sein
muss. Er hat diese Vermutung in drei Arbeiten eindrucksvoll besta¨tigt, wobei
er in der zweiten Arbeit sein Ziel bis auf eine Ausnahme, na¨mlich die der Ebe-
nen der Ordnung 60 erreicht hat. Die Schlachtung dieser Ebenen gelang ihm
zusammen mit Otto Kegel, dem Meister der Faktorisierung, mit Hilfe des fol-
genden Satzes: Ist G = A ·B Produkt zweier echter Untergruppen A und B und
sind sowohl A als auch B isomorph zur alternierenden Gruppe des Grades 5, so
ist G entweder das direkte Produkt A × B oder die alternierende Gruppe des
Grades 6. Diese gemeinsame Arbeit von Heinz Lu¨neburg mit Otto Kegel gibt
ein beredtes Zeugnis davon, dass die an verschiedenen Beeten des Baerschen
Forschungsgartens Ta¨tigen miteinander in enger Kommunikation standen und
einander unterstu¨tzten.
Innerhalb der Gruppentheorie sind es die Suzuki–Gruppen, die sich zu Lieb-
lingsobjekten von Heinz Lu¨neburg entwickelten und ihn jahrelang treu begleite-
ten. Ausgangspunkt fu¨r diese Zuneigung waren die von Dembowski gepflegten
endlichen Mo¨biusebenen. Heinz Lu¨neburg beweist 1964, dass eine endliche
Mo¨biusebene M , deren Automorphismengruppe auf den Punkten von M zwei-
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fach transitiv ist, wobei aber nur die Identita¨t drei verschiedene Fixpunkte hat,
entweder miquelsch oder die Geometrie der ebenen Schnitte eines Tits–Ovoids
ist. Spa¨ter zeigt er, dass sich die gleiche Folgerung ergibt auch fu¨r kreishomogene
endliche Mo¨biusebenen oder fu¨r endliche Mo¨biusebenen gerader Ordnung, die
eine transitive Automorphismengruppe gerader Ordnung gestatten. Da die Au-
tomorphismengruppen von Tits–Ovoiden Suzuki–Gruppen sind, ist die Begeg-
nung von Heinz Lu¨neburg mit diesen Gruppen unumga¨nglich. Und nachdem
er sich mit ihnen eingehender befasst hat, sieht er, dass sie fu¨r ihn eine Bru¨cke
zu den Translationsebenen schlagen, indem er den folgenden Satz beweist: Ist
q = 22r+1 ≥ 8, so gibt es genau eine Translationsebene, die die Ordnung q2 hat
und eine zur Suzuki–Gruppe der Ordnung (q2 + 1)q2(q − 1) isomorphe Kolline-
ationsgruppe besitzt; diese Ebene ist nicht desarguessch.
Die Translationsebenen waren in Frankfurt wohlbekannt, denn T. G. Os-
trom, dessen Lecture notes
”
Finite translation planes“ die erste zusammen-
fassende Darstellung diese Gebietes war, besuchte ha¨ufig den Baerschen Kreis
in Frankfurt und seine Vortra¨ge u¨ber replaceable nets klingen mir noch heute in
den Ohren. So war Heinz Lu¨neburg bestens u¨ber den Forschungsstand bezu¨glich
endlicher Translationsebenen informiert und konnte diese Ebenen, die seinen Na-
men tragen, in einer großen Arbeit fu¨r die Hamburger Abhandlungen in einen
gro¨ßeren Rahmen der endlichen projektiven Ebenen einbetten, deren von den
Elationen erzeugte Kollineationsgruppe Punktstabilisatoren vorgeschriebener
Struktur hat. Eine scho¨ne Charakterisierung der Lu¨neburgebenen hat 1972
Liebler gegeben: Die Lu¨neburgebenen sind diejenigen affinen Translationsebe-
nen, bei denen eine Gruppe G von Kollineationen als Gruppe vom Rang drei
auf der Menge der eigentlichen Punkte (d.h. der Stabilisator jedes eigentlichen
Punktes in G hat drei Bahnen) und als Gruppe vom Rang zwei auf der Menge
der uneigentlichen Punkte operiert.
Den Kulminationspunkt Lu¨neburgscher Forschungen u¨ber endliche Transla-
tionsebenen stellt seine 1980 erschienene Monographie
”
Translation planes“ dar.
Nachdem er in ihr die no¨tigen Grundlagen zusammengestellt hatte, diskutiert er
permutationstheoretische Kriterien, die es sicherstellen, dass eine endliche pro-
jektive oder affine Ebene, auf der eine Gruppe G von Kollineationen operiert,
eine Translationsebene ist und G die Translationsgruppe entha¨lt. Von den dort
behandelten Kriterien von Ascher Wagner, Kallaher, Ostrom sei eine Charakter-
isierung von Heinz Lu¨neburg, die fu¨r seine Ebenen zutrifft, besonders erwa¨hnt:
Ist A eine endliche affine Ebene und G eine Gruppe von Kollineationen von
A, so dass der Stabilisator jeder Geraden von A in G auf den Punkten dieser
Geraden zweifach transitiv ist, so ist A eine Translationsebene und G entha¨lt
die Translationsgruppe.
Der Lo¨wenanteil der Lu¨neburgschen Monographie ist jedoch speziellen, sig-
nifikanten Translationsebenen gewidmet, die in keinen großen Familien leben,
sondern eher ein Einsiedlerdasein fu¨hren. Von den von Heinz Lu¨neburg entdeck-
ten und zuerst in Geometriae Dedicata publizierten Translationsebenen, die er
merkwu¨rdige Translationsebenen nennt, gibt es zwei Typen, die sich in der
Struktur gewisser Elationsgruppen unterscheiden; von dem einem Typ gibt es 8
nichtisomorphe, von dem andern Typ gibt es 14 nichtisomorphe Ebenen. Auch
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im Kapitel VII, welches der Klassifikation von Translationsebenen der Ordnung
q2 gewidmet ist, die den Ko¨rper GF(q) in ihrem Kern enthalten und eine zu
SL2(q) isomorphe Kollineationsgruppe gestatten, ist das Hauptaugenmerk auf
die Hering– und Scha¨ffer–Ebenen gerichtet.
Dass sich Heinz Lu¨neburg in den achtziger Jahren den endlichen Transla-
tionsebenen entfremdet hat, kann man verstehen, wenn man in das neueste,
2007 erschienene und 888 Seiten umfassende
”
Handbook of finite translation
planes“ von Norman Johnson, Vikram Jha und Mauro Biliotti hineinschaut, in
dem alle bisher bekannten endlichen Translationsebenen gesammelt sind. Um in
diesem Karpfenteich auch heutzutage noch erfolgreich zu fischen, braucht man
nicht nur Ausdauer und Geduld, sondern auch eine Buchhalterveranlagung, die
Heinz Lu¨neburg wohl abging.
Neben den Suzuki–Gruppen galt Lu¨neburgs Interesse auch anderen extrava-
ganten endlichen Gruppen, so etwa den Ree–Gruppen und den Mathieu–Grup-
pen sowie deren Darstellungen als Automorphismengruppen geeigneter Block-
pla¨ne.
Lu¨neburgsche Arbeiten, in denen keine abschließenden Antworten der behan-
delten Probleme gegeben wurden, enthielten stets eine Fu¨lle von Anregungen
und Methoden, die die Leser dieser Arbeiten zum Weiterforschen anregten.
So haben seine Arbeiten zur Existenz der endlichen projektiven Ebenen vom
Lenz–Barlotti–Typ I.6 und III.2 Hering und Kantor inspiriert zu beweisen, dass
es weder eine endliche projektive Ebene vom Lenz–Barlotti–Typ I.6 noch eine
Ebene vom Lenz–Typ III gibt. Ich glaube, dass bis heute ungekla¨rt ist, ob es
unendliche projektive Ebenen vom Lenz–Barlotti–Typ I.6 gibt. Der einzige an-
dere offene Fall scheinen die endlichen projektiven Ebenen vom Lenz–Barlotti–
Typ II.1 zu sein. Meine Quelle fu¨r diese Behauptungen ist: Gina Ghinelli and
Francesca Merola, Lenz–Barlotti–Classification and related open problems: an
update, Roma 2005, Quaderni Elettronici del Seminario di Geometria Combi-
natoria (Quaderno 20).
Obgleich ich mich nie direkt im unmittelbaren Umkreis Lu¨neburgscher For-
schungen aufgehalten habe, gibt es zwei Themen, wo sich unsere Interessen
beru¨hrt haben. Einmal ist es die Funktionalgleichung f(x+ yf(x)) = f(x)f(y)
von Golab und Schinzel, die die Beziehungen zwischen Komplementen eines
semidirekten Produkts regelt. Peter Plaumann und ich haben diese Funktion-
algleichung u¨ber den p-adischen Zahlen traktiert, Heinz Lu¨neburg und Peter
Plaumann haben sie u¨ber den Galoisfeldern behandelt. Das zweite Thema,
das Heinz Lu¨neburg und mich faszinierte, sind die Gruppen der Projektivita¨ten
eines Blocks auf sich in verschiedenen Geometrien, also der von Staudtsche
Standpunkt.
Nachdem Carl Georg Christian von Staudt Mitte des neunzehnten Jahrhun-
derts die Gruppe Π der Projektivita¨ten einer Geraden auf sich in einer pap-
posschen projektiven Ebene E betrachtet und bewiesen hatte, dass sie scharf
dreifach transitiv ist, und nachdem mit Hessenberg klar war, dass E genau
dann pappossch ist, wenn Π scharf dreifach transitiv und dann isomorph zu
PGL(2,K) ist, hat die Scho¨nheit dieses Satzes die Geometer so eingelullt, dass
die naheliegende Frage, wie es um die Gruppe Π der Projektivita¨ten einer Gera-
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den auf sich in anderen, insbesondere nichtdesarguesschen projektiven Ebenen
steht, lange nicht gestellt wurde. Erst 1959 hat sich Adriano Barlotti diesem
Problem gestellt und bewiesen, dass die Gruppe Π der Projektivita¨ten in den
drei nichtdesarguesschen Ebenen der Ordnung 9 die symmetrische Gruppe des
Grades 10 und in der Hallebene der Ordnung 16 die alternierende Gruppe des
Grades 17 ist. Damit war die Hatz auf die Gruppe Π der Projektivita¨ten in
nichtdesarguesschen endlichen Ebenen ero¨ffnet. Nachdem sie in vielen endlichen
projektiven Ebenen bestimmt worden war, hatte sich schnell die Vermutung her-
auskristallisiert, dass die Gruppe Π der Projektivita¨ten in endlichen nichtdesar-
guesschen projektiven Ebenen der Ordnung n stets die alternierende Gruppe des
Grades n+ 1 enthalten muss. Da jedoch in den sechziger Jahren die Klassifika-
tion der endlichen einfachen Gruppen noch ausstand, trotzte diese Vermutung
jedem Angriff.
Obgleich Heinz Lu¨neburg in den Beweisen seiner Arbeiten ausgiebig Projek-
tivita¨ten zwischen Geraden benutzt hatte, trat er mit der Gruppe der Projek-
tivita¨ten an die O¨ffentlichkeit erst mit seiner 1967 vero¨ffentlichten Arbeit, in der
die desarguesschen affinen Ebenen als diejenigen affinen Ebenen gekennzeichnet
werden, in denen es zu je drei verschiedenen Punkten P , Q, R ein (axioma-
tisch definiertes) Teilverha¨ltnis r gibt, so dass PrQ = R gilt. Der Satz, in dem
die Gruppe der Projektivita¨ten dabei mit voller Wucht auftritt, ist das folgende
Nebenergebnis der Arbeit: Eine endliche projektive Ebene ungerader Ordnung q
ist genau dann desarguessch, wenn der Stabilisator eines Punktes in der Gruppe
der Projektivita¨ten einer Geraden auf sich einen Normalteiler der Ordnung q
entha¨lt. Außerdem wird einem bei der Durchsicht dieser Arbeit klar, dass der
Verfasser wusste, man mu¨sse mit gleichem Nachdruck wie die Gruppe Π der
Projektivita¨ten einer projektiven Ebene in affinen Ebenen auch die Gruppe der
affinen Projektivita¨ten einer affinen Geraden auf sich studieren, deren Elemente
Produkte affiner Parallelperspektivita¨ten sind.
Die Bescha¨ftigung von Heinz Lu¨neburg mit den Gruppen von Projektivita¨ten
erreicht ihren Ho¨hepunkt in dem Bericht
”
Some new results on groups of projec-
tivities“, welcher die Frucht seiner Vortra¨ge bei der Bad Windsheimer Tagung
”
Geometry – von Staudt’s Point of View“ ist. In diesem Beitrag wird auch
u¨ber die Ergebnisse seines Schu¨lers Theo Grundho¨fer, insbesondere bezu¨glich
der Gruppe der affinen Projektivita¨ten, ausfu¨hrlich berichtet.
Da inzwischen eine Klassifikation der endlichen einfachen Gruppen vorgele-
gen hatte, war Theo Grundho¨fer in der Lage, die Vermutung u¨ber die Grup-
pen Π der Projektivita¨ten in endlichen nichtdesarguesschen projektiven Ebenen
fast vollsta¨ndig zu beweisen: Die Gruppe Π der Projektivita¨ten einer endlichen
nichtdesarguesschen projektiven Ebene der Ordnung n entha¨lt entweder die al-
ternierende Gruppe des Grades n + 1 oder es ist n = 23 und Π ist die gro¨ßte
Mathieugruppe M24. Dass die zweite Mo¨glichkeit ausgeschlossen ist, haben
neuerdings Peter Mu¨ller und Gabor Nagy gezeigt. Eine analoge Situation liegt
nach Theo Grundho¨fer, Peter Mu¨ller und Gabor Nagy auch fu¨r die Gruppe Σ
der affinen Projektivita¨ten einer Geraden auf sich in einer affinen Ebene der
Ordnung n vor, welche keine Translationsebene ist: Σ entha¨lt entweder die al-
ternierende Gruppe der Ordnung n oder, was natu¨rlich unwahrscheinlich ist, es
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ist n = 24 und die Gruppe Σ ist die Mathieu–Gruppe des Grades 24. Fu¨r Trans-
lationsebenen der Ordnung qd mit dem Kern GF(q) hat bereits in den achtziger
Jahren Theo Grundho¨fer bewiesen, dass die Gruppe der affinen Projektivita¨ten
eine Gruppe von affinen Abbildungen ist, so dass der Stabilisator eines Punktes
zwischen SL(d, q) und GL(d, q) liegt.
Heinz Lu¨neburg war fu¨r mich ein leidenschaftlicher Mathematiker, dessen
Vortra¨ge und Vorlesungen so sorgfa¨ltig vorbereitet waren, dass sie sofort zum
Druck gehen konnten. Auf diese Weise sind die folgenden seiner Bu¨cher ent-
standen:
”
Kombinatorik“, erschienen 1971,
”
Einfu¨hrung in die Algebra“, er-
schienen 1973,
”
Vorlesungen u¨ber Zahlentheorie“, erschienen 1978,
”
Galoisfelder,
Kreisteilungsko¨rper und Schieberegisterfolgen“, erschienen 1979,
”
Vorlesungen
u¨ber Analysis“, erschienen 1981,
”
On the rational normal form of endomor-
phisms. A primer to constructive algebra“ und
”
Kleine Fibel der Arithmetik“,
beide erschienen 1987,
”
Tools and fundamental constructions of combinatorial
mathematics“, erschienen 1989,
”
Vorlesungen u¨ber lineare Algebra. Versehen
mit der zu ihrem Versta¨ndnis no¨tigen Algebra sowie einigen Bemerkungen zu
ihrer Didaktik“, erschienen 1993,
”
Die euklidische Ebene und ihre Verwandten“
und
”
Gruppen, Ringe, Ko¨rper. Die grundlegenden Strukturen der Algebra“,
beide erschienen 1999 sowie
”
Rekursive Funktionen“, erschienen 2002. Diese
fu¨r die Studierenden bestimmten Werke wollen keine Enzyklopa¨dien u¨ber die
in ihnen behandelten Gebiete sein, sondern spiegeln die perso¨nliche Sicht des
Verfassers wider, welche Sachverhalte man mehr gewichten soll und was ver-
nachla¨ssigbar ist, weil es in anderen Bu¨chern schon hundertmal gesagt wor-
den ist. In ihnen erweist sich Heinz Lu¨neburg als ein begnadeter Didaktiker,
der nicht durch Beiwerk, sondern durch die Klarheit des Gedankens und durch
strenge Beweisfu¨hrung u¨berzeugt. Dies konnte man u¨brigens bei jedem seiner
Vortra¨ge bewundern. Obwohl voll innerer Begeisterung und in der U¨berzeugung
Wertvolles beizutragen, stand sein schno¨rkelloser direkter Vortragsstil im Gegen-
satz zu dem derjenigen Mathematiker, die in ihren Vortra¨gen an einer Wag-
neroper stricken.
Heinz Lu¨neburg war fu¨r mich ein Freund, der seinen Prinzipien ein Leben
lang treu blieb und dessen erfolgreiche Karriere ihn weder verbogen noch vom
ta¨glichen Leben separiert hat. Wenn er einmal nach reifer U¨berlegung zu einem
Urteil gekommen ist, war er davon durch Opportunita¨tsgru¨nde nicht abzubrin-
gen. Dies hat ihm, dem Bildungswertkonservativen, in den Fakulta¨tssitzungen,
in denen ha¨ufig nach Anpassung an Umbru¨che verlangende politische Vorlagen
gehechelt wird, sicherlich nicht nur Beifall beschert.
Heinz Lu¨neburg hatte ein sensibles Ohr fu¨r Vera¨nderungen in der Mathe-
matik. Er suchte nach zeitloser Mathematik, nahm jedoch wahr, dass seit den
achtziger Jahren durch den steigenden Publikationszwang bei den Mathematik-
ern die Lust abnahm, einzelne Texte zu studieren, und wie im Sport der Wett-
bewerbscharakter in den Vordergrund ru¨ckte. Heutzutage za¨hlt nicht nur der
Gehalt einer mathematischen Arbeit, sondern auch im großen Maße in welch
aggressivem Umfeld sie entstanden ist und ob sie ein Problem lo¨st, an welchem
sich schon einige mehr oder minder prominente Mathematiker die Za¨hne ausge-
bissen haben. Der Kampf der Teilgebiete der Mathematik um die Oberhoheit
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in Zeitschriften mit hohem impact factor, der eine scheinbare Objektivierung
mathematischer Leistung erlauben soll, ist voll entbrannt.
Heinz Lu¨neburg war gegenu¨ber den modernen Entwicklungen der Mathe-
matik aufgeschlossen, wollte aber nicht in Abstraktionen der Schemata, Moduli
und Motive einsteigen, deren Wolkenhaftigkeit man u¨berwinden muss, wenn
man sich bei ihnen wohlfu¨hlen will. Als Geometer ist man letztlich Greifbares
gewohnt. Daru¨ber hinaus hat ihn die Entwicklung elektronischer Rechenanla-
gen fasziniert und so hat er sich den Algorithmen zugewandt, mit denen man
effektiv elementare zahlentheoretische Funktionen berechnen kann, wie etwa
den gro¨ßten gemeinsamen Teiler bzw. das kleinste gemeinsame Vielfache zweier
ganzer Zahlen, die Einheiten im Ring der ganzen Zahlen modulo n, die Prim-
itivwurzeln modulo einer Primzahl, oder die gro¨ßte natu¨rliche Zahl, die die
Quadratwurzel einer gegebenen natu¨rlichen Zahl nicht u¨bertrifft. Er zeigte, wie
man auch fu¨r inneralgebraische Fragestellungen, wie etwa die effektive Kon-
struktion der algebraischen Erweiterungen der Primko¨rper GF(p) sowie der
vollsta¨ndigen Kreisteilungsko¨rper, Algorithmen einsetzen kann.
Heinz Lu¨neburg war der festen U¨berzeugung, dass der Computer ein Di-
ener der Mathematiker bleiben muss (so etwa bei Schleifeninvarianten, von de-
nen er behauptet, sie seien ihm fast zu einer fixen Idee geworden) und sich
nicht als Herr etablieren darf. Da er wohl mit der Zeit merkte, dass diese Ten-
denz dem Zeitgeist immanent war, hat er sich, anstatt unnu¨tze Scharmu¨tzel zu
fu¨hren, aufgemacht, nach den Wurzeln der Mathematik zu suchen. Dafu¨r war
er bestens pra¨pariert: Als Schu¨ler des bekannten Frankfurter humanistischen
Lessing–Gymnasiums, des Altgriechischen wie des Lateinischen ma¨chtig, stand
er fest und mit voller U¨berzeugung zu den Grundsa¨tzen des Abendlandes. Nicht
nur im Deutschen, sondern auch im Englischen, Franzo¨sischen und Italienischen
zu Hause, war er ein Verfechter einer abendla¨ndischen Idee, welche nicht nur
aus der anglo-sa¨chsischen Monokultur ihre Kraft bezieht.
Der großartige Einstieg von Heinz Lu¨neburg bei seiner Suche nach den
geschichtlichen Wurzeln der Mathematik war das Ergebnis eines akribischen
Studiums des Liber Abacci von Leonardo Pisano. In dem daraus entstande-
nen Buch
”
Leonardi Pisani Liber Abacci oder Lesevergnu¨gen eines Mathe-
matikers“, das zwei Auflagen erlebte, wird nicht nur eine Interpretation des
Textes von Leonardo Pisano in der Sprache der uns gela¨ufigen Mathematik
gegeben, sondern auch ein Bild der Zeit ausgebreitet, in der Leonardo Pisano
lebte und wirkte. Es ist keine kritische Edition, aber Heinz Lu¨neburg findet hier
seine in allen spa¨teren historischen Arbeiten angewandte Methode, den Lesern
die Ergebnisse aus der Geschichte der Mathematik in modernem Gewand na-
hezubringen. So la¨sst er etwa Euler, Gauß und Lagrange von Ko¨rpern reden, ob-
wohl das Konzept eines Ko¨rpers erst von Steinitz 1910 entwickelt wurde. Ebenso
zeigt sich bereits hier, auch durch seine etymologischen Kenntnisse befo¨rdert,
dass Heinz Lu¨neburg zum Urgrund der Mathematik, zur Zahl, zur Ziffer und
und deren Herkunft vordringen will; natu¨rlich spielt dabei die Null, urspru¨nglich
as-sifr, latinisiert ciffra genannt, eine besondere Rolle.
Mir hat die Lektu¨re des ersten Kapitels von Lu¨neburgs Leonardi Pisani
Liber Abacci neue u¨berraschende Einsichten gebracht. Von der Geschichte
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der Mathematik unbeleckt, war mir zwar klar, dass die Griechen, indem sie
die Nabelschnur zwischen Wirklichkeit und insbesondere den Anwendungen
durchgeschnitten hatten, die Geburtshelfer der Mathematik im heutigen Sinn
sind. Doch von den Ro¨mern dachte ich, dass die Eroberung der Welt sie so
in Anspruch nahm, dass keine Zeit zum mathematischen Spintisieren u¨brig
blieb. Und von der katholischen Kirche des Mittelalters hatte ich den Ein-
druck der Gleichgu¨ltigkeit gegenu¨ber der Mathematik. Meine Meinung war,
dass die Mathematik nach den Griechen ihr Dasein in arabischem und ju¨dischem
Umfeld, etwa in Spanien, gefristet hatte, ehe sie von der Renaissance wiederge-
boren wurde. Heinz Lu¨neburg hat mich belehrt, dass diese naive Vorstellung
falsch ist. Das ro¨mische Reich hatte ein gut ausgebautes Bildungssystem, in
den Klo¨stern wurden griechische Schriften studiert und es gab hohe kirchliche
Wu¨rdentra¨ger, die sich um den Erhalt des naturwissenschaftlichen Wissens der
Griechen sorgten. Und das Buch Liber Abacci selbst gibt Zeugnis davon, dass
der Fluss der Mathematik in keiner Periode des Mittelalters ausgetrocknet ist.
Die zweite U¨berraschung, die mir Heinz Lu¨neburg mit seinem Buch bescherte,
betrifft Palermo, wo ich jetzt jedes Jahr einige Zeit zubringe. Mir erschien die
Eroberung von Palermo durch die Normannen im positiven Licht, wobei ich
diese Ansicht aus der Solidita¨t des Palazzo dei Normanni, der Scho¨nheit der
Capella Palatina und der imponierenden Pracht des Doms von Monreale be-
zog. Doch bei Heinz Lu¨neburg kann man nachlesen, dass die Pisaner, die die
Normannen bei deren Kampf gegen die Sarazener unterstu¨tzten, Palermo nach
dessen Eroberung so tu¨chtig plu¨nderten, dass sie aus dem Erlo¨s der Beute in
Pisa den von den Touristen bestaunten Dom auf der Piazza dei miracoli erbauen
konnten. Meine Meinung u¨ber Kaiser Friedrich den Zweiten, an dessen Grab ich
in der Palermitaner Kathedrale ab und zu vorbeischlendre, hat Heinz Lu¨neburg
vollauf besta¨tigt: Friedrich der Zweite war nicht nur ein ausgewiesener Experte
der Falknerei, sondern auch ein entschiedener Fo¨rderer der Wissenschaften und
Begru¨nder der Universita¨t Neapel.
Das letzte von Heinz Lu¨neburg erschienene Werk sind die beiden Ba¨nde
betitelt
”
Von Zahlen und Gro¨ßen. Dritthalbtausend Jahre Theorie und Praxis“,
die der Geschichte der algebraischen Gleichungen und der Ko¨rper gewidmet
sind. Sie sind, wie bei Lu¨neburg u¨blich, in der Sprache der heutigen Mathema-
tik verfasst, enthalten aber unza¨hlige historische und etymologische Ausflu¨ge,
natu¨rlich auch in Latein und Italienisch, und einige Bemerkungen, die zeigen,
dass der Autor der verlorenen klassischen Bildung der Jugend und der gerade
jetzt vor unseren Augen sterbenden Humboldtschen Universita¨t nachtrauert.
Heinz Lu¨neburg hat sich selbst nicht als Mathematikhistoriker betrachtet.
Er sagt, dass er bei einem Gegenstand mehr in die Tiefe, wa¨hrend der Historiker
mehr in die Breite geht. Ich mo¨chte hier aus den Vorlesungen zur Geschichte der
Mathematik von Hans Wussing, dem auch heute noch beru¨hmten Mathematik-
historiker aus Leipzig, zitieren, um Ihnen die Entscheidung zu erleichtern, ob es
unbedingt eine Ehre sein muss, zur professionellen Zunft der Wissenschaftshis-
toriker zu geho¨ren. Wussing fu¨hrt auf Seite 18 aus: Die marxistische Historiogra-
phie der Mathematik beruht methodologisch auf dem historischen und dialek-
tischen Materialismus. Danach ist jede Wissenschaft eine gesellschaftliche Er-
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scheinung. Auch die Mathematik ist eine spezifische Form des gesellschaftlichen
Bewusstseins. Sie ist mehr als das Ergebnis von Kenntnissen und Erkenntnis-
sen, von Theorien und Methoden; sie ist zugleich geformt von den materiellen
und ideellen Interessen der jeweils herrschenden Klassen.
Heinz Lu¨neburg wurde ja¨h aus dem Leben gerissen, er war bis zum letz-
ten Tag voller mathematischer Ideen und beabsichtigter Buchprojekte. Martin
Lu¨neburg und Theo Grundho¨fer fanden denn auch im Nachlass drei Werke, die
es lohnten publiziert zu werden. Zwei von ihnen waren von Heinz Lu¨neburg
so vollsta¨ndig bearbeitet, dass sie, versehen mit marginalen Bemerkungen der
Herausgeber, zum Druck im Oldenbourg-Verlag angenommen wurden und im
na¨chsten Jahr erscheinen werden. Das eine dieser zwei Bu¨cher tra¨gt den Ti-
tel
”
Zahlentheorie“, hat zweihundert Seiten und zeugt davon, wie nachhaltig
sich Heinz Lu¨neburg mit der Entwicklung der Zahlentheorie bescha¨ftigt hat.
Mit den drei Bu¨chern von Euklid startend, die die zahlentheoretischen heißen,
gelangt er zu den Ringen der ganzen algebraischen Zahlen und dem fermatschen
Zwei–Quadrate–Satz. Im zweiten 220 Seiten umfassenden Buch mit dem Titel
”
Gro¨ßen und Zahlen. Ein Aufbau des Zahlensystems auf der Grundlage der
eudoxischen Proportionenlehre“ la¨sst er von seinem fru¨heren Vervollsta¨ndigen
der rationalen Zahlen durch Cauchyfolgen ab und wendet sich den dedekind-
schen Schnitten auf der Menge der positiven rationalen Zahlen zu, wobei er
anschließend die negativen reellen Zahlen auf die gleiche Weise gewinnt, wie
man die negativen ganzen Zahlen aus den natu¨rlichen bekommt. So erha¨lt er
gleichzeitig mit den reellen Zahlen alle Logarithmus- sowie alle Exponential-
funktionen.
Das dritte hinterlassene Werk ist ein 108-seitiges Manuskript
”
Streifzu¨ge
durch die Geschichte der Mathematik“, das besonders reizvoll ist, weil Heinz
Lu¨neburg darin in lockerer Form die im Laufe seines Lebens gewonnenen ge-
schichtlichen Erkenntnisse u¨ber Zahlen versammelt, Erkenntnisse von den na-
tu¨rlichen bis zu den rationalen Zahlen. Ich perso¨nlich bin am meisten von dem in
dem Buch vorgesehen Vokabular gefesselt, in welchem Heinz Lu¨neburg vorhatte,
die Herkunft der von den Mathematikern meistbenutzten Wo¨rter bloßzulegen,
denn das meiste war fu¨r mich u¨berraschend und neu und zeigte mir meinen Man-
gel an klassischer Bildung. Die Lektu¨re dieses Vokabulars ist sehr vergnu¨glich,
was hier an dem Wort Korollar erla¨utert sei: Das lateinische Corollarium ist
das Kra¨nzchen, das der Gastgeber seinen Zechkumpanen aufs Haupt dru¨ckt,
wenn sie zum Symposion (griechisch fu¨r Gelage) kommen. Leider ist dieses
Manuskript nicht ganz vollsta¨ndig.
Heinz Lu¨neburg war ein Freund, auf den man sich verlassen konnte. Er
hat mit seinen Meinungen nie hinterm Berg gehalten und sich seine Gradlin-
igkeit ein Leben lang bewahrt. Seine Mathematik bleibt in uns gut aufge-
hoben, so lange wir leben. Die Lu¨neburgebenen bleiben aktuell, so lange man
sich fu¨r projektive Ebenen und Suzuki–Gruppen interessiert. Dass er sich aus
dem Kraal der Mathematiker hinausgewagt hat, wird sich fu¨r sein Gedenken
in der Zukunft lohnen. Wa¨hrend die wenigen kompetenten Bu¨cher fu¨rs brei-
te Publikum, die die Mathematik aus der Geschichte herauswachsen lassen,
naive, unmittelbare Begeisterung entfachen und sich jahrzehntelang eines Zu-
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spruchs erfreuen ko¨nnen, muss ein mathematischer Aufsatz außerhalb des eng-
sten Spezialistenkreises um die Aufmerksamkeit der in Anbetracht der Flut der
Vero¨ffentlichungen abgebru¨hten Mathematikergilde hart und manchmal ohne
Erfolg ka¨mpfen.
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