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Abstract. In this paper we prove the existence of a positive solution of the nonlinear and
nonlocal elliptic equation in Rn
(−∆)su = εhuq + u2
∗
s−1
in the convex case 1 ≤ q < 2∗s − 1, where 2
∗
s = 2n/(n − 2s) is the critical fractional Sobolev
exponent, (−∆)s is the fractional Laplace operator, ε is a small parameter and h is a given
bounded, integrable function. The problem has a variational structure and we prove the existence
of a solution by using the classical Mountain-Pass Theorem. We work here with the harmonic
extension of the fractional Laplacian, which allows us to deal with a weighted (but possibly
degenerate) local operator, rather than with a nonlocal energy. In order to overcome the loss
of compactness induced by the critical power we use a Concentration-Compactness principle.
Moreover, a finer analysis of the geometry of the energy functional is needed in this convex case
with respect to the concave-convex case studied in [16].
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1. Introduction and main statement
The goal of this paper is to prove the existence of a positive solution to the convex problem
(−∆)su = εhuq + u2
∗
s−1 in Rn, (1.1)
where s ∈ (0, 1), n > 2s, 1 ≤ q < 2∗s − 1 are given quantities, ε > 0 is a small parameter, and h
is a function satisfying suitable summability conditions. The main operator in this problem is the
fractional Laplacian, defined by
(−∆)su(x) = C(n, s) P.V.
∫
Rn
u(x)− u(y)
|x− y|n+2s
dy
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for any x ∈ Rn and for a function u regular enough1, where C(n, s) is a positive constant. For
details on this operator and applications, see [9]. See also [14] for an introduction to fractional
Sobolev spaces.
The main result of this paper goes as follows.
Theorem 1.1. Let q ∈ [1, 2∗s − 1) and h be such that
h ∈ L1(Rn) ∩ L∞(Rn) and
there exists a ball B ⊂ Rn such that inf
B
h > 0.
If n ∈ (2s, 6s), suppose in addition h ≥ 0.
(1.2)
Let ε > 0 be a small parameter. Then problem (1.1) admits a positive (mountain-pass) solution,
provided that n > 2s(q+3)q+1 .
The literature concerning problems with this type of nonlinearities is large and deep in the
classical case, see for instance [1, 2, 3, 4, 11, 12], among others. In particular, in [3] A. Ambrosetti,
J. Garc´ıa-Azorero and I. Peral studied (1.1) for s = 1. There, the existence of solutions is proved
by means of two different techniques: bifurcation and concentration-compactness. In the first case,
they construct solutions for the whole range 0 < q < 2∗s − 1 as small perturbations of the solutions
to the problem
−∆u = u2
∗−1 in Rn, u > 0,
by using a Lyapunov-Schmidt reduction. On the other hand, the authors also prove the existence
of two solutions for 0 < q < 1 (that is, the concave-convex problem) by applying an argument of
concentration-compactness type (in the spirit of [17, 18]).
The fractional counterpart of these results is as follows. In [15], a solution to (1.1) for 0 <
q < 2∗s − 1 is obtained by means of a Lyapunov-Schmidt reduction. Indeed, the authors prove the
existence of a function wε (which goes to zero in a suitable space with ε → 0) so that, for some
µ ∈ (0,+∞) and ξ ∈ Rn, zµ,ξ + wε solves the problem, where
zµ,ξ(x) = µ
2s−n
2 z
(
x− ξ
µ
)
, z(x) =
c∗
(1 + |x|2)
n−2s
2
(1.3)
is a solution of
(−∆)su = u2
∗
s−1 in Rn, u > 0.
Moreover, in [16] for the range 0 < q < 1 the authors use the concentration-compactness principle
to prove the existence of two solutions for problem (1.1) (see also [6, 19, 20] for related problems
in the nonlocal case).
In this paper, we solve problem (1.1) in the fractional case s ∈ (0, 1) and in the range 1 ≤
q < 2∗s − 1, using a concentration-compactness principle. Notice that in our problem the two
nonlinearities are convex, and the geometry of the functional suggests the existence of one solution
instead of two. In order to prove the existence of a solution we use, roughly speaking, the following
strategy:
(i) To consider the energy functional associated to (1.1) and to prove that it satisfies some
compactness condition (Palais-Smale condition) under a certain energy level.
(ii) To build a sequence of functions with an appropriate geometry (of Mountain Pass type)
whose energy lies below the critical level found in (i).
(iii) To apply the Mountain Pass Lemma (see [5]) to pass to the limit, getting a solution.
There are two fundamental points here: to identify the energy level, and to find the appropriate
sequence. We point out that, in the concave-convex (fractional) problem studied in [16], the
1It is enough to take u ∈ S(Rn) (the Schwartz space of rapidly decreasing functions), or in L∞(Rn) and C2s+ǫ
(for some small ǫ > 0) in a neighborhood of x, to have a pointwise definition of the fractional Laplacian. Check also
[21] for a refinement of the space of definition.
A FRACTIONAL ELLIPTIC PROBLEM WITH CRITICAL GROWTH AND CONVEX NONLINEARITIES 3
geometry derived from the concave term (the functional has a minimum of negative energy) helps to
prove that the sequence stays below the critical level. However, in our paper both nonlinearities are
convex, and the proof gets more involved. Indeed, if one adapts straightforwardly the compactness
result in [16, Proposition 4.2.1] and builds the sequence in the standard way (by considering the
path along the Sobolev minimizers), then the arguments to prove that the energy of the sequence
is small enough do not work.
Thus, the study of (1.1) will first require a finer analysis of the compactness properties of the
functional. More precisely, we will have to improve the estimates of the functional in order to get
a slightly higher critical level. Accordingly, once we have found this new critical level, we perform
a more careful analysis of the energy of the sequence given by the minimizers. We will finally
conclude by applying the Mountain Pass Lemma in the standard way.
We remark here that in this paper we also overcome a flaw found in [3], where the classical
problem is studied; indeed, to prove compactness (Proposition 2.1 therein) they state that the
critical energy level cε has to satisfy
cε <
1
n
Sn/2 − Cε
2∗
2∗−(q+1) .
Nevertheless, if one follows the proof it arises that, in order to reach the contradiction, it has to
be required that
cε <
1
n
Sn/2 − Cε
2∗
2∗−(q+1) − Cε.
Notice that what we are saying here is that the compactness holds below a lower critical level, and
thus it will be more difficult to find the sequence in (ii). This flaw was already fixed in [16] in the
fractional, concave-convex case (see Proposition 4.2.1), where the authors consider the lower level
and find the appropriate sequence.
We make now some preliminary observations on the problem that we study. We see at first that
if h satisfies conditions (1.2), then also
h ∈ Lm(Rn) for any m ∈ (1,+∞).
Furthermore, in the case n ∈ (2s, 6s) we need to ask h to be positive. This restriction arises again
from the study of the energy of the Sobolev minimizers. As we commented before, we would like to
control the energy of the sequence that we will construct (and that will be based on the functions
zµ,ξ, see (1.3)), and thus we would like the negative terms to be as large as possible. In particular,
if one looks at the q-order term, we hope that the part where h is positive dominates over the part
where it is negative. To have this, we will center the function zµ,ξ in the ball where h is positive,
so that the mass is concentrated there. However, it can be easily seen that for low dimensions the
mass of the tails of the minimizers is too large and it annihilates the mass in the positive part of
h. This computation gives an idea of why the necessity of requiring h ≥ 0 for n ∈ (2s, 6s), but the
detailed restriction can be found in Section 5.
The paper is organized as follows: in Section 2 we provide the functional framework that will be
needed, as well as some auxiliar results related to compactness and geometry properties. Section
3 is devoted to the proof of the Palais-Smale condition for the energy functional, and Section 4 to
construct the sequence with mountain pass geometry and whose energy level lies below the critical
one. Finally, in Section 5 we prove Theorem 1.1.
2. Functional framework and preliminary computations
We introduce at first some notations. Let us denote by Rn+1+ := R
n×(0,+∞) the n+1 dimensional
half-space, by X = (x, y) ∈ Rn+1+ a n+ 1 dimensional vector, having x ∈ R
n and y > 0, and take
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a := 1 − 2s. Moreover, for x ∈ Rn and r > 0 we write Br(x) (shorted to Br when x = 0) for the
ball in Rn centered at x with radius r, i.e.
Br(x) := {x
′ ∈ Rn s.t. |x− x′| < r},
and for X ∈ Rn+1+ and r > 0 we write B
+
r (X) for the ball in R
n+1
+ centered at X with radius r,
that is
B+r (X) := {X
′ ∈ Rn+1+ s.t. |X −X
′| < r}.
Let us introduce first the seminorm
[u]2
H˙s(Rn)
:=
∫∫
R2n
|u(x)− u(y)|2
|x− y|n+2s
dx dy,
and define the space H˙s(Rn) as the completion of the Schwartz space of rapidly decreasing smooth
functions, with respect to the norm [ · ]H˙s(Rn) + ‖ · ‖L2∗s (Rn).
Definition 2.1. We say that u ∈ H˙s(Rn) is a (weak) solution of (−∆)su = f in Rn for a given
f ∈ Lβ(Rn) where β := 2n/(n+ 2s) if
C(n, s)
2
∫∫
R2n
(u(x)− u(y)) (ϕ(x)− ϕ(y))
|x− y|n+2s
dx dy =
∫
Rn
f(x)ϕ(x) dx
for every ϕ ∈ H˙s(Rn).
Nevertheless, instead of directly working in this framework, we will transform the problem into a
local one by using the extension due to L. Caffarelli and L. Silvestre (see [10]).
Thus, the operator (−∆)s can be obtained as the trace of a local (possibly singular and degen-
erate) operator acting on the half space. Given U : Rn+1+ → R that satisfies{
div(ya∇U) = 0 in Rn+1+ ,
U(x, 0) = u(x) in Rn,
(2.1)
it holds that, up to constants,
(−∆)su(x) = − lim
y→0+
ya∂yU(x, y).
Let
[U ]∗a :=
(
κs
∫
Rn+1
ya|∇U |2 dX
)1/2
,
where κs is a normalization constant. We then define the spaces
H˙sa(R
n+1) := C∞0 (R
n+1)
[·]∗a
and
H˙sa(R
n+1
+ ) :=
{
U := U˜
∣∣∣
R
n+1
+
s.t. U˜ ∈ H˙sa(R
n+1), U˜(x, y) = U˜(x,−y) a.e. in Rn × R
}
.
The norm in H˙sa(R
n+1
+ ) is, neglecting the constants,
[U ]a :=
(∫
R
n+1
+
ya|∇U |2 dX
)1/2
.
So, finding a solution u ∈ H˙s(Rn) of the nonlocal problem (−∆)su = f(u) is equivalent to finding
a solution U ∈ H˙sa(R
n+1
+ ) of the local problemdiv (y
a∇U) = 0 in Rn+1+ ,
− lim
y→0+
ya∂yU = f(u) in R
n.
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Since we are looking for positive solutions of (1.1), we will consider the problem
(−∆)su = εhuq+ + u
2∗s−1
+ in R
n (2.2)
and (according to the considerations above) its equivalent formulation
div (ya∇U) = 0 in Rn+1+ ,
− lim
y→0+
ya∂yU(x, y) = εhU
q
+(x, 0) + U
2∗s−1
+ (x, 0) in R
n.
(2.3)
In particular, we say that U ∈ H˙sa(R
n+1
+ ) is a (weak) solution on the problem (2.3) if∫
R
n+1
+
ya〈∇U,∇ϕ〉 dX =
∫
Rn
(
εh(x)U q+(x, 0) + U
2∗s−1
+ (x, 0)
)
ϕ(x, 0) dx,
for every ϕ ∈ H˙sa(R
n+1
+ ). Furthermore, the energy functional associated to the problem (2.3) is
Fε(U) :=
1
2
∫
R
n+1
+
ya|∇U |2 dX −
ε
q + 1
∫
Rn
h(x)U q+1+ (x, 0) dx−
1
2∗s
∫
Rn
U
2∗s
+ (x, 0) dx.
In particular Fε ∈ C
1(H˙sa(R
n+1
+ )) and for any U, V ∈ H˙
s
a(R
n+1
+ )
〈F ′ε(U), V 〉
=
∫
R
n+1
+
ya〈∇U,∇V 〉 dX − ε
∫
Rn
h(x)U q+(x, 0)V (x, 0)−
∫
Rn
U
2∗s−1
+ (x, 0)V (x, 0) dx.
The purpose of the paper from here on is to prove the existence of a critical point U of the operator
Fε. Then, U is a solution of (2.3) and therefore u := U(·, 0) is a solution of (2.2). Moreover, one can
prove that any nontrivial solution u of (2.2) (hence its extension U) is nonnegative, and therefore
a true solution of (1.1) (see for this [16, Proposition 2.2.3]).
It is known that (up to constants) the harmonic extension of the fractional Laplacian gives an
isometry between H˙s(Rn) and H˙sa(R
n+1
+ ), i.e.
[u]H˙s(Rn) = [U ]a. (2.4)
We recall that the Sobolev embedding in H˙s(Rn) gives that
S‖u‖2
L2
∗
s (Rn)
≤ [u]2
H˙s(Rn)
,
where S is the best constant of the Sobolev embedding of H˙s(Rn) (see for instance [14, Theorem
6.5]). As a consequence, we have the following inequality,
Proposition 2.2 (Trace inequality). Let U ∈ H˙sa(R
n+1
+ ). Then
S‖U(·, 0)‖2
L2
∗
s (Rn)
≤ [U ]2a.
In [13, Theorem 1.1] the best Sobolev constant and the fractional Sobolev minimizers are explicitly
computed. The form of the fractional Sobolev minimizer is given by
z(x) :=
c⋆
(1 + |x|2)
n−2s
2
(2.5)
for a positive constant c⋆ = c⋆(n, s).
We introduce for r ∈ (1,+∞) the weighted Lebesgue space endowed with the norm
‖U‖Lr(Rn+1+ ,ya)
:=
(∫
R
n+1
+
ya|U |r dX
)1/r
.
The following result gives a continuous Sobolev embedding of the space H˙sa(R
n+1
+ ) into the weighted
Lebesgue space for a particular value of r. See for the proof [16, Proposition 3.1.1].
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Proposition 2.3 (Sobolev embedding). There exists a constant Ŝ > 0 such that for all U ∈
H˙sa(R
n+1
+ ) it holds that(∫
R
n+1
+
ya|U |2γ dX
)1/2γ
≤ Ŝ
(∫
R
n+1
+
ya|∇U |2 dX
)1/2
,
where γ = 1 + 2/(n− 2s).
In the next proposition, we prove a useful integral inequality that will be frequently used.
Proposition 2.4. Let 1 ≤ q < 2∗s − 1. Assume u ∈ L
2∗s (Rn) and h ∈ Lm(Rn) with m =
2∗s
2∗s−(q+1)
.
Then, ∣∣∣∣∫
Rn
h(x)uq+1(x) dx
∣∣∣∣ ≤ ‖h‖Lm(Rn)‖u‖q+1.
Proof. We use the Ho¨lder inequality to deduce that∣∣∣∣∫
Rn
h(x)uq+1(x) dx
∣∣∣∣ ≤ ∫
Rn
|h(x)|uq+1(x) dx
≤
[∫
Rn
|h|
2∗s
2∗s−q−1 dx
] 2∗s−q−1
2∗s
[∫
Rn
|u|2
∗
s dx
] q+1
2∗s
≤ ‖h‖Lm(Rn)‖u‖
q+1
L2
∗
s (Rn)
for m =
2∗s
2∗s−q−1
> 1, and so the inequality is proved. 
The next proposition is the equivalent of [16, Lemma 4.1.1] in the case q ≥ 1 and goes as follows.
Proposition 2.5. Let vk ∈ L
2∗s (Rn, [0,+∞)) be a sequence converging to some v in L2
∗
s (Rn).
Then for any r > 1
lim
k→+∞
∫
Rn
|vrk(x)− v
r(x)|
2∗s
r dx = 0.
Proof. For any a ≥ b ≥ 0 and any r > 1 we see that
ar − br = r
∫ a
b
tr−1 dt ≤ rar−1(a− b) ≤ r(ar−1 + br−1)(a− b).
Exchanging a with b, we conclude that∣∣ar − br∣∣ ≤ r(a+ b)r−1|a− b|.
Then by the Ho¨lder inequality we have that∫
Rn
|vrk(x)− v
r(x)|
2∗s
r dx ≤ r
2∗s
r
(∫
Rn
(vk + v)
2∗s dx
)(r−1)/r (∫
Rn
|vk − v|
2∗s dx
)1/r
≤ r
2∗s
r ‖vk + v‖
(r−1)2∗s
r
L2
∗
s (Rn)
‖vk − v‖
2∗s
r
L2
∗
s (Rn)
.
Using the convergence ‖vk − v‖L2∗s (Rn) → 0 (from which it also follows that ‖vk + v‖L2∗s (Rn) is
uniformly bounded), the conclusion plainly follows. 
Another useful result is given in [16, Lemma 4.2.4]. We just notice that now, for q > 1, the
statement goes as follows:
Proposition 2.6. Let m :=
2∗s
2∗s−(q+1)
. Then there exists a positive constant C¯ depending on n, s, q
and ‖h‖Lm(Rn) such that, for any α > 0,
s
n
α2
∗
s − ε
(
1
2
−
1
q + 1
)
‖h‖Lm(Rn)α
q+1 ≥ −C¯ε
2∗s
2∗s−(q+1) .
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3. Palais-Smale condition
The main result of this Section is the following.
Theorem 3.1. There exists C¯, c1 > 0, depending on h, q, n and s, such that the following statement
holds true.
Let {Uk}k∈N ⊂ H˙
s
a(R
n+1
+ ) be a sequence satisfying
(i) lim
k→+∞
Fε(Uk) = cε, with
cε + c1ε
1+δ + Cε
2∗s
2∗s−(q+1) <
s
n
S
n
2s if n ≥ 6s,
cε + c1ε
1+δ <
s
n
S
n
2s if n ∈ (2s, 6s),
where δ > 0 and S is the Sobolev constant appearing in Proposition 2.2,
(ii) lim
k→+∞
F ′ε(Uk) = 0.
Then there exists a subsequence, still denoted by {Uk}k∈N, which is strongly convergent in H˙
s
a(R
n+1
+ )
as k → +∞.
Here, the limit in (ii) is to be intended as
lim
k→+∞
‖F ′(Uk)‖L(E,E) = lim
k→+∞
sup
V ∈E,‖V ‖E=1
|〈F ′(Uk), V 〉| = 0,
where we denote by L(E,E) the space of all linear functionals from E to E.
Remark 3.2. As we commented in the introduction, one of the key points in this work is to slightly
improve the critical level in such a way that further on we can build a sequence whose energy lies
below it. This is precisely the role played by the parameter δ in the previous theorem. We can not
drop this term (that will cause important difficulties) but we can choose δ large enough so that we
can neglect it when ε→ 0.
We recall at first a concentration-compactness principle, stated in [16, Proposition 3.2.3] and proved
there. This principle is based on the original results by P.L Lions in [17, 18] (in particular in [18,
Lemma 2.3]). For this, we recall the next definitions.
Definition 3.3. A sequence {Uk}k∈N is tight if for every µ > 0 there exists ρ > 0 such that for
any k ∈ N ∫
R
n+1
+ \B
+
ρ
ya|∇Uk|
2 dX ≤ µ.
Definition 3.4. Let {µk}k∈N be a sequence of measures on a topological space X. We say that µk
converges to µ on X if and only if
lim
k→+∞
∫
X
ϕdµk =
∫
X
ϕdµ for any ϕ ∈ C0(X).
Then the principle goes as follows.
Proposition 3.5 (Concentration-Compactness Principle). Let {Uk}k∈N be a bounded and tight
sequence in H˙sa(R
n+1
+ ) such that Uk converges weakly to U in H˙
s
a(R
n+1
+ ). Let µ, ν be two nonnegative
measures on Rn+1+ respectively R
n such that (in the sense of Definition 3.4)
lim
k→+∞
ya|∇Uk|
2 = µ
and
lim
k→+∞
|Uk(x, 0)|
2∗s = ν.
A FRACTIONAL ELLIPTIC PROBLEM WITH CRITICAL GROWTH AND CONVEX NONLINEARITIES 8
Then there exists a set J that is at most countable and three families {xj}j∈J ∈ R
n, {νj}j∈J and
{µj}j∈J with νj , µj ≥ 0 such that
(i) ν = |U(x, 0)|2
∗
s +
∑
j∈J
νjδxj
(ii) µ ≥ ya|∇U |2 +
∑
j∈J
µjδ{xj,0}
(iii) µj ≥ Sν
2/2∗s
j for all j ∈ J.
We prove that a sequence {Uk}k∈N satisfying the assumptions in Theorem 3.1 is bounded. A
slighter more general result is given in the following Lemma.
Lemma 3.6. Let ε, κ > 0 and let {Uk}k∈N ⊂ H˙
s
a(R
n+1
+ ) be a sequence that satisfies
|Fε(Uk)|+ sup
V ∈H˙sa(R
n+1
+ ), [V ]=1
|〈F ′ε(Uk), V 〉| ≤ κ (3.1)
for any k ∈ N. Then there exists M > 0 such that for any k ∈ N
[Uk]a ≤M. (3.2)
Proof. We suppose by contradiction that for every M > 0 there exists k ∈ N such that
[Uk]a > M. (3.3)
Thanks to (3.1) we have that
κ ≥ Fε(Uk) =
1
2
[Uk]
2
a −
ε
q + 1
∫
Rn
h(x)(Uk)
q+1
+ (x, 0) dx−
1
2∗s
∫
Rn
(Uk)
2∗s
+ (x, 0) dx.
Using also the bound in (2.4), we obtain that
[Uk]
2
a ≤ 2κ+
2ε
q + 1
∫
Rn
h(x)(Uk)
q+1
+ (x, 0) dx+
2
2∗s
∫
Rn
(Uk)
2∗s
+ (x, 0) dx
≤ 2κ+
2ε
q + 1
‖h‖Lm(Rn)‖(Uk)+‖
q+1
L2
∗
s (Rn)
+
2
2∗s
‖(Uk)+‖
2∗s
L2
∗
s (Rn)
.
(3.4)
Thus, from this and (3.3), we deduce that also for every M˜ > 0 one can find k ∈ N so that
‖(Uk)+‖L2∗s (Rn) > M˜. (3.5)
Consider now the function f : (0,∞)→ (0,∞) defined as
f(τ) :=
τq+1
τ2
∗
s
.
Since q + 1 < 2∗s we have that
lim
τ→∞
f(τ) = 0,
and hence, for any δ > 0 there exists τδ > 0 such that for every τ > τδ, one has that f(τ) < δ.
Hence, fixing 0 < δ < 1, by (3.5) we can assume
‖(Uk)+‖L2∗s (Rn) > τ, ‖(Uk)+‖
q+1
L2
∗
s (Rn)
≤ δ‖(Uk)+‖
2∗s
L2
∗
s (Rn)
, ∀ τ > τδ. (3.6)
Therefore, by Proposition 2.2 there exists k ∈ N such that
[Uk]a > τS
1/2, ∀ τ > τδ. (3.7)
Using (3.6) and (3.4) we obtain that
[Uk]
2
a ≤ 2κ+
(
δ
2ε
q + 1
‖h‖Lm(Rn) +
2
2∗s
)
‖(Uk)+‖
2∗s
L2
∗
s (Rn)
. (3.8)
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On the other hand, considering the quotient Uk/[Uk]a from (3.1) we get that
|〈F ′ε(Uk), Uk〉| ≤ κ[Uk]a.
From this and the fact that |Fε(Uk)| ≤ κ, for q > 1 we have that
κ(1 + [Uk]a) ≥ Fε(Uk)−
1
2
〈F ′ε(Uk), Uk〉
= ε
(
1
2
−
1
q + 1
)∫
Rn
h(x)(Uk)
q+1
+ (x, 0) dx +
s
n
‖(Uk)+‖
2∗s
L2
∗
s (Rn)
,
(3.9)
recalling that
1
2
−
1
2∗s
=
s
n
.
Thanks to the bound in (2.4), it follows that
s
n
‖(Uk)+‖
2∗s
L2
∗
s (Rn)
≤ κ(1 + [Uk]a) + ε
(
1
2
−
1
q + 1
)
‖h‖Lm(Rn)‖(Uk)+‖
q+1
L2
∗
s (Rn)
.
We use (3.6) again and we obtain that
s
n
‖(Uk)+‖
2∗s
L2
∗
s (Rn)
≤ κ(1 + [Uk]a) + δε
(
1
2
−
1
q + 1
)
‖h‖Lm(Rn)‖(Uk)+‖
2∗s
L2
∗
s (Rn)
.
Thus [
s
n
− δε
(
1
2
−
1
q + 1
)
‖h‖Lm(Rn)
]
‖(Uk)+‖
2∗s
L2
∗
s (Rn)
≤ κ(1 + [Uk]a),
which for δ small enough, implies that
c‖(Uk)+‖
2∗s
L2
∗
s (Rn)
≤ κ(1 + [Uk]a).
Notice that for q = 1 the inequality above immediately follows from (3.9). This, together with
(3.8), yields
[Uk]
2
a ≤ C1 + C2[Uk]a
for suitable positive constants C1, C2, both independent of k. Choosing τ large enough in (3.7) we
contradict this inequality and conclude the proof. 
Furthermore, a sequence {Uk}k∈N ⊂ H˙
s
a(R
n+1
+ ) that satisfies the hypotheses of Theorem 3.1 is
tight, as stated in the next Lemma 3.7. We follow the steps of the proof of Lemma 4.2.5 in [16]
with the needed adjustments, and give here all the details for the sake of completeness.
Lemma 3.7. Let {Uk}k∈N ⊂ H˙
s
a(R
n+1
+ ) be a sequence that satisfies the hypothesis of Theorem 3.1.
Then for any η > 0 there exists ρ > 0 such that for any k ∈ N it holds that∫
R
n+1
+ \B
+
ρ
ya|∇Uk|
2 dX +
∫
Rn\{Bρ∩{y=0}}
(Uk)
2∗s (x, 0) dx < η.
In particular, the sequence {Uk}k∈N is tight.
Proof. First we notice that (3.1) holds in this case, due to conditions (i) and (ii) in Theorem 3.1.
Hence, Lemma 3.6 gives that the sequence {Uk}k∈N is uniformly bounded in H˙
s
a(R
n+1
+ ), and thus
Uk ⇀ U in H˙
s
a(R
n+1
+ ) as k → +∞
and Uk → U a.e. in R
n+1
+ as k→ +∞.
(3.10)
We now proceed by contradiction. Suppose that there exists η0 > 0 such that for all ρ > 0 there
exists k = k(ρ) ∈ N such that∫
R
n+1
+ \B
+
ρ
ya|∇Uk|
2 dX +
∫
Rn\{Bρ∩{y=0}}
(Uk)
2∗s
+ (x, 0) dx ≥ η0. (3.11)
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We observe that
k → +∞ as ρ→ +∞. (3.12)
Indeed, let us take a sequence {ρi}i∈N such that ρi → +∞ as i→ +∞, and suppose that ki := k(ρi)
given by (3.11) is a bounded sequence. That is, the set F := {ki : i ∈ N} is a finite set of integers.
Hence, there exists an integer k⋆ so that we can extract a subsequence {kij}j∈N satisfying
kij = k
⋆ for any j ∈ N. Therefore,∫
R
n+1
+ \B
+
ρij
ya|∇Uk⋆ |
2 dX +
∫
Rn\{Bρij
∩{y=0}}
(Uk⋆)
2∗s
+ (x, 0) dx ≥ η0, (3.13)
for any j ∈ N. But on the other hand, since Uk⋆ belongs to H˙
s
a(R
n+1
+ ) (and so Uk⋆(·, 0) ∈ L
2∗s (Rn)
thanks to Proposition 2.2), for j large enough there holds∫
R
n+1
+ \B
+
ρij
ya|∇Uk⋆ |
2 dX +
∫
Rn\{Bρij
∩{y=0}}
(Uk⋆)
2∗s
+ (x, 0) dx ≤
η0
2
,
which is a contradiction with (3.13). This shows (3.12).
Now, since U given in (3.10) belongs to ∈ H˙sa(R
n+1
+ ), by Propositions 2.2 and 2.3 we have that
for a fixed ε > 0, there exists rε > 0 such that∫
R
n+1
+ \B
+
rε
ya|∇U |2 dX +
∫
R
n+1
+ \B
+
rε
ya|U |2γ dX +
∫
Rn\{Brε∩{y=0}}
|U(x, 0)|2
∗
s dx < εα,
with α > γ and γ defined in Proposition 2.3. Notice that, without loss of generality, we can assume
that
rε → +∞ as ε→ 0. (3.14)
On the other hand, since h ∈ Lm(Rn) for every m ∈ (1,+∞), in particular we can assure the
existence of a radius r¯ε such that
‖h‖Lm(Rn\Br¯ε ) ≤ ε
β , (3.15)
with m satisfying 1m = 1−
q+1
2∗s
and β > α/γ − 1.
Moreover, by (3.2) and again by Propositions 2.2 and 2.3, there exists M˜ > 0 such that∫
R
n+1
+
ya|∇Uk|
2 dX +
∫
R
n+1
+
ya|Uk|
2γ dX +
∫
Rn
|Uk(x, 0)|
2∗s dx ≤ M˜. (3.16)
Let
r := max{rε, r¯ε}. (3.17)
Now let jε ∈ N be the integer part of
M˜
εα . Notice that jε tends to +∞ as ε tends to 0. We also set
Il := {(x, y) ∈ R
n+1
+ : r + l ≤ |(x, y)| ≤ r + (l + 1)}, l = 0, 1, · · · , jε.
Thus, from (3.16) we get
(jε + 1)ε
α ≥
M˜
εα
εα
≥
jε∑
l=0
(∫
Il
ya|∇Uk|
2 dX +
∫
Il
ya|Uk|
2γ dX +
∫
Il∩{y=0}
|Uk(x, 0)|
2∗s dx
)
,
and this implies the existence of l¯ ∈ {0, 1, · · · , jε} such that, up to a subsequence,∫
Il¯
ya|∇Uk|
2 dX +
∫
Il¯
ya|Uk|
2γ dX +
∫
Il¯∩{y=0}
|Uk(x, 0)|
2∗s dx ≤ εα. (3.18)
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We take now a cut-off function χ ∈ C∞0 (R
n+1
+ , [0, 1]), such that
χ(x, y) =
{
1, |(x, y)| ≤ r + l¯
0, |(x, y)| ≥ r + (l¯ + 1),
(3.19)
and
|∇χ| ≤ 2. (3.20)
We also define
Vk := χUk and Wk := (1 − χ)Uk. (3.21)
We estimate
|〈F ′ε(Uk)−F
′
ε(Vk), Vk〉|
=
∣∣∣∣ ∫
R
n+1
+
ya〈∇Uk,∇Vk〉 dX − ε
∫
Rn
h(x)(Uk)
q
+(x, 0)Vk(x, 0) dx
−
∫
Rn
(Uk)
2∗s−1
+ (x, 0)Vk(x, 0) dx−
∫
R
n+1
+
ya〈∇Vk,∇Vk〉 dX
+ ε
∫
Rn
h(x)(Vk)
q+1
+ (x, 0) dx +
∫
Rn
(Vk)
2∗s
+ (x, 0) dx
∣∣∣∣.
(3.22)
First, we observe that∣∣∣∣ ∫
R
n+1
+
ya〈∇Uk,∇Vk〉 dX −
∫
R
n+1
+
ya〈∇Vk,∇Vk〉 dX
∣∣∣∣
≤
∫
I
l
ya|∇Uk|
2|χ||1− χ| dX +
∫
I
l
ya|∇Uk||Uk||∇χ| dX
+ 2
∫
I
l
ya|Uk||∇Uk||∇χ||χ| dX +
∫
I
l
ya|Uk|
2|∇χ|2 dX
=: A1 +A2 +A3 +A4.
(3.23)
By (3.18), we have that A1 ≤ Cε
α, for some C > 0. Furthermore, by the Ho¨lder inequality, (3.20)
and (3.18), we obtain
A2 ≤ 2
∫
Il
ya|∇Uk||Uk| dX ≤ 2
(∫
Il
ya|∇Uk|
2 dX
)1/2(∫
Il
ya|Uk|
2 dX
)1/2
≤ 2εα/2
(∫
I
l
ya|Uk|
2γ dX
)1/2γ (∫
I
l
ya dX
) γ−1
2γ
.
Since a = (1 − 2s) > −1, the second integral is finite, and therefore, for ε < 1,
A2 ≤ C˜ε
α/2
(∫
I
l
ya|Uk|
2γ dX
)1/2γ
≤ Cεα/2εα/2γ ≤ Cεα/γ ,
where (3.18) was used again. In the same way, we get that A3 ≤ Cε
α/γ . Finally,
A4 ≤ C
(∫
I
l
ya|Uk|
2γ dX
)1/γ (∫
I
l
ya dX
) γ−1
γ
≤ Cεα/γ .
Using this information in (3.23), since α > α/γ we obtain that∣∣∣∣ ∫
R
n+1
+
ya〈∇Uk,∇Vk〉 dX −
∫
R
n+1
+
ya〈∇Vk,∇Vk〉 dX
∣∣∣∣ ≤ Cεα/γ ,
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up to renaming the constant C.
On the other hand by (3.21) and (3.18),∣∣∣∣ ∫
Rn
(
(Uk)
2∗s−1
+ (x, 0)Vk(x, 0)− (Vk)
2∗s
+ (x, 0)
)
dx
∣∣∣∣ ≤ ∫
Rn
|1− χ2
∗
s−1||χ||Uk(x, 0)|
2∗s dx
≤ C
∫
I
l
∩{y=0}
|Uk(x, 0)|
2∗s dx ≤ Cεα.
In the same way, applying the Ho¨lder inequality, one obtains∣∣∣∣ε ∫
Rn
h(x)
(
(Uk)
q
+(x, 0)Vk(x, 0)− (Vk)
q+1
+ (x, 0)
)
dx
∣∣∣∣
≤ ε
∫
Rn
|h(x)| |1 − χq||χ||Uk(x, 0)|
q+1 dx
≤ C ε‖h‖L∞(Rn)
∫
I
l
∩{y=0}
|Uk(x, 0)|
2∗s dx ≤ Cε1+α.
(3.24)
All in all, plugging these observations in (3.22), we obtain that
|〈F ′ε(Uk)−F
′
ε(Vk), Vk〉| ≤ Cε
α/γ . (3.25)
Likewise, one can see that
|〈F ′ε(Uk)−F
′
ε(Wk),Wk〉| ≤ Cε
α/γ . (3.26)
Now we claim that
|〈F ′ε(Vk), Vk〉| ≤ Cε
α/γ + ok(1), (3.27)
where ok(1) denotes (here and in the rest of this paper) a quantity that tends to 0 as k tends to
+∞. For this, we first observe that
[Vk]a ≤ C and [Wk]a ≤ C, (3.28)
for some C > 0. Indeed, recalling (3.21) and using (3.19) and (3.20), we have
[Vk]
2
a =
∫
R
n+1
+
ya|∇Vk|
2 dX
=
∫
R
n+1
+
ya|∇χ|2|Uk|
2 dX +
∫
R
n+1
+
ya χ2|∇Uk|
2 dX + 2
∫
R
n+1
+
ya χUk 〈∇Uk,∇χ〉 dX
≤ 4
∫
Il
ya|Uk|
2 dX + [Uk]
2
a + C
(∫
Il
ya|∇Uk|
2 dX
)1/2 (∫
Il
ya|Uk|
2 dX
)1/2
≤ C
(∫
I
l
ya|Uk|
2γ dX
)1/γ
+ [Uk]
2
a + C [Uk]a
(∫
I
l
ya|Uk|
2γ dX
)1/2γ
,
where the Ho¨lder inequality was used in the last two lines. Hence, from Proposition 2.3 and using
(3.2), we obtain (3.28). The estimate for Wk can be proved analogously.
Now, we notice that
|〈F ′ε(Vk), Vk〉| ≤ |〈F
′
ε(Vk)−F
′
ε(Uk), Vk〉|+ |〈F
′
ε(Uk), Vk〉| ≤ C ε
α/γ + |〈F ′ε(Uk), Vk〉|,
thanks to (3.25). Thus, from (3.28) and assumption (ii) in Theorem 3.1 we get the desired claim
in (3.27).
Analogously (but making use of (3.26)), one can see that
|〈F ′ε(Wk),Wk〉| ≤ Cε
α/γ + ok(1), (3.29)
We give now the proof of Lemma 3.7 for n ≥ 6s. We notice here that the computations that
follow are also true in small dimensions. However, for n < 6s, it is not possible in this way to
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construct a path that lies below the needed critical level (one can check the hypothesis (i) in
Theorem 3). Indeed, for n ∈ (2s, 6s) the additional hypothesis that h ≥ 0 (given in Theorem 1.1)
is required, as we see further on.
So for n ≥ 6s, we divide the proof in three main steps: we first show lower bounds for Fε(Vk)
and Fε(Wk) (see Step 1 and Step 2, respectively), and then in Step 3 we obtain a lower bound
for Fε(Uk), which will give a contradiction with the hypotheses on Fε, and so the conclusion of
Lemma 3.7.
Step 1: Lower bound for Fε(Vk). Recalling that
1
2
−
1
2∗s
=
s
n
we have by Proposition 2.4 that
Fε(Vk)−
1
2
〈F ′ε(Vk), Vk〉 =
(
1
2
−
1
2∗s
)
‖(Vk)+(·, 0)‖
2∗s
L2
∗
s (Rn)
+ ε
(
1
2
−
1
q + 1
)∫
Rn
h(x)(Vk)
q+1
+ (x, 0) dx
≥
s
n
‖(Vk)+(·, 0)‖
2∗s
L2
∗
s (Rn)
− ε
(
1
2
−
1
q + 1
)
‖h‖Lm(Rn)‖(Vk)+(·, 0)‖
q+1
L2
∗
s (Rn)
,
and by Proposition 2.6 and (3.27) we get that
Fε(Vk) ≥ −Cε
α/γ − Cε
2∗s
2∗s−(q+1) + ok(1). (3.30)
Step 2: Lower bound for Fε(Wk). First of all, by the definition of Wk in (3.21) (recall that Wk
is supported in Rn \ Br+l ⊂ R
n \Br¯ε , using also (3.17)), by Proposition 2.4 and 2.2, using (3.15)
and (3.28), we have that∣∣∣∣ε ∫
Rn
h(x)(Wk)
q+1
+ (x, 0) dx
∣∣∣∣ ≤ ε ∫
Rn\Br¯ε
|h(x)|(Wk)
q+1
+ (x, 0) dx
≤ ε ‖h‖Lm(Rn\Br¯ε )‖(Wk)+(·, 0)‖
q+1
L2
∗
s (Rn)
≤ εC ‖h‖Lm(Rn\Br¯ε )[Wk]
q+1
a
≤Cε1+β ,
(3.31)
where 1 + β > α/γ. Thus, from (3.29) we get that∣∣∣∣ ∫
R
n+1
+
ya|∇Wk|
2 dX −
∫
Rn
(Wk)
2∗s
+ (x, 0) dx
∣∣∣∣
≤ |〈F ′ε(Wk),Wk〉|+
∣∣∣∣ε ∫
Rn
h(x)(Wk)
q+1
+ (x, 0) dx
∣∣∣∣
≤ Cεα/γ + ok(1).
(3.32)
Moreover, notice that Wk = Uk in R
n+1
+ \ Br+l+1 (recall (3.19) and (3.21)). Hence, using (3.11)
with ρ := r + l + 1, we get∫
R
n+1
+ \B
+
r+l¯+1
ya|∇Wk|
2 dX +
∫
Rn\{Br+l¯+1∩{y=0}}
(Wk)
2∗s
+ (x, 0) dx
=
∫
R
n+1
+ \B
+
r+l¯+1
ya|∇Uk|
2 dX +
∫
Rn\{Br+l¯+1∩{y=0}}
(Uk)
2∗s
+ (x, 0) dx ≥ η0,
(3.33)
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for k = k(ρ). We observe that k tends to +∞ as ε→ 0, thanks to (3.12) and (3.14).
From (3.33) we obtain that either∫
Rn\{Br+l¯+1∩{y=0}}
(Wk)
2∗s
+ (x, 0) dx ≥
η0
2
or ∫
R
n+1
+ \B
+
r+l¯+1
ya|∇Wk|
2 dX ≥
η0
2
.
In the first case, we get that∫
Rn
(Wk)
2∗s
+ (x, 0) dx ≥
∫
Rn\{Br+l¯+1∩{y=0}}
(Wk)
2∗s
+ (x, 0) dx ≥
η0
2
.
In the second case, taking ε small (and so k large enough), by (3.32) we obtain that∫
Rn
(Wk)
2∗s
+ (x, 0) dx ≥
∫
R
n+1
+
ya|∇Wk|
2 dX − Cεα/γ − ok(1)
≥
∫
R
n+1
+ \B
+
r+l¯+1
ya|∇Wk|
2 dX − Cεα/γ − ok(1)
>
η0
4
.
Hence, in both cases we have that ∫
Rn
(Wk)
2∗s
+ (x, 0) dx >
η0
4
(3.34)
for ε small and k large enough. We now define ψk := αkWk, with
α
2∗s−2
k :=
[Wk]
2
a
‖(Wk)+(·, 0)‖
2∗s
L2
∗
s (Rn)
.
Notice that from (3.29) we have that
[Wk]
2
a ≤ ‖(Wk)+(·, 0)‖
2∗s
L2
∗
s (Rn)
+
∣∣∣∣ε ∫
Rn
h(x)(Wk)
q+1
+ (x, 0) dx
∣∣∣∣+ C εα/γ + ok(1)
≤ ‖(Wk)+(·, 0)‖
2∗s
L2
∗
s (Rn)
+ C εα/γ + ok(1),
where (3.31) was used in the last line. Hence, thanks to (3.34), we get that
α
2∗s−2
k ≤ 1 + Cε
α/γ + ok(1). (3.35)
Also, we notice that for this value of αk, we have the following chain of identities,
[ψk]
2
a = α
2
k[Wk]
2
a = α
2∗s
k ‖(Wk)+(·, 0)‖
2∗s
L2
∗
s (Rn)
= ‖(ψk)+(·, 0)‖
2∗s
L2
∗
s (Rn)
.
Thus, by Proposition 2.2 and (2.4), we obtain
S ≤
[ψk(·, 0)]
2
H˙s(Rn)
‖(ψk)+(·, 0)‖2L2∗s (Rn)
=
[ψk]
2
a
‖(ψk)+(·, 0)‖2L2∗s (Rn)
=
‖(ψk)+(·, 0)‖
2∗s
L2
∗
s (Rn)
‖(ψk)+(·, 0)‖2L2∗s (Rn)
= ‖(ψk)+(·, 0)‖
4s
n−2s
L2
∗
s (Rn)
.
Consequently,
‖(Wk)+(·, 0)‖
2∗s
L2
∗
s (Rn)
=
‖(ψk)+(·, 0)‖
2∗s
L2
∗
s (Rn)
α
2∗s
k
≥ Sn/2s
1
α
2∗s
k
.
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This, together with (3.35), gives that
Sn/2s ≤ (1 + Cεα/γ + ok(1))
2∗s
2∗s−2 ‖(Wk)+(·, 0)‖
2∗s
L2
∗
s (Rn)
≤ ‖(Wk)+(·, 0)‖
2∗s
L2
∗
s (Rn)
+ Cεα/γ + ok(1).
(3.36)
We get that
Fε(Wk)−
1
2
〈F ′ε(Wk),Wk〉 =
s
n
‖(Wk)+(·, 0)‖
2∗s
L2
∗
s (Rn)
+ε
(
1
2
−
1
q + 1
)∫
Rn
h(x)(Wk)
q+1
+ (x, 0) dx
≥
s
n
Sn/2s − Cεβ+1 − Cεα/γ + ok(1),
where we have used (3.31) to estimate the (q + 1)-order term. Finally, using also (3.29) and the
fact that β + 1 > α/γ, we get
Fε(Wk) ≥
s
n
Sn/2s − Cεα/γ + ok(1). (3.37)
Step 3: Lower bound for Fε(Uk). We first observe that by definition we can write
Uk = (1− χ)Uk + χUk = Wk + Vk. (3.38)
Therefore
Fε(Uk) =Fε(Vk) + Fε(Wk) +
∫
R
n+1
+
ya〈∇Vk,∇Wk〉 dX
+
1
2∗s
∫
Rn
(Vk)
2∗s
+ (x, 0) dx+
ε
q + 1
∫
Rn
h(x)(Vk)
q+1
+ (x, 0) dx
+
1
2∗s
∫
Rn
(Wk)
2∗s
+ (x, 0) dx+
ε
q + 1
∫
Rn
h(x)(Wk)
q+1
+ (x, 0) dx
−
1
2∗s
∫
Rn
(Uk)
2∗s
+ (x, 0) dx −
ε
q + 1
∫
Rn
h(x)(Uk)
q+1
+ (x, 0) dx.
(3.39)
On the other hand,∫
R
n+1
+
ya〈∇Vk,∇Wk〉 dX
=
1
2
∫
R
n+1
+
ya〈∇Uk −∇Vk,∇Vk〉 dX +
1
2
∫
R
n+1
+
ya〈∇Uk −∇Wk,∇Wk〉 dX.
Also
〈F ′ε(Uk)−F
′
ε(Vk), Vk〉
=
∫
R
n+1
+
ya〈∇Uk −∇Vk,∇Vk〉 dX
−ε
∫
Rn
h(x)(Uk)
q
+(x, 0)Vk(x, 0) dx −
∫
Rn
(Uk)
2∗s−1
+ (x, 0)Vk(x, 0) dx
+ε
∫
Rn
h(x)(Vk)
q+1
+ (x, 0) dx+
∫
Rn
(Vk)
2∗s
+ (x, 0) dx,
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and
〈F ′ε(Uk)−F
′
ε(Wk),Wk〉
=
∫
R
n+1
+
ya〈∇Uk −∇Wk,∇Wk〉 dX
−ε
∫
Rn
h(x)(Uk)
q
+(x, 0)Wk(x, 0) dx −
∫
Rn
(Uk)
2∗s−1
+ (x, 0)Wk(x, 0) dx
+ε
∫
Rn
h(x)(Wk)
q+1
+ (x, 0) dx+
∫
Rn
(Wk)
2∗s
+ (x, 0) dx.
Hence, plugging the three formulas above into (3.39) we get
Fε(Uk) =Fε(Vk) + Fε(Wk) +
1
2
〈F ′ε(Uk)−F
′
ε(Vk), Vk〉+
1
2
〈F ′ε(Uk)−F
′
ε(Wk),Wk〉
+
1
2∗s
∫
Rn
(Vk)
2∗s
+ (x, 0) dx +
ε
q + 1
∫
Rn
h(x)(Vk)
q+1
+ (x, 0) dx
+
1
2∗s
∫
Rn
(Wk)
2∗s
+ (x, 0) dx +
ε
q + 1
∫
Rn
h(x)(Wk)
q+1
+ (x, 0) dx
−
1
2∗s
∫
Rn
(Uk)
2∗s
+ (x, 0) dx−
ε
q + 1
∫
Rn
h(x)(Uk)
q+1
+ (x, 0) dx
+
ε
2
∫
Rn
h(x)(Uk)
q
+(x, 0)Vk(x, 0) dx+
1
2
∫
Rn
(Uk)
2∗s−1
+ (x, 0)Vk(x, 0) dx
−
ε
2
∫
Rn
h(x)(Vk)
q+1
+ (x, 0) dx−
1
2
∫
Rn
(Vk)
2∗s
+ (x, 0) dx
+
ε
2
∫
Rn
h(x)(Uk)
q
+(x, 0)Wk(x, 0) dx+
1
2
∫
Rn
(Uk)
2∗s−1
+ (x, 0)Wk(x, 0) dx
−
ε
2
∫
Rn
h(x)(Wk)
q+1
+ (x, 0) dx−
1
2
∫
Rn
(Wk)
2∗s
+ (x, 0) dx.
Therefore, using (3.25) and (3.26) we obtain that
Fε(Uk) ≥Fε(Vk) + Fε(Wk)
+
1
2∗s
∫
Rn
(Vk)
2∗s
+ (x, 0) dx+
1
2∗s
∫
Rn
(Wk)
2∗s
+ (x, 0) dx −
1
2∗s
∫
Rn
(Uk)
2∗s
+ (x, 0) dx
+
1
2
∫
Rn
(Uk)
2∗s−1
+ (x, 0)Vk(x, 0) dx +
1
2
∫
Rn
(Uk)
2∗s−1
+ (x, 0)Wk(x, 0) dx
−
1
2
∫
Rn
(Vk)
2∗s
+ (x, 0) dx−
1
2
∫
Rn
(Wk)
2∗s
+ (x, 0) dx
− ε
(
1
2
−
1
q + 1
)∫
Rn
h(x)(Wk)
q+1
+ (x, 0) dx
− ε
(
1
2
−
1
q + 1
)∫
Rn
h(x)(Vk)
q+1
+ (x, 0) dx
−
ε
q + 1
∫
Rn
h(x)(Uk)
q+1
+ (x, 0) dx+
ε
2
∫
Rn
h(x)(Uk)
q
+(x, 0)Vk(x, 0) dx
+
ε
2
∫
Rn
h(x)(Uk)
q
+(x, 0)Wk(x, 0) dx− Cε
α/γ ,
for some positive C. We use identity (3.38) to write
(Uk)
2∗s−1
+ (Vk +Wk) = (Uk)
2∗s
+ and (Uk)
q+1
+ = (Uk)
q
+(Vk +Wk),
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and obtain that
Fε(Uk) ≥Fε(Vk) + Fε(Wk)
+
(
1
2
−
1
2∗s
)[∫
Rn
(Uk)
2∗s
+ (x, 0) dx −
∫
Rn
(Vk)
2∗s
+ (x, 0) dx −
∫
Rn
(Wk)
2∗s
+ (x, 0) dx
]
+ ε
(
1
2
−
1
q + 1
)∫
Rn
h(x)
[
(Uk)
q
+(x, 0)Vk(x, 0)− (Vk)
q+1
+ (x, 0)
]
dx
+ ε
(
1
2
−
1
q + 1
)∫
Rn
h(x)
[
(Uk)
q
+(x, 0)Wk(x, 0)− (Wk)
q+1
+ (x, 0)
]
dx− Cεα/γ .
(3.40)
Using (3.24), reasoning in the same way for the term with Wk and recalling that 1 + α > α/γ we
get that
Fε(Uk) ≥Fε(Vk) + Fε(Wk)
+
s
n
∫
Rn
(
(Uk)
2∗s
+ (x, 0)− (Vk)
2∗s
+ (x, 0)− (Wk)
2∗s
+ (x, 0)
)
dx− Cεα/γ
=Fε(Vk) + Fε(Wk)
+
s
n
∫
Rn
(Uk)
2∗s
+ (x, 0)
(
1− χ2
∗
s (x, 0)− (1 − χ(x, 0))2
∗
s
)
dx − Cεα/γ ,
where (3.21) was used in the last line. Also, since 2∗s > 2 and
1− χ2
∗
s (x, 0)− (1 − χ(x, 0))2
∗
s ≥ 0 for any x ∈ Rn, (3.41)
we get
Fε(Uk) ≥Fε(Vk) + Fε(Wk)− Cε
α/γ .
This, (3.30) and (3.37) imply that
Fε(Uk) ≥
s
n
Sn/2s − c1ε
α/γ − Cε
2∗s
2∗s−(q+1) + ok(1).
Hence, taking the limit as k → +∞ we obtain that
cε = lim
k→+∞
Fε(Uk) ≥
s
n
Sn/2s − c1ε
α/γ − Cε
2∗s
2∗s−(q+1) ,
which is a contradiction with assumption (i) of Theorem 3.1. This concludes the proof of Lemma
3.7 in the case n ≥ 6s.
Consider now n ∈ (2s, 6s). In such a case, one easily sees that
Fε(Vk)−
1
2
〈F ′ε(Vk), Vk〉 =
(
1
2
−
1
2∗s
)
‖(Vk)+(·, 0)‖
2∗s
L2
∗
s (Rn)
+ ε
(
1
2
−
1
q + 1
)∫
Rn
h(x)(Vk)
q+1
+ (x, 0) dx
≥ ε
(
1
2
−
1
q + 1
)∫
Rn
h(x)(Vk)
q+1
+ (x, 0) dx,
and by (3.27) we get that
Fε(Vk) ≥ ε
(
1
2
−
1
q + 1
)∫
Rn
h(x)(Vk)
q+1
+ (x, 0) dx− Cε
α/γ + ok(1). (3.42)
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On the other hand, proceeding analogously to the previous case (check (3.36)), we obtain
Fε(Wk)−
1
2
〈F ′ε(Wk),Wk〉 =
s
n
‖(Wk)+(·, 0)‖
2∗s
L2
∗
s (Rn)
+ε
(
1
2
−
1
q + 1
)∫
Rn
h(x)(Wk)
q+1
+ (x, 0) dx
≥
s
n
Sn/2s + ε
(
1
2
−
1
q + 1
)∫
Rn
h(x)(Wk)
q+1
+ (x, 0) dx
−Cεα/γ + ok(1).
Thus, using also (3.29), we get
Fε(Wk) ≥
s
n
Sn/2s + ε
(
1
2
−
1
q + 1
)∫
Rn
h(x)(Wk)
q+1
+ (x, 0) dx− Cε
α/γ + ok(1). (3.43)
Now, using the positivity of h, from (3.40) and (3.41) we get
Fε(Uk) ≥Fε(Vk) + Fε(Wk)
+
(
1
2
−
1
2∗s
)[∫
Rn
(Uk)
2∗s
+ (x, 0) dx−
∫
Rn
(Vk)
2∗s
+ (x, 0) dx−
∫
Rn
(Wk)
2∗s
+ (x, 0) dx
]
− ε
(
1
2
−
1
q + 1
)∫
Rn
h(x)
[
(Vk)
q+1
+ (x, 0) + (Wk)
q+1
+ (x, 0)
]
dx− Cεα/γ
≥Fε(Vk) + Fε(Wk)
− ε
(
1
2
−
1
q + 1
)∫
Rn
h(x)
[
(Vk)
q+1
+ (x, 0) + (Wk)
q+1
+ (x, 0)
]
dx− Cεα/γ ,
≥
s
n
Sn/2s − Cεα/γ + ok(1),
where we have used (3.42) and (3.43) in the last line. Passing to the limit as k → ∞ we reach a
contradiction with assumption (i) of Theorem 3.1 and thus we finish the proof of Lemma 3.7 in
the case n ∈ (2s, 6s). 
Knowing that the sequence {Uk}k∈N is bounded and tight, one can use the Concentration Com-
pactness principle and prove Theorem 3.1. More precisely, one applies Proposition 3.5 for the
positive sequence {(Uk)+}k∈N, which is also bounded and tight, to obtain that
(Uk)
2∗s
+ (·, 0) −−−−−→
k→+∞
ν = U
2∗s (·, 0) +
∑
νjδxj ,
ya|∇(Uk)+|
2 −−−−−→
k→+∞
µ ≥ ya|∇U |2 +
∑
µjδ(xj ,0),
and then, following the steps in [16, Proof of Proposition 4.2.1] and using Proposition 2.6, one
deduces νj = µj = 0 for every j. Finally, proceeding as in [16, Proposition 4.2.1] (using Proposition
2.5 instead of [16, Lemma 4.1.1]) the strong convergence in H˙sa(R
n+1
+ ) follows, and thus Theorem
3.1 holds.
4. Bound on the minmax value and geometry of the functional
The purpose of this section is to show that the minmax value of the Mountain Pass Lemma lies
below the critical threshold given in Theorem 3.1. To see this, the idea is to find a path where
the maximum value of the functional is smaller than this critical level (and so the infimum of the
maximums along all opportune paths, i.e., the associated minmax value). We obtain such path by
working with the fractional Sobolev minimizers, explicitly computed in formula (2.5).
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One considers, as done in [16, Section 6.5], the ball B given in (1.2) and takes µ0 > 0 and ξ ∈ R
n
to be the radius and the center of B respectively. Namely, one has that
inf
Bµ0 (ξ)
h > 0.
Let φ¯ ∈ C∞0 (Bµ0(ξ), [0, 1]) be a cut-off function such that φ¯(x) = 1 in Bµ02 (ξ). Translating and
rescaling the function z in (2.5) we define
zµ,ξ(x) := µ
2s−n
2 z
(
x− ξ
µ
)
, µ > 0. (4.1)
Let Z¯µ,ξ be the extension of φ¯zµ,ξ, as defined in (2.1). With some manipulations (check Section
6.5 in [16]), one has that
‖zµ,ξ‖
2
L2
∗
s (Rn)
= S
n−2s
4s (4.2)
and that
[Z¯µ,ξ]
2
a = [φ¯zµ,ξ]
2
H˙s(Rn)
≤ S
n
2s + Cµn−2s. (4.3)
Moreover, we have the following result.
Lemma 4.1. There exists C = C(n, s, µ0) > 0 such that
‖Z¯µ,ξ(·, 0)‖
2∗s
L2
∗
s (Rn)
≥ ‖zµ,ξ‖
2∗s
L2
∗
s (Rn)
− Cµn.
Proof. In the next computations, the constant may change value from line to line. Using that
φ¯ = 1 on Bµ0/2(ξ), we have that
‖zµ,ξ‖
2∗s
L2
∗
s (Rn)
− ‖Z¯µ,ξ(·, 0)‖
2∗s
L2
∗
s (Rn)
=
∫
Rn
(1− φ¯2
∗
s )z
2∗s
µ,ξ dx =
∫
Rn\Bµ0
2
(ξ)
(1− φ¯2
∗
s )z
2∗s
µ,ξ dx
≤ µ−n
∫
Rn\Bµ0
2
(ξ)
z2
∗
s
(
x− ξ
µ
)
dx.
Making the change of variable y = (x− ξ)/µ and inserting definition (2.5) we get
‖zµ,ξ‖
2∗s
L2
∗
s (Rn)
− ‖Z¯µ,ξ(·, 0)‖
2∗s
L2
∗
s (Rn)
=
∫
Rn\Bµ0
2µ
z2
∗
s (y) dy ≤ c
2∗s
⋆
∫
Rn\Bµ0
2µ
|y|−2n dy ≤ Cµn,
where C depends on n, s, µ0. This proves the lemma. 
Let t > 0. We consider the path tZ¯µ,ξ and compute the energy along it. Namely, we focus on
obtaining an upper bound for
Fε(tZ¯µ,ξ) =
t2
2
[Z¯µ,ξ]
2
a −
t2
∗
s
2∗s
‖Z¯µ,ξ(·, 0)‖
2∗s
L2
∗
s (Rn)
−
ε
q + 1
∫
Rn
h(x)
(
tZ¯µ,ξ(x, 0)
)q+1
dx
and proving that it stays below the critical threshold given in Theorem 3.1. Of course, if t = 0 the
energy level is zero, and for ε small enough, this is trivially fulfilled. We introduce the following
Lemmata.
Lemma 4.2. Let n > 2s(q+1)q . There exists µ
⋆ < µ0/2 such that for any t > 0 and any µ ∈ (0, µ
⋆)∫
Rn
h(x)
(
tZ¯µ,ξ(x, 0)
)q+1
dx ≥ C tq+1 µ
(2s−n)(q+1)
2 +n,
where C = C(n, s, h, µ0, µ
⋆) is a positive constant.
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Proof. Notice that since q < 2∗s − 1, we have that
(2s−n)(q+1)
2 + n > 0. Given the definition of φ¯
we have that ∫
Rn
h(x)
(
tZ¯µ,ξ(x, 0)
)q+1
dx =
∫
Rn
h(x)tq+1φ¯q+1zq+1µ,ξ (x) dx
=
∫
Bµ0 (ξ)
h(x)tq+1φ¯q+1zq+1µ,ξ (x) dx
≥ tq+1 inf
Bµ0 (ξ)
h
∫
Bµ0
2
(ξ)
zq+1µ,ξ (x) dx,
(4.4)
recalling also that infBµ0 (ξ) h is positive. Thus, using (4.1), changing the variable y = (x − ξ)/µ
and inserting definition (2.5) we obtain that∫
Bµ0
2
(ξ)
zq+1µ,ξ (x) dx = µ
(2s−n)(q+1)
2 +n
∫
Bµ0
2µ
zq+1(y) dy
= Cµ
(2s−n)(q+1)
2 +n
∫
B µ0
2µ
(1 + |y|2)
(2s−n)(q+1)
2 dy,
where C = C(n, s) > 0. Passing to polar coordinates and taking µ small enough, say µ < µ0/2 we
get that ∫
Bµ0
2µ
(1 + |y|2)
(2s−n)(q+1)
2 dy ≥
∫
Bµ0
2µ
|y|(2s−n)(q+1) dy
≥ cn,s
∫ µ0
2µ
1
ρ(2s−n)(q+1)ρn−1 dρ
= cn,s
(
µ0
2µ
)(2s−n)(q+1)+n
− 1
(2s− n)(q + 1) + n
.
We have that (2s− n)(q + 1) + n < 0 and renaming the constants we obtain that∫
Bµ0
2µ
(1 + |y|2)
(2s−n)(q+1)
2 dy ≥ cn,s
(
µ
(n−2s)(q+1)−n
0 − (2µ)
(n−2s)(q+1)−n
)
≥ Cn,s,µ0,µ⋆ ,
for any µ ∈ (0, µ⋆) , µ⋆ < µ0/2, where Cn,s,µ0,µ⋆ designates a positive constant. Hence∫
Bµ0
2
(ξ)
zq+1µ,ξ (x) dx ≥ Cn,s,µ0,µ⋆µ
(2s−n)(q+1)
2 +n,
and from (4.4) it follows∫
Rn
h(x)
(
tZ¯µ,ξ(x, 0)
)q+1
dx ≥ Ctq+1µ
(2s−n)(q+1)
2 +n,
where C is a positive constant that depends on n, s, h, µ0 and µ
⋆. 
Let µ⋆ be fixed as in Lemma 4.2. We want to prove now that the energy level along the path
induced by tZ¯µ,ξ, t > 0, stays below the critical threshold given in Theorem 3.1 for µ < µ
∗. With
this purpose, we state the next result.
Lemma 4.3. There exists µ1 ∈ (0, µ0) such that
lim
t→+∞
sup
µ∈(0,µ1)
Fε(tZ¯µ,ξ) = −∞. (4.5)
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Furthermore, if n > 2s(q+3)q+1 , for any µ ∈ (0,min{µ
⋆, µ1})
sup
t≥0
Fε(tZ¯µ,ξ) <
s
n
S
n
2s + C1µ
n−2s + o(µn−2s)− C3εµ
(2s−n)(q+1)
2 +n, (4.6)
where µ∗ was given in Lemma 4.2.
Proof. Thanks to (4.3), (4.2) and Lemma 4.1 we have that
t2
2
[Z¯µ,ξ]
2
a −
t2
∗
s
2∗s
‖Z¯µ,ξ(·, 0)‖
2∗s
L2
∗
s (Rn)
≤
t2
2
(
S
n
2s + C1µ
n−2s
)
−
t2
∗
s
2∗s
(
‖zµ,ξ‖
2∗s
L2
∗
s (Rn)
− C2µ
n
)
≤
t2
2
(
S
n
2s + C1µ
n−2s
)
−
t2
∗
s
2∗s
(
S
n
2s − C2µ
n
)
.
(4.7)
From (4.4) it follows that for any µ ∈ (0, µ∗)∫
Rn
h(x)
(
tZ¯µ,ξ(x, 0)
)q+1
dx ≥ 0,
and therefore
Fε(tZ¯µ,ξ) =
t2
2
[Z¯µ,ξ]
2
a −
t2
∗
s
2∗s
‖Z¯µ,ξ(·, 0)‖
2∗s
L2
∗
s (Rn)
−
ε
q + 1
∫
Rn
h(x)
(
tZ¯µ,ξ(x, 0)
)q+1
dx
≤
t2
2
(
S
n
2s + C1µ
n−2s
)
−
t2
∗
s
2∗s
(
S
n
2s − C2µ
n
)
.
Now, there exists µ1 ∈ (0, µ0) small enough such that S
n/2s−C2µ
n is positive and hence, sending
t to +∞ and recalling that 2∗s > 2, we obtain
lim
t→+∞
Fε(tZ¯µ,ξ) = −∞
for any µ ∈ (0, µ1). This proves (4.5).
To obtain (4.6), we use (4.7) and taking any µ ∈ (0,min{µ⋆, µ1}), by Lemma 4.2 we have that
Fε(tZ¯µ,ξ) ≤
t2
2
(
S
n
2s + C1µ
n−2s
)
−
t2
∗
s
2∗s
(
S
n
2s − C2µ
n
)
− C3ε
tq+1
q + 1
µ
(2s−n)(q+1)
2 +n.
By renaming the constants, we obtain
Fε(tZ¯µ,ξ) ≤ S
n
2s g(t), (4.8)
where
g(t) :=
t2
2
(
1 + C1µ
n−2s
)
−
t2
∗
s
2∗s
(1− C2µ
n)− C3ε
tq+1
q + 1
µ
(2s−n)(q+1)
2 +n.
We compute the first derivative of g and have that
g′(t) = t
[
(1 + C1µ
n−2s)− t2
∗
s−2(1 − C2µ
n)− C3εt
q−1µ
(2s−n)(q+1)
2 +n
]
. (4.9)
Let
f(t) := (1 + C1µ
n−2s)− t2
∗
s−2(1− C2µ
n) and h(t) := C3εt
q−1µ
(2s−n)(q+1)
2 +n.
Looking for a critical point of g is equivalent to looking for a solution of f(t) = h(t). We notice
that f(t) = 0 has the solution
α =
(
1 + C1µ
n−2s
1− C2µn
)n−2s
4s
,
which is positive for µ ∈ (0, µ1). Moreover, f is strictly decreasing on (0,+∞) for any µ ∈ (0, µ1),
h is strictly increasing on (0,+∞) (recalling that q≥1) and
f(0) > 0, f(α) = 0, and h(0) = 0, h(α) > 0.
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From this it follows that there exists (and is unique) tµ ∈ (0, α) such that f(tµ) = h(tµ) (hence
g′(tµ) = 0). Notice also that g
′(t) > 0 on (0, tµ) and g
′(t) < 0 on (tµ,+∞). This implies that g(tµ)
is a maximum. Now, denoting by
F (t) :=
t2
2
(
1 + C1µ
n−2s
)
−
t2
∗
s
2∗s
(1− C2µ
n)
we have that F ′(t) = tf(t) > 0 on (0, α), hence F (tµ) ≤ F (α). On the other hand, tµ > 0 and
there exists δ > 0 independent on ε and µ such that tµ ≥ δ. Indeed, since g
′(tµ) = 0, one has from
(4.9) that
1 < 1 + C1µ
n−2s = t
2∗s−2
µ (1− C2µ
n) + C3εt
q−1
µ µ
(2s−n)(q+1)
2 +n < t
2∗s−2
µ + C3t
q−1
µ
for any µ ∈ (0, µ1) and ε ∈ (0, 1) and this implies the claim. And so by renaming C3 (that will
depend on δ also) and computing F (α) we have that
g(t) ≤ g(tµ) = F (tµ)− C3ε
tq+1µ
q + 1
µ
(2s−n)(q+1)
2 +n ≤ F (α)− C3εµ
(2s−n)(q+1)
2 +n
≤
(
1
2
−
1
2∗s
)
(1 + C1µ
n−2s)
n
2s (1− C2µ
n)
2s−n
2s − C3εµ
(2s−n)(q+1)
2 +n
=
s
n
+ C1µ
n−2s + o(µn−2s)− C3εµ
(2s−n)(q+1)
2 +n.
Renaming the constants, from (4.8) we have that for any µ ∈ (0,min{µ∗, µ1})
Fε(tZ¯µ,ξ) ≤
s
n
S
n
2s + C1µ
n−2s + o(µn−2s)− C3εµ
(2s−n)(q+1)
2 +n.
This concludes the proof of Lemma 4.3. 
5. Proof of Theorem 1.1
Let us take µ = εβ with β satisfying
2
n(q + 1)− 2s(q + 3)
< β <
δ
(2s−n)(q+1)
2 + n
, (5.1)
and δ > 0 large enough to have both conditions satisfied (notice that both denominators are
positive by hypothesis). This gives in particular that
β(n− 2s) > 1 + β
[
(2s− n)(q + 1)
2
+ n
]
.
Consider now the case n ∈ (2s, 6s). For ε small enough, from Lemma 4.3 and renaming the
constants, we obtain
cε + Cε
1+δ ≤
s
n
Sn/2s + Cεβ(n−2s) + o(εβ(n−2s))− Cε1+β(
(2s−n)(q+1)
2 +n)
≤
s
n
Sn/2s − Cε1+β(
(2s−n)(q+1)
2 +n) <
s
n
Sn/2s,
that is assumption (i) of Theorem 3.1 for n ∈ (2s, 6s).
On the other hand, if n ≥ 6s we have that
q ≥ 1 >
n
n− s
n
n− 2s
− 1,
which assures that
2
n(q + 1)− 2s(q + 3)
<
2∗s
(n− 2s)[2∗s − (q + 1)]
.
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So we pick now β with the additional condition
2
n(q + 1)− 2s(q + 3)
< β <
2∗s
(n− 2s)[2∗s − (q + 1)]
(still taking δ > 0 such that (5.1) is satisfied). In particular we have that
1 + β
[
(2s− n)(q + 1)
2
+ n
]
<
2∗s
2∗s − (q + 1)
.
Therefore for ε small enough, we get from Lemma 4.3 that
cε + c1ε
1+δ + cε
2∗s
2∗s−(q+1) <
s
n
+ Cεβ(n−2s) − Cε1+β(
(2s−n)(q+1)
2 +n)
<
s
n
Sn/2s − Cε1+β(
(2s−n)(q+1)
2 +n) <
s
n
Sn/2s,
that is assumption (i) of Theorem 3.1 for n > 6s.
Hence, Theorem 3.1 yields that the operator Fε satisfies the Palais-Smale condition. Moreover,
Lemma 4.3 assures that it has geometry of Mountain Pass and therefore we conclude the existence
of a critical point of Fε. According to the considerations made at the end of Section 1, this implies
the existence of a positive solution of (1.1) and concludes the proof of Theorem 1.1.
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