Abstract. Let G be an ordered group that is a direct sum of a rank-one torsion-free abelian group and a finite-rank torsionfree abelian group, with order structure arising from the natural order on the first summand. A necessary condition and a sufficient condition are given for G to have an ordered-group inductive limit representation using injective maps.
Introduction
Definition 1.1. A countable ordered Abelian group is called a dimension group if it is isomorphic to the inductive limit of a sequence of simplicial groups (direct sums of copies of Z) in the category of ordered Abelian groups.
Let us always assume that ordered groups G are directed (if g 1 , g 2 ∈ G, then there exists h ∈ G with g 1 , g 2 ≤ h) and unperforated (if ng ≥ 0 for some n ∈ N, then g ≥ 0). These properties automatically hold for dimension groups, and are frequent assumptions in the literature. An excellent reference on ordered abelian groups is [7] . Definition 1.2. A dimension group is called ultrasimplicial if it is isomorphic to such an inductive limit in which the maps are injective.
It is easy to construct examples of ultrasimplicial groups. Example 1.3. Let A be an n × n matrix of non-negative integers. Then A represents a morphism from Z n to Z n in the category of ordered abelian groups, and the inductive limit of the diagram
is a dimension group. If A has full rank, then it is ultrasimplicial. The dyadic rationals Z 1 2 arise in this way if we choose A : Z → Z to be multiplication by 2. ⊕Z with order arising from the positive cone G + := {(a, b) ∈ G | a > 0} ∪ {0}.
The matrix A in Example 1.4 has rank two, so it obviously does not give rise to an injective map. Nevertheless, more work is required to show that (G, G + ) is not ultrasimplicial, because it might have some other inductive limit representation in which the maps are injective. To see that this does not happen, it is necessary to use the following intrinsic characterization of ultrasimplicial groups.
Proposition 1.5. [8, Proposition 1]. A countable ordered Abelian group G is ultrasimplicial if and only if, for all finite F ⊆ G
+ , there exists a finite independent set S ⊆ G + such that, for all f ∈ F , f can be written in the form f = n i s i where n i ∈ Z ≥0 and s i ∈ S.
We can see that the group G of Example 1.4 is not ultrasimplicial by applying Proposition 1.5 to the elements (1, 0), (1, 1) , and (1, −1).
The goal here is to study the ultrasimplicial question for other finiterank dimension groups like this one. (Dimension groups are torsionfree, so let us use the word rank in this context to refer to the torsionfree rank of an abelian group.) Let us describe how this work fits in the literature on dimension groups.
Background
In [6] , Elliott introduced the notion of an ultrasimplicial group and showed that all totally ordered abelian groups are ultrasimplicial, and then offered Example 1.4 to show that not all dimension groups are ultrasimplicial. Effros and Shen recognized that Elliott's proof that totally ordered groups are ultrasimplicial relied essentially on a continued fraction algorithm, and in [5] they showed how to use the ordinary continued fraction algorithm to construct an explicit inductive limit realizing the ultrasimplicial property for a simple dimension group with two generators and a unique state. (A state is a normalized positive homomorphism of an ordered group into the real numbers.) In [4] they used a multi-dimensional continued fraction algorithm to extend this construction from two generators to finitely many generators under the assumption of total order.
Then in [11] Riedel showed, using another continued fraction algorithm, that any simple finitely-generated dimension group with a unique state, the image of which has rank bigger than one, is ultrasimplicial. The hypothesis of finite generation in Riedel's theorem can easily be relaxed to finite rank without significantly altering the proof; therefore any simple finite-rank dimension group with unique state, the image of which has rank bigger than one, is ultrasimplicial.
There is an obvious unanswered question here: what if the image of the unique state has rank equal to one? Both the dyadic rationals (Example 1.3) and Elliott's example (Example 1.4) fall into this class, and the former is ultrasimplicial while the latter is not.
This work provides a partial answer to that question. Specifically, let us consider simple finite-rank dimension groups that have unique state, the image of which has rank one, and that satisfy the additional condition that the exact sequence associated to the state splits. This work provides a sufficient condition (Proposition 4.2) and a necessary condition (Proposition 4.6) for such groups to be ultrasimplicial. These conditions involve the divisibility properties of the image and kernel of the unique state.
The present work takes Riedel's result in [11] as a starting point, but there have been other developments since then.
After proving his result for the case in which there is a unique state with image rank greater than one, Riedel showed in [12] that this cannot be extended to simple dimension groups with more than one state; specifically, for any n > 1 there is a simple dimension group with n + 1 generators and n extreme states that is not ultrasimplicial. There is no overlap between the counterexamples constructed in [12] and the groups discussed in the present work, because in the present work there is only one state.
In [10] , Marra showed that every lattice-ordered abelian group is ultrasimplicial. The groups discussed here are lattice-ordered only if the kernel of the unique state is trivial, so there is only trivial overlap between this work and Marra's result.
In [13] , Tikuisis showed that a finite-dimensional ordered vector space over a subfield of the real numbers is ultrasimplicial. There is some overlap between Tikuisis's results and the results here; this overlap consists of the simple finite-dimensional ordered rational vector spaces with unique state. But this is only a small subset of the vector spaces discussed by Tikuisis, who does not require simplicity or a unique state. It is likewise only a small subset of the groups discussed in this work, which deals with groups that do not necessarily have a vector space structure.
In [9] , Handelman discussed a broad class of dimension groups, including the ones treated here. He called a dimension group co-rank one ultrasimplicial if it can be represented as an ordered-group inductive limit
A n , with m > n, has rank at most one. He then showed that every simple dimension group with unique state is co-rank one ultrasimplicial by constructing an inductive limit representation using square matrices of the appropriate size with equal column sums.
The results presented here are different from Handelman's in that they address the question of ultrasimpliciality, not co-rank one ultrasimpliciality, albeit for a smaller class of dimension groups. Some of the techniques used here-specifically in the proof of Proposition 4.2-are inspired by techniques appearing in [9] .
Notation and definitions
Let G be a simple finite-rank torsion-free ordered abelian group with unique state τ : G → R. When the state τ is unique, to say that G is simple means that g ∈ G + if and only if g = 0 or τ (g) is a strictly positive real number. Let K denote the kernel of τ and let H ⊂ R denote its image. G has finite rank, so K and H do as well.
Suppose that H has rank one, and that the exact sequence 0 / / K / / G τ / / H / / 0 splits. This is the setting of interest in this work. Let us give a more precise description of such groups G, and at the same time let us fix notation to be used in what follows. Notation 3.1. Let K be a finite-rank torsion-free abelian group, and let H be a rank-one torsion-free abelian group. H is isomorphic to a subgroup of Q; let H + = H ∩Q + . (Different choices of embeddings into Q yield two such orderings; pick one of them.) Let G denote the ordered group that is equal to H ⊕ K as a group, and that has order arising from the positive cone
Every group G of this form is a simple finite-rank torsion-free abelian group with unique state τ , the image of which has rank one. Moreover, every group satisfying all of those conditions, plus the additional condition that the exact sequence associated to τ split, is isomorphic to some group G of this form. Therefore let us henceforth consider only groups G of this form.
The main question considered here is: which of these groups G are ultrasimplicial? If the group K is trivial, then G is totally ordered, in which case it is ultrasimplicial by the result of Elliott [6] . Therefore let us only consider ordered groups G for which K is non-trivial. The results presented here are expressed in terms of certain invariants of torsion-free abelian groups, called type invariants. See [1] for an exposition of the subject. Definition 3.2. Let A be a torsion-free abelian group, let a ∈ A, and let p ∈ Z be a prime number. The p-height of a in A, denoted h A p (a), is defined to be n if there is an n ≥ 0 such that a ∈ p n A\p n+1 A, and ∞ if no such n exists.
The height of a in A is defined to be the sequence (h A p (a)) p∈Π indexed by the set Π of all primes in Z.
The set of all height sequences is an ordered set under the relation α ≤ β if α p ≤ β p for each p ∈ Π. Any two elements have a supremum and infimum: α ∨ β = (max{α p , β p }) p∈Π and α ∧ β = (min{α p , β p }) p∈Π , so in fact this is a lattice-ordered set. 
It is easy to check that this is an equivalence relation.
The type of a in A, denoted type A (a), is the equivalence class of (h A p (a)) p∈Π under this relation. The set of all types is also a lattice-ordered set under the relation induced by the order on the set of all height sequences.
Note that, in a rank-one group A, the heights of any two non-zero elements are equivalent, and so all non-zero elements of A will have the same type. Denote this common type by type(A).
If A has rank greater than one, then the set of types of elements of A need not be a singleton. In such cases, more refined definitions of type have been introduced. These definitions make reference to the notion of a pure subgroup.
Given a subset S of A, the pure subgroup generated by S, denoted by S * , is the subgroup defined as follows.
Definition 3.5. Let A be a finite-rank torsion-free abelian group, and let x 1 , . . . , x n be a maximal independent subset of A. Then the inner type of A, denoted inner type(A), is the infimum
It is not hard to check that the inner type of A does not depend on the particular choice of maximal independent subset
The inner type of K plays a role in Proposition 4.2, which gives a sufficient condition for G to be ultrasimplicial. A quantity called the outer type of K plays a similar role in Proposition 4.6, which gives a necessary condition for G to be ultrasimplicial. Definition 3.6. Let A be a finite-rank torsion-free abelian group, and let x 1 , . . . , x n be a maximal independent subset of A. Let Y i = x 1 , . . . , x i−1 , x i+1 , . . . , x n * . Then A/Y i is torsion-free of rank-one. The outer type of A, denoted outer type A, is the supremum n i=1 type A/Y i . It is not hard to check that the outer type of A does not depend on the particular choice of maximal independent subset {x 1 , . . . , x n } [1, Proposition 1.8].
Results
The main results rely on the following lemma, which is easy to prove using induction and the Euclidean algorithm.
Lemma 4.1. If A is a finite-rank torsion-free abelian group and a 1 , . . . , a l ∈ A, then there exist independent a 1 , . . . , a n ∈ A such that a 1 , . . . , a l = a 1 , . . . , a n .
The first result gives a sufficient condition for G to be ultrasimplicial.
Proof. Use Proposition 1.5. Pick (h 1 , k 1 ), . . . , (h l , k l ) ∈ G + , and let us find independent positive elements that generate these as non-negative integer combinations. By the definition of G + , we must have h 1 , . . . , h l ∈ H + . By Lemma 4.1 there is an element h ∈ H with h 1 , . . . , h l = h . Since H is directed and has rank one, we must have h ∈ H + or −h ∈ H + , so, by taking −h if necessary, we may suppose h ∈ H + . Likewise there are n elements
If inner type K ∧ type H = type Z, then there is an infinite sequence of possibly repeated primes p 1 , p 2 , . . . such that, for all N ∈ N, the elements h, k 1 , . . . , k n are all divisible by
Because G is torsion free, non-zero elements that are divisible by P N are uniquely divisible by P N ; that is, if P N g 1 = g 0 and P N g 2 = g 0 , then g 1 = g 2 . Therefore we may speak without ambiguitiy of the elements
We can use these elements, with N sufficiently large, to produce positive independent elements satisfying the requirements of Proposition 1.5.
Let M 1 , . . . , M n , M 1 , . . . , M n be positive integers, to be determined later. Define elements m 0 , m 1 , . . . , m n ∈ K by m i :
Then the following statements, both proved in lemmas below, are sufficient to prove the claim.
(1) Suppose that, for all i, j ≤ n,
. . , M n are sufficiently large, then we can express (h , k ) as a non-negative rational combination of (h, m 0 ), . . . , (h, m n ); that is,
for some non-negative integers q, q 0 , . . . , q n . The proof of this statement appears in Lemma 4.3.
(2) Let L ∈ N be arbitrary. Then if N is sufficiently large, we can choose
The proof of this statement appears in Lemma 4.4. The result follows from this because, by statement 1, we can find some positive integer q such that all elements q(h 1 , k 1 ), . . . , q(h l , k l ) can be expressed as non-negative integer combinations of (h, m 0 ), . . . , (h, m n ). At the same time, by statement 2, we can arrange it so that P N is the index of (h, m 0 ), . . . , (h, m n ) in (h, 0), (0, k 1 ), . . . , (0, k n ) . Then q divides P N , so (h 1 , k 1 ), . . . , (h l , k l ) are non-negative integer combinations of
) denote its determinant. Then by expanding along the first row, we obtain
Let us now prove the two lemmas that were used in the proof of Proposition 4.2. 
) by M and its determinant by D. Then we have
where adj(M ) denotes the adjugate of M -that is, the transpose of its matrix of cofactors.
), where the indices start at 0. The cofactors of the first column are
and the cofactors of the first row are
The cofactors along the diagonal are determinants of the same type as D; that is,
The remaining cofactors are
2 b. Then using Equations 4.2 and 4.3, we see that
Using Equations 4.4 and 4.6, we see that
When 1 ≤ j = i the calculation, using Equation 4.5, is more involved.
Thus, in all cases, M (0, i) > nb|M (j, i)| for j ≥ 1, so
Lemma 4.4. Let p 1 , p 2 , . . . be an infinite sequence of possibly repeated primes, and let
Let L ∈ N be arbitrary. Then there exists N ∈ N such that it is possible to express P N in the form
where M i , M i ∈ N are all greater than L, and
Proof. We may suppose that L > 3.
If N is very large, then P N has many large factors. In particular we can choose N large enough that P N can be written as a product of n + 1 positive factors f 0 · f 1 · · · · · f n , each of which is larger than L, and the first of which, f 0 , is larger than
Let f i = 1≤j≤n,j =i f j , and let f = n i=1 f i . Then f 0 > f , and we can write
where
with i = 0 or 1. (Here · denotes the floor function, or greatest integer function.) Perhaps one i will be −1, to account for the fact that
Taking M i = f i and M i = f i , this is the required form for P N ; now we need only check that 1 2
But this is not difficult. This condition is automatically satisfied if n = 1, and if n > 1 then
Proposition 4.6, below, says that, if outer type K ∧ type H = type Z, then G is not ultrasimplicial. The hypothesis that outer type K ∧ type H = type Z has one particular implication that is used in the proof of Proposition 4.6; this implication is proved here in Lemma 4.5.
Lemma 4.5. If outer type K ∧ type H = type Z, then for any maximal independent subset {k 1 , . . . , k n } of K we can find non-zero h ∈ H such that, if
is an integer combination of k 1 , . . . , k n with g ∈ DK for some D that does not divide gcd(c 1 , . . . , c n ), then h / ∈ DH.
Proof. It is enough to prove the claim for D = p, a prime.
If outer type K ∧ type H = type Z then, for each 1 ≤ i ≤ n, the elements h ∈ H and k i + Y i ∈ K/Y i have a greatest common divisor, that is, an integer d i that is maximal with the property that h ∈ d i H and
By replacing h if necessary, we may suppose that the common divisor is
Pick an integer combination g 0 := c 1 k 1 +· · ·+c n k n with p gcd(c 1 , . . . , c n ), and suppose that g 0 = pg 1 ∈ pK. This means that c i k i + Y i = g 0 + Y i ∈ pK/Y i , and, since p gcd(c 1 , . . . , c n ), there is some 1 ≤ j ≤ n such that p c j . But then, applying Lemma 4.1 to the elements g 1 + Y j and k j + Y j in the rank-one group K/Y j , we obtain g 2 ∈ K with
and therefore, since K/Y j is torsion-free, c j m 2 = pm 1 . Since p c j ,
Using this property we can establish a necessary condition for G to be ultrasimplicial. Proof. Choose a maximal independet set {k 1 , . . . , k n } in K, and h ∈ H satisfying the conclusion of Lemma 4.5. By taking −h if necessary, we may suppose that h ∈ H + . Suppose that G is ultrasimplicial. We will arrive at a contradiction by showing that h does not satisfy the conclusion of Lemma 4.5.
Consider the 2n + 1 positive elements
Since G is ultrasimplicial we can find a set B of n + 1 independent positive elements B = {(h 0 , k 0 ), . . . , (h n , k n )} in G such that the elements 4.7 can be expressed as non-negative integer combinations of elements of B.
It will be convenient to write these non-negative integer combinations as a system of equations, that is, as a matrix equation. For this it will be necessary to introduce some basis elements. Use Lemma 4.1 to find h ∈ H with h 0 , . . . , h n = h and k 1 , . . . , k n ∈ K with k 0 , . . . , k n = k 1 , . . . , k n . As usual, we may suppose that h ∈ H + . Say that
where b ij , b ij ∈ Z and a i , a ∈ Z ≥0 . Then to say that the elements 4.7 can be expressed as non-negative integer combinations of elements of B means that there exist non-negative integer coefficients c ij with 0 ≤ i ≤ 2n and 0 ≤ j ≤ n such that the following matrix equation is satisfied.
We will exploit the fact that the matrix A in Equation 4.10 has the property that | det(A)| > 1; a proof of this appears in Lemma 4.7, below.
The rest of the proof works by showing that D can be used to produce a contradiction with the conclusion of Lemma 4.5. Specifically, the following two statements are true.
(1) h ∈ DH.
(2) There is an integer combination g := q 1 k 1 +· · · q n k n and a prime p dividing D such that p gcd(q 1 , . . . , q n ) and g ∈ pK. To prove these statements, let us rearrange Equation 4.8 to obtain (4.12) where adj(A) denotes the adjugate of A-that is, the transpose of its matrix of cofactors.
Let us first prove statement 1. Let A(i, j) denote the (i, j)th cofactor of A, and hence, the (j, i)th entry of adj(A). Let B denote the (n+1)×n matrix obtained by removing the first column of A. For 0 ≤ j ≤ n the determinant of the matrix obtained by removing the jth row of B is equal to A(j, 0). Then equating entries in the first row of Equation 4.12 implies that c 0j = 1 D a A(j, 0). Since each c 0j is an integer, this means that D | a A(j, 0) for all j.
Choose a prime p dividing D. If p | A(j, 0) for all j, then by the Cauchy-Binet formula [2, Section 4.6] the rows of B span a sublattice of Z n of index divisible by p. This means that the group elements k 0 , . . . , k n generate a subgroup of k 1 , . . . , k n of index divisible by p, which contradicts the choice of k 1 , . . . , k n . Therefore p does not divide all A(j, 0), so it divides a . Indeed, p r divides a , where p r is the maximal power of p dividing D. Therefore D | a and statement 1 is true.
To prove statement 2, let B j denote the jth column of B for 1 ≤ j ≤ n. Then Equation 4.12 implies in particular that, for each 1 ≤ i ≤ n, D divides each entry of the integer combination
Let us show that it is not possible for D to divide each A(i, j) with j ≥ 1. Indeed, if D does divide each A(i, j) with j ≥ 1, then D divides every entry of every row of adj(A) except the first row. Then we can rewrite the scalar 1/D in Equation 4.12 as a product of two diagonal matrices as follows.
By statement 1, the product of the first two matrices on the right hand side of this equation is an integer matrix. The product of the second two matrices is an integer matrix, and since det(adj(A)) = D n , it is in fact unimodular.
Let A 0 denote the inverse of the product of these last two matrices. The entries of A 0 have the same signs as the corresponding entries of A, so they are positive in the first column. Therefore we can rearrange Equation 4.12 again to obtain
But this yields a contradiction with Lemma 4.7. Specifically, we have expressed (
as non-negative integer combinations of a maximal independent set in G + , the elements of which are in turn expressed via the rows of A 0 as integer combinations of (h, 0), (0, k 1 ), . . . , (0, k n ). Lemma 4.7 says that A 0 has determinant greater than 1 in modulus, but we have already established that it is unimodular. This is a contradiction; therefore D does not divide all A(i, j) with j ≥ 1. Then there is some index i and some prime p dividing D such that p divides every entry of n j=1 A(i, j)B j , but p gcd (A(i, 1) , . . . , A(i, n)). This is almost what we want, but it is expressed in terms of columns of B rather than rows. Lemma 4.8, proved below, takes care of this.
Let B j denote the jth row of B . Then by Lemma 4.8, there is some combination n j=1 q j B j that has every entry divisible by p, but p gcd(q 1 , . . . , q n ). This means that n j=1 q j k j ∈ pK, and so statement 2 is true and the result follows.
The following two lemmas are used in the proof of Proposition 4.6.
Lemma 4.7. Pick a maximal independent set k 1 , . . . , k n ∈ K and h ∈ H + , and suppose that (h , 0), (h , k 1 ), . . . , (h , k n ), (h , −k 1 ), . . . , (h , −k n ) can be written as non-negative integer combinations of some independent elements (h 0 , k 0 ), . . . , (h n , k n ) ∈ G + . Let h ∈ H + be such that h 0 , . . . , h n = h , and let k 1 , . . . , k n ∈ K be such that k 0 , . . . , k n = k 1 , . . . , k n .
Then the matrix A from Equation 4.10 has determinant greater than 1 in modulus.
Proof. The proof refers to the matrices in Equations 4.8, 4.9, 4.10, and 4.11.
Note that n j=0 c 0j a j = a ∈ N, and because each a j ≥ 1 we can conclude that a > N := These are both relations between the n + 1 vectors B j , 0 ≤ j ≤ n. But these n + 1 vectors must span the row space of B , which we have chosen to be n-dimensional; therefore there is a unique relation between them up to scalar multiplication. Thus if c 0j = 0 then c ij + c n+i,j = 0, which implies that c ij and c n+i,j are both 0 since they are both nonnegative. This means that if any c 0j = 0, then the entire jth column of C is 0, which implies that C has rank less than n + 1. Since the right hand side of Equation 4.8 was chosen to have rank n + 1, this is not possible. Therefore for all j, c 0j = 0, and so | det(A)| > 1.
Lemma 4.8. Let M be an n × n integer matrix and let p be a prime. Let M j denote the jth row of M and let M j denote its jth column. Then the following are equivalent.
(1) There is an integer combination n j=1 r j M j such that every entry is divisible by p but p gcd(r 1 , . . . , r n ).
There is an integer combination n j=1 s j M j such that every entry is divisible by p but p gcd(s 1 , . . . , s n ).
Proof. Let R denote the row vector with entries r j and A denote the integer combination in (1) . Then the fact that (1) implies (2) is easily verified by rewriting the matrix equation RM = A using the adjugate formula: R = 1/(det(M ))A adj(M ) and observing that adj(M ) is an integer matrix.
The fact that (2) implies (1) can be seen by noting that the rows of M generate (as a group) a proper sublattice of Z n . If A is a row vector in Z n \ M 1 , . . . , M n , then det(M )A is in M 1 , . . . , M n , so det(M )A = RM for some integer row vector R. If the entries of R were all divisible by det(M ), then A would lie in M 1 , . . . , M n .
The equivalence of (2) and (3) follows by applying the same reasoning to the matrix M t .
In certain special cases the conditions in Propositions 4.2 and 4.6 can be expressed more simply.
Corollary 4.9. If K is a direct sum of rank-one groups, then G is ultrasimplicial if and only if inner type G = inner type Z.
Proof. If K is a direct sum of rank-one groups, then inner type K = outer type K, so Propositions 4.2 and 4.6 combine to say that G is ultrasimplicial if and only if inner type K ∧ type H = type Z. And inner type K ∧ type H = inner type G. If H is cyclic, then outer type K ∧ type H = type Z for any choice of K, so G is not ultrasimplicial. But in this case we can say even more: G is not a dimension group. Elliott observed in [6] that every dimension group A satisfies the Riesz interpolation property: if x 1 , x 2 , y 1 , y 2 ∈ A satisfy x i ≤ y j for all i, j, then there is an element z, called an interpolant, such that x i ≤ z ≤ y j . In [3] , Effros, Handelman, and Shen proved a converse to this. Specifically, every countable ordered group with Riesz interpolation is a dimension group. It is not difficult to check that, if H is cyclic and K is non-trivial, then G does not satisfy the Riesz property, and hence is not a dimension group.
The next example is a group that is does not satisfy the sufficient condition of Proposition 4.2 nor the necessary condition of Proposition 4.6.
Example 4.11. [1, Example 2.8]. Consider the group V = Q n . Let T := {(r 1 , . . . , r n ) ∈ V | r i ∈ Z and gcd(r 1 , . . . , r n ) = 1}. Enumerate the elements of T : T = {t 1 , t 2 , . . .} and write the set Π of primes as an infinite disjoint union of infinite sets Π = S i . Then let K be the subgroup of V generated by all elements of the form 1 p i t i , where p i ∈ S i and let H be a rank-one group with a type that is non-zero at infinitely many primes p.
Then inner type K = type Z and outer type K = [(m p ) p∈Π ], where m p = 1 for all p, so neither Proposition 4.2 nor Proposition 4.6 applies, and it is not clear if the group G is ultrasimplicial or not.
This final example demonstrates that we cannot remove from Proposition 4.6 the condition that the exact sequence associated to the unique state split. A has right eigenvectors (1, 1) t and (1, −1) t with eigenvalues 3 and 1 respectively. But these eigenvectors generate only a sublattice of Z 2 with index 2. Thus the limit is isomorphic to the subgroup G of Q 2 that is generated by the elements {(1/3 n , 0) | n ∈ Z}∪{(0, 1)}∪{(1/2, 1/2)} and that has positive cone G + = {(a, b) ∈ G | a > 0} ∪ {0}. This dimension group G is clearly ultrasimplicial as A is non-singular.
The group in Example 1.4 is a finite-index order subgroup of G, and, indeed, the two are isomorphic as groups. The difference here is that the exact sequence associated to the unique state fails to split. This shows that it is not just the group structure that determines ultrasimpliciality in these examples, but also the order structure arising from the state.
