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Resilience is a concept with increasing importance in modern risk management because of its 
role in reducing risks of unpreventable disasters.  Previous resilience assessment studies often 
require extensive surveys of various social, economic, and psychological data or incorporate 
remote sensing data as one of the complicated physical and social parameters for assessment 
models. Limited data accessibility to such data due to funding, time, and labor intensity is a 
major challenge for their wider applications. Therefore, this study proposes the hypothesis that 
the overall resilience of an urban area to disturbances of natural disasters can be reflected 
through the time series change sequences of thermal and vegetation index from satellite images. 
This is because the vegetation index reflects the recoverability of vegetated areas, and thermal 
change pattern is a reflection of land-cover and land-use changes and energy consumption, which 
is the end result of various impacts such as social, economic, and physical factors.     
Specifically, this study introduced a rapid and objective flood resilience assessment method 
through time series classification based on thermal feature and vegetation index. The method 
first used unsupervised classification methods to identify potential flood impact levels and 
conducted supervised classification to obtain a more accurate classification result. Finally, the 
derived impact levels were classified as flood resilience levels, which are beneficiary for flood 







CHAPTER 1. INTRODUCTION 
Flood is an overflow of water over normally dry land. Floods may be the result of heavy rain, 
snow, coastal storms, storm surges, and overflows of water systems like dams and may cause a 
wide range of direct and indirect effects on humans, public infrastructure, ecological systems, 
and local economies (Messner and Meyer, 2006). Direct effects relate to the immediate physical 
flood damage includes damage to buildings, loss of standing crops in agriculture, and human 
injury and death. Indirect effects relate to the further consequence of the flood which disturbs 
economic and social activities, for example, traffic disruptions, market disturbance, and public 
services reduction. Indirect damage can affect a much larger area than the inundated area. For 
example, it was estimated that the average flood loss would increase to US $52 billion per year 
in coastal cities by 2050 because of growing populations, climate change, subsidence and sea-
level rise (Hallegatte et al., 2013). Flood defense is a worldwide important topic that concerns 
local governments and federal agencies. 
Investments in flood forecasting and warning systems, response mechanisms, preparation 
activities, and associated infrastructure, through pre-, during- and post-flood can dramatically 
reduce the flood damage (Rodríguez-Gaviria and Botero-Fernández, 2013). From the point of 
view of the modern flood risk management approach, completely preventing floods may be 
challenging, and the emphasis should be placed on how to reduce risk and damage of flood-
prone communities (Schelfaut et al., 2011). Resilience, which indicates the ability for a 
community to recover from damage, provides a practical framework for identifying tangible 
measures to improve risk governance. 
Resilience is a concept originally used in physics and mathematics to describe the 
capability of a material or system to return into balance after being disturbed and then used to 
2 
 
describe the capacity of a natural ecosystem (Rus et al., 2018). Today the term resilience has 
been widely used in various scientific fields like social science, economics, and engineering, thus 
different definitions of resilience have been proposed. A general definition is "Resilience is the 
ability of a system, community or society exposed to hazards to resist, absorb, accommodate to 
and recover from the effects of a hazard in a timely and efficient manner including through the 
preservation and restoration of its essential basic structures and functions" (Rus et al., 2018, p. 
312).  
A flood-resilient community, according to the definition of resilience, should have the 
ability to reduce, prevent and cope with the flood risk. With more understanding of resilience, 
the community improves its coping ability in all phases of the flood management cycle 
(Schelfaut et al., 2011). Before the disaster, the resilient community is aware of the risk and get 
well prepared. When a flood occurs, the resilient community has fast response and quickly 
recovers after the flood. Practical measures to gain resilience include improving risk awareness 
and perception like targeted risk notice to vulnerable groups, providing preparation by supplying 
sandbags and emergency response procedures, and enhancing flood policy such as evacuation 
and contingency plans. 
As the community disaster resilience become more importance among risk management, 
endeavors have been made to accurately measure the resilience. Over the decades, there were 
many resilience measurement models proposed. They can be qualitative or quantitative, 
formative or summative, socio-ecological or engineering, based on different data sources and 
various contributing factors (Sharifi, 2016, Rus et al., 2018). A general perception is that the 
consideration of more parameters can improve the accuracy of resilience measurement 
(Schelfaut et al., 2011). Rus et al. (2018) concluded that only some of the urban components 
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were considered in the majority of existing frameworks and caused the inaccuracy of resilience 
assessment, which may partially result from the unavailability of certain data sources due to cost 
and time. 
The traditional flood resilience assessment methods need a comprehensive assessment of 
different related factors from multiple aspects such as natural environment, built environment, 
infrastructure, and social systems. For example, factors of natural environment include how well 
the flood monitoring and forecasting are; factors of built environment include the toughness of 
building material and structure, and the range of service of public service; factors of 
infrastructure include the position, durability, maintenance, emergency provisions of critical 
infrastructures such as water treatment plants, electrical power networks, and road networks; 
factors of social system include flood management protocols and policies, age structure, 
employment rate, criminality rate, immigration index, social networking, and other community 
properties, people’s awareness of and preparedness for flood, and their confidence for flood 
recovery. The evaluation of each factor needs the participation of experts from a different 
domain, which means it is difficult to apply the flood resilience assessment by an individual or 
single organization. Evaluation of some social system factors, such as the perception and attitude 
of individuals, need a lot of surveys and interviews, which is subjective, costly, and time-
consuming.  
To fulfill the need for an easily applied resilience assessment, this study introduces the 
satellite image time series classification method based on thermal feature and vegetation index 
into flood resilience assessment. This method will help decision-makers, stakeholders, and other 
end-users quickly identify the low-resilient area and allocate resources. 
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The proposed method takes satellite images as the main data source, ancillary data include 
weather data and GIS urban area maps but they are not necessary. The classification is easy to 
conduct using remote sensing software such as ERDAS and ENVI. Compared to the common 
used classification based change detection method that apply classification on each image and do 
post-classification comparison, the image time series classification directly extract the types of 
change patterns and avoid selecting training samples for each image, which is tedious and time-
consuming especially when there is a large number of images in the time series. Compared to the 
traditional flood resilience assessment methods, the proposed method is more objective, faster, 
and based on easy-to-collect data. 
Instead of analyzing all contributing factors, the proposed fast resilience assessment 
method in this study measures the return time and efficiency as the recovery and stability of 
communities based on the analysis of urban land surface thermal pattern change before and after 
the flood event for a period of time. The relative high temperature of urban areas compared with 
surrounding rural areas is named urban heat islands (UHIs), which is one of the major problems 
as a result of urbanization and industrialization of human civilization (Rizwan, Dennis, and Liu, 
2008). UHI is mainly caused due to the heat stored and re-radiated by massive and complex 
urban structures, due to the lack of vegetation cover especially shade trees, and due to the 
anthropogenic heat released from vehicles, power plants, air conditioners, and other heat sources 
(Voogt and Oke, 2003). UHI is also affected by temporary effect variables, like wind speed, 
cloud cover, and relative humidity, in certain ways. Urbanization and human activities greatly 
influence the urban land surface thermal pattern. On the contrary, the urban land surface thermal 
pattern change can reflect the buildings damage and rebuild, energy consumption pattern, human 
migration, and vegetation loss and recover after the flood to a great extent.  
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New Orleans was chosen as the study area in this research because Hurricane Katrina 
induced catastrophic flooding in 2005. A large portion of New Orleans was inundated during 
Hurricane Katrina and the recovery after the flood over the city was uneven and slow (Kamel, 
2012). The uneven recovery, which was the combined effect of pre-existing conditions, damage 
and assistance, made New Orleans a proper site for flood resilience study. 
In this study, Landsat 5 TM images of the New Orleans area from years before and after 
Hurricane Katrina were used to retrieve land surface temperature. The ISODATA algorithm, an 
unsupervised classification method, was applied to the NDVI-LST slop image to reveal the inner 
structure of the image. Then signatures of classes resulted from unsupervised classification were 
extracted and used for supervised classification. Finally, the classification result was filtered by a 












CHAPTER 2. LITERATURE REVIEW 
Community resilience to natural disaster assessment studies, remote sensing methodology 
using in flood research and land surface temperature retrieval, and image time series analysis 
were reviewed for this investigation. Most of the resilience related studies were assessment 
methods focusing on different aspects, and others elaborated what the term resilience was and 
how the term resilience connected to disaster management policy. Most of the remote sensing 
related studies addressed technical aspects, such as land surface temperature retrieval algorithms 
and classification methods. The emphasis in this review is highly technical and could be 
expanded to the application of resilience because of the gap between theory and practice.  
 
2.1. Resilience  
The term “resilience” roots in physics and mathematics. It is commonly accepted that this 
term was first used in the field of ecology by Holling (1973). While the term resilience has 
gained importance in different academic fields, there is still considerable disagreement on the 
resilience concept and the standard mechanism for operationalizing it (Asadzadeh et al., 2017). 
Ecological resilience is defined as “the persistence of relationships within a system and a 
measure of the ability of these systems to absorb changes of state variables, driving variables, 
and parameters, and still persist” by Holling (1973) and it has continued to evolve. The 
fundamental questions resilience for whom, what, when, where and why are important when 
investigating and operationalizing resilience (Meerow and Newell, 2016).  
Regarding the resilience for whom question, the resilience assessment research is aimed to 
inform a variety of target audiences including local authorities, non-governmental organizations, 
community members, aid agencies and international donor organizations, planners, developers, 
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insurance companies, and academia (Sharifi, 2016). It is important to let both decision maker and 
people who benefit or lose as a result of the decision know about the potential risk and how to 
enhance resilience. 
Regarding the resilience to what question, most studies focused on natural disasters such as 
flood, hurricane, earthquake, and tsunami. But there were also a lot of studies concentrated on 
health-related risks, recession issues, poverty issues, climate change, and terrorism (Sharifi, 
2016; Meerow and Newell, 2016). Communities are facing risks from different hazards and 
disturbances. What kind of disturbance considered is necessary to specify when investigating 
resilience. 
Regarding the resilience to when question, one related question is whether to build resilience 
for potential future threats or reacting to past disasters (Vale, 2014). The other question is 
whether to build resilience for short-term or long-term threats. The strategies for short-term is to 
increase system persistence while long-term strategies need some degree of transition or 
transformation (Meerow and Newell, 2016). Furthermore, it is addressed by some studies that 
reducing the risk of relatively frequent disturbances may increase vulnerability to rare but 
catastrophic events (Kates et al., 2006). 
Regarding the resilience to where question, an often addressed term is “community.” An 
often used definition of community is “a diverse group of individuals in a shared geographical 
area, who have common interests, are linked by dynamic socio-economic interactions, and 
engage in collective action”, but there is still no unified definition for it (Sharifi, 2016, p. 630). 
Community boundaries can be defined using functional, psychological, and political measures. A 
community can nest within larger communities and its boundary may change over time 
(Mulligan et al., 2016). The community can be as small as a neighborhood or as large as a county 
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(Sharifi, 2016). It is noticeable that a community is not static and isolated, the dynamic 
interactions exist across communities of different scales. 
Why the concept “resilience” was used? There are several terms relevant to resilience in the 
socio-ecological realm such as vulnerability, adaption, sustainability, and risk. These concepts 
are interdependent, but have different foci. Vulnerability focus on the degree, duration, and 
extent of the perturbation which the system is facing and how sensitive the system is to the 
perturbation (Gallopín, 2006). Adaption is the capacity of a system to cope with environmental 
contingencies and improve its condition under its environment (Gallopín, 2006). Sustainability is 
defined as “development that meets the needs of the present without compromising the ability of 
future generations to meet their own needs” (Fiksel, 2006, p. 18), which does not focus on the 
disturbance. Risk analysis prioritizes the mitigation strategies while resilience analysis prioritizes 
the recovery strategies. After being extended from a descriptive term to a normative approach, 
the resilience approach has become foundational for investigating the persistence of complex 
systems facing uncertainty, disruption, and change.  
However, there is a gap between theory and practice. It is not straightforward to apply the 
concept of “resilience” into actual risk mitigation and recovery assistance. There were attempts 
of bringing resilience into practice. For example, the FREEMAN (flood resilience enhancement 
and management) project mainly considered three aspects of resilience: institutional interplay, 
flood management tools, and risk communication. Schelfaut et al. (2011) analyzed three cases 
and concluded that introducing resilience into flood management was feasible but needed a lot of 
work to let authorities and all stakeholders acknowledge what, why, and how. Overall, the term 




2.2. Resilience Assessment Methods and Remote Sensing based Flood Research 
Over the past decades, the effort has been devoted to measuring the resilience to disasters as 
resilience gain more and more importance. The studies of resilience assessment to disasters were 
often aimed at two kinds of systems: engineering system and socio-ecological system (Rus et al., 
2018). The engineering system includes technical systems that interact with humans and 
technology, such as road networks and electric power networks (Hosseini et al., 2016; Zhang, 
2015). The socio-ecological system consists of social, natural, and built environments. This 
section focuses on socio-ecological system resilience. 
Resilience assessment can be “formative” or “summative” based on the objective and 
timeframe (Sharifi, 2016). A formative assessment is to make the ex-ante evaluation and keep 
monitoring the change of condition, to enhance the adaptive capacity of the system. A 
summative assessment is to make an ex-post measurement of damage and recovery. By 
analyzing the outcome of past disturbance, the summative resilience assessment helps the local 
authorities and community members understand where and how to enhance community 
resilience. 
The scale of resilience assessment can vary from households to county. Nguyen and James 
(2013) conducted a household resilience to floods measurement research in three communes on 
Vietnamese Mekong River Delta. They collected data from focus group discussions and in-depth 
interviews with key informants and identified the key characteristics of households that 
determine their resilience to flood. Sharifi (2016) pointed out that community resilience 
assessment should take the interactions and dependencies between communities of different 
scales into consideration because the community is not isolated. Among the 36 assessment tools 
analyzed, most of them focused on scale of community which is flexible but only a few of them 
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considered the cross-scale relationship.To determine how well the resilience is, the resilience can 
be compared to baseline conditions, designed thresholds, existing good resilience criteria, and 
peers, or assessed based on the speed of recovery (Sharifi, 2016). The last method is only used 
for analyzing the recovery after a disaster actually happened. 
Resilience can be assessed based on public perceptions and expert judgments of 
environmental, built environmental, economic, institutional and social criteria (Schelfaut et al., 
2011; Sharifi, 2016). This kind of method is a qualitative approach which is somehow subjective 
because they are influenced by the preferences, attitudes, and perceptions of both informants and 
researchers (Sharifi, 2016). The basic approach of a qualitative resilience assessment is to assign 
a score or index to each of the considered factors and judge the statistical values of the scores 
and indices. When using the indices, weighted average or sum is often used and the way to 
determine the weights is another source of subjectivity (Asadzadeh, 2017). 
Quantitative approaches were less used in existing resilience assessment methods. Bruneau et 
al. (2003) designed a conceptual framework of quantitative community resilience assessment to 
earthquakes. The resilience is calculated based on system performance curve and the 
performance curve was generated based on technical, organizational, social, and economic 
aspect.  
Although many resilience assessment frameworks have been proposed, there is neither a 
universally accepted standard procedure nor evaluation criterion for resilience assessment 
framework itself. Sharifi (2016) proposed 6 criteria for a good resilience assessment framework: 
considering multiple dimensions of resilience, illustrating cross-scale relationships, capturing 
temporal dynamism, explaining uncertainties, applying participatory approaches, and the ability 
to develop action plans. These criteria were used to evaluate the 36 selected resilience tools and 
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found that few tools had reached the proposed criteria. However, these criteria were not 
commonly accepted and applied to evaluate the performance of resilience assessment tools. 
Remote sensing data and methods are frequently used in flood research. Satellite data allows 
flood monitoring over large areas and long term. Remote sensing data from a variety of 
platforms and sensors were used and different processing methods were applied. Jain et al. 
(2005) applied the density-slicing approach and Tasseled Cap Transformation on Landsat TM 
and IRS-1C LISS III data to delineate flood inundated area. Wilson et al. (2007) fed radar 
imagery into a 2D hydrodynamic model to predict the flood inundation extent and depth of 
Amazonian seasonally flooded wetlands. Sande et al. (2003) combined IKONOS-2-derived land 
cover map, high-resolution Digital Elevation Model (DEM), the flood extent map to assist flood 
risk and flood damage assessment. Haq et al. (2012) extracted the inundated area by supervised 
classification on MODIS images during a flood event and assessed the flood damage by derived 
flood extent, land cover categories, and population density data.  
However, remote sensing data and methods usually only served a part in resilience 
assessment methods. For example, Radar or Lidar derived DEM are often used to estimate flood 
risk, which is one component of flood vulnerability and resilience (Daungthima and Hokao, 
2013; Menoni et al., 2012). Change map generated from various satellite images are also 
frequently used. Platt et al. (2016) applied classification based change detection technique on 
Ikonos and Quickbird images to build change maps, which were used to build one of the 
performance indicators, to direct ground survey team to select suitable samples, and served as 
referencing material in social audit survey. Liu and Shi (2017) studied the relationship between 
land-use change and flood vulnerability evolution using Landsat TM derived land use and land 
cover map in four historical periods. The availability of multi-temporal remote sensing data 
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makes the studies of historic flood events and long term recovery easier. In current flood 
resilience assessment studies, ground survey and social audit survey is inevitable for a 
comprehensive investigation of multiple resilience related factors. The cost of funding and time 
of current flood resilience assessment method makes a remote sensing based method, which is 
relatively cheap and fast, attractive and promising. 
 
2.3. Urban Land Surface Thermal Pattern 
The land surface thermal pattern is highly related to land cover and land use. The urban land 
surface thermal pattern is characterized by the relatively high temperature compared with the 
surrounding rural area, which is also called urban heat islands (UHIs). UHIs are the result of 
urbanization and intensive human activities. UHIs have the potential to directly influence the 
health and welfare of urban residents (Rizwan et al., 2008). Extreme high temperature can cause 
heat stroke and may lead to permanent damage to human organs. Furthermore, high UHI 
intensity will cause the concentrations of air pollutants which can cause various lung and heart 
disease and increase the energy consumptions for indoor cooling during summer (Lief, 2014). 
Besides, the UHIs can influence the local weather and climate. 
The urban heat island effect has drawn the attention of researchers and city planners to find 
out how to mitigate the UHIs. Temperature, which is an important index in UHI studies, are 
measured by fixed thermometer networks or mobile thermometers installed on vehicles from the 
early stage. Since the first satellite-based UHI study reported by Rao (1972), remote sensing 
images became frequently used in land surface temperature retrieval and UHI studies (Voogt and 
Oke, 2003).  
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Heat islands can be categorized into atmospheric, subsurface, and surface depending on 
which layer of urban atmosphere is studied. Atmospheric heat islands include urban canopy layer 
which is around the height of the building, and urban boundary layer which is above canopy 
layer and affected by windy conditions (Stewart and Oke 2010; Voogt and Oke, 2003). The land 
surface temperature, which can be measured directly by thermometers, usually measured 
indirectly through remote sensing approaches. Since Rao first applied satellite-based sensor into 
UHI studies in 1972, large number of researches using remote sensing methods were conducted 
focusing on various themes such as the relationship between UHIs and land cover type (Weng et 
al., 2004;Yuan and Bauer, 2007; Chen et al., 2006; Imhoff et al., 2010), UHIs change over time 
(Streutker, 2002; Xu and Chen, 2004; Brom et al., 2012), and relationship between surface 
temperature and air temperature (Prihodko and Goward, 1997; Vancutsem et al., 2010; Schwarz 
et al., 2012).  
 
2.4. Land Surface Temperature Measurement 
For the reason that the urban land surface thermal pattern change can reflect the land cover 
and land use change, this study chose the change of land surface temperature, which is an 
important index in thermal pattern studies, as one indicator of flood damage and recovery 
pattern.  
Remote sensing images that are frequently used for retrieving land surface temperature 
include NOAA/AVHRR, MODIS, ASTER, Landsat, and other sensors with thermal bands. For 
sensors that only have one thermal band such as Landsat TM/ETM, there are three LST retrieval 
methods based on the single thermal band: the radiative transfer equation, the mono-window 
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algorithm, and the single-channel algorithm. For sensors that have more than one thermal band 
such as Landsat 8 TIRS and MODIS, the split-window algorithm is often used. 
The radiative transfer equation method was first used by Schmugge et al. (1998). In their 
study, the Thermal Infrared Multispectral Scanner (TIMS) data from the NASA C-130 aircraft 
were used and both the surface temperature and surface emissivity were acquired. The result 
showed that this method was excellent reproducibility when the environmental conditions were 
similar, like images of an area in different lines on the same day, and the observed surface 
temperatures were in good agreement with other measures.  
The core equation in radiative transfer equation method is: 
𝐿𝜆 =  [𝜀𝜆𝐵(𝑇𝑠) + (1 − 𝜀𝜆)𝐿 ↓] ∙ 𝜏 + 𝐿 ↑ 
Where 𝐿𝜆 is at-sensor radiance or Top of Atmospheric (TOA) radiance, 𝜀𝜆 is the land surface 
emissivity. 𝐵(𝑇𝑠) is blackbody radiance. 𝐿 ↓, 𝐿 ↑ are the downwelling and upwelling 
atmospheric radiance, 𝜏 is the atmospheric transmissivity. The land surface temperature 𝑇𝑠 can be 
transfered by Planck’s Law from the blackbody radiance. The accuracy of this method relies on 
the in-situ atmospheric radiosonde data. 
The mono-window algorithm was proposed by Qin et al. (2001). This method was built on 
Landsat TM data and reached a difference of less than 0.4 ℃ for the most situation between 
retrieve LST and in situ measurement (Qin et al., 2001). They also addressed that the mono-
window algorithm is insensitive to emissivity but sensitive to transmittance and mean 
atmospheric temperature. This method required atmosphere transmittance and effective mean 




A generalized single-channel method was developed by Jiménez-Muñoz and Sobrino (2003). 
Comparing to Qin’s mono-window algorithm, this single-channel method did not require in-situ 
radiosonde data and effective mean atmospheric temperature. The only required inputs were total 
atmospheric water vapor content and the channel effective wavelength, which varied depending 
on different sensors and thermal bands. 
Assuming that the emissivity in the channels is similar, split-window algorithm correct 
atmospheric effects based on differential absorption in adjacent infrared bands (Weng, 2009). 
Compare to the radiative transfer model based algorithm, the split-window algorithm do not need 
a strict model. The basic equation for the split-window algorithm is: 
𝑇𝑠 = 𝐴0 + 𝐴1𝑇𝑖 + 𝐴2𝑇𝑗 
 Where 𝑇𝑠 is the land surface temperature, 𝑇𝑖  𝑎𝑛𝑑 𝑇𝑗 are brightness temperature in band i 
and band j, 𝐴0, 𝐴1 𝑎𝑛𝑑 𝐴2 are coefficients determined by land surface emissivity, absorption, 
scattering, and other atmospheric effect (Mao et al., 2005). When choosing different coefficients, 
different split-window algorithm generated 
Land surface emissivity is a key value for retrieving land surface temperature and is affected 
by land surface type and structure, temperature, spectral band, and angle of view (Wan & Dozier, 
1996). The emissivity of sand, soil, water, vegetation, and other land cover material differ from 
each other. Vegetation type, density, and distribution will cause emissivity difference. Emissivity 
even changes with soil moisture (Schmugge, Hook, and Coll, 1998). Besides, the band average 
emissivity of each pixel differs from each other because of a different angle of viewing and land 
surface relief (Chen et al., 2006; Wan & Dozier, 1996).  
Because of atmosphere effect, emissivity measured on the ground cannot be used directly in 
retrieving LST. Satellite TIR sensors measure the top of the atmosphere radiances, which are the 
16 
 
mixing result of three fractions of energy: emitted radiance from Earth's surface, upwelling 
radiance from the atmosphere, and downwelling radiance from the sky (Weng, 2009). Therefore, 
the atmospheric effect must be corrected before land surface brightness temperatures are 
obtained, including absorption, upward emission, and downward irradiance reflected from the 
surface. In general, the radiative transfer equation and other functions are used to simulate 
atmospheric absorbing, emitting, and scattering, directional emissivity and surface BRDF 
(bidirectional reflectance distribution function). Among all the atmospheric optical properties, 
the most important are optical thickness, single scattering albedo, and the scattering phase 
function, which depend on atmospheric profiles (Wan & Dozier, 1996). Atmospheric profile, 
affected by temperature, pressure, water vapor density, ozone density, and the aerosol density 
and distribution, is another coefficient that is dynamic. Models like LOWTRAN7 and 
MODTRAN can help calculate atmosphere transmission and provide some typical atmospheric 
coefficients for certain area at a certain time, for example, mid-latitude summer. 
 
2.5. Image Time Series Analysis 
Remote sensing image time series analysis is used more and more in recent land cover 
change detection studies. The rising number of earth observation satellites makes satellite image 
time series which is high temporal and cover large areas are available now. Petitjean et al. (2012) 
classified image time series analysis into three types by how time dimension was used: 
1. Time as an identifier: time is only used to identify the information, and the image 
ordering is not necessary. Methods that usually used for this type include data linear 




2. Pairwise time ordering: time is used to pairwise structure the images. Methods that 
usually used for this type include thresholded or classified on difference, ratio, or 
combination of image pairs, change vector analysis, and linear regression. 
3. Time ordering the sequence: image series structured in the order of time. This type of 
studies includes frequent pattern mining and frequency analysis. 
Dealwis et al. (2007) applied the ISODATA clustering algorithm on the Normalized 
Difference Water Index (NDWI) time series derived from Landsat 7 ETM+ imagery to extract 
saturated areas in the Town Brook watershed in the Catskill Mountains of New York State and 
concluded that this method was promising. Many classic classification algorithms such as multi-
layer perceptron, decision tree and support vector machine (Shiraishi et al., 2014; Xue et al., 
2014) were applied on image time series analysis and had promising results. Inspired by machine 
learning and deep learning, researchers also introduced many relative new methods such as 
transfer learning (Demir et al., 2013) and automatic adaptive signature generalization (Gray and 
Song, 2013) to solve the problems in time series data such as lack of reliable training set. 
Dynamic Time Wrap (DTW) Clustering proposed by Petitjean et al. (2012), which was 
specialized for satellite image time series, successfully handled the irregular sampling and 
pseudoperiodic phenomena in Satellite Image Time Series. Now the DTW method is widely 
applied in studies that need to identify classes of the same species but with different periodic 






CHAPTER 3. METHODOLOGY 
3.1. Overview 
Given a flood event such as the flood that induced by Hurricane Katrina in New Orleans, 
remote sensing based change detection provides a general view of flood damage and recovery. 
Figure 3.1 introduces the basic procedures and approaches to this study.  




Landsat 5 TM images before and after Hurricane Katrina. 
Weather data, and 2010 US urban area GIS map. 
Image Pre-processing 
Spatial and radiometric correction, atmospheric correction, 
and study area extraction. 
Land Surface Temperature Retrieval 
Use the radiative transfer equation method. 
Unsupervised Classification for Identifying Clusters 
Apply ISODATA clustering algorithm on Normalized 
Difference Vegetation Index (NDVI) and land surface 
temperature (LST) change image time series. 
Supervised Classification 
Label training samples based on unsupervised 
classification result. Apply maximum likelihood 
classification on NDVI and LST change image time series. 
Post Classification Processing and Resilience Mapping 
Majority filtering and translate classification result labels 
to resilience levels. 
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This study chose the NDVI and change of LST as indicators of flood damage and recovery. 
So the first step after collecting and image pre-processing was LST retrieval. The NDVI images 
were generated during the LST retrieval. The classification is based on time series of NDVI and 
LST change images, and the classes are related to both land cover types and damage/recovery 
levels. So the expected classes might be water, urban area that experienced flood damage and 
had not recovered in next three years, urban area that experienced flood damage but recovered, 
urban area that had not experienced considerable flood damage, vegetation area that experienced 
a flood or not, and etc. The lawn and woodland might be distinguished during the unsupervised 
classification because they had different damage and recovery patterns. In general, grasses are 
more likely to be drowned during flood compared to trees with crowns exposed above water but 
would recover in a relatively shorter period.  
Given a study site, the number of classes may be unknown in the beginning. Therefore, we 
applied the Iterative Self-Organizing Data Analysis Techniques (ISODATA), an unsupervised 
classification method that classify data into clusters and allows the number of clusters to be 
automatically adjusted during the classification, to help identify the potential classes in the study 
area. Then the supervised classification was applied to achieve a better classification result. 
Randomly generated sample centers were carefully examined and labeled and served as training 
and accuracy assessment samples.  
After the classification, a customized majority filter was applied to increase the type of 
consistency within the neighborhood. Then the class labels, which is described by land type and 





3.2. Study Area and Hurricane Event 
New Orleans is a major port of the United States and the largest metropolitan area in the state 
of Louisiana. It is located in southeastern Louisiana, straddling the Mississippi River. New 
Orleans has a humid subtropical climate with generally short and mild winters and hot and 
humid summers. According to the climate summary from Southern Regional Climate Center, the 
average annual mean temperature of New Orleans from 1947 to 2018 is 20.58 ℃, and the 
average annual precipitation is 156.26 centimeters. 
Settled by the Gulf of Mexico, New Orleans constantly suffers from hurricanes. Since 2000, 
there have been 12 hurricanes that impacted New Orleans: Hurricane Lili (Oct 3rd, 2002), 
Hurricane Cindy (July 5th, 2005), Hurricane Dennis (Jul 10th, 2005), Hurricane Katrina (Aug 
29th, 2005), Hurricane Rita (Sep 24th, 2005), Hurricane Humberto (Sep 13rd, 2007), Hurricane 
Gustav (August 31st, 2008), Hurricane Ike (Sep 13th, 2008), Hurricane Ida (Nov 10th, 2009), 
Hurricane Isaac (Aug 29th, 2012),  Hurricane Harvey (late August, 2017), and Hurricane Nate 
(Oct 8th, 2017). Hurricanes often cause severe damage to coastal ecosystems and bring 
devastation to coastal cities and residents.  
Because some areas of New Orleans are below sea level with a well-known “bowl-shape,” 
rainwater must be removed to Lake Pontchartrain or Lake Borgne with huge pumps through 
three artificial canals, called “outfall canals” (Driesen et al., 2005 ). An interconnected network 
of levees that extend along the lakes and concrete floodwalls along the canals protects New 
Orleans from spilling water from Lake Pontchartrain, Lake Borgne, and the canals. It was 
predicted that “the Mississippi River–Gulf Outlet Canal (MRGO) levee is more likely to be 
affected than the area on the lake itself”, and the wetlands without levees, which lie on the south 
and east of the city, are a “shotgun pointed straight at New Orleans” (Driesen et al., 2005, p. 13).  
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In August 2005, Hurricane Katrina hit the city. As the hurricane passed through the Gulf 
Coast region, the city's federal flood protection system failed, resulting in floodwall and levee 
failure and approximately 75 percent of the metropolitan area flooded as shown in Figure 3.1 
(Kates et al., 2006).  
 
Figure 3.1. Landsat 5 TM image acquired on September 7, 2005. The image is from the United 
States Geological Survey Center for Earth Resources Observation & Science (CEROS). 
 
Hurricane Katrina accounts for the most deaths with an estimated number of 1,464 (Boyd, 
2006) and $40–50 billion in monetary losses (Kates, et al, 2006). In the City of New Orleans 
(borders are the same as Orleans Parish), 71.5% of the 188,251 housing units were damaged, 
with 55.9% having major or severe damage (Kates, et al, 2006). Meanwhile, the population in 
Orleans Parish dropped from 454,865 (estimate in July 2005) to 208,548 in July 2006 (Kamel, 
2012). Hurricane Katrina brought catastrophic consequences to New Orleans and took the city 




3.3. Data Set and Data Pre-processing 
To examine the impact of the hurricane through the years, a data record with consistent 
interval and seasonality is necessary. Over forty years, the earth surface images from the Landsat 
series of satellites are the longest temporal record (Roy et al., 2014). In this research, seven 
cloud-free TM images from 2004 and 2008 are collected for processing, validation, and 
examination as shown in table 3.1. The imagery used in this study was downloaded from the 
USGS data portal http://earthexplorer.usgs.gov. In this coastal city with a lot of moisture from 
the ocean, October and November, which are often clear and dry, tend to be the best months for 
satellite images. In this study, all images were from October and November, except the image 
from 2007 due to the weather condition and image availability. This study restrict the study 
period to four years (one year before and three years after Katrina) to avoid other disturbances 
such as hurricanes in later years.  
TM images were used for calculation of land surface temperature and spectral indices. The 
calculated land surface temperature was compared to the records from local weather stations for 
validation. Land surface temperature and NDVI were used for the consecutive classification and 
examination.  
 Ancillary data include 2010 US urban area GIS maps download from https://www.data.gov/, 
LIDAR DEM data from Atlas (https://atlas.ga.lsu.edu/), and hourly weather data from the 
National Climatic Data Center (www.ncdc.noaa.gov). 
Data preprocessing includes the transformation of data format, spatial and radiometric 
correction, atmospheric correction, and extraction of the study area. The satellite images 
download from EarthExplorer were in GeoTiff format and compressed. Then “layer stack” tool 
was used to bundle bands that belong to one image into one image file.  The first step of pre-
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processing was to decompress, transform, and stack layers in ERDAS IMAGINE.  Geometric 
rectification and radiometric correction were conducted by the USGS. Level-1 products with the 
highest quality were used in this study and were radiometrically calibrated and orthorectified 
using ground control points, and the relief displacement was corrected using DEM data. Level-1 
products were suitable for pixel-level time series analysis. 
Table 3.1. Landsat 5 images collected for This Study 
 
This study focuses on the urban area of New Orleans that flooded during Hurricane Katrina. 
The study area shown in Figure 3.2 contains a part of New Orleans on the north of the 
Mississippi River, Metairie and Kenner of Jefferson Parish, and Chalmette of St. Bernard Parish. 
The shapefile of the study area is based on 2010 US urban area map, city of New Orleans map, 
Jefferson Parish map, and St. Bernard Parish map. 
 
 
Figure 3.2. Study area that includes part of New Orleans, Metairie, Kenner, and Chalmette and 




11/7/2004 Landsat 5 TM 16:17:04 Clear 
10/25/2005 Landsat 5 TM 16:20:08 Clear 
10/28/2006 Landsat 5 TM 16:26:23 Clear 
8/12/2007 Landsat 5 TM 16:25:29 Clear 
11/2/2008 Landsat 5 TM 16:15:33 Clear 
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3.4. Land Surface Temperature Retrieval 
TM thermal band 6 was used to calculate land surface temperature (LST) in this study. There 
are three LST retrieval methods based on the single thermal band: the radiative transfer equation 
using in situ radiosounding data (Schmugge et al. 1998); the mono-window algorithm (Qin et al. 
2001); and the single-channel algorithm (Jiménez-Muñoz and Sobrino 2003). The first method 
needs in situ radiosounding data, which is usually unavailable in reality (Sobrino, 2004) but can 
be derived from radiative transfer codes such as MODTRAN using “in situ” air temperature, 
relative humidity, barometric pressure, and elevation. The second and third method needs the 
total atmospheric water vapor content to calculate atmosphere transmittance, which often 
retrieved from Moderate Resolution Imaging Spectroradiometer (MODIS) data. In this study, the 
first method, the radiative transfer equation, was used because collecting and processing weather 
data is easier compared to retrieving total atmospheric water vapor content from MODIS data. 
The Radiative Transfer Equation (RTE) is the core equation in this method: 
𝐿𝜆 =  [𝜀𝜆𝐵(𝑇𝑠) + (1 − 𝜀𝜆)𝐿 ↓] ∙ 𝜏 + 𝐿 ↑            (1) 
B(𝑇𝑠) =
[𝐿𝜆 − 𝐿 ↑ −𝜏 ∙ (1 − 𝜀𝜆 )𝐿 ↓]
(𝜀𝜆 ∙ 𝜏)
⁄     (2) 






⁄                                (3) 
𝐿𝜆 = 𝑔𝑎𝑖𝑛 × 𝐷𝑁 + 𝑏𝑖𝑎𝑠                                    (4) 
Where 𝐿𝜆 is at-sensor radiance or Top of Atmospheric (TOA) radiance. this value were 
convert from DNs (the digital number assigned to each pixel, namely, the pixel value) using bias 
and gain values specified in Landsat metadata file (_MLT.txt) and equation (4). 𝜀𝜆 is the land 
surface emissivity. 𝑇𝑠 is the land surface temperature in Kelvin  and 𝐵(𝑇𝑠) is blackbody radiance 
derived from the Planck’s law. 𝐿 ↓ is the downwelling atmospheric radiance, 𝐿 ↑ is the upwelling 
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atmospheric radiance, 𝜏 is the atmospheric transmissivity. The Radiative Transfer Equation 
depends on both the wavelength and the observation angle. For Landsat, the nadir view provides 
good results (Sobrino et al., 2003). Equation (3) is a simplified version of the Planck’s law, for 
Landsat 5 TM data, the values of 𝐾1 and 𝐾2 are 607.76 and 1260.56 respectively.  
The atmospheric parameters 𝜏, 𝐿 ↓, and 𝐿 ↑ were calculated by NASA's online Atmospheric 
Parameter Correction Calculator (APCC). This calculator takes four parameters of air 
temperature, relative humidity, barometric pressure, and elevation as inputs and uses the 
MODTRAN algorithm to get these three atmospheric parameters. Air temperature, relative 
humidity, and barometric pressure are interpolated using hourly weather data requested from the 
National Climatic Data Center. Figure 3.3 was the result calculated by the APCC for Nov 2nd, 
2008.  
Table 3.2. Imaging time and interpolated atmospheric condition 







11/7/2004 16:17:04 Clear 21.1 65% 1021.9 
10/25/2005 16:20:08 Clear 15.3 53% 1022.3 
10/28/2006 16:26:23 Clear 15.3 54% 1020.1 
8/12/2007 16:25:29 Clear 33.6 51% 1015.6 
11/2/2008 16:15:33 Clear 20.7 46% 1025.6 
 
 
Figure 3.3. NASA APCC results for Nov 2nd, 2008 
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Table 3.3. Atmospheric parameters calculated by NASA APCC 




11/7/2004 0.83 1.36  2.22  
10/25/2005 0.85 1.06  1.74  
 10/28/2006 0.85 1.06  1.73  
8/12/2007 0.57 3.85  5.80  
11/2/2008 0.84 1.23  2.02  
 
Emissivity is necessary for applying the Radiative Transfer Equation method. The NDVI 
Thresholds Method was applied to obtain emissivity images. This method assigned emissivity 
values by the vegetation proportion 𝑃𝑣. For all land  pixels, if NDVI < NDVImin, pixels were 
considered to be bare soil, the value of 𝑃𝑣 was 0. If NDVI > NDVImzx, pixels were considered to 
be fully vegetated, 𝑃𝑣 value was1. If NDVImin < NDVI < NDVImax, pixels were considered to be a 




                                         (5)    
For bail soil pixels, the emissivity value of bare soil was assigned. For fully vegetated pixels, 
the emissivity value of vegetation was assigned. For mixed pixels, the emissivity was calculated 
by: 
ε = 𝜀𝑣 ∙ 𝑃𝑣 + 𝜀𝑠 ∙ (1 − 𝑃𝑣) + 𝑑𝜀                           (6) 
𝑑𝜀 = (1 − 𝜀𝑠)(1 − 𝑃𝑣)𝐹𝜀𝑣                                   (7) 
Where 𝜀𝑣 is the emissivity of vegetation, and 𝜀𝑠 is the emissivity of bare soil. 𝑑𝜀 includes the 
effect of the natural surfaces shape and the internal reflections. In this study, typical emissivity 
values were used, 𝜀𝑣 = 0.9778, 𝜀𝑠 = 0.9589, 𝜀𝑤 = 0.995. F is a shape factor and the mean value 
of 0.55 is used. 
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The LST retrieval calculations were integrated into a “model” build by the ERDAS Imagine 
2015 “Model Builder” tool. Figure 3.4 is the graphical representation of the model. The 
procedures of the model are:  
1. Calculate NDVI images using band 3 and 4 from original multi-layer images, and 
MNDWI image using band 2 and 5.  
2. Calculate vegetation proportion image by equation (5) using NDVI images. 
 
3. Classify pixels into the water, bare soil, partially vegetated, and fully vegetated. Assign 
emissivity to each class. 
4. Calculate Top of Atmosphere radiance of thermal band using bias and gain. 
5. Calculate brightness temperature B(Ts) from TOA radiance, emissivity, and atmospheric 
parameters using the Radiative Transfer Equation (equation 2).  
6. Derive land surface temperature from brightness temperature B(Ts) using Planck’s law 
(equation 3). 
 
3.5. Resilience Assessment Based on Thermal Images and Vegetation Index Image Time Series 
In this study, image classification was applied to delineate different damage and recovery 
conditions. Resilience is the ability of a dynamic system, the city in this study, to cope with 
external stresses and disturbances as a result of social, political, and environmental change 
(Weichselgartner and Kelman, 2015). Therefore, the analysis of flood damage and recovery can 
reflect the resilience of the city to flood. The land surface temperature, which is a combined 
result of surface material type, human activity, weather, and other related factors.  In other 
words, the land surface temperature can roughly reflect the degree of land use changes by human 
activities and natural events. 
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To identify the change patterns through multi-temporal analysis, the classification is based on 
the “slope” of the LST changes. The temperature slope was defined as LST change between two 
consecutive years. In this study, images on 11-07-2004, 10-25-2005, 10-28-2006, 8-12-2007, 11-
02-2008 were chosen to calculate temperature slopes. Then the images of NDVI and temperature 
change slopes were bundled for the consecutive classification process. The NDVI images from 
these dates are used in order to reflect land surface type information. 
First, the unsupervised classification approach was applied to the NDVI-LST multi-layer 
image. ISODATA algorithm was chosen because it can effectively reveal the inner structure of 
data without priori knowledge. The “Unsupervised Classification” tool in ERDAS Image 2015 
was used for applying ISODATA to the NDVI-LST multi-layer images. 
After the unsupervised classification was done, clusters are labeled through the post-
classification process. A group of randomly generated points was visually examined and 
interpreted independently. This group of points was used for accurate assessment of 
unsupervised classification and training samples for the consecutive supervised classification. 
The second step was the supervised classification. The training samples generated based on 
accurate assessment points in the last step, whose classes were already verified. A group of 
random points, which differ from previous training points, were generated for accurate 




Figure 3.4. Visualized LSU Retrieval Model Built by ERDAS IMAGINE 2015 Model Builder  
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The classification results were often fragmentized. The size of the patches were few pixels 
(30 meters per pixel). Instead of a single house or block, the scale to consider by city managers 
are a neighborhood, ward, and even as large as the whole city. Thus a resilience map that is 
consistent within a neighborhood will be more preferred. To eliminate small patches and keep 
the shape of the borders simultaneously, a customized majority filter algorithm was applied. The 
idea of this majority filter was only when there are at least half of the pixels in the “window” 
belong to the same major class, the pixels belong to other classes with the total number of pixels 
less than one-third of the window size would be “filtered” and assigned to the major class. This 
majority filter algorithm was coded in Python script using ArcPy library. 
 
3.6. Validation in Test Site 
Before Applied this classification based resilience assessment method to the entire New 
Orleans city, it was validated in a small test site consist of Lower 9th Ward, Holy Cross, St. 
Claude, Bywater, Florida Dev, and a strip of Chalmette. This area suffered from catastrophic 
flooding during Hurricane Katrina.  
This is located in the east portion of the city. The Industrial Canal goes across it. In 2005, 
multiple levee breaks along both the MRGO and the Industrial Canal caused severe flooding in 
much of this area. This heterogeneous area covered most of the damage/recover types and 










CHAPTER 4. RESULTS AND DISCUSSION 
4.1. Land Surface Temperature Retrieval 
The land surface temperature was calculated using the radiative transfer equation method. All 
calculating procedures were coded in ERDAS IMAGING 2015 Model Builder (Figure 3.4). The 
three atmospheric parameters needed in this model were calculated by NASA's online 
Atmospheric Parameter Correction Calculator (APCC). Necessary inputs of APCC were imaging 
date and GMT hour, the latitude and longitude, surface conditions include altitude, pressure, 
temperature, and relative humidity.  
The pressure, temperature, and relative humidity were interpolated using NCDC hourly 
weather data from the New Orleans International Airport (KMSY) weather station. The exact 
position of the KMSY station is WGS84 Latitude: 29° 59' 48.0691 N; Longitude: 90° 15' 
17.4600 W. Although the KMSY weather station is located near the airport runway, which 
means the observation may be not indicative of atmospheric conditions in a highly urbanized 
metropolitan area with a large population, the hourly weather report from this station was used 
because of its record is the longest and most accurate among all local weather stations. 
The result of the model was the LST images on the Kelvin scale. The relation between 
Kelvin and degree Celsius is [K] = [℃] + 273.15. Figure 4.1 is the LST image of 2004 whose 
bright colors indicates high temperatures and dark colors indicate low temperatures. According 
to the LST image, the temperature of the urban area was obviously higher than the surrounding 
rural area, wetland, woody area, and water body. Comparing the LST image with the population 
density map, the bright area nearly coincided, which demonstrated the urban LST was highly 






Figure 4.1. Land Surface Temperature Image of Nov. 7th, 2004. Bright color indicated high 
temperature and dark color indicated low temperature. Within the red line is the urban area 
considering in this study. 
 
  
Figure 4.2. 2000 Census Tracts Population Density. 
 
The temperature range of the LST image on Nov. 7th, 2004 was from 4.59 ℃ to 35.02 ℃. 
There were extreme “dark spots” observed in land surface temperature map. The lowest 
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temperature located on the Smoothie King Center (a basketball stadium) and Superdome (Figure 
4.3). The temperature of other dark spots, including the Nashville Avenue Wharf 'C' (a wharf 
building), Coca-Cola Bottling, International Market, and other huge buildings that served as 
warehouses, stores, and stadiums etc., were less than 12.30 ℃ while the air temperature was 
21.10 ℃. These abnormal low surface temperature all appeared on building roofs, thus the cause 
of the “dark spots” might be the strong air conditioner, freezer, special roof material, and 
structure that make its emissivity higher than other roofs (Philipp, 2016). Emissivity is an 
important parameter in LST retrieval. When an average emissivity of urban area is applied, the 
calculating temperature result of areas that have higher emissivity will be lower than their actual 
surface temperature. Such “dark spots” has rarely been reported or treated in previous studies.  
 
Figure 4.3. The pictures illustrate a “dark spot” located on Smoothie King Center, which had an 
extremely low surface temperature of 4.59 ℃. 
 
Although the “dark spots” were abnormal and the cause was unclear, no special process was 
performed on them. The reason was first, the later classification is based on NDVI and the 
change of LST, which can get rid of the impact of abnormal low absolute temperature. Second, 
single “dark spot” was small (less than 10 *10 pixels), it tends to be filtered after performing the 
majority filter and would not affect the final resilience map. Third, the total number of “dark 
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spots” pixels account for 0.0007% of the total number of all pixels, which was only a small 
portion of the study area and would hardly affect much on image statistics.  
Table 4.1. Basic statistics of LST images within the urban area (inside the red line of 
Figure 4.1). 











11/7/2004 4.59 35.02 23.69  2.28 21.1 
10/25/2005 4.83 35.51 24.16 2.48 15.3 
10/28/2006 2.37 33.62 22.32 2.45 15.3 
8/12/2007 22.04 57.29 39.02 4.58 33.6 
11/2/2008 4.78 36.71 24.95 2.73 20.7 
 
Due to the image availability and weather condition, the image in 2007 was taken in summer 
and had obviously higher average LST and standard deviation. Instead of absolute LST, this 
study focused on the “change,” which reduced the negative effect of the seasonal difference 
among images. 
To validate the LST retrieval model, we should compare the retrieved LST and ground truth 
LST. Some of the climate monitoring stations, like the U.S. Climate Reference Network 
(USCRN), measure surface temperature as well as air temperature, but there is no such a station 
within the New Orleans area. As a compromise, we compare retrieved LST with air temperature 
measured at the New Orleans International Airport (KMSY) weather station, which was the 
source of weather data used in this study. Table 4.2 shows the pixel value of the calculated result 
of LST where the KMSY station located and the air temperature interpolated from KMSY 
records. 
The air temperature measured by the weather station is the temperature at about 1.5 meters 
above the land surface. The difference between land surface temperature and air temperature can 
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be even greater than 20 ℃ under a clear sky in summer noon (Mutiibwa et al. 2015). The 
comparison in Table 4.2 shows that the calculated result of LST is reasonable. 
Table 4.2. Calculated LST at KMSY weather station 
Date Imaging time 
（local, 24hr) 




11/7/2004 10:17:04 23.57 21.1 
10/25/2005 10:20:08 23.31 15.3 
10/28/2006 10:26:23 20.99 15.3 
8/12/2007 10:25:29 34.70 33.6 
11/2/2008 10:15:33 25.589 20.7 
 
4.2. Validation of Flood Resilience Assessment on the Test Site 
The test on test site is to validate that this proposed image time series classification based 
method can effectively classify areas into different resilience classes. The validation site includes 
Lower 9th Ward, Holy Cross, St. Claude, Bywater, Florida Dev, and a strip of Chalmette. This 
area was a historical neighborhood and the first area with levee failure during Hurricane Katrina 
in 2005 (van Heerden, 2007) and some of the areas have not recovered from that catastrophe till 
now.  
First, this research conducted unsupervised classification (ISODATA algorithm) to derive a 
number of clusters. To give the ISODATA algorithm enough space to merge and split classes, 
we set the minimum number of classes to 2 (water and land) and the maximum number of 
classes to 20. The classification result had six classes, which were labeled as water, minor 
impact, lightly impact, moderate impact, severe impact, and vegetation area, by their land type 
and damage/recovery level. For the reason it was hard to distinguish light impact and moderate 
impact during visual interpretation, these two classes were merged into one class named 






Figure 4.4. ISODATA classification result in five classes. 
 
Table 4.3. Classes of ISODATA classification  
Class Name Detail # of sample 
areas 
Water Waterbody like canals, rivers, lakes. 14 
Minor Impact  The urban area that had not experienced the flood or just 
experienced shallow and short time flood, and had no or slight 
damage. 
20 
Moderate Impact  The urban area that experienced the flood, and had few buildings 
damaged. 
41 
Severe Impact  The urban area that experienced the flood, and had most of the 
buildings damaged. 
17 








Figure 4.5. Typical blocks before and after Hurricane Katrina (early August 2005 and August 
2008) as illustrated in the Google Earth images. (a) was a “moderate impact” block, where about 
half of the buildings were demolished. (b) was a “severe impact” block with only two buildings 
left. 
 
There were 150 random points and buffers with 60 meters radius around points generated for 
training sample extraction. By examining the time series images in Google Earth, each buffer 
was labeled with a class, whose schema came from the ISODATA classification result. After 
deleting the points that lay near the test area border and the points with ambiguous class, there 
were 110 points left for building training sample set. The number of points in each class was 




Figure 4.6. Distribution of training samples. 
 
Squares of different size were generated around each training point using the “Buffer” tool in 
ArcGIS because single point/pixel is not enough to be a training set. As a small buffer may lead 
to insufficient samples and a large buffer may result in the mixture problem, buffers with 
different sizes of 3*3, 5*5, 7*7 were tested separately. For the reason that the training samples 
were generated automatically, some buffers, especially large buffers, obviously contained pixels 
that did not belong to the class of their central pixel. Training samples that manually revised their 





Figure 4.7. The signature mean plot of 3*3 buffer classification signature. This plot only contains 
the LST change slope bands (band 6 to band 8) 
 
Then the supervised classification was applied. The Maximum Likelihood Classification 
(MLC) and Support Vector Machine (SVM) were tested. MLC calculates the probability of a 
pixel belonging to a specific class using Bayes' theorem, and the pixel is assigned to the class 
with the highest probability. MLC assumes the statistics of each class are normally distributed in 
each band and requires enough number of training samples which can properly represent each 
class. SVM divides data by separating hyperplanes while each hyperplane divides data into two 
different classes. The MLC classification results show in Figure 4.8, the SVM classification 
results shows in Figure 4.9 and accuracy assessment shows in Table 4.4. Figure 4.10 is the point 





     
Figure 4.8. MLC results based on different training sample size and process methods. (a) 3*3 
buffer. (b) 3*3 buffer and revised. (c) 5*5 buffer. (d) 5*5 buffer and revised. (e) 7*7 buffer. (r) 







Figure 4.9. SVM results based on different training sample size and process methods. (a) 3*3 
buffer. (b) 3*3 buffer and revised. (c) 5*5 buffer. (d) 5*5 buffer and revised. (e) 7*7 buffer. (r) 








Figure 4.10. Accuracy assessment points distribution.  
 
Table 4.4. The overall accuracy and kappa of supervised classification results 
Classification 
method 
Training Sample Size 
And Revision 
Overall Accuracy Kappa Coefficient 




3*3 77.27% 0.683 
3*3, revised 78.18% 0.697 
5*5 78.02% 0.688 
5*5, revised 78.18% 0.702 
7*7 71.81% 0.622 
7*7, revised 80.91% 0.736 
Support Vector 
Machine 
3*3 78.18% 0.699 
3*3, revised 80.00% 0.724 
5*5 70.00% 0.594 
5*5, revised 74.55% 0.651 
7*7 69.09% 0.581 
7*7, revised 70.91% 0.601 
 
Overall Accuracy is to divide number of correctly classified points by total number of 
accuracy assessment points and it essentially indicates the proportion of correct classification. 
Kappa coefficient is another frequently used accuracy indicator. It compare the classification 
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result to values assigned randomly. The value of Kappa coefficient can range from 0 to 1 and 
larger the value, better the result. A value of 1 indicated that the classification result is identical 
to the ground truth.  
Comparing results from unrevised and revised training samples with the same classification 
method and buffer size, the classification using revised training samples had better accuracy 
compared with the classification using unrevised training samples. For example, the (e) and (f) in 
Figure 4.8, a lot of land pixels were misclassified into water class because the 7*7 buffer size is 
too large to guarantee the samples’ purity. After the revision of samples, the misclassification of 
land pixels and water pixels obviously decreased.  
Comparing results from the unrevised training sample with different buffer sizes using MLC, 
the accuracy of 5*5 buffer size was slightly higher than the 3*3 buffer size. The accuracy of the 
7*7 buffer size was lower than the smaller buffer size. It could be predicted that the buffer size 
larger than 7*7 would not increase the accuracy because of the sample purity problem and pixel 
size of thermal images. For SVM results, the accuracy decreased as buffer size increased. 
 Comparing among revised training sample with different buffer size using MLC, larger the 
training sample, higher the accuracy. The 7*7 revised training sample had the best accuracy 
among all tests (error matrix see table 4.5). For SVM results, the accuracy decreased as buffer 
size increased. The best accuracies of SVM results and MLC results were similar, which were 
around 80% overall accuracy. 
To reduce the salt-and-pepper-like classification patterns, a customized majority filter was 
applied to get a less fragmentized classification result. The basic idea was to reduce the small 
“island” while preserving the class boundary. Usually, the majority filter should apply iteratively 
until the result does not change. Too few iterations may not effectively remove the “islands” 
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while too many iterations may over smooth the patterns and lose too much detail. In this study, 
the filter window size of 3*3 with the number of iterations up to 4 were applied to classification 
result images of 3*3 and 7*7 training samples. The filtered images based on MLC results are 
shown in Figure 4.11, the filtered images based on SVM results are shown in Figure 4.12, and 
accuracy assessment results show in Table 4.6. 
After four iterations of the majority filter, the filtered result almost remained the same. The 
image became more and more “smooth” as the number of iterations increased. At the fourth 
iteration (Figure 4.11 e and f), almost all the “islands,” whose width less than three pixels, were 
removed. The results with the best accuracy among MLC and SVM results were both 4 iterations 
based on 3*3 training samples. 
































Water 5 0 0 1 0 6 83.33% 
Minor Impact 
Urban Area 
0 39 1 2 0 42 92.86% 
Moderate Impact 
Urban Area 
0 7 17 0 1 25 68.00% 
Vegetation Area 0 1 1 6 1 9 66.67% 
Severe Impact 
Urban Area 
0 0 5 1 22 28 78.57% 


























1 80.91% 0.735 
2 80.91% 0.735 
3 81.82% 0.747 
4 81.82% 0.747 
7*7 
 
1 77.27% 0.687 
2 77.27% 0.686 
3 76.36% 0.674 




1 78.18% 0.698 
2 80.00% 0.723 
3 81.82% 0.747 
4 82.73% 0.76 
7*7 
1 74.54% 0.650 
2 76.36% 0.676 
3 76.36% 0.676 





Figure 4.11. Majority filter results based on MLC results. (a) to (d) were based on the 3*3 
training sample result with 1-4 times of iterations. (e) to (f) were based on the 7*7 training 









Figure 4.12. Majority filter results based on SVM. (a) was based on the 3*3 training sample 
result 4 times of iterations. (b) was based on the 7*7 training sample result with 4 times of 
iteration. 
 
The labels of classification result were “water”, “minor impact”, “moderate impact”, “severe 
impact”, and “vegetation area”, which directly signified the land type and damage/recovery 
states. Flood resilience is defined as the ability of communities to “reduce, prevent and cope” 
with the flood risk. Thus, we can map the “minor impact” to the urban area with high resilience, 
the “moderate impact” to the urban area with medium resilience, and the “severe impact” to the 
urban area with low resilience. Almost all the vegetated areas in this test area affected by the 
flood but they quickly recovered, so “vegetation area” was also mapped to the urban area with 
high resilience. Water bodies were not considered in urban flood resilience domain, so the 






Figure 4.13. Resilience map of the validation site based on MLC and majority filter. 
 
 
4.3. Resilience Analysis on New Orleans Urban Area 
After developing and validating the workflow for the resilience assessment, this research 
applied the method to the New Orleans urban area to test whether the method can provide 
reliable results for larger areas. Considering that New Orleans was much larger than the 9th 
Ward neighborhood and had varieties of damage/recovery states, the maximum number of 
classes in the ISODATA algorithm was set to thirty. Both MLC and SVM were applied and the 
combination with the best accuracy according to Table 4.6, which was the 3*3 training sample 
size, 3*3 filter window size, and four iterations of majority filter, was chosen. 
Figure 4.14 shows the 7 classes in ISODATA classification result. Among them, there were 
two classes which were minor-impact, but differed from each other in urban density. So these 
three classes were merged. Figure 4.15 shows the merged map. 
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There were 300 points randomly generated and 154 of them were chosen to be the training 
sample center point. There were 23 points of water class, 60 points of minor impact urban area, 
23 points of moderate impact urban area, 17 points of severe impact urban area, 18 points of 
moderate impact vegetation area, and 13 points of minor impact vegetation area. 
 
 






Figure 4.15. Refined ISODATA classification result and training sample distribution. 
 
Figure 4.16 is the supervised classification result of six classes and Figure 4.17 is the result 
of 4 iterations of the majority filter. There were 109 points in the validation group. The overall 




Figure 4.16. Supervised Classification result using training samples with 3*3 window. (a) is 







Figure 4.17. Majority filter result after 4 iterations. (a) is based on MLC result, (b) is based on 






Table 4.7. The overall accuracy and kappa of supervised classification and majority filter 
result 
 Overall Accuracy Kappa Coefficient 
MLC 87.84% 0.841 
MLC and Majority filtering, 
4 iteration 
90.54% 0.875 
SVM 81.08% 0.755 




















































0 0 0 0 0 1 1 100% 
totals 11 31 11 10 10 1 74  
Producer’s 
Accuracy 





According to the error matrix, the class that had the largest error was moderate impact urban 
area. One reason for that was when doing visual interpretation, moderate impact area was hard to 
distinguish from minor impact and severe impact because their difference was the extent of 
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damage and the criteria were not clear. Another reason was that the visual interpretation was 
only based on the house damage, the houses might be empty although they were not torn down.  
The 2001-to-2006 and 2006-to-2011 land cover change maps from the National Land Cover 
Database (NLCD) show that the construction exist, include open water to developed area, mixed 
forest to developed area, low-intensity urban area to high-intensity urban area, and etc., but their 
total area is pretty small, less than 0.03% compared with the total area of the New Orleans urban 
area. It was hard to detect this “develop” class by ISODATA algorithm which is based on 
statistics. There was 5 years’ gap of each change map, thus we could not know when and why 
the development happened.  
The difference between the two vegetation area classes was how much the NDVI value 
dropped in 2005, namely, hurricane and flood damage. According to Figure 4.18, the NDVI 
value both of two classes bounced back after 2005, which means they were resilient to hurricane 
and flood damage. 
 
 
Figure 4.18. The NDVI plot of minor and moderate impact vegetation area.  
 
Similar to the validation on test site, the “minor impact urban area” was mapped to the urban 
area with high resilience, the “moderate impact urban area” was mapped to the urban area with 
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medium resilience, and the “severe impact urban area” was mapped to the urban area with low 
resilience.  
 
   
Figure 4.19. Resilience map of New Orleans flooded area during Hurricane Katrina. 
 
According to the generated resilience map of New Orleans urban area, the north part of the 
Lower 9th Ward and the southeast part of Desire Area were areas with the least flood resilience. 
There were relatively small areas with low resilience scattered in Lakeview, Gentilly, New 
Orleans East, and Chalmette neighborhood. Although the Uptown and Mid-city areas were also 
inundated during Hurricane Katrina, their ability to fast recovery indicate their high resilience. 
There was a strip of area identified as low resilience area located at the lower right corner of the 
Figure 4.19. This area was impacted by the oil spill of adjacent Murphy Oil petroleum refinery 
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during Hurricane Katrina. About 1,050,000 gallons of mixed crude oil were released and affected 
approximately 1700 homes. Houses in adjacent residential neighborhood, which is about an area 
of one square mile, were torn down and result in the low resilience strip in the map. 
The Lakeview neighborhood was a neighborhood that suffered serious flood damage but 
recovered well from Hurricane Katrina. Most of this neighborhood was classified into medium 
resilience class, which went against the perception. One of the reasons was this study assess the 
recovery in three years after the flood. During this three years the Lakeview neighborhood had 
not recovered to its pre-flood condition. Another reason was some properties were sold to 
neighbors and combined to build larger houses and yards, which resulted in larger vegetation 
cover. In this study, the assumption was flouring vegetation in urban area indicate decreasing 
urbanization and human activity, in other words, not recovered from the flood. The medium 
resilience identified in Lakeview neighborhood showed one limitation of this method: not take 
the urban design and structure change into consideration. 
Another limitation of image-based resilience assessment is that a change may not be 
observable between two images if the damage and rebuilding process occurred within the 
selected periods. For example, if a house had been demolished after November 2004 and finished 
reconstruction before October 2005, the reconstruction may not be detected. Similarly, an area 
that is damaged during the flood, but recovered to normal before the next image was taken would 
be classified into minor impact area as less change may be measured from the image pairs. 
Another special situation includes an area located in the Florida Development Neighborhood 
(Figure 4.19), where the buildings were torn down in 2005 before Hurricane Katrina thus the 




CHAPTER 5. CONCLUSION 
The current resilience assessment frameworks consider many factors to comprehensively 
investigate the nature of resilience. During the assessment, various data including census data, 
topography data, historical records, statistics, and information from surveys and interviews, are 
required. A simple, fast, and easy-to-apply resilience assessment method will help to bring the 
resilience concept into practice. 
In this study, a qualitative and summative urban resilience to flood assessment methods 
based on the relative speed of recovery was proposed. By classification on concatenated NDVI 
and pairwise subtracted land surface temperature image time series from Landsat 5 TM images 
2004 and 2008, the New Orleans urban areas were classified based on their damage and recovery 
level. The damage and recovery levels were mapped to three different resilience levels.  
This proposed method did not follow the general socio-ecological flood resilience assessment 
procedure which comprehensively investigates the contributing factors such as topography, 
demographic statistics, and flood policies. Instead, this method focused on the change of land 
surface thermal characteristics, which was roughly positive correlated to the urbanized surface 
and human activity level. Namely, result-driven instead of cause-driven. Thus, this classification-
based resilience assessment method will also fit other large-scale disasters which cause physical 
damage to the city or huge resident migration such as earthquakes and tsunamis. 
Because of the classification strategy, first applied unsupervised classification to find classes 
and build training samples and then supervised classification, this resilience assessment method 
was self-adaptive to other study areas with customized classes. But the outcome resilience levels 
were relative levels within one study area and were not comparable with the resilience level of 
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other study areas because the classification was applied within the certain urban area and the 
NDVI and LST change of each pixel was compared to other pixels in that study area. 
Subjectivity is an inevitable problem in resilience assessment. The result-driven method 
proposed in this study can avoid the subjectivity generated from survey, interview, and scoring 
processes although the training sample selection process contains certain subjectivity due to the 
subjective nature of the resilience concept. 
A limitation of the proposed method in this study is that it cannot detect minor classes with a 
small number of pixels. Besides the causes from resolution issue and majority filter, the 
ISODATA clustering algorithm is based on image statistics and tends to merge the minor 
clusters to large clusters. For example, there are some areas developed from woods or lawn to 
urban build area or from low-density residential area to higher density area within the period of 
the time series. But these developing areas have not been detected in this study. A potential 
solution is to manually add training samples of minor classes and used in a supervised area. 
Besides, the damage and recovery which was not caused by the flood cannot be distinguished. 
However, neighbor development despite a major flood in the city is an indication of resilience as 
investors show confidence through their investment. Overall, satellite image time series with 
higher temporal resolution may help to solve the above limitations. Another limitation of this 
study only focuses on flood during Hurricane Katrina, which causes the flood resilience result 
specified to this flood event. A comprehensive study in multiple flood events may help to build a 
more robust method for resilience assessment and to find the pattern and trend of change of flood 
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