ABSTRACT We present La line profiles obtained with 0?8 spatial resolution and 50 mÂ spectral resolution during the first rocket flight of the NRL High Resolution Telescope and Spectrograph (HRTS) instrument. Absolute intensity La profiles were obtained for network and cell regions in the quiet Sun, umbral and penumbral regions of a sunspot, two plages, and a quiescent prominence off the limb. We find that cospatial, simultaneous Ha and La intensities are not well correlated and that the La core and wings exhibit only weak limb brightening, consistent with predictions of our partial redistribution (PRD) line transfer calculations. The smallest structures seen in the La wings are probably unresolved at 0?8, but the smallest structures seen in the core are ~T'8. Unequal red and blue La peak intensities are interpreted as flow velocities near 20,000 K using a comoving two-level PRD code which conserves mass flux. We find on a statistical basis outflow in plage regions, downflows in the network, and ~15 km s" 1 outflow in a "minihole" region which is dark in La and C iv À1548. We use a five-level-plus-continuum non-LTE computer code for hydrogen which treats LjS and Ha in the complete redistribution (CRD) approximation, and La explicitly as a PRD transition. La is computed taking into account the frequency dependence of the incoherence fraction following the nonimpact regime Stark broadening calculations of Cooper. We find that the VernazzaAvrett-Loeser model leads to La profiles which (1) are 357 0 too faint, (2) exhibit too much self-reversal near line center, (3) show considerably flatter wings than our observed mean quiet Sun profile, and (4) limb-darken in the wings. We propose a new mean quiet Sun chromosphere model consistent with the observed La integrated intensity, the Lyman continuum slope, and the millimeter continuum. Our model predicts Lyman continuum and Ca n intensities somewhat lower than observed and Mg n intensities a factor of 2 lower than observed. We also present preliminary models to match representative La profiles for bright and dark points in the quiet Sun and bright regions in plages. The plage and bright points models predict negative contrast in Ha at AA > 0.43 Â and 0.22 Â, respectively, consistent with observations. This computed negative contrast is a natural consequence of increased Ha opacity in the plage chromosphere, which results in a mapping of photospheric temperatures onto /(AA) at larger values of AA in plages.
I. INTRODUCTION
The La line of hydrogen is the strongest ultraviolet line formed in the solar chromosphere and has been extensively observed, but this important spectral feature has not in general been used as a diagnostic of chromospheric properties. The line is identified as optically thick and chromospheric in origin due to (1) its self-reversed emission line profile, (2) the appearance of the bright chromospheric network seen in La spectroheliograms (e.g., Prinz 1973; Reeves 1976) , and (3) the formation of its core at temperatures near 20,000 K in recent theoretical models such as that of Vernazza, Avrett, and Loeser (1973, hereafter VAL) . * Staff Member, Quantum Physics Division, National Bureau of Standards. Tousey (1967) and by Goldberg (1967) .
Solar observations of this line have been reviewed by
In an early theoretical attempt to explain the shape and intensity of the La line, Morton and Widing (1961) included non-LTE excitation, assuming complete redistribution in frequency when photons are scattered. Subsequent theoretical studies of La in the context of the solar chromosphere include those of Cuny (1965 Cuny ( , 1967 , Johnson and Kinglesmith (1965) , and Athay et al. (1968) .
In their model of the solar chromosphere constructed to match the observed ultraviolet, infrared, and microwave continua, VAL concluded that the La line core is formed in a temperature plateau at about 20,000 K, but that the computed La wings, assuming complete redistribution, are much brighter than La ROCKET SPECTRA 925 observed. They suspected that the cause of this discrepancy was due to the physically implausible assumption of fully noncoherent frequency redistribution of scattered line photons many Doppler widths from line center (cf. Yemazza 1972) . Hummer (1969) had shown that when natural damping is important, the source function in the line wings tends to that of coherent scattering. In a test calculation YAL found that by assuming in the line wings 93% coherent scattering and 7% noncoherent scattering (i.e., complete redistribution), they were able to match approximately the observed wings. Milkey and Mihalas (1973) thereafter developed a method for solving the radiative transfer equation explicitly including the effects of partial frequency redistribution (scattering which is part coherent and part noncoherent). Their calculation was not meant to be realistic as the Doppler width was assumed constant and the chromosphere was not modeled in detail, but they did find that complete redistribution is a poor approximation in the La wings where the scattering is approximately 93% coherent as YAL suggested. The partial redistribution (PRD) formalism has been applied subsequently to more general stellar atmospheric problems and to other resonance and subordinate lines such as those of Ca n and Mg n.
In this paper we present La stigmatic spectra with high spatial and spectral resolution and derive detailed models based on PRD diagnostics. Lower spatial resolution quiet Sun data have recently become available (Bonnet et al. 1978) , and Gouttebroze et al. (1978) have analyzed the cores of the Lß and La lines. We discuss in § § II and III our observations and their reduction and calibration, as well as limb behavior, spatial gradients, and profile asymmetries. In § IV we describe our methods for analyzing La spectra,and in § Y we revise the PRD formalism to include a frequency-dependent incoherence fraction following Cooper (1979) . We show that the YAL model results in a La profile inconsistent with the data, and derive an average quiet Sun chromosphere model covering the temperature range 4400-20,000 K to match the mean quiet Sun La profile. Variations of this mean quiet Sun model were computed to match the La profiles for bright and dark regions in the quiet Sun and the brightest plage La profiles. Preliminary descriptions of this work have been given by Basri et al. (1976a, b) .
II. OBSERVATIONS a) Instrumentation
The La profiles were obtained during the first rocket flight of the Naval Research Laboratory's High Resolution Telescope and Spectrograph (HRTS) instrument on 1975 July 21. A 300 mm diameter f:15 Cassegrainian telescope provides a 41.5 mm solar image on the 20 mm long slit of the spectrograph with a spatial resolution of ~0?8. The new tandem Wadsworth spectrograph (Bartoe and Brueckner 1975; Brueckner, Bartoe, and Van Hoosier 1977) consists of two classical concave gratings. The first grating is used as a Wadsworth collimator (f=415mm, 2400 grooves mm -1 ), the slit being placed at its focal point. Light of different wavelengths is dispersed by the Wadsworth collimator so that it illuminates different portions of the second grating. The second grating (f = 415 mm, 2400 grooves mm -1 ) is placed so that it acts as a Wadsworth camera, in which the light bundle of a certain wavelength illuminating a particular section of the second grating is diffracted along the local normal of this section. In this way the Wadsworth condition for stigmatic and coma-free imaging is almost fulfilled for all wavelengths. Only two reflecting surfaces (and one folding mirror to place the spectrograph within the envelope of the rocket skin) are needed. The instrument is a double-dispersion spectrograph with additive dispersion. It does not use an intermediate slit, but it has the stray-lightsuppression characteristics of such a mount.
At the focal plane a spectrum 125 mm long is formed, covering the wavelength region 1175-1715 Â with an average linear dispersion of 4.774 Â mm -1 and a spectral resolution of 0.05 Â. Perpendicular to the dispersion, the spectrum is 20 mm high, covering 915" on the solar surface with a spatial resolution of ~0"8 and a plate scale of 0.022 mm arcsec -1 . The reflecting slit jaws of the spectrograph are imaged in Ha through a double Fabry-Perot interference filter (bandpass 0.5 Â) onto a television and a photographic camera. The television image was transmitted during the rocket flight to the ground, allowing the observer to make pointing corrections via an uplink command system. Solar pointing was achieved by the Solar Pointing Aerobee Rocket Control System (SPARCS) modified for use with the Black Brant YC rocket, which carried the 315 kg payload to an altitude of 220 km. Pointing jitter during a single exposure did not exceed ±0''2 and therefore was well below the resolution of the telescope.
b) Data Reduction and Calibration
To cover the large dynamic range in intensity of lines and continua observed in the 1175-1715 Â region, sets of six spectra each were taken on Kodak 101 film. The exposure times ranged from 0.1 s to 20 s. A single La profile was synthesized from these six exposures. The core of the La line in active regions requires an exposure time as short as 0.1 s, while the outer wings are obtained from the 20 s exposure. Because it took 35 s to obtain the whole set of six spectra, time variations are averaged out.
The spectra were microphotometered along the dispersion, at intervals of 0"9 in position along the disk with a slit 1" wide.
Because of a contaminated collimating telescope, the laboratory absolute intensity calibration of the HRTS instrument in the La region could not be used. Instead, absolute intensity values were derived by comparing the average of all quiet Sun La profiles with an absolutely calibrated La profile obtained during a rocket flight of another instrument on 1976 October 22. This instrument had the same spectral resolution (0.05 Â), but averaged solar intensities over a 1' x 1' area. Calibration was accomplished ergs cm" 2 s" 1 sr" 1 from the HCO Skylab data for a ±0.75 Á bandpass centered on La, but we estimate that the intensity outside their bandpass raises this integrated intensity to 7.1 x 10 4 ergs cm" 2 s" 1 sr" 1 . The total photometric error of our absolute La intensities is ±25%, but the relative intensities of different profiles are accurate to better than ± 10%.
III. OBSERVATIONAL RESULTS a) Intensity Distribution of La
During the 1975 July 21 rocket flight, the slit of the spectrograph was placed along a line extending from the center of the Sun to the southwest solar limb, crossing two plage areas and the center of a sunspot in McMath region 13766. Above the limb the slit covered a small area of a quiescent prominence.
Figures \a and \b show in four sections a 0.3 s exposure of the La line spectrum along with a slit jaw picture photographed simultaneously in Ha. A linear scale has been added to allow easy identification of individual La profiles (1 unit £ 0''9), and cos 6 values are indicated. A plot of the integrated La intensities across the disk is given in Figure 2 .
There is no apparent simple correlation between Ha and La intensities in the quiet Sun (see Fig. 1 ). While there are examples of cospatial Ha and La bright regions (e.g., positions 245-255 and 435-445), there are conspicuous examples to the contrary (e.g., 810-825 and 1015-1030) . Even in the plage region La is quite intense (/ = 2.7 x 10 6 ergs cm" 2 sec" 1 sr" 1 ) between positions 620 and 660, whereas Ha shows only moderate intensities, comparable to those seen in the quiet Sun (i.e., . Only the plage region between positions 720 and 770 consistently shows enhanced emission in both La and Ha. The sunspot in La shows no unique signature, and varies considerably over the 30" spot, merging with the plage on one side. Supergranular structure is clearly visible in La, although the spatial separation between strong emission patches varies greatly.
We have assigned each La profile to one of several bins corresponding to different solar structures, a procedure which is not completely objective. Given in Table 1 are the integrated La intensities I (ergs cm" 2 s"
1 sr" 1 ) and the average of the short and long wavelength peak intensities 7 v peak (ergs cm" 2 s" 1 sr"
1 Hz" 1 ) for the mean profile corresponding to each structure and for the brightest and darkest points, if applicable, within each structure. Off the limb at positions 38 to 49 the Ha slit picture indicates a quiescent prominence. At positions 679-698 the Ha image and strong O v À1218 emission (see below) indicate a sunspot. The location of plage regions is more subjective, and we choose as our criterion those regions where / generally exceeds 1.6 x 10 5 . By this criterion there are two plage regions at 626-691 and 723-776.
The remaining length of the slit on the disk was considered quiet Sun, except that positions 102 (the limb) to 200 (/u, = 0.4) were not included in defining the average quiet Sun intensity. The distributions of integrated La intensities for quiet Sun and plage regions are given in Figure 3 . Although there is no unique method for separating network from cell data, Jensen and Orrall (1963) and Skumanich, Smythe, and Frazier (1975) have shown that intensity distribution functions (histograms) of the Ca n K line can be separated into a low-intensity symmetric Gaussian part, which they ascribe to the cells, and an extended Fig. 2 .-Integrated La intensities as a function of position across the disk. Those data points used in forming the bright points (BP) and dark points (DP) subsets are noted, as well as the brightest point in the plage (P) and fiducial marks (FM). Also given for each position across the disk are the derived flow velocities at La line center optical depth unity (see § § llld and IV6). The location of an apparent "minihole" is noted.
high-intensity tail due to the network. Glackin et al. (1978) have used this method to separate network from cell components for the He i A584 and He h À304 lines. In Figure 3 , solid lines indicate the Gaussian cell and asymmetric network distribution functions. The latter is obtained by subtracting the cell distribution function from the data and smoothing.
The mean intensities for the cell and network components, / ce ii_and / n et, as well as the mean network contrast /net/fceii and network filling factors, are given in Table 2 for our La data, the Ca n K line (Skumanich et al) , and the He i and He n lines_(Glackin et al).
Our measured La network contrast /net//ceii = 2.25 is similar to the value of 2.3 obtained from OSO 8 observations with a spatial resolution of 1" x 10" (Bonnet et al, 1978) . While our La data set is too small to derive an accurate network filling factor, we note that our La network contrast is larger than for the other optically thick resonance lines. This effect is expected since the spatial resolution of the La data is significantly higher than for the other three lines. Future observations of these lines at comparable spatial resolution are needed to determine whether there are real changes in these two quantities with height of formation. The maximum contrast between network and cell interior is ~14:1, and that between plage and cell interior is ~41:1. It is noteworthy that the darkest points in the plage fall below the brightest points in the network (area adjacent to the sunspot, positions 670-675). For the purpose of determining the maximum range of quiet Sun intensities, we define a "dark points" and a "bright points" profile in § IHe Fig. 3 .-Distribution functions for integrated La intensities in quiet Sun and plage regions. Solid lines are drawn through the data to indicate cell, network, and plage regions as described in § IIIû. Vertical arrows designate mean intensities for the cell, network, and plage components as well as mean intensities for the bright points (BP) and dark points (DP) within the quiet Sun as described in § lile.
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BASRI ET AL. Vol. 230 below. The mean intensities of these two groups, / DP and / BP , are given in Table 1 and noted in Figure 3 .
b) Center-to-Limb Variation It is difficult to measure accurately the center-tolimb behavior of the La core and wings due to the small data sample and to the large intensity variations in the quiet Sun superposed on the presumably small center-to-limb variations. To search for center-to-limb variations, we divided the quiet Sun data into bins of 0.1 in Aft, and within each bin obtained average intensities excluding the plage and sunspot data. Average intensities for 1 Â bandpasses centered on the Si hi A1206 and O v A1218 lines and on La at AA = 0, and 0.5 Â bandpasses centered on La at AA = +1.5 À and -1.5 Â, are shown in Figure 4 . The number of profiles averaged in each AA bin depends on the value of fi, ranging from 20 profiles for the p = 0.1-0.2 interval to 158 profiles in the /x = 0.8-0.9 interval. The limb position was defined as sample point 102, since at this point the Si continuum at 1550 Â drops to its half-intensity value compared with the adjacent disk.
The Si in and O v lines clearly limb-brighten as expected for transition region lines, but the O v data are noisy due to the importance of La wing flux in the bandpass. Mean intensities for the La core and wings show considerable variations between adjacent A/x bins due to the large spatial variations associated with the network structure and the relatively few profiles in each Ajbt bin. Nevertheless, there does appear to be a systematic but weak limb-brightening trend at all three wavelengths in the La line as shown by the leastsquares linear fits to the data. Considerably more data, which should become available from OSO 8 spectroheliograms, are needed to confirm our measurement of limb brightening in the La core and wings. The observed very weak limb brightenings at AA = 0 and ± 1.5 Â are important data as CRD and PRD predict very different center-to-limb behavior (see § Vd) and these data are evidence for the inadequacy of the CRD theory. The optically thick resonance lines of He i and He ii exhibit a similar weak limb-brightening behavior in the quiet Sun (Glackin et al. 1978 ).
c) Spatial Gradients and Instrumental Resolution
The spatial resolution of the instrument during flight was measured by scanning a very sharp feature in the Si iv line at 1394 Â perpendicular to the dispersion. For an 8 s exposure, we obtained a full width at halfmaximum (FWHM) of 0''8. We assume that this Si iv feature has a smaller spatial extent than the instrument resolution. Laboratory tests showed that the instrumental resolution is not wavelength dependent. The sharpest bright La feature among the 1000 data points was scanned perpendicular to the dispersion at different wavelength positions away from line center. The spatial FWHM is plotted as function of wavelength in Figure 5 . We find that the FWHM in the far wing of La approaches the instrumental resolution. However, in the center of La the FWHM of the sharpest feature is ~ 1''8, far larger than the instrumental resolution.
We conclude that features in the La wing at +2.5 Â from line center are very likely not resolved by the instrument, but that the instrumental resolution of 0''8 is sufficient to resolve La features in the core of the line. We cannot readily explain the apparently larger spatial structures seen in the La core by a spreading out of individual structures (presumably flux tubes) in the high chromosphere, where the core of La is formed, because the Si iv A1394 line is generally formed even higher in the atmosphere but features in this line are unresolved at 0"8. Some other mechanism must be operative unless the Si features do not fit a plane-parallel picture. The most plausible may be photon diffusion in the La core, since densities in the upper chromosphere are low and La core photons can travel a great distance and scatter many times before they are lost to space or are destroyed by a nonscattering process. In addition, the wings brighten faster than the core, which tends to narrow the apparent spatial scale of features viewed in the La wings compared to the core.
The maximum contrast in the line core between two adjacent features 1" apart is 10%, and the average contrast is 3.3%. Because these contrasts are much larger than for other chromosphere and transition region lines, we conclude that the instrument does spatially resolve the core of La.
d) Line Asymmetries
We measured the asymmetry of each line profile in the following manner. Least-squares quadratic curves were fitted separately to each of the two emission peaks and to the narrow geocoronal absorption feature. The central wavelength of the geocoronal absorption shows very little variation across the disk and was used to define rest line center. From the wavelength positions and intensities of the leastsquares curves for each emission peak, we determined the normalized asymmetry as (I R -Ib)I(Ir + I B ) and the peak separation as AA = A Ä -X B . Here R and B refer to the long-and short-wavelength peaks. We checked this procedure for each profile by eye to ensure that there were no spurious quadratic fits in the data sample.
In Figure 6 we present the normalized asymmetry , and peak separations, AA = A Ä -A B , where R and B refer to the long-and short-wavelength peaks. Horizontal error bars define the line intensity interval for each data point, and vertical error bars denote the maximum range in each quantity for the intensity interval. Vertical arrows denote the mean intensities for the cell, network, plage, dark points, and bright points subsets of the data.
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and peak separation as functions of integrated intensity. There is considerable scatter within each line intensity interval, as denoted by the error bars, but the two brightest intensity intervals, corresponding to plage regions, have positive asymmetry. Since positive asymmetry indicates outflow as discussed in § IVZ>, the data imply that at the atmospheric levels where the La core is formed, at approximately T = 20,000 K, the net flow in bright plage regions is upward. Also dark portions of the quiet Sun at this layer tend to be moving downward. Because of the small data sample, these conclusions are tentative. Skumanich, Smythe, and Frasier (1975) have shown that bright network points as seen in the Ca n K line are regions of downflows. Our bright points data noted in Figure 5 also may show negative asymmetry and thus downflows. Brueckner et al. (1977) find that C iv A1548 velocities are correlated with La intensities consistent with this picture of downflows in the bright network elements.
Figure 6 also shows that the peak separation decreases with increasing intensity. Smith (1960) has previously noted that the Ca n K line in plages also shows a decrease in peak separation with increasing intensity. This decrease in line self-reversal is primarily the result of increasing line source function with increasing density in the region of line formation near line center. Ayres (1978) has shown for the Ca n and Mg ii resonance lines that the peak separation should decrease with increasing nonradiative heating. His arguments can be simply generalized to cover the La line as well.
In § IVb we derive a relation between La line asymmetry and the systematic flow velocity at line center optical depth unity. Plotted in Figure 2 are these flow velocities and the corresponding integrated line intensities at each position on the disk. Note the "minihole" region of upflow and low intensity at positions 520-530. The upflow velocity in this region is about ISkms" 1 , similar to the sound speed of 18 km s -1 at 20,000 K. The mass flux in the minihole is 1.3 x 10" 8 g cm -2 s" 1 , corresponding to a mass loss, if the whole Sun were similar, of 1.2 x 10 -11 M© yr _1 . Since this mass loss rate is several orders of magnitude larger than is typical for the Sun, this minihole may provide evidence that the solar wind originates in small regions of the chromosphere, depending on how prevalent this phenomenon is over the surface of the Sun. Brueckner et al. have shown that C iv A1548 is also Doppler shifted by about lOkms -1 at these positions and that the C iv line and other transition-region lines have decreased intensities, suggestive of conditions in a coronal hole. e) Representative Line Profiles regions away from the limb, selected profiles with the lowest integrated intensities were averaged together and are called the "dark point" profile. Similarly, we averaged the brightest profiles in the quiet Sun to give a "bright points" profile and the median profiles to give an "average" profile. The actual data points used in forming the bright and dark points data subsets are indicated on Figure 2 . Intensities for the bright and dark points data subsets as well as for the brightest and darkest point within each subset are given in Table 1 .
We have averaged together profiles from a large section of quiet Sun for comparison with the "average" profile. Since these two profiles are essentially identical, we believe that a model derived from low spatial resolution profiles will be very similar to a model based on the mean intensity subset of the high resolution profiles. Thus one-component model chromospheres should have some validity as a reference for multicomponent models.
We present in Figure 7 the representative La profiles for the average quiet Sun, bright points, dark points, and plage. Our plage profile refers to bright regions within the plage with a mean intensity of 7.0 x 10 5 ergs cm _2 s _1 sr _1 and not the mean plage profile which has a mean intensity of 2.7 x 10 5 ergs cm -2 s" 1 sr _1 . The relative central reversal does not appear to change between dark and bright regions in the quiet Sun, but the chromospheric reversal disappears in the plage profile as it does in the Ca n (Smith 1960) and Mg h (Lemaire and Skumanich 1973) resonance lines. One problem in discussing the La central reversal, of course, is the difficulty of separating the broad chromospheric self-reversal from the narrow geocoronal absorption lines. The plage profile shows evidence for geocoronal absorption, but not the broader chromospheric self-reversal.
Plotted in Figure 8 are mean La profiles for the bright region in a plage, the sunspot umbra, penumbra, and quiescent prominence off the limb. Also plotted is the mean profile for the minihole at positions 520-530. The umbra and penumbra profiles are virtually identical to each other, and are intermediate in intensity between the "bright points" and plage profile. The penumbral profile and, especially, the umbral profile include the bright O v A1218.4 emission line. The prominence La profile has a slightly lower peak intensity than the "dark points" profile on the disk and has much steeper wings, as is expected from the low densities characteristic of prominences even compared to low density regions of the chromosphere. The central self-reversal in the prominence La profile is very narrow, similar to that seen in the plage profiles, and may therefore be due entirely to geocoronal absorption.
We wish to determine line profiles representative of specific solar structures for comparison with model calculations. Of particular interest are line profiles for the darkest and brightest regions in the quiet Sun, which determine the maximum range of atmospheric parameters occurring in the quiet Sun. For quiet Sun IV. THEORETICAL MODEL a) Static Atmosphere Our general approach in modeling the solar chromosphere involves first assuming a temperature distribution, then computing a model atmosphere and No. 3, 1979 La ROCKET SPECTRA 933
Fig. 7.-Measured La profiles (so/id lines) for bright regions in a plage, the average quiet Sun, the brightest points within the network {bright points), and the darkest points inside supergranule cells {dark points). Computed La profiles {dashed lines) are given for the models corresponding to each atmospheric structure. The computed profiles do not include geocoronal absorption. theoretical profiles for the La line core and wing, and finally adjusting the model until the computed profile matches observations both in shape and absolute intensity. As our initial solar temperature structure, we use the VAL model. We then make minimal adjustments to the VAL structure to bring the computations into agreement with a given representative La profile, subject to the constraints of reasonable agreement between observed and computed Mg n, Ca ii, Lyman continuum, and millimeter continuum intensities.
The solar La line is formed throughout much of the chromosphere, the outer wings are formed just above the temperature minimum, while the central core is formed in the upper chromosphere and lower transition region. As one moves away from line center, therefore, one sees the effects of the thermal structure at increasingly deeper layers. In our models the physical parameters are specified as a function of reduced mass m R = m -m 0 , where m is the mass column density above a given layer and m 0 is the mass column density at the highest level in our atmosphere, roughly corresponding to the base of the transition region. The reason for using a reduced 934 BASRI ET AL. Vol. 230 mass scale is to simplify the solution of the hydrostatic equilibrium equation. There are three fundamental physical processes which we attempt to include adequately in our computations.
(1) The electron density and hydrogen ionization equilibrium are coupled, as hydrogen is the primary source of electrons at temperatures above 7000 K. To achieve self-consistency, we redetermine w e , due to hydrogen ionization and LTE ionization of a solar metals mixture, each time we solve the hydrogen statistical equilibrium equations. (2) Important processes in hydrogen ionization are ionization from and recombination to the second level as discussed by VAL. To properly determine the second level population, we solve transfer equations in Lß and Ha simultaneously with that for La. (3) Milkey and Mihalas (1973) have shown that the inclusion of partial redistribution (PRD) in the La wings significantly decreases the ionization of hydrogen compared to complete redistribution (CRD) Voigt profile calculations by decreasing the radiation field in the line wings and thus the excitation of the 2p substates from which Balmer continuum photons photoionize the excited hydrogen. Thus we must solve the PRD transfer equation for La self-consistently with the multilevel hydrogen statistical equilibrium equations.
At present it is extremely time-consuming, but possible to solve the coupled statistical-equilibriumradiative-transfer equations for a multilevel atom including PRD (cf. Shine, Milkey, and Mihalas 1975) . We have not taken this approach but instead have used an alternative scheme which should give the same results with far less computer time. A schematic flow diagram for these calculations is given in Figure 9 .
We begin by assuming m 0 and distributions of temperature T(m R ) and microturbulent velocity $ t (m R ) with reduced mass. For all of our computations we assume the VAL microturbulent velocities. We next solve the hydrostatic equilibrium equation selfconsistently with computations of the electron density. The latter is based on a previous solution of the hydrogen ionization equilibrium and LTE ionization of metals assuming solar composition.
We next consider a five-level-plus-continuum model atom for hydrogen and use a multilevel non-LTE linearization code similar to that described by Auer and Mihalas (1969) to solve simultaneously the equations of statistical equilibrium and radiative transfer in a plane-parallel atmosphere. At this time we only solve transfer equations for La and the Lyman continuum explicitly in the CRD approximation, and treat the other line transitions as fixed rates. Only the Doppler core of La is included at this time due to the CRD approximation. In all of our computations we approximate the bound-free transitions, except for the Lyman continuum, as fixed rates (Ayres 1975a) , since these transitions are optically thin in the region of interest. Collisional coupling among all the levels is included, using the rates of Milkey and Mihalas (1973) . This initial calculation allows the atmosphere to depart from its initial LTE populations and to approach the final non-LTE values at minimal cost in computing time and with few convergence problems.
To compute an approximate wing profile for La we next adopt the partial coherent scattering (PCS) method of Ayres (1975Z>) for a two-level non-LTE hydrogen atom. This method is based on the result that scattering in the wings far from line center is nearly coherent. The scattering term is a linear combination of a coherent term at the specific frequency of interest and an incoherent term which represents photons scattered to this frequency from the core of the line due to collisions. The relative size of these two components, the incoherency fraction, is determined by the ratio of collisional to total broadening. Experience has shown that this simple PCS code rapidly computes wings which accurately match those computed with the full PRD code in shape, although the two-level approximation leads to somewhat lower computed wing intensities.
We iterate between the PCS code and the five-level, two-transition CRD code, recomputing hydrostatic equilibrium and the electron densities every fourth iteration. When self-consistency between the transfer and statistical equilibrium equations is achieved, we compare the computed and observed La profiles to determine whether the assumed T(m R ) distribution is adequate. At this decision point we can plausibly change the temperature distribution after the expenditure of only a small amout of computer time.
If the match of computed and observed La line profiles is good, we proceed to a five-level hydrogen code explicitly treating the Lyman continuum, La, Lß, and Ha lines in the CRD approximation. The inclusion of transfer in the Lß and Ha lines always has the effect of increasing the intensity in the whole La profile by as much as 30% over its value obtained by treating Lß and Ha as fixed rates. We therefore conclude that the upper levels provide a significant source of La photons through recombination and cascade and that Lß and Ha must be included for accurate modeling of La. The shape of the La profile [and thus the shape of the T(m R ) distribution] is not typically affected, however. We iterated this five-level, four-transition computation to consistency with a PCS calculation of the La wings and computations of the electron density.
Finally, we recomputed the La profile using the full PRD code, explicitly including the Lyman continuum but approximating Ha and Lß using the detailed rates previously found by the five-level CRD computation. In this final calculation, intensities in the whole La profile typically change by a few percent, but the shape previously computed by the CRD core and PCS wing calculation is maintained. Our computer code for the PRD analysis is basically the same as that of Milkey and Mihalas (1973) , but we have allowed for a depthdependent line profile and frequency-dependent incoherence fraction. An iteration on electron density is allowed at any step, and hydrostatic equilibrium is recalculated in exactly the same fashion as for the CRD code. In a subsequent paper (Roussel-Dupré and Basri 1979), a detailed analysis of the effects of treating the PRD weights at various levels of approximation and the effects of Doppler drifting in the wings, Ha To compute the effects of a velocity field on the emergent profile we employed a code derived from the work described by Shine and Mihalas (1976) . This solves a two-level atom in the comoving frame allowing for partial redistribution effects to obtain frequency-dependent source functions and the emergent profiles. We used the average quiet Sun static model described below in § Yb and the computed lower state populations. A radial velocity field was then imposed on the atmosphere, parametrized by the velocity at the top. The velocities were constructed so that the mass flux is preserved at each height in the atmosphere following the approach of Chiu et al (1977) . This forces the velocity to be inversely proportional to the density, resulting in slow velocities at large depths and a rapid turn-on flow velocity near the top of the atmosphere with decreasing density. A variety of mass fluxes were tried and the resultant profiles compared with asymmetric profiles from the observational set. The asymmetry is due primarily to the gradient in velocity as the height of formation for each part of the profile moves upward as one approaches line center. Note that for a radial velocity field this effect should disappear near the limb, so the observation of asymmetries near the limb may be measuring increasingly horizontal velocity fields.
In Figure 2 we have plotted the computed velocities at La line center optical depth unity as a function of position across the disk, which we have derived from the observed unnormalized asymmetries (i.e., I R -I B ). Unfortunately, the derived velocities are somewhat uncertain in magnitude as the asymmetry depends on the details of the temperature and density distributions in addition to the velocities. For example, simply increasing m Q for a model and keeping all other parameters the same has the effect of changing the optical depth scales and thus the velocity at line center optical depth unity and the computed asymmetry. Thus, the determination of velocity fields from asymmetries in optically thick lines requires much care, and optically thin lines are probably more reliable velocity diagnostics. This is especially true if the thermal structure in the region of line formation is complex so 936 BASRI ET AL. Vol. 230 that optical depth, geometrical depth, and density distributions change in different ways as the model is varied.
V. SOLAR CHROMOSPHERE MODELS
We compute here models of the solar chromosphere with three goals in mind: to match the observed La profiles and intensities in different solar features as closely as feasible, to attempt to match other observables that can be readily computed from our models, and to provide a set of models that can be used by others in synthesizing the solar spectrum for comparison with other data. Compromises and approximations are inevitable to the modeling processes. In the present case the two most important limitations to our work are the homogeneous plane-parallel geometry assumption and limits to our time and computing time which forced us to concentrate our attention on matching primarily the La data rather than attempting a best fit match to a wide range of observables. Our assumption of homogeneous plane-parallel geometry means that we ignore unresolved atmospheric structures and horizontal radiative transfer effects. Parameters for our models are compared in Table 3 .
a) Critique of the VAL Mean Quiet Sun
We assumed the temperature distribution of the VAL model and solved the statistical equilibrium and radiative transfer equations as described in § IVa and diagrammed in Figure 9 . We have used the original VAL model (Vernazza, Avrett, and Loeser 1973) rather than model M tabulated in Vernazza, Avrett, and Loeser (1976) , since model M extends only to 800 km and is similar to the VAL model below this height. The resultant La profile is compared with our observed average quiet Sun profile in Figure 10a , and computed line and continuum intensities are given in Table 4 . We find three important discrepancies between the computed and observed line profile: the La integrated intensity is computed to be 4.7 x 10 4 ergs cm -a s -1 sr _1 compared to the observed value of 7.1 x 10 4 ergs cm" 2 s" 1 sr _1 , the computed core selfreversal is deeper than observed by a factor of 3, and the wings of the profile are much flatter than observed. We now comment on these discrepancies.
It is difficult with our data to separate the intrinsic La self-reversal from the narrow geocoronal absorption feature despite our spectral resolution of 50 mÂ, due to the averaging of profiles with different exposure times and the spatial averaging of profiles with different line-of-sight velocities to produce the mean quiet Sun profile. Examination of individual profiles suggests a ratio of peak to central intensity (excluding the geocoronal component) of ~2, while the VAL calculation (without macroturbulence) yields ~ 6. Typically, theoretical calculations of self-reversed chromospheric emission lines yield profiles which have deeper reversals and narrower peaks than observed, and some combination of macroturbulence or wave motions is usually assumed to bring the computed and observed profiles into agreement. In view of the very high spatial and spectral resolution of our data, however, we feel that the computed self-reversal for the VAL model is excessive unless some other broadening agent is important.
The most serious discrepancy between predictions of the VAL model and our data is the shape of the La wings. As can be seen in Figure 10a , the computed wing slope is much shallower than observed, such that the computed wing at AÀ = 2 Â is a factor of 3.5 brighter than observed. Since the line opacity within 5 Â of line center is orders of magnitude larger than the background continuum opacities, our LTE treatment of these continua cannot be the source of the discrepancy. The La wing is formed by nearly coherent scattering, and the dominant contribution to the opacity is radiative damping by nearly two orders of magnitude. Since the value of the La oscillator strength is known accurately, this damping parameter is well known.
When we first noticed this large discrepancy in the wing shape, we reexamined the assumptions upon which our initial PRD calculations were based to determine if errors in our treatment of La might be the cause. The primary source of collisional broadening (and thus frequency redistribution) is Stark interactions with electrons and ions. The unified classical path theory of Vidal, Cooper, and Smith (1970) can be used to find the Stark broadening profile. Examination of this theory shows, however, that the Stark broadening parameter for the impact limit as used in Milkey and Mihalas (1973) , for example, is actually a maximum value. Outside the plasma frequency, which for electrons is typically A A ~ 10" 3 Â for La, the impact approximation is not valid and there is less collisional redistribution than it implies.
Recent theoretical development by Cooper (1979) shows that for isolated lines in the nonimpact regime, the use of frequency-dependent line width parameters (as obtained by the unified theory) should enable reasonably accurate calculation of the angle-averaged incoherence fraction. This theory also indicates that the oft-used results of Omont, Smith, and Cooper (1972) are not strictly valid when inelastic collisions are important (cf. Cooper and Ballagh 1978) . In addition, hydrogen presents special problems because the spectral lines are not isolated due to the /-degeneracy of the levels. The approximate expression for the incoherence fraction in the nonimpact regime and its effect on the La wings were first discussed by Roussel-Dupré and Basri (1977) . In the Appendix we discuss our formulation of redistribution in the La wings in detail and list the important parameters entering the transfer equation at AA = 1 Â and 5 Â.
We find that the wings computed for the VAL model are too shallow even with the new frequencydependent incoherence fraction, which further increases coherence and slightly steepens the computed wings. This result is not strongly dependent on the exact value of the incoherence fraction used, but only on its frequency dependence and the temperature distribution of the model as shown in the Appendix. Since even large increases in our incoherence fraction for AÀ > 1 Â cannot appreciably steepen the computed wing slope (cf. Appendix) for the VAL model, we conclude that modifications in the VAL temperature distribution are required to match our mean quiet Sun data.
b) Considerations in Modifying the VAL Model
We now consider possible modifications of the VAL temperature distribution in order to better match the La profile shape and intensity in the quiet Sun and discuss constraints on such modifications. In principle, both the computed large self-reversal and faint La intensity problems of the VAL model can be resolved simply by increasing m 0 , which has the effect of moving the regions of La core and Lyman continuum formation to denser layers. The same results can also be accomplished by changing the shape of T(w ß ) such that the steep temperature rise at 8000-20,000 K occurs at greater reduced mass. We found in trial computations that very large changes in are needed to significantly raise the La intensity; specifically, an increase in m 0 by a factor of 2 increased /(La) by only 207 o . Since typical transition region line intensities are proportional to m Q , we cannot change m 0 by a large factor. Instead we consider changes in the shape of r(m ß ) when deriving a model to better match the data.
The slope and intensity of the Lyman continuum provide two additional constraints on possible modifications to the VAL model. Noyes and Kalkofen (1970) showed that the slope of the Lyman continuum (750 Â < A < 912 Â) in the quiet Sun is similar to a Since the long wavelength portion of the Lyman continuum tends to be formed near m = 10" 5 g em -2 at temperatures greater than 7000 K and the opacity is proportional to v -3 , the slope of the continuum and thus the color temperature depends on the temperature gradient near m = 10" 5 g cm -2 . In order to reproduce the observed color temperature, we need a steep temperature gradient where the head of the Lyman continuum is formed and a flat temperature plateau near 6500 K as in the VAL model out to m = 4xl0" 6 gcm" 2 . A significant temperature gradient in the region 4x 10" 5 >m>4x 10 " 6 g cm -2 , as proposed by Gouttebroze et al. (1978) , results in an unacceptably large Lyman continuum color temperature. Vernazza (1972) and VAL have shown that the slope of the short wavelength portion of the Lyman continuum (740-500 Â) requires another temperature plateau near 20,000 K. Moving the top of the chromosphere downward (increasing m 0 ) increases densities in this plateau and decreases the Lyman continuum slope by raising intensities at the short wavelength end. In order to better match the data, we have modified the VAL temperature structure by increasing m Q slightly and moving the 20,000 K plateau to larger values of m R . Both changes have the effect of raising the intensities in both the Lyman continuum and La while retaining the correct continuum color temperature. As a consequence of the higher densities in the 20,000 K plateau, the La source function decreases more slowly toward small optical depth, reducing the computed self-reversal in the line. Lites, Shine, and Chipman (1978) have shown that the intensities of the C h ÀA1334, 1335 lines are also sensitive probes of the region of the chromosphere near 20,000 K. They find that the C n data imply a somewhat cooler plateau which extends deeper into the chromosphere than the VAL model. While their model for the plateau fits the C n lines as well as La and the short wavelength portion of the Lyman continuum, we have adopted a plateau temperature of 20,000 K so as to have minimal changes from the VAL model.
The intensity at the head of the Lyman continuum provides another possible constraint, but there is some uncertainty as to its value. The OSO 4 value for the mean quiet Sun intensity at the head of the Lyman continuum (911.75 Â) is 1.28 x 10" 11 ergs cm" 2 s" 1 sr" 1 Hz" 1 (Dupree and Reeves 1971) , whereas the OSO d measured value is 2.22 x 10' 11 ergs cm" 2 s" 1 sr" 1 Hz" 1 (Vernazza 1977) . The computed value using the VAL model is 1.7 x 10" 11 ergs cm" 2 sr"
1 Hz" 1 , within the experimental uncertainty of the OSO 4 and OSO 6 measurements. We have tried various chromospheric models with the aim of matching the La profile, Lyman continuum cooler temperature, and OSO 8 Lyman continuum intensity. Subsequent to the computation of our models we learned of the HCO Skylab data (Vernazza and Reeves 1978) , which show / v (911.75 Â) = 1.44 x 10" 11 ergs cm" 2 s" 1 sr" 1 Hz" 1 with an estimated uncertainty of ±35%.
c) Computation of a Revised Mean Quiet Sun Model
We have modified the VAL model in three significant ways in order to better match our mean quiet Sun La profile, consistent with other important diagnostics. First, we have modified T(m Ä ) such that the steep temperature rise at 8000-20,000 K occurs at larger m R . This change increased (as expected) the intensities of the La core and Lyman continuum and decreased the La core self-reversal. Second, we decreased temperatures in the middle chromosphere -4.0 < logm B < -2.5 to steepen the La wings. Third, we increased T{m^) at and immediately above the temperature minimum as suggested by Ayres and Linsky (1967) . This latter change is not required by the La data, which are insensitive to this region of the atmosphere, but rather by the desire to be consistent with the Mg n and Ca n resonance line wing intensities. The temperature structure at -6 < logm R < -4.2 is maintained similar to that of the VAL model in order to match the observed Lyman continuum slope near 912 Â and the millimeter continuum. The temperature structure near and immediately below log m R = -4.0 plays a critical role in our analysis as both the La wing and to some extent the long wavelength portions of the Lyman continuum are formed in this region.
We show in Figures 11a and lié several test temperature distributions and in Figures 10a and 10Ô the corresponding La profiles computed as described in §IVa. Since the VAL temperature distribution produces La wings which are too shallow (decrease in intensity too slowly with increasing AÀ), we consider temperature distributions which are cooler than the VAL below log m R --4.2. We find in models A and B that even a relatively slow rise in r(m B ) for -2.3 > \ogm R > -4.2 results in La wings which are too shallow. For the VAL model, each point in the wing has a contribution function (CF) which is localized in m R in the sense of having only one maximum. Unfortunately, for the class of average quiet Sun models discussed here the CFs are double-peaked for AA > 1 Â. As we decrease T{m R > 10 " 4 ), we decrease the CF in this region of the chromosphere and find that the contribution due to the steep rise in temperature above 6500 K becomes relatively more important. Above 6500 K the wing source functions increase outward in the atmosphere faster than the decrease in monochromatic optical depth, producing a significant contribution to the emergent intensity. The reason for including a steep temperature rise at 5300-6700 K (near logm B = -4) is that the AA > 1 Â portion to the La wing requires a low temperature out to m R # 10 ~4, while the millimeter and Lyman continua (cf. Noyes and Kalkofen 1970; Thomas and Athay 1961) require higher temperatures for \ogm R < 4.2. We note that the steep jT(m B ) itself near T = 6500 K does not result in a kink in the computed La wings.
Since the La wings include a significant contribution from the 5300-6700 K temperature rise, they are sensitive to its location in mass column density. La profiles for several possible models in which the location and steepness of this temperature rise is varied are for different atmospheric models used in attempting to match the mean quiet Sun La profile. The quantity m is the mass column density, and m 0 is the value of m at the highest level in our atmosphere, roughly corresponding to the base of the transition region. All models have m 0 = 4.7 x 10" e g cm -2 except for the VAL model which has m 0 = 4.32 x 10" 6 g cm -2 , (a) The VAL model and our Models A, B, and C. (b) The VAL model and our models C, D, E, and F. Since the observed La profile out to AA = 2 Â is not sensitive to the temperature structure deeper than log (m -m 0 ) > -2, this region of our models is taken from the Ayres and Linsky (1976) model. shown in Figures 10a and 106 . Model C is our final mean quiet Sun model, which fits the La profile quite well (see Fig. 10a ). Moving the upper point inward (model D) compared to model C causes too large a contribution to the La wing at A A > 0.5 Â from the temperature rise. This produces a La wing shape which is too flat. On the other hand, moving the upper point outward causes the wing to steepen (model E). Similarly, moving the lower point of the temperature rise inward also flattens the wing (model F). We conclude that temperatures for -2.3 > logm Ä > -4.2 must be significantly cooler than the VAL values, and that T(m^) must rise rather steeply near m R = 10" 4 to become similar in shape to the VAL temperature distribution.
d) Comparison of Model C with Observables
Model C was constructed primarily to match the mean quiet Sun La profile. We show in Figure 10a the excellent match to the La wings' shape and intensity and a good match to the core and central reversal. Any kind of unresolved motions such as macroturbulence or atmospheric wave propagation will smear the profile in the core, decreasing the computed self-reversal and broadening the peak so as to be in better agreement with observations. The computed peak La intensity of 5.1 x 10" 8 ergs cm -2 s" 1 sr" 1 Hz -1 is similar to the observed mean quiet Sun value of 4.8 x 10 " 8 , and the computed integrated La intensity of 7.6 x 10 4 ergs cm" 2 s" 1 sr -1 is within the uncertainty
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In § lllb we noted that the La line shows very weak limb brightening in the core and inner wings. The computed limb brightening for model C using our PRD treatment of the transfer equation is also small with/(A A = 1.25 Â,^ = 0.2)//fAA = 1.25 Â, /x = 1.0) = 1.25 for a bandpass of 0.5 À, consistent with the observed value of 1.17. There is slight limb darkening for the VAL model. This is in marked contrast to the CRD results for the same model which yield similar results for the core but predict the above ratio to be 2.5. The large computed limb brightening in the La wings and factor of 10 brighter wing intensities computed assuming CRD confirm the need for using the PRD formulation in solving the transfer equation in the wings of optically thick resonance lines.
We find that the computed color temperature of the Lyman continuum in the spectral range 750-912 Â is 8400 K, in good agreement with the observed value of 8300 K. The computed intensity at the head of the Lyman continuum is / v = 2.0 x 10" 11 ergs cm -2 s -1
sr" 1 Hz" 1 . This intensity is within the uncertainty of the OSO 6 measurement, / V (911.75Â) = 2.22 x 10 " 11 , but is a factor of 1.4 larger than the Skylab / V (911.75Â) = 1.44 x 10" 11 (Vernazza and Reeves 1978) , as discussed in § V6. Lyman continuum intensities for model C and the VAL model are compared with the OSO 6 and Skylab data in Figure 12 . Another complicating factor is that the Sun is variable and the La and Lyman continuum data were obtained at different times by instruments with different absolute calibrations. Thus a better test might be to compare our computed /(La)// V (911.75 Â) ratio against this ratio obtained by one instrument. From the HCO Skylab data for the mean quiet Sun we deduce a ratio of 4.9 x 10 15 , by estimating the flux beyond the ±0.75Â bandpass centered on La. Similarly, the OSO 6 data (Dupree et al. 1973 ) exhibit a ratio of 4.1 x 10 15 . The computed ratio for model C is 3.8 x 10
15 . While better agreement may be achievable by additional changes to the model, we are satisfied with the present level of agreement. Avrett (private communication) has pointed out that better agreement can be achieved by including additional levels of hydrogen, in which case /(La) will not change appreciably while / v (911.75 Â) decreases about 30%.
We have recomputed the emergent Ha profiles for our final iterated models using the full Voigt profile, including radiative and Stark broadening (cf. Appendix). These Ha profiles in residual intensity units are compared with the mean quiet Sun profile of White (1963) in Figure 13a . The agreement of the central residual intensity between observations and our computed profile for model C is good, but the agreement in the wings is not satisfactory, as expected, since our model does not go sufficiently deep into the photosphere.
Another observable easily computed by our hydrogen code is the millimeter continuum, which is formed Fig. 12. -Comparison of observed and computed specific intensities of the Lyman continuum. Quiet Sun and plage intensities are given for the OSO-6 (angular resolution 30" x 30") and HCO Skylab data (angular resolution 5" x 5") and computed intensities {solid lines) for models VAL, C, BP, DP, and P. The HCO Skylab data (dashed lines) are from top to bottom-very active plage, network, average quiet Sun, and cell center.
by hydrogen free-free transitions and is in LTE. In Figure 14 we note the good agreement between the brightness temperatures computed for model C and the parabolic fit to the quiet Sun data discussed by Linsky (1973) .
Finally, we have computed intensities in the cores of the Ca il K and Mg n k lines for model C using the codes described by Kelch et al. (1978) . While these lines are formed mainly in the lower chromosphere below where the La wing at AA = 2 Â is formed, there is some overlap in the contribution functions. The emission peak intensities and integrated core intensities (between the Kx and k x features) are compared with mean quiet Sun values in Table 4 . Our computed Ca n and Mg n intensities are significantly lower than observed, primarily due to the low temperatures at 800-1400 km in model C required to match the observed steep La wing profile. Our low temperatures in this region may also produce computed C i A1100 continuum intensities lower than observed (Avrett, private communication). Future modeling to match simultaneous La, Mg n, and Ca n data should attempt to find a temperature structure which optimally fits these data. e) Plage, Dark Points, and Bright Points Models We now consider modifications to model C needed to match our La profiles for the plage, dark points,
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BASRI ET AL. Vol. 230 Ha CONTRAST Ha PROFILES PROFILES Fig. 13 . (a) Computed Ha residual intensities for models P, BP, C, DP, and VAL are compared with the observed mean quiet Sun data (dots) oî White (1963) . The curve labeled RE is the residual intensity for a radiative equilibrium model which has no chromospheric rise in temperature, (b) Computed Ha contrast profiles for models P, BP, and DP using computed intensities for model C as the reference profile.
and bright points data sets. We fix the atmospheric model below 800 km and only consider changes in the model above this height needed to change the La profile and Lyman continuum. To make an acceptable plage model, we were required to move the top of the atmosphere down into denser layers, as previously proposed by Shine and Linsky (1974) . Since increasing Wo to 1 x 10" 4 g cm -2 (Shine and Linsky's brightest plage model) did not raise the intensity of La to the observed value, we also moved to larger values of m R the steep temperature rise at 8000-20,000 K. The short wavelength tail of the Lyman continuum then became too bright as a consequence of the increased densities in the 20,000 K plateau. In fact, we find that it is too bright even with the total elimination of this plateau. The observed lack of intrinsic self-reversal in the plage profile is also satisfied without the 20,000 K plateau. Thus we feel that there is no reason for including this plateau in our plage model (model P).
OSO 6 and Skylab observations (see Fig. 12 ) indicate that the long wavelength portion of the Lyman continuum has essentially the same color temperature (slope) in a plage as in the quiet Sun. We were unable to achieve this for our plage model. Raising the flat portion of T{m R ) from 6500 K to 7500 K to increase ionization of hydrogen at lower altitude helps somewhat, but the densities near 20,000 K required to bring the observed La profile up to the observed intensity causes the short wavelength tail of the Lyman continuum to be too bright relative to the continuum edge at 912 Â. It is possible that we are looking at a very strong plage due to our choice of the brightest points in the spatially resolved plage.
The bright points La profile is intermediate between the mean quiet Sun and plage profiles. We have matched this profile with model BP by increasing m 0 over that for model C and removing part of the 6300 K plateau from the quiet Sun model. Similarly, we have matched the dark points profile with model DP by opposite changes to the model C, decreasing m 0 and moving the top of the region of strong hydrogen ionization to smaller m B . Parameters for these models and computed intensities are given in Tables 3 and 4. The agreement between observed and computed La profiles for models DP, BP, and P shown in Figure 7 is very good, as is the agreement between the observed and computed mean intensities. It is difficult to compare observed and computed Lyman continuum intensities and slopes, as the spatial resolution of the La features we are modeling is at least a factor of 25 better than the Skylab observations of the Lyman continuum. Thus we do not know whether the differences in the Lyman continuum color temperatures among our computed models and the wider range of computed Lyman continuum intensities than observed result from inadequate spatial resolution in the Lyman continuum data.
Our models predict very different Ha profiles as shown in Figure 13tf . Model P predicts a very bright core but relatively dark wings compared to model C. Thus Ha spectroheliograms are predicted to be bright on-band but dark more than 0.43 Â off-band in plage regions. This is better shown in Figure 13ft , which is a plot of the Ha contrast functions C(AA) = [/(AÀ) -/ C (AA)]// C (AA), where /(AA) is the computed intensity for a given model and / C (AA) is the computed intensity for model C. Spectroheliograms in Title's (1966) collection do indeed show plage regions to be relatively bright in Ha at AA = 0, ±0.35 Â but dark at AA = ±0.7 Â (see his Figs. 6, 7, 11) . We predict a similar behavior for bright points in the network but with a crossover from bright to dark at about AA = ± 0.22 Â. This crossover is also seen in Title's data (see his Fig. 6 ), but it is difficult to determine the value of AA where this occurs. The dark points Ha profile shows a slightly dark core and no contrast beyond ± 0.30 Â.
We wish to point out that the Ha contrast profiles we have computed are a natural consequence of the different temperature distributions assumed and the resulting changes in density and optical depth scales. We have assumed the same nonthermal broadening in all models and no systematic velocities. The reason for the negative contrast in the Ha plage profile for AA > 0.43 Â can be seen in Figure 15 , where we have plotted the Ha source functions for models P and C on a common optical depth scale at line center and on their respective height scales. The Ha line is more opaque in the plage chromosphere due to greater populations of the n = 2 level, which results directly and indirectly from higher temperatures. As a result each geometrical height in the photosphere occurs at a larger Ha optical depth for the plage model than model C even though the two models have identical temperature structures below 800 km. Since the Ha source functions increase with optical depth in the photosphere, the mapping of line source function into /(AA) is such that for model P each layer in the photosphere contributes to /(AA) at larger values of AA than for model C. Negative contrasts in the Ha profile for AA > 0.22 Â for model BP can be similarly explained. Thus the mechanism underlying changes in these contrast profiles is different from and presumably operates in addition to the embedded feature model proposed by Steinitz, Gebbie, and Bar (1977) , which is based on line profile changes. Nicholas et al. (1979) have derived electron densities at temperatures near 4 x 10 4 K using Si m line ratios obtained from the same HRTS spectra as our La observations. Since these electron density estimates are based on cospatial and cotemporal data, they Fig. 16 .-Temperature distributions used in this paper given on a height scale, where zero height corresponds to T5000 = L Our models above 800 km were derived so as to match the La profile data, and below 800 km are taken from Ayres and Linsky (1975) .
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BASRI ET AE Vol. 230 4.7 (7) 3.5 (7) 2.1 (7) 1.8 (7) 1.3 (7) 8.8 (6) 1.0(5) 5.8 (2) 2.8 (1) 9.0 (0) 2.9 (0) 4.6 (0) 1.7(1) 1.5 (0) 1.1(0) 1, 9. 4, 5, 8, 9. 1
2.8 (1) 4.2 (1) 1.5 (2) 4.9 (2) 1.1 (3) 1.5 (3) 5.7 (2) 9.6 (1) 2.9 (1) 2.7 (1) 1.4(1) 4.6 (0) 3.7 (1) 2.0 (0) U (0) 7.7 (9) 9.3 (9) 1.2 (10) 1.22 (10) 1.3 (10) 1.6 (10) 2.1 (10) 2.8 (10) 3.6 (10) 4.9 (10) 4.1 (10) 7.9 (10) 4.8 (9) 3.5 (10) 6.5 (10) 9.8 (10) 4.8 (10) 1.2 (10) 1.7 (10) 9.0 (10) 1.1 (12) 9.4 (12) provide an important test of our models. At positions 723-800 in the plage region Nicholas et al. find n e = 2.5-5.0 x 10 11 cm -3 , compared to our model P value of n e = 2A x 10" 11 cm _3 at 4.1 x 10 4 K, which refers to the high intensity portion of the plage near position 740. They also find n e = 4.5 x 10 10 cm -3 in a bright feature at position 210-220. This can be compared to our model BP value of n e = 4.0 x 10 10 cm -3 which refers to several bright points including the same bright point near position 215 (cf. Fig. 2 ).
The primary difference between models C, P, DP 5 and BP is the value of m 0 , which results in differences in the geometrical height of the base of the transition region by up to 1600 km. This is illustrated in Figure   16 , where the temperature distribution for our four models and the VAL model are given on a geometrical height scale. In addition to changing m 0 we have also adjusted T(m R ) in the region of La wing formation to steepen the wings, but changes in m 0 already tend to cause the required changes in wing slope due to increased or decreased density in the region of wing formation. Note that as m 0 is increased and the top of the atmosphere is moved inward, a geometrically thinner plateau at 20,000 K is needed to explain the La and Lyman continuum data.
Our models should be viewed as preliminary since one should have cospatial and simultaneous observations of several lines and continua in order to derive TABLE 6 Atmospheric Parameters: Model P, m 0 = 7.0 (-5) m R h (km) n e ¿i 1.0 (-5). 1.1 (-5). 1.4 (-5). 1.6 (-5). 1.9 (-5). 2.3 (-5). 2.9 (-5). 3.7 (-5). 4.6 (-5). 5.6 (-5). 6.7 (-5). 8.0 (-5). 1.4 (-4). 3.1 (-4). 1.1 (-3). 3.9 (-3). 1.4 (-2). 4.4 (-2). 1.2 (-1). 5.0 (-1). 1.6(11) 2.0 (11) 2.4(11) 3.4(11) 4.2 (11) 5.3 (11) 5.9 (11) 6.2(11) 6.5 (11) 5.5 (11) 2.8 (11) 1.5 (11) 9.5 (10) 5.4 (10) 6.2 (10) 7.9 (10) 9.5 (10) 2.0(11) 4.9(11) 1.9 (12) 7.3 (12) 2.1 (13)
1.6 (6) 1.3 (6) 1.0(6) 7.4(5) 4.0 (5) 1.7 (5) 9.7 (4) 1.7(4) 1.4 (3) 1.6 (2) 2.7 (1) 1.9(0) 5.3 (0) 4.4 (0) 3.2 (0) 2.2 (0) 1.0(0) 4. 5, 8, 9 1 1.7 (1) 4.0 (1) 5.0(1) 4.8 (1) 4.8 (1) 6.9 (1) 1.3 (2) 1.5 (2) 7.7 (1) 3.8 (1) 1.8 (1) 7.9 (0) 4.5 (0) 2.9 (0) 2.5 (0) 2.1 (0) 1.0(0) 6 (-1) 2(-l) 5 (-1) 9 (-1) .0(0) 7.5 (10) 1.8 (11) 2.3 (11) 2.9 (11) 3.9 (11) 4.7 (11) 3.9 (11) 1.5 (11) 9.0 (10) 6.9 (10) 6.4 (10) 1.1(11) 8.9 (10) 4.3 (10) 4.9 (10) 6.5 (10) 2.7 (10) 5.8 (9) 7.9 (9) 4.7 (10) 8. 5 (11) 7.4 (12) No. 3, 1979 L« ROCKET SPECTRA 945 5.0 (-8).. 9.8 (-8).. 1.9 (-7).. 3.8 (-7).. 8.1 (-7).. 2.0 (-6).. 2.3 (-6).. 3.3 (-6).. 5.2 (-6).. 8.0 (-6).. 1.9 (-5).. 4.5 (-5)., 9.5 (-5)., 3.2 (-4). 9.7 (-4). 3.8 (-3). 1.4 (-2). 4.45 (-2) 1.2 (-1). 5.0 (-1). 1.7(0)... 3.7 (0)... We consider for simplicity the partial coherent scattering formulation of the radiative transfer equation in the radiative damping wings of strong resonance lines. For a two-level atom in which collisions are much less important than radiative processes (e, s C 21 IA 21 « 1) and the line opacity is much greater than the background continuous opacity (kJk, « 1), equation (14) of Ayres (1975¿>) can be simplified to
where A = r E l(T B + T, + r B ) is the incoherence fraction and S, is the line center source function S, x (b 2 lb 1 )B v . For La, both e, and k c ¡k, are less than 10 -5 in the chromosphere. Since S, and the ground-state populations are obtained using results from a previous complete redistribution multilevel calculation, and J v is computed selfconsistently from the transfer equation using a Feautrier back solution scheme, the only quantities remaining to be specified are the line width parameters used in calculating the profile function and amount of redistribution.
Cooper (private communication) has suggested that for La in the solar chromosphere, where F B is larger than or comparable to collisional rates and the unified theory is valid for both electrons and ions, angle-averaged redistribution due to both electrons and ions (including elastic and inelastic collisions between the 2s and 2p states) can be approximately accounted for by a simple modification of the Omont, Smith, and Cooper (1972) results. Their equation (63) should be modified by setting Q, = 0, and including in the Stark broadening component of g B the sum of the frequency-dependent line width parameters for electrons and ions obtained from the unified classical path theory of Smith (1970) (cf. Cooper, Smith, and Vidal 1974) . The inclusion of static ions (and nearly static electrons) in this manner is probably accurate only to within a factor of order 2, but it will certainly be an upper limit for the redistribution and, further, this uncertainty should not significantly affect the frequency dependence of A. Note that this approximation is different from treating the 2s state as a separate level with a value of Q¡ obtained, for example, from the Pengelly and Seaton (1964) rates for inelastic collisions to the 2s state (as in Milkey and Mihalas 1973) . Their treatment is equivalent to assuming complete redistribution at the Pengelly-Seaton rates, which are far larger than the true inelastic redistribution rates because most collisions between the nearly degenerate 2p and 2s states actually retain phase coherence since repopulation from 2s to 2p is possible (a process omitted by Omont, Smith, and Cooper 1972) . For the n = 2 level of hydrogen, F B = 4.67 x 10®. As noted above, r B (or Q E ) here is not strictly an elastic collision rate; and since the La wing is entirely in the nonimpact regime, P B = F B (v) = F e (v) + F^v) + F res . For F res (broadening by collisions with other neutral hydrogen atoms) we have adopted the formula suggested by Lortet and Roueff (1969) , 
The formulae for F e (v) and r ( (v) are given by Roussel-Dupré (1979) and Cooper and Ballagh (1979) , who discuss their derivation and validity in detail. Additional improvements leading to multiplicative factors for F c (v) and r¡(v) of order unity are also discussed in those references. These formulae are obtained from the unified theory derived by Vidal, Cooper, and Smith (1970) and extended to ions by Cooper, Smith, and Vidal (1974) . There are three different regions to consider: the impact regime, the Holtsmark limit, and the intermediate regime. These regions are bounded for electrons by the modified plasma and Weisskopf frequencies: 
Here B, the strong collision cutoff parameter, has been set to the Vidal, Cooper, and Smith (1970) For intermediate values of Aoj ä , can be interpolated in the same manner as for the electrons. For chromospheric conditions, the impact limit generally holds for AÀ < 10" 3 Â, while the Holtsmark limit is valid beyond AA ~ 10" 2 Â for ions and AÀ ~ 40 Â for electrons. The resultant redistribution is less than if the impact values were applied throughout the line. We also find that Stark broadening dominates resonance broadening for AA < 5 Â in the region of wing formation.
We list in Table 9 the important parameters in the transfer equation for AA = 1 Â. The terms B' and Ä' are similar to S and A in equation (Al), but they include contributions due to the background continuum (cf. eq. [14] in Ayres 19756) , which are generally small. The first essential point in this table is that although scattering is very coherent in the line wings (Ä/ « 1 for < 50 and A 5 f « 1 for t 5 < 2), the line center source function is much larger than the mean intensity at a given depth and therefore makes a large contribution to the monochromatic source function. This is clearly shown by the term A^Si in Table 9 , which is similar in magnitude to (1 -A^)^ for Ti < 1. Further from line center the contribution of the noncoherent scattering term (A'S*) is less important because monochromatic optical depth unity occurs^deeper in the photosphere, where/is no longer small compared to Si. For example, A 5 'Si is comparable to (1 -& 5 ')J 5 only for t 5 < 0.05.
The second essential point in Table 9 is that where the wings are formed, the La line source function S t is almost thermalized (S* £ jB v ) due to the very large line center optical depths at Ti = landr 5 = 1. Therefore, the important noncoherent term is controlled by the local temperature, and it is feasible to derive chromospheric temperature structures from the wing intensities.
The final point is that the computed wings for the VAL model cannot be further steepened by large additional increases in the incoherence fraction. The reason is that J 1 ae Sx for > l; and for AA > 1 Â, / v ä Si over the range in optical depths in which the wing is formed.
The absolute value of the incoherence fraction determines the wing intensity for a given S t , but for models like the VAL which have a flat temperature distribution in the region of wing formation, the wing slope dljd\ can only be steepened by decreasing the relative incoherence fraction with increasing wavelength from line center. Thus the small decrease in wing intensity with increasing wavelength from line center computed for the VAL model is due to the small temperature gradient in this model near 6000 K and does not depend on the absolute value of the incoherence fraction adopted in this paper. The frequency dependence of the incoherence fraction as adopted in this paper slightly steepens the wing shape for their model, but not enough to match the data. The only possibility is that the incoherence fraction be made very much smaller, releasing the tie to the local temperature by making the source function more strongly controlled by truly coherent scattering.
