We give simple necessary and sufficient conditions for the existence of a zero-one matrix with given row and column sums and at most one structural zero in each row and column.
Introduction
Gale [5] and Ryser [7] derived necessary and sufficient conditions for the existence of an m × n zero-one matrix with given row and column sums. Fulkerson [4] considered a variation of the problem by looking at n × n square matrices with zero trace. In general, Fulkerson's conditions require checking 2 n − 1 inequalities, which is of limited practical use. Under the strong assumption that the row and column sums are monotone together, Fulkerson simplified the conditions to n inequalities. Chen [1] further extended Fulkerson's results by showing that only n inequalities need to be checked if the row and column sums are arranged according to a certain rule.
Here we give simple necessary and sufficient conditions for the existence of an m × n zero-one matrix with given row and column sums and at most one structural zero in each row and column. Comparing to Fulkerson's [4] and Chen's [1] work, our result is more general because it applies to general m × n matrices (instead of only square matrices), not every row and column is required to have a structural zero, and the structural zeros do not have to be on the diagonal. We refer to an entry as a structural zero if it is constrained to be zero.
We establish the main result by ordering the rows and columns of a zero-one matrix in a special way so that a small set of inequalities are equivalent to a much larger set of inequalities. The techniques we used are more elementary compared to the methods in Fulkerson [4] , who derived the conditions based on the supply-demand theorem for network flows [5] , and Chen [1] , who used the connection between zero-one matrices with zero trace and the graph theory.
A u t h o r ' s p e r s o n a l c o p y
Zero-one matrices with structural zeros occur in many different contexts, including educational tests, ecological studies, and social networks. Many interesting statistical and mathematical problems, such as exact tests and approximating the total number of matrices, involve sampling such matrices with given marginal sums [2, 8] . One efficient way to do so is to sample each matrix column by column [2, 3] . The necessary and sufficient conditions for the existence of such matrices can be used to decide whether a particular configuration of a column is possible, so as to avoid generating bad matrices. The connection between zero-one matrices with zero trace and graph theory is discussed in [4] .
Main result
Let the row sums r 1 , . . . , r m and column sums c 1 , . . . , c n be positive integers. Throughout the paper, we assume 
We are looking for necessary and sufficient conditions for the existence of an m × n zero-one matrix T = (t ij ) such that
Such necessary and sufficient conditions can be deduced from the following theorem, whose proof is given in [6, p. 205 ]. Theorem 2.1 (Mirsky [6] 
The following corollary is a direct conclusion of Theorem 2.1. 
A u t h o r ' s p e r s o n a l c o p y
Proof. In Theorem 2.1, let
The corollary follows immediately, noting from (1) that
Corollary 2.2 also applies to general configurations of Z which do not satisfy the constraints (2). In general, Corollary 2.2 involves 2 m+n inequalities, which makes it hard to check in practice. The next theorem simplifies the conditions to mn inequalities based on a certain ordering of the row and column sums. It is shown in Chen et al. [3] and Fulkerson [4] that ordering the row sums and column sums from largest to smallest is a useful technique for zero-one matrices. We design here a more complicated ordering scheme due to the presence of structural zeros. The goal of our construction is to put as many structural zeros as possible at the upper left corner of the matrix, while keeping the row sums and column sums in a non-increasing order.
Suppose we have an m × n zero-one matrix T with row sums r 1 , . . . , r m , column sums c 1 , . . . , c n , and the set of structural zeros Z. For the ith row with row sum r i , define y(i) as follows.
Similarly for the jth column with column sum c j , define x(j ) as follows.
Here y(i) and x(j ) are well defined because there is at most one structural zero in each row and column. Re-order the rows of T according to (r i , c y(i) ), where c 0 = 0, i.e., the ith row should be before the j th row if (i) r i > r j , or (ii) r i = r j and c y(i) > c y(j ) .
Denote the re-ordered row sums as
where {u 1 , . . . , u m } is a permutation of {1, . . . , m} that satisfies rule (3) . Similarly re-order the columns according to (c j , r x(j ) ), where r 0 = 0, i.e., the j th column should be before the kth column if
Denote the re-ordered column sums as
where {v 1 , . . . , v n } is a permutation of {1, . . . , n} that satisfies rule ( sums r 1 , . . . , r m , column sums c 1 , . . . , c n , and the set of structural zeros Z, is that
where r u 1 , . . . , r u m and c v 1 , . . . , c v n are the re-ordered row and column sums defined in (4) and (6).
Proof. If we can show that (7) is equivalent to
then (7) is the necessary and sufficient conditions for the existence of an m × n zero-one matrix T * with row sums (4), column sums (6), and the set of structural zeros Z * . The theorem is thus proved following the discussion in the paragraph before Theorem 2.3. The rest of the proof focuses on establishing the equivalence between (7) and (8) . The idea is to show that for any
is maximized when I = {1, . . . , k} and J = {1, . . . , l}, where Step 1:
This is equivalent to showing that
Step 2: For each (a 1 , . . . , a k ) a permutation of (1, . . . , k) and (b 1 , . . . , b l ) a permutation of (1, . . . , l) 
Combining ( 
because of (11) and
Combining all of above four cases together with (21), we have In the above theorem, the rows and columns are re-ordered according to rules (3) and (5). The following corollary shows that it is enough to re-order the rows and columns so that both row and column sums are decreasing.
which satisfies the requirement that there is at most one structural zero in each row and column. Thus the following corollary is a direct conclusion of Corollary 2.4. sums r 1 , . . . , r n , column sums c 1 , . . . , c n , and zero trace, is that 
Corollary 2.5. The necessary and sufficient conditions for the existence of an n × n zero-one matrix with given row

