Abstmct -Wireless ad hoc sensor networks (WASNs) are in need of the study of useful applications that will help the researchers view them as distributed physically coupled systems, a collective that estimates the physical environment, and not just energylimited ad hoc networks. We develop this perspective using a large and interesting class of WASN applications called aggregation applic&'ons. In particular, we consider the challenging periodic aggregation problem where the WASN provides the user with periodic estimates of the environment, as opposed to simpler and previously studied snapshot aggregation problems. In periodic aggregation our approach allows the spatial-temporal correlation among values sensed at the various nodes to be exploited towards energy-efficient estimation of the aggregated value of interest Our approach also creates a system level energy YS. accuracy knob whereby the more the estimation error that the user can tolerate, lhe less is the energy consumed. We present a distributed estimation algorithm that can be applied to explore the energy-accuracy subspace for a suh-class of periodic aggregation problems, and present extensive simulation results that validate our approach. The resulting algorithm, apart from being more flexible in the energy-accuracy subspace and more rohnst, can also bring considerable energy savings for a typical accuracy requirement (five-fold decrease in energy consumption for 5% estimation error) compared to repeated snapshot aggregations.
I. INTRODUCTION
The technological advances in embedded computers, sensors, and radios have led to the emergence of wireless ad-hoc sensor networks (WASNs) as a new class of system with uses in diverse and useful applications. Indeed, the early papers in the area [6][7] [13] [15] talk about the vision of cheap selforganizing ad-hoc networks that are able to perform a higher level sensing task through the collaboration of a large number of cheaper and resource constrained wireless sensor nodes. Leveraging numerous sensing devices placed close to the actual physical phenomena, the information that such networks can provide is more accurate and richer than the information provided by a system of few, expensive. state-ofthe-art sensing devices. Since WASNs operate largely unattended, often in environments where the access cost of deploying or maintaining nodes is high, a key problem in designing WASNs is how to prolong their useful lifetime by conserving energy. Consequently, a large fraction of research in WASNs has been dedicated to aspects of the energyefficiency problem.
The original vision and promise of WASNs was that multiple nodes collectively perform the sensing task requested by the users and communicate the results to the users. However, most of the research so far has simply viewed WASNs as just another kind of wireless ad hoc networks, albeit one composed of nodes that are more energyconstrained and whose data sources are sensors. So, for example, much work has focused on issues such as energyefficient MAC and ad hoc routing protocols to realize the needed point-to-point and point-to-multipoint communication pattems in WASNs. But, little has been done to develop an understanding of a WASN as a collective or an aggregate where sensor nodes collaborate to jointly estimate the desired answer about the sensed environment. In part this is because not many actual applications useful to the end-user have been studied. The only notable exception is the target-tracking problem, which has drawn attention from several research groups. Otherwise, the applications that have been examined are usually "toy" scenarios used to showcase the abilities of protocols and programming frameworks (e.g., [IO] ), or very specific applications examined for the sake of some energysaving technique (e.g., [ 11 ] ).
In this research we have made a first attempt at exploring and understanding the performance of.a WASN as a collective that performs a sensing task. We examine a general class of WASN applications that we call aggregation applications where the desired answer depends on the sensed value at multiple nodes. In particular, we explore the energy vs. accuracy subspace, i.e. how much energy savings can one get by relaxing some accuracy requirements and vice versa. We propose an algorithm that exploits this trade-off and jointly considers networking and signal processing issues to create a distributed estimation mechanism.
A. Aggregation Applications
Many of the examples and simple applications presented in WASN research are based around some kind of aggregation function. The most popular and simple examples of aggregation functions are "maximum" and "average". That is, a user may he interested in knowing the max (or average) of a value in the WASN or in some restricted area of the WASN. If this function needs to he performed once, we refer to it as "snapshot aggregation". If the user needs an update in periodic intervals we refer to it as "periodic aggregation".
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The snapshot aggregation problem is uivial for a single static user. The user sends a request to flood the sensor network (or the area of interest). Upon reception of a request message a node sets the sender of the message as its parent, leading towards the user. This way an aggregation tree is formed with the user node at its root. Data are flowing along the aggregation tree towards the user while being aggregated at intermediate nodes. For instance, in the max function a node receiving multiple values (i.e., its own local reading and values sent by other nodes) finds their maximum and sends it to its parent. For more details on snapshot aggregation the reader can refer to [2][31.
More generally, in aggregation applications, the user seeks a condensed view of the physical environment the WASN is monitoring, or a condensed view of the network's state. To achieve this, the values from all the nodes (i.e., sensor readings or node state values) are aggregated to a sizebounded vector describing this condensed view. Furthermore, several important properties hold for the aggregation process: (i) multiple local values can he combined to an aggregated description with a single pass, (ii) multiple aggregated descriptions and multiple local values can he combined to an approximation of the parameters sought. Once this point is understood, it is realized that the algorithms in WASNs have an inherent extra dimension: accuracy. We can exploit this extra dimension to produce more energy efficient algorithms. The less accuracy is required, the more energy can be saved using proper algorithmic techniques. For example, in our particular case, the spatial-temporal correlation of sensor node's values is leveraged to create estimates of the aggregated descriptions of the environment. The less accurate the estimates need to he, the fewer messages need to be exchanged. We argue that approximation and estimation are an inherent part of WASN algorithms and should be taken into account while designing algorithms for WASN. We call such type of in-network processing type-II. Type-I1 algorithms are essentially distributed estimation algorithms.
Essential to our development of such disuibuted estimation algorithms is the joint consideration, or codesign, of the signal processing algorithms and networking protocols that have thus far been treated separately in WASNs. In this paper, we propose a distributed estimation algorithm that explores the energylaccuracy subspace for the periodic aggregation domain.
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aggregated description with a single pass. These properties pennit the aggregation process to be done easily within the network, without the need for multiple passes of the data. A counter-example is the calculation of median, as it requires two passes of the data. The bound on the aggregated description (i.e., vector) is O(1). In order to include more specific cases of applications (like some referenced in related work) the bound can be relaxed to O(N), where N is the number of nodes in the network.
We have validated our approach through simulation using the "max" aggregation function as an example. The '"in" aggregation function is completely symmetrical. Note that the "max" aggregation function can be on any property of the actual local measurements. For instance, if we are interested in the maximum rate of change among local measurements, the aggregation function will be done on the derivatives of the local measurements. We are currently working to extend our aleorithm to the more eeneral kth max case. In its current form.
I
Some examples more advanced than "max" and "average" include: (i) approximate contours of nodes' residual energy the algorithm cannot be applied to summary aggregation functions [ 171 like "average", "count" etc.
(similar to the specific case studied in 1161 centralized, out-of-network methods, emphasizing the need of carrying out in-network processing in WASNs. They are restricted to type4 processing though. We take a step further to acknowledge the energy-accuracy space and propose type-I1 algorithms for the aggregation problem, which are more robust and flexible than type-I algorithms, as shown in this paper. Research work that is trying to provide a general framework for programmable sensor networks, such as [IO] , also considers aggregation to illustrate the capabilities. They too are restricted to snapshot aggregation.
More relevant to our work are efforts that view a very restricted portion of the aggregation realm but nevertheless try to provide algorithms for the periodic aggregation case. In [I61 the authors are concemed with the problem of providing a residual energy map of the network. They do so by calculating the "equi-potential" curves of residual energy with some tolerance. Their aggregation function is quite simple, as they do not consider approximation in location (two curves engulf accurately all nodes with residual energy within the tolerance unit). A more advanced aggregate function could try to fit an accurate convex curve (having arbitrary many points) with a fixed-point convex curve. Furthermore when the authors are concemed with the problem of periodically update the residual energy map they resort to the simple scheme of incremental updates. That is, if a node changes its value over the tolerance limit its value is transmitted and aggregated again in some intermediate node. The final change should eventually reach the user. There is no provision to predict changes or try to estimate correlation between values so one can set the threshold less conservatively.
In [81 the authors are concemed with the problem of monitoring the values of every sensor over time. This can be considered as a degenerate version of an aggregation function where a node does not actually aggregate or merge any data.
However the basic notion of spatial-temporal correlation between the sensor values exists and a periodic monitoring scheme can ay to exploit it, as an aggregation scheme would do. The authors note that this spatial-temporal redundancy is exploited in video compression to save storage size andlor bandwidth. They try to use and modify the basic techniques of MPEG-2 for sensor network monitoring to save communication traffic and thus energy. Essentially a central node is calculating predictions and transmits them to all the nodes. The nodes send their update only if it is different from the prediction. There is a hierarchy of nodes to perform this task more distributed. The scheme proposed in' [81 raises questions on whether the prediction transmission is actually more efficient in a large random network. Unfortunately their algorithms are tested in small networks where every node belongs to just one cluster (i.e., every node is one hop away from the central node).
III. INITIAL APPROACHES
Since distributed estimation for aggregation applications is not a well-researched area, it is beneficial to start by describing some of the intuitive approaches to the problem. The different approaches are individually useful under certain circumstances but they cannot be applied universally. For each approach we will identify some of its major weak points. Through this process the reader can get a deeper insight into the problem and appreciate its difficulty in the general case. We will be considering the "maximum" as the aggregation function to make our statements more concrete, without loss of generality.
A. Centralized -simple
The user node gets the values from all nodes at some update rates. As the user leams about the dynamics of the process it computes the optimum update rate for each node and communicates that decision to each node. Problems with this approach: (a) centralized, (b) the processing power at the nodes is not leveraged, and (c) although the nodes locally know their values continuously, this solution only samples the local values at different update rates. In essence the user "visits" the different node locations and samples the values at different update rates (depending on his previous measurements). The WASN is used only as a network, connecting the locations to the user, so that the user does not have to physically take the trip. One can do better by leveraging the computation capabilities of the nodes in WASNs.
B. Centralized -leveraging more computational and sensing power
The user node gets the values from all nodes at non-regular intervals. The user computes the global maximum and based on previous values it predicts how the global maximum is going to evolve. This prediction (a function of time) is transmitted to all the nodes. At every sampling interval the node compares this prediction with its own value. If the local value is larger then it should be transmitted towards the user. This way the processing in the nodes is leveraged, as well as the capability of the nodes for continuous sensing. Problems with this approach (a) still centralized, (b) does not adapt well to fast changing physical processes (because the prediction should be send too often), (c) the computational capabilities at the nodes are used minimally.
C. Disrributed -simple heuristic
An aggregation tree is formed with data flowing from children to parents. The data are aggregated in intermediate nodes until they reach the user. Each node receives locally aggregated values from its children at different update rates. Depending on the values received by the children and its own value, a node decides how to assign new update rates based on its own update rate (i.e., the rate that its parent is notified In snapshot aggregation, a node cannot change the rate at which they send predictions to their parents. Whatever the initial user update rate is, a node has to keep it. This is hecause a node receives little information about the global maximum.
paper, if we need to refer to a specific aggregation function we will use the simple scalar max function. Finally, another point tu note is that the proposed algorithm does not assume any knowledge ahout the underlying physical process. In the next subsections, we discuss the modules A, E, C and D in detail.
C. Fusing two global esrimates
This subsection corresponds to module B shown in Figure 1 . We need a data fusion algorithm to combine two global estimates into a new estimate. A popular and effective algorithm to fuse two estimates is the Kalman Filter. Unfortunately, the Kalman Filter requires that the two estimates are independent or that we know their dependency by means of their covariance matrix PAe. In the distributed environment we are operating, we cannot keep track on "which node received what information by which node". Thus we do not know how much redundant (dependent) information exists in an estimate a node receives. The most suitable algorithm in our case is covariance intersection [SI.
Covariance Intersection (Cl) can be viewed as a generalization of the Kalman Filtering. The principal advantage of CI is that it permits filtering and data fusion to be performed on probabilistically defined estimates without the need to know the degree of correlation among those estimates. Thus, CI makes no assumptions on the dependency of the two pieces of information, when it fuses them.
Given two estimates (A, Pu) and (E, PBs), the covariance intersection combined estimate (C, Pcc) is determined by the following equations:
(1) Pcc =(UP; + (1 -@Pi;)-'.
Here Pu, Pss. and Pcc represents the covariance matrix associated with estimates A, B and C respectively. The main computational problem with CI is to compute w , 0 5 6~ 5 1, such that the trace of the Pccdeterminant is minimized.
For the case of the max aggregation function, covariance matrixes are simple scalars. It can be observed from equations I and 2, that for such a case w can he either I or 0. 
D. Fusing a local measurement with a global estimate
This subsection corresponds to module A shown in Figure 1 . Until now nothing was assumed about the specific aggregation function (apart from the fact that it belongs to one of the major categories of aggregation functions as discussed in the beginning of section N). The functionality of this module depends on the aggregation function performed (e.g., this module should be different for finding the maximum or the minimum aggregated value). Since the quantities we want to fuse are so different, there is no general fusion theory to combine them (like fusing two global estimates), thus we reson to heuristics. The heuristic fusion rule has to answer the question: "How does a local measurement affect a global estimate?" We describe the module's functionality for the problem of finding the global maximum. The methods used in our example can be used as guidelines in more complex aggregation functions.
We begin by modeling the local measurement, as a mean and a variance, like the global estimate. The mean is the actual measured value and the variance represents the variance of the measurement noise. Since the quantities we want to fuse are so different, there is no general fusion theory to combine them (like fusing two global estimates). Thus, we reson to breaking up the problem in two different cases and use heuristics to fuse the data. The proposed heuristics need the actual distribution of the global estimate and the'local measurement. Since only mean and variance information is available the best choice is the gaussian distribution (gaussian distributions are the maximum entropy distributions for given mean and variance). Let us call the local measurement distribution I(x) and the global estimate distribution g(x). The two different cases of the fusion rule are given below: 
D.1 Mean oflocal measurement is larger than the mean ofthe currenl global estimate
To analyze this case, consider the simplistic case where the current estimate and local measurements are simple scalars and not distributions. Clearly, the new estimate should be the local measurement. We need to extend this argument for the case when estimate and local measurements are modeled as distributions. Figure 2 represents this case.
In this case, the distribution corresponding to the new estimate cannot be simply /(x). This is because although mean of l(xJ is greater than that of g(x), there is a non-zero probability that the value of the new measurement is smaller than the old estimate. Hence, the resultant distribution should be calculated taking into account both the local measurement as well as the old, estiyte. Recall that the value of the distribution at any x (g(x J or l(x')) represents the confidence (or certainty) which can be associated with this x in the estimate @(x) or /(x)). We use,a simple heuristic that the confidence associated with any x in the new estimate should be simply the sum of,the confidence associated with ,this x in the measurement (i(x)) and the earlier estimate (g(x) ). Also, as the objective is to calculate the maximum aggregated value we assign a higher weight to a potentially higher value (in this case the local measurement). Thus the resultant distribution, corresponding to the new estimate, is calculated by taking a simple weighted sum of the two distributions as follows:
Finally, we calculate the mean and variance of g d x ) so that we can represent the new global estimate in the form: (mean, covariance mahix).
D.2 Mean of local measurement is smaller than the mean of current estimate
g,(x) = [w,(x) * g(x)) + l(X)VO 5 WI(X) 5 1.
We again combine the two distributions as in the previous section, assigning a higher weight to the distribution with the larger mean (in this case the old estimate).
g,,(x) = I w 2 ( x ) * l ( x ) l + g(x)t'OS w&)5 1.
(4) aggregated value. We achieve this by calculating the new estimate using equation (3) instead of (4).
Note that even if a new (smaller) estimate is wrongly generated following this rule, the particular node will be promptly corrected by one of its neighbors, which will transmit the "correct" (higher) estimate.
D.3 Calculating wI(x) and w2(x)
In this subsection, we present a simple heuristic way in which wI(x) and w2(x) can be calculated. We make an approximation that all Gaussian distributions are bounded within the interval [p-3qp+3u], where p and d represent the m a n and variance respectively. The approximation is derived from the well-known property of gaussian distributions stating that a gaussian distribution's values lie in the interval [p3qp+3u] with a probability of 99.7%.
Let us first consider the case, when the mean of local measurement is larger than the mean of the current estimate. The global aggregated value should at least be equal to the current measurement. Hence we should assign zem probability to the points on the left of X I . Thus w,(x) can be defined as:
Note that xi is equal to p, -39, where pl and d, represent the mean and variance of l(xj respectively. Figure 4 represents the case, when the mean of local measurement is smaller than the mean of the current estimate. We assign a zero probability to points on the left of y,. The assumption is that the value won't fall tw drastically within a sampling period. Moreover as explained earlier, we should assign zero probability to the points on the left of x,. Thus wdx) can be defined as:
. . estimate (closeness determined by a fixed fraction value) we assign the higher weight to the local measurement, reasoning that the specific local measurement is still the global Note that y , is equal to p2 -3q, where , U> and h represent the mean and variance of g(x) respectively.
We normalize the resultant function appropriately so that it represents a valid probability distribution. Although we are combining two bounded gaussian distributions, we make an assumption that the obtained distribution is still represented by a gaussian distribution. This is done in order to maintain the consistency of the estimates. The mean and variance of the new gaussian distribution represents the new estimate and the confidence (or certainty) associated with this new estimate respectively.
E. Making the decision
This subsection corresponds to modules C and D in Figure   1 . These modules directly affect the tradwffs one can achieve in the energy-accuracy subspace. Note that the threshold should be on both the mean and the variance. So even if the mean remains the same, hut the variance has changed significantly, the node should still broadcast its value. We represent the thresholds on mean and variance as meanr and variancer respectively. In the current implementation, we keep both meanr and variancer to the same value.
Let us ObSeNe closely what does the threshold physically mean. Suppose we set meanr to be 0.05. This means if the node observes a change greater than 5 8 , it shall broadcast its estimate. This also means that all changes less than 5% are left unnoticed. Thus, the algorithm can converge to a global aggregated value that is off by at most 5% from the actual value. Thus, the threshold directly relates to the accuracy of the global estimate in each node, and consequently the accuracy of the estimate that the user receives. The threshold also relates directly to the energy expenditure of the sensor network, as it decides the amount of traffic being generated in the network. Thus. the higher the threshold is, the lower the accuracy is, and the higher the energy savings are. In fact, the threshold gives the user a control knob in the energy-accuracy subspace. This parameter is set depending on the user requirements.
We should also hy to control the overhead of passing on redundant information. This will be clear from the scenario shown in Figure 5 . Suppose that nodes I, J and K are in each other's neighborhood. Suppose node I measures a local value, which changes its estimate. After combining this estimate with the values in its estimate-table, node I decides to broadcast its new estimate. Both node J & K get this new value and will update their respective estimates accordingly. Now node K (or J) is unaware that the estimate of J (or K ) has also changed.
So when node K (or J) mns its decision making step, it will find out that it should broadcast this new estimate as it can change the estimate of J (or K ) considerably. Thus the same estimate is propagated again.
This overhead can easily be avoided by simply maintaining information about two-hop neighbors at every node. When a node gets a reading from another node (say X), it only checks for those nodes (in the esrimate-table) that are in its own neighborhood but not in the neighborhood of X. Thus, in the above example when K (or J) gets the reading from I, it does not broadcast as it realizes that J (or K ) is also in the neighborhood of I. The two-hop neighborhood information can easily be acquired with a protocol like the one in [I], at the network boot-up phase. However when nodes die this information might get outdated. If a node does not keep track of such dying nodes, it might just potentially spend some unnecessq energy in making sure that information reaches dead nodes (which it believes are still alive). Note that irrespective of the strategy that a node follows, the accuracy of the algorithm remains unaffected. F. Insights model, as well as motivate more complex models.
F.1 Robustness of the algorithm
In this subsection, we give some insight on the current In this subsection we will discuss the robustness of our proposed scheme and compare it with that of snapshot aggregation. First let us summarize some of the key properties for our algorithm:
The algorithm is completely distributed and localized (nodes exchange information only with immediate onehop neighbors). There is no need for time synchronization between the nodes. Moreover, there is no requirement on the number or order of messages that a node should receive. If a new estimate is received the current estimate is updated.
All the nodes pedorm the same functions, and compute the same results. Every node has an estimate of the global aggregated value. There are no special nodes.
Contrast these properties to the properties of snapshot aggregation:
There is a hierarchical parent-child stmcture.
The parent should receive an exact number of messages, equal to the number of its children.
The final result is only available at the user node As a result our algorithm performs exactly the same with mobile users and multiple users (the global estimate is available everywhere). Failing nodes, failing links, nonreliable' transport protocols and MACS, deteriorate accuracy slowly, as only the information of the failing nodedlinks is lost and this is usually redundant information. This robust operation of the algorithm is a great advantage in the dynamic environment of WASNs where node failures and mobile users are the norm rather than the exception.
Snapshot aggregation on the other hand is very sensitive to the stability of the hierarchical stmcture. If a parent node dies, all its descendents are cut off from the functionality of the algorithm and it results in generating poor estimates of the global aggregated value. Further more, if a user moves, a new aggregation tree needs to be formed in order to receive the aggregated value. This is tmnslated in more energy consumption.
F.2 Choosing the threshold
The energy-efficiency and accuracy of the algorithm heavily depend on the chosen threshold. As the simulation results reveal in section V there is a very concrete dependency of threshold, energy spent, and accuracy achieved. If a user knows some of the macro characteristics of the physical process being monitored, then based on the graphs provided in section V he can knowledgably chose a threshold that fit his needs. What the user needs to know is how dynamic the process is. For example, how fast do the values fluctuate and in what dynamic range? Intuitively a more dynamic physical process will put a greater strain in our distributed estimation process, requiring more energy for the same accuracy. Indeed this intuition is validated from the simulation results.
The more interesting problem rises though when the user has no information on the physical process being monitored. In such a case, setting a threshold does not provide immediate information on the actual accuracy achieved. The only known fact is that the accuracy is less or equal than the chosen threshold. The only other parameter than can provide the user with some indirect information about the accuracy is the variance associated with the mean estimate. Recall that variance represents the degree of certainty that should be associated with the estimate. Hence, if a user gets an estimate with a large variance, he should try to decrease the threshold and vice versa. Currently we are in the process of developing an analytical model to provide guidelines to the user, so that he can adjust the threshold on-line. Furthermore, the energy spent at the user node can be used as an estimate of the average energy spent in nodes (recall that our algorithm is fairly homogenous in energy consumption). So even with no physical process information the user can acquire an estimate for the accuracy achieved, as well as for the energy spent, on the fly. In some rare cases with very dynamic processes and little spatial-temporal correlation between the nodes' values the user could be advised to resort to the periodic execution of snapshot aggregations.
F.3 Data Sraleness
The estimates generated by every node are based on information, the node has acquired until that time. These estimates are going to be valid at that time but as time passes the data will become stale. Thus, we need to differentiate between the freshness of the estimates. Ideally, we would like to give more weight to an estimate that has been recently generated. A very simple way of doing this is to timestamp the prediction. Any old predictions (before a certain time) will be neglected. However, this way we do not achieve a graceful degradation in estimate importance. A more proper way of achieving the gradual staleness of the estimates is to increase their variance over time. In our current implementation, we increase the variance associated with the estimate at a constant rate.
This approach motivated us to look for more general models, where mean and variance are represented as time functions rather than simple scalars. This is a subject of ongoing work.
V. SIMULATION RESULTS
In this section we present the simulation platform, a general model to describe diverse physical processes, and finally measurements on several aspects of the energy and accuracy quantities.
A. me simularion plarform
The algorithms described in the previous section were implemented in our simulation platform [181, based on PARSEC (PARallel Simulation Environment for Complex systems) [12]. In our simulation platform a sensor network is modeled as: (i) a collection of sensor nodes, (ii) a channel, and (iii) a supervising entity to create the nodes, trigger the sensing devices, and keep statistics of several quantities. Each sensor node consists of two entities. I) A processing entity, where all node-specific algorithms run, and 2) a radio entity in order to interact with other sensor nodes. The radio entity implements different MAC protocols and measures the energy spent due to transmissions and receptions. Note that energy is spent on receptions even if there is a collision of packets. For our measurements a TDMA MAC was used. To transform transmission and reception times to energy we used the data from the hardware specifications provided in [14] .
B. Modeling a physical process
consumption for snapshot aggregation is the same for all the scenarios and for all thresholdviues. In order to acquire concrete measurements, the underline Dhvsical process needs to be defined. Since we do not wish IO . .
hind our algorithm to specific physical process scenarios we have built a general model to define a large class of physical processes. We adopt a diffusion model of multiple, additive, mobile, and variable sources. That is, if there is a source at some point, its value is diffused to the environment according to some power law of distance. For a single point in the WASN coverage area, the influences from multiple sources are added. The sources can move and change their value in arbitrary ways. An example of a physical process described by our d e l could be a terrain with a lire moving through it. The measured heat follows our d e l . More specifically our model states:
Here V(p, t) is the value of the sensed quantity at point p at time I , dist(i) is the distance between point p and source i at time t, p(i) is the position of source i at time t, and k. a are parameters. The noise is gaussian with zero mean and unit variance and it models the measurement noise. For our current experiments we used one source with a specific waveform (shown in Figure 6 ). with k=O.25 a=l. We altered the period of the waveform and also made the source mobile in order to test the response of our algorithm in increasingly dynamic processes.
C. Measurements
All results are derived using networks of 50 nodes dishibuled in a uniformly random fashion over a sensor terrain of size 45m x 45m. Each node has a transmission range of 15m and a sampling period of 0.5 seconds. Simulation is run for a time interval of 200 seconds. All simulation results are averaged over 500 individual cases. Figure 6 shows how the actual maximum value varies over time and the way it is tracked by our algorithm, for two different thresholds. The waveform of the maximum value also reveals the shape of the source waveform used in all our measurements. As stated earlier the shape of the source's waveform remains the same and only its period changes in different simulation scenarios. Figure 7 shows the cumulative energy consumption of all the nodes in the sensor network versus different threshold values. The figure shows energy consumption using repeated snapshot aggregation and our algorithm in three different scenarios. As can he seen from Figure 7 , the energy consumption in our algorithm varies from 5% to 67% of the energy consumed in repeated snapshot aggregation according to the threshold and the physical process examined. As expected with increasing thresholds, energy consumption decreases. Reducing the period of the waveform of the source or making the source mobile results in a more dynamic setting. The energy consumption naturally increases but in a graceful manner. The figure clearly highlights the stiffness associated with snapshot aggregation. The energy In this subsection, we examine the spatial variation of e n e r a consumption and accuracy in the Sensor network. The simulations are carried out for a fixed threshold of 0.1. The source is static and the period of the source is 200s. The source is located at (25.25) i.e., approximately at the center of the sensor terrain. We average out the results for 100 simulation " ' (estimation error increases)
Lo.tmlI"m1 -1i"ml Figure 9 plots the spatial variation of energy consumption in the sensor terrain. The nodes located near the center of the terrain, closer to the source, are the nodes that are going to measure a higher reading as compared to the boundary nodes. Thus these nodes generate new estimates of the global aggregated value and transmit them with greater frequency (since they are tracking the global w), consuming larger amounts of energy. On the other hand, boundary nodes that are measuring lower values do not need to transmit their estimates since they notice that they cannot influence the estimates of other nodes. Although the plot for repeated snapshot aggregation is not shown, it can be easily inferred that every node consumes the same amount of energy irrespective of its location. Note that even for nodes located at the center of the sensor terrain, the absolute value of energy consumption is much larger for repeated snapshot aggregation as compared to our algorithm. Figure 10 plots the spatial variation of estimation error in the sensor terrain. As can be observed from the figure, almost every node in the sensor terrain achieves the same accuracy. This is because of the basic operation of our algorithm according to which every node in the sensor terrain should he having the same global picture as any other node in the network. Only the node with the actual maximum has an error very close to zero. In fact in every simulation run at least 95% of the nodes had a similar estimate as the user node. This is clearly in contrast to snapshot aggregation, in which only few of the nodes (the nodes in path of the aggregation tree from the node measuring the global maximum and the user node), have the same accuracy (zero) as the user node.
Summarizing, the simulation results show how one can achieve a desired energy consumption and accuracy by choosing the right threshold. Furthermore, the energy consumption is not homogeneous in the network, at least in scenarios where the maximum remains in the same location. The nodes, which possibly have the global maximum end up spending more energy. However, every node in the network has the same global picture and hence has the same accuracy is mobile), we expect both energy consumption and As expcted* the performance is in a more dynamic estimation error is much smaller than the threshold used.
bound to the estimation error. In practice we discover that the error is considerably smaller. This is a very positive observation as one can get significant energy savings for typical accuracy levels. For instance, if 95% accuracy is needed (i.e., 5% error) for the processes examined above, then we can set the threshold to 0.125 and consume only 20% of the energy that the repeated snapshot aggregation approach consumes.
setting. A key thing to notice from Figure 8 is that the level. a more dynamic setting (for example where the Theoretically we how that the threshold as an accuracy 10 homogeneous throughout the network,
VI. CONCLUSIONS
this paper we study a large of applications in W~S N~, namely aggregation applications, we propose a disaibuted estimation algorithm that can be applied a subclass of aggregation problem. our algorithm exploits the energy-accuracy trade-off in WASNs to provide
