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We present a method for calculating the full counting statistics of a nonequilibrium quantum
system based on the propagator noncrossing approximation (NCA). This numerically inexpensive
method can provide higher order cumulants for extended parameter regimes, rendering it attrac-
tive for a wide variety of purposes. We compare NCA results to Born–Markov quantum master
equations (QME) results to show that they can access different physics, and to numerically exact
inchworm quantum Monte-Carlo data to assess their validity. As a demonstration of its power, the
NCA method is employed to study the impact of correlations on higher order cumulants in the
nonequilibrium Anderson impurity model. The four lowest order cumulants are examined, allowing
us to establish that correlation effects have a profound influence on the underlying transport dis-
tributions. Higher order cumulants are therefore demonstrated to be a proxy for the presence of
Kondo correlations in a way that cannot be captured by simple QME methods.
I. INTRODUCTION
A. Background and overview
Electron transport through mesoscopic and nanoscale
junctions is a complex phenomenon where nonequilib-
rium statistical mechanics is entwined with quantum
many-body effects.1–4 Systems are driven out of equi-
librium by, e.g., an external bias voltage or a temper-
ature gradient, and their response is measured. Per-
haps the simplest response observable in many exper-
imental setups is the electronic current. Increasingly,
however, is has become both possible and desirable to
access so-called higher order transport characteristics.
This includes the current’s fluctuations and its higher
moments5–7 as well as the statistics of individual elec-
tron transfer events.8 Interestingly, ultracold atom ex-
periments can simulate electronic transport,9 and allow
for directly extracting statistical distributions of popula-
tions in different parts of the system,10 marking another
path towards detailed characterization of transport.
Theoretically, all such information can be obtained
from the full counting statistics (FCS) approach pio-
neered Levitov and Lesovik,11,12 where all moments and
cumulants of transport events are efficiently represented
by a single generating functional. Since its inception, this
idea has attracted a great deal of attention.13–26
Many experimental studies concentrate on the cur-
rent noise and the current-to-noise ratio, also known as
the Fano factor. In both classical and quantum sys-
tems, these quantities already contain information not
present in the mean current:27,28 for example, they en-
able probing of effective quasiparticle charges.29–31 More-
over, noise measurements have allowed researchers to,
e.g., identify electron bunching and anti-bunching dur-
ing transport;7,28,32–36 reconstruct waiting- and dwell-
time distributions;24,37–41 and determine the number and
transmission probabilities of active levels contributing
to transport42–49. Other studies reported the measure-
ment of higher-order cumulants that further elucidate the
mechanisms underlying electronic transport.50–52
Given sufficient cumulants, it is in principle possible
to reconstruct the full FCS. Much of the motivation for
this comes from insights regarding noninteracting sys-
tems, where the exact FCS is given by the Levitov–
Lesovik formula.12,53 There, the ability to measure the
FCS could provide indirect access to theoretically in-
tuitive but experimentally unattainable properties like
channel coherence54 and entanglement entropy.55 This
scheme holds also true for interacting systems, where
the FCS provides insight onto many-body quantum ef-
fects. For example, even though the role of electronic
correlations is not yet well understood, it is known that
correlation-driven physics like the Kondo effect modify
the current noise56–58 and its higher order cumulants.25
Still, the theoretical prediction of the FCS for interact-
ing systems is generally non-straightforward and a vari-
ety of theoretical approaches has been applied. Among
the approximate approaches used are quantum master
equations (QME),13,15,23,54,59–67 and Green’s function
based approaches.4,38,68–76 Numerically exact approaches
to FCS include the Inchworm quantum Monte Carlo
(iQMC) method,24,25,77 the hierarchical equations of mo-
tions technique (HEOM),26,78 the density matrix renor-
malization group approach79–81 and the iterative path
integral method.62,74,82–84 A variety of ongoing research
programs are aimed at extending exact approaches to
new experimentally relevant regimes, and at developing
new exact and approximate methodologies.
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2B. Noncrossing approximations
At the present time, methods able to address Kondo
physics remain computationally expensive. Here, we pro-
pose a simple and inexpensive approximate scheme for
evaluating FCS that is based on one variation of the
noncrossing approximation (NCA). The NCA and its
extensions85–87 have long been a successful qualitative
approach to several aspects of nonequilibrium Kondo
physics in quantum transport.88–97 The approximation
has multiple, inequivalent formulations, most of which
are unsuitable to the evaluation of FCS due to the intro-
duction of an auxiliary pseudoparticle space.4 The for-
mulation used here is a lowest order precursor of the
hybridization-expansion-based iQMC method,77,98 and
the starting point of bold-line schemes that preceded
it.99–103 It can easily be used to obtain high order cu-
mulants or the complete FCS generating functional. To
verify the method and map out its regime of applicabil-
ity, we compare our NCA results with numerically ex-
act data obtained from iQMC. To highlight the advan-
tages of the NCA, we contrast it with the widely applied
QME scheme, which completely ignores Kondo physics.75
Finally, based on the NCA, we provide a preliminary
overview of the signature of nonequilibrium correlation
effects in higher order cumulants.
C. Quantum master equations
One of the two methods to which we will provide di-
rect comparisons is the QME approach. Similarly to the
NCA to be presented below in Sec. IV, the QME approx-
imation is based on a second order expansion in the dot–
lead coupling. In contrast to the NCA, the QME does not
employ a Dyson-like diagrammatic resummation scheme.
Rather, it uses a Liouville-space resummation based on
the Nakajima–Zwanzig equation.104–106 This results in
an analytically solvable and intuitive equation of motion
for the reduced density matrix, which is the method of
choice in many contexts.23,62,63,66,67,107–111
QME methods for evaluating FCS have been widely
employed.13,15,23,67,112 Their numerically exact general-
ization, the HEOM technique,93,113–120 has recently been
generalized to FCS in the context of vibrationally cou-
pled electronic transport.26
D. Inchworm quantum Monte Carlo method
The inchworm quantum Monte Carlo (iQMC) method
is a numerically exact framework able to evaluate trans-
port properties in correlated nonequilibrium impurity
models.77,98,121–127 It has recently been used to evalu-
ate the FCS of both particle and energy transport in the
presence of electron–electron interactions.24,25,67
In the present context, the iQMC framework can be
considered a numerically exact generalization of the NCA
method. This does not mean that the NCA is immedi-
ately obsolete, just as the availability of HEOM methods
has not obviated QME approximations. This is naturally
because iQMC results are substantially more expensive
to obtain than NCA results, especially at steady state.
Here, we employ the iQMC method to validate our NCA
results and illustrate their usefulness.
E. Outline of this work
We will proceed as follows: In Sec. II, we introduce
the model system investigated in this work. The FCS
formalism is outlined in Sec. III. The theoretical NCA
framework employed in this work is described in Sec. IV.
In Sec. V, we present our results: comparisons between
NCA and QME results are given in V A, physical impli-
cations are discussed in V B, and validation with respect
to iQMC is presented in V C. Finally, in Sec. VI, we con-
clude and summarize our findings.
II. MODEL
We consider the nonequilibrium Anderson impurity
model, a minimal description for a finite, interacting
quantum dot coupled to two infinite noninteracting leads.
The Hamiltonian is
H = HD +HB +HDB , (1)
where HD is in the dot subspace, HB is in the bath sub-
space comprising the left and right lead, and HDB en-
codes the coupling between the dot and the leads.
The dot Hamiltonian is given by
HD =
∑
σ=↑,↓
0d
†
σdσ + Ud
†
↑d↑d
†
↓d↓. (2)
Here, the d
(†)
σ denote creation/annihilation operators for
an electron of spin σ on the dot, 0 is the single particle
occupation energy, and U determines the strength of the
Coulomb interaction. Experimentally, the single particle
occupation energy can be tuned by an external gate volt-
age Φgate. We model the influence of such a gate voltage
by setting 0 = Φgate − U2 .
The leads are assumed to be a noninteracting contin-
uum,
HB =
∑
σ∈{↑,↓}
∑
`∈{L,R}
∑
k∈`
ka
†
kσakσ, (3)
where the a
(†)
kσ are creation/annihilation operators on a
lead level with index k, spin σ and energy k. The indices
L and R denote the “left” and “right” lead, respectively.
Finally, the coupling between the dot and leads is as-
sumed to take the linear form
HDB =
∑
σ∈{↑,↓}
∑
`∈{L,R}
∑
k∈`
(
Vka
†
kσdσ + h.c.
)
, (4)
3with coupling parameters Vk that can be parameterized
in terms of a coupling strength function
Γ`() = pi
∑
k∈`
|Vk|2δ(− k). (5)
We explicitly consider symmetric coupling to the two
leads, each of which is taken to be a flat band with a
soft cutoff:
ΓL() = ΓR() =
Γ/2
(1 + eν(−c))(1 + e−ν(+c))
. (6)
The overall strength of the dot–lead coupling is set by
the constant Γ, which is used as our unit of energy. The
coupling strength defines the hybridization functions,
∆<` (t) =
1
pi
∫
d e+it Γ`()f`(), (7)
∆>` (t) =
1
pi
∫
d e−it Γ`()(1− f`()). (8)
Here f`() ≡ 11+eβ(−µ`) , where µL/R = ±V/2 are chemi-
cal potentials set by a symmetrically applied bias voltage
V , and β is the inverse temperature in the leads. More-
over, we set ν = 1/Γ and c = 50Γ – much larger than
all other energy scales in the problem – such that we
are effectively working in the wide band limit. With our
choice of parameters, particle-hole symmetry is obeyed
for Φgate = 0.
Throughout this work, the on-site Coulomb repulsion
is set to U = 8Γ. This determines the Kondo tempera-
ture consistent with our parameters, TK ≈ 0.8Γ.56 Three
representative lead temperatures will therefore be con-
sidered in this work: T = 0.25Γ < TK , T = 0.5Γ . Tk
and 1.0Γ & TK .
III. FCS AND COUNTING FIELDS
Determining the FCS of an observable means evaluat-
ing the generating function of its underlying probability
distribution, from which cumulants and moments can be
extracted. We provide a brief overview this approach and
the main concepts here, and recommend Refs. 19 and 128
for more details.
Consider an experiment where at time zero the system
is prepared in a known initial density matrix where, e.g.,
the number of electrons in the left lead L is known. The
system is allowed to evolve freely until time t, when the
total number of electrons in lead L is measured. Let
PL(t, n) be the probability that n electrons are found
in this measurement. The generating function is then
defined as
ZL(t, λ) ≡
∑
n
PL(t, n)e
iλn ≡ TrD+B {ρλ(t)} , (9)
where λ is known as the counting field. This defines
ρλ(t) ≡ e−iHλtρ(0)eiH−λt, a counting-field-modified (or,
for brevity, simply “modified”) density matrix; which in
turn defines Hλ ≡ eiλ/2NLHe−iλ/2NL , a modified Hamil-
tonian. NL =
∑
σ∈{↑,↓}
∑
k∈L a
†
kσakσ is the particle
number operator in the left lead L. Modifying the Hamil-
tonian by the counting field corresponds to transforming
the dot–bath coupling strength of the lead under consid-
eration according to129
Vk(t±)→ Vke±iλ/2, (10)
Where t± is a time variable on either the backward (+) or
forward (−) branch of the Keldysh contour. This idea can
be generalized to other observables and counting fields.19
Normally, the generating function ZL(t, λ) itself can-
not be directly accessed in experiments. However, ex-
periments can measure its moments and cumulants, or
sometimes the probabilities PL(t, n). In particular, the
cumulants CαL(t) of the generating function are given by
its logarithmic derivatives:
CαL(t) = (−i)α
∂α
∂λα
ln (ZL(t, λ))
∣∣∣
λ=0
. (11)
The first few cumulants have simple physical interpre-
tations. The time derivative of the first cumulant corre-
sponds to the electronic current IL(t) exiting lead L:
C1L(t) = 〈NL(t)〉 , (12)
∂
∂t
C1L(t) = IL(t). (13)
The second cumulant is related to the variance of the
population in the lead,
C2L(t) = 〈N2L〉 (t)− 〈NL〉2 (t). (14)
At steady state, its time derivative is the noise SL:
lim
t→∞
∂
∂t
C2L(t) = SL. (15)
Higher order population cumulants and the full proba-
bility distributions PL(t, n) can also be obtained from
the generating functional. These have a more compli-
cated relationship with the statistics of the current, but
are arguably more straightforward than the latter to de-
scribe theoretically. For the scope of the this work, we
will also consider the steady state time derivatives of the
third and fourth cumulants, limt→∞ ∂∂tC
3
L(t) ≡ SL2 and
limt→∞ ∂∂tC
4
L(t) ≡ SL3. These quantities express the
skewness and the bifurcation of the underlying proba-
bility distribution, respectively, and are of interest in a
variety of contexts.14,20 Composite observables like the
Fano factor FL = SL/IL are often easier to obtain exper-
imentally than the cumulants themselves, because they
do not vary with the overall conductivity of the junction.
The standard Fano factor can be a problematic quan-
tity for studying Kondo physics, because the low energy
features are obscured by the zero bias Nyquist–Johnson
singularity.28,130 This stems from the different symmetry
of I and S with respect to the bias voltage. Deep in the
4universal Kondo regime and at very low voltages, this
can be rectified by defining a “backscattering” current
that must be separated from the unitary linear-response
current.131,132 Below, we discuss an alternative and more
widely applicable approach: to define a set of generalized
Fano factors in terms of higher order cumulants, while
taking symmetry into account.
IV. METHODOLOGY
We will now describe the propagator hybridization
expansion for the FCS generating function Z(t, λ) ≡
ZL(t, λ) within the NCA. The approximation is based on
a second order expansion of the time evolution operator
in the dot–lead coupling, which is treated self consistently
within a Dyson resummation scheme.
Using Eq. (9) in the context of Sec. II and assuming
an initial condition factorized between the dot and bath
spaces, ρ(t = 0, λ) = ρB ⊗ ρD, we obtain
Z(t, λ) = Tr(%(t, λ)) =
∑
αβ
〈β|ρD|β〉Kβα(t, t, λ). (16)
Here, α and β are states in the dot subspace, and the
modified vertex function Kβα(t, t
′, λ) takes the form
Kβα(t, t
′, λ) = TrB
{
ρB 〈α|U†−λ(t) |β〉 〈β|Uλ(t′) |α〉
}
.
(17)
TrB denotes tracing over the bath degrees of freedom.
We have also made use of a modified time evolution op-
erator, U±λ(t) ≡ T exp(−i
∫ t
0
H±λ(τ)dτ), where T is the
time ordering operator. The vertex function Kβα(t, t
′, λ)
is the central object within the NCA method. In other
contexts, without FCS, only the λ = 0 form appears.
This can be used to construct approximate expressions
for the expectation values of a variety of observables.87,98
To derive the NCA, one extracts the lowest nonvan-
ishing correction of a perturbative expansion of Eq. (17)
in the dot–lead coupling HDB . The approximation is
obtained by writing a self consistent expression for the
vertex function in terms of this correction, resulting in
the Dyson equation
Kβα(t, t
′, λ) = kβα (t, t
′) +
∑
α′β′
t∫
0
t′∫
0
dτ1dτ
′
1
kββ′ (t− τ1, t′ − τ ′1) ξβ
′
α′ (τ1 − τ ′1)Kα
′
α (τ1, τ
′
1, λ) .
(18)
This is defined in terms of the the cross-branch hybridiza-
tion self-energy
ξβα(t) =
∑
σ∈{↑,↓}
∑
`∈{L,R}
(
∆<` (t) 〈α|dσ|β〉 〈β|d†σ|α〉
+∆>` (t) 〈α|d†σ|β〉 〈β|dσ|α〉
)
, (19)
and kβα (t, t
′), a term that is independent of the count-
ing field and will be introduced momentarily. The term
NCA refers to the fact that there are no crossing hy-
bridization lines in the diagrammatic representation of
the terms included in this approach (see, e.g., Ref. 102).
Higher order expansions such as the one-crossing approx-
imation employ different forms for the cross-branch self-
energy.86,102,133
We now return to the final quantity defined in Eq. (18),
k. This is a zeroth-order approximation for the vertex
function that can be written in the form
kβα(t, t
′) = δαβG∗α(t)Gβ(t
′). (20)
Here,
Gα(t) = 〈α|TrB (ρBU(t)) |α〉 (21)
is a single-branch propagator that is diagonal in the
many-particle basis of the dot due to the structure of
the Hamiltonian, Eq. (1). G obeys a set of equations
similar to those obeyed by K, but on a single branch of
the Keldysh contour:
Gα(t) = gα(t)
−
∫ t
0
∫ τ1
0
dτ1dτ2gα (t− τ1) Σα (τ1 − τ2)Gα (τ2)
(22)
The single-contour self-energy Σα(t) depends on the
propagator Gα(t) and is given within the NCA by
Σα(t) =
∑
σ∈{↑,↓}
∑
`∈{L,R}
∑
β
(
∆<` (t) · 〈α|dσ|β〉 〈β|d†σ|α〉
+∆>` (t) · 〈α|d†σ|β〉 〈β|dσ|α〉
)
·Gβ(t). (23)
Finally, gα(t) = e
−iHDt is the propagator on the isolated
dot. G(t) remains unmodified by the counting field, due
to being restricted to one branch of the Keldysh contour.
V. RESULTS
Subsequently, we use the NCA methodology described
above to study the four lowest order cumulants, IL, SL,
SL2, and SL3, at steady state. As we are considering the
steady state, we henceforth drop the lead index L. Fur-
ther, since these quantities diverge linearly in time, we
plot their first time derivative. We will investigate their
dependence on bias voltage, gate voltage, and temper-
ature. Since the bias voltage dependence is of primary
interest, but can be weak in some regimes, we plot the
second derivative of the cumulants with respect to the
bias voltage.
A. Signature of correlations in observables
associated to higher order cumulants
We begin by exploring the influence of Kondo physics
on higher order cumulants. We compare NCA results,
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FIG. 1. NCA results. The second derivative with respect to bias voltage is shown for the current (a), the noise (b), S2 (c)
and S3 (d). From top to bottom, the temperature increases from T = 0.25Γ to T = 0.5Γ and finally T = Γ. The black dashed
lines, which serve as a guide for the eye, indicate the conditions 0 = µL/R and 20 + U = µL/R that separate resonant from
nonresonant transport. Red solid lines indicate the parameters shown in Fig. 3.
where a qualitative signature of such phenomena is ex-
pected, with QME results, where none is expected.
Later, in Sec. V C, we evaluate the accuracy of the NCA
predictions by comparing with numerically exact iQMC
results.
Figs. 1 and 2 provide an overview of the behavior of
four different observables in the NCA and QME approx-
imations, respectively. To facilitate comparison, the fig-
ures employ equivalent false color representations of the
data. The observables ∂2I/∂V 2, ∂2S/∂V 2, ∂2S2/∂V
2,
and ∂2S3/∂V
2, are shown as a function of bias voltage
and gate voltage in each panel, at a constant lead tem-
perature. Columns of panels correspond to the different
observables, while rows correspond to different tempera-
tures.
Figs. 1 and 2 contain a great deal of information in
a rather compact form. To make them easier to un-
derstand, it is useful to focus on two particular sets of
physical features. First, the transition between resonant
and nonresonant transport, which is marked by dashed
black lines. The associated behavior is clearly appar-
ent in all QME plots, where the resonance condition
matches nodal curves delineating changes in the signs
of the observables. However, within the NCA, at sev-
eral parameter regimes this transition is either shifted
or completely missing. This is because the availability
of resonant transport channels, which in QME is broad-
ened only by the temperature, can also be modulated
or hidden by broadening effects not accounted for within
the QME.67 Second, the emergence of Kondo and mixed-
valence physics is clearly visible in the NCA plots, but
completely missing from the QME data. The signature
of these correlation-driven effects is a pronounced feature
centered around zero bias voltage, which disappears at
high temperatures. As can be seen by comparing the top
and middle panels of Fig. 1, higher cumulants reveal pro-
gressively richer and more complex dependencies on the
bias and gate voltages. Thus, they provide increasingly
detailed modes of characterization.
An interesting point to note is that the temperature
at which cumulants exhibit correlated phenomena does
not appear to vary significantly with the cumulant order.
This is true both in and out of equilibrium, and to some
degree supports the idea that the low energy physics is
controlled by a few universal energy scales even when a
bias voltage is applied. However, a firm statement on
this issue requires a more systematic study going beyond
the NCA.
Further details are revealed by considering parameters
below the resonance condition, at a constant nonzero
gate voltage and a range of bias voltages. A cut of
this kind across the data of Fig. 1 is shown in Fig. 3,
and the parameters chosen for the cut are marked in
Fig. 1 by solid red lines. As even(odd) cumulants are
symmetric(antisymmetric) with respect to bias voltage,
it is instructive to directly compare I with S2; and re-
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FIG. 2. QME results. The second derivative with respect to bias voltage is shown for the current (a), the noise (b), S2 (c)
and S3 (d). From top to bottom, the temperature increases from T = 0.25Γ to T = 0.5Γ and finally T = Γ. The black dashed
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FIG. 3. NCA results. The second derivative with respect to
bias voltage is shown for the current I (upper left), the noise S
(upper right), and the higher order cumulants S2 (lower left)
and S3 (lower right). The gate voltage is set to Φgate = 2Γ.
These are horizontal cuts across the data in Fig. 1, as marked
by the red solid lines.
spectively S with S3. While ∂
2I/∂V 2 exhibits a sin-
gle peak–dip structure, an additional shoulder appears
at low temperature in ∂2S2/∂V
2 at a bias voltage of
about V ∼ 1.5Γ. Similarly, ∂2S/∂V 2 shows a single pro-
nounced peak, whereas at low temperature, ∂2S3/∂V
2
develops distinctive side peaks at a bias voltage V ∼ Γ.
This once gain suggests that correlations modify higher
order cumulants at correspondingly higher energy scales
and bias voltages. Potentially, therefore, access to higher
order cumulants could make it easier to identify the sig-
nature of correlations, even without fully mapping their
dependence on both the bias and gate voltages.
B. Generalized Fano factors and their implications
As noted in Sec. III, the Fano factor F = S/I mani-
fests a singularity at zero voltage, where the current (odd
with respect to the bias voltage) disappears while the
noise (even with respect to the bias voltage) does not.
F will be revisited in Sec. V C, where we benchmark
the NCA method against numerically exact results. In
the following, we consider the generalized Fano factors
F ′ ≡ S2/I and F ′′ ≡ S3/S. These are the lowest order
ratios comprising only odd and even cumulants, respec-
tively. They are therefore free of singular behavior at
zero voltage, making them potentially useful for explor-
ing Kondo physics.
For both observables, it is once again more convenient
to plot the second derivative with respect to bias voltage.
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temperature increases from T = 0.25Γ to T = Γ. The black
dashed lines, which serve as a guide for the eye, indicate the
conditions 0 = µL/R and 20 +U = µL/R that separate reso-
nant from nonresonant transport.
In Fig. 4 these are shown at the same parameter ranges
used in Figs. 1 and 2. F ′ and F ′′, respectively, are shown
in the left and right panels, temperature increases as we
go to lower panels. Both generalized Fano factors exhibit
sharp, well defined Kondo features at low temperatures.
As before, these correlation driven features disappear at
higher temperatures.
The separate cumulants in Fig. 1 are dominated by the
signature of the transition between off-resonant and res-
onant transport. Remarkably, however, in Fig. 4 F ′ ex-
hibits Kondo features of comparable scale to those delin-
eating the resonant transport edge, and F ′′ is dominated
by the Kondo features. This suggests that symmetry-
corrected higher order Fano factors contain detailed in-
formation regarding correlation effects, and may be a
more sensitive probe of such physics than lower order
quantities.
As the temperature is lowered and the Kondo effect
develops, the value of F ′ and F ′′ at low bias voltages in-
creases, except near the resonance condition. Since the
Kondo effect enhances the current I, an increase in F ′
implies that S2 is more strongly enhanced than I. Cor-
respondingly, the underlying probability distribution de-
scribing electron transfer becomes increasingly skewed.
Similarly, while the behavior of the noise is more com-
plicated, S is mostly suppressed by Kondo physics, and
the same is true for S3. An increase in F
′′ therefore im-
plies a weaker suppression of S3 than that of S, and an
increasingly bifurcated probability distribution. A more
detailed analysis of the probabilities PL(t, n) would be
interesting in this regard, but is beyond the scope of the
present work.
C. Validation and benchmarks
It is clear from the data that we have presented so
far that, when considering higher order transport cumu-
lants, the NCA method captures physics not accounted
for by the QME method. This is not entirely surprising,
since it is known to do so for single-particle correlation
functions and for the current. However, since both these
techniques are approximate, it is not at all obvious that
the NCA actually provides higher accuracy as well. We
will therefore also compare the NCA and QME results to
numerically exact benchmarks obtained from the iQMC
method.
Fig. 5 depicts the Fano factor F and its generalizations
F ′ and F ′′ as functions of the bias voltage, once again
for three different temperatures. Solid lines represent
NCA data and dashed lines represent QME data. Dots
indicate iQMC results converged with respect to all nu-
merical parameters. Error bars and shading on these dots
correspond to confidence intervals (see App. A for details
regarding how these are obtained). We do not consider
second derivatives with respect to the bias voltage here,
since obtaining these accurately in iQMC involves further
technical challenges. Similarly, we refrain from discussing
data below a bias voltage of 0.5. We note that in gen-
eral, lower voltages and higher order cumulants are more
difficult to access in iQMC (see Apps. A and B).
The left panel of Fig. 5 shows the Fano factor F . As
noted in Sec. V B, at low bias voltages F is dominated
by the Nyquist–Johnson singularity and the isolation of
Kondo-related features is difficult, but here we focus on
the accuracy of the different methods. Generally speak-
ing, reasonable agreement can be observed between the
NCA, QME and the iQMC results for all temperatures,
both qualitatively and quantitatively. At high temper-
atures and low voltages, NCA and QME results are al-
most indistinguishable from each other and accurately
capture the trends in the exact result. Importantly, how-
ever, the QME always predicts Poisson statistics with a
Fano factor of 1 at large bias voltages. The NCA cor-
rectly captures deviations from this, a result validated
by the iQMC data.
Results for the generalized Fano factor F ′ are presented
in the middle panel of Fig. 5. Overall, the three methods
predict a qualitatively similar dependence of F ′ on bias
voltage and temperature, still there are qualitative dif-
ferences. The QME method predicts larger values than
the NCA approach, whereby the outcome of the NCA
calculations is in better agreement with the iQMC data.
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FIG. 5. Fano factor F (a); and generalized Fano factors F ′ = S2/I (b), and F ′′ = S3/S (c), at a gate voltage of Φgate = 2Γ.
Colors correspond to different temperatures. Solid lines are NCA results, dashed lines are QME results, and circles are
numerically exact results obtained with iQMC. The dashed black line in the plots highlights the value 1, which is associated
with a (classical) Poissonian distribution.
Despite the increased errors associated with the iQMC
results for F ′, it is possible to establish that the NCA
method provides more accurate results than the QMC
approach. However, a concise observation of the Kondo
effect is beyond the iQMC data at hand.
For the second generalized Fano factor F ′′ depicted in
the right panel of Fig. 5, the error associated with the
iQMC scheme dominates the exact data to the extent
that trends in the bias and temperature dependence are
non obvious. For this Fano factor, the iQMC method
in its current implementation breaks down, indicating an
area where the usage of approximate schemes is more
favorable. When comparing the QME and the NCA re-
sults, the QME approach again predicts larger values for
F ′′ than the NCA method. As before, the NCA data is
in better agreement with the iQMC results, hinting to-
wards a higher accuracy of the NCA method. For a more
detailed analysis, better iQMC data is required.
VI. SUMMARY
We developed a simple theoretical approach based on
the noncrossing approximation (NCA) to the study of full
counting statistics (FCS) in nonequilibrium transport,
and implemented it for the Anderson impurity model.
The approach can be easily generalized to more generic
models. Its accuracy can be improved by diagrammatic
means, for example by considering one-crossing and ver-
tex corrections. The NCA method requires substan-
tially more modest computational resources than its nu-
merically exact counterpart, the inchworm Monte Carlo
(iQMC) method; and is almost as easy to use as the
commonly employed quantum master equations (QMEs).
Despite this simplicity, it captures some physics not
present in the QME approximation.
To showcase the advantages of the NCA approach to
FCS, we compared it against the QME method for the
first few transport cumulants. Unsurprisingly, this illus-
trated that the first shows signatures of the Kondo effect
while the latter does not. More interestingly, it showed
that the NCA predicts a rich and detailed set of features
in the higher order cumulants.
Experimentally, it is often advantageous to consider
ratios between transport cumulants, like the Fano factor.
However, at low bias voltages the Fano factor is domi-
nated by a Nyquist–Johnson singularity that obstructs
one’s view of Kondo-related features. We explored a
set of generalized, symmetry-motivated Fano factors con-
structed from higher order cumulants that are designed
to remove this singularity. Within the NCA method, we
showed that these quantities embody excellent probes of
Kondo physics.
Finally, we established the accuracy of the method
upon comparison with numerically exact benchmarks ob-
tained from the iQMC scheme. We showed that the pre-
dictability of approximate NCA method is superior to
data provided by the QME approach. For the Fano fac-
tor, we demonstrated that the NCA can even provide
qualitative results.
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Appendix A: Calculating observables associated with
higher order cumulants within the iQMC scheme
In this appendix, we describe how the observables
I = ∂∂tC
1, S = ∂∂tC
2, S2 =
∂
∂tC
3, and S3 =
∂
∂tC
4
were calculated for the steady state within the iQMC
framework. We also provide an account of how confi-
dence intervals are estimated. Whereas the main goal of
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FIG. 6. Visualization of the procedure for determining the
observables and the correspond errors from iQMC data. The
representation data set shown here corresponds to T = 0.25
and V = 1. The finite counting field used for the calculation
is λ = 0.75. The individual panels show the behavior of the
different cumulants as a function of time. The different lines
correspond to different initial conditions, the fits are marked
by dashed lines.
this paper is to introduce the NCA methodology and its
advantages to theorists and experimentalists interested in
transport counting statistics, this appendix is aimed at
more specialized readers interested in numerically exact
methodologies like the iQMC.
In steady state, all cumulants increase linearly with
time. We simulate time propagation using the iQMC
method until the cumulants display a linear dependency
on time. Then, we perform a linear fit to this part of the
data. Using the outcome of the fitting routine and av-
eraging over all possible initial conditions, we determine
the observables. This procedure is visualized in Fig. 6
for a representative data set. Fig. 6 also allows for an as-
sessment of the intrinsic noise of the iQMC method and
the requirement of a linear behavior of the respective cu-
mulants. The error for the iQMC data is then estimated
upon considering extremal values for lines connecting two
points within the time range where the cumulants display
a linear dependence with time (different colored dashed
lines in Fig. 6). Again, we average over all initial condi-
tions, whereby we perform a Gaussian error propagation.
Strictly speaking, this approach suffers from the fact that
the different initial conditions are not statistically inde-
pendent. Still, the scheme provides a reasonable estimate
for the underlying error.
In contrast to the iQMC method, the approximate
NCA and QME approaches employed in this work do not
exhibit a statistical error. As such, the derivatives enter-
ing the expressions for the observables can be calculated
by means of finite differences and no fitting procedure
is required. Again, the system is propagated until the
steady state establishes.
Appendix B: Counting field dependence of iQMC
data
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FIG. 7. Visualization of the dependence of the iQMC data
on the finite counting field λf used for the numerical calcu-
lation for different bias voltages V . The representation data
set shown here corresponds employs to T = 0.25Γ. The indi-
vidual panels show the behavior of the different Fano factors
discussed in Sec. V C. The different lines correspond to differ-
ent bias voltages, the shaded areas indicate an estimate for
the underlying error. For reference, the scaling of the individ-
ual panels corresponds to the scaling of the associated plots
in Fig. 5.
The cumulants within the FCS framework are given by
the derivatives of the logarithm of the generating function
Z(t, λ) with respect to the counting field λ at λ = 0
(see Eq. (11)). For numerical applications, the generating
function is determined for finite values of the counting
field and the derivative with respect to λ is calculated,
for example, by means of finite differences.
For the iQMC scheme, the statistical error associated
with the different cumulants depends on the finite value
employed for the counting field. Within this work, we
calculate the derivative by means of symmetric finite dif-
ferences,
C1(t) = −i ∂
∂λ
ln (Z(t, λ))
∣∣∣
λ=0
(B1a)
≈ ln(Z(t, λf ))− ln(Z(t,−λf ))
2λf
,
C2(t) = − ∂
2
∂λ2
ln (Z(t, λ))
∣∣∣
λ=0
(B1b)
≈ ln(Z(t, λf ))− ln(Z(t, 0)) + ln(Z(t,−λf ))
λ2f
,
etc. for the finite counting field λf . The dependence of
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the (generalized) Fano factors studied in Sec. V C on the
finite counting field λf used for calculating the derivative
is visualized in Fig. 7. For large values of λf , the error is
small but the estimate for the derivative provided by the
numerical derivative deviates from the true value. With
decreasing λf , the error associated with the iQMC data
increases. Moreover, as higher order cumulants depend
on higher order derivatives with respect to the count-
ing field, the numerical error increases and determining
accurate data for quantities depending on higher order
cumulants becomes increasingly challenging.
We mention that there are also other possible ap-
proaches to determine the derivative with respect to the
counting field. As such, an alternative but more expen-
sive route is to obtain the full FCS and calculate the
generating function Z(t, λ) for various different values of
λ. In this case, the derivatives can be determined an-
alytically for a polynomial fit for the counting field de-
pendence of the generating function. This approach was
employed, for example, in Ref. 24.
1 S. Datta, H. Ahmad, and M. Pepper, Electronic Trans-
port in Mesoscopic Systems, Cambridge Studies in Semi-
conductor Physi (Cambridge University Press, 1997).
2 H. Bruus, K. Flensberg, and O. U. Press, Many-Body
Quantum Theory in Condensed Matter Physics: An In-
troduction, Oxford Graduate Texts (OUP Oxford, 2004).
3 G. Stefanucci and R. van Leeuwen, Nonequilibrium Many-
Body Theory of Quantum Systems: A Modern Introduc-
tion (Cambridge University Press, 2013).
4 G. Cohen and M. Galperin, J. Chem. Phys. 152, 090901
(2020).
5 B. Reulet, J. Senzier, and D. E. Prober, Phys. Rev. Lett.
91, 196601 (2003).
6 Y. Bomze, G. Gershon, D. Shovkun, L. S. Levitov, and
M. Reznikov, Phys. Rev. Lett. 95, 176601 (2005).
7 S. Gustavsson, R. Leturcq, B. Simovicˇ, R. Schleser,
T. Ihn, P. Studerus, K. Ensslin, D. C. Driscoll, and A. C.
Gossard, Phys. Rev. Lett. 96, 076605 (2006).
8 B. Ku¨ng, C. Ro¨ssler, M. Beck, M. Marthaler, D. S. Gol-
ubev, Y. Utsumi, T. Ihn, and K. Ensslin, Phys. Rev. X
2, 011001 (2012).
9 J.-P. Brantut, J. Meineke, D. Stadler, S. Krinner, and
T. Esslinger, Science 337, 1069 (2012).
10 A. Mazurenko, C. S. Chiu, G. Ji, M. F. Parsons,
M. Kana´sz-Nagy, R. Schmidt, F. Grusdt, E. Demler,
D. Greif, and M. Greiner, Nature 545, 462 (2017).
11 L. S. Levitov and G. B. Lesovik, JETP Lett. 58, 230
(1993).
12 L. S. Levitov, H. Lee, and G. B. Lesovik, J. Math. Phys.
37, 4845 (1996).
13 D. A. Bagrets and Y. V. Nazarov, Phys. Rev. B 67, 085316
(2003).
14 W. Belzig, Phys. Rev. B 71, 161301(R) (2005).
15 C. Flindt, T. Novotny´, and A.-P. Jauho, Europhys. Lett.
69, 475 (2005).
16 J. Koch, M. E. Raikh, and F. von Oppen, Phys. Rev.
Lett. 95, 056801 (2005).
17 M. Esposito, U. Harbola, and S. Mukamel, Phys. Rev. B
75, 155316 (2007).
18 M. Esposito, U. Harbola, and S. Mukamel, Phys. Rev. E
76, 031132 (2007).
19 M. Esposito, U. Harbola, and S. Mukamel, Rev. Mod.
Phys. 81, 1665 (2009).
20 H.-B. Xue, Y.-H. Nie, Z.-J. Li, and J.-Q. Liang, Phys.
Lett. A 375, 726 (2011).
21 L. Nicolin and D. Segal, J. Chem. Phys. 135, 164106
(2011).
22 D. Kambly and C. Flindt, J. Comput. Electron. 12, 331
(2013).
23 K. Kaasbjerg and W. Belzig, Phys. Rev. B 91, 235413
(2015).
24 M. Ridley, V. N. Singh, E. Gull, and G. Cohen, Phys.
Rev. B 97, 115109 (2018).
25 M. Ridley, M. Galperin, E. Gull, and G. Cohen, Phys.
Rev. B 100, 165127 (2019).
26 C. Schinabeck and M. Thoss, Phys. Rev. B 101, 075422
(2020).
27 R. Landauer, Nature 392, 658 (1998).
28 Y. Blanter and M. Bu¨ttiker, Phys. Rep. 336, 1 (2000).
29 M. J. M. de Jong and C. W. J. Beenakker, Phys. Rev. B
49, 16070 (1994).
30 R. De-Picciotto, M. Reznikov, M. Heiblum, V. Umansky,
G. Bunin, and D. Mahalu, Nature 389, 162 (1997).
31 F. Lefloch, C. Hoffmann, M. Sanquer, and D. Quirion,
Phys. Rev. Lett. 90, 067002 (2003).
32 S. S. Safonov, A. K. Savchenko, D. A. Bagrets, O. N.
Jouravlev, Y. V. Nazarov, E. H. Linfield, and D. A.
Ritchie, Phys. Rev. Lett. 91, 136801 (2003).
33 I. Djuric, B. Dong, and H. L. Cui, Appl. Phys. Lett. 87,
032105 (2005).
34 J. Tworzyd lo, B. Trauzettel, M. Titov, A. Rycerz, and
C. W. J. Beenakker, Phys. Rev. Lett. 96, 246802 (2006).
35 G. Kießlich, E. Scho¨ll, T. Brandes, F. Hohls, and R. J.
Haug, Phys. Rev. Lett. 99, 206602 (2007).
36 C. Emary, D. Marcos, R. Aguado, and T. Brandes, Phys.
Rev. B 76, 161404 (2007).
37 C. Beenakker and C. Scho¨nenberger, Phys. Today 56, 37
(2003).
38 G.-M. Tang, F. Xu, and J. Wang, Phys. Rev. B 89,
205310 (2014).
39 S. L. Rudge and D. S. Kosov, J. Chem. Phys. 144, 124105
(2016).
40 K. Ptaszyn´ski, Phys. Rev. B 96, 035409 (2017).
41 D. S. Kosov, J. Chem. Phys. 149, 164105 (2018).
42 H. E. van den Brom and J. M. van Ruitenbeek, Phys. Rev.
Lett. 82, 1526 (1999).
43 R. Cron, M. F. Goffman, D. Esteve, and C. Urbina, Phys.
Rev. Lett. 86, 4104 (2001).
44 D. Djukic and J. M. van Ruitenbeek, Nano Lett. 6, 789
(2006).
45 M. Kiguchi, O. Tal, S. Wohlthat, F. Pauly, M. Krieger,
D. Djukic, J. C. Cuevas, and J. M. van Ruitenbeek, Phys.
Rev. Lett. 101, 046801 (2008).
46 O. Tal, M. Krieger, B. Leerink, and J. M. van Ruitenbeek,
Phys. Rev. Lett. 100, 196804 (2008).
47 P. J. Wheeler, J. N. Russom, K. Evans, N. S. King, and
D. Natelson, Nano Lett. 10, 1287 (2010).
48 N. L. Schneider, G. Schull, and R. Berndt, Phys. Rev.
11
Lett. 105, 026601 (2010).
49 R. Vardimon, M. Klionsky, and O. Tal, Phys. Rev. B 88,
161404 (2013).
50 C. Flindt, C. Fricke, F. Hohls, T. Novotny´, K. Netocˇny´,
T. Brandes, and R. J. Haug, Proc. Natl. Acad. Sci. 106,
10116 (2009).
51 C. Fricke, F. Hohls, C. Flindt, and R. J. Haug, Physica
E 42, 848 (2010).
52 N. Ubbelohde, C. Fricke, C. Flindt, F. Hohls, and R. J.
Haug, Nat. Commun. 3, 1 (2012).
53 Y. V. Nazarov, , and Y. M. Blanter, Quantum transport:
introduction to nanoscience (Cambridge university press,
2009).
54 T. Brandes, Ann. Phys. 17, 477 (2008).
55 I. Klich and L. Levitov, Phys. Rev. Lett. 102, 100502
(2009).
56 A. Hewson and D. Edwards, The Kondo Problem to Heavy
Fermions, Cambridge Studies in Magnetism (Cambridge
University Press, 1997).
57 Y. Meir and A. Golub, Phys. Rev. Lett. 88, 116802 (2002).
58 T. Delattre, C. Feuillet-Palma, L. Herrmann, P. Morfin,
J.-M. Berroir, G. Fe`ve, B. Plac¸ais, D. Glattli, M.-S. Choi,
C. Mora, and T. Kontos, Nat. Phys. 5, 208 (2009).
59 C. Flindt, T. Novotny´, A. Braggio, M. Sassetti, and A.-P.
Jauho, Phys. Rev. Lett. 100, 150601 (2008).
60 C. Flindt, T. Novotny´, A. Braggio, and A.-P. Jauho,
Phys. Rev. B 82, 155407 (2010).
61 M. Albert, C. Flindt, and M. Bu¨ttiker, Phys. Rev. Lett.
107, 086805 (2011).
62 L. Simine and D. Segal, Phys. Chem. Chem. Phys. 14,
13820 (2012).
63 C. Schinabeck, R. Ha¨rtle, H. B. Weber, and M. Thoss,
Phys. Rev. B 90, 075409 (2014).
64 M. Benito, M. Niklas, and S. Kohler, Phys. Rev. B 94,
195433 (2016).
65 P. Stegmann and J. Ko¨nig, Phys. Status Solidi B 254,
1600507 (2017).
66 D. S. Kosov, J. Chem. Phys. 146, 074102 (2017).
67 M. Ridley, E. Gull, and G. Cohen, J. Chem. Phys. 150,
244107 (2019).
68 M. Galperin, A. Nitzan, and M. A. Ratner, Phys. Rev.
B 74, 075326 (2006).
69 R. Avriller and A. Levy Yeyati, Phys. Rev. B 80, 041309
(2009).
70 T. L. Schmidt and A. Komnik, Phys. Rev. B 80, 041307
(2009).
71 F. Haupt, T. Novotny´, and W. Belzig, Phys. Rev. B 82,
165441 (2010).
72 T. Novotny´, F. Haupt, and W. Belzig, Phys. Rev. B 84,
113107 (2011).
73 Y. Utsumi, O. Entin-Wohlman, A. Ueda, and
A. Aharony, Phys. Rev. B 87, 115407 (2013).
74 B. K. Agarwalla, J.-H. Jiang, and D. Segal, Phys. Rev.
B 92, 245418 (2015).
75 K. Miwa, F. Chen, and M. Galperin, Sci. Rep. 7, 1 (2017).
76 P. Stadler, G. Rastelli, and W. Belzig, Phys. Rev. B 97,
205408 (2018).
77 G. Cohen, E. Gull, D. R. Reichman, and A. J. Millis,
Phys. Rev. Lett. 115, 266802 (2015).
78 J. Cerrillo, M. Buser, and T. Brandes, Phys. Rev. B 94,
214308 (2016).
79 S. T. Carr, D. A. Bagrets, and P. Schmitteckert, Phys.
Rev. Lett. 107, 206801 (2011).
80 P. Schmitteckert, S. T. Carr, and H. Saleur, Phys. Rev.
B 89, 081401 (2014).
81 S. T. Carr, P. Schmitteckert, and H. Saleur, Phys. Scr.
T165, 014009 (2015).
82 S. Weiss, J. Eckel, M. Thorwart, and R. Egger, Phys.
Rev. B 77, 195316 (2008).
83 D. Segal, A. J. Millis, and D. R. Reichman, Phys. Rev.
B 82, 205323 (2010).
84 M. Kilgour, B. K. Agarwalla, and D. Segal, J. Chem.
Phys. 150, 084111 (2019).
85 N. E. Bickers, Rev. Mod. Phys. 59, 845 (1987).
86 K. Haule, S. Kirchner, J. Kroha, and P. Wo¨lfle, Phys.
Rev. B 64, 155111 (2001).
87 M. Eckstein and P. Werner, Phys. Rev. B 82, 115115
(2010).
88 Y. Meir, N. S. Wingreen, and P. A. Lee, Phys. Rev. Lett.
70, 2601 (1993).
89 N. S. Wingreen and Y. Meir, Phys. Rev. B 49, 11040
(1994).
90 M. H. Hettler, J. Kroha, and S. Hershfield, Phys. Rev. B
58, 5649 (1998).
91 P. Nordlander, M. Pustilnik, Y. Meir, N. S. Wingreen,
and D. C. Langreth, Phys. Rev. Lett. 83, 808 (1999).
92 M. Plihal, D. C. Langreth, and P. Nordlander, Phys. Rev.
B 71, 165321 (2005).
93 R. Ha¨rtle, G. Cohen, D. R. Reichman, and A. J. Millis,
Phys. Rev. B 88, 235426 (2013).
94 H.-T. Chen, G. Cohen, A. J. Millis, and D. R. Reichman,
Phys. Rev. B 93, 174309 (2016).
95 P. Roura-Bas, L. Tosi, and A. A. Aligia, Phys. Rev. B
87, 195136 (2013).
96 I. Krivenko, J. Kleinhenz, G. Cohen, and E. Gull, Phys.
Rev. B 100, 201104 (2019).
97 H. Atanasova, A. I. Lichtenstein, and G. Cohen, Phys.
Rev. B 101, 174316 (2020).
98 A. E. Antipov, Q. Dong, J. Kleinhenz, G. Cohen, and
E. Gull, Phys. Rev. B 95, 085144 (2017).
99 E. Gull, D. R. Reichman, and A. J. Millis, Phys. Rev. B
82, 075109 (2010).
100 E. Gull, D. R. Reichman, and A. J. Millis, Phys. Rev. B
84, 085134 (2011).
101 G. Cohen, E. Gull, D. R. Reichman, A. J. Millis, and
E. Rabani, Phys. Rev. B 87, 195108 (2013).
102 G. Cohen, D. R. Reichman, A. J. Millis, and E. Gull,
Phys. Rev. B 89, 115139 (2014).
103 G. Cohen, E. Gull, D. R. Reichman, and A. J. Millis,
Phys. Rev. Lett. 112, 146802 (2014).
104 S. Nakajima, Prog. Theor. Phys. 20, 948 (1958).
105 R. Zwanzig, J. Chem. Phys. 33, 1338 (1960).
106 E. Fick and G. Sauermann, The quantum statistics of
dynamic processes, Springer series in solid-state sciences
(Springer-Verlag, 1990).
107 A. Erpenbeck, R. Ha¨rtle, M. Bockstedte, and M. Thoss,
Phys. Rev. B 93, 115421 (2016).
108 U. Harbola, M. Esposito, and S. Mukamel, Phys. Rev. B
74, 235309 (2006).
109 U. Peskin, J. Phys. B 43, 153001 (2010).
110 R. Ha¨rtle and M. Thoss, Phys. Rev. B 83, 115414 (2011).
111 A. Purkayastha and Y. Dubi, Phys. Rev. B 96, 085425
(2017).
112 S. L. Rudge and D. S. Kosov, Phys. Rev. B 100, 235430
(2019).
113 Y. Tanimura and R. Kubo, J. Phys. Soc. Jpn. 58, 101
(1989).
114 Y. Tanimura, J. Phys. Soc. Jpn. 75, 082001 (2006).
12
115 J. Jin, X. Zheng, and Y. Yan, J. Chem. Phys. 128, 234703
(2008).
116 X. Zheng, R. Xu, J. Xu, J. Jin, J. Hu, and Y. Yan, Prog.
Chem. 24, 1129 (2012).
117 C. Schinabeck, A. Erpenbeck, R. Ha¨rtle, and M. Thoss,
Phys. Rev. B 94, 201407 (2016).
118 A. Erpenbeck, C. Hertlein, C. Schinabeck, and M. Thoss,
J. Chem. Phys. 149, 064106 (2018).
119 A. Erpenbeck and M. Thoss, J. Chem. Phys. 151, 191101
(2019).
120 Y. Tanimura, J. Chem. Phys. 153, 020901 (2020).
121 H.-T. Chen, G. Cohen, and D. R. Reichman, J. Chem.
Phys. 146, 054105 (2017).
122 H.-T. Chen, G. Cohen, and D. R. Reichman, J. Chem.
Phys. 146, 054106 (2017).
123 Q. Dong, I. Krivenko, J. Kleinhenz, A. E. Antipov, G. Co-
hen, and E. Gull, Phys. Rev. B 96, 155126 (2017).
124 A. Boag, E. Gull, and G. Cohen, Phys. Rev. B 98, 115152
(2018).
125 Z. Cai, J. Lu, and S. Yang, Commun. Pure Appl. Math.
n/a.
126 Z. Cai, J. Lu, and S. Yang, arXiv:2006.07654 [cs, math]
(2020), arXiv:2006.07654 [cs, math].
127 E. Eidelstein, E. Gull, and G. Cohen, Phys. Rev. Lett.
124, 206405 (2020).
128 Y. Utsumi, Eur. Phys. J. ST 227, 1911 (2019).
129 G.-M. Tang and J. Wang, Phys. Rev. B 90, 195422 (2014).
130 E. Scheer and J. C. Cuevas, Molecular electronics: an in-
troduction to theory and experiment, Vol. 15 (World Sci-
entific, 2017).
131 E. Sela, Y. Oreg, F. von Oppen, and J. Koch, Phys. Rev.
Lett. 97, 086601 (2006).
132 M. Ferrier, T. Arakawa, T. Hata, R. Fujiwara, R. Dela-
grange, R. Weil, R. Deblock, R. Sakano, A. Oguri, and
K. Kobayashi, Nat. Phys. 12, 230 (2016).
133 T. Pruschke and N. Grewe, Z. Phys. B 74, 439 (1989).
