A linear-time algorithm for the minimum-ratio spanning tree problem on planar graphs is presented. The algorithm is based on a new planar minimum spanning tree algorithm. The approach extends to other parametric minimum spanning tree problems on planar graphs and to other families of graphs having small separators.
Introduction
Suppose we are given an undirected graph G where each edge e has two weights a e and b e ; the b e 's are assumed to be either all negative or all positive. The minimum ratio spanning tree problem (MRST) Cha77] is to nd a spanning tree T of G such that the ratio P e2T a e = P e2T b e is minimized. One application of MRST arises in the design of communication networks. The number a e represents the cost of building link e, while b e represents the time required to build that link. The goal is to nd a tree that minimizes the ratio of total cost over construction time. Other applications of MRST are given elsewhere CMV89, Meg83] . The main result of this paper is a lineartime algorithm for solving parametric minimum spanning tree problems on planar graphs and other families of graphs with small separators. The approach leads to linear-time planar MRST algorithm, as well as to linear-time algorithms for sensitivity analysis and for Lagrangian relaxation problems associated with minimum spanning trees. To achieve our results we have developed a new linear-time planar minimum spanning tree algorithm based on graph decomposition and graph reduction.
The best known MRST algorithm for arbitrary graphs, due to Cole Cole87] , is an application of Megiddo's method of parametric search Meg79, Meg83] . Like other algorithms for the problem (including ours), Cole's relies on the equivalence between MRST and the following parametric search problem Cha77]. Associate with each edge e 2 G a linear weight function w e ( ) = a e ? b e and let Z( ) denote the weight of the minimum spanning tree relative to the weights w e ( ). The problem is to nd the root of Z( ). Cole's method determines a minimum ratio spanning tree in O(T MST (n; m) log n) time, where T MST (n; m) denotes the time to compute a minimum spanning tree of an n-vertex, m-edge graph. The best deterministic minimum spanning tree algorithm achieves T MST (n; m) = O(m log (m; n)) GGST86] , resulting in a O(m log (m; n) log n) for the general minimum ratio spanning tree problem. Faster MRST algorithms can be obtained either by using Karger, Klein, and Tarjan's O(m) randomized minimum spanning tree algorithm KKT94], or Fredman and Willard's deterministic O(m)-time minimum spanning tree algorithm, which operates under a less restrictive model of computation FrWi90]. For planar graphs, a minimum spanning tree can be constructed in O(n) time ChTa76] (see also Section 3), leading to a O(n log n) MRST algorithm.
Parametric search has been the subject of a considerable amount of research in recent times because of its numerous applications to optimization and computational geometry CoMe93, Tol93a, CEGS92, MaSc93] . In the context of optimization problems such as MRST, the application of Megiddo's technique tends to follow a common pattern. Suppose we have an algorithm A that allows us to determine the value of a certain function f for any within a certain range (for MRST, algorithm A would be any minimum spanning tree algorithm), and that we wish to locate a critical value for f. To nd , we simulate the execution of A to determine its computation path at . In the simulation, the operations of A are executed symbolically, manipulating functions of instead of numbers; this is referred to as lifting the computation of A. To determine the outcome of comparisons without ex-plicit knowledge of , the simulation invokes an oracle, which is often closely related to A itself. Since oracle calls are expensive, they must be used sparingly. Megiddo showed that if these operations can be batched (i.e., grouped and ordered in such a way as to permit many of them to be resolved by a single oracle call), the total amount of work to solve the parametric problem can often be made at most a polylogarithmic factor slower than that of algorithm A. The polylogarithmic slowdown in going from non-parametric to parametric algorithms remains even when using Cole's technique Cole87]. The slowdown is largely a consequence of treating the oracle as a black box. Frederickson Fre90] observed that, as the search progresses, it is sometimes possible to compile information that can speed up subsequent oracle calls and used this idea to devise linear-time algorithms for a variety of location problems on trees. Subsequently it was shown that a large class of parametric optimization problems can be solved in linear time for graphs of bounded tree-width FeSl94].
Our MRST algorithm is in uenced by Frederickson's work. It is a departure from Megiddo's algorithm for general graphs in that it does not use sorting at a global level, and hence does not need to depend on the AKS sorting network AKS83], whose large constants of proportionality make it impractical. Our algorithm simulates a new (non-parametric) minimum spanning tree algorithm that takes advantage of planarity to view the input graph at di erent levels of re nement (a technique similar to that used by Frederickson for computing shortest paths Fre85b]). The structure of the non-parametric algorithm allows us to construct a sequence of successively faster oracles as the simulation unfolds. In the process, we will identify and contract an increasingly larger set of essential edges; i.e., edges that must be included in any minimum spanning tree at . At the conclusion, the input graph will be contracted to a single vertex and will be found by exhaustive enumeration.
Organization of the paper. Section 2 de nes the notion of a multilevel division of a planar graph and describes how to compute one in linear time. Multilevel divisions, together with graph reduction, are used in the lineartime planar minimum spanning tree algorithm presented in Section 3. This algorithm will be the basis for the parametric search scheme discussed in Section 4. The same idea can be used for other parametric spanning tree problems, as discussed in Section 5.
Multilevel divisions of planar graphs
Our non-parametric planar minimum spanning tree algorithm relies on an idea by Frederickson Fre85b] , who described an algorithm that uses Lipton and Tarjan's planar separator theorem LiTa79] to build a division of a planar graph G into regions. Each region has two types of vertices, boundary vertices and interior vertices. Every interior vertex is contained in exactly one region and is adjacent only to vertices within that region. Boundary vertices are shared between at least two regions. Frederickson Fre85b] showed that, for every positive integer r, G has an r-division, i.e., a division with (n=r) regions of O(r) vertices and O( p r) boundary vertices each.
Suppose we are given integers r 1 > r 2 > : : : > r k , where r 1 n and r k 1. A multilevel division of G is constructed as follows. First form an r 1 -division of G; each of the resulting regions will be referred to as an r 1 -region. Now we do the next step for i = 1; : : : ; k ? 1. Take every r i -region and construct an r i+1 -division for it; each resulting region will be referred to as an r i+1 -region. Note that in this construction, every boundary vertex in an r i -region A will be considered a boundary vertex for any subregion within A that contains it. It is straightforward to verify that there are O(r i =r i+1 ) r i+1 -regions within every r i -region and that the total number of r i -regions is O(n=r i ) Fre85b].
Lemma 2.1 For any given integers r 1 > r 2 > : : : > r k , where r 1 n and r k 1, a multileveldivision of G can be constructed in O(n+n P k i=1 log r i = p r i ) time. If we choose r k = and r i = r i+1 , 1 i k ? 1, for some constant > 1, the total time is O(n). Proof. We use a result by Goodrich Goo93] to show that after a one-timeonly O(n) preprocessing step, an r-division can be constructed in O(n log r= p r) time. The r-division is built using a two-step procedure by Frederickson Fre85b] that uses the planar separator theorem LiTa79]. The latter states that if G has vertex weights adding up to at most one, then there is a partition of V (G) into sets A, B, and C such that no edge joins a vertex of A with a vertex in B, neither A nor B has total weight exceeding 2=3, and C contains no more than 2 p 2 p n vertices.
Frederickson's algorithm starts with G consisting of one region and with all vertices interior. In the rst step, it applies the separator theorem with all vertex weights equal to 1=n, to obtain sets A, B, and C. Two regions with vertex sets A C and B C are inferred, each of which has C as its set of boundary vertices. The same procedure is applied recursively to any region with more than r vertices, resulting in a division of G into (n=r) regions with no more than r vertices each and a total of O(n= p r) boundary vertices Fre85b]. In the second step, the following operation is repeated until it no longer applies. Find a planar separator in any region R with more than p r boundary vertices and use it to split R into subregions. For this, let the n 0 boundary vertices have weight 1=n 0 , and let interior vertices have weight zero.
The key to implementing Frederickson's algorithm e ciently is to nd the required separators quickly. Given O(n) preprocessing time, an algorithm by Goodrich Goo93] builds a data structure that allows one to compute a separator (weighted or not) in O( p n log n) time. Within the same time bound, similar data structures can be set up for each region de ned by the separator Goo93]. We should note that Goodrich's algorithm is not directly applicable to our needs, since, after nding the partition of V (G) into sets A, B, and C, it builds data structures for computing separators in G A] and G B], and not in G A C], G B C] as required by Frederickson's algorithm 1 . Fortunately, only slight changes to Goodrich's scheme are needed to handle this | we omit the details.
Thus, after the one-time-only O(n) preprocessing step needed to build the necessary data structures, we will be able to compute each separator in sublinear time. Hence, the total time for the rst step of Frederickson's algorithm is described by the recurrence t(n; r) a p n log n + t( n + b p n; r) + t((1 ? )n + b p n; r) for n > r, t(n; r) = 0 for n r where 1=3 2=3. One can show by induction that t(n; r) cn log r= p r ? d p n log n 1 We write G A] denote the subgraph of G induced by the vertices of A.
for some constants c and d. At the beginning of the second step, we have (n=r) regions of at most r vertices each and with a total of O(n= p r) boundary vertices. At the end of the second step, we still have (n=r) regions of at most r vertices, but now each region has O( p r) boundary vertices. The total number of separator computations needed to go from the set of regions existing after the rst step to the set of regions at the end of step 2 is therefore O(n=r). For each such region, we have a data structure that allows us to nd separators (with the appropriate weights) in O( p r log r)
time. Thus, the total time spent on the second step will be O(n log r= p r), which is asymptotically equal to the time spent on the rst step. The lemma follows by adding up the work for constructing r i -regions over all i. 2
Spanning trees via graph reduction
An important consideration in Megiddo's parametric search method is choosing the right non-parametric algorithm to simulate. In the context of MRST, we need an algorithm that evaluates Z( ) for any xed ; i.e., an algorithm for nding minimum spanning trees in planar graphs. As we stated earlier, Cheriton and Tarjan have devised a O(n) time algorithm for this purpose ChTa76]; unfortunately, it is not clear how to use it directly to devise an e cient MRST procedure. In this section, we give a new linear-time (nonparametric) minimum spanning tree algorithm for planar graphs that relies on multilevel divisions and the idea of graph reduction. While our algorithm is asymptotically no faster than Cheriton and Tarjan's, the way in which it discards larger and larger sets of edges from the graph as the computation unfolds will be a notable advantage from the point of view of parametric search.
Graph reduction
Our non-parametric minimum spanning tree algorithm works by repeatedly reducing regions of the graph, replacing them by smaller \substitutes" that retain all the essential information for computing minimum spanning trees. The basic procedure for this is algorithm Reduce, which takes a region A of G having B as its boundary vertices and, via a series of deletions and contractions of edges, reduces G A] to a graph with O(jBj) vertices. Reduce also returns the total cost C of the edges it contracts, these being the edges that participate in every minimum spanning tree of G 2 . The procedure is essentially the same as an algorithm by Lengauer Len87] ; in its description, we will write that an edge e is contractible if it has a degree-one endpoint that is not a boundary vertex, or it shares a degree-two non-boundary vertex with another edge f such that cost(e) cost(f). Observe that step 1 of Reduce computes a minimum spanning forest of region A, rather than a tree. The reason for this is that, even if G is connected, G A] may not be. The application of Reduce to a planar graph is shown in Figure 1 . The next two lemmas state some properties of Reduce. We will refer to the graph resulting from applying Reduce to a graph G or to a subregion A of G as a reduction of G. Proof. Lemma 3.2 Let G be a graph and let G 0 be the graph obtained from G by calling Reduce(A; C), for some region A of G. Then, every edge in the minimum spanning tree T 0 of G 0 is in a minimum spanning tree of G. Moreover, the cost of a minimum spanning tree for G equals cost(T 0 ) + C.
Proof. Using well-known properties of minimum spanning trees Len87, Tar83] , one can show that every contractible edge is essential, as it is included in every minimum spanning tree of G, and that every discarded edge is nonessential in that it participates in no minimum spanning tree of the graph. The lemma follows.
3.The minimum spanning tree algorithm
We proceed to describe the algorithm MST, which returns the cost of a minimum spanning tree. The procedure will associate with each region A, a variable C A , which will record the total cost of contracted edges within A. For convenience, we de ne r k+1 = 1 and consider every node in G as an r k+1 -region. We assume that C A = 0 for every r k+1 -region. We shall refer to the iteration of MST where i = j as iteration j; thus, iteration k is actually the rst iteration and iteration 1 is the last. We rst state a simple bound on the size of an r i -region at iteration i of MST. Proof. The correctness of MST follows immediately from Lemma 3.2. By Lemma 2.1, step 1 takes O(n + n P k i=1 log r i = p r i ) time. Now, consider steps 2{5. By Lemma 3.3, each region A considered in steps 3{4 has O(r i = p r i+1 ) vertices and edges. Thus, using Lemma 3.1 and implementing Reduce's minimum spanning tree computation using a O(m 0 log n 0 ) algorithm, we can process A in O((r i = p r i+1 ) log r i ) time, for a total of O(n log r i = p r i+1 ) over all r i -regions. The graph remaining in step 6 will have O(n= p r 1 ) vertices.
Since r 1 log 2 n, its minimum spanning tree can be constructed in O(n) time. The total time spent in steps 1{6 is thus O(n + n P k i=1 log r i = p r i+1 ), which is O(n) for the given choice of r i 's. 2
Later in this paper, we will nd it convenient to choose a sequence r 1 ; : : :; r k such that r 1 = n. If we do so, the only r 1 -region will be G itself and it will have no boundary vertices. The last iteration of MST will therefore produce a one-vertex graph and C G will equal the cost of a minimum spanning tree.
The search
As stated in the introduction, solving the minimum ratio spanning tree problem is equivalent to nding a value such that Z( ) = 0. Our MRST algorithm accomplishes this by lifting the execution of algorithm MST of Section 3 so as to determine all its computation paths over an interval I containing . The nal result will be a complete description of Z( ) within I; will be found by searching this description to locate the point at which Z crosses the -axis. Lifting is an expensive operation, since the number of computation paths grows rapidly with the size of I. Thus, in order to make the search e cient, we must control the size of this interval; this is accomplished using an oracle, a procedure that can determine the position of any given value 0 with respect to Meg79, Meg83] . One of the key features of our algorithm is the way in which the oracle and the lifting steps interact. Taking advantage of the structure of algorithm MST, we are able to ensure that each successive lifting step uses a faster oracle than the preceding step; the overall e ect will be that the time for successive steps adds up in a geometric series.
We will now give an overview of the search algorithm, after which we will describe its main details.
An overview of the algorithm
The search algorithm lifts the computation of MST iteration by iteration; each lifting step produces an e cient representation of all possible outcomes of the ith iteration of MST over some interval I, for each r i -region A of G.
An e cient representation is a data structure that allows us to obtain two objects quickly: the reduced graph G A ( ) for A relative to the weights w e ( ) and the cost C A ( ) of the contracted edges for that region. In order to lift iteration i, we will need e cient representations of the outcome of iteration i + 1 for every r i+1 -region B of G. Underlying FeSl94] for one way of doing this). We should note that a binary search tree representation also allows e cient updates, a fact that shall be used by the search algorithm. Observe also that it is easy to build e cient representations for the r k+1 -regions at the beginning of iteration k: Since each region consists of a single vertex, properties (P1), (P2) and (P3) will trivially hold true at the beginning of iteration k if we set L B = ; for every r k+1 -region B.
To lift iteration i of MST, we rst build sets L A , for all r i -regions A, that satisfy properties (P1), (P2), and (P3) with respect to the r i -regions. The whole process will be referred to as a re nement of I. After the re nement is complete, we will process each r i -region A separately, lifting the execution of Reduce for each subinterval of the subdivision I A of I induced by the points in L A . Initially, for each r i -region A, L A = S fL B : B is an r i+1 -subregion of Ag; this set will clearly satisfy property (P1) with respect to region A. Property (P2) implies that the (reduced) graph G A] processed by Reduce within any subinterval I 0 of I A is the same for any 2 I 0 . The reason is that each subregion of A is reduced to a unique graph (indeed, a unique forest) within I 0 . However, Reduce's computation on A may have di erent outcomes for di erent 2 I 0 and, thus, L A might not satisfy (P2) with respect to A. Intuitively, this is because edges in di erent subregions of A may interact in ways that are not re ected by the current L A | this occurs because cycles are formed when reduced subregions are put together (see Figure 1) . Thus, it will be necessary to add new points to the L A 's corresponding to the intersections of cost lines of edges lying in di erent r i+1 -subregions of A. This will have to be done carefully, since the number of intersections may be large. Our technique is to sample the set of intersection points, and use the information, in conjunction with the oracle, to eliminate a large enough fraction of these points from any further consideration, without actually having to generate them.
A top-level description of the search algorithm is shown below. Steps 1{2 are independent of edge costs and need not be explained further. In the rest of this section, we shall describe, in order, each of the main parts of Search: re ning (step 4), lifting (steps 5{8), and concluding the search (step 9). Additionally, we will discuss how the results of the lifting steps are used to produce faster oracles.
Re ning the search interval
Consider any r i -region A at the beginning of iteration i and let I 0 be any subinterval of I A . We write S A (I 0 ) to denote the set of cost lines of edges in E(G A ( )), for 2 I 0 . Because of property (P2), this is a well-de ned set. The interval re nement algorithm uses a simple result. In its proof, for clarity, we will use a superscript of i to denote the value of an object at the beginning of iteration i; thus, for example, G i B ( ) will be the reduced graph at the beginning of iteration i for the given -value. Proof. Reduce's choice of edges to delete and edges to contract depends on the topology of G i A ( ) | which, by (P2), is xed with I 0 | and the relative ordering of the costs of the edges in G i A ( ). By de nition of I 00 , this ordering is xed within I 00 . The lemma follows.
2
Suppose we have an oracle; i.e., a procedure that, given a value 0 , determines whether 0 < , 0 = , or 0 > . After applying the oracle to 0 , this value will be said to be resolved. Lemma 4.1 could then be used to re ne I by simply generating intersection points between lines in S A (I 0 ) and then invoking the oracle repeatedly. There are at least two obstacles to overcome. First, the total number of intersection points over all r i -regions is superlinear. Second, we must have a fast (indeed, sublinear) oracle to resolve -values. The rst problem will be addressed by narrowing the search interval using global information, prior to actually generating any intersection points. To address the second di culty, we use a sequence of successively faster oracles Oracle k ; : : :; Oracle 1 , whose details will be supplied later. For now, we limit ourselves to stating that Oracle i , the oracle for iteration i, can resolve any value 0 in O(n= p r i+1 ) time.
The re nement step uses two subroutines. The rst of these applies an oracle to narrow the search interval I: Proof. Since each oracle call reduces the number of points of L in I by at least half, after q calls, the number of points will be at most jLj=2 q . Hence, q = log(jLj=s) calls su ce to reduce I by the desired amount. The total time is therefore O(jLj + t log(jLj=s)), where the O(jLj) term accounts for the total overhead incurred in computing medians and the second term accounts for the total time spent by the oracle calls.
The second subroutine allows us to sample the intersection points of an arrangement of lines without having to construct it explicitly. There are two main phases in the process of re ning interval I. Phase 1 examines each region A and each subinterval of I A and nds an evenlydistributed subset of the intersection points of the lines within the subinterval. It does not nd all the intersection points because that would lead to a superlinear search algorithm. The intersection points that are generated will de ne smaller subintervals of I within which relatively few intersections take place. Interval I is then narrowed so that the number of intersections within each region that fall within I is small. Phase 2 actually enumerates these intersections and then narrows I further. In addition to phases 1 and 2, there is a preliminary phase where certain data structures are set up. The required I A 's can thus be assembled in O((n=r i+1 ) log r i ) time.
Phases 1 and 2 rely on the e cient representations of the I A 's in order to retrieve the various S A (I 0 )'s. By (P3), the total number of subintervals that will be considered over all executions of step 5 is O(n=r i+1 ); i.e., the total number of times step 6 is executed is O(n=r i+1 
As a consequence of the call to Narrow in Phase 1, the total number of subintervals that will be considered over all executions of step 10 is O(n=r i ); i.e., step 10 is executed O(n=r i ) times. As in Phase 1, we will have 
which is also an upper bound on the time needed by Phase 2. We summarize the analysis of Refine with the following lemma. Z( 0 ) < 0. Then, 0 > . Therefore, to implement an oracle, it is enough to have a way to evaluate Z( 0 ), the cost of a minimum spanning tree in G relative to the weights w( 0 ); given this information, the additional work is O(1). In fact, we only need to be able to evaluate Z( ) for 2 I, since any value 0 6 2 I can be resolved in O(1) time by determining its position relative to the endpoints of I.
Oracle k uses the planar minimum spanning tree algorithm of Section 3 on the original graph and thus takes O(n) time (alternatively, the CheritonTarjan algorithm could be used). We use the representation of the I A 's constructed while lifting the executions of Reduce to implement Oracle i?1 . The idea is to consult the representation to retrieve the reduced graphs at , thereby avoiding the wasteful task of recomputing this information from scratch. The details are as follows. Step 2 is done in O(n log r i =r i ) by accessing the e cient representations of the I A 's.
Step 3 is done by identifying boundary vertices of the G i A ( 0 )'s. to a one-vertex graph, and we will have a linear function giving the cost of the minimum spanning tree for all 2 I 0 . We can locate the point at which Z( ) equals zero by examining every interval to determine whether its associated cost line intersects the -axis. Thus, the nal step of the search takes only O(1) time. The total time taken by Search is therefore dominated by interval re nement, which, by Lemma 4.3, is O(n P k i=1 (r 3=2 i =r 7=4 i+1 ) log r i ). Making r 1 = n, r i+1 = r i = , and setting k such that r k , for some suitable > 1, we obtain our main result. (We assume, for simplicity, that the successive r i 's are integers. The analysis can be easily modi ed to handle the case where they are not.) Theorem 4.4 The minimum ratio spanning tree problem can be solved in linear time for planar graphs.
Before concluding this section, we should note that Cole et al.'s algorithm CSSS89], which is used extensively in Sqrt-Quantiles, uses the AKS sorting network, which makes it impractical. Cole et al. have described a much simpler algorithm whose running time is O(s log 4 s) when a O(log 2 s)-depth sorter, such as Batcher's Bat68], is used. It is easy to verify that by using the simpler O(s log 4 s) algorithm, one can obtain a new MRST algorithm whose running time is still linear.
Discussion
The MRST algorithm can easily be adapted to yield linear-time algorithms for two closely related problems. In what follows, it is not necessary to assume that the b e 's are all positive or all negative. The rst problem, which arises in certain types of sensitivity analysis Gus83], is nding the next breakpoint of Z( ); i.e., given a real number 1 nd the smallest > 1 such that is a breakpoint of Z( ). The second problem, which arises in Lagrangian relaxation CMV89], is to nd a maximizer of Z( ); i.e., nd a such that Z( ) = max Z( ). The algorithms for these problems are nearly identical to the MRST algorithm, except for the oracle. For the rst problem, given a value 0 , the oracle must determine whether the solution that is optimal at 1 is the same as the one that is optimal at 0 Gus83]. If so, 0 ;
otherwise, 0 > . For the problem of maximizing Z, 0 if the slope of Z at 0 is positive CoMe93]. Thus, in both problems the situation is analogous to minimum ratio optimization: the oracle requires an evaluation of Z( 0 ) plus additional work that is O(1).
The maximization algorithm discussed above can be used to improve the e ciency of an algorithm for solving the Lagrangian dual of the minimum spanning tree problem with a xed number of side constraints AgFe92, CMV89] . The algorithm given in AgFe92] specializes to a O(n log d n) algorithm for planar graphs, where d is the number of side constraints; using the algorithm described here, we are able to reduce the running time to O(n log d?1 n). We note that the maximization algorithm also leads to a new linear-time algorithm for solving the planar minimum spanning problem with one degree constraint, using a formulation given by Ahuja, Magnanti, and Orlin AMO92]. An algorithm for this problem on general graphs, which specializes to a linear-time algorithm for planar graphs, was given by Gabow and Tarjan GaTa84] .
Our algorithm works in linear time for any family of graphs that admit a linear-time decomposition into regions with a sublinear number of boundary vertices and where spanning trees can be computed in linear time. Using additional ideas FeWi91], it also extends to other parametric problems associated with matroids on graphs whose circuits are de ned to be subgraphs homeomorphic from some nite set of graphs Mat79]. Another member of this family is the parametric minimum spanning pseudoforest problem GaTa88].
