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Abstract 
Let D = (V1, V2; A) be a directed bipartite graph with II/11 = 11/21 = n ~> 2. Suppose that 
do(x) + do(y) >~ 3n + 1 for all xe I/1 and ye V2. Then D contains two vertex-disjoint directed 
cycles of lengths 2nl and 2n2, respectively, for any positive integer partition n = n~ + n2. 
Moreover, the condition is sharp for even n and nearly sharp for odd n. 
1. Introduction 
We discuss only finite simple graphs and strict directed graphs. The terminology 
and notation concerning raphs is that of [4], except as indicated. A directed graph 
D is called a directed bipartite graph if there exists a partition {V1, I/2} of V(D) such 
that the two induced directed subgraphs D [1/1] and D [Vz] of D contain no arcs of D. 
We denote by (Vb V~; A) a directed bipartite graph with { 1/1, V2 } as its bipartition and 
A as its arc set. Similarly, (V1, V2; E) represents a bipartite graph with {V~, 1/2} as its 
bipartition and E as its edge set. 
In 1963, Corr/tdi and Hajnal [5] investigated the maximum number of vertex- 
disjoint cycles in a graph. They proved that if G is a graph of order at least 3k with 
minimum degree at least 2k, then G contains k vertex-disjoint cycles. In particular, 
when the order of G is exactly 3k, then G contains k vertex-disjoint triangles. In 1984, 
E1-Zahar [-6] proved that if G is a graph of order n = nl + n2 with nl ~> 3, n2 >~ 3 and 
minimum degree at least [- n~/2 ~ + F n2/2 7, then G contains two vertex-disjoint cycles 
of lengths n~ and rt2, respectively. In 1991, Amar and Raspaud [2] investigated 
vertex-disjoint directed cycles in a strongly connected irected graph of order n with 
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(n - 1)(n - 2) + 3 arcs. Little and Wang [7] proved that if D is a directed graph 
of order n ~> 4 with minimum degree at least (3n-  3)/2, then D contains two 
vertex-disjoint directed cycles of lengths nl and n2, respectively, for any integer 
partition n = nl + n2 with nl >/2 and n2 ~> 2. In this paper, we prove the following 
result. 
Theorem. Let D = (V1, V2; A) be a directed bipartite graph with IVll = IV21 : n ~ 2. 
Suppose that dD(X) + dD(y) >1 3n + 1 for all x e V1 and y e V2. Then D contains two 
vertex-disjoint directed cycles of lengths 2n~ and 2n2, respectively, for any positive 
integer partition n = nl + nz. 
We recall some terminology and notation. Let G be a graph and D a directed graph. 
We use V(G) and E(G) to denote the vertex set and the edge set of G, respectively. We 
denote IE(G)] by e(G). We use V(D) and A(D) to denote the vertex set and the arc set of 
D, respectively. For a vertex x e V(D), N[~ (x) is the set of all vertices y of D with 
(x, y) e A (O). We similarly define N0 (x) and let Nv(x) = Ng (x)wNO (x). We also define 
d~ (x) = INB(x)], do(x) = IND (x)] and dD(X) = d[~ (x) + dO(x). For two vertices x and 
y of D, we say that x is joined to y in D if either (x, y) or (y, x) is an arc of D. For 
a vertex u e V(G) and a subgraph H of G, we define do(u, H) = INo(u)c~ V(H)I. Hence, 
do(u, G) = do(u), the degree ofu in G. For a subset U c_ V(G), G[U]  is the subgraph of 
G induced by U. For a subset X ~_ V(D), D[X]  is the directed subgraph of D induced 
by X. A graph or directed graph is said to be traceable if it contains a hamilton path or 
directed hamilton path, respectively. A graph or directed graph is called hamiltonian if
it contains a hamilton cycle or directed hamilton cycle, respectively. For any two 
vertices x and y of G, we define e(xy) = 1 i fxy  is an edge of G and e(xy) = 0 otherwise. 
2. Lemmas 
In the following, G = (V~, V2; E) is a bipartite graph with [V~I = Iv21 = n ~> 2. 
Lemma 2.1. Let P = x ly l  ... XkYk be a path of G. Let xe  V1 and y6  V2 be vertices not 
on P. Then the following two statements hold: 
(a) I f  do(x, P) + dG(y, P) >1 k + 2 - e(xy), then G contains a path P' from xl  to YR 
such that V(P') = V(P)w{x, y}. 
(b) If do(x,P) + da(y,P)  >~ k + 1 - e(xy), then G contains a path P' such that 
V(P') = V(P)w{x, y}. 
Proof. We may assume that xleV1. To prove (a), we see that if e(xy)= 1, 
then there exists ie{1,2 . . . .  ,k} such that {xyi, x iy}~E(G) .  Then the path 
xly~ ... yi xxiyxygx~+~ ... XkYk is the required path. If e(xy)= 0, then there exist 
i, j e{1 ,2  . . . .  ,k} with i< j  such that {xy~, xyj, x~y, xjy} ~_E(G). Then the path 
x~yl ... Yi- lx~yxjyj_ ~ ... x~+ lygxyjxj+ ~ ... XkYk is the required path. 
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To prove (b), we first assume that E(xy)= 1. Then (b) is true if Xyk or xLy 
is an edge of G. Hence we may assume that both xykq~E and x~y(~E. Then 
dG(x, P - Xl - Yk) + dG(y,P - Xl - Yk) >1 k. By (a), G has a path P'  from Yl to Xk 
such that V (P ' )= V(P- -x l - -yk )U{x ,y} .  Then the path x~P'yk satisfies the 
requirement. 
Next, we assume e(xy) = 0. If both xykeE and x lyeE ,  then (b) is true. Thus, we 
may assume that x~yCE. I fxyk¢E,  then by (a), G has a path L from Yl to Xk such that 
V (L) = V (P - xl  - yk)U{X, y}. Thus, the path x iLyk satisfies the requirement. There- 
fore, we may further assume that Xyk ~ E. By the proof  of (a), we may assume that 
there exists a unique i~{1, 2 . . . . .  k} such that {xy~,xs, } ~_ E. Therefore, for every 
j ~ { 1, 2 . . . . .  k} with j  -~ i, we have that xy~ ~ E if and only if x iy(~E. Hence, xy~ ~ E. Let 
j be the smallest integer in {1,2 . . . . .  k} such that xy~E.  Thus, 1 < j  ~ i  and 
xy~_ ~ ~E. Then the path XlYl ... xj  lYj-  lXykXk ... Y ix~y satisfies the requirement. 
This proves the lemma. [] 
Lemma 2.2 (Bondy and Chvfital [3]). Thefol lowinq two statements hold: 
(a) Let P = x ly l  ... XkYk be a path of  G with k >~ 2. I f  dG(Xl, P) + dc,(Yk, P) >~ k + 1, 
then G has a cycle C such that V(C) = V(P). 
(b) I f  dG(X) + dG(y) >~ n + 1,for any two non-adjacent vertices x and y with x E V1 
and y E Vz, then G is hamiltonian. 
The following lemma is Lemma 6 of [1]. 
Lemma 2.3. Let C = x ly l  ... XkYkX~ be a cycle of  G. Let i , , j~{1,2 . . . . .  k}. Suppose 
that da(xi, C) + dG(yj, C) >~ k + 2,. Then G has a path P from y~ to x~+ ~ such that 
V(P) = V(C), where subscripts are reduced modulo k. 
Proof. Construct a new graph G' from G by adding two new vertices u and v of degree 
2 to G such that yiuvxj+ 1 is a path of G'. Observe that P' = (C - xiy~ - xj.~ lyi)w 
{y~u, uv, vxj+l} is a path of G' from x~ to yj. By Lemma 2.2(a), G' has a cycle C' with 
V(C') = V(P'). Clearly, C' contains the path y~uvxj+ 1. Hence, the path C' - u - v 
satisfies the requirement. [] 
Lemma 2.4. Suppose that G has a hamilton path and fi)r any two endvertices u and v ~f 
a hamilton path of  G, dG(U) + da(v) >~ k holds, where k is an integer ,qreater than n. Then 
for every x ~ V1 and every y ~ V2, d6(x) + riG(y) >~ k. 
Proof. By Lemma 2.2(a), G is hamiltonian. Let C = x ly l  ... x ,y ,x l  be a hamilton 
cycle of G. Suppose, for a contradiction, that dG(xi)+ d~(yi)~< k-  1 for some 
i, j e { 1, 2 . . . . .  n}. Then G has no hamilton path from xl to yj. By the hypothesis, we 
have that dG(yi- 1) + dG(xl) >7 k and dG(xj) + dG(yj) >~ k, where subscripts are reduced 
modulo n. Hence, dG(yi- 1) + da(xj) ~> k + 1 >~ n + 2. By lemma 2.3, G has a hamilton 
path from x~ to yj. This contradiction proves the lemma. [] 
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3. Proof of the theorem 
Let D = (Vb Va; A) be a directed bipartite graph with IV~l = Iv2l = n >/2 such that 
do(x) + do(y) >/3n + 1 for all x ~ 1/1 and y e V2. Suppose, for a contradiction, that 
D does not contain two vertex-disjoint directed cycles of lengths 2n~ and 2n2, 
respectively, for some positive integer partition n = nl + n2. 
We construct a bipartite graph G = (1/l, V2; E) from D such that xy ~ E if and only if 
both (x, y) and (y, x) belong to A. Then G does not contain two vertex-disjoint cycles 
of lengths 2na and 2n2, respectively. 
Claim 1. For all x E 1/1 and y ~ V2, de(x) + de(y) >~ n + 1. 
Proof. We have 
de(x) + de(y) = do(x) + do(y) - ([No(x)l + [No(y)I) (1) 
~3n+l -2n=n+l .  [] (2) 
By Claim 1 and Lemma 2.2(b), G is hamiltonian. Hence, we can choose two vertex 
disjoint induced subgraphs of G, say G1 = (A1, B1; E~) and G 2 --- (A2, B2; E2) ,  of order 
2n~ and 2n2 respectively, such that 
both GI and G 2 are traceable. (3) 
Subject to (3), we may further choose G~ and G 2 such that 
e(G1) + e(G2) is maximum. (4) 
Claim 2. Let u and v be two endvertices of  a hamilton path of  G 1 and let x and y be two 
endvertices of  a hamilton path of G 2. Suppose that uy ~ E and vx ~ E. Then 
de(u, G~) + de(v, G1) + d6(x, G2) + dG(y, G2) 
>>- de(u, G2) Jr" da(v, G2) -k- de(x, G1) + de(y, G1). (5) 
Proof. Suppose that (5) does not hold. Then either de(u, G2)+da(x ,  G1) 
> de(u, G1) + de(x, G2), or de(v, G2) + de(y, G1) > dG(v, G1) + de(y, G2). We may 
assume w.l.o.g, that the former holds. Then e(G1 - u + x) + e(G2 - x + u) > 
e(G~) + e(G2). As uyeE and vxeE,  both G, - u + x and G2 - x + u are traceable. 
We obtain a contradiction with (4). [] 
Claim 3. Let u and v be two endvertices of a hamilton path of  G1 and let 
x and y be two endvertices of  a hamilton path ofG 2 such that u~ V1 and xe  V1. Let 
G'I = GI - u - v + x + y and G'2 = G2 - x --  y q- u d- v. I f  both G'I and G'2 are 
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traceable, then 
de(u, Gl) + dG(v, G1) + de(x, G2) + dG(y, G2) 
dG(U, G2) %- dG(v, G2) %- dG(X, G1) %- de(y, G1) 
- 2(e(uy) + e(vx)) + 2(e(uv) + e(xy)). (6) 
In particular, !f da(u, G2) %- de(V, G2)/> 172 %- 2 and da(x, G1) + de(y, G1) >~ nl + 2, 
then (6) holds. 
Proof. If de(u, G2)  %- dG(v, G2) >/172 %- 2 and dG(X, G1) + de(y, GI) >~ n~ + 2, then, by 
Lemma 2.1(b), both G'I and G~ are traceable. As both G'~ and G2 are traceable, we 
have, by (4), that e(G'l) + e(G'2) ~ e(G~) + e(G2), which implies (6). [] 
Let P~ = ulu2 ... U2n 1 and P2 = x lx2  ... X2n2 be two hamilton paths of G1 and G2. 
respectively. We may assume that UleA~, x~eA2, AlvAA 2 = V 1 and of course 
BlvAB 2 = V 2. As either G~ or G2 is not hamiltonian or isomorphic to K2, we may 
assume that G2 is not hamiltonian or isomorphic to K2. Then n2 /> 2, and by 
Lemma 2.2(a), we have 
riG(X1, G2) %- dG(x2n2, G2) ~< 172. (7)  
Claim 4. G ~ is hamiltonian or isomorphic to K2. Furthermore, de(u, G ~) + de(v, G1) >~ 
n~ + 1 fi)r an): two vertices u and v of G~ with ue Vl and ve V2. 
Proof. Suppose, for a contradiction, that the claim is not true. Then nl ~> 2, and by 
Lemma 2.2(b) and 2.4, there exist two endvertices u and v of a hamiltonian path of G 1 
such that de(u, G1) + de(v, G1) <<. 171. Without loss of generality, we may assume that 
d~(Ul, G1) + dG(u2,1, G1) <<. nl. By Claim 1, it follows that d~(Ul, G2) + dG(u2,,, G2) 
n2 + 1 and dG(xx, G~) + dG(Xzn2, G1) /> n 1%- 1. By Claim 2, we see that e(ulx2,2) + 
g(X lb /Zn, )  -~ 1. Let G'I = G1 - Ul - U2n, + Xl %- Xzn2, and G] = G2 - -  X1 - -  XZnl %- 
Ul + u2,,. By Lemma 2.1(b), both G'~ and G2 are traceable. By Claim 3, we have 
that nl + n2 ~> (n2 + 1) + (171 + 1) - 2(e(uLx2,~) + e(XlU2,~)) >~ nl + n2. This implies 
that dG(u~)+ dG(u2,,)= n + 1 = do(Xl)+ d6(x2,~). By (1) and (2), we see that 
ND(Ul) = 1/2 = ND(Xl) and therefore both D[V(G1)] and O[V(G2)] are hamiltonian, 
a contradiction. [] 
not hamiltonian, {(xl, xj+l), (x2,2, xj)} g~ E and {(xj+ 1, XI), 
all j e{1 ,3 , . . . ,2n2- -1} .  This implies that do(xl, G2)+ 
As D[V(G2)] is 
(xj, x2,2)} g E for 
dD(XZnz, G2) ~ n2 and d~(Xl, Gz) + d~(xzn2, G2) ~< t72. Therefore, we have 
4nl /> dD(xl, G1) + do(x2,2, G1) ~> 3n + 1 -- 2172 = 3nl + 172 -}- 1. 18) 
This implies 
nl >~ n2 + 1 and dG(xl, G1) %- NG(Xzn2, Gl) /> nl + n2 %- 1 /> n 1%- 3. (9) 
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As Ga is hamiltonian, we may assume that UlUzn~tE 1. In the following, the 
subscripts of the ui's will be reduced modulo  2nl. 
Claim 5. For each i t{ l ,  2, ... ,2n}, do(ui, G1) + do(Ui+ l,G1) >i nl + 2. 
Proof. Suppose that the claim fails. Then, without loss of generality, we may assume 
that da(ul, G1) + da(uzn~, G1) ~< nl + 1. By Claim 1, do(ux, G2) + d6(uzn~, G2)/> n. By 
(7), (9) and Claim 2, we see that either ulXzn2q~E or XlU2nLq~E. By Lemma 2.1(b), both 
G ' l=Gl -u l -uz , ,+x l+x2,2  and G~=G2-x l -xz , :+u l+u2,~ are trace- 
able. By Claim 3, we have 
(nl + 1) + n 2 >/ n 2 + (n 1 + 3) - 2(,g(UlX2n2) + ,g(XlU2n~)) + 2 
>~nl +n2+3,  
a contradiction. []  
Claim 6. For every i t{ l ,  2 . . . .  ,2nl}, 
hamiltonian. 
(10) 
(11) 
D[V(G1 -- ul -- ui+l + xl + X2n2)] is 
ProoL Without loss of generality, we show that D [V(G1 - u I - -  U2n I -~- X 1 -~ X2n2) ] is 
hamiltonian. By (9), d6(xi, G1 -- / . /1 - -  u2n,) + dG(XEnv G1 - -  I/1 - -  U2nl) ~ /'/1 -]- 3 - -  
2 = nl + 1. By Lemma 2.1(a), we see that if either G1 - ul - u2., is hamiltonian 
or u2 is joined to u2.,-  1 in D, then D[V(G1 -- Ul - u2,, + xl + x2.2)] is hamiltonian. 
Therefore, we may assume that u2 is not joined to u2,1-1 in D and G1 - ul - u2., is 
not hamiltonian. Then da(u2, G1 - ul - -  U2nl)  At- da(u2n,-1, Ga - -  I,/1 - -  U2nl)  ~ nl -- 1 
by Lemma 2.2(a). Thus, we have that da(u2, G~)+da(uz , l _ l ,  G1)<~nl + 1. By 
Claim 5, do(u1, G1) + da(u2.,, G1) >~ nl + 2. This implies, by applying Lemma 2.1(a) 
to the path UzU3 ... u2.~ - 1, that G1 has a hamilton path from u2 to u2,1 - 1. By (1), we 
see that da(u2) + do(u2nl_l) ~ n + 3 as [No(u2) [ ~ n -- 1 and [ND(U2nl_l) [ ~ n -- 1. 
Hence, da(u2, G2) +do(u2n~- l ,  G2)/> n2 + 2. By Claim 3, we have that 
(na + 1) + n2 ~> (n2  + 2) + (n  I + 3) - 2 (e (X lU2)  + 13(X2n2b12nl_l)) ~ n I + n 2 + 1. 
This implies that {XlU2,  X2n2U2nt_ I}  ~_ E. By Claim 2, we should have ,g(XxU2)+ 
g(X2n2U2n~-I) <~ 1, a contradiction. This proves the claim []  
We are now in a position to prove the theorem. If F is a subgraph of G or directed 
subgraph of D, we define d~(u,F)  and do(u,F)  to be IN~(u)c~V(F)l and 
INB(u)nV(F)I ,  respectively, for any ut  V(D). Let H = G 2 -x  1 -X2n  2. By Claim 6 
and the assumption that the theorem fails for D, we have that D[V(H + ui + ui+ 1)] is 
not hamiltonian for any i t{ l ,  2, ... ,2nl}. Let x and y be any two endvertices of 
a hamilton path of H with x t A2. Then for any i t  {1, 3 . . . .  ,2na - 1}, we have that 
{(x, ui+ 1), (u, y)} g; A and {(ui+ 1, x), (y, ul)} ~ A This implies. 
do(x, GI) + da(y, G1) <<. nl, 
d~ (x, G1) + do (y, G1) <~ nl, 
d~ (x, G1) + d~ (y, G1) <~ nl. 
(12) 
(13) 
(14) 
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By (13) and (14), we have that 
4n2 >~ do(x, G2) q- da(y, G2) (15) 
>~ do(x) + do(y) - 2nl >/3n + 1 - 2nl = 3n2 + nl + 1. (16) 
This implies that n2 ~> n~ + 1, contradicting (9). This proves the theorem. [] 
To see the sharpness of the condition of the theorem, we construct a direct bipartite 
graph B, of order 2n for every integer n >~ 2. We use Ka*b to denote the complete 
directed bipartite graph (1/1, V2; A) with IVll = a and [V2I = b such that both (x, y) and 
(y,x) belong to A for all xeV~ and ysV2. Let D~ = (X1, Y~; A~) and D2 = (X2, Y2; 
A2) be two vertex-disjoint directed bipartite graphs such that D~ is isomorphic to 
K~',/2 J,L n,,2 ~ and D 2 is isomorphic to K~n/2 O,F ,/21" Then B. consists of D1 and D2 and all 
arcs (u,v) and (x,y) for ueX~, I )~Y2,  x~Y 1 and y~X2. It is easy to see that 
dn,(a) + dB.(b) >>- 3n - e, for all a e X1 uX2 and b E Y1 w Y2 with equality if a ~ XI and 
b ~ Y1, where e. = 0 if n is even and e, = 1 otherwise. But B, does not contain two 
vertex-disjoint directed cycles of lengths 2nl and 2n2, respectively, for any positive 
integer partition n = nl + n2 with {n~, n2} 4 = {[_ n/2 J, F n/2 7}. 
We conjecture the following. 
Conjecture. Let D = (V1, V2; A) be a directed bipartite graph with IVll : IV21 : n ~ 2. 
Suppose that n is odd and do(x) + do(y) >~ 3n for all x~ 1/1 and ye Vz. Then D con- 
tains two vertex-disjoint directed cycles of lengths 2nl and 2n2, respectively, for any 
positive integer partition n = nl + n2. 
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