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Abstract
We generally study the density of eigenvalues in unitary ensembles of random matrices from the
recurrence coefficients with regularly varying conditions for the orthogonal polynomials. By using a new
method, we calculate directly the moments of the density (which has been obtained in the work of Nevai
and Dehesa, Van Assche and others on asymptotic zero distribution), and prove that scaling eigenvalues
converge weakly, in probability and almost surely to the Nevai–Ullmann measure. Furthermore, we can
prove that the density is invariant when the weight function is perturbed by a polynomial.
Crown Copyright c© 2010 Published by Elsevier Inc. All rights reserved.
1. Introduction and main results
The purpose of this paper is to study the eigenvalue distribution of unitary invariant ensembles
of random matrices, which can be described by weight functions from the families of orthogonal
polynomials. That is, the joint distribution function for the eigenvalues is defined by
PN (x1, . . . , xN ) =
N∏
j=1
ω(x j )
∏
1≤ j<k≤N
(x j − xk)2 (1.1)
where I = (α, β),−∞ ≤ α < β ≤ +∞ and ω(x) is a weight function on the interval I , all
finite moments of which exist.
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From (1.1) the n-point correlation function is defined in [14] by
Rn(x1, . . . , xn) = N !
(N − n)!
∫
I
· · ·
∫
I
PN (x1, x2, . . . , xN ) dxn+1 . . . dxN . (1.2)
If we introduce the orthogonal polynomials∫
I
p j (x)pk(x)ω(x)dx = δ jk, j, k = 0, 1, . . . (1.3)
and the associated functions,
ϕk(x) = pk(x)
√
ω(x)
then (see [14], Chap.6)
Rn(x1, . . . , xn) = det[KN (x j , xk)]|nj,k=1 (1.4)
where
KN (x, y) =
N−1∑
j=0
ϕ j (x)ϕ j (y). (1.5)
It is of considerable interest to obtain the asymptotic behavior of n-point correlation function
of (1.4) after some appropriate scaling. In particular, putting n = 1, we get the density of
eigenvalues (also called level density)
R1(x) = KN (x, x) =
N−1∑
j=0
ϕ2j (x) (1.6)
and denote the normalized density by
1
N
R1(x) = 1N
N−1∑
j=0
ϕ2j (x).
Our motivation is to obtain the density in the scaling limit from (1.6) in a different way,
and further study its polynomial-perturbation invariance. Before our results are stated we review
some known results about the density. As we know, Wigner in [21,22] not only got his famous
semicircle law (here corresponding to the weight ω(x) = e−x2 called Gauss unitary ensemble,
denoting GUE)
σ(x) = 2
pi
√
1− x2χ[−1,1](x), (1.7)
but also invented the calculation method which had some independent interest as he thought.
Afterwards, the densities associated with other classical polynomials are studied in [2,7,10]. In
addition, based on the spirit of statistical mechanics the method of equilibrium measure is used
to obtain the density, mainly for the weight function ω(x) = exp(−V (x)),
V (x) = γ2m x2m + · · · + γ0, γ2m > 0.
See [8,4] or [3] for the equilibrium measure method. In a recent survey on orthogonal polynomial
ensembles [9], Ko¨nig obtained semicircle law for GUE respectively by moment method and
equilibrium measure method.
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In this paper, we will generally deal with the weight function ω(x) on the interval I
and calculate the moments of the density of eigenvalues σ(x). In fact, the moments have
been calculated in [15] by studying zero distribution of the orthogonal polynomials (also
see [19], Theorem 5.3). However, our method is to calculate directly the moments without
other knowledge than three-term recurrence formula. Besides, the family of densities satisfying
a differential equation of first order is given.
It is a well known result that three-term recurrence formula holds for the orthogonal
polynomials defined by (1.3)
xpn(x) = an+1 pn+1(x)+ bn pn(x)+ an pn−1(x), n = 0, 1, . . . (1.8)
where an > 0, p−1(x) = 0. We will assume that there is a positive and non-decreasing sequence
cn such that
lim
n→∞
an
cn
= a > 0, lim
n→∞
bn
cn
= b. (1.9)
An extra condition on the contraction sequence is that cn is a regularly varying sequence with
index λ ≥ 0, i.e.
cn = nλL(n) (1.10)
where L : (0,+∞) −→ (0,+∞) is slowly varying, that is,
lim
x→∞
L(xt)
L(x)
= 1, ∀t > 0. (1.11)
The condition of (1.10) was first introduced by Van Assche to study the asymptotics for
orthogonal polynomials, see [20] as a general survey for the condition of (1.9) and [6, Chap.
VIII] for regular functions (1.11).
Remark 1.1. The conditions of (1.9) and (1.10) are connected close with the asymptotic prob-
lems of the orthogonal polynomials. The class of Freud weights plays a most close role on (1.10),
for examples, ω(x) = exp(−Q(x)) where Q(x) grows like a power at infinity, in particular,
Q(x) = γ2m x2m + · · · + γ0, γ2m > 0
with λ = 1/(2m), see [5] ;
ω(x) = |x |βe−|x |α , β > −1, α > 0
with λ = 1/α, see [13] or [19]. In addition, λ = 1 for Laguerre weights
ω(x) = xαe−x , α > −1
and λ = 0 for Jacobi weights
ω(x) = (1− x)α(1+ x)β , α, β > −1.
A classic result of Rakhmanov in [17] asserts that if the weight ω on [−1, 1] satisfying ω > 0
a.e. on [−1, 1], then ω(x) belongs to the Nevai–Blumenthal class, that is
lim
n→∞ an = 1/2, limn→∞ bn = 0.
Obviously, λ = 0 for the Nevai–Blumenthal class (see [20]). We strongly refer the reader to [12]
for a recent survey for a wide variety of weights on finite or infinite intervals.
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Now we can state our main results. In Section 2 we will introduce ascending, equilibrating and
descending operators which describe the transformation between the orthogonal polynomials of
different orders, and explicitly calculate the moments of the density. Then we prove that scaling
eigenvalues converge weakly, in probability and almost surely to the Nevai–Ullmann measure.
In Section 3 on the basis of the results in Section 2 we will give the proof of Theorem 1.5. In
Section 4 we give an interpretation why the density satisfies a differential equation.
First let us rescale the density of (1.6) by
σN (x) = cNN R1(cN x). (1.12)
The following theorem is contained partially in the work of Nevai and Dehesa [15], Van
Assche [20] and others on asymptotic zero distribution. Besides, we note that Popescu [16] has
also obtained the same moments by considering tridiagonal random matrix models. A new proof
will be given in Section 2, and the main idea of the proof as follows: From the recursion formula
of (1.8), we introduce A+, A0 and A− called ascending, equilibrating and descending operators
respectively, represent the kth moment of σN (x) as
M (N )k =
1
N (cN )k
N−1∑
j=0
〈
(A+ + A0 + A−)k p j , p j
〉
L2(ω)
.
Theorem 1.2. Denote the kth moment of the scaling density σN (x) by M
(N )
k . Under the
contraction conditions of (1.9) and (1.10), we have
lim
N→∞M
(N )
k = Mk, k = 0, 1, . . . (1.13)
where
Mk = 11+ λk
([k/2]∑
j=0
C jk C
j
k− j a
2 j bk−2 j
)
. (1.14)
Furthermore, σN (x) converges weakly, in probability and almost surely to the Nevai–Ullmann
measure σ(x), which is determined by its moments Mk , k = 0, 1, . . ..
Remark 1.3. Except that the beautiful probabilistic interpretation in [19] shows Mk is the kth
moment of the Nevai–Ullman measure: when λ > 0,−2a ≤ b ≤ 2a, x ∈ [b − 2a, b + 2a],
σ(x) = 1
pi
∫ 1
max(x/(b−2a),x/(b+2a))
{4a2t2 − (x − bt)2}−1/2dt 1λ , (1.15)
we can easily prove that σ(x) is uniquely determined by the following differential equation of
first order
σ(x)− λ[xσ(x)](1) = 1
pi
1√
1− (x − b)2χIb (1.16)
with the following conditions
σ(x) ≥ 0,
∫ +∞
−∞
σ(x)dx = 1
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where Ib = (−1 + b, 1 + b) and χIb is a characteristic function of Ib. Exactly, the support of
σ(x) can be restricted to a finite interval, that is, for λ = 0
σ(x) = 1
pi
1√
1− (x − b)2
while for λ > 0
supp(σ ) = [B1, B2]
where
B1 = min{b − 1, 0}, B2 = max{b + 1, 0}.
Note that we have set a = 1/2 since cn can be chosen freely up to a constant.
In some cases, closed formulae of σ(x) are available. One directly solves the equation of
(1.16) or by (1.15), and easily obtains
Corollary 1.4. For b = 0 and m ∈ N, we have
(1) for λ = 1/2m
σ(x) = 4
pi
√
1− x2
m∑
j=1
(
(2x)2m−2 j C j−12 j−2
)
/Cm2m
and
(2) for λ = 1/(2m − 1)
σ (x) = mC
m
2m
2pi
( x
2
)2m−2
ln
1+√1− x2
|x | +
√
1− x2
2
m−1∑
j=1
1
jC j2 j
( x
2
)2m−2−2 j .
For b = −1 and q ∈ N ∪ {0}, we have
(3) for λ = 1/(q + 1)
σ (x) = q + 1
pi
( x
2
)q q∑
j=0
C jq
1+ 2 j
(√
2− x
x
)1+2 j
and
(4) for λ = 1/(q + 12 )
σ (x) = 2q + 1
4pi
( x
8
)q− 12
ln
(√
2− x
x
+
√
2
x
)
+
√
2− x
x
q∑
j=1
1
jC j2 j
( x
8
)q− jCq2q .
Let p(x) be a fixed lth order polynomial, and we consider a new weight function
ωˆ(x) = p2(x)ω(x) (1.17)
with ∫
I
pˆ j (x) pˆk(x)ωˆ(x)dx = δ jk, j, k = 0, 1, . . . . (1.18)
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The associated 1-point correlation function is given by
Rˆ1(x) =
N−1∑
j=0
pˆ2(x)p2(x)ω(x). (1.19)
Under the same scaling we write
σˆN (x) = cNN Rˆ1(cN x). (1.20)
Calculating the moments of (1.20) for the new weight function, we have
Theorem 1.5. Denote the kth moments of σˆN (x) and σN (x) by M
(N )
k and Mˆ
(N )
k , respectively.
Under the contraction conditions of (1.9) and (1.10), we have
lim
n→∞ Mˆ
(N )
k = limn→∞M
(N )
k = Mk, k = 0, 1, . . . . (1.21)
Namely, σˆN (x) converges weakly to σ(x) where σ(x) is the same density as in Theorem 1.2.
2. Proof of Theorem 1.2
By the recursion formula of (1.8), we regard the multiplication by x as an operator Ax , and it
can be represented as
Ax = A+ + A0 + A− (2.1)
where A+, A0 and A− are called ascending, equilibrating and descending operators respectively,
defined by
A+ pn(x) = an+1 pn+1(x), A0 pn(x) = bn pn(x), A− pn(x) = an pn−1(x). (2.2)
By (1.12), (2.1) and (2.2), we can calculate the kth moment of σN (x) as follows:
M (N )k =
∫
xkσN (x)dx = 1N (cN )k
N−1∑
j=0
∫
I
xk p2jω(x)dx
= 1
N (cN )k
N−1∑
j=0
〈
xk p j , p j
〉
L2(ω)
= 1
N (cN )k
N−1∑
j=0
〈
(A+ + A0 + A−)k p j , p j
〉
L2(ω)
. (2.3)
Let Λqk be a set composed of those terms in the expansion of (A+ + A0 + A−)k , in which the
operators A+ and A− exactly appear q times respectively. Note that
〈
T p j , p j
〉
L2(ω) = 0 for T 6∈⋃
q Λ
q
k , then one obtains the following lemma:
Lemma 2.1.
M (N )k =
1
N (cN )k
N−1∑
j=0
[k/2]∑
q=0
∑
T∈Λqk
〈
T p j , p j
〉
L2(ω)
. (2.4)
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For convenience of the following calculation, we introduce one property of the regular varying
functions.
Lemma 2.2. Let c(x) be a positive and non-decreasing function on (0,+∞), and
c(x) = xλL(x) (2.5)
where L(x) satisfies
lim
x→+∞
L(xt)
L(x)
= 1, ∀ t > 0. (2.6)
Then
lim
n→∞
1
n
∫ n
1 (c(x))
kdx
(c(n))k
= 1
1+ λk . (2.7)
Proof. By Lebesgue’s dominated theorem and exchanging limits and integrals, it is easy to
complete the proof by using (2.5) and (2.6). 
Now we give the proof of Theorem 1.2.
Proof of Theorem 1.2. We prove the theorem by the following steps as in the proofs of
Theorems 2.5 and 2.9 in [1]:
Step 1. Uniqueness of the Density
It follows from (1.14) that
∑k
j=0 C
j
2kC
j
2k− j ≤ 32k . Write B = a + |b|, then we have
M2k ≤
k∑
j=0
C j2kC
j
2k− j a
2 j b2k−2 j ≤ (3B)2k .
Thus, the Carleman’s condition is satisfied and the density function is determined by the moments
(see [6]).
Step 2. Calculation of the Moments
Do it by two cases of b.
Case 1. b 6= 0.
Without loss of generality, we assume that b > 0. Write
an
cn
= a(1+ ξn), bncn = b(1+ ηn). (2.8)
For j > k, putting
u j = max
j−k≤m≤ j+k{|ξm |, |ηm |}, (2.9)
then
lim
j→∞ u j = 0. (2.10)
Thus we can suppose u j < 1,∀ j = 0, 1, . . . and by the definition of u j one obtains
max
j−k≤m≤ j+k{am} ≤ a c j+k(1+ u j ), maxj−k≤m≤ j+k{bm} ≤ b c j+k(1+ u j ). (2.11)
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Furthermore, for T ∈ Λqk we have〈
T p j , p j
〉
L2(ω)
≤
(
max
j−k≤m≤ j+k{am}
)2q(
max
j−k≤m≤ j+k{bm}
)k−2q
≤ a2qbk−2q(c j+k)k(1+ u j )k . (2.12)
Summing by q and j , we get
M (N )k ≤
([k/2]∑
q=0
Cqk C
q
k−qa
2qbk−2q
) 1
N
N−1∑
j=0
(c j+k)k(1+ u j )k
(cN )k
. (2.13)
By Cauchy–Maclaurin summation formula and Lemma 2.2 one obtains
lim
N→∞
1
N
N−1∑
j=0
(c j+k)k(1+ u j )k
(cN )k
= lim
N→∞
1
N
N−1∑
j=0
(c j+k)k
(cN )k
= lim
N→∞
1
N
N∑
j=1
(c j )k
(cN )k
= lim
N→∞
1
N
∫ N
1 (c(x))
kdx
(c(N ))k
= 1
1+ λk . (2.14)
Analogously, for j > k, one obtains
M (N )k ≥
([k/2]∑
q=0
Cqk C
q
k−qa
2qbk−2q
) 1
N
N−1∑
j=k
(c j−k)k(1− u j )k
(cN )k
(2.15)
and
lim
N→∞
1
N
N−1∑
j=k
(c j−k)k(1− u j )k
(cN )k
= 1
1+ λk . (2.16)
Combining (2.13)–(2.16) we complete the proof of this case.
Case 2. b = 0.
Similarly, write
an
cn
= a(1+ ξn), bncn = ηn
and
v j = max
j−k≤m≤ j+k{|ξm |, |ηm |},
then
lim
j→∞ v j = 0.
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Thus we can suppose v j < 1,∀ j = 0, 1, . . .. For 0 ≤ j − k ≤ m ≤ j + k, one obtains
a c j−k(1− v j ) ≤ am ≤ a c j+k(1+ v j ), |bm | ≤ c j+kv j . (2.17)
Now we give an estimation of M (N )k when k is odd. For T ∈ Λqk , by (2.17) we have∣∣∣〈T p j , p j 〉L2(ω)∣∣∣ ≤ a2qvk−2qj (c j+k)k(1+ v j )k−2q
≤ a2qvk−2qj (c j+k)k(1+ v j )k .
Denoting
v j =
[k/2]∑
q=0
Cqk C
q
k−qa
2qv
k−2q
j ,
then
lim
j→∞ v j = 0.
Thus by the Stoltz formula one obtains
∣∣∣M (N )k ∣∣∣ ≤
1
N
N−1∑
j=0
(c j+k)k(1+ v j )kv j
(cN )k
−→ 0. (2.18)
When k is even. For T ∈ Λqk , q 6= k/2,∣∣∣〈T p j , p j 〉L2(ω)∣∣∣ ≤ a2qvk−2qj (c j+k)k(1+ v j )k (2.19)
and for T ∈ Λk/2k , j > k,
ak(c j−k)k(1− v j )k ≤
〈
T p j , p j
〉
L2(ω)
≤ ak(c j+k)k(1+ v j )k . (2.20)
Writing
M
(N )
k =
1
N (cN )k
N−1∑
j=0
∑
q<k/2
∑
T∈Λqk
〈
T p j , p j
〉
L2(ω)
and
M˜ (N )k =
1
N (cN )k
N−1∑
j=0
∑
T∈Λk/2k
〈
T p j , p j
〉
L2(ω)
,
then
M (N )k = M
(N )
k + M˜ (N )k . (2.21)
Similar to the case where k is odd, by (2.19) one obtains
lim
N→∞M
(N )
k = 0 (2.22)
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and similar to the case where b 6= 0, by (2.20) one obtains
lim
N→∞ M˜
(N )
k =
1
1+ λk C
k/2
k a
k . (2.23)
Combining (2.18) and (2.21)–(2.23) we complete the proof of this case where b = 0. This
completes the calculation of the moments.
Before we proceed, we introduce two lemmas.
Lemma 2.3. Let k ∈ N, then there exist homogeneous polynomials of degree k: Qk,i (x1, . . . ,
x2k; y1, . . . , y2k−1), i = −k, . . . , k over x1, · · · , x2k, y1, . . . , y2k−1 such that
xkϕ j (x) =
k∑
i=−k
Qk,i (a j−k+1, . . . , a j+k; b j−k+1, . . . , b j+k−1) ϕ j+i (x), ∀ j ∈ N.
Here we assume that ai = 0 when i ≤ 0, and bi = 0, ϕi (x) = 0 when i < 0.
Proof. Constructing a Jacobi matrix
J2k+1 =

y0 x1
x1 y1 x2
x2 y3
. . .
. . .
. . . x2k
x2k y2k
 ,
and setting
Qk,i (x1, . . . , x2k; y1, . . . , y2k−1) =
(
J k2k+1
)
k+1,i+k+1.
From the recursion formula (1.8), it is easy to check that these Qk,i are needed. 
Lemma 2.4. Given polynomials of order ki ’s: Pi (x) = xki +· · · , i = 1, . . . , l, there exists some
constant Ck not depending on N such that
1
N (cN )k
∣∣∣∣∣
∫ l∏
i=1
Pi (xi )KN (xi , xi+1)
l∏
j=1
dx j
∣∣∣∣∣ ≤ Ck
where k =∑ki=1 ki , xl+1 = x1, and KN (x, y) is given in (1.5).
Proof. It suffices to consider the case when Pi (x) = xki , i = 1, · · · , l. Since∫ l∏
i=1
Pi (xi )KN (xi , xi+1)
l∏
j=1
dx j
=
N−1∑
i1,...,il=0
∫ l∏
i=1
Pi (xi )ϕi1(x1)ϕi1(x2)ϕi2(x2)ϕi2(x3) · · ·ϕil (xl)ϕil (x1)
l∏
j=1
dx j
=
N−1∑
i1,...,il=0
∫
xk11 ϕil (x1)ϕi1(x1)x
k2
2 ϕi1(x2)ϕi2(x2) · · · xkll ϕil−1(xl)ϕil (xl)
l∏
j=1
dx j
=
N−1∑
i1,...,il=0
∫
xk1ϕil (x)ϕi1(x)dx
∫
xk2ϕi1(x)ϕi2(x)dx · · ·
∫
xklϕil−1(x)ϕil (x)dx, (2.24)
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from the orthogonal relation (1.3) and Lemma 2.3, we only need to consider the above sum under
the following constraint:
|il − i1| ≤ k1, |i1 − i2| ≤ k2, . . . , |il−1 − il | ≤ kl . (2.25)
Setting
d j = max
j−k≤m≤ j+k{am, |bm |}. (2.26)
For each fixed i1, by Lemma 2.3,∫
xk1ϕil (x)ϕi1(x)dx =
∫ k1∑
i=−k1
Qk1,i (ai1−k1+1, . . . , ai1+k1; bi1−k1+1, . . . , bi1+k1−1)
×ϕi1+i (x)ϕil (x)dx
=
k1∑
i=−k1
Qk1,i (ai1−k1+1, . . . , ai1+k1; bi1−k1+1, . . . , bi1+k1−1)δi1+i,il ,
therefore there exists some constant Ck1 such that∣∣∣∣∫ xk1ϕil (x)ϕi1(x)dx∣∣∣∣ ≤ Ck1(di1)k1 .
Repeating the similar procedure and noting the constraint (2.25), there exist Ck2 , . . . ,Ckl such
that ∣∣∣∣∫ xk2ϕi1(x)ϕi2(x)dx∣∣∣∣ ≤ Ck2 (di1)k2 , . . . ,∣∣∣∣∫ xklϕil−1(x)ϕil (x)dx∣∣∣∣ ≤ Ckl (di1)kl ,
where we have used the fact
|i j − i1| ≤ k, j = 2, . . . , l
from (2.25). Thus, from (2.24) we have
1
N (cN )k
∣∣∣∣∣
∫ l∏
i=1
Pi (xi )KN (xi , xi+1)
l∏
j=1
dx j
∣∣∣∣∣
≤ 1
N (cN )k
N−1∑
i1=0
∑
|i j−i1|≤k
j=2,...,l
Ck1(di1)
k1 · · ·Ckl (di1)kl
≤ (2k)k−1Ck1 · · ·Ckl
1
N
N−1∑
i=0
(
di
cN
)k
≤ Ck .
Here in the last inequality we has used one property of the regularly varying sequence cn in
(1.10): for any given k,
lim
n→∞
cn±k
cn
= 1.
D.-Z. Liu et al. / Journal of Approximation Theory 162 (2010) 1588–1606 1599
It is easy to check this property from (1.11). So the boundedness of dicN (≤
di
ci
, i < N ) comes
from (1.9) and (2.26).
The proof of the lemma is complete. 
Write
βk,N = 1N
N∑
i=1
(
xi
cN
)k
(2.27)
and E[·]: the expectation under the joint distribution (1.1).
Step 3. Convergence in Probability
It suffices to show that for each fixed k,
∞∑
N=1
E[(βk,N − E[βk,N ])2] <∞. (2.28)
In fact,
E[(βk,N − E[βk,N ])2] = E[|βk,N |2] − |E[βk,N ]|2
= 1
N 2(cN )2k
(
E
[
N∑
i, j=1
xki x
k
j
]
− E
[
N∑
i=1
xki
]
E
[
N∑
j=1
xkj
])
= 1
N 2(cN )2k
(
E
[∑
i
x2ki
]
+ E
[∑
i 6= j
xki x
k
j
]
− E
[
N∑
i=1
xki
]
E
[
N∑
j=1
xkj
])
= 1
N 2(cN )2k
(
NE[x2k1 ] + N (N − 1)E[xk1 xk2 ] − N 2E[xk1 ]E[xk2 ]
)
= 1
N 2(cN )2k
(∫
x2k1 R1(x1)dx1 +
∫ ∫
xk1 x
k
2 R2(x1, x2)dx1dx2
−
∫ ∫
xk1 x
k
2 R1(x1)R1(x2)dx1dx2
)
= 1
N 2(cN )2k
(∫
x2k KN (x, x)dx −
∫ ∫
xk yk K 2N (x, y)dxdy
)
(2.29)
where we have used the correlation function (1.2) and its determinantal representation (1.4).
By Lemma 2.3, we have∫
x2k KN (x, x)dx =
N−1∑
j=0
∫
(xkϕ j (x))
2dx
=
N−1∑
j=0
∫ ( k∑
i=−k
Qk,i (a j−k+1, . . . , a j+k; b j−k+1, . . . , b j+k−1) ϕ j+i (x)
)2
dx
=
N−1∑
j=0
k∑
i=−k
Q2k,i (a j−k+1, . . . , a j+k; b j−k+1, . . . , b j+k−1) I{i+ j≥0}. (2.30)
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On the other hand, again by Lemma 2.3, we have∫ ∫
xk yk K 2N (x, y)dxdy =
N−1∑
i, j=0
(∫
xkϕ j (x)ϕi (x)dx
)2
=
N−1∑
i, j=0
(
k∑
t=−k
Qk,t (a j−k+1, . . . , a j+k; b j−k+1, . . . , b j+k−1) δi, j+t
)2
=
N−k−1∑
j=0
k∑
t=−k
Q2k,t (a j−k+1, . . . , a j+k; b j−k+1, . . . , b j+k−1) I{t+ j≥0}
+
N−1∑
j=N−k
k∑
t=−k
Q2k,t (a j−k+1, . . . , a j+k; b j−k+1, . . . , b j+k−1) I{t+ j<N }. (2.31)
From (2.30) and (2.31), we have
1
(cN )2k
(∫
x2k KN (x, x)dx −
∫ ∫
xk yk K 2N (x, y)dxdy
)
= 1
(cN )2k
N−1∑
j=N−k
k∑
t=−k
Q2k,t (a j−k+1, . . . , a j+k; b j−k+1, . . . , b j+k−1) I{t+ j≥N }
which is bounded by some constant Ck . Consequently, we can conclude that
E[(βk,N − E[βk,N ])2] ≤ Ck N−2. (2.32)
This completes the proof of assertion about convergence in probability.
Step 4. Almost Sure Convergence
It suffices to show that for each fixed k,
∞∑
N=1
E[(βk,N − E[βk,N ])4] <∞. (2.33)
Write f (x) = xk − E[xk1 ]. We need estimate its 4th moment as follows:
E[(βk,N − E[βk,N ])4] = 1
N 4(cN )4k
E
( N∑
i=1
f (xi )
)4
= 1
N 4(cN )4k
∑
i1,i2,i3,i4
E[ f (xi1) f (xi2) f (xi3) f (xi4)]
, 1
N 4(cN )4k
Φk,N ( f ). (2.34)
Note that
Φk,N ( f ) =
∑
i1
E[ f 4(xi1)] + 4
∑
i1 6=i2
E[ f 3(xi1) f (xi2)] + 6
∑
i1 6=i2
E[ f 2(xi1) f 2(xi2)]
+ 6
∑
i1 6=i2 6=i3
E[ f 2(xi1) f (xi2) f (xi3)]
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+
∑
i1 6=i2 6=i3 6=i4
E[ f (xi1) f (xi2) f (xi3) f (xi4)]
= NE[ f 4(x1)] + 4N (N − 1)E[ f 3(x1) f (x2)] + 6N (N − 1)E[ f 2(x1) f 2(x2)]
+ 6 N !
(N − 3)!E[ f
2(x1) f (x2) f (x3)] + N !
(N − 4)!E[ f (x1) f (x2) f (x3) f (x4)]
=
∫
f 4(x1)R1(x1)dx1 + 4
∫ ∫
f 3(x1) f (x2)R2(x1, x2)dx1dx2
+ 6
∫ ∫
f 2(x1) f
2(x2)R2(x1, x2)dx1dx2
+ 6
∫ ∫ ∫
f 2(x1) f (x2) f (x3)R3(x1, x2, x3)dx1dx2dx3
+
∫ ∫ ∫ ∫
f (x1) f (x2) f (x3) f (x4)R4(x1, x2, x3, x4)dx1dx2dx3dx4.
Here i1 6= i2 6= i3 6= i4 means any two of them are different.
Expanding the determinant in Eq. (1.4),
Rn =
∑
P
(−1)n−m
m∏
1
KN (xa, xb)KN (xb, xc) · · · KN (xd , xa), (2.35)
where the permutation P is a product of m exclusive cycles of lengths h1, . . . , hm of the form
(a→ b→ c→ · · · → d → a), ∑mj=1 h j = n. Since E[ f (x1)] = 0, i.e.,∫
f (x1)R1(x1)dx1 = 0,
using the above expansion we have
Φk,N ( f ) =
∫
f 4(x1)KN (x1, x1)dx1 − 4
∫ ∫
f 3(x1) f (x2)K
2
N (x1, x2)dx1dx2
+ 6
∫
f 2(x1)KN (x1, x1)dx1
∫
f 2(x2)KN (x2, x2)dx2
− 6
∫ ∫
f 2(x1) f
2(x2)K
2
N (x1, x2)dx1dx2
+ 12
∫ ∫ ∫
f 2(x1) f (x2) f (x3)KN (x1, x2)KN (x2, x3)KN (x3, x1)dx1dx2dx3
− 6
∫
f 2(x1)KN (x1, x1)dx1
∫ ∫
f (x2) f (x3)K
2
N (x2, x3)dx2dx3
+ 6
∫
· · ·
∫ 4∏
j=1
f (x j )KN (x1, x2)KN (x2, x3) · · · KN (x4, x1)dx1 · · · dx4.
By Lemma 2.4, every term of 1
N 2(cN )4k
Φk,N ( f ) is bounded. Therefore, there exists some constant
Ck such that
E[(βk,N − E[βk,N ])4] ≤ Ck N−2. (2.36)
This completes the proof of assertion about almost surely convergence.
Therefore, we complete the proof of Theorem 1.2. 
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3. Proof of Theorem 1.5
In the end we will complete the proof of Theorem 1.5. First, setting
Hn = span{p0(x), p1(x), . . . , pn−1(x)},
thenHn is an n-dimensional subspace of L2(ω). It is obvious that pˆ0(x)p(x), . . . , pˆn−l−1(x)p(x)
is a family of normalized orthogonal vectors inHn , extended by
e(n)0 (x), . . . , e
(n)
l−1(x), pˆ0(x)p(x), . . . , pˆn−l−1(x)p(x) (3.1)
to a normalized orthogonal base ofHn .
Let Pn be a projective operator from L2(ω) toHn . We construct an operator fromHn to itself
as follows,
T (k)n = Pn ◦ Akx : Hn −→ Hn (3.2)
where Ax is the multiplication by x .
Lemma 3.1. Denote the kth moments of σˆN (x) and σN (x) by M
(N )
k and Mˆ
(N )
k respectively, then
Mˆ (N )k = M (N )k +ΘN (3.3)
where
ΘN = 1N (cN )k
(
N−1∑
j=N−l
〈
Akx ( pˆ j p), pˆ j p
〉
L2(ω) −
l−1∑
j=0
〈
T (k)N (e
(N )
j ), e
(N )
j
〉
L2(ω)
)
. (3.4)
Proof. We first point out that
M (N )k =
∫
xkσN (x)dx = 1N (cN )k
N−1∑
j=0
∫
I
xk p2j (x)ω(x)dx
= 1
N (cN )k
N−1∑
j=0
〈
xk p j , p j
〉
L2(ω)
= 1
N (cN )k
N−1∑
j=0
〈
T (k)N (p j ), p j
〉
L2(ω)
= Tr
(
T (k)N
)
N (cN )k
. (3.5)
On the other hand, by the normalized orthogonal base of (3.1) one obtains
Tr
(
T (k)N
) = N−l−1∑
j=0
〈
T (k)N ( pˆ j p), pˆ j p
〉
L2(ω) +
l−1∑
j=0
〈
T (k)N (e
(N )
j ), e
(N )
j
〉
L2(ω).
Thus,
Mˆ (N )k =
∫
xk σˆN (x)dx = 1N (cN )k
N−1∑
j=0
∫
I
xk pˆ2j (x)p
2(x)ω(x)dx
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= 1
N (cN )k
(
N−l−1∑
j=0
∫
I
xk pˆ2j (x)p
2(x)ω(x)dx +
l−1∑
j=0
∫
I
xk(e(N )j (x))
2ω(x)dx
)
+ΘN
= 1
N (cN )k
(
N−l−1∑
j=0
〈
T (k)N ( pˆ j p), pˆ j p
〉
L2(ω) +
l−1∑
j=0
〈
T (k)N (e
(N )
j ), e
(N )
j
〉
L2(ω)
)
+ΘN
= M (N )k +ΘN .  (3.6)
Lemma 3.2. Write ‖ · ‖ = 〈·, ·〉1/2
L2(ω)
, and for k = 1, 2, . . . , we have
‖Akx f ‖ ≤ 3k
(
k−1∏
j=0
Dn+ j
)
‖ f ‖, ∀ f ∈ Hn (3.7)
where
Dn = max
0≤ j≤n
{a j , |b j |}.
Proof. Set f (x) =∑N−1j=0 l j p j (x) and note that
‖Ax f ‖2 =
∥∥∥∥∥N−1∑
j=0
l j xp j
∥∥∥∥∥
2
=
∥∥∥∥∥N−1∑
j=0
l j (a j+1 p j+1 + b j p j + a j p j−1)
∥∥∥∥∥
2
=
∥∥∥∥∥∑
j
(l j−1a j + l j b j + l j+1a j+1)p j
∥∥∥∥∥
2
=
∑
j
|l j−1a j + l j b j + l j+1a j+1|2
≤ 3D2n
∑
j
(l2j−1 + l2j + l2j+1) ≤ 9D2n‖ f ‖2. (3.8)
Thus, ‖Ax f ‖ ≤ 3Dn‖ f ‖ and the proof is complete. 
Proof of Theorem 1.5. Since {cN } is a non-decreasing sequence, by Lemma 3.2, there exist
constants C1 and C2 which only depend on k such that∣∣∣〈Akx ( pˆ j p), pˆ j p〉L2(ω)∣∣∣ ≤ ‖Akx ( pˆ j p)‖ ≤ 3k DkN+l+k−2 ≤ C1(cN )k
and ∣∣∣〈T (k)N (e(N )j ), e(N )j 〉L2(ω)∣∣∣ ≤ ‖PN‖ ‖Akx e(N )j ‖ ≤ 3k DkN+k−1 ≤ C2(cN )k .
Thus, by (3.4), for the large N ,
|ΘN | ≤ 1N (cN )k
(
N−1∑
j=N−l
C1(cN )
k +
l−1∑
j=0
C2(cN )
k
)
= (C1 + C2)l
N
.
Again by Lemma 3.1 we get
lim
n→∞ Mˆ
(N )
k = limn→∞M
(N )
k = Mk . 
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4. A note on Remark 1.3
In [21], Wigner made use of the integral representation of Bessel function of order 1 (pointed
out by Feller to him) to get his semicircle law. However, in the original analysis he got the
semicircle law by leading a differential equation. In the following we will combine these two
kinds of method to derive the differential equation of the density (1.16), see [11] for much more
information.
Derivation of the differential equation: Observe
[k/2]∑
j=0
C jk C
j
k− j a
2 j bk−2 j = L0
(
az + a
z
+ b
)k
where the operator L0( f ) represents the constant term of Laurent series, by Cauchy contour
integral, namely,
L0( f ) = 12pi i
∮
f (z)
z
dz.
Putting 2a = 1, using the integral representation of Bessel function of order zero (see [18]) and
calculating directly∫ +∞
−∞
(1+ λit x) eit xσ(x)dx =
∞∑
k=0
(it)k
k! (1+ λk)Mk
=
∞∑
k=0
(it)k
k!
[k/2]∑
j=0
C jk C
j
k− j a
2 j bk−2 j =
∞∑
k=0
(it)k
k! L0
(
az + a
z
+ b
)k
= L0
∞∑
k=0
(it)k
k!
(
az + a
z
+ b
)k
= L0 exp
(
it
(
az + a
z
+ b
))
= eitb L0 exp
(
it
(
az + a
z
))
= eitb
∞∑
k=0
(ita)2k
(2k)! C
k
2k
= eitb J0(2at) = eitb 1
pi
∫ 1
−1
eit x√
1− x2 dx
=
∫ b+1
b−1
eit x fb(x)dx (4.1)
where
fb(x) = 1
pi
1√
1− (x − b)2 . (4.2)
Make an inverse Fourier transform and write
H(t) =
∫ +∞
−∞
eit xσ(x)dx, F(t) =
∫ b+1
b−1
eit x fb(x)dx,
we have
H(t)+ λt H ′(t) = F(t).
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Again making a Fourier transform, since∫ +∞
−∞
e−it x t H ′(t)dt = − 1
2pi i
[∫ +∞
−∞
e−it x H ′(t)dt
](1)
= − 1
2pi i
[
ix
∫ +∞
−∞
e−it x H(t)dt
](1) = −[xσ(x)](1),
one obtains the differential equation. As to the support of the density, we refer to [11].
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