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Abstract
In this paper we review recent work that has been done on quantum many-particle
systems on metric graphs. Topics include the implementation of singular interactions,
Bose-Einstein condensation, sovable models and spectral properties of some simple
models in connection with superconductivity in wires.
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1 Introduction
Quantum graph models describe the motion of particles along the edges of a metric graph.
They have become popular models in various areas of physics and mathematics as they
combine the simplicity of one-dimensional models with the potential complexity of graphs.
One-particle quantum graphs and their applications are describe in detail in [KS99b, GS06,
EKK+08, BK13a].
Many-particle quantum systems are of fundamental importance in condensed matter as
well as in statistical physics, see [MR04a, Sch06, CCG+11]. In particular, phenomena like
Bose-Einstein condensation, Anderson localisation and superconductivity have attracted
much attention both in a phenomenological and a mathematical context. However, those
phenomena are notoriously difficult to address, so that models that are promising to yield
interesting results while still being sufficiently accessible are in demand. This was a major
reason to develop and study quantum many-particle models on graphs. Another reason lies
in the growing importance of one-dimensional, nano-technological devices [HV16, GG08].
Among early quantum graph examples are models of two particles with singular in-
teractions on simple graphs [MP95, CC07, Har07, Har08], where some basic spectral
properties were studied. Other approaches involve quantum field theory on graphs (see,
e.g., [BM06, Sch09]) where, due to the presence of vertices and the finite lengths of
edges, translation invariance is broken. This leads to the presence of symmetry algebras
that are of interest in their own right [MR04b]. In the context of quantum integrabil-
ity, these symmetry algebras play a role in the construction of many-particle quantum
models on graphs in which one can represent eigenfunctions in terms of a Bethe-ansatz
[CC07, BG17a, BG17b]. In this context also extensive studies of non-linear Schro¨dinger
equations (see, e.g., [Noj14, Cau15]) are of particular interest.
The phenomenon of Anderson localisation, which is known to occur in a large class of
systems governed by random Schro¨dinger operators [CFKS87, Sto01], has been investigated
for interacting particles on graphs in [Sab14].
When particles are indistinguishable, the particle exchange symmetry has to be imple-
mented. In three or more dimensions this leads to the well-known Fermi-Bose alternative.
However, in lower dimensions more options may become available including, e.g., the pos-
sibility of anyons in two dimensions [LM77]. In models of discrete quantum graphs the
possible exchange symmetry representations were identified in [HKR11, HKRS14], and a
whole range of exotic options were found.
In this paper we mainly review our own contributions to many-particle quantum graphs.
This includes the construction of two types of singular pair interactions. The first one
[BK13b] is closely related to vertices and can be seen as a model of interactions between
particles that is mediated by the presence of an impurity (thought of as being located in
a vertex); this type of interactions is similar to the one introduced in [MP95]. The second
type of singular interactions [BK13c] are the more familiar δ-pair interactions. They are
models of very short-range, or contact interactions. When implemented for bosons, these
interactions lead to a Lieb-Liniger gas [LL63] on a graph, and in the limit of hardcore
interaction they lead to a Tonks-Giradeau gas [Gir60]. For all of these models it has been
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shown that they can be rigorously implemented with self-adjoint Hamiltonians and it has
been proven that their spectra are discrete and the eigenvalues follow a Weyl law.
Due to a well-known theorem of Hohenberg [Hoh67], free Bose gases in one dimension
are often said to not display Bose-Einstein condensation (BEC). This statement, however,
is only true if in finite volume one imposes Dirichlet or other standard boundary conditions.
It has been known though that non-standard boundary conditions may lead to cases where
a finite number of eigenvalues are negative and remain so in the thermodynamic limit, such
that in this limit a spectral gap below the continuum develops. Such a scenario then leads to
BEC into the negative-energy ground state [LW79, Ver11]. A similar behaviour occurs for
free bosons on graphs, and it is possible to fully characterise all boundary conditions where
this is the case [BK14]. For a gas of bosons with pairwise repulsive hardcore interactions,
a suitable Fermi-Bose mapping, however, shows that no condensation can be expected.
Furthermore, it can be shown that arbitrarily small repulsive pair interactions prohibit a
Bose gas on a graph to condense into the free ground state [BK16].
In statistical mechanics solvable models play a significant role. In this context solvability
refers to the fact that eigenfunctions of the Hamiltonan have a simple representation in
terms of a so-called Bethe ansatz [Bet31, Gau14]. This form of the eigenfunctions also
leads to a characterisation of eigenvalues through finitely many secular equations. The
Lieb-Liniger gas [LL63] of N bosons with δ-interactions on a circle is an example of a
solvable model and its version on an interval [Gau71] can be seen as a first example where
vertices play a role. Vertices of degree two (and higher) present obstacles to the solvability
of models with δ-interactions. A modification of the interactions that preserves solvability
when one vertex of degree two is present was found in [CC07]. The basic idea behind this
construction can be extended to arbitrarily (finitely) many vertices of any (finite) degree
[BG17a], as well as to any (finite) number of particles [BG17b].
In the final section we are concerned with a two-particle model on a simple non-compact
quantum graph, namely the half-line R+, which can be thought of as a quantum wire.
Besides singular interactions localised on the vertex at zero [KM16, EK17] and contact
interactions of the Lieb-Liniger type, we introduce a binding potential that leads to a pair-
ing of the two particles [KM17, Kerb, Kerc]. We also provide generalisations of this model
by considering singular two-particle interactions whose locations are randomly distributed
along the half-line [Kera], and by taking into account surface defects in coupling the con-
tinuous half-line to a discrete graph [Kerd]. In all of these cases we are mainly interested in
describing spectral properties of the associated Hamiltonians. Using the acquired knowl-
edge about the spectrum we are able to investigate Bose-Einstein condensation of pairs.
These results can be seen as statements about superconductivity in quantum wires.
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2 Preliminaries
2.1 One-particle quantum graphs
A quantum graph is a metric graph Γ with a differential operator that serves as Hamiltonian
operator describing the motion of a particle along the edges of the graph, see [GS06,
BK13a]. A metric graph is a (finite) combinatorial graph with a metric structure that
arises from assigning lengths to edges. Let V be the set of vertices and E = Eint ∪ Eext be
the set of edges. Then every e ∈ Eint, an internal edge, is adjacent to two distinct vertices,
and every e ∈ Eext, an external edge, is adjacent to a single vertex. A metric structure is
introduced by assigning finite lengths to internal edges; external edges are considered to
be of infinite length. In this way every e ∈ Eint is identified with an interval [0, le] whereas
every e ∈ Eext is identified with a copy of the real semi-axis [0,∞). Graphs without external
edges, E = Eint, are compact.
One now introduces functions on Γ,
ψ = (ψ1, . . . , ψE) , (2.1)
where E = |E| and ψe : [0, le] → C for internal edges and ψe : [0,∞) → C for external
edges. In this way one defines the Hilbert space
L2(Γ) :=
⊕
e∈Eint
L2(0, le)
⊕
e∈Eext
L2(0,∞) , (2.2)
as well as the Sobolev spaces
Hm(Γ) :=
⊕
e∈Eint
Hm(0, le)
⊕
e∈Eext
Hm(0,∞) . (2.3)
A Hamiltonian operator H = −∆+V is a self-adjoint operator (in many cases with domain
D ⊂ H2(Γ)) that acts on functions on an edge as
(Hψ)e = −ψ′′e + Veψe , (2.4)
where V = (V1, . . . , VE) is a potential function. In many quantum graph models, however,
one considers the case V = 0.
In the following we shall restrict our attention to compact graphs, although the ex-
amples in Section 6 will be non-compact; the necessary modifications are more or less
obvious.
In order to characterise domains D of self-adjointness one has to impose boundary
conditions at the vertices on functions in the domain. We denote boundary values of
functions as
ψbv =
(
ψ1(0), . . . ψE(0), ψ1(l1), . . . , ψE(lE)
)
, (2.5)
and of inward derivatives as
ψ′bv =
(
ψ′1(0), . . . ψ
′
E(0),−ψ′1(l1), . . . ,−ψ′E(lE)
)
. (2.6)
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Self-adjoint realisations of H can be obtained as maximal symmetric extensions of the
operator with minimal domain C∞0 (Γ) (see, e.g., [KS99a]). Their domains can be uniquely
parametrised in terms of an orthogonal projector P and a self-adjoint map L, such that
P⊥LP⊥ = L, on the space C2E of boundary values, as [Kuc04]
D(P, L) = {ψ ∈ H2(Γ) : (P + L)ψbv + P⊥ψ′bv = 0} . (2.7)
It is often useful to work with quadratic forms instead of self-adjoint operators, making
use of the fact that a semi-bounded (from below) self-adjoint operator defines a unique,
semi-bounded and closed quadratic form, and vice versa [BHE08]. The form associated
with a quantum graph Laplacian −∆ on the domain (2.7) is [Kuc04]
Q[ψ] =
∫
Γ
|∇ψ|2 dx− 〈ψbv, Lψbv〉C2E , (2.8)
with form domain
DQ =
{
ψ ∈ H1(Γ) : Pψbv = 0
}
. (2.9)
The boundary conditions prescribed in (2.7) and (2.9) do not necessarily respect the connec-
tivity of the combinatorial graph. The latter will, however, be the case for local boundary
conditions, where
P =
⊕
v∈V
Pv and L =
⊕
v∈V
Lv , (2.10)
and Pv, Lv act on the subspace C
dv of boundary values on the edge ends adjacent to the
vertex v ∈ V. Here dv is the degree of the vertex v.
A quantum graph Hamiltonian H = −∆+ V defined on a domain (2.7) is self-adjoint,
bounded from below, and has compact resolvent (note that the latter fails to hold for non-
compact graphs). Hence its spectrum is real, bounded from below, discrete and eigenvalues
accumulate only at infinity. In the most relevant case of V = 0, one can characterise
eigenvalues through a secular determinant. One first defines a (vertex) scattering matrix
S(k) := −P − (L+ ikP⊥)−1(L− ikP⊥) , (2.11)
where k ∈ C is such that k2 is a spectral parameter for −∆, and then a matrix
T (k) :=
(
0 eikl
eikl 0
)
(2.12)
encoding the metric information about Γ. Here eikl is a diagonal E × E matrix with
diagonal entries eikle, e = 1, . . . , E. Defining U(k) := S(k)T (k), one can show [KS06] that
k2 is a non-zero eigenvalues of −∆ of multiplicity m(k), iff k is a zero of
det
(
1− U(k)) (2.13)
of order m(k). An eigenvalue zero has to be treated separately, see [KS06, BE09, BES15].
A similar, slightly more complicated condition can be obtained for operators of the form
H = −∆+ V , see [BER15].
The secular equation (2.13) can be used to derive a trace formula [Rot83, KS99b, BE09]
that expresses spectral functions in terms of sums over periodic orbits on the graph.
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2.2 Many-particle kinematics
Following the general construction of systems of several (distinguishable) particles from
given one-particle systems in quantum mechanics, the Hilbert space of N distinguishable
particles on a metric graph Γ is
HN = L2(Γ)⊗ · · · ⊗ L2(Γ) . (2.14)
Vectors in the tensor product are collections of functions ψe1...eN ∈ L2([0, le1]×· · ·×[0, leN ]).
These are functions of N variables describing the positions of the particles on the N edges
e1, . . . , eN , which do not need to be all different. In a slight abuse of notation we shall view
these collections of functions as functions on the domain
D
(N)
Γ :=
⋃
e1...eN
(0, le1)× · · · × (0, leN ) , (2.15)
such that we shall also use the notation HN = L2(D(N)Γ ).
N -particle observables are self-adjoint operators on HN . An operator O that respects
the tensor product structure (2.14) of the Hilbert space,
O =
N∑
i=1
1⊗ · · · ⊗ 1⊗Oi ⊗ 1 · · · ⊗ 1 , (2.16)
does not detect any correlations or interactions between particles. A Hamiltonian describ-
ing particle interactions, therefore, cannot be of this product form. In other words, particle
interactions will be implemented by choosing a Hamiltonian that does not have the product
structure. This can be achieved either in the form of, say, a potential
V (x1, . . . , xN) =
N∑
i,j=1
Vp(xi, xj) (2.17)
with explicit pair interactions. However, one can also implement interactions by choosing
an operator domain for an N -particle Laplacian −∆N , acting as
(−∆Nψ)e1...eN = −
∂2ψe1...eN
∂x2e1
− · · · − ∂
2ψe1...eN
∂x2eN
, (2.18)
that does not respect the tensor product structure for the operator.
When the N particles are indistinguishable, the exchange symmetry has to be imple-
mented in the kinematic set up of the quantum system. If one adopts the Bose-Fermi
alternative, the only relevant representations of the symmetric group will be the totally
symmetric one (for bosons) and the totally anti-symmetric one (for fermions). The quan-
tum state spaces then are the totally symmetric and the totally anti-symmetric subspaces
HN,B and HN,F , respectively, of (2.14)
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3 Singular pair interactions
A possible way of introducing interactions is to violate the tensor product structure (2.16)
with boundary conditions, either at the boundaries of the domains [0, le1]×· · ·×[0, leN ], or at
additional boundaries introduced for the purpose of generating other types of interactions.
Typically, such boundary conditions will lead to singular interactions that can formally be
expressed in terms of δ-functions, see e.g. [BEKS94, BMLL13].
3.1 Vertex-induced singular interactions
Boundary conditions imposed at the boundaries of [0, le1]× · · · × [0, leN ] alone correspond
to interactions that act when at least one particle sits in a vertex (corresponding to xej = 0
or xej = lej ). Hence we say that such interactions are vertex induced. An example for a
pair of particles on the same edge (of length l) would be the two-dimensional Laplacian
plus a formal potential of the form
v(x1, x2)
[
δ(x1) + δ(x1 − l) + δ(x2) + δ(x2 − l)
]
. (3.1)
A version of such an interaction on a Y -shaped graph can be found in [MP95].
Constructing N -particle Laplacians with boundary conditions is not as straight forward
as for one-particle Laplacians. The reason for this is that the minimal symmetric operator,
which is an N -particle Laplacian with domain C∞0 (D
(N)
Γ ), does not have finite deficiency
indices. For that reason it is more appropriate to construct self-adjoint realisations of the
N -particle Laplacian via their associated sesqui-linear forms.
In the following we restrict our attention to N = 2, noting that this case contains all
the essential steps in order to construct N -particle Hamiltonians with pair interactions.
As a first step we simplify the notation in that we define
ψe1e2(xe1, ye2) = ψe1e2(le1x, le2y) (3.2)
with x, y ∈ (0, 1). The 4E2 boundary values of functions ψ ∈ H1(D(2)Γ ) and derivatives of
functions ψ ∈ H2(D(2)Γ ) then are
ψbv(y) =


√
le2ψe1e2(0, le2y)√
le2ψe1e2(le1, le2y)√
le1ψe1e2(le1y, 0)√
le1ψe1e2(le1y, le2)

 and ψ′bv(y) =


√
le2ψe1e2,x(0, le2y)
−√le2ψe1e2,x(le1, le2y)√
le1ψe1e2,y(le1y, 0)
−√le1ψe1e2,y(le1y, le2)

 . (3.3)
Here y ∈ [0, 1] and the indices e1e2 run over all E2 possible pairs with e1, e2 = 1, . . . , E.
With the one-particle form domain (2.9) in mind we now introduce bounded and mea-
surable maps P, L : [0, 1]→ M(4E2,C) such that for a.e. y ∈ [0, 1],
1. P (y) is an orthogonal projector,
2. L(y) is a self-adjoint endomorphism on kerP (y).
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With these maps we can define the quadratic form,
Q
(2)
P,L[ψ] := 〈∇ψ,∇ψ〉L2(DΓ) − 〈ψbv, L(·)ψbv〉L2(0,1)⊗C4E2
=
E∑
e1,e2=1
∫ le2
0
∫ le1
0
(∣∣ψe1e2,x(x, y)∣∣2 + ∣∣ψe1e2,y(x, y)∣∣2) dx dy
−
∫ 1
0
〈ψbv(y), L(y)ψbv(y)〉C4E2 dy ,
(3.4)
and prove the following result [BK13b].
Theorem 3.1. Given maps P, L : [0, 1] → M(4E2,C) as above that are bounded and
measurable, the quadratic form (3.4) with domain
DQ(2) = {ψ ∈ H1(DΓ) : P (y)ψbv(y) = 0 for a.e. y ∈ [0, 1]} (3.5)
is closed and semi-bounded (from below).
The semi-bounded, self-adjoint operator associated with this form via the representation
theorem for quadratic forms [BHE08] can be identified as a self-adjoint realisation of the
Laplacian when its domain is contained in H2(D
(2)
Γ ); in this case the form is said to be
regular.
In order to identify regular forms we need to impose further restrictions on the maps
P and L. The first one is that they are block-diagonal, in the form
M(y) =
(
M˜(y) 0
0 M˜(y)
)
, (3.6)
with respect to an arrangement of the components of (3.3) where the upper two components
for all pairs e1, e2 are separated from the lower two components. Then we obtain the
following result [BK13b].
Theorem 3.2. Let L be Lipschitz continuous on [0, 1] and let P be of the block-diagonal
form (3.6). Assume that the matrix entries of P˜ are in C3(0, 1) and possess extensions of
class C3 to some interval (−η, 1 + η), η > 0. Moreover, when y ∈ [0, ε1] ∪ [l − ε2, l], with
some ε1, ε2 > 0, suppose that L(y) = 0 and that P˜ (y) is diagonal with diagonal entries
that are either zero or one. Then the quadratic form Q
(2)
P,L is regular. The associated
semi-bounded, self-adjoint operator is a Laplacian with domain
D2(P, L) := {ψ ∈ H2(D(2)Γ ) : (P (y) + L(y))ψbv(y) + P⊥(y)ψ′bv(y) = 0 for a.e. y ∈ [0, 1]} .
(3.7)
Note the similarity of (3.7) with (2.7).
As one would expect from a quantum systems with a configuration space of finite
volume, the spectrum of a two-particle Laplacian with domain (3.7) is discrete. Moreover,
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a Weyl law for the eigenvalue count holds: Let λn, n ∈ N, denote the eigenvalues of the
operator, then
N(λ) := #{n ∈ N : λn ≤ λ} ∼ L
2
4π
, λ→∞ , (3.8)
where L = le1 + · · ·+ leE is the total length of the metric graph, see [BK13b].
The constructions above can be carried over to bosonic or fermionic systems in a straight
forward manner; for details see [BK13b].
3.2 Contact interactions
Realistic two-particle interactions are often of the form (2.17). When the range of the
interaction is small one can model the pair potential with a Dirac-δ, so that the formal
N -particle Hamiltonian is
HN = −∆N + α
∑
i<j
δ(xi − xj) . (3.9)
Here ∆N denotes a non-interacting, self-adjoint realisation of the N -particle Laplacian and
α ∈ R is a constant determining the interaction strength. In this way an interaction takes
place when (at least) two particles are at the same position and, therefore, one speaks of
a contact interaction. In order to implement contact interactions in a self-adjoint operator
one has to impose boundary conditions along hyperplanes in the configuration space of N
particles that are characterised by equations xi = xj . Contact interactions for bosons on a
circle have, e.g., been studied in much detail in the form of the Lieb-Liniger model [LL63],
and for distinguishable particles on infinite star graphs in [Har07, Har08].
A self-adjoint operator representing the formal expression (3.9) can be defined as an
extension of the N -particle Laplacian with domain C∞0 (D
(N)
Γ ). This can be done much
in the same way as above for the vertex-induced singular interactions after additional
boundaries have been introduced to the domain (2.15). As contact interactions require
two particles to be on the same edge, components in (2.15) where e1, . . . , eN are N distinct
edges do not contribute. Taking the example of N = 2 as for the vertex-induced singular
interactions above, one introduces the subdivision
Dee := [0, le]× [0, le] = D+ee ∪D−ee , (3.10)
of diagonal domains, where
D+ee := {(x, y) ∈ Dee : x ≥ y} and D−ee := {(x, y) ∈ Dee : x ≤ y} . (3.11)
These subdivisions modify the total domain D
(2)
Γ , see (2.15). The resulting domain with
the additional boundaries is denoted as D
∗(2)
Γ .
Boundary values of components ψe1e2 of functions ψ ∈ H2(D∗(2)Γ ) and their derivatives
are as in (3.3) when e1 6= e2. For the remaining components, however, the additional
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boundaries lead to the boundary values
ψee,bv(y) :=


√
leψ
−
ee(0, ley)√
leψ
+
ee(le, ley)√
leψ
+
ee(ley, 0)√
leψ
−
ee(ley, le)√
leψ
+
ee(ley, ley)√
leψ
−
ee(ley, ley)


and ψ′ee,bv(y) :=


√
leψ
−
ee,x(0, ley)
−√leψ+ee,x(le, ley)√
leψ
+
ee,y(ley, 0)
−√leψ−ee,y(ley, le)√
2leψ
+
ee,n(ley, ley)√
2leψ
−
ee,n(ley, ley)


, (3.12)
for y ∈ [0, 1]. Here ψ±ee : D±ee → C and
ψ±ee,n :=
±1√
2
(
ψ±ee,x − ψ±ee,y
)
(3.13)
is the normal derivative along the diagonal part of the boundary.
The space Cn(E), n(E) = 4E2 + 2E, of boundary values decomposes into a 4E2-
dimensional subspace Wvert of vertex-induced boundary values as in Section 3.1, and a
2E-dimensional subspace Wcont of boundary values on diagonals associated with contact
interactions. Introducing maps P and L on [0, 1] that take values in the orthogonal projec-
tors and self adjoint maps on Wvert⊕Wcont, respectively, in the same way as in Section 3.1,
their restrictions to Wvert should satisfy the same properties as above. The restrictions to
the edge-e subspace of Wcont should take the form
Pcont,e =
1
2
(
1 −1
−1 1
)
and Lcont,e = −1
2
α(y)12 , (3.14)
where α : [0, 1]→ R is a possibly varying, Lipschitz-continuous interaction strength. With
boundary conditions as described in (3.7) this choice implies continuity of functions across
diagonals,
ψ+ee(ley, ley) = ψ
−
ee(ley, ley) , (3.15)
and satisfies jump conditions for the normal derivatives,
ψ+ee,n(ley, ley) + ψ
−
ee,n(ley, ley) =
1√
2
α(y)ψ±ee(ley, ley) . (3.16)
These conditions ensure a rigorous, self-adjoint realisation of the δ-type contact interactions
(3.9). The operator is a two-particle Laplacian with domain (3.7), where now
P = Pvert ⊕ Pcont and L = Lvert ⊕ Lcont . (3.17)
Hardcore contact interactions correspond to Dirichlet conditions along all diagonal bound-
aries. These conditions follow from δ-type interactions by taking the limit α → ∞. For
more detail see [BK13c].
As in the case of vertex-induced singular interactions, the spectrum of the two-particle
Laplacian with domain (3.7) and (3.17) is discrete and the Weyl law (3.8) holds [BK13c].
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3.3 A Lieb-Linger model on graphs
The contact interactions of Section 3.2 offer an opportunity to extend the Lieb-Linger
model of N bosons with δ-interactions on a circle to arbitrary metric graphs. Implementing
bosonic symmetry first requires to restrict the N -particle Hilbert space HN , see (2.14), to
its totally symmetric subspace HN,B. The projector ΠB to that subspace acts on vector
ψ ∈ HN as
(ΠBψ)e1...eN =
1
N !
∑
pi∈SN
ψepi(1)...epi(N) , (3.18)
where SN denotes the symmetric group. In order to implement δ-type contact interactions
one has to dissect the hyper-rectangles (0, le1)× · · · × (0, leN ) with at least two coinciding
edges, ei = ej with i 6= j, along the hyperplanes xei = xej . The resulting configuration
space is D
∗(N)
Γ . On the hyperplanes we impose boundary conditions that are equivalent to
(3.15)–(3.16).
The remaining, vertex related boundary values can be simplified by making use of the
particle exchange symmetry. For functions Ψ ∈ H1B(D∗(N)Γ ) they are
ψbv,vert(y) =
(√
le2 . . . leNψe1...eN (0, le2y1, . . . , leNyN−1)√
le2 . . . leNψe1...eN (le1 , le2y1, . . . , leNyN−1)
)
, (3.19)
and for derivatives,
ψ
′
bv,vert(y) =
( √
le2 . . . leNψe1...eN ,x1e1 (0, le2y1, . . . , leNyN−1)
−√le2 . . . leNψe1...eN ,x1e1 (le1, le2y1, . . . , leNyN−1)
)
, (3.20)
where y = (y1, . . . , yN−1) ∈ [0, 1]N−1.
Introducing maps Lvert, Pvert : [0, 1]
N−1 → M(2EN ,C) in analogy to (3.17), we are now
in a position to introduce the quadratic form
Q
(N)
B [ψ] = N
∑
e1...eN
∫ le1
0
· · ·
∫ leN
0
|ψe1...eN ,xe1 (xe1 , . . . , xeN )|2 dxeN . . .dxe1
−N
∫
[0,1]N−1
〈ψbv,vert, Lvert(y)ψbv,vert〉C2EN dy
+
N(N − 1)
2
∑
e2...eN
∫
[0,1]N−1
α(y1) |
√
le2 . . . leNψe2e2...eN (le2y1, ly)|2 dy ,
(3.21)
where ly = (le2y1, le3y2, . . . , leNyN−1), with form domain
D
Q
(N)
B
= {ψ ∈ H1B(D∗(N)Γ ); Pvert(y)ψbv,vert(y) = 0 for a.e. y ∈ [0, 1]N−1} . (3.22)
The first two lines in (3.21) define a bosonic N -particle Laplacian with vertex-related
boundary conditions, whereas the last line yields pairwise, δ-type contact interactions.
The hardcore limit, α→∞ (see above), of the Lieb-Liniger gas is the so-called Tonks-
Girardeau gas [Gir60].
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4 Bose-Einstein condensation
One of the most interesting questions arising for bosonic many-particle system is whether
they show the phenomenon of Bose-Einstein condensation (BEC). This occurs when below
a critical temperature the particles condense into the same one-particle state [PO56]. The
original version of BEC [Ein25] was found for free, i.e., non-interacting bosons in three
dimensions that are confined to box of finite volume and whose wave functions satisfy
standard conditions at the boundary of the box; it occurs in the thermodynamic limit of
increasing the particle number and the volume of the box while keeping the particle density
fixed. One can readily show that this form of BEC does not occur in one dimension as long
as standard boundary conditions are imposed. However, it has long been known that BEC
for free bosons does occur in one dimension when the boundary conditions are changed in
such a way that the free, one-particle Hamiltonian has a negative eigenvalue and in the
thermodynamic limit a gap remains in the spectrum between the ground state and the
continuum above zero [LW79, Ver11].
4.1 Free bosons
In a many-particle system of N free bosons, the Hamiltonian is a symmetrised version
of an operator with the tensor product structure (2.16). Its eigenvalues are of the form
k2n1+ · · ·+k2nN , where k2n is an eigenvalue of the one-particle Hamiltonian, which we assume
to be a Laplacian with domain (2.7). The number of negative eigenvalues is controlled by
the self-adjoint map L in the characterisation of the domain [BL10], and this determines
whether or not BEC is found in the thermodynamic limit. In this limit the volume growth
is achieved by stretching all edge lengths with the same factor, le 7→ ηle, η > 0. Hence, the
thermodynamic limit can be performed by sending the total length L =∑e le to infinity.
The first result required in order to prove BEC establishes a gap in the spectrum [BK14].
Proposition 4.1. Let −∆ be a one-particle Laplacian on a compact metric graph with
domain (2.7). Assume that L has at least one positive eigenvalue and let Lmax be the
largest eigenvalue. Then the ground state eigenvalue k20(L) of the Laplacian at total length
L converges to −Lmax in the thermodynamic limit L →∞.
In the grand canonical ensemble of statistical mechanics (see, e.g., [Sch06] for details),
the density of particles ρn(β, µL) in an eigenstate with eigenvalue k
2
n(L) is
ρn(β, µL) =
1
L
1
eβ(k2n(L)−µL) − 1 , (4.1)
where β = 1/kBT is the inverse temperature and µL ≤ k20(L) is the so-called chemical
potential which itself depends on L. More explicitly, µL is chosen such that
ρ =
1
L
∞∑
n=0
1
eβ(k2n(L)−µL) − 1 (4.2)
is the fixed density of particles on the graph for all values of L.
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Definition 4.2. We say that an eigenstate with eigenvalue k2n(L) is macroscopically occu-
pied in the thermodynamic limit if
lim sup
L→∞
ρn(β, µL) > 0 . (4.3)
If such an eigenstate exists we say that there is BEC into this eigenstate.
With these observations one is able to obtain a complete characterisation of free Bose
gases on compact graphs in terms of BEC [BK14].
Theorem 4.3. Let Γ be a compact metric graph with one-particle Laplacian defined on the
domain (2.7). If L is negative semi-definite, no BEC occurs at finite temperature in the
thermodynamic limit.
If, however, L has at least one positive eigenvalue, there exists a critical temperature
Tc > 0 such that BEC occurs below Tc in the thermodynamic limit.
The one-particle ground state eigenfunction into which all particles condense below the
critical temperature is peaked around the vertices and hence is not homogeneous, as it
would be in the classical case of particles in a box with Dirichlet boundary conditions, see
also [LW79].
4.2 Interacting bosons
For interacting bosons it is much harder to prove that BEC either holds or is absent [LS02,
LVZ03]. In the case of the Tonks-Girardeau gas [Gir60] of particles with hardcore interac-
tions on a graph, however, one can use a Fermi-Bose mapping in order to prove the absence
of phase transitions which then indicates an absence of BEC. The Fermi-Bose mapping is
a bijection between the set of bosonic many-particle Laplacians with hardcore interactions
and the set of free fermionic Laplacians on the same compact, metric graph. The fermionic
N -particle Hilbert space HN,F is the totally antisymmetric subspace of HN , i.e., the image
of the projector
(ΠFψ)e1...eN =
1
N !
∑
pi∈SN
(−1)sgnpiψepi(1)...epi(N) , (4.4)
compare (3.18). One notices that the antisymmetry implies that continuous fermionic func-
tions vanish along diagonal hyperplanes xei = xej , where ei = ej but i 6= j, as do functions
in the domain of a bosonic Laplacian with hardcore interactions. Using appropriate per-
mutations of edges one can construct a bijection between bosonic and fermionic functions
in such a way that the latter are in the domain of a fermionic quadratic form that is asso-
ciated with a free fermionic Laplacians. As the forms coincide, the Fermi-Bose mapping is
isospectral. For details of the construction we refer to [BK14]. In fermionic systems BEC
is well known to be absent. In the present case one calculates the free-energy density of
free fermions (with Dirichlet boundary conditions in the vertices) in the thermodynamic
limit,
fD,F (β, µ) = lim sup
L→∞
1
βL Tr e
−βHN = − 1
β
∫ ∞
0
log(1 + e−β(k
2−µ)) dk, (4.5)
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see [BK14]. This energy density is smooth and has no singularities in β which shows that
there is no phase transition, consequently indicating an absence of BEC.
Other forms of (repulsive) interactions can be modelled by pair potentials of the type
(2.17). On a metric graph this takes the form
(VN,Lψ)e1...eN (xe1 , . . . , xeN ) =
∑
i<j
Vp,L(xei − xej)ψe1...eN (xe1 , . . . , xeN ) , (4.6)
and gives rise to the (bosonic) N -particle Hamiltonian
HN = −∆N + VN,L . (4.7)
The pair potentials are repulsive when the functions Vp,L are non-negative, and for technical
reasons we assume that for all L > 0 there exist AL > 0 and ǫL > 0 such that Vp,L(x) ≥ ǫL
for all x ∈ [−AL, AL]. Moreover, the L1-norm of Vp,L is assumed to be independent of L.
These assumptions are consistent with choosing functions Vp,L that are a δ-series in the
thermodynamic limit L → ∞. One can, e.g., take Vp,L(x) = Lv(Lx) with v ∈ C∞0 (R),
v ≥ 0 and ‖v‖1 = α so that limL→∞ Vp,L(x) = αδ(x). With this choice the Lieb-Liniger
model will be recovered in the thermodynamic limit.
A Gibbs state at inverse temperature β > 0 is defined via
ωβ(O) :=
Tr
(
O e−βHN
)
Tr e−βHN
, (4.8)
where O is a (bounded) observable, i.e., a (bounded and) self-adjoint operator. If now
ψ0 is the ground state of the free bosonic system, i.e., composed of the ground state
eigenfunction φ0 of the one-particle Laplacian and N(φ0) is the particle number operator
in this ground state one can infer from Theorem 4.3 whether or not the non-interacting
system shows BEC. Assuming this to be the case, one can ask what the effect of adding
a repulsive interaction (4.6) is. It can be shown [BK16] that in the theromodynamic limit
the occupation of this ground state vanishes,
lim sup
L→∞
ωβ(N(φ0))
L = 0 . (4.9)
According to a direct analogue of Definition 4.2, this means that there is no BEC into
the free ground state. Hence, although BEC into the ground state was present in the free
bosonic system, even the smallest perturbation by repulsive pair interactions of the type
(2.17) make this condensation disappear.
Summarising, although free bosons on a compact metric graph may display BEC, an
addition of repulsive interactions is likely to destroy the condensate. The BEC that can oc-
cur is caused by δ-type, attractive, one-particle potentials in the vertices and the associated
condensate is not homogeneous, but concentrated around the vertices.
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5 Exactly solvable many-particle quantum graphs
Much of the success of one-particle quantum graph models relies on the fact that eigen-
values possess a simple characterisation in terms of a secular equation based on the finite-
dimensional determinant (2.13). On the one hand this enables one to compute eigenvalues
by searching for zeros of a low-dimensional determinant, and on the other hand it leads
to a trace formula that is an identity [Rot83, KS99b, BE09] rather than a semiclassical
approximation as in other, typical models of quantum systems (see, e.g., [Gut90]).
The secular equation rests on the fact that the edge-e component of an eigenfunction
must be of the form
ψe(xe) = ae e
ikxe + be e
−ikxe , (5.1)
with some coefficients ae, be ∈ C. It provides a sufficient condition that the 2E coefficients
must satisfy in order to yield an eigenfunction. Components of N -particle eigenfunctions
with eigenvalue λ are functions of N variables, xe1 , . . . , xeN , so that, in general, they are
of the form
ψe1...en(xe1 , . . . , xeN ) =
∫
RN
ae1...en(k1, . . . , kN) δ(k
2
1 + · · ·+ k2N − λ) ei(k1xe1+···+kNxeN ) dNk .
(5.2)
Hence, instead of the need to determine constants, in generic cases with N ≥ 2 a replace-
ment for the secular equation needs to determine coefficient functions ae1...en(·). This would
therefore be a condition imposed on elements of an infinite dimensional space.
However, under certain circumstances such conditions may collapse to a finite dimen-
sional subspace. This, indeed, will be the case if certain integrability conditions are satisfied
which imply that eigenfunctions can be represented by a so-called Bethe-ansatz [Gau14].
In essence, a Bethe-ansatz is a finite sum of plane waves,
ψBethe(x1, . . . , xN) =
∑
α∈J
Aα e
i(kα1 x1+···+k
α
N
xN ) , (5.3)
where J is a finite index set, such that the vectors (kα1 , . . . , k
α
N) with (k
α
1 )
2+ · · ·+(kαN )2 = λ
are drawn from a finite subset of RN . Contrasting this with the general form (5.2) of an
N -particle eigenfunction suggests that a Bethe-ansatz will only be possible under some
strict conditions. These integrability conditions (see, e.g., [Gau14, CC07]) are also behind
the Lieb-Liniger model, for which it has long been known that eigenfunctions can be
characterised in terms of a finite number of coefficients [LL63] and take a Bethe-ansatz
form (5.3). The first example of a quantum graph with a non-trivial vertex where a Bethe-
ansatz was shown to work is a particle on a line or ring with one vertex, where non-Kirchhoff
conditions are imposed [CC07]. Since N particles on a graph have a configuration space
that is composed of subsets of RN , a further class of example in this spirit where a Bethe-
ansatz for the eigenfunctions is known to exist is given by the Dirichlet- or Neumann
Laplacian on a fundamental domain for the action of a Weyl group [B8´0]. Indeed, the
mechanism behind these examples can be carried over to a class of quantum graph models,
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generalising the approach of [CC07]. This has been done in [BG17a, BG17b], and in the
following we will review those results.
The simplest example is that of two bosons on an interval [0, l] with Dirichlet boundary
conditions at the interval ends and a δ-interaction (3.9) between the particles. This is a
modification of the Lieb-Liniger model first studied by Gaudin [Gau71]. The two-particle
Hilbert space
H2 = L2(0, l)⊗ L2(0, l) ∼= L(D) , (5.4)
where D is the square (3.10) that will be dissected as in (3.11). Accordingly, ψ± ∈ L2(D±),
for which the Bethe-ansatz
ψ±(x1, x2) =
∑
P∈W2
A±P e
i(kP (1)x1+kP (2)x2) , (5.5)
can be shown to lead to eigenfunctions. Here W2 is a Weyl group, which is a finite group
with eight elements. The fact that the ansatz (5.5) is consistent comes from the conditions
an eigenfunction has to satisfy:
(i) −∆ψ = λψ;
(ii) ψ(x1, x2) = ψ(x2, x1);
(iii)
(
∂
∂x1
− ∂
∂x2
)
ψ(x, x) = αψ(x, x);
(iv) ψ(0, x) = ψ(l, x) = 0.
These conditions are compatible with the plane-wave form A ei(k1x1+k2x2) and only require
substitutions of the wave vectors (k1, k2) with either (k2, k1), (−k1, k2), or combinations
thereof. These operations, seen as an action of a group on R2, generate the action of the
Weyl groupW2 = Z/2Z⋊S2. An interesting interpretation of this in terms of reflected rays
can be found in [McG64]. The conditions (i)–(iv) also yield a restriction on the allowed
wave vectors,
e−2iknl =
kn + km − iα
kn + km + iα
kn − km − iα
kn − km + iα , (5.6)
for all n 6= m ∈ {1, 2}. Solutions (k1, k2) 6= (0, 0) with 0 ≤ k1 ≤ k2 then give eigenvalues
λ = k21 + k
2
2.
The above model, for N bosons, was first studied by Gaudin [Gau71, Gau14]. The
original Lieb-Liniger model [LL63], however, was formulated for particles on a circle. In-
stead of the Dirichlet conditions (iv) one then has to require periodic boundary conditions,
which renders the reflection (k1, k2) 7→ (−k1, k2) expendable. The Bethe ansatz for the
Lieb-Liniger model, therefore, only requires a summation over the symmetric group S2,
rather than over the Weyl group W2 = Z/2Z ⋊ S2 as in (5.5). Hence, one concludes that
the boundaries of the interval are responsible the additional reflections necessary in the
Bethe ansatz. In a graph language, the interval ends are vertices of degree one. Adding a
vertex of degree two in the context of a Bethe ansatz was first done in [CC07], where is
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was found that this is incompatible with δ-pair interactions. Instead, the interactions were
modified to include another contribution that formally looks like δ(x1 + x2). This means
that the particles do not only interact when they touch, but also when they are the same
distance away from the vertex on either of the edges connected by the vertex. If then this
interaction is provided with a variable strength that is supported in a neighbourhood of
the vertex, this will still be a localised interaction.
An extension of this method to arbitrary metric graphs with generalisations of the
interactions introduced in [CC07] has been done in [BG17a], and an extension toN particles
can be found in [BG17b]. The first step is to define the singular pair interactions, and this is
most clearly done on a star graph of d half-lines. Then a given metric graph is first converted
into its star representation, consisting of |V| star graphs, i.e., one for each v ∈ V of degree
dv. A Bethe ansatz is made for each star graph, and then the boundary conditions that
represent the pair interactions on each star, as well as the matching conditions that allow
to recover the original graph from its star representation imply conditions that characterise
eigenvalues of the Laplacian with the singular pair interactions.
If now Γv is the star graph with dv half-lines that is associated with the vertex v ∈ V,
the Hilbert space is ⊕ee′L2(Dee′); here e and e′ are edge labels and Dee′ = R2+ is the
two-particle configuration space when one particle is on edge e and the other one on e′.
These configuration spaces are dissected into D+ee′ and D
−
ee′, which are defined in analogy to
(3.11), and the restrictions of functions ψee′ to D
±
ee′ are denoted as ψ
±
ee′. One then requires
that
ψ+ee′(x, x) = ψ
−
e′e(x, x) ,(
∂
∂x1
− ∂
∂x2
− 2α
)
ψ+ee′(x, x) =
(
∂
∂x1
− ∂
∂x2
)
ψ−e′e(x, x) .
(5.7)
These conditions are similar to those generating δ-interactions. However, they apply to all
pairs of edges, not only the diagonal ones. Hence there is a singular interaction, also across
edges, whenever two particles are the same distance away from the vertex. A Bethe ansatz
(5.5) is then introduced for the functions ψ±ee′ , with the yet to be determined coefficients
A±P,ee′. In a next step one has to cut the edges of the stars to the finite lengths that are
required and then glue the stars to finally yield the original compact graph. In this glueing
process it has to be ensured that the interactions only take place when two edges are
connected in the same vertex, and not arbitrarily across the graph. In addition to (5.7),
this yields conditions to be imposed on the coefficients A±P,ee′. These conditions can be
formulated in terms of secular equations involving determinants
Z(k1, k2) = det
(
1− U(k1, k2)
)
, (5.8)
where
U(k1, k2) = E(k2)Y (k2 − k1)(12 ⊗ S(k2)⊗ 12E)Y (k1 + k2), (5.9)
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and
Y (k) =
1
k + iα
(−iα k
k −iα
)
⊗α+
(
0 1
1 0
)
⊗ (1E2 −α)TE2
E(k) = 14E ⊗
(
0 1
1 0
)
⊗ eikl;
(5.10)
Here TE2 is a permutation matrix, and α is a diagonal matrix with the interaction strengths
(which could, in principal, be different for each pair of edges) αee′ on the diagonal. More
details can be found in [BG17a]. The final result is the following statement.
Theorem 5.1. Let −∆2 be a two-particle Laplacian on a compact metric graph with pair
interactions as decribed above. Then the zeros (k1, k2), where 0 ≤ k1 ≤ k2, of Z(ki, kj) for
i 6= j ∈ {1, 2} of order m correspond to eigenvalues k11 + k22 of −∆2.
We note that, with (5.8) in mind, the secular equations are reminiscent of the one-
particle case (2.13). Some special cases and numerical results in some example can be
found in [BG17a]. The generalisation to N particles follows the same lines and is contained
in [BG17b].
6 Many-particle models on a simple non-compact graph
In this section we are concerned with interacting two-particle systems on a simple non-
compact quantum graph, namely the positive half-line R+ = [0,∞). More specifically,
the Hamiltonian has several contributions: a hard-wall binding potential and two singular
contributions, one of which is of the vertex-induced type defined in Section 3.1 and the
other one representing the contact interactions introduced in Section 3.2. The Hamiltonian
is formally given by
H = − ∂
2
∂x2
− ∂
2
∂y2
+ vb(|x− y|) + v(x, y) [δ(x) + δ(y)] + α(y)δ(x− y) , (6.1)
where vb : R+ → R+ is a (hard-wall) binding potential that is (formally) defined via
vb(x) :=
{
0 for x ≤ d ,
∞ otherwise , (6.2)
where d > 0 characterises the size of the pair. We realise this formal potential by requiring
Dirichlet boundary conditions at |x− y| = d. Furthermore, v : R2+ → R is supposed to be
a real-valued, symmetric and bounded potential, v ∈ L∞(R2+). Note that setting d = ∞
corresponds to the case where no binding potential in (6.1) is added. Also note that we
always assume α(·) ∈ L∞(R+).
It is important to note that interactions of the form (6.1) generically break translation
invariance, even with potentials v(x, y) = v(|x−y|), and consequently lead to non-separable
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many-body problems. Although only rarely discussed in the literature, they have important
applications in various areas of physics [Gla93, GN05].
Other important situations in which singular interactions of the above form are expected
can be found in solid-state physics. For example, similar to the Cooper pairing mechanism
of superconductivity [Coo56], two electrons in a metal can effectively interact with each
other through the interaction of each individual particle with the lattice via electron-
phonon-electron interactions. Hence, if a metal exhibits spatially localised defects, there
will be effective, spatially localised two-particle interactions.
Furthermore, the idea to consider a binding potential in (6.1), which effectively leads
to a ‘molecule’, or a pair of particles, also originated from Cooper’s work [Coo56]; another
example can be found in [QU16], where the scattering of a bound pair of particles at
mirrors is investigated. As a matter of fact, it was Cooper who realised that electrons in a
metal will form pairs (Cooper pairs), if the metal is in the superconducting phase, i.e., is
cooled below some critical temperature [BCS57, MR04a]. Hence, the Hamiltonian (6.1), or
versions thereof, provide toy models to investigate bound pairs of particles in a quantum
wire with defects [KM17, Kera]. Most importantly, in this model one can derive rigorous
results related to the superconducting behaviour of quantum wires [Kerb, Kerd, Kerc].
6.1 The model without hard-wall binding potential
In this subsection we present results regarding the Hamiltonian (6.1) without binding
potential, i.e., vb ≡ 0. For more detail, we refer to [BK13b, BK13c, KM16, EK17] from
which most of the results are taken.
In a first step one has to give a rigorous meaning to the Hamiltonian (6.1), which is only
formally defined due the δ-distributions. This requires a suitable variant of Theorem 3.1
and Section 3.2. (Note that here the two-particle configuration space without binding
potential is R2+). In order to do this one constructs a quadratic form on L
2(R2+),
q∞α,σ[ϕ] :=
∫
R2+
|∇ϕ|2 dx−
∫ ∞
0
σ(y)|γ(ϕ)|2dy +
∫ ∞
0
α(y)|ϕ(y, y)|2 dy , (6.3)
where σ(y) := −v(0, y) is a real-valued boundary potential and γ(ϕ) := (ϕ(y, 0), ϕ(0, y))T
are the boundary values of ϕ ∈ H1(R2+), which are well-defined in L2(∂R2+) due to the
trace theorem for Sobolev functions [Dob05]. In the same way one defines ϕ|x=y as the
trace of ϕ ∈ H1(R2+) along the diagonal x = y.
Theorem 6.1. For any given σ, α ∈ L∞(R+) the form
(
q∞α,σ, H
1(R2+)
)
is bounded from
below and closed.
Hence, according to the representation theorem for quadratic forms [BHE08] there ex-
ists a unique self-adjoint operator associated with the form q∞α,σ. We denote this operator
by −∆d=∞σ,α . Since the only volume term in (6.3) is associated with the ∇-operator, this op-
erator acts as the standard two-dimensional Laplacian −∆ on functions ϕ ∈ D(−∆d=∞σ,α ) ⊂
19
H1(R2+). The boundary integrals in (6.3), on the other hand, reflect boundary condi-
tions. More explicitly, one has coordinate-dependent Robin conditions along ∂R2+, and
coordinate-independent jump conditions along the diagonal x = y, see [BK13c, KM16] for
more detail.
In a next step we characterise the spectrum of the self-adjoint operator −∆d=∞σ,α .
Theorem 6.2. For any given σ, α ∈ L∞(R+) one has [0,∞) ⊂ σess(−∆d=∞σ,α ). Further-
more, if σ(y), α(y)→ 0 as y →∞ one has σess(−∆d=∞σ,α=0) = [0,∞).
Proof. See the proof of [Theorem 3.1,[KM16]] for the case where α = 0. An inspection of
this proof then allows one to conclude the statement above.
The discrete part of the spectrum, i.e., isolated eigenvalues with finite multiplicity, is
characterised in the following statement.
Theorem 6.3. Assume that σ, α ∈ L1(R+) and that inf σess(−∆d=∞σ,α ) = 0. Then, if∫
R+
[2σ(y)− α(y)] dy > 0 , (6.4)
negative eigenvalues will exist.
Proof. As in the proof of [Theorem 3.3,[KM16]] one picks the test function ϕε(r) := e
−rε ,
ε > 0, defined in polar coordinates. Evaluating q∞α,σ[ϕε] one performs the limit ε → 0
to conclude that q∞α,σ[ϕε] < 0 for small enough ε. The statement then follows by the
variational principle [BHE08]. Note that the factor of 2 is due to the fact the there are
two boundary segments of R2+.
Lemma 6.4. Assume that σ, α ∈ L∞(R+) have bounded support. Then there exist only
finitely many negative eigenvalues.
Proof. The statement follows from a bracketing argument, see [BHE08] for a general dis-
cussion and [KM16, KM17] for applications of this technique.
In a first step one writes R2+ = BR(R
2
+) ∪ (R2+ \ BR(R2+)) where BR(R2+) := {(x, y) ∈
R
2
+ : x
2+ y2 < R2}. The comparison operator then is a direct sum of two two-dimensional
Laplacians, i.e.,
−∆BR(R2+) ⊕−∆R2+\BR(R2+) (6.5)
with the same boundary conditions as −∆d=∞σ,α , except for additional Neumann boundary
conditions along the dissecting line. We then choose R large enough so that σ = α = 0
in R2+ \ BR(R2+). Accordingly, −∆R2+\BR(R2+) is a positive operator. On the other hand,−∆BR(R2+) is defined on a bounded Lipschitz domain and hence has purely discrete spec-
trum, i.e., its essential spectrum is empty and there are only finitely many negative eigen-
values. Consequently, the operator bracketing
−∆BR(R2+) ⊕−∆R2+\BR(R2+) ≤ −∆d=∞σ,α (6.6)
implies the statement.
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6.2 The model with hard-wall binding potential
The model with non-vanishing binding potential, but vanishing contact interaction, was
first studied in [KM17]. The first important difference to the case where vb ≡ 0 is that the
two-particle configuration space is reduced from R2+ to the ‘pencil-shaped’ domain
Ω := {(x, y) ∈ R2+ : |x− y| ≤ d} . (6.7)
Hence, the underlying Hilbert space is L2(Ω) rather than L2(R2+). As before, a rigorous
realisation of (6.1) is obtained via the form
qdα,σ[ϕ] :=
∫
Ω
|∇ϕ|2 dx−
∫ d
0
σ(y)|γ(ϕ)|2dy +
∫ ∞
0
α(y)|ϕ(y, y)|2 dy , (6.8)
which is defined on Dq := {ϕ ∈ H1(Ω) : ϕ|∂ΩD = 0}, where ∂ΩD := {(x, y) ∈ R2+ : |x−y| =
d}. Note that the Dirichlet boundary conditions along ∂ΩD are due to the choice of the
hard-wall binding potential.
Theorem 6.5. For every σ, α ∈ L∞(R+) the form
(
qdα,σ,Dq
)
is bounded from below and is
closed.
As before, the representation theorem of forms assures the existence of a unique self-
adjoint operator associated with qdα,σ which shall be denoted by −∆dσ,α. Again, this operator
acts as the standard two-dimensional Laplacian with coordinate dependent Robin boundary
conditions along the boundary segments with x = 0 or y = 0 as well as a jump condition
along the diagonal x = y as before, see [Remark 1,[KM17]] for a more detail.
So far the presence of a binding potential made no difference. However, as soon as we
characterise the spectrum of −∆dσ,α, the effect of the binding potential becomes obvious.
Theorem 6.6. Assume that σ, α ∈ L∞(R+) are given. Then [2π2/d2,∞) ⊂ σess(−∆dσ,α).
Furthermore, if α(y)→ 0 as y →∞ one has σess(−∆dσ,α) = [π2/2d2,∞).
Proof. We only add some remarks, see [Theorem 2,[KM17]] and the proof of Theorem 6.2
for more detail.
In order to show the first part, one takes a Weyl sequence which consists of (normalised)
ground states of the Dirichlet-Laplacian on rectangles [0, L]× [0, d/√2] that are placed in
Ω such that the ‘L-boundary segments’ touch ∂ΩD as well as the diagonal x = y. The form
qdα,σ evaluated for these states gives 2π
2/d2 + π2/L2. Hence, letting L tend to any limit
(including infinity) the statement follows. Note that the integral along the diagonal does
not contribute due to the Dirichlet boundary conditions.
Regarding the second part one takes basically the same ground states but on rectangles
[0, L]× [0,√2d]. Now, the contribution of the integral along the diagonal does not vanish
but, since α(y)→ 0 as y →∞, it can be made arbitrarily small. This proves the statement.
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Theorem 6.6 illustrates that, as long as the contact interaction strength converges to
zero, the binding potential leads to a shift of the essential spectrum by at least π2/2d2. As
for the effect on the discrete spectrum we first note that whenever d =∞, by Theorem 6.2
this is trivial for σ = α = 0. From a physical point of view this seems reasonable since there
is no attractive potentials that could lead to bound states. However, quite surprisingly, for
d <∞ and σ = α = 0 we have the following result [Theorem 3,[KM17]].
Theorem 6.7. Consider the self-adjoint operator −∆dσ=0,α=0, i.e., we assume that σ =
α = 0. Then
σd(−∆dσ=0,α=0) 6= ∅ . (6.9)
In other words, there exist eigenvalues below π2/2d2.
Note that the existence of eigenvalues smaller than π2/2d2 for vanishing boundary and
contact potential is a purely quantum mechanical effect. Furthermore, it is a geometrical
effect since no non-trivial discrete spectrum would exist if one considered the two-particle
system on the full line R instead of the half-line R+, see [Remark 4,[KM17]].
Of course, if one assumes that σ(y) ≥ 0 for a.e. y ∈ [0, d], and α(y) ≤ 0 for a.e.
y ∈ [0,∞), the discrete spectrum will also be non-empty since the boundary integrals in
qdα,σ are negative (note here the minus sign in the definition of the boundary potential σ).
However, one may ask what happens when a positive boundary potential σ becomes large.
Since this implies a strong repulsive singular two-particle interaction localised at the origin,
bound states may no longer exist. Indeed, we have the following result.
Theorem 6.8. There exists a constant γ < 0 such that σd(−∆dσ,α) = ∅ whenever σ(y) ≤ γ
for a.e. y ∈ [0, d], α(y) ≥ 0 for a.e. y ∈ [0,∞) and α(y)→ 0 as y →∞.
Proof. Withouth contact potential α this result has been shown in [Theorem 4,[KM17]].
Now, by Theorem 6.6 we conclude that inf σess(−∆dσ,α) = π2/2d2. Furthermore, since
α is assumed to be strictly positive, the corresponding operator is larger (in the sense of an
operator bracketing) than the operator with same boundary potential σ, but without con-
tact potential. Consequently, if there existed an eigenvalue smaller than π2/2d2 the same
would hold for the operator without contact potential. This, however, is in contradiction
with [Theorem 4,[KM17]].
Theorem 6.8 shows that strong singular interactions at the origin (without contact
interaction) destabilise the system in the sense that no discrete spectrum is present anymore
when compared to the free system with σ = α = 0.
6.3 Random singular pair interactions
In this subsection we consider a generalisation of the Hamiltonian (6.1) in the sense that the
singular, vertex-induced pair interactions are not only present in the origin or the vertex
of the graph. This seems desirable since, as described previously, localised two-particle
interactions can be associated with defects in the metal and such defects occur, of course,
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not only at the origin but everywhere in the wire. We note that this model was formulated
in [?] to which we also refer for more detail.
Since the spatial positions of defects in a real metal varies from metal to metal it seems
reasonable not to work with a specific (deterministic) two-particle Hamiltonian, but with
a random one. In other words, in this section we enter the realm of random Schro¨dinger
operators which in recent years have become an important research area [Sto01, Kir08].
Most importantly, using the language of random Schro¨dinger operators, one has been
able to give a rigorous description of various phenomena in physics such as Anderson
localisation [And58, CFKS87].
Turning to our model, we consider a system of two particles on the half-line R+ whose
random Hamiltonian shall formally be given by
Hω = − ∂
2
∂x2
− ∂
2
∂y2
+ vb(|x− y|) +
∞∑
i=1
vi(x, y) [δ(x− ai(ω)) + δ(y − ai(ω))] , (6.10)
where (ai(ω))i∈N are the random positions of the defects, called atoms in the sequel. As
before we assume that (vi)i∈N are real-valued, bounded and symmetric, vi(x, y) = vi(y, x).
Furthermore, we define li(ω) := ai(ω) − ai−1(ω) for i ≥ 1 and set a0(ω) := 0. In other
words, li(ω) is the random distance between the i− 1-st and the i-th atom.
Now we consider the lengths (li(ω))i∈N as a family of independent random variables
over some probability space (Π, ξ,P) generated by a Poisson process, see [Sto95] for more
detail. More explicitly, we assume that the probability for the length li(ω) to be in the
interval [a, b] is given by
P [li ∈ [a, b]] = ν
∫ b
a
e−νldl , (6.11)
with ν > 0 denoting the Poisson density.
Again, due to the presence of δ-potentials in (6.10) we shall again use a suitable
quadratic form to rigorously construct a self-adjoint operator that is associated with the
formal expression (6.10). We introduce
qω[ϕ] =
∫
Ω
|∇ϕ|2 dx+
∞∑
i=1
∫
Γi(ω)
σi(y)|γi(ϕ)|2 dy , (6.12)
where γi(ϕ) denotes the restriction (in the sense of traces of Sobolev functions) to
Γi(ω) := {(x, y) ∈ Ω : x = ai(ω) or y = ai(ω)} . (6.13)
Furthermore, we set σi(y) := −vi(0, y). Due to the infinite sum appearing in (6.12) it may
not be possible to define qω on all of Dq ⊂ H1(Ω). Since we want to find a closed realisation
of the form qω we have to guess a suitable sub-domain. Indeed, one has the following result
[Theorem 2.1,[?]].
Theorem 6.9. Let (σi(ω))i∈N ⊂ L∞(R+) be given. Then the form qω on the domain
Dq(ω) = {ϕ ∈ H1(Ω) : qω[ϕ] <∞} (6.14)
is positive and closed for almost every ω ∈ Π.
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We denote the unique self-adjoint operator associated with the form qω as −∆σ(ω).
The random Schro¨dinger operators usually considered in the literature have an aston-
ishing property, namely that the spectrum is almost surely non-random [PF92, Kir08],
which is due to a certain ergodicity property of the models. For our model, we will see
that only the essential part of the spectrum is non-random. The discrete part, however, is
random. Indeed we have the following results [Theorem 3.1, Lemma 3.4, Theorem 3.5,[?]].
Theorem 6.10. Let (σi(ω))i∈N ⊂ L∞(R+) be given. Then
σess(−∆σ(ω)) = [π2/2d2,∞) (6.15)
almost surely.
The discrete part of the spectrum, on the other hand, is random. More explicitly, we
obtain the following result.
Theorem 6.11. Let (σi(ω))i∈N ⊂ L∞(R+) be given. Then
P[σd(−∆σ(ω)) 6= ∅] > 0 . (6.16)
Furthermore, there exists a constant γ = γ(d) > 0 such that if inf σk > γ for one k ∈ N
then
P[σd(−∆σ(ω)) = ∅] > 0 . (6.17)
Theorem 6.11 tells us that the discrete part of the spectrum is destroyed with finite
probability as well as conserved with finite probability. This leads to an interesting physical
implication: In general, disorder is associated with a suppression of transport as in the
Anderson localisation phenomenon. However, assuming that no dense pure point spectrum
is created in [π2/2d2,∞) and that the density of states does not change, Theorem 6.11
implies that disorder may lead to an improvement of transport with finite probability
according to ‘Fermi’s golden rule’.
6.4 The condensation of electron pairs in a quantum wire
In this subsection we want to report on the results that were obtained in [Kerb, Kerd,
Kerc]. Since we are interested in pairs of particles, we consider the case where d < ∞,
i.e., we assume that a hard-wall binding potential vb is present. In the previous sections
we worked on the full Hilbert space L2(Ω) describing two distinguishable and spinless
particles. However, since we are interested in applying the Hamiltonian (6.1) to understand
superconductivity, which involves electrons, we need to implement the exchange symmetry
of identical particles.
In this review we restrict ourselves to the case considered in [Kerb] where the two
electrons are assumed to have the same spin. This leads to the requirement that the
two-particle wave function has to be anti-symmetric. The case of opposite spin, which is
realised in actual Cooper pairs, is considered in [Kerc]. We only mention here that the
results regarding the condensation there are comparable.
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In order to ensure anti-symmetry of the wave function we work in the anti-symmetric
subspace
L2a(Ω) := {ϕ ∈ L2(Ω) : ϕ(x, y) = −ϕ(y, x)} . (6.18)
We then introduce the quadratic form
qdσ[ϕ] :=
~2
2me
∫
Ω
|∇ϕ|2 dx−
∫ d
0
σ(y)|γ(ϕ)|2dy , (6.19)
where σ ∈ L∞(R+), on this subspace. Here we added physical constants with me denoting
the electron mass. The domain of the form is given by Dq := {ϕ ∈ H1(Ω) ∩ L2a(Ω) :
ϕ|∂ΩD = 0}. Again, this form is closed and bounded from below, and hence there exists a
unique self-adjoint operator associated with this form. This is the Hamiltonian of our two-
particle system. We denote this operator, which again acts as the standard two-dimensional
Laplacian, as −∆dσ.
Theorem 6.12 ([Kerb]). One has
σess(−∆dσ) = [~2π2/med2,∞) . (6.20)
Furthermore, if σ = 0 then
σd(−∆dσ=0) = {E0} , (6.21)
i.e., there is exactly one eigenvalue with multiplicity one below the bottom of the essential
spectrum. In addition, one has
0.25 · ~
2π2
med2
≤ E0 ≤ 0.93 · ~
2π2
med2
. (6.22)
Theorem 6.12 has an interesting physical consequence: one important measurable quan-
tity associated with the superconducting phase of a metal is the so-called spectral gap
∆ > 0, see [MR04a]. This spectral gap is responsible, for example, for the exponential
decay of the specific heat at temperatures lower than the critical one. It is one of the
successes of the BCS-theory that the spectral gap can be interpreted as the binding energy
of a single Cooper pair. In other words, the spectral gap measures the energy necessary
to break up one Cooper pair. Due to the choice of the hard-wall binding potential, in our
model the pair cannot be broken up. However, it is possible to excite a pair. Since, as we
will see later, the pairs condense into the ground state it seems reasonable to identify the
spectral gap as the excitation of a pair from the ground state to the first excited states. In
other words, in our model one obtains the relation
∆ = ∆(d) ∼ ~
2π2
med2
(6.23)
for the spectral gap. This relation establishes a direct link between the spatial extension
of a pair and the spectral gap. In particular, since the spectral gap in superconducting
25
metals is of order 10−3eV [MR04a], the relation (6.23) implies that d is of the order 10−6m.
Interestingly, this agrees with Cooper’s estimate as presented in [Coo56].
In order to study the condensation phenomenon (similar to BEC as in Section 4) of
electron pairs one has to employ methods from quantum statistical mechanics (see, e.g.,
[Sch06]). In particular, one has to perform a thermodynamic limit as in Section 4, and
this requires to restrict the system from the half-line to the interval [0, L]. The underlying
Hilbert space then is L2a(ΩL), with
ΩL := {(x, y) ∈ Ω : 0 ≤ x, y ≤ L} . (6.24)
The natural generalisation of (6.19) is defined on the domain DqL := {ϕ ∈ H1(ΩL) ∩
L2a(ΩL) : ϕ|∂ΩL,D = 0} with ∂ΩL,D := {(x, y) ∈ ∂ΩL : |x− y| = d or x = L or y = L}. In
other words, one introduces additional Dirichlet boundary conditions along the dissecting
lines x = L and y = L. We denote the associated self-adjoint operator by −∆dσ,L.
Since ΩL is a bounded Lipschitz domain, −∆dσ,L has purely discrete spectrum. We
denote its corresponding eigenvalues, counted with multiplicity, by {Eσn(L)}n∈N0.
Lemma 6.13. Assume that σ = 0. Then
lim
L→∞
Eσ=00 (L) = E0 . (6.25)
Furthermore, Eσ=0n (L) ≥ ~
2pi2
med2
for all n ≥ 1 and L > d.
Lemma 6.13 implies the existence of a finite spectral gap in the thermodynamic limit
which eventually is responsible for the condensation of the pairs.
Recalling Definition 4.2, we can now establish the main result of this section.
Theorem 6.14. For σ = 0 there exists a critical density ρcrit(β) such that the ground state
is macroscopically occupied in the thermodynamic limit for all pair densities ρ > ρcrit(β).
Furthermore, there exists a constant γ < 0 such that, for all pair densities ρ > 0, no
eigenstate is macroscopically occupied if ‖σ‖∞ < γ.
Proof. For the proof see the proofs of [Theorem 3.3 and Theorem 3.6,[Kerb]] as well as
[Theorem 4.4,[Kerc]].
Theorem 6.14 shows that the pairs condense in the quantum wire given that there are no
repulsive singular two-particle interactions localised at the origin. However, if the singular
interactions are strong enough, the condensate in the ground state will be destroyed. Hence,
if one identifies the superconducting phase with the presence of a condensate of pairs (here
in an eigenstate for non-interacting pairs), Theorem 6.14 shows that the superconducting
phase in a quantum wire can be destroyed by singular two-particle interactions.
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6.5 The impact of surface defects on the superconducting phase
In this final section we report on yet another application of the two-particle model in-
troduced above which was presented in [Kerd]. More explicitly, we extend the model
characterised by the form (6.19) and the associated Hamiltonian −∆dσ defined on the anti-
symmetric Hilbert space L2a(Ω). However, we will only consider the case where there are
no singular, vertex-induced two-particle interactions at the origin, i.e., we set σ = 0.
In Section 6.4 we investigated the (Bose-Einstein) condensation of pairs of electrons.
Theorem 6.14 shows that the pairs condense into the ground state if no singular interactions
are present and given the pair density ρ > 0 is large enough. Also, the presence of
condensation is paramount for the existence of the superconducting phase. Real metals
are never perfect and there exist defects that affect the behaviour of electrons in the bulk.
However, besides defects in the bulk, a real metal will also exhibit defects on the surface,
i.e., a real surface will not be arbitrarily smooth. Note that the existence of a surface is, to a
first approximation, not taken into account in most discussions in solid state physics, since
the solid is modelled to be infinitely extended in order to conserve periodicity. However, it
has also long become clear that surface effects cannot be neglected altogether [FS04]. It is
aim of this section to introduce a model to investigate the effect of surface defects on the
superconducting phase in the bulk of a quantum wire by investigating their effect on the
condensation of electron pairs in the bulk.
In order to take surface defects into account we have to extend our Hilbert space. More
explicitly, we set
H := L2a(Ω)⊕ ℓ2(N) , (6.26)
where ℓ2(N) is the space of square-summable sequences. Consequently, a given pair of
electrons is described by a state of the form (ϕ, f)T , with ϕ ∈ L2a(Ω) and f ∈ ℓ2(N). This
means that we model the surface defects as the vertices of the discrete graph N, which seems
reasonable in a regime where the spatial extension of those defects is small compared to
the bulk.
The Hamiltonian of a free pair of electrons on H is given by
Hp := −∆dσ=0 ⊕ L(γ) , (6.27)
where L(γ) is the (weighted) discrete Laplacian acting via
(L(γ)f)(n) =
∞∑
m=1
γmn (f(m)− f(n)) , (6.28)
with (γ)mn =: γmn = δ|n−m|,1en and (en)n∈N ⊂ R+.
Now, since we are interested in the condensation phenomenon we have to restrict the
system to a finite volume as we have done in the previous section. More explicitly, the
finite volume Hilbert space is given by
HL := L2a(ΩL)⊕ Cn(L) , (6.29)
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where n(L) ∈ N denotes the number of surface defects in the interval [0, L]. On this Hilbert
space one considers HLp , i.e., the restriction of Hp to the finite-volume Hilbert space HL.
This operator has purely discrete spectrum and the eigenvalues are the union of those
coming from −∆dσ|L2a(ΩL) (where this operator is defined as in the previous section) and
L(γ)|Cn(L).
In order to formulate the model it is convenient to use the formalism of second quan-
tisation [MR04a]. This means that one works on the Fock space over HL, rather than on
HL itself. The second quantisation of HLp is given by
Γ(HLp ) =
∞∑
n=0
Eσ=0n (L)a
∗
nan +
n(L)∑
k=1
λk(L)b
∗
kbk , (6.30)
where (Eσ=0n (L))n∈N0 are the eigenvalues of −∆dσ=0|L2a(ΩL) and (λk(L))k=1,...,n(L) are the
eigenvalues of L(γ)|Cn(L), counted with multiplicity. Furthermore, (a∗n, an) are the creation
and annihilation operators of the states ϕn ⊕ 0, where ϕn ∈ L2a(ΩL) are the corresponding
eigenstate of −∆dσ=0|L2a(ΩL). In contrast, (b∗k, bk) are the creation and annihilation operators
of the states 0 ⊕ fn, where fn ∈ Cn(L) are the corresponding eigenstates of L(γ)|Cn(L). To
obtain the full Hamiltonian of the model we extend the free Hamiltonian (6.30) and write
HL(ρs, α, λ) = Γ(H
L
p )− α
n(L)∑
k=1
b∗kbk + λρs(µL, L)
n(L)∑
k=1
b∗kbk , (6.31)
where α ≥ 0 describes the surface tension; λ ≥ 0 is an interaction strength associated with
the repulsion of the pairs in the surface defects and ρs(µL, L) is the density of pairs on
Cn(L), see the equation below. Note here that
∑n(L)
k=1 b
∗
kbk is the (surface-) number operator
whose expectation value equals the number of pairs in the surface defects. Also, the
third term in (6.31) is added to take into account repulsive interactions between electron
pairs accumulating in the surface defects which are expected since the surface defects are
imagined to be relatively small. The explicit form of this term follows from a simplification
of standard mean-field considerations where the interaction term is generally of the form
λNˆ2/V , where Nˆ is the number operator and V is the volume of the system. In other
words, we have replaced Nˆ/V by the density ρs(µL, L) for which
ρs(µL, L) :=
ω
HL(ρs,α,λ)
β,µL
(∑n(L)
k=1 b
∗
kbk
)
n(L)
(6.32)
holds with ω
HL(ρs,α,λ)
β,µL
(·) denoting the Gibbs state of the grand-canonical ensemble at inverse
temperature β = 1/T and chemical potential µL.
The advantage of the Hamiltonian H(ρs, α, λ) is that it can be rewritten as
HL(ρs, α, λ) =
∞∑
n=0
Eσ=0n (L)a
∗
nan +
n(L)∑
k=1
(λk(L) + λρs(µL, L)− α) b∗kbk , (6.33)
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which yields an effective, non-interacting many-pair model with shifted eigenvalues for the
discrete part. Note that, in particular, (6.33) implies µL < min{λρs(µL, L) − α,E0(L)},
taking into account that λ1(L) = 0.
The goal then is to investigate the macroscopic occupation of the ground state ϕ0 ⊕ 0
in a suitable thermodynamic limit (see [Kerd] for details) for the Hamiltonian (6.33). It
turns out that a key quantity is the inverse density of surface defects δ > 0 defined as
δ := lim
L→∞
L
n(L)
. (6.34)
One obtains the following result.
Theorem 6.15. If
2λ · δ · ρ < E0 + α (6.35)
holds, no eigenstate ϕn ⊕ 0 is macroscopically occupied in the thermodynamic limit. This
means, in particular, that the condensate in the bulk is destroyed for arbitrary pair densities
whenever λ = 0.
Theorem 6.15 has the remarkable consequence that the condensation in the bulk is
destroyed for all pair densities ρ > 0 in the following cases: the pairs do not repel each
other which allows them to accumulate in the surface defects or the number of surface
defects is very large.
Finally, we obtain the following result.
Theorem 6.16. Assume that δ, λ > 0. Then there exists a critical pair density ρcrit =
ρcrit(β, α, λ) > 0 such that for all pair densities ρ > ρcrit the state ϕ0⊕0 is macroscopically
occupied in the thermodynamic limit.
Theorem 6.16 shows that the superconducting phase in the bulk can be recovered given
the interaction strength λ > 0 is non-zero and, most importantly, given the number of
surface impurities is not too large.
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