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SOLVING THE MIGRATION-RECOMBINATION EQUATION FROM A
GENEALOGICAL POINT OF VIEW
F. ALBERTI, E. BAAKE, I. LETTER, AND S. MARTI´NEZ
Abstract. We consider the discrete-time migration-recombination equation, a determinis-
tic, nonlinear dynamical system that describes the evolution of the genetic type distribution
of a population evolving under migration and recombination in a law of large numbers setting.
We relate this dynamics (forward in time) to a Markov chain, namely a labelled partitioning
process, backward in time. This way, we obtain a stochastic representation of the solution
of the migration-recombination equation. As a consequence, one obtains an explicit solution
of the nonlinear dynamics, simply in terms of powers of the transition matrix of the Markov
chain. Finally, we investigate the limiting and quasi-limiting behaviour of the Markov chain,
which gives immediate access to the asymptotic behaviour of the dynamical system.
keywords: migration-recombination equation; ancestral recombination graph; duality; labelled
partitioning process; quasi-stationarity; Haldane linearisation
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1. Introduction
Recombination is a genetic mechanism that ‘mixes’ or ‘reshuffles’ the genetic material
of different individuals from generation to generation; it takes place in the course of sexual
reproduction. Models that describe the evolution of populations under recombination together
with other processes are among the major challenges in population genetics.
In this contribution, we consider the evolution under the joint action of recombination
and migration of individuals between discrete locations (or demes), in discrete time and with
non-overlapping generations. We will be concerned with a deterministic approach here, which
assumes that the population is so large that a law of large numbers applies and random
fluctuations may be neglected. The resulting migration-recombination equation is a large,
nonlinear dynamical system that describes the evolution of the genetic composition of each
local population over time, where the genetic composition is identified with a probability
distribution (or measure) on a space of sequences of finite length. The model is a variant of the
migration-selection-recombination equation formulated by Bu¨rger [7] in 2009, who analysed
its asymptotic behaviour in the classical dynamical systems setting forward in time. It is our
goal to complement this picture by relating this nonlinear dynamical system to a linear one
by embedding the solution into a higher dimensional space, a technique known as Haldane
linearisation [14, 19] in the context of genetic algebras. This extends the approach taken
in [2] to the case with migration. The resulting linear system has a natural interpretation as
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a Markov chain on the set of labelled partitions of the set of sequence sites. Intuitively, this
Markov chain describes how the genetic material of an individual from the current population
is partitioned across an increasing number of ancestors, along with their locations, as the lines
of descent are traced back into the past. This backward (or dual) process combines a variant
of the ancestral recombination graph [15, 12, 13, 6] (see also [11, Ch. 3.4]) with a variant of the
ancestral migration graph [22]. It is tractable since a law-of-large numbers regime applies in
our setting; this was previously exploited for the recombination equation (without migration)
in [4, 20, 2]; see [3] for a review.
All this leads to a stochastic representation of the solution of the (nonlinear, deterministic)
migration-recombination equation in terms of the labelled partitioning process. As a conse-
quence, one obtains an explicit solution of the nonlinear dynamics, simply in terms of powers
of the transition matrix of the Markov chain. In particular, the asymptotic behaviour of the
recombination-migration equation emerges without any additional effort, via the (unique) ab-
sorbing state of the Markov chain. It also allows us to investigate the quasi-limiting behaviour
of the Markov chain, based on ideas from [20].
The paper is organised as follows. In Section 2, we set the scene and introduce the model.
In Section 3, we use the notion of recombinators to reformulate the model in a compact way. A
crucial property of the dynamics, namely its consistency under marginalisation, is established
in Section 4. The core of the paper is Section 5, where we solve the forward iteration; together
with Section 6, which establishes the connection to the labelled partitioning process in terms
of a duality, together with a genealogical interpretation. Section 7 is devoted to the asymptotic
properties, namely the limiting and quasi-limiting behaviour.
2. The migration-recombination model
Let us recapitulate the discrete-time migration-recombination equation by Bu¨rger [7]. The
genetic information of an individual is encoded in terms of a finite sequence of letters, indexed
by the set
(1) I := {1, . . . , n}
of sequence sites, where n > 1. The sites may be interpreted as either nucleotide positions
in a DNA sequence, or as gene loci on a chromosome. For each site i ∈ I, there is a set
(or alphabet) Ai of letters (to be interpreted as nucleotides or alleles, respectively) that may
possibly occur at that site. For the sake of simplicity, we restrict ourselves to finite sets Ai
here, but this generalises easily. A type is thus defined as a sequence
a = (a1, . . . , an) ∈ A1 × · · · × An =: A ,
where A is called the type space. We denote by P(A) the set of all probability measures on
A. We will also refer to such a probability measure as a type distribution or population. This
implies that we consider haploid individuals or gametes; it will be sufficient to work at this
level, since, in contrast to [7], we do not consider selection. Indeed, in the absence of selection,
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diploid genotypes are independent combinations of haploid gametes at all stages of the life
cycle, that is, one has Hardy-Weinberg equilibrium throughout.
It will be crucial for the later analysis to not only consider complete sequences (defined
over the full set I), but also (sub)sequences (‘marginal’ types) that are defined over subsets
of I. Given U ⊆ I, we set
AU :=
∏
i∈U
Ai.
Whenever we take products indexed over subsets of I, we assume that the product is implicitly
site-ordered. Note that AI = A. Furthermore, A∅ is the empty Cartesian product, which we
interpret as the set with a single element, namely the empty sequence e. For V ⊆ U ⊆ I and
aU ∈ AU , we define the corresponding marginal type with respect to V by
aVU := (ai)i∈V .
In line with this, for νU ∈ P(AU ), we define its marginal distribution (with respect to V ) as
the probability distribution on AV given by
νVU (E) := νU (E ×AU\V )
for all E ⊆ AV . In words, ν
V
U (E) is the probability that the marginal with respect to V of a
randomly sampled type from νU agrees with some element of E. In somewhat more technical
terms, νVU is the push-forward of νU under the canonical projection from AU to AV . Clearly,
the map νU 7→ ν
V
U is linear.
In order to discuss migration, we introduce a finite set L of locations (or demes). The
population at location α ∈ L in generation t ∈ N0 is denoted by µt(α) ∈ P(A). The collection
of all local populations is summarised into the (column) vector µt =
(
µt(α)
)
α∈L
∈ P(A)L;
we call µ a spatially structured population, or a metapopulation. Moreover, for U ⊆ I, we
write µUt =
(
µUt (α)
)
α∈L
for the vector of marginal populations. Throughout, vectors and
matrices are printed in bold; their entries are denoted by the corresponding non-bold letters,
and indices referring to locations are written as arguments. Unless stated otherwise, vectors
are understood as column vectors.
The migration-recombination equation is a discrete-time dynamical system that describes
the deterministic evolution of a metapopulation with non-overlapping generations. We assume
that, in each generation, this evolution proceeds in two stages. First, individuals migrate
between locations; then, random mating takes place among individuals at the same location,
followed by reproduction involving recombination. Discrete generations will be indexed by
t ∈ N0, where a population at time t is understood as the population after the t’th round of
mating and recombination, but before migration; we will use the corresponding half integers
t+ 12 to indicate the population after migration, but before mating.
2.1. Describing migration. We first consider migration, following the presentation in [21,
Chap. 6.2]. The most straightforward way to describe migration is via the so-called forward
migration matrix M˜ . It is a stochastic matrix indexed by L, where the entry M˜(α, β) is
the probability that a randomly chosen individual at location α migrates to location β in the
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next generation. However, it is more convenient to work instead with the backward migration
matrix M . It is also a stochastic matrix, and M(α, β) is the probability that a randomly
chosen individual that currently lives at location α has migrated from location β. We assume,
mainly for the sake of technical convenience (see Remark 2.1 below), that the local population
sizes c(α) ∈ R>0 remain constant over time. This is the case if either
(2) c(α) =
∑
β∈L
M˜(β, α)c(β)
for all α ∈ L, or if population regulation takes place after the migration step. In any case,
denoting the location of a randomly sampled individual at time t+ 12 by ℓt+ 1
2
and its location
in the previous generation by ℓt− 1
2
, we have
M(α, β) = P
(
ℓt− 1
2
= β | ℓt+ 1
2
= α
)
=
P
(
ℓt− 1
2
= β, ℓt+ 1
2
= α
)
P
(
ℓt+ 1
2
= α
)
=
P
(
ℓt+ 1
2
= α | ℓt− 1
2
= β
)
· P
(
ℓt− 1
2
= β
)
P
(
ℓt+ 1
2
= α
) = c(β)
c(α)
· M˜(β, α).
Note that M is stochastic by definition, i.e.
∑
β∈LM(α, β) = 1 and M(α, β) > 0 for all
α, β ∈ L.
Remark 2.1. Dropping the assumption of constant population sizes (but still assuming con-
stant forward migration rates) would result in a time-dependent backward migration matrix.
As a consequence, the Markov chain discussed in Section 6 would be non-homogeneous. How-
ever, the considerations in Section 7 would remain valid if we assume a primitive forward
migration matrix; for then we could work with the backward migration matrix defined as
above, via the population sizes at equilibrium. We leave further details to the interested
reader. ♦
For additional background, see [21, Chapter 6.2]. In what follows, we will work exclusively
with the backward migration matrix. Since we are only interested in relative type frequen-
cies, the population sizes c(α) are irrelevant. After migration (but before mating), the local
population at α is therefore given by
(3) µt+ 1
2
(α) =
∑
β∈L
M(α, β)µt(β),
and the metapopulation may be written compactly as
(4) µt+ 1
2
=Mµt.
2.2. Describing recombination. To describe recombination, we slightly extend Bu¨rger’s
model [7] and follow the notation of Mart´ınez [20]. Here, the partitions of I and its subsets
will play a central role, see also [4, 2]. For U ⊆ I, a partition of U is a set δ of mutually
disjoint, non-empty subsets of U whose union is U . We will also refer to the elements of
a partition as blocks. The set of all partitions of U is denoted by S(U). We say that ε is
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finer than (is a refinement of) δ (ε 4 δ) if every block of ε is contained in some block of δ.
The relation 4 defines a partial order on S(U). We denote the unique minimal and maximal
elements in S(U) by
0U :=
{
{i} : i ∈ U
}
and
1U := {U};
when U = I, we drop the subscript and write 0 and 1 instead of 0I and 1I . By δ∧ε we denote
the coarsest common refinement of the partitions δ and ε, that is,
δ ∧ ε := {d ∩ e : d ∩ e 6= ∅, d ∈ δ, e ∈ ε}.
We say that an offspring of a population ν is recombined according to δ = {d1, . . . , dm} ∈
S(I) if it has m parents of types a(1), . . . ,a(m) ∈ AI , all sampled independently from ν, and
is pieced together from these parents so that for each 1 6 i 6 m, the letters at the sites in di
come from the parent of type a(i). That is, the type of the offspring is b = (b1, . . . , bn), where
bi := a
(j)
i if i ∈ dj.
The biologically reasonable cases are m = 1 (then δ = {I} and the full offspring sequence is
inherited from a single parent) and m = 2 (the offspring sequence is pieced together from two
parents). The choice m > 2 implies more than two parents, which is not biologically realistic,
but we include this case (and, in this way, generalise [7]) since it is mathematically interesting
and does not require additional effort. It is then clear that the type of an offspring of ν that
is recombined according to δ has the distribution⊗
d∈δ
νd.
That is, recombination according to δ turns ν into the product measure of the marginals with
respect to the blocks of δ; this reflects the random mating, that is, the independence of the
parents. Again, we understand this product to respect the ordering of the sites.
We assume that, in each time step, the entire population is replaced; the proportion of
individuals that are replaced by offspring recombined according to δ ∈ S(I) is denoted by
rδ > 0, where ∑
δ∈S(I)
rδ = 1.
The collection (rδ)δ∈S(I) is known as the recombination distribution. Thus, the components
of µt+1 are given by
(5) µt+1(α) =
∑
δ∈S(I)
rδ ·
⊗
d∈δ
µd
t+ 1
2
(α) =
∑
δ∈S(I)
rδ ·
⊗
d∈δ
∑
β∈L
M(α, β)µdt (β),
where we have used (3) and the linearity of marginalisation in the last step. Equation 5 is
called the migration-recombination equation, or MRE for short.
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3. Reformulation of the model
Extending concepts established in [4, 20, 2], we now formulate the MRE (5) in a more
compact way. In particular, this involves labelling the blocks of a partition by elements of L
to keep track of where the letters in the blocks come from.
Definition 3.1. A labelled partition of U ⊆ I is a collection δ := {d1, . . . ,dm} for some
m 6 |U |, where di = (di, λi), δ = {d1, . . . , dm} is a partition of U , and λi ∈ L for 1 6 i 6 m.
We call δ the base of δ, refer to its elements as the blocks of δ, and interpret λi as the label
of block di. We write LS(U) for the set of all labelled partitions of U . ♦
In order to rewrite Eq. (5), we now introduce the labelled recombinator. It is the labelled
analogue of the recombinator used in [2] for unlabelled partitions. Since we will later also be
interested in the evolution of the distribution of subsequences (cf. Section 4), we introduce
the concept in the required generality right away.
Definition 3.2. Let U ⊆ I and δ be a labelled partition of U . Then, the labelled recombi-
nator (with respect to δ), namely RU
δ
: P(AU )
L → P(AU ), is defined by
RUδ (µ) :=
⊗
(d,λ)∈δ
µd(λ);
if U = I, we will drop the superscript and write R
δ
instead of RI
δ
. ♦
In words, R
δ
(µ) is the distribution of the type of an offspring individual that is recombined
according to δ; the parent of the labelled block (d, λ) is sampled from the local population
µ(λ). A similar interpretation holds for the marginal recombinators; see Theorem 4.3 and
Remark 4.5.
With this, Eq. (5) can be restated as follows.
Lemma 3.3. The MRE can be written as
(6) µt+1 =
∑
δ∈LS(I)
pδRδ(µt)
with
pδ :=
(
pδ(α)
)
α∈L
and the labelled recombination probabilities
pδ(α) := rδ ·
∏
(d,λ)∈δ
M(α, λ).
Furthermore, for all α ∈ L,
(7)
∑
δ∈LS(I)
pδ(α) = 1.
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Proof. This follows immediately from Definition 3.2 by expanding the measure product in
Eq. (5):
µt+1(α) =
∑
δ∈S(I)
rδ ·
⊗
d∈δ
∑
λ∈L
M(α, λ)µdt (λ) =
∑
δ∈S(I)
∑
λ∈Lδ
rδ
∏
d∈δ
M
(
α, λd
)⊗
d∈δ
µdt (λd)
=
∑
δ∈LS(I)
pδ(α)
⊗
(d,λ)∈δ
µdt (λ) =
∑
δ∈LS(I)
pδ(α)Rδ(µt),
where, in the third step, we identified the double sum over all partitions of I and all possible
vectors of labels of their blocks with the sum over all labelled partitions. The normalisation
in (7) is a consequence of
∑
δ∈S(I) rδ = 1 =
∑
β∈LM(α, β). 
We call the probability distribution p
·
(α) the labelled recombination distribution.
Remark 3.4. Lemma 3.3 has a simple stochastic interpretation. To sample the type of an
individual in generation t+ 1 (say at location α), we first pick a random labelled partition δ
according to p
·
(α) and subsequently sample from R
δ
(µt). The intuition behind the formula
for p
δ
(α) in Theorem 3.3 is that the genome is first partitioned across its parents according
to δ, with probability rδ. Subsequently, the label changes (conditionally) independently for
each block, according to M(α, ·) as we trace back the origin of each ancestor. Finally, the
offspring type is determined by piecing together (fragments of) independent samples of the
ancestral sequences at the appropriate locations, in generation t. This leads to the product
measure in Definition 3.2. We will further elaborate on this in Section 6. ♦
To continue, we need a few additional concepts with regard to labelled partitions. First,
the notion of an induced (labelled) partition is required. For ∅ 6= V ⊆ U and δ ∈ LS(U), we
denote by δ|V the labelled partition induced by δ on V ; it is given by
δ|V := {(d ∩ V, λ) : d ∩ V 6= ∅, (d, λ) ∈ δ}
with base
δ|V = {d ∩ V : ∅ 6= d ∩ V, d ∈ δ},
the partition induced by the (unlabelled) partition δ on V . Simply put, every block inherits
the label of the unique block of the original partition that contains it.
Conversely, given a partition δ of U and a family (εd)d∈δ of labelled partitions of its blocks,
we call ⋃
d∈δ
εd
their joining ; its base is the union ⋃
d∈δ
εd
of the bases εd.
Finally, given two labelled partitions δ and ε, we say that ε is finer than δ (ε 4 δ) if ε 4 δ.
The partial order on S(U) thus carries over to a partial order on LS(U). For any α ∈ L, there
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PSfrag replacements
11
11 2
2 2
2
33
33
4
4
5 5
55
d1 d2 d3 d4 d5 d6
εd1 = ε|d1 εd2 = ε|d2 εd3 = ε|d3 εd4 = ε|d4 εd5 = ε|d5 εd6 = ε|d6
δ
ε =
⋃6
j=1 εdj
Figure 1. At the top, an unlabelled partition of S. In the middle, a labelled
refinement of δ, which gives rise to labelled partitions of the blocks of δ (bot-
tom). Conversely, one can start with the collection of labelled partitions at
the bottom and join them to obtain a labelled refinement of δ.
is a unique maximal element. Namely, the labelled partition 1αU := {(I, α)} that consists of a
single block with label α. If U = I, we drop the subscript.
Remark 3.5. It is not difficult to see that ε 4 δ if and only if
ε =
⋃
d∈δ
ε|d.
For a fixed δ ∈ S(I), this implies the following important bijection between the labelled
partitions ε with ε 4 δ and collections (εd)d∈δ of labelled partitions of the individual blocks
of δ. Given ε with ε 4 δ, we obtain the collection (ε|d)d∈δ of labelled partitions induced by ε
on the blocks of δ. Conversely, given a collection (εd)d∈δ of labelled partitions of the blocks
of δ, we set ε :=
⋃
d∈δ εd; note that ε 4 δ and ε|d = εd. See also Fig. 1. ♦
At the level of recombinators, the joining of labelled partitions corresponds to the product
of the corresponding recombinators, as we now see.
Lemma 3.6. Let δ ∈ S(I) and εd ∈ LS(d) for all d ∈ δ. Then,
R⋃
d∈δ εd
(µ) =
⊗
d∈δ
Rdεd(µ
d).
In particular, for ε ∈ LS(I) with ε 4 δ, we have
Rε(µ) =
⊗
d∈δ
Rd
ε|d
(µd).
Proof. For the first claim, we write out the labelled recombinators and see that⊗
d∈δ
Rdεd(µ
d) =
⊗
d∈δ
⊗
(e,λ)∈εd
µe(λ) =
⊗
(e,λ)∈
⋃
d∈δ εd
µe(λ) = R⋃
d∈δ εd
(µ).
For the second claim, see Remark 3.5. 
We now turn to the marginalisation consistency of the MRE, a property that will turn out
as the key to its solution.
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4. Marginalisation consistency
Just as in the continuous-time case for pure recombination treated in [2], a crucial ingredient
is the marginalisation consistency of the model. We therefore now turn to the dynamics
that (6) induces on the marginal type distributions. As a warm-up, we prove the following
elementary result.
Lemma 4.1. Let U, V ⊆ I, U ∩ V = ∅, and let νU , νV be probability measures on AU and
AV , respectively. Then, we have for any W ⊆ U ∪ V
(νU ⊗ νV )
W = νU∩WU ⊗ ν
V ∩W
V .
Proof. Note that AW = AU∩W × AV ∩W . Let us fix EU∩W ⊆ AU∩W and EV ∩W ⊆ AV ∩W .
Then, for any W ⊆ U ∪ V ,
(νU ⊗ νV )
W (EU∩W × EV ∩W )
= (νU ⊗ νV )(EU∩W × EV ∩W ×A(U∪V )\W )
= (νU ⊗ νV )
(
(EU∩W ×AU\W )× (EV ∩W ×AV \W )
)
= νU (EU∩W ×AU\W ) · νV (EV ∩W ×AV \W )
= νU∩WU (EU∩W ) · ν
V ∩W
V (EV ∩W ).

Remark 4.2. It is important to note that Lemma 4.1 remains true if U ∩W = ∅ or V ∩W =
∅. Assume, for instance, that U ∩W = ∅. Recalling that the empty Cartesian product A∅
is the singleton {e} (recall that e is the empty sequence), νU∩WU is the unique probability
measure on {e} and can be treated as the scalar 1, in the sense that
νU∩WU ⊗ ν
V ∩W
V = ν
V ∩W
V .
♦
We now prove the main result of this section, which shows that the MRE is consistent
under marginalisation.
Theorem 4.3. Let (µt)t∈N0 be a solution of the MRE (6) and U a nonempty subset of I.
Then, (µUt )t∈N0 satisfies the marginal MRE
µUt+1 =
∑
δ∈LS(U)
pUδR
U
δ (µ
U
t ),
where pU
δ
is given by
pUδ :=
∑
δ
′∈LS(I)
δ
′|U=δ
p
δ
′
for δ ∈ LS(U).
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Proof. By Lemma 3.3 and the linearity of marginalisation, we have
µUt+1 =
( ∑
δ
′∈LS(I)
p
δ
′Rδ′(µt)
)U
=
∑
δ
′∈LS(I)
p
δ
′
(
Rδ′(µt)
)U
.
Using Lemma 4.1, we obtain for all δ′ ∈ LS(I)
(
Rδ′(µt)
)U
=
( ⊗
(d′,λ′)∈δ′
µd
′
t (λ
′)
)U
=
⊗
(d′,λ′)∈δ′
d′∩U 6=∅
µd
′∩U
t (λ
′) =
⊗
(d,λ)∈δ′|U
µdt (λ) = R
U
δ
′|
U
(µUt ),
where, in the second step, we ignored the factors corresponding to d′ with d′ ∩ U = ∅ (cf.
Remark 4.2). Thus,
µUt+1 =
∑
δ
′∈LS(I)
p
δ
′RU
δ
′|U
(µUt ) =
∑
δ∈LS(U)
pUδR
U
δ (µ
U
t ),
which is what we wanted to show. 
The pU
δ
(α) are the marginal labelled recombination probabilities, and pU
·
(α) is called the
marginal recombination distribution. We will now see that the marginal labelled recombina-
tion probabilities have a product structure analogous to that of the labelled recombination
probabilities in Lemma 3.3.
Lemma 4.4. The marginal labelled recombination probabilities pU
δ
(α) from Theorem 4.3 can
be written as
pUδ (α) =
( ∑
δ′∈S(I)
δ′|U=δ
rδ′
) ∏
(d,λ)∈δ
M(α, λ).
Proof. We write the (given) labelled partition δ as
δ = {(d1, λ1), . . . , (dk, λk)}.
Next, we split the conditional sum over the labelled partitions into the sums over the appro-
priate partitions and their labels. Thus,
(8) pUδ (α) =
∑
δ
′∈LS(I)
δ
′|U=δ
p
δ
′(α) =
∑
δ={d′
1
,...,d′m}∈S(I)
{d′1,...,d
′
m}|U=δ
rδ
∑
λ′
1
,...,λ′m∈L
k∏
j=1
1λ′j=λj
m∏
j=1
M(α, λ′j),
where the indices are ordered in such a way that d′j ∩U = dj for all 1 6 j 6 k and d
′
j ∩U = ∅
for k + 1 6 j 6 m. Clearly,
∑
λ′
1
,...,λ′m∈L
k∏
j=1
1λ′j=λj
m∏
j=1
M(α, λ′j)
=
( ∑
λ′
1
,...,λ′
k
k∏
j=1
1λ′
j
=λj
k∏
j=1
M(α, λ′j)
)
·
( ∑
λ′
k+1
,...,λ′m
m∏
j=k+1
M(α, λ′j)
)
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with the usual convention that the empty product is 1. Now, we can use the indicator in the
first bracket to kill the summation, yielding
∑
λ′
1
,...,λ′
k
k∏
j=1
1λ′j=λj
k∏
j=1
M(α, λ′j) =
k∏
j=1
M(α, λj).
The second bracket is equal to one, by the stochasticity of M :
∑
λ′
k+1
,...,λ′m
m∏
j=k+1
M(α, λ′j) =
m∏
j=r+1
∑
λ′∈L
M(α, λ′) = 1.
Inserting this back into (8) finishes the proof. 
Remark 4.5. The same stochastic interpretation as for Eq. 6 (see Remark 3.4) holds also
for the marginalised system. With probability
rUδ :=
∑
δ′∈S(I)
δ′|U=δ
rδ,
the subsequence with respect to U of a sampled individual is partitioned across its ances-
tors according to δ. Then, the labels change independently according to M , reflecting their
independent migration. ♦
5. Solution of the forward iteration
Next, we use the marginalisation consistency established in the previous section to tame
the MRE. As discussed in [2] for pure recombination, the main idea is to consider the time
evolution of the (column) vector R
·
(µt), rather than µt alone; note that we recover µt(α) as
the 1α-component of R
·
(µt).
Theorem 5.1. Let T be the matrix, indexed by the labelled partitions LS(I), with entries
Tδε =
{
0, if ε 64 δ,∏
(d,λ)∈δ p
d
ε|d
(λ), if ε 4 δ,
where the pdε|d(λ) are as in Lemma 4.4. Then, T is a stochastic matrix. Assume that (µt)t∈N0
satisfies the MRE (6). Then, R
·
(µt) satisfies the linear recursion
R
·
(µt+1) = TR·(µt).
In particular,
R
·
(µt) = T
t
R
·
(µ0).
(where T t denotes the t-th power of T ).
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Proof. By Definition 3.2, Theorem 4.3, Remark 3.5, and Lemma 3.6,
Rδ(µt+1) =
⊗
(d,λ)∈δ
∑
εd∈LS(d)
pdεd(λ)R
d
εd
(µdt )
=
∑
εd∈LS(d)
d∈δ
( ∏
(d,λ)∈δ
pdεd(λ)
)⊗
d∈δ
Rdεd(µ
d
t )
=
∑
.ε4δ
( ∏
(d,λ)∈δ
pdε|d(λ)
)⊗
d∈δ
Rd
ε|d
(µdt )
=
∑
.ε4δ
TδεRε(µt),
where the underdot indicates the summation variable. That T is a stochastic matrix is a
straightforward consequence of pd
·
(α) being a probability distribution on LS(d) for all d ⊆ I
and all α ∈ L.

We have just witnessed how the solution of a nonlinear system, embedded in a higher
dimensional space, turns into the solution of a linear system and may thus be given explicitly,
simply via matrix powers. This is an extension of a technique called Haldane linearisation
[14, 2, 3] to the case with migration. The reason this works out so well can be found in the
underlying genealogical structure, which is discussed next.
6. Stochastic Interpretation, genealogical content, and duality
Let us now turn to the probabilistic content of Theorem 5.1. We will see that the appear-
ance of the stochastic matrix T is no coincidence; rather, it has a natural interpretation as
the transition matrix of a Markov chain, which describes the random genealogy of a single
individual.
Definition 6.1. The labelled partitioning process (LPP) is a discrete-time Markov chain(
Σt
)
t∈N0
with values in LP(I) and transition matrix T , that is,
P(Σt+1 = ε | Σt = δ) = Tδε
for all δ, ε ∈ LS(I). ♦
In words, Σt+1 is constructed from Σt by independently replacing each labelled block
(d, λ) ∈ Σt by the (labelled) blocks of the labelled partition εd with probability p
d
εd
(λ).
The genealogical interpretation is as follows. Each labelled block (d, λ) of Σt corresponds
to a different ancestor of the individual at present, who lived at location α t generations before
the present. The elements of d are the sequence sites that are inherited from this ancestor. As
we look one generation further into the past, d is replaced by the blocks of a labelled partition
εd ∈ LS(d), which describes how the type of that ancestor is, in turn, pieced together from its
parents, alive t+1 generations before the present. Note that now the labelled partitions of d
are relevant rather than those of I. This is because we already know that this ancestor only
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contributes sites contained in d, whence we only need to trace back the ancestry of these sites.
(This reflects the marginalisation consistency of the model, cf. Remark 4.5). Furthermore,
the various blocks split independently as the population, in the law of large numbers regime
assumed here, is so large that two given individuals never share a common ancestor; thus,
their lineages are conditionally independent.
The connection between the solution of the MRE and the genealogical process is formalised
in the following theorem, which is a probabilistic restatement of Theorem 5.1 and draws on
the notion of duality for Markov processes [18, 16]; in particular, we think about the solution
of the forward-time equation as a Markov chain with deterministic transitions.
Theorem 6.2. The LPP and the solution of the MRE are dual with respect to the duality
function
(δ,µ) 7→ Rδ(µ).
That is, for all δ ∈ LS(I) and all µ0 ∈ P(X)
L, we have
E[RΣt(µ0) | Σ0 = δ] = Rδ(µt).
In particular, this entails the stochastic representation
µt(α) = E[RΣt(µ0) | Σ0 = 1
α]
of the solution of the MRE.
Proof. We prove the theorem by induction over t. For t = 0, there is nothing to show.
Assuming now that
E[RΣt(µ0) | Σ0 = δ] = Rδ(µt)
for any t > 0, we compute, using Theorem 5.1 in the first step, the induction hypothesis in
the second, time-homogeneity in the third, and the Markov property in the last:
Rδ(µt+1) =
∑
.ε4δ
TδεRε(µt) =
∑
.ε4δ
P[Σ1 = ε | Σ0 = δ]E[RΣt(µ) | Σ0 = ε]
=
∑
.ε4δ
P[Σ1 = ε | Σ0 = δ]E[RΣt+1(µ) | Σ1 = ε] =
∑
.ε4δ
E[RΣt+1(µ) | Σ0 = δ].
This proves the statement for t+ 1. 
Note that the duality function used here is vector valued. This is a slight extension of the
standard notion, since the duality function is usually assumed to take values in R; see the
references above for a thorough exposition.
In the case without migration (i.e, when ignoring the labels), this genealogical process is a
variant of the ancestral recombination graph [15, 12, 13, 6], which was used previously to solve
the recombination equation [2, 3]. More precisely, the (unlabelled) partitioning process (Σt)t>0
is simply the basis of (Σt)t>0. Likewise, the transition matrix T
ul of (Σt)t>0 is obtained from
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PSfrag replacements
1
2
3
4
t = 0
t = 1
t = 2
3→ 2
1→ 3
1→ 2
2→ 4 2→ 1
Figure 2. An illustration of the LPP starting from 11, the trivial partition
consisting of a single block with label 1; the set of locations is L = {1, 2, 3, 4}.
Backward time runs from bottom to top. In each generation, the blocks of
the partition are first subject to individual splitting and we trace back the
ancestral lines that belong to each fragment; cf. Remarks 4.5 and 3.4. The
fragments provided by each ancestor are labelled with their locations; we write
α→ β to indicate migration from α to β. No migration takes place before the
first partitioning step; the sequence remains in location 1.
T by marginalising over the labels. Thus, Tul has the entries
(9) T ulδε =
{
0, if ε 64 δ,∏
d∈δ r
d
ε|d
, if ε 4 δ,
and the transition rates for the LPP factorise as
Tδε = T
ul
δε
∏
(d,λ)∈δ
∏
(e,γ)∈ε|d
M(λ, γ),
cf. Lemma 4.4. Note that (Σt)t>0 is a process of progressive refinement, which never returns
to a state 64 the current state.
7. Limiting and quasi-limiting behaviour of the labelled partitioning process
We assume now that M is primitive (that is, irreducible and aperiodic), which guarantees
the existence of and convergence to a unique stable stationary distribution q =
(
q(α)
)
α∈L
∈
R
L such that
(10) q
T
= q
T
M ,
where T denotes transpose.
We also assume that
(11)
∧
{δ ∈ S(I) : rδ > 0} = 0.
That is, the coarsest common refinement of all partitions with positive recombination prob-
ability is the trivial partition 0 of I into singletons. This is only a matter of technical
convenience; otherwise, we could simply consider as a single site any set of sites that are not
separated by any partition δ with rδ > 0. Note that Eq. (11) implies that 0 is the unique
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absorbing state of the (unlabelled) partitioning process. We can now explicitly state the
asymptotic behaviour of the MRE.
Theorem 7.1. Under the above assumptions, one has
lim
t→∞
µt = µ∞ =
(
µ∞(α)
)
α∈L
,
where
(12) µ∞(α) =
n⊗
i=1
µ{i}∞ (α)
and
(13) µ{i}∞ (α) :=
∑
β∈L
q(β)µ
{i}
0 (β)
for α ∈ L. The convergence is geometric, i.e. there is a γ ∈ (0, 1) such that
µt = µ∞ +O(γ
t)
as t→∞, uniformly in µ0.
This is in line with [7, Theorem 3.1], which states that the solution of (5) approaches
(at a uniform geometric rate) the submanifold defined by spatial stationarity and linkage
equilibrium. Spatial stationarity means that
µ(α) =
∑
β∈L
q(β)µ(β)
with q of (10); and, under the assumption (11), linkage equilibrium means that µ(α) is a
product measure across all sites for all α ∈ L, as in Eq. (12). However, like the explicit time
evolution in Theorem 5.1, the explicit expression in Eq. (13) seems to be new.
In view of Theorem 6.2, this result is highly plausible: almost surely (at a uniform geo-
metric rate), the partitioning process will enter its unique absorbing state where all blocks
are singletons. In the sequel, independent migration processes will, for each block, converge
to the unique stationary distribution q, again at a geometric rate and uniformly in the initial
condition.
For the formal proof, note that the uniform convergence of the migration processes follows
directly from the primitivity of M via standard theory [17, Thm. 2.3, Appendix]. That the
partitioning process enters its absorbing state at a uniform geometric rate is the content of
the following Lemma.
Lemma 7.2. Let
η := max
δ∈S(I)\{0}
T ulδδ < 1
be the maximal sojourn probability of the (unlabelled) partitioning process and let
τ := min{t ∈ N0 : Σt = 0}
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be its time to absorption. Then, uniformly in the initial distribution,
P(τ > t) = O(γt)
for any γ > η as t→∞.
Proof. Since the state space is finite and the partitioning process never returns to a state 64
the current state, this Markov chain may jump at most a finite number of times, say m times,
before it is absorbed in 0. Thus, for any fixed γ > η,
P(τ > t) 6 P(the chain has performed at most m jumps up to time t)
6
m∑
j=0
(
t
j
)
(1− η)jηt−j
6
m∑
j=0
(1− η
η
)j
tmηt = C ′tmηt 6 Cηt
(γ
η
)t
= Cγt,
where C ′ =
∑m
j=0
(
1−η
η
)j
and C is sufficiently large. 
Next, we investigate the asymptotic behaviour of the LPP.
Proposition 7.3. There exists a γ ∈ (0, 1) such that
P
(
Σt =
{
({1}, α1), . . . , ({n}, αn)
})
=
n∏
i=1
q(αi) +O(γ
t)
as t→∞, uniformly in α1, . . . , αn ∈ L and the initial distribution of the LPP. For σ ∈ LS(I)
with σ 6= 0,
P(Σt = σ) = O(γ
t),
again uniformly in the initial distribution.
Proof. Let τ be as in Lemma 7.2. Assume first that σ ∈ LS(I) such that σ 6= 0. Then,
P(Σt = σ) 6 P(τ > t) = O(γ
t)
by Lemma 7.2. Now, assume that σ is of the form
σ =
{
({1}, α1), . . . , ({n}, αn)
}
.
Then, by Lemma 7.2, we have a γ1 ∈ (0, 1) such that
P(Σt = σ) = P(Σt = σ | τ 6
⌊ t
2
⌋
) · P(τ 6
⌊ t
2
⌋
) + P(Σt = σ | τ >
⌊ t
2
⌋
) · P(τ >
⌊ t
2
⌋
)
= P(Σt = σ | τ 6
⌊ t
2
⌋
) +O(γt1)
(14)
as t→∞. Furthermore,
(15)
P(Σt = σ | τ 6
⌊ t
2
⌋
) = P(Λ
(i)
t = αi for all 1 6 i 6 n | τ 6
⌊ t
2
⌋
) =
n∏
i=1
P(Λ
(i)
t = αi | τ 6
⌊ t
2
⌋
).
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Here, the
(
Λ
(i)
t
)
t∈N>τ
for i ∈ L are the labels of the (singleton) blocks from time τ onwards;
they are given by independent migration processes, that is, independent L-valued Markov
chains with transition matrix M . By standard theory, we can be sure that, regardless of the
initial value, there is a γ2 ∈ (0, 1) so that
P(Λ
(i)
t = αi | τ 6
⌊ t
2
⌋
) = q(αi) +O(γ
t
2),
uniformly in αi. Combining this with Eqs. (14) and (15) yields the assertion of the theorem.

Proof of Theorem 7.1. By Theorem 6.2, Proposition 7.3, and Definition 3.2, we have for some
γ ∈ (0, 1), independent of µ0,
µt(α) = E[RΣt(µ0) | Σ0 = 1
α]
=
∑
β1,...,βn∈L
( n∏
i=1
q(βi)
)
E[RΣt(µ0) | Σ0 = 1
α,Σt = {({1}, β1), . . . , ({n}, βn)}] +O(γ
t)
=
∑
β1,...,βn∈L
n⊗
i=1
q(βi)µ
{i}
0 (βi) +O(γ
t)
=
n⊗
i=1
∑
β∈L
q(β)µ
{i}
0 (β) +O(γ
t) =
n⊗
i=1
µ{i}∞ (α) +O(γ
t) = µ∞(α) +O(γ
t)
with µ∞ as in Theorem 7.1.

Since the asymptotic behaviour of the LPP is so simple, we now go one step further and
inquire about its quasi-limiting behaviour; that is, its asymptotic behaviour, conditioned on
non-absorption. Recall that the partitioning process is a process of progressive refinement,
and never returns to a state finer than the current state. This is very different from the
situation considered in [9], where the focus is on irreducible chains.
Unlike the limiting distribution, the quasi-limiting distribution will generally depend on the
initial distribution. For convenience of notation, we let the LPP start from a maximal labelled
partition 1α, consisting of a single block with label α. However, the following discussion can
easily be adapted to the more general setting. In what follows, we will exclude the pathological
case of r0 = 1, where the probability of non-absorption is zero, and the conditional distribution
we are interested in is not well defined.
We start by recalling the quasi-limiting behaviour of the unlabelled partitioning process
(Σt)t∈N0 , which was already investigated in [20]. We posit throughout that Σ0 = 1. To state
the result, we need some additional notation. First, we define the set of states
S
+(I) := {δ ∈ S(I) : ∃ℓ ∈ N s.t. (T ul)ℓ1δ > 0}
18 F. ALBERTI, E. BAAKE, I. LETTER, AND S. MARTI´NEZ
that are reachable by (Σt)t∈N0 when starting in 1 = {I}. As before, η denotes the maximal
sojourn probability of (Σt)t∈N0 (cf. Lemma 7.2). We will also need the set
F := {δ ∈ S+(I) : T ulδδ = η}
of reachable states with maximal sojourn probability. Note that our assumption r0 6= 1
guarantees that η > 0. Finally, we define the first hitting time of any given δ ∈ S(I),
τδ := min{t ∈ N0 : Σt = δ},
we write
τF := min
δ∈F
τδ
for the first hitting time of F , and, as before,
τ = τ0
for the time to absorption. The following result is known; see [20, Theorem 5.5].
Theorem 7.4. For all δ ∈ F , one has
0 < E[η−τδ ; τδ <∞] 6 E[η
−τF ; τF <∞] <∞.
For all δ ∈ S(I), the limit
νδ := lim
t→∞
P(Σt = δ | τ > t)
exists and is given by
νδ =
E[η−τδ ; τδ <∞]
E[η−τF ; τF <∞]
1δ∈F .
The collection ν = (νδ)δ∈S(I) defines a probability measure on S(I), called the quasi-limiting
distribution of (Σt)t>0 (starting from 1).
Recall that the labels of the different blocks evolve independently. Thus, we expect the
quasi-limiting distribution of the LPP to be similar to the quasi-limiting distribution from
Theorem 7.4, garnished with the stationary distribution q of the migration process. More
explicitly, we will prove the following result.
Theorem 7.5. For all δ ∈ LS(I),
lim
t→∞
P(Σt = δ | τ > t) =
( ∏
(d,λ)∈δ
q(λ)
)
νδ,
where q is the unique stationary distribution (10) of the migration process and ν the quasi-
limiting distribution of the unlabelled partitioning process from Theorem 7.4.
At the heart of the proof is the observation that any further refinement of any δ ∈ F
immediately leads to absorption; this was also one of the crucial ingredients in the proof of
Theorem 7.4, see [20, Theorem 5.5] for the original reference1.
1Unfortunately, the proof of this Lemma does not seem to have been addressed in the corresponding
corrigendum; that is why we decided to give an independent proof here.
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Lemma 7.6. For all δ ∈ F , we have
(16) T ulδδ + T
ul
δ0 = 1.
Proof. We show that, for all δ ∈ S+(I) with T ulδδ + T
ul
δ0 6= 1, one has δ /∈ F . Indeed, for any
such δ, there is an ε /∈ {0, δ} with T ulδε > 0. For any such ε, there is at least one block e ∈ ε
with |e| > 1. For any such e, the partition
ε′ := {e} ∪
{
{i} : i ∈ I \ e
}
< δ
is reachable by Assumption (11) (with I replaced by individual blocks of δ). We then have
T ulε′ε′ = r
e
{e} > r
d˜
{d˜}
∏
d∈δ
d6=d˜,|d|>1
rd{d} =
∏
d∈δ
rd{d} = T
ul
δδ ,
where d˜ is the block in δ that contains e. The inequality is true since ε′ ≺ δ implies that
|e| < |d˜|, in which case re{e} > r
d˜
{d˜}
; or |{d ∈ δ : |d| > 1}| > 1, which entails that the
constrained product is not empty (note that rd{d} < 1 for d with |d| > 1). We have thus
proved that δ /∈ F . 
Remark 7.7. One might be tempted to assume that the sojourn probability is nondecreasing
along every path
1 < δ1 < δ2 < . . . < 0
from the maximal partition to the absorbing state. To illustrate that this not true in general,
consider the following setup. Let n = 4 and assume the recombination distribution given by
r0 =
1
2 , r{{1,2},{3,4}} =
1
10 , r1 =
2
5 and rδ = 0 otherwise. Then, the sojourn probability of the
state 1 is r1 =
2
5 , while the (finer) state {{1, 2}, {3, 4}} has the smaller sojourn probability
r
{1,2}
{1,2}r
{3,4}
{3,4} = (1− r0)
2 =
1
4
.
♦
The idea of the proof of Theorem 7.5 is simple. First, notice that Lemma 7.6 implies that
conditional on non-absorption, (Σt)t>0 remains constant after τF . From then on, the labels
keep on evolving independently according to M , and their distributions converge to q. To
make this rigorous, we just need to make sure that t − τF is large enough (conditional on
non-absorption). This is the content of the next Lemma.
Lemma 7.8. (a) There exists c > 0 such that P(τ > t) > cηt for all t ∈ N.
(b) Let η′ := maxδ∈S(I)\(F∪{0}) T
ul
δδ . Then, for all η
′′ ∈ (η′, η), there exists C > 0 such that
P(τF ∧ τ > t) 6 C(η
′′)t for all t ∈ N.
(c) There is a γ ∈ (0, 1) such that limt→∞ P(τF > γt | τ > t) = 0.
Proof. First, we show (a). By definition, F ⊆ S+(I). Thus, there exists a t0 ∈ N such that
P(τF = t0) > 0. Then, we have for all t > t0 that
P(τ > t) > P(τ > t, τF = t0) = P(τ > t | τF = t0)P(τF = t0) = c
′ηt−t0 = (c′η−t0)ηt
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with c′ = P(τF = t0). Note that we used Lemma 7.6 in the second-last step. Now, simply
choose
c := min
{
P(τ > t)
ηt
: 0 6 t 6 t0
}
∪
{
c′η−t0
}
.
For the proof of (b), we couple (Σt)t∈N0 to another process (Nt)t∈N0 with values in N0∪{∞}
and N0 = 0. Its dynamics is described as follows. When Σt+1 = Σt, then Nt+1 := Nt; when
Σt+1 ∈ F ∪ {0}, we set Nt+1 := ∞. In all other cases, we perform a Bernoulli experiment
with success probability
1− η′
1− T ulΣtΣt
.
Upon success, we set Nt+1 := Nt + 1; otherwise, Nt+1 := Nt. Note that, conditional on
non-absorption, the marginal (Nt)t∈N0 of the coupling (Σt, Nt)t∈N0 has independent Bernoulli
increments with parameter 1− η′.
As we have argued before, the partitioning process can only jump a finite number of times
before hitting either 0 or F . Thus, there is a positive integer m such that, for all t ∈ N,
τ ∧ τF > t implies Nt 6 m. Thus,
P(τ ∧ τF > t) 6 P(Nt 6 m) =
m∑
k=0
(
t
k
)
(1− η′)k(η′)t−k = P (t)(η′)t < C(η′′)t,
where P (t) is a polynomial with degree 6 m, and C and η′′ are as stated.
Finally, (c) is a straightforward consequence of (a) and (b); first, fix any η′′ as in (b), and
then choose γ such that (η′′)γ < η. 
After these preparations, the proof of Theorem 7.5 is not difficult.
Proof of Theorem 7.5. Choose γ as in (c) of Lemma 7.8. We split
P(Σt = δ | τ > t) = P(Σt = δ, τF > γt | τ > t) + P(Σt = δ, τF 6 γt | τ > t),
The first probability tends to zero as t → ∞, due to our choice of γ. The second can be
rewritten as
P(Σt = δ | τ > t, τδ 6 γt) · P(Σt = δ, τF 6 γt | τ > t),
where we have used that Lemma 7.6 implies {τ > t, τF 6 γt,Σt = δ} = {τ > t, τδ 6 γt}.
Here, the second factor converges to ν(δ) by the choice of γ and Lemma 7.8 (c).
Now consider the first factor. Together with τ > t and Lemma 7.6, τδ 6 γt implies that
Σs = δ for all s between γt and t. During this period, the labels of the blocks of δ evolve
independently, and by the uniform convergence to the stationary distribution q, we obtain
lim
t→∞
P(Σt = δ | τ > t, τδ 6 γt) =
∏
(d,λ)∈δ
q(λ),
which completes the argument. For additional details, see also the proof of Proposition 7.3.

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