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Abstract
There is a recent surge of interest in noncon-
vex reformulations via low-rank factorization
for stochastic convex semidefinite optimiza-
tion problem in the purpose of efficiency and
scalability. Compared with the original con-
vex formulations, the nonconvex ones typi-
cally involve much fewer variables, allowing
them to scale to scenarios with millions of
variables. However, it opens a new challenge
that under what conditions the nonconvex
stochastic algorithms may find the global op-
tima effectively despite their empirical suc-
cess in applications. In this paper, we pro-
vide an answer that a stochastic gradient de-
scent method with variance reduction, can be
adapted to solve the nonconvex reformulation
of the original convex problem, with a global
linear convergence, i.e., converging to a global
optimum exponentially fast, at a proper ini-
tial choice in the restricted strongly convex
case. Experimental studies on both simula-
tion and real-world applications on ordinal
embedding are provided to show the effec-
tiveness of the proposed algorithms.
1 Introduction
The stochastic convex semidefinite optimization prob-
lem, arising in many applications like non-metric mul-
tidimensional scaling [1, 6], matrix sensing [12, 22],
community detection [14], synchronization [4], and
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phase retrieval [10], is of the following form:
min
X∈Rp×p
f(X) =
1
n
n∑
i=1
fi(X) s.t. X  0, (1)
where fi(X) is some convex, smooth cost function as-
sociated with the i-th sample, X  0 is the positive
semidefinite (PSD) constraint.
There are many algorithms for solving problem (1),
mainly including the first-order methods like the well-
known projected gradient descent method [17], interior
point method [2], and more specialized path-following
interior point methods which use the (preconditioned)
conjugate gradient or residual scheme to compute the
Newton direction (for more detail, see the survey [15]
and references therein). However, most of these meth-
ods are not well-scalable due to the PSD constraint,
i.e., X  0. To circumvent this difficult constraint,
the idea of low-rank factorization was adopted in lit-
erature [8, 9] and became very popular in the past few
years due to its empirical success [5]. Low-rank factor-
ization recasts the original problem (1) into an uncon-
strained problem by introducing another rectangular
matrix U ∈ Rp×r with r < p such that X = UUT . Let
g(U) := f(UUT ) and problem (1) leads to,
min
U∈Rp×r
g(U) where r ≤ p. (2)
Problems (1) and (2) will be equivalent when r ≥ r∗
in the sense that problem (2) can find a global opti-
mum X∗ of problem (1) with r∗ = rank(X∗). Since
the PSD constraint has been eliminated, the recast
problem (2) has a significant advantage over (1), but
this benefit has a corresponding cost: the objective
function is no longer convex but instead nonconvex in
general. Even for the simple first-order methods like
the factored gradient descent (FGD), its global linear
convergence1 remains unspecified until a recent work
1By global linear convergence, it means that the algo-
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in [5]. Moreover, facing the challenge in large scale
applications with a big n, stochastic algorithms [19]
have been widely adopted nowadays, that is, at each
iteration, we only use the gradient information of one
or a small batch of the whole sample instead of the full
gradient over n samples. However, due to the variance
of such stochastic gradients, the stochastic gradient
descent (SGD) method only has a sublinear conver-
gence rate even in the strongly convex case. Various
variance reduction techniques have been proposed in
literature (see, e.g., [13, 20]), which resume the linear
convergence for strongly convex problems. However, it
is still open whether these methods can be adapted to
the nonconvex problem (2) while enjoying the linear
convergence to global optima.
The main contribution in this paper is to fill in this
gap by showing that, when adapted to the nonconvex
problem (2), our proposed versions of stochastic vari-
ance reduced gradient (SVRG) method can find the
global optimum of the original problem (1) at a lin-
ear convergence rate when the initial choice lies in a
prescribed neighbour of the global optimum and the
objective function is restricted strongly convex. The
initial choice condition here improves the one proposed
for FGD in [5]. Moreover, our proposal includes both
the fixed step sizes and the adaptive ones using a stabi-
lized modification of Barzilai-Borwein (BB) step sizes
[3] which adapts to the non-convex problems when
the curvature is not guaranteed as in strongly convex
cases. Finally, experiments on both matrix sensing
and ordinal embedding demonstrate the effectiveness
of the proposed scheme.
The reminder of this paper is organized as follows. Sec-
tion 2 introduce some algorithmic background with our
proposal. Section 3 presents the main convergence re-
sults. Section 4 provides some initialization schemes.
Section 7 outlines the proof of our main theorem. Sec-
tion 6 provides some applications to verify our theoret-
ical findings and show the effectiveness of the proposed
algorithms. We conclude this paper in Section 7.
Notations: For any two matrices X,Y ∈ Rp×p, their
inner product is defined as 〈X,Y 〉 = tr(XTY ). We
denote Sp+ as the set of positive semidefinite matrices
of size p × p. For any matrix X ∈ Rp×p, ‖X‖F and
‖X‖2 denote its Frobenius and spectral norms, respec-
tively, and σmin(X) and σmax(X) denote the smallest
and largest strictly positive singular values of X, de-
note τ(X) := σmax(X)σmin(X) , with a slight abuse of notation,
we also use σ1(X) ≡ σmax(X) ≡ ‖X‖2, and Xr de-
notes the rank-r approximation of X via its truncated
singular value decomposition (SVD) for any r ≤ p. Ip
rithm converges to a global optimum exponentially fast
when the initial choice is in a prescribed ball.
Algorithm 1 SVRG for Problem (1)
Parameters: update frequency m, step size (or learning
rate) {ηk}, initial point U˜0 ∈ Rp×r
for k=0,1,. . . do
X˜k := U˜k(U˜k)
T
gk =
1
n
∑n
i=1∇fi(X˜k)U˜k
U0 = U˜k
for t = 0, . . . ,m− 1 do
Xt = U tU t
T
Randomly pick it ∈ {1, . . . , n}
U t+1 = U t − ηk(∇fit(Xt)U t −∇fit(X˜k)U˜k + gk)
end for
U˜k+1 = Um
end for
denotes the identity matrix with the size p × p. We
will omit the subscript p of Ip if there is no confusion
in the context.
2 Algorithms
Without loss of generality, we assume that f is a
symmetric function, i.e., f(X) = f(XT ) throughout
the paper. For X = UUT , the gradient of g(U) :=
f(UUT ) is
∇g(U) = (∇f(UUT ) +∇f(UUT )T )U = 2∇f(X)U.
A. FGD: The FGD method proposed by [5] can be
described as follows: let U t be the iterate at the t-th
iteration and Xt := U tU t
T
, then the next iterate U t+1
is updated according to the following
U t+1 = U t − η∇f(Xt)U t, (3)
where η > 0 is a step size.
B. Stochastic FGD (SFGD): As a stochastic coun-
terpart of FGD (3), SFGD here can be naturally de-
scribed as follows: at the t-th iteration, randomly pick
an it ∈ {1, . . . , n}, then update the next iteration via
U t+1 = U t − ηt∇fit(Xt)U t, (4)
where ηt > 0 is a diminishing step size.
C. SVRG:2 The SVRG method was firstly proposed
by [13] for minimizing a finite sum of convex func-
tions with a vector argument. The main idea of SVRG
is adopting the variance reduction technique to accel-
erate SGD and achieve the linear convergence rate.
2Besides SVRG, there are some other accelerated
stochastic methods like SAG, SDCA and their variants.
We focus on SVRG mainly due to SVRG might require
less storage than SAG and SDCA, and thus it may be more
suitable for the applications considered in this paper.
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Specifically, SVRG for solving problem (2) can be de-
scribed as in Algorithm 1. There are mainly two loops
including an inner loop and an outer loop in SVRG.
One important implementation issue of SVRG is the
tuning of the step size. There are mainly two classes
of step sizes: determined or data adaptive. Here we
discuss three particular choices.
(a) Fixed step size [13]:
ηk ≡ η, for some η > 0. (5)
(b) Barzilai-Borwein (BB) step size [3, 21]: given an
initial η0 > 0 and for k ≥ 1, let g˜k := ∇f(X˜k),
ηk =
1
m
· ‖X˜
k − X˜k−1‖2F
|〈X˜k − X˜k−1, g˜k − g˜k−1〉|
. (6)
Note that such a BB step size is originally studied
for strongly convex objective functions [21], and
it may be breakout if there is no guarantee of the
curvature of f like in nonconvex cases. In order to
avoid such possible instability of (6) in our stud-
ies, a variant of BB step size, called the stabilized
BB step size, is suggested as follows.
(c) Stabilized BB (SBB) step size: given an initial
η0 > 0 and an  ≥ 0, for k ≥ 1,
ηk =
1
m
× (7)
‖X˜k − X˜k−1‖2F
|〈X˜k − X˜k−1, g˜k − g˜k−1〉|+ ‖X˜k − X˜k−1‖2F
.
Throughout the rest of paper, with a slight abuse, we
still name the original SVRG with a fixed step size
as SVRG, and call the SVRG with stabilized BB
step size (7) as SVRG-SBB, and particularly, we
call SVRG with BB step size as SVRG-SBB0. Be-
sides the above three step sizes, there are some other
schemes like the diminishing step size and the use of
smoothing technique in BB step size as discussed in
[21]. However, we mainly focus on the listed three
step sizes in this paper due to they have been demon-
strated to be effective in practice. Moreover, we only
consider the Option-I suggested in [13] for Algorithm
1, since Option-I in SVRG is generally a more natural
and better choice than Option-II as demonstrated in
both [13] and [21] in the vector setting.
3 Global Linear Convergence of
SVRGs
To present our main convergence results, we need the
following assumptions.
Assumption 1 Each fi (i = 1, . . . , n) satisfies the
following:
(a) fi is L-Lipschitz differentiable for some constant
L > 0, i.e., fi is smooth and ∇fi is Lipschitz
continuous satisfying
‖∇fi(X)−∇fi(Y )‖F ≤ L‖X−Y ‖F , ∀X,Y ∈ Sp+.
(b) fi is (µ, r)-restricted strongly convex for some
constants µ > 0 and r ≤ p, i.e., for any X,Y ∈
Sp+ with rank-r
fi(Y ) ≥ fi(X) + 〈∇fi(X), Y −X〉+ µ
2
‖Y −X‖2F .
Assumption 1 implies that f is also L-Lipschitz differ-
entiable and (µ, r)-restricted strongly convex. For any
L-Lipschitz differentiable and (µ, r)-restricted strongly
convex function h, the following hold ([18])
h(Y ) ≤ h(X) + 〈∇h(X), Y −X〉+ L
2
‖Y −X‖2F ,
µ‖X − Y ‖2F
≤ 〈∇h(X)−∇h(Y ), X − Y 〉 ≤ L‖X − Y ‖2F ,
where the first inequality holds for any X,Y ∈ Sp+, and
the second inequality holds for any X,Y ∈ Sp+ with
rank r, the first inequality and the right-hand side of
the second inequality hold for the Lipschitz continuity
of ∇h, and the left-hand side of the second inequality
is due to the (µ, r)-restricted strong convexity of h.
Let X∗ be a global optimum of problem (1) with rank
r∗ := rank(X∗), X∗r be its rank-r (r ≤ r∗) best ap-
proximation via truncated singular value decomposi-
tion (SVD), and U∗r be a decomposition of X
∗
r via
X∗r = U
∗
rU
∗
r
T . Under Assumption 1, we define the
following constants:
κ :=
L
µ
, γ0 :=
2(
√
2− 1)
3κ
, (8)
η¯ := min
 (1−
√
γ0)
2
‖∇f(X∗r )‖F
Lσr(X∗r )
+ (2
√
γ0 + γ0)τ(U∗r )
, 1
 , (9)
ξ := η¯(1− η¯/2), (10)
where τ(X∗r ) :=
σ1(X
∗
r )
σr(X∗r )
and τ(U∗r ) :=
σ1(U
∗
r )
σr(U∗r )
. κ ≥ 1 is
generally called the condition number of the objective
function. Thus, 0 < γ0 ≤ 2(
√
2−1)
3 and 0 < ξ ≤ 1/2.
As r is used in the alternative nonconvex problem (2),
the sequence {X˜k} generated by SVRG in Algorithm
1 is at least rank-r, and can only converge to a rank-r
matrix if it is convergent. Therefore, we impose the
following assumption to guarantee that the distance
between X∗r and X
∗ should be relatively small, other-
wise, the introduced problem (2) is not a good alter-
ative of the original problem (1).
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Assumption 2 (rank-r approximation error)
Let X∗ be a global optimum of problem (1), X∗r be
the rank-r approximation of X∗ for a given positive
integer r ≤ r∗ := rank(X∗). The following holds
‖X∗r −X∗‖F <
√
2− 1√
3
ξ1/2κ−1 · σr(X∗),
where κ is specified in (8), and σr(X
∗) is the r-th
largest singular value of X∗.
Assumption 2 is a regular assumption used in litera-
ture (say, [5]). Roughly speaking, Assumption 2 can
be regarded as some noise assumption on problem (1).
On the other hand, Assumption 2 is imposed to guar-
antee the uniqueness of the rank-r best approxima-
tion X∗r . Otherwise, when ‖X∗r − X∗‖F ≥ σr(X∗),
if X∗ = I5, i.e., an identity matrix with the size
5 × 5, then X∗r with r = 4 has five possible candi-
dates. Such assumption naturally holds for r = r∗,
and when r < r∗, it might be satisfied if the singular
values of X∗ possess certain compressible property3.
Under Assumption 2, we define several positive con-
stants as follows: ∆ :=
(
√
2−1)2ξ2σ2r(X∗r )
3κ2 −ξ‖X∗r−X∗‖2F ,
∆˜ :=
4(
√
2−1)2ξ2σ2r(X∗r )
9κ2 − ξ‖X∗r −X∗‖2F ,
γl :=
2(
√
2− 1)ξσr(X∗r )
3κ
−
√
∆, (11)
γu :=
2(
√
2− 1)ξσr(X∗r )
3κ
+
√
∆, (12)
γ˜l :=
2(
√
2− 1)ξσr(X∗r )
3κ
−
√
∆˜, (13)
γ˜u :=
2(
√
2− 1)ξσr(X∗r )
3κ
+
√
∆˜. (14)
Note that the following relations hold
γl + γu =
4(
√
2− 1)ξσr(X∗r )
3κ
, (15)
γ˜l < γl < γu < γ˜u ≤ γ0σr(X∗r ), (16)
where the last inequality of (16) holds for 0 < ξ ≤ 1/2
and γ˜u ≤ 2ξγ0σr(X∗r ) ≤ γ0σr(X∗r ).
We also need the following common assumption on the
stochastic direction, which has been widely used in lit-
erature on stochastic algorithms (say, [7] and reference
therein).
Assumption 3 (Unbiasedness) {∇fit(Xt)U t} sat-
isfies Eit [∇fit(Xt)U t] = ∇f(Xt)U t, ∀t ∈ N.
If it is uniformly sampled, (see [16, 24] for studies
on importance sampling), then the above assumption
3σi(X
∗) decays in a power law, i.e., σi(X∗) ≤ Ci−q, i =
1, 2, . . . , p for some constants C, q > 0
can be satisfied. Under Assumptions 1-3, let Nγ0 :=
{U : ‖U − U∗r ‖2F ≤ γ0σr(X∗r )}, and we define the
following constants: B := supU∈Nγ0 ‖UUT ‖F , B0 :=
supU∈Nγ0
{
Eit [‖∇fit(UUT )‖2F ]− ‖∇f(UUT )‖2F
}
,
B1 := supU∈Nγ0 ‖∇f(UUT )‖2F ,
B2 := 4
[
2L2B(B + ‖X∗r ‖F ) +B0 +B1
]
, (17)
θ :=
2ξB2
L(
√
∆˜−√∆)
=
18B2κδ
(
√
2− 1)2ξµσ2r(X∗r )
, (18)
ηmax := min
{
ζ1, ζ2,
1
2θ
}
, (19)
where δ :=
√
∆˜ +
√
∆, ζ1 :=
1
12
[
2L·κB+ B0+B1
(
√
2−1)µσr(X∗r )
] ,
and ζ2 :=
(
√
2−1)µξσr(X∗r )
12B2
. It can be seen that B is the
upper bound of X = UUT , B0 represents variance of
the stochastic gradient of f , and B1 is the upper bound
of the squared Frobenius norm of gradient ∇f(UUT ),
restricted to the closed ball Nγ0 .
Let {ηk} be a sequence satisfying ηk ∈ (0, ηmax) for
any k ∈ N. Given a positive integer m, define
ρk := 1− ηk(
√
2− 1)2ξµσ2r(X∗r )
18κδ
, (20)
ρ˜k := ρ
m
k + (1− ρmk )ηkθ. (21)
It is easy to check that 0 < ρk < 1 and 0 < ρ˜k < 1.
Based on the above defined constants, we present our
main theorem as follows.
Theorem 1 (Linear convergence of SVRG) Let
{U˜k} be a sequence generated by Algorithm 1. Suppose
that Assumptions 1-3 hold, and that ηk ∈ (0, ηmax).
The following hold: (a) if γl < ‖U˜0 − U∗r ‖2F < γu,
there hold
(a1) {E[‖U˜k − U∗r ‖2F ]} is monotonically decreasing,
(a2) (Linear convergence) for any k ≥ 1,
E[‖U˜k − U∗r ‖2F ] (22)
≤
(
k−1∏
i=0
ρ˜i
)
· ‖U˜0 − U∗r ‖2F + γ˜l×[
k−2∑
t=0
(
k−1∏
i=t+1
ρ˜i · (1− (ρt)m)
)
+ (1− (ρk−1)m)
]
.
(b) In addition, if ‖U˜0 − U∗r ‖2F ≤ γl, then E[‖U˜k −
U∗r ‖2F ] ≤ γl for any k ∈ N.
The above theorem holds for a generic step size satis-
fying ηk ∈ (0, ηmax). Actually, if {ηk} is lower bounded
by a positive constant ηmin and obviously, ηmin < ηmax,
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Figure 1: Convergence path of SVRG.
then by (20) and (21), ρk ∈ (ρmin, ρmax) and ρ˜k ∈
(θηmin, ρ˜max), where ρmin := 1 − ηmax(
√
2−1)2ξµσ2r(X∗r )
18κδ ,
ρmax := 1 − ηmin(
√
2−1)2ξµσ2r(X∗r )
18κδ , and ρ˜max := ρ
m
max +
(1− ρmmax)θηmax < 1. Thus,
∏k−1
i=0 ρ˜i ≤ (ρ˜max)k , and
k−2∑
t=0
(
k−1∏
i=t+1
ρ˜i · (1− (ρt)m)
)
+ (1− (ρk−1)m)
≤ (1− ρmmin) ·
[
1 +
k−2∑
t=0
(ρ˜max)
k−t−1
]
= (1− ρmmin) ·
1− (ρ˜max)k
1− ρ˜max =
1− ρmmin
1− ρmmax
· 1− (ρ˜max)
k
1− θηmax .
Let γ¯l :=
1−ρmmin
1−ρmmax ·
γ˜l
1−θηmax . According to the above two
inequalities, (22) implies that
E[‖U˜k − U∗r ‖2F ]− γ¯l ≤ (ρ˜max)k (‖U˜0 − U∗r ‖2F − γ¯l),
which shows the linear convergence of SVRG. Thus,
Theorem 1 shows certain global linear convergence of
SVRG, that is, the convergence to a global optimum
starting from some good initial point, as depicted in
Figure 1. From Figure 1, starting from an initializa-
tion lying in a γu-neighborhood of U
∗
r , SVRG con-
verges exponentially fast until achieving a small γ¯l-
neighborhood of U∗r ; while if the initialization lies in
the γl-ball of U
∗
r , then SVRG will never escape from
this small ball in expectation.
The comparisons on convergence results between FGD
[5] and SVRG in the restricted strongly convex case are
shown in Table 1. The convergence result of SVRG is
presented in expectation. From Table 1, the require-
ment on the rank-r approximation error can be re-
laxed from the order O( σr(X∗r )κ1.5τ(X∗r ) ) to O(
σr(X
∗
r )
κ ), and
the requirement on the radius of initialization can be
relaxed from O( σr(X∗r )κ2τ2(X∗r ) ) to O(
σr(X
∗
r )
κ ), where κ is the
“condition number” of the objective function f (spec-
ified in (8)), σr(X
∗
r ) and τ(X
∗
r ) are respectively the
r-th largest singular value and the condition number
of the rank-r approximation X∗r of the optimum X
∗
with r ≤ r∗ := rank(X∗).
Algorithm ‖X∗ −X∗r ‖F Initialization
FGD ([5]) O
(
σr(X
∗
r )
κ1.5τ(X∗r )
)
O
(
σr(X
∗
r )
κ2τ2(X∗r )
)
SVRG (our) O
(
σr(X
∗
r )
κτ0.5(X∗r )
)
O
(
σr(X
∗
r )
κτ(X∗r )
)
Table 1: Comparisons on convergence results (in order)
between FGD [5] and SVRG (this paper) in the restricted
strongly convex case.
In the following, we give a corollary to show the con-
vergence of SVRG when adopting the considered three
step-size strategies (5)-(7).
Corollary 1 (Convergence for different step sizes)
Under conditions of Theorem 1, all claims in Theorem
1 hold, if one of the following conditions holds:
(1) η ∈ (0, ηmax) when a fixed step size is adopted;
(2) m > 1(µ+)ηmax for any  ≥ 0 when SBB step size
is adopted.
By the definition of SBB step size (7), and Assumption
1, we have
1
m(L+ )
≤ ηk ≤ 1
m(µ+ )
.
Thus, if m > 1(µ+)ηmax , then ηk < ηmax for any k ∈ N.
From (11)-(13), if r = r∗ then ‖X∗r −X∗‖F = 0, and
thus γ˜l = 0 and γu =
(2+
√
3)·(√2−1)ξσr(X∗r )
3κ . However,
in this case, γl =
(2−√3)·(√2−1)ξσr(X∗r )
3κ > 0. Thus, we
cannot claim the exact recovery of a global optimum
directly from Theorem 1 even if ‖U˜0 −U∗r ‖2F ≤ γl. To
circumvent this problem, we use a more consecutive
step size, and get the following corollary showing the
exact recovery of SVRG. Let
η¯max := min
{
Lγu
2B2ξ
, ηmax
}
. (23)
Corollary 2 (Exact recovery when r = r∗) Let
{U˜k} be a sequence generated by Algorithm 1. Let
Assumptions 1 and 3 hold. If the following condi-
tions hold: (a) r = r∗, (b) ηk ∈ (0, η¯max), and (c)
‖U˜0 − U∗r ‖2F < (2+
√
3)·(√2−1)ξσr(X∗r )
3κ , then SVRG
exactly recover the global optimum X∗ in expectation
at a linear rate.
Corollary 2 shows that if fortunately, we can take r as
the exact rank r∗ of the global optimum, then SVRG
can exactly find the global optimum in expectation
exponentially fast, as long as the initialization lies in
a neighborhood of the global optimum. The proof of
this corollary is presented in (Supplementary Material:
Section 2.2).
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4 On Initialization Schemes
According to our main theorem (see, Theorem 1), the
initialization should be close to U∗r to get the prov-
able convergence. In the following, we discuss some
potential initialization schemes.
Scheme I: One common way is to use one of the
standard convex algorithms (say, projected gradient
descent method) and obtain a good initialization U0,
then switch to SVRG to get a higher precision solu-
tion. A specific implementation of this idea has been
used in [22] to deal with the matrix sensing problem,
and some theoretical guarantees of this scheme have
been developed in [5].
Scheme II: Another way is firstly to get X0 :=
1
‖∇f(0)−∇f(e1eT1 )‖F
· ProjSp+(−∇f(0)), then take U0 ∈
Rp×r such that U0U0T = X0r , where X0r is the rank-r
best approximation of X0 via SVD, and e1 ∈ Rp is
the vector with 1 as the first component and 0 as the
other components. The effectiveness of such scheme
is guaranteed by [5, Corollary 12] when the objective
function is well-conditioned, i.e., has a small κ.
Scheme III: Note that the previous two schemes need
at least one SVD, which might be prohibitive in large
scale applications. To avoid such an issue, random
initialization can be exploited which actually works
well in many applications.
5 Outline of Proofs
To prove Theorem 1, we need the following key lemma,
which gives an error estimate of the inner loop.
Lemma 1 (A key lemma) Let {U t}mt=0 be the se-
quence at the k-th inner loop. Let Assumptions 1,
2 and 3 hold. Let ηk ∈ (0, ηmax). If γl < E[‖U˜k −
U∗r ‖2F ] < γu, then the sequence {E[‖U t − U∗r ‖2F ]} is
monotonically decreasing for t = 0, . . . ,m, and
Eit [‖U t+1 − U∗r ‖2F ] ≤
ηkL
2
‖X∗ −X∗r ‖2F (24)
+ ‖U t − U∗r ‖2F −
2(
√
2− 1)
3
ηkµσr(X
∗
r )‖U t − U∗r ‖2F
+
ηkL
2ξ
‖U t − U∗r ‖4F + η2kB2 · ‖U˜k − U∗r ‖2F
where B2 is specified in (17); while if E[‖U˜k−U∗r ‖2F ] ≤
γl, then E[‖U t − U∗r ‖2F ] ≤ γl for any t = 0, . . . ,m.
The sketch proof of Lemma 1: We prove this
lemma by induction. Specifically, we first show that
if γl < E[‖U t − U∗r ‖2F ] < γu, then E[‖U t+1 − U∗r ‖2F ] ≤
E[‖U t−U∗r ‖2F ] < γu for t = 0, . . . ,m−1. Furthermore,
E[‖U t+1 − U∗r ‖2F ] can be estimated via noting that
Eit [‖U t+1 − U∗r ‖2F ]
= ‖U t − U∗r ‖2F + η2kEit [‖vtk‖2F ]
− 2ηkEit [〈vtk, U t − U∗r 〉],
where vtk = ∇fit(Xt)U t −∇fit(X˜k)U˜k +∇f(X˜k)U˜k,
and then establish the bounds of both Eit [‖vtk‖2F ] and
Eit [〈vtk, U t − U∗r 〉] via two lemmas shown in (Supple-
mentary Material: Lemma 2 and Lemma 3), respec-
tively. The specific proof of this lemma is presented in
(Supplementary Material: Section A).
Based on Lemma 1, we show the proof of Theorem 1
as follows.
Proof of Theorem 1: By Lemma 1, if γl < ‖U˜0 −
U∗r ‖2F < γu, then for any k ∈ N and t = 0, . . . ,m− 1,
E[‖U˜k+1−U∗r ‖2F ] ≤ E[‖U t−U∗r ‖2F ] ≤ E[‖U˜k −U∗r ‖2F ].
From (24) and by the definitions of γ˜l and γ˜u, at the
k-th inner loop, there holds
E[‖U t+1 − U∗r ‖2F ]− γ˜l
≤
[
1− ηkL
2ξ
(γ˜u − E[‖U t − U∗r ‖2F ])
]
×(
E[‖U t − U∗r ‖2F ]− γ˜l
)
+ η2kB2 · ‖U˜k − U∗r ‖2F
≤
[
1− ηkL
2ξ
(√
∆˜−
√
∆
)]
· (E[‖U t − U∗r ‖2F ]− γ˜l)
+ η2kB2 · ‖U˜k − U∗r ‖2F
:= ρk(E[‖U t − U∗r ‖2F ]− γ˜l) + η2kB2 · ‖U˜k − U∗r ‖2F ,
where the second inequality holds for E[‖U t−U∗r ‖2F ] <
γu and ηk < ηmax ≤ (
√
2−1)µξσr(x∗r)
12B2
≤ 6
(
√
2−1)µσr(X∗r )
≤
2ξ
L(
√
∆˜−√∆)
. By the above inequality, we have
E[‖U˜k+1 − U∗r ‖2F ]− γ˜l = E[‖Um − U∗r ‖2F ]− γ˜l
≤ (ρk)m(E[‖U˜k − U∗r ‖2F ]− γ˜l)
+ η2kB2 ·
1− (ρk)m
1− ρk · E[‖U˜
k − U∗r ‖2F ]
≤ (ρk)m(E[‖U˜k − U∗r ‖2F ]− γ˜l)
+ ηkθ(1− (ρk)m)E[‖U˜k − U∗r ‖2F ],
where the final inequality is due to the definition of
ρk (20), i.e., ρk = 1 − ηkB2θ and θ is specified in (18).
Therefore,
E[‖U˜k+1 − U∗r ‖2F ] ≤ (1− (ρk)m)γ˜l
+ [(ρk)
m + ηkθ(1− (ρk)m)] · E[‖U˜k − U∗r ‖2F ]
:= ρ˜kE[‖U˜k − U∗r ‖2F ] + (1− (ρk)m)γ˜l.
Based on the above inequality, we get (22) via a recur-
sive way, and thus complete the proof of this theorem.
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6 Experiments
In this section, we present two application examples to
show the effectiveness of the proposed algorithm and
also verify our developed theoretical results.
6.1 Matrix Sensing
We consider the following matrix sensing problem
min
X0
f(X) =
1
2n
n∑
i=1
(bi − 〈Ai, X〉)2,
where X ∈ Rp×p is a low-rank matrix, Ai ∈ Rp×p is a
sub-Gaussian independent measurement matrix of the
i-th sample, bi ∈ R, and n ∈ N is the sample size.
Specifically, we let p = 5000, the optimal matrix X∗ :=
U∗U∗T be a low-rank matrix with rank(X∗) = 5 and
the sample size n = 10p. In such high-dimensional
regime, the generic semidefinite optimization methods
generally do not work. Therefore, we only compare
the performance of the low-rank factorization based
methods, i.e., FGD [5], SFGD, and SVRG with three
different step sizes studied in this paper. In this experi-
ment, r is set as r∗, and the initialization is constructed
via the optimum U∗ with a random perturbation, and
the step sizes for all algorithms are tuned in the hand-
optimal way (shown in the figure). For three SVRG
algorithms, the update frequency of the inner loop m
is set as the sample size n. The experiment results
are shown in Figure 2. An epoch of SFGD includes
n iterations of SFGD, an epoch of FGD is exactly an
iteration of FGD, and an epoch of SVRG is an itera-
tion of outer loop. The iterative error curves of SVRG,
SFGD and FGD are shown along epochs since all of
them exploit a full scan of gradients over sample per
epoch and their computational complexities per epoch
are thus comparable.
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Figure 2: Experiments for matrix sensing problem.
Left: trends of iterative errors of five algorithms.
Right: trend of iterative error of FGD. It requires
about 20, 50 and 500 epochs for SVRG, SFGD and
FGD respectively, to achieve the precision 3× 10−6.
From Figure 2, we can observe that all three SVRG al-
gorithms converge exponentially fast to the global op-
timum with high precisions. To achieve the precision
3×10−6, it requires about 50 and 500 epochs for SFGD
and FGD, respectively, while about 20 epochs are gen-
erally sufficient for three SVRG algorithms. In terms
of epoch number, the considered SVRG methods are
much faster than both FGD and SFGD. These exper-
iment results demonstrate the effectiveness of SVRG
and also verify our developed theoretical results.
6.2 Ordinal Embedding
In this subsection, we apply SVRG to the ordinal em-
bedding problem, of which the Stochastic Triplet Em-
bedding (STE) [23] is one of the typical models. The
objective function is shown as follows:
f(X) =
1
|C|
∑
c∈C
`c(X) + λ · tr(X),
where C is a set of ordinal constraints, |C| is its cardi-
nality, and `c is the logistic loss. To show the effective-
ness of the considered SVRG methods, we compare the
performance of SVRG (using fixed, SBB0 and SBB
step sizes, where  = 0.02) with SFGD, FGD and the
projected gradient descent (ProjGD) method, where
the last two are batch methods.
A. Music artist dataset: We implement SVRG on
the first real world dataset called Music artist dataset,
collected by [11] via a web-based survey. In this
dataset, there are 1032 users and 412 music artists.
The number of triplets on the similarity between music
artists is 213472. A triplet (i, j, k) indicates an ordi-
nal constraint like d2ij(X) ≤ d2ik(X), which means that
“music artist i is more similar to artist j than artist
k”, where d2ij(X) is the Euclidean distance between
artists i and j, i, j, k ∈ {1, . . . , p}, and p is the number
of total kinds of music artists. Specifically, we use the
data pre-processed by [23] via removing the inconsis-
tent triplets from the original dataset. In this dataset,
there are 9107 triplets for p = 400 artists. The genre
labels for all artists are gathered using Wikipedia, to
distinguish nine music genres (rock, metal, pop, dance,
hip hop, jazz, country, gospel, and reggae).
For each method, we implement independently 50 tri-
als, and then record their test errors. For each trail,
80% triplets are randomly picked as the training set
and the rest as the test set. All methods start with
the same initial point, which is chosen randomly. Each
curve in Figure 3 shows the trend of test error of one
method with respect to the epoch number.
From Figure 3, SVRG with SBB step sizes can sig-
nificantly speed up SFGD and the batch methods in
terms of epoch number. Particularly, the test error
curves of two SVRG-SBB methods decay much faster
than those of SFGD, FGD and ProjGD at the initial
50 epochs.
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Figure 3: Experiments for Music artist data. To
achieve the test error 0.22, about 40 epochs for SVRG-
SBB0 and SVRG-SBB0.02, and 130 epochs for SVRG
(fixed step size), and 260 epochs for both SFGD and
FGD, and 1600 epochs for ProjGD are required.
B. eurodist dataset: We implement SVRG on an-
other real world dataset called eurodist dataset, which
describes the “driving” distances between 21 cities in
Europe, and is available in the stats library of R.
In this dataset, there are 21945 comparisons in total.
A quadruplet (i, j, k, l) indicates an ordinal constraint
like d2ij(X) ≤ d2kl(X), which means that “the distance
between cities i and j is shorter than the distance be-
tween cities l and k”, where d2ij(X) is the “driving”
distance between cities i and j, i, j, k, l ∈ {1, . . . , 21}.
One of the main task of this dataset is to embed these
21 cities in 2-dimensional space.
In this experiment, we first abstract all 3990 triplet
ordinal comparisons from the total data set, and then
use these triplets for learning. A triplet (i, j, k)4 in-
dicates an ordinal constraint like d2ik(X) ≤ d2jk(X),
which means that “the distance between cities i and k
is less than the distance between cities j and k”. For
each method, we implement independently 50 trials,
and then record their test errors. For each trail, 80%
triplets are randomly picked as the training set and the
rest as the test set. All methods start with the same
initial point, which is chosen randomly. Each curve in
Figure 4 shows the trend of test error of one method
with respect to the epoch number.
From Figure 4, SVRG with SBB step sizes can speed
up SFGD and both batch methods in terms of epoch
number. Particularly, the test error curves of two
SVRG-SBB methods decay much faster than those of
SFGD, FGD and ProjGD at the initial 50 epochs.
7 Conclusion
In this paper, we consider a nonconvex stochastic
semidefinite optimization problem, which emerges in
4A triplet (i, j, k) is a special quadruplet (i, k, j, k). We
only use all triplets in this experiment because the existing
and our codes are only suitable for dealing with triplet
ordinal constraints. We will further prepare the codes for
dealing with the quadruplet ordinal constraints.
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Figure 4: Experiments for eurodist dataset. To achieve
the test error 0.057, about 40 epochs for SVRG-SBB0
and SVRG-SBB0.1, and 150 epochs for SVRG with a
fixed step size, and 300 epochs for SFGD and FGD,
and more than 450 epochs for ProjGD are required.
many fields of science and engineering. For the first
time up to our knowledge, provable global linear con-
vergence is established for stochastic variance reduced
gradient (SVRG) algorithms to solve this nonconvex
problem. Specifically, under common assumptions of
restricted strong convexity of the objective function
and small rank-r approximation error, we can show
that SVRG can converge to a global optimum at a
linear rate as long as the initialization lies in a neigh-
borhood of the optimum. The initial choice condi-
tion significantly improves the existing results for de-
terministic gradient descent. Moreover, our choice of
step sizes includes both fixed and adaptive ones using
Barzilai-Borwein (BB) step size with stabilization in
nonconvex settings. Application examples show that
the proposed scheme is promising in fast solving some
large scale problems.
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Supplementary Material: Proofs
For any matrix U ∈ Rp×r, let QU be a basis of the
column space of U . Denote PU := QUQTU . Then PU ·
U = U . For any matrix Y ∈ Rp×p, PUY is a projection
of Y onto the subspace spanned by X := UUT .
A. Proof of Lemma 1
The sketch proof of Lemma 1 is show as follows. We
prove this lemma by induction. Specifically, we first
show that if γl < E[‖U t−U∗r ‖2F ] < γu, then E[‖U t+1−
U∗r ‖2F ] ≤ E[‖U t − U∗r ‖2F ] < γu for t = 0, . . . ,m − 1.
Furthermore, E[‖U t+1 − U∗r ‖2F ] can be estimated via
noting that
Eit [‖U t+1 − U∗r ‖2F ]
= ‖U t − U∗r ‖2F + η2kEit [‖vtk‖2F ]
− 2ηkEit [〈vtk, U t − U∗r 〉],
where vtk = ∇fit(Xt)U t −∇fit(X˜k)U˜k +∇f(X˜k)U˜k,
and establishing the bounds of both Eit [‖vtk‖2F ] and
Eit [〈vtk, U t−U∗r 〉] shown as the following two lemmas,
respectively.
Lemma 2 (Bound of 2Eit [〈vtk, U t − U∗r 〉]) Let As-
sumptions 1 and 3 hold. Let {U t}m−1t=0 be a sequence
generated by SVRG in Algorithm 1 at the k-th in-
ner loop. Let Xt = U tU t
T
and vtk = ∇fit(Xt)U t −
∇fit(X˜k)U˜k+∇f(X˜k)U˜k. If ‖U t−U∗r ‖2F < γ0σr(X∗r ),
then there holds
2Eit [〈vtk, U t − U∗r 〉]
≥ µ
2
‖Xt −X∗r ‖2F +
ξ
2L
‖PUt∇f(Xt)‖2F
− L
2
‖X∗ −X∗r ‖2F −
L
2ξ
‖U t − U∗r ‖4F .
where ξ is specified in (10).
Proof. By Assumption 3,
2Eit [〈vtk, U t − U∗r 〉]
= 2〈∇f(Xt)U t, U t − U∗r 〉
= 2〈∇f(Xt), Xt − U∗rU tT 〉
= 〈∇f(Xt), Xt −X∗r 〉
+ 〈∇f(Xt), Xt +X∗r − 2U∗rU tT 〉. (25)
To bound the first term of (25), we utilize the following
three inequalities mainly by the Lipschitz differentia-
bility and restricted strong convexity of f , that is,
(i) f(X∗r ) ≥
f(Xt) + 〈∇f(Xt), X∗r −Xt〉+
µ
2
‖X∗r −Xt‖2F ,
(ii) f(Xt) ≥ f(X∗) + (1− η¯/2)η¯L−1 · ‖PUt∇f(Xt)‖2F ,
(iii) f(X∗) ≥ f(X∗r )−
L
2
‖X∗ −X∗r ‖2F ,
where (i) holds for the (µ, r)-restricted strong convex-
ity of f , (ii) holds the following inequality induced by
the L-Lipschitz differentiability of f , i.e.,
f(Xt) ≥ f(X¯) + 〈∇f(Xt), Xt − X¯〉 − L
2
‖Xt − X¯‖2F
(where X¯ := Xt − η¯
L
PUt∇f(Xt)PUt)
= f(X¯) + (1− η¯/2)η¯L−1 · ‖PUt∇f(Xt)‖2F ,
and f(X¯) ≥ f(X∗) since X∗ is an optimum and X¯ is
a feasible point by Lemma 8(b), and (iii) holds for the
L-Lipschitz differentiability of f and the optimality
condition ∇f(X∗)U∗ = 0, i.e.,
f(X∗r ) ≤ f(X∗) + 〈∇f(X∗), X∗ −X∗r 〉+
L
2
‖X∗ −X∗r ‖2F
= f(X∗) +
L
2
‖X∗ −X∗r ‖2F ,
where the equality holds for ∇f(X∗)U∗ = 0, which
directly implies the following facts: ∇f(X∗)U∗r = 0,
∇f(X∗)X∗ = 0 and ∇f(X∗)X∗r = 0 due to X∗ =
U∗U∗T and X∗r = U
∗
rU
∗
r
T . Summing the inequalities
(i)-(iii) yields
〈∇f(Xt), Xt −X∗r 〉 ≥
µ
2
‖Xt −X∗r ‖2F (26)
+ (1− η¯/2)η¯L−1 · ‖PUt∇f(Xt)‖2F −
L
2
‖X∗ −X∗r ‖2F .
On the other hand, we observe that
〈∇f(Xt), Xt +X∗r − 2U∗rU tT 〉
= 〈PUt∇f(Xt) + (I− PUt)∇f(Xt), Xt +X∗r − 2U∗rU tT 〉
= 〈PUt∇f(Xt), Xt +X∗r − 2U∗rU tT 〉
= 〈PUt∇f(Xt), (U t − U∗r )(U − U∗r )T 〉
≥ − (1− η¯/2)η¯
2L
‖PUt∇f(Xt)‖2F
− L
2η¯(1− η¯/2) · ‖U
t − U∗r ‖4F . (27)
where the second equality is due to 〈(I −
PUt)∇f(Xt), Xt〉 = 0, 〈(I−PUt)∇f(Xt), U∗rU tT 〉 = 0
and 〈(I − PUt)∇f(Xt), X∗r 〉 = 0 by Lemma 8(c), the
last equality holds for X∗r = U
∗
rU
∗
r
T , and the inequal-
ity holds for the basic inequality: 〈Y,Z〉 ≥ − c2‖Y ‖2F −
1
2c‖Z‖2F for any Y,Z ∈ Rp×p and c > 0. Substituting
(26) and (27) into (25) concludes this lemma. 
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Lemma 3 (Bound of Eit [‖vtk‖2F ]) Let Assumptions
1, 2 and 3 hold. Assume that ‖U t − U∗r ‖2F < γu and
‖U˜k − U∗r ‖2F < γu, then
Eit [‖vtk‖2F ] ≤ 4(B0 +B1)(‖U t − U∗r ‖2F + ‖U˜k − U∗r ‖2F )
+ 4L2B(‖Xt −X∗r ‖2F + ‖X˜k −X∗r ‖2F )
+ ‖PUt∇f(Xt)‖2F · ‖Xt‖F .
Proof. Note that
‖vtk‖2F = ‖∇fit(Xt)U t −∇fit(X˜k)U˜k‖2F
+ ‖∇f(X˜k)U˜k‖2F
+ 2〈∇fit(Xt)U t −∇fit(X˜k)U˜k,∇f(X˜k)U˜k〉.
Thus,
Eit [‖vtk‖2F ]
= Eit [‖∇fit(Xt)U t −∇fit(X˜k)U˜k‖2F ]
+ ‖∇f(X˜k)U˜k‖2F
+ 2〈∇f(Xt)U t −∇f(X˜k)U˜k,∇f(X˜k)U˜k〉
= Eit [‖∇fit(Xt)U t −∇fit(X˜k)U˜k‖2F ]
− ‖∇f(Xt)U t −∇f(X˜k)U˜k‖2F + ‖∇f(Xt)U t‖2F
≤ Eit [‖∇fit(Xt)U t −∇fit(X˜k)U˜k‖2F ]
+ ‖PUt∇f(Xt)‖2F · ‖Xt‖F , (28)
where the last inequality holds for ‖∇f(Xt)U t −
∇f(X˜k)U˜k‖2F ≥ 0 and
‖∇f(Xt)U t‖2F
= ‖PUt∇f(Xt)U t + (I− PUt)∇f(Xt)U t‖2F
= ‖PUt∇f(Xt)U t‖2
≤ ‖PUt∇f(Xt)‖2F · ‖Xt‖F .
In the following, we bound the first term of (28). Note
that
‖∇fit(Xt)U t −∇fit(X˜k)U˜k‖2F
= ‖∇fit(Xt)(U t − U˜k) + (∇fit(Xt)−∇fit(X˜k))U˜k‖2F
≤ 2‖∇fit(Xt)(U t − U˜k)‖2F
+ 2‖(∇fit(Xt)−∇fit(X˜k))U˜k‖2F
≤ 2‖∇fit(Xt)‖2F ‖U t − U˜k‖2F
+ 2L2‖X˜k‖F ‖Xt − X˜k‖2F ,
which follows
Eit [‖∇fit(Xt)U t −∇fit(X˜k)U˜k‖2F ]
≤ 2(Eit [‖∇fit(Xt)‖2F ]− ‖∇f(Xt)‖2F )‖U t − U˜k‖2F
+ 2‖∇f(Xt)‖2F · ‖U t − U˜k‖2F + 2L2‖X˜k‖F ‖Xt − X˜k‖2F
≤ 2(B0 +B1) · ‖U t − U˜k‖2F + 2L2B‖Xt − X˜k‖2F
≤ 4(B0 +B1) · (‖U t − U∗r ‖2F + ‖U˜k − U∗r ‖2F )
+ 4L2B(‖Xt −X∗r ‖2F + ‖X˜k −X∗r ‖2F ),
where B0, B1 and B are specified before (17). Substi-
tuting the above inequality into (28), we can conclude
this lemma. 
Based on the above two lemmas, we give the proof of
Lemma 1.
Proof of Lemma 1: By Lemma 2 and Lemma 3,
Eit [‖U t+1 − U∗r ‖2F ] ≤ ‖U t − U∗r ‖2F
− ηk
[
µ
2
‖Xt −X∗r ‖2F +
ξ
2L
‖PUt∇f(Xt)‖2F
]
+ ηk
[
L
2
‖X∗ −X∗r ‖2F +
L
2ξ
‖U t − U∗r ‖4F
]
+ 4η2k(B0 +B1)(‖U t − U∗r ‖2F + ‖U˜k − U∗r ‖2F )
+ 4η2kL
2B
(
‖Xt −X∗r ‖2F + ‖X˜k −X∗r ‖2F
)
+ η2k‖PUt∇f(Xt)‖2F · ‖Xt‖F
≤ ‖U t − U∗r ‖2F −
(ηkµ
2
− 4η2kL2B
)
‖Xt −X∗r ‖2F
+ 4η2k(B0 +B1)‖U t − U∗r ‖2F +
ηkL
2ξ
‖U t − U∗r ‖4F
+ 4η2k
[
L2B‖X˜k −X∗r ‖2F + (B0 +B1)‖U˜k − U∗r ‖2F
]
+
ηkL
2
‖X∗ −X∗r ‖2F
≤ ‖U t − U∗r ‖2F − ηk‖U t − U∗r ‖2F×[
2(
√
2− 1)σr(X∗r )
(µ
2
− 4ηkL2B
)
− 4ηk(B0 +B1)
]
+
ηkL
2ξ
‖U t − U∗r ‖4F
+ 4η2k
[
L2B‖X˜k −X∗r ‖2F + (B0 +B1)‖U˜k − U∗r ‖2F
]
+
ηkL
2
‖X∗ −X∗r ‖2F ,
≤ ‖U t − U∗r ‖2F +
ηkL
2ξ
‖U t − U∗r ‖4F − ηk‖U t − U∗r ‖2F×[
2(
√
2− 1)σr(X∗r )
(µ
2
− 4ηkL2B
)
− 4ηk(B0 +B1)
]
+ 4η2k
[
2L2B(B + ‖X∗r ‖F ) +B0 +B1
] · ‖U˜k − U∗r ‖2F
+
ηkL
2
‖X∗ −X∗r ‖2F ,
where the first inequality is due to Lemma 2 and
Lemma 3, the second inequality holds for ηk < ηmax ≤
ξ
2BL , the third inequality holds for ηk < ηmax ≤ 18BκL
and Lemma 5(b), the final inequality holds for Lemma
5(a). Since ηk < ηmax ≤ (
√
2−1)µσr(X∗r )
12[2(
√
2−1)σr(X∗r )L2B+B0+B1]
,
then
2(
√
2− 1)σr(X∗r )
(µ
2
− 4ηkL2B
)
− 4ηk(B0 +B1)
≥ 2(
√
2− 1)µσr(X∗r )
3
.
Finding Global Optima in Nonconvex Stochastic Semidefinite Optimization with Variance Reduction
Thus, substituting the above inequality into the first
main inequality yields (24).
Furthermore, by the assumption of this lemma and
γu ≤ γ0σr(X∗r ), we have
‖U˜k − U∗r ‖2F < γ0σr(X∗r ).
Thus,
Eit [‖U t+1 − U∗r ‖2F ]
≤ ‖U t − U∗r ‖2F +
ηkL
2ξ
×[
‖U t − U∗r ‖4F + ξ‖X∗ −X∗r ‖2F +
2ξηkB2
L
· γ0σr(X∗r )
]
− ηkL
2ξ
· 4(
√
2− 1)ξσr(X∗r )
3κ
‖U t − U∗r ‖2F (29)
≤ ‖U t − U∗r ‖2F +
ηkL
2ξ
×[
‖U t − U∗r ‖4F −
4(
√
2− 1)ξσr(X∗r )
3κ
‖U t − U∗r ‖2F
]
+
ηkL
2ξ
·
[
ξ‖X∗ −X∗r ‖2F +
(
√
2− 1)2ξ2σ2r(X∗r )
9κ2
]
,
where the second inequality holds for ηk < ηmax ≤
(
√
2−1)µξσr(X∗r )
12B2
, and ηk < ηmax ≤ (
√
2−1)2ξµσr(X∗r )
18κB2γ0
. By
the definitions of γl (11) and γu (12), the above in-
equality implies
Eit [‖U t+1 − U∗r ‖2F ] ≤ ‖U t − U∗r ‖2F
− ηkL
2ξ
(γu − ‖U t − U∗r ‖2F )(‖U t − U∗r ‖2F − γl),
which implies E[‖U t+1 − U∗r ‖2F ] ≤ E[‖U t − U∗r ‖2F ] if
γl < E[‖U t − U∗r ‖2F ] < γu. Inductively, we can claim
the first part of this lemma.
Define a univariate function h(z) = z − ηkL2ξ ·(
(γl + γu)z − z2 − γl · γu
)
for any z ∈ R+. Then its
derivative is
h′(z) = 1− ηkL
2ξ
· (γl + γu) + ηkL
ξ
· z
= 1− (
√
2− 1)ηkµσr(X∗r ) +
ηkL
ξ
· z > 0,
for 0 < z ≤ γl, where the second equality holds
for (15), and the inequality is due to 1 − (√2 −
1)ηkµσr(X
∗
r ) > 0 for any ηk ∈ (0, ηmax). Thus, for
any 0 < z ≤ γl,
h(z) ≤ h(γl) = γl,
which shows that the last statement of this lemma
holds. Therefore, we end the proof of this lemma. 
B. Proof of Corollary 2
Proof. Note that η¯max ≤ ηmax. By Theorem 1, if
γl :=
(2−√3) · (√2− 1)ξσr(X∗r )
3κ
< ‖U˜0 − U∗r ‖2F <
(2 +
√
3) · (√2− 1)ξσr(X∗r )
3κ
:= γu,
then it is obvious that SVRG converges to the op-
timum X∗ at a linear rate. As a consequence, we
only need to prove the exact recovery of SVRG when
‖U˜0 − U∗r ‖2F ≤ γl. By Theorem 1, in this case,
E[‖U˜k − U∗r ‖2F ] ≤ γl for all k ∈ N. Actually, by the
proof of Theorem 1, at any k-th inner loop,
E[‖U˜ t − U∗r ‖2F ] ≤ γl (30)
for any t = 1, . . . ,m.
In this case, it is obvious that Lemmas 2 and 3 still
hold, and (29) in the proof of Lemma 1 should be
revised as
Eit [‖U t+1 − U∗r ‖2F ]
≤ ‖U t − U∗‖2F +
ηkL
2ξ
×[
‖U t − U∗‖4F −
4(
√
2− 1)ξσr(X∗r )
3κ
‖U t − U∗‖2F
]
+ η2kB2 · ‖U˜k − U∗‖2F
≤
(
1− ηkL
2ξ
· γu
)
· ‖U t − U∗‖2F
+ η2kB2 · ‖U˜k − U∗‖2F , (31)
where the second inequality holds for (30) and (15).
By (31), recursively, after some simplifications we have
E[‖U˜k+1 − U∗‖2F ] (32)
≤
(
1− ηkL
2ξ
· γu
)m
‖U˜k − U∗‖2F
+
2B2ηkξ
Lγu
·
[
1−
(
1− ηkL
2ξ
· γu
)m]
‖U˜k − U∗‖2F
Since ηk ∈ (0, η¯max), then
0 <
2B2ηkξ
Lγu
< 1,
and thus,
0 <
(
1− ηkL
2ξ
· γu
)m
+
2B2ηkξ
Lγu
·
[
1−
(
1− ηkL
2ξ
· γu
)m]
< 1,
which implies that SVRG converges to X∗ at a linear
rate. Therefore, we finish the proof of this corollary.

Jinshan Zeng1,2, Ke Ma3,4, Yuan Yao2,†
C. Several Useful Lemmas
Lemma 4 ([1]) Let A and B be two positive semi-
definite matrices with the size p×p. Assume that A is
full rank, then
tr(AB) ≥ σmin(A)tr(B).
Lemma 5 For any U ∈ Rp×r, let X = UUT , X∗r =
U∗rU
∗
r
T , the following hold:
(a) (Upper bound) ‖X−X∗r ‖2F ≤ 2(‖X‖F+‖X∗r ‖F )·
‖U − U∗r ‖2F , and
(b) (Lower bound) if ‖U − U∗r ‖F ≤ γσr(U∗r ) for
some 0 < γ < 1, then
‖X −X∗r ‖2F ≥ 2(
√
2− 1)σ2r(U∗r )‖U − U∗r ‖2F .
Proof. (a) Note that
‖UUT − U∗rU∗r T ‖F = ‖U(U − U∗r )T + (U − U∗r )U∗r T ‖F
≤ (‖U‖F + ‖U∗r ‖F )‖U − U∗r ‖F .
Thus, ‖X −X∗r ‖2F ≤ (‖U‖F + ‖U∗r ‖F )2‖U − U∗r ‖2F ≤
2(‖U‖2F + ‖U∗r ‖2F )‖U − U∗r ‖2F .
(b) For any x ∈ Rr, note that
2xTUTU∗r x = ‖Ux‖22 + ‖U∗r x‖22 − ‖(U − U∗r )x‖22
≥ ‖U∗r x‖22 − ‖U − U∗r ‖22 · ‖x‖22
≥ (1− γ2)σr(X∗r )‖x‖22
≥ 0 (∵ 0 < γ < 1), (33)
where the first inequality is due to ‖Ux‖22 ≥ 0 and
‖(U − U∗r )x‖2 ≤ ‖U − U∗r ‖2 · ‖x‖2, and the second
inequality holds for ‖U∗r x‖22 ≥ σr(X∗r )‖x‖22 and ‖U −
U∗r ‖22 ≤ ‖U − U∗r ‖2F ≤ γ2σr(X∗r ) by the assumption of
this lemma. Thus, (33) implies
UTU∗r  0, (34)
and UTU∗r is full rank. Based on (34), we prove part
(b). Let H = U − U∗r . Then
‖X −X∗r ‖2F = tr
(
(HTH)2 + 4HTHHTU∗r
)
+ tr
(
2(HTU∗r )
2 + 2U∗r
TU∗rH
TH
)
.
Thus, establishing Lemma 5(b) is equivalent to show
that
tr
(
(HTH)2 + 4HTHHTU∗r + 2(H
TU∗r )
2
)
+ tr
(
2U∗r
TU∗rH
TH − cHTH
)
≥ 0,
where c := 2(
√
2 − 1)σ2r(U∗r ). By some simple deriva-
tions, we can observe that
tr
(
(HTH)2 + 4HTHHTU∗r + 2(H
TU∗r )
2
)
+ tr
(
2U∗r
TU∗rH
TH − cHTH
)
= tr
(
(HTH +
√
2HTU∗r )
2 + (4− 2
√
2)HTHHTU∗r
)
+ tr
(
2U∗r
TU∗rH
TH − cHTH
)
≥ tr
(
(4− 2
√
2)HTHHTU∗r + 2U
∗
r
TU∗rH
TH − cHTH
)
= tr
((
(4− 2
√
2)HTU∗r + 2U
∗
r
TU∗r − cI
)
·HTH
)
.
Recalling HTU∗r = U
TU∗r − U∗r TU∗r , we have
tr
((
(4− 2
√
2)HTU∗r + 2U
∗
r
TU∗r − cI
)
·HTH
)
= tr
(
(4− 2
√
2)UTU∗r ·HTH
)
+ tr
((
2(
√
2− 1)U∗r TU∗r − cI
)
·HTH
)
= tr
(
(2−
√
2)(UTU∗r + U
∗
r
TU) ·HTH
)
+ tr
((
2(
√
2− 1)U∗r TU∗r − cI
)
·HTH
)
≥ tr
((
2(
√
2− 1)U∗r TU∗r − cI
)
·HTH
)
≥ 0, (∵ c := 2(
√
2− 1)σ2r(U∗r ), Lemma 4)
where the second equality is due to tr(UTU∗rH
TH) =
tr(HTHU∗r
TU) = tr(U∗r
TUHTH), and the first in-
equality holds for (34) and Lemma 4. Therefore, the
above inequality implies
tr
(
(HTH)2 + 4HTHHTU∗r + 2(H
TU∗r )
2
)
+ tr
(
2U∗r
TU∗rH
TH − cHTH
)
≥ 0,
which concludes part (b) of this lemma. 
The following lemma is similar to [5, Lemma 18].
Lemma 6 Let X = UUT and X∗r = U
∗
rU
∗
r
T be two
p × p rank-r positive semidefinite matrices. Let ‖U −
U∗r ‖F ≤ γσr(U∗r ) for some constant 0 < γ < 1. Then
‖X −X∗r ‖F ≤ (2γ + γ2) · τ(U∗r ) · σr(X∗r ),
where τ(U∗r ) :=
σ1(U
∗
r )
σr(U∗r )
.
Proof. Note that
‖X −X∗r ‖F = ‖U(U − U∗r )T + (U − U∗r )U∗r T ‖F
≤ ‖U − U∗r ‖F (‖U‖2 + ‖U∗r ‖2)
≤ (2‖U∗r ‖2 + γσr(U∗r ))‖U − U∗r ‖F
≤ (2 + γ)γ · ‖U∗r ‖2 · σr(U∗r ),
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where the first inequality holds for the triangle inequal-
ity, Cauchy-Schwartz inequality and the fact that the
spectral norm is invariant with respect to the orthog-
onal transformation, the second inequality is due to
the following sequence of inequalities, based on the
hypothesis of the lemma:
‖U‖2 −‖U∗r ‖2 ≤ ‖U −U∗r ‖2 ≤ ‖U −U∗r ‖F ≤ γσr(U∗r ),
and the last inequality holds for the fact σr(U
∗
r ) ≤
‖U∗r ‖2 and the assumption of this lemma. The above
inequality directly implies the claim of this lemma by
the definition of τ(U∗r ). 
Moreover, we need modify [5, Lemma 19] as follows.
Lemma 7 Let X = UUT and X∗r = U
∗
rU
∗
r
T be two
p × p rank-r positive semidefinite matrices. Let ‖U −
U∗r ‖F ≤ γσr(U∗r ) for some constant 0 < γ < 1. Then
σr(U) ≥ (1− γ)σr(U∗r ).
Proof. Using the norm ordering ‖ ·‖2 ≤ ‖·‖F and the
Weyl’s inequality for perturbation of singular values
(see, [2, Theorem 3.3.16]), we get
|σi(U)− σi(U∗r )| ≤ γσr(U∗r ), 1 ≤ i ≤ r,
which implies that
σr(U) ≥ (1− γ)σr(U∗r ).

Lemma 8 Let Assumption 1 hold. Let X = UUT
and X∗r = U
∗
rU
∗
r
T be two p × p rank-r (r < p) posi-
tive semidefinite matrices. Suppse that ‖U − U∗r ‖2F <
γ0σr(X
∗
r ), where γ0 is specified in (8). Then the fol-
lowing hold:
(a) (Bounded gradient)
‖∇f(X)‖F
≤ ‖∇f(X∗r )‖F + (2
√
γ0 + γ0)Lτ(U
∗
r )σr(X
∗
r ),
(b) (Feasibility of X¯) Let X¯ := X− η¯LPU∇f(X)PU ,
where η¯ is specified in (9), then X¯ is a feasible
point, i.e., X¯ is symmetric and positive semidefi-
nite.
(c) (I− PU )X∗r = 0.
Proof. (a) Note that
‖∇f(X)‖F ≤ ‖∇f(X∗r )‖F + L‖X −X∗r ‖F
≤ ‖∇f(X∗r )‖F + (2
√
γ0 + γ0)Lτ(U
∗
r )σr(X
∗
r ),
where the first inequality holds for the L-Lipschitz dif-
ferentiability of f , and the second inequality holds for
Lemma 6.
(b) Since PUXPU = X and X is rank-r, then
X − η¯
L
· PU∇f(X)PU = PU (X − η¯
L
· ∇f(X))PU ,
which implies that X¯ is symmetric and that the last
p − r eigenvalues of the matrix X − η¯L · PU∇f(X)PU
are zero, that is, λi(X − η¯L · PU∇f(X)PU ) = 0 for
i = r + 1, . . . , p. While for any i = 1, . . . , r,
λi
(
X − η¯
L
· PU∇f(X)PU
)
≥ λi(X)− η¯
L
· λmax(PU∇f(X)PU )
≥ σr(X)− η¯
L
· σmax(∇f(X))
≥ (1−√γ0)2σr(X∗r )
− η¯
L
· [‖∇f(X∗r )‖F + (2
√
γ0 + γ0)Lτ(U
∗
r )σr(X
∗
r )]
≥ 0,
where the third inequality holds for Lemma 7 and (a)
of this lemma, and the final inequality holds for the
definition of η¯. Therefore, X¯ is positive semidefinite.
(c) By ‖U − U∗r ‖F <
√
γ0σr(U
∗
r ) and 0 <
√
γ0 < 1,
we have
σi(U) · σi(U∗r ) > 0, i ∈ {1, . . . , r},
and
σi(U
∗
r ) = 0, σi(U) = 0, i ∈ {r + 1, . . . , p},
which implies that U∗r lies in the subspace spanned by
U . In other words, U∗r does not lie in the orthogonal
subspace of the subspace spanned by U , that is, the
following holds
(I− PU )U∗r = 0.
Thus, (I− PU )X∗r = 0. 
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