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Monitoring and controlling of a plant’s process variables can be carried 
out using the computer via software in the instrumentation and control industry. 
Control systems oil and gas industries are designed using the conventional 
approach, as opposed to the modern control approach commonly used in 
aerospace industries, thus controller qualities such as robustness, optimality and 
adaptivity could have been overlooked. This project aims to theoretically apply 
the concepts of modern control engineering in plant process control systems. The 
entire project involves understanding process control and state space, grasping the 
concept of system identification and mastering the functions of MATLAB and 
Simulink for controller and observer design and simulation. Extensive utilization 
of MATLAB and Simulink were involved in the several experiments and 
simulations that were carried out and run. Results from this project indicate the 
practicality of modern control in plant process control systems. This project 
successfully achieved the theoretical implementation of modern control 
engineering in plant process control systems, paving way for a possible design of 
a new controller and observer strategy that are robust, optimal and adaptive via 
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This chapter introduces and explains the project topic, “Controlling a Gas Plant 
Using State Space Approach”. A background study on this topic is highlighted 
followed by the problem statement, objectives and finally the scope of study.  
1.1    Background of Study 
In plant process control systems, a process plant is controlled from a 
computer via an xPC target communications interface. Thus, monitoring and 
controlling of the plant’s process variables such as pressure, temperature, flow, 
etc. can be carried out using the computer via software such as MATLAB and 
Simulink. 
 




Figure 1    Block diagram of a plant process control system 
Control is only made possible if the essential and appropriate equipment 
e.g. sensors and valves are present within the process plant. These equipment must 
be ensured to possess a large enough maximum capacity to respond to all possible 
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The involvement of the equipment in plant process control systems is 
shown in Figure 2. 
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1.2    Problem Statement 
Today’s oil and gas industries focus only on stability in plant control 
systems. Other qualities such as robustness, optimality and adaptivity are often 
overlooked. However, growing demands for consistency in these qualities have 
urged the development of systems that are not only stable, but also robust, optimal 
and adaptive. 
 
Furthermore, control systems oil and gas industries are designed using the 
conventional approach. Thus, the design of a control system using modern control 
approach, which is commonly used in aerospace industries, is experimented on 
plant process control systems in this project. 
 
Apart from that, the modelling of plant control systems are presently 
carried out only using first-order state space equations, providing only limited 
capabilities in modern plant control. A study on modelling using second-order 
state space equations is carried out in this project to enable more flexibility in 













   4
1.3    Objectives 
The objectives of this project are: 
 
• To model the control system of a process plant in second-order state space 
representations 
• To design a controller and observer strategy that are robust, optimal and 
adaptive 
• To theoretically apply the concepts of modern control engineering in plant 
process control systems 
1.4    Scope of Study 
The scope of study of the project covers the following: 
 
• Modelling a plant process control system on MATLAB and Simulink 
• Designing and implementing observer and controller strategies for plant 
processes 
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CHAPTER 2 
LITERATURE REVIEW 
This section reviews the critical points and theories covered in this project. 
2.1    Process Control 
Process control is a statistics and engineering discipline that deals with 
architectures, mechanisms, and algorithms for controlling the output of a specific 
process [18]. 
 
For example, increasing the pressure in a gas vessel is a process that has 
the specific, desired outcome to reach and maintain a defined pressure, kept 
constant over time. Here, the pressure is the controlled variable. At the same time, 
it is the input variable since it is measured by a pressure sensor and used to decide 
whether to increase or decrease the opening of the valves connected to the vessel. 
The desired pressure is the set point. The state of the valves (e.g. the setting of the 
valves allowing more gas to flow through it) is called the manipulated variable 
since it is subject to control actions. 
 
A commonly used control device called a programmable logic controller, 
or a PLC is used to read a set of digital and analogue inputs, apply a set of logic 
statements, and generate a set of analogue and digital outputs. Using the example 
in the previous paragraph, the room temperature would be an input to the PLC. 
The logical statements would compare the set point to the input temperature and 
determine whether more or less heating was necessary to keep the temperature 
constant. A PLC output would then open or close the hot water valve, an 
incremental amount, depending on whether more or less hot water was needed. 
Larger, more complex systems can be controlled by a DCS or SCADA system. 
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Process control systems can be characterized as one or more of the 
following forms: 
 
• Batch: Some applications require that specific quantities of raw materials 
be combined in specific ways for particular durations to produce an 
intermediate or end result. An example is the production of adhesives and 
glues, which normally require the mixing of raw materials in a heated 
vessel for a period to form a quantity of product. Other important 
examples are the production of food, beverages and medicine. Batch 
processes are generally used to produce a relatively low to intermediate 
quantity of product per year (a few pounds to millions of pounds). 
 
• Continuous: Often, a physical system is represented though variables that 
are smooth and uninterrupted in time. The control of the water temperature 
in a heating jacket is an example of continuous process control. Some 
important continuous processes are the production of fuels, chemicals and 
plastics. Continuous processes, in manufacturing, are used to produce very 
large quantities of product per year (millions to billions of pounds). 
 
• Discrete: Found in many manufacturing, motion and packaging 
applications. Robotic assembly can be characterized as discrete process 
control. Most discrete manufacturing involves the production of discrete 
pieces of product, such as metal stamping. 
 
Applications having elements of discrete, batch and continuous process 
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2.2    Mechanism of Process Control 
Measurements are made via sensors, in which the analogue signals are 
converted into digital for plant control. A controller then examines the error 
present to determine the amount of actions required to be taken. The inputs of 
measured variable and desired value for the variable are necessary, in which all 
these control operations are performed via computers using software such as 
MATLAB and Simulink. 
 
The final element e.g. valves, pumps and motors exert direct influence on 
the process and bring the controlled variable into the desired value by accepting 
inputs from the controller before converting and performing proportional 
operation on the process plant. 
 
The flow diagram of the entire process is shown in Figure 3. 
 
 
Figure 3    Flow diagram of a process control in a plant 
The desired conditions e.g. pressure and temperature in the process plant is 
maintained by adjusting selected variables in the system. Such feedback control is 
carried out by deviating outputs of the system in order to influence an input 
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An example of a feedback control that can be carried out in maintaining 
the pressure in a process plant is shown in Figure 4. 
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2.3    State-Space Representation 
In the state-space representation of a plant control system, the entire 
system is expressed in the form shown in Figure 5. 
 
 
Figure 5    State-space representation of a plant control system 
To model a plant control system using state-space approach, the transfer 
function of the process plant must first be obtained via the empirical modelling 
method (using system identification). In this method, the output, y is known and 
experiments are carried out to obtain the transfer function. 
 
With the transfer function obtained, the states are then estimated and 








A working control system using state-space approach shall result in the 
following response shown in Figure 6. 
 
 
Figure 6    Response of a working control system 
Controller Plant u (s) y (s) 
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2.4    System Identification 
System identification is a general term to describe mathematical tools and 
algorithms that build dynamical models from measured data [19]. A dynamical 
mathematical model in this context refers to a mathematical description of the 
dynamic behaviour of a system or process in either the time or the frequency 
domain. Examples include: 
 
• economic processes such as price hikes that react to external influences. 
• physical processes such as the movement of a falling object under the 
influence of gravity; 
 
A so-called white-box model can be built based on principles, e.g. a model 
for a physical process from the Newton equations, but such models will be overly 
complex and likely impossible to obtain in reasonable time due to the complex 
nature of many systems and processes. 
 
A much more common method is therefore to start from measurements of 
the behaviour of the system and the external influences (inputs to the system) and 
try to determine a mathematical relation between them without going into the 
details of what is actually happening inside the system. This technique is called 
system identification. 
 
Two types of models are common in the field of system identification: 
 
• grey box model: although the peculiarities of what is going on inside the 
system are not entirely known, a certain model based on both insight into 
the system and experimental data is constructed. This model does however 
still have a number of unknown free parameters, which can be estimated 
using system identification. Grey box modelling is also known as semi-
physical modelling. 
• black box model: No prior model is available. Most system identification 
algorithms are of this type. 
   11
To apply the System Identification method in modelling a system, each 
identification session will consist of a series of basic steps. Some of them may be 
hidden or selected without the user being aware of his choice, resulting in poor or 
suboptimal results. 
 
The actions to be taken in each session are stated in Table 1. 
Table 1    Actions to be taken in each session of system identification [12] 
Session Actions 
Collect Information 
about the System 
This can be done by observing the natural fluctuations, but 
it is more efficient to set up dedicated experiments that 
actively excite the system in which the user has to select an 
excitation that optimizes his own goal within the operator 
constraints. The quality of the result can depend heavily on 
the choices that are made. 




A choice should be made within all the possible 
mathematical models that can be used to represent the 
system. A wide variety of possibilities exist e.g. parametric 
versus nonparametric models, white box models versus 
black box models, linear models versus nonlinear models or 
Linear-in-the-parameters versus nonlinear-in-the-
parameters. 
Match the Selected 
Model Structure to 
the Measurements 
Once a model structure is chosen, it should be matched 
with the available information about the system. This is 
done by minimizing a criterion that measures a goodness of 
the fit. The choice of this criterion is extremely important 
because it determines the stochastic properties of the final 
estimator. Many choices are possible and each of them can 
lead to a different estimator with its own properties. The 
cost function defines a distance between the experimental 
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data and the model. The cost function can be chosen on an 
ad hoc basis using intuitive insight, but there also exists a 
more systematic approach based on stochastic arguments. 
Simple tests on the cost function exist (necessary 
conditions) to check even before deriving the estimator 
whether it can be consistent. 
Validate the 
Selected Model 
The validity of the selected model should be tested. The 
best model with the smallest errors is not always preferred. 
A simpler model that describes the system within user-
specified error bounds is preferred. Tools will be provided 
that guide the user through this process by separating the 
remaining errors into different classes e.g. unmodeled 
linear dynamics and nonlinear distortions. Further 
improvements of the model can be proposed from this 
information. It is important to keep the application in mind 
during the validation tests. The model should be tested 
under the same conditions, as it will be used later. 
Extrapolation should be avoided as much as possible. The 
application also determines what properties are critical. 
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The black box modelling technique will be implemented in obtaining the 
equations. The phases are stated in Table 2. 




The goals and the requirements of the model are formulated and 
the boundaries are determined during this phase. It is already 
necessary to consider the three most important characteristics of a 
black-box model i.e. level of detail, degree of non-linearity of the 
process and the order of the dynamics. 
Data 
conditioning 
The models are based on the data available and form the starting 
point of the design, thus the data mining and conditioning is a 
crucial initial step. 
Key variable 
analysis 
The choice of the input and output variables can be based on 
process insight or determined by a sensitivity analysis. The input 
space must not be too large and the variables should be as 
mutually independent as possible. The number of variables can 




The number of parameters is a good measure of the level of detail 
that will be obtained. The level of detail should be balanced with 
the amount and the quality of the data available. 
Model 
identification 
In this step, the model is fitted to the measured data. The error 
between model and reality is usually minimized 
Model 
evaluation 
The model is tested by means of special test data sets to 
determine whether the model has sufficient capacity to predict 
stationary and dynamic behaviour. Most black-box models show 
good interpolation properties. However, their extrapolation 
qualities are mostly limited and should be tested if required 
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The modelling steps of the black box model design are shown in Figure 7. 
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2.5    System Identification Toolbox 
MATLAB and Simulink’s System Identification Toolbox allows the 
construction of mathematical models of dynamic systems from measured input-
output data [17]. This data-driven approach helps describe systems that are not 
easily modelled from first principles or specifications, such as chemical processes 
and engine dynamics. It also helps simplify detailed first-principle models, such as 
finite-element models of structures and flight dynamics models, by fitting simpler 
models to their simulated responses. 
 
Models obtained with System Identification Toolbox are well suited for 
simulation, prediction, and control system design using products such as 
Simulink, Control System Toolbox, and Model Predictive Control Toolbox. 
 
System Identification Toolbox enables the fitting of linear and nonlinear 
models to data, a process known as black box modelling. Available model 
structures include low-order process models, transfer functions, state-space 
models, linear models with static nonlinearities at the inputs or outputs, and 
nonlinear autoregressive models. If a mathematical model of the system dynamics 
is obtained, its parameters can be tuned to better match experimental data, a 
process known as grey-box modelling. 
 
The principal architect of the toolbox is Professor Lennart Ljung, a 
recognized leader in the field of system identification. 
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Figure 8    The System Identification Toolbox 
The key features of the System Identification toolbox are as follows: 
 
• Analyzes measured data and advises on data quality, required pre-
processing, and presence of feedback or nonlinearities 
• Identifies linear and nonlinear models from time- and frequency-domain 
data 
• Provides an interface for using linear models in Control System Toolbox 
(available separately) 
• Provides data processing tools for detrending, filtering, and reconstructing 
missing data 
• Provides Simulink blocks for simulating identified models and transferring 
data to and from the MATLAB workspace 
• Simplifies identification of first-, second-, and third-order continuous-time 
models 
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System Identification Toolbox facilitates the multistep process of 
identifying models from data. The toolbox enables: 
 
• Analysis and processing of data 
• Determination of suitable model structure and order 
• Estimation of model parameters and validation of model accuracy 
• Viewing of the model responses and their uncertainties 
 
These tasks can be performed by using either command-line functions or a 
graphical user interface (GUI). The models can be converted into linear time-
invariant (LTI) objects for use with Control System Toolbox. Most identified 
models can be incorporated into Simulink models using blocks provided by the 
toolbox. 
 
When preparing data for identification of models, information such as 
input-output channel names, sampling interval and intersample behaviour must be 
specified. The toolbox allowed the attachment of this information to the data using 
data objects. The data objects facilitate easy visualization of data, domain 
conversion, and various pre-processing tasks. 
 
Measured data often has offsets, slow drifts, outliers, missing values, and 
other anomalies. The toolbox removes such anomalies by performing operations 
such as detrending, filtering, resampling, and reconstruction of missing data. The 
toolbox can analyze the suitability of data for identification and provide 
diagnostics regarding persistence of excitation, existence of feedback loops, 
intersample behaviour, and presence of nonlinearities. 
 
The toolbox produces estimates of step and frequency responses of the 
system directly from measured data. Using these responses, the system 
characteristics, such as time constants, input delays, and resonant frequencies, can 
be analysed. This information can be used to configure the parametric models 
during estimation. 
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Parametric models, such as transfer functions or state-space models use a 
small number of parameters to capture system dynamics. The toolbox estimates 
model parameters and their uncertainties. Analysis of these models, or their linear 
equivalents, can be carried out using time- and frequency-response plots such as 
step, impulse, bode plots, and pole-zero maps. 
 
Polynomial and state-space models can be identified using various 
estimation routines offered by the toolbox. These routines include autoregressive 
models (ARX, ARMAX), Box-Jenkins (BJ) models, Output-Error (OE) models, 
and state-space parameterizations. Estimation techniques include maximum 
likelihood, prediction error minimization schemes, and such subspace methods as 
CVA, MOESP, and N4SID. Estimation of a model of the noise affecting the 
observed system can also be carried out. 
 
In cases where only a low-order continuous-time model is needed, the 
toolbox provides special capabilities to simplify the estimation process and obtain 
results quickly. These models are expressed as simple transfer functions involving 
three or fewer poles, and optionally, a zero, a time-delay, or an integrator. 
 
When linear models are not sufficient to capture system dynamics, 
nonlinear models, such as nonlinear ARX and Hammerstein-Wiener models can 
be estimated. Nonlinear ARX models enables the modelling of nonlinearities 
using wavelet networks, tree-partitioning, sigmoid networks, and neural networks 
(with Neural Network Toolbox, available separately). Using Hammerstein-Wiener 
models, static nonlinear distortions present at the input and/or output of an 
otherwise linear system can be estimated. For example, the user can estimate the 
saturation levels affecting the input current into a DC motor, or capture a complex 
nonlinearity at the output using a piecewise linear nonlinearity. 
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A user-defined (grey-box) model is a set of differential or difference 
equations with some unknown parameters. The toolbox allows the user to specify 
the model structure and estimate its parameters using nonlinear optimization 
techniques. For linear models, the structure of state-space matrices can be 
specified and constraints on identified parameters can be imposed. For nonlinear 
models, differential equations as M, C, or FORTRAN code can be specified. 
 
System Identification Toolbox helps validate the accuracy of identified 
models using independent sets of measured data from a real system. For a given 
set of input data, comparison between the simulated output of the identified model 
with the measured output from the real system can be performed. The user can 
also view the prediction error and produce time- and frequency-response plots 
with confidence bounds to visualize the effect of parameter uncertainties on model 
responses. 
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CHAPTER 3 
METHODOLOGY 
This chapter discusses the project’s procedure identification as well as the tools 
and equipment utilized throughout the course of completing this project. 
3.1    Procedure Identification 
The flowchart and Gantt Chart of the entire project can be found in 
Appendices A and B. The project is generally divided into four main phases: 
 
• Phase 1: Conduct experiments on gas plant 
Experiment are carried out on the gas plant and all input-output data are 
recorded to be used to model the system. 
 
• Phase 2: Estimate and validate model 
The model of the gas plant’s system is then modelled via MATLAB’s 
System Identification Toolbox using the data from the experiments. 
 
• Phase 3: Design controller and observers 
The controller and observer poles and gains are determined based on the 
model parameters. 
 
• Phase 4: Simulate controller and observers on Simulink 
The designed controller and observers are then simulated on different 
system types on Simulink to observe their effects. 
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3.2    Tools and Equipment 
The tools and equipment required for this project are: 
 
• MATLAB and Simulink 
• Process Plant 
• xPC Target Interface 
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CHAPTER 4 
RESULTS AND DISCUSSION 
This chapter discusses the outcomes of every stage and phase of the project. 
4.1    Experimental Data 
Experiments are carried out on the gas plant located in UTP’s Building 23. 
The entire gas plant is described in the block diagram shown in Appendix C. 
 
The pressure of the main vessel (VL-212 in Appendix C) is chosen to be 
the controlled variable. Therefore, the sensor PT212 is monitored for output data. 
The opening of outlet valve PCV212 is chosen to be the manipulated variable, and 
thus monitored for input data. 
 
MATLAB and Simulink are run. The Simulink model for the experiments 
is constructed as shown in Appendix D.  
 
Two M-files (daniel_datalog_1.m and daniel_datalog_2.m) are run to 
obtain input and output data for a second-order system. The opening of PCV212 is 
varied between 30% to 70% while observing and recording the changes in PT212 
for a period of 7000 seconds. These M-files can be found in Appendices E and F.  
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The plots of the input (PCV212) and the output (PT212) are shown in 
Figures 9 and 10. 
 
 
Figure 9    Plot of input data (from PCV212) 
 
Figure 10    Plot of output data (from PT212) 
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4.2    Model Estimation and Validation 
A second-order transfer function (process model) with complex poles were 
estimated using the System Identification Toolbox, with a zero and an integrator 
(self-regulating) excluded from the model. The transfer function, poles and state 
space parameters of the estimated model are shown in Table 3. 
Table 3    Transfer function, poles and state space parameters of estimated model 















System Poles -1.6889, -0.0121 0.9880, 0.1847 


































C (cont.) or H (disc.) ]1235.00[ −  ]0216.001883.0[ −−  
D (cont.) or J (disc.) [0] [0] 
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The simulated output is plotted with relative to the measured output, 
giving a best-fit value of 94.77% (determined from System Identification 
Toolbox). The simulated and measured output are shown in Figure 11.  
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4.3    Controller and Observers Design 
In order to design controller and observers using pole placement method, 
the full-state feedback controller closed-loop poles are chosen to be further from 0 
the system poles are (note: using continuous-time model). On the other hand, to 
design full-state and reduced-order observers with faster response, the observer 
closed-loop poles for both types are chosen to be further from zero than the 
controller’s ones are. 
 
Based on the data in Table 3, the following closed-loop poles are assumed 
and chosen for the controller and observers: 
Table 4    Assumed and chosen poles 
Type Poles 
Controller -1.7, -0.1 
Full-state observer -1.8, -0.2 
Reduced-order observer -1.8 
 
Figure 12 illustrates the pole selections for the closed-loop systems. From 
the data in Table 4, the controller and observer gains are obtained as shown is 
Table 5. The steps taken to obtain the gains are shown in Appendices G and H. 
Table 5    Controller and observer gains 
Gain Type Poles 
Controller, K ]5752.97920.0[
 









Reduced-order observer, L2 -6.413 
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   28
4.4    Simulation of Controller and Observers 
To simulate the controller and full-state observer on Simulink, the 
observer shown in Figure 13 is constructed in a subsystem.  
 
 
Figure 13    Full-state observer (constructed in subsystem) 
To simulate the controller and reduced-order observer on Simulink, the 
observer shown in Figure 14 is constructed in the subsystem instead. 
 
 
Figure 14    Reduced-order observer (constructed in subsystem) 
These subsystems are then used in all the block diagrams shown in the 
subsections to follow. The values of the model parameters and gains used in all 
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The controller and observers are simulated for a period of 600 seconds for 
the following system types: 
 
• Open-loop 
• Open-loop with disturbance 
• Closed-loop with disturbance 
• Closed-loop with disturbance and set point 
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4.4.1    Open-Loop System 
As the midpoint value for PCV212, i.e. 50% is chosen to be the initial 
condition (with its corresponding output in PT212 of approximately 4.4 bar); any 
input into the system is first deducted by a value of 50 before proceeding into the 
transfer function. The output of the transfer function is then added with a value of 
4.4 in order to obtain the value of PT212 from its corresponding PCV212 input. 




Figure 15    Open-loop system 
A step input with an initial value of 50% is introduced to the system before 
reducing to 30% after 10 seconds. The corresponding output of scopes PT212 and 
Scope6 are shown in Figure 16 and 17. 
 
The output value of PT212 for an initial PCV212 input of 50% is 
approximately 4.4 bar. When the input changes to 30%, the output settles to a 
value of approximately 6.3 bar. These values are similar to the values shown in 
Figures 9 and 10 earlier, thus proving that the obtained transfer function matches 
the behaviour of the plant and is thus feasible to be used for simulation. The 
observer’s action is shown in Figure 17, estimating both the state variables and 
matching output Y. 
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Figure 16    Output of PT212 
 
Figure 17    Output of Scope6 
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4.4.2    Open-Loop System with Disturbance 
With zero input to the system, a pulse disturbance of 0.1 for a period of 
100 seconds is inserted into the system after 20 seconds. The constructed block 
diagram for the open-loop system with disturbance is shown in Figure 18. 
 
 
Figure 18    Open-loop system with disturbance 
The output of Scope2 is shown in Figure 19. The output shows that the 
disturbance is added to the output of the transfer function from the 20th to the 
120th second, producing an erroneous system output for that time period due to the 
absence of a controller and observer. 
 
 
Figure 19    Output of Scope2 
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4.4.3    Closed-Loop System with Disturbance 
A system similar to the system in Subsection 4.4.2 is constructed, but with 
the exception that an observer and controller are included in the system. The block 




Figure 20    Closed-loop system with disturbance 
The output of Scope1 is shown in Figures 21 (when the full-state observer 
is used in the system) and 22 (when the reduced-order observer is used instead). 
The output shows the effects of the controller and observer on the system output 
during the presence of the disturbance. When the disturbance is added to the 
system from the 20th to the 120th second, the controller and observer attempt to 
reduce the output value back to 0, with the presence of a slight offset. 
 
 Figure 23 shows the effects of a controller and observer when the 
disturbance is present on a system with (closed-loop) and without (open-loop) the 
pair. 
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Figure 21    Output of Scope1 (full-state observer used) 
– Disturbance 
– System output 
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Figure 22    Output of Scope1 (reduced-order observer used) 
– Disturbance 
– System output 
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– Open-loop output 
– Disturbance 
– Closed-loop output 
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4.4.4    Closed-Loop System with Disturbance and Set Point 
A system similar to the system in Subsection 4.4.3 is constructed, but a set 
point value is given to the system and practical PCV212 values and PT212 values 
are utilized instead, thus simulating an almost actual scenario on Simulink. A 
disturbance of 0.5 is inserted into the system after 200 seconds for a period of 100 
seconds. 
 
The constructed block diagram for the closed-loop system with 
disturbance and set point is shown in Figure 24. 
 
 
Figure 24    Closed-loop system with disturbance and set point 
The initial set point value is set at 4.4 bar, before increasing to 5.5 bar after 
20 seconds. Figures 25 and 27 show the outputs of Scope5 and Scope4 
respectively when the full-state observer is used in the system. Figures 26 and 28 
show the outputs when the reduced-order observer is used instead. 
 
The outputs of the scopes show that when the set point is changed from 4.4 
bar to 5.5 bar, the values of PCV212 and PT212 change correspondingly. During 
the presence of the disturbance, the controller and observer are virtually 
successful in bringing the system output value back down to the desired set point, 
with the presence of a slight offset. 
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Figure 25    Output of Scope5 (full-state observer used) 
– System output 
– Set point 
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Figure 26    Output of Scope5 (reduced-order observer used) 
– System output 
– Set point 
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Figure 27    Output of Scope4 (full-state observer used) 
– Y 
– Disturbance 
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Figure 28    Output of Scope4 (reduced-order observer used) 
– Y 
– Disturbance 
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4.4.5    Closed-Loop System with Disturbance, SP & Integrator 
As the system output in Subsection 4.4.4 could not reach the desired set 
point during the presence of the disturbance (slight offset), an integrator is 
introduced into the system. A similarly constructed closed-loop system with 
disturbance, set point and integrator is shown in Figure 29. 
 
 
Figure 29    Closed-loop system with disturbance, set point and integrator 
The outputs of Scope9 and Scope8 are shown in Figures 30 and 32 
respectively when the full-state observer is used in the system. The effect of the 
integrator is clearly seen as the system output is returned to the desired set point of 
4.4, without any offset. Figures 31 and 33 show the outputs when the reduced-
order observer is used instead. 
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Figure 30    Output of Scope9 (full-state observer used) 
– System output 
– Set point 
   44
 
Figure 31    Output of Scope9 (reduced-order observer used) 
– System output 
– Set point 
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Figure 32    Output of Scope8 (full-state observer used) 
– Y 
– Disturbance 
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Figure 33    Output of Scope8 (reduced-order observer used) 
– Y 
– Disturbance 
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The comparison of a closed-loop system output with and without the 
integrator is shown in Figure 34. 
 
 
Figure 34    System without integrator vs. system with integrator 
– Without integrator 
– With integrator 
– Set point 
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CHAPTER 5 
CONCLUSION AND RECOMMENDATIONS 
This chapter concludes the entire project and proposes several recommendations, 
which could improve the outcomes of the project. 
5.1    Recommendations 
Despite the project achieving its objectives, there are several 
recommendations, which could be considered in order to improve its outcomes: 
 
• Determine the transfer function for the outlet valve: A more complex 
but better control system could be designed if the transfer function for the 
valve PCV212 could be determined and included in the design. 
 
• Simulate using the transfer function of actual disturbances: The 
disturbance in the plant was simulated using only a pulse generator, not an 
actual disturbance. Using the transfer function of actual disturbances will 
result in a more realistic simulation. 
 
• Compute the tuning gain for the integrator: The tuning gain for the 
integrator was only assumed as 0.05. The proper method for computing a 
suitable gain should be studied and used in the design. 
 
• Implement controller and observers on actual plant: The promising 
results from the simulations points only to one direction: implement the 
controller and observers on an actual plant to see its effectiveness as an 
alternative control strategy. 
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5.2    Conclusion 
A gas plant was successfully modelled on Simulink from experimental 
data, producing simulated responses that characterize actual ones. Controller and 
observers were also then effectively designed using the pole placement method, 
producing promising results that indicate the practicality of modern control in 
plant process control systems. The success of this project signifies that an 
alternative to the current implementation of plant process control systems can be 
made possible with the design of a new controller and observer strategy that are 
robust, optimal and adaptive via modern control approach. 
 
In conclusion, with the accomplishment of theoretically implementing the 
concepts of modern control engineering in plant process control systems, this 
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D_PT212 = [];  












           
    stop(t); 
     
    xlswrite('daniel.xls',D_PT212','PT212'); 
    xlswrite('daniel.xls',D_PCV212','PCV212'); 
     
end 
 
PCV212 = tg.getsignal(5);                           
                          
PT212 = tg.getsignal(8);                            
 
D_PCV212 = [D_PCV212 PCV212];              
              
D_PT212 = [D_PT212 PT212]; 
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APPENDIX G 
COMPUTING GAINS FOR CONTROLLER & FS OBSERVER 
>> a=[-1.701 -0.1631;0.125 0]; 
>> b=[0.125;0]; 
>> c=[0 -0.1235]; 
>> d=0; 
>> % Computing controller gain, K 





    0.7920    9.5752 
 
>> % Computing full-state observer gain, L1 
>> jl1=[-1.8 -0.2]; 




   10.9465 
   -2.4211 
  60
APPENDIX H 
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