Introduction
In this paper we are concerned with a numerical problem in Graph Ramsey Theory. All graphs in this note are finite and simple. The order of a graph G, denoted |G|, is the number of vertices in G and the size of G, denoted e(G), is the number of edges in G. Given an integer q > 0 and graphs G and H we write G → (H) q if G contains a monochromatic copy of H in any q-colouring of the edges of G. That is, for any ϕ : E(G) → {1, 2, . . . , q}, there is a copy H ⊂ G of the graph H in G such that ϕ is constant on E(H ).
The size-Ramsey numberr q (H) of a graph H is the smallest number of edges in a graph G such that G → (H) q , that is, r q (H) = min {e(G) : G → (H) q } . Denote by r q (H) the (ordinary) Ramsey number of the graph H, that is, r q (H) = min {n ∈ N : K n → (H) q } , where K n denotes the complete graph on n vertices. As usual, let ∆(H) be the maximal degree in H and let τ (H) be the minimal number of vertices of H representing all its edges. The second inequality in (1.1) 1 2 ∆(H)τ (H) r q (H) r q (H) 2 is immediate from the definitions ofr q (H) and r q (H), the first inequality in (1.1), due to Beck [4] , follows from the following argument. Fix a graph G such that G → (H) q . Colour an edge of G blue if at least one of its endpoints has degree at least ∆(H), otherwise colour the edge with any colour different from blue. As G → (H) q we conclude that there must exist a blue copy of H in G, and this implies that the number of edges in G has to be at least (1/2)∆(H)τ (H).
The investigation of size-Ramsey numbers was proposed by Erdős, Faudree, Rousseau and Schelp [8] in 1978 when, for example, they studied the size-Ramsey number of star forests and raised some questions concerningr 2 (P n ), where P n is the path on n vertices. Beck [4] , using the probabilistic method, proved the surprising fact thatr q (P n ) cn, where c = c(q) is a positive constant, settling a one-hundred-dollar question of Erdős. Explicit examples of linear sized graphs that are Ramsey for P n were given by Alon and Chung [1] , that is, they showed how to construct explicitly graphs G with O(n) edges such that G → (P n ) q . Erdős and Graham [9] proved that the Ramsey number r q (T ) of a tree T satisfies (1.2) 1 2 (q + 1) (τ (T ) − 1) < r q (T ) 2qe(T ) + 1.
It follows from the upper bound in (1.2) that the size-Ramsey numberr q (T ) of a tree T is O(q 2 |T | 2 ). In view of Beck's lower bound given in (1.1), we see that there exist trees T that have size-Ramsey number Ω(|T | 2 ). However, it is known [11] (see also [13, 18] ) that the size-Ramsey number of trees of bounded degree is linear in the size of the tree. (See [15, 16, 17] for more on tree embeddings.) It was proved in [14] that cycles also have linear size-Ramsey numbers.
Beck [5] asked whetherr 2 (H) is always linear in the size of H for graphs H of bounded degree, and this was settled in the negative by Rödl and Szemerédi [30] , who proved that there are graphs of order n, maximum degree 3, and size-Ramsey number Ω(n(log n) 1/60 ). The authors in [30] conjecture that, for some ε = ε(∆) > 0, we have (1.3) n 1+ε r(n, ∆) n 2−ε , wherer(n, ∆) is the maximum ofr 2 (H) over all graphs H on n vertices and of maximum degree at most ∆. The upper bound in (1.3) has been proved by Kohayakawa, Rödl and Szemerédi (see [20] ). For further recent results on size-Ramsey numbers, see [10, 26, 27, 29] .
1.1. Statement of the main result. Given a graph H and a function s : E(H) → N, let the s-subdivision T s H of H be the graph obtained from H by replacing each edge e in H with an independent path of length s(e) + 1 joining the endpoints of e. Clearly, this is equivalent to subdividing s(e) times every edge e of H. Thus, if s is constantly 0, then T s H = H. If s is bounded from below and from above by and u, then we write s u. Pak [25] conjectures that the size-Ramsey number of subdivided graphs is linear if the edges are subdivided enough times. His conjecture can be read as follows.
Conjecture 1.
There is an absolute constant c for which the following holds. For all integers q 2 and d, there is a constant C q,d such that if H is a graph with ∆(H) = d and s is the constant function s(e) = k for all e ∈ E(H), where k > c log m and m = |T s H| = |H| + k|E(H)|,
Pak came close to proving Conjecture 1: his best bound forr q (T s H) is off only by a factor polylogarithmic in m = |T s H| (see [24, 25] ). Pak's approach is based on mixing times of random walks on graphs.
In this note we shall prove that, if a graph H is fixed and n is sufficiently large, then there exist pseudo-random graphs G on n vertices and with O(n) edges that are Ramsey for T s H as long as cn s Cn for a certain constant C > 0 and all c < C positive. In fact, we shall prove Theorem 1 below, which is stronger than this assertion. Before stating our result, let us introduce some notation and a definition.
Given a graph G = (V, E), for any pair of disjoint sets U , W ⊂ V , we denote the set of edges and the number of edges in the bipartite subgraph induced by U and W in G by E G (U, W ) and
For any given reals 0 < p 1 and A > 0, we put d = pn and say that a graph G on n vertices is (p, A)-uniform if
In this note we shall be concerned with (p, A)-uniform graphs G with constant average degree, and therefore with linearly many edges, that is, with O(|G|) edges.
The main result of this note is the following.
Theorem 1. For every integer q 2, positive real A, and graph H, there exist positive constants n 0 , C 0 , C 1 , and C 2 for which the following holds. If a graph G on n n 0 vertices is (p, A)-uniform with d = pn C 0 , then G → (T s H) q for any function s such that C 1 log n s C 2 n.
The proof of Theorem 1 is based on a variant of Szemerédi's well known regularity lemma [31] . An immediate consequence of the result above and the fact that sparse (p, A)-uniform graphs are abundant (see Lemma 6) is the following.
Corollary 2. For any graph H and integer q 2, there are constants C = C(H, q) and s 0 = s 0 (H, q) such that if s is the constant function s(e) = k for all e ∈ E(H), where k s 0 , thenr q (T s H) C|T s H|.
This note is organised as follows. In Section 2, we introduce the main technical lemmas that we shall need. In Section 3, we give an informal description of the proof of Theorem 1. Our proof strategy will be based on a version of Szemerédi's regularity lemma for edge-coloured sparse graphs. Theorem 1 is proved in Section 4. In what follows, we often tacitly assume that n is large enough for our inequalities to hold; log stands for the natural logarithm and lg denotes the logarithm to the base 2.
Auxiliary results

2.1.
Paths in expanding bipartite graphs. For the next two results, let us fix a bipartite graph B = (U, W ; E), with vertex classes U and W and edge set E, and let positive reals b and f be given. We say that B is (b, f )-expanding when, for every set X of vertices of B with X ⊂ U or X ⊂ W , if |X| b then |Γ(X)| f |X|, where, as usual, Γ(X) is the neighbourhood of X, that is, the set of all vertices adjacent to some x ∈ X.
In this note, we shall use the following result, which is a variant of a well known lemma due to Pósa [28] (for a proof, see [12] ). Proof. Fix x and as in the statement of our lemma; say x ∈ U . We define a sequence of disjoint sets S 0 , S 1 , . . . , S inductively, where the S t (0 ≤ t ≤ ) are such that (i ) S t ⊂ U if t is even and S t ⊂ W if t is odd, (ii ) |S t | = 2 t/2 , and (iii ) every z ∈ S t is joined to x by a length t path P z such that |P z ∩ S s | = 1 for 0 ≤ s ≤ t.
First let S 0 = {x}. Suppose that 1 ≤ s ≤ and that S t (0 ≤ t < s) have already been defined satisfying (i ), (ii ), and (iii ) above. Note that since s ≤ we have
. To define S s , we proceed as follows. If s is even we note that T s = {S 2i : 0 ≤ 2i < s} has cardinality 2 s/2 − 1, and choose
This completes the definition of the S t (0 ≤ t ≤ ). Now note that S ⊂ Γ ( ) (x), and hence the result follows.
2.2.
Szemerédi's regularity lemma. We now describe a version of Szemerédi's regularity lemma for sparse graphs. Let a graph G = (V, E) and a real number 0 < p 1 be given. We define the p-density of a pair of non-empty, disjoint sets U ,
For any 0 < ε 1, the pair (U, W ) is said to be (ε, G; p)-regular, or (ε; p)-regular or even just ε-regular for short, if, for all U ⊂ U with |U | ε|U | and all W ⊂ W with |W | ε|W |, we have
We say that a partition Π = (
. . , k}, and, furthermore, at least (1 − ε)
For technical reasons we introduce the following definition: we say that a graph G on n vertices is (p, A)-upper-uniform if, for d = pn, we have
In this note, we shall use the following result, which is a variant of Szemerédi's regularity lemma (see, e.g., [19, 21] ).
Lemma 5. For all real numbers ε > 0 and A 1 and all integers k 0 , q 1, there exist constants n 0 = n 0 (ε, A, k 0 , q) > 0, d 0 = d 0 (ε, A, k 0 , q) > 0, and K 0 = K 0 (ε, A, k 0 , q) k 0 such that the following holds. For every choice of (p, A)-upperuniform graphs G 1 , G 2 , . . . , G q on the same set V of n n 0 vertices, where
Let us remark that Lemma 5 holds under weaker hypotheses on the graphs G a , but for the purpose of this note the above will do.
Let us now observe that, in a (p, A)-uniform graph G, the number of edges induced by a set U of vertices is under tight control. Fix U ⊂ V (G), let u = |U |, and set s = u/2 and t = u/2 . Considering all the partitions (S, T ) of U with |S| = s and |T | = t, we have
where the sum runs over all partitions (S, T ) as described above. We now apply (1.4) to (2.2), to conclude that
where, above, we write O 1 (x) for a term y such that |y| x. Therefore, for any U ⊂ V (G), we have
We now observe that (p, A)-uniform graphs are abundant, as long as A is a large enough constant. The following is proved in [14] .
Lemma 6. For every 0 < p = p(n) 1 the standard binomial random graph G n,p is (p, e 2 √ 6)-uniform with probability 1 − o(1).
2.3.
Long paths in regular 6-partite graphs. Let us suppose ρ 0 , α, and A are given positive real numbers. Fix a positive ε such that
and choose d satisfying
Let G be a (p, A)-upper-uniform graph on n vertices where
be a 6-tuple of pairwise disjoint sets
From now on, for the results in this section, we suppose that P (m) as above is fixed. Our next lemma is very similar to Lemma 3.2 in [14] ; we include the proof for completeness.
for any x ∈ U i and any j = i with 1 j 6.
Proof. Let us define a sequence
in the following way. Start with P (m) (0) = (V 1 , . . . , V 6 ). Suppose now that t 0 and that we have defined P (m) (t). If (2.7) is satisfied for U j = V j (t) (1 j 6), then we are home. Otherwise, take
Let us suppose for a contradiction that, at some moment T , we have, without loss of generality, |V 1 (T )| < (1 − 5ε)m and |V j (T )| (1 − 5ε)m for every j = 1.
As
which implies that the p-density of the pair (X, V j (T )) is
contradicting the regularity of the pair (V 1 , V j ).
The next result says that the U i 's in Proposition 7 induce expanding bipartite graphs. Proposition 8. For every i = j (1 i, j 6), the bipartite graph induced by U i and U j given in Proposition 7 is
Proof. The proof will be by contradiction. Let X ⊂ U i be such that
By the upper-uniformity condition on G, we have
and, from (2.7), we deduce that
Combining (2.8) and (2.9), we have that (δd i,j pm|X|)
As we supposed that |Y | < f |X|, we have a contradiction.
Recall that P (m) = (V 1 , . . . , V 6 ) as in (2.6) is fixed. We shall now prove that there exist long paths connecting a positive fraction of the vertices in V 1 to a positive fraction of the vertices in V 6 . Let
Lemma 9. Let s ∈ N be such that 2 + 2 s 2 + b + 2. Then there exist X ⊂ V 1 and Y ⊂ V 6 with |X|, |Y | εm such that any x ∈ X and any y ∈ Y are endpoints of a path of length s whose vertices belong to
be the sets given by Proposition 7 and observe that Proposition 8 tells us that, pairwise, these sets induce ((1 − 2δ)ρ 0 m/f, f )-expanding bipartite graphs for any 0 < f 4.
We now apply Lemma 3 to the bipartite graph induced by (U 3 , U 4 ) to get a path P = x 0 , x 1 , . . . , x b , where b is as in (2.10) above. Without loss of generality, we may assume that x 0 ∈ U 3 . Put i = s − 2 − 2, observe that 0 i b, and consider x i ∈ V (P ). As x i ∈ U j for some j ∈ {3, 4} and x 0 ∈ U 3 , the condition in (2.7) applied to (U j , U 5 ) and (U 2 , U 3 ) tells us that we may choose a neighbour v of x i in U 5 and a neighbour u of x 0 in U 2 .
At this point we have a path of length i+2
, where the -fold neighbourhoods are taken in the bipartite graphs induced by (U i , U i+1 ) (i ∈ {1, 5}). By the expansion properties of (U i , U i+1 ) (i ∈ {1, 5}) and Lemma 4 with as defined in (2.10) above, we have
Finally, by the choice of ε (see (2.4)), we obtain that more than (1 − 2δ)ρ 0 m/8 εm vertices in V 1 are joined to more than εm vertices in V 6 by a path of length s = 2 + i + 2, where 0 i b, as required.
2.4.
Extremal graph theory -Turán's Theorem. Below, in the proof of the main result, we shall use the following weaker form of the celebrated Turán Theorem (see, e.g., [7, Chapter 7, Exercise 8] ).
Theorem 10. For all integers t and k, every graph G on k vertices and more than 1 − (t − 1) −1 k 2 /2 edges contains a K t as a subgraph.
Outline of the proof of Theorem 1
Broadly speaking, the proof of Theorem 1 goes as follows. In this outline, we shall not attempt to write constants precisely and shall abuse asymptotic notation. Let H be a fixed graph and let G be a (p, A)-uniform graph of order n, with d = pn constant but large. Also, fix s : E(H) → N in the range described in Theorem 1 and let T s H be an s-subdivision of H.
Suppose the edges of G are partitioned into q colour classes. We apply to G the coloured version of Szemerédi's regularity lemma, Lemma 5 above, in order to obtain t = 6e(H) + |H| subsets V i of V (G) that are pairwise disjoint, of cardinality m = Ω(n) each, and with all the bounded away from 0 in some fixed colour c ∈ {1, 2, . . . , q}. (This may be accomplished applying the regularity lemma, Turán's theorem, and Ramsey's theorem in an appropriate fashion.) Now, to each x ∈ V (H), we associate one of the above sets V i , which we denote by V (x), with all the V (x) (x ∈ V (H)) distinct. We wish to find an embedding ι : 6 ) for each edge e ∈ E(H). For each e, the system (V (e) 1 , . . . , V (e) 6 ) will 'contain' a monochromatic path of colour c of length s(e) − 1 corresponding to e in T s H. Naturally, we shall have to connect this path of length s(e)−1 to ι(x) ∈ V (x) and ι(y) ∈ V (y), where x and y ∈ V (H) are the endpoints of e ∈ E(H), to obtain the full (s(e) + 1)-long path of T s H that corresponds to the edge e of H.
To get the long paths in (V
6 ), we simply apply Lemma 9. Let us write P e for an (s(e) − 1)-long path in (V (e) 1 , . . . , V (e) 6 ) as given by that lemma. To conclude the construction of the embedding of T s H into G c , it suffices choose ι(x) for each x ∈ V (H) in such a way that ι(x) is adjacent (in colour c) to the appropriate endpoints of the paths P e for all e ∈ E(H) incident to x. As it turns out, if we fix the paths P e (e ∈ E(H)) as described above, then it is not clear whether this last task may be achieved. Therefore, our proof will follow a different route, although the outline above illustrates the approach quite closely.. . 
Proof of Theorem 1
The core of the proof of Theorem 1 has two steps, and this section is organised accordingly (see Sections 4.1 and 4.2 below). Before we come to the main part of the argument, we give the definitions of the constants that will be required.
Let the constants A 1 and q 2 as in the statement of Theorem 1 be given. Also, fix a graph H and write ∆ for its maximum degree ∆(H). Let .
We claim that we may choose C 0 =d 0 , C 1 = 6, and C 2 = 2(1 − 2δ)αρ 0 in our theorem. This claim is verified in the remainder of the proof. Let 0 < p = p(n) 1 be such that d = pn C 0 =d 0 and let us fix a (p, A)-uniform graph G on n vertices. Let s : E(H) → N be an integer function satisfying C 1 log n s C 2 n. We need to show that, as long as n is large enough,
To prove (4.2), fix an arbitrary q-colouring of the edges of G. This colouring gives us a partition E(G) = E 1 ∪ · · · ∪ E q in a natural way. Our aim is to show that G c = G[E c ] contains T s H for some colour 1 c q.
4.1. The preliminary argument. The argument in this section is standard, and is based on a combination of the regularity lemma, Turán's theorem, and Ramsey's theorem. We start by applying Lemma 5 with the constants ε, A, k 0 , and q as above to the family of (p, A)-upper-uniform graphs G a = G[E a ] (a ∈ {1, 2, . . . , q}). Let Π = (V 0 , V 1 , . . . , V k ) be an (ε, k, G a ; p)-regular partition for all colours a, whose existence is guaranteed by that lemma. We call a pair (V i , V j ) (1 i < j k) regular and G-dense if it is (ε, G a ; p)-regular for all a ∈ {1, 2, . . . , q} and Let m = |V 1 | = |V 2 | = · · · = |V k | αn.
We now estimate the number of edges in G that do not belong to pairs (V i , V j ) that are regular and G-dense. We need to take into account (i ) the edges in G that are incident to the vertices in V 0 , (ii ) the edges that belong to irregular pairs for all e ∈ E(H). In view of (4.5), we may apply Lemma 9 to get, for eachbounded degree graphs have linear Ramsey numbers; (ii ) Alon [2] proved that, for any graph H, if s : E(H) → N is such that s(e) ≥ 1 for every e ∈ E(H) (that is, every edge of H is subdivided at least once), then the Ramsey number of T s H is O(|T s H|).
