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Abstract
Duplicate genes and microsatellites are two key sequences in the study of evolutionary
genomics. Gene duplication has been identified as a central process driving functional
change in genomes, since it creates functional redundancy in the genome and allows
for subsequent mutation to occur in the absence of selective pressure. Microsatellites
are rapidly evolving sequences which can be studied over much smaller timescales than
most other sequences, and are thus key to the study of population demographics and
forensic science.
In this thesis we construct mathematical models for the evolution of duplicate genes,
and microsatellites, respectively. We analyse the models in order to make scientific
predictions, and derive the following novel results.
We introduce and analyse a modified hazard function, which we use to investigate the
preservation of gene duplicates. Further, we construct individual-level models, and
present a framework for the extension to population-level models. Also, we construct
mappings from mechanistically-motivated intuitive models for gene duplicate evolu-
tion, to less intuitive models, which have smaller state spaces and hence are more
computationally tractable.
Throughout this analysis, we make scientific predictions based on the properties of
the models. We find that the pattern of gene duplicate preservation is more consistent
with subfunctionalization than with neofunctionalization. This result is of particu-
lar scientific interest, since it is the opposite conclusion of earlier work in the gene
duplication literature.
Duplicate genes
Several biological models exist for the evolution of a pair of duplicate genes after a
duplication event, and it is believed that gene duplicates can evolve in different ways,
according to one process, or a mix of processes. Subfunctionalization is a process under
which the two duplicates can be preserved by dividing up the functions of the original
gene between them. Here, we find that subfunctionalization is highly consistent with
the pattern of gene duplicate preservation, in contrast to previous analysis in the
literature.
Another process important to gene duplicate evolution is neofunctionalization, under
which both duplicates can be preserved when one copy mutates so as to produce some
new beneficial function. Our analysis of neofunctionalization suggests that this process
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is not a significant contributor to the preservation of duplicates over the timescales
during which regulatory subfunctionalization is resolved. Instead, it is likely that
neofunctionalization occurs subsequent to previous subfunctionalization, which acts
to preserve copies over the longer time frames required for rare beneficial mutations
to have any significant probability of occurring.
Analysis of genomic data using sub- and neofunctionalization models has thus far
been relatively coarse-grained, with mathematical treatments usually focusing on the
phenomenological features of gene duplicate evolution. In contrast, we develop mech-
anistically motivated Markov models, and fit directly to duplicate preservation data.
We introduce a modified-cause-specific hazard function to analyse the preservation of
gene duplicates. In the context of gene duplication, we refer to this as the pseudo-
genization rate, owing to the biological interpretation. We analyse the properties of
the modified-cause-specific hazard rate in detail, including limit analysis of the general
case, and discuss the shape properties of the specific case of the pseudogenization rate.
Further, we extend our model for the evolution of a pair of gene duplicates to model a
population of duplicate pairs, by modelling the birth of such pairs as a homogeneous
Poisson process. We show that the age distribution of preserved duplicates follows an
inhomogenous Poisson distribution, with its rate function depending on the individual-
level model. We then fit this distribution to count-data of surviving duplicates in the
genomes of four animal species.
Additionally, we extend the individual-level model to a model that includes the process
of neofunctionalization, and next, to a model of subfunctionalization for families of
gene duplicates. Finally, we map these intuitive models, to less intuitive but more
computationally tractable models, and discuss a number of related computational
considerations.
Microsatellites
Microsatellites are repetitive regions of DNA where a short motif is repeated many
times. Mutations in the number of repeat units occur frequently compared to point
mutations and thus provide a useful source of genetic variation for studying recent
events. Empirical studies have suggested that the rate of length-changing mutations
due to slipped-strand mispairing may depend on the purity of the repeat units, i.e.
how well they each match the motif. However, most studies that use microsatellite
data are based on models that only track the number of repeat units. In order to
address this gap, we introduce a series of models on a two-dimensional state-space
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(which are level-dependent quasi-birth-and-death processes) that track the length of
the sequence as the level variable, and the number of interruptions (purity) as the
phase variable. Our models account for the biological process of point mutation, and
its observed effect on the rate of slipped-strand mispairing.
We find that modelling microsatellite purity leads to some complications due to the
nature of available data. In terms of the initial model, we discover what constitutes a
state-dependent bias in the reporting of repeat sequences by Tandem Repeats Finder
(or any similar software used to search whole-genomes for microsatellite sequences).
Consequently, we construct a modified model such that all states fall into one of two
categories — ‘observable states’, against which the reporting algorithm is unbiased,
and ‘unobservable states’, which are never reported. We consider two approaches
for treating the unobservable states, first to condition on the process being in the
observable states, second to treat unobservable states as absorbing. Our initial analysis
and underlying biological intuition suggest that transitions from the unobservable to
observable states are very rare, and thus we ultimately treat the unobservable states
as absorbing.
Additionally, we extend the individual-level model to a population-level model by
modelling the birth of microsatellites as a homogeneous Poisson process. We then
derive the transient distribution of such model in terms of the individual-level process.
This distribution has appropriate relative clock via the inclusion of point mutation.
We fit this transient distribution to whole-genome derived sequence data, however we
encounter some difficulties in the optimisation owing to the presence of many local
optima.
The standard approach for microsatellite models is to make the assumption that the
empirical distribution is at equilibrium, and then to fit the stationary distribution to
data. The key exception to this is the step-wise mutation model, which predicts infinite
growth of the repeat number. Here we fit the above-mentioned transient distribution,
and thus do not assume that the empirical distribution is at equilibrium. In contrast
to the step-wise mutation model, our model does not predict infinite sequence lengths
in the long run.
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Chapter 1
Introduction
In this thesis, we construct and analyse several Markov models for processes related
to the evolution of duplicate genes, and microsatellites respectively. The evolution of
duplicate genes and microsatellites are both areas of significant interest in evolutionary
biology, for reasons discussed in Sections 1.2 and 1.3 respectively. We perform both
mathematical, and data-driven analysis using whole-genome derived data for both
gene duplicates and microsatellites. We focus on the development of mathematical
results, which are put into context through discussion of biological interpretations.
With this in mind, we start this chapter by putting this work in context with a brief
discussion of the importance of Markov models in evolutionary biology as a whole.
We then discuss the details of gene duplicate and microsatellite evolution respectively.
Finally, we give an overview of the specific contributions presented in this thesis.
1.1 Markov models in evolutionary biology
The theory of evolutionary biology has become increasingly reliant upon the theory
of probability, and in particular the theory of Markov processes, since the 1960s. It is
easy to see why the theory of probability is so important to evolution — not only are
the mutational events underlying practically all evolutionary processes thought to be
inherently random, but the complex interactions between different biochemical struc-
tures are often not amenable to direct deterministic analysis, and as such statistical
models are often required. Pioneering work by Kimura [64], Jukes and Cantor [59], and
Felsenstein [39] have enshrined Markov processes at the heart of models for molecular
evolution. Since molecular evolution underlies essentially all of evolutionary biology,
this has made the theory of Markov processes central to evolutionary analysis. Be-
yond just modelling the evolution of proteins or nucleotides, Markov processes have
7
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become a widely used mathematical tool for modelling the evolution of many higher-
level genomic processes, including, of particular relevance to this thesis, the evolution
of microsatellites.
Despite this, there exists a lot of biological theory which, while amenable, has not
been treated with a rigorous Markov-chain based analysis — this is the case for dupli-
cate genes. Also, many of the newer or less well-known results from the mathematical
theory are rarely applied in evolutionary biology. Non-stationary models are uncom-
mon, despite their inherent appeal (with the bigger picture of evolution clearly being a
non-stationary process), absorbing processes see little application in the evolutionary
biology literature. Likewise, the phase-type and matrix exponential distributions are
not often applied.
In this thesis, we discuss our research applying rigorous Markov-chain based analysis
to two distinct areas of evolutionary biology. The motivation of this research is two-
fold — the primary aim is to analyse the systems and contribute to the understanding
of evolutionary biology, and the secondary goal is to introduce some overlooked math-
ematical tools to the evolutionary biology literature.
1.2 Gene duplication
Gene duplication has been identified as a key process driving functional change in
many genomes. Several biological models exist for the evolution of a pair of duplicates
after a duplication event. Gene duplication was first presented as an important process
by Ohno [88], who postulated that the emergence of new functions in genomes was
enabled by gene duplication. Gene duplication has since been identified as a common
occurrence in sequenced genomes [81], and as an important contributor to genome
diversification [55; 78].
It is believed that, after duplication, gene duplicates can evolve according to a range
of different biological processes. The central process is pseudogenization, where one
copy loses its functionality through fixation of deleterious mutations, becoming a so-
called pseudogene [56]. In the absence of some pressure to preserve both copies,
pseudogenization is thought to be the ultimate fate of any duplicate pair.
Ohno [88] proposed the process of neofunctionalization, by which a pair of duplicates
could avoid eventual pseudogenization. Ohno [88] claimed that duplication relaxed
selective pressures on proteins and enabled mutations to accumulate, and that this
could eventually lead one duplicate to gain some new, beneficial functionality, poten-
tially at the expense of existing functionality. In this case, only one copy retains the
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ancestral function, and is thus protected from pseudogenization by negative selection.
On the other hand, the copy with new functionality could be protected by positive
selection, leading to the preservation of both.
Subfunctionalization is a competing hypothesis to explain the preservation of dupli-
cates, which was analysed in a series of papers by Force and Lynch [42; 82; 83].
Subfunctionalization is a process of subdividing functions from the ancestral state
between the duplicated gene copies, which allows for both copies of the gene to be
preserved by selective pressure without the need to invoke positive selection.
To model the evolution of gene duplicates, sub- and neofunctionalization are (usually
separately) treated as processes competing with pseudogenization. Thus, under sub-
or neofunctionalization models, the ultimate fate of all duplicates is sub- (respectively
neofunctionalization) or pseudogenization.
Force et al. [42] described a process which they referred to as duplication-degeneration-
complementation (DDC), which is the essential mechanism by which subfunctional-
ization is thought to occur. Under the process we have, immediately after some du-
plication event, two identical genes, each with a fixed number of mutable regulatory
regions. Null mutations occurring in the regulatory regions lead to the complementary
degeneration of the pair of genes. Functions which are lost in one copy are retained
in the other, and vice versa. While either copy on its own would not be sufficient to
retain the functionality of the original duplicated gene, together the two copies can
do so. As such there is a selective pressure acting to preserve both copies together in
the genome. A side-effect of this is that some redundancy will have developed in the
regulatory regions which did not undergo null-mutation in either of the copies, and
this could lead to further changes by allowing for mutations which in a single copy
would be deleterious, but which will not be selected against due to the redundancy
created by subfunctionalization. This could allow for other evolutionary processes to
search the space of alleles more freely and lead to subsequent neofunctionalization.
Duplicate genes are the subject of Chapters 3 and 4. Our goal was to develop and
analyze mechanistically motivated models for the evolution of duplicates after an ini-
tial duplication event. Chapter 3 focuses on the analysis of the subfunctionalization
process for a pair of duplicates. We build on this work in Chapter 4, where we consider
the combined processes of sub- and neofunctionalization for a pair of gene duplicates,
and, separately, subfunctionalization for gene families.
Contrary to existing work, we find that neofunctionalization is not a significant contrib-
utor to the preservation of duplicate pairs over the timescales during which regulatory
subfunctionalization is resolved, and that subfunctionalization predicts the broadly
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convex declining pseudogenization hazard rate most often attributed to neofunction-
alization.
1.3 Microsatellites
A microsatellite, or simple sequence repeat, is a strand of DNA which repeats a motif
of length 1–6 nucleotides [36]. For example, we may have the string of nucleotides
ATATATATAT, which is the motif AT repeated 5 times. Microsatellites undergo a
mutation process which leads to a change in the number of repeats, at a rate which
is orders of magnitude higher than the rate for other forms of mutation, such as
point mutation, insertions and deletions [21]. There is some debate as to how many
repeats are required for mutations characteristic of microsatellites to occur. Rose
and Falush [99] suggest that the threshold is approximately 8 repeats, however more
recently Leclercq et al. found that no such threshold exists [73].
Microsatellites are found in vastly greater density than that which would be implied
by random allocation of nucleotides [37]. They are found throughout the genome,
in coding and non-coding regions and are ubiquitous in prokaryote and eukaryote
genomes [118; 133]. Many microsatellites are thought to evolve neutrally, experiencing
no selective pressure [37; 124], and polymerase chain reaction techniques lead to a high
availability of microsatellite data by allowing for the production of many copies of DNA
sequences.
Neutral evolution, together with high levels of polymorphism resulting from frequent
mutation, leads to microsatellites being highly favoured as genetic markers (sequences
of DNA occurring at a known locus, used to identify an individual or species) [37;
124]. Hence, microsatellites are of interest in a wide array of population genetics and
evolutionary inference applications [101].
In order to make inferences using microsatellite data, a biologically realistic model for
the time evolution of microsatellites is required [101]. Many theoretical models have
failed to explain observed allele frequency distributions [37]. Since most microsatellites
seem to evolve neutrally [37; 124], it is reasonable to assume that loci evolve indepen-
dently and that their repeat numbers are identically distributed. Since we assume that
sites do not affect each other, Markov chains are a likely choice for modelling [124],
requiring only the additional assumption that future evolution is fully explained (in
probability) by the present state. It is important to note that such models are not
necessarily valid for microsatellites which experience selective pressure, such as the
trinucleotide repeat sequences associated with various disorders [92].
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Levinson and Gutman [77] proposed that the biological process of slipped-strand mi-
spairing was the most likely the dominant process underlying the evolution of mi-
crosatellites. Slipped-strand mispairing occurs when, during DNA replication, two
strands disassociate and a repeat unit in the nth position of the new strand rehy-
bridizes with a complementary repeat unit in some other mth position of the template
strand. A loop of unmatched repeats is formed in one strand and the length of the
new strand differs from the template by |n´m| repeats. Whether the new strand is
longer or shorter than the template, depends on which of the two the loop was formed
in. This biological model is widely accepted as the best description of the underlying
process (see e.g. [36; 21; 35]).
A T A T A T A
T
A T
A
T A T A T
Loop formed in Template Strand
Template Strand
T A T A T A T A T A T A New Strand
Figure 1.1: Representation of slipped-strand mispairing where the loop is formed in
the template strand, shortening the new strand relative to the template.
A T A T A T A T A T A T Template Strand
T A T A T A T
A
T A
T
A T A T A New Strand
Loop formed in New Strand
Figure 1.2: Representation of slipped-strand mispairing where the loop is formed in
the new strand, increasing its length relative to the template strand.
Two widely used models in the microsatellite literature are the infinite alleles model [64]
and the stepwise mutation model [64]. The infinite alleles model assumes that the num-
ber of possible alleles is sufficiently large that any mutation necessarily leads to a state
not previously existing in the (finite) population, while the stepwise mutation model
is a homogeneous birth and death process taking any integer value. Both models are
defined in a more general context than that of microsatellite evolution, and are widely
used in a range of evolutionary biology contexts.
When microsatellite alleles are identified by their repeat number, as per the slipped
strand mispairing process, the restriction of the stepwise mutation model to some
subset of the positive integers results in a fairly realistic model for the process. Much
work has been done to modify the stepwise mutation model to account for specific
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observations of microsatellite loci [37], but the model as introduced by Kimura and
Ohta [64] is still widely used for population studies.
1.3.1 Time evolution of microsatellites
There are many factors affecting the way a given microsatellite evolves in time. Below
we discuss these factors, and the attempts to account for them in existing microsatellite
models. The model which we define in Chapter 5 is built upon the general model due to
Wu and Drummond [130], which includes a majority of earlier models as submodels.
We restrict their model slightly in view of the findings of other analysis, and then
extend it to account for the possibility of interruptions in the repeat sequence.
Size of mutation events
Empirical studies of slipped-strand mispairing have been carried out on a variety
of species (see for example [58; 43; 15; 119; 14]), and show that the most common
mutations are slippage events in which a single repeat unit is gained or lost. Less
frequently, slippage events leading to the gain/loss of multiple repeat units are ob-
served [33]. There is no general agreement on the distribution of mutation sizes,
which it is thought to vary between loci [37], but the consensus is that single repeat
unit changes are significantly more frequent that changes involving multiple repeat
units.
To model large jumps in the repeat number, Di Rienzo [33] proposed a two-phase
model. Under this model, given a mutation occurs, it has a probability p of being a
one-step mutation, and a probability p1´ pq of being a so-called multi-step mutation,
in which case the length of the microsatellite is increased or decreased by a number
drawn from a specified distribution. Since their work, models have been separated
into two major classes, one-phase and two-phase models. While two-phase models
are in a strict sense more realistic, since multi-step mutations have been observed
empirically, there is little evidence to suggest that they confer any real modelling
benefit. In their review of the various models in the literature, Sainudiin et al. [101]
found no advantage for two-phase over one-phase models using an Akaike information
criterion (AIC) approach. It is likely that the effect of occasional multiple repeat-unit
slippage events could be adequately captured by a marginally higher mutation rate
without explicitly allowing such events in a model. As such, we restrict our extension
of the model due to Wu and Drummond [130] to the one-phase case.
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Length dependence of mutation rate
It has been hypothesised that as the length of a microsatellite increases, there is more
opportunity for slippage to occur, and hence that the mutation rate increases. This is
confirmed experimentally [127; 14; 75; 15], and Ellegren says in his 2004 review [37]
“The single most important factor to affect mutation rate that has so far been discov-
ered is microsatellite length.”
Kruglyak et al. [68] proposed a model in which a microsatellite of length i goes to
length i` 1 or i´ 1 at a rate bpi´ 1q, where b is a constant. This model provided a
good fit for the microsatellites in the yeast genome [67]. Calabrese and Durrett [20]
similarly proposed a quadratic model, although Sainudiin [101] found no advantage
over the linear model in modelling a Human-Chimpanzee data set. With this in mind,
we further restrict the model due to Wu and Drummond [130], upon which we base our
model, to allow for only a linear (in repeat number) rate of slipped-strand mispairing.
Contraction vs. expansion — mutational bias
A bias in favour of expansion over contraction for slippage mutations is often ob-
served [24; 60; 34; 95]. However, [47; 127] found a bias in favour of contraction.
Xu et al. [131] found that the rate of contractions increased exponentially with repeat
length while the rate of expansion remained the same. Other studies have similarly
shown a change in directional bias with increasing length [51; 43; 47; 91].
Garza et al. [45] proposed a model using a ‘target size’ so that mutation was biased
to contractions for alleles longer than the target, and towards expansions for shorter
alleles. They found that this was sufficient to account for observed allelic variation
in humans and chimpanzees. Similar approaches have since been widely adapted by
others (e.g. [101; 126]). Wu and Drummond [130] accounted for mutational bias using
a logistic function, and we do the same when we extend their model in Chapter 5
We note that in a model biased towards expansion, the length of the microsatellite
will inevitably become unrealistically large. Furthermore, if there is a bias towards
contraction as well as an increasing rate with length, we would expect to see mostly
very short microsatellites. However, if there is a bias in favour of contraction only for
microsatellites over a certain length, unending expansion is stymied and we expect to
see a more even distribution of lengths.
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Point mutations and microsatellite purity
While slipped-strand mispairing accounts for the majority of microsatellite mutations,
all DNA is susceptible to point mutation, whereby a single base nucleotide is replaced
with another nucleotide. When a point mutation occurs a microsatellite may become
interrupted, for example we might have (AT)30 become (AT)12(AC)(AT)17 [36]. It has
been observed [57; 38; 129] that mutation rate varies between pure and interrupted
repeats. It stands to reason that an interrupted microsatellite may mutate into a pure
one, either by the removal of an impure repeat via slipped-strand mispairing, or by
a point mutation correcting the impure repeat. Harr et al. [47] showed that purifying
mutations do occur. Since microsatellite repeat number was traditionally measured
without identifying all nucleotides at the locus in question, point mutations would
often go undetected [21] and thus purity data was relatively more difficult to obtain
than repeat length data.
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Figure 1.3: Representation of how slipped-strand mispairing might remove an impure
repeat.
The essential principle of early DNA sequencing was that sequences of different lengths
would distribute at different relative positions when placed in a gel matrix along
an electrophoresis plate [102]. Sequences were replicated by polymerase-chain reac-
tion (PCR), and template strands were added to four reaction chambers together with
primers designed to bind with the start of the sequence. Subsequently, DNA poly-
merase, which synthesizes DNA, was added, along with a mixture of the four nucleoside
triphosphate molecules necessary to construct the sequence. Finally, to each reaction
flask would be added one of four dideoxynucleotide triphosphates, which would cause
the sequence to terminate wherever it was bound — sequences in one flask would
terminate at A, in another at C, etc. Given sufficiently many template strands, copies
of the sequence terminating at every possible location would be produced, which were
then run in lanes corresponding to their terminating nucleotide along the electrophore-
sis plate. Thus, the sequence could be read by reading the order of the lanes in which
bands of sequences appear — if the band nearest the positive anode appears in the
A lane, the first nucleotide in the sequence is A, and so on. In the case of microsatellite
sequences, the process could be simplified such that significantly less amplification of
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sequences (in the early days, an extremely costly process) is required.
Due to the repetitive nature of microsatellite sequences, if two appropriate regions
flanking the sequence can be identified, primers can be annealed at both ends of
the sequence, and the length inferred in a similar manner without identifying the
specific nucleotides in the sequence. The length of the sequences can be be inferred
directly, along with the size of the repeat unit (since the sequence length would be
in integer multiples of the size of the repeat unit, itself in integer multiples of the
size of an individual nucleotide). This established the convention in the analysis of
microsatellite sequences, which are often still measured in a similar manner, but with
the advent of modern DNA sequencing techniques, full sequencing is the norm, and
plenty of sequence data is now available.
Attempts to reconcile point mutation and slipped-strand mispairing have led to count-
ing schemes that eliminate information about the purity of a sequence in order to
maintain both a one dimensional state space in the models, and the convention estab-
lished by history of DNA sequencing. For example, Calabrese [20] counts only unin-
terrupted repeats, Sibly [106] counts only the left half of an interrupted repeat and
Bell and Jurka [9] tracked either side of an interruption as individual, pure microsatel-
lites. Given the effect an impurity has on mutation rate, we expect that accounting
for varying levels of purity may improve the models. To that end, in Chapter 5, we
extend the model due to Wu and Drummond [130] (with the restrictions mentioned
above) to explicitly account for the number of interruptions in the repeat sequence.
Aside from those mentioned above, a variety of other factors can influence mutation
rate, including sex, the particular repeat motif, and the locus at which it occurs [15;
14; 34]. However, aside from sex, these factors are constant over the life-cycle of a
microsatellite. As such, their effects can be accounted for in the choice of parameters
of the model, rather than needing to be explicitly accounted for. For example, to
account for different mutation rates for varying repeat motifs, a model can be fit to
data corresponding to the different motifs.
Microsatellites are the topic of Chapter 5. Our goal in examining the evolution of
microsatellites was to develop and analyse a model which would take into account
the important features already considered in the literature, as well as incorporating
point mutation and sequence interruption. Whole-genome derived microsatellite data
inclusive of interruptions poses some specific challenges which we attempt to account
for in the model development. Ultimately, we were not able to make any strong
conclusions due to the quality of the data. Nonetheless, some interesting mathematical
results arise, and we are able to make some scientific predictions in spite of the quality
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of the data.
1.4 Thesis overview
In Chapter 2 we provide a summary of some important, well-known results from the
theory of Markov processes and statistics, together with some intuitions regarding the
interpretation of certain statistical measures. The first part of this summary is used to
establish notational conventions and nomenclature for the subsequent chapters, while
the later parts highlight some points of particular interest.
In Chapters 3 and 4 we examine gene duplication. The evolution of gene duplicates
is a part of the biological theory which has seen relatively little application of Markov
processes. We define Markov models for the evolution of the descendents of some
gene which has been duplicated by some (unspecified) process. After duplication, the
evolution of the resulting copies of the gene is eventually resolved according to one of
several competing and/or complementary biological models. Central to this evolution
is the process of pseudogenization, whereby copies of the gene can be nonfunctional-
ized, and essentially lost to the genome (in the sense that it is no longer functional,
and subject to potential deletion, or further degradation). Other processes compete
with pseudogenization to fix the copies under selective pressure, ensuring their preser-
vation in the genome. We model pseudogenization alongside two different biological
models for the preservation of gene duplicates.
In Chapter 3 we consider the evolution of a pair of gene duplicates under the biolog-
ical process of subfunctionalization. The duplication-degeneration-complementation
(DDC) mechanism, which is detailed by Force et al. [42], describes in precise terms
how the mechanics of evolution by subfunctionalization occur for genes after a du-
plication event. Early work by Force [42], and Force and Lynch [82; 83] considered
subfunctionalization in terms of competing Poisson processes. Subsequent mathemat-
ical modelling of the process has been relatively ad hoc [54], employing unjustified
approximation where an exact Markov-chain based analysis is possible. We have per-
formed such an analysis in our recent paper [109], and we discuss this work and some
related unpublished results in Chapter 3. As part of this analysis we introduce a
modified-cause-specific hazard rate, and we extend our model for a pair of duplicates
to a model for a population of such pairs in order to fit to whole-genome derived
count-data.
In our recent publication [109], together with Dr. Ma lgorzata O’Reilly, Assoc. Prof.
Barbara Holland and Assoc. Prof. David Liberles, we modelled a population of dupli-
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cate genes undergoing subfunctionalization by combining an absorbing Markov process
describing the evolution of a pair of duplicates with a Poisson duplication process.
My contribution to this work included the conception of the model (together with
Dr. O’Reilly and Assoc. Prof. Holland), the derivation of a majority of results, coding
and data analysis, and writing the majority of the drafts and the final manuscript.
Dr. O’Reilly derived the results for ‘Probabilities corresponding to i-th mutational
events’ (Section A in Additional file 1 of [109]) as well as ‘Other measures of inter-
est’ (Section B.4 in Additional file 1 of [109]), and contributed to the derivation of
various other results, wrote part of the initial draft and edited subsequent drafts. As-
soc. Prof. Holland contributed to the derivation of various results, edited drafts, and
provided biological insights. Assoc. Prof. Liberles edited drafts and provided key bio-
logical insights and interpretation of results in the context of gene duplication. These
contributions are included in Chapter 3 of this thesis.
In Chapter 4, we introduce some further models related to gene duplication. In par-
ticular, we extend the model from Chapter 3 to model gene duplicates evolving under
the combined processes of sub- and neofunctionalization. We analyse this model,
including extension to the population-level, and fitting to the same dataset consid-
ered in Chapter 3. Contrary to previous analysis in the literature, we conclude that
subfunctionalization is the dominant mode of preservation of gene duplicates, with ne-
ofunctionalization only occurring with any significant probability after earlier subfunc-
tionalization. Separately, we extend the model from Chapter 3 to model the evolution
of a family of gene duplicates evolving under subfunctionalization. Mechanistically
modelling gene families is significantly more complex than pairs of duplicates, and we
introduce a procedure for model development which avoids the need to individually
consider the many possible transitions the process can undergo. We explicitly consider
the problem of evaluating the state space corresponding to gene families of fixed or
dynamic size, and outline a procedure to efficiently compute the associated generator
matrix.
In Chapter 5, we propose several models for the evolution of individual microsatellites
which treat the level of interruption of the repeat sequence explicitly. Existing models
do not account for interruptions in the repeat sequence, however it is well demonstrated
that the dynamics of microsatellite evolution vary between pure and interrupted repeat
sequences [57; 38; 129]. The model which we ultimately employ for data analysis is an
absorbing level-dependent quasi-birth-and-death process, in which the level tracks the
length of the sequence, and the phase tracks the number of interruptions. We define
an absorbing boundary in terms of the relative level of interruption in the repeat
sequence, which is matched to the constraints of available data.
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Existing models are designed to have unique stationary distribution, which is fit to
empirical data assumed to be at equilibrium [21]. The prevailing biological the-
ory suggests a different picture, with microsatellites thought to undergo finite life-
cycles [18; 85; 96; 114; 19]. We extend the individual-level model to a population of
microsatellites, and derive a transient distribution with appropriate relative clock to
fit to empirical data which is not assumed to be at equilibrium.
However, we find that estimating globally optimal parameters (i.e. maximum likeli-
hood estimates) is not achievable with our optimisation routine. Nonetheless, the
concentration of parameter estimates around values associated with an extreme slow-
down of mutation for interrupted sequences are indicative that the constraints of the
data collection were overly permissive of highly interrupted sequences. We conclude
that the dataset is likely to be so polluted with non-microsatellite sequences that even
ignoring optimisation issues, estimates derived from the dataset are not likely to be
representative of genuine impure microsatellites. Further work is needed to find a
reliable optimization routine for this problem, and to clean the dataset to ensure that
observations are highly likely to be microsatellite sequences.
Chapter 2
Mathematical Prerequisites
In this chapter, we provide some statements of existing results which will be relied upon
throughout the following chapters of the thesis. The main purpose of this chapter is to
establish the conventions which we will follow in subsequent chapters, and to provide
in-text references for important results. Proofs are not provided for the results stated
in this chapter (references to proofs are).
In Section 2.1 we state a selection of key results from the theory of Markov processes.
Markov processes are central to this thesis, and readers are assumed to be familiar
with the theory. Sections 2.1.1 and 2.1.2 serve primarily to establish notational and
nomenclatural conventions which will be followed in the subsequent chapters. As such,
throughout Sections 2.1.1 and 2.1.2 statements are given with little exposition. We
give some more details in Section 2.1.3 where we discuss absorbing continuous-time
Markov chains, which are particularly important to this thesis. For an introduction
to the theory of Markov processes, we suggest Ross’s ‘Introduction to Probability
Models’ [100], Karlin and Taylor’s ‘An Introduction to Stochastic Modeling’ [115],
or Karlkarni’s ‘Modeling and Analysis of Stochastic Systems’ [70]. More advanced
topics relevant to this thesis are covered by Neuts’s ‘Matrix-Geometric Solutions in
Stochastic Models: An Algorithmic Approach’ [87] and Latouche and Ramaswami’s
‘Introduction to Matrix Analytic Methods in Stochastic Models’ [72]. Further, the
review of quasi-stationary distributions provided by van Doorn and Pollett [121] is
highly expository for that topic.
In Section 2.2 we discuss the statistical notion of likelihood, and some approaches to
the statistical problem of model selection. We employ some results from the theory
of model selection at various points in the subsequent chapters, but it is not central
to the thesis in the same sense as Markov processes. We assume that readers have a
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basic familiarity with statistical theory, but we provide some exposition in terms of
intutions regarding particular results which we rely upon. For a detailed discussion of
likelihood we suggest Rohatgi’s ‘An Introduction to Probability and Statistics’ [98],
and for model selection we suggest Burnham and Anderson’s ‘Model Selection and
Multimodel Inference’ [17].
2.1 Markov processes
The theory of Markov processes provides a set of powerful probabilistic tools with
which to model real world systems, and is ubiquitous in the context of evolutionary
biology. Throughout this thesis we will be making frequent use of the theory, and
what follows is a summary of a selection of important results.
2.1.1 Discrete-time Markov chains
We are principally interested in the application of continuous-time Markov chains in
this thesis. However, Discrete- and Continuous-time Markov chains are closely related,
and in keeping with Ross [100], we start by introducing the discrete-time analogue.
Definition 1 (Discrete-time stochastic process).
A discrete-time stochastic process is a sequence X “ tXn : n ě 0u, where Xn is a
random variable for each n P N “ t0, 1, 2, . . .u. If Xn “ i we say that X is in state i
at time n.
The set S of values taken by Xn is called the state space. If S is discrete we say that
X is discrete valued.
All of the Markov chains discussed throughout this thesis will be discrete valued.
Definition 2 (Discrete-time Markov chain).
Let tXn : n P Nu be a discrete valued stochastic process in discrete time, with state
space S. We say that such a process is a discrete-time Markov chain (DTMC) if it
has the property that for any states i1, ..., in´1, i, j P S and any n P N, we have
P pXn`1 “ j | Xn “ i,Xn´1 “ in´1, . . . , X1 “ i1q “ P pXn`1 “ j | Xn “ iq. (2.1)
Equation (2.1) is called the Markov property for discrete-time processes.
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Definition 3 (Time homogeneity).
A time-homogeneous Markov chain is a DTMC for which transition probabilities do
not depend on the time n, so we have, for all i, j P S, n P N
P pXn`1 “ j | Xn “ iq “ P pX1 “ j | X0 “ iq.
Definition 4 (One-step transition probability matrix).
In the time-homogeneous case we let Pij “ P pXn`1 “ j | Xn “ iq and define one-step
transition probability matrix P “ rPijsi,jPS so that
P “
»————————–
P00 P01 . . . P0j . . .
P10 P11 . . . P1j . . .
...
...
...
Pi0 Pi1 . . . Pij . . .
...
...
...
fiffiffiffiffiffiffiffiffifl
.
Definition 5 (n-step transition probability matrix).
For any i, j P S and n “ 0, 1, 2, . . ., define
P
pnq
ij “ P pXn`k “ j | Xk “ iq,
interpreted as the probability that a process in state i will be in state j after n transitions
(in n steps). Further, define n-step transition probability matrix P pnq “ rP pnqij si,jPS .
The following theorem and corollary are demonstrated in Section 4.2 of Ross [100].
Theorem 1 (Chapman–Kolmogorov equations).
For all n,m P N and i, j P S, we have
P
pn`mq
ij “
ÿ
kPS
P
pnq
ik P
pmq
kj ,
that is,
P pn`mq “ P pnqP pmq.
Corollary 1.
For all n “ 1, 2, . . . , we have
P pnq “ P n. (2.2)
Definition 6 (Accessibility).
If Pnij ą 0, for some n ě 0 we say that state j is accessible from state i, and write
iÑ j.
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Definition 7 (Communication).
If states i and j are accessible from each other, they are said to communicate and we
denote the relation defined by communication iØ j.
The following theorem is demonstrated in Section 4.3 of Ross [100].
Theorem 2 (Communication is an equivalence relation).
The relation defined by Ø is an equivalence relation, and hence partitions the state
space.
Definition 8 (Communicating class).
We refer to the equivalence classes of Ø as communicating classes.
Definition 9 (Irreducible Markov chain).
We say that a Markov chain is irreducible, if every state in S communicates with all
other states in S. That is, iØ j for all i, j P S.
Definition 10 (First return time).
We define τi be the time to first return to state i, given the process started there, i.e.
τi “
$&%8 if Xn ‰ i,@ n ě 1mintn ě 1 : Xn “ i | X0 “ iu otherwise. (2.3)
Definition 11 (Probability of return).
The probability of ever returning to state i is defined as fi “ P pτi ă 8q.
Definition 12 (Reccurence and Transience).
We call a state i recurrent if fi “ 1 and transient if fi ă 1. We call a Markov chain
recurrent if all its states are recurrent, and transient otherwise.
The following proposition is demonstrated in Section 4.3 of Ross [100].
Proposition 1.
Let C be a communicating class. Then, if i P C is recurrent, so is j for any j P C.
For an irreducible Markov chain, either all states are recurrent, or all are transient.
Further, a finite-state irreducible Markov chain is necessarily recurrent, since it must
make infinitely many transitions among finitely-many states, at least one (and hence
all) must be recurrent.
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Definition 13 (Mean recurrence time).
We define the mean recurrence time to state i by Mi “ Epτiq.
Definition 14 (Positive and null recurrence).
We call a recurrent state i positive recurrent if Mi is finite, and null recurrent oth-
erwise. We call say a DTMC is positive recurrent if all of its states are positive
recurrent.
Definition 15 (Periodicity).
If d is the largest integer such that P
pnq
ii “ 0 whenever n is not divisible by d, we say
state i has period d. If d “ 1 we say i is aperiodic, and periodic otherwise.
Definition 16 (Ergodicity).
A state i is called ergodic if it is positive recurrent and aperiodic. A DTMC is called
ergodic if all of its states are ergodic.
Definition 17 (Stationary distribution).
We refer to a vector pi such that
piP “ pi, (2.4)
and ÿ
jPS
pij “ 1, (2.5)
as a stationary distribution.
The following proposition appears as Proposition 4.4 in Ross [100].
Proposition 2.
A Markov chain tXnu has a stationary distribution if and only if it is positive recurrent,
and when it exists it is given by
pij “ 1
Mj
. (2.6)
Definition 18 (Limiting distribution).
We refer to pi˚ “ rpij˚ s as the limiting distribution where
pij˚ “ limnÑ8
1
n
nÿ
m“0
Pmij , (2.7)
given that the limit below exists and is independent of i for all j.
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When the limiting distribution exists, pij˚ is equal to the long-run proportion of time
the process spends in state j.
The next theorem follows from Theorem 4.1 in Ross [100].
Theorem 3.
For an irreducible ergodic DTMC the limiting distribution exists, and is equal to the
unique stationary distribution.
2.1.2 Continuous-time Markov chains
Continuous-time Markov chains are continuous-time analogous to discrete-time Markov
chains. Continuous-time Markov chains are of principle interest in this thesis, and we
provide a little more exposition of the related theory.
Definition 19 (Continuous-time Markov chain).
We call a stochastic process tXptq : t ě 0u with discrete state space S a continuous-
time Markov chain (CTMC) if for all t ě 0, s ą u ě 0, i, j, xpuq P S,
P pXpt` sq “ j | Xpsq “ i,Xpuq “ xpuqq “ P pXps` tq “ j | Xpsq “ iq. (2.8)
Equation (2.8) is the Markov property for continuous-time processes. It is analogous
to the Markov property for the discrete-time case in that it defines a system whose
future evolution depends on its history only through the present state. In continuous-
time the Markov property specifies that transition probabilities do not depend on the
time spent in a particular state.
Definition 20 (Time homogeneity).
We call a CTMC time-homogeneous if for all t, s ě 0, i, j P S, we have
P pXpt` sq “ j | Xpsq “ iq “ P pXptq “ j | Xp0q “ iq. (2.9)
We will be considering time-homogeneous Markov chains throughout this thesis.
Definition 21 (Transition matrix).
In the case of a time-homogeneous CTMC, we define the transition matrix
Pptq “ rPijptqsi,jPS ,
where for all i, j P S, t ě 0,
Pijptq “ P pXptq “ j | Xp0q “ iq. (2.10)
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Definition 22 (The generator matrix).
We define generator matrix Q “ rqijs such that
Q “ d
dt
Pptq
ˇˇˇ
t“0
“ P1p0q. (2.11)
Definition 23 (Holding time).
Assuming the process is in state i at time 0, we define
Hi “ inftt ą 0 : Xptq ‰ iu,
referred to as the holding time in state i. Hi is a strictly positive continuous random
variable.
The following proposition is demonstrated in Sections 5.2.2 and 6.2 of Ross [100].
Proposition 3.
For all i P S, Hi „ Expp´qiiq. That is, the holding time for a CTMC is necessarily
exponentially distributed with parameter ´qii.
The following three theorems are demonstrated by Lemma 6.3, Theorem 6.1, and
Theorem 6.2 of Ross [100] respectively.
Theorem 4 (Chapman–Kolmogorov equations).
For all t ě 0, s ě 0,
P pt` sq “ P psqP ptq, (2.12)
or equivalently, for all t ě 0, s ě 0, i, j P S,
Pijpt` sq “
ÿ
kPS
PikpsqPkjptq. (2.13)
Theorem 5 (Kolmogorov backward equations).
For all i, j P S, t ě 0
P 1ijptq “
ÿ
k
qikPkjptq, (2.14)
or equivalently,
P1ptq “ QPptq. (2.15)
Theorem 6 (Kolmogorov forward equations).
Under certain regularity conditions (see remark below) we have, for all i, j P S, t ě 0,
P 1ijptq “
ÿ
k
qkjPikptq, (2.16)
or equivalently
P1ptq “ PptqQ. (2.17)
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Remark 1.
The regularity conditions of Theorem 6 are satisfied whenever the process undergoes
at most finitely many transitions in a finite time. This is trivially satisfied when the
state space is finite, and will be satisfied for all of the models discussed in this thesis.
Section 6.9 of Ross [100] establishes the following proposition.
Proposition 4.
The solution to the Kolmogorov backward and forward equations is P ptq “ eQt.
Definition 24 (Accessibility).
If Pijptq ą 0 for some t ě 0, we say that j is accessible from i.
Definition 25 (Communication).
If i and j are accessible from each other, they are said to communicate. We denote
the relation thus defined by iØ j.
As in the discrete-time case, Ø is an equivalence relation.
Definition 26 (Communicating class).
We refer to the equivalence classes of Ø as communicating classes.
Definition 27 (Irreducible continuous-time Markov chain).
We say that a CTMC is irreducible if iØ j for all i, j P S.
Definition 28 (Embedded chain).
Let tn denote the time at which the n
th transition from some state i to some other
state j occurs and let
Xn “
$’&’%
Xp0q for n “ 0
lim
tÑtn`
Xptq for n ě 1. (2.18)
Then tXn : n ě 0u is a DTMC tracking the state changes of the CTMC. We refer to
tXn : n ě 0u as the embedded chain.
Notice that Xn is the value taken by Xptq immediately after the nth change of state.
The following proposition is established in Chapter 6 (immediately preceding Theorem
6.8) of Kulkarni [70].
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Proposition 5.
The one step transition matrix P “ rPijs of the embedded chain is given by
Pij “
$’’’’’’’&’’’’’’’%
qij
´qii if qii ‰ 0, i ‰ j
0 if qii ‰ 0, i “ j
0 if qii “ 0, i ‰ j
1 if qii “ 0, i “ j.
(2.19)
The following proposition follows from Theorem 6.8 of Kulkarni [70].
Proposition 6.
A CTMC is irreducible if and only if its embedded chain is irreducible.
Definition 29 (Time to return).
Define
τi “ inftt ą s : Xptq “ i | Xp0q “ i,Xpsq ‰ iu, (2.20)
interpreted as the time taken for the process to return to state i given that it started
there.
Definition 30 (Recurrence and Transience).
We call a state recurrent if P pτi ă 8q “ 1, and transient otherwise.
Definition 31 (Positive-recurrence and null-recurrence).
If a state i is recurrent, and Epτiq ă 8, we say the state i is positive-recurrent, and
if Epτi “ 8q we say i is null-recurrent.
Theorem 6.9 of Kulkarni [70] proves the following.
Proposition 7.
A state i of a CTMC is recurrent (transient) if and only if it is recurrent (transient)
in the embedded chain.
The same does not apply for positive- and null-recurrence.
Theorems 6.9 and 6.10 of Kulkarni [70] prove that, under the regularity conditions
mentioned in Remark 1, transience, recurrence, positive-recurrence and null-recurrence
are all class properties (in the sense of communication classes). The next theorem
follows from this result.
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Theorem 7.
For a regular irreducible CTMC all states are together transient, positive-recurrent, or
null-recurrent.
As in the discrete-time case we call a CTMC positive-recurrent, null-recurrent or
transient if it is irreducible and all states are such.
Definition 32 (Stationary distribution).
We call a vector pi “ rpijs a stationary distribution if, for all t ě 0,
piPptq “ pi, (2.21)
and, ÿ
jPS
pij “ 1. (2.22)
The following corollary is established in Section 6.5 of Ross [100].
Corollary 2.
Any stationary distribution satisfies
piQ “ 0, (2.23)
or equivalently
´ qjjpij “
ÿ
kPS
k‰j
pikqkj , (2.24)
where 0 represents a vector of zeros of appropriate size.
We call the system of equations defined by Equation (2.23) the balance equations.
Remark 2.
Throughout, we will use 0, 1 to denote vectors of zeros and ones of appropriate size
respectively. Likewise, we use 0 and 1 to denote matrices full of zeroes and ones of
appropriate size respectively. We use ei to represent a vector with a one in the i
th
entry and zeros elsewhere.
Definition 33 (Limiting distribution).
Assuming the limits exist and are independent of i, we define limiting distribution
pi˚ “ rpij˚ s, where the limiting probabilities pij˚ for each j P S are given by
pij˚ “ lim
tÑ8Pijptq. (2.25)
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Definition 34 (Ergodicity).
We say that a CTMC is ergodic when the limiting distribution pi˚ exists.
The following proposition is established in Section 6.5 of Ross [100].
Proposition 8.
Given an irreducible, positive recurrent CTMC, the limiting distribution exists, and is
equal to the unique stationary distribution.
2.1.3 Absorbing CTMCs
Definition 35 (Closed set).
For any J Ď S, if Pijptq ‰ 0 for some t ě 0 implies j P J for all i P J then we say
the set J is closed.
Definition 36 (Absorbing state).
If for all j ‰ i, i, j P S, Pijptq “ 0 for all t ě 0 then we say that state i is absorbing.
Definition 37 (Absorbing set).
We call the collection A of all absorbing states of S the absorbing set, and A is
necessarily closed.
Definition 38 (Absorbing CTMC).
We call a CTMC tXptq : t ě 0u absorbing if every state is either absorbing or tran-
sient.
Not all CTMCs with absorbing states fit our definition of an ‘absorbing CTMC’. The
results which follow do not necessarily hold for such processes.
Definition 39 (Transient set).
For an absorbing CTMC with state space S and absorbing set A we call the set of
transient states S˚ “ SzA the transient set. We say that the transient set is irreducible
if it is a communicating class.
For the following discussion, suppose that an absorbing CTMC tXptq : t ě 0u has
state space S, absorbing set A, transient set S˚ and generator matrix Q “ rqijs.
Denote the jth (arbitrarily ordered) absorbing state by aj , and let vj “ rvijsiPS˚ be a
vector such that vij “ qiaj for all i P S˚ for each aj P A. Further, let V “ rvijsiPS,ajPA
be a matrix with the jth column equal to vj .
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Definition 40 (Subgenerator matrix).
We define the subgenerator matrix by Q˚ “ rqijsi,jPS˚.
The canonical form of the generator matrix Q is given by the block matrix form
Q “
«
Q˚ V
O O
ff
. (2.26)
In the case of a single absorbing state, V is a vector, and we write V “ v so that the
canonical form of the generator is given by
Q “
«
Q˚ v
0 0
ff
. (2.27)
The following proposition and theorem are proved by Theorem 2.4.3 in Latouche and
Ramaswami [72].
Proposition 9.
The subgenerator matrix Q˚ of an absorbing CTMC is invertible.
Theorem 8.
Given an absorbing CTMC, limtÑ8 P pXptq “ iq “ 0 for all i P S˚. That is, absorption
into some j P A occurs eventually with probability equal to 1.
Definition 41 (Time-to-absorption).
We call random variable T “ mintt : Xptq “ i, i P Au the time-to-absorption.
Definition 42 (Phase-type distribution).
Consider an absorbing CTMC tXptq : t ě 0u and initial distribution α “ rαis, where
αi “ P pXp0q “ iq for all i P S. The phase-type distribution is the distribution of
time-to-absorption of such a process, and is parameterized by the subgenerator matrix
Q˚ together with initial distribution α; we write T „ PHpQ˚, αq to denote such
distribution.
Most often, absorbing CTMCs are considered with only one absorbing state, and the
phase-type distribution is usually defined as such. Throughout this thesis we will be
particularly interested in absorbing CTMCs with multiple absorbing states. Therefore,
we give a corresponding treatment of the phase-type distribution.
A proof of the following theorem follows from a very slight modification (to account
for multiple absorbing states) of Theorem 2.4.1 in Latouche and Ramaswami [72].
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Theorem 9.
The phase-type distribution PHpQ˚, αq has cumulative distribution function
F ptq “ P pT ă tq “ 1´ αeQ˚t1. (2.28)
Further, PHpQ˚, αq has probability density function
fptq “ F 1ptq “ ´αeQ˚tQ˚1
“ αeQ˚tV1. (2.29)
The two alternative forms are due to the property Q1 “ 0 of the generator of the
Markov chain, which gives
Q˚1`V1 “ 0,
Q˚1 “ ´V1. (2.30)
In the case of a single absorbing state V1 is replaced throughout by v.
Definition 43 (Hazard function).
The hazard function λiptq given that the process starts in state i P S˚ is defined for all
t ě 0 as,
λiptq “ lim
hÑ0`
P pt ă T ă t` h | T ą t,Xp0q “ iq
h
“ fiptq
1´ Fiptq , (2.31)
where fiptq is the probability density of absorption occurring at time t given that the
process starts in state i, and Fiptq is the corresponding cumulative distribution func-
tion.
The hazard function can be interpreted as the conditional (on not having been ab-
sorbed before time t) expected exponential rate of absorption at time t.
Definition 44 (Survival function).
The survival function Siptq given that the process starts in state i is defined for all
t ě 0 as,
Siptq “ 1´ Fiptq. (2.32)
The survival function can be interpreted as the probability that the process has not
been absorbed by time t.
The next theorem follows from Theorem 9 (Theorem 2.4.1 in [72]), and the fact that
T „ PHpQ˚, eiq.
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Theorem 10.
For all i P S˚ and all t ě 0, we have
λiptq “ eie
Q˚tV1
eie
Q˚t1
, (2.33)
and
Siptq “ eieQ˚t1. (2.34)
Definition 45 (Time-to-absorption into j, J ).
For each state j P A, we define the time-to-absorption into j by Tj “ mintt : Xptq “ ju
given that such t exists, and Tj “ 8 otherwise.
The definition for time-to-absorbption into a set J Ď A is analogous, with TJ “
mintt : Xptq P J u, given such t exists, and TJ “ 8 otherwise.
Definition 46 (Cause-specific hazard function).
Suppose that ||A|| ą 1 (i.e. suppose that process tXptqu is associated with more than
one absorbing state). We define the cause-specific hazard function associated with state
(cause) j P A given the process starts in state i as
λijptq “ lim
hÑ0`
P pt ă T ă t` h,XpT q “ j | T ą t,Xp0q “ iq
h
“ fijptq
1´ Fiptq , (2.35)
where fijptq the probability density associated with Tj and Fiptq is the cumulative
distribution function associated with T , each given that the process starts in state i.
The definition for the cause-specific hazard rate associated with a set J Ď A is anal-
ogous,
λiJ ptq “ lim
hÑ0`
P pt ă T ă t` h,XpT q P J | T ą t,Xp0q “ iq
h
““ fiJ ptq
1´ Fiptq , (2.36)
where fiJ is the probability density function associated with TJ given that the process
starts in state i.
The cause-specific hazard function is interpreted as the contribution to the hazard
function associated with state j conditional on not having been absorbed into any
k P A before time t. In Chapter 3 we introduce a modified-cause-specific hazard rate,
conditional only on not having been absorbed into some subset of A, which is relevant
to the evolution of gene duplicates.
By the analysis of the Markov chain, applying Proposition 4 we have
fijptq “
”
eie
Q˚tV
ı
j
“ eieQ˚tvj , (2.37)
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where vj is the j
th column of V. Together with Theorem 9 (Theorem 2.4.1 in [72]),
we have the following proposition.
Proposition 10.
For all i P S˚ and j P A
λijptq “ eie
Q˚tvj
eieQ
˚t1
. (2.38)
The following proposition follows from the fact that events tXptq “ iu and tXptq “ ju
are disjoint for i ‰ j.
Proposition 11.
For all i P S˚, J Ď A, we have
fiJ ptq “
ÿ
jPJ
fijptq,
λiJ ptq “
ÿ
jPJ
λijptq,
fiptq “
ÿ
jPA
fijptq,
λiptq “
ÿ
jPA
λijptq. (2.39)
Definition 47 (Probability given initial distribution).
We denote the probability of an event A given initial distribution α0 by Pα0pAq.
We denote the probability of an event A conditional on event B given initial distribu-
tion distribution α0 by Pα0pA | Bq.
The following proposition follows immediately from the law of total probability
Proposition 12.
For any distribution α0 and event A,
Pα0pAq “
ÿ
iPS
α0iP pA|Xp0q “ iq. (2.40)
The next proposition establishes that Pα0p.q is analogous to P p.q in terms of conditional
probabilities.
Proposition 13.
For any distribution α0 and events A, B
Pα0pA | Bq “
Pα0pA,Bq
Pα0pBq
. (2.41)
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Proof.
Applying the law of total probability (and noting that B and tXp0q “ iu are not
necessarily independent) we have
Pα0pA | Bq “
ÿ
iPS
P pA | B,Xp0q “ iqP pXp0q “ i | Bq
“
ÿ
iPS
P pA,B,Xp0q “ iqP pXp0q “ i, Bq
P pB,Xp0q “ iqP pBq
“
ř
iPS P pA,B,Xp0q “ iq
P pBq
“
ř
iPS P pA,B | Xp0q “ iqP pXp0q “ iq
P pBq (2.42)
Applying the law of total probability to the denominator we have
Pα0pA | Bq “
ř
iPS P pA,B | Xp0q “ iqP pXp0q “ iqř
iPS P pB | Xp0q “ iqP pXp0q “ iq
“
ř
iPS α0iP pA,B | Xp0q “ iqř
iPS α0iP pB | Xp0q “ iq
(2.43)
Finally, applying Proposition 12 we have
Pα0pA | Bq “
Pα0pA,Bq
Pα0pBq
. (2.44)
The following proposition combines Proposition 4 with the observations from [72; 87]
(e.g. the first equation in the proof of Theorem 2.4.1 in [72] is enough).
Proposition 14 (Distribution over transient states).
For an absorbing CTMC, the distribution over the transient states P˚ptq “ rPijptqsi,jPS˚
is given by, for all t ě 0,
P˚ptq “ eQ˚t. (2.45)
Definition 48 (Conditional transient distribution).
We define p
i
ptq to be the distribution over the transient states conditional on the process
not having been absorbed, and given start in state i P S˚. That is, p
i
ptq “ rpijptqsjPS˚
where for all j P S˚ for each i P S˚,
pijptq “ P pXptq “ j | Xptq R A, Xp0q “ iq. (2.46)
When the initial distribution in the transient states is α0 “ rα0jsjPS˚, we denote the
analogous distribution by p
α0
ptq. That is p
α0
ptq “ rpα0j ptqs where, for all j P S˚,
pα0j ptq “ Pα0pXptq “ j | Xptq R Aq. (2.47)
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The following proposition is stated without demonstration in [31]. We provide a proof
here.
Proposition 15.
For all t ě 0, and any initial distribution in the transient states α0,
p
α0
ptq “ α0e
Q˚t
α0e
Q˚t1
. (2.48)
Proof.
For each j P S˚, and all t ě 0, we have
pα0j ptq “ Pα0pXptq “ j | Xptq R Aq. (2.49)
Applying Proposition 13 we have
pα0j ptq “
Pα0pXptq “ j,Xptq R Aq
Pα0pXptq R Aq
“ Pα0pXptq “ jq
Pα0pXptq R Aq
, (2.50)
since the events tpXptq “ ju and tpXptq “ jq X pXptq R Aqu are equivalent.
Now, applying Proposition 12, and noting that P pXptq P S˚ | Xp0q R S˚q “ 0, we
have
pα0j ptq “
ř
iPS˚ α0iP pXptq “ j | Xp0q “ iqř
iPS˚ α0iP pXptq R A | Xp0q “ iq
“
ř
iPS˚ α0iPijptqř
iPS˚ α0iP pT ą t | Xp0q “ iq
. (2.51)
Now applying Proposition 14 and Theorem 9 we have
pα0j ptq “
ř
iPS˚ α0ieieQ
˚tejř
iPS˚ α0jeieQ
˚t1
“ α0e
Q˚tej
α0e
Q˚t1
, (2.52)
which in vector form is
pα0ptq “
α0e
Q˚t
α0e
Q˚t1
. (2.53)
Corollary 3.
For all t ě 0,
p
i
ptq “ eie
Q˚t
eieQ
˚t1
. (2.54)
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Definition 49 (Quasi-stationary distribution).
A distribution α “ rαisiPS˚ is called a quasi-stationary distribution (QSD) if, for all
t ě 0
p
α
ptq
p
α
ptq1 “ α. (2.55)
As shown by Darroch and Seneta [31], when the set of transient states is irreducible the
quasi-stationary distribution is unique. We will be primarily concerned with the case
that the QSD is unique. Van Doorn and Pollett [121] provide a comprehensive review
of quasi-stationary distributions, including conditions for existence and uniqueness,
and a guide for computing QSDs in MATLAB.
Definition 50 (Yaglom Limit).
The Yaglom limit given initial distribution α0 is defined (given the limits exist) by
y
α0
“ ryjsjPS˚, where for all j P S˚,
yj “ lim
tÑ8
Pα0pXptq “ jq
Pα0pXptq R Aq
“ lim
tÑ8Pα0pXptq “ j | Xptq R Aq. (2.56)
The following observation (stated here as a proposition) follows immediately from
Definitions 48 and 50.
Proposition 16.
For initial distribution α0 we have
y
α0
“ lim
tÑ8 pα0ptq. (2.57)
Theorems 1 and 2 of Vere Jones [122] prove that the Yaglom limit is a quasi-stationary
distribution. Thus, in the case of a unique QSD, the Yaglom limit is also unique, and
we denote it by y. We can interpret yi “ αi as the long run probability that the
process is in state i given that it has not been absorbed [31].
When the Yaglom limit depends on the initial distribution, it remains the case that
every Yaglom limit is a QSD, and every QSD is a Yaglom limit for some initial distribu-
tion (namely, itself) [121]. We say that a QSD α is associated with initial distribution
α0 when α “ yα0 .
Definition 51 (Ratio of means distribution).
We define the ratio of means distribution α1 “ rα1jsjPS˚ associated with initial distri-
bution α0 by, for all j P S˚,
α1j “
Eα0pTj˚ q
Eα0pT q
, (2.58)
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or equivalently
α1 “
Eα0pT ˚q
Eα0pT q
, (2.59)
where Tj˚ is a random variable tracking time spent in state j P S˚ before absorption,
and T ˚ “ rTj˚ sjPS˚.
The ratio of means distribution was introduced by Darroch and Seneta [30], but has
received relatively little attention. Darroch and Seneta [30] noted that the ratio of
means distribution is dependent on the initial distribution, while (in the context under
discussion) the quasi-stationary is not. Artalejo and Lopez-Herrero [3] revived some
interest in this distribution by noting that in certain contexts, dependence on the
initial distribution is a desirable property. Often the initial distribution is known, and
the assumption that the process is at equilibrium is not well justified, but analysis of
long term behaviour is still pertinent.
Artalejo and Lopez-Herrero [3] discussed the examples of population biology, and in
particular, epidemic models. In Chapter 5 we will see that this distribution also has
applications in evolutionary biology.
Our final result for this section follows from Proposition 4, and Theorem 9, and was
first shown by Darroch and Seneta [31]. Darroch and Seneta [30] also showed an
equivalent result for the discrete-time case.
Theorem 11.
For any initial distribution α0, the ratio of means distribution is given by
α1 “
ş8
0 α0e
Q˚tş8
0 α0e
Q˚t1
“ α0pQ
˚q´1
α0pQ˚q´11 . (2.60)
2.2 Likelihood and model selection
In this section we introduce the likelihood function, and the maximum likelihood esti-
mator — a concept which sees a great deal of use in evolutionary biology (for a more
detailed discussion see [98] or [17]). We then discuss some concepts from information
theory which pertain to model selection in a maximum likelihood framework, partic-
ularly the Akaike- (AIC) and Bayesian- Information Criterion (BIC), which we make
some use of in Chapter 5.
Generally in the model selection literature a continuous support is assumed. The
models in this thesis have discrete support, but most of the results have obvious
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discrete analogues, where density functions are replaced by probability mass functions,
integrals by sums, etc. We have adapted the discussion of [17] for the setting with
discrete support here.
Definition 52 (The likelihood function).
Let X “ tX1, X2, . . . , Xnu be a sequence of discrete random variables whose probabil-
ity distribution pθ depends on the parameter θ “ rθ1, θ2, . . . , θms. Then we define a
likelihood function by
Lpθ;xq “ pθpxq “ P pX “ x | θq. (2.61)
We interpret likelihood function as the probability of seeing the data x given that the
parameter θ is the underlying parameter set for pθ.
The following proposition follows immediately from the fact that P pX “ x, Y “ yq “
P pX “ xqP pY “ yq for independent and identically distributed (iid) X,Y .
Proposition 17.
If X1, X2, . . . Xn are iid, then
Lpθ | xq “
nź
i“1
P pXi “ xi | θq. (2.62)
Definition 53 (Maximum likelihood estimator).
The maximum likelihood estimator is a parameter θˆ such that,
Lpθˆ;xq “ sup
θPΘ
Lpθ;xq. (2.63)
In practice it is often easier to compute using the log likelihood function, since taking
products over many small terms is likely to result in numerical instability.
Proposition 18.
Since log is a monotone function
logLpθˆ;xq “ sup
θPΘ
logLpθ;xq. (2.64)
Likelihood and the maximum likelihood estimator provides a sufficient framework
for parameter selection within a model, however in comparing different models the
likelihood alone is generally insufficient. Information theoretic approaches includ-
ing the Akaike Information Criterion (AIC) and the Bayesian Information Crite-
rion (BIC) allow for likelihood-based model selection with appropriate penalties for
over-parameterization [17].
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Both the AIC and BIC can be conceptualized in terms of the Kullback–Leibler diver-
gence, a measure of divergence from one probability distribution to another.
Definition 54 (Kullback–Leibler (KL) divergence).
For probability mass functions p, pˆ, both with the underlying space S, the KL divergence
of pˆ from p is defined as
DKLpp||pˆq “
ÿ
xPS1
log
ˆ
ppxq
pˆpxq
˙
ppxq,
where
S 1 “ tx P S : ppxq ‰ 0u “ tx P S : pˆpxq ‰ 0u.
If the above set equality does not hold, the KL divergence is undefined.
DKLpp||pˆq can be interpreted as the information lost when distribution pˆ is used to
approximate p. Note that DKL is not symmetric, and does not obey the triangle
inequality, and hence is not a metric.
Consider a set of models M “ tMj : j “ 1, ..., ku where
Mj “ tpjpx; θq : θ P Θju, (2.65)
with pjpx; θq a probability mass function, each with the same support S, and the
parameter space for model Mj is Θj .
Suppose that we wish to use a model in M to approximate some distribution f (also
with support S), which may or may not be in Mj for some j. Suppose also that
we have some data Y “ tYi : i “ 1, ..., nu drawn from the distribution f we wish
to approximate. Let θˆjpY q “ θˆj be the maximum likelihood parameter estimate for
model j based on data Y .
We can measure the quality of an approximation to f from modelMj with parameter
θ P Θj using the KL divergence
DKLpf ||pjp.; θqq “
ÿ
xPS
log
ˆ
fpxq
pjpx; θq
˙
fpxq
“
ÿ
xPS
logpfpxqqfpxq ´
ÿ
xPS
logppjpx; θqqfpxq. (2.66)
Notice that only the second term of Equation (2.66) depends on the model Mj and
parameter θ. Thus, we can choose a best (in the KL sense) model and parameter set
to approximate distribution f by maximizing
Kpj, θq “
ÿ
xPS
logppjpx; θqqfpxq. (2.67)
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Now consider some fixed j, and let θ0 maximize Kpθq “ Kpj, θq, and we will omit
j from subscripts and arguments from here. Suppose that we have some data Y “
tYi : i “ 1, ..., nu, which are independent and drawn from the distribution f we wish
to approximate. Given sufficiently large n, we can apply the law of large numbers to
write
fpxq « ||tYi “ xu||
n
,
from which it follows that
Kpθq « 1
n
ÿ
xPS
logpppx; θqq||tYi “ xu||
“ 1
n
nÿ
i“1
logpppYi; θqq
“ 1
n
logLpθ;Y q. (2.68)
Clearly the right hand side of Equation (2.68) is maximised by the maximum likeli-
hood estimator θˆ (since it’s just the log likelihood divided by n), and θˆ converges in
probability to θ0. Hence pp.; θˆq estimates the best-fitting distribution (in terms of KL
divergence) in the model to the true distribution fp.q, or θˆ estimates θ0.
However, we have used Y to estimate the true distribution f in the above; if we were
also to use Y to attain a maximum likelihood estimate our estimated distribution
would clearly be biased. Akaike [1] noted that this bias could be eliminated by instead
minimizing the expected KL divergence.
Making some approximations, he showed that if the model was correct, in the sense
that for some θ, ppx; θq “ fpxq for all x, (or almost everywhere in the case of a
continuous support), this leads to minimising
Kˆpθq “ 1
n
plogLpθ;Y q ´ kq, (2.69)
where k “ dimpθq. Multiplying Equation (2.69) by 2n (for historical reasons — this
has no effect on the procedure) we get Akaike’s information criterion
AIC “ 2k ´ 2 logLpθ;Y q. (2.70)
Thus minimising AIC allows us to pick (approximately) the KL-best model from
among a set of models, and within each model the parameter set which minimises the
AIC will be the maximum likelihood estimator.
The Bayesian Information Criterion (BIC) introduced by Schwarz [103] is similar to
the AIC,
BIC “ logpnqk ´ 2 logLpθ;Y q. (2.71)
Likelihood and model selection 41
As the name suggests, the underlying philosophy of the BIC is a Bayesian approach
to model selection. Kuha [69] provides a discussion of the relative merits of the AIC
and BIC. For our purposes in Chapter 5, we use the BIC over the AIC because of its
steeper penalty for overparameterization.
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Chapter 3
Duplicate Pairs Evolving Under
Subfunctionalization
This chapter is the topic of my recent paper [109] with Assoc. Prof. David A. Liberles,
Assoc. Prof. Barbara R. Holland and Dr. Ma lgorzata M. O’Reilly. Compared to the
paper (which has a more biological focus), we focus particularly on the mathematical
results. Several results which do not appear in the paper (or its appendices) are
included in this chapter.
Here we consider in detail the evolution of a duplicate pair immediately after some du-
plication event. Recall from Section 1.2 of the Introduction that subfunctionalization
is a process by which the functions of an ancestral gene are distributed among two (or
more, if multiple duplication events occur) duplicate copies of the original gene. We
assume throughout that the duplication event led to two perfect copies of the dupli-
cated gene, and that no further duplication occurs; this is equivalent to considering
the evolution of a gene family of fixed size n “ 2.
To explain the subfunctionalization process, we can think of a gene as being divided
into regions of two types. The first type is the coding region which we can think of as
a single unit which must be maintained in order for the gene as a whole to function.
The other type are the regulatory regions, of which there are at least two for any
gene which undergoes subfunctionalization. We think of the regulatory regions as
corresponding to some function of the gene. When a gene is duplicated, it creates
some redundancy in the regulatory regions — we say that a regulatory region which is
maintained in both copies of the gene is redundant, and immediately after duplication
this is the case for all regulatory regions.
We assume that the maintenance of at least one copy of each regulatory region is
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essential (an organism without a functioning copy would die, and hence is not repre-
sented in the population). Redundant regulatory regions in each copy fail at a Poisson
rate ur. Furthermore, if the coding region is susceptible to failure (if and only if all of
its associated functioning regulatory regions are redundant), then it does so at Poisson
rate uc.
Figure 3.1 illustrates the full set of possible realisations of the process, up to the order
of the regulatory regions, for a duplicate pair with four regulatory regions.
The assumption that the two copies are perfect can be trivially relaxed by considering
initial states besides Xp0q “ 0 in the Markov chain introduced below, but we do not
treat this case explicitly. We are also interested in relaxing the assumption that no
further duplication occurs. In Section 4.2 we discuss the intuitions behind modelling
the case in which there are more than two duplicates, and where further duplication
is allowed. We also formally present a model for gene families of size n ą 2, but this
model still treats the number of duplicates as fixed.
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3.1 A model for the evolution of a pair of gene
duplicates
Consider the evolution of two copies of a duplicate gene, evolving according to the
duplication-degeneration-complementation (DDC) process [42]. Under this process,
the subfunctions of the original gene are divided up among the two copies such that
each function is always preserved in at least one gene. Initially, both copies have
functional copies of each regulatory region, and are thus associated with all of original
gene’s subfunctions. Over time, the copies can experience mutations in their regula-
tory regions leading to the loss of a particular subfunction. Usually such a mutation
would be deleterious, and strongly selected against, but the redundancy created by
the presence of two copies allows for such mutations to occur without negative selec-
tion. A mutation which is not (or at least not significantly) selected against is called
neutral.
If a gene is uniquely associated with any subfunction, there is no such redundancy, and
it is protected against pseudogenization by selective pressure, such that the duplicate
pair can ultimately reach one of two fates — either both copies become uniquely as-
sociated with (separate) subfunctions, and both are preserved (subfunctionalization),
or one copy ultimately loses all functionality (pseudogenization). Immediately after
duplication, we assume that both copies each have z mutable regulatory regions, with
each regulatory region associated with a single (see Remark 3) unique subfunction.
We assume that null mutations become fixed in the regulatory regions at some Pois-
son rate ur which is identical for each regulatory region in each of the two copies. We
further assume that null mutations fix in the coding regions of each copy at a rate uc
(we think of the coding region of each copy as being a single unit).
Remark 3.
The assumption that each regulatory region is associated with a single subfunction can
be relaxed by modeling a single regulatory region associated to multiple subfunctions
as two or more separate regulatory regions associated to a single subfunction. We do
not treat this explicitly, but it is worth keeping in mind.
For a fixed number z of the regulatory regions in the duplicate pair of genes, consider
a continuous-time Markov chain tXptq, t ě 0u, with state space
S “ t0, 1, ..., z ´ 1u Y tS, P u, (3.1)
where state i P t0, 1, ..., z ´ 1u represents the number of fixed null mutations to have
occurred in the case that neither subfunctionalization nor pseudogenization have hap-
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pened yet, and the states S and P are introduced to represent subfunctionalization
and pseudogenization respectively. S and P are both absorbing states — that is,
once subfunctionalization or pseudogenization occurs, the process stops and remains
in state S or P , which represent the preservation of both copies, or one copy re-
spectively. Under the subfunctionalization process, a duplicate pair is preserved if it
undergoes subfunctionalization, otherwise one gene is lost (pseudogenization) and the
remaining gene is preserved.
Note that we have simplified the problem by modeling the number of null mutations
to have occurred in the system as whole, rather than tracking mutations in each gene
separately. This simplification does not result in any loss of information, because
as soon as a null mutation has occurred in both genes, either subfunctionalization
or pseudogenization must have occurred, and as such we need only count the total
number of mutations until one of these two possible outcomes is realized.
We define the generator for our Markov chain to be matrix Q “ rqijs where the
non-zero off-diagonals are given by
qij “
$’’’’’’’’’’’’&’’’’’’’’’’’’%
2uc if i “ 0, j “ P
2zur if i “ 0, j “ 1
uc if 1 ď i ď z ´ 2, j “ P
pz ´ iqur if 1 ď i ď z ´ 2, j “ i` 1 or j “ S
ur ` uc if i “ z ´ 1, j “ P
ur if i “ z ´ 1, j “ S.
(3.2)
Below, we show that the rates qij in (3.2) are indeed the relevant transition rates by
considering the evolution immediately after duplication.
Transitions from 0 Ñ P
Clearly, the process starts in state 0, since no null mutations have fixed at the instant
of duplication. Null mutations fix in the coding region for each gene at a rate uc, and
this leads to pseudogenization. Therefore transitions from 0 Ñ P occurs at rate 2uc.
Transitions from 0 Ñ 1
Null mutations fix in each of the 2z regulatory regions at a rate ur, and hence transition
0 Ñ 1 occurs at a rate 2zur.
After the first mutation, either a null mutation fixed in one of the coding regions, and
the process has been absorbed into state P , or a null mutation has fixed in one of the
regulatory regions of one of the genes, and the process is now in state 1.
As described in [81], null mutation in the regulatory region results in the loss of some
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particular function for that gene, and the total loss of a function is selected against.
Hence the duplicate pair must retain at least one unmutated copy of each regulatory
region between them — this is the fundamental concept of subfunctionalization. It
follows then that the remaining unaffected gene must be preserved, and so too must
its copy of the regulatory region which has mutated in the other duplicate.
Transitions from 1 Ñ P
Since the unaffected gene now has a unique function which is protected by selective
pressure, this gene is no longer susceptible to pseudogenization under the subfunc-
tionalization process. As such, only one copy may now undergo null mutation in the
coding region, which it does at a rate uc. Hence the rate of transitions from 1 Ñ P is
uc.
Transitions from 1 Ñ S
Also, since one regulatory region in the unaffected gene is protected by selective pres-
sure, and one region has already undergone null mutation for the other gene, each
gene has z´1 regulatory regions which are now susceptible to null mutation. If such a
mutation occurs in the previously unaffected copy, then both copies will have a unique
function, and both will be protected by selective pressure. This is subfunctionalization,
and hence the process transitions from 1 Ñ S at a rate pz ´ 1qur.
Transitions from 1 Ñ 2
On the other hand, if a null mutation fixes in one of the z ´ 1 susceptible regulatory
regions of the same copy in which the previous mutation fixed then the process transi-
tions to state 2 — as two mutations have now fixed, but the process has not yet been
absorbed. Hence the process transitions from 1 Ñ 2 at a rate pz ´ 1qur.
Transitions from i P t1, 2, .., z ´ 2u Ñ j
We note that for the process to reach state i P 1, 2, ..., z ´ 2 all mutations must have
occurred in the regulatory regions of the same copy, since subfunctionalization (and
hence absorption to S) occurs as soon as both copies have a unique function. Therefore,
a similar argument is used to show that for all i P t1, 2, .., z ´ 2u transitions
• from iÑ P occur at rate uc;
• from iÑ S occur at rate pz ´ iqur; and
• from iÑ i` 1 occur at rate pz ´ iqur.
Transitions from z ´ 1 Ñ S
When the process is in state z ´ 1 there is only one regulatory region for each copy
susceptible to null mutation, which occurs at a rate ur for each copy. If such a mutation
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occurs in the so-far unaffected gene then the process transitions to state S, hence the
rate of transition from z ´ 1 Ñ S is ur.
Transitions from z ´ 1 Ñ P
There are two distinct ways in which the process can transition from z´ 1 Ñ P . The
first is similar to the previous cases, with a null mutation occurring in the coding
region of the copy in which all of the previous mutations have fixed, which occurs at
rate uc. The other way is for a null mutation to fix in the last remaining regulatory
region of this same gene, which occurs at a rate ur. Hence the rate of transition from
z ´ 1 Ñ P is ur ` uc.
The full set of possible transitions for the case where z “ 4 is illustrated in Figure 3.1.
Remark 4.
For fixed z, considered as a function of ur and uc we have kQpur, ucq “ Qpkur, kucq.
Thus in the absence of a relative clock (such as synonymous site mutations, which we
use in our data analysis) the parameters uc and ur are only meaningful relative to
each other. As such, we can replace parameters uc and ur with their ratio γ “ ur{uc,
and work with time units 1{uc. We apply this technique implicitly at various points in
the discussion which follows.
Biologically likely parameter sets
In the gene duplication literature, it is generally supposed that the rate of null mu-
tation in the coding region most often significantly exceeds that in the associated
regulatory regions [42; 83; 54]. It is also generally thought that most genes have just
a few regulatory regions, with more than 10 being regarded as quite a large number.
These are not well established observations, but rather represent a combination of
expert intuition, and a relatively small amount of empirical observation (e.g. [65; 2]).
As such, we will pay special interest to parameter sets with ur ă uc, though we do
not neglect the case with ur ě uc entirely, and we focus on z P t2, ...16u. In our data
analysis section (3.8) we establish some evidence in favour of this, finding that z is
most likely in the range from 3 to 5, and that ur is most likely 5 to 10 times smaller
than uc (for four species).
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3.2 Probabilities corresponding to the ith mutational
events
Here we derive probabilities P ˚zi and S˚zi corresponding to the ith mutational events
at which absorption into either pseudogenization or subfunctionalization occurs, re-
spectively. Some of these results have previously been discussed by Force et al. [42],
here we will derive them from a Markov chain analysis.
For a fixed number z of regulatory regions in the duplicate pair of genes, consider a
discrete-time Markov chain tXn, n “ 1, 2, . . .u, whose states are observed at the nth
mutational events, with state space
S “ t0, 1, ..., z ´ 1u Y tS, P u, (3.3)
where state i P t0, 1, ..., z ´ 1u represents the number of fixed null mutations to have
occurred in the case that neither subfunctionalization nor pseudogenization have hap-
pened yet, and the states S and P are introduced to represent subfunctionalization
and pseudogenization respectively. S and P are both absorbing states, since under
the subfunctionalization model a duplicate pair is preserved if it undergoes subfunc-
tionalization, otherwise one gene is lost (pseudogenization) and the remaining gene is
preserved. Note that this is the embedded chain [100] of the continuous-time Markov
chain with generator given in Equation (3.2).
We assume that the initial state at time zero is X0 “ 0 (that is, we assume that the
process starts with two perfect copies of the duplicated gene). For i “ 1, . . . , z, define
• P zi “ P pXi “ P | Xk R tS, P u, k “ 1, . . . , i´ 1q “ P pXi “ P | Xi´1 “ z´ i` 1q,
interpreted as the probability of pseudogenizing at the ith mutational event,
given that neither pseudogenization nor subfunctionalization has occurred yet;
• Szi “ P pXi “ S | Xk R tS, P u, k “ 1, . . . , i´ 1q “ P pXi “ S | Xi´1 “ z ´ i` 1q,
interpreted as the probability of subfunctionalizing at the ith mutational event,
given that neither pseudogenization nor subfunctionalization has occurred yet;
• P ˚zi “ P pXi “ P,Xk ‰ P, k “ 1, . . . , i ´ 1q, interpreted as the probability of
pseudogenizing at the time of the ith mutational event; and
• S˚zi “ P pXi “ S,Xk ‰ S, k “ 1, . . . , i ´ 1q, interpreted as the probability of
subfunctionalizing at the time of the ith mutational event.
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By the analysis of the Markov chain, with P zi evaluated as in [53], we have S
z
1 “ 0,
P z1 “ ucuc ` zur , (3.4)
P zz “ uc ` uruc ` 2ur , (3.5)
and, for 2 ď i ď z ´ 1,
P zi “ ucuc ` 2pz ´ i` 1qur ; (3.6)
for 2 ď i ď z,
Szi “ pz ´ i` 1quruc ` 2pz ´ i` 1qur ; (3.7)
for 1 ď i ď z,
P ˚zi “
i´1ź
k“1
p1´ P zk ´ Szkq ¨ P zi , (3.8)
and
P ˚zi`1 “ p1´ P zi ´ Szi q ¨
P zi`1
P zi
¨ P ˚zi ; (3.9)
for 3 ď i ď z,
S˚zi “
i´1ź
k“1
p1´ P zk ´ Szkq ¨ Szi , (3.10)
and
S˚zi`1 “ p1´ P zi ´ Szi q ¨
Szi`1
Szi
¨ S˚zi ; (3.11)
and also S˚z1 “ 0, S˚z2 “ p1´ P z1 ´ Sz1q ¨ Sz2 .
Clearly, since absorption into tS, P u must occur by the time of the zth mutational
event with probability 1, we also have
zÿ
i“1
pP ˚zi ` S˚zi q “ 1, (3.12)
and note that the quantity F ˚zi defined as
F ˚zi “
iÿ
k“1
pP ˚zk ` S˚zk q, (3.13)
is the probability of having been absorbed into tS, P u at or before the time of the ith
mutational event.
Further, denote by Ti the random variable recording the time of the i
th mutational
event, let ∆Ti “ Ti ´ Ti´1, and note that, as in [53],
Ep∆Tiq “
$’’’’&’’’’%
1
uc`2pz´iqur if 1 ď i ď z
1
2puc`zurq if i “ 1
1
uc`2ur if i “ z.
(3.14)
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3.3 Hazard function and related measures
3.3.1 Hazard function
Let
TtS,P u “ inftt ą 0 : Xptq P tS, P uu, (3.15)
be the time at which the absorption into tS, P u occurs. Following the definition
in (2.31), the hazard rate at time t for absorption into tS, P u, given that the process
starts in state i P t0, 1, . . . , z ´ 1u, is given by
λiptq “ lim
hÑ0`
P pt ă TtS,P u ă t` h | TtS,P u ą t,Xp0q “ iq
h
“ fiptq
1´ Fiptq , (3.16)
where fiptq is the probability density of absorption occurring at time t given start in
state i, and
Fiptq “
ż t
u“0
fipuqdu, (3.17)
is the corresponding cumulative distribution function. The rate (3.16) measures the
instantaneous rate of absorption into any absorbing state, given that the process has
not yet been absorbed. That is the hazard rate corresponding to absorption into tS, P u.
From Theorem 10 in Section 2.1.3 we have,
λiptq “ ´eie
Q˚tQ˚1
eieQ
˚t1
. (2.33)
3.3.2 Cause-specific hazard rates
When an absorption into tS, P u occurs, the process transitions to either S or P .
Recalling Equation (2.35) the cause-specific hazard rate is given by,
λijptq “ lim
hÑ0`
P pt ă TtS,P u ă t` h,XpTtS,P uq “ j | TtS,P u ą t,Xp0q “ iq
h
“ fijptq
1´ Fiptq , (2.35)
where fijptq is the probability density function associated with random variable Tj ,
i.e. the probability density of absorption occurring at time t and the absorption oc-
curring into the specific state j, given start in state i. Note that fijptq includes point
mass at t “ 8 corresponding to the possibility that absorption into k ‰ j occurs.
Fiptq is the cumulative distribution function associated with time to absorption into
any state, given start in state i.
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From Proposition 10 in Section 2.1.3 we have
λijptq “ eie
Q˚tvj
eieQ
˚t1
. (2.38)
By the application of Lemma 1, which we prove in a more general form below, we
have,
lim
tÑ8λijptq “
$&%ur ` uc for j “ Pur for j “ S. (3.18)
So the cause-specific hazard rates λiSptq and λiP ptq converge to ur and ur`uc respec-
tively, as tÑ8, and it follows from Corollary 4 (below) that
lim
tÑ8λiptq “ 2ur ` uc. (3.19)
Lemma 1.
Let Xptq be an absorbing CTMC with some finite state space S “ t1, ...,mu YA, with
A being the set of absorbing states, and generator Q “ rqijsi,jPS such that qij “ 0 for
all j ă i, i, j P t1, ...,mu, and state m being accessible from any i P t1, ...,m ´ 1u.
Then, for any i P t1, ...,mu, j P A,
lim
tÑ8λijptq “ qmj . (3.20)
Proof.
Let T 1i “ inftt ą 0 : Xptq “ iu be the first time state i is visited, and denote the events
Aht “ tt ă Tj ă t` hu, Bt “ tTj ą tu, Ct “ tT 1m ď tu, Ct “ tT 1m ą tu.
By the law of total probability and the memoryless property of the Markov chain, and
since
lim
tÑ8P pCt | Bt, Xp0q “ iq “ 1 and limtÑ8P pCt | Bt, Xp0q “ iq “ 0, (3.21)
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it follows that the limits of λijptq as tÑ8 are
lim
tÑ8λijptq “ limtÑ8 limhÑ0`
P pAht , XpT q “ j | Bt, Xp0q “ iq
h
“ lim
tÑ8 limhÑ0`
P pAht , XpT q “ j | Bt, Xp0q “ i, CtqP pCt | Bt, Xp0q “ iq
h
` lim
tÑ8 limhÑ0`
P pAht , XpT q “ j | Bt, Xp0q “ i, CtqP pCt | Bt, Xp0q “ iq
h
“ lim
tÑ8
„
P pCt | Bt, Xp0q “ iq lim
hÑ0`
P pAht , XpT q “ j | Bt, Xp0q “ i, Ctq
h

` lim
tÑ8
„
P pCt | Bt, Xp0q “ iq lim
hÑ0`
P pAht , XpT q “ j | Bt, Xp0q “ i, Ctq
h

“ lim
tÑ8 limhÑ0`
P pAht , XpT q “ j | Bt, Xp0q “ i, Ctq
h
“ lim
tÑ8 limhÑ0`
P pt ă T ă t` h,XpT q “ j | pT ą t,Xp0q “ i, T 1m ď tq
h
“ lim
tÑ8 limhÑ0`
P pt ă T ă t` h,XpT q “ j | Xptq “ m,Xp0q “ iq
h
“ lim
tÑ8 limhÑ0`
P pt ă T ă t` h,XpT q “ j | Xptq “ mq
h
“ lim
tÑ8 limhÑ0`
P pXpt` hq “ j | Xptq “ mq
h
“ lim
hÑ0`
P pXphq “ j | Xp0q “ mq
h
“qm,j .
Crossman [28] showed a similar result for hazard rates where the set of transient
states is irreducible, and the process is a birth-death process, with transitions to the
absorbing state occurring from precisely one transient state. We have an analogue
of this result for the hazard rate of a process for which transitions between transient
sets follow a pure-birth process, and transitions to the absorbing state can occur from
arbitrarily many transient states. This follows as a corollary of Lemma 1 (applying
Proposition 11 from Section 2.1.3).
Corollary 4.
For all i P SzA, and J Ď A, we have
lim
tÑ8λiJ ptq “
ÿ
jPJ
qmj , (3.22)
and
lim
tÑ8λiptq “
ÿ
jPA
qmj . (3.23)
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3.3.3 Pseudogenization rate and survival function
In the context of subfunctionalization, the hazard rate and cause-specific hazard rates
fail to capture an important feature of the model. The subfunctionalization state
is better thought of as providing immunity to subsequent pseudogenization than as
an alternate fail-state, but detecting whether subfunctionalization has occurred for
particular duplicate pairs is not always possible in practice. As such, we are interested
in the rate of pseudogenization given only that pseudogenization has not occurred,
allowing for the possibility that subfunctionalization may have occurred — to that
end, we introduce a new take on the hazard rate below, and prove a few general results
which will be useful throughout our analysis of the subfunctionalization process.
Definition 55 (Modified-cause-specific hazard function).
Let tXptqu be a CTMC with at least two absorbing states, state space S, and set of
absorbing states A.
We define the modified-cause-specific hazard function associated with state j P A given
the process starts in state i as
λji ptq “ lim
hÑ0`
P pt ă Tj ă t` h | Tj ą t,Xp0q “ iq
h
“ fijptq
1´ Fijptq , (3.24)
where fijptq and Fijptq are (respectively) the density and cumulative distribution func-
tions associated with random variable Tj.
Notice that the modified-cause-specific hazard function is conditional only on the
process not having been absorbed into state j — absorption into k P A, k ‰ j is
accounted for, and this distinguishes λji ptq from the cause-specific hazard λijptq.
Remark 5.
Unless otherwise stated, it can be assumed for the rest of this chapter that we are
discussing a CTMC as given in Definition 55 above.
Proposition 19.
For all i P S, j P A, t ě 0,
λji ptq “
eie
Q˚tvj
1´ ei peQ˚t ´ Iq pQ˚q´1 vj
. (3.25)
Proof.
By assumption, there exists j, k P A with k ‰ j. Let A˚ “ Aztju, and Tj be a random
variable tracking time to absorption into state j. Tj has associated density function
fijptq “ eieQ˚tvj , (3.26)
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where vj is the vector of transition rates into state j (i.e. it’s the j
th column of matrix
V).
The expression for Fijptq follows as
Fijptq “
ż t
0
fijpuqdu
“
ż t
0
eie
Q˚uvjdu
“
”
eie
Q˚u pQ˚q´1 vj
ıt
0
“ ei
´
eQ
˚t ´ Iq
¯
pQ˚q´1 vj , (3.27)
hence,
λji ptq “
eie
Q˚tvj
1´ ei peQ˚t ´ Iqq pQ˚q´1 vj
. (3.28)
The result below follows immediately from the fact that
lim
tÑ8 e
Q˚t “ 0.
Corollary 5.
For all i P S, j P A,
lim
tÑ8λ
j
i ptq “ 0. (3.29)
Lemma 2.
For all i P S, j P A, n P N the nth derivative of λji ptq (which is clearly infinitely
differentiable) approaches 0 as tÑ8 i.e.
lim
tÑ8pλ
j
i ptqqpnq “ 0. (3.30)
Proof.
By the general Leibniz rule [90, p. 318] for any n P N we have, by Equation (3.24),
pλji ptqqpnq “ pfp1´ F q´1qpnqptq “
nÿ
k“0
ˆ
n
k
˙
f pn´kqptqpp1´ F q´1qpkqptq. (3.31)
From basic properties of the matrix exponential we know,
peQ˚tqpiq “ eQ˚tpQ˚qi,
so,
f pn´kqptq “ eieQ˚tpQ˚qn´kvj .
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Thus
lim
tÑ8 f
pn´kqptq “ 0, for all pn´ kq P N. (3.32)
It follows that the first term (with k “ 0) on the right hand side of Equation (3.31) is
0 in the limit as tÑ8.
For the other terms, we need to consider pp1´F q´1qpkqptq, which is more complicated,
itself requiring application of Leibniz’s rule to evaluate. However, Theorem 1 of [76]
proves that
pp1´ F q´1qpkqptq “
kÿ
i“1
p´1qk
ˆ
k ` 1
i` 1
˙ p1´ F qpiqptq
p1´ F qi`1ptq .
Then since p1 ´ F ptqqpiq “ f pi´1qptq, for all i P N` and p1 ´ F ptqqi`1 ě δ for some
δ ą 0 as tÑ8 for all i P N, we have
lim
tÑ8pp1´ F q
´1qpnqptq “ 0, for all n P N`. (3.33)
Taking the limit as t Ñ 8 in Equation (3.31), and noting that the first term is 0 in
the limit as tÑ8, we have
lim
tÑ8pλ
j
i ptqqpnq “ limtÑ8
nÿ
k“0
ˆ
n
k
˙
f pn´kqptqpp1´ F q´1qpkqptq
“
nÿ
k“0
ˆ
n
k
˙
lim
tÑ8 f
pn´kqptqpp1´ F q´1qpkqptq
“
nÿ
k“1
ˆ
n
k
˙
lim
tÑ8 f
pn´kqptqpp1´ F q´1qpkqptq
“
nÿ
k“1
ˆ
n
k
˙
lim
tÑ8 f
pn´kqptq lim
tÑ8pp1´ F q
´1qpkqptq.
Now substituting Equations (3.32) and (3.33) we get
lim
tÑ8pλ
j
i ptqqpnq “
nÿ
k“1
ˆ
n
k
˙
0ˆ 0
“ 0.
In modelling the subfunctionalization process we are particularly interested in the
pseudogenization modified-cause-specific hazard rate given start in state i “ 0 (i.e.
starting with two perfect copies) λP0 ptq, which we will denote by hptq and refer to as
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the pseudogenization rate for convenience. In this case, Equations (3.24) and (3.25)
together become
hptq “ f˜ptq
1´ F˜ ptq
“ e0e
Q˚tvP
1´ e0 peQ˚t ´ Iqq pQ˚q´1 vP
, (3.34)
where f˜ptq “ f0P ptq and F˜ ptq “ F0P ptq.
The associated survival function is
Sptq “ P pTP ą tq “ 1´ F˜ ptq “ 1´ e0
´
eQ
˚t ´ Iq
¯
pQ˚q´1 vP . (3.35)
3.3.4 Expected rates
As the number of regulatory regions z may be unknown, we now introduce the expected
pseudogenization rate that depends on some distribution of z.
First, we define a random variable Z taking integer values from Zmin to Zmax, and
let pz “ P pZ “ zq be the probability of having z regulatory regions in the duplicate
pair of genes. Also, we let p “ rpzsz“Zmin,...,Zmax be the (row) vector recording these
probabilities. If data is available, the probabilities pz can of course be estimated as
pz « xzřZmax
i“Zmin xi
, (3.36)
where xz is the observed number of genes with z regulatory regions [53].
Denoting the pseudogenization rate for fixed z by hpt; zq we define the expected pseu-
dogeinzation rate as
Hptq “
Zmaxÿ
z“Zmin
pzhpt; zq. (3.37)
Analogously, we define expected hazard and cause-specific hazard rates (assuming
start in state i “ 0 and dropping the associated subscript) as
Λptq “
Zmaxÿ
z“Zmin
pzλpt; zq, (3.38)
and
Λjptq “
Zmaxÿ
z“Zmin
pzλjpt; zq, (3.39)
respectively.
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Since z is not involved in the limit expressions for h, λ, or λj it is immediately clear
(applying Equation (3.18) and Corollaries 4 and 5) that
lim
tÑ8Λptq “ 2ur ` uc, (3.40)
lim
tÑ8Λjptq “
$&%ur ` uc for j “ Pur for j “ S, (3.41)
lim
tÑ8Hptq “ 0. (3.42)
3.4 Hughes and Liberles approximation to the hazard
rate
The literature that deals with the subfunctionalization process from a mathematical
modelling perspective is limited. The early (and widely cited) work of Force [42] and
Force and Lynch [82; 83] introduced the assumption of Poisson rates of mutation in
the regulatory and coding regions, and derived some of the measures we covered in
Section 3.2. Hughes and Liberles [53] were responsible for perhaps the most detailed
analysis since the work of Force and Lynch [42; 82; 83]. In particular they presented
an approximation to what they call the pseudogenization hazard rate, but until our
recent contribution [109] no mathematical model for the overall process was explicitly
set out.
Using their approximate pseudgeonization hazard rate, Hughes and Liberles [53] char-
acterised the subfunctionalization process as having a broadly concave decreasing haz-
ard rate. They contrasted this to a convex decreasing hazard rate associated with
neofunctionalization (derived by similar approximation), which they argued was more
inline with empirical reality.
Subsequently (e.g. Konrad et al. [66], Tuefel et al. [117]) the analysis of hazard rates
by Hughes and Liberles [53] has been used as a reference to define phenomenological
approximations to the rate of pseudogenization for gene duplicates evolving under
subfunctionalization. The approximations are phenomenological in the sense that
functions are chosen to produce the shape properties discussed by Hughes and Liber-
les [53] without further analysis of the mechanics of the biological model.
We contend in [109] that this focus on hazard rates is slightly misplaced. Since the
datasets which are ultimately analysed only detect pseudogenization, and not subfunc-
tionalization, it should be the function in Equation (3.34), rather than the hazard rate
(or approximations to it), which is fit to data, and hence which is of principle interest.
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This difference is partly semantic, since the function Hughes and Liberles [53] wrote
is in practice an approximation to a what we call the cause-specific pseudogenization
rate for most of its definition, before switching to an approximation to what we call
the pseudogenization rate (or pseudogenization modified-cause-specific hazard rate).
To explicate, Hughes and Liberles [53] applied the following approximation (using the
notation introduced in Section 3.2):
λzt « P
z
i
Ep∆Tiq for ti´1 ď t ă ti, (3.43)
where the fixed points ti are evaluated using
t0 “ 0 and ti “ ti´1 ` Ep∆Tiq for 1 ď i ď z. (3.44)
That is, the (approximating) assumption was made that the hazard rates are piece-
wise constant within such specified time intervals rti´1, tis. For t ą tz, λzt was assumed
to be 0. They wrote,
λzt “
$’’’’’’&’’’’’’%
2uc for 0 ď t ă t1
uc for t1 ď t ă tz´1
uc ` ur for tz´1 ď t ă tz
0 for t ě tz.
(3.45)
No weight is given to the possibility that subfunctionalization has occurred for t ă tz,
and for t ě tz no weight is given to the possibility that it has not occurred. While
it is true that by the time z mutations have occurred either subfunctionalization
or pseudogenization must have occurred, this approximation implicitly assumes that
subfunctionalization occurs at the expected time of the zth mutation t “ tz exactly.
If the rate remained at uc ` ur for all t ą tz´1, so that
λzt “
$’’’&’’’%
2uc for 0 ď t ă t1
uc for t1 ď t ă tz´1
uc ` ur for t ě tz´1,
(3.46)
this would be a reasonable approximation to the cause-specific hazard rate. However
switching to 0 after time tz indicates that the intent was to make an approximation
to something akin to our pseudogenization rate instead. Hughes and Liberles [53]
plotted the average of this approximation averaged over a range of z to attempt to
infer the shape of the true hazard function — Figure 3.2 shows our recreation of such
a plot, similar to Fig. 7 in their paper. Although some of the other examples they
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looked at ended in short periods of convex decrease, they nonetheless characterised
the pseudogenization rate of the subfunctionalization model as a ‘broadly concave
decreasing’ function. This characterization is at odds with the predictions of our
model, which we discuss further in Section 3.5.
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Figure 3.2: A partial recreation of Hughes and Liberles [53] ‘Fig. 7’ showing their
approximation to the mean rate of pseudogenization λZt with Z „ Unip2, 16q,
uc “ 1, ur “ 0.5.
The focus on shape properties of this approximation is important since this char-
acterization has been used as the basis for various continuous-phenomenological ap-
proximations (e.g. in [66; 117; 116]). Different parameterizations of these models are
intended to represent the different biological models in the literature, based on the
shape properties associated with the parameters. Subfunctionalization is associated
with parameters which yield a concave decreasing function, while neofunctionaliza-
tion is associated with a sigmoid shape ending in a period of convex decrease. We
contend that subfunctionalization actually produces behaviour very similar to that
which is usually associated with neofunctionalization, and as such this approach to
distinguishing between the two biological models may be flawed.
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3.5 Shape properties of the pseudogenization rate
function
In this section we investigate the shape properties of the pseudogenization rate func-
tion hptq (Equation (3.34)), and compare it to the characterisation of Hughes and
Liberles [53]. We show through intuitive argument and numerical confirmation that for
the parameter sets of primary biological interest (those with ur ă uc) our model pre-
dicts a sigmoid (S-shaped) or exponential-like pseudogenization rate, although richer
behaviours are possible when ur ą uc. While the model can yield a concave decreas-
ing hazard rate, as suggested by Hughes and Liberles [53], we show below that this
is not necessarily characteristic of the pseudogenization rate implied by our model
for subfunctionalization. We find the critical value at which the function’s behaviour
shifts from being obviously sigmoid (with a period of concave decline) to apparently
exponential (i.e. convex decreasing for all t), which we illustrate in Figure 3.5d.
First, we note that hptq clearly cannot be strictly concave decreasing, since it is
bounded below by 0, and a strictly concave decreasing function cannot be bounded
below. This is of course not what Hughes and Liberles [53] meant when they char-
acterised the function as ‘broadly concave decreasing’. In fact for some of the dis-
tributions of Z investigated in [53] the approximation indicated a period of convex
decline for large t, but it was always preceded by a long period of concave decline,
hence ‘broadly concave decreasing’. We find that, while a broadly concave decreasing
rate may be sufficient to identify subfunctionalization (assuming that other models do
not reproduce the behaviour), it is certainly not necessitated by the model — thus
the conclusion that subfunctionalization is a rare mode of duplicate evolution, based
on the shape of its associated hazard function, is not supported.
An alternative expression for the pseudogenization rate
Throughout this section we consider hptq as an average of the rate of transition from
state i to P weighted by the probability that the process is in state i at time t
(conditional on starting from state 0 and not being absorbed into P ).
Proposition 20.
For all t ě 0,
hptq “ 2ucpt0uptq ` ucpt1,...,z´2uptq ` puc ` urqptz´1uptq ` 0ptSuptq, (3.47)
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where, for any set J Ă S
pJ ptq “ P pXptq P J | Xp0q “ 0, Xptq ‰ P q. (3.48)
Proof.
From Equations (3.24) and (3.26) we have,
hptq “ f˜ptq
1´ F˜ ptq
“ e0e
Q˚tvP
1´ F˜ ptq
“
ř
iPt0,1,...,z´1u P0iptqviP
1´ F˜ ptq ,
and so, noting that
1´ F˜ ptq “ P pXptq ‰ P | Xp0q “ 0q, (3.49)
we get
hptq “ 1
P pXptq ‰ P | Xp0q “ 0q
ÿ
iPt0,1,...,z´1u
P0iptqviP
“ 1
P pXptq ‰ P | Xp0q “ 0q
ÿ
iPt0,1,...,z´1u
P pXptq “ i | Xp0q “ 0qqviP .
By the fact that for i ‰ P events tXptq “ iu and tpXptq “ iq X pXptq ‰ P qu are
equivalent, and the definition of conditional probability, we get
hptq “
ÿ
iPt0,1,...,z´1u
P pXptq “ i,Xptq ‰ P | Xp0q “ 0q
P pXptq ‰ P | Xp0q “ 0q viP
“
ÿ
iPt0,1,...,z´1u
P pXptq “ i,Xptq ‰ P,Xp0q “ 0qP pXp0q “ 0q
P pXptq ‰ P,Xp0q “ 0qP pXp0q “ 0q viP
“
ÿ
iPt0,1,...,z´1u
P pXptq “ i,Xptq ‰ P,Xp0q “ 0q
P pXptq ‰ P,Xp0q “ 0q viP
“
ÿ
iPt0,1,...,z´1u
P pXptq “ i | Xp0q “ 0, Xptq ‰ P qviP
“
ÿ
iPt0,1,...,z´1u
ptiuptqviP
“
ÿ
iPt0,1,...,z´1u
qiP ptiuptq. (3.50)
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Now,
qiP “
$’’’&’’’%
2uc for i “ 0
uc for i “ 1, ..., z ´ 2
uc ` ur for i “ z ´ 1,
so we get,
hptq “ 2ucpt0uptq ` uc
ÿ
iPt1,..,z´2u
ptiuptq ` puc ` urqptz´1uptq.
By the addition rule for disjoint events we have,ÿ
iPt1,..,z´2u
ptiuptq “ pt1,...,z´2uptq,
so,
hptq “ 2ucpt0uptq ` ucpt1,...,z´2uptq ` puc ` urqptz´1uptq
“ 2ucpt0uptq ` ucpt1,...,z´2uptq ` puc ` urqptz´1uptq ` 0ptSuptq.
The following more general result is attained in analogous manner, stopping at Equa-
tion (3.50).
Corollary 6.
For an absorbing CTMC with state space S “ S˚ Y A, for all i P 1, ...,m, j P A we
have,
λji ptq “
ÿ
kPS˚
qkjp
ij
k ptq, (3.51)
where pijk ptq “ P pXptq “ k | Xp0q “ i,Xptq ‰ jq.
Period of increase
Considering the structure of the Markov chain (with generator defined by Equa-
tion (3.2)), we can see that each transient state is visited at most once, and that
they are visited in order. Since the process visits each transient state at most once,
followed by an exponential time before leaving, we can conclude the following:
• pt0uptq is decreasing for all t from an initial value of 1 towards 0;
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• ptSuptq increases for all t from an initial value of 0 towards 1;
• pt1,...,z´2uptq is initially increasing (from 0), but will turn around (once) and
approach 0; and
• ptz´1uptq is initially increasing (from 0), but will turn around (once) and ap-
proach 0.
By the structure of the Markov chain and the law of total probability, any increase
in ptiuptq must be balanced by a decrease in ptj:jăiuptq (adopting i ă S for each
i “ 1, ..., z ´ 1 for notational convenience).
In fact, considered in isolation an increase in ptiuptq is balanced by a decrease specif-
ically in pti´1uptq for i “ 1, ..., z ´ 1 (but simultaneous changes in ptj:jăi´1zuptq can
counterbalance the decrease in pti´1uptq). We make these observations more precise
below, first by considering general sets, and then applying the results to the specific
sets of interest.
We denote SztP u by SP , and note that pSP ptq “ 1 for all t ě 0. Then, by the law of
total probability, for any t ě 0 and any J Ď SP , we have
pJ ptq “ 1´ pSP zJ ptq. (3.52)
Hence, for any ∆t ą 0, we have,
pJ pt`∆tq “ pSP ptq ´ pSP zJ pt`∆tq. (3.53)
Thus, for any t,∆t ą 0, and any sets J , I,K which partition SP , if pKptq is held
constant, we get
pJ pt`∆tq “ pSP ptq ´ pSP zJ pt`∆tq
“ pJ ptq ` pIptq ` pKptq ´ pIpt`∆tq ´ pKpt`∆tq
“ pJ ptq ` pIptq ´ pIpt`∆tq. (3.54)
Now, if we let pIptq ´ pIpt`∆tq “  for some  P R, we have,
pJ pt`∆tq “ pJ ptq ` . (3.55)
Applying Equation (3.55) to the sets from Equation (3.47), we have
• For any t,∆t ą 0, holding ptz´1,Suptq constant, if, for any  P R,
pt1,...,z´2upt`∆tq “ pt1,...,z´2uptq ` , (3.56)
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then,
pt0upt`∆tq “ pt0uptq ´ . (3.57)
Combined, the effect on h is a decrease of uc, i.e.
hpt`∆tq “ hptq ´ uc. (3.58)
• Similarly if, holding pt0,Suptq constant, we have
ptz´1upt`∆tq “ ptz´1uptq ` , (3.59)
then,
pt1,...,z´2upt`∆tq “ pt1,...,z´2uptq ´ . (3.60)
The combined effect on h is an increase of ur, i.e.
hpt`∆tq “ hptq ` ur. (3.61)
• Also, holding pt0uptq constant, if
ptSupt`∆tq “ ptSuptq ` , (3.62)
then we have
pt1,...,z´2upt`∆tq ` ptz´1upt`∆tq “ pt1,...,z´2uptq ` ptz´1uptq ´ . (3.63)
The combined effect on h gives
hptq ´ pur ` ucq ď hpt`∆tq ď hptq ´ uc, (3.64)
with the lower bound attained in the case that pt1,...,z´2upt`∆tq “ pt1,...,z´2uptq,
and the upper bound attained in the case ptz´1upt`∆tq “ ptz´1uptq.
Furthermore, since transitions into state z ´ 1 only occur from z ´ 2, and the rate of
transition from z´2 to S is equal to the rate of transition from z´2 to z´1 it follows
that p1tz´1uptq ď p1tSuptq for all t. If z ą 2 then there is at least one other transient
state with a non-zero transition rate to S, so that p1tz´1uptq ă p1tSuptq.
Hence for hptq to increase during any period, the overall (positive) contribution from
increasing ptz´1uptq has to exceed the (negative) contribution from the simultaneous
increase of ptSuptq, and the increase in ptSuptq is guaranteed to be at least as large as the
increase in ptz´1uptq at all times. Since the first contribution is directly proportional
to ur, and the second to at least uc (in absolute value), ur ą uc is a necessary but not
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sufficient condition for there to be any period of increase in hptq. After the period of
increase in ptz´1uptq, hptq is strictly decreasing.
More precisely, consider the change in h over a period rt, t`∆ts, given by
hpt`∆tq ´ hptq “ 2uc1 ` uc2 ` puc ` urq3 ` 04, (3.65)
where i is the change in the probability factor of the i
th term in the right hand side
of Equation (3.47) over the period rt, t`∆ts, for example, 1 “ pt0upt`∆tq´ pt0uptq,
and 2 “ pt1,..,z´1upt`∆tq ´ pt1,...,z´1uptq, etc.
Now, we know from the above discussion that that for all t,∆t, we have 1 ă 0 and
4 ą 0.
First, we consider the case where 2, 3 ą 0, (which is always the case during the
period r0, lim∆tÑ0 ∆ts) then from Equation (3.65) we can write,
hpt`∆tq ´ hptq ă 2uc1 ` puc ` urqp2 ` 3q. (3.66)
From the law of total probability we know that 2 ` 3 “ ´1 ´ 4, thus
hpt`∆tq ´ hptq ă 2uc1 ´ puc ` urqp1 ` 4q
“ ucp1 ´ 4q ` urp4 ´ 1q. (3.67)
Since we know that for all t,∆t, we have 1 ă 0 and 4 ą 0, the first term is necessarily
negative, and the second positive, so we have
hpt`∆tq ´ hptq ă ur|1 ´ 4|´ uc|1 ´ 4|. (3.68)
Thus, if ur ă uc, h is decreasing over the period during which 2, 3 ą 0.
The other case we need to consider is that of a period during which 2 ă 0, 3 ą 0.
Since 3 “ ´1 ´ 2 ´ 4. Such an interval may not exist in practice, but we will
assume it does for now (otherwise the above argument is sufficient to show that hptq
is non-increasing). We can rewrite Equation (3.65) as
hpt`∆tq ´ hptq “ 2uc1 ` uc2 ` puc ` urqp´1 ´ 2 ´ 4q
“ ucp1 ´ 4q ` urp´1 ´ 2 ´ 4q. (3.69)
Since 4 ě 3 for all t,∆t, we have
hpt`∆tq ´ hptq ď ucp1 ´ 4q ` ur4, (3.70)
and since 1 ă 0 for all t,∆t, we have
hpt`∆tq ´ hptq ď ´uc4 ` ur4, (3.71)
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thus, for h to increase over any period during which 2 ă 0, 3 ą 0 we also require
ur ą uc. Clearly if 3 ă 0 h is not increasing, by the itemised argument above.
Therefore, for h to exhibit any period of increase, it is necessary that ur ą uc.
We would expect the relative size of ur which yields a period of increase in hptq,
to increase with z (since increasing z means the process has to transition through
more transient states before reaching z ´ 1). During our numerical analysis we found
ur “ 1.01uc will produce a (very small) period of increase in hptq for z “ 2, but z “ 3
requires ur ą 4.0uc, and z “ 4 requires ur ą 6.8uc. Based on the physical intuition,
we suspect that this trend continues, and no counterexample was encountered during
our numerical analysis.
Example 3.5.1 (hptq with an initial period of increase).
In this example, we examine the shape of the pseudogenization rate hptq for uc “ 1,
ur “ 1.9, z “ 2. In this case, there is a clear period of increase for small t, as shown
in Figure 3.3.
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Figure 3.3: Pseudogenization rate hptq for uc “ 1, ur “ 1.9, z “ 2 — a short period of
increase is seen before the function begins to decrease towards its limit of 0.
Combining all of this, we have that hptq can only increase during a single period in
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which ptz´1uptq is increasing, and will only do so only if ur is at least as large as
uc; for most z only if ur ąą uc, which is generally not considered to be biologically
realistic. At all other times hptq is decreasing, and is convex at least for large t.
These observations are all confirmed by numerical examination — we performed a
grid search of the parameter space (with uc “ 1 fixed as per Remark 4) to identify
distinct qualitative behaviours of hptq, the results of which were in agreement with
this analysis.
Points of inflection
The results of our grid search of the parameter space suggest that when ur is small,
hptq has a single point of inflection, while as ur is increased, there is no point of
inflection until some threshold at which two points of inflection appear (which occurs
at some ur ą uc).
Our understanding of this phenomena is that when ur is sufficiently small, pt0uptq ini-
tially declines slowly, and there is a delay before ptSuptq becomes significant, resulting
in an initially concave decline in hptq. Since hptq must be convex declining for large t,
a point of inflection must therefore occur. Based on this reasoning and the numerical
results, it appears that there is at most one point of inflection when ur ă uc, and we
refer to it as ‘the’ point of inflection, or ‘the’ change in concavity when we examine
this case further below.
On the other hand, when ur is large, hptq is initially convex decreasing, but during
the period in which ptz´1uptq is increasing, its contribution can slow the decline of hptq
sufficiently to produce a change in concavity (whether or not it also leads to an overall
increase in hptq). Again, since hptq must ultimately be convex declining, a second
point of inflection must occur.
Example 3.5.2 (hptq with two points of inflection).
In this example, we examine the shape of the pseudogenization rate hptq for uc “ 1,
ur “ 3, z “ 3. We can see clearly that there are two points of inflection, and, despite
ur being somewhat larger than in Example 3.5.1, incrementing z ensures that there is
no period of increase. This example is plotted in Figure 3.4.
A point of inflection will occur when h2ptq “ 0; applying the quotient rule and differ-
entiating Equation (3.24) with respect to t twice, we get (omitting the arguments of
the functions on the right hand side for brevity),
h2ptq “ rf
2p1´ F q ´ p1´ F q2f s p1´ F q ´ 2p1´ F q1 rf 1p1´ F q ´ p1´ F q1f s
p1´ F q3 . (3.72)
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Figure 3.4: Pseudogenization rate hptq for uc “ 1, ur “ 3, z “ 3, showing an initial
period of convex decrease, followed by two changes in concavity.
Recalling that f and F are the density and cumulative distribution functions associ-
ated with time to pseudogenization, we have f “ F 1, and hence,
h2ptq “ rF
3p1´ F q ´ p1´ F q2F 1s p1´ F q ´ 2p1´ F q1 rF 2p1´ F q ´ p1´ F q1F 1s
p1´ F q3
“ rF
3p1´ F q ` F 2F 1s p1´ F q ` 2F 1 rF 2p1´ F q ` F 1F 1s
p1´ F q3
“ F
3p1´ F q2 ` 3F 2F 1p1´ F q ` 2pF 1q3
p1´ F q3 . (3.73)
Thus, the change in concavity will occur when
F3p1´ F q2 ` 3F 2F 1p1´ F q ` 2pF 1q3 “ 0. (3.74)
No further simplification was achievable, but this form is suitable for finding the point
of inflection numerically, noting that for n P Z`,
F pnq “ e0eQ˚tpQ˚qn´1vP , (3.75)
where F pnq denotes F differentiated with respect to t n times.
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Case with ur ă uc
For the case of primary biological interest, with ur ă uc, hptq is strictly decreasing,
with at most one point of inflection as per the above arguments. In this case, the most
important qualitative feature in terms of biological interpretation is the presence or
absence of the change in concavity, determining whether the characteristic period of
concave decrease is observed.
The presence of a change in concavity is well illustrated graphically by extending the
domain of hptq from R` Y t0u to R, and observing whether the point of inflection
occurs for t ě 0, or t ă 0. The expression for the function (which is well behaved
over R) is unchanged from Equation (3.34), but the physical interpretation for hptq
as the pseudogenization rate at time t after duplication is restricted to the domain
R` Y t0u. The presence or absence of a point of inflection in R` Y t0u leads to two
distinct biological predictions for the behaviour of the process.
• The duplication can be characterised by a rapid fixation of the duplicate copies
by subfunctionalization so that pseudogenization is most likely to occur immedi-
ately, or not-at-all. This is associated with the absence of the point of inflection,
and an immediate convex decline in the pseudogenization rate function, which
quickly approaches its asymptote at zero, leaving a relatively short window dur-
ing which the pseudogenization rate is far from zero. This is totally at-odds with
the characterization of Hughes and Liberles [53].
• Alternatively, it can be characterised by a slower fixation process — subfunc-
tionalization is unlikely to occur for some time, and hence there is a significant
period during which at least one copy is vulnerable to pseudogenization. This is
associated with the presence of an initially concave decreasing rate of pseudog-
enization and a (long or short) initial period during which the rate is relatively
flat. This is more consistent with the characterization of Hughes and Liber-
les [53], although the period of concave decrease can be arbitrarily short, and is
always followed by a point of inflection and a long period of convex decrease.
The line between these two behaviours is not completely clear cut, since having a point
of inflection occur at or near t “ 0 is not much of a distinction from having no point
of inflection at all, as can be seen by comparing Figures 3.5c and 3.5b. Nonetheless,
we treat these two behaviours as distinct for this discussion.
Remark 6.
In the extended domain R it is possible for hptq to have additional points of inflection
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for some parameter choices — obviously the physical intuition offers no insight into
the function’s behaviour for negative values of t.
Definition 56 (Critical rate ratio γzcrit).
We define γzcrit to be the ratio ur{uc at which the change in concavity occurs precisely
when t is zero, i.e the ratio ur{uc such that Equation (3.74) is satisfied only for t “ 0.
When 0 ă γ “ ur{uc ă γzcrit the concavity of hptq will change at some t˚ ą 0, (with t˚
increasing as γ decreases) and we see the behaviour where an initially slowly-declining
pseudogenization rate decreases more and more quickly before slowing back down as
it approaches zero. Otherwise, the change in concavity does not exist in R` Y t0u,
and in this case the pseudogenization rate begins its rapid decline immediately, with
the rate of decline slowing from its initially-high value at all times. In the gene
duplication context, this behaviour is typically thought to be characteristic of neo-,
and not subfunctionalization, as described by Hughes and Liberles [53]. Figure 3.6
shows the values of γzcrit for various values of z.
Example 3.5.3 (γ ă γzcrit).
In this example, we examine the shape of the pseudogenization rate for z “ 12, and
γ “ ur{uc “ 0.005 ă γ12crit “ 0.0714. In this case, the sigmoidal shape of the rate
function is quite apparent. A change in concavity occurs at t ą 0, and the rate is
relatively flat near t “ 0, as shown in Figure 3.5a.
Example 3.5.4 (γ “ γzcrit).
For this example, we examine the shape of the pseudogenization rate for z “ 12 and
γ “ ur{uc “ 0.0714 “ γ12crit, shown in Figure 3.5c. Here, considered as a function over
R, there is a point of inflection at t “ 0, thus in the domain R` Y t0u we see little
evidence of the sigmoidal shape of the rate function, which is qualitatively similar to
an exponential decay.
Example 3.5.5 (γ ą γzcrit).
In this example, we examine the shape of the pseudogenization rate for z “ 12 and
γ “ ur{uc “ 0.2 ą γ12crit “ 0.0714. In this case, there is no point of inflection in the
domain R` Y t0u, and the shape of the function is similar to that of an exponential
decay. Figure 3.5c shows the rate function for this example.
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Figure 3.5: Pseudogenization rate hptq for z “ 12 and γ less than (a), greater than
(b) and equal to (c) γcrit. Panel (d) shows the overall shape of hptq for the extended
domain with negative values of t included. The point of inflection (when visible) is
marked with a red circle.
3.6 Comparison of pseudogenization rate to existing
phenomenological approximations
We now compare the pseudogenization rate derived in (3.34) to the phenomenolog-
ical approximations of Konrad et al. [66] and Tuefel et al. [117]. As mentioned in
Section 3.4, the characterization derived from Hughes and Liberles’ [53] piece-wise
constant approximation to the pseudgogenization rate associated with the sub- and
neofunctionalization has been used to inform subsequent smooth phenomenological
models. The models employed by Konrad et al. [66] and Tuefel et al. [117] are two
such models; they are thought to capture the behaviour of the different biological pro-
cesses under different parameters, with subfunctionalization thought to correspond to
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Figure 3.6: Critical values γzcrit for various values of z. When ur{uc ď γzcrit there will
be a change in concavity for the pseudogenization rate function (with domain RYt0uq.
a broadly concave decreasing hazard rate.
Here we analyze the parameter space of both of these phenomenological rate func-
tions and show that more of the parameter space of both of models is inline with
the predictions of subfunctionalization than previously thought. We find that both of
the approximations have a good qualitative correspondence to the pseuodgenization
rate (3.34) derived here, with the approximation in Teufel et al. [117] being in partic-
ularly good agreement with our rate function. We then derive some results to select
appropriate parameters for our model to reproduce the behaviour for the model (due
to Tuefel et al. [117]).
3.6.1 Approximation in Konrad et al. [66]
First, consider the approximation in Konrad et al. [66], which we denote hKptq, given
by
hptq « hKptq “ fe´btc ` d. (3.76)
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The first and second derivative of hKptq are given by
h1Kptq “ ´fbctc´1e´btc (3.77)
h2Kptq “ f
´
b2c2t2pc´1qe´btc ´ bpc´ 1qctc´2e´btc
¯
“ bctc´2e´btc pcpbtc ´ 1q ` 1q . (3.78)
Below, we show that the qualitative behaviour of the pseudogenization rate hptq de-
fined in (3.34) can be reproduced using a function of the form (3.76). We find sets of
parameters f, b, c and d that correspond well to the qualitative behaviour of h in each
of the three cases γ ă γcrit, γ “ γcrit and γ ą γcrit.
We are primarily interested in parameter c, since c is a shape parameter, and it is
the choice of c that Konrad et al. [66] use to distinguish between sub- and neofunc-
tionalization. Before we discuss parameter c, we note that since limtÑ8 e´t “ 0,
then limtÑ8 hKptq “ d. The corresponding limit for the pseudogenization rate is
limtÑ8 hP ptq “ 0, and so we require d “ 0 if we wish to match the long-run behaviour
of the approximation hKptq to that of hP ptq. Also, since f is a scale parameter, with
hKp0q “ f ` d, choosing f “ 2uc “ hp0q and d “ 0 will match the initial and limit
values of the two functions hptq and hKptq.
c “ 1 corresponds well to γ ě γcrit
When c “ 1, hKptq is exponential. Recalling Examples 3.5.4 and 3.5.5, we note
that hP ptq behaves like an exponential when γ ě γcrit, so we have good qualitative
correspondence between hKptq and hptq when c “ 1 and γ ě γcrit.
Figure 3.7 shows a plot of hKptq with c “ 1.
c ą 1 corresponds reasonably well to γ ă γcrit
When c ą 1, h1Kptq given in Equation (3.77) has a single root at t “ 0, while h2Kptq,
given in Equation (3.78) has two roots, one at t “ 0 and one when btc ´ 1 “ 1{c,
which occurs for some t ą 0. This means that there is a change of concavity at some
t ą 0, before a flattening out as t Ñ 0`. This is qualitatively similar to hptq for
γ ă γcrit. This is the parameter set that Konrad et al. [66] intended to correspond
to the subfunctionalization process, based on the intuition that there is an observable
waiting time for an initial change to allow for subsequent subfunctionalization.
However, for any realistic set of parameters (the exception being ur “ 0, in which case
the model does not describe the biological process of subfunctionalization) we have
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Figure 3.7: The approximation in Konrad et al. [66] with shape parameter c “ 1. The
remaining parameters were f “ b “ 1, d “ 0.
h1ptq ‰ 0 for any finite t. As a result, the flattening out behaviour around t “ 0 is
never quite matched by the pseudogenization rate function, unless ur is so large that
that hp0q « limtÑ´8 hptq in the extended domain. This is highly unrealistic, besides
which the rest of the behaviour of the two functions is very dissimilar in this case.
Figure 3.8 shows hKptq for c “ 3 ą 1.
0 ă c ă 1 corresponds somewhat well to γ ą γcrit
The case with c ă 1 is the most distinct from the subfunctionalization model, with
the derivative h1Kptq Ñ ´8 as t Ñ 0`. It is is qualitatively somewhat similar to the
function hptq when γ ą γcrit. However, hKptq gives a relatively faster decline in the rate
for small t, and a slower decline for large t than is achievable with any parameterization
of hptq. This is the part of the parameter space which Konrad et al. [66] use to model
neofunctionalization.
Although the agreement between the predictions of the subfunctionalization and hKptq
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Figure 3.8: The approximation in Konrad et al. [66] with shape parameter c “ 3. The
remaining parameters were f “ b “ 1, d “ 0.
for 0 ă c ă 1 is not as good as it is for the rest of the parameter space, it is sig-
nificantly better than was previously thought, and we are not convinced that this
parameterization can be uniquely associated to neofunctionalization. Further work
modelling neofunctionalization will illuminate this, but for now our intuition is that
the two processes will be difficult to distinguish by their associated pseudogenization
rate functions.
Figure 3.9 shows hKptq for 0 ă c “ 0.5 ă 1.
The remaining cases (c ď 0) were not considered biologically realistic by Konrad
et al. [66], and are not in agreement with the predictions of the subfunctionalization
model. c “ 0 has no dependence on time, and c ă 0 would give a strictly increasing
rate function.
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Figure 3.9: The approximation in Konrad et al. [66] with shape parameter c “ 0.5.
The remaining parameters were f “ b “ 1, d “ 0.
3.6.2 Approximation in Tuefel et al. [117]
We now consider the approximation in Tuefel et al. [117] which we denote hT ptq, given
by
hptq « hT ptq “ u` be
a´t
1` ea´t . (3.79)
The first and second derivates of hT ptq are given by
h1T ptq “ ´ be
a`t
pea ` etq2 , (3.80)
h2T ptq “ be
a`tpet ´ eaq
pea ` etq3 . (3.81)
First we examine the overall shape of hT ptq, and compare it to that of hptq. Note that
the first derivative h1T ptq has no roots outside of the trivial case b “ 0. The second
derivative has a root at t “ a, and like hptq there is an obvious extension to the domain
R in which it is clear that, again like hptq, the function has a sigmoid shape. This
results in a very good qualitative agreement between the two functions.
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Since the second derivative h2T ptq defined in Equation p3.81q has its only root at t “ a,
selecting a ă 0 results in hT ptq being strictly convex decreasing — this is the part
of the parameter space intended to model neofunctionalization. This behaviour is
qualitatively equivalent to the behaviour of hptq in the case γ ą γcrit.
Similarly, when a “ 0 the change in concavity for hT ptq occurs at t “ 0, which is
equivalent to the behaviour of hptq in the case γ “ γcrit.
When a ą 0 there is a change in the concavity of hT ptq at t “ a, this is the part
of the parameter space intended to model subfunctionalization, and its behaviour is
equivalent to that of hptq when γ ă γcrit.
Our observations in Section 3.5 show that decreasing γ below γcrit increases the time
t at which the point of inflection in hptq occurs. In fact, for the extended domain this
behaviour generalizes such that increasing γ above γcrit moves the point of inflection to
the left. The same is true for decreasing a below a “ 0 in a similarly extended domain
for hT ptq. Thus there is a clear correspondence between parameter a for hT ptq, and γ
and z for hptq (noting that γcrit decreases with z), such that increasing a is roughly
equivalent to increasing γ, or decreasing z.
The main advantage of a phenomenological approximation such as this is the relative
simplicity of implementation in the context of biological science. The function can
be computed without the construction of any matrices, and is quick and easy to
implement in a scientific computing environment. As far as such an approximation
goes, based on its shape properties you could likely not do much better than hT ptq for
modelling subfunctionalization.
Given the overall similarity of the qualitative features of hT ptq and hptq, we were
interested in the possibility of inferring the more bioligically meaningful parameters
of hptq based on parameters of hT ptq. One approach to doing so would be to fit hptq
to hT ptq by minimizing some distance measure (which we will discuss briefly) but this
requires the full implementation of the underlying model for hptq. As an alternative,
we derive some results in support of, and describe an alternative (heuristic) procedure
allowing us to choose parameters directly according to some equations which ensure
that certain qualitative features of hT ptq are preserved by hptq. The practical value is
that it could allow a researcher to get an idea of the underlying mechanistic parameters
of the more complex model while only requiring the implementation of the simpler
one, which may have some utility when this forms one part of some larger scientific
analysis.
First, note that hT ptq has a constant term, u which is equal to its limit as t Ñ 8.
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Thus we require
u “ lim
tÑ8hptq “ 0, (3.82)
in order for the limiting behaviour of hptq to match that of hKptq. If u ‰ 0 this
procedure is not likely to be of much value.
Matching the initial value of hptq to that of hT ptq
The initial value of hT ptq is (assuming u “ 0)
hT p0q “ be
a
1` ea .
Since hp0q “ 2uc, we set hp0q “ hT p0q by choosing uc according to
uc “ be
a
2p1` eaq . (3.83)
Matching the location of the point of inflection of hptq to that of hT ptq
Recall that the point of inflection of hT ptq occurs at the point t “ a. Thus the
remaining parameters of our model (noting that one of the two is just an integer
which is, biologically speaking, unlikely to be much larger than 10) can be chosen
such that
hz2P paq “ 0, (3.84)
in order to match the location of the point of inflection of the two functions.
However, finding an analytical solution for the point of inflection of hptq is not likely
to be achievable, since the expression for h2ptq (given in Equation (3.72)) is not very
tractable. Moreover, even finding a numerical solution is difficult for large a. As per
Lemma 2, we have limtÑ8 h2ptq “ 0. As a result, when a is large there are many
parameterizations for which hpaq « 0, and these dominate the one with a point of
inflection at t “ a. This makes matching the point of inflection of the two functions
unsuitable for our heuristic procedure.
Nonetheless, finding a numerical solution to Equation (3.84) is tractable for suitably
small a, and this results in the point of inflection for hT ptq and hptq occurring at the
same value t “ a.
Matching the limit as tÑ ´8 of hptq to that of hT ptq
An alternative choice for the remaining parameters which does not require the im-
plementation of the model makes use of a novel result we derived specifically for this
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purpose. As mentioned in Section 3.5, there is an obvious extension for hptq to the
domain R, and given its sigmoid-like shape we reasoned that matching the limits of
the two functions as tÑ ´8 might restrict the behaviour of the functions sufficiently
even in the usual domain to get a reasonable fit. Our numerical examination from
Section 3.5 indicated that limtÑ´8 hptq “ 2puc`zurq, which we prove in more general
form below.
Lemma 3.
Let Xptq be an absorbing CTMC with some finite state space S “ t1, ..., nu Y A, with
A being the set of absorbing states, initial distribution α “ rαisi, and some generator
Q “ rqijsi,jPS such that
Q “
«
Q˚ V
O O
ff
,
with Q˚ “ rqijsi,jPt1,...,nu, V “ rqijsiPt1,...,nu,jPA “ rvjsjPA.
For any k P A, define
hkptq “ αe
Q˚tvk
1´ ştu“0 αeQ˚uvkdu for all t P R. (3.85)
For t ě 0, hkptq is interpreted as the instantaneous rate of transition into state k given
that the process has not yet been absorbed into state k, and if α “ ei the restriction of
hk to the domain R` Y t0u is prescisely the modified-cause-specific hazard rate λik.
Then,
lim
tÑ´8hkptq “ ´dm,
where dm is the eigenvalue of Q
˚ with largest absolute value.
Proof.
First we consider the case where Q˚ is diagonalizable, after which we will consider the
more general case. Although the diagonalizable case is a special case of the general
case which follows, the argument is structurally the same and easier to follow, so we
include it for clarity.
Q˚ diagonalizable
Since Q˚ is diagonalizable we let
Q˚ “ A´1DA,
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where D is a diagonal matrix of the eigenvalues of Q˚, and denote the ith eigenvector
of Q˚ by di.
Before making use of the diagonalization, we note that
lim
tÑ´8hkptq “ limtÑ´8
αeQ
˚tvk
1´ α peQ˚t ´ Iq pQ˚qp´1qvk
,
is of indeterminent form, and so we apply l’Hoˆpital’s rule to get
lim
tÑ´8hkptq “ limtÑ´8
αeQ
˚tQ˚vk
´αeQ˚tvk .
Next, making use of the diagonalization, we have
lim
tÑ´8hkptq “ limtÑ´8
αeA
´1DAtA´1DAvk
´αeA´1DAtvk
“ lim
tÑ´8
αA´1eDtAA´1DAvk
´αA´1eDtAvk
“ lim
tÑ´8
αA´1eDtDAvk
´αA´1eDtAvk
“ lim
tÑ´8
ř
jrαA´1sjedjtdjrAvksjř
l´rαA´1sledltrAvksl
. (3.86)
Further, denoting the dominating eigenvalue (the one with maximum absolute value)
by dm we divide the top and bottom of Equation (3.86) by e
dmt to get
lim
tÑ´8hkptq “ limtÑ´8
ř
jrαA´1sjepdj´dmqtdjrAvksj
´řlrαA´1slepdl´dmqtrAvksl . (3.87)
Consider the numerator of Equation (3.87),
lim
tÑ´8
ÿ
j
rαA´1sjepdj´dmqtdjrAvksj
“ rαA´1smdmrAvksm ` lim
tÑ´8
ÿ
j‰m
rαA´1sjepdj´dmqtdjrAvksj
“ dmrαA´1smrAvksm, (3.88)
where the final step follows from the fact that the eigenvalues of Q˚ are necessarily
negative, and that limtÑ8 eQ
˚t “ 0.
Now consider the denominator of Equation (3.87),
´ lim
tÑ´8
ÿ
l
rαA´1slepdl´dmqtrAvksl
“ ´
˜
rαA´1smrAvksm ` lim
tÑ´8
ÿ
l‰m
rαA´1slepdl´dmqtrAvksl
¸
“ ´rαA´1smrAvksm. (3.89)
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Combining equations (3.88) and (3.89) we have
lim
tÑ´8hkptq “
dmrαA´1smrAvksm
´rαA´1smrAvksm
“ ´dm. (3.90)
Q˚ not (necessarily) diagonalizable
Let
Q˚ “ P´1JP (3.91)
be the Jordan canonical form of Q˚, with
J “ rJ1 ‘ . . .‘ Jns, (3.92)
where n is the number of unique eigenvalues of Q˚, and each Ji is a Jordan block.
Here ‘ represents the matrix direct sum.
Each block Ji is associated with a unique eigenvalue of Q
˚, denoted di. If di has
algebraic multiplicity ai, then block Ji has matrix size ai ˆ ai and Ji has the form
Ji “
»———————–
di 1
di 1
. . .
. . .
di 1
di
fiffiffiffiffiffiffiffifl
. (3.93)
By the same arugment as for the diagonalizable case (applying l’Hoˆpital’s rule), we
have
lim
tÑ´8hkptq “ limtÑ´8
αP´1eJtJPvk
´αP´1eJtPvk . (3.94)
We note that,
eJt “ reJ1 ‘ . . .‘ eJns
“ red1tK1 ‘ . . .‘ edntKns, (3.95)
where,
Ki “
»———————–
1 t t
2
2! . . .
tai´1
pai´1q!
1 t . . . t
ai´2
pai´2q!
. . .
. . .
...
1 t
1
fiffiffiffiffiffiffiffifl
. (3.96)
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We can rewrite Equation (3.94) as a sum,
lim
tÑ´8hkptq “ limtÑ´8
ř
jrαP´1sj
ř
i
“red1tK1 ‘ . . .‘ edntKnsJ‰ji rPvksj
´řlrαP´1slřgred1tK1 ‘ . . .‘ edntKnslgrPvksl . (3.97)
Next, we divide the top and bottom of Equation (3.97) by edmt, where dm is the
dominating eigenvalue of Q˚. The expression on the right hand side of Equation (3.97)
is then
lim
tÑ´8
ř
jrαP´1sj
ř
i
“repd1´dmqtK1 ‘ . . .‘Km ‘ . . .‘ epdn´dmqtKnsJ‰ji rPvksj
´řlrαP´1slřgrepd1´dmqtK1 ‘ . . .‘Km ‘ . . .‘ epdn´dmqtKnslgrPvksl .
(3.98)
Now, we bring the limit inside the (finite) sums, and inside the matrix direct sum.
Noting that et approachs zero much faster than any of the matrix entries as tÑ ´8,
we have
lim
tÑ´8hkptq “
ř
jrαP´1sj
ř
i rr0‘ . . .‘ limtÑ´8Km ‘ . . .‘ 0sJsji rPvksj
´řlrαP´1slřgr0‘ . . .‘ limtÑ´8Km ‘ . . .‘ 0slgrPvksl . (3.99)
If we let j1, jam be the first and last index associated with the block Km respectively,
we can write
lim
tÑ´8hkptq “
řjam
j“j1rαP´1sj
řj´1
i“j1 rlimtÑ´8KmJmsji rPvksj
´řjaml“j1rαP´1slřl´1g“j1rlimtÑ´8KmslgrPvksl . (3.100)
If am “ 1, then Km “ 1 and Jm “ dm, and Equation (3.100) reduces to limtÑ´8 hkptq “
´dm, and the proof is complete. Otherwise, by carefully considering the form of Km
and Jm, we get
lim
tÑ´8hkptq “
řjam
j“j1rαP´1sj limtÑ´8pdm `
řj´1
i“j1
ti´1
pi´1q!p1` tdmi qqrPvksj
´řjaml“j1rαP´1sl limtÑ´8p1`řl´1g“j1 tgg! qrPvksl , (3.101)
then dividing the top and bottom by tam´1 we get
lim
tÑ´8hkptq “
řjam
j“j1rαP´1sj limtÑ´8pdmt1´am `
řj´1
i“j1
ti´am
pi´1q! p1` tdmi qqrPvksj
´řjaml“j1rαP´1sl limtÑ´8pt1´am `řl´1g“j1 tg´amg! qrPvksl .
(3.102)
After taking the limit we are left with
lim
tÑ´8hkptq “
rαP´1sam dmpam´1q! rPvksam
´rαP´1sam 1pam´1q! rPvksam
“ ´dm. (3.103)
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Remark 7.
Crossman [28] showed that the hazard rate associated with an absorbing birth-death
process is bounded below by the negative of the dominating eigenvalue of Q˚. This
provides an interesting connection between the modified-cause-specific hazard rate and
the hazard rate, at least when the process meets the requirements of the result in [28].
Applying Lemma 3 to our pseudogenization rate, we have
lim
tÑ´8hptq “ 2puc ` zurq.
hT ptq also has an obvious extension to the domain R, though evaluating its limit is
somewhat more straightforward. Considering hT ptq extended to domain R we have,
lim
tÑ´8hT ptq “ u` b,
Thus (assuming u “ 0) we can choose ur and z such that
b “ 2puc ` zurq. (3.104)
Assuming uc was chosen according to Equation (3.83), we can substitute this into
Equation (3.104) to get
b “ be
a
p1` eaq ` 2zur,
i.e. ur “ b
2z
ˆ
1´ e
a
p1` eaq
˙
. (3.105)
Since z is an integer, Equation (3.105) has only finitely many solutions for fixed a, b,
and only a handful of them correspond to biologically realistic parameters (although
we will see that choosing large z gives the best fit).
Although the function’s value for negative t has no physical relevence, taken together
with the value at t “ 0 it provides a reasonable amount of restriction on the of the
behaviour of hptq over all t. Notably, choosing ur according to Equation (3.105) and
uc according to Equation (3.83) results in uc and ur increasing and decreasing with
a respectively, so that their ratio γ is decreasing in a. This is consistent with the
observation that increasing a results in qualitative behaviour similar to decreasing γ.
Further, ur is decreasing in z, and hence γ is decreasing in γcrit, which is also consistent
with this observation. So, at least in terms of reproducing the qualitative behaviour of
hT ptq, selecting ur and uc according to equations (3.105) and (3.83) is an appropriate
choice.
Thus, the proposed heuristic procedure for finding parameters of hptq to match the
behaviour of hKptq for some known parameters is to choose uc according to Equa-
tion (3.83), and find a range for ur by solving Equation (3.105) for several values of
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z. This provides a rough estimate of the mutation rates associated with a particular
parameterization of hKptq according to the model described in this chapter.
To test the quantitative performance of the procedure we computed hT ptq on a grid of
parameters with a in the region r´10, 20s and b in the region r0.1, 10s with intervals
of 0.1 for both, together with hptq for each of z “ 2, 3, 4, 5 (with the other parameters
chosen as described). The two functions were evaluated at 100 equally spaced points
on in the region 0 ă t ă tmax “ maxt|2a|, 10u. This choice of interval for t ensured
that most of the behaviour of hT ptq was captured (in the sense that it was near to 0
by the end of the interval).
Remark 8.
In retrospect a better choice would have been an interval such that hT p0q{hT ptmaxq was
constant, which would have yielded a fairer comparison between different parameters.
However, given the exploratory nature of this investigation the chosen interval was
sufficient for our purposes, and we did not feel it necessary to re-run the analysis.
For fixed z, t we calculated |hT ptq ´ hptq|{hT ptq as a measure of the relative distance
between hT ptq and hptq, which we averaged over the 100 time points. This gives
a measure of the average relative difference between hT ptq and hptq, which we then
averaged over z. The results of this examination are shown as a heatmap in Figure 3.10.
For a very narrow range around b “ 2 with a ě 1 the distance measure was on
the order of 0.01, which corresponded to a very close fit — Figure 3.11 shows an
example from this region. The rest of the parameter space was associated with fairly
poor fits, with those for which b ăă 2 the worst. Figure 3.13 shows one of the
least successful examples (as measured by the average relative distance on the chosen
interval), while Figure 3.14 shows a fairly typical one. Further investigation revealed
that the fit became very close as z became very large for b “ 2 for any a. We tested
z “ 50, 100, 150, 200 for a “ ´10,´9, ..., 10, as well as 10 randomly chosen a from
the same interval and b “ 1.9, 2, 2.1. We found that increasing z always yielded a
better fit (on the order of average relative distance 0.001 for z “ 200), and that the
fit for b “ 2 was generally better than for the other two values. It appears as though
somewhere near to b “ 2 hT ptq may be an exact solution for hptq in the limit as z Ñ8
with uc and ur chosen according to Equations (3.83) and (3.104) respectively, though
we would not give this too much credence based on this analysis. Whether or not the
exact solution hypothesis is true, it is certainly the case that hptq with large z can be
fit very closely to hT ptq for b “ 2 by our heuristic procedure.
The final part of our analysis was quantitative, testing the potential to fit hptq to
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Figure 3.10: A heatmap showing the average relative difference between hT ptq (for
various values of a, b) and hptq averaged over z “ 1, ..., 5 for the parameters inferred
by our heuristic. We imposed a maximum of 1 on the colourmap, since a difference of
1 or more represented substantial divergence between the two functions.
hT ptq numerically (using the same distance measure as above) for a grid of paramter
values with a in the region r´5, 5s and b in the region r0.1, 10s, again with intervals
of 0.1 for both. For each of z “ 2, 10, 20 we used the MATLAB function fminsearch
(which uses a Nelder-Mead simplex) to find parameters minimising the average relative
distance between hptq and hT ptq at 100 equally spaced points in the region 0 ă t ă
maxt|2a|, 10u. The search was well behaved, meeting the stopping criterea in all but
a handful of instances where the maxmium allowed iterations was exceeded, together
with consistent results across most of the grid, this suggests that the search was likely
choosing the true optimum parameters to minimize the distance measure on the chosen
interval.
The closest fit overall was for b “ 2, a “ 1.8, z “ 20, and the fit was good for most
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Figure 3.11: hT ptq for a “ 3.4, b “ 2.1 (average distance measure 0.07) together with
the fitted hptq for z “ 2 and z “ 4. At this scale, the plot of hptq for z “ 4 falls
roughly on top of that of hT ptq.
a in the region around b “ 2, with very similar parameter estimates to the heuristic
procedure in the region a ą 1. The fit was also good for any b ą 1 with a in the region
from around ´1 to 2, which clearly demonstrates that a ă 0 cannot be uniquely
associated to neofunctionalization, but outside of these regions the fit was not very
close. The best fit was achieved for z “ 20 in 70% of estimates, and 77% of estimates
for which the average relative distances was less than 0.1. It is possible that better
fits could be achieved by considering more values of z, in particular, it appears that
hptq fits more closely to hT ptq as z becomes larger for most parameters, but we did
not investigate this further. Figure 3.12 shows a heatmap of the minimum (over z)
average relative distance of hptq from hT ptq achieved by the optimization.
Overall hT ptq is qualitatively and, to a lesser extent, quantitatively similar to our pseu-
dogenization rate function hptq. Given that hT ptq is essentially a purely qualitatively
inspired phenomenological approximation to the hazard rate for pseudogenization un-
der subfunctionalization, the agreement between it and our exact function derived
from a model of the underlying mechanics is fairly impressive. However, the fit was
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Figure 3.12: A heatmap showing the average relative difference between hT ptq (for
various values of a, b) and hptq averaged over z “ 1, ..., 5 for the parameters inferred
by our heuristic. We imposed a maximum of 1 on the colourmap, since a difference of
1 or more represented substantial divergence between the two functions.
also very close for the region of the parameter space thought to correspond not to
sub- but to neofunctionalization, which highlights the need for rigorous mathematical
analysis. Further, hptq seems to fit best to hT ptq as z Ñ 8, which is far from being
biologically realistic.
Our attempt to find a similarly qualitatively inspired procedure to fit hptq to hT ptq was
not very successful; notably the procedure provided very close fits around b “ 2, which
from our numerical work appears to in fact be the place where the functions agree
most closely. On the one hand, this result seems quite novel, but on the other hand if
the procedure was going to work anywhere, it was likely to be for those parameters for
which the two functions agreed most closely. We had initially intended to match the
initial value, point of inflection (in the extended domain R), and limit as tÑ8 of the
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functions, but could not find an analytical solution for when the points of inflection
agreed. Instead, we matched the limit as t Ñ ´8 of the two functions extended to
the domain R. The rationale was that, given the functions’ sigmoid shape, matching
the values of this limit (together with initial value, and limit as tÑ8) might restrict
the behaviour even in R` Y t0u sufficiently to achieve a reasonable fit. Ultimately for
most a and b attempting to infer ur and uc using the heuristic procedure was fruitless.
Numerical estimation to associate parameters of hT ptq to those of hptq may have some
merit, but the fit we achieved was not sufficiently close for most parameters to justify
proceeding, especially given the preference for unrealistically large z.
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Figure 3.13: hT ptq for a “ b “ 1 (average distance measure 44.62) together with the
fitted hptq for z “ 2 and z “ 4. hptq approaches its limit much more slowly than hT ptq
on the measured interval. There are three orders of magnitude difference in the value
of hT ptq and hptq by the time t “ 10, which was heavily penalized by the relative
difference measure.
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Figure 3.14: hT ptq for a “ b “ 3 (average distance measure 0.68) together with the
fitted hptq for z “ 2 and z “ 4. Although the fit was not very good, the functions did
approached their limits at similar rates on the measured interval so that the relative
distance (compared to the example with a “ b “ 1) was fairly consistent.
3.7 Extending the model to a population of duplicate
pairs via a Poisson birth process
In [109] we fit the model introduced in this chapter to a particular dataset handled
by Hughes and Liberles [54]. The data essentially amounts to counts of the number
of surviving duplicates falling into various age brackets (we give more details in Sec-
tion 3.8), but no information is available to determine whether a particular duplicate
pair has undergone subfunctionalization. The number of duplicates surviving to time
t depends on the survival process, which we model via Equation (3.35), as well as
on the duplication process. To this end, we assume that the duplication process is
Poisson, and derive the likelihood of the data D given the Poisson duplication process
and the survival process implied by our model.
The age of the duplicates was determined by Hughes and Liberles by proxy via the
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expected number of silent substitutions per silent site. That is, the expected number
of mutations that will occur without effecting the expression of the gene, scaled by
the reciprocal of number of sites at which such mutations can occur. An estimate of
the (scaled) number of such mutations was made by Hughes and Liberles [53] for each
duplicate pair, which were then put into bins of width 0.01s, where s is the expected
number of silent substitutions per silent site — this can be interpreted as the expected
time for one out of one hundred silent sites to undergo silent substitution.
Let N be a Poisson random variable with parameter β0 which counts the number of
duplication events occurring in a time interval of length 0.01s (chosen to match the
bin size of the data). Also, let Y ptq be a random variable tracking the number of
duplicates which have survived to the current time, having been duplicated a time t
in the past. It follows that
P pY ptq “ yq “
ÿ
něy
P pY ptq “ y | N “ nqP pN “ nq
“
ÿ
něy
p1´ F˜ ptqqyF˜ ptqn´y
ˆ
n
y
˙
P pN “ nq
“ p1´ F˜ ptqqy
ÿ
něy
F˜ ptqn´y
ˆ
n!
y!pn´ yq!
˙
βn0
n!
e´β0
“ p1´ F˜ ptqq
ye´β0
y!
ÿ
něy
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pn´ yq!
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ye´β0
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βy0
ÿ
ně0
pF˜ ptqβ0qn
n!
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ye´β0
y!
βy0e
F˜ ptqβ0
“ pp1´ F˜ ptqqβ0q
y
y!
e´β0p1´F˜ ptqq, (3.106)
Note that (3.106) defines a nonhomogeneous Poisson random variable with parameter
βptq “ β0p1´ F˜ ptqq. (3.107)
We can then use a maximum likelihood method to estimate the parameters ur, uc and
z of the subfunctionalization model together with the parameter β0 of the duplication
process. The log likelihood of parameter set θ “ rur, uc, z, β0s given data D is given
by,
logpLθ | Dq “
ÿ
i
Di logpβpsiqq ´ βpsiq ´ Γ logpDi ` 1q, (3.108)
where Di is the count in the i
th bin of the data set, and si is the associated cumulative
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number of silent substitutions per silent site (which, to reiterate, is a proxy for the
age of the duplicates).
3.8 Fitting the model to genome data
In this section we fit the model to the data set analyzed in Hughes and Liberles [53].
The data consists of counts of the number of duplicate pairs in several genomes with
corresponding estimates of the cumulative number of silent substitutions per silent
site, binned in intervals of length 0.01s, where s is the cumulative number of silent
substitutions per silent site. The silent substitutions can be used as a proxy for time,
and the intervals of length 0.01s represent on average 1.1 million years [53]. Hughes
and Liberles [53] tested the quality of the alignments by comparing the mean and
median fraction of alignment columns which were gap free. They concluded that the
alignments for the four species M. musculus, R. norvegicus, H. sapiens and C. famil-
iaris were of high quality, and these are the data sets we will examine here. In [53]
Hughes and Liberles fit a Weibull function to the survival data. From the parameters
of the fitted survival function, they inferred that the hazard rate must be convexly
decreasing, concluding that the data was more consistent with neo- than subfunc-
tionalization. Here we assume that the underlying duplication process is a Poisson
process, and fit the survival function derived from our model of subfunctionalization
to the data directly as discussed above in Section 3.7.
We computed maximum likelihood estimates θˆz “ ruˆr, uˆc, βˆ0s for each z from 2 to 20
for four mammalian genomes. We call the best of these z’s (in terms of likelihood)
zˆ, with the understanding that this is not a true maximum likelihood estimate, since
we restricted zˆ P t2, 3, ..., 20u. We chose this truncation because it is unlikely that a
gene would have in excess of 20 regulatory regions [53]. The case z “ 1 is excluded, as
subfunctionalization cannot occur in this case, and the survival model reduces to an
exponential survival function with parameter 2puc ` urq when z “ 1 or ur “ 0. The
possibility of this exponential survival function is already accounted for, for each z,
by the fact that ur is free to be chosen equal to 0.
The ratio γ “ ur{uc and z appear to be strongly correlated in the MLEs, as shown in
Figure 3.15. A power law relation between γ and z appeared to fit quite well, with
R2 ą 0.97 for each of the four genomes.
We compared the fit of our survival function (3.35) against Weibull and exponential
functions using relative likelihood via the AIC (given in Equation (2.70) of Chapter 2).
For all four genomes, our model outperformed the exponential function, but was itself
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Figure 3.15: Maximum likelihood estimates for γ “ ur{uc for each z “ 2, 3, ..., 20 for
Mus musculus.
outperformed by the Weibull function in the rat, mouse and human genomes. In the
canine genome there was insufficient evidence to choose between the Weibull function
and the survival function derived from the model.
Mechanistic models can contain parameters that are part of the generative process
but add little to data fitting, sometimes resulting in less support for mechanistic mod-
els when compared to simpler models, even when the mechanistic models give more
accurate inference of the underlying process as judged by the accuracy of parametriza-
tion (see Liberles et al. [79]). With this in mind, we move forward with analysis of
the results of fitting the mechanistic subfunctionalization model to genomic data. The
analysis of mechanistic parameters is conditional on the generative process being what
is modeled, namely subfunctionalization.
To estimate the relative rates of mutation γ “ ur{uc together with the mean number of
duplicates per 0.01s, β0, we fixed z “ zˆ and computed e2 likelihood intervals for each of
the parameters using the profile likelihood approach. We also calculated e2 likelihood
intervals for z using the values of the MLE. The e2 likelihood interval is defined as
tθ : Lpθ|Dq ě e´2Lpθˆ|Dqu. In the regular asymptotic case e2 likelihood intervals are
equivalent to 95.4% confidence intervals [52]. Since the shape of the profile likelihood
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Rattus norvegicus Mus musculus
Lower MLE Upper Lower MLE Upper
uc 2.24 3.04 3.68 18.03 20.07 22.33
ur 0.00 0.67 2.41 2.87 3.26 3.69
β0 186.63 204.04 221.06 633.00 680.84 731.62
z 2 2 20 3 3 5
Homo sapiens Canis familiaris
Lower MLE Upper Lower MLE Upper
uc 12.44 14.71 17.43 6.36 7.74 9.25
ur 2.52 3.11 3.80 1.30 2.39 3.45
β0 315.55 348.11 384.05 114.12 129.07 145.77
z 3 3 5 2 2 20
Table 3.1: Maximum likelihood estimates and e2 likelihood intervals for four species.
The e2 likelihood intervals can be regarded as approximate 95% confidence intervals
(although the reader will note that they are not necessarily symmetric).
is approximately normal (for example, see Figure 3.16), it is reasonable to regard
these intervals as approximate 95% confidence intervals. The results are summarised
in Table 3.1.
There were some identifiability issues in fitting the model to this data, in particular, for
the Rattus norvegicus and Canis familiaris genomes, we were able to find good relative
likelihood scores for any z “ 2, 3, ...20, which prevents us from reliably estimating z
for these two genomes. Together with the close correlation between z and γ “ ur{uc
this could be overcome by fixing one or more of the parameters using some outside
analysis. In both cases, the maximum likelihood estimate for z was zˆ “ 2.
To test identifiability, we ran some simulations using parameters similar to those
estimated for the rat genome. We simulated bins of data identical to those in the
data, i.e. 30 bins corresponding to 0.01s, 0.02s, ...0.3s, and found that the parameters
of the model were difficult to recover in this case, with the MLE value for z varying
between runs with the same parameters. In some runs, even when z was fixed to the
correct value used in the simulation ur and uc were not able to be accurately recovered,
with γ “ ur{uc varying from around 0.05 to 0.3 (true value 0.2) in the handful of
simulations we ran. The true parameters fell within the e2 likelihood intervals, but
it was not until we increased the number of intervals to 100 that we started to get
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Figure 3.16: Profile likelihood Lpucq for uc in the Homo sapiens genome.
reliable recovery of the simulation parameters.
The simulation analysis provided some insight into the relatively unstable results for
the rat and dog genomes. We suspect that the combination of low count values (and
hence low β0), together with the relatively low estimated mutation rate, leads to
an overall lack of information in the data for these two genomes compared to the
others, and hence the difficulty pinpointing parameters. Based on the results of the
simulations we ran, we expect that the likelihood intervals for these genomes are
somewhat reliable, while the maximum likelihood estimates themselves are probably
not very precise.
We also note that for the rat genome the value ur “ 0 was within the established
likelihood intervals. In this case, the survival function for our model reduces to an
exponential survival function with parameter 2uc, which can not really be seen as a
model for subfunctionalization at all, since subfunctionalization will never occur, and
the pseudogenization rate is flat.
For the Homo sapiens and Mus musculus genomes the maximum likelihood estimate
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for z was zˆ “ 3 in both cases, with z “ 3, 4, 5 falling in the e2 likelihood interval.
In these two cases the higher mutation rate estimates, together with larger counts of
duplicates are suggestive of more informative data, and the results are in-line with
this suggestion. We expect the maximum likelihood parameter estimates to be more
reliable in these cases.
Note that we model the evolution of a pair of gene duplicates, and thus our estimates
implicitly assume that all of the duplicates in the genomes analyzed have the same
parameters as each other. That is, the maximum likelihood estimate zˆ is an esti-
mate for the number of regulatory regions each gene has assuming they all have the
same number of regulatory regions. Similarly, the estimates for uc and ur assume a
consistent rate of mutation throughout all of the genes in the data set.
These assumptions are inherent to the application of models at the level of individuals
(or in this case, pairs of individuals) to larger data sets, however the importance of
these assumptions is particularly apparent when considering structural parameters
such as z. In the absence of parameter z, we could think of the Poisson rates uc and
ur as measuring an average mutation rate across the genome, however, since z is a
non-stochastic, structural parameter of the model there is no similar interpretation
for the number of regulatory regions. With this in mind, we can think of uc and ur as
average mutation rates given that all duplicates examined have exactly z regulatory
regions.
In order to relax this assumption, we computed analogous maximum likelihood esti-
mates for randomly distributed Z using a truncated p2 ď Z ď 20q Poisson distribution
with parameter α, given by
P pZ “ zq “ α
z
z!
e´α
˜
20ÿ
k“2
αk
k!
e´α
¸´1
, (3.109)
which resulted in distributions where the majority of the weight was at the lower end
of the truncation, Z “ 2. However, this result should be viewed with care, as the
procedure is biased in favour of results which place the majority of the weight around
the points of truncation, Z “ 2 and Z “ 20. This is because having the majority of
the weight on a single value of Z allows for the parameters β0, ur, uc to be chosen so
as to best fit the particular value of Z, giving a distinct advantage over more evenly
weighted distributions.
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3.9 Discussion
Our analysis of the four mammalian genomes (using data handled by Hughes and
Liberles [53]) suggests that (subject to our modeling assumptions) gene duplicates
most likely have only a few regulatory regions, and that the rate of mutation in these
regulatory regions is on the order of 10 times smaller than the rate of mutation in the
coding region, which is suggestive of the relative mutational target sizes. This is the
first model-based estimate of the number of regulatory regions in gene duplicates. The
estimates, based upon an assumption of duplicate gene preservation through the sub-
functionalization process, are in-line with the conventional thinking. Force et al. [42]
suggested that the ratio of coding to regulatory mutations should be about 0.1 to 0.7,
and Hughes and Liberles [53] suggested that between 2 and 12 regulatory regions were
realistic. Mechanistic characterization of mutational potentials in protein-coding genes
from molecular-level analysis can add additional insight into these parameterizations.
All of the parameters within our e2 likelihood intervals (with the exception of ur “ 0
for the Rattus norvegicus genome) were consistent with a convex declining hazard
rate, but we would be weary of inferring that this implies the dominant mode of sub-
functionalization is such. Besides the assumptions inherent in the model, the analysis
of empirical data relies also upon the assumption that the mode of preservation for
all genes in the genome is subfunctionalization of the regulatory regions. The effect
of duplicate pairs becoming fixed by processes other than regulatory subfunctional-
ization, such as neofunctionalization, or subfunctionalization of the coding sequences,
would be absorbed in the parameters of our model, potentially biasing the estimates.
Subfunctionalization of the coding sequences could be well handled in some instances
by the same model with slightly different interpretation (where the regulatory regions
are thought of as blocks of the coding region which can be nonfunctionalized without
the total loss of function). For example, regulation mediated by post-translational
modification of specific amino acids might occur with regulatory region-like dynamics.
On the other hand, subfunctionalization of coding sequences is less likely to be a
neutral process — for example, subfunctionalization from a ligand-binding generalist
to a pair of specialists that are specific to an individual or set of ligands might require
selection to attain that specificity (see Liberles et al. [80] for further discussion of this
point). The presence of genes preserved by neofunctionalization is likely (if anything)
to bias our estimates towards lower values of γ, reflective of the convex hazard rate
associated with neofunctionalization. However, in our analysis of neofunctionalization,
discussed in Section 4.1, we find that even very high rates of neofunctionalization
probably attribute very little such bias.
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Our analysis partially contradicts Hughes and Liberles [53] characterization of sub-
functionalization by an initially constant, and then broadly decreasing, concave hazard
function which has been adapted by subsequent works [66; 117; 54]. The intuition be-
hind this characterization can be explained by thinking of the initial period of constant
hazard rate as corresponding to the waiting time for the first mutation. After this first
mutation the unaffected gene will be selectively protected against pseudogenization,
and hence there is a sharp decline in the hazard rate (from 2uc to uc in terms of
both the model discussed in [53] and the model discussed in this paper). Once the
first mutation has fixed, there is now an opportunity for an additional mutation to
lead to subfunctionalization, in which case the rate of pseudogenization will decrease
from uc to 0. The probability that subfunctionalization occurs before time t is rapidly
increasing with t, and this leads to the concave decline in the hazard function.
In contrast, the pseudogenization rate hptq (Equation (3.34)), for the parameter sets
of primary biological interest, is best characterised by a sigmoid shape, or by an
exponential-like shape. hptq may include a period of concave decline, but it always
includes a period of convex decline, and for many parameter sets there is no concave
decline at all.
For γ ă γzcrit the change in concavity occurs for some t ą 0, and we see a short or long
period of concave decline followed by convex decline (see Figure 3.5a). This essentially
agrees with the characterization of Hughes and Liberles [53]. In fact, Fig. 7 of [53]
shows a period of convex decline in the mean hazard rate when averaging over certain
distributions of the number of regulatory regions z. However, the present work shows
that even with a fixed number of regulatory regions z, a change in concavity will
occur in the hazard rate hptq. This suggests that the period of convex decline is more
fundamental to subfunctionalization than suggested by the characterization of [53],
which focused particularly on the period of concave decline.
For γ ą γzcrit the difference in our hazard rate and the characterization of Hughes and
Liberles [53] is more stark, and warrants a careful reconsideration of the biological
intuition. In this case, the hazard rate hptq is convexly decreasing for all t ą 0, much
like an exponential decay (see Figure 3.5b), and this is the shape which is supported
by our analysis of the four mammalian genomes. Whens γ ą 1, a period of increase
in the pseudogenization rate is possible, but the associated relative rates of mutation
are not generally considered to be realistic [42].
The prediction of a convex decay comes from the same mechanics which motivate, and
(for certain parameter sets) give rise to the concave characterization. Thus, we suggest
some new intuition for duplicates that have a large nonfunctionalizing mutation rate
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in the regulatory regions.
Thinking of hptq as a weighted average as per Proposition 20 in Section 3.5 (restated
below for convenience), we consider the evolution of a duplicate pair with moderately
large nonfunctionalizing mutation rate in the regulatory regions — on the same order
per regulatory region as for the entire coding region, but not significantly greater than
it. Two important features are then apparent which explain the convex decline of the
hazard rate hptq. Recalling Equation (3.47) from Section 3.5, we have
hptq “ 2ucpt0uptq ` ucpt1,...,z´2uptq ` puc ` urqptz´1uptq ` 0ptSuptq. (3.47)
First, there is a high probability that an initial nonfunctionalizing mutation in the
regulatory region occurs in a short time. Correspondingly, the uc term increases
rapidly, balanced by a decrease in the 2uc term. This results in an initial, rapid
decrease in the rate of pseudogenization. Second, once this first mutation has fixed,
there is a very high rate of subfunctionalization (rate of transition to S). Thus, the
0 term increases rapidly, balanced by decrease in the uc and uc ` ur terms. Any
non-pseudogenizing mutation after the first and before the z ´ 1th is equally likely to
lead to subfunctionalization as it is to eliminate another region of the already-mutated
copy. As such, the puc ` urq term increases (balanced by decrease in the uc term) no
faster than the 0 term, and the pseudogenization rate continues to decline.
Biologically speaking, the case γ ă γzcrit could correspond to a set of genes with com-
plex regulation and a small coding sequence target for both nonfunctionalization and
for the accumulation of synonymous mutations. This analysis predicts that genes with
the features of complex regulation requiring multiple functional transcription factors
that have the ability to be subfunctionalized together with a short coding sequence
would be strong candidates for subfunctionalization rather than nonfunctionalization,
and would be less likely to be characterised by a concave hazard function. These
conditions could be met, for example, when genes are expressed in multiple tissues at
different levels.
At the individual gene level, there are several classes of proteins that might be thought
of as candidates for falling into this space. Casein is a longer protein that could accu-
mulate synonymous changes, but would be hard to nonfunctionalize. It is expressed
in multiple tissues, but the regulation of its expression and the strength of negative
selection on each regulatory domain is not well known [132].
Another example of genes that might fall into this category are hormones like insulin
and gonadotropin hormone releasing hormone (GnRH) that are relatively short pro-
teins, although they are less broadly expressed [132]. GnRH has in fact been retained
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after multiple gene duplication events in vertebrate lineages with functional divergence
between copies (the functions in the ancestral state are not known) [104].
Our final example of genes that are candidates for this behaviour are the intrinsically
disordered proteins, which are shorter than folded proteins on average, and may be
more mutationally robust to nonfunctionalizing mutations [120]. What is unclear at
this stage is the selection on their function and their expression.
While these types of genes are not likely to dominate any whole genome analysis (and
hence, we would not conclude from our estimates that this is the dominant mode of
subfunctionalization), the model predicts that genes with small mutational footprints
for nonfunctionalizing mutations and large footprints for regulatory subfunctionaliza-
tion would undergo subfunctionalization at high rates.
Two distinct avenues for extension of the work presented in this chapter are apparent.
First, the model could be applied to a broader analysis. Here we applied our model in
a whole-genome analysis to get some estimates of mutation rates and number of reg-
ulatory regions. The larger problems of the inference of parameters in a phylogenetic
context, gene tree/species tree reconciliation, and ancestral copy number inference
from multi-species data in a phylogenetic context are of particular interest. We will
investigate the application of this model to ancestral copy number inference in future
work.
The second avenue for extension, which we will discuss further in Chapter 4, is in
widening the scope of the model itself. The model could be extended to include other
processes contributing to the evolution of gene duplicates besides subfunctionaliza-
tion, particularly neofunctionalization. Neofunctionalization can be conceptualised in
a similar framework to subfunctionalization, with the same pathways to pseudogeniza-
tion but where a new beneficial mutation in a regulatory region is the mechanism by
which preservation of both duplicates can occur. We discuss how our existing subfunc-
tionalization model could be modified to include neofunctionalization in Section 4.1.
Other processes, such as of dosage balance, and the processes described in Innan and
Kondrashov [55] could potentially also be implemented to create a more complete
model for the evolution of gene duplicates. Another extension to the model which is
of immediate interest is to account for larger gene families, which we will discuss in
Section 4.2.
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Chapter 4
Further Analysis of Duplicate Genes
In this chapter, we extend the model from Chapter 3 to allow for the analysis of the
evolution of duplicate genes evolving with more complex dynamics, as detailed below.
First, in Section 4.1 we extend the model to include the process of neofunctionalization.
Two models are presented for two different modes of neofunctionalization discussed in
the literature, and we present some analysis of the second model. We fit the second
model (Section 4.1.2) to the same dataset analysed in Section 3.8, and conclude that
neofunctionalization is not a significant contributor to the preservation of gene du-
plicates over the timescales during which regulatory subfunctionalization occurs. We
conclude that neofunctionalization is only likely in the presence of some other factor
preserving the duplicates over the longer timescales necessary for neofunctionalization
to occur with any significant probability.
The second model (Section 4.1.2) is introduced by first defining an initial, more in-
tuitive model, and then mapping this model to a model with smaller state space.
We apply the same algebraic procedure for model construction in Section 4.2, where
the situation is more complex; the model development of Section 4.1.2 provides an
example of this procedure in a simpler setting.
In Section 4.2 we extend the model from Chapter 3 to model the evolution of a family
of gene duplicates (with a pair of gene duplicates being a family of size 2). We
apply the algebraic procedure for model construction introduced by the example of
the model in Section 4.1.2. In this way, we define the state space and generator of
the model without explicitly considering the many possible transitions arising from
the interdependence of the evolution of each gene in the family. We then consider the
problem of computing the state space and generator explicitly, and outline an efficient
procedure for doing so.
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4.1 Modelling sub- and neofunctionalization for a pair
of gene duplicates
In this section, we present a framework for the estimation of the relative importance of
sub- and neofunctionalization for the preservation of gene duplicates, and some results
from analysis of gene duplicate preservation data. Force [42] argued in his 1999 work
that subfunctionalization was likely to be relatively more common than neofunctional-
ization, since it does not rely on beneficial mutation to preserve the pair of duplicates.
It is generally thought that deleterious (and moreover, neutral) mutations are vastly
more common than beneficial ones. Force posited that this could be investigated em-
pirically by a biochemical investigation of the structure of duplicate pairs which have
become fixed in genomes. Force noted that this would require recently fixed dupli-
cates, hypothesising that subfunctionalization is likely to open the way for subsequent
neofunctionalization in the remaining redundant regulatory regions after subfunction-
alization has occurred. He and Zhang [50] performed one such analysis, investigating
patterns of yeast protein interaction and human gene expression in duplicate genes.
They found evidence for rapid subfunctionalization followed by neofunctionalization
in a large proportion of duplicate genes.
We propose a different approach, using a mechanistically-motivated mathematical
model based analysis built upon the ideas from the earlier sections of this chapter.
We incorporate neofunctionalization alongside subfunctionalization in a model like the
one introduced in Section 3.1, which we then fit to data similarly to Section 3.8. In this
way, we are able to make some predictions about the relative likelihood of sub- and
neofunctionalization. A potential issue with this approach would be the possibility of
identifiability issues. As we have discussed in Sections 3.5, 3.8, and 3.9, subfunctional-
ization alone can produce the behaviour typically associated to neofunctionalization.
The term neofunctionalization is used to describe two similar but distinct biological
models. The first is where one copy mutates to gain some new functionality at the
expense of existing functionality, and the second is where one copy mutates to gain
some new functionality without the loss of the existing functionality. To preserve the
binary nature of the regulatory regions in our model, we can think of the second case
as the addition of an extra regulatory region (a more biochemically accurate depiction
is that an existing region gains new functionality). In this case it is possible to have
neofunctionalization events which do not result in the preservation of both duplicates
(when neofunctionalization occurs in the as-yet unmutated copy). The model in which
new functionality is gained at the expense of existing functionality is simpler, since
the loss of the original functionality ensures that both copies are preserved by selective
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pressure whenever a neofunctionalization event occurs, and we treat this case first.
Note that it is not necessarily the case that a copy which has undergone neofunction-
alization should always be protected by selective pressure. Clearly, the new function
should not be assumed to be essential to the survival of the organism in the way
that we have assumed existing functions are (since it was not there in the first place).
Nonetheless, we make the simplifying assumption that neofunctionalization results in
the copy being protected by selective pressure. Since we are primarily interested in
measures pertaining to the time to the first neofunctionalizing event, it makes sense to
treat it as such in the model. Further, it is possible that positive selection would act
to protect the new function. A similar justification applies to our further assumption
that each copy undergoes neofunctionalization at most once.
As we discussed in the Introduction, gene duplication is thought to contribute sig-
nificantly to genome diversification by introducing additional (duplicate) genes, and
hence, redundancy. Such redundancy could allow mutations which might otherwise be
deleterious to fix and explore the space of possible sequences, creating space for bene-
ficial changes to occur — this is in essence the motivation for the neofunctionalization
model. Force [42] argued that subfunctionalization could amplify this effect by fixing
a pair of gene duplicates with significant redundancy without requiring any beneficial
mutation. This would increase the time over which the redundancy is preserved to al-
low for novel mutation, thereby increasing the chances of neofunctionalization. Thus,
it is all the more pertinent that the two processes should be modelled together. To
model this situation, we no longer treat subfunctionalization as absorbing, and instead
introduce a sequence of transient states with 0 rate of absorption into P to track the
post-subfunctionalization evolution of the sequence.
Remark 9.
Much of the model construction argument from Section 3.1 still applies, and we will
not rehash it here — instead we will describe the new model in terms of the necessary
modifications to the original one.
We will reuse the notation for the state space, generator, etc.
4.1.1 Model when neofunctionalization replaces functionality
Along with all of the states of the original model, we introduce the following additional
states to model neofunctionalization, and its interaction with subfunctionalization:
• 2S , ..., pz´1qS — Transient state iS corresponds to the situation in which i of the
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regulatory regions across the two copies have had a null mutation fix, and both
copies are uniquely associated with at least one regulatory region, but neither
copy has undergone neofunctionalization;
• SN is an absorbing state corresponding to the situation in which subfunction-
alization was followed by neofunctionalization; and
• N is an absorbing state corresponding to the situation in which neofunctional-
ization occurred in the absence of subfunctionalization.
Thus, the state space is
S “ t0, ..., pz ´ 1qu Y t2S , ..., pz ´ 1qSu Y tS, SN,N, P u. (4.1)
The interpretation of absorbing state S here is slightly different to the model from
Chapter 3. Previously, S corresponded to any case in which the pair had undergone
subfunctionalization. We now track the evolution of the process after subfunction-
alization, but it remains a possibility that the ultimate fate of the sequence is sub-
functionalization alone. If none of the remaining regulatory regions are subject to
nonfunctionalization, and subfunctionalization has occurred in the absence of neo-
functionalization, then the process is absorbed into state S.
We define an ordering on t2S , ..., pz ´ 1qSu such that iS ă jS ðñ i ă j. For the
purpose of calculating transition rates, we treat the state iS as the integer i, so that
e.g. pz ´ iSqur “ pz ´ iqur.
Assuming that neofunctionalization occurs at Poisson rate un in each of the (still
functional) regulatory regions of both copies, we infer the following transition rates:
• Transitions from i Ñ pi ` 1qS occur at rate pz ´ iqur for i “ 1, ..., pz ´ 2q, and
from pz´1q to S at rate ur — this is the equivalent situation to transitions from
iÑ S in the original model, and the argument is the same.
• The remaining transition rates between the states included in the original model
are unchanged.
• Transitions from iS Ñ pi ` 1qS occur at rate pz ´ iqur for i “ 1, ..., pz ´ 2q and
from pz ´ 1qS to S at rate ur — this is analogous to the transitions for states
1, ..., pz ´ 1q, but with no transitions to P .
• Transitions from i Ñ N occur at rate pz ´ iqun for i “ 1, ..., z ´ 1. Since
we assume that neofunctionalization is associated with the loss of the original
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functionality of the associated region, an unmutated copy of each regulatory
region must be preserved, and hence there are pz ´ iq susceptible regions, each
undergoing neofunctionalization at rate un.
• Transitions from iS Ñ SN occur at rate pz ´ iqun for i “ 1, ..., z ´ 1, by the
same reasoning as the previous case.
Thus, we define the generator of our Markov chain to be Q “ rqijs where the non-zero
off-diagonals are given by
qij “
$’’’’’’’’’’’’’’’’’’’’’’’’’&’’’’’’’’’’’’’’’’’’’’’’’’’%
2uc if i “ 0, j “ P
2zur if i “ 0, j “ 1
2zun if i “ 0, j “ N
uc if 1 ď i ď z ´ 2, j “ P
pz ´ iqur if 1 ď i ď z ´ 2, j P ti` 1, pi` 1qSu
or 2S ď i ď pz ´ 2qS , j “ pi` 1qS
pz ´ iqun if 1 ď i ď z ´ 2, j “ N
or 2S ď i ď pz ´ 2qS , j “ SN
ur ` uc if i “ z ´ 1, j “ P
ur if i “ z ´ 1, j “ S.
(4.2)
Note that, in terms of whether one or both copies are ultimately preserved, the main
difference between this model and the original is that there is a non-zero transition
rate from state 0 into N . Besides this, as far as the rate of absorption into state P
is concerned the behaviour of this model is precisely the same as the original with ur
replaced by ur`un. From this perspective, the model could be significantly simplified
by combining the absorbing class t2S , ..., pz ´ 1qS , S, SN,Nu into a single absorbing
state (say, S) to represent both genes being preserved by selective pressure. Thus, in
order to calculate the pseudogenization rate it is much more computationally efficient
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to instead use Q: “ rq:ijs where,
q:ij “
$’’’’’’’’’’’’’’’’’’’&’’’’’’’’’’’’’’’’’’’%
2uc if i “ 0, j “ P
2zur if i “ 0, j “ 1
2zun if i “ 0, j “ N
uc if 1 ď i ď z ´ 2, j “ P
pz ´ iqur if 1 ď i ď z ´ 2, j “ i` 1
pz ´ iqpur ` unq if 1 ď i ď z ´ 2, j “ S
ur ` uc if i “ z ´ 1, j “ P
ur ` un if i “ z ´ 1, j “ S.
(4.3)
However, as discussed above the interaction between subfunctionalization and neo-
functionalization is itself of some interest — particularly the relative probability of
absorption into N,S and SN . Moreover, the context in which neofunctionalization
replaces functionality is usually one in which it is treated separately from subfunction-
alization. In terms of modelling, the effect of a neofunctionalizing mutation replacing
the functionality of a regulatory region is equivalent to having an initial nonfunction-
alizing mutation followed by a neofunctionalizing mutation which does not replace
functionality. To that end, we now construct and analyse a model for the situation in
which neofunctionalization adds functionality without destroying any existing func-
tionality.
4.1.2 Model when neofunctionalization adds functionality
In the case where neofunctionalization replaces the functionality of a regulatory re-
gion (discussed above) we introduced additional states to track the evolution of the
duplicate pair after subfunctionalization. For the situation where neofunctionalization
does not replace any existing functionality, it is possible to have neofunctionalization
occur in the unmutated copy without leading to the preservation of both. In this
case, it makes sense to track the evolution of the sequence post-neofunctionalization
as well as post-subfunctionalization — certainly we should track the evolution after a
neofunctionalization which does not lead to preservation of both copies. With this in
mind, the simplest course is to track the evolution of the pair until all of the original
regulatory regions are fully resolved (in the sense that none remain vulnerable to null
mutation). We still assume that neofunctionalization occurs at most once in each
copy.
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To model this situation, we first introduce a more natural, and conceptually simple
model, before defining a mapping from this model to a more computationally efficient
one. We refer to the first model and its associated state space, etc. as unreduced,
and the second as reduced. In this case, it would not be too challenging to skip the
unreduced model and go straight to defining the reduced one, however this serves
as a good first example of the procedure we apply for complex model development,
which we will rely upon in Section 4.2. The procedure allows us to define an intuitively
obvious model with many redundant states, and then apply algebra to define a minimal
model in terms of the first one.
The usual approach to model development (applied e.g. in Section 3.1) explicitly in-
dexes the state space, and relies on intuitions of the process being modelled to define
the transition rates between each state. The procedure we apply is no different in
theory, but somewhat more abstract, and very convenient for models with unwieldy
state spaces.
To summarise the procedure, we first define the unreduced model in terms of sets of
transition functions mapping between the states according to simple intuitions of the
physical process. We then define a rate function mapping the transition functions to
associated rates, easily intuited from the physical process. The generator is defined
in terms of sums of the rate function over the transition functions. We avoid the
need to explicitly consider the exact rate at which one state transitions to another.
Instead, we rely only on very-simple intuitions of the physical process, with the more
complex interactions being handled by the algebra. The state space of the reduced
model is then defined in terms of a partition of the unreduced model’s state space,
and analogous mappings for the reduced model are defined in terms of the mappings
of the unreduced model. This results in an optimised (in terms of the size of the state
space) model without the need to carefully consider transition rates between states,
which again, are handled by the algebra.
The approach is ‘modular’ in the sense that all of the distinct mechanisms of the phys-
ical processes are handled by their own set of functions, which lends itself extremely
well to coding the model in MATLAB (or any other computing environment).
The unreduced state space is given by,
S; “
#
rsijs “
«
r1 n1
r2 n2
ff
: rl P t0, 1, ..., zu, r1 ` r2 ď z, nl P t0, 1u
+
, (4.4)
where r1 and r2 represent the number of regulatory regions which have undergone null
mutation in the first and second (arbitrarily ordered) copy respectively, and n1 and n2
track neofunctionalization in the first and second copy respectively. The assumption
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that a functioning copy of each region is protected implies that r1 ` r2 ď z.
Any state for which r1 ` r2 “ z is absorbing. States with rl “ z and nl “ 0 cor-
respond to pseudogenization, and those for which r1 ą 0 and r2 ą 0 correspond to
subfunctionalization (which is not necessarily absorbing).
To simplify the transition discussion, we define the following propositions.
Definition 57 (Subfunctionalization proposition).
Spsq is the proposition
si1 ą 0 for i “ 1, 2,
and Spsq is its complement.
Definition 58 (Absorption proposition).
Apsq is the proposition
s11 ` s21 “ z,
and Apsq is its complement.
Definition 59 (Neofunctionalization proposition).
Npsq is the proposition
s12 “ 1 or s22 “ 1,
and Npsq is its complement.
We define transition functions corresponding to each of the kinds of mutations which
can occur in the process, carefully excluding states from the domains of each for which
there are no susceptible regions to undergo the mutation.
Definition 60 (Unreduced regulatory mutation function).
R;l is a function on ts P S; : Apsqu such that
R;l psqij “
$&%sij ` 1 for i “ l, j “ 1sij otherwise. (4.5)
Definition 61 (Unreduced coding mutation function).
C;l is a function on ts P S; : rssk1 “ 0, k ‰ l and rssl2 “ 0 and Spsq and Apsqu such
that
C;l psqij “
$&%z for i “ l, j “ 1sij otherwise. (4.6)
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Definition 62 (Unreduced neofunctionalization mutation function).
N ;l is a function on ts P S; : rssl2 “ 0 and Apsqu such that
N ;l psqij “
$&%1 if i “ l, j “ 2sij otherwise. (4.7)
Together, these functions account for all possible transitions of the combined neo- and
subfunctionalization process, and we can associate with each function the following
rates for i “ 1, 2:
• R;i psq is associated with a rate pz´s11´s21qur — since s11 of the ith copies’ regu-
latory regions are either already nonfunctionalized, while s21 are protected by se-
lective pressure (being nonfunctionalized in the other copy), leaving pz ´ s11 ´ s21q
vulnerable to nonfunctionalization, which they each do at rate ur;
• C;i psq is associated with a rate uc — since the existence of C;i psq ensures that
the ith copy is susceptible to nonfunctionalization of its coding region (leading
to pseudogenization) at rate uc; and
• N ;i psq is associated with a rate pz ´ si1q — since the ith copy has pz ´ si1q
regulatory regions remaining to undergo neofunctionalization, which they each
do at rate un.
The transition rate from s Ñ x can then be found by summing the rates associated
with each function mapping s onto x. Examining the functions we can see that the
only instance where any two of these functions map from and to the same state occurs
for R;i and C;i . This can be seen by noting the fact that besides these two pairs (with
i “ 1 or 2), no other pair act on a the same matrix entry as each other. Moreover,
R;i psq “ C;i psq if and only if si1 “ z ´ 1. Note that this is in keeping with our earlier
analysis in Section 3.1, from which we already know that this transition occurs at a
rate uc ` ur, as confirmed by the sum of the rates associated with R;i psq and C;i psq.
Accounting for this, we can use these functions to define our generator.
Further, to index the states we define an arbitrary bijection f ; from S; Ñ t1, ..., ∣∣∣∣S;∣∣∣∣u.
We will refer to both state s and its mapping under the bijection f ;psq by s, with the
understanding that whenever s appears in an index, we are referring to f ;psq, and
otherwise, to state s.
The final part of the setup is to define F; to be the set of all the previously introduced
functions, together with a function r;pf, sq from F; ˆ S; (being a Cartesian product)
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to R such that, for example r;pRi, sq “ pz´ s11´ s21qur — the definition is analogous
for the other functions, with rates given as discussed in the bullet points above.
Then we define the generator for our Markov chain to be Q; “ q;sx where the nonzero
off-diagonals are given by
q;sx “
ÿ
tfPF;:fpsq“xu
r;pf, sq, (4.8)
or, equivalently,
q;sx “
$’’’’’’&’’’’’’%
uc if x “ C;i psq ‰ R;i psq
uc ` ur if x “ C;i psq “ R;i psq
pz ´ s11 ´ s21qur if x “ R;i psq ‰ C;i psq
pz ´ si1qun if x “ N ;i psq,
(4.9)
with i “ 1, 2.
However, as mentioned there is some redundancy in the state space here, since any
two states which are equivalent up to row swapping are equivalent for our modelling
purposes (with the two copies being only arbitrarily indexed as the first and second
copy). Of course, it is optimal to minimize the size of the state space for computational
purposes, and thus we will present a version of the model with a minimal ‘reduced’
state space. To that end, we define the following relation on S;,
Definition 63 (Row-equivalence).
Define binary relation Ø on S; by s Ø x if either s “ x or swapping the rows of s
yields x. We say s and x are row equivalent.
Clearly Ø is an equivalence relation.
Definition 64 (Reduced State space S).
The reduced state space S is defined to be the quotient set of S; by Ø. Each equivalence
class is represented by its member with the largest first row sum, or in the case of equal
row sums, the largest first entry, i.e. s such that, if sØ x then,
s11 ` s12 ě x11 ` x12, (4.10)
and, in the case of equality in (4.10),
s11 ě x11, (4.11)
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If the equality holds in both (4.10) and (4.11), then s “ x. This can be seen by noting
that s1i “ x2i, so the two equalities hold only if the rows of s are equal, and hence
s “ x. Thus the representative is unique, as required. This associates the first row of
representative state s with the copy which has undergone the most mutations, and in
the case of a tie, the most deleterious (i.e. not neofunctionalizing) mutations.
Definition 65 (Order of s).
We define the order of state s P S, denoted |s| to be the number of elements in its
equivalence class under Ø, i.e.
|s| “ ||tx P S˚ : xØ su|| (4.12)
Clearly |s| “ 1 or |s| “ 2 for all s P S, since either the rows of s are equivalent, or
they are not.
We define functions on S as follows
Definition 66. (Reduced regulatory mutation function)
Rl is a function on S defined by Rlpsq “ x such that xØ R;l psq, x P S.
Definition 67. (Reduced coding mutation function)
Cl is a function on S defined by Clpsq “ x such that xØ C;l psq, x P S.
Definition 68. (Reduced neofunctionalization mutation function)
Nl is a function on S defined by Nlpsq “ x such that xØ N ;l psq, x P S.
We define F and rpf, sq analogously to F; and r;pf, sq, together with a bijection in
the same manner as we did previously.
The rates associated with the reduced functions are the same as they were for the unre-
duced functions, and like the unreduced functions, Ripsq “ Cipsq whenever si1 “ z ´ 1.
However whenever |s| “ 1, we also have R1psq “ R2psq, C1psq “ C2psq and N1psq “
N2psq. Then the generator for our Markov chain is given by Q “ qsx, with non-zero
off diagonals given by
qsx “
ÿ
tfPF :fpsq“xu
rpf, sq, (4.13)
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or, equivalently,
qsx “
$’’’’’’’’’’’’’’’&’’’’’’’’’’’’’’’%
2pz ´ 2s11qur if |s| “ 1, x “ R1psq
2pz ´ s11qun if |s| “ 1, x “ N1psq
2uc if |s| “ 1, x “ C1psq
uc if |s| “ 2, x “ Cipsq ‰ Ripsq
uc ` ur if |s| “ 2, x “ Cipsq “ Ripsq
pz ´ s11 ´ s21qur if |s| “ 2, x “ Ripsq ‰ Cipsq
pz ´ si1qun if |s| “ 2, x “ Nipsq,
(4.14)
with i “ 1, 2. Note that when |s| “ 1 we have s11 “ s21, hence the simplification of
the first line. Also, it is never the case that s Ø x with x “ Ripsq “ Cipsq, since
if s11 “ s12 “ 0 then Ripsq ‰ Cipsq, and otherwise Cipsq is not defined for s with
s11 “ s12. Thus, this case is not included.
Naturally, we would expect the subfunctionalization model (Section 3.1) and the sub-
and neofunctionalization model to be equivalent when the rate of neofunctionalization
is zero. Thus we tested consistency of the two models for un “ 0.
We consider the generator of the sub- and neofunctionalization model with the rows
and columns corresponding to the states which are inaccessible from s0 when un “ 0
(i.e. the ones associated with neofunctionalization) removed. Also, states associated
subfunctionalization are treated as a single absorbing state S (since the subfunction-
alization model treats it as such). Thus the transitions associated with Nipsq are
removed, and any transitions leading to s with s21 ‰ 0 are redirected to S.
In this case, the generators of the two models are equivalent up to the indexing of
the states. This can be seen by carefully examining Equation (4.13), which reduces
to Equation (3.2) with different notation,
qun“0sx “
$’’’’’’’’’’’’&’’’’’’’’’’’’%
2uc if s “ s0, x11 “ z
2zur if s “ s0, x11 “ 1
uc if 1 ď s11 ď z ´ 2, x11 “ s11 ` 1
pz ´ s11qur if s11 “ z ´ 1, x “ s11 ` 1 or x “ S
uc ` ur if s11 “ z ´ 1, x11 “ z
ur if s11 “ z ´ 1, x “ S.
(4.15)
The pseudogenization rate function for the sub- and neofunctionalization model can
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be defined analogously to Equation (3.34),
hptq “ e0e
Q˚tV P 1
1´ e0 peQ˚t ´ Iqq pQ˚q´1 V P 1
, (4.16)
where, V P is a ˚ˆ2 matrix of transition rates from the transient states into P , where
P “ tsp, spnu is the collection of states which correspond to pseudogenization (there
are only ever two in the reduced state space),
sp “
«
z 0
0 0
ff
, and spn “
«
z 0
0 1
ff
, (4.17)
with sp corresponding to the usual pseudogenization scenario, and spn correspond-
ing to the case where the preserved copy underwent neofunctionalization before the
pseudogenization of the other copy.
Further, the extension of the model to a population of gene duplicates evolving under
sub- and neofunctionalization is exactly analogous to the analysis in Section 3.7. The
log likelihood given by Equations (3.107) and (3.108), but with F˜ ptq taken as the
cumulative distribution of time to absorption into the states associated with pseudog-
enization from this model, i.e. the set tsp, spnu. We restate these here for convenience,
βptq “ β0p1´ F˜ ptqq, (3.107)
logpLθ|Dq “
ÿ
i
Di logpβpsiqq ´ βpsiq ´ Γ logpDi ` 1q. (3.108)
4.1.3 Results
In this section, we discuss the data-driven analysis of the model described in Sec-
tion 4.1.2. We have fit the model to the Mus musculus and Homo Sapiens data from
Section 3.8. We excluded the Canis Familiaris and Rattus norvegicus datasets on the
basis of the earlier analysis in Section 3.8, which showed these genomes to be unin-
formative. Further, we have tested the effect of including neofunctionalization on the
pseudogenization rate as compared to the subfunctionalization model in Section 3.1.
We examine a wide range of un with the remaining parameters fixed at biologically
realistic values. We calculate the probability of neofunctionalization, and the relative
probability of neofunctionalization before and after subfunctionalization given that it
occurs at all.
Fitting to the Mus musculus and Homo Sapiens genomes gave similar parameter esti-
mates (for the shared parameters) to the earlier model (with MLEs given in Table 3.1
of Section 3.8). The maximum likelihood parameter estimates of ur and uc for the
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two models were identical to at least the first 5 significant figures for both genomes.
The MLE for the neofunctionalization rate was un « 10´10 for both. un was similarly
small for all but z “ 2, for which un “ 2.52 ą ur “ 1.74, and un “ 2.37 ą ur “ 1.60
for Mus musculus and Homo sapiens respectively. The likelihood values themselves
were also essentially-equal to the subfunctionalization-only model (Section 3.8), which
would be preferred by either BIC or AIC (see Section 2.2).
As mentioned in Section 4.1, we expected that there may be identifiability issues in
fitting this model to data. Our reasoning was based on the conclusion from Chapter 3
that subfunctionalization alone could lead to survival distributions of the kind which
have previously been attributed to neofunctionalization. We did not find model iden-
tifiability to be a problem in practice, with a range of starting points converging to
the same maximum likelihood parameter estimates for ur, uc, and z. However there
was some variation in un. Moreover, for both genomes, the difference in likelihood
between un “ 10´10 and un “ 10´3 (with the other parameters at their MLE values)
was extremely small. The two likelihood values were equal up to the 6th and 5th signif-
icant figure for Mus Musculus and Homo Sapiens respectively. So, although we were
able to identify a clear maximum likelihood estimate, the parameter un in particular
would be associated with a wide confidence interval.
Our estimates were based on intervals with s “ 0.01, corresponding to roughly 1.1 mil-
lion years (as discussed in Section 3.8). As such, un « 10´10 implies that on average
1 out of every 1010 regulatory regulatory regions would neofunctionalize every 110
million years. With roughly 20000 genes in the genomes we examined, even assuming
all of these genes are targets for neofunctionalization at all times, with 3 regulatory
regions each un « 10´10 would correspond to the fixation of less than one beneficial
mutation on average over the entire history of life on earth. Clearly, un “ 10´10 is an
underestimate. Since the likelihood did not drop off significantly until un ą 10´3, esti-
mates closer to this end of the interval seem more realistic. In either case, our results
are suggestive of a very low rate of neofunctionalization as compared to regulatory
nonfunctionalization.
We computed hptq (Equation (3.34)) and hnptq (Equation (4.16) above) at the max-
imum likelihood parameter estimates of uc “ 20.1, ur “ 3.26, and z “ 3 from
the Mus musculus genome for a range of un. The rate for hptq, and hnptq with
un “ 0.001ur, 0.01ur and 0.1ur is shown in Figure 4.1. The rates were somewhat
divergent for un “ 0.1ur, but a ratio of 1 : 10 beneficial to neutral mutations in the
regulatory regions is extremely high, and it vastly exceeds the maximum likelihood
estimate of 4.8 ˆ 10´10. For the other values, the graphs were very close in a by-
Sub- and neofunctionalization for a pair of gene duplicates 117
eye examination, with un “ 0.001 indistinguishable by-eye from un “ 0 (noting that
hptq “ hnptq when un “ 0).
We calculated the probability of neofunctionalization before and after subfunctional-
ization (which is of particular interest). We treated the states associated with neofunc-
tionalization as absorbing, and computed the probability that the process (modified
such that neofunctionalization is absorbing) is eventually absorbed into states associ-
ated with neofunctionalization only, and with neofunctionalization following subfunc-
tionalization. We chose ur and uc as the MLE parameters from the Mus musculus
genome again. Figure 4.2 shows the probability that the process ever neofunctional-
izes as as a function of un in the range from 0 to 0.5ur for z “ 3, ..., 10. Figure 4.3
shows the probability of neofunctionalization before subfunctionalization conditional
on neofunctionalization occuring as a function of un for z “ 3, ..., 10, while Figure 4.2
shows the probability of neofunctionalization as a function of un (of course, this goes
to 0 as un does). Most likely un is orders of magnitude smaller than ur, since benefi-
cial mutations are expected to be very rare [42], and our fit to the Mus musculus and
Homo Sapiens genomes supports this.
Based on this analysis, it appears that neofunctionalization is not a significant contrib-
utor to the preservation of gene duplicates. Neofunctionalizing mutations appear to be
extremely unlikely during the timescales over which regulatory subfunctionalization is
resolved. Thus copies which do not undergo subfunctionalization are lost before neo-
functionalization has a chance to occur. Given that neofunctionalization does occur,
the probability (associated with the MLEs) that it occurs before subfunctionalization
was 0.80 for both genomes.
From the modelling perspective, this is an intuitive result, given that for z “ 3, after
subfunctionalization occurs the next non-neofuntionalizing mutation must lead to the
absorption of the process. As such, the window of opportunity for neofunctionaliza-
tion after subfunctionalization is likely to be much shorter than it is beforehand in
this case. However, this result only applies for the timescales over which regulatory
subfunctionalization is resolved, and should not be regarded as counter evidence to the
hypothesis that subfunctionalization plays a protective role in support of subsequent
neofunctionalization.
In reality, it is likely that neofunctionalization may occur over much larger timescales
— potentially, the non-functionalized regulatory regions would have a non-zero rate
of neofunctionalizing mutations, provided that the coding region remains intact. A
model in which the nonfunctionalized regulatory regions can become neofunctionalized
at some small rate may be more realistic in this sense, and the proportion of neofunc-
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Figure 4.1: Pseudogenization rate hnptq for un “ 0, 0.001ur, 0.01ur, 0.1ur with
uc “ 20.1, ur “ 3.26 and z “ 3, which were the maximum likelihood parameter esti-
mates associated with the Mus musculus genome. hptq is given by Equation (3.34),
while hnptq is given by Equation (4.16).
tionalization events preceded by subfunctionalization could only increase under such
assumption.
Rastogi and Liberles [97] concluded from a lattice model analysis that neofunctional-
ization was the ultimate fate for all preserved gene duplicates. They noted that sub-
functionalization could act to protect the genes from pseudogenization during short
timescales, and our results appear to support that hypothesis. Under our model, if a
gene is preserved at all, it is almost certainly due to sub- and not neofunctionaliza-
tion. Subsequent neofunctionalization is extremely unlikely in the event that one of
the copies becomes pseudogenized by null mutation in the coding region. Thus, for ne-
ofunctionalization to occur some other process must almost-always have preceded it to
preserve the duplicate pair, and subfunctionalization appears to be a likely candidate.
In this regard, our analysis can be thought of as providing an estimate of a lower
bound on the proportion of neofunctionalization events preceded by subfunctionaliza-
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Figure 4.2: The overall probability of neofunctionalization as a function of un for
z “ 2, ..., 9, (plots are strictly ascending in z) with uc “ 20.07, ur “ 3.26.
tion (which we estimate to be 0.2 for z “ 3, 0.35 for z “ 4, 0.46 for z “ 5 for the Mus
Musculus genome). Given the extremely low probability of neofunctionalization dur-
ing the timescale of our model, and the possibility for subsequent neofunctionalization
over a much larger timescale, the proportion of neofunctionalization events preceded
by subfunctionalization is likely much larger. A caveat is that processes other than
subfunctionalization (most notably dosage balance [116]) could play a similar role, but
based on this analysis neofunctionalization alone is not very likely.
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Figure 4.3: Probability that subfunctionalization occurs before neofunctionalization,
conditional on neofunctionalization occurring as a function of un for z “ 2, ..., 9, (plots
are strictly ascending in z) with uc “ 20.07, ur “ 3.26. When z “ 2 only one of sub-
or neofunctionalization can occur under the model.
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4.2 Preliminary work modeling the evolution of gene
families
In this section, we extend the model introduced in Chapter 3 from the case in which
there are two perfect copies of a particular gene to the case where there are n genes
comprising a gene family. We start with an intuitive discussion of the approach we have
in mind to model this situation, which is followed by a more rigorously defined model
using the procedure introduced in Section 4.1.2. We then discuss some computational
considerations of working with the model. This work is ‘preliminary’ in the sense
that we only construct the model and discuss computation, no analysis of the model
has been undertaken as yet. Further, the model introduced here is for the case of a
gene family of fixed size; ultimately, we would like to extend this model to allow for
additional duplication events to occur, and the size of the gene family to vary.
A gene family is a collection of genes all having arisen from duplication (or specia-
tion) events with some common ancestor. Gene families comprised of many different
numbers of genes have been observed in a range of extant genomes, and have been
found to diverge significantly along lineages. For example, Demuth et al. [32] analysed
the gene families of several mammalian species and found that ”more than half of the
9,990 families present in the mammalian common ancestor have either expanded or
contracted along at least one lineage.” In their analysis of a soybean genome, Nelson
and Shoemaker [86] found that 95% of gene families had 10 or fewer members. While
much larger gene families (including so-called superfamilies) are observed, we will be
interested primarily in modelling small families (i.e. up to 10 or-so members) to keep
things relatively tractable.
Consider a collection of n genes, all having arisen from duplication events with some
common ancestor gene. We assume that the z mutable regulatory regions and corre-
sponding functions that were associated with the ancestral gene are distributed among
the n gene family such that each function is present in at least one gene — each of
the n genes can have a functioning or non-functioning copy of each of the z regulatory
regions. Just as in the case with 2 copies (which can be thought of as a gene family
with 2 members), we assume that null mutations fix in the regulatory and coding
regions of each gene at Poisson rate ur and uc respectively.
For a fixed number z of regulatory regions, an initial model which comes to mind takes
as its state space the ˚ ˆ z binary matrices, where each row represents a gene, each
column represents a regulatory region, and a 1 in the pi, jq entry corresponds to gene
i having a working copy of regulatory region j.
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Then duplication events can be modelled by the insertion of an extra copy of an
existing row, say at Poisson rate ud for each existing gene, a null mutation in the
coding region can be modelled by row deletion, and null mutations in the regulatory
region can be modelled by replacing a 1 entry with a 0. Any row consisting entirely of
0s could be deleted. While such a model may not appear on first pass to be particularly
tractable, ensuring a higher rate of pseudogenization than duplication should allow
truncation of the state space, perhaps in the vein of matrix analytic methods [72],
or in a data-inspired method like the truncation we apply in Chapter 5. At the very
least, implementing a simulation via competing Poisson processes is straight-forward.
For such a process it may not be immediately obvious that any state should be ab-
sorbing, since new duplication events can always occur. However, the Markov model
constructed based on these ideas is reducible, and a class of essentially-similar (from
the biological perspective) final states exists. Intuitively we would expect that given
enough time the process will eventually reach a state in which all of the row sums are 1
(since rows consisting entirely of 0’s are deleted, and the row sum can only decrease).
This property will be preserved from then on; in fact, no state with a higher maximum
row sum than i is accessible from i, since there is no process by which a 0 entry will be
replaced by a 1. Since further evolution is of little interest once each gene is associated
with just one regulatory region, it makes sense to simplify the model such that any
of these states is absorbing. Alternatively, neofunctionalization could be included in
the model by the insertion of a column with sum 1, in which case the reducing row
sum property clearly would not hold, and the process would be modelled without any
absorbing states.
If the size of the gene family is fixed equal to n, and duplication events not allowed,
then we take the nˆ z binary matrices as the state space and treat coding mutations
as replacing an entire rows by 0’s, rather than deleting it. In this case, we might
treat any state for which each row not-entirely composed of zeros has an entry which
is the only 1 in its column as absorbing, as this is the condition for all genes in the
family to be protected by selective pressure under the subfunctionalization model. To
continue to model the process after subfunctionalization has occurred (e.g. to include
neofunctionalization), either those states for which all column sums are equal to one
(hence every regulatory region is represented in exactly one gene) could be treated as
absorbing.
Although the model need not necessarily be absorbing, the motivation for it it to be so
is that the biological process we are interested in is one of short (in evolutionary time)
bursts of evolution taking place during a period of redundancy created by an initial
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duplication event before eventual fixation. This is followed by long periods of rela-
tively little change. This is particularly relevant when considering subfunctionalization
alone, though perhaps less so when modelling the combined sub- and neofunctional-
ization process, due to the longer timescales over which neofunctionalization occurs
(as discussed in Section 4.1).
While this provides a sufficient framework for simulating the evolution of gene families
of fixed or dynamic size n, the complex state space does not make for a particularly
analytically tractable model. In either case, the naive model with the ˚ ˆ z or the
n ˆ z binary matrices has a lot of redundancy, and examining the state space alge-
braically will simplify the analysis somewhat. Since each of the genes and each of the
regulatory regions is treated as being equivalent, it is clear that many of the states in
the (implicit) models are equivalent from the biological perspective. In fact if state i
can be transformed into state j by any sequence of row or column swaps (or sequences
involving both), then i and j are biologically equivalent. This allows for the state
space to be significantly reduced by instead considering only the equivalence classes
under such swaps. We follow a similar model development procedure to that which
we applied to construct the neofunctionalization model in Section 4.1.2.
4.2.1 Model for gene families of fixed size n
With the intuitions outlined, we now move onto a more rigorous discussion, we will be
redefining some notation from earlier sections with the understanding that this section
constitutes a separate analysis.
Let B˚ be the n ˆ z binary matrices — i.e. the set of n ˆ z matrices whose entries
are either 0 or 1. Clearly ||B˚|| “ 2nz. There is an obvious bijection between B˚ and
the binary representation of the non-negative integers up to 2nz ´ 1; with leading 0’s
included (up to nz digits), the first z digits form the first row, the next z the second
row, etc.
We consider the evolution of a gene family, with a fixed number z of regulatory regions
in each gene, and for which the mode of evolution is regulatory subfunctionalization
alone. Consider a continuous-time Markov chain tXptq, t ě 0u with state space
S˚ “ ts “ rsijs : s P B˚,
zÿ
j“1
sij ě 1@ i “ 1, ..., nu, (4.18)
where sij “ 1 if the ith gene has a functioning copy of the jth regulatory region, and
sij “ 0 if it has a nonfunctioning copy, or a mutation in the coding region has led
to pseudogenization. Note that in the case where n “ 2 it is not necessary to track
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which copy particular mutations occur in, since in this case as soon as both copies
have a mutation fix, the process is absorbed. In the n ą 2 case, the dynamics of the
process depend on which gene undergoes mutation, and thus we introduce the binary
matrices to track this.
States for which
ř
i,j sij “ z are considered absorbing, since they correspond to each
subfunction being uniquely associated to one gene (the ultimate fate of a family of
genes under the DDC process [42]). Analogously to the construction in Section 4.1,
we define some propositions and functions operating on the state space S to simplify
the discussion.
Definition 69 (Subfunctionalization proposition 1).
Let Sipsq be the proposition
sij “ 1 for some j such that skj “ 0 for all k ‰ j, (4.19)
and Sipsq be its complement.
Proposition Sipsq is true precisely when gene i is protected by selective pressure, since
it is uniquely associated to some function.
Definition 70 (Subfunctionalization proposition 2).
Let Sijpsq be the proposition
sij “ 1 such that skj “ 0 for all k ‰ j, (4.20)
and Sijpsq be its complement.
Proposition Sijpsq is true precisely when regulatory region j of gene i is protected by
selective pressure. Note that Sijpsq ùñ Sipsq for all j.
To track the process until regulatory subfunctionalization is fully resolved, we intro-
duce the following proposition.
Definition 71 (Absorption proposition).
Let Apsq be the proposition ÿ
i,j
sij “ z, (4.21)
and Apsq be its complement.
Often we are interested in tracking the process only until the number of preserved
duplicates which will ultimately be preserved is resolved. In this case, we can replace
the absorption proposition by the following, and reduce the state space accordingly.
Preliminary work modeling the evolution of gene families 125
Definition 72 (Alternative absorption proposition).
Let A2psq be the proposition˜ÿ
j
sij ‰ 0 ùñ there exists j with sij “ 1, and
ÿ
k
skj “ 1
¸
or Apsq. (4.22)
We now define transition functions to handle regulatory and coding mutations, ex-
cluding those mappings which would correspond to biological impossibility.
Definition 73 (Regulatory-mutation function).
Function Ri˚j has domain SRij “ ts P S˚ : Apsq and Sijpsqu and is defined by, for all
s P SRij ,
Ri˚jprsklsq “ rskl1ppk, lq ‰ pi, jqqs, (4.23)
where 1p.q is an indicator function.
Definition 74 (Coding-mutation function).
We define function Ci˚ on SCi “ ts P S˚ : Apsq and Sipsqu by, for all s P SCi,
Ci˚ prsklsq “ rskl1pk ‰ iqs. (4.24)
Definition 75 (Transition function sets & rate function).
Let Fr˚ “ tRi˚ju,Fc˚ “ tCi˚ u and F˚ “ tFr˚ YFc˚ u and define function r˚ mapping F˚
to R by, for any f P F˚,
r˚pfq “
$&%ur if f P Fruc if f P Fc. (4.25)
Finally, we define an arbitrary bijection from S˚ to t1, 2, ..., ||S˚||u, and refer to both
state s and its mapping as s, with the understanding that where it appears in an index
we are referring to the integer.
We define the generator for our Markov chain to be matrix Q˚ “ rqs˚xs where the
non-zero off diagonals are given by
qs˚x “
ÿ
tfPF˚:fpsq“xu
r˚pfq. (4.26)
Just as in Section 4.1, the state space given above has a lot of redundancy in terms of
biological interpretation of the model, and thus we reduce it in an anologous manner
to the previous case.
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Definition 76 (Permutation-equivalence).
Let Ø be a binary relation on B defined by A Ø B if A can be transformed into B by
any sequence of row and column swaps (permutations). For such A,B we say that A
and B are equivalent up to permutation.
In the case of n ˆ n matrices, Ø can be conceptualised in terms of permutation
matrices, where AØ B if there exists a permutation matrix P such that AP “ B.
Proposition 21.
Ø is an equivalence relation.
Proof.
Any matrix reached by some sequence of permutations can be returned to by the
reverse sequence of permutations, thus Ø is symmetric. Further, any matrix relates
to itself under the trivial permutation (not swapping any row or column), thus Ø is
reflexive. Finally, transitivity can be seen by noting that if B Ø A and A Ø C, then
there exists a sequence of permutations mapping B to A, and one mapping A to C
— concatenating this sequence maps B to C.
Definition 77 (Binary Matrices up to permutations).
We define B to be the quotient set of B˚ by Ø.
The binary matrices up to permutations have received some attention in the literature,
e.g. Garriga et al. [44] focus particularly on finding representations with banded struc-
ture. However, for our purposes a banded structure offers no real advantage (since
the matrices represent states, and are not used directly for computation tasks). The
sequence of sizes of nˆn binary matrices up to permutations is listed in [107]. There
are 5624 such matrices for n “ 6 (compared to « 7ˆ 1010 total binary matrices), and
251610 for n “ 7 (compared to 6 ˆ 1014). Since we’re primarily interested in n ˆ z
matrices for z and n of similarly small values, this is encouraging. Since our reduced
state space (defined below) is a proper subset of the nˆ z binary matrices, this gives
an upper bound on the number of states.
Further, if we considered just one of row or column permutations, the equivalence
classes would be isometric to the symmetric group (see, e.g. [22]) Sn˚ , Sz˚ respectively,
where n˚, z˚ are the number of unique rows/columns. Since row and column swapping
is clearly commutative, it follows that the equivalence classes of Ø are isomorphic to
the permutation group Sn˚ ˆ Sz˚ , which is a subset of the symmetric group Sz˚n˚ .
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Thus, we can count the size of the equivalence classes via the orbit-stabiliser theorem,
or Burnside’s Lemma [22].
Both are informative results, but they do not offer much towards our model construc-
tion. To that end, we derive a few results ourselves;
Zˇivkovic´ [135; 134] describes a procedure for finding a representative in terms of lex-
icographic orders on the rows and columns. We define a similar order on rows and
columns to define a representative below.
Definition 78 (Representative matrix).
For each class of B, we define the representative matrix A as the member of its class
with row order such that, ÿ
j
Aij ď
ÿ
j
Akj for all i ă k, (4.27)
and, for any i ă k for which the equality in (4.27) holds, then either the rows are
identical, or
min
j
tAij “ 1 : Akj “ 0u ą min
j
tAkj “ 1 : Aij “ 0u, (4.28)
and (similarly) column order such thatÿ
i
Aij ď
ÿ
i
Aik for all j ă k, (4.29)
and for and j ă k for which the equality in (4.29) holds, then either the columns are
identical, or
min
i
tAij “ 1 : Aik “ 0u ą min
i
tAik “ 1 : Aij “ 0u, (4.30)
We say that A is the representative matrix of its class, or is in the representative form
for its equivalence class.
That is, the representative matrix A is the member of its class for which the zero
entries are as close to the northwest corner of the matrix as can be achieved via
permutations.
Proposition 22.
The representative matrix of each class is unique.
Proof.
Let A be a representative matrix — that is, let A satisfy the four relations (4.27)–
(4.29).
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Consider swapping rows i and k (i ă k) of A to form C ‰ A (of course, C Ø A).
Either
ř
j Aij “
ř
j Akj , or C does not satisfy (4.27).
If
ř
j Aij “
ř
j Akj , then C does not satisfy (4.28), since
tAij “ 1 : Akj ‰ 1u “ tCkj “ 1 : Cij ‰ 1u,
and
tAkj “ 1 : Aij ‰ 1u “ tCij “ 1 : Ckj ‰ 1u.
A similar argument applies for column swapping.
Thus any non-trivial row or column swap on A yields a matrix C which does not
satisfy the relations (4.27)–(4.29).
Suppose now that the minimal sequence of swaps to map from A to B involves ns row
and zs column swaps. Such a minimal sequence, in the sense that it involves the least
number of total permutations, exists, and is unique up to the order of application of
permuatations (as can be seen by considering the equivalence classes as permutation
groups). If ns` zs ą 0, then there is a row or column at which A and B disagree, and
the same argument above shows that B does not satisfy the relations (4.27)–(4.29).
Hence there is no B ‰ A for which B Ø A and B satisfies (4.27)–(4.29).
Remark 10.
A simple algorithm for transforming a matrix A into the representative form for its
equivalence class can be achieved by performing iterations of the full n! row-by-row and
z! column-by-column comparisons and swapping rows/columns according to Equations
(4.27)–(4.29) (so that each iteration involves n!` z! comparisons), stopping when an
iteration does not instigate any swaps.
For the small values of z and n we are interested in, the algorithm described in Re-
mark 10 is efficient. With n “ z “ 10 the representative is evaluated in approximately
10´3 seconds on a Xeon X5650 desktop computer. We will not need to compute rep-
resentatives for matrices much larger than 10ˆ 10, and for n “ z “ 50 the algorithm
remains quite efficient, with computation times of approximately 10´2 seconds. An
alternative is suggested by Zˇivkovic´ [135], who proposed a branch and bound algo-
rithm for finding representatives. However, for our purposes, the algorithm described
in Remark 10 is sufficient.
We define the reduced model anaologously to the procedure in Section 4.1.2.
Definition 79 (Reduced state space S).
We define the state space for the reduced model by S “ S˚ X B.
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Next, we define the reduced transition functions corresponding to the biological pro-
cesses of regulatory and coding null mutation, and rate function which associates these
processes with appropriate contributions to the transition rate.
Definition 80 (Reduced transition functions).
Let Rij be a function with domain S defined by Rijpsq “ x such that x „ Ri˚jpsq and
x P S.
Also let Cij be a function with domain S defined by Cijpsq “ x such that x „ Ci˚jpsq
and x P S.
Definition 81 (Reduced transition function sets & rate function).
Let Fr “ tRiju,Fc “ tCiu and F “ tFr Y Fcu and define function r mapping F to R
by
rpfq “
$&%ur if f P Fruc if f P Fc. (4.31)
Finally, we define another arbitrary bijection mapping S onto t1, ..., ||S||u and refer to
state s and its mapping under the bijection by s. Then the generator for our reduced
state process is Q “ rqsxs where the non-zero off diagonals are given by
qsx “
ÿ
tfPF :fpsq“xu
rpfq. (4.32)
4.2.2 Efficiently computing the state space and generator matrix
We now consider the problem of computing the state space corresponding to n-genes
and z-subfunctions, which we denote Snz , and associated generator. To this end, a
convenient notation for the states is given by specifying only the northwest corner s˚
of state s where the other entries are all 11s, i.e.
s “
«
s˚ 1
1 1
ff
. (4.33)
The state corresponding to a matrix full of 1’s (i.e. the state where all copies have a
functioning version of all regulatory regions) is notated as r1s.
A trivial, but computationally expensive method of generating the state space of the
model is to iterate over the full set of binary matrices via the integers from 0 to
2nz ´ 1. Any matrices with one-or-more columns summing to 0 are rejected. We then
use the algorithm described in Remark 10 to find the representative of each matrix’s
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equivalence class under Ø, and add each previously-unencountered representative to a
list. This is far from efficient, and iterating over the 216 binary matrices for z “ n “ 4
took approximately 54 seconds on a Xeon X5650 desktop computer.
A more efficient approach computes the state space without directly referencing the
binary integers. Starting from state r1s (from which all other states are accessible)
we iterate over the possible transitions from each discovered state using the transition
functions. We first apply the unreduced function and then put the resulting matrix into
representative form. The list of states is updated as transitions leading to previously
unidentified states are computed. This is advantageous since the generator can be
formed at the same time using Equation (4.32). The time to compute the state space
and generator for the case z “ n “ 4 (243 states), was 2.3 seconds, for n “ 6 z “ 3 (351
states) was 6.2 seconds, and for z “ 4, n “ 5 (948 states) was 33 seconds. However,
this procedure can be further improved.
Consider, for example, the transitions from r1s Ñ r0s, which occur at rate nzur. The
naive implementation of this approach references Rijpr0sq for each i, j from 1 to n, z
respectively. Each of the contributions of ur from rpRijq is added to the generator
after each reference. Each reference to Rijpr0sq requires an application of the sorting
algorithm to find the representative form r0s, sinceRijpr0sq is itself defined by reference
to Ri˚jpr0sq. Thus this transition alone requires 2nz matrix additions (subtracting 1
from r1ijs and adding ur to rqr1sr0ss) and nz applications of the sorting algorithm to
transform the nˆ z matrix with a 0 in the ij entry into r0s.
The r1s Ñ r0s transition is the most expensive to compute, but the others also feature
significant redundancy. Improvements can be made by counting the contribution to
the rate using the fact that if row (and column) i (j) are identical to row (and column)
k (l), then Rijpsq = Rklpsq (Proposition 23 below). Hence only one such entry needs
to be considered, with rates multiplied by the appropriate factor.
To that end, we define E “ tpi, jq : i “ 1, ..., n, j “ 1, ..., zu, and introduce an additional
equivalence relation.
Definition 82 (Entrywise-equivalence).
For fixed A P B˚, we define binary relation „ on E by pi, jq „ pk, lq if swapping rows i
and k of A yields A, and swapping columns j and l of A also yields A. We say that
the pi, jq and pk, lq entries of A are equivalent.
Definition 83 (Entrywise-equivalent pairs).
For a fixed A P B˚ we define EA to be the quotient set of E by „. We choose a
representative for each E P EA by the member with least lexicographical order, i.e. by
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pi, jq P E where i “ minktpk, lq P Eu and j “ minltpi, lq P Eu.
Proposition 23.
If pi, jq „ pk, lq then RijpAq “ RklpAq and CipAq “ CkpAq.
Proof.
Since pi, jq „ pk, lq, swapping row/column i, k / j, l of A yields A. It follows that
swapping rows i and k of Ri˚jpAq yields Rk˚lpAq, and hence Ri˚lpAq Ø Rk˚lpAq, thus
RijpAq “ RklpAq.
A similar argument applies for operator Ci.
The northwest corner notation is convenient for counting entrywise equivalent pairs.
The entries the in bottom right quadrant of Equation (4.33) can immediately be seen
to be entrywise equivalent. The entries in the bottom left quadrant are equivalent if
and only if their columns are equivalent, while those in the top right quadrant are
equivalent if and only if their rows are equivalent, both of which can be tested using
only the top left quadrant (northwest corner) s˚, which is (usually) a smaller matrix
than s. It is easy to count the number of entries in each quadrant using only the size
of s˚. If s˚ is n˚ ˆ z˚ then the bottom left quadrant is pn ´ n˚q ˆ z˚, the top right
quadrant is n˚ ˆ pz ´ z˚q, and the bottom right quadrant is pn´ n˚q ˆ pz ´ z˚q.
Further, by storing the generator Q (and subgenerator Q˚) in symbolic form, we can
then refer to this whenever we update the parameters uc, ur to avoid computing the
state space again. In MATLAB it is convenient to store as a complex matrix with
ur “ 1 and uc “ ?´1, which we denote Qnz . In this case finding the generator for
any previously considered combination of z, n is effectively instantaneous. We set
Q “ urRealpQnz q ` ucImagpQnz q. We have built a small library of these symbolic gen-
erator matrices (so far we have all combinations up to z “ n “ 5, with ∣∣∣∣S55 ∣∣∣∣ “ 5377),
which is updated whenever a previously unseen combination of z and n is computed.
With this, the procedure for computing with the model is then standard. However, it
remains the case that computing the matrix exponential is extremely time-consuming.
For n “ z “ 5 the computational time to calculate eQ with uc “ 3, ur “ 0.9 was « 10
minutes — clearly maximum likelihood estimation will require a high performance
computer.
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4.2.3 An alternative procedure for computing the state space
Another approach we considered was to directly compute the state space of Szn`1 or
Sz`1n from the known state space of Szn. With states identified as in Equation (4.33)
it follows that Sz1n1 Ă Sz2n2 whenever n1 ď n2 and z1 ď z2. We can consider the states
gained by incrementing z or n, and use this to calculate the state space. We have so
far only considered incrementing either z, or n, when the other is fixed to 2. This
approach could further optimise the procedure discussed in Section 4.2.2. However,
the procedure in Section 4.2.2 is sufficient to compute the appropriate state spaces,
which are then stored for future reference, so we have set aside further development
of this approach. Nonetheless, we outline our findings below.
Using the northwest corner notation, the state space for the case z “ n “ 2 can be
written,
S22 “
#
r1s, r0s,
”
0 0
ı
,
«
0 1
1 0
ff+
, (4.34)
with the states in the order they are written representing no functions having been
lost, one function having been lost, two functions having been lost in the same copy,
and two functions having been lost in separate copies respectively.
For z “ 3, n “ 2 we can write,
S23 “ S22 Y
#”
0 0 0
ı
,
«
0 0 1
1 1 0
ff+
, (4.35)
where the additional states represent three functions being lost in one copy, and two
functions being lost in one copy plus one in another copy.
For n “ 2, z ą 2, ∣∣∣∣S2z ´ S2z´1∣∣∣∣ = tz{2u ` 1. This can be seen by noting that all of
the combinations of z ´ 1 or fewer 0’s are already included in S2z´1, so the additional
states of S2z are all associated with z 0’s. Correspondingly, the number of 0’s each
of the (unordered) rows could be associated with are: 0 and z; 1 and z ´ 1; 2 and
z ´ 2; ... ; tpz{2qu and rpz{2qs. Thus ∣∣∣∣S2z ´ S2z´1∣∣∣∣ = tz{2u ` 1. There is an obvious
bijection between the unordered pairs and states introduced, with the larger of the
pair corresponding to the number of columns with a 0 in the first row and a 1 in the
second, and the smaller of the pair corresponding to the number of columns with a 1
in the first row and 0 in the second.
The pattern of incrementing n with z “ 2 fixed is slightly less obvious, but after a few
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enumerations it becomes quite clear, the first three cases are given by
S32 “ S22 Y
$’’&’’%
«
0
0
ff
,
«
0 0
0 0
ff
,
«
0 0
0 1
ff
,
»——–0 00 1
1 0
fiffiffifl ,
»——–0 10 1
1 0
fiffiffifl
,//.//- , (4.36)
and
S42 “ S32 Y
$’’’’&’’’’%
»——–00
0
fiffiffifl ,
»——–0 00 0
0 0
fiffiffifl ,
»——–0 00 0
0 1
fiffiffifl ,
»——–0 00 1
0 1
fiffiffifl ,
»————–
0 0
0 0
0 1
1 0
fiffiffiffiffifl ,
»————–
0 0
0 1
0 1
1 0
fiffiffiffiffifl ,
»————–
0 1
0 1
0 1
1 0
fiffiffiffiffifl ,
»————–
0 1
0 1
1 0
1 0
fiffiffiffiffifl
,////.////- ,
(4.37)
and the difference between S52 and S42 is$’’’’&’’’’%
»————–
0
0
0
0
fiffiffiffiffifl ,
»————–
0 0
0 0
0 0
0 0
fiffiffiffiffifl ,
»————–
0 0
0 0
0 0
0 1
fiffiffiffiffifl ,
»————–
0 0
0 0
0 1
0 1
fiffiffiffiffifl ,
»————–
0 0
0 1
0 1
0 1
fiffiffiffiffifl
,////.////-
ď
$’’’’’’’&’’’’’’’%
»———————–
0 0
0 0
0 0
0 1
1 0
fiffiffiffiffiffiffiffifl
,
»———————–
0 0
0 0
0 1
0 1
1 0
fiffiffiffiffiffiffiffifl
,
»———————–
0 0
0 1
0 1
0 1
1 0
fiffiffiffiffiffiffiffifl
,
»———————–
0 1
0 1
0 1
0 1
1 0
fiffiffiffiffiffiffiffifl
,
»———————–
0 0
0 1
0 1
1 0
1 0
fiffiffiffiffiffiffiffifl
,
»———————–
0 1
0 1
0 1
1 0
1 0
fiffiffiffiffiffiffiffifl
,///////.///////-
. (4.38)
More generally, the difference between Sn2 and Sn´12 is given by,$’’’’’’’’’’’’’&’’’’’’’’’’’’’%
»——–
0
...
0
fiffiffifl
n´1
,
»——–
0 0
...
...
0 0
fiffiffifl
n´1
,
»—————–
0 0
...
...
0 0
0 1
fiffiffiffiffiffifl
n´1
, . . . ,
»—————–
0 0
0 1
...
...
0 1
fiffiffiffiffiffifl
n´1
,
»———————–
0 0
...
...
0 0
0 1
1 0
fiffiffiffiffiffiffiffifl
n
, . . . ,
»—————————————–
0 1
...
...
0 1
1 0
...
...
1 0
1 0
fiffiffiffiffiffiffiffiffiffiffiffiffiffifl
n
,/////////////./////////////-
,
(4.39)
where the subscripts denote the number of rows of s˚ (as in Equation (4.33)), and
for the last collection, the number of 1’s in the first column never exceeds that in the
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second. i.e. for z “ 10, »————————————————————–
0 0
0 0
0 1
0 1
0 1
0 1
0 1
1 0
1 0
1 0
fiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffifl
(4.40)
is included but »————————————————————–
0 0
0 1
0 1
0 1
0 1
1 0
1 0
1 0
1 0
1 0
fiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffifl
(4.41)
is not. Thus, the number of states added by incrementing n with z “ 2 is easy to
calculate as
∣∣∣∣Sn2 ´ Sn´12 ∣∣∣∣ “
$&%2` pn´ 2q ` pn´ 1q ` pn´ 3q ` pn´ 5q ` . . .` 1 for n even2` pn´ 2q ` pn´ 1q ` pn´ 3q ` pn´ 5q ` . . .` 0 for n odd.
(4.42)
In order to find an iterative procedure to define Szn for any n, z, we need to be able to
either increment z for general n, or n for general z. The n “ 2, z “ 2 cases suggest
that incrementing z for general n is likely to be easier, and this is supported by our
numerical investigations up to now, which indicate that
∣∣∣∣Sn`1z ∣∣∣∣ ą ∣∣∣∣Snz`1∣∣∣∣.
Considering this, for any n incrementing z will add a set of states analogous to the
case with n “ 2 fixed, but instead of unordered pairs we have unordered n-tuples,
still with fixed sum z. Counting these states is equivalent to counting the number
of partitions of z into no more than n non-negative parts [23]. There is no explicit
formula for the number of partitions, but generating functions are available. Regard-
less, it is convenient to consider the partitions one-by-one (and put them in bijection
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with Snz`1 at the same time). However, this is not the full collection of states added
by incrementing z when n ą 2. We ultimately set this analysis aside in favour of
recursively computing the state space with the procedure described in Section 4.2.2.
4.2.4 Model for gene families of dynamic size
If we wish to model duplication events themselves, then the size of the gene family n
is no longer fixed (the number of regulatory regions z still is, though).
Having already considered the case of a fixed-size gene family, extending the model to
allow for additional duplication events is easy in principle. Here, we give a description
of the necessary modifications to the model introduced in Section 4.2 to account for
duplication.
We denote the state space for the case with n copies and z regulatory regions, and no
additional duplication by Snz (see Equation (4.18) and Definition 79). Then, we define
the state space for the case with additional duplication as follows.
Definition 84 (State space allowing for duplication).
We define the state space S by
S “
nmaxď
n“1
Snz , (4.43)
where nmax is the maximum allowed size of the gene family.
Transitions within states in Snz for fixed n occur with the same dynamics as in Sec-
tion 4.2, except that we delete any row full of 0’s.
We introduce an additional transition function to account for duplication.
Definition 85 (Duplication transition function).
Define Dipsq on S by the insertion of a copy of the ith row of s into the pi ` 1qth
position, with subsequent row positions incremented by 1. That is, Dipsq “ rDipsqkjs,
where
Dipsqkj “
$’’’&’’’%
skj for k ď i
spk´1qj for k “ i` 1
spk`1qj for k ą i` 1,
(4.44)
and s “ rsljs.
We define FD “ tDiu, and we extend the rate function such that rpfq “ ud for all
f P FD, where we have assumed that duplication occurs at Poisson rate ud for each
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gene in the family. Then the generator is given by the same expression as before
(Equation (4.32)), and a similar procedure to that which is described in Section 4.2.2
can be applied to compute it.
Remark 11.
In principle, nmax “ 8, however in practice, an appropriate truncation point can be
found. The rate of loss to pseudogenization (and hence, transition from Snz to Sn´1z )
will outweigh the rate of duplication (and hence, transition from Snz to Sn`1z ) for any
realistic parameters. Therefore, the process will enter the subset Snz with low probability
when n is large, and hence truncation is appropriate.
4.3 Discussion
In this chapter, we have outlined some extensions of our model from Chapter 3 to
account for a broader range of the potential dynamics of duplicate gene evolution. We
will be conducting further analysis of the evolution of gene duplicates, and the models
introduced in this chapter will be the starting points for this analysis.
In Section 4.1, we have outlined two models for the combined sub- and neofunction-
alization process. Also, we have performed some initial analysis of the second sub-
and neofunctionalization model. Our analysis indicates that any bias of our earlier
parameter estimates (Section 3.8) from the presence of gene duplicates undergoing ne-
ofunctionalization would be minimal, even for a very high rate of neofunctionalization.
Further, we have fit this model to the Homo Sapiens and Mus Musculus data from
Section 3.8. Based on this initial analysis, and subject to our modelling assumptions
we find that the probability of preservation due to neofunctionalization is extremely
low. We conclude therefore that neofunctionalization is not a major contributor to
the preservation of gene duplicates, at least over the time scales over which regulatory
subfunctionalization is resolved.
Neofunctionalization on the larger timescale would only be likely in the presence of
some other factor leading to the preservation of both duplicates, and subfunctionaliza-
tion is a likely candidate. Hence, our initial findings seem to support the hypothesis
of Force et al. [42] that subfunctionalization acts to initially preserve duplicates giv-
ing neofunctionalization the opportunity to occur over larger timescales. Inclusion of
a non-zero rate of neofunctionalization for nonfunctionalized regulatory regions, and
analysis of data where neofunctionalization has been empirically identified would be
illuminating.
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In Section 4.2 we have outlined models for the subfunctionalization process to describe
the evolution of gene families of fixed and dynamic size. We started by considering
fixed size gene families in Section 4.2.1. We applied a procedure to reduce an intuitive
model with extremely large state space to a model with much smaller state space.
We then considered the computation of the model’s state space, and its generator,
and outlined an efficient procedure for doing so. We then extend the fixed-size family
model to model duplication, and hence gene families of dynamic size, using the same
procedure.
The model development procedure itself is somewhat more abstract than the standard
approach, but circumvents the need to consider all of the possible transitions of the
large state space in detail. We are ultimately able to define a complex model in terms
of simple intuitions, together with some algebra.
It remains the case that numerical analysis of these models will be computationally
expensive, since their state spaces, while vastly reduced from the intuitive models, is
still quite large. In future, we will attempt to fit the dynamic-size gene family model
to gene family data; clearly this will require the use of high performance computing
infrastructure.
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Chapter 5
Microsatellites
Microsatellites are an important class of genetic markers. They have been used to
identify parentage or identity in forensic studies and to aid the construction of ge-
nomic maps [37; 21; 11]. They are also widely used in intraspecies studies to identify
population structure and to infer demographic history [26; 105; 4; 111; 16].
In order to make accurate inferences about populations from microsatellite data, re-
alistic models of how they evolve are required [37; 101]. The two most widely known
models are the stepwise mutation model (SMM) of Ohta and Kimura [89] and the infi-
nite alleles model (IAM) due to Kimura and Crow [64]. The SMM is generally thought
to be a more realistic approach for microsatellite mutation, and is the underlying basis
for most of the more detailed models. Models vary in complexity from simple random
walks where the length (in number of repeat units) can change up or down by one, to
more complex models where the probability of an expansion or contraction depends
quadratically on the current length [21; 130].
As noted by Ellegren [37], the evolution of microsatellites is a complex process af-
fected by many factors, these include the type of motif, the location in the genome,
and the rate of point mutation. Point mutation can introduce impurities into the
repeat sequence [47]. Furthermore, a variety of empirical studies have found evidence
that impure repeat sequences undergo mutation due to slipped-strand mispairing at
reduced rates relative to pure repeat sequences [74; 46; 125; 38; 57; 129].
Microsatellite data is regularly used in population studies, and many packages for
demographic analysis include models for microsatellite mutation, for example BOT-
TLENECK [94], MSVAR [113; 8] and DIYABC [26]. While some software offers users
the ability to choose between different microsatellite models, there are none which
offer models that account for microsatellite purity explicitly.
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Often in analysis, microsatellites are grouped together based on their motif-length.
Cristescu [27] found that grouping pure and impure microsatellites separately was
useful for inference on different timescales. In particular, Cristescu [27] noted that im-
perfect microsatellites may retain the signal for a bottleneck longer than more rapidly
mutating perfect repeats.
Imperfect (or impure) microsatellites are thought to fit more closely to the infinite
alleles model than pure microsatellites [25]. The infinite alleles model assumes that
there are infinitely many possible different variations of a genetic sequence across a
population. Intuitively, this is sensible, since there are a greater number of possible
imperfect than perfect repeat sequences, and hence back mutation (which does not
occur in the infinite alleles model) should be less likely. However, Harr [48] found that
a slippage event in an impure microsatellite can result in the removal of an impure
repeat. This suggests that not only can pure microsatellites become impure through
point mutation, but impure ones can become pure once again through slippage, which
indicates that pure and impure microsatellites should be treated together in a single
model.
Some authors have attempted to reconcile the slipped-strand mispairing and point
mutation processes, however these attempts have used schemes that disregard infor-
mation about microsatellite purity in order to maintain a one-dimensional state space.
Bell and Jurka [9] introduced the first model that attempted to include point muta-
tion, they treated point mutation as a process that broke up a single microsatellite
into two shorter ones. Kruglyak [68] treated point mutation as an event that truncates
the microsatellite. Other authors have proposed variations on this scheme [106; 20].
Such models necessarily simplify the effect of the build-up of impurities through point
mutation on the future evolution of microsatellites. These models do not account for
the effect of purity on the rate of slipped-strand mispairing, and they cannot model
the situation where a contraction in length removes an impure repeat unit, a situation
which [47] found empirically does occur. This is particularly problematic since each of
these models treats individual microsatellite as independent, but purifying mutations
of the kind observed by Harr [47] effectively merge two pure microsatellites into one
under these types of models, breaking the assumption of independence.
Cristescu [27] provides a convincing argument for the further investigation of imperfect
microsatellites in the context of demographic studies. It is clear that the structure of
microsatellites plays an important role in their evolution, and there is a divide between
pure microsatellites, thought to fit best to derivatives of the stepwise-mutation model
and impure microsatellites, which are usually handled with the infinite alleles model.
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Here we will introduce a series of related models which we have developed to attempt
to treat both pure and impure microsatellites by combining slipped-strand mispairing
with point mutation. The model at which we ultimately arrive is then fit to whole-
genome derived microsatellite data for nine animal species to test the hypothesis that
interruptions in the repeat sequence lead to a decreased rate of slipped-strand mis-
pairing, and to measure the size of this effect. The models themselves are essentially
similar, with the distinction between them being mostly the consideration of how to
handle fitting to the incomplete data which is available for microsatellite evolution.
We start by introducing our initial model for microsatellite evolution, and then discuss
the data-related considerations which led to further development of the model.
Remark 12.
As part of the research component of my honours degree [110], we investigated the ex-
isting microsatellite models extensively. We concluded by proposing a purity-dependent
model which would extend the general model of Wu and Drummond [130] to account for
interruptions in the repeat sequence. In keeping with the convention, this initial model
was a CTMC, which would admit a stationary distribution for most parameters. Un-
conventionally, it was a level dependent quasi-birth-and-death process (LDQBD) [13],
with the levels tracking the conventionally-modelled repeat number, and the phases
tracking the extent of impurity in the repeat sequence. This chapter discusses our
subsequent work refining and analysing this model.
5.1 Initial model
The model introduced in this section is a minor refinement of the one introduced in
my honours thesis [110].
To model the evolution of an individual microsatellite with repeat motif of length L,
we introduce the following process. Let tXptqu be a CTMC with state space given by
S “  pi, jq : i P timin, imin ` 1, ..., imaxu, j P t0, 1, ..., jimaxuu, (5.1)
where state pi, jq represents a microsatellite sequence comprised of i repeats of length
L, j of which contain at least one mismatch to the motif.
There is no well defined rule to say which sequences are microsatellites [21]. The
general consensus is that the minimum length threshold should depend on the motif
length L, but not in such a way that imin is fixed. As to how many impure repeat units
should be allowed, there is very little discussion of this in the literature — j “ i is too
large, since in this case every repeat unit is interrupted. If every repeat is interrupted,
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the sequence is hardly repetitive, and would be unlikely to undergo slipped-strand
mispairing at high rates. We leave aside the problem of defining cutoffs for now, but
note that the minimum repeat number imin is at least 2 and the maximum number of
impure repeats jimax ă i. In principle the maximum repeat number imax “ 8, but in
practice we will be truncating at some point, so we leave it unspecified.
{Xptq} has generator matrix Q “ rqpi,jqpk,lqs, where the non-zero off-diagonals are
given by
qpi,jqpk,lq “
$’’’’’’&’’’’’’%
rspi, jqβpiq for k “ i` 1, l “ j
rspi, jqp1´ βpiqq pi´jqi for k “ i´ 1, l “ j
rspi, jqp1´ βpiqq ji for k “ i´ 1, l “ j ´ 1
rmpi, jq for k “ i, l “ j ` 1,
the other off-diagonals all being zero. We will leave the expressions for the functions
rs, β, and rm aside for now, but note that:
• rspi, jq is the rate of slipped-strand mispairing, depending on the repeat number i
and the level of impurity j. We assume that any slipped-strand mispairing event
leads to a change in the repeat number by 1 (expansion) or ´1 (contraction). We
assume also that expansion events always lead to the introduction of a perfect
copy of the repeat motif. We further assume that slippage events are not phase-
altering, in the sense that they do not occur over multiple repeat units. That
is, a sequence with motif length L “ 3 could have the its first, second, and third
nucleotides removed by a contraction, but not the second, third, and fourth,
as this would alter the phase of the repeat unit. Out-of-phase nucleotides are
treated as mismatches to the perfect sequence of repeats.
• βpiq is the so-called bias function, with βpiq giving the probability that, given
a slipped-strand mispairing occurs, the event is an expansion (and p1 ´ βpiqq
the probability that the event is a contraction). β should be chosen such that
βpiq Ñ 0 as i Ñ 8, to reflect the empirically observed bias of long sequences
towards contraction, and ensure numerical tractability.
• rmpi, jq is the rate at which impurities are introduced to the repeat sequence by
point mutation. We assume that no point mutation events lead to the purifica-
tion of a repeat sequence.
• The probability that a slipped-strand contraction event leads to the removal of
an impure repeat unit is assumed to be equal to the proportion of impure repeat
units j{i.
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5.2 Microsatellite data
In principle, fitting a model such as defined above to some data should be very straight
forward (once the various functions are specified). Given that the process has a sta-
tionary distribution, we can use this to calculate the likelihood of some parameters
under the assumption that the observed distribution is at equilibrium.
Bright and Taylor [13] described a set of algorithms for calculating the stationary dis-
tribution (when such exists) of general level dependent quasi-birth-and-death processes
(LDQBDs) based on the generalisation of Latouche and Ramaswami’s logarithmic re-
duction algorithm. This method includes approximation for infinite state spaces, by
truncating at some appropriately chosen level. Subsequently, Baumann and Sand-
mann [5] and Phuang-Duc et al. [93] proposed a memory efficient algorithm, based
on a generalisation of continued fractions (with the two papers proposing essentially-
equivalent algorithms). Besides these sophisticated approaches, the traditional meth-
ods (using e.g. Gaussian elimination) are adequate when the state space is not too
large. We found that for this model, truncating at im˚ax “ maxti : βpiq ą u and solv-
ing via the MATLAB function mldivide (\) without exploiting the LDQBD structure
gave consistent estimates to the combined algorithms of Bright and Taylor [13], and
was computed in a shorter time (than my MATLAB implementation of the algorithms
on my desktop computer).
However, a more fundamental problem exists for fitting this model to data, even when
the state space is finite and the stationary distribution is easily calculated.
Implications of a systematic bias in microsatellite data
To define the state space explicitly (i.e. to choose imin, j
i
max, and potentially imax)
we need to decide which sequences should be regarded as microsatellites. There is no
general agreement in the literature even insofar as how many repeat units are required
to see characteristic microsatellite behaviour for uninterrupted sequences [21], let alone
how many interruptions should be allowed before a sequence is no longer regarded as
a microsatellite. It seems likely that there is no definitive answer to either of these
questions, and that characteristic microsatellite behaviour would need to be identified
on a per-locus basis, with any length or purity threshold used only as a guide in
identifying such sequences.
We sought to sidestep this problem by noting that we would ultimately be working
with a particular dataset provided by our colleague Dr. Bennet McComish, which
he derived from publicly available whole-genome data (see Remark 13 and Table 5.1
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below). The dataset comprises full descriptions of potential microsatellite loci for
the whole-genomes of nine animal species. The genomes were searched using Tan-
dem Repeats Finder (TRF) [10] with parameters chosen to be highly permissive of
interruptions in the repeat sequence. By considering the algorithm used by TRF to
identify repeat sequences, we define a boundary of precisely which sequences can be
identified with our choice of TRF parameters, and use this to inform our choice of
state space. There is no guarantee that TRF will identify any particular sequence,
but in the absence of some error in the program’s application of the Smith-Waterman
algorithm, it should not report any sequences of a well defined kind (discussed below).
Any microsatellite dataset derived from a whole-genome search by any particular soft-
ware will have similar constraints, depending on the alignment algorithm used to
score the sequences, and so this concept is generalisable to any whole-genome derived
microsatellite dataset.
Remark 13.
The genomes Dr. McComish used to generate the TRF datasets were obtained from
http://hgdownload.cse.ucsc.edu/downloads.html, aside from the penguin genome, which
can be found at http://gigadb.org/dataset/100006.
The builds used for each genome are given in Table 5.1 below.
Common name Scientific name Build
lizard Anolis carolinensis anoCar2
chicken Gallus gallus galGal3
zebrafish Danio rerio danRer4
platypus Ornithorhynchus anatinus ornAna1
human Homo sapiens hg19
lancelet Branchiostoma floridae braFlo1
fruitfly Drosophila melanogaster dm3
nematode Caenorhabditis elegans ce10
penguin Pygoscelis adeliae PYGAD
Table 5.1: Genome builds used to generate the TRF datasets used in this analysis.
Tandem Repeats Finder (TRF) [10] is a program for searching DNA sequences of
arbitrary length (including whole-genomes) for tandem repeat sequences, such as mi-
crosatellites. The TRF algorithm consists of two main components, a detection and
an analysis component. The detection component uses a statistical model to detect
sequences that are tandem repeats (with the possibility of interruption either by inser-
tions and deletions or point mutations) with high probability. The analysis component,
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and specifically its alignment procedure is of particular interest in terms of defining our
model. For each of the detected tandem repeat sequences, a candidate pattern for the
repeat motif is chosen from the sequence, and a Smith-Waterman style alignment [108]
is computed between the candidate and each of the copies comprising the sequence. A
second, so-called consensus pattern is chosen as the most frequently occurring series
of matches during the initial alignment, and the alignment is performed again using
the consensus pattern. Only those repeat sequences associated with alignment scores
above some threshold in the second alignment are ultimately reported by the program,
and thus any sequence for which the alignment to the consensus pattern scores below
the threshold will not be reported.
The TRF parameters Dr. McComish used to generate the dataset were the following:
match “2,
mismatch “´ 3,
indel “´ 7,
matching probability “80%,
indel probability “10%,
minimum alignment score “18,
maximum period “6. (5.2)
The mismatch penalty of ´3 is relatively low, as is the minimum alignment score of 18.
This ensures that tandem repeat sequences with several mismatches to the pure repeat
sequence will be included. The high indel penalty of ´7 was chosen to attempt to
minimise the number of sequences in the dataset with any insertion or deletion events
(indels), which we do not model, and thus this dataset is highly appropriate for our
purposes. Note that in many contexts, slipped-strand mispairing and various other
events would be referred to as insertions or deletions — here we specifically mean
insertions and deletions of a single neucleotide not corresponding to slipped-strand
mispairing. When the best alignment is gap-free (i.e. the sequences do not differ by
any insertions or deletions), then the alignment score is given by
S “
nÿ
i“1
spiq, (5.3)
where,
spiq “
$&%2 if ai “ bi´3 if ai ‰ bi. (5.4)
Given that we do not model indels, we discarded all sequences which were associated
with any insertions or deletion. Thus the alignment scores for the remaining sequences
146 Microsatellite data
should satisfy Equation (5.3), where A is the reported sequence and B is a sequence
of the same length composed of perfect copies the consensus pattern reported by TRF
(which we assume is the repeat motif). Since the number of mismatches in a sequence
associated with state pi, jq in our model is between j and Lj, it follows that sequences
associated with state pi, jq have alignment scores S such that
2iL´ jp3` 2Lq ď S ď 2iL´ 5j. (5.5)
Therefore, any state for which
18 ą 2iL´ 5j, (5.6)
would not be reported in the dataset, and we call such states unobservable.
On the other hand any state for which
18 ď 2iL´ jp3` 2Lq, (5.7)
would be guaranteed (assuming that it was detected during TRFs detection step) to
be reported, and we call such states observable.
The rest of the states are associated with some sequences for which S ą 18 and some
for which S ă 18 — we call these states partially observable. If we consider the TRF
output as a sample of the state of sequences under our model, then the procedure is
biased against partially observable states, with different levels of bias dependent on
the state.
Ideally (from a fitting perspective), we would choose imin and j
i
max such that all
states in the model would correspond to observable sequences. However this would
not be realistic from the modelling perspective, since we would expect mutations
corresponding to transitions between observable and partially observable states to
occur frequently. Since partially observed states will be under reported at various
levels in the dataset, it may be difficult to fit this model to data. One possible
approach would be to calculate the proportion of sequences which can be reported
by TRF (with parameters given in Equation (5.2)) corresponding to each state, and
calculate a modified distribution accordingly. On the other hand, the unobservable
sequences are not particularly problematic. Mutations corresponding to transitions
out of the space of unobservable states may be rare, in which case such states could be
treated as absorbing. Alternatively, if such mutations are not rare, we can calculate
the limiting distribution conditional on the process not being in an unobservable state.
Thus, to proceed, it is desirable to redefine the model in such a way that all states are
either observable, or unobservable — we will discuss this in Section 5.3 below. First,
we discuss the procedure we performed to prepare the data for model fitting.
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Post-TRF data handling
To summarise the procedure we used to prepare the data for model fitting, we
1. Grouped the data by genome and repeat length L — we have data for
L “ 1, 2, 3, 4, 5, 6.
2. Discarded all sequences with non-zero ‘percent indels’ as reported by TRF.
3. Performed pattern matching of the full sequence against the sequence of the
same length composed of perfect copies of the ‘consensus pattern’ which was
assumed to be the repeat motif, and determined the gap-free alignment score S.
4. Discarded the handful of sequences not obeying Equation (5.3).
5. Discarded any sequences with fewer than the minimum repeat-number thresh-
olds of 6, 5, 4, 3, 3 for sequences with motif-length 2, 3, 4, 5, 6 respectively (the
threshold for motif-length 1 sequences of 9 is imposed by Equation (5.3)).
6. Discarded the longest 1% of remaining sequences within each motif-length-
genome group.
To justify this procedure, consider the following:
1. Motif length is thought to effect the dynamics of microsatellite evolution [37; 21].
2. An indel event would alter the phase of any downstream nucleotides, leading to
significant miscounting of the number of mismatches. E.g. consider the sequence
CATCATCAT, and suppose an insertion of neucleotide G occurs at the fourth
position — the result is CATGCATCAT. The second sequence length is not an
integer multiple of the repeat number, and without allowing for the possibility
of gaps every character from the fourth position onward is a mismatch to the
perfect repeat sequence.
Compared to slipped-strand mispairing, indels are likely to be rare events, and
accounting for them would require a more complex model again, with the model(s)
under discussion here already representing a significant departure from the one-
dimensional models in the literature. Thus, at least until we have a good model
for point mutation and slippage alone, we will assume that no indels occur and
fit to only gap-free sequence data.
Note that for motif length L “ 1, there is no way to distinguish between indels
and mismatches, and the alignment algorithm with indel penalty ´7 and mis-
match penalty ´3 will always choose the gap-free alignment for these sequences.
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3. The ‘consensus pattern’ of length L reported by TRF is the best matching
sequence to the majority of length L consecutive subsequences, and hence is the
best candidate for the repeat motif.
4. Approximately one in one million of the remaining sequences failed to satisfy
Equation (5.3). A likely explanation for this comes from the fact that we used
TRF’s report of ‘percent indels’ to identify sequences with indels. Rounding
could lead to a large sequence with few (but non-zero) indels being attributed a
‘percent indels’ of 0.
5. These thresholds are in agreement with the base-pair counts of [128], rounded
to the nearest integer. This is, in our estimation, fairly representative of the
most commonly agreed on thresholds for characteristic microsatellite behaviour
(e.g. see [19; 41; 71; 62]), although there is plenty of disagreement [21; 61]. Some
authors have observed characteristic behaviour starting to occur in sequences
with only one repeat unit and one extra nucleotide [73]. Allowing for such short
sequences would result in a large proportion of the genome being identified as
microsatellite sequences. We wished to choose a threshold that would minimise
false identification of pure microsatellites, while allowing for at least one mis-
matches for most sequence lengths in the dataset; these thresholds achieved
that.
6. The vast majority of sequences are distributed around the smallest repeat num-
bers (not many more than 10 for short motifs, and fewer for longer ones).
However occasional observations of extremely-long (i.e. thousands of repeats)
sequences also occur. We wanted a cutoff to remove the longest observations
while preserving the majority of the data. In particular, we wanted to ensure
that the data ultimately used for the fit contained at least some observations
of all repeat-numbers included. We also expected long compute times for our
fitting, and had plenty of data available, so reducing the size of the state space
by excluding states corresponding to very-long and very-rare sequences was de-
sirable. The shortest 99% of sequences achieved both of these criteria.
Most of these datasets (grouped by genome and repeat number) had empirical distribu-
tions which (by inspection) decreased approximately exponentially in repeat number.
The distribution of mismatches within repeat number varied significantly, in some
instances appearing normally distributed, exponentially increasing or decreasing, or
roughly flat, and sometimes with spikes at some mismatch numbers. Figure 5.1 shows
an example of the exponential-like decrease in repeat number. Some of the motif-
length 2 and particularly motif-length 3 datasets had empirical distributions for which
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repeat number (but not mismatches) was bimodal, an example of which can be seen
in Figure 5.2. Many of the datasets had a large number of the shortest observable
impure sequences — this is particularly pronounced in the motif-length 5 datasets, as
well as some of the motif-length 4 and 6 had a large number short-impure sequences
as seen in Figure 5.3. A similar phenomenon can be seen in Figure 5.1, but in this
case the relative number of impure sequences is similar at larger repeat numbers.
Most of the datasets have more impure than pure repeats. In retrospect, this is
indicative that our TRF parameters were likely too permissive of mismatches. We
expect that the data is highly polluted with non-microsatellite sequence data (in the
sense that many impure sequences were likely not descendants of sequences undergoing
high rates of slipped-strand mispairing). However, this did not become clear until after
the data fitting (discussed in Section 5.5).
5.3 An intermediate model
The approach we applied to deal with the variable bias against partially observable
states was to redefine the model so that all states are either observable or unobservable.
This is easily achieved by tracking the total number of mismatches instead of the
number of interrupted repeats. The convention in microsatellite modelling is to track
the number of repeats [37; 101; 123; 130], and so a natural extension of this would be to
track the number of repeats which were impure. Such a model is in most senses simpler
than one which tracks the number of mismatches, but when it comes to fitting to data,
the discussion in Section 5.2 shows that the ‘simpler’ model is actually much more
complicated — not to mention that it is also a lower resolution model of the biological
process. To that end, we modify the model by interpreting j as the total number of
mismatches to the perfect repeat sequence. The state space is defined by the same
expression, but jimax could potentially be as large as iL (for the model in Section 5.1 it
was no larger than i). More precisely, here tXptqu is a CTMC (specifically a LDQBD)
with state space S given by
S “  pi, jq : i P timin, imin ` 1, ..., imaxu, j P  0, 1, ..., jimaxu(. (5.8)
State pi, jq corresponds to a sequence composed of i repeat units, having iL bases
in total, j of which are mismatches to the corresponding sequence of perfect repeats.
The process has generator matrix Q “ rqpi,jqpk,lqs, where the non-zero off-diagonals are
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Figure 5.1: Histogram of counts of sequences with different numbers of mismatches to
the pure repeat sequence, grouped by repeat number, for the motif-length 3 lancelet
dataset. Each cluster of bars represents a single repeat number, with the leftmost
(dark blue) bar representing the least-interrupted repeats, and the number of inter-
ruptions increasing to the right (light blue). This provides a typical example of the
repeat-number distributions seen among our 54 datasets. The high numbers of im-
pure sequences are likely due to misidentification of non-microsatellite sequences as
interrupted repeats.
given by
qpi,jqpk,lq “
$’’’’’’&’’’’’’%
rspi, jqβpiq for k “ i` 1, l “ j
rspi, jqp1´ βpiqqHpj ´ l, iL, j, Lq for k “ i´ 1, j ´ L ď l ď j
rmpi, jq for k “ i, l “ j ` 1
rppi, jq for k “ i, l “ j ´ 1.
(5.9)
In the first model (Section 5.1), a slipped-strand contraction event can potentially
remove an impure repeat unit, and the probability that it does so (given such an
event occurs) is modelled simply by the proportion of impure repeats j{i. This is
equivalent to assuming that the location of the impure repeats and the location of the
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Figure 5.2: Histogram of counts of sequences with different numbers of mismatches
to the pure repeat sequence, grouped by repeat number, for the motif-length 3 lizard
dataset. Each cluster of bars represents a single repeat number, with the leftmost (dark
blue) bar representing the least-interrupted repeats, and the number of interruptions
increasing to the right (light blue). This shows an example of the bimodal-like repeat
number distribution seen in some datasets.
repeat removed by a contraction event are both uniformly distributed.
Thinking of j as the number of mismatches now, it is possible for such an event to
remove up to L mismatches. To account for this, we assume that the probability that
such an event removes j ´ l mismatches is given by the hypergeometric distribution
Hpj ´ l, iL, j, Lq. The hypergeometric distribution Hpj ´ l, iL, j, Lq describes the
probability of j ´ 1 successes (mismatches) in L (number of bases removed) draws
without replacement from a population of size iL (sequence length) containing exactly
j successes (mismatches). As such, this is equivalent to assuming that the locations
of the mismatches and the locations of the removed repeat unit are both uniformly
distributed.
Since we track the exact number of mismatches, we now also account for the possibility
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Figure 5.3: Histogram of counts of sequences with different numbers of mismatches
to the pure repeat sequence, grouped by repeat number for the motif-length 5 lizard
dataset. Each cluster of bars represents a single repeat number, with the leftmost (dark
blue) bar representing the least-interrupted repeats, and the number of interruptions
increasing to the right (light blue). This provides an example of the large number
of short-impure sequences which are particularly prominent in the length 5 and 6
datasets.
that a point mutation event may remove a mismatch, by mutating the mismatching
nucleotide back into a matching one. We did not include these events in the first
model because we expect them to occur very infrequently (considering that two out
of three of the potential nucleotide replacements are also mismatches). To purify an
entire repeat unit could potentially take several such rare events, and we felt justified
in excluding this possibility. With this model tracking individual mismatches there is
no reason not to account for this, and so we assume that such mutations occur at a
rate given by rppi, jq.
While the state space of this model is moderately larger than that of the first, it
solves the problem of partially observable states in the dataset, and allows us to
proceed with model fitting. We can ensure that all states are observable by choosing
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jimax ď maxtj : 2iL ´ 5j ě 18u for all i, however it is not necessarily the case that
we wish to exclude the unobservable states from the model entirely. To that end, we
define the following subset of the state space.
Definition 86 (Set of unobservable states).
We define Su to be the set of unobservable states, that is
Su “ tpi, jq P S : 2iL´ 5j ă 18u, (5.10)
and we define S0 “ SzSu.
When ||Su|| ‰ 0, we define the following limiting probability conditional on the process
being in an observable state (conditional stationary distribution).
Definition 87 (Conditional stationary distribution).
For each j P So, assuming the limit exists and is independent of i we define
pioj “ lim
tÑ8
1
t
ż t
0
P pXpsq “ j | Xp0q “ i,Xpsq P Soq, (5.11)
such that ÿ
j
pioj “ 1. (5.12)
Given that the stationary distribution exists, the result
pioj “ pijÿ
iPSo
pii
, (5.13)
is immediately obvious.
Restricting the state space to only include the observable states is unrealistic, since
this would assume that the process of point mutation simply stops once a sequence
is at the boundary of observability. Therefore, we conclude that we should include at
least some unobservable states, and fit using Equation (5.13). However, this rationale
can be extended to justify selecting jimax “ iL, since there is no reason for point
mutation ever to stop. Any choice of cutoff for jimax will ultimately be arbitrary, and
so we choose jimax “ iL for exploratory analysis fitting this model to data.
Fitting the intermediate model to data was unsuccessful. The conditional stationary
distribution is prone to numerical instability. Parameters can be chosen such that the
stationary distribution has most of its weight in the unobserved states, leaving what
essentially amounts to noise to be fit to the data via the conditional stationary distribu-
tion. Often, the resulting vector is not a probability distribution, since approximately
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zero negative entries become moderately large. More often than not, these parameter
sets (when they result in valid probability distributions) were selected as maximum
likelihood estimates. Moreover, it is hard to trust the parameter estimates from such
an unstable optimisation routine, even when the final estimate is well behaved. Be-
sides these issues, it appeared that the likelihood was only locally optimal (we discuss
this further in Section 5.5.1, where the final model had the same problem). The results
of this fitting are mostly meaningless from a biological perspective. The preference for
distributions with almost all of the weight in the unobservable states does, however,
provide some suggestion that it is may be valid to treat the unobservable states as
absorbing.
Moreover, we note that as long as rpi, jq is decreasing rapidly in j, it follows that
transitions leading from Su to So are rare (but not the other way around). Therefore,
we reasoned that the best approach was to treat the unobservable states as absorbing.
The caveat is that it is not possible to use confidence intervals on the parameters of
rpi, jq to test the hypothesis that point mutation leads to a slowdown in the rate of
slipped-strand mispairing (as we had originally intended). We effectively assume such
effect by modelling the unobservable states as absorbing. Nonetheless, moving to an
absorbing model was clearly the best way forward, and this approach is inline with
the purported ‘life-cycle’ of microsatellites [85; 96; 114; 19]. This leads us to our final
model.
5.4 Final model
The final model is a modification of the intermediate model, so that all of the states
in Su are considered absorbing (and collapsed into a single absorbing state Am). We
include two additional absorbing states, As and Al corresponding to transitions which
would lead to pi, jq with imin ą i, and with imax ă i respectively. Absorption due to
the repeat sequence becoming too short is a biologically realistic feature (e.g. Kelkar et
al. [61] found that reduction in repeat number leads to ‘death’ of some microsatellites),
while absorption due to the sequence becoming too long is included as a diagnostic
to measure the success of truncation at imax. To summarise, in this case the model
tXptqu is an absorbing LDQBD, with state space
S “  pi, jq : i P timin, imin`1, ..., imaxu, j P N, j ď maxtj : 2iL´5j ě 18u(YA, (5.14)
whereA “ tAs, Am, Alu, and transient state pi, jq represents a microsatellite consisting
of i repeats, j of which are impure, and As, Am and Al are absorbing states representing
a microsatellite below the minimum length threshold, above the (level dependent)
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maximum mismatch threshold, or above the maximum length threshold respectively.
The model has generator matrix Q “ rqpi,jqpk,lqs, where the non-zero off-diagonals are
given by
qpi,jqpk,lq “
$’’’’’’&’’’’’’%
rspi, jqβpiq for k “ i` 1, l “ j
rspi, jqp1´ βpiqqHpj ´ l, iL, j, Lq for k “ i´ 1, j ´ L ď l ď j
rmpi, jq for k “ i, l “ j ` 1
rppi, jq for k “ i, l “ j ´ 1.
(5.15)
Here, Hpj ´ l, iL, j, Lq is the hypergeometric distribution giving the probability of
removing j´ l (which is between 0 and L) mismatches from a sequence of motif length
L comprised of iL base pairs, j of which are mismatches. For notational convenience,
we adopt the convention that transitions in Equation (5.15) which would otherwise
lead to pi, jq with i ă imin or i ą imax instead lead to As and Al respectively, and those
which would lead to pi, jq with j ą maxtj : 2iL ´ 5j ě 18u instead lead to Am. We
refer to the case in which imax “ 8 as the untruncated process. For the untruncated
process, absorbing state Al is inaccessible.
Now, we define subgenerator Q˚ to be the block matrix of Q which records the tran-
sition rates between the non-absorbing states pi, jq, and V “ rvAs ,vAm,vAls to be
a ˚ ˆ 3 matrix with (column) vectors vAs , vAm and vAl recording the rates of tran-
sition to each of the absorbing states. We have, with O denoting zero matrices of
appropriate sizes,
Q “
«
Q˚ V
O O
ff
. (5.16)
5.4.1 Specifying the model
To specify the model we need to assume some particular expressions for rspi, jq, βpiq,
rmpi, jq and rppi, jq. First, we assume that the rate of slippage, rspi, jq, depends lin-
early on the repeat number, and changes exponentially with the number of impurities,
and so let
rspi, jq “ pu0 ` u1pi´ 1qqcj , (5.17)
with the restriction that the parameters must take non-negative values. u0 is a pa-
rameter for the base rate of slipped-strand mispairing, and u1 is a parameter for the
change in rate per repeat unit. c is a parameter for the reduction in slippage rate with
impurity.
Linear dependence of slippage rate on repeat number has been used extensively in the
literature, e.g. [101; 9; 68; 130]. Higher order functions have failed to provide better
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fits than the simple linear dependence [101; 130], and this result was corroborated
by our initial analysis of the existing microsatellite models (conducted as part of my
honours degree [110]). A simple exponential decay function is conventional when
accounting for rate-reducing effects, and hence we chose to account for impurity by
multiplying our linear rate function by the factor cj . Having a relatively simple (single
parameter) dependence on purity keeps our function rs manageable and avoids over-
parameterization.
In the case that c “ 1, assuming that the unobservable states are absorbing is equiv-
alent to assuming that the buildup of impurities has no effect on the rate of slipped-
strand mispairing until a threshhold value, at which point the process stops entirely.
The threshold is assumed to be the at the boundary between the observable, and un-
observable states. This is not likely to be a realistic model for microsatellite evolution,
but it provides a point of comparison for the model with c ă 1. We refer to the case
with c “ 1 fixed as the purity-independent model, with the understanding that we
mean purity independent up to the cutoff of observably.
Next, we assume that the proportion of slippage events leading to expansions is given
by a modified logistic function,
βpiq “ 1
1` e´pb0`pi´1qb1q . (5.18)
Here, b0 is the bias constant parameter, and b1 is the bias linear parameter and; each
may take any real value. The probability of contraction is given by 1 ´ βpiq. This is
the same function used by Wu and Drummond [130] to determine the proportion of
expansion/contraction events. We found in our analysis of existing models (conducted
as part of my honours degree [110]) that this bias function was the best performing
when a suite of models was fit to whole-genome derived human, chimpanzee, and
penguin data, as measured by the AIC.
To investigate the importance of the bias parameters, we consider two other variations
of the model. The first is the no-bias model, in which b1 “ b0 “ 0, this fixes βpiq “ 0.5
for all i, so that there is no bias. The second is the constant bias model, in which b0
is free, but b1 “ 0, this results in an arbitrary constant bias. We will compare the
no-bias and constant-bias models to each other, and to the the full model via the BIC
(Equation (2.71)) in Section 5.2.
We further assume that the rate at which point mutations fix in each nucleotide is
given by some constant d ě 0, so
rmpi, jq “ dpiL´ jq. (5.19)
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Finally, we assume that a point mutation occurring in an already-mismatching nu-
cleotide results in a change to a matching one with probability one third (since one of
the three nucleotides it could mutate to is the correct one), hence
rppi, jq “ 1
3
dj. (5.20)
In the context where the relative content of nucleotides in the genomic region of
interest is known rppi, jq should be adjusted accordingly.
If d is fixed equal to 0 and c “ 1 then the transitions between the levels are independent
of the phase, and the phase is strictly decreasing, effectively reducing the model to a
birth-death process. Thus, if we fix j “ 0, d “ 0, c “ 1, the model reduces to a one-
dimensional model with repeat number as its only dimension, and it is an absorbing
(with As and Al now the only accessible absorbing states in this case) version of the
one-phase restriction of the general model introduced by Wu and Drummond [130].
If similar restrictions are placed on the intermediate model introduced in Section 5.3,
then it is precisely the one-phase version of Wu and Drummond’s model [130].
5.4.2 Limiting conditional distribution
In keeping with the standard procedure in microsatellite modelling, in which the sta-
tionary distribution of a CTMC is fit to the empirical distribution of allele lengths
using likelihood based methods (e.g. [101; 130; 21]) our first idea was to fit the model to
data using the Yaglom limit y, or equivalently in this case, the unique quasi-stationary
distribution (QSD) α [31]. Recalling Definition 49, a distribution α is called quasi-
stationary if, for all t ě 0 we have
p
α
ptq
p
α
ptq1 “ αptq “ α. (2.55)
For a finite irreducible state space, it is straight-forward to calculate the unique QSD
using eigenvector decomposition of the subgenerator Q˚. As demonstrated in [31],
the QSD is the normalised left eigenvector of Q˚ associated with the eigenvalue with
largest absolute real part. This can be computed in various ways, often by using the
MATLAB function eigs, which uses the Krylov–Schur Algorithm (due to Stewart [112])
to compute a subset of the eigenvectors. With the option ‘LR’ eigs returns only
the eigenvector associated with the eigenvalue with the largest absolute real part.
However, there are potential numerical difficulties in finding eigenvectors, although it
is straight-forward to do so in principle.
Another approach is to use the return map, calculating the stationary distribution
of the so-called ‘returned process’ in an iterative scheme. In the returned process,
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transition to the absorbing state is followed by immediate return to the transient
states according to some distribution m. The returned process is a non-absorbing
CTMC which, under suitable conditions, has unique stationary distribution, denoted
pim [121]. Ferrari et al. [40] showed that when the process is finite and irreducible, the
QSD α is the unique solution to α “ piα. Thus the QSD can be calculated by choosing
initial distribution m0 and then setting mn “ pimn´1 .
Below, we describe an equivalent scheme, with the interpretation that the iterates
are ratio of means distributions (Defintion 51). Specifically, αn`1j (defined in Equa-
tion (5.21) below) is the ratio of the expected time spent in transient state j to the
expected time to absorption given initial distribution αn. As noted by van Doorn and
Pollett [121] same interpretation can be applied to the return map, so that if α0 “ m0,
then αn “ mn for all n P N. Van Doorn and Pollett [121] further note that this inter-
pretation can be applied to calculate pim. Here, we discuss this approach explicitly,
and we show that under certain conditions the scheme (5.21) converges to y
α0
, even
when the transient set is reducible.
The iterative scheme can be performed as follows. Choose an initial distribution α0,
and for all n “ 1, 2, . . . while ||αn`1 ´ αn|| ă , for some tolerance , let
αn`1 “ αnpQ
˚q´1
αnpQ˚q´11 . (5.21)
When the procedure stops, αn is the approximate QSD as desired.
The difference between the iteration of Equation (5.21) and the iteration of the return
map m is how the iterates are calculated. When the return map is used explicitly, the
stationary distribution of the returned process is calculated at each iteration. This is
convenient as there are a range of efficient methods with which to find the stationary
distribution. However, if pQ˚q´1 and pQ˚q´11 are computed once and stored, then
each iteration of the scheme described above requires only three operations — being
multiplication of a matrix by a vector, a vector by a vector and a vector by a scalar.
Next, we show that when the QSD is unique, it is the unique stationary point of the
iterative scheme. A stronger result, guaranteeing convergence, is proved in terms of
the return map by Ferrari et al. [40].
Lemma 4.
If absorbing CTMC tXptqu has unique QSD α, then it is the unique stationary point
of the iterative scheme defined by Equation (5.21).
Proof.
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First, we prove that the QSD is a stationary point of the iterative scheme.
Let QSD α be the initial distribution of process tXptqu. Then (as per [31]) we have,
for any transient state i,
P pXptq “ iq “ rαeQ˚tsi. (5.22)
Combining Equations (5.22) and (2.55) we have, for all t ě 0,
α “ αe
Q˚t
αeQ˚t1
(5.23)
“fptq
gptq . (5.24)
However, α does not depend on t, so can express α exactly as a weighted average over
any arbitrary values of t as
α “ wpt0q
fpt0q
gpt0q ` wpt1q
fpt1q
gpt1q ` ...` wptnq
fptnq
gptnq
wpt0q ` wpt1q ` ...` wptnq , (5.25)
where the weight function wptq can be arbitrarily chosen (since fptq{gptq does not
depend on t, as per Equation (5.23)). In fact, we can write
α “
şb
awptqfptqgptqdtşb
awptqdt
. (5.26)
Now letting wptq “ gptq for all t ě 0 we have
α “
ş8
0 fptqdtş8
0 gptqdt
(5.27)
“
ş8
0 αe
Q˚tdtş8
0 αe
Q˚t1dt
(5.28)
“ αpQ
˚q´1
αpQ˚q´11 . (5.29)
Thus, the QSD α is a stationary point for the iterative scheme in Equation (5.21).
Next, we prove that any stationary point of the iterative scheme is a left eigenvector
of Q˚.
Suppose that α˚ is a stationary point, then
α˚ “ α
˚pQ˚q´1
α˚pQ˚q´11 , (5.30)
letting α˚pQ˚q´11 “ 1{λ, we have
α˚ “ λα˚pQ˚q´1
ùñ α˚Q˚ “ λα˚. (5.31)
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Thus, α˚ is a left eigenvector of Q˚, or at least a linear combination of eigenvectors
corresponding to the same eigenvalue — from uniqueness of the QSD and the following
argument we see that α˚ is indeed an eigenvector.
It follows from Theorem 1 of [121] that no eigenvector of Q˚, besides the one associated
with the unique QSD, can represent a probability distribution. Thus, if a stationary
point of the iterative scheme is a probability distribution, then it is the QSD.
Finally, we prove by mathematical induction that if α0 is a probability distribution up
to multiplication by a constant (i.e. element-wise non-negative or non-positive, with
at least one non-zero element), then αn is a probability distribution for all n P N`.
Consider Equation (5.21) with n “ 1
α1 “ α0pQ
˚q´1
α0pQ˚q´11 .
Clearly,
ř
j α1j “ 1 as long as αn has a non-zero element.
Now we show that α1 is element-wise non-negative, and hence is a probability distri-
bution.
Suppose α0 is element-wise non-negative. Then α0pQ˚q´1 is element-wise non-positive,
since pQ˚q´1 “ ´ ş8t“0 eQ˚tdt is element-wise non-positive. Further, α0pQ˚q´11 is
negative. It follows from Equation (5.21), that α1 is element-wise non-negative.
The argument when α0 is element-wise non-positive is analogous. In this case α0pQ˚q´1
is element-wise non-negative, and α0pQ˚q´11 is positive. Considering the form of
Equation (5.21), we see that α1 is element-wise non-negative.
Since α1 is element-wise non-negative, and
ř
j α1j “ 1, α1 is a probability distribu-
tion. The same argument shows that when αn is a probability distribution, αn`1 is
also a probability distribution. Thus, by mathematical induction αn is a probability
distribution for all n P N`.
Therefore, the QSD is the unique stationary point of the iterative scheme.
In this thesis, we are interested in the case of an irreducible transient set, for which a
unique QSD exists. Nevertheless, in the case of multiple QSDs, the proof can be ex-
tended. We show that, under certain conditions, if the scheme given by Equation (5.21)
converges, it converges to y
α0
.
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Lemma 5.
Consider a regular absorbing CTMC tXptqu with initial distribution α0, and Yaglom
limit y
α0
. For such a process, if the iterative scheme (5.21) (with initial distribution
α0), converges, then, given that
lim
tÑ8 limnÑ8 pαnptq “ limnÑ8 limtÑ8 pαnptq, (5.32)
it converges to y
α0
.
Proof.
The argument that any QSD is a stationary point of the iterative scheme is similar to
the one given for the unique QSD in Lemma 4.
Theorem 1 of [121] shows that α is a QSD if and only if it is x-invariant for Q˚
for some x ą 0. Equivalently, α is a QSD if and only if it is a left eigenvector of
Q˚, associated with some real eigenvalue λ ă 0, or it is a linear combination of such
eigenvectors. Equation (5.31) shows that any stationary point α˚ is such. Thus, any
stationary point of the iterative scheme is a QSD. Therefore, the set of fixed points
of the iterative scheme is precisely the set of quasi-stationary distributions, with the
condition that the starting vector α0 is a probability distribution.
Next, we show that given the condition (5.32), the scheme (5.21) converges to the
QSD associated with initial distribution α0 (i.e. to yα0
). First, from Equation (5.21)
with n “ 1, we have
α1 “ α0pQ
˚q´1
α0pQ˚q´11 .
Now applying Proposition 15, we have
p
α1
ptq “
α0pQ˚q´1
α0pQ˚q´11e
Q˚t
α0pQ˚q´1
α0pQ˚q´11e
Q˚t1
“ α0pQ
˚q´1eQ˚t
α0pQ˚q´1eQ˚t1
“ α0e
Q˚tpQ˚q´1
α0e
Q˚tpQ˚q´11 . (5.33)
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Taking the limit as tÑ8 we have
lim
tÑ8 pα1ptq “ limtÑ8
α0e
Q˚tpQ˚q´1
α0e
Q˚tpQ˚q´11
“
lim
tÑ8α0e
Q˚tpQ˚q´1
lim
tÑ8α0e
Q˚tpQ˚q´11
“
y
α0
pQ˚q´1
y
α0
pQ˚q´11
“ y
α0
, (5.34)
where the final line follows from the fact that y
α0
is a fixed point of Equation (5.21).
Therefore, from Proposition 16 we have y
α1
“ y
α0
. The same argument can be applied
for any n P N, so that y
αn
“ y
α0
for all n P N by mathematical induction.
Now suppose that αn converges to some α
1. That is, suppose
α1 “ lim
nÑ8αn
“ lim
nÑ8
αn´1pQ˚q´1
αn´1pQ˚q´11 . (5.35)
Since α1 is a fixed point of Equation (5.21), it is a QSD, and hence y
α1 “ α1. Applying
Proposition 16 we have
lim
tÑ8 limnÑ8 pαnptq “ α
1. (5.36)
However, for any fixed n P N, we have limtÑ8 pαnptq “ yα0 , as per Equation (5.34).
Thus, assuming Equation (5.32) holds, we have
α1 “ lim
tÑ8 limnÑ8 pαnptq
“ lim
nÑ8 limtÑ8 pαnptq
“ lim
nÑ8 yα0
“ y
α0
. (5.37)
A sufficient condition for Equation (5.32) is that limnÑ8 pαnptq converges uniformly.
In this case, the Moore–Osgood Theorem (see e.g. Lemma 5 of [84]) shows that the
interchange of limits is valid. We conjecture that Lemma 5 could be strengthened —
since αn is a weighted average of distributions, all of which are equal to αn´1Pptq for
some t ě 0. This intuition suggests that
∣∣∣∣∣∣αn ´ yα0∣∣∣∣∣∣ ă ∣∣∣∣∣∣αn´1 ´ yα0∣∣∣∣∣∣.
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We now consider some numerical experimentation to compare the computation time
of the scheme (5.21) to the equivalent scheme explicitly iterating the stationary dis-
tribution of the return map.
To test the convergence time of the scheme (5.21), we calculated the average time to
find one QSD from a random starting vector using the iterative scheme with  “ 10´15,
and the norm being the element-wise maximum absolute difference. For comparison,
we also calculated the average time to compute the QSD with the standard implemen-
tation of the return map, i.e. using Gaussian elimination to calculate the stationary
distribution of the returned process (with the same error), and using eigs (with default
tolerance 10´14). We averaged the compute times for
• 100 randomly generated processes with the property that the subgenerator ma-
trix was 10ˆ 10 with n zero entries in the off-diagonals for each n “ 0, 1, . . . , 90;
• 10 randomly generated processes with the property that the subgenerator matrix
was 100ˆ100 with n zero entries in the off-diagonals for each n “ 0, 100, . . . , 9000;
and
• 10 randomly generated processes with the property that the subgenerator
matrix was 1000 ˆ 1000 with n zero entries in the off-diagonals for each
n “ 0, 10000, . . . , 900000.
The non-zero off-diagonal entries were all iid and drawn from a uniform distribution.
Between the ratio of means implementation (Equation (5.21)) and the return map
(see e.g. [3]), the ratio of means implementation was universally associated with sig-
nificantly reduced computation times. The ratio of means scheme (5.21) was also
associated with reduced computation times compared to eigs for the 10 ˆ 10 and
100ˆ 100 matrices, but with increased times for the 1000ˆ 1000 matrices. Also, the
scheme (5.21) was prone to occasional very-slow convergence as compared to its me-
dian convergence time (observed mostly in the 10 ˆ 10 case with more simulations).
Table 5.2 shows the quartiles for compute time associated with each set of matrices
and each numerical scheme.
We tested a few hundred randomly generated processes with 10000ˆ 10000 subgener-
ator matrices as well, and found that eigs was about 20 times faster than the iterative
scheme in this case. We expect that the gap continues to widen as the matrices be-
come larger. It should also be noted that for the case where multiple QSDs exist, the
iterative scheme finds just the one QSD associated with its starting distribution. On
the other hand, eigs can calculate the full set of linearly independent QSDs.
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Ratio of means Return map
Q1 Median Q3 Q1 Median Q3
10x10 0.0004 0.0006 0.0025 0.0012 0.0019 0.0076
100x100 0.0006 0.0007 0.0009 0.0064 0.0071 0.0088
1000x1000 0.052 0.053 0.056 0.70 0.71 0.76
eigs
Q1 Median Q3
10x10 0.0023 0.0023 0.0023
100x100 0.0054 0.0064 0.0071
1000x1000 0.015 0.016 0.017
Table 5.2: Compute-time quartiles to calculate the QSD using iteration of ratio of
means distribution, iteration of the the stationary distribution of the return map, and
the MATLAB function eigs. Units are seconds, and computations were performed by
a Xeon X5650 desktop computer.
Overall, the implementation (5.21) is much more efficient than explicit implementa-
tion of the return map. It is also competitive with the MATLAB function eigs for
calculating a QSD when the number of transient states is smaller than 1000, and faster
for small transient sets. The scheme (5.21) is convenient for finding the QSD asso-
ciated with a particular intial distribution, since the natural implementation of the
scheme does exactly that. If many QSDs are desired, eigs is clearly superior even for
small transient sets, since the full set of linearly independent QSDs can be computed
simultaneously. Besides this, the iterative scheme is stable whenever the inverse of the
subgenerator can be calculated and the decay parameter is not very small relative to
the precision of the computer.
A final note about the iterative scheme is that the mth iterate is given by
αm “ α0pQ
˚q´m
α0pQ˚q´m1 , (5.38)
which is trivial to demonstrate by induction.
Thus the scheme can be modified to calculate only every mth iterate, storing pQ˚q´m
and pQ˚q´m1 and proceeding in similar fashion. Calculating powers of the inverse
subgenerator matrix is time consuming, but powers of 2 are reasonably efficient to
compute by iterating pQ˚q´2k`1 “ pQ˚q´2kpQ˚q´2k as discussed in Section 6.9 of
Ross [100]. Another consideration is that the absolute value of α0pQ˚q´n1, and like-
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wise the components of α0pQ˚q´n, decreases rapidly with increasing m (see Remark 14
below). This leads to numerical instability if m is chosen too large (depending on the
subgenerator matrix). Regular renormalising steps provide the necessary stability for
practical computation.
We implemented the scheme with m “ 2, 4, 8, 16 for simulations of the 10 ˆ 10 and
100ˆ 100 matrices in the same fashion as above, except that we ran 100 simulations
for each of the groups of 100ˆ 100 matrices. For the 10ˆ 10 matrices, computational
time decreased with increasing m, however for the 100ˆ 100 matrices there was little
difference. We tested a handful of 1000ˆ 1000 matrices and found that increasing m
above 1 led to increases in computation time. Given that small matrices are already
very fast to compute with, there seems to be little advantage to the scheme (5.38)
compared to the scheme (5.21).
Remark 14.
For the case of a unique QSD, the decrease in α0pQ˚q´n is given by the decay param-
eter, being the negative of the eigenvalue Q˚ with largest absolute value, as discussed
in [121]. Unique or not, considering Equation (5.31) we have
α “λαpQ˚q´1
“λpλαpQ˚q´1qpQ˚q´1
“λ2αpQ˚q´2
“λ3αpQ˚q´3
...
“λnαpQ˚q´n, (5.39)
and λ is the decay parameter, or is an analogue to the decay parameter for the case
where no communicating class associated with the eigenvalue of maximal real part is
accessible from the starting distribution α0.
It is also possible to exploit the LDQBD structure of the model to calculate the QSD.
Discrete-time absorbing LDQBDs have recieved some attention in the literature [6; 7].
However, as shown by Kijima [63], and noted by Bean et al. [6], the QSD for the
continuous time process is equal to the QSD of the embedded DTMC (Definition 28
of Chapter 2). Thus, the results in [6; 7] can be applied to calculate the QSD of the
continuous time process by applying them to the embedded DTMC.
To truncate the infinite state space, we choose imax equal to the maximum observed
repeat number in the relevant subgroup of the dataset. Whenever the probability of
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absorption into Al is small, we reason that this represents a sufficient estimate of the
QSD for the untruncated model (since the probability the process visits states above
the level of truncation is low). If the probability of absorption into Al is not sufficiently
small, then we conclude that the parameters do not correspond to a good fit to the
data anyway (since the untruncated process spends a non-negligible amount of time in
biologically unlikely states), thus calculating the QSD with a higher truncation point
is unnecessary. However, the QSD was not the distribution upon which we ultimately
focused.
When the underlying process is not absorbing, it is justified to assume that given
the relatively fast rate of evolution of microsatellites, and the long timescales over
which evolution has been occurring they are highly likely to be observed at equilibrium
frequencies in genomes [21]. On the other hand, if the underlying process is absorbing,
there is no good reason to make this assumption. If microsatellites are born, evolve
for a time under slipped-strand mispairing, and eventually die (as has been suggested,
e.g. by Kelkar et al [61]), then the surviving microsatellites in contemporary genomes
may be disproportionately likely to be relatively young, and it is not reasonable to
assume that the population is at equilibrium. Thus, we define a different measure,
being a transient distribution for a population of microsatellites each individually
evolving by the process described above.
5.4.3 Extending the model to a population of microsatellites
So far, we have modelled the evolution of a single microsatellite over time. In practice,
we will be working with data from a population of microsatellites observed at a single
time, rather than a single microsatellite observed at many times. In the context of
a non-absorbing stationary model, this is not a major concern — by assuming that
the empirical distribution is (approximately) stationary, the procedure is simply to fit
the stationary distribution of the model to the empirical distribution. Here we will
make no such assumption, and we will fit the transient distribution of a population of
microsatellites evolving under the model described in the previous section to the em-
pirical distribution. In order to move away from stationary models, this consideration
is paramount.
Remark 15.
Hautphenne et al. [49] have considered this problem (in a population biology context) in
some detail and generality in their recent publication. Here, we have derived a similar
result to Lemma 3.1 in [49] and applied it to calculate the probability of observing a
microsatellite in a particular state at a particular time. The approach in [49] considers
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more general birth processes, and this would be a great place to start from in the further
development of non-stationary models both for microsatellites, and molecular evolution
more broadly.
We first consider the birth process, which gives rise to individual microsatellites within
the population. We assume a Poisson process to model the birth of microsatellites
(i.e. we assume that births occur at a constant rate). Suppose that observation of
the population of microsatellites occurs at a time t˚ and let T0 be a random variable
tracking the time of birth of an individual microsatellite. Notice that a microsatellite
of age t at time t˚ must have been born at time T0 “ t˚´ t. Since the birth process is
Poisson, it follows that T0 conditioned on 0 ă T0 ď t˚ is uniformly distributed [29; 100],
and hence has density function,
fT0pt˚ ´ t | T0 ă t˚q “ lim
Ñ0`
P pT0 P Ipt; q | T0 ă t˚q

“ 1
t˚ for all 0 ă t ă t, (5.40)
where Ipt; q “ pt˚ ´ t´ , t˚ ´ ts.
If we observe a microsatellite at time t˚, we know not only that it was born before
time t˚, but that it survived to time t˚ — that is, it has not been absorbed before
time t˚. Let Ta be a random variable tracking the time to absorption of an individual
microsatellite. Then, ignoring any potential errors in the process of observation, the
event that we observe a microsatellite at time t˚ is the same as the event that the
microsatellite was born before time t˚, and survived until at least time t˚ — i.e.
T0 ă t˚ ă Ta.
We wish to evaluate the probability that some microsatellite observed at time t˚ is
in some particular non-absorbing state s — this is the distribution we will ultimately
fit to data. In order to evaluate this distribution, we will need to find the probability
density function associated with the event that a microsatellite was born at time
T0 “ t˚ ´ t given that it was observed at time t˚.
By the definition of the probability density function, we have
fT0pt˚ ´ t | T0 ă t˚ ă Taq “ lim
Ñ0`
P pT0 P Ipt; q | T0 ă t˚ ă Taq

. (5.41)
Now, consider the probability that a particular microsatellite was born in the interval
Ipt; q, conditional on that microsatellite having been observed at time t˚, given by
P pT0 P Ipt; q | T0 ď t˚ ă Taq “ P pT0 P Ipt; q, T0 ď t
˚ ă Taq
P pT0 ď t˚ ă Taq
“ P pt0 P Ipt; q, t
˚ ă Ta, T0 ď t˚q
P pT0 ď t˚, t˚ ă Taq . (5.42)
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For notational convenience, we will denote P pT0 P Ipt; q | T0 ď t˚ ă Taq by P p. . .q
within the context of this argument, and apply some equality preserving manipulation
to the right hand side of Equation (5.42).
First we multiply by 1 to get,
P p. . .q “ P pT0 P Ipt; q, t
˚ ă Ta, T0 ď t˚q
P pT0 ď t˚, t˚ ă Taq
P pT0 P Ipt; q, T0 ď t˚q
P pT0 P Ipt; q, T0 ď t˚q . (5.43)
Next, we apply the definition of conditional probability, and again multiply by 1, to
get
P p. . .q “ P pt
˚ ă Ta | T0 P Ipt; q, T0 ă t˚qP pT0 P Ipt; q, T0 ď t˚q
P pT0 ď t˚ ă Taq
P pT0 ď t˚q
P pT0 ď t˚q . (5.44)
Again applying the definition of conditional probability (in both the numerator and
denominator) we have
P p. . .q “ P pt
˚ ă Ta | T0 P Ipt; qqP pT0 P Ipt; q | T0 ď t˚q
P pt˚ ă Ta | T0 ď t˚q , (5.45)
applying an obvious corollary of Equation (5.40) we have
P p. . .q “ P pt
˚ ă Ta | T0 P Ipt; qq t˚
P pt˚ ă Ta | T0 ď t˚q . (5.46)
Now, we partion the region p0, t˚s into n equal size regions of length n, with the kth
such region denoted Ik “ ppk´ 1qn, kns — note that the interval Ipt, q is not one of
the Ik’s. We can think of Ipt, q as a sliding region over the interval p0, t˚s while the
collection over k of Ik form a proper partition of the interval. However, we are free to
choose  “ n, and we do so. Now, we can apply the law of total probability to the
denominator of Equation (5.46) to get,
P pT0 P Ipt; q | T0 ď t˚ ă Taq “ P pt
˚ ă Ta | T0 P Ipt; qq t˚řn
k“1 P pt˚ ă Ta | T0 P IkqP pT0 P Ik | T0 ď t˚q
“ P pt
˚ ă Ta | T0 P Ipt; qq t˚řn
k“1 P pt˚ ă Ta | T0 P Ikq t˚
“ P pt
˚ ă Ta | T0 P Ipt; qqřn
k“1 P pt˚ ă Ta | T0 P Ikq
. (5.47)
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From Equation (5.41) we have,
fT0pt˚ ´ t | T0 ă t˚ ă Taq “ lim
Ñ0`
P pT0 P Ipt; q | T0 ă t˚ ă Taq

“ lim
Ñ0`
P pt˚ ă Ta | T0 P Ipt; qqřn
k“1 P pt˚ ă Ta | T0 P Ikq
“ limÑ0` P pt
˚ ă Ta | T0 P Ipt; qq
limÑ0`
řn
k“1 P pt˚ ă Ta | T0 P Ikq
“ P pt
˚ ă Ta | T0 “ t˚ ´ tqşt˚
0 P pt˚ ă Ta | T0 “ t˚ ´ uqdu
“ Sptqşt˚
0 Spuqdu
, (5.48)
where Sptq is the survival function associated with the model described in Section 5.4.
Sptq gives the probability that the process has not been absorbed after evolving for a
time t.
From Theorem 10, given in Chapter 2, we have,
Sptq “ α0eQ˚t1, (5.49)
where α0 is the initial distribution of process tXptqu for microsatellites born at any
time t (which we assume does not depend on t), and 1 is a vector full of 1’s. Intu-
itively, notice that rα0eQ˚tss gives the probability that the process is in transient state
s “ pi, jq at time t, and summing the probability the process is in any of the transient
states gives the probability that it has not been absorbed. Thus, the probability den-
sity associated with the event that a microsatellite was born at time T0 “ t˚´ t given
that it was observed at time t˚ is given by
fT0pt˚ ´ t | T0 ă t˚ ă Taq “ SptqşT
t“0 Sptqdt
“ α0e
Q˚t1şT
t“0 α0eQ
˚t1dt
“ α0e
Q˚t1
α0peQ˚T ´ IqpQ˚q´11 . (5.50)
Now, we wish to calculate the distribution, in terms of the Markov chain tXptqu
defined in the previous section, of all of those microsatellites which survive to time
t˚. Noting that a microsatellite born at time T0 will have been evolving according to
Xptq for a time t “ t˚ ´ T0 at the time of observation t˚. The probability that some
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microsatellite is observed in a particular non-absorbing state s at time t˚ is given by,
P pXpt˚ ´ T0q “ s | T0 ă t˚ ă Taq
“
ż t˚
t“0
P pXptq “ s | T0 “ t˚ ´ t ă t˚ ă TaqfT0pt˚ ´ t | T0 ă t˚ ă Taqdt
“
ż t˚
t“0
P pXptq “ s | T0 “ t˚ ´ t ă t˚ ă Taq α0e
Q˚t1
α0peQ˚t˚ ´ IqpQ˚q´11dt
“
ż t˚
t“0
˜
rα0eQ˚tss
α0e
Q˚t1
¸˜
α0e
Q˚t1
α0peQ˚t˚ ´ IqpQ˚q´11
¸
dt
“
ż t˚
t“0
rα0eQ˚tss
α0peQ˚t˚ ´ IqpQ˚q´11dt
“rα0pe
Q˚t˚ ´ IqpQ˚q´1ss
α0peQ˚t˚ ´ IqpQ˚q´11 . (5.51)
We can write this in vector form as
pi˚pt˚q “ α0pe
Q˚t˚ ´ IqpQ˚q´1
α0peQ˚t˚ ´ IqpQ˚q´11 , (5.52)
where the sth element of pi˚pt˚q gives the probability of observing a microsatellite in
state s at time t˚. Here we refer to both the state itself, and the integer to which
it is associated with (by an implicit bijection from S to t1, .., ||S||u) as s, with the
understanding that the appropriate interpretation should be easily discernible from
context.
Note that the limit as t˚ Ñ8 of Equation (5.52) is given by
lim
t˚Ñ8pi
˚pt˚q “ α0pQ
˚q´1
α0pQ˚q´11 . (5.53)
Thus, if the time of observation is sufficiently large relative to the rate of mutation,
the distribution approaches the ratio of means discussed in Section 5.4.2. This is
in keeping with the physical interpretation of limtÑ8 pi˚pt˚q as the distribution of a
population of microsatellites born with distribution α0 which has been evolving for
sufficiently long to reach equilibrium.
When t˚ “ 0, the expression in Equation (5.52) is undefined, however we note that
the integral leading to Equation (5.52) is 0 when t˚ “ 0, so pi˚p0q “ 0. This too is in
keeping with the physical interpretation, since at time 0 the birth of microsatellites
has not yet begun.
Non-dimensionalization of time
We can think of the parameters of our model as being of two distinct types — the
parameters u0, u1 and d are rate-determining parameters, with u0 and u1 determining
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the rate of slipped-strand mispairing, and d determining the rate of point mutation.
The other parameters, b0, b1 and c are rate-modifying parameters, with b0 and b1
determining the ratio of slippage expansion/contraction events, and c determining the
proportion of the relative rate at which sequences with different numbers of interrup-
tions to the repeat structure evolve.
The rate-determining parameters warrant some further explanation, as it is important
to realize that these are only meaningful relative to each other. Consider two sets
parameters with distinct rate-determining parameters given by θ “ ru0, u1, ds and
θ1 “ ru10, u11, d1s giving rise to generators Q and Q1 respectively. Now suppose that
θ “ kθ1 for some k P R, and that each parameterization has the same rate-modifying
parameters. It follows that Q “ kQ1, since the rate-determining parameters are
linear while the rate-modifying parameters act as coefficients to them. Notice from
Equation (5.52) that
α0pekQ˚t˚ ´ IqpkQ˚q´1
α0pekQ˚t˚ ´ IqpkQ˚q´11 “
α0peQ˚kt˚ ´ IqpQ˚q´1
α0peQ˚kt˚ ´ IqpQ˚q´11 . (5.54)
Thus the constant t˚ can be absorbed into the parameters u0, u1 and d through their
scaling k (i.e. we can set t˚ “ 1 without loss of information). Hence Equation (5.52)
becomes
pi˚ “ α0pe
Q˚ ´ IqpQ˚q´1
α0peQ˚ ´ IqpQ˚q´11 . (5.55)
Thus, we can fit the transient distribution directly to data without needing to treat
time as a parameter of the distribution. On the other hand, if we were to fit an
equilibrium distribution, we could by similar reasoning fix d “ 1 and reduce the
number of parameters of the model. As such fitting the transient distribution is still
relatively computationally expensive than assuming that the process is at equilibrium.
However, there is a lot to be gained by avoiding making the assumption that the
empirical distribution is at equilibrium.
In particular, the non-dimensionalization of time provides a direct means of testing
whether the empirical distribution really is at equilibrium. If the parameters inferred
from fitting to data are such that pi˚ « limt˚Ñ8 pi˚pt˚q (given in Equations (5.53)
and (5.55) respectively), then we can infer that the empirical distribution is at equi-
librium. In this case, the relative clock d will not be informative, since any (larger)
scaling k of the rate-determining parameters would lead to approximately the same
fit.
On the other hand, if the inferred parameters are far from equilibrium, then we
can make some inferences about the overall rate of mutation. The interpretation
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of the Poisson rate parameter as an average number of events per unit time [100]
is useful here. In this sense, provided that the process is far from equilibrium, the
non-dimensionalization of time in Equation (5.55) is equivalent to scaling the rate-
determining parameters such that d is the expected number of point mutations that
the oldest microsatellite sequences (born close to time 0) in the genome would have
undergone per nucleotide by the current time (t˚ “ 1). Thus, we can use d as a relative
clock.
The interpretation for u0, u1 is philosophically similar, but less direct, since they are
not precisely the rates of some mutational process, but rather phenomenologically-
motivated parameters of rate rpi, jq, at which slipped-strand mispairing events occur.
We can interpret u1i` u0 as the average number of slipped-strand mispairing events
the oldest microsatellites in the genome would have undergone per unit time during
which they were in state pi, 0q, but this is not as helpful as the interpretation of d.
Similarly, cj can be interpreted as the proportion of slipped-strand mispairing events
a sequence with j interruptions would undergo relative to an uninterrupted sequence
of the same length.
The model at the population level combines the model for the evolution of individual
sequences with a birth process. So far, we have thought of these as distinct, interacting
models; this is convenient for formulation and analysis of the model. It is worth noting,
however, that the combined process is itself a Markov chain. The state space of the
population-level model is SP “ tA “ rAijs : rAijs P Nu, where rAijs gives the count
of microsatellites in state pi, jq. Represented as a Markov chain, the population level
process is irreducible, and has stationary distribution equivalent to limt˚Ñ8 pi˚pt˚q
(given in Equation (5.53)), up to the total number of microsatellites (which is tracked
by the population level process, but lost to limt˚Ñ8 pi˚pt˚q).
We assume that all birth events lead to a new microsatellite in the shortest and
most pure state under the model pimin, 0q, such that α0 “ e1, a vector of 01s with
a 1 in the position corresponding to state pimin, 0q (which we define to be indexed
at 1). Although this is unlikely to be strictly true in reality, the prevailing thought
is that the majority of microsatellites begin their life-cycle as short and pure repeat
sequences [18; 61]. Kelkar et al. found that deletion (in the broader sense, not the
specific 1-nucleotide sense we use here) of interruptions was an important factor in the
birth of longer microsatellite sequences [61]. Our model already accounts for events
where interruptions are removed from a sequence of interrupted repeats, and such
events are likely to account for many of the ‘births’ of longer microsatellites. With
these considerations in mind, we think this assumption is a very reasonable one to
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make. We note however that all that is required to account for some different model
of microsatellite birth would be to adjust α0 accordingly.
5.5 Fitting the model to genome data
We fit the distribution in Equation (5.55) to each of the datasets using a maximum
likelihood approach and a combination of the MATLAB functions particleswarm and
fminsearch (Nealder Mead Simplex). We did this for each of the submodels discussed
in Section 5.4.1; the purity-dependent (c free) and purity-independent (c “ 1 fixed)
submodels, as well as the no bias (b0 “ b1 “ 0q and constant bias (b0 “ 1) submodels.
We calculated the BIC (Section 2, Equation (2.71)) for each.
The combination of particle swarm and downhill simplex was used to search a wide
range of the potential parameter space — we had no good intuition to direct the
search, except that d should not be much larger than u0`u1 and c should be between
0 and 1. Initial optimisation attempts suggested that downhill simplex alone was prone
to becoming stuck in local optima, with the parameter estimates depending on the
starting parameters chosen. Particle swarm (with local topologies) has the potential
to search a wide range of parameters without becoming stuck in local minima [12].
Thus, we used particle swarm to first attempt to find the region of the global optimum,
and then applied downhill simplex, to ensure that an optimum was found.
It should be noted that our search for parameter estimates encountered some signifi-
cant identifiability issues (see Section 5.5.1), and the following results should thus be
viewed with care.
The purity-dependent model achieved a better (lower) BIC than all others in 46 out
of 54 cases. For the other 8 datasets the purity-independent model was preferred.
These 8 were the motif-length 6 datasets for the human, penguin, fruitfly and ze-
brafish genomes, the motif-length 5 dataset for the lancelet genome, the motif-length
4 datasets for the nematode and fruitfly genomes, and the motif length 3 dataset for
the nematode genome.
There were also 8 datasets for which the estimated value of c was greater than 1
(which would imply that increasing impurity increases, rather than decreases the rate
of slipped-strand mispairing, and violate the assumption that the unobservable states
can be treated as absorbing). Only one of these overlapped with the previous 8 dis-
cussed, being the motif-length 4 nematode dataset. The remaining 7 datasets for
which the estimated value of c was greater than one were the motif-length 5 lizard,
nematode, platypus and fruitfly datasets, the motif-length 6 lizard, chicken, and platy-
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pus datasets. All 8 of these datasets had empirical distributions with a large amount
of weight on short sequences with one or more mismatches, as in Figure 5.3. The
model was not able to reproduce this behaviour. It is possible that many of the short,
impure sequences in these datasets were misidentified as microsatellite sequences, and
that the datasets were thus polluted with sequences which could not be expected to
be well-modeled by the model presented here. Alternatively, our specification of the
effect of mismatches in the repeat sequence might be insufficient for these cases.
We calculated the Kullback–Leibler divergence (Section 2, Equation (2.66)) from the
theoretical distribution of the purity-dependent estimates to the associated empir-
ical distributions as a measure of overall goodness-of-fit. We found that the KL-
divergence for the datasets in which c ą 1 was estimated, as well as for the datasets
for which the purity-independent model was preferred by the BIC were significantly
higher (mean 0.37 and 0.32 respectively) than the mean for the remaining datasets,
which was 0.17. Hence it appears that the estimates for which the purity-independent
model was preferred by BIC, and the ones for which a value of c greater than one was
chosen were mostly cases of the model failing to fit the data reasonably well. Of the
30 datasets associated with a KL-divergence ă 0.2, 3 had BIC scores favouring the
purity-independent model, one of which was unique in having c ą 1 (c “ 1.01).
In total then, 39 of our 54 datasets yielded estimates consistent with a purity-dependent
slowdown of slipped-strand mispairing. However, many were associated with rela-
tively poor fits as shown by the KL-divergence. Of the 30 datasets associated with
reasonably-good fits (KL-divergence ă 0.2), 27 were consistent with purity-dependent
slowdown of slipped-strand mispairing. All of the 30 datasets associated with KL-
divergences ă 0.2 were of motif-length 1–4, with 6, 7, 8 and 9 (each out of 9) of the
respective motif-length datasets associated with KL-divergences ă 0.2. It should be
kept in mind that this cannot be considered to be an unbiased test of the slowdown
effect.
Eleven datasets were associated with estimates for which the rate of point mutation
was larger than the rate of slipped-strand mispairing, at least for the shortest sequences
— all but two of which overlapped with the purity-independent-preferred or c ą 1
datasets discussed above. None of these were associated with KL-divergences less
than 0.2, and the remaining datasets were all associated with estimates for which the
rate of point mutation was either similar to, or an order of magnitude less than the rate
of slipped-strand mispairing for the shortest sequences. Note that the rate of slipped-
strand mispairing was assumed non-decreasing with sequence length, so the shortest
sequences were associated with the lowest rates of slipped-strand mispairing. This
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is consistent with the hypothesis that point mutation occurs at a rate one or several
orders of magnitude lower than that of slipped-strand mispairing for microsatellite
sequences.
Five datasets (all overlapping with the collection for which either c ą 1 was estimated
or the purity-independent model was preferred by BIC) had more than 1% probability
of being absorbed into the Al state used for truncation under the purity-dependent
model. The truncation was chosen to match the state space of the model to the state
space of the data, rather than being dynamically chosen based on parameters. Any
significant absorption into Al corresponds to this truncation having been inappropriate
for the estimated parameters. Since we discarded the longest 1% of data we consider
1%-or-so absorption into state Al to be acceptable, while results with more than 1%
absorption into this state are likely to be associated with erroneous estimates of the
transient distribution.
The values of c chosen for the majority of datasets were extremely small (median
5.54e´11) relative to the rate of slipped-strand mispairing (u1, the linear slippage
parameter had median 21). The parameter d associated with the rate of point mutation
was, for the most part, close to 10 (15 of 30 datasets with KL-divergence ă 0.2 and
21 of 54 total datasets had 9 ă d ă 11). 2 of the 30 with low KL-divergence had
d on the order of 103, while the rest were within an order of magnitude of 10. The
parameter d can be interpreted as the average number of point mutations undergone
by an average character in the sequence over the entire evolutionary history of the
sequence, including reversals.
There did not appear to be any associations within the parameters of the model or
between model parameters and motif-length. The KL-divergence scores for motif-
lengths 5 and 6 were clearly much higher than for the other datasets, Figure 5.4 shows
a box plot with KL-divergence against motif-length. However, we did not perform
any tests for statistical significance of this difference; firstly because any such analysis
would have been post-hoc, and secondly because the KL-divergence grouped by motif-
length did not conform well to assumptions of common statistical tests.
Of the two models with restricted bias parameters, the constant-bias model was pre-
ferred by the BIC in 27 of 54 total cases, and 20 out of the 39 for which the full model
had good KL-divergence scores. With the exception of 2 of the 27 cases in which
the constant-bias model was preferred, a bias parameter equal to, or very close to
1 (corresponding to all slippage events being expansions) was chosen. These results
were associated with higher rates overall rates of slipped-strand mispairing (u1 had
mean ratio 11 and ratio of means 2.7e´5) than the results for the full model, and with
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Figure 5.4: A boxplot showing the KL-divergence from the distribution of the model
fit to the data, to the empirical distribution of the data.
substantially higher values of c (mean ratio 1e10, ratio of means 0.79), correspond-
ing to a reduced effect of mismatch induced slowdown on the rate of slipped-strand
mispairing — thus higher base rates of slippage, and much higher relative rates for
impure sequences. They were also associated with higher rates of point mutation (d
had mean ratio 5.69 and ratio of means 1.98e´7).
The no-bias model was preferred by the BIC in 10 out of 54 cases, 8 of which were
associated with poor KL-divergence scores under the full model. The no-bias estimates
were associated with high rates of absorption due to slipped-strand contraction events,
which we expect are significantly overestimated under this model.
The full set of results is tabulated in Appendix A.
5.5.1 Model identifiability, and likelihood optimisation
The results of the fit to genome data were indicative of identifiability issues in the
model parameter selection. Initial attempts to fit using the MATLAB function fmin-
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search demonstrated that the (6 dimensional) likelihood surface had many local min-
ima, with estimates being dependent on starting parameters. We used a combination
of particle swarm and fminsearch to attempt to overcome this and find global minima,
however results (Section 5.5) included some fairly unintuitive estimates. We per-
formed a small suite of simulations with randomly generated parameters to test how
reliably the combined particle swarm and downhill simplex could retrieve simulation
parameters.
We found that the combined particle swarm and downhill simplex routine was insuf-
ficient to reliably estimate the simulation parameters, arriving at estimates that were
substantially different to the simulation parameters in all ten simulations. The esti-
mated distributions were close to the true distribution associated with the simulation
parameters as measured by the KL-divergence (on the order of 0.01 for eight out of
ten simulations). Thus, it appears that the model may not be identifiable. We did not
observe any two parameter sets which gave rise to the same distribution exactly, and
the model may be identifiable in the strict sense that the distribution is unequal when
the parameters are unequal. However, the difference in the distributions can be very
small, and in practice the model is not identifiable. This results in many local optima,
and the optimisation routine fails to find the (possibly non-unique) global optima.
As such, the estimates inferred above should be viewed with some scepticism. Based
on our simulations, even when the fit is good, the estimated parameters are likely to be
only local, and not global optima. To find true maximum likelihood estimates (which
are global optima) a careful analysis of the optimisation problem will be required.
With the parameters b0 and b1 fixed equal to the simulation parameters, the estimates
for the remaining parameters were consistently close to the simulation parameters (at
least up to scaling of the rate-determining parameters, as discussed in Section 5.4.3).
This suggests that the logistic bias function is too flexible to be used in this model. It
also suggests that the estimates associated with the no-bias version of the model are
likely to be true maximum likelihood estimates, since model parameters are highly
recoverable under this restriction. Even so, there are other reasons to be sceptical
of these estimates, namely that the data appears to include many observations of
non-microsatellite sequences, which is discussed further below.
5.6 Discussion
The results of this analysis are in-line with the predictions of a purity-dependent rate
of slipped-strand in microsatellite sequences. 39 of 54 datasets were associated with
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parameter estimates consistent with these predictions. However, the extremely-small
values of c estimated suggest that the sequences with mismatches to the repeat motif
are not undergoing slipped-strand misparing at any significant rate. Besides this, the
estimates are not likely to represent true maximum likelihood estimates, since the
optimisation routine did not appear to be finding global optima. The exception to
this is the no-bias submodel, for which the optimisation routine was able to find global
optima, and hence, maximum likelihood estimates.
Nonetheless, the estimates as they are suggest that a majority of the impure sequences
in our datasets are not undergoing slipped-strand mispairing at any substantial rate.
Almost all of the estimates had extremely low values of c, and this is true of the
no-bias submodel just as it is for the others. Even for the submodels associated with
low-quality estimates, there is no reason to think that the estimates should be biased
towards low values of c, except insofar as they produce close fits to the data. The fact
that almost every estimate was associated with very low values of c suggests that this
part of the parameter space resulted in the best fits to these data.
This could be partly explained by the phenomena of old-microsatellite loci being killed
off by the build up of point mutations. Intuitively we would expect these sequences
to undergo a slow collapse, as slippage slows to the point of absence and the gradual
process of point mutation eventually destroys the repetitive structure of the sequence
— such a long death-cycle would lead to many such sequences being identified by
TRF with our permissive parameter choice. It could also be partly explained by the
misidentification of repetitive sequences which are not really impure microsatellites,
in the sense of being a sequence which historically underwent high rates of slipped-
strand mispairing and has picked up one or more mismatches to the motif through
point mutation.
The very-low estimates for c provide some evidence that the absorbing model is a
good choice for impure microsatellite sequences. Under these estimates, the mutation
rate is effectively 0 well before the level-dependent absorbing boundary for all levels,
and as such assuming an absorbing boundary is well justified. The caveat is that
this could come down to the pollution of the data with non-microsatellite sequences.
Suppose that genuine microsatellite sequences in state pi, jq continue to evolve with
characteristic microsatellite behaviour. In this case, the boundary for absorption at
level i should occur at some j1 ą j. However, it remains a possibility that the major-
ity of sequences detected in state pi, jq would not be well classified as microsatellite
sequences, and would not undergo slipped-strand mispairing at any significant rate. If
this is the case, then our estimation of the rate of slipped-strand mispairing associated
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with state pi, jq will be significantly biased towards 0. We would, under such circum-
stances, simultaneously underestimate the appropriate absorbing boundary j1, and
overestimate the corresponding parameters of the microsatellite detection software.
Either way, we suspect that the effect of impure sequences in our data which are
undergoing high rates of slippage has been dominated by sequences which are not.
This is supported by the estimates of parameter c, as well as by the observation that
a majority of sequences in the dataset contain at least 1 interruption. Between this,
and the quality of the estimates of most of the submodels, we do not expect that our
estimates are representative of the behaviour of genuine microsatellite loci. A further
consideration based on this result is that the rate of slowdown by slipped-strand
mispairing might be better modelled with a steeper rate of decline than exponential,
for example, by cj
a
. In this way, very low rates of slipped-strand mispairing can be
attributed to highly impure sequences while slightly impure ones can retain a fairly
high rate.
It is likely that stricter alignment scoring parameters are required for whole-genome
derived sequences than we used here in order to reduce the probability of non-micro-
satellite sequences being reported. Further investigation with empirically-confirmed
microsatellite sequences, rather than the whole-genome derived sequences used here
would be very valuable. Fitting the model (with a more reliable optimisation pro-
cedure) to data from pure and impure sequences which are confirmed to be evolving
with characteristic microsatellite behaviour would yield estimates more representative
of bona fide impure microsatellites.
In some instances, the model failed to provide a good fit to the data as measured
by the KL-divergence from the theoretical to the empirical distribution. 30 of the
54 datasets resulted in KL-divergences less than 0.2, which represents a fairly good
fit, on the other hand some had scores as high as 0.7, which represents a very poor
fit. The worst fits were associated with the datasets for which parameter estimates
were not consistent with the predictions of a purity-dependent rate of slipped-strand
mispairing.
The scores for the motif-length 5 and 6 datasets appeared to be substantially worse
than for the shorter datasets. We suspect this was caused by our choice of very-
permissive TRF parameters resulting in samples polluted with sequences which would
not be well characterised as microsatellites. Intuitively it would make sense for this
to be a bigger problem for longer-motif repeat sequences, since a sequence of a fixed
length is more repetitive when the motif is shorter. We did not investigate this fur-
ther, as doing so would be little more than data-dredging at this point in the analysis.
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We hypothesise that a steeper motif-length dependent cut-off is appropriate for iden-
tifying impure microsatellite sequences than the sequence-length cut-offs suggested by
previous work on pure sequences, and this could be tested (on a different dataset, since
this data was used to generate the hypothesis) by fitting a purity-dependent model to
data with varying cut-offs and comparing the fit.
We found that the logistic bias function did not perform much better than a constant
bias as measured by the BIC. The constant bias was almost always selected so that
every slippage event was an expansion. Moreover, the bias function appeared to be
largely responsible for the identifiability issues we experienced in fitting the model
to data. It seems likely that the interaction between purity-based slowdown of the
slippage rate, and absorption by accumulation of impurities provides a sufficient alter-
native to a bias towards contractions in terms of the distributions which are attainable
under the model.
An intuitive explanation for this comes from considering a realisation of the individual-
level process under the assumption that every slippage event is an expansion, and
c « 0. In this case, the process is essentially a randomly-killed pure birth process.
Initially, the process is in state pimin, 0q, and has a low rate of transition to pimin`1, 0q,
or to pimin, 1q. Until the first phase-transition, the process behaves like a pure-birth
process, and transitions in the level variable occur at a monotonically increasing rate.
Thus, the expected time spent in each level is less than the last. As soon as the first
phase-transition occurs it is very unlikely that any further level-transitions will occur
before absorption, since c « 0 ensures that such transitions occur at approximately
zero rate. Some flexibility in terms of the relative time spent in each level is afforded
through the rate-determining parameters u0, u1 and d. Thus, although all of the
slipped-strand mispairing events are expansions, the inclusion of the phase variable
allows for the same kinds of distributions that would be attained under a bias towards
contractions.
Given the low quality of our parameter estimates, any conclusions drawn from this
analysis are extremely tentative. Notwithstanding this, we suspect that our data
(particularly for motif lengths 5 and 6) is overly polluted with non-microsatellite se-
quences. We suspect that this has led to the preference for very small values of c in
our attempt at parameter estimation. Further work will be needed to find a reliable
optimisation routine in order to get accurate parameter estimates. Once such a rou-
tine is determined, refitting the model to this data will allow us to investigate this
further.
Our model does not rely on the equilibrium assumption, which is often dubious in the
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context of biological evolution. The inclusion of point mutation provides an appropri-
ate relative clock with which to fit a transient distribution to data. Further, the model
accounts for the theorised life-cycle [18; 85; 96; 114] of microsatellite sequences from
birth to eventual death, rather than assuming omnipresent sequences which change
only in their repeat number. We believe that this makes for a meaningful progression
of microsatellite models in terms of biological realism. However, finding maximum
likelihood estimates with the model is difficult. As of now we do not have a working
routine to achieve this. If after careful analysis of the optimisation problem we can
find an appropriate routine, then data-driven analysis with this model can proceed.
Otherwise, some theoretical analysis is still possible. If parameters of the model can
be inferred from empirical work, then predictions about the life-cycle of microsatellites
can still be made.
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Chapter 6
Conclusions
In this thesis, we have developed and analysed models for duplicate gene evolution,
and models for microsatellite evolution, which are two key areas of interest in evolu-
tionary biology. In order to make accurate inferences in the context of evolutionary
biology, particularly in the highly model-based applications of phylogenetics, realis-
tic models for the evolution of sequences are required. The models constructed here
are based on the biological mechanisms driving the evolution of gene duplicates and
microsatellites, with each model representing a new mathematical perspective on the
biological processes. We have analysed these models and fit them to data, arriving at
new biological insights of the processes we model, as well as new mathematical results.
We detail these below.
We have constructed an absorbing continuous-time Markov model for the evolution of
a pair of gene duplicates evolving under the biological process of regulatory subfunc-
tionalization. The model is based on the mechanics of the duplication-degeneration-
complementation process described by Force [42]. We have introduced a modified-
cause-specific hazard rate in order to analyse the hazard rate in the context where
the process may have become immune to failure at some point in the past. We have
analysed this rate function in general, and in the specific context of duplicate gene
evolution. We have extended the model for pairs of gene duplicates to a population
of gene duplicates by modelling the birth of such pairs as a Poisson process, and de-
rived the distribution of pairs of gene duplicates preserved in the genome at any time.
We have fit this distribution to age data of preserved duplicates in four mammalian
genomes.
We have extended this model to model the evolution of a pair of gene duplicates
evolving under the combined processes of sub- and neofunctionalization. We have
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applied the general results derived in the analysis of the subfunctionalization-only
model to this model, and we have fit the model to the same dataset discussed in the
preceding paragraph.
Through the analysis of our models and data for the evolution of gene duplicates,
we have arrived at the conclusion that the pattern of gene duplicate preservation is
more consistent with sub- than with neofunctionalization. This finding contradicts
earlier model-based analysis of sub- and neofunctionalization [53], but supports the
hypothesis that subfunctionalization provides a protective mechanism allowing for
subsequent neofunctionalization [42; 97]. Future work will investigate the dynamics
of evolution of whole gene families using the model introduced in Section 4.2.4, using
the approach employed in Section 3.8.
We have developed a model for the evolution of fixed-size families of gene duplicates,
where multiple duplication events have taken place, which will be the subject of the
future analysis mentioned above. We have applied a procedure for model development
wherein an intuitive-to-develop, but intractable-to-analyse, model for a processes is
mapped to a less intuitive, but more tractable model. By doing so, we are able to model
all of the interactions between many gene duplicates without the need to explicitly
consider the full set of possible transitions of the process envisioned as a Markov
chain. In this way, we have provided a framework for modelling processes with simple
underlying mechanisms but complex rules determining when those mechanisms are
applied. We have outlined some computational considerations associated with this
model, including an efficient framework for computing the generator of the process.
We have further extended this model for the evolution of fixed-size gene families to
dynamic-size gene families, using the same procedure.
We have constructed a level-dependent quasi-birth-and-death model for microsatellite
evolution. The first discussion of this model was introduced during my honours [110],
but is significantly refined here. We have first constructed a model where the number
of repeat units, and number of repeat units which are not perfect matches to the
motif are tracked as the level-variable and phase-variable respectively. In light of
the consideration of whole-genome derived microsatellite data, we have redefined the
model such that the phase-variable tracks the number of mismatches at the level of
neucleotides, instead of the number of imperfect units. We have then considered two
models, one in which the process is absorbed at some level-dependent cutoff in the
number of mismatches, and one in which the process has no absorbing states. Our
initial analysis indicated that treating the buildup of impurities as absorbing is the
most realistic approach to modelling interrupted microsatellite sequences, and hence
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we proceeded with this model.
In consideration of the absorbing model, we have discussed the possibility of fitting a
limiting-conditional distribution to microsatellite data. Like the stationary distribu-
tion, which is very often fit to microsatellite data via likelihood-based methods, fitting
the limiting conditional distribution requires the assumption that data is observed at
equilibrium frequencies. We have considered an implementation of the return-map
iterative scheme in which the ratio of means distribution is computed in place of the
stationary distribution of the returned process. We have shown that this implemen-
tation is significantly more computationally efficient than the alternative, requiring
only vector multiplication in place of Gaussian elimination. We have also shown that,
under certain conditions, the scheme converges to the Yaglom limit associated with
the scheme’s starting vector, even for the case of a reducible transient set where the
Yaglom limit is non-unique.
We have developed upon the analysis we introduced for the evolution of gene duplicates
to derive a different distribution which is fit to microsatellite data. We have derived the
transient distribution of the population of microsatellites under the assumption that
the birth of microsatellites is a Poisson process. This provides a means to directly
test the often-used assumption that the empirical data is observed at equilibrium
frequencies, as a well as a means to fit to data regardless of whether it is or is not
at equilibrium. We have fit this distribution to data using analogous likelihood-based
methods to the stationary distribution, and we have used the rate of point mutations
as a relative clock so that we do not need to explicitly consider time as a variable.
The data-driven analysis of microsatellite evolution was less successful. Ultimately, we
were only able to conclude that the dataset which we analysed was too polluted with
non-microsatellite sequence data to make meaningful inferences about the evolution
of microsatellites. We have considered in some detail the difficulties associated with
whole-genome derived data for impure microsatellites which led to the pollution of
this data. Future work will fit the models for microsatellite evolution to a dataset
with stricter purity requirements, which will be submitted for publication along with
the results pertaining to microsatellite evolution discussed here.
All of the models we have constructed in this thesis operate at the level of individual
sequences (or pairs/families of sequences), and are based on the mechanics of mutation
which drive the evolution gene duplicates/microsatellites. Additionally, most of the
models we have constructed are absorbing continuous time Markov chains. Usually,
extension of individual-level models to the level of populations is achieved via the
stationary distribution, which requires the assumption that empirical distributions
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are observed at equilibrium frequencies (as well as models for which a meaningful
stationary distribution exists). For each of the absorbing models, we have extended
the individual-level model to the level of a population in a manner which does not rely
on the widely-used assumption that empirical distributions are observed at equilibrium
frequencies. This approach allows us to fit to data without the equilibrium assumption,
as well providing a means to directly test the validity of such assumption. We have
derived distributions for the population-level process in terms of the distribution over
the state space of the individual level process, and in terms of the distribution of ages
of surviving individuals. Both of these distributions can be calculated and fit to data
with no more work than is required to calculate and fit the stationary distribution, with
the exception that some particularly efficient methods exist for calculating stationary
distributions.
We apply these results in the context of the evolution of gene duplicates and mi-
crosatellites, and the results were derived specifically for the analysis of these pro-
cesses. Nonetheless, the approach in which we construct a model at the level of
individuals, and then extend the model to a population, can be applied more broadly,
and the results derived herein apply to models of this kind in general. It is likely that
models for other evolutionary processes could follow a similar development, and these
results could be applied directly. The results relevant to the modified-cause-specific
hazard rate are applicable to processes which can either be killed, or become immune
to subsequent killing; other applications could include any evolutionary process with
a binary model for selection, or epidemiological models, where immunity is conferred
to survivors of some disease. The results pertaining to the transient distribution of
the population are applicable to population processes where new individuals are born
with some fixed initial distribution. We have derived these results by employing re-
sults from the theory of absorbing continuous-time Markov processes, and the closely
related phase-type distribution. The results presented here represent further corollar-
ies to this theory. The scientific context serves as the impetus to consider a slightly
different perspective on this theory, and hence as the impetus for the derivation of
these results.
Future work will focus on further data-driven analysis with the models discussed here,
particularly the model for microsatellite evolution and the model for the evolution of
gene families of dynamic size. This will include application in a phylogenetic context,
particularly the application of our models for gene duplication in ancestral state re-
construction. A more theoretical development we are pursuing is the strengthening of
the result pertaining to the convergence of the ratio of means iteration to calculate
quasi-stationary distributions. We did not end up applying quasi-stationary distribu-
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tions here, but such distributions are of some practical and theoretical importance in
probability modelling more generally. Most practical applications are restricted to the
case where the quasi-stationary distribution is unique, but in the context where the
initial distribution of the process is fixed, this need not be the case.
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