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1 Introduction
En cherchant une repre´sentation du groupe Sch1 en termes des vecteurs propres de l’oscillateur har-
monique, Vinet et Zhedanov [8] ont trouve´ un exemple explicite d’un polynoˆme orthogonal matriciel
(abre´vie´ POM) infini. Dans un deuxie`me article [5], la me´thode de factorisation, base´e sur le texte
d’Infeld et Hull[3], est applique´e a` un proble`me de q-oscillateurs. On se demande s’il est possible
d’appliquer cette me´thode au proble`me de [8] et d’obtenir la meˆme matrice.
On commence par s’interesser a` l’origine des polynoˆmes orthogonaux scalaires. Ceux-ci sont en
fait des solutions de l’e´quation hyperge´ome´trique:
σ(x)y′′ + τ(x)y′ + λ = 0 (1)
En manipulant cette e´quation on obtient les deux proprie´te´s fondamentales d’un polynoˆme orthogonal:
une e´quation de re´currence a` trois termes et une relation d’orthogonalite´. Ces proprie´te´s, comme on le
verra dans la section 2, se ge´ne´ralisent a` des polynoˆmes orthogonaux matriciels.
Ensuite, on donne un exemple explicite de POM e´mergeant de l’article [8]. En plus de la relation
de re´currence et de la matrice de poids, le calcul explicite du POM sera donne´ dans la section 3.
Dans la section 4 on re´sume la me´thode de factorisation base´e sur l’article d’Infeld et Hull [3].
Apre`s avoir e´nonce´ les cinq the´ore`mes de base de la me´thode (sans preuves) on explique l’algorithme
de calcul des valeurs propres et fonctions propres de cette technique. Comme exemple, une partie du
proble`me de q-oscillateurs e´tudie´ dans [5] sera de´taille´e.
En dernier lieu, les calculs faits a` la section 5 sont l’application la me´thode de factorisation sur
les donne´es initiales du proble`me de [8]. En utilisant les proprie´te´s des sommes hyperge´ome´triques on
retrouvera bel et bien le re´sultat voulu pour les polynoˆmes de Charlier.
2 Polynoˆmes orthogonaux
Dans cette section, on montre l’origine, la de´finition et quelques proprie´te´s de polynoˆmes orthogonaux.
On utilise ensuite les polynoˆmes de Charlier comme exemple. La dernie`re e´tape consiste a` ge´ne´raliser
ces caracte´ristiques aux polynoˆmes orthogonaux matriciels.
2.1 L’origine des polynoˆmes orthogonaux
Une e´quation de la forme suivante est appele´e e´quation hyperge´ome´trique:
σ(x)y′′ + τ(x)y′ + λy = 0 , (2)
ou` σ(x) et τ(x) sont des polynoˆmes au maximum de degre´ deux et un respectivement et λ est une
constante.
Toute de´rive´e d’une solution est une solution d’une autre e´quation hyperge´ome´trique. Pour le voir,
il suffit de de´river l’e´quation (2) et d’effectuer la substitution v1 = y
′(x). On obtient alors:
σ(x)v′′1 + (τ(x) + σ
′(x))v′1 + (λ+ τ
′(x))v1 = 0 (3)
Puisque τ(x) + σ′(x) est une polynoˆmes d’au plus de degre´ 1 et λ+ τ ′(x) est une constante, on obtient
bel et bien un e´quation hyperge´ome´trique.
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On peut appliquer ce processus inde´finiment. En particulier, si on de´rive n fois la solution y et on
pose vn(x) = y
(n)(x), on obtient:
σ(x)v′′n + τn(x)v
′
n + µnvn = 0 (4)
avec
τn(x) = τ(x) + nσ
′(x)
µn = λ+ nτ
′ +
1
2
n(n− 1)σ′′
Forme auto-adjointe On peut e´crire (4) sous une forme plus pratique, dite auto-adjointe, en
multipliant par une fonction ρn(x) qui satisfait
(σρn)
′ = τnρn (5)
La forme auto-adjointe est donc
(σρnv
′
n)
′ + µnρnvn = 0 (6)
On remarque que si µn = 0 on obtient la solution triviale vn(x) = y
(n)(x) = const. C’est-a`-dire,
y(x) = yn(x) est un polynoˆme de degre´ n.
Orthogonalite´ Conside´rons maintenant les formes auto-adjointes des solutions yn(x) et ym(x)
(σρny
′
n)
′ + λnρnyn = 0
(σρny
′
m)
′ + λmρmym = 0
On commence par multiplier la premie`re expression par ym(x) et la deuxie`me par yn(x) et on soustrait
ym(x)[σ(x)ρ(x)y
′
n(x)]
′ − yn[σ(x)ρ(x)y′m(x)]′ = (λm − λn)ρ(x)ym(x)yn(x) (7)
Remarquons qu’on peut de´velopper le coˆte´ gauche de la fac¸on suivante (notation alle´ge´e)
ym[σρy
′
n]
′ − yn[σρy′m]′ = ym[(σρ)′y′n + σρy′′n]− yn[(σρ)′y′m + (σρ)y′′m]
= ym[σ
′ρy′n + σρ
′y′n + σρy
′′
n]− yn[σ′ρy′m + σρ′y′m + σρy′′m]
= σ′ρymy′n + σρ
′y′nym + σρymy
′′
n − [σ′ρyny′m + σρ′y′myn + σρy′′myn]
= σ′ρ(ymy′n − yny′m) + σρ′(y′nym − y′myn) + σρ(ymy′′n − y′′myn)
= (σρ)′(ymy′n − yny′n) + σρ(ymy′′n − y′′myn)
=
d
dx
(σρ(ymy
′
n − yny′m))
=
d
dx
(σρW (ym, yn)) ,
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ou` W (ym, yn) est le Wronskien de ym et yn . En revenant a` (7), on obtient
(λm − λn)ρ(x)ym(x)yn(x) = d
dx
(σ(x)ρ(x)W (ym(x), yn(x)))
La dernie`re e´tape est d’inte´grer le tout pour x allant de a a` b.
(λm − λn)
∫ b
a
ρ(x)ym(x)yn(x)dx = σ(x)ρ(x)W (ym(x), yn(x)) |ba (8)
Ou` suppose que la fonction ρ(x) satisfait a`:
σ(x)ρ(x)xk |x=a,b= 0 , k = 0, 1, ... (9)
sur un certain intervalle [a, b].
Alors, puisque le Wronskien est un polynoˆme en x et que m 6= n, on obtient la condition
d’orthogonalite´ ∫ b
a
ρ(x)ym(x)yn(x)dx = 0 m 6= n (10)
On a donc re´ussi a` obtenir des polynoˆmes ayant une caracte´ristique spe´ciale en manipulant l’e´quation
hyperge´ome´trique et voici comment les polynoˆmes orthogonaux sont ne´s.
2.2 Proprie´te´s
Les polynoˆmes orthogonaux posse`dent deux proprie´te´s inte´ressantes : une e´quation de re´currence a`
trois termes et une relation d’orthogonalite´. Avant de donner ces e´quations on a besoin de de´finir le
concept de moments.
De´finition Soit une fonction w strictement positive et inte´grable sur un intervalle [a,b]. Supposons
de plus que w(x) > 0 sur un sous-ensemble suffisemment grand de (a, b) tel que:∫ b
a
w(x)dx > 0 (11)
Si l’intervalle (a, b) n’est pas borne´, alors on impose que les moments soient finis:
µn =
∫ b
a
xnw(x)dx (12)
Pour n = 0, 1, 2, .... On peut maitenant donner une de´finition formelle des polynoˆmes orthogonaux.
De´finition Soit une suite de polynoˆmes Pn(x), n ∈ [0,∞] et une mesure positive de Lebesgue w(x)
sur un intervalle [a,b]. On dit que les Pn sont des polynoˆmes orthogonaux sur l’intervalle [a,b] si∫ b
a
Pn(x)Pm(x)w(x) dx = 0 si m 6= n (13)
Le prochain item a` e´tudier est la fonction de moments:
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De´finition Une suite {Pn(x)}∞n=0 est une suite de polynoˆmes orthogonaux (SPO) par rapport a` une
fonction de moments L si pour des entier non-ne´gatifs m et n on a:
(i) Pn(x) est une polynoˆme de degre´ n
(ii) L[Pm(x)Pn(x)] = 0 si m 6= n
(iii) L[P 2n(x)] 6= 0
On aura besoin du de´terminant des moments dans les paragraphes qui suivent:
∆n := det(µi+j)
n
i,j=0 =
∣∣∣∣∣∣∣∣∣∣∣∣∣
µ0 µ1 ... µn
µ1 µ2 ... µn+1
. . ... .
. . ... .
µn µn+1 ... µ2n
∣∣∣∣∣∣∣∣∣∣∣∣∣
(14)
De´finition Soit {µn}∞n=0 une suite de nombre complexes et soit L une fonction de´finie sur l’espace
des polynoˆmes par:
L[xn] = µn n = 0, 1, 2, ...
L[α1pi1(x) + α2pi2(x)] = α1L[pi1(x)] + α2L[pi2(x)]
Pour tous nombres complexes αi et tous polynomes pii(x), (i = 1, 2). Alors L est apelle´e fonction
de moments et µn est apelle´ moment d’ordre n. Remarquons qu’avec cette de´finition on a, pour
pi(x) =
∑n
k=0 ckx
k:
L[pi(x)] =
n∑
k=0
ckµk (15)
On peut alors rede´finir les polynoˆmes orthogonaux a` l’aide de la fonction L.
On introduit la premie`re proprie´te´ des polynoˆmes orthogonaux: la relation de re´currence a` trois
termes.
The´ore`me 4.1(Chiara) Soit L la fonctionnelle des moments et {Pn(x)} la SPO associe´e. Alors il
existe des constantes cn et λn 6= 0 telles que:
Pn(x) = (x− cn)Pn−1(x)− λnPn−2(x) n = 1, 2, 3, ... (16)
Ou` on impose P−1(x) = 0.
Preuve Remarquons que xPn(x) est un polynoˆme de degre´ n+ 1, alors on a :
xPn(x) =
n+1∑
k=0
ankPk(x) avec ank =
L[xPn(x)Pk(x)]
L[P 2n(x)]
(17)
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De plus, xPk(x) est un polynoˆme de degre´e k + 1 alors ank = 0, ∀ 0 6 k < n− 1. Puisque xPn(x) est
monique on a aussi an,n+1 = 1. D’ou`:
xPn(x) = Pn+1(x) + an,nPn(x) + an,n−1Pn−1(x) n > 1 (18)
En substituant n par n− 1 dans la dernie`re e´quation on peut aussi e`crire:
xPn−1(x) = Pn(x) + cnPn−1(x) + λnPn−2(x) n > 2 (19)
Remarquons que (19) est aussi valide pour n = 1 si on impose P−1 = 0 et c1 = −P1(0). 
Afin de de´terminer les coefficients de (16) on utilise le prochain the´ore`me.
The´ore`me 4.2 (Chiara) Les e´nonce´s suivants sont valides en tenant compte de l’e´quation (16):
(a)λn+1 =
L[P 2n(x)]
L[P 2n−1(x)]
=
∆n−2∆n
∆2n−1
(b)L[P 2n(x)] = λ1λ2...λn+1 si on pose λ1 = µ0 = ∆0
(c)cn =
L[xP 2n−1]
L[P 2n−1(x)]
(d)− (c1 + c2 + ...+ cn) est le coefficient de xn−1 de Pn(x)
preuve On a de´ja` obtenu (a) dans la preuve du the´ore`me 4.1. (b) de´coule directement de (a). En
multipliant (16) par Pn−1(x) et en appliquant L, on obtient (c). En comparant les coefficients de xn−1
des deux coˆte´s de (16), on obtient dn = dn−1 − cn, d’ou` de´coule (d). 
Pour montrer l’application des the´ore`mes e´nonce´s on calcule la relation d’orthogonalite´ et l’e´quation
de re´currence des polynoˆmes de Charlier.
Exemple Soit la fonction :
G(x,w) = e−aw(1 + w)x
=
∞∑
m=0
(−a)mwm
m!
∞∑
n=0
(
x
n
)
wn
En appliquant le produit de Cauchy, on obtient:
G(x,w) =
∞∑
n=0
Pn(x)w
n
Pn(x) =
n∑
k=0
(
x
k
)
(−a)n−k
(n− k)!
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Dans ce cas, les Pn(x) sont appele´s polynoˆmes de Charlier et G(x,w) est la fonction ge´ne´ratrice. On
veut maintenant trouver la relation d’orthogonalite´ (16). On a :
axG(x, v)G(x,w) = e−a(v+w)[a(1 + v)(1 + w)]x
⇒
∞∑
k=0
akG(k, v)G(k,w)
k!
= e−a(v+w)ea(1+v)(1+w)
= eaeavw
=
∞∑
n=0
e2an(vw)n
n!
On peut aussi e´crire le de´veloppement suivant:
∞∑
k=0
akG(k, v)G(k,w)
k!
=
∞∑
k=0
ak
k!
∞∑
m,n=0
Pm(k)Pn(k)v
mwn
=
∞∑
m,n=0
∞∑
k=0
Pm(k)Pn(k)
ak
k!
vmwn
Ce qui implique :
∞∑
k=0
Pm(k)Pn(k)
ak
k!
=
{
0 si m 6= n
eaan
n! si m = n
(20)
La fonction a
k
k! est appele´e fonction de masse du polynoˆme. En utilisant la fonction L, on peut e´crire:
L[xn] =
∞∑
k=0
kn
ak
k!
L[Pm(x)Pn(x)] = e
aan
n!
δmn
Ou` n = 0, 1, 2, .., m = 0, 1, 2, ... et δm,n est le delta de Kronecker usuel. En ge´ne´ral, on calcule la relation
de re´currence d’un polynoˆme orthogonal en utilisant ses proprie´te´s plutoˆt qu’en appliquant directement
le the´ore`me 4.2. Pour les polynoˆmes de Charlier, on manipule la fonction ge´ne´ratrice:
G(x,w) = eaw(1 + w)x =
∞∑
n=0
Pn(x)w
n (21)
L’ide´e est de de´river la dernie`re expression par w et de comparer les deux coˆte´s. On a donc:
∂G
∂w
= −ae−aw(1 + w)x + e−awx(1 + w)x−1 (22)
=
x
1 + w
G(x,w)− aG(x,w) (23)
= G(x,w)
[
x
1 + w
− a
]
(24)
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Et avec la deuxie`me relation:
∂G
∂w
=
∞∑
n=0
Pnnw
n−1 (25)
=
∞∑
n=0
Pn(x)
[
x
1 + w
− a
]
wn (26)
(27)
En multipliant la dernie`re e´galite´ par 1 + w on arrive a`:
∞∑
n=0
Pn(x)n(w
n−1 + wn) =
∞∑
n=0
Pn(x)(x− a(1 + w))wn (28)
⇒
∑
n=0
nPn(x)w
n +
∞∑
n=0
nPn(x)w
n−1 =
∞∑
n=0
xPn(x)w
n −
∞∑
n=0
aPn(x)w
n −
∞∑
n=0
aPn(x)w
n+1 (29)
⇒
∞∑
n=0
nPn(x)w
n +
∞∑
n=0
(n+ 1)Pn+1w
n =
∞∑
n=0
xP(x)w
n −
∞∑
n=0
aPn(x)w
n −
∞∑
n=0
aPn−1(x)wn (30)
⇒
∞∑
n=0
[(n+ 1)Pn+1(x) + (n− x+ a)Pn(x) + aPn−1]wn = 0 (31)
Donc la relation de re´currence est:
(n+ 1)Pn+1(x) + (n− x+ a)Pn(x) + aPn−1 = 0 (32)
La dernie`re e´tape consiste a` normaliser cette relation. Pour ce faire, on pose:
Pn(x) =
1
n!
Pˆn(x) (33)
Avec cette substitution (32) devient:
(n+ 1)
Pˆn+1(x)
(n+ 1)!
+ (n− x+ a) Pˆn(x)
n!
+ a
Pˆn−1(x)
(n− 1)! = 0 (34)
⇒ 1
n!
Pˆn+1(x)
n− x+ a
n!
Pˆn(x) +
an
n!
Pˆn−1(x) (35)
⇒Pˆn+1(x) + (n− x+ a)Pˆn(x) + anPˆn−1(x) (36)
Celle-ci correspond bel et bien a` la relation de re´currence connue pour les polynoˆmes de Chalier nor-
malise´s [2]. Maintenant qu’on a une bonne base concernant les polynoˆmes orthogonaux scalaires, on
va ge´ne´raliser leurs caracte´ristiques aux POM dans la section qui suit.
2.3 Polynoˆmes orthogonaux matriciels (POM)
On peut e´tendre le principe de polynoˆmes orthogonaux a` Rn×n, c’est-a`-dire qu’on peut construire des
matrices (finie ou infinies) dont les e´le´ments sont des polynoˆme orthogonaux. Ces objets, appele´s
polynoˆme orthogonaux matriciels (POM), posse`dent des proprie´te´s analogues aux polynoˆmes orthogo-
naux scalaires. A` l’aide de [6] on commence par donner la de´finition formelle des POM et ensuite on
prouve qu’ils satisfont une e´quation de re´currence a` trois termes ainsi qu’une relation de d’orthogonalite´.
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En premier on de´finit les objets qui seront ne´ce´ssaires dans cette section.
de´finition Soit une mesure µ(dx) = W (x)dx avec une fonction de poids W (x) ∈ Rk×k, pour k > 1
et x ∈ R. On de´finit les objets suivants:
(i) Le n-ie`me moment de la mesure µ(dx) est:
µn =
∫
xnµ(dx) =
∫
xnW (x)dx n = 0, 1, ... (37)
(ii) La matrice Tn pour n > 1 est :
Tn =

µ0 µ1 · · · µn−1 µn
µ1 µ2 · · · µn µn+1
...
...
...
...
...
µn−1 µn · · · µ2n−2 µ2n−1
I xI · · · xn−1I xnI

∈ Rk(n+1)×k(n+1) (38)
Ou` I correspond a` la matrice identite´ k × k.
(iii) La matrice de Hankel pour n > 1:
Hn =

µ0 µ1 · · · µn−1
µ1 µ2 · · · µn
...
...
...
...
µn−1 µn · · · µ2n−2
 (39)
On introduit aussi la matrice H = limn→∞Hn.
(iv) Le vecteur vn,2n−1 pour n > 1:
vn,2n−1 =
(
µn µn+1 · · · µ2n−1
)∗
(40)
Ou` ∗ de´note l’ope´ration de transposition.
(v)Soit la matrice:
Hn+1 =
(
Hn vn,2n−1
v∗2n−1 µ2n
)
(41)
(vi)On de´finit le comple´ment de Schur de µ2n comme e´tant:
Sn = µ2n− v∗n,2n−1H−1n vn,2n−1 avec S0 = µ0 (42)
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On aura aussi besoin de la matrice diagonale:
S = diag[S0, S1, ...] (43)
(vii) Soit une famille de polynoˆmes {Pn(x)}∞n=0 qui est le comple´ment de Schur de xnI dans la matrice
Tn :
Pn(x) = x
nI −
[
I xI · · · xn−1I
]

µ0 µ1 · · · µn−1
µ1 µ2 · · · µn
...
...
...
...
µn−1 µn · · · µ2n−2

−1
µn
µn+1
...
µ2n−1
 (44)
Ou` P0(x) = I. De plus, on de´note P le vecteur suivant:
P =
[
P0(x) P1(x) · · ·
]
(45)
(viii) On de´finit le vecteur Ω comme:
Ω =
[
I xI x2I · · ·
]
(46)
On de´finit aussi la matrice semi-infinie R comme:
R =

I r01 r02 · · ·
0 I r12 · · ·
...
...
... · · ·
 ou` ri,j ∈ Rk,k, (47)
Ces matrices sont lie´es a` la matrice P de´finie en (44) par:
Ω = PR (48)
Avant de prouver nos proprie´te´s inte´ressantes, on a besoin de proprie´te´s interme´diaires. On commence
avec:
Proposition 1 (Miranian) Soit {Pn(x)}∞n=0 et le comple´ment de Schur Sn. On de´finit le produit
scalaire sur L2(Rk) comme e´tant:
〈P,Q〉 =
∫
P ∗(x)W (x)Q(x)dx (49)
Alors on a:
〈Pi, Pj〉 = δijSi ∀i, j > 0 (50)
preuve On a:
vm,m+n−1H−1n =
[
µm µm+1 µm+2 · · · µm+n−1
]
H−1n =
[
0 · · · I · · · 0
]
(51)
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Pour tout 0 6 m 6 n− 1 et ou` la matrice I est a` la me position. Alors:
vm,m+n−1H−1n vn,2n−1 = µm+n (52)
C’est donc suffisant de montrer que Pn(x) est orthogonal a` x
mI pour 0 6 m 6 n− 1 :∫
xmW (x)Pn(x)dx =
∫
xmW (x)
(
xnI −
[
I xI · · · xn−1I
]
H−1n vn,2n−1
)
dx
= µm+n −
[
µm µm+1 · · · µm+n−1
]
H−1n vn,2n−1
= µm+n − µm+n = 0
Ceci implique que 〈Pm(x), Pn(x)〉 = 0 ∀ m < n. Pour le cas m = n on a:∫
P ∗n(x)W (x)Pn(x)dx =
∫
xnW (x)(xnI −
[
I xI · · · xn−1I
]
H−1n vn,2n−1)dx
= µ2n − v∗n,2n−1H−1n vn,2n−1 = Sn

La deuxie`me proprie´te´ interme´diaire relie la matric de Hankel et le comple´ment de Schur:
Proposition 2 (Miranian) Supposons l’e´quation (48) vraie pour les matrices Ω, P et R. On a alors:
Snrn,n+k = µ2n+k − v∗n,2n−1H−1n v(k)n,2n−1 ∀k > 0 (53)
Pour le cas n = 0 on a:
r0,m = µ
−1
0 µm (54)
Alors sous forme matricielle :
H = R∗SR (55)
preuve L’e´quation (48) implique:
P0(x)r0,m + P1(x)r1,m + · · ·+ Pk(x)rk,m + · · ·+ Pm(x)I = xmI (56)
En multipliant la dernie`re e´quation a` gauche par Pn(x)
∗W (x) et en inte´grant, on a:
Snrn,m =
∫
Pn(x)
∗w(x)xmdx (57)
En utilisant la de´finition de P ∗n(x) (44) et en inte´grant on obtient l’e´quation (53). Remarquons que:(∫
Ω∗W (x)Ωdx
)
i,j
=
∫
xiw(x)xjdx = µi+j = Hi,j(∫
P ∗W (x)Pdx
)
i,j
=
∫
P ∗i (x)W (x)Pj(x)dx = δi,jSi
Ce qui implique:
H =
∫
Ω∗W (x)Ωdx = R∗
(∫
P ∗W (x)Pdx
)
R = R∗SR (58)
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
Il reste a` e´noncer deux lemmes et ensuite on pourra prouver que les POM satisfont une relation de
re´currence a` trois termes.
Lemme 1(Miranian) Soient les matrices Hn+1 et H
−1
n+1 :
Hn+1 =
(
Hn vn,2n−1
v∗n,2n−1 µ2n
)
H−1n+1 =
(
A γ
γ∗ α
)
(59)
Alors:
α = S−1n
γ = −H−1n vn,2n−1S−1n
A = H−1n +H
−1
n vn,2n−1S
−1
n v
∗
n,2n−1H
−1
n =
(
Hn − vn,2n−1µ−12n v∗n,2n−1
)−1
Ce qui implique:
H−1n+1v
(m)
n+1,2n+1 =
(
H−1n (v
(m+1)
n,2n−1 − vn,2n−1rn,n+m+1)
rn,n+m+1
)
(60)
Ce lemme se prouve par calculs directs. On utilise l’e´quation (48) pour obtenir la dernie`re expression.
Lemme 2(Miranian) Soient les polynoˆmes Pn(x) de l’e´quation (48). Alors:
xn =
m∑
i=0
Pn−i(x)rn−i,n +
[
I xI · · · xn−m−1I
]
H−1n−mv
(m)
n−m,2(n−m)−1
Pn+1(x) = x
n+1I − Pn(x)rn,n+1 −
[
I xI · · · xn−1I
]
H−1n vn,2n−1
Ce lemme de´coule directement de l’e´quation (60).
E´tudions maitenant la premie`re proprie´te´ essentielle des POM:
Proposition 3(Miranian) Les polynoˆmes (monique) orthogonaux matriciels satisfont la relation de
re´currence :
xPn(x) = Pn+1(x) + Pn(x)b
∗
n + Pn−1(x)a
∗
n (61)
Ou`
a∗n = S
−1
n−1Sn b
∗
n = u
n
n − un−1n−1 (62)
et:
un−1 =

un−10
un−11
...
un−1n−1
 = H−1n vn,2n−1 unn = S−1n (µ2n+1 − v∗n,2n−1H−1n vn+1,2n) (63)
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Preuve Soient les matrices an, bn et cn qui satisfont la relation:
xPn(x) = Pn+1c
∗
n + Pn(x)b
∗
n + Pn−1(x)a
∗
n (64)
En multipliant par P ∗n+1(x)W (x) et en inte´grant on obtient:∫
P ∗n+1(x)W (x)x
n+1dx = Sn+1 =
∫
P ∗n+1(x)W (x)xPn(x)dx = Sn+1c
∗
n (65)
Ce qui implique c∗n = I. La dernie`re expression peut aussi eˆtre exprime´e sous la forme:
Sn+1 =
∫
xP ∗n+1(x)W (x)Pn(x) =
∫
(P ∗n+2(x) + bn+1P
∗
n+1(x) + an+1P
∗
n(x))W (x)Pn(x)dx
= 0 + 0 +
∫
an+1P
∗
n(x)dx = an+1Sn
D’ou` a∗ = S−1n−1Sn. Si on multiplie (64) par P
∗
n(x)W (x) a` gauche et on inte`gre, on obtient alors:∫
xP ∗n(x)W (x)Pn(x)dx =
(∫
P ∗n(x)W (x)Pn(x)dx
)
b∗n = Snb
∗
n = bnSn (66)
On cherche maintenant bn. L’e´quation (61) peut s’exprimer comme:
x(xnI −
[
I xI · · ·xn−1I
]
un−1) = (xnI −
[
I xI · · ·xnI
]
un)
+ (xnI −
[
I xI · · ·xn−1I
]
un−1)b∗n
+ (xn−1I −
[
I xI · · ·xn−2I
]
un−2)a∗n
En comparant les coefficients de xnI, on obtient b∗n = unn − un−1n−1. Ensuite, en utilisant le Lemme 1 et
la de´finition de un on obtient:
unn = s
−1
n
(
µ2n+1 − v∗n,2n−1H−1n vn+1,2n
)
(67)

Maintenant qu’on a la the´orie, on peut de´tailler un exemple. Celui-ci est en fait tire´ d’un article de L.
Vinet et A. Zhedanov [8] concernant un proble`me de me´canique quantique.
3 Un premier exemple de POM
Dans [8], le but e´tait de trouver une repre´sentation de l’ope´rateur S de´finit plus bas. La structure de
ce proble`me a permit aux auteurs de trouver un POM ainsi que sa matrice de poids et sa relation de
re´currence. Le point de de´part du proble`me est le groupe de symme´trie de Schro¨dinger.
3.1 De´finitions
Le groupe de Schro¨dinger Sch1 correspond au groupe des syme´tries de transformation de l’e´quation de
Schro¨dinger libre en une dimension :
i
∂ψ
∂t
= −1
2
∂2ψ
∂x2
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On de´finit par la suite une parame´trisation des e´le´ments du groupe:
S(v, w) = e(va−va
+)e(wa
2−w(a+)2)/2
Le but de l’article est de trouver une repre´sentation de l’ope´rateur S, c’est-a`-dire de trouver
ψn,k = 〈k|S|n〉 (68)
Pour cela, on a besoin d’utiliser une repre´sentation des ope´rateurs de cre´ation et d’annihilation. Celle
choisie est :
a|n〉 = √n|n− 1〉
a+|n〉 = √n+ 1|n+ 1〉
A` l’aide de ces ope´rateurs, on peut e´crire les relations suivantes:
〈k|SS−1a+aS|n〉 = 〈k|a+aS|n〉 = k〈k|S|n〉 = kψn,k (69)
On a maintenant besoin de la formule de Baker-Campell-Haussdorf:
eXY e−X = Y + [X,Y ] +
1
2!
[X, [X,Y ]] + ... (70)
Afin de trouver une repre´sentation de l’ope´rateur S, on commence par calculer diffe´rentes relations
liant S et les ope´rateurs d’e´chelles a et a+. Comme on va le voir plus loin, les e´le´ments de la matrice S
satifont une e´quation de re´currence a` cinq termes qui sera re´solue a` l’aide de polynoˆmes orthogonaux.
3.2 Relation de re´currence
En premier lieu, on de´veloppe les deux coˆte´s de l’e´quation (69). A` l’aide de (70), on calcule:
S−1a+S = e−((va−va
+)−(wa2−w(a+)2)/2)a+e((va−va
+)+(wa2−w(a+)2)/2)
= a+ + [−(va− va+)− (wa2 − w(a+)2)/2), a+]
+
1
2!
[−(va− va+)− (wa2 − w(a+)2)/2)[−(va− va+)− (wa2 − w(a+)2)/2), a+]] + ...
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On trouve alors:
S−1a+aS = (S−1a+S)(S−1aS)
= (a+ cosh ρ− aeiθ sinh ρ− σeiδ)(a cosh ρ− a+eiθ sinh ρ− σe−iδ)
= a+a cosh2 ρ− (a+)2e−iθ sinh ρ cosh ρ− a+σe−iδ cosh ρ
− a2eiθ sinh ρ cosh ρ+ aa+ sinh2 +aσei(θ−δ) sinh ρ
− aσeiδ cosh ρ+ a+σe−(θ−δ) sinh ρ+ σ2
= a+a(cosh ρ)2 − a+2e−iθ 1
2
sinh 2ρ+ a+σ(−e−iδ cosh ρ+ e−i(θ−δ) sinh ρ)
+ aσ(−e−iδ cosh ρ+ e−i(θ−δ) sinh ρ)− a2eiθ 1
2
sinh 2ρ
+ (1 + a+a)(sinh ρ)2 + σ2
= a+a cosh 2ρ+
1
2
cosh 2ρ+ σ2 − 1
2
− 1
2
a2 sinh 2ρeiθ
− 1
2
a+
2
sinh 2ρe−iθ + aσ(ei(θ−δ) sinh ρ− eiδ cosh ρ)
+ a+σ(e−i(θ−δ) sinh ρ− e−iδ cosh ρ)
La prochaine e´tape est d’appliquer la dernie`re relation sur un e´tat |n〉 et ensuite d’utiliser la de´finition
de l’ope´rateur S. On obtient donc:
S−1a+aS|n〉 = cosh 2ρa+a|n〉+ (1
2
cosh 2ρ+ σ2 − 1
2
)|n〉 − 1
2
sinh 2ρeiθa2|n〉
− 1
2
sinh 2ρe−iθa+2|n〉+ σ(ei(θ−δ) sinh ρ− eiδ cosh ρ)a|n〉
+ σ(e−i(θ−δ) sinh ρ− e−iδ cosh ρ)a+|n〉
= cosh 2ρn|n〉+ (1
2
cosh 2ρ+ σ2 − 1
2
)|n〉 − 1
2
sinh 2ρeiθ
√
(n)(n− 1)|n− 2〉
− 1
2
sinh 2ρe−iθ
√
(n+ 1)(n+ 2)|n+ 2〉+ σ(ei(θ−δ) sinh ρ− eiδ cosh ρ)√n|n− 1〉
+ σ(e−i(θ−δ) sinh ρ− e−iδ cosh ρ)√n+ 1|n+ 1〉
On obtient donc:
〈k|S|n〉 = 〈k|SS−1a+aS|n〉 (71)
=
[(
n+
1
2
)
cosh 2ρ+ σ2 − 1
2
]
〈k|S|n〉 − 1
2
sinh 2ρeiθ
√
(n)(n− 1)〈k|S|n− 2〉 (72)
− 1
2
sinh 2ρe−iθ
√
(n+ 1)(n+ 2)〈k|S|n+ 2〉+ σ(ei(θ−δ) sinh ρ− eiδ cosh ρ)√n〈k|S|n− 1〉 (73)
+ σ(e−i(θ−δ) sinh ρ− e−iδ cosh ρ)√n+ 1〈k|S|n+ 1〉 (74)
=
[(
n+
1
2
)
cosh 2ρ+ σ2 − 1
2
]
ψn,k − 1
2
sinh 2ρeiθ
√
(n)(n− 1)ψn−2,k (75)
− 1
2
sinh 2ρe−iθ
√
(n+ 1)(n+ 2)ψn+2,k + σ(e
i(θ−δ) sinh ρ− eiδ cosh ρ)√nψn−1,k (76)
+ σ(e−i(θ−δ) sinh ρ− e−iδ cosh ρ)√n+ 1ψn+1,k (77)
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En combinant les e´quations (69) et (71), on obtient :
kψn,k =
[(
n+
1
2
)
cosh 2ρ+ σ2 − 1
2
]
ψn,k − 1
2
sinh 2ρeiθ
√
(n)(n− 1)ψn−2,k (78)
− 1
2
sinh 2ρe−iθ
√
(n+ 1)(n+ 2)ψn+2,k + σ(e
i(θ−δ) sinh ρ− eiδchρ)√nψn−1,k (79)
+ σ(e−i(θ−δ) sinh ρ− e−iδ cosh ρ)√n+ 1ψn+1,k (80)
Il est utile a` ce moment de de´velopper les quelques premiers termes de cette dernie`re relation.
n=0
kψ0,k =
[(
1
2
)
cosh 2ρ+ σ2 − 1
2
]
ψ0,k − 1
2
√
2 sinh 2ρe−iθψ2,k + σ(e−i(θ−δ) sinh ρ− e−iδ cosh ρ)ψ1,k
En isolant ψ2,k on a:
ψ2,k = f(k)ψ0,k + g(k)ψ1,k (81)
Avec:
f(k) =
1
2 cosh 2ρ+ σ
2 − 12 − k√
2
2 sinh 2ρe
−iθ
g(k) =
σ(e−i(θ−δ) sinh ρ− e−iδ cosh ρ)√
2
2 sinh 2ρe
−iθ
n=1
kψ1,k =
[
3
2
cosh ρ+ σ2 − 1
2
]
ψ1,k − 1
2
√
6 sinh 2ρeiθψ3,k
+ σ(ei(θ−δ) sinh ρ− eiδ cosh)ψ0,k +
√
2σ(e−i(θ−δ) sinh ρ− e−iδ cosh ρ)ψ2,k
En isolant ψ3,k, on obtient:
ψ3,k = a(k)ψ0,k + b(k)ψ1,k + c(k)ψ2,k
Avec:
a(k) =
3
2 cosh ρ+ σ
2 − k − 12
1
2
√
6 sinh 2ρeiθ
b(k) =
σ(ei(θ−δ) sinh ρ− eiδ cosh)
1
2
√
6 sinh 2ρeiθ
c(k) =
√
2σ(e−i(θ−δ) sinh ρ− e−iδ cosh ρ)
1
2
√
6 sinh 2ρeiθ
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En subtituant l’expression obtenue pour ψ2,k on obtient:
ψ3,k = a(k)ψ0,k + b(k)ψ1,k + c(k)(f(k)ψ0,k + g(k)ψ1,k)
= (a(k) + c(k)f(k))ψ0,k + (b(k) + c(k)g(k))ψ1,k
Donc, en ge´ne´ral, les termes pairs et impairs peuvent s’exprimer en termes de polynoˆmes en k et des
fonctions ψ0,k et ψ1,k. En termes mathe´matiques, on peut alors e´crire:
ψ2n,k = Pn(k)ψ0,k +Qn−1(k)ψ1,k
ψ2n+1,k = P˜n(k)ψ0,k + Q˜n(k)ψ1,k
Ou` les Pn(k), Qn(k), P˜n(k) et Q˜n(k) sont des polynoˆmes d’ordre n en k. Base´ sur cette observation, on
peut alors introduire le vecteur suivant:
Ψn, k =
(
ψ2n,k
ψ2n+1,k
)
(82)
Alors la relation de re´currence (78) peut s’exprimer comme
kΨn,k = An+1Ψn+1,k +BnΨn,k +A
+
nΨn−1,k
Avec tous les parame`tres suivants:
ξn =
1
2
√
n(n− 1) sinh 2ρe−iθ ; ηn =
√
nσ(ei(δ−θ) sinhρ− e−iδ cosh ρ) ; ζn =
(
n+
1
2
)
cosh 2ρ+ σ2 − 1
2
An =
(
ξ2n 0
η2n ξ2n+1
)
Bn =
(
ζ2n η2n+1
η2n+1 ζ2n+1
)
On effectue maintenant une dernie`re re´ecriture en introduisant une matrice polynoˆmiale
Pn =
(
Pn(k) Qn−1(k)
P˜n(k) Q˜n(k)
)
Remarquons alors que :
Pn(k)Ψ0,k =
(
Pn(k) Qn−1(k)
P˜n(k) Q˜n(k)
)(
ψ0,k
ψ1,k
)
=
(
Pn(k)ψ0,k +Qn−1ψ1,k
P˜n(k)ψ0,k + Q˜n(k)ψ1,k
)
=
(
ψ2n,k
ψ2n+1,k
)
= Ψn,k
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En de´finissant la matrice Ψn,k, on a pu obtenir la premie`re proprie´te´ de base d’un POM, soit la relation
de re´currence. Maintenant, on cherche la matrice de poids de Ψn,k.
3.3 Matrice de Poids
Conside´rons le vecteur Ψn,k de´finit a` la section pre´ce´dente. On veut montrer que celui-ci ve´rifie la
relation d’ortogonalite´ : ∑
k
Ψn,kΨ
†
m,k = δn,mI2
On de´veloppe le coˆte´ gauche:
∑
k
Ψn,kΨ
†
m,k =
∑
k
(
ψ2n,k
ψ2n+1,k
)(
ψ2m,kψ2m+1,k
)
=
∑
k
(
ψ2n,kψ2m,k ψ2n,kψ2m+1,k
ψ2n+1,kψ2m,k ψ2n+1,kψ2m+1,k
)
=
∑
k
(
〈2m|S+|k〉〈k|S|2n〉 〈2m+ 1|S+|k〉〈k|S|2n〉
〈2m|S+|k〉〈k|S|2n+ 1〉 〈2m+ 1|S+|k〉〈k|S|2n+ 1〉
)
=
( ∑
k〈2m|S+S|2n〉
∑
k〈2m+ 1|S+S|2n〉∑
k〈2m|S+S|2n+ 1〉
∑
k〈2m+ 1|S+S|2n+ 1〉
)
=
(
δ2m,2n δ2m+1,2n
δ2m,2n+1 δ2m+1,2n+1
)
=
(
δn,m 0
0 δn,m
)
= δn,mI2
Pour de´terminer la matrice de poids de Pn on utilise l’orthogonalite´ de la fonction Ψn, k. On obtient
alors
δn,mI2x2 =
∑
k
Ψn,kΨ
+
m,n =
∑
k
Pn(k)Ψ0,kΨ+0,kPm(k)+ =
∑
k
Pn(k)W (k)P+m(k)
Ou`
W (k) = Ψ0,kΨ
+
0,k =
(
| ψ0,k |2 ψ0,kψ1,k
ψ0,kψ1,k | ψ1,k |2
)
(83)
est la matrice de poids recherche´e.
Lors du calcul d’une repre´sentation de l’ope´rateur S, les auteurs ont trouve´ un exemple de polynoˆme
orthogonal matriciel, c’est-a`-dire qu’on a obtenu la relation de re´currence et la matrice de poids le
Pn(k). Puisque notre but principal est de retrouver cette repre´sentation a` l’aide de la me´thode de
factorisation, la section qui suit de´taille le calcul de la matrice S.
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3.4 De´composition
L’ide´e consiste a` de´composer les e´le´ments de matrice ψn,k en un produit de polynoˆmes orthogonaux
qu’on doit trouver individuellement. On de´finit:
χm,k = 〈k|e(va−va+)|m〉
ϕn,m = 〈m|e[wa2−w(a+)2]/2|n〉
Alors on peut e´crire:
ψn,k = 〈k|S|n〉 = 〈k|e(va−va+)e[wa2−w(a+)2]/2|n〉
=
∞∑
m=0
〈k|e(va−va+)|m〉〈m|e[wa2−w(a+)2]/2|n〉
=
∞∑
m=0
χm,kϕn,m
Remarquons que lorsque w et ρ = 0 :
ψn,k = χn,k (84)
Aussi lorsque v et σ = 0 :
ψn,k = ϕn,k (85)
On pourra alors de´terminer les e´le´ments de la matrice S a` l’aide des χn,k et ϕn,k.
Les χn,k
La relation de re´currence de´coulant de (84) et (78) est :
kχn,k = (n+ σ
2)χn,k −
√
nσe−iδχn−1,k −
√
n+ 1σe−iδχn+1,k (86)
On reconnait les polynoˆmes de Charlier a` la normalisation pre`s:
Pn(k) =
1√
n!
(−σe−iδ)−nPˆn(k) (87)
Ou` les Pn(k) sont des polynoˆmes de degre´ n en k et satisfont:
χn,k = Pn(x)χ0,k (88)
Avec ces relations, les Pˆn obe´issent a` la relation de re´currence des polynoˆmes de Charlier:
Pˆn+1(k) = (k − n− σ2)Pˆn(k)− nσ2Pˆn−1(k) (89)
On a donc:
χn,k =
1√
n!
(σeiδ)nCn(k;σ
2)χ0,k (90)
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Pour trouver maintenant χ0,k on utilise:
e(va−va
+) = evv/2eva · e−va+
eva−va
+ |0〉 = evv/2eva| − v〉 = e−vv/2| − v〉
Alors:
χ0,k = 〈k|e(va−va+)|0〉 = e−vv/2〈k| − v〉 = (−v)
k
√
k!
e−vv/2 =
e−σ2/2√
k!
(−σe−iδ)k
La premie`re partie de la de´composition de la matrice S en terme des polynoˆmes de Charlier est:
χn,k =
(−1)k√
n!k!
σn+keiδ(n−k)e−σ
2/2Cn(k;σ
2) (91)
Les ϕn,k
Comme pour le cas des χn,k, on commence par examiner la relation de re´currence obtenue de (78) avec
σ = 0:
kϕn,k =
{(
n+
1
2
)
cosh 2ρ− 1
2
}
ϕn,k − 1
2
√
n(n− 1) sinh 2ρeiθϕn−2,k (92)
− 1
2
√
(n+ 1)(n+ 2) sinh 2ρe−iθϕn+2,k (93)
Puisque les trois termes de cette e´quation sont se´pare´s par des incre´ments de deux, on doit conside´rer
les cas pairs et impairs se´paremment. C’est-a`-dire qu’on pose une solution de la forme:
ϕ2n,k = Pn(k)ϕ0,k (94)
ϕ2n+1,k = Qn(k)ϕ1,k (95)
Ou` Pn(k) et Qn(k) sont tous deux des polynoˆmes de degre´ n en k a` trouver. En substituant cette
solution dans (92) on trouve deux nouvelles e´quations de re´currence:
kPn(k) =
{(
2n+
1
2
)
cosh 2ρ− 1
2
}
Pn(k)− 1
2
√
2n(2n− 1) sinh 2ρeiθPn+1
− 1
2
√
(2n+ 1)(2n+ 2) sinh 2ρe−iθPn+1(k)
kQn(k) =
{(
2n+
3
2
)
cosh 2ρ− 1
2
}
Qn(k)− 1
2
√
2n(2n+ 1) sinh 2ρeiθQn−1(k)
− 1
2
√
(2n+ 2)(2n+ 3) sinh 2ρeiθQn+1(k)
Commenc¸ons par les Pn(k). En normalisant avec:
Pn(k) =
1√
2n!
(
−1
4
eiθ sinh 2ρ
)−n
Pˆn(k) (96)
Apre`s simplification, la relation de re´currence se re´duit a`:
Pˆn+1(k) =
{
k
2
−
(
n+
1
4
)
cosh 2ρ+
1
4
}
Pˆn(k)− 1
4
{
n
(
n− 1
2
)}
sinh2 2ρPˆn−1 (97)
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On intruduit un parame`tre c tel que:
c = tanh2 ρ 0 ≤ c < 1
cosh 2ρ =
1 + c
1− c et sinh
2 2ρ =
4c
(1− c)2
Avec cela on conclut que les Pˆn(k) satisfont la meˆme relation de re´currence que les polynoˆmes de
Meixner (normalise´s):
Pˆn(k) =
[
k
2
− n+ c(n+
1
2
1− c
]
Pˆn(k)− n(n− 1/2)c
(1− c)2 Pˆn−1 (98)
On a alors:
Pˆn(k) = (
1
2
)n
(
c
c− 1
)n
Mn
(
k
2
;
1
2
, c
)
(99)
⇒ Pn(k) = 1
2n
√
(2n)!
n!
einθ tanhn ρMn
(
k
2
;
1
2
, tanh2 ρ
)
(100)
La de´marche pour les Qn(k) est similaire. On commence par la normalisation:
Qn(k) =
(
−1
4
e−iθ sinh 2ρ
)−n 1√
(2n+ 1)!
Qˆn(k) (101)
La relation de re´currence devient alors:
Qˆn+1 =
[
1
2
−
(
n+
3
4
)
cosh 2ρ+
1
4
]
Qˆn(k)− n
(
n+
1
2
)
c
(1− c)2 Qˆn−1(k) (102)
En introduisant le meˆme parame`tre c que pour les Pn(k) on conclut que les Qn(k) sont aussi des
polynoˆmes de Meixner [4]:
Qˆn(k) =
3
2n
(
c
c− 1
)n
Mn
(
k − 1
2
;
3
2
, c
)
(103)
⇒ Qn(k) = 1
2n
√
(2n+ 1)!
n!
einθ tanhn ρMn
(
k − 1
2
;
3
2
, tanh2 ρ
)
(104)
Il reste maintenant a` trouver ϕ0,k et ϕ1,k. Pour ϕ0,k on a:
e[wa
2−w(a+)2]/2|0〉 = (cosh ρ)−1/2exp
[
−1
2
e−iθ tanh ρ(a+)2
]
|0〉 (105)
= (cosh ρ)−1/2
∞∑
n=0
√
(2n)!
n!
(
−1
2
e−iθ tanh ρ
)n
|2n〉 (106)
⇒
 ϕ0,2k = (cosh ρ)−1/2
√
(2k)!
k!
(−12e−iθ tanh ρ)k
ϕ0,2k+1 = 0
(107)
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Pour ϕ1,k on a:
e[wa
2−w(a+)2]/2|1〉 = (cosh ρ)−3/2exp
[
−1
2
e−iθ tanh ρ(a+)2
]
|1〉 (108)
= (cosh ρ)−3/2
∞∑
n=0
1
n!
(
−1
2
e−iθ tanh ρ
)n
(a+)2n · a+|0〉 (109)
= (cosh ρ)−3/2
∞∑
n=0
√
(2n+ 1)!
n!
(
−1
2
e−iθ tanh ρ
)n
|2n+ 1〉 (110)
⇒
 ϕ1,2k = 0ϕ1,2k+1 = (cosh ρ)−3/2√(2k+1)!k! (−12e−iθ tanh ρ)k (111)
En combinant (94), (105), (99), (108) et (103) on obtient alors:
ϕ2n,2k =
(−1)k
2k+n
√
(2k)!(2n)!
k!n!
ei(n−k)θ
(tanh ρ)k+n
(cosh)1/2
·Mn
(
k;
1
2
, tanh2 ρ
)
(112)
ϕ2n+1,2n+1 =
(−1)k
2n+k
√
(2k + 1)!(2n+ 1)!
k!n!
ei(n−k)θ
(tanh)k+n
(cosh)3/2
·Mn
(
k;
3
2
, tanh2 ρ
)
(113)
Les autres e´le´ments ϕn,k e´tant nuls. En combinant (82), (91), et (112) et apre`s simplification, on obtient
finalement les e´le´ments de la matrice S:
Ψn,k =
(−1)k√
k!
σk
2nn!
e−σ
2/2ei(nθ−kδ) tanhn ρ ·
∞∑
m=0
(−σ2ei(2δ−θ) tanh ρ)m
2mm!
(114)
·

√
(2n)!
(cosh ρ)1/2
C2m(k;σ
2)Mn
(
m; 12 ; tanh
2 ρ
)
√
(2n+1)!
(cosh ρ)3/2
C2m+1(k;σ
2)Mn
(
m; 32 ; tanh
2 ρ
)
 (115)
Maintenant qu’on a la forme explicite de S, il reste a` montrer qu’on peut obtenir le meˆme re´sultat en
appliquant la me´thode de factorisation. La section suivante re´sume la the´orie et la technique d’Infeld
et Hull [3] ainsi qu’un exemple d’application a` un proble`me de q-oscillateurs [5].
4 Me´thode de factorisation
Dans l’article de I. Lutsenko, V. Spiridov, L. Vinet et A. Shedanov [5], le but e´tait d’e´tudier un
Hamiltonien biline´aire par rapport aux ope´rateurs a et a+ d’un q-oscillateur en utilisant la chaˆıne de
factorisation. Ce qui nous inte´resse est en fait l’application de cette me´thode. Celle-ci est base´e sur 5
the´oremes mathe´matiques (e´nonce´s sans preuve ci-dessous). On examine ensuite l’algorithme de calcul
des valeurs propres et fonctions propres et enfin on detaille l’application de la me´thode a` l’article [5]
comme exemple.
4.1 Me´thode d’Infeld et Hull
La me´thode de factorisation d’Infeld et Hull [3] est une technique mathe´matique qui permet de re´soudre
certaines e´quations diffe´rentielles qu’on rencontre souvent en me´canique quantique. Dans [5], une
variation de la me´thode d’Infeld et Hull est applique´e a` un proble`me de q-oscillateurs. Dans cette
section, on re´sume la the´orie de la me´thode de factorisation et on donne un exemple a` la fin.
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4.1.1 The´orie
Dans plusieurs domaines de la physique, dont la me´canique quantique et l’e´lectromagne´tisme, on est
contraint a` re´soudre des e´quations diffe´rentielles de la forme:
d2y
dx2
+ r(x,m)y + λy = 0 (116)
Ou` r(x,m) est une fonction caracte´ristique du proble`me et m = 0, 1, 2, ... est un indice lie´ aux con-
traintes. Celles-ci nous obligent souvent a` ajouter un indice a` λ(λ0, λ1, λ2, ...λl, ...). C’est-a`-dire qu’on
a un fonction yml (x) qui satisfait les contraintes pour chaque valeur propre λl et indice m.
On a l’habitude de re´soudre les proble`mes aux valeurs propres en trouvant en premier une solution
ge´ne´rale a` l’e´quation diffe´rentielle qui nous concerne et ensuite appliquer les contraintes du proble`me.
Par apre`s, il ne faut pas oublier de normaliser ces solutions. Cette me´thode classique peut devenir tre`s
longue et difficile a` appliquer au fur et a` mesure que les proble`mes deviennent plus complique´s.
L’ide´e derrie`re la me´thode de factorisation est de remplacer notre e´quation initiale de degre´ deux
par une syste`me de deux e´quations de degre´ un. Il existe au total six types de de´composition en
e´quations de la forme: {
k(x,m+ 1)− d
dx
}
Y ml = [λ− L(m+ 1)]1/2 Y m+1l{
k(x,m)− d
dx
}
Y ml = [λ− L(m)]1/2 Y m−1l
Ces 6 facorisations et les solutions associe´s (valeurs propres et fonctions propres) sont recueuillies dans
un tableau dans [3]. De manie`re plus formelle, on a:
de´finition On dit que l’e´quation (116) peut eˆtre factorise´e si elle peut eˆtre remplace´e par chacune
des deux e´quations suivantes:
+Hm+1−Hm+1y(λ,m) = [λ− L(m+ 1)] y(λ,m) (117)
−Hm+Hmy(λ,m) = [λ− L(m)] y(λ,m) (118)
Ou` ±H = k(x,m)± (d/dx). Remarquons qu’a` partir d’ici on notera deux classes de proble`mes:
Les proble`mes de classe I corresponderont aux L(m) croissant en m. On aura alors un nombre fini de
solutions pour chaque m = 0, 1, 2, ..l associe´s aux valeurs de λ(λl, l = 0, 1, 2, ...).
Les proble`mes de classe II corresponderont aux L(m) de´croissant en m. On aura alors un nombre
infini de solutions pour chaque m = l, l + 1, l + 2, .. associe´s aux valeurs de λ(λl, l = 0, 1, 2, ...).
Le premier the´ore`me e´tablit la connection entre les e´tats propres:
Premier The´ore`me Si y(λ,m) est une solution de l’e´quation diffe´rentielle initiale, alors
y(λ,m+ 1) = −Hm+1y(λ,m)
y(λ,m− 1) = +Hmy(λ,m)
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sont aussi des solutions pour le meˆme λ et d’indices m diffe´rents. En d’autres termes, l’application des
ope´rateurs H sur une solution en (λ,m) permet de trouver les solutions d’indices supe´rieurs et infe´rieurs
en m.
Ensuite, on e´tablit le lien entre les ope´rateurs ±Hm:
Deuxie`me The´ore`me Les ope´rateurs H sont mutuellement adjoints:∫ b
a
φ
(−Hmf) dx = ∫ b
a
(
+Hmφ
)
fdx (119)
Si φf s’annulent aux extre´mite´s de l’intervalle et les inte´grands sont continus sur [a, b].
La prochaine e´tape concerne la proprie´te´ d’inte´grabilite´ des solutions:
Troisie`me The´ore`me Si y(λ,m) est quadratiquement inte´grable sur le domaine de x et si L(m) est
une fonction croissante de m (0 < m), alors l’ope´rateur d’e´chelle +H produit une fonction qui est aussi
quadratiquement inte´grable et qui s’annule aux extre´mite´s. Si L(m) est une fonction de´croissante de
m(0 < m) alors l’ope´rateur −H produit une fonction qui est aussi quadratiquement inte´grable et qui
s’annule aux extre´mite´s.
Conjointement au troisie`me the´ore`me on a:
Quatrie`me The´ore`me (Classe I) Lorsque L(m) est une fonction croissante de l’entier m pour
0 < m ≤ M , et λ ≤ max {L(M), L(M + 1)}, alors une condition ne´cessaire pour avoir des solutions
quadratiquement inte´grables est :
λ = λl = L(l + 1)
Ou´ l est un entier et m = 0, 1, 2, ..., l.
Quatrie`me The´ore`me (Classe II) Lorsque L(m) est une fonction de´croissante de l’entier m pour
0 < m ≤ M , et λ ≤ L(0), alors une condition ne´cessaire pour avoir des solutions quadratiquement
inte´grables est :
λ = λl = L(l)
Ou´ l est un entier et m = l, l + 1, l + 2, ....
Le cinquie`me the´ore`me e´tablit simplement la normalisation des solutions:
Cinquie`me The´ore`me Avec les de´finitions ci-dessus, les ope´rateurs H pre´servent la normalisation
des solutions.
Avec ces cinq the´ore`mes, on est capable d’e´crire les fonctions propres et valeurs propres d’une e´quation
de´ja` factorise´e.
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4.1.2 Technique
Il reste maintenant a` syste´matiser la factorisation d’une e´quation diffe´rentielle comme (116). C’est-a`-
dire, on cherche les k(x,m) et L(m) correspondant a` un r(x,m) donne´. Comme on l’a dit dans [3], on
applique (117) et on obtient:
k2(x,m+ 1) +
dk(x,m+ 1)
dx
+ L(m+ 1) = −r(x,m) (120)
k2(x,m)− dk(x,m)
dx
+ L(m) = −r(x,m) (121)
En soustrayant les deux e´quations, on obtient une condition ne´cessaire sur k(x,m) et L(m):
k2(x,m+ 1)− k2(x,m) + dk(x,m+ 1)
dx
+
dk(x,m)
dx
= L(m)− L(m+ 1) (122)
Remarquons qu’il s’agit aussi d’une condition suffisante car il est possible d’inverser les e´tapes qu’on
vient de faire, c’est-a`-dire partir de (122) et remonter jusqu’a` (116). On cherche les k(x,m) et L(m)
qui vont satisfaire cette condition. On a la solution triviale:
k(x,m) = f(m)
L(m) = −f2(m)
Ou` f(m) est une fonction arbitraire de m. Alors l’e´quation initiale devient:
d2y
dx2
+ λy = 0
On connait de´ja` la solution de cette e´quation diffe´rentielle: une combinaison line´aire de sinλ
1
2x et cosλ
1
2x.
Une autre solution possible est:
k(x,m) = k0 +mk1 (123)
Ou` k0 et k1 sont des fonctions de x seulement. Alors la condition (122) devient:[
(m+ 1)2(k21 + k
′
1) + 2(m+ 1)(k0k1 + k
′
0)
]− [m2(k21 + k′1) + 2m(k0k1 + k′0)]
= L(m) = L(m+ 1)
La solution ge´ne´rale de cette e´quation est:
L(m) = −m2(k21 + k′1)− 2m(k0k1 + k′0) + 1˜ (124)
Ou´ 1˜ est une fonction de x et m et de pe´riode 1 en m. Puisqu’on est inte´resse´ a` L(m) que pour des
valeurs entie`res de m, on pose:
1˜ = f(x)
Ou` f(x) est une fonction arbitraire de x. Alors, sans perte de ge´ne´ralite´ on va poser f(x) = 0. Puisque
l’e´quation (124) doit eˆtre valide pour chaque valeur de m, on doit avoir chaque coefficient des puissances
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de m e´gaux a` une constante. Alors on a les relations suivantes :
k21 + k
′
1 = −a2
k′0 + k0k1 =
{
−ca si a 6= 0
b si a = 0
Ou` a, b et c sont des constantes. Alors on a aussi:
L(m) =
{
a2m2 + 2ca2m si a 6= 0
−2bm si a = 0
On y va cas par cas. Les solutions de (124) si a 6= 0 sont(avec encore la notation de [3]):
(A)
{
k1 = a cot a(x+ p)
k0 = ca cot(x+ p) +
d
sin a(x+p)
(B)
{
k1 = ia
k0 = cia+ de
−iax
Si par contre on a a = 0 alors les solutions sont:
(C)
{
k1 =
1
x
k0 =
bx
2 +
d
x
(D)
{
k1 = 0
k0 = bx+ d
Ou` d et p sont des constantes arbitraires. Chaque solution (A), (B), (C) et (D) fixe les k(x,m) (123)
et L(m) (124). Alors en utilisant (120) on trouve r(x,m).
Si on essaie de trouver d’autres solutions en augmantant le degre´ de (123), on obtient rien de nouveau
[3]. Par contre si on e´crit:
k(x,m) =
k−1
m
+ k0 +mk1 (125)
On obtient la nouvelle condition:
−m2(k21 + k′1)− 2m(k0k1 + k′0)−
2k0k−1
m
− k
2−1
m2
−(m+ 1)2(k21 + k′1) + 2(m+ 1)(k0k1 + k′0)
+
2k0k−1
m+ 1
+
k2−1
(m+ 1)2
= L(m)− L(m+ 1)
En multipliant cette nouvelle condition par m(m + 1)2 on obtient du coˆte´ gauche, on obtient les
contraintes:
k−1 = q
k′−1 = 0
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Ou` q est une constante diffe´rente de 0 (ce cas ayant de´ja` e´te´ e´tudie´). On doit avoir de plus:
k0 = constante (126)
Car k0k−1 doit eˆtre constant. Puisque le cas k0 6= 0 obligerait k1 a` eˆtre constant (qui a de´ja` e´te´ e´tudie´)
on peut conside`rer sans perte de ge´ne´ralite´ k0 = 0. Alors on a comme dernie`re contrainte:
k21 + k
′
1 = −a2 (127)
Lorsque k1 est une constante, on obtient de nouveau une solution trigonome´trique. En e´liminant ce cas
on obtient deux nouveau types de factorisations:
(E)

k1 = a cot a(x+ p)
k0 = 0
k−1 = q
(F)

k1 =
1
x
k0 = 0
k−1 = q
On a donc au total 6 types de factorisation.
La technique utilise´e dans [5] pour re´soudre un proble`me de q-oscillateurs est e´quivalente a` celle
explique´e ci-dessus. La demarche de la partie la plus simple de cet article sera maintenant donne´ comme
exemple de l’application de la me´thode de factorisation.
4.2 Me´thode de Loutsenko et ass.
Cette fois-ci on prend un hamiltonien de forme particulie`re comme point de de´part. On peut obtenir
une contrainte sur des hamiltoniens successifs, ce qui nous permet de trouver les valeurs propres. Pour
trouver les fonctions propres on applique successivement un ope´rateur relie´ a l’hamiltonien de de´part.
Technique
Dans, [5], on conside`re un hamiltonien de la forme
H = A+A
Avec
A = αa+ βa+ + γ (128)
L’ide´e de la chaˆıne de factorisation est de de´finir une suite d’hamiltoniens
Hl = A
+
l Al + λl ; l ∈ Z et on prend H ≡ H0
De plus, on demande que deux hamiltonien successif respectent la relation :
A+l+1Al+1 + λl+1 = AlA
+
l + λl (129)
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Cette dernie`re e´quation transforme un syste`me d’e´quations diffe´rentielles en un syste`me de relations de
re´currences. Le but est donc de re´soudre le syste´me et de de´terminer les λl car ceux-ci correspondent,
par hypothe`se, aux valeurs propres des Hl.
En effet, en supposant l’existence d’un e´tat fondamental, c’est-a`-dire un e´tat |0〉l tel que Al|0〉l = 0,
on peut obtenir les nouveaux e´tats propres en appliquant l’ope´rateur d’e´chelle A+ sur celui-ci :
|l〉0 = A+0 ...A+l−1|0〉l (130)
Pour clarifier cette ide´e, on explique comment les auteurs de [5] ont trouve´ un des spectres.
4.2.1 Exemple
En utilisant les actions des ope´rateurs de cre´ation et d’annihilation ainsi que leurs relations de commu-
tation dans le cas des q-oscillateurs, les auteurs ont re´ussi a` trouver le spectre de l’Hamiltonien initial.
Le commutateur est donne´ par:
aa+ − qa+a = 1 (131)
On commence par appliquer l’hypothe`se (129) de la chaˆıne de factorisation avec la de´finition de
l’ope´rateur A. Pour ce faire on calcule les quantite´s suivantes:
AlA
+
l = [αla+ βla
+ + γl][α
∗
l a
+ + β∗l a+ γ
∗
l ]
= |αl|2aa+ + αlβ∗l a2 + αlγ∗l a+ βlα∗l a+2 + |βl|2a+a+ βlγ∗l a+ + γlα∗l a+ + γlβ∗l a+ |γl|2
= |αl|2(1− qa+a) + |βl|2a+a+ αlβ∗l a2 + βlα∗l a+2 + (αlγ∗l + γlβ∗l )a+ (βlγ∗l + γlα∗l )a+ + |γl|2
= (q|αl|2 + |βl|2)a+a+ αlβla2 + βlα∗l a+2 + (αlγ∗l + γlβ∗l )a+ (βlγ∗l + γlα∗l )a+ + |αl|2 + |γl|2
De la meˆme fac¸on, on trouve:
A+l+1Al+1 = (|αl+1|2 + q|βl+1|2)a+a+ αl+1β∗l+1a2 + α∗l+1βl+1a+
2
+ (β∗l+1γl+1 + αl+1γ
∗
l+1)a
+ (α∗l+1γl+1 + βl+1γ
∗
l+1)a
+ + |β2l+1 + |γl+1|2
Maintenant, on utilise l’e´quation (129) et on trouve
A+l+1Al+1 + λl+1 = AlA
+
l + λl
(|αl+1|2 + q|βl+1|2)a+a+ αl+1β∗l+1a2 + α∗l+1βl+1a+2 + (β∗l+1γl+1 + αl+1γ∗l+1)a
+ (α∗l+1γl+1 + βl+1γ
∗
l+1)a
+ + |β2l+1 + |γl+1|2 + λl+1 = (q|αl|2 + |βl|2)a+a+ αlβla2
+ βlα
∗
l a
+2 + (αlγ
∗
l + γlβ
∗
l )a+ (βlγ
∗
l + γlα
∗
l )a
+ + |αl|2 + |γl|2 + λl
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Alors, en comparant les coefficient de chaque ope´rateur distinct, on obtient l’ensemble de relations de
re´currences suivant:
[I]|αl+1|2 + q|βl+1|2 = q|αl|2 + |βl|2
[II]αlβ
∗
l = αl+1β
∗
l+1
[III]γlα
∗
l + γ
∗
l βl = γl+1α
∗
l+1 + γ
∗
l+1βl+1
[IV]λl + |αl|2 + |γl|2 = λl+1 + |βl+1|2 + |γl+1|2
Graˆce a` la syme´trie de l’Hamiltonien, on peut supposer α et β re´el. On commence par la relation
[I]|αl+1|2 + |βl+1|2 = |αl|2 + |βl|2. Remarquons qu’a` chaque nouvelle ite´ration, le coefficient de α gagne
un q1/2 et celui de β gagne un q−1/2. On peut alors supposer
αl = α0q
l/2
βl = β0q
−l/2
Ici, α0 et β0 sont des constantes a` de´terminer. Remarquons que cette supposition ve´rifie la relation [II].
On se´pare γl en ses parties re´elles et imaginaires : γl = xl + iyl et on de´veloppe la relation [III]:
γlα
∗
l + γ
∗
l βl = γl+1α
∗
l+1 + γ
∗
l+1βl+1
(xl + iyl)α0q
l/2 + (xl − iyl)β0q−l/2 = (xl+1 + iyl+1)α0q
l+1
2 + (xl+1 − iyl+1)β0q
−(l+1)
2
xlα0q
l/2 + xlβ0q
−l/2 + i[ylα0ql/2 − ylβ0q−l/2] = xl+1α0q
l+1
2 + xl+1β0q
−(l+1)
2 + i[yl+1α0q
l+1
2 − yl+1β0q
−(l+1)
2 ]
xl[α0q
l/2 + β0q
−l/2] + iyl[α0ql/2 − β0q−l/2] = xl+1[α0q
l+1
2 + β0q
−(l+1)
2 ] + iyl+1[α0q
l+1
2 − β0q
−(l+1)
2 ]
En comparant les parties re´elles, on obtient:
xl[α0q
l/2 + β0q
−l/2] = xl+1[α0q
l+1
2 + β0q
−(l+1)
2 ]
xl(αl + βl) = xl+1(αl+1 + βl+1)
Pour que les deux coˆte´s de l’e´quation soient e´gaux a` une constante, on e´crit:
xl =
k
αl + βl
Pour de´terminer la constante k, on remarque:
Reγ0 ≡ x0 = k
α0 + β0
⇒ k = Reγ0(α0 + β0)
On fait la meˆme de´marche avec la partie imaginaire, ce qui nous permet de conclure :
γl =
(α0 + β0)Reγ0
αl + βl
+
i(α0 − β0)Imγ0
αl − βl
Il reste a` fixer les constantes α0, β0 et γ0. Il existe plusieurs solutions a` ces e´quations de re´currence.
Conside´rons la plus simple, c’est-a`-dire, celle qui correspond a` e´galer α0, β0 et γ0 avec les parame`tres
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de de´part de l’Hamiltonien:
α0 = α β0 = β γ0 = γ λ0 = 0
Alors la solution de notre ensemble d’e´quation de re´ccurence correspond a`:
αl = αq
l/2
βl = βq
−l/2
γl =
(α+ β)Reγ
αl + βl
+
i(α− β)Imγ
αl − βl
Dans l’article, on conside`re aussi le cas λ0 6= 0. Celui-ci suit la meˆme de´marche que ci-dessus mais il
est e´videmment plus complique´. L’essentiel de la technique est de re´soudre le syste`me de relations de
re´currence obtenues a` partir de l’e´quation (129).
5 Application de la me´thode de factorisation sur un POM
Dans cette section purement calculatoire, on tente de rede´river les re´sultats de [5] en appliquant la
me´thode de factorisation base´e sur [3] et de´taille´e dans [5].
5.1 Spectre
Il s’agit ici de retrouver le spectre et les fonctions propres de l’Hamiltonien conjugue´ du premier article.
Remarquons que la conjugaison par l’ope´rateur S de l’Hamiltonien de l’oscillateur harmonique ne change
pas les niveaux d’e´nergie. On devrait donc, en utilisant la chaˆıne de factorisation, obtenir un spectre
line´aire.
Afin d’e´viter des proble`mes de notation, on pose:
a˜ := SaS−1 = cosh a− e−iθ sinh ρa+σ(e−iδ cosh ρ+ ei(δ−θ) sinh ρ) (132)
Et alors l’e´quation (129) s’e´crit :
a˜+l+1a˜l+1 + λl+1 = a˜la˜
+
l + λl (133)
avec les relations suivantes:
αl = cosh pl
βl = −e−iθl sinh ρl
γl = σ(e
−iδl cosh ρl + ei(δl−θl) sinh ρl)
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On calcule:
a˜+l+1a˜l+1 = (α
∗
l+1a
+ + β∗l+1a+ γ
∗
l+1)(αl+1a+ βl+1a
+ + γl+1)
= |αl+1|2a+a+ α∗l+1βl+1(a+)2 + α∗l+1γl+1a+ + β∗l+1αl+1a2 + |βl+1|2aa+
+ β∗l+1γl+1a+ γ
∗
l+1αl+1a+ γ
∗
l+1βl+1a
+ + |γl+1|2
= |αl+1|2a+a+ |βl+1|2(1 + a+a) + α∗l+1βl+1(a+)2 + β∗l+1αl+1a2+
(α∗l+1γl+1 + γ
∗
l+1βl+1)a
+ + (β∗l+1γl+1 + γ
∗
l+1αl+1)a+ |γl+1|2
= (|αl+1|2 + |βl+1|2)a+a+ α∗l+1βl+1(a+)2 + β∗l+1αl+1a2
+ (α∗l+1γl+1 + γ
∗
l+1βl+1)a
+ + (β∗l+1γl+1 + γ
∗
l+1αl+1)a+ |βl+1|2 + |γl+1|2
a˜la˜
+
l = (αla+ βla
+ + γl)(α
∗
l a
+β∗l a+ γ
∗
l )
= |αl|2aa+ + αlβ∗l a2 + αlγ∗l a+ βlα∗l a+2
+ |βl|2a+a+ βlγ∗l a+ + γlα∗l a+ + γlβ∗l a+ |γl|2
= |αl|2(1 + a+a) + |βl|2a+a+ αlβ∗l a2 + βlα∗l a+2
+ (αlγ
∗
l + γlβ
∗
l )a+ (βlγ
∗
l + γlα
∗
l )a
+ + |γl|2
= (|αl|2 + |βl|2)a+a+ αlβ∗l a2 + βlα∗l a+2 + (αlγ∗l + γlβ∗l )a+ (βlγ∗l + γlα∗l )a+ + |αl|2 + |γl|2
En utilisant (129), on obtient le syste`me d’e´quation de re´currence suivant:
[1]|αl+1|2 + |βl+1|2 = |αl|2 + |βl|2
[2]αlβ
∗
l = αl+1β
∗
l+1
[3]γlα
∗
l + γ
∗
l βl = γl+1α
∗
l+1 + γ
∗
l+1βl+1
[4]λl + |αl|2 + |γl|2 = λl+1 + |βl+1|2 + |γl+1|2
On essaie la solution triviale, c’est-a`-dire αl = α0, βl = β0 et γl = γ0 α0, β0, γ0 ∈ C. Si on fait la meˆme
chose que [8],i. e., α0 = α = cosh ρ, β0 = β = −e−iθ sinh ρ et γ0 = γ = σ(e−iδ cosh ρ + ei(δ−θ) sinh ρ).
La relation [4] devient:
λl + cosh
2 ρ = λl+1 + sinh
2 ρ
⇒ λl+1 − λl = cosh2 ρ− sinh2 ρ = 1
⇒ λl = λ0 +
l−1∑
n=0
1 = λ0 + l
Donc, si on pose λ0 = 0, on obtient bel et bien le spectre line´aire de l’oscillateur harmonique.
5.2 E´tats propres
Comme le spectre impose que nos coefficients αl, βl et γl sont des constantes, les indices sont abandonne´s
pour simplifier la notation. En premier, on calcule l’e´tat fondamental en utilisant l’hypothe`se :
a˜|0˜〉 = 0 (134)
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Avec le changement de base:
|0˜〉 =
∞∑
k=0
Bk|k〉 (135)
Avec nos parame`tres on obtient:
a˜|0˜〉 = cosh ρa+ eiθ sinh ρa+ + σ(e−iδ cosh ρ+ ei(δ−θ) sinh ρ)
∞∑
k=0
Bk|k〉 (136)
=
∞∑
k=0
Bk cosh ρ
√
k|k − 1〉+
∞∑
k=0
Bke
iθ sinh ρ
√
k + 1|k + 1〉 (137)
+ σ(e−iδ cosh ρ+ ei(δ−θ) sinh ρ)
∞∑
k=0
Bk (138)
= cosh ρ
∞∑
l=1−
Bl+1
√
l + 1|l + 1〉+ eiθ sinh ρ
∞∑
m=1
Bm−1|m〉 (139)
+ σ(e−iδ cosh ρ+ ei(δ−θ) sinh ρ)
∞∑
k=0
Bk|k〉 (140)
= cosh ρ
∞∑
l=0
Bl+1|l〉+ e−iθ sinh ρ
∞∑
m=0
Bm−1
√
m|m〉 (141)
+ σ(e−iδ cosh ρ+ ei(δ−θ) sinh ρ)
∞∑
k=0
Bk|k〉 (142)
=
∞∑
k=0
(
cosh ρBk+1
√
k + 1 + e−iθ sinh ρBk−1
√
k + σ(e−iδ cosh ρ+ ei(δ−θ) sinh ρ)Bk
)
|k〉 (143)
On a alors la relation de re´currence sur les Bk :
cosh ρBk+1
√
k + 1 + e−iθ sinh ρBk−1
√
k + σ(e−iδ cosh ρ+ ei(δ−θ) sinh ρ)Bk = 0 (144)
Comme on le voit cette e´quation correspond exactement a` l’e´quation (4.8) de [5]. D’ou`
Bk = ψ0,k (145)
Pour obtenir l’e´tat ψ1,k on applique a˜
+ une fois:
a˜+|0˜〉 = a˜+
∞∑
k=0
ψ0,k|k〉
=
∞∑
k=0
cosh ρ
√
k + 1ψ0,k|k + 1〉+ eiθ sinh ρ
√
kψ0,k|k − 1〉+ σ(eiδ cosh ρ+ e−i(δ−θ)) sinh ρψ0,k|k〉
=
∞∑
k=0
[
cosh ρ
√
kψ0,k−1 + eiθ sinh ρ
√
kψ0,k+1 + σ(e
iδ cosh ρ+ e−i(δ−θ) sinh ρ)ψ0,k
]
|k〉
Ce qui implique:
ψ1,k = cosh ρ
√
kψ0,k−1 + eiθ sinh ρ
√
kψ0,k+1 + σ(e
iδ cosh ρ+ e−i(δ−θ) sinh ρ)ψ0,k (146)
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Ce qui correspond a` la meˆme e´quation que (4.18) de [8].
Pour trouver les n-ie`mes e´tats propres on utilise la de´composition de la section 3.4. L’ide´e
est d’appliquer se´paremment l’ope´rateur (a˜+)n sur les χ0,k et ϕ0,k. Plus pre´cisemment, on a la
de´composition:
|n˜〉 = |n˜〉χ|n˜〉ϕ (147)
avec:
|n˜〉χ = (a˜+)n|ρ=0|0˜〉χ = (a˜+)n|ρ=0
∞∑
k=0
χ0,k|k〉 (148)
|n˜〉ψ = (a˜+)n|σ=0|0˜〉ϕ = (a˜+)n|σ=0
∞∑
k=0
ϕ0,k|k〉 (149)
Dans le cas de Charlier on a donc:
a˜+|ρ=0 = a+ + σeiδ (150)
En appliquant le binoˆme de Newton on obtient:
(a˜+|ρ=0)n = (a+ + σeiδ)n =
n∑
j=0
(
n
j
)
(a+)j(σeiδ)n−j (151)
Alors:
|n˜〉χ = 1√
n!
n∑
j=0
(
n
j
)
(σeiδ)n−j
∞∑
k=0
e−σ
2/2 (−σe−iδ)k√
k!
(a+)j |k〉 (152)
=
1√
n!
[e−σ
2/2σneinδ]
n∑
j=0
(
n
j
)
(σeiδ)−j
(−σe−iδ)k√
k!
√
(k + j) · · · (k + 1)|k + j〉 (153)
=
1√
n!
[e−σ
2/2σneinδ]
n∑
j=0
(
n
j
)
(σeiδ)−j
∞∑
m=0
(−σe−iδ)m−j√
(m− j)!
√
(m) · · · (m− j + 1)|m〉 (154)
=
∞∑
m=0
 1√n! (−1)me−σ2/2σn+meiδ(n−m)
n∑
j=0
(
n
j
)
(−1)j
(σ2)j(m− j)!
√
m!
 |m〉 (155)
=
∞∑
m=0
 1√n!m! (−1)me−σ2/2σn+meiδ(n−m)
n∑
j=0
(
n
j
)
(−1)j
(σ2)j
m!
m− j!
 |m〉 (156)
=
∞∑
m=0
 1√n!m! (−1)me−σ2/2σn+meiδ(n−m)
n∑
j=0
(−1)j
(
n
j
)(
m
j
)
1
(σ2)j
j!
 |m〉 (157)
=
∞∑
m=0
{
1√
n!m!
(−1)me−σ2/2σn+meiδ(n−m)Cn(m;σ2)
}
|m〉 (158)
(159)
On retrouve bel et bien l’e´quation (7.13) de [8]:
χn,k =
1√
n!k!
(−1)ke−σ2/2σn+keiδ(n−k)Cn(k;σ2) (160)
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6 Conclusion
On a vu comment ge´ne´raliser le concept de polynoˆme orthogonaux, qui sont des solutions d’une e´quation
hyperge´ome´trique, a` des matrices. Ces dernie`res satisfont aussi a` une e´quation de re´currence a` trois
termes et une relation d’orthogonalite´. On a eu besoin de ce concept pour de´tailler le proble`me de
l’article [8].
Le deuxie`me concept ne´ce´ssaire a` notre proble`me principal e´tait la me´thode de factorisation. Base´
sur cinq the´ore`mes il est possible de construire une technique permettant de re´soudre des e´quations
diffe´rentielles d’une forme particulie`re qu’on retrouve souvent en de me´canique quantique.
Par exemple dans le proble`me de q-oscillateurs de l’article [5] on introduit une technique e´quivalente
a` cette d’Infeld et Hull [3] pour trouver les e´tats propres et valeurs propres d’un hamiltonien de forme
spe´ciale.
Notre but ultime e´tait de retrouver les fonction propres et valeurs associe´s a` l’hamiltonien introduit
dans [8] a` l’aide de la me´thode de factorisation. En se basant sur la de´finition de a˜ et la de´composition
des e´tats propres dans [8] il est effectivement possible d’obtenir de nouveau la partie Charlier de la
matrice Ψn,k.
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