Understanding how an organism exhibits specific behaviours remains a major and important biological question. Studying behaviour in a simple model organism like the fruit fly Drosophila melanogaster has the advantages of advanced molecular genetics approaches along with well-defined anatomy and physiology. With advancements in functional genomic technologies, researchers are now attempting to uncover genes and pathways involved in complex behaviours on a genome-wide scale. A systems-level network approach, which will include genomic approaches, to study behaviour will be key to understanding the regulation and modulation of behaviours and the importance of context in regulating them.
INTRODUCTION
When trying to reach a mechanistic understanding of behaviour, we look to the genome, and more specifically the individual genes within the genome, which ensure the appropriate developmental cascade leads to the functionally formed organism, with an organised nervous system enabling the organism to behave appropriately in the context of its environment. Traditionally, studies of genes and behaviour have focused on the contribution of individual genes to a given behaviour, however many behaviours are polygenic, thus understanding behaviour using only single-gene approaches has its limitations. Technological innovations have, within the past decade, allowed researchers to begin to apply genome-wide analyses to the problem of elucidating the genetic aetiology underpinning distinct behaviours. Given the genomic complexities involved in directing behaviours (both 'simple' and 'complex'), a model system that possesses a relatively simple genome, yet is still capable of manifesting a sophisticated repertoire of modifiable behavioural outputs, is extremely appealing. Drosophila melanogaster has long been an ideal organism to study the connection between genes and behaviour, where huge progress has been made in identifying single genes underlying a number of complex behaviours [1] . The advent of genome-wide technologies has enabled a paradigm shift from a top-down approach (behaviour to gene), to a bottom-up approach (genes to behaviour). This review will describe behavioural genomic studies from some of the best-studied paradigms in Drosophila (specifically courtship, memory and circadian rhythms), describing examples of the range of techniques that have been applied, highlighting their inherent advantages and shortcomings, the various considerations when designing these experiments, as well as future applications for genome-wide approaches in the study of behaviour.
As it is the nervous system that is pivotal in the specification of behaviour, it is also essential to understand how neural circuits act to direct specific behavioural outputs. Deciphering the contributions of individual cells to behavioural outputs requires the identification of neuronal subtypes within a circuit, understanding their organization and connectivity. Furthermore, understanding how the molecules in these cells ultimately lead to behavioural outputs, and how these outputs can be modified based on experience, remain major biological questions. Adding further complexity, the nervous system functions in the context of the organism as a whole and can therefore be functionally influenced by other tissues, despite or in conjunction with, the individual's interactions with its external environment. For example, it has been shown that in group situations flies engage in complex social interactions that influence learning, circadian clocks, aggression and mating [2] . The challenge is to identify where, and when, these behaviours are initially encoded, and how the developmental state and environmental influences (both internal and external) impact on these behaviours at the molecular level.
There are many steps from the gene, as it is encoded in the genome, through to its expression as an mRNA, its translation and ultimate function as a protein, to understanding its role in a specific behavioural output (Figure 1 ). Genome-wide approaches can be brought to bear on most, if not all, of these steps. Since all of the steps from gene to behaviour are susceptible to environmental influences, some of which on their own, or collectively, may lead to changes in behavioural outputs, it is paramount to consider these influences when designing and interpreting genome-wide behavioural analysis. To date, most genome-wide behavioural studies have focused on gene expression dynamics using techniques that measure the relative abundance of messenger RNA (mRNA) transcripts in specific tissues, individual populations or between differential behavioural states (often called 'transcriptomics'). The majority of investigations relying on comparative genomic approaches (i.e. mutant versus wild-type, experience versus simulated experience) to ask whether there is a relationship between a particular behaviour and a particular gene expression profile. With the development of microarray technologies, genome-wide expression levels of mRNAs could be examined for the first time [3] . mRNA isolated from the tissue of choice is converted to cDNA, labelled and then hybridized to an array. Individual mRNA abundance is then represented as the levels of hybridization to a gene-specific probe. More recently, this array technology has been used in combination with chromatin immunoprecipitation (ChIP) approaches to enable the mapping of protein-DNA interactions throughout the genome, leading to an understanding of where these interactions occur and importantly, the dynamic nature of these interactions. Recent advances in high-throughput sequencing technologies have made the sequencing of the entire transcriptome and transcript quantification achievable [4] . However, as this is a more recent (and expensive) development, it has to date been applied far less to behavioural studies, nonetheless, continuous development and declining costs will make this technique much more accessible for future genome-wide behavioural studies.
LOVE
Drosophila perform innate courtship behaviours, that are socially modifiable [1, 2] . Males must be able to discriminate between sex (male versus female) and species, ensuring successful copulation. Similarly, successful copulation depends on the females' ability to discriminate, and accept a male of the correct species. Within these behaviours there are additional experience-dependent changes in both males and females that modify their behavioural outputs. For example, during mating, males transfer a male accessory gland protein (sex-peptide) that triggers a post-mating response in females, acting as a behavioural switch, which renders the female unreceptive to further sexual advances for a refractory period of time. During this time, females display a stereotypical set of rejection behaviours (also displayed in immature females) [5] . Male behaviours can also be modified based on experience: if a male encounters an unreceptive female, the male will remember this experience (termed courtship conditioning) and subsequently show reduced levels of courtship towards females [1] .
As the sex of the animal in this case determines its sexual orientation, and therefore behavioural outputs, one question to ask is: what are the molecular differences between males and females that contribute to the sexual-specificity of these behaviours? Much of what we know about the neuronal basis of male behaviour has come from studies of the transcription factors fruitless (fru) and doublesex (dsx) [1] . Both dsx and fru lie at the bottom of the sex-determination hierarchy and in males act, both individually and in conjunction with each other, to create a sexually dimorphic nervous system [6] . dsx also regulates most sexual dimorphism in the soma of both males and females, through the function of its sex-specific isoforms (Dsx M and Dsx F ) [7] . Both fru and dsx are known to be expressed throughout the pupal period, when the nervous system is being re-structured into its adult form, and it has been demonstrated that neural substrates governing sex-specific behaviours are specified during this critical juncture [8] . Developmental mechanisms can lead to anatomical differences between males and females (e.g. in neuronal populations and neural connectivity) that can account for the resultant differences in behaviour [6] , so choosing when and where to look for the differences between males and females is an important consideration.
Since the advent of genome-wide transcriptomic technologies, a number of studies, mostly using microarrays, have examined gene expression differences between males and females on a genomic scale. Genes that are expressed differentially between the sexes are referred to as having sex-biased expression (male-biased or female-biased). Initial studies comparing whole Drosophila males and females, found that 57% of the genome appears to show sex-biased expression [9, 10] , with the majority of these differences attributed to genes expressed in reproductive tissues [11] . This latter finding highlights the importance of tissue specificity when investigating gene expression differences, as gene expression is an inherently cellular phenomenon that cannot be accurately assayed, much less directly compared between sexes, when measuring a heterogeneous sample of cell types without controlling the proportion of each. An additional consideration when comparing males and females are sexually antagonistic expression differences: as males and females differ in their optimal behavioural, morphological and physiological traits, these set up an evolutionary conflict between the sexes at the genetic level. A recent genome-wide expression study by Innocenti and Morrow [12] has suggested that as much as 8% of the genes in the Drosophila genome are experiencing sexually antagonistic selection in the adult, however, we are still far from understanding the direct role of such expression differences on behaviour.
When looking for behaviourally relevant genes, expression studies focusing on the nervous system would seem an appropriate place to start, though the effects of sexual-specification in other, non-neural tissues cannot be discounted. A number of studies have focused on comparative expression studies between male and female head, a complex tissue largely consisting of the central nervous system (CNS) and fat body, whereas some have focused specifically on the nervous system [13, 14] . Additionally, differences within the same sex have been examined, comparing expression in wild-type versus mutants of the sex-determination hierarchy [10] [11] [12] [13] [14] . Using this approach, Goldman and Arbeitman [13] found a number of genes in the head and dissected CNS that appear to be regulated downstream of either fru or dsx. Dalton et al. [14] compared the transcriptome between wild-type males and males lacking male-specific fru expression in adult CNS, as well as whole pupae (when most fru-dependent neuroanatomical differences are established). Interestingly, genes of the ecdysone hierarchy were identified and shown to act in concert with fru to establish the neural circuitry required to prevent male-male courtship behaviour. More recently, whole-genome mRNA sequencing (RNA-seq) has been adopted to look for sexual behaviourally relevant gene expression differences; this has the ability to distinguish between transcripts from alternative promoters of genes, as well as alternatively spliced variants [15] . To date, these studies have identified a number of genes differentially expressed between the sexes, most of which are expressed outside the nervous system in the fat body [13] . As a connection between the sex of the fat body, a major secretory tissue, and male courtship behaviour has been demonstrated [16] , this suggests some cross talk is occurring between these tissues. Importantly, many of the genes identified in this study as male-biased were found to reside on the X chromosome, suggesting dosage compensation also contributes significantly to sexually dimorphic gene expression [15] .
An alternative to looking for sex-specific differences in gene expression is to focus on examining changes in gene expression in response to sexual experience. For example, investigating changes in the transcriptome in response to a potential mate. One benefit of this approach is the limited variation between control and experimental samples, as the same population and sex of animals are used for all of the experiments. Initial experiments [17] using microarrays to compare gene expression in whole flies between males who had courted a female for a short period of time (without copulating) against males that had not been exposed to a female, found a number of immune-related genes. Interpreting these changes in expression is unclear, however, it appears that courtship encounters directly impact the flies' immune response. Follow-up studies have investigated gene expression changes specifically in male heads in response to mating, as well as how the sex and species of the interacting partner influenced gene expression [18] [19] [20] . Gene expression changes post-mating were mostly found in fat body genes, supporting the model that this tissue feedbacks to the nervous system in response to a sexual encounter. One study compared gene expression in heads of males after they had courted females, been exposed to another male or had no interaction at all [18] . Interestingly, only a small number of genes were shown to change their expression specifically when a male was exposed to a female, however, many more genes changed when males were exposed to other males. This shows that different types of social interactions can lead to profoundly different changes in gene expression.
A number of related studies have also been carried out in females, examining gene expression changes both in response to courtship advances by males, as well as changes that occur post-mating [21] [22] [23] [24] [25] . Studies focusing on head tissue from females exposed to courting males (compared with uncourted females) have identified a number of genes showing either up-or down-regulation, many of which appear to be related to innate immunity, suggesting, as seen in males, a courtship-induced immune response [24] . Once a female has successfully mated, she displays behavioural post-mating responses exemplified by decreased receptivity; other changes are more physiological as metabolic changes occur associated with fertilization, sperm storage and egg-laying [5] . Studies have examined transcriptional changes in whole flies, as well as in female head and CNS tissues at various times post-mating [24, 26] . Whole fly studies suggest that females are molecularly poised to respond to mating; however, immediately post-mating, a broad range of genes show expression changes, with the number of genes decreasing over time, whereas the magnitude of the observed changes increases [26] . In whole fly heads, metabolic genes in the fat body showed the most dramatic changes in expression post-mating, perhaps reflecting the physiological cost of egg production [24] . In dissected CNS tissue the most notable change was the down-regulation of ion channel genes, suggesting a neurophysiological response to mating [24] . A recent study by Immonen and Ritchie [27] looked for genomic responses in the female head in response to male courtship song. Females were played synthetic song for 15 min, either conspecific (D. melanogaster) or heterospecific (D. simulans), in addition to control white noise. The expression levels of 222 genes differed in female heads between those exposed to conspecific versus heterospecific song, whereas 41 differed between those exposed to conspecific song and control white noise. Some of the genes identified are involved in sensory perception, but intriguingly, the largest differences were seen in genes involved in female immune function, suggesting that hearing the correct species' song alone can induce a pre-mating immune response, perhaps implying 'transcriptional anticipation' of the transfer of the seminal package. These experience-dependent genome-wide studies are still in their infancy, however, the groundwork has been laid for more detailed studies in the future.
MEMORY
Fruit flies can exhibit several different types of learning and memory. These include two general types of learning, non-associative and associative. Habituation and sensitization are forms of non-associative learning that result from exposure to one environmental stimulus. In contrast, associative learning results from the temporal association of two stimuli, one of which acts as a natural 'reinforcer' of the behavioural response. A variety of experimental paradigms, using a range of sensory modalities, have been developed that can assess the flies' ability to learn and remember. It is worth noting between paradigms that there are mechanistic differences in the acquisition and retention of memory. The genetic dissection of learning and memory has been studied in Drosophila for almost 35 years. Screens for learning and memory mutants have implicated several well-studied cellular processes and signalling cascades in these processes (e.g. cAMP second messenger pathway). At the network level, the mushroom bodies (MBs), which are paired brain centres located in the insect protocerebrum are the principal sites mediating olfactory memory processing [28] .
Current memory research in the fly is focused on how these signalling pathways work in the context of memory and in precisely which neurons and relevant neural circuitry they function. What changes occur at the molecular level when these memories are formed? Do these changes manifest as variations in the transcriptome, proteome and/or epigenome? The idea that gene transcription can have a direct affect on behavioural outputs has long been understood in the memory field, where it has been shown that long-term memory formation requires mRNA transcription, in addition to protein synthesis [29] . What stands out among the genome-wide studies aimed at understanding memory is the variety of approaches that have been considered in a relatively small number of studies.
Given this long established connection between transcription and memory formation, technologies focussing directly on mRNA expression levels appear an obvious place to start. One of the first studies to bring microarray technology to bear on the molecular basis of learning and memory [30] utilized a combination of bottom-up and topdown approaches to identify genes involved in long-term memory formation after negatively reinforced olfactory learning. Comparing mRNA expression levels between experimental whole flies subjected to a regiment of training sessions spaced over time (spaced-training resulting in memory formation) where the flies learned to associate an odour and a shock, versus control flies that had been subjected to massed training sessions (where no memory formation occurs). The choice of these conditions was designed to control for the identification of transcriptional differences due to the training itself, in this case odour or shock or any other manipulations associated with the training assays. It should be noted that although care was taken to mimic conditions between the experimental and control flies, there are still differences in the experience of the flies, which may translate into expression differences. In this study, 8% of the genes represented on the microarray were differentially regulated, suggesting gross changes in gene expression are inherent in memory formation, or perhaps reflecting an inherent variability in the technique, or the experimental design. Importantly, the authors also carried out a follow-up genetic screen to complement the expression data, this allowed them to link expression changes to behaviours, and demonstrated a requirement for mRNA localization and translation in long-term memory formation.
Jiang et al. [31] investigated the molecular mechanisms underlying long-term visual memory using a similar experimental strategy. However, this study coupled a microarray approach with liquid chromatography-tandem mass spectrometry (MS) to investigate changes in both the transcriptome and the proteome, respectively. This study involved comparing genome-wide changes in the fly head (thus focusing on the nervous system) in response to contrasting training procedures. Flies were subjected to either a spaced-training or consecutive-training procedure in a flight simulator, leading to differential memory formation. mRNA and proteins expression levels in the heads of each group were then compared. A number of differentially regulated genes were identified between the experimental groups using microarrays. The liquid chromatographytandem MS analysis also identified a small number of proteins differentially expressed, though only two overlapped with the microarray analysis. This lack of overlap in data sets suggests inherent technical limits in using this approach, however, this study does serve to highlight the importance that post-translational changes in the proteome no doubt play in many behaviours. MS-based proteomic approaches still face many technical challenges, especially given the limitations of tissue size in Drosophila. However, the sensitivity of this approach continues to improve as the technologies used to assay tissues develop in conjunction with more sophisticated computational analyses [32] .
With these expression studies, the output detected is only a snapshot in time. When do these changes occur, are they primarily related to the behaviour or a secondary consequence of the output? As memory formation is a dynamic process that begins at a defined time point (i.e. during/after the learning process), future studies might benefit from following transcriptional changes over time in response to training, perhaps comparing different training techniques to identify overlap and therefore, commonality.
The memory field has the advantage that the neural basis of memory formation appears to be specifically localized to the MB within the brain and studies aimed at tissue-specific changes associated with memory formation should therefore benefit from this neuroanatomically defined structure as a starting place when exploring transcriptomic and proteomic changes. In this regard, Kobayashi et al. [33] used microarray analysis to look for genes that are preferentially expressed in the MB. Chemical ablation of MB-specific cells with hydroxyurea was performed followed by expression profiling from control and MB ablated dissected CNS samples. Many of the genes identified as MB-enriched were shown to be preferentially expressed in the posterodorsal cortex (MB cell bodies) and appear to have a range of functions, including transcription, signalling and cell adhesion. Functional analyses of many of these genes in the MB using RNA interference (RNAi) suggest they largely play developmental roles in MB formation. An alternative approach is to compare gene expression differences between wild-type and known memory mutants [34] . However, gross anatomical differences (often in the MB) between control and experimental samples still present a technical challenge when interpreting this data as differences in cell numbers, tissue size and anatomy can lead to expression differences. Future studies may benefit from comparing gene expression in specific MB cells; including studies of expression changes occurring in response to memory formation in wild-type and mutant backgrounds.
Though the effects of epigenetic modification of chromatin on neuronal processes is an emergent area of study, little is known about how the neuronal epigenome is laid down, and more importantly the role it plays in cognition. A recent study by Kramer et al. [35] investigated epigenetic changes associated with learning and memory by characterizing the role of euchromatin histone methyltransferase (EHMT) in the nervous system. A combination of ChIP and high-throughput sequencing (ChIP-seq) was used to map EHMT-mediated histone methylation throughout the genome, revealing that it targets most of the known learning and memory genes (including non-associative learning and courtship memory), as well as numerous genes involved in neuronal development. This study supports the idea that learning may induce epigenetic reprogramming, having a causative effect on long-term memory formation, and paves the way for future investigations aimed at understanding the role of the epigenome and behaviour.
TIME
Many behaviours in Drosophila, including mating and locomotor activity, follow a daily rhythm driven by an endogenous circadian clock [36] . This internal timing mechanism ensures that its behavioural outputs are in sync with the daily changes in its habitat (e.g. light and temperature). The circadian clock mechanism functions through molecular oscillations in both transcription and protein stability of core clock components, and is an ideal behavioural paradigm for exploiting genome-wide expression approaches.
Drosophila circadian biologists have been quick to adopt novel genome-wide expression technologies as and when they have become available [37] . Initially, five independent microarray expression studies were carried out, all of which attempted to identify mRNA transcripts whose expression followed a circadian profile in Drosophila heads (again focusing on the CNS) [38] [39] [40] [41] [42] . A range of experimental designs were used in order to establish rhythmic transcriptional changes, including comparing mRNA expression over a 24-h period in rhythmically entrained flies kept in a light-dark cycle, or in rhythmically entrained flies switched to continuous darkness (thus having a 'free-running' clock). Furthermore, mRNA analysis in flies mutant for core clock components (e.g. 'timeless' and 'clock') were used to confirm a lack of mRNA rhythmicity in these mutant backgrounds. Interestingly, these initial studies showed a surprising lack of overlap between identified rhythmic mRNAs. Two follow-up studies comparing and re-analysing these data sets found that differences in computational analysis between the studies contributed to the discrepancies, as well as inherent technical variations in the processing of samples between the various laboratories [43, 44] . These studies showed a broader consensus in clock-controlled genes than was originally assumed, identifying a large number of genes that showed rhythmic transcriptional expression profiles, and others showing non-circadian light-driven expression profiles. Genes with an enormously broad range of functions were identified; therefore the repercussions of the clock on the overall physiology of the fly are, unsurprisingly perhaps, far-reaching. These findings are a cautionary tale in the many stages in which variations can be introduced: strain choice, experimental design, animal husbandry, mRNA isolation, cDNA generation and all of the subsequent microarray-based steps, including array design and finally computational analysis.
Given the extent of gene expression analysis used to characterize circadian rhythms, it is surprising that relatively few additional core clock components or genes downstream of the clock (behavioural output) have been identified. As mentioned above, most expression studies have used whole fly heads, which represents a broad range of tissues. As clockcontaining neurons represent 0.15% of the total neurons in the brain, one possible explanation is that rhythmicity occurs in only a small subset of the cells in the head, and the overall expression of these genes in the head, where the core-clock is functioning, masks the clock-specific signal. Furthermore, the 150 clock neurons in the brain are subdivided into seven functionally distinct rhythmic centres, which may differ in both core-clock components and molecular outputs. Lastly, clock genes do not necessarily have to show cyclical mRNA expression (cf. previous works on 'cycle' and 'doubletime' [45] [46] [47] ). In an attempt to overcome these potential constraints, Nagoshi et al. [48] looked at mRNA enrichment in specific subsets of clock cells in the nervous system via cell-type specific gene-expression profiling. This technique relies on the ability to label specific subsets of cell types with a fluorescently visible marker (e.g. green fluorescent protein) followed by dissection of nervous system tissue, gentle dissociation and manual dissection of labelled neurons. mRNA was then extracted from the these specific neuronal cell types and used for expression analysis on microarrays. Impressively, all known circadian genes, bar one, were ranked in the top 40 genes enriched in all clock neurons. A number of additional mRNAs were also highly enriched in all clock neurons, however, importantly mRNAs were also identified as only being enriched in specific subpopulations of clock cells. The results achieved by this study again stress the value of cell-type specificity when looking at gene expression.
Another aspect of understanding clock-specific transcription, and thus circadian behavioural output, is the characterization of the role of cis-regulation on rhythmic gene expression throughout the genome [37] . In Drosophila the circadian-regulated cis-element, the E-box, is found in the promoter of the key clock genes period (per) and timeless (tim), and is known to be transcriptionally activated by the Clock (CLK)/Cycle (CYC) heterodimer. PER and TIM act to repress clk and cyc expression, thereby creating a negative feedback loop. Due to the degenerate nature of the E-box sequence, it is difficult to identify clear CLK/CYC binding sites in other regulatory regions [49] . To understand the relationship between core-clock regulated transcription throughout the genome, ChIP-microarray analysis (ChIP-chip) has been used to identify genomic binding sites for CLK, CYC and PER [50, 51] . CLK was found to bind a surprising number of genomic targets in the fly head (1500); in addition, these binding sites were found to be enriched for the E-box sequence. The binding at 60% of the identified sites was shown to be cyclical and were also shown to be bound by CYC, and then subsequently by PER (phase delayed over time). Another tool used in this study to confirm rhythmic transcription, which has broader application for all behavioural expression studies, was the use of RNA polymerase II (Pol II) binding as a representation of active transcription. This study showed for the first time the breadth of the core-clock's direct control over gene expression.
Using genome-wide approaches to study circadian behaviour have enabled researchers to get an ever clearer mechanistic picture of what is happening on a molecular level in individual cell clusters. These data can now be used to begin to understand how this mechanism functions on a systems level, connecting intracellular oscillators with peripheral oscillators, as well as integrating different inputs and linking them with specific behavioural outputs.
CONCLUSIONS
A variety of approaches and experimental design have been discussed in this review, many of which rely on looking at changes in gene expression levels (mostly mRNA) as a means to understanding behaviour ( Figure 2) . A number of technical challenges still exist, especially as mRNA levels do not always correspond to the amount of protein present and, as genes influence each other, gene expression itself exists in a dynamic network. In many of the early studies, tissue heterogeneity has been a problem, future studies will clearly benefit from purification of specific neuronal subtypes, as the more specific the cell type used for expression analysis, the more likely physiologically relevant genes will be identified. More recent advances in looking at genomewide changes in protein binding, chromatin structure and epigenetic changes have added to the arsenal of techniques for behavioural studies. Future studies might expand on the types of analyses that have been carried out at early developmental stages and in cell culture studies [52, 53] , for example, investigating the dynamic binding of chromatin factors and histone modifications following a behavioural experience.
All behaviours must be flexible in response to the environment, and much of the time the reponse must be rapid, therefore in comparison with investigating genome-wide changes throughout development, where a structured order of events must occur, behavioural responses must be, by their very nature, more flexible and importantly, modifiable. It follows that coming to a mechanistic understanding of behaviour is therefore enormously challenging and, investigating the transcriptional basis of behaviour no doubt has its limitations. Genome-wide approaches have clearly been more successful for some behavioural paradigms, with arguably circadian studies generating the most convincing findings. This may suggest that this type of behaviour is inherently more tractable when using genome-wide approaches, the fundamental cellular oscillations, which underlying this behaviour may translate into a more coherent output. Also, unlike circadian behaviour, many other behaviours do not yet benefit from having such clearly defined neuroanatomical circuitry. A further consideration when using genome-wide approaches to study behaviour are the challenges involved in the validation of the results, the polygenic nature of certain behavioural responses may make validation at the level of single-gene analysis difficult; pleiotropy can also present challenges when investigating the role of individual genes, many of which play roles in other biological processes. Technological advancements in genome-wide techniques along with refinements in the identification and isolation of specific cell-types will continue to improve the resolution of 'behavioural-omic' studies and importantly, the data generated using these approaches will be integrated into our understanding of behaviour, contributing to an unprecedented understanding of the molecular mechanisms underlying behaviours. Experimental approaches to 'behavioural-omics'. The choice of tissue(s) can dramatically alter experimental output from genomic or proteomic studies. Examples of tissues used in behavioural-omic studies include: whole flies, heads, dissected CNS tissue and isolated neuronal subtypes. Genomic approaches can be used to investigate behaviourally relevant DNA^protein interactions, for example, transcription factor binding, chromatin remodelling factor occupancy and Pol II-promoter interaction. Behaviourally-relevant genomic variation can be analysed by comparative whole-genome sequence analysis. RNA variation can be seen at the level of transcript abundance, promoter usage and variation in differentially expressed splice variants. Proteomic approaches include whole proteome analysis, protein modification studies and differences in protein complexes (interactome) in behaviourally relevant tissues.
