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1．はじめに
本小論の目的は，回帰分析の際に定数項を取っては
いけない場合がほとんどであることを確認することに
ある。筆者はかつてある風評被害の被告側証人として
法廷で証言した経験がある1）。その際，原告側が提出
した回帰分析において，恣意的に定数項を取ることに
より，原告側に都合の良い推計をしている問題点を指
摘した。その論点を補強するために，回帰分析の定数
項に関して詳細に議論している日本語の参考文献を探
したが適当な文献を見つけることができなかった。そ
の後も日本語の適当な文献があらわれた形跡はなく，
不適切な定数項のない回帰分析がいまだに蔓延してい
る。そこで，「屋上屋を架す」という批判を恐れず，
回帰分析における定数項問題を再整理することにし
た。
本小論では，第 2節で説明のため平易な単純回帰分
析における定数項の有無による差異を復習し，その統
計的特性を確認する。さらに，決定係数による比較が
できないことを確認する。第 3節では定式化の誤り
（Specification Error）を考え，定式化の誤りが存在す
る可能性が存在すれば，回帰分析の定数項が複数の効
果を混ぜ合わせた，「るつぼ」のような状態となって
いることを示す。そして，実用上，定数項を取ってよ
い場合はごく限られた場合であることを確認する。最
後はまとめと将来課題である。
2．回帰分析と原点を通る回帰分析の比較
回帰分析の定数項の問題を親切に議論している統計
学あるいは計量経済学の和書を見つけることができな
かった。英語文献においても部分的な議論があったと
しても，まとまった記述は少ない。例外的に記述が親
切な教科書には，Studenmund（2011）あるいは Ra-
manathan（2002）がある。また，定数項問題を扱っ
た論文としては，Allen & Stone（2005）とEisenhauer
（2003）がある。
回帰分析を利用する第 1の理由は，古典的な仮定の
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偏推定量となるからである。つまり回帰分析の利点
は，説明変数が被説明変数に与える影響を統計学的に
優れた特性を持つ係数として推計できる点にある。と
ころが，同時に推計されたものであるにもかかわら
ず，定数項に注意が向けられることが少ない。一昔前
の事典的テキストである Theil（1971）には，「通常，
定数項には，経済学的にみてほとんど何の説明力はな
い」という記述があり，回帰分析において定数項は意
味がないか，あるいは人間の盲腸の存在のようなもの
という扱いである。
たしかに定数項には被説明変数の説明のための役割
はほとんどないにしろ，無視できない存在理由があ
る。それにもかかわらず回帰分析における定数項が必
要か必要でないかをきちんと説明した教科書は驚くほ
ど少ない。一方で，統計ソフトや計量経済学ソフトの
多くは，驚くほど簡単に定数項を取り去る機能があ
る。そのため，初心者あるいは実務家そしてしばしば
専門家でさえ，特定化探索（Specification Search）あ
るいはデータマイニングの際に，説明変数の t値の絶
対値が大きくなるなり，決定係数（自由度修正済み決
定係数）が大きくなるなりするならば，無造作に定数
項を取ってしまうケースが少なからず存在する。そし
て，残念なことに，その多くは誤った結論に到達して
いることが多い。
以下では，通常の回帰分析を OLS（Ordinary Least
Squares）と呼び，定数項を取ったものつまり原点か
らの回帰分析をRTO（Regression Through Origin）と
呼び，説明変数が 1変数の場合における OLSと RTO
の比較から議論を進める。
2―1 OLSの定式化
t期あるいは t番目被説明変数（Y）は，説明変数
（X）と誤差項（ε）の 1次式で説明できると想定した
場合，OLSは以下のように記述できる。
Yt＝α＋βOLS Xt＋εt （1）
誤差の二乗和を最小にする αˆ と βˆOLSの標本回帰係数
（a，bOLS）は，以下で求めことができる2）。なお，バー
をつけた変数は平均である。
bOLS＝
nXY－XY
nX 2－（X）2
（2）
a＝Y¯－bX¯ （3）
2―2 RTOの定式化
RTOの回帰係数 βRTOとする回帰式を考えると，標
本回帰式は以下のように書くことができる。説明変数
がゼロの場合，被説明変数がゼロとならないのは純粋
に誤差によるものとなる。
Y＝bRTOX＋e （4）
そして，標本回帰係数 bRTOは，以下で求めことができ
る。
bRTO＝
XY
X 2
（5）
したがって，OLSと RTOの回帰係数はまったく定義
が異なることが確認できる。
2―3 決定係数の定義とモデル選択
OLSと RTOの間では，決定係数の比較ができない
ことを確認しておこう。回帰式のデータに対する当て
はまりを検討するためには，決定係数は重要な要因で
ある3）。したがって，定数項があるかないかで統計量
を比較することができないことは致命的でさえある。
OLSの決定係数は，通常，以下の分散分解から定
義することが多い。なお，ハットをつけた変数は推計
値を示す。
（Y－Yˆ）2＝（Y－Yˆ）2＋（Yˆ－Y¯）2
＋2（Y－Yˆ）（Yˆ－Y¯） （6）
この第 3項は OLSの場合，ゼロになる。すると，
OLSの決定係数は，以下で定義できる。
R 2OLS＝
¯ˆ
¯
（Y－Y）2
（Y－Y）2
＝1－
ˆ
¯
（Y－Y）2
（Y－Y）2
（7）
ところが，RTOでは，一般に第 3項はゼロではな
いため，上記の分散分解からの定義では，決定係数が
マイナスとなることがある。このため自乗した統計量
がマイナスとなるという不都合が生じる。こういった
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不都合を回避するためには，形式的に以下のように定
義することがある。
（Y－0）＝（Y－Yˆ）＋（Yˆ－0） （8）
両辺を自乗し整理すると，以下の RTO用の決定係数
を定義できる。
R 2RTO＝
ˆY 2
Y 2
（9）
このように OLSと RTOの双方にそれぞれ適切な決
定係数を定義することはできるが，相互の比較可能性
を失うという問題が生じる4）。このため，OLSか RTO
かというモデル選択において，決定係数を利用するこ
とは不適切となる。
統計用ソフトウエアでは 3種類の対応があり，OLS
の決定係数の定義をそのまま RTOの場合も流用する
もの，RTOの場合は RTO用の決定係数に切り替える
もの，そして RTOの場合は決定係数を算出しないも
のがある。問題は，最初の二つの場合，どの対応が行
われているかが明示されていない場合があり，利用者
を混乱させている。実用上は，決定係数を利用せずに
標準誤差を見る，あるいは OLS用の定義を RTOの場
合も利用しマイナスの決定係数を当てはめの程度の悪
さと解釈することが有用であろう5）。特に重要なのは
誤差のグラフをきちんと確認し，比較することであ
る。
重回帰分析では説明変数の増加とともに決定係数も
増加する欠点を回避するため，自由度修正済み決定係
数を利用することになる。自由度修正済み決定係数
も，ある説明変数の t値が 1以上である時にその変数
を追加すると増加してしまうという欠点を持っている
ため完全なものではない。そこで，AICなどの情報量
基準を利用する方が問題は少なくなる。しかし，情報
量基準には複数の代替的定義が存在し，情報量基準自
体の選択問題がでてくる。結果として，モデル選択は
係数の t値，自由度修正済み決定係数そして情報量基
準という統計学的根拠と背景にある経済理論的根拠の
バランスを取る技法的な行為とならざるを得ない。そ
の際，計量経済学的分析では，経済理論からの要請を
優先するのが常套手段である。
3．定式化からみたOLSと RTO
実際の推計の際に考えなければならないのは背景に
あるモデルの想定であり，定式化の誤り（Specifica-
tion Error）の有無を意識する必要がある。特に自然
科学法則に従う実験データを扱うことがほとんどない
計量経済学的分析では重要である。
定式化に誤りがない場合，つまり真の定式化が事前
にわかっている場合に関しては，すでに Eisenhauer
（2003）がまとめている6）。しかし，実際の分析では，
当然の事ながら，真の定式化が事前にわかっている場
合は少ないので，これらの正当化を満足する状況は現
実には非常に少ない。
経済理論は抽象化であり，現実のデータを説明する
には不完全であることが多い。説明変数群をいかに注
意深く選定しても，未知の説明変数が存在する可能性
が高い。したがって，常に理論的にもデータ的にも定
式化の誤りの可能性がある。定式化の誤り問題は 2つ
の場合を考える必要がある。回帰式に必要のない説明
変数を加えてしまった場合と本来説明変数に加えるべ
き変数を取ってしまった場合である。結論から言う
と，必要のない変数を加えてしまった場合には推定量
特性は不偏性と一致性を持つが，分散は大きくなり効
率性は低下する。この場合，係数の仮説検定は有効で
ある。ところが，必要な変数を取った場合は，特別な
ケースを例外として回帰係数の不偏性はなくなり偏り
を持つことになる7）。同時に，係数の仮説検定も適切
でなくなる8）。
説明の準備として，古典的な仮定の下で回帰係数は
最小不偏推定量（BLUE）であるが，OLSであるにも
かかわらず RTOを行うと，特別な場合を除きそうな
らない事を示しておく。RTOの標本回帰係数計算式
（5）式の分子の Yに（1）式を代入し，整理すると次式
となる。
bRTO＝α
X
X 2
＋βOLS＋
Xu
X 2
（10）
E（bRTO）＝βOLSとなるためには，第 1項がゼロとな
る必要となる。しかし，そうなることは希であり，通
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常 RTOによる回帰係数は偏りを持つ。したがって，
回帰分析を利用する重要な利点が成立しなくなる。安
易に定数項を取ってしまうと，そもそも分析手法とし
て回帰分析を採用した理由がいとも簡単に捨て去られ
ることになる。しかも，それがソフトウエアの簡単な
操作によって可能であり，さらに問題なのは問題がほ
とんど意識されずに行われている点に危険性がある。
現実のモデル分析において，単純回帰分析で説明で
きる場合は希であり，重回帰分析を考える必要があ
る。そこで，まず真の定式化は次式であるが，分析者
は事前にそれを知らないと仮定する。
Y＝α＋β1 X1＋β2 X2＋ε （11）
分析者は，推計にあたって，単一の説明変数の X1の
みで OLSを行ってしまったとする。つまり X2が未知
の説明変数とするわけである。
Y＝a＋b1 X1＋u＊ （12）
したがって，
u＊＝bX2＋u （13）
ただし，以下の関係があるとする。
X2＝γ0＋γ1 X1
偏りをみると，以下のように X1と X2の間に相関関係
があれば，推定された回帰係数は偏りを持つことにな
る。
E（βˆ1）＝β1＋β2 γ1 （14）
そして，γ1は説明変数間の相関程度を示すわけである
から，γ1がゼロの完全無相関の時（β2＝0は自明）以
外は偏りを持つことになる。定数項の期待値も，α＋
β2γ0の第 2項がゼロでない限り同様である。
つまり，一般的に定数項は以下の 3要素により構成
されている9）。
1．真の定数項の値 α
2．定式化の誤りによる影響
3．真の定式化における誤差の平均（ただし誤差平均
がゼロでない場合）10）
そして，これらの 3要素を識別する容易な方法はな
く，OLSの定数項は総和としてのみ計算される。し
たがって，定数項は「るつぼ」とか，「ゴミ箱」ある
いは「掃き溜め」であるという例えができる。ここで
は「るつぼ」と呼んでおくことにする。なぜなら，ゴ
ミ箱にしろ掃き溜めにしろ分別（識別）できる可能性
を含むが，るつぼはすべてが溶け合い分別ができない
様子を意味するからである11）。このため，定数項を積
極的に解釈することはできないと結論しておく方が安
全である。
複数の要因をるつぼのように含む定数項は，しばし
ば様々な効果がお互いに差し引きし合ってゼロに近
かったり，あるいは t値が低かったりする場合があ
る。しかし，安易に取り去ることは危険である。少し
でも定式化の誤りの可能性があれば，定数項を取るべ
きか残すべきかを判断する手段がほとんどないからで
ある。結局，RTOが引き起こす様々な問題を考える
と，実用上「定数項は取ってはいけない」と結論でき
る12）。
4．まとめ
本小論の目的は回帰分析における定数項問題を再整
理することにある。定数項を取ってしまう手法である
RTOが適切な場合が驚くほど少ないことを示した。
そもそも RTOの採用は，回帰分析という手法を選択
した理由である回帰係数の最良線形不偏性を諦めるこ
とに通じることが多い。さらに，定式化の誤りの可能
性がある一般の場合，定数項が諸要因のるつぼとな
り，それらを識別したり，検定したりする手段がな
い。そのため，定数項は常に残しておいた方が安全で
あり，まさに「取ってはいけない！」のである。
ここで議論した問題は，定式化探索（Specification
Search）の問題に深く関わっている。したがって，将
来課題は定式化探索の科学と技法の pedagogyとなろ
う。
注
1） 大林（2006）参照。
2） 視認性を高めるために，以下では tの添え字を省略する。
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Y＝α＋βX＋u
3） 元来，決定係数という用語は不適切であり，決定係数の
みで採用式を決めてはいけないという注意書きがほとん
どの統計書なり計量経済書にある。
4） なお，F値にも同様の問題が起こり，個々に別定義が必要
となることから，重回帰における複数変数の仮説検定も
比較不能となる。
5） 下記の人工的なデータを発生させ，代表的な計量経済学
ソフトウエアのEviewsと最も利用率の高いと思われるEx-
cel2010のデータ分析の回帰分析で計算を行った。その結
果，当然ながら，回帰係数に関しては同じ数値が出る。
しかし，初心者は Excelの結果を見ると RTOを採用する
可能性が高い。なぜなら RTOの場合，決定係数が 0．62
と飛躍的に高くなっているし，回帰係数の t値をみると 5．
7で十分有意であるからである。ところが，回帰式の標準
誤差は OLSが 1．10，RTOが 1．48であるから，RTOの分
散の方が大きく説明力が低下している。しがたって，利
用するソフトウエアに注意する必要がある。なお，も
し，標準誤差をベースにする情報量基準にモデル選択の
指標を変更すると RTOを却下することになろう。
数値計算例：
データ発生プロセスは以下である。
Y＝2＋0．001X＋uただし uは（0，1）の正規乱数である。
OLSの結果は以下である。係数の下のかっこは t値であ
る。
Y＝2．0585＋0．0700 X
（4．1） （0．1）
R 2Eviews＝0．0004，R 2Excel＝0．0004，SE＝1．10，N＝21
RTOの結果は以下である。
Y＝2．9424 X
（5．7）
R 2Eviews＝－0．91，R 2Excel＝0．62，SE＝1．48，N＝21
なお，Excelはバージョンにより，回帰分析の計算方法
が変更されている。http : //support.microsoft.com/kb/
828533（2011年 7月 20日アクセス）
6） 3点を記す。
（1）系列相関に対する対策として，水準で定義した回帰
直線を差分式に変換した場合は以下の式になり，定数
項はなくなる。例として 1次差分で示す。
ΔY＝βΔX＋Δu
（2）分散不均一性に対する対策として，水準で定義した
回帰線をある適切な変数 zで除した場合は定数項自体も
（1/z）を乗じた説明変数のひとつとなり，定数項はなく
なる。
Y
z＝
α
z＋β
X
z＋
u
z
（3）理論モデルの特定化において定数項が存在しない場
合がある。例えば説明変数がゼロの場合に，必ず被説
明変数がゼロとならなければならない比例関係の場合
は定数項を持たない。
ただし，データの絶対値が原点から大きく離れてい
る場合には，理論的に比例関係であっても存在する
データが定義されている範囲を前提にすると定数項が
ゼロとならない場合がある。また，真の回帰式が非線
形である場合の 1次近似式としての回帰式では定数項が
ゼロとならない。
7） すべての説明変数が本来必要な変数と相関がまったくな
い場合を例外とする。
8） Allen & Stone（2006）は，定数項の問題と定式化の誤り
（Specification Error）の問題を陽表的に取り扱っている。
9） Studenmund（2011）の説明がよい。
10）説明変数および誤差項を一般的に確率的であると想定す
ると以下となる。
Y＝α＋β1［E（X1）＋e1］＋β2［E（X2）＋e2］＋［E（u）＋eu］
＝α＋β1 E（X1）＋β2 E（X2）＋E（u）＋β1 e1＋β2 e2＋eu
あるいは，
Y＝｛α＋β2 E（X2）＋E（u）｝＋β1 X1＋｛β2 e2＋eu｝
第 1項の定数項は，真の定数項，定式化の誤りの効果，真
の誤差項の平均（非ゼロの場合）の 3項目で構成される。
11）もちろん，そうすると困ることになる。たとえば，理論
的に定数項に積極的な意味がある例を考えると，固定要
因と変動要因により被説明変数を説明する場合がある。
典型的な例は，被説明変数が総費用であり，説明変数が
変動費用であれば，定数項は固定費用にあたる。この場
合，定数項の診断方法を考える必要がある。Eisenhauer
（2003）は以下の 3点をあげている。
（1）定数項の t検定（ただし，不適切な場合あり）
（2）定数項ありとなしの 2本の回帰分析の標準誤差の比較
（3）人工的なデータポイントを付加して，回帰直線が原
点を通るようにして結果を比較（人工的なデータポイ
ントは無限にあり実際的でないので考慮外）
12）統計的な問題ではなく，近似という視点もある。限られ
たデータ範囲で定義された領域で回帰分析を行うのが通
常である。このため，真の関係式が原点を通る非線形関
数である場合，原点から十分離れた領域で線形近似する
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ならば定数項は必要となる。
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