The South Atlantic Convergence Zone (SACZ) plays a key role in the South American monsoon system (SAMS) precipitation regime, and accounts for around 25% of the rainfall volume over Southeast Brazil between October and April, on average, with peaks of 56% in March and 41% in January. Due to its often varying position and multi-variable structure, diagnosing or quantifying SACZ episodes may lie on subjective criteria. The present study provides a climatological characterization of different SACZ types, based on their position, and differences in dynamics analysed from 19 SAMS wet periods. A cycle in SACZ configurations is identified during the rainy season: northernmost (southernmost) episodes are more likely to occur during the onset/demise (peak) months of the SAMS. Objective SACZ indices are developed taking the principal components of the dynamics of the SACZ as explanatory variables, not including precipitation. The most sensitive threshold proposed for the identification of mean SACZ type yields simultaneous true positive rate of 86%, false alarm rate of 28%, true negative rate of 72% and false negative rate of 15%, for example. The indices have potential to bring gains in predictability to SACZ-related precipitation in Southeast Brazil, apart from allowing the objective diagnosis of SACZ episodes. The indices are also correlated with the South American precipitation dipole and may be used to identify anomalous SAMS precipitation at longer time scales as well.
Introduction
Two main large-scale characteristics of the South American monsoon system (SAMS) are the reversion in direction of low-level wind anomalies between austral summer and winter followed by an also seasonal meridional movement of rainfall maxima over South America (SA) (Zhou and Lau 1998; Gan et al. 2004; Vera et al. 2006) , associated with the annual cycle of mainly two different mechanisms, namely: (1) the Intertropical Convergence Zone (ITCZ) meridional shift over northern SA and (2) the South Atlantic Convergence Zone (SACZ), extending from the southern Amazonian region to central-eastern SA and the neighbouring portion of the Atlantic Ocean, drawing a characteristic quasi-stationary diagonally-oriented cloud band region in the Northwest-Southeast (NW-SE) direction (Kodama 1992 (Kodama , 1993 Quadro 1994) .
Some of the features observed during a typical SCAZ episode are schematically represented in Fig. 1 . Convection is increased over the continent during summer, leading to the 1 3 seasonal presence of a high-tropospheric anticyclone over SA, the Bolivian High (BH) (Virji 1981; Silva Dias et al. 1983) , accompanied by a cyclonic trough or closed cyclonic vortex, the "Nordeste" low (NL), normally observed around 200 hPa (Kousky and Gan 1981; Lenters and Cook 1997) . Moisture convergence occurs closer to the surface, supported by Atlantic trade winds and moisture transport from the Amazonian region toward tropical SA, simultaneously with the weakening of the low-level moisture flow maxima pointing southwards to northern Argentina, characterizing the South American precipitation dipole, (Nogués-Paegle and Mo 1997). Figueroa et al. (1995) used a dry eta vertical-coordinate atmospheric model to demonstrate that these characteristic summer features (such as the BH and the NL) and a proper placement of the SACZ depend on the Amazonian latent heat source, a basic zonal flow, and the Andean topography.
Under these conditions, the configuration of a SACZ episode is triggered by the presence of a Frontal System (FS) and its associated trough in around 500 hPa, whose position also responds to remote disturbances in the South Pacific Convergence Zone (SPCZ) region, as early discussed by Grimm and Silva Dias (1995) , and to the propagation of extratropical Rossby wave trains in a Pacific-South American (PSA) teleconnection pattern (Liebmann et al. 1999 (Liebmann et al. , 2004 Nogués-Paegle et al. 2000; Muza et al. 2009; van der Wiel et al. 2015) . Consequently, a cloud-cover tripolar pattern is seen: higher OLR values (with positive omega at 500 hPa and convergenceat 200 hPa) over the La Plata river basin (LPRB) and the NL areas, surrounding the diagonal SACZ region with lower OLR (negative omega at 500 hPa and positive divergence and 200 hPa). The preferred subsidence region, however, is generally located south-westward from the SACZ cloud band, as a response to the enhanced convection in the Amazon and SACZ regions (Gandú and Silva Dias 1998) , however also influenced by other tropical heat sources, which is in accordance with the bimodal, or seesaw pattern in precipitation between LPRB and the SACZ region, described in many studies (e.g. Nogués-Paegle and Mo 1997; Nogués-Paegle et al. 2000; Salio et al. 2002; Díaz and Aceituno 2003; Liebmann et al. 2004; Marengo et al. 2004; Mattingly and Mote 2016) .
The ocean-atmospheric coupling associated with the SACZ has also been explored. Chaves and Nobre (2004) demonstrated that a colder South Atlantic sea surface temperature (SST) pattern is observed as a response to weaker solar radiative forcing during SACZ episodes, while preexisting warmer (colder) South Atlantic SST anomalies tend to intensify (weaken) the SACZ activity. Jorgetti et al. (2014) , studying associations between South Atlantic SSTs and SACZ dynamics, found that northern (southern) placements of the SACZ are associated with tropical (subtropical) warm SST anomalies, for example, and that the consequent 850 hPa circulation anomalies are in accordance with the SAMS active and break phases, as suggested by Jones and Carvalho (2002) .
The wet or rainy period of the SAMS occurs typically between October and the end of March/beginning of April (Gan et al. 2004 (Gan et al. , 2005 Raia and Cavalcanti 2008; Carvalho et al. 2012) and precipitation anomalies in the SACZ region affect the most densely populated regions in Brazil Seluchi and Chou 2009; Lima et al. 2010; Coelho et al. 2016a, b) during the SAMS wet period. In addition, about 70% of the Brazilian electrical energy sources rely on hydropower generation (ONS 2015) . For this reason, relatively small variations in the SACZ position may determine which river basins are supplied with rainfall and which other regions experience drier conditions, influenced by atmospheric subsidence and surface highs. This spatial variability raises concern not only on the frequency and intensity of SACZ episodes, but also on how the SACZ is geographically placed. Therefore, a description of observed latitudinal variations of the SACZ position is provided in this study, and then also taken into account to the further development of predictive models.
Due to the aforementioned multivariable and threedimensional structure, objectively quantifying the SACZ is (Kanamitsu et al. 2002) and Climanálise (CPTEC/INPE), further discussed in Sect. 2 not a trivial task. Some studies have suggested indices often based on rainfall, moisture and OLR anomalies (Silva and Carvalho 2007; Carvalho et al. 2011; Ambrizzi and Ferraz 2015) . Quadro et al. (2013) assessed the skill of recent global reanalysis in representing some of the main characteristic of the SAMS, in terms of its water cycle, over the LPBR and SACZ regions. They analysed precipitation, evaporation, vertically integrated moisture flux convergence, runoff, and soil moisture, which are all highly dependent on parameterization schemes. Nielsen et al. (2016) explored indices based on variables more directly derived from the atmospheric dynamical primitive equations, but were very locally limited and did not consider several fundamental systems for the SACZ formation. In the present study, all days in which a SACZ episode was configured (SACZ-days) in 19 wet periods of the SAMS (from October to April), between 1995 and 2015, are examined. Regression models are then designed based on the main features of the SACZ dynamics. Precipitation data and moisture do not compose the indices, due to their strong dependency on parameterization schemes in atmospheric models, often important sources of uncertainties. Therefore, the components of the presented indices are less-dependent, or at least more indirectly dependent, on parameterized variables and more directly associated to wind changes, and may, thus, be used with more confidence in operational weather and climate predictions. Finally, the developed indices are applied in a case-study to the wet period between October 2016 and April 2017, when their predictability is assessed in comparison to rainfall.
In summary, this paper aims to respond to the four following questions and is organized as below:
1. Do latitudinal differences in the SACZ position imply in different dynamical structures? 2. What are the key-variables and regions in atmospheric dynamics that account for most of the variability associated to the presence/absence of the SACZ? How do they relate to different SACZ positions? 3. How can these variables be combined into indices to quantify the probability of a SACZ configuration? How accurate would it be? 4. How good is the predictability of the SACZ, according to this methodology, in comparison with rainfall in Southeast Brazil?
Datasets used are described in Sect. 2; The meridional SACZ types are presented in Sect. 3; Patterns in atmospheric dynamics, associated with the presence and absence of the SACZ, are identified and described in Sect. 4; The model development is described in Sect. 5; A discussion about objective decision thresholds for the indices and their use as proxies for precipitation anomalies is presented in Sects. 6 and 7, followed by a summary of conclusions in Sect. 8.
Data
Four sources of data were used in this study: Neto et al. (2010) and proposed to classify SACZ phenomena in which some of its typical composing systems are not so clearly or steadily established, sometimes resembling semi-stationary frontal systems, which often result in shorter episodes (< 4 days) and consequently less pronounced rainfall anomalies. Despite the differences in terminology, the HCZ has most of its dynamical structure similar to that of the SACZ's and, therefore, HCZ-days, as also determined by CPTEC/INPE, were here considered as SACZdays as well. All SACZ-days were visually inspected and the position of its cloud band was compared to the 42ºW-44ºW longitude stripe (Fig. 2) , which served as a meridional axis to classify its position. Five SACZ configuration series, from the northernmost position "A" to the southernmost position "E", of binary classifications were built: code 0 for SACZ absent and code 1 for SACZ present. 2. 30 years of daily precipitation gridded data, in 0.5° ×0.5° resolution, were obtained from the Climate Prediction Center (CPC) unified gauge-based analysis of global precipitation (Xie et al. 2007) 
Latitudinal variations
The distributions of SACZ-days show two cycles. A first seasonal cycle is characterized by the count of SACZ-days per month, with a peak of 239 days in January (24.1% of all days) and minimums of 57 (5.7%) and 16 (1.6%) SACZ-days in October and April, respectively (Fig. 3a) . This distribution is in accordance to the mean onset, peak and demise months of the SAMS wet period as previously reported (e.g. Gan et al. 2004 Gan et al. , 2005 Raia and Cavalcanti 2008; Carvalho et al. 2012) . A first difference with respect to the SACZ meridional position is noticed: northernmost regions A and B show the maximum counts of SACZ-days in December, while southernmost regions D and E show this maximum 1 month later, in January. In region C, the amount of SACZdays is virtually the same during December and January. In regions A and B, there has been less SACZ-days in February than in March, in opposition to regions D and E, which account for more SACZ-days in February in the study period. Important to note that the SACZ cloud band may (and often does) act on more than one of the latitude areas at a time. Therefore, adding up the totals per area implies in erroneously accounting for one SACZ-day more than once.
For a more general view of the SACZ latitudinal variation, SACZ-days are grouped in three sets. Set "AB" is defined as a subset of all SACZ-days containing the days in which its cloud band acted on regions A or B, AB = A ∪ B , not excluding events that occurred in other areas at the same time:
The same applies to the subset C, where C ∩ (A ∪ B ∪ D ∪ E) ∈ C. P(AB|SACZ = 1) represents the conditional probability of having a SACZ-day in set AB, given that a SACZ is configured. We write P(AB) = (AB|SACZ = 1) for sake of simplicity in notation, and the same applies to P(C) and P(DE) (Fig. 3b) . A second seasonal cycle is observed in the latitudinal variation of the SACZ mean position during Nielsen et al. (2016) summer. The probability of having a SACZ-day in the northernmost areas, P(AB), is higher in the months of onset and demise of the SAMS wet period (between 44% and 52% in October, November, March and April) and lower in its peak (with a minimum of 31% February). On the other hand, the probability of having a SACZ-day in the southernmost areas, P(DE), is minimum during the beginning and end of the SAMS wet period (around 17% and 27%) and maximum in February (38%): the only month where P(DE) > P(AB). The middle region C does not present this second mode of latitudinal intraseasonal variation and P(C) accounts for about one-third of all SACZ-days in all months, on average.
We define now the set "AB only" as a subset of all SACZ-days, containing the days in which the cloud band acted only 1 in latitude regions A or B:
A n a l o g o u s l y , (DE only) = (D ∪ E) − (A ∪ B ∪ C) . The latitudinal variation of the SACZ position within the SAMS wet period is even more clear if probabilities P(AB only|SACZ = 1) and P(DE only|SACZ = 1) are compared (Fig. 3c) . The probability of having a SACZ-day in the onset months of the SAMS wet period (October and November) occurring only in the southernmost region DE, given that a SACZ episode is configured, is virtually null (0%-2%), while maximum in the northernmost region AB only (42% and 48%). This difference gradually decreases to its minimum in February, when SACZ-days are almost as likely to occur in AB only as in DE only, and increases again in March and April, the demise months of the SAMS wet period, where P(DE only|SACZ = 1) is once more very low.
The latitudinal shift of the SACZ cloud band during summer is seen in Fig. 4 , where a black line is drawn as a fixed reference for the SACZ cloud-band mean position and a green meridional axis is drawn to represent the regions used here to assess its latitudinal variation. Most of the negative OLR averaged daily anomalies (AOLR) are seen northward from the SACZ mean position in October, November (SAMS onset), March and April (SAMS demise), while closer to its mean position in the remaining months. On the other hand, in February, most of the negative AOLR values lie southward from the reference line. In all months, the surrounding positive AOLR values are visible to northeast and southwest from the cloud band position, as an evidence to subsidence branches of a mean large-scale convection. These results are in accordance with those from Gandú and Silva Dias (1988) , who showed that the subsidence movements appear, primarily, as a response to the strong convective activity in the Amazon and SACZ regions, but also influenced by the African and Pacific tropical heat sources during summer.
This meridional cycle is also evident if the complementary anomalies are examined. AOLR fields of all the Daily SACZ AOLR fields were also averaged by the timeindependent sets of days "AB only", "C" and "DE only", containing 265, 649 and 70 days, respectively, when the latitudinal variation of the SACZ is clearly visible (Fig. 5 ). With this composite strategy, SACZ-days in which the cloud band acted in several regions at once are filtered out. The position of the cloud band between the northernmost and southernmost types of SACZ (Fig. 5a , c, respectively) barely intersect. This raises an evident need to define different position-types of SACZ in order to achieve a more precise quantification method. For this reason, these three sets of days will serve as reference sets (samples of SACZ-days) for further composite analysis and hereafter be referred to as Northernmost (AB), Mean (or Central, C) and Southernmost (DE) SACZ types.
The consequent rainfall of the northernmost type of SCAZ (AB) affects mostly the northernmost portion of the Southeast and Northeast Brazilian regions (Fig. 5a ), which are characterized by a drier climate than its surroundings (Reboita et al. 2010) . These regions are less frequently reached by frontal systems, thus the SACZ represents a very important source of rainfall. However, this type of SACZ would not cause rainfall in most of the important basins in Brazilian SE, regarding population density and hydraulic electricity generation. The middle SACZ type (C) represents its mean position and its cloud ) of SACZ-days averaged by sets "AB only", "C" and "DE only": northern (a), mean (b) and southern (c) SACZ types, respectively, and the composites of all remaining non-SACZ days (d). Non-significant averages at a 95% confidence interval are not shown band is almost entirely restricted to the SE and CentralWest (CW) regions of Brazil (Fig. 5b) . The southernmost SACZ (DE) is the only type that causes rainfall in the Southern region of Brazil, besides SE and CW. In addition, the more positive OLR anomalies suggest that the mean preferred subsidence of the convection associated to this type of SACZ (DE only) is located north-eastward from the diagonal cloud band (Fig. 5c ), while the other types of SACZ (C and AB) present more positive AOLR values south-westward from the diagonal band (Fig. 5a , b), as more commonly observed in mid-latitude troughs in a baroclinic atmosphere (Holton 2004) . These results are also in accordance with those from Gandú and Silva Dias (1998) , where they suggest that the compensating subsidence branch, acting to compensate a SACZ-located heat source, is nearly confined to its West.
The region defined between 10°S-20°S and 60°W-50°W is referred to as the nucleus of the SAMS (NSAMS, Fig. 6a ) (Gan et al. 2004 (Gan et al. , 2005 , where the annual rainfall cycle is directly influenced by the SAMS, and where around 20% of the rainfall volumes occur during SACZ configurations on average. The maximum proportion of rainfall during SACZ episodes in this region occurs in January (31%) and minima in October (9%) and April (3%), when SACZ configurations are less frequent (Fig. 7b) . The Brazilian Southeast (BRSE) region is also dependent on rainfall associated with the SAMS cycle, and around 26% of the rainfall volumes in this area occur during SACZ episodes: maxima of SACZassociated rainfall percentages of 56% and 41% are observed in March and January, and minimum of 5% and 6% in April and October, respectively (Fig. 6b) , in accordance to the seasonal cycles observed in Fig. 3 and to SAMS precipitation climatology (as in Fig. 1 from Vera et al. 2006) . Noteworthy, the amount of SACZ-associated rainfall in February is less than half of that in March (26% and 56%, respectively, of total rainfall between October 1995 and April 2015).
Dynamical patterns
In order to identify patterns in the atmospheric dynamics associated with the presence and absence of the SACZ, the same above described anomaly-calculation applied to OLR was used with all other dynamical variables: SACZ-days anomalies were individually calculated with respect to their long-term monthly means and averaged by grouping the reference sets (AB only, C and DE only). This relatively simple methodology allowed the identification of variables and areas in which SACZ-day composites were significantly different from long-term means at a 95% confidence interval. In this section, some of the regions of significant anomalous patterns are delimited with numbered boxes, from which time series of raw predictors will be extracted. These series will then be transformed to build sets of uncorrelated and linearly independent explanatory variables for the development of models in Sect. 5.
Large-scale cyclonic gyres at 850 hPa are observed in both composites of anomalies of the northernmost and mean SACZ types (Fig. 7a, b ). This cyclonic anomaly is in accordance with peak-monsoon circulation (as in Fig. 13b in Grimm et al. 2007 ) and intraseasonal SAMS wet periods, or active phases during the SAMS wet period, driving the Amazonian moisture flow towards the SACZ influence regions Gan et al. 2004; Carvalho et al. 2011; Ma et al. 2011) . However, the cyclonic anomaly in the southernmost SACZ-type composite is much less pronounced and mostly constrained over the continent: its east-side branch does not flow south-eastward as in the other cases, but shows a much stronger southward component, pointing to the southernmost states of Brazil. In Fig. 7c , an anti-cyclonic anomaly in mid-latitudes over the Atlantic Ocean resembles a prefrontal surface high, typical of cold-frontal systems acting over southern Brazil. All three SACZ (NSACZ) composites show positive (negative) anomalies of the meridional component of wind over Paraguay and Bolivia, the west-side northward branch of the trough anomalies, which is in accordance to previous studies. Liebmann et al. (2004) , demonstrated the relationship between weakened (strengthened) SALLJ, or East-of-Andes pole-ward transport of Amazonian moisture, and positive (negative) precipitation anomalies in the SACZ region. The configuration of SACZ episodes is associated with Amazonian moisture transport deflected toward the East, pointing to the Atlantic Ocean, instead of southwards toward the LPRB (Herdies et al. 2002) , justifying the positive anomalies in the SALLJ region in Fig. 7a-c , which would then help configure the South American precipitation seesaw between SACZ and LPRB regions (Nogués-Paegle and Mo 1997; Díaz and Aceituno 2003; Herdies et al. 2002) . Herdies et al. (2002) also showed that moisture is more efficiently transported poleward in SACZ than NSACZ conditions, despite the short period analysed in their study.
In order to express the circulation imprints into the dynamical indices, the anomalous 850 hPa wind is decomposed. Clear dipoles of zonal and meridional wind components are visible in all SACZ types, except for the southernmost case, where positive zonal anomalies are not ), averaged by the reference sets: the northernmost (a), mean (b), southernmost (c) types of SCAZ, and the averaged daily anomalies of all the remaining days between October 1995 and April 2015 in which the SACZ was not configured (NSACZ, d). Vectors are only drawn where both meridional and zonal components of the wind are significant at a 95% level. A red vertical axis is drawn as a reference for the latitude regions from A to E. This set up of figures representing the reference samples will be adopted throughout this section with all other composites observed, but only a negative anomalous region associated to the north-westward branch of the anti-cyclonic anomalous circulation over the Atlantic (not shown). The composites of anomalies for the meridional component of the 850 hPa wind is shown in Fig. 8 . Once more, a clear common feature of all SACZ types is the weakened mass transport from the Amazonian region towards the LPRB, highlighted in boxes 1. On the other hand, the NSACZ pattern (Fig. 8d) shows an enhanced southward transport in the SALLJ region. This bimodal pattern is especially in accordance to results brought by Herdies et al. (2002) , who showed that the poleward moisture transport from the Amazon is displaced eastward (westward) in SACZ (NSACZ) phases within the wet season. The differences in the 850 hPa circulation are made evident in Fig. 8 , since boxes 2 and 3 in the southernmost SACZ type show meridional wind anomalies opposite in signal, when compared to the mean and northernmost SACZ type. Once more, the northernmost and southernmost SACZ patterns show signals in antiphase over boxes 2 and 3 (see Fig. 5 for similar anti-phase pattern in OLR). The negative meridional anomalies in Fig. 8a -c suggest the direction in which the Amazonian moisture is transported, in substitution to the East-of-Andes SALLJ-like pattern during SACZ episodes. The poleward transport of moisture is then accompanied by winds with a northward anomalous component located south-westward (north-eastward) to the SACZ cloud band in its southernmost (mean and northernmost) types.
The vertical motion patterns expressed in omega (pressure velocity) at 500 hPa are also examined in the same fashion and shows patterns in accordance to the 850 hPa anomalies. The northernmost and mean SACZ composites show similar vertical motion patterns, with the main subsidence located south-westward from the diagonal cloudband position, as in Gandú and Silva Dias (1998) , while this signal is inverted for the southernmost type of SACZ, where the main subsidence is located north-eastward from the convection diagonal band and the south-westward subsidence is less pronounced (not shown). The pattern presented for the southernmost SACZ type, once more differing from the others, is not in accordance with Gandu and Silva Dias (1998) , who show that the preferred subsidence branch associated to the SACZ is located south-westward from the heat source.
The 850 hPa predominant cyclonic anomalous patterns seen in the northernmost and mean SACZ tyeps (Fig. 7a,  b ) also appear in 200 hPa (Fig. 9a, b) , slightly displaced south-westward, evidencing a baroclinic character of the system. In addition, the northernmost and mean SACZ composite anomalies also show anti-cyclonic gyres, suggesting strengthened BH configurations, along with a cyclonic vortex in the Equatorial portion of the Atlantic Ocean. Overall, SACZ (NSACZ) wind patterns are in accordance to the monsoonal especially wet (dry) periods as presented by Gan et al. (2004) . However, the 200 hPa anomalous pattern of the southernmost SACZ type differs from the two others. An enhanced BH circulation is not clear and a cyclonic anomaly is observed at around 12°S 40°W, suggesting a NL-like configuration displaced/strengthened onto the continent. The nucleus of the cyclonic anomalous pattern over LPRB in 200 hPa in Fig. 9c is also displaced westward in comparison to 850 hPa in Fig. 7c , which also indicates a mean baroclinic structure of the system.
The anomalous patterns identified in the 200 hPa-level vertical component of the relative vorticity, associated with the presence of the SACZ, have already been noticed in some studies, and are likely associated with the propagation of extratopical Rossby wave trains, moving eastward from the southern Pacific Ocean and equatoward over South America (Kalnay et al. 1986; Liebmann et al. 1999) . Van der Wiel et al. (2015) more recently demonstrated the role of dry non-divergent barotropic Rossby-wave dynamics and the 200 hPa-jet horizontal wind shear in generating the Fig. 10 . The positions of the boxes vary among SACZ types and in accordance to the previous figures. Boxes numbered as 1 and 2 suggest strengthened and/or displaced BH and NL, respectively, while boxes 3 are associated with the position of the surface and mid-atmospheric trough. Most of the variation in position of box number 3, among the three SACZ types, occurs in the zonal direction, while relatively null in latitude. In addition, an anti-phase in anomalous vorticity maxima is visible between the NSACZ and SACZ averages.
Rossby wave trains are also identified in the alternating signals of anomalies of 500 hPa geopotential height and wind fields over the southern Pacific Ocean (Fig. 11) , more clearly visible in the northernmost and mean SACZ types. The SACZ pattern is in accordance with the evolution of the westward wave train associated to precipitation positive anomalies in the SACZ region presented by Liebmann et al. (2004) , who also show that precipitation events in the vicinity of the SALLJ, pointing southwards to the LPRB, are associated to wave trains in anti-phase with the SACZ case. In agreement, the SACZ pattern shown here seems to be in phase with the dry-period pattern in Uruguay presented by Díaz and Aceituno (2003) . The mean areas of cyclonic (box 1) and anti-cyclonic (box 2) anomalies appear to zonally move in opposite directions among the meridional SACZ configuration types. The negative (positive) geopotential anomaly center moves westward (eastward) while the SACZ meridional types switch southward. These centers of anomalous maxima and minima are disposed more sparsely, with the greatest zonal distance, in the northernmost SACZ pattern. In the mean SACZ average, areas 1 and 2 are closer in longitude, which gives the wave train a more meridional than a zonal character over SA, in comparison with the northern SACZ type. In the intraseasonal time scale, Grimm and Silva Dias (1995) show that anomalous convective activity in the SACZ and SPCZ regions are dynamically connected, via Rossby wave dispersion. They used a divergent barotropic model to show that a slight change in positioning of the region of divergence caused by the SPCZ may weaken the trough associated with the SACZ. In their results, it is also possible to Fig. 11 Composites of reference samples for the 500 hPa geopotential height. The 500 hPa wind is only drawn where anomalies are significant in both zonal and meridional components (95% level) and vector magnitudes are larger than 1 ms −1 observe a southward displacement of this trough, although this is not clearly mentioned in their work.
In the southernmost SACZ type, the PSA wave train configuration is less clearly visible and the continental trough anomaly is much less pronounced, where the third center of cyclonic anomaly emerges to lower latitudes in the southern Pacific Ocean at around 100°W. This is yet another evidence that the southernmost SACZ days considered in this study may include characteristic of other systems, such as transient mid-latitude baroclinic waves.
This composite analysis was performed until significant anomalous regions were defined in boxes (as in Fig. 8 , for example) from a comprehensive set of dynamical variables: the zonal and meridional components of the 850 hPa and 200 hPa wind, horizontal wind divergence at 850 hPa and 200 hPa, the vertical component of the relative vorticity at 200 hPa, pressure velocity and geopotential height at 500 hPa. In total, 22, 23 and 24 regions of significant anomalies associated with the SACZ were defined for its northernmost, mean and southernmost positions, respectively. In the next section, 30-year daily time series of these variables are extracted and combined into SACZ indices.
Model development

Explanatory variables
The problem of colinearity (or multicolinearity, in case of more than one pair of correlated explanatory variables) is a well-known issue inherent of regression analysis, although there exist ways to treat it (Farrar and Glauber 1967; Schaefer 1986; Belsley 1991) . The use of Principal Component Analysis (PCA) for the orthogonalizaton of a dataset prior to the adjustment of regression models (Principal Component Regression, PCR) solves the problem of multicolinearity, once centered principal components are linearly independent and perfectly uncorrelated, which allows a more proper estimation and analysis of regression coefficients (Massy 1965; Jolliffe 1982; Dormann et al. 2013) .
The series of all 4245 days of SAMS wet periods (October-April) between 1995 and 2015 from the selected areas described in the previous section are originally correlated and therefore centered (long-term mean removed) and submitted to a PCA performed on the correlation matrix. The first principal component (PC1) is physically meaningful and associated to the SACZ mode for the northern and mean types (AB and C, respectively, Fig. 12a, b) , accounting for 36.9% and 34.5% of the total variance, respectively. For the southernmost case (DE), the first PC of the full set of variables explained 26.5% of the variance, but did not represent a SACZ mode, once 6 of the 24 selected variables presented opposite signals in loadings, namely: geopotential height, the zonal wind at 200 hPa in areas 4 and 5, meridional wind at 850 hPa in area 1 and the relative vorticity at 200 hPa in area 3 (Fig. 12c) . These 6 variables were all gradually removed from the full set (not shown) until a meaningful SACZ-mode PC1 was obtained, accounting for 34.5% of the total variance (Fig. 12d) . Therefore, two sets of variables were defined to compose the uncorrelated dataset for the southernmost SACZ type: the DE Full and DE Selected sets, being the first principal component of the latter physically meaningful and associated to the SACZ. However, the use of scores of PC1 only was never a most accurate option to identify SACZ-days (further explained in Sect. 5.4) and the inclusion of higher-order principal components as explanatory variables appeared to be important to identify SACZ events in a daily-scale, showing that, even with the very careful selection of variables and geographical areas, other modes of variability than those identified in the previous section may, to some extent, be associated to SACZ events as well.
In addition, the original variables (before PCA) are approximately normally distributed and normalized prior to the PCA transformation. Original values of 0 + 2σ and 0-2σ (zero plus and minus 2 standard deviations) were scaled to correspond to − 1 and 1, respectively, which allowed that the original signals were maintained after normalization, except for the all-positive geopotential height series, whose original values of mean + 2σ and mean − 2σ were chosen to correspond to − 1 and 1, respectively. The factor loadings for PC1 of the four data sets are show in Fig. 12 . The 200 hPa relative vorticity, wind divergence (both in 850 hPa and 200 hPa) and omega in mid-levels tend to account for a larger portion of the variance of PC1, generally figuring among the 3 or 4 largest loadings in module, while the pure meridional and zonal components of the wind tend to yield smaller weights.
The four sets of uncorrelated explanatory variables (namely: the scores of AB, C, DE Full and DE Selected datasets), each containing 4,245 observations (days) from October to April, 1995-2015, were then used in the adjustment and validation of logistic regression models to predict SACZ episodes in a daily scale, as follows.
Binary logistic regression
While ordinary linear regression aims to describe the relationship between continuous variables, logistic regression is applicable to cases when the outcome variable is discrete, taking a certain number of possible values (Hosmer and Lemeshow 2004) . This is especially appealing when modelling dichotomous or binary variables, such as positive/negative diagnosis, passing/failing tests and many other possible Boolean features, such as the presence/absence of the SACZ on a given day. For this reason, binary logistic regression has been widely explored more traditionally in health (Arshad and Hide 1992; Brough et al. 2015; Lomholt et al. 2016 ), but also in environmental sciences (e.g.: Flantua et al. 2007; Guanche et al. 2014; Raja et al. 2016) . Consider we take one of the meridional types of SACZ (AB for instance) and let the SCAZ configuration series be vectors of n days, Y = y 1 , y 2 , … , y n , whose values are coded as y i = 1 for a day with the presence of SACZ and y i = 0 for its absence, where i = 1, 2, … n, and x = x 1 , x 2 , … , x p a matrix of p independent variables of length n (i.e. the scores of PCA). In a general regression point of view, E(Y i |x i ) represents the model outcome: the estimate of y given the explanatory data x on day i. This is commonly obtained by a linear combination of the explanatory variables in multiple linear regression, E(Y|x) = 0 + 1 x 1 + 2 x 2 + … + p x p , where E(Y|x) may assume any value in [− ∞, + ∞], if x also varies in this range. In our case, the dependent variable Y is dichotomous and the n quantities E(Y|x) should assume values within the interval [0,1], interpreted as the conditional probability that Y = 1 (SACZ be present) given the data x on day i, written as P(Y = 1| x). The regression model is then expressed in the form of Eq. 1, in which (x) represents E(Y|x) when the logistic distribution is used and = ( 0 , 1 , 2 , … , p ) is the vector of regression parameters.
For an arbitrary combination of parameters β, the conditional probability P(Y = 1|x) is provided by (x) , while P(Y = 0|x) is equivalent to [1 − (x)] . Still for a certain β, the contribution of the i th collected data to the model's likelihood is written as x i y i 1 − x i 1−y i . In a series of n observations, the likelihood function L(β) is expressed by the joint probability of all n subjects given the vector of parameters β, as in Eq. 2.
The best combination of parameters is the one that maximizes the likelihood function. However, it is mathematically cumbersome to find the maxima of the expression in Eq. 2, thus derivatives are normally calculated on its log, so that products are expressed as summations, and the Newton-Raphson algorithm is commonly applied (Hosmer and Lemeshow 2004) . This method of adjustment of model coefficients is referred to as the Maximum Likelihood Estimation (MLE) and the vector of parameters that maximize Eq. 2 (and its log) is called the maximum likelihood estimate of β, denoted by ̂.
Goodness-of-fit and performance analysis
The goodness-of-fit (GOF) of the models was here assessed using three different criteria: the area under the receiver operating characteristic (ROC) curve (AUC) (Bradley 1997) ,
the Akaike's information criterion (AIC) (Akaike 1974 ) and McFadden's pseudo R 2 (McFadden 1973) . Once logistic regression outcomes (x) are continuous between 0 and 1, it is often necessary to determine a cut-off point, or threshold, to decide whether, given a regression result, the occurrence of the modelled event should be classified as positive or negative (i.e. SACZ present or absent, respectively). Only after the establishment of this threshold, becomes the binary classification of model results possible and more objectively interpretable. For an arbitrary threshold h, true positives (TP) and true negatives (TN) represent the correct classifications of the model estimates. TP equals to the count of days in which the model outcome (x) was greater than the established threshold h, (x) > h , and the SACZ was observed, Y = 1, simultaneously. TN equals to the count of days in which the model outcome was less than h and the SACZ was not configured: (x) < h and Y = 0. On the other hand, the amount of mistaken classifications are expressed in counts of false positives (FP, or type I errors), when (x) > h and Y = 0, and false negatives (FN, or type II errors), when (x) < h and Y = 1.
Still for an arbitrary threshold, the proportions of correct classifications are measured in terms of the true positive rate (TPR), or Sensitivity, the percentage of positives correctly classified as such (Eq. 3); and the true negative rate (TNR), or Specificity, the percentage of negatives correctly classified (Eq. 4). These are two key-quantities in the performance assessment of a classifier and may be interpreted as the conditional probabilities of a correct positive classification, given the presence of the modelled event and the conditional probability of a correct negative classification, given the absence of the event, respectively. Analogously, the complementary proportions of incorrect classifications, types I and II error rates, are expressed by the false positive rate (FPR), the percentage of positives incorrectly classified as such (Eq. 5); and the false negative rate (FNR), the percentage of incorrectly negative classifications (Eq. 6). 
The ROC graph exhibits pairs of TPR and FPR for the entire domain of thresholds. The AUC equals to the area under the ROC curve and serves as a "one-number" quantity to represent a classifier's performance, proportional to its overall accuracy, useful when a threshold is not yet set. AUC assumes values between 0 (worst performance) and 1 (best performance). Random guessing yields AUC ≈ 0.5 (Swets 1988) .
Supposing a real process f (i.e. the SACZ configuration) and two candidate models g 1 and g 2, the AIC quantifies the amount of information lost in representing f by g 1 in respect with g 2 . Derived from information theory and based on the Kullback-Leibler divergence, AIC is a function of a model's likelihood, L, and its number of parameters, K = number of covariates + 1 (the intercept), as in Eq. 7.
AIC may be also calculated as a function of (and proportional to) the residual sum of squares (RSS) as in Eq. 8. Note that, in both manners, AIC is penalized by increased number of explanatory variables (K-1).
where and y i is the i th observed value of the variable to be predicted and ̂(x) i its estimated value by the regression model.
Although single AIC measures may be obtained for each model, individual values are meaningless and should be only applied to compare the relative fit of models trained on the same set of observations. Therefore, AIC variations among model setups, ∆AIC model , are analysed with respect to the minimum among comparable peers, ΔAIC model = AIC model − min(AIC) , instead of their absolute values, AIC model . The Brier score (BS) (Brier 1950) is another commonly applied GOF assessment measure in logistic regression (Eq. 9). It represents the mean squared error and is therefore proportional to AIC as a function of RSS, differing from it mainly at lacking the term that penalizes the metrics as the number of covariates used increases. 
Lastly, McFadden's pseudo R 2 (hereafter R 2 ) is a measure of proportional increase in a model's maximized likelihood, L, with respect to the maximum likelihood of the model without predictors (the null model, only with intercept), L 0 (Eq. 10). Important to note that R 2 is not directly comparable to ordinary least squared R 2 from linear regression. Its values are typically much lower and only applicable to relative assessment of GOF of models adjusted on the same set of observations.
Stepwise building, training and validation
A stepwise method was applied to define the best combination of explanatory variables for the regression models: PCs were added one at a time to each model configuration, and their statistical significance was assessed, as suggested by (Hosmer and Lemeshow 2004) . Explanatory variables were discarded upon a p > 0.05. The order of inclusion of variables in a setup was the proportion of variance explained by each PC. In addition, for each new configuration trial, a tenfold cross-validation methodology was followed: all observations (days) were randomly assigned to ten same-size sets (folds) of 424 days, from which nine were used for the regression parameters estimation (training set) and the one remaining set was used to validate the model fit (test set). This was repeated ten times, in order that each set is once used for validation and every data point is used for training nine times (an important and common strategy to avoid the overfitting of predictive models).
The optimum model setups are defined considering a trade-off between minimum number of covariates and best fit, assessed in conjunction by the metrics strategies already described. The evolution of AUC, R 2 and ∆AIC along the step-wise building trials are presented in Figs. 13, 14 and 15, respectively. A more rapid increase in fit of models is seen in the first stepwise building trials at all three GOF metrics used, while asymptotic fit increase is observed along with the addition of all possible predictors in the last steps, especially observing AUC and R 2 . Once AIC expresses a decrease in GOF proportional to the number of covariates in the model configuration, ∆AIC steps present an actual minimum at the optimum fit, once it increases with the addition of more explanatory variables. This is visible in the validation runs of all datasets, which allows a more objective definition of the best model configurations. These patterns are observed within the tenfold training/validation runs and not any substantial discrepancies are noticed. Although the dispersion of GOF metrics at validation sets is always larger than their dispersion at training sets, their means vary accordingly along model building steps. For the northernmost type
of SACZ (AB), the best model configuration was composed by 5 explanatory variables (PCs 1, 2 3, 6 and 7) defined in the 7th trial of the stepwise model-building method. For the mean type of SACZ (C), the best model configuration was composed by 8 predictors (PCs 1, 2, 4, 5, 6, 8, 9 and 10) defined in the 10th trial. For the southernmost type of SACZ (DE), both datasets achieved the best model configuration at the 11th trial composed by 8 PCs for the Full data (1, 2, 3, 4, 5, 8, 9 and 11) and 9 PCs for the Selected data (1, 2, 3, 4, 5, 6, 8, 9 and 11) . Following the 10-fold cross-validation methodology, these optimum model configurations are taken for the final 11th parameter estimation, in which the entire series are used and not any data points are left out for validation. The average AUCs obtained from cross-validation (CV) and its associated standard deviations are compared to the final models' in Table 1 , where substantial discrepancies are not observed. Comparison of the DE CV AUCs indicate a slightly better performance of the model composed by the full dataset than the selected dataset. Among different latitudinal types of SACZ, the mean C SACZ type yielded a subtle better performance model, while the southernmost DE SACZ type presented the worst AUC metrics, though all values are greater than 0.8. The estimated parameters ̂ are also compared in this same manner and all final parameters are shown within the range of the CV mean ± one standard deviation (Table 2) .
Threshold analysis
A daily operational use of the indices requires that their continuous values are transformed back into a binary response, which demands that objective decision thresholds, or operating cut-off limits (hereafter, h), are determined: outcomes greater than h are classified as positive (SACZ occurs) and outcomes less than h are classified as negative (SACZ does were used as thresholds and tested for sensibility, specificity and other metrics, as following described.
The variation of TPR and FPR among 100 possible index thresholds is shown in Fig. 16a . The difference between these two quantities, which also equals to the difference TNR − FNR, is known as J statistics, or Youden's index (Youden 1950, hereafter YI) , and measures the difference between proportions of correctly and incorrectly classified events. YI is null in the lowest and highest possible thresholds. Not any negative values are observed and maximum YI values are reached around the tenth threshold. The thresholds in which YI values are maxima are hereafter referred to as H 1 . and d ROC curves with corresponding AUC values. All graphs show curves for the four defined model setups and three SACZ types, following the same colour code: northernmost type (AB, red), mean type (C, grey), southernmost type with full dataset (DE Full, blue) and southernmost type with selected PCs set (DE Selected, green) However, important to note that the amount of days with SACZ and without SACZ configurations differ considerably (e.g. 499 SACZ-days and 3746 non-SACZ days in AB). Therefore, a maximum difference in proportions (TPR − FPR) does not necessarily mean a positive difference in count of days. For example, while taking the 30% or 40% lowest SACZ index values as thresholds, the amount of incorrectly classified positives (FP) is remarkably greater than the amount of the correctly classified positives (TP), although FP decreases rapidly and equals to TP, which continues to decrease, but in a less steep rate (Fig. 16b) . The threshold in which (TP = FP), or in other words, where the number of correctly and incorrectly classified events is the same, is here defined as H 2 . The difference (TP − FP) reaches maximum values at around the 60th and 70th percentiles, and this positive difference in number of days also vary somewhat considerably different among SACZ types: 80 days for AB while only 2 days for DE yielded with the selected-PCs dataset. This threshold limit where (TP − FP) is maximum is here defined as H 3 , which it reflects the idea of the maximum YI threshold, H 1 , however maximizing the difference of correct and incorrect positive classifications in terms of absolute count of days, instead of proportions of different populations.
Yet another useful approach to assess the performance of a binary classifier is to define the predictive values associated to each possible threshold. While sensitivity and specificity are defined as ratios of correct classifications over the actual observations of the modelled event, positive and negative predictive values (PPV and NPV, respectively) are defined as the ratios of the count of correct classifications over the total classifications, both correct and incorrect (Eqs. 11 and 12). These quantities express the probability of a classification to be correct among the classifications of the same kind.
The graph in Fig. 16c presents the variation of PPV and NPV along 100 increasing possible indices values taken as thresholds. Note that NPV figures frequently between 90% and 100% and never lower than 80%, suggesting very reliable predictions of non-SACZ days. PPV starts at around 10% and 20% with h = 0 and reaches maxima between 70% and 80% for the northernmost SACZ types (AB and C). For the southernmost SACZ type DE, PPV reaches 100%, meaning that above this thresholds not any incorrect positive classifications of SACZ occur. ROC curves are presented in Fig. 16d presented in Table 3 . This is done here to avoid the arbitrary classification of model outputs, however other thresholds may and should be also defined, based on a predictor's particular interest, such as to select a very specific classification, where PPV is maximum or FPR is set to 10%, or a very sensitive classification, setting TPR = 90%, for example.
SACZ indices as proxies for precipitation anomalies
Once defined the best model configurations for the different SACZ types, it was possible to calculate the SACZ indices from the entire 30-year NCEPR2 daily series, from January 1986 to December 2015, and its respective daily climatological means, including months from May to September, and years from 1986 to 1994 which were not used in the model adjustment and former PCA-based transformation. Analogously, this calculation is possible at any other period when the required dynamical fields are available. An example period of the daily index and its long-term means for the mean SACZ type, which affects BRSE, comprehending the states of São Paulo and Rio de Janeiro, is presented in Fig. 17 , from October/2010 to April/2015, along with a 31-point smooth, the observed SACZ events recorded for this region and the proposed thresholds. The SAMS shows significant intraseazonal variability (Nogués-Paegle et al. 2000; Jones and Carvalho 2002; Gan et al. 2004; Muza et al. 2009 ) and the index is capable of capturing its aspects associated with SACZ episodes, as in the 2010/11 and 2012/13 SAMS wet periods, when SACZ configurations and break phases followed by the index are clearly visible. At a first look at the SAMS's interannual variability, the SACZ index shows, in comparison to its October-April annual means of daily anomalies of the SACZ indices, as well as the count of SACZ days and BRSE (Fig. 6a ) precipitation anomalies are compared and displayed in Fig. 18 . The persistent under-average rainfall anomalies after summer 2012-2013 are followed by consistent negative SACZ index anomalies. The indices show stronger correlations with precipitation anomalies in BRSE than the count of SACZ days, in the interannual scale, although indices and count of SACZ days also present significant correlations (Table 4 ). In addition, although not all SACZ types directly affect BRSE regarding rainfall anomalies, here we show that all indices present stronger correlation with precipitation anomalies in BRSE than the sole count of SACZ-days in this region.
The indices were also compared to daily gridded precipitation anomalies from CPC (Xie et al. 2007 ). Correlation coefficients were calculated between the indices and precipitation daily anomalies (both with respect to the 1986-2015 monthly climatology) taking only periods between October and April from 1986 to 2015, and presented moderate strength, up to around 0.5 as shown in Fig. 19 . The nuclei of maximum correlation are in agreement the influence regions of the northernmost, mean and southernmost SACZ types. Not only are the different meridional SACZ-types clear in the spatial correlations, but also their inversely proportional relationship with LPRB precipitation becomes spatially evident, to characterize the "seesaw", or dipole in precipitation 
Summary and conclusions
The SACZ has direct impacts on the rainfall regime of the most densely populated and economically important regions in Brazil, accounting for around one quarter of the rainfall volumes in BRSE during the SAMS wet period (October-April) on average, with peaks of 56% in March and 41% in January. In the present study, 19 wet periods of the SAMS are examined and three modes of SACZ configurations are defined in terms of the latitudinal variation of its cloud band position: northernmost (AB), mean (C) and southernmost (DE) SACZ types. This spatial categorization of SACZ-days allowed the identification of a latitudinal shift behaviour of the SACZ cloud band, which, on average, shows itself in its northernmost position in the months of the SAMS onset (October and November), gradually moves southward to reach its southernmost mean position in February, and returns to its mean northernmost initial position during the SAMS demise (March and April). Quadro (1994) has suggested a northernmost preferential position of the SACZ during December, and a southernmost preferential position later during summer, but not yet the higher probabilities of northernmost configurations by the end of the SAMS wet period. As far as the authors are concerned, this is the first time this full one-period intraseasonal cycle (southwards and northwards shift between October and April) in the SACZ climatological position is identified and quantified.
Among the different latitudinal SACZ types, differences in dynamics are also identified. Dynamical patterns of Table 4 the northernmost and mean SACZ types are in agreement with the South American precipitation dipole, in which the SACZ presence (absence) inhibits (supports) convection in the LPRB, in accordance with several studies (e.g. Nogués-Paegle and Mo 1997; Salio et al. 2002; Díaz and Aceituno 2003; Liebmann et al. 2004; Marengo et al. 2004) . Results showed anomalous weakened (enhanced) low level Amazonian moisture transport via SALLJ toward the LPBR region during the presence (absence) of all three SACZ types, in accordance to Herdies et al. (2002) , and suggesting that the precipitation dipole and the eastward deflectin of moisture transport direction is not so strongly affected by latitudinal variations of the SACZ position.
Anomalous circulation patterns observed in all three meridional SACZ types show cyclonic anomalies with baroclinic structure from 850 to 200 hPa. These results are in agreement with several other studies, in which troughlike anomalies are associated with active phases within the SAMS wet period and SACZ configurations (e.g. Jones and Carvalho 2002; Gan et al. 2004; Carvalho et al. 2011; Ma et al. 2011) . The position of the SACZ cloud band moves meridionally, while the trough anomaly moves zonally among the three SACZ modes: the cyclonic centers associated to the SACZ appear displaced westward onto the continent while the SACZ places itself southwards. The predominant cyclonic anomalies in 850 hPa are also more clearly distinguishable in the North and Mean-SACZ modes. In the South-SACZ mode, the cyclonic anomaly is restricted over the continent, and an anti-cyclonic anomaly, north-eastward from the trough is identified.
The northernmost and mean SACZ composites show a Rossby wave train propagating from southern Pacific Ocean, in accordance to previous studies (e.g. Grimm and Silva Dias 1995; Liebmann et al. 1999 ). In the southernmost SACZ mode, this pattern is not as clearly visible. Table 4 Correlation coefficients between SACZ indices' anomalies yearly averaged from October to April, count of SACZ days per SAMS wet period (October-April) and precipitation anomalies in BRSE also averaged in October-April (annual series presented in Fig. 18 Fig. 19 Maps of correlation coefficients between the full 30-year daily SACZ indices and rain gauge-based precipitation anomalies from CPC (Xie et al. 2007) Northernmost and mean SACZ types presented their associated preferred subsidence branch located south-westward from the convective heat source, in agreement to Gandú and Silva Dias (1998) . However, southernmost SACZ-type configurations did not fully follow this pattern, once their preferred subsidence branch is located north-eastward from the cloud band.
The aforementioned atmospheric dynamical patterns bring to evidence fundamental differences observed between the North and Mean SACZ types, in comparison with the South SACZ type. The latter shows characteristics of midlatitude baroclinic waves, leading to the occurrence of cold frontal systems acting over southern Brazil. It is therefore likely that some of the days with SACZ configurations, as officially determined by the National Weather Forecast and Climate Studies (CPTEC/INPE), presented dynamics more closely related to cold fronts, which frequently act in southern Brazil.
The identification of significantly anomalous patterns in dynamics allowed the selection of explanatory variables, whose principal components were used to train and (cross-) validate logistic regression models, for each of the three meriodionally different SACZ types. Predictors include the vertical and horizontal components of wind, horizontal wind divergence, vorticity and geopotential height anomalies, and do not include humidity, precipitation and OLR, for these being generally represented with lower skill by numerical models, and more directly influenced by parameterization schemes, important sources of uncertainties.
The developed indices are continuous between 0 and 1, thus objective thresholds, or cut-off values, are proposed to allow their operational use for the SACZ daily identification/forecast. Three thresholds are suggested in terms of sensitivity and specificity critical points. For the most sensitive threshold, H 1 , the index proposed for the mean SACZ type presents a simultaneous true positive rate of 85% and a false alarm rate of 28%, for example. Playing a trade-off in order to yield less false alarms, for example, the more specific threshold suggested, H 3 , presents a false alarm rate of less than 3% and a simultaneous true positive rate of 25%. These are possible cut-off points, although other values may be chosen based on fixed accuracy or predictive values and rates, as in accordance to the predictor's whish. For instance, fixing a negative predictive value at 90% for the mean SACZ type (i.e. the probability that a negative classification is incorrect, given all negative classifications, equals to 10%) yields a positive predictive value of 55% (i.e. the probability that a positive classification being correct, given all positive classifications). This translates to a true positive rate of 39% and a simultaneous false alarm rate of 6% (i.e. the probability that a positive classification matches a SACZ occurrence and the probability that a negative classification matches a SACZ absence, respectively).
For all proposed indices and still for a daily-scale analysis, the negative predictive values never reached rates lower than 80%, for any possible thresholds. For the southernmost SACZ types, the positive predictive values reached 100% at more specific thresholds, meaning that the probability of an incorrect positive classification, given all positive classifications, is null above certain index thresholds.
It was verified that error yielded in precipitation forecasts obtained from the model Global Forecast System (GFS) were often greater than those obtained from dynamical variables (i.e. wind components and geopotential height) (see Supplementary Material) . Moreover, the SACZ indices, as forecasted by the model GFS, presented greater accuracy in comparison with precipitation forecast in Southeast Brazil. This translates to a gain in predictability of precipitation (associated to SACZ events) in important regions of Brazil. When testing the objective identification of SACZ days from GFS outputs, the rates of true positives were always greater or equal than the rates of false positives. In addition, a further investigation of a strong false alarm event brought to evidence that there were days, not officially classified as with SACZ configurations, which showed characteristics in dynamics very closely associated to a traditional SACZ event.
Apart from the daily forecast application, the SACZ indices presented here showed agreement with the SAMS wet period interannual precipitation anomalies. This raises the possibility for the quantification of the SACZ and the SAMS in different time scales, from weather prediction to climate studies.
