Abstract
Introduction
Applications such as video databases, wireless virtual reality interfaces, smart rooms, very-low-bandwidth video compression, and security monitoring all have in common the need to track and interpret human action. The ability to find and follow people's head, hands, and body is therefore an important visual problem.
To address this need we have developed a real-time system called Pfinder ("person finder") that substantially solves the problem for arbitrarily complex but single-person, fixedcamera situations'. The system provides interactive performance on general-purpose hardware, and has been tested on thousands of people in several installations around the world, and has performed quite reliably.
Pfinder has been used as a real-time interface device for information spaces [20] , performance spaces [22] , video games[ 181, and a distributed virtual reality populated by artificial life [7] . It has also been used as a pre-processor for gesture recognition systems, including one that can recognize a forty-word subset of American Sign Language with near perfect accuracy [21] .
Pfinder adopts a Maximum A Posteriori Probability (MAP) approach to detection and tracking of the human ' Use of existing image-to-image registration techniques [3, 121 allow Pfinder to function in the presence of camera rotation and zoom, but realtime performance cannot be achieved without special-purpose hardware body using simple 2-D models. It incorporates a priori knowledge about people primarily to bootstrap itself and to recover from errors. The central tracking and description algorithms, however, can equally well be applied to tracking vehicles or animals, and in fact we have done informal experiments in these areas. Pfinder is a descendant of the vision routines originally developed for the ALIVE system [8] , which performed person tracking but had no explicit model of the person and required a controlled background. Pfinder is a more general, and more accurate, method for person segmentation, tracking, and interpretation.
The organization of this paper is to first to describe Pfinder in the steady state case, where it is tracking a person moving around an office environment. We will then describe the bootstrap and error recovery process.
Related Work
This work is descended from a variety of interesting experiments in human-computer interface and computer mediated communication. Initial exploration into this space of applications was by Krueger [ 1 I], who showed that even 2-D binary vision processing of the human form can be used as an interesting interface. More recently the Mandala group [ 11, has commercialized and improved this technology by using analog chromakey video processing to isolate colored gloves, etc., worn by users. In both cases, most of the focus is on improving the graphics interaction, with the visual input processing being at most a secondary concern. Pfinder goes well beyond these systems by providing a detailed level of analysis impossible with primitive binary vision.
Pfinder is a descendant of the vision routines originally developed for the ALIVE system@]. Those vision routines used single-sided classification techniques to implement software, pixel-wise chromakey. Thus it was possible to perform crude person tracking without and explicit model of the person. The single-sided nature of the classification meant that it was sensitive to threshold selection, and required a very controlled background scene. We will show that the more sophisticated classification algorithms in Pfinder yield a more general, and more accurate, method Our systems are also related to body-tracking research such as Rehg and Kanade[l6], Rohr [17] , and Gavrila and Davis [9] that use kinematic models, and Pentland and Horowitz [ 151 and Metaxas and Terzopolous [ 131 who use dynamic models. However, in constrast to Pfinder these other systems all require accurate initialization and local features, cannot deal with occlusion, and require massive computational resources.
Functionally, our systems are perhaps most closely related to the work of Bichsel [6] and Baumberg and Hogg [5] . These systems segment the person from the background in real time using only a standard workstation. Their limitation is that they did not analyze the person's shape or internal features, but only the silhouette of the person. Consequently, they cannot track head and hands, recognize any but the simplest gestures, or determine body pose.
Pfinder uses features called "blobs." Little serious attention has been paid to blobs, in contrast to stronger local features like points, lines, and contours. The blob representation that we use was developed originally by Kauthet a1 and Pentland [ 14, lo] , for application to multispectral satillite (MSS) imagery. A broadly similar shape-color model has also been investigated by Schuster[l9] , and has been used to achieve fast tracking of human hands in a cluttered environment.
Steady State Tracking
We will first describe Pfinder's representations and operation in the "steady-state" case, where it has already found and built representations of the person and scene. In the following sections we will then describe the initialization or model-building process, and the error recovery process.
Modeling The Person
that blob's distribution. Explicitly modeling the spatial and chromatic distributions allows the system to cope with a wide variety of clothing textures, shapes, and colors.
Because of their different semantics, the spatial and color distributions are assumed to be independent. That is, Kk is block-diagonal, with uncoupled spatial and spectral components.
Each blob has associated with it a support map, that indicates which image pixels are members of a particular blob. We define sk(z, y), the support map for blob IC, to be 1 if pixel (x, y) is a member of class k s k ( x 7 y ) = { 0 otherwise (1) An aggregate support map s(z, y) over all the blob models is also a useful data structure. Since the individual support maps indicate which image pixels are members of that particular blob, the aggregate support map represents the segmentation of the image into spatio-color classes.
Each blob can also have a detailed representation of its shape and appearance, modeled as differences from the underlying blob statistics. The ability to efficiently compute compact representations of people's appearance is useful for low-bandwidth applications, such as our demonstration of a shared virtual environments at SIGGRAPH '95 [7] .
The statistics of each blob are recursively updated to combine information contained in the most recent measurements with knowledge contained in the current class statistics and the priors.
Modeling The Scene
We assume that the majority of the time Pfinder will be processing a scene that consists of arelatively static situation such as an office, and a single moving person. Consequently, it is appropriate to use different types of model for the scene and for the person. The human is modeled as a connected set of blobs. Each blob has a spahal ( 2 , y) and color (Y, U, V) Gaussian distribution, and a support map that indicates which pixels are members of the blob. We define mk to be the mean (2, y, Y, U , V) of blob 1, and Kk to be the covariance of We model the scene surrounding the human as a texture surface: each point on the texture surface is associated with a mean color value and a distribution about that mean. Color is expressed in the YUV space. The color distribution of each pixel is modeled with the Gaussian described by a full covariance matrix. Thus, for instance, a fluttering white curtain in front of a black wall will have a color covariance that is very elongated in the luminance direction, but narrow in the chrominance directions.
We define mo to be the mean (U, U , V) of a point on the texture surface, and KO to be the covariance of that point's distribution. The spatial position of the point is treated implicitly because, given a particular image pixel at location (z, y), we need only consider the color mean and covariance of the corresponding texture location. In Pfinder the scene texture map is sconsidered to be class zero.
One of the key outputs of Pfinder is an indication of which scene pixels are occluded by the human, and which are visible. This information is critical in low-bandwidth coding, and in the videolgraphics compositing required for "augmented reality" applications.
In each frame, visible pixels have their statistics recursively updated using a simple adaptive filter.
This allows us to compensate for changes in lighting and even for object movement. For instance, if a person moves a book it causes the texture map to change in both the locations where the book was, and where it now is, By tracking the person we can know that these areas, although changed, are still part of the texture model and thus update their statistics to the new value. The updating process is done recursively, and even large changes in illumination can be substantially compensated within two or three seconds.
The Analysis Loop
Given a person model and a scene model, we can now acquire a new image, interpret it, and update the scene and person models. To accomplish this there are several steps:
First, we predict the appearance of the user in the new image using the current state of our model. Next, for each image pixel we must measure the likelihood that it is a member of each of the blob models and the scene model.
Resolve these pixel-by-pixel likelihoods into a support map.
Update the statistical models for each blob and for the background scene.
Each of these steps will now be described in more detail.
Predict Model Parameters
The first step is to update the spatial model associated with each blob using the blob's dynamic model, to yield the blob's predicted spatial distribution for the current image:
where the estimated state vector 2 includes the blob's position and velocity, the observations p are the mean spatial coordinates of the blob in the current image, and the filter is constructed assuming simple Newtonian dynamics.
Measure Likelihoods For Each Class
For each image pixel we must measure the likelihood that it is a member of each of the blob models and the scene model.
For each pixel in the new image, we define 9 to be the vector (2, y, Y, U, V ) . For each class k (e.g., for each blob and for the corresponding point on the scene texture model) we then measure the log likelihood
Missing or implicit spatial components are assumed to contribute nothing to the membership likelihood.
Shadowing. Self-shadowing and cast shadows are a particular difficulty in measuring the membership likelihoods, however we have found the following approach sufficient to compensate for shadowing. First, we observe that if a pixel is significantly brighter (has a larger Y component) than the class statistics say it should, then we do not need to consider the possibility of shadowing. It is only in the case that the pixel is darker that there is a potential problem.
When the pixel is darker than the class statistics indicate, we therefore normalize the chrominance information by the brightness,
This normalization removes the effect of changes in the overall amount of illumination. For the common illuminants found in an office environment this step has been found to produce a stable chrominance measure despite shadowing.
The log likelihood computation then becomes where $* is (z, y, U * , V * ) for the image pixel at location (z, y), mi is the mean (z, y, U*, V * ) of class IC and K*k is the corresponding covariance.
Determine Support Map
The next step is to resolve the class membership likelihoods at each pixel into support maps, indicating for each pixel whether it is part of one of the blobs or of the scene. Spatial priors and connectivity constraints are used to accomplish this resolution. Individual pixels are then assigned to particular classes: either to the scene texture class or a foreground blob. A classification decision is made for each pixel by comparing the computed class membership likelihoods and choosing the best one (in the MAP sense), e.g.,
Morphology. Connectivity constraints are enforced by iterative morphological "growing" from a single central point, to produce a single region that is guaranteed to be connected (see Figure 2 ). The first step is to morphologically grow out a "foreground" region using a mixture density comprised of all of the blob classes. This defines a single connected region corresponding to all the parts of the user. Each of the individual blobs are then morphologically grown, with the constraint that they remain confined to the foreground region. This results in a set of connected blobs that fill out the foreground region. However the boundaries between blobs can still be quite ragged due to misclassification of individual pixels in the interior of the figure. We therefore apply spatial Gaussian smoothing when determining the scene class likelihoods.
Update Models
Given the resolved support map s(z, y), we can now update the statistical models for each blob and for the scene texture model. By comparing the new model parameters to the previous model parameters, we can also update the dynamic models of the blobs.
For each class k, the pixels marked as members of the class are averaged together to produce the model mean mk, and their second-order statistics measured to calculate the model's covariance matrix Kk,
This process can be simplified by re-writing it in another form more conducive to iterative calculation. The first term can be built up as examples are found, and the mean can be subtracted when it is finally known:
For computational efficiency, color models are built in two different color spaces: the standard (U, U, V) space, and the brightness-normalized (U*, V * ) color space.
Blending Measurements and Priors. Errors in classification and feature tracking can lead to instability in the model. One way to ensure that the model remains valid is to reconcile the individual blob models with domain-specific prior knowledge. For instance, some parameters (e.g., color of a person's hand) are expected to be stable and to stay fairly close to the prior distribution, some are expected to be stable but have weak priors (e.g., shirt color) and others are both expected to change quickly and have weak priors (e.g., hand position).
Intelligently chosen prior knowledge can turn a class into a very solid feature tracker. For instance, classes intended to follow flesh are good candidates for assertive prior knowledge, because people's normalized skin color is surprisingly constant across race and radiation2 damage.
Initialization
PGnder's initialization process consists primarily of building representations of the person and the surrounding scene. It first builds the scene model by observing the scene without people in it, and then when a human enters the scene it begins to build up a model of that person.
The person model is built by first detecting a large change in the scene, and then building up a multi-blob model of the user over time. The model building process is driven by the distribution of color on the person's body, with blobs added to account for each differently-colored region. Typically separate blobs are required for the person's hands, head, feet, shirt and pants.
The process of building a blob-model is guided by a 2-D contour shape analysis that recognizes silhouettes in which the body parts can sometimes be reliably labeled. For instance, when the user faces he camera and extends both arms (what we refer to as the "star fish" configuration) then we can reliably determine the image location of the head, hands, and feet. When the user points at something, then we can reliably determine the location of the head, one hand, and the feet.
These locations are then integrated into blob-model building process by using them as prior probabilities for blob creation and tracking. For instance, when the face and hand image positions are identified we can set up a strong prior probability for skin-colored blobs.
The following subsections describe the blob-model building process in greater detail. 
Learning The Scene
Before the system attempts to locate people in a scene, it must learn the scene. To accomplish this Pfinder begins by acquiring a sequence of video frames that do not contain a person. Typically this sequence is relatively long, a second or more, in order to obtain a good estimate of the color covariance associated with each image pixel. For computational efficiency, color models are built in both the standard (Y, U, V ) and brightness-normalized (U", V * ) color spaces.
Detect Person
After the scene has been modeled, Pfinder watches for large deviations from this model. New pixel values are compared to the known scene by measuring their Mahalanobis distance in color space from the class at the appropriate location in the scene model, as per Equation 4.
If a changed region of the image is found that is of sufficient size to rule out unusual camera noise, then Pfinder proceeds to analyze the region in more detail, and begins to build up a blob model of the person.
Building the Person Model
To initialize blob models, Pfinder uses a 2D contour shape analysis that attempts to identify the head, hands, and feet locations. When this contour analysis does identify one of these locations, then a new blob is created and placed at that location. For hand and face locations, the blobs have strong flesh-colored color priors. Other blobs are initialized to cover clothing regions. The blobs introduced by the contour analysis compete with all the other blobs to describe the data.
Occlusion. When a blob can find no data to describe (as when a hand or foot is occluded),it is deleted from the person model. When the hand or foot later reappears, a new blob will be created by either the contour process (the normal case) or the color splitting process. This deletiodaddition process makes Pfinder very robust to occlusions and strong shadows. When a hand reappears after being occluded or shadowed, normally only a few frames of video will go by before the person model is again accurate and complete.
Integrating of Blob and Contour Features
The blob models and the contour analyzer produce many of the same features (head, hands, feet), but with very different failure modes. The contour analysis can find the features in a single frame if they exist, but the results tend to be noisy. The class analysis produces accurate results, and can track the features where the contour can not, but it depends on the stability of the underlying models and the continuity of the underlying features (i.e., no occlusion).
The last stage of model building involves the reconciliation of these two modes. For each feature, Pfinder heuristically rates the validity of the signal from each mode. The signals are then blended with prior probabilities derived from these ratings. This allows the color trackers to track the hands in front of the body-when the hands produce no evidence in the contour. If the class models become lost due to occlusion or rapid motion, the contour tracker will dominate and will set the feature positions once they are re-acquired in the contour.
Limitations
Pfinder explicitly employs several domain-specific assumptions to make the vision task tractable. When these assumptions break, the system degrades in specific ways. Due to the nature of Pfinder's structure and since the model of the user is fairly weak, the system degrades gracefully and recovers in two or three frames once the assumption again holds.
Pfinder expects the scene to be significantly less dynamic than the user. Although Pfinder has the ability to compensate for small, or gradual changes in the scene or the lighting, it cannot compensate for large, sudden changes in the scene. If such changes occur, they are likely to be mistakenly considered part of the foreground region, and an attempt will be made to explain them in the user model.
Another limitation, related to the dynamic scene problem, is that system expects only one user to be in the space. Multiple users don't cause problems in the low level segmentation or blob tracking algorithms, but do cause significant difficulties with the primitive gesture recognition system included in Pfinder .
Current Research Directions
This system is part of a working research platform, and as such it is constantly changing and improving. In this section we briefly discuss some of the research directions we are exploring with this, and derivative, platforms.
Stereo Vision
Azarbayejani and Pentland are working on a system called STIVE that combines the 2-D statistics computed by a stereo pair of Pfinders into a full 3D blob model [2] . 3D class statistics may provide a better space for the interpretation of human gestures. Applications have included self-calibration from watching a person[4] and visually-guided animation, in which a virtual character is driven by human movement.
Explicit User Models
Wren and Pentland have begun work on a system that utilizes dynamic and stochastic components to explicitly 
Hardware
Pfinder is implemented on the SGI architecture using the VL (Video Library) interface. A typical frame rate on sixteenth resolution (160x120 pixel) frames is lOHz using a 200MHz R4400 processor Indy with Vino Video. For input w e use a JVC-1280C, single CCD, color camera. It provides an S-video signal to the SGI digitizers.
Conclusion
Pfinder demonstrates the utility of stochastic, regionbased features for real-time image understanding. This approach allows meaningful, interactive-rate interpretation of the the human form without custom hardware. The technique is stable enough to support real applications as well as higher-order vision techniques.
