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Motivated by a recent curvature ﬂow introduced by Professor
S.-T. Yau [S.-T. Yau, Private communication on his “Curvature
Difference Flow”, 2007], we use a simple curvature ﬂow to evolve
a convex closed curve to another one (under the assumption that
both curves have the same length). We show that, under the
evolution, the length is preserved and if the curvature is bounded
above during the evolution, then an initial convex closed curve can
be evolved to another given one.
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1. Introduction
Let γ1, γ2 be two given smooth curves in R2 (by smooth, we mean C∞). An interesting problem
proposed by Professor S.-T. Yau [25] in plane curves evolution is to evolve γ1 to converge to γ2 (can
be up to an isometry) eventually, either in ﬁnite time or in inﬁnite time, using a parabolic curvature
ﬂow method. The evolution of plane curves via curvature ﬂow method has been studied extensively
in the papers, to name just a few, by Andrews [1], Angenent [3], Abresch and Langer [2], Chow and
Tsai [5,7,21], Nien and Tsai [17], Gage [11,12], Gage and Hamilton [13], Grayson [10], Huisken [14],
Jiang and Pan [15], Pan and Yang [18], Urbas [23], Yagisita [24], or in the book by Chou and Zhu
[9], etc. However, in all of these literature items the settings are more or less the same, i.e., we ﬁrst
start with a given initial curve γ0 in R2, and then evolve it along its normal vector direction with
certain type of speed depending on the curvature (or depending on the non-local quantities length
and enclosed area) of the evolving curve γt , and ﬁnally study its asymptotic convergence behavior.
On the other hand, the plane curves evolution problem suggested by Yau [25], which we call “Yau’s
Curvature Difference Flow (YCDF)”, has different setting: First, we are given two smooth embedded
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I is either an interval in R or S1. Then we consider a curvature ﬂow of the form (γ2 plays the role of
a steady curve here)
{
∂ X
∂t
(ϕ, t) = [k1(ϕ, t) − k2(ϕ)]N1(ϕ, t),
X(ϕ,0) = X1(ϕ), ϕ ∈ I
(1)
where k1(ϕ, t) is the curvature of γ1,t (the evolution of γ1 at time t, parametrized by X(ϕ, t), γ1,0 =
γ1) at ϕ; N1(ϕ, t) is the normal vector of γ1,t at ϕ; and k2(ϕ) is the curvature of γ2 at ϕ.
The signiﬁcance of YCDF (1) is that the ﬂow stops when γ1,t converges to γ2 (of course it is also
likely that γ1,t may not evolve to γ2 at all). As far as we know, this type of ﬂow (i.e., YCDF) has not
appeared elsewhere before. It is attractive and can certainly lead to a lot of interesting questions.
Motivated by YCDF and Urbas [23], we consider a related special evolution problem as follows. It
is valid only in the convex setting. First we assume γ1 and γ2 are two given convex2 closed curves
in R2. Then we consider a ﬂow of the form
(∗)
⎧⎨
⎩
∂ X
∂t
(ϕ, t) =
(
1
k1(ϕ, t)
− 1
k2(ϕ, t)
)
N1,out(ϕ, t),
X(ϕ,0) = X1(ϕ), ϕ ∈ S1
where X1(ϕ) is the parametrization of γ1; k1(ϕ, t) is the curvature of γ1,t at ϕ; N1,out(ϕ, t) is the
outward normal of γ1,t at ϕ; and k2(ϕ, t) is the curvature of the stationary convex curve γ2 at the
unique point where its outward normal is N1,out(ϕ, t).
Remark 1. Note the difference: in YCDF we are comparing curvatures at the same parameter ϕ, while
in (∗) we are comparing curvatures at the same outward normal. That is why we have 1/k2(ϕ, t) in
(∗) instead of 1/k2(ϕ) (note that the parameter ϕ in (∗) is not necessarily normal angle of γ1).
Since both curves γ1 and γ2 are convex, one can use the outward normal angle θ to parametrize
them simultaneously. Moreover, we can use the support function to reformulate the problem, i.e., the
ﬂow (∗) is equivalent to a scalar parabolic PDE for the support function on S1. See [1,22], or [23] for
details.
We ﬁrst review some facts about support functions of convex plane curves. The support function U
of a convex closed curve γ0, expressed in terms of its outward normal angle θ ∈ S1, is deﬁned as
U (θ) = 〈P (θ), (cos θ, sin θ)〉, θ ∈ S1 (2)
where P (θ) is the position vector of the unique point p ∈ γ0 whose outward normal angle is θ. By (2),
U (θ) is the normal component of the position vectors of γ0, and we have
P (θ) = U (θ)(cos θ, sin θ) + Uθ (θ)(− sin θ, cos θ), θ ∈ S1. (3)
By (3) the average position vectors of P (θ) over S1 can be expressed as (tangential part and normal
part have the same contribution)
1
2π
∫
S1
P (θ)dθ = 1
π
∫
S1
U (θ)(cos θ, sin θ)dθ. (4)
2 In this paper “convex” always means “strictly convex”, i.e., curvature is positive everywhere (no inﬂection points). A convex
closed curve may have self-intersections, but in this paper we are conﬁned to the embedded case, i.e., it is a simple closed
curve.
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precisely we have
K (θ) = 1
Uθθ (θ) + U (θ) , θ ∈ S
1 (5)
and
L =
∫
S1
1
K (θ)
dθ =
∫
S1
U (θ)dθ (6)
and
A = 1
2
∫
S1
U (θ)
K (θ)
dθ = 1
2
∫
S1
U (θ)
[
Uθθ (θ) + U (θ)
]
dθ = 1
2
∫
S1
[
U2(θ) − U2θ (θ)
]
dθ (7)
where L and A are the length and enclosed area of γ0, and K (θ) is the curvature of γ0 at the point θ .
The following fact will be used later on:
Lemma 2. Assume U (θ) : S1 → R is a smooth 2π -periodic function satisfying
Uθθ (θ) + U (θ) > 0 for all θ ∈ S1 (8)
then there is a unique smooth convex simple closed curve γ0 inR2 such that its support function at the outward
normal angle θ is given by U (θ), θ ∈ S1 .
Proof. Let γ0 be the closed curve in R2 parametrized by
P (θ) = U (θ)(cos θ, sin θ) + Uθ (θ)(− sin θ, cos θ), θ ∈ S1. (9)
We have
dP
dθ
(θ) = (Uθθ (θ) + U (θ))(− sin θ, cos θ) = 1
K (θ)
(− sin θ, cos θ), Uθθ (θ) + U (θ) > 0 (10)
which means that the tangent vector of γ0 at θ is a positive multiple of (− sin θ, cos θ) for all θ ∈ S1.
Hence the parameter θ ∈ S1 represents normal angle of γ0 and U (θ) is its support function at the
angle θ . It is also easy to see the curvature K (θ) of γ0 parametrized by (9) is given by
K (θ) = 1
Uθθ (θ) + U (θ) , θ ∈ S
1.
Hence K (θ) > 0 everywhere.
Next we claim that the parametrized curve γ0 given by (9) has no self-intersection for θ ∈ (0,2π).
Assume not. Then there exist θ1 = θ2 ∈ S1, such that P (θ1) = P (θ2). Without loss of generality, we
may assume that θ1 = 0 and θ2 ∈ (0,2π). There are two cases to consider.
Case 1. 0 < θ2  π. For any ﬁxed unit vector v ∈ S1, let f (θ) : S1 → R be the scalar periodic
function given by f (θ) = P (θ) · v. On the interval [0,π ], we have f (0) = f (θ2). Mean value theorem
implies the existence of some θ∗ ∈ (0, θ2), 0< θ∗ < π, with f ′(θ∗) = 0, i.e.,
(
Uθθ (θ∗) + U (θ∗)
)〈
(− sin θ∗, cos θ∗), v
〉= 0.
If we choose v = (1,0), we get sin θ∗ = 0, 0< θ∗ < π, a contradiction.
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f (2π). Hence there exists a value θ∗ ∈ (θ2,2π), π < θ∗ < 2π, with f ′(θ∗) = 0. We obtain the same
contradiction by choosing v = (1,0).
Finally if two convex simple closed curves γ1 γ2 have the same support function U (θ) at the
outward normal angle θ, for all θ ∈ S1, then by deﬁnition (2) both curves must be parametrized
by (9). Uniqueness follows. 
Remark 3. (1) A curve parametrized by (9) may not be a simple closed curve if condition (8) is not
satisﬁed. See Fig. 1 below. (2) A very complete discussion of support functions can be found in the
nice book by Schneider [19].
It is intuitively clear that, according to our method of ﬂow, if γ1,t converges to a limiting curve
γ1,∞ eventually, the isometry between γ1,∞ and γ2 is just a translation. Let u1(θ), u2(θ) be the
support functions of γ1 and γ2 respectively, where θ ∈ S1 is the outward normal angle. If γ1 and γ2
only differ by a translation in R2 (with translation vector (a,b) from γ2 to γ1), then u1, u2 are related
by
u1(θ) = u2(θ) + a cos θ + b sin θ for all θ ∈ S1. (11)
Thus we shall show that the support function u1(θ, t) of γ1,t converges to u2(θ) + a cos θ + b sin θ
eventually. From now on we use k1(θ) and k2(θ) to denote the curvatures of γ1 and γ2 respectively.
Back to the ﬂow (∗), since the initial curve γ1 is smooth and strictly convex, parabolic theory
implies the existence of a smooth convex closed solution X(ϕ, t) : S1 × [0, T ) → R2 to Eq. (∗) for
some short time T > 0. If we write (∗) as
∂ X
∂t
= 1
k1(ϕ, t)k2(ϕ, t)
[
k1(ϕ, t) − k2(ϕ, t)
]
N1,in(ϕ, t) (12)
we see that in this convex setting, the two ﬂows YCDF and (∗) have some sort of formal similarity (if
we have control on the curvature k1(ϕ, t)).
To end this section, we mention that there are some interesting papers discussing the solution
behavior of certain type of parabolic equations on S1. See [4,6,16,20].
2. The evolution and convergence
If we use the outward normal angle θ ∈ S1 as parametrization variable, then in terms of (θ, t) ∈
S1 × [0, T ) (we already know that (∗) has a smooth convex closed solution for short time T > 0) we
have the following evolution formulas. The proofs of them are straightforward (see [1,13,23]).
Lemma 4. Let L1(t), A1(t), k1(θ, t), u1(θ, t) be the length, enclosed area, curvature, and support function of
γ1,t respectively, where the parameter θ is the outward normal angle of γ1,t . Then under ﬂow (∗) we have
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
dL1
dt
(t) =
∫
S1
(
1
k1(θ, t)
− 1
k2(θ)
)
dθ,
dA1
dt
(t) =
∫
S1
1
k1(θ, t)
(
1
k1(θ, t)
− 1
k2(θ)
)
dθ,
∂u1
∂t
(θ, t) = [(u1)θθ (θ, t) + u1(θ, t)]− [(u2)θθ (θ) + u2(θ)]
(13)
where θ ∈ S1 and t ∈ [0, T ).
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Moreover, if we write dL1dt in (13) as
dL1
dt
(t) = d
dt
∫
S1
(
1
k1(θ, t)
− 1
k2(θ)
)
dθ =
∫
S1
(
1
k1(θ, t)
− 1
k2(θ)
)
dθ
then it implies the identity
∫
S1
(
1
k1(θ, t)
− 1
k2(θ)
)
dθ =
[∫
S1
(
1
k1(θ)
− 1
k2(θ)
)
dθ
]
et, t ∈ [0, T ) (14)
or equivalently
∫
S1
(
u1(θ, t) − u2(θ)
)
dθ =
[∫
S1
(
u1(θ) − u2(θ)
)
dθ
]
et, t ∈ [0, T ). (15)
As a consequence of (15), we can conclude the following:
Lemma 5. Unless the initial curve γ1 satisﬁes
∫
S1
u1(θ)dθ =
∫
S1
u2(θ)dθ (16)
that is, both γ1 and γ2 have the same length, it is impossible for γ1 to converge to γ2 eventually (in this
sense the ﬂow is instable with respect to length). Moreover, if we assume (16), then the ﬂow (∗) is length-
preserving, i.e.,
L1(t) = L(γ2) for all t ∈ [0, T ) (17)
where L(γ2) denotes the length of γ2 .
Remark 6. One can also look at the trivial example that γ1 and γ2 are both circles with radii R1
and R2 respectively. If R1 < R2, then under (∗), each γ1,t is a circle with radius R1(t) = R2 + et(R1 −
R2) → 0 in ﬁnite time. If R1 > R2, then R1(t) → ∞ as t → ∞. Hence unless γ1 and γ2 have the same
length, one cannot expect to evolve γ1 to converge to γ2.
Remark 7. Condition (16) implies that
∫
S1
1
k1(θ, t)
dθ =
∫
S1
1
k2(θ)
dθ. (18)
Hence for each t ∈ [0, T ), unless k1(θ, t) = k2(θ) everywhere, we must have
k1(α, t) > k2(α) and k1(β, t) < k2(β) (19)
for some α,β ∈ S1. Thus in ﬂow (∗) it contracts somewhere and expands somewhere all the time.
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area as γ2 but
dA1
dt (0) = 0. That is, the identity∫
S1
u1(θ,0)
[
(u1)θθ (θ,0) + u1(θ,0)
]
dθ =
∫
S1
u2(θ)
[
(u2)θθ (θ) + u2(θ)
]
dθ
does not in general imply the identity
∫
S1
[
(u1)θθ (θ,0) + u1(θ,0)
][
(u1)θθ (θ,0) + u1(θ,0)
]
dθ
=
∫
S1
[
(u1)θθ (θ,0) + u1(θ,0)
][
(u2)θθ (θ) + u2(θ)
]
dθ.
For the purpose of convergence, we shall assume (16) from now on. We ﬁrst observe the following:
Lemma 9. Let σ(θ, t) be a smooth solution to the linear equation
∂σ
∂t
(θ, t) = σθθ (θ, t) + σ(θ, t) (20)
on S1 × [0,∞). Then σ(θ, t) is uniformly bounded on S1 × [0,∞) if and only if ∫S1 σ(θ,0)dθ = 0.
Remark 10. If σ(θ, t) satisﬁes (20), then
∫
S1
σ(θ, t)eiθ dθ =
∫
S1
σ(θ,0)eiθ dθ, eiθ = cos θ + i sin θ
for all t ∈ [0,∞).
Proof. Integrate both sides of (20) over S1 to get
d
dt
∫
S1
σ(θ, t)dθ =
∫
S1
σ(θ, t)dθ
and therefore
∫
S1
σ(θ, t)dθ =
(∫
S1
σ(θ,0)dθ
)
et, t ∈ [0,∞).
Hence if σ(θ, t) is bounded, then
∫
S1 σ(θ,0)dθ = 0.
To prove the converse, we use Fourier series expansion to express σ(θ, t) as
σ(θ, t) = a0(t)
2
+
∞∑
n=1
an(t) cosnθ + bn(t) sinnθ, (θ, t) ∈ S1 × [0,∞). (21)
Substituting (21) into the equation and comparing coeﬃcients, we can solve an(t) and bn(t) to get
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for all n = 1,2, . . . , where a0(0), an(0) and bn(0) are the Fourier coeﬃcients of the initial data σ(θ,0).
Hence
σ(θ, t) = a0(0)e
t
2
+
∞∑
n=1
e(1−n2)t
[
an(0) cosnθ + bn(0) sinnθ
]
, (θ, t) ∈ S1 × [0,∞) (23)
with
a0(0) = 1
π
∫
S1
σ(θ,0)dθ.
We also know that {an(0)}∞n=1 and {bn(0)}∞n=1 are bounded sequences due to the Riemann–Lebesgue
lemma. Thus if
∫
S1 σ(θ,0)dθ = 0 we must have an uniform bound of σ(θ, t) on S1 × [0,∞) due to
the exponential decay of e(1−n2)t as t → ∞ for n > 1. For n = 1, the exponential does not decay, but
it still stays bounded. 
Let
Z(θ, t) := [(u1)θθ (θ, t) + u1(θ, t)]− [(u2)θθ (θ) + u2(θ)]= 1
k1(θ, t)
− 1
k2(θ)
.
We have
∂ Z
∂t
(θ, t) = Zθθ (θ, t) + Z(θ, t), (θ, t) ∈ S1 × [0, T ) (24)
which, in terms of the curvature, is same as
∂k1
∂t
(θ, t) = −k21(θ, t)
[(
1
k1(θ, t)
− 1
k2(θ)
)
θθ
+
(
1
k1(θ, t)
− 1
k2(θ)
)]
. (25)
Hence we know that the curvature k1(θ, t) is decreasing on the region S+(t), increasing on S−(t),
where
S+(t)
(
S−(t)
)= {θ ∈ S1: ( 1
k1(θ, t)
− 1
k2(θ)
)
θθ
+
(
1
k1(θ, t)
− 1
k2(θ)
)
> 0 (< 0)
}
. (26)
By Lemma 9, Z(θ, t) = 1/k1(θ, t) − 1/k2(θ) is uniformly bounded on S1 × [0, T ) (here the length
condition (16) is essentially used). Hence there exists a positive constant c, independent of T , such
that
k1(θ, t) > c > 0 on S
1 × [0, T ). (27)
By (27), as long as the smooth ﬂow exists, γ1,t will not become non-convex. However, we have no
control on the upper bound of the curvature so far.
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Theorem 11. Assume (16) and consider the ﬂow (∗) with initial data γ1 . Then either the ﬂow exists on some
finite maximal time interval [0, Tmax) on which (k1)max(t) = maxθ∈S1 k1(θ, t) is unbounded, or the ﬂow exists
on t ∈ [0,∞) and the evolving convex closed curve γ1,t converges in C∞ to γ2 (up to a translation) as t → ∞.
Remark 12. In case (k1)max(t) is unbounded on [0, Tmax), by (25) at the maximum point (θ∗, t) of k1
in space we have
∂k1
∂t
(θ∗, t) Ck21(θ∗, t), where C = max
θ∈S1
((
1
k2(θ)
)
θθ
+ 1
k2(θ)
)
which implies the rough lower bound estimate
(k1)max(t)
1
C(Tmax − t) , t ∈ [0, Tmax). (28)
Remark 13. We believe that the ﬁrst possibility of the theorem will not happen but we are not able
to exclude it. We know that, by short time existence, the ﬂow exists and remains smooth and convex
on S1 × [0, T ) for some short time T > 0, and during [0, T ) the support function u1(θ, t) of the ﬂow
satisﬁes the very simple equation (24), but we cannot exclude the possibility that (u1)θθ (θn, tn) +
u1(θn, tn) → 0 along some sequence of θn ∈ S1 and tn ↗ T (see (5)). Note that to exclude the ﬁrst
possibility one needs to make use of the non-local condition (18) as well. Without it, curvature k1(θ, t)
can certainly blow up in ﬁnite time due to the trivial example in Remark 6.
Proof. Assume the ﬁrst possibility of the theorem will not happen. Then there exists a ﬁnite constant
M > 0, depending on T in general, such that
0< c < k1(θ, t) < M on S
1 × [0, T ) (29)
where c is from (27). Since the curvature is bounded on S1 × [0, T ), applying parabolic regularity
theory to Eq. (24) on S1 × [0, T ) we know that all of the space and time derivatives of k1(θ, t) will
remain bounded on S1 × [0, T ). Then k1(θ, t) has a limit as t → T which is C∞ and we can extend
the solution beyond T . Hence the ﬂow must remain smooth convex and closed on S1 × [0,∞).
Since the ﬂow exists on S1 × [0,∞) and remains smooth and convex, we can look at the linear
support function equation
∂
∂t
[
u1(θ, t) − u2(θ)
]= [u1(θ, t) − u2(θ)]θθ + [u1(θ, t) − u2(θ)], (θ, t) ∈ S1 × [0,∞) (30)
and obtain the following C∞ convergence on S1:
lim
t→∞
[
u1(θ, t) − u2(θ)
]= a cos θ + b sin θ, θ ∈ S1 (31)
where
a = 1
π
∫
S1
[
u1(θ) − u2(θ)
]
cos θ dθ, b = 1
π
∫
S1
[
u1(θ) − u2(θ)
]
sin θ dθ. (32)
This means, by (11), that γ1,t converges in C∞ as t → ∞ to a translational copy of γ2, where the
translation vector is given by (a,b). The proof is done. 
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is perpendicular to eiθ = cos θ + i sin θ for all t ∈ [0,∞) to conclude that
Z(θ, t) = 1
k1(θ, t)
− 1
k2(θ)
→ 0 in C∞(S1)
as t → ∞.
Remark 15. By Remark 10 and (4), we have
1
π
∫
S1
[
u1(θ, t) − u2(θ)
]
(cos θ, sin θ)dθ = (a,b)
for all t ∈ [0,∞). Hence during the evolution, the average position vector of γ1,t is independent of time,
and we can interpret the translation vector (a,b) as
(a,b) = (average position vector of γ1) − (average position vector of γ2). (33)
An example of C∞ convergence
The ﬂow (∗) is quite interesting since it produces a linear equation on the support functions. As a
result, one can use Fourier series analysis to study the ﬂow (∗), which is a huge advantage over other
types of ﬂow. We also point out that there is a recent interesting paper by Chow and Glickenstein
[8] on semidiscrete geometric ﬂows of polygons. This kind of ﬂow is generated by a linear system of
ordinary differential equations. As a result, they are able to use discrete Fourier analysis to analyze
the problem successfully.
Similar to their tactic, we shall use Fourier series to construct an example of C∞ convergence
without kmax(t) becoming unbounded in any ﬁnite time. A major difference is that in [8] the Fourier
series is a ﬁnite sum (see p. 321 of [8]), whereas in our situation here the Fourier series is an inﬁnite
sum, making the analysis more diﬃcult.
Let the Fourier series expansion of u1(θ) and u2(θ) be given by
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
u1(θ) = a0
2
+
∞∑
n=1
(an cosnθ + bn sinnθ),
u2(θ) = A0
2
+
∞∑
n=1
(An cosnθ + Bn sinnθ)
(34)
where by the length condition (16), we have a0 = A0 > 0. By (23) the Fourier series expansion of
Z(θ, t) has the form (note that Z(θ, t) is perpendicular to cos θ and sin θ for all time)
Z(θ, t) =
∞∑
n=2
e(1−n2)t
[
a˜n(0) cosnθ + b˜n(0) sinnθ
]
, (θ, t) ∈ S1 × [0, T )
where by (34), for each n 2 we have
a˜n(0) = 1
π
∫
1
{[
(u1)θθ (θ) + u1(θ)
]− [(u2)θθ (θ) + u2(θ)]} cosnθ dθ
S
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π
∫
S1
( ∞∑
k=2
(
1− k2)[(ak − Ak) coskθ + (bk − Bk) sinkθ]
)
cosnθ dθ
= (1− n2)(an − An)
and similarly b˜n(0) = (1− n2)(bn − Bn). Hence we obtain the following expansion for 1/k1(θ, t):
1
k1(θ, t)
= 1
k2(θ)
+
∞∑
n=2
e(1−n2)t
(
1− n2)[(an − An) cosnθ + (bn − Bn) sinnθ]
=
{
A0
2 +
∑∞
n=2(1− n2)(An cosnθ + Bn sinnθ)
+∑∞n=2 e(1−n2)t(1− n2)[(an − An) cosnθ + (bn − Bn) sinnθ]
=
{
a0
2 +
∑∞
n=2 e(1−n
2)t(1− n2)(an cosnθ + bn sinnθ)
+∑∞n=2(1− n2)(1− e(1−n2)t)(An cosnθ + Bn sinnθ). (35)
From (35) it is diﬃcult to see if 1/k1(θ, t) will attain 0 in ﬁnite time or not (note that k1(θ, t) has a
positive lower bound due to (27)). Now if we assume that the curve γ2 is a circle with radius R > 0
centered at some (A, B) ∈ R2, then u2(θ) has the form
u2(θ) = R + A cos θ + B sin θ, θ ∈ S1. (36)
Under this assumption, (35) becomes
1
k1(θ, t)
= R +
∞∑
n=2
e(1−n2)t
(
1− n2)(an cosnθ + bn sinnθ) (37)
with
1
k1(θ,0)
= 1
k1(θ)
= R +
∞∑
n=2
(
1− n2)(an cosnθ + bn sinnθ) > 0 for all θ ∈ S1. (38)
At this moment it is still not clear to us (since we have inﬁnite sum) if (38) can imply that at any
ﬁnite time t > 0 we have
1
k1(θ, t)
> 0 for all θ ∈ S1.
In general, in series theory, if {bn}∞n=1 is a sequence in R with
∑∞
n=1 bn > 0 and {an}∞n=1 is a positive
decreasing sequence, then one may not conclude that
∑∞
n=1 anbn > 0 (imagine here b1 = R , bn =
(1− n2)(an cosnθ + bn sinnθ) ∈ R and an = e(1−n2)t > 0).
To overcome this diﬃculty we further assume that γ1 has support function u1(θ) given by
u1(θ) = R + am cosmθ + bm sinmθ, θ ∈ S1 (39)
where m ∈ N, m 2, is some positive integer and am , bm are some small numbers so that we have
(u1)θθ (θ) + u1(θ) = R +
(
1−m2)(am cosmθ + bm sinmθ) > 0 for all θ ∈ S1. (40)
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convex curve γ1 (with the same length as γ2), whose curvature k1(θ) > 0 is the inverse of the right-
hand side of (40). With this, (38) becomes
1
k1(θ)
= R + (1−m2)(am cosmθ + bm sinmθ) > 0 for all θ ∈ S1 (41)
and (37) becomes
1
k1(θ, t)
= R + e(1−m2)t(1−m2)(am cosmθ + bm sinmθ) > e(1−m2)t
k1(θ)
> 0 (42)
for any ﬁnite time t > 0 and any θ ∈ S1. This means that (k1)max(t) of the evolving curve γ1,t will
not become unbounded in any ﬁnite time and by Theorem 11 we have C∞ convergence of γ1,t to the
circle γ2 as t → ∞. Note in particular that the convergence is exponentially fast.
Remark 16. In the above, the constructed γ1 is symmetric in the sense that, as we go around it, its
curvature repeats itself m times. By (42), this symmetric property is preserved under the ﬂow.
We shall draw several pictures to demonstrate the above convergence. In the situation here
we can integrate the curvature k1(θ, t) of γ1,t , given by (42), to ﬁnd its position vector P (θ, t) =
(x(θ, t), y(θ, t)) ∈ R2 (of course we also need the initial condition γ1,0 = γ1), and then draw the pic-
tures.
By (3), we have initially
P (θ,0) =
{
(R + am cosmθ + bm sinmθ)(cos θ, sin θ)
+ (−mam sinmθ +mbm cosmθ)(− sin θ, cos θ), m ∈ N, m 2 (43)
with P (0,0) = (R + am,mbm). By formula (10), we have
P (θ, t) = (x(θ, t), y(θ, t))= P (0, t) +
θ∫
0
1
k1(θ, t)
(− sin θ, cos θ)dθ
=
{
P (0, t) + (R cos θ − R, R sin θ)
+ e(1−m2)t(1−m2) ∫ θ0 (am cosmθ + bm sinmθ)(− sin θ, cos θ)dθ. (44)
To ﬁgure out P (0, t), we compute by (13) the following
∂ P
∂t
(0, t) = ∂
∂t
[
u1(θ, t)(cos θ, sin θ) + (u1)θ (θ, t)(− sin θ, cos θ)
]
(at θ = 0)
= e(1−m2)t(1−m2)(am,mbm), P (0,0) = (R + am,mbm)
and obtain
P (0, t) = (R + e(1−m2)tam, e(1−m2)tmbm). (45)
Therefore (44) becomes
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P (θ, t) =
{
(R + e(1−m2)tam, e(1−m2)tmbm) + (R cos θ − R, R sin θ)
+ e(1−m2)t(1−m2) ∫ θ0 (am cosmθ + bm sinmθ)(− sin θ, cos θ)dθ. (46)
After simpliﬁcation, we can see that
P (θ, t) = (x(θ, t), y(θ, t))= (R cos θ, R sin θ) + e(1−m2)t
2
(
G(θ), H(θ)
)
, (θ, t) ∈ S1 × [0,∞) (47)
where
G(θ) =
{
(1+m)am cos((m − 1)θ) + (1−m)am cos((m + 1)θ)
+ (1+m)bm sin((m − 1)θ) + (1−m)bm sin((m + 1)θ)
and
H(θ) =
{
(1+m)bm cos((m − 1)θ) − (1−m)bm cos((m + 1)θ)
− (1+m)am sin((m − 1)θ) + (1−m)am sin((m + 1)θ).
To end this section, we provide some pictures to help understand the theory. In Fig. 1, we draw
a curve with support function given by U (θ) = 10 + cos5θ + sin5θ, θ ∈ S1. Since it does not satisfy
the inequality (8), it has self-intersections in general. In Fig. 2 we change the support function to be
U (θ) = 25+ cos5θ , θ ∈ S1. It satisﬁes (8) and the corresponding convex closed curve becomes simple.
In Fig. 3 we take, as an initial curve γ1, a simple closed convex curve with support function given
by U (θ) = 4√2+ cos2θ + sin2θ , θ ∈ S1 (we choose R = 4√2, m = 2, am = bm = 1 in (39)). Its average
position vector is (0,0). In Fig. 4 we look at its evolution under ﬂow (∗) with three selected time
steps (now γ2 is a circle with radius 4
√
2, centered somewhere). During the evolution, the average
position vector of γ1,t remains unchanged. The evolving curves γ1,t become round very quickly due
to the exponential decay factor e−3t/2 in (47).
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3. Compare with a special linear combination
Of course there are many other ways to evolve a convex closed curve to another one. One of
them is just via a simple linear combination of γ1 and γ2. Here we want to perform a special linear
combination. This method has no connection with curvature ﬂow and does not involve any partial
differential equation at all. But surprisingly, it has a lot of interesting similarities to the parabolic
ﬂow (∗). We explain it in the following.
To avoid confusion, we denote γ1, γ2 as γ˜1, γ˜2 in this section. Their support functions are denoted
as u˜1(θ) and u˜2(θ), where θ ∈ S1 is the outward normal angle. The position vectors P˜1(θ), P˜2(θ) of
γ˜1, γ˜2 are given by (3) (with U (θ) replaced by u˜1(θ), u˜2(θ) respectively). For each t ∈ [0,1], one can
consider the following kind of linear combination:
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P˜ (θ, t) := (1− t) P˜1(θ) + t P˜2(θ), (θ, t) ∈ S1 × [0,1]. (48)
Geometrically we are connecting points on γ˜1 and γ˜2 with the same outward normal angle. As time
goes from t = 0 to t = 1, the curve moves from γ˜1 to γ˜2.
By
∂ P˜
∂θ
(θ, t) = {(1− t)[(u˜1)θθ (θ) + u˜1(θ)]+ t[(u˜2)θθ (θ) + u˜2(θ)]}(− sin θ, cos θ)
we can see that for each t ∈ [0,1], the parameter θ in the curve P˜ (θ, t) still represents outward
normal angle since we have 〈(∂ P˜/∂θ)(θ, t), (cos θ, sin θ)〉 = 0. Moreover, P˜ (θ, t) is a convex closed
curve with support function
u˜(θ, t) = 〈 P˜ (θ, t), (cos θ, sin θ)〉= (1− t)u˜1(θ) + tu˜2(θ), (θ, t) ∈ S1 × [0,1]. (49)
Hence u˜(θ, t) is also a linear combination of u˜1(θ) and u˜2(θ). The curvature of the curve γ˜t (deter-
mined by P˜ (θ, t)) is given by
k˜(θ, t) = 1
u˜θθ (θ, t) + u˜(θ, t) =
1
(1− t) 1
k˜1(θ)
+ t 1
k˜2(θ)
> 0, (θ, t) ∈ S1 × [0,1] (50)
where k˜1(θ), k˜2(θ) are the curvatures of γ˜1, γ˜2 respectively. The time evolution of u˜(θ, t) and k˜(θ, t)
is given by
∂ u˜
∂t
(θ, t) = u˜2(θ) − u˜1(θ) (51)
and
∂k˜
∂t
(θ, t) = −k˜2(θ, t)
(
1
˜ −
1
˜
)
, (θ, t) ∈ S1 × [0,1] (52)k2(θ) k1(θ)
2634 Y.-C. Lin, D.-H. Tsai / J. Differential Equations 247 (2009) 2620–2636and the evolution of the length L˜(t) and enclosed area A˜(t) of P˜ (θ, t) is given by
dL˜
dt
(t) = d
dt
∫
S1
u˜(θ, t)dθ =
∫
S1
(
1
k˜2(θ)
− 1
k˜1(θ)
)
dθ = L(γ˜2) − L(γ˜1) (53)
and
dA˜
dt
(t) = d
dt
(
1
2
∫
S1
u˜(θ, t)
[
u˜θθ (θ, t) + u˜(θ, t)
]
dθ
)
=
∫
S1
1
k˜(θ, t)
[
u˜2(θ) − u˜1(θ)
]
dθ (54)
where, in terms of the areas A(γ˜1) and A(γ˜2), by (50) one can express (54) as
dA˜
dt
(t) = (1− t)
[∫
S1
(
u˜2(θ)
k˜1(θ)
)
dθ − 2A(γ˜1)
]
+ t
[
2A(γ˜2) −
∫
S1
u˜1(θ)
k˜2(θ)
dθ
]
. (55)
Compared with the evolution equations in ﬂow (∗), we see that (53) and the equation for dL1/dt
in (13) have exactly the same form (let us forget the minus sign). If we rewrite the equation for
dA1/dt in (13) as
dA1
dt
(t) =
∫
S1
1
k1(θ, t)
{[
u1(θ, t) − u2(θ)
]
θθ
+ [u1(θ, t) − u2(θ)]}dθ (56)
we note that (54) and (56) are similar, except there is an extra Laplacian term in (56). The same for
Eq. (52) and ∂k1/∂t in (25); and for Eq. (51) and ∂u1/∂t in (13). They are all similar except there is
an extra Laplacian term in the parabolic ﬂow.
Finally we note that such linear combination is valid for any two convex closed curves γ˜1 and γ˜2,
where they may not have the same length. But if γ˜1 and γ˜2 have the same length, then for each time
t ∈ [0,1], the length L˜(t) of the linear combination is preserved by (53), which is the same as in the
parabolic ﬂow (∗). Similarly, area is not preserved in general.
Remark 17. In view of the form for k˜(θ, t) in (50), we point out that in general there does not exist a
linear combination of two convex closed curves with curvature k˜(θ, t) given by
k˜(θ, t) = (1− t)k˜1(θ) + tk˜2(θ), (θ, t) ∈ S1 × [0,1]. (57)
We recall the fact that a positive smooth 2π -periodic function k(θ) on S1 representing the curvature
function of a simple closed convex curve γ if and only if it satisﬁes the identity (see Gage and
Hamilton [13, Lemma 4.1.1])
2π∫
0
cos θ
k(θ)
dθ =
2π∫
0
sin θ
k(θ)
dθ = 0. (58)
Even if both k˜1(θ) and k˜2(θ) satisfy (58), k˜(θ, t) given by (57) may not satisfy (58) in general.
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(k1)max(t) will not become unbounded in ﬁnite time) and the linear combination (48) are asymp-
totically the same. To make a comparison, we perform a rescaling in time in (48) (still denote the
new time as t , t ∈ [0,∞)) and consider the linear combination:
P˜ (θ, t) = 1
t + 1 P˜1(θ) +
(
1− 1
t + 1
)
P˜2(θ), (θ, t) ∈ S1 × [0,∞) (59)
so that we have P˜ (θ,0) = P˜1(θ) and P˜ (θ, t) → P˜2(θ) as t → ∞. Under (59), the curvature at time t
is given by
1
k˜(θ, t)
= 1
k˜2(θ)
+ 1
t + 1
(
1
k˜1(θ)
− 1
k˜2(θ)
)
> 0, (θ, t) ∈ S1 × [0,∞). (60)
It suﬃces to show, same as in the parabolic ﬂow (∗), that k˜(θ, t) will also converge in C∞ to k˜2(θ) as
t → ∞. It is clear that k˜(θ, t) → k˜2(θ) and k˜θ (θ, t) → (k˜2)θ (θ), uniformly on S1, as t → ∞. We then
use induction method. By the derivative formula
[
f (θ)g(θ)
](n) = n∑
m=0
(
n
m
)
f (m)(θ)g(n−m)(θ)
where f (m)(θ) means the m-th derivative of f (θ), we get
0 =
[
1
k˜2(θ)
k˜2(θ)
](n)
=
n∑
m=0
(
n
m
)(
1
k˜2(θ)
)(m)
k˜(n−m)2 (θ)
and the same formula holds with k˜2(θ) replaced by k˜(θ, t). Hence we have
k˜(n)2 (θ) = −k˜2(θ)
n∑
m=1
(
n
m
)(
1
k˜2(θ)
)(m)
k˜(n−m)2 (θ) (61)
and
k˜(n)(θ, t) = −k˜(θ, t)
n∑
m=1
(
n
m
)(
1
k˜(θ, t)
)(m)
k˜(n−m)(θ, t). (62)
By (60), (61), (62), and the induction hypothesis, we obtain
lim
t→∞ k˜
(n)(θ, t) = −k˜2(θ)
n∑
m=1
(
n
m
)(
1
k˜2(θ)
)(m)
k˜(n−m)2 (θ) = k˜(n)2 (θ)
which implies that
lim
t→∞
∥∥∥∥ ∂n∂θn k˜(θ, t) − d
n
dθn
k˜2(θ)
∥∥∥∥
C0(S1)
= 0 for all n ∈ N. (63)
We can arrive at the following interesting conclusion:
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lation, it is asymptotically the same as the simple linear combination (59).
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