This papers studies and compares the asymptotic bias of GMM and generalized empirical likelihood (GEL) estimators in the presence of estimated nuisance parameters. We consider cases in which the nuisance parameter is estimated from independent and identical samples. A simulation experiment is conducted for covariance structure models. Empirical likelihood offers much reduced mean and median bias, root mean squared error and mean absolute error, as compared with two-step GMM and other GEL methods. Both analytical and bootstrap bias-adjusted two-step GMM estimators are compared. Analytical bias-adjustment appears to be a serious competitor to bootstrap methods in terms of finite sample bias, root mean squared error and mean absolute error. Finite sample variance seems to be little affected.
Introduction
It is now widely recognised that the most commonly used efficient two-step GMM (Hansen, 1982) estimator may have large biases for the sample sizes typically encountered in applications. See, for example, the Special Section, July 1996, of the Journal of Business and Economic Statistics. To improve the small sample properties of GMM, a number of alternative estimators have been suggested which include empirical likelihood (EL) [Owen (1988) , Qin and Lawless (1994) , and Imbens (1997) ], continuous updating (CUE) [Hansen, Heaton, and Yaron (1996) ] and exponential tilting (ET) [Kitamura and Stutzer (1997) and Imbens, Spady and Johnson (1998) ]. As shown by Smith (1997) , EL and ET share a common structure, being members of a class of generalized empirical likelihood (GEL) estimators. Newey and Smith (2002) show that CUE and members of the Cressie-Read (1984) power family are members of the GEL class; see also Smith (2001) . All of these estimators and GMM have the same asymptotic distribution but different higher-order asymptotic properties. In a random sampling setting, Newey and Smith (2002) use the GEL structure, which helps simplify calculations and comparisons, to analyze higher-order properties using methods like those of Nagar (1959) . Newey and Smith (2002) derive and compare the (higher-order) asymptotic bias for all of these estimators. They also derive bias-corrected GMM and GEL estimators and consider their higher-order efficiency. Newey and Smith (2002) find that EL has two theoretical advantages. First, the asymptotic bias does not grow with the number of moment restrictions, while the bias of the others often does. Consequently, for large numbers of moment conditions the bias of EL will be less than the bias of the other estimators. The relatively low asymptotic bias of EL indicates that it is an important alternative to GMM in applications. Furthermore, under a symmetry condition, which may be satisfied in some instrumental variable settings, all the GEL estimators inherit the small bias property of EL. The second theoretical advantage of EL is that after it is bias-corrected, using probabilities obtained from EL, it is higher-order efficient relative to the other estimators. This result generalizes the conclusions of Rothenberg (1996) who showed that for a single equation from a Gaussian, homoskedastic linear simultaneous equations model the asymptotic bias of EL is the same as the limited information [1] maximum likelihood estimator and that bias-corrected EL is higher-order efficient relative to a bias-corrected GMM estimator. This paper reconsiders Newey and Smith's (2002) results for scenarios in which GMM and GEL estimation criteria involve a preliminary nuisance parameter estimator. This type of situation arises in a number of familiar cases. Firstly, generated regressors employed in a regression model context require a preliminary estimator of a nuisance parameter; see Pagan (1984) . Heckman's (1979) sample selectivity correction is a special case with the nuisance parameter estimator obtained from a selectivity equation. Secondly, covariance structure models typically require an initial estimator of the mean of the data which itself may not be of primary interest. Thirdly, but trivially, the use of a preliminary consistent GMM estimator to estimate the efficient GMM metric may be regarded as a nuisance parameter estimator and is thus a special case also. Consequently, the sample-splitting method for efficient two-step GMM metric estimation proposed to ameliorate the bias of efficient GMM estimators also falls within our analysis, the preliminary estimator being obtained from one sub-sample with the other sub-sample then used to implement efficient GMM. See inter alia Altonji and Segal (1996) . The presence of the nuisance parameter estimator typically affects the first order asymptotic distribution of the estimator for the parameters of interest in the first and third examples, with sample-splitting inducing asymptotic inefficiency because of the reduction in sample size. There is no loss in efficiency in the second example because the Jacobian with respect to the nuisance parameter is null. However, the presence of the nuisance parameter estimator alters the higher-order asymptotic bias in all of these examples as compared to the nuisance parameter free situation.
To provide sufficient generality to deal with these various set-ups we define a sampling structure which permits the nuisance parameter estimator to be obtained from either an identical or independent sample. Sample selectivity and covariance structure models together with the standard method for estimation of the efficient GMM metric are examples of the first type whereas the sample-splitting example fits the latter category. We provide general stochastic expansions for GMM and GEL estimators. These expansions are then specialised for identical and independent samples and for the case when no nuisance parameters are present. The analytical expressions for asymptotic bias obtained from these expansions [2] may be consistently estimated as in Newey and Smith (2002) to bias-correct GMM or GEL estimators. Some simulation experiments for covariance structure models show that these analytical methods for bias-adjustment of the efficient two-step GMM estimator may be efficacious as compared with bootstrap methods which are computationally more complex.
The outline of the paper is as follows. Section 2 describes the set-up and GMM and GEL estimators. Section 3 details the asymptotic biases for situations which involve either an independent or identical sample. A simulation experiment in section 4 for covariance structures with a single nuisance parameter estimated from the same sample considers the finite sample properties of GMM, CUE, ET and EL estimators and compares some bootstrap and analytical bias-adjusted versions of the efficient two-step GMM estimator. Appendix A contains general stochastic expansions for GMM and GEL estimators together with proofs of the results in the paper. For ease of reference, some notation used extensively in the paper is collected together in Appendix B.
The Estimators and Other Preliminaries

Moment Conditions
Consider the moment indicator g β (z, α, β), an m β -vector of functions of a data observation z and the p β -vector β of unknown parameters which are the object of inferential interest, where m β ≥ p β . The moment indicator g β (z, α, β) also depends on α, a p α -vector of nuisance parameters. It is assumed that the true parameter vector β 0 uniquely satisfies the moment condition
Estimation of the nuisance parameter vector α 0 is based on the additional moment indicator g α (x, α), an m α -vector of functions of a data observation x and α, where m α ≥ p α . The true value α 0 of the nuisance parameter vector is assumed to satisfy uniquely the moment condition
[3]
Sample Structure
Let z i , (i = 1, ..., n β ), and x j , (j = 1, ..., n α ), denote samples of i.i.d. observations on the data vectors z and x respectively. An additional i.i.d. sample of observations on z, z k , (k = 1, ..., n), is also assumed to be available. This second sample of observations on z is used to obtain the preliminary consistent estimator for β required to estimate the efficient GMM metric. We identify the indices i, j and k uniquely with these respective samples throughout the paper.
This sampling structure is sufficiently general to permit consideration of a number of scenarios of interest, including the various examples outlined in the introduction. Firstly, sample-splitting schemes are allowed by defining the samples z i , (i = 1, ..., n β ), and z k , (k = 1, ..., n), to be independent. Secondly, situations in which these samples are identical may be addressed by setting k = i, (i = 1, ..., n β ), which allows generated regressors such as a sample selectivity correction to be considered in our analysis. Our framework also allows for the possibility that the nuisance parameter estimator for α is obtained from a sample which is either independent of or identical to the sample of observations z i , (i = 1, ..., n β ), the latter case obtained by setting x = z and j = i, (i = 1, ..., n β ).
GMM and GEL Estimation of α 0
Initially, we describe a two-step GMM estimator of the nuisance parameter α due to Hansen (1982) . Let
A preliminary estimator for α 0 is given byα = arg min α∈Aĝ α (α)
A denotes the parameter space, andŴ
The two-step GMM estimator is one that satisfieŝ
We also examine as alternatives to GMM generalized empirical likelihood (GEL) estimators, as in Smith (1997 Smith ( , 2001 ); see also Newey and Smith (2002) .
where µ is a m α -vector of auxiliary parameters, ρ ϕ (.) be a function that is concave on its 
Then a GEL estimator for α 0 is obtained as the solution to the saddle point problem
The GEL criterion (2.2) admits a number of estimators as special cases: empirical likelihood (EL) with ρ ϕ (v) = log(1 − v), [Imbens (1997) and Qin and Lawless (1994) ], exponential tilting (ET) with ρ ϕ (v) = − exp(v), [Imbens, Spady, and Johnson (1998) and Kitamura and Stutzer (1997) ], continuous updating (CUE) with ρ ϕ (v) quadratic and ρ ϕ v (0) 6 = 0 and ρ ϕ vv (0) < 0 [Hansen, Heaton, and Yaron (1996) ] and the Cressie-Read (1984) power family ρ ϕ (v) = −(1 + γv) (γ+1)/γ /(γ + 1) for some scalar γ. See Newey and Smith (2001) for further discussion.
Letα denote a consistent estimator for α 0 obtained as described above in (2.1) or (2.3).
GMM and GEL Estimation of
A two-step GMM estimator of β is obtained usingα as a plug-in estimator of α inĝ β (α, β).
The second sample of observations on z, z k , (k = 1, ..., n), is used to obtain a preliminary consistent estimatorβ for β 0 defined byβ = arg min β∈B
β ) with W ββ positive definite and
This second sample is also used to estimate a GMM metric which has generic
This structure for the GMM metric allows a number of important special cases. Samplesplitting schemes are included by specifying the samples z i , (i = 1, ..., n β ), and z k , (k = 1, ..., n), to be mutually independent. A set-up in which these samples are identical is permitted. Hence, generated regressors are a special case of our analysis. Our framework also allows the nuisance parameter estimatorα to be obtained from either an independent or the same sample of observations; in the latter case, we define x = z and k = i, (i = 1, ..., n β ).
See section 3 for further details of these particular specialisations.
The two-step GMM estimator for β 0 is one that satisfieŝ
Before detailing the various cases delineated in section 2, we discuss the asymptotic bias of estimatorsα 2S orα GEL for the nuisance parameter α. We use the generic notationα forα 2S
orα GEL where there is no possibility of confusion.
The Asymptotic Bias of the Nuisance Parameter Estimator
Let g
Under conditions stated in Newey and Smith (2002, Theorems 3.3 and 3.4) , both two-step GMM and GEL estimators for α admit stochastic expansions of the form
where ψ For GMM, to O(n −3/2 α ),
where 
[7]
See Newey and Smith (2002, Theorem 4.2) . If ρ ϕ vvv (0) = −2, then the asymptotic bias of α GEL is identical to that of an infeasible GMM estimator with optimal linear combination
, a condition which is satisfied by the EL estimator; see Newey and Smith (2002, Corollary 4.3) . Moreover, this property is shared by any GEL estimator when third moments are zero, E[g To describe the results, let g
We define a β as an m-vector such that
Independent Samples
In this case, z i , (i = 1, ..., n β ), x j , (j = 1, ..., n α ), and z k , (k = 1, ..., n), are independent i.i.d.
samples of observations on the variables z and x. We assume that α is estimated byα 2S or α GEL as described in section 2.
The precise form of the bias requires some additional notation. Let a β ββ , a β βα and a β αα be m β -vectors such that 
[8]
For the two-step GMM estimatorβ 2S , let
This asymptotic bias corresponds to that forβ 2S when α 0 and Ω ββ are known. For GEL estimation the samples z i , (i = 1, ..., n β ), and z k , (k = 1, ..., n), are pooled. Hence,
where N = n + n β , which is the asymptotic bias forβ GEL after pooling when α 0 is known. 
For GMM:
and z k , (k = 1, ..., n), are independent samples, the asymptotic bias of the two-step GMM estimator is
As in Newey and Smith (2002) , we may interpret the terms comprising the bias of the two step GMM estimatorβ 2S . The first two terms of Bias α 0 (β 2S ), which is the asymptotic bias forβ 2S when α 0 and Ω ββ are known, are the bias that would arise from the (infeasible) optimal (variance minimising, Hansen, 1982) terms are due to the presence of the nuisance parameter estimatorα used in the estimation of Ω ββ . Overall therefore, the only role here for the preliminary two step GMM estimatorβ in the estimation of Ω ββ is throughα; cf.α 2S above and Newey and Smith (2002) . That is, We now turn to the bias formula for GEL based on the pooled samples z i , (i = 1, ..., n β ), and z k , (k = 1, ..., n).
.., n α ), and z k , (k = 1, ..., n), are independent samples, the asymptotic bias of the GEL estimator is
The first four terms are similar to those for GMM. The fifth and sixth terms arise because of the presence of the nuisance parameter estimatorα in the implicit estimation of Ω ββ and its inefficient estimation; see Newey and Smith (2002, Theorem 2. 3). The remaining terms are similar to those for GMM except that H β W is replaced by H β and would coincide if the GMM estimator were iterated at least once. If G β α = 0, which ensures thatβ GEL is first order efficient and occurs, for example, if g β i (α, β) is linear in α, there is no effect due to the implicit estimation of Ω ββ except through Bias α 0 (β GEL ) and, except for this term, Bias(β GEL ) and
From Theorem 3.2, all GEL estimators have the same bias when third moments are zero as Bias α 0 (β GEL ) is the same for all GEL estimators in this case. See Newey and Smith (2002, Corollary 4.4) .
[10]
x j , (j = 1, ..., n α ), and z k , (k = 1, ..., n), are independent samples and E[g
, then all GEL estimators possess identical asymptotic bias.
We now specialise these results for a standard sample-splitting scheme. Here the nuisance parameter vector α is not present. The remainders in the following results are
]) for GMM and O(N −3/2 ) for GEL. The sample-split two-step GMM estimator for β is one that satisfieŝ
For GMM we have the following result:
In the absence of nuisance parameters, to
.., n β ), and z k , (k = 1, ..., n), are independent samples, the asymptotic bias of the two-step GMM estimator is
This asymptotic bias result is that in Newey and Smith (2002) when Ω ββ is known.
In particular, it is clear that because of independent sampling comprising the sample-split scheme an inefficient preliminary estimator for β 0 may be used with no effect on asymptotic bias. However, there would be implications for higher order variance.
We now turn to the bias formula for GEL which uses the pooled sample z i , (i = 1, ..., n β ), and z k , (k = 1, ..., n).
Corollary 3.3:
In the absence of nuisance parameters, to O(N −3/2 ), where N = n β + n,
.., n β ), and z k , (k = 1, ..., n), are independent samples, the asymptotic bias of the GEL estimator is
In comparison with the GMM bias, we find that the Jacobian term drops out, i.e. there is no asymptotic bias from estimation of the Jacobian. As noted in Newey and Smith (2002) ,
the absence of bias from the Jacobian is due to its efficient estimation in the first-order conditions. However, the last term reflects the implicit inefficient estimation of the variance matrix Ω ββ ; see Newey and Smith (2002, Theorem 2.3) . The deleterious effect of this term relative to GMM will be offset at least partially by the use of the expanded pooled sample size N. However, in certain circumstances this term can be eliminated altogether.
The following corollary is immediate from Newey and Smith (2002, Corollary 4.3) .
Corollary 3.4: In the absence of nuisance parameters, to O(N −3/2 ), where N = n β + n,
.., n β ), and z k , (k = 1, ..., n), are independent samples, then
EL uses an efficient second moment estimator which leads to the above result; see Newey and Smith (2002, Theorem 2.3) . Thus, for EL the bias is exactly the same as that for the infeasible optimal GMM estimator with moment functions
. This same property would be shared by any GEL estimator with ρ θ vvv (0) = −2. It will also be shared by any GEL estimator when third moments are zero as detailed in Corollary 3.1 above.
Identical Samples
In this case, the samples z i , (i = 1, ..., n β ), and z k , (k = 1, ..., n), coincide. Hence, the estimatorΩ ββ (α, β) for Ω ββ is based on the sample z i , (i = 1, ..., n β ). That is, k = i, n = n β and nowΩ
Moreover, the nuisance parameter estimatorα is also based on the same sample z i , (i = 1, ..., n β ). That is, the samples z i , (i = 1, ..., n β ), and x j , (j = 1, ..., n α ), also coincide. So x = z, j = i and n α = n β . The remainders in the following results are thus O(n
Also let a β ββ , a β βα and a β αα be m β -vectors such that
and c β ββ and c β βα are p β -vectors with elements
.., n α ), and z k , (k = 1, ..., n), are identical, the asymptotic bias of the two-step GMM estimator is
Ifβ is iterated at least once, H β Ω ββ−1 g β (z, α, β) and the third is due to the estimation of the Jacobian G β β . The remaining terms reflect usingα andβ. The penultimate and final lines reflect estimation of Ω ββ using respectively the preliminary estimatorβ and the nuisance parameter estimatorα.
For GEL:
.., n α ), and z k , (k = 1, ..., n), are identical, the asymptotic bias of the GEL estimator is
[13]
The terms in Bias(β GEL ) are mostly identical to those forβ 2S . The major differences are the third line which reflects the inefficient estimation of the Jacobian term G β β . This term arises solely because of the presence of the nuisance parameter estimatorα and vanishes if the nuisance parameter is absent; see Newey and Smith (2002, Theorem 2.3 ). Other differences are, firstly, H β in place of H β W in the penultimate line, a difference which is eliminated if twostep GMM is iterated once, and, secondly, the additional terms
which arise through the implicit estimation of Ω ββ using bothα andβ GEL .
From Theorem 3.4, all GEL estimators have the same bias when third moments are zero;
cf. Corollary 3.1. See Newey and Smith (2002, Corollary 4.4) .
The above results in Theorems 3.3 and 3.4 may be specialised straightforwardly to deal with when z i , (i = 1, ..., n β ), and x j , (j = 1, ..., n α ), are independent samples. In this case, 
The remainders in the following corollaries are O(max[n
which are the biases forβ 2S andβ GEL when α 0 is known; see Newey and Smith (2002, Theorems 4.1 and 4.2).
, and x j , (j = 1, ..., n α ), are independent samples and the samples z i , (i = 1, ..., n β ), and z k , (k = 1, ..., n), are identical, the asymptotic bias of the two-step GMM estimator is
, and x j , (j = 1, ..., n α ), are independent samples and the samples z i , (i = 1, ..., n β ), and z k , (k = 1, ..., n), are identical, the asymptotic bias of the GEL estimator is
The representations given in Corollaries 3.6 and 3.7 are identical to those of Theorems 3.1 and 3.2 respectively. The only differences are in Bias α 0 (β 2S ) and Bias α 0 (β GEL ). Here, because of the use of identical samples z i , (i = 1, ..., n β ), and z k , (k = 1, ..., n), Bias α 0 (β 2S )
additionally includes terms associated with the preliminary estimatorβ and the estimation of Ω ββ . For GEL, the only difference is the use of single sample n β rather than the pooled sample N = n β +n when the samples z i , (i = 1, ..., n β ), and z k , (k = 1, ..., n), are independent.
[15]
4 Simulation Experiments for Covariance Structure Models
Our investigation concerns models of covariance structure estimated on the same sample.
Therefore, the asymptotic bias expressions in section 3.2 and, in particular, Theorems 3.3 and 3.4 apply. Altonji and Segal (1996) carried out an extensive analysis of the finite sample properties of GMM estimators for covariance structure models and found that the efficient two-step GMM estimator is severely downward biased in small samples for most distributions and in relatively large samples for "badly behaved" distributions. They argue that this poor performance is due to the correlation between the estimated second moments used to estimate the optimal weighting matrix and the moment indicators. Thus, as the theoretical results in section 3 reveal, both equally weighted GMM, which uses the identity matrix as weighting matrix, and efficient GMM estimation based on a sample-split estimator for the optimal weighting matrix produce parameter estimators with significantly improved properties in finite samples; see Theorem 3.3, Corollary 3.2 and also Horowitz (1998) . The latter author also considered a bias-adjusted GMM estimator using the re-centred nonparametric bootstrap of Hall and Horowitz (1996) which is outlined below. This estimator, although biased in some cases, performed much better than the standard two-step GMM estimator.
The particular focus of attention of this section is GMM and GEL estimators for a common variance parameter constructed from a simulated panel data set in circumstances where the mean parameter is assumed unknown and is treated as a nuisance parameter. We initially consider the finite sample bias properties of the two-step GMM estimator, continuous updating estimator (CUE), exponential tilting (ET) and empirical likelihood (EL) estimators.
We also examine analytical bias-adjustment methods for two-step GMM based on Theorem 3.3 and compare their finite sample properties with those of various forms of bootstrap biasadjusted two-step GMM, both of which techniques achieve bias-adjustment of the two-step GMM estimator to the order of asymptotic approximation considered in this paper.
[16]
Bootstrap Bias-Adjustment
The generic form of bootstrap bias-adjustment for the two-step GMM estimatorβ 2S is as follows. The original data z i , (i = 1, ..., n β ), is sampled independently with replacement to yield a bootstrap sample of size n β and a two-step GMM estimator thereby calculated from this bootstrap sample. This process is independently replicated. The bias of the two-step GMM estimator is estimated as the difference between the mean of the resultant bootstrap two-step GMM estimator empirical distribution and the two-step GMM estimatorβ 2S . The bootstrap bias-adjusted two-step GMM estimator is thenβ 2S less the bias estimator.
We consider three forms of bootstrap bias-adjusted two-step GMM estimator. The first uses the standard non-parametric (NP) bootstrap. This resampling scheme applies equal weights 1/n β to each observation z i , (i = 1, ..., n β ). That is, resampling is based on the em-
is an indicator function. Direct application of the NP bootstrap in the GMM framework seems to be unsatisfactory in many cases though. When the model is over-identified as in our experiments, while the population moment condition E[g β (z, α 0 , β 0 )] = 0 is satisfied, the estimated sample moments are typically non-zero, that is, there is typically no β such that
where E Fn β [.] denotes expectation taken with respect to F n β . Therefore, F n β may be a poor approximation to the underlying distribution of the data and, hence, the NP bootstrap may not yield a substantial improvement over first-order asymptotic theory in standard applications of GMM. A second resampling scheme is the re-centred non-parametric (RNP) bootstrap; see Hall and Horowitz (1996) . This method replaces the moment indicator g β (z,α, β) used in the GMM estimation criterion (2.4) by the re-centred moment
this re-centring guarantees that the moment condition is satisfied with respect to
Apart from the reformulation of the moment indicator, the RNP bootstrap is identical in execution to the NP bootstrap. The third bootstrap suggested by Brown, Newey and May (1997) employs an alternative empirical distribution to F n β for resampling which also ensures that the moment condition is satisfied. That is, the observations z i , (i = 1, ..., n β ), are assigned different rather than equal weights, the [17] moment indicator g β (z,α, β) remaining unaltered. Given the two-step GMM estimator
) associated with the two-step GMM estimator, (i = 1, ..., n β ). The implied empirical distribution function
is thus obtained from the first step of a GEL estimation procedure and is denoted as (first-step GEL) FSGEL. From the first order conditions for GEL, the moment condition is satisfied with respect to F
[.] denotes expectation taken with respect to F GEL n β
. We employ the EL criterionP
In the absence of nuisance parameters, the FSGEL bootstrap is asymptotically efficient relative to any bootstrap based on the empirical distribution function F n β , as shown by Brown, Newey and May (1997) .
Analytical Bias-Adjustment
We also consider direct bias-adjustment ofβ 2S by subtraction of an estimator for Bias(β 
Experimental Design
We consider an experimental design analyzed by Altonji and Segal (1996) where the objective is the estimation of a common population variance β 0 for a scalar random variable z t , (t = 1, ..., T ), from observations on a balanced panel covering T = 10 time periods.
Thus, z = (z 1 , ..., z T ) 0 . We assume that n β observations are available on z and that z ti [18] is independent over t and i.i.d. over i. We consider the case where the mean α 0 of z is unknown. Hence, the results of section 3.2 apply. The nuisance parameter estimator isα = (α 1 , ...,α T ) 0 , where the unbiased estimatorα t = P n β i=1 z ti /n β , (t = 1, ..., T ). The moment indicator vector is g β (z, α, β) = m(z, α) − ιβ, where ι is a T -vector of units,
Thus,m(α) = P n β i=1 m(z i ,α)/n β is an unbiased estimator for ιβ 0 . Here p β = 1, m β = T and p α = m α = T .
In this study, all observations z ti are i.i.d. across both t and i although the common mean assumption is ignored in estimation. Although the elements ofm(α) are independent, the estimated variance matrixΩ ββ (α,β) =
Seven different distributions for z t , scaled to have mean α 0 = 0 and variance β 0 = 1, were considered for two sample sizes n β = 100, 500. In each experiment, 1000 replications were performed.
In this framework, the two-step GMM estimator is a weighted mean of the sample vari-
The preliminary estimatorβ is obtained using equal weights (w = ι/T ). For GEL estimators, as G β βi = −ι, it can be straightforwardly shown thatβ GEL = n β
.., n β ). The twostep GMM estimator ascribes equal weights over i whereas GEL applies the GEL implied probabilitiesπ GEL i . Over t, GMM assigns distinct weights given by the vector w while for GEL each time period receives an equal weight.
A number of important implications of this structure for the results of section 3.2 may be deduced. Firstly, as G β αi = −2n β diag(z i1 −α 1 , ..., z iT −α T )/(n β −1) and, thus, G β α = 0, GMM or GEL estimators for β 0 are first order efficient. Secondly, as G β βi = −ι from the linearity of g β (z, α, β) in β, substantial simplifications result in the asymptotic bias expressions of Theorems 3.3 and 3.4. In particular, it is evident from the asymptotic biases given in Theorems 3.3 and 3.4 that those for two-step and iterated GMM are identical and, moreover, that CUE also possesses an identical asymptotic bias.
[19]
To be more precise, for these experiments a 
= Ω αβ . Therefore, from Theorems 3.3 and 3.4,
and
Therefore, there is no role for Bias(α). Moreover, Bias(β 2S ) and Bias(β GEL ) only differ in Bias α 0 (β 2S ) and Bias α 0 (β GEL ). Because g β (z, α, β) = m(z, α) − ιβ is linear in β and, thus, G β βi = −ι is non-stochastic, the asymptotic biases forβ 2S andβ GEL when the nuisance parameter α 0 is known reduce to
As there is no effect due to the preliminary estimatorβ, it is evident from Bias(β 2S ) that the asymptotic biases for the two-step GMM and iterated GMM estimators are identical.
Moreover, from Bias α 0 (β GEL ), they also coincide with that of CUE as ρ θ vvv (0) = 0. Furthermore, it is only the asymmetry of g β i which accounts for the differences in asymptotic biases between two-step GMM and other GEL estimators. Note that, apart from −H β a β αα /n β , the second and third lines in Bias(β 2S ) and Bias(β GEL ) vanish if z ti is symmetrically distributed; that is, Bias(β 2S ) = Bias α 0 (β 2S )−H β a β αα /n β and Bias(β GEL ) = Bias α 0 (β GEL )−H β a β αα /n β . Furthermore, Bias α 0 (β EL ) = 0 and Bias α 0 (β GEL ) = 0 if ρ θ vvv (0) = −2.
[20]
Results
The tables report estimated mean and median bias (as a percentage), 0.05 and 0.95 quantiles, standard error (SE), root mean squared error (RMSE) and median absolute error (MAE) of four asymptotically first-order equivalent methods for estimating moment condition models, two-step GMM (2S-GMM), CUE, ET and EL estimators. Table 1 considers a sample size of n β = 100. The results obtained for the two-step GMM estimator are very similar to those presented by Altonji and Segal (1996) . As in their study, this estimator is clearly downward biased. This distortion is particularly marked for "badly-behaved" distributions, namely thicker-tailed symmetric (t 5 ) and long-tailed skewed (lognormal and exponential) distributions. As noted above, the asymptotic bias expressions for GMM and GEL involve further terms for asymmetric distributions. Note, however, that these expressions are not strictly valid for the t 5 distribution as moments of order greater than 4 do not exist. The worst case is given by the lognormal distribution, where the biases Although, as noted above, the biases of GMM and CUE should be similar, Table 1 indicates that the results for CUE are in fact worse than for the two-step GMM estimator. Because the bias expressions for GMM and GEL only differ according to Bias α 0 (β 2S ) and Bias α 0 (β GEL ), ET and EL estimators should display better finite sample properties relative to GMM and CUE. In particular, Bias α 0 (β 2S ) = 2Bias α 0 (β ET ) and Bias α 0 (β EL ) = 0. While all methods have very similar standard errors (SE), the improvement for ET and EL in terms of both mean and median bias, root mean square error (RMSE) and mean absolute error (MAE) is clear. This is particularly marked for EL estimation. For ET, the improvements over GMM are rather more modest than those for EL as predicted by our theoretical results.
However, although bias is not completely eliminated, especially for the skewed lognormal and exponential distributions, even for these cases, EL shows a marked improvement over two-step GMM. The results reported in Table 3 with n β = 100 use 100 bootstrap samples in each replication. In all cases, the bootstrap methods substantially reduce the bias of the two-step GMM estimator, although at the expense of a rather modest increase in SE. RMSE and MAE are also reduced, also quite substantially in the asymmetric cases for the RNP and FSGEL bootstrap methods. Clearly, the gain from bias reduction outweighs the increased contribution of SE to RMSE. The behaviour of these methods is not uniform, however, but overall the performances of RNP and FSGEL seem quite similar. It appears that RNP and FSGEL are rather better than NP which may be accounted for by the sample moments evaluated at the two-step GMM estimator being far from zero in these experiments. The performance of the feasible bias adjustment methods BCa and BCb is also quite encouraging leading to a substantial reduction in bias relative toβ 2S in the "badly behaved" cases with BCb tending to dominate BCa. Like the bootstrap methods, SE increases somewhat for the analytical methods but again is less important compared to bias reduction for RMSE which in some cases is also reduced by a non-trivial amount. The results for BCc and BCd indicate that the theoretical expression for asymptotic bias in Theorem 3.3 accounts for the vast majority of finite sample bias. Comparing bootstrap and bias adjustment methods, BCb is rather similar to RNP and FSGEL in most cases in terms of bias reduction, RMSE and MAE.
Therefore, BCb appears to be an efficacious rival to bootstrap methods. Similar qualitative conclusions may be drawn from Table 4 for n β = 500 with two-step GMM bias being more or less eliminated for a number of symmetric distributions. Again, for the "badly behaved" cases, bias is not eliminated entirely but is reduced substantially by RNP, FSGEL bootstrap bias-adjustment methods and the analytical approach BCb.
Conclusions
The context of this paper is the estimation of moment condition models in situations where the moment indicator depends on a nuisance parameter. The particular concern is the analysis of the higher-order bias of GMM and GEL estimators when a plug-in estimator is employed for the nuisance parameter. Such an environment covers a number of cases of interest including the use of generated regressors and sample-splitting methods. Expressions for the higher-order bias of these estimators is obtained in a general framework which allows specialisation to cases when the nuisance parameter is estimated from either an identical or an independent sample.
The efficacy of these asymptotic bias expressions is explored in a number of simulation experiments for covariance structure models. A rather pleasing conclusion from these experiments is that the mean and median bias, root mean squared error and mean absolute error 
Therefore, by recursive substitution, cf. Newey and Smith (2001, Lemma A4) , the result is obtained.
[25]
The first-order conditions forβ, the definition ofλ imply
Hence, it follows from Lemma A.
A further application of Lemma A.1 gives the result.
), whereψ α and
Proof. Similarly to the proof of Lemma A.4, expanding giveŝ
α ]). The conclusion follows by substitution into the above equation.
[26]
be the two-step GMM estimator and
). The first-order conditions for GMM and Lemmas A.1-A.3 imply
Therefore, we can solve forθ 2S − θ 0 as in the conclusion of Lemma A.1 using the definitionŝ
[27]
For a general expansion for GEL, we apply Lemma A.
θ be the GEL estimator and
Therefore, using similar arguments to those in Newey and Smith (2002) we can solve for θ GEL − θ 0 as in the conclusion of Lemma A.1 by setting n β = n * , dropping n and with the
[28]
Proof of Theorem 3.1: The matrices M θ , M θ−1 are as defined in (A.1). Thus,
For independent samples,ξ Ω ββ is uncorrelated withĝ β as isÃ
Note that the penultimate two terms are identical. Now,
. By a similar analysis to that in Newey and Smith (2002, Proof of Theorem 4.1),
[29]
Therefore, asΩ
and Bias(β 2S ) = (I p β , 0)Bias(θ 2S ), after simplification and collecting terms the result of the theorem is obtained.
Proof of Theorem 3.2: From (A.2), because of independent samplingÃ θ andÃ θ α are uncorrelated withψ α . Hence,
Note that the penultimate two terms are identical. Also, 
[30]
Therefore, simpifying and collecting terms gives the result of the theorem.
Proof of Corollary 3.2: Immediate as
Proof of Corollary 3.3: Follows immediately as in Proof of Corollary 3.2 and from Newey and Smith (2002, Theorem 4.2) .
Proof of Theorem 3.3: From (A.1), as Bias(β 2S ) = (I p β , 0)Bias(θ 2S ),
simplifying and collecting terms yields the result in Theorem 3.3.
Proof of Theorem 3.4: From (A.2), as Bias(β GEL ) = (I p β , 0)Bias(θ GEL ),
Simplifying and collecting terms gives the result in Theorem 3.4.
Appendix B: Some Notation
We use the generic notation e r and e s to indicate unit vectors of dimension indicated by context.
B.2 System-β
[32]
B.3 Asymptotic Bias System-α
B.4 Asymptotic Bias System-β
B.5 Independent Samples
[33]
B.6 Identical Samples 
