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Abstract
This paper provides an abstract characterization of quasitriangular algebras of operators
on a separable Hilbert space. The main tool used is the (purely algebraic) concept of a
single element. An element s of an algebra A is called single element of A if whenever
asb = 0 for some a, b in A, at least one of as, sb is zero. A part of this work is of
independent interest and this is an attempt to determine an involution in a Banach algebra.
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1. Introduction
Let {Pn: n 1} be an increasing sequence of self-adjoint projections of finite
rank on a separable Hilbert space H, such that Pn ↑ I (strongly). We denote
by T the associated nest algebra defined as the algebra of all bounded operators
on H which leave each Pn invariant, and by C(H) the algebra of all compact
operators on H. An operator T on H is called quasitriangular relative to {Pn} if
‖(I−Pn)T Pn‖→ 0, as n→∞. The set of all operators which are quasitriangular
relative to {Pn} form a norm-closed algebra QT called quasitriangular algebra.
The algebra QT was introduced by Arveson in [1] where it was shown that
every operator in QT is a compact perturbation of an operator in T . In particular,
QT = T + C(H).
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This paper provides a set of necessary and sufficient conditions that a unital
Banach algebra be isometrically isomorphic to a quasitriangular algebra of
operators on a separable Hilbert space. The main tool used is the concept of a
single element. If A is any Banach algebra, an element s of A is called a single
element if whenever asb= 0 for some a, b in A, at least one of as, sb is zero. We
shall say that A is separated by its single elements if there is no non-zero element
in A which annihilates (on the left and on the right) every single element of A.
Examples of single elements in any operator algebra are the operators of rank
one. On the other hand, the property of being single is purely algebraic and so
is preserved under monomorphisms. Mainly for these two reasons above, singles
have been proved useful in the representation theory of normed algebras [2–5]
and the (algebraic) nature of isomorphisms between operator algebras (e.g., see
[6,7]). Single elements were introduced by Erdös in [3], though the notion itself
was used earlier in [8,9].
The results below due to Erdös [10] gives sufficient conditions for the set
of non-zero single elements in an operator algebra to coincide with the set of
operators of rank one in the algebra.
Theorem 1.1. Let A be an algebra of operators on a Hilbert space H , and J the
set of all operators of rank  1 in A. Suppose J has the following properties:
(i) K = {y: x ⊗ y ∈ J , for some non-zero x ∈ H } is a dense linear manifold
of H .
(ii) If T ∈A and ST = 0 for all S ∈ J , then T = 0. Then J is the set of single
elements of A.
The algebra QT contains all operators of rank one on H, and therefore every
element x in H is a strictly cyclic vector which implies that QT is a strictly
irreducible Banach algebra of operators on H. One deduces from the above the
following proposition.
Corollary 1.2. (i) QT is a primitive Banach algebra.
(ii) A non-zero element in QT has rank one if, and only if, it is single.
(iii) QT is separated by its single elements.
Following Kalton and Wood in [11], an element a of a Banach algebra A is
called radial if the spectral radius of a is equal to ‖a‖, and the algebra is called
radial (co-radial) if every non-trivial closed right (left) ideal contains a non-
zero radial element. The following proposition is clear and therefore its proof
is omitted.
Corollary 1.3. QT is a radial and a co-radial Banach algebra.
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All the algebras considered will be over the complex field. In general, the
terminology used will be as in [12].
2. Determination of an involution
Although a quasitriangular algebra is non-self-adjoint it contains a subalgebra
which is a C∗-algebra by itself (e.g., the algebra of compact operators contained in
any quasitriangular algebra). Therefore, in order to represent an abstract Banach
algebra as a quasitriangular one, we have to determine a subalgebra, which can be
regarded as a C∗-algebra, by defining a suitable involution on it.
Theorem 2.1. Let A be a Banach algebra with identity and σ denote the set of all
its single elements. Suppose A satisfies the following conditions:
(i) For a ∈A, ‖a‖ = sup{‖as‖: s ∈ σ , ‖s‖ 1} = sup{‖sa‖: s ∈ σ, ‖s‖ 1}.
(ii) For every s ∈ σ of norm one there exists a unique t ∈ σ of norm one such
that ts is an idempotent of norm one.
(iii) If e, f are single idempotents of norm one, then we have ‖ef ‖ = ‖f e‖.
(iv) If e, f are single idempotents of norm one, then the spectrum of ef e lies in
R+ ∪ {0}.
Then, A is a semi-simple Banach algebra containing a closed subalgebra B
(B ⊃ σ ) which is a C∗-algebra in its own right.
In order to prove the theorem we first make use of some definitions in
Erdös [10]. We define two single elements of the algebra A to be right equivalent
if they are annihilated on the right by the same set of single elements of A. In other
words, s1 and s2 are right equivalent if s1s = 0 ⇔ s2s = 0 for all single elements
s of A. Similarly, two single elements are left equivalent if they are annihilated
on the left by the same set of single elements of A. If s1 and s2 are right (left)
equivalent we write s1
r∼ s2 (s1 ∼ s2).
We shall present the proof of Theorem 2.1 above in a series of lemmas. Notice
that condition (i) implies that A is separated by its single elements.
Lemma 2.2. Let t and s be single elements in some Banach algebras A such that
ts is non-zero idempotent. Then,
(i) t = tst and s = sts.
(ii) st is also an idempotent. In particular, if t and s are of norm one, then ts, st
are idempotents of norm one.
(iii) If t ′ is a single element such that t ′ = t and t ′s = ts, then st = st ′. Moreover,
if A satisfies condition (ii) of Theorem 2.1, then ‖st ′‖> 1.
132 S. Giotopoulos / J. Math. Anal. Appl. 270 (2002) 129–142
Proof. (i) tsts = ts = 0 and, as t is single and ts = 0, (ts − 1)t = 0 implies
(ts − 1)t = 0; therefore tst = t . A similar argument shows that sts = s.
(ii) Clear.
(iii) e = ts = t ′s is an idempotent and t = et , t ′ = et ′ and 0 = t − t ′ =
e(t− t ′) ∈ σ . Hence t− t ′ ∼ t and since, st = 0⇔ s(t− t ′) = 0, therefore st = st ′.
Also st ·st ′ = st ′, so if ‖st ′‖ = 1 condition (ii) implies that st = st ′; contradiction.
Hence ‖st ′‖> 1. ✷
Lemma 2.3. Every Banach algebra A, which is separated by its single elements
and satisfies condition (ii) of Theorem 2.1, is semi-simple. In particular, A is
radial and co-radial.
Proof. Let p be a non-zero element in the radical of A. Since A is separated
by its single elements, there exists a single element s such that sp = 0. Now
condition (ii) implies the existence of a single element t such that tsp is a non-
zero idempotent in the radical of A; contradiction.
Therefore A is semi-simple. Now, single idempotents of norm one are radial
and, since the assumptions guarantee the existence of such elements in any closed
right or left ideal of A, we have that A is radial and co-radial. ✷
The following proposition establishes the compact action (in the sense of [4])
of single elements.
Lemma 2.4. Let A be a Banach algebra which is separated by its single elements
and satisfies condition (ii). Then, for every non-zero single element s of A we have
(i) As (respectively sA) is a minimal left (respectively right) ideal.
(ii) sAs is a one-dimensional linear subspace of A. Also s ∈ sAs.
Proof. (i) If A is a left ideal contained in As and m is a non-zero element of M ,
then m= as for some a ∈ A. From condition (ii), there exists a single element t
such that tas = e is an idempotent of norm one. Hence, stas = s and therefore
M ⊇ Am= Aas ⊇ Astas = As = Ae and e is a minimal idempotent. Now, it is
clear that seA= sA is a minimal right ideal, also.
(ii) Since e = tas is a minimal idempotent, eAe = Ce and therefore (0) =
sAs = seAse⊆ seAs =Cse=Cs. ✷
Lemma 2.5. Let A be as in Lemma 2.4. If t and s are single elements of A with
t
r∼ s and t ∼ s, then there exists a complex number k such that t = ks.
Proof. From condition (ii) we can find single idempotents e, f , v, u of norm
one such that t = et = tf and s = vs = su. By assumption eve = 0 and, since e
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is minimal, eve = λe for some scalar λ. As e ∼ v we have (ev − λe) · e = 0 ⇔
(ev − λe) · v = 0. Hence λ = 1 and eve = e. Applying twice condition (ii) we
obtain that e = v. A similar argument shows f = u. From Lemma 2.4 it follows
that t ∈ tAt = eAf = sAs  s, which gives the desired. ✷
It follows from condition (ii) that, given a non-zero s ∈ σ , there exists a unique
t ∈ σ with ‖t‖ = ‖s‖ such that t/‖t‖ · s/‖s‖ is an idempotent of norm one. We
are now in a position to make the following definition.
Definition 2.6. For any single element s of the Banach algebra A of Theorem 2.1,
we define s∗ = 0 if s = 0 and s∗ = t (t ∈ σ) if ‖t‖ = ‖s‖ and ts/(‖t‖ · ‖s‖) is an
idempotent of norm one.
It is clear that ‖s∗s‖ = ‖s‖2 for all s ∈ σ , e = e∗ whenever e is a single
idempotent of norm one. That ∗ is well defined follows from Lemma 2.2 above.
We state a lemma due to Erdös [10] which will be very useful in the sequel.
Lemma 2.7. Let A be a Banach algebra satisfying conditions (i) and (ii) of
Theorem 2.1. Suppose s and t are single elements of A with s r∼ t and a is an
arbitrary element of A. Then
(i) sa r∼ ta.
(ii) sa = 0⇔ ta = 0, for all a ∈A.
(iii) If as = 0, as r∼ s.
(iv) s + t is single.
(v) Either s + t = 0 or s + t r∼ s.
(Similar statements hold for left equivalence.)
In the sequel, A denotes a Banach algebra satisfying the conditions of
Theorem 2.1. We can easily check that the non-zero idempotents of A are
quasisingular. Suppose now that e, f are single idempotents of norm one, in A,
such that ef e = 0. Lemma 2.5 implies ef e = λe for some non-zero constant λ.
We claim that λ is in the spectrum of ef e, for if λ− ef e = λ− λe = λ(1− e) is
invertible, then e is quasi-regular, which is a contradiction. The following lemma
proves that ∗ is almost an involution on σ .
Lemma 2.8. For every s, t ∈ σ we have
(i) s∗∗ = s.
(ii) (λs)∗ = λ¯s∗ (λ ∈C).
(iii) (st)∗ = t∗s∗.
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Proof. (i) From Lemma 2.2 we have that s∗s/‖s‖2 is an idempotent of norm one
if, and only if, ss∗/‖s‖2 is an idempotent of norm one. Therefore s∗∗ = s.
(ii) Since
s∗s
‖s‖2 =
(λ¯s∗)(λs)
‖λs‖2 =
(λs)∗(λs)
‖λs‖2
and
ss∗
‖s‖2 =
(λs)(λ¯s∗)
‖λs‖2 =
(λs)(λs)∗
‖λs‖2
are idempotents of norm one, Lemma 2.2 tells us that (λs)∗ = λ¯s∗.
(iii) In view of (ii) we may assume that ‖s‖ = ‖t‖ = 1. We have ss∗s = s,
s∗ss∗ = s∗, t t∗t = t , and t∗tt∗ = t∗. Hence, st = ss∗stt∗t and t∗s∗ = t∗t t∗s∗ss∗.
We therefore have
‖s∗stt∗‖ ‖st‖ = ‖ss∗stt∗t‖ ‖s∗stt∗‖
and
‖t t∗s∗s‖ ‖t∗s∗‖ = ‖t∗tt∗s∗ss∗‖ ‖tt∗s∗s‖.
From the above and condition (iii) we have
‖st‖ = ‖t∗s∗‖ = ‖s∗stt∗‖ = ‖tt∗s∗s‖. (2.1)
Hence (st)∗ = t∗s∗ in case where st = 0. Suppose now that st = 0. Since
t∗ ∼ t∗s∗st r∼ t , it follows form Lemma 2.5 that
t∗s∗st = kt∗t (2.2)
for some non-zero k ∈C. Equivalently,
t∗s∗
k/‖st‖ ·
st
‖st‖ = t
∗t .
By Lemma 2.2, to prove that t∗s∗/(k/‖st‖) = (st)∗/‖st‖ is sufficient to show
that stt∗s∗/k is an idempotent of norm one. In fact, t∗s∗st = kt∗t implies
t∗s∗stt∗s∗ = kt∗t t∗s∗ = kt∗s∗ and, since s∗ is single, we obtain s∗stt∗s∗ = ks∗.
We therefore have ss∗stt∗s∗ = kss∗ and so stt∗s∗ = kss∗, the desired. Hence
t∗s∗/(k/‖st‖) = (st)∗/‖st‖ and from (2.1) and conditions (ii) and (iv) we have
that (st)∗ = t∗s∗. ✷
Remark. We are now able to extend the definition of ∗ to a set larger that σ as
follows: If a ∈ A, s ∈ σ , then (sa) ∈ σ , so that (sa)∗ exists. If there exists b ∈ A
such that (sa)∗ = bs∗ for all s ∈ σ , then b is uniquely determined (since A is
separated by its single elements). Furthermore, if such b exists, then (sa)∗ = bs∗
implies (as)∗ = s∗b. In fact, (tas)∗ = (as)∗t∗ = s∗(ta)∗ = s∗bt∗ for all t, s ∈ σ
and therefore [(as)∗ − s∗b]t∗ = 0 for all t ∈ σ ; thus (as)∗ − s∗b = 0.
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Definition 2.9. For a ∈A we define a∗ = b (b ∈A), if (sa)∗ = bs∗ for all s ∈ σ .
The following result proves that ∗ is an involution.
Lemma 2.10. If for some a, b ∈A, a∗, b∗ can be defined, then:
(i) a∗∗ = a.
(ii) (ab)∗ = b∗a∗.
(iii) (λa)∗ = λ¯a∗ (λ ∈C).
(iv) (a + b)∗ = a∗ + b∗.
Proof. We shall make use of Lemma 2.8 and the fact that A is separated by its
single elements.
(i) (a∗∗ − a)s = a∗∗s − as = (s∗a∗)∗ − as = (as)∗∗ − as = 0 for all s ∈ σ .
Therefore a∗∗ = a.
(ii) (tabs)∗ = (bs)∗ · (ta)∗ = s∗b∗a∗t∗ and (tabs)∗ = (abs)∗ · t∗ for all
t, s ∈ σ . Hence (abs)∗ = s∗b∗a∗ for all s ∈ σ and therefore (ab)∗ = b∗a∗.
(iii) (λsa)∗ = (λa)∗s∗ = a∗(λs)∗ = λ¯a∗s∗ (λ ∈C). Hence [(λa)∗ − λ¯a∗]s∗ =
0 for all s ∈ σ and therefore (λa)∗ = λ¯a∗.
(iv) If a∗ + b∗ = 0, then a∗ = −b∗ and so a = −b. In this case a + b = 0
and therefore (a + b)∗ = a∗ + b∗ = 0. Suppose now that a∗ + b∗ = 0. Clearly
a + b = 0. Now if s ∈ σ − {0}, then we have s(a + b) ∈ σ and so there exists
x ∈ σ such that
xs(a + b)
‖s(a + b)‖2 = e
is an idempotent of norm one. It is clear that x = [s(a + b)]∗ or equivalently
x∗ = s(a + b). If te = 0 for some t ∈ σ , then txs = 0 and therefore s∗x∗t∗ = 0.
Hence s∗s(a+b)t∗ = 0 and, since s is single and s∗s = 0, we have s(a+b)t∗ = 0.
The latter is equivalent to sat∗ = −sbt∗, which implies ta∗s∗ = −tb∗s∗. Hence
t (a∗ + b∗)s∗ = 0 and therefore tf = 0 for f = (a∗ + b∗)s∗s(a+ b)/‖s(a+ b)‖2.
From above, we can easily see that e ∼ f r∼ e; hence Lemma 2.5 implies that
e = kf for some non-zero constant k. Therefore (a + b)∗ exists and is equal
to k(a∗ + b∗). Since A is separated by its single elements, in order to prove
(a + b)∗ = a∗ + b∗ is sufficient to prove that
s∗(a + b)∗t∗ = s∗(a∗ + b∗)t∗ for all t, s ∈ σ. (2.3)
In the case where at least one of tas, tbs is zero (2.3) is obvious. Therefore, we
may assume that tas, tbs are not zero, and Corollary 2.5 implies that tas = λtbs
(λ ∈C). This is equivalent to s∗a∗t∗ = λ¯s∗b∗t∗. Hence,
s∗(a∗ + b∗)t∗ = (1+ λ¯)s∗b∗t∗. (2.4)
Also t (a + b)s = (1+ λ)tbs and so
s∗(a + b)∗t∗ = (1+ λ¯)s∗b∗t∗. (2.5)
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From (2.4) and (2.5) we obtain (2.3) and the result follows. ✷
Lemma 2.11. The subalgebra B = {a ∈A: a∗ exists} of A is a C∗-algebra itself.
Proof.
Claim 1. If a ∈B , then ‖a‖2 = ‖a∗a‖.
In fact, from condition (i) it follows that
‖a‖2 = sup
{‖as‖2
‖s‖2 : s ∈ σ
}
= sup
{‖s∗a∗as‖
‖s∗s‖ : s ∈ σ
}
 sup
{
‖a∗a‖ · ‖s
∗‖ · ‖s‖
‖s∗s‖ : s ∈ σ
}
= ‖a∗a‖.
Therefore, ‖a‖2  ‖a∗a‖ and Claim 1 follows.
Claim 2. B is norm-closed.
Let (an) be a sequence in B converging to some a in A. To prove that a belongs
to B it is sufficient to prove that there exists b in A such that (as)∗ = s∗b for all
s ∈ σ . Now, since (an) ⊂ B , it follows that (a∗n) exists and, for n, m positive
integers, ‖an − am‖ = ‖a∗n − a∗m‖ showing that (a∗n) is a convergent sequence
in A. Let b be the limit of (a∗n). Then for every s ∈ σ we have∥∥(as)∗ − s∗b∥∥ ∥∥(as)∗ − (ans)∗∥∥+ ∥∥(ans)∗ − s∗b∥∥
= ‖as − ans‖ + ‖s∗a∗n − s∗b‖
 ‖a − an‖ · ‖s‖ + ‖s∗‖ · ‖a∗n − b‖→ 0, as n ↑∞.
This completes the proof of the lemma, as well as the proof of Theorem 2.1. ✷
If Σ is the set of all finite sums of single elements in A, Σ is identified with
the socle of A, soc(A) [4, Corollary 5]. The following result is an immediate
consequence of Theorem 2.1.
Corollary 2.12. Σ ⊂ c(soc(A))⊆ B .
3. Concluding comments
3.1. Consider the Banach algebra L(X) of all bounded operators on some
Banach space X. The set of all single elements in L(X) is the set of all rank one
operators f ⊗ x (x ∈X, f ∈ X∗) together with the zero operator. It is a routine
verification that condition (i) is verified.
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Lemma 2.5 is also verified as the following proposition shows.
“Suppose s1 = f ⊗ x , s2 = g ⊗ y (x, y ∈ X, f,g ∈ X∗). Then s1 r∼ s2
(respectively s1 ∼ s2) if, and only if, for some constant k, f = kg (respectively
x = ky).”
Proof. If s1
r∼ s2, then (f ⊗x)(ϕ⊗z)= 0⇔ (g⊗y)(ϕ⊗z)= 0 or, equivalently,
f (z)(ϕ⊗x)= 0⇔ g(z)(ϕ⊗y)= 0, and so for all ϕ ∈X∗, f (z)= 0⇔ g(z)= 0.
Let z1, z2 be in X such that f (z1), f (z2) = 0. Clearly, z1 − (f (z1)/f (z2))z2
is in the kernel of f , so is in the kernel of g and therefore f (z1)/g(z1) =
f (z2)/g(z2)= k, say. Therefore f (z)= kg(z) for all z ∈X showing that f = kg.
A similar proof holds for the statement about left equivalences. The converse is
obvious. ✷
3.2. Let X be any uniformly convex Banach space X, e.g., X = p (1 < p <
∞). Then, given x ∈ p , there exists f ∈ (p)∗ ∼= q(p−1 + q−1 = 1) such that
f (x)= ‖x‖ and ‖f ‖ = 1 and conversely, given g ∈ (p)∗, there exists a unique
y ∈ p such that g(y) = ‖g‖ and ‖y‖ = 1 (uniqueness fails in general Banach
spaces). Suppose that R = g ⊗ x/(‖g‖ · ‖x‖) and S = f ⊗ y . Clearly R and S
are of norm one and SR = g⊗ y/‖g‖ is an idempotent of norm one. This shows
that L(p) satisfies condition (ii) also. In spite of this, if p = 2, no involution can
be defined on the closed linear span of the rank one operators on p , making it a
C∗-algebra.
3.3. Suppose now that Ae is a minimal left ideal, with e single idempotent of
norm one (e = e∗). If x, y ∈ Ae (x = ae, y = be, say), then y∗x = (be)∗(ae)=
e(be)∗(ae) ∈ eAe = Ce and thus we can define a scalar 〈x, y〉 by y∗x = 〈x, y〉e.
By a standard argument, 〈x, y〉 defines an inner product on the elements of Ae,
making Ae a Hilbert space.
3.4. If s ∈ σ and a, b ∈ A then ‖asb‖ · ‖s‖ = ‖as‖ · ‖sb‖. The proof is
essentially the same as that given in [3] and it is omitted.
3.5. An immediate consequence of Lemma 2.3 is that any two minimal left-
ideals contained in the same minimal closed two-sided ideal are isomorphic
[11, p. 477, Corollary 4.4]. The following lemma shows then, that all minimal
left ideals of A are isomorphic if we assume that A satisfies condition (v) of
Proposition 3.1 below.
Proposition 3.1. Let A be as in Theorem 2.1 satisfying the additional condition:
(v) For any two non-zero single elements t , s there exists a single element z such
that t r∼ z ∼ s. Then A is primitive.
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Proof. Condition (v) implies that 0 = tz∗ r∼ zz∗ and 0 = z∗z ∼ z∗s, showing that
tz∗s = 0. In order to prove that A is primitive, we shall prove that {0} is a primitive
ideal of A. Consider the maximal modular left ideal L = A(1 − e), where e is
some single idempotent of norm one. The two-sided ideal
P = L :A= {p ∈A: pA⊂ L}
is then by definition a primitive ideal, and we claim that P = {0}. If 0 = p ∈ P ,
since A is separated by its single elements there exists t ∈ σ such that 0 = pt .
Condition (v) implies that there exists z ∈ σ such that pt r∼ z ∼ e and so
0 = ptz∗e ∈Ae ∩A(1− e)= (0), which contradicts the fact that p = 0. ✷
Corollary 3.2. If t , s are non-zero single elements of A, then
(i) tAs = (0), and (ii) AtA=AsA.
From Corollary 3.2, all minimal left ideals are contained in the same minimal
two-sided ideal Σ− = c(AsA), for some single element s, and hence are
isomorphic. We shall use, without explicitly mentioning, the following fact:
For any orthogonal family {ei} of self-adjoint idempotents of Σ−, ∑i eix is
summable in Σ−, and especially when {ei} is a maximal family, x =∑i eix
for all x in Σ− [13, p. 20, Theorem 16]. Hence, if {ei} is a maximal (infinite)
sequence of orthogonal single idempotents of norm one, then for every s ∈ σ ,
eis = 0 for some i and every minimal left ideal is a separable infinite-dimensional
Hilbert space.
4. The main theorem
We first prove a result which is the analogue of the (strong) convergence of
(finite rank) projections to I .
Lemma 4.1. Let A be a Banach algebra as in Theorem 2.1, which contains an
infinite sequence {en} of orthogonal single idempotents of norm one and such that
for every s ∈ σ there exists n with ens = 0. Then∥∥(1− fn)s∥∥→ 0 for all s ∈ σ (fn = e1 + e2 + · · · + en).
Proof. We may assume that ‖s‖ = 1, so that ‖s∗s‖ = 1. Then
am =
∥∥(1− fm)s∥∥2 = ∥∥s∗(1− fm)s∥∥. (4.1)
For m > n, (1 − fm)(1 − fn) = (1 − fm), hence ‖(1 − fm)s‖ = ‖(1 − fm)×
(1 − fn)s‖  ‖(1 − fn)s‖ and so {am} is a monotonic decreasing sequence.
Therefore {am} converges to a, say (0 a  1). On the other hand,
s∗ ∼ s∗(1− fm)s r∼ s;
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and so
s∗(1− fm)s = λms∗s (λm = am) (Lemma 2.5).
Therefore
s∗(1− fm)s→ as∗s
or, equivalently,
s∗(β − fm)s→ 0 (β = 1− a). (4.2)
Now,
‖fns − fms‖2 =
∥∥s∗(fn − fm)s∥∥→ 0, as n,m ↑∞,
and so {fns} converges to a single element u, say (as is norm-closed). Since u is
single, u∗ exists and
‖fns − u‖ = ‖s∗fn − u∗‖→ 0, as n ↑∞.
Hence, ‖s∗fns − u∗u‖ → 0, as n ↑ ∞, and clearly u∗u = s∗u = u∗s = βs∗s
(where s∗s is an idempotent of norm one).
Condition (ii) now implies βs = u = s showing that β = 1 and the result
follows. ✷
We are now in a position to state and prove the main theorem.
Theorem 4.2. Let A be a Banach algebra with identity. Then conditions (I)–(VII)
below form a set of necessary and sufficient conditions that A be isometrically
isomorphic to a quasitriangular algebra.
(I)–(IV) as (i)–(iv) in Theorem 2.1.
(V) For any two non-zero single elements t , s there exists a single element z
such that t r∼ z ∼ s.
(VI) There exists an infinite sequence {en} of single idempotents of norm one
which is maximal subject to the condition enem = 0, if n = m, such that
‖(1− fn)afn‖→ 0, for a ∈A (fn = e1 + e2 + · · · + ekn , where kn is some
strictly increasing sequence of positive integers).
(VII) The unit ball C1 of C = {a ∈ A: (1 − fn)afn = 0} is complete in the
topology on C defined by the semi-norms a→‖as‖, for all single elements
s in C.
Proof. (a) The necessity of the conditions. The conditions of Theorem 4.1 are
clearly invariant under isometric isomorphism. Therefore it is sufficient to show
that if A is a quasitriangular algebra of operators on some separable infinite-
dimensional Hilbert space H, with respect to a fixed sequence of (orthogonal)
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finite-dimensional projections {Pn} (Pn ↑ I , strongly), then A satisfies conditions
(I)–(VII).
(I) Corollary 1.2(ii) says that the set S of all single elements of A consists
of the set of all rank one operators on H together with the zero operator. Now
if S = y ⊗ x (x, y ∈ H) is a rank one operator on H, we may suppose, by
multiplication of x and y by suitable constants, that ‖x‖ = ‖y‖ = 1. Suppose
T ∈A. Then
sup
{‖T S‖: S ∈ S, ‖S‖ 1}
= sup{‖T (y ⊗ x)‖: y ⊗ x ∈ S,‖y ⊗ x‖ 1}
= sup{‖T x‖: x ∈H,‖x‖ 1}= ‖T ‖
and
sup
{‖ST ‖: S ∈ S,‖S‖ 1}
= sup{‖(y ⊗ x)T ‖: y ⊗ x ∈ S,‖y ⊗ x‖ 1}
= sup{‖T ∗y‖: y ∈H,‖y‖ 1}= ‖T ∗‖ = ‖T ‖.
(II) Condition (II) follows form the fact that if x⊗ y is an operator of rank one
with ‖x‖ = ‖y‖ = 1, then the only operator R of rank one with (x ⊗ y)R being
a non-zero orthogonal projection is the operator y ⊗ x .
(III)–(IV) Conditions (III) and (IV) are clearly true for any orthogonal
projections E and F on H.
(V) Condition (V) follows from the fact that if u⊗ v and x ⊗ y are two rank
one operators on H, then
u⊗ v r∼ u⊗ y ∼ x ⊗ y.
(VI) Let {Qn} be a sequence of orthogonal projections containing {Pn} and
such that En =Qn −Qn−1 is of rank one. Condition (VI) is clearly satisfied by
the projections {En} and the sequence {kn}, where kn is such that Qkn = Pn.
(VII) Consider the strong operator topology on the algebra L(H) of all
bounded linear operators on H. The unit ball of L(H) is complete in the uniform
structure associated with the strong topology. Since Alg{Pn} is a strongly closed
subalgebra of L(H), it follows that the unit ball of Alg{Pn} is strongly complete.
Now, it is easy to check that the topology in condition (VII) coincides with the
strong topology on the unit ball of Alg{Pn}. Hence condition (VII) follows.
(b) The sufficiency of the conditions. We now prove that a Banach algebra A
satisfying conditions (I)–(VII) is isometrically isomorphic to a quasitriangular
algebra on some separable infinite dimensional Hilbert space H, by means of
certain representation. We must first choose a Hilbert space H on which the
representation will act. We take H = Ae, for some minimal left ideal of A
(e2 = e = e∗). Consider the left regular representation a → π(a) of A on Ae.
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Clearly, it is faithful (condition (V)), continuous and strictly irreducible. From
Remark 3(iv) we have that π is also isometric. In fact,
‖a‖= sup
{‖as‖
‖s‖ : s ∈ σ
}
= sup
{‖ase‖
‖se‖ : se ∈Ae
}
 sup
{‖ax‖: x ∈H}= ∥∥π(a)∥∥.
The converse obviously holds and we therefore have ‖a‖ = ‖π(a)‖. Theorem 7
in [4] implies that if a ∈Σ−, then π(a) is a compact operator onH . Also, if a ∈Σ
(respectively a ∈ σ ), then π(a) is an operator having finite rank (respectively rank
one). Hence, if I = π(1), Pn = π(fn), then clearly I is the identity operator onH
and {Pn} is a sequence of orthogonal projections of finite rank. Now, Lemma 4.1
implies that for all s ∈ σ∥∥(1− fn)s∥∥= ∥∥π(1− fn)π(s)∥∥= ∥∥(I − Pn)(y ⊗ x)∥∥
= ∥∥(I − Pn)x∥∥ · ‖y‖→ 0, for all x ∈H,
showing that Pn ↑ I (strongly). Consider the quasitriangular algebra A with
respect to the sequence {Pn}. This has been characterized by Arveson in [14] as
the compact perturbations of the nest algebra Alg{Pn}; i.e.,A=Alg{Pn}+C(H),
where C(H) is the set of all compact operators onH. Hence, in order to prove that
π(A) = A it is sufficient to prove that π(C) is the whole of the nest algebra
Alg{Pn} and π(Σ−) is the whole of the algebra C(H). In fact, π(Σ−) is an
irreducible subalgebra of the algebra C(H) and therefore Theorem 1.4.2 in [14]
implies π(Σ−)= C(H). Now, it is clear that the image of the topology on C1 of
condition (VII) under the representation is the strong topology on the unit ball
π(C)1 of π(C), and so π(C)1 is strongly closed. On the other hand, π(C) and
Alg{Pn} contain the same operators of rank one onH. By Theorem 1 in [15] every
operator of finite rank of Alg{Pn} may be written as a finite sum of operators
of rank one of Alg{Pn}. Therefore π(C) and Alg{Pn} contain the same set of
operators of finite rank. Now Theorem 3 in [15] states that the finite rank operators
of (Alg{Pn})1 are strongly dense in (Alg{Pn})1. As π(C)1 is strongly closed it
follows that π(C)1 = (Alg{Pn})1 and as both π(C) and Alg{Pn} are algebras
π(C)=Alg{Pn}. This completes the proof of the theorem. ✷
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