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vAbstract
Case-control studies are used in epidemiology to try to determine variables associated with a
disease, by comparing those with the disease (cases) against those without (controls). Participation
rates in epidemiology studies have declined over recent years, particularly in the control group
where there is less motivation to participate. Non-participation can lead to bias and this can result
in the findings differing from the truth.
A literature review of the last nine years shows that non-participation occurred in published studies
as recently as 2015, and an assessment of articles from three high impact factor epidemiology
journals concludes that participation bias is a possibility which is not always controlled for.
Methods to reduce bias resulting from non-participation are provided, which suit different data
structures and purposes. A guidance tool is subsequently developed to aid the selection of a
suitable approach. Many of these methods rely on the assumption that the data are missing at
random. Therefore, a new solution is developed which utilises population data in place of the
control data, which recovers the true odds ratio even when data are missing not at random.
Chain event graphs are a graphical representation of a statistical model which are used for the
first time to draw conclusions about the missingness mechanisms resulting from non-participation
in case-control data. These graphs are also adapted specifically to further investigate non-
participation in case-control studies.
Throughout, in addition to hypothetical examples and simulated data, a diabetes dataset is used to
demonstrate the methods. Critical comparisons are drawn between existing methods and the new
methods developed here, and discussion provided for when each method is suitable. Identification
of factors associated with a disease are crucial for improved patient care, and accurate analyses of
case-control data, with minimal biases, are one way in which this can be achieved.
vi
vii
Contents
1 Introduction 1
2 Background 3
2.1 Epidemiological Definitions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2.1.1 Definitions for Graphical Models . . . . . . . . . . . . . . . . . . . . . 6
2.2 Case-Control Studies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2.1 Methods for Selecting the Participants . . . . . . . . . . . . . . . . . . . 8
2.2.2 Selection of the Cases . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2.3 Selection of the Controls . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.2.4 Data Collection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.2.5 Results of a Case-Control Study . . . . . . . . . . . . . . . . . . . . . . 13
2.2.6 Confounding Variables in Case-Control Studies . . . . . . . . . . . . . . 16
2.2.7 Summary of Case-Control Studies . . . . . . . . . . . . . . . . . . . . . 18
2.3 Participation Bias . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.3.1 How to Calculate Participation Rates . . . . . . . . . . . . . . . . . . . 19
2.3.2 Individual Characteristics Associated with Participation . . . . . . . . . 22
2.3.3 Study Factors Associated with Non-Participation . . . . . . . . . . . . . 25
2.3.4 When Does Non-Participation Result in Bias? . . . . . . . . . . . . . . . 29
2.3.5 Participation: Recent Developments in the Field . . . . . . . . . . . . . 38
2.3.6 Links to Survey Non-Response . . . . . . . . . . . . . . . . . . . . . . . 48
2.3.7 Links to Missing Data . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3 Assessment of the Treatment of Non-Participation in a Sample of Published
Epidemiology Literature 51
3.1 Aim . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
viii CONTENTS
3.2 Data Collection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.2.1 Category Allocation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
3.3 Findings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
3.3.1 Epidemiology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
3.3.2 American Journal of Epidemiology . . . . . . . . . . . . . . . . . . . . 57
3.3.3 International Journal of Epidemiology . . . . . . . . . . . . . . . . . . . 59
3.3.4 Combined Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.4 Impact on Research . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
4 Methods to Reduce Participation Bias 65
4.1 Sensitivity Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
4.1.1 Explanation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
4.1.2 Hypothetical Example . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
4.1.3 Sensitivity Analysis of Participation Bias in the Diabetes Data . . . . . . 70
4.1.4 Critical Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
4.2 Stratification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
4.2.1 Explanation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
4.2.2 Hypothetical Example . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
4.2.3 Stratification During Analysis of the Diabetes Data . . . . . . . . . . . . 75
4.2.4 Critical Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
4.3 Adjusting for the Variable Associated with Participation . . . . . . . . . . . . . . 77
4.3.1 Explanation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
4.3.2 Hypothetical Example . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
4.3.3 Adjusting for Participation Bias in the Diabetes Data . . . . . . . . . . . 81
4.3.4 Critical Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
4.4 Other Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
4.4.1 Inverse Probability Weighting . . . . . . . . . . . . . . . . . . . . . . . 84
4.4.2 Imputation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
4.4.3 Propensity Score . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
4.4.4 Related Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
4.5 Guidance Tool for Researchers . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
4.5.1 Examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
CONTENTS ix
4.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
4.6.1 Links Between Methods . . . . . . . . . . . . . . . . . . . . . . . . . . 96
4.6.2 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
5 Chain Event Graphs for Missingness in Case-Control Studies 99
5.1 Introduction to Chain Event Graphs . . . . . . . . . . . . . . . . . . . . . . . . 100
5.1.1 Recap of and Comparison With Other Graphical Models . . . . . . . . . 101
5.1.2 Literature Search . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
5.2 Formation of Chain Event Graphs . . . . . . . . . . . . . . . . . . . . . . . . . 104
5.2.1 The Tree . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
5.2.2 Staged Tree . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
5.2.3 The Chain Event Graph . . . . . . . . . . . . . . . . . . . . . . . . . . 112
5.2.4 Chain Event Graph Conclusions . . . . . . . . . . . . . . . . . . . . . . 113
5.2.5 Chain Event Graphs Where Variables Have Additional Categories . . . . 115
5.2.6 Chain Event Graphs With Additional Variables . . . . . . . . . . . . . . 117
5.2.7 Ordinal Chain Event Graphs . . . . . . . . . . . . . . . . . . . . . . . . 121
5.3 Chain Event Graphs to Explore Missingness Mechanisms in Case-Control Studies 122
5.3.1 An Illustrative Dataset With Missing Data in One Variable . . . . . . . . 123
5.3.2 Chain Event Graphs: Missing at Random . . . . . . . . . . . . . . . . . 123
5.3.3 Chain Event Graphs: Missing Completely at Random . . . . . . . . . . . 126
5.3.4 Chain Event Graphs: Missing Not at Random . . . . . . . . . . . . . . . 127
5.3.5 Missingness in Multiple Variables and Reduced Ordinal CEGs . . . . . . 130
5.4 Diabetes Dataset: Five Variables, Including Missing Data . . . . . . . . . . . . . 133
5.4.1 Chain Event Graph Formation . . . . . . . . . . . . . . . . . . . . . . . 134
5.4.2 Interpretation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
5.4.3 Sensitivity of the Findings . . . . . . . . . . . . . . . . . . . . . . . . . 141
5.4.4 Missing Data Summary . . . . . . . . . . . . . . . . . . . . . . . . . . 150
5.4.5 Diabetes Data Summary . . . . . . . . . . . . . . . . . . . . . . . . . . 152
5.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
5.5.1 Critical Evaluation of Chain Event Graphs: In General . . . . . . . . . . 154
5.5.2 Critical Evaluation of Chain Event Graphs: For Investigating Missingness 157
x CONTENTS
5.5.3 Chain Event Graphs in the Identification of an Appropriate Method to
Reduce Bias . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158
5.5.4 Further Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158
6 Chain Event Graph Adaptations for Use With Case-Control Data 159
6.1 Study Design Adaptations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160
6.1.1 Missingness by Disease Severity . . . . . . . . . . . . . . . . . . . . . . 160
6.1.2 Recruitment by Data Collection Method . . . . . . . . . . . . . . . . . . 162
6.2 Participation Adaptations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164
6.2.1 Participation as the Outcome of Interest . . . . . . . . . . . . . . . . . . 164
6.2.2 Participation by Disease Group . . . . . . . . . . . . . . . . . . . . . . 168
6.2.3 Amalgamated Case-Control Participation Data . . . . . . . . . . . . . . 170
6.3 Analysis Adaptations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175
6.3.1 Data Reliability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175
6.3.2 Subset-Chain Event Graphs . . . . . . . . . . . . . . . . . . . . . . . . 179
6.4 Summary of the Adaptations to Chain Event Graphs for Case-Control Data . . . 184
6.4.1 Conclusions for Study Design Adaptations . . . . . . . . . . . . . . . . 184
6.4.2 Conclusions for Participation Adaptations . . . . . . . . . . . . . . . . . 184
6.4.3 Conclusions for Analysis Adaptations . . . . . . . . . . . . . . . . . . . 185
6.4.4 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 185
6.4.5 Further Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 187
7 A Method to Reduce Participation Bias Using Population Data 189
7.1 Literature Search . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 190
7.2 The Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 192
7.2.1 Method Development . . . . . . . . . . . . . . . . . . . . . . . . . . . . 192
7.2.2 Required Population Data . . . . . . . . . . . . . . . . . . . . . . . . . 192
7.2.3 Implementing the Method . . . . . . . . . . . . . . . . . . . . . . . . . 193
7.2.4 Mathematical Notation . . . . . . . . . . . . . . . . . . . . . . . . . . . 193
7.2.5 Simulated Example: Data Missing at Random . . . . . . . . . . . . . . . 194
7.2.6 Example: Data Missing Not at Random . . . . . . . . . . . . . . . . . . 198
7.3 Example: Type I Diabetes Case-Control Study . . . . . . . . . . . . . . . . . . . 200
CONTENTS xi
7.3.1 Incorporating the Population Data . . . . . . . . . . . . . . . . . . . . . 201
7.3.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 203
7.4 Example: Stroke Case-Control Study . . . . . . . . . . . . . . . . . . . . . . . . 203
7.4.1 Incorporating the Population Data . . . . . . . . . . . . . . . . . . . . . 204
7.4.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 207
7.5 Method Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 208
7.5.1 Critical Evaluation and Method Requirements . . . . . . . . . . . . . . . 208
7.5.2 Extensions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 218
7.5.3 Confidence Intervals . . . . . . . . . . . . . . . . . . . . . . . . . . . . 220
7.5.4 The Method as a Sensitivity Analysis . . . . . . . . . . . . . . . . . . . 221
7.5.5 Comparison with Alternative Methods . . . . . . . . . . . . . . . . . . . 223
7.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 226
8 Conclusion 227
8.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 227
8.1.1 Case-Control Studies . . . . . . . . . . . . . . . . . . . . . . . . . . . . 227
8.1.2 Participation Bias . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 228
8.1.3 Methods to Investigate Participation Bias . . . . . . . . . . . . . . . . . 230
8.2 Findings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 231
8.2.1 Generalisability of the Findings . . . . . . . . . . . . . . . . . . . . . . 232
8.2.2 Critical Evaluation of the Findings . . . . . . . . . . . . . . . . . . . . . 234
8.3 Contributions to the Literature . . . . . . . . . . . . . . . . . . . . . . . . . . . 235
8.4 Comparisons With the Literature . . . . . . . . . . . . . . . . . . . . . . . . . . 238
8.5 Discussion of Graphical Models . . . . . . . . . . . . . . . . . . . . . . . . . . 239
8.5.1 Directed Acyclic Graphs . . . . . . . . . . . . . . . . . . . . . . . . . . 239
8.5.2 Chain Event Graphs . . . . . . . . . . . . . . . . . . . . . . . . . . . . 240
8.6 Discussion of Population Data . . . . . . . . . . . . . . . . . . . . . . . . . . . 241
8.7 Discussion of Methods to Investigate Participation Bias . . . . . . . . . . . . . . 241
8.7.1 Comparison of Odds Ratio Results Across Methods . . . . . . . . . . . . 242
8.8 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 245
8.9 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 247
xii CONTENTS
Appendices 249
A Diabetes Dataset Details . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 249
A.1 Ethical Approval . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 249
A.2 Exploratory Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 249
A.3 Reproducing the Original Results . . . . . . . . . . . . . . . . . . . . . 250
B Ethical Approval Paperwork: Diabetes Case-Control Study . . . . . . . . . . . . 253
C Breakdown of the Epidemiology Articles Used in Chapter 3 . . . . . . . . . . . 255
D Chain Event Graph Supporting Material . . . . . . . . . . . . . . . . . . . . . . 257
D.1 Chain Event Graph Literature Review . . . . . . . . . . . . . . . . . . . 257
D.2 R Code for the Bayesian Agglomerative Hierarchical Clustering Algorithm8259
D.3 Adapted Bayesian Agglomerative Hierarchical Clustering Code for Use
With Non-Uniform Priors . . . . . . . . . . . . . . . . . . . . . . . . . 262
D.4 Three Variables; Amniocentesis, Caesarean and Diabetes Status . . . . . 263
D.5 Example of the AHC Algorithm Output From §D.4 . . . . . . . . . . . . 266
Bibliography 269
xiii
List of Figures
2.1 Example of a causal graph with participation bias. . . . . . . . . . . . . . . . . . 33
3.1 A flowchart showing the steps taken to categorise the journal articles, with the start
indicated by a bold outline. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
4.1 An example of a causal diagram showing exposure and outcome affecting
participation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
4.2 Causal graph for the hypothetical stroke example. . . . . . . . . . . . . . . . . . 80
4.3 Causal graph for the diabetes data example. . . . . . . . . . . . . . . . . . . . . 81
4.4 A flowchart tool to aid the selection of a suitable method to reduce bias. . . . . . 93
5.1 Tree for the hypothetical example with four variables. . . . . . . . . . . . . . . . 105
5.2 Staged tree for the hypothetical example with four variables. . . . . . . . . . . . 108
5.3 Chain event graph corresponding to the staged tree in Figure 5.2. BP = blood
pressure. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
5.4 A staged tree including a variable which has more than two categories. . . . . . . 116
5.5 Chain event graph for variables with extra categories, with corresponding staged
tree in Figure 5.4. BP = blood pressure. . . . . . . . . . . . . . . . . . . . . . . 117
5.6 Staged tree for example with five variables. . . . . . . . . . . . . . . . . . . . . 118
5.7 Chain event graph for a dataset with five variables, corresponding to the staged
tree in Figure 5.6. BP = blood pressure. . . . . . . . . . . . . . . . . . . . . . . 120
5.8 An example of an ordinal chain event graph, where the vertices within a variable
are ordered with respect to the outcome. . . . . . . . . . . . . . . . . . . . . . . 122
5.9 Tree showing missingness in the blood pressure variable. . . . . . . . . . . . . . 124
5.10 Chain event graph example for data which are missing at random (MAR). BP =
blood pressure. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
xiv LIST OF FIGURES
5.11 An extension of the CEG in Figure 5.10 showing data which are MCAR. BP =
blood pressure. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
5.12 An example of when data are MNAR, with a poorer outcome than observed data.
BP = blood pressure. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
5.13 An example of when data are MNAR, with a superior outcome than observed data.
BP = blood pressure. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
5.14 An example of when data are MNAR for some categories of a previous variable,
yet MAR for others. BP = blood pressure. . . . . . . . . . . . . . . . . . . . . . 129
5.15 An example of when data are MNAR but similar to an observed category (low
blood pressure). BP = blood pressure. . . . . . . . . . . . . . . . . . . . . . . . 130
5.16 An example of a tree with four variables, two of which have missing values. . . . 131
5.17 An example of a CEG where more than one variable has missing data. BP = blood
pressure. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
5.18 Five variable diabetes event tree, showing the ratios along each edge. . . . . . . . 136
5.19 Plot of the scores generated during the AHC algorithm. . . . . . . . . . . . . . . 137
5.20 Staged tree for the four exposure and outcome variables; unequal probabilities
along each path. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
5.21 Pruned ordinal chain event graph for the five variables. Positions are labelled
conventionally from left (w0) to right (w∞). Arrows show the chronological
ordering and dashed lines show positions in the same stage. Numbers along edges
illustrate the number of individuals taking the path and numbers in vertices show
the percentage of cases. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
5.22 Pruned ordinal chain event graph for the diabetes dataset, five variables, missing
data, unequal probabilities along each path, and the rhesus factor and school-
leaving-age variables swapped. Csec = caesarean. Amnio = amniocentesis. . . . 142
5.23 Staged tree for the four exposure and outcome variables; unequal probabilities
along each path, equivalent sample size of 30. . . . . . . . . . . . . . . . . . . . 144
LIST OF FIGURES xv
5.24 Pruned ordinal chain event graph for the five variables, generated using an
equivalent sample size of 30. Positions are labelled conventionally from left
(w0) to right (w∞). Arrows show the chronological ordering and dashed lines
show positions in the same stage. Numbers along edges illustrate the number of
individuals taking the path and numbers in vertices show the percentage of cases. 145
5.25 Staged tree for the four exposure and outcome variables; unequal probabilities
along each path, equivalent sample size of 5. . . . . . . . . . . . . . . . . . . . . 146
5.26 Pruned ordinal chain event graph for the five variables, generated using an
equivalent sample size of 5. Positions are labelled conventionally from left
(w0) to right (w∞). Arrows show the chronological ordering and dashed lines
show positions in the same stage. Numbers along edges illustrate the number of
individuals taking the path and numbers in vertices show the percentage of cases. 147
5.27 Staged tree for the four exposure and outcome variables; uniform priors. . . . . . 148
5.28 Pruned ordinal chain event graph for the five variables, generated using uniform
priors. Positions are labelled conventionally from left (w0) to right (w∞). Arrows
show the chronological ordering and dashed lines show positions in the same
stage. Numbers along edges illustrate the number of individuals taking the path
and numbers in vertices show the percentage of cases. . . . . . . . . . . . . . . . 149
6.1 Severity staged tree. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161
6.2 Chain event graph for severity. Percentage of severe case (SC) and mild case (MC)
individuals shown at each position. . . . . . . . . . . . . . . . . . . . . . . . . . 161
6.3 Data collection staged tree. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163
6.4 Chain event graph for data collection. Percentage of cases shown at each position. 163
6.5 Participation staged tree. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166
6.6 Chain event graph for participation. Percentage of participating individuals shown
at each position. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166
6.7 An example of an asymmetric tree. . . . . . . . . . . . . . . . . . . . . . . . . . 167
6.8 Tree by disease group. s denotes a situation and l denotes a leaf. . . . . . . . . . 169
6.9 Chain event graph for participation by disease group. Percentage of participating
individuals with given characteristics are shown at each position. . . . . . . . . . 170
xvi LIST OF FIGURES
6.10 Staged tree formed from amalgamated data. s denotes a situation and l denotes a
leaf. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 171
6.11 Chain event graph for the amalgamated data. Percentage of participants shown at
each position. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 172
6.12 Data reliability: Staged tree with uniform priors. . . . . . . . . . . . . . . . . . . 177
6.13 Data reliability: Chain event graph formed from uniform priors. . . . . . . . . . 177
6.14 Data reliability: Staged tree with non-uniform priors. The numbers indicate priors
rather than individuals; the number of individuals are shown in Figure 6.12. . . . 178
6.15 Data reliability: Chain event graph formed from non-uniform priors. . . . . . . . 178
6.16 A staged tree used to form a subset-chain event graph. . . . . . . . . . . . . . . . 180
6.17 An example of a subset-chain event graph. Percentage of participating individuals
shown at each position. Colouring is not required since stages and positions are
equal. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 181
6.18 A staged tree with variables selected using subset-chain event graphs. . . . . . . 181
6.19 A final CEG with variables selected using subset-chain event graphs. Percentage
of participating individuals shown at each position. . . . . . . . . . . . . . . . . 182
6.20 A final CEG with variables selected using subset-chain event graphs, age and
reminder variables swapped. Percentage of participating individuals shown at each
position. Example colouring has been used to highlight which positions were in
the same stage, as the staged tree is not shown. . . . . . . . . . . . . . . . . . . 182
6.21 Example of a grid to position vertices vertically with respect to their percentage in
an ordinal CEG. Each vertical line in the grid represents 10%. . . . . . . . . . . 183
7.1 A directed acyclic graph showing the variables in the study. The latent variable
allows the graph to represent the correlation between the exposure and auxiliary
variable. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 194
A.1 Diabetes data: The cases and controls in each exposure category of interest. . . . 251
B.2 Diabetes data: Ethical approval letter. . . . . . . . . . . . . . . . . . . . . . . . 254
D.3 Tree for the diabetes dataset, three variables, no missing data. . . . . . . . . . . . 264
D.4 Staged tree for the diabetes dataset, three variables, no missing data. . . . . . . . 264
D.5 Ordinal chain event graph for the diabetes dataset, three variables, no missing data. 265
xvii
List of Tables
1 Table of notation and abbreviations. . . . . . . . . . . . . . . . . . . . . . . . . xxi
2.1 Sample groups used to calculate odds ratios in a case-control study. . . . . . . . 13
2.2 Unknown population groups represented by a case-control study. . . . . . . . . . 13
2.3 Odds ratio and relative risk: Rare disease, as common in case-control studies. . . 14
2.4 Odds ratio and relative risk: Less rare disease, not usually found in case-control
studies. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.5 Odds ratio and relative risk: Common disease, not usually found in case-control
studies. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.6 Case-control study example: Coffee intake and cancer. . . . . . . . . . . . . . . 15
2.7 Hypothetical raw data: Blood pressure and stroke. . . . . . . . . . . . . . . . . . 16
3.1 Impact factors (2010) of the journals assessed.9 . . . . . . . . . . . . . . . . . . 52
3.2 Assessment categories. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
3.3 Number of articles in each category from each journal and combined results from
all three journals. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
3.4 Percentage (and 95% Wilson10 confidence interval) of articles in each category
from each journal and combined results from all three journals. Point estimates
and confidence intervals are only calculated over those articles for which
participation bias is relevant. Rounding to the nearest percentage leads to not
all totals equaling 100%. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
3.5 The different types of articles in each of the three journals. (Epi. =
Epidemiology, AJE = American Journal of Epidemiology, IJE= International
Journal of Epidemiology). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.1 Hypothetical data for the sensitivity analysis example. . . . . . . . . . . . . . . . 69
4.2 Sensitivity analysis hypothetical data results. . . . . . . . . . . . . . . . . . . . . 69
xviii LIST OF TABLES
4.3 Sensitivity analysis results for the diabetes data. . . . . . . . . . . . . . . . . . . 70
4.4 Hypothetical data for the stratification example. . . . . . . . . . . . . . . . . . . 74
4.5 Hypothetical data for the stratification example, split by race. . . . . . . . . . . . 74
4.6 Stratification data and analysis output. . . . . . . . . . . . . . . . . . . . . . . . 75
4.7 Stratification data and analysis output: Diabetes data. . . . . . . . . . . . . . . . 75
4.8 Logistic regression model results for diabetes status and caesarean, before and
after controlling for amniocentesis. CI = confidence interval. . . . . . . . . . . . 82
4.9 The required data to implement the methods. . . . . . . . . . . . . . . . . . . . 92
5.1 Ratios of the variable categories in the diabetes data, provided for the time at
which the study was conducted. The true case-control ratio could be used, but is
simplified to 1:2 to reduce the equivalent sample size (see §5.2.2.2). This is also
true for the rounded rhesus factor ratio. . . . . . . . . . . . . . . . . . . . . . . . 135
5.2 Logistic regression model with amniocentesis and caesarean delivery, plus their
interaction term. CI = confidence interval. . . . . . . . . . . . . . . . . . . . . . 155
7.1 Simulated binary population: Exposure and disease status. . . . . . . . . . . . . 195
7.2 Simulated binary population: Exposure and auxiliary variable. . . . . . . . . . . 195
7.3 Simulated binary sample: Exposure and disease status. . . . . . . . . . . . . . . 196
7.4 Simulated binary sample: Exposure and auxiliary variable. . . . . . . . . . . . . 196
7.5 Simulated binary odds ratios with 95% confidence intervals. . . . . . . . . . . . 196
7.6 Contingency table formed for the simulation example, using population data. . . 197
7.7 Simulations: Odds ratios and 95% confidence intervals (2dp) comparing the true
and sample odds ratios, with those generated using population data. . . . . . . . 198
7.8 Missing not at random example: The true population values. . . . . . . . . . . . 199
7.9 Missing not at random example: The biased sample values. . . . . . . . . . . . . 199
7.10 Diabetes data: Population data used. . . . . . . . . . . . . . . . . . . . . . . . . 201
7.11 Cases and controls in the diabetes data: Type of delivery. . . . . . . . . . . . . . 202
7.12 Cases and controls in the diabetes data: Amniocentesis. . . . . . . . . . . . . . . 203
7.13 Diabetes data: Odds ratios and 95% confidence intervals (2dp) comparing the
published odds ratios with those generated using the population data method. . . 203
7.14 Stroke data: Population data used, from India, during the study period. . . . . . . 204
LIST OF TABLES xix
7.15 Cases and controls in the stroke data: Hypertension. . . . . . . . . . . . . . . . . 205
7.16 Cases and controls in the stroke data: Diabetes. . . . . . . . . . . . . . . . . . . 206
7.17 Cases and controls in the stroke data: Smoking. . . . . . . . . . . . . . . . . . . 207
7.18 Stroke data: Odds ratios and 95% confidence intervals (2dp) comparing the
published odds ratios with those generated using the population data method. . . 208
8.1 Results obtained from the range of analysis methods used. OR = odds ratio. CI =
confidence interval. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 243
A.1 Diabetes data: Number of mothers with each exposure of interest. . . . . . . . . 250
A.2 Diabetes data: Caesarean and amniocentesis numbers, with number of cases. . . . 250
A.3 Cases and controls in the diabetes data: Caesarean delivery. . . . . . . . . . . . . 251
A.4 Odds ratios for the diabetes data calculated using logistic regression: Caesarean. . 251
A.5 Cases and controls in the diabetes data: Amniocentesis. . . . . . . . . . . . . . . 252
A.6 Odds ratios for the diabetes data calculated using logistic regression: Amniocentesis.252
A.7 Breakdown of the 81 articles used in Chapter 3, with the table columns
ordered. (Epi. = Epidemiology, AJE = American Journal of Epidemiology, IJE=
International Journal of Epidemiology). . . . . . . . . . . . . . . . . . . . . . . 255
A.8 Output from the agglomerative hierarchical clustering algorithm: Three variables. 263
xx LIST OF TABLES
xxi
Abbreviations
Table 1: Table of notation and abbreviations.
Notation Meaning
A Auxiliary variable
AAPOR The American Association for Public Opinion Research
AHC (Bayesian) Agglomerative Hierarchical Clustering (algorithm)
AJE American Journal of Epidemiology
Amnio Amniocentesis
ARR Absolute risk reduction
a Number of exposed cases in the sample
a′ Number of exposed cases in the target population
Bi Coefficients for independent, individual, variable values
BP Blood pressure
b Number of exposed controls in the sample
b′ Number of exposed controls in the target population
c Number of non-exposed cases in the sample
c′ Number of non-exposed cases in the target population
C A chain event graph
Ca Case
CEG Chain event graph
CI Confidence interval
Co Control
Notation and abbreviations table continues on the next page
xxii ABBREVIATIONS
Table 1 – Continued.
Notation Meaning
Csec Caesarean
CT Computed tomography
d Number of non-exposed controls in the sample
d′ Number of non-exposed controls in the target population
D Disease of interest
DAG Directed acyclic graph
dp Decimal place
E Exposure of interest
e.g. From Latin ‘exempli gratia’ meaning ‘for example’
Epi. Epidemiology (Journal)
etc From Latin ‘et cetera’ meaning ‘and the others’
GP General practitioner
Γ Odds of exposure
H Hayfever
HES Hospital Episode Statistics
i Index
i.e. From Latin ‘id est’ meaning ‘that is’
I Intermediate position
IDDM Insulin-dependent diabetes mellitus
IJE International Journal of Epidemiology
IPW Inverse probability weighting
ITT Intention to treat
j Level
J Number of strata
k Edge index
l Leaves
log Logarithm
Notation and abbreviations table continues on the next page
ABBREVIATIONS xxiii
Table 1 – Continued.
Notation Meaning
m Number of edges in a floret
MAP Maximum a posteriori
MAR Missing at random
MCAR Missing completely at random
MNAR Missing not at random
N/A Not applicable
n Number of random variables
NHS National Health Service
O Outcome variable
ONS Office for National Statistics
OR Odds ratio (in text)
OR Odds ratio (in a calculation)
P Number of individuals in the population
p Participation probability
PhD Doctor of Philosophy
Pop. Population
pi Probability
pid Probability of disease
RR Relative risk
RCT Randomised controlled trial
ρ Correlation
s Situation
SES Socio-economic status
SMS Short Message Service
Ta Tablet
THIN The Health Improvement Network
u Stage
Notation and abbreviations table continues on the next page
xxiv ABBREVIATIONS
Table 1 – Continued.
Notation Meaning
U Set of all stages
UK United Kingdom
UKCCS United Kingdom Childhood Cancer Study
w Position
W Set of all positions
X,Y, Z Random variables
Xi Recorded independent, individual, variable values
←→↑↓ Arcs in a directed graph
X Requirement
§ Section number
1Chapter 1
Introduction
Case-control studies are used in epidemiology to try to determine variables associated with a
disease, by comparing those with the disease (cases) against those without (controls). Participation
rates in epidemiology studies have declined over recent years, with efforts to improve participation
proving unsuccessful. Case-control studies have been found to be susceptible to non-participation,
particularly in the control group where there is less motivation to participate. Non-participation
can lead to bias and this can result in the findings differing from the truth. Significant factors may
be missed or insignificant variables may be reported, and in extreme instances, the effects of risk
factors may be reversed.
Chapter 2 discusses background information relevant to case-control studies and participation bias
in more detail. An assessment of the treatment of non-participation in a sample of published
epidemiology literature is given in Chapter 3. The presence of participation bias and the action
taken by researchers in all articles of an issue of each of the top three impact factor epidemiology
journals is reported and summarised. This includes whether the study design was likely to be
affected by participation bias, any methods applied to reduce the bias, and whether this method
was appropriate.
The current methods proposed to reduce participation bias in case-control studies are summarised
and demonstrated in Chapter 4. A childhood type I diabetes dataset is also introduced and used
for the remainder of the thesis as a common theme by which to demonstrate methods to reduce
participation bias. Further details of the data can be found in Appendix A. The three methods
which are most commonly used according to Chapter 3 are each applied to a hypothetical example
2 1. INTRODUCTION
and the real diabetes data, and critically assessed. Other methods are described and assessed, with
references for further reading. The chapter ends with a flowchart tool, intended as a guide to assist
researchers in choosing a suitable method to reduce participation bias.
Having assessed the treatment of participation bias in the literature, and with the limitations of
the current methods identified, chain event graphs were applied to case-control studies in Chapter
5. This new approach is able to aid the identification of potential participation bias and assist
with the selection of a suitable method to reduce the bias, by investigating the missingness
mechanism. Chain event graphs are a relatively recent graphical methodology, developed in
artificial intelligence and statistics. Although their use has been demonstrated in cohort studies
they have not, according to the literature, been applied to case-control studies. Chapter 5 begins
with an introduction to this methodology, followed by application to the diabetes data. This
includes theories regarding the missingness mechanism and the likely categories of the missing
data. To further increase the utility of chain event graphs with case-control studies, Chapter
6 then proposes adaptations to these graphs for scenarios often encountered with case-control
data. Examples are provided for each adaptation and their use in investigating non-participation is
explained.
In Chapter 7 a new method is developed and demonstrated, which uses population data in place
of control data in a case-control study. This method to reduce participation bias has several
advantages over the current methods, such as recovering the true odds ratio when data are missing
not at random, and a critical evaluation of this method is provided.
Chapter 8 summarises and critically evaluates the findings from all chapters, including a
comparison between the results of the diabetes data from all methods. Suggestions are made
for future work, and both the strengths and limitations of the work in the thesis are discussed.
Participation bias affects a range of different study types, and the analysis of all of these types
is beyond the scope of this thesis. The aim of this thesis is to investigate solutions to minimise
participation bias in case-control studies, since they have been reported to be heavily affected
by non-participation in the control group. However, findings from this thesis may be relevant to
other research affected by participation bias. This includes not only other study designs used in
epidemiology, but also areas with similar problems such as non-response in the survey literature.
3Chapter 2
Background
This chapter provides definitions and background information relating to both case-control
studies and participation bias, which will be required for the later chapters. First, general
epidemiological definitions are provided, then case-control studies are described and participation
bias is introduced.
2.1 Epidemiological Definitions
For clarity and to ensure accessibility for those from other disciplines, the definitions of some key
epidemiological terms are given below.
• Bias: Systematic “deviation of results or inferences from the truth, or processes leading to
such deviation” [11, p14]. This means the true value will be over- or under-estimated.
• Case: “In epidemiology, a person in the population or study group identified as having the
particular disease, health disorder, or condition under investigation” [11, p21]. Therefore a
case is an individual who has the disease of interest in a study.
• Case-control study: “The observational epidemiological study of persons with a disease
(or other outcome variable) of interest and a suitable control (comparison, reference) group
of persons without the disease. The relationship of an attribute to the disease is examined
by comparing the diseased and non-diseased with regard to how frequently the attribute
is present or, if quantitative, the levels of the attribute, in each of the groups” [11, p22].
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Therefore case-control studies compare the characteristics of those with and without the
disease of interest to try to establish differences between these groups of individuals. Case-
control studies are described in further detail in §2.2.
• Causal diagram: A graphical display of the causal relations among variables, in which
each variable is assigned a fixed location in the graph (called a node or vertex) and in which
each direct causal effect of one variable on another is represented by an arrow (called an
edge) with its tail at the cause and its head at the effect.12
• Cohort study: Is a longitudinal study design which follows individuals over a period of
time (often years) to compare the occurrence of disease in a group of individuals who were
and who were not exposed to a risk factor of interest.13
• Confounding: The effect of an extraneous variable which wholly or partially accounts
for the apparent effect of the exposure, or which masks an underlying real association.14
Therefore, an apparent association between the exposure and disease may actually be due to
another variable. Alternatively, the apparent lack of an association may be the consequence
from failing to control for the effect of another factor.14 A confounding variable is a variable
which is:
– A cause (or surrogate) of the disease,
– Correlated with the exposure,
– Not caused by the exposure.15
Confounding is a result of the complex relationships acting between the exposure and the
disease, which can result in the relationship being over- or underestimated and it can even
cause the direction of the effect to be reversed.16
• Confounding bias: “Distortion of the estimated effect of an exposure on an outcome,
caused by the presence of an extraneous factor associated both with the exposure and the
outcome” [11, p37]. Therefore confounding bias is the over- or under-estimation of the true
effect, resulting from a confounder in the data. Further details are provided in §2.2.6.
• Control: “As used in...case-control study..., control means person(s) in a comparison group
that differs, in disease experience...from the subjects of the study” [11, p40]. Hence a control
is an individual who does not have the disease of interest, who is used for comparison with
the case(s). The control may have other diseases which are not of interest in the given study.
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• Missing data: Are where some data values in a dataset are unavailable for some variables
or some individuals. This missingness could result in bias, including participation bias or
selection bias. Further details are given in §2.3.7.
• Participant: “Person upon whom research is conducted” [11, p132]. Therefore the
participant is an individual who is included in the study and providing data for analysis.
• Participation bias: “(Non)participation bias refers to the systematic errors introduced in
the study when reasons for study participation are associated with the epidemiologic area
of interest”.17 Hence it is a type of systematic error in observational studies when the
participants are not representative of the population, which results when the participation
rates vary between different groups of individuals. Participation bias is a subset of selection
bias. Some authors use the terms ‘selection bias’ and ‘participation bias’ interchangeably.
This may be due to uncertainty of the difference between the two forms of bias, since they
are so similar, but it can cause confusion for the reader. The definitions also differ slightly
between fields, for example econometricians frequently use ‘selection bias’ to refer to any
form of bias resulting from selection or confounding.18 Participation bias is described in
further detail in §2.3.
• Randomised controlled trial (RCT): Is a study design in which individuals are randomly
allocated to one of at least two groups to test a treatment of interest. One group receives
this new treatment, while the other group(s) receive an alternative or no treatment.19 The
groups are followed through time and compared to try to determine the effectiveness of the
treatment of interest.
• Retrospective study: “A research design that is used to test etiologic hypotheses in which
inferences about exposure to the putative causal factor(s) are derived from data relating to
characteristics of the persons under study or to events or experiences in their past” [11,
p159]. Therefore a retrospective study uses data about the individual or their past, rather
than data regarding future events.
• Selection bias: The error due to systematic differences in characteristics between those
who take part in a study and those who do not. Selection bias invalidates conclusions and
generalisations that might otherwise be drawn from studies. It is a frequent and commonly
overlooked problem.11
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• Study population: Also known as the sample, it is a selected subset of the population,
which may be random or non-random and representative or non-representative.11
• Target population: The target population, also know as the base population or study
base, is “the collection of individuals, items, measurements, etc., about which inferences
are desired. The term is sometimes used to indicate the population from which a sample
is drawn and sometimes to denote any “reference” population about which inferences are
required” [11, p178]. In case-control studies, this is the group of individuals who would be
cases if they were to develop the disease of interest.
2.1.1 Definitions for Graphical Models
Graphical models will be used through the thesis and have their own associated terminology.
Definitions are provided below, which are applicable to most graphical models, including directed
acyclic graphs (DAGs) which will be used in §2.3.4.1 and later in Chapters 4–6. The definitions
below are taken from both the causal graph or DAG,20 and chain event graph21 literature (see
Chapters 5 and 6).
• Vertex: (or node) A point used to represent a variable.
• Edge: (or arc or line) A line connecting vertices. May also be referred to as undirected.
• Path: A set of vertices with an edge between one vertex and the next.
• Directed path: Where the edges in a path have arrows leading from one vertex to the next,
representing causality. The variable at the arrow head is caused by the variable at the tail.
Bi-directed arrows have an arrow head at each end.
• Collider: A vertex on a path with both arrows pointing towards it.
• Parent: The vertex from which a directed arrow originates.
• Child: The vertex to which a directed arrow points.
• Root vertex: A vertex with no parents.
• Leaf: A vertex with no children.
• Situation: Not a leaf.
• Directed graph: A graph where all edges are directed.
• Cycle: A directed path which begins and ends with the same vertex.
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• Tree: A vertex and edge set, and is a connected directed graph which has no cycles, one
root vertex and all other vertices have exactly one parent.
• Subtree: A tree which is the child of a vertex, and a floret is a subtree consisting of a vertex
set and its children, plus the associated edges.
• Directed acyclic graph (DAG): A graph where all edges are directed and there are no
cycles.
• Descendants (of a vertex): The set of vertices with a path leaving the vertex.
• Non-descendants (of a vertex): All vertices of a graph which are not descendants of the
vertex.
• Predecessors (of a vertex): The vertices which come before the vertex.
• A box around a vertex means that the variable represented by the vertex has been
conditioned on, which will be explained further in §4.3.
2.2 Case-Control Studies
A case-control study is an observational study design, which is primarily used to compare the
personal characteristics and exposures of individuals with the disease of interest against those
without the disease. They are retrospective studies meaning they use data from participants
about their past, usually through means such as interviews, questionnaires and medical records.
The disease and exposure of interest need to be carefully specified, for example, the exposure
would need to be defined by intensity, duration and total dose, while the disease would need
to be specified by symptoms, signs or laboratory findings.14 Case-control studies are different
from other types of study designs, as the sampling relies on the disease status rather than the
exposure status.22 Modern case-control studies evolved in around 1926 when Lane-Claypon
investigated the role of reproductive experiences in the etiology of breast cancer.23 Case-control
studies offered a solution to studying diseases with long latency periods, saving both time and the
number of required participants.23 These studies are therefore time efficient, statistically efficient
and also generally easy to analyse24 (see §2.2.5). A key event for case-control studies was the
demonstration that they can be used to estimate relative risks,25 in the same way as cohort studies
are able to. Since a range of different exposures can be investigated from the participants, case-
control studies can be very useful when little is known about the disease being considered.
8 2. BACKGROUND
The general set up for a case-control study is as follows; there is a population, which consists of
all those who are at risk and from this there are two groups recruited; those with the disease of
interest (cases) and those without the disease of interest (controls). The entire sampling procedure
should result in an “unbiased ascertainment of eligible cases and controls and a procedure for the
selection of a sample from them in a manner that assures that each individual has an equal chance
of appearing in the study” [14, p80]. The exposure of interest is then investigated by comparing
the levels of exposure for individuals in each of the two study groups. This information can be
used to assess whether the exposure may be associated with the disease. However, the validity
and the generalisability of the results depends on aspects such as how the cases and controls are
identified and how they are recruited. Since the study design is retrospective, the findings usually
relate to associations rather than causal conclusions, since the ordering of events is often unclear.
Case-control studies are observational, usually reasonably low cost, quick and easy to conduct.
The main difficulties with this study design arise through trying to minimise the various forms
of bias which can occur, such as selection bias, misclassification and recall bias.22 However,
case-control studies are still widely used to study rare diseases as they require considerably
smaller sample sizes than the corresponding longitudinal or cross-sectional studies.26, 27 The most
controversial part of a case-control study and the main source of criticism is how the controls are
recruited. Therefore they are most appropriate for detecting large effects, which appear genuine
rather than a consequence of the study design.22 Case-control studies are, like all study types, not
suitable when the disease affects the exposure as well as being a result of it, for example when
poor nutritional status is considered as an exposure for diarrhoea,22 which is an example of reverse
causality.28
2.2.1 Methods for Selecting the Participants
There are several different methods available for selecting cases and controls. Random sampling
involves selecting individuals such that each sample has a fixed and determined probability of
selection.14 EPSEM (Equal Probability of SElection Method) is where each of the population
individuals has an equal probability of selection; this is more commonly used than random
sampling.14 Systematic sampling refers to the sequential selection of individuals, who are
conceptually separated on lists by an interval of selection. For example, the researcher would select
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every kth eligible individual for the study.14 In stratified sampling the individuals are selected
at random from defined subgroups, or strata, of the target population. The samples from each
subgroup need not be the same size.14 Finally, matched sampling involves the pairing of at least
one control to each case on the basis of certain characteristics, while retaining some randomness.
The effects of the matched characteristics are consequently eliminated from the study.14
2.2.2 Selection of the Cases
Case-control studies are most valuable if the participants are selected in a suitable, unbiased way.
Ideally, all the cases possessing the disease of interest within the target population should be
included in the study, but this is unlikely to be possible in practice. However, to generate reliable
results this would not be required, just a sufficient quantity of cases to be representative of the
population.
The first requirement is the definition of the disease of interest. For example, the disease could be
specified as ‘cancer’, ‘liver cancer’, or ‘stage II liver cancer’; this must be decided before recruiting
cases. The method of diagnosis should also be decided. For example, whether self-diagnosis of
asthma would be sufficient, or whether a general practitioner (GP) diagnosis would be required.
If the disease is difficult to diagnose, the study may contain false positives where individuals are
mistakenly diagnosed, which should be considered during the analysis of the study.14
Next, the population of interest must be decided, which can be a hospital or geographical area,
and the time point chosen, whether it be a period of time or a particular time point.16 Bias can
arise from using just one hospital due to similarities of individuals within the local area, but this
is attractive due to its simplicity. The study population, are selected in such a way as to represent
a larger target population which the study aims to draw conclusions about, hence the choice of
data source is important. It is proposed that validity is more important that generalisability in
case-control studies, since results which are not valid will “preclude any ability to generalise the
results”,16 so it is suggested that only cases who have complete and reliable information available
are chosen, rather than those which may be more representative of the general population.16
However, this is an opinion which is highly controversial as it can introduce bias, since those
with complete information may differ from those without.
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The source of the cases is likely to depend on how, and where, the disease of interest is recorded.
For example, if the disease requires hospital admission, then the cases may be recruited using
hospital inpatient lists. Diseases requiring hospital admission could result in the sudden death
of some individuals before treatment, so the study results must either be applicable only to
treatable cases, or the analysis must consider those who died before treatment. Another source for
recruiting cases is GP lists, where the diseases may be initially recorded. Other sources include
NHS Digital,29 Hospital Episode Statistics (HES),30 or The Health Improvement Network (THIN)
database.31 Whatever the source for recruiting cases, it must be one through which the majority
of the cases can be identified.
Generally, it is more useful to recruit incident cases, who are recently diagnosed, rather than
prevalent cases, who have been diagnosed for a longer period of time,32 since prevalent cases
are survivors forming part of a larger previous group. Prevalent cases may therefore be receiving
treatment and so not represent those currently without treatment, meaning their results may only
generalise to a limited group of individuals. Other factors to consider include the stage of the
disease or disease presentation, if relevant.
2.2.3 Selection of the Controls
Controls are used to determine the frequency with which the exposure occurs in individuals who
do not have the disease of interest. This can then be used as a comparison to the case frequency,
so the controls must be representative of the source (or base or target) population from which the
cases were recruited.16 To achieve this, the controls should be selected randomly and independent
of their exposure status, from the same population as the cases.27, 33 The controls must not have
the disease of interest when the study begins and should only be excluded during the study if they
do not satisfy the required criteria. If a control develops the disease of interest during the study,
they must be treated as a case. It is possible that controls may become cases at some point in the
future after the study has been completed, but since the diseases considered in case-control studies
are rare, this is unlikely and hence would not have a drastic effect on the results.
Some sources for control recruitment include;
• GP lists; the same GP lists from which the cases were recruited.
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• Colleagues; if the disease is being investigated through a place of work.
• Electoral lists; the same electoral lists from which the cases were recruited.
• Hospital lists; patients from the same hospital as the cases, usually with a condition which
is completely unrelated to the disease of interest. However, these controls may not be
representative of the target population,27 since there are groups of individuals who are more
likely to be admitted to hospital, for example, those of a lower socio-economic status (SES),
introducing bias relating to social class.
• Random selection from the same area as the cases; random digit dialing was a method used
to find controls.
• Friends, neighbours, spouses, relatives.
Controls can be selected in two different ways; either as a group of controls or as a control to match
a particular case. Matched case-control studies are when the control is chosen to be similar to the
case with regard to as many of their characteristics as possible; usually considered confounders,
including variables such as age, location and occupation. Alternatively, controls can be recruited
for each case, but without matching any characteristics. If a matched case-control study is used,
no information will be obtained on the matched variable(s), so it is sensible to only match on
variables which are known to be unassociated with the disease of interest, or for confounders, if
the effects are already well documented.
The number of control groups can vary. Ideally, there should be a single control group which is
the most comparable group to the cases,16 but it can be difficult to find this ideal control group.
Instead, it is common practice to recruit more than one control group and compare the results. If
the exposure of the cases differs to that of all the different control groups, the theory behind the
exposure of interest is strengthened.16 It is also possible to have more than one disease group,
depending on the disease of interest. Another approach is to have a ratio of cases to controls.
The ratio of cases:controls can vary from study to study. When the number of available cases
and controls is large, and the cost of recruiting both groups is comparable, the optimal ratio is
1:1. However, when the sample size of cases is limited, due to the disease being rare, or when
the cost of recruiting cases is greater than controls, it is common for there to be a ratio of 2:1 for
controls:cases.16 As the number of controls per case increases, the power of the study increases,
but it is not recommended to have more than a 4:1 ratio, since not much statistical power is gained
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beyond this point.34
The selection approach used can vary depending on the nature of the study. For example, a
recent publication35 investigated the recruitment of controls into case-control studies as part of
the study of infectious disease outbreaks, and found that neighbourhood controls were the most
frequently used, and face-to-face interviews were the most common method of data collection.
While these approaches are likely to be convenient and provide the timely responses required
under the circumstances, they may not result in a randomly-selected representative sample which
is required generally for a case-control study.
2.2.4 Data Collection
There options available for ways to collect data from cases and controls, including interviews,
questionnaires, official data records or a combination of these sources. To prevent bias from
occurring, it is strongly recommended that the same method is used for collecting case and control
data, but this is often unfeasible due to differences in the data availability for each disease group.
Whichever source is chosen, the reliability and accuracy of the data should be assessed. Hospital
or electoral records are common sources, but have the potential to be out of date or incomplete.
Interviews or questionnaires ensure relevant data are sought, but the questions and questioning
method should be as similar as possible between the cases and the controls to reduce bias,
including the interview location, time and interviewer. It is also useful for the data collector to
be blinded to the disease status of the individual and the hypothesis.16 This interview approach
may be less helpful if an individual is too ill to communicate, or if they have a disease which may
affect their ability to recall data, such as dementia.
The value of the recorded data can vary; in a case-control study, exposure data which are recorded
before the individual is diagnosed are particularly useful.16 For example, if birth weight is the
exposure of interest (recorded accurately for each individual regardless of their disease status),
then it is more valuable than data recorded after assignment of the disease status. Hence this
is an example of where data are collected before diagnosis. In other instances, the accuracy or
completeness of the data may depend upon the individual’s disease status, which is less desirable.
Prior knowledge about the exposure and disease of interest, including their mechanisms, will help
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to determine which data should be collected16 and help to form more specific questions regarding
exposure, for example smoking habits ever, or smoking habits during the last five years.
2.2.5 Results of a Case-Control Study
The participants of a case-control study are selected because they either do or do not have the
disease of interest. Once recruited, they are subdivided into groups which were exposed or not, as
shown in Table 2.1.
Case Control Total
Exposed a b a+b
Not Exposed c d c+d
Total a+c b+d a+b+c+d
Table 2.1: Sample groups used to calculate odds ratios in a case-control study.
Case Control Total
Exposed a b a +b 
Not Exposed c d c +d 
Total a +c b +d a +b +c +d 
Table 2.2: Unknown population groups represented by a case-control study.
The total numbers of exposed and unexposed cases in the population cannot be derived from
Table 2.1, since a case-control study does not use a specific proportion of either category, and
the individuals are not randomly sampled from the population, but instead are sampled dependent
upon their disease status. Therefore, the incidence rate in the population and the incidence rate in
those exposed cannot be derived. It follows from this that the relative risk (RR), usually calculated
from the data, cannot be found. The relative risk is the risk of developing the disease relative
to the exposure. It is calculated as a ratio of the risk in the exposed group over the risk in the
non-exposed group. The true relative risk from Table 2.2 is therefore:
a′ × (c′ + d′)
c′ × (a′ + b′) .
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Case-control studies instead use the odds ratio (OR) to approximate the relative risk. Usually, the
proportion of the population who are cases is small; a rare disease. Therefore, a′ will be small in
relation to b′, and c′ will be small in relation to d′ [32, p40]. It follows that d′ approximates c′+ d′
and b′ approximates a′ + b′, so the OR and RR are very similar when the disease is rare.
Odds Ratio, OR = a
′/c′
b′/d′ =
a′d′
b′c′ .
Relative Risk, RR = a
′/(a′+b′)
c′/(c′+d′) ≈ a
′d′
b′c′ , when the disease of interest is rare.
However, when the disease of interest is common, the meaning of the OR will depend upon the
sampling scheme used for the controls.36 The usual choice is to select controls from those who are
still without the disease of interest at the end of the study. Therefore, any controls who develop the
disease of interest during the study, are treated as cases. In this instance; OR = a
′d′
b′c′ ; 0 < |RR| <
|OR|.22 This can be demonstrated using the hypothetical data in Tables 2.3–2.5.
Case Control Total
Exposed 10 90 100
Not Exposed 5 95 100
Total 15 185 200
Table 2.3: Odds ratio and relative risk: Rare disease, as common in case-control studies.
The OR using Table 2.3 is 10×9590×5 = 2.1 and the RR is
10(5+95)
5(10+90) = 2, which is very close as expected
when considering a rare disease. Table 2.4, with a less rare disease, gives an OR of 25×8875×12 = 2.4
and a RR of 25(12+88)12(25+75) = 2.1, which is slightly different as expected when considering a less rare
disease. Table 2.5 results in an OR of 40×8060×20 = 2.7 and a RR of
40(20+80)
20(40+60) = 2, showing how the
difference between the RR and OR estimates increases as the disease becomes more common.
Case Control Total
Exposed 25 75 100
Not Exposed 12 88 100
Total 37 163 200
Table 2.4: Odds ratio and relative risk: Less rare disease, not usually found in case-control studies.
Example 2.2.1 This example uses a hypothetical dataset, where the exposure of interest is coffee
consumption and the disease of interest is cancer. In a real study, the location and type of the
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Case Control Total
Exposed 40 60 100
Not Exposed 20 80 100
Total 60 140 200
Table 2.5: Odds ratio and relative risk: Common disease, not usually found in case-control studies.
cancer would need to be specified along with the criteria to be categorised as a coffee drinker,
including the frequency, number of cups and whether decaffeinated coffee is included.
Case Control Total
Coffee Drinker 150 250 400
Not a Coffee Drinker 20 90 110
Total 170 340 510
Table 2.6: Case-control study example: Coffee intake and cancer.
Odds Ratio, OR = 150/20250/90 =
150×90
250×20 = 2.7.
The odds ratio of 2.7 suggests that those who consume coffee are 2.7 times more likely to develop
cancer than those who do not consume coffee.
In Example 2.2.1 the individuals were categorised as ‘coffee drinker’ or ‘not a coffee drinker’ and
the approach will not be suitable for continuous exposures (unless dichotomised). There follows
an example with a hypothetical dataset showing how to calculate the OR when the exposure is
continuous, which is also applicable to exposures with multiple categories.
Example 2.2.2 Let the exposure be blood pressure (BP) and the outcome be stroke. The blood
pressure variable could be dichotomised (low/high), but in this example it will remain continuous
to retain as much information as possible about the exposure. A table similar to Table 2.6 cannot
be produced for the odds ratio to be calculated. Instead, a logistic regression model can be formed
and the odds ratio calculated as the exponential of the regression coefficient for the exposure
variable. There are 15 individuals, 4 of which are cases (stroke=1), shown in Table 2.7.
The corresponding model is as follows, (where ‘Stroke’ is in fact the log odds of stroke)
Stroke = -18.07 + (0.13× BloodPressure).
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BP 120 119 134 141 122 125 119 137 139 117 121 121 130 145 133
Stroke 0 0 1 1 0 0 0 0 0 0 0 1 0 1 0
Table 2.7: Hypothetical raw data: Blood pressure and stroke.
The odds ratio is then,
e0.13 = 1.14(2dp).
The 95% confidence interval for the odds ratio can also be calculated; (0.98, 1.33).
The odds ratio of 1.14 suggests that for a one unit increase in blood pressure, the individual is
1.14 times more likely to have a stroke, hence a 14% increase in the odds. This increase does not
depend on the original blood pressure reading, only the unit increase. However, as the confidence
interval for this odds ratio contains the value of one which indicates no association, it is possible
there is no association between blood pressure and stroke.
2.2.6 Confounding Variables in Case-Control Studies
A confounding variable is associated with both the exposure and disease of interest; causing the
disease, but not on the causal path from the exposure.37 DAGs are useful for identifying bias20
and determining whether or not a variable is a confounder, since confounders are a common cause
of the exposure and disease.18 If a variable is predictive of both the disease and the exposure,
then it should be incorporated into the analysis in an appropriate manner.38 A classic example is
if there is a study which is investigating the association between alcohol consumption (exposure)
and heart disease (disease), a confounding variable may be smoking. This is because there is likely
to be a greater proportion of smokers amongst the cases than the controls, since smoking is often
correlated with heart disease, and smoking can be associated with alcohol consumption. Therefore,
the apparent increased risk of heart disease which is associated with alcohol consumption, may in
fact be the result of smoking.32 A variable can only confound an association if it differs between
the case group and the control group.16 For further details on confounders, see §2.1.
One main concern in case-control studies, as well as most other study designs, is that confounding
may be occurring which is not identified. If known, the confounding variables can be accounted
for in the study design. For example, if age is a confounder, equal numbers of cases and controls
for each age group could be selected (stratum matching). Alternatively, a matched design could
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be used whereby the cases and controls are matched by age.22 If the confounding is not accounted
for in the study design, it may be considered during the analysis stage. Two proposed methods for
dealing with confounding variables during analysis are as follows:
1. Analyse subsets of the data, defined by the confounding variable. For example if age is a
confounder, the age of the individual could be restricted, and the effects calculated for each
age group, resulting in estimates unconfounded with regard to age. The results can then
be displayed as a set, with one result plus corresponding confidence interval for each age
stratum, or combined to form one overall unconfounded estimate. One way to pool results
is using the Mantel-Haenszel method;39
ORMH =
∑
ad/n∑
bc/n
, (2.1)
where a, b, c, d are as specified in Table 2.1, where each table contains one strata, and n =
a+ b+ c+ d. The suitability of this approach will depend upon the data.39
2. Use an analysis technique to adjust for the effects of the confounding variable(s), by
constructing a carefully chosen mathematical model. A logistic regression model is often
used, since the disease status is usually binary and as it allows for several confounding
variables to be adjusted for at once.32 The risk of disease is expressed as a function of
independent predictor variables,16 in fact the dependent variable is defined to be the natural
logarithm (ln) of the odds of disease, the logit. Let pid be the probability of the disease, then
pid
(1−pid) is the odds of developing the disease of interest and the log odds of disease, or the
logit, is written as ln
[
pid
1−pid
]
.16 The log odds of the disease is then:
ln
[
pid
1− pid
]
= B0 +B1X1 + · · ·+BnXn,
where the Xi are the recorded values for each individual of the independent variables and
the Bi are the corresponding coefficients for each of the independent variables. This can be
rewritten as:
pid =
1
1 + e-(B0+B1X1+...+BnXn)
,
to represent the probability of disease.16 The coefficients of the logistic regression model
denote the magnitude of the increase or decrease in the log odds produced by a one unit
change in the value of the independent variable. The coefficients therefore show the effect
of an individual variable on the log odds of the disease while keeping all other variables
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constant, and this model can also be adapted to include interaction terms if required.16
The magnitude of the overall confounding is estimated by comparing the crude estimates,
with the adjusted estimates. In case-control studies, this would involve comparing the two
estimated relative risks.16
2.2.7 Summary of Case-Control Studies
Case-control studies are useful when the disease of interest is rare, and in this instance the OR is
similar to the RR. Since the number of cases is known before the study commences, a significant
result can be obtained with relatively small participant numbers. Compare this with a cohort study
for a rare disease where the number of cases is unknown at the beginning of the study and hence
a larger sample size is required to ensure an adequate number have the disease of interest by the
end. The results from a case-control study can be generated relatively quickly since there is no
need to wait for the disease of interest to develop as in a cohort study, resulting in case-control
studies being relatively cheap to perform.32
Case-control studies are retrospective, relying on data which can be susceptible to problems
such as recall bias. It may be that individuals cannot remember specific details or that the
data records used are inaccurate or outdated. Problems associated with causality can also occur
from retrospective data, since it is usually not proven that the exposure preceded the disease and
therefore may have caused it. Finally, it has been well documented that controls can be difficult to
recruit for case-control studies and this can affect the validity and generalisability of the results.32
Further recent details of case-control studies are available.40
2.3 Participation Bias
The two most common sources of bias in causal inference studies are confounding bias and
selection bias41 (of which participation bias is a subset). However, before considering participation
bias, one idea which is often linked is that of participation rates, but how are they calculated?
2. BACKGROUND 19
2.3.1 How to Calculate Participation Rates
Participation rates for epidemiological studies are rarely 100% and have been declining during the
last 30 years or more,27, 42 as documented by academic researchers, governmental agencies and
non-profit companies.17 For example, cooperation rates;43
participants interviewed
number of eligible individuals contacted
,
in published population-based case-control studies declined by 3.33% per year in cases and 5.15%
per year in controls from 1991 to 2003.44 It is not uncommon to have cooperation rates of around
70% and response rates;
interviewed
interviewed+eligible non-participants+individuals of presumed but unconfirmed eligibility
,
of around 50%.45 Some studies have managed to maintain relatively high participation rates
over time, however even these studies have suffered from increased refusal rates and hence have
only maintained high participation rates by increasing their effort to recruit the hard-to-reach
individuals.46
For any study it is useful to assess the participation rates to determine how they differ between
study groups. A number of different formulae for calculating participation rates have been
proposed. In fact, it has been stated that “there are so many ways of calculating response rates
that comparisons across surveys are fraught with misinterpretations”.47 However, generally the
participation rate is considered to be the number who participated divided by the number who
were eligible to participate; where the number eligible can be difficult to determine before the
initial interview. Examples for how to calculate participation rates are shown in Equations (2.2)
and (2.3), however these equations can be altered by a research group to ‘improve’ the study rates
and hence make the study results appear more reliable.
Case Participation Rate:
interviewed cases
interviewed cases + case refusals + surrogate refusals + consultant refusals
× 100. (2.2)
Control Participation Rate:
interviewed controls
interviewed controls + control refusals + GP refusals + non-interviewable
× 100. (2.3)
The different refusals are defined as follows,
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• Case or control refusals: When the initial potential participants refuse to take part.
• Surrogate refusals: When the initial potential participants refuse to take part, surrogate
potential participants can be selected. Surrogate refusals are when these individuals also
refuse to participate. (Note this differs from where surrogate is sometimes used to describe
an individual who provides data on behalf of someone who is unable to, such as for a child,
someone who is critically ill, or someone who has died).
• Consultant/GP refusals: When the consultant for the case, or the GP for the control does not
allow their patient to be approached by the study group. This may be because the consultant
believes the case is too ill, stressed or busy, or the GP has additional information for why
they believe the control should not be asked to participate.
There are different ways in which the participation rates can be compared, depending upon the
research aim. Examples include; overall, or by sex, age group, study region, social class estimators
or deprivation indices.
It is useful for a study to provide a table or diagram showing the numbers of individuals
who participated or refused, so statistics such as the participation rates can be calculated if
not included. Comparisons can then be made between the participating and non-participating
groups (cases/cases, controls/controls and cases/controls), to determine how the groups differ.
These comparisons can help to decide whether the cases and controls represent the same target
population, or whether they differ due to their sources or the motivation to participate between
the groups. It can be difficult to compare participation rates between studies, since there are
often different recruitment methods used and the individuals need to satisfy different criteria.
Also, unfortunately some studies do not record enough information to allow statistics such as
participation rates to be calculated.44
Alternatives to participation rate calculations have been suggested.17 The American Association
for Public Opinion Research (AAPOR) suggests that the response rate is the number of completed
interviews, divided by the number of possible interviews, the co-operation rate is the number of
cases interviewed, divided by the proportion of all eligible cases and lastly the refusal rate is the
proportion of cases who either do not attend the interview or refused to be interviewed. However,
there are still different ways in which to define the parts of these rates, and one document gives
6 response rate equations, 4 co-operation rate equations and 3 refusal rate equations.43 Some
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recommend reporting a variety of rates, along with the methods used to calculate them,17 but
space restrictions mean this is rarely practiced in epidemiological papers.
The confusion around which rate to use to assess participation and the choices of how to calculate
that particular rate, may be reasons why participation rates from studies are often not reported.45
An additional reason may be that authors do not wish for their findings to be dismissed if they
reveal low participation rates. Lastly, some studies may not have recorded enough information to
confidently report the participation rate.
It can be difficult to assess how the participation rate has affected the study results. It is not simply
a matter of calculating the participation rate and using a cut-off value to determine whether the
study will be ‘good’ or ‘bad’.17, 27 The main concerns arise when the lack of participation leads to
participation bias; the systematic error introduced into the study when the reasons for participation
are associated with the epidemiologic area of interest.17 It is therefore the differences between the
participants and non-participants which determine the amount of bias.48–50 Some studies with
lower participation rates can result in less bias than those with higher participation rates, so a
low participation rate does not necessarily indicate a poor study with a high level of bias,50–52
although low rates can allow more opportunity for bias to occur.27 However, sometimes this idea
of low participation rates not leading to large amounts of bias is used in the discussion of a study
without the actual amount of bias being assessed.53 To encourage a participation bias analysis to be
conducted, journals could insist all case-control studies detail a participation bias calculation, for
judgment by the reader. Alternatively journals could adopt standardised formulae to calculate rates
such as those proposed by The American Association for Public Opinion Research (AAPOR),43
which would give guidance to researchers and allow easier comparison between studies. Similar
advice is published.27 Where participation bias may be a concern, methods such as those given in
Chapter 4 should be considered.27
Differences between participants and non-participants can only usually be assessed if there is
information available on the characteristics of those who did not participate and this information
is often limited.54 In some cases, such as when the study uses random-digit dialling, there is no
means of identifying those who did not participate.55 There have been efforts made to acquire
this comparative information,56–58 but there can still be constraints on being able to use this
information within the study.54 If at all possible, widely available information should be used,
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such as census data or national databases,59, 60 which are virtually free from participation bias,
since all households are required to partake. Some suggest that the profiling of non-participants
may be just as important as that of the participants.54
There are currently different opinions on the effects of non-participation. Some consider the effects
to be minimal, while others claim it can have dramatic effects on the results.61 It would appear
the effect of non-participation varies from study to study and depends upon the combination of a
number of factors such as;
• How the participation rates differ between the case and control groups.
• What the participation rates are; high or low.
• How participation is related to the exposure and disease of interest.
2.3.2 Individual Characteristics Associated with Participation
2.3.2.1 Motivation to Participate
When conducting a study the success of recruiting, particularly a control, will depend partly on
the willingness of the individual to be involved in medical research, which will rely upon their
general attitudes towards research, any previous participant experiences, demographics, and the
disease of interest. The required effort to recruit controls into studies is thought to have increased
substantially from 1991 to 2003,46 including factors such as the number of times an individual
needs to be contacted.
There are a number of ways in which an individual may not participate, including;
1. Actively refusing to participate.
2. Refusing to respond to the data collection method, such as a survey or telephone call.
3. Being uncontactable, for instance if the GP records are not up to date.
There are authors17 who believe there are four main reasons why an individual would not
participate in a study, these are;
1. The increasing number of studies being conducted over recent years. It is likely that each
individual is facing an increased number of requests for participation into studies, including
those conducted by academics, the government or medical companies. This increase may
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cause an individual to refuse all the requests, since they view it as an invasion of their privacy
or a burden on their personal life. They may also believe their input is less valuable, since
so many requests are made and hence refuse. Telemarketing is thought to have affected the
participation rates for epidemiological studies, since it can be hard to distinguish between
sales and research when the telephone calls at home seem similar.17
2. The general decline in volunteering in the United States and other Western countries.
Studies have shown that participation into research is related to participation in other events
such as community organisations or activities.62, 63
3. The personal circumstances of the individual regarding the disease or exposure of interest,
or their ability to relate to it. For example, studies which have looked into the effects of
mobile telephone use and cancer64 or the effects of fried potato consumption and cancer,65
have both stated participation rates of 90% or more. This uses the same reasoning as to why
cases are more likely to participate in case-control studies than controls.
4. The perceived amount of time, data and commitment the study will require. This may also
include whether the study has the potential to be painful, personal or to require confidential
information.
2.3.2.2 Incentives
Incentives, such as cash, can affect participation. The National Survey on Drug Use and Health
recorded participation rates as follows:66
• 69% for those who received no cash incentive,
• 79% for those who received $20 incentive,
• 83% for those who received $40 incentive.
However, the effect incentives have on participation is unclear. One investigation67 into the use of
incentives in surveys found larger cash incentives were more effective at recruiting those with a
lower level of education or those with a lower income. It also found in other instances the use of
cash incentives was more effective in recruiting those with a higher income and higher education
level, who expected compensation for their time.
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2.3.2.3 Demographics
In case-control studies, participation is also dependent upon the satisfactory fulfillment of the case
or control criteria. After selection, the probability of participation is often higher for cases than
controls, which may be for a number of reasons. Cases may be willing to help with any research
into their disease in the hope that a cure can be found, or a cause of the disease identified to
help to prevent others from suffering. Controls do not have this same motivation and may only
be interested in participating if they have personal connections to the disease, such as a friend or
relative who is a case.
Studies such as the UK Childhood Cancer Study (UKCCS) have shown there are certain groups
of individuals who are more likely to participate as controls such as women, the employed, the
educated and those who are married,68 with lower response rates in more deprived areas.69 Other
studies have agreed that these factors are associated with participation;17
• Sex: It has been well documented that women are more likely to participate than men.70–74
• Age: Older individuals have been shown to be more likely to participate in some
studies,70, 72, 73, 75 yet younger individuals have been more likely to participate in others.63
This may depend upon the research topic.
• Ethnicity: White individuals are more likely to participate in some studies,76 while black
or minority groups are more likely to participate in others.63, 77 Again this may be due to the
area of research, or possibly the study location.
• Socio-Economic Status: Those with high SES have been shown repeatedly to be more
likely to participate.70, 74–76, 78, 79 SES can be measured as, deprivation,68 housing,58, 80–82
income,81–83 education,56–58, 81, 82, 84–87 or occupation.57, 58, 80–82, 88
• Education: Those more highly educated are more likely to participate.63, 76
• Employment: Those who are employed are more likely to participate.72, 76, 78
• Marital Status: Those who are married are more likely to participate.76, 78
It is also believed that cases are more likely to participate if they are at an earlier stage of their
disease and have a higher chance of survival, which may be due to different attitudes at earlier
stages or that later stages prevent individuals from being healthy enough to participate. These
characteristics could be used to form ideas about the types of individuals who are more likely to
participate and their other commitments such as employment or family, and possibly assumptions
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about when would be most suitable to contact them and by which means. These ideas could then
be used to try to increase recruitment in future studies. Most of the characteristics here are taken
from a review article in 2007, but a more recent review will be conducted in §2.3.5, formed using
publications from 2007–2015.
2.3.2.4 Study Area and Requirements
There can be increased difficulty in recruiting cases or controls for exposures which are deemed
to be negative in some way. For example, those who smoke or consume alcohol may be less
willing to participate due to the stigma attached to their lifestyle. This may also apply to
cases with a less socially acceptable disease of interest, such as an eating disorder or a sexually
transmitted disease.17, 89, 90 The current circumstances of the potential participant could also affect
their likelihood of participating. An individual in an abusive relationship may be less willing
to participate in a study regarding domestic violence if they are still living with their abusive
partner.91 However, they may be more willing if they have started a new life away from that
partner.
The requirements of the study can play an important role in determining the participation rates.
As expected, studies which require more time, or which involve more invasive procedures such as
giving blood, or personal questions, are likely to have lower participation rates.49, 92 Factors which
affect participation can also have different effects on cases and controls. For example, a variable
which may affect participation for cases, may not for controls. Those variables which do affect
participation for both cases and controls are unlikely to affect both groups to the same extent. It
may be that the variable may increase participation in one group, while decreasing it in the other.
2.3.3 Study Factors Associated with Non-Participation
While some areas of epidemiology are flourishing due to the wider availability of registers and
databases, others are suffering due to the decline of participation into studies which require
interviews, questionnaires, or biological samples.45 In 2006, an assessment of the state of
response rates was conducted, by analysing epidemiology studies which were published in the
period leading up to 2003 in ten high-impact journals in epidemiology.45 It was found that only
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41% of cross-sectional studies, 56% of case-control studies and 68% of cohort studies provided
information regarding response or participation rates. The publications analysed included studies
from 1970 to 2002, and in this time it was seen that participation rates decreased for all study types
and most dramatically in control groups. It stated that participation rates of 70% and response rates
of 50% were no longer uncommon and that it must be considered how much the response rates
affect the study results, if at all. The following examples were given;
• A 70% response rate in cases and 60% response rate in controls could result in very little
bias for one exposure, while creating large bias in another exposure within the same study.
• Equal response rates in the cases and the controls may not be of any benefit if the non-
participation differs between the two groups for the different variables, as is often found.
• Also, rather high non-participation rates may not be of any concern if the reason for non-
participation is unrelated to the exposure. Even when the reason for non-participation is
related to the exposure, this will not result in bias unless the participation regarding exposure
differs between the two groups.
Non-participation can be associated with different stages in a study and some examples applicable
to case-control studies follow. Many of these examples are taken from a review which was
published in 2007, but a more recent review will be conducted in §2.3.5, formed using findings
from 2007–2015. This new review will also report on up-to-date study design factors thought to
affect participation in §2.3.5.4.
2.3.3.1 Study Design
Particular features of a study design may affect participation, for example when the study is
retrospective. In this instance, the exposure and disease have already occurred, which may affect
the motivation of the (non-)diseased and (non-)exposed. The sensitivity of the data and need for
each participant to give active consent are also features which may affect participation.
It may be possible to retrieve information about those who have chosen not to participate, but
often there will not be sufficient time or funds for this and even when there are, it may be difficult
data to record accurately. This can subsequently prevent a comparison between participants and
non-participants.
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2.3.3.2 Selection Process
Ideally, the potential participants for a study should be chosen randomly from a well-defined
population over a specific time interval to avoid selection bias, and then each of the randomly
selected individuals would participate to avoid participation bias. In practice there are restrictions
such as ethical constraints, which can affect the selection process and even when a carefully
planned selection process is used, there is no guarantee that all individuals will participate. In
addition to the decreasing participation rates noted by several authors in the 2007 review,17 studies
are generally looking for smaller effect sizes,93 meaning the problems associated with participation
are increasingly important.
In case-control studies, cases may be selected using hospital lists or disease registers, whereas
controls may be selected using birth registers. However, the two groups are expected to represent
the same population. In case-control studies, the cases and controls must be sampled from the
same population.94 It may therefore be more suitable to instead recruit the controls from the same
hospital as the cases, but only from patients who have a disease unrelated to the study disease.
However, this may result in the participants having similarities related to their hospital, such as
a similar socio-economic background caused by a similar residential location and therefore they
may not represent the general public due to their hospital attendance. For practicality, the controls
are sometimes recruited from GP lists, which are thought to cover around 98% of the population,95
which is high, but still excludes some individuals.
Non-participation may be due to not being involved and active. For example, if the study requires
volunteers, non-participation occurs when an individual does not step-forward. Studies have
shown that, as how participants differ from non-participants with the characteristics in §2.3.2,
volunteers differ from non-volunteers. Another selection method is a postal or online questionnaire
or survey, where some individuals may simply not respond. Again, those who choose to respond
are likely to be different in some respects to those who do not.
The study criteria for participants can also result in non-participation. For example, if those at the
later stages of a disease are excluded as they are deemed too ill to participate, this could result in
willing cases being excluded. However caution should be taken with these criteria, since the study
results will then not be generalisable to those who are most ill.
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2.3.3.3 Method of Data Collection
Some methods used for recruiting individuals have been found to be more successful than
others. Generally, studies which use face-to-face recruitment have higher participation rates than
those using telephones or letters,96 which may be due to the individual feeling more obliged to
participate when asked face-to-face. In case-control studies, since the disease status is known
prior to the study, it is common for the cases and controls to be recruited using different methods,
which can therefore affect participation.
There have been studies into the methods used to collect data from participants and non-/partial-
participants; with different methods often used for the two groups. Studies frequently use
face-to-face interviews for participants but telephone interviews for obtaining basic background
information from non-participants.57, 58, 81, 86, 97 This may determine whether or not an individual
participates at either level. If the study centre is far from the individual’s home or only open when
the individual is working, they may be more inclined to ‘participate’ as a non-participant rather
than a full participant.
The different methods used for the two groups may introduce information bias, such as
misclassification bias, interviewer bias, recall bias or reporting bias. One solution to reduce this
bias may be to use information which is freely available to compare the participants with the
non-participants, such as electoral registers, basic medical records, cancer registries or census
data. This may be preferable since the information for both groups of individuals is obtained
from the same source and hence reduces problems associated with information bias. Limitations
of this approach include the availability of data and the possibility of inaccurate or out of date
information.
There can be problems even when a suitable recruitment method is used. If telephones are
used to recruit cases and controls, the recent increase in mobile telephones as well as some
households having multiple landlines or unlisted telephone numbers, all contribute to the difficulty
in contacting suitable participants.17 Lifestyle changes, such as increased working hours and more
women in work, have also made it more difficult to contact individuals at home, resulting in either
alternative individuals being contacted or more attempts being required.17
Two main factors should be considered when planning the data collection method. Firstly, the
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way in which the data will be collected; for example a questionnaire, interview or examination.
Secondly, the individual collecting the data; whether they are a trained interviewer or not, and their
awareness of the exposure or disease status of the participant. It is preferable for the individual
collecting the data to be unaware of the disease status of the participant (blinded), so they do not
ask questions regarding the exposure in a different way for cases and controls. The participant
should be unaware of the exposure of interest if possible, and the questions regarding exposure
should be masked by questions regarding other exposures. Whatever decisions are made, it is
crucial the data for both cases and controls are collected in the same way.
Some studies,98–101 have adopted more than one option for data collection in an attempt to increase
participation rates. For example, some studies give the participant the option of completing
their questionnaire by post or using the Internet.98 Other studies use different data collection
methods for those who did not respond to the first method.99–101 However, these studies could
raise concerns regarding differences in the participants who respond using varying methods.17
Care should be taken when trying to avoid non-participation during data collection, as extreme
efforts to recruit unwilling participants in order to improve the participation rates may be viewed
as unethical.17
2.3.4 When Does Non-Participation Result in Bias?
Non-participation can lead to participation bias, but bias does not always occur.102 A study
with a very low participation rate may contain little or no bias, while another study with
a high participation rate may have large problems associated with participation bias. Some
work has already been conducted into the effect on regression estimates from non-participation
or attrition,103–109 with some showing little effect of participation bias resulting from non-
participation.
2.3.4.1 Participation, Exposure and Outcome Relation
Participation bias can be explored using causal graphs.20, 94, 110–112 Generally, if participation is
associated with the outcome in the analysis (conditional on all the variables in the analysis model),
then there is potential for bias (regardless of whether participation is associated with the exposure).
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The exception to this is when the outcome is binary and logistic regression is used, as in case-
control studies. In this instance, non-participation only causes bias if it is associated with both
the exposure and outcome, and an interaction between them (on the probabilistic scale). The
definitions which follow focus on this scenario which applies to case-control studies.
In case-control studies, bias is said to be present when the participation variable is a collider in the
causal graph and is conditioned on.94, 113–115 This definition exists not only in the epidemiology but
also in sociology.116 For participation to be a collider, there is an arrow from the exposure variable
to participation, and another from the disease variable to participation. Therefore, both variables
must be causally associated with participation such that participation is a common effect of the
exposure and disease, and participation must also be conditioned on.111 This also applies to a cause
of the exposure or cause of the outcome, in place of the exposure and outcome respectively.111, 117
Different definitions apply for other study designs.
A detailed explanation for why this causes bias is available from Pearl113 or Spirtes.118 Briefly,
this can be explained as follows. If exposure causes participation (say positively), and disease
causes participation (again say positively), if it is known that a given participant is unexposed,
then the individual is likely to have the disease. This suggests an (inverse) association between
the exposure and disease, even if there is not one in the population. In this instance, the odds
ratio would be likely less than one, suggesting the exposure is protective with respect to the
disease of interest. In epidemiological studies, the participation variable is conditioned on when
only data from participants are used in the analysis, usually to estimate the exposure-disease
association. This conditioning on common effects is the definition of selection bias,18, 94, 111 of
which participation bias is a subset. Bias is then said to be present when the association between
the exposure and outcome variables is not solely due to the result of the causal effect of the
exposure on the outcome.111
Participation bias can also be explained without using terminology from causal graphs. Bias can
arise in estimating the effect between the exposure and outcome if participation is influenced
either by the exposure or by factors that influence the exposure, and is also influenced by the
outcome or factors which influence the outcome.18, 117 This would again assume that only data
from participants are used in the analysis.
If participation is a collider of exposure and outcome, then conditioning on participation (by
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using in the analysis only those who have participated), means that the exposure and outcome
are associated, conditional on participation.18 Therefore it is expected that, conditional on
participation, the exposure and outcome are associated, even if the exposure does not affect the
outcome.18 This is also true when a descendant of a collider is conditioned on.38 Recall from
§2.2.6 that confounding is where there is a common cause, and bias results when this common
cause is not conditioned on. In contrast, selection (or participation) bias is where there is a
common effect, and bias results when this common effect is conditioned on.111 It is therefore
important to know the direction of the arrows in a causal diagram, rather than just the association.
A reversal of arrows could result in the definition of confounding as stated in §2.2.6 instead,
depending on whether or not the variable has been conditioned on.
In the literature, participation bias may be more widely referred to as selection bias, which is also
termed collider-stratification bias or bias resulting from conditioning on a collider,115 all of which
support the definition given in this section. A spurious association can be induced by conditioning
on a collider by design or during analysis.114, 115, 119 In case-control studies, conditioning on a
collider is often through the study design, as will be discussed in §2.3.4.2. This can result in bias in
two ways, (i) since participation is a collider which is conditioned on and (ii) since participation is a
descendant of a “virtual collider” (the disease), whose parents are the exposure and the unmeasured
error term of the disease (also sometimes referred to as a “hidden variable”), which is always
present but not often included in graphical models.119
The quantification of bias resulting from a collider which is conditioned on has been studied,110
with findings indicating the magnitude to be largest when both the exposure and disease cause
participation, smaller when only the exposure causes participation and smaller still when neither
the exposure nor the disease influence participation.110 Therefore, the definition of participation
bias, which fits the first of these three scenarios, can result in the largest of these three biases,
causing it to be an area of interest. This first scenario is also more likely in case-control studies
than other study designs, since both the exposure and disease have occurred before participant
recruitment, hence the focus on this study design here.
The size of the bias is affected not only by the association between the participation, exposure and
disease variables, but also by the distribution of participation. If non-participation is very rare,
then the exposure-disease OR would likely approximate the true OR, with negligible bias.110
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There are minor differences between the definitions of participation bias used by different
authors.111 A key epidemiology textbook18 acknowledges the difference between their definition
and that given by a leading causal graph article,111 and the causal graph article acknowledges
differences within and between fields.111 While each author has their reasoning for selecting
a particular definition, these differences could lead to confusion amongst those using these
definitions. For this thesis, the definition given in the causal graph article111 will be favoured, since
it is widely used in epidemiology literature [the article had been cited 848 times by 04/02/2016].
An Example of Participation Bias Using Causal Graphs
A hypothetical example of participation bias demonstrated using causal graphs follows, which is
very loosely based on an example by Hernan et al.111 It uses an example of an inappropriately
selected control group which can be common in case-control studies, either through poor selection
or through non-participation.
Let there be a case-control study interested in the association between an exposure, lactose
intolerance, and a disease, hypertension. Case-control studies select a higher proportion of cases
from the population than controls, and cases are more likely to participate than controls, hence
there is an arrow from the disease to participation. Next, let the control group be recruited from
patients with osteoporosis, hence there is an arrow from osteoporosis to participation. Since
individuals who are lactose intolerant may consequently have osteoporosis, there is an arrow from
the exposure to osteoporosis. A causal graph for this is shown in Figure 2.1, where the exposure
is lactose intolerance, the disease is hypertension and the auxiliary variable is osteoporosis.
Participation is therefore a collider between the exposure and disease, and once conditioned on (by
only analysing data from participants) leads to bias resulting from an inappropriate control group.
In the population, there is no known association between lactose intolerance and hypertension.
However in the study sample, the controls were taken from a group who had osteoporosis, and
hence controls were more likely to have osteoporosis than cases. Lactose intolerance increases the
occurrence of osteoporosis, so the controls are more likely to be lactose intolerant than the cases.
Therefore, the odds ratio for the association between lactose intolerance and hypertension is likely
to be less than one, suggesting lactose intolerance is protective against hypertension.
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Figure 2.1: Example of a causal graph with participation bias.
2.3.4.2 Differences Between Common Study Designs
Some study designs may be more prone to participation bias than others. Here, three common
designs; cohort studies, case-control studies and randomised controlled trials are considered, and
examples are given in §2.3.4.4 – §2.3.4.10.
Participation bias can occur in cohort studies,111 although this bias has generally been shown to
be small.61, 120, 121 Participation bias in this study design can occur from a biased sampling frame
(and hence be closer to selection bias120), volunteering,121 non-participation61 or loss to follow
up.111 The effect of participation bias in cohort studies is often deemed negligible as the outcome
has not yet occurred, and comparison between studies,121 or simulations61 confirm this theory,
even when extreme values are used.120
Due to the retrospective nature of case-control studies, the exposure and disease of interest have
already occurred, thus increasing the possibility of participation being dependent upon these
variables. In addition, participation will be conditioned on, since only data from participants
are used in the calculation of the exposure-disease association. By definition, case-control studies
involve conditioning on a child of the outcome, specifically the participation variable.18 Therefore,
participation bias is more likely in this study design than other designs.
Randomised controlled trials (RCTs) can suffer from participation bias, through loss to follow up
and non-participation post-selection.111 The random element of RCTs may lead researchers to
believe they cannot suffer from participation bias, but unfortunately dropout after the study has
started allows participation bias to be possible, although less common than in other study designs.
Factors such as the study design make some studies more susceptible to participation bias
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than others. The retrospective nature of case-control studies mean potential participants have
already encountered both their exposure and disease status, which could affect their probability
of participation. Some studies may blind their participants to the exposure of interest, but the
disease status will always be known since it is a requirement for participation, and the mere fact
the exposure has occurred, may cause differences between the participants and non-participants.
Randomised controlled trials (RCTs) and cohort studies have the prospective advantage that the
outcome of interest is not known at study enrollment and hence participation bias is less likely to
occur. For this reason, case-control studies are the focus of this thesis.
2.3.4.3 Does the Analysis Method or the Structure of the Outcome Matter?
There are different ways to report the association between two variables such as an exposure and
outcome, and these include the odds ratio (OR), relative risk (or risk ratio) (RR) and absolute
risk reduction (ARR). The relative risk is the number of times more likely the outcome is in
the experimental group than the control group and hence is often the desired outcome. In some
instances, the relative risk will not be possible due to the required data not being available and
instead an odds ratio must be used as an approximation to the relative risk, such as in case-control
studies as discussed in §2.2. Case-control studies utilise odds ratios rather than relative risks so
they can sample from the case and control population separately to reduce the risk of recruiting
very small numbers of cases when the disease in rare. The odds ratio also has the advantage of
being invariant to the labelling of the event/non-event.122 Although individuals participate in a
case-control study with probability dependent upon their binary disease status, the odds ratio for
the effect of the exposure on the outcome in the study group is unbiased, as a consequence of its
reversibility.18, 38 In other words, the bias produced by conditioning on a child of the outcome
will cancel out of the odds ratio from the study, provided participation is only associated with
the exposure through the outcome.18 Therefore for the OR to be biased, the exposure variable
must also affect participation.38 The exposure and outcome can affect participation independently
without causing bias. The examples and scenarios used in this thesis will focus on the case-control
study design, with logistic regression as the analysis method.
A binary outcome variable such as case/control often uses logistic regression. Logistic regression
can underestimate the probability of rare events123 and methods have been proposed for this.123
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It is also biased for finite samples and investigations into the bias have been conducted.124–126 It
has been known for some time that some models can be biased when analysing a non-random
sample127 and guidance has been provided for this.127 The main advantage of the binary outcome
in case-control studies, is that it can be summarised using an odds ratio (OR),110 the advantages
of which are given above.
2.3.4.4 Example 1: Participation Bias in a Case-Control Study of Alcohol
There are instances where non-participation leads to bias, as the next few examples will
demonstrate. Let there be a hypothetical case-control study to determine whether excessive alcohol
consumption is associated with bowel cancer. Let the cases be more likely to participate as they
have greater motivation and interest than the controls, and let those who drink excessively be
motivated to participate as they are interested in the potential risks of their lifestyle.
A causal graph can be formed with this information. Let D denote the disease status of the
potential participants, E represent the excessive drinking and P show whether or not an individual
participates in the case-control study. This leads to;
• E −→ P , since those who excessively consume alcohol are interested in their long-term
health risks;
• D −→ P , since a higher proportion of cases are sampled and cases are more interested in
the study than controls, as they would like an explanation or cure;
• E −→ D, which is the association of interest.
Since only the participants can be studied, as the non-participants do not have their details
recorded, the participation variable, P , is conditioned on. There are now the requirements
for participation bias; a collider between the exposure and outcome, which is conditioned on.
Therefore, this scenario would result in participation bias, which would then need to be accounted
for during the analysis.
2.3.4.5 Example 2: Participation Bias in a Case-Control Study With Multiple Variables
If a case-control study has multiple variables, these can disguise the conditioning on a collider,
but participation bias can still occur. For example, let there be a hypothetical exposure E and
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disease D, with participation P affected by the disease, since the selection criteria is based upon
the disease status of an individual, and cases are often more likely to participate than controls.
Now let the controls be selected from a group with a particular attribute A, such as asthma. If this
attribute is affected by the exposure, and since participation is conditioned on, there is again the
scenario whereby a collider is conditioned on, which is a common effect of the outcome and the
exposure. This can be considered to be participation bias through poor recruitment of the control
group.
• E −→ A; A −→ P ; D −→ P ; E −→ D.
2.3.4.6 Example 3: Berkson’s Bias
Berkson’s bias128 is another example of bias, which occurs when two unassociated diseases are
compared within a hospital environment. If all participants are hospitalised due to one of the two
diseases, hospital admission is conditional on and a spurious association between the diseases is
formed. This can be extended to case-control studies if the exposure of interest is a risk factor
for the first disease, since it will also be shown to be a risk factor for the second disease (now the
disease of interest) through the same reasoning.
2.3.4.7 Example 4: Participation Bias in a Longitudinal Study
In a hypothetical longitudinal study there may be loss to follow up, where individuals may ‘drop
out’ of the study for reasons such as moving away from the study area, or death from an unrelated
cause. In this instance, if the loss to follow up is caused by the exposure and caused by a variable
which also causes the outcome of interest, such as a poor immune system, then bias will be caused.
The bias is again due to conditioning on a variable which is a collider of the exposure and outcome,
or in this case, a cause of the outcome.
2.3.4.8 Example 5: Participation Bias in Randomised Controlled Trials
Randomised controlled trials (RCTs) are often thought to contain little or no bias, since the
treatment or similar is assigned randomly. However, individuals may still be lost from the study
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after random allocation in a study, for reasons such as an adverse effect from the treatment drug or
a disinterest resulting from being allocated to the placebo group. In these instances, the exposure
has caused an effect, which has lead to the loss of a participant. If the effect is also caused by a
factor which causes the outcome, which could again be a poor immune system, then bias is caused.
These examples need not be caused by loss to follow up, they could also be due to non-response
in a survey or missing data in an interview. Failure to answer particularly sensitive questionnaire
sections or to attend clinic meetings are also possible.
2.3.4.9 Example 6: Participation Bias in a Real Case-Control Study
One real example is a case-control study which was conducted to investigate the efficacy of
Papanicolaou (Pap) smears in reducing mortality from cervical cancer.129 The controls were
recruited using a household survey, but for each of the 1060 controls used, an average of 12
households had to be contacted before a control was found. The most common reason for non-
participation was that nobody was at the household at the time. The time of day, time of year and
whether the day was a weekend or week day are likely to result in different types of individuals
being present at the home. If the presence or not at the time of the survey is related to the
likelihood of having a Pap smear within the last five years, which is the exposure of interest, then
the estimated relative risk could be biased. For example, women who were not home may be those
who are employed and it may be that the likelihood of having a smear test differs between those
who are employed and those who are not. In this instance, replacing the unavailable employed
women with available unemployed women may bias the results, since by design the outcome
of a case-control study also affects participation. In situations such as these, it is advisable for
the investigators to try to gain information regarding any differences between the available and
unavailable individuals. That is, whether there is a difference in the likelihood of having a smear
within the last five years between employed and unemployed women.
2.3.4.10 Example 7: No Participation Bias in a Randomised Controlled Trial
There are also instances where non-participation does not lead to bias. Let there be a hypothetical
randomised controlled trial (RCT) for a new hayfever tablet. Potential participants are recruited to
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try to determine whether the new tablet is effective. Let the participants be randomly assigned to
either the drug group or a placebo group. Now let any one of the following three scenarios occur;
• The new tablet produces some unexpected side effects and some participants in the drug arm
suffer from fainting or severe vomiting. Half of the participants in the drug arm withdraw
from the study, as they decide that their hayfever symptoms are preferable to the side effects;
• The trial is conducted during a particular summer which is known to be one of the worst on
record for hayfever suffers due to the high pollen count. Participants in the placebo arm are
suffering with hayfever symptoms and feel their ‘drug’ is not effective, so withdraw from
the study to allow them to take other hayfever remedies;
• The trial is advertised but only attracts those who have the most severe hayfever symptoms,
possibly those who have not found any of the current hayfever remedies to be effective,
hence they are seeking an improved drug.
Again a causal graph can be formed from these three scenarios. Let Ta be the new tablet being
tested, let H denote the severity of the hayfever symptoms, and let P be whether or not the
individual participates in the RCT. Each of the three scenarios has Ta −→ H as the association
of interest. The first two scenarios will result in a directed edge from Ta to P (Ta −→ P ), while
the third scenario will result in an edge from H to P (H −→ P ). However, none of the three
scenarios result in both edges to P which is conditioned on, and hence participation bias is not
present in these examples.
2.3.5 Participation: Recent Developments in the Field
In 2007, a detailed review of participation rates in epidemiology studies was conducted, including
what was known about who participates in epidemiologic studies17 as discussed in §2.3.2.
However, there seems to be no such review since then. Advances in technology, increased use
of the Internet, more open data and increased data sharing have all occurred in recent years. These
changes may have affected the way in which data are sought and recorded, and in turn may have
affected participation rates. In addition, societal shifts may have led to differences in participant
characteristics. Therefore, there follows a new review conducted using articles since the 2007
review, for a more up-to-date summary of participation in published literature.
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2.3.5.1 Inclusion Criteria
Web of Science130 was used to search titles of English articles from 2007–2015 for a
range of synonymous words concerning participation rates. The title search used on 8th
September 2015 was TI=("selection rate*" OR "participat* rate*" OR
"nonresponse rate*" OR "response rate*" OR "nonparticipat* rate"
OR "cooperat* rate*" OR "noncooperat* rate*"). This returned 626 articles
for further consideration.
The abstract of each of the 626 articles was read to determine whether the article met the next phase
of the inclusion criteria, which ensured the term referring to participation rates was in relation
to a study or survey. Specifically, participation here refers only to the willing enrollment, or
involvement, of an individual to a survey or study, where adequate data are provided to assist with
the research question. Synonyms of participation include ‘(self-)selection’, where an individual
volunteers, ‘cooperation’, where an individual agrees to be involved, or ‘response’ relating to, say,
the return of a completed questionnaire. Therefore these synonyms are provided in the context
of participation in research rather than the general definition of the term. Linking these terms is
the willingness of the individual to contribute data. Similarly, non-response, non-cooperation and
non-participation were of interest, to understand those individuals who declined a survey or study.
If the abstract was not sufficiently detailed to determine inclusion or not, the full text was sought
and read. All study designs were included, such as cohort studies, case-control studies, trials and
surveys, to obtain as much information as possible about factors affecting participation, with the
overarching requirement that the individual had to consent to involvement in the data collection,
that is, willingly participate.
From the 626 article abstracts read, 162 articles satisfied the inclusion criteria and so the full
text was read thoroughly. Notes were recorded for each article, including a brief summary of the
article, the year it was published and any participation findings. The results were later split into
two sections; those concerning the individual participating, and those relating to the study design.
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2.3.5.2 Exclusion Criteria
Unintended interpretations of the search terms such as ‘response’ to an intervention, ‘participation’
in a physical activity, or ‘cooperation’ with an event were not of interest, and hence these articles
were excluded from the review.
During the final phase of the inclusion criteria, 464 articles were excluded, with the main reason
being that the term ‘response’ related to a patient response to a drug or treatment (282 articles).
Other reasons were repeated articles (6), articles regarding best practice (67), where ‘participation’
described the uptake or acceptance of an intervention (26), articles investigating the labour force
participation rate (22), articles where ‘participation’ described involvement in a sport or activity
(27) or where ‘response’ described a reaction using a stimulus or similar (34).
2.3.5.3 Participant Characteristics
The characteristics of the individuals found to be most or least likely to participate are listed,
starting with the most reported theme, and their correspondence with previous findings noted.
Age was found to differ between participants and non-participants, as in the 2007 review,17 with
studies reporting findings such as those who were 30+,131 40+,132 51+,133 75+134 or older135–139
being more likely to participate than younger individuals. Although these studies used different
age categories, they each concluded that older individuals were more likely to participate than
younger individuals. One study simply stated that age was important,140 while another found
those who were younger141 were more likely to participate in a text messaging study, although
this may be a finding unique to text messaging.
Higher education levels were associated with higher participation rates in studies,142–144 or the
education level of participants was found to differ by sampling technique.136 Higher education was
a known characteristic associated with increased participation in 2007.17 Being a homeowner was
also found to be associated with an increased participation probability.144 However there may be
an association between education levels and homeownership, or between homeownership and age.
Employment type was associated with participation;140 full-time employment was associated with
lower participation rates,136, 139 while unemployment was associated with increased participation
rates for studies offering incentives.145 This may be related to the amount of free time potential
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participants have to complete a survey or be involved in a study, but does contradict the findings
from 2007.17
Race and ethnicity differed between those who chose to participate and those who did not.140
Those more likely to participate were found to be non-Asian,146 white,147–149 or Western,150
generally agreeing with the previous review.17 Participation was found to differ by country,151
which may incorporate factors such as ethnicity and race. Location generally was also found to
differ between participants and non-participants,140, 152 with those in rural locations more likely to
participate148 than those in urban. Location may be associated with other factors discussed earlier,
such as employment status, education level and homeownership.
Gender was found to be associated with participation,138, 140 with females more likely to participate
than males,132, 135, 148, 150, 153, 154 as commonly found in studies through time.17
Smoking status was found to be associated with participation,155 with non-smokers (or those who
are not lifelong smokers) usually more likely to participate,53, 139, 144, 156 as also found in the earlier
review.17 Smoking may be a factor specifically related to the study of interest, since it is unlikely
to be recorded routinely for all studies.
Marital status was found to differ between participants and non-participants; with those classed
as married144 or not single131 being more likely to participate, again agreeing with previous
findings.17
Socio-economic class was associated with participation, with those categorised as not lower
class150 or not manual social class144 being more likely to participate. Similarly, previous work
has concluded that upper class individuals or those with a higher socio-economic status are more
likely to participate.17
Physicians with less than 15 years experience were found to be more likely to participate than
those with more experience,148 which may be specific to physicians or even this particular study.
Mental health problems were associated with lower participation,150 although this is a variable
which may only be recorded in studies where mental health is of interest. Obesity was found to be
associated with lower response rates,144 but again obesity is a factor which is often only recorded
in studies associated with weight. Multiparous women, or women with pre-term deliveries were
less likely to participate in a pregnancy study;131 variables which are likely to only be recorded
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in pregnancy or pregnancy-related studies. Lower pain intensity was found to be associated with
increased participation probability139 when the study considered surgery; which may or may not
be generalisable to other surgery studies. These factors are less commonly recorded and hence
cannot easily be compared with the 2007 review findings.
Heavy drinkers were assumed to be less likely to participate in alcohol consumption studies.157
Although specific to this study, or studies of alcohol consumption, it may be that individuals who
indulge in habits with negative connotations are less likely to participate in a study regarding
that aspect of their lifestyle. Alternatively, ones function may be impaired by overindulgence
in particular areas such as alcohol consumption or drug use and hence this may affect their
participation in a study or their completion of a survey. Finally, cases were found to be more
likely to participate than controls,141 as found in the previous review and frequently in case-control
studies.17
2.3.5.4 Study Design
Study factors associated with participation are summarised here, with the most frequently reported
themes listed first within each topic. Some factors are specific to particular studies, whereas others
are more generalisable.
Study Design: Prior to the Study
Participation was found to increase with incentives or free gifts in some studies,136, 142, 158–174
but not in others.137, 175–189 Some studies found that small incentives were not quite sufficient to
encourage potential participants,190 while larger incentives were.191 Some studies compared the
size of incentives with participation rates, which could help to determine a threshold amongst
certain populations of interest, but this may not generalise to all populations. Often studies
which found incentives to not help study enrollment, were those offering less valuable incentives.
Incentives were also usually more successful in studies which sought to enroll those who are less
wealthy, or those who are busy and expect compensation for their time. A small incentive such as
a free pen may be sufficient for a short survey for non-personal data, but a larger incentive may be
required for a survey requiring a blood sample, sensitive data or a significant time commitment.
The immediacy of the incentive was also important,192, 193 i.e. whether the incentive was given
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at the time of enrollment, or promised at a later date. This mixed influence of incentives on
participation was also found in the previous review.17
Pre-notification of the study was found to be helpful for recruitment in some
studies,138, 171, 191, 194–196 but not in others,197–200 even when personalised.201 In 2007 it
was thought to be a positive measure.17 The type of pre-notification used was generally found to
be unimportant.202 However, advanced mailing of the questionnaire before a telephone survey
was found to be associated with reduced participation rates.203
Study Design: Mode of Contact
Paper surveys have been found; to be effective,167 to be required in addition to electronic
surveys,204, 205 to be better than web surveys (completed online),165, 166, 190, 206, 207 or electronic
surveys (completed electronically but not necessarily using the Internet),188, 208–210 or
advantageous over telephone surveys.211 Although conversely, an investigation into organisation
surveys found participation rates in electronic studies to be as good as or higher than mail.177 Web
surveys were found to be better than mail surveys in a study of PhD holders,212 although offering
a web option was associated with decreased participation in another study.184 Item non-response
was similar in web and mail surveys,213 but online surveys were better for open-ended and text
answers in a study of item non-response.214 For web surveys, a welcome screen describing a
survey with a short length and including less information regarding privacy, was found to be most
effective.215 Recruitment using a direct email was more successful than through a newsletter,164
and tablet device surveys216 or facebook217 were found to help recruit reluctant or hard-to-reach
potential participants. Exclusively online surveys were found; not to be suitable for a doctors
survey,218 generally not effective in a medical practitioner survey,219 or less effective than other
modes.220
Telephone calls can be useful158, 196, 221 and there exists a simple positive association between
the number of calls made and the response rates.222 Utilising multiple sources to obtain a
telephone number, followed by multiple phone call attempts and postal approaches, was successful
at increasing participation rates in one study,223 although this could be viewed as unethical and as
a form of harassment or coercion.
Short message service (SMS) was successful for recruitment in an arthritis study224 and an SMS
reminder was found to increase response rates.153 Text messaging an invitation received faster
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responses than email invitations225 and particular combinations of modes were found to be highly
effective, such as an SMS pre-notification followed by an email invitation.226
The previous review also found differences in participation between survey modes,17 but with less
emphasis on modes utilising modern technology such as web surveys and SMS. Recent advances
in technology may alter the effectiveness of each mode of recruitment now and in future research.
Study Design: Survey Delivery Mode & Design
Mailing was found to be an effective delivery mode for recruitment,154, 158, 171, 227–229 and better
than emailing,178 although being handed a survey by an acquaintance was found to be more
effective than mailing in studies involving older communities.230 Priority189 or registered
mail171, 231 were found to be associated with higher response rates,160 but tracked mailing was
associated with lower rates.232
Repeated mailing189 and reminders233–236 successfully increased participation rates, as did
rewording the reminder.170 Follow-up generally was viewed as useful,167, 237 with follow-up more
effective for mail than web surveys,238 but not helpful in all cases.228 One study even found
reminders to be associated with decreased participation rates.177 Sending a newsletter initially
was found to be more beneficial than sending a reminder later239 and electronic reminders were
not found to improve response rates in postal studies.240 This generally supports the previous
review finding of increased participation with follow-up.17
Response rate does not differ with envelope type,241 envelope colour,242 whether the material was
aesthetically pleasing,243 enhanced,133 or contained an envelope teaser regarding an incentive.185
However, the invitation design was found to be important244 as were the size and colour
of the paper.245 The location of the respondent code (on the survey itself or on the return
envelope) was not found to significantly affect participation rates,246 neither was numbering the
questionnaires.247 Inclusion of a return stamp aided participation rates,158 and stamped envelopes
were found to be more effective than business reply envelopes.239 Investigations into these factors
were not so common in 200717 and so show a recent shift in focus of how to improve participation
rates.
Study Design: Choice and Personalised Surveys
The illusion of a choice between surveys (but in fact just a different ordering of questions)
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was found to increase participation,248 as was locating the demographic data at the start of the
survey.249 Presenting the survey in multiple languages also increased participation rates,250, 251
whereas single (opposed to double) sided questionnaires and the Internet, were not found to
produce significantly improved response rates.252 Survey length was found to be significant in
some studies,158, 235, 236, 253 but not in others.178, 179, 202, 254 Participation differed with the time
of day153 and with the day of the week in some studies,153, 171 but not in others.232 These are
again areas not covered by the 2007 review,17 so show recent developments for investigations into
participation rates.
A choice of survey mode (i.e. electronic, paper, etc) possibly increases participation,158, 163, 255–258
but does not necessarily reduce the bias associated with non-participation.256 These views were
also found in 2007.17 However in another study, the addition of a fax option was found to increase
response rates, but other electronic options were not.259 Multiple contact methods can increase
participation rates260 and it was found that the preferred survey mode differed between participants
of different professions.238 Similar findings were reported in 2007.17
Personalisation of the survey, such as through tailored letters or interaction with the potential
participants, was associated with increased response rates in some studies,158, 170, 171, 235, 237, 261–263
but not in others.264–266 Personalisation is another more recent consideration in studies of
participation.17 A persuasive message can be helpful267 and surveys at an institutional level are
found to be more successful at recruiting respondents than those conducted nationally.210
Study Design: Specific Studies
Participation rates were associated with features exclusive to particular studies, such as the
number of days prior to surgery in an arthroplasty study,268 or the type of cancer amongst
cancer patients.179 A child-focused protocol was also found to be more effective in children’s
health research, than a parent/teacher or teacher-only protocol.269 A survey into male escorts270
found increased response rates when the researcher posed as a client rather than a researcher,
but this approach using deception may be seen as unethical. Sending a female responder to
recruit male participants increased participation rates,194 as did having a dedicated centre for data
collection rather than using a generic centre.152 Generally, the survey content was found to affect
participation rates,271 including whether samples were required such as saliva or blood.272 These
findings specific to particular studies are not easily comparable with the 2007 review.
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Expert help was useful in one study,273 as was endorsement,158 but the additional of a logo or
senior faculty’s signature was not found to be helpful.274 One view is that the potential participants
need to be intrinsically motivated for participation to occur,180 although offering the results from
the study was not found to increase participation rates.275
Study Design: Opt-Out
Allowing the potential participants to actively decline a postal questionnaire, rather than actively
agree, may be one way in which to increase participation rates,276 since active consent was found
to reduce participation.277 Alternatively, using default settings in a web survey could be useful,278
but this approach has the potential to lead to biased results with an excess of default responses.
2.3.5.5 Consistency and Changes Through Time
Changes over time have not generally affected the demographic of participants. Only employment
status contradicted previous findings,17 with three studies concluding a negative association of
employment with participation.136, 139, 145 One of these studies could be explained through the
inclusion of incentives145 raising participation rates in unemployed individuals, but the other two
studies concluded full-time employment to be associated with decreased participation, possibly
showing a shift in participant demographics. However the small sample size of these studies is not
sufficient to draw any definitive conclusions.
In recent years, greater attention has been paid to techniques which increase participation. Studies
researching envelope size, colour, style and composition are examples, with the results seen to
differ by target population. This valuable information can be used to inform future studies, to
ensure resources are not wasted. However, increased participation does not necessarily lead to
reduced participation bias, since those participating may still differ from those who do not.172, 256
The greatest change over time relates to participant recruitment and interaction. Although
paper surveys remain the predominant survey mode, increasingly web-based approaches are
being employed for recruitment, and electronic tools are being utilised during data extraction.
Technology has advanced greatly in recent years and is expected to continue to do so, suggesting
an even greater involvement of electronic devices in future research. The availability of
tablets and smartphones has allowed users to participate ‘on-the-go’ and complete surveys at
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a time convenient to them. Facilities such as facebook enable studies to be advertised easily
and encourage the involvement of previously hard-to-reach participants. The Internet grants
researchers the ability to quickly contact and enroll participants from all over the world, rather
than be restricted to those locally. Advances in technology and the wider availability of devices in
conjunction with social media, could result in significantly higher participation rates, particularly
for studies where physical contact is not required. Even for studies requiring contact for blood
or urine samples, advertisements can be circulated more widely. There will of course be studies
for which this information will not be helpful. Examples includes recruitment in locations where
modern technology is not common, or in populations which are not able or not willing to use
technology. In some instances, this ‘digital divide’ could lead to increased participation bias.
2.3.5.6 Review Limitations and Assumptions
In the review, 282 of the results related to treatment response and therefore did not satisfying the
inclusion criteria. Although common words such as ‘virologic’ or ‘pathologic’ were used, there
was no obvious list of terms would have excluded all treatment articles. These results increased
data collection time, but ensured no relevant studies were missed. The search was conducted
using keywords from titles, assuming relevant research would use this or a similar title word. The
abstract and keywords were trialled for inclusion, but the frequency of words such as ‘cooperation’
and ‘participation’ in the English language meant many unrelated results were returned. One
article met the inclusion criteria, but could not be included as the article was unavailable using the
means available.279 It compares email and postal survey methods, but the conclusion is unknown.
Some articles reported the same dataset, either because the data appeared in multiple studies or
since meta-analyses, which were included to contribute studies otherwise not captured, contained
the same data. This may have altered the findings, but the effect should be reduced by the large
sample of articles reviewed.
Study-specific findings were included, perhaps questionably, to demonstrate successful tactics for
participation. Since the future direction of studies requiring participation is unknown, it may
be that topics rarely studied now will increase in frequency, rendering these specific findings
generalisable, hence they were not excluded.
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Some articles assumed a causal link between study design and response rates, but it is recognised
that these may only be associations. Some, such as reminders resulting in reduced participation
rates, seem unlikely to be causal.
2.3.5.7 Associations Between Participation Factors
Many of the variables found to be associated with participation may be linked, for example it
may be that higher proportions of older individuals live in rural locations or that more employed
individuals live in urban areas. These are merely speculations, but these apparent reasons for
participation or non-participation may be due to another recorded or unrecorded factor for which
the identified factor acts as a proxy. Also some variables may differ between participants and
non-participants, but may not have been recorded. For example, sex and age are often recorded,
but factors such as obesity or pain intensity may only be recorded if relevant to the study. There is
always the possibility of unidentified or unrecordable factors being associated with participation.
2.3.6 Links to Survey Non-Response
Non-participation in case-control studies could be considered to be similar to non-response in
surveys. Surveys can suffer from both unit (e.g. individual 3 failed to return the survey) and
item (e.g. question 5 answer missing) non-response.280 Case-control studies may be comparable
when basic information regarding a potential participation is known, for example their disease
status and postcode, but other information is not recorded if they do not participate. This could
be considered to be item non-response. Alternatively, the potential participation may be excluded
completely from the study and treated as a non-responding unit.
Survey non-response could differ from non-participation due to the reason for the incomplete data.
For example, item non-response may occur if the participant does not understand the question, if
they do not think a particular question applies to them, or if they accidentally miss a question.
Unit non-response may occur if the survey is damaged during delivery (e.g. by rain in a postal
delivery or corruption in an electronic delivery) or if the potential participant chooses not to
respond. Survey non-response could potentially be caused by more reasons than non-participation,
although the two areas are likely to overlap. In some instances, surveys may form part of the data
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collection process in case-control studies.
Epidemiology authors281–283 have derived formulae to show how bias arising from non-
participation can be adjusted for when the participation probabilities are known or can be
estimated.94 By consequence, these formulae are the same as those proposed in the survey
literature.284 Post-stratification, a method which will be discussed in §4.2, is also used in a survey
context.94, 285
Participation bias, although sometimes under different names, can be found in other fields such
as econometrics286 and machine learning.287, 288 In econometrics, it led to the development of a
two-stage correction process,286 which will be discussed in §4.4.4.
2.3.7 Links to Missing Data
Missing data are often grouped into one of three categories; missing completely at random
(MCAR), missing at random (MAR) or missing not at random (MNAR).289 MCAR is where the
missingness does not depend upon the observed or missing values, MAR is when the missingness
depends only upon the recorded or observed data, and MNAR is the remaining scenario when the
missingness depends upon the missing or unknown values.289 In case-control studies, all three
forms of missingness mechanism are possible. In a case-control study where smoking habits
are the exposure of interest for a given disease, data could be MCAR if the questionnaires are
randomly lost by the postal system, data could be MAR if males choose to participate but not to
reveal their smoking habits, and data could be MNAR if heavy smokers do not wish to complete
the questionnaires. The remainder of this section discusses missing data in general, rather than
specifically for case-control studies.
Rubin and Little are key authors in the missing data literature who have published several articles
and textbooks surrounding missing data,289–291 and methods such as multiple imputation (see
§4.4.2) have been proposed to account for missing data in studies and surveys.292 Unfortunately it
is usually unknown which of the missingness mechanisms is acting within a given dataset, and this
can lead to additional, untestable assumptions being required when applying methods to account
for missing data.38
When data are MCAR, MAR or MNAR from only the exposure, complete case analysis can be
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valid.38 However, when missingness is driven by both the exposure and the outcome, the data
are MNAR,38 provided the missingness is in the exposure or outcome, and complete case analysis
is no longer valid. If the missingness occurred only in a covariate then the data would be MAR
(given fully observed exposure and outcome variables), but this would still result in bias from
complete case analysis of the association between the exposure and outcome, adjusted for the
partially observed covariate. When missingness is driven only by the outcome variable,38 this still
results in a distorted distribution of the disease, leading to a biased exposure-disease association
estimate when using complete case analysis.38 However, as already mentioned, this does not
apply when ORs are used,38 as discussed in §2.3.4.3. Therefore, while causal reasoning can be
used to identify scenarios which can lead to bias, this is generally a cautious approach which
cannot report specific instances where estimates may be unbiased (such as ORs).38 This is due to
the non-parametric nature of causal diagrams.38
Non-participation can be considered to be a form of missing data, since those who have chosen
not to participate are missing from the study. However, non-participation is the (passive or active)
refusal to engage in a study, whereas missing data could result from other means such as data
which have been lost or destroyed, or values which were never recorded. Therefore the reason for
incomplete data resulting from non-participation is likely to differ from that of other missing data
scenarios.
Missing data is a large research area and the entire field is beyond the scope of this thesis. Non-
participation can be thought of as a subset of missing data, where often the entire individual
is missing, rather than just a few items (often referred to as unit non-response rather than item
non-response). As already stated, case-control studies are of particular interest here since they
are prone to non-participation in the control group and this can sometimes lead to participation
bias as shown in §2.3.4.2. Some of the methods available to account for missing data may also
be applicable to non-participation and this is the main focus of the missing data literature in the
thesis. Suitable methods will be introduced in Chapter 4.
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Chapter 3
Assessment of the Treatment of
Non-Participation in a Sample of
Published Epidemiology Literature
3.1 Aim
The aim is to summarise the treatment of non-participation by epidemiology authors in
publications from October, November and December 2011. This includes recording the study
designs involved, the actions taken by the authors, and which of the methods for non-participation
(described in detail in Chapter 4) were used. The sources and strategy used will be explained,
before the results of the assessment are presented and discussed. This summary is not intended as
an attempt to disregard the findings from thoroughly planned and well-conducted studies, nor is
there any attempt to present trends, but just to give a view on practices at one particular point in
time.
3.2 Data Collection
Three journals in epidemiology were used for the assessment, with the most recent issue of each
at the time selected. The specific journals and issues were;
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• International Journal of Epidemiology, October 2011, 40(5):1135–1428;
• Epidemiology, November 2011, 22(6):753–881;
• American Journal of Epidemiology, December 1, 2011, 174(11):1211–1325.
These journals were selected based upon their impact at the time of the assessment; they were the
top three for impact factor and five year impact factor in epidemiology,9 with the impact factors
from 2010 (the most recently reported at the time) as shown in Table 3.1. Since the journals used
have different publication frequencies, issues from different months were used.
Journal Impact Factor Five Year Impact Factor
Epidemiology 5.866 6.249
International Journal of Epidemiology 5.759 6.404
American Journal of Epidemiology 5.745 6.105
Table 3.1: Impact factors (2010) of the journals assessed.9
Each article in each issue was read thoroughly to assess non-participation and the potential for
participation bias. The entire article was read since participation could be discussed anywhere
in the article; in the abstract, methods, results or discussion section. Also, not all authors use
the specific term ‘participation’; some used ‘selection’, some discussed ‘recruitment rates’, while
others did not name or highlight the potential bias, but listed the limitations of their study, which
included suggestions towards participation bias.
Any data used within the article were considered for participation bias. This included data which
were collected specifically for the article or data taken from a previous study. The selection
process used during recruitment was considered in addition to any non-participation. To gain a
greater overview of non-participation and to increase the size of the sample of articles, all study
designs were considered, although it was recognised that different designs may suffer from non-
participation in different ways as discussed in §2.3.4.2. The same researcher (see ‘Contributions’)
categorised all of the articles in each of the three journals to minimise observer bias, although at
the risk of increased subjectivity. In addition to the assignment of categories, the researcher also
recorded the data source (for example case-control study or database), whether the article include
the term “participation bias”, and any methods implemented in the article which could be used to
reduce the effects of participation bias.
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3.2.1 Category Allocation
Within a study which suffers from non-participation, there are different options available to the
the authors such as,
• ignoring that participation bias from non-participation is a possibility;
• acknowledging that bias is possible and including a statement to this effect in the article; or
• realising that participation bias is a possibility but considering it to be negligible (through,
possibly incorrect, reasoning such as low rates of non-participation or the choice of study
design).
Some authors may choose to apply a method designed to reduce the effects of non-participation;
examples of such methods can be found in Chapter 4. As with most methods, these approaches
have assumptions which must be satisfied, and the authors must have verified these assumptions
and applied the approach correctly. In other instances, the article will either not contain any data,
or it will be such that the study cannot suffer from participation bias. The categories used in
this assessment were selected to try to encompass all of these possible outcomes regarding non-
participation, without being so specific that any category would be poorly populated. Table 3.2
shows the categories used and Figure 3.1 contains a flowchart showing how the categories were
assigned. Further explanations of the categories, and accompanying examples, follow.
Category Code Explanation
N/A The article could not be connected in any way to participation bias.
Ignored The authors ignored the potential for participation bias.
Reasonable The authors used a reasonable method to try to reduce the effects
of non-participation.
Acknowledged The authors acknowledged the possibility of participation bias,
but they did not take any action to try to reduce it.
Dismissed The authors considered the bias to be negligible.
Method The authors suggested a new method for reducing participation bias.
Table 3.2: Assessment categories.
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Figure 3.1: A flowchart showing the steps taken to categorise the journal articles, with the start
indicated by a bold outline.
3.2.1.1 Category: N/A
The article cannot be connected in any way to participation bias, for example there is no study
or there are no data. This may be in the form of a letter to the editor or a simulation study. The
N/A category may also be reached if the study design is such that participation bias is not possible
(refer to §2.3.4.2 and Examples 2.3.4.4–2.3.4.10 for further details).
3.2.1.2 Category: Ignored
The non-participation described in the article has the potential to result in bias as defined in
§2.3.4.2, but this possibility is not mentioned. Therefore the article is considered to have ignored
this possibility.
For example, a cohort study may have suffered from loss to follow up, where ten individuals have
left the study due to an illness caused by the exposure. If these participants suffer from a poor
immune system which has led them to leave the study and their poor immune system also makes
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them more susceptible to the disease of interest, then participation bias is a possibility, since the
participation bias is conditioned on, and it is a collider of the exposure and a cause of the disease.
In this example, the non-participation caused by loss to follow up may lead to participation bias,
but the authors may believe that cohort studies are not susceptible to participation bias and hence
ignore this possibility.
3.2.1.3 Category: Reasonable
The authors have acknowledged that participation bias may have occurred and have used a method,
such as those detailed in Chapter 4, to reduce the effects of the non-participation.
An example of a reasonable method could be where data are missing and a sensitivity analysis (see
§4.1) is conducted using the largest and smallest plausible values in place of the missing values,
to explore the possible effect on the conclusions.
3.2.1.4 Category: Acknowledged
The authors have commented on the non-participation within their study and concluded that the
results may have been affected by participation bias. No further action is taken.
For example, a case-control study interested in the association between illegal drug use and mental
health disorders has missing data which are caused by the users of illegal substances not wishing to
participate for fear of repercussions such as legal action. In addition, the participants are selected
based on their mental health status; with or without a disorder, and participation is more common
amongst those with a disorder. Participation is conditioned on, since only data from participants
are analysed, and so the study is susceptible to participation bias. The authors may include a
qualitative summary of the possible bias, rather than a quantitative assessment or adjustment.
3.2.1.5 Category: Dismissed
The authors have commented on the non-participation within their study and the possibility of
participation bias, but concluded, often without quantification, that their study conclusions remain
valid. No further action is taken as the bias is classed as negligible.
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Referring to the drug and mental health case-control study above, the authors acknowledge the
possibility of participation bias, but qualitatively conclude its effects to be sufficiently small so as
to not affect the study conclusions.
3.2.1.6 Category: Method
The article suggested a new method to reduce the effects of participation bias, or introduced an
existing method from another field adapted for use with epidemiology data.
In these articles the focus is usually not on a dataset or study, but instead the methodological article
educates readers of a new approach which may be used, with demonstration of its validity through
simulation or an example dataset. This may also include a method from another field, such as
non-response in surveys, adapted for use with epidemiology studies.
3.2.1.7 Study Design
Some study designs may be less prone to bias resulting from non-participation than others (see
§2.3.4.2), therefore authors of articles using such study designs may be less likely to consider
this form of bias, often with good reason. This could subsequently result in fewer articles which
actively aim to reduce participation bias and this was accounted for in the assessment by also
recording the study design used in each article.
3.3 Findings
The results are presented for each journal separately and then combined in §3.3.4 for an overview
of non-participation across the three epidemiology journals.
3.3.1 Epidemiology
Epidemiology had 27 articles which covered a wide variety of topics, with both medically
orientated articles and others with a theoretical focus. Some of the theoretical articles did not
use any data. The results for the non-participation assessment are shown in Tables 3.3 – 3.5. Not
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all articles included data or specified the data source, and not all articles used a method while
others used more than one, hence not all the values in Table 3.5 sum to 81. However, percentages
have been included where the denominator is the total number of articles in the given journal in
the first three columns of numbers, and 81 for the final column. In Table 3.5, ‘Possibly’ refers to
methods which may be suitable for participation bias adjustment, but which are not directly stated
to have been used for participation bias.
There were 18 articles classed as ‘N/A’ as some were purely mathematical or used simulations,
along with a high number of letters (7) as well as some corrections (2). Of the nine articles
considered to be relevant, four (44%) used a reasonable method to account for participation bias.
Of those remaining, four articles (44%) ignored the potential problem and one (11%) dismissed
it as irrelevant. This finding showed that although there were some attempts made to account for
potential participation bias, there were still studies published which either did not consider the bias
at all, or which concluded it to be insignificant, without any quantification of the bias. However, it
is possible that the results from these studies could have been altered if the participation bias was
taken into account.
In the journal Epidemiology there was one case-control study recorded, six cohort studies and
three studies which used national databases. As discussed in §2.3.4.2, case-control studies are
more prone to participation bias than cohort studies, which may contribute to the high proportion
of articles which ignored the possibility of participation bias. National databases are intended
to include the entire target population, and individual consent was not required, reducing the
probability of non-participation in these studies. No article used the phrase “participation bias” and
the most commonly used method to account for non-participation in Epidemiology was sensitivity
analysis, see §4.1.
3.3.2 American Journal of Epidemiology
The American Journal of Epidemiology contained fewer articles than Epidemiology (16) and
fewer were categorised as ‘N/A’ (6). As with Epidemiology there were theoretical articles, but
some of these considered datasets to demonstrate their ideas, and these datasets were included in
the assessment. In addition there were original research articles using data which could be assessed
for non-participation. The results for the number of articles in each category are shown in Table
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Category Epidemiology American Journal International Journal Combined
of Epidemiology of Epidemiology
Articles Considered 9 10 23 42
Ignored 4 5 6 15
Reasonable 4 3 4 11
Acknowledged 0 1 6 7
Dismissed 1 1 5 7
Method 0 0 2 2
N/A 18 6 15 39
Table 3.3: Number of articles in each category from each journal and combined results from all
three journals.
3.3. Of the ten articles considered to be relevant, five (50%) were in the category considered
to have ignored the possibility of participation bias, three (30%) used a reasonable method to
account for this bias, one (10%) acknowledged the possibility of participation bias and one (10%)
dismissed that it was an issue; seemingly without a thorough investigation of the potential bias.
Corresponding percentages and confidence intervals can be seen in Table 3.4. For some authors
the possibility of participation bias was not a consideration, or possibly it was deemed to not be
a problem and hence not mentioned. However without further information, results from these
studies should be treated with caution.
In the American Journal of Epidemiology there were two case-control studies and seven cohort
studies, see Table 3.5. As mentioned in §2.3.4.2, cohort studies are less likely to be affected by
participation bias than case-control studies, which may explain why half of the articles included
in the assessment were in the category considered to have ignored the possibility of participation
bias, why one article dismissed its effects and why another article only acknowledged the bias
without applying a method such as those in Chapter 4. As with the Epidemiology journal, no
article used the term “participation bias” and sensitivity analyses were the most popular of the
methods to account for non-participation.
3. ASSESSMENT OF THE TREATMENT OF NON-PARTICIPATION IN A SAMPLE OF
PUBLISHED EPIDEMIOLOGY LITERATURE 59
Epidemiology American Journal International Journal Combined
of Epidemiology of Epidemiology
Category
Ignored 44%(18.9, 73.3) 50%(23.7, 76.3) 26%(12.6, 46.5) 36%(23.0, 50.8)
Reasonable 44%(18.9, 73.3) 30%(10.8, 60.3) 17%(7.0, 37.1) 26%(15.3, 41.1)
Acknowledged 0%(0.0, 0.0) 10%(1.8, 40.4) 26%(12.6, 46.5) 17%(8.3, 30.6)
Dismissed 11%(2.0, 43.5) 10%(1.8, 40.4) 22%(9.7, 41.9) 17%(8.3, 30.6)
Method 0%(0.0, 0.0) 0%(0.0, 0.0) 9%(2.4, 26.8) 5%(1.3, 15.8)
Table 3.4: Percentage (and 95% Wilson10 confidence interval) of articles in each category from
each journal and combined results from all three journals. Point estimates and confidence intervals
are only calculated over those articles for which participation bias is relevant. Rounding to the
nearest percentage leads to not all totals equaling 100%.
3.3.3 International Journal of Epidemiology
The International Journal of Epidemiology was the journal which contained the most articles (38)
of the three considered. Fifteen articles were classed as ‘N/A’; some being letters (7), others being
editorial (2) and others for reasons such as being entirely theoretical, with no data to consider.
There was more variability in the categories for this journal compared with the previous two as to
how to deal with the issue of non-participation; see Tables 3.3 and 3.4. It can be seen that of the 23
articles considered to be relevant, six (26%) were in the category considered to have ignored the
possibility of participation bias, four (17%) used a reasonable method for non-participation, six
(26%) acknowledged there may be participation bias in the study but made no attempt to reduce
it, five (22%) dismissed participation bias as a problem, and the remaining two (9%) proposed
methods relating to participation bias. This higher proportion of positive categories (reasonable,
acknowledged, method - a total of 52% for the International Journal of Epidemiology compared
with 44% and 40% for the American Journal of Epidemiology and Epidemiology respectively)
may suggest a greater awareness of the effects of non-participation in the articles in the given issue
of the International Journal of Epidemiology compared with the previous two journals. This was
despite there being one case-control study, 13 cohort studies and four database studies; therefore
still a high proportion of studies which are less likely to be affected by participation bias, see Table
3.5. This journal also contained the only article which used the phrase “participation bias”.293
60
3. ASSESSMENT OF THE TREATMENT OF NON-PARTICIPATION IN A SAMPLE OF
PUBLISHED EPIDEMIOLOGY LITERATURE
Data Sources & Methods Epi. AJE IJE Total
Data Source Case-Control Study 1 (4%) 2 (13%) 1 (3%) 4 (5%)
Cohort Study 6 (22%) 7 (44%) 13 (34%) 26 (32%)
National Database 3 (11%) 0 (0%) 4 (11%) 7 (9%)
Methods Used Sensitivity Analysis 2 (7%) 2 (13%) 5 (13%) 9 (11%)
for Non-Participation Adjust for the Variable 1 (4%) 0 (0%) 0 (0%) 1 (1%)
Stratification 1 (4%) 1 (6%) 0 (0%) 2 (2%)
Methods Used Sensitivity Analysis 1 (4%) 0 (0%) 2 (5%) 3 (4%)
Possibly Adjust for the Variable 5 (19%) 5 (31%) 10 (26%) 20 (25%)
for Non-Participation
Participation Bias Yes 0 (0%) 0 (0%) 1 (3%) 1 (1%)
Term Used? No 27 (100%) 16 (100%) 37 (97%) 80 (99%)
Table 3.5: The different types of articles in each of the three journals. (Epi. = Epidemiology, AJE
= American Journal of Epidemiology, IJE= International Journal of Epidemiology).
However, this may not be representative of all issues of these three journals and is not intended to
compare or rank the journals for their treatment of participation bias.
In the International Journal of Epidemiology, there were more studies which used national
databases as a source of data (4 articles, although this was 11% of the articles in the issue and the
same percentage as for the American Journal of Epidemiology, whereas Epidemiology has none).
Databases should contain information regarding every member of the population and this can help
to reduce participation bias, since the data are anonymised and hence individual consent is not
usually required. Provided the database captures the entire nation as intended, which many do by
using identification numbers for all residents assigned at birth or during immigration, and provided
the database is accurate, then this is a way to reduce participation bias. For example, Denmark
use a CPR-number; a unique personal identification number60 and Sweden use a PIN; personal
identification number.59 These unique identifiers could be useful in reducing participation bias
for studies in Denmark or Sweden, as they are allocated to all those born in the country at birth,
and any immigrants during immigration. These identifiers can also be linked to other databases
for more extensive research.60 Sensitivity analyses were again the most popular approach when
considering non-participation.
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3.3.4 Combined Results
The results from all three journals were combined to give an overview of the treatment of non-
participation in articles published in the field of epidemiology. The results are shown in Tables 3.3
– 3.5. It can be seen that 39 articles had to be excluded on the basis that they were not connected
to participation bias. Of the 42 which could be related to participation bias, there were 15 (36%)
which ignored participation bias may be a problem; note that this is more than a third of the articles
considered. There were 11 (26%) articles which applied a reasonable method to correct for the
bias and 7 (17%) which acknowledged participation bias may have affected the results, which is
useful and allows the reader to treat the results with caution. Of those left, 7 (17%) discussed
participation bias and concluded that it could be dismissed since it was negligible, which if true,
demonstrates to the reader that the author has considered the effects of the bias. However, if this
potential bias has not been quantified, it is difficult to class as negligible and may be providing
the reader with more confidence in the published results than is warranted. Finally, 2 (5%) of the
articles were specifically related to participation bias and proposed methods to help reduce it; an
encouraging finding for future studies.
Overall, there appeared to be some awareness of participation bias and attempts were being made
by some authors to reduce its effects. However, there are still some authors who did not appear
to consider participation bias in their studies. This may partly be due to fear from authors that
journals may not accept their article or that readers may not trust their results, if they suggest
possible bias relating to participation. However it may also be due to the study designs used
and the evidence that some study designs do not need to be as concerned about the possibility of
participation bias compared with others, see §2.3.4.2.
Overall there were four case-control studies, 26 cohort studies and seven database studies as shown
in Table 3.5, with cohort studies and databases less prone to participation bias than case-control
studies. However, participation bias could always be mentioned, and those in the International
Journal of Epidemiology seemed to consider non-participation more, despite having only one
case-control study and several cohort or database studies. Overall 36% (23.0%, 50.8%) of the
articles ignored potential participation bias, and 17% (8.3%, 30.6%) dismissed it, usually without
published quantification. Only 26% (15.3%, 41.1%) of the articles used reasonable methods,
although 5% (1.3%, 15.8%) of the articles proposed new methods to reduce participation bias.
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3.4 Impact on Research
The assessment results showed that in 2011 the possibility of participation bias was still not
reported by some authors, although others were attempting to reduce its effects or include it as
a limitation in their study. By realising participation bias may have an effect on their study, even
if less likely in some designs, the author is allowing the readers to judge whether the results are
valid.
One reason for some authors to acknowledge rather than try to reduce the effects of participation
bias may be uncertainty in how to select an appropriate method since so many are available. This
issue has been addressed in §4.5 with a newly developed flowchart tool in Figure 4.4.
There may be concerns amongst authors that their results may be disregarded if the article shows
high rates of non-participation. There may even be fear that it would not be published as a
consequence. However, it would be better practice if this information was displayed for the reader
so they could make their own, informed decision regarding the validity of the results. It may be
useful for authors to provide a set of results; initial results and those reanalysed using possibly
more than one method to try to reduce the effects of the bias. This approach has been adopted
by some of the authors in these three journals and could be a useful idea for future articles. This
general approach has also been used with the diabetes dataset (in Appendix A) throughout the
thesis to compare different methods. However, the limited space within journals may not always
allow for this. Studies less prone to participation bias could state that participation bias is unlikely
to be a problem to strengthen their findings.
Sensitivity analyses, stratification and adjusting for variables were the most common approaches
found in this assessment and for this reason these methods are the focus in Chapter 4. Sensitivity
analyses (§4.1) often compare the different unadjusted and adjusted results and this gives valuable
information to the reader, but may not always be possible with restricted article space in many
journals. It could, however, form useful analyses which could be displayed as supplementary
material or on a linked webpage. Stratification and variable adjustment were other methods
adopted and §4.5 will show that different methods for reducing participation bias are more
convenient for some studies than others depending upon the information available.
The term “participation bias” was used by one article293 in this assessment; showing how
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infrequently the phrase is included. This may be caused by authors avoiding a term with negative
connotations or it may be that other terms were used, such as “selection bias” or “low participation
rate”.
The articles included in the assessment were carefully planned and well conducted. There was also
attention paid to minor details in order to produce accurate results and to minimise many different
forms of bias. However, the results of this review showed that participation bias is a form of bias
which may need more consideration.
Although there was a total of 81 articles in the three journals issues included, 39 could not be
considered for non-participation due to the lack of a dataset or the nature of the article. This
reduced the sample size of the study, but the sample still allowed an overview of the treatment
of non-participation in epidemiology journals. However this smaller sample size did prevent any
further analysis, such as by each study design. Factors such as the study design are important
here, since some designs are more susceptible to participation bias than others, as discussed
in §2.3.4.2. There were only four articles across the three journals assessed which reported on
case-control studies, which can be considered to be more frequently prone to participation bias.
Therefore, other authors may not have considered or accounted for participation bias when using
study designs which are less likely to be affected by this bias. They may instead have chosen to
focus on other forms of bias which are more likely to occur in their particular study design. The
finding here, that participation bias is not always accounted for, may be partly explained by the
study designs included in these journals. Had there been more case-control studies, they may have
been more consideration of potential participation bias. This may also suggest that case-control
studies have declined in popularity, possibly due to traits such as a susceptibility to participation
bias.
It is appreciated that the summaries and categories used are subjective, however one researcher
(see ‘Contributions’) was used for all data collection to minimise observer bias and maintain
consistency. Each article was also read thoroughly to ensure all references to non-participation
were considered, regardless of the section in the article or the terminology used to describe the
bias. The journals used for analysis may not be representative of all journals which could be
affected by participation bias, but it would be impractical to consider all journals, so those with
the highest impact factors were selected. It is also possible that there may have been changes over
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time, since these journals (from October–December 2011) are no longer current, despite being the
most recent at the time. However, the more recent (2015) literature review regarding participation
rates which was given in §2.3.5 suggested that there had been few changes in recent years for
participation rates, and it is possible that a similar trend may be found in the treatment of non-
participation in studies. A 2016 review may report different findings, but this assessment from a
given point in time is still an informative summary. Finally, it is accepted that the selected articles
from each journal, which were the most recent at the time of data collection, may not reflect the
overall articles which the journal publishes.
As mentioned previously this is not an attempt to compare journals, nor is it a criticism of
the articles which have been published. It is instead an assessment of how non-participation
is considered in a range of typical articles. The results showed that participation bias is not
always considered and hence remains a possibility in epidemiology. More awareness and clearer
guidelines on how to reduce the effects of non-participation are required and attempts will be made
in Figure 4.4 for this in the form of a guidance tool to select an appropriate method. Additionally,
new solutions related to non-participation have been proposed in Chapters 5 – 7, but first Chapter
4 describes the current methods in further detail.
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Chapter 4
Methods to Reduce Participation Bias
This chapter uses the results from the assessment in Chapter 3 to identify then describe in detail
the three most frequently used methods to account for non-participation. To ensure a more
thorough report, this is followed by a brief description of alternative methods encountered during
the literature search executed for Chapter 2. Each of the three methods used most frequently,
sensitivity analysis (9 uses in the Chapter 3 assessment), stratification (2 uses) and adjustment for
the participation variable(s) (1 use), will be assigned one section of this chapter and will include a
method description, numerical example, application to the diabetes data used throughout the thesis
(see Appendix A) and a critical evaluation. Other available methods are discussed in §4.4, which
includes an overview of each method and a critical evaluation. In §4.6.1 similarities between
the methods in the chapter will be stated, and a discussion for how the methods can be used to
complement one another.
Throughout the chapter, terms such as selection bias and non-response bias will be used in
addition to participation bias. This is to distinguish between methods specifically designed for
use with non-participation and those applicable to more scenarios such as selection bias, of which
participation bias is a subset (see Chapter 2).
4.1 Sensitivity Analysis
Sensitivity analyses are the repeat of an analysis which substitutes alternative decisions or ranges
of values for decisions that were arbitrary or unclear.294 This includes values which were missing
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or estimated through the result of non-participation. In this section, approaches which are suitable
for use with case-control studies and which go by the name of a sensitivity analysis are included.
However, other approaches could be seen as sensitivity analyses, such as analyses before and after
multiple imputation (§4.4.2) or before and after weighting (§4.4.1), but these approaches have been
allocated their own section and are not repeated here.
4.1.1 Explanation
Greenland295 describes a sensitivity analysis rather concisely as the quantitative extension of the
qualitative elements which are found in good discussions of results. Hence sensitivity analyses
can be seen as an attempt to link traditional statistics, where the assumptions may not hold, with
more informed but less formal inferences that acknowledge biases.295
The first sensitivity analysis of bias in an observational study was in 1959296 and considered the
claim made by tobacco companies that the high rates of lung cancer amongst smokers may not
be due to smoking.297 However, the sensitivity analysis296 found that any unmeasured factor
responsible for causing lung cancer would need to be a near perfect predictor of the cancer and
approximately nine times more common amongst the smokers than non-smokers.297 While this
unmeasured factor is possible, it is unlikely.297
Sensitivity analyses have been used in epidemiology298, 299 in an attempt to assess the effect
of non-participation on a study, which can be performed in different ways depending upon
the available information. One approach may be to assume the exposure levels for those
who have not participated and re-analyse the data.14 Various assumptions can be made about
the unknown exposure levels and each tested in turn, with their effect on the odds ratio (or
similar) reported.14 This includes testing the extreme instances whereby all non-participating
cases/controls are exposed/unexposed. Conclusions can be drawn about the maximum possible
differences between the study-calculated odds ratio and the possible odds ratio if all invited
individuals had participated. If the difference between the calculated and hypothesised odds ratios
is small, the study odds ratio can be reported with confidence. However, if this difference is large
or causes the exposure to change from a risk to protective factor or vice versa, then the effect
of non-participation should be discussed in the reporting of the results. Such discussion should
also include the likelihood of the missing exposure levels including the extreme possible values,
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despite being a subjective likelihood.14
One author300 stated that sensitivity analyses were rarely used between 1959 and the time of
their publication in 2003, and thought it due to the method requiring values from background
information which may be unreliable or controversial and which the study results may be sensitive
to.300 This limitation is similar to Bayesian analysis where there is the need to select a prior, upon
which the posterior may be sensitive.110
Bias resulting from non-participation can be difficult to assess, due to the lack of sufficient
information available to perform a quantitative analysis,301 but sensitivity analyses attempt to
estimate the effect of this bias. Various forms of sensitivity analysis have been suggested; some
examples designed for use with participation bias follow.
4.1.1.1 Approach 1: Decomposition of the Odds Ratio
This sensitivity analysis for participation bias involves the decomposition of the odds ratio.295, 301
Let pCaj and pCoj be the participation probabilities of cases and controls respectively at a given
exposure level, j. In case-control studies where the exposure is binary, j will take the value 1 for
exposed individuals and 0 for unexposed individuals. Population case counts can then be estimated
using CajpCaj
and population control counts can be estimated using CojpCoj
. The adjusted odds ratio
which compares exposure level j to level 0 is then,
(
Caj
pCaj
)(
Co0
pCo0
)
(
Ca0
pCa0
)(
Coj
pCoj
) = CajCo0
Ca0Coj
(
pCajpCo0
pCa0pCoj
)−1
, (4.1)
which is calculated by dividing the sample odds ratio by a value termed the ‘selection bias factor’,(
pCaj pCo0
pCa0pCoj
)
,295, 301 but could equally be named the ‘participation bias factor’. Equation 4.1 can
be applied to the whole sample, or within strata of confounding variables, and the selection bias
factor need not be constant across the different strata.301 Note that there will be no bias if the
selection bias factor is equal to one,295, 301 since the sample odds ratio will be returned. Although
this is less common for case-control studies since the exposure and disease are known before the
study commences.301
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4.1.1.2 Approach 2: Cornfield’s Inequality
In 1959, Cornfield et al.296 achieved the first formal sensitivity analysis on an observational study
by deriving an inequality for a risk ratio which was defined as the probability of death from lung
cancer for smokers divided by the probability of death from lung cancer for non-smokers.297 The
statement given by Cornfield et al. was,
“If an agent, A, with no causal effect upon the risk of a disease, nevertheless, because
of a positive correlation with some other causal agent, B, shows an apparent risk, r, for
those exposed to A, relative to those not so exposed, then the prevalence of B, among
those exposed to A, relative to the prevalence among those not so exposed, must be
greater than r.”
The key action here is the conversion of a usually qualitative statement applicable to all
observational studies to a quantitative statement specific to a particular study.297 In other words,
rather than state that associations do not imply causation and that hidden biases may explain the
observed associations, the authors instead state that to explain the observed association in a given
study, the hidden bias would need to be of a certain magnitude.297 Therefore a strong association
would need to be explained by a large bias.297
4.1.1.3 Approach 3: Rosenbaum’s Extension of Cornfield’s Inequality
Rosenbaum297 aimed to extend the inequality suggested by Cornfield296 such that it was suitable
for any type of response (not just binary) and could take into account sampling variability.297
The assumption of this approach is that, before any matching or stratifying, individuals are
assigned to exposed or unexposed groups independently, but with unknown probabilities.297 In
other words, two individuals who have the same recorded characteristics may differ by unrecorded
characteristics, such that their odds of exposure differ. The odds of exposure are denoted using Γ,
with Γ ≥ 1. Therefore, in a simple randomised controlled trial, Γ = 1 since each individual has
the same odds of being exposure, or receiving the treatment. A value of two for Γ would suggest
that an individual is twice as likely to be exposed than another individual, and this difference is
due to unrecorded characteristics.
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This approach by Rosenbaum quantifies the amount of bias required from unrecorded factors
before the qualitative study conclusions change.297 A very sensitive conclusion would be changed
when Γ is not much larger than one, while a more robust or insensitive study conclusion would
only be changed by large values of Γ.
4.1.2 Hypothetical Example
Let there be hypothetical data from a case-control study as shown in Table 4.1, with 50 cases and
100 controls. The odds ratio for these data is 70×3515×30 = 5
4
9 = 5.44(2dp). The rbounds package
302
in R303 can be used to perform the sensitivity analysis as in §4.1.1.3. The results are presented in
Table 4.2 and show that for an increase of 2.5 in Γ, then p-value increases to 0.09, which is above
the usual 0.05 threshold.304 So, if the case or control individuals are 3.5 times more likely to be
exposed due to an unobserved variable, then the inference changes. This indicates a fairly reliable
case-control result, as the presence of an unobserved variable of this nature seems unlikely.
Control Case
Not exposed 70 15
Exposed 30 35
Table 4.1: Hypothetical data for the sensitivity analysis example.
Γ p-value lower bound p-value upper bound
1.0 5.56e-07 5.56e-07
1.5 8.04e-10 1.03e-04
2.0 3.54e-12 1.89e-03
2.5 3.42e-14 1.16e-02
3.0 5.91e-16 3.90e-02
3.5 1.59e-17 9.05e-02
4.0 6.11e-19 1.65e-01
Table 4.2: Sensitivity analysis hypothetical data results.
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4.1.3 Sensitivity Analysis of Participation Bias in the Diabetes Data
Sensitivity analyses similar to the hypothetical example in §4.1.2 can be applied to the diabetes
data used throughout the thesis. The results from using caesarean or amniocentesis as the exposure
of interest, with type I diabetes as the outcome of interest, are given in Table 4.3. For caesarean,
an increase in Γ of just 0.1 (upper bound) is sufficient to change the conclusion from significant
to insignificant, whereas for amniocentesis Γ would need to increase by 0.6. This suggests the
amniocentesis conclusion may be more robust than the caesarean conclusion, since an unobserved
variable would need to cause the case or control individuals to be 1.6 or 1.1 times more likely to
be exposed respectively for the inference to change.
Γ p-value lower bound p-value upper bound
1.0 2.31e-02 0.023
Caesarean 1.05 1.46e-02 0.035
1.10 9.22e-03 0.052
1.15 5.79e-03 0.072
Γ p-value lower bound p-value upper bound
1.0 3.04e-03 0.003
1.2 7.40e-04 0.011
Amniocentesis 1.4 1.98e-04 0.026
1.6 5.78e-05 0.053
1.8 1.83e-05 0.091
2.0 6.21e-06 0.140
Table 4.3: Sensitivity analysis results for the diabetes data.
4.1.4 Critical Evaluation
As stated at the start of this section, sensitivity analyses could also include approaches such as
multiple imputation (§4.4.2) or weighting (§4.4.1), but here methods designed for use with case-
control data, which go by the name of a sensitivity analysis, are included and evaluated.
Sensitivity analyses were the most popular method found in the assessment in Chapter 3 with
4. METHODS TO REDUCE PARTICIPATION BIAS 71
nine uses, but there are limitations with using this approach. For example, the decomposition
of the odds ratio in §4.1.1.1 will only be possible if the participation probabilities for Caj and
Coj are known or can be estimated, which may require the inclusion of a survey in the study to
collect additional data regarding participation.301 Although, it is possible to use Equation 4.1 with
more than one value for the participation probabilities and report a range of adjusted odds ratios
dependent upon given assumptions. The approach by Cornfield et al.296 in §4.1.1.2 is restricted to
binary outcomes and ignores sampling variability.297
Geneletti et al.305 state that the “choice of adjustment method depends on the assumptions that
are considered plausible regarding the nature of the non-participation and the type of additional
sources of data that are available. However, any chosen model will generally be based on
untestable assumptions, because by definition we do not observe the characteristics of primary
interest of the non-participants. Thus any method that attempts to correct for non-participation
bias is essentially a sensitivity analysis”. While this is a relatively strong statement, it is true that
methods to adjust for participation bias do rely upon assumptions which are often untestable and
which may not be true. For example, some methods (see §4.4.2 and §4.4.1) often require the data
to be MAR, and testing between MAR and MNAR data is not possible.305 The safest option with
respect to the missingness mechanism, would be to choose a method which can be used for MNAR
data to err on the side of caution. Even when causal graphs are adopted to aid the adjustment or
not of variables relating to participation bias (see §4.3), there is still the assumption that the causal
graph has been draw correctly and that all relevant variables are included.
Therefore, a sensitivity analysis may be a wise choice, and it can be included in conjunction
with another method. The sensitivity analysis need not be complicated, but could be as simple
as replacing all the missing data with the highest or lowest plausible values to generate a range
of results and determine whether the conclusion may be altered. In many instances, this simple
sensitivity analysis approach may strengthen the study findings if it shows the conclusions to
be robust to these extremes. Where assumptions are made during the analysis, the impact of
these assumptions being incorrect should be considered, and the likelihood of the conclusions
changing should be reported. The suggestion305 that studies should report a range of models
or a base model plus a series of sensitivity analysis is a sensible one, since no model will be
‘correct’, despite epidemiologists often reporting findings based on a single most suitable model.
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For this to be common practice, support would be needed from journals to allow authors to publish
extended results, as current space restrictions may prohibit this. However, many journals allow for
supplementary materials, which could be used to present sensitivity analyses.
A quote from Allen and Holland306 twenty-seven years ago states that ”You must be prepared
to think as hard about your non-respondents as you do about your substantive research and to
incorporate this into a sensitivity analysis. Otherwise, you have not handled selection bias but have
only ignored it”. This rightly encourages researchers to consider non-participants more frequently
and more deeply in their study, and to conduct and report a sensitivity analysis, even if it is only
discussed briefly in the main article.
Sensitivity analysis may be a particularly useful approach for when the area of research is new or
not well understood as it is suitable in most instances and different forms of sensitivity analyses
are available depending on the available data and the required outcome. The main disadvantage of
this method is that it typically only assesses bias, rather than directly reducing it. However if the
author reports different results from different analyses, it allows the reader to assess how plausible
the results are and which conclusions to draw.
4.2 Stratification
4.2.1 Explanation
Stratification usually refers to stratified matching at the beginning of a study, where cases and
controls with similar characteristics are paired.14 However post-stratification14, 285, 307 allows strata
to be used during study analysis.
The advantages of allocating cases and controls to strata after data collection are (1) the matching
variables need not be chosen before the sample characteristics are known and (2) participant
recruitment is not restricted to accommodate matched characteristics. In addition, the ratio of
cases and controls does not need to be constant across strata, although a disadvantage is that
comparisons will be prevented where there are not both cases and controls in a given stratum.14
The reasoning for stratification as a method to reduce bias is as follows. Within each stratum the
cases and controls are similar with respect to the stratification variables, so it is assumed that any
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differences in exposure between the cases and controls cannot be due to these variables.14 While
these ‘similar’ individuals can be compared across the disease categories, information regarding
the stratification variables is lost, hence strata should be formed using factors which are already
well-understood.
The number of strata is a matter of compromise. The more stratification variables and the greater
the number of variable categories, the more similar the individuals are for comparison, but the
fewer the individuals within each strata, and the greater the possibility of no cases or no controls for
comparison. One advantage of post-stratification over stratified sampling is that strata specification
can be amended during the analysis to accommodate the data, although the choice of strata should
be supported with reasoning. Both the number of stratification variables and the number of variable
categories are limited by the number of participants.
In the literature, stratification is commonly used for confounding variables,111 but this can have
the consequence of introducing selection bias111 and in these instances it should be considered
whether the size of the biases can be estimated and whether the smaller of the two biases should
be selected. If individuals are stratified by age (e.g. four groups), sex (two groups) and race (e.g.
four groups), this would result in 32 subgroups (4 × 2 × 4), and within these groups individuals
should be relatively homogeneous on each of these three variables. Within the 32 subgroups any
difference in exposure between case and control groups must be due to a variable other than age,
sex and race. The smaller the number of stratification groups, the more dissimilarity there may
be within subgroups, and this may account for some variation in exposure between the cases and
controls.
An example of a stratification-based method is the Mantel-Haenszel analysis which is often used
for confounders39 (see Equation 2.1 in §2.2.6). Odds ratios can be calculated for the exposure-
disease association in each strata as described in §2.2.5, and the results may then be reported as
a set of odds ratios, one for each stratum, or be combined into one odds ratio using the Mantel-
Haenszel adjustment. One example is an article308 which used the Mantel-Haenszel approach to
analyse data from a case-control study which had three sets of participants (full, partial and non),
to assess possible bias resulting from non-participation. Although the term ‘stratification’ was not
used in their publication, the data were stratified by participation group (full, partial or non), by
disease group (case, control) and by sex (male, female, all).
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4.2.2 Hypothetical Example
In a case-control study, let the hypothetical exposure, outcome and factor (race, which affects both
exposure and participation) be binary. The data are given in Tables 4.4–4.5. Standard odds ratio
can be calculated using Table 4.4 as 150×20120×15 =
3000
1800 = 1
2
3 = 1.67(2dp). The Mantel-Haenszel odds
ratio can be calculated after stratification by race using
∑
ad/n∑
bc/n in Equation 2.1 where a, b, c, d, n
are as given in Table 2.1. Table 4.5 enables the calculation to be
∑
ad/n∑
bc/n =
(1050/200)+(400/105)
(550/200)+(100/105) =
9 5
84
3 59
84
= 2.45(2dp), which is higher than the unadjusted odds ratio of 123 = 1.67(2dp). These
calculations can be verified using the epiR package309 in R303 with the epi.2by2 command.
The output in Table 4.6 confirms the calculation by hand and provides confidence intervals. The
crude odds ratio of 1.67 has a confidence interval which includes one, suggesting the exposure
is not a significant risk nor protective factor. However after stratification by race, the Mantel-
Haenszel adjusted odds ratio is 2.45 and shows the exposure to be a significant risk factor since
the confidence interval excludes one.
Outcome
Exposure 1 0
1 20 120
0 15 150
Table 4.4: Hypothetical data for the stratification example.
Race=0 Outcome
Exposure 1 0
1 15 110
0 5 70
Race=1 Outcome
Exposure 1 0
1 5 10
0 10 80
Table 4.5: Hypothetical data for the stratification example, split by race.
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Outcome + Outcome - Total
Exposed + 20 120 140
Exposed - 15 150 165
Total 35 270 305
Estimate type Point estimate (CI)
Odds ratio (Wald CI) (crude) 1.67 (0.82, 3.39)
Odds ratio (Mantel-Haenszel) 2.45 (1.06, 5.64)
Odds ratio (crude:Mantel-Haenszel) 0.68
Table 4.6: Stratification data and analysis output.
4.2.3 Stratification During Analysis of the Diabetes Data
Stratification can be applied to the diabetes data. Let the association of interest be between
caesarean deliveries and childhood type I diabetes. Say that control mothers who underwent an
amniocentesis were more likely to participate and more likely to have a caesarean delivery.
The results are shown in Table 4.7 for standard analysis, then analysis after stratification by
amniocentesis. In this instance the odds ratio and confidence interval do not alter by much, but it
could be said that the odds ratio has changed from significant in the crude estimate to insignificant
using the adjusted estimate. Stratification of these data by amniocentesis may not be necessary.
Outcome + Outcome - Total
Exposed + 34 35 69
Exposed - 162 290 452
Total 196 325 521
Estimate type Point estimate (CI)
Odds ratio (Wald CI) (crude) 1.74 (1.04, 2.89)
Odds ratio (Mantel-Haenszel) 1.65 (0.99, 2.77)
Odds ratio (crude:Mantel-Haenszel) 1.05
Table 4.7: Stratification data and analysis output: Diabetes data.
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4.2.4 Critical Evaluation
The number of stratification variables and the number of variable categories dictate the number of
models required, with a large number of models potentially leading to extensive computational
time, because as the number of variables to control for increases, the number of strata grow
exponentially.310 The participants also need to be distributed across the categories of the
stratification variable in such a way that no categories are left poorly populated or unpopulated
and such that both cases and controls are present for comparison. While ‘poorly populated’ is
not defined as such, the fewer individuals present, the wider the confidence intervals. Therefore
this approach usually requires a substantial number of participants, possibly more than other
methods, which may be difficult at a time when participation in studies is declining (see Chapter 2).
However, if the participants are heavily biased by a particular variable, or if certain combinations
of variables are impossible, there may be some empty categories regardless of the sample size and
then this approach may not be preferable. Multiple stratification variables can be used at once, but
will again be limited by the number and distribution of participants.
Stratification is a relatively simple idea to implement since the usual analysis is applied (albeit
to subgroups) and hence it is suited to a range of study designs. This may explain why it was
the second most popular approach in the assessment in Chapter 3 (although the small number of
methods returned meant it only had two uses). A limitation of stratification for if the subset results
are not pooled, is that the confidence intervals will tend to be wider due to the smaller numbers in
each stratum. It may then be unclear whether an exposure is a risk (or preventative) factor.
To apply this method the data need to be presented with sufficient detail to stratify by variables
and still be able to perform the intended analysis. If further stratification is required, for example
by a second variable, this additional level of detail would be needed. If only summaries of some
variables are given, for example the number of individuals in each age group, which is not linked
to the rest of the data, or if any variables have been categorised, for example age has been split
into old/young, then stratification may be restricted to these categories or in some instances may
not practical or possible.
Stratification includes the variable associated with participation in the analysis using a similar
approach to adjusting for that variable (see §4.3). In fact the term stratification is sometimes used to
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describe when a variable is included in the analysis model. Stratification is a more time-consuming
approach than regression adjusting, since several models are created and then usually combined,
whereas when adjusting for a variable, just one model is formed. For this reason, stratification
could be viewed as less desirable than adjusting, although in Chapter 3 stratification was used more
obviously for bias whereas adjusting appeared to be used more often for confounding. Of course
is it possible that the inconsistency in the literature of the use of the terms bias and confounding
(discussed in more detail in §4.3 and §4.6.2) may have affected the ordering of the popularity of
these methods.
When a variable is conditioned on (or controlled for115), or when a subset selected,111 this is the
same as stratification, but in some instances just one strata is available. For example, when only
participants are included in a study and non-participants are excluded, this is the same as using
strata of participation (yes/no), but rather than analyse participants and non-participants separately,
the non-participant data are unavailable.
4.3 Adjusting for the Variable Associated with Participation
4.3.1 Explanation
In case-control studies, participation is conditioned on since information is only available on those
who have participated in the study. In other words, the participation variable has been stratified,
but only one strata is available for analysis. In some instances, the binary participation variable
will also be a collider between the exposure and disease variables (as defined in §2.1.1 and shown
in §2.3.4.1), and this is the definition of participation bias.111 However, it may be possible to
eliminate this bias by conditioning on another variable. Conditioning, controlling or adjusting
can refer to restriction, stratification, or regression adjustment18, 115 due to the overlap in the
reasoning behind these approaches. It is regression adjustment111 which is focused on here, which
can also be referred to as variable adjustment,311 controlling for a variable, or in matched case-
control studies, conditional logistic regression.312 These terms are also often used interchangeably
with stratification techniques.111, 312 For confounders, Cochrane313 use “controlling for” as an
overarching theme, and use matching, stratification and modelling as subthemes. Therefore, while
it has been assumed here that adjustment refers to regression adjustment, it may refer to other
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similar methods since there are common themes between these approaches. Adjustment was the
third most popular approach found in the assessment in Chapter 3 (but due to the small number of
methods returned, had just one use).
Adjustment for variables is common when the variables in question are confounders. As already
mentioned, there is an overlap (or possibly confusion) between the description of biases such as
selection bias, participation bias and confounding bias, or terms such as selection confounding.
Therefore, some references to adjustment for selection bias using regression models may in fact
be describing adjustment for confounding.
Which variable(s) to adjust for, or simply the identification of a collider which has been
conditioned on, is best achieved by using causal diagrams. Recall from §2.1.1 that a causal diagram
generally consists of vertices which represent the variables in the analysis, with directed arrows
between them representing direct causal effects.115 The absence of an arrow indicates a strong
claim of no causal effect between two variables, and conditioning is represented by placing a
box around a variable.115 Directed acyclic graphs (DAGs) are often used for such analyses and
have the advantage of no parametric (often untested) assumptions such as linearity.12 A graphical
approach using causal graphs may be appropriate to know when adding variables to regression
models is beneficial, or when it could lead to further bias. There are examples in the literature
where adjusting for confounding bias by conditioning on a variable, results in selection bias.111
Let there be participation bias as defined in §2.3.4.1, and as a consequence a misrepresentation of
a particular variable in the sample compared with the target population, and let this particular
variable also be associated with the exposure of interest. Even if this variable is not a true
confounder between the exposure and disease of interest, a confounding effect can be seen in
the data, which can be controlled for during analysis in the same way as controlling for a
confounder.314, 315 However, it is advisable to only adjust for variables which are thought to
lead to bias, since each adjustment can contribute to an increase in the variance associated with
a parameter estimate.314 This is also referred to as over-adjustment, which is used to describe
controlling for a variable that increases net bias or that does not affect bias but which decreases
precision.316
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4.3.1.1 Causal Graphs
Some terminology for causal graphs was introduced in §2.1.1 and used in §2.3.4.1. When the
exposure and disease share a common effect, they will be conditionally associated when the
association is calculated within strata of the common effect,111, 113 regardless of whether or not
there is a true association. This also applies to a cause of the exposure or outcome in place of the
exposure or outcome.111 The common effect in case-control studies can be the binary participation
variable. Figure 4.1 shows the simplest form of participation bias using causal diagrams. The box
around the participation variable indicates that participation has been conditioned on, i.e. only
those who have participated are included in the analysis. Therefore, a collider (or common effect)
of exposure and disease has been conditioned on, leading to an association between exposure and
disease regardless of whether or not there is a true association between them.
Figure 4.1: An example of a causal diagram showing exposure and outcome affecting
participation.
Next, causal graphs can be used to determine when it is appropriate to adjust for participation bias.
In the simplest scenario when there are just three variables of exposure, disease and participation, it
is thought that when participation is conditioned on and caused only by the exposure, then the bias
resulting from non-participation can be removed.119 However, when participation is conditioned
on and caused only by the disease, the bias resulting from non-participation cannot be eliminated,
unless an odds ratio is used to describe the association,119 as was discussed in §2.3.4.3. When
participation is conditioned on and affected by both the exposure and disease, the bias also cannot
be removed,119 even by using an odds ratio. Of course, non-participation may result from variables
other than the exposure and disease, but this scenario is the simplest.
Overall, confounding is where there is a common cause, and bias results when this common cause
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is not conditioned on. Causal graphs can be particularly useful for defining a minimally sufficient
set of confounders to adjust for. In contrast, selection (or participation) bias is where there is
a common effect, and bias results when this common effect is conditioned on.111 While causal
assumptions can be displayed in the causal diagram, the underlying parametric assumptions should
be checked using the data.38
4.3.2 Hypothetical Example
As seen in §4.3.1.1, causal graphs or directed acyclic graphs (DAGs) can be useful when
considering confounding and participation bias in studies. Let there be a hypothetical matched
case-control study, where the association of interest is between hypertension and stroke, with cases
and controls matched on age. Participants are selected by their disease status and participation is
more common amongst cases than controls, hence stroke status influences participation. Previous
studies (see §2.3.2) have found that age affects participation, with older individuals generally more
likely to participate. Age is also known to affect hypertension, with older individuals more likely
to have hypertension.317 By design, case-control studies condition on participation, hence the
collider between stroke and age is conditioned on. The causal graph corresponding to this is given
in Figure 4.2, which is simplified to assume no causal link between age and stroke.
Figure 4.2: Causal graph for the hypothetical stroke example.
In Figure 4.2, age is not a confounder between hypertension and stroke. However, since
participation has been conditioned on, by only including participants in the analysis, the path
from hypertension to stroke via age and participation is now unblocked and hence acts as a biasing
path.18 To estimate the association between hypertension and stroke, this biasing path must be
blocked, which can be achieved by conditioning on age. This would also be true had age and
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hypertension been associated rather than causal (for example if there was a double-headed arrow
between age and hypertension, or a third variable between them which caused both hypertension
and age).18
Therefore in this example the case-control study matched on a non-confounding variable which
was associated with the exposure. This resulted in the need for the matched variable to be
controlled for, which would not have been required, had the matching not have taken place. It
has been suggested that in these situations, either conditional logistic regression or the Mantel-
Haenszel adjusted odds ratio be used.312
4.3.3 Adjusting for Participation Bias in the Diabetes Data
This method can be applied to the diabetes dataset used throughout the thesis. Let the association
of interest be between caesarean deliveries and childhood type I diabetes. Say that control mothers
who underwent an amniocentesis were more likely to participate. It is known that the age of the
mother can influence whether or not there is an amniocentesis, and also whether a caesarean is
required. The causal graph for this situation is given in Figure 4.3.
Figure 4.3: Causal graph for the diabetes data example.
Since participation is conditioned on, there is a biasing path opened between caesarean and
diabetes, via (age of mother), amniocentesis and participation. This biasing path can be blocked
by conditioning on amniocentesis, so the association between caesarean and diabetes can be
estimated. Table 4.8 shows the models before and after controlling for amniocentesis. In this
instance, the estimate for caesarean does not change by much (from 0.553 to 0.507) but if
significance is of interest, the estimate is significant at the 5% level in the unadjusted model,
but not in the adjusted model. Both models suggest that diabetes is more likely amongst children
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who were delivered by caesarean.
Model Variable Coefficient (CI) p-value Odds Ratio (CI)
No adjustment Intercept -0.582 (-0.776, -0.392) 2.91× 10−9 0.559 (0.460, 0.676)
Caesarean 0.553 (0.042, 1.064) 0.033 1.739 (1.043, 2.899)
Adjusting for Intercept -0.633 (-0.832, -0.438) 2.84× 10−10 0.531 (0.435, 0.645)
amniocentesis Caesarean 0.507 (-0.011, 1.024) 0.054 1.661 (0.989, 2.786)
Amniocentesis 1.208 (0.361, 2.132) 0.007 3.348 (1.434, 8.435)
Table 4.8: Logistic regression model results for diabetes status and caesarean, before and after
controlling for amniocentesis. CI = confidence interval.
4.3.4 Critical Evaluation
The method of adjusting for participation bias is an apparently simple method to apply, since it
only requires the variable(s) associated with participation to be added to the analysis model, but it
does require the selection of appropriate variables. This approach is well established for reducing
confounding bias, and therefore the general principles are widely understood. This method was
the third most commonly used in the assessment in Chapter 3 and therefore seemingly accepted
amongst authors, although the ease and speed of this method are likely reasons why it is a popular
choice.
This method is suitable for continuous, binary or categorical variables, and multiple study designs
where regression models are used for the analysis. Multiple variables can also be adjusted for
simultaneously. However, this method will not be possible if the required variable has not been
recorded, such as when the variable is discovered after the study has taken place or if the variable
is unknown.
There are instances where using adjustment to reduce confounding bias may result in the
introduction of selection bias, which could be larger than the initial confounding bias.111 Care
should be taken when adjusting for variables, and causal diagrams are recommended to check
which variables to adjust for and to see the consequences of any adjustments. Online software
such as DAGitty112 are available to assist with this process, as well as a recently developed (2016)
R package.318
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There may be multiple plausible causal diagrams, and it is a worthwhile activity drawing each
(or at least some if there are many) to see how the analysis and assumptions vary. If the same
adjustments would be required for multiple diagrams, this strengthens the reasoning for the
adjustment. Causal diagrams also have the ability to incorporate unmeasured variables, even if
they cannot be included in the analysis. Their role in the association of interest may be important
and may dictate other variables which need to be recorded to conduct the required adjustment.
Since a measure of the strength of an association is not included in a causal diagram, an association
of zero is permitted and hence allows the diagram to be constructed even if the association between
variables is not fully understood. The absence of an association is a strong assumption in a causal
diagram38 and should be used with care. Thus as a general approach, uncertainty of associations
should be depicted as an association, which could later be concluded to have a value of zero.
Causal diagrams can be used in other scenarios, such as to determine when complete case analysis
provides unbiased estimates. Daniel et al. explain how the joint distributions of the exposure and
outcome can be estimated without bias when the outcome is MCAR,38 but not when the outcome
is MAR given the exposure. However, in both scenarios the causal effect of the exposure on the
outcome can be estimated without bias in complete case analysis.38 There are many extensions to
causal diagrams such as this, but the focus in this thesis is specially for their use with case-control
studies.
Causal diagrams could be described as cautious, since they may suggest there is bias when there
may not be.38 This allows them to be generalisable but also requires them to interpreted for the
given scenario. One example of this is where a causal diagram suggests bias from conditioning on
participation which is affected by the outcome, when the odds ratio used for case-control studies
would remove his bias.38
It is possible that adjusting for variables in regression models has become common practice and
that not all authors consider whether adjustment is required or whether adjustment can lead to
other biases. Drawing a causal diagram and considering the effects of any adjustments before
analysis would be wise.
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4.4 Other Methods
Other methods to account for bias resulting from non-participation were encountered while
conducting the literature search for Chapter 2, which are used in the literature less frequently
according to the assessment in Chapter 3, hence these methods will be described only briefly, with
references included for further reading.
4.4.1 Inverse Probability Weighting
Inverse probability weighting (IPW) assigns a weight to each of the participants so that in the
analysis they represent themselves plus non-participants which possess similar characteristics.111
The weight is equal to the inverse of their probability of participating111 and can be calculated
using external target population data to ensure those participating represent the intended
population.117 This weighting results in a pseudo-population which contains individuals with
similar characteristics to the initial population.
4.4.1.1 Critical Evaluation
Since IPW is an approach which essentially removes any missing data resulting from non-
participation by replacing missing individuals with similar participating individuals, it has the
potential to ensure the confidence intervals remain narrow with respect to the sample size.
However, there could be additional uncertainty in the estimate of the odds ratio which should
be taken into account during the interpretation of the results.
To conduct the analysis it must be possible to estimate the weights and all weights must be
non-zero. If either of these points fail, reliable analyses will not be possible. Members of
the population can only be represented if there is a participant with similar characteristics,
since weights cannot be applied without a recorded value and so some individuals may not be
accounted for. This is particularly likely when individuals refuse to participate for a reason
related to a given characteristic, such as refusal on religious grounds. Typically IPW requires
some knowledge of the drop-out mechanism and is therefore not as easily applicable to case-
control studies where the participation probabilities are usually unknown.94 When known, the
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probabilities are usually much higher for cases than controls,319–323 resulting in large variability
in the probabilities, causing the weighting method to be inefficient.324, 325 Additional data may be
required to determine the characteristics of missing individuals117 and hence calculate the weights.
While census data or published literature are useful in some instances, in others these data may
be unavailable, particularly in new areas of research or where data relate to sensitive or personal
issues. Collecting data from non-participants is another option, but for many studies will not be
possible due to uncooperative non-participants, or possibly due to restricted resources.
Weighting methods can be complex and computationally intensive,94 although they can usually be
implemented using statistical software packages.117 The assumption that the data are MAR may
not hold in case-control studies, particularly in studies of sensitive exposures or outcomes such as
sexually transmitted diseases or drug use, and since this is an untestable assumption, it may not be
valid even when thought to be.
IPW has an advantage over stratification in that it produces unbiased estimates of the exposure-
disease association in more scenarios.111 Generally, stratification is limited since it calculates
the exposure-disease association conditional on the stratification variable which causes non-
participation, and is hence not suitable when the exposure causes the stratification variable, or
when the exposure and stratification variables share a common cause,111 whereas IPW does not
have this assumption.
IPW has been used in the literature specifically to adjust for selection bias in case-control
studies117 and is a flexible approach which can be used in a range of scenarios when participation
probabilities can be estimated. This includes in trials with drop-out,94 since the data consist of
a pseudo-population to which standard analyses can be applied. Weighting has the advantage of
being a reasonably well-established method with a relatively simple idea, which was developed in
the survey literature in 1952.284 However, it may be more suited to survey data where the weights
often vary little between comparison groups, than to case-control data where weights can vary
drastically between groups.
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4.4.2 Imputation
One idea proposed is to list the basic characteristics of those who have not participated in the
study and rather than recruit further individuals, take the data from those who did participate
and impute the missing data. Imputation is an approach for entering a value for a specific data
item where the response is either missing or incomplete.326 This idea assumes that at least some
information is known about the non-participants to be able to predict the missing values, such as
their location, age or sex, and usually that the data are MAR.38, 305 The approach then uses these
available data to estimate the missing variables, to complete the dataset. Imputation results in a
sample of individuals ‘similar’ to the original sample, but with increased uncertainty in the results
due to the imputation and this is usually reflected in the confidence intervals of any estimates.
Imputation is frequently used in other fields, such as to fill in missing items in survey non-
response,327–330 and justification of this approach for use with survey data has been published.331
There are also a variety of different types of imputation methods available,49 including single and
multiple imputation.
Single imputation involves replacing the missing value with a value based upon a given rule.292
Examples include using the mean value for the missing variable, or the last measured value for
that variable.292 This approach has little statistical grounding and can result in bias, plus it does
not take into account the added uncertainty from imputing missing values.292
Multiple imputation was first introduced in 1978 in the survey literature290 and has since become
a well-recognised approach for missing data, being used widely and included in reviews and
texts.332 Areas of use include observational studies in medical research and implementation is now
possible via a range of statistical packages.332 Multiple imputation imputes the missing values
multiple times to create several datasets with the same recorded values but differing imputed
values.292, 332 The chosen data analysis is then applied to each of the datasets and the set of
estimates combined using Rubin’s rules331 which average over the estimates while allowing for the
additional uncertainty in the final estimate.292, 332 Multiple imputation techniques292 can be used
as a method to quantify possible bias resulting from non-participation in case-control studies.53
Examples333 for and discussions334 on using multiple imputation for case-control studies can be
found in the literature, as can further details about multiple imputation in general.292, 332
4. METHODS TO REDUCE PARTICIPATION BIAS 87
4.4.2.1 Critical Evaluation
Multiple imputation is an efficient approach332 which is used frequently for missing data, hence
many resources are available, including packages for implementation in statistical software.335
The general concept seems to be well understood and it has been successfully implemented for
survey non-response. Multiple imputation can be applied to most study designs, even if the dataset
is large and the missingness complex.332 It can also be applied easily in conjunction with a
sensitivity analysis.332
Multiple imputation has the advantage that the imputation model and overall analysis model are
separate, therefore a different variable subset may be used to impute missing values and to analyse
the data. In some other methods such as regression adjustment, the adjustment and analysis are
performed as one step, but multiple imputation allows this additional flexibility. However this
extra step may be seen to be time-consuming and deter some researchers.
Choices made during the imputation procedure can vastly affect the conclusions drawn, and hence
care needs to be taken when defining steps such as the imputation model.292 For example, it is not
always known that the outcome often needs to be included in the imputation model when imputing
predictors, and omission of the outcome can affect the association of interest.292 Many multiple
imputation procedures also assume that data are normally distributed so problems can occur for
non-normal data, or when data are binary or categorical.292 Finally, since the MAR assumption
is untestable, it is unknown whether it holds for the variables, yet the suitability of this method
depends upon the level of and the patterns in, the non-participation.
Multiple imputation can be computationally intensive when the dataset is large, if there are a
large number of variables or if the missingness percentage is high,292 and then imputation is also
known to perform less well.331 Multiple imputation would be best suited to studies which can
reasonably assume the missingness to be MAR and where the missingness is not too high; although
the percentage missingness to be classed as ‘not too high’ is arguable and study-specific. Since
approximations are used,292 some algorithms may need to be run repeatedly, which can also add
to the computation time.
The entire multiple imputation process can be complicated and restricted space in journals may not
allow for such detail. Guidelines have been suggested292 for details regarding multiple imputation
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which should be included in supplementary material. This approach is sensible as it provides the
reader with all the required information and allows the research (provided the data are available)
to be reproducible. It also enables the reader to judge the integrity of the final conclusions and
encourages the researchers to test assumptions and highlight potential pitfalls.
4.4.3 Propensity Score
The propensity score is the probability of the exposure given recorded baseline variables336, 337
and it can be used to match samples using the univariate propensity score, or for multivariate
adjustment using the propensity score.338 The exposure groups are comparable with respect to the
recorded variables, conditional on the true propensity score.336 The true score is often estimated
as the predicted probability of the exposure given the measured variables.336
Propensity score matching uses the standard idea of matching two groups for comparison, but
matches using a single indicator known as the propensity score instead of multiple variables.310, 339
Matching is achieved by pairing a control to a case with a similar propensity score.310, 339 The
aim is a dataset comprising of cases and controls with similar characteristics for the variables
used to define the propensity score.339 Logistic regression models are often used to calculate the
propensity scores since they do not make assumptions about the distributions of the variables in
the model on the dichotomous outcome.310 A score is calculated for each individual, whether
case or control, and seen to adjust for the differences between the groups with respect to the
recorded variables339 and for this reason it is often referred to as a balancing score.338, 339 Matching
through techniques such as nearest neighbour matching can be achieved using statistical software
packages.340
Propensity scores can be used for matching, regression adjustment or stratification,310, 339 with
regression adjustment the most commonly found approach in the medical literature.337 The
process of matching pairs cases and controls with similar scores, stratification divides the
individuals intro strata dependent upon their scores, and regression adjustment techniques use
the propensity score as a variable in the model or as a weight.339 Where regression adjustment is
used, the estimate of the exposure remains the same as if all the variables included in the formation
of the propensity score were in a regression model with the exposure. However the propensity
score approach enables the propensity score model to be (possibly) over-parametrised and include
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interaction and higher order terms, and allows the model with the outcome and exposure of interest
to be simple and hence model-fit tests can be performed more easily.310
Propensity score matching has been used in the analysis of case-control studies,336, 341–345 but
not frequently.2 Propensity scores are more often used to match cases and controls before study
commencement than during analysis.341 When used in observational studies, the role of propensity
scores tends to be to reduce bias and increase precision.310
4.4.3.1 Critical Evaluation
The true propensity score is usually unknown for observational studies336 and hence must be
estimated. However, propensity scores cannot be estimated for individuals who have missing
data for the variables needed in the propensity model, so some individuals may be excluded
on these grounds. In addition, if those with missing data differ from those with recorded data,
additional biases may be incurred. While propensity scores can be used to balance comparison
groups with respect to measured variables, they are unable to balance unmeasured variables,
which is an advantage of randomisation which propensity scores aim to replicate.340, 346 However,
by estimating the score there is the advantage that it accounts for some variability occurring by
chance, unlike the true score which would only account for systematic bias.336, 346
Propensity scores are particularly useful for matching multiple controls to a case and a simulation
study has also shown propensity score matching to be superior to other forms of matching.346
Propensity score matching permits a large number of variables to be adjusted for at once using
techniques such as nearest neighbour matching, whereas methods such as stratification and
variable adjustment can be limited by the number of variables due to concerns of the sample
size.310, 339 Implementation can also be through a statistical software package, offering an
alternative for matching with relative ease.
Propensity scoring assumes that factors which predict participation are similar for case and control
groups, which is unlikely, and it requires the correct model-specification when estimating the
propensity score.341 The inclusion of more variables (possibly more than needed) to the propensity
model ensures the comparison groups are similar347 therefore if there is doubt as to which variables
to include, adding more can be beneficial. This approach may therefore be suitable for large
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studies which have recorded information on a range of variables for calculation of the propensity
score. Tests of the groups should be performed before and after matching to determine whether the
propensity score approach has made the groups more similar as intended, or sensitivity analyses
could be used to determine their robustness to variation in the propensity score model. However
these options involve additional analysis steps to a method which is already more difficult to apply
than others and hence may be undesirable, especially when other suitable methods are usually
available.
The use of propensity scores with case-control data has not been well-studied336 and hence there
is little guidance on their suitability or application. Propensity scores, while useful for matching
or adjustment in cohort studies, are less useful in case-control studies, where they are more
complicated to apply and less accurate than other available methods.336 One problem is that
the probability of selection or participation in a case-control study for the control group is often
unknown and so must be estimated.336 Propensity scoring should therefore not be the preferred
choice to adjust for participation bias in case-control studies and may be best suited to cohort
studies and the reduction of confounding rather than participation bias, or to form matched case-
control studies from cohort studies.339 Its lack of presence in the epidemiology literature (see
Chapter 3) may reflect these factors.
4.4.4 Related Methods
The Heckman correction was introduced in econometrics in 1979 and is a two-stage method to
adjust for bias arising from non-randomly selected individuals.286 Heckman was subsequently
awarded the Econometrics Nobel Prize in 2000 for this work. Briefly, this approach works by
developing two models, (i) a regression model considering mechanisms determining the outcome
and (ii) a selection model.348 In this way, it is similar to propensity scores as in §4.4.3, and
hence for case-control studies is likely to suffer from similar limitations as discussed in §4.4.3.1.
A Web of Science130 search suggests this approach has not routinely been used in conjunction
with case-control studies. The topic search terms used were “Heckman” plus “case-control” or
“case-control” and only three results were returned on 19/02/2016. The first was a presedential
address,349 the second was the reanalysis of a prospective case-control study350 and the third
referred to a different author named Heckman.351
4. METHODS TO REDUCE PARTICIPATION BIAS 91
The bias breaking method was introduced in 2009 specifically to adjust for selection bias in case-
control studies.352 Briefly, a model is constructed which incorporates additional variables to adjust
for selection bias and which can be combined with study data to improve inference.352 This is
achieved by defining a “bias breaking” variable which separates the risk factor from the selection
criteria, provided such a variable exists. In addition, this approach requires data to be available
for the bias-corrected estimate of the distribution for this variable. These requirements will not be
applicable to all studies and the method is more complicated than other approaches to implement,
hence this approach is unlikely to be suitable for common use with case-control study data. While
the authors demonstrate both the presence of bias breaking variables in epidemiology studies and
the application of the method, its use in the medical literature is limited. A Web of Science130 topic
search on 19/02/2016 using the terms “bias-breaking” or “bias breaking” returned just six results;
two of which were published before this method was proposed352 and referred to the breaking
of atomic chains353 and diffusion.354 For the remaining three (since one was the method itself)
one discussed oxidation355 and the other two were conference abstracts from the same research
team.356, 357 Its apparent lack of use in the literature has led to just a brief summary here. The
same author group also published an article in 2011 stating that sensitivity analyses were the only
solution to selection effects,305 hence possibly dismissing the bias breaking method.
4.5 Guidance Tool for Researchers
With several methods available to reduce participation bias, researchers may be deterred from
implementing a method for fear of choosing an unsuitable approach. In addition, implementation
of a method to reduce bias may be viewed as an undesirable feature which could lead to criticism
of their study or potentially reduced chances of publication. In instances such as these and often
with time-constraints to adhere to, investigations into participation bias may not be prioritised.
Each method in §4.1–§4.4.3 has its own requirements and assumptions; some require external
data,284, 352 some require non-participant data,292 and some assume the variable associated with
participation is known and measured.111 Here, a straightforward flowchart to aid the selection
of an appropriate method is provided and three examples are presented. Table 4.9 includes the
data requirements for each method which are grouped into three categories; only one category is
needed but some methods have a choice of category.
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(Alphabetically ordered) Participation Population Non-participant
Methods variable data data
Imputation X
Propensity Score X
Regression Adjustment X
Sensitivity Analysis X X
Stratification X
Weighting X X
Table 4.9: The required data to implement the methods.
• Participation variable: It is assumed that the variable associated with participation is
known and can be recorded during the study. Proxy data are permitted.
• Population data: External information (such as census data or hospital registries) is
available, which is assumed to be unbiased with respect to participation and to represent
the population of interest.
• Non-participant data: Basic characteristics of those unwilling to participate are available,
either taken from the individual directly or from external sources.
Although the three data categories in Table 4.9 are sourced differently (from participants, the
population and non-participants) there are relationships between them. For example, if the target
participants are representative of the population of interest, and relevant information is known for
all non-participants, then the non-participant data in conjunction with the participant data, could
be used to approximate the population data. Therefore under certain circumstances it may be
possible to use a different column from Table 4.9 for the data source, other than the one(s) ticked.
Table 4.9 and the consequent flowchart tool can be interpreted as a generalisation or guide, which
can be adapted by the researcher if these conditions are met.
Figure 4.4 gives an example of a flowchart (which begins with the square towards the top-left
corner, shown using a bold outline), based on the data from Table 4.9 which could be used by
researchers to shortlist methods for further investigation. Researchers could extend this flowchart
to meet their specific needs for the variables or data they encounter, or alternatively disciplines
could form a subject-specific chart to which new methods could be added over time.
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Figure 4.4: A flowchart tool to aid the selection of a suitable method to reduce bias.
4.5.1 Examples
Three examples of hypothetical studies utilising the flowchart in Figure 4.4 follow. To answer
the first flowchart question, the requirements for bias stated in §2.3.4.1 must be known. After
completion of the flowchart, it is the responsibility of the researcher to consider each method in
turn to see which is most suitable for their study; all assumptions must hold.
4.5.1.1 Example 1
A randomised controlled trial (RCT) is conducted for a new eczema cream; sufferers are recruited
and randomly allocated to the drug or placebo group. The new cream produces some unexpected
side-effects and some participants in the drug arm suffer from rashes. Half of the participants in
the drug arm withdraw from the study as they decide that their eczema symptoms are preferable
to the side effects.
• Is the study potentially affected by participation bias? The association of interest is between
the new cream and the severity of the eczema symptoms. For bias to occur both the
treatment and eczema symptoms need to influence participation. The side-effects from the
cream causing withdrawal mean that the treatment does affect inclusion in the analysis.
However, eczema suffers were randomly allocated to either the treatment or placebo group,
so the severity of eczema symptoms was balanced between the two groups and therefore the
severity of the symptoms did not affect participation. Since only the treatment group and
not the severity of the symptoms affects participation, bias is not a problem here and the
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results can be analysed as usual. This example re-emphasises that RCTs are less likely to
be affected by participation bias than other study designs, as was discussed in §2.3.4.2. As
an aside, RCTs can conduct an intention to treat (ITT) analysis, which is the assessment of
individuals in a trial regardless of whether they left the study or did not use the treatment as
instructed,358 which could be applicable here.
4.5.1.2 Example 2
A study investigates the association between coffee and migraines, with postal surveys sent
randomly to households in the United Kingdom (UK) with a return envelope. In addition to
migraine and coffee questions, the survey requires basic demographic data such as sex, age,
general location and employment status. Migraine sufferers may be more interested in the study
and hence more likely to respond. Previous studies have shown that older individuals are also
generally more likely to participate in surveys.135–139 Finally, let age and coffee consumption be
positively correlated.
• Is the study potentially affected by participation bias? Coffee is the exposure and migraines
are the outcome. Since older individuals and migraine sufferers are more likely to return the
survey, and older individuals are more likely to be coffee drinkers, participation is affected
by both the outcome and a cause of the exposure and so bias is possible after conditioning
on participation.
• Is the variable associated with participation recorded? Migraine occurrences and age are
recorded and affect survey returns. However, only variables other than the exposure and
outcome can be used in the analysis to control for bias; age in this instance. The following
methods can be considered:
– Adjust for the variable associated with participation; Age can be added to the analysis,
for example as a variable in a regression model between coffee and migraines.
– Stratification; The analysis can be conducted within age strata; for example by
analysing in age groups of ten years, to reduce the effect of age on participation.
– Propensity score; The propensity score can be calculated using all the variables and
included in the analysis.
• The assumptions for these three methods should be checked to assess suitability.
4. METHODS TO REDUCE PARTICIPATION BIAS 95
4.5.1.3 Example 3
A UK case-control study investigates the association between excessive alcohol consumption
and brain tumours. Researchers attempt to recruit cases who have brain tumours and controls
who do not and collect data regarding alcohol consumption retrospectively. The participants
and interviewers are blinded to the exposure to reduce the effects of other biases such as
interviewer bias. Blinding is in the form of an extended questionnaire with questions relating
to several possible exposures such as alcohol, smoking, mobile phone use, exercise routines
and family history. Some participants intentionally avoid questions such as those to which they
have undesirable answers. For example, some heavy smokers may ignore the question regarding
cigarettes, those who do not exercise frequently might miss the question regarding exercise, and
frequent drinkers may be more likely to avoid the question about alcohol consumption.
Let data from the questionnaire be available, along with a national UK brain tumour database. The
Office for National Statistics (ONS) also records data regarding adult drinking habits.359
• Is the study potentially affected by participation bias? It is well-documented that cases are
more likely to participate than controls17, 141 and individuals were selected based upon their
disease status, so the outcome is affecting participation. Alcohol answers are being recorded
only for those willing to declare their consumption levels; with those who consume amounts
not deemed to be excessive being more likely to participate, so inclusion depends upon
exposure. Since only those who are willing to participate in the study and who answer the
question regarding alcohol consumption are used in the analysis, participation is conditioned
on and so bias is possible. This example has shown how participation bias can occur in case-
control studies as discussed in §2.3.4.2.
• Is the variable associated with participation recorded? Only the exposure and outcome
are recorded and affect participation, hence methods using the variable associated with
participation to reduce bias are not suitable here.
• Are relevant population data available? The national database for brain tumours and ONS
data for drinking habits are available so the following methods can be considered:
– Sensitivity analysis; Population data could be used to conduct a sensitivity analysis.
– Weighting; This is possible, but if there is the extreme scenario where there are
no heavy-drinking participants who answer the question about alcohol consumption,
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then a weight cannot be applied to this category and the weighing method would be
unsuitable. Alternatively, if there are a few heavy-drinkers who answer the question
regarding alcohol consumption, there may be large variability in the weights causing
the weighting approach to be inefficient as discussed in §4.4.1.1.
• Therefore, two methods may be suitable, but the assumptions of both must be checked
before an approach is selected.
4.6 Summary
4.6.1 Links Between Methods
Many of the methods in this chapter originated in the survey literature and have been either directly
transferred to the medical literature or adapted for use with medical data. Examples include
multiple imputation,290 inverse probability weighting284 and post-stratification.94
The different approaches need not be used independently, since they can complement one another.
For example, authors may use causal diagrams to identify bias, but IPW to adjust for the bias.117
Plus there are sensitivity analyses which use multiple imputation, and it is becoming increasingly
popular to suggest the use of a sensitivity analysis alongside imputation.292, 332 One author
correctly highlights that propensity scoring is not a replacement for other approaches, yet is
available to complement them.346 Propensity scores can be used in regression adjustment, as a
weighting, or alternatively quintiles of propensity scores can be used to stratify analyses.336, 339, 341
Comparisons may be made before and after adjustment and this could be viewed as a form of
sensitivity analysis. In addition, the sensitivity of odds ratios under different weightings in IPW
could be investigated. If the OR is very sensitive, then the study conclusions may not be robust,
whereas if the weightings can vary greatly while maintaining the same study conclusions, the
findings may be deemed to be more reliable.
Combinations of these methods can also occur, which can increase efficiency. For example,
stratification on the propensity score can be used to balance the distribution of covariates among
groups, without the need for an exponential increase in the number of strata360 as in standard
stratification. However, while using a combination of methods may be useful, there is also the
need for the data to satisfy both sets of assumptions from the two (or more) methods being used.
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Hernan et al. mention equivalent conditioning, matching or regression adjustment techniques,
showing a similarity between these methods.111 Some of the methods have also been derived from
one another, for example, the bias breaking method352 is a form of post-stratification, which is a
type of stratification. There are also overlapping themes, such as splitting the data into smaller,
more similar groups, which can be compared more easily, or weighting the data with the aim of
making the sample data more similar to the population data.
4.6.2 Overview
Both qualitative and quantitative approaches to non-participation occur in the literature, with
quantitative including the methods listed here, and qualitative often offering a discussion about
the possible effect of the bias. Examples of both approaches can be found in the articles included
in the assessment in Chapter 3. To determine the suitability of a method, several aspects should be
taken into account such as the definition of participation bias, the study design, the available data
and the required summary value.
Jiany et al. have stated that “all methods for correcting for non-response either require some
sort of information about at least some of the missing units or essentially assume the problem
away”,24 which may be true. For example, IPW assumes that the missing individuals possess
similar characteristics to the participants, and multiple imputation assumes that the missing values
for non-participants can be estimated from the recorded values for similar participants. Sensitivity
analyses are slightly different, since although they require some assumptions to be made, such as
the highest and lowest possible values for missing data, it is often an exploratory analysis rather
than requiring specific values. In this respect though, it may not be classed as ‘correcting’ as
quoted.
Although each of the methods described and evaluated in this chapter are designed to account
for participation bias, they do so by using different techniques and assumptions. Therefore, a
method which may be optimal for one study may not be suitable for another and hence each study
should be considered on an individual basis. Also, throughout this chapter the variable associated
with participation has been referred to, whereas in practice there may be multiple variables. The
number of variables which need to be adjusted for will also help to determine a suitable method.
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The study design will also affect the suitability of a method. Propensity scores may be most useful
for matching in cohort studies, but least useful for case-control studies, where sensitivity analyses
may be most appropriate. Provided assumptions hold and there are sufficient data, weighting,
regression adjustment, imputation and stratification may also be suitable. To aid selection, a
user-friendly flowchart tool has been provided, which can be adapted for particular research
areas or depending upon the data resources available. The demonstration of this versatile tool
through examples aimed to increase the consideration of participation bias and consequently the
implementation of appropriate methods.
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Chapter 5
Chain Event Graphs for Missingness in
Case-Control Studies
In the previous chapter, methods to investigate and reduce participation bias were described,
demonstrated and critically evaluated. The requirements and assumptions of these methods
were included and it was found that several of the methods required the data to be missing at
random (MAR). A graphical approach suitable for incorporating missingness resulting from non-
participation in case-control studies, or exploring the missingness mechanism requirement for
these methods was sought, and research of the literature led to chain event graphs.
The chapter continues with a recap of graphical models, which were introduced in Chapter 2, and
highlights the limitations of the models seen thus far, before introducing chain event graphs in §5.1.
In §5.1.2 a literature review is conducted which concludes that case-control studies have not before
been used with chain event graphs. In §5.2 a description of how chain event graphs are formed
is given and illustrations are provided. The remainder of the chapter describes how chain event
graphs can be used to investigate missingness resulting from non-participation in case-control
studies, forming the main focus of this chapter.
Illustrative examples of how chain event graphs can be used to investigate missingness and
incorporate missing data are given in §5.3. The real diabetes data are then used with chain
event graphs in §5.4, where extra variables are introduced, one of which has missing data. The
missingness mechanism is investigated and suggestions are made for the missing values in the
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variable with missing data. The chapter concludes with §5.5 by describing how this analysis can
aid the selection of a suitable method to reduce participation bias, and critically evaluates the
method overall.
The main aim of this chapter is to use chain event graphs as a tool to investigate the missingness
within a case-control study, and to use the findings to select an appropriate method to reduce any
bias resulting from non-participation. The findings here will be linked to the flowchart in §4.5
which summarises methods to reduce participation bias. Since chain event graphs have not been
used before with case-control study data (as will be shown in §5.1.2), chain event graphs have also
not been used as a tool by which to investigate non-participation in case-control studies and to
guide the next stage of analysis.
5.1 Introduction to Chain Event Graphs
Chain event graphs (CEGs) are a graphical modelling technique for discrete probability models
which were developed in statistics and artificial intelligence. Introduced in 2008, they are a form
of directed graph that can be used to order and equate combinations of variable categories with
respect to their probability of an outcome of interest.21, 361–365
CEGs are an extension of Bayesian Networks,366, 367 hence can incorporate prior information into
the analysis. Therefore, population level data, data from previous studies, or expert opinion, can
be incorporated. CEGs are also able to predict the missingness mechanism when data are missing
from a study, and suggest the likely values for the missing data.365
Formal, mathematical definitions for CEGs are provided in the literature.21 Here, the definitions
are given using an alternative and less formal explanation with the intention of being more
accessible, and in the hope that these graphs will be adopted by the medical community. The focus
here is to use the published theoretical findings to apply and adapt (see Chapter 6) CEGs for use
with case-control data, particularly with respect to missing data resulting from non-participation.
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5.1.1 Recap of and Comparison With Other Graphical Models
Chain event graphs (CEGs) form part of a family of probabilistic graphical models (PGMs). This
family includes Bayesian Networks (BNs),366, 367 acyclic probabilistic finite automata (APFAs)368
and chain graphs,369 some of which have been successfully used with medical data.370, 371 Recall
from Chapter 2 that graphical models are statistical models represented concisely using a graph.
Graphical models offer an intuitive data representation and a means of communicating complex
statistical models to medical experts in a more easy-to-interpret form. Graphical models may be
used for data representation, inference or learning. Commonly used graphical models include
directed acyclic graphs (DAGs) (§2.1.1), directed graphs and chain graphs.
Probability and decision trees are another form of model which can be used to display data. Theses
graphs have a natural ordering from start to finish and tend to be utilised when there are asymmetric
dependencies between variables. Trees are frequently used as an interim step before the graphical
models described above, when statisticians are conversing with an expert in a given field regarding
the variables in a dataset requiring analysis.21 Event trees describe a sequence of events which may
occur and give each of the outcome options of an event as an edge. The edges of these trees may
be labelled with conditional probabilities, and in this instance, are defined as probability trees. The
label is the probability of the next event given the previous events.
Each of these graphs use vertices or nodes to represent variables in a dataset, and edges to
connect the vertices, which display conditional dependencies between the variables.8 Conditional
independence is where two variables are independent given a third variable. Therefore,
information about the third variable and one of the first two variables, provides no information as
to whether the other of the first two variables has occurred. The general consensus is that if there is
doubt as to whether or not an edge should exist, it should be included, since the probability along
that edge can be close to zero.
The information generally required for a graphical model is the list of variables which act
as vertices, the set of conditional independence statements, and the conditional probability
vectors. Without the final component of conditional probabilities, qualitative analysis only may be
performed. This information is usually gathered and compiled with an expert in the field, to ensure
plausibility of the associations and variables used in the analysis. The conditional independence
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statements often do not result in a unique graphical representation, so this expert guidance is
usually invaluable.8
It is generally agreed that inferring causality from a graphical model requires some assumptions
which cannot be derived from observational data. Pearl, a key author in causal modelling,
has stated just this20 and Holland agrees by stating that there is “no causation without
manipulation”.372 Therefore, causal graph findings should generally be interpreted as an
association rather than a cause, and this will be adhered to while using CEGs.
Medical data, including data from case-control studies, can be asymmetric, whereby one event
can have an impact on the options for subsequent events. Many of the current graphical models
such as Bayesian Networks, do not allow for such asymmetry and hence are not suitable for all
data structures. For example, it may be that given one event a second event is impossible, such as
male gender followed by having breastfed their newborn child, or that during the recruitment of
case-control studies, it may be that reminders to participate are sent to all those who have not yet
responded, and these invitations will not be sent to participants. It is preferable that these forms of
asymmetry are incorporated into the study analysis and can be when using CEGs.
APFAs are useful when one wishes to consider the dependence structure between variables, and
when this structure is expected to vary over time, such as in longitudinal data.373 The use of APFAs
generally has been in handwriting recognition or with speech data,368, 374 but has also been with
DNA data.374 Case-control studies do not analyse changes over time and hence AFPAs are likely
to be of less use here than other graphical models. APFAs may be more suited to cohort studies,
since they represent longitudinal data and changes are expected through time in the dependence
structure between variables. While CEGs can be used for cohort studies,375 they can also be
applied to data which are not longitudinal.
Chain graphs permit both directed and undirected edges, and the DAGs discussed in Chapter 4
are a special case (or subgroup) of chain graphs which allow only directed edges. As shown in
Chapter 4, DAGs offer a useful means by which to explore bias resulting from non-participation
or confounding, and they can be used to direct the adjustment of variables in regression, but alone
they do not offer a form of analysis for non-participation. Therefore, while useful for identifying
bias, there may be other graphical models more suited to the analysis of case-control studies which
may suffer from non-participation. For each of these reasons, CEGs are the focus in this chapter.
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5.1.2 Literature Search
A literature review was conducted to ensure CEGs had not been used before for case-control
studies, in particular to investigate missingness from non-participation. Four searches were
conducted on Monday 7th September 2015, using four main databases: Web of Science,130
PubMed,376 Scopus377 and Google Scholar.378 Each returned article was checked to determine
whether CEGs had been used with case-control studies, and no evidence of such use was found.
Full details can be found in Appendix D.1.
The literature search showed that there have been relatively few CEG publications, since many
of those listed are presentations, technical reports and PhD theses on the same topics. The main
topics published have been introductory work, causality, model selection, plus some applications.
There has also been the introduction of CEGs for informed missingness and binary outcomes
which have not yet been extensively applied, but both prospects have been demonstrated using a
cohort study.8
Case-control studies have a binary outcome, namely the case or control status of the participants.
This study design is also known to suffer from missingness either through non-participation or
through the refusal to answer particular questions or to be involved with certain activities such as a
face-to-face interview. Therefore, work published for binary outcomes and for data with informed
missingness should be relevant to case-control studies, yet according to the literature search here,
these approaches have not yet been applied to case-control data. It is of course possible that CEGs
and case-control data have been used together and not been returned through the literature search.
However, it appears that almost all the research has stemmed from one research group who upload
their work, including technical reports and conference presentations, to an online repository which
is accessible via the Internet. Therefore it is likely this application of CEGs and case-control data
has not been missed. The remainder of this chapter aims to fill this gap in CEG usage, as CEGs
can incorporate missing data, and non-participation can be viewed to be a form of missing data.
Reasons for why CEGs and case-control study data have not yet been used together were
considered. However, since CEGs have already been shown to be suitable for medical data in
the form of cohort studies, and for binary outcomes8 in the form of ordinal CEGs (see §5.2.7
which follows), then the format of case-control data will be valid. In addition, case-control data
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can suffer from non-participation and this limitation in the data can be addressed using the methods
proposed to assess informed missingness.365 Since CEGs are suitable for exploring missingness
mechanisms (§5.3) and can make suggestions for the values of the missing data (§5.3.4.2), they
will be applied in this chapter in the context of data missing due to non-participation. Knowledge
regarding the missingness mechanism, while useful in itself, can also be used to determine the
suitability of a method to reduce participation bias if needed, as will be shown in §5.4.4.2.
5.2 Formation of Chain Event Graphs
This section will describe, with illustrative examples, how CEGs are formed. No data will be used,
but example trees and CEGs will be shown to demonstrate the steps needed to form a CEG, since
CEGs are a relatively new approach and not widely used. The algorithm required when using
real data is described in §5.2.2.1 and §5.2.2.2. Real data examples, using the diabetes data from
Appendix A, will be given in §5.4.
5.2.1 The Tree
Chain event graphs are defined from finite probability trees, with the vertices in the tree arranged
in a logical ordering, often chronological. An example of a tree is given in Figure 5.1, which
shows hypothetical measures in chronological order through the lifetime of an individual; birth
weight, height, blood pressure and whether or not they have kidney disease. Figure 5.1 also shows
examples of some of the terminology of a tree. The order of height and blood pressure could be
swapped, but since the height was likely reached before the blood pressure, this order has been
selected. The variable of interest, which may be a disease outcome or a dependent variable, should
be placed at the final stage of the probability tree.
If there are different plausible orderings of the variables, it is possible to trial the different orderings
to test the effect on the CEG, but in many instances there will be a natural ordering which should
be adopted. A chronological ordering is used, not to suggest causality, but since decisions or
characteristics earlier in life, may restrict the options for later variables, which the tree can reflect.
The variables in Figure 5.1 confirm that the tree (and subsequent CEG) cannot be interpreted
causally, since although hypertension is thought to cause kidney disease, kidney disease can also
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Figure 5.1: Tree for the hypothetical example with four variables.
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result in hypertension. Therefore the tree is merely a display of the data, with the outcome of
interest as the final variable in the tree. The tree is used as a intermediary step in the process of
CEG construction, and conclusions are not draw directly from the tree here.
The vertices are labelled, starting with s for the situations and l for the leaves, as shown in Figure
5.1, and edges show the binary variable categories; low/high, tall/short or case/control. Each edge
from a situation shows the possible subsequent steps which may be taken by an individual given
they are at that situation, and a series of these steps forms a path. When the probability tree
is converted to a CEG, these paths and orderings are maintained so no information is lost. The
paths through the tree in Figure 5.1 allow every combination of the four variables, assuming all
combinations are plausible. Consultation with an expert is recommended to ensure the variable
ordering and possible paths are sensible, and trees may be easier to achieve this than other
approaches such as models which can be more difficult to interpret.
Since the variables in the tree and corresponding CEG have categories which form the edges
leaving a vertex, continuous variables must be categorised, although several categories may
be used to approximate continuous data. The categorisation of continuous variables must be
supported by clinical (or other) reasoning for the choices of the number of categories and the
position of the cut-off points. Since the categorisation of continuous variables is an undesirable
step in the formation of a CEG, this approach may be best suited to studies which have (i)
categorical variables, (ii) variables with important clinical cut-off values, or (iii) studies which will
be used in conjunction with a traditional analysis which can accommodate continuous variables.
The use of CEGs here is not intended to replace analyses which produce OR estimates and which
can accommodate continuous variables, but is instead intended as an exploratory tool which allows
easier communication with clinical experts and which can be used to investigate missingness
resulting from non-participation.
Each floret has an associated random variable which describes each of the children of the situation.
The number of edges and hence the number of values in the random variable is equal to the
number of children possessed by the situation. The initial tree has each vertically aligned floret
representing the same options, but it is possible that these options have different probabilities
associated with them, which correspond to the path already taken. When the event tree has
conditional probabilities added, it is defined as a probability tree. The probabilities associated
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with each floret are written as
pisi = (pisi1, pisi2, ..., pisimsi ), (5.1)
where pisik is the probability of taking the kth edge from situation si. The sum of the probabilities
along the m edges must equal one. Hence the conditional probabilities show the distribution
of the random variable associated with the floret. For Figure 5.1 to be a probability tree,
conditional probabilities must be assigned to each floret, denoted by pi with subscripts to describe
the corresponding situation and edge. For example, the conditional probability of situation three,
edge two, which relates to low blood pressure conditional on having a high birth weight and a tall
height in Figure 5.1, can be shown using pis32, i.e. the second edge from s3.
365
5.2.2 Staged Tree
Next there is the concept of a stage. Two situations are said to be in the same stage if and only
if the topology of their associated florets is the same and the probability distributions associated
with these florets are the same under a bijection. The stages are determined using an algorithm
which will be described in §5.2.2.1. When two (or more) situations are in the same stage, they are
assigned the same colours for their edges.21 Trivial stages, where the stage consists of only one
situation, are left uncoloured. Once the tree has been partitioned into stages, there is a set of stages
formed, represented by U(T ). It follows that each situation in a stage has the same number of
edges leaving it. A staged tree is simply the probability tree with the colours assigned according
to the stages, as illustrated in Figure 5.2, which uses example colours assuming the algorithm in
§5.2.2.1 has been run. From Figure 5.2 the stages, U , are,
u0 = {s0}, u1 = {s1}, u2 = {s2}, u3 = {s3, s4, s5}, u4 = {s6}, u5 = {s7, s9, s12},
u6 = {s8, s10, s14}, u7 = {s11, s13},
since the edges leaving these vertices are shown with the same colour. Vertices whose edges are
assigned the same colour are similar enough with respect to the distribution of the current variable
such that they can be grouped. Therefore, in Figure 5.2, those who had a low birth weight and who
are currently tall (s5), are thought to have a similar blood pressure distribution to those who were
born with a high birth weight (s3, s4), as shown using the green and red edges. Those with a low
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Figure 5.2: Staged tree for the hypothetical example with four variables.
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birth weight who are currently short, are thought to have a different blood pressure distribution,
hence the edges from s6 are not coloured red and green.
Another concept, which can result in a finer partitioning of the vertices than stages, is that of
positions. Two situations are said to be in the same position if and only if the topology of their
subtrees is the same and the probability distributions of corresponding florets in the subtrees are the
same under a bijection. Therefore the edges and colours between the subtrees from the situations
must correspond. With stages, just the colours of the current edges must match to be in the same
stage. However for positions, the entire subtree must have colours which match. Therefore in
Figure 5.2, s3 and s4 are in the same position as their subtrees are the same colour, whereas s5
which was in the same stage, is not in the same position as its subtree differs. When a situation
leads to a leaf, the definition of a stage and a position are interchangeable. Elsewhere, the positions
could lead to a finer partitioning of the vertices than the stages, since vertices may be in the same
stage yet not in the same position. The set of all positions is represented by W (T ).
From Figure 5.2 the positions, W , are,
w0 = {s0}, w1 = {s1}, w2 = {s2}, w3 = {s3, s4}, w4 = {s5}, w5 = {s6},
w6 = {s7, s9, s12}, w7 = {s8, s10, s14}, w8 = {s11, s13},
resulting in a finer division of the vertices than stages.
5.2.2.1 The Bayesian Agglomerative Hierarchical Clustering (AHC) Algorithm
The following description is taken from Freeman et al.379 and is concisely summarised here. The
Bayesian agglomerative hierarchical clustering algorithm (AHC) is used throughout this chapter
to identify vertices in the event tree which are in the same stage and the R380 code used8 to
implement the algorithm is provided in Appendix D.2. Very simply, the Bayesian AHC algorithm
is a clustering algorithm which starts with all vertices in the tree from a given variable separate and
merges (or agglomerates) them, and is hierarchical since clusters have sub-clusters, which in turn
have sub clusters and so on. The Bayesian element allows prior knowledge to be incorporated into
the algorithm. More formally, the AHC algorithm is a local greedy search algorithm for finding
the maximum a posteriori CEG. The algorithm starts with the finest partition of the vertices in the
tree and seeks to combine vertices at each iteration which will result in the highest scoring CEG.
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An example of the output from this algorithm when applied using R380 to the diabetes dataset is
provided in §D.4 and the steps of the algorithm are as follows,
1. The event tree is used to form the initial CEG, C0, which is identical to the tree except
the leaves are collapsed to one terminal vertex. An initial score for the CEG is defined as
the logarithm (log) of the posterior probability of the CEG given the data. The score is
calculated using Bayes’ theorem as the sum of the log of the prior probability, the log of the
marginal likelihood of the model and a constant which does not depend upon the CEG. This
score is used to search over the set of CEGs for the model which best describes the data.
2. For each pair of situations in C0 from the same variable which have the same number of
edges, calculate the log of the ratio of the scores with the score for C0 as the denominator,
and with the numerator as the CEG formed by grouping the pair of situations into the same
stage and keeping all other situations in separate stages. Only do not calculate this value if
the prior probability of the new CEG is zero.
3. Let C1 be the CEG which maximises the ratio of the scores from step (1).
4. Next calculate the ratio of the scores,with the score for C1 as the denominator and with the
numerator as the CEG formed by grouping pairs of stages from C1. Again do not calculate
this value if the prior probability of the new CEG is zero. Record C2 as the CEG which
maximises the ratio of the scores.
5. Continue this process for C3, C4, etc until the coarsest partition, C∞, has been achieved.
6. Select the CEG from C0 to C∞ which has the highest score. This is the maximum a
posteriori (MAP) model.
With the log of the posterior probability of the CEG model C as the score for the CEG, the act
of searching over the set of candidate models for the CEG with the highest score is equivalent to
seeking the maximum a posteriori (MAP) model. Searching over all possible models can be very
time consuming when there are multiple variables and variable categories, hence an algorithm for
efficiently searching over the model space for the MAP CEG is desired. A disadvantage of this
approach is that there is no way to ungroup any vertices which have been incorrectly merged and
therefore the resulting stages should be checked to ensure they are sensible.
The coarsest CEG, C∞, is that which has all situations in the same stage and the finest partition
CEG, C0, has each situation in a separate stage. The problem of searching over the CEGs for
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the highest scoring therefore becomes a problem of searching over the clustering of stages for
the highest scoring. This search can be computationally intensive and hence steps to simplify the
search are required. One such step is to assume that the probability distributions of stages which
are formed from the same vertices in the tree are equal in all CEGs and hence the differences
between model scores, i.e. the logarithms of the relevant Bayes’ factors, can be calculated rather
than derive each score separately. This ensures the calculation of the logarithm of their posterior
Bayes’ factor (i.e. the ratio in step (4)) depends only upon the situations which have been merged,
since all other stages remain unchanged.
The score therefore depends on two elements; the prior probability of the CEG being the true
model and the marginal likelihood of the data. Hence these are the two elements required for the
algorithm to run. Uniform priors can be allocated for the prior probability of the CEGs, or priors
can be set using knowledge from previous studies or experts in the field, who can advise which
paths or clusters are more likely. In some instances the prior Bayes factor for a CEG will be zero
meaning that at least part of the CEG is impossible. For example, it may be impossible for a
woman to be diagnosed with prostate cancer, or impossible for an individual to have undergone
open heart surgery given that they have never had surgery. Information such as this helps to reduce
the computation time when searching over the CEGs.
Setting the marginal likelihood for each CEG is equivalent to setting the priors over the CEG’s
parameters. With the assumption that the stage priors are independent for all CEGs and that
equivalent stages in different CEGs have the same prior distributions on their probability vectors,
this becomes a process of setting the parameter priors of the florets in C0.
The usual prior for probability parameters of finite discrete Bayesian Networks is the product
Dirichlet distribution. It has been shown379 that Dirichlet priors are also required for CEGs and
hence will be used throughout this chapter. In addition it has been shown how the priors can
be allocated to the paths in the event tree rather than the florets and stated that when no prior
information is available, it is assumed that each path through the CEG is equally likely.
The code used for this algorithm can be found in Appendix D.2 and an example of the output
can be found in Appendix D.5 which corresponds to §D.4. The code was adapted here to include
non-uniform priors where prior knowledge is available, as shown in Appendix D.3.
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5.2.2.2 Equivalent Sample Size
The equivalent sample size is a measure of the strength of the prior beliefs. A small equivalent
sample size corresponds to less confidence in the prior beliefs than a larger equivalent sample size.
The equivalent sample size is often selected using one of two rules: (i) select the equivalent sample
size such that each path in the event tree has an integer value, hence the equivalent sample size is
at least equal to the number of paths in the tree, or (ii) select the equivalent sample size such that
it is equal to the largest number of possible values a variable in the dataset can take, to ensure that
the fractions are simple when a weak uniform prior is appropriate.8 Both of these two options are
designed to retain simplicity in the calculations (by including only integers or simple fractions)
and are only guides.
In the real data examples which follow in this chapter, uniform priors are selected unless otherwise
stated and in these instances rule (ii) is adhered to, where the equivalent sample size is equal to the
largest number of possible values a variable in the dataset can take. This ensures the prior beliefs
are weak and the data can hence play a more dominant role in the construction of the CEG from
the event tree. Where non-uniform priors are selected, rule (i) is generally applied but the priors
for each example are stated, along with the equivalent sample size chosen. It is recommended that
the sensitivity of the CEG results to the equivalent sample size is investigated, since the findings
can be sensitive to both the priors used and the strength of the belief in such priors. Where the
diabetes data are used in conjunction with CEGs in §5.4 the sensitivity of the findings is reported.
As the equivalent sample size increases, the CEG can often become more complicated with fewer
vertices in each position. Therefore a CEG formed with weaker prior beliefs and hence a smaller
equivalent sample size, can often result in a simpler graph. This is demonstrated with the diabetes
data in §5.4. Conclusions which are not sensitive to the equivalent sample size may be more
reliable than those which require a given strength of prior beliefs.
5.2.3 The Chain Event Graph
The chain event graph, C, is a finite staged tree collapsed over its positions. The positions form
the new vertices of the CEG and all leaves are collected into one final vertex represented by the
position w∞. Additionally, any two positions in the same stage are connected using a dashed line
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Figure 5.3: Chain event graph corresponding to the staged tree in Figure 5.2. BP = blood pressure.
and their edges shown with corresponding colours as in the staged tree, representing probability
distributions which are indistinguishable. Edges are drawn between positions to represent each
child from the position. A simple CEG is one where the positions and stages are equivalent and
hence the CEG is uncoloured.8
The corresponding CEG for Figure 5.2 is shown in Figure 5.3. The CEG aligns vertices describing
the same variable vertically, so position w0 represents birth weight, positions w1 and w2 represent
height, positions w3, w4 and w5 represent blood pressure, positions w6, w7 and w8 represent
kidney disease and w∞ represents all the leaf vertices. Edges are labelled with the possible
categories and in Figure 5.3 both categories for a variable are available from each vertex associated
with that variable. For example, for the vertices relating to height (w1, w2), both options of tall and
short are available (w1 → w3, w2 → w4, w2 → w5). In some instances, for example w1 → w3,
both categories within a variable follow the same edge and lead to the same vertex, w3. These
similarities and patterns within the CEG allow conclusions about the variables to be drawn.
5.2.4 Chain Event Graph Conclusions
The association of variable combinations with the outcome can be read directly from the CEG and
the topology of the graph can be used to draw conclusions more specific than those relating to
the conditional independence statements. It may be that a variable is associated with the outcome
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for one subset of the population, but not another. For example, it may be that women have an
increased association with a disease with age, but men have the same association with the disease,
regardless of their age. This level of detail can be read directly from the CEG but not usually from
other forms of graphical representation.8 The CEG can also show which combinations of variables
lead to the same positions. For example, a low birth weight and being male, may lead to the same
position and consequently the same subsequent options for forthcoming variables as a normal birth
weight and being female (this is particularly applicable in CEGs derived from asymmetric trees).
Hence the CEG retains all the information provided by the corresponding tree, despite the collapse
into positions, and the ability to retain multiple edges between vertices means no paths are lost.
Figure 5.3 shows that for low birth weight w2, height determines the next vertex in the path, w4 or
w5. However, when birth weight is highw1, height is less important since both edges lead to vertex
w3. Regardless of height, if birth weight is high w3, blood pressure will determine the vertex after
w3 (w6 or w7). Low birth weight can lead to any vertex relating to kidney disease (w6, w7, w8),
with low birth weight and tall height w4 leading to vertices w6 and w8, and low birth weight and
short height w5 leading to w7 and w8. All vertices relating to kidney disease status (w6–w8) allow
the option for an individual to be a case or a control, and all vertices lead to w∞, representing the
leaf vertices. Vertices of situations in the same stage are joined with a dotted line and their edges
coloured using the colours from the staged tree. In Figure 5.3 this applies to positions w3 and w4
which show their high blood pressure edges in red and low blood pressure edges in green, showing
the distribution of blood pressure is indistinguishable for w3 and w4. Of course, these findings are
conditional on the thresholds chosen for the categories of continuous variables.
From Figure 5.3, birth weight appears to have an association with kidney disease since high and
low lead to different positions, w0 → w1 and w0 → w2, hence groups of individuals with high and
low birth weight contain different proportions of cases. Height is not associated with the outcome
when the birth weight is high, w1 → w3 but height is associated with the outcome when birth
weight is low, w2 → w4 and w2 → w5. Low birth weight, tall height and high blood pressure
(w0 → w2 → w4 → w8) lead to the same vertex as low birth weight, short height and high blood
pressure (w0 → w2 → w5 → w8), suggesting height is irrelevant when birth weight is low and
blood pressure is high, in terms of association with the outcome. In addition, high birth weight and
high blood pressure (w0 → w1 → w3 → w6) lead to the same vertex (w6) as low birth weight, tall
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height and low blood pressure (w0 → w2 → w4 → w6), and low birth weight, short height and
low blood pressure (w0 → w2 → w5 → w7) lead to the same vertex (w7) as high birth weight and
low blood pressure (w0 → w1 → w3 → w7). Findings such as these can be referred to clinical
experts to discuss the biological mechanisms acting if known, or to form hypotheses to test.
Dynamic CEGs381 can be used when there are an infinite number of edges or vertices, which may
be useful when dealing with longitudinal studies which develop over a (possibly undefined) period
of time. Since case-control studies are retrospective and all outcomes and available options are
know at data collection, these extensions are not required. An advantage of case-control studies is
that the outcome is binary and this allows ordinal chain event graphs to be used as will be discussed
in §5.2.7.
5.2.5 Chain Event Graphs Where Variables Have Additional Categories
Additional categories can be added and the same method applied. For example, let birth weight
now have three categories as shown by the staged tree in Figure 5.4, comprising of stages
u0 = {s0}, u1 = {s1}, u2 = {s2, s3}, u3 = {s4, s5, s6, s8}, u4 = {s7, s9}, u5 = {s10, s12, s15, s19},
u6 = {s11, s13, s17, s21}, u7 = {s14, s16, s18, s20},
and positions
w0 = {s0}, w1 = {s1}, w2 = {s2, s3}, w3 = {s4, s5}, w4 = {s6, s8}, w5 = {s7, s9},
w6 = {s10, s12, s15, s19}, w7 = {s11, s13, s17, s21}, w8 = {s14, s16, s18, s20}.
Figure 5.5 shows the corresponding CEG. Low and average birth weight are similar to one another,
but differ from high birth weight. When birth weight is high, height is irrelevant in terms of the
outcome (w0 → w1 → w3), but when birth weight is low or average, height dictates the next vertex
(w0 → w2 → w4 or w0 → w2 → w5). Vertex w6 can be reached using (at least) two different
paths; high birth weight and high blood pressure (w0 → w1 → w3 → w6), or low/average birth
weight, tall height and low blood pressure (w0 → w2 → w4 → w6). Vertexw7 can also be reached
by (at least) two paths; high birth weight and low blood pressure (w0 → w1 → w3 → w7),
or low/average birth weight, short height and low blood pressure (w0 → w2 → w5 → w7),
suggesting that when blood pressure is low, high birth weight has the same association with kidney
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Figure 5.4: A staged tree including a variable which has more than two categories.
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Figure 5.5: Chain event graph for variables with extra categories, with corresponding staged tree
in Figure 5.4. BP = blood pressure.
disease as low/average birth weight and short height. Vertex w8 can be reached by (at least) two
different paths; low/average birth weight, tall height and high blood pressure (w0 → w2 → w4 →
w8), or low/average birth weight, short height and high blood pressure (w0 → w2 → w5 → w8),
implying that when birth weight is low/average and blood pressure is high, height is irrelevant with
respect to the outcome. Again, these equivalences are conditional on the parameterisation, which
may affect the stages found and hence positions. Therefore, there should be clinical reasoning for
the chosen categories.
5.2.6 Chain Event Graphs With Additional Variables
The same method is also valid when more variables are present. Assume diabetic status is known
before height and blood pressure, and hence let the tree now read as birth weight, diabetes, height,
blood pressure, kidney disease status. A staged tree for this is given in Figure 5.6, with stages,
u0 = {s0}, u1 = {s1}, u2 = {s2}, u3 = {s3, s4, s5}, u4 = {s6}, u5 = {s7, s9, s12},
u6 = {s8, s10, s14}, u7 = {s11, s13}, u8 = {s15, s19, s23}, u9 = {s16, s20, s26},
u10 = {s17, s21, s25, s28, s30}, u11 = {s18, s20, s26},
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Figure 5.6: Staged tree for example with five variables.
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and positions,
w0 = {s0}, w1 = {s1}, w2 = {s2}, w3 = {s3, s4}, w4 = {s5}, w5 = {s6}, w6 = {s7, s9},
w7 = {s8, s10}, w8 = {s11}, w9 = {s12}, w10 = {s13}, w11 = {s14}, w12 = {s15, s19, s23},
w13 = {s16, s20, s26}, w14 = {s17, s21, s25, s28, s30}, w15 = {s18, s22, s24, s27, s29}.
The resulting, more complicated CEG can be found in Figure 5.7. When birth weight is high, w1,
diabetes status is irrelevant with respect to the outcome (w3), but when birth weight is low, w2,
diabetes status determines whether the path continues to w4 or w5. Each of the height options
lead to different vertices (w6–w11) depending upon the path taken thus far. Vertex w12 can be
reached by the following paths; high birth weight, tall height and blood pressure high (w0 →
w1 → w3 → w6 → w12), or low birth weight, diabetes, tall height and blood pressure high
(w0 → w2 → w4 → w8 → w12), suggesting that high birth weight is equivalently associated
with kidney disease to having low birth weight and diabetes, when the individuals are tall and has
high blood pressure. Vertex w13 can be reached by the following paths; high birth weight, tall
height and low blood pressure (w0 → w1 → w3 → w6 → w13), or low birth weight, diabetes,
short height and low blood pressure (w0 → w2 → w4 → w9 → w13), suggesting that low blood
pressure, high birth weight and tall height, have a similar association with kidney disease to low
birth weight, diabetes and short height.
Vertex w14 can be reached by four paths, high birth weight, short height and high blood pressure
(w0 → w1 → w3 → w7 → w14), low birth weight, diabetes, short height and high blood pressure
(w0 → w2 → w4 → w9 → w14), low birth weight, no diabetes, tall height and low blood pressure
(w0 → w2 → w5 → w10 → w14), or low birth weight, no diabetes, short height and low blood
pressure (w0 → w2 → w5 → w11 → w14), implying that when birth weight and blood pressure
are low and there is no diabetes, then height is irrelevant for the outcome of interest. Additionally,
when height is short and blood pressure is high, the association with kidney disease is similar
whether there is a high birth weight, or a low birth weight and diabetes.
Vertex w15 can be reached using one of four paths; high birth weight, short height and low blood
pressure (w0 → w1 → w3 → w7 → w15), low birth weight, diabetes, tall height and low blood
pressure (w0 → w2 → w4 → w8 → w15), low birth weight, no diabetes, tall height and high
blood pressure (w0 → w2 → w5 → w10 → w15), or low birth weight, no diabetes, short height
120 5. CHAIN EVENT GRAPHS FOR MISSINGNESS IN CASE-CONTROL STUDIES
w0
w1
w2
w3 w6
w7
w8w4
w9
w10w5
w11
w12
w13
w14
w15
w∞
Bi
rth
we
igh
t (
hig
h)
Birth weight (low)
Diabetes (yes)
Diabetes (no)
Diabetes (yes)
D
iabetes
(no)
Height (tall)
Height (short)
Height (tall)
Height (short)
Height (tall)
Height (short)
BP (high)
BP
(low)
BP
(high)
B
P
(low
)
BP
(h
ig
h)
BP
(low
)
BP
(lo
w
)
BP
(h
igh
)
BP
(lo
w
)
BP (high)
B
P
(lo
w
)
BP
(h
igh
)
Case
Control
Case
Control
Ca
se
Co
ntr
ol
C
as
e
C
on
tro
l
Figure 5.7: Chain event graph for a dataset with five variables, corresponding to the staged tree in
Figure 5.6. BP = blood pressure.
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and high blood pressure (w0 → w2 → w5 → w11 → w15), suggesting that when birth weight
is low, there is no diabetes and blood pressure is high, then height is irrelevant for the outcome
of interest. Also, when birth weight is low and height is tall, then having diabetes and low blood
pressure has the same association with kidney disease as not having diabetes but having high blood
pressure.
5.2.7 Ordinal Chain Event Graphs
The ordinal CEG8 is an extension of the CEG which is specifically designed for binary outcomes
and which allows more conclusions to be drawn by imposing extra conditions. Ordinal CEGs are
CEGs which order the vertices within each variable, with respect to the outcome. To construct an
ordinal CEG, first partition the situations in the tree into subsets such that each subset contains
all vertices whose associated florets show the same variable. There will be one subset for each
variable in the tree. Next, the vertices within a subset may be grouped into stages so a CEG can
be formed. When constructing the ordinal CEG, the positions within a given vertex subset are
aligned vertically. This results in each variable from the data representing one of the ‘columns’
in the ordinal CEG. Finally, these positions are reordered such that they are in descending order
with respect to the probability of the outcome not occurring given the CEG, that is the probability
that the outcome has a value of zero. So for case-control studies, the lower down the graph the
combination of the variables are, the more likely the individuals are to be a case.
An example of an ordinal CEG is given in Figure 5.8, where the percentage of individuals with
the outcome of interest have been included at each vertex. In this example, there are 50% cases
as shown in w0 and w∞, then for variables 1 and 2, the vertices are ordered such that the highest
percentage of cases within the variable are positioned towards the bottom of the graph (75% is
positioned lower than 33%, and 91% is positioned lower than 38%).
When the paths in the ordinal CEG are all of the same length, which can occur frequently, the CEG
can be used at different stages to draw conclusions on the variables encountered thus far, rather
than using the entire ordinal CEG. This may be particularly useful for applications to cohort studies
to consider different points in time, or for survival analysis to investigate time since diagnosis.
Ordinal CEGs are simple to construct since they involve just the reordering of the vertices within
each variable, and are suitable for case-control studies since they just require a binary outcome.
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Figure 5.8: An example of an ordinal chain event graph, where the vertices within a variable are
ordered with respect to the outcome.
5.3 Chain Event Graphs to Explore Missingness Mechanisms in
Case-Control Studies
Exploring missingness is the main focus for CEGs in this thesis. This chapter has introduced
CEGs and shown their current use. This section will describe how CEGs can be used to investigate
missingness mechanisms and demonstrate this using the diabetes dataset in §5.4. Chapter 6 will
then extend the ideas here, for use specifically with non-participation in case-control studies.
CEGs can be used to systematically represent and explore the missingness in a dataset,
and draw conclusions365 using the three standard missingness categories defined by Rubin;
missing completely at random (MCAR), missing at random (MAR) and missing not at random
(MNAR).289 However, further assumptions are required to confirm data which are thought to be
MAR.365 When the data are MNAR, ordinal CEGs can help to define the missingness mechanism
further, including how the variables involved are combined. The missingness categories can be
defined using conditional independence statements as in CEGs. For MCAR, the missingness is
independent of the observed variables and the partially observed variables. MAR is when the
missingness is conditionally independent of the variables with unobserved values given those
with completely observed values. Finally, MNAR is when the missingness is not independent
of the variables with observed values or those with unobserved values. Chapter 4 discussed the
assumptions associated with the current methods used to reduce participation bias, some of which
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required the data to be MAR. CEGs can be used to help determine which missingness mechanism
is operating, and hence the appropriateness of the methods can be assessed. One way in which to
display missing data is by using a missingness indicator, which then acts as an additional variable
in the event tree and CEG, as will be demonstrated in this section.
5.3.1 An Illustrative Dataset With Missing Data in One Variable
An illustrative dataset is used to demonstrate data which are MCAR, MAR and MNAR. Assume
that blood pressure is unknown for some individuals due to non-participation, while birth weight,
height and kidney disease are known from health records, or that blood pressure is missing as the
individuals were willing to participate in a survey, but not in a physical examination. The tree
can be adapted as shown in Figure 5.9, where extra vertices are added before the blood pressure
variable. If blood pressure is missing, the path is shortened and the next vertex relates to kidney
disease. Figure 5.9 can be converted to an ordinal CEG and conclusions drawn as to whether
an assumption of MAR is plausible, as required by some of the methods described in Chapter 4.
Typical CEGs for when data are MCAR, MAR and MNAR follow.
5.3.2 Chain Event Graphs: Missing at Random
Under the MAR assumption, when the outcome is fully observed as in case-control studies,
there is the additional assumption that the outcome is independent of the missingness process,
given the observed variables.365 Under this assumption, the probability of the outcome given
the observed variables and no missingness, is equal to the probability of the outcome given the
observed variables with missingness. The probability of the outcome is consequently a weighted
average of the outcome given the observed variables along the given path, hence the probability
of the outcome when data are missing should lie between the categories of the variable when
it is observed. If using an ordinal CEG, the vertical alignment aids the visual interpretation
of these probabilities and the likelihood that the data are MAR. If the graphical layout is not
satisfied, the data are MNAR. In case-control studies the outcome may not always be independent
of the missingness process, as participants are selected on the outcome and data are collected
retrospectively. This assumption, which may also not hold for some cohort studies, underlies the
ability of CEGs to differentiate MAR from MNAR.
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Figure 5.9: Tree showing missingness in the blood pressure variable.
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An example of an ordinal CEG corresponding to Figure 5.9 for when the data are MAR is given
in Figure 5.10. Using vertices w9, w10 and w11, it can be seen that all high blood pressures go
to w9 (w6 → w9, w7 → w9 and w8 → w9), all low blood pressures go to w11 (w6 → w11,
w7 → w11, and w8 → w11), and all missing blood pressures go to w10 (w3 → w10, w4 → w10,
and w5 → w10). Therefore, the missingness category leads to a vertex between those for high and
low blood pressure, meaning the data could be MAR. Given this CEG is ordinal, it also shows
that high birth weight is associated with a lower probability of being a case than low birth weight,
and that high blood pressure is associated with a lower probability of being a case than low blood
pressure. When birth weight is high there is also a greater association with the outcome when
height is short compared with tall.
To ascertain whether the data are truly MAR, the probability of the outcome given the observed
variables must be equivalent with or without missingness, and this must be checked. It is possible
to obtain a CEG structure such as that in Figure 5.10 without the probabilities being equal.
This can occur when the probabilities for high and low blood pressure are very unbalanced for
example, leading to one probability near one and the other close to zero, hence the probability with
missingness is likely to fall between the two. Instances such as this are more likely to occur when
the missing variable is something considered to be rare and less likely when the missing variable
is something such as height, where tall and short both occur frequently. The graph hence gives
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the first step towards satisfying the MAR assumption and the calculation using the probabilities
provides the second and final step. To clarify, the position of the edge depicting missingness
relative to the other edges representing known categories is important, but the angle between these
edges is unimportant and does not display the proportions of categories in the missing category.
Therefore, CEGs can be displayed as clearly as possibly by amending the angles between edges,
provided the ordering of the edges leaving a vertex is unchanged.
The identities of the missing values in Figure 5.10 cannot be stated with great confidence, but are
likely to be a combination of the recorded categories; high and low blood pressure. To reduce the
bias from non-participation, methods such as multiple imputation (§4.4.2) and inverse probability
weighting (§4.4.1) could be used, since the data are MAR.
5.3.3 Chain Event Graphs: Missing Completely at Random
If data are MAR, they may also be MCAR. For this, the vertices associated with the missingness
indicator must be in the same stage, hence the probability of a missing value will be independent of
the preceding variables as shown in Figure 5.11. A method to reduce any bias resulting from non-
participation is unlikely to be required since although the sample size is reduced, the association
between variables is not affected and any estimates or reported associations should remain valid.
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Figure 5.11: An extension of the CEG in Figure 5.10 showing data which are MCAR. BP = blood
pressure.
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5.3.4 Chain Event Graphs: Missing Not at Random
When data are MNAR, the missingness indicator is dependent on both the observed and
unobserved values. This may be evidenced in a CEG by all missing categories having a
lower/higher probability of being a case than the observed categories.365 In instances such as
this, the ordinal CEG alone is sufficient to declare the data are MNAR.
Data which are MNAR may provide an outcome worse than the poorest observed category as
shown in Figure 5.12, where all high blood pressures lead to w9 (the position least associated with
being a case), all low blood pressures lead to w10 (the position second least associated with being
a case) and the missing data lead to vertex w11 (the position most likely to result in a case). The
converse may also be true, that the missing data provide a superior outcome, as shown in Figure
5.13. All high blood pressures now lead to the centre vertex w10, while all low blood pressures
lead to the bottom vertex w11. Methods to reduce bias resulting from non-participation will need
to be applicable to data which are MNAR, such as sensitivity analyses (§4.1), rather than multiple
imputation or inverse probability weighting which usually require the data to be MAR.
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Figure 5.12: An example of when data are MNAR, with a poorer outcome than observed data. BP
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BP = blood pressure.
5.3.4.1 Extra Level of Detail When Missing Not At Random
Missingness may depend upon a category from a previous variable, as shown in Figure 5.14,
where missingness is MNAR when birth weight is low, but MAR (conditional on further checks
on probability) when birth weight is high, regardless of height. When birth weight is high, the
missingness in blood pressure leads to a position in the ordinal CEG which is between those of
high and low blood pressure, yet when birth weight is low, the missingness in blood pressure
leads to a position below that of both high and low blood pressure. Therefore, the missingness
mechanism can be dependent upon categories within a variable and not necessarily generalised to
the entire variable. This finer division of the MNAR mechanism has not before been applied to
case-control studies, but in §5.4 it will be applied to the diabetes dataset.
One option here for methods to reduce the bias resulting from non-participation is to select a
method which allows for the least random form of missingness, where MCAR is the ‘most’ random
followed by MAR, and with MNAR as the ‘least’ random. This ensures all categories of the
variable are accounted for and the method assumptions are valid.
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Figure 5.14: An example of when data are MNAR for some categories of a previous variable, yet
MAR for others. BP = blood pressure.
5.3.4.2 Suggestion of the Missing Data Categories
The influence of the missing values can also be concluded from an ordinal CEG. For example, if
the missing category always sits with a higher/lower probability of being a case than the observed
categories, then the missingness appears to be influential.365 However, if the missing category
always joins to the same vertex as one of the observed categories and hence returns the same
probability of being a case, then the missing values are less influential. When the missing category
always sits above/below the observed categories on the ordinal CEG, it can be assumed (but not
known) that the missing values are mainly those from the nearest observed category. Sensitivity
analyses could be used to test the effect of this assumption.
The association of the outcome with the missing category may be similar to one of the observed
categories as shown in Figure 5.15, where the missing category and low blood pressure lead to the
same vertex and hence it can be assumed that many of the missing values are likely to be low. The
influence of the missingness can also be judged, for example in Figure 5.15 where missingness
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Figure 5.15: An example of when data are MNAR but similar to an observed category (low blood
pressure). BP = blood pressure.
in blood pressure has a similar association with the outcome to low blood pressure, it may be
considered to be less influential then in Figure 5.13 when the outcome was superior to that of the
recorded blood pressure values. These data would also require a method which allows for data to
be MNAR, since these data are likely to be mainly from one of the observed categories.
5.3.5 Missingness in Multiple Variables and Reduced Ordinal CEGs
Missingness in case-control studies can occur in more than one variable, whether it be due to
non-participation or partial-participation. An example of missingness in two variables (height and
blood pressure) is shown in Figure 5.16, and in this instance one approach used is to extend the
missingness indicator to describe the number of missing variables.8 For example for two variables,
both are missing, neither are missing, the first only, or the second only. Another approach is to
add ‘missing’ as an edge leaving any variable known to contain missing values; the CEG using
this approach is given in Figure 5.17. This limits the ability to distinguish between data which
are MCAR and MAR, since it is no longer clear whether the missingness indicator is independent
of all the (non-outcome) variables, or just independent given the observed variables. However, it
still allows valuable decisions about the relationships in the data to be drawn8 and is sufficient for
determining whether data are MAR as required by some methods in Chapter 4.
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Figure 5.16: An example of a tree with four variables, two of which have missing values.
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Figure 5.17: An example of a CEG where more than one variable has missing data. BP = blood
pressure.
This section has already shown how CEGs can be used to investigate the missingness mechanisms
where data are missing from a single variable. Where data are missing from multiple variables, the
methods to reduce bias resulting from non-participation will depend upon the overall aim for the
data. If only some variables are required, methods which suit the missingness mechanisms of those
variables can be used. If all variables are required and there is a mix of missingness mechanisms,
one approach could be to select a method to reduce bias resulting from non-participation which
allows for the ‘least’ random form of missingness. For example, for combinations of MCAR and
MAR a method for MAR data could be used, since MCAR would still be plausible. An option
which should suit most scenarios is a sensitivity analysis.
If necessary, a reduced ordinal CEG can be formed, which aims to improve the clarity of the
graph.8 The reduced ordinal CEG works by retaining the root vertex and leaf vertex, plus the
vertices leading to the leaf vertex. All other vertices are represented using ‘intermediate’ positions,
which are groupings of the other variables, for example “the number of risk factors”; exactly one
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high risk, one high risk plus one missing, one low risk plus one missing, etc. The next position may
describe which of the variables has the missing data. As few edges are used as possible to describe
the data, hence paths from the root vertex to the leaf vertex may be of different lengths. Re-plotting
the ordinal CEG using these intermediate positions can result in a much simpler graph;8 examples
are available currently only in an online thesis.8
The intermediate vertices are labelled with an I superscript and the positions in the same stages
are no longer joined using a dashed line.8 There are only single edges between these vertices
and hence one edge may describe multiple levels of a variable, unlike the standard ordinal CEG.
Each edge is still labelled with the categories it represents. The ordinal feature of the CEG
allows conclusions to be drawn regarding the number of risk factors and whether or not their
values are missing. These risk factors can also be linked to other variables in the CEG which
are fully observed. It is possible that comparisons between missing variables could be made, for
example, missing variable X is generally associated with a poorer outcome than missing variable
Y . However, full information regarding the variable is not available from a reduced ordinal CEG
and so it must be used in conjunction with a standard ordinal CEG. For this reason, reduced ordinal
CEGs will only be introduced here for comparison to other approaches later (§6.3.2), and not used
during analysis. Further details are available in the thesis through which they were developed.8
5.4 Diabetes Dataset: Five Variables, Including Missing Data
The CEG framework has been explained, examples have been given, and the algorithm required
for application to real data has been provided. CEGs will now be used with the diabetes data, to
demonstrate that the application of CEGs with case-control data is possible (§D.4) since it has not
before been achieved (see §5.1.2), primarily to explore the missingness produced through non-
participation.
For completeness, the three variables used thus far (amniocentesis, caesarean delivery and
diabetes) are analysed using CEGs in Appendix D.4, but to investigate missingness, two additional
variables are added to the diabetes data; the fully-observed school-leaving-age of the mother, and
the partially-observed rhesus factor category of the mother. The missingness in the rhesus factor
variable is due to the category not being recorded in the medical notes, but the same analysis would
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follow if the missingness had been due to non-participation in a given test. Unfortunately, data
regarding non-participation was not collected for the diabetes data, hence the partially-observed
rhesus factor variable is used as an example of a variable with missing data.
In this section, the analysis will be extended to incorporate prior knowledge for the paths through
the event tree and will investigate the effect of swapping variables where their chronological
ordering is unclear. Analyses will also be conducted which test the sensitivity of the results to
the prior information, by changing the priors and varying the strength of the prior beliefs. Suitable
methods to address the missingness in the rhesus factor variable will be discussed and details for
how the missingness is structured will be provided.
5.4.1 Chain Event Graph Formation
The chronological ordering of the four categorical exposure variables and outcome is (i)
rhesus factor of the mother, determined by the presence or absence of a protein in the blood
(positive/negative/unknown), (ii) school-leaving-age of the mother, assuming the pregnancy
begins after the mother has left school (16 or under/over 16) (iii) amniocentesis, usually during
weeks 15–20 of the pregnancy382 (yes - at least one with the study child/no - none), (iv) caesarean
delivery at the end of the pregnancy (yes/no for the study child), and (v) diabetes status of the
child, with type I diabetes diagnosis during childhood (case/control). Values were recorded for all
participants for all variables, except for some missing rhesus factor values. Each variable here is
categorical and the chronological ordering is apparent, but in other instances expert opinion may
be required to determine a plausible ordering and sensible cut-off values, preferably with clinical
meaning. Solutions are given in §5.4.3 for when the chronological ordering of the variables is not
clear.
A strength of CEGs being a Bayesian approach is that prior information from previous studies can
be incorporated,6, 383–387 as given in Table 5.1. Another approach would be to seek expert opinion
for the probability of each edge in the tree. Table 5.1 shows that around 86% of the UK are rhesus
positive,383, 384 but it cannot specify the expected percentage of unknown rhesus factor categories
in a study. If the proportion of unknown rhesus factor from the data is used (3–4%) in conjunction
with the data from Table 5.1, a split of negative:positive:unknown as 2:17:1 can be used as an
approximation for the ratio of each category.
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Variable Categories Ratios Source and Assumptions
Rhesus factor Negative:Positive – Around 86% of the UK are rhesus
:Unknown positive.383, 384
School-leaving-age 16 and under:Over 16 7:3 A parliamentary paper385 assuming the
majority of mothers left school around 1970–
1985.
Amniocentesis Yes:No 1:49 Around 15,000 amniocentesis in Britain
each year386 (about 2% of pregnancies).6
Caesarean section Yes:No 1:9 Around the time the children were born,
around 10% of births were by caesarean.387
Diabetes Case:Control 1:2 Participants are in matched
pairs (×67) or triplets (×129). Let us assume
that controls are twice as common as cases
in these data.
Table 5.1: Ratios of the variable categories in the diabetes data, provided for the time at which the
study was conducted. The true case-control ratio could be used, but is simplified to 1:2 to reduce
the equivalent sample size (see §5.2.2.2). This is also true for the rounded rhesus factor ratio.
The ratios in Table 5.1 can be used to assign values along each path to show their probability
of being taken. This estimated probability from prior knowledge is used in conjunction with the
sample data in the analysis. A common approach when using uniform priors for the probability
along each path is to assign each leaf a value of one, and work backwards through the tree, so
the root vertex starts with a value equal to the number of paths in the tree. This approach ensures
each edge is assigned an integer. If integers are chosen while including the ratios, the equivalent
sample size required is 20 (2+17+1 for rhesus factor)×10 (school age)×50 (amniocentesis)×
10 (caesarean) × 3 (diabetes) = 300, 000. The larger this starting value, the more confidence
there is in the values assigned from Table 5.1. This value of 300,000 is then divided at each vertex
according to the ratios in Table 5.1 as shown in Figure 5.18.
The prior knowledge is incorporated into the analysis using the AHC algorithm (§5.2.2.1), with
the amended R code for the algorithm as shown in Appendix D.3. Further details for the priors
are available.379 Incorporating prior information can have the effect of changing the stages which
are reported by the algorithm, and so the sensitivity of the results with respect to both the prior
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Figure 5.18: Five variable diabetes event tree, showing the ratios along each edge.
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knowledge and the strength of the prior beliefs, should be tested (see §5.2.2.1 and §5.2.2.2). The
algorithm output for the diabetes data was similar in format to that shown in Appendix D.5, but
longer since the tree included additional variables and edges. The algorithm returned 15 stages
after 32 iterations; the scores of which are shown in Figure 5.19, which shows the score used in the
algorithm being maximised and stabilising. Each iteration results in a score with a greater value,
until the score can no longer be maximised. The resulting (staged) tree is given in Figure 5.20,
with the number of individuals taking each edge shown.
Figure 5.19: Plot of the scores generated during the AHC algorithm.
Trees and CEGs can be pruned by removing unused edges to reveal a simpler graph which is easier
to read.8 Figure 5.21 shows the pruned ordinal CEG resulting from collapsing Figure 5.20 over its
positions, with the percentage of cases given at each vertex.
5.4.2 Interpretation
Figure 5.21 shows 38% of the individuals in the dataset are cases. There is little difference between
the rhesus factor categories in the CEG, since around 40% of the individuals at each vertex are
cases. In addition, the categories for school-leaving-age do not display any clear pattern, with the
over 16 years category leading to both the highest (w9 = 50%) and lowest (w4 = 20%) proportion
of cases. These findings suggest that the rhesus factor and school-leaving-age of the mother are
not associated with the disease status of the child.
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Figure 5.20: Staged tree for the four exposure and outcome variables; unequal probabilities along
each path.
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Figure 5.21: Pruned ordinal chain event graph for the five variables. Positions are labelled
conventionally from left (w0) to right (w∞). Arrows show the chronological ordering and dashed
lines show positions in the same stage. Numbers along edges illustrate the number of individuals
taking the path and numbers in vertices show the percentage of cases.
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The probability of disease in the case-control CEG is not the probability of disease in the
population, but is instead the probability of disease in the sample given the path taken thus far.
This is a result of the sample being selected by disease status, rather than randomly from the
population. For example, of those who are rhesus positive, 37% have children who are cases,
whereas for rhesus negative mothers, 40% have children who are cases. Rather than interpret
this percentage directly, the value should be compared with the overall percentage of cases in the
sample, which here is 38%. Therefore for rhesus factor, the three categories of positive, negative
and unknown have 37%, 40% and 41% of the children being cases respectively. Since these values
are similar to the starting percentage of cases (38%) then rhesus factor is concluded to have little
association with diabetes in the child. However, it will be shown for the amniocentesis variable
that no amniocenteses are generally associated with low percentages of cases, whereas at least
one amniocentesis is associated with a high percentages of cases, relative to the 38% starting
value. Therefore the vertices at the start and end of a CEG (w0 and w∞) will always display the
same percentage and while it may seem unnecessary to include both vertices, the associated edges
provide additional information. For example, whether or not both cases and controls are observed
from a given position to w∞.
Mothers with at least one amniocentesis are situated towards the bottom of the ordinal graph,
suggesting a higher probability of their child being a case, whereas those with no amniocenteses
are situated towards the top of the graph, suggesting a higher probability of their child being a
control. There are just two vertices towards the centre of the graph which appear to disrupt this
pattern (w14 and w15), however, since their probabilities are the same, they could be switched.
Therefore amniocentesis is clearly associated with the diabetes status of the child. For the delivery
of the child, there is a less clear pattern. However, generally the children delivered by caesarean
have a higher probability of being a case than those not. The edges from w10−18 to w19−25 are
those which depict caesarean delivery, and all the ‘yes’ edges lead to lower positions in the ordinal
graph than the ‘no’ edges, with only w11 and w13 as exceptions. For these exceptions, the edges
for the two delivery options are only one vertex apart in the next variable, hence the difference
in probability of disease is small. The combination of at least one amniocentesis and caesarean
delivery can be found in one of the three bottom vertices (w23, w24, w25), indicating a higher
probability of case status, with 55–100% of the participants in these vertices having diabetes. The
only other paths to lead to these bottom vertices were participants with mothers who left school
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aged 16 or under. This interaction between amniocentesis and caesarean delivery is the most
prominent in the CEG.
For vertices w19–w25, the paths containing no amniocentesis and delivery not by caesarean are
positioned at least as high as those with at least one amniocentesis and caesarean delivery, showing
the combination of these two variables to be associated with diabetes. Where there is only one of
amniocentesis or caesarean, those with caesarean are generally positioned higher on the ordinal
CEG than those with amniocentesis, suggesting at least one amniocentesis is more of a risk factor
than caesarean delivery.
The vertex with the highest probability of being a case (w25 = 100%) can be reached via two
paths; both of which require only negative rhesus factor, at least one amniocentesis and caesarean
delivery. This finding suggests the school-leaving-age is not strongly associated with the disease,
while the other three categories may act as risk factors. The vertex with the lowest probability
of being a case (w19 = 25%) can be reached by three paths, all containing no amniocenteses,
again suggesting amniocenteses are associated with the disease. Unpopulated paths also provide
information, for example there are no paths with amniocenteses and unknown rhesus factor, which
may suggest the rhesus factor category is recorded for an amniocentesis. Further conclusions for
the rhesus factor variable will be provided in §5.4.4.1 and §5.4.4.2.
5.4.3 Sensitivity of the Findings
5.4.3.1 Sensitivity to Variable Ordering
In these data, the ordering of the rhesus factor and school-leaving-age variables were swapped
and the same conclusions were drawn from the resulting CEG, as shown in Figure 5.22. This
is to be expected since the rhesus factor and school-leaving-age of the mother are likely to act
independently, hence their ordering is less important. Note that different colours have been
assigned to Figure 5.22 so it is not confused with CEGs generated from the original ordering.
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Figure 5.22: Pruned ordinal chain event graph for the diabetes dataset, five variables, missing
data, unequal probabilities along each path, and the rhesus factor and school-leaving-age variables
swapped. Csec = caesarean. Amnio = amniocentesis.
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5.4.3.2 Sensitivity to the Equivalent Sample Size
When incorporating prior knowledge an equivalent sample size of 300,000 was adopted, which
is larger than normally used since it assumes data from a comparatively large cohort study, but
is appropriate since population data were used which incorporate a large proportion of the target
population.388
However, the analysis was also conducted with an equivalent sample size of 30 and of 5, to test the
sensitivity of the results to prior beliefs. The corresponding trees and CEGs are shown in Figures
5.23, 5.24, 5.25 and 5.26.
The three CEGs generated in Figures 5.21, 5.24 and 5.26 were identical for rhesus factor and
school-leaving-age. The CEGs generated using the smaller equivalent sample sizes of 5 and 30
were also identical for amniocentesis. There were fewer positions when a smaller equivalent
sample size was used; a total of 22 for Figures 5.24 and 5.26 compared with a total of 27 in Figure
5.21, with the allocation of the positions to the variables the same for Figures 5.24 and 5.26.
The smaller equivalent sample sizes therefore led to simpler graphs with fewer positions and
hence fewer edges. However, all three CEGs drew very similar conclusions and hence the clinical
interpretation was not altered by changes in the equivalent sample size.
5.4.3.3 Sensitivity to the Prior Knowledge
Also for comparison, the analysis was conducted using uniform priors, with the tree as shown in
Figure 5.27 and the corresponding CEG as shown in Figure 5.28. The AHC algorithm used is
shown in Appendix D.2, and the priors were chosen such that simple fractions were present in the
calculations, as discussed in §5.2.2.2.
The CEG in Figure 5.28 again concluded little association with the rhesus factor and school-
leaving-age of the mother, with diabetes in the child, but an association with amniocentesis and
a less clear but possible association with caesarean delivery. This shows that the findings are not
sensitive to the priors used.
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Figure 5.23: Staged tree for the four exposure and outcome variables; unequal probabilities along
each path, equivalent sample size of 30.
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Figure 5.24: Pruned ordinal chain event graph for the five variables, generated using an equivalent
sample size of 30. Positions are labelled conventionally from left (w0) to right (w∞). Arrows
show the chronological ordering and dashed lines show positions in the same stage. Numbers
along edges illustrate the number of individuals taking the path and numbers in vertices show the
percentage of cases.
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Figure 5.25: Staged tree for the four exposure and outcome variables; unequal probabilities along
each path, equivalent sample size of 5.
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Figure 5.26: Pruned ordinal chain event graph for the five variables, generated using an equivalent
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Figure 5.27: Staged tree for the four exposure and outcome variables; uniform priors.
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Figure 5.28: Pruned ordinal chain event graph for the five variables, generated using uniform
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of cases.
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5.4.4 Missing Data Summary
5.4.4.1 Rhesus Factor Conclusions
The position of the unknown rhesus factor category in the ordinal CEG in Figure 5.21 can be used
to draw conclusions about the missingness mechanism.365 Since the unknown category (w3) is
positioned at the bottom of the ordinal CEG, underneath positions w1 and w2 which represent
known rhesus factor, it is assumed that the rhesus factor data are MNAR, since those with missing
values are associated with a (marginally) higher probability of being a case than either the rhesus
positive or rhesus negative categories. If the data had been MAR, the missing values would be
expected to be a combination of the recorded values in a proportion similar to those in the data,
and hence the missing category would be positioned between the recorded categories on the ordinal
CEG. However, the small percentage differences in positions w1–w3 should be noted (37%, 40%,
41%).
If the missing data in the rhesus factor variable are MNAR then an additional level of detail can be
reported for how the missingness is structured. However, this additional level of detail relies upon
there being at least one variable in the event tree before the variable which contains missing data.
In Figures 5.21, 5.24, 5.26 and 5.28 rhesus factor is the first variable in the CEG and hence there
are no variables preceding it to guide this extra level of detail. However, in Figure 5.22 the order
of the school-leaving-age of the mother and her rhesus factor category were swapped, allowing
this extra level of detail for the MNAR rhesus factor variable to be reported.
Figure 5.22 shows that rhesus factor is MNAR for mothers with either school-leaving-age category.
When the school-leaving-age is over 16 years, the unknown rhesus factor category shows a lower
percentage of cases (w3 = 20%) than either of the recorded categories (positive, w4 = 29% and
negative w8 = 50%). When the school-leaving-age is 16 years and under, the unknown rhesus
category shows a higher percentage of cases (w7 = 50%) than either of the recorded categories
(positive, w6 = 40% and negative, w5 = 36%). This could suggest that for mothers with a school-
leaving-age of over 16 years, the unknown rhesus category are MNAR and associated with fewer
cases than those who are rhesus positive or negative, and suggest a protective effect, while that
for mothers with a school-leaving-age of 16 years or under, the unknown category are MNAR and
associated with more cases than those who are rhesus positive or negative, and hence suggest an
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increased risk. In both categories of school-leaving-age, the CEG shows that the missing rhesus
factor categories are likely to be mainly positive, since they offer a more extreme association
with the outcome than the next closest category, with is positive rhesus factor. The structure of the
missingness in the ordinal CEG also suggests that the missingness has a relatively strong influence,
since the MNAR mechanism is not simply equal to one of the positive or negative categories, but
is instead more extreme than the positive category.
There are instances under this parameterisation where paths are identical except for
positive/unknown rhesus factor and lead to the same vertex, such as w10 and subsequent paths,
which suggests that a large proportion of the unknowns may be positives. Since around 86%
of the population are rhesus positive this would be a reasonable conclusion, and agrees with the
conclusion of the rhesus factor variable being MNAR and likely positive, as stated above.
5.4.4.2 Suitable Methods to Reduce Bias When Rhesus Factor is Missing
As the rhesus factor variable had missing data, methods designed to reduce bias associated with
these missing data can be used. Chapter 4 presented and discussed such methods and a flowchart
was developed to aid the selection of a suitable approach. When using the flowchart in Figure
4.4, the first question is whether the study is potentially affected by participation bias. A DAG
could be used as described in §2.3.4.1, to determine whether the study is likely to be affected
by participation bias. The reason for unknown rhesus factor here is not recorded, however, it is
possible that the requirements for participation bias are satisfied. Next, the flowchart tool asks
whether the variable associated with participation is recorded. Since the diabetes dataset has no
data available regarding non-participation, the answer to this question is no, the variable associated
with participation is not recorded. The third question is whether relevant population data are
available. Recall the population values which were used in Table 5.1 to calculate the priors used in
the AHC algorithm. These values showed the rhesus positive and rhesus negative proportions in
the population, hence sensitivity analyses and weighting may be suitable methods to adopt if these
population values are sufficient. If the population data are not as required, the final question in the
flowchart is whether non-participant data were collected. Since no information on participation
was available for these data, the flowchart guides towards sensitivity analyses as a possible option.
The flowchart in Figure 4.4 has therefore eliminated all but weighting and sensitivity analyses.
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Weighting was described in §4.4.1 where one assumption was that the data were MAR. The CEG
analysis in this chapter has reported the rhesus factor missing values are unlikely to be MAR, hence
a sensitivity analysis is the only method which remains. This example highlights the possible need
for more methods which are suitable when data are MNAR, and this need will be explored further
in Chapter 7.
While the conclusions drawn in §5.4.4.1 are a direct result of the structure of the ordinal CEG in
Figure 5.22, it is possible that the data are not truly MNAR and that the structure resulting from
the missingness is not informative, since the percentage of cases with positive/negative/unknown
rhesus factor are all around 40%. If the data are not MNAR, there are additional choices for the
methods to reduce participation bias if required, as shown §4.5.
5.4.5 Diabetes Data Summary
CEGs have been introduced in this chapter, not for their usual application of data analysis, but
instead specifically for exploring missing data as a result of non-participation. CEGs have not
been used before with case-control study data (§5.1.2) and therefore non-participation in case-
control studies has not been investigated using CEGs. As demonstrated here, CEGs have the
potential to be used with missing data and missingness resulting from non-participation in case-
control studies, and if the missingness mechanism is investigated, this can subsequently assist with
the selection of a method to reduce the effects of participation bias as discussed in Chapter 4. The
unknown rhesus factor values in the diabetes data were likely to be MNAR, and mainly rhesus
positive, and sensitivity analysis was concluded to be the most suitable method for these missing
data.
All conclusions drawn here are based upon the 521 individuals in the case-control study conducted
in Yorkshire,7 which may not be representative of other areas. It is acknowledged that a different
dataset may lead to a different CEG with different conclusions and hence analyses should be
encouraged, prospectively or retrospectively, of other diabetes datasets as agreement between
studies would strengthen findings. Associations are reported here and of course there may be
unrecorded variables which are more closely associated with type I diabetes for which these
recorded variables are acting as a proxy. These results nevertheless offer additional insight into
the factors associated with type I diabetes.
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The cases and controls in the diabetes data were matched by age and sex when recruited.
Traditional analyses would be required to take this feature of the study design into account, using
approaches such as conditional logistic regression. In CEGs, where cases and controls are matched
by a given variable, there will be a predefined proportion of cases per vertex for the matched
variables. For example, let there be a study with a 1:1 ratio of cases and controls, matched by
gender. Let there be 20 females cases, 20 female controls, 10 males cases and 10 males controls.
At w0, 50% of the individuals will be cases. Since the cases and controls are matched by gender,
there is also this percentage (50%) of cases in each of the male and female groups. Therefore,
the AHC algorithm in §5.2.2.1 would group males and females into the same stage. Males and
females may differ with respect to other variables included in the analysis, and hence the male and
female categories may not be in the same position. In the resulting CEG, if males and females are
in the same position, there would be 3060 = 50% of the individuals who are cases. If males and
females were in different positions, there would be a dashed line between the vertices denoting
that they were in the same stage, and there would be 1020 = 50% of the males and
20
40 = 50% of
the females who were cases. Therefore, including matching variables in the CEG is not necessary.
Similar to conditional logistic regression, it would result in there not being information available
regarding the matched variable.
5.5 Summary
This chapter has demonstrated the application of an existing method to a new field, namely CEGs
to case-control studies. The mathematics for CEGs was not provided here since it is available in
the literature8, 21, 365, 379 and repetition here would not add to current knowledge. Instead the theory
for CEGs was applied to case-control data and used to drawn conclusions about the missingness.
CEGs here are suggested as an exploratory rather than analytical tool, as an intermediary tool
to guide the further analysis of a dataset containing missing data. The results from the diabetes
CEG contributed towards the selection of a method suitable to reduce bias resulting from non-
participation. The conclusions for both the variables and the missingness were found to be
insensitive to changes in the priors, the strength of the priors, and the ordering of the first two
variables.
154 5. CHAIN EVENT GRAPHS FOR MISSINGNESS IN CASE-CONTROL STUDIES
5.5.1 Critical Evaluation of Chain Event Graphs: In General
5.5.1.1 Advantages
CEGs have advantages over traditional methods. For example, they allow prior information to
be incorporated in the analyses, which approaches such as logistic regression do not as standard.
While methods such as Bayesian logistic regression are available, they are not common practice in
calculations following case-control studies. More generally, CEGs are a graphical approach, which
may be preferable to numerical approaches for some researchers, and which offer an alternative
means by which to communicate complex statistical models to clinical experts who may not be
statisticians. CEGs may be particularly useful when discussing interactions between variables,
which may be easier to follow on a tree than through terms in a regression model. However,
CEGs are much more time-consuming to analyse and produce than logistic regression or similar
methods.
For comparison, the logistic regression model for amniocentesis and caesarean delivery was
produced, with each variable included plus their interaction. The resulting odds ratios are given in
Table 5.2. Often logistic regression models do not include the interaction term, and in instances
such as these where the interaction term is 3.10×106, with an implausible confidence interval,
the interaction term would be removed from the analysis and not reported. However, there is a
potentially important finding here that all mothers in the study who had at least one amniocentesis
and who delivered by caesarean, had children who were cases. This finding is clear in CEGs
but not clear from logistic regression, even when an interaction term is used. There is the
limitation that there are no controls in the sample who were born to mothers who had at least
one amniocentesis and who delivered by caesarean, and there are only six cases in this category,
but these associations could have important clinical implications.
The non-parametric nature of CEGs can be advantageous. For example, CEGs could be used
when assumptions for traditional methods are not met, such as the rare-disease assumption for
odds ratios or regression assumptions in modelling. Sparsely populated categories can also be
troublesome during numerical analyses, but there are procedures in place for CEGs such as pruning
the tree, combining edges or representing sparse edges using dotted lines.8
Case-control studies are retrospective and this is often considered to be a negative feature of the
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Variable Odds ratio estimate Lower CI Upper CI
Intercept 0.54 0.44 0.66
Caesarean 1.48 0.865 2.53
Amniocentesis 2.32 0.90 6.19
Interaction Caesarean:Amniocentesis 3.10×106 1.30×10−18 NA
Table 5.2: Logistic regression model with amniocentesis and caesarean delivery, plus their
interaction term. CI = confidence interval.
study design, but one which may be advantageous for CEGs. Firstly, the number of variables
and time period covered is known before analysis, and hence avoids the need for more complex
graphs such as dynamic CEGs.381 Expert knowledge gained over time can also be incorporated
into the analysis and inform paths which are more likely, or eliminate any paths which are not
clinically plausible, in the same way as the data in Table 5.1 were utilised. One disadvantage of
the retrospective study design may be the unclear variable ordering, upon which case-control study
CEGs depend. The ordering of some variables will be obvious, while others may have occurred
at seemingly the same time. For example, two variables such as amniocentesis and the occurrence
of x-rays during pregnancy may be difficult to order chronologically. One way to circumvent this
issue could be to create a new variable combining the two; there could be categories of ‘x-ray
and amniocentesis’, ‘x-ray but no amniocentesis’, ‘no x-ray but amniocentesis’ etc, covering all
combinations of the two variables.
5.5.1.2 Limitations
One drawback of CEGs is the time required to calculate the stages and positions, and to draw the
CEG before interpretation. To generate the CEG the study data must first be represented using a
spreadsheet, with each column containing just one categorical variable, and each row containing
just one individual. Next, the data must be read into a statistical software package (R380 if the
algorithm code from Appendix D.2 is to be used). If required, non-uniform priors need to be
specified as a list (and the code from Appendix D.3 used instead). The algorithm is then run,
which returns the stages (example output is given in Appendix D.5). It is necessary to use the
stages generated, in conjunction with the more detailed aspects of the output such as the results
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section, to ensure the correct vertices are identified. The remainder of the process is conducted by
hand. First, it is useful to draw the event tree and colour edges from corresponding vertices with
the same colours, which aids the identification of positions. Next, any vertices in the same stage
must be checked to determine whether they are also in the same position. A list of vertices in the
same stage and a list of vertices in the same position are recorded. A CEG can then be drawn by
hand, where the list of positions forms the vertices and corresponding edges, and the list of stages
enabled dashed lines to be drawn between vertices in the same stage but not the same position.
Finally, the CEG can be interpreted. Since hand-drawn diagrams are not desirable, the trees and
CEGs can be drawn in LATEX for improved readability, although this is also time-consuming.
The majority of CEGs used in this thesis have used binary covariates, but examples have been
given where covariates have more than two categories. The number of categories can be further
increased to approximate continuous covariates, but CEGs cannot truly accommodate continuous
data, leading to a loss of information in some examples. However, the application of the CEG will
determine whether this loss is important for the conclusions being drawn.
The focus of CEGs here has not been for the analysis of a case-control study, but instead as a tool
to explore the missingness resulting from non-participation. CEGs are used elsewhere (§5.1.2) to
analyse data, but this use does not result in an odds ratio as may often be desired in case-control
study reports. If CEGs were to be added to the flowchart in Figure 4.4 in §4.5, they could be
positioned either with ‘adjust for, stratification and propensity score’ when the variable associated
with participation is recorded, or with ‘imputation, weighting and sensitivity analysis’ when non-
participant data are collected. CEGs can be used during analysis regardless of how much missing
data there are. Often the outcome will be recorded, even if miscategorised, or it will be assumed
that individuals not recorded as cases are controls, therefore conclusions regarding missingness
by cases and controls can be drawn. If all data are missing from a group of individuals, these
individuals can still be added to the CEG, to provide information about the patterns of missingness
and summarise the amount of missingness, although will be less informative than if at least one
variable was recorded. Here it is suggested that CEGs are used to investigate missingness, before
an analytical method is applied, such as those in Chapter 4 or standard case-control analyses as
in §2.2.5 if appropriate. CEGs can complement traditional analyses, and the combination of the
model-based and graphical methods can give an extensive analysis for a case-control study.
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5.5.2 Critical Evaluation of Chain Event Graphs: For Investigating Missingness
An advantage of CEGs is that individuals with missing data need not be excluded from the
analysis, as a ‘missing’ category is included in the tree as an edge and therefore classed as an
informative category. This provides information about the individuals with a missing variable
compared with the individuals who have a recorded category. Although this can be achieved with
logistic regression, it is not always practiced, and approaches such as complete case analysis are
often chosen. This information regarding the missingness can be used to determine whether the
data are likely to be MAR or not, and thus whether methods such as multiple imputation are
possible, as shown in §5.4.4.2. The information can also be used to estimate the likely category of
the missing data. However, it must be noted that no conclusions are drawn about the individuals
within the missing category, but rather that conclusions are drawn about different subgroups of the
dataset.
Logistic regression could be used to explore the association between the missing values and
recorded variables, by specifying binary missingness as the outcome and the recorded covariates
as the explanatory variables, in an approach similar to the calculation of the propensity score
(see §4.4.3). This approach would identify variables associated with missingness, but would not
directly incorporate the missingness into the analysis. The advantage of the CEG approach as
described here, is that the missingness forms an informative category during the analysis, and also
considers the missingness in each variable in conjunction with the recorded and missing values
in other variables. For example, CEGs can highlight that females are less likely to record an
older age, whereas males are just as likely to have a missing age value at any age. This level
of detail regarding missingness would not be identified using the logistic regression approach,
without including interaction terms. The use of CEGs for investigating missingness as a dependent
variable is considered further in Chapter 6. The advantage of the logistic regression approach, is
the ability to perform the analysis quickly and easily, and using statistical software.
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5.5.3 Chain Event Graphs in the Identification of an Appropriate Method to
Reduce Bias
The main focus for CEGs in this chapter has been their ability to identify whether data are likely to
be MAR, which is a difficult task to perform from the data alone. Exploration of the missingness
mechanism in the rhesus factor variable of the diabetes data allowed a suggestion of the likely
category for the missing data, a conclusion that the data were unlikely to be MAR, and a suggestion
that a sensitivity analysis was a sensible method to adopt to reduce the effects of any bias resulting
through these missing data.
Therefore CEGs, in conjunction with the flowchart tool in §4.5, can be used to identify methods
which may be suitable for bias reduction. The CEG can also provide analysis of the dataset
in addition to conclusions regarding the missingness mechanism. While identifying a method
suitable for use with the rhesus factor variable, it was highlighted how few methods are suitable
when the data are MNAR. Chapter 7 therefore aims to develop a new method suitable for these
instances, which can be added as an alternative method to the flowchart tool in §4.5.
5.5.4 Further Work
Further work could include the application of CEGs to other datasets with missing data to
investigate the missingness mechanisms, or to additional variables in the diabetes dataset which
have missing data. As shown with the diabetes dataset, the sensitivity of CEGs can be tested
with respect to changes in the priors or strength of the prior beliefs. Where conclusions regarding
missingness are robust, the selected method to reduce participation bias should be presented with
increased confidence.
CEGs have thus far been used in the literature (§5.1.2) with a disease of interest or similar as
the final variable. However, in studies which suffer from non-participation, CEGs may be more
useful as a means by which to investigate non-participation. This application will be developed
and demonstrated in Chapter 6.
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Chapter 6
Chain Event Graph Adaptations for
Use With Case-Control Data
Chain event graphs (CEGs) were introduced in Chapter 5 as a method to explore the missingness
in case-control studies, including missingness resulting from non-participation. In this chapter,
CEGs will be adapted for use specifically with case-control data to further investigate non-
participation. Seven adaptations to the graphs will be presented; (i) to see how missingness varies
with the severity of a disease (§6.1.1), (ii) to see how recruitment varies with the data collection
approach used (§6.1.2), (iii) to report the characteristics of those who participate (§6.2.1), (iv)
how these characteristics differ between cases and controls (§6.2.2), (v) how a form of meta-
analysis can be conducted using data for similar (but not identical) studies (§6.2.3) regardless of
data missing from non-participation or differing recorded variables, (vi) how the analysis can be
adapted to incorporate the reliability of different data sources (§6.3.1) which may be affected by
non-participation, and (vii) how subsets of the data can be analysed separately depending on the
outcome of interest (§6.3.2).
These adaptations extend the ideas of the characteristics and methods which are associated with
participation from §2.3.2 and §2.3.3, and propose new ways to investigate the factors associated
with participation. These adaptations are designed to assist with the understanding of participation
in case-control studies and identification of where bias may occur, using a graphical approach
which has not been used before with either case-control studies or for the investigation of
participation. The findings from these adapted CEGs may also assist with recruitment in future
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case-control studies; not to increase participation as such, but to balance the characteristics
between groups of individuals with the aim of reducing bias.
An example is provided for each of the adaptations to illustrate the steps from the event tree
to the CEG, provide interpretation of the graph and explain its use in case-control studies. The
diabetes dataset from Appendix A unfortunately does not have information available regarding
non-participants and other aspects of the study required in this section, hence small hypothetical
examples are used but the application would not change for real data.
6.1 Study Design Adaptations
6.1.1 Missingness by Disease Severity
Case-control studies usually record a binary outcome of case or control. However, diseases often
have different severities such as terminal or not, and this level of detail is likely to be clinically
useful and hence recorded in the medical notes. The tree and corresponding CEGs can therefore
have additional edges denoting the possible severities of the disease such as control, mild case or
severe case.
The CEG can be formed in the usual manner as described in Chapter 5, and as before conclusions
can be drawn regarding the combinations of variables associated with the range of severity
outcomes. It is possible that only individuals with a particular characteristic or combination of
characteristics are able to possess the most severe category of the disease and this information
may otherwise be hidden in a standard case-control analysis. The case categories can of course be
collapsed and the data analysed with a binary outcome for comparison with previous analyses.
It was demonstrated in Chapter 5 that missingness can be investigated in CEGs. It may be that
the missingness mechanism differs for each severity category. For instance, there may be more
missingness amongst cases who have the more severe version of the disease and the missingness
may be in variables which require input from the patient. In some studies these differences may
be useful to highlight where missingness is occurring and in subsequent studies, different data
collection strategies may be adopted, such as data collection for all participants only through
medical records.
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Hypothetical Example
Let there be a case-control severity study which consists of a control group plus two categories of
cases; mild case and severe case. Let there be two independent exposures of interest, each of which
is binary. The staged tree for the data is shown in Figure 6.1 and the corresponding CEG is given
in Figure 6.2. The CEG shows that when only one exposure is present (w4), the individuals have
generally the same probability of the three disease categories as when no exposures are present
(SC: 8%, MC: 11%). However when both exposures are present (w3), the individual is associated
with an increased probability of being a severe case (SC: 80%). Exposure 1 alone (w1) increases
the probability of an individual being a case, for both severities (SC: 33%, MC: 20% compared
with SC: 7% , MC: 7%). A similar CEG could be constructed with missing values as shown in
§5.3, to investigate missingness with respect to the disease severities. For example, missing edges
may only lead to a severe disease status, while recorded edges may lead to any of the three disease
categories.
6.1.2 Recruitment by Data Collection Method
The effectiveness of different recruitment techniques or data collection strategies (such as web
surveys, postal surveys, and electronic reminders) may be of interest. Rather than use a CEG for
case-control data which shows personal characteristics along each path, a CEG can be developed
which contains solely information about the data collection approaches adopted. With the binary
disease status forming the final vertices in the event tree, the CEG can be used to determine which
approaches are more associated with cases and which are more associated with controls.
Individuals who participate by face-to-face interview may differ from those who participate using
an online survey. Therefore the findings from these CEGs could be used to recognise where
differences in the characteristics of cases and controls may occur, and to balance the two groups
if necessary. Although this approach could highlight methods which are most successful for
recruiting case and controls respectively, adopting these approaches would firstly assume a causal
effect rather than an association, and secondly could result in bias by recruiting the disease groups
in different ways.
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Hypothetical Example
Let there be a hypothetical survey conducted. Figure 6.3 shows that 25 of the participants were
recruited by mail, and 50 were recruited by a web survey. The quantities of reminders required and
the disease status recorded from the survey are also shown. This tree can be used to summarise
which data collection techniques are more associated with case recruitment and which techniques
are more associated with control recruitment.
The CEG formed using this information is given in Figure 6.4. Mailed surveys, or web surveys
without reminders, recruited a group consisting of around 62% cases and 38% controls. Web
surveys with reminders recruited a greater proportion of controls (around 83% controls and 17%
cases). Mailing alone was more successful at recruiting cases (around 72%), while web surveys
were more successful at recruiting controls (around 70%). These percentages can be compared
directly, since the study consisted of approximately half cases and half controls.
6.2 Participation Adaptations
Thus far, in this thesis and more widely, CEGs have been used with a disease status or similar
as the outcome of interest. CEGs have not before been used to investigate participation as the
outcome of interest. Therefore, this section proposes adaptations to the graphs where the final
variable represents participation.
6.2.1 Participation as the Outcome of Interest
Here it is demonstrated how CEGs can be used to further investigate non-participation in case-
control studies. Typically in CEGs the final vertices of the event tree represent the outcome of
interest. For case-control studies this is the disease status of the individuals and thus presents
two options; case or control. If the outcome of interest is instead non-participation, the event tree
can be restructured such that the final vertices represent participation (yes/no). Data collection
techniques or individual characteristics then form the paths in the tree. The CEG highlights which
combinations of techniques or characteristics result in comparable probabilities of participants,
and an ordinal CEG can be used to order the combinations of categories from those associated
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with the lowest probability of participation to the highest. This approach provides a summary of
the participation rates as well as giving information on which factors or their proxies are associated
with higher participation.
This use of CEGs could be extended to more than two participation categories. For example
the final vertices could have vertices representing “no participation”, “partial participation” and
“full participation”, where partial participation relates to those willing to give demographic data
but no sensitive data, or for those willing to participate in a questionnaire but not in a subsequent
interview. A similar approach could be used for recruitment phases, where each variable represents
a study phase such as first contact, reminder, second reminder and so on, with the outcome of
interest being whether the individual participated, refused or ignored, along with their reason for
non-participation if given.
Hypothetical Example
Let there be 50 copies of a survey distributed by mail and 100 distributed using a cheaper web
option. Reminders are sent to 40% of the mail recipients and 50% of the web recipients, since
electronic means are cheaper than postage costs. Some individuals return a completed survey,
while others do not. Figure 6.5 shows these variables in a tree along with the number of individuals
taking each edge; the corresponding CEG is shown in Figure 6.6.
The CEG shows that distribution by web and mail generally result in the same probability of
receiving a completed survey (50%), but reminders are associated with increased participation
rates. Those designing the survey may consequently choose to distribute web rather than mail
surveys to save costs, but to include reminders to those who do not participate in the first
phase. This is important, since often those who respond to reminders differ from those who
responded to the initial survey and differ again to those who do not respond at all (see Chapter 2).
Therefore, while this tactic appears to increase equality and reduce bias by increasing participation
rates, it is possible that this may in fact lead to increased bias by recruiting different participant
characteristics, possibly in each disease group. Therefore, this CEG may need to be used in
conjunction with a CEG similar to that introduced in the next section (in §6.9), to compare the
characteristics of the individuals.
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Figure 6.7: An example of an asymmetric tree.
In addition, CEGs can be used for asymmetric problems, meaning that a particular decision
at one variable can affect the choices available for later variables. This allows the tree here
to be restructured such that the chronological ordering is web/mail, participant/non-participant,
reminder/no reminder (only for those who were non-participants after the first phase) and finally
participant/non-participant. Therefore the paths through the tree would be of varying lengths, as
shown in Figure 6.7. It may be important to distinguish between participants from the first phase
and participants recruited after the reminder phase, and this can be achieved by using different
category names for the two groups of participants.
Another example of an asymmetric tree may be where controls are offered face-to-face interviews
or web surveys whereas cases are only offered face-to-face interviews, as reported in Chapter 2,
but which is also known to contribute to differences between the disease groups.
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6.2.2 Participation by Disease Group
This adaptation investigates how participation differs between the case and control groups, and
builds on the findings of factors associated with participation discussed in §2.3.2.
It is of interest to learn about the factors associated with participation for the case and control
group separately, since it is expected that the different disease groups will have different reasons
for choosing to participate. The CEGs used in this and the previous chapter have ordered the
variables chronologically. However, different orderings can be adopted by CEGs depending upon
their use.389 If knowledge regarding the factors associated with participation for the cases and
controls is required separately, disease status can be placed as the first variable in the tree, and
participation as the final variable. This ensures the cases and controls are reported separately
regarding participation. Here the CEG shows which variables are associated with a higher or
lower probability of participation whilst considering the disease status of the individuals, which is
expected to affect participation.
Hypothetical Example
Let there be 100 cases and 200 controls who are asked to participate in a hypothetical study, where
the variables of interest are gender (male or female) and age (under 50 years, or 50 years and over).
The staged tree is shown in Figure 6.8 and the corresponding CEG is given in Figure 6.9.
Figure 6.9 shows cases are more likely to participate (80%) than controls (37%) regardless of
gender or age. There are gender differences in the control group, with females (44%) participating
more than males (30%), and age group differences with older males (2050=40%) participating more
than younger males (20%). Older male controls have a similar probability of participating as
female controls of any age (43%). This information incorporates the disease status with other
individual characteristics to summarise the participants. The findings can be used to explore
differences between the disease groups for the consideration of methods to reduce participation
bias.
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Figure 6.8: Tree by disease group. s denotes a situation and l denotes a leaf.
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6.2.3 Amalgamated Case-Control Participation Data
If there are a series of case-control studies with similar variables recorded, the data from each study
can be combined into one larger analysis using CEGs, where the outcome would be the disease
status. Alternatively, the characteristics of cases or controls who are more likely to participate in
a study of a particular topic may be of interest, or the most successful recruitment techniques may
be sought. These findings can be achieved by having participation as the outcome variable, rather
than disease status, as was demonstrated in Figures 6.6 and 6.9.
CEGs can be used in the same way as in §6.2.1 but the data are fed in from several studies.
This may be particularly useful for studies of sensitive topics or those investigating very rare
diseases, where the number of participants may be smaller. Conclusions can be drawn about the
combination of factors associated with participation as demonstrated in §6.2.1. Patterns in the
data can be used to form hypotheses regarding ways in which to increase participation in under-
represented categories, or to inform future studies, although increased participation would not
necessarily result in reduced bias. As CEGs can incorporate missing data,365 studies which record
similar but not identical variables can be combined directly, with unrecorded variables included as
an additional edge labelled ‘unrecorded’.
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Figure 6.10: Staged tree formed from amalgamated data. s denotes a situation and l denotes a leaf.
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This approach could also be used with the disease status as the outcome of interest, and with
missing data as a result of non-participation or otherwise, included as extra edges. If desired, data
missing from non-participation and data missing for other reasons, could be given separate edges
in the event tree, such that differences between the types of missingness can be represented.
Hypothetical Example
Let there be three hypothetical studies; one which recorded age and gender, another which
recorded age and ethnicity, and a third which recorded ethnicity and gender. These data could be
used to investigate the general characteristics of those more likely to participate in a case-control
study by having the final vertices showing the participation status of the individuals.
Assume these variables are non-sensitive and hence were available to the researchers within
a given study whether the individuals chose to participate or not. Sensitive data would only
have been recorded for participants but could be investigated by including ‘missing’ edges for
non-participants. Depending upon the purpose of investigating participation, the tree could be
constructed for the entire study group, just controls, or separate trees could be constructed for
cases and controls for comparison.
Let the event tree be as in Figure 6.10, with the corresponding CEG as in Figure 6.11. For each of
the studies, there are two variables recorded and one variable considered to be missing.
The CEG shows that males are less likely to participate than females, and the unknown gender
category may be MAR as it is positioned between males and females (see §5.3 for further details
on missingness in CEGs). If the data are MAR with respect to this larger sample, this could suggest
that methods such as multiple imputation could be adopted292 if participation bias is a concern.
The distribution of ethnicity is shown to be indistinguishable given known gender, since the same
green colours are assigned to edges emanating situations s1 and s2 in Figure 6.10, hence ethnicity
is distributed similarly amongst males as it is females, as would be expected in the population.
When gender is known, white participants are more likely to participate than non-white, since
the edges representing white participants lead to w4 and w8 which are positioned higher in the
ordinal CEG in Figure 6.11 than positions w7 and w10, which the edges representing non-white
participants lead to. The unknown ethnicity edges lie between the two known ethnic groups and
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hence it is possible that the unknown category consists of both white and non-white individuals,
suggesting that the unknown ethnicity values may be MAR.
The distribution of age is indistinguishable given known gender and ethnicity, and it is also
indistinguishable given unknown gender or ethnicity, as indicated by the corresponding colours
and dashed lines between positions {w4, w7, w8, w11} and {w5, w6, w9, w10} in Figure 6.11
respectively. If gender is unknown, non-white individuals are more likely to participate than
white, since the non-white edge leads to position w6, which is positioned higher than the white
edge which leads to w10.
The lowest probability of participation in the ordinal CEG (w12 = 8%) can be reached only by
one path; young males with unknown ethnicity. The highest probability of participation in the
CEG (w11 = 90%) is reached only by non-white females. Those with older age are generally
positioned lower in the ordinal CEG than those with younger age, suggesting older individuals are
more likely to participate. Overall, age and gender appear to be associated with participation, with
females and older individuals more likely to participate. There is no such association for ethnicity.
Initially there were three studies, one of which showed older females were more likely to
participate, the second showed older white individuals were more likely to participate and the
third showed non-white females were most likely to participate. Combining these studies into one
overarching study allows for a larger sample size, since there are more participants, and a more
generalisable conclusion, since these studies may have been located in different areas and with
different research questions, and been affected by non-participation in different ways. Of course
if one of these studies already covers the research question and location of interest, it would be
preferable to focus on that particular study. This approach of combining data may be useful in
case-control studies which collect information regarding rare diseases and where participation
rates have declined in recent years, to increase the overall sample size.
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6.3 Analysis Adaptations
6.3.1 Data Reliability
CEGs have been used previously with prospective data but rarely with retrospective data, which
can have limitations such as recall bias. This feature of the case-control study data can be
incorporated into the CEG framework to enhance the authenticity of the analysis and to include
additional information about the reliability of the data obtained. This approach may also be applied
when data are missing and the reliability of the recorded data are altered.
Data in retrospective studies may be recorded using a variety of means such as medical records,
through interview or using national databases. Some sources may be cross-checked and verified
with other authorities, while other sources may depend upon a single handwritten report, such as in
older medical records or in areas without electronic databases. In some instances the only source
will be the memory of those present and will require the individual to recall specific details. Recall
bias is known to differ between participants of different disease groups in case-control studies390
and hence data reliability may differ by both source and disease status.
One way in which to allow for potentially less reliable study data is to form a CEG which has a
greater dependency on prior knowledge, provided these data are collected from a more reliable
source. Since CEG learning is Bayesian and combines prior knowledge with data, non-uniform
priors can be specified during the AHC algorithm phase to achieve this, as discussed in §5.2.2.1.
The equivalent sample size361 is also specified and if a large equivalent sample size is used this
suggests stronger prior beliefs and hence allows the priors to play a more dominant role, rather
than depending strongly on the data.
The resulting tree will be structurally identical, but labelled with different priors (or left
unlabelled). The CEG may differ according to whether uniform or non-uniform priors are used,
and this will depend upon the priors assigned and the data collected. This approach could
be particularly useful in studies which suffer from non-participation, since the true population
distributions of variables may not be apparent from the study data and this could potentially affect
the conclusions generated.
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Hypothetical Example
Let there be a hypothetical study with two binary exposures, one of which is gender, plus a binary
disease. First the analysis will be conducted using uniform priors and then with non-uniform
priors constructed using hypothetical expert knowledge. Figure 6.12 shows the staged tree formed
with uniform priors and Figure 6.13 shows the corresponding CEG. Figure 6.13 shows that males
are more associated with case status than females (80% compared with 27%) and that for males,
being exposed or not leads to the same position in the CEG (w3) with 80% of the individuals being
cases. However females differ by exposure, with 13% of exposed females (w4) being cases and
80% of non-exposed females being cases (w3).
Figure 6.14 shows the staged tree which uses the same data, but where non-uniform priors are
allocated. The priors are the smallest possible such that each value is integer as discussed in
§5.2.2.2 and these priors are shown along the edges of the tree in Figure 6.14. The priors have been
assigned using the hypothetical prior knowledge of half males and half females in the population,
with the exposure being as common amongst males as it is females, and with around 20% of the
population being exposed. The ratio of cases to controls in the study has been maintained. The
same data as in Figure 6.12 but with the priors in Figure 6.14, results in the CEG in Figure 6.15.
Figure 6.15 differs from Figure 6.13 in that position w3 in Figure 6.13 is split into two positions
(w3 and w4) in Figure 6.15, hence priors can affect the CEG produced. This split separates
unexposed males, from exposed males and unexposed females, but returns two positions (w3 and
w4) with the same proportion of cases (80%). Otherwise the CEGs are comparable and similar
conclusions can be drawn. The effects of changes in prior information were seen more clearly in
§5.4.3 where the sensitivity of the results from the diabetes data to changes in priors were tested.
In this example, the vertical ordering in the CEG is unchanged since the original position (Figure
6.13, w3) and the two new positions (Figure 6.15, w3 and w4) each have 80% of individuals who
are cases. However it is possible that in some instances the splitting of positions could result in
the reordering of the variables associated with these positions, especially if the percentage of (in
this example) cases is similar amongst the positions. The equivalent sample size corresponds to
the strength of the prior beliefs and could also affect the CEG, hence it is advised to check the
robustness of the CEG with respect to changes in the equivalent sample size.8
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6.3.2 Subset-Chain Event Graphs
CEGs are usually simple for a small number of variables, but quickly become complicated and
more difficult to read when there are a large number of variables and/or each variable has a large
number of categories. This includes where there are a large number of variables with missing data,
where each variable includes an additional edge denoting missingness. Here, for these instances
which can occur in case-control studies, subset-chain event graphs (subset-CEGs) are proposed as
a new variant of CEGs.
A subset-CEG is simply a subset of variables displayed in a CEG which relate to a particular aspect
of the data, which can later be interpreted alongside other subset-CEGs. One such CEG could be
constructed for individual characteristics and another for environmental factors, with the number
of subset-CEGs dictated by the number of variables and categories. If desired, one final CEG can
be constructed at the end of the analysis which contains all variables found to be important in the
subset-CEGs.
Hypothetical Example
Let there be a study where a total of 150 male and female individuals, who can be classed as
either old or young by a given cut-off age, are asked to participate in a study by web or mail, with
some receiving a reminder to participate and others not. The characteristics of the individuals are
given in the staged tree in Figure 6.16 and the corresponding CEG is shown in Figure 6.17. The
recruitment details for the study are as were shown in Figures 6.5 and 6.6.
Figure 6.17 shows that participation does not differ between males and females, but is more likely
from those who are old than those who are young. Figure 6.6 showed reminders to be associated
with participation, but not the survey delivery mode and, if desired, these variables can be used to
construct a final CEG for the dataset. Figure 6.18 shows the staged tree for the variables of age
and reminders on participation, and Figure 6.19 shows the corresponding CEG. The CEG suggests
that old individuals are more likely to participate than young, and that reminders are associated
with increased participation in old individuals, but are not as effective for young individuals.
Since the natural ordering of age and reminders is unclear, the analysis was also rerun with
the reminder variable before age. This resulted in the CEG shown in Figure 6.20 which shows
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Figure 6.16: A staged tree used to form a subset-chain event graph.
reminders to be associated with increased participation and old individuals to be more likely to
participate than young individuals. Again reminders are not as effective for young individuals as
they are old individuals. Therefore the same conclusions are drawn, regardless of the ordering of
the age and reminder variables. This should be expected, since age is not affected by reminders
and the allocation of reminders is not determined by age, hence the ordering of these two variables
is less important than in other scenarios.
Here, subset-CEGs have been used to simplify the analysis into smaller steps and use variables
thought to be associated with the outcome to form a final CEG. Each subset-CEG shows a different
aspect of the study, which might have been missed in a full CEG. This also improves the readability
of the CEG. Another approach to improve readability, may be to present the CEGs against a
grid representing the percentage of individuals at each vertex who have the outcome of interest
(participation or disease status here). Rather than display the percentages within the vertices, here
it is proposed that the vertices could be placed vertically against the grid to show their relative
positioning. Figure 6.20 has been redrawn using a grid and is shown in Figure 6.21 as an example.
This improves readability for spatial readers, but may cause the edges to be less clear and result in
fewer planar graphs and hence a graph which is more difficult to interpret.
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Figure 6.17: An example of a subset-chain event graph. Percentage of participating individuals
shown at each position. Colouring is not required since stages and positions are equal.
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Figure 6.18: A staged tree with variables selected using subset-chain event graphs.
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Figure 6.19: A final CEG with variables selected using subset-chain event graphs. Percentage of
participating individuals shown at each position.
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Figure 6.20: A final CEG with variables selected using subset-chain event graphs, age and
reminder variables swapped. Percentage of participating individuals shown at each position.
Example colouring has been used to highlight which positions were in the same stage, as the
staged tree is not shown.
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Figure 6.21: Example of a grid to position vertices vertically with respect to their percentage in an
ordinal CEG. Each vertical line in the grid represents 10%.
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6.4 Summary of the Adaptations to Chain Event Graphs for Case-
Control Data
In this chapter, the CEG framework has been adapted to further explore missingness in case-
control studies, in particular for missingness resulting from non-participation. Seven adaptations
have been proposed, relating to the study design, participation, or analysis of a study.
Here the structure of the CEGs, the ordering of variables, or the outcome of interest have been
changed, but the underlying methodology is the same as in previous publications.21, 365 CEGs
have therefore been applied to a new epidemiological area and used for new purposes such as data
collection and non-participation summaries, which are applicable to case-control studies.
6.4.1 Conclusions for Study Design Adaptations
CEGs have been suggested here to investigate the missingness resulting from different disease
severities, which extends the usual binary outcome of case-control studies to more categories.
This additional information may be useful for understanding where missingness occurs in a case-
control study, and does not prevent the categories from being collapsed so that traditional (binary
outcome) analyses can be conducted.
CEGs have also been used here to investigate the different recruitment techniques adopted within a
case-control study. CEGs have not been used before to investigate data collection techniques (see
§5.1.2), but these findings may highlight differences between the disease groups being compared,
particularly if cases and controls engage with the study in different ways.
6.4.2 Conclusions for Participation Adaptations
CEGs have been used here with participation as the outcome of interest; an outcome which has not
before been suggested (see §5.1.2). Information regarding the characteristics of those who do and
do not participate, and comparisons between participating cases and controls, can be informative
for determining whether participation bias is likely to have occurred in a study (see §2.3.4.1).
The basic characteristics of those who have declined to participate have been included in some
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of the hypothetical examples given here. This approach could be viewed as unethical, since they
have not consented for their data to be analysed. However, the data included in the CEGs could
be publicly available data, and is similar to the level of detail which could be used to conduct
a sensitivity analysis, a participation flowchart, or a comparison between the characteristics of
participants and non-participants. Distinction may be required between observational studies
which do not require participant consent, and scenarios where individuals have refused to
participate. However, it could also be seen as unethical not to consider the non-participants and
their characteristics, which can be used to assess the possibility of participation bias. Ethical
concerns have been touched upon in the literature,391 and ultimately referral to an appropriate
ethical committee for guidance may be required.
6.4.3 Conclusions for Analysis Adaptations
Reduced ordinal CEGs have been introduced previously365 but here subset-CEGs have been
suggested to simplify the graphs and improve readability. Subset-CEGs can be used for any
number of outcome categories and hence have an advantage over reduced ordinal CEGs which
require the outcome to be binary. A grid-based background has also been suggested here for use
with CEGs, such that the percentages do not need to be included in the vertices and instead the
spatial layout of the CEG indicates these percentages.
6.4.4 Overview
6.4.4.1 Additional Suggestions
Sensitivity analyses can be performed for the CEGs given in this chapter, and would use the same
methods as those demonstrated in §5.4.3. This includes changing the ordering of the variables in
the event tree, using different priors, or altering the strength of the prior beliefs. Of course, there
may be instances where reordering the variables is not sensible, such as where the tree includes
initial requests to participate and then reminders. Testing the sensitivity of these CEGs relating to
study design can conclude whether the findings regarding participation are robust or consistent.
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6.4.4.2 Critical Evaluation
While the current CEG framework was suitable for straightforward case-control study data as
shown in Chapter 5, adaptations to the CEG framework enabled analyses specific to the case-
control study design. Several aspects from the study design can be incorporated into the analysis,
such as their retrospective nature, information from previous studies or experts, implausible
variable combinations and asymmetric problems. These features allow the analyst to throughly
address the missingness resulting from non-participation while taking into account context-
specific information. CEGs have not before been used to summarise non-participation, data
collection techniques, data reliability or disease severity in case-control studies as shown in §5.1.2.
The lack of data recorded in the diabetes study for non-participants demonstrated the potential
disadvantage of using these CEG adaptations with case-control data. Therefore, to be able to use
the adaptations suggested here, the relevant data regarding non-participants, recruitment methods
or case severity would need to be available.
Each hypothetical example given is relatively simple to demonstrate the new idea, but can of course
be extended to include more variables and more variable categories as would be found in real data.
However, these smaller graphs demonstrate how simple CEG structures can be while describing
interesting associations between variables. As demonstrated here, it is possible to include prior
knowledge in the analysis, rather than assuming each path is equally likely.
As discussed in §5.5, a limitation of CEGs is that they require the data to be categorical. While this
may be problematic for continuous variables which do not have a sensible cut-off values (clinical
in most instances), it may be less problematic here since many of the variables considered will be
naturally categorical, such as the data collection method being face-to-face interviews or postal
questionnaires. Where categories are defined, they may be more functional; for example dictated
by cost per participant or by the speed of data collection.
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6.4.5 Further Work
6.4.5.1 Agglomerative Hierarchical Algorithm Further Work
The strengths of the AHC algorithm are recognised379 and some advantages were briefly discussed
in §5.2.2.1. However, the algorithm also has a limitation. Currently learning CEGs assume that the
variables are random and observed, even when they are deterministic in reality. If some variables
are allocated, such as the number of reminders following a survey, then these variables are no
longer random. The AHC algorithm runs with this random assumption and hence may be grouping
vertices into the same stage which should not be grouped. In reality these variables are from
different distributions and hence should be in different stages and positions. A constraint could be
added to the algorithm to ensure particular vertices are not grouped to the same position.
Further work could also convert the AHC algorithm R code into an R package for use more
universally and to encourage applications of CEGs in areas such as medicine and social sciences.
Ideally, the package could also generate figures for the trees and CEGs, which would be
particularly helpful for larger examples.
6.4.5.2 Further Chain Event Graph Adaptations
Further work could include simulations to demonstrate participation bias as a result of different
recruitment approaches or participant characteristics, and could use the information obtained
through CEGs to see where the bias occurs. Rather than use the CEGs to identify successful
recruitment techniques to increase participation rates, CEGs could be used to identify where the
bias is occurring and whether a subset of the sample would be preferable to reduce bias.
Further adaptations to CEGs for use with case-control studies could include the reason for
missingness, such as whether the potential participants were uncontactable, unwilling, or unable
to participate. Other adaptations could also include the stage at which the refusal reason was
provided, such as after the first request or following a reminder.
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Chapter 7
A Method to Reduce Participation Bias
Using Population Data
This chapter proposes a new solution to reduce participation bias using population data, as
a solution for when data are MNAR since limited options were found following §5.4.4.2 for
the diabetes MNAR rhesus factor variable. In recent years, extensive population data have
become more widely available; partially due to advances in technology, increased routine data
collection and emphasis on data sharing, along with the recent move towards, and focus on,
Big Data.392 Linked data (which can be connected to different sources) such as hospital episode
statistics (HES),393 the clinical practice research database (CPRD)394 and ResearchOne,395 allow
information to be shared more easily and for research to be conducted. Often these databases hold
much more information, on a greater number of individuals, than could easily be collected through
a study. Some census databases also contain information relating to every member in a population,
such as in Denmark or Sweden.7, 59, 60
In this chapter population data are used in place of control data, and in conjunction with case data,
in a case-control framework. A literature search is conducted in §7.1 which confirms that this
method has not been developed previously. The method is explained in §7.2 and demonstrated
using simulated data (where the true odds ratio is known) in §7.2.5 and §7.2.6. The method is
applied to the diabetes data7 in §7.3 and a study of stroke in Bijapur, India396 in §7.4. An overview
of the method is provided in §7.5, which includes a critical evaluation in §7.5.1, possible extensions
in §7.5.2, suggestions for amendments in §7.5.3, how the method could be used as a sensitivity
190 7. A METHOD TO REDUCE PARTICIPATION BIAS USING POPULATION DATA
analysis in §7.5.4, and comparisons with other methods in §7.5.5, with a final summary in §7.6.
7.1 Literature Search
A Web of Science130 literature search was conducted on 16th March 2016 to try to uncover
any existing use of population data with case data for reducing participation bias. The
topic was searched using the terms ("case-control" OR "case control") AND
"population data" AND "bias". The first term was to search for the study design of
interest, the second term included the data source and the third term was to link the results to
methods to reduce bias. The bias type was not specified since participation bias can take other
names, such as selection bias or non-response bias. There were no further restrictions on the
search, and nine results were returned; seven from the Web of Science core collection and two
from Medline. These were:
1. A theoretical publication considering selection, recall and interviewer bias when case-
control studies of cancer use individuals with other cancers as controls.397 Population data
are discussed, but not used as in this chapter.
2. An article about small area data and links to population data, but not using the method
proposed in this chapter.398
3. The results from a tuberculosis case-control study399 following standard analyses.
4. A method to reduce sampling bias using weighted logistic regression to adjust the ORs400
(weighting was described in §4.4.1).
5. A study of the effects of missing data in genetic epidemiology when the assumption of
MAR does not hold, and the application of a missing data model to characterise missing
data patterns in two or more genetic markers.401
6. A review of publication bias and the association between smokeless tobacco and oral
cancer.402
7. An article written in French, but the English abstract showed a discussion between case-
crossover designs and time series designs, which did not refer to participation bias in relation
to case-control studies.403
8. Self-selection bias and breast cancer screening in the Netherlands, which concluded the bias
to be minor and which did not use population data to reduce bias.404
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9. Self-reported survey data in population-based studies of hormones and breast cancer, where
population data were used to validate exposure prevalences405 but not to reduce bias.
The brief summaries of the nine articles show that none are similar to the approach used here
and hence the proposed method is assumed to be original. However, a secondary search was
conducted, again on 16th March 2016 and using Web of Science, to try to ensure no relevant
articles had been missed. This time the term bias was used in the topic search, along with
"case-population" which would be a sensible description for when control data in a case-
control study are replaced with population data. Seven results were returned as shown below.
Again, none used population data to reduce participation bias in case-control studies.
1. Application of the capture-recapture method to historical epidemiology.406
2. A pregnancy and diazepam case-control study, investigating the possible human
teratogenicity of diazepam during pregnancy,407 which used standard analyses.
3. A theoretical paper for spatial clustering, not related to participation bias in case-control
studies.408
4. A paleopathology review article which does not consider case-control studies nor
participation bias.409
5. A simulation study for the effect of survival bias on case-control genetic association studies
of highly lethal diseases,410 which is unrelated to population data or participation bias.
6. An article about reconstructing populations, which is unrelated to case-control studies or
participation bias.411
7. A simulation study to evaluate stratified random sampling of screening mammograms,412
which did not consider participation bias in case-control studies.
Finally, a third search was conducted on 29th April 2016 which replicated the first search but
included "census data" as a synonym for population data, and five additional results were
returned. These five articles used census data to; compare participants with non-participants413
(without adjustment), re-weight case and control groups,414 collect additional data on occupational
groups as the exposure of interest,415 reconstruct historical data416 and select controls.417 However
none of these additional five articles used census or population data as part of a new method to
reduce bias as will be described in this chapter. This new method was also not encountered when
the literature was searched to gather information for Chapter 2.
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7.2 The Method
7.2.1 Method Development
The development of the method was through a thought experiment; the outline of which follows.
In case-control studies, the case group is usually relatively unbiased, since cases are generally
willing to participate. Participation bias is therefore more likely to be caused through the control
group (see Chapter 2). It seems sensible to try to replace the possibly biased control data with
unbiased, or less biased data, while utilising the existing, less biased case data. A possible source
may be population lists, such as census data, which aim to measure the entire population and
therefore the data should not be biased in same the way as study controls.
Population data contain information on both cases and controls, but only the control data are
required since case data are available from the study. The study case data could be used to identify
which information from the population data relates to cases, by scaling the case study data up to
the population level. The data relating to the cases can then be subtracted from the population
values, leaving solely the data relating to controls. Although, in many instances the control and
population data will be similar since the case data form only a small proportion of the population
in rare diseases. The remaining data can then be used in place of the control data from a case-
control study, hence replacing the possibly biased control data with often widely available, less
biased ‘control’ data from the population, for use in the analysis of the study.
7.2.2 Required Population Data
For any particular case-control study, a range of exposures may be investigated. There are three
values required from the population for each exposure considered, which must be correct for the
time and location of the original study:
1. The number of exposed individuals in the population;
2. The size of the population;
3. The number of cases in the population.
Various sources can be used to obtain these data; some publicly accessible. There follows two
examples in §7.3 and §7.4 which use publicly accessible information to demonstrate the ease of
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obtaining these required data, but more recent or detailed data could be obtained from other studies
or databases if available, and which would likely improve the accuracy of the results.
7.2.3 Implementing the Method
The steps required to use population data in place of control data are;
1. Subtract the (scaled if necessary) case numbers from the population numbers to calculate
the control numbers.
2. Use the exposed population and exposed case data to calculate the number of exposed
controls.
3. Use the previous steps to calculate the remaining number of unexposed population
individuals, cases and controls.
4. Use these values to calculate odds ratios from a contingency table or using logistic
regression as shown in §2.2.5.
These steps are implemented in §7.3 and §7.4 with two different datasets for illustration, and the
findings compared with the published results.
7.2.4 Mathematical Notation
This method can also be written mathematically; let P be the number of individuals in the
population of interest, D be the binary disease of interest, E be the binary exposure of interest, a
be the number of exposed study cases and c be the number of unexposed study cases. The presence
of a binary variable is indicated using a value of one, and its absence is indicated using a zero.
Values from the population can then be substituted into the following equations. All stages are
shown, with the necessary steps in bold.
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P = PD=1 + PD=0
PD=0 = P−PD=1
PE=1 = PD=1,E=1 + PD=0,E=1
PD=1,E=1 =
a
(a+ c)
× PD=1
PD=0,E=1 = PE=1 −PD=1,E=1
PE=0 = PD=1,E=0 + PD=0,E=0
PE=0 = P−PE=1
PD=1,E=0 = PD=1 −PD=1,E=1
PD=0,E=0 = PD=0 −PD=0,E=1
7.2.5 Simulated Example: Data Missing at Random
Definitions for MCAR, MAR and MNAR were given in §2.3.7, and here simulations are used to
demonstrate this method with data which are MAR. Let there be a hypothetical dataset of 120
cases and 240 controls taken from a population of 1000 individuals. Let there be the exposure,
an auxiliary variable, the disease status, a correlation between the exposure and auxiliary variable,
and let the auxiliary variable affect participation. The DAG for this setup is shown in Figure 7.1
and participation bias occurs due to conditioning on participation into the study.
Figure 7.1: A directed acyclic graph showing the variables in the study. The latent variable allows
the graph to represent the correlation between the exposure and auxiliary variable.
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The population was simulated according to the following constraints. Each member of the
population was classed as exposed/unexposed, did/did not possess the auxiliary variable, was/was
not a participant and as a case/control; an entirely binary setup for simplicity. For reduced
complexity and to demonstrate an extreme example of participation bias, participation occurred
only in cases, or in controls who possessed the auxiliary variable. Although highly unlikely, this
may arise in controls if, for example, a particular group chooses not to participate on religious
grounds, leaving an entire category unrepresented. Also, if the method can recover the true odds
ratio for extreme examples, it should also be applicable for more realistic scenarios. Finally, the
exposure and auxiliary variable were strongly negatively correlated, those exposed were more
likely to have the disease of interest, and there was no confounding. These factors resulted in the
population shown in Tables 7.1 and 7.2.
Not Exposed Exposed
Not Diseased 685 166
Diseased 31 118
Table 7.1: Simulated binary population: Exposure and disease status.
Not Exposed Exposed
Auxiliary Variable (No) 22 262
Auxiliary Variable (Yes) 694 22
Table 7.2: Simulated binary population: Exposure and auxiliary variable.
The resulting correlation between the exposure and auxiliary variable was ρ = -0.89 (2dp) and
for reference the correlation between the outcome and exposure was 0.47 (2dp). Summaries were
generated from the population, which confirmed the setup was as intended (results not shown).
Recall that participation occurred only in cases or if the control possessed the auxiliary variable,
and that 120 cases and 240 controls were selected. Therefore there were sample cases, who are
more likely to be exposed and less likely to have the auxiliary variable. There were also controls,
all of whom had the auxiliary variable and who were less likely to be exposed. The resulting
sample group is shown in Tables 7.3 and 7.4, with the correlation between the exposure and
auxiliary variable now ρ = -0.92 and the correlation between the outcome and exposure now 0.84.
The population and sample odds ratios (after sampling with participation bias) were calculated;
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Table 7.5 shows the sample odds ratio is biased.
Not Exposed Exposed
Not Diseased 238 2
Diseased 24 96
Table 7.3: Simulated binary sample: Exposure and disease status.
Not Exposed Exposed
Auxiliary Variable (No) 1 87
Auxiliary Variable (Yes) 261 11
Table 7.4: Simulated binary sample: Exposure and auxiliary variable.
Odds Ratio (95% Confidence Interval) (2dp)
Population Odds Ratios 15.71 (10.21, 24.16)
Estimated Sample Odds Ratios 476.00 (110.34, 2053.39)
Table 7.5: Simulated binary odds ratios with 95% confidence intervals.
The proposed method can be applied after gathering the required population data;
1. The exposure in the population was (166+118)1000 =
284
1000 =
71
250 = 0.284.
2. The size of the population was 1000.
3. The number of cases in the population was 149.
The resulting contingency table after applying the method is shown in Table 7.6, where the odds
ratio was (685×118)(31×166) =
80830
5146 = 15.71(2dp), agreeing with the population exposure odds ratio in
Table 7.5. The steps used to achieve the values contained within Table 7.6 are given below.
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population = cases + controls
1, 000 = 149 + controls
1, 000 = 149 + 851
exposed population = exposed cases + exposed controls
284 = 118 + exposed controls
284 = 118 + 166
not exposed population = not exposed cases + not exposed controls
(1, 000− 284) = (149− 118) + (851− 166)
716 = 31 + 685
Not Exposed Exposed
Not Diseased 685 166
Diseased 31 118
Table 7.6: Contingency table formed for the simulation example, using population data.
Therefore in this simulated population, the proposed method has been shown to recover the true
odds ratio when using population data. This is to be expected, since the population values used
here are known exactly, solely to demonstrate the validity of the method. Of course this assumes
that accurate population values are available and case data are unbiased, which may not be true
when using real data. The 95% confidence interval for this estimate can be calculated using logistic
regression in R,303 while confirming the point estimate calculated by hand (see §2.2.5). The
interval was found to be (10.21, 24.16) (2dp), which is relatively wide due to the small population
size of just 1000 members. Table 7.7 summarises these findings.
Further simulation studies could investigate how different correlations result in different amounts
of bias, or how different from the truth the population data can be while still recovering a suitably
accurate odds ratio estimate. A sensitivity analysis (see §4.1 for the method) could be conducted
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Exposure of interest Population (true) OR Sample OR Population data OR
(95% CI) (95% CI)
E 15.71 (10.21, 24.16) 476.00 (110.34, 2053.39) 15.71 (10.21, 24.16)
Table 7.7: Simulations: Odds ratios and 95% confidence intervals (2dp) comparing the true and
sample odds ratios, with those generated using population data.
to investigate this effect on the odds ratio of changes in the population data estimates (a related
discussion is given in §7.5.3). Since case-control studies usually study rare diseases, the OR
estimates may be sensitive to small changes in the population values due to the relatively small
number of exposed and unexposed cases compared with controls. However, the purpose of this
simulation is to demonstrate that the method can recover the true odds ratio, since the true odds
ratio is unknown for the real data examples which will be shown in §7.3 and §7.4.
7.2.6 Example: Data Missing Not at Random
Chapter 4 showed that many of the methods to reduce participation bias require the data to be
MAR. This section shows that the true odds ratio can be recovered using the population data
method even when the data are MNAR. Using hypothetical data collected in a blinded survey,
let the auxiliary variable be age (with two general categories; older/younger), with older controls
being more likely to participate in the study and with all participants happy to record their age
category. Let the exposure and auxiliary variable be positively correlated, so those who are
older are more likely to participate and are more likely to have the exposure of interest. Also let
participants be selected based upon their disease status and let cases be more likely to participate
in the study than controls. Let the exposure be sensitive, such that those who are exposed are
less likely to respond to the survey question regarding exposure. A population of 1000 adults was
created, as in Table 7.8, where the true odds ratio is 2.29 (1.22, 4.29) (2dp), hence the exposure is
a significant risk factor for the disease.
Let the population be sampled for the study and assume all 50 cases participate, since participation
rates for cases tend to be high. Let there be a 1:1 ratio between cases and controls, hence 50
consenting controls are required. The initial 50 controls are randomly selected from the controls
in the population, with some participating and others declining, partly as they are controls who
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Not Exposed Exposed
Not Diseased 800 150
Diseased 35 15
Table 7.8: Missing not at random example: The true population values.
are less interested in the study results, and partly because they are younger and less willing to
participate. Sampling continues until 50 controls are recruited. The resulting 50 controls who
agree to participate in the blinded study are therefore generally older and more likely to have the
exposure of interest.
Recall that the exposure was sensitive, so those who are exposed may be less willing to reveal this
information. If the exposure question is hidden amongst other questions, the exposure of interest
may not be obvious to the participant. The control may willingly answer questions such as whether
they are ‘older’ or ‘younger’ based on a given cut-off age, but they may not wish to record their
exposure details. Once the data are collected, it may be that some controls cannot be used as they
have not answered the question(s) relating to the exposure of interest.
Let further controls be recruited, to ensure there is the required 1:1 ratio between cases and
controls. To recruit the full 50 controls needed, it may be that those willing to answer the necessary
exposure question, are unexposed. This may result in a control sample which is showing a higher
proportion of unexposed individuals than in the control population. Table 7.9 shows a possible
sample, which has an odds ratio of 10.29 (2.21, 47.90) (2dp), which still shows the exposure
to be a significant risk factor, but with a higher odds ratio estimate. Note there are 48 and 2
unexposed and exposed controls in the sample respectively. Had the sample been representative
of the population, this would have been (scaled and rounded to the nearest individual) 42 and 8 for
unexposed and exposed controls respectively.
Not Exposed Exposed
Not Diseased 48 2
Diseased 35 15
Table 7.9: Missing not at random example: The biased sample values.
Now let the population method be applied. There is a sample with participation bias and exposure
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values which were missing due the value of the exposure, hence that data are MNAR. The
population data required are;
• Population size; 1000 individuals.
• Exposure in the population; 1651000 .
• Cases in the population; 50.
The same calculations as in §7.2.3 can be applied as shown below, which result in the same values
as Table 7.8, and hence the true population odds ratio is recovered, despite the data being MNAR.
population = cases + controls
1, 000 = 50 + controls
1, 000 = 50 + 950
exposed population = exposed cases + exposed controls
165 = 15 + exposed controls
165 = 15 + 150
not exposed population = not exposed cases + not exposed controls
(1, 000− 165) = (50− 15) + (950− 150)
835 = 35 + 800
7.3 Example: Type I Diabetes Case-Control Study
This dataset has been used in previous chapters and further details can be found in Appendix A.
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7.3.1 Incorporating the Population Data
Population data from Yorkshire which were collected at the same time as the study took place
(1990s) can be used, as given in Table 7.10. The caesarean calculation used time-specific data and
the resulting contingency table can be found in Table 7.11. Amniocentesis data from the required
time-point were unavailable, so more recent British (rather than Yorkshire) data were used, and
scaled, with the corresponding contingency table shown in Table 7.12.
Population data Specific requirement Value collected Source
1. Exposure Caesarean births 9% of birthsa BirthChoiceUK website387
Amniocenteses 15,000 in Britain each yearb CambridgeFetalCare386
2. Size Number of children 774,840a Office of population censuses
1,064,157b and surveys418, 419
3. Cases Diabetes cases 248a Yorkshire Childhood
Diabetes Register7
a time-points relevant to the study.
b more recent data (2010s).
Table 7.10: Diabetes data: Population data used.
7.3.1.1 Caesarean
Case data are extracted directly from the article.7 The necessary calculations to determine control
data for caesarean birth exposures are,
population = cases + controls
774, 840 = 248 + controls
774, 840 = 248 + 774, 592
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exposed population = exposed cases + exposed controls
(0.09× 774, 840) =
(
34
196
× 248
)
+ exposed controls
69, 736 = 43 + 69, 693
not exposed population = not exposed cases + not exposed controls
(774, 840− 69, 736) = (248− 43) + (774, 592− 69, 693)
705, 104 = 205 + 704, 899
Delivery by Caesarean No Yes
Controls 704,899 69,693
Cases 205 43
Table 7.11: Cases and controls in the diabetes data: Type of delivery.
7.3.1.2 Amniocentesis
The necessary calculations to determine control data for amniocentesis exposures are,
population = cases + controls
1, 064, 157 = 248 + controls
1, 064, 157 = 248 + 1, 063, 909
exposed population = exposed cases + exposed controls
24, 068 =
(
14
196
× 248
)
+ exposed controls
24, 068 = 18 + 24, 050
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not exposed population = not exposed cases + not exposed controls
(1, 064, 157− 24, 068) = (248− 18) + (1, 063, 909− 24, 050)
1, 040, 089 = 230 + 1, 039, 859
Amniocentesis No Yes
Controls 1,039,859 24,050
Cases 230 18
Table 7.12: Cases and controls in the diabetes data: Amniocentesis.
7.3.2 Results
Table 7.13 shows the odds ratios and 95% confidence intervals generated using the population
data method, along with the published odds ratios from the original study.7 The population results
support the findings of significantly raised odds ratios for birth by caesarean and amniocentesis,
although the OR estimates differ somewhat. Table 7.13 also shows the population odds ratios have
much narrower confidence intervals, which correspond to the increase in the number of individuals
considered in the population compared with the case-control study.
Exposure of interest Published OR Population data OR
(95% CI) (95% CI)
Caesarean 1.84 (1.09, 3.10) 2.12 (1.53, 2.95)
Amniocentesis 3.85 (1.34, 11.04) 3.38 (2.09, 5.47)
Table 7.13: Diabetes data: Odds ratios and 95% confidence intervals (2dp) comparing the
published odds ratios with those generated using the population data method.
7.4 Example: Stroke Case-Control Study
The article for this next example was selected as it was a newly-published case-control article
at the time of method development (2014), which gave sufficient details of the dataset, and for
which population data were likely to be available. The study also used participants from a location
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which was not in the UK, and so allowed the method to be demonstrated in a population which
differed from that of the Yorkshire childhood diabetes data. The raw data in the diabetes example
were available, however this method of using population data can also be applied without raw
data (as in the stroke example), provided a given published article contains sufficiently detailed
summaries. This approach of verifying published results is demonstrated using a study of 100
computed tomography (CT) confirmed cases of stroke, with age and sex matched controls, from
hospital attendees in India.396 The population data from India are shown in Table 7.14.
7.4.1 Incorporating the Population Data
Despite using only information obtained from the published article, the same calculations were
applied as in the diabetes example in §7.3. The resulting contingency tables are shown in Tables
7.15–7.17, which can be used to produce odds ratios and confidence intervals. Checks should be
performed to ensure that each contingency table obtained is reasonable and that mistakes have not
been made during the calculation stage. For example, Table 7.15 shows stroke to be a rare disease
as required by a case-control study, and that around 23% of the population have hypertension,
while Table 7.16 shows stroke to be a rare disease, and that around 5% of the population have
diabetes. These summaries agree with the data in Table 7.14.
Population data Specific requirement Value collected Source
1. Exposure Hypertension 23% World Health Statistics420
Diabetes 65.1 million International Diabetes Federation421
Smoking 14.925% World Bank422, 423
2. Size Population size 1.237× 109 World Bank424
3. Cases Stroke cases 18,012,222 Rightdiagnosis.com425
Table 7.14: Stroke data: Population data used, from India, during the study period.
7.4.1.1 Hypertension
Case data are extracted directly from the article.396 The necessary calculations to determine
control data for hypertension as an exposure are,
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population = cases + controls
1, 237, 000, 000 = 18, 012, 222 + controls
1, 237, 000, 000 = 18, 012, 222 + 1, 218, 987, 778
exposed population = exposed cases + exposed controls
(0.23× 1, 237, 000, 000) =
(
62
100
× 18, 012, 222
)
+ exposed controls
284, 510, 000 = 11, 167, 578 + 273, 342, 422
not exposed population = not exposed cases + not exposed controls
(1.237× 109 − 284, 510, 000) = (18, 012, 222− 11, 167, 578) + (1, 218, 987, 778− 273, 342, 422)
952, 490, 000 = 6, 844, 644 + 945, 645, 356
Hypertensive No Yes
Controls 945,645,356 273,342,422
Cases 6,844,644 11,167,578
Table 7.15: Cases and controls in the stroke data: Hypertension.
7.4.1.2 Diabetes
The necessary calculations to determine control data for diabetes as an exposure are,
population = cases + controls
1, 237, 000, 000 = 18, 012, 222 + controls
1, 237, 000, 000 = 18, 012, 222 + 1, 218, 987, 778
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exposed pop. = exposed cases + exposed controls(
65, 100, 000
1, 237, 000, 000
× 1, 237, 000, 000
)
=
(
38
100
× 18, 012, 222
)
+ exposed controls
65, 100, 000 = 6, 844, 644 + 58, 255, 356
not exposed population = 1.237× 109 − 65, 100, 000
not exposed cases = 18, 012, 222− 6, 844, 644
not exposed controls = 1, 218, 987, 778− 58, 255, 356
not exposed pop. = not exposed cases + not exposed controls
1, 171, 900, 000 = 11, 167, 578 + 1, 160, 732, 422
Diabetic No Yes
Controls 1,160,732,422 58,255,356
Cases 11,167,578 6,844,644
Table 7.16: Cases and controls in the stroke data: Diabetes.
7.4.1.3 Smoking
The necessary calculations to determine control data for smoking as an exposure are,
population = cases + controls
1, 237, 000, 000 = 18, 012, 222 + controls
1, 237, 000, 000 = 18, 012, 222 + 1, 218, 987, 778
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exposed population = exposed cases + exposed controls
(0.14925× 1, 237, 000, 000) =
(
49
100
× 18, 012, 222
)
+ exposed controls
184, 622, 250 = 8, 825, 989 + 175, 796, 261
not exposed population = not exposed cases + not exposed controls
(1.237× 109 − 184, 622, 250) = (18, 012, 222− 8, 825, 989) + (1, 218, 987, 778− 175, 796, 261)
1, 052, 377, 750 = 9, 186, 233 + 1, 043, 191, 517
Smoker No Yes
Controls 1,043,191,517 175,796,261
Cases 9,186,233 8,825,989
Table 7.17: Cases and controls in the stroke data: Smoking.
7.4.2 Results
Table 7.18 shows the results for the stroke dataset, where all the exposures of interest have
increased odds ratios when using the population data compared with the initial study data.
However, the confidence intervals for the hypertension population odds ratio and published odds
ratio do overlap. This could suggest support from the population data method for the odds ratio
for hypertension, but possible disagreement between the published and population odds ratios for
the diabetes and smoking exposures; with greater disagreement when considering diabetes. One
possible cause for this disagreement could be participation bias. Recall that the controls in this
dataset were hospital attendees; this could have resulted in Berkson’s bias,128 since those who
smoke, have hypertension, or have diabetes, may have associated conditions requiring hospital
admission. This higher proportion of smoking, diabetic and hypertensive controls than in the target
population could have resulted in lower odds ratios in the published results. Hence participation
bias is likely to have occurred. A related discussion regarding confounders is given in §7.5.2.
As with the diabetes population results (Table 7.13), Table 7.18 shows narrower confidence
intervals due to the increased numbers considered when using the population data compared with
the original case-control study. The population numbers include values from the large Indian
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population which incorrectly lead to an illusion of very little uncertainty. A discussion for the
width of the confidence intervals is provided in §7.5.3.
Exposure of interest Published odds ratio Population data odds ratio
(95% confidence interval) (95% confidence interval)
Hypertension 3.81 (2.11, 6.86) 5.65 (5.64, 5.65)
Diabetes 3.47 (1.76, 6.87) 12.21 (12.20, 12.22)
Smoking 2.24 (1.26, 4.01) 5.70 (5.70, 5.71)
Table 7.18: Stroke data: Odds ratios and 95% confidence intervals (2dp) comparing the published
odds ratios with those generated using the population data method.
7.5 Method Overview
In this chapter a method to reduce participation bias in case-control studies using population data
has been introduced. The theory has been explained, simulated examples have recovered the true
odds ratios, including when data are MNAR, and the method has been applied to two real datasets;
one where the raw data were available and another where sufficient data were extracted from the
published article. For these examples, publicly available population data have been used, but in
practice researchers may have access to medical records or similar information which are likely to
give more accurate odds ratios, which may be less affected by biases. The method has also been
used for the identification of potential participation bias, as shown in the Indian stroke example,
where Berkson’s bias128 has been suggested. The remainder of this chapter critically evaluates the
method, suggests extensions and amendments, and compares this method with other approaches,
such as those discussed in Chapter 4.
7.5.1 Critical Evaluation and Method Requirements
7.5.1.1 Variable Requirements
In case-control studies, the outcome variable will usually be binary. However, the remaining
variables may be binary, continuous, categorical or a mixture of these. Sometimes in a case-
control study, it is of interest whether the participants have been exposed or not, indicating a
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binary exposure, but this is not always so. For the method introduced in this chapter, the exposure
and outcome will both need to be at least categorical if not binary, and each category should be
well-populated. While ‘well-populated’ is not defined, the number of individuals within each
category relative to the overall number of individuals should be taken into account. Subsequently,
the width of any resulting confidence intervals should be considered (where confidence intervals
will be wider if the groups defined by the categories are more similar), to ensure the estimates
can be used to draw meaningful conclusions (since wider confidence intervals may not be very
informative). Within any chosen categories, there must also be both cases and controls (or the
relevant control population data), or else comparisons cannot be made and there will be problems
in the computation of the odds ratio. This requirement also applied to the stratification approaches
described in §4.2. When cases are recruited, it must be ensured that any variables which will be
included in the analysis are recorded and that effort is made to avoid other forms of bias wherever
possible, such as interviewer bias and recall bias.
Table 4.9 was used to summarise whether data from non-participants, the population, or regarding
the participation variable were required for the current methods to be used to reduce participation
bias. If added to Table 4.9, this method would require population data only. The nature
of the variable associated with participation is less important, since participation is assumed
amongst the cases and generally no longer required for control data collection. This includes
information such as whether the variable is binary, continuous or categorical. It is assumed that
the cases (approximately) are unaffected by participation bias, since studies have shown that
case participation rates are often high, (see Chapter 2). It is also assumed that the population
data contain information on the entire (or close to the entire) population, hence participation and
factors affecting participation are less meaningful. This is particularly useful if there are usually
several (possibly unidentified) factors affecting control participation, provided they do not affect
the population data or the participation of the cases. Additionally, there is not the need to obtain
information relating to non-participants, assuming that approximately all of the (randomly selected
and hence representative and unbiased sample of) cases asked subsequently participate in the case
sample and approximately the entire population contribute to the population data, as sought.
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7.5.1.2 Considerations and Limitations of Population Data
Ideal sources of population data are those which capture information from the entire population
of interest and which are considered to be reliable. Examples include population-wide health
databases59, 60 or appropriate census data.418, 426 If there are any resources which assist verification
of the estimated population values, efforts should be made to utilise them since population data
can also suffer from biases (as will be discussed in this section).
Population Data Variables
For the population data to be available, the required variables are likely to be those usually
collected through the census or those recorded for research. Census data may include number
of dependents, income or gender, whereas variables collected for research purposes may include
the number of hospital admissions or the number of individuals with a television license. The
variables need not be collected for medical research, but could be those collected for marketing
or surveillance purposes, and these data may be owned by a company or research group and not
necessarily accessible.
Variables which are invasive to collect, such as tissue samples or questions regarding sensitive
topics, may be more difficult to obtain and hence not recorded for the population or not available
due to ethical constraints. Groups which have collected these data may also be unwilling to share
their findings, which have likely been expensive or time-consuming to collect. In these instances,
there may be no choice other than to collect the data using a traditional case-control study.
Population Data Accuracy
The population data should be from a time period as close to the study in question as possible.
If it is a new study and the population data are being collected in place of the control data, the
population data would need to be as recent as possible. However, if the method is being applied
for the reanalysis of a historic case-control study, then the population data would need to be from
as close to the time and location of the original study as possible. Data from alternative locations
or periods may be required in some instances, but this should be avoided wherever possible, since
data collection or variable recording may have changed over time, and there may be unknown
differences between locations.
Answers to questions such as how recent, accurate or detailed the population data should be to
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be suitable, will vary from study to study. Contributing factors include the funding and urgency
of the study, and the comparative costs and time associated with recruitment and data collection.
For example, if up-to-date data can be collected in an afternoon using an electronic survey, it
may be preferable to collect new data than to use population data which are from three years ago.
Alternatively, if the data collection would take two years, be difficult to recruit for, and cost two
million pounds, then population data from three years ago may be more attractive. The required
closeness of the data to the study period will vary depending upon the variables of interest and
how these have changed with time, with minimal changes over decades allowing more flexibility
than variable values which change daily. Any limitations resulting from the structure, detail or
period of the data used should be reported.
Some population values may be unknown and hence approximated using other sources, such as
another similar population. These approximated values may differ from the true values, so the data
source should be carefully considered. There may also be instances where the same population
data are available from multiple sources. Where this occurs, it is the responsibility of the researcher
to determine whether any sources are more appropriate (more suitable area or time-period), or
whether one source is more reliable than another (which biases the sources may suffer from and
whether either source has been collected by a more reputable organisation). If the data from
separate sources agree, then this can increase confidence in the results, if they are thought to suffer
from biases differently. However, if the sources are contradictory, steps should be taken to try to
determine why this may be so. Some variables may be formed by combining data from different
sources, if for example data on males were collected in one dataset and data on females in another.
Caution should be taken when combining data to ensure no additional biases are introduced, such
as when the sources have overlapping categories and assumptions need to be made.
Population Data Biases
Population data may suffer from participation bias. Individuals who cannot read or write may
be unable to complete a written survey, or those with severe mental disabilities may be unable
to communicate certain answers. The possibility of any participation bias should be considered
and the impact of such bias discussed. The source or approach with the least bias (if known)
should be taken where possible. Population data such as census data should have high response
rates, whereas optional health surveys or data collected by sales companies may be less successful
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when recruiting. The 2011 UK census had person responses rates in England and Wales of 94%,
varying from 82% to 98% in local authorities.427 Although these response rates are high, if the
non-respondents are similar with respect to the variable(s) of interest, and if they differ from the
respondents for this variable, then bias may be present. Agreement between the case-control study
results and the results from reanalysis using population data, may be due to the two sources being
affected by similar forms of participation bias rather than the indication of a reliable result.
Population data may also suffer from missing data. Advice is available in the missing data
literature, which includes options such as complete case analysis, imputation or multiple
imputation.292 The missingness mechanism289 should be considered and any assumptions adhered
to where steps are taken to account for missing data. Where there are large amounts of missing
data or where the data are known to be MNAR in the population, it may be preferable to try to
collect the control data using a traditional case-control study and avoid these missing values where
possible. Any missing data are unlikely to be mentioned in quoted population values, which are
assumed to be accurate. Missing data could result in values higher or lower than the true values,
and if imputation or similar methods are applied, the estimated value should be reported with a
confidence interval allowing for the uncertainty associated with imputing.
Population Data Precision
Population data, as with many other data, could be recorded or reported with varying degrees
of precision. For example, when charities or companies report the number of individuals in a
given area who have a disease or who use a given product, they often do so by rounding to the
nearest hundred, thousand or ten-thousand individuals, and the actual value may not be available.
In fact, any variable which does not take discrete values could be considered to be rounded,428
with the degree of precision varying between variables and studies. Some values may have been
rounded by the individuals, then again by the data collectors. The amount of rounding may also
depend upon the precision of the question. For example, income per day/week/month/year may be
prone to different amounts of rounding, such as to the nearest unit/ten/hundred/thousand pounds
respectively. Rounding may also differ for variables such as income, depending on the value
reported. Individuals earning small amounts may report more accurately than those earning large
amounts, possibly as they are required to be more careful with their money or because rounding
may affect their value more. Limitations of using rounded data are known.429
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Rounded data have sometimes been treated as missing data, such as in imputation of rounded
values430 but this can cause additional problems.431 Alternative approaches have been
suggested,431 such as maximum likelihood estimation,428 but generally there are few approaches
in the literature and rounding is often ignored during analysis.428 Recent guidance suggests
that where rounded data must be used, an assessment of the impact of the rounding should be
performed.429 Sensitivity analyses could be one way in which to conduct these assessments.
Some variables may be more prone to rounding than others, such as self-reported variables where
individuals believe it is preferable to round up or round down. For example, individuals may
round their income up to the nearest thousand pounds per year, or may round their expenditures
down to the nearest thousand pounds per year. Rounding may also be advantageous when there
is a possible consequence of their answer, such as increased financial support or the promise of a
bonus for achieving a given target. This intentional rounding may also occur when the variables
are sensitive, such as rounding down the number of units of alcohol consumed per week, or the
number of cigarettes smoked daily, or rounding up the number of calories consumed daily in those
who have experienced eating disorders. Rounding may also be more likely when the individuals
are asked to estimate a given number over a long period of time, where the exact value may be hard
to recall. For example, the number of times they have visited a supermarket in the last year. The
nature of the variable and the time frame used should be considered when the data are collected.
In survey data it is known that rounded responses result in ‘heaped’ data, such that there are large
numbers of responses at particular expenditures.432 Rounding in surveys can be achieved in a
variety of ways, for example by selecting a rounded value for a weekly activity and scaling up to
an annual value.432 Some respondents may not wish to report an obviously rounded figure and
so may deliberately provide a value which appears to be precise, yet may not be. Whatever the
reason for rounding, bias may be introduced. Tests could be preformed to establish whether the
values have been rounded, such as whether values are more likely to end in a zero or a five, using
a test or proportions or similar. A recent medical imaging study433 asked individuals to estimate
the percentage stenosis in a vessel (the percentage by which the vessel had narrowed compared to
its initial size), and it was found that between 10% and 90%, all values given were to the nearest
10. However, below 10% a value of 8% was given, and above 90% the values 92%, 93%, 95%,
98%, 99% and 100% were all given, showing how precision can change at extremes of the scale.
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Another limitation of population data may be measurement error. Depending on the variable
recorded and the time-point of the data collection, it may not have been measured accurately.
Historical data may have been recorded using older, possibly less accurate measuring devices,
or practice for recording certain variables may have changed over time, with varying degrees
of accuracy. Population data may also have been recorded by different individuals, in different
counties or trusts, and procedures or equipment may vary from area to area, with some more
accurate than others and with different training.
Rounding to some extent will also occur when measurement tools are used, since each tool will
only display values to a particular number of decimal places or increment. Digital displays will
have a limited amount of display space and analogue displays will require the reader to report to the
nearest increment, which itself will be marked to a certain precision. The amount of rounding will
also affect different variables to different extents. For example, rounding the number of pounds
an individual earns annually to the nearest ten may not affect the results greatly, whereas rounding
the amount of operations an individual has had in the last year to the nearest ten is likely to lead
to uninformative data. However, provided cases and controls are measured in the same way, these
biases may be less important, since they can be assumed to be similar within each of the disease
groups.
Population Data Structure
For the population data to be suitable for use in the method, the data must be recorded on the
variables of interest and using an appropriate structure. For example, if age is a variable of interest,
it may be that the required ages should be recorded in bands of five-years, whereas the population
data may only be available in bands of twenty-years. In these instances, the researcher must decide
whether to use the data and note the bands as a limitation of the study, or to conduct a traditional
case-control study and collect the data as intended. Alternatively, approximations can be made
when population data are available but not in the required format. For example, in the diabetes
dataset it was assumed that the number of 15 year olds in Yorkshire was approximately a fifth of
the 15–19 year old Yorkshire population.418
The Frequency With Which Population Data are Collected
Depending on the nature of the population data, it may be something which is collected monthly,
annually, once a decade, or only through funded projects, for example through charity research
7. A METHOD TO REDUCE PARTICIPATION BIAS USING POPULATION DATA 215
work; which may be a potential source of bias itself. In some instances, the population data may
be rather out-dated and there may have been a dramatic increase or decrease in the data values
since the last data collection. However, if data from the required time period are unavailable,
more recent or out-dated information may be used as an approximation in older or newer studies
respectively. This was true for the amniocentesis data, where only recent statistics could be found
rather than the required data from the 1990s, so corresponding recent population values were used.
Where this method is applied as an adaptation of the case-control method to new data, rather than
as a sensitivity analysis to historical data, the case data will be recent and the results may be
affected when comparing the recent case data to out-dated control data, so a new case-control
study may be preferable where possible.
Population Data Summary
The requirements of the population data for this method to be advantageous over a standard
case-control study, are that these population data are less biased than the control data that would
otherwise have been collected. It may not be known in studies which set of data would be least
biased, but the population data method offers an alternative approach for data collection, which
may be cheaper and faster than conducting the control section of the study. Highly detailed,
accurate and date-appropriate data would be most desirable, but there are likely to be instances
where this may not be possible.
Data obtained from the population must correspond with the case data recorded in the study and
the case data must include at least the number of cases exposed and unexposed in the study. If
more detailed analyses are to be conducted, this additional information must be recorded from the
cases during the study, or be available in records for the reanalysis of past studies.
7.5.1.3 Mechanisms of Participation Bias
For participation bias to be present in case-control studies, participation must be affected by both
the exposure and outcome of interest, and be conditioned on as detailed in §2.3.4.1. Through
simulation in §7.2.5 (MAR) and §7.2.6 (MNAR), this method using population data has been
shown to successfully recover the true odds ratio when participation bias is present.
There may be other variables which are related to participation, or to the variables in the
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association of interest. It can be difficult to distinguish between variables which affect this
association and which do not. Causal diagrams such as DAGs are useful for identifying variables
such as confounders which should be included in analyses. If required, additional variables can
be included in this method using stratification, by collecting population data which are sufficiently
detailed. Further details will be given in §7.5.2.
7.5.1.4 Strengths of the Method
The method introduced in this chapter is very simple and quick to apply, and generally far cheaper
and easier than recruiting controls for a case-control study. It also had the advantage that if a
population value is used and later thought to be inaccurate, the calculations can quickly and
easily be rerun to generate improved estimates. In addition, if this method is used in future
(rather than past) studies and only case data are collected, the ethical application for the study
may be simplified. Cases can usually be obtained from one source and since the population data
have already been routinely collected, the ethical considerations should be reduced. For analysis,
since specialist software is not needed, there is no requirement for additional software licenses or
specific high-performance technology. The method can even be easily applied by hand, allowing
it to be accessible to most studies without incurring additional costs.
This approach allows the time and resources of future studies to be focused on the collection
of case data, resulting in a larger sample of cases and a final dataset which has been collected
more efficiently. If adopted widely, potential controls would receive fewer requests to participate
in studies, and consequently this could aid recruitment in studies which still require control
participants.
If carefully selected, the population data are likely to have reduced participation bias when
compared with the corresponding control data, yielding more accurate results and increasing the
chances of determining the true cause of a disease. Reduction of any form of bias is advantageous
and if the true cause of a disease can be identified, there is the possibility for prevention techniques
or potentially a cure to be developed.
All steps in the method have the potential to be conducted using case information only in the
published article, without the need for the original dataset. This feature allows the method to be
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applied to countless previous studies, provided sufficient data have been published or retained.
This analysis could also be repeated for all the variables published or recorded in a study, to see
whether any potential risk factors may have been mis-categorised. Where this method forms part
of a reanalysis, it could ultimately support the findings from the original study, or identify potential
bias in the results, possibly due to non-participation.
7.5.1.5 Limitations of the Method
In this method it is assumed that the outcome is known for all individuals in the population, from
medical registers or similar. Those on the register are classed as cases, whereas those not on the
register are considered to be controls. There is of course the possibility of misclassification bias
from those who are undiagnosed or incorrectly diagnosed, however this is assumed to be minimal.
The effects of misclassification are well-documented,434 including in case-control studies435 and
this can lead to misclassification bias which is a form of information bias.14
The method has some assumptions, for example that the population data are available and reliable.
It assumes that a large proportion of the population has been included and that the data do not
suffer from participation bias in the same way that the control group in a case-control study would
have. The quantity and quality of the population data do not have defined levels to attain, but they
must be at least as complete and as accurately recorded as the corresponding control data would
have been.
Some of the variables required for analysis may need to be measured, and hence could be
affected by measurement error. The nature of the error may also differ between the cases and
the controls if these measurements were collected in different ways. For example, case data
may be taken from medical records during routine appointments, whereas control data may be
collected retrospectively from memory and susceptible to recall bias.14 For self-reported variables,
cases or controls may (intentionally or not) report higher or lower values than the true value to
hide behaviour which could be perceived negatively, or they may emphasise positive behaviour.
However these limitations also apply to traditional case-control studies.
Odds ratios are calculated from this method and can be very sensitive to changes in values,
particularly when the sample size is small, or when there are small proportions in some categories.
218 7. A METHOD TO REDUCE PARTICIPATION BIAS USING POPULATION DATA
Any biases resulting from missing data or rounding (covered in §7.5.1.2) could lead to fluctuations
in the study estimates and possibly lead to incorrect conclusions being drawn. However, odds
ratios are also used in traditional case-control studies.
Assumptions or approximations in the population data could mean the confidence intervals for the
final odds ratio should be wider than if the true values were known, as will be discussed in §7.5.3.
The sample size of the cases and the robustness of the results, will also affect how influential the
accuracy of the population data are. A large study of cases and an odds ratio which is not greatly
affected by small changes, is preferable.
7.5.2 Extensions
This method has been presented in a relatively simple form, but can be extended to accommodate
more complicated scenarios. For example, rather than having the situation where each individual
is exposed or unexposed, the exposure may be continuous. As the proportions of exposed and
unexposed individuals are used during the calculation in §7.2, a few options are available. The first
and most simple option is to dichotomise the continuous variable into ‘exposed’ and ‘unexposed’
using a (clinically relevant) cut-off value, then the method can be utilised as described in §7.2.3.
The cut-off value may be difficult to define, but published literature or expert advice may be able
to advise.
Another option could be to divide the continuous exposure variable into a number of categories
for a more detailed analysis. For example, let the exposure of interest be ‘age’ which is measured
in years; age may be to split into three categories; ‘children (0–17 years)’, ‘younger adults (18–
49 years)’ and ‘older adults (50+ years)’. This level of detail in the analysis would require the
same age categories to be used when collecting the case data, and for this level of detail to be
recorded at the population level; the number of individuals with each disease status per age group.
Comparisons can then be made between age groups to estimate the effect of age on the outcome
of interest.
If additional variables need to be considered during the analysis, for example confounders, these
can be incorporated into the method using stratification. Stratification is a recognised method
used to account for confounding variables,436 and causal diagrams such as DAGs may be useful
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for identifying such variables. This step assumes the confounding variables are recorded for the
population and cases in the required level of detail, which may also include stratification by other
variables. If this level of detail is available, then confounding can be accounted for. For example,
let the confounding variable be sex. If data regarding exposed males and females can be obtained,
and data regarding male and female cases and controls, then the data can be analysed at this
more detailed level, i.e. considering sex. The males and females are treated as though they are
subpopulations, so the same method as detailed in §7.2 can be applied to solely males then solely
females. While stratification is easily applied to this new method, the number of confounders and
the number of confounder categories will be limited by the size and spread of the data across the
variables, as usual with stratification and as was described in §4.2. This level of detail may not
always be available in the population, and may become less likely the more variables there are and
the more obscure the required data. In instances where there are many confounders, confounders
with several categories, or where the confounders are continuous, it may be preferable to use an
alternative approach such as regression analysis, provided the requirements of this method are
satisfied.
To consider several confounders, the data would need to be recorded at each combination of the
confounding factors. For example, if sex and race are confounders, then the data would need to
be recorded for each combination of sex and race; white males, white females, black males, black
females etc, with each combination treated as a subpopulation. If the confounder is a continuous
variable such as age, this may need to be categorised, as data are unlikely to be available for each
year of age at the population level. The case data will of course also need to be recorded at the
same detailed level for the analysis to be conducted. Each stratification results in a smaller sample
size, hence the width of the confidence intervals are likely to increase.
The basic idea of incorporating population data into a case-control study to reduce bias may be
an approach which could be adapted for use in other study designs which suffer (likely to a lesser
extent) from participation bias. It may also be possible to utilise this method in other areas such
as survey non-response, which encounters similar problems to non-participation in case-control
studies.
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7.5.3 Confidence Intervals
Ideally, the estimate for each population value should have an associated level of uncertainty
and corresponding confidence interval, but this is not usually reported in practice. Consequently,
confidence intervals are not presented for the population data used in this chapter and subsequently
not incorporated into the analysis.
The seemingly larger sample sizes used in this approach generate narrower confidence intervals,
but future work could consider amending these intervals to account for the added uncertainty of
any predictions at the population level. Confidence intervals narrower than appropriate could result
in an increased chance of exclusion of the true odds ratio, or similarly exclusion of an odds ratio
of one, suggesting an effect where there may not be.
One approach for investigating the width of the confidence interval may be to conduct a sensitivity
analysis using the lowest and highest possible values for the population value prediction, which
may be the lowest and highest plausible values, or the values which may have been rounded
to form the estimated population value. For example, if the population value is rounded to the
nearest thousand, the sensitivity analysis could investigate values from 500 below to 499 above
the estimate.
Another approach may be to use the population data to form a control group for the study, but then
scale the control values back to the size of the original study, giving a 1:1 or 2:1 ratio with the
cases as commonly used in case-control studies. This may be the most preferable option since it
would result in the population values forming a group similar to the control group, but with likely
less bias and with confidence intervals of a similar width to those obtained from a comparable
case-control study.
Bayesian approaches may be useful, since they allow prior information about the variable(s) to
be incorporated into the analysis, plus they can represent the uncertainties related to parameter
values,437 including population data. In contrast, maximum likelihood approaches often involve
fixing the values of parameters, which may impact on the final results and for which there may
be some uncertainty.437 Prior information may be particularly helpful in instances when the exact
required population data are unavailable. Since Bayesian approaches combine prior beliefs with
data, there is other information incorporated into the analysis besides the population value itself,
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which may be affected by rounding or bias.
An approach similar in style to multiple imputation could be adopted as an alternative, whereby
a population value is sampled from a range of plausible values several times, and the results
combined using Rubin’s rules or similar.290 This would result in an overall estimate with a
confidence interval which takes into account the uncertainty of the population data, which could
subsequently be used throughout the analysis and in the final odds ratio estimate. Alternatively,
the population data could be scaled down to the size of the case sample and the control part of
the case-control study could be sampled from the extracted population data. This would result in
wider confidence intervals which incorporate both the uncertainty from the estimated population
value and the size of the case group in the study.
7.5.4 The Method as a Sensitivity Analysis
Sensitivity analyses were covered in detail in §4.1, and references to the epidemiology literature
were provided. Comparisons can be made between the sensitivity analyses mentioned previously
and where this approach using population data is used as a sensitivity analysis. The literature
searches for sensitivity analyses in Chapter 4, and for this method in §7.1, found no evidence of
this approach or similar being used as a sensitivity analysis for case-control studies.
Application as a Sensitivity Analysis
This method can be used as a sensitivity analysis in different ways. Firstly, it may be used to
generate odds ratios for comparison with the original case-control study. This will essentially
compare the control group in the study with a similar group generated from population data. Any
differences between the odds ratio estimates will indicate differences in the two groups acting as
controls and may, but not necessarily, suggest participation bias. Secondly, it can be used as a
sensitivity analysis for the population data, with examples including the analysis being conducted
with the highest and lowest plausible population values, or the highest and lowest population
values given that the value is rounded to the nearest hundred (i.e. 49 above and 50 below the
given value). It could also be used to see how robust the odds ratios are, by amending the
population values by increasing amounts, to see at which point the conclusion would change;
a similar approach to Rosenbaum’s extension of Cornfield’s inequality in §4.1.1.3.
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Compared with other sensitivity analyses, such as decomposition of the odds ratio295, 301 or
Rosenbaum’s extension of Cornfield’s inequality,297 this is a relatively straightforward approach,
since it uses simple calculations to obtain the dataset used for analysis and adopts the usual logistic
regression approach to calculate the new estimate. Difficulties are more likely to be encountered
in locating appropriate population data, than in the method itself.
Sensitivity Analysis Discussion
Any claim of negligible participation bias may be strengthened if the results from the two sources,
population data and control data, are similar. Problems may be encountered when using this
approach as a sensitivity analysis if the results generated using control data and those using
population data contradict. Effort should be made to uncover why the contradiction has occurred
and which biases each of the datasets may have suffered from. Ideally the dataset with the least bias
(if known) should be used, but often it will not be possible to choose between the datasets on these
grounds. It may be necessary to treat both sets of results with caution, especially if substantial bias
is possible in both forms of data collection. Acquisition of any further sources for the population
value may be advantageous for comparison. In some instances, it may be that conclusions cannot
be drawn confidently as it may be unclear why the data are contradictory. Where results generated
using control and population data do agree, this can be viewed as a form of triangulation, if it
could reasonably be believed that the two sources would not suffer from participation bias in the
same way and this may increase confidence in the results. However, agreement does not guarantee
a correct estimate, since the agreement may be due to unidentified biases in the datasets. As
a sensitivity analysis, this method has the advantage of being quick to apply, without requiring
difficult mathematics or specialist software. It is certainly no more complex than other sensitivity
analyses described in Chapter 4. It can also be easily updated and rerun if revised estimates are
discovered at the population level.
Triangulation is often a qualitative rather than quantitative approach, which relies upon the
compared data being collected independently.438 Here the case group is the same for both analyses,
although the population and control data are likely to be collected independently. While some use
triangulation as a means to test validity, this has been questioned by others as it assumes that a
weakness in one method will be corrected through another method.439 Therefore triangulation
is recommended to ensure the findings are robust and well-developed,439 as suggested here.
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This approach is also referred to as mixed method analysis and further guidance is given in the
literature.438, 439
Sensitivity analyses have been suggested as a sensible approach, whether used on their own or
in conjunction with another method to reduce bias,305, 306 so using a sensitivity analysis such as
the method here or one of the methods suggested in Chapter 4, would be advised. The choice of
sensitivity analysis will depend upon the available data, such as the required population data, and
the aim of the analysis, whether it be descriptive or quantitative. Any researchers who may be
uncomfortable using data not collected specifically for their study, may wish to use this method as
a form of sensitivity analysis after they have conducted their case-control study. This may be with
the hope of supporting their study results, or to assist any claim of minimal participation bias they
may have made.
7.5.5 Comparison with Alternative Methods
7.5.5.1 General Advantages Over Other Methods
Assumptions
The current methods have at least one of three requirements; the assumption that the variable
associated with participation is recorded, that population data are available, or that data regarding
the non-participants are recorded, as shown in §4.5. Each of these three assumptions are
mechanisms to determine the characteristics of who is missing from the study data. This method
which utilises population data, avoids the need for the variable associated with participation, or the
non-participant data, to be recorded. The requirements for the population data may also be simple
and less restrictive than other approaches that require population data, such as the bias-breaking
method in §4.4.4.
This method does not adapt the biased control data as other methods do, but instead replaces
this potentially biased group with population data, which should be less biased. Therefore,
the missingness mechanism is less important and does not form an assumption for the method,
whereas data which are MAR is an assumption in several of the methods discussed in Chapter 4,
such as imputation in §4.4.2 and weighting in §4.4.1. Therefore, this method can be applied even
when non-participation causes the data to be MNAR, as demonstrated using simulation in §7.2.6.
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Since MAR is an untestable assumption, a method which is applied in the same way regardless of
whether the data are MAR or MNAR, is beneficial. This particular aspect shows a major advantage
over some existing approaches. The CEGs in Chapter 5 may also help to decide whether the data
are likely to be MNAR and if so, this method can be chosen.
Other Advantages
This method has the advantage of being much quicker and cheaper than traditional case-control
studies, since the control group do not need to be ‘recruited’. Instead population-wide databases
(possibly publicly available) can be utilised, allowing greater resources to collect case data or the
ability to fund a study on a tighter budget. The simplicity of the population data method and
the ability to recalculate the odds ratio should an improved population value be presented, are
advantages over approaches such as the bias-breaking method, which is far more time-consuming
and complicated. This may result in greater consideration of participation bias from researchers if
they are not deterred by methods deemed to be difficult and lengthy.
Other methods which require population data are weighting and sensitivity analyses as shown in
Figure 4.4. The method proposed in this chapter does not require the data to be MAR which is
an advantage over weighting (see §4.4.1.1). Also, the method here can be used as a sensitivity
analysis as described in §7.5.4 and is easier to implement than some other sensitivity analyses
discussed in §4.1.
7.5.5.2 Direct Comparisons Between Methods
Considering the three most frequently used methods from the assessment in Chapter 3, which
were described in detail in Chapter 4, two of these (variable adjustment and stratification) required
the variable associated with participation to be identified and recorded. This may not always be
possible and so this method omitted that assumption. The other method (sensitivity analysis) did
not always provide an adjusted estimate for the odds ratio, whereas this method does, plus this
method can be used as a sensitivity analysis as demonstrated in §7.5.4. This method therefore
offers an alternative to the most frequently used methods.
This method is completed in one analysis, so offers fewer stages compared with methods such
as stratification (§4.2), which often analyses subsets of the data separately then combines these
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subsets. Stratification can be used in conjunction with this approach, as described in §7.5.2, but it is
not necessary for the method to be used. However, where the exposure of interest is continuous and
it is preferable to keep the exposure in its initial form, rather than to categorise or recategorise for
use with the method proposed here, another method to reduce participation bias may be preferred.
This approach suffers from the same limitations of population data (§7.5.1.2) as inverse probability
weighting (IPW), when population data provide the weights (see §4.4.1). In IPW, individuals can
only be represented if there is a participant with similar characteristics, but this limitation does not
apply here, since data are extracted directly from the population, regardless of the characteristics
of participants. Both methods can essentially eliminate missing data by replacing unknown data
with population data, hence reducing the width of the confidence intervals yet adding uncertainty
in the estimate. The approach here has the advantage of not requiring the data to be MAR and is
not computationally intensive as IPW can be.
Chapter 5 showed how CEGs can be used in case-control studies. The approach proposed here
differs from CEGs, partly due to being numerical rather than graphical. CEGs can be created
using solely the study data, although population data (or similar) can be used to specify non-
uniform priors, whereas the approach here requires external population data, but avoids the need
to collect control data for the study. CEGs can incorporate missing data and draw conclusions
about the missingness, but the numerical approach in this chapter instead aims to replace missing
data with previously recorded values. Both approaches are useful, but the choice between them
will depending upon the research question, the available and accessible population data, and the
structure of the data. CEGs may be more time-consuming to apply than the method utilising
population data, but the population data may be time-consuming to collect from reliable sources.
7.5.5.3 Deciding Upon a Method
The current methods were summarised in Table 4.9 and Figure 4.4, with the methods split by the
assumption of there being available population data, non-participant data, or data regarding the
participation variable. While in some instances there may be a selection of data from reliable
sources, it is more likely that the choice of method will be restricted by the available data.
It is advised that the researcher eliminates unsuitable methods where particular data types are
unavailable, by using Figure 4.4, then the assumptions of any remaining methods are checked. It is
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likely that few methods will remain. Examples were given in §4.5.1 of how to use the flowchart for
method selection. This population approach would sit alongside sensitivity analysis and weighting
in the methods where relevant population data are available. As shown using the stroke study in
§7.4, aside from population data, only the published data were required for basic analysis.
It is assumed that the population data are obtained using means which are easier and cheaper
than the control data would have been. If the required population data are owned by a company
which has restricted data sharing policies or which charges large amounts to obtain the data, then a
traditional case-control study may be preferable. Where the population data are viable logistically,
financially and practically, and when the data are known to be recorded accurately and as complete
as possible, then population data may be more suitable for the study than control data.
The data must also be categorical for the proportions to be calculated. Where variables are
continuous, there must be the ability to sensibly categorise them, using reasoning for the chosen
number of groups and break-points. Experts may be able to advise on clinically-relevant divisions
of the variables, but these must also be context specific, allowing both a reasonable proportion
of the data to lie within each newly-formed category and for clinically-relevant outcomes to be
reported. If the variables cannot be split into categories, then an alternative method may be
preferable. However, with data sharing increasing it may be possible in the future for sufficient
data to be available such that interval data could be analysed in this way.
7.6 Summary
Identifying the true causes or risk factors of a disease is an important step towards developing
a cure or preventing others from becoming cases. An amendment to the standard case-control
analysis method, such as the one proposed here which has been developed to reduce participation
bias, could help to yield more accurate results and move closer towards discovering the cause
of a disease. This proposed method unfortunately cannot be used in all circumstances, but has
advantages over traditional case-control studies when it can. It also has dual applications; either
as an adapted case-control study, or as a sensitivity analysis for previous studies, depending on the
requirements of the researcher. Each study this method is applied to could benefit from increased
knowledge about the possible causes of a disease, which should lead to improved healthcare.
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Chapter 8
Conclusion
8.1 Overview
This chapter will summarise the findings of the entire thesis, critically evaluate them, and compare
the work here with similar work in the literature. Discussions will follow for three areas of the
thesis; the role of graphical models, the use of population data and an overview of the methods
available to investigate participation bias. Suggestions for future work will then be provided, along
with a final overview of the thesis.
8.1.1 Case-Control Studies
Despite their time and financial efficiency, the use of case-control studies has declined in recent
years. This may be due to the awareness among researchers of limitations such as participation
bias. However the work here has shown that case-control studies are not the only design to suffer
from such bias, and that careful consideration of participation bias allows this study design to
remain reliable.
The identification of biases resulting from confounding variables or through non-participation can
be achieved using causal diagrams such as DAGs. However, since the true causal associations
between variables are often unknown, it is recommended that changes in these causal diagrams
are investigated and the robustness of the results reported. Sensitivity analyses are one way in
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which the robustness of results can be assessed, and Cornfield296 and Rosenbaum297 have both
suggested ways to quantify how large an unmeasured effect would need to be to alter conclusions.
The focus throughout this thesis has been the identification and reduction of participation bias.
While this is an important bias which can be particularly problematic for case-control studies, there
are other biases such as those arising from measurement error, from unmeasured confounding
variables in the association of interest, or due to the misclassification of disease status. The
retrospective nature of case-control studies also means they can also be susceptible to recall bias.
These biases are beyond the scope of this thesis, but are important considerations of case-control
studies and other study designs.
The elimination of any bias is important to yield informative results, which can ultimately lead
to improved patient care. If bias remains but affects the study results only marginally and hence
conclusions still stand, this is of less concern than if the bias is causing conclusions to change and
subsequently the incorrect advice to be given to patients and the general public. Authors should
be encouraged to provide readers with adjusted and unadjusted results, through supplementary
material if need be, to allow the readers to judge for themselves (by the suitability of the adjustment
and the change in results) the plausibility of the conclusions. As far as ethical approval allows,
authors should also make the study data and analysis available so that the results are reproducible.
This ensures not only that the findings can be critically evaluated by others, but also that no data
are wasted (hence utilising patient time and research funding to its full potential) and that (as close
to) the true associations are uncovered.
8.1.2 Participation Bias
Participation rates in epidemiological studies have been declining in recent years, particularly
amongst the control group in case-control studies. As different study designs and topics of
interest suffer from non-participation in different ways and for different reasons, it is unlikely
that one strategy would increase participation rates or reduce participation bias for all studies. As
a consequence there have been several methods proposed to reduce the effects of participation
bias, which have not previously been thoroughly compared. Hence the aim of this research was to
investigate existing solutions to minimise participation bias in case-control studies and to suggest
novel solutions as appropriate.
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Although factors affecting participation rates have been considered within this thesis (such as in
§2.3.5), some authors correctly highlight that increased participation does not necessarily result
in reduced participation bias.172, 256 Using techniques such as incentives to increase participation
rates may in fact increase bias. A shift of focus from participation rates to bias may save time
and resources by not chasing unwilling participants, which in turn could be used to conduct a
detailed participation bias analysis.440, 441 To aid this shift, journals could insist all surveys or
studies requiring participants detail a participation bias calculation, for judgment by the reader.
Alternatively journals could adopt standardised formulae to calculate rates such as those proposed
by The American Association for Public Opinion Research (AAPOR),43 which would at least
provide guidance to researchers and allow easier comparisons between studies.
Regardless of the requirements imposed by journals, authors should provide a participation
statement so the readers can compare sample and population characteristics, to judge population
representation of the sample, and hence the generalisability and validity of the results. Providing
details of the population of interest where possible can also help to assess bias, for example a
study may have more female than male participants but if the study is concerning breast cancer
survivors, a higher number of females than males is expected.
8.1.2.1 Confusion in Participation Bias Terminology
Terms which are related to participation bias but which have different meanings are sometimes
used interchangeably in the literature. This does not aid the understanding of the definitions among
readers, nor their grasp of the methods to reduce these biases. Consequently, relevant literature
can also be difficult to find through a database search as it can be termed as ‘participation bias’,
‘non-response’, ‘selection bias’, ‘self-selection bias’, ‘co-operation bias’ or other similar phrases.
In addition, different fields may have their own methods (and names) for dealing with such bias,
but these may not be known in other fields. There may also be similarities between these methods
which might not have been identified.
In addition, in the literature there is not agreement between the definitions of participation bias,
selection bias and confounding, with some authors using phrases such as selection-confounding.
Here the main focus was on bias resulting from conditioning on the collider variable (participation)
between the exposure (or cause of) and the outcome (or cause of).
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As far back as 1981 there was awareness of the confusion caused by differences in the definitions
for confounding and selection bias in case-control studies, so attempts were made to clarify
them.442 As recently as 2004, authors such as Hernan111 still tried to rectify the confusion with
a simple distinction between the two biases and this has become a key paper. However, so did
Rothman18 in his key epidemiology textbook and unfortunately these definitions subtly differ. This
is therefore an ongoing problem which is still not entirely resolved. In addition, the application of
the definition of participation or selection bias to case-control studies differs, since ORs are often
used and are more robust. This means that they can remove bias resulting from participation or
selection which is dependent upon the outcome only. These subtleties in the literature may explain
the seemingly contradictory findings for when bias arises and when it can be accounted for. There
is the need for more articles such as the one from Hernan111 which try to clarify biases, but there is
also the need for agreement amongst researchers in these areas and the consensus of a definition.
It may be that researchers are applying definitions with different meanings without realising and
hence may not be correcting for bias as intended. Before consensus is achieved, or even just as
good practice, researchers should state the definition used in their work, even if just briefly (e.g.
“selection bias is defined to be the conditioning on the collider variable named selection”), to avoid
this confusion.
8.1.3 Methods to Investigate Participation Bias
The methods included in Chapters 4, 5, 6 and 7 to reduce participation bias are suitable for different
data structures and each rely on different assumptions. However, there are similarities between
these methods and often they complement each another, or can be used in conjunction with one
another. There is no correct method or approach for every study, but study-specific selection
should prevail. The choice of an appropriate method for reducing participation bias can be eased
using a guidance tool.3 Researchers should be aware of the possibility of participation bias and
consider methods to reduce it, and readers should not immediately dismiss findings from studies
which have mentioned participation bias. Sensitivity analyses are often beneficial and can usually
be included as supplementary material even when there is not space in the main article. Sufficient
detail should be included for the research to be reproducible, so that other research groups can
amend or continue a given analysis, with a view to testing the robustness of the results and findings
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under alternative assumptions. However ethical approval and copyright restrictions may prevent
the full dataset or the exact method from being available in some studies.
8.2 Findings
The background information in Chapter 2 introduced case-control studies and participation bias,
and drew links between them. Key findings included the increase in non-participation and the
decrease of case-control studies in the literature. The review of literature from 2007–2015 showed
that the characteristics of individuals who participate has generally remained unchanged compared
with pre-2007, but that the way in which data are collected is shifting towards more technological
means such as through social media, or using smartphones and tablets.1
The assessment of participation bias in three high-impact epidemiology journals reported the
presence of participation bias in recent literature and the actions typically taken by authors.2 The
assessment found that many of the studies were unlikely to have been affected by participation
bias due to the study design, but those that were affected used similar approaches to investigate
the bias.
The methods available to investigate participation bias in case-control studies were summarised in
Chapter 4 and a guidance tool was developed to aid the selection of an appropriate method. This
research uncovered similarities in the requirements of the methods available, such as the need for
data to be recorded on non-participants or for external data to be available.
Chapter 5 showed chain event graphs were compatible with case-control data. While these
graphs are not a rigorous inferential technique which fit a model and return parameter estimates,
CEGs could be used to draw conclusions from data, including those regarding the missingness
mechanism, or as an explanatory tool prior to a formal analysis. Chapter 6 demonstrated how
these graphs could be adapted to be more useful for case-control data and to directly investigate
non-participation.
The general unsuitability of current methods when data are MNAR led to the proposal of a new
approach6 in Chapter 7, which used population data in place of the possibly biased control group
within a study. This new method allowed a cost-effective way for researchers to verify past case-
control study results and provided an alternative approach for future studies.
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The thesis also used a diabetes dataset throughout and confirmed previous findings that childhood
type I diabetes is likely to be more commonly found in children who were delivered by caesarean
or whose mother had at least one amniocentesis during pregnancy. The association with diabetes
was also shown to increase when both procedures were carried out.
8.2.1 Generalisability of the Findings
The review of participation in studies from 2007–20151 is likely to be generalisable only to similar
studies to those included in the review, during a similar time-period. The review showed that the
characteristics of participants are generally unchanged compared with the review pre-2007, but
the way in which data are collected is changing. Further technological advances mean that these
methods may continue to evolve and the findings here should not be assumed to be generalisable
into the distant future. However, the discussion in the review could be helpful to researchers who
are considering using new technologies to recruit participants or to collect data.
The participation bias assessment conducted in Chapter 3 is informative as a ‘snapshot’ of the
occurrence of non-participation and how authors address the problem in high-impact epidemiology
journals. However, the findings are likely to have differed had another year or month been used
to conduct the assessment, if different journals were selected, or if the subjective assessment was
conducted by another researcher. The assessment was intended as a general idea of the presence
of non-participation and an overview of the approaches taken by researchers in a typical selection
of epidemiology journals, and this was achieved. The assessment could have been improved by
including more journals and assessing over a longer period of time, but this was limited by the
time required to read and review each article. Therefore the assessment is informative, but should
not be taken to be definitive.
The critical evaluation of the current methods in Chapter 4 and the guidance tool in §4.5 which is
aimed to aid the selection of a suitable method, are generalisable to participation and selection bias.
The guidance tool can be adapted to be specific to certain diseases (where particular variables may
be recorded, or certain population data are available). Over time, new approaches can be added to
the tool, unused approaches can be removed, and additional criteria can be added as new sources
for deducing those who are missing from a study are developed. The tool could also be extended
to include the outcome of interest, whether it is the odds ratio of a case-control study, how robust
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the results are, or details regarding the missing values. Therefore the findings in Chapter 4 are
generalisable to participation and selection bias, and may include other study designs, provided
the assumptions of the methods hold.
Chapter 5 introduced chain event graphs (CEGs). The CEG methodology has previously been
applied in statistics and artificial intelligence, but there was no evidence of use with case-control
data. The application of CEGs with case-control data was demonstrated but was not specific to the
diabetes data used in this thesis and so is generalisable to all case-control studies. Their use with
other designs, such as cohort studies,365 has previously been demonstrated and there is potential
for their use with further study designs. The adaptations proposed for CEGs in Chapter 6 were
intended to address problems often encountered with case-control data, and whilst applicable to
all case-control data, they may also be useful for areas outside of epidemiology, such as in survey
non-response.
The population method suggested in Chapter 7 was developed for use with case-control studies
which may suffer from participation bias in the control group. However, this approach may
be generalisable to other areas where bias is a problem, to replace potentially biased data with
population data thought to be less biased. This relies on the assumption that the population data
are available, in the required format, and do not suffer from biases in the same way the control
data would. This method could also be applied as a sensitivity analysis, for use with previous
case-control studies to verify or question results, and used in other areas provided individual level
data are not required, and any available summaries are sufficient for analysis.
The findings generated from the Yorkshire diabetes data may be generalisable to other areas within
the UK, for individuals who were children in the 1990s. The finding that caesarean delivery and
amniocenteses are associated with an increased probability of the child having type I diabetes
should be investigated further, as should the increased probability from the combination of these
two variables. The structure and summaries of this dataset could be compared with more recent
case-control studies of childhood type I diabetes to see if changes have occurred through time, to
determine how relevant these data and findings are to current children.
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8.2.2 Critical Evaluation of the Findings
The review of participation in studies from 2007–2015 confirmed that the characteristics of
participants had not changed substantially in recent years and indicated the change in the way
data are collected, with more studies using smartphones and social media, and these findings may
assist recruitment in future studies.
The assessment of participation bias in high-impact journals is useful as an overview, but may
have been improved by including more journals, over a larger period of time and if the categories
of the assessment were redefined using a stricter criteria. This would enable another researcher to
conduct the same assessment and reach the same conclusion. However, since each article was read
and assessed by the same researcher, this ensured that each article and each journal was evaluated
in the same way and consistently. The assessment was also repeated at a later date to ensure the
results were reproducible. The assessment was informative for the thesis, but too subjective to
declare definitive results.
The guidance tool could be viewed as too general, or too simple, since it includes a variety
of methods which could be used to reduce participation bias, and it still requires the user to
verify all the assumptions of the method. However, a more complex tool which incorporates
all the assumptions soon becomes less user-friendly, plus it is encouraged that researchers verify
assumptions from the original literature rather than just external resources. The tool was intended
to be general, to be applicable to a wide range of studies and to include the methods which were
presented in Chapter 4, and these points were achieved. It was introduced as a basis which could
later be adapted to include more studies, or be tailored to specific study groups or research areas,
and these adaptations are possible.
The CEGs introduced in Chapter 5 were an established methodology introduced to a new field,
namely case-control studies. The graphs had been developed in statistics and artificial intelligence,
and shown to be suitable for use with cohort data, but had not before been used with case-control
data. This application ensured that a reputable method was used, and the novelty was in the
research area to which it was applied. The limitation in this chapter was not in the method but
in the prior information used, since a clinical expert was not available, and hence population data
were utilised as a substitute. While these population data may contain more information than
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could be obtained from an expert, verification from a clinician experienced in childhood type I
diabetes data would have been invaluable. However, in this example the findings were shown
not to be sensitive to changes in the prior information. The application of the CEG method was
a new means of reporting information regarding both the missing category in variables and the
likely values of these missing data. CEGs could be used as an approach which incorporates prior
information and the plausibility of paths in the event tree from clinical experts, and which are
suitable to use alone or in combination with odds ratios.
The methods proposed in this thesis for use with case-control studies, one newly developed using
population data and CEGs taken from another field but applied to a new area and extended, have
different assumptions and hence between them will be suitable for a wide range of case-control
studies. They also report different findings from the data and so can be used to answer different
questions or can be selected depending on the research question being answered. Since one
is graphical and the other numerical, they may appeal to different researchers or to particular
applications, allowing flexibility in studies. CEGs are designed to be easy to communicate with
specialists through the trees which later develop into a CEG. The R code used for the CEGs is
available in Appendices D.2 and D.3 hence the work using CEGs is reproducible. In comparison,
the numerical approach gives the method step-by-step and hence can also be reproduced. The
method using population data is designed to not include complicated models or calculations and
so should be accessible to a range of researchers. This allows others to adopt the methods in their
work, or extend these approaches further without needing to replicate the work here. It also allows
for any limitations in the method to be highlighted. The numerical approach using population data
has the advantage over many current methods of being suitable when data are MNAR. Since it is
difficult to distinguish between MAR and MNAR data from the sample alone, this approach may
be a wise option when MNAR data are a possibility. CEGs can also be used to investigate the
missingness mechanism and hence may provide guidance as to whether a method with a MAR
assumption may be plausible, offering huge additional assistance to researchers.
8.3 Contributions to the Literature
The review of participation during the last nine years has been published1 and provides an up-
to-date, relevant summary of the factors which are thought to affect participation; including
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participant characteristics and aspects of the study design. This information should provide
guidance for those conducting studies which require participants, as to the data collection
approaches which are successful and consequently how best to allocate their research budget.
It can also be used to determine which areas or person characteristics to target, whether it be those
who are most likely to participate, or those which are known to be difficult to recruit and hence
where more resources may be required. However, care will be needed to not introduce bias through
these approaches. This information should result in more successful participant recruitment since
the findings from previous studies have been collated. The review conducted through the thesis
agreed with the participant characteristics reported in the previous review,17 but differed in study
design, where technology is now more dominant during data collection.
The review of how authors approach the possibility of participation bias is also published2 as it
is intended to raise awareness of this bias, particularly in studies where authors often believe it to
not be a problem, such as RCTs. The occurrence of participation bias and the actions taken by
researchers needed to be reported to ensure it is recognised as a bias which not only exists, but
which can be reduced.
The flowchart tool has been published3 and is not only intended to encourage researchers to
consider participation bias, but is also intended to provide examples and references for further
reading, plus aid the selection of a suitable method for which all assumptions hold. The review in
Chapter 3 demonstrated that participation bias is present in some studies and that the application
of a suitable method to reduce this bias is not always included in the literature. Raised awareness
of the need to consider participation bias, and guidance towards a suitable method to control for
this bias, should result in more accurate results and valid conclusions from studies. This in turn
should assist finding the true associations with a disease and ultimately benefit patient care.
Contribution to the literature of the successful use of case-control data with chain event graphs is
one which may lead to this approach being adopted with future case-control data. The article4
is intended to demonstrate the use of CEGs, as well as report the findings from the diabetes
case-control data, particularly with respect to non-participation. The information obtained from
CEGs includes how missing categories are associated with the outcome compared with recorded
categories. In addition, the likely values of the missing categories can be reported and the
missingness mechanism can be investigated. The use of CEGs with missing data has already been
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demonstrated, and in Chapter 5 it was shown that this idea extended to missingness resulting from
non-participation. Compared with other methods, CEGs do not require the data to be MAR, nor do
they require the variable associated with participation to be recorded, data from non-participants to
be available, or external population data. Therefore, CEGs eliminate all three requirements shown
in §4.5 for the current methods used, but are a tool to investigate non-participation rather than a
direct method to reduce participation bias.
CEGs were adapted in a second article5 which included the investigation of non-participation
directly, which has not before been achieved. The diabetes dataset did not contain specific
details regarding non-participants, so hypothetical examples were presented to demonstrate
the methodology. These adaptations should encourage the use of CEGs to investigate non-
participation in case-control data and should contribute positively to the case-control literature.
The new method which proposed using population data in place of control data in a case-control
study was also published6 and offers an alternative approach to reducing participation bias in case-
control studies, provided suitable population data are available. As this method has been shown
to be unbiased even when the missingness causes data to be MNAR, it offers an advantage over
many existing methods. It is also easy to implement and requires no specialist software. The
increased availability of data and data-sharing is making this method more possible, and therefore
the use of this method could increase over time. Reproducible examples have been provided to
make this approach simple to follow and use, and the possibility of application by hand ensures it
is convenient for any study budget.
Two published reviews, a published guidance tool to aid the selection of a method, and the
publication of a newly developed methodology specifically for case-control studies, have been
achieved through this thesis. In addition, a methodology recently developed in statistics and
artificial intelligence has been introduced to case-control studies, and two papers prepared for
the medical literature. This interdisciplinary approach has enabled case-control studies to use
strengths from statistics and artificial intelligence to investigate non-participation in case-control
studies, as demonstrated with the diabetes data and CEG adaptations.
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8.4 Comparisons With the Literature
There was a comprehensive review of participation bias in the literature published in 2007,17 but
there has been no such review since then. The review presented in the thesis covered articles
published from 2007–2015. This is presented in Chapter 2 to fill this void and inform researchers
of the changes through time, and to provide up-to-date information regarding the characteristics
of participants and the aspects of the study design found to be most successful. Therefore, while
there was a similar review in the literature, this review provided more up-to-date information and
highlighted changes in the last nine years which centered around technological advances.
The review of participation bias in Chapter 3 had a different structure to other reviews published on
participation bias, since it aimed to raise awareness of this particular bias as well as highlight the
approaches being taken by researchers. Since the top three impact-factor epidemiology journals
were selected for this review, these aims should be achieved.
The flowchart tool presented in §4.5 was designed to summarise the methods available to reduce
participation bias, as there was no evidence of such a tool in the literature. While each of the
methods are published and there are applications of these approaches in studies, it may be unclear
to researchers which of the array of methods may be suitable for their work. Therefore this
guidance towards suitable methods, and references for further reading, should be a useful addition
to the literature.
Chain event graphs were introduced in Chapter 5 and while there are several publications
in statistical and artificial intelligence journals as detailed in §5.1.2, and there are medical
examples,8, 365 none are published in the epidemiology literature. It has been shown that CEGs
can be used with cohort studies,365 but CEGs have not before been used with case-control studies
as shown in §5.1.2. Therefore this is a new application for CEGs and a paper has been prepared4
demonstrating CEGs with the childhood type I diabetes data, with particular interest to non-
participation. Therefore this work should add to the literature for both case-control studies and
type I diabetes.
The second achievement with CEGs was their adaptation for use with scenarios found in case-
control studies, and the application of these graphs specifically for investigating non-participation.
These adaptations formed a second CEG paper for case-control data5 and have highlighted new
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uses for CEGs as well as additional uses for case-control data.
The new method proposed6 which uses population data in place of control data in case-control
studies, should contribute positively to the case-control literature, both as a method to reduce
participation bias in new studies, and as a way in which to conduct a sensitivity analysis.
Population data have been used previously to conduct sensitivity analyses, but not in this format,
nor as a replacement for controls. As this method is also unbiased when data are MNAR, this
contributes a method which is suitable for more scenarios than most others.
8.5 Discussion of Graphical Models
Directed acyclic graphs (DAGs) and chain event graphs (CEGs) were used in this thesis to aid
analysis. DAGs were primarily used for variable selection in regression models which were aimed
to reduce participation bias in §4.3, whereas CEGs formed their own methodology for investigating
non-participation in case-control studies, as shown in Chapters 5 and 6.
8.5.1 Directed Acyclic Graphs
DAGs are known to be useful for causal modelling and variable selection,112 and these uses have
been applied during the thesis, primarily in Chapter 4. More widely, DAGs have been used to
determine when bias can or cannot be adjusted for, and there are publications of this use443 as well
as software for their implementation.112 This use has also been shown in §2.3.4.1 where DAGs
were used to assess the likely bias due to participation or selection, which is important for this
thesis, but DAGs can also be used for the identification of other biases, such as confounding bias.
DAGs may also have the potential for other uses in addition to those shown in the thesis. For
example if a study is prospective, it may be that DAGs could be useful to show which variables
should be recorded during data collection and whether techniques such as matching should be
adopted to reduce confounding bias.
DAGs have the advantage of being easy to apply and are suitable for a range of studies, plus they
can act as a useful tool between analysts and experts to list plausible causal associations between
variables. Their disadvantage here is that DAGs alone do not offer a means by which to reduce
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participation bias. Another limitation of DAGs is that they offer a generalised result which does
not take into account specific factors, such as the odds ratio which is used in the analysis of a case-
control study, hence may suggest bias where there is none. DAGs are generally more cautious than
may be required, but any biases identified by the DAGs can be considered by the researcher. DAGs
are non-parametric and are limited in that they cannot represent the nature of the variables or the
associations between them. For example, they cannot show that a variable is normally distributed
or that the association between two variables is linear. Therefore they are most useful as an aid
rather than a definitive form of analysis.
8.5.2 Chain Event Graphs
CEGs have been used previously for the identification of variables associated with the outcome
and for highlighting combinations of categories from different variables which lead to an increased
or decreased association with the outcome.21 However they do not produce values such as odds
ratios from study data. In this thesis, CEGs have been used with variables which have missing
data to report how the missing category performs in relation to the recorded categories.365 They
have also been used to draw conclusions about what the values in the missing category are most
likely to be.365
CEGs have been used in the literature to analyse cohort studies,8, 375 investigate missingness,365 for
causality,362, 444–447 model selection,361, 448 plus learning and predicting.363, 379 A benefit of CEGs
is their ability to include prior information as shown in Chapter 5. While the analysis is time-
consuming, information regarding the association of the missing category of variables compared
with the recorded categories, plus reporting of the likely values of missing data, ensures this
additional time results in a useful investigation of non-participation. The thesis has also shown that
CEGs may be used to investigate non-participation directly in studies and report the characteristics
of participants or the recruitment techniques associated with participation.5
The use of graphical models in general appears to be increasing. There are advantages in medical
studies where the assistance of clinical experts is of a great value and these diagrams offer another
means of communication between statisticians and clinicians, to ensure sensible analyses are
conducted. The use of DAGs to aid variable selection for methods to reduce bias and the use
of CEGs to investigate missingness, are encouraged.
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8.6 Discussion of Population Data
Population data were used in both Chapter 5 for prior knowledge since an expert was not available,
and in Chapter 7 in place of control data. The limitations of population data have already been
discussed in §7.5.1.2 and the advantages of these data include that it should cover the majority
of the population, and suffer from at least different biases to control data, and in many instances,
fewer biases.
Population data are collected through government surveys, for marketing, and through academic
research. With data collection and data sharing both increasing, plus a move towards Big Data,
the presence of population data should also increase and be available for use in medical studies. If
accurate data are available, this could offer huge savings of time and resources for future medical
research.
The use of population data and the sharing of data are encouraged, provided ethical and copyright
restrictions are adhered to. Combining knowledge and data from multiple sources, and which
have been collected for different reasons, could help to reduce biases and increase the chances of
finding the true associations between variables.
8.7 Discussion of Methods to Investigate Participation Bias
There are at least eight methods available to investigate participation bias in case-control studies
(six shown in Table 4.9, the CEGs in Chapters 5 and 6, and the approach using population data
in Chapter 7) and the tool in §4.5 has been provided to help choose a suitable approach given a
particular study.
Some of the methods available to detect or correct for participation bias do not take into account
the nature of the OR, and hence may state that there is bias when participation depends only
upon the outcome, but the OR can account for this.38 Unfortunately very few methods are case-
control study or OR specific. Methods are also often tailored towards selection bias rather than
participation bias. While these biases are similar, they are not the same and non-participants
may have different reasonings and hence patterns in their missingness compared with non-random
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selection. Psychological or social reasons may influence non-participation, whereas non-random
selection is a feature of the study design.
There is no one ‘best’ method to investigate participation bias in case-control studies. The choice
of method will depend upon the structure of the data obtained, which variables have been recorded
(such as whether the data includes the variables associated with participation or information about
the non-participants) and what, if any, population data are available. The choice will also depend
upon the outcome of interest, whether it be an odds ratio estimate, a report on the robustness of
the findings, or an investigation into the missing data. Each of the methods has their own strengths
and limitations and these should be considered before a method is selected. The assumptions of
each method must also be adhered to, and these will also depend upon the study and external data.
As stated previously, many of the methods assume the missing values are MAR but this is hard to
verify. To ensure this assumption does not jeopardise the study results, an approach such as the
one using population data may be preferable, since this assumption is not required.
Interdisciplinary work should be encouraged, to pool resources and raise awareness of similar
non-participation problems in other areas. This includes ensuring that the same method is not
developed independently in more than one field. While methods should be tailored to particular
applications, they should also ideally be applicable to other studies and alternative areas of interest.
8.7.1 Comparison of Odds Ratio Results Across Methods
The diabetes data in Appendix A have been used throughout the thesis, and different methods to
investigate or reduce bias resulting from non-participation have been applied. Comparisons can be
made between the results obtained from these different approaches, which are shown in Table 8.1.
The initially published results7 are shown at the top of the table for comparison, and the remainder
of the results were calculated during this thesis. Recall that the published and thesis unadjusted
odds ratios differ slightly due to the discrepancies in the published and raw dataset as described in
Appendix A.
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Method Caesarean OR (CI) Amniocentesis OR (CI) Finding
Published results 1.84 (1.09, 3.10) 3.85 (1.34, 11.04) Both significant risk factors
No adjustment 1.74 (1.04, 2.89) 3.52 (1.52, 8.84) Both significant risk factors
Stratification 1.65 (0.99, 2.77) – Caesarean not a significant risk factor
(when stratifying by amniocentesis)
Sensitivity analysis – – Unobserved variable would need to cause the case or control individuals
to be 1.1 times and 1.6 times more likely to be exposed for the inference to change
for caesarean and amniocentesis respectively
Regression adjustment 1.66 (0.99, 2.79) 3.35 (1.43, 8.44) Caesarean not a significant risk factor
(when adjusting for amniocentesis)
Amniocentesis a significant risk factor
(when adjusting for caesarean)
Chain event graphs – – Amniocentesis acts as a greater risk factor than caesarean.
Combination of both exposures greater increases associated risk
Population data approach 2.12 (1.53, 2.95) 3.38 (2.09, 5.47) Both significant risk factors
Table 8.1: Results obtained from the range of analysis methods used. OR = odds ratio. CI = confidence interval.
244 8. CONCLUSION
Some assumptions were required to demonstrate some of the methods. For example, it
was assumed that the caesarean variable should be stratified by the amniocentesis variable to
demonstrate stratification. It was also assumed that the caesarean and amniocentesis variables
needed to be adjusted for by one another in regression adjustment. These assumptions were made
to demonstrate the application of the methods.
In the majority of the analyses, amniocentesis and caesarean delivery were shown to be significant
risk factors for type I diabetes in the child. The exceptions were when caesarean was the
exposure variable and stratified by amniocentesis, and when caesarean was the exposure variable
and adjusted for my amniocentesis. In both instances there was not specific reasoning for the
adjustments given, and they were instead used only to demonstrate the methods. In addition, the
confidence intervals were both between 0.99 and almost 2.8, indicating borderline insignificance.
All methods have indicated that having at least one amniocentesis is associated with a greater risk
of diabetes than delivery by caesarean, with higher odds ratios reported for no adjustment, for
regression adjustment, and using population data, plus more distinction in the CEG, and a greater
required effect of an unobserved variable as shown by sensitivity analyses. CEGs also identified
a further increased association with diabetes when having at least one amniocentesis and delivery
by caesarean.
It has already been demonstrated in §4.5 that the methods included here require different
assumptions or types of data. Provided these assumptions hold and the required data are available,
the preferred method will depend upon the research question of interest and the structure of the
data. Some methods will provide odds ratio estimates whereas others will not, and this is shown
in Table 8.1. Many of these methods require the data to be MAR, which is a key advantage of
the population data approach, since this requirement is not needed. In addition, no data regarding
non-participants are required, nor data regarding the variable associated with participation. The
population data approach may therefore suit a wide range of situations.
The width of the odds ratio estimates will differ depending on the adjustment chosen. Stratification
can lead to wider confidence intervals since there are fewer individuals in each stratum, and the
population data approach can lead to narrower confidence intervals since there are effectively more
individuals in the dataset. However, the width of the confidence intervals in the population data
approach may need to be amended as discussed in §7.5.3.
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Since the diabetes data are real, the true odds ratios are unknown, hence the methods cannot be
compared to determine which approach is most appropriate for these data. Simulations would
instead be a sensible option for comparing methods. However, it is likely that different methods
will suit different datasets as the assumptions and data structure vary.
8.8 Future Work
There are different directions that extensions to this thesis could take, relating to the literature
reviews, guidance on choosing a method to reduce bias, the application and development of chain
event graphs, or further development of the method utilising population data.
The literature reviews, while useful, may not be needed in the short-term, since the review
conducted here of the individual characteristics most likely to be held by a participant and the
study techniques used for recruitment which proved most successful, have been summarised for
the last nine years. While recruitment has become more technologically focused, the individual
characteristics have largely remained unchanged. Therefore, it may be some years before a similar
review would uncover any substantial changes. The same may be true for the assessment which
summarised the presence of participation bias in three high-impact epidemiology journals. While
the results are likely to change with each issue and between journals, the general approach to
participation bias is likely to remain unchanged in the short-term. A repeat of the review in a few
years could be beneficial to determine whether attitudes towards participation bias have changed
over time.
The guidance tool to aid the selection of a suitable method to reduce bias could be extended.
Separate tools could be developed which are specific to certain research areas or to particular
outcomes of interest. Tools could also be developed which include the assumptions of each of the
tests and the structures of the study data which would be appropriate. The tool developed in §4.5
was intended to be a basic aid which could be amended and added to over time, and improvement
of this tool could further encourage authors to take steps towards reducing participation bias. It
may even be possible to transform this flowchart tool into a software tool, where users answer a few
basic questions through an online questionnaire, and are guided towards appropriate methods. The
tool could also prompt the user to check the assumptions for the chosen method and if possible,
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could conduct the analysis if the data are provided.
Since CEGs are new to the medical literature and this is the first time they have been applied to
case-control data, there is scope for further development. The analysis of historical case-control
data, particularly relating to non-participation, could be conducted to further utilise data from past
studies as shown with the diabetes data. Study recruitment and data collection in studies can be
very time-consuming, so the full analysis of collected data should be encouraged, and as much
information obtained from them as possible. CEGs could also be applied to future case-control
studies, particularly to draw conclusions regarding non-participation from the adapted graphs.
From one given study it could be possible to draw conclusions about the variable associations
with the outcome, the associations of variable category combinations with the outcome, the
likely mechanism for missing data, the likely values of missing data, how the missing data are
associated with the outcome compared with the recorded data, which types of individuals were
associated with participation, the recruitment approaches which were successful, and to also draw
comparisons with previous studies. The additional benefits of incorporating prior knowledge and
the increased ease of communicating with the clinical expert, should also result in more reliable
conclusions. The application of CEGs could therefore increase in the medical literature.
The approach suggested in Chapter 7 which uses population data in place of the control group
could be further developed. It has already been discussed in §7.5.2 how the method could be
extended, and in §7.5.3 how the confidence intervals could be adapted to account for the possible
limitations in the population data. The extensions in §7.5.2 could be detailed and demonstrated
with examples to show how they could be applied, and the adjustments to the confidence intervals
should be incorporated as part of the method. These developments would further promote the
method and increase its suitability for estimating ORs.
To complement the work in the thesis, R packages (or similar) could be developed to assist with
the analyses proposed. For example, one package could have commands to run the new method
described in Chapter 7 when given the three requirements for each estimate; the exposure in the
population, the size of the population and the number of cases in the population. A second package
could be formed with contains the AHC algorithm for returning stages in the development of a
CEG when given the data, any priors and the equivalent sample size. It could also have a second
command which forms positions from these stages, and ideally would have functions to plot the
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event tree and CEG. Currently the formation of positions and the development of the CEG are
done by hand, which can be time-consuming when there are a large number of variables or variable
categories. In addition, the event trees and CEGs are currently drawn in LATEX which results in
neater figures than other software, but can also be time-consuming.
All examples given in the thesis have been retrospective, as the focus has been case-control
data. Therefore, participation has been affected by factors such as the exposure or outcome of
interest. In prospective studies, participation may influence other variables and hence different
causal structures may be required.38 While not covered here, many of the ideas will be the same,
but further work could draw similarities and differences between the analyses of these two study
types.
While briefly touched on in §7.5.2, further work could be done to accommodate matched case-
control data. This may be applicable to future case-control work, but where the approaches
described in this thesis are applied to historical case-control data, there may be several which
have used a matched design and the implications of this could be investigated, and any changes to
the methods needed could be summarised.
8.9 Summary
This thesis aimed to investigate solutions to reduce participation bias in case-control studies. The
thesis summarised background literature for both case-control studies and participation bias, to
introduce both topics and draw links between them. There was little information available since
2007 for participation bias, so a new review was conducted which summarised the characteristics
of participants and the recruitment techniques which were found to be successful. An assessment
was then conducted, which took the three highest impact-factor epidemiology journals at the time,
to summarise whether participation was possible in typical publications, and what actions were
taken by researchers for this. This aimed to give a snapshot of the current awareness of and
attitudes towards participation bias, to estimate the scale of the problem.
The methods currently used to investigate participation bias were described next and critically
evaluated, with both hypothetical examples plus a diabetes dataset applied. A flowchart was
created which aimed to guide users towards methods which may be suitable for their study, given
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particular data sources. The diabetes data were then used throughout the thesis as a common
theme and as a means by which to compare approaches. The diabetes data were from a real case-
control study conducted in Yorkshire and hence required ethical approval, and problems such as
data cleaning were encountered, as common with real datasets.
Next, chain event graphs were introduced to the case-control literature, where they had not before
been applied. The diabetes data were successfully used with the graphs, particularly to investigate
missingness. To address non-participation and to make the graphs more applicable to case-control
studies, seven adaptations to the graphs were suggested specifically for scenarios encountered
with case-control data. The diabetes data did not have all the required information recorded
and so hypothetical examples were used to illustrate these adaptations. This also highlighted
the information which would need to be recorded to use these adaptations successfully. The chain
event graphs were used to explore the missingness mechanism of any missing data, and used to
estimate not only whether these values were MAR or not, but also what values these missing values
were likely to have taken. The missing category of a variable was also used as an informative
category, so no data were wasted. If data were shown to be MNAR, the previous research on
the methods included in the earlier flowchart tool had identified that there were very few options.
Therefore, the next step in the thesis was to develop a new method which used population data
in place of the control group and hence proposed a method which was suitable when data were
MNAR.
A researcher new to participation bias in case-control studies could use the review in §2.3.5 to
understand factors associated with participation, and DAGs to decide whether participation bias
is a possibility. The article in Chapter 3 could be used to see how non-participation has been
approached in the literature, and the CEGs in Chapters 5 and 6 could be used to investigate non-
participation and whether the data are likely to be MAR. The flowchart in §4.5 could assist with
the selection of a tool to reduce bias, and if the data are found to be MNAR, the population data
method proposed in Chapter 7 could be implemented.
These two participation reviews, the flowchart tool for method selection, the development of a
new method, and the successful application of an existing approach for use with case-control data,
plus the adaptation of this method for more specific uses with case-control data, have formed the
investigation into solutions to reduce participation bias in case-control studies as intended.
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A Diabetes Dataset Details
The diabetes dataset was taken from a case-control study,7 which had recorded cases of children
under 16 years old diagnosed with insulin-dependent diabetes mellitus (IDDM), or type 1 diabetes,
while resident in the area of the former Yorkshire Regional Health Authority, since 1978, with data
collected 1993–1994. The dataset consisted of 196 matched cases and 325 controls (129 matched
triplets and 67 matched pairs) after exclusions; 13 ineligible, 15 refusals and 35 unmatched (6
cases and 29 controls), with cases selected from the Yorkshire Childhood Diabetes Register, and
age and sex matched controls recruited using The Family Health Service Authority through general
practitioner contact.
A.1 Ethical Approval
The data were provided by the principal investigator to investigate whether the published results
might have been affected by participation bias. To obtain this information, ethical approval was
sought through the University of Leeds Research Ethics Committee; see Appendix B.
A.2 Exploratory Analysis
Exploratory analysis was conducted; for understanding, and to ensure the data were complete
and not corrupted. The study outcome was type I diabetes and the study exposures included
caesarean delivery and amniocenteses during pregnancy, chosen as previous analyses concluded
these variables to give significantly raised odds ratios in univariable analyses.7, 449
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A.2.1 The Raw Data
Table 3 in the original study7 showed delivery to contain three categories; normal, assisted and
caesarean. Unfortunately the values in the dataset did not correspond to the published numbers
for normal or assisted births. However, when delivery was dichotomised into caesarean or not, the
values matched, hence two categories were used. The amniocentesis values also differed slightly,
see §A.3.2.
Summaries of the data are shown in Tables A.1 and A.2, and Figure A.1, showing the exposures
are rare, and that higher proportions of cases are found amongst those who were delivered by
caesarean and whose mothers underwent amniocenteses. This is expected for an exposure shown
to be a risk factor for type I diabetes in the original study.7
Exposure With Without
Caesarean 69 452
Amniocentesis 24 497
Table A.1: Diabetes data: Number of mothers with each exposure of interest.
Exposure Caesarean (No) Caesarean (Yes)
Amniocentesis (No) 434 (152 cases) 63 (28 cases)
Amniocentesis (Yes) 18 (10 cases) 6 (6 cases)
Table A.2: Diabetes data: Caesarean and amniocentesis numbers, with number of cases.
A.3 Reproducing the Original Results
The original results were replicated to ensure a fair comparison between the methods used in the
thesis. The relevant variables were read into R303 and univariable analyses performed as in Table
3 of the original study.7
A.3.1 Caesarean
Table A.3 shows that 34196 ≈ 0.17 cases and 35325 ≈ 0.11 controls were delivered by caesarean,
hence agreement of increased odds as concluded in the original study,7 despite the new binary
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Figure A.1: Diabetes data: The cases and controls in each exposure category of interest.
category allocation. The odds ratio can be calculated as 290×34162×35 = 1.74 (2dp), with delivery not by
caesarean as the reference category. Alternatively logistic regression can be used, with the results
in Table A.4 shown as 1.74 (1.04, 2.89). The original study odds ratio was 1.84 (1.09, 3.10) when
the reference category was normal birth. However since assisted birth was also an option, the odds
ratios are expected to differ.
Delivered by Caesarean? No Yes
Controls 290 35
Cases 162 34
Table A.3: Cases and controls in the diabetes data: Caesarean delivery.
Caesarean Estimate Lower 95% CI Upper 95% CI
(Intercept) 0.56 0.46 0.68
Caesarean (Yes) 1.74 1.04 2.89
Table A.4: Odds ratios for the diabetes data calculated using logistic regression: Caesarean.
A.3.2 Amniocentesis
Table A.5 shows that 14 cases and 10 controls has mothers who underwent amniocentesis, whereas
the published results show 13 cases and 6 controls as shown in Table 3.7 However, Table 4 in the
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original study7 lists 13 controls and 9 cases in detail, which is much closer to the numbers found in
Table A.5, possibly suggesting minor disagreement within the article. Table A.5 shows 10325 ≈ 0.03
controls and 14196 ≈ 0.07 cases had mothers who underwent amniocentesis during pregnancy,
explaining the increased odds found in the original article.7 The odds ratio can be calculated as
315×14
182×10 = 2.42 (2dp), with no amniocentesis as the reference category. Again logistic regression
can be used as shown in Table A.6, with an estimate of 2.42 (1.05, 5.57), differing from the original
study estimate of 3.85 (1.34,11.04), which may be due to the disagreement within the article.
Whether the raw data or the published data contained the correct values, both showed an increased
risk of diabetes for those born by caesarean or with mothers who underwent amniocentesis. and
the differences between the datasets were relatively small.
Amniocentesis? No Yes
Controls 315 10
Cases 182 14
Table A.5: Cases and controls in the diabetes data: Amniocentesis.
Amniocentesis Estimate Lower 95% CI Upper 95% CI
(Intercept) 0.58 0.48 0.69
Amniocentesis (Yes) 2.42 1.05 5.57
Table A.6: Odds ratios for the diabetes data calculated using logistic regression: Amniocentesis.
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B Ethical Approval Paperwork: Diabetes Case-Control Study
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Figure B.2: Diabetes data: Ethical approval letter.
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C Breakdown of the Epidemiology Articles Used in Chapter 3
Table A.7: Breakdown of the 81 articles used in Chapter 3, with the table columns ordered. (Epi. = Epidemiology, AJE
= American Journal of Epidemiology, IJE= International Journal of Epidemiology).
Study ID Journal Data Source Method Method 2 Participation Bias Term Category
1 AJE Cohort - - No A
2 AJE Cohort - - No D
3 AJE Cohort - Adjust for variables No I
4 AJE Cohort - Adjust for variables No I
5 AJE Cohort - Adjust for variables No I
6 AJE - - Adjust for variables No I
7 AJE Case-control - Adjust for variables No I
8 AJE - - - No NA
9 AJE - - - No NA
10 AJE - - - No NA
11 AJE - - - No NA
12 AJE - - - No NA
13 AJE - - - No NA
14 AJE Cohort Sensitivity Analysis - No R
15 AJE Cohort Sensitivity Analysis - No R
16 AJE Case-control Stratification - No R
17 Epi Database - - No D
18 Epi Cohort - - No I
19 Epi Cohort - Adjust for variables No I
20 Epi Cohort - Adjust for variables No I
21 Epi Cohort - Sensitivity Analysis No I
22 Epi - - - No NA
23 Epi Database - - No NA
24 Epi - - - No NA
25 Epi Cohort - - No NA
26 Epi - - - No NA
27 Epi - - - No NA
28 Epi - - - No NA
29 Epi - - - No NA
30 Epi - - - No NA
31 Epi - - - No NA
32 Epi - - - No NA
33 Epi - - - No NA
34 Epi - - - No NA
35 Epi - - - No NA
36 Epi - - - No NA
37 Epi - - - No NA
38 Epi - - - No NA
39 Epi - - - No NA
40 Epi Case-control Adjust for variables - No R
41 Epi - Sensitivity Analysis Adjust for variables No R
42 Epi Cohort Sensitivity Analysis Adjust for variables No R
43 Epi Database Stratification - No R
44 IJE - - - No A
45 IJE Cohort - - No A
46 IJE Cohort - - No A
47 IJE Cohort - - No A
48 IJE Database - Adjust for variables No A
49 IJE Cohort - Adjust for variables No A
50 IJE - - - No D
51 IJE - - - No D
52 IJE Database - Adjust for variables No D
Breakdown of the 81 articles used in Chapter 3, with the table columns ordered.
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Table A.7 – Continued.
Study ID Journal Data Source Method Method 2 Participation Bias Term Category
53 IJE - - Sensitivity Analysis No D
54 IJE - Sensitivity Analysis - No D
55 IJE Cohort - - No I
56 IJE Database - - No I
57 IJE Cohort - Adjust for variables No I
58 IJE Cohort - Adjust for variables No I
59 IJE Cohort - Adjust for variables No I
60 IJE Cohort - Sensitivity Analysis No I
61 IJE - - - No M
62 IJE Case-control - Adjust for variables No M
63 IJE - - - No NA
64 IJE - - - No NA
65 IJE - - - No NA
66 IJE - - - No NA
67 IJE Cohort - - No NA
68 IJE Database - - No NA
69 IJE - - - No NA
70 IJE - - - No NA
71 IJE - - - No NA
72 IJE - - - No NA
73 IJE - - - No NA
74 IJE - - - No NA
75 IJE - - - No NA
76 IJE - - - No NA
77 IJE - - - No NA
78 IJE Cohort Sensitivity Analysis - No R
79 IJE Cohort Sensitivity Analysis Adjust for variables Yes R
80 IJE Cohort Sensitivity Analysis Adjust for variables No R
81 IJE Cross-sectional Sensitivity Analysis Adjust for variables No R
The columns, from left to right, are as follows:
1. Study identifier, listing the 81 studies.
2. The journal from which the article was taken.
3. The source of the data in the article.
4. Which method was applied to account for the non-participation.
5. A second method which was applied, which may have been suitable to account for the non-
participation, but which was not stated as being implemented for this purpose.
6. Whether the term “participation bias” was used in the article.
7. The category to which the article was ultimately assigned.
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D Chain Event Graph Supporting Material
D.1 Chain Event Graph Literature Review
D.1.1 Web of Science
The topic search term used in Web of Science130 was "chain event graph*" and the results
follow. None of the nine articles included case-control studies.
1. ˆThe introduction of a subclass for CEGs and an algorithm for the selection of a CEG, with
application to a cohort study.447
2. ˆInformed missingness and CEGs, plus the application to a cohort study.365
3. The application of CEGs to medical data in the form of a cohort study.364
4. ˆCEGs as an alternative to the causal Bayesian network.362
5. A dynamic programming algorithm for learning CEGs.363
6. ˆ Bayesian maximum a posteriori (MAP) model selection of CEGs, i.e. the value which
maximises the probability mass function given the data.361
7. ˆCEGs for causal analysis.389
8. ˆScoring for model selection of CEGs.448
9. ˆThe seminal paper introducing CEGs.21
D.1.2 PubMed
Two PubMed376 searches were conducted. The first contained the two phrases "chain event
graph*" and "case-control" in All Fields, with no results returned. The second
searched simply "chain event graph*" in the Title, with again no results returned.
D.1.3 Scopus
Two Scopus377 searches were conducted, using title-abs-key. The first used the search
terms "chain event graph*" AND "case-control" but returned no results. The
second used only "chain event graph*" and returned 12 articles. Nine articles were
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already returned using Web of Science §D.1.1 and the remaining three are given below, all of
which were conference proceedings. None contained any work using case-control studies.
1. An article,450 which is in fact the same as a previous article363 as shown in the Web of
Science output, just re-listed slightly differently.
2. A theoretical paper introducing the transported CEG which is a subgraph of the CEG.451
3. The evaluation of causal effects using CEGs.444
D.1.4 Google Scholar
A Google Scholar378 search was conducted using the term "chain event graph*" and 37
results were returned as follow (the remaining seven are shown in the Web of Science results with
a superscriptˆ). Here there were some repeats where work was uploaded as a technical report or
presentation, and later as a published article. Again, none used case-control studies with CEGs.
1. A theoretical paper for the identification of the conditional independence structure of models
from the topology of the graph.452
2. A theoretical paper for staged trees.453
3. APFAs as mentioned in §5.1.1.374
4. CEGs for decision analysis.454
5. Potential fellowship for CEGs to explore drop-out in weight loss studies.455
6. Not CEGs, but contains an abstract from a conference where CEGs were presented.456
7. Theoretical paper for Bayesian decision theory.457
8. An article458 with the same content as another search result.374
9. The introduction of the dynamic CEG.375
10. A slideshow introducing CEGs.459
11. An article with the same content as another search result.451
12. The analysis of ecosystem services which includes graphical models.460
13. The introduction of the dynamic staged tree for modelling discrete-valued discrete-time
multivariate processes.461
14. The same content as another search result,461 but from the University repository.
15. A paper on algebraic discrete causal models.462
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16. A PhD thesis entitled “Learning and predicting with chain event graphs”379 where case-
control studies were not used.
17. Technical report on causal analysis with CEGs.446
18. A chapter from a book about causal probability trees.463
19. Conference abstract448 with the same content as an article.361
20. A summary of the basic ideas in algebraic statistics with a brief reference to CEGs.464
21. PhD thesis for the theory and application of CEGs,465 but not using case-control studies.
22. Causal inference PhD thesis,466 again without case-control data.
23. Technical report on causality.467
24. An introduction to CEGs for causal analysis.445
25. An introduction to CEGs, demonstrated with an E. coli example.468
26. Technical report469 with the same content as another search result.468
27. An introduction to the causal manipulation of CEGs.470
28. Probabilistic decision graphs for inference, but not using CEGs.471
29. Software report,472 published before CEGs were published.
D.2 R Code for the Bayesian Agglomerative Hierarchical Clustering Algorithm8
CEG.AHC<-function(exampledata=exampledata ,equivsize=equivsize){
exampledata<-exampledata
equivsize<-equivsize
numbvariables<-dim(exampledata)[2]
numbcat <-c()
for(k in 1:numbvariables){
numbcat <-c(numbcat ,nlevels(exampledata[,k]))
}
numb<-c(1)
for(i in 2:numbvariables){
numb<-c(numb ,prod(numbcat [1:(i-1)]))
}
prior<-c()
for(i in 1:numbvariables){
for(j in 1:numb[i]){
prior<-c(prior ,list(rbind(rep(equivsize/(numbcat[i]*numb[i]),numbcat[i]))))
}
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}
data<-c(list(rbind(table(exampledata[,1]))))
for (i in 2:numbvariables){
for (j in 1:numb[i]){
data<-c(data ,list(rbind(ftable(exampledata[,1:i])[j,])))
}
}
comparisonset <-c()
for (i in 2:numbvariables){
comparisonset <-c(comparisonset ,list(c((sum(numb[1:(i-1)])+1):(sum(numb[1:i]))
)))
}
labelling <-c()
for (k in 1:(numbvariables -1)){
label <-c(1,rep("NA",sum(numb[1:k]) -1))
label<-c(label ,rep(levels(exampledata[,k]),numb[k]))
if (k<(numbvariables -1)){
for (i in (k+1):(numbvariables -1)){
label<-c(label ,rep(levels(exampledata[,k]),each=numb[i+1]/numb[k+1],numb[k+1]
/numbcat[k]))
}
}
labelling<-cbind(labelling ,label)
}
mergedlist <-c()
for (i in 1:sum(numb)){
mergedlist<-c(mergedlist ,list(labelling[i,]))
}
merged1 <-c()
lik<-0
for( i in 1: sum(numb)){
alpha<-unlist(prior[i])
N<-unlist(data[i])
lik<-lik+sum(lgamma(alpha+N)-lgamma(alpha))+sum(lgamma(sum(alpha))-lgamma(
sum(alpha+N)))
}
score<-c(lik)
diff.end<-1
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while(diff.end >0){
difference<-0
for (k in 1:length(comparisonset)){
if(length(comparisonset[[k]]) >1){
for (i in 1:( length(comparisonset[[k]]) -1)){
for (j in (i+1):length(comparisonset[[k]])){
compare1 <-comparisonset[[k]][i]
compare2 <-comparisonset[[k]][j]
result<-lgamma(sum(prior[[compare1]]+prior[[compare2]]))-lgamma(sum(prior[[
compare1]]+data[[compare1]]+prior[[compare2]]+data[[compare2]]))+
sum(lgamma(prior[[compare1]]+data[[compare1]]+prior[[compare2]]+data[[
compare2]]))-sum(lgamma(prior[[compare1]]+prior[[compare2]]))-
(lgamma(sum(prior[[compare1]]))-lgamma(sum(prior[[compare1]]+data[[compare1
]]))+sum(lgamma(prior[[compare1]]+data[[compare1]]))-
sum(lgamma(prior[[compare1]]))+lgamma(sum(prior[[compare2]]))-lgamma(sum(
prior[[compare2]]+data[[compare2]]))+
sum(lgamma(prior[[compare2]]+data[[compare2]]))-sum(lgamma(prior[[compare2]])
) )
if (result > difference){
difference<-result
merged<-c(compare1 ,compare2 ,k)
}
}
}
}
}
diff.end<-difference
if(diff.end >0){
prior[[merged [1]]]<-prior[[merged [1]]]+ prior[[merged [2]]]
prior[[ merged [2]]] <-cbind(NA ,NA)
data[[merged [1]]]<-data[[merged [1]]]+data[[merged [2]]]
data[[ merged [2]]] <-cbind(NA,NA)
comparisonset[[merged [3]]]<-comparisonset[[merged[3]]][-(which(comparisonset
[[merged [3]]]== merged[2]))]
mergedlist[[merged [1]]]<-cbind(mergedlist[[merged[1]]],mergedlist[[merged
[2]]])
mergedlist [[ merged [2]]] <-cbind(NA ,NA)
lik<-lik+diff.end
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score<-c(score ,lik)
merged1<-cbind(merged1 ,merged)
}
}
stages<-c(1)
for (i in 2:numbvariables){
stages<-c(stages ,comparisonset[[i-1]])
}
result<-mergedlist[stages]
newlist <-list(prior=prior ,data=data ,stages=stages ,result=result ,score=score ,
merged=merged1 ,comparisonset=comparisonset ,mergedlist=mergedlist ,lik=lik)
return(newlist)
}
D.3 Adapted Bayesian Agglomerative Hierarchical Clustering Code for Use With
Non-Uniform Priors
CEG.AHC.priors<-function(exampledata=exampledata ,equivsize=equivsize,prior=prior){
exampledata<-exampledata
equivsize<-equivsize
prior<-prior
numbvariables<-dim(exampledata)[2]
numbcat <-c()
for(k in 1:numbvariables){
numbcat <-c(numbcat ,nlevels(exampledata[,k]))
}
numb<-c(1)
for(i in 2:numbvariables){
numb<-c(numb ,prod(numbcat [1:(i-1)]))
}
data<-c(list(rbind(table(exampledata[,1]))))
...
The remainder of the code is the same as in Appendix D.2.
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D.4 Three Variables; Amniocentesis, Caesarean and Diabetes Status
To form the tree, the three variables need to be ordered accordingly; amniocentesis before birth,
caesarean delivery during birth and the disease status detected after birth. The resulting tree is
shown in Figure D.3, labelled with the number of individuals along each edge, with no individuals
following the path of amniocentesis (yes) → caesarean (yes) → diabetes (no). This may be a
coincidence in the study group, or there may be reasoning for this; hypotheses can be generated
and tested for this combination of exposure variables, with diabetes as the outcome.
With the tree as a basis, the data were analysed using the AHC algorithm in §5.2.2.1 implemented
in R.380 The output for the algorithm is shown in Appendix D.5 for reference, and returned
u0 = {s0}, u1 = {s1, s2}, u2 = {s3}, u3 = {s4, s5, s6},
where ui are stages and sj are situations. The situations merged at each iteration can be seen in
Table A.8 along with the resulting score, where the algorithm selects the CEG with the maximum
score. The corresponding staged tree is given in Figure D.4.
Iteration Situations Score
0 - -655.3
1 {s4, s6} -653.1
2 {s5, s6} -652.0
3 {s1, s2} -651.4
Table A.8: Output from the agglomerative hierarchical clustering algorithm: Three variables.
Using the stages in Figure D.4 the positions, wk, can be listed as
w0 = {s0}, w1 = {s1}, w2 = {s2}, w3 = {s3}, w4 = {s4, s5, s6},
since only situations s4, s5, s6 have the same coloured subtrees. Figure D.5 shows the ordinal CEG
resulting from collapsing Figure D.4 over its positions. Vertices s4, s5 and s6 collapse to form
position w4, with vertices s0, s1, s2, s3 forming positions w0, w1, w2, w3 respectively. Vertices s1
and s2 corresponding to positions w1 and w2 are in the same stage, hence there is a dashed line
between them and their corresponding edges are assigned the same colours (as in Figure D.4).
The path from w6 to w∞ denoting controls is given a dotted line since the path is possible but not
populated.
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Figure D.3: Tree for the diabetes dataset, three variables, no missing data.
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Figure D.4: Staged tree for the diabetes dataset, three variables, no missing data.
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Figure D.5: Ordinal chain event graph for the diabetes dataset, three variables, no missing data.
In Figure D.5 the combination of at least one amniocentesis during pregnancy followed by
delivery by caesarean is associated with the greatest proportion of cases (w3) and if there is no
amniocentesis, the diabetes status is independent of whether or not the child was delivered by
caesarean (w4). At least one amniocentesis followed by non-caesarean delivery, leads to the
same vertex as when there is no amniocentesis (w4). The population distribution of caesarean
is indistinguishable for amniocentesis yes/no, since w1 and w2 are in the same stage. All of the
children whose mother had at least one amniocentesis and delivered by caesarean, were cases.
However, since this was only six children, this conclusion should be treated with caution.
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D.5 Example of the AHC Algorithm Output From §D.4
$prior #Uniform Priors
$prior[[1]] #Amniocentesis priors
[,1] [,2]
[1,] 1 1
$prior[[2]] #Caesarean priors
[,1] [,2]
[1,] 1 1
$prior[[3]]
[,1] [,2]
[1,] NA NA
$prior[[4]] #Diabetes priors
[,1] [,2]
[1,] 0.75 0.75
$prior[[5]]
[,1] [,2]
[1,] NA NA
$prior[[6]] #Diabetes priors
[,1] [,2]
[1,] 0.25 0.25
$prior[[7]]
[,1] [,2]
[1,] NA NA
$data
$data[[1]] #Amniocentesis data
no yes
[1,] 497 24
$data[[2]] #Caesarean data
[,1] [,2]
[1,] 69 452
$data[[3]]
[,1] [,2]
[1,] NA NA
$data[[4]] #Diabetes data
[,1] [,2]
[1,] 190 325
$data[[5]]
[,1] [,2]
[1,] NA NA
$data[[6]] #Diabetes data
[,1] [,2]
[1,] 6 0
$data[[7]]
[,1] [,2]
[1,] NA NA
$stages #The four stages returned by
[1] 1 2 4 6 #the algorithm
$result
#The paths in each of the stages
$result[[1]] #Path for first stage
label label #(Amniocentesis stage)
"1" "1"
$result[[2]] #Path for second stage
[,1] [,2]
label "no" "yes"
label "NA" "NA"
#(Two caesarean vertices are
#in the same stage)
$result[[3]
[,1] [,2] [,3]
label "no" "yes" "no"
label "csec" "notcsec" "notcsec"
#Path for third stage -
#leading to three of the
#four diabetes vertices
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$result[[4]]
label label
"yes" "csec"
#Path for fourth stage
#Leading to the diabetes vertex with
#amniocentesis and caesarean
$score
[1] -655.2726 -653.0582 -652.0007 -651.3952
#The scores for the iterations of the algorithm
$merged #Which vertices were merged
merged merged merged
[1,] 4 4 2
[2,] 7 5 3
[3,] 2 2 1
#Read as columns not rows
#Merged vertices 4 and 7 to 2nd non-trivial stage
#Merged vertices 4 and 5 to 2nd non-trivial stage
#Merged vertices 2 and 3 to 1st non-trivial stage
$comparisonset
$comparisonset[[1]]
[1] 2
$comparisonset[[2]]
[1] 4 6
$mergedlist
$mergedlist[[1]]
label label
"1" "1"
#The paths associated with the output in $merged
$mergedlist[[2]]
[,1] [,2]
label "no" "yes"
label "NA" "NA"
$mergedlist[[3]]
[,1] [,2]
[1,] NA NA
$mergedlist[[4]]
[,1] [,2] [,3]
label "no" "yes" "no"
label "csec" "notcsec" "notcsec"
$mergedlist[[5]]
[,1] [,2]
[1,] NA NA
$mergedlist[[6]]
label label
"yes" "csec"
$mergedlist[[7]]
[,1] [,2]
[1,] NA NA
$lik #The final score for the chosen CEG
[1] -651.3952
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