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Self-assembly and cooperative dynamics of a model colloidal gel network
Jader Colombo and Emanuela Del Gado
Department of Civil, Environmental and Geomatic Engineering, ETH Zu¨rich, CH-8093 Zu¨rich, Switzerland
We study the assembly into a gel network of colloidal particles, via effective interactions that yield
local rigidity and make dilute network structures mechanically stable. The self-assembly process can
be described by a Flory-Huggins theory, until a network of chains forms, whose mesh size is on the
order of, or smaller than, the persistence length of the chains. The localization of the particles in the
network, akin to some extent to caging in dense glasses, is determined by the network topology, and
the network restructuring, which takes place via bond breaking and recombination, is characterized
by highly cooperative dynamics. We use NV E and NV T Molecular Dynamics as well as Langevin
Dynamics and find a qualitatively similar time dependence of time correlations and of the dynamical
susceptibility of the restructuring gel. This confirms that the cooperative dynamics emerge from
the mesoscale organization of the network.
I. INTRODUCTION
Gels are disordered elastic materials that can form also
via reversible aggregation and even in extremely diluted
particles suspensions [1, 2]. Their heterogeneous micro-
scopic structure—a particle network holding the solvent
therein—is the result of the complex interplay of aggre-
gation, phase separation and arrested kinetics and the
stress transmission through it under deformation is far
from trivial. Although being able to design the smart
mechanics of these fascinating materials at the level of
their nanoscale components could be ground-breaking for
several technological applications [3–6], there is still lit-
tle theoretical understanding of the physical mechanisms
underlying the development of their mechanical response.
The elastic moduli and the mechanical strength are not
only determined by the solvent-mediated effective inter-
actions between the primary particles, but are also af-
fected by the mesoscale organization of the network and
its topology: local rigidity, connectivity and degree of
heterogeneity of the structure can vary a lot depending on
the system and on the arrest conditions that eventually
lead to gelation. Various internal deformation modes,
in particular the soft ones, depending on the network
topology, may dominate the elastic response [7–9]. The
nonlinear behavior is also a hallmark of the mechanics
of these materials [10, 11]. Nonaffine microscopic de-
formations of the weakly connected structure certainly
play an important role, but here also the possible re-
structuring of the gel network has to be taken into ac-
count. It has been suggested that breaking of weakly
connected parts of the gel structure may be determinant
for the nonlinear response [10, 12] and that their sudden
breaking or recombination produces its structural aging
[13, 14]. Investigations of the microscopic dynamical pro-
cesses indicate slow cooperative dynamics very similar to
the ones of dense glassy systems [14–18] and the dynam-
ical heterogeneities observed in various studies have also
been connected to several aspects of the formation of the
gel structure [19, 20]. The link between structural fea-
tures, microscopic dynamical processes and mechanical
response still needs to be established.
In recent years a number of approaches for simulating
colloidal gelation have been proposed, including short-
range isotropic interactions [21–24], valence-limited and
patchy-particle models [25–27], dipolar particles [28], and
anisotropic effective interactions [18, 29, 30]. We follow
here this latter approach, using an effective interaction
that includes, in the form of a three-body term, the ba-
sic ingredients for a minimal model of particle gels. Us-
ing this approach, we were able to show in a previous
work that bond-breaking events in physical gels strongly
couple to the complex network topology and result in
cooperative dynamics that are absent in chemical gels,
in which bonds are permanent [30]. This is due to the
fact that bond breaking has nonlocal consequences, be-
cause the network structure entails long range correla-
tions: bond breaking is more likely to occur in specific
parts of the network, i.e. its soft parts, but induces an
enhancement of particle mobility and significant particle
rearrangements relatively further away. We expect these
features of restructuring networks to play a crucial role
in the mechanical response of physical gels.
In the present paper we thoroughly analyze the self-
assembly process and the spatial structure of the net-
works obtained within our model, and we present two
main contributions concerning the relaxation dynamics
of colloidal gels. First, we characterize the cooperative
dynamics of the gels by means of the dynamical suscepti-
bility χ4. This quantity has been extensively analyzed in
numerical simulations of dense glassy systems [31], but
it has been relatively less studied in gels [14, 15, 32–35],
in spite of the fact that experimental measures of χ4 in
colloidal gels have already been performed [15, 32]. We
compute χ4 and its dependence on the scattering wave
vector q in networks with varying density, discussing pos-
sible connections with experimental observations. Sec-
ond, we assess to what extent the cooperative dynamics
of the gel are affected by the choice of the microscopic
particle dynamics employed in the simulation (Newto-
nian vs. stochastic, with different conserved quantities).
In fact, in simulations of dense glasses it has been shown
that the amplitude of the dynamical fluctuations depends
both on the statistical ensemble and on the microscopic
particle dynamics adopted [36]. We address this problem
2in our model gel and confirm that the measured dynam-
ical fluctuations, i.e. the peak amplitude of χ4, depend
on the microscopic particle dynamics, but the average
long-time dynamics do not. Nonetheless, the scaling be-
havior of the peak with the scattering wave vector q is
robust with respect to changes in the microscopic dynam-
ics. Overall, we provide evidence that the cooperative
character of the long-time rearrangements in the gel is
determined by its mesoscopic network structure and is
thus a feature appearing irrespective of the nature of the
underlying microscopic dynamics.
The paper is organized as follows. In Sec. II we de-
scribe our model for colloidal gel networks and provide
the details of the numerical simulations we performed.
In Sec. III we analyze the self-assembly process through
which the particles aggregate into stress-bearing perco-
lating networks, and characterize the structure of the re-
sulting gels. Section IV is devoted to the analysis of the
average particle dynamics and relaxation processes. Sec-
tion V deals with dynamical fluctuations and cooperative
dynamics. In Sec. VI we analyze the dependence of our
findings on the microscopic particle dynamics chosen for
the numerical simulation. Finally, in Sec. VII we present
a summary of the main results and some concluding re-
marks.
II. MODEL AND NUMERICAL SIMULATIONS
Dilute colloidal gels are characterized by open and thin
network structures, where particle coordination can be
very low (two to three) [37, 38]. Hence the network con-
nections need to be fairly rigid to support at least their
own weight and experiments have proven that bonds be-
tween the colloidal particles can indeed support signif-
icant torques [39]. We consider these as the two ba-
sic ingredients for a minimal model of particle gel net-
works, in the same spirit as recent work [28, 40, 41],
where anisotropic interactions promote the assembly of
thin open structures and stabilize them at low volume
fraction.
Our model system consists ofN identical particles with
mass m, interacting via the potential
U(r1, . . . , rN ) = ǫ

∑
i>j
u2
(rij
σ
)
+
∑
i
j,k 6=i∑
j>k
u3
(rij
σ
,
rik
σ
) ,
(1)
where rij = rj−ri, ri being the position vector of particle
number i, ǫ sets the energy scale, and σ represents the
particle diameter. Typical values for a colloidal system
are σ = 10− 100 nm and ǫ = 1− 100 kBTr, kB being the
Boltzmann constant and Tr the room temperature [1, 10,
42]. The two-body term u2 consists of a repulsive core
complemented by a narrow attractive well:
u2(r) = A
(
a r−18 − r−16) . (2)
The three-body term u3 confers angular rigidity to the
interparticle bonds and prevents the formation of com-
pact clusters:
u3(r, r
′) = B Λ(r)Λ(r′) exp
[
−
(
r · r′
rr′
− cos θ¯
)2
/w2
]
.
(3)
The intensity of the the three-body interaction decays
with increasing distance from the central particle in ac-
cordance with the radial modulation
Λ(r) =
{
r−10
[
1− (r/2)10]2 r < 2 ,
0 r ≥ 2 . (4)
The potential energy (1) depends on the dimensionless
parameters A, a,B, θ¯, w. In our study the model is not
tailored to any specific colloidal system: we have chosen
these parameters such that for ǫ of the order of 10kBT
the particles start to self-assemble into a persistent par-
ticle network like the one represented in Fig. 1. The data
here discussed refer to A = 6.27, a = 0.85, B = 67.27, θ¯ =
65◦, w = 0.30, one convenient choice to realize this con-
dition.
In the following we will express distance in units of
σ, energy in units of ǫ, time in units of
√
σ2m/ǫ, and
temperature in units of ǫ/kB.
We performed molecular dynamics simulations with
the LAMMPS source code [43], that we have suitably
extended to include the potential (1). We used a cu-
bic simulation box with periodic boundary conditions.
We have investigated systems with number density ρ =
N/V = 0.20, 0.15, 0.10, and 0.05; these correspond to
approximate particle volume fractions φ = 10%, 7.5%,
5%, and 2.5%, respectively. The simulations we will re-
port in the following were performed with 16384 particles
unless stated otherwise. We performed simulations in the
canonical (NV T ) ensemble using the velocity Verlet al-
gorithm coupled to a chain of Nose´-Hoover thermostats,
with a timestep ∆t = 0.005; a typical production run
consisted in 2 · 108 steps. In order to equilibrate the
network we started at high temperature (T = 5.0) and
cooled the system to a prescribed lower temperature over
the course of 2 · 107 timesteps; afterwards, the temper-
ature was kept fixed at the target value. In the range
of temperatures we will report, structural and dynam-
ical quantities did not show any aging with time after
equilibration. In order to investigate the role of differ-
ent microscopic dynamics in our model gel we have also
performed simulations in the microcanonical (NV E) en-
semble, and with Langevin dynamics, using in both cases
the same timestep as for NV T dynamics. For the sim-
ulations in the NV E ensemble we first equilibrated the
system at the target temperature with the Nose´-Hoover
thermostat; we then evolved the system at constant en-
ergy for 2 · 108 steps. In the case of Langevin dynamics
we used a drag force Fi = −mγx˙i with a drag coefficient
γ = 10.0, and a typical production run covered 6 · 108
steps.
In the range of temperatures of interest here, inter-
particle bonds are not permanent: thermal fluctuations
3Figure 1. A snapshot of the particle network forming at num-
ber density ρ = 0.10 (corresponding to an approximate vol-
ume fraction φ = 5%) and temperature T = 0.05. In order to
visualize the network structure of the gel we do not show the
particles, but instead represent the interparticle bonds with
segments. The color code corresponds to the local density
of crosslinks cl0i (see the text for the definition) highlighting
the presence of strongly connected domains (red) and weakly
connected domains (blue).
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Figure 2. Fraction of particles having nc bonds (ranging from
zero to three) as function of temperature, in a gel network
with volume fraction φ = 7.5%.
favor breaking of existing bonds and formation of new
ones between particles that were previously nonbonded.
In order to identify how these processes affect the network
dynamics we have also performed simulations where we
added a narrow potential barrier uc2(r) to the two-body
term (2) of the interaction potential:
uc2(r) = C exp
[−(r − r0)2/δ2] , (5)
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Figure 3. (Main plot) Chain length distribution p(l) for a set
of temperatures in a gel network with particle volume fraction
φ = 7.5%. (Left inset) Average chain length as a function of
inverse temperature at fixed volume fraction φ = 7.5%; the
dashed line represents the relation 〈l〉 ∼ exp[E/(2T )], with
E ≈ 0.7. (Right inset) Average chain length as a function of
volume fraction at fixed temperature T = 0.15; the dashed
line represents the relation 〈l〉 ∼ φ0.6.
with C = 10.0, r0 = 1.2, and δ = 0.01. This enabled us to
switch at will, for the same gel, between a restructuring
network, in which bonds may be broken and created, to a
nonrestructuring one, where the particle connections do
not change over time [18, 44].
III. SELF-ASSEMBLY, SPATIAL
CORRELATIONS AND NETWORK STRUCTURE
Upon lowering the temperature the particles progres-
sively assemble into a network. Pairs of particles sep-
arated by a distance r ≤ rmin ≈ 1.2σ, around which
is centered the first minimum of the radial distribution
function, are considered bonded.[45] The average frac-
tion of particles with nc bonds, p(nc), is shown as a
function of temperature in Fig. 2. At high tempera-
ture most particles do not form any long-lived bond and
exist as monomers (nc = 0), although there is a cer-
tain fraction of transient dimers (nc = 1). Upon low-
ering the temperature chains with an increasing num-
ber of particles begin to form, so that the fraction of
two-coordinated particles increases significantly. We can
distinguish a first regime where p(nc = 2) increases
while p(nc = 1) is roughly constant. Below T ≃ 0.2
chains grow at the expense of dimers and in the region
T . 0.1 the chains branch, with a notable growth of
three-coordinated particles (crosslinks or nodes) at the
expense of two-coordinated particles.
Having defined the chains as clusters of bonded one-
or two-coordinated particles, the fraction of chains with
length l, p(l), is plotted in Fig. 3 (main plot) for dif-
ferent temperatures. For T ≥ 0.1, i.e. before the onset
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Figure 4. (Main plot) Cluster size distribution n(s) for
φ = 7.5% and a set of temperatures. The distribution is
normalized so that
∑
∞
s=1
ns = 1. (Inset) Blue squares: mean
cluster size χ as a function of temperature. Red circles: P ,
fraction of particles belonging to a percolating cluster, as a
function of temperature.
of branching, we expect the chain length distribution to
be well described by a Flory-Huggins (mean field) type
of theory [46, 47], and hence that at relatively low vol-
ume fractions the chain length follows an exponential law
p(l) ∼ exp[−l/〈l〉], with an average 〈l〉 that increases
with lowering the temperature or increasing the density
as 〈l〉 ∼ exp[E/(2T )]φy, in which E is the scission energy
of a chain and y ≈ 0.6. Our data is compatible with the
expected dependence on both the temperature (left inset
of Fig. 3) and density (right inset). When branching of
chains comes into play, i.e. around T ≃ 0.1 in the left in-
set and φ ≃ 7.5% in the right inset, the average chain
length becomes instead progressively smaller with de-
creasing temperature or increasing density, respectively.
To investigate also the regime where branching or
crosslinking of the chains becomes important, we define
more generally clusters that are maximal connected sub-
sets of particles. The fraction n(s) of clusters made of
s bonded particles significantly deviates, at low temper-
atures, from the exponential size distribution typical of
transient, short-lived clusters formed upon particle colli-
sions. It is shown in Fig. 4 for φ = 7.5% and different
temperatures. We also consider that a cluster is percolat-
ing if contains a path connecting a particle to one of its
periodic images. From the high-temperature exponential
law indicating the formation of short-lived clusters upon
particle collisions, by lowering the temperature the clus-
ter size distribution becomes nonmonotonic, with dimers
having a higher statistical frequency than monomers, and
eventually develops a power-law tail, compatible with a
percolation phenomenon [48]. The fraction P of parti-
cles belonging to a percolating cluster shows a sudden
increase when the temperature drops below 0.1, where
the mean cluster size χ, defined as
∑∞
s=1 s
2ns/
∑∞
s=1 sns,
also displays a peak (inset of Fig. 4). For T < 0.1 prac-
1 10
q
1
10
S(
q)
φ=10%
φ=7.5%
φ=5%
φ=2.5%
1/q
1 10
q
1
2
S n
o
de
s(q
)
Figure 5. Structure factor S(q) of the gel (main plot) and of
the nodes alone (inset) for different volume fractions at fixed
temperature T = 0.05.
tically all particles (more than 99%) belong to a single
percolating cluster, that is a persistent, connected net-
work of particles spanning the whole system.
In order to characterize the structure of the network
over different length scales we compute the static struc-
ture factor
S(q) =
〈
1
N
N∑
j,k=1
exp[iq · (rj − rk)]
〉
(6)
that quantifies spatial correlations between particle posi-
tions over distances ≃ 2π/q (where q is in units of σ−1),
regardless of whether they are connected or not through
the network. The high-temperature S(q) is essentially
featureless, but upon lowering the temperature it devel-
ops patterns that allow to follow the network develop-
ment. In Fig. 5 we plot S(q) computed in networks ob-
tained at T = 0.05 for different volume fractions. The
peak at qb ≃ 8 corresponds to distances of the order of the
typical bond length and hence quantifies the contribution
of bonded particles. This is weakly dependent on density
within the range investigated. The peak at q∗ ≃ 2 sig-
nals spatial correlations between particles separated by
distances ≃ 3-5σ. These and, even more, the correlations
over larger length scales are instead significantly affected
by density. For intermediate wave vectors the q−1 behav-
ior expected for linear chains is approached. The depar-
ture from this regime shifts to lower wave vectors upon
lowering the volume fraction, signaling an increase in the
average chain length.
To clarify the origin of the mesoscale correlations and
in particular of the peak at q∗ we compute the mesh size
of the network by evaluating the distribution p(l) of chain
lengths between nodes, which is plotted in Fig. 6 for vari-
ous volume fractions. From the exponential distributions
we extract the average chain length 〈l〉 that gives us an
estimate of the average mesh size of the network, shown
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Figure 6. (Main plot) Chain length distribution p(l) for differ-
ent volume fractions at fixed temperature T = 0.05. (Inset)
Average chain length 〈l〉 as a function of volume fraction.
in the inset. The data show that both the value of 〈l〉
and its dependence on φ are consistent with the position
of the peak at low q in the structure factor.
In addition to the network connectivity, another origin
of mesoscale correlations in the network could be the local
rigidity of the chains. We estimate the persistence length
of the network chains by introducing an orientational
correlation function of the chain bonds, as explained
in the following. Considering a chain of length l in a
given network configuration, we denote by [π0, π1, . . . , πl]
the sequence of particle indices corresponding to the se-
quence of particles forming the chain. The i-th particle-
particle bond in the chain is then bi = rpii+1 − rpii , with
0 ≤ i < l. The correlation function bcorr(d) measures
the coherence between the orientation of two bonds sep-
arated by d particles along the same chain; it is defined
by bcorr(d) = 〈b0 · bd〉, the angular brackets denoting an
average over (i) the set of all chains in a given network
configuration, and (ii) a sequence of configurations sam-
pling the time evolution of the network. The range of the
correlation function is restricted to the maximum chain
length and is therefore density-dependent. The results
are plotted in Fig.7 and compared to the same bond ori-
entational correlations obtained for long, isolated chains,
i.e. chains not embedded in a network: from the expo-
nential decay we obtain a persistence length lp ≈ 4 bonds
(see inset). Being lp ≥ 2π/q∗, we can conclude that cor-
relations over these length scales must be also due to
the persistence length of the chains, that therefore cer-
tainly contributes to the peak at q∗ in the structure fac-
tor. Nevertheless, lp does not change significantly within
the range of densities investigated here, therefore the fact
that the position of the peak moves towards lower q upon
decreasing the density is instead controlled by the mesh
size (or the length of the chains at higher temperatures,
when the network has not formed yet). It is interest-
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Figure 7. (Main plot) Bond orientational correlation func-
tion bcorr(d) for an isolated chain and for chains embedded in
networks with different volume fractions. (Inset) Persistence
length, obtained by fitting an exponential function to bcorr(d)
in the interval 0 ≤ d ≤ 5, as a function of volume fraction.
ing to note that the persistence length of the chains in
the networks is larger than, or of the order of, their con-
tour length, indicating that this gel network could have
features quite similar to semiflexible networks typical of
biopolymer systems [49–51].
The contribution to S(q) of the network nodes alone
is shown in the inset of Fig. 5: the data indicates that
a certain fraction of them are nearest or next-nearest
neighbors, creating densely connected regions. This is
confirmed when we associate to each particle i a local
density of nodes cl0i that measures the number of nodes
lying within a distance of l0 = 5 bonds along the network:
the spatial distribution of cl0i is highly inhomogeneous,
ranging from 0 in loosely connected regions to ≈ 20 in
strongly connected ones [30]. The reader may appreciate
the existence of regions with different density of crosslinks
also by looking at the gel snapshot in Fig. 1. The strong
signal in the node S(q) at small q shows another common
feature of dilute networks, emerging from long-range spa-
tial correlations between nodes across loosely connected
domains [29].
IV. PARTICLE LOCALIZATION IN THE GEL
NETWORK
We first characterize the average single-particle dy-
namics using the mean square displacement (MSD)
〈∆r2(t)〉 =
〈
1
N
N∑
i=1
(ri(t)− ri(0))2
〉
, (7)
which we plot in Fig. 8 for T = 0.05 and different volume
fractions. In the restructuring networks (full lines) 〈∆r2〉
has a transition from a ballistic behavior (∼ t2) at short
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Figure 8. (Main plot) Mean square displacement for different
volume fractions at fixed temperature T = 0.05 in the re-
structuring networks (full lines) and in the nonrestructuring
networks (dashed lines). The volume fraction φ is, from top
to bottom: 2.5%, 5%, 7.5%, and 10%. (Inset) Ratio between
the average blob size and the average cage size as a function
of volume fraction.
times (due to the Newtonian dynamics we use here) to
a diffusive behavior (∼ t) at long times. A pronounced
plateau—corresponding to a time window in which parti-
cles are transiently localized—separates the two regimes.
The point of inflection of the mean square displacement
defines a density-dependent localization time tloc, which
increases from tloc ≈ 20 at φ = 10% to tloc ≈ 400 at
φ = 2.5%. The corresponding localization length, de-
fined as lc = 〈∆r2(tloc)〉1/2, increases from lc ≈ 0.6 to
lc ≈ 6. This type of particle localization is strongly remi-
niscent of the caging in the dynamics of dense glasses [52],
but whereas there this is due to the particles being em-
bedded in a crowded environment, in the gel it is a con-
sequence of the particles being constrained by the net-
work structure. Consequently, the localization length of
the particles can be much larger than the one typical of
dense glasses [53, 54]. Figure 8 in fact shows the mean
square displacements in the nonrestructuring networks
(dashed lines), which up to tloc coincide with the ones
of the restructuring networks; after the localization time
they are instead constant and roughly equal to lc. This
shows that the localization length is mainly controlled
by the network topology (having fixed the effective in-
teractions that stabilize the structure), i.e. the average
fraction of two- and three-coordinated particles. On the
contrary, the long-time diffusion of particles in the gel
hinges on network restructuring. One might think that
the escaping of a particle from its cage is a completely
local process, corresponding to the breaking of one or
more bonds linking the particle to the rest of the net-
work. In order to test this hypothesis we partition the
trajectory of each particle i, starting at time t0 = 0 and
ending at time tf corresponding to the entire simulation
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Figure 9. (Main plot) Probability distribution of the time
intervening between the formation of a bond and its subse-
quent breaking in networks with different volume fractions;
the temperature is fixed at T = 0.05. (Inset) Breaking rate
(inverse of the average breaking time) as a function of the
volume fraction.
window, into a set of blobs, on the basis of changes in
the coordination number of the particle. Whenever the
particle acquires a new neighbor, or it looses an existing
neighbor, the current blob ends and the next one starts:
Bi1 = [t
i
0 = 0, t
i
1], B
i
2 = [t
i
1, t
i
2], . . . , B
i
n = [t
i
n−1, t
i
n = tf ].
We define the size of a blob as the variance of the particle
position over the corresponding time interval:
‖Bik‖2 = 〈r2i (t)〉[ti
k−1
,ti
k
] − 〈ri(t)〉2[ti
k−1
,ti
k
] , (8)
and compute the mean blob size l2b by averaging over the
blobs of all particles:
l2b =
〈‖Bik‖2〉i,k . (9)
This mean blob size quantifies the extent of particle lo-
calization on the time scale typical of changes in the local
particle environment. In the inset of Fig. 8 we plot l2b/l
2
c
as a function of the volume fraction. The data show that
the localization length measured in this way in between
bond-breaking events is of the order of the one detected
by the MSD at volume fractions ≃ 10%, but becomes
significantly smaller than that upon decreasing the vol-
ume fraction. This suggests that the cage effect detected
by the MSD should not be thought of in terms of the
two-three bonds linking the particle to the network, but
rather in terms of a relatively larger portion of the struc-
ture constraining the particle motion.
Useful information on the bond-breaking processes in
the network can be obtained by computing the probabil-
ity distribution (i.e. normalized histogram) of the time
lag between the formation of a bond and its subsequent
breaking, which is shown in Fig. 9; the data refer to
T = 0.05 and various volume fractions φ. One can see
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Figure 10. Incoherent scattering function Fs(q, t) in a re-
structuring network with volume fraction φ = 7.5% and tem-
perature T = 0.05 (symbols), and in the corresponding non-
restructuring network (dashed lines).
that the long-time behavior of the distribution varies sig-
nificantly with φ , suggesting that bond breaking is not
simply a thermally activated process, but is instead sig-
nificantly affected by the large scale structure of the net-
work, which changes with φ, as indicated by the structure
factor (Fig. 5).
We analyze now the spatial dependence of the single-
particle dynamics by computing the incoherent scattering
function
Fs(q, t) = 〈Φs(q, t)〉 , (10)
where 〈. . .〉 indicates a time average and
Φs(q, t) =
1
N
N∑
j=1
exp [−iq · (rj(t)− rj(0))] . (11)
This function quantifies the time correlation in single-
particle displacements over a length scale ≈ 2π/q and a
time lag t. In Fig. 10 we plot Fs(q, t) for a set of wave
vectors at volume fraction φ = 7.5% and temperature
T = 0.05 in a restructuring network (symbols) and in a
nonrestructuring network (dashed lines) with the same
topology. In the restructuring network, for q . 5 the
two-step decay of time correlations indicates a separa-
tion of time scales (i.e. between a fast process and a slow
process) with a plateau corresponding to a localization
regime around a time tloc ≈ 102. This is again strongly
reminiscent of the caging phenomenon in the dynamics of
dense glasses [52], consistent with the time dependence
of the MSD (Fig. 8). Here we can see that the height of
the plateau decreases with increasing wave vector; at suf-
ficiently high wave vector (q & 5) the plateau disappears
completely, indicating that the fast relaxation process is
the only one relevant at small length scales.
The decay of correlations in the restructuring and non-
restructuring networks coincide up to tloc: therefore, the
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Figure 11. Stretching exponent β as a function of the wave
vector q in four networks with different volume fractions; the
temperature is fixed at T = 0.05.
fast relaxation process is due to particle motion—network
“vibrations”—that does not entail breaking of bonds;
this is somewhat similar to cage rattling in glasses. The
decay of correlations after the plateau is instead due to
network restructuring, since it takes place only if bonds
are allowed to break. This decay can be fitted by a
stretched exponential function
Fs(q, t) ∼ exp[−(t/τq)β ] , (12)
where τq is the structural relaxation time and β a q-
dependent stretching exponent. Our data indicate a
strong dependence of the relaxation dynamics on the
length scale set by q. In Fig. 11 we plot the stretching ex-
ponent as a function of the wave vector in four networks
with different volume fraction. At very large length scales
(i.e. low wave vector) the incoherent scattering function
decays exponentially (β ≈ 1) as one would expect for sim-
ple particle diffusion. However, with increasing q within
the range where the plateau is observed the decay of cor-
relations becomes more and more stretched (β < 1): in
all cases β decreases from unity down to 0.70 ÷ 0.75.
These results indicate that the decay of time correlations
changes qualitatively with the size of the region under
analysis: in particular, there is an intermediate range of
wave vectors where relaxation dynamics become complex
and slow. The range of wave vectors where the stretched
exponential decay is observed increases with increasing
volume fraction, suggesting that in networks obtained at
higher φ the correlations in the dynamics may be more
extended. Following the model developed in Ref. 55, we
have used these data to extract the dependence of the lo-
calization length on the volume fraction: within the rela-
tively limited range of volume fractions investigated here,
the results are consistent with the prediction of Krall and
Weitz. Our findings are also reminiscent of the results of
dynamic light scattering experiments conducted on col-
loidal gels and other jammed soft materials, in which
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Figure 12. (Main plot) Comparison between the coherent
scattering function F (q, t) (symbols) and the incoherent part
Fs(q, t) (lines) in a restructuring network with volume fraction
φ = 7.5% and temperature T = 0.05, for a selection of wave
vectors. (Inset) Structural relaxation time τq as determined
from F (q, t) (full line) and Fs(q, t) (dashed line).
they report a two-step decay of dynamical correlators, a
length scale dependence of the slow relaxation dynamics,
and a β exponent decreasing with increasing wave vec-
tor [14, 15, 56]. However, while we find that the decay of
time correlations is exponential at low wave vector and
becomes progressively stretched with increasing q, in the
experiments a compressed decay (β . 1.5) is consistently
reported. This behavior has been connected to microcol-
lapses of the gel structure under the action of internal
stresses driving the aging of the material [13, 14]. The
absence of aging in our model (at least on the time scale
accessible in the simulations) might explain why we do
not observe any compressed exponential behavior.
We have also computed the coherent scattering func-
tion
F (q, t) =
1
NS(q)
N∑
j,k=1
exp [−iq · (rk(t)− rj(0))] , (13)
which provides information on the collective dynamics
of the system and is akin to the intensity autocorrela-
tion function accessible in light scattering experiments.
Figure 12 shows a comparison between F (q, t) (symbols)
and Fs(q, t) (lines) for selected wave vectors in a gel net-
work with volume fraction φ = 7.5% and temperature
T = 0.05. The coherent scattering function follows the
same two-step decay pattern shown by the incoherent
part and already discussed. At high wave vector the two
curves are on top of each other, whereas at low wave
vector F (q, t) decays faster than Fs(q, t). We have eval-
uated the q-dependent structural relaxation time of the
network by computing the area under the relaxation func-
tion: τq =
∫∞
0 F (q, t)dt, where F (q, t) stands either for
F (q, t) or Fs(q, t). The results are shown in the inset of
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Figure 13. Dynamical susceptibility χ4(q, t) in a restructuring
network with φ = 7.5%, T = 0.05.
Fig. 12. At low wave vector the relaxation time deduced
from the incoherent scattering function scales as q−2, sug-
gesting that the large-scale single-particle dynamics are
diffusive. On the contrary, the relaxation time extracted
from the coherent scattering function has a ballistic scal-
ing (τq ∼ q−1), in accordance with experimental results
on gels and other soft materials [14, 15].
Overall our study of the average single-particle dynam-
ics hints in several places to the fact that such dynamics
are strongly affected by the mesoscale organization of
the network, and therefore characterized by long-range
correlations and presumably strong cooperativity. In the
following we quantify these correlations and analyze their
origin.
V. COOPERATIVE DYNAMICS
We analyze the degree of cooperativity in the dynamics
of the gel network by computing the variance
χ4(q, t) = N
[〈|Φs(q, t)|2〉 − 〈Φs(q, t)〉2] . (14)
This dynamical susceptibility detects fluctuations from
the mean degree of correlation in single particle displace-
ments due to spatial correlations of the dynamics, i.e.
to particles undergoing cooperative motion over a dis-
tance ≈ 2π/q and a time t [31, 57, 58]. In Fig. 13 we
plot χ4 as a function of time for a set of wave vectors in
a restructuring network with volume fraction φ = 7.5%
and temperature T = 0.05. At large wave vectors the
curves start from zero, have a peak corresponding to the
localization time tloc ≈ 102, then decay to the asymp-
totic value χ4(q, t → ∞) = 1. The shape of the curves
changes qualitatively for q . q∗, q∗ ≈ 2 being the peak
in the structure factor corresponding to the mesh size of
the network (see Section III). In this regime the curves
display a second peak in correspondence of the structural
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Figure 14. Dynamical susceptibility for the same network as
in Fig. 13, but in which the bonds have been constrained to
prevent network restructuring.
relaxation time τq. Accordingly, the peak shifts at larger
times with decreasing q; at the same time, the ampli-
tude of the peak diminishes. This is again very similar
to what is found in dense glassy suspensions [31]. Fig-
ure 14 shows the dynamical susceptibility for the same
network as in Fig. 13, but in which the bonds have been
constrained so that no restructuring happens. Since the
dynamics of the two systems coincide until the localiza-
tion time is reached, χ4 displays the same features up
to the first peak. Beyond tloc, however, the curves are
markedly different: the second peak is totally lacking in
the constrained network; χ4 reaches instead a plateau
value close to the amplitude of the first peak and there-
fore different from the asymptotic value attained in the
restructuring case (unity), as it is expected for chemi-
cal gels [33, 35, 59]. The comparison between the two
networks indicates that whereas the first peak has to be
ascribed to vibrational motion present in both systems,
the second peak is associated solely to the restructuring
process.
We concentrate now on the peak in the dynamical
susceptibility associated to network restructuring, and
whose q-dependent amplitude is χ∗4(q). In Fig. 15 we
plot χ∗4 as a function of the wave vector in networks as-
sembled at different volume fractions (symbols). The set
of wave vectors shown for each density corresponds to
the q-range where in the restructuring case we are able
to identify the second peak in χ4(q, t), which also coin-
cides with the range where Fs(q, t) displays a stretched
exponential decay (see Fig. 11). In the same plot the
plateau value reached by χ4(q, t) for the same but nonre-
structuring networks is also shown (lines). It is apparent
that the peak value in the restructuring networks is con-
stantly larger than the plateau value in the correspond-
ing nonrestructuring networks, therefore confirming that
the restructuring of the network happens via cooperative
processes that are not present in the nonrestructuring
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Figure 15. Amplitude of the restructuring peak of the dy-
namical susceptibility, χ∗4, as a function of the wave vector
q in four networks with different volume fractions (symbols),
compared to the plateau value of χ4(q, t) in the correspond-
ing nonrestructuring networks (lines). The temperature is
T = 0.05.
case.
Overall, we find that the dynamics of our model
gel are characterized by restructuring-induced hetero-
geneities whose magnitude depends on the length scale
probed by the wave vector q. A q-dependent dynamical
heterogeneity in colloidal gels has indeed been reported
in recent light scattering experiments [15, 60]. It is worth
mentioning that the experiments do not show a peak in
χ4 associated to thermally induced fluctuations of the
gel branches (i.e. the analogous of our first peak), due
to damping of the particle motion through the solvent.
As we will see in the next section, the use of dissipa-
tive microscopic dynamics—which are more appropriate
to model a real colloidal suspension—suppresses the first
peak in our model as well, leaving only the peak due to
restructuring. The amplitude of the restructuring peak
increases roughly linearly with q (see Fig. 15), in accor-
dance with the scaling observed for the dynamical sus-
ceptibility in the experiments reported in Ref. 15.
VI. COMPARISON OF DIFFERENT
MICROSCOPIC PARTICLE DYNAMICS
The overall picture we have obtained so far is that
the restructuring of the gel networks, although due to
individual bond-breaking events, takes place in a coop-
erative fashion. We would like at this point to investi-
gate whether the picture obtained depends on the mi-
croscopic dynamics used in the simulations. In particu-
lar we have so far discussed molecular dynamics simula-
tions performed integrating Newton’s equation of motion,
whereas the real systems are characterized by damped
microscopic dynamics due to the solvent. Newtonian dy-
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Figure 16. (Main plot) Dependence of the mean square dis-
placement on the microscopic particle dynamics in a restruc-
turing (symbols) and non-restructuring (lines) network with
volume fraction φ = 7.5%. The temperature is fixed at
T = 0.05. (Inset) Logarithmic derivative of the mean square
displacement, showing the transition from the initial ballistic
regime to the final diffusive regime (restructuring network) or
the approach to the plateau (nonrestructuring network).
namics allow for a clearer distinction between the dif-
ferent relaxation regimes (respectively due to the vibra-
tional motion and the overall relaxation of the network)
and has therefore simplified our analysis. In dense glassy
systems, it has been shown that the qualitative behavior
of the dynamical susceptibility χ4(q, t) does not change,
but there are a few features that depend indeed on the
microscopic particle dynamics chosen for the numerical
simulation [36].
We have therefore considered the same gel network
and compared three different microscopic particle dy-
namics: NV T , NV E, Langevin. These simulations have
been performed for 4000 particles at volume fraction
φ = 7.5% and temperature T = 0.05. The smaller sys-
tem size is due to the higher computational cost required
by Langevin dynamics; in order to exclude size effects we
consider the same number of particles for all three cases.
In the case of NV T dynamics we used the same thermo-
stat (Nose´-Hoover) and equilibration protocol employed
for the bigger systems, as detailed in Section II. The
NV E simulations were started from a well equilibrated
configuration obtained with NV T dynamics; we checked
that the temperature variation was negligible during the
runs at constant energy. In the case of Langevin dynam-
ics we solved for each particle the equation of motion
mx¨ = Fc + Ff + Fr , (15)
where Fc is the conservative force derived from the po-
tential (1), Ff = −mγx˙ is a frictional force, and Fr ∝√
kBTmγ is a random force due to solvent atoms at a
temperature T bumping into the particle [61, 62]. We
chose γ = 10.0 in reduced units, which we found high
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Figure 17. (Main plot) Incoherent scattering function Fs(q, t)
plotted for q = 1.05 as a function of the reduced time t/τq for
the different microscopic dynamics in a restructuring network
(symbols) and in a nonrestructuring network (lines). (Top
inset) Stretching exponent of the long-time decay of correla-
tions as a function of wave vector. (Bottom inset) Relaxation
time, multiplied by q2, as a function of wave vector.
enough to make a substantial difference with respect to
Newtonian dynamics, yet small enough to enable the sys-
tem to reach full relaxation on a time scale accessible to
simulations.
In Fig. 16 we compare the mean square displacement
〈∆r2〉 (7) for the three microscopic dynamics in a re-
structuring network (symbols) and a nonrestructuring
one (lines). The curves for NV T and NV E coincide,
showing that the two distinct microscopic dynamics re-
sult in virtually identical average particle displacements
over time. In the case of Langevin dynamics, owing to the
microscopic dumping of particle motion, after an initial
segment coinciding with the other two curves the dynam-
ics slow down. In the restructuring network the plateau
is significantly smoothened, resulting in a more gradual
transition from the ballistic to the diffusive regime (see
also the inset of Fig. 16, reporting the logarithmic deriva-
tive d log〈∆r2〉/d log t). In the nonrestructuring network
the three curves reach at long times the same asymptotic
value, showing that the extent of particle localization,
being determined only by the network topology, is inde-
pendent of the microscopic dynamics (the temperature
being equal).
The incoherent scattering function Fs(q, t) (10) is
shown in Fig. 17 for q = 1.05. Time is rescaled by the
structural relaxation time τq =
∫∞
0 Fs(q, t) dt to account
for the trivial slowing down of the relaxation in the case of
Langevin dynamics. We see again that NV T and NV E
dynamics result in equivalent relaxation patterns. In the
restructuring network (symbols) the use of Langevin dy-
namics causes the damping of the short-time vibrational
motion of the network, leading to the disappearance of
the plateau separating this fast relaxation process from
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Figure 18. (Main plot) Dependence of the dynamical suscep-
tibility χ4(q = 1.05, t/τq) on the microscopic dynamics in a
restructuring (symbols) and nonrestructuring (lines) network
(φ = 7.5%, T = 0.05). (Inset) Amplitude of the restructur-
ing peak of the dynamical susceptibility, χ∗4, as a function of
the wave vector q (symbols), compared to the plateau value of
χ4(q, t) in the corresponding nonrestructuring network (lines).
the slower restructuring dynamics. The pattern of long-
time relaxation is instead clearly independent of the mi-
croscopic dynamics, since the three curves fall on top
of each other. A similar behavior has been observed
in simulations of dense glassy systems [61]. As a fur-
ther confirmation we plot in the upper inset of Fig. 17
the stretching exponent β obtained as a function of q
from a fit of a stretched exponential function (12) to the
long-time decay of Fs(q, t). Although the results are not
identical, presumably due to the sensitivity of the result
on the time range chosen for the fit, there is no qualita-
tive difference between the various microscopic dynamics:
the relaxation is exponential at small wave vector, then
becomes more and more stretched (β diminishes) by in-
creasing q. In the lower inset we plot q2τq as a function
of q: in all cases the dynamics are diffusive (τq ∼ q−2) at
low q and ballistic (τq ∼ q−1) at high q. In the case of
Langevin dynamics the transition is smoother, and the
dynamics ballistic only at very high wave vector because
of the microscopic damping. In the nonrestructuring net-
work (lines in the main plot of Fig. 17) the three curves
attain the same asymptotic value, proving again that the
extent of particle caging is not affected by the microscopic
dynamics, but instead set by the network topology.
Finally, we report in Fig. 18 the dynamical suscepti-
bility χ4 (14) for q = 1.05 as a function of the rescaled
time t/τq. Again, NV T and NV E microscopic dynam-
ics produce similar results. In the restructuring network
the curves show two peaks: the first one corresponds
to the localization time tloc and is due to network vi-
brations; the second one corresponds to the relaxation
time τq and arises from network restructuring (see Sec-
tion V). In the case of Langevin dynamics the first peak
disappears completely, presumably due to the damping of
the vibrations of the network strands. The restructuring
peak is still present, but its amplitude is smaller than the
one of the peaks of NV T and NV E dynamics. We there-
fore conclude that dynamic fluctuations with stochastic
microscopic dynamics are quantitatively different from
the fluctuations obtained with deterministic microscopic
dynamics, a fact that has already been pointed out for
dense glassy systems in Ref. 36. In the same work the
authors additionally found that at low enough tempera-
ture the fluctuations for NV T and NV E deterministic
dynamics also differ (the latter being roughly equivalent
to Langevin dynamics in terms of dynamic fluctuations).
In our gel network—at least at the state point that we
have analyzed—the two deterministic dynamics produce
instead similar results; it might be that lower tempera-
tures and/or higher densities are required to observe a
difference as big as the one reported for the dense glass.
In the nonrestructuring network all three curves attain
the same plateau value at large time, which is consistent
with the results in Figs. 16 and 17.
In the inset of Fig. 18 we plot the amplitude of the
restructuring peak of the dynamical susceptibility, χ∗4,
as a function of the wave vector q (symbols), compared
to the plateau value of χ4(q, t) in the nonrestructuring
network (lines). Irrespective of the microscopic particle
dynamics, at low wave vector the restructuring process
is characterized by a degree of cooperativity larger than
the one that might be explained by simple network vibra-
tions. We also note that in all three cases the amplitude
of the restructuring peak scales roughly linearly with the
wave vector at low q, again in accordance with the ex-
perimental findings in Ref. 15.
VII. SUMMARY AND CONCLUSIONS
In this work we have analyzed via numerical simula-
tions the self-assembly, the structure, and the coopera-
tive dynamics of model colloidal gels. In the spirit of
other recent works, our model uses anisotropic effective
interaction to stabilize thin stress-bearing networks at
low particle volume fractions. Starting from a colloidal
gas at high temperature, upon lowering the temperature
the particles first aggregate into chains, a process that is
well described by a Flory-Huggins type of mean field the-
ory. At low enough temperature the chains cross-link and
percolate, leading to dynamically arrested networks, i.e.
gels. Although in reality there is a variety of pathways
to gelation (involving, for instance, arrested spinodal de-
composition [2]), our assembled networks capture a few
distinctive traits of real colloidal gels. In addition to
analyzing the structure factor, we also observed that the
spatial distribution of crosslinks is not homogeneous, but
shows spatial correlations ascribable to the interactions
stabilizing the network. This is probably a distinctive
feature of physical gels, in which crosslinking is driven by
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the same interparticle interactions that lead to the aggre-
gation, whereas in chemical gels irreversible crosslinking
is usually initiated at random locations throughout the
sample. In the range of temperatures that we have simu-
lated the interparticle bonds are not permanent: thermal
fluctuations favor the breaking of existing bonds and the
formation of new bonds. Thus the networks restructure
over time, an inherent feature of colloidal gels. Since the
persistence length of the chains in our model is of the
order of, or greater than, the average chain length, our
networks have interesting similarities with fiber gels such
as semiflexible biopolymer networks [49, 50].
The structural relaxation of the networks as measured
by the average particle dynamics follows a two-step de-
cay pattern reminiscent of glassy dynamics: two relax-
ation processes taking place on different time scales are
separated by an intermediate plateau. By comparing the
dynamics of gels differing only in the possibility to re-
structure, we have been able to show that the fast relax-
ation process corresponds to fluctuations of the network
strands that do not entail any breaking of bonds; on the
contrary, the final decay of correlations is caused by the
restructuring of the network. The plateau separating the
two regimes is again reminiscent of the caging effect in
dense glasses: whereas in the glass the caging arises be-
cause of the crowding of the particles, in the gel it is a
consequence of the particles being embedded in the net-
work structure through relatively long-lived bonds. How-
ever, escaping from the cage is not to be merely identified
with the breaking of the local bonds connecting a particle
with its neighbors; instead, it is a process that involves
a much larger environment, i.e. the restructuring of the
whole network. As we have shown in Ref. 30 this happens
in a cooperative fashion because breaking of interparticle
bonds has nonlocal consequences, in the sense that it af-
fects the displacements of particles located in regions of
the gel different from the one where the breaking event
originated.
The cooperative nature of the network restructuring
translates into a length-scale dependent relaxation be-
havior. The final decay of correlations measured by the
incoherent scattering function Fs(q, t) is exponential at
low wave vector, but becomes more and more stretched
by increasing q in the range of wave vectors that is able to
capture the glassy dynamics. In the same range of wave
vectors the dynamical susceptibility χ4(q, t) displays in
the restructuring gels a pronounced peak corresponding
to the structural relaxation time τq, whereas it saturates
to a much lower plateau in the nonrestructuring case.
The amplitude of the restructuring peak scales as q−1 at
low wave vector.
We have performed simulations with different choices
of the statistical ensemble and of the microscopic par-
ticle dynamics: Newtonian dynamics at constant energy
(NV E) and temperature (NV T ), and stochastic dynam-
ics at fixed temperature (Langevin). We observed that
the absolute value of the restructuring peak of χ4 when
using stochastic dynamics is different from the ones ob-
tained with Newtonian dynamics, in accordance with ear-
lier observations made in a dense glass [36]. Nevertheless,
the pattern of the long-time relaxation of the gel is robust
with respect to the choice of microscopic dynamics and
statistical ensemble: the stretching exponents, the scal-
ing of the relaxation time with the wave vector, and the
q-dependence of the peak amplitude of χ4 are very similar
in the three cases. In this respect, although the choice of
a damped microscopic dynamics such as Langevin might
appear more relevant for modeling the real system (in
which the particles are embedded in a solvent) Newtonian
dynamics has the advantage of being less demanding in
terms of computational resources, and enables as well a
sharper separation of the short-time vibrational dynam-
ics from the long-time restructuring process. Therefore,
whenever the interest lies in the long-time properties of
the gel the choice of Newtonian microscopic dynamics is
legitimate.
There is one aspect of the real system that we have
completely ignored: hydrodynamics. It has been shown
that many-body hydrodynamic interactions can promote
gelation, or lower the colloid volume fraction threshold
for percolation, as compared to their absence; they also
appear to influence the morphology of the particle clus-
ters forming during the aggregation [63]. Although the
results discussed here support the idea that the long-time
glassy and cooperative dynamics should not be quanti-
tatively changed by hydrodynamics, these recent works
suggest that hydrodynamics may significantly affect the
kinetic path to gelation, leading to possibly strong dif-
ferences in the structure of the gel network, and these
changes may in turn eventually affect the microscopic
cooperative processes. This point requires further inves-
tigations.
The dynamics of our model system encompass many of
the distinctive traits that have been measured in real col-
loidal gels with the use of advanced light scattering tech-
niques [15, 32]: the structural relaxation time extracted
by the coherent scattering function shows a ballistic scal-
ing with the wave vector at low q (τq ∼ q−1); in the same
range of wave vectors the peak value of the dynamical
susceptibility has a linear q-dependence (χ∗4 ∼ q); the
final decay of correlations after the plateau is nonexpo-
nential, with a β exponent decreasing with increasing
wave vector. However, while in our model the decay is
stretched (β . 1), in the experiments a compressed re-
laxation (β & 1) is observed, a behavior that should be
ascribed to the aging of the material under the effect
of internal stresses quenched in the gel structure during
solidification [13, 14]. Hence to investigate this part of
the relaxation dynamics, deeply quenched gel configura-
tions should be analyzed. The authors of Ref. 15 propose
that the slow relaxation dynamics of a colloidal gel and
the associated dynamical fluctuations result from a se-
ries of discrete, instantaneous rearrangement events tak-
ing place inside the gel volume as a consequence of the
progressive relaxation of internal stresses. The average
degree of correlation F (q, t) and the related dynamical
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susceptibility χ(q, t) can therefore be quantitatively con-
nected with the number of such events taking place in
a time interval t. If in our model gel we identify the
elementary rearrangement event with the breaking of a
single bond, then an elementary event can have quite
different effects depending on the local environment of
the broken bond [30]. Hence the structural relaxation of
our gel, although clearly correlated to bond breaking, is
not simply determined by the total number of breaking
events taking place in a specified time interval. This sug-
gests that the elementary rearrangements events to be
considered might correspond to processes that are more
complex than the breaking of individual bonds.
[1] V. Trappe, V. Prasad, L. Cipelletti, P. Segre, and
D. Weitz, Nature 411, 772 (2001).
[2] P. J. Lu, E. Zaccarelli, F. Ciulla, A. B. Schofield,
F. Sciortino, and D. A. Weitz, Nature 453, 499 (2008).
[3] L. Di Michele, F. Varrato, J. Kotar, S. H. Nathan,
G. Foffi, and E. Eiser, Nature communications 4 (2013).
[4] S. Sacanna, M. Korpics, K. Rodriguez, L. Colo´n-
Mele´ndez, S.-H. Kim, D. J. Pine, and G.-R. Yi, Nature
communications 4, 1688 (2013).
[5] C. Yan, A. Altunbas, T. Yucel, R. P. Nagarkar, J. P.
Schneider, and D. J. Pochan, Soft Matter 6, 5143 (2010).
[6] B. Capone, I. Coluzza, F. LoVerso, C. N. Likos, and
R. Blaak, Phys. Rev. Lett. 109, 238301 (2012).
[7] S. Alexander, Physics Reports 296, 65 (1998).
[8] A. Widmer-Cooper, H. Perry, P. Harrowell, and D. R.
Reichman, Nat. Phys. 4, 711 (2008).
[9] M. Wyart, H. Liang, A. Kabla, and L. Mahadevan, Phys-
ical review letters 101, 215501 (2008).
[10] M. Laurati, S. Egelhaaf, and G. Petekidis, J. Rheol. 55,
673 (2011).
[11] G. S. Grest, M. Pu¨tz, R. Everaers, and K. Kremer, Jour-
nal of non-crystalline solids 274, 139 (2000).
[12] N. Koumakis and G. Petekidis, Soft Matter 7, 2456
(2011).
[13] J. Bouchaud and E. Pitard, Eur. Phys. J. E 6, 231 (2001).
[14] L. Cipelletti, L. Ramos, S. Manley, E. Pitard, D. Weitz,
E. E. Pashkovski, and M. Johansson, Faraday Discus-
sions 123, 237 (2003).
[15] A. Duri and L. Cipelletti, EPL (Europhysics Letters) 76,
972 (2006).
[16] A. Fierro, E. D. Gado, A. de Candia, and A. Coniglio,
J. Stat. Mech. , L04002 (2008).
[17] E. Del Gado and W. Kob, Phys. Rev. Lett. 98, 028303
(2007).
[18] S. Saw, N. L. Ellegaard, W. Kob, and S. Sastry, Phys.
Rev. Lett. 103, 248305 (2009).
[19] E. D. Gado and W. Kob, J. Non-Newtonian Fluid Mech.
149, 28 (2008).
[20] E. Del Gado and W. Kob, Europhys. Lett. 72, 1032
(2005).
[21] V. Testard, L. Berthier, and W. Kob, Physical Review
Letters 106, 125702 (2011).
[22] P. Charbonneau and D. R. Reichman,
Phys. Rev. E 75, 050401 (2007).
[23] H. Tanaka and T. Araki,
EPL (Europhysics Letters) 79, 58003 (2007).
[24] G. Foffi, C. De Michele, F. Sciortino, and P. Tartaglia,
The Journal of chemical physics 122, 224903 (2005).
[25] E. Zaccarelli, I. Saika-Voivod, S. V. Buldyrev, A. J.
Moreno, P. Tartaglia, and F. Sciortino, The Journal of
chemical physics 124, 124908 (2006).
[26] F. Sciortino and E. Zaccarelli, Current Opinion in Solid
State and Materials Science 15, 246 (2011).
[27] L. Rovigatti and F. Sciortino, Molecular Physics 109,
2889 (2011).
[28] R. Blaak, M. Miller, and J. Hansen, Europhys. Lett. 78,
26002 (2007).
[29] E. Del Gado and W. Kob, Soft Matter 6, 1547 (2010).
[30] J. Colombo, A. Widmer-Cooper, and E. Del Gado,
Phys. Rev. Lett. 110, 198301 (2013).
[31] L. Berthier, G. Biroli, J.-P. Bouchaud, L. Cipelletti, and
W. van Saarloos, Dynamical heterogeneities in glasses,
colloids, and granular media (Oxford University Press,
2011).
[32] A. Duri, H. Bissig, V. Trappe, and L. Cipelletti,
Phys. Rev. E 72, 051401 (2005).
[33] T. Abete, A. de Candia, E. Del Gado, A. Fierro, and
A. Coniglio, Phys. Rev. Lett. 98, 088301 (2007).
[34] A. Coniglio, T. Abete, A. de Candia, E. Del Gado, and
A. Fierro, Journal of Physics: Condensed Matter 20,
494239 (2008).
[35] T. Abete, A. de Candia, E. Del Gado, A. Fierro, and
A. Coniglio, Phys. Rev. E 78, 041404 (2008).
[36] L. Berthier, G. Biroli, J.-P. Bouchaud, W. Kob,
K. Miyazaki, and D. Reichmann, Journal of Chemical
Physics 126, 184503 (2007).
[37] C. J. Dibble, M. Kogan, and M. J. Solomon, Phys. Rev.
E 77, 050401 (2008).
[38] T. Ohtsuka, C. P. Royall, and H. Tanaka, Europhys.
Lett. 84, 46002 (2008).
[39] J. Pantina and E. Furst, Phys. Rev. Lett. 94, 138301
(2005).
[40] E. Del Gado and W. Kob, Phys. Rev. Lett. 98, 28303
(2007).
[41] S. Saw, N. Ellegaard, W. Kob, and S. Sastry, J. Chem.
Phys. 134, 164506 (2011).
[42] V. Prasad, V. Trappe, A. D. Dinsmore, P. N. Segre,
L. Cipelletti, and D. A. Weitz, Faraday Discuss. 123,
1 (2003).
[43] S. Plimpton, J. Comp. Phys. 117, 1 (1995).
[44] I. Saika-Voivod, E. Zaccarelli, F. Sciortino,
S. V. Buldyrev, and P. Tartaglia,
Phys. Rev. E 70, 041401 (2004).
[45] Since we will be interested in detecting the breaking and
the formation of bonds over the course of time, we find
it convenient to adopt a bond criterion with hysteresis,
which helps in reducing false positives due to vibrations
of the bonds: two particles are considered bonded as soon
as their distance becomes smaller than a first threshold
ra = 1.1, but an existing bond is considered broken only
when their distance becomes larger than a second thresh-
old rb = 1.3. We stress that this is just a criterion used
for the purpose of data analysis: there is no such dis-
tinction between bonded and nonbonded particles in the
14
potential (1). All results discussed here are not sensitive
to the specific choice of ra and rb, as long as they bracket
rmin.
[46] P. G. De Gennes, Scaling concepts in polymer physics
(Cornell university press, 1979).
[47] M. Cates and S. Candau, Journal of Physics: Condensed
Matter 2, 6869 (1990).
[48] D. Stauffer and A. Aharony, Introduction to percolation
theory (CRC press, 1994).
[49] M. Das, F. C. MacKintosh, and A. J. Levine,
Phys. Rev. Lett. 99, 038101 (2007).
[50] C. P. Broedersz, M. Sheinman, and F. C. MacKintosh,
Phys. Rev. Lett. 108, 078102 (2012).
[51] C. Cyron, K. Mu¨ller, K. Schmoller, A. Bausch, W. Wall,
and R. Bruinsma, EPL (Europhysics Letters) 102, 38003
(2013).
[52] W. Go¨tze, Complex Dynamics of Glass-Forming Liquids,
International Series of Monographs on Physics, Vol. 143
(Oxford University Press, 2009).
[53] E. Zaccarelli, S. Buldyrev, E. La Nave, A. Moreno,
I. Saika-Voivod, F. Sciortino, and P. Tartaglia, Phys.
Rev. Lett. 94, 218301 (2005).
[54] C. De Michele, E. Del Gado, and D. Leporini, Soft Mat-
ter 7, 4025 (2011).
[55] A. H. Krall and D. A. Weitz,
Phys. Rev. Lett. 80, 778 (1998).
[56] L. Cipelletti, S. Manley, R. Ball, and D. Weitz, Physical
review letters 84, 2275 (2000).
[57] C. Donati, S. Franz, S. Glotzer, and G. Parisi, Journal
of Non-Crystalline Solids 307, 215 (2002).
[58] N. Lacevic, F. Starr, T. Schroeder, and S. Glotzer, Jour-
nal of Chemical Physics 119, 7372 (2003).
[59] P. M. Goldbart, H. E. Castillo, and A. Zippelius, Ad-
vances in Physics 45, 393 (1996).
[60] V. Trappe, E. Pitard, L. Ramos, A. Robert, H. Bissig,
and L. Cipelletti, Phys. Rev. E 76, 051404 (2007).
[61] T. Gleim, W. Kob, and K. Binder,
Phys. Rev. Lett. 81, 4404 (1998).
[62] M. P. Allen and D. Tildesley, Computer simulation of
liquids (Clarendon Press, Oxford, 1989).
[63] A. Furukawa and H. Tanaka,
Phys. Rev. Lett. 104, 245702 (2010).
