Abstract. Let 1 = z 1 ≥ |z 2 | ≥ · · · ≥ |zn| be n complex numbers, and consider the power sums sν = z 1 ν + z 2 ν + · · · + zn ν , 1 ≤ ν ≤ n. Put Rn = min max 1≤ν≤n |sν|, where the minimum is over all possible complex numbers satisfying the above. Turán conjectured that Rn > A, for A some positive absolute constant. Atkinson proved this conjecture by showing Rn > 1/6. It is now known that 1/2 < Rn < 1, for n ≥ 2. Determining whether Rn → 1 or approaches some other limiting value as n → ∞ is still an open problem. Our calculations show that an upper bound for Rn decreases for n ≤ 55, suggesting that Rn decreases to a limiting value less than 0.7 as n → ∞.
Introduction
Let z 1 , z 2 , . . . , z n be complex numbers and let (1) s ν = n k=1 z k ν be the νth (pure) power sum of these n complex numbers. Turán initiated the study of the problem of determining how small |s ν | can be for all ν in some range and z k satisfying various conditions. Depending on the conditions imposed on the range of values of ν and z k , and also on the norm used in obtaining the lower bound, many interesting problems arise, see [8, . We are concerned with the problem of determining how small |s ν | can be for all 1 ≤ ν ≤ m and for any configuration of complex numbers satisfying (2) 1 = z 1 ≥ |z 2 | ≥ · · · ≥ |z n |.
This condition on the z k 's is not particularly restrictive since many more general problems can quickly be reduced to this case. We let i.e., R n (m) is the min-max of the absolute value of the first m power sums of n complex numbers satisfying (2) . Since the maximum is nondecreasing with m, we see that R n (m) is nondecreasing in m. Taking z k = e(k/n), for 1 ≤ k ≤ n, where e(u) = e 2πiu , we see that s ν = 0 for 1 ≤ ν ≤ n − 1. Therefore,
The first case of interest is thus when m = n, the min-max of n complex numbers over the first n power sums. For this case, denote
Turán conjectured in 1938 that R n is bounded below by an absolute constant for all n. This conjecture was proved by Atkinson [1] in 1961, where he obtained
Atkinson subsequently improved his result to R n > 1/3 and also obtained a somewhat larger lower bound for some n [2] . Very recently, Biró [3] found an elegant elementary argument which shows
On the other hand, Komlós, Sárközy, and Szemerédi [4] showed that
for all sufficiently large n. In view of these results the main question to be examined is whether R n → 1 as n → ∞ or whether it decreases to some limiting value. Both possibilities have been suggested, and it appears Turán himself has at various times conjectured both possibilities [8, p. 30 2 satisfies the equation
Determination of R 3 is much harder. Lawrynowicz [6] determined R 3 algebraically in 1960, and obtained the numerical value given above in 1967 [7] . The value (R 3 ) 2 satisfies the equation
In this paper we report on some computations which extend our knowledge of R n and suggest that R n decreases to a limiting value. Our results are summarized in the following theorem. Table 1 . These numbers are accurate to 20 digits.
The computational scheme
Our method for computing R n is due to Lawrynowicz [6] . He proved that among the extremal configurations of points z k which takes on the value R n , there is always a configuration with
This is possibly the only type of configuration where R n is attained, but this is not known. Consequently, we can formulate the computing of R n as a Lagrange multiplier problem. To compute R n , let
Then the equation R n = |s 1 | is satisfied at a critical point of F . To obtain this critical point, we need to solve the system of 3n − 3 equations
Each equation is a polynomial in 3n − 3 variables of degree ≤ 2n in each variable. For example, when n = 2 we have
, and our system is
This system may be solved by hand; equations (11a) and (11b) imply 1 + 2x 2 = x 2 2 + y 2 2 . From equation (11c) we get x 2 = (1 ± √ 5)/4, and y 2 = ± √ 3x 2 . The value y 2 = 1+ √ 5 is outside the unit circle. Therefore the value for R 2 is 3 − √ 5, which is obtained when x 2 = (1 − √ 5)/4, and y 2 = ± √ 3x 2 . This example illustrates one of the procedures we use to compute R n . To find the critical points of (10), Newton's method is used. At each critical point we compute |s 1 |; the smallest such value is R n . As will be described below, we cannot actually carry this procedure out completely. What we actually compute is a configuration which is likely to give the value R n , and this configuration of points, independent of the computational scheme, can be checked to give a small value for M n , and thus provides a rigorously proven upper bound for R n .
The computation
All of our computations make use of Mathematica. The system of equations (10) is solved numerically using a Newton iterative scheme which converges quadratically to the solution that is closest to the given initial guess. To obtain all solutions of (10) with M n < 1, random initial guesses are used in Newton's method. The program is run with thousands of different random initial guesses and continued until no further new critical points are obtained in over several thousand runs. For n = 3, only two critical points are found, one of which gives Lawrynowicz's solution, and the other is outside the unit circle with the value 1.374 . . . . Proceeding in this fashion, we compute the critical points for n = 4, 5, 6. The resulting smallest values for M n at the critical points are listed in Table 2 . By the time n = 6, 56 critical points with M n < 1 and 125 critical points with M n < 1.45 are found. This procedure does not ensure that the values in Table 2 are a complete list of all critical points. At n = 7, the scheme of using random initial guesses in Newton's algorithm for solving (10) is infeasible for finding R n . First, the Newton algorithm will only converge infrequently, and second, there are large numbers of critical points. This algorithm, for n = 7, took several months of CPU time before yielding the value given in Table  1 .
Table 2
Values of M n < 1 at critical points (not all 56 values found for n = 6 shown) We can draw two conclusions from these calculations. First, because of the small number of critical points with M 4 ≤ 1, it may be possible but very laborious to prove that the upper bound for R 4 in Table 1 is actually equal to R 4 . Secondly, because the next smallest value of M n found for n = 4, 5, 6 is considerably larger than the smallest value, it is very likely that the numbers in Table 1 are the correct values for R 4 , R 5 , and R 6 .
To go beyond n = 6 we use information obtained from our extremal configurations for n = 3, 4, 5 and 6. These are shown in Figures 1a and 1b. The power sums display a very regular pattern and they lie on a circle as required by equation (8) . In every case we find that they move from s 1 to s n in order, clockwise, starting from the top position. Further, as n increases the points shift in a regular pattern. By computing difference tables we obtained a guess for the case n = 7. That is, we obtain s k , 1 ≤ k ≤ 7. One can then obtain the z's from the s's by solving the following equations: 
The a k 's are computed by (13) using the s's determined by our difference procedure. From (12), p(z) is obtained. Newton's method is then used to find the roots z k of p(z). These z k 's are used as the initial starting guess for the Newton method used to solve (10). In practice, we found that Newton's method with this initial guess converged immediately to the answer. This procedure was used to compute Table  1 up to n = 36. At this point, the Newton method used to obtain the z's from the s's in (12) and (13) takes a considerable amount of CPU time. Instead, since the z configuration is now very regular, we use an interpolation routine to guess the new z's from our previous results directly, bypassing equations (12) and (13). By this point it is also possible to obtain at once guesses for the z k 's not just for the next n, but for the next five n with sufficient accuracy. These points are used as initial guesses in the Newton algorithm to solve (10). Using this procedure we compute up to M 50 .
When we compute the power sums directly from our guess of z k 's, without first solving (10), we obtain slightly higher values for M n . In particular, using the configurations for n ≤ 50 we obtain R 51 ≤ 0.70344665, R 52 ≤ 0.7032078, R 53 ≤ 0.702982, R 54 ≤ 0.70281, and R 55 ≤ 0.702871. In comparison, for the case of n = 55, if the configuation obtained above is used as the initial guess to Newton's algorithm to solve (10) the value R 55 ≤ 0.702532 . . . in Table 1 is obtained. The first 50 configurations give guesses for the z k 's with M n < 1 for n ≤ 62.
Conclusions
From our calculations, it is likely that R n decreases to a limiting value. In Figure  2 we display some of the extremal solutions found by our calculations. The extremal configuration of z's are converging to a limiting configuration. On the other hand, the distribution of the power sums has not developed sufficiently to predict the ultimate pattern it will take. 
