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INTRODUCTION
The major drawback of the classical adjustment method is the potential limitation of the domain of application of the adjusted data since adjustments are made on multigroup data, and the multigroup structure, the neutron spectrum used as weighting function and the code used to process the basic data file are significant constraints.
A new approach has been developed in order to adjust physical parameters and not multigroup nuclear data, the objective being now to correlate the uncertainties of some basic parameters that characterize the neutron cross section description, to the discrepancy between calculation and experimental value for a large number of clean, high accuracy integral experiments.
This new approach is the first attempt to build up a link between the wealth of precise integral experiments and basic theory of nuclear reactions. A large amount of exceptionally precise integral measurements has been accumulated over last 50 years. These experiments were driven by the necessities of nuclear applications but were never fully exploited for improving predictive power of nuclear reaction theory. Recent advances in nuclear reaction modeling and neutron transport calculations, combined with sensitivity analyses methods offer a reasonable possibility of de-convoluting results of the integral experiments in a way to obtain feedback on parameters entering nuclear reaction models. Essential ingredients of such a procedure will be covariances for model parameters and sensitivity matrices. The latter will provide direct link between reaction theory and integral experiments. By using integral reactor physics experiments (meter scale), information is propagated back to the nuclear level (femtometers) covering a range of more than 13 orders of magnitude.
The assimilation procedure results in more accurate and more reliable evaluated data files that will be of universal validity rather than tailored to a particular application. These files will naturally come with cross section covariances incorporating both microscopic an integral measurements as well as constrains imposed by the physics of nuclear reactions. Thus, these covariances will encompass the entire relevant knowledge available at the time of evaluation.
On the physics side, the assimilation improves knowledge of model parameters, increasing the predictive power of nuclear reaction theory and it would bring a new quality into nuclear data evaluation as well as refinements in nuclear reaction theory.
THEORY
The classical "statistical adjustment" techniques [1, 2, 3] provide adjusted multigroup nuclear data for applications, together with new, improved covariance data and reduced uncertainties for the required design parameters, in order to meet target accuracies.
One should, however, set up a strategy to cope with the drawbacks of the methodology, which are related to the energy group structure and energy weighting functions adopted in the adjustment.
In fact, the classical statistical adjustment method can be improved by "adjusting" reaction model parameters rather than multigroup nuclear data. The objective is to associate uncertainties of certain model parameters (such as those determining neutron resonances, optical model potentials, level densities, strength functions, etc.) and the uncertainties of theoretical nuclear reaction models themselves (such as optical model, compound nucleus, pre-equilibrium and fission models) with observed discrepancies between calculations and experimental values for a large number of integral experiments. The experiments should be clean (i.e., well documented with high QA standards) and high accuracy (i.e., with as low as possible experimental uncertainties and systematic errors), and carefully selected to provide complementary information on different features and phenomena, e.g., different average neutron spectrum energy, different adjoint flux shapes, different leakage components in the neutron balance, different isotopic mixtures and structural materials etc.
In the past, a few attempts were made [4, 5, 6 ] to apply a consistent approach for improving basic nuclear data, in particular to inelastic discrete levels and evaporation temperatures data of 56 Fe for shielding applications, and to resolved resonance parameters of actinides (e.g., * and total widths, peak positions etc.). This effort indicated the validity of the approach but also challenges to be overcome for its practical application. This was mainly related to the way of getting the sensitivity coefficients and to the need of reliable covariance information.
Consistent Data Assimilation Approach
The Consistent Data Assimilation methodology allows overcoming both difficulties, using the approach that involves the following steps:
• Selection of the appropriate reaction mechanisms along with the respective model parameters to reproduce adopted microscopic cross section measurements with the EMPIRE [7] code calculations. Use of coupled channels, quantum-mechanical pre-equilibrium theories, and advanced statistical model accounting for width fluctuations and full gamma cascade ensure state of the art modelling of all relevant reaction mechanisms.
• Determination of covariances matrices for the set of nuclear reaction model parameters obtained in the previous step. This is achieved by combining initial estimates of parameter uncertainties, with uncertainties/covariances for the adopted experimental data through the KALMAN [8] code. This way, the resulting parameter covariances will contain constraints imposed by nuclear reaction theory and microscopic experiments. Several parameters have been considered, including resonance parameters for a few dominating resonances, optical model parameters for neutrons, level density parameters for all nuclei involved in the reaction, parameters entering pre-equilibrium models, and parameters determining gamma-strength functions.
• Sensitivity of cross sections to the perturbation of the above mentioned reaction model parameters are calculated with the EMPIRE code.
• Use of the adjoint technique to evaluate sensitivity coefficients of integral reactor parameters to the cross section variations, as described in the previous step. To perform this task, the ERANOS code system [9] that computes sensitivity coefficients based on generalized perturbation theory is employed.
• Performing analysis of selected experiments using the best calculation tools available (in general Monte Carlo codes like MCNP).
• Performing consistent data assimilation on basic nuclear parameters using integral experiment analysis with best methodology available to provide discrepancies between calculation and measured quantities. After the C/E's are available, they are used together with the sensitivity coefficients coming from the previous step in a data assimilation code.
• Constructing new ENDF/B type data files based on modified reaction theory parameters for use by neutronic designers.
Evaluation of Nuclear Physics Parameter Covariances
As indicated in the outline of the methodology, the first step is to provide estimated range of variation of nuclear physics parameters, including their covariance data. To this end the code EMPIRE [7] coupled to the KALMAN [8] code is employed.
KALMAN code is an implementation of the Kalman filter technique based on minimum variance estimation. It naturally combines covariances of model parameters, of experimental data and of cross sections. This universality is a major advantage of the method. KALMAN uses measurements along with their uncertainties to constrain covariances of the model parameters via the sensitivity matrix. Then, the final cross section covariances can be calculated from the updated covariances for model parameters. This procedure consistently accounts for the experimental uncertainties and the uncertainties of the nuclear physics parameters. We emphasize that under the term `reaction model' we mean also the resonance region described by models such as the Multi-Level Breit-Wigner formalism.
Evaluation Sensitivity Coefficients for Integral Experiments
In order to evaluate the sensitivity coefficients of the nuclear parameters to the integral parameters measured in a reactor physics experiment, a folding procedure is applied, where the sensitivity calculated by EMPIRE, are folded with those calculated by ERANOS (i.e multigroup cross section sensitivity coefficient to integral parameters).
Following this procedure, the sensitivities of integral experiments to nuclear parameters p k are defined as:
where R is an integral reactor physics parameter (e. g. K eff , reaction rates, reactivity coefficient, etc.), and ı j a multigroup cross section (the j index accounts for isotope, cross section type and energy group).
In general to compute ı j one can use a) EMPIRE with an appropriate set of parameters p k to generate first b) an ENDF/B file for that specific isotope and successively, c) to use NJOY, to obtain multi-group cross sections.
As specified in the previous section, one can compute the variation of the cross sections ǻı j resulting from a variation of each parameter p k variation.
Specifically, the procedure would consist in the generation of the ǻı j corresponding to fixed, well chosen variations of each p k taken separately and therefore generating the
. Following each EMPIRE calculation, an ENDF/B file for the isotope under consideration is generated and a subsequent run of NJOY on this file generates multigroup cross sections in the same energy structure used for the computation of the reactor physics integral parameters. The multigroup cross section variations associated to the individual fundamental parameter that has been varied in the corresponding EMPIRE calculation are readily computed by difference with the reference NJOY calculation for the isotope under consideration.
In parallel, the cross section sensitivity coefficients to integral parameter R:
are provided, using the standard Generalized Perturbation Theory in the ERANOS code system.
Folding the two contributions (from EMPIRE and ERANOS) one obtains the sensitivity coefficients of the nuclear physics parameters to the integral measured parameters, see Eq. (1).
Data Assimilation
Finally as far as data adjustment (or data "assimilation") the methodology makes use of:
quantified uncertainties and associated variance-covariance data; well documented, high accuracy and "representative" integral experiments; sensitivity coefficients for a variety of integral parameters. A statistical adjustment is performed using these quantities. Formulation is given in reference [1] .
As a practical example we have considered the case of two structural isotopes:
23
Na and 56 Fe.
3.

23
NA INTEGRAL EXPERIMENT ANALYSIS
For this case we have used propagation experiments of neutrons in a medium dominated by this specific isotope. These kinds of experiments were specifically intended for improving the data used in the shielding design of fast reactors. Two experimental campaigns taken from the SINBAD database [10] have been used in this practical application: the EURACOS campaign, and the JANUS-8 campaign.
EURACOS Sodium Neutron Propagation Experiment
The Ispra sodium benchmark project was performed under the EURACOS (Enriched URAnium COnverter Source) irradiation facility. The main purpose of this experiment was to study the neutron deep penetration in homogeneous materials found in the construction of advanced reactors (i.e., Na and Fe). Thus, the analysis of this experiment can be effectively utilized for the sodium cross section improvement. The neutron source of this system is made by the Al-U plate, having 80 cm in diameter and 1.8 cm in thickness. This source is driven by TRIGA Mark II reactor located right next to this irradiation facility. Measurements with activation detectors were carried out at distances from the source 18.35, 66. 4 Analysis was performed by the Monte Carlo code MCNP5 using the 23 Na data of ENDF/B-VII and those coming directly from EMPIRE (see reference [11] ).
The EMPIRE cross sections are quite consistent with those of ENDf/B-VII and in some case are performing better. The calculated attenuations for the two detectors are shown in Fig.1 (slopes are normalized to the first position of measured detector).
JANUS-8 Sodium Neutron Propagation Experiment
The JANUS Phase 8 experiments were performed at the ASPIS facility. The neutron source was generated by Al-U plate, which is driven by the NESTOR reactor, a 30kW light water cooled, graphite and light water moderated reactor, located right next to this experimental facility. The distance between this source plate and the last detector point is approximately 300 cm. A ~18 cm thick zone of mild steel plates precedes the sodium thanks.
Again the computational analysis was carried out with MCNP5 with EMPIRE cross section data. The neutron attenuations of several different detectors were analyzed and in particular for the following reaction rates: 32 S(n,p) 32 P, 103 Rh(n,n') 103m Rh, 197 Au(n,J) 198 Au, and 55 Mn(n,J) 56 Mn. Fig. 2 shows the attenuations obtained for the different sets of detector reaction rate slopes normalized at the first measured position. Reaction rate slope
Au197(n,gamma)Au198
Mn55(n,gamma)Mn56 
4.
23
Na CONSISTENT DATA ASSIMILATION
In order to perform the consistent data assimilation on the 23 Na a set of 136 nuclear parameters were selected and sensitivities to them in terms of multigroup cross section were calculated (Ref. [11] provides the details of this step). The selected parameters include: scattering radius, bound level and 33 resonances (for each one: E n resonance peak energy, * n neutron width, * g radiative width, for a total of 102 parameters), 33 parameters in fast
For what concerns the experiments, a set of reaction rate slopes (one for each detector in the two experiment campaigns) was selected. The selection was based, on: low experimental and calculation uncertainty, good depiction of the neutron attenuation for the energy range to be characterized by the corresponding detector, complement of information (obtained by correlation calculations using the sensitivity coefficients), and good consistency among the C/E on the selected slopes. The selected slopes were the ratios of the fourth position to the first one for both detectors in the EURACOS experiment, while for the JANUS-8 experiment we selected the fourth to first position ratio for the 32 
S and
197 Au detectors, fourth to second position for the 55 Mn (there was no measurement in the first position), and third to first for the 103 Rh (the fourth position has a very large experimental uncertainty). A 41 group energy structure was adopted specifically to better describe the resonance structure of the 23 Na. The ERANOS code was used to calculate the multigroup sensitivity for the selected reaction rate slopes.
Fig. 3.
32 S(n,p) point energy cross section.
In order to better understand the choice of the selected slopes and their related C/E, in Table  2 we show the sensitivity coefficients to elastic and inelastic cross sections for the 32 
S detector in
both EURACOS and JANUS-8. As it can be seen there are some large differences between the two experiments. The 32 S(n,p) reaction is a threshold reaction (see Fig. 3 ) and because of the presence of the mild steel zone in JANUS-8 a quite different (softer) neutron spectrum is present at the starting point of measurement, which produces both the different C/E and sensitivities between the two experiments. Table 3 illustrates the correlation factors among the different detector reaction rate slopes in the two experiments. These correlation factors are calculated using the sensitivity coefficients and covariance matrix used later in the adjustment step [12] . In fact the following equation is used:
DS S DS S DS S Corr
where Corr 12 is the correlation factor between experiment 1 and 2, S 1 and S 2 the sensitivity coefficient arrays for experiment 1 and 2, and D the covariance matrix As it can be observed there is relatively little correlation among the selected slopes insuring, in this way, a good complementarity of information to be exploited in the data assimilation step.
A specific code was written in order to manipulate the two sets of sensitivities (nuclear parameters, and integral experiments to multigroup cross sections) check their consistency, calculate uncertainties on measured parameters, and perform the folding of Eq. (1).
Once obtained the sensitivity of nuclear parameters to the integral experiments, they were used together with the C/E of the computational analysis shown in Section 3 for a statistical adjustment. Table 4 shows the C/E after the adjustments for the selected reaction rates slopes.
As it can be observed, except for the gold detectors that did already show good C/E agreement, a remarkable improvement is obtained after the adjustments.
The corresponding variations of the nuclear parameters that are needed for obtaining such improvement are shown in Table 5 . Only the parameters that require at least 0.3% of variation are reported, and for the meaning of the parameter name we refer to [11] . All the variations are in less than 1V of the initial uncertainties and, therefore, look acceptable. Some important parameters show a significant improvement in the "a posteriori" standard deviation (e.g. scattering radius) that would translate in reduced uncertainties on design parameters when the "assimilated" cross sections will be used. The only concern regards to the n of the resonance at 538 Kev that requires a very large variation almost corresponding to the initial standard deviation. More investigation is needed in order to see if this kind of variation is realistic. In order to appreciate the impact of these variations we show in Table 6 and 7 their contribution to the relative change of the C/E for the case of two detectors.
As it can be seen the improved C/E is the result of very large compensations after the parameters have been adjusted. Of special interest are the results of Table 5 regarding the two slopes of 32 S. One can appreciate how the assimilated new parameters are able to compensate and adjust the two C/E that were large and quite different. The Ȥ 2 test after adjustment provided a value of 5.95, which is quite good in view of the fact that, for the statistical adjustment methodology adopted, the degrees of freedom of the problem are that of the number of experiments used in the adjustment, in this case 6.
5.
FE INTEGRAL EXPERIMENT ANALYSIS
For the 56 Fe data assimilation two classes of experimental programs were considered. One, as in the case of 23Na, is of the type of propagation experiment, where the attenuation of the neutron propagation is dictated by the main structural isotope. The other is of the reflector interface effect type [13] , where a spectrum transient between a reactor core and its surrounding is dominated by the presence of an iron reflector.
Analysis of Ispra Iron Benchmark Experiment (EURACOS)
As we have selected for the 23 Na data assimilation, Ispra benchmark experiment (EURACOS) [10] also has a set of reliable measurements for the neutron deep penetration through homogeneous iron slabs. The EURACOS II facility consists of blocks of iron slabs having dimensions approximately 145u145u130 cm 3 surrounded by thick concrete walls. The neutron source is made by U-Al alloy circular disc source having a diameter of 80 cm and a thickness of 1.8 cm. This disc source is driven by thermal neutrons from 250 kW TRIGA MARK II reactor located right next to this facility. A Boral plate is placed between the source and the Fe block to reduce the low energy neutrons from the TRIGA reactor.
Figure 4: MCNP model of EURACOS iron experiment
The EURACOS system for iron benchmark was modeled for both MCNP5 and ERANOS [9] calculations. This irradiation facility was almost explicitly modeled for MCNP5. This model is shown in Figure 4 . For the MCNP5 calculations, in order to obtain statistically reliable reaction rates at each detector point, the variance reduction technique via weight windows was utilized. All detectors were modeled according to detector compositions shown in Reference 10, except for the first 7 detectors for S32(n,p)P32 reaction rate calculations since dimensions of those detectors were negligibly small. For the ERANOS deterministic calculations, the MCNP model was equivalently transformed into the 2-dimensional cylindrical geometry (R-Z). The calculations were performed with 84043 spatial meshes, S 4 quadratures, and P 1 scattering expansion. The 33-group cross sections of each material zone and fission spectrum of the U-Al plate were prepared by ECCO lattice physics code. None of detectors were modeled explicitly. MCNP5 calculations were performed with 56 Fe cross sections from both ENDF/B-VII and EMPIRE [7] calculations. Only ENDF/B-VII library was used for ERANOS calculations. Figures 5 through 8 show the comparisons of S32(n,p)P32 , Au197(n,J)Au198, In115(n,n'), and Rh103(n,n') reaction rate slopes, respectively, obtained by MCNP5 and ERANOS calculations. As seen in these plots, all calculated results near the first detector location generally agrees well, and the magnitude of discrepancy from the experimental results propagates as the detector location becomes far from the first one. This is the expected phenomenon since the reaction rate slopes were taken respect to the result of the first detector. Comparing the results obtained based on ENDF/B-VII, the C/E's of MCNP5 and ERANOS results have almost similar quality. The C/E of MCNP5 results based on EMPIRE Fe 56 cross sections shows different behavior from those obtained with ENDF/B-VII, in particular for the In115(n,n') and Rh103(n,n') reaction rate slopes; however, overall the ENDF/B-VII cross sections slightly outperforms the EMPIRE ones. 
Analysis of ZPR3 Assembly 54
ZPR3 54 assembly has a Plutonium-fueled cylindrical core of 24 inch long and about 27 and 25.2 inch in diameter, respectively with a large presence of carbon. Assembly 53 is surrounded by a 12-inch-thick blanket both radially and axially while this blanket is replaced with a mild steel reflector in Assembly 54. The analyses of these assemblies were performed using both detailed and homogenized (cylindrical) models. These models were made based on the descriptions of detailed drawer configurations and material number densities given in [14] .
The benchmark models used for k eff calculations were modified to perform calculations for radial reaction rate traverses. For the detailed model, reaction rates were tallied by positioning the small cylindrical chamber with sensitive materials ( 239 Pu, 238 U, 235 U, and 10 B) in a stainless steel guide tube (see Figure 9 ). The steel guide tube is located in the fixed half of the assembly with its axis 1 in. back from the interface. For the cylindrical model, reaction rates were calculated by multiplying the cross section of interest to the flux tallied at the cylindrical tube zones which have exactly the same size and location as that of detector chamber in the detailed model (see Figure 10 
FE CONSISTENT DATA ASSIMILATION
As in the case of 23 Na a set of nuclear parameters was selected and sensitivities were calculated for the different experimental quantitities to be used in the data assimilation process.
This data assimilation for 56 Fe has to be considered very preliminary as one can observe, based on the obtained C/E, the EMPIRE generated 56 Fe appears to be of lower quality when compared to the original ENDF/B-VII data set for this isotope. A total of 35 nuclear parametrs were used including: the nuclear radius, nine optical model parameters, peak energy * n and * g for the bound level, and * n for 25 S wave resonaces.
For each experimental detector a specific slope, based on consideration of energy spectrum representativity, was selected so that in total 8 experimental values were used in the data assimilation. Table 8 shows the C/E before and after data assimilation. One can observe some significant improvements in the C/E's after assimilation; however, especially for the slopes in the EURACOS, some of the C/E's stay unacceptable. In table 9 the modifications required for the most important contributors of the used nuclear parameters are shown along their initial and final standard deviations. Significant reduction in the final standard deviation is observed only for the nuclear scattering radius; however, many parameters show required modifications that are very large (more than 2 V) when compared with the initial standard deviation. This fact combined with the previous observed inability to significantly improve some of the C/E's result in a value of the Ȥ2 test (more than 50 times the total degrees of freedom) that is inacceptable.
Likely, some inconsistencies can exist among the experimental values that have been used, or the adopted initial uncertainties for the nuclear parameters are not sufficiently large to cover the observed discrepancies between experimental and calculated values. Moreover, the fact that the 56 Fe generated by EMPIRE performs significantly worse than the existing ENDF/B-VII data set indicates that improvements are needed in the nuclear parameters inputed to EMPIRE. In conclusion more investigation is needed on the subject and definitely a better data assimilation needs to be performed for 56 Fe. 
CONCLUSIONS AND FUTURE WORK
We have proposed and implemented a new approach to link integral experiment results to basic nuclear parameters used by evaluators for generating point cross section data files. In this way the improvement in cross sections obtained by data assimilation can be general and not linked to a specific energy group structure as done in the past.
A practical application employing experimental results of neutron propagation in sodium has shown that "adjustments" in a few nuclear parameters of 23 Na can produce remarkable improvements in the agreement between calculation and experiments. The same applications to the 56Fe case has shown that some inconsistencies exist for this isotope so that more investigation is needed and further data assimilation will be performed in the next future.
Next steps will involve the use of the modified "adjusted" parameters in EMPIRE to generate ENDF/B type of files that will be used to generate (via NJOY) multigroup data. These multigroup cross sections will be checked against those obtained by a multigroup adjustment where the same experiments used in the consistent data assimilation will be applied.
Furthermore, the consistent data assimilation will be extended to other isotopes.
