













Os coecientes de Littlewood-Richardson surgem inicialmente no contexto das
funções de Schur. A primeira regra para os determinar foi apresentada por Little-
wood e Richardson, nos anos trinta, e descreve-os como contando certos tipos de
tableaux de Young enviesados. Contudo, só mais tarde, no nal dos anos setenta, foi
apresentada uma demonstração rigorosa, por Schützenberger e Thomas  baseada na
teoria entretanto desenvolvida em torno de tableaux de Young, em particular a corres-
pondência RSK e o jeu de taquin. Mais recentemente, a partir dos anos oitenta, têm
sido apresentadas outras interpretações combinatórias para estes coecientes, bem
como demonstrações mais simples da regra de Littlewood-Richardson.
O objectivo desta dissertação passa por apresentar tanto uma abordagem clássica
aos coecientes de Littlewood-Richardson, como também expor várias outras inter-
pretações mais recentes, tornando claras as correspondências entre elas. Destacamos
os padrões de Gelfand-Tsetlin, as colmeias de Knutsen e Tao, e os triângulos de
Berenstein-Zelevinsky.
Para além de uma breve referência a tableaux de Young e alguns dos seus al-
goritmos combinatórios mais importantes, nesta dissertação serão apresentadas os
principais resultados relativos a funções de Schur; evidenciamos a sua relação com
tableaux e observamos que formam uma base para a álgebra das funções simétricas.
O produto de funções de Schur, bem como as funções de Schur indexadas por formas
enviesadas, motivam a introdução dos coecientes de Littlewood-Richardson, como
sendo os coecientes que aparecem numa combinação linear de outras funções de
Schur.
Segue-se a apresentação da abordagem clássica à regra de Littlewood-Richardson:
enunciada em termos de certos tipos de tableaux enviesados e demonstrada com re-
curso ao jeu de taquin. Será também apresentada uma demonstração mais recente,
que se baseia nas involuções de Bender-Knuth, inicialmente utilizadas na demons-
tração da simetria das funções de Schur. Para concluir, serão apresentadas algumas
estruturas combinatórias mais recentes que são também contadas pelos coecientes
de Littlewood-Richardson, estabelecendo-se bijecções entre elas.
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The Littlewood-Richardson coecients initially emerge in the context of Schur
functions. The rst rule to determine them was presented by Littlewood and Richard-
son, during the thirties, and describe them as counting certain types of skew Young
tableaux. However, it was only in the late seventies that a rigorous proof was
presented, by Schützenberger and Thomas  based on the theory regarding Young
tableaux developed in the meantime, particularly the RSK correspondence and jeu de
taquin. More recently, from the eighties, other combinatorial interpretations for these
coecients have been presented, as well as other simpler proof for the Littlewood-
Richardson rule.
The purpose of this thesis is to present a classical approach to the Littlewood-
Richardson coecients, as well as expose other recent interpretations, making clear
the correspondence between them. We will highlight the Gelfand-Tsetlin patterns,
the Knutsen-Tao hives and the Berenstein-Zelevinsky triangles.
In this thesis, beside a brief reference to Young tableaux and its most important
combinatorial algorithms, we will present the main results regarding Schur functions;
we highlight their relation with tableaux and remark that they form a basis for the
algebra of symmetric functions. The product of Schur functions, as well as the skew
Schur functions, motivate the introduction of the Littlewood-Richardson coecients,
as the coecients that arise in a linear combination of other Schur functions.
It follows the presentation to the classical approach to Littlewood-Richardson rule:
we will enunciate it in terms of certain types of skew tableaux and prove it using jeu
de taquin. It will also be presented a more recent proof, based on the Bender-Knuth
involutions, that are used to prove the symmetry of Schur functions. To conclude, we
will present some recent combinatorial structures that are also counted by Littlewood-
Richardson coecients, establishing bijections between them.
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As funções de Schur são funções simétricas indexadas por partições, que formam
uma base para a álgebra das funções simétricas. Os coecientes de Littlewood-
Richardson surgem inicialmente relacionados com as funções de Schur − são os co-
ecientes que aparecem no desenvolvimento nessa base quer do produto de funções
de Schur, quer das funções de Schur enviesadas. Porém, as suas aplicações são mais
vastas, ocorrendo também no contexto de representações de Sn e GLn(C), no cálculo
de Schubert ou nos valores próprios de matrizes hermíticas.
A primeira formulação da regra de Littlewood-Richardson foi apresentada em 1934
por Littlewood e Richardson, estabelecendo que o coeciente de uma função de Schur
que aparece no produto de duas outras funções de Schur pode ser calculado em ter-
mos de certos tableaux. Embora a regra fosse enunciada como um teorema geral, a
demonstração contemplava apenas casos muito simples. Em 1938, Robinson arma
ter demonstrado a regra; contudo, a sua prova era demasiado intrincada e continha
várias falhas.1
A regra de Littlewood-Richardson permaneceu sem demonstração até aos anos
70. Entretanto, foram feitos vários avanços na teoria dos tableaux de Young. Em
particular, Schensted introduziu nos anos 60 uma construção com tableaux, que se
provou ser equivalente à desenvolvida por Robinson em 1938, estabelecendo-se então
a correspondência de Robinson-Schensted. No início dos anos 70, esta bijecção foi
generalizada por Knuth, apresentando a correspondência RSK. Como consequência
surgiram as primeiras demonstrações completas da regra de Littlewood-Richardson:
em 1977, Schützenberger introduz o jeu de taquin, utilizando-o para demonstrar a
regra, e em 1978, Thomas apresenta uma demonstração baseada na construção de
Schensted.
A partir dos anos 80 surgem outras interpretações para os coecientes de Littlewood-
Richardson, assim como outras demonstrações mais simples da regra para os determi-
nar. Em 1985, Gelfand e Zelevinsky apresentam uma generalização de uma construção
dos anos 50, os padrões de Gelfand-Tsetlin, aos quais adicionam uma condição em
1M. van Leeuwen faz uma resenha histórica da regra de Littlewood-Richardson mais completa e
detalhada, que pode ser lida em [29]
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termos de uma partição, formando os esquemas de Gelfand-Zelevinsky. Estas estru-
turas surgem com o propósito de estudar representações do grupo GLn(C). Em 1992,
Berenstein e Zelevinsky introduzem os triângulos de Berenstein-Zelevinsky, com o in-
tuito de estudar o produto tensorial de certos sl-módulos. Knutsen e Tao apresentam,
em 1999, uma nova estrutura combinatória com o intuito de demonstrar a Conjectura
de Saturação: as colmeias e o modelo honeycomb. Em 200, Fulton apresenta uma
bijecção entre colmeias e uma subclasse de tableaux enviesados, os contratableaux.
Todas estas estruturas são indexadas por três partições e são contadas pelos coe-
cientes de Littlewood-Richardson.
Simultaneamente, surgiram também novas demonstrações da regra de Littlewood-
Richardson, como as de Gasharov (1998), Remmel e Shimozono (1998), e Stembridge
(2002), que se baseiam em involuções com troca de sinais em tableaux. Gasharov e
Stembridge recorrem às involuções de Bender-Knuth, que são também utilizadas para
mostrar a simetria das funções de Schur.
Com esta dissertação pretendemos apresentar uma abordagem aos coecientes
de Littlewood-Richardson essencialmente baseada nas funções de Schur e na combi-
natória de tableaux de Young, que seja auto-contida e permita demonstrar a regra
para os determinar, na sua formulação clássica. A partir deste contexto, pretendemos
estabelecer ligações com a teoria mais recente, apresentando interpretações combi-
natórias alternativas para o cálculo dos coecientes.
A organização da dissertação será a seguinte:
• No primeiro capítulo é feita uma breve introdução aos conceitos e resultados
elementares relativos a partições e tableaux de Young, que serão utilizados nos
capítulos seguintes. Apresentaremos os algoritmos que motivam a correspon-
dência RSK e o jeu de taquin, tanto em termos de tableaux, como de palavras.
Estas correspondências serão posteriormente utilizadas na demonstração clás-
sica da regra de Littlewood-Richardson.
• O segundo capítulo diz respeito à álgebra das funções simétricas, apresentando
algumas suas bases, com ênfase na base das funções de Schur, que serão denidas
em termos de tableaux de Young. De seguida, apresentaremos a dedução da
Identidade de Cauchy, que será utilizada no capítulo seguinte. Apresentamos
ainda duas formulações alternativas das funções de Schur: a fórmula de Jacobi-
Trudi e o quociente de alternantes.
• No terceiro capítulo apresentamos a formulação clássica da regra de Littlewood-
Richardson, assim como duas demonstrações. A primeira demonstração baseia-
se no jeu de taquin, e resulta essencialmente da teoria desenvolvida em torno
de tableaux de Young; a segunda demonstração é mais recente e baseia-se nos
trabalhos de Gasharov e Stembridge, recorrendo às involuções de Bender-Knuth.
• No quarto capítulo são apresentadas algumas estruturas combinatórias recentes
que são contadas pelos coecientes de Littlewood-Richardson: os triângulos
de Littlewood-Richardson, os esquemas de Gelfand-Zelevinsky, as colmeias de
Knutsen e Tao, e os triângulos de Berenstein-Zelevinsky. Serão também apre-
sentadas algumas bijecções entre estas estruturas, obtendo-se assim outras for-
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Neste capítulo enunciamos os principais conceitos e resultados associados ao estudo
dos Tableaux de Young. Os tableaux são objectos de grande importância em várias
áreas da Combinatória. A sua importância no estudo das funções simétricas tornar-
se-á clara nos capítulos seguintes.
Começamos por enumerar alguns conceitos básicos sobre partições e tableaux de
Young. Seguidamente, será feita uma apresentação de dois algoritmos: a inserção
e o deslizamento. Estes algoritmos dão origem a bijecções relevantes no estudo dos
tableaux de Young, e, em particular, no estudo das funções simétricas e da regra de
Littlewood-Richardson. Será ainda feita uma breve referência ao estudo das palavras
associadas a um tableau, onde se dene uma relação de equivalência.
As referências utilizadas são essencialmente [9], [10], [23] e [26]
1.1 Partições e Tableaux de Young
Nesta secção são apresentados alguns conceitos básicos sobre partições, diagra-
mas e tableaux de Young. Os tableaux de Young, introduzidos por Young em 1900,
são uma ferramenta importante na Combinatória, sendo especialmente relevantes na
Teoria da Representação de Sn e GLn(C) e no estudo das funções simétricas.
Denição 1.1. Uma sequência λ = (λ1, . . . , λt) diz-se uma partição se:
1. λi ∈ N0, para todo 1 ≤ i ≤ t.
2. λi ≥ λi+1, para todo 1 ≤ i < t.
Observação 1. Chamamos composição a uma sequência µ = (µ1, . . . , µt) que satisfaça
1. da denição anterior. Em particular, as partições são composições com partes
decrescentes em sentido lato.
Denotamos a soma dos elementos da partição por |λ| =
t∑
i=1
λi. Se |λ| = m, diz-se
que λ é uma partição de m e escrevemos λ ` m. Identicamos partições que diferem
por uma sequência de zeros. Aos elementos λi 6= 0 chamamos partes de λ. Chamamos
comprimento de λ ao número de partes da partição e denotamo-lo por l(λ). Outra
notação para uma partição de m é (1r1 , 2r2 , . . . ,mrm), em que iri signica que o
1
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inteiro i aparece listado ri vezes na sequência. Existe uma única partição de 0, a
partição vazia, que se denota por ∅.
Denição 1.2. Dada uma partição λ = (λ1, . . . , λn) ` m, com n = l(λ), denotamos
por [λ] o diagrama de Young de fomra λ, que consiste numa sequência de m caixas
caixas dispostas em n linhas alinhadas à esquerda, em que, para i = 1, . . . , n, a linha
i tem λi caixas.
Exemplo 1.1. O diagrama de Young de forma λ = (5, 4, 2) é dado por
As caixas de um diagrama de Young serão identicadas por um sistema de coor-
denadas semelhante ao das matrizes. Assim, designamos por (i, j) a caixa que está
na linha i (a contar de cima) e na coluna j (a contar da esquerda).1
Denição 1.3. Seja λ uma partição. Uma caixa (i, j) ∈ [λ] diz-se um canto interior
se o diagrama resultante da sua remoção for ainda um diagrama de Young. Uma
caixa (i, j) 6∈ [λ] diz-se um canto exterior se o diagrama resultante da sua adição a
[λ] for um diagrama de Young.
Exemplo 1.2. No diagrama seguinte, os cantos interiores estão assinalados com × e










Lema 1.1. Seja λ = (λ1, . . . , λt) ` m. Para k ∈ N, seja
λ′k = |{i ∈ N : λi ≥ k}|.
Então, λ′ = (λ′1, . . . , λ
′
λ1
) é uma partição de m, à qual chamamos partição conjugada
de λ.
Demonstração. É claro que λ′k ∈ N0, para todo o k. Uma vez que se λi ≥ k + 1,
então λi ≥ k, tem-se λ′k+1 ≤ λ′k. Logo λ′ é partição. Seja agora k > λ1. Então,
como λ1 ≥ λi, para qualquer i, tem-se |{i ∈ N : λi ≥ k}| = |∅| = 0. Finalmente,








Denição 1.4. Sejam λ = (λ1, . . . , λt) e µ = (µ1, . . . , µt) partições de m. Diz-se que
λ domina µ, e escreve-se λD µ, se, para todo o i = 1, . . .,
λ1 + . . .+ λi ≥ µ1 + . . .+ µi
1Vários autores utilizam o sistema de coordenadas cartesianas (trocando a ordem das coorde-
nadas) para os diagramas de Young. Nesse caso, o diagrama anterior escrever-se-ia
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Esta relação é uma ordem parcial no conjunto das partições. Enunciamos, sem
demonstração, o seguinte resultado.
Proposição 1.1. Dadas partições λ e µ, µE λ se e só se λ′ E µ′.
Denição 1.5. Sejam λ = (λ1, . . . , λt) e µ = (µ1, . . . , µt) partições de m. Diz-
se que µ é menor que λ pela ordem lexicográca, e escreve-se µ ≺ λ, se existe um
j ∈ {1, . . . , t} tal que {
µi = λi, para i < j
µj < λj
A ordem lexicográca é uma ordem total no conjunto das partições.
Dadas partições λ = (λ1, . . . , λt) e µ = (µ1, . . . , µt) diz-se que µ ⊆ λ se, para todo
o i = 1, . . . , t, µi ≤ λi.
Denição 1.6. Dadas partições λ e µ tais que µ ⊆ λ, o diagrama enviesado de forma
λ/µ é o conjunto das caixas de [λ] que não são caixas de [µ].
Quando µ = ∅, diz-se que diagrama λ/µ é de forma normal.
Denição 1.7. Dado um diagrama de Young de forma normal ou enviesada, dene-
se o tableau de Young (ou simplesmente tableau) de forma λ (ou forma λ/µ) como
uma função T que a cada caixa (i, j) associa uma letra de um alfabeto predenido.
Podemos identicar T como um preenchimento das caixas do diagrama de Young
com letras.1 Geralmente, o alfabeto considerado será N.
Denotamos por Ti,j a entrada correspondente à caixa (i, j), e por ∅ o único tableau
de forma ∅. Denotamos a forma do diagrama de um tableau T por sh T , e diremos que
T é normal (respectivamente, enviesado) se a forma do seu diagrama é normal (res-
pectivamente, enviesada). Denimos o conteúdo de T , que denotaremos por cont T ,
como sendo uma sequência µ = (µ1, . . . , µn), em que µi é igual ao número de entradas
iguais a i em T , para i = 1, . . . , n.
Um tableau de Young T diz-se fracamente crescente nas linhas (respectivamente
estritamente crescente nas linhas) se, ∀i, j, Ti,j ≤ Ti,j+1 (resp. Ti,j < Ti,j+1) e fra-
camente crescente nas colunas (respectivamente estritamente crescente nas colunas)
se, ∀i, j, Ti,j ≤ Ti+1,j (resp. Ti,j < Ti+1,j).
Denição 1.8. Um tableau de Young (normal ou enviesado) com n caixas diz-se
standard se estiver preenchido com os números {1, . . . , n} e for estritamente crescente
nas linhas e nas colunas. Um tableau de Young diz-se semistandard se for fracamente
crescente nas linhas e estritamente crescente nas colunas.
Exemplo 1.3. O tableau T é semistandard e o tableau Q é standard
T =








1Alguns autores denem tableau como sendo um preenchimento de um diagrama com os números




1.2 Algoritmos de inserção e deslizamento em tableaux
semistandard
Nesta secção serão estudados dois algoritmos combinatórios envolvendo tableaux
semistandard: a inserção e o deslizamento. Veremos que estes algoritmos estão rela-
cionados entre si e serão utilizados para denir um produto no conjunto dos tableaux
de formas normais, criando o monóide pláctico.
1.2.1 Inserção nas linhas
O algoritmo de inserção foi inicialmente desenvolvido por Schensted, durante os
anos 60 ([24]). Sendo originalmente desenvolvido para tableaux standard, foi gener-
alizado para o caso semistandard por Knuth, nos anos 70 ([16]). No que se segue,
consideramos todos os tableaux preenchidos com números naturais.
Denição 1.9 (Inserção nas linhas). Seja T um tableaux de Young semistandard e
x um número natural. Seja i o índice de linha de T e ponha-se i = 1. O tableau de
inserção de x em T , rx(T ), obtém-se a partir de T através seguinte procedimento:
1. Se x for maior ou igual do que todas as entradas na linha i, acrescente-se uma
caixa no nal dessa linha com etiqueta x.
2. Caso contrário, seja c a etiqueta mais à esquerda na linha i que seja estritamente
maior do que x. Remova-se c e coloque-se x nessa caixa. Aumente-se i por uma
unidade e repita-se o procedimento, tomando c como o elemento a ser inserido.
Exemplo 1.4. Consideremos o seguinte tableau T =




Uma vez que 3 é maior do que qualquer entrada da primeira linha, a sua inserção
em T resulta no tableau
r3(T ) =




Apliquemos agora o algoritmo de inserção com 1. Neste caso, existe uma entrada
maior do que 1 na primeira linha. Assim, a colocação de 1 na primeira linha leva à
remoção da entrada 2 da caixa (1, 3). Pelo mesmo motivo, colocar 2 na segunda linha
obriga à remoção de 3, que será colocado na terceira linha, removendo 4. Por m,
como 4 é igual à única entrada da quarta linha, acrescenta-se uma caixa com etiqueta
4 no nal destas linha. O tableau resultante é então
r1(T ) =




Teorema 1.1 (Knuth, [16]). Seja T um tableau semistandard e x um número inteiro.
Então, rx(T ) é um tableau semistandard.
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Demonstração. Mostremos, em primeiro lugar, que rx(T ) é efectivamente um tableau
de Young, isto é, que o seu diagrama corresponde a uma partição. Temos de garantir
que cada linha não tem mais caixas que a anterior. Se uma linha i tiver menos caixas
que a linha anterior, o algoritmo acrescenta-lhe, quando muito, uma caixa. Logo, a
linha i− 1 continua a ter mais (ou tantas) caixas que a linha i. Considere-se agora o
caso em que as linhas i− 1 e i têm o mesmo número de caixas. A entrada removida
da linha i− 1 será inserida na linha i. Como T é estritamente crescente nas colunas,
essa entrada ca necessariamente abaixo ou à esquerda da caixa removida. Assim,
nunca poderá ser colocada no nal da linha.
Vejamos agora que rx(T ) é semistandard. Pela maneira como são construídas as
linhas, é claro que serão fracamente crescentes. Suponhamos que, numa dada linha,
a inserção de y leva à remoção de z. A entrada imediatamente abaixo de z, q tem de
ser estritamente menor que y, uma vez que z < q (porque T é estritamente crescente
nas colunas) e y < z (z é por denição a entrada mais à esquerda que é estritamente
maior que y). Então, quando z for inserido na linha seguinte, terá necessariamente de
car na mesma coluna ou numa coluna à esquerda. A entrada que car por cima da
nova caixa de z, t é também estritamente menor que z, uma vez que t ≤ y < z.
Observação 2. Por construção, a forma de rx(T ) contém a forma de T .
Este processo é invertível, no sentido em que, dado um tableau juntamente com a
localização da caixa adicionada, é possível recuperar o tableau original, bem como o
elemento que foi inserido.
Denição 1.10 (Remoção nas linhas). Seja T um tableau e x uma entrada em T .
Suponhamos que T foi obtido através de outro tableau por inserção de x, sendo (i, j)
a caixa acrescentada. Seja s o índice de linha em T e ponha-se s = i. O tableau de
remoção de x, rx(i,j)(T ) obtém-se a partir de T através do seguinte procedimento:
1. Remova-se a caixa (i, j).
1.1 Se i = 1, o algoritmo termina.
1.2 Caso contrário, seja c a etiqueta de (i, j) e remova-se essa caixa e determine-
se, na linha s − 1, a entrada b mais à direita que seja estritamente menor
do que c. Substitua-se b por c. Diminua-se s uma unidade e repita-se o
processo, tomando c como a entrada b substituída.
Exemplo 1.5. Considere-se o seguinte tableau
T =
1 1 2 2 4
2 2 3 3
3 4 4
Vamos determinar o tableau correspondente à remoção de 2, assumindo que (3, 3)
foi a caixa acrescentada na sua inserção prévia. Removemos essa caixa e, uma vez que
não se encontra na primeira linha, prosseguimos para a linha superior, sendo (2, 4)
a caixa pretendida, com etiqueta 3. Substituindo 3 por 4, prossegue-se nalmente





1 1 2 3 4
2 2 3 4
3 4
A indicação da caixa acrescentada não é dispensável. A remoção de 2 em T
tomando como caixa acrescentada (2, 4) conduz ao tableau
r2(2,4)(T ) =
1 1 2 3 4
2 2 3
3 4 4
A inserção num tableau determina sempre um conjunto R de caixas, corresponden-
tes aos elementos removidos e à caixa adicionada no nal do algoritmo. Chamamos
a este conjunto R um caminho de remoção. É evidente que um caminho de remoção
tem, quando muito, uma caixa em cada linha sucessiva, começando na primeira linha.
Exemplo 1.6. Considere-se o tableau
T =
1 1 2 2 3
2 2 3 4
3 3 4
4
A inserção de 1 determina o seguinte caminho de remoção
r1(T ) =
1 1 1 2 3
2 2 2 4
3 3 3
4 4
Denição 1.11. Sejam R e R′ dois caminhos de remoção (num mesmo tableau), B
e B′ as respectivas caixas acrescentadas.
1. R diz-se estritamente à esquerda de R′ se em cada linha que contenha uma caixa
de R′, R tem uma caixa que está à sua esquerda.
2. R diz-se fracamente à esquerda de R′ se em cada linha que contenha uma caixa
de R′, R tem uma caixa que está à sua esquerda ou é igual à caixa de R′.
Estão implícitos na denição anterior os mesmos conceitos substituindo esquerda
por direita.
Exemplo 1.7. Utilizando o tableau do exemplo anterior, o caminho de remoção de-
terminado pela inserção de 2 em r1(T ) está estritamente à direita do caminho de
remoção associado a r1(T )
r1(T ) =
1 1 1 2 3




1 1 1 2 2
2 2 2 3
3 3 3 4
4 4
Lema 1.2 (Lema da remoção nas linhas, [10]). Consideremos duas inserções suces-
sivas num tableau T , rx(T ) e rx′(rx(T )), que resultam em caminhos de remoção R e
R′, e caixas acrescentadas B e B′.
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1. Se x ≤ x′, então R está estritamente à esquerda de R′, e B está estritamente à
esquerda e fracamente abaixo de B′.1
2. Se x > x′, então R′ está fracamente à esquerda de R, e B′ está fracamente à
esquerda e estritamente abaixo de B
Demonstração. 1. Caso x tenha sido acrescentado no nal da primeira linha, en-
tão, como x ≤ x′, x′ é também acrescentado no nal dessa linha e o resultado é
trivialmente verdadeiro. Suponhamos agora que x não corresponde a uma caixa
acrescentada na primeira linha, e que aí removeu y. Se x′ for acrescentado no
nal da primeira linha o resultado é novamente trivial. Admita-se então que x′
é inserido na primeira linha com a remoção de y′.
Tem-se que y′ deve estar estritamente à direita de x, uma vez que os elementos
nessa caixa e nas caixas à esquerda são menores ou iguais a x (se fosse y = x′,
então x′ < y′ = x e se y′ estivesse à esquerda de x, então x′ < y′ ≤ x). Como
o tableau é semistandard, y ≤ y′ e portanto o algoritmo pode continuar nas
linhas seguintes.
Note-se que o caminho R não pode terminar acima do caminho R′. Como está
estritamente à esquerda de R′ e as caixas acrescentadas são necessariamente
cantos exteriores, o resultado não seria um tableau, o que garante que B está
fracamente abaixo de B′. Caso R′ termine primeiro, como R não se desloca
para a direita, vem que B deve estar estritamente à esquerda de B′.
2. Suponhamos que x é acrescentado no nal da primeira linha. Como x′ < x, a
entrada x′ tem necessariamente de ser inserida na primeira linha, removendo
algum elemento. Logo, B′ ca estritamente abaixo de B, que corresponde à
caixa acrescentada pela colocação de x. Uma vez que a primeira linha tem
originalmente tantas ou mais caixas que as linhas restantes, a caixa acrescentada
por x cará estritamente à direita de qualquer caixa já existente. Assim, caso o
caminho R′ contivesse uma caixa estritamente à direita de B, numa linha k 6= 1,
essa linha caria com mais caixas do que a primeira, o que contraria a denição




Logo, o caminho R′ ca fracamente à esquerda de B, a única caixa de R.
Suponhamos então que x é inserido na primeira linha, removendo alguma en-
trada y. Como x > x′, x′ não pode ser acrescentado no nal da linha, pelo que
é inserido e remove y′.
Novamente, y′ deve estar fracamente à esquerda de x (se estivesse estritamente
à direita, x apareceria antes de x′, o que contradiz a hipótese de as linhas serem
1Assume-se que uma caixa está à fracamente à esquerda de outra se estiver à sua esquerda ou se
forem a mesma caixa. O mesmo se aplica substituindo esquerda por direita, acima, ou abaixo.
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fracamente crescentes). Se y′ = x, como x < y, vem que y > y′. Se y′ estiver à
esquerda de x, tem-se y′ ≤ y, visto que o tableau é semistandard,. Mas como x
levou à remoção de y, y é o elemento mais à esquerda que é estritamente maior
que x, pelo que y′ ≤ x. Então, como x < y, resulta que y > y′. Em qualquer
caso tem-se y > y′ e portanto o algoritmo pode continuar nas próximas linhas.
R′ tem pelo menos uma caixa estritamente abaixo da caixa B. Se terminasse
mais acima, ter-se-ia uma caixa acrescentada num local que não é canto exterior,
visto que R está fracamente à sua direita. Também não pode terminar na
mesma caixa, pois a etiqueta de B′ teria de remover a de B. E caso terminasse
ao mesmo nível e numa caixa à esquerda, B′ deixaria novamente de ser canto
exterior. Assim, B′ ca fracamente à esquerda e estritamente abaixo de B.
Proposição 1.2. Seja T um tableau de forma λ e considere-se
U = rxp . . . rx2rx1(T )
com x1, . . . , xp números inteiros. Seja θ a forma de U .
Então, se x1 ≤ . . . ≤ xp (respectivamente x1 > . . . > xp), não existem duas caixas
de θ/λ na mesma coluna (respectivamente linha). Reciprocamente, suponhamos que
U é um tableau de forma θ e que λ é um diagrama contido em θ, com p caixas
em θ/λ. Se µ/λ não tiver duas caixas numa mesma coluna (respectivamente linha),
então existe um único tableau T de forma λ e únicos x1 ≤ . . . ≤ xp (respectivamente
x1 > . . . > xp) tais que U = rxp . . . rx2rx1(T )
Demonstração. Suponhamos que numa dada coluna existem duas caixas. Como es-
sas caixas não existiam em T são necessariamente caixas acrescentadas, Bi e Bj , que
resultam da inserção de xi ≤ xj . Mas pelo lema da remoção nas linhas, Bi tem de
estar estritamente à esquerda de Bj .
Reciprocamente, suponhamos que θ/λ não tem duas caixas numa mesma coluna.
Como o algoritmo de inserção é invertível, podemos aplicar o seu inverso em U com
a caixas de θ/λ, começando na caixa mais à direita e avançando para a esquerda.
Seja T o tableau obtido, e x1, . . . , xp as caixas removidas. Pelo lema da remoção nas
linhas, x1 ≤ . . . ≤ xp.
A prova para o caso das linhas é análoga.
O algoritmo de inserção pode ser utilizado para denir um produto T · U entre
tableaux. Sejam T e U tableaux e sejam x1, . . . , xp os elementos de U listados por
ordem da esquerda para a direita e de baixo para cima. Dene-se então,
T · U := rxp . . . rx1(T ) (1.1)
Exemplo 1.8. Sejam T =







Então, inserindo ordenadamente em T as entradas 3, 2, 3, 1, 1, 1, obtém-se o tableau
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T · U = r1r1r1r3r2r3(T ) =
1 1 1 1 1 1 1
2 2 2 2 2 3
3 3 3 3
O resultado seguinte será demonstrado na secção 1.3.
Teorema 1.2. O produto de tableaux denido anteriormente é associativo e tem como
identidade o tableau ∅.
1.2.2 Deslizamento e jeu de taquin
Nesta secção vamos apresentar o jeu de taquin, um procedimento que se baseia num
algoritmo de deslizamento de caixas e transforma tableaux enviesados em tableaux
normais. Este procedimento foi desenvolvido por Schützenberger, nos anos 70 ([25]).
Denição 1.12 (Deslizamento para a frente). Seja T um tableaux enviesado semis-
tandard de forma λ/µ e seja c um canto interior de [µ]. O tableau jc(T ) obtém-se a
partir T através do seguinte algoritmo:
1. Se c for canto interior de [λ], o algoritmo termina.
2. Caso, contrário, seja c = (i, j) e seja c′ a caixa de min{Ti+1,j , Ti,j+1} (caso
sejam iguais, encaramos Ti+1,j como sendo o menor, e caso algum não esteja
denido, escolhemos o outro). Deslizamos então a caixa de c′ para a caixa c.
Repete-se o algoritmo, fazendo agora c = c′.
É também comum dizer-se que se tem um deslizamento horizontal caso seja esco-
lhida a caixa Ti,j+1 e um deslizamento vertical caso se escolha a caixa Ti+1,j
Exemplo 1.9. Consideremos o seguinte tableau semistandard de forma (3, 2)/(3)
Q = ×
1 2
O único canto canto interior de [(3)] corresponde à caixa (1, 3), que é também
canto interior de [(3, 2)]. Assim, j(1,3)(Q) = Q.





Apliquemos o algoritmo de deslizamento para a frente na caixa (1, 2). Como 1 é
menor do que 2, a caixa (1, 3) é "deslizada" para a posição (1, 2). E como 1 é menor





Proposição 1.3. Seja T um tableau enviesado semistandard, de forma λ/µ e c um
canto interior de [µ]. Então, jc(T ) é um tableau enviesado semistandard.
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Demonstração. Como a caixa acrescentada é um canto interior de µ e a caixa removida
é um canto interior de λ, é claro que jc(T ) continua um tableau enviesado. Mostremos
agora que é semistandard, isto é, que o deslizamento mantém as linhas fracamente
crescentes e as colunas estritamente crescentes. Têm-se naturalmente dois casos. Seja
c = (i, j) como no passo 2., e sejam x = Ti+1,j e y = Ti,j+1.
· · · b v
a y
u x · · ·
1. y < x. Então c′ é a caixa de y. Neste caso tem-se um deslizamento horizontal,
pelo que as linhas continuam fracamente crescentes. E, sendo b a entrada da
caixa (i− 1, j) e v a da caixa (i− 1, j+ 1), é claro que b ≤ v < y, pelo que b < y
e y < x (por ter sido escolhida para c′).
· · · b v
a y
u x · · ·
2. x ≤ y. Logo, c′ é a caixa de x. Tem-se agora um deslizamento vertical. As
colunas continuam estritamente crescentes. Seja a a entrada da caixa (i, j − 1)
e u a da caixa (i+ 1, j − 1). Então, a < u ≤ x ≤ y.
· · · b v
a x y
u · · ·
À semelhança da inserção, também o algoritmo de deslizamento para a frente é
invertível, caso seja indicada qual a caixa removida. A sua inversa é designa-se por
deslizamento para trás.
Denição 1.13 (Deslizamento para trás). Seja T um tableaux enviesado semistan-
dard de forma λ/µ e seja c um canto exterior de [µ]. O tableau jc(T ) obtém-se de T
do seguinte modo:
1. Se c for também canto exterior de [λ] o algoritmo termina.
2. Caso, contrário, seja c = (i, j) e seja c′ a caixa de max{Ti−1,j , Ti,j−1} (caso se-
jam iguais, encaramos Ti−1,j como sendo maior, e caso algum não esteja denido,
escolhemos o outro). Deslizamos então a caixa de c′ para a caixa c. Repete-se
o algoritmo, fazendo agora c = c′.
Prova-se facilmente que jc(T ) é um tableau enviesado e que os algoritmos de
deslizamento para a frente e para trás são inversos um do outro.
Exemplo 1.10. Consideremos o tableau






1.2. Algoritmos de inserção e deslizamento em tableaux semistandard
Dado T um tableau semistandard enviesado de forma λ/µ, é possível aplicar o
deslizamento para a frente em qualquer um dos cantos interiores de [µ]. Aplicando o
algoritmo ao tableau resultante consecutivamente, até não existirem cantos interiores
em [µ] que não sejam caixas de [λ], obtém-se um tableau normal. Chamamos ao
tableau obtido uma recticação de T e ao processo jeu de taquin. Enunciamos um
resultado importante que será demonstrado no nal da secção 1.3.
Teorema 1.3. Dado um tableau enviesado, qualquer escolha de cantos interiores para
o processo de deslizamento origina a mesma recticação.
A recticação de um tableau T semistandard enviesado ca assim bem denida e
denota-se por Rect(T ). Se T for um tableau normal, tem-se Rect(T ) = T .
O jeu de taquin está relacionado com o algoritmo de inserção, embora não seja
para já evidente. Vamos denir um produto entre tableaux usando este algoritmo.
Sejam T e U tableaux normais, de formas λ = (λ1, . . . , λl) e µ = (µ1, . . . , µk),
com l(λ) = l e l(µ) = k. Vamos construir um tableau enviesado T ∗ U de forma
(λ1 +µ1, . . . , λ1 +µk, λ1, . . . , λl)/(λ1, . . . , λ1), que é formado por um rectângulo (cor-
respondente à parte "vazia") com o mesmo número de colunas de T e o mesmo número
de linhas de U , colocando T abaixo desse rectângulo e U à sua direita. Denimos
então o produto
T • U = Rect(T ∗ U)
Exemplo 1.11. Sejam T =












1 1 1 1 2
2 2 2
3 3 3
Aplicando a recticação ao tableau T ∗ U , obtém-se
T • U = Rect(T ∗ U) =
1 1 1 1 1 1 1
2 2 2 2 2 3
3 3 3 3
A seguinte proposição relaciona a inserção com o jeu de taquin e será demonstrada
no nal da secção 1.3
Proposição 1.4. Sejam T e U tableaux normais e sejam x1, . . . , xp os elementos
de U listados por ordem da esquerda para a direita e de baixo para cima. Então,




Nesta secção vamos estudar o conceito de palavra de um tableau. Denindo uma
relação de equivalência, é possível estudar os algoritmos da secção anterior recorrendo
a palavras. Em particular, demonstraremos os teoremas 1.2 e 1.3 e a proposição 1.4.
As principais referências são [10] e [16].
Consideramos um alfabeto como sendo um conjunto ordenado de letras. Uma
palavra será uma sequência nita de letras. Dadas duas palavras w e w′, w.w′ denota
a palavra obtida pela justaposição das palavras w e w′. Dada uma palavra w e uma
letra i no seu alfabeto, denota-se por N(i, w) o número de ocorrências da letra i em
w. Para uma palavra w = w1 . . . wn, em que wi são letras, dene-se um seu prexo
como sendo qualquer sequência v = w1 . . . wj , para um certo j ≤ n. Analogamente,
um seu suxo é qualquer sequência u = wj . . . wn, para algum j ≥ 1.
Dado um tableau T dene-se a sua palavra, que se denota por w(T ), como sendo
a sequência das entradas das suas caixas, lidas de baixo para cima e da esquerda para
a direita.
Exemplo 1.12. Seja T =
1 1 1 1 2 2
2 2 2 3 3
3
. Então, w(T ) = 322233111122
É possível recuperar um tableau semistandard conhecendo a sua palavra, bastando
separá-la sempre que uma letra for estritamente maior que a seguinte. No exemplo
anterior, seria w(T ) = 3|22233|111122.
Nem todas as palavras podem ser obtidas a partir de um tableau normal, uma
vez que nem sempre é possível garantir que se tem colunas estritamente crescentes.
Por exemplo, a palavra w = 1121 não pode ser palavra de nenhum tableau normal.
Contudo, qualquer palavra pode ser obtida a partir de um tableau enviesado. Por
exemplo, w = 1112|113|1 pode ser obtida a partir de
1
1 1 3
1 1 1 2
1
1 1 3






Vamos agora estudar os algoritmos de inserção e deslizamento em termos de
palavras. Para tal, usaremos uma ferramenta importante, as relações de Knuth.
Suponhamos que temos um tableau T com apenas uma linha e que a inserção de
x leva à remoção de x′. Então, w(T ) = ux′v em que u e v são palavras. Podemos
armar que qualquer letra de u é menor ou igual do que x e que qualquer letra de v
é estritamente maior do que x. Tem-se também x < x′. A palavra do tableau rx(T )
é dada por x′uxv, uma vez que a letra x′ é colocada na segunda linha. Esquematica-
mente, tem-se
(u.x′.v).x −→ x′.u.x.v
Num tableau com mais do que uma linha, podemos considerar cada linha indivi-
dualmente, e inserir numa linha o elemento removido na sua linha anterior.
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Exemplo 1.13. Consideremos o tableau
T =








−→ (44)(333)(222)(1112) = w(r1(T )) (1.2)
Seguindo esta abordagem, Knuth ([16]) descreve o algoritmo de inserção em cada
passo numa linha utilizando linguagem de programação, da seguinte forma.
1. Começamos por colocar x no nal da primeira linha. Sejam y e z as duas últimas
entradas dessa linha.
(a) Se z ≤ x, o processo termina. Neste caso, não há remoção.
(b) Suponhamos que x < z. Neste caso, o algoritmo obriga à remoção de uma
etiqueta x′. Se z > x e também y > x, isto é, se x < y ≤ z, trocar x e z, e
repetir o processo, com as duas caixas adjacentes a x.
Os passos deste algoritmo podem então ser descritos como
ux′v1v2 . . . vq−1vq.x −→ ux′v1v2 . . . vq−1.x.vq (x < vq−1 ≤ vq)
−→ ux′v1v2 . . . vq−2.x.vq−1vq (x < vq−2 ≤ vq−1)
. . .
−→ ux′xv1 . . . vq (x < x′ ≤ v1)
2. Suponhamos agora que x remove x′. O algoritmo é então descrito por
u1u2 . . . up−1upx
′xv −→ u1u2 . . . up−1x′upxv (up ≤ x < x′)
−→ u1u2 . . . up−2x′up−1upxv (up−1 ≤ up < x′)
. . .
−→ x′u1 . . . upxv (u1 ≤ u2 < x′)
o que corresponde a passar sucessivamente x′ pelas caixas à esquerda da caixa
de x até ser colocando na linha seguinte.
Existem neste algoritmo duas transformações, que enunciamos de seguida.
Denição 1.14 (Transformações de Knuth). Dadas letras x, y e z denimos as
seguintes transformações.
yzx
K1−−→ yxz, se x < y ≤ z.
xzy
K2−−→ zxy, se x ≤ y < z.
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As transformações anteriores, juntamente com as suas inversas, são chamadas trans-
formações de Knuth elementares. Diz-se que duas palavras w e w′ sãoKnuth-equivalentes,
denotando-se w
K
= w′, se uma se pode obter a partir da outra por uma sequência nita
de transformações de Knuth elementares e das suas inversas. É simples vericar que
esta relação é uma relação de equivalência.
Então, o que acabou de se mostar é que o algoritmo de inserção preserva a equi-
valência de Knuth, pelo que se têm os seguintes resultados. Com efeito, as trans-
formações de Knuth elementares podem facilmente ser visualizadas nas seguintes in-
serções:
















Corolário 1.1. Sejam T e U tableaux. Então,
w(T · U) = w(T ).w(U)
Demonstração. Por indução no número de caixas de U , tem-se
w(T.U) = w(rxp . . . rx1(T ))
K
= w(T ).(xp . . . x1) = w(T )w(U)
Embora não seja tão evidente como no caso da inserção, o deslizamento preserva
também as transformações de Knuth. Nos casos mais simples é possível ver a trans-
formação.


















Note-se que, num passo intermédio do deslizamento, não se tem necessariamente
um tableau enviesado, podendo ter-se um tableau enviesado com uma caixa "vazia"
que não seja um canto. Nesse caso, a palavra desta estrutura lê-se exactamente da




Mostremos então que o deslizamento mantém a equivalência de Knuth. No caso
de se tratar de um deslizamento horizontal, a palavra não é alterada, pelo que é
trivialmente Knuth-equivalente a si própria. Interessa-nos então o caso em que o



























1. As sequências ui, vi, yj e zj são fracamente crescentes.
2. Para todo o i e j, ui < vi e yj < zj .
3. vp ≤ x ≤ y1.
Sendo u = u1 . . . up e v, y e z denidas de modo análogo, queremos então mostar
que
v x z u y
K
= v z u x y
Vamos fazer indução em p. Seja p = 0. Se y1 for inserido numa linha com entradas
x, z1, . . . , zq, então a entrada z1 deve ser removida, uma vez que x ≤ y1 e y1 < z1,
isto é, z1 é a entrada mais à esquerda que é estritamente maior que y1. Vimos já que
a inserção respeita a equivalência de Knuth, logo
x z1 z2 . . . zq y1
K
= z1 x y1 z2 . . . zq
e portanto
x z1 z2 . . . zq y1. y2 . . . yq
K
= z1 x y1 z2 . . . zq. y2 . . . yq (1.3)
Vamos agora inserir y2 na linha que tem x, y1, z2, . . . , zq. Como y1 ≤ y2 e y2 < z2,
z2 vai ser removido. Novamente pelo resultado da inserção,
x y1 z2 . . . zq y2
K
= z2 x y1 y2 z3 . . . zq
e portanto
z1 x y1 z2 . . . zq y2 y3 . . . yq
K
= z1 z2 x y1 y2 z3 . . . zq y3 . . . yq (1.4)
Continuando este processo, inserindo yk na linha com x, y1, . . . , yk−1, zk, . . . , zq,
como yk−1 ≤ yk e yk < zk, o elemento removido é zk, obtendo-se como anteriormente
x y1 . . . yk−1 zk . . . zq yk
K
= zk x y1 . . . yk−1 yk zk+1 . . . zq
e consequentemente
z1 . . . zk−1 x y1 . . . yk−1 zk . . . zq yk yk+1 . . . yq
K




Assim, para k = q tem-se
xzy = xz1 . . . zq y1 . . . yq
K
= z1 x y1 z2 . . . zq y2 . . . yq
K
= z1 z2 x y1 y2 z3 . . . zq y3 . . . yq
. . .
K




Seja agora p > 0, e suponhamos que se tem v x z u y
K
= v z u x y para palavras de
comprimento p− 1. Sejam
u′ = u2 . . . up
v′ = v2 . . . vp
Tem-se evidentemente v x z u y = v1 v′ x z u1 u′ y. Insira-se u1 na linha que tem
v1, v
′, x, z. Como u1 < v1, esta inserção remove v1. Logo,
v1 v
′ x z u1
K
= v1 u1 v
′ x z
e portanto
v x z u y = v1 v
′ x z u1 u
′ y
K
= v1 u1 v
′ x z u′ y
Por hipótese de indução,
v′ x z u′ y
K
= v′ z u′ x y (1.6)
Logo, v1 u1 v′ x z u′ y
K
= v1 u1 v
′ z u′ x y. Finalmente, a inserção de u1 na linha
v1, v




= v1 u1, v
′ z (1.7)
Logo, por (1.7), tem-se
v1 u1 v
′ z u′ x y
K
= v1 v
′ z u1 u
′ x y = v z u x y
Tem-se então, v x z u y
K
= v z u x y. Para concluir a demonstração, note-se que
este processo pode ser generalizado para qualquer deslizamento vertical, bastando
concatenar à palavra prexos e suxos apropriados. Acabámos de mostrar o seguinte
resultado.
Proposição 1.6. Se um tableau enviesado se obtém de outro a partir de uma sequên-
cia de deslizamentos, então as suas palavras são Knuth-equivalentes.
Podemos agora enunciar o teorema que nos vai ajudar a provar os resultados
anteriores.
Teorema 1.4. Toda a palavra é Knuth-equivalente à palavra de um único tableau.
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A existência de um tal tableau é trivial. Dada uma palavra w = u1 . . . up, a
palavra do seguinte tableau é Knuth-equivalente a w.
rxp . . . rx2rx1(∅)
Chamamos a esta construção o procedimento canónico para a construção de um
tableau que tenha a palavra Knuth-equivalente a uma palavra dada. A unicidade do
teorema será provada na secção seguinte e assumiremos, para já, a sua veracidade.
Corolário 1.2. Dado um tableau enviesado S, o único tableau cuja palavra é Knuth-
equivalente a w(S) é Rect(S). Mais, se S e S′ forem tableaux enviesados, então
Rect(S) = Rect(S′)⇐⇒ w(S) K= w(S′).
Demonstração. Pela Proposição 1.6, w(Rect(S))
K
= w(S) e pelo teorema 1.3, Rect(S)










e pela unicidade do teorema 1.4, Rect(S) = Rect(S′).
Reciprocamente, admita-se que Rect(S) = Rect(S′). Então,
w(S)
K
= w(Rect(S)) = w(Rect(S′))
K
= w(S′).
Existe uma terceira forma de denir um produto de tableaux normais, que será
coincidente com os produtos já denidos. Dados T e U tableaux normais, dena-se
T  U = o único tableau cuja palavra é Knuth-equivalente a w(T ).w(U)
Corolário 1.3. Dados T e U tableaux normais, tem-se
T · U = T • U = T  U
Demonstração. É suciente vericar que w(T · U) K= w(T ).w(U) K= w(T • U).
1. Pelo corolário 1.1, tem-se que w(T · U) K= w(T ).w(U).
2. Uma vez que T • U = Rect(T ∗ U), tem-se
w(T • U) K= w(Rect(T ∗ U)) K= w(T ∗ U) = w(T ).w(U).
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1.3.1 Demonstração de unicidade
Vamos nesta secção mostrar a unicidade do tableau cuja palavra é Knuth-equivalente
a uma palavra dada (teorema 1.4). Note-se que, demostrada a unicidade, cam
demonstrados os teoremas 1.2, 1.3, e a proposição 1.4.
Dada uma palavra w = u1 . . . up, com letras em {1, . . . , n}. Seja L(w, 1) o com-
primento da sua maior subsequência fracamente crescente . Isto é, L(w, 1) = l, se l
for o maior número natural tal que i1 < . . . < il e ui1 ≤ . . . ≤ uil .
Exemplo 1.14. Consideremos as palavras w = 1112213414 e w′ = 142122314. As
subsequências formadas pelos termos sublinhados são fracamente crescentes e de com-
primento máximo
w = 1 1 1 2 2 1 3 4 1 4
w′ = 1 4 2 1 2 2 3 1 4
w′ = 1 4 2 1 2 2 3 1 4
Então, L(w, 1) = 8 e L(w′, 1) = 6.
Dena-se agora L(w, k), para k > 0, como sendo o maior número que se pode
obter como soma de comprimentos de k subsequências de w fracamente crescentes e
disjuntas.
Exemplo 1.15. Sendo novamente w = 1112213414 e w′ = 142122314, tem-se
L(w, 2) = 10 1 1 1 2̄ 2̄ 1 3̄ 4̄ 1 4̄
L(w′, 2) = 8 1 4 2̄ 1 2̄ 2̄ 3̄ 1 4̄
L(w′, 3) = 9 1 4̂ 2̄ 1 2̄ 2̄ 3̄ 1 4̄
sendo L(w, k) = 10 para k > 2 e L(w′, k) = 9, para k > 3.
Consideremos agora palavras de tipo w = w(T ), sendo T um tableau semistandard
normal de forma λ = (λ1, . . . , λt).
Neste caso, a determinação de L(w, k) é mais simples. A maior sequência fraca-
mente crescente deve corresponder à primeira linha do tableau, pelo que L(w, 1) = λ1.
Do mesmo modo, o maior número que se obtém como soma de duas sequências fraca-
mente crescentes disjuntas corresponde às sequências da primeira e da segunda linha,
pelo que L(w, 2) = λ1 +λ2. Por indução, pode concluir-se que L(w, k) = λ1 + . . .+λk.
Tem-se assim o seguinte resultado.
Lema 1.3. Seja w = w(T ) com T tableau semistandard de forma λ. Então, para
todo o k ≥ 1,
L(w, k) = λ1 + . . .+ λk
Lema 1.4. Sejam w e w′ palavras Knuth-equivalentes. Então, para todo o k,
L(w, k) = L(w′, k)
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Demonstração. É sucente olhar para o caso em que w e w′ diferem por uma relação
de Knuth elementar. Suponhamos então que se tem um dos casos, com u e v palavras,
e x, y e z letras quaisquer.
1. w = u.yxz.v
K
= u.yzx.v = w′, (x < y ≤ z).
2. w = u.xzy.v
K
= u.zxy.v = w′, (x ≤ y < z).
Tem-se obviamente que L(w, k) ≥ L(w′, k). Qualquer família com k sequências dis-
juntas retiradas de w′ determina a mesma família em w′, com possivelmente uma
sequência maior (pois x < z).
Para mostrar a outra desigualdade, suponhamos que temos k subsequências disjun-
tas de w. Vamos a partir daí construir k subsequências disjuntas de w′, com o mesmo
número de letras. No caso em que se obtêm as mesmas subsequências o resultado é
trivial. Considere-se então o caso em que não se obtém as mesmas subsequências, isto
é, o caso em que uma da subsequências de w inclui x e z  a subsequência de w′ deixa
de ser crescente.
Seja então u1.x.z.v1 uma subsequência de w fracamente crescente (com u1 e v1
subsequências de u e v, possivelmente vazias). Existem dois casos.
1. Suponhamos que não existe mais nenhuma subsequência de w fracamente cres-
cente na qual apareça y. Assim, podemos considerar as subsequências u1.y.z.v1,
no caso da primeira transformação, ou u1.x.y.v1, no caso da segunda transfor-
mação. Ambas são subsequências de w′ fracamente crescentes.
2. Suponhamos agora que existe outra subsequência de w fracamente crescente
que inclua y. Seja u2.y.v2 essa sequência. Nesse caso, fazem-se as seguintes








Em qualquer um dos casos as subsequências obtidas são fracamente crescentes,
e no seu todo, têm as mesmas entradas.
Lema 1.5. Sejam w e w′ palavras Knuth-equivalentes e sejam w0 e w′0 as palavras
obtidas ao remover as maiores p letras e as menores q letras de cada uma delas, para
qualquer p, q. Então, w0 e w′0 são Knuth-equivalentes.
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Demonstração. Por indução, basta provar que as palavras obtidas ao remover as
maiores ou menores letras de w e w′ são ainda Knuth-equivalentes. Consideremos
o caso em que se removem as maiores letras, sendo o outro caso simétrico. Nova-
mente, é suciente analisar o caso em que w e w′ diferem por uma transformação de
Knuth, isto é,
1. w = u.yxz.v
K
= u.yzx.v = w′, (x < y ≤ z).
2. w = u.xzy.v
K
= u.zxy.v = w′, (x ≤ y < z).
Se as letras removidas não forem x, y ou z, mantém-se evidentemente a Knuth-
equivalência. Caso contrário, a letra removida é necessariamente z e nesse caso as
palavras cam iguais.
Estamos nalmente em condições de provar a unicidade do tableau cuja palavra
é igual a uma palavra dada. Vamos mostrar que, se w for Knuth-equivalente a w(T ),
sendo T um tableau de forma normal, então T é univocamente determinado por w. A
demonstração é feita por indução no comprimento da palavra w(T ) (e consequente-
mente no número de caixas de T ).
Se w = u, com u letra, então o único tableau cuja palavra é igual a x é u . Seja
agora w = u1 . . . uk, com k > 1, e admita-se que o resultado é verdadeiro para k − 1.
Pelos lemas anteriores, a forma λ de T é determinada por w, tendo-se
λk = L(w, k)− L(w, k − 1)
Seja x a maior letra que aparece em w e seja w0 a palavra que se obtém re-
movendo a ocorrência de x em w que esteja mais à direita. Seja também T0 o tableau
que se obtém de T removendo a caixa mais à direita com entrada x. Tem-se então
w(T0) = w(T )0. Pelo lema anterior, tem-se que w0
K
= w(T0). Por hipótese de indução,
T0 é o único tableau cuja palavra é Knuth-equivalente a w0. Como são conhecidas
as formas de T e de T0, a única possibilidade para T é ser obtido a partir de T0
colocando x na caixa vazia.
Podemos agora demonstrar os teoremas 1.2, 1.3 e a proposição 1.4. Foi já visto
que as três denições de produto de tableau coincidem, uma vez que têm a mesma
palavra, que deve ser Knuth-equivalente à palavra de um único tableau.
Uma vez que o deslizamento preserva a Knuth-equivalência, qualquer escolha de
cantos interiores implica que, para cada deslizamento, as palavras se mantenham
Knuth-equivalentes. No nal, serão então Knuth-equivalentes à palavra de um único
tableau, ao qual chamaámos recticação. Assim, o processo de recticação de um
tableau enviesado é independente da escolha de cantos interiores.
Finalmente, dados tableaux T , U e V , T · (U · V ) é o único tableau cuja palavra
é Knuth-equivalente a w(T ).w(U · V ). Como w(U · V ) K= w(U).w(V ), tem-se
w(T ).w(U · V ) K= w(T ).w(U).w(V ) K= w(T · U).w(V )
Como(T ·U)·V é o único tableau cuja palavra é Knuth-equivalente a w(T ·U).w(V ),
vem que (T · U) · V = T · (U · V ), provando-se assim a associatividade do produto de
tableaux.
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1.3.2 O monóide pláctico
Seja F = {1, . . . , n}∗ o monóide livre no alfabeto {1, . . . , n}, isto é, o monóide
formado pelas sequências nitas de elementos de {1, . . . , n}, com a operação de con-
catenação usal e a palavra vazia como identidade.




= w′ ∧ v K= v′ −→ wv K= w′v K= w′v′
Assim, o quocienteMn = F/K, em queK denota a relação de Knuth-equivalência,





O conjunto dos tableaux semistandard normais com entradas em {1, . . . , n} jun-
tamente com o produto denido anteriormente é um monóide, que é isomorfo ao
monóide pláctico, com a correspondência
T 7−→ [w(T )]K
que é bijectiva, uma vez que, dada uma classe de Knuth-equivalência, qualquer sua
palavra é Knuth-equivalente à palavra de um único tableau normal semistandard.
Podemos associar a este monóide o seu anel de monóide Rn, ao qual chamamos anel
dos tableaux. Existe um morsmo entre Rn e Z[x1, . . . , xn], que aplica um tableau T
normal semistandard num monómio xT . No capítulo seguinte, cará clara a relevância
desta correspondência.
1.4 O algoritmo RSK
O algoritmo de inserção estudado na secção 1.2 permite estabelecer duas impor-
tantes bijecções: a correspondência de Robinson-Schensted, entre permutações de Sn
e pares de tableaux standard com forma λ ` n, introduzido por Robinson ([22]) e
reformulado por Schensted ([24]); e a correspondência de Robinson-Schensted-Knuth
(RSK), entre permutações generalizadas e pares de tableaux semistandard de forma
normal, que corresponde a uma generalização da primeira para tableaux semistandard,
desenvolvida por Knuth ([16]). Iremos estudar com mais detalhe a correspondência
RSK, na medida em que será utilizada para demonstrar a identidade de Cauchy no
capítulo 3, que será relevante para o estudo dos coecientes de Littlewood-Richardson.




i1 i2 · · · in













Denotamos π̂ = (i1, . . . , in) e π̌ = (j1, . . . , jn).
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Podemos encarar π̌ e π̂ como tableaux com uma linha, pelo que faz sentido con-
siderar os seus conteúdos. Enunciamos então o seguinte teorema (Knuth, [16])
Teorema 1.5 (Correspondência RSK, [16]). Existe uma bijecção entre permutações
generalizadas e pares de tableaux de Young semistandard com a mesma forma,
π
RSK←→ (T,U)
com cont π̌ = cont T e contπ̂ = contU .
Demonstração. Demonstramos em primeiro lugar que a correspondência π
RSK−−−→
(T,U) é uma aplicação.
Seja π =
(
i1 i2 · · · in
j1 j2 · · · jn
)
uma permutação generalizada. Vamos criar uma sequên-
cia de pares de tableaux semistandard (T0, U0) = (∅, ∅), (T1, U1), . . . , (Tn, Un) = (T,U)
em que os elementos j1, . . . , jn são inseridos pelo algoritmo de inserção nos tableaux
Ti, enquanto os i1, . . . , in são colocados nos Ui.
Seja então (T0, U0) = (∅, ∅) e, assumindo que se construiu (Tk−1, Uk−1), ponha-se
Tk = rjk(Tk−1)
Uk = tableau no qual se coloca ik na caixa (i, j) onde terminou a inserção.
1. Pela denição de Uk, os tableaux Tk e Uk têm a mesma forma, para todo o k.
E é também claro que cont T = cont π̌ e contU = cont π̂.
2. T é um tableau semistandard, uma vez que o algoritmo de inserção mantém as
linhas fracamente crescentes e as colunas estritamente crescentes, como já foi
visto. U é também semistandard. As suas linhas são fracamente crescentes,
uma vez que π̂ é uma sequência fracamente crescente. As colunas de U devem
ser estritamente crescentes. Suponhamos que existiam elementos iguais ik = il,
como k < l, que estão na mesma coluna. Pela ordem lexicográca de π tem-se
que jk ≤ jl. O lema da remoção nas linhas arma que a caixa acrescentada pela
inserção de jk deve estar estritamente à esquerda da caixa acrescentada pela
inserção de jl, o que contraria a hipótese de ik e il estarem na mesma coluna.
Por exemplo, consideremos a permutação generalizada
π =
(
1 1 1 2 3 3
1 2 3 1 1 2
)
Tem-se então
T0 T1 T2 T3 T4 T5 T6 = T




1 1 1 2
2 3
U0 U1 U2 U3 U4 U5 U6 = U




1 1 1 3
2 3
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1 1 1 2
2 3
, 1 1 1 3
2 3
)
É usual designar-se o tableau U por tableau de registo.
Mostremos agora que a aplicação π
RSK−−−→ (T,U) tem inversa.
Como foi visto anteriormente, o algoritmo de inserção é invertível, caso seja indi-
cada a caixa acrescentada. Os tableaux Uk contém precisamente a informação sobre
as caixas acrescentadas a cada paso. O algoritmo consiste então em determinar uma
sequência (T,U) = (Tn, Un), (Tn−1, Un−1), . . . , (T0, U0) = (∅, ∅) e colocar a informação
daí retirada na forma de permutação generalizada.
Sejam então (Tn, Un) = (T,U). Assumindo a construção de (Tk, Uk) vamos deter-
minar ik, jk e (Tk−1, Uk−1).
1. Em Uk, determine-se a caixa (i, j) com maior entrada, que esteja o mais à
direita possível. Essa caixa, por construção, deve corresponder à caixa que foi
acrescentada pelo algoritmo de inserção. Assim, seja Uk−1 o tableu obtido por
Uk removendo a caixa (i, j) e ponha-se ik = (Uk)i,j .
2. Para obter Tk−1, faça-se o processo inverso da inserção, considerando (i, j) =
(ik, jk) como a caixa acrescentada, obtendo-se Tk−1 = r
xk
(i,j)(Tk) para um certo
elemento xk. Ponha-se então jk = xk.
Por construção, é claro i1 ≤ . . . ≤ in. Caso ik = ik+1, então ik tem de estar à
direita de ik−1. O lema da remoção nas linhas garante então que jk ≤ jk+1.
É possível associar a cada permutação generalizada uma matriz com entradas
inteiras e não negativas1. Dada uma permutação generalizada π dena-se então M =
M(π), sendo






Exemplo 1.16. À permutação generalizada π =
(
1 1 1 1 2 3 3




1 2 11 0 0
1 1 0

Trata-se de um processo facilmente revertível, pelo que se tem uma bijecção entre
permutações generalizadas e o conjunto de matrizes com entradas inteiras e não neg-
ativas, e que não têm colunas ou linhas nais de zeros. Esta última condição deve-se
ao facto de uma linha ou coluna com zeros não trazer qualquer informação adicional
sobre π. Note-se ainda que a soma das entradas da linha i de M(π) dá-nos o número
de i's em π̂, enquanto a soma da coluna j dá o número de j's. Tem-se então o seguinte
corolário.
1Tal já é feito com permutações, que se associam facilmente a matrizes-(0,1)
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Corolário 1.4. Existe uma bijecção entre pares de tableaux de Young semistandard
com a mesma forma e matrizes com entradas inteiras não negativas, sem colunas ou
linhas nais de zeros
M
RSK←→ (T,U)
tal que cont T e contU correspondem à soma das linhas e colunas de M , respectiva-
mente.
Dada uma permutação generalizada π denimos a sua inversa π−1 como sendo a
permutação generalizada tal que
M(π−1) = (M(π))T
Exemplo 1.17. Sendo π como no exemplo anterior, tem-se
(M(π))T =
1 1 12 0 1
1 0 0
 = M(π−1)
pelo que π−1 =
(
1 1 1 2 2 2 3
1 2 3 1 1 3 1
)
Tem-se o seguinte teorema, também chamado Teorema da Simetria, que se deve
a uma generalização de Knuth ([16]) de um resultado de Schützenberger.









Neste capítulo serão apresentados alguns dos principais resultados acerca da álge-
bra das funções simétricas, com especial ênfase nas funções de Schur.
Começamos por fazer uma curta referência às funções geradoras. Na secção
seguinte será feita a construção da álgebra das funções simétricas, sendo apresentadas
algumas das suas bases, das quais se destacam as funções de Schur. Serão então apre-
sentados alguns resultados importantes relativos a estas funções, bem como algumas
formulações alternativas.
As principais referências utilizadas ao longo deste capítulo são [10], [19], [20], [23]
e [26].
2.1 Breve introdução às funções geradoras






Se a família (an)n≥0 corresponder à enumeração de determinados objectos combi-
natórios, diz-se que f(x) é a função geradora desses objectos.







xn = (1 + x)4 é a função geradora dos subconjuntos de
{1, 2, 3, 4}.
Exemplo 2.2. f(x) =
∑
n≥0
p(n)xn é a função geradora das partições de n ∈ N, onde
p(n) denota o número de partições de n.
Note-se que esta série de potências é uma soma formal, no sentido em que são
irrelevantes as questões de convergência já que nunca se substitui x. Denotamos por
Z[[x]] o anel das séries de potências formais. A análise da função geradora de uma
família de objectos fornece informações sobre as suas propriedades. Como veremos
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mais à frente, existem casos em que se conhece a função geradora, sem ser conhecida
uma fórmula explícita para (an)n≥0.
Seja S uma família de objectos enumerada por (an)n≥0. Um método para de-
terminar uma função geradora que descreva a família S consiste em associar a cada
objecto um elemento de Z[[x]] e considerar a sua soma ao longo de S. Dene-se um






Geralmente, dado s ∈ S, considera-se o peso dado por wt(s) = xn, para algum
n ∈ N apropriado.
Analisemos de novo o exemplo das partições. Seja S o conjunto de todas as





















2.2 A álgebra das funções simétricas
Consideremos uma família de n variáveis independentes x = x1, . . . , xn e o anel de
polinómios Z[x1, . . . , xn]. Diz-se que um monómio xλ1i1 . . . x
λk
ik




Um polinómio diz-se homogéneo de grau n se todos os seus monómios tiverem grau
n.
Existe uma acção natural de Sn em Z[x1, . . . , xn], dada por πf(x1, . . . , xn) =
f(xπ(1), . . . , xπ(n)), para π ∈ Sn e f(x1, . . . , xn) ∈ Z[x1, . . . , xn]. Um polinómio f diz-
se simétrico se πf(x1, . . . , xn) = f(xπ(1), . . . , xπ(n)), para toda a permutação π ∈ Sn.
Isto é, se for invariante para a acção de Sn.
Seja Λn o anel dos polinómios simétricos nas indeterminadas x1, . . . , xn. Λn é um





sendo Λkn o anel dos polinómios simétricos homogéneos de grau k (Λ
0
n consiste no
polinómio nulo). Note-se que o produto de um polinómio de Λkn por elementos de Z é
ainda um polinómio simétrico e homogéneo de grau k. Assim, Λkn e Λn são Z-módulos.
Note-se que Λn é ainda uma álgebra. Mais, trata-se de uma álgebra graduada, uma
vez que o grau do produto de dois polinómios será igual à soma dos seus graus.
Seja λ uma partição tal que l(λ) ≤ n. Dena-se









2.2. A álgebra das funções simétricas
O polinómio mλ é simétrico. Com efeito, dado σ ∈ Sn, tem-se




















1 . . . x
λτ(n)
n = mλ(x1, . . . , xn)
Prova-se que os polinómios mλ são linearmente independentes. E como qualquer
f em Λkn é soma de monómios, basta agrupar os que correspondem a uma mesma
partição. Assim, o conjunto {mλ : l(λ) ≤ n ∧ λ ` k} forma uma Z-base para Λkn. E
por (2.1), o conjunto {mλ : l(λ) ≤ n} é uma Z-base de Λn.
Vamos agora generalizar para o caso em que temos innitas variáveis. Seja n ≤ m
e consideremos o morsmo Z[x1, . . . , xm] −→ Z[x1, . . . , xn] que aplica xi em xi, para
i ≤ n, e xj em 0, para n < j ≤ m. Este morsmo pode ser restringido a Λm, obtendo-
se ρm,n : Λm −→ Λn, em que ρm,n aplica mλ(x1, . . . , xm) em mλ(x1, . . . , xn), se
l(λ) ≤ n, ou em 0, caso n < l(λ) ≤ m. ρm,n é claramente um epimorsmo, uma vez
que ρm,n(mλ(x1, . . . , xn, 0, . . . , 0)) = mλ(x1, . . . , xn).




que é sobrejectivo se k ≥ 0 e m ≥ n, e bijectivo se m ≥ n ≥ k. Tem-se evidentemente
que ρkm,m = idΛkm e ρ
k
m,n ◦ ρkl,m = ρkl,n, para l ≥ m ≥ n.
Assim, o par (Λkm, ρ
k





Os elementos de Λk são as sequências f = (fn)n≥0 com fn = fn(x1, . . . , xn)
polinómio simétrico homogéneo de grau k e tal que fm(x1, . . . , xn, 0, . . . , 0) = fn(x1, . . . , xn),
para n ≤ m.
Como ρkm,n é isomorsmo para m ≥ n ≥ k, a projecção ρkn : Λk −→ Λkn é isomor-
smo. Assim, Λk admite uma Z-base {mλ : λ ` k} tal que ρkn(mλ) = mλ(x1, . . . , xn).
Chamamos às funções mλ (em Λk tendo portanto innitas variáveis) as funções
simétricas monomiais1.
Seja agora Λ =
⊕
k≥0
Λk. Λ é um módulo livre gerado pelas funções simétricas
monomiais correspondentes a todas as partições λ. Chamamos a Λ a álgebra das
funções simétricas. À semelhança das estruturas para um número nito de variáveis,
também Λk e Λ são módulos, sendo Λ uma álgebra graduada.
1Os elementos de Λk não são necessariamente polinómios, pois contêm somas formais innitas.
Por este motivo, utiliza-se a terminologia função.
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2.3 Bases de Λk
Considere-se novamente o anel Λk das funções simétricas de grau k. Vimos que
{mλ : λ ` k} é uma sua Z-base. Existem outras bases, que estudaremos de seguida.
Denição 2.1. 1. A função soma de potências simétrica de grau k é dada por




2. A função simétrica elementar de grau k é dada por
ek = m(1k) =
∑
i1<...<ik
xi1 . . . xik .
Convenciona-se que e0 = 1.







xi1 . . . xik .
Convenciona-se que h0 = 1 e hk = 0, para k < 0.







3 + . . .









1x3 + . . .+ x
2
1x2x3 + . . .
Note-se que as funções simétricas elementares ek são a soma de todos os monómios
livres de quadrados de grau k. Assim, podemos considerá-la como uma função
geradora para partições com k partes distintas. Seja S = {λ : l(λ) = k}, com
λ = (λ1, . . . , λk), com λ1 > . . . > λk, e considere-se o peso wt(λ) = xλ1 . . . xλk .
Então, ek(x1, x2, . . .) = fS(x1, x2, . . .).


















Denição 2.2. Dada uma partição λ = (λ1, . . . , λn), dene-se pλ = pλ1 . . . pλn . As
funções eλ e hλ denem-se de modo semelhante.
Lema 2.1. Seja λ uma partição. Dada uma matriz A denotamos por row(A) a
sequência das somas das suas linhas, e por col(A) a sequência das somas das suas




Dλ,µmµ, em que Dλ,µ é igual ao número de matrizes-(0, 1) A tais que
row(A) = λ e col(A) = µ.
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Aλ,µmµ, em que Aλ,µ é igual ao número de matrizes A com entradas
em N tais que row(A) = λ e col(A) = µ.
3. Dλ,µ = Dµ,λ e Aλ,µ = Aµ,λ









e escolham-se (sem repetições), na linha 1, λ1 entradas, na linha 2, λ2 entradas,
e assim sucessivamente. Seja xµ1i1 x
µ2
i2
. . . = xµ o produto das entradas escolhidas.
Então, substituindo por 1 as entradas escolhidas e por 0 as restantes, obtém-se
uma matriz-(0,1) A em que claramente row(A) = λ e col(A) = µ. Reciproca-
mente, dada uma matriz-(0,1) nessas condições, ela corresponde a um termo de
eµ.
2. De modo análogo, para obter um termo de hλ, escolhem-se na mesma matriz
λi entradas na linha i, podendo existir repetições (que se consideram diferentes
para efeitos de contagem). Sendo xµ1i1 x
µ2
i2
. . . = xµ o produto das entradas escol-
hidas, substituam-se as entradas escolhidas pelo número de vezes que foram es-
colhidas (e as restantes por 0). As entradas da matriz são obviamente naturais e
tem-se por construção row(A) = λ e col(A) = µ. Também como anteriormente,
dada uma matriz nessas condições é possível corresponder-lhe um termo de hλ.
3. É resultado do facto de row(A) = col(AT ) e col(A) = row(AT ).
Proposição 2.2. Sejam x = x1, x2, . . . e y = y1, y2, . . . indeterminadas indepen-






















Demonstração. Mostremos a primeira identidade. A segunda tem uma demonstração
análoga. Para obter um monómio xαyβ = xα1i1 x
α2
i2
. . . yβ1j1 y
β2
j2












ai,j = xrow(A)ycol(A), resulta que o coeciente do monómio em
questão no produto é igual ao número de matrizes-(0,1) com row(A) = α e col(A) = β,
isto é, Dα,β . A segunda parte resulta do lema 2.1.
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Teorema 2.1. Os seguintes conjuntos são Z-bases de Λk
1. {pλ : λ ` k}.
2. {eλ : λ ` k}.
3. {hλ : λ ` k}.
Demonstração. 1. Seja C = (cλ,µ) a matriz de pλ em termos da base mλ. A
demonstração ca concluída se encontrarmos uma ordem que torne C triangular
e sem zeros na diagonal principal. Isto garante a invertibilidade de C, o que
prova que pλ é uma base. Armamos que




com cλ,λ 6= 0. Ora, tem-se que pλ = (xλ11 + x
λ2




2 + . . .) . . . (x
λl
1 +
xλl2 + . . .), pelo que, se x
µ1
1 . . . x
µr
r aí aparece, tem-se necessariamente que cada
µi é soma de alguns λj . Assim, a partição µ, tendo partes maiores ou iguais a
partes de λ, é maior (pela ordem de dominação) que λ. Assim, o menor termo
a aparecer deve ser mλ
2. Mostremos queDλ,µ 6= 0 para µEλ′ e queDλ,λ′ = 1. Suponhamos queDλ,µ 6= 0.
Pelo que acabámos de ver, existe uma matriz-(0,1) A tal que row(A) = λ e
col(A) = µ. Seja A′ a matriz tal que row(A) = λ e tal que A′ij = 1 para
1 ≤ j ≤ λi, isto é, com os 1's alinhados à esquerda. Para cada i, o número de
1's nas primeiras i colunas de A′ é maior ou igual ao número de i's nas primeiras
i colunas de A. Então,
µ = col(A) E col(A′) = λ′.
Como A′ é a única matriz-(0,1) tal que row(A′) = λ e col(A′) = λ′, vem que
Dλ,λ′ = 1.
Sejam λ(1) E . . .Eλ(p(k)) as partições de k ordenadas pela ordem de dominação.
Então, (λ(p(k)))′ E . . . E (λ(1))′. Consideremos a matriz (Dλ,µ) com as linhas
ordenadas pela primeira ordenação e as colunas pela segunda ordenação. Assim,
a matriz será triangular superior e com 1's na diagonal, pelo que é invertível,
provando assim que {eλ : λ ` k} é base de Λk.
3. É suciente mostrar que hλ gera a base eµ, uma vez que existem p(k) funções
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Assim, en = h1en−1 + h2en−2 + . . ..
2.4 Funções de Schur
Nesta secção iremos estudar uma outra base de Λk, o conjunto das funções de
Schur, que têm relevância no contexto das representações de grupos lineares.
Dada uma composição µ = (µ1, . . . , µl) existe um monómio correspondente em
Z[x1, x2 . . .]
xµ = xµ11 . . . x
µl
l
Dado T um tableau de forma λ e conteúdo µ é também possível associar-lhe um
peso,




Por exemplo, sendo T =
1 1 2 4
3 1
4
, então xT = x31x2x3x
2
4
Denição 2.3. Seja Seja λ uma partição. A função de Schur associada a λ é dada
por




em que a soma é indexada pelos tableaux semistandard de forma λ.
Denição 2.4. Sejam λ e µ partições, com µ ⊆ λ. A função de Schur enviesada de
forma λ/µ é dada por




em que a soma é indexada pelos tableaux semistandard enviesados de forma λ/µ.
Exemplo 2.4. Considere-se λ = (2, 1). Os tableaux semistandard de forma λ com

















Assim, a função de Schur associada à partição (2, 1) em Λ3 é
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Proposição 2.3. As funções de Schur e as funções de Schur enviesadas são simétri-
cas.
Para demonstrar este resultado, vamos introduzir uma ferramenta importante,
as involuções de Bender-Knuth, apresentadas inicialmente em [2]. Estas involuções
actuam sobre o conteúdo de tableaux semistandard (normais ou enviesados) e, con-
sequentemente, são utilizadas para mostrar a simetria das funçõs de Schur.
Seja T um tableau semistandard com entradas em {1, . . . , n} e xemos um par
(i, i + 1) com i ∈ {1, . . . , n − 1}. Cada coluna de T contém, ou um par (i, i + 1),
ou apenas uma ocorrência de i ou i − 1, ou nenhum ocorrência destas letras. Diz-se
que os pares (i, i+ 1) que aparecem numa mesma coluna são xos, e que as restantes
entradas de i e i+ 1 (i.e., aquelas onde na sua coluna não existem ocrrências de i+ 1
e i, respectivamente) são livres.
Exemplo 2.6. No seguinte tableau, estão assinaladas as entradas livres para o par
(2,3).
T =
1 1 1 1 2 2 2 2 2 3
2 2 3 3 3 3
3
Note-se que todas as entradas livres num tableau semistandard devem aparecer




com a < i < b. Como o tableau é semistandard, ter-se-ia b < i+ 1.
Denição 2.5 (Involuções de Bender-Knuth, [2]). Seja T um tableau semistandard
com entradas em {1, . . . , n} e xemos um par (i, i + 1), com i ∈ {1, . . . , n − 1}.
Denimos as aplicações σ1, . . . , σn−1 entre tableaux semistandard da mesma forma,
em que, para cada i ∈ {1, . . . , n − 1}, o tableau σi(T ) = T ′ é construído do seguinte
modo:
1. Se Tk,j 6= i, i+ 1 ou se Tk,j não pertencer a um par xo, T ′k,j = Tk,j .
2. Caso contrário, e uma vez que as entradas livres devem aparecer em colunas
consecutivas, suponhamos que numa dada linha k aparecem sk ocorrências de
i, seguindas de tk ocorrência de i + 1, formando uma sequência de sk + tk
caixas. A sequência correspondente na linha k de T ′ deve ser preenchida com
tk ocorrências de i e com sk ocorrências de i+ 1.
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Exemplo 2.7. Com o tableau do exemplo anterior, tem-se
1 1 1 1 2 2 2 2 2 3
2 2 3 3 3 3
3
σ2−→
1 1 1 1 2 2 2 3 3 3
2 2 2 3 3 3
3
Lema 2.2. Seja T um tableau semistandard com entradas em {1, . . . , n}. Então,
para todo o in ∈ {1, . . . , n − 1}, as aplicações σi são involuções, às quais chamamos
involuções de Bender-Knuth, e o tableau σi(T ) é semistandard e com a mesma forma
de T .
Demonstração. Por construção, é evidente que σ2i = id, para qualquer i ∈ {1, . . . , n−
1}. Pela denição de entrada livre, o tableau σi(T ) é semistandard e tem a mesma
forma de T .
Podemos agora provar a proposição 2.3.
Demonstração. Uma vez que qualquer permutação é composição de transposições, é
suciente mostrar que
(i, i+ 1)sλ(x) = sλ(x) (2.2)
A acção das involuções de Bender-Knuth num tableau corresponde à aplicação de
uma transposição (i, i+ 1) ao seu conteúdo, pelo que acção (2.2) do grupo simétrico
mantém invariantes as funções de Schur.
Dadas λ partição e µ composição, denimos os números de Kostka Kλ,µ como
sendo o número de tableaux semistandard de forma λ e conteúdo µ. Dadas partições
λ e µ tais que µ ⊆ λ e ν composição, os números de Kostka enviesados são iguais ao
número de tableaux semistandard de forma λ/µ e conteúdo ν.















em que a soma é ao longo de todas as composições µ de |λ|. Como sλ é simétrica,





Mostremos agora que Kλ,µ = 0 se λ Eµ e que Kλ,λ = 1. Se Kλ,µ 6= 0, considere-
se um tableau T semistandard de forma λ e conteúdo µ. Como T é estritamente
crescente nas colunas, todas as ocorrências de 1, . . . , i devem estar nas linhas 1, . . . , i,
pelo que
µ1 + . . . µi ≤ λ1 + . . .+ λi
isto é, µ E λ. Se λ = µ, então existe um único tableau semistandard de forma e
conteúdo λ, o tableau cuja linha i tem todas as entradas iguais a i.
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Dadas partições λ e µ e uma composição ν, denimos os números de Kostka
enviesados Kλ/µ,ν como sendo iguais ao número de tableaux semistandard de forma





Corolário 2.1. O conjunto {sλ : λ ` k} é uma Z-base de Λk.
Uma vez que Λk é um anel, o produto de duas funções de Schur é uma função
simétrica. Assim, dadas partições µ e ν, o produto sµsν está em Λk, pelo que pode





Os coecientes cλµ,ν são chamados coecientes de Littlewood-Richardson. No capí-
tulos seguintes, serão apresentadas algumas interpretações combinatórias destes coe-
cientes.
2.4.1 Produto interno de Hall e a Identidade de Cauchy
Nesta secção vamos estudar alguns resultados sobre o único produto interno que
torna as funções de Schur numa base ortonormada e concluir que os coecientes de
Littlewood-Richardson estão relacionados com as funções de Schur enviesadas.
Considere-se em Λk a forma bilinear < · , · >: Λk × Λk −→ Z dada por
< hλ,mµ >= δλ,µ (2.6)
para quaisquer partições λ e µ.
Lema 2.3. A forma bilinear denida por (2.6) é um produto interno, ao qual chamamos
produto interno de Hall.
Demonstração. É suciente mostrar que a forma bilinear é simétrica e denida posi-
tiva para uma qualquer base de Λk. Tem-se









e pelo lema 2.1, Aµ,λ = Aλ,µ.
Tem-se ainda < hλ, hλ >= Aλ,λ ≥ 0 e claramente < 0, 0 >= 0. E se < hλ, hλ >=
0, pela denição de Aλ,λ tem-se λ = ∅, pelo que hλ = 0.
Note-se que o produto interno de Hall torna duais as bases {hλ} e {mλ}.O seguinte
resultado apresenta uma condição necessária e suciente para que duas bases de Λk
sejam duais uma da outra. Em particular, permite também determinar se uma dada
base é ortonormada. A sua demonstração é simples e será aqui omitida, podendo ser
encontrada em [26] ou [19].
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Vamos agora deduzir uma identidade semelhante às da proposição 2.2, envolvendo
as funções de Schur − a identidade de Cauchy. Para tal, traduzimos para a linguagem
das funções geradoras os resultados do capítulo anterior referentes à correspondência
RSK. Esta identidade estabelece uma relação entre funções de Schur normais e en-
viesadas.
Sejam x = x1, x2, . . . e y = y1, y2, . . . famílias de indeterminadas independentes.
Dada uma permutação generalizada π, vamos associar-lhe um peso do seguinte modo:
wt(π) = xπ̂yπ̌
Por exemplo, dado π =
(
1 1 1 2 3 3















ocorrer k vezes na permutação generalizada, o monómio xki y
k
j














Dena-se agora, para pares de tableaux semistandard da mesma forma,
























Assim, ca deduzida a seguinte igualdade, conhecida como identidade de Cauchy.








Corolário 2.2. A base das funções de Schur {sλ} é uma base ortonormada, isto é,
< sλ, sµ >= δλ,µ
Vamos agora mostrar a relação entre funções de Schur normais e enviesadas.
Começamos por enunciar um lema.
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Lema 2.4. Consideremos y = y1, y2, . . . indeterminadas independentes (e indepen-
dentes de x1, x2, . . .). Então,




Demonstração. Podemos encarar sλ(x,y) como a enumeração dos preenchimentos do
diagrama de forma λ com letras do alfabeto {1 < 2 < . . . < 1′ < 2′ < . . .}. As letras
da forma i′ são maiores que qualquer letra da forma j pelo que as letras j vão formar
um tableau µ no canto superior esquerdo de λ (e portanto, contido em λ). As letras
i′ vão preencher a parte correspondente a λ/µ. Assim,
∑
µ⊆λ
sµ(x)sλ/µ(y) é a função
geradora para estes tableaux.
Uma vez que as funções de Schur enviesadas são simétricas, também é possível
representá-las na base das funções de Schur normais. Na proposição que se segue,
veremos que os coecientes que aparecem nesse desenvolvimento são os coecientes
de Littlewood-Richardson, denidos em (2.5).





Demonstração. Seja z = z1, z2, . . . um família variáveis independentes (e indepen-




































Note-se ainda que, uma vez que o produto interno de Hall torna ortonormada a
base das funções de Schur, é possível armar que
cλµ,ν =< sλ/µ, sν >=< sµsν , sλ > (2.8)
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2.4.2 Determinantes de Jacobi-Trudi
Nesta secção será apresentada uma outra denição das funções de Schur, utilizando
determinantes envolvendo as bases hλ e eλ. Estes determinantes foram apresentados
pela primeira vez por Jacobi, nos anos 40, tendo sido simplicados mais tarde por
Trudi ([23]).
Teorema 2.3. Seja λ = (λ1, . . . , λl) uma partição. Então,
sλ = det(hλi−i+j)
sλ′ = det(eλi−i+j)
A prova que é de seguida apresentada baseia-se num método apresentado por Lind-
ström (1973), que foi também descoberto independentemente por Gessel e Viennot. A
ideia principal desta demonstração é que tanto tableaux como determinantes podem
ser encarados como caminhos em Z× Z.
Demonstração. Consideremos o reticulado Z × Z e consideremos os caminhos, pos-
sivelmente innitos, p = s1s2 . . ., em que cada passo si tem comprimento unitário e








Vamos etiquetar os passos que vão para Este, de duas maneiras:
e-etiqueta: L(si) = i.









É necessário agora estender Z × Z com pontos no innito. Para cada x ∈ Z,
acrescentemos um ponto (x,∞) acima de todos os pontos na linha vertical de abcissa
x. Assume-se que um caminho só pode atingir um ponto (x,∞) se tomar innitos
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passos consecutivos para Norte. Se um caminho p se iniciar num ponto u e terminar
num ponto v, escrevemos u
p−→ v.
As duas etiquetas anteriores vão dar origem a dois pesos dos caminhos. Se p for









Note-se que, pela denição de L(si), dado um caminho p = s1, s2, . . . tem-se









em que as somas são ao longo de caminhos (a, b)
p−→ (a+ n,∞), a partir de um ponto
inicial (a, b) xo.
Fixem-se u1, . . . , ul e v1, . . . , vl pontos iniciais e nais, respectivamente. Considere-
se a família de caminhos P = (p1, . . . , pj) em que, para cada i, ui
pi−→ vπ(i), para





















Neste exemplo, tem-se (−1)P = sgn(1, 2) = −1.
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Estamos agora em condições de mostrar que sλ = det(hλi−i+j). A demonstração
para sλ′ é análoga.
Seja λ = (λ1, . . . , λl) uma partição e denam-se os seguintes pontos iniciais e
nais:
ui = (1− i, 0).
vi = (λi − i+ 1,∞).






































Vejamos agora que todos os termos em
∑
P
(−1)P x̌P correspondentes a caminhos
que se intersectam (i.e., caminhos que tenham pelo menos um ponto em comum) vão
ser cancelados. Vamos construir uma involução que conserve pesos, P ι−→ P ′, tal que
se P = P ′ (o que corresponde aos 1-ciclos de ι), então P não tem caminhos que se
intersectem, e caso P 6= P ′ (correspondente aos 2-ciclos), então P e P ′ têm sinais
contrários. A ideia da construção é, caso P contenha caminhos que se intersectem,
escolher dois e trocar as suas partes nais, isto é, as partes após o ponto de intersecção.
Então, dado P, dena-se ι(P) = P ′ do seguinte modo:
1. Se pi ∩ pj = ∅, para todo i, j, então P = P ′.
2. Caso contrário, encontrar o menor i tal que o caminho pi intersecta um outro
caminho. Seja v0 a primeira intersecção (isto é, a que estiver mais a sudoeste)
de pi. Seja pj um caminho que contenha v0. Caso existem vários, escolha-se pj
de modo a que j seja minimal. Dena-se então
P ′ = P com pi e pj substituídos por p′i e p′j respectivamente
com p′i = ui
pi−→ v0
pj−→ vπ(j) e p′j = uj
pj−→ v0
pi−→ vπ(i)
No exemplo anterior, obtém-se
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Com esta construção, ι−1 = ι, pelo que ι é efectivamente uma involução. As
famílias livres de intersecções são xas. Nas famílias com intersecções, trocar dois
pontos nais corresponde a compor π com uma transposição, que tem sinal negativo,
alterando assim o sinal. Os pesos são também preservados, uma vez que todos os cam-




em que a soma é agora ao longo das famílias livres de intersecções.
Pela maneira como foram escolhidos os pontos iniciais e nais, uma família P vai
ser livre de intersecções se e só se π = id. Então, (−1)P = 1 e ui
pi−→ vi, para todo o
i. Mostremos que estas famílias estão em bijecção com os tableaux semistandard.
Dada P, basta considerar as h-etiquetas do i-ésimo caminho e colocá-las por or-
dem fracamente crescente na linha i de um diagrama de Young T . Pela maneira como
são escolhidos os pontos iniciais e nais, é claro que T vai ter forma λ − como exis-
tem l caminhos, o diagrama terá l linhas, e como a linha i tem tantas caixas como a
distância-Este percorrida, resulta em (λi− i+ 1)− (1− i) = λi caixas. As linhas são,
por construção, fracamente crescentes. E as colunas são estritamente crescentes, uma
vez que, para garantir que não existam intersecções nos caminhos, a j-ésima viragem
para Este do caminho pi+1 tem de estar acima da correspondente no caminho pi.
Dado um tableau T semistandard, é também simples construir P. Os pontos ini-
ciais e nais são denidos como anteriormente. E os caminhos obtêm-se usando as





(−1)P x̌P = sλ(x).
2.4.3 Quociente de alternantes de Schur
Vamos agora apresentar a denição original de polinómio de Schur apresentada
por Schur, em 1901, que envolve um quociente de dois determinantes.
Consideremos novamente o anel dos polinómios simétricos em l variáveis, Λl, com
l ≥ l(λ), para determinada partição λ. Foi visto que Λl era o conjunto dos polinómios
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de Z[x1, . . . , xl] xos pela acção de Sl, πf(x1, . . . , xl) = f(xπ(1), . . . , xπ(l)). Diz-se
que um polinómio f ∈ Z[x1, . . . , xl] é anti-simétrico se πf = sgn(π)f , isto é, se
f(xπ(1), . . . , xπ(l)) = sgn(π)f(x1, . . . , xl). Dado um monómio xµ = x
µ1
1 . . . x
µl
l , com µ
composição, é possível torná-lo anti-simétrico.
Denição 2.6. Seja µ uma composição e considere-se o monómio xµ = xµ11 . . . x
µl
l .
O seu alternante é dado por




Tem-se que aµ é efectivamente anti-simétrica. Dada π ∈ Sl,
















sgn(π−1)sgn(τ)xµ1τ(1) . . . x
µl
τ(l)
= sgn(π)aµ(x1, . . . , xl)











































Se λ for uma partição com duas partes iguais, o determinante em (2.9) tem com
duas colunas iguais, pelo que aλ = 0. Assim, consideremos apenas as partições que
têm todas as partes distintas, que serão todas da forma λ + δ, com λ partição ar-
bitrária (somadas componente a componente). Se num alternante se tiver xi = xj ,
então vamos ter duas linhas iguais. Assim, aλ+δ é divisível por aδ, pelo que o quo-
ciente aλ+δ/aδ é efectivamente um polinómio. Sendo um quociente de dois polinómios
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anti-simétricos, os sinais cancelam e o resultado é um polinómio simétrico. Mais à
frente veremos que este quociente coincide com sλ.
Para 1 ≤ j ≤ l, denote-se por e(j)n a função simétrica elementar nas variáveis
x1, . . . , xj−1, xj+1, . . . , xl.
Lema 2.5. Seja µ = (µ1, . . . , µl) uma composição e considerem-se as matrizes l × l
Aµ = (x
µi
j ), Hµ = (hµi−l+j), E = (−1)l−ie
(j)
l−i.
Então, Aµ = HµE.
















(1− xit) = 11−xj . Retirando o coeciente de t
µi de












Demonstração. Pelo lema anterior, Aµ = HµE, pelo que
det(Aµ) = det(Hµ)det(E). (2.10)
Por (2.9), det(Aµ) = aµ.
Se µ = δ, então Hδ = (hδi−l+j) = (hl−i−l+j) = (hj−i). Então Hδ é uma matriz
unitriangular, pelo que |Hδ| = 1. Assim, substituindo em (2.10), vem que |E| = aδ.








= det(hλi−i+j) = sλ (2.11)





No capítulo anterior mostrámos que as funções de Schur constituem uma base
ortonormada de Λk para o produto interno de Hall. Em particular, denimos os
coecientes de Littlewood-Richardson, como sendo os coecientes que aparecem na
expansão nessa base, não só do produto de funções de Schur normais, como também
de uma função de Schur enviesada.
Neste capítulo será apresentada a regra de Littlewood-Richardson (LR), que se
baseia numa interpretação combinatória dada por Littlewood e Richardson [18] dos
coecientes de LR, e permite determiná-los através da contagem de certos tableaux
semistandard enviesados. Em [22], Robinson publica uma primeira demonstração
desta regra, que apresentava algumas falhas. Uma demonstração completa foi apre-
sentada por Schützenberger [25] e por Thomas [28], no nal dos anos 70, após o
desenvolvimento da teoria associada à correspondência RSK e ao jeu de taquin.
3.1 Equivalência Dual
Nesta secção faremos uma breve referência ao conceito de equivalência dual e al-
guns resultados relacionados. A equivalência dual foi inicialmente apresentada por
Haiman, em 1992, no contexto da teoria associada ao jeu de taquin, sendo também
utilizada numa demonstração da regra de Littlewood-Richardson. As demonstrações
nesta secção serão omitidas, podendo ser encontradas em [14] e [23].
Denição 3.1. Sejam P e Q tableaux enviesados. Diz-se que P e Q são dualmente
equivalentes, denotando-se P
∗
= Q, se após a aplicação da mesma sequência de desliza-
mentos a ambos se obtiverem tableaux com a mesma forma.
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Assumimos que não se aplica a sequência vazia de deslizamentos. Consideramos
que um deslizamento é trivial se em nenhum dos passos do algoritmo é necessário
escolher entre duas caixas; nesse caso, é evidente que as formas dos tableaux obtidos
são iguais.
Suponhamos que o primeiro deslizamento é para a frente. A única caixa onde é







Partindo destes, o único algoritmo aplicável é o deslizamento para trás. Dos três
cantos exteriores possíveis, (3, 1) e (1, 3) são casos triviais. E a aplicação na caixa
(2, 2) resulta novamente nos tableaux iniciais. Assim, podemos assumir que a sequên-
cia se inicia com um deslizamento para trás.
As caixas possíveis às quais é possível aplicar o deslizamento para trás são (3, 1)
e (1, 3).









Partindo destes tableaux existem três opções: aplicar o deslizamento para a
frente à caixa (2, 1), voltando aos tableaux P e Q; o deslizamento para trás à










A partir daqui, a única caixa à qual possível aplicar um deslizamento para trás
é em (4, 1), que é trivial. O deslizamento para a frente aplicado à caixa (1, 2)
é também trivial. Já na caixa (2, 1) obtêm-se tableaux com a mesma forma e
prova-se facilmente que os tableaux daí obtidos têm também a mesma forma.
2. Considerando agora o deslizamento para trás aplicado à caixa (1, 3), obtemos
os tableaux




Analogamente ao que foi feito na alínea anterior, o único deslizamento não trivial







E pelo mesmo argumento utilizado anteriormente, os tableaux daqui obtidos
têm sempre a mesma forma.
1Assinalamos as caixas vazias, para enfatizar que os tableaux obtidos são de forma (2, 2, 2)/(2, 1),
pelo que existem dois cantos onde aplicar o deslizamento para a frente.
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Exemplo 3.2. Os tableaux P = 1
1 2
e Q = 3
1 2
não são dualmente equiva-










= Q. Qualquer sequência de deslizamentos (em particular,
a sequência vazia) aplicada a ambos os tableaux resulta em tableaux com a mesma
forma. Logo, P e Q têm a mesma forma. Tem-se assim o seguinte lema.
Lema 3.1. Sejam P e Q tableaux tais que P
∗
= Q. Se P ′ e Q′ se obtêm de P e Q
por uma sequência de deslizamentos, então P ′
∗
= Q′.
Enunciamos também a seguinte proposição, que será utilizada numa demonstração
da regra de Littlewood-Richardson. A sua demonstração será omitida e pode ser
encontrada em ([23] 4.8.12).




Sejam agora ν ⊆ µ ⊆ λ partições e sejam P e Q tableaux standard de formas µ/ν
e λ/µ respectivamente. As caixas de Q, ordenadas de forma estritamente crescente
pelas suas entradas, determinam uma sequência de deslizamentos para trás em P .
Denotamos por jQ(P ) o tableau obtido aplicando essa sequência a P . Se num passo
intermédio uma caixa de Q não for um canto exterior, o tableau obtido no passo
seguinte ca igual. Dena-se também vQ(P ) como sendo o tableau formado pelas
caixas eliminadas durante a construção de jQ(P ), pondo (vQ(P ))i,j = k se a caixa
(i, j) foi eliminada quando durante o preenchimento da caixa de Q com k.
Do mesmo modo, as caixas de P , ordenadas de forma estritamente decrescente
pelas suas entradas, denem uma sequência de deslizamentos para a frente em Q. O
tableau obtido denota-se por jP (Q). Se existir num passo intermédio uma caixa de P
que não seja canto interior no tableau actual, o tableau seguinte ca igual. O tableau
vP (Q) dene-se de modo análogo, sendo (vP (Q))i,j = k se a caixa (i, j) for eliminada
quando se preenche a caixa de k em P .
Exemplo 3.3. Sejam λ = (3, 3, 2), µ = (3, 2) e ν = ∅, e consideremos os seguintes
tableaux de formas formas µ/ν e λ/µ




Assinalam-se com • e × respectivamente as caixas utilizadas no deslizamento para
trás e no deslizamento para a frente. As sequências denidas são dadas por:
1 2 4






















































É visível no exemplo que jQ(P ) = vP (Q) e que vQ(P ) = jP (Q). Com efeito,
estas igualdades são sempre válidas. Uma demonstração para este facto pode ser
encontrada em [14].
Vimos anteriormente que o deslizamento para a frente e o deslizamento para trás
são algoritmos inversos um do outro. Isto é, se c é um canto interior no qual se aplica
um deslizamento para frente, eliminando a caixa d, tem-se
jdj
c(P ) = P
Do mesmo modo, se d for um canto exterior no qual se aplica um deslizamento
para trás e c é a caixa eliminada, tem-se
jcjd(P ) = P
Estas expressões podem então ser generalizadas por
jvQ(P )jQ(P ) = P
(3.1)
jvP (Q)j
P (Q) = Q
3.2 Regra de Littlewood-Richardson
Foi visto no capítulo anterior que, a respeito do produto interno de Hall, as funções
de Schur sλ formam uma base ortonormada para o anel Λk das funções simétricas de
grau k. Em particular, foram apresentadas expressões para o produto de funções de
Schur e para funções de Schur enviesadas nessa base, mostrando-se que os coecientes









Chamámos aos coecientes cλµ,ν os coecientes de Littlewood-Richardson. A regra
de Littlewood-Richardson, que enunciaremos de seguida, fornece uma interpretação
combinatória para esses números, em termos de uma subclasse de tableaux semis-
tandard indexados pelas partições (λ, µ, ν). A demonstração que apresentamos nesta
secção é baseada no jeu de taquin e corresponde à abordagem das primeiras provas
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da regra de Littlewood-Richardson ([25], [28]). Uma outra demonstração será apre-
sentada na secção seguinte. As referências seguidas são essencialmente [10] e [23].
Recordemos que N(i, u) denota o número de ocorrências da letra i na palavra u.
Denição 3.2. Seja w uma palavra no alfabeto {1, . . . , n}. Diz-se que w é palavra de
Yamanouchi se, para todo o seu suxo u, N(i, u) ≥ N(i+1, u), para todo o 1 ≤ i < n.
Exemplo 3.4. A palavra 2312211 é palavra de Yamanouchi. Mas a palavra 23122221
não é de Yamanouchi, uma vez que no suxo 221 o número de ocorrências de 2 é
maior que o de 1.
Lema 3.2. Sejam w e w′ palavras Knuth-equivalentes. Então, w é palavra de Ya-
manouchi se e só se w′ também o for.
Demonstração. Consideremos transformações de Knuth elementares.
1. Suponhamos que se tem a seguinte transformação
w = u.xyz.v −→ u.zxy.v = w′ (x ≤ y < z)
É necessário considerar as eventuais trocas nas ocorrências de i's e (i + 1)'s
consecutivos nos suxos, para todo o i. Se x < y < z, então não existem
alterações. Vamos então considerar o caso em que x = y = i e z = i+ 1. Para
que qualquer uma das palavras seja palavra de Yamanouchi é necessário que
N(i, v) ≥ N(i+ 1, v). Neste caso, ambas são palavras de Yamanouchi.
2. Consideremos agora outra transformação elementar
w = u.yxz.v −→ u.yzx.v = w′ (x < y ≤ z)
Analogamente, o único caso não trivial é x = i e y = z = i+ 1. Neste caso, w e
w′ serão palavras de Yamanouchi apenas seN(i, v) > N(i+1, v). E tem-se assim
que o número de ocorrências de i é maior ou igual ao número de ocorrências de
i+ 1, tanto na palavra yzxv como em yxzv.
Dada uma partição λ, denotamos por U(λ) o tableau de forma λ tal que a linha
k é constituída por λk ocorrências de k. Diz-se que um tableau desta forma é super-
standard. Por exemplo, para λ = (4, 2, 1, 1), tem-se
U(λ) =




Dadas partições λ e µ, com µ ⊆ λ, denota-se por Tab(λ/µ, ν) o conjunto dos
tableaux semistandard de forma λ/µ e conteúdo ν, sendo ν uma composição. Diz-se
que T é um tableau de Littlewood-Richardson (LR) se T ∈ Tab(λ/µ, ν) e w(T ) for
palavra de Yamanouchi. Neste caso, ν é efectivamente uma partição. Denotamos por
LR(λ/µ, ν) o conjunto dos tableaux LR de forma λ/µ e conteúdo ν.
47
3. Regra de Littlewood-Richardson
Lema 3.3. Seja S um tableau enviesado de conteúdo ν. S é tableau de Littlewood-
Richardson se e só se Rect(S) = U(ν).
Demonstração. Considere-se em primeiro lugar o caso em que S é um tableau nor-
mal. Nesse caso, para garantir que w(S) é palavra de Yamanouchi, é necessário que
a última letra da linha k seja k, para qualquer k. Para que tal aconteça, na primeira
linha apenas podem existir ocorrências de 1 (por S ser semistandard). Por indução
no número de linhas, prova-se que na linha k só podem existir ocorrências de k, isto
é, devem existir µk ocorrências de k, pelo que Rect(S) = S = U(ν).
Para concluir a demonstração, basta agora ver que S é um tableau LR se e só se
a sua recticação for um tableau LR. O deslizamento preserva a Knuth-equivalência,
pelo que, pelo lema 3.2 se tem que w(S) é palavra de Yamanouchi se e só se w(Rect(S))
também o for.
Teorema 3.1 (Regra de Littlewood-Richardson). Sejam λ, µ e ν partições tais que
|λ| = |µ|+ |ν| e seja cλµ,ν o coeciente de Littlewood-Richardson associado a (λ, µ, ν).
Então,
cλµ,ν = |LR(λ/µ, ν)| (3.4)
Demonstração. Seja c̃λµ,ν = |LR(λ/µ, ν)|. É suciente encontrar uma aplicação que
conserve pesos T
j−→ U , de tableaux semistandard T de forma λ/µ para tableaux
semistandard normais U tais que:
1. O número de tableaux T que se aplicam num dado U de forma ν depende apenas
das partições envolvidas (e não de U).
2. O número de tableaux T que se aplicam num dado U é igual a c̃λµ,ν .
















Sendo a primeira soma ao longo dos tableaux T de forma λ/µ. Pela Proposição




Mostramos de seguida que a aplicação jeu de taquin satisfaz as propriedades 1. e 2.
Sejam U e U ′ tableaux semistandard de forma ν. Vamos denir uma bijecção
entre j−1(U) e j−1(U ′). Seja P um tableau standard de forma µ tal que jP (T ) = U .
O tableau vP (T ) será de forma λ/µ. Considere-se então a composição
T
jP−−→ U s−→ U ′
jvP (T )−−−−→ T ′ (3.5)
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com T ∈ j−1(U) e T ′ ∈ j−1(U ′), e em que s denota a substituição de U por U ′.
Esta aplicação consiste então em transformar T em U por uma sequência de
deslizamentos para a frente, substituir U por U ′ e voltar depois à forma enviesada
inicial, aplicando a sequência de deslizamentos para trás denida por vP (T ).
Mostremos que esta aplicação está bem denida. Em primeiro lugar, o tableau
T ′ é efectivamente aplicado em U ′, uma vez que os deslizamentos para trás de jvP (T )
são todos reversíveis, e denem os deslizamentos para a frente que transformam T ′
em U ′. Tem-se também que
T = jvP (T )j
P (T ) = jvP (T )(U)
(3.6)
T ′ = jvP (T )(U
′)
e uma vez que U e U ′ têm a mesma forma, pela Proposição 3.1 tem-se U
∗




= T ′ (3.7)
pelo que os tableaux T e T ′ têm a mesma forma.
Armamos agora que a aplicação inversa de (3.5) é dada por
T ′
jP−−→ U ′ s−→ U
jvP (T ′)−−−−−→ T (3.8)
Por (3.7), tem-se que os tableaux vP (T ) e vP (T ′) são iguais, pelo que
jP (T ′) = jP jvP (T )(U
′) = jP jvP (T ′)(U
′) = U ′
e
jvP (T ′)(U) = jvP (T ′)j
P (T ) = jvP (T )j
P (T ) = T
Assim, a correspondência denida em (3.5) é uma bijecção.
Para concluir, seja U0 = U(ν) o tableau superstandard de forma ν. A palavra
w(U0) é por construção palavra de Yamanouchi. Com efeito, U0 é o único tableau
normal cuja palavra é palavra de Yamanouchi. Pelo Lema 3.2, e uma vez que o
deslizamento conserva a Knuth-equivalência, tem-se que o conjunto dos tableaux T
de forma λ/µ tais que j(T ) = U0 tem cardinalidade c̃λµ,ν .
Exemplo 3.5. Calculemos os coecientes de Littlewood-Richardson que aparecem no
produto s(2,1)s(3). Os tableaux λ que aparecem no desenvolvimento têm de ser tais
que |λ| = |(2, 1)| + |(3)| = 6. Entre as formas associadas a uma partição de 6,
consideremos apenas as que contêm (2, 1). Como o conteúdo de cada tableau deve
ser (3), isto é, três ocorrências de 1, são também excluídas as formas enviesadas que
tenham mais do que uma caixa por coluna. Ficam então,
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Logo,
s(2,1)s(3) = s(5,1) + s(4,2) + s(4,1,1) + s(3,2,1).
Exemplo 3.6. Consideremos o produto de funções de Schur s(3,1)s(2,1) e calculemos
os coecientes de Littlewood-Richardson que aparecem no seu desenvolvimento. Os
tableaux λ que aparecem no desenvolvimento têm de ser tais que |λ| = |(3, 1)| +
|(2, 1)| = 7. Dessas formas, apenas interessam aquelas que contêm (3, 1). Como o
conteúdo deve ser (2, 1), são excluídas as formas que têm três caixas numa linha ou
numa coluna, por falhar, respectivamente, a condição de ser semistandard e a condição























Note-se que a forma (4, 2, 1) admite dois preenchimentos semistandard e cuja
palavra é de Yamanouchi. Assim,
s(3,1)s(2,1) = s(4,1,1,1) + s(3,2,2) + s(3,2,1,1) + s(3,3,1) + 2s(4,2,1) + s(4,3) + s(5,1,1) + s(5,2)
3.2.1 Outra demonstração
Apresentamos agora outra demonstração da regra de Littlewood-Richardson, uti-
lizando as involuções de Bender-Knuth (utilizadas para mostrar a simetria das funções
de Schur). A demonstração é baseada nas demonstrações de Gasharov([11]) e Stem-
bridge ([27]).
Sejam λ, µ e ν partições, com µ ⊆ λ e tais que |λ| = |µ|+ |ν|. Seja l = l(ν) e dada
uma permutação π ∈ Sl, dena-se, para 1 ≤ j ≤ l = l
π(ν) = {νπ(j) − π(j) + j} (3.9)
Denam-se também os seguintes conjuntos
A = {(π, T ) : T ∈ T(λ/µ, π(ν))} (3.10)
B = {(π, T ) ∈ A : w(T ) não é palavra de Yamanouchi reversa} (3.11)
Uma palavra de Yamanouchi reversa é uma palavra w tal que, para qualquer
prexo u, N(i, u) ≥ N(i + 1, u), para todo o i. É evidente que, sendo w = w1 . . . wn
e w∗ = wn . . . w1, w é palavra de Yamanouchi se e só se w∗ é palavra de Yamanouchi
reversa.
Lema 3.4. Existe uma involução φ : B −→ B, com φ(π, T ) = (τ, U) tal que sgn(π) =
−sgn(τ)
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Demonstração. Seja (π, T ) ∈ B. Seja w = w(T ) = w1 . . . wn, em que w1, . . . , wn são
as entradas de T listadas de cima para baixo e da direita para a esquerda. Vamos então
analisar os prexos em vez dos suxos e determinar se a palavra é de Yamanouchi
reversa. Denote-se por w≤j o prexo de w com j letras, isto é, w≤j = w1 . . . wj . Seja
r = min{j ≥ 1 : w≤j não é palavra de Yamanouchi reversa} (3.12)
Então, para certo i, tem-se
N(i, w≤r−1) ≥ N(i+ 1, w≤r−1)
N(i, w≤r) < N(i+ 1, w≤r)
Logo, wr = i+ 1. E como N(i+ 1, w≤r) = N(i+ 1, w≤r−1) + 1 = N(i, w≤r−1) + 1,
tem-se também
N(i+ 1, w≤r) = N(i, w≤r) + 1 (3.13)
Diz-se que uma letra i (respectivamente i + 1) que aparece em T é livre se não
existir nenhuma ocorrência de i + 1 (respectivamente i) na sua coluna. Suponha-
mos que wr está na caixa (k, j), isto é, está na linha k e coluna j. Mostremos que
todas as ocorrências de i+1 na linha k que aparecem em w>r = wr+1 . . . wn são livres.
Suponhamos, com vista a um absurdo, que existe um i na linha k − 1 que está
numa coluna à esquerda da coluna j. Como o tableau tem colunas estritamente cres-
centes, na linha k−1 deve aparecer, por cima de cada i+1, alguma letra estritamente
menor que i+ 1. Em particular, sendo x = Tk−1,j , tem-se x < i+ 1. Como as linhas
são fracamente crescentes, e já existe um i na linha k − 1, numa coluna à esquerda
de j, tem-se i ≤ x < i+ 1, pelo que x = i, contrariando a denição de entrada livre.
Logo, todas as ocorrências de (i + 1) na linha k que estejam fracamente à esquerda
da coluna j são livres. Assim, todos os (i+ 1)'s na linha k que estejam estritamente
à direita da coluna j são não livres.
Seja ws a letra i mais à direita na linha k − 1 que ca acima da ocorrência de
(i + 1) em k. Então, todos os (i + 1)'s correspondentes a wr . . . ws devem aparecer
emparelhados com i's, de modo a que
N(i+ 1, wr . . . ws) ≤ N(i, wr . . . ws) (3.14)
Como se tem
N(i+ 1, w≤r) = N(i+ 1, w≤s−1) +N(i+ 1, wr . . . ws)
N(i, w≤r) = N(i, w≤s−1) +N(i, wr . . . ws)
Por (3.13) e (3.14), tem-se que
N(i+ 1, w≤s−1) > N(i, w≤s−1) (3.15)
e portanto ws−1 não pode ser palavra de Yamanouchi reversa. Mas, por escolha
de s, a caixa de ws−1 deve aparecer acima e à esquerda da caixa de wr. Pela leitura
da palavra, vem que s−1 < r, o que contradiz o facto de r ser mínimo. Logo, todas as
ocorrências (i+1) na linha k que aparecem em w>r (isto é, à esquerda de wr) são livres.
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Vamos então construir a involução φ. Dados (π, T ) ∈ B, para cada i seja,
τ = π ◦ (i, i+ 1)
U = σi(T )
sendo σi a involução de Bender-Knuth (para i) já estudada na secção 2.4. O tableau U
é semistandard e tal que, sendo r = min{j ≥ 1 : w(Q)≤j não é palavra de Yamanouchi reversa},
w(Q)r = i+ 1.
Como se viu anteriormente, todas as ocorrências de (i + 1) na linha k de T que
aparecem em w>r são livres. Logo, aplicando a involução σi,
N(i, w(Q)>r) = N(i+ 1, w(T )>r)
N(i+ 1, w(Q)>r) = N(i, w(T )>r)
Seja 1 ≤ j ≤ n. Então, por (3.9),
1. Para j = i. (
π ◦ (i, i+ 1)
)
(ν)i = νπ◦(i,i+1)(i) − π ◦ (i, i+ 1)(i) + i
= νπ(i+1) − π(i+ 1) + i
= νπ(i+1) − π(i+ 1) + i+ 1− 1
= π(ν)i+1 − 1
2. Para j = i+ 1, mostra-se do mesmo modo que(
π ◦ (i, i+ 1)
)
(ν)i+1 = π(ν)i + 1
3. Para j 6= i, i+ 1, tem-se (i, i+ 1)(j) = j, pelo que(










π(ν)i+1 − 1 se j = i
π(ν)i + 1 se j = i+ 1
π(ν)j caso contrário
Mostremos que o conteúdo de U é dado por τ(ν). Apresentamos uma demonstração
apenas para a letra i. Os casos i+ 1 e j 6= i, i+ 1 são análogos. Tem-se então,
N(i, w(U)) = N(i, w(U)≤r) +N(i, w(U)>r)
= N(i, w(U)≤r) +N(i+ 1, w(T )>r)




3.2. Regra de Littlewood-Richardson
Assim, podemos denir φ(π, T ) = (τ, U). Se aplicarmos novamente a involução




Podemos agora concluir a demonstração da Regra de Littlewood-Richardson. Pela










Logo, por (3.16) e (3.17), tem-se











































sgn(π) = 0. Para concluir, observamos que o conjunto A\B é,
para cada π ∈ Sn, o conjunto dos tableaux de forma λ/µ, conteúdo π(ν) e tais que a







As estruturas combinatórias estudadas neste capítulo são contadas pelos coe-
cientes de Littlewood-Richardson e resultam de abordagens recentes a esta problemá-
tica. Faremos uma breve introdução sobre cada estrutura e apresentaremos bijecções
entre essas famílias.
4.1 Triângulos de Littlewood-Richardson
Nesta secção estabelecemos uma bijecção entre tableaux e matrizes. Veremos
também como exprimir certas propriedades de tableaux em linguagem matricial; com
efeito, veremos que aos tableaux de Littlewood-Richardson correspondem matrizes
triangulares, o que motiva a denição de outra estrutura - os triângulos de Littlewood-
Richardson, que estão em bijecção com os tableaux LR. As referências para esta secção
são [7], [8], e [21].
4.1.1 Matriz associada de um tableau
Nesta secção, estabelecemos uma bijecção entre tableaux e matrizes. Mais geral-
mente, o estudo de tableaux pode ser feito apenas recorrendo à teoria das suas matrizes
associadas, como é feito em [7].
Denição 4.1. Seja T um tableau semistandard. A sua matriz associada A = (ai,j)
é dada por
ai,j = número de ocorrências de i na linha j deT (4.1)
Exemplo 4.1. Consideremos os seguintes tableaux










1 1 2 3
3 3 4
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As suas matrizes associadas são dadas, respectivamente, por
4 0 0 0
1 2 0 0
0 1 1 0
0 0 1 1


2 0 1 1
2 1 1 0
1 0 1 0
0 1 0 0


3 1 2 0
0 2 1 0
0 0 1 2
0 0 0 1

Resulta da denição que se T for normal a sua forma é dada por (
n∑
k=1




O conteúdo de T (normal ou enviesado) é dado por (
n∑
k=1




Proposição 4.1. Qualquer tableau T normal semistandard está univocamente deter-
minado pela sua matriz associada.
Demonstração. É claro que tableaux iguais denem a mesma matriz associada. Su-
ponhamos, com vista a um absurdo, que existem tableaux diferentes T e T̃ com a
mesma matriz associada, ai,j = ãi,j . Seja (k, j) a primeira caixa em que T e T̃ diferem
e, sem perda de generalidade, suponhamos que p = Tk,j < T̃k,j = q. Se j = 1, e como
ai,j = ãi,j , ∀i, j, então p tem de aparecer à direita de q em T̃ , o que contraria o facto
de as linhas serem fracamente crescentes. Se j > 1, então existem em T j caixas com
entradas menores ou iguais a p. Contudo, considerando que, em T̃ , a entrada p deve
estar à esquerda de q, existem apenas j − 1 caixas para colocar as j entradas.
É possível escrever as condições de semistandard e de palavra de Yamanouchi de
um tableau em função da sua matriz associada. No que se segue, o tableau T terá n
linhas.
Proposição 4.2. Seja T um tableau de forma λ/µ e conteúdo ν, e seja A = (ai,j) a








para quaisquer 1 ≤ i ≤ n e 1 ≤ j < n. Em particular, se T for normal e semistandard,
então ai,j = 0 para i < j.
Demonstração. Seja T um tableau semistandard e seja j uma sua linha. Suponha-
mos, com vista a um absurdo, que µj +
i−1∑
p=1
ap,j < µj+1 +
i∑
p=1




Então, Tj,k+1 > i − 1. Como
i∑
p=0
ap,j+1 > k, tem-se que Tj+1,k+1 ≤ i. Como T
é semistandard, as colunas são estritamente crescentes, pelo que Tj,k+1 < Tj+1,k+1.
Tem-se pois que i− 1 < Tj,k+1 < Tj+1,k+1 ≤ i, o que é um absurdo.
Reciprocamente, admita-se que a desigualdade (4.2) é verdadeira. As entradas em
T podem ser escritas de modo a que as suas linhas quem fracamente crescentes. E
uma vez que o número de entradas menores ou iguais a i na linha j + 1 é menor ou
igual ao número de entradas menore ou iguais a i− 1 na linha j, e considerando que
µj ≥ µj+1, resulta que as colunas são estritamente crescentes.
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Considerando i = 1, resulta de (4.3) que a1,j+1 ≤ 0, pelo que a1,j+1 = 0. Prova-se
então por indução que ai,j+1 = 0, para i ≤ j. Logo, ai,j = 0, para i < j.
Proposição 4.3. Seja T um tableau de forma λ/µ e conteúdo ν, e seja A = (ai,j) a







para quaisquer 1 ≤ i < n e 1 ≤ j ≤ n. Em particular, se T for um tableau de
Littlewood-Richardson, então ai,j = 0 para i > j.
Demonstração. Como w(T ) é palavra de Yamanouchi, para qualquer 1 ≤ i ≤ n e
qualquer suxo u de w(T ), tem-se N(i, u) ≥ N(i + 1, u). Podemos considerar então
suxos que correspondam à divisão, numa linha j+1, entre entradas maiores ou iguais
a i+ 1 e entradas estritamente menores que i+ 1. Assim, N(i, u) = ai,1 + . . .+ ai,j ≥
ai+1,1 + . . .+ ai+1,j+1 = N(i+ 1, u). Note-se que na contagem de N(i, u) apenas são
contadas as ocorrências de i até à linha j, pelo facto de T ter colunas estritamente
crescentes e linhas fracamente crescentes - os eventuais i's que existam na linha j + 1







Reciprocamente, admita-se (4.4) e seja w a palavra do tableau semistandard T
correspondente a A. Mostremos que w é palavra de Yamanouchi. Seja v um prexo
de w e suponhamos que a sua última letra corresponde à caixa (k, j), isto é, termina
na linha k, coluna j. Seja i ≥ 1. Se i ≥ k, tem-se N(i + 1, v) = 0 ≤ N(i, v). Seja
então i < k.
caso 1. Tk,j = i + 1 e Tk,j−1 < i + 1. Corresponde ao caso em que Tk,j é a entrada
i+ 1 mais à esquerda da linha k. Então, por (4.4),
N(i, v) = ai,i + . . .+ ai,k−1 ≥ ai+1,i+1 + . . .+ ai+1,k.
caso 2. Tk,j ≥ i + 1 e existem mais ocorrências de (i + 1) à sua esquerda. Seja r
igual ao número de ocorrências de (i+ 1) da linha k que não aparecem em v. É
evidente que r ≥ 0. Então,
N(i, v) = ai,i + . . .+ ai,k−1 ≥ ai+1,i+1 + . . .+ ai+1,k
≥ ai+1,i+1 + . . .+ ai+1,k − r = N(i+ 1, v)
caso 3. Tk,j ≤ i. Então,
N(i, v) = ai,i + . . .+ ai,k−1 + ai,k ≥ ai+1,i+1 + . . .+ ai+1,k + ai,k
≥ ai+1,i+1 + . . .+ ai+1,k = N(i+ 1, v).
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Em qualquer um dos casos, w é palavra de Yamanouchi.
De (4.4), resulta que ai+1,1 = 0. Prova-se por indução que ai+1,j = 0, para i ≥ j,
pelo que ai,j = 0 para i > j.
É consequência directa de (4.4) que o conteúdo ν de um tableau LR é efectivamente











4.1.2 Triângulos de Littlewood-Richardson.
Dado T ∈ LR(λ/µ, ν), a matriz associada a T é triangular superior, pelo que
podemos dispor as entradas ai,j , com i < j, num triângulo e considerar uma nova
estrutura indexada pelas partições (λ, µ, ν).
Consideremos uma sequência de números triangulares de comprimento (n+2)(n+1)2 .
Vamos identicá-la com um gráco constituído por (n+2)(n+1)2 vértices dispostos numa
grelha triangular, formando n2 triângulos equiláteros, ao qual chamamos gráco de
colmeia de tamanho n, que se denota ∆n. Na gura seguinte apresentamos um gráco





a0,3 a1,3 a2,3 a3,3
a0,4 a1,4 a2,4 a3,4 a4,4
Figura 4.1: Gráco de colmeia ∆4 e uma etiquetação genérica.
Chamamos a-sequência a uma sequência
A = (a0,0, a0,1, a1,1 · · · , ai,j , · · · , an−1,n, an,n) ∈ Z
(n+2)(n+1)
2
com 0 ≤ i ≤ j ≤ n. As a-sequências podem ser vistas como etiquetações com números
inteiros dos vértices de ∆n. Denotamos por Tn o conjunto das a-sequências tais que
a0,0 = 0.





Denição 4.2. Um triângulo de Littlewood-Richardson (LR) de tamanho n é uma
a-sequência A = (ai,j)1≤i≤j≤n tal que:
(P) ai,j ≥ 0, ∀1 ≤ i < j ≤ n.
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ai+1,q, ∀1 ≤ i ≤ j < n.
Denotamos por TLRn o conjunto dos triângulos LR de tamanho n.







Dada uma sequência A = (ai,j) ∈ TLRn, vamos associar-lhe os seguintes números,
para cada 1 ≤ i, j ≤ n:
µj = a0,j , λj =
j∑
p=0











que corresponde à condição (CS).
Lema 4.1. Sejam λ = (λ1, . . . , λn), µ = (µ1, . . . , µn) e ν = (ν1, . . . , νn) as sequências
denidas por (4.8). Então, λ, µ e ν são partições e |λ| = |µ|+ |ν|.
















ai,q + ai,n ≥
n∑
q=i+1




pelo que λ, µ e ν são partições. Tem-se ainda que
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νp = |µ|+ |ν|
Sejam agora λ, µ e ν partições. Para cada T ∈ LR(λ/µ, ν) dena-se uma a-
sequência AT = (ai,j) ∈ Tn tal que:
a0,0 = 0, a0,j = µj , para 1 ≤ j ≤ n.
ai,j = número de i's na linha j de T, para 1 ≤ i ≤ j ≤ n.
(4.9)
Proposição 4.4. Sejam λ, µ e ν partições tais que |λ| = |µ|+ |ν|. A correspondência
T 7−→ AT (4.10)
é uma bijecção entre LR(λ/µ, ν) e TLRn(λ, µ, ν).
Demonstração. Seja T ∈ TLRn(λ/µ, ν). Por construção, é claro que ai,j ≥ 0, para
quaisquer 1 ≤ i ≤ j ≤ n, pelo que AT satisfaz a condição (P).
A proposição 4.3 garante que a matriz associada de um tableau LR é triangular.
As suas entradas ai,j , para i < j, coincidem com as entradas do triângulo LR denido
em (4.9). Assim pelas proposições 4.2 e 4.3, têm-se as condições de (CS) e (LR).
Seja agora A um triângulo LR. Construimos a partir de A um tableau TA de forma
λ/µ colocando em cada linha j, por ordem fracamente crescente, ai,j ocorrências de
i, para cada i, j. Por construção, TA é um tableau de forma λ/µ é fracamente cres-
cente nas linhas. Novamente pelas proposições 4.2 e 4.3, tem-se que as colunas são
estritamente crescentes e que w(TA) é palavra de Yamanouchi.
Para concluir, é claro que T = TAT , uma vez que têm a mesma forma, o mesmo
conteúdo, e as entradas estão ordenadas do mesmo modo. E também A = ATA pois
(ATA)i,j é igual ao número de i's na linha j de TA, que é por denição (A)i,j .
Tem-se então o seguinte corolário.
Corolário 4.1. Sejam λ, µ e ν partições, com l(λ) = n. Então,
|TLRn(λ, µ, ν)| = cλµ,ν (4.11)
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1 1 2 3
3 3 4
Como T é da forma λ/µ, com λ = (6, 5, 4, 3) e µ = (3, 2, 0, 0), com conteúdo ν =
(6, 3, 3, 1), o seu triângulo LR é dado por
0 0 0 2 1




Exemplo 4.3. Consideremos agora o produto de polinómios de Schur s(3,2)s(4,1) e
calculemos o coeciente de Littlewood-Richardson que aparece em s(5,3,2). Tem-se




Por (4.8), 2 + a+ b = λ2 = 3, então a+ b = 1. Têm-se dois casos, (a = 1 ∧ b = 0)
ou (a = 0 ∧ b = 1), obtendo-se, respectivamente os seguintes triângulos








Logo, c(5,3,2)(3,2),(4,1) = 2.
4.2 Padrões de Gelfand-Tsetlin
Os padrões de Gelfand-Tsetlin são estruturas combinatórias indexadas por duas
partições, que foram introduzidas por Gelfand e Tsetlin, em 1950 [12], com o propósito
de estudar representações irredutíveis de GLn(C). A partir de uma condição adi-
cional, é possível indexar-lhes uma terceira partição e denir os esquemas de Gelfand-
Zelevinsky, apresentados por Gelfand e Zelevinsky nos anos 80 [13], [3], que são conta-
dos pelos números de Littlewood-Richardson. Nesta secção seguiremos essencialmente
[8].
Dada uma composição λ de comprimento n, dene-se o seu dual como sendo a
composição λ∗ tal que
λ∗i = −λn+1−i (4.12)
Exemplo 4.4. A composição λ = (5, 4, 2, 1, 1) tem como dual λ∗ = (−1,−1,−2,−4,−5).
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2 . . . , g
(i)
j , . . . , g
(n)




n ) ∈ Z
n(n+1)
2
com 1 ≤ j ≤ i ≤ n.
Denição 4.3. Uma g-sequência G = (g(i)j ) ∈ Z
n(n+1)
2 diz-se um padrão de Gelfand-
Tsetlin (GT) de tamanho n se satiszer as condições de entrelaçamento:
(IC 1) g(i+1)j ≥ g
(i)
j .
(IC 2) g(i)j ≥ g
(i+1)
j+1 .
Os elementos de um padrão GT podem ser dispostos em forma de triângulo in-




































Figura 4.2: Padrão de Gelfand-Tsetlin para n = 5.










para 1 ≤ j ≤ i ≤ n
A linha k de G é dada por g(k) = (g(k)1 , . . . , g
(k)
k ). Dene-se o tipo de G como








pelo que o tipo de um padrão GT é uma partição.














k , para i = 2, . . . , n. (4.14)
Exemplo 4.5. Consideremos o seguinte padrão GT
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O seu tipo é (4, 2, 1) e o seu peso é (2, 3, 2).
Lema 4.2. Seja G uma g-sequência de tipo λ e peso w. Então, G∗ é de tipo λ∗ e
peso −w.












































Logo, w∗ = −w.
4.2.1 Bijecção entre padrões GT e tableaux normais semistan-
dard
Vamos agora denir uma correspondência entre tableaux normais semistandard e
padrões GT. Como já foi visto, um tableau T normal semistandard é univocamente
determinado pela sua matriz associada A = (ai,j) em que ai,j é igual ao número de
i's na linha j de T . Assim, é suciente encontrar uma bijecção entre padrões GT e
matrizes.
Seja então T um tableau normal semistandard, com n linhas, e entradas em
{1, . . . , n}, e seja A = (ai,j) a sua matriz associada. Vamos construir um padrão







que corresponde à soma dos elementos menores ou iguais do que i na linha j.
Exemplo 4.6. Consideremos o seguinte tableau semistandard normal
T =




4. Estruturas combinatórias associadas aos coe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e determinemos o seu padrão GT. A matriz associada a T é dada por
A =





1 = a1,1 = 2 g
(3)
1 = a1,1 + a2,1 + a3,1 = 2 + 2 + 1 = 4
g
(2)
1 = a1,1 + a2,1 = 2 + 1 = 3 g
(3)
2 = a1,2 + a2,2 + a3,2 = 0 + 2 + 0 = 2
g
(2)
2 = a1,2 + a2,2 = 0 + 2 = 2 g
(3)
3 = a1,3 + a2,3 + a3,3 = 0 + 0 + 2 = 2
Tem-se então, por (4.15)
g
(1)
1 = a1,1 = 2
g
(2)
1 = a1,1 + a2,1 = 2 + 1 = 3
g
(2)
2 = a1,2 + a2,2 = 0 + 2 = 2
g
(3)
1 = a1,1 + a2,1 + a3,1 = 2 + 2 + 1 = 4
g
(3)
2 = a1,2 + a2,2 + a3,2 = 0 + 2 + 0 = 2
g
(3)
3 = a1,3 + a2,3 + a3,3 = 0 + 0 + 2 = 2




Lema 4.3. A g-sequência GT denida em (4.15) é um padrão GT.
Demonstração. Como T é um tableau normal semistandard, pela Proposição 4.2,
a sua matriz associada A vai ser triangular inferior, pelo que g(i)j = 0 para j >
i. Retirando estes elementos, obtém-se efectivamente uma g-sequência em Z
n(n+1)
2 .
Mostremos então que esta g-sequência é um padrão GT.





















Seja agora G = (g(i)j ) um padrão GT e associemos-lhe um tableau normal semis-






considerando g(i)j = 0 para 0 ≤ i < j.
Lema 4.4. O tableau TG denido por (4.16) é normal e semistandard.
Demonstração. Para i < j, ai,j = 0. Como a sua matriz associada é triangular
inferior, TG é um tableau normal. Mostremos agora que é semistandard. Tem-se,
para quaisquer i, j,
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Por (IC 2), g(i−1)j ≥ g
(i)
j+1. Assim, pela Proposição 4.2, TG é semistandard.
Proposição 4.5. Sejam T um tableau semistandard normal e G um padrão GT.
Então, as correspondências denidas em (4.15) e (4.16) são inversas uma da outra.
Isto é,
GTG = G e TGT = T (4.17)
Demonstração. Sejam G = (g(i)j ) e GTG = (g̃
(i)




















pelo que GTG = G.
Analogamente, sejam A = (ai,j) e Ã = (ãi,j) as matrizes associadas a T e TGT ,












Logo, TGT = T .
4.2.2 Correspondência entre tableaux enviesados semistandard
e padrões GT truncados
Vamos agora generalizar as correspondências da secção anterior para tableaux en-
viesados, estabelecendo uma bijecção entre tableaux semistandard enviesados e uma
subclasse de padrões GT.
Veremos que existe uma bijecção entre o conjunto dos tableaux semistandard de
forma λ/µ com entradas em {1, . . . , n} e o conjunto dos tableaux semistandard de
forma λ com entradas em {1, . . . , 2n} e cuja linha i tem entradas em {i, n+1, . . . , 2n},
para todo o i. Assim, dado um tableau enviesado, será possível aplicar a correspon-
dência (4.15) ao seu tableau normal associado.
Proposição 4.6. Seja T um tableau semistandard de forma λ/µ e entradas em
{1, . . . , n}. Seja T̃ o tableau de forma λ que se obtém a partir de T pelo seguinte
procedimento:
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1. Para cada i ∈ {1, . . . , n}, preencha-se cada entrada de i por n+ i.
2. Preencha-se cada caixa da linha k de [µ] com k, para cada 1 ≤ k ≤ n.
Então, T̃ é um tableau semistandard de forma λ com entradas em {1, . . . , 2n} e cuja
linha i tem entradas em {i, n+1 . . . , 2n}. Mais, a correspondência T −→ T̃ é bijectiva.
Demonstração. Por construção, T̃ satisfaz as condições da proposição. Dado um
tableau U de forma λ com entradas em {1, . . . , 2n} e cuja linha i é preenchida com
letras de {i, n + 1, . . . , 2n} é possível recuperar o tableau original, substituíndo as
entradas da forma n+i por i, para i ∈ {1, . . . , n}, e removendo as caixas com entradas
em {1, . . . , n}
Chamamos tableau normalizado de T ao tableau obtido pelo procedimento ante-
rior, e denotamo-lo por T̃ .
Exemplo 4.7. Considere-se o seguinte tableau enviesado
Y =
1 1
1 1 2 2
2 3
3 4
O seu tableau normalizado é dado por
Ỹ =
1 1 1 1 5 5
2 2 5 5 6 6
3 3 6 7
7 8
Proposição 4.7. Existe uma bijecção entre tableaux semistandard enviesados da
forma λ/µ com entradas em {1, . . . , n} e padrões GT de tamanho 2n, tipo λ0 =
(λ1, . . . , λn, 0, . . . , 0) ∈ Z2n, e cuja linha k é dada por (µ1, . . . , µk), para 1 ≤ k ≤ n
Demonstração. Seja T um tableau semistandard de forma λ/µ e sejam A = (ai,j) e
Ã = (ãi,j) as matrizes associadas a T e T̃ , respectivamente. Mostremos que GT̃ .
Note-se que Ã é dada por
ãi,j =
{
δi,jµj para 1 ≤ i ≤ n
ai−n,j para n+ 1 ≤ i ≤ 2n
(4.18)




n+1 , . . . , g
(2n)





λj para 1 ≤ j ≤ n
0 para n+ 1 ≤ j ≤ 2n
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= µj + λj − µj = λj

















aq,j = 0 (pois j ≥ n+ 1).
Logo, o tipo de G é dado por λ0 = (λ1, . . . , λn, 0, . . . , 0).









δq,jµj = µj (4.19)
Logo, a linha k de G é dada por (µ1, . . . , µk), para 1 ≤ k ≤ n.
Pela proposição 4.7, para 1 ≤ k ≤ n, as primeiras k − 1 linhas de G̃ contêm
informação desnecessária. É comum omiti-las no padrão GT − obtém-se um padrão
truncado.





O seu tableau normalizado é dado por
T̃ =
1 1 1 4 4
2 4 5 5
5 6
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É simples vericar que o seu padrão GT associado GT̃ é dado por
5 4 2 0 0 0
5 4 1 0 0




4.2.3 Bijecção entre tableaux LR e esquemas GZ


















Dadas partições λ, mu e ν, diz-se que G é um esquema de Gelfand-Zelevinsky (GZ)
de tamanho n é um padrão GT T de tamanho n, de tipo µ, peso λ − ν, e tal que,
para todo i e j,
ε
(i)
j (T ) ≤ νi − νi+1 (4.21)
Denotamos o conjunto dos esquemas GZ por GZn(µ, λ − ν, ν). Concluímos esta
secção provando que os esquemas GZ são contados pelos coecientes de Littlewood-
Richardson cλµ,ν , estabelecendo uma correspondência bijectiva entre GZn(µ
∗, λ∗ −
ν∗, ν∗).
Existe uma correspondência entre tableaux LR e esquemas GZ. A ideia principal
da correspondência é aplicar a bijecção entre tableaux enviesados e padrões GT trun-
cados, denida na proposição 4.7. O padrão truncado obtido é então dividido em três
secções, das quais apenas uma tem informação relevante e que é transformada em
padrão GT de tamanho n. Demonstraremos também que a condição de Yamanouchi
é equivalente à condição (4.21).
Teorema 4.1. Existe uma bijecção entre LR(λ/µ, ν) e GZn(µ∗, λ∗ − ν∗, ν∗).
Seja T ∈ LR(λ/µ, ν) e seja G = (g(i)j ) o padrão GT truncado de tamanho 2n
associado a L. Vamos dividir G em três secções, GX , GY e GZ da seguinte modo:
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. . . g(n+1)n g
(n+1)
n+1
. . . . .
.
. .
. . . .


































. . . g(2n)2n−1 g
(2n)
2n
Lema 4.5. Qualquer tableau T é univocamente determinado por GZ , onde G = GT̃ .
Demonstração. A secção GY é constituída apenas por zeros. Com efeito, foi visto
na proposição 4.7 que a última linha de GY é igual a (0, . . . , 0). Prova-se então por
indução, utilizando as condições de entrelaçamento, que todas as entradas de GY são
nulas. Assim, as entradas de GY podem ser omitidas.





























A expressão de (4.22) ca então
g
(n+k)




= µj + λj − µj = λj
A linha k de GX (que corresponde à linha n+ k do padrão não truncado) é então
dada por (λ1, . . . , λk). Assim, a secção GX contém informação redundante, pelo que
pode também ser omitida.
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· · · g(n)n−1 g
(n)
n
Vamos de seguida enunciar algumas propriedades de GZ .
Lema 4.6. Seja T ∈ LR(λ/µ, ν) e seja G = GT̃ . Então, GZ é um padrão GT de tipo
µ e peso ν∗ − λ∗.
Demonstração. GZ satisfaz as condições de entrelaçamento:
(IC' 1) g(n+k−1)j−1 ≥ g
(n+k)
j , pela segunda condição de entrelaçamento de T .
(IC' 2) g(n+k)j ≥ g
(n+k−1)
j , pela primeira condição de entrelaçamento.
É também claro que a sua linha n, que corresponde à linha n de G, é dada por






















= λn − νn = ν∗1 − λ∗1
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= λn−i+1 − νn−i+1 = ν∗i − λ∗i .
Proposição 4.8. Seja T ∈ LR(λ/µ, ν) e seja G = GT̃ . Então, G∗Z ∈ GZ(µ∗, λ∗ −
ν∗, ν∗).
Demonstração. Resulta dos lemas 4.2 e 4.6 que G∗Z é de tipo µ
∗ e tem peso λ∗ − ν∗.







Seja T o tableau associado a G∗Z pela correspondência (4.16) e sejam A = (ai,j) e
Ã = (ãi,j) as matrizes associadas a T e T̃ , respectivamente, onde T̃ denota o tableau
normalizado de T . Tem-se que









k = λk − g
(n+k−1)
k (4.25)


























(an−i,k − an−i+1,k) + an−i,j (4.26)
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(an−i,k − an−i+1,k) (4.28)
Resulta de (4.26), (4.27) e (4.28) que,
ν∗i − ν∗i+1 ≥
n∑
k=j+1






Estamos agora em condições de demonstrar o teorema 4.1. O lema 4.5 e a
proposição 4.8 asseguram que a seguinte correspondência é uma bijecção
GZn(µ
∗, λ∗ − ν∗, ν∗) −→ LR(λ/µ, ν)
T 7−→ TG∗Z
Corolário 4.2. Sejam λ, µ, e ν partições, com l(λ) = n. Então
|GZn(µ∗, λ∗ − ν∗, ν∗)| = cλµ,ν (4.29)
Exemplo 4.9. Sejam λ = (4, 3, 1), µ = (2, 1) e ν = (3, 2). Vamos calcular o coeciente
cλµ,ν , determinando o número de esquemas GZ de tipo µ
∗, peso λ∗ − ν∗ e tais que
ε
(i)
j ≤ ν∗i − ν∗i+1. Tem-se
λ∗ = (−1,−3− 4), µ∗ = (0,−1,−2), ν∗ = (0,−2,−3) (4.30)






uma vez que a última linha corresponde ao tipo µ∗ e a entrada g(1)1 corresponde à
primeira coordenada do peso λ∗ − µ∗ = (−1,−1,−1).
Pelas condições de entrelaçamento, tem-se
−1 ≤ x ≤ 0
Se x = 0, a segunda coordenada do peso é dada por 0+y+1 = −1. Logo, y = −2.
Analogamente, se x = 1, tem-se pelo peso que −3 + 1− y = −2, pelo que y = −1.







Logo, cλµ,ν = |GZ3(µ∗, λ∗ − ν∗, ν∗)| = 2.
4.3 Colmeias
As colmeias são estruturas combinatórias introduzidas por Knutsen e Tao, em
1999, para provar a Conjectura de saturação [17]. Mostraremos nesta secção que
existe uma bijecção entre colmeias e padrões de Gelfand-Tsetlin, estabelecendo assim
uma bijecção entre tableaux de Littlewood-Richardson. As referências seguidas são
[6], [8], [15] e [21].
Consideremos uma sequência de inteiros, à qual chamamos h-sequência,
H = (h0,0, h0,1, h1,1 . . . , hi,j , . . . , hn−1,n, hn,n) ∈ Z
(n+1)(n+2)
2
com 1 ≤ i ≤ j ≤ n, e tal que h0,0 = 0. Dispomos os elementos desta h-sequência num
gráco de colmeia ∆n, à semelhança do que foi feito com os triângulos de Littlewood-
Richardson.
h0,4 h1,4 h2,4 h3,4 h4,4




Figura 4.3: h-sequência em ∆4
Denição 4.5. Uma colmeia de tamanho n é uma h-sequênciaH = (hi,j) ∈ Z
(n+1)(n+2)
2
que satisfaz as condições de rombo:
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(RC 1) hi,j + hi−1,j−1 ≥ hi−1,j + hi,j−1, para 1 ≤ i ≤ j ≤ n.
(RC 2) hi−1,j + hi,j ≥ hi,j+1 + hi−1,j−1, para 1 ≤ i ≤ j < n.
(RC 3) hi,j + hi,j+1 ≥ hi+1,j+1 + hi−1,j , para 1 ≤ i ≤ j < n.
Denota-se por Hn o conjunto das colmeias de tamanho n.
Existem três tipos de rombos fundamentais.
As condições de rombo podem ser interpretadas do seguinte modo: a soma das
entradas dos vértices que correspondem a ângulos obtusos é maior ou igual à soma
das entradas dos vértices dos ângulos agudos.
Para 1 ≤ i, j ≤ n, vamos associar a cada colmeia H ∈ Hn:
λi = hi,i − hi−1,i−1, µj = h0,j − h0,j−1, νi = hi,n − hi−1,n (4.31)
Lema 4.7. Sejam λ = (λ1, . . . , λn), µ = (µ1, . . . , µn) e ν = (ν1, . . . , νn) as sequências
denidas por (4.31). Então, λ, µ e ν são partições e |λ| = |µ|+ |ν|.
Demonstração. Resulta directamente das condições de rombo que
λi = hi,i − hi−1,i−1 ≥ hi,i+1 − hi−1,i ≥ hi+1,i+1 − hi,i = λi+1
µj = h0,j − h0,j−1 ≥ h1,j+1 − h1,j ≥ h0,j+1 − h0,j = µj+1























νi = |µ|+ |ν|
Nestas condições, diz-se que (λ, µ, ν) é o tipo de H e denotamos por Hn(λ, µ, ν)
o conjunto das colmeias de tamanho n e de tipo (λ, µ, ν). Note-se que o tipo de H
dene as suas fronteiras:




+ν1 + . . .+ νi (4.32)
hi,i = λ1 + . . .+ λi
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4.3.1 Correspondência entre Colmeias e Triângulos LR
Recordemos que Tn denota o Z-módulo das etiquetações de ∆n com a-sequências,
ou, equivalentemente, com h-sequências. Vamos denir uma correspondência Φn :







para 1 ≤ i ≤ j ≤ n.
Teorema 4.2. A aplicação Φn denida por (4.33) aplica bijectivamente TLRn em Hn
e TLRn(λ, µ, ν) em Hn(λ, µ, ν), para quaisquer λ, µ e ν partições.
Demonstração. Consideremos a base canónica de Tn,





Consideramos B ordenada pela ordem lexicográca dos índices.
Considere-se a matriz de Φn com respeito à base B. Dado um índice (i, j), tem-se
Φn(Ei,j) = Φn(e
i,j
p,q) = (hp,q) (4.34)

















Logo, a entrada ((i, j), (i, j)) da matriz é igual a 1, para qualquer 1 ≤ i ≤ j ≤ n. Isto
é, a matriz tem apenas 1's na diagonal principal.
Considere-se agora dois índices (i, j) ≺ (a, b), pela ordem lexicográca. Tem-se
Φn(Ea,b) = Φn(e
a,b
p,q) = (hp,q) (4.36)






ea,br,l = 0 (4.37)
pois ou i < a ou (i = a ∧ j < b). Assim, a matriz é triangular inferior.
Como a matriz é triangular e não tem zeros na diagonal principal, é invertível e,
por conseguinte, Φn é uma bijecção.
Apresentemos explicitamente Φ−1n :
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a0,q = a0,j .














aj,q = aj,j .








Assim, Φ−1n (hi,j) = (ai,j), com
ai,j =

h0,j − h0,j−1 se i = 0 e 1 ≤ j ≤ n
hj,j − hj−1,j−1 se 1 ≤ i = j ≤ n
hi,j − hi,j−1 − hi−1,j + hi−1,j−1 se 1 ≤ i < j ≤ n
Dados (ai,j) ∈ TLRn e (hi,j) = Φn(ai,j), têm-se as seguintes identidades.




























Agora é simples vericar que Φn(TLRn(λ, µ, ν)) = Hn(λ, µ, ν).
Seja A = (ai,j) ∈ TLRn. Resultam de (P), (CS) e (LR), respectivamente, as
condições de colmeia (RC 1), (RC 2) e (RC 3):






ap,j + ai,j ≥
i−1∑
p=0
ap,j = hi−1,j − hi−1,j−1.






ap,j+1 = hi,j+1 − hi,j .






ai+1,q = hi+1,j+1 − hi,j+1.
Seja agora H = (hi,j) ∈ Hn. As condições (P), (CS) e (LR) obtêm-se de (RC
1), (RC 2) e (RC 3), respectivamente


















Assim, Φn(TLRn) = Hn. Prova-se facilmente que A = (ai,j) é de tipo (λ, µ, ν) se
e só se (hi,j) o for, uma vez que























Assim, Φn(TLRn(λ, µ, ν)) = Hn(λ, µ, ν).
Uma vez que um triângulo LR e uma colmeia têm como base o mesmo gráco, a
correspondência anterior tem uma interpretação visual simples: para calcular a en-
trada hi,j da colmeia, é suciente determinar a entrada correspondente no triângulo
LR, ai,j e somá-la com todas as entradas que estejam na região delimitada pela linha
de ai,j e pela sua diagonal no sentido SO-NE correspondente.
Exemplo 4.10. Considere-se em ∆3 o seguinte triângulo LR,











= 0 + 15 + 9 + 5 + 8 + 4 + 2 + 5 + 5 = 53
O seguinte corolário é consequência directa do teorema anterior.
Corolário 4.3. Sejam λ, µ e ν partições, com l(λ) = n. Então
|Hn(λ, µ, ν)| = cλµ,ν (4.40)
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4.3.2 Correspondência entre Colmeias e Esquemas GZ
Nesta secção, vamos estabelecer uma correspondência bijectiva entre colmeias e
esquemas GZ. O corolário 4.3 será uma consequência dessa bijecção.
Dada uma h-sequênciaH = (ha,b) ∈ Z
(n+1)(n+2)




j ), G2 = (y
(i)
j ), G3 = (z
(i)
j )
em que (x(i)j ), (y
(i)
j ), e (z
(i)
j ) são denidos por
x
(n−a)
b+1−a = ha,b+1 − ha,b
y
(b+1)
a+1 = ha+1,b+1 − ha,b+1 (4.41)
z
(n+a−b)
a+1 = ha+1,b+1 − ha,b
As entradas das sequências derivadas podem ser interpretadas como as diferenças
de entradas adjacentes em H, considerando o triângulo
ha,b+1 ha+1,b+1
ha,b
Na gura seguinte estão representadas as sequências derivadas para uma h-sequência
genérica, em ∆3. As diferenças para G1 são no sentido SO-NE, as de G2 no sentido
E −O, e as de G3 no sentido SE-NO.
T1 T3
T2














































Figura 4.4: h-sequência em ∆n e as suas g-sequências derivadas
Vamos de seguida ver a relação existente entre as condições de rombo de uma
h-sequência e as condições de entrelaçamento das suas g-sequências derivadas.
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Proposição 4.9. Seja H uma h-sequência e sejam G1, G2 e G3 as suas g-sequências
derivadas. Então,
1. H satisfaz (RC 1) se e só se G1 satisfaz (IC 2) e G2 satisfaz (IC 1).
2. H satisfaz (RC 2) se e só se G1 e G3 satisfazem (IC 1).
3. H satisfaz (RC 3) se e só se G2 e G3 satisfazem (IC 2).
4. G3 satisfaz (IC 1) se e só se G1 satisfaz (IC 1).
5. G3 satisfaz (IC 2) se e só se G2 satisfaz (IC 2).







H satisfaz (RC 1) ⇔
⇔ ha+1,b+1 + ha,b ≥ ha,b+1 + ha+1,b ⇔
⇔ ha+1,b+1 − ha+1,b ≥ ha,b+1 − ha,b ⇔
⇔ x(n−a−1)b−a ≥ x
(n−a)
b−a+1 ⇔ G1 satisfaz (IC 2).
H satisfaz (RC 1) ⇔
⇔ ha+1,b+1 + ha,b ≥ ha,b+1 + ha+1,b ⇔
⇔ ha+1,b+1 − ha,b+1 ≥ ha+1,b − ha,b ⇔
⇔ y(b+1)a+1 ≥ y
(b)
a+1 ⇔ G2 satisfaz (IC 1).
As armações 2. e 3. mostram-se de modo semelhante.
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G3 satisfaz (IC 1) ⇔
⇔ z(n+a−b+1)a+1 ≥ z
(n+a−b)
a+1 ⇔
⇔ ha+1,b − ha,b−1 ≥ ha+1,b+1 − ha,b ⇔
⇔ ha,b − ha,b−1 ≥ ha+1,b+1 − ha+1,b ⇔
⇔ x(n−a)b−a ≥ x
(n−a−1)
b−a ⇔ G1 satisfaz (IC 1).
A armação 5. mostra-se de modo semelhante.
Teorema 4.3. Seja H ∈ Z
(n+2)(n+1)
2 e sejam G1(H) e G2(H) as suas g-sequências
derivadas. H é uma colmeia se e só se G1(H) e G2(H) forem padrões GT de tamanho
n.
Demonstração. Suponhamos que H é colmeia, isto é, que satisfaz (RC 1), (RC 2)
e (RC 3). Pelas armações 1. e 2. da Proposição 4.9, G1 satisfaz (IC 1) e (IC 2).
Pelas armações 1. e 3., G2 satisfaz (IC 1) e (IC 2). Logo, G1 e G2 são padrões GT.
Reciprocamente, se G1 e G2 forem padrões GT, então, pelas armações 4. e 5.
G3 satisfaz (IC 1) e (IC 2), pelo que é também padrão GT. Então, como todas as
g-sequências derivadas satisfazem as condições de entrelaçamento, pelas armações
1., 2. e 3. H é colmeia.




(ha+1,b+1 − ha,b+1) + (ha,b+1 − ha,b) = (ha+1,b+1 − ha+1,b) + (ha+1−b − ha,b)
implica











Mostramos de seguida que existe uma correspondência bijectiva entre colmeias
e esquemas GZ, estabelecendo uma bijecção entre colmeias e as suas g-sequências




Hn(λ, µ, ν) −→ GZ(µ∗, λ∗ − ν∗, ν∗)
H 7−→ G∗1(H)
Hn(λ, µ, ν) −→ GZ(ν, λ− µ, µ)
H 7−→ G2(H)
Teorema 4.4. Seja H uma h-sequência e G1(H) e G2(H) suas g-sequências derivadas.
1. H ∈ Hn(λ, µ, ν) se e só se G∗1(H) ∈ GZ(µ∗, λ∗ − ν∗, ν∗).
2. H ∈ Hn(λ, µ, ν) se e só se G2(H) ∈ GZ(ν, λ− µ, µ).
Vamos demonstrar o teorema 4.4 provando as seguintes armações
1. G∗1(H) satisfaz (IC 2) ⇔ ε
(i)
j (G2(H)) ≤ µi − µi+1.
2. G∗1(H) satisfaz (IC 1) ⇔ G2(H) satisfaz (IC 1).




1(H)) ≤ ν∗i − ν∗i+1 ⇔ G2(H) satisfaz (IC 1).
Lema 4.8. Sejam λ, µ e ν partições e seja H ∈ Hn(λ, µ, ν).
1. O peso de G1(H) é ν∗ − λ∗, pelo que o peso de G∗1(H) é ν∗ − λ∗.
2. O peso de G2(H) é λ− µ.
Demonstração. 1. w1(G1) = x
(1)
1
= hn−1,n − hn−1,n−1



















= (hn−i+1,n−i+1 − hn−i,n−i)− (hn−i,n − hn−i+1,n)
= λn−i+1 − νn−i+1 = ν∗i − λ∗i
2. Demonstra-se de forma análoga à armação 1.
Proposição 4.10. Seja H ∈ Hn(λ, µ, ν). Então, G∗1(H) satisfaz (IC 2) se e só se
ε
(i)
j (G2(H)) ≤ µi − µi+1.
Demonstração. Seja j = 1. Suponhamos que G∗1(H) satisfaz (IC 2) e, consequente-









































Para concluir, note-se que x(n)i − x
(n)
i+1 = (h0,i − h0,i−1)− (h0,i+1 − h0,i) = µi − µi+1.
Reciprocamente, admitamos que ε(i)1 (G2(H)) ≤ µi − µi+1. Então,
ε
(i)































que corresponde à condição (IC 1) para G1.



























































































Eliminando os termos que se cancelam, obtém-se
ε
(i)
















































j , pelo que
ε
(i)




i+1) = µi − µi+1
Proposição 4.11. Sja H ∈ Hn(λ, µ, ν). Então, G1(H) satisfaz (IC 2) se e só se G2
satisfaz (IC 1).




















para 1 ≤ j ≤ i < n e para 1 ≤ j′ ≤ i′ < n.
Logo G1(H) satisfaz (IC 2) se e só se G2(H) satisfaz (IC 1).





ν∗i − ν∗i+1 se e só se G2(H) satisfaz (IC 2).










Por (4.42), a expressão (4.48) é igual a y(n)n−i − y
(n−1)
n−i . Tem-se também que
ν∗i − ν∗i+1 = νn−i − νn+i−1
= hn−i,n − hn−i−1,n − hn−i+1,n + hn−i,n = y(n)n−i − y
(n)
n−i+1


























































4. Estruturas combinatórias associadas aos coecientes de Littlewood-Richardson








































































Provadas as três proposições anteriores, tem-se como consequência o teorema 4.4:
1. Se H for colmeia, então G1(H) e G2(H) são padrões GT. Em particular, G2
satisfaz (IC 2), pelo que, pela proposição 4.12, ε(i)j (G
∗
1(H)) ≤ ν∗i − ν∗i+1. Como
G∗1 tem peso λ
∗ − ν∗ e tipo µ∗, G∗1 ∈ GZ(µ∗, λ∗ − ν∗, ν∗).
Reciprocamente, se G∗1 ∈ GZ(µ∗, λ∗ − ν∗, ν∗), então G2 satisfaz (IC 2). Como
G∗1 é padrão GT, satisfaz (IC 1), pelo que G2 satisfaz também (IC 1), pela
proposição 4.11. Logo, G1 e G2 são ambos padrões GT, pelo que H é colmeia.
2. A prova é semelhante para G2.
O corolário 4.3 é também uma consequência directa do teorema 4.4.
Exemplo 4.11. Sejam λ = (5, 3, 2, 2), µ = (4, 2, 1) e ν = (3, 1, 1). Vamos calcular o
coeciente correspondente a sλ que aparece na expansão de sµsν na base das funções
de Schur, determinando o número de colmeias de tipo (λ, µ, ν). Uma colmeia H ∈
H4(λ, µ, ν) será da forma
7 10 11 12 12




Pela condições de rombo, temos que 7+10 ≥ 7+b⇒ 10 ≥ b e 7+b ≥ 6+10⇒ b ≥ 9.
Logo, b ∈ {9, 10}. Se fosse b = 9, então 9 + 11 ≥ 10 + c ⇒ c ≤ 8. Mas também
12 + c ≥ 10 + 11⇒ c ≥ 9, o que é um absurdo. Logo b = 10.
Tem-se também 12 + 10 ≥ 12 + c ⇒ c ≤ 10 e c + 10 ≥ 8 + 12 ⇒ c ≥ 10. Logo,
c = 10. Podemos então substituir,
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7 10 11 12 12




Analisemos agora os rombos que contêm a:
- 4 + a ≥ 6 + 5⇒ a ≥ 7
- 4 + 5 ≥ a+ 0⇒ a ≤ 9
- 5 + a ≥ 4 + 8⇒ a ≥ 7
- 6 + a ≥ 4 + 10⇒ a ≥ 8
- 6 + 10 ≥ 7 + a⇒ a ≤ 9
- 10 + a ≥ 6 + 10⇒ a ≥ 6
- 10 + a ≥ 10 + 8⇒ a ≥ 8
- 8 + a ≥ 10 + 5⇒ a ≥ 7
- 10 + 10 ≥ 11 + a⇒ a ≤ 9
Logo, a ∈ {8, 9}. Logo, existem duas colmeias, pelo que c(5,3,2,2)(4,2,1),(3,1,1) = 2.
4.4 Triângulos de Berenstein-Zelevinsky
Os triângulos de Berenstein-Zelevinzky foram apresentados por Berenstein e Zelevin-
sky, no início dos anos 90, para estudar o produto tensorial de três slr+1-módulos
simples de dimensão nita [4]. Estas estruturas combinatórias são também index-
adas por três partições e são contadas pelos coecientes de Littlewood-Richardson.
Seguiremos como referência [21].
A partir de um gráco de colmeia ∆n+1 vamos construir um gráco Γn con-
siderando
1. os vértices como sendo os pontos médios das arestas que não fazem parte da
fronteira
2. as arestas como sendo os segmentos que unem os pontos médios que estejam
nos triângulos de ∆n+1
Seja Vn o conjunto das etiquetações Xn = (xi,j , yi,j , zi,j)1≤i≤j≤n de Γn com
números inteiros. Considere-se o subconjunto Wn correspondente às etiquetações
tais que a soma dos vértices em cada aresta é igual à soma dos vértices da aresta
diametralmente oposta. Isto é,
(BZ 1) yi,j + zi,j = yi+1,j+1 + zi,j+1, para 1 ≤ i ≤ j < n
(BZ 2) xi,j+1 + yi,j = xi+1,j+1 + yi+1,j+1, para 1 ≤ i ≤ j < n
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Figura 4.6: Etiquetação genérica de V4.
(BZ 3) xi,j+1 + zi,j+1 = xi+1,j+1 + zi,j , para 1 ≤ i ≤ j < n
Note-se que é suciente assegurar quaisquer duas destas condições uma vez que
a terceira se deduz das restantes. Mostremos, por exemplo, que (BZ 2) e (BZ 3)
implicam (BZ 1): yi,j+zi,j = xi+1,j+1+yi+1,j+1−xi,j+1+xi,j+1+zi,j+1−xi+1,j+1 =
yi+1,j+1 + zi,j+1.
Tem-se que Vn é um Z-módulo e que Wn é seu submódulo. A dimensão de Vn é
dada por
dim Vn = 3
(n+ 1)n
2
Lema 4.9. O módulo Wn tem dimensão 12n(n+ 5) = dim Tn+1 − 2
Demonstração. A partir das equações (BZ 2) e (BZ 3), formemos um sistema de
equações lineares, para cada 1 ≤ i ≤ j < n.
Após reordenar as variáveis x1,1, y1,1, z1,1, x1,2, y1,2, z1,2, x2,2, . . . , xn,n, xn,n, xn,n, é fá-
cil vericar que a matriz do sistema, A, está em forma de escada. Consideremos os
seguintes hexágonos:
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yi,j zi,j yi+1,j zi+1,j
A matriz do sistema de equações é dada por:

x1,1 y1,1 z1,1 x1,2 y1,2 z1,2 x2,2 ··· xi,j yi,j zi,j xi+1,j yi+1,j ··· xn,n yn,n zn,n
0 1 0 1 0 0 −1 · · · 0 0 0 0 0 · · · 0 0 0


















0 0 0 0 0 0 0 · · · 0 1 0 0 0 · · · 0 0 0
0 0 0 0 0 0 0 · · · 0 0 1 0 0 · · · 0 0 0


















0 0 0 0 0 0 0 · · · 0 0 0 0 0 · · · −1 −1 0
0 0 0 0 0 0 0 · · · 0 0 0 0 0 · · · −1 0 0

pelo que a sua característica é igual a n(n − 1). O Teorema das Dimensões garante
que
dim Vn = rank A+ dim Wn (4.50)
Como dim Vn = 3
(n+1)n
2 , resulta então que













Denição 4.6. Um triângulo de Berenstein-Zelevinsky é uma etiquetação em Wn
com entradas não negativas. Dadas partições λ, µ e ν, diz-se que um triângulo de
Berenstein-Zelevinsky (BZ) é de tipo (λ, µ, ν) se:
(B1) x1,j + y1,j = µj − µj+1, para 1 ≤ j ≤ n.
(B2) xj,j + zj,j = λj − λj+1, para 1 ≤ j ≤ n.
(B3) yi,n + zi,n = νi − νi+1, para 1 ≤ i ≤ n.
É importante notar que, ao contrário das estruturas anteriores, um triângulo BZ
pode ter vários tipos. Por exemplo, o seguinte triângulo BZ é de tipo
((15, 10, 6, 2), (16, 10, 6, 3), (12, 9, 7, 0))
mas também do tipo
((13, 8, 4, 0), (14, 8, 4, 1), (17, 14, 12, 5))
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Figura 4.7: Triângulo de Berenstein-Zelevinsky em W3.
4.4.1 Correspondência entre Colmeias e triângulos BZ
Para n ≥ 2, vamos agora denir uma aplicação linear entre colmeias e triângulos
BZ, Ψn : Tn →Wn−1, com Ψn(hi,j) = (xi,j , yi,j , zi,j), denindo, para 1 ≤ i ≤ j < n:
xi,j = hi,j + hi−1,j − hi−1,j−1 − hi,j+1
yi,j = hi−1,j + hi,j+1 − hi,j − hi−1,j+1 (4.52)
zi,j = hi,j + hi,j+1 − hi−1,j − hi+1,j+1
Note-se que estes valores são obtidos directamente das condições de colmeia (RC
1), (RC 2) e (RC 3), respectivamente.
Lema 4.10. Nas condições anteriores, se H = (hi,j) ∈ Tn, então Ψn(hi,j) ∈Wn−1.
Demonstração.
(BZ1) yi,j + zi,j = hi−1,j + hi,j+1 − hi,j − hi−1,j+1 + hi,j + hi,j+1 − hi−1,j − hi+1,j+1
= hi,j+1 + hi,j+1 − hi−1,j+1 − hi+1,j+1
= hi,j+1 + hi+1,j+2 − hi+1,j+1 − hi,j+2 + hi,j+1 + hi,j+2 − hi−1,j+1 − hi+1,j+2
= yi+1,j+1 + zi,j+1
(BZ2) xi,j+1 + yi,j = hi,j+1 + hi−1,j+1 − hi−1,j − hi,j+2 + hi−1,j + hi,j+1 − hi,j − hi−1,j+1
= hi+1,j+1 + hi,j+1 − hi,j − hi+1,j+2 + hi,j+1 + hi+1,j+2 − hi+1,j+1 − hi,j+2
= xi+1,j+1 + yi+1,j+1
(BZ3) xi,j+1 + zi,j+1 = hi,j+1 + hi−1,j+1 − hi−1,j − hi,j+2 + hi,j+1 + hi,j+2 − hi−1,j+1 − hi+1,j+2
= hi+1,j+1 + hi,j+1 − hi,j − hi+1,j+2 + hi,j + hi,j+1 − hi−1,j − hi+1,j+1
= xi+1,j+1 + zi,j
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É também possível descrever explicitamente a composição Ψn◦Φn : Tn −→Wn−1.
Tem-se Ψn ◦ Φn(ai,j) = (xi,j , yi,j , zi,j), para 1 ≤ i ≤ j < n, em que





















Note-se novamente que os valores de xi,j , yi,j e zi,j são obtidos directamente das
condições de triângulo LR (CS), (P) e (LR).
Lema 4.11. Ψn e Ψn ◦ Φn são aplicações sobrejectivas. Mais, para qualquer X ∈





x1,k + y1,k, para 1 ≤ j < n




zk,k, para 1 ≤ j < n
an,n = 0
Demonstração. É suciente mostrar que Ψn ◦ Φn é sobrejectiva. Seja então X =
(xi,j , yi,j , zi,j) ∈ Wn−1 e dena-se A = (ai,j) ∈ Tn como em (4.53). Mostremos que
Ψn ◦ Φn(A) = X.






ap,j+1 = a0,j +
i−1∑
p=1
























= x1,j + y1,j + y1,j−1 + . . . yi−1,j−1 −y1,j − . . .− yi,j
. . .
= x2,j + y2,j + y2,j−1 + . . . yi−1,j−1 −y2,j − . . .− yi,j
= xi−1,j + yi−1,j + yi−1,j−i −yi−1,j − yi,j
= xi,j + yi,j − yi,j = xi,j .
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Tem-se evidentemente ai,j+1 = yi,j .






ai+1,q = ai,i +
j∑
q=i+1
























= zi,i + yi,i + yi,i+1 + . . .+ yi,j−1 − yi+1,i+1 − . . .− yi+1,j
= zi,i+1 + 
yi+1,i+1 + yi,i+1 + . . .−yi+1,i+1 − . . .− yi+1,j
. . .
= zi,j−1 + yi+1,j + yi+1,j − yi+1,j
= zi,j + yi+1,j − yi+1,j = zi,j
Estamos agora em condições de enunciar e provar o teorema que estabelece uma
bijecção entre triângulos LR e triâgulos BZ do mesmo tipo.
Teorema 4.5. Dadas partições λ, µ e ν, a transformação linear Ψn ◦Φn aplica TLRn
sobrejectivamente em BZn−1 e aplica TLRn(λ, µ, ν) bijectivamente em BZn−1(λ, µ, ν).
Demonstração. Pela expressão de Ψn◦Φn dada em (4.53), é claro que Ψn◦Φn(TLRn) =








pelo que o tipo de Ψn ◦ Φn(A) é dado por













ap,j+1 = λj − λj+1




= a0,j − a0,j+1 = µj − µj+1 (4.54)













ai+1,q = νi − νi+1
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Logo, se A ∈ TLRn(λ, µ, ν), então Ψn ◦ Φn(A) é também do tipo (λ, µ, ν).
Para concluir, observamos que dados triângulos A,B ∈ (Ψn ◦ Φn)−1(X), com
X ∈ BZn(λ, µ, ν) e tais que A 6= B, então A e B têm de ter tipos diferentes.
Exemplo 4.12. Sejam λ = (7, 2, 1), µ = (4, 1) e ν = (3, 2) e calculemos o coeciente
cλµ,ν , determinando a cardinalidade de BZ2(λ, µ, ν). Tem-se
λ1 − λ2 = 7− 2 = 5 µ1 − µ2 = 4− 1 = 3 ν1 − ν2 = 3− 2 = 1
λ2 − λ3 = 2− 1 = 1 µ2 − µ3 = 1− 0 = 1 ν2 − ν3 = 2− 0 = 2












Uma vez que x1,2 + y1,2 = 1, tem-se (x1,2 = 0 ∧ y1,2 = 1) ou (x1,2 = 1 ∧ y1,2 = 0).













Como y1,2 + z1,2 = 1, resulta que
z1,2 = 0
Pela condição (BZ 3), tem-se então que z1,1 + x2,2 = 0, pelo que
z1,1 = 0, x2,2 = 0
Uma vez que x2,2 + z2,2 = 1 e y2,2 + z2,2 = 2, resulta que
z2,2 = 1, y2,2 = 1
Pela condição (BZ 1) z1,2 +y2,2 = 1 = y1,1 + z1,1. Como z1,1 = 0, tem-se y1,1 = 1
1Para tornar os exemplos mais claros, consideramos uma etiqueta adicional nas arestas, que
denota a soma dos vértices adjacentes.
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Tem-se agora que x1,1 + z1,1 = 5, pelo que x1,1 = 5. Mas 3 = x1,1 + y1,1 = 1 + 5 = 6,
o que é um absurdo.












Como y1,2 + z1,2 = 1, resulta então que
z1,2 = 1
Por (BZ 3), 2 = x1,2 + z1,2 = z1,1 + x2,2. Existem agora dois casos distintos:
(x2,2 = 1 ∧ z2,2 = 0) ou (x2,2 = 0 ∧ z2,2 = 1).
Suponhamos que (x2,2 = 1 ∧ z2,2 = 0). Então, z1,1 = 1 e y2,2 = 2. Por (BZ 2),
3 = x2,2 + y2,2 = y1,1 + x1,2, pelo que
y1,1 = 2
Como x1,1 + y1,1 = 3, resulta que x1,1 = 1. Mas então 5 = x1,1 + z1,1 = 1 + 1 = 2, o
que é um absurdo.












Pela condição (BZ 3), tem-se 2 = x1,2 + z1,2 = z1,1 +x2,2. Como x2,2 = 0, tem-se
z1,1 = 2
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Analogamente, por (BZ 2) tem-se y1,1 = 1. Por m, uma vez que x1,1 + 2 = 5 (ou
x1,1 + 0 = 3), tem-se x1,1 = 3.








Logo, cλµ,ν = |BZ2(λ, µ, ν)| = 1.
Exemplo 4.13. Consideremos as partições λ = (5, 4, 1), µ = (3, 1) e ν = (4, 2) e
calculemos o coeciente cλµ,ν , determinando a cardinalidade de BZ2(λ, µ, ν). Tem-se
λ1 − λ2 = 5− 4 = 1 µ1 − µ2 = 3− 1 = 2 ν1 − ν2 = 4− 2 = 2
λ2 − λ3 = 4− 1 = 3 µ2 − µ3 = 1− 0 = 1 ν2 − ν3 = 2− 0 = 2












Uma vez que as entradas do triângulo são números inteiros não negativos, existem
quatro possibilidades distintas para as entradas x1,1, z1,1, x1,2 e y1,2:
1. x1,1 = 0, z1,1 = 1, x1,2 = 0, y1,2 = 1.
2. x1,1 = 1, z1,1 = 0, x1,2 = 1, y1,2 = 0.
3. x1,1 = 0, z1,1 = 1, x1,2 = 1, y1,2 = 0.
4. x1,1 = 1, z1,1 = 0, x1,2 = 0, y1,2 = 1.













4. Estruturas combinatórias associadas aos coecientes de Littlewood-Richardson
Como x1,1 + y1,1 = 2, resulta que y1,1 = 2. Analogamente, como y1,2 + z1,2 = 2,
tem-se z1,2 = 1.
Pela condição (BZ 1), 3 = y1,1 + z1,1 = z1,2 + y2,2, pelo que y2,2 = 2. Consequente-
mente, z2,2 = 0.
Pela condição (BZ 2), 2 = y1,1 + x1,2 = x2,2 + y2,2, pelo que x2,2 = 0. Mas nesse
caso, x2,2 + z2,2 = 0, o que contraria a condição imposta pelo tipo do triângulo.












Como x1,1 +y1,1 = 2, tem-se y1,1 = 1. E como y1,2 +z1,2 = 2, resulta que z1,2 = 2.
Assim, por (BZ 3), 3 = x1,2 + z1,2 = z1,1 + x2,2 e portanto x2,2 = 3. Por (BZ 2)
2 = y1,1 + x1,2 = x2,2 + y2,2, e ter-se-ia y2,2 = −1, o que contraria o facto de y2,2 ser
um número inteiro não negativo.














Logo, cλµ,ν = |BZ2(λ, µ, ν)| = 2.
4.5 Colmeias e Contratableaux
Fulton estabelece em [6] uma bijecção entre colmeias e contratableaux, uma estru-
tura semelhante aos tableaux, mostrando de seguida que os contrableaux e tableaux
LR estão em bijecção, por resultados elementares relativos ao produto de tableaux.
As referências para esta secção são [6] e [10].
Recordemos que, dada uma colmeia H ∈ Hn(λ, µ, ν), é possível determinar as
partições λ, µ e ν a partir das suas fronteiras. A ideia principal da construção que se
segue é usar as diagonais no sentido NE-SO para determinar uma cadeia de subpar-
tições, que serão posteriormente usadas para preencher um contratableau.
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4.5.1 Correspondência entre Colmeias e Contratableaux
Sejam λ, µ e ν partições e seja H ∈ Hn(λ, µ, ν). Dena-se, para cada 1 ≤ i ≤ n,
subpartições µ(i) = (µ(i)1 , · · · , µ
(i)
n+1−i) da partição µ, onde
µ
(i)
k = hi−1,k+i−1 − hi−1,k+i−2 (4.55)
As condições de rombo, nas colmeias, têm implicações nos termos destas subpar-
tições.





se tem hi,k+i + hi−1,k+i−1 ≥ hi,k+i−1 + hi−1,k+i e portanto












implica que hi−1,k+i−1 + hi,k+i−1 ≥ hi−1,k+i−2 + hi,k+i e portanto













o que prova que µ(i) é partição. A condição (4.57) garante ainda que µ = µ(1) ⊇
µ(2) ⊇ · · · ⊇ µ(n) ⊇ µ(n+1) := ∅.
Vamos agora construir um contratableau T de forma de µ. Um contratableau pode
ser interpretado como um tableau usual de forma µ rodado 180 graus. Rigorosamente,
é um tableau enviesado de forma (µ1, µ1 · · · , µ1)/(µ1 − µn, µ1 − µn−1, · · · , 0). As
caixas de T preenchem-se colocando i em todas as caixas do contratableau de forma
µ(i)/µ(i+1) , para cada 1 ≤ i ≤ n.
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Exemplo 4.14. Considere-se a seguinte colmeia associada às partições λ = (6, 4, 3),
µ = (4, 2, 2) e ν = (3, 1, 1)




Por (4.55), obtêm-se as subpartições
µ(1) = (4, 2, 2)
µ(2) = (3, 2)
µ(3) = (2)




1 2 3 3
Seja U(ν) o tableau superstandard de forma ν considere-se a respectiva palavra,
w(U(ν)).





e a sua palavra w(U(ν)) = 32111.
Armamos a condição (RC 3) é equivalente a w(T ).w(U(ν)) ser palavra de Ya-
manouchi. Mostremos então que, dado um suxo u da referida palavra, N(i, u) ≤
N(i − 1, u). É suciente mostrar a desigualdade para suxos que correspondem à
divisão, na linha k a contar de baixo, entre elementos estritamente menores que i e
elementos maiores ou iguais a i (uma vez que, juntando os eventuais (i − 1)'s que
possam sobrar nessa linha, a desigualdade mantém-se).
Seja então u um suxo nessas condições.





















− (µ(i+1)k + µ
(i+1)
k+1 + · · ·+ µ
(i+1)
n−i )︸ ︷︷ ︸
3
Tem-se então





k+1 + · · ·+ µ
(i)
n−i+1 = hi−1,k+i−1 − hi−1,k+i−2 + hi−1,k+i − hi−1,k+i−1 + · · ·+ hi−1,n − hi−1,n−1





k+1 + · · ·+ µ
(i+1)
n−i = hi,k+i − hi,k+i−1 + hi,k+i+1 − hi,k+i + · · ·+ hi,n − hi,n−1
= hi,n − hi,k+i−1
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Logo,
N(i, u) = hi−1,n − hi−1,k+i−2 − hi,n + hi,k+i−1 + hi,n − hi−1,n
= hi,k+i−1 − hi−1,k+i−2 (4.59)
De modo semelhante, mostra-se que






k+2) + · · ·+ (µ
(i−1)
n−(i−2) − 0)
= hi−1,k+i−1 − hi−2,k+i−2 (4.60)





hi−1,k+i−1 + hi−1,k+i−2 ≥ hi−2,k+i−2 + hi,k+i−1 (4.61)
e portanto hi−1,k+i−1 − hi−2,k+i−2 ≥ hi,k+i−1 − hi−1,k+i−2, ou seja,
N(i− 1, u) ≥ N(i, u)
o que corresponde à condição de Yamanouchi.
Note-se ainda que o número de ocorrências de i em todo o contratableau T é dado
por

















1 + · · ·+ µ
(i+1)
n−i )
= (hi−1,i − hi−1,i−1 + · · ·+ hi−1,n − hi−1,n−1)− (hi,i+1 − hi,i + · · ·+ hi,n − hi,n−1)
= hi−1,n − hi−1,i−1 − hi,n + hi,i
= (hi,i − hi−1,i−1)− (hi,n − hi−1,n) = λi − νi (4.62)
Este processo é reversível. Dado um contratableau T de forma µ e tal que
w(T ).w(U(ν)) seja palavra de Yamanouchi é possível recuperar a colmeia inicial. As
fronteiras µ e ν são dadas e a partição λ é determinada pela condição (4.62). T de-
termina também uma cadeia de subpartições µ = µ(1) ⊇ · · · ⊇ µ(n), pondo µ(i)k igual
ao número de ocorrências de i, i + 1, · · · , n na linha n − (k − 1). Estas subpartições
vão determinar as restantes entradas da colmeia. É também evidente que estes pro-
cessos são o inverso um do outro, o que prova então a bijecção entre contratableaux
e colmeias.
4.5.2 Correspondência entre Contratableaux e Tableaux LR
Vamos agora denir uma correspondência entre uma subclasse de contratableaux
e tableaux de Littlewood-Richardson. Em primeiro lugar, será estabelecida uma
bijecção entre pares de certos tableaux e tableaux de Littlewood-Richardson, que
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tornará evidente a relação entre funções de Schur enviesadas e funções de Schur nor-
mais.
Começamos por mostrar o seguinte lema.
Lema 4.12. Seja π =
(
i1 i2 · · · in
j1 j2 · · · jn
)
uma permutação generalizada tal que
π
RSK←→ (T,U). Seja P um tableau de forma normal e considerem-se as inserções
rjn . . . rj1(P ).
Forme-se um diagrama com as caixas acrescentadas a cada inserção e nas in-
serções anteriores, e coloque-se sucessivamente i1, . . . , in nas caixas novas. O tableau
obtido, S, será um tableau enviesado tal que Rect(S) = U .
Demonstração. Tome-se um tableau P0 com a mesma forma de P e com letras menores
que qualquer letra de P − pode considerar-se por exemplo um alfabeto com inteiros





a1 a2 · · · at
b1 b2 · · · bt
)
= σ
Considere-se a permutação generalizada σ ∗ π que corresponde a ordenação lexi-
cográca da sequência (
a1 a2 · · · at i1 i2 · · · in
b1 b2 · · · bt j1 j2 · · · jn
)
Pela correspondência RSK, σ ∗ π RSK←→ (P · T, V ), uma vez que P · T resulta da
inserção de j1, . . . , jn em T . O tableau V é o tableau de registo, pelo que é o tableau
cujas entradas a1, . . . , at formam P0 e as entradas i1, . . . , in formam S.
Considere-se agora (σ ∗ π)−1 = ρ. Pelo Teorema da Simetria, tem-se
(σ ∗ π)−1 RSK←→ (V, P · T )
assim como (π)−1





Removendo as letras aj , obtém-se uma palavra Knuth-equivalente a w(U). Se
removermos as n menores letras de w(V ) obtemos w(S).
Pelo lema 1.5, ao remover asmmenores letras de palavras Knuth-equivalentes, obtêm-




e pelo teorema 1.4, Rect(S) = U .
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Consideremos agora partições λ, µ e ν, tais que µ ⊆ λ e |λ| = |µ|+ |ν| (com |µ| = t
e |ν| = n). Sejam U0 e V0 tableaux de formas ν e λ, respectivamente. Denimos os
conjuntos
S(λ/µ, U0) = {tableaux enviesados S com forma λ/µ e tais queRect(S) = Uo}
T(µ, ν, V0) = {(T,U) com T tableau de forma µ , U tableau de forma ν
e tais que T · U = V0}
Proposição 4.13. Dados quaisquer tableaux U0 e V0 de formas ν e λ, existe uma
bijecção entre os conjuntos S(λ/µ, U0) e T(µ, ν, V0).
Demonstração. Seja (T,U) ∈ T(µ, ν, V0). Seja π a permutação generalizada corres-




i1 · · · in
j1 · · · jn
)
= π
Consideremos as inserções rjn . . . rj1(T ) e seja S o tableau enviesado obtido pela
colocação de i1, . . . , in nas caixas acrescentadas em cada inserção. Como rjn . . . rj1(T ) =
T · U = V0, pelo lema 4.12, tem-se S ∈ S(λ/µ, U0).
Seja agora S ∈ S(λ/µ, U0). Escolhemos um tableau T0 e forma µ tal que as suas
letras sejam menores que todas as letras de S. Seja T0 t S o tableau de forma λ tal
que nas caixas de µ aparecem as caixas de T0 e na parte λ/µ aparece S. Como V0 é
de forma λ, pela correspondência RSK, tem-se
(V0, T0 t S)
RSK←→
(
a1 . . . at i1 · · · in







a1 . . . at






i1 · · · in
j1 · · · jn
)
com T e U tableaux de formas µ e ν e tais que T · U = V0.
Pela correspondência RSK, T e U são de formas µ e ν, respectivamente, por serem
as formas de T0 e U0. Pela denição de produto, tem-se T ·U = rjn . . . rj1rbt . . . rb1(∅) =
V0. Mostra-se também assim que T0 é o tableau respeitante à colocação na primeira
correspondência, uma vez que, por ter todas as t letras menores que as de S, elas
devem ser necessariamente a1, . . . , at. Pelo lema 4.12, o tableau U0 deve ser o tableau
de registo na segunda correspondência. Têm-se então os tableaux (T,U) ∈ T(µ, ν, V0).
Mais, estes processos são claramente inversos um do outro.
Como conclusão, apresentamos uma bijecção entre contratableaux e tableaux LR,
cando assim estabelecida uma nova bijecção entre colmeias e tableaux LR.
Começamos por demonstrar o seguinte lema.
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4. Estruturas combinatórias associadas aos coecientes de Littlewood-Richardson
Lema 4.13. Sejam λ, µ e ν partições e seja T um contratableau de forma µ, tal que
N(i, w(T )) = λi−νi, para i = 1, . . . , n = l(λ). Então, w(T ).w(U(ν)) é palavra de Ya-
manouchi se e só se as palavras w(T ).w(U(ν)) e w(U(λ)) forem Knuth-equivalentes.
Demonstração. Suponhamos que w(T ).w(U(ν)) é Knuth-equivalente a w(U(λ)). Como
w(U(λ)) é palavra de Yamanouchi, tem-se pelo lema 3.2 que w(T ).w(U(ν)) também
o é.
Reciprocamente, seja w(T ).w(U(ν)) palavra de Yamanouchi. Pela proposição 1.4,
esta palavra é Knuth-equivalente à palavra de um único tableau, T ·U(ν) = Rect(T ∗
U(ν)). Tem-se que T ∗U(ν) é um tableau LR, uma vez que ambos os seus constituintes
são semistandard (e não há sobreposição entre eles) e a sua palavra, w(T ).w(U(ν)), é
palavra de Yamanouchi, por hipótese. O seu conteúdo satisfaz N(i, T )+N(i, U(ν)) =




Mostremos agora que, dado um contratableau T de forma µ, o tableau R =
Rect(T ) tem forma µ. T é um tableau enviesado semistandard, pelo que não ex-
istem colunas com dois elementos iguais. Mais, T está alinhado à direita em cada
linha. Assim, podemos recticar T de uma maneira especíca. Vamos também as-
sumir que T é enviesado não normal e que λ1 > λ2. Caso contrário o processo seguinte
deve iniciar-se na primeira linha n− k + 1 tal que λk > λk+1.
1. Começamos por recticar as duas últimas linhas de T . Os cantos interiores
estão na penúltima linha, pelo que, quando se zer o deslizamento, as caixas
vazias dessa linha serão ocupadas com caixas removidas da última linha.
As caixas da última linha que têm uma caixa vazia por cima serão as escolhidas
para deslizar. Suponhamos que k = z1 < up = l, e que estão respectivamente
nas caixas c e c′. Então, c está na forma µ(k)/µ(k+1) enquanto c′ está na forma
µ(l)/µ(l+1). Mas então µ(k) ⊇ µ(l)
Fica então a última linha com µ2 caixas e a penúltima com µ1 caixas.
2. Recticamos agora as últimas três linhas, usando os cantos interiores que estão
na terceira linha a contar de baixo. Pelo deslizamento, essa linha cará com µ1
caixas. Recticam-se então as duas últimas linhas como anteriormente, pelo que
agora as três últimas linhas têm, respectivamente, µ1, µ2 e µ3 caixas, alinhadas
à esquerda.
3. Por indução, suponhamos que foram já recticadas as últimas k − 1 linhas.
Assim, a linha k, contando do nal, tem µk caixas, enquanto as linhas abaixo
têm µ1, . . . , µk−1 caixas. Recticando como anteriormente, o tableau cará com
as últimas k linhas com, respectivamente µ1, . . . , µk−1, µk caixas.
Logo, R tem forma µ. Além disso, como w(S)
K




Como todo o processo de deslizamento é reversível, tem-se a correspondência pre-
tendida. Para concluir, observamos que (4.64) equivale a armar que R ·U(ν) = U(λ),
no monóide pláctico. Então, o lema 4.12 e a proposição 4.13 estabelecem uma bijecção
que aplica o par (R,U(ν)) num tableau LR de forma λ/µ.
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4.5. Colmeias e Contratableaux
Exemplo 4.16. Sejam λ = (6, 4, 3), µ = (4, 2, 2) e ν = (3, 1, 1) partições. Consideremos
o contratableau de forma µ
1 1
2 2
1 2 3 3
Note-se que w(T ).w(U(ν)) = 123322113211, que é palavra de Yamanouchi. Mais,
N(1,W (T )) = 3 = λ1 − ν1N(2,W (T )) = 3 = λ2 − ν2N(3,W (T )) = 2 = λ3 − ν3
Começamos por recticar a linha 2, aplicando deslizamento para a frente nas





j(2,1)j(2,2)(T ) = Q =
1 1
1 2 2 2
3 3





j(1,1)j(1,2)(Q) = R =
1 1 1 2
2 2
3 3
obtendo-se efectivamente um tableau R de forma µ. A bijecção denida pelo lema
4.12 e pela proposição 4.13 faz assim corresponder ao par
(R,U(ν)) =
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