The time-domain maximum likelihood estimation of chirp signal parameters is investigated in this study. Three amplitude weighted phase-based estimators and two phase-unwrapping algorithms, that is, phase prediction and unwrapping algorithm (PP-UA) and differenced-phase prediction and unwrapping algorithm (DPP-UA) were proposed. The DPP-UA and PP-UA have their merits and drawbacks. The authors combine the merits of these two methods and propose a new phaseunwrapping algorithm, which outperforms PP-UA and DPP-UA under low signal-to-noise ratio (SNR) conditions. The authors' further study on the optimal number of initial data sample show that it is SNR-related and can be determined according to the '3σ' rule and the Cramer-Rao lower bound.
Introduction
Chirp signals are widely used in radar, sonar and communication applications. The parameter estimation algorithms of chirp signals can be classified into two types, which are performed in frequency-domain [1] [2] [3] and time-domain [4, 5] , respectively. The traditional frequencydomain maximum likelihood (ML) estimator [1] involves a two-dimensional (2D) non-linear optimisation. Suboptimal methods [2, 3] can simplify the 2D maximisation into two 1D maximisations. However, the suboptimal methods suffer from accuracy losses and their computation complexities are still larger than those of the time-domain methods. The phase of a chirp signal is a quadratic function, thus the phase linear regression method for sinusoidal signals [6] can be extended to chirp signals [4] . In [4] , Djuric and Kay avoided phase unwrapping (PU) by second-order phase difference. However, the second-order phase difference algorithm causes signal-to-noise ratio (SNR) loss, thus the threshold SNR of this algorithm is relatively high.
The phase extracted from the received chirp signal is 'wrapped' modulo 2π. If the phase can be unwrapped, the initial phase, frequency and frequency rate of the chirp signal can be estimated using linear regression techniques [4] or the amplitude weighted phase-based estimators (AWPEs) [5] . Many PU algorithms have been proposed in the literature [5, [7] [8] [9] [10] [11] [12] . Among these methods, the algorithm proposed in [12] achieves the best performance and has the lowest threshold SNR, which is almost equal to those of the frequency-domain methods. However, its computation complexity, that is, O(N 3 logN), is high. Although the computation load of each algorithm in [7] [8] [9] [10] [11] is smaller than that of [12] , they are still large. Thus these time-domain algorithms have no significant advantages over the frequency-domain algorithms. A simple, recursive PU algorithm for a noisy sinusoid was proposed in [13] . The work of Li et al. [5] extended it to chirp signals and proposed two novel PU algorithms, that is, phase prediction and unwrapping algorithm (PP-UA) and differenced-phase prediction and unwrapping algorithm (DPP-UA). Three ML AWPEs were also given in [5] based on PP-UA and DPP-UA. It was shown that the DPP-UA outperforms PP-UA because the probability of 2π ambiguity for DPP-UA is smaller. Besides the phase ambiguity factor, another factor that affects the performance of PU is that the cross-correlation between adjacent noisy samples will cause SNR loss.
The DPP-UA and PP-UA each has its own merits and drawbacks. We combine the advantages of these two methods and propose a novel PU method, which shows better performance under low SNR conditions. When the SNR is < 10 dB, its performance is better than the DPP-UA and PP-UA, whereas for SNRs > 10 dB, they have similar performance.
Another contribution of this paper is the study on the optimal number of initial data samples. Analyses show that the accuracy of estimated parameters from the initial N 1 samples should guarantee that the predicted phase value must be in the interval (x − π, x + π], where x denotes the true phase value. Since the estimation accuracy depends on the SNR, the value of N 1 should be determined by the SNR, that is, large values of N 1 correspond to low SNRs and vice versa. According to the 3σ rule [3σ rule: For an observation x from a normally distributed random variable, μ is the mean of the distribution, and σ is its standard deviation.
Then, Pr m − 3s ≤ x ≤ m − 3s ≃ 0.9973, which means 99.73% of the values lie within 3 standard deviations of the mean.] and the CRLB, we propose a method to select the optimal value of N 1 .
Signal model
A chirp signal contaminated by additive white Gaussian noise (AWGN) can be modelled as
where a, φ, ω d and ω r denote the signal amplitude, initial phase, frequency and frequency rate, respectively; N is the number of samples; n(k) is discrete-time, zero-mean, complex AWGN with
T as the parameter vector to be estimated and
/2 as the phase of the transmitted signal. For convenience, the signal model used here is the same as that in [5] .
The phase of the received signal r(k) is given by
where φ(k) is the true phase of the transmitted signal, and ε(k) is the phase noise. The complex AWGN n(k) can be decomposed into two orthogonal components, namely, n I (k) and n Q (k), with n I (k) being parallel to, and n Q (k) perpendicular to the transmitted signal phasor Aexp{jφ(k)}, and the two components are statistically independent with identical distribution, that is, n I (k) ∼ N(0, σ 2 /2), and n Q (k) ∼ N(0, σ 2 /2). The measurement noise ε(k) can be expressed as the arcsin function of n Q (k)/|r(k)|. Using the approximation sin −1 (x) ≃ x for x → 0 and under the high SNR assumption, ε(k) can be approximated by [13] 
where |r(k)| is the amplitude of r(k). The model contains the measured signal amplitude |r(k)|, which indicates that the phase measurements {∠r(k)} are weighted by the corresponding signal magnitudes {|r(k)|}, that is, a less reliable phase measurement ∠r(k) is weighted by a smaller magnitude |r(k)|, and vice versa. The work in [13] shows that this phase noise model is more accurate than that of [6] .
The maximum likelihood estimation of P is [5] 
where w(k) is defined as (A5) in [5] . The method given by Djuric and Kay in [4] can estimate φ, ω d and ω r without PU. However, its threshold SNR is comparatively high and its accuracy is worse than (4). If we can unwrap the wrapped phase, the linear regression or the AWPEs can be used to estimate the parameters of the chirp signal. In the next section, we first review the work in [5] and then introduce a new PU algorithm.
Phase unwrapping
From (4), we see that PU is necessary in generating the measurement ∠r(k) on the instantaneous signal phase φ + ω d k + ω r k 2 /2, which is obtained from the principal argument of the complex phasor r(k). The works in [5, 13] showed that the estimates obtained at the current time can be used to predict the phase interval for the phase at the next time instant. Suppose at time k, the estimatesf
have been computed, then the predicted phase value of the PP-UA at time k + 1 can be written aŝ
Assume that the accuracy off
are sufficiently high, then the true phase value φ(k + 1) will be in the intervalĉ (k) 
By adding multiples of ± 2π to the principal value of the phase ψ(k + 1), it will be unwrapped to the value lying in
leading to a PU failure. To make the PU algorithm more robust, Li et al. [5] proposed a new PU algorithm, that is, the DPP-UA, which replaces the second-order phase difference in [4] with the first-order phase difference and thereby reduce the SNR loss. The predicted phase value of the DPP-UA at time k + 1 can be written as
Unwrapping
Li et al. [5] pointed out that the DPP-UA is more robust than the PP-UA because of two reasons. First, the estimation of the first-order phase difference Dĉ (k + 1) depends only on the two parameters ω d and ω r , rather than three parameters for the PP-UA, thus the effect of parameter estimation errors on the PU performance is reduced. Second, Δψ(k) is a linear function of k, whereas ψ(k) is a quadratic function of k. Since Δψ(k) is usually smaller than ψ(k), the probability of 2π ambiguity when calculating Dĉ (k + 1) is smaller compared withĉ (k + 1). Therefore the performance of unwrapping Δψ(k + 1) would be better than that of unwrapping ψ(k + 1). Besides these two factors, we should consider another factor affecting the performance of PU. Let us examine the cross-correlation operation of two adjacent samples
where
The first item of (7) is a signal item and the latter three items are noise components. The mean and variance of the noise items are 0 and 2a 
As (8) shows, the SNR loss is over 3 dB and tends to be increasing as the SNR decreases. If the cross-correlation operations can be avoided, the performance of the PU algorithm will be improved. Note that φ(1) 
which means that φ(k) can be calculated from φ(0) and {Δφ(0), Δφ(1),…,Δφ(k)}. Therefore, we can derive an improved estimator (it is named improved phase prediction and unwrapping algorithm (IPP-UA) for convenience), which is summarised as follows: In IPP-UA, we use the phase difference to calculate /r(k)
, rather than directly calculating the argument of r(k)
. This seems to conflict with the conclusion that the phase difference will cause SNR loss. The main difference between direct and indirect calculation is that there is no SNR loss in the direct method, whereas the probability of 2π ambiguity is smaller for the indirect calculation. From the CRLB [4, (26)-(28)] on the mean-square error, we see that the accuracy is related to the sample number used in the estimation process. In order to ensure correct probability of PU, the estimates should be accurate and N 1 should be as large as possible. However, as pointed out in [5] , the boundary problem, namely, 2π ambiguity, is more severe when calculating Arg[r(k)]
, especially for large N 1 for two reasons: first, the estimated first-order phase difference depends only on the two Doppler parameters ω d and ω r , and the dependence on the estimate of φ is removed. Thus the effect of parameter estimation errors on the performance of the PU algorithm is reduced. Second, the phase difference is usually smaller in magnitude than the original phase, which reduces the boundary problem. Accounting for the trade-off between the SNR loss and the boundary problem, we choose phase difference in the initial step and the PP-UA in the iterative steps.
Discussion of the number of initial data samples
From the above discussion, we know that larger N 1 corresponds to more accurate initial estimates but more severe boundary problem. To solve this contradiction, we should carefully choose the value of N 1 . For PP-UA, the accuracy of the estimatesf
and Δω r (L − 1) are the estimated errors of φ, ω d and ω r , respectively. The function
We know that factors which affect the accuracy of an estimate include SNR and the number of samples. More precisely, the lower bound on the covariance matrix of any unbiased estimator is provided by the Cramer-Rao lower bound (CRLB). The CRLBs on the variance of unbiased estimators for chirp signals are given by (26)- (28) in [4] 
According to the 3σ rule, the probability thatf
, respectively, is 99.73%. Thus when
the probability of (11) being true is 99.73%. The value of N 1 is determined by (13) , which is the constraint condition of the PP-UA. Since the accuracy of parameter estimates are related to the SNR, N 1 should also be related to the SNR. The value of N 1 corresponding to certain SNR can be determined by the following steps. First let L = 2, calculate the CRLB in (12a)-(12c) and check whether (13) (14) Similarly, for the DPP-UA, the condition for no PU failure is
www.ietdl.org whereas its constrained condition can be deduced by
The minimum number of samples (denotes as L Besides the constraint to the initial data sample number arising from the parameter estimation accuracy, the Δψ(i) in step (1) of the IPP-UA should satisfy the inequality −π < |Δψ(i)| < π, namely, −π < |ω d + ω r (N 1 − 0.5)| < π. However, this inequality cannot be used as a constraint condition in real applications without a priori knowledge of ω d and ω r . This inequality also refers to the identifiable region, which has been well investigated in [14] . The identifiable region is a region in which aliasing does not occur. According to McKilliam and Clarkson [14] , the identifiable region for a chirp signal is {θ ∈ (−π, π), ω d ∈ (−π, π), ω r ∈ (−π, π)}. It is easy to see that the range of the parameters satisfied the inequality −π < |ω d + ω r (N 1 − 0.5)| < π is smaller than the identifiable region. We choose N 1 to be as large as possible according to the identifiable region.
Simulation
In this section, Monte Carlo simulations are performed to verify the above analysis. We examine the three estimators, namely, the estimator in [5, (5) ] using the PP-UA, the estimator in [5, (14) ] using the DPP-UA and the estimator in [5, (5) ] using our IPP-UA. Since the performance comparisons of these three AWPEs with other estimators have been well investigated in [5] , we just compare our new method with the methods in [5] /2| > π, the boundary problem always happens for the PP-UA and its performance is poor. Nevertheless, the performance of the PP-UA can be improved by choosing smaller N 1 , which can be seen from Fig. 3 . In  Figs. 4 and 5 , the root-mean-square errors against final sample numbers of all methods in the fixed SNR are compared. Two SNRs, that is, SNR = 12 dB and SNR = 6 dB, are simulated, respectively. For SNR = 12 dB case, which is higher than the threshold SNR, that is, about 9 dB which can be observed from Fig. 1 , the performances of the three estimators are similar and all close to the CRLB. However, for SNR = 6 dB case, the performance of the DPP-UA is the worst and the IPP-UA outperforms the PP-UA for large data sample number situations.
In Section 4, the constraint condition on the number of initial data samples N 1 is derived. The effectiveness of this constraint condition is verified via simulation with the results shown in Fig. 6 . The fixed N 1 is set to 6 and the value of non-fixed N 1 is selected according to (16). It is shown that the result with the N 1 chosen by (16) has better performance. For fixed N 1 , the accuracy of the estimateŝ v is insufficient when the SNR is below 8 dB, which causes boundary problem. In real applications, where the SNR may have no a priori knowledge, an appropriate N 1 can be chosen according to the accuracy requirement and the range of the SNR.
Conclusions
The problem of PU for time-domain ML estimation of chirp signal parameters is discussed. The factors affecting the performance of PU are analysed and an improved PU algorithm, which combines the advantages of the DPP-UA and PP-UA, is proposed. The constraint condition on the number of initial data samples N 1 is also investigated, where the 3σ rule and the CRLB for the parameters of a chirp signal are applied to choose appropriate N 1 . Simulations show that the proposed IPP-UA outperforms DPP-UA and PP-UA under low SNRs. 
