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Abstract
In this paper, we lay the foundations of the theory of slice regular functions in several
variables ranging in any real alternative ∗-algebra, including quaternions, octonions and
Clifford algebras. This theory is an extension of the classical theory of holomorphic functions
in several complex variables.
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1 Introduction
The theory of slice regular functions of one variable in a real alternative ∗-algebra is now well
developed. It was introduced firstly for functions of one quaternionic variable by Gentili and
Struppa in [5, 6] and then extended to octonions in [7] and to Clifford algebras in [2]. In [8, 9],
a new approach to slice regularity, based on the concept of stem function, allowed to extend the
theory to any real alternative ∗-algebra A of finite dimension.
The original definition [5, 6] of slice regularity for a quaternion-valued function f , defined
on an open domain Ω of the algebra H of quaternions, requires that, for every imaginary unit
J ∈ H, the restriction of f to the complex line generated by J is holomorphic with respect to
the complex structure defined by left multiplication by J . The approach taken in [9, 8] allows
to embed the class of slice regular functions into a larger class, that of slice functions, on which
no holomorphicity condition is assumed. We refer to the monograph [4] for a survey of slice
analysis in one quaternionic variable and to the papers [13, 14, 15] for a recent account of the
theory on real alternative ∗-algebras.
In the present paper we propose a generalization of slice analysis to several variables in a real
alternative ∗-algebra A. Our function theory includes, in particular, the class of polynomials in
several (ordered) variables with right coefficients in A. Our approach is based on the concept of
stem functions of several variables and on the introduction of a family of commuting complex
structures on the real vector space R2
n
. For A = H, several variables have been investigated also
by Colombo, Sabadini and Struppa [1]. Their approach via stem functions is similar to ours,
but the definition of regularity is different, as we will see in Section 3. For A = O, the algebra
of octonions, a slice functions theory of several variables has been proposed by Ren and Yang
[21]. The major difference with our theory is that the authors define slice functions on a class
of non-open subsets of the space On, where the octonionic variables associate and commute.
In [21] the authors state as challenging the possibility to establish the theory on open subsets
of On. For A = C, as one may expect, the slice function theory in n variables reduces to the
classic theory of several complex variables on domains D of Cn, with the unique restriction that
D must be assumed invariant with respect to complex conjugation in every variable z1, . . . , zn.
Some of the results proved here were presented in [10] for the case A = Rm, the real Clifford
algebra of signature (0,m), and in [11] for the general case of real alternative ∗-algebras.
We describe the structure of the paper. In the Introduction we give some preliminaries and
recall the main definitions of the one variable slice function theory. Then we present without
proofs the principal results in two quaternionic variables, where the exposition is simpler but
sufficiently representative of the theory, at least for the associative case. In Section 2, we
introduce the stem functions of several variables in A and define the induced slice functions.
We prove a representation formula and the identity principle. We generalize to n variables the
concepts of spherical value and spherical derivatives and give the relation between sliceness in
n variables and sliceness in one variable. We then prove the smoothness properties of slice
functions. We study also the multiplicative structures on slice functions induced by pointwise
products of stem functions, and we investigate some special real subalgebras of slice functions.
Section 3 is dedicated to slice regularity. After giving the definition of a family of commuting
complex structures on A ⊗ R2
n
, the concept of slice regular function of several variables is
introduced. All polynomials (with ordered monomials) turn out to be slice regular functions.
We study the real dimension of the zero set of polynomials in the quaternionic and octonionic
cases and give some results about the zero set of polynomials with Clifford coefficients. In
particular, we prove that these zero sets are nonempty for nonconstant polynomials. We show
that slice regularity in several variables has an interpretation, by means of the spherical value
and spherical derivatives, in terms of slice regularity in one variable. We investigate Leibniz’s
rule and we prove the stability of slice regularity under the so-called slice tensor product of
2
slice functions. We show the relation between slice regularity and expansions in (ordered) power
series on products of open balls in A centered in the origin. Finally, we define a slice Cauchy
kernel associated to any given slice regular function, and obtain a Cauchy integral formula. In
the associative case, we are able to define a universal slice Cauchy kernel, and express it in terms
of pointwise operations in A.
1.1 Preliminaries
Let A be a real algebra with unity 1 6= 0. Assume that A is alternative, i.e. x2y = x(xy) and
(yx)x = yx2 for all x, y ∈ A. A theorem of E. Artin asserts that the subalgebra generated
by any two elements of A is associative. The real multiples of 1 in A are identified with the
field R of real numbers. Assume that A is a *-algebra, i.e., it is equipped with a real linear
anti-involution A → A, x 7→ xc, such that (xy)c = ycxc for all x, y ∈ A and xc = x for x real.
Let t(x) := x+ xc ∈ A be the trace of x and n(x) := xxc ∈ A the (squared) norm of x. Let
SA := {J ∈ A : t(x) = 0, n(x) = 1}
be the ‘sphere’ of the imaginary units of A compatible with the *-algebra structure of A. As-
suming SA 6= ∅, one can consider the quadratic cone of A, defined as the subset of A
QA :=
⋃
J∈SA
CJ ,
where CJ = 〈1, J〉 is the complex ‘slice’ of A generated by 1, J as a vector subspace or, equiv-
alently, by J as a subalgebra. It holds CJ ∩ CK = R for each J,K ∈ SA with J 6= ±K. The
quadratic cone is a real cone invariant w.r.t. translations along the real axis. Observe that t and
n are real-valued on QA and that QA = A if and only if A is isomorphic as a real
∗-algebra to
one of the division algebras C,H,O with the standard conjugations (see [9, Prop. 1]). Moreover,
it holds
QA = R ∪ {x ∈ A \ R : t(x) ∈ R, n(x) ∈ R, 4n(x) > t(x)
2}.
Each element x of QA can be written as x = Re(x) + Im(x), with Re(x) =
x+xc
2 , Im(x) =
x−xc
2 = βJ , where β =
√
n(Im(x)) ≥ 0 and J ∈ SA. The choice of β ≥ 0 and J ∈ SA is unique
if x 6∈ R.
We refer to [9, §2] and [13, §1] for more details and examples about real alternative ∗-algebras
and their quadratic cones.
1.2 The one variable slice function theory
The slice functions on A are the functions which are compatible with the slice character of the
quadratic cone. More precisely, let D be a subset of C be a set that is invariant w.r.t. complex
conjugation. Let A⊗RC be the complexified algebra, whose elements w are of the form w = a+ib
with a, b ∈ A and i2 = −1. In A⊗RC we consider the complex conjugation mapping w = a+ ib
to w = a − ib for all a, b ∈ A. If a function F : D → A ⊗R C satisfies F (z) = F (z) for every
z ∈ D, then F is called a stem function on D. For every J ∈ SA, we define the real
∗-algebra
isomorphism φJ : C→ CJ by setting
φJ(α+ iβ) := α+ Jβ for all α, β ∈ R. (1)
Let ΩD be the circular subset of the quadratic cone defined by
ΩD =
⋃
J∈SA
φJ(D) = {α+ Jβ ∈ A : α, β ∈ R, α+ iβ ∈ D,J ∈ SA}.
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The stem function F = F1 + iF2 : D → A ⊗R C induces the (left) slice function f = I(F ) :
ΩD → A in the following way: if x = α+ Jβ = φJ(z) ∈ ΩD ∩ CJ , then
f(x) = F1(z) + JF2(z),
where z = α+ iβ.
Suppose that D is open. Left multiplication by i defines a complex structure on A ⊗R C.
The slice function f = I(F ) : ΩD → A is called (left) slice regular if F is holomorphic. For
example, polynomial functions f(x) =
∑d
j=0 x
jaj with right coefficients belonging to A are slice
regular on the quadratic cone.
To any slice function f = I(F ) : ΩD → A, one can associate the function f
◦
s : ΩD → A,
called spherical value of f , and the function f ′s : ΩD \ R → A, called spherical derivative of f ,
defined as
f◦s (x) :=
1
2
(f(x) + f(xc)) and f ′s(x) :=
1
2
Im(x)−1(f(x)− f(xc)).
If x = α+ βJ ∈ ΩD and z = α+ iβ ∈ D, then f
◦
s (x) = F1(z) and f
′
s(x) = β
−1F2(z). Therefore
f◦s and f
′
s are slice functions, constant on every set Sx := α+ β SA. They are slice-regular only
if f is locally constant. Moreover, the formula
f(x) = f◦s (x) + Im(x)f
′
s(x)
holds for all x ∈ ΩD \ R. As we will see later, the concepts of spherical value and spherical
derivative in one variable will have a central role to get a characterization of slice regularity in
several variables in terms of separate one variable regularity.
We refer the reader to [9, §3,4] for more properties of slice functions and slice regularity in
one variable.
1.3 Slice regular functions on H2
Before presenting the full theory in the general case of n variables in a real alternative ∗-algebra
A, in this subsection we summarize the main results in the simpler case of two quaternionic
variables. We refer to the following sections for full proofs.
Slice functions on H2. Let D be a non-empty subset of C2, invariant w.r.t. complex conju-
gation in each variable z1, z2. Let ΩD be the circular open subset of H
2 associated to D ⊂ C2,
defined as
ΩD := {(x1, x2) ∈ H
2 : xh = αh + Jhβh, with Jh ∈ SH for h = 1, 2, (α1 + iβ1, α2 + iβ2) ∈ D}.
Let {e∅, e1, e2, e12} denote a fixed basis of R
4. If P(2) denotes the set of all subsets of {1, 2}, we
can write any element x of the real vector space H⊗ R4 as x =
∑
K∈P(2) eKaK , where each aK
belongs to H, and e{1} = e1, e{2} = e2 and e{1,2} = e12.
Definition 1.1. A function F : D → H ⊗ R4, with F = e∅F∅ + e1F1 + e2F2 + e12F12 and
FK : D → H for each K ∈ P(2), is called a stem function if the components F∅, F1, F2, F12 are,
respectively, even-even, odd-even, even-odd, odd-odd w.r.t. the pair (β1, β2), where z1 = α1+iβ1
and z2 = α2 + iβ2 with α1, α2, β1, β2 ∈ R. The (left) slice function f = I(F ) : ΩD → H induced
by F is the function obtained by setting, for each x = (x1, x2) = (α1 + J1β1, α2 + J2β2),
f(x) := F∅(z1, z2) + J1F1(z1, z2) + J2F1(z1, z2) + J1J2F12(z1, z2)
where (z1, z2) = (α1 + iβ1, α2 + iβ2) ∈ D.
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Representation formula on H2. The values of a slice function can be recovered by its values
on a four-dimensional slice of ΩD. Let a
c denote the conjugate of a quaternion a ∈ H.
Proposition 1.2. Let f : ΩD → H be a slice function and let y = (y1, y2) = (α1 + I1β1, α2 +
I2β2) ∈ ΩD. Then for every x = (x1, x2) = (α1 + J1β1, α2 + J2β2) ∈ ΩD it holds:
f(x) =
1
4
(
f(y1, y2) + f(y
c
1, y2) + f(y1, y
c
2) + f(y
c
1, y
c
2)+
+ J1I1 (−f(y1, y2) + f(y
c
1, y2)− f(y1, y
c
2) + f(y
c
1, y
c
2))+
+ J2I2 (−f(y1, y2)− f(y
c
1, y2) + f(y1, y
c
2) + f(y
c
1, y
c
2))+
+ J1J2I2I1 (f(y1, y2)− f(y
c
1, y2)− f(y1, y
c
2) + f(y
c
1, y
c
2))
)
.
Corollary 1.3 (Identity principle). Let f, g : ΩD → A be slice functions and let I1, I2 ∈ SH
such that f = g on ΩD ∩ (CI1 × CI2). Then f = g on the whole ΩD.
Smoothness. Suppose that D is open in C2.
Proposition 1.4. For every slice function f = I(F ) : ΩD → H, it holds:
(i) If F is continuous on D, then f is continuous on ΩD.
(ii) Let k ∈ N \ {0}. If F is of class C 4k+3 on D, then f is of class C k on ΩD.
(iii) Let k ∈ {∞, ω}. If F is of class C k on D, then f is of class C k on ΩD.
Multiplicative structure on slice functions. Every product on H⊗R4 induces a product
on slice functions, and hence a structure of real algebra on the set of slice functions. We consider
the product on H⊗R4 constructed as follows. First, we equip R4 with the unique (commutative
and associative) multiplicative structure which makes the real linear isomorphism R4 → C⊗C,
sending e∅ to the unity 1 = 1 ⊗ 1, e1 to i ⊗ 1, e2 to 1 ⊗ i and e12 to i ⊗ i, a real algebra
isomorphism. In other words, e∅ = 1 is the unity of R
4, e21 = e
2
2 = −1 and e1e2 = e2e1 = e12.
Then, we extend this product to H⊗R4 by setting (a⊗ v) · (b⊗w) = (ab)⊗ (vw) for all a, b ∈ H
and v,w ∈ R4. In this way, we can identify the real algebra H⊗ R4 with H⊗ (C⊗ C).
Definition 1.5. Let f, g : ΩD → H be slice functions with f = I(F ) and g = I(G). We define
the (tensor) slice product f ·g : ΩD → H of f and g by f ·g := I(FG), where FG is the pointwise
product defined by (FG)(z) = F (z)G(z) in H⊗ (C ⊗C) for all z ∈ D.
For example, the slice product of the coordinate functions x1 : H
2 → H and x2 : H
2 → H,
with xh = αh + Jhβh = I(αh+ ehβh) for h = 1, 2, is the slice function x1 · x2 : H
2 → H given by
x1 · x2 = I((α1 + e1β1)(α2 + e2β2)) = I(α1α2 + e1α2β1 + e2α1β2 + e12β1β2) =
= α1α2 + J1α2β1 + J2α1β2 + J1J2β1β2.
In this case, the slice product x1 · x2 coincides with the pointwise product x1x2. Moreover,
x1 · x2 = x2 · x1. In general, if a, b ∈ H, the slice product of x1a = I(α1a + e1(β1a)) and
x2b = I(α2b+ e2(β2b)) is the slice function (x1a) · (x2b) = x1x2ab, while (x2b) · (x1a) = x1x2ba.
Note that the pointwise product x2x1 is not even a slice function, see Remark 2.14.
The isomorphism from the real algebra of stem functions F : D → H ⊗ (C ⊗ C) with the
pointwise product to the real algebra of slice functions f : ΩD → H with the slice product can
be expressed by the commutativity of the following diagrams for all J1, J2 ∈ SH:
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C
2 ⊃ D H⊗ (C ⊗ C)
H
2 ⊃ ΩD H
F
φJ1 × φJ2 ΦJ1,J2
f
	
Here φJ1 × φJ2 : D → ΩD denotes the product map (φJ1 × φJ2)(z1, z2) := (φJ1(z1), φJ2(z2)),
where φJ is the map defined in (1), and ΦJ1,J2 : H⊗ (C⊗C)→ H is the real linear map defined
by ΦJ1,J2(a⊗ (z1 ⊗ z2)) := φJ1(z1)φJ2(z2)a for all a ∈ H and z1, z2 ∈ C.
Slice regular functions. Let J1 and J2 be the commuting complex structures on R
4 ≃ C⊗C
induced, respectively, by the standard structures of the two copies of C. Explicitly, Jh(eh) = −1
for h = 1, 2 and J1(e2) = J2(e1) = e12. We extend these structures to H ⊗ R
4 by setting
Jh(a⊗ v) = a⊗ Jh(v) for all a ∈ H and v ∈ R
4.
Throughout the remaining part of this section, we assume that D is open in C2.
Definition 1.6. Let F : D → H ⊗ R4 be a stem function of class C 1. For each h = 1, 2, we
denote ∂h and ∂h the Cauchy-Riemann operators w.r.t. the complex structures i on D and Jh
on H⊗ R4, i.e.
∂hF =
1
2
(
∂F
∂αh
− Jh
(
∂F
∂βh
))
and ∂hF =
1
2
(
∂F
∂αh
+ Jh
(
∂F
∂βh
))
,
where αh + iβh : D → C is the h
th-coordinate function of D. Let f = I(F ) : ΩD → H and let
h = 1, 2. We define the slice partial derivatives of f as the following slice function on ΩD:
∂f
∂xh
:= I(∂hF ) and
∂f
∂xch
:= I(∂hF ). 
We denote S1(ΩD,H) the set of all slice functions induced by stem functions of class C
1.
Proposition 1.7 (Leibniz’s rule). For each slice functions f, g ∈ S1(ΩD,H) and h = 1, 2, it
holds:
∂
∂xh
(f · g) =
∂f
∂xh
· g + f ·
∂g
∂xh
,
∂
∂xch
(f · g) =
∂f
∂xch
· g + f ·
∂g
∂xch
.
Definition 1.8. Let F : D → H⊗R4 be a stem function of class C 1 and let f = I(F ) : ΩD → H
be the induced slice function. F is called holomorphic if ∂1F = ∂2F = 0 on D. If F is
holomorphic, then we say that f = I(F ) is a slice regular function. 
Thanks to Proposition 1.4, every slice regular function is real analytic on ΩD.
Example 1.9. All polynomial functions f : H2 → H of the form f(x) =
∑
(ℓ1,ℓ2)∈L
xℓ11 x
ℓ2
2 aℓ1,ℓ2 ,
for some finite subset L of N2 and aℓ1,ℓ2 ∈ H, are slice regular. More generally, the sum of a
convergent power series
∑
(ℓ1,ℓ2)∈N2
xℓ11 x
ℓ2
2 aℓ1,ℓ2 is slice regular on a product of two open balls of
H centered at the origin.
For each J ∈ SH and for each slice function f : ΩD → H, we define ΩD(J) := ΩD∩ (CJ ×CJ)
and we denote fJ : ΩD(J)→ H the restriction of f to ΩD(J).
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Proposition 1.10. Let f ∈ S1(ΩD,H). The following assertions are equivalent:
(i) f is slice regular.
(ii)
∂f
∂xch
= 0 on ΩD for h = 1, 2.
(iii) There exists J ∈ SH such that fJ : ΩD(J)→ H is holomorphic w.r.t. the complex structures
on ΩD(J) and on H defined by the left multiplication by J ; that is,
∂fJ
∂αh
(z) + J
∂fJ
∂βh
(z) = 0 for all z ∈ ΩD(J) and for all h = 1, 2, (2)
where z = (α1 + Jβ1, α2 + Jβ2) ∈ CJ × CJ .
(iv) For each J ∈ SH, fJ is holomorphic in the sense of (2).
(v) f is slice regular w.r.t. x1, and the spherical value and spherical derivative of f w.r.t. x1
are slice regular w.r.t. x2.
As a simple illustration of condition (e), consider the polynomial f(x1, x2) = x1x2. For every
fixed x2 ∈ H, g(x1) := f(x1, x2) = x1x2 is slice regular w.r.t. the variable x1. Moreover, the
spherical value g◦s(x1) = x2Re(x1) and the spherical derivative g
′
s(x1) = x2 of g w.r.t. x1 are
slice regular w.r.t. the variable x2 for every fixed x1 ∈ H.
Proposition 1.11. The zero set of any nonconstant polynomial function f : H2 → H is a
nonempty real algebraic subset of R8 = H2, whose real dimension can assume precisely the three
values 4, 5 and 6.
Leibniz’s rule (Proposition 1.7) and Proposition 1.10 imply that the slice product preserves
slice regularity. In particular, every slice product f(x) = f1(x1) ·f2(x2), with fh(xh) slice regular
w.r.t. the variable xh for h = 1, 2, is slice regular.
Since the complex structures J1 and J2 commute, every pair of Cauchy-Riemann operators
commute. In particular, for every slice regular function f , also the slice partial derivatives ∂f
∂x1
and ∂f
∂x2
are slice regular.
Cauchy integral formula for slice regular functions. Let J ∈ SH be fixed. Recall that
φJ : C → CJ denotes the real
∗-algebra isomorphism φJ(α + iβ) := α + Jβ. Let E
′
1 and E
′
2 be
bounded non-empty open subsets of C invariant under complex conjugation and with boundaries
of class C 1. Define Eh := φJ(E
′
h) for h = 1, 2, and E := E1 ×E2 ⊂ CJ ×CJ with distinguished
boundary ∂∗E := (∂E1) × (∂E2). Let Ω(E) = ΩE′1×E′2 be the circular open subset of H
2 such
that Ω(E) ∩ (CJ × CJ) = E.
Definition 1.12. We define the slice Cauchy kernel for E as the function C : Ω(E)×∂∗E → H
given by
C(x, y) := CH(x1, y1) ·x CH(x2, y2),
where each CH(xh, yh) = ∆yh(xh)
−1(ych − xh) = (x
2
h − xht(yh) + n(yh))
−1(ych − xh) is the usual
slice Cauchy kernel in one quaternionic variable, and the slice product is performed w.r.t. x =
(x1, x2) ∈ Ω(E) for each y = (y1, y2) ∈ ∂
∗E. 
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It is worth noting that C(·, y) is slice regular on Ω(E) for each fixed y ∈ ∂∗E.
For h = 1, 2, let ξh : Th → ∂E
′
h be piecewise C
1 parametrizations of ∂E′h and let T := T1×T2.
Given two continuous functions p, q : ∂∗E → H, we define∫
∂∗E
p(y) dy q(y) :=
∫
T
p(ξ1(t1), ξ2(t2)) ξ˙1(t1) ξ˙2(t2) q(ξ1(t1), ξ2(t2)) dt1dt2,
where ξ˙h : Th → H denotes the a.e. defined derivatives of ξh.
Theorem 1.13. Let f : ΩD → H be a slice regular function. Suppose that the closure of Ω(E)
in H2 is contained in ΩD. Then
f(x) = (2π)−2
∫
∂∗E
C(x, y)J−2 dy f(y) for all x ∈ Ω(E),
and the slice Cauchy kernel C can be expressed in terms of pointwise operations as follows:
C(x, y) =∆y1(x1)
−1x1∆y2(x2)
−1x2 −∆y1(x1)
−1∆y2(x2)
−1x2y
c
1+
−∆y1(x1)
−1x1∆y2(x2)
−1yc2 +∆y1(x1)
−1∆y2(x2)
−1yc1y
c
2 =
=∆y1(x1)
−1
(
x1∆y2(x2)
−1x2 −∆y2(x2)
−1x2y
c
1 − x1∆y2(x2)
−1yc2 +∆y2(x2)
−1yc1y
c
2
)
for all (x, y) ∈ Ω(E)× ∂∗E.
2 Slice functions
2.1 Basic definitions
If S is a set, then we denote |S| the cardinality of S and P(S) the set of all subsets of S. Let N
be the set of all non-negative integers and let N∗ := N\{0}. For simplicity, given any n ∈ N∗, we
use the symbol P(n) instead of P({1, . . . , n}). Given z = (z1, . . . , zn) ∈ C
n and h ∈ {1, . . . , n},
we define
zh := (z1, . . . , zh−1, zh, zh+1, . . . , zn),
where zh denotes the usual conjugation of the complex number zh. Given a subset D of C
n,
we say that D is invariant under complex conjugations if zh ∈ D for all z ∈ D and for all
h ∈ {1, . . . , n}.
Assumption 2.1. Throughout the paper, A is a real alternative algebra of finite dimension with
unity 1 6= 0, we equip with its natural Euclidean topology and structure of real analytic manifold,
as a finite dimensional real vector space.
We denote n a positive integer and {eK}K∈P(n) a fixed basis of the real vector space R
2n.
We identify R with a real vector subspace of R2
n
via the real linear embedding sending 1 ∈ R
into e∅ ∈ R
2n, and we write e∅ = 1. For simplicity, we set ek := e{k} for all k ∈ {1, . . . , n}.
We assume that SA 6= ∅.
We also assume that D is a non-empty subset of Cn invariant under complex conjugations.
Consider the (real) tensor product A ⊗ R2
n
. Each element x of A ⊗ R2
n
can be uniquely
written as x =
∑
K∈P(n) eKaK with aK ∈ A. In particular, we can identify each element a of A
with the element e∅a = 1a of A⊗ R
2n , and we write a = 1a. As a consequence, A turns out to
be a real vector subspace of A ⊗ R2
n
. Note that, given any function F : D → A ⊗ R2
n
, there
exist, and are unique, functions FK : D → A such that F =
∑
K∈P(n) eKFK . We say that FK
is the K-component of F .
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Definition 2.2. We say that a function F : D → A⊗ R2
n
with F =
∑
K∈P(n) eKFK is a stem
function if FK(z
h) = (−1)|K∩{h}|FK(z) or, equivalently,
FK(z
h) =
{
FK(z) if h 6∈ K
−FK(z) if h ∈ K
(3)
for all z ∈ D, K ∈ P(n) and h ∈ {1, . . . , n}. We denote Stem(D,A ⊗ R2
n
) the set of all stem
functions from D to A⊗ R2
n
. 
Let z = (z1, . . . , zn) ∈ C
n and let H = {h1, . . . , hp} ∈ P(n) \ {∅} with h1 < . . . < hp. Define
zH ∈ Cn by setting
zH := (z1, . . . , zh1−1, zh1 , zh1+1, . . . , zhp−1, zhp , zhp+1, . . . , zn).
If H = ∅, then we set zH := z. Note that z{h} = zh for all h ∈ {1, . . . , n} and zH ∈ D for all
z ∈ D and H ∈ P(n). Moreover, if F : D → A ⊗ R2
n
is a function with F =
∑
K∈P(n) eKFK ,
then F is a stem function if and only if
FK(z¯
H) = (−1)|K∩H|FK(z) for all z ∈ D and K,H ∈ P(n). (4)
Definition 2.3. Let W be a subset of Cn. We call circularization of W (in An) the set ΩW of
all points (α1 + J1β1, . . . , αn + Jnβn) ∈ (QA)
n with α1, β1, . . . , αn, βn ∈ R and J1, . . . , Jn ∈ SA
such that (α1 + iβ1, . . . , αn + iβn) ∈ W . A subset Θ of (QA)
n is said to be circular (in An) if
Θ = ΩW for some subset W of C
n.
Given any x ∈ (QA)
n, we denote Sx the smallest circular subset of (QA)
n containing x. 
Note that, if x = (x1, . . . , xn) ∈ (QA)
n, then Sx = Sx1 × · · · × Sxn , where Sxh = αh + βhSA if
xh = αh+Jhβh for some αh, βh ∈ R and Jh ∈ SA. Given another point y = (y1, . . . , yn) in (QA)
n,
we have that Sx = Sy if and only if t(xh) = t(yh) and n(xh) = n(yh) for all h ∈ {1, . . . , n}.
Let us introduce a notation, which is very useful especially in the non-associative case.
Definition 2.4. Given any m ∈ N∗ and any sequence u = (u1, . . . , um) of elements of A, we
define the ordered product [u] = [u1, . . . , um] of u by setting [u] = [u1, . . . , um] := u1 if m = 1
and
[u] = [u1, . . . , um] := u1(u2(· · · (um−1um) . . .))
if m ≥ 2. Given any v ∈ A, we write [u, v] to indicate [u1, . . . , um, v].
Moreover, we set [∅] := 1 and [∅, v] := v.
Let H ∈ P(m). If H = ∅, then we define uH := ∅; hence [uH ] = 1 and [uH , v] = v. If H 6= ∅,
then we write H = {h1, . . . , hp} with h1 < . . . < hp, and we define uH := (uh1 , . . . , uhp); as a
consequence, we have:
[uH ] = uh1(uh2(· · · (uhp−1uhp) . . .))
and
[uH , v] = uh1(uh2(· · · (uhp−1(uhpv)) . . .)).
We use also the symbols (uh)
m
h=1 to denote u, and (uh)h∈H to denote uH .
Suppose now that, for each h ∈ {1, . . . ,m}, uh is invertible in A, and denote u
−1
h its inverse
(uh)
−1 in A. In this case, if H = ∅, then we define u−1H := ∅; hence [u
−1
H ] = 1 and [u
−1
H , v] = v.
If H 6= ∅ and H = {h1, . . . , hp} with h1 < . . . < hp, then we define u
−1
H := (u
−1
hp
, u−1hp−1 , . . . , u
−1
h1
);
as a consequence, we have:
[u−1H ] = u
−1
hp
(u−1hp−1(· · · (u
−1
h2
u−1h1 ) . . .))
and
[u−1H , v] = u
−1
hp
(u−1hp−1(· · · (u
−1
h2
(u−1h1 v)) . . .)).
We use also the symbols ((uh)
m
h=1)
−1 to denote (u−1m+1−h)
m
h=1, and ((uh)h∈H)
−1 to denote u−1H . 
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Given any v,w ∈ A, any H ∈ P(m), and any u = (u1, . . . , um) ∈ A
m with m ≥ 1 and
u1, . . . , um invertible in A, it is immediate to verify that
[uH , v] = w if and only if v = [u
−1
H , w]. (5)
The elements [uH ] and [u
−1
H ] are invertible in A, see for instance Lemma 1.5(2) of [13]. However,
in general, if A is not associative, then [u−1H ] 6= [uH ]
−1. On the contrary, if A is associative, then
[u−1H ] = [uH ]
−1 and [uH ] = uh1uh2 · · · uhp .
We are in position to introduce the notion of slice function in several variables.
Definition 2.5. Given a function f : ΩD → A, we say that f is a (left) slice function if there
exists a stem function F : D → A⊗R2
n
with F =
∑
K∈P(n) eKFK such that
f(x) :=
∑
K∈P(n)[JK , FK(z)]
for all x = (α1+J1β1, . . . , αn+Jnβn) ∈ ΩD, where α1, β1, . . . , αn, βn ∈ R, z = (α1+iβ1, . . . , αn+
iβn) ∈ D and J = (J1, . . . , Jn) ∈ (SA)
n; hence JK = (Jk1 , . . . , Jkp) if K = {k1, . . . , kp} ∈
P(n) \ {∅} with k1 < . . . < kp, and J∅ = ∅.
If this is the case, we say that f is induced by F , and we write f = I(F ). We denote
S(ΩD, A) the set of all slice functions from ΩD to A, and I : Stem(D,A⊗R
2n)→ S(ΩD, A) the
map sending each stem function F into the corresponding slice function I(F ). 
The preceding definition is well-posed. Let x = (x1, . . . , xn) be a point of ΩD. For each
h ∈ {1, . . . , n}, there exist αh, βh ∈ R with βh ≥ 0 and Jh ∈ SA such that xh = αh + Jhβh. If
xh ∈ R, i.e., βh = 0, then αh is uniquely determined by x; on the contrary, Jh can be chosen
arbitrarily in SA. If xh 6∈ R, i.e. βh > 0, then αh, βh and Jh are uniquely determined by xh, and
xh has the following two representations:
αh + Jhβh = xh = αh + (−Jh)(−βh).
Set z := (α1 + iβ1, . . . , αn + iβn) ∈ D. Let L be the set of all h ∈ {1, . . . , n} such that xh 6∈ R.
Thanks to (3), we know that FK(z) = 0 if K 6⊂ L. For each H ∈ P(n) with ∅ 6= H ⊂ L, it is
possible to write x as follows:
x = (α1 + J1β1, . . . , αn + Jnβn)
and x = x′H , where
x′H = (α1 + (ǫ1J1)(ǫ1β1), . . . , αn + (ǫnJn)(ǫnβn))
with ǫh = −1 if h ∈ H, ǫh = 1 if h ∈ L \H, and Jh can be chosen arbitrarily in SA if h 6∈ L. By
(4), we have
f(x) =
∑
K∈P(n)[JK , FK(z)] =
∑
K∈P(n),K⊂L[JK , FK(z)] =
=
∑
K∈P(n),K⊂L[JK , (−1)
|K∩H|FK(z
H)] =
=
∑
K∈P(n)[((−1)
|H∩{k}|Jk)k∈K , FK(z
H)] = f(x′H).
It follows that Definition 2.5 is well-posed, as claimed. In Proposition 2.12 below, we will show
that a slice function is induced by a unique stem function.
The real algebra A we are working with is assumed to be alternative. In particular, it is
power-associative. Consequently, if a ∈ A and m ∈ N∗ then the power am is a well-defined ele-
ment of A, independently from the system of parentheses we use to compute it. For convention,
we set a0 := 1 for all a ∈ A.
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Remark 2.6. The usual pointwise defined operations of addition and multiplication by real
scalars define structures of real vector spaces on the sets Stem(D,A ⊗ R2
n
) and S(ΩD, A),
which makes the map I : Stem(D,A ⊗ R2
n
) → S(ΩD, A) a real linear map. Given any F =∑
K∈P(n) eKFK , G =
∑
K∈P(n) eKGK ∈ Stem(D,A ⊗ R
2n), f, g ∈ S(ΩD, A) and r ∈ R, we set
(F + G)(z) :=
∑
K∈P(n) eK(FK(z) + GK(z)), (Fr)(z) :=
∑
K∈P(n) eK(FK(z)r), (f + g)(x) :=
f(x) + g(x) and (fr)(x) := f(x)r, where FK(z) + GK(z), FK(z)r, f(x) + g(x) and f(x)r are
additions and scalar multiplications in A. Evidently, I(F + G) = I(F ) + I(G) and I(Fr) =
I(F )r. Actually, the map I is an isomorphism of real vector spaces, see Corollary 2.15 below. 
Definition 2.7. Given x = (x1, . . . , xn) ∈ A
n, ℓ = (ℓ1, . . . , ℓn) ∈ N
n and a ∈ A, we denote xℓa
the element [(xℓhh )
n
h=1, a] of A. A function P : (QA)
n → A is monomial if there exist ℓ ∈ Nn and
a ∈ A such that P (x) = xℓa for all x ∈ (QA)
n. The function P : (QA)
n → A is polynomial if it
is the finite sum of monomial functions.
The restriction of a monomial (respectively polynomial) function on ΩD is said to be mono-
mial (respectively polynomial) on ΩD. 
We conclude the present section with an important result, which asserts that the class of
slice functions includes the one of polynomial functions. First, we need a definition.
Definition 2.8. For each k ∈ N, we denote pk and qk the real polynomials in R[X,Y ] such that
(α+ iβ)k = pk(α, β) + iqk(α, β) for all α, β ∈ R. 
Proposition 2.9. Each polynomial function on ΩD is a slice function. More precisely, given
any ℓ = (ℓ1, . . . , ℓn) ∈ N
n and a ∈ A, the function F (ℓ) : D → A⊗ R2
n
, defined by
F (ℓ)(z) =
∑
K∈P(n) eK
((∏
h∈{1,...,n}\K pℓh(αh, βh)
)(∏
h∈K qℓh(αh, βh)
)
a
)
, (6)
for all z = (α1+ iβ1, . . . , αn+ iβn) ∈ D, is a stem function inducing the monomial function x
ℓa
on ΩD.
Proof. Let ℓ = (ℓ1, . . . , ℓn) ∈ N
n. It suffices to show that the function F (ℓ) : D → A, defined in
(6), is a stem function and I(F (ℓ))(x) = xℓaℓ. Let z = (z1, . . . , zn) = (α1+iβ1, . . . , αn+iβn) ∈ D,
let h ∈ {1, . . . , n} and, given any K ∈ P(n), let F
(ℓ)
K : D → A be the function
F
(ℓ)
K (z) :=
(∏
h∈{1,...,n}\K pℓh(αh, βh)
)(∏
h∈K qℓh(αh, βh)
)
a.
Note that, for each zh = αh + iβh ∈ C, it holds:
pℓh(αh, βh)− iqℓh(αh, βh) = z
ℓh
h = zh
ℓh = pℓh(αh,−βh) + iqℓh(αh,−βh)
and hence pℓh(αh,−βh) = pℓh(αh, βh) and qℓh(αh,−βh) = −qℓh(αh, βh). Consequently, we have
F
(ℓ)
K (z
h) = −F
(ℓ)
K (z) if h ∈ K and F
(ℓ)
K (z
h) = F
(ℓ)
K (z) if h ∈ {1, . . . , n} \ K. This proves that
F (ℓ) =
∑
K∈P(n) eKF
(ℓ)
K is a stem function. Moreover, if x = (α1 + J1β1, . . . , αn + Jnβn) ∈ ΩD
for some J1, . . . , Jn ∈ SA, then
I(F (ℓ))(x) =
∑
K∈P(n)[(Jh)h∈K , F
(ℓ)
K (z)] =
=
∑
K∈P(n)
(∏
h∈{1,...,n}\K pℓh(αh, βh)
)
[(Jhqℓh(αh, βh))h∈K , a] =
= [(pℓh(αh, βh) + Jhqℓh(αh, βh))
n
h=1, a] = [(x
ℓh
h )
n
h=1, a] = x
ℓa.
The proof is complete.
Definition 2.10. We say that a stem function F : Cn → A⊗ R2
n
is monomial, or polynomial,
if I(F ) : (QA)
n → A is. The restriction of a monomial (respectively polynomial) stem function
on D is said to be monomial (respectively polynomial) on D. 
Thanks to Proposition 2.12 below, a stem function F : D → A ⊗ R2
n
is monomial on D if
and only if it has form (6).
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2.2 Representation formulas
We need an elementary, but useful, combinatorial lemma.
Lemma 2.11. For each H,L ∈ P(n), it holds:∑
K∈P(n)(−1)
|H∩K|+|K∩L| = 2nδH,L ,
where δH,L = 1 if H = L and δH,L = 0 otherwise.
Proof. Since |H ∩K|+ |K ∩L| = |K ∩ (H \L)|+ |K ∩ (L \H)|+2|K ∩H ∩L| for all K ∈ P(n),
it suffices to prove that the sum s(H,L) :=
∑
K∈P(n)(−1)
|K∩(H\L)|+|K∩(L\H)| is equal to 2n if
H = L and is null otherwise. This is evident in the case in which L = H. Let L 6= H. If H ⊂ L,
then we have:
s(H,L) =
∑
K∈P(n)(−1)
|K∩(L\H)| =
∑
S1∈P(L\H), S2∈P(∁(L\H))
(−1)|S1| =
= 2n−|L\H|
∑
S1∈P(L\H)
(−1)|S1| = 2n−|L\H|
∑|L\H|
h=0
(|L\H|
h
)
(−1)h =
= 2n−|L\H|(1 + (−1))|L\H| = 0,
where ∁(L \H) is the complement of L \H in {1, . . . , n}. Similarly, one proves that s(H,L) = 0
if L ⊂ H. Finally, suppose H 6⊂ L and L 6⊂ H. We have:
s(H,L) =
∑
K∈P(n)(−1)
|K∩(L\H)|+|K∩(H\L)| =
=
∑
S1∈P(L\H), S2∈P(H\L), S3∈P(∁(L△H))
(−1)|S1|(−1)|S2| =
= 2n−|L△H|
(∑
S1∈P(L\H)
(−1)|S1|
)(∑
S2∈P(H\L)
(−1)|S2|
)
=
= 2n−|L△H|(1 + (−1))|L\H|(1 + (−1))|H\L| = 0,
where L△H is the usual symmetric difference between L and H.
Let x = (x1, . . . , xn) ∈ A
n and let H ∈ P(n). If H = ∅, then we set xc,H := x. Suppose
that H 6= ∅ and write H = {h1, . . . , hp} with h1 < . . . < hp. We denote x
c,H the element of An
defined as follows:
x c,H := (x1, . . . , xh1−1, x
c
h1
, xh1+1, . . . , xhp−1, x
c
hp
, xhp+1, . . . , xn).
We have the following representation formulas.
Proposition 2.12 (Representation formula). Let f : ΩD → A be a slice function and let y ∈ ΩD.
Write y as follows:
y = (α1 + I1β1, . . . , αn + Inβn),
where αh, βh ∈ R and Ih ∈ SA for all h ∈ {1, . . . , n}. Then it holds:
f(x) = 2−n
∑
K,H∈P(n)(−1)
|K∩H|[JK , [I
−1
K , f(y
c,H)]], (7)
where x = (α1 + J1β1, . . . , αn + Jnβn) for some J = (J1, . . . , Jn) ∈ (SA)
n, and I := (I1, . . . , In).
Furthermore, if F =
∑
K∈P(n) eKFK is a stem function inducing f , then we have:
FK(z) = 2
−n[I−1K ,
∑
H∈P(n)(−1)
|K∩H|f(y c,H)] =
= 2−n
∑
H∈P(n)(−1)
|K∩H|[I−1K , f(y
c,H)] (8)
for all K ∈ P(n), where z = (α1 + iβ1, . . . , αn + iβn) ∈ D. In particular, each slice function f
is induced by a unique stem function F .
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Proof. Let x = (α1 + J1β1, . . . , αn + Jnβn). Define z := (α1 + iβ1, . . . , αn + iβn) ∈ D. Let
K ∈ P(n). Thanks to (4) and to Lemma 2.11, we obtain:∑
H∈P(n)(−1)
|K∩H|f(y c,H) =
∑
H∈P(n)(−1)
|K∩H|
(∑
L∈P(n)[IL, FL(z
H)]
)
=
=
∑
H∈P(n)(−1)
|K∩H|
(∑
L∈P(n)(−1)
|H∩L|[IL, FL(z)]
)
=
=
∑
L∈P(n)[IL, FL(z)]
(∑
H∈P(n)(−1)
|K∩H|+|H∩L|
)
=
= 2n[IK , FK(z)].
Bearing in mind (5), we deduce (8). Consequently,
f(x) =
∑
K∈P(n)[JK , 2
−n
∑
H∈P(n)(−1)
|K∩H|[I−1K , f(y
c,H)]] =
= 2−n
∑
K,H∈P(n)(−1)
|K∩H|[JK , [I
−1
K , f(y
c,H)]],
as desired.
As an immediate corollary, we obtain:
Corollary 2.13 (Identity principle). Let f, g : ΩD → A be slice functions and let I1, . . . , In ∈ SA
such that f = g on ΩD ∩ (CI1 × . . .× CIn). Then f = g on the whole ΩD.
Remark 2.14. Let n ≥ 2 and let f : Hn → H be the function f(x1, . . . , xn) := x2x1, i.e. the
pointwise product between the coordinate functions x2 and x1. The function f is not slice.
Otherwise, being x2x1 = x1x2 on (Ci)
n, Proposition 2.9 and Corollary 2.13 would imply that
x2x1 = x1x2 on the whole H
n, i.e. the algebra of quaternions is commutative, which is false. 
Bearing in mind Remark 2.6, we have:
Corollary 2.15. The map I : Stem(D,A ⊗ R2
n
) → S(ΩD, A), sending stem functions F into
the corresponding slice functions I(F ), is a bijection, and hence a real linear isomorphism.
Another consequence is the following intrinsic characterization of sliceness.
Corollary 2.16 (Sliceness criterion). Let f : ΩD → A be a function. Then f is a slice function
if and only if there exist I = (I1, . . . , In) ∈ (SA)
n with the following property:
f(x) = 2−n
∑
K,H∈P(n)(−1)
|K∩H|[JK , [I
−1
K , f(y
c,H)]] (9)
for all y = (α1 + I1β1, . . . , αn + Inβn) ∈ ΩD and for all x = (α1 + J1β1, . . . , αn + Jnβn) ∈ ΩD,
where α1, β1, . . . , αn, βn ∈ R and J = (J1, . . . , Jn) ∈ (SA)
n.
Proof. If f is slice, then (9) follows from (7).
Suppose that (9) holds for some I = (I1, . . . , In) ∈ (SA)
n. We will show that f = I(F ) for
some stem function F : D → A⊗ R2
n
. For each K ∈ P(n), define the function FK : D → A by
setting
FK(z) := 2
−n
∑
H∈P(n)(−1)
|K∩H|[I−1K , f(y
c,H)],
where y = (α1 + I1β1, . . . , αn + Inβn) if z = (α1 + iβ1, . . . , αn + iβn) ∈ D.
Fix K ∈ P(n), h ∈ {1, . . . , n} and z = (α1 + iβ1, . . . , αn + iβn) ∈ D. Set y := (α1 +
I1β1, . . . , αn + Inβn). Note that |K ∩ H| = |K ∩ (H △ {h})| − (−1)
|H∩{h}||K ∩ {h}| for all
H ∈ P(n). Moreover, the map Ψh : P(n) → P(n), sending H into H △ {h}, is a bijection.
Bearing in mind the last two elementary facts and (5), we have that
2n[IK , FK(z
h)] =
∑
H∈P(n)(−1)
|K∩H|f(y c,H△{h}) =
=
∑
H∈P(n)(−1)
|K∩(H△{h})|+|K∩{h}|f(y c,H△{h}) =
= (−1)|K∩{h}|
∑
H∈P(n)(−1)
|K∩Ψh(H)|f(y c,Ψh(H)) =
= (−1)|K∩{h}|
∑
H∈P(n)(−1)
|K∩H|f(y c,H) =
= 2n(−1)|K∩{h}|[IK , FK(z)];
13
consequently, [IK , FK(z
h)] = (−1)|K∩{h}|[IK , FK(z)]. Using (5) again, we deduce:
FK(z
h) = [I−1K , [IK , FK(z
h)]] = (−1)|K∩{h}|[I−1K , [IK , FK(z)]] = (−1)
|K∩{h}|FK(z).
In other words, the function F : D → A ⊗ R2
n
, defined by F :=
∑
K∈P(n) eKFK , is a stem
function. Formula (9) now ensures that f = I(F ).
A consequence of the last result is as follows.
Corollary 2.17. Let {fl : ΩD → A}l∈N be a sequence of slice functions, which pointwise con-
verges to a function f : ΩD → A. Then f is a slice function.
Proof. Let x, y, I, J be as in the statement of Corollary 2.16. Since each fl is a slice function,
equation (9) holds for each fl. Note that {fl(x)}l∈N converges to f(x) and {[JK , [I
−1
K , fl(y
c,H)]]}l∈N
converges to [JK , [I
−1
K , f(y
c,H)]] for all K,H ∈ P(n). It follows that equation (9) holds also for
f . Using Corollary 2.16 again, we deduce that f is a slice function.
2.3 Spherical value and spherical derivatives
Let F =
∑
K∈P(n) eKFK be a stem function and let f : ΩD → A be the slice function I(F ).
Definition 2.18. We call spherical value of f the slice function f◦s : ΩD → A induced by the
A-valued stem function F∅ : D → A, that is f
◦
s := I(F∅). 
From (8) it follows that
f◦s (x) = 2
−n
∑
H∈P(n) f(x
c,H) (10)
for all x ∈ ΩD. For each K ∈ P(n) \ {∅},we define:
• DK :=
⋂
k∈K{(z1, . . . , zn) ∈ D : zk 6∈ R}; we assume to be non-empty.
• F ∗K : DK → A by F
∗
K(z) := β
−1
K FK(z), where z = (α1 + iβ1, . . . , αn + iβn) ∈ DK and
βK :=
∏
k∈K βk.
• RK :=
⋃
k∈K{(x1, . . . , xn) ∈ A
n : xk ∈ R}.
Note that RK is closed in A, DK is invariant under all the complex conjugations of C
n, and
the circularization of DK in A
n is equal to ΩD \ RK , i.e.
ΩDK = ΩD \RK .
Furthermore, it is immediate to verify that the function F ∗K is a A-valued stem function on DK .
Definition 2.19. For each K ∈ P(n)\{∅}, we call spherical K-derivative of f the slice function
f ′s,K : ΩD \ RK → A induced by F
∗
K , that is f
′
s,K := I(F
∗
K). 
Bearing in mind (8) and the equality Im(x) = x−x
c
2 , given any K ∈ P(n) \ {∅}, we have
f ′s,K(x) = 2
−n[((βkJk)k∈K)
−1,
∑
H∈P(n)(−1)
|K∩H|f(xc,H)] =
= 2−n[((Im(xk))k∈K)
−1,
∑
H∈P(n)(−1)
|K∩H|f(xc,H)]
for all x = (x1, . . . , xn) ∈ ΩD \ RK . As a consequence, if for each x = (x1, . . . , xn) ∈ A
n and
K ∈ P(n) \ {∅} we set
ImK(x) := (Im(xk))k∈K , (11)
then we have
f ′s,K(x) = 2
−n[(ImK(x))
−1,
∑
H∈P(n)(−1)
|K∩H|f(xc,H)] (12)
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for all x ∈ ΩD \ RK . Note that the latter equality can be rewritten as follows:
f ′s,K(x) = 2
|K|−n[((xk − (xk)
c)k∈K)
−1,
∑
H∈P(n)(−1)
|K∩H|f(xc,H)]. (13)
In order to simplify the notation, we set D• := D{1,...,n} and R• := R{1,...,n}. Consequently,
D• =
⋂n
k=1{(z1, . . . , zn) ∈ D : zk 6∈ R} 6= ∅, (14)
R• =
⋃n
k=1{(x1, . . . , xn) ∈ A
n : xk ∈ R}, (15)
ΩD• = ΩD \ R• =
⋂n
k=1{(x1, . . . , xn) ∈ ΩD : Im(xk) 6= 0} 6= ∅. (16)
Moreover, we set
R∅ := ∅. (17)
Remark 2.20. According to Definitions 2.18 and 2.19, and (17), we can also say that the
spherical value of f is the spherical ∅-derivative of f , that is f ′
s,∅ := f
◦
s . 
Proposition 2.21. Let f : ΩD → A be a slice function. The following assertions hold.
(i) For each x ∈ ΩD, the spherical value f
◦
s is constant on Sx. For each K ∈ P(n) \ {∅} and
for each x ∈ ΩD \ RK , the spherical K-derivative f
′
s,K is constant on Sx. More precisely,
if f = I(F ), then
f◦s (x) = F∅(z) for all x ∈ ΩD (18)
and
f ′s,K(x) = β
−1
K FK(z) for all x ∈ ΩD \RK , (19)
where z := (α1 + iβ1, . . . , αn + iβn) ∈ D if x = (α1 + J1β1, . . . , αn + Jnβn) ∈ ΩD.
(ii) If x = (x1, . . . , xn) ∈ ΩD \ RL for some L ∈ P(n) and xh ∈ R for all h ∈ {1, . . . , n} \ L,
then it holds the formula
f(x) = f◦s (x) +
∑
K∈P(n)\{∅},K⊂L[ImK(x), f
′
s,K(x)]. (20)
In particular, for all x ∈ ΩD \ R•, we have:
f(x) = f◦s (x) +
∑
K∈P(n)\{∅}[ImK(x), f
′
s,K(x)]. (21)
(iii) If x = (x1, . . . , xn) ∈ ΩD \ RL for some L ∈ P(n) and xh ∈ R for all h ∈ {1, . . . , n} \ L,
then f is constant on Sx if and only if f
′
s,K(x) = 0 for all K ∈ P(n) \ {∅} with K ⊂ L. In
this case, f takes the value f◦s (x) on Sx.
In particular, for each x ∈ ΩD \ R•, f is constant on Sx if and only if f
′
s,K(x) = 0 for all
K ∈ P(n) \ {∅}.
Proof. Point (i) follows immediately from the fact that the stem functions inducing f◦s and the
f ′s,K’s are A-valued.
Let x = (α1 + J1β1, . . . , αn + Jnβn) ∈ ΩD \ RL for some L ∈ P(n) and βh = 0 for all
h ∈ {1, . . . , n} \ L, and let z = (α1 + iβ1, . . . , αn + iβn) ∈ D. Denote F =
∑
K∈P(n) eKFk the
stem function inducing f . By (3), if K ∈ P(n) with K 6⊂ L, then FK(z) = 0. Consequently,
f(x) =
∑
K∈P(n),K⊂L[JK , FK(z)], where J = (J1, . . . , Jn). On the other hand, by the very
definitions of spherical value and derivatives, we deduce:
f(x) =
∑
K∈P(n),K⊂L[JK , FK(z)] = f
◦
s (x) +
∑
K∈P(n)\{∅},K⊂L[ImK(x), β
−1
K FK(z)] =
= f◦s (x) +
∑
K∈P(n)\{∅},K⊂L[ImK(x), f
′
s,K(x)].
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This proves (20), which reduces to (21) when L = {1, . . . , n}.
Let us prove (iii). If f ′s,K(x) = 0 for each K ∈ P(n) \ {∅} with K ⊂ L, then (i) and (20)
imply at once that such f ′s,K’s vanish on the whole Sx and f is constantly equal to f
◦
s (x) on Sx.
Finally, suppose that f is constantly equal on Sx to some a ∈ A. Choose K ∈ P(n) \ {∅} with
K ⊂ L. Since x ∈ ΩD \ RK and x
c,H ∈ Sx for all H ∈ P(n), (12) and Lemma 2.11 ensure that
f ′s,K(x) = 2
−n[(ImK(x))
−1,
∑
H∈P(n)(−1)
|K∩H|a] =
= 2−n
(∑
H∈P(n)(−1)
|K∩H|
)
[(ImK(x))
−1, a] =
= δK,∅[(ImK(x))
−1, a] = 0.
The proof is complete.
We now show that there exists a relation between the spherical value and derivatives of f
and their one-variable analogues introduced in [9, Definition 6]. Let z = (z1, . . . , zn) ∈ D and
let h ∈ {1, . . . , n}. Denote Dh(z) the subset of C defined by
Dh(z) := {w ∈ C : (z1, . . . , zh−1, w, zh+1, . . . , zn) ∈ D}. (22)
Since D is invariant under all the complex conjugations of Cn, it follows immediately that Dh(z)
is invariant under the complex conjugation of C. Note that Dh(z) 6= ∅, because it contains zh.
Moreover, Dh(z) is open in C if D is open in C
n.
Let x = (x1, . . . , xn) ∈ ΩD. Denote ΩD,h(x) the subset of QA defined by
ΩD,h(x) := {a ∈ A : (x1, . . . , xh−1, a, xh+1, . . . , xn) ∈ ΩD}. (23)
Suppose that x ∈ Ω{z}. Let us show that ΩDh(z) = ΩD,h(x). First, note that, if we write
z = (α1 + iβ1, . . . , αn + iβn) with α1, . . . , αn, β1, . . . , βn ∈ R, then xℓ = αℓ + Jℓβℓ for each
ℓ ∈ {1, . . . , n} and for some Jℓ ∈ SA. Let a ∈ ΩDh(z). Write a = α + Jβ with α, β ∈ R and
J ∈ SA. By definition of ΩDh(z) and Dh(z), we have that α+ iβ ∈ Dh(z) and
(α1 + iβ1, . . . , αh−1 + iβh−1, α+ iβ, αh+1 + iβh+1, . . . , αn + iβn) ∈ D,
respectively. The definitions of ΩD and ΩD,h(x) imply that (x1, . . . , xh−1, a, xh+1, . . . , xn) ∈ ΩD
and a ∈ ΩD,h(x), respectively. Vice versa, if a ∈ A with (x1, . . . , xh−1, a, xh+1, . . . , xn) ∈ ΩD,
then there exists z′ = (z′1, . . . , z
′
n) ∈ D with z
′
ℓ = α
′
ℓ+iβ
′
ℓ and J
′
ℓ ∈ SA for each ℓ ∈ {1, . . . , n} such
that α′h+J
′
hβ
′
h = a, and αℓ+Jℓβℓ = xℓ = α
′
ℓ+J
′
ℓβ
′
ℓ for each ℓ ∈ {1, . . . , n}\{h}. Let ℓ 6= h. Note
that, if βℓ = 0, then β
′
ℓ = 0 as well, and αℓ = xℓ = α
′
h. If βℓ 6= 0, then either (β
′
ℓ, J
′
ℓ) = (βℓ, Jℓ) or
(β′ℓ, J
′
ℓ) = (−βℓ,−Jℓ). Define H := {ℓ ∈ {1, . . . , n} \ {h} : βℓ 6= 0, (β
′
ℓ, J
′
ℓ) = (−βℓ,−Jℓ)}. Since
D is invariant under all complex conjugations of Cn, it follows that
(z1, . . . , zh−1, α
′
h + iβ
′
h, zh+1, . . . , zn) = z
′ H ∈ D.
Hence a = α′h + J
′
hβ
′
h ∈ ΩDh(z). We have just proven that
ΩDh(z) = ΩD,h(x) (24)
for all z = (z1, . . . , zn) ∈ D, x = (x1, . . . , xn) ∈ Ω{z} ⊂ ΩD and h ∈ {1, . . . , n}.
Definition 2.22. Let g : ΩD → A be a function and let h ∈ {1, . . . , n}. We say that g is a slice
function w.r.t. xh if, for each y = (y1, . . . , yn) ∈ ΩD, the restriction function g
(y)
h : ΩD,h(y)→ A,
defined by
g(y)h (xh) := g(y1, . . . , yh−1, xh, yh+1, . . . , yn),
is a slice function. 
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Let g : ΩD → A be a slice function w.r.t. xh, let y ∈ ΩD, let (g
(y)
h )
◦
s
: ΩD,y(y)→ A and (g
(y)
h )
′
s :
ΩD,h(y) \ R → A be the usual spherical value and spherical derivative of the one variable slice
function g(y)h , respectively. If z is a point of D such that y ∈ Ω{z} and g
(y)
h is induced by the stem
function G1+ iG2 : Dh(z)→ A⊗R
2, then (g(y)h )
◦
s
(xh) = G1(w) for all xh = αh+ Jhβh ∈ ΩDh(z),
where w := αh+ iβh ∈ Dh(z), and (g
(y)
h )
′
s(xh) = β
−1
h G2(w) if βh 6= 0. As a consequence, we have
that (g(y)h )
◦
s
(xh) =
1
2 (g
(y)
h (xh)+ g
(y)
h ((xh)
c)) and (g(y)h )
′
s(xh) =
1
2(Im(xh))
−1(g(y)h (xh)− g
(y)
h ((xh)
c)).
Assume that g is a slice function w.r.t. xh. Then, for each e ∈ {0, 1}, we define the function
D0xh
g : ΩD → A and D
1
xh
g : ΩD \ R{h} → A by setting
D
0
xh
g(x) := (g(x)h )
◦
s
(xh) for all x = (x1, . . . , xn) ∈ ΩD (25)
and
D
1
xh
g(x) := (g(x)h )
′
s(xh) for all x = (x1, . . . , xn) ∈ ΩD \ R{h}. (26)
Given any K ∈ P(n) and h ∈ {1, . . . , n}, define Kh := K ∩ {1, . . . , h}.
Proposition 2.23. Assume that n ≥ 2. Let f : ΩD → A be a slice function, let K ∈ P(n) and
let ε : {1, . . . , n} → {0, 1} be the characteristic function of K. Then f is a slice function w.r.t. x1
and, for each h ∈ {2, . . . , n}, the function D
ε(h−1)
xh−1 · · ·D
ε(1)
x1 f : ΩD\RKh−1 → A, obtained iterating
(25) and (26) as follows D
ε(h−1)
xh−1 · · ·D
ε(1)
x1 f := D
ε(h−1)
xh−1 (· · · (D
ε(2)
x2 (D
ε(1)
x1 f)) · · · ), is a well-defined
slice function w.r.t. xh. Moreover, it holds:
D
ε(n)
xn · · ·D
ε(1)
x1 f := D
ε(n)
xn (D
ε(n−1)
xn−1 · · ·D
ε(1)
x1 f) =
{
f◦s if K = ∅,
f ′s,K if K 6= ∅.
Proof. Let F =
∑
H∈P(n) eHFH : D → A ⊗ R
2n be the stem function inducing f , let y =
(y1, . . . , yn) = (α1+ I1β1, . . . , αn+ Inβn) ∈ ΩD, let I := (I1, . . . , In) and let w = (w1, . . . , wn) :=
(α1+ iβ1, . . . , αn+ iβn) ∈ D. Let us prove by induction on h ∈ {1, . . . , n} that the two following
properties hold true:
(a) D
ε(h−1)
xh−1 · · ·D
ε(1)
x1 f is a slice function w.r.t. xh, where for convention D
ε(h−1)
xh−1 · · ·D
ε(1)
x1 f := f
if h = 1.
(b) D
ε(h)
xh · · ·D
ε(1)
x1 f(y) = (βKh)
−1
∑
H∈P(n),Hh=∅
[IH , FH∪Kh(z)], where β∅ := 1.
First, we consider the case h = 1. It holds:
f(x1, y
′) =
∑
H∈P(n),16∈H [JH , FH(z1, w
′)] + J1
(∑
H∈P(n),16∈H [JH , FH∪{1}(z1, w
′)]
)
, (27)
where x1 = α1 + J1β1 ∈ ΩD,1(y), y
′ := (y2, . . . , yn), z1 := α1 + iβ1 ∈ D1(w), w
′ := (w2, . . . , wn)
and J = (J1, I2, . . . , In). Define the functions F1, F2 : D1(w)→ A by setting
F1(z1) :=
∑
H∈P(n),16∈H [JH , FH(z1, w
′)],
F2(z1) :=
∑
H∈P(n),16∈H [JH , FH∪{1}(z1, w
′)].
It is immediate to verify that F1 + iF2 : D1(w) → A ⊗ R
2 is a stem function. Consequently, f
is slice w.r.t. x1. Moreover, we have:
D0x1f(y) =
∑
H∈P(n),16∈H [IH , FH(z)] and D
1
x1f(y) = β
−1
1
∑
H∈P(n),16∈H [IH , FH∪{1}(z)].
This proves that f satisfies (a) and (b) for h = 1.
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Assume (a) and (b) are verified for some h ∈ {1, . . . , n − 1}. By (b), we deduce:
D
ε(h)
xh
· · ·Dε(1)x1 f(y
′′, xh+1, yˆ) = (βKh−1βh,K)
−1
∑
H∈P(n),Hh+1=∅
[LH , FH∪Kh(z
′′, zh+1, zˆ)]+
+ Jh+1
(
(βKh−1βh,K)
−1
∑
H∈P(n),Hh+1=∅
[LH , FH∪Kh∪{h+1}(z
′′, zh+1, zˆ)]
)
, (28)
where xh = αh + Jhβh ∈ ΩD,h(y), βh,K = βh if h ∈ K, βh,K = 1 if h 6∈ K, y
′′ = (y1, . . . , yh),
yˆ = (yh+2, . . . , yn), zh = αh + iβh ∈ Dh(z), z
′′ = (z1, . . . , zh), zˆ = (zh+2, . . . , zn) and L =
(I1, . . . , Ih, Jh+1, Ih+2, . . . , In). Here yˆ and zˆ are omitted if h + 1 = n. Proceeding as above,
it is immediate to verify that D
ε(h)
xh · · ·D
ε(1)
x1 f is slice w.r.t. xh+1, i.e. (a) is satisfied for h + 1.
Moreover, we have:
D
0
xh+1
D
ε(h)
xh
· · ·Dε(1)x1 f(y) = (βKh)
−1
∑
H∈P(n),Hh+1=∅
[IH , FH∪Kh(z)],
D
1
xh+1
D
ε(h)
xh
· · ·Dε(1)x1 f(y) = β
−1
h+1
(
βKh
)−1∑
H∈P(n),Hh+1=∅
[IH , FH∪Kh∪{h+1}(z)].
In both cases, the last two expressions are equal to
(βKh+1)
−1
∑
H∈P(n),Hh+1=∅
[IH , FH∪Kh+1(z)]
and the induction step works. When h = n, the right-hand side of (b) becomes F∅(z) if K = ∅,
and β−1K FK(z) if K 6= ∅. This completes the proof.
Definition 2.24. Assume that n ≥ 2. Let h ∈ {2, . . . , n} and let ǫ : {1, . . . , h− 1} → {0, 1} be
any function. Given a slice function f : ΩD → A, we define the truncated spherical ǫ-derivative
Dǫf : ΩD \ Rǫ−1(1) → A of f by setting Dǫf := D
ǫ(h−1)
xh−1 · · ·D
ǫ(1)
x1 f , and we say that such a
derivative has order h − 1. For convention, we define also the truncated spherical ∅-derivative
D∅f : ΩD → A of f by setting D∅f := f , and we say that such a derivative has order 0. 
Proposition 2.23 asserts that each h-order truncated spherical derivative of a slice function
is a well-defined slice function w.r.t. xh. Moreover, a by-product of the proof of the mentioned
proposition reads as follows. If F : D → A⊗R2
n
is the stem function inducing f , then
Dǫf(x) = (βǫ−1(1))
−1
∑
H∈P(n),Hh−1=∅
[JH , FH∪ǫ−1(1)(z)] (29)
for all x = (α1 + J1β1, . . . , αn + Jnβn) ∈ ΩD \ Rǫ−1(1) with z := (α1 + iβ1, . . . , αn + iβn) and
J := (J1, . . . , Jn), where β∅ := 1.
2.4 Smoothness
By Assumption 2.1, we are assuming that the real alternative ∗-algebra A we are working with
has finite dimension and, as a finite dimensional real vector space, A is equipped with the natural
C ω manifold structure defined by the global coordinate systems associated with its real vector
bases. Here ‘C ω ’ means ‘real analytic’. For each n ≥ 1, we equip An with the corresponding
product structure of C ω manifolds. We call the underlying topology on An as Euclidean topology
of An. Given any non-empty subset S of An, we equip S with the relative topology induced by
the Euclidean one of An. We call such a topology on S as Euclidean topology of S. If in addition
S is open in An, then we always assume that S is equipped with the C ω manifold structure
induced by the one of An.
Similarly, we equip D with the Euclidean topology induced by the one of C = R2 and, in
the case D is open in C, we always assume that D is equipped with the C ω manifold structure
induced by the one of C = R2.
As usual, given two topological spaces X and Y , we denote C 0(X,Y ) the set of all continuous
maps from X to Y . If r ∈ (N\{0})∪{∞, ω} and X and Y are equipped with some C r manifold
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structures (for instance, C ω manifold structures), then the symbol C r(X,Y ) indicates the set
of all C r maps from X to Y . In the latter case, given any non-empty subset S of X and a map
f : S → Y , we say that f is a C r map if there exist an open neighborhood U of S in X and
a map g : U → Y such that g(x) = f(x) for all x ∈ S and, equipping U with the natural C r
manifold structure induced by the one of X, g belongs to C r(U, Y ). We denote C r(S, Y ) the
set of all C r maps from S to Y .
Definition 2.25. We define
• Stem0(D,A⊗R2
n
) as the set of all continuous stem functions from D to A⊗R2
n
, i.e. the
set of all stem functions F =
∑
K∈P(n) eKFK : D → A ⊗ R
2n such that each FK belongs
to C 0(D,A),
• S0(ΩD, A) as the set of slice functions from ΩD to A induced by continuous stem functions,
i.e. S0(ΩD, A) := I(Stem
0(D,A⊗ R2
n
)),
and, in the case D is open in C and r ∈ (N \ {0}) ∪ {∞, ω},
• Stemr(D,A ⊗ R2
n
) as the set of all C r stem functions from D to A ⊗ R2
n
, i.e. the set
of all stem functions F =
∑
K∈P(n) eKFK : D → A ⊗ R
2n such that each FK belongs to
C r(D,A),
• Sr(ΩD, A) as the set of slice functions from ΩD to A induced by C
r stem functions, i.e.
Sr(ΩD, A) := I(Stem
r(D,A⊗R2
n
)). 
Equip N ∪ {∞, ω} with the unique total ordering ≤, extending the one ≤ of N, by requiring
that s ≤ ∞ for all s ∈ N, and ∞ ≤ ω. Denote ⌊s⌋ the integer part of s ∈ R.
Theorem 2.26. The following assertions hold.
(i) If SA is compact, then S
0(ΩD, A) ⊂ C
0(ΩD, A).
(ii) Suppose that D is open in Cn. Let r ∈ N ∪ {∞, ω} such that r ≥ 2n − 1, and let wn(r) be
the element of N ∪ {∞, ω} defined by wn(r) := r if r ∈ {∞, ω} and
wn(r) :=
⌊
r−2n+1
2n
⌋
=
⌊
r+1
2n
⌋
− 1
if r ∈ N and r ≥ 2n − 1. Then it holds:
Sr(ΩD, A) ⊂ C
wn(r)(ΩD, A).
In particular, we have S∞(ΩD, A) ⊂ C
∞(ΩD, A) and S
ω(ΩD, A) ⊂ C
ω(ΩD, A).
Proof. Choose a real vector basis B = (u1, . . . , ud) of A with u1 = 1, and denote πR : A→ R the
projection of A onto the first component of the coordinates induced by B, i.e. the real linear
function sending each a =
∑d
h=1 ahuh ∈ A into a1 ∈ R. Define the functions θ, η, ξ : A→ R and
v,w : A→ C by setting
θ(a) := πR(Re(a)), η(a) := πR(n(Im(x))), ξ(a) :=
√
|η(a)|
and
v(a) := θ(a) + iξ(a), w(a) := θ(a) + iη(a).
Note that θ, η ∈ C ω(A,R), ξ ∈ C 0(A,R), v ∈ C 0(A,C) and w ∈ C ω(A,C). Moreover, it holds
v(α+ Jβ) = α+ i|β|, (30)
w(α+ Jβ) = α+ iβ2 (31)
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for all α, β ∈ R and J ∈ SA. Define also the maps vn, wn : A
n → Cn by setting
vn(x1, . . . , xn) := (v(x1), . . . , v(xn)) and wn(x1, . . . , xn) := (w(x1), . . . , w(xn)).
Let C be the closed subset of A defined by C := ξ−1(0) = η−1(0). Since C ∩QA = R, we have
that (A \C) ∩QA = QA \C = QA \R, and hence (A \ C)
n ∩ΩD = ΩD \R•. Let j : A \ C → A
be the continuous map defined by
j(a) := 1
ξ(a) Im(a).
Define J∅ := 1 and, for each K = {k1, . . . , kp} ∈ P(n) \ {∅} with k1 < . . . < kp, define the
continuous map JK : ΩD \ RK → (SA)
|K| by
JK(x1, . . . , xn) := (j(xk1), . . . , j(xkp)).
Denote J• : QA \ R• → (SA)
n the continuous map J{1,...,n}. Note that J•(α1 + J1|β1|, . . . , αn +
Jn|βn|) = (J1, . . . , Jn) if (α1 + iβ1, . . . , αn + iβn) ∈ D• and J1, . . . , Jn ∈ SA.
Choose F =
∑
K∈P(n) eKFK ∈ Stem(D,A⊗ R
2n) and define f := I(F ).
Let us prove (i).
Suppose that F is continuous and SA is compact. For each H ∈ P(n) and ℓ ∈ {0, 1, . . . , n},
define Q(H) :=
⋂
h∈{1,...,n}\H{(x1, . . . , xn) ∈ ΩD : xh ∈ R} and Q(ℓ) :=
⋃
H∈P(n),|H|≤ℓQ(H).
Note that the Q(H)’s and the Q(ℓ)’s are closed subsets of ΩD; moreover, Q(0) = Q(∅) =
ΩD ∩ R
n and Q(n) = Q({1, . . . , n}) = ΩD. We will prove by induction on ℓ ∈ {0, 1, . . . , n}
that the restriction f |Q(ℓ) of f to Q(ℓ) is continuous. Evidently, if the latter assertion is true
then f is continuous, because Q(n) = ΩD. The case ℓ = 0 follows immediately from the
equality f(x) = F∅(vn(x)) for all x ∈ Q(0) = ΩD ∩ R
n. Suppose the assertion is true for some
ℓ ∈ {0, 1, . . . , n − 1}. Note that, for each H,L ∈ P(n) with |H| = |L| = ℓ + 1 and H 6= L, we
have that |H ∩ L| ≤ ℓ and hence
Q(H) ∩Q(L) =
⋂
h∈{1,...,n}\(H∩L){(x1, . . . , xn) ∈ ΩD : xh ∈ R} ⊂ Q(ℓ).
It follows that {Q(H)}H∈P(n),|H|=ℓ+1 is a finite closed cover of Q(ℓ+1) and, for each H,L ∈ P(n)
with |H| = |L| = ℓ + 1 and H 6= L, the restrictions f |Q(H) and f |Q(L) are continuous on
Q(H)∩Q(L) by induction. Consequently, it suffices to show that, for each fixed H ∈ P(n) with
|H| = ℓ+1, f |Q(H) is continuous. By induction, f |Q(ℓ) is continuous so the same is true for f |P ,
where P := Q(H) ∩Q(ℓ). The set P is closed in Q(H) and
Q(H) \ P = Q(H) \Q(ℓ) ⊂ ΩD \R•.
Since f(x) =
∑
K∈P(n)[J•(x), FK(vn(x))] for all x ∈ ΩD \R•, it follows that f |Q(H)\P is continu-
ous. Now, in order to complete the proof of (i), it suffices to show that, if {ym}m∈N is a sequence
in Q(H) \ P converging to some point x = (x1, . . . , xn) ∈ P , then the sequence {f(ym)}m∈N
converges to f(x). Consider such a sequence {ym}m∈N in Q(H) \ P and x = (x1, . . . , xn) ∈ P .
Define H∗ := {h ∈ H : xh ∈ R}. Note that, by definition of P , H
∗ 6= ∅. By the even-odd
properties of the FK ’s, we deduce at once that
f(ym) =
∑
K∈P(n),K⊂H [JK(ym), FK(vn(ym))] (32)
for all m ∈ N, and
f(x) =
∑
K∈P(n),K⊂H\H∗[JK(x), FK(vn(x))]. (33)
Let K ∈ P(n) with K ⊂ H and K ∩ H∗ 6= ∅. Choose ν ∈ K ∩ H∗ and observe that xν ∈ R.
Since vn and FK are continuous, the sequence {FK(vn(ym))}m∈N converges to FK(vn(x)).
If we write vn(x) = (z1, . . . , zn) ∈ C
n, then zν = xν ∈ R and FK(vn(x)) = 0. On the
other hand, (SA)
n is compact in An and hence it is bounded. It follows that the sequence
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{[JK(ym), FK(vn(ym))]}m∈N converges to zero. Consequently, by (32), {f(ym)}m∈N converges
to
∑
K∈P(n),K⊂H\H∗[JK(x), FK(vn(x))], which is equal to f(x) by (33).
It remains to show point (ii).
Suppose that D is open in Cn. Assume that F is of class C r for r ∈ N with r ≥ 2n − 1. Let
ρ : Z→ Z be the function ρ(s) :=
⌊
s−1
2
⌋
and, for each k ≥ 1, let ρk : Z→ Z be the kth-iterated
composition of ρ with itself. Since ρ is non-decreasing and r ≥ 2nwn(r) + 2
n − 1, we have that
ρn is non-decreasing and
ρn(r) ≥ wn(r); (34)
indeed, it holds:
ρn(r) ≥ ρn(2nwn(r) + 2
n − 1) = ρn−1(2n−1wn(r) + 2
n−1 − 1) = . . . = ρ(2wn + 1) = wn(r).
Consider the component FK : D → A of F for some fixed K ∈ P(n). If z = (z1, . . . , zn) =
(α1+iβ1, . . . , αn+iβn) are the coordinates of C
n, then FK is even w.r.t. zh if h 6∈ K and it is odd
w.r.t. zh if h ∈ K. By (34), ρ
n(r) is non-negative, because ρn(r) ≥ wn(r) ≥ 0. Since FK is of
class C r and ρn(r) ≥ 0, we can apply to FK the representation results of Whitney for even-odd
function along each variables z1, . . . , zn, see [23] especially Remark at page 160. In this way, if
Wn : C
n → Cn is the C ω map given by Wn(α1 + iβ1, . . . , αn + iβn) := (α1 + iβ
2
1 , . . . , αn + iβ
2
n),
then we obtain an open neighborhood U of Wn(D) in C
n and a C ρ
n(r) map F ′K : U → A such
that FK(z) = βKF
′
K(Wn(z)) for all z ∈ D, where β∅ := 1. Using (34) again, we know that
each function F ′k is also of class C
wn(r). Note that wn(ΩD) ⊂ Wn(D) ⊂ U . Consequently, the
set V := (wn)
−1(U) is an open neighborhood of ΩD in A
n. Define the function fˆ : V → A by
setting
fˆ(x) :=
∑
K∈P(n)[ImK(x), F
′
K(wn(x))].
The function fˆ is of class Cwn(r) and extends f to the whole V . As a consequence, f belongs
to Cwn(r), as desired. The proof in the case r ∈ {∞, ω} is similar, but easier because the F ′K ’s
have the same C r regularity of FK .
Remark 2.27. (i) In the statement of point (i) of the preceding result, we cannot omit the
compactness condition on SA, also in the one variable case. In Proposition 7(1) of [9] we
forgot to add the compactness hypothesis. Let A be the Clifford algebra C ℓ1,1 = SH of split-
quaternions, equipped with the Clifford conjugation (see Sections 3.2.1 and 3.2.2 of [17]). Given
any element x = x0+x1e1+x2e2+x12e12 of SH with x0, x1, x2, x12 ∈ R, we have that t(x) = 2x0
and n(x) = x20 − x
2
1 + x
2
2 − x
2
12. It follows that SA is the 2-hyperboloid of A ≃ R
4 given by
the equations x0 = 0 = x
2
2 − x
2
1 − x
2
12 − 1 and QA is the union of R and the open cone
x22 − x
2
1 − x
2
12 > 0. Note that SA is not compact. Consider the continuous stem function
F : C → A ⊗ C defined by F (α + iβ) := i|β|
1
2 sgn(β), where sgn(β) is equal to 1 if β > 0, −1
if β < 0 and 0 if β = 0. If f : QA → A is the one variable slice function induced by F , then
f(x) = 0 for all x ∈ R, and f(x) = (x22 − x
2
1 − x
2
12)
− 1
4 (x1e1 + x2e2 + x12e12) for all x ∈ QA \ R.
Let α ∈ R and, for each t > 0, let yt be the point of QA \R defined by yt := α+ te1+ (t+ t
4)e2.
Since f(yt) = t
− 1
4 (2 + t3)−
1
4 (e1 + (1 + t
3)e2) for all t > 0, we have that limt→0+ yt = α and
limt→0+ t
1
4 f(yt) = 2
− 1
4 (e1 + e2) 6= 0. This proves that f is not continuous at α.
(ii) A by-product of the preceding proof is that, if D is open in Cn, then Sr(ΩD, A) ⊂
C ρ
n(r)(ΩD, A) for all r ∈ N with ρ
n(r) ≥ 0.
(iii) Thanks to the preceding proof, it is also quite evident that, if ΩD ∩ R• = ∅, then
Sr(ΩD, A) ⊂ C
r(ΩD, A) for all r ∈ N ∪ {∞, ω}. 
2.5 Multiplicative structures on slice functions and polynomials
Let us introduce the concept of symmetric difference algebra, or △-algebra for short.
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Definition 2.28. Given a bilinear map b : R2
n
× R2
n
→ R2
n
, we say that b is a symmetric
difference product on R2
n
, or a △-product on R2
n
for short, if there exists a function σ : P(n)×
P(n)→ R such that
σ(K, ∅) = σ(∅,K) = 1 for all K ∈ P(n) (35)
and
b(eK , eH) = eK△Hσ(K,H) for all K,H ∈ P(n). (36)
If this is the case, we say that the △-product b is induced by σ, and we write b = B(σ). For
simplicity, we use also the symbol v ·σ w in place of b(v,w) and, if there is no possibility of
confusion, we omit ‘ ·σ’ writing simply vw.
Let P be a real vector space, equipped with a product p : P × P → P making P a real
algebra. We say that the real algebra (P, p) is a symmetric difference algebra, or a △-algebra
for short, if it is isomorphic to some R2
n
equipped with a △-product. 
Evidently, each △-product is induced by a unique function σ, and each function σ : P(n)×
P(n) → R satisfying (35) defines a △-product on R2
n
. By Assumption 2.1, (35) and (36), we
have that e∅ = 1 is the unity of R
2n , and e2K = σ(K,K) ∈ R for all K ∈ P(n); consequently, a
necessary condition for a 2n-dimensional real algebra to be a △-algebra is that it has a unity e
and a vector basis {vK}K∈P(n) such that, for each K ∈ P(n), v
2
K belongs to the vector subspace
of A generated by e.
As we will see in the next remark, the notion of △-product includes several important
classical products on R2
n
. Moreover, all the real algebras with unity of dimension 1 and 2 are
△-algebras. On the contrary, for each n ≥ 2, there exist 2n-dimensional real algebras with unity
which are not △-algebras.
Examples 2.29. (1) Each real Clifford algebra C ℓ(p, q) is a △-algebra, including quaternions
H = C ℓ(0, 2). When n = 3, another example of associative △-algebra is the one of dual
quaternions, see [13] for the definition. The algebra O of octonions and the algebra SO of
split-octonions are examples of non-associative △-algebras, see [13].
(2) Up to isomorphism, the unique real algebra with unity of dimension 1 is R, which is a
△-algebra. All the real algebras with unity of dimension 2 are △-algebras as well. Suppose that
R
2 is equipped with a product such that 1 is its neutral element and e21 = α + βe1 for some
α, β ∈ R. Define v := β − 2e1. Since v
2 = 4α + β2 belongs to R and {1, v} is a vector basis
of R2, it follows that R2 equipped with such a product is isomorphic to R2 equipped with the
△-product induced by the function σ : P(1) × P(1)→ R such that σ({1}, {1}) = 4α+ β2.
Let n ≥ 2. Consider the product on R2
n
such that e∅ = 1 is its neutral element, eKeH = 0
if K,H ∈ P(n) \ {∅} with K 6= H, and e2K = −
2
2n−1
∑
H∈P(n)\{∅} eH for all K ∈ P(n) \ {∅}. If
v =
∑
K∈P(n) eKaK is a generic element of R
2n then
v2 = a2∅ +
∑
K∈P(n)\{∅} eK
(
2a∅aK −
2
2n−1
∑
H∈P(n)\{∅} a
2
H
)
.
By simple computations, we see that v2 ∈ R if and only if either v ∈ R or v = λ
∑
K∈P(n) eK for
some λ ∈ R. It follows that there exist at most two linearly independent vectors of R2
n
whose
squares are real. Consequently, R2
n
equipped with the mentioned product is not a △-algebra. 
Other very interesting examples of △-algebras can be constructed via tensor products.
Examples 2.30. Let n.m ∈ N∗. Denote {e′K}K∈P(n) the fixed real vector basis of R
2n , and
{e′′H}H∈P(m) the fixed real vector basis of R
2m . Recall that e′∅ = 1 ∈ R
2n and e′′∅ = 1 ∈ R
2m .
Given any L ∈ P(n +m), define Lm ∈ P(m) and L
∗
m ∈ P(n) by setting Lm := L ∩ {1, . . . ,m}
and L∗m := {l ∈ N
∗ : l +m ∈ L}. Write the elements x of R2
n
⊗ R2
m
as follows:
x =
∑
H∈P(m) e
′′
H(
∑
K∈P(n) e
′
KrH,K) =
∑
H∈P(m),K∈P(n) e
′′
He
′
KrH,K
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for rH,K ∈ R, where e
′′
He
′
K := e
′
K⊗e
′′
H . Identify R
2n+m with R2
n
⊗R2
m
and define the real vector
basis {eL}L∈P(n+m) of R
2n+m by eL := e
′′
Lm
e′L∗m . In this way, we can write x =
∑
L∈P(n+m) eLrL,
where rL := rLm,L∗m .
Choose a △-product b = B(σ) on R2
n
and a △-product c = B(τ) on R2
m
. Define the
function σ ⊗ τ : P(n +m)× P(n +m)→ R and the △-product b⊗ c on R2
n+m
as follows:
(σ ⊗ τ)(L,M) := σ(L∗m,M
∗
m)τ(Lm,Mm), (37)
b⊗ c := B(σ ⊗ τ). (38)
We call (R2
n+m
,b⊗ c) tensor product of the △-algebras (R2
n
,b) and (R2
m
, c). Note that, given
L,M ∈ P(n +m), it holds:
(e′L∗m ⊗ e
′′
Lm) ·σ⊗τ (e
′
M∗m
⊗ e′′Mm) = eL ·σ⊗τ eM = eL△Mσ(L
∗
m,M
∗
m)τ(Lm,Mm) =
= (e′(L△M)∗m ⊗ e
′′
(L△M)m
)σ(L∗m,M
∗
m)τ(Lm,Mm) =
= (e′L∗m△M∗m ⊗ e
′′
Lm△Mm)σ(L
∗
m,M
∗
m)τ(Lm,Mm) =
= (e′L∗m△M∗mσ(L
∗
m,M
∗
m))⊗ (e
′′
Lm△Mmτ(Lm,Mm)) =
= (e′L∗m ·σ e
′
M∗m
)⊗ (e′′Lm ·τ e
′′
Mm). 
Note that the real algebra C of complex numbers coincides with R2 equipped with the △-
product η : P(1) × P(1)→ R such that η({1}, {1}) := −1.
Definition 2.31. Given any n ∈ N∗, we denote σn⊗ : P(n) × P(n) → R the n-times iterated
tensor product of η : P(1)×P(1)→ R with itself, i.e. σ1⊗ := η and σ
n
⊗ := σ
n−1
⊗ ⊗ η if n ≥ 2. We
say that bn⊗ := B(σ
n
⊗) is the tensor product on C
⊗n = R2
n
, and C⊗n equipped with bn⊗ is the
nth-tensor power of C. 
Lemma 2.32. For all n ∈ N∗ and for all K,H ∈ P(n), it holds σn⊗(K,H) = (−1)
|K∩H|. In
particular, the nth-tensor power C⊗n of C is commutative and associative.
Proof. Let us prove this assertion by induction on n ∈ N∗. The case n = 1 is evident, because
σ1⊗ = η and η has the required property. Let n ≥ 2. By induction, there exists a real vector basis
{eH′}H′∈P(n−1) of R
2n−1 such that σn−1⊗ (K
′,H ′) = (−1)|K
′∩H′| for all K ′,H ′ ∈ P(n − 1). By
(37), we have that σn⊗(K,H) = σ
n−1
⊗ (K
∗
1 ,H
∗
1 )η(K1, L1) = (−1)
|K∗1∩H
∗
1 |+|K1∩L1|. SinceK∗1∩H
∗
1 =
(K ∩H)∗1 and K1 ∩H1 = (K ∩H)1, we easily deduce that |K
∗
1 ∩H
∗
1 |+ |K1 ∩L1| = |K ∩H|, as
desired.
Assumption 2.33. Throughout the remaining part of this section, we equip R2
n
with a △-
product b = B(σ), and the tensor product A⊗ R2
n
with the following product extending b:(∑
H∈P(n) eHaH
)
·σ
(∑
L∈P(n) eLbL
)
:=
∑
H,L∈P(n)(eH ·σ eL)(aHbL), (39)
where aHbL is the product of aH and bL in A. For simplicity, for each ξ, η ∈ A ⊗ R
2n , we also
write ξη in place of ξ ·σ η. 
Note that if, for each K ∈ P(n), D(K) denotes the set
D(K) :=
{
(K1,K2,K3) ∈ P(n)
3 : K1 ∩K2 = ∅,K1 ∪K2 = K,K ∩K3 = ∅
}
,
then
(∑
H∈P(n) eHaH
)(∑
L∈P(n) eLbL
)
=
∑
K∈P(n) eKcK , where
cK =
∑
(K1,K2,K3)∈D(K)
aK1∪K3bK2∪K3σ(K1 ∪K3,K2 ∪K3). (40)
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Indeed, we have:∑
H,L∈P(n)(eHeL)(aHbL) =
∑
H,L∈P(n) eH△LaHbLσ(H,L) =
=
∑
K∈P(n) eK
∑
(K1,K2,K3)∈D(K)
aK1∪K3bK2∪K3σ(K1 ∪K3,K2 ∪K3).
In general the pointwise product of two slice functions is not a slice function. For instance, if
n = 1 and f, g : H→ H are the slice functions defined by f ≡ i and g(x) = x, then (fg)(x) = ix
is not slice. Otherwise, by Proposition 2.9 and Corollary 2.13, it would follow that (fg)(x) = xi
for all x ∈ H, which is impossible being (fg)(j) = ji 6= ij. On the contrary, the pointwise
product of two stem functions is still a stem function.
Lemma 2.34. Let F,G : D → A⊗R2
n
be stem functions and let F ·σ G : D → A⊗ R
2n be the
pointwise product of F and G w.r.t. b = B(σ), that is (F ·σ G)(z) := F (z) ·σ G(z) for all z ∈ D.
Then F ·σ G is still a stem function.
Proof. Write FG in place of F ·σG, for short. By (40), if F =
∑
H∈P(n) eHFH , G =
∑
L∈P(n) eLGL
and FG =
∑
K∈P(n) eK(FG)K , then
(FG)K =
∑
(K1,K2,K3)∈D(K)
FK1∪K3GK2∪K3σ(K1 ∪K3,K2 ∪K3).
Choose K ∈ P(n), h ∈ {1, . . . , n} and z ∈ D. Note that, for each (K1,K2,K3) ∈ D(K), the
integers |(K1∪K3)∩{h}|+ |(K2 ∪K3)∩{h}| and |K ∩{h}| have the same parity. Consequently,
we have
(FG)K(z
h) =
∑
(K1,K2,K3)∈D(K)
FK1∪K3(z
h)GK2∪K3(z
h)σ(K1 ∪K3,K2 ∪K3) =
= (−1)|K∩{h}|
∑
(K1,K2,K3)∈D(K)
FK1∪K3(z)GK2∪K3(z)σ(K1 ∪K3,K2 ∪K3) =
= (−1)|K∩{h}|(FG)K(z),
so FG is a stem function, as desired.
Thanks to the latter lemma, we can define a product on the class of slice functions.
Definition 2.35. Let f, g : ΩD → A be slice functions with f = I(F ) and g = I(G). We define
the slice product f ·σ g : ΩD → A of f and g by f ·σ g := I(F ·σ G). Moreover, we say that the
slice product f · g = f ·σ g is induced by b, or by σ. If there is no possibility of confusion, we
simply write FG and f · g in place of F ·σ G and f ·σ g, respectively. 
We specialize the preceding definition as follows.
Definition 2.36. We call slice tensor product on S(ΩD, A) the product on S(ΩD, A) induced
by the tensor product bn⊗ = B(σ
n
⊗). Given f, g ∈ S(ΩD, A), we say that f ·σn⊗ g is the slice tensor
product of f and g. 
Assumption 2.37. In what follows, we use the symbol ‘⊙’ to denote ‘ ·σn
⊗
’.
Corollary 2.15 imply at once the following fact.
Corollary 2.38. The pairs (Stem(D,A ⊗ R2
n
), ·σ) and (S(ΩD, A), ·σ) are real algebras, and I
is a real algebra isomorphism between them.
Let us introduce the concepts of slice polynomial functions associated with b = B(σ), and
of hypercomplex △-product.
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Definition 2.39. Let b = B(σ) be a △-product on R2
n
. Given any k ∈ {1, . . . , n} and m ∈ N,
we define the slice function x•mk : (QA)
n → A as the function constantly equal to 1 if m = 0, as
the kth-coordinate function xk : (QA)
n → A if m = 1 and as the m-times iterated slice product
of xk : (QA)
n → A with itself w.r.t. b if m ≥ 2, i.e. x•0k :≡ 1 and x
•m
k := x
•m−1
k ·σ xk if m ≥ 1.
We say that a function P : (QA)
n → A is slice monomial w.r.t. b, or w.r.t. σ, if there exist
ℓ = (ℓ1, . . . , ℓn) ∈ N and a ∈ A such that
P = x•ℓ11 ·σ (x
•ℓ2
2 · · · (x
•ℓm−1
m−1 ·σ (x
•ℓm
m ·σ a)) . . .),
where a ∈ A is identified with the slice function from (QA)
n to A constantly equal to a. If
P has this form and there is no possibility of confusion, then we denote P as x•ℓ · a. We call
P : (QA)
n → A slice polynomial function w.r.t. b, or w.r.t. σ if it is the finite sum of slice
monomial functions w.r.t. b, or w.r.t. σ.
The restriction of a slice monomial (respectively polynomial) function w.r.t. b, or w.r.t. σ,
on ΩD is said to be slice monomial (respectively polynomial) on ΩD w.r.t. b, or w.r.t. σ. 
Definition 2.40. We say that the △-product b = B(σ) on R2
n
is hypercomplex if it satisfies
the following two conditions:
e2k = −1 (41)
for all k ∈ {1, . . . , n}, and
eK = ek1(ek2 · · · (eks−1eks) . . .) (42)
for all K ∈ P(n) \ {∅} with K = {k1, . . . , ks} and k1 < . . . < ks, which are equivalent to
σ({k}, {k}) = −1 and σ({k1}, {k2, . . . , ks}) · · · σ({ks−2}, {ks−1, ks})σ({ks−1}, {ks}) = 1, respe-
ctively. We say that a real algebra is a hypercomplex △-algebra if it is isomorphic to some R2
n
equipped with a hypercomplex △-product. 
Examples 2.41. The real algebras C⊗n, Rq = C ℓ(0, q) and all their finite tensor products are
hypercomplex △-algebras. The real algebra C = C⊗1 = R1 of complex numbers is the unique
hypercomplex △-algebra of dimension 2. The Clifford algebra C ℓ(1, 0) is an example of △-
algebra, which is not hypercomplex; indeed it has no imaginary units. A natural question is to
understand whether the △-algebra C ℓ(p, q) is hypercomplex when p ≥ 1. This problem seems
to be not so easy to settle. The reader bears in mind the several relations existing between
Clifford algebras; for instance, C ℓ(4, q − 4) and Rq are isomorphic if q ≥ 4, see [19, §16.4]. 
Lemma 2.42. The unique hypercomplex, commutative and associative △-product on R2
n
is the
tensor product bn⊗.
Proof. By Lemma 2.32, we know that bn⊗ is hypercomplex, commutative and associative. Sup-
pose b = B(σ) is a △-product on R2
n
hypercomplex, commutative and associative. By (42),
the commutativity and the associativity, we have that eK ·σ eH = eK△H ·σ e
2
ℓ1
·σ · · · ·σ e
2
ℓq
, where
ℓ1, . . . , ℓq are the elements of K ∩H if K ∩H 6= ∅, and ‘e
2
ℓ1
·σ · · · ·σ e
2
ℓq
’ is omitted if K ∩H = ∅.
Using (41) and Lemma 2.32 again, we deduce that eK ·σ eH = eK△H(−1)
|K∩H| and b = bn⊗.
The next result describes the ‘algebraic relevance’ of hypercomplex△-algebras in the context
of slice functions. It asserts that, if the △-product b = B(σ) is hypercomplex, then the notions
of polynomial function, pointwise defined in Definition 2.7, and of slice polynomial function
defined in Definition 2.39 coincide.
Lemma 2.43. If the △-product b on R2
n
is hypercomplex (for instance, b = bn⊗), then a
function f : ΩD → A is polynomial if and only if it is slice polynomial w.r.t. b. More precisely,
if f(x) =
∑
ℓ∈L x
ℓaℓ for some finite subset L of N
n and aℓ ∈ A, then f =
∑
ℓ∈L x
•ℓ · aℓ on ΩD.
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Proof. Let ℓ = (ℓ1, . . . , ℓn) ∈ N
n and let F (ℓ) : D → A⊗R2
n
be the stem function inducing x•ℓ ·aℓ.
Given h ∈ {1, . . . , n}, denote G(h) : D → A ⊗ R2
n
the stem function inducing x•ℓhh : ΩD → A.
Let z = (α1 + iβ1, . . . , αn + iβn) ∈ D, and let pℓh and qℓh be the real polynomials defined in
Definition 2.8. Since b satisfies (41) and (42), we have that G(h)(z) = pℓh(αh, βh)+ehqℓh(αh, βh)
and
F (ℓ)(z) = [(G(h)(z))nh=1, aℓ] = [(pℓh(αh, βh) + ehqℓh(αh, βh))
n
h=1, aℓ] =
=
∑
K∈P(n)
(∏
h∈{1,...,n}\K pℓh(αh, βh)
)
[(ehqℓh(αh, βh))h∈K , aℓ] =
=
∑
K∈P(n) eK
((∏
h∈{1,...,n}\K pℓh(αh, βh)
)(∏
h∈K qℓh(αh, βh)
)
aℓ
)
.
By Proposition 2.9, it follows that x•ℓ ·aℓ = I(F
(ℓ)) = xℓaℓ. Consequently, f =
∑
ℓ∈L x
•ℓ ·aℓ.
2.6 CJ-slice preserving, slice preserving and circular functions
Definition 2.44. Given any function f : ΩD → A and J ∈ SA, we denote ΩD(J) the intersection
ΩD ∩ (CJ)
n, and fJ : ΩD(J)→ A the restriction of f on ΩD(J). 
Definition 2.45. Let f : ΩD → A be a function. Given J ∈ SA, we say that f is a CJ-slice
preserving function if f is a slice function and f(ΩD(J)) ⊂ CJ . We denote SCJ (ΩD, A) the
subset of S(ΩD, A) of all CJ -slice preserving functions from ΩD to A.
We say that f is slice preserving if it is a slice function and the stem function F =∑
K∈P(n) eKFK inducing f has the following property: each component FK of F is real va-
lued, that is FK(D) ⊂ R for all K ∈ P(n). We denote SR(ΩD, A) the subset of S(ΩD, A) of all
slice preserving functions from ΩD to A. 
Lemma 2.46. Let F : ΩD → A ⊗ R
2n be a stem function with F =
∑
K∈P(n) eKFK and let
f := I(F ) : ΩD → A be the corresponding slice function. The following assertions hold.
(i) Given J ∈ SA, f belongs to SCJ (ΩD, A) if and only if FK(D) ⊂ CJ for all K ∈ P(n).
(ii) Suppose that there exist I, J ∈ SA such that I 6= ±J . Then f is slice preserving if and only
if it is CK-slice preserving for K ∈ {I, J}, or equivalently SR(ΩD, A) =
⋂
K∈SA
SCK (ΩD, A).
Proof. Since CJ is a real subalgebra of A, if FK(D) ⊂ CJ for all K ∈ P(n), then Definition 2.5
implies at once that f(ΩD(J)) ⊂ CJ . Suppose now f(ΩD(J)) ⊂ CJ and apply formula (8) to f
with I1 = . . . = In = J . We obtain immediately that FK(D) ⊂ CJ for all K ∈ P(n). This proves
(i). Let us show (ii). Recall that R ⊂ CJ for all J ∈ SA. As a consequence, preceding point (i)
implies that SR(ΩD, A) ⊂
⋂
K∈SA
SCK (ΩD, A). Finally, if f ∈ SCI (ΩD, A) ∩ SCJ (ΩD, A), then
using again above point (i) we deduce that FK(D) ⊂ CI ∩ CJ . Thanks to the Independence
Lemma [3, p. 224], we know that CI ∩CJ = R, and we are done.
Since each plane CJ is a real subalgebra of A, it follows at once:
Lemma 2.47. Let b = B(σ) be any △-product on R2
n
and let J ∈ SA. The sets SR(ΩD, A) and
SCJ (ΩD, A) are real subalgebras of (S(ΩD, A), ·σ).
The next result concerns the relation between slice tensor and pointwise products. Given
two functions f, g : ΩD → A, we indicate fg : ΩD → A the pointwise product of f and g, i.e.
(fg)(x) := f(x)g(x) for all x ∈ ΩD, where f(x)g(x) is the product of f(x) and g(x) in A.
Proposition 2.48. Let f, g ∈ SCJ (ΩD, A) for some J ∈ SA, and let a ∈ A. Identify a with the
function from ΩD (or from ΩD(J)) to A constantly equal to a. The following holds:
(i) (f ⊙ (g ⊙ a))(x) = f(x)g(x)a for all x ∈ ΩD(J). Equivalently, (f ⊙ (g ⊙ a))J = fJgJa.
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(ii) f ⊙ (g ⊙ a) = (f ⊙ g)⊙ a on the whole ΩD.
Proof. First note that (i) implies (ii). Indeed, applying (i) twice (with a = 1 and g ≡ 1), Lemma
2.47 and Artin’s theorem, one obtains (f⊙g)J = fJgJ and ((f⊙g)⊙a)J = (f⊙g)Ja = fJgJa =
(f ⊙ (g ⊙ a))J . Corollary 2.13 implies (ii). Let us prove (i). Let F =
∑
K∈P(n) eKFK and G =∑
H∈P(n) eHGH be the stem functions inducing f and g, respectively. Let C =
∑
L∈P(n) eLCL :
D → A ⊗ R2
n
be the stem function constantly equal to a, i.e. C∅ = a on D and CL = 0 on D
for all L ∈ P(n) \ {∅}. Evidently, I(C) = a. Consider z = (α1 + iβ1, . . . , αn + iβn) ∈ D and
x = (α1 + Jβ1, . . . , αn + Jβn) ∈ ΩD(J). Let J := (J, . . . , J) ∈ (SA)
n. By Lemma 2.32, we have
that
F ⊙ (G⊙ C) =
∑
K,H∈P(n) eK△H(−1)
|K∩H|FK(GHa).
Lemma 2.46(i) implies that FK(z), GH (z) ∈ CJ , so the elements FK(z), GH(z) and J of A
commute and associate. Bearing in mind Artin’s theorem, it follows that
(f ⊙ (g ⊙ a))(x) =
∑
K,H∈P(n)[JK△H , (−1)
|K∩H|FK(z)GH(z)a] =
=
∑
K,H∈P(n) J
|K△H|(−1)|K∩H|FK(z)GH(z)a =
=
∑
K,H∈P(n) J
|K△H|J2|K∩H|FK(z)GH (z)a =
=
∑
K,H∈P(n) J
|K△H|+2|K∩H|FK(z)GH (z)a =
=
∑
K,H∈P(n) J
|K|+|H|FK(z)GH(z)a =
= (
∑
K∈P(n) J
|K|FK(z))(
∑
H∈P(n) J
|H|GH(z))a = f(x)g(x)a.
The proof is complete.
Lemma 2.49. Let b = B(σ) be a commutative and associative △-product on R2
n
(for instance
b = bn⊗). Then the set SR(ΩD, A) is contained in the center of (S(ΩD, A), ·σ).
Proof. Let F =
∑
K∈P(n) eKFK , G =
∑
L∈P(n) eLGL and H =
∑
M∈P(n) eMHM be stem func-
tions on D such that each FK is real-valued. Bearing in mind the latter condition and the fact
that ‘ ·σ ’ is commutative and associative, we obtain:
FG =
∑
K,L∈P(n) eK ·σ eLFKGL =
∑
L,K∈P(n) eL ·σ eKGLFK = GF,
(FG)H =
∑
K,L,M∈P(n) eK ·σ eL ·σ eM (FKGL)HM =
=
∑
K,L,M∈P(n) eK ·σ eL ·σ eMFK(GLHM) = F (GH).
Similar considerations prove also that (GF )H = G(FH) and (GH)F = G(HF ).
In [9, Remark 7] we proved that, if n = 1, f ∈ SR(ΩD, A) and g ∈ S(ΩD, A), then f ⊙g = fg
on the whole ΩD. Remark 2.14 shows that in general the latter equality is false for n ≥ 2;
indeed, the coordinate functions x2 and x1 belong to SR(H
n,H), but x2x1 is not slice on H
n.
Our next results give some generalizations to several variables of the mentioned result con-
tained in [9, Remark 7]. First, we need a definition.
Definition 2.50. Let F =
∑
K∈P(n) eKFK : D → A ⊗ R
2n be a stem function, let f = I(F ) :
ΩD → A be the slice function induced by F and let H ∈ P(n). We say that F is H-reduced
if FK = 0 on D for all K ∈ P(n) with K 6⊂ H. If F is H-reduced then we say also that f
is H-reduced. If H = {h} for some h ∈ {1, . . . , n}, then we use the term h-reduced meaning
{h}-reduced. We say that f is circular if it is ∅-reduced, namely if F is A-valued. Denote
Sc(ΩD, A) the subset of S(ΩD, A) formed by all circular functions. 
Lemma 2.51. Let b = B(σ) be any △-product on R2
n
. Then, it holds:
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(i) The set Sc(ΩD, A) is a real subalgebra of (S(ΩD, A), ·σ). Furthermore, if f, g ∈ Sc(ΩD, A),
then f ·σ g = fg on ΩD.
(ii) If f ∈ SR(ΩD, A) ∩ Sc(ΩD, A) and g ∈ S(ΩD, A), then f ·σ g = fg on ΩD.
Proof. Let F and G be the stem functions inducing f and g, respectively. Point (i) follows
immediately from the fact that, for all z ∈ D, (F ·σ G)(z) is equal to the product of F∅(z) and
G∅(z) in A. Let us prove (ii). In this case F = F∅ is real-valued, G =
∑
K∈P(n) eKGK is generic
and
(f ·σ g)(x) =
∑
K∈P(n)[JK , F∅(z)GK(z)] = F∅(z)
∑
K∈P(n)[JK , GK(z)] = f(x)g(x),
as desired.
Proposition 2.52. Let b = B(σ) be an associative and hypercomplex △-product on R2
n
(for
instance b = bn⊗), let f ∈ SR(ΩD, A) and let g ∈ S(ΩD, A). Suppose that there exist ℓ ∈
{1, . . . , n} and H ∈ P(n) such that f is ℓ-reduced, g is H-reduced and ℓ ≤ h for all h ∈ H. Then
f ·σ g = fg on ΩD.
Proof. Denote F,G ∈ Stem(D,A⊗R2
n
) the stem functions inducing f and g, respectively. Write
F = F∅+eℓFℓ and G =
∑
K∈P(n),K⊂H eKGK . Here Fℓ denotes F{ℓ}. Let z = (α1+ iβ1, . . . , αn+
iβn) ∈ D and let x = (α1 + J1β1, . . . , αn + Jnβn) for some J = (J1, . . . , Jn) ∈ (SA)
n. By
hypothesis, we know that F∅(z), Fℓ(z) ∈ R. Since ℓ ≤ h for all h ∈ H, given any K ∈ P(n) with
K ⊂ H, we have that:
• eℓ ·σ eK = eK∪{ℓ} and [JK∪{ℓ}, GK(z)] = Jℓ[JK , GK(z)] if ℓ 6∈ K,
• eℓ ·σ eK = −eK\{ℓ} and, thanks to Artin’s theorem, [JK\{ℓ}, GK(z)] = −Jℓ[JK , GK(z)] if
ℓ ∈ K.
In particular, it holds:
(f ·σ g)(x) =
∑
K∈P(n),K⊂H [JK , F∅(z)GK(z)] +
∑
K∈P(n),K⊂H,ℓ 6∈K[JK∪{ℓ}, Fℓ(z)GK(z)]+
+
∑
K∈P(n),K⊂H,ℓ∈K(−[JK\{ℓ}, Fℓ(z)GK(z)]) =
=F∅(z)
∑
K∈P(n),K⊂H [JK , GK(z)] + JℓFℓ(z)
∑
K∈P(n),K⊂H,ℓ 6∈K[JK , GK(z)]+
+ JℓFℓ(z)
∑
K∈P(n),K⊂H,ℓ∈K[JK , GK(z)] =
= (F∅(z) + JℓFℓ(z))(
∑
K∈P(n),K⊂H[JK , GK(z)]) = f(x)g(x),
as desired.
3 Slice regular functions
Assumption 3.1. Throughout this section, we assume that D is open in Cn.
3.1 Complex structures on A⊗ R2
n
Let F =
∑
K∈P(n) eKFK : D → A ⊗ R
2n be a C 1 function, i.e. each FK : D → A is of class
C 1 in the usual real sense. Given a family J = {Jh}
n
h=1 consisting of n complex structures on
A⊗ R2
n
, we say that a function F is holomorphic w.r.t. J if, for all z ∈ D, it holds:
∂F
∂αh
(z) + Jh
(
∂F
∂βh
(z)
)
= 0 for all h ∈ {1, . . . , n}, (43)
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where z = (α1 + iβ1, . . . , αn + iβn) are the coordinates of C
n, ∂F
∂αh
=
∑
K∈P(n) eK
∂FK
∂αh
and
∂F
∂βh
=
∑
K∈P(n) eK
∂FK
∂βh
. For short, in what follows, we will often denote ∂αh and ∂βh the partial
derivatives ∂
∂αh
and ∂
∂βh
, respectively.
We are interested in finding all the families J = {Jh}
n
h=1 having the following two univer-
sal/algebraic properties:
Property 3.2. Each complex structure Jh of A⊗R
2n is the extension of a complex structure of
R
2n, we call again Jh, via tensor product in the sense that Jh(a⊗x) = a⊗Jh(x) for all a ∈ A and
x ∈ R2
n
. Equivalently, given any K ∈ P(n) and a ∈ A, if Jh(eK) =
∑
H∈P(n) eHj
(h,K)
H ∈ R
2n,
then Jh(eKa) =
∑
H∈P(n) eH(j
(h,K)
H a) ∈ A⊗ R
2n.
Property 3.3. All polynomial stem functions F : Cn → A⊗R2
n
are holomorphic w.r.t. J .
Note that, if we apply the latter property to the polynomial stem functions {(α1+iβ1, . . . , αn+
iβn) 7→ αh + ehβh}
n
h=1, the ones inducing the coordinate monomials x1, . . . , xn, then we deduce
that 1 + Jh(eh) = 0 for all h ∈ {1, . . . , n}, which is equivalent to say that Jh(1) = eh or
Jh(eh) = −1.
Our next result shows that there exists a unique family J with the mentioned two properties.
Proposition 3.4. There exists a unique family {Jh : A ⊗ R
2n → A ⊗ R2
n
}nh=1 of complex
structures satisfying Properties 3.2 and 3.3. Each endomorphism Jh is characterized by Property
3.2 and the following condition: for each K ∈ P(n), it holds
Jh(eK) = (−1)
|K∩{h}|eK△{h} (44)
or, equivalently,
Jh(eK) =
{
−eK\{h} if h ∈ K
eK∪{h} if h 6∈ K
. (45)
Proof. Let us prove (45) by induction on the cardinality |K| of K ∈ P(n). If |K| = 0, then
K = ∅ and we just know that Jh(e∅) = Jh(1) = eh for all h ∈ {1, . . . , n}, so (45) is verified.
Suppose |K| ≥ 1. Let K = {k1, . . . , ks} with k1 < . . . < ks and let F : C
n → A⊗R2
n
be the
monomial stem function inducing the monomial function xK := [(xk)k∈K ]. We have
F (z) =
∑
L∈P(K) eL(αK\LβL),
for all z = (α1 + iβ1, . . . , αn + iβn) ∈ C
n, where P(K) denotes the set {L ∈ P(n) : L ⊂ K},
αK\L :=
∏
h∈K\L αh and βL :=
∏
h∈L βh, where α∅ = β∅ := 1. Choose h ∈ K. It holds
∂αhF =
∑
L∈P(K),h 6∈L eL(αK\(L∪{h})βL);
moreover, thanks to Property 3.2 and the induction hypothesis, we have
Jh(∂βhF ) =
∑
L∈P(K),h∈LJh(eL)(αK\LβL\{h}) =
= Jh(eK)βK\{h} +
∑
L∈P(K)\{K},h∈L(−eL\{h})(αK\LβL\{h}) =
= Jh(eK)βK\{h} −
∑
L∈P(K),h 6∈L,L 6=K\{h} eL(αK\(L∪{h})βL) =
= Jh(eK)βK\{h} + eK\{h}βK\{h} − ∂αhF.
By Property 3.3, F is holomorphic w.r.t. J , so
0 = ∂αhF + Jh(∂βhF ) = Jh(eK)βK\{h} + eK\{h}βK\{h}.
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Consequently, Jh(eK) = −eK\{h} as desired. If h 6∈ K, then the preceding equality implies that
Jh(eK∪{h}) = −eK , so Jh(eK) = Jh(−Jh(eK∪{h})) = eK∪{h}. Equality (45) is proven.
It remains to show that the complex structures J = {J1, . . . ,Jn} on A ⊗ R
2n defined by
Property 3.2 and equality (45) satisfies also Property 3.3. Equivalently, we have to prove that,
given any ℓ = (ℓ1, . . . , ℓn) ∈ N
n, the monomial stem function F inducing xℓ is holomorphic
w.r.t. J . Given k ∈ N, let pk, qk ∈ R[X,Y ] such that (α + iβ)
k = pk(α, β) + iqk(α, β) for all
α, β ∈ R, as in Definition 2.8. By the Cauchy-Riemann equations, we have that ∂αpk = ∂βqk
and ∂βpk = −∂αqk. For each K = {k1, . . . , ks} ∈ P(n) \ {∅} with k1 < . . . < ks, define the
functions pK , qK : C
n → R by pK(z) :=
∏
k∈K pℓk(αk, βk) and qK(z) :=
∏
k∈K qℓk(αk, βk), where
z = (α1 + iβ1, . . . , αn + iβn) ∈ C
n. Define also p∅ = q∅ : C
n → R as the function constantly
equal to 1. Note that F =
∑
K∈P(n) eKp{1,...,n}\KqK. Consequently, if h ∈ {1, . . . , n}, it holds:
∂αhF =
∑
K∈P(n),h∈K eKp{1,...,n}\K(∂αhqℓh)qK\{h}+
+
∑
K∈P(n),h 6∈K eK(∂αhpℓh)p{1,...,n}\(K∪{h})qK =
=−
∑
K∈P(n),h∈K eKp{1,...,n}\K(∂βhpℓh)qK\{h}+
+
∑
K∈P(n),h 6∈K eK(∂βhqℓh)p{1,...,n}\(K∪{h})qK =
=−
∑
K∈P(n),h 6∈K eK∪{h}p{1,...,n}\(K∪{h})(∂βhpℓh)qK+
+
∑
K∈P(n),h∈K eK\{h}(∂βhqℓh)p{1,...,n}\KqK\{h}
and
Jh (∂βhF ) =
∑
K∈P(n),h∈K Jh(eK)p{1,...,n}\K(∂βhqℓh)qK\{h}+
+
∑
K∈P(n),h 6∈K Jh(eK)(∂βhpℓh)p{1,...,n}\(K∪{h})qK =
=−
∑
K∈P(n),h∈K eK\{h}p{1,...,n}\K(∂βhqℓh)qK\{h}+
+
∑
K∈P(n),h 6∈K eK∪{h}(∂βhpℓh)p{1,...,n}\(K∪{h})qK .
Consequently, ∂αhF + Jh (∂βhF ) = 0, as desired.
The above complex structures J1, . . . ,Jn commute.
Lemma 3.5. The complex structures J1, . . . ,Jn on R
2n defined in Proposition 3.4 commute,
that is JhJk = JkJh for all h, k ∈ {1, . . . , n}.
Proof. Let K ∈ P(n) and let h, k ∈ {1, . . . , n} with h 6= k. We have
(JhJk)(eK) =
{
−Jh(eK\{k}) if k ∈ K
Jh(eK∪{k}) if k 6∈ K.
Therefore
(JhJk)(eK) =


eK\{h,k} if h, k ∈ K
−e(K∪{h})\{k} if h /∈ K, k ∈ K
−e(K∪{k})\{h} if h ∈ K, k /∈ K
eK∪{h,k} if h /∈ K, k /∈ K
is symmetric in h and k.
Remark 3.6. The mentioned complex structures J1, . . . ,Jn on R
2n can also be characterized
as the unique complex structures on R2
n
satisfying the following two conditions:
(i) JhJk = JkJh for all h, k ∈ {1, . . . , n}.
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(ii) Jh(eK) = eK∪{h} for all h ∈ {1, . . . , n} and K ∈ P(n) such that h < k for all k ∈ K.
We have only to verify the uniqueness of J1, . . . ,Jn. Let J
′
1, . . . ,J
′
n be complex structures on
R
2n satisfying conditions (i) and (ii). Applying (ii) with K = ∅, we have that Jh(1) = eh and
hence Jh(eh) = −1 for all h ∈ {1, . . . , n}. Let K = {k1, . . . , ks} ∈ P(n) \{∅} with k1 < . . . < ks,
and let h ∈ {1, . . . , n}. We have to prove that J ′h(eK) = −eK\{h} if h ∈ K and J
′
h(eK) = eK∪{h}
if h 6∈ K. First, suppose h 6∈ K. If h < k for all k ∈ K, then we are done by (ii). If h > k
for some k ∈ K, then there exists a unique t ∈ {1, . . . , s} such that kt < h < kt+1, where
ks+1 := n+ 1. Define K
′ := {kt+1, . . . , ks} if t+ 1 ≤ s, and K
′ := ∅ otherwise. By (i) and (ii),
we have:
J ′h(eK) = (J
′
hJ
′
k1
· · · J ′kt)(eK ′) = (J
′
k1
· · · J ′kt)
(
J ′h(eK ′)
)
= (J ′k1 · · · J
′
kt
)(eK ′∪{h}) = eK∪{h}.
Finally, if h ∈ K, then Jh(eK\{h}) = eK , so Jh(eK) = Jh(Jh(eK\{h})) = −eK\{h}. 
Assumption 3.7. In what follows, we denote J = {J1, . . . ,Jn} the family of complex structures
on A⊗ R2
n
defined in Proposition 3.4.
Definition 3.8. Let F : D → A ⊗ R2
n
be a C 1 stem function. For each h ∈ {1, . . . , n}, we
denote ∂h and ∂h the Cauchy-Riemann operators w.r.t. the complex structures i on D and Jh
on A⊗ R2
n
, that is
∂hF =
1
2
(
∂F
∂αh
− Jh
(
∂F
∂βh
))
and ∂hF =
1
2
(
∂F
∂αh
+ Jh
(
∂F
∂βh
))
,
where (α1 + iβ1, . . . , αn + iβn) are the coordinates of D. 
As a consequence of Proposition 3.5, each operator of the type ∂h or ∂h commutes with each
other:
∂h∂k = ∂k∂h, ∂h∂k = ∂k∂h and ∂h∂k = ∂k∂h (46)
for all h, k ∈ {1, . . . , n}.
Lemma 3.9. Let F : D → A ⊗ R2
n
be a C 1 stem function and let h ∈ {1, . . . , n}. For each
K ∈ P(n), denote (∂hF )K and (∂hF )K the K-components of ∂hF and ∂hF , respectively. Then,
for all K ∈ P(n), it holds:
(∂hF )K =
1
2
(
∂FK
∂αh
+
∂FK△{h}
∂βh
(−1)|K∩{h}|
)
(47)
and
(∂hF )K =
1
2
(
∂FK
∂αh
−
∂FK△{h}
∂βh
(−1)|K∩{h}|
)
. (48)
In particular, ∂hF : D → A⊗R
2n and ∂hF : D → A⊗ R
2n are stem functions.
Proof. Let K ∈ P(n). Equation (47) follows immediately from the following computation:
2 ∂hF =
∑
K∈P(n)
(
eK∂αhFK − Jh(eK)∂βhFK
)
=
=
∑
K∈P(n),h∈K
(
eK∂αhFK + eK\{h}∂βhFK
)
+
+
∑
K∈P(n),h 6∈K
(
eK∂αhFK − eK∪{h}∂βhFK
)
=
=
∑
K∈P(n),h∈K eK
(
∂αhFK − ∂βhFK\{h}
)
+
∑
K∈P(n),h 6∈K eK
(
∂αhFK + ∂βhFK∪{h}
)
.
Similarly, we have that
2 ∂hF =
∑
K∈P(n),h∈K eK
(
∂αhFK + ∂βhFK\{h}
)
+
∑
K∈P(n),h 6∈K eK
(
∂αhFK − ∂βhFK∪{h}
)
.
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Consequently, (48) holds.
It remains to show that ∂hF and ∂hF are stem functions. Let j ∈ {1, . . . , n}. Since F
is a stem function, we know that FK(z
j) = (−1)|K∩{j}|FK(z) for all z ∈ D. Fix z ∈ D.
Differentiating both members of the latter equality w.r.t. αh and βh, we obtain:
∂αhFK(z
j) = (−1)|K∩{j}|∂αhFK(z) (49)
and
∂βhFK(z
j) = (−1)|K∩{j}|+|{j}∩{h}|∂βhFK(z).
Since the integers |(K△{h}) ∩ {j}|+ |{j} ∩ {h}| and |K ∩ {j}| have the same parity, the latter
equality implies the next one:
∂βhFK△{h}(z
j) = (−1)|K∩{j}|∂βhFK△{h}(z). (50)
By combining (47), (49) and (50), we obtain that (∂hF )K(z
j) = (−1)|K∩{j}|(∂hF )K(z) and
hence ∂hF is a stem function. Similarly, by using (48) instead of (47), we infer that ∂hF is a
stem function as well.
The last part of Lemma 3.9 allows to give the following definition.
Definition 3.10. Let F : D → A⊗ R2
n
be a C 1 stem function, let f = I(F ) : ΩD → A be the
corresponding slice function and let h ∈ {1, . . . , n}. We define the slice partial derivatives ∂f
∂xh
and ∂f
∂xc
h
of f as the following slice function in S0(ΩD, A):
∂f
∂xh
:= I(∂hF ) and
∂f
∂xch
:= I(∂hF ).  (51)
3.2 Holomorphic stem functions, slice regular functions and polynomials
Let us introduce the concepts of holomorphic stem and slice regular functions. The reader bears
in mind Assumptions 3.1 and 3.7, and Definition 3.8.
Definition 3.11. Let F : D → A ⊗ R2
n
be a C 1 stem function. Given h ∈ {1, . . . , n}, we say
that F is h-holomorphic if ∂hF = 0 on D. We call F holomorphic if it is h-holomorphic for all
h ∈ {1, . . . , n}. If F is holomorphic, then we say that I(F ) : ΩD → A is a slice regular function.
We denote SR(ΩD, A) the real vector subspace of S(ΩD, A) of all slice regular functions. 
Note that F is h-holomorphic if and only if, for each z = (z1, . . . , zn) ∈ D, the restriction
function F (z) : (Dh(z), i) → (A ⊗ R
2n ,Jh), sending w into F (z1, . . . , zh−1, w, zh+1, . . . , zn), is
holomorphic in the usual sense. Here Dh(z) is the non-empty open subset of C defined in (22).
A useful characterization of the h-holomorphy of a stem function is as follows.
Lemma 3.12. Let F : D → A ⊗ R2
n
be a C 1 stem function with F =
∑
K∈P(n) eKFK and let
h ∈ {1, . . . , n}. The following assertions are equivalent:
(i) F is h-holomorphic.
(ii) For each K ∈ P(n) with h 6∈ K, the functions FK and FK∪{h} satisfy the following
Cauchy-Riemann equations
∂FK
∂αh
=
∂FK∪{h}
∂βh
and
∂FK
∂βh
= −
∂FK∪{h}
∂αh
. (52)
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Proof. By (48), we know that
2 ∂hF =
∑
K∈P(n),h 6∈K
(
eK∪{h}(∂αhFK∪{h} + ∂βhFK) + eK(∂αhFK − ∂βhFK∪{h})
)
.
As a consequence, ∂hF = 0 if and only if (52) is satisfied.
By Definition 2.44, given any J ∈ SA, we have that ΩD(J) = ΩD∩(CJ)
n and fJ : ΩD(J)→ A
is the restriction of f on ΩD(J). By Assumptions 2.1 and 3.1, it follows that ΩD(J) is a non-
empty open subset of (CJ)
n.
The next result contains some characterizations of slice regularity.
Proposition 3.13. Let f ∈ S1(ΩD, A) and let F =
∑
K∈P(n) eKFK : D → A ⊗ R
2n be the C 1
stem function inducing f . The following assertions are equivalent:
(i) f is slice regular.
(i′)
∂f
∂xch
= 0 on ΩD for all h ∈ {1, . . . , n}.
(ii) For each K ∈ P(n) and for each h ∈ {1, . . . , n} with h 6∈ K, it holds:
∂FK
∂αh
=
∂FK∪{h}
∂βh
and
∂FK
∂βh
= −
∂FK∪{h}
∂αh
.
(iii) There exists J ∈ SA such that fJ : ΩD(J)→ A is holomorphic w.r.t. the complex structures
on ΩD(J) and on A defined by the left multiplication by J ; that is,
∂fJ
∂αh
(z) + J
∂fJ
∂βh
(z) = 0 for all z ∈ ΩD(J) and for all h ∈ {1, . . . , n}, (53)
where z = (α1 + Jβ1, . . . , αn + Jβn) are the coordinates of points z ∈ (CJ)
n.
(iii′) For each J ∈ SA, fJ is holomorphic in the sense of (53).
Proof. Equivalence (i)⇔ (i′) is an immediate consequence of the fact that, by Proposition 2.12, a
slice function is null if and only if its stem function is. Equivalence (i)⇔ (ii) follows immediately
from Lemma 3.12. The implication (iii′) ⇒ (iii) is evident. We will show that (ii) ⇒ (iii′) and
(iii)⇒ (ii) completing the proof.
Let J ∈ SA, let x = (α1 + Jβ1, . . . , αn + Jβn) ∈ ΩD(J), let z = (α1 + iβ1, . . . , αn + iβn) ∈ D
and let h ∈ {1, . . . , n}. By Artin’s theorem, we have that
fJ(x) =
∑
H∈P(n) J
|H|FH(z). (54)
Consequently, fJ(x) =
∑
H∈P(n),h 6∈H J
|H|
(
FH(z) + JFH∪{h}(z)
)
and hence
(∂αhfJ + J∂βhfJ) (x) =
∑
H∈P(n),h 6∈H J
|H|
(
∂αhFH − ∂βhFH∪{h}
)
(z)+
+
∑
H∈P(n),h 6∈H J
|H|+1
(
∂αhFH∪{h} + ∂βhFH
)
(z) = 0.
This proves implication (ii) ⇒ (iii′). Finally, suppose that (iii) holds. Let us prove (ii). Let
z ∈ D and x ∈ ΩD be as above and let L ∈ P(n). Recall that z
L ∈ D and x c,L ∈ ΩD. For each
H ∈ P(n), define the function FH,L : D → A by setting FH,L(z) := FH(z
L). Thanks to (4) and
(54), we obtain that
fJ(x) =
∑
H∈P(n) J
|H|(−1)|H∩L|FH,L(z).
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On the other hand, it is immediate to verify that ∂αhFH,L(z) = ∂αhFH(z
L) and ∂βhFH,L(z) =
(−1)|L∩{h}|∂βhFH(z
L). Using again Artin’s theorem, it follows that
0 = (∂αhfJ + J∂βhfJ) (x
c,L) =
∑
H∈P(n) J
|H|(−1)|H∩L| (∂αhFH,L + J∂βhFH,L) (z
L) =
=
∑
H∈P(n) J
|H|(−1)|H∩L|∂αhFH(z)+
+
∑
H∈P(n) J
|H|+1(−1)|H∩L|+|L∩{h}|∂βhFH(z).
We have just proven that
0 =
∑
H∈P(n) J
|H|(−1)|H∩L|∂αhFH(z) +
∑
H∈P(n) J
|H|+1(−1)|H∩L|+|L∩{h}|∂βhFH(z). (55)
Fix K ∈ P(n) and h ∈ {1, . . . , n} with h 6∈ K. Multiply both members of (55) by (−1)|L∩K|
and sum over all L ∈ P(n). Bearing in mind Lemma 2.11, we obtain
0 =
∑
H∈P(n) J
|H|∂αhFH(z)
(∑
L∈P(n)(−1)
|H∩L|+|L∩K|
)
+
+
∑
H∈P(n) J
|H|+1∂βhFH(z)
(∑
L∈P(n)(−1)
|H∩L|+|L∩{h}|+|L∩K|
)
=
=2nJ |K|∂αhFK(z) +
∑
H∈P(n) J
|H|+1∂βhFH(z)
(∑
L∈P(n)(−1)
|H∩L|+|L∩(K∪{h})|
)
=
=2nJ |K|∂αhFK(z) + 2
nJ |K|+2∂βhFK∪{h}(z) = 2
nJ |K|
(
∂αhFK(z)− ∂βhFK∪{h}(z)
)
,
and hence ∂αhFK(z) = ∂βhFK∪{h}(z). Similarly, multiplying both members of (55) by (−1)
|L∩(K∪{h})|
and summing over all L ∈ P(n), we obtain
0 = 2nJ |K|+1
(
∂αhFK∪{h}(z) + ∂βhFK(z)
)
,
and hence ∂βhFK(z) = −∂αhFK∪{h}(z). This proves (ii).
Slice regular functions include polynomial functions.
Proposition 3.14. All polynomial functions from ΩD to A are slice regular.
Proof. For each k ∈ {1, . . . , n}, it is immediate to see that the coordinate function xk : ΩD → A
is slice regular; indeed ∂xk
∂xc
h
= 0 on ΩD for all h ∈ {1, . . . , n}. Combining Lemma 2.43, equation
(73) and equivalence (i) ⇔ (i′) of Proposition 3.13, we deduce at once that all polynomials
functions from ΩD to A are slice regular.
3.3 On the zeros of polynomials
This section deals with the zero set of polynomials over A in the case A is the division algebra
H of quaternions, the one O of octonions or the Clifford algebra Rm = C ℓ(0,m) for m ≥ 3.
Given any function f : (QA)
n → A, we denote V (f) its zero set, i.e.
V (f) := {x ∈ (QA)
n : f(x) = 0}.
If A = H and f is a polynomial in the sense of Definition 2.7, then the next result gives some
properties of V (f). Identify Hn with R4n by choosing one of its real vector basis.
Proposition 3.15. Let f : Hn → H be a nonconstant polynomial. Then V (f) is a nonempty
real algebraic subset of R4n and its dimension dimR(V (f)), as a real algebraic set, satisfies the
following estimates:
4n− 4 ≤ dimR(V (f)) ≤ 4n− 2. (56)
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Proof. The equation f = 0 in n quaternionic variables is equivalent to a system of four real
polynomial equations in 4n real variables, so V (f) is a real algebraic subset of R4n.
Let us prove (56) by induction on n ≥ 1. If n = 1, this is an immediate consequence of
the Fundamental Theorem of Algebra for quaternions [20], FTA for short. Let n ≥ 2 and let
f : Hn → H be a nonconstant polynomial function. We can assume that f has the following
form: f(x) =
∑d
h=0 x
h
1ph(x
′), where d ≥ 0, each ph : H
n−1 → H is a polynomial function in the
variables x′ := (x2, . . . , xn) and pd does not vanish identically on H
n−1. Note that the zero setW
of pd in H
n−1 is either empty if pd is constant or, by induction, dimR(W ) ≤ 4(n−1)−2 = 4n−6
if pd is not constant; in particular, W 6= H
n−1.
Assume that d ≥ 1 and let y′ 6∈W . Then the FTA implies that V (f)∩ (H×{y′}) is either a
nonempty finite set F or a nonempty finite union S of 2-spheres of H = R4 or a nonempty set of
the form F ∪S. In particular, V (f) 6= ∅. Let π : V (f)→ Hn−1 be the projection π(x1, x
′) := x′.
We have just proven that π−1(y′) is nonempty and dimR(π
−1(y′)) ≤ 2 for all y′ 6∈W . Evidently,
if y′ ∈ W , then π−1(y′) ⊂ H × {y′} and hence dimR(π
−1(y′)) ≤ 4. By the version of Sard’s
theorem in real algebraic geometry, we deduce at once that
4n− 4 = dimR(H
n−1) ≤ dimR(π
−1(Hn−1 \W )) ≤ dimR(H
n−1) + 2 = 4n− 2
and
dimR(π
−1(W )) ≤ dimR(W ) + 4 ≤ (4n − 6) + 4 = 4n − 2.
Since dimR(V (f)) = max{dimR(π
−1(Hn−1 \W )),dimR(π
−1(W ))}, we are done.
Assume now that d = 0. In this case it must be n > 1, since f is nonconstant, and f coincides
with the polynomial p0(x
′) in the variables x2, . . . , xn. From the previous argument applied to
p0, we obtain that V (f) is nonempty and 4(n − 1) − 4 ≤ dimR(V (p0) ∩ H
n−1) ≤ 4(n − 1) − 2,
from which it follows again that
4(n− 1) ≤ dimR(V (f)) ≤ 4(n − 1) + 2.
Example 3.16. Estimates (56) are sharp. Suppose that n ≥ 2. Consider the polynomial
functions f1, f2, f3 : H
n → H defined by setting
f1(x) := x1, f2(x) := x
2
1 + x
2
2 + 1, f3(x) := x
2
1 + 1,
for all x = (x1, x2, . . . , xn) ∈ H
n. Evidently, dimR(V (f1)) = 4n − 4 and dimR(V (f3)) = 4n − 2.
Let us study V (f2). Note that x
2
2 + 1 is a positive real number if and only if x2 belongs to
3-dimensional semi-algebraic subset S of H defined by
S := R ∪ {x2 ∈ H : Re(x2) = 0, n(x2) < 1}
Let π : V (f2) → H
n−1 be the projection π(x, x′) := x′, where x′ := (x2, . . . , xn). Note that
π−1(y′) consists of a single point if y′ ∈ SA×H
n−2, a 2-sphere if y′ ∈ S×Hn−2 and two distinct
points if y′ ∈ Hn−1 \ ((SA ∪ S)×H
n−2). As a consequence, we have:
• dimR(π
−1(SA ×H
n−2)) = dimR(SA ×H
n−2) + 0 = 2 + 4(n − 2) = 4n− 6,
• dimR(π
−1(S ×Hn−2)) = dimR(S ×H
n−2) + 2 = 3 + 4(n − 2) + 2 = 4n− 3,
• dimR(π
−1(Hn−1 \ ((SA ∪ S)×H
n−2))) = dimR(H
n−1) + 0 = 4(n − 1) = 4n− 4.
It follows that dimR(V (f2)) = max{4n − 6, 4n − 3, 4n − 4} = 4n− 3. 
Proposition 3.15 remains valid over the octonion algebra O. The proof is identical, thanks
to the fact that the Fundamental Theorem of Algebra still holds in this case (see [18, 22]).
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Proposition 3.17. Let f : On → O be a nonconstant polynomial. Then V (f) is a nonempty
real algebraic subset of R8n and it holds
8n− 8 ≤ dimR(V (f)) ≤ 8n− 2. (57)
Remark 3.18. Suppose that n ≥ 2. Let f1, f2, f3 : O
n → O be polynomial functions defined
as in Example 3.16. Repeating the same considerations we made in the mentioned example, we
obtain that dimR(V (f1)) = 8n− 8, dimR(V (f2)) = 8n − 3 and dimR(V (f3)) = 8n − 2. 
A weaker version of Proposition 3.15 is valid also over all Clifford algebra Rm with m ≥ 3.
Choose m ≥ 3 and equip Rm with the Clifford conjugation. Given any a ∈ Rm, we write
a =
∑
K∈P(m) aKeK for aK ∈ R. Recall that t(a) = 2
∑′
K aKeK and n(a) =
∑′
K〈a, aeK〉eK ,
where
∑′
K =
∑
K∈P(m),|K|≡0,3 (mod 4) and 〈·, ·〉 is the standard Euclidean scalar product on
Rm = R
2m , see Section 3.2 of [17]. As a consequence, a =
∑
K∈P(m) aKeK belongs to QRm if
and only if aK = 0 and 〈a, aeK〉 = 0 for all K ∈ P(m) \ {∅} such that |K| ≡ 0, 3 (mod 4).
Moreover, a =
∑
K∈P(m) aKeK belongs to SRm if and only if a ∈ QRm , a∅ = 0 and 〈a, a〉 = 1.
It turns out that QRm and SRm are real algebraic subsets of Rm = R
2m. Since QRm \ R is
semi-algebraically homeomorphic to SRm × {(α, β) ∈ R
2 : β > 0}, we have that
dimR(SRm) = dimR(QRm)− 2. (58)
Note that QR3 ⊂ QRm ; moreover, dimR(QR3) = 6, see Examples 1(3) of [8] and [13, Example
1.15]. It follows that dimR(QRm) ≥ 6. Denote R
m+1 the real vector subspace of Rm of paravec-
tors a = a0 +
∑m
h=1 aheh, where a0 := a∅ and ah := a{h} (and eh = e{h}). It is easy to see that
R
m+1 is contained in QRm .
The Fundamental Theorem of Algebra still holds for one variable polynomials with paravector
Clifford coefficients (see [9, Examples 9(1)]). This fact allows to generalize the first statement
of Proposition 3.15 to this setting.
Proposition 3.19. Let f : (QRm)
n → Rm be a nonconstant polynomial with paravector coeffi-
cients. Then V (f) is a nonempty real algebraic subset of (QRm)
n ⊂ Rn2
m
.
Proof. We proceed by induction on n. If n = 1, the FTA [9, Examples 9(1)] implies the thesis.
Assume n ≥ 2 and write f(x) =
∑d
h=0 x
h
1ph(x
′), where d ≥ 0, each ph : (QRm)
n−1 → Rm is
a polynomial function in the variables x′ := (x2, . . . , xn) and pd does not vanish identically on
(QRm)
n−1. If d = 0, then f(x) = p0(x
′) is nonconstant and therefore V (f) 6= ∅ by the induction
assumption. If d ≥ 1, then for every fixed point y′ = (t2, . . . , tn) ∈ R × · · · × R ⊂ (QRm)
n−1,
the function f(x1, y
′) =
∑d
h=0 x
h
1ph(y
′) is a nonconstant polynomial in the variable x1 with
paravector coefficients. Therefore V (f) is nonempty.
When n > 1, the zero set V (f) is infinite for every nonconstant polynomial with paravector
coefficients. It is difficult to obtain general estimates for the real dimension of V (f). The next
proposition suggests the types of results one can expect.
Proposition 3.20. Let f : QRm × (R
m+1)n−1 → Rm be a function of the form
f(x1, x
′) = xd1 +
∑d−1
h=0 x
h
1ph(x
′) (59)
for all (x1, x
′) ∈ QRm × (R
m+1)n−1, where d ≥ 1 and each ph : (QRm)
n−1 → Rm is a polynomial
function in the variables x′ = (x2, . . . , xn) such that
ph((R
m+1)n−1) ⊂ Rm+1 for all h ∈ {0, . . . , d− 1}; (60)
in the case n = 1, (60) means that the ph’s are elements of R
m+1. Then f−1(0) is a nonempty
real algebraic subset of R2
m+(m+1)(n−1) contained in QRm × (R
m+1)n−1, and it holds
(m+ 1)(n − 1) ≤ dimR(f
−1(0)) ≤ (m+ 1)(n − 1) + dimR(QRm)− 2. (61)
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Proof. If n = 1, the statement follows immediately from (58), (60) and Examples 9(1) of [9].
Suppose that n ≥ 2. Let y′ ∈ (Rm+1)n−1. Using (58), (60) and Examples 9(1) of [9] again, we
have that f−1(0) ∩ (QRm ×{y
′}) is either a nonempty finite set F or a nonempty finite union S
of ‘spheres’ semi-algebraically homeomorphic to SRm or a nonempty set of the form F ∪ S. In
particular, f−1(0) 6= ∅ and, if π : f−1(0)→ (Rm+1)n−1 is the projection π(x1, x
′) := x′, then the
fibers of π are nonempty real algebraic sets of dimension ranging from 0 to dimR(SRm). This
fact and (58) completes the proof.
Example 3.21. Suppose that n ≥ 2. Choose m ≥ 3. Set N := (m + 1)(n − 1) and M :=
dimR(QRm). Define the functions f1, f2, f3 : QRm × (R
m+1)n−1 → Rm as in Example 3.16.
Note that each of these functions satisfies (59) and (60). Evidently, dimR(f
−1
1 (0)) = N and
dimR(f
−1
3 (0)) = N +M − 2. Let us study f
−1
2 (0) following the strategy used in Example 3.16
to investigate V (f2). Note that, if x2 ∈ R
m+1, then x22 + 1 is a positive real number if and only
if x2 ∈ S, where S is the m-dimensional semi-algebraic set defined by
S := R ∪
{∑m
h=0 aheh ∈ R
m+1 : a0 = 0,
∑m
h=1 a
2
h < 1
}
.
Let ∂S be the (m− 1)-sphere {
∑m
h=0 aheh ∈ R
m+1 : a0 = 0,
∑m
h=1 a
2
h = 1} and let π : f
−1
2 (0)→
(Rm+1)n−1 be the projection π(x, x′) := x′, where x′ := (x2, . . . , xn). Note that π
−1(y′) consists
of a single point if y′ ∈ ∂S × (Rm+1)n−2, a ‘sphere’ semi-algebraically homeomorphic to SRm if
y′ ∈ S × (Rm+1)n−2 and two distinct points if y′ ∈ (Rm+1)n−1 \ ((S ∪ ∂S)× (Rm+1)n−2). As a
consequence, we have:
• dimR(π
−1(∂S × (Rm+1)n−2)) = (m− 1) + (m+ 1)(n − 2) < N ,
• dimR(π
−1(S × (Rm+1)n−2)) = m+ (m+ 1)(n − 2) + dimR(SRm) = N − 1 + dimR(SRm),
• dimR(π
−1((Rm+1)n−1 \ ((S ∪ ∂S)× (Rm+1)n−2))) = N .
Thanks to (58) and the fact that M = dimR(QRm) ≥ 6, it follows that
N − 1 + dimR(SRm) = N − 1 +M − 2 = N +M − 3 ≥ N + 3 > N.
As a consequence, we have that dimR(f
−1
2 (0)) = dimR(π
−1(S × (Rm+1)n−2)) = N +M − 3. 
3.4 One variable interpretation of slice regularity
We now show that the condition of slice regularity in several variables has an interpretation in
terms of slice regularity in one variable. More precisely, we show that the slice regularity of a
slice function f : ΩD → A is equivalent to the slice regularity of all its 2
n−1 truncated spherical
derivatives Dǫf w.r.t. the single variable xh, where h − 1 is the order of Dǫ. The notion of
truncated spherical ǫ-derivatives was introduced in above Definition 2.24.
Let g : ΩD → A be a function and let h ∈ {1, . . . , n}. Recall that, by Definition 2.22, g
is a slice function w.r.t. xh if, for each y = (y1, . . . , yn) ∈ ΩD, the restriction function g
(y)
h :
ΩD,h(y) → A, sending xh into g
(y)
h (xh) := g(y1, . . . , yh−1, xh, yh+1, . . . , yn), is a slice function.
Let us specialize this definition to the slice regular case.
Definition 3.22. Let g : ΩD → A be a function and let h ∈ {1, . . . , n}. We say that g is a slice
regular function w.r.t. xh if, for each y ∈ ΩD, the function g
(y)
h : ΩD,h(y) → A is a slice regular
function. 
Theorem 3.23. Assume that n ≥ 2. Let f : ΩD → A be a slice function. Then f is slice
regular if and only if f is a slice regular function w.r.t. x1 and, for each h ∈ {2, . . . , n} and
each function ǫ : {1, . . . , h− 1} → {0, 1}, the truncated spherical ǫ-derivative Dǫf of f is a slice
regular function w.r.t. xh.
37
Proof. We use the notation introduced in (22) and (23). If x = (x1, . . . , xn) ∈ ΩD, then ΩD,h(x)
is the subset of QA defined by ΩD,h(x) = {a ∈ A : (x1, . . . , xh−1, a, xh+1, . . . , xn) ∈ ΩD}. It
holds ΩD,h(x) = ΩDh(z), where Dh(z) = {w ∈ C : (z1, . . . , zh−1, w, zh+1, . . . , zn) ∈ D}.
Assume that f is slice regular. Let F =
∑
H∈P(n) eHFH : D → A⊗R
2n be the stem function
inducing f , let y = (y1, . . . , yn) = (α1 + I1β1, . . . , αn + Inβn) ∈ ΩD, let I := (I1, . . . , In) and let
w = (w1, . . . , wn) := (α1 + iβ1, . . . , αn + iβn) ∈ D. Let us prove that f is slice regular w.r.t. x1.
As seen in formula (27), it holds f(x1, y
′) = F1(z1)+J1F2(z1), where x1 = α1+J1β1 ∈ ΩD,1(y),
y′ = (y2, . . . , yn), z1 = α1 + iβ1 ∈ D1(w), and
F1(z1) =
∑
H∈P(n),16∈H [JH , FH(z1, w
′)] and F2(z1) =
∑
H∈P(n),16∈H [JH , FH∪{1}(z1, w
′)],
with w′ = (w2, . . . , wn) and J = (J1, I2, . . . , In). From implication (i)⇒ (ii) of Proposition 3.13,
it follows that ∂α1F1(z1) = ∂β1F2(z1) and ∂β1F1(z1) = −∂α1F2(z1), that is f is slice regular
w.r.t. x1 on ΩD,1(y).
Now let h ∈ {2, . . . , n} and let ǫ : {1, . . . , h − 1} → {0, 1} be any function. Set Kh−1 :=
ǫ−1(1). Let us prove that Dǫf is slice regular w.r.t. xh. From formula (28), it follows that
Dǫf(y
′′, xh, yˆ) = Fh,1(zh) + JhFh,2(zh), where
Fh,1(zh) := (βKh−1)
−1
∑
H∈P(n),Hh=∅
[LH , FH∪Kh−1(z
′′, zh, zˆ)],
Fh,2(zh) := (βKh−1)
−1
∑
H∈P(n),Hh=∅
[LH , FH∪Kh−1∪{h}(z
′′, zh, zˆ)],
xh ∈ ΩD,h(y), y
′′ = (y1, . . . , yh−1), yˆ = (yh+1, . . . , yn), zh = αh+iβh ∈ Dh(z), z
′′ = (z1, . . . , zh−1),
zˆ = (zh+1, . . . , zn) and L = (I1, . . . , Ih−1, Jh, Ih+1, . . . , In). Again from implication (i) ⇒ (ii) of
Proposition 3.13, it follows that ∂αhFh,1(zh) = ∂βhFh,2(zh) and ∂βhFh,1(zh) = −∂αhFh,2(zh), i.e.
Dǫf is slice regular w.r.t. xh on ΩD,h(y).
Conversely, assume that f is slice regular w.r.t. x1 and that the functions D
ε(h−1)
xh−1 · · ·D
ε(1)
x1 f
are slice regular w.r.t. xh for all K ∈ P(n) and all h ∈ {2, . . . , n}, where ε : {1, . . . , n} → {0, 1}
is the characteristic function of K.
Let K ∈ P(n) and let h ∈ {1, . . . , n} with h 6∈ K. Consider any z ∈ DKh−1 , where
DKh−1 =
⋂
k∈Kh−1
{(z1, . . . , zn) ∈ D : zk 6∈ R}. From formulas (27) and (28), we obtain that it
holds: ∑
H∈P(n),Hh=∅
[LH , ∂αhFH∪Kh−1(z) − ∂βhFH∪Kh−1∪{h}(z)] = 0 (62)∑
H∈P(n),Hh=∅
[LH , ∂βhFH∪Kh−1(z) + ∂αhFH∪Kh−1∪{h}(z)] = 0, (63)
where L = (I1, . . . , Ih−1, Jh, Ih+1, . . . , In) and H0 = K0 = ∅.
Let M ∈ P(n). Thanks to (4), for each H ∈ P(n) such that Hh = ∅, it holds
∂αhFH∪Kh−1(z
M ) = (−1)|(H∪Kh−1)∩M |∂αhFH∪Kh−1(z); (64)
moreover, being |(H ∪Kh−1 ∪ {h}) ∩M | = |(H ∪Kh−1) ∩M |+ |M ∩ {h}|, it holds
∂βhFH∪Kh−1∪{h}(z
M ) = (−1)|(H∪Kh−1)∩M |∂βhFH∪Kh−1(z). (65)
Thanks to (64), (65) and the validity of (62) at the point zM , we get that∑
H∈P(n),Hh=∅
(−1)|(H∪Kh−1)∩M |[LH , ∂αhFH∪Kh−1(z)− ∂βhFH∪Kh−1∪{h}(z)] = 0 (66)
for all M ∈ P(n). Multiply both members of (66) by (−1)|K∩M | and sum over all M ∈ P(n).
Using the combinatorial Lemma 2.11, we get
0 =
∑
M∈P(n)(−1)
|K∩M |
∑
H∈P(n),Hh=∅
(−1)|(H∪Kh−1)∩M |[LH , ∂αhFH∪Kh−1 − ∂βhFH∪Kh−1∪{h}] =
=
∑
H∈P(n),Hh=∅
∑
M∈P(n)(−1)
|K∩M |+|(H∪Kh−1)∩M |[LH , ∂αhFH∪Kh−1 − ∂βhFH∪Kh−1∪{h}] =
=
∑
H∈P(n),Hh=∅
2nδK,H∪Kh−1[LH , ∂αhFH∪Kh−1 − ∂βhFH∪Kh−1∪{h}] =
= 2n[LK\Kh, ∂αhFK − ∂βhFK∪{h}]
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on the whole DKh−1 . Therefore ∂αhFK(z) = ∂βhFK∪{h}(z) on DKh−1 . By Assumption 3.1,
we know that D is open in Cn. As a consequence, DKh−1 is dense in D. Since F is of class
C 1 on D, the partial derivatives ∂αhFK and ∂βhFK∪{h}(z) are continuous on D. It follows
that ∂αhFK(z) = ∂βhFK∪{h}(z) on the whole D. In a similar way, we deduce from (63) that
∂βhFK = −∂αhFK∪{h} on D. From implication (ii) ⇒ (i) of Proposition 3.13, it follows that f
is slice regular on ΩD.
3.5 Leibniz’s rule
The next lemma gives sufficient conditions for Leibniz’s rule to be valid for each ∂h and ∂h.
Lemma 3.24. Let b = B(σ) be a△-product of R2
n
, let h ∈ {1, . . . , n} and let F,G : D → A⊗R2
n
be C 1 stem functions. Write F =
∑
K∈P(n) eKFK and G =
∑
H∈P(n) eHGH . Define
P ′1,h :=
{
(K,H) ∈ P(n)× P(n) : ∂FK
∂βh
·σ GH = 0 on D
}
,
P1,h := (P(n) × P(n)) \ P
′
1,h,
P ′2,h :=
{
(K,H) ∈ P(n)× P(n) : FK ·σ
∂GH
∂βh
= 0 on D
}
,
P2,h := (P(n) × P(n)) \ P
′
2,h.
Suppose that the following two conditions hold:
(−1)|(K△H)∩{h}|σ(K,H) = (−1)|K∩{h}|σ(K △ {h},H) for all (K,H) ∈ P1,h (67)
and
(−1)|(K△H)∩{h})σ(K,H) = (−1)|H∩{h}|σ(K,H △ {h}) for all (K,H) ∈ P2,h. (68)
Then it holds:
∂h(F ·σ G) = (∂hF ) ·σ G+ F ·σ (∂hG), (69)
∂h(F ·σ G) = (∂hF ) ·σ G+ F ·σ (∂hG). (70)
Proof. We prove only (69), the proof of (70) being similar. For simplicity, we omit ‘ ·σ’ in each
product w.r.t b. We have:
2 ∂h(FG) = ∂αh(FG)− Jh
(
∂βh(FG)
)
= (∂αhF )G+ F (∂αhG)+
− Jh
(
(∂βhF )G
)
− Jh
(
F (∂βhG)
)
. (71)
Bearing in mind (44), we have also:
Jh
(
(∂βhF )G
)
= Jh
(∑
K,H∈P(n) eK△Hσ(K,H)(∂βhFK)GH
)
=
=
∑
(K,H)∈P1,h
Jh(eK△H)σ(K,H)(∂βhFK)GH =
=
∑
(K,H)∈P1,h
eK△H△{h}(−1)
|(K△H)∩{h}|σ(K,H)(∂βhFK)GH .
Similarly, we deduce:(
Jh(∂βhF )
)
G =
∑
K,H∈P(n) Jh(eK)eH(∂βhFK)GH =
=
∑
(K,H)∈P1,h
eK△{h}eH(−1)
|K∩{h}|(∂βhFK)GH =
=
∑
(K,H)∈P1,h
eK△H△{h}(−1)
|K∩{h}|σ(K △ {h},H)(∂βhFK)GH .
39
Consequently, (67) implies that Jh
(
(∂βhF )G
)
=
(
Jh(∂βhF )
)
G. Similar computations and (68)
ensure also that Jh
(
F (∂βhG)
)
= F
(
Jh(∂βhG)
)
. Combining the latter two equalities with (71),
we obtain:
∂h(FG) =
1
2
(
(∂αhF )G+ F (∂αhG)−
(
Jh(∂βhF )
)
G− F
(
Jh(∂βhG)
))
=
=(∂hF )G+ F (∂hG),
as desired.
The above lemma suffices to prove that Leibniz’s rule works for the slice tensor product.
Proposition 3.25. For each f, g ∈ S1(ΩD, A) and for each h ∈ {1, . . . , n}, it holds:
∂
∂xh
(f ⊙ g) =
∂f
∂xh
⊙ g + f ⊙
∂g
∂xh
, (72)
∂
∂xch
(f ⊙ g) =
∂f
∂xch
⊙ g + f ⊙
∂g
∂xch
. (73)
Proof. Given any pair (K,H) ∈ P(n) × P(n) and any h ∈ {1, . . . , n}, it is immediate to check
that |(K △H) ∩ {h}|+ |K ∩H| = |K ∩ {h}|+ |(K △ {h}) ∩H|; indeed, the preceding equality
becomes |K ∩H| = |K ∩H| if h 6∈ K △H, and |K ∩H|+ 1 = |K ∩H|+ 1 if h ∈ K △H. The
mentioned equality is equivalent to (67) and (68) if b = B(σn⊗), because σ
n
⊗(K,H) = (−1)
|K∩H|
by Lemma 2.32. Lemma 3.24 concludes the proof.
3.6 Multiplication of slice regular functions
Proposition 3.26. The set SR(ΩD, A) is a real subalgebra of (S(ΩD, A),⊙). Moreover, the set
SRR(ΩD, A) := SR(ΩD, A) ∩ SR(ΩD, A) of all slice preserving slice regular functions from ΩD
to A is contained in the center of (S(ΩD, A),⊙).
Proof. The first part is a direct consequence of equation (73) and equivalence (i) ⇔ (i′) of
Proposition 3.13; the second follows immediately from Lemma 2.49.
In the next result we see that the slice tensor product is the unique associative and hyper-
complex △-product on R2
n
, which preserves slice regularity.
Proposition 3.27. The tensor product bn⊗ is the unique associative and hypercomplex △-product
b = B(σ) of R2
n
such that SR(ΩD, A) is a real subalgebra of (S(ΩD, A), ·σ).
Proof. Let b = B(σ) be a △-product of R2
n
, let f = I(F ) and g = I(G) be functions in
SR(ΩD, A), and let (FG)K be the K-component of FG = F ·σ G for all K ∈ P(n).
Choose K ∈ P(n) and h ∈ {1, . . . , n} with h 6∈ K. For short, during the remaining part of
this proof, we will use the symbol
∑∗ in place of ∑(K1,K2,K3)∈D(K). Bearing in mind equality
(40) and implication (i)⇒ (ii) in Proposition 3.13, we have:
∂αh(FG)K =
∑∗ ((∂αhFK1∪K3)GK2∪K3 + FK1∪K3(∂αhGK2∪K3)) σ(K1 ∪K3,K2 ∪K3) =
=
∑∗
h∈K3
(−∂βhF(K1∪K3)\{h})GK2∪K3σ(K1 ∪K3,K2 ∪K3)+
+
∑∗
h∈K3
FK1∪K3(−∂βhG(K2∪K3)\{h})σ(K1 ∪K3,K2 ∪K3)+
+
∑∗
h 6∈K3
(∂βhFK1∪K3∪{h})GK2∪K3σ(K1 ∪K3,K2 ∪K3)+
+
∑∗
h 6∈K3
FK1∪K3(∂βhGK2∪K3∪{h})σ(K1 ∪K3,K2 ∪K3) =
=
∑∗
h 6∈K3
(−∂βhFK1∪K3)GK2∪K3∪{h}σ(K1 ∪K3 ∪ {h},K2 ∪K3 ∪ {h})+ (74)
+
∑∗
h 6∈K3
FK1∪K3∪{h}(−∂βhGK2∪K3)σ(K1 ∪K3 ∪ {h},K2 ∪K3 ∪ {h})+
+
∑∗
h 6∈K3
(∂βhFK1∪K3∪{h})GK2∪K3σ(K1 ∪K3,K2 ∪K3)+
+
∑∗
h 6∈K3
FK1∪K3(∂βhGK2∪K3∪{h})σ(K1 ∪K3,K2 ∪K3)
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and
∂βh(FG)K∪{h} =
∑∗
h 6∈K3
(∂βhF(K1∪{h})∪K3)GK2∪K3σ((K1 ∪ {h}) ∪K3,K2 ∪K3)+
+
∑∗
h 6∈K3
F(K1∪{h})∪K3(∂βhGK2∪K3)σ((K1 ∪ {h}) ∪K3,K2 ∪K3)+
+
∑∗
h 6∈K3
(∂βhFK1∪K3)G(K2∪{h})∪K3σ(K1 ∪K3, (K2 ∪ {h}) ∪K3)+
+
∑∗
h 6∈K3
FK1∪K3(∂βhG(K2∪{h})∪K3)σ(K1 ∪K3, (K2 ∪ {h}) ∪K3) =
=
∑∗
h 6∈K3
(∂βhFK1∪K3∪{h})GK2∪K3σ(K1 ∪K3 ∪ {h},K2 ∪K3)+ (75)
+
∑∗
h 6∈K3
FK1∪K3∪{h}(∂βhGK2∪K3)σ(K1 ∪K3 ∪ {h},K2 ∪K3)+
+
∑∗
h 6∈K3
(∂βhFK1∪K3)GK2∪K3∪{h}σ(K1 ∪K3,K2 ∪K3 ∪ {h})+
+
∑∗
h 6∈K3
FK1∪K3(∂βhGK2∪K3∪{h})σ(K1 ∪K3,K2 ∪K3 ∪ {h}).
It follows that, if the following chain of equalities
σ(K1 ∪K3 ∪ {h},K2 ∪K3 ∪ {h}) = −σ(K1 ∪K3,K2 ∪K3 ∪ {h}) =
= −σ(K1 ∪K3 ∪ {h},K2 ∪K3) = (76)
= −σ(K1 ∪K3,K2 ∪K3)
holds for all (K1,K2,K3) ∈ D(K) with h 6∈ K1 ∪K2 ∪K3, then ∂αh(FG)K = ∂βh(FG)K∪{h}.
Similar computations ensures that, if equalities (76) hold, then ∂βh(FG)K = −∂αh(FG)K∪{h}
as well; consequently, by implication (ii) ⇒ (i) in Proposition 3.13, f ·σ g is slice regular. Note
that if σ = σn⊗, then equalities (76) are trivially verified; indeed,
σn⊗(K1 ∪K3 ∪ {h},K2 ∪K3 ∪ {h}) = (−1)
|K3∪{h}| = −(−1)|K3|,
σn⊗(K1 ∪K3,K2 ∪K3 ∪ {h}) = σ
n
⊗(K1 ∪K3 ∪ {h},K2 ∪K3) =
= σn⊗(K1 ∪K3,K2 ∪K3) = (−1)
|K3|.
This gives another proof of the fact that f ⊙ g is slice regular.
Suppose b = B(σ) is a hypercomplex △-product of R2
n
such that f ·σ g ∈ SR(ΩD, A) for all
f, g ∈ SR(ΩD, A). Let K,H ∈ P(n). We have to prove that σ(K,H) = (−1)
|K∩H|.
First, we show that σ(K,H) = σ(K ∩ H,K ∩ H). Suppose that K \ H 6= ∅, and choose
h ∈ K \H. Denote xK and xH the monomial functions from ΩD to A defined as xK := [(xk)k∈K ]
and xH := [(xh)h∈H ]. Note that, if K =
∑
L∈P(n) eLKL and H =
∑
M∈P(n) eMHM denote the
stem functions such that xK = I(K) and xH = I(H), then KL(z) = αK\LβL if L ⊂ K,
KL(z) = 0 if L 6⊂ K, HM(z) = αH\MβM if M ⊂ H and HM(z) = 0 if M 6⊂ H, where
z = (α1 + iβ1, . . . , αn + iβn) ∈ D, αP :=
∏
p∈P αp and βP :=
∏
p∈P βp for all P ∈ P(n) \ {∅},
and α∅ = β∅ := 1. Moreover, by (74) and (75), if we set∑• :=∑(K1,K2,K3)∈D((K\{h})△H),h 6∈K3 ,∑′ :=∑K3∈P(n),K3⊂K∩H ,
σ(1)(K3) := σ
(
((K \H) \ {h}) ∪K3, (H \K) ∪K3
)
,
σ(2)(K3) := σ
(
(K \H) ∪K3, (H \K) ∪K3
)
,
then it holds
∂αh(KH)(K\{h})△H(z) =
∑•(∂βhKK1∪K3∪{h})HK2∪K3σ(K1 ∪K3,K2 ∪K3) =
=
∑′(α(K∩H)\K3β((K\H)\{h})∪K3)α(K∩H)\K3β(H\K)∪K3σ(1)(K3) =
=β(K△H)\{h}
∑′(α(K∩H)\K3)2(βK3)2σ(1)(K3)
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and, similarly,
∂βh(KH)K△H(z) =
∑•(∂βhKK1∪K3∪{h})HK2∪K3σ(K1 ∪K3 ∪ {h},K2 ∪K3) =
=β(K△H)\{h}
∑′(α(K∩H)\K3)2(βK3)2σ(2)(K3).
By hypothesis, the polynomial functions ∂αh(KH)(K\{h})△H and ∂βh(KH)K△H in the variable
z = (α1+ iβ1, . . . , αn+ iβn) are equal on the non-empty open subset D of C
n. Consequently, the
coefficients σ(1)(K3) and σ
(2)(K3) are equal for all K3 ∈ P(n) with K3 ⊂ K ∩H. In particular,
the case K3 = K ∩ H implies that σ(K \ {h},H) = σ(K,H) for all h ∈ K \ H. Since by
hypothesis ∂βh(KH)(K\{h})△H is equal to −∂αh(KH)K△H as well, similar computations show
that σ(K,H \ {h}) = σ(K,H) for all h ∈ H \K. This proves that
σ(K,H) = σ(K ∩H,K ∩H) for all K,H ∈ P(n), (77)
as desired. In particular, b turns out to be commutative. Since it is also associative and
hypercomplex by hypothesis, Lemma 2.42 implies that b = bn⊗.
We conclude this section with a result regarding slice regularity of pointwise products. For
each ℓ ∈ {1, . . . , n}, we denote πℓ : A
n → A the natural projection πℓ(x1, . . . , xn) := xℓ.
Lemma 3.28. Let ℓ ∈ {1, . . . , n}, let Eℓ be an open subset of C invariant under the complex
conjugation of C and such that πℓ(ΩD) ⊂ Eℓ, and let f : ΩEℓ → A be a slice preserving slice
regular function (in one variable), that is f ∈ SRR(ΩEℓ , A). Let H ∈ P(n) be such that ℓ ≤ h
for all h ∈ H, and let g : ΩD → A be a H-reduced slice regular function (in n variables). Define
the function p : ΩD → A by
p(x) := f(xℓ)g(x)
for all x = (x1, . . . , xn) ∈ ΩD, where f(xℓ)g(x) is the product of f(xℓ) and g(x) in A. Then p
belongs to SR(ΩD, A).
Proof. Let f∗ : ΩD → A be the function f∗(x1, . . . , xn) := f(xh). Note that f∗ is a ℓ-reduced slice
regular function. By Proposition 2.52, we have that p = f∗ ⊙ g. By (73), p is slice regular.
3.7 Splitting decomposition of slice regular functions
By Assumption 2.1, the set SA is non-empty. Thanks to Artin’s theorem, the left multiplication
by an element of SA induces a complex structure on A, so the real dimension of A is even and
positive, say dimR(A) = 2u+ 2 for some u ∈ N. More precisely, if J ∈ SA, then the addition of
A together with the complex scalar multiplication CJ ×A→ A, sending (c, a) into the product
ca in A, defines a structure of CJ -vector space. If {J1, . . . , Ju} is a CJ -vector basis of A, then
{1, J, J1, JJ1, . . . , Ju, JJu} is a real vector basis of A, see [12, Lemma 2.3]. A real vector basis
of A of this form is called splitting basis of A associated with J .
In the next result we use Definition 2.44.
Proposition 3.29. Let f ∈ S1(ΩD, A), let J ∈ SA and let {1, J, J1, JJ1, . . . , Ju, JJu} be a
splitting basis of A associated with J . Denote {fk,ℓ : ΩD(J) → R}k∈{1,2},ℓ∈{1,...,u} the unique
real-valued functions on ΩD(J) such that fJ =
∑u
ℓ=0(f1,ℓJℓ + f2,ℓJJℓ), where J0 := 1. Define
the CJ-valued functions {fℓ : ΩD(J) → CJ}
u
ℓ=0 by setting fℓ := f1,ℓ + f2,ℓJ , in such a way that
fJ =
∑u
ℓ=0 fℓJℓ. The following assertions are equivalent:
(i) f is slice regular.
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(ii) For each ℓ ∈ {0, 1, . . . , u}, we have
∂f1,ℓ
∂αℓ
=
∂f2,ℓ
∂βℓ
and
∂f1,ℓ
∂βℓ
= −
∂f2,ℓ
∂αℓ
on ΩD(J),
where (α1 + Jβ1, . . . , αn + Jβn) are the coordinates of (CJ)
n.
(iii) For each ℓ ∈ {0, 1, . . . , u}, the function fℓ : ΩD(J)→ CJ is holomorphic, where ΩD(J) and
CJ are equipped with the natural complex structures associated with (left) multiplication
by J .
Proof. Equivalence (ii)⇔ (iii) is evident. Let h ∈ {1, . . . , n}. Bearing in mind Artin’s theorem,
we have
∂αhfJ + J∂βhfJ =
∑u
ℓ=0(∂αhfℓ + J∂βhfℓ)Jℓ.
Thanks to equivalence (i) ⇔ (iii) in Proposition 3.13, we deduce that f is slice regular if and
only if ∂αhfℓ+J∂βhfℓ = 0 on ΩD for all ℓ ∈ {0, 1, . . . , u} and h ∈ {1, . . . , n}. The latter assertion
is in turn equivalent to say that each fℓ is holomorphic. This proves equivalence (i)⇔ (iii) and
completes the proof.
As a consequence, we deduce:
Corollary 3.30. Every slice regular function is real analytic, i.e. SR(ΩD, A) ⊂ C
ω(ΩD, A).
Proof. By Proposition 3.29, if f = I(F ) ∈ SR(ΩD, A) and J ∈ SA, then fJ ∈ C
ω(ΩD(J), A).
By formula (8), it follows that F ∈ Stemω(D,A ⊗ R2
n
) or, equivalently, f ∈ Sω(ΩD, A). Now
Theorem 2.26(ii) ensures that f ∈ C ω(ΩD, A).
3.8 Convergent power series, slice tensor and star products
In the theory of slice functions in one variable, the slice product f · g between slice functions
f = I(F ) and g = I(G) is induced by the usual product between complex numbers on R2 = C.
Indeed, the latter product determines a real algebra structure on A⊗ R2, which coincides with
the tensor product A⊗C. Then such a tensor product is used to compute the pointwise product
FG and, finally, one defines f ·g := I(FG). One of the main features of the slice product f ·g is
revealed by its algebraic nature: if f and g are polynomials or, more generally, convergent power
series in one variable, then f · g coincides with the standard abstract product f ∗ g, sometimes
called star product of f and g in the noncommutative setting, see [9, Section 5].
The real algebra A⊗C⊗n defines the slice tensor product ‘⊙ ’ on slice functions in n variables,
see Definition 2.36. In this way, it is natural to ask whether such a product coincides with the
star product on polynomials and on convergent power series in n-variables as well.
The aim of this section is to answer affirmatively to this question.
Let us review the concept of convergent power series with coefficients in A. A formal power
series s in n indeterminates X = (X1, . . . ,Xn) with coefficients in A is a sequence {aℓ}ℓ∈Nn of
elements of A. We formally write: s(X) =
∑
ℓ∈Nn X
ℓaℓ and X
ℓ = Xℓ11 · · ·X
ℓn
n if ℓ = (ℓ1, . . . , ℓn).
If the set {ℓ ∈ Nn : aℓ 6= 0} is finite, then s is called a (formal) polynomial. Denote A[[X]] =
A[[X1, . . . ,Xn]] the set of all such formal power series. We can add and multiply formal power
series in a standard way: if t(X) =
∑
ℓ∈Nn X
ℓbℓ ∈ A[[X]], then s + t and s ∗ t are the elements
of A[[X]] defined by
(s+ t)(X) :=
∑
ℓ∈Nn X
ℓ(aℓ + bℓ),
(s ∗ t)(X) :=
∑
ℓ∈Nn X
ℓ
(∑
p,q∈Nn, p+q=ℓ apbq
)
.
Given r ∈ R, we can also define the real scalar multiplication sr by (sr)(X) :=
∑
ℓ∈Nn X
ℓ(aℓr).
These operations make A[[X]] a real algebra.
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Assumption 3.31. In what follows, we assume that ‖ · ‖ : A→ R is a norm of A such that
‖x‖ =
√
n(x) for all x ∈ QA, (78)
equivalently, ‖α+ Jβ‖ =
√
α2 + β2 for all α, β ∈ R and J ∈ SA.
Examples of real alternative ∗-algebra A with a norm having property (78) are as follows:
H and O with the usual conjugation xc := x and the usual Euclidean norm; the real Clifford
algebra Rn with signature (0, n), with the Clifford conjugation [17, Definition 3.7], and the usual
Euclidean norm of R2
n
or the Clifford operator norm, as defined in [16, (7.20)].
Assumption 3.31 implies that
SA is compact in A. (79)
Indeed, SA = {I ∈ A : t(I) = 0, n(I) = 1} is closed in A and it is contained in the compact
subset S := {a ∈ A : ‖a‖ = 1} of A.
We say that s(X) =
∑
ℓ∈Nn X
ℓaℓ ∈ A[[X]] is a convergent power series if there exists a real
number M > 0 such that
‖aℓ‖ ≤M
|ℓ| for all ℓ = (ℓ1, . . . , ℓn) ∈ N
n with |ℓ| =
∑n
h=1 ℓh. (80)
Note that such a concept does not depend on the chosen norm of A. Indeed, A has finite real
dimension so all the norms of A are equivalent. Define the real number B := maxx,y∈S ‖xy‖.
Note that B > 0; indeed, B ≥ ‖(1‖1‖−1) · (1‖1‖−1)‖ = ‖1‖−1 > 0. By the very definition of B,
it follows at once that
‖xy‖ ≤ B‖x‖‖y‖ for all x, y ∈ A. (81)
Thanks to the latter inequality, it follows immediately that the set of all convergent power series
is a real subalgebra of A[[X]].
Suppose now that s(X) =
∑
ℓ∈Nn X
ℓaℓ satisfies (80). Let ρ ∈ R with 0 < BρM =: γ < 1
and let Bρ :=
⋂n
h=1{(x1, . . . , xn) ∈ A
n : ‖xh‖ < ρ}. Note that, if x ∈ Bρ and x
ℓaℓ ∈ A is defined
as in Definition 2.7, then ‖xℓaℓ‖ ≤ B
|ℓ|ρ|ℓ|‖aℓ‖ ≤ γ
|ℓ|; consequently, the series
∑
ℓ∈Nn ‖x
ℓaℓ‖ =∑
h∈N(
∑
ℓ∈Nn,|ℓ|=h ‖x
ℓaℓ‖) is dominated by the positive real term series
∑
h∈N(h+1)
nγh, which
converges in R. This proves that, for each x ∈ Bρ, the series
∑
ℓ∈Nn x
ℓaℓ converges in A to a
point s(x). We abuse notation denoting s : Bρ → A the function from Bρ to A, sending x into
s(x). We say that such a function s is a sum of the convergent power series s(X). Note that
the series
∑
ℓ∈Nn x
ℓaℓ converges to s : Bρ → A uniformly on Bρ.
Proposition 3.32. Let s : Bρ → A be a sum of a convergent power series s(X). Then s is a slice
regular function and there exists a unique sequence {aℓ}ℓ∈Nn in A such that s(x) =
∑
ℓ∈Nn x
ℓaℓ.
In particular, this is true if s is a polynomial function.
Proof. Corollary 2.17 ensures that s is a slice function. By Proposition 3.14, the monomial
function Mℓ : Bρ → A, sending x into x
ℓaℓ, is slice regular for each ℓ ∈ N
n. Choose J ∈ SA. By
Proposition 3.13, we know that ∂αhMℓ,J + J∂βhMℓ,J = 0 on B := Bρ ∩ (CJ)
n, where Mℓ,J is the
restriction of Mℓ to B. Since the series
∑
ℓ∈Nn Mℓ,J converges to sJ uniformly on B and both the
series
∑
ℓ∈Nn ∂αhMℓ,J and
∑
ℓ∈Nn ∂βhMℓ,J converge uniformly on B as well, for all h ∈ {1, . . . , n},
we can differentiate sJ term by term obtaining:
∂αhsJ + J∂βhsJ =
∑
ℓ∈Nn(∂αhMℓ,J + J∂βhMℓ,J) = 0
on B. Using Proposition 3.13 again, we deduce that s is slice regular. Finally, note that
aℓ = (ℓ!)
−1Dℓs(0), where Dℓ denotes the partial derivative ∂
|ℓ|/∂αℓ11 · · · ∂α
ℓn
n .
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Remark 3.33. In the polynomial case, the uniqueness assertion in the statement of the preced-
ing result can be improved. Let s : ΩD → A be a polynomial function. If D is open in C
n, then
there exists a unique sequence {aℓ}ℓ∈Nn in A such that the set L := {ℓ ∈ N
n : aℓ 6= 0} is finite
and s(x) =
∑
ℓ∈L x
ℓaℓ on ΩD. As s is a polynomial, s(x) =
∑
ℓ∈L x
ℓaℓ for some finite non-empty
subset L of Nn and for some aℓ in A. Assume s = 0 on ΩD. We have to show that each aℓ is
equal to zero. By Assumption 2.1, we know that D and SA are non-empty. Let J ∈ SA. Let
z = (z1, . . . , zn) ∈ ΩD(J), let ℓ = (ℓ1, . . . , ℓn) ∈ N
n and m = (m1, . . . ,mn) ∈ N
n. Bearing in
mind Artin’s theorem and the fact that the components zh of z commute each other, we have
that zℓaℓ = [(z
ℓh
h )
n
h=1, aℓ] = (z
ℓ)aℓ and the complex derivative DmsJ : ΩD(J)→ A of sJ is well-
defined and it is equal to
∑
ℓ∈Nn
ℓ!
(ℓ−m)! (z
ℓ−m)aℓ, where DmsJ := ∂
|m|sJ/∂z
m1
1 · · · ∂z
mn
n . Since
sJ = 0 on ΩD(J), the same is true for each complex derivative DmsJ , i.e. DmsJ = 0 on ΩD(J).
We prove by induction on the cardinality of L that aℓ = 0 for all ℓ ∈ L. If L is the singleton
{ℓ}, then aℓ = DℓsJ = 0. Suppose L contains at least two elements. Choose m ∈ L such that
|m| ≥ |ℓ| for all ℓ ∈ L. Since DmsJ
m! = am, we have that am = 0 and sJ(z) =
∑
ℓ∈L\{m}(z
ℓ)aℓ.
The cardinality of L \ {m} is l − 1 so by induction all aℓ = 0. 
Definition 3.34. Let s : Bρ1 → A and t : Bρ2 → A be sums of convergent power series
s(X) and t(X), respectively. Let {ap}p∈Nn and {bq}q∈Nn be the unique sequences in A such that
s(X) =
∑
p∈Nn X
pap and t(X) =
∑
q∈Nn X
qbq, see Proposition 3.32. Given a sum s∗t : Bρ3 → A
of the convergent power series (s ∗ t)(X), we say that s ∗ t is a star product of s and t.
Suppose that D is open in Cn, and s, t : ΩD → A are polynomial functions. Let {ap}p∈Nn and
{bq}q∈Nn be the unique sequences in A such that s(X) =
∑
p∈Nn X
pap and t(X) =
∑
q∈Nn X
qbq,
see Remark 3.33. The star product s ∗ t : ΩD → A of s and t is defined as for s(X) and t(X),
that is (s ∗ t)(x) :=
∑
ℓ∈Nn x
ℓ(
∑
p,q∈Nn, p+q=ℓ apbq). 
Proposition 3.35. The following hold.
(i) Let s, t : Bρ → A be sums of convergent power series and let s ∗ t : Bρ′ → A be a star
product of s and t with 0 < ρ′ ≤ ρ. Then s⊙ t = s ∗ t on Bρ′.
(ii) Let s, t : ΩD → A be polynomial functions. Suppose D is open in C
n. Then s ⊙ t = s ∗ t
on ΩD. In particular, given any ℓ,m ∈ N
n and a, b ∈ A, we have:
(xℓa)⊙ (xmb) = (xℓa) ∗ (xmb) = xℓ+m(ab) on ΩD. (82)
Proof. Let us start proving (ii). Equip S(ΩD, A) with the slice tensor product ‘⊙ ’. Write ‘ · ’ in
place ‘⊙ ’ for short. Let ℓ = (ℓ1, . . . , ℓn) and m = (m1, . . . ,mn). Since the slice tensor product
is hypercomplex, we can apply Lemma 2.43. As a consequence, in order to complete the proof,
it suffices to show that (x•ℓ · a) · (x•m · b) = x•ℓ+m · (ab). Let h ∈ {1, . . . , n}. Note that the
stem function F = F∅ + ehFh inducing x
•ℓh
h has real-valued components F∅ and Fh. The same
is true for x•mhh . By Lemma 2.49, it follows at once that x
•ℓh
h and x
•mh
h belong to the center of
S(ΩD, A). Consequently, it holds x
•ℓ · x•m = x•ℓ+m and
(x•ℓ · a) · (x•m · b) = (x•ℓ · x•m) · (ab) = x•ℓ+m · (ab).
This proves (82) and hence point (ii). Passing (ii) to the limit, we obtain (i).
3.9 Slice regular functions and ordered analyticity
Let ‖ · ‖ : A → R be a norm of A satisfying Assumption 3.31, let ρ ∈ R with ρ > 0 and let
Bρ :=
⋂n
h=1{(x1, . . . , xn) ∈ A
n : ‖xh‖ < ρ}, as in Section 3.8.
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Theorem 3.36. A function f : Bρ → A is slice regular if and only if f is a sum of a convergent
power series
∑
ℓ∈Nn X
ℓaℓ with coefficients in A. Moreover, if f is slice regular, then
aℓ = (ℓ!)
−1∂ℓf(0)
for all ℓ = (ℓ1, . . . , ℓn) ∈ N
n, where ∂ℓ is the derivative ∂
|ℓ|/∂xℓ11 · · · ∂x
ℓn
n obtained by composing
in any order ℓ1-times ∂/∂x1, ℓ2-times ∂/∂x2, . . ., ℓn-times ∂/∂xn.
Proof. By Proposition 3.32, if f(x) =
∑
ℓ∈Nn x
ℓaℓ on Bρ, then f is slice regular. Suppose that
f is slice regular. Let J ∈ SA, let {1, J, J1, JJ1, . . . , Ju, JJu} be a splitting basis of A associ-
ated with J and let {fh : Bρ(J) → CJ}
u
h=1 be the family of CJ -complex functions such that
fJ =
∑u
h=0 fhJh, where J0 := 1. By Proposition 3.29, we know that each fh is holomorphic.
As a consequence, each fh is the sum of a (unique) series
∑
ℓ∈Nn x
ℓaℓ,h with coefficients in CJ ,
converging totally on compact subsets of Bρ(J) in the sense that
∑
ℓ∈Nn maxx∈C ‖x
ℓaℓ,h‖ < +∞
for all compact subsets C of Bρ(J). Set aℓ :=
∑u
h=0 aℓ,hJh. Bearing in mind Artin’s theorem,
we deduce that fJ is the sum of the series
∑
ℓ∈Nn
xℓaℓ, converging totally on compact subsets of
Bρ(J). In particular, if Mℓ : Bρ → A denotes the monomial function x
ℓaℓ for each ℓ ∈ N
n, then
QC :=
∑
ℓ∈Nn maxx∈C ‖Mℓ(x)‖ is finite for all compact subsets C of Bρ(J). Choose arbitrarily
a non-empty circular compact subset C∗ of Bρ and let C := C
∗ ∩ (CJ)
n ⊂ Bρ(J). Let x = (α1+
Jβ1, . . . , αn + Jβn) ∈ C and let y = (α1+ I1β1, . . . , αn+ Inβn) ∈ C
∗ for some I = (I1, . . . , In) ∈
(SA)
n. By (79), we know that SA is compact in A so L := max{‖1‖,maxa∈SA ‖a‖} is a positive
real number. Let B be a positive real number with property (81). Let ℓ ∈ Nn. By repre-
sentation formula (7), we have that Mℓ(y) = 2
−n
∑
K,H∈P(n)(−1)
|K∩H|[IK , [J
−|K|,Mℓ(x
c,H)]].
Consequently,
‖Mℓ(y)‖ ≤ 2
−n
∑
K,H∈P(n)(BL)
|K|+1‖Mℓ(x
c,H)‖ ≤
≤ 2−n(BL)n+1
∑
K∈P(n)
(∑
H∈P(n) ‖Mℓ(x
c,H)‖
)
≤
≤ (BL)n+1
∑
H∈P(n) ‖Mℓ(x
c,H)‖
and hence
maxy∈C∗ ‖Mℓ(y)‖ ≤ (BL)
n+1
∑
H∈P(n)maxx∈C ‖Mℓ(x
c,H)‖ =
= (BL)n+1
∑
H∈P(n)maxx∈C ‖Mℓ(x)‖ =
= 2n(BL)n+1maxx∈C ‖Mℓ(x)‖.
As a consequence, we deduce:∑
ℓ∈Nn maxy∈C∗ ‖Mℓ(y)‖ ≤ 2
n(BL)n+1QC < +∞.
This proves that the series
∑
ℓ∈Nn x
ℓaℓ converges to a function s : Bρ → A, totally on compact
subsets of Bρ. Since f and s are slice functions which coincide on Bρ(J), f and s coincide
on the whole Bρ by Corollary 2.13. Finally, differentiating s term by term, we obtain that
∂ℓf(0) = ∂ℓs(0) = ℓ!aℓ. We are done.
3.10 Cauchy integral formula for slice regular functions
Throughout this section, we suppose Assumption 3.1 is true, i.e. D is open in Cn. Moreover, we
fix J ∈ SA.
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3.10.1 Some preparations
Recall that φJ : C→ CJ is the real algebra isomorphism φJ(α+ iβ) := α+Jβ. Choose bounded
open subsets E′1, . . . , E
′
n of C invariant under complex conjugation and with C
1 boundaries
∂E′1, . . . , ∂E
′
n. Let h ∈ {1, . . . , n}. Define Eh := φJ(E
′
h) and ∂Eh := φJ(∂E
′
h). Note that
∂Eh is the boundary of Eh in CJ . Moreover, ∂Eh is the disjoint union of a certain finite
number, say ch, of connected components, each homeomorphic to the circumference S
1. Choose
a C 1 parametrization ξh : Th → ∂Eh of ∂Eh. Here Th is the disjoint union of ch intervals of
the form {[ah,l, bh,l]}
ch
l=1, {ξh([ah,l, bh,l])}
ch
l=1 is the family of all connected components of ∂Eh,
ξh(ah,l) = ξh(bh,l) for all l ∈ {1, . . . , ch}, and each restriction of ξh to [ah,l, bh,l) is injective.
Consider the open subset E of (CJ)
n and its distinguished boundary ∂∗E given by
E := E1 × . . .× En and ∂
∗E := (∂E1)× . . .× (∂En).
Define
Ω(E) := ΩE′1×...×E′n .
Note that E = Ω(E) ∩ (CJ)
n, i.e. Ω(E) is the smallest circular set containing E. Denote
cl(Ω(E)) the closure of Ω(E) in (QA)
n.
Given v = (v1, . . . , vn) ∈ (CJ)
n and K ∈ P(n), we define the element vcK of A by setting
vcK :=
{
1 if K = ∅,∏
h∈K(vh)
c if K 6= ∅.
Let T := T1 × · · · × Tn. We define the maps ξ : T → ∂
∗E and ξ˙ : T → CJ by
ξ(t) := (ξ1(t1), . . . , ξn(tn)) and ξ˙(t) := ξ˙1(t1) · · · ξ˙n(tn)
for all t = (t1, . . . , tn) ∈ T , where ξ˙h(th) ∈ CJ denotes the derivative of ξh at th in CJ , and
ξ˙1(t1) · · · ξ˙n(tn) the product of the ξ˙h(th)’s in CJ or, equivalently, in A. Given any K ∈ P(n),
we define also the function ξcK : T → CJ by ξ
c
K(t) := (ξ(t))
c
K , i.e.,
ξcK(t) :=
{
1 if K = ∅,∏
h∈K(ξh(th))
c if K 6= ∅,
for all t = (t1, . . . , tn) ∈ T .
We need also two variants of Definition 2.4. Let C : {1, . . . , n} → A be any function and let
a ∈ A. We define the elements [C, a] and [C] of A by setting
[C, a] := C(1)
(
C(2)
(
· · ·
(
C(n− 1)
(
C(n)a
))
. . .
))
and
[C] := [C, 1] = C(1)
(
C(2)
(
· · ·
(
C(n− 1)C(n)
)
. . .
))
.
In addition, given any map C : {1, . . . , n} → S(Ω(E), A), we define the slice functions [C, a] and
C in S(Ω(E), A) by setting
[C, a]⊙ := C(1) ⊙
(
C(2)⊙
(
· · · ⊙
(
C(n− 1)⊙
(
C(n)⊙ a
))
. . .
))
and
[C]⊙ := [C, 1]⊙ = C(1)⊙
(
C(2)⊙
(
· · · ⊙
(
C(n− 1)⊙ C(n)
)
. . .
))
;
here a (in particular 1) is identified with the function Ω(E)→ A constantly equal to a.
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Recall that, given any q ∈ QA, the function ∆q : QA → A is the characteristic polynomial of
q, i.e. ∆q(p) := p
2 − 2Re(q)p + n(q). Denote Γn the non-empty open subset of (QA)
n × (QA)
n
defined by
Γn :=
⋂n
h=1{(x, y) = ((x1, . . . , xn), (y1, . . . , yn)) ∈ (QA)
n × (QA)
n : ∆yh(xh) 6= 0}, (83)
and Γn(J) the non-empty open subset of (QA)
n × (CJ)
n given by
Γn(J) := Γn ∩ ((QA)
n × (CJ)
n). (84)
3.10.2 The general case
Let y = (y1, . . . , yn) ∈ ∂
∗E. For each h ∈ {1, . . . , n}, let Cy,h : Ω(E)→ A be the Cauchy kernel
in the variable xh w.r.t. yh, i.e. the slice function defined as follows:
Cy,h(x) := ∆yh(xh)
−1(ych − xh) for all x = (x1, . . . , xn) ∈ Ω(E), (85)
where ych := (yh)
c and ∆yh(xh)
−1 is the inverse of ∆yh(xh) in CJ or, equivalently, in A. We
define Cy : {1, . . . , n} → S(Ω(E), A) by
Cy(h) := Cy,h for each h ∈ {1, . . . , n}. (86)
Definition 3.37. Let S be any subset of An containing ∂∗E and let g : S → A be any function.
We define the function Cg : Ω(E)× T → A by setting
Cg(x, t) := [Cξ(t), ξ˙(t)J
−ng(ξ(t))]⊙(x).  (87)
Remark 3.38. For each t ∈ T , the function Ω(E) → A, x 7→ Cg(x, t) is slice regular. This
follows immediately from Proposition 3.26 and the fact that each function Cξ(t),h : Ω(E) → A
and the constant function Ω(E)→ A, x 7→ ξ˙(t)J−ng(ξ(t)) are slice regular. 
Our general Cauchy integral formula reads as follows.
Theorem 3.39. Let f : ΩD → A be a slice regular function. Suppose that cl(Ω(E)) ⊂ ΩD.
Then
f(x) = (2π)−n
∫
T
Cf (x, t) dt for all x ∈ Ω(E), (88)
where dt = dt1 · · · dtn.
Proof. Let {1, J, J1, JJ1, . . . , Ju, JJu} be a splitting basis of A, see above Section 3.7. Write
fJ : E → A as follows: fJ =
∑u
ℓ=0 fℓJℓ for some (unique) functions fℓ : E → CJ . By Proposition
3.29, we know that each fℓ is holomorphic. In this way, given any x = (x1, . . . , xn) ∈ E, we can
apply the classical Cauchy formula to fℓ obtaining
fℓ(x) = (2πJ)
−n
∫
∂∗E
fℓ(y)
(y1 − x1) · · · (yn − xn)
dy1 · · · dyn =
= (2π)−n
∫
∂∗E
Cy,1(x) · · · Cy,n(x)J
−nfℓ(y) dy1 · · · dyn =
= (2π)−n
∫
T
Cξ(t),1(x) · · · Cξ(t),n(x)J
−nfℓ(ξ(t))ξ˙(t) dt =
= (2π)−n
∫
T
Cξ(t),1(x) · · · Cξ(t),n(x)ξ˙(t)J
−nfℓ(ξ(t)) dt.
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Thanks to Artin’s theorem, we deduce
fJ(x) =
u∑
ℓ=0
(
(2π)−n
∫
T
Cξ(t),1(x) · · · Cξ(t),n(x)ξ˙(t)J
−nfℓ(ξ(t)) dt
)
Jℓ =
= (2π)−n
∫
T
Cξ(t),1(x) · · · Cξ(t),n(x)ξ˙(t)J
−nf(ξ(t)) dt.
Choose t ∈ T and define ψt ∈ S(Ω(E), A) by ψt(x) := Cf (x, t). Bearing in mind Lemma 2.47,
Proposition 2.48 and Definition 3.37, we have:
(ψt)J =
(
[Cξ(t), ξ˙(t)J
−nf(ξ(t))]⊙
)
J
=
=
(
(Cξ(t),1 ⊙ · · · ⊙ Cξ(t),n)⊙ (ξ˙(t)J
−nf(ξ(t)))
)
J
=
= (Cξ(t),1)J · · · (Cξ(t),n)J ξ˙(t)J
−nf(ξ(t)).
This proves that Cf (x, t) = ψt(x) = Cξ(t),1(x) · · · Cξ(t),n(x)ξ˙(t)J
−nf(ξ(t)) for all (x, t) ∈ E × T .
As a consequence, we have:
fJ(x) = (2π)
−n
∫
T
Cf (x, t) dt for all x ∈ E.
Thanks to Corollary 2.13, in order to complete the proof, it suffices to show that the function
ΩE → A, x 7→
∫
T
ψt(x) dt =
∫
T
Cf (x, t) dt is a slice function. Define J := (J, . . . , J) ∈ (SA)
n.
Choose w = (α1 + Jβ1, . . . , αn + Jβn) ∈ E and x = (α1 + L1β1, . . . , αn + Lnβn) ∈ ΩD for some
L = (L1, . . . , Ln) ∈ (SA)
n. By representation formula (7), we know that
ψt(x) = 2
−n
∑
K,H∈P(n)(−1)
|K∩H|[JK , [L
−1
K , ψt(w
c,H)]]
for all t ∈ T . Hence, it holds:∫
T
ψt(x) dt =
∫
T
(
2−n
∑
K,H∈P(n)(−1)
|K∩H|[JK , [L
−1
K , ψt(w
c,H)]]
)
dt =
= 2−n
∑
K,H∈P(n)(−1)
|K∩H|[JK , [L
−1
K ,
∫
T
ψt(w
c,H) dt]].
Corollary 2.16 implies that the function ΩE → A, x 7→
∫
T
ψt(x) dt =
∫
T
Cf (x, t) dt is slice, as
desired.
Remark 3.40. As a byproduct of the preceding proof, we have that
Cf (x, t) = Cξ(t),1(x) · · · Cξ(t),n(x)ξ˙(t)J
−nf(ξ(t))
for all (x, t) ∈ E × T . 
Our next aim is to write Cf in term of pointwise products of A-valued functions.
For each (x, y) = ((x1, . . . , xn), (y1, . . . , yn)) ∈ Γn(J) and for each K ∈ P(n), we denote
C(x, y,K) : {1, . . . , n} → A the function given by
C(x, y,K)(h) :=
{
(∆yh(xh))
−1 if h ∈ K,
(∆yh(xh))
−1xh if h 6∈ K.
(89)
Theorem 3.41. Let f : ΩD → A be a slice regular function. Suppose that cl(Ω(E)) ⊂ ΩD.
Then
Cf (x, t) =
∑
K∈P(n)(−1)
n−|K|
[
C(x, ξ(t),K), ξcK(t)ξ˙(t)J
−nf(ξ(t))
]
(90)
for each (x, t) ∈ Ω(E)× T .
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Proof. Let t = (t1, . . . , tn) ∈ T , let ψt : Ω(E) → A be the function ψt(x) := Cf (x, t), let
y = (y1, . . . , yn) := (ξ1(t1), . . . , ξn(tn)) ∈ ∂
∗E and let a := ξ˙(t)J−nf(ξ(t)). Thanks to Remark
3.40 and Artin’s theorem, given any x ∈ E, we have that
ψt(x) = Cξ(t),1(x) · · · Cξ(t),n(x)ξ˙(t)J
−nf(ξ(t)) =
(yc1 − x1) · · · (y
c
n − xn)
∆y1(x1) · · ·∆yn(xn)
a =
=
∑
K∈P(n) y
c
K
∏
h∈{1,...,n}\K(−xh)
∆y1(x1) · · ·∆yn(xn)
a = (91)
=
∑
K∈P(n)(−1)
n−|K|
(∏
h∈K ∆yh(xh)
−1
)(∏
h∈{1,...,n}\K ∆yh(xh)
−1xh
)
ycKa =
=
∑
K∈P(n)(−1)
n−|K|
[
C(x, ξ(t),K), ycKa].
Since ψt is a slice function, in order to complete the proof, it is sufficient to show that the
function φK : Ω(E) → A, sending x into [C(x, ξ(t),K), y
c
Ka], is slice for all K ∈ P(n). Indeed,
if this is true, then the function
∑
K∈P(n)(−1)
n−|K|φK is slice as well, and by Corollary 2.13
we are done. Let K ∈ P(n). Note that, for each h ∈ {1, . . . , n}, the functions Ω(E) → A,
x = (x1, . . . , xn) 7→ ∆yh(x
c
h) and Ω(E)→ A, x = (x1, . . . , xn) 7→ ∆yh(x
c
h)xh are slice preserving
and h-reduced. Consequently, an iterated application of Proposition 2.52 implies that φK is the
iterated slice tensor product of n+ 1 slice functions, which is a slice function as well.
The proof is complete.
Remark 3.42. Repeating the chain of equalities (91) with a = 1, we deduce that
Cy,1(x) · · · Cy,n(x) =
∑
K∈P(n)(−1)
n−|K|
[
C(x, y,K), ycK ]
for all (x, y) ∈ E × ∂∗E. 
3.10.3 The associative case
Recall the definition of Cy for each y ∈ ∂
∗E, given in (86).
Definition 3.43. We define the slice Cauchy kernel for E as the function C : Ω(E)×∂∗E → A
given by
C(x, y) := [Cy]⊙(x).  (92)
Remark 3.44. For each y ∈ ∂∗E, the function Ω(E) → A, x 7→ C(x, y) is slice regular, see
Remark 3.38. 
Given two continuous functions p, q : ∂∗E → A, if A is associative, then we define∫
∂∗E
p(y)dyq(y) :=
∫
T
p(ξ(t))ξ˙(t)q(ξ(t)) dt.
In the associative setting our Cauchy integral formula assumes a quite familiar form.
Theorem 3.45. Let f : ΩD → A be a slice regular function. Suppose that cl(Ω(E)) ⊂ ΩD. If A
is associative then
f(x) = (2π)−n
∫
∂∗E
C(x, y)J−ndyf(y) for all x ∈ Ω(E), (93)
and the slice Cauchy kernel C can be expressed in terms of pointwise products as follows:
C(x, y) =
∑
K∈P(n)(−1)
n−|K|[C(x, y,K), ycK ] (94)
for all (x, y) ∈ Ω(E)× ∂∗E.
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Proof. Thanks to Remark 3.42, for all y ∈ ∂∗E, the slice functions Ω(E)→ A, x 7→ C(x, y) and
Ω(E) → A, x 7→
∑
K∈P(n)(−1)
n−|K|[C(x, y,K), ycK ] are equal on E. By Corollary 2.13, they
coincide on the whole Ω(E). This proves (94). Since A is associative, (90) and (94) imply that
Cf (x, t) = C(x, ξ(t))ξ˙(t)J
−nf(ξ(t)) for all (x, t) ∈ Ω(E)×T . Consequently, the right hand sides
of formulas (88) and (93) coincide.
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