Abstract. Let F be a eld of q = p n elements, where p is prime. We present two new probabilistic algorithms for factoring polynomials in F X] that make particularly e cient use of random bits.
Introduction
Let F be a nite eld with q elements, where q = p n and p is prime. Consider the problem of factoring polynomials f 2 F X] into irreducible factors. There are no known deterministic polynomial-time procedures for this problem, though there are e cient methods that use random numbers. We will present two algorithms that are easy to implement and make particularly e cient use of these random numbers. In particular, they require no randomness beyond an initial seed about as long as the input, and the probability of their not obtaining complete factorizations is exponentially small.
Berlekamp's factoring algorithm runs in time polynomial in deg f and q (Berlekamp (1970) ). Thus, for bounded values of q, this is a polynomial-time algorithm. If q is arbitrary, however, Berlekamp's algorithm requires an exhaustive search through the eld F and this takes exponential time. To avoid this, various probabilistic polynomial-time factoring algorithms have been invented (Berlekamp (1970) , Cantor & Zassenhaus (1981) , Rabin (1980) , Ben-Or (1981) ). When endowed with the ability to ip coins, i.e. access to a source of independent, unbiased random bits, they are e cient and reliable.
In this paper we adopt the view that random bits are a scarce resource, and seek factoring algorithms that use this resource e ciently. There are two reasons for our point of view. First, a careful analysis of exactly where and how much randomness is required to solve a particular problem may produce valuable new insight into the problem. Second, whether polynomial-time computation bene ts from randomness is an open question. One could conceivably resolve this in the negative by reducing the randomness requirement to zero. Our results may lead in this direction.
To make our view precise, we introduce a formal de nition of random bit usage that was proposed in Shoup (1987) .
First, we adopt the following idealization of probabilistic computation. On input x, an algorithm A computes its random bit requirement b(x) (the time to compute b(x) and its value are polynomially bounded in jxj, the length of x). A then is supplied with a random bit string of length b(x), and after time bounded by a polynomial in jxj, it outputs an answer or the special symbol \?", signifying failure. We assume the failure probability (x) is less than a xed constant (1=2, say), and that if A succeeds in producing an answer, it is correct. Following Babai, we call such an algorithm a Las Vegas algorithm (see Johnson (1984) ).
The measure we shall use to estimate random bit usage is the function h(x) de ned by
if (x) is nonzero and zero otherwise. h(x) is called the half-cost of A on input x; it measures the relationship between the random bit consumption and the failure probability in an invariant fashion. In particular, it does not change if we iterate algorithm A to reduce the failure probability.
Intuitively, the half-cost measures the number of random bits required to cut the failure probability in half, provided we buy random bits \in bulk." Since b(x) is polynomial in jxj, so is h(x). If (x) > 0, then (x) 2 ?b(x) , so h(x) 1. Therefore, the best non-zero half-cost we could hope for is h(x) = O(1). If h(x) H for all x, then (x) 2 ?b(x)=H , i.e., the failure probability is exponentially small in the number of random bits used.
Previously, Bach (1987) described a constant half-cost Las Vegas algorithm for nding square roots modulo primes. In this paper we extend this result and give two constant half-cost Las Vegas algorithms for polynomial factoring. The rst is based on Berlekamp's algorithm and an extension described in Cantor & Zassenhaus (1981) . Given a polynomial f of degree d in F X], it produces a complete factorization of f using d log 2 p random bits, obtaining a failure probability bound of 1=p (1? ) 1 2 d . This implies a half-cost bound of 2=(1 ? ) (here , 0 < < 1, controls the tradeo between running time and failure rate). The second algorithm is based on the distinct degree factorization method (a so-called \folk" method) and improvements to this method described in Cantor & Zassenhaus (1980) . It uses d log 2 q random bits, obtaining a failure probability bound of 1=q (1? ) 1 4 d . This implies a half-cost bound of 4=(1 ? ). We do not claim that the rst algorithm is necessarily superior to the second in practice, since the half-cost bounds contain an arbitrary parameter and randomness may not be the only resource of interest.
Both of these algorithms are e cient and easy to implement. The usual approach searches for a \splitting polynomial" h for which gcd(F(h); f) 6 = 1; f (F is an easily computable function) and tries many independently chosen values of h. Our approach is to choose a seed at random and then deterministically generate a simple sequence that with very high probability contains a splitting polynomial. In particular, no sophisticated pseudo-random number generator is required. We describe these algorithms in sections 2 and 3, respectively. In section 4, we brie y discuss some implementation details.
Modi cations of the Berlekamp Algorithm
Recall that F is a nite eld with q = p n elements, where p is prime. We assume that we are given a concrete representation F = ZZ p ( ), where is a root of an irreducible polynomial over ZZ p of degree n.
Let f be a polynomial of degree d in F X] that we wish to factor. The rst step of Berlekamp's algorithm is to obtain a polynomial f that has the same irreducible factors as f, but with each factor occurring only once, i.e. f is squarefree. This is easily done (see, e.g., Knuth (1981) , p. 421). So without loss of generality we will assume that the polynomial f is squarefree to begin with. Let f = f 1 f r be the complete factorization of f.
F contains ZZ p as a sub eld. Furthermore, F is an n-dimensional ZZ p -vector space with 1; ; : : :; n?1 forming a basis. The ring F X]=(f) is an F-vector space of dimension d with the residues mod f of 1; : : :; X d?1 forming a basis. Therefore, F X]=(f) is an nd-dimensional ZZ pvector space with the residues mod f of i X j (i = 0; : : :; n ? 1; j = 0; : : :; d ? 1) forming a basis.
Throughout the rest of this section, we purposefully blur the distinction between a polynomial and its residue mod f. Now, by the Chinese Remainder Theorem, we have an isomorphism
For simplicity, we identify F X]=(f) with its isomorphic image, and call the residues Then, we initialize a set S = ffg; and iteratively re ne it as follows: for each h ij we consider eacĥ f in S in turn, and compute gcd(h ij ;f); if this is a proper divisor v off, we replacef in S by v andf=v. Any pair of factors f s ; f t must be separated by this procedure, since there must be some ? w s will serve to separate f s and f t .
For large p, we can use a probabilistic method described in Cantor & Zassenhaus (1981) that goes as follows. Choose a random element h of R (this is easy as we have a ZZ p -basis for R). In (note p is odd) and try to split f with u ? 1 and u. Let be the quadratic character on ZZ p . The probability that neither gcd(u?1; f) nor gcd(u; f) split f is the probability that (a 1 ) = = (a r ), since each component of u is 0, 1, or ?1. This probability is asymptotic to 1=2 r?1 as p ! 1. Using this method, we can construct a Las Vegas algorithm to completely factor f, but it will not have a constant half-cost. Indeed, if f = f 1 f 2 , the probability that u splits f is about 1=2, leading to a half-cost near 2 log 2 p.
We now give a modi cation of this algorithm that does have a constant half-cost for su ciently large p.
Algorithm 2.1. Input: f. Output: The set of irreducible factors of f.
(1) Construct the basis ! (1) ; : : :; ! (r) for R over ZZ p as described in paragraph 4 of this section. We now analyze the failure probability and half-cost of this algorithm. For xed s and t, 1 s < t r, let P st be the probability that one iteration of step 3 of algorithm 2.1 fails to separate f s and f t . We state the principal result of this section. Theorem 2.2. We have P st log 2 p p 1=2 :
From this a half-cost bound (Corollary 2.5, below) easily follows. Before proving this we will need two lemmas, the rst of which is proved in Schmidt (1976 Proof. Since and are distinct, if such a polynomial were a square, then for distinct j 1 ; : : :; j w between 1 and k, j 1 = j 2 j 2 = j 3 . . . j w?1 = j w j w = j 1 :
But this implies that P j = P j , so either = or P j = 0. The rst is impossible, and the last cannot be true because
The last inequality follows from the fact that k = d = (a; b; : : :) for which a 6 = b. If either a or b are zero, then h i0 will separate f 1 and f 2 , provided x 6 = 0. Otherwise, if (a) 6 = (b), where is the quadratic character, h i0 ? 1 will separate f 1 and f 1 , again, provided x 6 = 0. In either case, we have P 12 1=p, so we can assume that a and b are nonzero and that (ab) = 1.
For any 1 j k, we cannot have 0 = ax + j = bx + j, and if either ax + j or bx + j are zero, then h ij will separate f 1 and f 2 . So if we fail to separate f 1 and f 2 , there must exist nonzero y 1 ; : : :; y k in ZZ p such that (ax + 1)(bx + 1) = y (x + j=a) e j (x + j=b) e j :
In this last expression, the term corresponding to e 1 = = e k = 0 is p. For the other terms, we can get an upper bound on the magnitude of the character sums appearing therein using lemmas We divide this by 2 k to obtain a bound on the number of x for which there exist nonzero z 1 ; : : :; z k satisfying ( ), and then divide by p to obtain a bound on the probability P 12 . This produces
The right hand side of this inequality is asymptotic to (the inequality holds for any > 0 provided p is su ciently large).
Proof. Since the iterations of step 3 are independent, the probability of not separating any xed pair of factors is at most The number of random bits used by algorithm 2.1 is essentially d log 2 p, so Corollary 2.5 implies that the half-cost is no more than 2=(1 ? ), since for small p, we can resort to the deterministic version of Berlekamp's algorithm. This bound is valid even using the approximate uniform distribution described in section 4.
We note an interesting consequence of theorem 2.2, due to the second author and worked out more fully in Shoup (1988) . Since P st log 2 p= p p, if more than p p log 2 p di erent values of x are used in step (3a) of algorithm 2.1, one of them must split f. Hence the time required to deterministically factor a polynomial over a nite eld of characteristic p is at most a polynomial in the length of the input polynomial, times p p.
Modi cations of the Cantor/Zassenhaus Algorithm
Again, F is a nite eld with q = p n elements, and we want to factor f 2 F X] of degree d. As in section 2, we assume that f is square free. The rst step of the Cantor/Zassenhaus algorithm is to perform \distinct degree factorization," that is, obtain factors f
; : : :; f (m) of f such that (1) each f (i) is the product of r i distinct irreducible polynomials of degree e i , and (2) each irreducible factor of f appears in some f (i) . This can be done in polynomial time by using the fact that X q a ? X is the product of all monic irreducible polynomials whose degrees divide a. See Cantor & Zassenhaus (1981) for details.
In this section, our analysis will involve several rings and elds, and it will be important to be explicit about the algebraic structures and homomorphisms under discussion. In particular, for g; h 2 F X], we will use the notation g] h to denote the image of g in F X]=(h).
We rst discuss factoring f = f 1 f r where the f i 's are distinct irreducible polynomials of degree e. We consider the case where p is odd in detail, and then sketch the di erences for the case where p = 2.
By the Chinese Remainder Theorem, we have an isomorphism
F X]=(f r ): Let be the quadratic character on E. The probability that neither gcd(u ? 1; f) nor gcd(u; f) split f is the probability that (a 1 ) = = (a r ), which is asymptotic to 1=2 r?1 . Using this approach, we can construct a Las Vegas algorithm for factoring f, but it will certainly not have a constant half-cost.
We now give a new algorithm for factoring a polynomial f of this restricted type. Along with f, it is given as input an \iteration parameter" . We assume a canonical enumeration C 1 ; C 2 ; : : : of polynomials over F of degree < e. Algorithm 3.1. Input: f; . Output: the set of irreducible factors of f.
(1) Let k = dlog 2 Qe, and S = ffg.
(2) Repeat steps 3a-3c times. We want to get a bound on the probability that algorithm 3.1 fails to completely factor f. For xed s and t, 1 s < t r, let P st denote the probability that one iteration of step 3 fails to separate f s and f t .
Theorem 3.2. We have
Proof. Without loss of generality assume that s = 1; t = 2. We have an isomorphism of F X]=(f 1 f 2 ) onto E 2 which sends h] f 1 f 2 to ( 1 ( h] f 1 ); 2 ( h] f 2 )). We identify F X]=(f 1 f 2 ) with its isomorphic image. As h ranges over all polynomials of degree < 2e, it ranges over a complete residue system mod f 1 f 2 . So if h is chosen at random, then in component notation, h] f 1 f 2 = (x; y), where x and y are randomly chosen elements of E. Thus, P 12 is no more than the probability that for i = 1; : : :; k, (x+a i ) = (y+b i ); where we choose x; y 2 E at random. Let P 0 12 be the probability that for i = 1; : : :; k, (x + a i ) = (y + b i ) 6 = 0:
Then P 12 k=Q 2 + P 0 12 . Now, P 0 12 is the probability that there exist nonzero z 1 ; : : :; z k in E such We divide this quantity by 2 k to obtain a bound on the number of x; y for which there exist nonzero z 1 ; : : :; z k satisfying ( ), and by Q 2 to obtain a bound on P 0 12 . We now consider the case q = 2 n . We will assume that F contains a primitive cube root of unity !. If this is not the case, we can construct the quadratic extension of F using the polynomial ! 2 + ! + 1, factor f in this extension eld, and then, if necessary, multiply conjugates together to obtain the factorization of f over the original eld.
We now modify algorithm 3.1 to handle this case.
Step (1) is changed so that k = dlog 3 Qe.
Step (3b) is changed so that
In step (3c), we compute gcd(u i ;f), gcd(u i + 1;f) and gcd(u i + !;f).
We can prove an analog of theorem 3.2 for this modi ed algorithm. LetP st be the probability that one iteration of step 3 of this modi ed algorithm fails to separate f s and f t . We can estimate the number of solutions by using the fact that for xed c 2 E, the number of z 2 E satisfying z 3 = c is 1 + (c) + (c 2 ), where is a multiplicative character of order 3 on E. Using algorithm 3.1, we now describe an algorithm for factoring any polynomial f in F X] of degree d. The basic idea is to perform distinct degree factorization, and then apply algorithm 3.1 to each of the resulting factors. To analyze this algorithm, we will ignore those f (i) with r i = 1, since they are completely factored already. Therefore, to simplify the discussion, we will assume that r i 2 for each i = 1; : : :; m. We also assume that e 1 < e 2 < < e m .
Lemma 3.5. Let 0 < < 1 be a constant. Then there exists another constant C, depending on , such that for i = 1; : : :; m, the probability that algorithm 3.4 fails to completely factor f (i) is less than 1 q (1? ) 1 4 d ; provided q e i > C.
Proof. The probability that f (i) is not completely factored is no more than the sum over all s and t, 1 s < t r i , of P st . By theorems 3.2 and 3.3, this is at most Now, let 0 < < 1 be a constant. Then there exists a constant C such that Q i > C implies 9(log 2 Q i ) 2 Q i . In this case, the failure probability is no more than 1=q
(1? )e i i : We have d = (2e i ) i + i , where 0 i < 2e i . Since d 2e i , it follows that (2e i ) i > d=2, and hence e i i > d=4. The lemma follows immediately.
For xed , we modify algorithm 3.4 as follows. If q e i C, then we factor f (i) deterministically by brute force examination of all monic polynomials of degree e i , of which there are no more than C. Otherwise, we use algorithm 3.1. The failure probability bound in lemma 3.5 now holds unconditionally. Note that this bound holds even using the approximate distribution for described in section 4. Proof. Summing over all i = 1; : : :; m, we see that the probability of failing to factor some f (i) is at most m=q : Now, the quantity on the right hand side goes to zero as m ! 1, and so it is bounded by some constant D.
We modify algorithm 3.4 so that if q e m D, then we factor f by brute force. The failure probability bound in lemma 3.6 now holds unconditionally. The number of random bits used by algorithm 3.4 is essentially d log 2 q, implying a half-cost of no more than 4=((1 ? )(1 ? )).
Implementation Details
Throughout our discussion, we have tacitly assumed that by using about e log 2 p random bits, we can generate a random list of numbers x = (x 1 ; : : :; x e ) (0 x i < p) with a uniform distribution. We now justify this assumption. We rst point out that the \standard" method of generating a random number between 0 and p does not work. This method is to generate a random number using dlog 2 pe random bits, and then throw this number away if it is too large. This process is repeated until a number in range is generated. This method uses far too many random bits for our purposes.
We now describe a method that does work. Let b = dlog 2 p k e. Generate b random bits, and view the result as a number 0 y < 2 b . Compute z = y mod p e . Note that p e 2 b < 2p e . So for any 0 z 0 < p e , the number of 0 y 0 < 2 b such that z 0 = y 0 mod p e is at least 1 and at most 2. Therefore, for any z 0 , Pr z = z 0 ] 2=2 b 2=p e . Furthermore, Pr z = z 0 ] 1=2 b > 1=(2p e ). Now, compute x = (x 1 ; : : :; x e ) where the x i 's are the digits of z when z is written in base p. This gives a one-one correspondence between the possible values of z and the possible values of x. Therefore, for any e-tuple x 0 , we have 1 2 1 p e < Pr x = x 0 ] 2 1 p e :
Suppose that an algorithm has a failure probability of assuming a true uniform distribution.
Let 0 be the failure probability assuming our approximate uniform distribution. Let S be the set
