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Abstract
Biochemical reactions can happen on different time scales and also the abun-
dance of species in these reactions can be very different from each other. Classical
approaches, such as deterministic or stochastic approach fail to account for or to
exploit this multi-scale nature, respectively. In this paper, we propose a jump-
diffusion approximation for multi-scale Markov jump processes that couples the
two modeling approaches. An error bound of the proposed approximation is de-
rived and used to partition the reactions into fast and slow sets, where the fast set
is simulated by a stochastic differential equation and the slow set is modeled by
a discrete chain. The error bound leads to a very efficient dynamic partitioning
algorithm which has been implemented for several multi-scale reaction systems.
The gain in computational efficiency is illustrated by a realistically sized model of
a signal transduction cascade coupled to a gene expression dynamics.
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Keywords: Jump diffusion processes, diffusion approximation, Markov chains,
multiscale networks, biochemical reaction networks.
1 Introduction
A biochemical reaction system involves multiple chemical reactions and several molec-
ular species. Recent advances in single cell and single molecule imaging together with
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microfluidic techniques have testified to the random nature of gene expression and pro-
tein abundance in single cells [6, 8, 10, 35]. The stochastic nature of a well-mixed
biochemical reaction system is most often captured by modeling the dynamics of its
species’ abundance as a continuous time Markov chain (CTMC) [2]. Popular algo-
rithms for exact simulations of such reaction systems include Gillespie’s first and next
reaction method [11] and its more efficient variants [12]. These algorithms track every
molecular reaction event and thus become computationally expensive when reaction
system becomes larger or more complex. For reaction systems involving fast reactions
and high copy number of species, substantial gain in simulation speed is often obtained
by resorting to approximate algorithms like tau-leaping or Langevin (diffusion) approx-
imation. However, chemical reactions in biological cells occur with varying orders of
abundance of molecular species and varying orders of magnitudes of the reaction rates.
In these scenarios, suitable hybrid methods need to be implemented to gain speed and
efficiency while maintaining the certain level of accuracy.
Typically, in a hybrid model significant computational efficiency is obtained by
treating some appropriate species as continuous variables and the others as discrete
ones. The first step in this approach involves partitioning the reaction set into “fast”
and “slow” reactions. The reason for this partitioning is to simulate the fast set either
by Langevin (diffusion) approximation or by ordinary differential equation (ODE) ap-
proximation while keeping the discrete Markov chain formulation for the slow ones.
The resulting approximate algorithms give rise to hybrid stochastic processes where
the species with high copy numbers are treated as continuous variables, while the ones
with low copy numbers are kept as discrete variables. The dynamics of the contin-
uous variables then can be seen to be governed by ordinary differential equations or
stochastic differential equations punctuated by jumps due to the discrete components.
Based on that idea, different hybrid models have been proposed [7, 16, 31]. For
example, in [31], authors separate the reactions into fast and slow groups such that
the Langevin equation is used to simulate the dynamics of fast reactions while integral
form of the next reaction method is used to describe the behavior of the slow ones. [17]
applies a method of conditional moments (MCM) which uses a moment based descrip-
tion for the species with high copy number of molecules while a stochastic description
is kept for species with low copy number of molecules. A hybrid representation, that
assumes a continuous and deterministic behavior of the conditional expectation of high
copy species given the state of species with low copy numbers, is introduced in [19]. In
[1], authors proposed three different algorithms for simulating the hybrid systems that
solve deterministic equations and trace the stochastic reaction event in the meantime.
Different hybrid strategies for solving the chemical master equation are proposed in
[18, 20, 28].
Jahnke and Kreim considered in [21] a piecewise deterministic model where species
with low copy numbers are considered as discrete stochastic variables and the species
with high copy numbers are treated as considered as continuous variables. In such a
model a CTMC process describing the evolution of species with low copy number is
coupled with ODEs representing the dynamics of high copy species. [21] studied the
partial thermodynamic limit of such a system and proved that after suitable scaling
the approximate error of the hybrid model in the marginal distributions is of the or-
der M−1, where M is a scaling parameter of the system. The parameter M captures
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the abundance of high copy species and is typically chosen such that those species are
O(1). However, the partition of the species set is still subjective and it is not immedi-
ately clear how to use the result in [21] to form an objective measure for partitioning the
species set. Also, it should be noted that the partitioning the species set will have the
following effect: a reaction which affects a discrete species and a continuous species
will be treated differently in the equations describing the dynamics of the two species.
While for the discrete species the number of occurrence of such a reaction will be con-
sidered as a stochastic counting process, it will be calculated by a deterministic integral
for the continuous species. This might slow down an algorithm which is based on such
a partitioning of the species set, as the same quantity is calculated in two different ways.
In contrast, the present article considers a hybrid diffusion model where the reaction
set is partitioned into slow and fast reactions and most importantly, our approach to the
error analysis has the sole goal of devising an objective measure for partitioning the re-
action set. Our result is formulated in an efficient hybrid algorithm which itself is able
to do the partitioning of the reaction set and also check the validity of the partitioning
dynamically over the course of time.
Intuitively, the reaction set with higher propensities will occur at a greater speed
and using a diffusion approximation to simulate the occurrence of those reactions will
preserve the accuracy of the simulation. However, in existing literature the identifi-
cation of reactions with higher propensities is often done in a subjective and ad hoc
way; one difficulty in the designation process lies within varying magnitudes of differ-
ent propensities. The higher value of a propensity of a reaction may occur due to its
large rate constant or due to high copy number of the reactant species or due to some
combination of both the factors. The present article attempts to solve this problem by
introducing a scaling parameter N and suitable scaling exponents αk, βk to capture
the order of variation of the species abundance and magnitudes of the reaction rates.
These types of scaled models were previously studied in [22] where the authors used
limiting arguments and stochastic averaging techniques for model reduction (also see
[23]). The most significant portion of the present paper is a rigorous error analysis
aimed toward proper identification of the partitioning of the reaction set into the fast
and the slow ones for a given tolerance for error.
The main theoretical result obtaining the required error bound has been described
in Theorem 2.3. The appearance of the different scaling exponents αk and βk in the
error bound singles out the reactions whose occurrences when simulated by diffusion
approximation give the lowest possible error. The methodology forms the backbone of
a very accurate dynamic partitioning algorithm described in Algorithm 1. While most
of the previous works on hybrid simulation were based on the chemical master equation
[17, 28], the present paper uses an approach based on a representation of the state vector
by stochastic equations. These types of differential equation representations of the state
of the system [2, 9] give deeper insight into the full trajectories of both the exact and
the approximating processes in contrast to a chemical master type equation, which only
describes the state probabilities at specific time points. The pathwise representations of
the processes also allow us to define the error of approximation in a suitable rigorous
way, and the corresponding error bound is then derived by proper use of techniques
from stochastic analysis.
The rest of the paper is organized as follows. In Section 2, we describe the Markov
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chain formulation of the reaction system and the approximating hybrid diffusion model.
The pathwise representation of both, the exact and the approximating processes through
appropriate stochastic equations are also given. The section also introduces the impor-
tant scaling exponents required for describing a multi-scale model, and the main error
bound is obtained in Theorem 2.3. Section 3 concerns itself with the development
of the dynamic partitioning algorithm by utilizing the novel error bound. Section 4
describes a Runge-Kutta integration method for simulating the hybrid diffusion equa-
tion, and Section 5 makes proper use of the naturally occurring conservation relations
in reaction systems to reduce the dimensionality of the system state and to make the
algorithm numerically more robust. Finally, in Section 6, the proposed algorithm is
implemented to analyze the Michaelis-Menten kinetics, the Lotka-Volterra model and
the important MAPK pathway together with its gene expression.
2 Model Setup and Error Bound
We will consider chemical reaction systems consisting ofM chemical species, S1, . . . , SM ,
R reactions, R1, . . . , RR
Rk :
M∑
i=1
ν−ikSi →
M∑
i=1
ν+ikSi, k = 1, . . . , R. (2.1)
Here, ν−ik and ν
+
ik respectively denote the number of molecules of the species Si con-
sumed and created due to one occurrence of reaction Rk. Let X(t) ∈ NM denote
the state of the reaction system at time t. If νk denote the vector with i-th component
ν+ik−ν−ik, then an occurrence ofRk at time t updates the state by the following equation
X(t) = X(t−) + νk.
The process X is a CTMC with transition probabilities governed by
P[X(t+ h) = x+ νk|X(t) = x] = ak(x)h+ o(h),
where ak is the propensity function associated with reaction Rk and is calculated by
the law of mass action kinetics in the present article. In other words,
ak(x) = ck
M∏
i=1
(
xi
ν−ik
)
,
where ck is the stochastic reaction rate constant for reaction Rk. A pathwise represen-
tation of the process X is given by the following stochastic equation
X(t) = X(0) +
R∑
k=1
ξk(
∫ t
0
ak(X(s))ds)νk, (2.2)
where the ξk are independent unit Poisson processes. It should be noted that the quan-
tities ξk(
∫ t
0
ak(X(s))ds) count the number of occurrences of the reaction Rk by time
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t. (2.2) is an example of a random time change representation in which stochastic
equations involve random time changes of other Markov processes (for details, see [9,
Chapter 6]). The generator of the the Markov process X is given by
Af(x) =
R∑
k=1
ak(x)(f(x+ νk)− f(x)),
that is, for a bounded-measurable function f the quantity
f(X(t))− f(X(0))−
∫ t
0
Af(X(s))
is a martingale (with respect to the filtration {Gt} defined in (2.5)). Consequently, tak-
ing f(y) = 1{x}(y), it follows that the probability mass function of X(t) satisfies the
following Kolmogorov forward equation (or the master equation in chemical literature)
∂p(x, t)
∂t
=
R∑
k=1
[ak(x− νk)p(x− νk, t)− ak(x)p(x, t)],
where p(x, t) = P(X(t) = x). Following [22], we next introduce an appropriate
scaled process XN which will be a primary object in our error analysis. In a typical
multi-scale model, the abundance of various species in the reaction system can vary
over different orders of magnitude. Let αi > 0 and define X¯Ni = Xi/N
αi . The αi
are chosen such that X¯Ni = O(1); in other words, αi measures the order magnitude in
abundance for species Si. In a typical reaction system, the stochastic rate constants ck
can also vary over different orders of magnitude. Therefore, with the same spirit we
define dk = ck/Nβk such that dk = O(1).
Under the above scaling of the state vector and the rate constants, the propensities
ak scale as ak(X) = Nβk+ν
−
k ·αλk(X¯N ), where α = (α1, . . . , αM ). For example, for
unimolecular reactions S1 → ∗ we get
a1(X) = c1X1 = N
β1d1N
α1X¯N1 = N
β1+α1d1X¯
N
1 = N
β1+α1λ1(X¯
N ),
while for bimolecular reactions of the type S1 + S2 → ∗ one obtains
a2(X) = c2X1X2 = N
β2+α1+α2d2X¯
N
1 X¯
N
2 = N
β2+α1+α2λ2(X¯
N ).
Note that with these choices of exponents, the functions λk(·) are O(1). Oftentimes, it
is beneficial to scale time as well by t→ tNγ . With all of the above scalings, we look
at the process XN defined by XN (t) = X¯N (tNγ). It readily follows from (2.2) that
XN satisfies
XN (t) = XN (0) +
R∑
k=1
ξk(N
ρk
∫ t
0
λk(X
N (s))ds) νNk , (2.3)
where ρk = γ + βk + ν−k · α and νNki = νki/Nαi .
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2.1 Mathematical preliminaries
We start with the following useful lemma.
Lemma 2.1. Let ξ be a unit Poisson process adapted to a filtration {Ht} and σ1, σ2
bounded {Ht}-stopping times. Then
E [|ξ(s1)− ξ(σ2)|] = E [|σ1 − σ2|] .
Proof. First note that both σ1∨σ2 and σ1∧σ2 are {Ht}-stopping times. Since ξ(t)− t
is a {Ht}-martingale, by optional sampling theorem we have
E[ξ(σ1 ∧ σ2)] = E[σ1 ∧ σ2], E[ξ(σ1 ∨ σ2)] = E[σ1 ∨ σ2].
The assertion now follows because
E [|ξ(σ1)− ξ(σ2)|] = E [ξ(σ1) ∨ ξ(σ2)− ξ(σ1) ∧ ξ(σ2)]
= E [ξ(σ1 ∨ σ2)]− E [ξ(σ1 ∧ σ2)] = E [σ1 ∨ σ2]− E [σ1 ∧ σ2]
= E [|σ1 − σ2|] .
Here the second equality holds because ξ is an increasing process.
Now let ξk, k = 1, . . . , R be independent unit Poisson processes and define the
filtration
F ′u˜ ≡ σ{ξk(sk) : 0 ≤ sk ≤ uk, k = 1, . . . , R},
where u˜ = (u1, u2 . . . , uR) is a multi-index. Let Fu˜ be the completion of the filtration
of F ′u˜. With X as in (2.2), define
τk(t) =
∫ t
0
ak(X(s)) ds.
Then τ(t) = (τ1(t), . . . , τR(t)) is a multi-parameter {Fu˜}-stopping time (see [9,
Chapter 6]). Consequently, for two intensity functions a1k, a
2
k and the corresponding
processes X1, X2, the following is an outcome of Lemma 2.1:
E
[∣∣∣∣ξk(∫ t
0
a1k(X
1(s)) ds)− |ξk(
∫ t
0
a2k(X
2(s)) ds)
∣∣∣∣]
= E
[∣∣∣∣∫ t
0
a1k(X
1(s)) ds)−
∫ t
0
a2k(X
2(s)) ds
∣∣∣∣] . (2.4)
Next define the filtration {Gt} by
Gt = Fτ(t). (2.5)
Then notice that by the optional sampling theorem, for each k, ξ˜k(τk(t)) = ξk(τk(t))−
τk(t) is a {Gt}-martingale.
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2.2 Hybrid Diffusion Models
After a possible renaming of the species, assume that reaction R1 is of the type S1 +
S2 → S3. The goal of this section is to compute a bound for the error when the
reaction R1 is simulated according to a diffusion approximation. At the process level,
this typically means that we are replacing the process ξ1(t) with W1(t) + t, where
W1 is a standard Brownian motion. With this change, the approximating process ZN
satisfies the equation
ZN (t) = XN (0) +Nρ1
∫ t
0
λ1(Z
N (s))ds νN1 +W1(N
ρ1
∫ t
0
λ1(Z
N (s))ds)νN1
+
∑
k>1
ξk(N
ρk
∫ t
0
λk(Z
N (s))ds) νNk .
The goal of this section is to bound the error e(t) = E|XN (t) − ZN (t)|. It should be
noted that the error e depends on the coupling between the processes XN and ZN . In
particular, this means that e will depend on the construction of the Brownian motion
W1. The following lemma proves the existence of a Brownian motion W1 on the same
probability space as ξ1 (see [9, Chapter 11, Section 3]).
Lemma 2.2. There exists a Brownian motion W1 on the same probability space as ξ1
such that W1 is independent of ξk, k 6= 1
sup
t
|ξ˜1(t)−W1(t)|
log(2 ∨ t) <∞,
where ξ˜1(t) = ξ1(t)− t denotes the centered Poisson process. Furthermore, for δ, κ >
0, there exist constants θ,K,C > 0 such that
P
[
sup
t≤δn
|ξ˜1(t)−W1(t)| > C log n+ x
]
≤ Kn−κe−θx.
Let
Rk = {i : νik 6= 0}. (2.6)
Notice that for each k, Rk keeps track of the species involved in reaction Rk. We are
now ready to state our main result.
Theorem 2.3. Let XN be given by (2.3) and ZN by
ZN (t) = XN (0) +Nρ1
∫ t
0
λ1(Z
N (s))ds νN1 +W1(N
ρ1
∫ t
0
λ1(Z
N (s))ds)νN1
+
∑
k>1
ξk(N
ρk
∫ t
0
λk(Z
N (s))ds) νNk ,
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where W1 is a standard Brownian motion independent of the ξk as given by Lemma
2.2. Assume that the λk are Lipschitz continuous with Lipschitz constant Lk and
sup
x
λk(x) ≤ λ¯k. Let |νNk | = O(N−mk) = O(
∑
i∈Rk
1
Nαi
). Then,
sup
t≤T
E|XN (t)− ZN (t)| ≤ CN (C ′ logNρ1/Nm1 +K ′′/N2ρ1+m1), (2.7)
where CN is a constant which remains the same no matter which reaction is simulated
by a diffusion approximation.
Proof. Notice that for i = 1, 2, 3
ZNi (t) = X
N
i (0) +N
ρ1
∫ t
0
λ1(Z
N (s))ds νN1i +W1(N
ρ1
∫ t
0
λ1(Z
N (s))ds)νN1i
+
∑
k>1
ξk(N
ρk
∫ t
0
λk(Z
N (s))ds) νNki ,
and for i > 3
ZNi (t) = X
N
i (0) +
∑
k>1
ξk(N
ρk
∫ t
0
λk(Z
N (s))ds) νNki .
Let ξ˜ denote the centered Poisson process. Observe that for i = 1, 2, 3,
|XNi (t)− ZNi (t)| ≤ Nρ1 |
∫ t
0
(λ1(X
N (s))− λ1(ZN (s))) ds||νN1i |
+ |ξ˜1(Nρ1
∫ t
0
λ1(X
N (s))ds)−W1(Nρ1
∫ t
0
λ1(Z
N (s))ds)| |νN1i |
+
∑
k>1
|ξk(Nρk
∫ t
0
λk(X
N (s))ds)− ξk(Nρk
∫ t
0
λk(Z
N (s))ds)| |νNki |
= A+B + C. (2.8)
Note that by (2.4)
E[C] ≤
∑
k>1
Nρk |νNki |E|
∫ t
0
(λk(X
N (s))− λk(ZN (s))) ds|
≤
∑
k>1
Nρk |νNki |Lk
∫ t
0
E|XN (s)− ZN (s)|ds,
where Lk is the Lipschitz constant for λk. Also, it is immediate that
E[A] ≤ Nρ1 |νN1i |L1
∫ t
0
E|XN (s)− ZN (s)|ds.
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Next, observe that
B ≤ |ξ˜1(Nρ1
∫ t
0
λ1(X
N (s))ds)− ξ˜1(Nρ1
∫ t
0
λ1(Z
N (s))ds)| |νN1i |
+ |ξ˜1(Nρ1
∫ t
0
λ1(Z
N (s))ds)−W1(Nρ1
∫ t
0
λ1(Z
N (s))ds)| |νN1i |
= I + II.
It is easy to see that for some constant C,
E[I] ≤ CNρ1 |νN1i |L1
∫ t
0
E|XN (s)− ZN (s)|ds.
By Lemma 2.2, there exist constants γ,K ′, C ′ > 0 such that
II/|νN1,i| ≤ sup
s≤λ¯1Nρ1 t
|ξ˜1(s)−W1(s)| ≤ C ′ logNρ1 + ΛN ,
where P[ΛN > x] ≤ K ′e−κx/N2ρ1 . Notice that
E[ΛN ] =
∫ ∞
0
P[ΛN > x] dx ≤ K ′/κN2ρ1 .
It follows that
E[II] ≤ (C ′ logNρ1 +K ′′/N2ρ1)|νN1i |.
For i > 3, we have
E|XNi (t)− ZNi (t)| ≤
∑
k>1
E|ξk(Nρk
∫ t
0
λk(X
N (s))ds)− ξk(Nρk
∫ t
0
λk(Z
N (s))ds)| |νNki |
≤
∑
k>1
Nρk |νNki |E
∫ t
0
|λk(XN (s))− λk(ZN (s))|ds. (2.9)
It follows from (2.8) and (2.9) that after summing over i
E|XN (t)− ZN (t)| ≤ (
R∑
k=1
Nρk |νNk |Lk +Nρ1L1|νN1 |C)
∫ t
0
E|XN (s)− ZN (s)|ds
+ (C ′ logNρ1 +K ′′/N2ρ1)|νN1 |,
where |νNk | =
∑
i
|νNki | is the l1 norm of νNk . Since |νNk | = O(1/Nmk), Gronwall’s
inequality implies
E|XN (t)− ZN (t)| ≤ CN (C ′ logNρ1/Nm1 +K ′′/N2ρ1+m1), (2.10)
whereCN = exp(
R∑
k=1
Nρk |νNk |Lkt+Nρ1L1|νN1 |Ct) ≤ exp(2
R∑
k=1
Nρk |νNk |Lkt).
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Remark 2.4. Typically, for biochemical systems the propensities ak and hence the λk
will not be bounded, a condition required in Theorem 2.3. However, for most practi-
cal purposes our simulation takes place in a bounded domain, that is, the simulation
is stopped if the number of molecules exceed a certain quantity. Hence, the assump-
tion that the propensity functions are bounded remains valid. Specifically, one way
to incorporate this feature in our model is to multiply the original propensity function
by a cutoff function ensuring that the changed propensity function vanishes outside a
bounded region.
Remark 2.5. For simulation purposes, it is often difficult to estimate the strong error
E|XN (t) − ZN (t)|, as it requires proper utilization of the coupling between XN and
ZN . It is often more convenient to look at a weak error which compares the error
between the marginal distribution of XN and that of ZN at a time t. For example,
depending on the need, a practitioner might want to estimate the weak error given by
|E(XN (t)) − E(ZN (t))|. While this weak error compares the average values of the
exact and the approximating processes, it does not shed light on the error at the level
of the corresponding probability distributions. This can be accurately captured by the
Wasserstein distance
dW (X
N (t), ZN (t)) = sup
f
{|E(f(XN (t))− E(f(ZN (t))| : f : RM+ → R+,
Lip(f) ≤ 1}.
Here, the supremum is taken over all Lipschitz continuous f , and Lip(f) denotes the
corresponding Lipschitz constant. It is immediate that
dW (X
N (t), ZN (t)) ≤ E|XN (t)− ZN (t)|,
and the latter quantity can be bounded by the error bound obtained in Theorem 2.3.
3 Simulation Algorithms
The goal of this section is to use the obtained error bound for constructing a fast al-
gorithm for the dynamic partitioning of the reaction set. The objective of such an
algorithm is to implement a proper protocol for simulating the fast reactions by diffu-
sion approximations and to switch back to the original exact Gillespie simulation when
the conditions for approximation are not met. Furthermore, switching back and forth
between exact simulation and diffusion approximation of appropriate reactions will be
done dynamically over the course of time.
The error bound in Section 2, was calculated under the assumption that the system
consists of a single fast reaction which was then approximated by a diffusion approx-
imation. This can easily be generalized to a system consisting of more than one fast
reaction. Analysis of the error bound in (2.7) reveals that it consists of products of
two terms, the first term being a constant (in the sense that its value does not depend
on which reaction is approximated by diffusion term), while the second term explicitly
captures the effect of the specific reaction being approximated. Consequently, it is the
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second part of this error bound which is utilized in partitioning the reaction set into the
fast and the slow reaction set. The specific mathematical details are outlined below.
It should be noted that the scaling constantsN and the exponents ρk,mk, appearing
in (2.7), are determined based on the starting initial state of the system. Hence, a key
step in the development of an effective algorithm involves rewriting (2.7) in terms of
the propensity functions and the number of molecules of species.
Assume that the reaction Rk is simulated by a diffusion approximation and define
Υk = C
′ logNρk/Nmk +K ′′/N2ρk+mk . (3.11)
Recall that
ak(X) = N
ρkλk(X
N ),
where λk(.) = O (1). Therefore,
ak(X) = O(N
ρk). (3.12)
Also, |νNk | = O(N−mk) = O(
∑
i∈Rk
1
Nαi
). Since, X¯Ni = Xi/N
αi where X¯Ni =
O(1), we have
1
Xi
= O(
1
Nαi
) and
O(N−mk) = O(
∑
i∈Rk
1
Xi
). (3.13)
Ignoring the constants C ′, K ′′ and using (3.11), (3.12) and (3.13) it follows that the
effect of simulating the reactionRk by a diffusion approximation is essentially captured
by
Υ̂k ≡
∑
i∈Rk
log ak(X)
Xi
+
1
a2k(X)Xi
, (3.14)
where Rk was defined in (2.6). Now given a threshold ε, a reaction Rk is classified as
a fast reaction and simulated by diffusion approximation if Υ̂k ≤ ε. Υ̂k can be consid-
ered as an effective estimate of the quantity Υk calculated using the “initial condition”
of the state. This approach, in particular, introduces a systematic way of partitioning
the reaction set into fast and slow reactions based on a user defined threshold over the
11
course of time. The resulting algorithm is outlined in details in Algorithm 1.
Algorithm 1: Dynamic partitioning algorithm for hybrid diffusion model.
Input: The state vector X , the error bound ε, a discretization time step ∆,
stoichiometric matrix S = {νij}, i = 1, 2, . . . ,M, j = 1, 2, . . . , R, a
positive number P to check repartitioning of reactions, end of the
simulation time T > 0.
Output: The number of molecules of each species in time interval t ∈ [0, T ].
1 Set t = 0, n = 0.
2 Calculate Υ̂k for all reactions by using equation (3.14).
3 Partition the reaction set into C (continuous) and D (discrete) sets such that for
each Rk ∈ C, Υ̂k ≤ ε and for each Rm ∈ D, Υ̂m > ε .
4 For each Rm ∈ D, set Tm = 0.
5 For each Rm ∈ D, draw Jm ∼ − log(z), z ∼ U(0, 1).
6 while t < T and
R∑
i=1
ai > 0 do
7 n = n+ 1.
8 For each Rm ∈ D, calculate hm = (Jm−Tm)am .
9 Choose α such that h ≡ hα ≡ min
Rm∈D
hm.
10 if ∆ > h then
11 Update X by a suitable numerical scheme for simulating the Langevin
dynamics for Rk ∈ C until the h.
12 Carry out reaction Rα and update X = X + να.
13 Update Jα = Jα − log(u), u ∼ U(0, 1).
14 For each Rm ∈ D, put Tm = Tm + amh.
15 t = t+ h.
16 else
17 Update X by a suitable numerical scheme for simulating the Langevin
dynamics for Rk ∈ C until the ∆.
18 For each Rm ∈ D, Tm = Tm + am∆.
19 t = t+ ∆.
20 end
21 Recalculate the propensities of all reactions ak.
22 if n ≡ 0 (mod P ) then
23 Recalculate errors of all reactions Υ̂k.
24 Repartition reactions as in Step 3.
25 end
26 end
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4 Numerical Scheme for Hybrid Diffusion Models
Suppose that the reaction set is partitioned into a set of fast reactions C and a set of
slow reactions D. The reactions in C will be simulated by the diffusion approximation.
The resulting approximating state process is given by
X(t) = X(0) +
∑
`∈C
∫ t
0
a`(X(s))dsν` +
∑
`∈C
W`(
∫ t
0
a`(X(s))ds)ν`
+
∑
k∈D
ξk(
∫ t
0
ak(X(s))ds)νk.
(4.15)
Therefore, the evolution of the process is governed by a usual diffusion process
punctuated by jumps from the slow reaction set. Specifically, let τ1 and τ2 denote two
successive of reactions from D. Then, for τ1 < t < τ2,
X(t) = X(τ1) +
∑
`∈C
∫ t
τ1
a`(X(s))dsν` +
∑
`∈C
W`(
∫ t
τ1
a`(X(s))ds)ν`. (4.16)
Since the reactants in fast reactions usually involve species with high copy numbers, it
is useful to look at their concentration U(t) defined by U(t) = Ω−1X(t), where Ω is
the volume of the reaction compartment and τ1 < t < τ2.
Notice that the propensity function of the reaction Rk satisfies the following rela-
tion
ak(X) ≈ Ω a˜k(U), (4.17)
where a˜k : RM≥0 → R is the usual deterministic form of mass action a˜k(U) =
c˜k
M∏
i=1
Uνiki where c˜k denotes the deterministic rate constant. It should be noted that
the above relation is exact for unimolecular reactions and bimolecular reactions of the
type S1 + S2 → ∗, and for reactions of the type 2S1 → ∗, the error is of the order
O(Ω−1). Consequently, for τ1 < t < τ2, U satisfies
U(t) = U(τ1) +
∑
`∈C
∫ t
τ1
a˜`(U(s))dsν` +
∑
`∈C
1
Ω
W`(Ω
∫ t
τ1
a˜`(U(s))ds)ν`, (4.18)
which is equivalent (in the sense of distribution) to the equation
U(t) = U(τ1) +
∑
`∈C
∫ t
τ1
a˜`(U(s))dsν` +
∑
`∈C
1√
Ω
∫ t
τ1
√
a˜`(U(s))dB`(s)ν`. (4.19)
Here, the B` are independent standard Brownian motions. Assume that the set C has C
reactions. Then, notice that
dUi = fi(U)dt+
1√
Ω
C∑
j=1
gij(U)dBj , i ∈ SC , (4.20)
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where SC denotes the species involved in C,
fi(U) =
C∑
j=1
νij a˜j(U), gij(U) = νij
√
a˜j(U). (4.21)
A trajectory of the above stochastic differential equation is simulated by using the
Runge-Kutta method with strong order 2 as proposed in [3]. The first step involves
rewriting (4.20) in the equivalent Stratonovich form
dUi = f¯i(U)dt +
1√
Ω
C∑
j=1
gij(U) ◦ dBj , (4.22)
where
f¯i(U) = fi(U)− 1
2
√
Ω
M∑
j=1
C∑
k=1
gjk(U)
∂gik(U)
∂Uj
, (4.23)
with the symbol ◦ denoting the Stratonovich integral. The SDE can be represented in
matrix form as
dU = (Sa˜(U)− 1
2
√
Ω
Sh(U))dt+
1√
Ω
Sγ(U) ◦ dB, (4.24)
where a˜(U) = (a˜1(U), a˜2(U), . . . , a˜C(U))T , B = (B1, B2, . . . , BC)T , γ(U) =
diag(
√
a˜1(U), . . . ,
√
a˜C(U)), and the entries of the vector h(U) are given by
hk(U) =
M∑
j=1
∂ a˜k(U)
∂Uj
νjk, k = 1, 2, . . . , C.
Notice that for unimoleculer reactions Sk → ∗, we have
∂ a˜k(U)
∂Uj
=
{
c˜k if j = k
0 if j 6= k,
and for bimolecular reactions Sk + Si → ∗, we obtain
∂ a˜k(U)
∂Uj
=
{
c˜kUk if j = i
c˜kUi if j = k.
Given U(τ1) as the approximate solution at time τ1, the four stages explicit Runge-
Kutta method with strong order 2 for the Stratonovich problem (4.24) gives the follow-
ing intermediate values Is, s = 1, 2, 3, 4,
Is = U(τ1) + h
s−1∑
j=1
Asj(Sa˜(Ij)− 1
2
√
Ω
Sh(Ij))
+
s−1∑
j=1
1√
Ω
Sγ(Ij)(B
(1)
sj J1 +B
(2)
sj
J10
h
),
(4.25)
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from which the approximate solution at τ1 + h is formed:
U(τ1 + h) = U(τ1) + h
4∑
j=1
µj(Sa˜(Ij)− 1
2
√
Ω
Sh(Ij))
+
4∑
j=1
1√
Ω
Sγ(Ij)(η
(1)
j J1 + η
(2)
j
J10
h
).
(4.26)
Here, A = {Asj}, B(k) = {B(k)sj }, s, j ∈ {1, 2, 3, 4} are 4 × 4 matrices of real
elements, µ = {µj}, η(k) = {η(k)j }, k = 1, 2, j = 1, 2, 3, 4 are row vectors of real
elements and J1, J10 are C × 1 column vectors of real elements. Here, J1 denotes the
Wiener increment and J10 is an approximation for the Stratonovich multiple integral
J =
∫ ∫ ◦dBds. For details of the Runge-Kutta method with strong order 2 and the
expressions for the terms A, B(k), µ, η(k), J1, J10, k = 1, 2, see [3, 25].
The prescribed scheme has strong order 2 but imposes a fixed stepsize that need
to be chosen very small if the system is stiff. For such stiff problems, we employ a
heuristic to adaptively choose the stepsizes of the Runge-Kutta method for a certain
integration accuracy. In order to estimate the stepsizes of the Runge-Kutta method
for stochastic differential equations (SDEs), we follow the adaptive stepsize control for
the classical Runge-Kutta methods for ODEs. To determine the stepsizes of the Runge-
Kutta method with strong order 2 for the Stratonovich problem (4.24), we use just the
drift term of (4.24).1More specifically, we choose an initial step h and compute two
approximate solutions of the drift term with stepsizes h and h/2 by using the fourth
order classical Runge-Kutta method for ODEs. If the difference of the approximations
is smaller than a given tolerance, then we choose h as the stepsize and compute the
approximate solution of the whole SDE given by (4.24) by using the Runge-Kutta
method with strong order 2. We refer the reader to [14], for more details on the adaptive
stepsize algorithms for ODEs.
5 Conversion to Differential Algebraic Form
Mass conservation relations play an important role in biochemical reaction systems. In
many models the reaction dynamics dictates conservation of the total amount of two or
more species over the course of time. For example, in the Michaelis-Menten model the
total quantity of the enzyme and the enzyme-substrate complex is always conserved
(see Section 6.1). These constraints can be defined by algebraic equations. As a result,
the dynamics of the systems under consideration can be expressed by differential alge-
braic forms that more generally, preserve the symplectic structure of the model on the
constraint manifold [13, 15]. These algebraic relations leads to reduction in the dimen-
sionality of the equation set, which in turn speeds up the simulation. The procedure is
detailed below.
The algebraic constraints indicate that r ≡ Rank {S} < M , where M is the num-
ber of species in the reaction system. The next step involves converting the stoichio-
1Note that in the Stratonovich form the drift term shows a volume dependency.
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metric matrix S into a reduced echelon form by Gauss-Jordan method (see [5, 32] for
more ways of reconstructing the equations describing the dynamics of such a reaction
system). Specifically, the method gives a permutation matrix E ∈ NM×M (that is, E
is a product of elementary matrices) such that
ES =
[
EI
ED
]
S =
[
SI
0
]
, (5.27)
where EI , ED are r ×M and (M − r)×M matrices, respectively. Notice that SI ≡
EIS has rank r. Here, EDS = 0 means that ED can be thought of as the conservation
matrix. By (4.24), we have
EdU = E(Sa˜(U)− 1
2
√
Ω
Sh(U))dt+
1√
Ω
ESγ(U) ◦ dB, (5.28)
and hence,[
dUI
dUD
]
≡
[
EIdU
EDdU
]
=
 EI(Sa˜(U)−
1
2
√
Ω
Sh(U))dt+
1√
Ω
EISγ(U) ◦ dB
ED(Sa˜(U)− 1
2
√
Ω
Sh(U))dt+
1√
Ω
EDSγ(U) ◦ dB

=
 EI(Sa˜(U)−
1
2
√
Ω
Sh(U))dt+
1√
Ω
EISγ(U) ◦ dB
0
 .
It follows that (4.24) can be reduced to
dUI = EI(Sa˜(U)− 1
2
√
Ω
Sh(U))dt+
1√
Ω
EISγ(U) ◦ dB (5.29a)
UD = EDU = C, (5.29b)
where C is a constant with respect to time. Now writing
E−1 =
[
Ψ
Φ
]
,
we have U = ΨUI +ΦUD = ΨUI +ΦC, where the last equality is because of (5.29b).
Consequently, UI satisfies
dUI = EI(Sa˜(ΨUI + ΦC)− 1
2
√
Ω
Sh(ΨUI + ΦC))dt
+
1√
Ω
EISγ(ΨUI + ΦC) ◦ dB,
and takes its values in a lower dimensional space compared to the original process U .
The trajectories of UI can now be simulated by the Runge-Kutta method as outlined
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in Section 4. Specifically, given UI(τ1), (4.25) gives the following intermediate values
for the independent variables
Is = UI(τ1) + h
s−1∑
j=1
AsjEI(Sa˜(Rj)− 1
2
√
Ω
Sh(Rj))
+
s−1∑
j=1
1√
Ω
EISγ(Rj)(B
(1)
sj J1 +B
(2)
sj
J10
h
),
where Rs = ΨIs + ΦC, s = 1, 2, 3, 4. Finally, we obtain the approximate values of
the independent variables at time τ1 + h as follows
UI(τ1 + h) = UI(τ1) + h
4∑
j=1
µjEI(Sa˜(Rj)− 1
2
√
Ω
Sh(Rj))
+
4∑
j=1
1√
Ω
EISγ(Rj)(η
(1)
j J1 + η
(2)
j
J10
h
).
(5.30)
Also, U(τ1 + h) can be easily obtained from the following equation:
U(τ1 + h) = ΨUI(τ1 + h) + ΦC. (5.31)
6 Applications
In this section, the proposed algorithm from Section 3 is applied to the Michaelis-
Menten kinetics, the Lotka-Volterra model and a large-scale MAPK pathway model
together with its gene expression. The validity of the obtained theoretical error bound
for the Michaelis-Menten model is substantiated empirically in Section 6.2. The enor-
mous advantage of our hybrid algorithm over exact stochastic simulation in terms of
computational efficiency will be demonstrated in Section 6.4 by considering the com-
plex MAPK pathway.
6.1 The Michaelis-Menten Model
The well known Michaelis-Menten model for enzymatic substrate conversion consists
of four species, the enzyme (E), the substrate (S), the enzyme-substrate complex (ES)
and the product (P). These species interact via the following reaction channels
E + S
c1−⇀↽−
d1
ES, ES
c2−→ E + P. (6.32)
The state of the system is defined by the vector of copy numbersX = (E,S,ES, P )T .
Notice that the following conservation laws hold
E + ES = C1, S + ES + P = C2.
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Here, C1 and C2 are constants (with respect to time) and will be considered as depen-
dent variables. In our numerical simulation study, the initial number of molecules is
taken as X(0) = (48, 298, 2, 0)T and the rate constants of reactions R1, R2, R3 are
given by c1 = 0.02 molec−1s−1, d1 = 0.5 s−1 , c2 = 0.1 s−1. 2 The initial number
of molecules reveals in the conservation constants C = (50, 300)T .
The system is simulated over the time interval [0, 100] seconds, and the fixed step-
size for simulating the continuous SDE part is taken to be ∆ = 0.3s. The relative
threshold error for partitioning the reactions is taken to be ε = 0.25, and the reac-
tion set is repartitioned after every P = 50 iterations of updating the state vector. As
pointed out before, the SDE part of the approximating hybrid diffusion process is sim-
ulated by a Runge-Kutta method of strong order 2 as outlined in Section 5. Figure 1
depicts the types of reactions and a single realization of the model when Algorithm
1 is applied. Figure 2 compares the probability distributions and Q-Q plots of the
states S and P at time t = 60s obtained from simulating the exact CTMC model with
Gillespie’s algorithm and the hybrid diffusion model with Algorithm 1 of Section 3. It
should be observed that the probability distributions and Q-Q plots obtained from the
approximate hybrid diffusion algorithm are remarkably close to those obtained from
the exact Gillespie algorithm demonstrating the accuracy of our dynamic partitioning
algorithm. Evidently, the accuracy can be further increased by lowering the threshold
ε of the error bound (3.14). This would lead to partitioning where most reactions for
most of the time are treated as discrete reactions.
2Michaelis-Menten model is a classical multi-scale problem because the reversible reaction E + S
c1−−⇀↽−
d1
ES is much faster than the reactionES
c2−→ E+P by orders of magnitude. This situation will lead a static
partitioning of the reactions. Therefore, we choose the rate constants of the reaction rates such that we can
simulate the model with dynamic partitioning of the reactions.
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Figure 1: Illustration of the hybrid diffusion algorithm with dynamic partitioning of
reaction channels. Upper Panel: A single realization of the Michaelis-Menten model
when the fast reactions are modeled by diffusion approximations. Lower Panel: The
portions of time when a reaction is treated as fast (continuous) or slow (discrete) as
dictated by the error bound (3.14).
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Figure 2: Probability distributions of S (left), P (right) at time t = 60s from 30000
samples constructed with (i) the Gillespie’s algorithm (black line) and by (ii) the hybrid
diffusion algorithm (red line). Insets show Q-Q plot of 30000 samples comparing the
Gillespie’s algorithm (G) and the hybrid diffusion algorithm (H).
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6.2 Validating the Error Bound
Recall that the error bound obtained in Theorem 2.3 has two parts of which Υk, defined
by (3.11), captures the effect of treating reaction Rk as a fast reaction and simulating
it by a diffusion approximation. It should be noted that Υk depends on the initial con-
dition. For an error bound to be meaningful for an appropriate scheme, it is desirable
that it is sensitive, meaning that if the actual error increases or decreases, the bound
behaves accordingly. Theoretically, in this case this means that for a fixed time interval
[0, t], we want Υk to be a non-decreasing function of ek(t) = |E[XN (t)]− E[ZN (t)]|
when they both vary with respect to different initial conditions. Recall that N is a scal-
ing parameter which was determined according to a particular given initial state. The
suffix k is used to signify that the reaction Rk is simulated by a diffusion approxima-
tion. For a particular reaction system, this could be effectively checked by plotting êk
(a Monte-Carlo estimate of ek) versus Υ̂k (the Monte-Carlo estimate of Υk given by
(3.14)) for different initial conditions.
For the present Michaelis-Menten model, R1 is considered as a fast (continuous)
reaction while R2 and R3 are kept as slow (discrete) ones (see Section 2.2). The initial
values of E,ES and P are kept fixed at E(0) = 10, ES(0) = 30 and P (0) = 0,
while the initial values of the substrate S are varied over 9 different values from
{25, 30, 35, 40, 45, 50, 55, 60, 65}. The time interval is taken to be [0, 1]s and the fixed
stepsize for simulating the continuous SDE part is taken as ∆ = 0.1s. The rate con-
stants are given by c1 = 0.02 molec−1s−1, d1 = 0.5 s−1, c2 = 0.1 s−1, for reactions
in (6.32). For M realizations of the exact process XN and the approximating process
ZN , ê1 was calculated by the usual Monte-Carlo average:
ê1 =
4∑
i=1
| 1
M
M∑
j=1
XNij (t)−
1
M
M∑
j=1
ZNij (t)| with t = 1s, (6.33)
where XNij , Z
N
ij denote the number of molecules of the i-th species for the j-th real-
ization for the corresponding processes. The result presented in Figure 3 demonstrates
the desired monotone increasing property of the error bound.
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Figure 3: Monotone relation between actual error ê1 and the error bound (3.14) for
the Michaelis-Menten model (6.32). Monte-Carlo estimates are obtained by the Gille-
spie’s direct method and by the hybrid diffusion algorithm static partitioning for differ-
ent initial conditions when R1 in (6.32) is simulated by a diffusion approximation. We
compute the error coming from R1 through (3.14) (x axis) and the difference of expec-
tations through (6.33) (y axis) for each initial condition for M = 50000 realizations
at t = 1s. The blue dots denote ê1 for initial values and the error bars represent the
confidence interval with lower error bound using a percentage of 5% while upper error
bound using a percentage of 95%.
6.3 Lotka-Volterra Model
For our next example, we consider the popular Lotka-Volterra model, also known as the
predator-prey system. The model describes the dynamics of an abstract environmental
system where two animal species interact. Let S1 and S2 denote the prey and predator,
respectively, the corresponding reaction system is given by
S1
c1−→ 2S1, S1 + S2 c2−→ 2S2 S2 c3−→ ∅. (6.34)
The state of the system is defined by X(t) ∈ Z2≥0 such that X1(t), X2(t) represent the
numbers of prey and predators at time t > 0, respectively. In our simulation,
X(0) = (900, 800)T , c1 = 2 s
−1, c2 = 0.002 molec−1s−1, c3 = 2 s−1.
The fixed stepsize for simulating the SDE part is taken as ∆ = 0.5s. The relative
threshold error for partitioning reactions is taken as ε = 0.03, and the reaction set is
again repartitioned after every P = 50 iterations of updating the state vector.
Figure 4 demonstrates how the proposed algorithm switches back and forth be-
tween exact and hybrid diffusion approximation depending on the state of the system.
As in the case of Michaelis-Menten kinetics, the accuracy of our hybrid diffusion al-
gorithm is evident from Figure 5 which compares the probability distributions and the
corresponding Q-Q plots obtained from the exact Gillespie’s algorithm and Algorithm
1.
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Figure 4: Upper Panel: A single realization of the Lotka-Volterra model when the fast
reactions are modeled by diffusion approximation. Lower Panel: Figure depicting the
portions of time when a reaction is treated as fast (continuous) or slow (discrete) as
dictated by the error bound (3.14).
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Figure 5: Probability distributions of S1 (left) and S2 (right) at t = 15s from 15000
samples constructed with (i) the Gillespie’s algorithm (black line) and by (ii) the hybrid
diffusion algorithm (red line). Insets show Q-Q plot of 15000 samples comparing the
Gillespie’s algorithm (G) and the hybrid diffusion algorithm (H).
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6.4 The MAPK Pathway and Gene Expression Model
The MAPK (Mitogen Activated Protein Kinase) pathway is one of the most studied
signal transduction mechanism that can be observed in all eukaryotic cells. MAPK
cascade conveys external signals from the cell membrane to the nucleus and regulates
many cellular processes such as proliferation, differentiation, survival and motility.
The basic structure of a MAPK cascade consists of three kinases which are the kinase
kinase MAPKKK, the kinase MAPKK, and the final kinase MAPK. The signal-
ing process is initiated with a G− protein which transmits the signal to MAPKKK.
Phosphorylated MAPKKK phosphorylates MAPKK which activates MAPK. Ki-
nase activation is defined by two reactions in analogy to the Michaelis-Menten model
of Section 6.1. The first reaction is a reversible reaction which expresses the binding of
a kinase to its substrate to form a complex, and the second reaction converts this com-
plex to a kinase and an activated substrate. (see [26, 27, 29, 30, 34] and the references
therein) .
Each MAPK cascade is named according to their MAPK components [30]. In
this paper, we will study the ERK (Extracellular Signal Regulated Kinase) pathway
which includes Ras as a G− protein, Raf as MAPKKK, MEK as MAPKK and
ERK as MAPK [26]. In our model, the process is initiated with Ras−GTP which
is the active form of Ras. It binds to Raf to form Raf : Ras−GTP complex which
in turn forms RafP (phosphorylated Raf). RafP binds MEK, MEKP to form MEKP,
MEKPP, respectively. Finally, MEKPP binds ERK and ERKP to form ERKP and
ERKPP respectively. Phosphatases, namely Pase1, Pase2 and Pase3 deactivate RafP,
deactivate MEK’s (i.e. MEKP,MEKPP) and deactivate ERK’s (i.e. ERKP, ERKPP
), respectively.
The aim of the ERK signaling pathway is to transform extracellular signals into
intracellular signals and finally into a gene regulatory response. External stimulus ac-
tivates a cell surface receptor which in turn initiates the ERK pathway in the cell. The
transcriptional factor ERKPP can then change a target gene from an inactive form
GENEoff to an active form GENEon. For this reason, in our model, the reaction rate
of the activation reaction, d21(t), is defined as d21(t) = d021 + d
1
21 [ERKPP( t)], where
d021, d
1
21 are constants and [ERKPP(t)] denotes the concentration of ERKPP at time t.
The active gene leads to the production of mRNA (transcription) and mRNA is further
processed into a Protein through the process of translation. The increase in the number
of target Protein corresponds to the cellular response to the initial extracellular signal
(see Figure 6A) [24] .
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Figure 6: (A) Systematic representation of MAPK pathway and its coupled gene ex-
pression. (B) Concentrations of the species RafP, MEKPP, ERKPP and the copy
numbers of GENEon, mRNA in t ∈ [0, 200] s when R1, . . . , R20 reactions in Ta-
ble 1 are considered as fast reactions and simulated by diffusion approximation while
R21, . . . , R25 are considered as slow reactions and Markov chain formulation is kept.
This is a typical realistic example in modeling coupled cellular processes in systems
of biology. Due to the combination of fast, high-copy signal transduction with slow,
low copy gene expression dynamics this is a typical multi-scale, stiff problem for which
our hybrid algorithm is designed for. The complete list of reactions and the reaction
rate constants in
[
s−1
]
and
[
molec−1s−1
]
for unimolecular and bimolecular reactions,
respectively, for that model are given in Table 1. The reactions and their rates are taken
from [4].
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Reactions Stochastic rate constants
R1 : Ras−GTP + Raf
c1−−⇀↽−
d1
Raf : Ras−GTP c1 = 5e− 06 molec−1s−1
d1 = 0.0053 s
−1
R2 : Raf : Ras−GTP c2−→ Ras−GTP + RafP c2 = 3.1 s−1
R3 : RafP + Pase1
c3−−⇀↽−
d3
RafP : Pase1 c3 = 6e− 05 molec−1s−1
d3 = 1.41589e− 04 s−1
R4 : RafP : Pase1
c4−→ Raf + Pase1 c4 = 3.16228 s−1
R5 : RafP + MEK
c5−−⇀↽−
d5
RafP : MEK c5 = 1.07e− 05 molec−1s−1
d5 = 0.033 s
−1
R6 : RafP : MEK
c6−→ RafP + MEKP c6 = 1.9 s−1
R7 : MEKP + Pase2
c7−−⇀↽−
d7
MEKP : Pase2 c7 = 4.74801e− 08 molec−1s−1
d7 = 0.252982 s
−1
R8 : MEKP : Pase2
c8−→ MEK + Pase2 c8 = 0.112387 s−1
R9 : RafP + MEKP
c9−−⇀↽−
d9
RafP : MEKP c9 = 1.07e− 05 molec−1s−1
d9 = 0.033 s
−1
R10 : RafP : MEKP
c10−→ RafP + MEKPP c10 = 0.8 s−1
R11 : MEKPP + ERK
c11−−−⇀↽ −
d11
MEKPP : ERK c11 = 8.85125e− 07 molec−1s−1
d11 = 0.01833 s
−1
R12 : MEKPP : ERK
c12−→ MEKPP + ERKP c12 = 0.028 s−1
R13 : ERKPP + Pase3
c13−−−⇀↽ −
d13
ERKPP : Pase3 c13 = 3.9739e− 04 molec−1s−1
d13 = 5 s
−1
R14 : ERKPP : Pase3
c14−→ ERKP + Pase3 c14 = 0.0076 s−1
R15 : MEKPP + Pase2
c15−−−⇀↽ −
d15
MEKPP : Pase2 c15 = 2.37e− 05 molec−1s−1
d15 = 0.79 s
−1
R16 : MEKPP : Pase2
c16−→ MEKP + Pase2 c16 = 0.112387 s−1
R17 : MEKPP + ERKP
c17−−−⇀↽ −
d17
MEKPP : ERKP c17 = 8.85125e− 06 molec−1s−1
d17 = 0.01833 s
−1
R18 : MEKPP : ERKP
c18−→ MEKPP + ERKPP c18 = 0.701662 s−1
R19 : ERKP + Pase3
c19−−−⇀↽ −
d19
ERKP : Pase3 c19 = 8.33e− 07 molec−1s−1
d19 = 0.25 s
−1
R20 : ERKP : Pase3
c20−→ ERK + Pase3 c20 = 0.0076 s−1
R21 : GENEon
c21−−−⇀↽ −
d21
GENEoff c21 = 0.05 s
−1
d21(t) = 0.01 + 0.003 [ERKPP(t)] s
−1
R22 : GENEon
c22−→ GENEon + mRNA c22 = 0.5 s−1
R23 : mRNA
c23−→ mRNA + Protein c23 = 0.3 s−1
R24 : mRNA
c24−→ ∅ c24 = 0.015 s−1
R25 : Protein
c25−→ ∅ c25 = 5e− 06 s−1
Table 1: Reactions and rate parameters for the ERK signal gene expression pathway.
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In our application, we will fix the concentrations of reactants of the MAPK cascade
and the copy numbers of reactants of the gene expression. Therefore, for the sake of
simplicity, we define the state vector as X(t) = (XMAPK(t), XGENE(t))T where
XMAPK(t) = (Ras−GTP,Raf,Raf : Ras−GTP,RafP,Pase1,
RafP : Pase1,MEK,RafP : MEK,MEKP,
Pase2,MEKP : Pase2,RafP : MEKP,MEKPP , ERK,
MEKPP : ERK,ERKP,ERKPP,MEKPP : ERKP,
Pase3,ERKP : Pase3,MEKPP : Pase2,ERKPP : Pase3),
XGENE(t) = (GENEon,GENEoff ,mRNA,Protein). To convert the amount of species
of the componentsX(t) from copy numbers to nanomolar [nM] concentrations, we use
the relation
U(t) = X(t)/nAΩ, (6.35)
where nA = 6 × 1023 represents the Avogadro’s number and Ω is the volume of the
reaction compartment in liters [33]. A complete list of initial number of molecules and
corresponding initial concentrations can be seen in Table 2.
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Species Copy numbers Concentrations [nM]
Ras−GTP 10000 16.6667
Raf 711081 1185.135
Raf : Ras−GTP 11 0.0183
RafP 11 0.0183
Pase1 49990 83.3167
RafP : Pase1 10 0.0167
MEK 2830668 4717.78
RafP : MEK 173 0.2883
MEKP 185198 308.6633
Pase2 121372 202.2867
MEKP : Pase2 2921 4.8683
RafP : MEKP 26 0.0433
MEKPP 59 0.0983
ERK 685746 1142.91
MEKPP : ERK 768 1.28
ERKP 5275 8.7917
ERKPP 27 0.045
MEKPP : ERKP 0 0
Pase3 165519 275.865
ERKP : Pase3 2823 4.705
MEKPP : Pase2 187 0.3167
ERKPP : Pase3 360 0.6
GENEon 0 0
GENEoff 1 0.0017
mRNA 5 0.0083
Protein 0 0
Table 2: Species initial copy numbers and corresponding concentrations for the nomi-
nal volume of the reaction compartment of Ω = 10−12 in liters .
According to the reactions in Table 1, the following 8 conservation laws can be
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identified:
C1 = Ras−GTP + Raf : Ras−GTP
C2 = Raf + RafP + RafP : MEK + RafP : Pase1 + RafP : MEKP
+ Raf : Ras−GTP
C3 = Pase1 + RafP : Pase1
C4 = MEK + MEKP + MEKPP + MEKP : Pase2
+ MEKPP : ERK + MEKPP : Pase2 + MEKPP : ERKP
+ RafP : MEK + RafP : MEKP
C5 = MEKP : Pase2 + MEKPP : Pase2 + Pase2
C6 = ERK + ERKP + ERKPP + ERKP : Pase3
+ ERKPP : Pase3 + MEKPP : ERK + MEKPP : ERKP
C7 = ERKP : Pase3 + ERKPP : Pase3 + Pase3
C8 = GENEon + GENEoff .
Here, C1, C2, . . . , C8 are mass conservation constants. Since the number of molecules
of MAPK signaling cascade, XMAPK(t) are high, we expect R1, . . . , R20 reactions
in Table 1 will be fast reactions while R21, . . . , R25 will be slow reactions. Concen-
trations of RafP, MEKPP, ERKPP and the copy numbers of GENEon, mRNA when
R1, . . . , R20 reactions in Table 1 are considered as continuous reactions and modeled
by diffusion approximation while R21, . . . , R25 are considered as slow reactions and
modeled by Markov jump process in time interval [0, 200] s can be seen in Figure 6B.
This figure demonstrates the amounts of some species when static partitioning algo-
rithm is applied. We also implement dynamic partitioning algorithm to the model and
compare the computation time of Algorithm 1 with that of Gillespie’s direct method for
different volumes of the reaction compartment Ω. In our application, we consider the
volume of the cell compartment where the signaling reactions take place, is scaled with
a positive constant ω such that Ω = ωV where V = 10−12 is the nominal cell volume in
liters [33] while the sub-compartment where the gene expression reactions take place
is fixed for all Ω values. We consider concentrations of the reactants of the MAPK
cascade, XMAPK(t), and the number of molecules of species of the gene expression,
XGENE(t), are same for all volumes (see Table 2). Hence, to keep same concentrations
for all volumes, we multiply the number of molecules of the components XMAPK(t)
with ω if the volume of the reaction compartment is Ω = ωV . Also, it must be noticed
that the stochastic rate constants of bimolecular reactions are divided by ω when the
volume of reaction compartment is Ω = ωV . In Table 3, one can see the CPU times of
our algorithm (see Algorithm 1) and Gillespie’s direct method in seconds for a single
realization of the model in time interval [0, 10]s with ∆ = 2s, ε = 0.3, P = 20 for
ω = 1, 2, 5, 10, 102, 104, 106, 108. To obtain the numerical solution of SDEs, we au-
tomatically choose the stepsize of Runge-Kutta method as explained in Section 4 with
absolute and relative tolerances of 10−12 and 10−9, respectively. Since both the drift,
the diffusion term of SDE given by (4.24) are volume dependent, the CPU time of the
hybrid diffusion algorithm decreases as expected when the volume increases. Types of
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reactions according to Algorithm 1 for ω = 1 can be seen in Figure 7. As discussed be-
fore, to preserve the same concentration of species for all volumes, we have to multiply
the number of molecules of some species with ω to observe the dynamics for volume
Ω = ωV . This will make a significant change on the CPU time of the Gillespie’s al-
gorithm. Since application of the Gillespie’s direct method is too time consuming for
large volumes, we compute its CPU time only for ω = 1, 2, 5, 10. The results reveal
that the hybrid diffusion algorithm significantly reduce the computational time.
ω
CPU Time in seconds
Algorithm 1 Gillespie’s Direct Method
1 498.82 2872.02
2 498.080 6264.26
5 404.36 15613.46
10 345.41 31356.38
102 337.01
104 167.61
106 119.93
108 78.21
Table 3: The CPU times (in seconds) of the Algorithm 1 and the Gillespie’s direct
method for the MAPK cascade together with its gene expression. For all volumes,
we have the same concentrations of the MAPK cascade species and the same copy
numbers for species of gene expression. To preserve the same concentration of MAPK
species, we multiply their number of molecules with ω to observe the dynamics of the
model in the reaction compartment with volume Ω = ωV where ∆ = 2s, ε = 0.3, P =
20 in t ∈ [0, 10]s.
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Figure 7: Depicts the portions of time when reactions of the MAPK sig-
naling pathway are treated as fast or slow in the time interval [0, 10]s accord-
ing to our dynamic partitioning algorithm with ∆ = 2s, ε = 0.3, P = 20
and ω = 1. Since the number of reactions is too high, to have a better vi-
sualization we group the reactions and also note that x-axis represents the log(t)
of time t > 0. Here, G1 = (R+21, R
−
21, R22, R23, R24, R25), G2 = R18,
G3 = (R
+
13, R
−
13), G4 = (R
+
17, R
−
17), G5 = R
−
3 , G6 = R
+
3 , G7 = R
+
9 ,
G8 = (R4, R10), G9 = (R2, R+5 ), G10 = R6, G11 = (R
+
1 , R
−
1 ), G12 =
(R−5 , R
+
7 , R8, R
−
9 , R
+
11, R
−
11, R12, R14, R
+
15, R
−
15, R16, R
+
19, R
−
19, R20) where R
+
i de-
notes the forward reaction (⇀) while R−i denotes the backward reaction (↽) for
i = 1, 2, . . . , 25.
7 Conclusion
In this work, we developed techniques for simulating certain multi-scale reaction sys-
tems more efficiently. Our strategy involved a systematic approach of separating the
reactions into fast and slow groups. The fast reactions are simulated by a diffusion
approximation while the exact Gillespie-type simulation procedure is maintained for
the slow ones. The partitioning of the reaction set is based on an appropriate error
bound whose derivation is one of the central themes of the paper. The theoretical re-
sults are then effectively encoded in an efficient fast algorithm which also allows for
the partition to change dynamically over the course of time.
The paper used Runge-Kutta integration methods to approximate the solutions of
SDEs. Also the conservation relations, occurring naturally in many reaction models,
have been properly utilized to reduce the dimensionality of the corresponding SDEs
and to ensure strict mass conservation.
The proposed algorithms are implemented for the well-known Michaelis-Menten
kinetics, the Lotka-Volterra system and a realistic MAPK cascade together with its gene
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expression. The results reveal that the proposed algorithm simulates the multi-scale
processes with a significant gain in runtime but little loss in accuracy when compared
to the exact Gillespie algorithm.
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