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I N T R o D u e e I o N 
Este manual ha sido diseñado como una ayuda a los instructores de cursos 
textiles, particularmente para los cursos básicos y labo;atoristas cali-
ficados. Los métodos descritos han sido limitados a aquéllo$ que son 
más útiles directamente al estudiante. Es muy importante que ellos 
conozcan los métodos estadísticos y las materias descritas son considera-
das como mínimas y en las cuales un Técnico Medio (textil ) debe tener 
habilidad. 
Se han hecho ensayos para explicar las bases lógicas ) evitando la aplica-
ción ciega de fórmulas matemáticas. También es posible calcular las 
constantes estadísticas sin calculadora si es necesari9. 
Es muy importante para el lector darse cuenta que la Estadística es una 
herramienta útil , las cifras obtenidas por el uso de métodos estadísticos 
no son la "verdad exacta". Están sujetas a errores de interpretación , 
tienden a reducir el márgen de error, así que se pueden tomar deducciones 
válidas. 
Es axiomático que la aritmética debe ser correcta si uno espera que las 
respuestas sean correctas . Los estudiantes deben evitar citar resultados 
de varios decimales . Por ejemplo, la desviación standard puede resultar 
por aritmética a 3.1426 se podría poner un cúmero redondo de 3.15. 
Es muy importante recordar que son las cifras las que contienen la 
información y no las cifras por sí mismas. 
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PRINCIPIOS DE IA ESTADISTICA 
Qué es la Estadística? 
1) Brevemente po iemos decir que la Estadística es una ciencia por medio 
de la cual podemos coleccionar , organizar resumir analizar y presen-
tar los datos necesarios para poder tomar decisiones efectivas. 
2) En un concepto muy restringido podemos decir que·, son las cifras indi-
cadoras o los parámetros o las constantes derivadas ·de ellas. 
La Estadística se divide en descriptiva e inductiva. 
a) Estadística d~scriptiva usada en publicaciones de todo tipo para pre-
sentar información en forma clara. comunmente en forma gráfica. 
Es una descri pción de las cifras las cuales nos permiten dar una idea 
general a primera vista. (Ej. Fig. 1). 
b) Estadística inductiva, en este caso no podemos observar o medir todos 
los elementos de una población individualmente entonces se hace nece-
sario tomar una sola cualidad o característica utilizando muestras. 
Si la muestra es representativa de la población o grupo , l as conclucio-
nes son válidas para toda la población. 
Cuando estas conclusiones no son 100% seguras se usa el lenguaje de 
probabilidad para dar conclusiones. 
Consideremos las estadísticas descriptivas. Usualmente los datos son en 
forma de tablas o barras de cifras. El método utilizado es poner las ci-
fras en forma gráfica con el propósito de presentarlas al lector en forma 
más clara para ilustrar un punto en consideración. Esta forma de presen-
taci6n es más fácil de entender que las cifras por sí mismas. 
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Deben ser claras y contener la información suficiente para _ dar una · impresión · 
rápida y duradera de los hechos. 
Métodos de Presentación - Gráfico de Barras 
La tabla siguiente da el número de laboratoristas textiles empleados en l a 
industria text11 en Colombia entre 1957 y 1970 . 
TABLA I 













1969 24~ . 
1970 277 
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Preparación de las Escalas 
Tomamos la cifra más grande, la recogemos en una cifra redonda. Ejemplo: 
en la tabla 277 a 300, medir según la escala. En general el ancho de 
las barras es igual entonces su altura es proporcional a la c~ntidad ilus-
trada. 
Es fundamental tener la variable en la escala vertical y la constante 
(en este caso el paso del tiempo) en la escala horizontal. (Fig. 2). 
Alternativamente es posible hacer el área proporcional a la cantidad ilus-
trada. Por ejemplo si no se tiene espacio suficiente en el papel o cuando 
una cantidad es mucho más grande que las otras. (Fig. 3). 
Cuando usamos anchos iguales (Fig. 2) esta ley se realiza automáticamente. 
También se pueden usar líneas quebradas en los mismos casos. Ej. Fig. 3. 
Gráficos Circulares 
En este tipo de presentación el círculo se divide en partes proporcionales 
a las cantidades ilustradas. Ej. Fig. 4. 
Ideográficos 
Este tipo se usa para dar una idea general sin detallar. Usualmente en 
forma amena. Ej. Fig. S. 
Gráficos de Cambios 
Los usamos cuando queremos demostrar cambios desde un punto de referencia 
conocido. Ej. Fig. 6. 
Gráficos de Barras Múltiples 
G1áficos ,le barras con detalles específicos a lado y lado o en forma 
superpuesta. Ej. Fig. 6 de la Tabla 2. 
TABLA 2 
Consumo de Aluminio (103 toneladas) 
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PAIS 1957 1966 1975 (Proyección) 
Estados Unidos 1.31.4 3.274 5.0()() 
Europa Occidental 817 1.798 3.000 
Japón 75 390 750 .. 
( Fuente: ''Barclays Bank Review") 
Gráficos Pirámides: 
Utilizados cuando dos items de información se presentan para una cosa. 
Ej. Exportación-lmp,ortación o la distribución de edad de hombres y mu-
• 1 




a) Cantidades Discretas 
Gráficos utilizados para presentar información, apelando en razón a 
través de los ojos. 
Gráficos que indican tendencias más rápidas y convenientes que 
páginas de números. Ej. Fig. 8. 
Estrictamen~e con este tipo de gráficos solamente los puntos marcados 
tienen significado. Las líneas punteadas y los dibujos en medio de 
los puntos se utilizan para ayudar a leer más fácilmente. 
Ej. Cifras de producción son cantidades discretas igual que los números 
de nudos en un hilo textil. No es posible tener un nudo en cantidad 
fraccionar i a. 
En otros casos las cifras aunque _discretas, l as medidas son más pequeñas 
con relación a los totales, éstos suelen ser tratados como cambios con-
tinuos, por ejemplo, los cambios en cifras de la población de un país. 
b) Cantidades Continuas: 
En casos cuando las cantidades están cambiando continuamente se pueden 
dibujar en curva lisa en medio de puntos. Por ejemplo, una vasija que 
contiene agua la cual se deja enfriar y la temperatura se registra 
cada minuto. 
Tiempo en Minutos 
o 1 2 
o Temperatura C 
3 
Ej. Fig. 9. 
4 5 6 7 8 9 10 
100 88,5 82.6 77.5 72.3 68.0 64.0 60.5 57.8 SS.O 52.8 
La presentación alternativa de la Fig. 9 se da en la Fig. 10 . 
• t 
La escala de la temperatura se acorta. Debe indicarse con una línea 
doble transversal esta escala. 
! ; ; 
Los gráficos de números continuos pueden usarse para: 
l . Interpolación. Para determinar una tasa de la variable entre los 
puntos medidos. Fig. 11 
- 7 ~ 
2. Extrapolación. Para determinar una tasa ,de la variable después de los 
puntos medidos. Ej. Fig. 11. 
3. Cuando en dos o más variables están marcados los puntos en el mismo 
gráfico y pueden indicar entre sí una conexión. 
La Fig. 11 ilustra la relación entre las ga~ncias ·rietas y los números 
de clientes en un restaurante . 
# de Clientes 240 270 300 350 380 
Ganancias Netas$ 20 80 140 240 300 
Tres preguntas: 
a) Cuáles son las ganancias cuando el número de clientes es 325? 
b) Cuál es el resultado cuando el número de clientes es menos de 230? 
c) Cuál es el número de clientes cuando la ganancia es O? 
Para solucionar a) usamos interpolación, punto 1, anterior. 
Para b) y c) usamos extrapolación, la línea del gráfico se prolonga en la 
misma forma . Ver. Fig . 11. 
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El problema en b) es indicar las pérdidas en contraste con las ganancias. 
En este caso usamos números · n~gativos y se acostumbra usar escalas con 
números positivos y negativos con cero común a los dos. Ver Fig. 11. 
Estos son ejemplos de la estadística descriptiva, ahora consideramos la 
estadística inductiva . 
ESTADISTICA INDUCTIVA 
En este caso no es posible observar todos los casos individualmente para 
hacer el uso de las muestras . Estas muestras son medidas por tamaños, 
atributos o características distintivas. 
Organización de los datos en bruto 
Los datos pueden organizarse en categorías conforme a la medida o tamaño. 
Por ejemplo, resultados de exámenes en l"'.gas de futbol o resultados de 
pruebas en el laboratorio. 
Frecuencias Acumulativas" . 
Estos son conocidos como "Distribuciones _; ~ 
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TABLA 3 
Los siguientes datos.· son los .diámetros en milésimas de pulgadas .. de una 
muestra de 60 bolas de ·metal, cuando son medidas con exactitud. 
738 736 735 735 733 736 
728 730 731 740 738 729 
745 732 739 736 734 727 
17241 
:· .t .. 
733 737 730 732 731 
i35 
1 
735 737 740 728 736 . 
732 744 735 739 7.32 733 
726 743 740 734 735 739 
736 736 730 735 742 741 
729 742 727 734 725 734 
" ' ' . . . .. . . 
737 732 1 746 741 738 735 . 
Con una inspección gen'eral po.demos ais, ·r la cantidad más grande y la 
más pequeña. Estas dan
1
los nú~eros límites de la distribuci ón de tamaños 
de la muestra. 
Gonstruímos una nueva tabla en subgrupos como sigue. 
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TABLA 4 
FRECUEN FRECUENCIA % % FRECUENCIA -SUBGRUPO DIVISION CIA ACUMULAT. F. ACUMULATIVA 
724 - 726 III 3 3 5.0 5.0 
727 - 729 lIII I 6 9 10.0 15,0 
730 - 732 -11II .!:::.. 10 19 16.66 31.66 
,,9 - 735 urr r.¡n T,,Hl 15 34 25 . 00 56 . 66 
736 - 738 .I-Hr .H-I-f" II 12 46 20.00 76 . 66 
739 - 741 ..J.I·h III 8 54 13, 32 89 . 98 
742 - 744 .,.I,I·r-1 4 58 6. 66 96.64 
745 - 747 II 2 60 3.33 99 .97 
L 60 1º º · ºº -========--=== =========---========--==========--==---== 
Leemos la Tabla 3 y as ignamos cada cifra a un subgrupo . Los s ubgrupos es t án 
organizados como una cifra y se asentará únicamente como subgrupo. Si arre-
glamos dos subgrupos como 724-726 y 726- 728 un valor de 726 s e asignar á 
en dos grupos . 
Podemos convertir la Tabla 4 en forma gráfica, ver Fig. 12 . También si con-
vertimos las frecuencias a un porcent aj e del total, es más fácil par a la 
compar ación con otr as distribuciones por que están en la misma escala . 
Es t a forma es particular mente útil cuando las pruebas rutinarias s e han 
hecho sobr e materias semejantes. Ver . Fig . 12a . 
Qué información podemos obtener de ésto? 
a ) Los límites que da n l a escal a de la distribución . Por ej emplo, l a di-
fer enci a entre l as dos cifras, el mayor y el me nor valor dan l a medida . 
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La medida de la escala en la Tabla 3 es de 24 unidades y es más variable 
que otra distribución con 10 unidades. 
b) Media. --- Este es el valor central. El 50% de la distribución tiene valo-
res mayores o menores que ésta. 
c) Promedio aritmético. (X). Es la suma- de todas las cifras divididas por 
el número de los mismos. 
d) Número de los resultados . Más o menos en un valor dado. 
e) Cuartiles (c). Si los datos están organizados en forma de frecuencias 
acumulativas el valor central es la Media y podemos de la misma maner a 
dividir la distribución en cuatro partes iguales. 
Entonces c1 , c2 , c3, son llamadas primera, segunda las cuales son 
la media y tercer cuartiles . 
En la misma forma podemos dividi r la distribuckón en diez partes: 
deciles y en cien partes: centíles. Es deci r que el quinto decíl y el 
quincuagés imo centíl son ambos iguales a la media . Tambien el vigé-
simo quinto y el septuagésimo quinto son iguales al primer y t ercer 
cuartiles. 
DISTRIBUCIONES AGRUPADAS 
Cuando los datos tienen cincuenta o más resultados es más conveniente 
organizarlos en grupos o clases, tenemos ya una colección de clases, cada 
clase se llama "frecuencia de cla~e " y una colección de clases ; "distri-
bución de frecuencias". Ej • Tabla 4. As í : 724 y 726 son una clase y 
los valores 724 y 726 son los límites de clase , pero l a escal a de valores 
J 
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tiene vacíos, es decir, no tiene valor dentro de 726 y 727, entonces, si 
tenemos un valor 726.3 qué clase es este valor? 
Para solucionar este problema simplemente tomamos el límite superior de 
una clase>mí s el límite inferior de la otra clase y dividimos por dos. 
Ej. Tabla 4 sería como la Tabla 5. 
TABU\ 5 
Clase Nominal Clase Actual 
724 - 726 
727 - 729 
723.5 
726.5 
y así sucesivamente. 









Para distribuciones con más de 200 cifras es conveniente hacer 15-20 
clases, dentro de 50-100 cifras, 10-15 clases. 
Distribución discreta y contínua 
Los datos pueden ser en valores discretos, por ejemplo, el número de 
roturas en un hilo o el número de nudos en el mismo o calificaciones de 
exámenes. 
En otros casos, por ejemplo en una distribución de la estatura de todos 
los estudiantes en el SENA, se pueden ocurrir valores fraccionarios. 
Sabemos también que si una muestra más grande fuera tomada, todo el valor 
posible entre los límites naturales puede ocurrir. 
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l. En general tenemos los métodos de presentación, para distr-ibuéión con..: valores 
actuales discretos, usamos el diagrama como ''histograma". 
El histograma es una serie de rectángulos con bases iguales o proporciona~es 
al límite de clases . Ver Fig. 13. 
El principio fundamental es que el área 9 ~~r,erficie del rectángulo sea pr~-
porcional a la frecuencia de clases y una área total es proporcional a la 
1 
frecuencia total así: 
Altura del rectángulo : frecuencia 
límites de clase 
En vista de que: . 
el área del rectángulo= base x altura 
entonces: altura= á~~ 
base 
2. Para distribuciones continuas usamos un diagrama como "polígono". Ver Fig ." 14. 
También es un principio fundamental que el área bajo la línea del polígono 
es proporcional a la· frecuencia total de la distribución, 
Distribuciones de frecuencias relativas 
Podemos transformar las frecueucias actuales como porcentajes, es ·un méto-
do más útl cuando queremos comparar las distribuciones de muestras dife-
rentes del mismo tipo de población. Así los polígonos están en la misma 
escala y podemos comparar fácilmente los resultados sin consideración al 
tamaño de las muestras. 
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Distribución Normal ó 'Gausiana' 
En primer lugar en el ramo textil est amos interesados en una forma de di s-
tribución llamada "normal" ó "Gaussiana". Esta es una distribución con-
tinua con polígono en forma de campana. Fig. 15. En esta forma es dada 
con muchas medidas de cosas naturales. Por ej emplo, estatura de los hombres 
de la misma edad, tamaño de fríjoles de un mismo costal, longitud de l as 
fibras de algodón en una cápsula y muchas otras cosas. Esta distribución 
es usada como base de l a metodología de estadística y es más útil para dis-
tr ibuír las propiedades de una cantidad según las me<lidas de las muestr as. 
También ocurren otras distribuciones pero por el momento nos concentrare-
mos en l a distribución 'normal! 
La teoría está basada en un concepto de una cantidad infinita, es decir, 
más grande en comparación con el tamaño de la muestra que es posible medir. 
La palabra ' norma l ' es usada técnicamente para describir este tipo de dis-
tribución. 
La palabra 'pobl ac ión' es usada técnicamente para describir una cantidad 
global, dentro de la cual un número 1e erm:. na bse toma pura medir una 
propiedad espec ífica. Por ejemplo, una empresa textil productora de hilos tí-
s 
tul0 30 . . Toda la producción de este título es la población desde la cual 
el departamento de control de calidad toma muestras pequeñas con el objeto 
de medir el título y otras propiedades de los hilos. 
Las propiedades de l a muestra se usan para pronosticar las propiedades de 
la población, basada en el hecho de que si l a muestz:a es tomada correcta-
mente, la distribución de l a muestra es s imilar a l a distribución de la 
cantidad índice . Ej. Fig. 16 . 
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La curva o gráfico de la distribución no~~l se describe c~mpletamen~e como 
dos cifras: 
l. El promedio, el cual da la posición de la distribución sobre la escala 
de números exactos; y 
2. La desviaci6n standard la cual es una. descripción en expresiones 
matemáticas de la cantidad índice. Ver Fig. 17 •. 
Así podemos describir muchas cifras obtenidas, digamos en pruebas textiles, 
como dos cifras fundamentales. El promedio y la desviación standard, los 
cual es son muy útiles y están de acuerdo con las definiciones dadas en la 
página l. 
MEDIDAS DE TENDENCIA CENTRAL 
1. El Promedio 
El promedio define la posici6n o distribución sobre l a escala de números . 
Describe también la colección de datos o cifras en un solo número . 
Nos permite comparar estos resultados con otros. Es ·1a confirmación de 
la variabilidad presente pero no la describe. 
Cálculo del Promedio 
x = x1 ,-t- X 2 •••••• • • • • • xn = 
n 
y si XJ • x2 •••• •. xn ocurre 
~x •.•. 
n 
f 1 ......... fn veces, entonces : 
x = f 1 x1 . + . f 2 • x2 + • • • . . • . fn . xn = ~f. x = t ñc --
f 1 + f 2 + • . . . • . . . . . • • • • • • . • • • fn ~f n 
en vista de que !f = n 
( 1 ) 
( 2) 
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Propiedades matemáticas del Promedio 
a) La suma algebráica de un juego de números desde su promedio aritmético 
es cero. El promedio de los números 8, 3, 5, 12, 10 = 7.6 
Desviaciones desde el promedio individualmente. 
+ 0.4, - 4.6, - 2.6, + 4.4, + 2.4 
Suma de valores positivos y negativos= O 
Entonces, en general: 
d¡ = ( x¡ - x) d2 = (X2 - x) ..... dn = (Xn - x) 
Estas desviaciones desde un promedio ( x) 
Entonces: 
¿d = ¿(x-x) =¿x-¿x 
pero i x = nx poT consiguiente: 
d: Í: X nx 
d = ¿x - n ,;:;-'L_ 
¿n 
d =¿X - °¿X : 0 
x = t..L 
n 
{3) 
b) La suma de desviaciones del cuadrado de un juego de números es un mínimo. 
Esta propiedad se usa en cálculos cuando las operaciones matemáticas 
cuando no sería posible con cantidades negativas. 
e) Si A es un promedio próximo o promedio supuesto {puede ser algún número 
conveniente). Convertirse en ecuaciones 1 y 2. 
x =A+ 'Zd 
n 
( 4) X = A . + ¿' f d • • • • • • • • • ( 5 ) 
n 
Cuando d = (x - A) y x = (A + el) 
-
Entonces: 
i = A + d ya que el promedio de la constante A 
Por consiguiente : 
x = A + .1i! ..... (6) y (4) 
n 
También: 
- = lfx X 
--f 
= AZ:f + 
n 
... = L,fx 
n 
!fd 
= Lf {A+ d} 
n 





d) Método del Código para Cómputo del Promedio 






(7) y (5) 
Reducir los cálculos cuando tenemos una gran cantidad de cifras. 
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Si de los intervalos de clase o subgrupo en un grupo son iguales (c) la des-
desviación d = (x - A) entonces puede ser convertido a una nueva unidad (u). 
Entonces u= x - A 
e 
y X = A + cu. 
Pero x = 'Ex 
n 
+ por consiguiente en estos términos: 
X + _ _ .!.!!_ 
n · n· 
Pero A y C son constantes de aquí. 
¿ A = nA y cu = C 'E u 
Entonces: 




a) Resolver el promedio de los números dados en (1) usando la ecuación (3) . 
Es decir: X. A :Ea 
n 
1) 110, 105, 95, 115, 110, 110, 120 . 
b) 
Deje: A = 105 n = 10 
Ld = [s + o + (-10) + 10 + 5 + 5 : 15] = 55 
Entonces: X = 105 + 55 · = 110.5 
10 
Usando los números de 1) se c!"lratruye una distribución de frecuencias 
usa ndo desviaciones en forma de código u. 
A = 105, c= 
X 95 100 
f 1 o 
u -2 -1 
fu -2 o 
Entonces: 
x = L°fu 
n 
5 u. = X - A --e 
105 llO 115 120 
2 3 2 
o 1 4 
o 3 4 




6 L fu = 11. 
= 110 .5 -------
Como anteriormente . 
Para distribuciones contínuas los valores de x en cada intervalo de clase 
son tratados como si fueran todo el punto central de esta clase . Por 
consiguiente, laxes el valor del punto central y usado en el proceso del 
código. En este caso el promedio <lifer i r á un poco desde el que se ha obte-
nido si cada número individual se toma por separado. 
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Sin embargo , en este caso no es importante en comparaci ón o a l menos como 
trabajo ment cil. 
EJEMPLO DE UN CALCULO DEL PROMEDIO DESDE UNA DISTRI BUCI ON AGRUPADA 
. TABLA 6 
Resultados de lOO !pruebas de torsión én hilos de una pulgada de l ongi t ud. 
24 25 ' 28 29 28 ' 23 20 30 26 36 
. . 
32 22 28 20 22 23 29 20 26 22 
25 22 24 23 20 18 24 33 26 28 
1 
26 25 23 31 21 34 33 24 24 18 
24 21· 22 31 14* 19 23 25 28 18 
17 27 2'5 19 29 34 26 30 24 36 
24 30 3'0 21 23 27 26 29 28 23 
27 29 21 29 30 23 21 27 27 21 . 
19 25 30 27 25 24 27 35 16 33 
29 32 28 22 22 20 37* 21 28 25 
hemos hecho una di stri bución de frecuencias usando el método .. de taj a como 
l a Tabla 4 . Leemos l a Tabla y vemos l as cif r as de más valor y Je menos 
valor (37 -14), entonces e l ancho o escala de di s tribÜción es 23 unidades . 




14 - 15 13 . 5 - 15 . 5 
16 - 17 15 . 5 - 17 .5 
18 - 19 17 .5 - 19 .5 
20 - 21 19. 5 - 21. 5 
22 - 23 21. 5 - 23 .5 
24 - 25 23 . 5 - 25. 5 
26 - 27 2So5 - 27.5 
28 - 29 27.5 - 29.5 
30 - 31 29 . 5 - 31.5 
32 - 33 31.5 - 33.5 
34 - 35 33.5 - 35.5 
36 - 37 35 . 5 - 37.5 
te X = ( L fu ) )(. e + A. 
n 




CENTRAL TAJA f 
14.5 I 1 
16.5 II 2 
18.5 .. IH-r I 6 
20 . 5 .H-r·r .r,a-r n 12 
22.5 ,11-I·r r.H -i .J,rT"f 15 
24.5 .1-r-n ;,11:'l H"n n 17 
26.S J..f'Ii J.{,<I".Í II I 13 
28 . 5 ,,_lH( J -H'! ... :t-1-":rí 15 
30 . 5 ;,a1 III 8 
32.5 IIII 5 
34.5 III 3 
36 . S III 3 
¿f = 100 

































Medidas de tendencia central (La media) 
La media se define como un valor central cuando la distribución está 
organizada en orden de tamaño. 
Ll 50% de los valores son menores y el 50% son mayores. Es fácil de 
definir si se basa en todas las observaciones. 
Se puede usar definiendo la posición de atributos a la cual no se puede 
dar un valor numérico. 
Una desventaja es que el valor derivado ocurre algunas veces y en distri-
buciones discretas estos valores no pueden presentarse, por ejemplo, 
~ nudo en un hilo. No es propio para descripción o tratamiento 
méltemático. La media se usa algunas veces en pruebas por ejemplo de 
bombillas eléctricas donde "la vida" de la bombilla se da como un valor 
cuando el 50% de la muestra está perdida . 
Colocación de la Media 
Media = n + 1 
2 
n = número de individuos y n es un número non. 
Donde n es par, es el promedio de dos valores centrales. 
Distribuciones Agrupadas 
Usamos n para encontrar e identificar la clase o subgrupo dentro 
2 
del cual está. 
Después de l a Me.día L. + ( ~n - 22 f. ) 
f m 
Donde n = número total de observaciones . 
~ f = suma de frecuencias de todos los subgrupos más bajos en el 
valor de l a clase de media ( él ) mencionada antes. 
fin - = Frecuencia de la clase de media. 
rm = Ancho o tamaño de clase de media. 
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Medida de la tendencia central. Modalidad (Mo.) 
Es el valor q~e se presenta con mayor frecuencia, en un polígono de fre-
cuencias la modalidad es el punto máximo en la gráfica. 
Cuando una distribución tiene simetría, por ejemplo, la Fig. 15 el promedio, 
la media y la modalidad tienen el mismo valor. 
Cuando una distribución es asimétrica la modalidad es más típica que el pro-
medio. 
La modalidad p~ede ser más útil que el promedio cuando evaluamos los resul-
tados del tratamiento. Ej. el efecto de métodos diferentes de apresto sobre 
l a resistencia de los hilos. El promedio sería afectado por los hilos de 
poca r esis t encia (no típica). 
El valor de las modalidad no sería afectado entonces, pero probablemente la 
mayor medida en este caso. Grandes muestras pueden ser usadas cuando se 
u t i liza la modalidaJ para algunas medidas. 
Una distribución puede tener más de una modalidad. ej. pruebas sobre los hilos, 
los cuales han sido mezclados después de l a hilandería. Fig. 18. 
Medidas de Dispersión 
1) El ancho o Rango (W.) 
Esta es la más simple medida de dispersión pero la más inadecuada medida 
de variabilidaJ . Es solo el resultado de dos cifras y si tomamos varias 
muestras desde la misma población los r es ultados son más variables. 
2) El ancho Promedio (Mean Range) (w) 
Usado con pequeñas muestras sucesivas. Es muy útil para control de cali-
dad bajo condiciones de producción en serie. 
Cuando l as muestras son escogidas al azar y l a distribución es normal 
o gausiana, tiene una relación entre el ancho promedio y la desviación 
standard. 
W = ~W donde W es el ancho de muestras individuales. 
n 
n = número de muestras. 
s = w donde S = desviación standard. 
k 
w = ancho promedio. 
k = Constante dependiente del tamaño de la muestra. 
TABLA 8 





4 2. 0588 
5 2.3259 
6 ¿,,5344 






3) % del ancho promedio (W%) 
4) 
Este es el ancho promedio expresado como un tanto por ciento del 
promedio e;) . W% = W X 100 
X 
Cuando hilamos muchos hilos de títulos diferentes bajo las mismas condi-
ciones es una medida útil de variabilidad. 
Desviación promedia (D.P.) 
En esta medida se usan todas las observaciones y cálculos anteriores si 
comparamos cada uno con el promedio. Ej.: 
TABIA 9 
Resultados de Pruebas de 10 Hilos Sencillos 
-· · -~~~ . 
RESISTENCIA DESVIACION DEL PROMEDIO 











Totales 1.139 27.0 
-
X = 113.9 D.P. 2 . 7 
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*~ Indica que se toma la diferencia entre ambas cifras desconociendo los 
valores positivos y negativos. (Valores absolutos). 
Alternativamente debe escribirse 1 x - ~ 1 con la misma indicación. 
La razón es porque al tomar l os valores con los signos la suma debe 
ser cero. (Ver página 16 ) Propiedades del Promedio). 
Otr~_ método pélr a evitar .. dificultades con números negativos es elev'án-
. 2 2 
dolos a l cuadrado. . Ej. a x a = a - a x - a = a 
Es t e·--método es usado en cálculos de variación y des<;iación standard. 
Varianza y Desviación Staridard 
r--
La Varianza ; 
2 
s ' se defi ne como la s uma de los cuadrados desde el promedio 
dividido por el número de l as obser vaciones (n). 
Esta es l a medida fundamental <le variabilidad y se usa mucho en estadística 
porque se puede tratar algebráicamente. 
2 . 
La Varianza (S) = 
2 
2:( X - - -~ 
n - 1 
Para muchos propósitos es deseable hacer la medida de la variabilidad en 
unidades del mismo promedio., entonces la varianza se reduce a unidades ori-
ginales como la raíz cuadr ada . Esto es conocido como desviación standard y 
se usa en la mayor parte de medidas de variabilidad. 
La desviación standard (s'l~ ( 
Y desde. distribuciones agrupadas s 
2 
X - X ) 
n - l 
I 
= J It e - ) 2 _ X - X _ _ 




Usando los resultados dados en la TABIA 9, formamos una nueva Tabla . J 
TABLA 10 
Resultados ·de las prueb de 10 hilos Sencillos 
1· RES! STENCIA ( X -- X ) - 2 ( X - X ) 
(2ramos) 
110 - 3 . 9 15.21 
120 6 .1 37 ,21 
115 1.1 1.21 
117 3 .1 9 . 61 
117 3.1 9 . 61 
112 -1.9 3,61 
¡ 110 -3.9 15 .21 
112 -1.9 3.61 
1 
; 112 -1.9 3 . 61 
"' -
114 0.1 0.01 
ll'otal 1139 98.90 
-
X = 113 .9 
2 
Entonces s = 98.90 = 98 . 90 = 
(10-1) 9 
10. 988 
s = .J 10.988 = 3.326 
; 
METODOS DE CODIGO POR COMPUTO DE LA DESVIACION STANDARD (S) 
Distribución Agrupada 
Se refiere a las Tablas 6 y 7 y se construye una nueva Tabla as í : 
TABIA 11 
SUBGRUPO SUBGRUPO PUNTO 
NOMINAL ACTUAL CENTRAL T A J A f u fu 
14 - 15 13,5 - 15 . 5 14.5 I 1 -5 -5 
16 - 17 15.5 - 17 .s 16.5 II 2 - 4 -8 
18 - 19 17.5 - 19 . 5 18.5 IIII I 6 -3 - 18 
20 - 21 19 .5 - 21.5 20,5 ..-r-r·n J>a 1 II 12 -2 - 24 
22 - 23 21.5 - 23,S 22.5 .1-H"I J.r·rr ,..J,.1'11: 15 - 1 - 15 
24 - 25 23 . 5 - 25.5 24. 5 ..l·I·I'I ... LH1 ),I·I·'( II 17 o o 
26 - 27 25.5 - 27.5 26 . 5 .l-1-'I'I ,..I-rfl III 13 1 13 
28 - 29 27.5 - 29 .S 28 .5 H1:-!' ,l l'I1'. .,H-fI 15 2 30 
30 · n 29 . 5 - 31.5 30. 5 J.l'l"Í III 8 3 24 
32 - 33 31.5 - 33 .5 32 . 5 
/ 
J •l1I 5 4 20 
34 - 35 33.5 - 35 . 5 34. 5 III 3 5 15 
36 - 37 35 . 5 - 37 . 5 36 .5 III 3 6 18 
- 70 
1+120 
Totales 100 I+ so 
Tenemos : L f = n = 100 
~fu = +so 
¿ fu2 = 582 
c = 2 
A = 24 . 5 
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Se refiere a cálculos del promedio en código. p. 
Tenemos: u=(x-A) y 
c 
Como definición s = j 
De reglas algebráicas 
( X - X >2 = X 
~ - 2 ~(x-x ) = 
En vista de que: 
X = una constante 
X = ~X 
n 
--Ex = nx 







X = 'Zfu. 
n 
( X - X l2 
n -






<:'."-2 + L., X 
-2 nx 
n'i-
. e+ A • 
Entonces: s =¡ Gx2 - nx2 
n - 1 
Y en términos de có~igos : 
La suma de cuadrados desde A es un punto arbitrario, 
s').. ~ -2 = c.. ( u - u) 
(1) 





1 .L ( u - ü )2 
7 









c2 ~ fu2 - n 
n - 1 
Entonces: 
5 = l.. fu -
n - 1 
y ü = Zfu 
n 
Usando los resultados de los cálculos en la Tabla 11 tenemos que 





n = .¡oo . 
2 
582 - ~ºº ~ 
99 




s = 4. 746 






Log. 557 :. 2.7459 




a/log 2 . 373 (5) 
X 2 = 4. 746 
COEFICIENTE DE VARIACION CV% 
Se define como la desviación standard expresada como un porcentaje del promedio. 
e V% = s 100 . 
X 
Entonces C\1% (Ta9la 11) = 4. 746 100 = 474.6 18.61 . -25.5 25.5 --------------
Es muy útil para comparar las variaciones en las propiedades de pobl ac iones 
del mismo tipo. 
Propiedades de la Desviación Standard 
l. Se define exactamente . 
2. Se basa en el valor de todas las observaciones. 
3. Es fácil para calcular. 
4. Es posible tratarla éJ l g2bráicarnente •. 
5. Es afectada mínimamente por errores en el muestreo. 




En la TABIA 12 damos los títulos de 200 pruebas de hilos de algodón. 
(Están organizadas en grupos de cuatro para otros ejercicios . ) 
a) Construír una distribución de frecuencias como en la Tabla 7. 
b) Dibujar un polígo~o de frecuencias . 
c) Calcular el promedio, desviación s tandard y CV%. 
TABLA 12 
TITULOS DE HILOS MEDIDOS EN MADEJAS DE 120 YARDAS. 
36 . 6 38.1 35 . 0 37 . 3 36.1 38. 7 37.9 37.8 38 . 2 
38 .5 37.6 37 . 8 36,3 36.6 36.2 37 . 37.3 37.4 
35 .1 37 . 9 36 . 0 38.2 38.2 38. ( 35.1 36. '2 36..4 
37.3 37 . 9 36 .5 36 .1 38. 3 38.6 38. 4 37.3 37.7 
36 . 4 36 . 6 37.7 37.2 38.8 38.4 35.8 38.9 37.2 
38. 3 37. 4 38.3 38.4 37.2 36 . 9 36 . 5 39.0 36.5 
37 .2 35.4 39 . 6 39.6 37.9 36.2 37 . 4 37.2 36 . 6 
36.6 38.5 38. 1 37.5 36.6 37 . 5 36 . 2 38 . O 36.1 
38.0 37.3 36.9 36 . 0 3S .1 36.4 34.9 37 . 0 36-.4· 
38. 7 36.3 37.3 37.5 37.1 35.8 37.0 37 . 0 37.7 
37.4 38 .1 36 . 4 38,3 . '3 7 .. 3 . 37'; 7 37 .3 · 36 . 0 3·5 . 2 
36 . 7 35 .0 37.9 37 . 2 37.6 38.2 36 . 1 37.7 36.3 
36 . 1 37 .8 37 .2 38.2 39.6 37 .3 37.1 37.8 38 , 0 
37 .1 38.3 37 . 3 37.3 37.5 35 . 6 36.8 37.2 36.7 
36.5 37,0 36.6 38.2 36 .2 ~., 6 36.2 35.8 36.2 
35 .4 38.2 37.3 37.2 37.5 37 .8 36.5 37 . 9 37 .4 
37 . 6 37.0 37.0 37.8 38 .1 35.6 37 .5 38 .2 36.6 
.3 <Jn 5 35.6 36.7 38 .0 37 . 2 37'.5 37 . 3 37.9 37 . 2 
35.1 37.5 37.6 38 . 1 37 .1 36.6 37 . 4 38 .1 37.1 






37 . 9 
36 . 9 
37. 4 
37 . O 
37.1 
36 .6 












Estos casos existen o suceden en la vida humana acerca de los cuales nuestro 
conocimiento o experiencia es tan completa que podemos pronosticar o prede-
cir con certeza lo que puede ocurrir o nó. Por ejemplo, es cierto que te-
nemos que morir algún día. Es igualmente cierto que una persona no podría 
nadar en el Océano Atlántico entre Europa y América. Hay otros casos en los 
cuales nuestro conocimiento o experiencia es menos completa, podemos conocer 
unos pocos hechos pero no los suficientes para permitirnos hacer determinada 
predicción. En otros casos varios r esultJ dos son posibl es. 
La estadística procura dar con precisión numérica el grado de seguridad que 
podemos colocar cuando tenemos conocimiento de varios factores incluídos 
en el pronóstico del posible resultado de los casos en los cuales estamos 
interesados. 
La escala de probabilidad usada en dimensiones desde la unidad (1) y 
l a cual implica certeza absoluta y cero (O) el cual implica imposibilidad 
del caso que se presenta . 
Por ejemplo, cuando se tira un dado , cada lado tiene una oportunidad igual. 
La probabilidád de obtener 1 es de 1 en 6 o 1/ 6, igualmente la probabilidad 
de cualquiera de los otros números es tambi én de 1/6 , l a probabilidad de 
cada uno de los números muestra l a certeza , por l o tanto tenemos : 
1/ 6 + 1/ 6 +1 / 6 + 1/6 + 1/6 + 1/6 = 6/6 = 1 
La suma de las probabilidades es la certeza= 1 
Esta idea se puede ext ender por ej emplo en pruebas donde hay igual oportunidad 
para una muestra ser aceptada o nega da. Tomando dos dados y tirándolos juntos 
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tenemos: 6 x 6 = 36 resultados diferentes; los cuales pueden ocurrcir. 
.. 
La probabilidad de 1/6 en un ·dado es = 1/6 
11 11 11 11 11 11 segundo dado es = 1/ 6 
Pero la probabilidad de dos seis en ambos ea de 1/36, es decir, 
1/6 X 1/6 = 1/36. 
Algunas veces es necesario usar ambas adiciones y multiplicaciones de pro-
babilidades. 
Por ejemplo, Cuál es la probabilidad de sacar cinco de dos dados tirados al 
mismo tiempo? 













La probabilidad de un punto es 1/6. 
11 11 4 puntos es 1/6. 
Pero la probabilidad de sacar los dos al mismo tiempo es de 
1/6 X 1/6 = 1/36. 
Pero para cualquiera de los resultados lo. y 4o. antes mencionados . 
dará un total de S. 
Por lo tantc P = 1/36 + 1/36 + 1/36 + 1/36 = 4/36 = 1/9. 
Probabilidad de sacar exactamente S = 1/9. 
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Supongamos que tenemos una bo~sa que contiene una gran cantidad de bolas 
50% = blancas y 50% = negras. 
Si sacamos una bola, cuál es la probabilidad de que sea blanca? 
Cuál, de que sea negra ? 
Ya que 50-50 es la probabilidad de que sea blanca= 1/2, negra= 1/2. 
Probabilidadde una bola de cualquier clase = 1/2 + 1/2 = 1 
Supongamos que sacamos una bola, nos fijamos en el color, la devolvemos a 
la bolsa, la sacudimos y sacamos una segunda bola, de nuevo nos fijamos en 
su color, Cuál es el posible resultado? 
Veamos : 8 = blanca; N = negra. 
La primera bola N = negra , la segunda puede ser negra o blanca, así tenemos 
dos posibilidades: NN ó N8. 
Si la primera bola fuera blanca entonces hay de nuevo dos posibilidades: 
BN ó 88. Total de los posibles resultados= 4. 
P. de negras en la primera 
11 
,, 
" 11 11 segunda 
" " NN. : 1/2 X 1/2 = 
Similarmente con dos blancas: 
P. 88. = 1/2 X 1/2 = 1/4 
P. NB . = 1/2 X 1/2 = 1/4 











= 2 JrB, 
2 · 2 2 
8 + 2 NB + N lo cual es la expansión de (B + N) (1) 
Ahora suponemos que tenemos 3 bolas sacadas de la bolsa para remplazarlas 
después de su color. 
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Supongamos que la primera bol.a es blanca, podría estar seguida por BB 
ó NN . ó NB. 6 BN , es decir, 4 posibles combinaciones,de la misma manera 
hay otras 4 con una bol.a negra primero. El gran total es= 8. 
Cuál es la P. de cualquier combinación. Es el producto de las probabilidades 
individuales. 
Ej.: NNB = 1/2 x 1/2 x 1/ 2 = 1/ 8 








N + ~ BN2 3 + N (2) 
Tomando notas de los coeficientes en esa expresión tenemos: (s uponiendo · 
un gran número de pruebas). 
3 
1 B es decir 1 en 8 en gran "" numero de pruebas "" sera 3 blancas. 
1 83 " 11 1 " 8 producirá BBB. 
1 N 
3 
" 11 1 " 8 11 NNN. 
3 B
2
N " " 3 " 8 " 2 B y 1 N. 
3 N2B " " 3 " 8 " 2 N en 1 B. 
Las expresiones 1 y 2 son las dos primeras condiciones de la expresión 
binomial. La fórmula generalizada para esto es: 




n: es el número de casos independientes en una prueba, es deci~; el tamaño 
de la muestra, o en los ejemplos anteriores: 
n = 2 expresión (1) y n = 3 , expresión(2), 
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P. Probabilidad de éxito en un caso sencillo. 
q. " " fracaso en un caso sencillo. 
x. Número dado de éxitos. 
y. P. de obtener un número dado de éxitos. 
Signo factorial (Ej. 3 ! = 3 X 2 X 1) 
NOTA: Si suponemos que las blancas son éxito, las negras no podrán 
serlo. 
Con una población de bolas blancas y negras tomaremos 50 muestras de 5 y 
calculamos la probabilidad teorética de O, 1, 2, 3, 4, 5, bolas blancas que 
aparecen en cada ejemplo. 
Escribiendo nuevamente la ecuación, tenemos: 
y = s ! 
x! (5 _-x )! 
Entonces p de O blancas. 
o s 
y = 5 X 4 X 3 X 2 X 1 0.5 X 0.5 
O! (5 - O)? 
= 5 X 4 X 3 X 2 X 1 l (5 l O 5) X X og •. 
1 X 5 X 4 X 3 X 2 X 1 
= 1 X 1 X Ü, 03126 : p = o. 03126 
La frecuencia esperada en 50 pruebas = Np. 
O! es por convención= 1 y cua lquier número que tenga .la potencia O = 1 
Np = 50 x 0.03126 
También p de 1 blanca. 
= 1.5630 
y = 5 X 4 X 3 X 2 X 1 







X 0 , 5 
: 5 X 0.5 X 4 log. 0.5 
2.5 X 0. 06252 = 0.1563 = p. 
---------·
f = Np = 50 x 0.1563 = 7.815 = f. 
p = para 2 blancas. 
y : 5 X 4 X 3 X 2 X 1 
2 X 1 X (3. X , 2 X 1) 
2 3 
X 0,5 X 0,5 
= 10 x (2 log. 0.5) x ( 3 log. 0.5) 
10 X 0.25 X 0.125 = 0,3125: p, 
Similarmente para 3 blancas p = 0. 3125 f = 15,625 
--------- ---------
4 " p = 0.1563 f = 7. 815 
====== -------
5 11 p = o. 03126 f = 1.563 ------- --------- ------
Recopilando todas las p tenemos: 
_2._ NE. 
o 0,0321~ l.563~ 
1 0.1563 7. 815 
2 o. 3125 15. 625 
3 o. 3125 15. 625 
I• 
4 0.1563 7. 815 
5 0.0321~ l. 563,S 
Total 1.0001i 50.000,ñ 
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En la Fig. 19 se da el histograma F contra el número de bolas blancas que 
aparecen en la muestra. 
En la Fig. 20 se da el polígono y contra el número de bolas blancas que 
aparecen en el ejemplo. 
Una distribución similar se podría aplicar al número de bolas negras del 
ejemplo . En general en una muestra den items donde cada artículo tiene una 
probabilidad ~ de ser aceptad3 y q de ser rechazada , el número de defectos 
puede ser calculado desde los terminas o condiciones de l a expresión 
n 
de (p + q) 
La importancia de la distribución binomial es que como el tamaño de la mues-
tra llega a ser muy buena aproximación por la rlistribución ' normal' ·del 
modelo. 
Ej. La Fig. 21, la cual muestra l a distribución para n = 20. 
De la misma manera que calculamos los métodos de la probabilidad y frecuencia 
los cuales han sido ideados para calcular la distribución normal y es la base 
de la estadística trazada , estadística de significación y pruebas de hipótesis 
se pueden aplicar en la mayoría de las ramas de la ciencia y de la industria . 
Uso de la función :w:rma l e proha l:>ilidad en P:u'7b::i.s t:extiles 
Hemos dicho previamente que una distribución normal se describe completamente 
por el valor de su promedio y la desviación s t andard. 
El promedio indica la posición de la distribución en la escala de los números 
en las unidades de medidas . 
La desviación standard de un valor numérico de l a variabilidad en las unidades 
de medida utilizadas, ej. Título de los hilos, r esistencia, etc. 
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Ya que la curva normal es una extensión del histograma de frecuencias se re-
presenta por el área entre los límites debajo de la curva. 
Es propiedad r!e la curva standard normal que el área totál bajo ··la curva sea 
igual a la. unidad. Así podemos usar el área como una medida de probabilidad p. 
o como frecuencia np. donde n es el número de ¡a muestra. 
Considerar la Fig. 22, las curvas a) y b) tienen la misma forma y la misma 
dispersión o desviación standard. Difieren solamente en el valor del prome-
dio (x), similarmente las curvas c) y d). 
Consideremos las curvas a) y c), no difieren en la localización (x) sino sola-
mente en dispersión (s). Tienen la misma forma, el mismo (x) y el área total 
bajo cada curva es la misma. 
Matemáticamente podemos reducir todas las cuatro curvas a una forma standard. 
Ej. la curva a) tiene una x = O; la curva b) una x de 10. Restando 10 del 
promedio (x) de l a curva b), ambos promedios son iguales. 
Hemos cambiado el orígen o localización de 10 unidades a la izquierda, así que 
la curva b) ahora cubre exactamente la curva a). 
Similar razonamiento se aplica a las curvas c) y d). Ahora tenemos en efecto , 
dos curvas las cuales difieren solamente en dispersión (s). 
Usando una técnica similar alternamos ( o cambiqmos la escala de x dividiéndolo 
por el valor <les, en este caso 2). 
Por consiguiente, reducimos todas las curvas normales a una forma standard 
restando el promedio y dividiendo por la desviación standard. Así, si el 
valor de cualquier variable x se mide como una desviación desde el promedio 
dividido por s, tenemos x en forma standarizada, tendremos una nueva 
variable. 'Z'. 
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Curva normal estandarizada (Z). 
z = (x x) 
s (1) 
Es decir, Z es normalmente distribuída con una x = O y S = 1 
Ahora tenemos el eslabón entre la probabilidad y el resultado obtenijo de 
las muestras. 
El standard de la curva normal tiene las siguientes propiedades: 
1) Es simétrica, por consiguiente x Moda y Mediana tienen iguales valores . 
2) El área total incluída por la curva iguala la unidad. 
3) Z es en condiciones de desviación standard (s) . 
4) Areas incluí das por + 1 s = 68.27% del área total. p = 0.6827 
" 11 11 + 2 s = 95.45% 11 " 11 p = 0 . 9545 
" 11 " + 3 s = 99.73% 11 " 11 p = 0.9973 -
(Ver Fig. 23) . 
Ya que ahora tenemos una curva standard la probabilidad y la frecuencia espe-
rada de cualquier variable, (x) puede ser calculada arreglando la ecuación (1) . 
Z : (x - X) 
s 
entonces: x = x + Sz . (2) = Px. 
La ecuación (2) da l a probabil idad de x cuando ocurre en una distribución 
normal. Así, multiplicando Px por n obtenemos la frecuencia de x esperaJa 
en una distribución normal . 
f = n Px (3) 
Ya que ahora tenemos una curva standarizada el val or de y en cualquier valor 
de Z puede ser calculado en una vez y en todas. Habiendo encontrarlo el valor 
de y podemos entonces cal cular l as áreas i ncluídas a la uerecha e izquierda 








o : 6 
0.7 
0.8 
0 . 9 
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TABLA 13 · 





o . 4207 
o . 3821 
0:3446 .. 
o . 3085 






z A z A z A 
LO 0.1587 2.0 o. 0228 3;0 0. 0013 
1.1. o. :t357 2 . 1 0.0179 1 3·. 1 0 . 0010 
1.2 0 . 1151 2 . 2 0.0139 3.2 0 . 0007 
1.3 0 . 0968 2 . 3 0 . 0107 3.3 0.0005 
1.4 0.0808 2.4 0.0082 3.4 0. 0003 
1.5 0.0668 2.5 0 . 0062 · 3·. 5 o . 0002 
1. 6 0 . 05'48 2.6 0. 0047 3.6 o·. 0002 
1.7 '0.0446 ' 2.7 0.0035 3 . 7 0 . 0001 
1. 8 0.0359 2 . 8 o. 0026 3 . 8 0 . 0001 
1.9 o. 0287 2.9 o . 0019 3 . 9 º·ºººº 
Desviación del promedio en uni dades de desviación standard 
Ar~a sobre valores positivos, o debajo Je los valores 
negativos de z. 
Por ejemplo, en el valor de z = 0 . 00 = x l a mitad del área está a la dere-
cha y l a mitad a la izquierda, es decir, 2 x 0.5 ··= 1.0 Total probabilidad . 
La tabla .-la el área de un lado de la curva, por ej . si tomarnos un valor 
de z a 1 . 0, tenernos p = 0 .1587, luego el ár ea ctel l ado opuesto será: 
p = (1 - 0.1587) = 0 . 8413 (4) 
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Similarmente podemos calcular con facilidad el área entre dos valores 
cualquiera de y, digamos + 17,, 
Ej. Area de la izquierda Z = + 1 = 0.8413 de (4) 
11 11 11 11 z = 1 = 0.1587 de la Tabla 13. 
Por consiguiente el área entre + lZ = 0.8413 - 0.1587 = 0.6826 (5) 
Es decir, 68% del área está entre + lZ y 
Similarmente 95% del área está entre + 2Z y 
99 . 73% del área está entre+ 3 z. 
Por consiguiente, en una distribución normal cerca de1I00% de los r esultados 
se puede esperar entre! 3Z y para una distribución particular podemos 
calcular por la ecuación (3) las frecuencias esperadas. Asó poJemos tener 
un promedio para verificar si una muestra en un ejemplo actual de distri-
bución es normal o nó. 
Ej. Ejercicios 
a) Considerar una distribución para la cual hemos calculado x y S. Página 3l. 
Para cada grupo calculamos z de la ecuación (1). 
Leer los varios valores de las áreas de l a Tabla 13 . Recordemos que 
esto da solamente la mitad de la distribución. Multiplicamos cada valor 
de p por n (ecuación 3) para obtener frecuencias. 
Delinear los respectivos resultados y sacar l a curva normal. 
Colocar los actuales resultados obtenidos ( Tabla 12) y compararlos. 
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b) El promedio (x) y la desviación standard S de un hilo son 44.1 y 1.8 ce. 
respectivamente. 
Suponiendo que ·· tenemos una distribución normal, calculamos cuántos 
. ' 
resultados serátf necesarios para producir un menor valor .de 40:95' y 
menos de 45. 95. 
Consecuentemente obtenemos el número de resultados con valores de cálc~lo. 
entre 40.95 y 45.95 ( n = 200) . 
e) De los res1:1ltados de pruebas en mil hilos sencillos, hechas en un hilo . 
de :título 48 son menores de 4.5 onzas y 394 están entre 4.5 y .7 . 75 onzas. 
Cuál es e l promedio y la desviación standard de esta dis tribución? 
Uso del papel 'de gráfico de probabilidad 
Otro método el cual se usa para probar si una distribución es normal es utili-
zar un papel especial para gr~fico. 
La distribución de frecuencia se convierte en% de frecuencia · acumulativa. 
Estos valores son calculados contra los valores s uperiores del subra,ngo en . 
un papel especial para gráfico. El .grado. al cual l os puntos producidos 
se aproximan a una línea der echa determina l a contigüedad a la distribución 
normal. 
. Ej. Los resultad.os de las medidas de la longitud de las. fibras en una · 
muestra de 550 .fibras, los cuales se d.an en la Tabla 14. Es la · ·distri-




ACTUAL CENTRAL · f %f !r.f% 
(cm.) 
o - 1.5 1 10 l. 80 1.80 
1.5 - 2.5 2 15 2.70 4.50 
2.5 - 3 . 5 3 35 6. 30 10 . 80 
3 . 5 - 4.5 4 60 10 . 90 21,70 
4.5 - 5. 5 5 82 V .90 36 . 60 
5 . 5 - 6.5 '6 104 . 18 . 90 SS . SO 
6 . 5 - 7.5 7 78 14.20 69. 70 
7 .5 - 8 .5 8 53 9 . 60 79.30 
8. 5 - 9.5 9 46 8.32 87. 62 
9.5 - 10.5 10 29 5.24 92.86 
10. 5 - 11 . 5 11 17 3.40 96 . 26 
[ 1.5 - 12.S 12 8 1.43 97.69 
[2.5 - 13.5 13 7 1.25 98 . 94 
!3.5 - 14 .S 14 5 0,90 99.84 
14.5 - 15.5 15 1 0.18 100 . 02 
Las cifras acumulativas son dibujadas en papel de gráfico de probabilidad. 
El valor promedio de la distribución se da en el punto donde la línea 
derecha corta el 50% de la ordenada , 
Ej. El gráfico muestra la p . 
Marcar s obre el eje de O a 16 cms . y usar los resultados acumulativos. 
( f%) de la Tabla 14 sobre e l eje de la x dibujar la coordenada en cada 
valor del punto medio de la unidad de longitud y frecuencia acumulativa . 
Unir los pontos por medio de líneas rectas y obtener del valor promedio 
de la distribución sobre el eje de la y la línea que corta e1··so% del 
valor sobre el eje de x. 
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Este método es útil si deseamos ·conocer si la población qúe estamos clasi-
ficando está normalmente distribuída. En los ejemplos dados podemos 
apl-ic·ar las reglas de próbabilidad que se pueden utilizar en una distribu-
ción normal. 
ERRORES DE MUESTRAS AL AZAR 
Los resultados de pruebas derivados de ejemplos no pueden ser más que estima-
tivos, s olamente en raros casos una muestra duplicará exactamente la población 
de la cual ha sido tomada. Si sabemos que las muestras tomadas son normales, 
o verificamos si no estamos seguros, podemos aplicar las leyes de probabilidad 
y dar límites de confianza con varios grados de certeza . 
De nuestra ~urva normal estandarizada podemos decir por ejemplo, que él verda-
dero .promedio (X) -de (X) de una población, ~stá entré ciertos lín¡ites del 
promedio(~) calculado de una muestra al azar. · 
Es decir , tenemos: 
68% de· certeza que X está entre +IS de la muestra 
11 11 11 





+2S promedio (x) 
+3S 
Nunca podemos tener un 100% de certeza. Con el límite de 2S podemos estar 
equivocados en 20 veces; con 3S podemos estar equivocados una v~~ en 100. 
- 46 -
En la práctica el nivel de probabilidad O.OS (95% límite de confianza) 
es usualmente adoptado. 
En la industria lo práctico es tomar un número de pequeñas muestras de los 
productos procesados . Se mide alguna cualidad simple de la muestra. 
Por ejemplo, x para verificar que la producción esté exactamente en el 
objeto que se busc~. Los diferentes valores de x tomados durante un perío-
do de tiempo, nunca serán exactamente iguales . . 
Así tendremos una variedad de muestras de x, por ejemplo, en la Tabla No. 14 
de la distribución en grupos de 4. Es decir, el promedio calculado de las 
varias series de 4 da resultados individuales. Es ta es la misma distribución 
dada en la Tabla 12 de 200 resultados. 
tados individuales. 
TABI.A 15 
Así t enemos 50 muestras de 4 resul-
x Título en muestras de cuatro 
36.9 37.9 36.3 37.0 37 . 3 38.0 37.3 37.2 37.4 36 . 6 
37.1 37.0 38.4 38.2 37 . 6 37 . 2 36.5 38.3 36.6 37 . 3 
37.7 36. 7 37 . 1 37 .2 37.5 37.0 36 . 3 36 .9 36.4 37 . 0 
36.3 37.8 37 . 1 37 . 7 37 .7 37 .3 36.6 37.2 37.1 37.2 
37 . 3 36.8 37 . 1 37.8 37.4 36. 7 37 .4 37.5 37.0 37.6 
Estos resultados pueden también formarse dentro de distribución de frecuen-
cias y como cualquier r,trñ t iene sus valores de x y S. 
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TABLA 16 
Distribución <le frecuencia de x t ítulo en muestras ~e 4. 
: • 1 SUBGRUPO 
1 
FRECUENCIA 
36. 25 - 36 . 45 4 
36.45 - 36.65 4 
36.65 - 36. 85 3 
36,85 - 37. os . 7 • \ 
37. os - 37~25 10 
37.25 -- 37 .45 8 
37 .45 - 37 : 65 4 
37 . 65 - 37. 85 5 · 
37 . 85 - 38. 05 2 
38. 05 - 38.25 1 
38 . 25 - 38 . 45 2 
Total. so 
Est os resultados se forman en frecuencias polígonas y se comparan 
con el polígono de 200 resultados individuales . Ver l='ig. 24. 
Us t e<l no t ará que los resulta dos agrupados mucho más cerca a l valor ~e 
x verdadera de la población original. 
También notará que la dispers i ón es mucho menor y puede ser demostrado 
ma t emáticament e que la dispersión o desviación standard de una dis t ri- .. 
:, ·. . 




La desviación standard es una distribución de muestras de x se le da un 
nombre especial: Error 
del promedio: 




Donde Ses la desviación standard de la población principal. 
En la práctica estamos relacionados con promedios de muestras sencillas, 
aplicamos las leyes de la probabilidad, previamente tratadas . 
Es decir la probabilidad de desviación de un promedio de la muestra del 
s ignificado exacto por más de 2 S~ es aproximadamente O. OS es decir 
95% de límite de confianza. 
Similarmente 3SEx da 99% de confianza 'límite '. 
( 1) 
Del (1) considerado arriba tenemos que para reducir l os errores de muestras 
al azar debemos aumentar el tamaño de las muestras . Por ejemplo, dividiendo 
por 2 e l SEx debemos aumentar el tamaño de las muestras multiplicando 4 
veces e l tamaño o cantidad. 
Es decir, 
SEx = s entonces SEx = s s'l. = s -- ---,fñ 2 2fo 4n )4n 
Podemos ahora lograr tres objetivos: 
(2) 
a) Si se conoce o necesita el valor verdadero. Por ej.: especificación del 
título de un hilo podemos decir que dentro de los límites se presentan 
a l gunos valores de muestras. 
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b) Si solamente se conocen los valores de las muestras podemos decir que 
dentro del límite está el verdadero valor. 
e) Si el límite de 2SE está especificado podemos calcular el tamaño de 
muestra (n) para lograr el grado exacto. 
Ej. Para el hilo de la Tabla 12 el título · x para las 200 pruebas es 
37.22 y s = 0.93 . Podríamos decir que la muestra vino de una 
población con un título exacto de 37 .5 ? 
SEx = O. 93 = 0.066 
¡,Jwo 
Por lo tanto el verdadero promedio de la población de la cual obtuvimos 
la muestra de 200 está entre 37 . "2 + 2 X 0,66 
Es decir entre: 37.188 y 37 . 352. 
Es tamos diciendo que el verdadero promedio no es 37.5. Luego un cambio se 
debe hacer en e l proceso para l ograr · un pr:omed'io.' exacto :de 37. 5 .ce . 
En otras palabras la diferenéia entr e 37 .5 y 37.22 = 0.28 = 4.2 veces 
0.066 
el SEx y no es probable que s e deba a errores en l a's· ·muestras sino a una 
difer encia r eal . · 
la 
Ej. Supongamos que un hilandero desea controlar su producción dentro de un 
títul o 0.25 ce .·, qué tamaños de muestras de·ben usarse cuando se prueba ? 
(S = 0.93 ). Ya que· el máximo error es el título 0.25 el error más grande 
permisible es el título 0.125. 
De (1) 0. 125 = s el eva ndo al cuadrado ambos lados tenemos: 
,-Jñ 
2 2 
0. 932 (0.125) = s y n = = 55 
0.1252 
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Tambi én sé ~uede mostrar el grado de inexactitud en cálculos de otras 

























La situación más común es una, en la cual el investigador tiene dos clases 
de r esultados de dos muestras diferentes. El desea saber si hay una dife-
rencia r eal entre ellos o si la diferencia se debe a errores de casualidad en · 
el muestreo. 
El uso del método llamado: 'HIPOTESIS NULA', es decir, suponemos que las dos 
muestras pueden venir de una población con el mismo promedio . Si la proba-
bilidad calculada es alta se acepta la hipótesis. 
Si es baja p < 0 ,5 se niega. 
Para calcular l as probabilidades necesitamos conocer la distribución de 
muestras de la diferencia entre los dos promedios. 
Ej. En un experimento podemos tomar un número grande de pares de muestras, 
una muestra de cada una de las dos poblaciones. Entonces podemos calcular: 
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a) 1a x cíe cada muestra. 
b) .- ,La ,diferencia ·entre los dos promedios por ·cada par·. 
, . .. ·" .. , .. 
Este se puede formar entonces en distrib~ción de' frecuencias, donde 
x puede llegar a ser 01y s~ la cual es siempre más grande que S de cada 
muestra tomadv separadamente . 
2 
En' realidad la varianzá (S) d~ la ·suma 6 diferencia en dos variables 
casuales es igual a la suma de las varianzas. 
S2 = s2 + s2 y S.E0 = JL + S2 D 1 2 n1 n2 
(1) 
Ahora tenemos la distribución de diferencias en condiciones de probabilidad. 
Pouemos por consiguiente usar los mismos nivéles de aceptación como antes. 
Es decir, consideramos una diferencia entre los dos pro.medios de más de 
2 x SE0 como significativo estadísticamente. Esto no ha surgido por casua-
lidad. Los dos promedios son probablemente de dos poblaciones las cuales 
son diferentes en valor promedio. 
Ej. En una prueba de resistencia a los revientes de algunos rollos de lazo 
en una resistencia x de 793 lbs. con S de 14.S lbs. 
Pueden estos resultados encontrar una especificación de 800 libras promedio 
de resistencia a los revientes y S de .15 lps. ( n =SO). 
SEo = J 14.52 + 1s.02 so 50 
= J 210. 25 + 225 50 50 
= ~ = 2 .• 95 
La diferencia actual entre los dos promedios es de 7 lipras ya que es · dos 
veces mayor que S.E0• Esta especificación de 800 lbs. x no puede lograrse . 
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Si se conoce S y suponemos que las muestras vinieron de la misma población 
La ecuación (1) llega a ser así: 
S J 1 
º1 (3) 




Cuando tenemos pequeñas muestras es inútil formar una distribución de 
frecuencias. El promedio y desviación standard són calculados y usados 
como para hacer un presupuesto del valor de la población. La pregunta 
es: qué significan esos presupuestos ? 
Hemos visto que x de muestras de cuatro están más cerca o igual con X. 
(El promedio de población) .. Ej. Tabla 12. 
Los promedios individuales están concentrados cerca al promedio de población. 




Este cálculo es el más eficiente, prácticamente no hay diferencia entre las 
muestras grandes y pequeñas. 
Presupuestos de varianza y desviación staodard 
Usando s2 indicamos varianzn de población. 
y X 11 promedio de población. 
-Entonces: 
Cuando X es conocido hemos usado: 
= 
. 2 
( x - X) 
n · 
En general cuando X no se conoce usamos un cálcul o de una muestra, 
es decir (x). 
Entonces tenemos : 
~ (x = 
= 
= 
Pero s2 = 
Entonces: 
L (x - x + x -2 - X) 
¿(x 
- 2 
- x) + ex _2 X) . 
¿ -2 (x - x) + n (x 
_2 
.:.. X) 





(x - X) 






.· : 2· 
(x - x) . Esta expresión es el cuadrado de la desviación 
del promedio de la muestra desde el promedio de población. Así conocemos 
la variación del promedio s2 error standard S (4) 
n .J?¡ 
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Escribimos éste en ecuación (3) y tenemos: 
- 2 




El valor rectificado de S está aumentando por 1 s2 . El método más fácil 
n 
es dividir con (n - 1 ). 




= '2: (x - 2 - x) 
n 1 
~ - 2 cantidad 1..( x - X) 
cantidad ¿ ( x - ;)2 
y se dice que está basado en ( n - 1) grados de 
libertad. 
son n contribuciones independientes a la suma. 
hemos usado las cifras calculadas x entonces 
los grados de libertad (v) son reducidos por uno. 
La distribución de t. 
Cuando solo una muestra pequeña está disponible (menos 20) la teoría de la 
distribución normal no es aplicable. Si S no se conoce debemos usar 
un cálculo desde la muestra. Este no es exacto y puede diferir del valor 
verdadero de S considerablemente. Por fortuna los errores de cálculo tienen 
una distribución también, conocida como t. Esto no es normal, pero se 
aproxima a la normalidad cuando el tamaño de las muestras es grande. 
Esta distribución ha sido formada en términos de probabilidad con el mismo 
método de la distribución normel, De esta forma tenemos un método de prueba 
de otra manera alguna x es diferente desde un promedio de población X. 
. . 
Las tablas de 't' indican el valor de t, el cual será excedido por 
casualidad a niveles varios de probabilidad. 
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TABLA 17 
Prueba t ' 
Valores de ,t para niveles diferentes de signficancia ·(P). 
,GMDOS ,DE . 
LIBERTAD p = 0.1 p = o.os p = o. 01 
(V) . . .. 
1 6.31 12 . ·71 63". 66 
2 2.92 4.30 9.93 
· 3 2 .35 . ' 3 .18.' 5.84 
.. 
4 
.. .. . , 
2 .13 ,2.78 4 .60 
5 2 .02 2 .57 4.03 
6 1 ,94 2 .45 3 . 71 
8 1.86 2 .31 3.36 
10 l.8l. 2 .• 23 3.17 
15 1.7.5 Z .13 2.95 
20 1.73 2 ~ 09 · 2 · 85 .; · ! . . . . 
1 . 
30 l. 70 2.04 2.75 
.. '• Inf. . 1.65 1.96 2 . 58 l · . 
Definiendo t 
__ E_r_r_o_r_e'-n__._p_r_om_e_d_i_o___ = \ X - x \ = l X - x ¡· -.J n - 1 
Error standard de ~ro!"_edio , ¿-; S 
\ 
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Ej.: En una prueba de resistencia de 6 cordeles el resultado es un 
promedio de 7.700 lbs. y una desviación standard de 145 lbs. 
Puede ser una muestra que ~a sido tómada de una población con un 
promedio de 8.000 lbs.? 
• . 
Aceptando un error de hipótesis es decir , no es una diferencia dentro de 
los promedios calculamos la probabilidad para una diferencia,el valor 
se excederá por casualidad de un 95% a 99% de confianza. 
Calculado t = Diferencia en promedios = 300 --Error standard de promedio 145 
) n -
Entonces: t = 4.63 
Entrando en la tabla t con 5 grados de liberta·d ( v = 5) 
Tenemos: 95% nivel 2.57 
99% 11 4.03 
( p = o. 05) 
( p = O. 01) 
= 300 Js 
145 
1 
El valor de t calculado excede el valor tabulado a P = 0.01 , no aceptamos 
el error de hipótesis y convenimos en que la muestra no es una población 
con x de s.ooo lbs. 
Si dos muestrüs casuales y °2 son tomadas de poblaciones con des-
viación standard y s2 y también las 'muestras tien~n promedios 
Xl y X2 y desviaciones standard ª1 y s2. El valor de t se da como: 
t = Xl x2 
.... 
J-¾; 
+ 1 (1) 
~ n 
2 
Donde s es un presupuesto de población s cuando se usa el error de 




) 82 s = ( n1 s1 + ( n). - 1 (2) 2 
( n1 - 1 ) + ( °2 - 1 ) 
Donde sl y S2 . están calculados en las muestras. 
Este es el p
1
rqmedio . ponderado de las variaciones . 
Si l os valores · Sl S2 se dan 
- 2 2 s = ns1 + ns 2 
( nl + '. °2 ) 2 (3) 
Ejemplo: Las resistencias dadas con pruebas de madej illas (~20 yar das) de 
dos hilos del mismo título dados los resultados siguientes: 
n x (lb.: ) s" 
Hilo 1 9 42 56 
Hilo 2 4 50 42 
Esta diferencia de resistencias promedias, signifi~a urt verdadero valor de 
diferencia en l as resistencias ? 
Adoptando el error de hipótesis y calculando un presupuesto de .población S 




_9 __ x....,,.-_5 6_....,..+ __ 4_,-;x_4_2_ 
9 + 4 - 2 
= = 7. 8 
El mejor cálculo de error standard de difer encia (SEa) 
= = 7.8 4. 67 
La diferencia actual entre los promedios = 50 - 42 = 8 
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Entonces: 




·Entrando la tabla de t con (9 + 4) - 2 
t a 95% 
99% 
nivel = 2 .201 
11 = 3.09 
= 1.7 
= 11 v. tenemos 
El valor de t calculado no excede el valor tabulado, entonces no tenemos 
evi~encia de un verdadero valor de diferencia en resistencia, La hipótesis 
nula se acepta. 
!..a prueba F. Razón de las varianzas 
En el ej emplo de arriba cuando usamoe el error de hipótesis suponemos (1) 
los promedios X son iguales también las variaciones S. Es posible hacer 
una prueba anterior para averiguar si lo supuesto es válido. 
F = Es timación mayor de la varianza 
Estimación menor de la varianza 
Si el error de hipótesis es verdadero, la razón F toma valor l. Usando la 
razón de cálculos podemos calcular con un valor de probabilidad si es razonable 
suponer lo citado. 
En el ejemplo de arriba S1 = 56 y = 42 
Estos son los mejores cálculos de población. 
Entonces: F = 56 = 1.335 
42 
Cuando ( n - 1) se usa el cálculo S 
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Pero si (n) se usa y no (n 1) utilizamos una correcci6n S n 
(n - 1) 
Entonces: 
= 56 X 9 : 63 
8 
y = 42 X 4 = 56 
Entonces 
F = 63 = 1.125 
- 56 
V por S1 = 8 
V " S2 = 3 
Entrando la tabla de F con 8 y 3 grados de libertad (v) 
95% nivel F = 8.84 p = o.os 
·99% · " F = 27.49 p = 0.01 
El valor.'de F calculado· es menor e·n anibos valores de· F ··1:abJl.a·do, entonces la 
-diferencia dentro de los valores S y S no es de signifi-
cancia, podemos usar los resultados éOn confianza. 
La prueba F se puede usar en otras aplicaciones, por ejemplo, en el análisis 
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Fuente: ANOI ( O.•tt Ttatll ) 
• . D lOOOOIO¡ 
ALGODON 
FIQUE 
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-64 - GRAFICO N2~ 































DISTRIElJCOO POR DEPARTAMENlOS DEL PERS:>NAL TOTAL 







FUENTE! SENA, NECESIDADES FUTURAS DE FORMACION PROFESIONAL 1.96 7 
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GRAFICO N2 !5 











ALMAC N TC. 
CAMBOS 81 - MENSUALES DE PROOJCCION EN BRUTO 
(ENERO = 100 ) 
E.NERO FEB. MAR ABRIL MA'fO JUN. JUL AGOSTO 
GRAFICO N2 6 
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GRAFICO Nº 6 





EUROAi\ OCC • 
. , 
EUROM OC:C. 
E E UU, 
EU~ OCC. 
1 . 1 
J APON 
' JAPON .JAl:lnll 
l. 9!5 7 1.966 1.97, ( PROYECCION) 
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EMPRESA: AM TEX S.A. 
L960 61 82 
-69-
GRAF'ICO: NV 8 
GANANCIAS ANTES DE LOS 
IMPUESTOS 
GANANCIAS OESPUES DE LOS 
IMPUESTOS 






o 2 4 
GRAFICO : NAS 
5 • 7 8 9 10 
TIEMPO (MINUTOS) 







... ~ . 
2 4 5 e 
TIEMPO ( MINUTOS) 
,··: 
., .... . . .. ~ .... --· .,. . ~·. "'~ 
- - 71-' 
I • GRAFICO: Ni 10 
7 8 9 10 
-72-
GRAFICO: Ntl 11 
"EL RESTAURANTE PINOCHO" 
RELACION ENTRE GANANCIAS Y NUMERO DE CLIENTES 
200 
-• i 100 • Q. -
~ o 
~ o I z 100 200/ 300 400 






















DISTRIBUCION ACUMULATIVA A LOS OIAMETROS DE BOLAS DE ACERO 
(Ver tabla 4) 
720 72!5 130 73!5 140 745 7!50 
OIAMETRO ( 1 / LOOO) 
2 : SUMA DE 
:u1: SUMA ACUMULATIVA 
F . : FRECUENCIA 
-74- GRAFICO N2 12 (o) 
% DE DISTRIBUCION ACUMULATIVA DE LOS DIAMETROS DE BOLAS DE ACERO 






- ------ - - - - - - - - - - - -- - - - - - - es 
---·-..------ - --- - - ---
720 72!5 
:,: : SI.NA OE 
:: :e : SUMA fiCUMULATIVA 
F = FRECUENCIA 
7!0 735 
DIAMETRO ( 1 /1.000} 
740 745 750 
OISTRlijUCION COMO HISTOGRAMA TABLA 4 
725 728 731 734 737 743 
-75- . · 






POLIGONOS DE FREa.JENCIAS 
GRAFICO N5l 14 
% FRECUENCIA DtSTRIBUC~ 





725 730 735 740 745 7!50 
DIAMETRO EN 1 / 1000 
GRAFICO N V 15 
LA CURVA DE DISTIUBUCtON NORMAL 
-X= PROMEOK> 
GRAFICO N9 18 
. o) DISTRIBUCION DE FRECUENCIAS DE POBUCION INFINITA 




-78- GRAFICO Ng 17 
DISTRIBUCIONES CCN LA MISMA DESVIACION STANDARD (ANCHO) PERO CON PROMEOtOS DIFERENTES 

















TITULO DE LOS HILOS 
-eo-







o 2 4 5 







o 2 4 
\ 
' 5 ' 
~UMIRO DI IOLAS 11.ANCAS IN LA MUISTM 
( 
IMFICO NI 20 
AREA BAJO LA CURVA • PROBASILIOO TOTAL = 1.0 
~· . 
1 ; ' 
-81-
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0 .4 J {a) (b) 
o.~ 









!.A OER!VACION O! UNA CUR\a STMDARD NORMAL 
Z:s ( X-X) 
s 
-84-











' 1 1 0.1 
1 
1 



































































































































































' CD (JI 1 
-86-
Apperidix V 
FOUR-PLACE COMMON LOGARITHMS 
6 7 8 9 
Proportl onal Parts 
N o 1 2 3 4 5 
1 2 3 4 5 6 7 8 9 
10 0000 0043 0086 0128 0170 0212 02H 0294 03H 0'H4 4 8 12 17 21 25 29 33 37 
11 0414 0453 0492 OBl 0569 0607 0645 0682 0719 07S5 4 8 11 15 19 H 26 30 34 
12 0792 0828 0864 0899 0934 0969 1004 1038 1072 1106 3 7 10 14 17 21 24 28 31 
13 1139 11n l206 1239 1271 1303 · 1:\35 1367 1399 1430 3 6 10 13 16 19 23 26 29 
1'4 1461 1492 1523 1553 1584 161,i 1644 1673 1703 17'2 3 6 9 12 15 18 21 24 27 
15 1761 1790 1818 18,i7 187'\ 1903 1931 1959 1987 2014 3 6 8 lJ 14 17 20 22 25 
16 20'4 1 2068 2095 2122 2148 2175 2201 2227 2253 2279 3 5 8 11 n 16 18 21 24 
17 2304 2HO 2355 2380 2'405 2430 2455 2480 2504 2529 2 5 7 10 12 15 17 20 22 
18 2553 25n 2601 2625 2648 2672 2695 27 18 2742 2765 2 5 7 9 12 l,4 16 19 21 
19 2788 2810 28H 2856 2878 2900 2923 2945 2967 2989 2 4 7 9 11 13 16 18 20 
20 3010 3032 3054 3075 3096 3118 H 39 3160 'H81 3201 2 4 6 8 11 13 15 17 19 
21 U22 3243 3263 3284 3304 B24 3345 3'165 3385 3404 2 4 6 8 10 12 14 16 18 
22 3,424 34'44 3464 H 83 3502 \ 522 3541 H 60 3579 3598 2 4 6 8 10 12 14 15 17 
23 3617 3636 3655 3674 3692 n11 3729 ~747 3766 3784 2 ,t 6 7 9 11 13· 15 17 
24 3802 3820 3838 3856 3874 3892 3909 3927 1945 3962 2 4 5 7 9 11 12 14 16 
25 3979 3997 ,4014 4031 4048 -4065 4082 4099 4116 41H 2 3 5 7 9 10 12 14 15 
26 0 50 4166 4183 4200 4216 4232 4249 4265 4281 4298 2 3 5 7 8 10 11 13 15 
27 43U 4330 4346 4362 4378 4'9'1 4409 4425 4440 4456 2 3 5 6 8 9 11 13 14 
28 4472 4487 4502 '1518 45:B 4~48 4564 4579 4594 4609 2 3 5 6 8 9 11 12 14 
29 4624 4639 4654 4669 4683 4698 4713 4728 4742 4757 1 3 4 6 7 9 JO 12 13 
30 4771 4786 4800 4814 4829 484'\ 4857 4871 4886 4900 l 3 4 6 7 9 10 11 13 
31 4914 4928 4942 4955 '1969 4983 4997 501 1 5024 'i0;8 l 3 4 6 7 8 10 11 12 
32 5051 5065 5079 5092 510'i 5119 5132 'i 145 5159 5172 J 3 ·4 5 7 8 9 11 12 
33 5185 5198 5211 5224 5H7 5250 5263 5276 5289 H 02 1 3 4 'i 6 8 9 10 12 
34 5315 H28 5340 H'i3 5166 5ns 5391 'i,10'\ 5416 5428 1 3 4 5 6 8 9 10 11 
35 5441 5453 5465 5478 5490 'i502 55 14 5527 55'9 n51 1 2 4 5 6 7 9 JO 11 
,6 5563 'i 'i1'i 5587 W>9 56 11 'í623 'i6 ' 5 <;647 5irn1 5G7o 1 2 4 5 6 7 8 10 11 
37 5682 5694 5705 5717 5729 5740 'i752 ~76'\ 5775 5786 1 2 3 5 6 7 8 9 10 
38 5798 5809 5821 5832 5843 'i855 5866 ~A77 5888 5899 1 2 3 5 6 7 8 9 10 
39 59ll 5922 5933 5944 ~955 5966 5977 5()88 5999 6010 l 2 3 4 5 7 8 9 10 
40 6021 6031 6042 6053 (>064 6075 6085 6096 6107 6117 1 2 ) 4 5 6 8 9 10 
41 6128 6138 6 149 6160 6170 6180 6191 6201 6212 6222 1 2 ) 4 5 6 7 8 9 
42 6232 624' 6253 626~ 6274 6284 6294 6104 6314 63n 1 2 3 4 'i 6 7 8 9 
43 6335 6,'45 635'i 6:165 6'\75 6;95 6W5 6405 6415 6425 l 2 ; 4 5 6 7 8 9 
44 64'\5 644" 64'14 6464 r,474 6484 649i Gsm 65H 6522 1 2 ' 4 5 6 7 8 9 
45 65 '\2 6'i42 6'í~ 1 6'i6l 6571 6580 6590 6'i99 (,609 M IS 1 2 ' 4 5 6 7 8 9 46 6628 fi6l7 6646 6656 61-65 6675 6684 66!H 6702 6712 1 2 3 4 5 6 7 7 8 
47 6721 67'0 6H9 6749 67'.\8 6767 6776 678'i 6794 6803 1 2 3 4 5 5 6 7 8 
48 6812 6821 6830 6839 6848 6857 6866 6875 6884 6893 1 2 3 4 4 5 6 7 8 
49 6902 691) 6()20 6928 6937 (,946 69'i5 6964 6972 6981 1 2 ) 4 4 5 6 7 8 
50 6990 6998 7007 7016 7024 103, 7042 7050 7059 7067 1 2 3 3 4 5 6 7 8 
51 7076 7084 7093 7101 711 0 7118 7126 7135 7143 7152 1 2 3 3 4 5 6 7 8 
52 7160 7168 7177 7185 7193 7202 7210 7]18 7226 7235 1 2 2 3 4 5 6 7 7 
53 7243 7251 7259 7267 7275 7284 7292 7300 7308 73 16 1 2 2 3 4 5 6 6 7 
54 7324 7332 7340 7348 7356 7364 7372 7380 7388 7396 1 2 2 3 .. 5 6 6 7 
N o l 2 3 4 5 6 7 8 9 l 2 3 4 5 6 7 8 9 
.. - 8 7-
t,OUR-PLACE COMMON LOGARITHMS 
~ o 1 2 3 4 5 6 7 8 9 
P ro portl onal Parta 
1 2 3 4 5 6 7 8 9 
55 7404 7-412 7419 7427 74H 740 7451 7459 7466 7474 1 2 2 ) 4 5 5 6 7 
56 7482 7-190 7491 7~05 7513 7520 7528 7536 7H3 755l 1 2 2 3 4 5 5 6 7 
57 7559 7566 7574 7582 7589 7597 7604 7612 7619 7627 l 2 2 3 4 5 5 6 7 
58 7634 7642 7649 7657 7664 7672 7679 7686 7694 7701 l 1 2 3 4 4 5 6 7 
59 7709 7716 7?23 . " . ' .773) . 
7738 7745 7752 7760 7767 7774 l 1 2 3 4 4 5 6 7 
., 7782 7789 7796 7803 7810 7818 7825 78H 7839 7846 1 1 2 3 4 4 5 6 6 
61 7853 7860 7868 7875 7882 7889 7896 7903 7910 7917 l l 2 3 4 4 5 6 6 
62 7924 7931 7938 7945 7952 7959 7966 7973 7980 7987 1 1 2 3 3 " 5 6 6 63 7993 8000 8007 8014 8021 8028 80'15 8041 8048 8055 1 1 ;2 3 3 4 5 5 6 
64 8062 8069 8075 8082 8089 8096 8102 8109 8116 8122 l 1 2 3 3 4 5 5 6 .. 
65 8129 8136 81-42 81-49 8156 8162 8169 8176 8182 8189 l 1 2 3 3 4 5 5 6 
66 8195 8202 8209 8215 8222 8228 8235 8241 82-48 8254 l 1 2 3 3 4 5 5 6 
67 8261 8267 8274 8280 8287 8293 8299 8306 8312 8319 1 J 2 3 3 4 5 5 6 
68 8325 8331 8338 8344 8351 8357 8363 8370 8376 8382 l 1 2 3 3 4 4 5 6 
69 8388 8395 8,401 8,407 841" 8420 8'426 8432 8439 8445 l l 2 2 3 4 4 5 ~ . ' .. . . 
'70 s.451 8457 8463 8470 8-476 8482 8-488 8494 8500 8506 1 1 2 2 3 4 4 5 6 
71 8513 8519 8'525 8531 8H7 8H3 8549 8555 8561 8567 1 1 2 2 3 4 4 5 5 
72 8S73 8579 8585 8591 8597 8603 8609 8615 8621 8627 l 1 2 2 3 " 4 5 5 n 8633 86'\9 8645 8651 8657 8663 8669 8675 8681 8686 1 1 2 2 3 4 4 5 5 
74 8692 8698 8704 8710 8716 8722 8727 8733 8739 8745 1 1 2 2 3 4 4 5 5 
75 8751 8756 8762 8768 8774 8779 8785 8791 8797 8802 J 1 2 2 3 3 4 5 5 
76 8808 8814 8820 ssn 883.l . 8837 8842 88-48 8854 8859 1 1 2 2 3 3 4 5 5 
77 8865 8871 8876 8882 8887 8893 11899 8904 8910 8915 1 l 2 2 3 3 4 4 5 
78 8921 8927 8932 8938 8943 8949 8954 8960 896'5 8971 1 1 .2 2 3 3 4 4 5 
79 8976 8982 8987 8993 8998 9004 9009 9015 9020 9025 1 1 2 2 3 3 4 4 5 
80 9031 9036 9042 9047 9053 9058 9063 9069 9074 9079 ) 1 2 2 3 3 4 4 5 
81 9085 9090 9096 9101 9106 9112 9117 9122 9128 9133 l l 2 2 3 3 4 4 5 
82 9138 9143 9149 9154 9159 9165 9170 9175 9180 9186 1 1 2 2 3 3 " .. 5 83 9191 9196 9201 9206 9212 9217 9222 9227 9232 9238 1 1 2 2 3 3 4 4 5 
84 9243 9248 9253 92'58 9263 9269 92H 917fi 9284 9289 1 1 2 2 3 3 4 4 5 
85 929-i 9299 9304 9W9 931 5 9320 9325. '9330 9'\)'5 9340 J 1 2 2 3 3 4 4 5 
86 9345 9'50 93'5'5 9360 9365 9370 9375 "9350 9385 9390 1 1 2 2 3 3 4 4 5 
87 939'5 9-400 9405 9410 9415 9420 9425 9-430 9,(35 94-40 o 1 1 2 2 3 3 4 4 
88 9445 94'50 9455 9460 9465 9469 9474 9479 9484 9489 o 1 1 2 2 3 3 4 4 
89 9-194 'J499 9504 9,09 9513 9H8 9S23 9'528 9533 9'5'8 o 1 1 2 2 3 3 4 4 
90 9H2 9'.\47 9,52 9557 9'562 9'566 9571 9H6 9'581 9586 o 1 1 2 2 3 3 4 4 
91 9590 9c;95 %00 %0'5 9609 % 14 % 19 9624 9628 96H o 1 1 2 2 3 3 " 4 92 96'8 9(,4, 9647 96';2 96'.57 9661 9666 <>671 9675 9680 o 1 l 2 2 3 3 .. 4 
9'\ 968'5 968() 9694 %99 9703 97011 9713 9717 9722 9727 o 1 1 2 2 3 3 4 4 
?4 9Hl 9H6 9741 9745 9750 9754 9n9 9763 97(,8 9773 o 1 1 2 '1 1 3 4 " 
95 9777 97112 9786 9 791 9795 91100 9805 9809 9814 9818 o 1 1 2 2 1 3 4 4 
96 982'\ 9827 98''2 <>8'\6 9841 9845 98<;0 9854 98'9 9U3 o 1 l 2 2 3 3 4 4 
97 9868 91172 9877 9881 9886 9890 9894 9899 990'\ 9908 o 1 1 2 2 3 4 4 
98 9912 9917 9921 9926 9910 99H 99,9 990 9948 9952 o 1 1 2 2 3 3 4 4 
99 99'56 99C'il <>%' 9969 Q974 9978 9983 9987 9991 9996 o 1 1 2 2 3 ' 3 " 
N o 1 2 3 4 5 6 7 8 9 1 2 3 4 5 6 7 8 9 
-88-
FACTS FROM FIGURES 
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