Introduction
and #4 sized film should be applied. Moreover, the stepwedge should have a purity of at least 98% aluminum, not consisting of more than 0.1% copper or 1% iron. 1 Nearly all of the existing investigations have devoted most of their attention to adopting the minimum radiopacity requirement; meanwhile, there was only a very small group of studies that has critically evaluated the consequent changes in composite resins' radiopacity in the case of violation of other ISO 40490:2009 assumptions. 2, 6, 11 The aim of the present study was to evaluate the effect of setup changes in terms of exposure time and tube-target distance on digital radiopacity of composite resins applying a photostimulable phosphor (PSP) plate.
Materials and Methods

Sample preparation
One-millimeter-thick samples of Filtek P60 (3M/ESPE, St. Paul, MN, USA) and Clearfil (Kuraray, Tokyo, Japan) composite resins were prepared (i.e., five samples of each composite resin with A 2 shade). Samples were made using a 15×15×1 mm brass mold. Five samples of each composite resin were created in order to reduce the sampling bias. Thereafter, each sample was light cured with a quartztungsten-halogen (QTH) device and a continuous 400 mW/ cm 2 intensity was applied. In addition, a 12-step wedge (1 mm incremental steps) was made from a 93%-pure alumina alloy ingot (Radravesh Shomal Co., Babolsar, Iran). Deficient samples with large apparent voids in radiography were replaced by sound ones. An attempt was made to keep the sensor perpendicular to the tube direction in order to reduce the heel effect.
Digital radiopacity calculation
Various sets (each composed from a random selection of three samples) were exposed along with the 12-step aluminum step wedge and six different target exposure time/target distance setups (i.e., setup 1: 40 cm, 0.2 seconds; setup 2: 30 cm, 0.2 seconds; setup 3: 30 cm, 0.16 seconds, setup 4: 30 cm, 0.12 seconds; setup 5: 15 cm, 0.2 seconds; setup 6: 15 cm, 0.12 seconds). All of the digital radiographs were taken using a dental X-ray device (Minray, Soredex, Tuusula, Finland) performing at 70 kVp, 7 mA with total filtration of 2 mm aluminum. An occlusal PSP digital sensor (Soredex, Tuusula Finland) was applied. The captured images were processed by a Digora PCT device (Soredex, Tuusula, Finland) with 40-85 μm pixel size, 4-6 lp/mm and 16 bit color depth. The pictures were saved as bitmap images and viewed on a monitor with 15 inch, 32 bit color depth and 1024×768 screen resolution (Syncmaster Dfx 1793, Samsung, Seoul Korea). Digital radiopacities were measured and read in Digora for Windows 2.5 software (Soredex, Tuusula, Finland) at the program default status with no enhancement or further manipulation of contrast. The radiopacities were measured from five different areas (i.e., four corner poles plus the central area), each with a 40×40 pixel area, in order to reduce the measurement bias. Then, the average calculated radiopacity of each sample was taken into account. Thereafter, the obtained radiopacities were transformed to the final digital radiopacity (absorbance) using the following equation: A= =-log (T)= =-log (1-G/255); where A was the absorbance, T was the transmission, and G was the gray scale (0-255). 11 For each set of exposure time/tube-target distance, the radiopacity of aluminum alloy was plotted against the corresponding thickness and a specific linear model was calculated. Briefly, the Y= =a+ +bX equation was obtained from plotting the radiopacity of aluminum steps against their thickness, where "Y" was the radiopacity, "a" was the constant of regression, "b" was the coefficient of the line and "X" was the thickness. Equivalent aluminum thickness of each composite resin sample (X) specific for each setup was calculated by the transformed equation of [(Y-a)/b]. The reliability of the aforementioned software was measured by retesting the random specimens and comparison to the previous measures after two weeks. Also, the reliability of the device and method had been previously investigated. 16 
Statistics
Equivalent aluminum thicknesses were expressed as mean (±standard deviation). Comparison of equivalent aluminum thickness by different setups and dental materials was performed by means of a general linear model (GLM) and univariate ANOVA. The homogeneity of variances was tested with further multiple comparisons by GamesHowell. A linear regression model was built for each specific setup. The model descriptive was reported as "a" and "b" parameter and model fit determined to be R 2 and the standard error of the estimate. For the assessment of the relationship between the steps and corresponding model errors, various thicknesses of the aluminum step wedge were plotted against studentized residues. Furthermore, to evaluate the hypothesis of accuracy of the reduced step wedge, all analyses were again performed using the information of only the 2nd, 5th, and 8th steps.
Results
The measured equivalent thicknesses of Filtek P60 and Clearfil samples exposed with various setups are displayed in Table 1 . There were significant differences (R 2 = =0.905)
in equivalent thickness observed for various setups (F (5, 11)= =64.093, p⁄0.001) and between the materials (F (1, 11)= =86,449, p⁄0.001). Also, a significant interaction of the material with the setup existed (F (5, 11)= =9.58, p⁄ 0.001). The post-hoc analyses revealed that the equivalent thicknesses of dental materials were significantly lower at an exposure time of 0.12 second and a distance of 15 cm than at the other setups (p⁄0.001). Linear regression models from plotting of incremental steps of the aluminum stepwedge thicknesses against the relevant digital radiopacities are shown in Figure 1 and Table 2 . Regression analyses for the reduced stepwedge are demonstrated in Table 3 . Moreover, the distribution of the average magnitude of the errors over the different thicknesses of the stepwedge with an acquired R 2 = =0 is plotted in Figure 2 .
All measures were performed by a single researcher and the calculated intra-observer R 2 = =0.56 was observed.
Discussion
The present study investigated the changes in the digital radiopacities of a composite resin according to the exposure time and/or tube-target distance. Our findings revealed that manipulation of these parameters could remarkably alter the obtained radiopacity. Considerable regression models obtained from the various setups confirmed that linear regression of aluminum thickness and equivalent radiopacity/absorbance was a reliable method. Gu et al similarly clarified this conclusion. 11 The obtained equation from a 4th degree polynomial curve was slightly better than that of the linear regression model. This is probably due to the bresmsstrahlaung phenomenon that inevitably induces some polychromatic bands, which may explain the small superiority of non-linear models over the linear model. 11 Moreover, even with a standard (¤98% purity) stepwedge, such small differences were previously reported and expected. 11 In addition, when the whole area was uniformly irradiated with almost parallel beams, it lowered the error of the 30 cm and 0.2 seconds setup when compared with the same exposure time with a target-tube distance of 15 cm. This might be explained by the fact that the sensor was more uniformly irradiated over the whole surface when more parallel beams reached its surface with d= =30 cm; meanwhile, a distance of 15 cm was not far enough for the exiting rays to change from divergent to a more parallel form. 11 Our study had some limitations. Inconsonant with ISO4049 specifications, the aluminum stepwedge that we used was only 93% pure. However, previously, Watts and McCabe disputed that the results of stepwedge were heavily related to its purity, and non-standard stepwedges have been widely applied in research. 17 Also, Nomoto et al claimed that this method was not suitable for materials with low radiopacity. 18 According to the negligible residue of 0.047, the results from our low purity aluminum stepwedges may be satisfactorily reliable. The main reason for using such a low purity stepwedge in the present study was the lack of access to a high-purity one.
In addition to the low-purity stepwedge, another violation of ISO4049 specifications was that we used a digital system instead of conventional films. Based on the confirmatory results of previous studies, we opted to apply a digital system. 2, 11, 19 The current specifications did not include any parts specified for a digital sensor, which is recommended to be improved, as digital systems have been becoming more popular for reduced patient dose, convenient film processing, and options for manipulating films for better visualizing the area of interest.
2,11
Based on ISO4049, the aluminum stepwedge should be made from a single block, or alternatively several 1-mm thick strips of aluminum could be attached together to decrease the processing cost. 1, 11 More feasibly, a modified stepwedge with reduced steps might be applicable, first proposed by Gu et al. 11 We recalculated our models based on data of 2nd, 5th, and 8th steps of the stepwedge. Surprisingly, the model errors were reduced when compared to that obtained from the 12-step aluminum stepwedge. Some processing deficits within higher steps might be responsible for such contrasting data. Unlike Gu et al 11 and Sur et al, 2 we determined that the setup changes had influenced the effect on the radiopacities of dental materials. Applying a charge-coupled device (CCD), Gu et al 11 concluded that altering the exposure time and tube-target distance would not significantly change the radiopacity. 11 Moreover, using D, E, and F speed films and by means of the attenuation coefficient method, Sur et al reported that the different exposure times would not remarkably modify the radiopacity of dental materials. 2 Notably, they did not consider target-tube distance as another confounder. Hence, their findings were limited by a fixed distance for various exposure times. The latitude of the CCD and complementary metal oxide semiconductor sensor (CMOS) receptors, similar to conventional films, are limited, and they cover 0.5-2.5 on the scale of optical density. PSP devices, however, provide a wider range and higher latitude in addition to the linear correlation between the exposure and the gray scale (0-5 on the scale of optical density). 20 This major difference may provide a rationale for the significant differences in radiopacities assessed with different setups as compared to the insignificant changes using a CCD receptor and conventional films applied by Gu et al 11 and Sur et al. 2 The present study supported the reliability of a PSP device to detect the radiopacity of dental materials equi-─ 166 ─ Assessment of radiopacity of restorative composite resins with various target distances and exposure times and a modified aluminum step wedge valent to a maximum 12th step radiopacity (absorbance of 1.5, data not shown). The mean residual error exhibited that these measures were widely reliable, accounting for all steps (Fig. 2) . Nevertheless, ongoing production of highly opaque materials (e.g., endodontic sealer with 11 mm aluminum equivalent radiopacity) should be taken into account when a digital system with limited gray scale range of 0-255 was considered for the assessment of radiopacity.
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Further, triple modification of kVp, exposure time, and tube-target distance would better determine how a practitioner should modify other parameters in the case of alterations of the rest. As another suggestion, simultaneous investigation of all digital systems including CCD, CMOS, and PSP with conventional films compared to a radiodensitometer might improve our understanding of how these various devices could be differentiated from each other to quantify the radiopacity of dental materials.
In conclusion, based on our findings, we were able to determine that the tube-target distance and exposure time might considerably change the calculated digital radiopacity of dental materials, when a PSP sensor was used. In addition, a modified aluminum stepwedge with reduced steps could be reliably used to calculate the radiopacity more economically than a standard step wedge.
