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Abstract
The Lambert W function gives the solutions of a simple exponential
polynomial. The generalized Lambert W function was defined in [11]
and has found applications in delay differential equations and physics.
In this article we describe an even more general function, the inverse of
a product of powers of linear functions and one exponential term. We
show that the coefficients of the Taylor series for these functions can be
described by multivariable hypergeometric functions of the parameters.
We also present a surprising conjecture for the radius of convergence of
the Taylor series, with a rough proof.
1 The generalized Lambert W function
The Lambert W function is the multivalued inverse of the function zez, studied
by Lambert and Euler [4]. The broadest generalization of this function was first
described by Scott et al. in [13] and analysed further by Mezo¨ and Baricz in
[11]. These functions have applications in delay differential equations, eigenvalue
problems in quantum mechanics, the n-body problem in general relativity, and
investigations of Bose-Fermi mixtures [12]. In [11], the generalized Lambert W
function
W
ˆ
t1 . . . tn
s1 . . . sm
;x
˙
is defined as the (generally multivalued) inverse of the function
px´ t1qpx´ t2q . . . px´ tnq
px´ s1qpx´ s2q . . . px´ smqe
x.
Mezo¨ and Baricz in [11] calculate the Taylor series for two cases: W
ˆ
t
s
; a
˙
,
with the coefficients in terms of Laguerre polynomials, and W
ˆ
t1 t2
´ ; a
˙
,
with the coefficients in terms of Bessel polynomials. Both Laguerre and Bessel
polynomials can be defined in terms of the generalized hypergeometric function
2F0. They also find the radius of convergence for the first function. Calculating
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the Taylor series for the general case, and its radius of convergence, is proposed
as a further research direction in [11].
In this paper we investigate the Taylor series of an even more general func-
tion. Consider the complex function fpzq defined by the principle value of
zpz ´ t1qp1pz ´ t2qp2 . . . pz ´ tnqpmez,
where the ti and pi can be any nonzero complex numbers. The extra z is used
for convenience when taking the Taylor series. We denote the inverse of this
function by
W ppq
ˆ
t1 . . . tm
p1 . . . pm
;x
˙
.
Note that fpzq may have very complicated partial inverses in the complex plane
if the pi are irrational. However the only value of z for which fpzq “ 0 is z “ 0.
If the extra z is replaced with the more general pz ´ t0qp0 , the function can be
put into this form using the substitution w “ z´t0p0 . Then we have:
y “ pz ´ t0qp0pz ´ t1qp1pz ´ t2qp2 . . . pz ´ tnqpmez
1
p0
y1{p0 “ 1
p0
z1pz1 ` t0 ´ t1q
p1
p0 . . . pz1 ` t0 ´ tnq
pm
p0 e
z1
p0
` t0p0 ,
p
1
p0
ř
pi
0 e
´ t0p0 y1{p0 “ w
ˆ
w ´ t1 ´ t0
p0
˙ p1
p0
. . .
ˆ
w ´ tm ´ t0
p0
˙ pm
p0
e
w
p0 ,
which can be solved using the function W ppq. If the pi are all 1 or ´1 then fpxq
can be expressed as a rational function multiplied by ex. So W ppq is strictly
more general than W .
Theorem 1.1. Let fpzq “ zpz ´ t1qp1 . . . pz ´ tmqpmez. Then the Taylor series
for the inverse of f around 0 is
f´1pzq “
8ÿ
n“1
p´nqn´1
n!
p´t1q´np1 . . . p´tmq´npmFnzn, (1.1)
where
Fn “ 1`1F0`0
ˆ
1´ n ;np1, . . . , npm ;
; ;
1
nt1
, . . . ,
1
ntm
˙
“
8ÿ
k1,...,km“0
p1´ nqk1`...`kmpnp1qk1 . . . pnpmqkm
k1! . . . km!pnt1qk1 . . . pntmqkm .
is a generalized Kampe´ de Fe´riet function, a limiting case of the Lauricella
function. This function always reduces to a polynomial of degree n.
We prove this theorem in Section 5. We also make some progress in finding
the radius of convergence of the Taylor series about z “ 0. We have the following
conjecture:
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Conjecture 1.2. There exist integers l1, . . . , lm such that the radius of conver-
gence for the series (1.1) is
R “
ˇˇˇˇ
ˇˇexp
˜
2pii
ÿ
j
ljφj ´ 1
¸˜
1´
ÿ
j
φj
¸1´řj φj ź
j
ˆ
tj
pj ` φj
˙pj`φj
p
pj
j φ
φj
j
ˇˇˇˇ
ˇˇ ,
(1.2)
where φ is one of the solutions to the system of quadratic equations˜
1´
ÿ
j
λj
¸
ppi ` λiq ` λiti “ 0. (1.3)
Using an asymptotic for Fn and the saddle point method, we give a strong
argument for this conjecture in Section 6, but not a full proof.
2 Multi-valued hypergeometric functions
This paper uses polynomials that can be expressed as multivariable hypergeo-
metric functions [6]. We only give the definitions here.
2.1 Lauricella functions
The four Lauricella hypergeometric series FA, FB , FC , FD are multi-variable gen-
eralisations of the hypergeometric function 2F1 [10]. In this paper we are mostly
concerned with the fourth Lauricella function:
F
pmq
D ra, b1, . . . , bm; c;x1, . . . , xms
“
8ÿ
k1,...,km“0
paqř
j kj
pb1qk1 . . . pbmqkm
pcqř
j kj
xk11
k1!
. . .
xkmm
km!
.
If a “ ´n is a negative integer, then the sum becomes
ÿ
k1`...kmďn
and the
function is a polynomial, so it converges for all values of the xi. The function
is not defined if c is a negative integer.
2.2 Kampe´ de Feriet function
The Kampe´ de Feriet function [5] generalises the hypergeometric function to
two variables in a different way to Lauricella functions:
p`qFr`s
„
a1, . . . , ap : b1, b
1
1; . . . ; bq, b
1
q;
c1, . . . , cr : d1, d
1
1; . . . ; ds, d
1
s;
x1, x2

“
8ÿ
k1“0
8ÿ
k2“0
pa1qk1`k2 . . . papqk1`k2 pb1qk1 pb11qk11 . . . pbqqk1
`
b1q
˘
k12
pc1qk1`k2 . . . pcrqk1`k2 pd1qk1 pd11qk11 . . . pdsqk1 pd1sqk12
xk11
k1!
xk22
k2!
.
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2.3 Lauricella–Kampe´ de Fe´riet functions
It seems natural to extend hypergeometric functions in both directions to create
the following function of m variables:
p`qF pmqr`s
„
a : B;
c : D;
x1, . . . , xm

“ p`qF pmqr`s
„
a1, . . . , ap : b11, . . . , b1m; . . . ; bq1, . . . , bqm;
c1, . . . , cr : d11, . . . , d1m; . . . ; ds1, . . . , dsm;
x1, . . . , xm

“
8ÿ
k1,...,km“0
pź
i“1
paiqř
j kj
qź
i“1
mź
j“1
pbijqkj
rź
i“1
pciqř
j kj
sź
i“1
mź
j“1
pcijqkj
xk11
k1!
. . .
xkmm
km!
.
We could not find a name for this function in the literature, but a similar
function appears in [6]. It can be expressed as a (very) special case of the
Srivivasta–Daoust function. In this paper, we only need the special case
Fn “ 1`1F0`0
ˆ
1´ n ;np1, . . . , npm ;
; ;
1
nt1
, . . . ,
1
ntm
˙
“
8ÿ
k1,...,km“0
p1´ nqk1`...`kmpnp1qk1 . . . pnpmqkm
k1! . . . km!pnt1qk1 . . . pntmqkm .
This is always a polynomial of the terms pi and
1
ti
of order n.
3 The generalized Chu–Vandermonde identity
The generalized Chu-Vandermonde identity is the latest in a line of combina-
torics identities dating back to 1303 [2]. This generalisation is due to Favaro [7]
and another proof can be found in [3].
Lemma 3.1 (Generalized Chu-Vandermonde identity). Let n, k, r be positive
integers. Let q1, . . . , qr P C and w1, . . . , wr P C. Let i P t1, . . . , ru. Then if
qi ‰ ´pk ´ 1q, . . . ,´1, 0 and wi ‰ 0, then
S “
ÿ
Σjkj“k
ˆ
k
k1, . . . , kr
˙ rź
j“1
pqjqkjwkjj
“ wki
˜ÿ
j
qj
¸
k
F
pr´1q
D
¨˚
˚˝´k, q1, . . . , qrloooomoooon
‰i
,
ÿ
j
qj ; 1´ w1
wi
, . . . , 1´ wr
wilooooooooooomooooooooooon
‰i
‹˛‹‚.
Note: the ‰ i under the brace indicates that the term with i is removed.
4
When using this identity for a particular i, we will say the identity is centered
on i. In [7], all the qj and wj are assumed to be positive, but this condition is
not necessary. Indeed, the only condition is on qi and wi.
Proof. We follow the proof in [3]. We use four short identities, which hold for
all nonnegative integers k1 ` . . .` kr “ k. The first follows from the definition
of the Pochhammer symbol.
k!
k1! . . . kr!
“ ki!
k1! . . . kr!
p´1qk´ki p´kqk´ki (3.1)
For all q ‰ ´pk ´ 1q, . . . ,´1, 0, we have
pqqki “ p´1q
k´ki pqqk
p1´ q ´ kqk´ki (3.2)
For c ‰ 0, the fourth Lauricella function satisfies (see [6, page 216])
F
pmq
D r´k, b1, . . . , bm; c;x1, . . . xms
“ pc´
ř
j bjqk
pcqk F
pmq
D
«
´k, b1, . . . , br; 1`
ÿ
j
bj ´ k ´ c; 1´ x1, . . . , 1´ xm
ff
.
(3.3)
For all Q P C and all q ‰ ´pk ´ 1q, . . . ,´1, 0:
pqqk p1´ k ´Qqkp1´ k ´ qqk “ pQqk. (3.4)
Let
S “
ÿ
ř
j kj“k
k!
k1! . . . kr!
mź
j“1
pqjqkjwkjj .
Using (3.1), we can extract the terms with an i:
S “
ÿ
ř
j kj“k
p´1qk´kip´kqk´kiki!
k1! . . . kr!
mź
j“1
pqjqkjwkjj .
“ wki
ÿ
ř
j kj“k
p´1qk´kip´kqk´kiki!
k1! . . . kr!
pqiqki
ź
j‰i
pqjqkj
ˆ
wj
wr
˙kj
.
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By (3.2),
S “ wki
ÿ
ř
j kj“k
p´1qk´kip´kqk´kiki
k1! . . . kr!
p´1qk´kipqiqk
p1´ qi ´ kqk´ki
ź
j‰i
pqjqkj
ˆ
wj
wi
˙kj
“ wki
ÿ
ř
j kj“k
p´kqk´kipqiqk
p1´ qi ´ kqk´ki
r´1ź
j“1
pqjqkj
kj !
ˆ
wj
wi
˙kj
“ wki pqiqk
ÿ
řr´1
j kjďk
p´kqřr´1
j kj
p1´ qi ´ kqřr´1
j kj
r´1ź
j“1
pqjqkj
kj !
ˆ
wj
wi
˙kj
“ wki pqiqkF pr´1qD
»——–´k, q1, . . . , qrloooomoooon
‰i
; 1´ qi ´ k; w1
wi
, . . . ,
wr
wilooooomooooon
‰i
fiffiffifl .
Let c “ 1´ qi ´ k and note that 1`řj‰i qi ´ n´ c “ řj qj . Then by (3.3),
S “ wkr pqrqk
p1´ k ´řj qjqk
p1´ qr ´ kqk
ˆ F pr´1qD
»——–´k, q1, . . . , qrloooomoooon
‰i
;
ÿ
j
qj ; 1´ w1
wi
, . . . , 1´ wr
wilooooooooooomooooooooooon
‰i
fiffiffifl .
Finally, with (3.4), we have
S “ wkr
˜ÿ
j
qj
¸
k
F
pr´1q
D
»——–´k, q1, . . . , qrloooomoooon
‰i
;
ÿ
j
qj ; 1´ w1
wi
, . . . , 1´ wr
wilooooooooooomooooooooooon
‰i
fiffiffifl .
4 Inverses using the limit definition of the ex-
ponential function
We use the limit definition of the exponential function
ex “ lim
nÑ8
´
1` x
n
¯n
.
This limit is locally uniform.
Lemma 4.1. If fn is a sequence of biholomorphic functions converging to f
locally uniformly, then f has an inverse h and f´1n converges to h locally uni-
formly.
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Proof. Let y “ fpxq. By the inverse function theorem and limit properties,`
f´1
˘1 pyq “ 1
f 1pxq “ limnÑ8
1
f 1npxq
“ lim
nÑ8
`
f´1n
˘1 pfnf´1yq
“ lim
nÑ8
`
f´1n
˘1 p lim
nÑ8 fnf
´1yq
“ lim
nÑ8
`
f´1n
˘1 pyq,
f´1pyq ´ f´1p0q “ lim
nÑ8 f
´1
n pyq ´ f´1n p0q,
f´1pyq “ lim
nÑ8 f
´1
n pyq.
See [9] for another proof.
We can write fpzq “ zRpzqez. The derivative is f 1pzq “ Rpzqez`zR1pzqez`
zRpzqez. Note that Rp0q ‰ 0, so f 1p0q “ Rp0qe0 ‰ 0. So f is biholomorphic on
some open neighborhood V of 0. Similarly, fnpzq “ zRpzq
`
1` zn
˘n
is biholo-
morphic on some open neighborhood Vn of 0. Let x P V and y “ fpxq. The
sequence limnÑ8
`
1` xn
˘n
converges locally uniformly to ex. So the sequence
fτ pzq “ zpz ´ t1qp1 . . . pz ´ tmqpm
´
1` z
τ
¯τ
converges locally uniformly to fpzq. So we have
lim
nÑ8 f
´1
n “ f´1.
5 Main theorem
Theorem 5.1. Let fpzq “ zpz ´ t1qp1 . . . pz ´ tmqpmez. Then the Taylor series
for the inverse of f around 0 is
f´1pzq “
8ÿ
n“1
p´nqn´1
n!
p´t1q´np1 . . . p´tmq´npmFnzn, (5.1)
where
Fn “ 1`1F0`0
ˆ
1´ n ;np1, . . . , npm ;
; ;
1
nt1
, . . . ,
1
ntm
˙
is a generalized Kampe´ de Fe´riet function.
Proof. The idea of the proof is to use the limit definition of ez to represent
fpzq as a product of powers of linear terms in z. This simplifies the application
of the Lagrange inversion theorem, so that we can apply the generalized Chu-
Vandermonde identity centered on the exponential term.
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Let fτ pzq “ zpz ´ t1qp1 . . . pz ´ tmqpm
`
1` zτ
˘τ
, so that lim
τÑ8 fτ pzq “ fpzq.
Then we use the Lagrange inversion theorem [1] on fτ pzq.
f´1τ pzq “
8ÿ
n“1
zn
n!
lim
wÑ0
dn´1
dwn´1
ˆ
w
fpwq
˙n
“
8ÿ
n“1
zn
n!
lim
wÑ0
dn´1
dwn´1
ˆ
τ τ
pw ´ t1qp1pw ´ t2qp2 . . . pw ´ tmqpmpw ` τqτ
˙n
“
8ÿ
n“1
zn
n!
τ τn lim
wÑ0
dn´1
dwn´1
`pw ´ t1q´np1 . . . pw ´ tmq´npmpw ` τq´nτ˘ .
To match the indices, let p0 “ τ and t0 “ ´τ . Using the generalized product
rule, we can expand the derivative into a sum over vectors k “ pk0, . . . kmq such
that k0 ` . . .` km “ n´ 1.
f´1τ pzq “
8ÿ
n“1
zn
n!
τ τn lim
wÑ0
ÿ
ř
j kj“n´1
ˆ
n´ 1
k
˙ mź
i“0
p´npiqkipw ´ tiq´npi´ki
“
8ÿ
n“1
zn
n!
mź
i“0
p´tiq´npi ¨ τ τn
ÿ
k
ˆ
n´ 1
k
˙ mź
i“0
p´npiqkip´tiq´ki
“
8ÿ
n“1
zn
n!
mź
i“1
p´tiq´npi ¨
ÿ
k
ˆ
n´ 1
k
˙ mź
i“0
p´npiqkip´tiq´ki
where xa is the falling factorial xpx´ 1q . . . px´ a` 1q. This can be converted
to a rising factorial or Pochhammer symbol by the formula xa “ p´1qap´xqa.
f´1τ pzq “
8ÿ
n“1
zn
n!
mź
i“1
p´tiq´npi
ÿ
k
ˆ
n´ 1
k
˙ mź
i“0
p´1qkipnpiqkip´tiq´ki
“
8ÿ
n“1
zn
n!
mź
i“1
p´tiq´npi
ÿ
k
ˆ
n´ 1
k
˙ mź
i“0
pnpiqki
ˆ
1
ti
˙ki
.
Next we use the Chu-Vandermonde identity, centered on 0. Note that np0 “
nτ ą 0 and ´1t0 “ 1τ ą 0, so the identity applies. Let P “
řm
i“1 pi. We have
ÿ
k
ˆ
n´ 1
k
˙ mź
i“1
pnpiqki
ˆ
1
ti
˙ki
“
ˆ
1
t0
˙n´1
pnP ` np0qn´1 F pmqD
ˆ
1´ n;np1, . . . , npm
nP ` np0 ; 1´
t0
t1
, . . . , 1´ t0
tm
˙
“
ˆ´1
τ
˙n´1
pnP ` nτqn´1 F pmqD
ˆ
1´ n;np1, . . . , npm
nP ` nτ ; 1`
τ
t1
, . . . , 1` τ
tm
˙
.
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Next we start taking the limit as τ Ñ8. We have
lim
τÑ8
pnP ` nτqn´1
p´τqn´1 “ p´nq
n´1.
Then we take the limit of the Lauricella function. We have
F
pmq
D “
8ÿ
k1,...,km“0
p1´ nqk1`...`kmpnp1qk1 . . . pnpmqkm
pnP ` nτqk1`...`km
mź
i“1
1
ki!
ˆ
1` τ
ti
˙ki
.
Note that the highest power of τ in the numerator and denominator is τk1`...`km ,
so we have the limit
lim
τÑ8
śm
i“1
´
1` τti
¯ki
pnP ` nτqk1`...`km “
1
pnt1qk1 . . . pntmqkm .
So
lim
τÑ8F
pmq
D “
8ÿ
k1,...,km“0
p1´ nqk1`...`kmpnp1qk1 . . . pnpmqkm
k1! . . . km!pnt1qk1 . . . pntmqkm
“ 1`1F0`0
ˆ
1´ n ;np1, . . . , npm ;
; ;
1
nt1
, . . . ,
1
ntm
˙
.
So we have
f´1pzq “
8ÿ
n“1
p´nqn´1
n!
mź
i“1
p´tiq´npiFnzn.
6 Radius of convergence
By applying the root test for convergence, the radius of convergence for the
series in (1.1) is given by
1
R
“ lim sup
nÑ8
ˇˇˇˇ p´nqn´1
n!
p´t1q´np1 . . . p´tmq´npmFn
ˇˇˇˇ1{n
“ e|t1|´p1 . . . |tm|´pm lim sup
nÑ8
|Fn|1{n .
So we are looking for
lim sup
nÑ8
ˇˇˇˇ
ˇ 8ÿ
k1,...,km“0
p1´ nqk1`...`kmpnp1qk1 . . . pnpmqkm
k1! . . . km!pnt1qk1 . . . pntmqkm
ˇˇˇˇ
ˇ
1{n
.
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Denote the coefficients in the sum by
anpkq “ p1´ nqk1`...`kmpnp1qk1 . . . pnpmqkm
k1! . . . km!pnt1qk1 . . . pntmqkm ,
then let λ “ pλ1, . . . , λmq, where λi “ kin . The asymptotic behaviour of anpλnq
for large n allows us to examine the asymptotic behaviour of Fn. Note that
when k1 ` . . .` km ě n´ 1 we have anpkq “ 0. So
lim sup
nÑ8
Fn “ lim sup
nÑ8
n
ż
∆
anpλnq dλ,
where ∆ is the simplex
∆ “
#
λ “ pλ1, . . . , λmq : λi ě 0 and
ÿ
j
λj ď 1
+
.
Lemma 6.1. For any p P C, positive integers n and λ P r0, 1s, we have
pnpqnλ
pnλq! „
c
p
2pinλpλ` pq
ˆ pp` λqp`λ
ppλλ
˙n
ψpn, λ, pq,
where ψpn, λpq “ 2i sinpnppiqeipipn if p ă 0 ă p` λ and 1 otherwise.
Proof. First we expand the Pochhammer symbols into Gamma functions. We
have
pnpqk “
$’’’’’&’’’’’%
Γpnp` kq
Γpnpq if np ą 0,
Γpnp` kqΓp1´ npq sinpnppiq
pi
if np ă 0 ă np` k,
p´1qkΓp1´ npq
Γp1´ k ´ npq if np` k ă 0.
We use Stirling’s approximation Γpzq „
b
2pi
z
`
z
e
˘z
for large |z| and arg z ă pi.
Γpz ` 1q „ ?2piz ` ze˘z for large |z| and arg z ă pi. If arg p ‰ pi, then
pnpqnλ
pnλq! „
Γpnp` nλq
ΓpnpqΓpnλ` 1q
“
b
2pi
npp`λq
´
npp`λq
e
¯npp`λq
b
2pi
np
`
np
e
˘np?
2pinλ
`
nλ
e
˘nλ
“
c
p
2pinλpp` λq
ˆ pp` λqp`λ
ppλλ
˙n
.
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If p ă 0 ă p` λ, then
pnpqnλ
pnλq! „
Γpnp` nλqΓp1´ npq
Γpnλ` 1q
sinpnppiq
pi
“
b
2pi
npp`λq
´
npp`λq
e
¯npp`λq?´2pinp `´npe ˘´np?
2pinλ
`
nλ
e
˘nλ sinpnppiqpi
“ 2i sinpnppiqeipipn
c
p
2pinλpp` λq
ˆ pp` λqp`λ
ppλλ
˙n
.
If p` λ ă 0, then
pnpqnλ
pnλq! „
p´1qnλΓp1´ npq
Γp1´ npp` λqqΓpnλ` 1q
“ p´1q
nλ
?´2pinp `´npe ˘´npa´2pinpp` λq´´npp`λqe ¯´npp`λq?2pinλ `nλe ˘nλ
“ p´1qnλ
c
p
2pinλpp` λq
ˆ p´p´ λqp`λ
p´pqpλλ
˙n
“
c
p
2pinλpp` λq
ˆ pp` λqp`λ
ppλλ
˙n
.
Combining these, we have
pnpqnλ
pnλq! „ ψpn, λ, pq
c
p
2pinλpp` λq
ˆ pp` λqp`λ
ppλλ
˙n
,
where
ψpn, λ, pq “
"
2i sinpnppiqeipipn ´λ ă p ă 0,
1 otherwise.
Lemma 6.2. For integers n ą 0 and k “ nλ with 0 ă λ ă 1,
p1´ nqk “ p´1q
nλΓpnq
Γpnp1´ λqq
„
p´1qnλ
b
2pi
n
`
n
e
˘nb
2pi
p1´λqn
´ p1´λqn
e
¯p1´λqn
“ p´1qnλ?1´ λ
˜
nλ
p1´ λq1´λ eλ
¸n
.
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Let Σλ “ ři λi. Let ψi “ ψpn, λi, piq. The ti can be complex, so let
ti “ |ti|eiθi . We have
anpkq “ p1´ nqk1`...`km
rź
i“1
pnpiqki
ki!pntiqki ,
anpnλq “ p´1q
nΣλΓpnq
Γpnp1´ Σλqq
rź
i“1
pnpiqnλi
pnλiq!pntiqnλi
„ p´1qnΣλa1´ Σλ˜ nΣλp1´ Σλq1´Σλ eΣλ
¸n rź
i“1
ψi
c
pi
2pinλippi ` λiq
ˆ ppi ` λiqpi`λi
ppii pntiλiqλi
˙n
“
nź
j“1
ψj
˜a
1´ Σλ
nź
j“1
c
pi
2pinλippi ` λiq
¸˜
1
p1´ Σλq1´Σλ
rź
j“1
ppi ` λiqpi`λi
ppii p´etiλiqλi
¸n
“
nź
j“1
ψj?
n
¨ fpλqengpλq,
where
fpλq “a1´ Σλ nź
j“1
c
pi
2piλippi ` λiq
and
gpλq “ log 1p1´ Σλq1´Σλ
rź
j“1
ppi ` λiqpi`λi
ppii p´etiλiqλi
.
So for large n, the sum becomes a multiple integral over the simplex:
ÿ
k
anpkq „ n1´m2
nź
j“1
ψj ¨
ż
∆
fpλqengpλqdλ.
If pj P Q X r´λj , 0s then ψj “ 0 whenever npj is an integer. We can choose
arbitrarily large n such that npj is not an integer. So we have
lim sup
nÑ8
ˇˇˇˇ
ˇÿ
k
anpkq
ˇˇˇˇ
ˇ
1{n
“ lim sup
nÑ8
ˇˇˇˇ
ˇn1´m2 nź
j“1
ψj ¨
ż
∆
fpλqengpλqdλ
ˇˇˇˇ
ˇ
1{n
“ lim sup
nÑ8
ˇˇˇˇż
∆
fpλqengpλqdλ
ˇˇˇˇ1{n
6.1 Saddle point method
To evaluate this limit we can use the “saddle point method”, following [8, 14].
We deform the simplex ∆ into a “steepest descent” set Ω with the same bound-
ary as ∆ and containing one or more zeros φi of g
1pλq. The set Ω can be chosen
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in such a way that the imaginary part of gpzq on Ω is constant. Then we haveż
∆
fpxqengpxqdx “
ż
Ω
fpxqengpxqdx
„
ˆ
2pi
n
˙m
2 ÿ
k
engpφkq det
`´S2pφkq˘´ 12 fpφkq.
Typically, one expects that of the φi will dominate the others, and the limit
becomes
lim sup
nÑ8
ˇˇˇˇż 1
0
fpxqengpxqdx
ˇˇˇˇ1{n
“ e<pgpφkqq,
for some φk. It remains to find the saddle points of g. We have:
Bg
Bλi “ e
gpλq
´
logp1´
ÿ
λjq ` logppi ` λiq ´ logp´tiλiq
¯
“ 0. (6.1)
If the derivatives are zero, then
p1´
ÿ
λjqppi ` λiq ` tiλi “ 0, (6.2)
for all i. However, if we substitute the solutions to (6.2) into (6.1) we may get
an integer multiple of 2pii instead of 0, due to the branch cuts of the complex
logarithm. For example, if m “ 1, p “ ´1` i, and t “ ´1` i then the solutions
are ´i and 1 ` i. But ´i is not a root of (6.1). From numerical experiments
using Mathematica, it seems that the equation
lim sup
nÑ8
|Fn|1{n “ e<pgpφqq
for some solution φ, holds whenever both solutions to (6.2) are also solutions
to (6.1). Otherwise, it may not hold for any of the solutions. Note that adding
a integer (say li) multiple of 2piiλi to g makes no difference to the sum Fn,
because λin is always an integer. That is,
engpλq “ engpλq`2piiλinli .
However this addition does make a difference to the integral, because the integral
doesn’t assume nλ is an integer. If we include this extra term, then to find the
saddle point we need to solve
p1´
ÿ
λjqppi ` λiq ` tiλi “ ´2piili. (6.3)
The solutions to this must also be solutions to (6.2), but this may recover missing
solutions. We suspect that the li can only take the values ´1, 0, 1. Now we get
lim sup
nÑ8
ˇˇˇˇż
∆
fpλqengpλq`2piin
ř
j λj ljdλ
ˇˇˇˇ1{n
“ egpφq`
ř
j 2piiljφj , (6.4)
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where φ is a solution to (6.2). Experiments with Mathematica suggest that this
holds for many values of p and t, including complex values. If (6.4) is true, then
Conjecture 1.2 follows by a simple calculation. A full proof of the conjecture
may be difficult, due to the following complications:
1. For some values of p and t, the saddle points may be “degenerate”, i.e.
det g2pλq “ 0. These special cases can be handled with catastrophe theory.
2. The functions f and g have several discontinuities and branch cuts that
require special care.
3. The extra integers li are ad hoc, and it’s not clear why they should work.
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