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Introduction
An age-period-cohort (APC) model provides a modeling tool that can be used to summarize the information that is routinely collected by cancer registries and registries for other diseases. Classically, APC models fit the effects of age, period, and cohort as factors. It has become common practice to report the age and period effects in 5-year intervals, resulting in ten-year overlapping intervals for the relevant cohorts. However, through the increase in computer power and the use of restricted cubic (natural) splines (Durrleman and Simon 1989) , it has been shown that it is possible to analyze the effects as continuous variables (Carstensen 2007) . This article builds on the work of Carstensen and explains how the method and the extensions have been made available in Stata.
APC models suffer from an identifiability problem. The date of birth can be calculated directly from the age at diagnosis and the date of diagnosis. If fitted directly in a generalized linear model (GLM) this leads to overparameterization and, consequently, the exclusion of one of the terms. It is therefore necessary to fit constraints to the model to extract identifiable answers for each of the parameters. This step is c 2010 StataCorp LP st0211 M. J. Rutherford, P. C. Lambert, and J. R. Thompson 607 required because each of the components of the model provides different insights into the trends of the disease over time. The age effect provides information on the rates of disease in terms of different age groups. The period effect can highlight changes in treatment that could affect all ages simultaneously. The cohort effects are associated with long-term exposures, with different generations being exposed to different risks (Robertson, Gandini, and Boyle 1999) .
Other Stata commands are available that apply constraints to overcome the identifiability issue for APC models. The apc ie and apc cglim commands are available to download from the apc package, which can be found via the Statistical Software Components (SSC) archive. The apc cglim command uses a single equality constraint. The age, period, and cohort terms are fitted as factors, and a constraint that sets two of the categories from different components equal to one another is applied to overcome the lack of identifiability (Yang, Fu, and Land 2004) . The apc ie command uses the intrinsic estimator, which employs a principal components regression to arrive at the constrained estimates for the age, period, and cohort effects. The two approaches are described in detail and compared by Yang, Fu, and Land (2004) . A good overview of techniques available to carry out APC models is given by Land (2008) .
The apcfit command differs from the existing approaches by using restricted cubic splines to model the three variables. apcfit gives estimates for the three effects (age, period, and cohort) that can then be combined to give the predicted rates. The estimates for the three components are also interpretable individually and can be plotted to show incidence and mortality trends over the different time scales. The graphs that can be produced provide a clear and simple depiction of the data. A further benefit of apcfit is the potential for further modeling to investigate the effect of covariates.
Methods
The general APC model can be described using the following equation:
where f (), g(), and h() are functions, λ refers to the rate, a refers to the age variable, p refers to the period variable, and c refers to the cohort variable. This model can be used to predict the incidence or mortality rate for any given combination of age and period. However, because of the direct relationship between the terms, c = p − a, the components of this model cannot be uniquely determined. The model needs to be constrained in some way to ensure that three functions showing the age, period, and cohort effects can be extracted. Carstensen (2007) details a method that allows this to be achieved.
In essence, the method proposed by Carstensen uses restricted cubic (natural) splines for the age, period, and cohort terms within a GLM framework with a Poisson family error structure, a log link function, and an offset of log(person risk-time). However, to overcome the identifiability problem, transformations are made to the spline basis vectors for the period and cohort effects using matrix transformations.
Having performed the matrix transformations, a GLM is fitted within Stata using the adjusted spline basis vectors. Using this GLM as a foundation, it is possible to extend the analysis to include covariates. The data required to do this have observations for each unique age-period combination for every level of the covariate of interest. It is then possible to adjust for the effect of the covariate by including the term in the GLM. It is also possible to include interaction terms between the covariate and age, period, and cohort. 
Form of the data
Cancer registries and other disease registries typically collect data that could be summarized in a Lexis diagram. A Lexis diagram summarizes a population's disease status over calendar time against age. For example, Lexis diagrams can be used to depict the number of new cases of a disease by category for age and period of diagnosis (see figure 1) . A Lexis diagram is usually split into five-year intervals for period and age; we suggest that yearly intervals should be used. The cells of a Lexis diagram can also be further subdivided by cohort by using information on patients' dates of birth.
To appropriately fit the models allowed by the apcfit command, it is necessary to ensure that the data are in the right form. In practice, the dataset will have one observation for each of the subsets of the Lexis diagram. The width of the intervals for the age and period terms will be dictated by the availability of population figures for the intervals. Each observation will consist of these explanatory variables: number of events (cases), population risk time (person-years), mean age, period, and cohort.
To analyze data that are set out in the form of a Lexis diagram, the appropriate averages for age and period need to be used for the triangular subsections of the diagram (see figure 1 ; the dots in the center of the two triangles give the average values that should be used). Carstensen (2007) highlights that when the diagram is split into yearly age and period categories, the necessary values differ from conventional averages by one sixth. The conventional averages that would be used are at the center of the square; that is, at age 34 1/2 and period 2000 1/2. These values are different from those at the center of the two triangles by one sixth. Making this distinction provides data that can then model the full extent of the Lexis diagram, taking into account both the upper and lower triangular subsets. The reasoning behind the averages used for the values of age, period, and cohort is illustrated in figure 1 . The set of three lines that pass through the center of each triangle indicates the values that should be used for age, period, and cohort. The distinction between the upper and lower triangular subsets is defined by the patients' years of birth. This can again be seen from the partial Lexis diagram given as figure 1 ; the upper triangular subset relates to patients who were born in 1965, whereas the lower triangular subset relates to patients who were born in 1966.
Once the data are set up with the appropriate averages for age and period, it is necessary to ensure that the population risk-time is calculated for each triangular section of the Lexis diagram.
Person-years (person risk-time)
For the majority of countries, it is possible to obtain population figures in one-year age classes for each calendar year. For example, the population data used in the example in section 5 were obtained from Statistics Finland (Statistics Finland) . It is then possible to use these figures in the calculation of risk-time for each triangular subset of the Lexis diagram.
The command poprisktime can be used to calculate the population risk-time from population data using the formula suggested by Sverdrup (1967) as given in Carstensen (2007) . The syntax of the command is detailed in the following section. The poprisktime command adjusts the averages for the age and period variables provided that the dataset is split into yearly intervals. The population risk-time should be cal-culated for every possible combination of age and period. The dataset containing the values for the population risk-time (Y) is merged with the dataset containing the number of cases as part of the command. An example of the form of data that are required to carry out the poprisktime command is given at the beginning of the example in section 5.
Matrix transformations
The main function of the apcfit command is to make transformations to the spline basis vectors so that the resulting output has a clear and sensible interpretation in spite of the identifiability issue. The matrix transformations are performed using Mata and they remove the trend from the cohort and period terms. The so-called drift term is then added to either the cohort or period terms, depending on the selected parameterization. This is why the cohort term, the period term, or both terms are constrained to have 0 slope (see param() in section 3.3).
The appropriate spline basis vectors are combined into matrices relating to each of the components (age, period, and cohort) of the model. Let these three design matrices be M A , M P , and M C . The method requires that the period and cohort matrices be detrended. This is achieved by projecting the columns of the matrices onto the orthogonal complement of a two-column matrix, X. In the case of the detrending of the period matrix: X = [1 | P ], where P is the column of all the values of period.
The form of a general inner product that allows weighting is
where W = diag(w i ). The projection matrix on the column space of X with respect to a general inner product is
and the projection of M on the orthogonal complement is
Once the period and cohort matrices have been projected in this way, the next stage is to reduce the number of columns of the matrices to ensure that they are of full rank. The columns of the matrices are also pivoted during this process. The rank of the matrices and the pivoting vector to be used are obtained by using Mata's hqrd() function. The columns required to ensure that the matrices are of full rank are selected using the select() function in Mata. The matrices are then centered around the relevant reference points by subtracting a row corresponding to the reference point from each of the rows of M. A column of 1s is then attached at the beginning of the M A matrix to ensure that the intercept is part of the age effects. The intercept term is contained within the age effects so that the age term carries the rate dimension. Then according to the parameterization, the drift column is added to the front of either the period or cohort matrix. For full details of the matrix operations, see the appendix of Carstensen's article (2007) .
Weights
The weighting matrix can take on any form; however, three logical choices for the weights are: w i = 1, w i = D i (where D i is the number of cases for an observation), and w i = Y i (where Y i is the population risk-time for an observation). Carstensen (2007) suggests using a weighting that is based upon the number of cases (D). Using equal weights (of 1) during the process of the detrending is a method that is attributed to Holford (1983) . Using different values for the weights produces different estimates for the drift term.
3 The apcfit command
Note
rcsgen must be installed to run apcfit. rcsgen can be installed from the SSC archive. rcsgen generates basis functions for restricted cubic splines.
Options
age(varname) specifies the variable that refers to the age values. age() is required.
cases(varname) specifies the variable that refers to the number of cases or deaths for a given age and period. cases() is required.
poprisktime(varname) specifies the variable that refers to the population risk-time (person-years) for a given age and period. The population risk-time can be calculated using the poprisktime command. poprisktime() is required.
period(varname) specifies the variable that refers to the period values. This variable must be specified in all cases except when the age-cohort parameterization option is specified.
cohort(varname) specifies the variable that refers to the cohort values. If this variable is not given, the cohort values are calculated from the period and age variables according to the equality cohort = period − age.
agefitted(newvar ) can specify the name of the fitted rate values given for age in the output. The default is agefitted(agefitted). This can be useful when the user wants to compare the results of more than one parameterization.
perfitted(newvar ) can specify the name of the fitted relative risk (RR) values given for period in the output. The default is perfitted(perfitted). This can be useful when the user wants to compare the results of more than one parameterization.
cohfitted(newvar ) can specify the name of the fitted RR values given for cohort in the output. The default is cohfitted(cohfitted). This can be useful when the user wants to compare the results of more than one parameterization.
refper(#) can specify the reference period for the model. The default is to take the reference period to be the median date of diagnosis among the cases.
refcoh(#) can specify the reference cohort for the model. The default is to take the reference cohort to be the median date of birth among the cases.
drextr(weighted | holford) specifies the method of drift extraction for the model. drextr(weighted) lets the drift extraction depend on the weighted average (by number of cases) of the period and cohort effects. The default is drextr(weighted).
drextr(holford) uses a naïve average over all the values of the estimated effects, disregarding the number of cases.
param(ACP) dictates that the age effects should be rates for the reference cohort, the cohort effects should be RR relative to the reference cohort, and the period effects should be RR constrained to be 0 on average (on the log scale) with 0 slope. The default is param(ACP).
param(APC) dictates that the age effects should be rates relative to the reference period, the period effects should be RR relative to the reference period, and the cohort effects should be RR constrained to be 0 on average (on the log scale) with 0 slope.
param(AdCP) dictates that the age effects should be rates for the reference cohort, and the cohort and period effects should be RR constrained to be 0 on average (on the log scale) with 0 slope. The drift term is missing from this model, and so the fitted values do not multiply to the fitted rates.
param(AdPC) dictates that the age effects should be rates for the reference period, and the cohort and period effects should be RR constrained to be 0 on average (on the log scale) with 0 slope. The drift term is missing from this model, and so the fitted values do not multiply to the fitted rates.
param(AP) dictates that the age effects should be rates for the reference period, and the period effects should be RR relative to the reference period. The cohort effects are not included in this model. Therefore, there is no identifiability issue.
param(AC) dictates that the age effects should be rates for the reference cohort, and the cohort effects should be RR relative to the reference cohort. The period effects are not included in this model. Therefore, there is no identifiability issue.
level(#) specifies the confidence level, as a percentage, for confidence intervals. The default is level(95).
dfa(#) specifies the degrees of freedom used for the natural (restricted) cubic spline relating to the age variable. The default is dfa(5) (unless knotsa() is specified). The (df-1) internal knots are placed at the centiles of the data, depending on the value specified.
dfp(#) specifies the degrees of freedom used for the natural (restricted) cubic spline relating to the period variable. The default is dfp(5) (unless knotsp() is specified). The (df-1) internal knots are placed at the centiles of the data, depending on the value specified.
dfc(#) specifies the degrees of freedom used for the natural (restricted) cubic spline relating to the cohort variable. The default is dfc(5) (unless knotsc() is specified). The (df-1) internal knots are placed at the centiles of the data, depending on the value specified.
nper(#) specifies the units to be used in reported rates. For example, if the analysis time is in years, specifying nper(1000) results in rates per 1000 person-years. The default is nper(1).
bknotsa(numlist) specifies the lower and upper boundary knots for the age variable; the default is the upper and lower values of the variable.
bknotsp(numlist) specifies the lower and upper boundary knots for the period variable; the default is the upper and lower values of the variable.
bknotsc(numlist) specifies the lower and upper boundary knots for the cohort variable; the default is the upper and lower values of the variable.
knotsa(numlist) specifies the knots for the age variable if the dfa() option is not used; the default is to use dfa(5) if neither option is specified.
knotsp(numlist) specifies the knots for the period variable if the dfp() option is not used; the default is to use dfp(5) if neither option is specified.
knotsc(numlist) specifies the knots for the cohort variable if the dfc() option is not used; the default is to use dfc(5) if neither option is specified.
knotplacement(equal | weighted) specifies the method of knot placement for the spline terms.
knotplacement(equal) means that the knots are placed at equally spaced centiles of the respective variables, depending on the number of knots that are used. This is the default.
knotplacement(weighted) means that the knots are placed at centiles of the variables that are dependent on the number of cases. For example, if there are more cases in the higher ages, the knots would be concentrated at the higher ages.
adjust specifies that the constrained variables be given relative to a reference point rather than averaging to zero on the log scale. This option cannot be applied to the age-period and age-cohort parameterizations. This option alters the variable that is constrained to be 0 on average (on the log scale) with 0 slope to still have 0 slope but to make the RRs relative to the reference point that is specified (or the median, if not specified). Adjusting the third variable to be relative to a reference point alters the interpretation of the age effects.
replace specifies that the default fitted value variables for age, period, and cohort should be replaced by the new run of the command. This will work only if the default names are used for the original model and if all the variables are still in the dataset. 
Datasets
The using dataset refers to the dataset that contains population data split into yearly intervals of age and period. The master dataset should contain information on the number of cases split by age, period, and cohort. The intervals for the age and period variables should, again, be of length 1. Examples of the form of the data that is required will be detailed in the next section.
Options
age(varname) specifies the age variable that must have the same name in both datasets. In the population dataset (the using dataset), age values one less and one greater than those specified by agemax() and agemin() are required to avoid missing values.
period(varname) specifies the period variable that must have the same name in both datasets. In the population dataset (the using dataset), period values one greater than that specified by permax() are required. Population data are also necessary for at least as low at the permin() value. Missing values will be generated for the population risk-time variable if the population data do not at least satisfy these requirements.
cohort(varname) specifies the cohort variable in the master dataset.
cases(varname) specifies the variable in the master dataset that contains the number of cases.
agemin(#) specifies the minimum age in the output dataset. In the population dataset (the using dataset), an age that is less than this is required.
agemax(#) specifies the maximum age in the output dataset. In the population dataset (the using dataset), an age that is greater than this is required.
permin(#) specifies the minimum period in the output dataset. In the population dataset (the using dataset), a period that is equal to or less than this is required.
permax(#) specifies the maximum period in the output dataset. In the population dataset (the using dataset), a period that is greater than this is required.
pop(string) specifies the name of the variable in the using dataset that refers to the population figures. If this option is not specified, it is assumed that the variable is called pop.
poprisktime(newvar ) specifies the name of the new variable that is added to the file to specify the population risk-time. The default is to name the variable Y.
covariates(varlist) can specify any covariates, such as a sex variable, by which the two datasets are split. If this option is specified, the covariates are included in the merge statement. If the dataset is split by covariates, this option must be specified so that the variables by which the data are merged uniquely identify the observations in the datasets. Both datasets must be split by the same covariates.
missingreplace specifies whether the missing values for the cases variable should be replaced with a zero in the merging process. This should be an appropriate assumption, unless missing data were present in the data beforehand. If missingreplace is not specified, the cases() variable is likely to contain missing values. A warning is given to indicate the presence of missing values that most probably should be replaced with values of 0.
Example
Colon cancer data from Finland will be used to illustrate the use of the poprisktime and the apcfit commands. The data cover diagnoses between 1980 and 2003 for all regions of Finland. It was decided to restrict the age range of the dataset to people who were, at time of diagnosis, equal to or greater than 20 but less than 80 years of age. To highlight the possibility of including covariates into the analysis, the gender of patients was included when collapsing the dataset into unique records of age, period, and cohort. The data were collapsed into yearly intervals for age and period, leading to an upper and lower cohort value for each unique combination of age and period (according to their date of birth).
This collapse led to (80 − 20) × (2004 − 1980) different age-period categories, each of which was further subdivided by date of birth into two categories. This gave a total of 2,880 observations for (D,Y)-one for each triangular subset. However, because the Finnish dataset contains sufficient information to include a sex term in the dataset, the dataset actually contains 5760 (= 2880 × 2) observations. To increase the dataset to include the sex term, the calculations for population risk-time were done for each gender.
Creating the dataset
Getting the data into the appropriate form has been facilitated by the creation of the poprisktime command. The poprisktime command uses the merge command to ensure that the data are matched in terms of the unique values of age, period, and cohort. It therefore requires the definition of a using dataset and needs the master dataset to be in the appropriate form. The data that are required for the master dataset for poprisktime take the form: It should be noted that these values refer to the left endpoints of the relevant classes of age (A), period (P), and cohort (C). This form would result in the two triangular subsets highlighted in figure 1 being listed as having the same age and period values (A = 34 and P = 2000), but different cohort values (C = 1965 and C = 1966) . The penultimate column (D) refers to the number of cases.
The data that are required for the using dataset for the poprisktime command should take the form The dataset (produced by poprisktime) that can be used by apcfit takes the form . poprisktime using popdatanosex, age(A) period(P) cohort(C) cases(D) agemax(80) > agemin (20) permin (1980) It should be noted that to create the data used during this example, all the above datasets were also split by a covariate for gender.
Basic model
Having set up the data into the correct form, as detailed in the previous section, the apcfit command can be applied. The simplest form of the apcfit command uses the defaults for the options and only requires the specification of the data, as shown below:
. apcfit, age(A) period(P) cases (D) The apcfit command saves the adjusted spline basis as spA * for the age variable, spP * for the period variable, and spC * for the cohort variable, which allows other models to be fit using the glm command (providing that the appropriate family, link, and offset are used). As a result, (providing that the dataset was appropriately split for any given covariate), further models can be fit that can account for interactions.
The following set of commands can be used to list the estimated fitted values and their confidence intervals by age. The apcfit command creates new variables in the dataset containing the fitted values for the first occurrence of each unique value. In the interest of saving space, the output displayed below is limited to ages less than twentyfive years. The rates given are per 100,000 person-years because the nper(100000) option is used. Figure 2 displays the fitted incidence of Finnish colon data for males and females combined. The default for apcfit is to make the reference points at the median value (with respect to the number of cases) for the period and cohort variable, respectively. The median cohort for the Finnish colon data is 1926.33, and the median period is 1993.67. To correctly interpret results, it is vital that the values of the reference points are known. The apcfit command returns the values of the reference points as r-class values refcoh and refper. The default parameterization was used in the model because the param() option was not specified. This means that the age values are relative to the reference cohort, having been adjusted for the effect of period. Under the default parameterization, the period effect is constrained to have 0 slope and to be 0 on average (on the log scale). This is due to the fact that the period effects are detrended and the drift term is then added to the cohort effects. The cohort effect is relative to the reference cohort and is allowed a slope through the inclusion of the drift term in the cohort effect. The degrees of freedom were taken to be five for each of the spline bases for the three variables (age, period, and cohort). It is interesting to alter the degrees of freedom for any one of the variables, particularly the cohort variable, although this might lead to overfitting if the number is increased too much. The decision on the number of degrees of freedom can be aided through the use of the Akaike's information criterion (AIC) values. AIC values can be obtained via the use of the estat ic command. A lower AIC value suggests a better fitting model.
Including covariates
Including covariates in the analysis is a relatively simple process provided that the data are in the correct form. The only difficulty lies in appropriately splitting the dataset and the consequent calculation of the population risk-time. Population figures that are split by gender are usually available, making it feasible to calculate the population risk time for males and females separately.
Refitting the same model as in section 5.2, our code is Using this structure, it is possible to add terms to the GLM to take into account the effect of gender. The simplest method for the inclusion of the sex term into the GLM is to assume a proportional effect for gender. The method for including this term is shown below. The covariate for gender is coded as 0 for female and 1 for male. The eform option is used to report the term for gender as an incidence rate ratio (IRR) (males relative to females).
. glm D _spA* _spP* _spC* sex, family (poisson) The output given above shows that, in Finland, males have about a 16% greater incidence of colon cancer than females across the entire dataset when adjusting for the other effects. The p-value for the sex term highlights that the effect for gender is significant at the 5%, and even the 0.1%, level. This measure of significance, however, assumes that the effect of gender is proportional over both time scales and date of birth (cohort).
Full interaction using the adjusted spline variables
The other extreme is to fit a full interaction for gender with all the spline terms in the model. In theory, this approach should give results equivalent to fitting two separate models for each gender (which can be achieved by using an if qualifier as part of the apcfit command). However, the results given in this case are not exactly equivalent if the default drift extraction is used because the default drift extraction uses a weighting that is based upon the number of cases. Therefore, the weighting takes into account the cases for both males and females when fitting the model with all patients included but only takes into account, for example, the number of cases for males in the model fitted exclusively for males. This means that when the full interaction is fitted, the fitted values are slightly different from the values obtained by fitting two separate models. This difference would be magnified if the number of cases for males and females were markedly different-for example, if the dataset related to cases of breast cancer. However, in most cases, the difference will be negligible. If the drift extraction suggested by Holford is used (which gives equal weight to all the observations), then the model with the full interaction term for sex is entirely equivalent to the two separate models for each of the genders.
Using reduced splines to model the interaction
Fitting the full gender interaction with all the components of the model may result in overfitting. Technically, it involves using the same number of knots for the original components and for the difference between the genders when fewer knots would suffice. However, it is possible to perform an analysis that uses fewer knots for the differences between the genders whilst still maintaining the greater number of knots for the baseline shape. Spline bases with a reduced number of degrees of freedom can be created to model the effect of the interaction with gender.
It is possible that some of the components of the model, such as the period effect, may not vary significantly with gender. The likelihood-ratio test can be used to compare nested models. It should be noted that the identifiability problem is reintroduced when modeling the effect of gender using interaction terms. Therefore, it is only possible to fit an interaction with at most two of the age, period, and cohort components (unless the full adjusted spline terms are used, as described above).
Fitting the effect of gender using just a single model rather than the two separate models allows the calculation of the time-dependent IRR for the genders. This ratio can be plotted against the relevant time scale to show the differences between the genders in terms of the incidence rate. This approach can also be implemented with a reduced set of spline bases to model the difference between the genders.
The code given below generates spline terms to model the interaction with sex for the age and cohort effects. The spline terms have a reduced number of degrees of freedom compared with those used to calculate the original fitted values using apcfit. It was decided to illustrate the method using reduced splines with degrees of freedom equal to three (compared with eight degrees of freedom for each of the components of the original APC model). It is important to center the generated reduced set of splines for the cohort effect around the reference cohort. Centering can be achieved using the fact that the original cohort splines will take a value of zero when the line of the spline design matrix for the cohort effects corresponds to the reference cohort. This approach assumes that the reference cohort selected is a part of the original dataset of cohort values. If that is not the case, further work is required to center the reduced set of cohort splines. . *** Generate the reduced set of splines for age *** . rcsgen A, gen(newA) df(3) orthog Variables newC1 to newC3 were created . local dfreda=wordcount(r(knots))-1 . *** Obtain the relevant interaction terms *** . forvalues i = 1/`dfreda´{ .
generate sexnewA`i´=sex*newA_`i. } . *** Generate the reduced set of splines for cohort *** . rcsgen C, gen(newC) df(3) orthog . local dfredc=wordcount(r(knots))-1 . *** Obtain the relevant interaction terms *** . forvalues i = 1/`dfredc´{ .
quietly generate sexnewC`i´=sex*newC_`i. } . *** Center the reduced Cohort splines on the reference cohort *** . forvalues i = 1/`dfredc´{ .
quietly summarize sexnewC`i´if _spC1==0 & sex==1 .
quietly generate sexnewCref`i´ref=r(mean) .
quietly replace sexnewC`i´=sexnewC`i´-sexnewCref`i´if sex==1 . } . drop sexnewCref* . *** Fit the reduced splines as part of the GLM *** . glm D _sp* sex sexnewA* sexnewC*, lnoffset(Y) f(p) nocons
The required estimates for each of the genders can be obtained from this model by using the partpred command, which allows for the calculation of partial predictions from the last fitted model. The partpred package is available to download from the SSC archive. The partpred command can also be used to calculate the relevant timedependent IRRs for the difference between the genders in terms of the age and cohort effects. The required code for the prediction of the age effects, and their confidence intervals, for both genders is The estimated time−dependent IRR for males compared with females for the age component Figure 3 . Graph of time-dependent IRR for the age-by-sex interaction. The solid line is the IRR (males compared with females) for the age-by-sex interaction using a reduced set of splines with three degrees of freedom (from the model using reduced splines for age and cohort, having fitted a model with eight degrees of freedom for each of the components). The shaded region around this line gives the relevant 95% confidence interval. The dashed line gives the IRR for sex in terms of the age component from the model with the full interaction for sex (from the previous section) using 8 degrees of freedom for each of the components. The dotted lines form the appropriate 95% confidence interval.
The results of the analysis using a reduced set of spline bases can be compared with the analysis that uses a full interaction for each of the components. The major differences that will be observed between these two analyses relate to the two fundamental differences in assumptions between the models. First, the model that fits a full interaction with the sex term also allows for a difference in terms of the period effect. The model fitted with the reduced sets of splines for age and cohort assumes that the period effect is the same for both genders. Second, the model fitted with the reduced sets of splines for age and cohort assumes that the effect of gender can be modeled using fewer knots than the model that fits the full interaction with gender. Figure 3 shows a comparison of the two analyses in terms of the effect of gender on the IRR for the age component. Using an increased number of degrees of freedom could lead to an overfitting of the IRR for any of the components, which is apparent in figure 3 . It can be seen that using the results of the reduced sets of splines gives a more believable and interpretable effect of gender over the age time scale. In fact, it could be argued that it may only be necessary to model the interaction using a linear function, considering how straight the line is for the reduced splines model. However, there is a danger that a reduction in the degrees of freedom may make the spline function too inflexible to follow a more complex pattern.
Continuous covariates
The example given above is simplistic in that it includes a single binary variable as the only covariate. Carrying out more complex scenarios is also feasible using the output given by apcfit. Providing that the appropriately split population data are available for a continuous covariate, it is possible to carry out more complex interaction models. It is possible to also use splines to describe the effect of the continuous covariate and create spline-by-spline interactions for any of the components of the APC model. Even though presentation of the results for these models can become difficult, they do have clear advantages in terms of flexibility.
Future incidence
Having obtained the models for incidence via the apcfit command, it is possible to extrapolate to make predictions about future incidence. The fact that restricted cubic (natural) splines are linear beyond the boundary knot can be used to make linear extensions to the predicted values. Using a linear regression analysis of the final few estimates of an APC analysis to predict future trends has been common practice for some time (Osmond 1985; Bray and Møller 2006) . Utilizing the fact that restricted cubic splines are linear beyond the boundary knot to make predictions is conceptually similar to using linear regression. However, for accurate predictions to be given using this method, the boundary knots must be placed within the range of the data. It is also possible to simply project the drift term using the apcfit models to make predictions for future incidence (Møller et al. 2003 (Møller et al. , 2007 . Further work is planned for investigating the effectiveness of these methods for giving predictions of incidence.
Conclusion
Carstensen suggested that APC models should be fit using continuous variables for the age, period, and cohort effects (Carstensen 2007) . This procedure can now be accomplished in Stata by using the apcfit command. The command provides the possibility of producing a clear and attractive graphical display of the data. It also provides the foundations required to predict the future rates of incidence and mortality.
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