In automatic speech recognition, often little training data is available for specific challenging tasks, but training of state-of-the-art automatic speech recognition systems requires large amounts of annotated speech. To address this issue, we propose a two-staged approach to acoustic modeling that combines noise and reverberation data augmentation with transfer learning to robustly address challenges such as difficult acoustic recording conditions, spontaneous speech, and speech of elderly people. We evaluate our approach using the example of German oral history interviews, where a relative average reduction of the word error rate by 19.3% is achieved.
INTRODUCTION
Automatic speech recognition (ASR) has undergone enormous improvements in recent years. Nowadays, it is successfully used in many applications, both in the commercial and industrial sectors. ASR not only enables the development of smart speech assistants but is also used for subtitling, information mining, analytics, and recommendation.
However, training state-of-the-art ASR systems requires large amounts of annotated speech. If training data is not available to a sufficient extent, only unsatisfactory results are achieved. Especially for challenging scenarios, often only little training data is available, and off-the-shelf ASR systems perform poorly. Such challenges can arise from different acoustic conditions such as noise and reverberation, but also varying recording equipment, spontaneous, fast speech, unclear pronunciations and dialects can be very challenging.
In this work, we propose an approach to tackle these challenges by combining multi-condition training via data augmentation and transfer learning on very little data in a two-staged acoustic modeling adaption. We evaluate our approach using the example of German oral history interviews, in which all aforementioned challenges occur to varying degrees.
RELATED WORK
ASR is a popular and highly researched area and new approaches are regularly proposed. Currently, lattice-free maximum mutual information (LF-MMI) trained models achieve state-of-the-art results on many different ASR tasks [1] . Oral history in historical research refers to conducting and analyzing interviews with contemporary witnesses. In Germany, this kind of research focused above all on the period of the Second World War and National Socialism. In the meantime, it has also come to include many other topics and historical periods. In our prior work [2, 3] we studied the application and adaption of state-of-the-art ASR to German oral history interviews.
Applying data augmentation to training data is a common approach to increase the amount of training data in order to improve the robustness of a model. In ASR it can be used, e.g., to apply multi-condition training, when no real data in the desired condition is available. Data augmentation is, however, limited to acoustic effects that can be created in a sufficiently realistic manner -such as additive noise and reverberation. The data augmentation of reverberant speech for stateof-the-art LF-MMI models has been studied by Ko et al. [4] . Several speed perturbation techniques to increase the training data variance have been investigated by Ko et al. [5] . The proposed method in this work is to increase the data threefold by creating two additional versions of each signal using the constant speed factors 0.9 and 1.1-a method that is used in many recent Kaldi training routines by default.
Transfer learning is an approach used to transfer knowledge of a model trained in one scenario to train a model in another related scenario to improve generalization and performance [6] . It is particularly useful in scenarios where only little training data is available for the main task but a large amount of annotated speech is available for a similar or related task. A detailed overview of transfer learning in speech and language processing is given by Wang et al. [7] . Transfer learning for ASR systems using LF-MMI models has been studied by Ghahremani et al. [8] for many different common English speech recognition tasks.
However, most works in ASR, such as the aforementioned, studied transfer learning with a much greater amount of annotated speech than is available in the oral history task, for instance. In addition, most works focus on either data augmentation or transfer learning, usually to address a particular task or challenge, such as robustness to noise and not the robustness of an acoustic model as a whole.
PROPOSED APPROACH
We aim at improving the performance of robust ASR systems by performing a two-staged acoustic modeling adaption using a very little amount of target training data. An overview of the proposed method is given in Fig. 1 . In the first stage, multi-condition training is applied using noise and reverberation data augmentation to obtain a robust acoustic source model. The second stage applies transfer learning to tackle the remaining challenges of the target data that could not be synthesized in the first stage, such as spontaneous speech, dialectics and pronunciations.
The first stage of the approach is based on our prior work [3] , where multi-condition training using noise and reverberation data augmentation was used to decrease the acoustic mismatch of conventional clean training data and oral history interviews. This has been proven to significantly increase the performance of ASR systems on German oral history interviews. In contrast to the aforementioned work, where the amount of training data is kept to the same size, in our approach the data is increased 3-fold.
Defining discrete-time-signals as sequences of sample values, the applied augmentation can be described as
if both noise and reverberation inside a simulated room affects the speech signal. Here, * is the convolution operation for sequences, (s n ) n∈N the sequence of the clean speech signal, (h n ) n∈N , (h n ) n∈N are room impulse responses modeling the reverberation of one room at different positions and (w n ) n∈N describes the sequence of the noise signal. If only reverberation and no background noise affects the speech signal, ∀n ∈ N : w n = 0 applies and yields
We use 266 room impulse responses of small and medium sized rooms along with 14.5 hours of real-life noise recordings collected from different sources -such as the Aachen Impulse Response database [9] , other freely available and inhouse data. We create the following two artificially corrupted versions of our source training data and merge them with the original (clean) set to create a 3000 hour multi-condition source training set:
• Reverb: All signals are convolved according to Equation (2) with randomly selected room impulse responses of small or medium sized rooms. No noise is applied here.
• Reverb+RealNoise: Similar to Reverb but added noise recordings according to equation (1) applying a random signal-to-noise ratio between 10 and 20 dB. The noises have been randomly selected from real-life recordings, e.g. street noises, bus noises, police sirens, hairdryers. To avoid overfitting, we randomly selected and superposed up to three different noises for one audio file before applying the reverberation.
The transfer learning in Stage 2 is inspired by the work of Ghahremani et al. [8] . In our setup, a full weight transfer of the entire source model for initialization of the target model is applied without any layer freezing. In particular, the output layer is not replaced in contrast to some other transfer learning approaches in ASR, since the same set of phonemes and the same decision tree is used both in the source and target scenario. In the transfer learning stage, the i-vector extractor of the model trained in Stage 1 is used without any adaption.
The neural network training routine in Stage 2 is almost equal to the one used in Stage 1 with only slight adjustments. An overview of the parameters that are different in the transfer learning stage is given in Table 1 . In Stage 1 we apply perframe dropout according to Cheng et al. [10] . The training in Stage 2 is performed without dropout. Our previous experiments with transfer learning showed that dropout seems to reduce the performance training on small data sets. In both stages, the training is performed for four epochs with a reducing learning rate. The initial and final learning rate in the second stage is lower than in the first stage due to the significantly smaller amount of training data. Note that 3-fold speed perturbation is applied in every setup, since we consider this technique to be a default procedure in the Kaldi training routines.
EXPERIMENTAL SETUP

Lexicon and language model
The lexicons needed for training in Stage 1, Stage 2 and decoding are all obtained using the same grapheme-to-phoneme pronunciation model trained with Sequitur G2P [11] . This model is created using the German pronunciation database Phonolex from the Bavarian Archive for Speech Signals. For decoding, we use a 500,000 words 5-gram broadcast language model. This model is trained on broadcast text corpora consisting of 75 million words. Decoding parameters are kept the same for all experiments. In particular, the language model weight is kept to a fixed value for all experiments.
Acoustic model
Training data
For training the source system in the first stage, we utilize a 1000 hour large-scale corpus of German broadcast speech data GerTV1000h [12] . This data set can be considered to be out of domain for the oral history scenario, since the broadcast recordings differ from oral history in terms of the used recording technology, audio signal quality and speech characteristics.
As target data, we use the oral history data set proposed in our prior work [2] . It consists of 3.5 hours audio from 35 different speakers recorded in real oral history interviews. All audio signals are resampled to the sample frequency of the training data (16 kHz). The set contains 27,708 transcribed spoken words with a vocabulary of 4582 words. The recordings took place between 1980 and 2012, representing a wide range of recording technology, interview methodology, dialects and pronunciations. The set is manually transcribed and segmented and has an average segment length of 5.3 seconds with overall 2392 segments. 
Acoustic model neural network topology
All acoustic model networks use a 300-dimensional input at each time-step consisting of five consecutive 40-dimensional MFCC features and a 100-dimensional i-vector [13] . We use a topology with ten hidden layers that was proposed and investigated by Cheng et al. [10] . The acoustic model neural network consists of seven TDNN layers [14, 15] and three LSTM layers [16] stacked in the order given in Table 2 . The applied implementation uses LSTM layers with forget gates [17] , peephole connections [18] and projection layers [19] . The LSTM layers have a cell dimension of 1024 and a projection dimension of 256. The TDNN layers are 1024-dimensional.
Experiments
All experiments are carried out using the Kaldi ASR toolkit [20] . As part of the Kaldi training routines, the aforementioned speed perturbation [5] is applied on the entire training data to increase the amount of data three-fold before neural network training. All models are trained using the LF-MMI 
RESULTS AND DISCUSSION
Leave-one-speaker-out experiments
The results of the 35 leave-one-speaker-out experiments for the four different setups are given in form of a boxplot diagram in Fig. 2 . Our experiment shows that the word error rates (WER) significantly decreases when applying the proposed approach, compared to the baseline. In the clean setup, only one half of the experiments achieve a WER below 30%. However, in the proposed approach, this is the case for about 75% of the experiments. With the exception of one outlier, all experiments in the proposed approach have a WER below or near 40%. Half of the experiments achieve a WER below 24% in the proposed approach. On average, the WER decreases from 31.6% in the clean setup to 25.5% using the two-staged approach.
The relative WER improvements of each leave-onespeaker-out experiment using the proposed approach compared to the clean-trained baseline model are shown in Fig.  3 . For 34 out of the 35 experiments the WER does decrease and only for one experiment the WER slightly increases. The speaker in this one experiment is recorded in a rather clean acoustic condition and has no noteworthy peculiarities in the nature of his speaking. For 27 out of the 35 experiments, the WER improves by more than 10% relative to the baseline.
The results using Stage 1 only are slightly worse than in the two-staged approach. On average, the WER achieved using only Stage 1 is 27.1%. This means removing Stage 2 decreases the speech recognition performance by 6.3% relative. Removing Stage 1 and applying the transfer learning stage on the clean baseline model gives an average WER of 29.6%. Thus, in the setup examined, transfer learning on a clean source model yields on average slightly worse results than the sole data augmentation in Stage 1-but is also a significant improvement to the baseline.
A more in-depth look at the 35 individual experiments is given in Fig. 4 where the relative WER improvement in comparison to the proposed two-staged approach is given when only one of the stages is applied. It is evident that the data augmentation has a large impact on the speech recognition performance in many of the experiments. However, for four experiments it even increases the WER. The improvement by the transfer learning on the other hand is quite consistent for the experiments.
Robustness with several evaluation sets
Finally, we investigate the robustness of the proposed approach by evaluating it on several different German in-house evaluation sets from other domains. Some of the sets partly share some challenges of oral history interviews, such as spontaneous speech or reverberation. DiSCo [21] is a corpus for the German broadcast domain and is split in four evaluation sets: planned and spontaneous speech each in clean and mixed acoustic conditions. The two Challenging Broadcast evaluation sets are similar to the DiSCo Spontaneous Mix set and contain several challenging interviews and recordings with a lot of spontaneous speech, often in challenging acoustic conditions, and even some overlapping speech. The Spoken QALD-7 corpus contains inhouse recorded questions for a question answering system based on [22] by several speakers using a web interface and their respective microphone-a headset or build-in laptop microphone for instance. The in-house Humanities evaluation set contains recordings of people informally talking to each other about different topics recorded in challenging acoustic conditions.
For this experiment, we use the entire oral history set in the second stage for transfer learning and no data is held out for evaluation. The word error rates of such a model on the evaluation sets are given in Table 3 . Even though we used the two-staged acoustic modeling adaption to improve the performance on oral history interviews, the model performs better than the comparison models on many of the evaluation sets. The increase in performance is higher on rather challenging test sets while maintaining or even slightly increasing the good performance on the more clean tasks. Therefore, we conclude that the two-staged approach not only is useful for a specific task but also helps to increase the generalization of the acoustic model.
CONCLUSION
In this work, we proposed a two-staged acoustic modeling adaption for robust speech recognition and evaluated the approach on the challenging example of German oral history interviews. We evaluated the reliability of our approach with a leave-one-speaker-out evaluation method in which we perform 35 experiments for one setup. We showed that the proposed approach increases the speech recognition performance in 34 of the 35 experiments and performs better than using one of the methods alone. On average, the word error rate decreases relatively by 19.3%. Furthermore, we showed that our approach helps to increase the generalization of acoustic models and leads to increased recognition for challenging recordings while maintaining the good performance on clean tasks.
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