Abstract. Solving discrete ill-posed problems via Tikhonov regularization introduces the problem of determining a regularization parameter. There are several methods available for choosing such a parameter, yet, in general, the uniqueness of this choice is an open question. Two empirical methods for determining a regularization parameter (which appear in the biomedical engineering literature) are the composite residual and smoothing operator and the zero-crossing method. An equivalence is established between the zero-crossing method and a minimum product criterion, which has previously been linked with the L-curve method. Finally, the uniqueness of a choice of regularization parameter is established under certain restrictions on the Fourier coefficients of the data in the ill-posed problem.
Introduction.
The inverse problem of electrocardiography [7] is an example of an ill-posed operator equation based on a Fredholm integral equation of the first kind. Here, the electric potential distribution on the surface of the heart is to be determined from measurements of the electric potential on the surface of the body. Due to complex geometries of the thorax and internal organs, the integral equation must be discretized to give a system of linear equations in R m , Aφ = φ B , (1.1) where A is an m × n matrix with a large condition number and, usually, m ≥ n, φ is the required vector of heart surface potentials and φ B is the vector of measured body surface potentials. In this form the inverse problem of electrocardiography is a discrete ill-posed problem. In terms of the Euclidean vector norm in R m ( x 2 := √ x T x, x ∈ R m ), least squares minimization [17] of the residuals of (1.1)
(1.2) yields the solution [19] 
where it is assumed that A is of rank n.
Of course, the above formulation describes many different physical models. However, the reason for introducing the equations in this way is that there are several empirical techniques for studying discrete ill-posed problems in the biomedical literature that do not appear in the mainstream mathematical literature. Here, one of these empirical techniques will be discussed and related to those with a more mathematically sound footing.
There are many different approaches available for solving inverse problems of this type, both in terms of function spaces [5, 6, 13, 20] as well as in the discrete sense [19, 10] . These are but a few examples of many references on this subject. The solutions of these types of equations are based on the so-called regularization methods, probably the most popular of which is that due to Tikhonov and Arsenin [22] . Here, in its simplest form (the zero-order method) a functional (the Tikhonov functional) is constructed by forming a weighted sum of the Euclidean norm of the residuals and the Euclidean norm of the solution where t ∈ (0, ∞) is called the regularization parameter. The function which minimizes this functional is given by [10] (1.5) where I is an n × n identity matrix.
To obtain a meaningful solution to the minimization problem (1.4), a "good" choice for the regularization parameter t is required. Here again there are several well-established methods which can be employed: the discrepancy principle [5, 6, 20, 22] , the generalized cross-validation method [3, 23] , and the more recent L-curve approach [8, 10] . In addition, two more heuristic methods have been developed but are generally applied only in the biomedical engineering sphere to the inverse problem of electrocardiography. These are the composite residual and smoothing operator (CRESO) method [2] and the zero-crossing method [14] .
In a recent paper, Regińska [21] establishes several results linking the existence of a corner in the L-curve to the existence of a local minimum in the product
for some λ > 0. The L-curve is usually a plot of log φ t 2 2 on the ordinate versus log Aφ t − φ B 2 2 on the abscissa, and its corner is defined by Hansen and O'Leary [12] as the point of maximum curvature. The t value at the corner serves as the regularization parameter in the L-curve method as both log φ t simultaneously attain low values at the corner. Similarly, the t value corresponding to a local minimum of the product Ψ λ (t) serves as an alternative choice for the regularization parameter because Aφ t − φ B 2 2 and φ t 2 2 are increasing and decreasing functions of t, respectively. However, Regińska goes on to state that, in general, the question of the uniqueness of the local minimum of Ψ λ (t) inside (0, ∞) is still open. This paper presents a discussion of the link between the minimum of Ψ 1 (t) (i.e., (1.6) with λ = 1; see also [18] ) and the zero-crossing method. It formalizes our earlier demonstration [15] that the minimum of Ψ 1 (t) and the zero-crossing method both result in identical t values. It also includes a demonstration that, under certain restrictions on the Fourier coefficients of the data, a unique regularization parameter may be chosen for this type of discrete ill-posed problem.
Following this introduction, in section 2 the tools required for the subsequent analysis (namely singular value decomposition) are introduced. Section 3 introduces the two heuristic methods mentioned above, namely CRESO and the zero-crossing method. Section 4 proves two lemmas which link the zero-crossing method to the minimization of the product Ψ 1 (t) and, last, section 5 contains two demonstrations of the uniqueness of the regularization parameter for simple spectra of the Fourier coefficients of the data. The paper closes with two illustrative numerical examples.
Mathematical preliminaries.
To begin the analysis of the ill-posed problem compute the singular value decomposition of the m × n (m ≥ n) forward transfer matrix A ∈ R m,n , of which one form is given by [4, 17] ,
where U ∈ R m,m and V ∈ R n,n are orthonormal matrices, Σ = diag(σ 1 , σ 2 , . . . , σ n ), and Using this singular value decomposition for A, it can be shown (see [14] ) that the least squares solution, φ LS (1.3), may be written as
where the α i denote the Fourier coefficients, given by the scalar products
Similarly, the regularized solution, φ t (1.5), can be written as
Hence, it follows that
Further, if the least squares residual vector
and so
The above expressions for φ t 2 and Aφ t − φ B 2 are based on the assumption that the coefficient matrix A is of rank n. However, these expressions are also valid if A is of rank r (r ≤ n) with the upper limit of the summation being r instead of n. For generality, a coefficient matrix A of rank r will be used in the subsequent analysis of the methods for choosing the regularization parameter t.
Two heuristic methods.
One heuristic method that is very popular in the electrocardiographic literature is called the CRESO method [2] . The method consists of finding the smallest value of t > 0 that results in a relative maximum of the function
which can be evaluated by differentiating (2.5) to yield
While the motivation for the CRESO method is unclear, its name comes from the fact that C(t) is the derivative, with respect to the regularization parameter, t, of the composite function
that is to say
The first term on the right-hand side of (3.3) represents the residual of (1.1) when the solution φ t is used, and the second term represents the magnitude of the solution φ t . Of course, the function B(t) is simply the difference between the two terms in the Tikhonov functional (1.4). The value of t chosen via the CRESO method corresponds to the first point where B(t) changes concavity (i.e., where the second derivative of B(t) changes sign).
The second heuristic method is also based on the function B(t), but instead of looking for changes of concavity in B(t) we look for the value of t at which B(t) = 0; see [14] . This method has been dubbed the "zero-crossing method." Here, the terms of the Tikhonov functional are given an equal weighting; that is, equal emphasis is placed on having a small residual as is placed on having a small norm for the solution, scaled by the regularization parameter. So, in a sense, this argument provides a motivation for the zero-crossing method of choosing a regularization parameter. Extensive testing and numerical experiments of the zero-crossing method in connection with the inverse problem of electrocardiography have been published elsewhere [14, 15, 16] , where it was observed that the function B(t) had two zeros, t 1 and t 2 , say. The heuristic method developed suggested that the value of t corresponding to the smaller zero, t = t 1 , should be chosen as the regularization parameter [14] . It was also observed that B (t 1 ) > 0. This zero-crossing method breaks down when the smaller zero of B(t) disappears, when it occurs so close to t = 0 as to be below machine precision. This breakdown was observed under conditions when there was no corner in the L-curve, i.e., under conditions when the latter method also broke down.
By using (2.5) and (2.7), it can be shown that, in terms of the singular value decomposition of the coefficient matrix, A,
This form of B(t) will be used for all further analysis. 
At this stage it is worth considering some of the properties of B(t). Initially, assume that b ⊥ 2 = 0; then clearly, when t = 0, B(0) = 0. On the other hand, as t → ∞ it can be seen that
and the limit is approached from above. Also, for 0 < t ≤ σ Further, (3.5) can be differentiated with respect to t to give
which, of course, is C(t) (see (3.2) ). Therefore, the slope of B(t) at t = 0 is positive and for large values of t it is negative; in fact,
3 . Based on these observations, the function B(t) must have an even number of zeros (including t = 0) and an odd number of turning points on [0, ∞). A postulated form of B(t) (based on considerable numerical experience) is shown in Figure 1 . When the restriction that b ⊥ 2 = 0 is removed, the whole B(t) curve simply moves downward (Figure 1) . Hence, if b ⊥ 2 is sufficiently small, it will still be true that B(t) has an even number of zeros.
It is also possible to rewrite (3.5) as
where
Then, for later use, the following can be observed about the functions B i (t), i = 1, . . . , r: 1. Each B i (t) has two zeros, at t = 0 and t = σ 
Links with other techniques.
In this section the relationship between the zero-crossing method, the L-curve method [8, 12] , and Regińska's local minimum criterion [21, 18] is investigated. As mentioned in the introduction, Regińska [21] has established a link between the existence of a corner in the L-curve and a local minimum of the function Ψ 1 (t). The following lemma establishes the equivalence of the zero-crossing method and the local minimum of Ψ 1 (t).
Lemma 4.1. There exists a local minimum of
Proof. From the definition of Ψ λ (t) (1.6) with λ = 1
from (3.3). Next, differentiating with respect to t gives
where the last equality follows from (3.1). Further, from (3.4), it follows that
obtained by differentiating (2.5) with respect to t. Since the summation term is strictly positive, it follows that 9) and therefore, at the point where B(t) = 0, we have that
Hence the result is established.
Using the result of the above lemma, Lemma 6 from [21] can be recast in terms of B(t).
Lemma 4.2.
Proof. Note first that B(t) is a continuous function as it is the difference of continuous functions (see (3.3) ).
1. Lemma 4.2 establishes conditions for the existence of a zero of the function B(t) and thus the existence of a regularization parameter which seeks to balance the residual norm against the scaled solution norm. It also suggests some interesting behavior which is required of B(t) for a zero corresponding to such a regularization parameter to exist. Clearly, if b ⊥ = 0, then, since B(0) < 0, it follows that B(t) simply crossing the t-axis is sufficient to provide the required regularization parameter. Assuming that there are only two zeros of B(t) in this case (as suggested by the numerical evidence for the inverse electrocardiography problem), then at the left hand zero, t 1 say, B (t 1 ) > 0. Hence by Lemma 4.1, there is a minimum in Ψ 1 (t) at t = t 1 and so according to Regińska [21] there exists a corner of the L-curve, albeit not necessarily at t 1 . This same choice of regularization parameter, t 1 , is also predicted by the heuristic zero-crossing method [14] , thus providing a validation for that method as an alternative to the L-curve corner. On the other hand, if b ⊥ = 0, it is required that there are at least four zeros of B(t) (the first being t = 0) with the third being the appropriate choice for the regularization parameter. A situation where b ⊥ = 0 is when the coefficient matrix, A, is square and of full rank. The two numerical examples in section 6 illustrate results corresponding to b ⊥ = 0 and b ⊥ = 0, respectively.
By finding the minimum of the more general Ψ λ (t) (1.6), that is, by studying where
, it is possible to reformulate Lemma 4.1 in terms of the function B λ (t) defined by
Further, for a fixed λ, Lemma 4.2 can now be applied to the function B λ (t).
Uniqueness in choosing the regularization parameter.
In this section, two demonstrations are presented which establish the existence of a unique regularization parameter in terms of zeros of the function B(t) under simplifying assumptions on the Fourier coefficients of the data. The first is given more rigorously in the form of a theorem, and the second is a more informal demonstration.
Consider a discrete ill-posed problem and a regularized solution φ t obtained via Tikhonov regularization. To establish the uniqueness of t as predicted by the zeros of B(t) under the simplifying assumptions mentioned above, the following three assumptions are required. These are the same three assumptions needed to ensure the existence of a corner in the L-curve [12] .
1. The discrete Picard condition is satisfied for the unperturbed problem (with no error in A or φ B ); that is, the coefficients |α i | on average decay to zero faster than the singular values σ i , or, more mathematically,
2. The errors in the right-hand side of (1.1) are essentially "white noise." 3. The signal-to-noise ratio is reasonably large. With these three conditions holding, the following theorem can be established for the particular situation where the right-hand side vector, φ B , has only two nonzero Fourier coefficients. Proof. The relationship between the singular values says that σ i1 ≥ σ i2 > 0 and the discrete Picard condition allows us to assume that
, which in turn implies that |α i1 | ≥ |α i2 | ≥ 0. Hence, in this simple case
To simplify matters even further, assume for the moment that b ⊥ 2 = 0, take out a common factor of α 2 i1 from the remaining terms of (5.2), and by defining s = t/σ 2 i1 , β = |α i2 |/|α i1 |, and γ = σ i2 /σ i1 we obtain
. Due to the above relationships between σ i1 , σ i2 , α i1 , and α i2 , it follows that 0 ≤ β ≤ γ ≤ 1. When b ⊥ 2 = 0 it must be established that there is only one point s 0 > 0 such that G(s 0 ) = 0. The two functions G 1 (s) and G 2 (s) are shown in Figure 2 for β 2 = 0.7 and γ 2 = 0.8 (in panel (a)) and for β 2 = 0.2 and γ 2 = 0.3 (in panel (b)). Their properties are the same as for the functions B i (t), defined in (3.9) and discussed at the end of section 3.
The theorem must be established in two situations: first, when the zero of G 2 (s) occurs at a point beyond the maximum of G 1 (s), as depicted in Figure 2 
(The inequalities follow as γ ≤ 1.) Therefore, there exists at least one zero of G(s) in I. However, G 1 (s) ≤ 0 for all s ∈ I and G 2 (s) ≤ 0 for all s ∈ I; i.e., both functions G 1 (s) and G 2 (s) are monotonically decreasing on I, and, therefore, so is G 1 (s)+G 2 (s). Hence there exists a unique zero of G(s) between γ 2 and 1 when
being the maximum value of G 1 (s)); then G 1 (s) + G 2 (s) > 0 for 0 < s < To complete the proof, it must be shown that −G 2 (
So far it has been established that the function B(t), given by (5.2), has only one strictly positive zero for b ⊥ 2 = 0. Including a sufficiently small nonzero value of b ⊥ 2 has the effect of a downward translation of the function B(t); hence there are only two strictly positive zeros and the result is established.
Of the two zeros determined from the above result, only one satisfies the conditions of Lemma 4.1. This is the smaller zero, and so the regularization parameter chosen via this method is unique. It therefore follows that the regularization parameter chosen by the heuristic zero-crossing method is also unique, under the assumptions of Theorem 5.1.
The second demonstration of the uniqueness of the regularization parameter is more informal and is based on ideas presented by Hansen [11] . Again, begin with (3.5) and initially assume b ⊥ 2 = 0; then B(t) has the form
Now, introduce the variable χ i = αi σi ; then
Further, without loss of generality, it can be assumed that σ 1 = 1, and only values of t in the range 0 ≤ t ≤ 1 are of interest. At this stage, no way has been discovered to analyze the expression for B(t) given in (3.5). Therefore we follow the idea suggested by Hansen [11] : replace the discrete variables σ i and χ i with continuous variables σ and χ = χ(σ), respectively, replace the summation with an integral, and consider the quantity
It is expected that the behavior of Θ(t) will reasonably well approximate the behavior of B(t) and, in particular, both functions are expected to have the same number of zeros.
To further simplify the analysis, it is assumed that χ is a simple function of σ given by
where p ∈ R. This is not an unreasonable assumption, and it is the basis for many modelling problems [10] . The exponent p characterizes the behavior of the right-hand side in (1.1) as u
It can be looked upon as a smoothness parameter since, by controlling the decay of the exact-solution Fourier coefficients, it controls, in a mathematical sense, the smoothness of the exact solution. When p > 0, the right-hand side satisfies the discrete Picard condition and for p < 0 it does not. In the latter situation, a regularized solution of (1.1) may or may not exist. In particular, p = −1 corresponds to a right-hand side consisting of white noise [11] . With the above expression for χ(σ)
Evaluation of this integral is performed by first introducing the change of variable µ = σ 2 to give, after some manipulation, 
2 ). It should be noted that when 2p is an integer, Θ(t) can be expressed in terms of elementary functions; for example, Figure 3 shows plots of the above Θ(t) curves at the given values of p. All plots (except for p = −1) show the desired characteristic of having only one strictly positive zero. Again, including a sufficiently small nonzero value of b ⊥ 2 in the original B(t) will result in a downward shift of the Θ(t) curves and will yield two positive zeros, only the smaller one of which occurs with positive Θ (t). Thus, again we can choose a unique value for the regularization parameter. As mentioned above, p = −1 corresponds to a right-hand side consisting entirely of white noise, in which case the solution technique breaks down (the signal-to-noise ratio is too low).
Numerical examples.
In order to demonstrate the ability of the zero-crossing method and how it compares to other techniques for choosing a regularization parameter, two examples from Regularization Tools [9] were considered. The first was the shaw example, a one-dimensional image restoration model, and the second was deriv2, a computation of the second derivative. 6.1. shaw example. Here a 32 × 32 coefficient matrix was created, along with corresponding input and output vectors. Random noise of magnitude 3.2% was added to the right-hand side vector. A singular value decomposition of the coefficient matrix revealed that it had a rank of 20, indicating that b ⊥ 2 = 0, and so one should look for the first zero crossing of the curve B(t). Figure 4 shows plots of the function B(t), the CRESO function, C(t), the L-curve and the curvature of the L-curve. These curves give rise to regularization parameters which are summarized in Table 1 and compared with the optimal value. From the table it can be seen that the zero-crossing method actually predicts the optimal regularization parameter more accurately than any of the other methods. In fact, the first maximum of the CRESO function, C(t), picks a completely erroneous t value.
6.2. deriv2 example. Again a 32×32 coefficient matrix was created, along with corresponding input and output vectors, and a similar amount of noise was added to the output. Here, a singular value decomposition revealed that the coefficient matrix was of full rank, and one would expect that b ⊥ = 0. Hence, the appropriate zero of B(t) to choose is the one with B (t) > 0. Figure 5 shows the plots of the same curves as above, and Table 2 shows the different regularization parameters determined. In this example, it turns out that all three methods predict the same value of the regularization parameter, which is quite close to the optimal value.
Conclusion.
In this paper, a formal mathematical proof has been established of the equivalence between the minimum of Ψ 1 (t) and the zero of the function B(t) employed in the zero-crossing method. Both minimum-product and zero-crossing methods yield identical t values.
It has also been demonstrated that, under certain conditions on the Fourier coefficients of the data, the zero-crossing function B(t) yields a unique regularization parameter, and hence that there is a unique minimum in the function Ψ 1 (t) that also corresponds to this value of t. When read in conjunction with the work of Regińska [21] , it follows that under these conditions an L-curve corner also exists but may not necessarily yield the same regularization parameter on the basis of the maximum curvature criterion. However, our numerical experimentation (above and in [14, 15] ) has shown that the t value corresponding to the zero-crossing and minimum-product methods is close to that corresponding to the maximum curvature criterion.
Considerable numerical evidence has already been published by us [14, 15, 16 ] to demonstrate that the smaller strictly positive zero of B(t) serves as an appropriate choice for the regularization parameter. Only under conditions where the smaller zero occurs below machine precision, conditions that correspond to geometrical errors in the coefficient matrix A overwhelming random measurement error in φ B , does the zero-crossing method fail. Under these same conditions, our numerical simulations also indicate that there is no minimum in Ψ 1 (t) and no sharp corner in the L-curve, so that, in effect, all three methods for selecting t fail in unison. Until now, the zero-crossing method had remained an empirical method that worked. The theory developed here serves to put it on a more sound mathematical footing.
