Abstract-Intuitively, music has both predictable and unpredictable components. In this paper, we assess this qualitative statement in a quantitative way using common time series models fitted to state-of-the-art music descriptors. These descriptors cover different musical facets and are extracted from a large collection of real audio recordings comprising a variety of musical genres. Our findings show that music descriptor time series exhibit a certain predictability not only for short time intervals, but also for mid-term and relatively long intervals. This fact is observed independently of the descriptor, musical facet and time series model we consider. Moreover, we show that our findings are not only of theoretical relevance but can also have practical impact.
I. INTRODUCTION

M
USIC is ubiquitous in our lives and we have been enjoying it since the beginning of human history [1] . This enjoyment of music is intrinsically related to the ability to anticipate forthcoming events [2] - [4] . Indeed, the meeting of our musical expectations plays a fundamental role in the aesthetics and emotions of music. Yet, the secret of a good song remains in the right balance between predictability and surprise. It is this balance that makes music interesting for us. Accordingly, we tend to dislike music that is either extremely simple or extremely complex [2] - [4] . Paraphrasing Levitin [2] , we could say that the act of listening to music "rewards us for correct predictions" but, J. Serrà, X. Serra, and R. G. Andrzejak are with the Universitat Pompeu Fabra, 08018 Barcelona, Spain (e-mail: joan.serraj@upf.edu; xavier.serra@upf.edu; ralph.andrzejak@upf.edu).
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at the same time, "challenges us with new organizational principles." Thus music seems to be intrinsically predictable and unpredictable at the same time: we know it has some (predictable) structures and repetitions, but we can also state that there is a strong random (unpredictable) component. Although very intuitive, the above dichotomy has scarce quantitative evidence. The majority of quantitative studies have been conducted with music scores or symbolic note transcriptions of selected, usually Western classical compositions [3] - [8] . Some of them just consider melodic, simple, synthetic and/or few musical examples [6] - [8] . Thus, the question arises if quantitative evidence is found in large-scale corpora of music including different geographical locations and genres apart from Western classical music. Furthermore, there is a lack of knowledge with regard to the predictability of musical facets other than melodic or harmonic ones, e.g., timbre, rhythm or loudness. And, what is even more surprising, there are only few experiments with real recordings [9] - [11] . Such consideration is important, since scores or symbolic representations do not faithfully reflect primary perceptual elements of musical performance and expressiveness, which are in turn related to our sensation of surprise and to the predictability of the piece. Finally, existing studies usually restrict the analyzes to the transitions between consecutive elements. Hence, they do not consider different prediction intervals or horizons (i.e., how far in the future we perform predictions). This fact raises further questions: How does such horizon affect the predictability of music? Do different musical facets exhibit a similar predictability at short as well as long time intervals? How do these predictabilities behave in dependence of the prediction horizon? All these questions are important to advance towards a better scientific understanding of music (cf. [1] - [11] ).
The questions above can be addressed by using tools from music information retrieval (MIR) [12] - [15] . MIR is an interdisciplinary research field that aims at automatically understanding, describing, retrieving and organizing musical content. In particular, much effort is focused on extracting qualitative and quantitative information from the audio signal of real recordings in order to represent certain musical aspects such as timbre, rhythm, melody, main tonality, chords, or tempo [12] , [14] . Quantitative descriptions of such aspects are computed in a short-time moving window either from a temporal, spectral or cepstral representation of the audio signal [15] . This computation leads to a time series reflecting the temporal evolution of a given musical facet: a music descriptor time series.
Music descriptor time series are essential for quantitative large-scale studies on the predictability of real recordings. Indeed, when assessing the predictability of such time series, we are assessing the predictability of the musical facet they represent. A straightforward way to perform this assessment is to fit a model to the time series and to evaluate the in-sample self-prediction error of the model forecasts. If similar results are observed for a variety of model classes, we can then conclude that what we observe is, in fact, a direct product of the information conveyed by the time series and not an artifact of the particular model being employed. In a similar manner, if we work with different descriptor time series representing the same musical facet, we can be more confident that what we see is due to the musical facet and not to the particular descriptor used.
In the present work, we therefore study a variety of different descriptor time series reflecting complementary musical facets. These descriptors are extracted from a large collection of real recordings covering multiple genres. Furthermore, we consider a number of simple time series models, the predictions of which are studied for a range of horizons. Our analysis unveils that a certain predictability is observed for a broad range of prediction horizons. While absolute values of the prediction errors vary, we find a number of general features across models, descriptor time series and musical facets. In particular, we show that the error in the predictions, in spite of being high and rapidly increasing at short horizons, saturates at values lower than expected for random data at medium and relatively long time intervals. Furthermore, we note that this error grows sub-linearly, following a square root or logarithmic curve.
Together with these advances in scientific knowledge, we provide a direct real-world application of music prediction concepts, namely the automatic detection of cover songs (i.e., different renditions of the same musical composition). To this end, we use out-of-sample cross-predictions. That is, we train a model with a time series of one recording and then use this model to predict the time series of a different recording. Intuitively, once a model has learned the patterns found in the time series of a given query song, one should expect the average prediction error to be relatively small when the time series of a candidate cover song is used as input. Otherwise, i.e., when an unrelated (non-cover) candidate song is considered, the prediction error should be higher. Indeed, we demonstrate that such a model-based cross-prediction strategy can be effectively employed to automatically detect cover songs.
Cover song detection has been a very active area of study within the MIR community over the last years [16] . This is due to the introduction of digital ways to share and distribute information, which represent a challenge for the search and organization of musical contents [13] - [15] . Cover song detection (or identification) is a very simple task from the user's perspective: a query song is provided, and the system is asked to retrieve all versions of it in a given music collection. However, from an MIR perspective it becomes a very challenging task, since cover songs can differ from their originals in several musical aspects such as timbre, tempo, song structure, main tonality, arrangement, lyrics, or language of the vocals [16] . In spite of these differences, cover songs might retain a considerable part of their tonal progression (e.g., melody and/or chords). Hence the large majority of state-of-the-art approaches are based on the detection of common patterns in the dynamics of tonal descriptors (e.g., [17] - [20] ). Another major characteristic that is shared Fig. 1 . Schematic diagram for self-and cross-prediction experiments. Broken green arrows correspond to the self-prediction experiments and dotted red arrows correspond to the cross-prediction ones. Solid blue arrows correspond to the training phase for both self-and cross-prediction experiments.
among all state-of-the-art approaches for cover song detection is the lack of specific modeling strategies for descriptor time series [16] . This is somehow surprising regarding the benefits arising from the generality and the compactness of the description. Indeed, modeling strategies have been successfully employed in a number of similar tasks such as exact audio matching [15] , in other MIR problems [12] or in related areas such as speech processing [21] .
In the present work, we show that a model-based forecasting strategy for cover song detection is very promising in the sense that it achieves competitive accuracies and it provides advantages when compared to state-of-the-art approaches, such as lower computational complexities and potentially fewer storage requirements, but perhaps the most interesting aspect of such strategy is that no parameters need to be adjusted. More specifically, model parameters and coefficients are automatically learned for each song and descriptor time series individually. No intervention of the user is needed. Accordingly, the system can be readily applied to different music collections or descriptor time series.
The rest of the paper is organized as follows. We first present an overview of our methodology, including specific details of the employed music descriptor time series and the considered models (Section II). We then explain our evaluation measures and data (Section III). The results section follows, both on the self-prediction (i.e., predictability assessment) and on cross-prediction (i.e., cover song detection) experiments (Section IV). A discussion of our model-based strategy for cover song detection is provided (Section V) before we summarize our main findings and outline some future perspectives (Section VI).
II. METHODOLOGY
A. Overview
Our analysis follows a typical modeling and forecasting architecture (Fig. 1 ). In the case of self-prediction, we assess the error produced by a model trained on descriptor time series when the same time series is used as input (Fig. 1 , broken green arrows). In particular, this training consists of the determination of optimal model parameters and coefficients. In the case of cross-prediction, we are interested in the error produced by a model trained on descriptor time series when a different time series is used as input (Fig. 1, dotted red arrows) . This cross-prediction error is then taken as a pairwise dissimilarity measure between cover songs (see below). The training of the models is done in the same way for self-and cross-prediction experiments (Fig. 1, solid blue arrows) . All the aforementioned processes are carried out for a range of prediction horizons .
Before we can exploit the concept of cross-prediction errors as a dissimilarity measure, we have to investigate predictability itself and establish a set of methods (or models) for descriptor prediction. As input for the models we consider 12 standard descriptor time series reflecting complementary musical facets related to tonality, timbre, rhythm, and loudness. The specific descriptors considered are: pitch class profiles, tonal centroid, harmonic change, Mel frequency cepstral coefficients, spectral contrast, spectral peaks, spectral harmonicity, onset probability, rhythm transform, onset coefficients, energy, and loudness (Section II-B). As time series models we employ five common, simple time series models, both linear and nonlinear: autoregressive, threshold autoregressive, radial basis functions, locally constant, and naïve Markov (Section II-C).
The cross-prediction error provides an estimation of the dissimilarity between two time series. This fact is exploited to detect cover songs. As mentioned, the only musical characteristic which is largely preserved across different cover versions is the tonal sequence. Therefore, for cross-prediction, we only consider tonal descriptor time series (pitch class profiles, tonal centroid, and harmonic change). Importantly, we use transposed tonal descriptor time series. Cover versions may be played in different tonalities (e.g., to be adapted to the characteristics of a particular singer or instrument), and this changes might be reflected in the tonal descriptor time series . To counteract this effect, various strategies have been devised in the literature [16] . In particular, we here use the so-called optimal transposition index method [22] , which is applied to time series before the forecasting process (Fig. 1, bottom left) . This method is commonly used in a variety of cover song identification systems [16] , including our previous work [19] , [20] . For a detailed explanation and evaluation of this transposition method we refer to [22] .
B. Music Descriptor Time Series
We use a set of 12 state-of-the-art descriptors reflecting the dynamics of complementary musical aspects related to tonality, timbre, rhythm, and loudness. Some of these descriptors are computed with an in-house tool specifically designed for that purpose [23] , while for others we implement the algorithms from the cited references. Our focus is not in the descriptor extraction process itself, but in studying the predictability of different musical facets represented by common descriptor time series. Therefore, for the sake of brevity, we skip the underlying mathematical formulae and details of numerical algorithms and refer to the citations below.
• Tonality: Within this musical facet we consider pitch class profiles (PCP) [24] , tonal centroid (TC), and harmonic change (HC) descriptors [25] . The first two represent the tonal content of the song, i.e., the content related to the relative energy of the different notes of the Western chromatic scale. The third one represents the degree of change of tonal content between successive windows. Except for the fact that we employ 12-dimensional vectors, the extraction process for PCPs is the same as in [19] . Once PCPs are obtained, deriving TC and HC is straightforward [25] .
• Timbre: Mel frequency cepstral coefficients (MFCCs) are routinely employed in MIR. We use the Auditory toolbox implementation [26] with 12 coefficients (skipping the DC coefficient). Apart from MFCCs we also consider the spectral contrast (SC) [27] , the spectral peaks (SP) and the spectral harmonicity (SH) descriptors [23] . SC is 12-dimensional, SP and SH are unidimensional. MFCCs and SCs collect general (or global) timbre characteristics. SP quantifies the number of peaks in a window's spectrum and SH quantifies how these peaks are distributed.
• Rhythm: We use an onset probability (OP) curve [28] denoting, for each analysis window, the likelihood of the beginning of a musical note. We also employ more broad representations of rhythm content like the rhythm transform (RT) [29] or the onset coefficients (OC) [30] . These two descriptors are computed using a total window length of 6 s, a much longer window than the one used for other descriptors (see below). This is because in order to obtain a general representation of rhythm, a longer time span must be considered (e.g., no proper rhythm can be subjectively identified by a listener in 100 or even 500 ms) [31] . For RT and OC, a final discrete cosine transform is used to compress the information. We use 20 coefficients for the former and 30 for the latter (DC coefficients are discarded).
• Loudness: Two unidimensional descriptors related to the overall loudness are used. One is simply the total energy ( ) of the power spectrum of the audio window [32] . The other is a common loudness ( ) descriptor [33] , i.e., a psychological correlate of the auditory sensation of acoustic strength. All considered descriptors are extracted from spectral representations of the raw audio signal in a moving window (frame by frame analysis). We use a step size of 116 ms and, unless stated otherwise, a window length of 186 ms 1 . Therefore, our resulting descriptor time series have a sampling rate of approximately 9.6 Hz (e.g., a song of 4 minutes yields a music descriptor time series of 2304 samples). These samples can be unidimensional or multidimensional, depending on the considered descriptor. We denote multidimensional descriptor time series as a matrix , where is the total number of samples and is a column vector with components representing a -dimensional descriptor at sample window . Therefore, element of represents the magnitude of the th descriptor component of the th window.
C. Time Series Models
All the models described hereafter aim at the prediction of future states of dynamical systems based on their present states [34] . However, the information about the present state is, in general, not fully contained in a single sample from a time series measured from the dynamical system. To achieve a more comprehensive characterization of the present state one can take into account samples from the recent past. This is formalized by the concept of time delay embedding [35] , also termed delay coordinate state space reconstruction. In our case, for multidimensional samples , we construct delay coordinate state space vectors through vector concatenation, i.e.,
where superscript denotes vector transposition, is the embedding dimension, and is the time delay. The sequence of these reconstructed samples yields again a multidimensional time series , where corresponds to the so-called embedding window. Notice that (1) still allows for the use of the raw time series samples (i.e., if then ). One should note that the concept of delay coordinates has originally been developed for the reconstruction of stationary deterministic dynamical systems from single variables measured from them [35] . Certainly, a music descriptor time series does not represent a signal measured from a stationary dynamical system which could be described by some equation of motion. Nonetheless, delay coordinates, a tool that is routinely used in nonlinear time series analysis [34] , can be pragmatically employed to facilitate the extraction of information contained in . In particular, the reconstruction of a state space by means of delay coordinates allows us to join the information about current and previous samples. Noticeably, there is evidence that such reconstruction can be beneficial for music retrieval [20] , [36] , [37] .
To model and forecast music descriptor time series we employ popular, simple, yet flexible time series models; both linear and nonlinear [34] , [38] - [41] . Since we do not have a good and well-established model for music descriptor prediction, we try a number of standard tools in order to identify the most suitable one. All modeling approaches we employ have clearly different features. Therefore, they are able to exploit, in a forecasting scenario, different structures that might be found in the data. As linear approach we consider autoregressive models. Nonlinear approaches include locally constant, locally linear, globally nonlinear, and probabilistic predictors.
For the majority of the following approaches we use a partitioning algorithm to divide a space into representative clusters. For this purpose, we use a reimplementation of the -medoids algorithm from [42] . The -medoids algorithm [43] is a partitional clustering algorithm that attempts to minimize the distance between the points belonging to a cluster and the center of this cluster. The procedure to obtain the clusters is the same as with the well-known -means algorithm [43] but, instead of using the mean of the elements in a cluster, the medoid 2 is employed. The -medoids algorithm is more robust to noise and outliers than the -means algorithm [42] , [43] . Usually, these two algorithms need to be run several times in order to achieve a reliable partition. However, the algorithm we use [42] incorporates a novel method for assigning the initial medoid seeds, which results in a deterministic and (most of the times) optimal cluster assignation.
1) Autoregressive (AR):
A widespread way to model linear time series data is through an AR process, where predictions are based on a linear combination of previous measurements [38] . We here employ a multivariate AR model [39] . In particular, we first construct delay coordinate state space vectors and then express the forecast at steps ahead from the th sample as (2) where is the coefficient matrix of the multivariate AR model. By considering samples , one obtains an overdetermined system (3) which, by ordinary least squares fitting [44] , allows to estimate the matrix . It should be noticed that AR models have been previously used to characterize music descriptor time series in genre and instrument classification tasks [45] , [46] .
2) Threshold Autoregressive (TAR): TAR models generalize AR models by introducing nonlinearity [47] . A single TAR model consists of a collection of AR models where each single one is valid only in a certain domain of the reconstructed state space (separated by the "thresholds"). This way, points in state space are grouped into patches and each of these patches is used to determine the coefficients of a single AR model (piecewise linearization).
For determining all TAR coefficients we partition the reconstructed space formed by into non-overlapping clusters with a -medoids algorithm [42] and determine, independently for each partition, AR coefficients as above [ (2), (3)]. Importantly, each of the AR models is associated to the corresponding cluster. When forecasting, we again construct delay coordinate state space vectors from each input sample , calculate their squared Euclidean distance to all cluster medoids, and forecast (4) where is the coefficient matrix of the multivariate AR model associated to the cluster whose medoid is closest to .
3) Radial Basis Functions (RBF):
A very flexible class of global nonlinear models are RBF [48] . As with TAR, one partitions the reconstructed state space into clusters but, in contrast, a scalar RBF function is used for forecasting such that (5) where are coefficient vectors, are the cluster centers, and is some norm. In our case we use the cluster medoids for , the Euclidean norm for and a Gaussian RBF function (6) We partition the space formed by with the -medoids algorithm, set to the mean distance found between the elements inside the th cluster and leave as a parameter. Notice that for fixed centers and parameters and , determining the model coefficients becomes a linear problem that can be resolved again by ordinary least squares minimization. Indeed, a particularly interesting remark about RBF models is that they can be viewed as a (nonlinear, layered, feed-forward) neural network where a globally optimal solution is found by linear fitting [40] , [48] . In our case, for samples , we are left with (7) where is a coefficient matrix and is formed by column vectors .
4) Locally Constant:
A zeroth-order approximation to the time series is given by a locally constant predictor [49] . With this predictor, one first determines a neighborhood of radius around each point of the reconstructed state space. Then forecasts (8) where denotes the number of elements in . In our prediction trials, is set to a percentage of the mean distance between all state space points (we use the squared Euclidean norm). In addition, we require , i.e., a minimum of neighbors is always included independently of their distance to . Notice that this is almost a model-free approach with no coefficients to be learned: one just needs to set parameters , , , and .
5) Naïve Markov:
This approach is based on grouping inputs and outputs into and clusters, respectively [41] . Given this partition, we fill in a transition matrix , whose elements correspond to the probability of going from cluster of to cluster of (i.e., the rows of sum up to 1). Then, when forecasting, a state space reconstruction of the input is formed and the distance towards all input cluster medoids is calculated. In order to evaluate the performance of the Markov predictor in the same way as the other predictors, we use to construct a deterministic output in the following way: (9) where denotes the medoid of (output) cluster and is the index of the (input) cluster whose medoid is closest to .
D. Training and Testing
All previous models are completely described by a series of parameters ( , , , , , , , or ) and coefficients ( , , , , , or ). In our prediction trials these values are learned independently for each song and descriptor using the entire time series as training set. This learning is done with no prior information about parameters and coefficients. More specifically, for each song and descriptor time series we calculate the corresponding model coefficients for different parameter configurations and then select the solution that leads to the best in-sample approximation of the data. We perform a grid search over and for all models, for TAR and RBF models, for RBF models, and for the locally constant predictor and and for the naïve Markov method. Intuitively, with such a search for the best parameter combination for a specific song's time series, part of the dynamics' modeling is also done through the appropriate parameter setting.
Since we aim at obtaining compact descriptions of our data and we want to avoid overfitting, we limit the total number of model parameters and coefficients to be less than 10% of the total number of values of the time series data. This implies that parameter combinations leading to models with more than values are automatically discarded at the training phase 3 . We also force an embedding window .
III. EVALUATION
A. Music Data
We use an in-house music collection consisting of 2125 commercial songs (real-world recordings). In particular, we use an arbitrarily selected but representative compilation of cover songs. This music collection is an extension of the one used in our previous work [20] and it includes 523 cover sets, where cover set refers to a group of versions of the same song. The average cardinality of these cover sets (i.e., the number of songs per cover set) is 4.06, ranging from 2 to 18. The collection spans a variety of genres, with their corresponding sub-genres and styles: pop/rock (1226 songs), electronic (209), jazz/blues (196), world music (165), classical music (133), and miscellaneous (196) . Songs have an average length of 3.6 min, ranging from 0.5 to 8 min. For time-consuming parts of the analysis, a randomly selected subset of 102 songs is used (17 cover sets of cardinality 6, the same subset is used in all experiments).
B. Prediction Error
To evaluate the predictability of the considered time series we use a normalized mean squared error measure [40] , both when training our models (to select the best parameter combination) and when forecasting. We employ (10) where is the variance of the th descriptor component over all samples of the target time series . Equation (10) is a common way to measure the goodness of a prediction in the time series literature [34] , [39] , [40] , [49] . Under the assumption of Gaussian errors which are independent of each other and of the data, the minimization of the mean squared error is mathematically equivalent to the maximization of the likelihood that a given model has generated the observed data.
We use the notation when a model trained on song is used to forecast further frames of song (self-prediction, in-sample error) and when a model trained on song is used to forecast frames of song (cross-prediction, out-of-sample error). In the case of self-prediction, we report the average error across songs, which we denote as . In the case of cross-prediction, each across all musical pieces is used to obtain an accuracy measure (see below).
C. Cover Song Identification
To evaluate the accuracy in identifying cover songs we proceed as in our previous work [20] . Given a music collection with songs, we calculate for all possible pairwise combinations and then create a symmetric dissimilarity matrix , whose elements are . Once is computed, we resort to standard information retrieval (IR) measures to evaluate the discriminative power of this information. We use the mean of average precisions measure [50] , which we denote as . This measure is routinely employed in the IR [50] and MIR [14] communities and, in particular, in the cover song identification task [16] .
To calculate , is used to compute a list of songs sorted in ascending order with regard to their dissimilarity to the query song . Suppose that the query song belongs to a cover set comprising songs. Then, the average precision is obtained as (11) where is the precision of the sorted list at rank (12) and is the so-called relevance function: if the song with rank in the sorted list is a cover of and otherwise. Hence, ranges between 0 and 1. If the covers of song take the first ranks, we get . If all cover songs are found towards the end of , we get . The mean of average precisions is calculated as the mean of across all queries . Using (11) and (12) has the advantage of taking into account the whole sorted list where correct items with low rank receive the largest weights. Additionally, we estimate the accuracy level expected under the null hypothesis that the dissimilarity matrix has no discriminative power with regard to the assignment of cover songs. For this purpose, we separately permute for all and keep all other steps the same. We repeat this process 99 times, corresponding to a significance level of 0.01 of this Monte Carlo null hypothesis test [51] , and take the average, resulting in . This is used to estimate the accuracy of all considered models under the specified null hypothesis.
D. Baseline Predictors
Besides models in Section II-C, we further assess our results with a set of baseline approaches that do not require parameter adjustments nor coefficient determination.
1) Mean:
The prediction is simply the mean of the training data: (13) being a column vector. This predictor is optimal in the sense of (10) for independent and identically distributed (i.i.d.) time series data. Notice that, by definition, when predicting with the mean of the time series data. In fact, allows to estimate, in a variance percentage, how our predictor compares to the baseline prediction given by (13) .
2) Persistence: The prediction corresponds to the current value: (14) This prediction yields low values for processes that have strong correlations at time steps.
3) Linear Trend: The prediction is formed by a linear trend based on the current and the previous samples: (15) This is suitable for a smooth signal and a short prediction horizon .
IV. RESULTS
A. Self-Prediction
We first look at the average self-prediction error one step ahead of the current sample, i.e., at horizon , corresponding to 116 ms (Table I) . We see that, for all considered models, we do not achieve a drastic error reduction compared to the mean predictor (for which , Section III-D). However, in the majority of cases, all models are considerably better than the baselines. In particular, average errors below 0.5 are achieved by the RBF, AR, and TAR models. The latter is found to be the best forecast model across all descriptors. The fact that the predictability is weak but still better than the baseline provides evidence that music descriptors possess dependencies which can be exploited by deterministic models.
Remarkably, the above fact is observed independently for all models, musical facets and descriptors (Table I) . Nevertheless, RT and OC descriptors have a considerably low compared to the rest. This is due to the way these descriptors are computed. RT and OC are rhythm descriptors, and a characterization of such a musical facet cannot be captured in, say, 100 or even 500 ms. Humans need a longer time span to conceptualize rhythm [31] and, consequently, general rhythm descriptors use a longer analysis window. In particular we use for RT and OC a window of 6 s (Section II-B). Since we use a fixed step size to 116 ms, we have much stronger correlations. Indeed, the very low error we obtain already with the persistence and the linear trend predictors illustrates this fact. In addition, the genre configuration of our music collection might explain part of this low error: more than 2/3 of our collection is classified between the pop/rock and electronic genres, which are characterized by more or less plain rhythms.
We now study the average self-prediction error as the forecast horizon increases (Fig. 2) . We see that increases rapidly for (or 10, depending on the descriptor) but, surprisingly, it reaches a stable plateau with all descriptors for , i.e., for prediction horizons of more than 1 s. Notably, in this plateau, . This indicates that, on average, there is a certain capability for the models to still perform predictions at relatively long horizons, and that these predictions are better than predicting with the mean. This reveals that descriptor time series are far from being i.i.d. data (even at relatively long ) and that models are capturing part of the long-term structures and repetitions found in our collection's songs. If we analyze different musical facets, we can roughly say that rhythm descriptors are better predictable than the rest. Then come loudness descriptors and afterwards the timbre ones, although MFCC and SH descriptors are in the same error range as tonal descriptors.
Indeed, tonal descriptors seem to be more difficult to predict. Still, we see that for PCP and TC descriptors for . Overall, Fig. 2 evidences that music has a certain predictability. In particular, it reflects this characteristic for a broad range of prediction intervals. All this is confirmed independently of the model, the descriptor and therefore of the musical facet considered. In addition, if we pay attention to the behavior of all curves in Fig. 2 , we see that the error grows sub-linearly (the curves resemble the ones for a square root or a logarithm). This can be observed for all models and descriptors tested. Further information on the behavior of these curves is provided as Supplementary Material 4 , where we also derive some conjectures regarding the sources of predictability of music descriptor time series. In the supplementary material, we also suggest that the behavior of these time series may be reproduced by a concatenation of multiple AR processes with superimposed noise.
Next, we discuss about the best parameter combinations for each model and descriptor; in particular for embedding values and number of clusters. In general, few clear tendencies could be inferred. One is that AR and TAR models select as optimal relatively high values for and with nearly all descriptors. Other combinations of descriptors and models tend to use intermediate or lower values among the ones tested (Section II-C). In particular, the naïve Markov and the locally constant predictors tend to use and values both between 1 and 3. The number of clusters for RBF and TAR models (or and for the naïve Markov approach) practically always reaches the imposed limitation that a model has to be described by a maximum of 1/10 of the original data.
If we check for individual song's predictability, we can see some curious examples. For instance, many renditions of the theme "Radioactivity," originally performed by Kraftwerk, and "Little 15," originally performed by Depeche Mode, achieve quite small values with the TC descriptor, i.e., their tonal behavior seems somewhat predictable. Indeed, these musical pieces possess a slow tempo, highly repetitive, simple tonal structures and can be classified into the pop/electronic genres. On the other hand, high values for the TC descriptor are encountered in many jazz covers (with relatively long improvisations) or in some versions of "Helter skelter," originally performed by The Beatles, for which we have some heavy-metal cover songs 5 in our collection with quite up-tempo long guitar solos. Analogous observations can be made for timbre and rhythm descriptors. For example, several renditions of "Ave Maria" (both Bach's and Schubert's compositions) performed by string quartets or similar instrumental formations lead to low values with the MFCC descriptor (this indicates that timbres do no change too much within the piece). With regard to rhythm, we find performances of "Bohemian Rhapsody," originally performed by Queen, to yield relatively high values with the RT and OC descriptors (there are clearly marked rhythm changes in the composition).
B. Cross-Prediction
To assess whether a model-based cross-prediction strategy is useful for cover song detection we study the mean of average precisions obtained from , the symmetrized version of the cross-prediction errors (Section III-C). As before, we consider different prediction horizons . Since tonality is the main musical facet exploited by cover song identification systems (Sections I and II-A), in this section we just consider PCP, TC, and HC descriptors.
In Fig. 3 , we see that, except for the locally constant predictor, all models perform worse than the mean predictor for short horizons (
). This performance increases with the horizon ( ), but reaches a stable value for mid-term and relatively long horizons ( ), which is much higher than the mean predictor performance. Remarkably, in previous Section IV-A we show that for , PCP and TC descriptors yield an average prediction error , which denotes the capability of all considered models to still perform predictions at relatively long horizons. We now assert that this fact, which to the best of the authors' knowledge has never been reported in the literature, becomes crucial for cover song identification (Fig. 3) .
The fact that we better detect cover songs at mid-term and relatively long horizons could possibly have a musicological explanation. To see this, we study matrices quantifying the transition probabilities between states separated by a time interval corresponding to the prediction horizon . We first cluster a time series into, say, 10 clusters and compute the medoids. We subsequently fill a transition matrix , with elements . Here and correspond to the indices of the medoids to which, respectively, and are closest. This transition matrix is normalized so that each row sums to 1. In Fig. 4 we show for three different horizons ( in the first column, in the second column and in the third column). Two unrelated songs are shown (one row each). The musical piece that provided the cluster medoids to generate is a cover of the first song (top row) but not of the second one (bottom row).
With this small test we see that, for , is highly dominated by persistence to the same cluster, both for the cover [ Fig. 4(a) ] and the non-cover [ Fig. 4(d) ] pair. This fact is also seen with the self-prediction results of the persistence-based predictor (Table I) . Once increases, characteristic transition patterns arise, but the similarity between matrices in Fig. 4(b) and (e) shows that these patterns are not characteristic enough to define a song. Compare for example the high values obtained for both songs in , , , , or . We conjecture that these transitions define general musical features that are shared among a big subset of songs, not necessarily just the covers. For example, it is clear that there are general rules with regard to chord transitions, with some particular transitions being more likely than others [3] , [4] . Only when transitions that discriminate between the dynamics of songs start to become (see the distinct patterns in Fig. 4(c) and (f) ). This distinctiveness can then be exploited to differentiate between cover and non-cover songs.
Results in detecting cover songs with the full collection (Table II) indicate that the best model is, as with the self-prediction trials, the TAR model; although notable accuracies are achieved with the RBF method. The AR and the naïve Markov models come next. Persistence and linear trend predictors perform at the level of the random baseline . This is to be expected since no learning is performed for these predictors. In addition, we see that the HC descriptor is much less powerful than the other two. This is again to be expected, since HC compresses tonal information to a univariate value. Furthermore, HC might be less informative than PCP or TC values themselves, which already contain the change information in their temporal evolution. Apart from this, we see that TC descriptors perform better than PCP descriptors. This does not necessarily imply that TC descriptors provide a better representation of a song's tonal information, but that TAR models are better in capturing the essence of their temporal evolution.
V. DISCUSSION: MODEL-BASED COVER SONG DETECTION
Even though the considered models yield a significant accuracy increase when compared to the baselines, it might still seem that a value of around 0.4 in an evaluation measure that ranges between 0 and 1 is not a big success for a cover song identification approach. To properly asses this accuracy one has to compare it against the accuracies of state-of-the-art approaches. According to an international MIR evaluation framework (the yearly MIR evaluation exchange, MIREX [14] ), the best accuracy achieved to date within the cover song identification task 6 was obtained from a previous system by Serrà et al. [20] . This system reached with the MIREX dataset and yields with the music collection used here. A former method by Serrà et al. [19] scored with the MIREX data. Thus the cross-prediction approach does not outperform these methods. However, cited methods were specifically designed for the task of identifying cover songs, while the crossprediction approach is a general schema that does not incorporate specific modifications that could be beneficial for such a task [16] (e.g., taking into account tempo or structural changes between cover songs). To make further comparisons (at least qualitatively), one should note that values around 0.4 are in line with other state-of-the-art accuracies, or even better if we consider comparable music collections [16] .
Beyond accuracy comparisons, some other aspects can be discussed. Indeed, another reason for appraising the solution obtained here comes from the consideration of storage capabilities and computational complexities at the query retrieval stage. Since we limit our models to a size of 10% of the total number of training data (Section II-C), they require 10% of the storage that would be needed for saving the entire time series (state-of-the-art systems usually store the full time series for each song). This fact could be exploited in a single-query retrieval scenario. In this setting, it would be sufficient to determine a dissimilarity measure [(10) ] from the application of all models to the query song. Hence, only the models rather than the raw data would be required. Regarding computational complexity, many approaches for cover song identification are quadratic in the length of the time series, requiring at least a Euclidean distance calculation for every pair of sample points [16] (e.g., [19] , [20] ). In contrast, the approaches presented here are linear in the length of the time series. For example, with TAR models, we just need to do a pairwise distance calculation between the samples and the medoids, plus a matrix multiplication and subtraction (notice that the former is not needed with AR models). If we compare the previous approach [20] with the TAR-based strategy by considering an average time series length , we have that the former is roughly , while the latter is , with . To put some numbers: with (approximately 4 min of music), descriptor dimensionality (the largest among PCP, TC, and HC, Section II-C) and (the maximum allowed), we obtain a minimal relative speed improvement of . A further and very interesting advantage of using the approaches considered here is that no parameters need to be adjusted by the user. More specifically, models' parameters and coefficients are automatically learned for each song and descriptor time series individually by the minimization of the in-sample training error . Usually, cover song identification algorithms have multiple parameters that can be dependent, for instance, on the music collection, the music descriptor time series or the types of cover songs under consideration [16] . Previously cited methods [19] , [20] were not an exception: as there was no way to a priori set their specific parameters, these were set by trial and error with an independent out-of-sample music collection. Since for the current approaches no such manual parameter optimization is required, its application is robust and straightforward.
In conclusion, we see that considering cross-predictions of music descriptor time series leads to parameter-free approaches for cover song identification that are substantially faster, allow for reduced computational storage and still maintain highly competitive accuracies when compared to state-of-the-art systems. Thus, the use of the concept of cross-prediction errors stands as a promising strategy for cover song detection and, by extension, for music retrieval in general.
VI. SUMMARY AND FUTURE PERSPECTIVES
In the present work, we take an interdisciplinary approach to study music predictability, encompassing concepts and methods from signal processing, music technology, linear and nonlinear time series modeling, machine learning, and information retrieval. We first apply current signal processing and music technology approaches for extracting meaningful information from real audio signals in the form of music descriptor time series. We then explore a number of modeling strategies to assess the predictability of these time series. We test a number of routinely employed time series models. These comprise linear and nonlinear predictors, namely AR, TAR, RBF, locally constant, and naïve Markov. These models are automatically trained for each song and descriptor time series individually. Training is done by performing a grid search over a set of parameters and automatically determining the corresponding coefficients.
First, we perform an in-sample self-prediction of descriptor time series extracted from a representative music collection. This allows us to assess which modeling strategy gives a lower prediction error. TAR, AR, and RBF methods provide the best predictions. Furthermore, our analysis allows us to quantitatively assess the predictability of different musical facets represented by the descriptors. Overall, rhythm descriptors (RT and OC) are better predictable than the rest. All tonal descriptors (PCP, TC, and HC), together with some timbral ones (MFCC and SH) are more difficult to predict.
Some general features are common to all considered descriptors, musical facets, and models. The prediction error behaves sub-linearly, resembling a square-root or logarithmic curve when plotted against the prediction horizon. Despite being relatively high in absolute values, the prediction error is still lower than the one expected for random data and unspecific predictors. This is observed for a short as well as mid-term and relatively long prediction horizons. To the best of the authors' knowledge, these aspects have not been assessed before.
These findings provide quantitative evidence for the qualitative, intuitive notion that music has both predictable and unpredictable components. It is important, however, to emphasize that our work does not represent a formal testing of some null hypothesis about the process underlying music signals. For this purpose we would at first need to specify a stochastic model for this process. For example, we could test the null hypothesis that music descriptor time series are consistent with the output of a linear stochastic Gaussian process. We would need to specify all assumptions made about this process, for example with regard to its autocorrelation, cross correlation or stationarity. To test this null hypothesis we would then need to generate surrogate data from our original descriptor time series [52] . These surrogates would be constructed to be identical to the original time series with regard to properties that are included in the null hypothesis (e.g., surrogates can be constructed to have the same autocorrelation and cross correlation as the original data but to be otherwise random). Finally, we would need to extract some discriminating statistics such as a nonlinear prediction error from the original time series and the surrogates [34] . If the results obtained for the original time series were significantly different from the ones of the surrogates, the null hypothesis could be rejected.
However, such a formal null hypothesis testing is not the aim of the present study. Rather, we provide a real-world application of out-of-sample cross-prediction errors. We do so by addressing the information retrieval task of cover song identification In particular, we see that reliability of models' predictions at mid-term and relatively long horizons allows us to effectively perform this task. Moreover, we show that a model-based cross-prediction strategy for cover song identification achieves competitive accuracies when compared to the state-of-the-art, while requiring less computational time and storage (e.g., TAR, RBF, and AR models). Importantly, the proposed approach is parameter-free from a user's perspective, since all necessary parameters are automatically set for each song and descriptor time series individually. This makes the application of the proposed approaches robust and straightforward.
Future lines of research include further investigation on model-based cross-prediction strategies for cover song detection. Given the benefits of model-based approaches discussed in Section V, it is interesting to see whether further refinements could yield accuracies that surpass the ones achieved by previous work [19] and [20] . In particular, it would be interesting to see how hidden Markov models (HMMs) [53] can be adapted to cover song identification. Such models have been very successfully applied within the speech processing community [21] and also to music processing tasks (e.g., in tempo and pitch tracking [12] ). However, while descriptor time series have values on continuous scales, HMMs operate on discrete sets of states. Since the discretization of descriptor time series is not straightforward in the case of cover songs [16] , one may consider a continuous version of such models. In addition, we conjecture that specific adaptations are needed, in particular adaptations dealing with tempo and structure invariance (see, e.g., [54] for some structure invariance adaptations of HMMs in the related context of exact audio matching). Indeed, these are two important characteristics that a cover song identification system has to take into account [16] . With regard to tempo invariance, we hypothesize that working with tempo-insensitive representations of tonal information (e.g., [17] ) can partially solve the problem. However, one should take care of the beat-detection stage used to obtain such representations, since it might introduce additional errors to the system [16] . Notice that the introduction of a tempo invariant representation is only one option and that further strategies can be devised, specially with the setting of the prediction horizon and the time delay . With regard to structure invariance, the easy way would be to cut the time series into short overlapping segments (e.g., [18] ) and train different models on each segment. However, this solution would introduce additional computational costs since each error for each segment would need to be evaluated. Last but not least, one could investigate with the incorporation of musical knowledge in order to yield better predictions.
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