Abstract-In order to characterize the dynamics of self-similar behavior in daily Internet traffic, we analyze the time series of traffic volume for 24-hour period in wide-area Internet, by using detrended fluctuation analysis (DFA)-a well-known method of characterizing nonstationarity in a time series. We show that the estimated scaling exponent (which is directly related to the Hurst parameter) of traffic fluctuations has a dependency on the level of human activity for a time scale greater than 30s. Thus, the temporal correlation for traffic fluctuations is close to 1/f -noise during the day, and becomes weaker at night. This result suggests that Internet traffic cannot be modeled using the unique value of the Hurst parameter.
I. INTRODUCTION
Recent analyses of Internet traffic have shown that traffic volume fluctuations in wide-area and local-area networks are characterized by self-similarity, or long-range dependency [1] - [3] . Self-similarity is a scale invariant property under timescale translation, i.e. it yields the existence of clustering and bursty characteristics in the flow over wide time scales. Thus, self-similar traffic causes larger queueing delays than the estimation by Poissonian traffic [4] , [5] .
Theoretically, self-similar time series is characterized by a power law type power spectrum density
To quantify the self-similarity, the Hurst parameter, H = β+1 2 , is frequently used; For positive temporal correlation of a selfsimilar time series, 0.5 < H < 1.0, while in a temporally uncorrelated time series, H = 0.5. When H = 1.0, the time series produces 1/f noise. Many analyses of Internet traffic have reported that H is broadly distributed around 0.6 < H ≤ 1.0 for several measurement points, indicating that traffic fluctuations have a long range correlation in time. Thus, self-similarity and long range correlation would appear to be intrinsic properties in Internet traffic. However, the value of the scaling parameter H depends on the environment of the measurement points. From the perspective of statistical physics, traffic behavior can be viewed as phase transition phenomena between non-congested and congested phases [6] , and phase transition analysis shows that traffic fluctuations become 1/f -noise (i.e., H = 1.0) at the critical point between the two phases [6] . Moreover, away from this critical point, the temporal correlation becomes weaker, and traffic fluctuations are close to white noise. Namely, the phase transition view includes self-similar and non-self-similar states. However, we do not fully understand the temporal dynamics of the correlation during the day; In other words, how does the scaling parameter fluctuate during 24 hours?
In this paper, we focus on the temporal dynamics of this scaling parameter during a 24-hour period in order to characterize daily traffic dynamics. Using detrended fluctuation analysis (DFA) [7] , we analyze two wide-area Internet traffic datasets. DFA is a method widely used to characterize a nonstationary 1 time series and it can estimate the scaling parameter more accurately than such traditional methods as power-spectrum analysis and R/S analysis [7] , [8] . Our DFA results reveal that the value of the scaling exponent (which is directly related to the Hurst parameter) of traffic fluctuations depends on the level of human activity for a time scale longer than 30s, although Internet traffic fluctuations have a positive temporal correlation during a 24-hour period. Thus, the traffic fluctuations are approximately 1/f -noise during the day, while the correlation is low at night.
II. METHOD AND DATASETS

A. Detrended Fluctuation Analysis
The DFA method of characterizing a nonstationary time series is based on the root mean square analysis of a random walk [7] . DFA is better for this task than power spectrum analysis or R/S analyses because it produces results that are independent of the effect of the trend, i.e., DFA screens out spurious self-similarity [8] . For this reason, DFA is widely used in analyzing real-world time series (e.g. physiology, and econophysics) [9] , [10] .
To use the DFA method, we (also, see Fig. 1 ): 1) integrate the time series; 2) divide the time series into "boxes" of length n; 3) in each box, perform a least-squares polynomial fit of order p to the integrated signal; 4) in each box, calculate the root-mean-square deviations of the integrated signal from the polynomial fit, corresponding to the elimination of the local trend; and 5) repeat this procedure for different box sizes (i.e., time scales) n. (2) between F (n) and n. The value of exponent α of the power law in the the DFA result is directly related to the value of the power law in the power spectrum density; β = 2α − 1. An advantage of the DFA is that it is independent of the number of points in the data set. Also, the power spectrum density tends to be affected by trends.
For a self-similar time series, we find a power law relation
between the average magnitude of deviated fluctuations F (n) and the size of boxes n. Scaling exponent α is related to the exponent of the power law in power spectrum density with
For 0 < α < 0.5, the time series is anti-correlated, while for α > 0.5, the time series has a temporal positive correlation [11] . In particular, α = 0.5, α = 1.0, and α = 1.5 correspond to white noise, 1/f -noise, and Brownian motion, respectively. From Eq.(3), the scaling exponent corresponds to the Hurst parameter, H = α for 0.5 ≤ α ≤ 1.0.
B. Datasets
We analyzed the two wide-area Internet traffic datasets shown in Table 1 . Both measurement points are the entrance between the organization and the Internet. A raw traffic data volume consists of the header part of the packet and the time stamp when the packet is captured. From a raw data volume, we reconstructed the time series for the number of bytes of the data packet passing through the link from the Internet to the organization with 0.1s bin. Figure 2 displays an example of traffic fluctuations, which is captured at the link between NTT laboratories and the Internet. These were from (a) 13:00-14:00 (day) and (b) 05:00-06:00 (night). It is visually apparent that both fluctuations are characterized by nonstationarity, and that daytime traffic behavior largely differs from that at night. The mean traffic flow density is 80 KB during the day, and 1.5 KB at night. Also, the mean number of the existing connections for 0.1 s is ≈ 600 during the day and ≈ 50 at night. III. RESULTS Figure 3 displays the result of the DFA for two one-hour traffic time series, indicating the difference in the time of the day; 13:00-14:00 (day) and 05:00-06:00 (night). It is visually apparent that both plots follow the power law decays given in Eq. (2), but with a crossover point at n × ≈ 300, corresponding to 30 s. For n < n × , the slopes of plots are closer at α ≈ 0.85 during day and night, meaning that the activity of users had no likely effect on temporal correlation for a smaller time scale. However, for n > n × , α is characterized by a different value; α day = 1.01 and α night = 0.66. Namely, during the day, the traffic behavior is approximately 1/f -noise for larger time scales. On the other hand, during the night, the traffic behavior is still temporally correlated, but the level of the temporal correlation is lower than that during the day. This result suggests that in order to estimate scaling exponent α, one should not calculate from a longer time series, because the analysis of such long time series conceals the details on the dynamics of the scaling exponent.
Next, in order to verify the results of DFA, we evaluate the same traffic time series by using the power spectrum analysis as shown in Fig. 4 . The results are not so obvious in estimating the value of the slope of the power law in Eq. (1). For f < 10 −1 , the value of exponent β is close to 0.9 for the 13:00 dataset. Also, β ≈ 0.0 for 05:00 dataset, meaning that the temporal correlation during the night is quite low, and close to white noise. The result of the power spectrum analysis also supports our finding that the temporal correlation of traffic fluctuations depends on the level of human activity. Our result also indicates that DFA is a more useful method for estimating the scaling exponent than power spectrum analysis. 0.66 Fig. 3 . Results of the DFA for two one-hour traffic fluctuations at NTT. Both plots are characterized by power laws with crossover points at n × ≈ 300, which corresponds to 30 s. For n < n × , the slopes for 05:00 and 13:00 are close to 0.85. Thus, for the time scale below n × , temporal correlation might be generated by the same mechanism during the night and during the day. Also, for n > n × , scaling exponent α is above 0.5, meaning that traffic fluctuations have a positive temporal correlation. Remarkably, α has different values during the night and during the day. In particular, the exponent at 13:00 is close to 1.0, indicating that traffic fluctuations become 1/f -noise. This result suggests that one should not analyze a long dataset at once, because the analysis of such a long time series conceals details on the behavior of the exponent. Moreover, in order to investigate the dynamic changes in the scaling exponent during a 24 hour period, we used DFA to estimate the value of scaling exponent α for each 1-hour time series. Figure 5 displays (a) variations in the mean traffic flow density and (b) variations in the value of scaling exponent α. Variations of the mean flow density indicate that the amount of the traffic is small between 22:00-08:00, and remains high from 10:00-18:00, corresponding to the daily working patterns of researchers. The exponent was estimated from the result of DFA by fitting the region for n > n × . In Fig. 5(b) , α remains smaller around 0.6-0.9 for 23:00-08:00, while α is stable at ≈ 0.95 for 10:00-19:00. Approximately, traffic fluctuations are 1/f -noise for >3 Mbps. This result indicates that the temporal correlation of traffic fluctuations are affected by the level of the activity of the users.
For a further check, we also plotted the dynamics of the scaling exponent for Auckland traffic dataset as shown in Fig. 6 . The absolute value of mean flow density is different from that of the NTT dataset, but the shape of the functional form resembles each other. Also, the scaling exponent remains around 0.7-0.8 for 23:00-07:00 and increases (≈ 0.9) for 09:00-18:00. For >1Mbps, the value of the exponent stays around 0.9. Though the usage of the users in a university is different from that of the researchers, the dynamics of the scaling exponent for the Auckland traffic dataset is consistent with the dynamics for the NTT traffic dataset. Thus, this dynamics of the exponent is most likely an intrinsic property of Internet traffic.
IV. DISCUSSION
Here, we discuss a possible cause for the observed dynamics of the statistical property from the viewpoint of the file size, and the protocol components. Interestingly, cumulative distribution P (s) of transfered byte size s in each connection follows a power law form P (s) ∝ s −1.0 , independent of the time of day as shown in Fig. 7 . This result is consistent with the distribution of file sizes in a Unix file system [12] . If the distribution for the transfered size directly dominates the temporal correlation of traffic, the unique exponents would be observed during day and night independent of the measurement points. In particular, this effect is expected to be clear for the case of small amounts of traffic. From our result for n < n × , the estimated exponent becomes a unique value independent of the difference in the time of day. For this reason, the file size effect has a possibility to generate temporal correlations for smaller time scale. However, our results for longer time scales (>30 s) shows that the scaling exponent is characterized by the different value depending on the time of day. Thus, it is unlikely that the exponent α observed in traffic Behavior of the estimated value of scaling exponent α. We estimate α from the fitting of the curve of the DFA result for n > n × . All plots are above 0.5, so that traffic fluctuations have a positive correlation. However, we observed that the value of the exponent is also related to the level of the activity by the users. Namely, the exponents are close to 0.6-0.9 during 01:00-07:00, though they are close to 0.95-1.05 during 10:00-19:00. Again, the value of the exponent decreases during 19:00-24:00.
fluctuations is determined by the file size distribution.
It is plausible that the temporal correlations generated for longer time scales are an effect of TCP [14] - [17] , which is based on the feedback control with a retransmission mechanism that provides reliable communication between hosts [13] . Reference [14] showed that the retransmission mechanism is an important factor in generating temporal correlations in traffic fluctuations. Considering that retransmission events occur when the network is congested (at least at a bottleneck link), this effect can explain our DFA results, i.e., 1/f -behavior during the day, and temporal correlations weakening during night. Moreover, Refs. [16] , [17] indicate that the simple feedback control generates 1/f -behavior at the critical flow density between non-congested and congested phases; This is because each host fits its transmission rate to the current network status by using round-trip time information as the network becomes congested. This implicit cooperative behavior among hosts changes the statistical behavior of the network traffic: it becomes highly correlated. Both mechanisms may have an effect on the statistical properties of the network traffic when the time scales are longer. Cumulative distribution of transfered byte size in a TCP connection; 05:00 (night) and 14:00 (day). By using tcptrace command [18] , we count the unique transfered byte size in a successful TCP connection, in which both SYN and FIN packets appeared. The distribution follows a power law decay with an exponent of ≈ 1.0 for > 10 4 , identical to that of the cumulative distribution of file sizes in a Unix file system. Although the distribution has a cutoff point at around 10 6 during the night, the values of the exponent are both close to 1.0. Note also that the observed exponent usually deviates from the scaling exponent α during the night. This suggests that the scaling exponent is independent of the exponent in the transferred size.
The value of the scaling exponent for longer time scales seems to be closely related to the mean flow density of the traffic as shown in Figs. 5 and 6. However, although the mean flow density of the Auckland dataset during the day is much smaller than that of the NTT dataset, the scaling exponent is close to 0.9-1.0 during day for both datasets. From this result, it is hard to directly link the value of the scaling exponent to the absolute mean flow density of traffic fluctuations. The value of the scaling exponent probably depends on the "degree of congestion," which is determined by the topological environment and the current network status (e.g. the location of the bottleneck, the ratio of the bandwidth usage, etc). In this sense, the phase transition view can be useful in explaining fluctuations of the scaling exponent [6] . Reference [6] shows that the correlation length tends to diverge at the critical traffic flow density and, at the critical point, traffic fluctuations become 1/f -noise. Thus, we can interpret that the traffic status during the day is close to the critical point, and below the critical point during the night.
V. CONCLUSION
We analyzed wide-area Internet traffic to understand the dynamics of its temporal correlation. Our analysis of each one-hour traffic dataset revealed that the value of the estimated scaling exponent of the DFA, which directly corresponds to the Hurst parameter, fluctuates between 0.6 and 1.0 for a 24-hour period. In particular, we found that the temporal correlation becomes smaller at night, while the traffic behavior is characterized by 1/f -noise during day. Thus, our results indicate that Internet traffic cannot be modeled using selfsimilarity with the unique Hurst parameter.
