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Chapitre 1
Introduction
Les hypergraphes, une ge´ne´ralisation des graphes [9] , sont des structures discre`tes.
Ils permettent une description et un niveau d’abstraction ne´cessaires pour la concep-
tion et l’analyse en algorithmique [26, 30] . Nous notons, dans ces re´fe´rences, le recours
aux se´ries ge´ne´ratrices pour faire de l’analyse e´nume´rative. Nous souhaitons obtenir des
caracte´ristiques quantitatives sur les hypergraphes, pour cela nous utilisons pour l’essen-
tiel les se´ries ge´ne´ratrices qui permettent l’e´nume´ration exacte et asymptotique selon la
taille de ces structures. Karon´ski M. et  Luczak T. , dans [20], e´tudient les hypergraphes,
nous nous distinguons de leur travail par l’utilisation des se´ries ge´ne´ratrices offrant une
concision aux preuves.
Le plan de la the`se est le suivant :
– Dans le second chapitre, nous parlons d’e´nume´ration exacte des hypergraphes conn-
exes.
– Dans un troisie`me chapitre, nous proce´dons a` l’e´nume´ration asymptotique de ces
structures.
– Et dans le quatrie`me chapitre, nous e´tablissons quelques caracte´ristiques des hy-
pergraphes de´duites de la performance de l’algorithme glouton d’hypercouplage ou
de´duites du processus d’hypergraphe e´voluant.
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Chapitre 2
E´nume´ration exacte
Dans ce chapitre, nous adoptons deux manie`res d’e´nume´rer des composantes classe´es
selon l’exce`s une relation liant le nombre d’hyperareˆtes et le nombre de sommets. Une
premie`re manie`re est l’e´nume´ration bijective : en mettant en e´vidence une bijection entre
les structures. Une seconde manie`re de proce´der a` l’e´nume´ration des hypergraphes est
celle que nous qualifions de re´cursive. Une telle distinction est aussi adopte´e par Wright
E.M dans [22] et [23] pour les graphes, lui permettant d’un coˆte´ de justifier la forme des
se´ries ge´ne´ratrices et de l’autre d’automatiser le calcul de ces se´ries. Avant de proce´der a`
ces e´nume´rations, nous pre´cisons quelques de´finitions et notions.
2.1 De´finitions et notions
De´finition 2.1.1. Un hypergraphe est un couple (V, E) , un ensemble V de sommets et
un ensemble E d’hyperareˆtes soit de sous ensemble de V .
La plupart du temps, sauf mention contraire, un hypergraphe dans cette the`se est
b-uniforme, c’est a` dire que chacune de ses hyperareˆtes contient b sommets. Ainsi, la
structure d’hypergraphe ge´ne´ralise la structure de graphe qui est alors vue comme un
hypergraphe 2-uniforme.
De´finition 2.1.2. L’exce`s d’un hypergraphe H = (V, E) est
exces(H) =
∑
ei∈E
(|ei| − 1)− |V | . (2.1)
L’exce`s d’un hypergraphe H = (V, E) (b-uniforme) est
exces(H) = (b− 1)|E| − |V | . (2.2)
Cette notion d’exce`s, utilise´e dans [21] , permet de classer les hypergraphes. Par exemple,
nous avons les de´finitions suivantes :
De´finition 2.1.3. Un hyperarbre est une composante ou hypergraphe connexe d’exce`s
−1 , valeur minimum.
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De´finition 2.1.4. Un hypercycle est une composante d’exce`s 0 .
De´finition 2.1.5. Une composante est dite complexe si elle est d’exce`s ℓ ≥ 1 .
2.2 E´nume´ration bijective
Dans ce chapitre, pour e´nume´rer les hypergraphes, nous choisissons de nous focaliser
aux structures connexes et de distinguer les structures selon leur exce`s, nous proce´dons
alors a` l’e´nume´ration des structures connexes des plus “simples” aux plus “complexes”
dans le sens ou` les plus simples sont les hyperarbres d’exce`s −1 , viennent ensuite les
hypercycles d’exce`s 0 puis les composantes complexes d’exce`s ℓ ≥ 1 donne´ dans l’ordre
croissant de ce dernier. Dans cette section, nous adoptons un point de vue bijectif en
exhibant clairement une bijection ou en explicitant a` travers les se´ries ge´ne´ratrices une
telle bijection.
2.2.1 Vue bijective des hyperarbres
Dans le cas des graphes, il y a plusieurs manie`res d’e´nume´rer les arbres (voir [1, 29,
12, 2, 16]) en particulier via le code de Pru¨fer que nous ge´ne´ralisons ici afin d’e´nume´rer
les foreˆts d’hyperarbres (ou d’arbres) enracine´s.
De´finition 2.2.1. Une foreˆt d’hyperarbres enracine´s est un ensemble non ordonne´ d’hy-
perarbres enracine´s.
De´finition 2.2.2. Une feuille est un groupe de (b− 1) sommets (non racine dans le cas
de structure marque´e) de degre´ 1 dans une meˆme hyperareˆte.
La connaissance du nombre des foreˆts d’hyperarbres enracine´s est un outil cle´ pour
e´nume´rer les structures qui peuvent eˆtre de´crites de manie`re “concise”, c’est a` dire que
les structures sont simplifie´es en e´laguant re´cursivement les feuilles. En particulier, nous
serons amene´s a` conside´rer les structures ainsi e´lague´es selon leur taille qui sera le nombre
d’hyperarbres enracine´s contenus dans la foreˆt de´finie par l’e´lagage.
Pour e´nume´rer les foreˆts a` (k + 1) hyperarbres enracine´s, ayant n sommets et s hy-
perareˆtes, nous proce´dons a` leur codage comme un quadruplet (R, r,P, ~N ) ou`

R : un ensemble de (k + 1) sommets parmi {1, . . . , n}
r : un sommet de R
P : un partitionnement non ordonne´ de s sous-ensembles,
chacun de taille (b− 1) , de {1, . . . , n}\R
~N : un (s− 1)-uplet de {1, . . . , n}s−1 .
(2.3)
Dans le code d’une foreˆt d’hyperarbres enracine´s, nous pouvons facilement lire :
– le nombre de composantes qui n’est autre que le nombre de racines soit |R| ,
– un sommet racine r qui rattache la feuille de la dernie`re hyperareˆte dans le processus
d’e´lagage ,
– le nombre |P| = dim( ~N) + 1 d’hyperareˆtes ,
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Algorithme 1 : Codage d’une foreˆt d’hyperarbres enracine´s.
Entre´es : Une foreˆt, de (k + 1) hyperarbres enracine´s, ayant s hyperareˆtes et
n = s(b− 1) + k + 1 sommets.
Sorties : Codage (R, r,P, ~N ) de´fini par (2.3) .
de´but
(R, r,P, ~N )← ({racine}, r, {}, ())
re´pe´ter
Ajouter l’ensemble des sommets de la plus petite (dans l’ordre
alphabe´tique) feuille dans le partionnement P et placer le sommet qui le
relie dans le tirage ~N .
Rede´finir la foreˆt sans les sommets de la plus petite feuille.
jusqu’a` plus aucune hyperareˆte dans la foreˆt
(Le dernier sommet place´ dans le tirage est ne´cessairement une racine).
De´finir r comme le dernier sommet placer dans le tirage.
retourner (R, r,P, ~N )
fin
•4
•14 •12
•8
•18
•17
•2
•11
•21
•20
•7
•22
•1
•6
• 13
•15
•10
•19
•3
• 16 • 5 • 9
(R, r,P, ~N ) :

R = {5, 9, 13, 16}
r = 13
P = {{1, 22}, {2, 17}, {3, 19}, {4, 8}, {6, 7}, {10, 15}, {11, 18}, {12, 14}, {20, 21}}
~N = (21, 18, 13, 13, 4, 18, 21, 7) .
Fig. 2.1 – Une foreˆt d’hyperarbres enracine´s et son code.
– le nombre d’hyperarbres non re´duit a` leur racine correspondant au nombre des
racines distinctes apparaissant dans ( ~N, r) .
Dans l’algorithme 1 de codage, dans la boucle, parmi les feuilles, le choix de la plus pe-
tite feuille dans l’ordre alphabe´tique nous permet de retrouver sans ambigu¨ite´ la foreˆt.
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En effet, nous avons l’algorithme 2 de de´codage qui retourne une foreˆt car lorsque les
hyperareˆtes sont ite´rativement forme´es, les hyperarbres existants se grandissent, se re-
joignent et finissent par s’accrocher a` une racine en gardant leur structure d’hyperarbre.
Plus pre´cise´ment, un sommet x de ~N accroche un ensemble de la partition de P avec la
garantie que x soit plus proche d’une racine par rapport aux sommets, de l’ensemble de
la partition, qui ne´cessairement finissent par eˆtre connecte´s a` une racine (e´ventuellement
x est une racine).
Algorithme 2 : De´codage en foreˆt d’hyperarbres enracine´s.
Entre´es : Des entiers naturels n, k et s ve´rifiant n = s(b− 1) + k + 1 codage
(R, r,P, ~N ) de´fini par (2.3).
Sorties : Foreˆt d’hyperarbre enracine´, dont les sommets racines sont les (k + 1)
sommets de R .
de´but
re´pe´ter
Former une hyperareˆte avec le premier sommet du tirage ~N et avec les
sommets du premier (l’ordre e´tant celui induit par les e´tiquettes) ensemble
du partitionnement P ne contenant aucun sommet qui apparaˆıt encore dans
le tirage restant.
Supprimer du partitionnement l’ensemble utilise´ et supprimer de la liste du
tirage le premier sommet.
jusqu’a` liste du tirage vide
Former avec le dernier sous-ensemble du partitionnement et avec le sommet r
le s-ie`me hyperareˆte.
retourner la foreˆt obtenue
fin
The´ore`me 2.2.3. Le nombre de foreˆts de (k + 1) hyperarbres enracine´s ayant s hy-
perareˆtes est : (
n
k + 1
)
(k + 1)
(n − k − 1)!
[(b − 1)!]ss! n
s−1 , (2.4)
avec le nombre de sommets n = n(s) = s(b− 1) + k + 1 .
Preuve. La preuve de´coule directement de la bijection que de´finit l’algorithme 1 de codage
de telles foreˆts par les ensembles de quadruplets (R, r,P, ~N ) de´fini en (2.3) . ♦
En fixant k = 0 dans ce the´ore`me, nous obtenons
Corollaire 2.2.4. Le nombre d’hyperarbres enracine´s ayant s hyperareˆtes :
(n− 1)!
[(b− 1)!]ss!n
s , (2.5)
avec le nombre de sommets n = n(s) = s(b− 1) + 1 .
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Il est imme´diat que ce re´sultat ge´ne´ralise le re´sultat dans le cas des arbres en prenant
b = 2 .
Corollaire 2.2.5 (Cayley). Le nombre d’arbres enracine´s ayant n sommets est nn−1 .
Une avantage que pre´sente une telle de´monstration bijective est la possibilite´ d’effec-
tuer une ge´ne´ration ale´atoire afin d’apprendre quelques caracte´ristiques des structures
e´tudie´es. Nous laissons cela comme perspective, pour le moment. Graˆce au the´ore`me
2.2.3, nous sommes aussi en mesure de donner une expression explicite du nombre des
hypercycles.
2.2.2 Vue bijective des hypercycles
Les hypercycles sont des composantes les plus simples apre`s les hyperarbres dans le
sens ou` ces structures sont d’exce`s 0 . L’e´nume´ration des graphes unicycles est associe´e
a` Alfred RE´NYI dans [3] . Dans le cas plus ge´ne´ral des hypergraphes unicycles, pour
proce´der a` l’e´nume´ration de ces structures (la meˆme ide´e est applicable pour les com-
posantes complexes a` exce`s ℓ ≥ 1 fixe´), afin d’utiliser le the´ore`me 2.2.3 , les structures
sont re´cursivement e´lague´es jusqu’a` ce qu’il n’y ait plus aucune feuille et obtenir ainsi des
structures lisses. Ainsi, a` un hypercycle ayant n sommets, nous ferons correspondre de
manie`re naturelle un couple (B,F) avec B une structure lisse de taille (k + 1) et F , une
foreˆt de (k + 1) hyperarbres enracine´s ayant n sommets, obtenue a` partir du processus
d’e´lagage. Les e´tiquettes de B seront canonise´es dans {1, . . . , k+1} en respectant l’ordre
croissante des e´tiquettes.
b b
b b
b
b
b b b
b
b b b
b
bbb
b
Fig. 2.2 – Hypercycles 3-uniformes lisses non e´tiquete´s de longueur respectivement 2 , 3
et 4 .
Remarque 2.2.6. Comme le processus d’e´lagage consiste a` supprimer les sommets des
feuilles ainsi que les hyperareˆtes qui les accrochaient, il produit une structure de meˆme
exce`s.
Nous retrouvons le re´sultat, associe´ a` Selivanov dans [17], pour l’e´nume´ration des
hypercycles :
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The´ore`me 2.2.7. Le nombre d’hypercycles ayant s hyperareˆtes est
n!ns−1(b− 1)
2[(b − 1)!]s
s∑
j=2
j
sj(s− j)! , (2.6)
avec le nombre de sommets n = n(s) = s(b− 1) .
Preuve. Un hypercycle de longueur de cycle j correspond a` une foreˆt de j(b − 1) hy-
perarbres enracine´s a` un arrangement pre`s de ces derniers pour les diffe´rentes fac¸ons de
former le cycle. La foreˆt aurait (s− j) hyperareˆtes et j(b− 1) composantes a` arranger en
cycle. Le nombre d’hypercycles ayant une longueur j de cycle et ayant s hyperareˆtes est
donc {(
n
j(b− 1)
)
j(b− 1) [(s − j)(b − 1)]!
[(b− 1)!]s−j(s− j)!n
s−j−1
}{
1
2
[j(b− 1)]!
[(b− 2)!]j
}
, (2.7)
avec n = n(s) = s(b− 1) : le premier facteur entre accolade de´nombre des foreˆts d’hyper-
arbres enracine´s et le second de´nombre les hypercycles lisses e´tiquete´s avec {1, . . . , j(b−1)}
ayant j hyperareˆtes. En simplifiant cette e´quation, nous trouvons le terme de la somma-
tion du the´ore`me, et comme la longueur de cycle peut prendre toute valeur entre 2 et s ,
nous obtenons le re´sultat en sommant sur j . ♦
Ainsi, pour faire la preuve du the´ore`me nous e´tions amene´s a` distinguer les hypercycles
selon la longueur du cycle. Une question a` poser est : pour un nombre de sommets
n = s(b− 1) , quelle est la longueur j de cycle de la classe (selon j) qui contribue le plus
au nombre des hypercycles ? Nous laisserons cette question en perspective.
Par rapport au re´sultat d’e´nume´ration des hyperarbres (voir des foreˆts) , l’expres-
sion du nombre des hypercycles est beaucoup plus complexe car requiert la sommation.
Ne´anmoins, l’expression de ce nombre reste explicite. Expliciter le nombre des compo-
santes complexes paraˆıt eˆtre une taˆche ardue.
Dans la suite, nous pre´cisons comment de´terminer le nombre de composantes, en
de´crivant la bijection via les se´ries ge´ne´ratrices qui permettent une lecture directe des
ope´rations combinatoires sur des structures.
2.2.3 Introduction aux se´ries ge´ne´ratrices exponentielles
A` une se´quence de nombre (an)n∈IN , nous associons la se´rie ge´ne´ratrice exponentielle
(SGE)
A(z) =
∞∑
n=0
an
zn
n!
. (2.8)
Les SGEs servent pour l’e´nume´ration de structures avec une e´tiquette propre a` chaque
sommet et l’indice n , dans l’e´criture ci-dessus, de´finit la taille de la structure e´tiquete´e.
Une grande avantage de l’utilisation des SGEs est la facilite´ de lecture qu’elles offrent :
a` partir des ope´rations sur les se´ries, nous sommes en mesure d’inte´rpre´ter en terme
d’ope´rations sur les structures et inversement. [26] donne le dictionnaire suivant pour
faire cette lecture :
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Ope´rations sur les structures SGE correspondant
A∪ B A(z) +B(z)
A× B A(z) · B(z)
Substituer dans A par B A ◦B(z)
Se´quence de A (1−A(z))−1
Groupe de k A A(z)kk!
Ensemble de A exp (A(z))
Cycle de A − ln
(√
1−A(z)
)
Marquage de k sommets de A zkk! d
k
d zk
A(z)
Nous nous servirons aussi de l’ope´rateur sur les se´ries :
[zn]A(z) =
an
n!
, (2.9)
avec A(z) de´fini a` (2.8) . Familiarisons nous avec l’utilisation des SGEs a` travers les
exemples de structures rencontre´es jusqu’ici.
De´finition 2.2.8. La SGE T des hyperarbres enracine´s est
T (z) =
∑
s≥0
(n− 1)!
[(b− 1)!]ss!n
s z
n
n!
, (2.10)
ou` n = n(s) = s(b− 1) + 1 .
Nous y lisons le nombre des hyperarbres enracine´s a` s hyperareˆtes
n! [zn]T (z) =
(n− 1)!
[(b− 1)!]ss!n
s . (2.11)
Remarque 2.2.9. La SGE qui e´nume`re les hyperarbres s’e´crit sous la forme H−1 ◦T (z) .
Nous re´servons la justification pour plus tard.
Un marquage d’un sommet diffe´rencie les hyperarbres des hyperarbres enracine´s :
T (z) = z
d
d z
H−1 ◦ T (z) . (2.12)
Un cycle de sommets de longueur ≥ 2 admet la SGE
− ln(√1− z)− z/2 . (2.13)
Pour un cycle de sommet avec un ensemble de (b− 2) , structure de SGE zb−1/(b − 2)! ,
la substitution dans l’e´quation pre´ce´dente donne
− ln
(√
1− z
b−1
(b− 2)!
)
− z
b−1
2(b− 2)! . (2.14)
Et comme c’est la SGE des hypercycles lisses, pour obtenir la SGE des hypercycles, il
faut faire la substitution par la SGE des hyperarbres enracine´s. De cette manie`re, nous
obtenons :
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Remarque 2.2.10. Si b ≥ 3 , la SGE des hypercycles est H0 ◦ T (z) avec
H0(t) = − ln
(√
1− t
b−1
(b− 2)!
)
− t
b−1
2(b− 2)! . (2.15)
Nous pouvons lire en sens inverse la bijection qui nous avait permis de proce´der a`
l’e´nume´ration des hypercycles dans la fonction H0 . Cette fonction offre aussi la possibilite´
de de´terminer le nombre n! [zn]H0 ◦ T (z) d’hypercycles de taille n .
Comme il a e´te´ de´ja` e´voque´, il est possible d’appliquer, comme dans le cas des hyper-
cycles, un raisonnement proche pour faire de l’e´nume´ration des composantes complexes.
C’est ce que nous allons de´velopper dans la prochaine sous-section.
2.2.4 Vue bijective des composantes complexes
Dans cette sous-section, pour e´nume´rer les composantes complexes, nous renonc¸ons a`
e´tablir une expression explicite comme dans le cas des foreˆts d’hyperarbres enracine´s
ou comme dans le cas des hypercycles. Nous y e´tablissons la SGE des composantes
complexes d’exce`s donne´, par des arguments bijectifs comme pour (2.15) . Dans le cas
de l’e´nume´ration des composantes de graphe complexes, l’e´nume´ration des composantes
ayant deux cycles (d’exce`s 1 ) est associe´ a` Bagaev dans [25] . Plus ge´ne´ralement, un
re´sultat pour les composantes de graphes d’exce`s ℓ ≥ 1 est associe´ a` Wright dans [22] .
Ici, nous e´nume´rons des composantes (d’hypergraphe) complexes d’exce`s ℓ ≥ 1 . Pour
proce´der a` cette e´nume´ration, une premie`re e´tape consiste a` se ramener a` des composantes
lisses par e´lagage des feuilles des structures a` e´nume´rer. Les composantes lisses ainsi
obtenues ont le meˆme exce`s que les structures de de´part.
•
•
•
•
•
•
•
•
•
•
•
•
•
••
Fig. 2.3 – Une composante lisse non e´tiquete´e d’exce`s ℓ = 1 .
Nous convenons d’utiliser la SGE avec la variable t pour e´nume´rer des structures
lisses, comme dans (2.15) . Et dans le but d’alle´ger les e´quations, notons
τ(t) =
tb−1
(b− 2)! . (2.16)
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(2.15) devient alors
H0(t) = − ln
(√
1− τ(t)
)
− τ(t)
2
. (2.17)
Les composantes complexes lisses d’exce`s ℓ peuvent avoir toute taille positive (entie`re) .
C’est aussi le cas pour les hypercycles et nous avions eu recours a` la fonction ln du
dictionnaire pour exprimer la structure cyclique. Dans le cas des composantes complexes,
c’est l’ope´ration de se´quence du dictionnaire qui nous permettra de de´crire les structures
de manie`re “plus concise” car pour un exce`s ℓ donne´ nous aurons seulement un nombre
fini de structures a` conside´rer pour tout e´nume´rer.
De´finition 2.2.11. Une chaˆıne est une se´quence de sommets avec un groupe de (b− 2)
sommets. La se´quence peut eˆtre vide et admet pour SGE
1
1− τ(t) . (2.18)
Une chaˆıne, dans cette the`se, est d’abord une sous-structure d’une composante lisse.
Dans le cas des graphes, Wright E.M dans [22] distingue trois types de chaˆıne
– celle qui boucle sur un meˆme sommet,
– celle qui, si brise´e, de´connecte la structure en deux,
– celle qui ne boucle pas sur un meˆme sommet et, qui si brise´e, ne rompt pas la
connexite´ de la composante.
Une chaˆıne du premier (respectivement du second (respectivement du troisie`me)) type
pour des graphes sans multi-areˆte admet au moins deux areˆtes (respectivement une areˆte
(respectivement deux areˆtes)).
De´finition 2.2.12. Une structure basique est une structure lisse non e´tiquete´e ayant ses
chaˆınes de longueur finie.
Rappelons ici l’ide´e cle´ dans [22] de l’e´nume´ration bijective des graphes connexes
d’exce`s ℓ ≥ 1 : a` partir des composantes, une re´duction est faite par e´lagage re´cursive,
puis les chaˆınes sont effondre´es jusqu’a` leur taille minimale et enfin, les e´tiquettes des
sommets sont ignore´es pour obtenir un nombre fini de composantes basiques distinctes
(structures non e´tiquete´es) qui permettent de proce´der a` une e´nume´ration bijective (une
approche tre`s rapidement impraticable, en particulier a` cause du calcul des nombres
d’automorphismes) .
Remarque 2.2.13. Comme pour l’e´lagage, effondrer une hyperareˆte d’une chaˆıne en un
de ses sommets de degre´ ≥ 2 ne change pas l’exce`s de la structure.
De´finition 2.2.14. Une hyperareˆte spe´ciale est une hyperareˆte contenant au moins 3
sommets au moins de degre´ 2.
Remarque 2.2.15. Une hyperareˆte spe´ciale ne peut pas faire partie d’une chaˆıne.
De´finition 2.2.16. Un sommet spe´cial est soit un sommet d’une hyperareˆte spe´ciale soit
un sommet de degre´ au moins 3 .
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Ici, nous ne distinguerons dans les structures lisses que deux types de chaˆınes :
De´finition 2.2.17. Une α-chaˆıne est une chaˆıne qui boucle sur un meˆme sommet. Une
telle chaˆıne admet au moins deux hyperareˆtes.
De´finition 2.2.18. Une β-chaˆıne est une chaˆıne qui lie deux sommets spe´ciaux. Une
telle chaˆıne admet au moins une hyperareˆte.
Soit une composante B basique donne´e avec les caracte´ristiques suivantes :

– d’exce`s ℓ ≥ 1
– ayant m sommets (non e´tiquete´s)
– ayant s hyperareˆtes, ne´cessairement s ≥ ⌊ ℓ+1b−1 + 1⌋
– ayant cα α-chaˆınes
– ayant cβ β-chaˆınes
– ayant p = cα + cβ chaˆınes
– de nombre (rationnel) d’automorphismes g .
(2.19)
Alors les hypergraphes lisses (e´tiquete´s) contenant la composante B a` des effondrements
pre`s de ses chaˆınes, admettent la SGE
J(t) =
1
g
tm
(1− τ(t))p . (2.20)
La lecture de cette e´quation est la suivante :
1. Fixer un e´tiquetage des m sommets, c’est le facteur tm .
2. Regrouper les sommets ainsi e´tiquete´s dans la forme de la structure B, c’est le
facteur 1/g .
3. E´ventuellement, rallonger les p chaˆınes dans l’ordre induite des e´tiquetages, c’est le
facteur (1− τ(1))−p .
Avec les caracte´ristiques de B , comme m = s(b − 1) − ℓ, une re´e´criture de (2.20) nous
obtenons :
Lemme 2.2.19. La SGE des composantes lisses (e´tiquete´s) contenant la composante B
basique a` des effondrements pre`s de ses chaˆınes :
J(t) =
[(b− 2)!]s
g
τ(t)s
tℓ(1− τ(t))p . (2.21)
L’e´nume´ration des composantes lisses complexes d’exce`s donne´ se re´duit, ainsi graˆce
a` ce lemme, a` la de´termination d’un ensemble de structures basiques permettant de
les ge´ne´rer sans ambigu¨ite´, c’est a` dire qu’une composante ne peut eˆtre ge´ne´re´e qu’a`
partir d’une unique structure basique. Wright E.M obtient un ensemble de structures qui
convient en conside´rant l’ensemble fini de toutes les structures basiques d’exce`s ℓ n’ayant
que des chaˆınes de longueur minimale selon leur type, et pre´cise ainsi la forme des SGEs
des graphes connexes complexes lisses d’exce`s ℓ . Ici, nous faisons le choix d’un autre
ensemble de structures basiques pour montrer que
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The´ore`me 2.2.20. La SGE Hℓ des composantes lisses d’exce`s ℓ est :
Hℓ(t) =
τ(t)rℓ
tℓ
3ℓ∑
p=0
Aℓ,p
(
τ(t)
1− τ(t)
)p
, (2.22)
avec les coefficients Aℓ,p , des fractions rationnelles positives de b a` coefficients entiers,
rℓ = ⌊ℓ+ 1
b− 1 + 1⌋ , (2.23)
τ(t) =
tb−1
(b− 2)! . (2.24)
La forme (2.22) de la SGE Hℓ des composantes complexes d’exce`s ℓ donne une bonne
intuition d’un terme principal qui contribue le plus au nombre asymptotique de ces struc-
tures. En particulier, ce terme est lie´ a` l’indice p = 3ℓ et, entre autres re´fe´rences, dans
[19] , il est lie´ aux structures qualifie´es de “clean” maximisant le nombre de chaˆınes.
Notons dans ce the´ore`me, le re´sultat combinatoire de la positivite´ des coefficients Aℓ,p :
la preuve est bijective et une preuve par induction sur (ℓ, p) est reste´e hors de notre porte´e.
D’abord une conse´quence imme´diate du lemme 2.2.19 est que
Remarque 2.2.21. La SGE Hℓ des hypergraphes connexes lisses d’exce`s ℓ s’e´crit sous
la forme
Hℓ(t) =
fℓ ◦ θ(t)
tℓ
, (2.25)
avec
θ(t) = 1− τ(t) . (2.26)
et fℓ un polynoˆme de Laurent.
Ensuite pour prouver le the´ore`me 2.2.20 ,
Lemme 2.2.22. Dans une composante complexe basique d’exce`s ℓ , le nombre p de
chaˆınes est au plus 3ℓ soit p ≤ 3ℓ .
Preuve. Il suffit de voir la preuve dans le cas d’une composante n’ayant que des chaˆınes de
longueur minimale. Soit donc B une telle composante complexe avec les caracte´ristiques
suivantes : 

– d’exce`s ℓ ≥ 1
– ayant s0 hyperareˆtes spe´ciales
– ayant m0 sommets spe´ciaux
– ayant cα α-chaˆınes (toutes de longueur 2)
– ayant cβ β-chaˆınes (toutes de longueur une)
– ayant p = cα + cβ chaˆınes.
(2.27)
Par de´finition de l’exce`s,
m0 + 2(b− 1)cα − cα + (b− 2)cβ + ℓ = (b− 1)(s0 + 2cα + cβ) (2.28)
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soit
m0 − s0(b− 1) + ℓ = cα + cβ = p . (2.29)
Notons B0 l’hypergraphe induit par les sommets spe´ciaux et soit ℓ0 son exce`s alors
l’e´quation pre´ce´dente s’e´crit :
− ℓ0 + ℓ = p . (2.30)
La valeur de l’exce`s ℓ0 est minimale dans le cas ou` B0 est une foreˆt maximisant le nombre
de composantes, B0 devant donc se composer de sommets isole´s de degre´ 3 ou d’hy-
perareˆtes ayant exactement 3 sommets de degre´ 2 dans l’hypergraphe basique dont ils
sont issus. Comme il existe un hypergraphe basique d’exce`s ℓ (voir la figure 2.4 ) ayant
2ℓ sommets spe´ciaux et sans aucune hyperareˆte spe´ciale pour laquelle la valeur ℓ0 = −2ℓ
est minimale, nous de´duisons
− ℓ0 + ℓ ≥ 2ℓ+ ℓ = 3ℓ ≥ p . (2.31)
Et cette borne supe´rieure est atteinte. ♦
b b
b
b
b
b
b
b
l
l
b
l
l
b
l
l
b
l
l
b
Fig. 2.4 – Structure d’un hypergraphe sans hyperareˆte spe´ciale ayant le nombre 3ℓ maxi-
mal de chaˆınes dans le cas d’exce`s ℓ . Seuls les sommets de degre´ ≥ 3 y sont repre´sente´s.
Ainsi, dans (2.22) , l’indice p est lie´e au nombre de chaˆınes d’une structure basique. Quelle
serait une interpre´tation du degre´ maximal du polynoˆme fℓ de Laurent dans la remarque
2.2.21 ? Dans l’e´quation (2.22) , une interpre´tation intuitive du degre´ de τ(t) est qu’il
compte le nombre minimal d’hyperareˆtes dans une composante lisse.
Lemme 2.2.23. Le degre´ maximum du polynoˆme fℓ de Laurent, dans la remarque 2.2.21 ,
est au plus
rℓ = ⌊ℓ+ 1
b− 1 + 1⌋ . (2.32)
Preuve. La de´monstration passe par la de´composition des composantes lisses d’exce`s ℓ sui-
vante : A` une composante d’exce`s ℓ donne´, supprimer la plus petite hyperareˆte dans l’ordre
alphabe´tique induite par l’e´tiquetage, et obtenir ainsi des composantes e´ventuellement
non lisses avec les caracte´ristiques (ℓi, ki) c’est a` dire d’exce`s ℓi et ayant ki sommets ap-
partenant a` la plus petite hyperareˆte supprime´e. Des nombres de cycles nous de´duisons
ℓ+ 1 =
∑
i
(ℓi + ki) . (2.33)
2.2. E´NUME´RATION BIJECTIVE 15
Notons alors les divisions euclidiennes par (b− 1) suivantes :
ℓi + ki = qi(b− 1) + ri (2.34)
et
ℓ+ 1 = q(b− 1) + r . (2.35)
Ainsi,
q(b− 1) + r =
∑
i
{qi(b− 1) + ri} (2.36)
et
q + 1 ≥
∑
i
qi + 1 . (2.37)
En remarquant que le degre´ maximum de fℓ s’interpre`te comme le nombre minimum d’hy-
perareˆtes, nous avons la de´monstration par induction car le second membre de l’e´quation
pre´ce´dente maximise le degre´ de fℓ en prenant une composante ayant un nombre minimum
d’hyperareˆtes . ♦
La forme du SGE Hℓ (2.22) sugge`re l’existence d’un ensemble de composantes basiques,
d’exce`s ℓ ayant s = rℓ, . . . , rℓ+3ℓ hyperareˆtes et dans laquelle seules s−rℓ chaˆınes peuvent
eˆtre inse´re´es, permettant alors de ge´ne´rer toutes les structures lisses. Le choix de prendre
les composantes basiques n’ayant que des chaˆınes de longueur minimale, bien que ce soit
la justification imme´diate de la remarque 2.2.21 , ne permet pas d’aboutir au re´sultat car
le nombre d’hyperareˆtes peut exce´der strictement le nombre des chaˆınes plus rℓ .
La condition qu’une β-chaˆıne doit au moins contenir une hyperareˆte est motive´e
par la lecture plus facile des emplacements ou` les chaˆınes seront introduites. Aussi, en
conside´rant l’ensemble des composantes basiques n’ayant que des α-chaˆınes qui elles
meˆmes sont de longueur 2 , toutes les composantes lisses peuvent eˆtre ge´ne´re´es sans
ambigu¨ite´. Toutefois, la condition d’avoir autant d’hyperareˆtes que de chaˆınes plus rℓ
n’est pas une conditionalite´ respecte´e a` priori dans la fac¸on canonique dont est faite la
ge´ne´ration avec cet ensemble. Un plus apporte´ par la conside´ration d’un tel ensemble
est qu’il garantit maintenant un nombre suffisamment peu e´leve´ d’hyperareˆtes dans les
composantes conside´re´es d’apre`s les 2 lemmes qui suivent.
Lemme 2.2.24. Pour une composante basique d’exce`s ℓ ayant s0 hyperareˆtes spe´ciales
et cα α-chaˆınes
2cα + s0 ≤ 3ℓ+ 1. (2.38)
Il existe une composante basique telle que l’e´galite´ est atteinte.
Preuve. Pour maximiser la quantite´ 2cα+s0 dans une composante basique d’exce`s ℓ donne´,
cα est a` maximiser en priorite´ puis seulement apre`s s0 . La relation qui lie le nombre des
α-chaˆınes et l’exce`s est cα ≤ ℓ+1 et parmi les composantes basiques telles que cα = ℓ+1
au plus s0 = ℓ− 1 , nous de´duisons ainsi le lemme. ♦
Une conse´quence directe de ce lemme est :
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Lemme 2.2.25. Dans une composante basique d’exce`s ℓ n’ayant que des α-chaˆınes toutes
de longueur 2 , le nombre d’hyperareˆtes est au plus (3ℓ+ 1) .
Preuve. (The´ore`me 2.2.20) . Les composantes lisses peuvent eˆtre ge´ne´re´es sans ambigu¨ite´
par des composantes basiques ayant s = rℓ, . . . , 3ℓ + rℓ hyperareˆtes, cα α-chaˆınes toutes
de longueur 2 et cβ β-chaˆınes toutes de longueur 1 et s − cα − cβ marquages indiquant
les emplacements ou` d’autres chaˆınes peuvent eˆtre inse´re´es. Notons que la quantite´ (s −
cα − cβ) doit eˆtre positive et que les emplacements correspondent a` des sommets ou` une
β-chaˆıne aurait pu eˆtre effondre´e. Notons aussi que ces composantes basiques ne doivent
pas eˆtre toutes prises car dans ce cas, une meˆme composante lisse e´tiquete´e peut eˆtre
obtenue par diffe´rentes composantes basiques. En bref, l’ide´e cle´ de la preuve : D’un cote´,
il y a l’ensemble de composantes basiques avec les chaˆınes de longueur minimale pour leur
type et, de l’autre cote´, il y a l’ensemble de composantes basiques avec que des α-chaˆınes
de longueur 2 qui permettent de ge´ne´rer de manie`re canonique toutes les composantes
lisses. Entre les deux, il y a plusieurs choix d’ensemble de composantes basiques pouvant
servir a` ge´ne´rer toutes les composantes lisses . En particulier, il est possible de ge´ne´rer les
composantes lisses a` partir de composantes basiques ayant s = rℓ, . . . , 3ℓ+ rℓ hyperareˆtes
en faisant grandir s − rℓ chaˆınes aux emplacements des α-chaˆınes toutes de longueur 2,
des β-chaˆınes toutes de longueur 1 et des sommets sur lesquels une β-chaˆıne aurait pu
eˆtre effondre´e. ♦
Dans cette section, nous avons vu le nombre des hyperarbres enracine´s ainsi que
celui des hypercycles. Quant au nombre des composantes complexes, nous pouvons le
de´terminer du moins the´oriquement car nous savons de´terminer les SGEs Hℓ ◦ T (z) des
composantes d’exce`s ℓ donne´ : nous connaissons T (z) et nous savons comment obtenir
Hℓ(t) . Cependant, la manie`re vue jusqu’ici pour de´terminer ces SGEs est tre`s rapidement
rebutante et tre`s difficile a` automatiser, particulie`rement a` cause de la de´termination des
composantes basiques dont pour chacune il faudrait de´terminer son nombre d’automor-
phismes ce qui nous paraˆıt peu concevable et surtout parce qu’il faut aussi pouvoir ga-
rantir avoir conside´re´ toutes les composantes basiques ne´cessaires, ni une de plus ni une
de moins. Nous tirerons profit de la forme des SGEs Hℓ apprise dans cette section pour
justifier comment les de´terminer re´cursivement dans la section qui suit.
2.3 E´nume´ration re´cursive
Ayant per¸cu la puissance d’expression de l’outil que sont les SGEs, dans la pre´sente
section une e´tape supple´mentaire est franchie pour l’e´nume´ration des composantes en
e´tablissant une re´currence dont la re´solution permet le calcul automatisable des SGEs Hℓ
des composantes d’exce`s ℓ .
Une bre`ve aper¸cue du contenu de cette section est la suivante :
– elle commence par une vision re´cursive de l’e´nume´ration des hyperarbres enracine´s ;
– un outil pour la de´termination des coefficients des SGEs, la formule d’inversion de
Lagrange, est pre´sente´ avec une interpre´tation combinatoire ;
– puis nous faisons une introduction aux SGEs bivarie´es qui servent pour une lecture
facile de
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– la de´composition des composantes d’exce`s ℓ qui me`ne a` une re´currence sur les SGEs
univarie´es
– ensuite la de´termination des Hℓ ou la re´solution de la re´currence est pre´sente´e ;
– et enfin nous terminons par la pre´sentation de deux identite´s combinatoires per-
mettant d’obtenir les Hℓ sous la forme, permettant une lecture bijective, annonce´e
dans la section pre´ce´dente.
2.3.1 E´nume´ration re´cursive des hyperarbres enracine´s
Les hyperarbres enracine´s sont des structures cle´s pour les hypergraphes : les SGEs des
composantes connexes d’exce`s ℓ s’expriment en fonction de la SGE T (z) des hyperarbres
enracine´s. Le dictionnaire, introduit dans la section pre´ce´dente, permet de traduire une
de´composition naturelle des hyperarbres enracine´s comme e´tant compose´s d’une racine et
d’un ensemble de groupes de (b− 1) hyperarbres enracine´s. Cette de´composition est une
de´finition re´cursive des hyperarbres enracine´s. Effectivement, un hyperarbre se de´finit
a` partir d’hyperarbres de taille strictement plus petite. Cette de´finition re´cursive des
hyperarbres enracine´s se lit dans une de´finition implicite de SGE via le dictionnaire.
De´finition 2.3.1. La SGE T (z) des hyperarbres enracine´s :
T (z) = z exp
(
T (z)b−1
(b− 1)!
)
. (2.39)
La lecture de cette de´finition est la suivante : un hyperarbre enracine´ est
– une racine, c’est le facteur z
– et un ensemble (c’est la fonction exp ) non ordonne´ de groupes de (b−1) hyperarbres
enracine´s (c’est l’exposant T (z)
b−1
(b−1)! ) , bref c’est le terme
exp
(
T (z)b−1
(b− 1)!
)
. (2.40)
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Fig. 2.5 – Un hyperarbre enracine´ de´compose´.
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Par cette de´finition, il est possible de de´terminer re´cursivement les coefficients [zn]T (z)
qui sont les nombres des hyperarbres enracine´s a` un facteur n! pre`s. E´videment, cette fa¸con
de calculer est a` proscrire dans ce cas puisque les coefficients sont connus de manie`re ex-
plicite : l’expression mathe´matique (2.5) pouvant eˆtre retrouve´e par la formule d’inversion
de Lagrange via cette de´finition implicite de T (z) .
2.3.2 Interpre´tation combinatoire de la formule d’inversion de Lagrange
La formule d’inversion de Lagrange est un outil puissant pour faire de l’e´nume´ration de
structures arborescentes. La preuve de la formule d’inversion de Lagrange dans [30, page
167] est une preuve analytique : l’extraction des coefficients des SGEs y est exprime´e
avec la formule inte´grale de Cauchy. Cette vision analytique de la formule d’inversion
de Lagrange sera notre point de de´part pour obtenir des e´quivalents asymptotiques des
coefficients dans le chapitre 3 . Ici, nous adoptons un regard combinatoire dans la preuve
du the´ore`me :
The´ore`me 2.3.2. Notons la SGE G
G(t) =
∞∑
k=0
gk
tk
k!
, (2.41)
alors par la de´finition de la SGE T (z), la formule d’inversion de Lagrange s’e´crit
[zn]G ◦ T (z) = 1
n
[
tn−1
]
exp
(
n
tb−1
(b− 1)!
)
d
d t
G(t) . (2.42)
Preuve. Notons
Φ(t) = exp
(
tb−1
(b− 1)!
)
, (2.43)
et
Φ(t)n =
∞∑
m=0
φm(n)
tm
m!
. (2.44)
Nous obtenons alors
[
tn−1
]{
Φ(t)n
d
d t
G(t)
}
= (2.45)
=
∑
k,m≥0|k+m=n−1
φm(n)gk+1
1
k!m!
= (2.46)
=
∑
k≥0
φn−k−1(n)gk+1
1
k!(n− k − 1)! , (2.47)
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(n − 1)! [tn−1]{Φ(t)n d
d t
G(t)
}
= (2.48)
=
∑
k≥0
φn−k−1(n)gk+1
(n − 1)!
k!(n − k − 1)! = (2.49)
=
∑
k≥0
φn−k−1(n)gk+1
(
n− 1
k
)
= (2.50)
=
∑
k≥0
φn−k−1(n)gk+1
k + 1
n
(
n
k + 1
)
. (2.51)
Observons que
Φ(t)n =
∑
s≥0
ns[s(b− 1)]!
[(b− 1)!]ss!
ts(b−1)
[s(b− 1)]! , (2.52)
soit
φn−k−1(n) =
ns(n− k − 1)!
[(b− 1)!]ss! , (2.53)
avec n = n(s) = s(b− 1) + k+1 . A` partir de (2.53) , nous identifions le nombre de foreˆts
de (k + 1) hyperarbres enracine´s a` n sommets du the´ore`me 2.2.3 :(
n
k + 1
)
k + 1
n
φn−k−1(n) . (2.54)
L’interpre´tation combinatoire est alors e´vidente en multipliant (2.42) par n! . Nous re-
trouvons alors nos marques de la section pre´ce´dente, pour e´nume´rer les structures de
taille n :
– les gk+1 structures lisses a` (k + 1) sommets sont croise´es, dans l’ordre croissante
(uniquement de´finie) des e´tiquettes, avec
– les foreˆts de (k + 1) hyperarbres enracine´s a` n sommets au nombre de(
n
k + 1
)
k + 1
n
φn−k−1(n) . (2.55)
♦
Exemple 2.3.3. Nous retrouvons le nombre des hyperarbres enracine´s en prenant le plus
simple des fonctions G , dans la formule d’inversion de Lagrange, c’est a` dire la fonction
identite´. En effet,
n! [zn]T (z) = (n− 1)! [tn−1] exp(n tb−1
(b− 1)!
)
(2.56)
= (n− 1)! [tn−1]

∑
j≥0
nj
[(b− 1)!]jj! t
j(b−1)

 (2.57)
= (n− 1)! n
s
[(b − 1)!]ss! , (2.58)
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avec n = n(s) = s(b− 1) + 1 .
Exemple 2.3.4. Le nombre des foreˆts de (k + 1) hyperarbres enracine´s de SGE T (z)
k+1
(k+1)!
est
n! [zn]
T (z)k+1
(k + 1)!
= (n− 1)! [tn−1]( tk
k!
exp
(
n
tb−1
(b− 1)!
))
(2.59)
=
(n− 1)!
k!
[
tn−1
]∑
j≥0
nj
[(b− 1)!]jj! t
j(b−1)+k

 (2.60)
=
(n− 1)!
k!
ns
[(b− 1)!]ss! , (2.61)
avec n = n(s) = s(b− 1) + k + 1 , soit en accord avec le the´ore`me 2.2.3
n! [zn]
T (z)k+1
(k + 1)!
=
(
n
k + 1
)
(k + 1)
(n− k − 1)!
[(b− 1)!]ss! n
s−1 . (2.62)
Exemple 2.3.5. De l’exemple pre´ce´dent, nous de´duisons une formule explicite du nombre
des foreˆts d’hyperarbres enracine´s :
n! [zn] exp(T (z)) = (n− 1)!
n−1∑
k=1
nsk
[(b− 1)!]sksk! , (2.63)
avec n = n(sk) = sk(b− 1) + k + 1 pour tout k = 1, . . . , n− 1 .
Ainsi, par rapport a` la section pre´ce´dente, nous disposons maintenant d’un outil puissant
cachant toute une machinerie bijective permettant de traduire, a` partir des SGEs des
structures lisses, les structures e´ventuellement non lisses correspondant. Ceci nous motive
encore plus a` automatiser la de´termination des SGEs des structures lisses. Pour y parvenir,
dans un souci de clarte´, nous pre´sentons brie`vement les SGEs bivarie´es.
2.3.3 Introduction aux se´ries ge´ne´ratrices exponentielles bivarie´es
A` une se´quence de nombre (an,m)n,m∈IN est associe´e une se´rie ge´ne´ratrice exponentielle
bivarie´e
A(w, z) =
∑
n,m∈IN
an,mw
m z
n
n!
. (2.64)
Dans les hypergraphes, il y a deux notions essentielles a` savoir la notion de sommet et
la notion d’hyperareˆte. Soulignons que dans cette the`se, les se´ries sont exponentielles en
la variable z relative aux sommets qui sont e´tiquete´s et elles sont ordinaires en la variable
w , dans le cas de SGEs bivarie´es, relative aux hyperareˆtes. Si jusqu’ici, nous avons choisi
de travailler uniquement avec des SGEs univarie´es, c’est parce que seul le parame`tre de
la taille de la structure nous est pertinent et l’utilisation de la notion d’exce`s simplifie
souvent de beaucoup les expressions des SGEs : c’est souligne´ dans [18] par la richesse
des re´sultats e´nume´ratifs qui y sont obtenus.
2.3. E´NUME´RATION RE´CURSIVE 21
L’introduction des SGEs bivarie´es nous permettra, en particulier, de souligner l’effet
de de´compositions dans les structures e´tudie´es. Le dictionnaire de la section pre´ce´dente
s’enrichit du marquage d’une hyperareˆte ; les ope´rations de marquage se traduisent en
terme de de´rivation partielle :
Ope´ration sur les structures SGE correspondant
Marquage de k sommets de A zkk! ∂
k
∂zk
A(w, z)
Marquage d’une hyperareˆte de A w ∂∂wA(w, z)
Exemple 2.3.6. Pour e´nume´rer les graphes e´tiquete´s ayant 5 sommets et exactement 3
areˆtes formant une clique d’ordre 3 nous pouvons recourir a` la SGE bivarie´e :(
w0z2
2!
)(
w3z3
3!
)
=
(
5
2
)
w3z5
5!
. (2.65)
Dans le membre gauche de cette e´quation :
– le premier facteur correspond a` la SGE des graphes ayant 2 sommets et sans areˆte,
– le second facteur correspond a` la SGE des graphes ayant 3 sommets et 3 areˆtes et
le produit s’interpre`te a` partir du dictionnaire pour justifier l’e´nume´ration.
La SGE bivarie´e de ces graphes avec une areˆte distingue´e est
w
∂
∂w
(
5
2
)
w3z5
5!
= 3
(
5
2
)
w3z5
5!
. (2.66)
De´finition 2.3.7. La SGE bivarie´e des composantes d’exce`s ℓ s’e´crit
Hˆℓ(w, z) = w
ℓ/(b−1)Hℓ ◦ T (w1/(b−1)z) =
∑
s,n
hℓ(s, n)w
s z
n
n!
, (2.67)
avec n = s(b− 1)− ℓ et hℓ(s, n) le nombre de composantes d’exce`s ℓ ayant s hyperareˆtes
et n sommets.
Exemple 2.3.8. La SGE bivarie´e des hyperarbres enracine´s est
T (w1/(b−1)z)
w1/(b−1)
. (2.68)
Rappelons la de´finition implicite de la SGE T (z)
T (z) = z exp
(
T (z)b−1
(b− 1)!
)
. (2.69)
Ainsi,
dT (z) =
(
d z + z
T (z)b−2
(b− 2)! dT (z)
)
exp
(
T (z)b−1
(b− 1)!
)
(2.70)
= T (z)
d z
z
+
T (z)b−1
(b− 2)! dT (z) , (2.71)
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dT (z)
T (z)
=
1(
1− T (z)b−1(b−2)!
) d z
z
. (2.72)
Soit
z
d
d z
T (z) =
T (z)(
1− T (z)b−1(b−2)!
) (2.73)
qui se lit comme l’e´quivalence des structures d’hyperarbre enracine´ ayant un second mar-
quage (la racine peut eˆtre e´ventuellement re-marque´e) et une chaˆıne oriente´e. Cette rela-
tion (2.73) donne
w
∂
∂w
T (w1/(b−1)z) =
1
b− 1
T (w1/(b−1)z)(
1− T (w1/(b−1)z)b−1(b−2)!
) (2.74)
et
z
∂
∂z
T (w1/(b−1)z) =
T (w1/(b−1)z)(
1− T (w1/(b−1)z)b−1(b−2)!
) . (2.75)
Nous en de´duisons
w
∂
∂w
Hˆℓ(w, z) = (2.76)
= w
∂
∂w
(
wℓ/(b−1)Hℓ ◦ T (w1/(b−1)z)
)
(2.77)
=
ℓwℓ/(b−1)
b− 1 Hℓ ◦ T (w
1/(b−1)z) + (2.78)
+
wℓ/(b−1)
b− 1 Hℓ
′ ◦ T (w1/(b−1)z)

 T (w1/(b−1)z)
1− T (w1/(b−1)z)b−1(b−2)!

 (2.79)
=
ℓwℓ/(b−1)
b− 1 Hℓ ◦ T (w
1/(b−1)z) + (2.80)
+
wℓ/(b−1)
b− 1 Hℓ
′ ◦ T (w1/(b−1)z)
(
z
∂
∂z
T (w1/(b−1)z)
)
(2.81)
=
ℓwℓ/(b−1)
b− 1 Hℓ ◦ T (w
1/(b−1)z) + (2.82)
+
1
b− 1z
∂
∂z
(
wℓ/(b−1)Hℓ ◦ T (w1/(b−1)z)
)
, (2.83)
soit la transcription d’un marquage d’une hyperareˆte, en terme de marquage d’un sommet
pour les composantes d’exce`s ℓ , suivante :
w
∂
∂w
Hˆℓ(w, z) =
1
b− 1
(
ℓHˆℓ(w, z) + z
∂
∂z
Hˆℓ(w, z)
)
. (2.84)
La` re´side l’inte´reˆt de classer les structures selon leur exce`s car les de´compositions ex-
prime´es en SGEs bivarie´es se rame`nent alors a` des SGEs univarie´es en re´exprimant les
SGEs avec un marquage d’hyperareˆte et en fixant w = 1 .
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Exemple 2.3.9. Nous avons pour les hyperarbres enracine´s
T (w1/(b−1)z)
w1/(b−1)
∣∣∣∣
w=1
= T (z) . (2.85)
Exemple 2.3.10. Et pour les composantes d’exce`s ℓ
{
wℓ/(b−1)Hℓ ◦ T (w1/(b−1)z)
} ∣∣∣∣
w=1
= Hℓ ◦ T (z) . (2.86)
Exemple 2.3.11. Les composantes d’exce`s ℓ ayant une hyperareˆte marque´e sont e´nume´-
re´es par la SGE univarie´e{
w
∂
∂w
Hˆℓ(w, z)
} ∣∣∣∣
w=1
=
1
b− 1
(
ℓHℓ ◦ T (z) + z d
d z
Hℓ ◦ T (z)
)
. (2.87)
2.3.4 Re´currence des SGEs Hℓ
Dans cette sous-section, l’exce`s ℓ est fixe´ et a` partir d’une de´composition des compo-
santes d’exce`s ℓ est e´tablie une re´currence des SGEs Hℓ . Pour de´crire la de´composition,
les SGEs bivarie´es sont d’abord utilise´es car elles permettent une lecture directe des
ope´rations, sur les structures, qui y sont sugge´re´es. Illustrons l’ide´e principale de la
de´composition, menant a` la re´currence, a` partir de l’exemple de la figure 2.6 .
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Fig. 2.6 – La de´composition d’une composante sur un exemple.
Dans cette figure, la figure a` gauche repre´sente une composante 4-uniforme ayant 14
sommets et 5 hyperareˆtes dont une d’elle est marque´e a` savoir l’hyperareˆte {2, 4, 8, 12} .
La figure a` droite repre´sente un hypergraphe 4-uniforme ayant aussi 14 sommets mais
une hyperareˆte de moins que la composante a` gauche. L’hypergraphe a` droite n’est pas
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connexe : il y a 3 composantes telles que chacune admet au moins un sommet marque´.
Les deux figures sont e´quivalentes l’une l’autre et repre´sentent la meˆme structure, seule le
regard qui y est porte´ change : d’un cote´ c’est une hyperareˆte qui est marque´e, de l’autre
ce sont des sommets de cette hyperareˆte qui sont marque´s. Il est clair que marquer une
hyperareˆte dans une composante revient a` marquer au moins un sommet dans chacune
d’un certain nombre de composantes et inversement, en prenant soin qu’il y ait autant
de sommets marque´s que ne´cessaire pour former une hyperareˆte et qu’ils n’appartiennent
pas tous de´ja` a` une meˆme hyperareˆte.
Il nous faut cependant faire attention pour un exce`s ℓ donne´ que les composantes avec
chacune au moins un sommet marque´ se recombinent bien en un hypergraphe b-uniforme
d’exce`s ℓ . Pour cela nous faisons le lemme suivant :
Lemme 2.3.12. Conside´rons une famille de composantes d’exce`s ji et ayant ki sommets
marque´s, −1 ≤ ji ≤ ℓ et 1 ≤ ki ≤ b . De plus, conside´rons que cette famille n’est pas celle
constitue´e de seulement une composante avec b sommets marque´s tous appartenant de´ja`
a` une meˆme hyperareˆte. Alors si une hyperareˆte est cre´e´ a` partir des sommets marque´s
des diffe´rentes composantes, l’hypergraphe obtenu est connexe et b-uniforme et d’exce`s
ℓ ≥ −1 si et seulement si 

∑
i
ki = b∑
i
(ji + ki) = ℓ+ 1 .
(2.88)
Preuve. Il est clair que l’hypergraphe obtenu est connexe et qu’il est b-uniforme si et
seulement si le nombre total des sommets marque´s dans la famille conside´re´e est e´gale a`
b : ∑
i
ki = b . (2.89)
Notons par N le nombre de composantes dans la famille conside´re´e et par n le nombre
total de sommets de ces composantes. Dans la i-ie`me composante, notons ni le nombre de
ses sommets et si le nombre de ses hyperareˆtes. Alors, l’exce`s de la composante obtenue
a` partir de la famille vaut ℓ si et seulement si
N∑
i=1
si(b− 1) + (b− 1)− n = ℓ . (2.90)
Cette dernie`re e´quation est e´quivalente aux suivantes :
N∑
i=1
si(b− 1) + b− n = ℓ+ 1 (2.91)
N∑
i=1
si(b− 1) +
N∑
i=1
ki −
N∑
i=1
ni = ℓ+ 1 (2.92)
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N∑
i=1
(
{si(b− 1)− ni}+ ki
)
= ℓ+ 1 (2.93)
N∑
i=1
(ji + ki) = ℓ+ 1 . (2.94)
♦
La de´composition, sugge´re´e par le marquage d’une hyperareˆte dans les composantes
d’exce`s ℓ ≥ −1 et illustre´e par la figure 2.6 , se traduit en terme de re´currence de SGEs
bivarie´es dans le the´ore`me suivant :
The´ore`me 2.3.13. Pour tout ℓ ≥ −1 , la SGE bivarie´e Hˆℓ des composantes d’exce`s ℓ
satisfait la relation :
w
∂
∂w
Hˆℓ(w, z) = (2.95)
= w
[
U bCycℓ+1
]
exp

 b∑
k=1
ℓ∑
j=−1
Cycj+k
(Uz)k
k!
∂k
∂zk
Hˆj(w, z)

 + (2.96)
−w ∂
∂w
Hˆℓ−b+1(w, z) , (2.97)
ou` Hˆj ≡ 0 si j ≤ −2 .
Preuve. La relation dans ce the´ore`me traduit en terme de SGEs bivarie´es la de´composition.
Il faut y lire :
– dans le premier membre, la SGE bivarie´e des composantes d’exce`s ℓ avec une hy-
perareˆte marque´e (pour suppression) (w ∂∂w Hˆℓ(w, z))
– dans le second membre, la SGE bivarie´e des familles de composantes ayant k som-
mets marque´s et d’exce`s j , lesquelles familles, par cre´ation d’une hyperareˆte de´finie
par les sommets marque´s des composantes, produisent une composante b-uniforme
d’exce`s ℓ . Le terme avec un signe ne´gatif contraint les marquages des b sommets a`
ne pas appartenir a` une hyperareˆte de´ja` existante (a` ne pas recre´er l’hyperareˆte, les
structures conside´re´es ici n’admettant pas d’hyperareˆte multiple) . L’extraction du
coefficient de U b garantit d’avoir marque´ b sommets pour de´finir une hyperareˆte et
l’extraction du coefficient de Cycℓ+1 garantit de former une composante d’exce`s ℓ
d’apre`s le lemme pre´ce´dent. Dans le premier terme de ce second membre, le facteur
w vient confirmer qu’il s’agit bien de cre´er une hyperareˆte de plus.
♦
Ce the´ore`me illustre la puissance d’expression des SGEs pour de´crire les bijections ou des
de´compositions entre des structures combinatoires. En effet, dans ce the´ore`me est e´tablie
une relation de re´currence entre les composantes d’exce`s ℓ d’un cote´ et les composantes
d’exce`s strictement plus petit d’un autre. Cependant, l’utilisation des SGEs bivarie´es
pour cette relation de re´currence complique les notations car pour une valeur de l’exce`s ℓ
donne´e, la SGE Hˆℓ(w, z) bivarie´e se de´duit de la SGE Hℓ ◦ T (z) et inversement bien suˆr.
En effet, rappelons (2.86) et (2.67) :
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– a` partir de la SGE bivarie´e se de´duit la SGE univarie´e (il suffit de fixe´ la valeur de
la variable w = 1)
{
wℓ/(b−1)Hℓ ◦ T (w1/(b−1)z)
} ∣∣∣∣
w=1
= Hℓ ◦ T (z) , (2.98)
– a` partir de la SGE univarie´e se de´duit la SGE bivarie´e pour un exce`s donne´ (par
de´finition de l’exce`s, le nombre de sommets est lie´ a` celui des hyperareˆtes)
Hˆℓ(w, z) = w
ℓ/(b−1)Hℓ ◦ T (w1/(b−1)z) . (2.99)
Nous pouvons transcrire le the´ore`me 2.3.13 en terme de SGE univarie´e, les de´rive´es
partielles deviennent des de´rive´es droites :
The´ore`me 2.3.14. La SGE Hℓ ◦ T (z) des composantes d’exce`s ℓ satisfait la relation
1
b− 1
(
ℓHℓ ◦ T (z) + z d
d z
Hℓ ◦ T (z)
)
= (2.100)
=
[
U bCycℓ+1
]
exp

 b∑
k=1
ℓ∑
j=−1
Cycj+k
(Uz)k
k!
d k
d zk
Hj ◦ T (z)

 + (2.101)
− 1
b− 1
(
(ℓ− 1 + 1)Hℓ−b+1 ◦ T (z) + z d
d z
Hℓ−b+1 ◦ T (z)
)
. (2.102)
Preuve. Avant de fixer w = 1 , nous observons que le premier membre de l’e´quation du
the´ore`me 2.3.13 se re´e´crit (rappel de (2.84) )
w
∂
∂w
Hˆℓ(w, z) =
1
b− 1
(
ℓHˆℓ(w, z) + z
∂
∂z
Hˆℓ(w, z)
)
. (2.103)
Et ainsi, nous de´duisons le the´ore`me. ♦
Par ce the´ore`me, nous disposons d’une re´currence des SGEs Hℓ ◦T (z) sous la forme d’une
e´quation diffe´rentielle d’ordre un (dans la mesure ou` les termes du second membre qui
apparaissent avec Hj ou` j < ℓ ont e´te´ explicite´s dans une re´solution ante´rieure) .
Nous avons affirme´ sans justification, dans la remarque 2.2.9 , que la SGE des hyper-
arbres non enracine´s s’e´crit sous la forme H−1 ◦ T (z) , soit en fonction de la SGE T (z)
des hyperarbres enracine´s. La justification est ici faite par l’application de ce the´ore`me
pour la valeur ℓ = −1 , soit le cas de la SGE des hyperarbres non enracine´s :
The´ore`me 2.3.15. La SGE H−1 ◦ T (z) des hyperarbres non enracine´s est telle que
H−1(t) = t− (b− 1)t
b
b!
. (2.104)
Cette e´criture est valable dans le cas ou` b = 2 , c’est a` dire dans le cas des arbres non
enracine´s.
L’e´criture du the´ore`me 2.3.14 se simplifie en une e´quation diffe´rentielle en la “variable”
T (z) :
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The´ore`me 2.3.16. Pour ℓ ≥ 0, notons qu’il existe une fonction Jℓ telle que
Jℓ ◦ T (z) = (2.105)
=
[
U bCycℓ+1
]
exp

 b∑
k=1
ℓ−1∑
j=−1
Cycj+k
(Uz)k
k!
d k
d zk
Hj ◦ T (z)

 + (2.106)
− 1
b− 1
(
(ℓ− 1 + 1)Hℓ−b+1 ◦ T (z) + z d
d z
Hℓ−b+1 ◦ T (z)
)
. (2.107)
Ainsi,
1
b− 1
(
ℓHℓ(t) + t
d
d t
Hℓ(t)
)
= Jℓ(t) . (2.108)
Preuve. Dans l’e´quation (2.100) , en regroupant les termes avec l’indice, relative a` l’exce`s,
e´gale a` ℓ dans le premier membre nous obtenons :
– d’un cote´
1
b− 1
(
ℓHℓ ◦ T (z) +
(
1− T (z)
b−1
(b− 2)!
)
z
d
d z
Hℓ ◦ T (z)
)
, (2.109)
soit par (2.73)
1
b− 1
(
ℓHℓ ◦ T (z) + T (z)Hℓ′ ◦ T (z)
)
(2.110)
– de l’autre, l’intervalle de l’indice j devient j = −1, . . . , ℓ − 1 dans l’exposant de
l’exp ,
[
U bCycℓ+1
]
exp

 b∑
k=1
ℓ−1∑
j=−1
Cycj+k
(Uz)k
k!
d k
d zk
Hj ◦ T (z)

+ (2.111)
− 1
b− 1
(
(ℓ− 1 + 1)Hℓ−b+1 ◦ T (z) + z d
d z
Hℓ−b+1 ◦ T (z)
)
(2.112)
qui vaut (2.110) et comme ce dernier s’exprime en T (z) , nous de´duisons l’existence
de Jℓ telle que
Jℓ ◦ T (z) = (2.113)
=
[
U bCycℓ+1
]
exp

 b∑
k=1
ℓ−1∑
j=−1
Cycj+k
(Uz)k
k!
d k
d zk
Hj ◦ T (z)

 + (2.114)
− 1
b− 1
(
(ℓ− 1 + 1)Hℓ−b+1 ◦ T (z) + z d
d z
Hℓ−b+1 ◦ T (z)
)
. (2.115)
En substituant T (z) par la variable t , on obtient l’e´quation diffe´rentielle du the´ore`me :
1
b− 1
(
ℓHℓ(t) + t
d
d t
Hℓ(t)
)
= Jℓ(t) . (2.116)
♦
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Remarque 2.3.17. Une variante (plus bijective) de la preuve de ce the´ore`me est que
la de´composition de´crite dans Jℓ se comprend graˆce aux structures lisses : les structures
obtenues par le marquage de sommets dans une composante peuvent eˆtre classe´es en des
composantes lisses. Bref, zk d
k
d zk
Hj ◦ T (z) s’exprime en fonction de T (z) .
2.3.5 Re´solution de la re´currence des SGEs Hℓ
Ainsi, nous disposons, dans le the´ore`me 2.3.16 , d’une re´currence des SGEs Hℓ des
composantes lisses d’exce`s ℓ sous la forme d’une e´quation diffe´rentielle d’ordre un sui-
vante :
1
b− 1
(
ℓHℓ(t) + t
d
d t
Hℓ(t)
)
= Jℓ(t) , (2.117)
avec Jℓ de´fini a` partir de (2.105) . Dans cette sous-section, nous re´solvons ces e´quations
diffe´rentielles ite´rativement en l’exce`s ℓ . A` partir de la` peut se faire l’automatisation du
calcul des SGEs Hℓ des composantes lisses d’exce`s ℓ ≥ 0 . La solution est uniquement
de´termine´e en conside´rant la condition initiale
Hℓ(t)|t=0 = 0 . (2.118)
Adoptons la notation, rencontre´e dans la remarque 2.2.21 ,
θ(t) = 1− τ(t) . (2.119)
Remarque 2.3.18. Le choix de fixer cette notation, bien que θ n’admette pas de lecture
combinatoire directe, s’est impose´ a` partir de l’article [22] puis, a` posteriori, parce qu’il est
commode de manipuler les polynoˆmes de Laurent fℓ de la remarque 2.2.21 pour de´finir les
SGEsHℓ . Notons tout de meˆme que les se´ries, en t , 1/θ(t) et (1−θ(t)) admettent chacune
une lecture combinatoire a` partir desquelles les SGEs exprime´es avec θ(t) peuvent eˆtre
comprises.
Rappelons la de´finition des fℓ.
De´finition 2.3.19. fℓ est un polynoˆme de Laurent de´fini par l’interme´diaire du SGE
Hℓ :
Hℓ(t) =
fℓ ◦ θ(t)
tℓ
. (2.120)
Remarque 2.3.20. L’e´quation homoge`ne associe´e a` (2.117) admet pour solution Cste/tℓ .
Ce qui nous sugge`re de trouver une solution sous la forme
Hℓ(t) =
gℓ(t)
tℓ
. (2.121)
Cette forme de´coule aussi de (2.120) .
Par le lemme 2.2.19 ,
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Remarque 2.3.21. Les composantes d’exce`s j ayant k sommets marque´s admettent une
SGE qui s’e´crit sous la forme
zk
k!
d k
d zk
Hj ◦ T (z) =
fjk ◦ θ ◦ T (z)
T (z)j
, (2.122)
avec fjk un polynoˆme de Laurent. En particulier, fj,0 = fj .
Exemple 2.3.22. Pour les hyperarbres, la forme de l’e´criture de la de´finition 2.3.19 est
valide :
H−1(t) = t
(
b− 1 + θ(t)
b
)
, (2.123)
soit
f−1 ◦ θ(t) = b− 1 + θ(t)
b
. (2.124)
C’est le seul des fj de degre´ minimum positif (ici, ce degre´ est nul) .
Convenons de noter les polynoˆmes de Laurent fjk avec la variable x , alors en e´valuant
d
d z { d
k
d zk
Hj ◦ T (z)} par de´rivation de fonctions compose´es sachant (2.73)
fj,k+1(x) = −(b− 1)
fjk
′(x)
x
+ (b− 1)fjk′(x)− j
fjk(x)
x
− kfjk(x) . (2.125)
Remarque 2.3.23. La de´termination re´cursive de fℓ . Comme
Jℓ(t) = (2.126)
=
[
U bCycℓ+1
]
exp

 b∑
k=1
ℓ−1∑
j=−1
Cycj+kUk
fjk ◦ θ(t)
tj

+ (2.127)
− 1
b− 1
(
(ℓ− 1 + 1)fℓ−b+1,0 ◦ θ(t)
tℓ−b+1
+
fℓ−b+1,1 ◦ θ(t)
tℓ−b+1
)
(2.128)
=
1
tℓ−b+1
[
U bCycℓ+1
]
exp

 b∑
k=1
ℓ−1∑
j=−1
Cycj+kUkfjk ◦ θ(t)

+ (2.129)
−( 1
b− 1)
((ℓ− 1 + 1)fℓ−b+1,0 ◦ θ(t) + fℓ−b+1,1 ◦ θ(t))
tℓ−b+1
. (2.130)
Et comme en notant Hℓ sous la forme (2.121) , l’e´quation diffe´rentielle (2.117) devient
1
b− 1
gℓ
′(t)
tℓ−1
= Jℓ(t) , (2.131)
soit
gℓ
′(t) = (b− 1)tℓ−1Jℓ(t) . (2.132)
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Nous aurons
gℓ
′(t) = (2.133)
= (b− 1)tb−2
[
U bCycℓ+1
]
exp

 b∑
k=1
ℓ−1∑
j=−1
Cycj+kUkfjk ◦ θ(t)

+ (2.134)
−(b− 1)tb−2 ((ℓ− 1 + 1)fℓ−b+1,0 ◦ θ(t) + fℓ−b+1,1 ◦ θ(t))
b− 1 (2.135)
= −(b− 2)!d θ(t)
d t
[
U bCycℓ+1
]
exp

 b∑
k=1
ℓ−1∑
j=−1
Cycj+kUkfjk ◦ θ(t)

+ (2.136)
−(b− 2)!d θ(t)
d t
((ℓ− 1 + 1)fℓ−b+1,0 ◦ θ(t) + fℓ−b+1,1 ◦ θ(t))
b− 1 (2.137)
car
d θ(t) = −(b− 1)t
b−2
(b− 2)! d t . (2.138)
En identifiant θ(t) = θ ,
gℓ
′(t)d t = (2.139)
= −(b− 2)!
[
U bCycℓ+1
]
exp

 b∑
k=1
ℓ−1∑
j=−1
Cycj+kUkfjk(θ)

 d θ + (2.140)
−(b− 2)!((ℓ− 1 + 1)fℓ−b+1,0(θ) + fℓ−b+1,1(θ))
b− 1 d θ . (2.141)
Ce qui, par inte´gration, en prenant la solution qui ve´rifie fℓ(1) = 0 , de´termine
fℓ ◦ θ(t) = gℓ(t) . (2.142)
Nous pouvons maintenant re´sumer la re´solution de la re´currence dans le the´ore`me
suivant :
The´ore`me 2.3.24. La SGE Hℓ des composantes lisses d’exce`s ℓ ≥ 0 est de´termine´e
re´cursivement sous la forme
Hℓ(t) =
fℓ ◦ θ(t)
tℓ
, (2.143)
avec
fℓ,0(x) = fℓ(x) =
∫ x
1
Jˆℓ(u)du , (2.144)
ou`
Jˆℓ(u) = (2.145)
= −(b− 2)!
[
U bCycℓ+1
]
exp

 b∑
k=1
ℓ−1∑
j=−1
Cycj+kUkfjk(u)

+ (2.146)
−(b− 2)!((ℓ− 1 + 1)fℓ−b+1,0(u) + fℓ−b+1,1(u))
b− 1 , (2.147)
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avec
fj,k+1(x) = −(b− 1)
fjk
′(x)
x
+ (b− 1)fjk′(x)− j
fjk(x)
x
− kfjk(x) . (2.148)
Notons en particulier que f−1,1(x) = 1 .
Par ce the´ore`me, il est naturel de de´terminer les fℓ sous forme de polynoˆme de Laurent,
une forme simple qui n’admet pas de lecture combinatoire a` premie`re vue. Dans la sous-
section suivante, nous montrons comment automatiser la de´termination de Hℓ sous la
forme (2.22) avec laquelle nous disposons d’une lecture combinatoire.
2.3.6 Mise en forme des SGEs Hℓ
Avant de donner les premiers exemples des SGEs Hℓ , nous donnons deux identite´s
combinatoires qui permettent de mettre les SGEs Hℓ sous la forme de l’e´quation (2.22) .
Lemme 2.3.25. Pour j, a ∈ IN∗ (donc j + a > 0) ,
1
θj
=
j−1∑
i=0
(
j + a
i
)
(1− θ)j+a−i
θj−i
+
a∑
i=0
(
j + a− i− 1
j − 1
)
(1− θ)a−i . (2.149)
Lemme 2.3.26. Si a− j ≥ 0 alors
θj =
a∑
i=0
(
a− j − i− 1
−j − 1
)
(1− θ)a−i , (2.150)
ou` si k ∈ IN et t ∈ ZZ alors(
t
k
)
=
(
t
t− k
)
=
t(t− 1) · · · (t− k + 1)
k!
. (2.151)
Les preuves de ces deux lemmes sont donne´es en annexe.
Par ces deux identite´s pre´sente´es dans ces deux lemmes, les deux formes des SGEs Hℓ
se de´duisent l’une de l’autre. Rappelons ici ces deux formes :
• avec fℓ un polynoˆme de Laurent, nous avons une forme pratique,
Hℓ(t) =
fℓ ◦ θ(t)
tℓ
(2.152)
• a` partir de (2.22) , nous avons une forme combinatoire,
Hℓ(t) =
(1− θ(t))rℓ
tℓ
3ℓ∑
p=0
Aℓ,p
(
1− θ(t)
θ(t)
)p
(2.153)
sachant τ(t) = 1− θ(t) = tb−1/(b− 2)! .
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La forme pratique se de´duit de la forme combinatoire directement en de´veloppant l’ex-
pression de la forme combinatoire :
Hℓ(t) =
1
tℓ
rℓ∑
j=−3ℓ
cj(ℓ, b)θ(t)
j , (2.154)
avec
rℓ = ⌊ℓ+ 1
b− 1 + 1⌋ . (2.155)
Et la forme combinatoire se de´duit de la forme pratique en utilisant les lemmes avec la
valeur a = rℓ pour re´exprimer les θ(t)
j .
Remarque 2.3.27. Dans ce qui suit, dans le cas des graphes, c’est a` dire si b = 2 , nous
adoptons la notation Wℓ = Hℓ de Wright pour les se´ries ge´ne´ratrices des composantes
d’exce`s ℓ .
De´finition 2.3.28. Notons X la SGE des chaˆınes non vide
X(t) =
1− θ(t)
θ(t)
. (2.156)
Nous sommes maintenant en mesure de donner les SGEs Hℓ des composantes d’exce`s
ℓ :
The´ore`me 2.3.29. La SGE H−1 ◦ T (z) des hyperarbres non enracine´s est telle que :
H−1(t) = t− (b− 1)t
b
b!
= t
(
b− 1 + θ(t)
b
)
. (2.157)
The´ore`me 2.3.30. La SGE H0 ◦ T (z) des hypercycles est telle que :
– si b = 2 (pour les graphes)
W0(t) = − ln
(√
θ(t)
)
− 1− θ(t)
2
− (1− θ)
2
4
, (2.158)
W0(t) = − ln
(√
1− t)− t
2
− t
2
4
. (2.159)
– si b ≥ 3
H0(t) = − ln
(√
θ(t)
)
− 1− θ(t)
2
. (2.160)
The´ore`me 2.3.31. La SGE H1 ◦ T (z) des composantes d’exce`s 1 est telle que :
– si b = 2 (pour les graphes)
W1(t) =
5t5
24(1 − t)3 +
t4
4(1− t)2 . (2.161)
– si b = 3
H1(t) =
(1− θ(t))2
t
(
5
6
X(t)3 +
19
12
X(t)2 +
5
6
X(t)
)
. (2.162)
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– si b ≥ 4
H1(t) =
1− θ(t)
t
(
5(b− 1)2X(t)3
24
+ (2.163)
+
(7b− 12)(b − 1)X(t)2
24
+
(b− 2)2X(t)
12
)
. (2.164)
The´ore`me 2.3.32. La SGE H2 ◦ T (z) des composantes d’exce`s 2 est telle que :
– si b = 2 (pour les graphes)
W2(t) =
5t8
16(1 − t)6+ (2.165)
+
55t7
48(1− t)5 +
73t6
48(1 − t)4 +
3t5
4(1 − t)3 +
t4
24(1 − t)2 . (2.166)
– si b = 3
H2(t) =
(1− θ(t))2
t2
(
5X(t)6 +
55
3
X(t)5+ (2.167)
+
307
12
X(t)4 +
199
12
X(t)3 +
9
2
X(t)2 +
1
6
X(t)
)
. (2.168)
– si b = 4
H2(t) =
(1− θ(t))2
t2
(
405
16
X(t)6 +
405
4
X(t)5+ (2.169)
+
315
2
X(t)4 + 118X(t)3 +
2017
48
X(t)2 +
17
3
X(t)
)
. (2.170)
– si b ≥ 5
H2(t) =
1− θ(t)
t2
(
5(b− 1)4X(t)6
16
+ (2.171)
+
5(11b− 17)(b − 1)3X(t)5
48
+ (2.172)
+
(2b− 3)(38b − 65)(b − 1)2X(t)4
48
+ (2.173)
+
(b− 1)(48b3 − 244b2 + 411b − 229)X(t)3
48
+ (2.174)
+
(b− 2)2(13b2 − 44b+ 35)X(t)2
48
+
(b− 2)2(b− 3)2X(t)
48
)
. (2.175)
The´ore`me 2.3.33. La SGE H3 ◦ T (z) des composantes d’exce`s 3 est telle que :
– si b = 2 (pour les graphes)
W3(t) =
1105t11
1152(1 − t)9 +
395t10
72(1 − t)8 +
15131t9
1152(1 − t)7+ (2.176)
+
2399t8
144(1 − t)6 +
8303t7
720(1 − t)5 +
557t6
144(1 − t)4 +
3t5
8(1− t)3 . (2.177)
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– si b = 3
H3(t) =
(1− θ(t))3
t3
(
1105
18
X(t)9 +
4565
12
X(t)8+ (2.178)
+
72793
72
X(t)7 +
35963
24
X(t)6 +
1937021
1440
X(t)5 + (2.179)
+
7397
10
X(t)4 +
42701
180
X(t)3 +
4553
120
X(t)2 +
41
24
X(t)
)
. (2.180)
– si b = 4
H3(t) =
(1− θ(t))3
t3
(
89505
128
X(t)9 +
74925
16
X(t)8+ (2.181)
+
217431
16
X(t)7 +
713511
32
X(t)6 +
14467311
640
X(t)5 + (2.182)
+
580073
40
X(t)4 +
4154279
720
X(t)3 +
59588
45
X(t)2 + (2.183)
+
2641
18
X(t) +
79
18
)
. (2.184)
– si b = 5
H3(t) =
(1− θ(t))2
t3
(
35360
9
X(t)9 +
210280
9
X(t)8+ (2.185)
+
532426
9
X(t)7 + 82729X(t)6 +
8303267
120
X(t)5 + (2.186)
+
12565331
360
X(t)4 +
4851107
480
X(t)3 +
46821
32
X(t)2 + (2.187)
+
291
4
X(t)
)
. (2.188)
– si b ≥ 6
H3(t) =
1− θ(t)
t3
(
1105(b − 1)6X(t)9
1152
+ (2.189)
+
5(1259b − 1922)(b − 1)5X(t)8
1152
+ (2.190)
+
(b− 1)4(15106b2 − 47108b + 36643)X(t)7
1152
+ (2.191)
+
(b− 1)3(9867b3 − 47368b2 + 75592b − 40080)X(t)6
576
+ (2.192)
+
(b− 1)2(75529b4 − 499564b3 + 1234860b2 − 1351152b + 551736)X(t)5
5760
+ (2.193)
+
(b− 1)(33791b5 − 291742b4 + 1002991b3 − 1715000b2 + 1457088b − 491520)X(t)4
5760
+ (2.194)
+
(b− 2)2(2056b4 − 14424b3 + 37353b2 − 42148b + 17404)X3
1440
+ (2.195)
+
(b− 2)2(56b4 − 514b3 + 1753b2 − 2623b + 1444)X(t)2
360
+ (2.196)
+
(b− 2)2(b− 3)2(b− 4)2X(t)
240
)
. (2.197)
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Remarque 2.3.34. Les SGEs Hℓ des composantes lisses d’exce`s ℓ pour b ≥ ℓ + 3 ad-
mettent une meˆme expression fonction de b .
Lemme 2.3.35. Les fjk de la remarque 2.3.21 sont des polynoˆmes de Laurent de degre´
minimum e´gal a` { −(3j + 2k)− 1 si (j, k) = (−1, 1)
−(3j + 2k) si (j, k) 6= (−1, 1) . (2.198)
Preuve. La preuve est imme´diate par la re´currence des fjk du the´ore`me 2.3.24 . ♦
Lemme 2.3.36. Conside´rons les familles de composantes d’exce`s ji et ayant ki sommets
marque´s, −1 ≤ ji ≤ ℓ− 1 et 1 ≤ ki ≤ b, composantes qui se recombinent en composante
b-uniforme d’exce`s ℓ et sans hyperareˆte multiple. Seules les familles ayant exactement
(b−2) hyperarbres enracine´s suffisent a` la de´termination du coefficient du terme de degre´
minimum −3ℓ de fℓ . Et ces familles avec celles ayant exactement (b − 3) hyperarbres
enracine´s suffisent a` la de´termination du coefficient du terme de degre´ (−3ℓ+ 1) de fℓ .
Preuve. Notons par m−1,1 le nombre de hyperarbres d’une famille fixe´e. Alors le degre´
minimum des termes (dans fℓ) lie´es a` la famille conside´re´e est
−
∑
i
(3ji + 2ki)−m−1,1 − 1 = −(3ℓ+ 3) + (b−m−1,1)− 1 , (2.199)
d’apre`s le lemme pre´ce´dent et la de´composition relate´e dans l’expression Jˆ du the´ore`me
2.3.24 . ♦
Ce dernier lemme nous permet d’expliciter les deux premiers coefficients de fℓ a` savoir
celui du terme de degre´ respectivement −3ℓ puis (−3ℓ+1) pour les composantes complexes
(ℓ ≥ 1) . Notre motivation pour mieux inspecter ces coefficients vient de leur importance
dans la litte´rature pour faire de l’e´nume´ration asymptotique comme souligne´ dans [28,
page 42] : le premier coefficient est lie´ a` ce qui est aussi de´nomme´ coefficient de Wright-
Stepanove (voir [4]) ou encore coefficient de Wright-Taka´cs-Louchard et son expression
asymptotique a fait l’objet d’e´tude [6, 7] permettant alors d’obtenir des e´nume´rations de
composantes d’exce`s tendant vers l’infini avec le nombre de sommets [24] .
The´ore`me 2.3.37. La SGE Hℓ des composantes d’exce`s ℓ ≥ 1 est telle que :
Hℓ(t) =
1
tℓ

λℓ(b− 1)2ℓ
3ℓθ(t)3ℓ
− (κℓ − νℓ(b− 2))(b − 1)
2ℓ−1
(3ℓ− 1)θ(t)3ℓ−1 +
⌊ ℓ+1
b−1
+1⌋∑
j=−3ℓ+2
cj(ℓ, b)θ(t)
j

 , (2.200)
avec
λ0 =
1
2
(2.201)
λℓ =
1
2
λℓ−1(3ℓ− 1) + 1
2
ℓ−1∑
p=0
λpλℓ−1−p pour ℓ = 1, 2 . . . (2.202)
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ν1 =
1
3!
+
1
2!
λ0 (2.203)
νℓ = +
1
6
ℓ−2∑
s=0
ℓ−2−s∑
p=0
λsλpλℓ−2−s−p (2.204)
+
1
2
λℓ−1 +
1
2
ℓ−2∑
p=0
(3p + 2)λpλℓ−2−p (2.205)
+
1
6
(3ℓ− 4)(3ℓ− 2)λℓ−2 pour ℓ = 2, 3, . . . , (2.206)
soit µ0 tel que :
µ0 = b− 1 (2.207)
alors
κℓ =
1
2
((3ℓ− 2)µℓ−1 + (3bℓ− b− 2ℓ)λℓ−1) +
ℓ−1∑
p=0
µpλℓ−1−p , (2.208)
ou` µℓ est a` calculer au besoin
µℓ = κℓ − νℓ(b− 2) + λℓ(b− 2
3
) pour ℓ = 1, 2 . . . (2.209)
(Notons que κℓ = κℓ(b)) .
Dans ce chapitre, nous avons obtenu des e´nume´rations explicites des hyperarbres
enracine´s (donc aussi de ceux non enracine´s) , des foreˆts de (k+1) hyperarbres enracine´s
(donc par de´duction des foreˆts d’hyperarbres enracine´s) et des hypercycles. La complexite´
rencontre´e dans les expressions des e´nume´rations explicites nous a mene´ a` expliciter non
pas le nombre meˆme des composantes d’exce`s donne´, mais leur se´rie ge´ne´ratrice via la
notion des composantes lisses, et permettre ainsi de proce´der a` l’e´nume´ration en utilisant
la formule d’inversion de Lagrange. Si la de´termination des SGEs a pu eˆtre automatise´e
graˆce entre autre a` la grande expressivite´ des SGEs pour de´crire des de´compositions
des structures a` e´nume´rer, la complexite´ des expressions explicites nous force a` pre´fe´rer
des e´quivalents asymptotiques. L’e´nume´ration asymptotique est traite´e dans le chapitre
suivant.
Chapitre 3
E´nume´ration asymptotique
Dans ce chapitre, notre but est de fournir un e´quivalent asymptotique du nombre de
composantes d’exce`s ℓ quand la taille, c’est a` dire le nombre de sommets, est grande.
Notre motivation vient, d’une part, de la difficulte´ du calcul du nombre exact pour des
composantes de grande taille, et d’autre part, de la connaissance des SGEs des compo-
santes lisses permettant de faire de l’estimation asymptotique via la formule d’inversion
de Lagrange, la formule inte´grale de Cauchy en analyse complexe et, ici, notamment par
la me´thode du point col pour obtenir nos re´sultats. Les notions relatives a` l’utilisation des
se´ries ge´ne´ratrices pour l’e´nume´ration asymptotique apparaissent dans [26], en particulier
ici les re´sultats asymptotiques sont obtenus via la me´thode du point col - voir [15, 8] pour
plus de pre´cisions sur les me´thodes asymptotiques.
Le plan de ce chapitre est le suivant : nous commenc¸ons par l’e´nume´ration asympto-
tique des hyperarbres enracine´s, puis enchaˆınons avec celle des hypercycles et de´montrons
un encadrement des coefficients [zn]Hℓ ◦ T (z) , ℓ ≥ 1 , pour finalement apre`s e´tablir le
nombre asymptotique des composantes complexes d’exce`s donne´.
3.1 E´nume´ration asymptotique des hyperarbres
Dans cette section, e´tant vue l’importance des hyperarbres enracine´s pour l’e´nume´r-
ation exacte des hypergraphes, nous proce´dons a` l’e´nume´ration asymptotique de ces com-
posantes les plus simples. La me´thode du point col, pour faire de l’e´nume´ration asympto-
tique, est ici illustre´e et valide´e parce que le re´sultat se ve´rifie aussi par une autre preuve :
via la formule de Stirling, connaissant l’expression du nombre des hyperarbres enracine´s
a` un nombre de sommets donne´.
Nous commenc¸ons par un exemple, en fixant la valeur de b = 3 , et de´terminons
le de´veloppement asymptotique des coefficients de la SGE des hyperarbres enracine´s 3-
uniformes.
Proposition 3.1.1. Le nombre des hyperarbres 3-uniformes enracine´s ayant (2s + 1)
sommets est de´termine´ a` partir du coefficient de z2s+1 du de´veloppement de la SGE
T3(z) = z exp
(
T3(z)
2
2
)
. (3.1)
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Ce coefficient admet le de´veloppement asymptotique, quand (s→∞) , suivant
[
z2s+1
]
T3(z) =
es+1/2
2s
√
2πs
(
1− 17
24s
+
481
1152s2
− 96133
414720s3
+ . . .
)
. (3.2)
Preuve.(Via Stirling) Par le corollaire 2.2.4 , le nombre des hyperarbres 3-uniformes en-
racine´s ayant s hyperareˆtes et n = n(s) = 2s + 1 sommets est
n!
2ss!
ns−1 =
n!
2ss!
(2s + 1)s−1 . (3.3)
Le coefficient de z2s+1 de la SGE T3(z) est donc
[
z2s+1
]
T3(z) =
(2s+ 1)s−1
2ss!
. (3.4)
Par l’expansion de Stirling nous obtenons
[
z2s+1
]
T3(z) =
(1 + 12s)
s−1es
2s
√
2πs
1(
1 + 112s +
1
288s2
− 139
51840s3
− . . .) . (3.5)
Comme
(1 +
1
2s
)s−1 = e1/2
(
1− 5
8s
+
139
384s2
− 207
1024s3
+ . . .
)
(3.6)
nous obtenons l’expansion asymptotique du coefficient z2s+1 de T3(z) suivant
[
z2s+1
]
T3(z) =
es+1/2
2s
√
2πs
(
1− 17
24s
+
481
1152s2
− 96133
414720s3
+ . . .
)
. (3.7)
♦
Nous retrouvons une version de cette proposition 3.1.1 via la formule d’inversion de
Lagrange et via la formule inte´grale de Cauchy :
Proposition 3.1.2. Le nombre des hyperarbres 3-uniformes enracine´s ayant (2s + 1)
sommets est de´termine´ a` partir du coefficient de z2s+1 du de´veloppement de la SGE T3(z)
de´finie par l’e´quation (3.1) . Ce coefficient est, pour (s→∞) , tel que
[
z2s+1
]
T3(z) =
exp(s+ 1/2)√
π(2s + 1)3/2
{
1 +O(
1
(2s + 1)1/6
)
}
. (3.8)
Preuve.(Me´thode du point col) Par la de´finition implicite (3.1) de la SGE T3(z) , la formule
d’inversion de Lagrange donne :
[
z2s+1
]
T3(z) =
1
2s+ 1
[
t2s
]
exp
(
(s + 1/2)t2
)
. (3.9)
Dans le second membre de cette e´quation, en extrayant le coefficient de t2s par la formule
inte´grale de Cauchy, nous trouvons
[
z2s+1
]
T3(z) =
1
2iπ(2s + 1)
∮
exp
(
(s+ 1/2)t2
)
t2s+1
d t , (3.10)
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ou` le contour inte´gral encercle l’origine du plan complexe. Ainsi, le coefficient de la SGE
s’e´crit [
z2s+1
]
T3(z) =
1
2iπ(2s + 1)
∮
exp
(
(s + 1/2)(t2 − ln(t2))) d t . (3.11)
Le parame`tre s , qui de´nombre les hyperareˆtes, est destine´ a` tendre vers l’infini. Nous
soupc¸onnons dans l’e´quation pre´ce´dente un contexte dans lequel la me´thode du point col
peut eˆtre applique´e. Notons que la de´rive´e de l’exposant dans l’inte´grande de l’e´quation
s’annule en deux points t = ±1 :
d
d t
(s+ 1/2)(t2 − ln(t2)) = 2(s+ 1/2)(t − 1
t
) . (3.12)
Nous prenons alors comme contour inte´gral le carre´ centre´ en 0 , aux coˆte´s paralle`les
aux axes et de diagonale 2
√
2 . Ce carre´ passe par les points cols t = ±1 . Dans la
figure 3.1 , en repre´sentant quand t prend ses valeurs sur ce contour la valeur de la
partie re´elle de (t2 − ln(t2)) , nous voyons que quand s est grand la contribution, dans
le module de l’inte´grande, des piques aux deux points cols est tre`s accentue´e, alors deux
voisinages limite´s autour de chacun des points cols suffiront pour capturer l’asymptotique
du coefficient recherche´. Notons l’e´quation parame´trique du carre´ γ
1, v, 1**2-v**2-ln(1**2+v**2)
-1, v, 1**2-v**2-ln(1**2+v**2)
u, 1, u**2-1**2-ln(u**2+1**2)
u, -1, u**2-1**2-ln(u**2+1**2)
1, v, -1
-1, v, -1
u, 1, -1
u, -1, -1
-1
-0.5 0 0.5 1 1.5 -1
-0.5
0
0.5
1
1.5
-1
-0.5
0
0.5
1
Fig. 3.1 – La valeur de ℜ(t2 − ln(t2)) sur le contour carre´ choisi.
γ :


γ1 : t = 1 + iv , v ↑∈ [−1, 1]
γ−1 : t = −1 + iv , v ↓∈ [−1, 1]
γi : u+ i , u ↓∈ [−1, 1]
γ−i : u+ i , u ↑∈ [−1, 1] .
(3.13)
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Soit γˆ1 un voisinage de t = 1 du chemin γ1 . Pour avoir l’ordre de grandeur, nous appro-
chons, dans l’inte´grande, l’exposant par
ℜ((s+ 1/2)(t2 − ln(t2))) = ℜ((s+ 1/2)(1 + 2(t− 1)2 +O((t− 1)4))) . (3.14)
Nous conside´rons alors l’inte´grale
I1 =
1
2iπ(2s + 1)
∫
γˆ1
exp
(
(s+ 1/2)(t2 − ln(t2))) d t (3.15)
=
exp(s+ 1/2)
2iπ(2s + 1)
∫
γˆ1
exp
(ℜ((2s + 1)((t − 1)2 +O((t− 1)4)))) d t . (3.16)
En effet, avec le changement de variable{
t = 1 + ir√
2s+1
d t = i√
2s+1
d r ,
(3.17)
nous avons
I1 =
exp(s+ 1/2)
2π(2s + 1)3/2
∫ κs
−κs
exp
(
−r2 +O( r
4
(2s+ 1)
)
)
d r (3.18)
=
exp(s+ 1/2)
2π(2s + 1)3/2
∫ κs
−κs
exp
(−r2) (1 +O( r4
(2s + 1)
))d r (3.19)
=
exp(s+ 1/2)
2π(2s + 1)3/2
{∫ κs
−κs
exp
(−r2) d r + ∫ κs
−κs
exp
(−r2)O( r4
(2s + 1)
)d r
}
.(3.20)
r e´tant une variable re´elle,∫ κs
−κs
exp
(−r2)O( r4
(2s + 1)
)d r =
∫ κs
−κs
O(
r4
(2s + 1)
)d r (3.21)
= O(
κs
5
(2s + 1)
) . (3.22)
Ainsi, sur la portion γˆ1 du chemin γ1 , approcher l’exposant permet d’avoir
I1 =
exp(s + 1/2)
2π(2s + 1)3/2
{∫ κs
−κs
exp
(−r2)d r +O( κs5
(2s + 1)
)
}
. (3.23)
Comme ∫ ∞
κs
exp(−r2)d r ≤
∫ ∞
κs
exp(−κsr)d r (3.24)
≤ 1
κs
∫ ∞
κs2
exp(−r)d r (3.25)
= O(
exp(−κs2)
κs
) , (3.26)
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en prenant κs = (2s+ 1)
1/6 pour de´finir γˆ1 , nous trouvons sur ce chemin
I1 =
exp(s + 1/2)
2π(2s + 1)3/2
{∫ ∞
−∞
exp
(−r2) d r +O( 1
(2s + 1)1/6
)
}
. (3.27)
Nous y reconnaissons l’inte´grale de Gauss et pouvons e´crire que
I1 =
exp(s+ 1/2)
2
√
π(2s + 1)3/2
{
1 +O(
1
(2s+ 1)1/6
)
}
. (3.28)
Des lignes de preuve similaires s’appliquent pour la portion γ−1 du contour. Sur cette
portion, en prenant le voisinage γˆ−1 centre´ sur le point col −1 et de longueur deux fois
κs, qui peut eˆtre pris e´gale a` (2s + 1)
1/3 , l’exposant de l’inte´grande peut eˆtre approche´
et nous obtenons
I−1 =
1
2iπ(2s + 1)
∫
γˆ−1
exp
(
(s+ 1/2)(t2 − ln(t2))) d t (3.29)
=
exp(s+ 1/2)
2π(2s + 1)3/2
{∫ κs
−κs
exp
(−r2) d r +O( κs5
(2s + 1)
)
}
(3.30)
=
exp(s+ 1/2)
2
√
π(2s + 1)3/2
{
1 +O(
1
(2s+ 1)1/6
)
}
. (3.31)
Soit la portion de γ1
γ′1 : t = 1 + iv, v ↑∈ [κs/
√
2s+ 1, 1] . (3.32)
Nous approximons l’exposant de l’inte´grande sur cette portion au point t = 1+iκs/
√
2s+ 1 .∣∣∣∣ 12iπ(2s + 1)
∫
γ′1
exp
(
(s+ 1/2)(t2 − ln(t2))) d t∣∣∣∣ = (3.33)
≤ 1
2π(2s + 1)
∫ 1
κs/
√
2s+1
exp
(
(s+ 1/2)(1 − v2 − ln(1 + v2))) d v = (3.34)
=
exp(s+ 1/2)
2π(2s + 1)
∫ 1
κs/
√
2s+1
exp
(
(s+ 1/2)(−2v2 +O(v4))) d v = (3.35)
=
exp(s+ 1/2)
2π(2s + 1)3/2
∫ √2s+1
κs
exp
(
−r2 +O( r
4
(2s+ 1)
)
)
d r = (3.36)
=
exp(s+ 1/2)
2π(2s + 1)3/2
∫ √2s+1
κs
exp
(−r2) (1 +O( r4
(2s + 1)
))d r = (3.37)
=
exp(s+ 1/2)
2π(2s + 1)3/2
O(
exp(−κs2)
κs
) . (3.38)
L’ordre de grandeur ci-dessus est valide pour κs = (2s + 1)
1/6 et il souligne que, sur la
portion de γ1 , la contribution de l’inte´grale est exponentiellement petite en dehors de γˆ1 .
Soit la portion de γi
γ′i : t = u+ i, u ↓∈ [0, 1] . (3.39)
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Nous approximons l’exposant de l’inte´grande sur cette portion au point t = 1 + i .∣∣∣∣ 12iπ(2s + 1)
∫
γ′i
exp
(
(s+ 1/2)(t2 − ln(t2))) d t∣∣∣∣ = (3.40)
≤ 1
2π(2s + 1)
∫ 0
1
exp
(
(s+ 1/2)(u2 − 1− ln(u2 + 1))) d v = (3.41)
=
exp(−(s+ 1/2) ln(2))
2π(2s + 1)
∫ 0
1
exp
(
(s+ 1/2)(−(1 − u) +O((u− 1)2))) du =(3.42)
=
exp(−(s+ 1/2) ln(2))
2π(2s + 1)
∫ 0
1
exp
(
(s+ 1/2)(−r +O(r2))) d r = (3.43)
=
exp(−(s+ 1/2) ln(2))
π(2s + 1)2
∫ 0
s+1/2
exp
(
−r +O( r
2
(s+ 1/2)
)
)
d r = (3.44)
=
exp(−(s+ 1/2) ln(2))
π(2s + 1)2
∫ 0
s+1/2
exp(−r)(1 +O( r
2
(s + 1/2)
))d r = (3.45)
= O(exp(−(s+ 1/2) ln(2))) . (3.46)
Ainsi, sur les portions γi ∪ γ−i du contour γ , la contribution a` l’asymptotique est expo-
nentiellement petite :
1
2iπ(2s + 1)
∫
γi∪γ−i
exp
(
(s+ 1/2)(t2 − ln(t2))) d t = O( 1
2s+1/2
) . (3.47)
De meˆme, sur les portions (γ1\γˆ1) ∪ (γ−1\γˆ−1) du contour γ , la contribution a` l’asymp-
totique est exponentiellement petite par rapport a` celle des portions limite´es γˆ1 ∪ γˆ−1 :
1
2iπ(2s + 1)
∫
(γ1\γˆ1)∪(γ−1\γˆ−1)
exp
(
(s + 1/2)(t2 − ln(t2))) d t = (3.48)
=
exp(s+ 1/2)
(2s+ 1)2/3
O(
exp(−(2s + 1)2/6)
(2s+ 1)1/6
) . (3.49)
Ces deux ordres de grandeur e´tant exponentiellement petits par rapport a` la contribution
de l’inte´grale sur les portions γˆ1 ∪ γˆ−1 , l’inte´grale sur le contour γ vaut
[
z2s+1
]
T3(z) =
exp(s+ 1/2)√
π(2s + 1)3/2
{
1 +O(
1
(2s + 1)1/6
)
}
. (3.50)
♦
La me´thode du point col, pour la de´monstration de cette proposition, permet aussi d’avoir
un de´veloppement asymptotique complet du coefficient
[
z2s+1
]
T3(z) . Notons que dans
les deux propositions, le terme principal est identique mais l’e´chelle asymptotique est
diffe´rente : par l’expansion de Stirling, l’e´chelle est plus pre´cise car c’est en 1/s , et par
la me´thode du point col, l’e´chelle est, a` priori, en 1/s1/6 .
La proposition 3.1.2 est un cas particulier du the´ore`me suivant :
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The´ore`me 3.1.3. Le nombre des hyperarbres (b-uniformes) enracine´s ayant (s(b−1)+1)
sommets est de´termine´ a` partir du coefficient de zs(b−1)+1 du de´veloppement de la SGE
T (z) = z exp
(
T (z)b−1
(b− 1)!
)
. (3.51)
Ce coefficient est, pour (s→∞) , tel que
[
zs(b−1)+1
]
T (z) =
exp
(
n
b−1
)
n[(b− 2)!]s√2sπ
{
1 +O(
1
s1/6
)
}
, (3.52)
avec n = n(s) = s(b− 1) + 1 .
Preuve. La de´finition implicite (3.51) donne, par la formule d’inversion de Lagrange avec
la formule inte´grale de Cauchy, une expression inte´grale du coefficient
[
zs(b+1)+1
]
de la
SGE T (z) :
[zn]T (z) =
1
2iπn
∮
exp
(
n
b− 1
tb−1
(b− 2)! − s ln(t
b−1)
)
d t
t
, (3.53)
avec n = n(s) = s(b− 1) + 1 et avec un contour qui encercle l’origine du plan complexe.
Cette formulation inte´grale se simplifie en adoptant la notation τ(t) que nous rappelons
ci-apre`s
τ(t) =
tb−1
(b− 2)! . (3.54)
En effet, nous obtenons l’expression suivante du coefficient
[zn]T (z) = (3.55)
=
1
2iπn[(b− 2)!]s
∮
exp
(
τ(t)
b− 1
)
exp (s(τ(t)− ln(τ(t)))) d t
t
(3.56)
=
1
2iπn[(b− 2)!]s(b− 1)
∮
exp
(
τ(t)
b− 1
)
exp (s(τ(t)− ln(τ(t)))) d τ(t)
τ(t)
. (3.57)
Comme la de´rive´e logarithmique de la fonction τ est
d τ
τ
= (b− 1)d t
t
, (3.58)
τ de´finit un changement de variable, et pour garder un contour simple, il faut multiplier
par (b− 1) :
[zn]T (z) =
1
2iπn[(b − 2)!]s
∮
exp
(
τ
b− 1
)
exp (s(τ − ln(τ))) d τ
τ
, (3.59)
soit, en gardant la notation t a` la place de τ ,
[zn]T (z) =
1
2iπn[(b− 2)!]s
∮
exp
(
t
b− 1
)
exp (s(t− ln(t))) d t
t
. (3.60)
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Le parame`tre s dans l’exposant, nous indique que le point col a` conside´rer est t = 1,
soit la solution de l’e´quation
d
d t
(t− ln(t)) = 1− 1
t
= 0 . (3.61)
Pour le choix du contour d’inte´gration passant par ce point col t = 1 , nous prenons un
demi cercle “gauche” γ :
γ :
{
γ1 : t = 1 + iv , v ↑∈ [−2, 2]
γ0 : t = 1 + 2 exp(iα) , α ↑∈ [π/2, 3π/2] . (3.62)
1, v, 1-ln(1**2+v**2)/2
1+2*cos(u), 2*sin(u), 1+2*cos(u)-ln((1+2*cos(u))**2+(2*sin(u))**2)/2
-1 -0.5 0 0.5 1 1.5-2-1.5-1-0.500.51
1.522.5
-1
-0.8
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
0.8
1
Fig. 3.2 – La valeur de ℜ(t− ln(t)) sur le contour (demi cercle gauche) γ .
Dans la figure 3.2 , nous voyons que la contribution , pour le coefficient recherche´ de
la SGE, dans le module de l’inte´grande sera tre`s accentue´e au point col pour (s→∞) .
Notons κs tel que :
γˆ1 : t = 1 + iv, v ↑∈ [−κs, κs] . (3.63)
La contribution, au coefficient, de l’inte´grale sur cette portion de chemin de γ est
I1 = (3.64)
=
1
2iπn[(b− 2)!]s
∫
γˆ1
exp
(
t
b− 1
)
exp (s(t− ln(t))) d t
t
= (3.65)
=
exp(s+ 1/(b− 1))
2iπn[(b − 2)!]s
∫
γˆ1
exp
(
s((t− 1)2/2 +O((t− 1)4))) d t , (3.66)
soit, avec le changement de variable{
t = 1 + ir
√
2√
s
d t = i
√
2√
s
d r ,
(3.67)
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I1 =
exp(s+ 1/(b− 1))
πn[(b− 2)!]s√2s
∫ κs
−κs
exp
(
−r2 +O(r
4
s
)
)
d r (3.68)
=
exp(s+ 1/(b− 1))
πn[(b− 2)!]s√2s
∫ κs
−κs
exp(−r2)(1 +O(r
4
s
))d r (3.69)
=
exp(s+ 1/(b− 1))
πn[(b− 2)!]s√2s
{∫ κs
−κs
exp(−r2)d r +
∫ κs
−κs
O(
r4
s
)d r
}
. (3.70)
Ainsi, sur la portion γˆ1 , approcher l’exposant donne l’ordre de grandeur de l’inte´grale :
I1 =
exp(s+ 1/(b− 1))
πn[(b− 2)!]s√2s
{∫ κs
−κs
exp(−r2)d r +O(κ
5
s
s
)
}
. (3.71)
En prenant κs = s
1/6 et en comple´tant le domaine d’inte´gration, pour obtenir la droite
re´elle dans l’inte´grale et aboutir ainsi a` l’inte´grale de Gauss, il s’ensuit la contribution de
l’inte´grale restreinte a` la portion γˆ1 :
I1 =
exp(s+ 1/(b− 1))
n[(b− 2)!]s√2sπ
{
1 +O(
1
s1/6
)
}
. (3.72)
Pour avoir le re´sultat, il faut encore ne´gliger la contribution de l’inte´grale sur le restant
du contour de´fini en (3.62) , a` savoir γ1\γˆ1 puis γ0 .
1. Sur la portion γ1\γˆ1 du contour, la contribution au coefficient est
I ′1 = (3.73)
=
1
2iπn[(b− 2)!]s
∫
γ1\γˆ1
exp
(
t
b− 1
)
exp (s(t− ln(t))) d t
t
= (3.74)
= 2
exp(s + 1/(b − 1))
πn[(b− 2)!]s√2s
∫ √2s
κs
exp(−r2)(1 +O(r
4
s
))d r = (3.75)
=
exp(s+ 1/(b− 1))
n[(b− 2)!]s√2s O(
exp(−κ2s)
κs
) . (3.76)
2. Sur la portion γ0 , conside´rons le chemin
γ′0 : t = 1 + 2 exp(iα) , α ↑∈ [π/2, π] , (3.77)
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la contribution sur ce chemin au coefficient est
I0 = (3.78)
=
1
2iπn[(b− 2)!]s
∫
γ′0
exp
(
t
b− 1
)
exp (s(t− ln(t))) d t
t
= (3.79)
= O(
exp(1/(b − 1))
2πn[(b− 2)!]s
∫
γ′0
exp (s(t− ln(t))) d t) = (3.80)
= O(
e1/(b−1)
πn[(b− 2)!]s (3.81)∫ π
π/2
es(1+2 cos(α)−ln((1+cos(α))
2+4 sin(α)2)/2)dα) = (3.82)
= O(
es−s ln(
√
5)+1/(b−1)
πn[(b− 2)!]s
∫ π
π/2
e−
8s
5
(α−π
2
)dα) = (3.83)
= O(
es−s ln(
√
5)+1/(b−1)
πn[(b− 2)!]s ) = (3.84)
= O(
es+1/(b−1)
πn[(b− 2)!]s5s/2 ) . (3.85)
Nous trouvons le meˆme ordre de grandeur sur la portion γ0\γ′0 :
Iˆ0 = (3.86)
=
1
2iπn[(b− 2)!]s
∫
γ′0\γ′0
exp
(
t
b− 1
)
exp (s(t− ln(t))) d t
t
= (3.87)
= O(
es−s ln(
√
5)+1/(b−1)
πn[(b− 2)!]s
∫ 3π/2
π
e
8s
5
(α− 3π
2
)dα) = (3.88)
= O(
es+1/(b−1)
πn[(b− 2)!]s5s/2 ) . (3.89)
Ainsi, la contribution au coefficient de la portion γ1\γˆ1 avec celle de la portion γ0 sont
exponentiellement petites par rapport a` celle de la seule portion γˆ1 du contour γ . Nous
de´duisons, l’ordre de grandeur I1 du coefficient de la SGE :
[
zs(b−1)+1
]
T (z) =
exp
(
n
b−1
)
n[(b− 2)!]s√2sπ
{
1 +O(
1
s1/6
)
}
. (3.90)
♦
Par de´finition d’une SGE A(z) e´nume´rant des structures A e´tiquete´es, le nombre de ces
structures de taille n est n! fois le coefficient [zn]A(z) . Ainsi, connaissant l’e´quivalent
asymptotique du factoriel par la formule de Stirling, n! ∼ nne−n√2πn , et connaissant
un e´quivalent asymptotique du coefficient [zn]T (z) par le the´ore`me 3.1.3 pre´ce´dent, il se
de´duit le nombre asymptotique des hyperarbres enracine´s donc de celui des hyperarbres
non enracine´s (conse´quence directe de la proposition) .
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The´ore`me 3.1.4. Le nombre d’hyperarbres enracine´s ayant s hyperareˆtes et n = n(s) =
s(b− 1) + 1 sommets, pour (s→∞), est :
n! [zn]T (z) ∼
√
b− 1ss(b−1)
exp ((b− 2)(s + 1/(b− 1)))
[
(b− 1)b−1
(b− 2)!
]s
. (3.91)
Preuve. Pour prouver ce the´ore`me il suffit de remarquer que
n! ∼ nn exp(−n)
√
2πn , (3.92)
et que
[zn]T (z) ∼
exp
(
n
b−1
)
n[(b− 2)!]s√2sπ . (3.93)
donc
n! [zn]T (z) ∼ n
n−1√n/s
[(b− 2)!]s exp
(
n− nb−1
) . (3.94)
Et l’expression (3.91) s’ensuit. ♦
Le nombre des hyperarbres non enracine´s ayant n sommets diffe`re d’un facteur n en moins
que celui des hyperarbres enracine´s ayant le meˆme nombre de sommets, il devient clair
que
The´ore`me 3.1.5. Le nombre d’hyperarbres ayant s hyperareˆtes et n = n(s) = s(b−1)+1
sommets, asymptotiquement quand (s→∞) , est :
n! [zn]H−1 ◦ T (z) ∼ 1√
b− 1
ss(b−1)−1
exp ((b− 2)(s + 1/(b− 1)))
[
(b− 1)b−1
(b− 2)!
]s
. (3.95)
Ainsi, le nombre asymptotique des hyperarbres non enracine´s est de´termine´ indirecte-
ment par la me´thode du point col car nous avons applique´ cette me´thode pour de´terminer
l’asymptotique du coefficient [zn]T (z) de la SGE relative aux hyperarbres enracine´s. Le
point de de´part de l’estimation asymptotique e´tant l’application de la formule d’inversion
de Lagrange a` la SGE pouvant eˆtre exprime´e en fonction de T (z) , pour avoir une expres-
sion inte´grale du coefficient a` estimer. Ayant a` disposition la SGE des hypercycles lisses,
l’estimation asymptotique du nombre des hypercycles est aussi accessible et elle est faite
dans la section suivante.
3.2 E´nume´ration asymptotique des hypercycles
Dans cette section, pour e´nume´rer asymptotiquement les hypercycles, nous estimons
le n-ie`me coefficient de la SGE H0 ◦ T (z) que nous avons de´termine´e dans le chapitre
pre´ce´dent (voir (2.15) ) et qui est rappele´e ci-apre`s
H0(t) = − ln
(√
1− t
b−1
(b− 2)!
)
− t
b−1
2(b− 2)! . (3.96)
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Disposant de la formule d’inversion de Lagrange et de la formule inte´grale de Cauchy, par
la me´thode du point col, nous de´terminons un e´quivalent asymptotique du coefficient de
la SGE H0 ◦ T (z) .
Nous re´sumons la me´thode du point col, illustre´e par des preuves de la section
pre´ce´dente, comme suit :
1. Fixer un contour passant par le point col (susceptible de convenir a` la me´thode).
2. E´tablir le terme principal de l’asymptotique dans un voisinage, a` pre´ciser, du point
col du contour.
3. Ne´gliger la contribution de l’inte´grale sur le chemin restant du contour, c’est a` dire
excluant la portion du voisinage de´fini plus haut.
4. Conclure.
Par une variante de cette me´thode, en autorisant que le contour ne passe pas exacte-
ment sur le point col mais dans un voisinage proche, nous trouvons :
Proposition 3.2.1. Le nombre des hypercycles ayant s(b− 1) sommets est de´termine´ a`
partir du coefficient de zs(b−1) du de´veloppement de la SGE H0 ◦ T (z) avec
H0(t) = − ln
(√
1− t
b−1
(b− 2)!
)
− t
b−1
2(b− 2)! . (3.97)
Ce coefficient est, pour (s→∞) , tel que
[zn]H0 ◦ T (z) = (b− 1) exp(s)
4n[(b− 2)!]s {1 +O(1/s)} , (3.98)
avec n = n(s) = s(b− 1) .
Preuve. La SGE H0 (3.97) des hypercycles lisses permet, graˆce a` la formule d’inversion
de Lagrange, d’exprimer le n-ie`me (n = n(s) = s(b − 1)) coefficient [zn]H0 ◦ T (z) sous
forme d’une inte´grale :
[zn]H0 ◦ T (z) = b− 1
4iπn
∮
τ(t)
1− τ(t) exp
(
n
τ(t)
b− 1 − n ln(t)
)
d t
t
(3.99)
avec un contour inte´gral qui encercle, dans le sens direct, l’origine du plan complexe et
τ(t) = tb−1/(b− 2)! . En effet, la de´rive´e de la SGE H0 est
d
d t
H0(t) =
τ(t)
2t(1− τ(t)) . (3.100)
Nous trouvons alors
[zn]H0 ◦ T (z) = (3.101)
=
1
4iπn
∮
τ(t)
1− τ(t) exp
(
nτ(t)
b− 1 −
n ln(τ(t)(b − 2)!)
b− 1
)
d τ(t)
τ(t)
= (3.102)
=
b− 1
4iπn[(b− 2)!]s
∮
t
1− t exp(s(t− ln(t)))
d t
t
= (3.103)
=
b− 1
4iπn[(b− 2)!]s
∮
1
1− t exp(s(t− ln(t)))d t . (3.104)
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Sous cette forme inte´grale, nous observons que l’inte´grande pre´sente un point col qui est
de´termine´ par la racine de la de´rive´e de l’exposant et un point singulier de´termine´ par la
racine de (1− t) . Soit t = 1 est a` la fois un point col et un point singulier. Pour appliquer
la me´thode du point col, nous adoptons la formulation inte´grale suivante du coefficient :
[zn]H0 ◦ T (z) = b− 1
4iπn[(b− 2)!]s
∮
exp
(
s(t− ln(t)− ln(1− t)
s
)
)
d t . (3.105)
Notons par hs le facteur du parame`tre s dans l’exposant de l’inte´grale pre´ce´dente :
hs(t) = t− ln(t)− ln(1− t)
s
. (3.106)
Pour identifier d’e´ventuel point col, il faut trouver la racine de hs
′(t) = 0 . La de´rive´e hs′
e´tant :
hs
′(t) = 1− 1
t
+
1
s(1− t) , (3.107)
nous identifions le point col, de module strictement infe´rieur a` 1 pour (s→∞) ,
ts = 1−
√
4s+ 1− 1
2s
. (3.108)
Nous faisons alors le choix d’un contour γ, similaire a` celui de la preuve du the´ore`me
3.1.3 , mais contournant le point col ts :
γ :


γ1 : t = ts + exp(iα)/2 , ↓∈ [π/2, 3π/2]
γ2 : t = ts + iv , v ↑∈ [−3,−1/2] ∪ [1/2, 3]
γ0 : t = ts + 3exp(iα) , α ↑∈ [π/2, 3π/2] .
(3.109)
Nous voyons, sur l’exemple de la figure 3.3 , que le module de l’inte´grande capturera
l’essentiel de l’asymptotique pour le parame`tre (s → ∞) . Nous qualifions la me´thode
comme me´thode du point col dans la mesure ou` l’inte´gration sur le contour γ1 est e´gale
a` l’inte´gration sur le segment t ↑∈ [ts − i/2, ts + i/2] .
Le contour γ d’inte´gration (3.109) e´tant fixe´, il nous faut de´terminer le terme principal
de l’asymptotique du coefficient porte´ par la portion γ1 du contour autour du point col
ts . Notons I1 la valeur de l’inte´grale sur la portion γ1 , c’est a` dire
I1 =
b− 1
4iπn[(b− 2)!]s
∫
γ1
1
1− t
exp(st)
ts
d t , (3.110)
soit, avec le changement de variable


t 7→ 1 + ts
d t 7→ d ts
γ1 7→ γ¯1 : t = sts − s+ seiα/2 , α ↓∈ [π/2, 3π/2] ,
(3.111)
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Fig. 3.3 – La valeur de ℜ(t− ln(t)− ln(1− t)/s) sur le contour γ pour s = 8 .
I1 = − (b− 1) exp(s)
4iπn[(b− 2)!]s
∫
γ¯1
exp(O(t2/s))
d t
t
(3.112)
= − (b− 1) exp(s)
4iπn[(b− 2)!]s
∫
γ¯1
d t
t
(1 +O(t2/s)) (3.113)
=
(b− 1) exp(s)
4n[(b− 2)!]s {1 +O(1/s)} . (3.114)
Ainsi, la contribution de l’inte´grale sur γ1 est
I1 =
(b− 1) exp(s)
4n[(b− 2)!]s {1 +O(1/s)} . (3.115)
Il nous reste a` ne´gliger la contribution de l’inte´grale sur le contour restant, a` savoir sur
γ2 et sur γ0 . Notons I2 l’inte´grale sur la portion γ2 , alors
I2 = (3.116)
=
b− 1
4iπn[(b− 2)!]s
∫
γ2
exp(shs(t))d t = (3.117)
=
(b− 1) exp(s)
4iπn[(b− 2)!]s
∫
γ2
exp (shs(t)− s) d t . (3.118)
Rappelons l’e´quation parame´trique de la portion γ2 du contour (3.109) :
γ2 : t = ts + iv , v ↑∈ [−3,−1/2] ∪ [1/2, 3] . (3.119)
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Sur γ2 , la partie re´elle ℜ(hs(t) − 1) , pour (s → ∞) , exprime´e avec le parame`tre v de
l’e´quation pre´ce´dente, est telle que : d’un cote´, si v ∈ [−3,−1/2] ,
ℜ(hs(t)− 1) . ln(8)
5
(v + 3)− ln(
√
10) (3.120)
et d’un autre cote´, si v ∈ [1/2, 3] ,
ℜ(hs(t)− 1) . − ln(8)
5
(v − 3)− ln(
√
10) . (3.121)
La valeur de l’inte´grande I2 est donc telle que
I2 = (3.122)
= O(
(b− 1) exp(s)
4πn[(b− 2)!]s10s/2
∫ −1/2
−3
es ln(8)(v+3)/5d v) + (3.123)
+O(
(b− 1) exp(s)
4πn[(b− 2)!]s10s/2
∫ 3
−1/2
e−s ln(8)(v−3)/5d v) = (3.124)
= O(
(b− 1) exp(s)
4πn[(b− 2)!]s10s/2 ) . (3.125)
Ainsi, la contribution au coefficient de l’inte´grale sur la portion γ2 du contour γ est
exponentiellement plus petite que celle I1 sur la portion γˆ1 .
Nous trouvons aussi que la contribution de l’inte´grale sur la portion γ0 , de´finie en
(3.109) , est exponentiellement plus petite que I1 . Pour le montrer, notons I0 cette contri-
bution :
I0 = (3.126)
=
b− 1
4iπn[(b− 2)!]s
∫
γ0
exp (shs(t)) d t = (3.127)
=
(b− 1) exp(s)
4iπn[(b− 2)!]s
∫
γ0
exp (shs(t)− s) d t . (3.128)
Rappelons l’e´quation parame´trique du demi cercle γ0
γ0 : t = ts + 3exp(iα) , α ↑∈ [π/2, 3π/2] . (3.129)
Avec cette notation, en prenant α comme variable, la partie re´elle du facteur de s de
l’exposant (hs(t)− 1) est telle que :
– Dans un voisinage de t = ts + 3i , soit encore dans un voisinage de α = π/2 ,
ℜ(hs(t)− 1) = − ln(
√
10)− 27
10
(α− π
2
) +O((α− π
2
)2) . (3.130)
– Et dans un voisinage de t = ts − 3i , soit encore dans un voisinage de α = 3π/2 ,
ℜ(hs(t)− 1) = − ln(
√
10) +
27
10
(α− 3π
2
) +O((α− 3π
2
)2) . (3.131)
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Ainsi, l’inte´grale I0 est telle que
I0 = (3.132)
= O(
(b− 1) exp(s)
4πn[(b− 2)!]s10s/2 (3.133){∫ π
π/2
e−
27s
10
(α−π
2
)dα+
∫ 3π/2
π
e
27s
10
(α− 3π
2
)dα
}
) = (3.134)
= O(
(b− 1) exp(s)
4πn[(b− 2)!]s10s/2 ) . (3.135)
I0 est donc aussi exponentiellement petit par rapport a` I1 . Nous concluons alors que I1
est l’ordre de grandeur du coefficient de la SGE et
[zn]H0 ◦ T (z) = (b− 1) exp(s)
4n[(b− 2)!]s
{
1 +O(
1
s
)
}
. (3.136)
♦
Notons que ce re´sultat est valide dans le cas des graphes en prenant simplement b = 2 et
ainsi obtenir l’asymptotique du coefficient de la SGE W0 ◦ T (z) des unicycles.
Comme nous avons vu pour les hyperarbres enracine´s, le nombre asymptotique des
hypercycles se de´duit aussi de l’asymptotique du coefficient de sa SGE H0 ◦ T (z) , donne´
par la proposition 3.2.1 , graˆce a` la formule de Stirling :
The´ore`me 3.2.2. Le nombre d’hypercycles ayant s hyperareˆtes et n = n(s) = s(b − 1)
sommets, pour (s→∞), est :
n! [zn]H0 ◦ T (z) ∼
√
2π(b− 1)
4
ss(b−1)−1/2
exp(s(b− 2))
[
(b− 1)b−1
(b− 2)!
]s
. (3.137)
Ainsi, nous avons une fois de plus la confirmation que l’analyse complexe, la me´thode
du point col pour inspirer la recherche d’un contour d’inte´gration, convient pour faire de
l’e´nume´ration asymptotique : par cette me´thode a e´te´ e´tabli, the´ore`me 3.1.3, le nombre
asymptotique des hyperarbres et , the´ore`me 3.2.2 , le nombre asymptotique des hyper-
cycles quand la taille des structures est grande. Ces e´nume´rations asymptotiques ont pu
eˆtre faites parce que nous disposons des SGEs des structures lisses correspondantes. La
me´thode du point col, a` priori, permettra aussi de trouver un contour aboutissant a` un
re´sultat d’e´nume´ration asymptotique des composantes complexes d’exce`s ℓ ≥ 1 donne´,
sachant que nous disposons d’un moyen “pratique” (un programme) pour de´terminer l’ex-
pression de la SGEHℓ des structures lisses correspondantes. Dans la section suivante, nous
proce´dons a` l’e´nume´ration asymptotique des composantes complexes selon leur exce`s.
3.3 E´nume´ration asymptotique des composantes complexes
Les preuves vues jusqu’ici pour avoir l’asymptotique des hyperarbres et des hyper-
cycles ne´cessitent la connaissance des SGEs des composantes lisses correspondant. Un
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sche´ma de preuve similaire permet aussi d’obtenir des re´sultats d’e´nume´ration asymp-
totique des composantes complexes, une des difficulte´s ici e´tant d’e´noncer un re´sultat
ge´ne´rique pour tout exce`s.
Dans cette section, nous commenc¸ons par ge´ne´raliser un re´sultat d’encadrement des
coefficients des SGEs Wℓ ◦ T (z) (cas des graphes) obtenu par Wright E.M dans [22]
aux hypergraphes puis nous e´nonc¸ons un lemme pour l’asymptotique des coefficients de
la SGE des se´quences de m chaˆınes, et enfin nous e´nonc¸ons le re´sultat d’e´nume´ration
asymptotique.
3.3.1 Encadrement des coefficients de la SGE des composantes com-
plexes
Dans cette sous-section, nous tirons profit de la possibilite´, par le the´ore`me 2.3.37
vu dans le chapitre 2, de de´terminer les premiers coefficients de la SGE, sous la forme
(2.120), des composantes complexes d’exce`s donne´. Bien que dans ce chapitre, un langage
analytique domine a` des fins d’e´nume´ration asymptotique, dans cette sous-section en
particulier, nous retrouvons un raisonnement plus combinatoire (lecture bijective de SGE)
comme dans le chapitre pre´ce´dent. Nous soulignons en particulier, l’inte´reˆt de la lecture
combinatoire (voir la preuve du the´ore`me 2.3.2 ) de la formule d’inversion de Lagrange
comme illustration cle´ pour avoir l’encadrement des coefficients.
Pour les notations de l’e´nonce´ du the´ore`me qui suit, reprenons ici les notations utilise´es
pour les de´clinaisons des formes des SGEs Hℓ :
Hℓ(t) = (3.138)
=
(1− θ(t))rℓ
tℓ
3ℓ∑
p=0
Aℓ,p
(
1− θ(t)
θ(t)
)p
= (3.139)
=
1
tℓ
rℓ∑
j=−3ℓ
cj(ℓ, b)θ(t)
j = (3.140)
=
fℓ ◦ θ(t)
tℓ
, (3.141)
avec rℓ = ⌊(ℓ+ 1)/(b− 1) + 1⌋ et θ(t) = 1− tb−1/(b− 2)! .
Dans le the´ore`me suivant, nous e´nonc¸ons l’encadrement des coefficients de la SGE
Hℓ ◦ T (z) des composantes complexes d’exce`s ℓ ≥ 1 .
The´ore`me 3.3.1. Le nombre n! [zn]Hℓ ◦T (z) de composantes complexes d’exce`s ℓ ayant
n sommets admet l’encadrement suivant :
La majoration
n! [zn]Hℓ ◦ T (z) ≤ (n− 1)!
[
tn+ℓ
]{3ℓ(b− 1)Aℓ,3ℓ
θ(t)3ℓ+1
Φ(t)n
}
(3.142)
et la minoration
(n − 1)!
[
tn+ℓ
]{( Bℓ
θ(t)3ℓ+1
− Cℓ
θ(t)3ℓ
)
Φ(t)n
}
≤ n! [zn]Hℓ ◦ T (z) , (3.143)
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ou`
Bℓ = 3ℓ(b− 1)Aℓ,3ℓ , (3.144)
Cℓ = (9ℓ
2 + ℓ)Aℓ,3ℓ + (b− 1)(3ℓ − 1)(rℓAℓ,3ℓ −Aℓ,3ℓ−1) , (3.145)
et
Φ(t) = exp
(
tb−1
(b− 1)!
)
. (3.146)
En fait, Bℓ et −Cℓ de´signent respectivement les coefficients de x−3ℓ−1 et de x−3ℓ dans
− (b− 1)(1 − x)fℓ′(x)− ℓfℓ(x) , (3.147)
fℓ(x) = (1− x)rℓ
3ℓ∑
p=0
Aℓ,p
(
1− x
x
)p
. (3.148)
Preuve. Le nombre des composantes d’exce`s ℓ ≥ 1 ayant n sommets est de´termine´ graˆce
a` la formule d’inversion de Lagrange :
n! [zn]Hℓ ◦ T (z) = (3.149)
= (n− 1)! [tn−1](Φ(t)n d
d t
fℓ ◦ θ(t)
tℓ
)
= (3.150)
= (n− 1)! [tn−1](Φ(t)n
tℓ+1
(−(b− 1)(1− θ(t))fℓ′ ◦ θ(t)− ℓfℓ ◦ θ(t))
)
= (3.151)
= (n− 1)!
[
tn+ℓ
] (
Φ(t)n(−(b− 1)(1 − θ(t))fℓ′ ◦ θ(t)− ℓfℓ ◦ θ(t))
)
. (3.152)
Notons pour ℓ ≥ 1 ,
Rℓ(x) = −(b− 1)(1 − x)fℓ′(x)− ℓfℓ(x) (3.153)
alors Rℓ est un polynoˆme de Laurent de degre´ minimum (−3ℓ − 1) , de degre´ maximum
borne´ par rℓ = ⌊(ℓ+1)/(b−1)+1⌋ , et a` coefficients rationnels. Le nombre de composantes
ci-dessus s’e´crit :
n! [zn]Hℓ ◦ T (z) = (n − 1)!
[
tn+ℓ
]
(Rℓ ◦ θ(t)Φ(t)n) . (3.154)
Il s’ensuit que les coefficients de la SGE Rℓ ◦ θ(t) sont tous positifs ou nuls, ce que nous
notons pour une se´rie en la variable t comme suit :
Rℓ ◦ θ(t) t 0 . (3.155)
En effet, la multiplication par Φ(t)n qui apparaˆıt dans le second membre de (3.154) sou-
ligne la de´composition des structures a` e´nume´rer, comme dans la preuve de la formule
d’inversion de Lagrange (the´ore`me 2.3.2 ) : sur les structures lisses sont greffe´s des hy-
perarbres enracine´s. Ainsi, Rℓ ◦ θ(t) est une SGE e´nume´rant des structures lisses Rℓ .
Connaissant les caracte´ristiques du polynoˆme de Laurent Rℓ , nous sommes assure´s de
l’existence d’un nombre a3ℓ+1 tel que
a3ℓ+1
θ(t)3ℓ+1
−Rℓ ◦ θ(t) t 0 . (3.156)
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En effet, il existe un entier N tel que les SGEs
{θ(t)−3ℓ−1, θ(t)−3ℓ, . . . , θ(t)−1, (1 − θ(t)), . . . , (1 − θ(t))N} (3.157)
forment une e´chelle de de´composition de Rℓ◦θ(t) t 0 . Combinatoirement, cette e´quation
(3.156) dit que a3ℓ+1θ(t)
−3ℓ−1 compte des structures lisses combinatoires beaucoup plus
nombreuses a` un nombre de sommets donne´ que Rℓ . Prenons a3ℓ+1 le plus petit nombre
ve´rifiant cette proprie´te´ (3.156) , formellement
a3ℓ+1 = min{a ∈ IR , a
θ(t)3ℓ+1
−Rℓ ◦ θ(t) t 0} . (3.158)
L’e´quation (3.156) souligne alors l’existence de structures combinatoires lisses (a` une
ponde´ration multiplicative pre`s) R1ℓ e´nume´re´es par la SGE R1ℓ ◦ θ(t) de´finie par son
premier membre :
R1ℓ (x) =
a3ℓ+1
x3ℓ+1
−Rℓ(x) . (3.159)
Comme a3ℓ+1 est choisi comme e´tant le plus petit, nous sommes assure´s de trouver un
nombre a3ℓ tel que
Rℓ ◦ θ(t)−
(
a3ℓ+1
θ(t)3ℓ+1
− a3ℓ
θ(t)3ℓ
)
t 0 , (3.160)
soit
a3ℓ
θ(t)3ℓ
−R1ℓ ◦ θ(t) t 0 . (3.161)
Prenons ici aussi dans (3.160) a3ℓ comme e´tant le plus petit :
a3ℓ = min{a ∈ IR , a
θ(t)3ℓ
−R1ℓ ◦ θ(t) t 0} . (3.162)
Le proce´de´ se re´ite`re et avec un plus petit nombre a3ℓ−1 donne(
a3ℓ+1
θ(t)3ℓ+1
− a3ℓ
θ(t)3ℓ
+
a3ℓ−1
θ(t)3ℓ−1
)
−Rℓ ◦ θ(t) t 0 , (3.163)
soit
a3ℓ−1
θ(t)3ℓ−1
−R2ℓ ◦ θ(t) t 0 , (3.164)
avec
R2ℓ (x) = Rℓ(x)−
(a3ℓ+1
x3ℓ+1
− a3ℓ
x3ℓ
)
. (3.165)
Le proce´de´ se re´ite`re et s’arreˆte apre`s avoir de´termine´ a1 ou bien quand on obtient des
structures Rj0ℓ e´nume´re´es par la SGE Rj0ℓ ◦θ(t) , Rj0ℓ e´tant un polynoˆme. Ainsi, a` un signe
pre`s, Rj0ℓ (x) vaut
Rℓ(x)−
(a3ℓ+1
x3ℓ+1
− a3ℓ
x3ℓ
+ . . .+ (−1)j0−3ℓ+1 aj0
xj0
)
. (3.166)
En y faisant une identification des aj avec les coefficients du polynoˆme de Laurent Rℓ ,
nous obtenons en particulier les deux ine´galite´s du the´ore`me de´finissant l’encadrement
comme conse´quence imme´diate de la proprie´te´ de positivite´ impose´e a` la de´finition des
aj (qui par cette identification sont rationnels) :
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– la majoration est, par (3.160) ,
n! [zn]Hℓ ◦ T (z) = (3.167)
= (n− 1)!
[
tn+ℓ
]
(Rℓ ◦ θ(t)Φ(t)n) ≤ (3.168)
≤ (n− 1)!
[
tn+ℓ
]
(
a3ℓ+1
θ(t)3ℓ+1
Φ(t)n) (3.169)
– et la minoration est, par (3.163) ,
n! [zn]Hℓ ◦ T (z) = (3.170)
= (n− 1)!
[
tn+ℓ
]
(Rℓ ◦ θ(t)Φ(t)n) ≥ (3.171)
≥ (n− 1)!
[
tn+ℓ
]
((
a3ℓ+1
θ(t)3ℓ+1
− a3ℓ
θ(t)3ℓ
)Φ(t)n) . (3.172)
♦
Dans cette preuve, le raisonnement se base sur un proce´de´ d’inclusion exclusion pour
compter des structures lisses qui contiennent un nombre fini de chaˆınes : toutes les struc-
tures sont compte´es en exce`s comme si chacune avait 3ℓ chaˆınes ; des extra structures
seront alors inclues dans le compte ainsi fait et ces extra structures peuvent a` leur tour
eˆtre compte´es en exce`s comme si chacune avait (3ℓ− 1) chaˆınes ; etc.
Nous retiendrons la version de la majoration suivante :
The´ore`me 3.3.2. Le nombre n! [zn]Hℓ◦T (z) des composantes complexes d’exce`s ℓ ayant
n sommets admet la majoration suivante :
n! [zn]Hℓ ◦ T (z) ≤ 3ℓAℓ,3ℓ(b− 1)(n − 1)!
[
tn+ℓ
]{ τ(t)
(1− τ(t))3ℓ+1Φ(t)
n
}
, (3.173)
avec τ(t) = tb−1/(b− 2)! .
Preuve. La preuve est similaire a` celle du the´ore`me d’encadrement pre´ce´dent en faisant la
remarque que les structures compte´es ont toutes au moins une hyperareˆte donc la preuve
est valide en faisant le remplacement Rℓ(x)← Rℓ(x)/(1 − x) dans l’e´quation (3.153) . ♦
3.3.2 La contribution asymptotique de (m− 1) chaˆınes
Dans la justification du the´ore`me 3.3.2 , l’utilite´ de la classification des structures selon
le nombre de chaˆınes est mise en e´vidence pour proce´der par inclusion exclusion et aboutir
ainsi a` la conclusion de l’importance, relate´e par le the´ore`me pre´ce´dent, de la contribution
des structures a` 3ℓ chaˆınes dans le nombre des composantes d’exce`s ℓ . La contribution
dans l’asymptotique du coefficient de la SGE Hℓ ◦T (z) provient essentiellement du terme
avec le facteur θ(t)−3ℓ dans (2.153) . Cette remarque est intuitive par la forme meˆme de
la SGE Hℓ et est appuye´e bijectivement par le the´ore`me pre´ce´dent. Cette relation, entre
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les structures maximisant le nombre de chaˆınes et l’asymptotique du coefficient de la
SGE, a e´te´ mise a` profit par exemple dans [18] et dans [19] avec les notions de structures
qualifie´es de “clean” ou “unclean” . Pour tirer profit de la de´composabilite´ des structures
en chaˆınes, nous disposons du lemme suivant :
Lemme 3.3.3. Pour (s→∞) , nous avons l’asymptotique du coefficient suivant
[
tn+ℓ
]{ τ(t)
(1− τ(t))mΦ(t)
n
}
=
es+
m
2
− ℓ
b−1 (s/m)m/2
2
√
sπ[(b− 2)!]s
{
1 +O(
1
s1/2
)
}
, (3.174)
avec n = n(s) = s(b− 1)− ℓ , τ(t) = tb−1/(b− 2)! , Φ(t) = exp(τ(t)/(b − 1)) et m ≥ 2 .
Preuve. La formule inte´grale de Cauchy donne[
tn+ℓ
]{ τ(t)
(1− τ(t))mΦ(t)
n
}
= (3.175)
1
2iπ
∮
τ(t)
(1− τ(t))m exp
(
n
τ(t)
b− 1 − (n + ℓ) ln(t)
)
d t
t
. (3.176)
Comme n = n(s) = s(b− 1)− ℓ , l’e´quation pre´ce´dente devient[
tn+ℓ
]{ τ(t)
(1− τ(t))mΦ(t)
n
}
= (3.177)
=
1
2iπ[(b− 2)!]s
∮
τ(t)
(1− τ(t))m
exp (sτ(t)− s ln(τ(t)))
exp(ℓτ(t)/(b − 1))
d t
t
= (3.178)
=
1
2iπ[(b− 2)!]s(b− 1)
∮
τ(t)
(1− τ(t))m
exp (sτ(t)− s ln(τ(t)))
exp(ℓτ(t)/(b − 1))
d τ(t)
τ(t)
= (3.179)
=
1
2iπ[(b− 2)!]s
∮
1
(1− t)m
exp (st− s ln(t))
exp(ℓt/(b− 1)) d t , (3.180)
ou` le contour d’inte´gration encercle, une fois dans le sens direct, l’origine du plan com-
plexe. Avec l’inte´grale ainsi repre´sente´e, nous remarquons de nouveau que 1 est a` la fois
point col et point singulier. Pour de´terminer un contour d’inte´gration menant au terme
principal de l’asymptotique, nous adoptons l’e´criture inte´grale suivante :[
tn+ℓ
]{ τ(t)
(1− τ(t))mΦ(t)
n
}
= (3.181)
=
1
2iπ[(b − 2)!]s
∮
exp (s(t− ln(t)−m ln(1− t)/s))
exp(ℓt/(b− 1)) d t . (3.182)
Notons alors h , le facteur du parame`tre s dans l’exposant de cette expression inte´grale :
h(t) = t− ln(t)− m
s
ln(1− t) . (3.183)
Le point col a` conside´rer est racine de h′(t) = 0 . Comme la de´rive´e h′ est
h′(t) = 1− 1
t
+
1
(s/m)(1− t) , (3.184)
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le point col de plus petit module (strictement infe´rieur a` 1 ) est
t0 = 1−
√
4(s/m) + 1− 1
2(s/m)
. (3.185)
Nous prenons alors un contour γ similaire a` (3.62) , celui qui a servi pour l’e´nume´ration
asymptotique des hyperarbres enracine´s :
γ :
{
γ1 : t = t0 + iv/s , v ↑∈ [−3s, 3s]
γ0 : t = t0 + 3exp(iα) , α ↑∈ [π/2, 3π/2] . (3.186)
Soit une portion γˆ1 du chemin γ1 :
γˆ1 : t = t0 + iv/s , v ↑∈ [−κs, κs] , (3.187)
avec κs , un nombre positif qui sera pre´cise´ plus tard. Notons I1 la valeur de l’inte´grale
sur cette portion γˆ1 :
I1 =
1
2iπ[(b− 2)!]s
∫
γˆ1
exp(sh(t))
exp(ℓt/(b− 1))d t , (3.188)
soit, avec le changement de variable

t 7→ 1 + ts
d t 7→ d ts
γ1 7→ γ′1 : t = st0 − s+ iv , v ↑∈ [−3s, 3s] ,
(3.189)
I1 =
exp(− ℓt0b−1 )
2sπ[(b− 2)!]s
∫ κs
−κs
exp(sf(v))d v , (3.190)
avec
f(v) = h(t0 + iv/s) − ℓiv/(bs2 − s2) . (3.191)
Comme
ℜ(f(v)) = (3.192)
= ℜ(h(t0 + iv/s)) = (3.193)
= t0 − 1
2
ln(t20 + (v/s)
2)− m
s
ln((1− t0)2 + (v/s)2) = (3.194)
= 1 +
m
2s
ln(
s
m
) +
m
2s
+O(
1
s3/2
) + (3.195)
−v
2
s2
(1 +
3m1/2
2s1/2
+
5m
s
+
11m3/2
16s3/2
+O(
1
s2
)) + (3.196)
+O(
v4
s3
) , (3.197)
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I1 =
es+
m
2
− ℓt0
b−1 (s/m)m/2
2sπ[(b− 2)!]s × (3.198)
×
∫ κs
−κs
e
− v2
s
(1+ 3m
1/2
2s1/2
+ 5m
s
+ 11m
3/2
16s3/2
)
(1 +O(
v2
s3
))d v . (3.199)
Notons
C(s) =
1
s
(1 +
3m1/2
2s1/2
+
5m
s
+
11m3/2
16s3/2
) (3.200)
alors par le changement de variable

v = r√
C(s)
d v = d r√
C(s)
,
(3.201)
l’inte´grale I1 est telle que
I1 = (3.202)
=
es+
m
2
− ℓt0
b−1 (s/m)m/2
2sπ[(b− 2)!]s√C(s)
∫ κs√C(s)
−κs
√
C(s)
e−r
2
(1 +O(
r2
C(s)s3
))d r = (3.203)
=
es+
m
2
− ℓt0
b−1 (s/m)m/2
2sπ[(b− 2)!]s
√
C(s)
{∫ κs√C(s)
−κs
√
C(s)
e−r
2
d r +O(
κs
3C(s)3/2
C(s)s3
)
}
= (3.204)
=
es+
m
2
− ℓt0
b−1 (s/m)m/2
2sπ[(b− 2)!]s
√
C(s)
{∫ κs√C(s)
−κs
√
C(s)
e−r
2
d r +O(
κs
3C(s)1/2
s3
)
}
. (3.205)
Comme pour (s→∞) , C(s) ∼ 1/s , nous obtenons
I1 =
es+
m
2
− ℓt0
b−1 (s/m)m/2
√
s
2sπ[(b− 2)!]s
{∫ κs/√s
−κs/√s
e−r
2
d r +O(
κs
3
s7/2
)
}
. (3.206)
Cette ordre asymptotique est valide, pour m ≥ 1 fixe´, en prenant κs = s et se re´e´crit
alors :
I1 =
es+
m
2
− ℓt0
b−1 (s/m)m/2
√
s
2sπ[(b− 2)!]s
{∫ √s
−√s
e−r
2
d r +O(
1
s1/2
)
}
. (3.207)
Ainsi, l’e´quivalent asymptotique de l’inte´grale I1 sur le segment γˆ1 de longueur deux fois
(κs = s) est :
I1 =
es+
m
2
− ℓt0
b−1 (s/m)m/2
2
√
sπ[(b− 2)!]s
{
1 +O(
1
s1/2
)
}
. (3.208)
Pour obtenir le re´sultat, il faut encore ne´gliger la contribution de l’inte´grale sur le contour
restant.
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1. Sur la portion γ1\γˆ1 , la contribution I ′1 est
I ′1 =
1
2iπ[(b − 2)!]s
∫
γ1\γˆ1
exp(sh(t))
exp(ℓt/(b− 1))d t , (3.209)
avec
γ1\γˆ1 : t = t0 + iv/s , v ↑∈ [−3s,−κs] ∪ [κs, 3s] (3.210)
ou bien (comme nous avons pris κs = s )
γ1\γˆ1 : t = t0 + iv , v ↑∈ [−3,−1] ∪ [1, 3] . (3.211)
L’inte´grale I ′1 , pour (s→∞) , devient alors
I ′1 =
es+m/2−
ℓt0
b−1 (s/m)m/2
2
√
sπ[(b− 2)!]s
{∫ −1
−3
+
∫ 3
1
}
exp(sfˆ(v))d v , (3.212)
avec la fonction fˆ de´finie comme suit
fˆ(v) = h(t0 + iv) − iℓ
sb− s − 1−
m(1 + ln(s/m))
2s
+
ln(s)
2s
. (3.213)
Sur l’intervalle v ∈ [−3,−1] , nous pouvons caracte´riser la partie re´elle ℜ(fˆ(v))
comme suit :
ℜ(f(v)) = (3.214)
= ℜ(h(t0 + iv)− 1− m(1− ln(s/m))
2s
+
ln(s)
2s
. (3.215)
.
ln(2)
4
(v + 1)− ln(2)
2
. (3.216)
Et sur l’intervalle v ∈ [1, 3] , nous obtenons la caracte´risation suivante :
ℜ(f(v)) = (3.217)
= ℜ(h(t0 + iv)− 1− m(1− ln(s/m))
2s
+
ln(s)
2s
. (3.218)
. − ln(2)
4
(v − 1)− ln(2)
2
. (3.219)
Des deux majorations pre´ce´dentes, nous en de´duisons que l’inte´grale I ′1 ve´rifie
I ′1 = O(
es+m/2−
ℓt0
b−1 (s/m)m/2
2
√
sπ[(b− 2)!]s
1
2s/2
× (3.220)
×
{∫ −1
−3
es ln(2)(v+1)/4d v +
∫ 3
1
e−s ln(2)(v−1)/4d v
}
) (3.221)
et l’ordre de grandeur asymptotique de l’inte´grale I ′1 est
I ′1 = O(
es+m/2(s/m)m/2
2
√
sπ[(b− 2)!]s
1
2s/2
) , (3.222)
c’est a` dire que l’inte´grale I ′1 est d’un facteur exponentiellement ne´gligeable par
rapport a` I1 . Nous montrons de meˆme pour le contour restant.
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2. Sur la portion γ0 , de´finie a` l’e´quation (3.186) , la contribution I0 est
I0 = (3.223)
=
1
2iπ[(b − 2)!]s
∫
γ0
exp(sh(t))
exp(ℓt/(b− 1))d t = (3.224)
=
es+m/2−
ℓt0
b−1 (s/m)m/2
2
√
sπ[(b− 2)!]s
{∫ π
π/2
+
∫ 3π/2
π
}
exp(sf¯(α))dα , (3.225)
avec la fonction f¯ de´finie comme suit
f¯(α) = h(t0 + 3e
iα)− 3ℓe
iα
sb− s + i
α
s
− 1− m(1 + ln(s/m))
2s
+
ln(s)
2s
. (3.226)
Sur l’intervalle α ∈ [π/2, π] , nous avons la partie re´elle ℜ(f¯(α)) telle que
ℜ(f¯(α)) = (3.227)
= ℜ(h(t0 + 3eiα))− 3ℓ cos(α)
sb− s − 1−
m(1 + ln( sm ))
2s
+
ln(s)
2s
= (3.228)
= − ln(
√
10)− (27
10
+O(
1√
s
))(α − π
2
) +O(
1√
s
) +O((α− π
2
)2) . (3.229)
Et sur l’intervalle α ∈ [π, 3π/2] , nous avons la partie re´elle ℜ(f¯(α)) telle que
ℜ(f¯(α)) = (3.230)
= − ln(
√
10) + (
27
10
+O(
1√
s
))(α − 3π
2
) +O(
1√
s
) +O((α− 3π
2
)2) . (3.231)
Aussi, l’inte´grale I0 est telle que
I0 = (3.232)
= O(
es+m/2−
ℓt0
b−1 (s/m)m/2
2
√
sπ[(b− 2)!]s
1
10s/2
(3.233){∫ π
π/2
e−27s(α−π/2)/10dα+
∫ 3π/2
π
e27s(α−3π/2)/10dα
}
) = (3.234)
= O(
es+m/2−
ℓt0
b−1 (s/m)m/2
2
√
sπ[(b− 2)!]s
1
10s/2
) . (3.235)
I0 est donc aussi exponentiellement petit par rapport a` I1 . Nous concluons que I1 est
l’ordre de grandeur du coefficient :
[
tn+ℓ
]{ τ(t)
(1− τ(t))mΦ(t)
n
}
=
es+
m
2
− ℓt0
b−1 (s/m)m/2
2
√
sπ[(b− 2)!]s
{
1 +O(
1
s1/2
)
}
. (3.236)
♦
Ce lemme offre la possibilite´ de faire le saut entre l’e´nume´ration exacte de nos structures
de´composables en chaˆınes et leur e´nume´ration asymptotique.
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3.3.3 E´nonce´ du the´ore`me d’e´nume´ration asymptotique
Proposition 3.3.4. Le coefficient [zn]Hℓ◦T (z) du SGE des composantes d’exce`s ℓ admet
l’e´quivalent asymptotique suivant
[zn]Hℓ ◦ T (z) = (3.237)
3ℓAℓ,3ℓ
(b− 1)
n
es+
3ℓ+1
2
− ℓ
b−1 ( s3ℓ+1)
3ℓ+1
2
2
√
sπ[(b− 2)!]s
{
1 +O(
1
s1/2
)
}
, (3.238)
avec n = n(s) = s(b− 1)− ℓ , ou` s est le nombre d’hyperareˆtes.
Preuve. Par le the´ore`me 3.3.2 , l’e´quivalent asymptotique du coefficient recherche´ est porte´
par
I = 3ℓAℓ,3ℓ
(b− 1)
n
[
tn+ℓ
]{ τ(t)
(1− τ(t))3ℓ+1Φ(t)
n
}
, (3.239)
avec τ(t) = tb−1/(b − 2)! et Φ(t) = exp(τ(t)/(b − 1)) . Et par le lemme 3.3.3 , avec
m = 3ℓ+ 1 , nous obtenons l’e´quivalent asymptotique de I suivant :
I = 3ℓAℓ,3ℓ
(b− 1)
n
es+
3ℓ+1
2
− ℓ
b−1 ( s3ℓ+1)
3ℓ+1
2
2
√
sπ[(b− 2)!]s
{
1 +O(
1
s1/2
)
}
. (3.240)
♦
The´ore`me 3.3.5. Le nombre n! [zn]Hℓ ◦ T (z) des composantes complexes d’exce`s ℓ ,
ayant s hyperareˆtes et n = n(s) = s(b− 1)− ℓ sommets, admet l’e´quivalent asymptotique
suivant :
n! [zn]Hℓ ◦ T (z) = (3.241)
3ℓAℓ,3ℓ(b− 1)( es3ℓ+1 )
3ℓ+1
2
√
2snesb−2s+ℓ/(b−1)
[s(b− 1)]s(b−1)−ℓ
[(b− 2)!]s
{
1 +O(
1√
s
)
}
(3.242)
Aℓ,3ℓ de´fini dans la forme (2.22) de la SGE Hℓ , se de´termine par le the´ore`me 2.3.37 .
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Preuve. Nous avons par le the´ore`me 3.3.2 et par le lemme 3.3.3 avec m = 3ℓ+ 1
n! [zn]Hℓ ◦ T (z) = (3.243)
= 3ℓAℓ,3ℓ(b− 1)(n − 1)!
es+
3ℓ+1
2
− ℓ
b−1 s
3ℓ+1
3ℓ+1
2
2
√
sπ[(b− 2)!]s
{
1 +O(
1√
s
)
}
= (3.244)
= 3ℓAℓ,3ℓ(b− 1)
(ne )
n
√
2πn
n
es−
ℓ
b−1 ( es3ℓ+1 )
3ℓ+1
2
2
√
sπ[(b− 2)!]s
{
1 +O(
1√
s
)
}
= (3.245)
= 3ℓAℓ,3ℓ(b− 1)(n
e
)n
es−
ℓ
b−1 ( es3ℓ+1 )
3ℓ+1
2
√
2sn[(b− 2)!]s
{
1 +O(
1√
s
)
}
= (3.246)
= 3ℓAℓ,3ℓ(b− 1)(n
e
)n
es−
ℓ
b−1 ( es3ℓ+1 )
3ℓ+1
2
√
2sn[(b− 2)!]s
{
1 +O(
1√
s
)
}
= (3.247)
= 3ℓAℓ,3ℓ(b− 1)(n
e
)n
e−
n
b−1 ( es3ℓ+1 )
3ℓ+1
2
√
2sn[(b− 2)!]s
{
1 +O(
1√
s
)
}
= (3.248)
= 3ℓAℓ,3ℓ(b− 1)( n
e(b−2)/(b−1)
)n
( es3ℓ+1)
3ℓ+1
2
√
2sn[(b− 2)!]s
{
1 +O(
1√
s
)
}
. (3.249)
Comme pour (s→∞)
nn = (s(b− 1)− ℓ)s(b−1)−ℓ = [s(b− 1)]s(b−1)−ℓ exp(−ℓ) , (3.250)
l’e´quivalent asymptotique recherche´ s’e´crit
n! [zn]Hℓ ◦ T (z) = (3.251)
= 3ℓAℓ,3ℓ(b− 1)[s(b− 1)]
s(b−1)−ℓe−ℓ
en(b−2)/(b−1)
( es3ℓ+1 )
3ℓ+1
2
√
2sn[(b− 2)!]s
{
1 +O(
1√
s
)
}
= (3.252)
=
3ℓAℓ,3ℓ(b− 1)( es3ℓ+1 )
3ℓ+1
2
√
2snesb−2s+ℓ/(b−1)
[s(b− 1)]s(b−1)−ℓ
[(b− 2)!]s
{
1 +O(
1√
s
)
}
. (3.253)
♦
Dans ce chapitre, qui est l’enchaˆınement de l’e´nume´ration exacte, des e´nume´rations
asymptotiques ont e´te´ obtenues avec un recours a` l’analyse complexe. Nous soulignons en
particulier l’utilisation de la me´thode du point col pour toutes les e´nume´rations asympto-
tiques faites : des hyperarbres enracine´s aux hypercycles et aux composantes complexes
selon leurs exce`s. Notons que le chemin que nous avons choisi ici de´voile comple`tement
la “magie” de la formule de transfert donnant a` partir des SGEs et de leur forme, le
terme asymptotique principal voire l’expansion comple`te de ses coefficients : en parti-
culier, les contours d’inte´gration choisis peuvent servir pour expliciter des expansions
comple`tes. En perspective imme´diate du travail fait dans ce chapitre est la conside´ration
de l’e´nume´ration asymptotique des composantes complexes d’exce`s infini et suffisamment
peu denses pour que les preuves donne´es ici restent valides - un tel re´sultat parait dans
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[21, 27]. Ainsi, la plupart des travaux faits sur les graphes peut trouver une ge´ne´ralisation
par une de´marche similaire a` celle suivie jusqu’ici : passant par une re´currence des SGEs,
identifiant la forme des SGEs, puis par la formule d’inversion de Lagrange et la formule
inte´grale de Cauchy, e´tablir une expression inte´grale des coefficients et en de´duire alors
une portion du contour capturant la contribution principale de l’inte´grale.
Dans le chapitre suivant, nous illustrons par les hypergraphes ale´atoires qu’effecti-
vement, les travaux et re´sultats existant sur les graphes peuvent eˆtre ge´ne´ralise´s aux
hypergraphes et ainsi, revisite´s et compris via les SGEs et l’analyse complexe pour obte-
nir des caracte´ristiques asymptotiques des structures.
Chapitre 4
Hypergraphes ale´atoires
“On s‘appuie de l’histoire. Mais notre histoire n’est pas notre code. Nous devons nous
de´fier de prouver ce qui doit se faire par ce qui s’est fait. Car c’est pre´cise´ment de ce qui
s’est fait que nous nous plaignons” (1788).
Dans ce chapitre, nous adoptons une vision dynamique des hypergraphes : dans la
prochaine section, les hyperareˆtes d’une composante sont re´cursivement enleve´es jusqu‘a`
ce qu’il n’en reste plus et dans une autre section, les hyperareˆtes sont ajoute´es une par
une jusqu’a` l’obtention d’une certaine proprie´te´ dans la structure. Notre outil principal
pour mener notre e´tude restent les SGEs (voir [30, 26]) qui permettent par exemple dans
[13] d’obtenir diverses caracte´risations statistiques.
4.1 Hypergraphes et hypercouplage glouton
Cette section est une ge´ne´ralisation aux hypergraphes de re´sultats de [11] sur l‘analyse
en moyenne de la performance de l’algorithme glouton de couplage.
De´finition 4.1.1. Un hypercouplage est une collection d’hyperareˆtes deux a` deux dis-
jointes.
Le proble`me de trouver dans un graphe un couplage qui maximise le nombre de ses
areˆtes est connu en informatique. Ce proble`me admet une version avec les hypergraphes :
maximum hypercouplage, consistant a` trouver un hypercouplage, ayant un nombre maxi-
mum d’hyperareˆtes, dans un hypergraphe.
L’algorithme 3 est un algorithme glouton et il fournit un re´sultat qui, de manie`re
ge´ne´rale, n’est pas optimum, mais pre´sente l’avantage de la rapidite´ et garantit tout de
meˆme que l’hypercouplage qu’il retourne soit au moins maximal a` de´faut d’eˆtre maximum
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Algorithme 3 : Hypercouplage glouton sur hypergraphe
Entre´es : Une composante.
Sorties : Un hypercouplage maximal.
de´but
Initialiser avec un hypercouplage vide.
re´pe´ter
Choisir ale´atoirement une hyperareˆte a` placer dans l’hypercouplage.
Supprimer cette hyperareˆte et celles qui lui e´taient adjacentes.
jusqu’a` il n’y a plus d’hyperareˆte
retourner l’hypercouplage construit
fin
pour l’hypergraphe. Notons aussi que c’est un algorithme non de´terministe car le choix
d’une hyperareˆte a` ajouter dans l’hypercouplage est ale´atoire.
Dans cette section, nous proposons de faire l’analyse de la performance de cet algo-
rithme glouton en de´terminant la taille moyenne des hypercouplages qu’il retourne, soit
le nombre moyen d’hyperareˆtes contenus dans ces hypercouplages. Une telle analyse a`
e´te´ faite dans [11] pour le cas des graphes. Dans la sous-section qui suit, est pre´sente´ le
formalisme mathe´matique pour proce´der a` cette analyse de l’algorithme glouton.
4.1.1 De´finitions et notions
Dans cette section, notre but est d’appre´cier la variable ale´atoire qu’est le nombre
d’hyperareˆtes contenues dans l’hypercouplage produit par l’algorithme 3 glouton, quand
l’hypergraphe de de´part est une composante d’exce`s ℓ et ayant un grand nombre s d’hy-
perareˆtes (donc un grand nombre de sommets n = n(s) = s(b − 1) − ℓ) . Nous fixons ici
les notations pour faire l’analyse :
– Y
(ℓ)
n : la variable ale´atoire correspondant a` la taille de l’hypercouplage produit par
l’algorithme glouton quand l’entre´e de l’algorithme est choisie uniforme´ment parmi
les composantes d’exce`s ℓ , ayant n sommets et s hyperareˆtes tels que n = n(s) =
s(b− 1)− ℓ .
– f
(ℓ)
n : la fonction ge´ne´ratrice de probabilite´ (FGP) associe´e a` la variable ale´atoire
Y
(ℓ)
n ,
f (ℓ)n (z) =
∑
y≥0
P (Y (ℓ)n = y)z
y , (4.1)
ou`
– z de´note la variable lie´e au nombre d’hyperareˆtes d’un hypercouplage.
La de´rive´e de la fonction ge´ne´ratrice de probabilite´ (4.1) e´value´e en z = 1 est l’espe´rance
E
(ℓ)
n de la variable ale´atoire Y
(ℓ)
n , soit du nombre d’hyperareˆtes dans un hypercouplage
produit par l’algorithme glouton quand l’entre´e est choisie uniforme´ment parmi les com-
posantes d’exce`s ℓ ayant n sommets. Comme la fonction de probabilite´ vaut 1 quand
elle est e´value´e en z = 1, pour e´tudier la re´currence sur n afin d’obtenir une estimation
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Fig. 4.1 – Une trace d’un de´roulement de l’algorithme 3 sur une composante explicite´e
dans l’annexe.
asymptotique de l’espe´rance Y
(ℓ)
n , nous introduisons la SGE G(ℓ) bivarie´e
G(ℓ)(x, z) =
∑
n≥0
c(ℓ)n f
(ℓ)
n (z)
xn
n!
, (4.2)
avec
– c
(ℓ)
n : le nombre de composantes d’exce`s ℓ ayant n sommets,
– x : de´note la variable lie´e au nombre de sommets de l’hypergraphe d’exce`s ℓ donne´
en entre´e.
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Une proprie´te´ des FGPs f
(ℓ)
n nous ame`ne a` de´finir la fonction ge´ne´ratrice de la moyenne :
E(ℓ)(x) =
∂
∂z
G(ℓ)(x, z)
∣∣∣∣
z=1
=
∑
n≥0
E(ℓ)n c
(ℓ)
n
xn
n!
. (4.3)
Nous avons aussi la proprie´te´ de la SGE G(ℓ) suivante :
G(ℓ)(x, 1) = Hℓ ◦ T (x) , (4.4)
avec Hℓ ◦ T (x) , la SGE des composantes d’exce`s ℓ, et T (x) , la SGE des hyperarbres
enracine´s, dont nous rappelons la de´finition implicite comme suit :
T (x) = x exp
(
T (x)b−1
(b− 1)!
)
. (4.5)
Remarque 4.1.2. Notons la traduction, soit la lecture par rapport aux deux variables,
des ope´rations sur les SGEs (4.2) bivarie´es dans
G(j)(x, z) +G(k)(x, z) =
∑
n
(c(j)n f
(j)
n (z) + c
(k)
n f
(k)
n (z))
xn
n!
(4.6)
G(j)(x, z) ×G(k)(x, z) =
∑
n
∑
i
(
n
i
)
c
(j)
i c
(k)
n−if
(j)
i (z)f
(k)
n−i(z)
xn
n!
. (4.7)
La lecture combinatoire pour les sommets e´tiquete´s pour les deux ope´rations d’addition
et de multiplication suit la justification du dictionnaire de [26]. Une lecture combina-
toire comme l’union et le produit, est alors imme´diate par les proprie´te´s d’une fonction
ge´ne´ratrice de probabilite´ si les variables conside´re´es sont inde´pendantes. Aussi, pour uti-
liser les SGEs bivarie´es G(ℓ) , il est important de garantir cette inde´pendance des variables
ale´atoires conside´re´es dans la de´composition souhaite´e.
Dans la prochaine sous-section, nous donnons la de´composition qui nous servira pour
l’analyse.
4.1.2 De´composition ou re´currence
Dans le chapitre sur l’e´nume´ration exacte, nous avons e´tabli une re´currence des SGEs
Hℓ des composantes d’exce`s ℓ en partant de la de´composition sugge´re´e par le marquage
d’une hyperareˆte : c’est la de´composition utilise´e par Wright dans [22] pour les graphes.
Cette de´composition ne se traduit pas facilement (directement) avec les SGEs bivarie´es
G(ℓ) car une fois la de´composition faite, nous perdons la lecture combinatoire dans les com-
posantes dissocie´es : les variables ale´atoires ne correspondent pas aux diffe´rentes tailles
des hypercouplages produits avec ces composantes en entre´e de l’algorithme glouton.
L’algorithme 3 d’hypercouplage glouton sugge`re une nouvelle de´composition des struc-
tures : une composante d’exce`s ℓ ayant une hyperareˆte marque´e, se de´compose, non pas
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seulement en ignorant l’hyperareˆte mais aussi toutes les hyperareˆtes qui lui e´taient ad-
jacentes, en des composantes d’exce`s plus petit. Pour e´tablir une bijection, il nous faut
pouvoir recombiner les composantes dissocie´es, en la composante d’exce`s ℓ de de´part.
Pour proce´der bijectivement a` cette recombinaison des composantes dissocie´es, nous de-
vons marquer un ou plusieurs sommets de ces composantes pour les lier a` l’hyperareˆte
marque´e en cre´ant d’autres hyperareˆtes, chacune pouvant avoir b0 = 1, . . . , b − 1 som-
mets en commun avec cette hyperareˆte marque´e, k = 1, . . . , b− b0 sommets (parmi ceux
marque´s) en commun avec une ou plusieurs composantes dissocie´es et b− b0 − k racines
d’hyperarbres.
La de´composition est donc descriptible par des ensembles de composantes ayant k =
1, . . . , b − 1 sommets marque´s. Par exemple, dans le cas ou` l’exce`s vaut ℓ = −1 , soit
l’analyse de l’algorithme quand en entre´e un hyperarbre est choisi uniforme´ment, une
telle de´composition se traduit par la proposition qui suit :
Proposition 4.1.3. Le marquage d’une hyperareˆte d’un hyperarbre se traduit comme
suit :
1
b− 1
(
−H−1 ◦ T (x) + x d
dx
H−1 ◦ T (x)
)
=
xb
b!
exp
(
b
T (x)b−1
(b− 1)!
)
. (4.8)
Proposition 4.1.4. Pour tout ℓ ≥ 0 , la SGE Hℓ des composantes d’exce`s ℓ satisfait la
relation :
1
b− 1
(
ℓHℓ ◦ T (x) + x d
dx
Hℓ ◦ T (x)
)
=
xb
b!
exp
(
b
T (x)b−1
(b− 1)!
)
× (4.9)
×
[
Cycℓ+1
]
exp

 ℓ∑
j=0
b−1∑
k=1
Cycj+kβk(Cyc, x)x
k d
k
dxk
Hj ◦ T (x)+ (4.10)
+
b−1∑
k=2
Cyck−1βk(Cyc, x)xk
d k
dxk
H−1 ◦ T (x)
)
, (4.11)
avec
βk(Cyc, x) = (4.12)
1
k!
(
b
T (x)b−2
(b− 2)!
)k ℓ∑
p=0
1
p!
(
pb
T (x)b−2
(b− 2)! Cyc
)p
+ (4.13)
+
(
b
2
)
k
(k − 1)!
(
b
T (x)b−2
(b− 2)!
)k−1(
T (x)b−3
(b− 3)!
) ℓ−1∑
p=0
1
p!
(
pb
T (x)b−2
(b− 2)!
)p
Cycp+1 +(4.14)
+
(
k
2
)
b
(k − 2)!
(
b
T (x)b−2
(b− 2)!
)k−2(
T (x)b−3
(b− 3)!
) ℓ−1∑
p=0
1
p!
(
pb
T (x)b−2
(b− 2)!
)p
Cycp+1 +(4.15)
+ . . . (4.16)
Les de´compositions donne´es dans ces deux propositions sont valides en notant que
T (x) = ddxH−1 ◦ T (x) , puis en substituant les Hℓ ◦ T (x) par les SGEs G(ℓ)(x, z) corres-
pondantes (des de´rive´es droites en x deviennent des de´rive´es partielles) a` un facteur z
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pre`s car une hyperareˆte a e´te´ choisie et mise dans l’hypercouplage : la de´composition est
en accord avec l’inde´pendance des variables ale´atoires dans les diffe´rentes composantes .
Nous avons donc :
Proposition 4.1.5. Dans le cas des hyperarbres,
1
b− 1
(
−G(−1)(x, z) + x ∂
∂x
G(−1)(x, z)
)
= z
xb
b!
exp
(
b
(x ∂∂xG
(−1)(x, z))b−1
(b− 1)!
)
. (4.17)
Entre autres motivations, afin d’alle´ger les notations, nous adoptons les notations des
ope´rateurs de marquages suivantes :
De´finition 4.1.6. Dans des structures, nous traduisons le marquage de k sommets or-
donne´s par l’ope´rateur sur des SGEs
ϑx
k = xk
∂k
∂xk
, (4.18)
si x de´signe la variable lie´e aux sommets.
En particulier, pour le marquage d’un sommet
ϑx = x
∂
∂x
. (4.19)
Et nous adopterons cette notation de marquage selon la notation de la variable utilise´e :
ϑt = t
∂
∂t ou encore ϑy = y
∂
∂y .
De´finition 4.1.7. Dans le cas des structures d’exce`s ℓ , nous traduisons le marquage
d’une hyperareˆte par l’ope´rateur sur des SGEs
ϑw
(ℓ) =
ℓ+ ϑx
b− 1 , (4.20)
si w de´signe la variable lie´e aux hyperareˆtes et x , celle lie´e aux sommets.
4.1.3 La performance gloutonne sur les hyperarbres
The´ore`me 4.1.8. La SGE
E(−1)(x) = T (x)
g−1(y)
(1 + y)1/(b−1)
∣∣∣∣
y=T (x)
b−1
(b−2)!
(4.21)
de la moyenne de la variable ale´atoire Y
(−1)
n est de´termine´e par la re´currence
(b− 1)(1 + y)(b−2)/(b−1)g−1′(y) = 1
b
, (4.22)
par laquelle g−1(y) est uniquement de´termine´e avec la condition g−1(0) = 0 .
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Preuve. En diffe´renciant par rapport a` la variable z, l’e´quation de la proposition pre´ce´-
dente, puis en fixant la valeur z = 1 , nous obtenons
1
b− 1
(
− ∂
∂z
G(−1)(x, z) + ϑx
∂
∂z
G(−1)(x, z)
) ∣∣∣∣
z=1
= (4.23){
xb
b!
exp
(
b
(ϑxG
(−1)(x, z))b−1
(b− 1)!
)
+ (4.24)
+z
(
b
(ϑxG
(−1)(x, z))b−2
(b− 2)!
)(
ϑx
∂
∂z
G(−1)(x, z)
)
× (4.25)
×x
b
b!
exp
(
b
ϑxG
(−1)(x, z)b−1
(b− 1)!
)} ∣∣∣∣
z=1
, (4.26)
soit
ϑw
(−1)E(−1)(x) = (4.27)
=
xb
b!
exp
(
b
T (x)b−1
(b− 1)!
)(
1 +
(
b
T (x)b−2
(b− 2)!
)(
ϑxE
(−1)(x)
))
= (4.28)
=
T (x)b
b!
(
1 +
(
b
T (x)b−2
(b− 2)!
)(
ϑxE
(−1)(x)
))
, (4.29)
soit en passant les occurrences de E(−1) au premier membre
b
(
−E(−1)(x) +
(
1− T (x)
2b−2
[(b− 2)!]2
)
ϑxE
(−1)(x)
)
=
T (x)b
(b− 2)! (4.30)
et
− E
(−1)(x)
T (x)
+
(
1−
(
T (x)b−1
(b− 2)!
)2)
ϑxE
(−1)(x)
T (x)
=
1
b
T (x)b−1
(b− 2)! . (4.31)
De´terminons alors E(−1)(x) sous la forme
E(−1)(x) = T (x)
g−1(y)
(1 + y)1/(b−1)
∣∣∣∣
y=
T (x)b−1
(b−2)!
. (4.32)
Notons que pour une fonction f , si τ(t) = tb−1/(b− 2)! ,
ϑx (T (x)f ◦ τ ◦ T (x)) = (4.33)
= (ϑxT (x))×
(
f ◦ τ ◦ T (x) + T (x)× τ ′ ◦ T (x)× f ′ ◦ τ ◦ T (x)) = (4.34)
= T (x)
(
1 + (b− 1)ϑy
1− y
)
f(y)
∣∣∣∣
y=τ◦T (x)
. (4.35)
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(4.32) permet le changement de variable


T (x)b−1
(b− 2)! → y
E(−1)(x)
T (x)
→ g−1(y)
(1 + y)1/(b−1)
ϑxE
(−1)(x)
T (x)
→
(
1 + (b− 1)ϑy
1− y
)
g−1(y)
(1 + y)1/(b−1)
.
(4.36)
qui, si nous le portons dans l’e´quation (4.31), donne
− g−1(y)
(1 + y)1/(b−1)
+
(
1− y2)(1 + (b− 1)ϑy
1− y
)(
g−1(y)
(1 + y)1/(b−1)
)
=
y
b
. (4.37)
D’ou` nous de´duisons
(b− 1)(1 + y)(b−2)/(b−1)g−1′(y) = 1
b
. (4.38)
♦
La re´solution de la re´currence, que de´finit l’e´quation diffe´rentielle (4.22) , est imme´diate
et nous donne :
The´ore`me 4.1.9. Dans le cas des hyperarbres, l’expression de la SGE, de la moyenne
de la variable ale´atoire Y
(−1)
n , est
E(−1)(x) =
T (x)
b

1− 1(
1 + T (x)
b−1
(b−2)!
)1/(b−1)

 . (4.39)
Notons que ce re´sultat ge´ne´ralise celui de [11] qui est le cas des arbres (b = 2) , dans
quel cas, l’expression de la SGE est
E(−1)(x) =
T (x)2
2(1 + T (x))
. (4.40)
Disposons de la SGE E(−1)(x) , de la moyenne de la variable ale´atoire Y (−1)n , qui s’ex-
prime en la se´rie T (x) des hyperarbres enracine´s, nous sommes en mesure de proce´der a`
l’analyse du comportement asymptotique de cette moyenne via le comportement asymp-
totique du coefficient de la se´rie.
The´ore`me 4.1.10. L’e´quivalent asymptotique du coefficient [xn]E(−1)(x) de la SGE lie´e
a` la moyenne de la variable ale´atoire Y
(−1)
n est :
[xn]E(−1)(x) =
en/(b−1)(1− b/2b/(b−1))
nb[(b− 2)!]s√2πs
{
1 +O(
1
s1/6
)
}
, (4.41)
avec s le nombre d’hyperareˆtes et n = n(s) = s(b− 1) + 1 .
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Preuve. Notons Eˆ(−1)(t) la SGE lisse correspondant a` E(−1)(x) . Alors, E(−1)(x) = Eˆ(−1)◦
T (x) et
Eˆ(−1)(t) =
t
b

1− 1(
1 + t
b−1
(b−2)!
)1/(b−1)

 . (4.42)
La de´rive´e de la SGE Eˆ(−1)(t) est
d
d t
Eˆ(−1)(t) =
1
b
− 1
b (1 + τ(t))1/(b−1)
+
τ(t)
b (1 + τ(t))b/(b−1)
(4.43)
=
1
b
− 1
b (1 + τ(t))b/(b−1)
, (4.44)
avec τ(t) = tb−1/(b− 2)! . Notons alors
ˆˆ
E(−1)(y) = (4.45)
=
1
b
− 1
b (1 + y)b/(b−1)
= (4.46)
=
(
1
b
− 1
2b/(b−1)b
)
+
1
(b− 1)21/(b−1)22 (y − 1) + . . . . (4.47)
Soient s , l’entier correspondant au nombre d’hyperareˆtes et n = n(s) = s(b − 1) + 1 , le
nombre de sommets, alors la formule d’inversion de Lagrange donne le coefficient
[zn]E(−1)(x) = (4.48)
=
1
2iπn
∮
ˆˆ
E(−1) ◦ τ(t)exp(nτ(t)/(b− 1))
tn−1
d t
t
= (4.49)
=
1
2iπn[(b− 2)!]s
∮
ˆˆ
E(−1) ◦ τ(t)exp(nτ(t)/(b − 1))
(b− 1)τ(t)s
d τ(t)
τ(t)
, (4.50)
avec un contour d’inte´gration, suffisamment petit, qui encercle une fois l’origine dans le
sens direct. Ainsi,
[xn]E(−1)(x) = (4.51)
=
1
2iπn[(b− 2)!]s
∮
ˆˆ
E(−1)(t)
exp(nt/(b− 1))
ts
d t
t
= (4.52)
=
1
2iπn[(b− 2)!]s
∮
ˆˆ
E(−1)(t) exp(t/(b− 1))exp(st)
ts
d t
t
. (4.53)
L’expression de la de´rive´e (4.45) nous indique que l’ordre de grandeur asymptotique
recherche´ est celui de l’inte´grale
I =
1− 1/(2b/(b−1))
2nbiπ[(b− 2)!]s
∮
exp(t/(b− 1))exp(st)
ts
d t , (4.54)
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qui correspond au facteur pre`s a` (3.60) . Aussi nous obtenons
I =
en/(b−1)(1− 1/2b/(b−1))
nb[(b− 2)!]s√2πs
{
1 +O(
1
s1/6
)
}
, (4.55)
soit l’ordre de grandeur recherche´.
♦
Connaissant le comportement asymptotique du coefficient de la SGE E(−1)(x) de la
moyenne de la variable ale´atoire Y
(−1)
n et celui de la SGEH−1◦T (x) , de´duite du the´ore`me
3.1.3 , par la de´finition (4.3) , il de´coule :
The´ore`me 4.1.11. La moyenne E
(−1)
n de la variable ale´atoire Y
(−1)
n correspondant a` la
taille de l’hypercouplage produit par l’algorithme glouton quand l’entre´e de l’algorithme
est choisie uniforme´ment parmi les hyperarbres ayant n sommets, est telle que
E(−1)n ∼
(
1− 1/2b/(b−1)
) n
b
. (4.56)
4.1.4 La performance gloutonne sur les ℓ-composantes (ℓ ≥ 0 fixe´)
Introduisons, pour l’analyse dans le cas des structures d’exce`s ℓ ≥ 0 en particulier, les
fonctions F (ℓ)(x, z) , pour re´duire la longueur des formules de´crivant des de´compositions.
De´finition 4.1.12. Notons F (ℓ) la SGE bivarie´e
F (ℓ)(x, z) = (4.57)
[
Cycℓ+1
]
exp

 ℓ∑
j=0
b−1∑
k=1
Cycj+kβ¯k ◦G(−1)(x, z)ϑxkG(j)(x, z)+ (4.58)
+
b−1∑
k=2
Cyck−1β¯k ◦G(−1)(x, z)ϑxkG(−1)(x, z)
)
, (4.59)
avec
β¯k(Z) = (4.60)
1
k!
(
b
Zb−2
(b− 2)!
)k ℓ∑
p=0
1
p!
(
pb
Zb−2
(b− 2)!Cyc
)p
+ (4.61)
+
(
b
2
)(
k
1
)
(b− 2)
bZ
1
(k − 1)!
(
b
Zb−2
(b− 2)!
)k−1 ℓ−1∑
p=0
1
p!
(
pb
Zb−2
(b− 2)!
)p
Cycp+1 +(4.62)
+
(
b
1
)(
k
2
)
(b− 2)
bZ
1
(k − 1)!
(
b
Zb−2
(b− 2)!
)k−1 ℓ−1∑
p=0
1
p!
(
pb
Zb−2
(b− 2)!
)p
Cycp+1 +(4.63)
+ . . . (4.64)
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Cette de´finition des SGEs F (ℓ) permet de formuler de manie`re concise les e´quations
des propositions 4.1.3 et 4.1.4 en e´valuant l’e´quation suivante en z = 1 :
ϑw
(ℓ)G(ℓ)(w, z) = z
xb
b!
exp
(
b
ϑxG
(−1)(x, z)b−1
(b− 1)!
)
F (ℓ)(x, z) , (4.65)
qui est l’e´criture des de´compositions relate´es dans ces propositions avec les SGEsG(j)(x, z) .
The´ore`me 4.1.13. Pour ℓ ≥ 0 , la SGE E(ℓ)(x) de la performance moyenne de l’algo-
rithme glouton de couplage, quand l’entre´e est choisie uniforme´ment parmi les ℓ-compo-
santes, est telle que
E(ℓ)(x) =
1
T (x)ℓ
gℓ(y)(1 + y)
ℓ/(b−1)
∣∣∣∣
y=T (x)b−1/(b−2)!
, (4.66)
avec la fonction gℓ de´termine´e, uniquement avec la condition gℓ(0) = 0 , par une re´currence
gℓ
′(y)(1 + y)(ℓ+b−1)/(b−1) = Jℓ(y) . (4.67)
Preuve. Nous obtenons, en diffe´renciant (4.65) par rapport a` z puis en y fixant alors
z = 1 , une re´currence des E(ℓ)(x) :
ϑw
(ℓ)E(ℓ)(x) =
xb
b!
exp
(
b
T (x)b−1
(b− 1)!
){
(4.68)
F (ℓ)(x, 1) + bϑxE
(−1)(x)
T (x)b−2
(b− 2)! F
(ℓ)(x, 1) +
∂
∂z
F (ℓ)(x, z)
∣∣∣∣
z=1
}
, (4.69)
soit
ϑw
(ℓ)E(ℓ)(x) = (4.70)
T (x)b
b!
F (ℓ)(x, 1)
(
1 + b
ϑxE
(−1)(x)
T (x)
τ ◦ T (x)
)
+
T (x)b
b!
∂
∂z
F (ℓ)(x, z)
∣∣∣∣
z=1
. (4.71)
Soit
F¯ (ℓ−1)(x) =
∂
∂z
F (ℓ)(x, z)
∣∣∣∣
z=1
− bτ ◦ T (x)
T (x)
ϑxE
(ℓ)(x) (4.72)
alors,
ϑw
(ℓ)E(ℓ)(x)− (τ ◦ T (x))
2
b− 1 ϑxE
(ℓ)(x) = (4.73)
=
T (x)b
b!
F (ℓ)(x, 1)
(
1 + b
ϑxE
(−1)(x)
T (x)
τ ◦ T (x)
)
+
T (x)b
b!
F¯ (ℓ−1)(x) = (4.74)
=
(
1 + b
ϑxE
(−1)(x)
T (x)
τ ◦ T (x)
)
ϑw
(ℓ)Hℓ ◦ T (x) + T (x)
b
b!
F¯ (ℓ−1)(x) = (4.75)
=
(
1 + b
ϑxE
(−1)(x)
T (x)
τ ◦ T (x)
)
ϑw
(ℓ)Hℓ ◦ T (x) + T (x)
b−1
b!T (x)ℓ
F¯ (ℓ−1) ◦ τ ◦ T (x) ,(4.76)
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avec la fonction F¯ (ℓ−1) telle que
F¯ (ℓ−1) ◦ τ ◦ T (x) = T (x)ℓ+1F¯ (ℓ−1)(x) . (4.77)
Nous obtenons alors
ϑw
(ℓ)E(ℓ)(x)− (τ ◦ T (x))
2
b− 1 ϑxE
(ℓ)(x) = (4.78)(
1 + b
ϑxE
(−1)(x)
T (x)
τ ◦ T (x)
)
ϑw
(ℓ)Hℓ ◦ T (x) + (4.79)
+
τ ◦ T (x)
b(b− 1)T (x)ℓ F¯
(ℓ−1) ◦ τ ◦ T (x) . (4.80)
Ainsi, la forme
E(ℓ)(x) =
1
T (x)ℓ
gℓ(y)(1 + y)
ℓ/(b−1)
∣∣∣∣
y=
T (x)b−1
(b−2)!
(4.81)
permet le changement de variable

T (x)b−1
(b− 2)! → y
T (x)ℓE(ℓ)(x)→ gℓ(y)(1 + y)ℓ/(b−1)
T (x)ℓϑxE
(ℓ)(x)→
(−ℓ+ (b− 1)ϑy
1− y
)(
gℓ(y)(1 + y)
ℓ/(b−1)
)
,
(4.82)
pour avoir
ygℓ
′(y)(1 + y)(ℓ+b−1)/(b−1) = (4.83)
(1 + by
(
1 + (b− 1)ϑy
1− y
)
g−1(y)
(1 + y)1/(b−1)
)yJ¯ℓ(y) +
y
b(b− 1) F¯
(ℓ−1)
(y) , (4.84)
avec
J¯ℓ ◦ τ ◦ T (x) = T (x)
ℓϑw
(ℓ)Hℓ ◦ T (x)
τ ◦ T (x) . (4.85)
Ce qui permet de conclure sur la re´currence des gℓ , donc des E
(ℓ) du the´ore`me en iden-
tifiant
Jℓ(y) = (1 + by
(
1 + (b− 1)ϑy
1− y
)
g−1(y)
(1 + y)1/(b−1)
)J¯ℓ(y) + F¯
(ℓ−1)
(y)/(b2 − b) . (4.86)
♦
Proposition 4.1.14. La fonction g0 , telle que
E(0)(x) = g0(y)
∣∣∣∣
y=T (x)b−1/(b−2)!
, (4.87)
admet un de´veloppement en y = 1 qui commence comme suit :
g0(y) =
(3b− 2)(1 − 1/2b/(b−1))
23b((1− y)2 + . . . (4.88)
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Preuve. Pour ℓ = 0 , l’e´quation (4.86) donne J0 telle que
g0
′(y) =
J0(y)
(1 + y)
. (4.89)
Nous avons
J0(y) = (1 + by
(
1 + (b− 1)ϑy
1− y
)
g−1(y)
(1 + y)1/(b−1)
)J¯0(y) +
F¯
(−1)
(y)
b2 − b (4.90)
et a` partir de (4.85) ,
J¯0(y) =
y
2(1− y)2 =
1
2(1 − y)2 + . . . (4.91)
En remarquant que
g−1(y) =
1
b
(
(1 + y)1/(b−1) − 1
)
, (4.92)
nous avons aussi le de´veloppement en y = 1 suivant :
by
(
1 + (b− 1)ϑy
1− y
)
g−1(y)
(1 + y)1/(b−1)
=
1− 1/2b/(b−1)
(1− y) + . . . (4.93)
Le premier terme du second membre de (4.90) admet donc un de´veloppement en y = 1
qui commence comme suit :
(1 + by
(
1 + (b− 1)ϑy
1− y
)
g−1(y)
(1 + y)1/(b−1)
)J¯0(y) =
1− 1/2b/(b−1)
2(1 − y)3 + . . . (4.94)
Voyons maintenant comment commence le de´veloppement en y = 1 du second terme, a`
savoir F¯
(−1)
(y)/(b2−b) , du second membre de (4.90) . Si ℓ = 0 , dans les de´finitions (4.77)
et (4.72) nous obtenons :
F¯ (−1) ◦ τ ◦ T (x) = T (x)F¯ (−1)(x) (4.95)
= T (x)
∂
∂z
F (0)(x, z)
∣∣∣∣
z=1
− bτ ◦ T (x)ϑxE(0)(x) . (4.96)
Dans T (x) ∂∂zF
(0)(x, z)
∣∣
z=1
, les termes (des recombinaisons) qui contribuent au coefficient
de (1/(1 − y)) de plus grande puissance dans le de´veloppement de F¯ (−1)(y) , en y = 1 ,
se de´duisent des recombinaisons qui contribuent le plus avec les SGEs univarie´es. Le
passage aux SGEs G(j) bivarie´es, puis l’application de ∂∂z ()
∣∣
z=1
ont pour effet de changer
exactement un terme ϑx
kHj ◦ T (x) en ϑxkEj(x) . Ici, pour ℓ = 0 , ces termes ou encore
ces constructions proviennent de
T (x)

1
2
(
b
ϑxG
(−1)(x, z)b−2
(b− 2)!
)2
+
b
2
ϑxG
(−1)(x, z)b−3
(b− 3)!

ϑx2G(−1)(x, z) (4.97)
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et sont (
1
2
(bτ ◦ T (x))2 + b(b− 2)
2
τ ◦ T (x)
)
ϑx
2E(−1)(x)
T (x)
. (4.98)
Par le changement de variable
T (x)b−1
(b− 2)! → y , (4.99)
nous avons
ϑx
2E(−1)(x)
T (x)
→ (1− 1/2
b/(b−1))(b− 1)
b(1− y)3 + . . . (4.100)
Nous trouvons un de´veloppement en y = 1 suivant :
F¯ (0)(y)
b(b− 1) =
(1− 1/2b/(b−1))(b− 1)
b(1− y)3 + . . . (4.101)
Ce qui, avec (4.94) , donnent
J0(y) =
(3b− 2)(1 − 1/2b/(b−1))
2b(1− y)3 + . . . (4.102)
donc
g0
′(y) =
(3b− 2)(1 − 1/2b/(b−1))
22b(1− y)3 + . . . (4.103)
et
g0(y) =
(3b− 2)(1 − 1/2b/(b−1))
23b((1− y)2 + . . . (4.104)
♦
Proposition 4.1.15. L’e´quivalent asymptotique du coefficient [xn]E(0)(x) de la SGE lie´e
a` la moyenne de la variable ale´atoire Y
(0)
n est :
[xn]E(0)(x) =
(3b− 2)(1 − 1/2b/(b−1))(e/3)3/2es
23b
√
π[(b− 2)!]s
{
1 +O(
1
s1/2
)
}
, (4.105)
avec s , le nombre d’hyperareˆtes, et n = n(s) = s(b− 1) .
Preuve. Notons E¯(0) , la SGE lisse associe´e a` la SGE E(0) . Alors,
E¯(0)(t) = g0 ◦ τ(t) = (3b− 2)(1 − 1/2
b/(b−1))
23b(1− τ(t))2 + . . . . (4.106)
et
d
d t
E¯(0)(t) =
(3b− 2)(1 − 1/2b/(b−1))
22b(1− τ(t))3
(b− 1)τ(t)
t
+ . . . . (4.107)
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La formule d’inversion de Lagrange donne
[xn]E(0)(x) = (4.108)
=
(b− 1)(3b − 2)(1− 1/2b/(b−1))
23biπn
∮ (
τ(t)
(1− τ(t))3 + . . .
)
esτ(t)
tn
d t
t
= (4.109)
=
(b− 1)(3b − 2)(1− 1/2b/(b−1))
23biπn[(b− 2)!]s(b− 1)
∮ (
τ(t)
(1− τ(t))3 + . . .
)
esτ(t)
τ(t)s
d τ(t)
τ(t)
. (4.110)
Nous en de´duisons que
[xn]E(0)(x) = (4.111)
=
(b− 1)(3b − 2)(1 − 1/2b/(b−1))
23biπn[(b− 2)!]s
∮ (
1
(1− t)3 + . . .
)
exp(st)
ts
d t . (4.112)
L’asymptotique de ce coefficient est donc porte´ par
(b− 1)(3b − 2)(1 − 1/2b/(b−1))
23biπn[(b− 2)!]s
∮
1
(1− t)3
exp(st)
ts
d t . (4.113)
Cette expression a e´te´ de´ja` rencontre´e au facteur pre`s dans la preuve du lemme 3.3.3 .
Par ce lemme, nous trouvons avec les valeurs ℓ = 0 et m = 3 , l’e´quivalent asymptotique
suivant :
(b− 1)(3b − 2)(1− 1/2b/(b−1))
23biπn[(b− 2)!]s
∮
1
(1− t)3
exp(st)
ts
d t = (4.114)
=
(3b− 2)(1 − 1/2b/(b−1))(e/3)3/2es
23b
√
π[(b− 2)!]s
{
1 +O(
1
s1/2
)
}
. (4.115)
Ainsi, nous concluons l’e´quivalent asymptotique du coefficient :
[xn]E(0)(x) =
(3b− 2)(1− 1/2b/(b−1))(e/3)3/2es
23b
√
π[(b− 2)!]s
{
1 +O(
1
s1/2
)
}
. (4.116)
♦
Nous avons le coefficient [xn]E(0)(x) par cette proposition et l’asymptotique du coef-
ficient [xn]H0 ◦ T (x) par la proposition 3.2.1 . Nous trouvons alors par la de´finition de la
SGE E(0)(x) :
The´ore`me 4.1.16. La moyenne E
(0)
n de la variable ale´atoire Y
(0)
n correspondant a` la
taille de l’hypercouplage produit par l’algorithme glouton, quand l’entre´e de l’algorithme
est choisie uniforme´ment parmi les hypercycles a` n sommets, est telle que
E(0)n ∼
(3b− 2)(1− 1/2b/(b−1))(e/3)3/2
2b
√
π
s , (4.117)
avec s , tel que n = s(b− 1) .
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Proposition 4.1.17. Pour ℓ ≥ 1 , la fonction gℓ , telle que
E(ℓ)(x) =
1
T (x)ℓ
gℓ(y)(1 + y)
ℓ/(b−1)
∣∣∣∣
y=T (x)b−1/(b−2)!
, (4.118)
admette un de´veloppement en y = 1 qui commence comme suit :
gℓ(y) =
bˆℓ(b− 1)2ℓ
(3ℓ+ 2)(1− y)3ℓ+2 + . . . , (4.119)
ou` bˆℓ admet la re´currence
bˆ0 =
(3b− 2)(1− 1/2b/(b−1))
22b
, (4.120)
bˆℓ =
(1− 1/2b/(b−1))λℓ
2ℓ/(b−1)2
+ (4.121)
+
(3ℓ+ 1)bˆℓ−12(ℓ−1)/(b−1) + 2
∑ℓ−1
p=0 λℓ−1−pbˆp2
p/(b−1)
2ℓ/(b−1)2
, (4.122)
λj e´tant la notation de´finie dans le the´ore`me 2.3.37 .
Preuve. Dans la re´currence (4.83) de la preuve du the´ore`me 4.1.13 , nous remarquons que
pour de´terminer E(ℓ) , il suffit d’inte´grer
gℓ
′(y) =
(1 + by
(
1+(b−1)ϑy
1−y
)
g−1(y)
(1+y)1/(b−1)
)J¯ℓ(y)
(1 + y)(ℓ+b−1)/(b−1)
+
F¯
(ℓ−1)
(y)
b(b− 1)(1 + y)(ℓ+b−1)/(b−1) . (4.123)
Or, dans cette e´quation, le premier terme du second membre admet un de´veloppement
en y = 1 qui commence comme suit :
(1 + by
(
1+(b−1)ϑy
1−y
)
g−1(y)
(1+y)1/(b−1)
)J¯ℓ(y)
(1 + y)(ℓ+b−1)/(b−1)
=
(1− 1/2b/(b−1))λℓ(b− 1)2ℓ
2ℓ/(b−1)2(1 − y)3ℓ+3 + . . . (4.124)
car
(1 + by
(
1 + (b− 1)ϑy
1− y
)
g−1(y)
(1 + y)1/(b−1)
) =
1− 1/2b/(b−1)
(1− y) + . . . (4.125)
et
J¯ℓ(y) =
λℓ(b− 1)2ℓ
(1− y)3ℓ+2 + . . . , (4.126)
avec la notation λℓ du the´ore`me 2.3.37 . Nous trouvons ensuite que le de´but du de´velop-
pement en y = 1 du second terme du second membre de (4.123) est :
F¯
(ℓ−1)
(y)
b(b− 1)(1 + y)(ℓ+b−1)/(b−1) = (4.127)
(b− 1)2ℓ
{
(3ℓ+ 1)bˆℓ−12(ℓ−1)/(b−1) + 2
∑ℓ−1
p=0 λℓ−1−pbˆp2
p/(b−1)
}
2ℓ/(b−1)2(1− y)3ℓ+3 + . . . (4.128)
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Comme dans le lemme 2.3.36 , si une composante ℓ subit la de´composition (suppression
d’hyperareˆtes) sugge´re´e par l’algorithme 3 produisant une famille, indexe´e par i , de com-
posantes d’exce`s ji et ayant ki marquages (compte´s avec l’ordre de multiplicite´ de´fini par
le nombre d’hyperareˆtes supprime´es auxquelles un sommet marque´ appartenait) alors, en
supposant que (ji, ki) 6= (−1, 1) , le degre´ maximum de (1/(1 − y)) du de´veloppement en
y = 1 d’une SGE lie´e a` la description de telles familles, vaut au plus∑
i
(3ji + 2ki) = (3ℓ+ 3)−
∑
i
ki . (4.129)
Comme la SGE F¯ , (4.77) , est lie´e a` de telles familles sauf a` celle re´duite a` une composante
d’exce`s ℓ et ayant un seul marquage, le degre´ est au plus, avec
∑
i ki = 2 ,
3ℓ+ 3− 2 + 2 = 3ℓ+ 3 , (4.130)
ou` le 2 rajoute´ est a` cause d’un facteur en ϑx
kE(j)(x) remplac¸ant un facteur en ϑx
kHj ◦
T (x) par la de´rivation ∂∂z dans (4.72) . Si b ≥ 3 , nous distinguons deux types de familles
telles que
∑
i ki = 2 avec des ki d’ordre 1 (cette restriction est motive´e parce que nous
ne sommes inte´resse´s que par le coefficient du terme en (1/(1 − y)) avec la plus grande
puissance) :
– Si les deux marques appartiennent a` une meˆme composante, alors les familles sont
lie´es a` des constructions de´crites dans
C1
(ℓ−1)(x, z) = (4.131)
T (x)ℓ+1

1
2
(
b
ϑxG
(−1)(x, z)b−2
(b− 2)!
)2
+
b
2
ϑxG
(−1)(x, z)b−3
(b− 3)!

× (4.132)
×ϑx2G(ℓ−1)(x, z) . (4.133)
– Si les deux marques appartiennent a` deux composantes distinctes, alors les familles
sont lie´es a` des constructions de´crites dans
C2
(ℓ−1)(x, z) = (4.134)
T (x)ℓ+1

12
(
b
ϑxG
(−1)(x, z)b−2
(b− 2)!
)2
+
b
2
ϑxG
(−1)(x, z)b−3
(b− 3)!

× (4.135)
×
ℓ−1∑
p=0
ϑxG
(p)(x, z)× ϑxG(ℓ−1−p)(x, z) . (4.136)
D’un cote´, l’application de ∂∂z () |z=1 a` (4.131) nous permet de pre´ciser les construc-
tions contribuant au coefficient de (1/(1− y)) portant la plus grande puissance. A` partir
de (4.131) , nous identifions alors les constructions de´crites dans l’expression suivante(
1
2
(bτ ◦ T (x))2 + b(b− 2)
2
τ ◦ T (x)
)
T (x)ℓ−1ϑx2E(ℓ−1)(x) . (4.137)
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Notons par bˆj(b − 1)2j/(3j + 2) , le coefficient de (1/(1 − y)) portant la plus grande
puissance de gj(y) dans le de´veloppement de ce dernier, ce que nous avons e´crit
gj(y) =
bˆj(b− 1)2j
(3j + 2)(1 − y)3j+2 + . . . , (4.138)
avec
bˆ0 =
(3b− 2)(1− 1/2b/(b−1))
22b
. (4.139)
Ces constructions, identifie´es dans (4.137) , contribuent donc au coefficient par
b(b− 1)2ℓ+1(3ℓ+ 1)bˆℓ−12(ℓ−1)/(b−1) . (4.140)
De l’autre cote´, l’application de ∂∂z () |z=1 a` (4.134) nous permet d’obtenir les autres
constructions qui permettent de de´terminer ce coefficient de (1/(1 − y)) portant la plus
grande puissance. Aussi, nous identifions les constructions de´crites dans l’expression sui-
vante :
T (x)ℓ−1
(
1
2
(bτ ◦ T (x))2 + b(b− 2)
2
τ ◦ T (x)
)
× (4.141)
×2
ℓ−1∑
p=0
ϑxE
(p)(x)× ϑxHℓ−1−p ◦ T (x) . (4.142)
Ces constructions contribuent au coefficient par
2b(b− 1)2ℓ+1
ℓ−1∑
p=0
λℓ−1−pbˆp2p/(b−1) , (4.143)
ou` nous adoptons la notation λℓ , du the´ore`me 2.3.37 , relative au coefficient du terme en
(1− τ ◦ T (x))−3ℓ portant l’asymptotique du coefficient de Hℓ ◦ T (x) :
Hℓ(t) =
1
tℓ
(
λℓ(b− 1)2ℓ
3ℓ
1
(1− τ(t))3ℓ + . . .
)
, (4.144)
avec 

λ0 =
1
2
,
λ1 =
5
8
,
λℓ =
3ℓ
2
λℓ−1 +
1
2
ℓ−2∑
p=1
λpλℓ−1−p , pour ℓ = 2, 3 . . .
(4.145)
La contribution de
ˆˆ
F (y)/(b(b − 1)(1 + y)(ℓ+b−1)/(b−1)) au coefficient est donc
(b− 1)2ℓ
{
(3ℓ+ 1)bˆℓ−12(ℓ−1)/(b−1) + 2
∑ℓ−1
p=0 λℓ−1−pbˆp2
p/(b−1)
}
2ℓ/(b−1)2
. (4.146)
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Nous obtenons alors par (4.124) et (4.127) la re´currence
bˆℓ =
(1− 1/2b/(b−1))λℓ
2ℓ/(b−1)2
+ (4.147)
+
(3ℓ+ 1)bˆℓ−12(ℓ−1)/(b−1) + 2
∑ℓ−1
p=0 λℓ−1−pbˆp2
p/(b−1)
2ℓ/(b−1)2
. (4.148)
♦
Ainsi, par exemple, nous trouvons :
Exemple 4.1.18. Pour ℓ = 1 ,
bˆ1 =
(1− 1/2b/(b−1))λ1 + 5bˆ0
21/(b−1)2
, (4.149)
soit
bˆ12
1/(b−1) = (1− 1/2b/(b−1))(7b− 4)λ1
2b
. (4.150)
Exemple 4.1.19. Et pour ℓ = 2 ,
bˆ22
2/(b−1) =
(1− 1/2b/(b−1))λ2
2
+
8bˆ12
1/(b−1) + 2λ1bˆ0
2
, (4.151)
soit
bˆ22
2/(b−1) = (1− 1/2b/(b−1))(65b − 34) λ2
12b
. (4.152)
Exemple 4.1.20. Pour ℓ = 3 ,
bˆ32
3/(b−1) = (1− 1/2b/(b−1))(293b − 144)11λ3
442b
. (4.153)
Exemple 4.1.21. Pour ℓ = 4 ,
bˆ42
4/(b−1) = (1− 1/2b/(b−1))(7081b − 3314) 7λ4
5424b
. (4.154)
Proposition 4.1.22. La re´currence des bˆℓ ,
gℓ(y) =
bˆℓ(b− 1)2ℓ
(3ℓ+ 2)(1 − y)3ℓ+2 + . . . , (4.155)
s’e´crit encore
2bˆℓ2
ℓ/(b−1)
(1− 1/2b/(b−1)) = σℓ(b)3λℓ , (4.156)
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avec λℓ , tel que

λ0 =
1
2
,
λℓ =
1
2
λℓ−1(3ℓ− 1) + 1
2
ℓ−1∑
p=0
λpλℓ−1−p , pour ℓ = 1, 2 . . .
(4.157)
et 

σ0(b) =
3b− 2
3b
,
σℓ(b) =
1
3
+
1
2
λℓ−1(3ℓ+ 1)
σℓ−1(b)
3λℓ
+
+
1
2
ℓ−1∑
p=0
λℓ−1−pλp
{σp(b) + σℓ−1−p(b)}
3λℓ
, pour ℓ = 1, 2 . . .
(4.158)
Proposition 4.1.23. Le coefficient de la SGE E(ℓ)(x) qui code la moyenne de la variable
ale´atoire Y
(ℓ)
n admet l’e´quivalent asymptotique suivant :
[xn]E(ℓ)(x) = (4.159)
(b− 1)2ℓ+1(1− 1/2b/(b−1))σℓ(b)3λℓes+
3ℓ+3
2
− ℓ
b−1 (s/(3ℓ+ 3))(3ℓ+3)/2
4
√
sπ[(b− 2)!]s × (4.160)
×
{
1 +O(
1
s1/2
)
}
. (4.161)
Preuve. Comme la SGE lisse Eˆ(ℓ) correspondant a` la SGE T (x)ℓE(ℓ)(x) est telle que
Eˆ(t) = gℓ ◦ τ(t)(1 + τ(t))ℓ/(b−1) = (b− 1)
2ℓ(1− 1/2b/(b−1))σℓ(b)3λℓ
2(3ℓ + 2)(1− τ(t))3ℓ+2 + . . . (4.162)
et
d
d t
Eˆ(t) =
(b− 1)2ℓ(1− 1/2b/(b−1))σℓ(b)3λℓ
2(1 − τ(t))3ℓ+3
(b− 1)τ(t)
t
+ . . . (4.163)
Par la formule d’inversion de Lagrange, l’asymptotique du coefficient [xn]E(ℓ)(x) est
porte´ par celui de
I =
(b− 1)2ℓ+1(1− 1/2b/(b−1))σℓ(b)3λℓ
2n
[
tn+ℓ
]{ τ(t)
(1− τ(t))mΦ(t)
n
}
, (4.164)
avec τ(t) = tb−1/(b− 2)! , Φ(t) = exp(τ(t)/(b− 1)) et m = 3ℓ+ 3 . En notant n = n(s) =
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s(b− 1)− ℓ , nous obtenons le re´sultat par le lemme 3.3.3 car
I = (4.165)
=
(b− 1)2ℓ+1(1− 1/2 b(b−1) )σℓ(b)3λℓes+
m
2
− ℓ
b−1 (s/m)
m
2
4n
√
sπ[(b− 2)!]s
{
1 +O(
1
s1/2
)
}
=(4.166)
=
(b− 1)2ℓ+1(1− 1/2b/(b−1))σℓ(b)3λℓes+
3ℓ+3
2
− ℓ
b−1 (s/(3ℓ+ 3))(3ℓ+3)/2
4n
√
sπ[(b− 2)!]s × (4.167)
×
{
1 +O(
1
s1/2
)
}
. (4.168)
♦
Par les asymptotiques des coefficients [xn]E(ℓ)(x) de la proposition pre´ce´dente et [xn]Hℓ◦
T (x) de la proposition 3.3.4 , nous trouvons :
The´ore`me 4.1.24. La moyenne E
(ℓ)
n de la variable ale´atoire Y
(ℓ)
n correspondant a` la
taille de l’hypercouplage produit par l’algorithme glouton, quand l’entre´e de l’algorithme
est choisie uniforme´ment parmi les hypercycles a` n sommets est telle que
E(ℓ)n ∼
(
σℓ(b)e(1 − 1/2b/(b−1))(3ℓ+13ℓ+3 )
3ℓ+1
2
2(ℓ+ 1)
)
s , (4.169)
avec s , le nombre d’hyperareˆtes quand n est le nombre de sommets, soit n = n(s) =
s(b− 1)− ℓ , et les σℓ de´finis dans l’e´nonce´ de la proposition 4.1.22 .
4.2 Hypergraphes e´voluants
Dans cette section nous ge´ne´ralisons un re´sultat de [14] sur les graphes e´voluants. Plu-
sieurs re´sultats sur les graphes ale´atoires [5] seraient aussi accessibles pour hypergraphes
par l’approche sugge´re´e dans [14] .
Algorithme 4 : Ge´ne´ration d’hypergraphe jusqu’a` l’apparition du premier cycle
Entre´es : Entier n , le nombre des sommets e´tiquete´s.
Sorties : Foreˆt d’hyperarbre non enracine´ et un cycle avec une hyperareˆte
inte´rieure marque´e.
de´but
Initialiser avec un hypergraphe a` n sommets sans hyperareˆte.
re´pe´ter
Ajouter une nouvelle hyperareˆte ale´atoire
jusqu’a` une composante d’exce`s ≥ 0 a e´te´ forme´e
fin
Marquer la dernie`re hyperareˆte ajoute´e dans l’hypergraphe.
retourner l’hypergraphe
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4.2.1 De´finitions et notions
Dans cette section, nous disposons de la SGE Hˆ−1(w, z) bivarie´e des hyperarbres :
Hˆ−1(w, z) =
H−1 ◦ T (w1/(b−1)z)
w1/(b−1)
, (4.170)
avec
– z : de´note la variable lie´e au nombre de sommets de l’hypergraphe,
– w : de´note la variable lie´e au nombre de ses hyperareˆtes,
– T : la SGE des hyperarbres enracine´s
T (z) = z exp
(
T (z)b−1
(b− 1)!
)
, (4.171)
– H−1 : la SGE “lisse” des hyperarbres
H−1(t) = t
(
1− τ(t)
b
)
, (4.172)
ou` τ(t) = t
b−1
(b−2)! .
De´finition 4.2.1. De´notons Ψn l’ope´rateur
ΨnF =
∑
m≥1
fm,n
m
(N
m
) , avec N = (n
b
)
, (4.173)
et F (w, z) la SGE bivarie´e
F (w, z) =
∑
n,m≥0
fm,nw
m z
n
n!
. (4.174)
Cet ope´rateur Ψn admet une formulation inte´grale suivante :
De´finition 4.2.2. l’ope´rateur Ψn est
ΨnF =
∫ ∞
0
1
(1 + t)N
Fn(t)
d t
t(1 + t)
, (4.175)
ou`
N =
(
n
b
)
(4.176)
et
Fn(w) = n! [z
n]F (w, z) =
n!
2iπ
∮
F (w, z)
zn+1
d z . (4.177)
L’e´quivalence des deux de´finitions se justifie, comme souligne´ dans [14] , par la β
fonction inte´grale : La substitution u = t/(1 + t) transforme
∫∞
0 t
m−1d t/(1 + t)N+1 en∫ 1
0
um−1(1− u)N−mdu = B(N + 1−m,m) = 1
m
(N
m
) . (4.178)
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De´finition 4.2.3. Un hypergraphe e´voluant est un hypergraphe dont les hyperareˆtes
apparaˆıssent une par une.
Ces hypergraphes e´voluants sont a` priori diffe´rents des hypergraphes ou` chacune
des hyperareˆtes existe avec une certaine probabilite´ p (mode`le binomial d’hypergraphe
ale´atoire e´tudier dans [10]) .
4.2.2 L’attente moyenne de l’apparition du premier cycle
Pour obtenir une expression de l’espe´rance du nombre d’hyperareˆtes ajoute´es par
l’algorithme 4 , nous conside´rons la SGE bivarie´e lie´es aux structures rencontre´es lors du
de´roulement de l’algorithme telles que le processus de cre´ation d’une nouvelle hyperareˆte
continu. Ces structures rencontre´es ne sont autres que des foreˆts d’hyperarbres, chacune
de ces structures ayant m hyperareˆtes peut apparaˆıtre en suivantm! historiques distinctes
selon l’ordre de cre´ation des m hyperareˆtes. Sachant qu’un hypergraphe ayant n sommets
admet m hyperareˆtes ordonne´es, la probabilite´ qu’il s’agit d’une foreˆt d’hyperarbres est
m!fm,n
m!
(N
m
) = fm,n(N
m
) , (4.179)
avec N =
(n
b
)
et avec fm,n le nombre de foreˆts d’hyperarbres chacun ayant n sommets et
m hyperareˆtes. Nous obtenons alors le nombre moyen d’hyperareˆtes ajoute´es en sommant
le terme (4.179) pour m ≥ 0 :
En =
∑
m≥0
fm,n(N
m
) . (4.180)
Notons F la SGE des foreˆts d’hyperarbres
F (w, z) = exp
(
H−1 ◦ T (w1/(b−1)z)
w1/(b−1)
)
=
∑
m≥0,n≥1
fm,nw
m z
n
n!
, (4.181)
alors l’application de l’ope´rateur Ψn a` F donne presque l’expression de la moyenne En :
ΨnF =
∑
m≥1
fm,n
m
(N
m
) , (4.182)
une expression plus proche de la moyenne En est
ΨnϑwF =
∑
m≥1
fm,n(N
m
) . (4.183)
Ainsi, nous voyons que la moyenne En s’exprime avec l’ope´rateur Ψn comme :
En = 1 + ΨnϑwF . (4.184)
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Notons alors que
ϑwF (w, z) = F (w, z)
T (w1/(b−1)z)b
w1/(b−1)b!
(4.185)
=
T (w1/(b−1)z)b
w1/(b−1)b!
exp
(
H−1 ◦ T (w1/(b−1)z)
w1/(b−1)
)
. (4.186)
Notons fˆn(w) , le coefficient [z
n]ϑwF (w, z) :
fˆn(w) = [z
n]
T (w1/(b−1)z)b
w1/(b−1)b!
exp
(
H−1 ◦ T (w1/(b−1)z)
w1/(b−1)
)
. (4.187)
Une application d’une version de la formule d’inversion de Lagrange 2.3.2 , re´adapte´e a`
cette SGE bivarie´e avec une seconde variable relative au nombre d’hyperareˆtes, donne
fˆn(w) = (4.188)
=
1
n
[
tn−1
]( d
d t
(
w
tb
b!
exp
(
H¯−1(w, t)
))
exp
(
nw
τ(t)
b− 1
))
= (4.189)
=
1
2inπ
∮
w
d
d t
(
tb
b!
eH¯−1(w,t)
)
enw
τ(t)
b−1
−n ln(t)d t , (4.190)
avec τ(t) = tb−1/(b− 2)! ,
H¯−1(w, t) = t
(
1−wτ(t)
b
)
. (4.191)
Nous utiliserons une autre formulation de la version de l’inversion de Lagrange qui ne
comptabilise pas les hyperareˆtes en mettant la variable w du cote´ des foreˆts, mais du
cote´ de la structure centrale. E´changer la manie`re de comptabiliser les hyperareˆtes pour
les comptabiliser du cote´ de la structure centrale, se traduira par une multiplication par
wn/(b−1) , n/(b − 1) e´tant le nombre d’hyperareˆtes dans une foreˆt a` n sommets pour
garantir la pre´sence d’au moins un cycle, et un changement de t en tw−1/(b−1) . Nous
obtenons alors une version de l’inversion de Lagrange suivant :
fˆn(w) = (4.192)
=
w
n
b−1
n
[
tn−1
]( d
d t
(
1
w
1
(b−1)
tb
b!
exp
(
H¯−1(w,
t
w
1
b−1
)
))
en
τ(t)
b−1
)
= (4.193)
=
w
n−1
b−1
n
[
tn−1
]( d
d t
(
tb
b!
exp
(
H¯−1(w,
t
w
1
b−1
)
))
exp
(
n
τ(t)
b− 1
))
. (4.194)
De manie`re analytique, cela s’e´crit
fˆn(w) =
w
n−1
b−1
2iπn
× (4.195)
×
∮ (
d
d t
(
tb
b!
exp
(
H¯−1(w,
t
w
1
b−1
)
))
exp
(
n
τ(t)
b− 1 − n ln(t)
))
d t . (4.196)
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Nous avons
d
d t
(
tb
b!
exp
(
H¯−1(w,
t
w
1
b−1
)
))
= (4.197)
=
d
d t
(
tb
b!
exp
(
t
w
1
b−1
(
1− τ(t)
b
)))
= (4.198)
=
(
tb−1
(b− 1)! +
tb
b!w
1
b−1
(1− τ(t))
)
exp
(
t
w
1
b−1
(
1− τ(t)
b
))
= (4.199)
=
τ(t)
b− 1
(
1 +
t
bw
1
b−1
(1− τ(t))
)
exp
(
t
w
1
b−1
(
1− τ(t)
b
))
. (4.200)
Et fˆn(w) se met sous la forme suivante :
fˆn(w) =
w
n−1
b−1
2iπn(b− 1)× (4.201)
×
∮
τ(t)
(
1 +
t
bw
1
b−1
(1− τ(t))
)
e
tw
−1
b−1
“
1− τ(t)
b
”
en
τ(t)
b−1
−n ln(t)d t . (4.202)
Pour e´valuer ΨnϑwF qui s’e´crit sous la forme inte´grale suivante :
ΨnϑwF =
∫ ∞
0
1
(1 + w)N
Fn(w)
dw
w(1 + w)
, (4.203)
avec N =
(n
b
)
et
Fn(w) = n!fˆn(w) , (4.204)
nous compensons ce facteur n! dans l’estimation de fˆn par le changement de variable

w → e
b−1
(wn)b−1
dw
w
→ −(b− 1)dw
w
n!fˆn(w)→ n!fˆn( e
b−1
(wn)b−1
)
(4.205)
et nous obtenons
ΨnϑwF =
∫ ∞
0
(b− 1)n!
fˆn(
eb−1
(wn)b−1
)
w(1 + e
b−1
(wn)b−1
)N+1
dw . (4.206)
Dans ce changement de variable (4.205) , nous avons
fˆn(
eb−1
(wn)b−1
) =
en−1
2iπnn(b− 1)wn−1
∮
g(w, t)enh(t)d t , (4.207)
avec
g(w, t) = τ(t)
(
1 +
nwt
eb
(1− τ(t))
)
(4.208)
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et
h(t) =
τ(t)
b− 1 − ln(t) +
wt
e
(1− τ(t)
b
) . (4.209)
La de´rive´e de cette fonction h est
h′(t) =
τ(t)
t
− 1
t
+
w
e
(1− τ(t)) = (1− τ(t))(w
e
− 1
t
) . (4.210)
La de´rive´e seconde de la fonction h est
h′′(t) = −(b− 1)τ(t)
t
(
w
e
− 1
t
) + (1− τ(t))( 1
t2
) . (4.211)
Nous distinguons alors deux cas :
1. Si w ≤ e
[(b−2)!]1/(b−1) , alors la de´rive´e seconde au point col t0 = [(b − 2)!]1/(b−1) est
positive
h′′(t0) = −(b− 1) 1
[(b − 2)!]1/(b−1) (
w
e
− 1
[(b− 2)!]1/(b−1) ) . (4.212)
Alors nous faisons passer le contour d’inte´gration verticalement par le point col t0 .
2. Si w ≥ e
[(b−2)!]1/(b−1) , alors la de´rive´e seconde au point col t1 = e/w est positive
h′′(t1) = +(1− e
b−1
wb−1(b− 2)! )
w2
e2
. (4.213)
Alors nous faisons passer le contour d’inte´gration verticalement par le point col t1 .
Dans chaque cas, nous utilisons le contour d’inte´gration suivant selon tj :
γ :
{
γ1 : t = tj + iv/n , v ↑∈ [−3ntj, 3ntj ]
γ0 : t = tj + 3tj exp(iα) , α ↑∈ [π/2, 3π/2] . (4.214)
Notons γˆ1 , une portion du chemin γ1 :
γˆ1 : t = tj + iv/n , v ↑∈ [−κs, κs] , (4.215)
avec κs , un nombre positif qui sera pre´cise´ plus tard. Soit alors la valeur I1 de l’inte´grale
(4.207) restreinte a` cette portion γˆ1 :
I1 =
en−1
2iπnn(b− 1)wn−1
∫
γˆ1
g(w, t)enh(t)d t . (4.216)
Ce qui, si l’inte´grande est approche´e au point col, donne
I1 =
en−1g(w, tj)enh(tj )
2iπnn(b− 1)wn−1
∫
γˆ1
exp
(
nh′′(tj)(t− tj)2/2 +O(nh(4)(tj)(t− tj)4
)
d t , (4.217)
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soit, avec la variable d’inte´gration v
I1 =
en−1g(w, tj)enh(tj)
2πnn+1(b− 1)wn−1
∫ κs
−κs
exp
(
−h′′(tj) v
2
2n
+O(h(4)(tj)
v4
n3
)
)
d v . (4.218)
Soit, encore par le changement de variable

v →
√
2n
h′′(tj)
r
d v →
√
2n
h′′(tj)
d r
(4.219)
et en notant
Cw,n =
√
h′′(tj)/(2n) , (4.220)
I1 = (4.221)
=
en−1g(w, tj)enh(tj )
πnn(b− 1)wn−1√2nh′′(tj)
∫ κsCw,n
−κsCw,n
e
−r2+O(h
(4)(tj)
h′′(tj)
2
r4
n
)
d r = (4.222)
=
en−1g(w, tj)enh(tj )
πnn(b− 1)wn−1√2nh′′(tj)
∫ κsCw,n
−κsCw,n
e−r
2
(
1 +O(
h(4)(tj)
h′′(tj)2
r4
n
)
)
d r =(4.223)
=
en−1g(w, tj)enh(tj )
πnn(b− 1)wn−1√2nh′′(tj) × (4.224)
×
{∫ κsCw,n
−κsCw,n
e−r
2
d r +O(
h(4)(tj)
h′′(tj)2
(κsCw,n)
5
n
)
}
. (4.225)
Alors l’inte´grale I1 devient
I1 =
en−1g(w, tj)enh(tj )
πnn(b− 1)wn−1√2nh′′(tj)× (4.226)
×
{∫ κsCw,n
−κsCw,n
e−r
2
d r +O(h(4)(tj)
√
h′′(tj)
κs
5
n7/2
)
}
. (4.227)
En prenant κs = n
2/3 , nous obtenons
I1 =
en−1g(w, tj)enh(tj )
nn(b− 1)wn−1√π2nh′′(tj)
{
1 +O(h(4)(tj)
√
h′′(tj)
1
n1/6
)
}
. (4.228)
Sur le contour restant, la contribution e´tant exponentiellement petit, nous obtenons que
I1 est l’ordre asymptotique de (4.207) : si w ≤ e/[(b− 2)!]1/(b−1) , alors on prendra j = 0
soit le point col t0 = [(b− 2)!]1/(b−1) , sinon on prendra j = 1 soit le point col t1 = e/w .
Et l’ordre asymptotique de (4.207) est
fˆn(
eb−1
(wn)b−1
) =
en−1g(w, tj)enh(tj )
nn(b− 1)wn−1√π2nh′′(tj)
{
1 +O(h(4)(tj)
√
h′′(tj)
1
n1/6
)
}
. (4.229)
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Afin d’estimer asymptotiquement l’espe´rance, nous portons le terme asymptotique prin-
cipal de l’e´quation pre´ce´dente dans (4.206) et nous avons alors a` conside´rer l’inte´grale
ainsi obtenue suivante :
I =
n!en−1
nn
√
π2n
∫ ∞
0
g(w, tj)
(1 + e
b−1
(wn)b−1
)N+1
enh(tj)−n ln(w)√
h′′(tj)
dw , (4.230)
avec
tj =
{
[(b− 2)!]1/(b−1) si w ≤ e
[(b−2)!]1/(b−1)
e/w si w ≥ e
[(b−2)!]1/(b−1) ,
(4.231)
g(w, t) = τ(t)
(
1 +
nwt
eb
(1− τ(t))
)
, (4.232)
h(t) =
τ(t)
b− 1 − ln(t) +
w
e
t(1− τ(t)
b
) , (4.233)
la de´rive´e seconde de cette dernie`re e´tant
h′′(t) = −(b− 1)τ(t)
t
(
w
e
− 1
t
) + (1− τ(t))( 1
t2
) . (4.234)
Pour e´valuer cette inte´grale (4.230) , nous distinguerons les deux intervalles ]0, λ0[ et
]λ0,∞[ avec λ0 = e/((b− 2)!)1/(b−1) . Soit alors Ia la valeur de l’inte´grale sur ]0, λ0[ :
Ia =
n!en−1
nn
√
π2n
∫ λ0
0
1
(1 + e
b−1
(wn)b−1
)N+1
enh(tj)−n ln(w)√
h′′(tj)
dw , (4.235)
ou`
h(tj) =
1
b− 1 − ln(tj) +
(b− 1)tjw
be
= −b− 2
b− 1 + ln(λ0) +
(b− 1)w
bλ0
(4.236)
et
h′′(tj) = (b− 1) 1
tj2
(1− wtj
e
) = (b− 1)
(
λ0
e
)2
(1 − w
λ0
) . (4.237)
Cette dernie`re admet une racine en w = λ0 . Par les e´quivalents suivants :
N + 1 ∼ nb−1 n
b!
(4.238)
et
((1 +
eb−1
(wn)b−1
)n
b−1
)n/b! ∼ e nb!( ew )
b−1
, (4.239)
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nous obtenons
Ia ∼ n!e
n−1
nn
√
π2n
∫ λ0
0
e−
n
b!(
e
w )
b−1
+nh(tj)−n ln(w)√
h′′(tj)
dw (4.240)
∼ n!e
n−1[(b− 2)!] 1(b−1)λ0
nn(b− 1) 12√π2n
× (4.241)
×
∫ λ0
0
e
− n
b(b−1)
“
λ0
w
”b−1
+n b−1
b
w
λ0
−n b−2
b−1
−n ln( w
λ0
)√
1− wλ0
dw
λ0
(4.242)
∼ n!e
n−1[(b− 2)!] 1(b−1)λ0
nn(b− 1) 12√π2n
∫ 1
0
e
− n
b(b−1)(
1
w )
b−1
+n b−1
b
w−n b−2
b−1
−n ln(w)
√
1− w dw (4.243)
∼ n!e
n
nn(b− 1) 12√π2n
∫ 1
0
enhˆ(w)√
1− wdw , (4.244)
avec hˆ , de´finie par
hˆ(w) = − 1
b(b− 1)
(
1
w
)b−1
+
b− 1
b
w − b− 2
b− 1 − ln(w) , (4.245)
qui s’annule pour w = 1 . La de´rive´e de cette fonction est
hˆ′(w) =
1
b
(
1
w
)b
+
b− 1
b
− 1
w
, (4.246)
qui s’annule pour la valeur de w = 1 . La de´rive´e seconde de hˆ est
hˆ′′(w) = −
(
1
w
)b+1
+
1
w2
, (4.247)
qui s’annule pour la valeur w = 1 donc le point col est d’ordre 2 . La de´rive´e troisie`me de
hˆ est
hˆ′′′(w) = (b+ 1)
(
1
w
)b+2
− 2
w3
, (4.248)
donc hˆ′′′(1) > 0 (1 est un point d’inflexion de hˆ qui est croissante) . Notons alors l’inte´grale
I ′a , la restriction de de l’inte´grale Ia dans un voisinage de 1 , suivante :
I ′a =
n!en
nn(b− 1) 12√π2n
∫ 1
1−ǫn
e−n((b−1)(1−w)3/6+O((1−w)4))√
1−w dw (4.249)
=
n!en
nn(b− 1) 12√π2n
∫ ǫn
0
e−n((b−1)w3/6+O(w4))√
w
dw (4.250)
=
n!en
nn(b− 1) 12√π2n
∫ ǫn
0
e−n(b−1)w3/6√
w
(
1 +O(nw4))
)
dw . (4.251)
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Ceci, par le changement de variable{
w → r
(n(b−1)/6)1/3
dw→ d r
(n(b−1)/6)1/3 ,
(4.252)
donne
I ′a =
n!en6
1
6
nn(b− 1) 23n 16√π2n
∫ ǫn(n(b−1)/6)1/3
0
e−r3√
r
(
1 +O(
r4
n1/3
)
)
d r . (4.253)
En prenant ǫn = n
−1/4 nous obtenons
I ′a = O(
1
n1/6
) . (4.254)
Nous en de´duisons que la valeur asymptotique de Ia est :
Ia = O(
1
n1/6
) . (4.255)
La moyenne recherche´e est alors de´termine´e par l’e´valuation de la valeur de l’inte´grale
(4.230) restreinte a` l’intervalle ]λ0,∞[ . Notons Iˆa , cette inte´grale sur cet intervalle :
Iˆa =
n!en−1
nn
√
π2n
∫ ∞
λ0
g(w, e/w)
(1 + e
b−1
(wn)b−1
)N+1
enh(tj)−n ln(w)√
h′′(tj)
dw , (4.256)
ou`
g(w, e/w) =
eb−1
wb−1(b− 2)!
(
1 +
n
b
(
1− e
b−1
wb−1(b− 2)!
))
, (4.257)
h(tj) =
eb−1
wb−1b!
+ ln(w) , (4.258)
et
h′′(tj) = +(1− e
b−1
wb−1(b− 2)! )(
w2
e2
) . (4.259)
Cette dernie`re admet une racine en w = λ0 = e/((b − 2)!)1/(b−1) . Par les e´quivalents
suivants
N + 1 ∼ nb−1 n
b!
(4.260)
et
((1 +
eb−1
(wn)b−1
)n
b−1
)n/b! ∼ e nb!( ew )
b−1
, (4.261)
nous obtenons
Iˆa ∼ n!e
n−1
nn
√
π2n
∫ ∞
λ0
g(w, e/w)√
h′′(tj)
e−
n
b!(
e
w )
b−1
+nh(tj)−n ln(w)dw (4.262)
∼ n!e
n
nn
√
π2n
∫ ∞
λ0
g(w, e/w)√
1− eb−1
wb−1(b−2)!
e
− n
b!(
e
w )
b−1
+n e
b−1
wb−1b!
dw
w
. (4.263)
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Ceci, par le changement de variable


w → e
(w(b − 2)!)1/(b−1)
dw
w
→ − dw
(b− 1)w
g(w, e/w) → w
(
1 +
n
b
(1− w)
)
,
(4.264)
donne
Iˆa ∼ n!e
n
nn(b− 1)√π2n
∫ 1
0
1 + nb − nbw√
1− w dw =
n!en
nn(b− 1)√π2n
(
6b+ 2n
3b
)
. (4.265)
Soit,
The´ore`me 4.2.4. Le nombre moyen d’hyperareˆtes au moment de l’apparition du premier
cycle dans un hypergraphe e´voluant a` n sommet est asymptotiquement
Iˆa ∼ 2n
3b(b− 1) . (4.266)
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Chapitre 5
Annexe
5.1 Preuves des deux identite´s combinatoires
Lemme 5.1.1. Pour j, a ∈ IN∗ (donc j + a > 0) ,
1
θj
=
j−1∑
i=0
(
j + a
i
)
(1− θ)j+a−i
θj−i
+
a∑
i=0
(
j + a− i− 1
j − 1
)
(1− θ)a−i . (5.1)
Preuve.
1
θj
=
j−1∑
i=0
(
j + a
i
)
(1− θ)j+a−i
θj−i
+
a∑
i=0
(
j + a− i− 1
j − 1
)
(1− θ)a−i (5.2)
= (1− θ)a
(
1− θ
θ
)j j+a∑
i=0
(
j + a
i
)(
θ
1− θ
)i
−
j+a∑
i=j
(
j + a
i
)
(1− θ)j+a−i
θj−i
+
a∑
i=0
(
j + a− i− 1
j − 1
)
(1− θ)a−i (5.3)
= (1− θ)a
(
1− θ
θ
)j (
1 +
θ
1− θ
)j+a
−
j+a∑
i=j
(
j + a
i
)
(1− θ)j+a−i
θj−i
+
a∑
i=0
(
j + a− i− 1
j − 1
)
(1− θ)a−i (5.4)
= (1− θ)a
(
1− θ
θ
)j ( 1
1− θ
)j+a
−
j+a∑
i=j
(
j + a
i
)
(1− θ)j+a−i
θj−i
+
a∑
i=0
(
j + a− i− 1
j − 1
)
(1− θ)a−i (5.5)
=
1
θj
−
j+a∑
i=j
(
j + a
i
)
(1− θ)j+a−i
θj−i
+
a∑
i=0
(
j + a− i− 1
j − 1
)
(1− θ)a−i (5.6)
=
1
θj
− (1− θ)a
j+a∑
i=j
(
j + a
i
)
(1− θ)j−i
θj−i
+ (1− θ)a
a∑
i=0
(
j + a− i− 1
j − 1
)
(1− θ)−i . (5.7)
Il suffit de montrer
j+a∑
i=j
(
j + a
i
)
(1− θ)j−i
θj−i
=
a∑
i=0
(
j + a− i− 1
j − 1
)
(1− θ)−i (5.8)
a∑
k=0
(
j + a
j + k
)
(1− θ)−k
θ−k
=
a∑
i=0
(
j + a− i− 1
j − 1
)
(1− θ)−i (5.9)
a∑
k=0
(
j + a
j + k
)(
θ
1− θ
)k
=
a∑
i=0
(
j + a− i− 1
j − 1
)(
1
1− θ
)i
. (5.10)
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Comme
a∑
i=0
(
j + a− i− 1
j − 1
)(
1
1− θ
)i
=
a∑
i=0
(
j + a− i− 1
j − 1
)(
1 +
θ
1− θ
)i
(5.11)
=
a∑
i=0
{(
j + a− i− 1
j − 1
) i∑
t=0
(
i
t
)(
θ
1− θ
)t}
(5.12)
et(
j + a
j + k
)
=
(
j + a− k − 1
j − 1
)
+
(
j + a− k − 2
j
)
+
(
j + a− k − 2
j + 1
)
+· · ·+
(
j + a− k − 2
j + k
)
(5.13)(
j + a
j + k
)
=
(
j + a− k − 1
j − 1
)
+
k∑
r=0
(
j + a− k + r − 1
j + r
)
(5.14)
nous obtenons l’identite´. ♦
Lemme 5.1.2. Si a− j ≥ 0 alors
θj =
a∑
i=0
(
a− j − i− 1
−j − 1
)
(1− θ)a−i , (5.15)
ou` si k ∈ IN et t ∈ ZZ alors(
t
k
)
=
(
t
t− k
)
=
t(t− 1) · · · (t− k + 1)
k!
. (5.16)
Preuve.
θj =
a∑
i=0
(
a− j − i− 1
a− i
)
(1 − θ)a−i (5.17)
=
a∑
r=0
(
r − j − 1
r
)
(1− θ)r (5.18)
=
a∑
r=0
(
j
r
)
(−1)r (1− θ)r (5.19)
=
j∑
r=0
(
j
r
)
(−1)r (1− θ)r (5.20)
= (1− (1− θ))j . (5.21)
♦
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5.2 L’hypergraphe utilise´ pour le de´roulement de l’algo-
rithme glouton d’hypercouplage
#les 55 hyperaretes de l’hypergraphe 4-uniforme
27 29 34 10
22 12 32 30
29 18 4 27
22 15 3 18
18 3 13 2
4 23 8 33
26 13 28 3
32 17 31 1
11 7 32 21
6 26 4 22
18 26 3 33
21 2 12 23
6 12 8 4
4 22 10 19
19 27 15 20
15 0 9 26
32 30 0 34
20 19 2 0
17 24 33 19
13 33 26 25
7 29 6 17
14 2 9 6
34 25 18 8
28 27 3 26
28 14 23 12
17 23 6 21
26 31 19 29
21 3 13 16
9 31 7 11
17 13 11 19
32 31 13 24
0 4 17 14
4 6 31 27
13 14 25 16
10 9 22 13
0 2 34 31
9 23 14 22
11 33 31 7
23 21 7 4
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15 34 8 22
30 0 12 22
25 28 9 12
15 30 2 27
32 1 24 6
24 15 6 0
25 2 8 14
0 27 18 28
26 4 15 34
4 33 7 32
19 24 15 33
16 12 34 17
31 1 9 2
13 0 16 33
26 17 21 10
29 25 2 5
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Hypergraphes ale´atoires et algorithmiques
Re´sume´ : Les hypergraphes sont des structures de´composables ou descriptibles donc
peuvent eˆtre e´nume´re´s re´cursivement. Ici, avec les fonctions ge´ne´ratrices exponentielles,
nous obtenons des re´sultats d’e´nume´rations exactes et asymptotiques des hypergraphes
connexes a` nombre de sommets et a` nombre d’hyperareˆtes donne´s. Dans un cadre combi-
natoire, par un raisonnement d’inclusion exclusion, nous aboutissons a` un encadrement
des nombres des composantes d’hypergraphes : c’est une ge´ne´ralisation de l’encadrement
de Wright pour les graphes. Pour obtenir les re´sultats asymptotiques, la me´thode du
point col permet, en passant par l’analyse complexe, d’obtenir des de´monstrations qui
sont au final tre`s lisibles graˆce a` l’utilisation des fonctions ge´ne´ratrices. Soulignons que
nous avons ainsi caracte´rise´ :
– les composantes a` nombre de sommets et a` nombre d’hyperareˆtes donne´s par rap-
port a` la taille moyenne d’un hypercouplage ale´atoire de ces structures,
– les hypergraphes ale´atoires (e´voluant hyperareˆte par hyperareˆte) par rapport au
nombre moyen d’hyperareˆtes pour l’apparition du premier cycle.
Cette the`se laisse envisager la possibilite´ de mieux connaˆıtre les phe´nome`nes de seuil avec
des hypergraphes, ceci en s’inspirant des lignes de preuves qui s’y trouvent.
Mots-cle´s : Hypergraphes uniformes, e´nume´ration exacte, e´nume´ration asymptotique,
hypercouplages ale´atoires, hypergraphes ale´atoires, hypergraphes e´voluants, analyse com-
binatoire, fonctions ge´ne´ratrices, formule d’inversion de Lagrange, encadrement par in-
clusion exclusion, me´thode du point col.
Random hypergraphs and algorithmics
Abstract : Hypergraphs are structures that can be decomposed or described ; in other
words they are recursively countable. Here, we get exact and asymptotic enumeration
results on hypergraphs by means of exponential generating functions. The number of hy-
pergraph components is bounded, as a generalisation of Wright inequalities for graphs :
the proof is a combinatorial understanding of the structure by inclusion exclusion. Asymp-
totic results are obtained, proofs are at the end very easy to read thanks to generating
functions, through complex analysis by saddle point method. We characterized :
– the components with a given number of vertices and of hyperedges by the expected
size of a random hypermatching in these structures.
– the random hypergraphs (evolving hyperedge by hyperedge) according to the ex-
pected number of hyperedges when the first cycle appears in the evolving structure.
This work is an open road to further works on random hypergraphs such as threshold
phenomenon, for which tools used here seem to be sufficient at first sight.
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Keywords : Uniform hypergraphs, exact enumeration, asymptotic enumeration, random
hypermatchings, evolving hypergraphs, combinatorial analysis, generating functions, La-
grangian inversion formula, bounding by inclusion exclusion, saddle point method.
