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Abstract—This correspondence considers the optimized design of inter-
polative sigma delta modulators (SDMs). The first optimization problem is
to determine the denominator coefficients. The objective of the optimiza-
tion problem is to minimize the passband energy of the denominator of
the loop filter transfer function (excluding the dc poles) subject to the con-
tinuous constraint of this function defined in the frequency domain. The
second optimization problem is to determine the numerator coefficients in
which the cost function is to minimize the stopband ripple energy of the
loop filter subject to the stability condition of the noise transfer function
(NTF) and signal transfer function (STF). These two optimization prob-
lems are actually quadratic semi-infinite programming (SIP) problems. By
employing the dual-parameterization method, global optimal solutions that
satisfy the corresponding continuous constraints are guaranteed if the filter
length is long enough. The advantages of this formulation are the guarantee
of the stability of the transfer functions, applicability to design of rational
infinite-impulse-response (IIR) filters without imposing specific filter struc-
tures, and the avoidance of iterative design of numerator and denominator
coefficients. Our simulation results show that this design yields a significant
improvement in the signal-to-noise ratio (SNR) and have a larger stability
range, compared with the existing designs.
Index Terms—Dual parameterization, interpolative sigma delta modula-
tors (SDMs), noise shaping, semi-infinite programming (SIP), stability.
I. INTRODUCTION
Sigma delta modulation is a popular form of analog-to-digital (A/D)
and digital-to-analog (D/A) conversion and is applied in most commer-
cial A/D and D/A systems [1]–[4]. The popularity of sigma delta mod-
ulators (SDMs) is mainly due to their simple, inexpensive, and robust
circuit implementation, as well as achieving very high signal-to-noise
ratio (SNR) because of their ability to perform noise shaping [5].
The basic operation of SDMs is to sample the input signal at a much
higher rate than the Nyquist frequency, filter the signal and perform
noise shaping, and then quantize the output [5]. The block diagram of
an interpolative (or feedforward) SDM is depicted in Fig. 1. It consists
of a loop filter, a low-bit quantizer, and a negative feedback path. Over-
sampling of the input signal and noise shaping in the loop filter is used
in order to remove the quantization noise out of the passband, typically
the lowpass band [5].
Optimal designs have been performed based on optimizing opera-
tional transconductance amplifier structures [6], speed, resolution, and
A/D complexity [7] and the ratio of peak SNR plus distortion ratio
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Fig. 1. Block diagram of an interpolative SDM as used for A/D conversion
j1 + ( (!)) x j .
versus power consumption [8], etc. Although these designs have con-
sidered many practical issues, the solutions obtained are not global
optimal because the optimization problems involved are not convex.
SDMs are typically designed using Butterworth filter design rules [2],
and optimal SDM designs based on comb filter [9] and Laguerre filter
[10] structures were recently proposed. However, since some struc-
tures (such as all the poles of the Laguerre filters are constrained to
be the same, that of the Butterworth filters are constrained on the same
circle, and many zeros are in the impulse response of the comb filter)
are assumed on these filters, a better solution may be obtained if these
structural assumptions are relaxed. Design based on the finite horizon
method [11] was also proposed. However, this method is only an ap-
proximation of an infinite horizon method. Although the approxima-
tion is improved as the length of window increases, the computational
complexity increases. Genetic algorithms have also been applied to per-
form the optimization [12]. However, the convergence of the genetic
algorithms is not guaranteed and the computational complexity of this
method is very high. Other existing optimal designs, such as reported
in [13]–[15], are obtained mainly based on the simulation framework
and lack of the theoretical support.
Since computational complexity of rational infinite-impulse-re-
sponse (IIR) filters is usually lower than that of the finite-impulse-re-
sponse (FIR) filters, many SDMs employ rational IIR filters [1]–[3].
However, since rational IIR filters consist of both numerator and
denominator coefficients, there are some challenges for designing
rational IIR filters. One way to design rational IIR filters is to first
initialize a set of the denominator coefficients and then design the
numerator coefficients based on this set of initialized denominator
coefficients by using ripple energy as the cost function and magni-
tude specification as the constraints. Then, update the denominator
coefficients based on the obtained numerator coefficients and iterate
this procedure until the algorithm converges. However, it is not
guaranteed that the iterative procedure will converge [16]. Moreover,
the obtained solution depends on the initialization of the denominator
coefficients, hence only a local optimal solution is obtained. Although
the divergence problem can be solved via weighting the filter coef-
ficients in each iteration, the frequency characteristics of the filter
will depend on the weights and the result obtained may be degraded
[17]. Furthermore, these design methods [16], [17] assume that both
the desired magnitude and phase responses of the filter are known.
However, sometimes it may be difficult to characterize the desired
phase response. This applies to Butterworth and Laguerre filter cases
because these are nonlinear phase filters. Under this circumstance,
the cost function based on the error energy or the absolute error
between the desired and designed energy responses will become
a fourth-order function (jjH(!)j2   jHd(!)j2j2) or a nonsmooth
function (jjH(!)j2   jHd(!)j2j) (H(!) and Hd(!) denotes the
designed and desired frequency response, respectively). Nevertheless,
these problems are not convex.
The major issues of designing SDMs are to achieve high SNR with
the guarantee of the boundedness of state variables [2], [10]. Since the
SDMs consist of a quantizer, which is a nonlinear component, there is
no simple relationship among the SNR [18], maximum bound of the
1053-587X/$20.00 © 2006 IEEE
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input signal [19], and the filter parameters, particular when the filter
order is high. Hence, it is typical to achieve high SNR by achieving
good responses of both signal transfer function (STF) and noise
transfer function (NTF) [10] and to achieve the boundedness of the
state variables by achieving the stability conditions of STF and NTF
[20]. The objective of this correspondence is to formulate an SDM
design problem as optimization problems based on the characteristics
of the STF and NTF, the stopband characteristics of loop filters, and
the stability conditions of the STF and NTF. In order to achieve the
stability conditions, the sum of the numerator and denominator poly-
nomials of the loop filter transfer function has to be on the right-hand
side of the complex plane for all frequencies [16], [17].
Since the noise-shaping characteristics, as well as the filter charac-
teristics, are defined in the frequency domain, all the constraints are
continuous. Hence, the optimization problems are actually quadratic
SIP problems. Since the solution is required to satisfy the constraint
for all frequencies, simple methods for solving finite number of
discrete constraint problems do not apply. The most common methods
for solving SIP problems are discretization methods, local reduction
methods, dual-exchange methods, nondifferentiable optimization
approaches, and interior point methods [21]. For the discretization
methods, it is not guaranteed that the continuous constraints are
satisfied among the discretized points. Although the difference be-
tween the exact upper bound of discretized constraints and that of
the corresponding continuous constraints vanishes as the number of
grid points increases, the computational complexity increases. For the
local reduction methods, they require a good initial guess of a solution
sufficiently close to the optimal solution in order to ensure its local
convergence. For the dual-exchange methods, they may have numer-
ical instabilities. For the nondifferentiable optimization approaches,
they are not efficient to solve smooth problems. For the interior point
methods, they are not applicable if the number of constraints tends to
infinity. To solve SIP problems, the dual-parameterization method [21]
is applied. It is found that this method is very efficient and effective
for designing FIR filters [22], [23]. However, the problems formulated
in [22] and [23] only involve linear continuous constraints, and the
filters are FIR. In this correspondence, an IIR filter is designed, and
the constraint is a quadratic continuous function.
The dual-parameterization method is to parameterize the measure in
the dual problems so that it transforms the SIP problems into equivalent
finite-dimensional nonlinear programming problems via sequences of
regular convex programs. The basic working principle of the dual-pa-
rameterization method is as follows: Since the constraint functions are
continuous with respect to their index parameters and the index set is
compact Hausdorff [21], the constraint functions can be redefined as
an operator whose range is the Banach space consisting of continuous
functions defined on the index set and equipped with the uniform norm.
The order in the range space is given by a cone consisting of all non-
negative functions on the index set. The assumption of the dual-param-
eterization method is the existence of a solution that strictly satisfies
the continuous constraints. This condition is also known as the Slater’s
condition. It is worth noting that the Slater’s condition can be satisfied if
the filter length is long enough. Once the Slater’s condition is satisfied,
the Karush–Kuhn–Tucker (KKT) conditions [21] would be satisfied,
which guarantees a necessary optimality condition for such a cone-con-
strained nonlinear programming problem, where the Lagrange multi-
plier is defined as a regular Borel measure [21] on the index set. As a
result, the set of multipliers satisfying the KKT condition necessarily
includes a measure with finite support unless it is empty. Hence, any
constraint qualification ensures the existence of such a discrete mea-
sure, which is also called the Haar measure. On the other hand, strong
duality holds for convex programming under Slater’s constraint qual-
ification. Hence, the corresponding dual problem for SIP can then be
formulated in the space of finite signed regular Borel measures on the
index set. The local KKT theory and the global duality theory are nat-
urally related through the fact that the set of multipliers satisfying the
KKT condition coincides with the set of solutions to the dual problem,
which leads to the consequence that the set of dual solutions always in-
cludes a measure with finite support under the Slater condition. Hence,
the dual-parameterization method is guaranteed to obtain a global op-
timal solution that satisfies the continuous constraint if the filter length
is long enough.
For the implementation of the dual-parameterization method, first
initialize a sequence of index set, then compute a local optimal solu-
tion by solving a finite dimensional nonlinear programming problem.
Finally, compute the global optimal solution via a local search for the
finite dual problem. For the details of the theory and the implementa-
tion of the dual-parameterization method, it can be found in [21].
According to the simulations, the SDM produces a higher SNR and
has a higher stability range compared with the existing designs. The
outline of this correspondence is as follows. The problem formulation is
presented in Section II. The simulation results are shown in Section III.
Finally, a conclusion is summarized in Section IV.
II. PROBLEM FORMULATION
For practical reasons, it is easier to realize the SDMs if all the filter
coefficients are real and the transfer function of loop filters is rational,
causal, and with a unit sample delay in the numerator [1]. Moreover,
since we only consider the lowpass SDMs [1], there is usually at least
one dc pole in the transfer function of the loop filters. The frequency
response of the loop filters is assumed to be as follows:
H(!) =
e j!
M
m=0
bme
 jm!
(1  e j!)r 1 + N
n=1
ane jn!
(1)
where M and N are the numbers of roots of the polynomial of e j!
in the numerator and denominator of the transfer function of the loop
filter (excluding the dc poles and pure delay elements), respectively,
r is the number of dc poles, an; bm for n = 1; 2; . . . ; N , and m =
0; 1; . . . ;M are the filter coefficients. In our consideration, an; bm 2
<; r  1 and N + r  M + 1. The design problem is equivalent
to finding an appropriate set of filter coefficients an and bm. However,
our design method can still be applied to the cases when the IIR filter
is not causal or there is no dc pole in the transfer function.
By grouping the filter coefficients in the numerator and denominator
as
xb  [b0; . . . ; bM ]
T
and xa  [a1; . . . ; aN ]T (2)
respectively, where the superscript T denotes the transpose, and
defining
M(!)  [1; e
 j!
; . . . ; e jM!]T (3)
and
N(!)  [e
 j!
; e
 j2!
; . . . ; e jN!]T (4)
then
H(!) =
e j!(M(!))
T
xb
(1  e j!)r 1 + (
N
(!))Txa
: (5)
The STF and NTF of the SDM can be expressed as
STF(!) = H(!)
1 +H(!)
and NTF(!) = 1
1 +H(!)
(6)
respectively.
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A. Determination of Denominator Coefficients
Denote the passband of the loop filter as BP , which is also the band
of interest. For SDMs having a good SNR, the magnitude of the STF
should be approximately equal to 1, and that of the NTF should be
approximately equal to 0 for all frequencies in the passband of the loop
filter. This holds if j1 + (N(!))Txaj ! 0; 8! 2 BP . Hence, we
can define the cost function as follows:
Ja(xa) 
B
1 + (N(!))
T
xa
2
d!: (7)
Since
x
T
a Re(N(!))Re(N(!))
T
+Im(N(!))Im(N(!))
T
xa
= xTa (N(!))

N(!)
T
xa (8)
equation (7) may be expressed as
Ja(xa) =
1
2
x
T
aQaxa + b
T
a xa + pa (9)
where
Qa  2
B
Re(N(!))Re(N(!))
T
+Im(N(!))Im(N(!))
T
d! (10)
ba  2
B
Re(N(!))d! (11)
pa 
B
d! (12)
and Qa is a positive definite matrix.
Although the cost function minimizes the energy of the function
j1 + (N(!))
Txaj over the passband of the loop filter, which reflects
the error energy of the NTF and the ripple energy of the STF over the
passband, there may be a serious overshoot. If this is the case, then the
SNR of the SDM will be degraded. To avoid this, a further constraint
should be imposed, which bounds the function in the passband. This is
given by
1 + (N(!))
T
xa
2
 ; 8! 2 BP (13)
where  denotes the bound. Equation (13) can further be represented as
1
2
x
T
aAa(!)xa + (ca(!))
T
xa + qa  0; 8! 2 BP (14)
where
Aa(!)  2 Re(N(!))Re(N(!))
T
+Im(N(!))Im(N(!))
T
; 8! 2 BP (15)
ca(!)  2Re(N(!)); 8! 2 BP (16)
and
qa  1  ; 8! 2 BP : (17)
Since Aa(!) is a positive definite matrix 8! 2 BP and the constraint
is continuous, the design of the denominator coefficients can be formu-
lated as the following SIP problem.
Problem (P1):
min
x
Ja(xa) =
1
2
x
T
aQaxa + b
T
a xa + pa (18a)
subject to 1
2
x
T
aAa(!)xa + (ca(!))
T
xa + qa  0; 8! 2 BP :
(18b)
Since the constraint function is convex in xa and continuously differ-
entiable with respect to both xa and !, the SIP problem can be solved
by the dual-parameterization method [21], which guarantees the global
optimal solution and satisfies the continuous quadratic constraint if the
filter length is long enough.
B. Determination of Numerator Coefficients
Though the characteristics of the NTF and STF are captured in the
design, the stability of these two transfer functions and the frequency
characteristics of the loop filter should also be considered. Our objec-
tive is to minimize the ripple energy of the loop filter in the stopband
subject to the stability condition of the transfer functions. Let the de-
sired magnitude response of the loop filter be ~H(!). In order to have
good frequency characteristics of the loop filter, we want to achieve
jH(!)j  ~H(!), which implies that
(M (!))
T
xb
2

(1  e j!)r ~H(!)
e j!
2
1 + (N(!))
T
xa
2
: (19)
Since xa is obtained from solving the problem P1; r is known from
the design specifications, and ~H(!) is zero in the stopband, the cost
function can be formulated as
Jb(xb) 
B
(M(!))
T
xb
2
d!: (20)
The stability condition of the NTF and STF is [16], [17]
Re e j!(M(!))
T
xb + (1  e
 j!)r
 1 + (N(!))
T
xa  0; 8! 2 [ ; ]; (21)
which is equivalent to

0
M (!)
T
xb +Re (1  e
 j!)r
 1 + (N(!))
T
xa  0; 8! 2 [ ; ] (22)
where

0
M(!)  [cos!; cos 2!; . . . ; cos(M + 1)!]
T
:
(23)
Hence, the optimization problem can be represented as the following
SIP problem.
Problem (P2):
min
x
Jb(xb) =
1
2
x
T
b Qbxb; (24a)
subject to Ab(!)xb + cb(!)  0; 8! 2 [ ; ]
(24b)
where
Qb  2
B
Re(M(!))Re(M(!))
T
+Im(M(!))Im(M(!))
T
d! (25)
Ab(!)    
0
M(!)
T
; 8! 2 [ ; ] (26)
and
cb(!)   Re (1  e
 j!)r 1 + (N(!))
T
xa ;
8! 2 [ ; ]: (27)
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Fig. 2. Magnitude responses of j1+( (!)) x j . (Color version available
online at http://ieeexplore.ieee.org.)
Problem P1 does not depend on the numerator coefficients, so the
global optimal solution of problem P1 can be obtained via the dual-pa-
rameterization method [21]. Since the denominator coefficients are ob-
tained from solving problemP1, the global optimal solution of problem
P2 can then be obtained similarly. In this formulation, iterative design
of the numerator and denominator coefficients is avoided. This is ad-
vantageous because convergence of the iterative design is not guaran-
teed [16].
III. SIMULATION RESULTS
To compare our design with the existing optimal designs, similar cost
function and constraints should be used. However, few of them have ex-
actly the same cost function and constraints. The most related existing
design approach is the one based on the Butterworth filter structure
[10] and the one via the Matlab sigma–delta toolbox [24], [25] because
these two design methods employ SNR as criterion.
Consider a fifth order SDM with a dc pole, a pure delay in the nu-
merator of the loop filter transfer function, and an oversampling ratio
of 64, that is
M = 5; N = 4; r = 1; BP =  

64
;

64
and
BS = [ ; ]n  

64
;

64
:
We choose this configuration because the order of SDM, and its
oversampling ratio is typical of many audio applications [1], [2]. It can
be seen from Fig. 2 that the maximum bound on j1 + (
N
(!))Txaj
for the design using the Matlab sigma–delta toolbox [24], [25] is
1:9101  10 12, while that of based on the Butterworth structure [10]
is 1:5203  10 12. Hence, we would expect that our result should
achieve the error bounded by 10 12 for 8! 2 BP . By selecting
 = 10 12, the optimal SDM design problem can now be formulated
as SIP problems as discussed in Section II, and these problems can be
solved via the dual-parameterization method [21]. According to the
simulation, it is found that our design can achieve the error bounded
by 9:6658  10 13, as shown in Fig. 2. It is worth noting that the
designs based on the Matlab sigma–delta toolbox or the Butterworth
Fig. 3. Signal-to-noise ratios. (Color version available online at http://
ieeexplore.ieee.org.)
Fig. 4. Noise transfer function. (Color version available online at http://
ieeexplore.ieee.org.)
filter structure have larger response values on the first lobe, while
our design has larger value on the second lobe. This implies that our
design has a higher ability to push the noise to the higher frequency
band compared with the previous design.
Fig. 3 shows the SNRs of our design as well as the optimal design
via the Butterworth filter structure [10] and Matlab sigma–delta toolbox
[24], [25] based on the sinusoidal input with input frequency equal to
(2=3) of the passband bandwidth [24], [25]. It can be seen from Fig. 3
that our design achieves an average 3.7483-dB improvement compared
with that of [24] and [25] and 3.0380-dB improvement compared with
that of [10] when these SDMs operate normally. In addition, it is worth
noting that the design via the Matlab sigma–delta toolbox [24], [25]
diverges when the input sinusoidal magnitude is at 0.67, and the design
via the Butterworth structure diverges at 0.61, while our design operates
normally before 0.69. Hence, our design provides a high SNR and has a
higher stability range. It is found that the magnitude of the poles of STF
and NTF of our design are 0.9928, 0.9928, 0.8556, 0.8556, and 0.6143,
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respectively, in which all are strictly inside the unit circle. Hence, the
transfer functions are strictly stable.
Fig. 4 shows NTFs of our proposed design, as well as the design
via the Matlab sigma–delta toolbox [24], [25] and Butterworth filter
structure [10] based on oversampling ratio at 64 and Nyquist rate
at 44.1 kHz, which is widely adopted in the audio applications [1],
[2]. According to the simulation results, our design produces at least
9.4750-dB improvement on the passband of the loop filter compared
to the design in [24] and [25] and 5.1113-dB improvement compared
with the design in [10], which is a significant improvement on the
suppression of the noise on the frequency band in which we are
interested.
IV. CONCLUSION
In this correspondence, we have formulated SDM design problems
as SIP problems and solved the problems via the dual-parameterization
method. The advantages of this formulation are the guarantee of the sta-
bility of NTF and STF if the filter length is long enough, applicability to
design of rational IIR filters without imposing specific filter structures
such as Laguerre filter and Butterworth filter structures, and the avoid-
ance of the nonconvergent iterative design of numerator and the de-
nominator coefficients. Our simulation results show that the proposed
design yields a significant improvement in the SNR and achieving a
higher stability range compared to the existing designs.
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