Dirac structures appear naturally in the study of certain classes of physical models described by partial differential equations and they can be regarded as the underlying power conserving structures. We study these structures and their properties from an operator-theoretic point of view. In particular, we find necessary and sufficient conditions for the composition of two Dirac structures to be a Dirac structure and we show that they can be seen as Lagrangian (hyper-maximal neutral) subspaces of Kreȋn spaces. Moreover, special emphasis is laid on Dirac structures associated with operator colligations. It turns out that this class of Dirac structures is linked to boundary triplets and that this class is closed under composition.
If E(t) = 1 2 ∞ −∞ (z)x(z, t) 2 dz can be interpreted as total energy of the system (as is the case for many physical systems), then the left-hand side of (1.3) equals d dt E(t) and the equality to zero amounts to the fact that the total power is zero. Indeed, since the change of the total energy per unit of time equals the total power, the total energy is conserved if and only if the total power is zero. The power is a bi-linear product of two variables, called the effort and the flow, e and f , respectively.
In many cases of physical interest the spatial domain will have, contrary to the above, a boundary, and there will be an energy flow through this boundary. As an example, consider (1.1) on the spatial domain [0, 1] with boundary {0, 1}
(1.4)
Defining analogously the internal energy as E(t) = 1 2 1 0 (z)x(z, t) 2 dz, we now find that d dt E(t) = 1 2 (z) 2 x(z, t) 2 1 0 , (1.5) so we have to take the energy flow [ (z) 2 x(z, t) 2 ] 1 0 through the boundary into account. However, the underlying structure remains very similar to what we have described above; one just defines extra effort and flow variables e ∂ and f ∂ , respectively, see [13, 19, 27] or [28] . Indeed, we want the product of these extra variables to equal minus the right-hand side of (1.5), and thus a possible choice is f ∂ = −e(1) + e(0) / √ 2, e ∂ = e(1) + e(0) / √ (1.7)
Thus we can associate to (1.4) and (1.6) the Dirac structure ( f , e, f ∂ , e ∂ ) f , e ∈ L 2 (0, 1), e absolutely continuous, and f = ∂ ∂ z e, f ∂ = −e(1) + e(0) / √ 2, e ∂ = e(1) + e(0) / √ 2 .
(1.8)
The above ideas can be used to define Dirac structures on more general spaces as well, see [13, 19, 27, 28] . The extension to higher-dimensional spatial domains is immediate, see [27] . For example, consider the differential operator associated with the wave equation on a two-dimensional domain. Let Ω be a two-dimensional bounded domain with smooth boundary Γ , and let H(div, Ω) = {e ∈ L 2 (Ω) 2 | div(e) ∈ L 2 (Ω)}. By η we denote the outward normal, and by the dot · we denote the standard scalar product in R 2 . Consider the subspace
(1.9) By Green's identity we have that every element in this subspace satisfies
(1.10)
Moreover, the subspace (1.9) is a Dirac structure with respect to this balance equation, see Theorem 4.8, Remark 4.4.5 and [20] . Dirac structures are the key to the definition of port-Hamiltonian systems. These are systems which may exchange power with its surrounding via its ports, and have an internal energy function, the Hamiltonian, see [6, 27] or [26] . The notion of infinite-dimensional Dirac structures has been developed before in the study of non-linear partial differential equations on an infinite spatial domain, see in particular [11] . In the examples above the ports are at the boundary of the spatial domain.
Given two, or more, port-Hamiltonian systems, it is natural to connect them to each other, through their ports. For instance, consider a transmission line connected on each side to an electrical device, a multi-body system where some of the masses are connected to each other via flexible beams, or a coupled network of transmission lines. We illustrate this on the physical example of an ideal transmission line, described by the telegrapher's equations.
Consider three transmission lines, i = 1, 2, 3, each described by the telegrapher's equations
with L i (z) and C i (z) denoting the distributed inductance and distributed capacitance of the transmission lines, respectively. In this case the natural flow and effort variables at the boundary {a, b} are the voltages V a,i = 1 C i (a) Q i (a, t), (b, t) and the currents I a,i = L i (a)φ i (a, t),
We assume that the transmission lines are connected at z = a, by putting V a,1 = V a,2 = V a, 3 and I a,1 + I a,2 + I a,3 = 0.
The coupling of the p.d.e.'s gives naturally an interconnection (composition) of the corresponding Dirac structures. If the Dirac structures are finite-dimensional, then it is well known that the composed structure is again a Dirac structure, see [5, 6] or [25] . However, this result does not hold if all the Dirac structures are infinite-dimensional, see [13, Ex. 5.2.23 ] for a counterexample. In the above (infinite-dimensional) example it is not hard to show that the composition of the three underlying Dirac structures is again a Dirac structure. However, it is not clear whether this will hold for more complicated p.d.e.'s. Obviously, the problem of composing multiple Dirac structures can be reduced without loss of generality to the problem of the composition of two Dirac structures.
Although the examples discussed so far are elementary (for expository reasons), our approach and results are applicable to many physical examples, also for spatial domains of dimension two or higher.
The aim of the present paper is to study Dirac structures and their composition from an operator-theoretic point of view, and the outline is the following. We first define Dirac structures and develop their scattering representations in a Kreȋn-space setting in Section 2. We present necessary and sufficient conditions for the composition of two Dirac structures to be a Dirac structure in terms of scattering representations, after we have introduced the necessary notions in Section 3. Furthermore, we investigate Dirac structures associated to operator colligations or boundary nodes in Section 4. Here we also find necessary and sufficient conditions for the entries in the colligation to induce a Dirac structure. It will also be shown that the composition of Dirac structures associated to strong boundary colligations is again a Dirac structure associated to a strong boundary colligation in Section 5.
We mention that Dirac structures are closely connected to unitary operators and relations acting between Kreȋn spaces, and hence also to the notion of boundary triplets and boundary relations from abstract extension theory of symmetric operators. From this point of view some of the results in Sections 4 and 5 can also be deduced from more general results obtained by Derkach, Hassi, Malamud and de Snoo in [7, 8] . For details see the explanations after Proposition 4.5.
It should also be mentioned that the work towards so-called state/signal systems in continuous time by Ball and Staffans in [2] and that of Kurula and Staffans in [16, 18] is very closely related to the work which we present in this article. The connection is made in [17] . The interconnection results in Section 3 in the present article are expected to be adaptable to interconnection of state/signal systems in discrete time, as developed by Arov and Staffans; see [24] for an overview.
Dirac structures, Kreȋn spaces and scattering representations
Let E and F be two Hilbert spaces, which we call the space of efforts and the space of flows, respectively. Assume that there exists a unitary operator r E,F from E to F . By referring to "the Hilbert space F ⊕ E" we mean the product space F × E equipped with the usual Hilbert-space inner
1)
where f 1 , f 2 ∈ F , e 1 , e 2 ∈ E. In order to introduce the notions of Dirac and Tellegen structures we first define an indefinite inner product on F × E by
By the bond space B we mean F × E equipped with the inner product [·,·] B . In the context of Dirac structures it is common to use real-valued functions, and therefore it is natural to take E and F 
2) we see that for any linear subspace C of B we have that
where C ⊥ denotes the orthogonal complement of C with respect to the scalar product (2.1). Hence any orthogonal companion will be closed, and B [⊥] = {0}. This last property is known as the non-degeneration of the bond space. Definition 2.1. Let E and F be the spaces of efforts and flows, respectively, let B be the associated bond space and let D be a linear subspace of B. Then D is called a Tellegen structure on B if D ⊂ D [⊥] and D is called a Dirac structure on B if D = D [⊥] . We sometimes omit "on B" if it is clear from the context what the bond space is.
Bond spaces can be viewed as Kreȋn spaces and Dirac structures as hyper-maximal neutral subspaces of these. Let us briefly recall some concepts from the theory of Kreȋn spaces and make this connection explicit. We refer the reader to the monographs [1, 4] for more details. Definition 2.2. Let K be a vector space and let [·,·] K be an indefinite inner product on K. Then (K, [·,·] K ) is said to be a Kreȋn space if K can be decomposed as
are Hilbert spaces and [+] stands for the direct [·,·] K -orthogonal sum. A decomposition of the form (2.4) is called a fundamental decomposition of K.
With this positive definite inner product (K, ·,· K ) becomes a Hilbert space. Let P + and P − be the projections in K defined by P + k := k + and P − k := k − for k = k + + k − , k ± ∈ K ± . The operator J := P + − P − is called fundamental symmetry of K corresponding to the fundamental decomposition (2.4) . It is not difficult to see that J 2 = I and J = J * = J −1 holds. Here the asterisk * denotes the adjoint with respect to the scalar product ·,· K . Furthermore, the Kreȋn space inner product [·,·] K and the Hilbert space inner product ·,· K on K are related by
(2.5)
The orthogonal companion of a subspace H in the Kreȋn space (K, [·,·] K ) is defined to be the space of all vectors in K that are [·,·] K -orthogonal to every vector in H as in (2.3). A linear subspace H ⊂ K is said to be neutral if H ⊂ H [⊥] and H is said to be Lagrangian, or hyper-maximal neutral, if H = H [⊥] .
The statements in the following two propositions are now immediate translations of the notions of bond space, Tellegen and Dirac structure into the language of Kreȋn space theory. 
Proof. Note that P + and P − are orthogonal projections of the Hilbert space F ⊕ E onto P + and P − , respectively, and that In order to show that a subspace is Dirac structure, one normally begins by showing that it is a Tellegen structure. The following lemma gives an easily checkable condition for this. A proof can be found e.g. in [1, Stat. 4.17, p. 29] . 1. D is a Tellegen structure.
In the following theorem we describe the concept of a scattering representation of a Dirac structure. Roughly speaking, we show that a Dirac structure can be represented by a unitary operator O, a so-called scattering operator, which connects the scattering variables e − r * E,F f and e + r * E,F f . In the case of a Tellegen structure, O is in general only a partial isometry,
i.e., it is isometric from its domain but neither its domain nor its range needs to be the full space. Besides the spaces of efforts E and flows F , we make use of a Hilbert space G and a unitary map r E,G from E to G. 
defines a Dirac structure on B = F × E for which (2.8) holds. The claims remain valid for Tellegen structures D, but then O is in general only a partial isometry. Moreover, we need to add the condition r E,G (e − r * E,F f ) ∈ dom(O) to the right-hand side of (2.8) in order for the equality to make sense in the Tellegen-structure case.
Proof. Let B ± and P ± be given by (2.6) and (2.7), respectively. Assume that D is a Tellegen structure, i.e., that D is a neutral subspace of the Kreȋn space B. Then it is well known, see e.g. [1, Thm. 8.10] , that there exists a partial isometry U − , partially defined on the Hilbert 
11)
Now let G be any Hilbert space, such that there exists a unitary operator r E,G : E → G, for instance, but not necessarily, We now prove the second claim, and therefore assume that D is given by (2.9), where O is a partial isometry on G.
.
Pre-multiplying this equality by the boundedly invertible bounded operator
Eliminating g, we obtain that this is equivalent to (2.8) with the extra condition that
Letting U − be the unique operator which satisfies (2.12), we obtain (2.11), and therefore (2.10). Since U − is a partial isometry or unitary if and only if O is a partial isometry, or unitary, respectively, [1, Thm. 8.10] yields that D is a Tellegen structure, and moreover, that this Tellegen structure is a Dirac structure if and only if O is unitary. The proof is done. 2
Note that we made no claims on uniqueness of the scattering representation (2.8) in Theorem 2.6. The following remark, whose proof is based directly on (2.8), elaborates on this issue. Remark 2.7. The Hilbert space G and the unitary operator (partial isometry) O in Theorem 2.6 are unique in the following sense: Assume that H is another Hilbert space and that r E,H : E → H is unitary. If Q is a unitary operator (partial isometry) in H such that (2.8) holds with r E,G and O replaced by r E,H and Q, respectively, then it immediately follows from (2.8)
In particular, the scattering operators O and Q are unitarily equivalent.
In many situations it is convenient to choose the auxiliary Hilbert space G in Theorem 2.6 to be E and take r E,G = I . In this case the scattering representation is unique and Theorem 2.6 reduces to the following corollary.
On the other hand, if O is a unitary operator (partial isometry) on E, then 
We are now ready to study the composition of Dirac and Tellegen structures. This is the subject of the following section. 
Composition of Dirac structures
In this section we study the composition (interconnection) of two Dirac structures. In order to define composition, both Dirac structures need to have a joint pair of variables that can be used for interconnection. Hence we assume that the efforts and flows of both Dirac structures can be split into an "own" pair and a "joint" pair, and that the power product splits accordingly. This is formalised in the following definition. 
is called a split Tellegen structure (split Dirac structure) if it is a Tellegen structure (Dirac structure, respectively) in the sense of Definition 2.1, with
The composition of two split Dirac structures is defined as follows. 
be split Tellegen or Dirac structures. Then the composition
Composition of two Dirac structures is illustrated graphically in Fig. 1 .
In the following we find necessary and sufficient conditions for the composition to be a split Dirac structure. We start with the following simple proposition on split Tellegen structures. The straightforward proof is left to the reader. It makes use of (3.2) and Lemma 2.5. 
such that
Here and in the following we use the abbreviations (3.15) in the proof of Theorem 3.8 below, and claim (ii) of Lemma 3.7, that the following claims are true:
Compare these range inclusions to the following theorem, where we give necessary and sufficient conditions for the partial isometry O A B to be unitary, that is, we characterise the case when D A • D B is a Dirac structure. 
if and only if there exists some (composition) flow-effort pair f 2 e 2 and corresponding scattering output
Analogously we have
if and only if there exists some (composition) flow-effort pair f 2 e 2 and corresponding scattering input 
By multiplication it follows from (3.7) and (3.8) that
We denote the 3 × 3 block operator matrix on E 1 ⊕ E 2 ⊕ E 3 in (3.9) by O and remark that O as a product of two unitary operators is also unitary. Pre-multiplication of (3.9) with the adjoint of O yields
(3.10)
Step 2. We verify assertion (i). Suppose first that dom(O A B ) = E 1 ⊕ E 3 holds. This implies that for all .7) and (3.8) hold. The second row of (3.9) then implies that for all
i.e., (3.5) holds.
Assume now that (3.5) holds. Then for an arbitrary
, choose e 2 + r 2 f 2 ∈ E 2 such that (3.11) holds and define e 2 − r 2 f 2 , e 3 + r 3 f 3 by (3.8) and e 1 + r 1 f 1 by (3.7). We claim that then also the second row in (3.7) holds. In fact, since O B is unitary, (3.11) and (3.8) yield
As (3.7) and (3.8) both hold we have ( f 1 , f 3 , e 1 , e 3 ) ∈ D A • D B , and so any choice of
Step 3. In order to verify (ii) one has to study which
lie in the range of O A B . Instead of (3.9) one makes use of (3.10) and obtains as the counterpart of (3.11) that
The proof then continues with an argument similar to Step 2 above.
Step 4. We prove assertion (iii We formulate the following lemma for a general contraction T on the Hilbert space E for simplicity of notation. Later 
with domain given by 
Since 
and we obtain 
The following corollary highlights two useful consequences of Theorem 3.8. We now conclude the section with an example that illustrates how Theorem 3.8 can be applied. In the example, the Dirac structures are interconnected through an infinite-dimensional channel. Note that this example uses a complex bond space. Example 3.10. We set E 1 = F 1 = L 2 (0, ∞) ⊕ C, E 2 = F 2 = L 2 (0, ∞) and E 3 = F 3 = {0}, and we take r 1 , r 2 and r 3 equal to the identity. The first Dirac structure is defined as (e 1,1 , e 1,∂ ) , f 1 = ( f 1,1 , f 1,∂ ) , e 1,1 and e 2 absolutely continuous, and f 1, 1 (0) . (3.17) A slight adaptation of the argument in [19, Sect. 3] can be used to prove that D A is a Dirac structure. That D A is a Dirac structure can also be seen using The second Dirac structure is given by
The unitary operator which maps the scattering variable e 2 − f 2 into e 2 + f 2 is for the Dirac structure D B clearly (3.18) where we have used the splitting of e 1 as given in (3.17 , (3.19) and since we are interested in the lower-right block of O A , we may take g 1 = 0. Combining (3.19) with (3.18) gives an ordinary differential equation which we can solve for e. The solution is given by
Letting B operate on this, we find
By the definition of A and B, we know that this equals O A 0
(3.20)
The first two terms on the right-hand side of (3.20) can be combined into L 2 (0, ∞) . In particular, the range is closed and Theorem 3.8 yields that D A • D B is a Dirac structure.
We finish this example by determining
Using the definitions of D A and D B , we find that an element (
are absolutely continuous, 
Dirac structures defined by boundary colligations
In this section we introduce an abstract class of Dirac structures to which, e.g., the Dirac structure D A in Example 3.10
and the examples in the introduction belong. The Dirac structures studied here are obtained from operator colligations associated with boundary control. They can alternatively be viewed as unitary operators with respect to a particular indefinite structure. The latter point of view and the connection to abstract notions from extension theory of symmetric operators, as, e.g., boundary triplets and the more general recent concept of boundary relations, is explained after Proposition 4.5.
The following definition is compiled from Definition 2.1, Definition 4.4, and the introduction to Section 5 in [20] . See also [2] for similar ideas. Definition 4.1. Let U , X and Y be Hilbert spaces, and let G, L, and K be linear operators, with common domain in X , that map into U , X , and Y , respectively.
The pair
is called an operator colligation or colligation.
2. The colligation is said to be strong if Ξ := G L K and L are both closed operators (with domain dom(L) = dom(Ξ )). 3 . The minimal (interior) operator of Ξ is defined as
We will often call Ξ the colligation, when the spaces are clear. Now we want to associate a Dirac structure D to a colligation. Therefore we assume that the Hilbert spaces U and Y have orthonormal bases of the same cardinality, and we fix a unitary map r U ,Y between U and Y . Furthermore, we introduce the effort and flow spaces as E := X ⊕ U and F := X ⊕ Y , (4.1) respectively. As our unitary mapping from E to F we take r E,F :=
Observe that according to (2.2) , the indefinite power product on the bond space B = F × E is then given by ⎡
be a colligation defined on dom(Ξ ) as given in Definition 4.1. In the following we study the space D defined by
We find necessary and sufficient criteria on the operators L, K and G for D to be a Dirac structure on B = F × E with respect to r E,F in (4.2). First, however, we give a characterisation of Tellegen structures defined by colligations. The proof follows directly from Lemma 2.5, and it is left to the reader. We now characterise a class of Dirac structures that originate from colligations. Since the graph of the colligation Ξ and the linear subspace D in (4.4) are unitarily equivalent the following result gives, roughly speaking, necessary and sufficient conditions for the graph of a colligation to be a Dirac structure. Theorem 4.3. Let the bond space B = F × E with its power product be as in (4.1)-(4.3), let D be defined as in (4.4) , and assume that the operator L is closed. Then D is a Dirac structure on B if and only if the following conditions hold:
The minimal operator L 0 is densely defined and L * 0 = −L holds.
The range of the operator
Proof. Assume first that D in (4.4) is a Dirac structure. Then, in particular, D is a Tellegen structure and hence (1) is satisfied. Next it will be shown that dom(Ξ ) is dense. Let z ∈ X be such that z, x 1 = 0 for all x 1 ∈ dom(Ξ ). Then
for all x 1 ∈ dom(Ξ ). Thus (z, 0, 0, 0) ∈ D [⊥] , and since D is a Dirac structure, we conclude that (z, 0, 0, 0) ∈ D. In particular, z = L0 = 0 and hence dom(Ξ ) = dom(L) is dense. In particular, the (possibly unbounded) adjoint L * of L is well defined. An element x 2 ∈ X lies in dom(L * ) if and only if there exists some z 2 ∈ X such that for all x 1 ∈ dom(L) we have Lx 1 , x 2 X = x 1 , z 2 X , that is,
for all x 1 ∈ dom(L).
Since dom(L) = dom(Ξ ), we see that (−z 2 , 0, x 2 , 0) ∈ D [⊥] . Using the fact that D is a Dirac structure, we conclude that x 2 ∈ dom(Ξ ), Lx 2 = −z 2 , and Gx 2 = K x 2 = 0. Thus x 2 ∈ dom(L 0 ) and L 0 x 2 = −z 2 = −L * x 2 , i.e., L * ⊂ −L 0 . By reading the above reasoning backwards, we see that if x 2 ∈ dom(L 0 ), then x 2 ∈ dom(L * ) and L 0 x 2 = −L * x 2 . Hence L * = −L 0 and since L is a closed operator we conclude L = −L * 0 , i.e., (2) holds. In order show (3) suppose that (u, y) ∈ U ⊕ Y is orthogonal to
. Since D is a Dirac structure we conclude that r * U ,Y y = G0 = 0, and r U ,Y u = K 0 = 0, and hence u = 0, y = 0.
Let us now prove the converse direction. Condition (1) and Proposition 4.2 imply D ⊂ D [⊥] and so we only have to show
This implies x 2 ∈ dom(L * 0 ) and L * 0 x 2 = −z 2 . Hence by item 2 we have x 2 ∈ dom(Ξ ) = dom(L) and Lx 2 = z 2 . Now let x 1 ∈ dom(Ξ ) be arbitrary. Since (z 2 , y 2 , x 2 , u 2 ) ∈ D [⊥] and D is a Tellegen structure we can compute
Using the denseness of the range of G K , we conclude u 2 = Gx 2 , y 2 = K x 2 and hence (z 2 , y 2 ,
We note that the minimal operator L 0 in Theorem 4.3 is skew-symmetric, i.e., L 0 ⊂ L = −L * 0 and that in the proof of Theorem 4.3 we have shown that L * = −L 0 , even when L is not closed and not even closable. It turns out that strong colligations whose graph form a Dirac structure are the same as so-called impedance conservative internally well-posed boundary nodes; cf. [20, Thm. 5.2] . Remark 4.4. If Ξ is a colligation and D in (4.4) is a Dirac structure, then Ξ must be a closed operator. It thus follows from assumptions 1-3 in Theorem 4.3 that D is closed. Hence, if D is a Dirac structure and L is closed, then the colligation Ξ is automatically strong. According to [20, Lem. 4.5] this holds if and only if L is closed and G and K are continuous with respect to the graph norm of L.
Condition (3) in Theorem 4.3 can be strengthened. This is done in the following result which is inspired by [7, Prop. 2.3] . The result can also be deduced from [23] . For the convenience of the reader we give a short direct proof. 
Since D is a Dirac structure, and thus a closed linear subspace, we have that M is a closed linear subspace. We define N := X ⊕ X ⊕ {0} ⊕ {0}. The following relation is immediate:
and since D is assumed to be a Dirac structure this element belongs to D. By the definition of D this implies that x = Lz, −r U ,Y u = K z, and −r * U ,Y y = Gz. So we find that
The other inclusion is shown similarly. Next we will explain how Dirac structures defined by colligations are related to linear operators which are unitary with respect to certain Kreȋn space inner products. The following (more abstract) considerations are of auxiliary nature and will not be used further in the present paper.
Let Ξ be a colligation as in Definition 4.1 and let D be as in (4.4) . We associate to D a linear mapping D from X × X into U × U which is defined on the graph of the operator −iL by
Observe that D is a well-defined linear operator mapping a closed subspace of X × X into U × U . The space X × X will be equipped with the Kreȋn space inner product
and the Kreȋn space inner product [·,·] U ×U on U × U is defined in the same way. The adjoint D [ * ] of D with respect to (X × X, [·,·] X× X ) and (U × U , [·,·] U ×U ) is defined in the sense of linear relations:
where the equality of the indefinite inner products holds for all x ∈ dom(Ξ ). The fact that Dirac structures defined by colligations can be regarded as unitary operators in Kreȋn spaces also provides a direct connection to the concepts of boundary triplets, generalised boundary triplets, quasi boundary triplets and boundary relations used in the extension theory of symmetric operators; cf. [3, [7] [8] [9] [10] 14] . With the help of these connections also Theorem 4.3 can be proved. Without going into further details on boundary relations we for completeness mention that by Proposition 4.6(ii), the operator D in (4.8) is a boundary relation for −iL if and only if D in (4.4) is a Dirac structure.
For brevity we only recall here the notion of boundary triplets, i.e., surjective boundary relations, and we point out only a few facts that are of interest to us. Definition 4.7. Let A be a densely defined, closed and symmetric operator in the Hilbert space X . A triplet (G, Γ 0 , Γ 1 ) is said to be a boundary triplet or boundary value space for the adjoint operator A * , if G is a Hilbert space and Γ 0 , Γ 1 : dom( A * ) → G are linear mappings such that the abstract Green's identity
It can be shown that a boundary triplet for A * exists if and only if the symmetric operator A has equal (possibly infinite) deficiency indices n ± (A) := dim(ker( A ∓ i)). Then necessarily dim(G) = n ± (A) holds and Γ 0 and Γ 1 are continuous with respect to the graph norm of A * . We note that a boundary triplet (if it exists) is never unique. Furthermore, it follows that
The following result is a consequence of (4.8) and Proposition 4.6.
Theorem 4.8. Let A be a densely defined closed symmetric operator in X with equal deficiency indices and let (U , Γ 0 , Γ 1 ) be a boundary triplet for A * . Then the subspace D in (4.4) associated with the strong colligation
is a Dirac structure of the type described in Theorem 4.3.
Conversely, if L is a closed operator in X and D is a Dirac structure as in Theorem 4.3, then iL 0 is a densely defined closed symmetric operator with equal deficiency indices n ± (iL 0 ) = dim(U ) and (U , G, −ir * U ,Y K ) is a boundary triplet for −iL.
Finally we consider Dirac structures associated to colligations which are not necessarily strong. In particular, the operator L is not assumed to be closed. Instead of the minimal operator L 0 we now make use of the restrictions
of the operator L.
The following two propositions can be deduced from Proposition 4.6 together with abstract results on special subclasses of boundary relations in [7, Sect. 5] , and the results can also be proved directly. Since these results are not used further in this paper we leave the proofs to the reader. Proposition 4.9. Let the bond space B = F × E with its power product be as in (4.1)-(4.3), let D in (4.4) be a Tellegen structure, and assume that the operators L K and L G are densely defined. Then the following claims hold:
2. If the closure L K of the operator L K satisfies L K = −L * K and ran(K ) = Y , then D is a Dirac structure on B. 3. If L G = −L * G and ran(G) = U , then D is a Dirac structure on B.
We now finish this section with a partial converse to Proposition 4.9. 
is a Tellegen structure associated with the colligation Ξ A B , on the bond space
, with power product given by
(5.7)
Proof. By Proposition 3.3 we know that D A • D B is a Tellegen structure and with the help of Definition 3.2 one easily verifies that D A • D B is given by (5.6) .
We check that L A B is closed. Let x n := (x A n , x B n ) ∈ dom(Ξ A B ) be a converging sequence in X A ⊕ X B such that L A B x n converges to some z := (z A , z B ). By the definition of L A B it is clear that L A x A n and L B x B n are both converging sequences. Since L A and L B are (by assumption) closed operators, we conclude that (5.6 ) is a Dirac structure with r E,F given by (5.7) , which is associated with the strong colligation Ξ A B .
Proof. By Propositions 5.1 and 4.2 we conclude that condition 1 of Theorem 4.3 holds.
It follows from Theorem 4.3 and Proposition 4.5 that the operators G A K A and G B K B are surjective. Now it is easy to see that G AB K AB is surjective and hence item 3 of Theorem 4.3 is satisfied. It remains to show that the minimal operator
of the colligation Ξ A B is densely defined and has the property (L A B 0 ) * = −L A B . Therefore we recall the minimal operators of Ξ A and Ξ B
If we restrict the operator L A B 0 to dom(L A 0 ) ⊕ dom(L B 0 ), then we obtain that
Since L A 0 and L B 0 are densely defined, we see that this implies that L A B 0 is densely defined. Furthermore, this relation implies that ∈ dom((L A B 0 ) * ) and
x 1
x 2 ∈ dom(L A B 0 ), we find by (5.10) that
Combining (4.5) and Lemma 2.5 for L A and L B , we find that 
