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Abstract 
Defining a reliable forecasting model in petroleum reservoir management has always been a challenge. In cases where reservoir 
description is limited and when fast decision with an acceptable accuracy is required, current methods have significant limitations 
and restrictions. System identification, which is based on historical data and statistical methods could be promising. However, the 
complexity of a petroleum reservoir system and the availability of numerous model structures in system identification make it 
challenging to adapt this method effectively. In this paper, a conceptual framework for using system identification is proposed. 
Based on a reservoir’s recovery mechanism, the conceptual framework will help to systematically select an appropriate model 
structure from the various model structures available in system identification. The results show that system identification 
polynomial models can provide very accurate models, in a very short time, to predict performance of reservoirs under primary 
and secondary recovery mechanisms. These models have also the potential to be established as a practical, cost-effective and 
robust tool for forecasting reservoir fluid production. 
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1. Introduction 
One of the most important jobs of reservoir engineers, in principal collaboration with production engineers, is to 
forecast future fluid production rates. Forecasting is an integral part of reservoir management. It allows estimation of 
the upcoming production profile and meet numerous objectives, some of which include: 
x Evaluating the economics of developing the reservoir [1]  
x Planning the required equipment and facilities [2]. 
x Planning each well’s completions and the regularity of work-over processes [3]. 
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x Evaluating strategies to boost production [4]. 
x Evaluate well performance and effectiveness of operations. 
x To help understand the reservoir behavior better. 
 
2. Literature review 
The most established methods for reservoir performance forecasting are Decline curve analysis (DCA) and 
reservoir simulation (RS) [5-9].  Each of these methods has strengths, limitations and restrictions [10]. The 
application of DCA is limited to production at steady state and the reservoir is under boundary-dominated flow. In 
addition, rock and fluid compressibility must be low and constant. In cases such as gas reservoir and solution gas 
derive oil production, where compressibility is higher, the decline is less severe and hence none of the curtailment 
trends will fit. 
On the other hand, numerical reservoir simulation provides a more accurate and robust solution to the task of 
forecasting reservoir performance. Reservoir models are often used to analyze, optimize and forecast both pressure 
and saturation dependent terms. Geological, geophysical and petrophysical data are inputs required to describe the 
reservoir and build a simulation model.  However, development of an accurate and representative geological and 
geophysical model is extremely challenging. Moreover, a reservoir is a gigantic subsurface system that is both 
heterogeneous and anisotropic. Due to the relatively large size, samples of rock and fluid are collected from only a 
few locations within the boundary of the reservoir. Statistical techniques are then employed to populate and infer 
rock and fluid properties for the remaining portion. Thus, reservoir property data used in modelling and forecasting 
are only best estimates and will not be exact representatives of the reservoir at large.  Besides, the history matching 
stage by which the inferred reservoir properties are adjusted until the numerical simulation model reasonably 
mimics the actual reservoir, is a formidable task and has substantial limitations [6, 8]. 
In practice, it is common to implement more than one method to reduce uncertainty and increase precision. Here 
system identification which is popular in downstream oil and gas industry is proposed. There are numerous 
examples where system identification is utilized to model complex engineering systems [11-18]. Recent studies also 
investigated the use of mostly artificial neural network in oil and gas industries [10, 19-23]. 
Artificial neural network is the most investigated SI technique for prediction in the oil and gas industry. 
However, system identification has many model structures beyond artificial neural network. An important 
characteristics of system identification is that it is flexible in a sense that there are various model structures which 
can be altered on the polynomials defining the structures [24-26]. There has been no attempt to map the large variety 
of SI modelling techniques to the numerous reservoir drive mechanisms for the purpose of production forecasting. 
In other words, system identification has not been investigated as much in the oil and gas industry as it is for 
downstream industries such as refineries and process industries. 
This study describes and classifies reservoirs into distinguishable recovery mechanisms and associate system 
identification models to each drive mechanism. It also evaluates the efficacy of the proposed system identification 
method by quantifying the deviations of model output and validation data set.  The working data came from 
synthetic benchmark reservoir models. 
3. Methodology 
3.1. System identification 
System identification is the concept of utilizing statistics to describe a dynamic system. This is achieved by 
inferring a statistical model (SI) based on the observations (the inputs and outputs) of the dynamic system and/or 
based on a prior knowledge of the system [27]. There are numerous SI models available and selecting the most 
suitable model to describe the system would require experimentation and engineering knowledge of the system. 
Literature review shows that it has previously been used by researchers to predict water cuts [28]as well as optimize 
production rates [29]. However, these studies only focused on a certain recovery mechanism and are particular 
cases.  In direct contrast to reservoir simulation, system identification treats the system under study as either a grey 
box model or a black box model [28].. A possible input signal for reservoirs is injection rate of displacing fluid 
while a possible output signal could be fluid production rate or any other production parameter. Typically, inputs are 
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linked to outputs through functions and not by considering physical phenomena. Even though the true physics of the 
system is not being considered, system identification can be an efficient method for prediction, especially when the 
reservoir is not well understood and time for decision is short.  
3.2. Validation criteria: Normalized root mean squared error  
The identification process has several stages, one of which is the validation stage. A criterion must be defined to 
measure how good the fit is between the observed output and predicted values from the SI models. In this study 
normalized root mean squared error (NRMSE) is used to quantify the deviations. The Equation for NRMSE is given 
in Eqn. (1) [30]: 
݂݅ݐሺ݅ሻ ൌ ͳ െ צ௫௥௘௙ሺǣǡ௜ሻି௫ሺǣǡ௜ሻצצ௫௥௘௙ሺǣǡ௜ሻି௠௘௔௡൫௫ሺǣǡ௜ሻ൯צ                                  (1) 
where: 
x ý indicates the 2-norm of a vector.  
x fit is a row vector of length N   
x i = 1,...,N, where N is the number of channels. 
3.3. Reservoir recovery mechanisms 
The five key primary drive mechanisms responsible for production of fluid  [31] are  (1) Expansion of the 
reservoir rock and the reservoir fluids (2) Expansion of solution gas escaping out of the oil phase (3) The pressure  
exerted from a gas cap (4) The pressure exerted from an aquifer (5) Gravity causing a segregation effect that 
separates liquids of different densities. Oil tends to travel downwards and gas travel upwards.  
A reservoir under primary drive can be represented by the block diagram in Fig. 1. It is immediately obvious that 
since there are no injection wells, the reservoir does not have any input. Outputs from systems of this kind are called 
time series and identification falls under a special branch of system identification called time series analysis, or 
Output-only models[26]. 
 
 
Figure 1: Block Diagram of primary recovery 
 
Secondary drive mechanisms involve injection of fluids to maintain or increase the reservoir pressure in addition 
to displacing the reservoir fluids with the injected fluid [32]. The main injection fluids are water and gas that is not 
miscible with the reservoir hydrocarbons. The block diagram for this drive mechanism can be seen in Fig. 2.  
Reservoir systems under 
primary recovery 
Measurement Noise 
Output data  
881 Berihun M. Negash et al. /  Procedia Engineering  148 ( 2016 )  878 – 886 
 
 
Figure 2: Block Diagram of secondary recovery 
 
Tertiary drive mechanisms: This involves the use of special injection fluids and materials that can alter the 
properties of the reservoir fluids to achieve a combination of the following objectives: (1) make it easier for oil to 
flow, (2) to limit water flow and (3) to cause a more effective displacement by the injection fluid compared to 
secondary recovery methods. The diagram for this recovery method can be seen in Fig. 3. It should be noted that, 
although the inputs and outputs of tertiary drive seem similar to the secondary drive mechanism, the injection fluids 
are affecting the system in a different way (alters reservoir properties). This may cause the relationship between 
inputs and outputs to become non-linear and hence making the system non-linear. 
 
 
Figure 3: Block Diagram of tertiary recovery 
3.4. Data Gathering: description of Reservoirs 
The process of collecting simulation models for each recovery scenario comprises of creating suitable models 
from existing template models. These template models are heavily modified by the authors and are only considered 
suitable once they clearly reflect the drive mechanism under investigation. The final models should also have 
enough complexity, which is measured through the following criteria: 
x Total number of grid-blocks in the model. Generally, higher number of grid blocks indicate complexity in the 
model.  
x Heterogeneity of rock properties, such as permeability and porosity. Large heterogeneities are required. 
x The presence of faults makes the reservoir more complex. 
These models are then modified to run for a total period of 10 years and the wells in each model are set to operate 
on an optimized constant bottom-hole pressure (BHP) constraint. BHP is optimized by selecting the one that results 
in highest oil recovery but also taking into account the restrictions of the reservoir, i.e. fracture pressure of the 
reservoir rock (for injection wells) and the lowest BHP that can support production without having to resort to 
artificial lift methods (for production wells). The CMG simulators are set to record data every day for 10 years. This 
means that for each drive mechanism there are around 3653 data points for each input and output. Furthermore, a 
black oil fluid model is used in all cases. The first author can be contacted for enquiries regarding case reservoir 
models utilized in building the conceptual frame work.  
3.5. The System identification procedure 
The cross-validation division method used is 50:50. This means that the first half of data will be used for training 
and second half used for validation. The authors decided on this ratio after looking at MATLAB manual examples 
Reservoir Systems under 
Secondary Recovery 
Input 
Output 
Unmeasured Disturbances 
Reservoir Systems under Tertiary 
Recovery 
Input Output 
Unmeasured Disturbances 
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and several papers that have references to cross-validation. A prominent paper [24] established that this is the classic 
way of splitting the data. The authors also believe that this is the easiest method to visualize for the readers. This is 
because, considering whatever the period of data we have, say 1 year, we can make prediction of the exact same 
period with the SI models. 
The linear model structures available for primary drive mechanisms (time series models) are: (1) Autoregressive 
(AR) (2) Autoregressive Integrated (ARI) (3) Autoregressive Moving Average (ARMA) (4) Autoregressive 
Integrated Moving Average (ARIMA). The linear model structures available for the secondary drive mechanisms 
are: (1) Autoregressive with exogenous inputs (ARX) (2) Autoregressive Integrated with exogenous inputs (ARIX) 
(3) Autoregressive Moving Average with exogenous inputs (ARMAX) (4) Autoregressive Integrated Moving 
Average with exogenous inputs (ARIMAX) (5) Box-Jenkins (BJ) (6) Box Jenkins Integrated (BJI). 
The MATLAB toolkit calculates the best fit of the models using Normalized Root Mean Square (NRMSE). A 
percentage of zero indicates that the model does not predict values better than the mean value of the data.  For each 
model structure, a graph of Fit percent vs. model order is plotted in order to be able to pick the best order for a given 
model structure. The best model is chosen by looking at the graph and seeing where the increase in accuracy with 
increasing order number starts to plateau. In other words, the best model order is the lowest order after which there 
is no more significant increase in accuracy when order is increased. An example is shown in Fig. 4. 
 
 
Figure 4: model order selectionon 
4. Results and discussion 
4.1. Analyzing prediction performance of system identification 
Table 1 summarizes the best order of the defining polynomials as well as the fit percentage for each model 
structure and drive mechanism. For all five primary drive mechanisms, all polynomial models have managed to 
predict the validation data sets (5 years production profiles) extremely well. The fit percentage is well over 97% for 
all the best model orders. These are excellent results because rarely are predictions this accurate, even using 
reservoir simulation. This shows that time series analysis can be a very reliable forecasting tool and that it can 
establish itself among the established forecasting methods. However, it should be noted that the data sets used in this 
work assume that there is no noise in the data. Noise here means measurement errors due to method of sampling as 
well as limitations of measurement devices. Furthermore, for most of the model structures, the model order for the 
best fit is of order 3 or less. This is also a good result because it means that we do not need overly complex 
polynomial models that have large number of parameters in order to get more than satisfactory levels of prediction.  
However, for the secondary recovery cases, the prediction performances of most the model structures do not 
show results that are as good as the results for primary production. What is most evident is that for the oil rate and 
GOR curves of water injection case as well as the oil rate curve of the gas injection case, there are no model 
structures that could predict with a fit percentage greater than 90%. This could indicate that the relationship between 
the input (displacing phase injection rate) and these output curves are not linear and this may be why these linear 
models cannot adequately model the relationship. However, for the remaining three parameters, the results show that 
good prediction (above 90% fit) can be obtained from one or more model structures. It seems that more studies need 
0
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to be done for the cases of gas and water injection. Research could be done into investigating if changing the orders 
of the poles, zeros and delays of the model independently of each other can yield better fit results. Research could 
also be done to investigate if single input-multiple output (SIMO) models can yield better fit results because the 
output parameters would have each other to benchmark themselves to. If all that does not help to improve prediction 
accuracy, then research can be done into using non-linear SI models for the purpose of modelling gas and water 
injection. 
Figure 5, 6 and 7 show the conceptual framework, which is derived from the results of Table 1.  The table ranks 
the different system identification model structures according to the percentage fit exhibited during cross validation. 
The numbers, 1 to 4 for primary drive and 1 to 6 for secondary drive, show the accuracy of the model, with 1 being 
most accurate and increasing number being less accurate. This framework will provide a good starting point for 
engineers so that they do not have to test so many different model structures with many different order numbers 
when they want to use system identification for forecasting their reservoir production. 
Table 1: order of the ystem identification model: percentage fit 
Recovery 
Mechanism 
Model 
Structure 
Best Model Order : percentage fit Recovery 
Mechanism 
 
Model 
Structure 
 
Best Model Order : Fit percentage 
OIL RATE WATER CUT 
GAS:OIL 
RATIO 
OIL 
RATE 
WATER 
CUT 
GAS:OIL 
RATIO 
Rock & 
Liquid 
Expansion 
Drive 
AR 5 : 99.28 3 : 99.68 2 : 99.92 Combined 
Drive  
AR 3 : 99.95 3 : 100 3 : 99.99 
ARI 2 : 99.92 1 : 99.46 1 : 99.93 ARI 2 : 99.96 1 : 100 2 : 100 
ARMA 5 : 99.49 2 : 99.83 1 : 99.96 ARMA 3 : 99.96 2 : 100 3 : 99.99 
ARIMA 1 : 99.74 1 : 99.79 1 : 99.93 ARIMA 2 : 99.94 1 : 100 2 : 100 
Solution Gas 
Drive 
AR 3 : 99.54 1 : 97.87 1 : 99.79 Water 
Injection 
drive  
ARX N/A N/A 5 : 0.765 
ARI 1 : 99.06 1 : 98.27 1 : 99.8 ARIX 1 : 51.42 8 : 35.84 2 : 6.427 
ARMA 2 : 99.46 1 : 97.89 2 : 99.77 ARMAX N/A N/A 4 : 14.14 
ARIMA 1 : 99.54 2 : 98.86 1 : 99.8 ARIMAX 1 : 58.46 4 : 92.13 3 : 10.33 
Gas Cap 
Drive 
AR 2 : 98.95 7 : 95.95 2 : 99.55 BJ 9 : 56.36 8 : 88.41 N/A 
ARI 2 : 99.75 1 : 97.29 1 : 99.8 BJI 6 : 42.04 9 : 88.5 1 : 10.5 
ARMA 2 : 98.97 2 : 97.34 4 : 99.74 Gas Injection 
Drive  
ARX N/A 1 : 94.68 1 : 75.51 
ARIMA 1 : 99.72 1 : 97.49 1 : 99.97 ARIX 2 : 35.95 10 : 17.5 9 : 43.95 
Aquifer 
Drive 
AR 3 : 99.06 2 : 99.96 3 : 99.57 ARMAX N/A 1 : 92.03 9 : 95.71 
ARI 3 : 99.96 1 : 99.97 3 : 99.76 ARIMAX 1 : 41.79 4 : 32.57 4 : 95.61 
ARMA 3 : 99.72 2 : 99.96 3 : 99.41 BJ 3 : 70.61 9 : 51.99 4 : 97.38 
ARIMA 3 : 99.88 1 : 99.97 3 : 99.73 BJI 2 : 68.87 10 : 90.48 3 : 96.96 
 
 
Figure 5: Conceptual framework for prediction of oil production rate 
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Figure 6: Conceptual framework for prediction of  gas-oil ratio rate 
 
Figure 7: Conceptual framework for prediction of water production rate 
4.2. Practical considerations 
Actual reservoir production data have some unfavorable characteristics.  These unfavorable characteristics are 
missing data, data outliers, drifting data, and data co-linearity. Missing data is when a single or series of the data at 
different times are not recorded and not made available for the modeler. This could happen for a number of reasons 
including downtime due to hardware failure. When this happens a traditional way of remedy is replacing the missing 
data with the mean value. However, other efficient interpolation techniques such as spline and Lagrange interpolating 
polynomials could be utilized. Maximum-likelihood, Bayesian multiple imputation [33] and iteratively reweighted 
least square [34] have also been applied to replace missing data in the downstream industries.  Outliers are 
measurements that noticeably deviate from the meaningful data. The 3σ rule, whereby data which are three standard 
deviations away from the mean are considered outliers, is most commonly employed for detection of outliers [35]. On 
cases where data outliers are detected the corresponding values must be treated in the same way as missing data. 
Presence of drifting data is a common problems in time series data analysis. Data drifting could happen because of 
mechanical wear of the flow meters or environmental changes around the wellheads and surfaces where 
measurements are conducted. The most popular approach to deal with such problems is through the application of 
moving window techniques. Here the models are updated periodically using only a defined number of the most recent 
samples [35].. 
5. Conclusion 
The purpose of this study was to create a framework that connects various drive mechanism and most suitable 
forecasting model. This framework will serve as a reference to engineers and assist to speed up the identification 
process when modelling a reservoir using system identification. The results show that System identification 
polynomial models can provide an excellent model to predict oil rate, water cut and GOR curves for any type of 
reservoir. Time series models can predict production parameters of reservoirs under primary drive mechanisms with 
up to 99% accuracy. Meanwhile, reservoirs under secondary drive mechanisms can also make use of system 
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identification models, with some models having prediction accuracy well above 90%. However, more research needs 
to be done to improve the prediction accuracy for secondary drive mechanisms. This is due to the increased 
complexity of the models and the presence of exogenous input data. System identification based reservoir models can 
be established as a practical, cost effective and robust tool for forecasting reservoir fluid production. The procedures 
described in this paper as well as the final conceptual model can serve as a framework or guide to reservoir engineers 
if they wish to implement system identification for production forecasting. 
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