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We revisit Winicour’s affine-null metric initial value formulation of General Relativity, where the
characteristic initial value formulation is set up with a null metric having two affine parameters.
In comparison to past work, where the application of the formulation was aimed for the timelike-
null initial value problem, we consider here a boundary surface that is a null hypersurface. All
of the initial data are either metric functions or first derivatives of the metric. Given such a set
of initial data, Einstein equations can be integrated in a hierarchical manner, where first a set of
equations is solved hierarchically on the null hypersurface serving as a boundary. Second, with the
obtained boundary values, a set of differential equations, similar to the equations of the Bondi-Sachs
formalism, comprising of hypersurface and evolution equations is solved hierarchically to find the
entire space-time metric. An example is shown how the double null Israel black hole solution arises
after specification to spherical symmetry and vacuum. This black hole solution is then discussed to
with respect to Penrose conformal compactification of spacetime.
PACS numbers:
I. INTRODUCTION
The characteristic initial value problem of General Rel-
ativity may be expressed in various different formulations
and it has brought to light many different aspects and
properties of the theory of General Relativity. A se-
lective list of examples for such breakthroughs are the
Bondi-Sachs mass loss formula [1, 2], the discovery of
the asymptotic Bondi-Metzner-Sachs group (BMS) [1–4],
first long-term stable numerical evolutions of black holes
[6–8], critical collapse [9, 10], horizon formation of super-
symmetric Yang Mills fields [11] as well as mathematical
proofs on existence and uniqueness of solutions of Ein-
stein equations [12–14]. The variables used to formulate
the characteristic initial value problem may be the metric
[1, 2, 5, 39], a conformal metric [18], null tetrads [15–17],
spinors [12] or extrinsic curvatures [19, 20]. All of these
formulations have in common that there is one family of
null hypersurfaces filling the domain of spacetime to be
considered. If Nx0 is such a family of null hypersurfaces
for which the scalar x0 is constant along each null hy-
persurface of the family, and furthermore xA = (x2, x3)
are two additional coordinate scalars chosen to be con-
stant along the generators of Nx0 , then the most general
metric at such a family of null hypersurfaces is
gabdx
adxb = [g00dx
0 + 2g01dx
1 + 2g0Adx
A]dx0
+gABdx
AdxB . (1.1)
Due to this parameterisation only x1 varies along the
generators of the hypersurfaces x0 = constant. Writing
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out the twice contracted Bianchi identities for (1.1) and
specifying some of the field equations as main equations
that are assumed to hold on the family Nx0 , one finds the
so-called Bondi-Sachs lemma [1, 2, 5, 18] (and also App.
(A)). The crucial message from this lemma is that there
is a set of field equations, the so-called supplementary
equations, which hold everywhere on Nx0 provided they
hold for one coordinate value of x1, say x1 = 0 w.l.o.g., on
each of the null hypersurfaces ofNx0 . The supplementary
equations are the set of field equations of (1.1) that need
to be discussed for the (3-dimensional) boundary surface
B with x1 = 0.
Regarding numerical investigations employing a metric
of type (1.1) there are in principle four different versions
to set up an initial-boundary value algorithm:
(i) the timelike-null formulation,
(ii) the vertex-null formulation,
(iii) the double-null formulation or 2+2 formulation,
(iv) affine-null formulation.
See, e.g [21], where different numerical realisations are
discussed. In the timelike-null formulation, the boundary
B is a world tube of finite size and the family Nx0 is at-
tached to the exterior of this world tube. It is employed
in the PITT code[22] using a conformally compactified
[18] Bondi-Sachs metric[23]. The computational infras-
tructure is used to solve Einstein equations along out-
going null hypersurfaces. The boundary data on B are
provided by a Cauchy evolution, i.e. an evolution scheme
solving Einstein equations with a 3+1 formalism [28], in
the interior of the world tube. The vertex-null formu-
lation is in fact a specialisation of (i), where the world
tube collapses to a single world line. As a result, the null
2hypersurfaces become outgoing null cones with vertices
on the world line. Here the data to ‘evolve’ the families
of light cones along the word line must be provided by
regularity conditions along the world line [14, 26]. The
vertex-null formulation needs to be used if a full char-
acteristic formulation of General Relativity is used for
studying compact material sources, e.g. a single star like
in [24, 25]. In double null foliations, B is a null hypersur-
face, on which the data are prescribed. In particular, the
entire spacetime is foliated with respect to pairs of inter-
secting null hypersurfaces [19, 20, 29]. As the intersection
of two 3-dimensional null hypersurfaces is a (spacelike)
2-dimensional subspace, the double null formulation is
often referred to as 2+2 foliation. This constrains (1.1)
such that there is g00 = 0 everywhere, in addition to
g11 = 0 everywhere. The affine null foliation is charac-
terised by |g01| = 1, so that both coordinates x0 and x1
are affine parameters [27]. It is hybrid with respect to set-
ting up a characteristic-boundary value problem, in the
sense that it can be used for both a time-like boundary
or a null boundary surface.
In this article, we revisit the affine null-metric formu-
lation. In his seminal article [27], Winicour shows how
the hypersurface equations on outgoing null hypersur-
faces can be cast into a hierarchical system of differential
equations along the rays generating these null hypersur-
faces. Having the application of Cauchy-Characteristic
Extraction in mind, B is a worldtube of finite size. In [27]
it is left open how the boundary equations look like, the
author instead points to the relevant article [30], where
a formalism for an evolution scheme along the timelike
boundary data is presented. If B is horizon, equations
on the null boundary B are presented in [42]. Regarding
main equations exterior to B, [42] did not use the Einstein
equations for an affine null metric but those arising from
a Bondi-Sachs metric. Here, we formulate the character-
istic initial-boundary value problem for the affine, null-
metric formulation, where the boundary data are sup-
plied on a null hypersurface. We find that the free initial
data in this formulation consist of (i) three scalar func-
tions on the common intersection Σ of the null boundary
B with an initial null hypersurface N0 := Nx0=0, (ii) one
2-vector field on Σ, (iii) one transverse-traceless 2-tensor
field on Σ, (iv) one transverse-traceless 2-tensor field on
B and Σ and (v) one transverse-traceless 2-tensor field
on N0 and Σ. The two 2-tensor fields are the shear of
the null hypersurfaces B and N0, respectively. The data
on Σ determine a further scalar function, a mixed sec-
ond derivative, µ, of a conformal factor of the 2-metric
gAB, via an algebraic relation. From the eleven degrees
of freedom in the initial data, eight and µ are propa-
gated along the boundary B via a hierarchical set of dif-
ferential equations along the rays forming B. These nine
boundary fields on B and combinations thereof provide
the start values for nine hierarchically-ordered hypersur-
face equations on the null hypersurfaces x0 = const that
determine five of the six physical degrees of freedom of
(1.1) for values values x1 > 0. The remaining missing
metric field, which is g11, is subsequently determined al-
gebraically from the hypersurface variables. Due to the
fact that x0 is affine parameter on B and x1 is an affine
parameter everywhere along the rays of Nx0 , the gauge
condition g11,1|B = 0 must be assured on each of the
null hypersurfaces of the family Nx0 after each integra-
tion of the hypersurface hierarchy. This gauge condition
eliminates some of the degrees of freedom in the initial
data by algebraic combination thereof. Once the data on
an initial data surface N0 are determined, the transverse-
traceless part of the intrinsic metric of N0 is evolved from
N0 to Nx0>0 by a simple first order differential equation
whose source term depends on the solution of the hyper-
surface equations. This is in difference to the character-
istic evolution in the Bondi-Sachs formalism [23], where
the shear of Nx0 is propagated between null hypersur-
faces for different values of x0.
In Sec. II, we discuss the electromagnetic analogue for
the affine null-metric formulation at two null hypersur-
faces. This simple case already incorporates most of the
important features of the corresponding affine metric for-
mulation. The metric for affine null metric formulation
is introduced in Sec. III, where we also discuss the co-
ordinate transformations on B leaving the metric on the
boundary unaltered. Sec. III B presents the main and
supplementary equations as they follow from an affine
null metric. The hierarchical sets of differential equation
on B and Nx0 as well as the evolution equations are de-
rived in Sec. IV. In the subsequent section Sec. V, the
new set of equation is specified and solved for the case
where the metric has either spherical or hyperboloidal
symmetry. As solutions, we will determine the metric
of flat space in a double null foliation and a generalisa-
tion of the double null Israel black hole solution. For the
particular choice of spherical symmetry, we will then dis-
cuss different strategies for the Penrose conformal com-
pactification of the Israel black hole. Appendix App. B
contains an abridged presentation of the (rather tedious)
calculation of the relevant components of the Ricci tensor
for the main and supplementary equations of the met-
ric (1.1). This general set of equations is then specified
for the conformally decomposition gAB = r
2hAB of the
2-metric gAB in appendix App. C. The obtained Ricci
tensor components had been previously used (with the
corresponding specification of the metric) for the main
equations of the Bondi-Sachs formalism in [23]. Here the
same Ricci tensor components yield the respective com-
ponents for the vacuum field equations in the affine, null
metric formulation after specification of the metric to an
affine null metric.
We use the MTW conventions [31] for symmetrisa-
tion/antisymmetrisation, for the curvature and its re-
lated quantities and geometrised units, c = G = 1.
3II. AN ELECTROMAGNETIC EXAMPLE
Features of a null formulation may be seen from
analysing the electromagnetic field in a Minkowski
vacuum. Taking the standard Minkowski metric
ηab = diag(−1, 1, 1, 1) in Cartesian coordinates ya =
(t, yi), i ∈ {1, 2, 3}, the double null version of the
Minkowski metric is found via the coordinate transfor-
mation to retarded time u = t − r, advanced time
v = t + r with r2 = δijy
iyj and two angular coordi-
nates xA= (θ, φ) parameterising the three dimensional
unit vector ri(x
A) := r,i. In coordinates (u, v, x
A), the
line element of ηab takes the form
ηabdx
adxb = −dudv+r2(u, v)qAB(xC)dxAdxB , (2.1)
with r = 12 (v−u), det(qAB) = q(xA) and the unit sphere
metric qAB(x
C) = δijr
i
,Ar
j
,B. The affine (double) null
character of this metric is seen by the absence of the
terms ηuu and ηvv. The surfaces du = const and dv = 0
are both 3-dimensional null hypersurfaces, that is, their
normal vectors are null vectors and self-orthogonal. The
intersection of a hypersurface du = const and a hyper-
surface dv = const is a spherical cross section. Let V0
be the ingoing null hypersurface for which v = v0 and
U0 be the outgoing null hypersurface for which u = u0.
The common intersection of V0 and U0 is called S0. In
particular, functions
on S0 depend on the angles x
A ,
on V0 depend on three coordinates (u, x
A) and
on U0 depend on three coordinates (v, x
A) .
Let Fab = 2∇[aAb] be the Faraday tensor and Aa the four
potential of the electromagnetic field. The vector field Aa
has the gauge freedom Aa → Aa + ∂aχ, so that we can
choose Av = 0 everywhere by the gauge transformation
χ = − ∫ v
v0
Avdv
′. As remaining gauge freedom of χ we
may choose Au|v=0 = 0. Therefore, Au = O(v) at v =
0 and consequently ∂AAu|v=0 = 0, but ∂vAu|v=0 6= 0.
Defining Ma := ∇bF ab, Maxwell equations in vacuum
are given by Ma = 0 and the asymmetry of Fab implies
∇aMa = 0 so that
0 =
1
r2
(r2Mu),u +
1
r2
(r2Mv),v + ðAM
A (2.2)
where ðA is the covariant derivative with respect to the
unit sphere metric qAB. DesignatingM
u = 0 andMA as
main equations which are assumed to hold everywhere,
the conservation condition (2.2) implies
0 =
1
r2
(r2Mv),v . (2.3)
So that provided r 6= 0, we find Mv = 0 holds for all
values of v provided Mv = 0 on hypersurface v = v0.
Denoting ðA = qABðB, the relevant Maxwell equation,
Mv = 0, is
(r2Au,v),u
∣∣∣
v=v0
=
1
2
ð
B(AB,u)
∣∣∣
v=v0
(2.4)
while the Mu = 0 equation is
(r2Au,v),v =
1
2
ð
B(AB,v) (2.5)
and the MA = 0 equation is
AC,vu =
1
2
ðC(Au,v) +
1
4
ð
B(ðBAC − ðCAB) .(2.6)
The set of equations can be solved provided the following
initial data on V0
VB(u, x
C) := AB,u|v=0 , (2.7a)
the data on U0
UB(v, x
C) := AB,v|u=u0 (2.7b)
and the data on the common intersection S0
I(xA) := Au,v|u=u0
v=v0
, J(xA) := Au|u=u0
v=v0
(2.7c)
A˜B(x
C) := AB|u=u0
v=v0
.
With these initial data the Maxwell equations can be
solved by a two-part algorithm:
1. Part I - solution on V0
(a) With the data A˜B on S and the knowledge of
VB on V , the value of AB is determined all
along V via the definition ∂uAB |v=0 = VB .
(b) With the supplementary equation (2.4) the
value of ∂vAu is determined all along V us-
ing the data I and VB.
2. Part II - solution exterior to V0
(a) With the data A˜B on S and the knowledge
of UB on U0, the value of AB is determined
all along U via the definition ∂vAB = UB for
u = u0.
(b) Given I on S and UA on V at the time u = u0,
∂vAu can be determined on U for the time
u = u0 using the hypersurface equation (2.5).
(c) We use (2.6) to evolve AC,u from u = u0 for
u = u0 +∆u where 0 < ∆u≪ 1.
3. repetition After completion of step three in part
II, all data are at hand to restart the (finite ) differ-
ence algorithm at step one in part I and calculate
AB for u = u0 +∆u.
The above-described procedure to solve the Maxwell
equations in null gauge, has similarities to solving a non-
linear version of the non-linear wave equation ϕ = S
[42]. In the latter case, first an advanced solution ϕ+
of the homogeneous (source-free) wave equation is solved
via some Greens function [32, 33]. Then, the advanced
4solution is used to find the retarded solution ϕ− by an
integral over the source as a function of the advanced
solution.
For the nonlinear general relativistic equation of mo-
tion, a Greens function cannot be found for the retarded
or advanced solutions. Instead, the ‘analogue’ statement
is to require that incoming or outgoing radiation van-
ishes (see. e.g. [34] where this is discussed in relation of
boosted Kerr-Schild black holes in the Bondi-Sachs for-
malism). The electromagnetic counterpart of this would
be to require that either VB vanishes on v = 0 or UB
vanishes on u = 0.
The similarities of this electromagnetic example to the
affine null metric formulation are the following:
(i) The free initial data on the intersecting null hy-
persurfaces are the physically relevant propagating
fields. That is, if we label the with xα = (x0, x1)
the two coordinates varying along the rays (corre-
sponding to xα = (u, v) for the metric (2.1)), the
physically propagating field are the angular com-
ponents AB of the four potential and the data on
the null hypersurfaces are AB,α. In the general rel-
ativistic case, the physical relevant degrees of free-
dom are the transverse-traceless degrees of freedom
of the conformal 2-metric hAB (which encodes the
gravitational waves). The free data on the null hy-
persurfaces are the shear hAB,α of the respective
initial data hypersurface.
(ii) The inital values of the physical propagating fields
are only prescribed on the common intersection of
the pair of null hypersurfaces and depend only on
angular coordinates xA, i.e. AB for the electro-
magnetic case and hAB for the general relativistic
case.
(iii) Additional variables having lower tensor rank than
the propagating fields are prescribed on the com-
mon intersection. These fields include derivatives
wrt xα and depend only on angular coordinates xA.
For the electromagnetic case, where the propagat-
ing field has tensor rank 1, these additional fields
are of rank 0, namely the scalars I and J . In the
general relativistic case, these fields are scalar fields
(rank 0) and a 2-vector field (rank 1) on the com-
mon intersection, which are in general derivatives
with respect to xα and also depend only on xA.
III. AFFINE NULL FORMULATION
In a four dimensional (at least three times) differen-
tiable Lorentz manifold (M4, gab) consider two distinct
null hypersurfaces B and N0 whose common intersection
is Σ = B⋂N0. The intersection Σ is a two dimensional
submanifold of M4. In Σ, we can always choose two
coordinates xA such that the intrinsic metric gAB of Σ
obeys the conformal decomposition (see [36] for a related
discussion)
gAB = r
2hAB.
On any point in Σ, we choose two null vectors kaΣ =
kaΣ(x
A) and naΣ = n
a
Σ(x
A) with the properties i) kaΣ is tan-
gent to N0, ii) naΣ is tangent to B, iii) gabkaΣnbΣ = −1 on Σ
and that iv) both kaΣ and n
a
Σ are orthogonal to coordinate
directions ∂A in Σ. Condition (iv) also means the two co-
ordinates xA obey kaΣx
A
,a = n
a
Σx
A
,a = 0. Since k
a
Σ and n
a
Σ
are null vectors they are also orthogonal to their respec-
tive null hypersurface. A further consequence of the null
property of kaΣ and n
a
Σ is that they are tangent vectors
of null geodesics kbΣ∇bkaΣ = Φ1kaΣ and nbΣ∇bnaΣ = Φ2naΣ
emanating from Σ, where Φ1 and Φ2 are arbitrary scalars
depending on the coordinates. These null geodesics are
called rays.
Let λ be an affine parameter for the rays with the
tangent vector kaΣ with λ = 0 on Σ. As the null geodesics
are affinely parameterised, Φ1 = 0. The solution of the
geodesic equation kbΣ∇bkaΣ = 0 with kaΣ = dxa/dλ|Σ and
λ = 0 on Σ generates a spray of null rays emanating from
Σ. These null rays form the hypersurfaceN0 and we carry
over the definition kaΣ = dx
a/dλ|Σ at Σ to every point in
N0 so that ka(λ, xA) = dxa/dλ|N0 . We also require that
the conditions kaΣx
A
,a = 0 carry over to every point in
N0, so that kaxA,a = 0 on N0. These two conditions also
imply gλλ = gλA = 0 on N0. Since Σ is the intersection
of N0 and B, the null hypersurface B is represented by
λ = 0 on N0.
Let the scalar function w be the collection of points
in N0 ran through by the ray congruence ka with start
vectors kaΣ on Σ, we than have k
aw,a = 0, i.e. w = const
as ka varies. On Σ, we choose w as affine parameter for
the null rays with initial start vector naΣ , then Φ2 = 0.
With naΣ = dx
a/dw|Σ and w = 0 on Σ, the solutions of
the geodesic equation nbΣ∇bnaΣ = 0 are a spray of null
geodesics generating B. Proceeding similarly as for N0,
the conditions naΣx
a
,a = and n
a
Σ = dx
a/dw|Σ can be car-
ried for every point in B so that na(w, xA) = dxa/dw|B
and naxA,a = 0 on B giving gww = gwA = 0 on B.
Up until now the three dimensional intrinsic coordi-
nates (λ, xA) and (w, xA) to both null hypersurfaces have
been set up only. Let P be an arbitrary point in the
neighbourhood of Σ being neither on N nor on B. To
reach P from N (or B), we make first the observation
that at any point on any given cross section Σ′ of N0
at λ = λ′ > 0 ( or of B at w = w′ > 0) there is a
point P ′ with a unique null vector ℓa orthogonal to ka
(or na) obeying the orthogonality condition ℓak
a = −1
(or ℓan
a = −1) at P ′. The vector ℓa is the tangent vector
of a null geodesic
−−→P ′P starting at P ′ and connecting any
point P in the neighbourhood of the null hypersurface
on which is P ′. Since P ′ is on either N0 or B, it can
be connected with a unique geodesic emanating from a
point P0 ∈ Σ with either a given tangent vector kaP0 atP0 if P ′ ∈ N or with tangent vector naP0 at P0 if P ′ ∈ B.
If P ′ ∈ N0 we parallel transport naP0 → naP′ to P ′ while
5if P ′ ∈ B the vector kaP0 → kaP′ is parallel transported
to P ′. Depending if P ′ ∈ N0 or P ′ ∈ B, the vector
ℓa will have the respective relation ℓa ∝ naP′ on N or
ℓa ∝ kaP′ on B, because both vectors obey the same nor-
malisation condition with respect to the tangent vector
field of the geodesic along which the parallel transport
had been performed. It is seen that any point not on the
null hypersurfaces can be reached in a similar way from
the common intersection.
The null vectors ka and na define their respective one-
forms by
ka|N = ǫw,a|N , na|B = −λ,a|B , (3.1)
on Nand B, respectively. Where, in particular, w ≥
0 and the parameter ǫ indicates whether w = const is
an ingoing null hypersurface (ǫ = 1) or outgoing null
hypersurface (ǫ = −1) as seen from a timelike observer
on Σ.
We are now in the stage to complete the four dimen-
sional coordinate chart xa for the affine, null-metric ini-
tial value formulation consisting two intersecting null hy-
persurfaces and their common intersection. We refer to
one of these null hypersurfaces as null boundary B and
the other one as initial data surfacesN0. The null bound-
ary may be for example a stationary or dynamical hori-
zon, and the initial data surface is the null hypersurface
constant to ingoing or outgoing radiation from such a
horizon. The two coordinates xA parametrise the in-
tersection Σ according to their previous definition. The
additional two coordinates, x0 = w and x1 = λ, are the
parameters along the null rays generating N0 and B, re-
spectively. Note, given the previous description, either of
the two null hypersurfaces N0 or B may be the boundary
surface or initial data surface because any point not being
on these two hypersurfaces can be reached in a similar
way. We choose N0 corresponding to the three dimen-
sional hypersurface w = 0 as the initial dats surface and
B as the boundary represented by the null hypersurface
intersecting Nw at λ = 0. By this construction, w labels
distinct null hypersurfaces Nw emanating from B. For
each value of w, there is a common distinct intersection
Σw between B and Nw. As a consequence we require
kaw,a = k
axA,a = 0 to hold everywhere since the null rays
with the tangent vector field ka emanate from B so that
gλλ = gλA = 0 everywhere. (3.2a)
Moreover, from choice of w, xA as intrinsic coordinates
on B there is
gww = gwA = 0 on B. (3.2b)
Equations (3.2) are the coordinate representation of the
choice B as boundary and N as family of null hypersur-
faces emanating from B. Following [27, 42], we choose w
as an affine parameter along the null rays generating B,
then evaluation of the geodesic equation na∇anb = 0 on
B implies
gww,λ = 0 on B.
We require the normalisation kana = −1 everywhere so
that
gwλ = ǫ everywhere. (3.2c)
We further require λ ≥ 0 and |ǫ| = 1 via the normali-
sation ka∂aλ = ǫ on B meaning the geodesic rays with
tangent vectors ka are outgoing (ǫ = −1) from B or in-
going ǫ = 1 towards B. The line element resulting from
the conditions (3.2) is of the form [27, 42]
ds2 = −Wdw2 + 2ǫdwdλ
+r2hAB(dx
A −WAdw)(dxB −WBdw) ,(3.3)
0 = W |λ=0 =W,λ|λ=0 =WA|λ=0 = ǫ2 − 1 (3.4)
with W, r,WA, hAB being functions of x
a = (w, λ, xA)
and
hAChCB = δ
A
B , det(hAB) = h(x
A)
as well as indices xA are raised (lowered) with hAB (hAB),
e.g. WA = hABW
A. The covariant derivative with re-
spect to hAB is denoted with DA. Note that hAB has
only 2 degrees of freedom, because of the determinant
condition. A suitable parameterisation for hAB in terms
of standard spherical coordinates xA = (θ, φ) is [23, 37]
hABdx
AdxB = cosh(2δ)
[
e2γdθ2 + e−2γ sin2 θdφ2
]
+2 sin θ sinh(2δ)dθdφ . (3.5)
The inverse metric has the nonzero components
gλw = ǫ , gλλ =W , gλA = ǫWA , gAB =
1
r2
hAB .
(3.6)
The null vectors ka and na have the coordinate expres-
sions
ka∂a = ∂λ , (3.7)
na∂a = −ǫ∂w − 1
2
W∂λ − ǫWA∂A . (3.8)
where in particular na∂a|B = −ǫ∂w. The expansion rates,
θ(k) := ∇aka and θ(n) := ∇ana, for both null vectors are
θ(k) = ∂λ ln r
2 (3.9)
θ(n) = −ǫ∂w ln r2− (r
2W ),λ
2r2
− ǫDA(r
2WA)
r2
.(3.10)
Observe, that θ(k) and θ(n) depend on B only on the
conformal factor r. We also introduce a complex dyad
mA to represent the conformal 2-metric hAB = m(Am¯B),
where mAmA = mAm¯
A − 1 = 0.
A. Infinitesimal transformations on the boundary B
On a given initial data surfaceNw, w = const, consider
the infinitesimal coordinate transformations xa → xa+ξa
6which should leave the structure of the geometry on the
initial null hypersurface at λ = 0 invariant. Consequently
they must comply with the conditions
Lξgwa = 0 (3.11)
where Lξ is the Lie derivative
Lξgab = ξcgab,c − gacξb,c − gcbξa,c .
Furthermore, we wish to preserve the behaviour of the
metric functions W,WA, gAB on the boundary so that
Lξgλλ = O(λ2) , LξgλA = O(λ) , LξgAB = O(λ) ,
(3.12)
We assume hereafter that the non-zero components of
metric have the following regular expansion in term of
the affine parameter
r = r(0)(w, x
A) + r(1)(w, x
A)λ +O(λ2) (3.13)
gwλ = ǫ (3.14)
gλλ = W(2)(w, x
A)λ2 + ... (3.15)
gλA = ǫWA(1)(w, x
B)λ + ... (3.16)
hAB = hAB(0) (w, x
C) + hAB(1) (w, x
C )λ+O(λ2)(3.17)
and where the orthogonality condition hABh
BC = δCA
and determinant condition det(hAB) = h(x
A) imply
δAC = h
AB
(0) h(0)BC , (3.18)
h(1)AB := h(0)AEh(0)AFh
EF
(1) , (3.19)
hAB = h(0)AB − h(1)ABλ+O(λ2) , (3.20)
0 = h(0)EFh
EF
(1) . (3.21)
Conditions (3.11) give the solution
ξa∂a = α(w, x
A)∂w +
[
fA(w, xC) +OA(λ)
]
∂A
+
[
β(0)(w, x
A) + β(1)(w, x
A)λ+O(λ2)
]
∂λ .(3.22)
Calculation of (3.12) and gABLξgAB = 0 gives to leading
order in the λ expansion
0 = β(0),w (3.23)
0 = fA,w − β(0)WA(1) + ǫ
hAB(1)
r2(0)
β(0),B (3.24)
0 =
[
α(ln r2(0)),w + β(0)
(r(1)
r(0)
)
+ (ln r2(0)),Cf
C
]
hAB(0)
+2 0D(AfB) − α[hAB(0) ],w − β(0)hAB(1) (3.25)
0 =
[
α(ln r2(0)),w + β(0)
(r(1)
r(0)
)
+ (ln r2(0)),Cf
C
]
+ 0DBfB (3.26)
where 0DA is the covariant derivative with respect to
h(0)AB. Eq. (3.23) implies β(0) = β(0)(x
A). Then, given
an expression for β(0), we can solve (3.24) for f
A(w, xC).
The resulting solution will depend on a free function
fA0 (x
B) and the (in general non zero) values of r(0), W
A
(1),
hAB(1) . We make the requirement that infinitesimal coordi-
nate transformations should not depend on these dynam-
ical fields r(0), W
A
(1), h
AB
(1) [52]. This implies β(0) = 0 and
thus fA,w = 0 so that f
A = fA(xB). Moreover, consider-
ing the O(λ) term of Lξgwλ gives us β(1) = −α,w. Next,
calculation of the Lξgλλ = O(λ2) provides β(1),w = 0,
therefore we have α,ww = 0. The latter condition was
also found in a coordinate independent calculation by
[35]. Manipulation of (3.25) and (3.26) gives us
0D(AfB) − 1
2
h(0)AB
[
0DEfE
]
=
α
2
h(0)AB,w .(3.27)
This relation shows that if the conformal metric hAB on
B does not vary along the generators ∂w (i.e. B is shear
free null hypersurface) then fA is a conformal Killing
vector.
The most general allowed coordinate transformations
xa → xa + ξa on the boundary B given our assumptions
are
ξa∂a|B = α(w, xA)∂w + fA(xC)∂A , α,ww = 0. (3.28)
Here α is referred to as the BMS-type supertranslation
in the context of B being a horizon [51, 52]. We prefer
to the notation BMS-type supertranslation for α(w, xA),
because a BMS supertranslation (as it is found at null in-
finity [1, 2]) is function depending only on xA and not on
the three parameters (w, xA). The additional dependence
in w of ξw, arises because B is a general null hypersur-
face that does not have any restrictions, as e.g. given by
an asymptotical fall off. However, if we require that the
null normal na is preserved along B, Lξna = 0, we have
ξw,w = 0 [38] implying
α(w, xA)→ αBMS(xA) (3.29)
which is a proper supertranslation as known from the
Bondi-Sachs work [23].
B. Field equations
We consider the vacuum Einstein equations Rab = 0,
where Rab is the Ricci tensor. As shown by Sachs [5]
and also in App. A, the Einstein equations for (3.3) can
be grouped into three supplementary equations Rww =
RwA = 0 on B, six main equations Rλλ = RλA =
gABRAB = m
AmBRAB = 0 and one trivial equation
Rwλ = 0. The twice contracted Bianchi identities imply
that if the main equations hold on one null hypersurface
Nw, the supplementary equations hold everywhere on
that surface if they hold at on B. In addition to that, the
trivial equation is an algebraic consequence of the main
equations. The calculation of the relevant Ricci tensor
7components is rather tedious and details of this calcula-
tion starting out from a most general metric (1.1) at a
null hypersurface are displayed in App. B and App. C.
The main equations consist of three hypersurface equa-
tions: one equation for r along the rays generating N
[61]
0 = r,λλ +
r
8
hCB,λhDA,λh
AChBD (3.30a)
and two equations allowing to determine the shifts WA
0 = − ǫ
2r2
(
r4hABW
B
,λ
)
,λ
−DA(ln r),λ + 1
2r2
DB(r2hAB,λ) .
(3.30b)
Note that these equations do not contain derivatives with
respect to w.
The three remaining main equations determine the
mixed ∂w∂λ derivatives of the metric gAB. There is one
for equation for r and two for the conformal 2-metric hAB
0 = ǫR− ǫDFDF ln r2 −
[
2(r2),w + ǫW (r
2),λ
]
,λ
−DC
[ 1
r2
(r4WC),λ
]
− ǫ
2
r4hEFW
E
,λW
F
,λ (3.31a)
0 = mAmB
{
r(rhAB),wλ +
ǫ
2
[
r2WhAB,λ
]
,λ
+ r2WCDChAB,λ + 1
2
[
DC(r2WC)
]
hAB,λ + (r
2),λhBCDAWC
+r2hEADBWE,λ − r2hFAhBC,λ
(
DCWF −DFWC
)
+
ǫr4
2
hEAhBFW
E
,λW
F
,λ
}
(3.31b)
where R is the Ricciscalar of hAB. The supplementary
equations on B are
r,ww
r
= −1
8
hCB,whDA,wh
AChBD (3.32a)
and two equations for WA,λ on B
ǫ[r4hABW
B
,λ ],w = r
2DA(ln r2),w −DB(r2hAB,w)
(3.32b)
Evaluation of the evolution equations on B gives
0 = ǫR− ǫDFDF ln r2 − 2(r2),wλ −DC(r2WC,λ)
− ǫ
2
r4hEFW
E
,λW
F
,λ (3.33a)
and
0 = mAmB
[
r(rhAB),wλ
]
+
r2
2
mEm
BDBW
E
,λ
− ǫr
4
2
(
mEW
E
,λ
)2
(3.33b)
We also will make use of the complex Weyl scalar
Ψ2 = −CabcdkaM bM¯ cnd . (3.34)
where Ma∂a = r
−1mA∂A and Cabcd is the Weyl scalar.
As we consider vacuum spacetimes with Rab = 0, the
Weyl tensor is equal to the Riemann tensor Rabcd since
Cabcd = Rabcd −Ra[cgd]b +Rb[cgd]a + R
3
ga[cgd]b ,
where R = Raa is the Ricci scalar with respect to gab.
IV. A HIERARCHICAL SET OF EQUATIONS
ON B AND N
A. Definition of new variables
The original equations of the affine null formulation
(3.30a)-(3.33b) are not hierarchical, because the evolu-
tion system (3.31) is coupled with the hypersurface equa-
tions (3.30). Winicour [27] decoupled these equations for
the timelike-null initial value formulation. Here we follow
closely his approach with some generalisations and the
necessary adaptation regarding the boundary B. Like in
[27] , we introduce the variables
Y = W + ǫ
2r,w
r,λ
(4.1)
J = r,λ(hAB,wm
AmB)− r,w(hAB,λmAmB) (4.2)
as well as first derivatives of conformal factor r and the
conformal 2-metric hAB
ρ = r,w , Θ = r,λ , nAB = hAB,w , σAB = hAB,λ
(4.3)
together with the mixed derivative
µ := r,wλ = ρ,λ = Θ,w . (4.4)
The fields nAB and σAB are most conveniently expressed
as
nAB = νm¯Am¯B + ν¯mAmB , (4.5)
σAB = σm¯Am¯B + σ¯mAmB (4.6)
8where ν and σ are the spin weight 2 scalars defined as
σ = mAmBσAB and ν = m
AmBnAB. The new variable
J is a spin weight 2 field, J = Θν − ρσ. The variable
Θ relates to the expansion of the null rays ∇aka on the
families of null hypersurfaces N while ρ relates to the
expansion ∇ana of the null rays on B.
For indices i, j ∈ {w, λ} and using common relation of
a derivative of a determinant
hhCDhCD,i = h,i
there is the useful relation
hAB,ihCD,jh
AChBD = (m¯Am¯BhAB,i)(m
CmDhCD,j) + (m
AmBhAB,i)(m¯
Cm¯DhCD,j) . (4.7)
This gives us
hAB,whCD,wh
AChBD = 2νν¯ (4.8)
hAB,λhCD,λh
AChBD = 2σσ¯ (4.9)
also note [62]
mAmBhAB,wλ = ν,λ = σ,w (4.10)
B. Reformulation of the hypersurface equations
This section is a review and independent reproduction
of the principal results of [27]. With (4.9), the hypersur-
face equation (3.30a) becomes
r,λλ
r
= −1
4
σσ¯ (4.11)
The new variable Y allows us to write the evolution equa-
tion (3.31a) as an hypersurface equation for Y
[
Y (r2),λ
]
,λ
= R+ F[Y,λ](r, hAB,WA) (4.12)
with
F[Y,λ](r, hAB,W
A) = −DFDF ln r2
−ǫDC
[ 1
r2
(r4WC),λ
]
− 1
2
r4hEFW
E
,λW
F
,λ (4.13)
which vanishes in spherical symmetry. As outlined in
[27], the principal part of the evolution equation (3.31b)
for hAB can be written as (also see (4.10) and the related
footnote)
mAmB
[
r(rhAB),wλ +
ǫ
2
(r2WhAB,λ),λ
]
= r
( rJ
r,λ
)
,λ
+
ǫ
2
[
r2Y σ
]
,λ
(4.14)
Definition of
F[χ,λ](hAB,W
A,W ) = mAmB
{
ǫ
2
[
r2Y hAB,λ
]
,λ
+r2WCDChAB,λ + 12
[
DC(r2WC)
]
hAB,λ
+(r2),λhBCDAWC + r2hEADBWE,λ
−r2hFAhBC,λ
(
DCWF −DFWC
)
+ ǫr
4
2 hEAhBFW
E
,λW
F
,λ
}
(4.15)
and substitution of (4.14) and (4.15) into (3.31b) gives
an hypersurface equation
− rχ,λ = F[χ,λ](hAB,WA,WA,λ, Y ) . (4.16)
for the auxiliary variable
χ :=
rJ
Θ
. (4.17)
The new variable χ determines the field J from known
fields r and Θ. The variable ρ needs to be determined by
a hypersurface equation and this equation is obtained by
taking the time derivative of (4.11)
0 = ρ,λλ +
1
4
ρσσ¯ +
1
4
r(σσ¯,w + σ,wσ¯) (4.18)
As of (4.10), we have
(mAmBhAB,λ),w = (m
AmBhAB,w),λ ,
so that
0 = ρ,λλ +
1
4
ρσσ¯ +
1
4
r(σν¯,λ + ν,λσ¯) . (4.19)
The derivative rν,λ can be eliminated in (4.19) using the
definition (4.2) of J in (4.19) so that
0 = ρ,λλ+
1
4
Θ
ρ
(rρ2σ¯σ
Θ2
)
,λ
− 1
4
[
σF¯[χ,λ] + σ¯F[χ,λ]
]
(4.20)
This gives two hypersurface equations for the mixed
derivative µ and the definition of µ
0 = µ,λ+
1
4
Θ
ρ
(rρ2σ¯σ
Θ2
)
,λ
− 1
4
[
σF¯[χ,λ] + σ¯F[χ,λ]
]
(4.21)
0 = ρ,λ − µ (4.22)
9C. Reduction of additional equations for a
hierarchy on B
For the supplementary equation (3.32a) on B, we have
using (4.8)
r,ww
r
= −1
4
νν¯ . (4.23)
Evaluation of (3.33a) on B gives an evolution equation
of Θ on B
4
(
rΘ
)
,w
= ǫR∣∣
B
− F[r,wλ] , (4.24)
where
F[r,wλ] = DC
[
r2WC,λ
]
+ ǫDFDF ln r2 + ǫ
2
r4hEFW
E
,λW
F
,λ
(4.25)
Note this equation also determines the mixed derivative
µ on B through Θ,w|B = ρ,λ|B by the algebraic relation
4rµ = ǫR− 4ρΘ+ F[r,wλ] . (4.26)
The reformulation of the principal part of the evolution
equation also allows us to find an evolution equation of
σ along B. Because of (4.10), we have
mAmB(rhAB),λw = (rσ),w (4.27)
such that from (3.31b) follows
r(rσ),w |λ=0 = F[σ,w](r,WA,λ) (4.28)
with
F[σ,w ](r,W
A
,λ) =
ǫr4
2
(mEW
E
,λ)
2−r
2
2
mEmFDEWF,λ(4.29)
evaluated on B.
An evolution equation for µ along B can be found by
taking the radial derivative of (4.23)
r,wwλ = ρ,wλ = µ,w (4.30)
= −1
4
Θνν¯ − 1
4
[
(rν,λ)ν¯ + ν(rν¯,λ)
]
. (4.31)
The radial derivative (rν,λ) on B in (4.31) is found from
(rσ),w = (ρσ + rσ,w) = (ρσ + rν,λ)
so that using (4.28)
(rν,λ)|λ=0 = −ρσ + F[σ,w ](r, hAB,WA,λ) , (4.32)
yields the evolution equation of µ on B as
µ,w = F[µ,w ](r, ν, hAB, σ,W
A
,λ) (4.33)
where
F[µ,w ] := −
Θ
4
νν¯ − 1
4
(
F[σ,w ]ν¯ + νF¯[σ,w ]
)
+
ρ
4
(
σν¯ + νσ¯
)
(4.34)
vanishes in spherical symmetry.
D. Summary of the metric hierarchy
The newly derived equations for the affine, null-metric
initial value problem at two intersecting null hypersur-
faces split into three different groups:
(i) a hierarchical set of differential equations along the
null rays on the boundary B where λ = 0
(ii) a hierarchical set of hypersurface equations on the
null hypersurfaces N0 where w = 0
(iii) two evolution equations to propagate the initial
data, i.e. the transverse traceless part of hAB, on
a given null hypersurface N0 to a null hypersurface
N0+∆w
Note, that (iii) is in difference to the traditional Bondi-
Sachs approach [23] in which the evolution equations
evolve the transverse traceless part of the shear hAB,1.
The set of equations on B is given by
hAB,w = nAB (4.35a)
r,ww
r
= F[r,ww](hAB, nAB) (4.35b)
r,w = ρ (4.35c)
ǫ(r4hABW
B
,λ),w = FA[WB
,wλ
](r, hAB , nAB) (4.35d)
r(rσ),w = F[σ,w ](r, hAB,W
A
,λ) (4.35e)
4
(
rΘ
)
,w
= ǫR− F[r,wλ](r, hAB ,WA,λ)(4.35f)
µ,w = F[µ,w ](r, ν, hAB, σ,W
A
,λ) (4.35g)
the hypersurface equations on Nw are
hAB,λ = σAB (4.36a)
1
r
r,λλ = Fr,λλ(hAB, σAB) (4.36b)
Θ = r,λ (4.36c)
ǫ
(
r4hABW
B
,λ
)
,λ
= 2r2FA[W,λλ](r, hAB, σAB) (4.36d)[
Y (r2),λ
]
,λ
=R+ F[Y,λ](r, hAB,WA,WA,λ) ,(4.36e)
−rχ,λ = F[χ,λ](r, hAB ,WA,WA,λ, Y )(4.36f)
µ,λ = F[µ,λ]
(
r, ρ,Θ, σ, F[χ,λ]
)
(4.36g)
ρ,λ = µ (4.36h)
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with
F[r,ww](hAB, nAB) = −
1
4
νν¯ (4.37)
FA[WC
,wλ
](r, hAB, nAB) = 2r
2DA
(ρ
r
)
−DB(r2nAB)
(4.38)
F[r,λλ](hAB, σAB) = −
1
4
σσ¯ (4.39)
FA[W,λλ](r, hAB, σAB) = −DA
(Θ
r
)
+
DB(r2σAB)
2r2
(4.40)
F[µ,λ] = −1
4
[
σF¯[χ,λ ] + σ¯F[χ,λ]
]
+
1
4
Θ
ρ
(rρ2σ¯σ
Θ2
)
,λ
(4.41)
and the evolution equations for λ > 0 follow from the
definitions (4.1), (4.3), (4.5) and (4.17)
hAB,w =
(χ
r
+
ρσ
Θ
)
m¯Am¯B +
( χ¯
r
+
ρσ¯
Θ
)
mAmB
(4.42)
Note, that for w > 0, the hypersurface equation (4.36b)
serves as an algebraic relation because with the evolution
equation the transverse traceless part of hAB is evolved
to later values w > 0.
This set of equations requires the following initial-
boundary data
• Initial data on Σ, that are functions of xA, only
hAB , σAB , r, W
A
,λ , ρ , Θ (4.43)
• free data on B which are functions depending on w
and xA
nAB (4.44)
• free data on N0 which are functions depending on
λ and xA
σAB (4.45)
The initial value for µ on a cross section Σ is fixed at the
initial time w = 0 by (4.26). The variables Y and χ are
calculated at any time w according to their definitions
(4.1) and (4.17) evaluated on B
Y |B = −2ρ
Θ
∣∣∣
B
, χ|B =
(
rν − rρσ
Θ
)∣∣∣
B
(4.46)
while the original metric function W is found for λ > 0
using (4.1) and the known values Y , ρ and Θ. The gauge
condition W,λ|B = 0, needs to be assured after the in-
tegration of the hypersurface equations. This is because
the λ−derivative of W at B requires the solution for W
for values λ > 0 and W is determined by the fields Y,Θ
and ρ.
In particular, the functions F[·] vanish in maximal sym-
metric initial-boundary data on Σ, B and N0.
V. EXAMPLES WITH SPHERICAL OR
HYPERBOLIC SYMMETRY
We assume that the metric gab possesses the triad
χ(i) = χ
A
(i)∂A, i ∈ {1, 2, 3}, Killing vectors, which are
either generating spherical symmetry, i.e. [49]
χs(1) = ∂φ (5.1a)
χs(2) = − cosφ∂θ + cot θ sinφ∂φ (5.1b)
χs(3) = − sinφ∂θ + cot θ∂φ (5.1c)
or hyperbolic symmetry
χp(1) = ∂φ (5.2a)
χp(2) = − cosφ∂θ + coth θ sinφ∂φ (5.2b)
χp(3) = − sinφ∂θ + coth θ∂φ (5.2c)
where we introduced the notation xA = (θ, φ), for the
angular coordinates.
As a consequence, the two space Σ is a space of con-
stant curvature K with r2hAB|Σ = r2fAB(xC), where the
conformal 2-metric fAB(x
C) ∈ {qAB, pAB} is the metric
of a 2-sphere, (qAB), or 2-hypersphere, (pAB);
qABdx
AdxB = dθ2 + sin2 θdφ2 , (5.3)
pABdx
AdxB = dθ2 + sinh2 θdφ2 , (5.4)
where each of which gives rise to a the curvature ra-
dius KpΣ = −1 and KqΣ = 1, respectively. The corre-
sponding Ricci scalars are RpΣ = 2KpΣ and RqΣ = 2KqΣ.
For notational convenience, we set RΣ = 2K, where
K ∈ {KqΣ,KpΣ}. Another consequence is that the met-
ric functions W, WA and r are dependent of xA and
that we can choose WA,λ|Σ = 0, according to the sym-
metry. Considering the free metric data of (4.44) and
(4.45), the symmetry implies that two metric hAB does
not propagate along the generators of B and N0
σAB |N0 = nAB|B = 0 . (5.5)
Hence, hAB,w|Σ = hAB,λ|Σ = 0. The initial data for the
derivatives WA,λ|Σ of the shift WA are chosen to vanish.
On the boundary null hypersurface
hAB,w|B = 0 , (5.6a)
r,ww
r
|B = 0 , (5.6b)
ρB = r,w|B , (5.6c)
4
(
rΘ
)
,w
|B = ǫR|B , (5.6d)
µ,w|B = 0 , (5.6e)
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the hypersurface equations on Nw are
hAB,λ = 0 , (5.7a)
1
r
r,λλ = 0 , (5.7b)
Θ = r,λ , (5.7c)[
Y (r2),λ
]
,λ
= R , (5.7d)
µ,λ = 0 , (5.7e)
ρ,λ = µ , (5.7f)
and the evolution equations for λ > 0
hAB,w = 0 (5.8a)
The initial value for µ on a cross section Σ is fixed at the
initial time w = 0 by
µ =
ǫR
4r
− ρΘ
r
(5.9)
following from (4.26). The variable Y can be calculated
at any time w on B according to (4.46). To summarise,
the (in general nontrivial) initial data to solve this system
are the following (constant) scalars
rΣ, ρΣ, ΘΣ , (5.10a)
as well as the (diagonal) 2-metric
hAB|Σ = fAB(xA). (5.10b)
A. Integration of the system
1. Solving the hierarchy on B
We begin with solving the hierarchy on B. The vanish-
ing of the free data nAB on B and integrating of (5.6a)
implies
hAB(w, x
A)|B = fAB(xC) , (5.11)
and we also have R,w|B = 0, i.e.
R|B = RΣ 6= 0 . (5.12)
Next, integration of (5.6b) yields
rB = ρΣw + rΣ , (5.13)
and since (5.6b) also implies ρ,w|B = 0 we have
ρB(w) = ρΣ = const (5.14)
From the integration of (5.6c), while using (5.12), follows
ΘB =
1
rB
[
rΣΘΣ +
ǫ
4
RΣw
]
(5.15)
We now calculate the initial value of µ|Σ and integrate
(5.6d) to find
µB = µΣ =
ǫRΣ
4rΣ
− ρΣΘΣ
rΣ
(5.16)
The value of µΣ also allows us to write
ΘB =
1
rB
[
ρΣΘΣ(w − 1) + rΣµΣw
]
. (5.17)
The Ricci scalar RΣ may be related to the data rΣ, ρΣ
and ΘΣ
RΣ = −4(ρΣΘΣ + rΣµΣ) . (5.18)
At last, we calculate the boundary value of Y on B using
the definition (4.1) on B
YB = 2ǫ
ρB
ΘB
=
8ǫρΣ(ρΣw + rΣ)
4rΣΘΣ −RΣw (5.19)
which is for w = 0,
Y (0, 0) = 2ǫ
ρΣ
ΘΣ
(5.20)
The solutions (5.11), (5.12), (5.13), (5.15), (5.16) and
(5.19) are the boundary values necessary to integrate the
hypersurface equations (5.7).
2. Solving the hierarchy on the initial data surface N0
We begin with integrating the data on the initial data
surface N0 given by w = 0. Integration of (5.7a) using
(5.11) gives
hAB(0, λ, x
A) = fAB(x
A) (5.21)
which also implies that R,λ|w=0 = 0, i.e.
R(0, λ, xA) = RΣ = const . (5.22)
From (5.7b) and requiring r 6= 0 for λ ≥ 0, we have with
r,λ|B = ΘB
r(0, λ) = ΘΣλ+ rΣ . (5.23)
This gives us from the definition of Θ
Θ(0, λ) = ΘΣ. (5.24)
Next, integrating (5.7d), while using (5.32) and (5.19),
gives
Y =
RΣλ+ 4ǫrΣρΣ
2ΘΣ(ΘΣλ+ rΣ)
(5.25)
From (5.7e), we have
µ(0, λ) = µΣ (5.26)
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while (5.7f) gives
ρ(0, λ) = µΣλ+ ρΣ (5.27)
Now the metric function W is found readily from the
definition (4.1) using Y, ρ and Θ,
W (0, λ) = −2ǫµΣλ
2
r(0, λ)
(5.28)
which vanishes for λ = 0, as well as W,λ(0, 0) = 0. So
that the gauge condition holds on the initial null hyper-
surface N0.
3. Solving the evolution equations N0 → Nw
With the solutions (5.21), we can now solve the evo-
lution equation (5.8) to evolve the data from the initial
null hypersurface N0 to a null hypersurface Nw at some
later ‘time’ w > 0. Immediate integration shows
hAB(w, λ, x
C) = fAB(x
C) (5.29)
This solution determines the conformal metric hAB on
the complete coordinate domain for the coordinate val-
ues value of λ ≥ 0 and w ≥ 0 as a function of the initial
data on Σ. The remaining fields must be calculated us-
ing again the hypersurface equations and the respective
boundary values for w > 0.
4. Obtaining the metric on Nw – Calculation of the
hypersurface equations for w > 0 and λ > 0
From (5.7b) and requiring r 6= 0 for λ ≥ 0 and w > 0,
we have with r,λ|B = ΘB
r(w, λ) = ΘB(w)λ + rB(w) , (5.30)
which also implies using (5.7c)
Θ(w, λ) = ΘB(w) . (5.31)
Since hAB(w, λ, x
A) = fAB for all w ≥ 0 and λ ≥ 0, we
have
R(w, λ, xA) = RΣ , (5.32)
which allows us to integrate (5.7d) for w > 0 while using
(5.19) gives
Y (w, λ) =
RΣλ+ 4ǫrBρΣ
2rΘB
. (5.33)
From (5.7e), we have
µ(w, λ) = µΣ(w) , (5.34)
while (5.7f) gives
ρ(w, λ) = µΣλ+ ρΣ . (5.35)
Now the metric function W for w > 0 and λ > 0 is
found readily from the definition (4.1) using Y, ρ and Θ,
W =
[(rΣ − r)RΣ + 4ǫρΣΘΣr]λ
2rrΣΘB
+
4ǫρΣ(rΣrB − rΣr)
2rrΣΘB
, (5.36)
whose evaluation on B givesW = 0, since r(λ = 0) = rB.
Calculation of W,λ on B yields
W,λ|B =
(ρ2Σ(RΣ−4ǫρΣΘΣ)
rΣ
)
2r2BΘB
w2
+
2ρΣ(RΣ − 4ǫρΣΘΣ)
2r2BΘB
w (5.37)
whose powers of w must to vanish to assure the gauge
condition W,λ|B = 0. For rB 6= 0 and ΘB 6= 0 implying
rΣ 6= 0, (5.38)
the result are two constraints on the initial data
ρΣ = 0 or RΣ − 4ǫρΣΘΣ = 0 (5.39)
So that for RΣ 6= 0 and rΣ 6= 0, we have the two cases
Case 1 : ρΣ 6= 0 and ΘΣ = ǫRΣ
4ρΣ
(5.40)
Case 2 : ρΣ = 0 and ΘΣ arbitrary (5.41)
These two cases characterise two different solution of Ein-
stein equations subject to the previous assumptions and
restrictions.
5. Case 1
The case 1 solution will turn out particular simple.
From (5.40) and (5.16) follows µB = 0, so that
ΘB =
ǫR0
4rB
(
rΣ
ρΣ
+ w) , rB = ρΣw + rΣ ρ(w, λ) = ρΣ
(5.42)
Consequently, with (5.30) and (5.36), we have
r =
ǫRΣ
4ρΣ
λ+ ρΣw + rΣ , (5.43)
W = 0 , (5.44)
which brings the line element into the form
gabdx
adxb = 2ǫdwdλ
+
[ǫRΣ
4ρΣ
λ+ ρΣw + rΣ
]2
fABdx
AdxB . (5.45)
In deed, the coordinate transformation
λ = − 2ρΣ
ǫRΣ v , w =
(u− 2rΣ)
2ρΣ
(5.46)
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casts (5.45) into
gabdx
adxb = − 1Kdvdu+
1
4
(u− v)2fABdxAdxB (5.47)
which gives the line element in ‘standard’ flat space dou-
ble coordinates, where the angular coordinates xA ei-
ther parameterises a 2-sphere (fAB = qAB ,K = 1) or
2-hypersphere (fAB = pAB,K = −1). The Weyl scalar
(3.34) obviously vanishes for the metric of (5.45).
6. Case 2
In case 2, where rΣ 6= 0, ρΣ = 0, and ΘΣ being arbi-
trary, the boundary values µB, rB and ΘB are
µB =
ǫRΣ
4rΣ
, (5.48)
rB = rΣ , (5.49)
ΘB = ΘΣ +
ǫRΣ
4rΣ
w . (5.50)
They give the metric functions r and W as
r = rΣ +
[
ΘΣ + µΣw
]
λ , (5.51)
Y = 2ǫµΣ
( λrΣ
rΘB
)
, (5.52)
W = −
(RΣ
2rΣ
)λ2
r
. (5.53)
Calculation of the Weyl scalar Ψ2 shows
Ψ2 =
ǫr2ΣµΣ
r3
=
rΣRΣ
4r3
=
rΣK
2r3
. (5.54)
Since limR→∞R
3Ψ2 = M for a Schwarzschild
spacetime[63], where R is the standard Schwarzschild
area distance coordinate and Ψ2 =M/R
3, we set
rΣ = 2MK , ΘΣ = 0 (5.55)
then the line element for the case 2 solution is
g
(BH)
ab dx
adxb :=
( K
2M
)λ2
r
dw2 + 2ǫdwdλ
+r2fABdx
AdxB (5.56)
with r := K
(
2M +
ǫwλ
4M
)
, (5.57)
where K2 = 1 was used. Note, the line element (5.56)
is in fact independent of K. In spherical symmetry,
where fAB = qAB, the line element (5.56) is the Israel-
Schwarzschild solution [40]. This somewhat unknown
solution was derived by Israel by means of coordinate
transformations form the standard Schwarzschild met-
ric in polar coordinates [64]. It represents a global cov-
ering of the Schwarzschild space time like the Kruskal-
Szekers solution, but has the advantage of being ex-
pressed in terms of simple rational functions with respect
to the coordinates rather than an implicit relation be-
tween them, as in Kruskal-Szekers solution. The horizon
H of the Schwarzschild black hole is given by λ = 0, i.e.
H = B. While the physical singularity r = 0 is given by
wλ = −8ǫM2. The causal structure and Penrose-Carter
diagrams of regarding the Israel–Schwarzschild solution
and some of its extensions can be found in the literature
[40, 41, 45, 46]. The solution had also been employed to
find initial data for numerical relativity [42], i.e. to find
the null data for black hole collision.
In hyperbolic symmetry, where fAB = pAB, the solu-
tion represents (after change of signature of gab) the in-
terior solution (r < 2M) of a black hole, when the Israel
coordinate transformations [40, 46] are applied to a so-
lution of the Schwarzschild spacetime recently proposed
by Herrera and Witten [49].
It is interesting to determine a timelike Killing vec-
tor χs for (5.56) in the limit r → ∞ by considering the
Killing equation for (5.56). Requiring g
(BH)
ab χ
a
s
χb
s
= −1
for r →∞, we find from Killing equations that
χs =
1
2M
(w∂w − λ∂λ) , (5.58)
which is null on the horizon H . In particular, using a
standard expression [50]to calculate the surface gravity κ
on the horizon
κ2 = −1
2
gac(BH)g
bd
(BH)(∇aχsb)(∇cχsd)|λ=0 (5.59)
we find the common result κ = (4M)−1. A local power
series expansion of (5.56) shows that, alternatively, in
this coordinate chart xa
κ2 =
1
4
g
(BH)
ww,λλ|B . (5.60)
It is of technical interest to look at the asymptotic
behaviour of the solution (5.56) for λ→∞ as well as u→
∞ in respect of the Penrose conformal compactification
[44]. In the conformal compactification the null boundary
surface I in the limit r → ∞ is the ‘edge’ I := ∂M of
the manifold M and the union I ∪M defines a ‘bigger’
unphysical manifold Mˆ with a conformal metric gˆab =
Ω2gab, where the conformal factor Ω obeys Ω|I = 0 and
∇aΩ|I 6= 0.
We observe that both gww and gAB are infinite if
λ → ∞, while only gAB is infinite if u → ∞. For a con-
formal compactification, we could in principle proceed
in the in two different ways. The first approach uses a
transformation to a Bondi-Sachs metric and then stan-
dard techniques to compactify the resulting metric as e.g.
outlined in [23] and implemented in numerical codes (see
[21] for a review). The second approach is to straightfor-
wardly compactify the coordinates w and λ and define
another suitable conformal factor.
Hereafter, we illustrate both methods for the metric
(5.56) where fAB is the unit sphere qAB , therefore K = 1,
and the w−coordinate corresponds to the retarded time
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u, so that ǫ = −1. Hence the metric has the non-zero
components
guu =
λ2
2Mr(u, λ)
, guλ = −1 , gAB = r2(u, λ)qAB
(5.61)
with r(u, λ) = 2M − uλ
4M
, (5.62)
or alternatively expressed directly in terms of the coor-
dinates
guu =
2λ2
8M2 − uλ (5.63a)
guλ = −1 (5.63b)
gAB =
( 1
4M
)2(
8M2 − uλ
)2
qAB (5.63c)
We wish to transform the radial coordinate, the affine
parameter λ, to an inverse area distance coordinate ℓ
[18, 23]. Then, this inverse area distance is a preferred
conformal factor Ω := ℓ to perform the Penrose compact-
ification and find the conformal metric gˆab = ℓ
2gab. We
observe that the surface area of the 2-surfaces u = const
and λ = const in (5.61) is 4πr2(u, λ). Therefore the in-
verse of conformal factor r is the necessary inverse area
distance coordinate ℓ := 1/r. Due to the explicitly known
relation (5.62), we can invert ℓ = 1/r(u, λ) one-to-one to
find a λ(u, ℓ) and the respective coordinate change from
gab(u, λ, x
A)→ gab(u, ℓ, xA) using
dλ = −λdu
u
+
4Mdℓ
uℓ2
(5.64)
so that
guu =
λ2ℓ
2M
− 2λ
u
, guℓ = −4M
uℓ2
, gAB =
qAB
ℓ2
(5.65)
This metric has the undesirable feature that guℓ is an
explicit function of u. This ambiguity can be removed
with a remapping of the u coordinate u = u(U). The
requirement on gUℓ = ℓ
−2 gives
du
dU
= − 1
ℓ2λ,ℓ
= − u
4M
(5.66)
which implies
u(U) = e−
U
4M . (5.67)
Therefore the combined coordinate transformation
(u, λ, xA) → (U, ℓ, xA) maps the line element of (5.61)
to
ds2 =
1
ℓ2
{
(−ℓ2 + 2Mℓ3)dU2 + 2dUdℓ+ qABdxAdxB
}
(5.68)
The conformal line element dsˆ2 = Ω2ds2 corresponding
to (5.68) is with Ω := ℓ
dsˆ2 = (−ℓ2 + 2Mℓ3)dU2 + 2dUdℓ+ qABdxAdxB ,
(5.69)
which is the ‘standard’ conformal representation of the
Schwarzschild metric [44]. In particular, dsˆ2 is the con-
formal Minkowski metric for ℓ = 0. This metric can now
be used to analyse the neighbourhood of ℓ = 0 corre-
sponding to the limit r → ∞. For example, we find the
Weyl scalar Ψ2 for an adapted null tetrad of (5.69) as
being simply given[65] by Ψˆ2 =Mℓ
3.
Another procedure to extract the physical information
in the asymptotic regions may be found by a second ap-
proach. Since r → ∞ for both u → ∞ and λ → ∞,
the strategy is to compactify both coordinates u and λ,
and define new coordinates U = 2/u and Λ = −2/λ.
Then the metric (5.63) becomes under the transforma-
tion (u, λ, xA)→ (U,Λ, xA)
gUU =
8
U3Λ(2M2UΛ + 1)
(5.70)
gUΛ =
4
U2Λ2
(5.71)
gAB =
(2M2UΛ + 1
4MUΛ
)2
qAB (5.72)
To find a conformal metric gˆab = Ω
2gab, we make the
naive choice of Ω = UΛ for the conformal factor The
metric at Λ = 0 is not the Minkowski metric, but
gˆabdx
adxb|Λ=0 = 4dUdΛ + qABdx
AdxB
M2
, (5.73)
however the physical information encoded in the confor-
mal curvature tensor by means of leading order of Ψˆ2 is
simply given by
Ψˆ2(U,Λ) =M
4(UΛ)3 +O(Λ4) .
Regarding numerical simulations the two presented ap-
proaches to extract the asymptotic quantities, have their
advantages and disadvantages: The first approach, the
Bondi-Sachs approach, is rather straightforward but it
has the ‘disadvantage’ that the coordinate transforma-
tion from the affine parameter is general dependent de-
pendent on w and xA (The w dependence is illustrated,
e.g. in (5.65)). This yields to nontrivial shifts UA with
respect to the generators of the null hypersurface I, for
which however exist recipes [7, 23, 47] to resolve this is-
sue. In the second approach, the trivial coordinate com-
pactification of u and λ together with the naive choice of
the product of the new coordinates as conformal factor is
simple to implement numerically. However, the resulting
asymptotic structure of the metric at I is not straightfor-
ward because a Minkowski metric does not arise naturally
in this procedure. In particular, asymptotic symmetries
like the BMS symmetries seem to be difficult to single
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out. Nevertheless, applying the second procedure to Is-
rael black hole solution (5.61) show in (5.73) that the
inverse of the black hole mass squared may already be
read off at leading order of the conformal 2-metric hˆAB.
The latter may be beneficial in numerical work, as the
extraction of the mass in (5.69) requires to calculate a
third order radial derivative to pick out the O(ℓ3) coeffi-
cient, while in (5.73) the mass parameter may be read of
from the metric at Λ = 0.
VI. DISCUSSION
An initial-boundary formulation for the affine, null-
metric formulations was derived for a family of null hy-
persurfaces that is attached to a null boundary surface.
The formulation is well suited for the study of spacetimes
of isolated black holes (or white holes) for which the null
boundary surface is a horizon. The free initial data for
this formulation are the set of three scalar functions, one
2-vector field and two 2-tensor fields on a common inter-
section of the null hypersurfaces, as well as one 2-tensor
field on each of the two null hypersurfaces having this
common intersection. The latter 2-tensor fields are ge-
ometrically the shear of the each of the respective null
hypersurfaces. The differential equations that determine
the boundary values as well as the evolution of the initial
data are ordered sets of differential equations for both the
boundary evolution and the evolution of the initial data
off the null boundary surface. This hierarchical struc-
ture is similar like the one employed in current numeri-
cal codes using the Bondi-Sachs formalism. However the
advantage of the presented formalism to the Bondi-Sachs
formalism is that the latter includes (due to the choice
of coordinates) a metric variable, the expansion rate of
the null hypersurfaces, which becomes singular in the
presence of a horizon and thus yields inferior numerical
accuracy [57]. In the affine, null formulation, such be-
haviour is prevailed, because affine parameters are used
to parameterise two coordinate directions.
The formalism has manifold possibilities for applica-
tion both on the numerical as well as analytical side.
Prior to numerical work it may be interesting to look
for exact linear solutions [43], that can used as test best
solution for a nonlinear numerical code. Numerical appli-
cation for the formalism are, for example, the character-
istic evolution of isolated, perturbed black holes formed
after a merger of compact objects (e.g. binary black
hole merger, neutron star merger) with the corresponding
gravitational wave extraction at null infinity. To to so,
the boundary surface would be the horizon of the newly
formed black hole and a compactified version of the for-
mulation should be used like those presented for the Israel
black hole solution in Sec. VA2. Since a null boundary
surface is essential for the initial-boundary value formu-
lation presented here, the formalism is particular well-
adapted to investigate (at least from the classical level)
some features the soft-hair proposal of Hawking and col-
laborators [53]. Essentially the question how BMS-type
supertranslations on the black hole horizon [51, 52], re-
late to BMS supertranslation[1, 3] or their extensions[55]
at null infinity can be well studied. As such current ‘hot’
questions on how these horizon-supertranslations related
to gravitational wave memory [56] and angular momenta
[54] at null infinity may be addressed.
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Appendix A: Derivation of Ricci tensor components
for a general metric at a null hypersurface
Let (M, g) be a four dimensional spacetime with a
smooth metric g. Let N be a a family of null hyper-
surfaces in M labeled by the scalar function x0. We
further assume that N is free of caustics or crossovers
of the rays generating N meaning the expansion rates of
the null generators is everywhere nonzero on N (see e.g.
[58] for a discussion on caustics).
A hypersurface N represented by x0 = const is a null
hypersurface if the norm of the gradient ka = ∇ax0 van-
ishes, i.e.
gabkakb = g
ab(∇ax0)(∇bx0) = 0 (A1)
Then by metric duality, the vectors ka = gab∇bx0 are
normal to the surfaces, hence ka is self-orthogonal. The
null curves generated by ka in a given null hypersurface
of Nx0 are called rays. Take x0 to be the first component
of the coordinate vector xa, then we have ka = ga0 by
(A1). Choose xA, A = 2, 3 as two additional parameters
that are constant along a ray with tangent vector ka, that
is the Lie transport of xA along ka vanishes
LkxA = ka∇axA = gab(∇ax0)(∇bxA) = 0 (A2)
where Lk denotes the Lie derivative along ka. We take xA
as coordinate scalars. The null and constancy conditions
(A1) and (A2), respectively, imply
g00 = g0A = 0 . (A3)
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The nonzero contravariant components gab of the metric
tensor are
g01 , g11 , g1A , gAB (A4)
so that the determinant of the corresponding matrix is
det(gab) = −(g01)2 det(gAB) . (A5)
As the covariant components of the metric are inverse to
the contravariant components and the calculation of the
inverse of the matrix (gab) represented by (A4) requires
a finite determinant we demand
g01 6= 0 and det(gAB) 6= 0 (A6)
and no further restriction shall be made as this stage.
For the calculation of the covariant components gab we
set
g01 := ǫ|g01| , g11 := −V g01 , g1A := UAg01 ,
(A7)
with ǫ = ±1. Using the completeness relation gacgcb =
δab yields
1 = δ00 ⇒ g01 =
1
g01
(A8a)
0 = δ01 ⇒ g11 = 0 (A8b)
0 = δ0A ⇒ g1A = 0 (A8c)
δAB = g
AagaB ⇒ gACgCB = δAB (A8d)
0 = δ1A ⇒ g0A = −UA (A8e)
0 = δ10 ⇒ g00 = V g01 + UAUA (A8f)
where UA = gABU
A. The corresponding line element is
gabdx
adxb =
(
V g01 + UAU
A
)
(dx0)2 + 2g01dx
0dx1
−2UAdx0dxA + gABdxAdxB . (A9)
For the determinant of the metric gab, we find
g := det(gab) = −(g01)2f (A10)
with
f := det(gAB) =
1
det(gAB)
.
where the derivative
gABgAB,a = (ln f),a . (A11)
An immediate consequence of the coordinate conditions
g00 = g0A = g11 = g1A = 0 is that the following Christof-
fel symbols of vanish
Γ01a , Γ
A
11 . (A12)
The remaining Christoffel symbols for (A9) are listed in
App. A 1, in what follows, we only need
gabΓ0ab = −g01(ln
√
f),1 6= 0 , (A13)
whose non-vanishing character is required hereafter. The
twice contracted Bianchi identities are Ba = 0, where
Bb := g
ab∇a
[
Rbc − 1
2
gbc(g
efRef )
]
(A14)
with Rab being the Ricci tensor. On a given null hyper-
surface N (x0), where x0 = const, we assume the follow-
ing six main equations
0 = R11
∣∣∣
N
= R1A
∣∣∣
N
= gABRAB
∣∣∣
N
(A15a)
0 =
[
RAB − 1
2
gAB(g
CDRCD)
]∣∣∣
N
(A15b)
hold in the following. Then from B1 = 0 follows
0 = −gabΓcabRc1 = g01(ln
√
f),1R01 . (A16)
Since g01(ln
√
f),1 6= 0 as of (A13), we have that
R01 = 0 (A17)
is trivially fulfilled. The equation R01 = 0 is thus an
algebraic consequence if the main equations hold, it it
called the trivial equation. Now consider BA = 0 giving
0 = g01
(
R0A,1 −R01,A
)
− gabΓcabReA , (A18)
employingR01 = 0 and calculation of the Christoffel sym-
bol yields
0 =
g01√
f
(√
fR0A
)
,1
. (A19)
This equation shows that if R0A = 0 for one cut of N at
an arbitrary value for x1, there is R0A = 0 for all other
values of x1 on N . Without loss of generality, we thus
require
R0A
∣∣
x1=0
= 0 . (A20)
Proceeding next with B0 = 0, we find under the assump-
tion of (A15), (A17) and (A20)
0 =
g01√
f
(√
fR00
)
,1
. (A21)
Here, the same arguments as for R0A apply; R00 = 0
holds everywhere onN provided it holds on one arbitrary
cut x1 = const. Henceforth, we require
R00
∣∣
x1=0
= 0 . (A22)
The three equations (A22) and (A20) are called supple-
mentary equations. This terminology of grouping the
Einstein equations, was introduced by Bondi and Sachs
in their pioneering articles on the characteristic formula-
tion of General Relativity [1, 2, 5, 18, 23]. Regarding the
calculation of the Ricci tensor to form the relevant field
equations, we only need to calculate the main equations
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for all values of xa and the supplementary equations at
the particular value x1 = 0.
Instead of calculating explicitly the traceless part of
RAB, it is useful to introduce a complex dyad tA, which
obeys
gAB =
1
2
(tA t¯B + tB t¯A) , tAt¯
A− 1 = tAtA = 0 . (A23)
Then RAB can be expressed as
RAB = (t
EtFREF )t¯At¯B + (t¯
E t¯FREF )tAtB
+
gAB
2
(gEFREF ) , (A24)
so that (A15b) can be represented by either of the two
equations
0 = tEtFREF , 0 = t¯
E t¯FREF . (A25)
The Ricci tensor components for (A15a), (A22) (A20)
and tEtFREF = 0 are calculated in App. B. App. C, then
specifies these components for the conformally rescaled
metric
gAB = r
2hAB , hAB =
1
2
(mAm¯B + m¯AmB) (A26)
where we set det(hAB) = h(x
A) and tA = rmA.
In particular, the Ricci tensor components for the main
equation w.r.t the metric (A9) are given in (B15),(B24),
(B55) and (B59) while those for the supplementary eqau-
tions are (B4) and (B9).
These main equations can be easily specified for any
other parametrisation of gab.
Hereafter, we consider the two most ‘prominent’
choices – the Bondi-Sachs and an affine null metric. For
this purpose we investigate the relation between g01 and
the null vector ka. In the current choice of coordinates,
the tangent vector, ka = gab∇bx0, takes the form
ka = (0, g01, 0, 0) (A27)
showing that the requirement g01 6= 0 assures that the
tangent vector of the generators of the null hypersurfaces
x0 = const never vanishes and is everywhere non-zero on
x0 = const. The expansion rate of the null vector ka is
θ(k) := ∇aka = g
01
√
f
(
√
f),1 (A28)
Hence for the initial requirement, for a caustic-free null
hypersurfaces N , we necessarily need g01 6= 0, √f 6= 0
and (
√
f),1 on N .
Pick a null ray with x0 = const and xA = const, and
let λ be an affine parameter along this null ray, then the
ratio dx1/dλ is a function of the coordinates xa
dx1
dλ
= g01, (A29)
meaning g01 measures the change of the ray parameter
x1 relative to change of an affine parameter λ [59]. In
the definition g01 := ǫ|g01|, the meaning of ǫ may be
understood as follows: Let ua be a future pointing time-
like unit vector field parameterised with the proper time
x0. Then , the normalisation kau
a = ǫ, while keeping
x1 = const and xA = const, implies that ka is future
pointing, if ǫ = −1, and past pointing, if ǫ = 1. Con-
sequently, x0 = const are outgoing null hypersurfaces, if
ǫ = −1, and ingoing null hypersurfaces, if ǫ = 1.
For the affine null metric of Sec. III, we set x1 = λ such
that the coordinates are xa = (w, λ, xA) and we make the
transformations
gwλ = ǫ , W = −ǫV , WA = UA .?? (A30)
The corresponding line element is (3.3), i.e.
gabdx
adxb = −Wdw2 + 2ǫdwdλ
+r2hAB(dx
A −WAdw)(dxB −WBdw) . (A31)
The Bondi-Sachs metric has an area distance rA as
coordinate along the rays, which is defined via the ex-
pansion rate θ(k) of the null rays ka. The expansion rate
θ(k) indicates the relative change of an area δA of cross
section of a bundle of rays as measured by two neigh-
bouring observers with an affine parameter distance dλ.
This defines an area distance rA as [60]
ka∇a ln rA := −1
2
θ(k) . (A32)
For a conformal decomposition gAB = r
2hAB, we have
θ(k) = g01{(ln r2),1 + [ln
√
dethAB],1} . (A33)
so that if (
√
dethAB),1 = 0, (A32) and (A33) imply
∂1 ln r
2
A = ∂1 ln r
2 . (A34)
Hence, the area distance rA is basically the conformal
factor r of the conformal decomposition of the two metric
gAB .
Choosing
√
dethAB = h(x
A) and x1 = rA as coor-
dinate along the rays gives the traditional Bondi-Sachs
metric [23] with coordinates xa = (u, r := rA, x
A) and
ǫ = −1, gur = −e2β, V → V/r and gAB = r2hAB, while
r,u = r,A = 0. The line element is
gabdx
adxb =
(
− V
r
e2β + r2hABU
AUB
)
du2 − 2e2βdudr
−2r2hABUAdudxA + r2hABdxAdxB .(A35)
If gAB = r
2hAB the corresponding components to rel-
evant Ricci tensor components are (C20),(C23), (C27)
and (C46) for the main equations, and (C14) and (C16)
for the supplementary equations.
After specification of (C20),(C23), (C27) and (C46)
for a Bondi-Sachs metric (A35) the main equations are
displayed in [23, Eq. (28)-(30), (32)], (and correspond to
those in [39] for λ = 1).
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1. Summary of all Christoffel symboles
Γ000 = (ln |g10|),0 −
V,1
2
− V
2
(ln |g01|),1
−1
2
g01(gABU
AUB),1 (A36a)
Γ001 = Γ
0
11 = Γ
0
1A = 0 (A36b)
Γ00A =
1
2
g01(DAg01 + UA,1) (A36c)
Γ0BC = −
1
2
g01gBC,1 (A36d)
Γ100 =
1
2
g01(V g01),0 +
1
2
g01(UAU
A),0 − V (ln |g10|),0
+
1
2
g01V (V g01),1 +
1
2
g01V (UAU
A),1 − g01UAUA,0
−1
2
g01UADA(V g01)− 1
2
g01UADA(UCU
C)(A37a)
Γ101 =
1
2
g10(V g01),1 +
1
2
g10(UAU
A),1 − 1
2
g10UAUA,1
−1
2
UADA ln |g01| (A37b)
Γ10A =
1
2
DAV +
1
2
g10DA(UCU
C)− 1
2
g10V UA,1
+
1
2
g01UBgBA,0 − g01UBU[A,B] (A37c)
Γ111 = (ln |g01|),1 (A37d)
Γ11A =
1
2
g10
(
DAg10 − gABUB,1
)
(A37e)
Γ1AB = −g01D(AUB) −
1
2
g10
[
gAB,0 − V gAB,1
]
(A37f)
ΓA00 =
1
2
g01UAg10,0 − 1
2
g01UA(V g01 + UCU
C),1
−gABUB,0 − 1
2
DB(V g01)
−1
2
DB(UCU
C) (A38a)
ΓC01 = −
1
2
gCEgEF,1U
F − 1
2
UC,1 −
1
2
DCg01 (A38b)
ΓA0B =
1
2
g01
[
UADBg01 + U
AUB,1
]
+
1
2
gACgCB,0 + g
ACD[CUB] (A38c)
ΓA11 = 0 (A38d)
ΓA1B =
1
2
gACgCB,1 (A38e)
ΓABC = −
1
2
g01UAgBC,1 +Υ
A
BC (A38f)
ΥABC :=
1
2
gAE(gBE,C + gEC,B − gBC,E) (A39)
Appendix B: Calculation of the Ricci tensor for the
field equations for the general null metric gab
For the calculation of the Ricci tensor we use the stan-
dard expression
Rab = R
c
acb
= Γcab,c − (ln
√−g),ab + Γcab(ln
√−g),c
−ΓcadΓdbc , (B1)
for which we define the intermediate quantities
R
(0)
ab = Γ
c
ab,c (B2a)
R
(0)
ab = −(ln
√−g),ab (B2b)
R
(0)
ab = Γ
c
ab(ln
√−g),c (B2c)
R
(0)
ab = −ΓcadΓdbc (B2d)
1. Calculation of R00
The intermediate variables R
(a)
00 |x1=0 are
R
(1)
00 |x1=0 = (ln g10),00 − V,1(ln |g01|),0 +
1
2
(V,1)
2(B3a)
R
(2)
00 |x1=0 = −(ln
√−g),00 (B3b)
R
(3)
00 |x1=0 =
[
(ln g10),0 − 1
2
V,1
]
(ln
√−g),0 (B3c)
R
(4)
00 |x1=0 = −[(ln g10),0]2 + (ln g10),0V,1 −
1
2
[V,1]
2
−1
4
gACgBDgDA,0gCB,0 (B3d)
and their sum results to
R00|x1=0 = −V,1
(
ln 4
√
|g01|2f
)
,0
− g01
[ (ln√f),0
g01
]
,0
−1
4
gACgBDgDA,0gCB,0 (B4)
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2. Calculation of R0A
The intermediate variables R
(a)
0A are
R
(1)
0A |x1=0 =
1
2
DA(ln |g01|),0 + 1
2
[g01gABU
B
,1 ],0 +
1
2
DAV,1 − 1
2
g10gABV,1U
B
,1 +
1
2
g01UB,1 gBA,0 +
1
2
[gBCgCA,0],B(B5)
R
(2)
0A |x1=0 = −DA(ln |g01|),0 − (ln
√
f),0A (B6)
R
(3)
0A |x1=0 =
1
2
(DA ln |g01|)(ln |g01|),0 + 1
2
(g01UA,1)(ln |g01|),0 + 1
2
(DA ln |g01|)(ln
√
f),0
+
1
2
(g01UA,1)(ln
√
f),0 +
1
2
gCEgEA,0(ln |g01|),C + 1
2
gCEgEA,0(ln
√
f),C (B7)
R
(4)
0A |x1=0 = −
1
2
(ln |g01|),0(DA ln |g01|) + 1
2
V,1g
01UA,1 − 1
2
g01gAB(ln |g01|),0(UB,1 )−
1
2
g01(UC,1 )(gAC,0)
−1
2
(DC ln g01)(gAC,0)− 1
2
gCEgDE,0Υ
D
AC (B8)
and adding them up yields
R0A|x1=0 = 1
2
√
f
[
√
fg01UA,1],0 +
1
2
DC(gCA,0)−DA
[
(ln
√
f),0 − 1
2
V,1
]
−
√
f
2
(DA ln |g01|√
f
)
,0
(B9)
3. Calculation of R11
The intermediate variables R
(a)
11 are
R
(1)
11 = Γ
1
11,1 (B10)
R
(2)
11 = −(ln |g01|),11 − (ln
√
f),11 (B11)
R
(3)
11 = Γ
1
11(ln |g01|),1 + Γ111(ln
√
f),1 (B12)
R
(4)
11 = −(Γ111)2 − ΓC1DΓD1C (B13)
and its sum
R11 = Γ
1
11,1 − (ln |g01|),11 − (ln
√
f),11
+Γ111(ln |g01|),1 + Γ111(ln
√
f),1
−(Γ111)2 − ΓC1DΓD1C (B14)
Insertion of the Christoffel symboles Γ111 and Γ
A
1B gives
after simplification
R11 = −(ln
√
f),11 + [(ln |g01|),1](ln
√
f),1
−1
4
gACgBDgCB,1gDA,1 (B15)
4. Calculation of R1A
Calculation of the constituents gives
R
(1)
1A = Γ
1
1A,1 +DCΓ
C
1A − (ln
√
f),EΓ
E
1A
+ΥECAΓ
C
1E (B16)
R
(2)
1A = DA(ln |g01|),1 + (ln
√
f),1A (B17)
R
(3)
1A = Γ
1
1A(ln
√−g),1 + ΓC1A(ln |g01|),C
+ΓC1A(ln
√
f),C (B18)
R
(4)
1A = −Γ111Γ1A1 − Γ11CΓCA1 − ΓC10Γ0AC
−ΓC1DΓDAC (B19)
so that
R1A = Γ
1
1A,1 +DCΓ
C
1A +Υ
E
CAΓ
C
1E −DA(ln |g01|),1
−(ln
√
f),1A + Γ
1
1A(ln |g01|),1 + Γ11A(ln
√
f),1
+ΓC1A(ln |g01|),C − Γ111Γ1A1 − Γ11CΓCA1
−ΓC10Γ0AC − ΓC1DΓDAC (B20)
Insert Γ111 and Γ
A
BC into (B21)
R1A =
1√
f
(
√
fΓ11A),1 +DCΓ
C
1A −DA(ln |g01|),1
−(ln
√
f),1A + g
01ΓC1ADCg01 − Γ11CΓCA1
−ΓC10Γ0AC +
1
2
ΓC1Dg
01UDgAC,1 . (B21)
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Now insert insert Γ0BC , Γ
C
01 and Γ
B
1C is the last term
R1A =
1√
f
(
√
fΓ11A),1 +DCΓ
C
1A −DA(ln |g01|),1
−(ln
√
f),1A +
1
2
g01gCEgAE,1DCg01
−1
2
Γ11Cg
CEgAE,1 − 1
4
UC,1 g
01gAC,1
−1
4
(DCg01)g
01gAC,1 (B22)
Using Γ11A in (B22) gives
R1A = −
√
f
2
[DA ln |g10|√
f
]
,1
− 1
2
√
f
(
√
fg10gABU
B
,1 ),1
+DCΓ
C
1A − (ln
√
f),1A (B23)
after simplification and inserting ΓA1B yields the final ex-
pression
R1A = − 1
2
√
f
(
√
fg10gABU
B
,1 ),1 −
√
f
2
[DA ln |g10|√
f
]
,1
−(ln
√
f),1A +
1
2
DCgCA,1 . (B24)
5. Calculation of RAB
The intermediate variables for the Ricci tensor are
R
(1)
AB = Γ
0
AB,0 + Γ
1
AB,1 + Γ
C
AB,C (B25)
R
(2)
AB = −(ln |g01|),AB − (ln
√
f),AB (B26)
R
(3)
AB = Γ
0
AB(ln
√−g),0 + Γ1AB(ln
√−g),1
+ΓCAB(ln |g01|),C + ΓCAB(ln
√
f),C (B27)
R
(4)
AB = −Γ0A0Γ0B0 − Γ0ACΓCB0 − Γ1A1Γ1B1 − Γ1ACΓCB1
−ΓCA0Γ0BC − ΓCA1Γ1BC − ΓCADΓDBC (B28)
which give
RAB = Γ
0
AB,0 + Γ
1
AB,1 + Γ
C
AB,C − (ln |g01|),AB
−(ln
√
f),AB + Γ
0
AB(ln
√−g),0 + Γ1AB(ln
√−g),1
+ΓCAB(ln |g01|),C + ΓCAB(ln
√
f),C − Γ0A0Γ0B0
−Γ0ACΓCB0 − Γ1A1Γ1B1 − Γ1ACΓCB1
−ΓCA0Γ0BC − ΓCA1Γ1BC − ΓCADΓDBC (B29)
We combine Γ0AB,0 and Γ
0
AB,1 with derivatives of
√−g
RAB =
1√−g
(√−gΓ0AB,0)
,0
+
1√−g
(√−gΓ0AB,0)
,1
+ΓCAB,C − (ln |g01|),AB − (ln
√
f),AB
+ΓCABDC(ln |g01|) + ΓCABDC(ln
√
f)
−Γ0A0Γ0B0 − Γ0ACΓCB0 − Γ1A1Γ1B1 − Γ1ACΓCB1
−ΓCA0Γ0BC − ΓCA1Γ1BC − ΓCADΓDBC . (B30)
Insertion of ΓABC , with using the cov derivatives
DADB ln |g01| = (DB ln |g01|),A −ΥCABDC(ln |g01|)
(B31)
DC
(
UCgAB,1
)
=
(
UCgAB,1
)
,C
+
(
UCgAB,1
)
(ln
√
f),C
−ΥEACUCgBE,1 −ΥEBCUCgAE,1,(B32)
the relation DCg
01 = −g01DC ln |g01| and the definitions
R
(2)
AB = Υ
C
AB,C − (ln
√
f),AB +Υ
C
AB(ln
√
f),C
−ΥEACΥCBE (B33)
ΓAB = −Γ0A0Γ0B0 − Γ1A1Γ1B1 − 2Γ0C(AΓCB)0
−2Γ1C(AΓCB)1 (B34)
gives
RAB = R
(2)
AB −DADB ln |g01|+
1√−g
(√−gΓ0AB,0)
,0
+
1√−g
(√−gΓ0AB,0)
,1
− g
01
2
(
DCU
CgAB,1
)
−1
4
(g01)2UCUEgAE,1gBC,1 + ΓAB , (B35)
where R
(2)
AB is the Ricci tensor w.r.t. the 2-metric gAB.
To determine ΓAB, we calculate
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−Γ0A0Γ0B0 − Γ1A1Γ1B1 = −
1
2
(g01)2
[
(DAg01)(DBg01) + U
EgE(A,1DB)g01 + gF (AgB)E,1U
E
,1U
F
+
1
2
UEUF gEA,1gBF,1 + U
E
,1U
F
,1gEAgBF
]
(B36)
−2ΓC0(BΓ0A)C − 2ΓC1(BΓ1A)C =
1
2
(g01)2
[
UCgC(A,1DB)g01 + U
CUEgC(A,1gB)E,1 + U
CUE,1gC(A,1gB)E
]
+
1
2
g01gCE
[
gCA,1DEUB + gCB,1DEUA
]
+ g01gCEgC(A,1gB)E,0 − 1
2
V g10gCEgE(A,1gB)C,1 (B37)
Inserting the resulting ΓAB and
√−g into RAB gives
RAB = R
(2)
AB −
2√|g01|DADB
√
|g01| − 1
2
g01DC
(
UCgAB,1
)
+
1
|g01|
√
f
(
|g01|
√
fΓ0AB
)
,0
+
1
|g01|
√
f
(
|g01|
√
fΓ1AB
)
,1
−1
2
(g01)2UE,1U
F
,1gEAgBF + g
01gCEgC(A,1gB)E,0 +
1
2
g01gCE
[
gCA,1DEUB + gCB,1DEUA
]
−1
2
V g10gCEgE(A,1gB)C,1 (B38)
where we used
− 2√|g01|DADB
√
|g01| = −DADB ln |g01| − 1
2
(DA ln |g01|)(DB ln |g01|) . (B39)
Inserting Γ0AB, Γ
1
AB and simplification of (B38) gives
RAB = R
(2)
AB −
2√|g01|DADB
√
|g01| − 1
2
g01DC
(
UCgAB,1
)
− g
01
2
√
f
{[√
fgAB,1
]
,0
+
[√
fgAB,0
]
,1
}
− g
01
√
f
[√
fD(AUB)
]
,1
+
g01
2
√
f
[√
fV gAB,1
]
,1
− 1
2
V g10gCEgE(A,1gB)C,1 − 1
2
(g01)2
[
UE,1U
F
,1gEAgBF
]
+g01gCEgC(A,1gB)E,0 +
1
2
g01gCE
[
gCA,1DEUB + gCB,1DEUA
]
. (B40)
Since
(
√
fgAB,1),0 + (
√
fgAB,0),1 = 2(
√
f)gAB,10 + (
√
f),0gAB,1 + (
√
f),1gAB,0 (B41)
we have
RAB = R
(2)
AB − g01
{
gAB,10 +
1
2
[
(ln
√
f),0gAB,1 + (ln
√
f),1gAB,0
]
− gCEgC(A,1gB)E,0
}
− 2√|g01|DADB
√
|g01|
+
g01
2
{[
V gAB,1
]
,1
+ V
[
(ln
√
f),1gAB,1 − gCEgE(A,1gB)C,1
]}
− 1
2
(g01)2
[
UE,1U
F
,1gEAgBF
]
−1
2
g01
{
UCDCgAB,1 + (DCU
C)gAB,1 − gCE
(
DEUA
)
gBC,1 − gCE
(
DEUB
)
gAC,1 +
2√
f
[√
fD(AUB)
]
,1
}
.
(B42)
Rearranging and multiplication with −g01, while using g01 = ǫ|g01|, gives
0 = −g01R(2)AB + 2ǫ
√
|g01|DADB
√
|g01|+ gAB,10 + 1
2
[
(ln
√
f),0gAB,1 + (ln
√
f),1gAB,0
]
− gCEgC(A,1gB)E,0
−1
2
{[
V gAB,1
]
,1
+ V
[
(ln
√
f),1gAB,1 − gCEgE(A,1gB)C,1
]}
+
1
2
UCDCgAB,1 +
1
2
(DCU
C)gAB,1
−1
2
gCE
[(
DEUA
)
gBC,1 +
(
DEUB
)
gAC,1
]
+ (ln
√
f),1D(AUB) + [D(AUB)],1 +
1
2
(g01)
[
UE,1U
F
,1gEAgBF
]
+g01RAB . (B43)
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Since
(DAUC),1 = DAUC,1 − UF
(
ΥCAF,1 − gFH,1ΥHCA
)
(B44)
and
ΥCAF,1 =
1
2
(DCgFA,1 +DAgCF,1 −DF gCA,1) + ΥEACgFE,1 (B45)
we have
[
D(AUB)
]
,1
= D(AUB),1 − UFD(AgB)F,1 + 1
2
UFDF gAB,1 , (B46)
so that insertion into (B43) gives
0 = −g01R(2)AB + 2ǫ
√
|g01|DADB
√
|g01|+ gAB,10 + 1
2
[
(ln
√
f),0gAB,1 + (ln
√
f),1gAB,0
]
− gCEgC(A,1gB)E,0
−1
2
{[
V gAB,1
]
,1
+ V
[
(ln
√
f),1gAB,1 − gCEgE(A,1gB)C,1
]}
+ UCDCgAB,1 +
1
2
(DCU
C)gAB,1
−gF (AgB)C,1
(
DCUF −DFUC
)
+ (ln
√
f),1D(AUB) + gE(ADB)U
E
,1 +
1
2
(g01)
[
UE,1U
F
,1gEAgBF
]
+g01RAB (B47)
where we combined and simplified some terms, revoked the some of the notation UA = gABU
B and also introduced
the shorthand notation DA = gABDB.
a. Calculation of g01g
ABRAB
We contract (B47) with gAB to find
0 = −g01gABR(2)AB + 2ǫ
√
|g01|DADA
√
|g01|+ gABgAB,10 + 1
2
gAB
[
(ln
√
f),0gAB,1 + (ln
√
f),1gAB,0
]
−gCEgC(A,1gB)E,0 − 1
2
gAB
{[
V gAB,1
]
,1
+ V
[
(ln
√
f),1gAB,1 − gCEgE(A,1gB)C,1
]}
+2UCDC(ln
√
f),1 + 2(DCU
C)(ln
√
f),1 +DEU
E
,1 +
1
2
(g01)
[
UE,1U
F
,1gEF
]
+ g01g
ABRAB (B48)
As we have for α = 0, 1
gABgAB,α = 2(ln
√
f),α (B49)
as well as
2UCDC(ln
√
f),1 + 2(DCU
C)(ln
√
f),1 = DC [f
−1(fUC),1]−DCUC,1 (B50)
(B48) can be written as
0 = −g01gABR(2)AB + 2ǫ
√
|g01|DADA
√
|g01|+ gABgAB,10 + 2(ln
√
f),0(ln
√
f),1 − gCEgC(A,1gB)E,0
−1
2
gAB
{[
V gAB,1
]
,1
+ V
[
(ln
√
f),1gAB,1 − gCEgE(A,1gB)C,1
]}
+DC
[
f−1(fUC),1
]
+
1
2
(g01)
[
UE,1U
F
,1gEF
]
+g01g
ABRAB (B51)
Inserting
gABgAB,01 = 2(ln
√
f),01 + g
ACgBDgCD,0gAB,1 (B52)
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into (B51) results into
0 = −g01gABR(2)AB + 2ǫ
√
|g01|DADA
√
|g01|+ 2(ln
√
f),01 + g
ACgBDgCD,0gAB,1 + 2(ln
√
f),0(ln
√
f),1
−gCEgCA,1gBE,0 − 1
2
gAB
{[
V gAB,1
]
,1
+ V
[
(ln
√
f),1gAB,1 − gCEgEA,1gBC,1
]}
+DC
[
f−1(fUC),1
]
+
1
2
(g01)
[
UE,1U
F
,1gEF
]
+ g01g
ABRAB (B53)
Simplification and modification of terms containing V , while using gAB,1 = −gACgBDgCD,1 and the derivative of a
determinant yields
0 = −g01gABR(2)AB + 2ǫ
√
|g01|DADA
√
|g01|+ 2√
f
[√
f(ln
√
f),0
]
,1
−
[
V (ln
√
f),1
]
,1
+DC
[
f−1(fUC),1
]
−1
2
{
− V gAB,1 gAB,1 + V
[
2(ln
√
f),1(ln
√
f),1 + (g
CB),1gBC,1
]}
+
1
2
(g01)
[
UE,1U
F
,1gEF
]
+ g01g
ABRAB ,
(B54)
whose further simplification gives after multiplication with
√
f
0 = −g01
√
fgABR
(2)
AB + 2ǫ
√
|g01|
√
fDADA
√
|g01|+
[ f,0√
f
]
,1
− 1
2
[V f,1√
f
]
,1
+
√
fDC
[
f−1(fUC),1
]
+
1
2
(g01)
√
fgEFU
E
,1U
F
,1 + g01
√
fgABRAB . (B55)
b. Calculation of g01t
AtBRAB
The properties of the 2-dyad tA defined in (A23) imply
tAt¯BgAB,a = (ln f),a (B56a)
tAtBgCEgCA,1gBE,0 = t
AtB
[
gAB,1(ln
√
f),0 + gAB,0(ln
√
f),1
]
(B56b)
tAtBgCEgC(A,1gB)E,1 = 2t
AtBgAB,1(ln
√
f),1 (B56c)
We contract (B47) with tAtB, insert (B56) and simplify to find
0 = tAtB
{
− g01R(2)AB + 2ǫ
√
|g01|DADB
√
|g01|+ gAB,10 − 1
2
[
(ln
√
f),0gAB,1 + (ln
√
f),1gAB,0
]}
+tAtB
{
−
√
f
2
[V gAB,1√
f
]
,1
+ UCDCgAB,1 +
1
2
(DCU
C)gAB,1 − gFAgBC,1
(
DCUF −DFUC
)}
+tAtB
{
(ln
√
f),1DAUB + gEADBU
E
,1 +
1
2
(g01)
[
UE,1U
F
,1gEAgBF
]
+ g01RAB
}
.
(B57)
From the properties of the Riemann tensor, we deduce
tAtBR
(2)
AB = t
AtBR
(2)C
ACB
= tAtBt(C t¯D)R
(2)
DACB =
1
2
(tAtBtC t¯DR
(2)
DACB + t
AtBtD t¯CR
(2)
DACB) = 0 , (B58)
so that
0 = tAtB
{
2ǫ
√
|g01|DADB
√
|g01| −
√
f
2
[V gAB,1√
f
]
,1
+ gAB,10 − 1
2
[
(ln
√
f),0gAB,1 + (ln
√
f),1gAB,0
]
+UCDCgAB,1 +
1
2
(DCU
C)gAB,1 + (ln
√
f),1DAUB + gEADBU
E
,1 − gFAgBC,1
(
DCUF −DFUC
)
+
1
2
(g01)
[
UE,1U
F
,1gEAgBF
]
+ g01RAB
}
. (B59)
Appendix C: Calculation of the Ricci tensor for the
field equations with the conformal decomposition of
gAB
For the conformal decomposition gAB = r
2hAB, we
list some relevant relations used to simplify the resulting
expressions. From gAB = r
2hAB with g
AB = r−2hAB,
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we deduce the volume element√
f = r2
√
h , (C1)
where h(xA) = det(hAB). The Christoffel symbols trans-
form under the conformal transformation
ΥCAB(r
2hAB) = H
C
AB+
1
r
(
δCADBr+δCBDAr−hABDCr
)
(C2)
where
HCAB :=
1
2
hCD(hAD,B + hAD,B − hAB,D) . (C3)
is the Christoffel symbol with respect to hAB. We denote
the covariant derivative wrt hAB with DA and set DA =
hABDB. This gives DA = r−2DA. The Ricci tensor R(2)AB
transforms as
R
(2)
AB = RAB − hAB(hEFDEDF ln r) (C4)
whereRAB is the Ricci tensor wrt hAB whose contraction
with hAB gives
hABR
(2)
AB = R−DFDF ln r2 . (C5)
where R is the Ricci scalar wrt hAB. Also, have for 2-
vector fields, UA,
DEU
A = DEUA + UF δA(EDF ) ln r2 − hFEUFDA ln r
(C6)
DEU
E =
1
r2
DE
(
r2UE
)
(C7)
for co-vector fields, XA,
DEXF = DEXF −XHδH(EDF ) ln r2
+hFE(DH ln r)XH (C8)
and covariant symmetric 2-tensors, XAB,
DCXAB = r
2DC
(XAB
r2
)
−XC(ADB) ln r2
+hC(AXB)HDH ln r2 (C9)
hCBDCXAB = DBXAB − (hCBXCB)DA ln r(C10)
For the coordinates xe = (x0, x1), consider
r4gACgBDgCB,egDA,f = 2r
4(ln r2),e(ln r
2),f
+r4hCB,ehDA,fh
AChBD (C11)
and
DBgAB,e = DC [(ln r
2),eδ
C
A] + g
BCDB(r
2hAC,e)(C12)
= DA(ln r2),e + (DE ln r2)hAE,e
+DBhAB,e . (C13)
1. R00
Using (A26) and (C11) in (B4) gives
R00|x1=0 = −V,1(ln r),0 − g01
[ (ln r2),0
g01
]
,0
−1
2
[(ln r2),0]
2 − 1
4
hCB,0hDA,0h
AChBD,
(C14)
which becomes after specification to the affine, null met-
ric (A30)
R00|x1=0 = −2r,00
r
− 1
4
hCB,0hDA,0h
AChBD .
(C15)
where the right hand side is evaluated at x1 = 0.
2. R0A
Using (A26) and (C13) in (B9) gives
R0A|x1=0 =
[r4g01hABU
B
,1 ],0
2r2
− r
2
2
(DA ln |g01|
r2
)
,0
+
1
2
[
DA(ln r2),0 + (DE ln r2)hAE,0
+DBhAB,0
]
−DA
[
(ln r2),0 − 1
2
V,1
]
(C16)
again specification to (A30)
R0A|x1=0 = ǫ
2r2
[r4hABW
B
,1 ],0 −
1
2
DA(ln r2),0
+
1
2
(DE ln r2)hAE,0 + 1
2
DBhAB,0 (C17)
so that
ǫ[r4hABW
B
,1 ],0 = r
2DA(ln r2),0 −DB(r2hAB,0)
+2r2R0A|x1=0 (C18)
where the expression is evaluated at x1 = 0.
a. R11
Using (A26) and (C11) in (B15) gives
R11 = −(ln r2),11 + (ln |g01|),1(ln r2),1 − 1
2
[(ln r2),1]
2
−1
4
hCB,1hDA,1h
AChBD (C19)
so that
0 = r,11 − (r,1)(ln |g01|),1
+
r
8
hCB,1hDA,1h
AChBD +
1
2
rR11 .
(C20)
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So that for an affine null metric with |g01| = 1, we then
have
0 = r,11 +
r
8
hCB,1hDA,1h
AChBD +
1
2
rR11 (C21)
b. R1A
Using (A26) and (C13) in (B24) gives
R1A = − ǫ
2r2
(r4|g10|hABUB,1 ),1 −
r2
2
[DA ln |g10|
r2
]
,1
+
1
2
DA(ln r2),1 + 1
2r2
DB(r2hAB,1)
−DA(ln r2),1 (C22)
so that
R1A = − ǫ
2r2
(r4|g10|hABUB,1 ),1 −
r2
2
[DA ln |g10|
r2
]
,1
−DA(ln r),1 + (hAB,1)DB(ln r)
+
1
2
DBhAB,1 (C23)
and with the notation of (A30), we have
R1A = − ǫ
2r2
(r4hABW
B
,1 ),1 −DA(ln r),1
+(hAB,1)DB(ln r) + 1
2
DBhAB,1 (C24)
c. g01g
ABRAB
Using (A26) in (B55) gives
0 = −g01
√
hhABR
(2)
AB(r
2hAB) + 2ǫ
√
|g01|
√
hhABDBDA
√
|g01|+
[ (r4h),0
r2
√
h
]
,1
− 1
2
[V (r4h),1
r2
√
h
]
,1
+r2
√
hDC
[
r−4h−1(r4hUC),1
]
+
1
2
(g01)r2
√
hr2hEFU
E
,1U
F
,1 + g01r
2
√
hgABRAB (C25)
Since h,0 = h,1 = DC
√
h = 0 as well as (C5), we have after factoring out
√
h (which may also be zero at some
coordinate points - and that choice depends only depends on the choise of ‘angular’ coordinates)
0 = −g01R+ g01DFDF ln r2 + 2ǫ
√
|g01|hABDBDA
√
|g01|+
[ (r4),0
r2
]
,1
− 1
2
[V (r4),1
r2
]
,1
+ r2DC
[ 1
r4
(r4UC),1
]
+
1
2
(g01)r4hEFU
E
,1U
F
,1 + g01h
ABRAB (C26)
Simplification, rewriting the covariant derivatives of the scalars, co-vectors and vectors, while using g01 = ǫ|g01| and
g01 = ǫ|g01|, gives us
0 = −ǫ|g01|R+ ǫ|g01|DFDF ln r2 + 2ǫ
√
|g01|DADA
√
|g01|+
[
2(r2),0 − V (r2),1
]
,1
+DC
[ 1
r2
(r4UC),1
]
+
ǫ
2
|g01|r4hEFUE,1UF,1 + ǫ|g01|hABRAB (C27)
With the specifications to the affine null metric (A30), there is after multiplication with ǫ (ǫ2 = 1)
0 = −R+DFDF ln r2 +
[
2ǫ(r2),0 +W (r
2),1
]
,1
+ ǫDC
[ (r4WC),1
r2
]
+
1
2
r4hEFW
E
,1W
F
,1 + h
ABRAB . (C28)
d. g01t
AtBRAB
To find the respective ’conformal’ version of tAtBRAB in (B59), consider first
tAtBgAB,0 = r
2hAB,0t
AtB (C29)
tAtBgAB,1 = r
2hAB,1t
AtB (C30)
tAtBgAB,01 = [(r
2),1hAB,0 + (r
2),0hAB,1 + r
2hAB,01]t
AtB (C31)
(ln
√
f),0 = (ln r
2),0 =
(r2),0
r2
(C32)
tAtB(ln
√
f),0gAB,1 = [(r
2),0hAB,1]t
AtB (C33)
tAtB(ln
√
f),1gAB,1 = [(r
2),1hAB,1]t
AtB (C34)
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which implies
tAtB
{
gAB,01 − 1
2
[
(ln
√
f),0gAB,1 + (ln
√
f),1gAB,0
]}
= tAtB
[
r(rhAB),01
]
(C35)
so that after insertion into (B59)
0 = tAtB
{
2ǫ
√
|g01|DADB
√
|g01|+ r(rhAB),01 −
√
f
2
[V gAB,1√
f
]
,1
+ UCDCgAB,1 +
1
2
(DCU
C)gAB,1
+(ln
√
f),1DAUB + gEADBU
E
,1 − gFAgBC,1
(
DCUF −DFUC
)
+
1
2
(g01)
[
UE,1U
F
,1gEAgBF
]
+ g01RAB
}
.
(C36)
Next, inserting
√
ftAtB
2
[V gAB,1√
f
]
,1
=
tAtB
2
[
r2V hAB,1
]
,1
(C37)
while using use
√
f = r2
√
h and modifying only terms containing gAB gives
0 = tAtB
{
2ǫ
√
|g01|DADB
√
|g01|+ r(rhAB),01 − 1
2
[
r2V hAB,1
]
,1
+ UCDCgAB,1 +
1
2
(DCU
C)gAB,1
+(ln r2),1DAUB + r
2hEADBU
E
,1 − r2hFAgBC,1
(
DCUF −DFUC
)
+
r4
2
(g01)hEAhBFU
E
,1U
F
,1
+g01RAB
}
. (C38)
Inserting the relations
2tAtBǫ
√
|g01|DADB
√
|g01| = 2tAtB
[
rǫ
√
|g01|DA
(DB√|g01|
r
)]
(C39)
1
2
(DCU
C)gAB,1t
AtB =
1
2
[
DC(r2UC)
]
hAB,1t
AtB (C40)
tAtBUCDCgAB,1 = t
AtBUC
[
r2DChAB,1 − hCA,1DBr2 + hCAhBH,1DHr2
]
(C41)
tAtB(ln r2),1DAUB = t
AtB(r2),1hBCDAUC (C42)
r2tAtBhEADBU
E
,1 = r
2tAtBhCBDAUC,1 (C43)
−r2hFAgBC,1
(
DCUF −DFUC
)
= −tAtBr2hFAhBC,1
(
DCUF −DFUC
)
(C44)
into (C38) yields
0 = tAtB
{
2rǫ
√
|g01|DA
(DB√|g01|
r
)
+ r(rhAB),01 − 1
2
[
r2V hAB,1
]
,1
+ r2UCDChAB,1 − UChCA,1DBr2
+UChCAhBH,1DHr2 + 1
2
[
DC(r2UC)
]
hAB,1 + (r
2),1hBCDAUC + r2hEADBUE,1
−r2hFAhBC,1
(
DCUF −DFUC
)
+
r4
2
(g01)hEAhBFU
E
,1U
F
,1 + g01RAB
}
(C45)
Further simplification, while using g01 = ǫ|g01|, and tA = mA/r results in
0 = mAmB
{
2rǫ
√
|g01|DA
(DB√|g01|
r
)
+ r(rhAB),01 − 1
2
[
r2V hAB,1
]
,1
+ r2UCDChAB,1 + 1
2
[
DC(r2UC)
]
hAB,1
+(r2),1hBCDAUC + r2hEADBUE,1 − r2hFAhBC,1
(
DCUF − DFUC
)
+
ǫr4
2
|g01|hEAhBFUE,1UF,1
+ǫ|g01|RAB .
}
(C46)
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With the specifications for the affine, null metric (A30), we have
0 = mAmB
{
r(rhAB),01 +
ǫ
2
[
r2WhAB,1
]
,1
+ r2WCDChAB,1 + 1
2
[
DC(r2WC)
]
hAB,1 + (r
2),1hBCDAWC
+r2hEADBWE,1 − r2hFAhBC,1
(
DCWF −DFWC
)
+
ǫr4
2
hEAhBFW
E
,1W
F
,1 + ǫRAB
}
(C47)
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