In the last few decades, production scheduling problems have been studied for optimizing production efficiency involving the time-related indicators, such as completion time, earliness/tardiness time, or flow time. Currently, with the consideration of sustainable development, the green scheduling problem has been paid more and more attention. Here, a green job shop scheduling problem is considered to minimize the sum of energy-consumption cost and completion-time cost in the workshop. In this paper, a mathematical model is first established with the consideration of multi-speed machines. A discrete whale optimization algorithm (DWOA) is then proposed for solving the model. In the proposed algorithm, a two-string encoding is adopted to represent the two sub-problems: job permutation and speed selection. Then, a heuristic method is used to initialize the population to enhance the quality of initial solutions. By considering the discrete characteristics of the problem, the individual updating operators are redesigned to ensure the algorithm work directly in a discrete scheduling domain. In addition, a variable neighborhood search strategy is embedded to further improve the search ability. The extensive experiments have been performed to test the DWOA. The computational data reveal the promising advantages of the DWOA on the considered problem.
I. INTRODUCTION
In recent years, there has been a growing concern over the sustainable development of the world economy. According to the statistical data, the world's demand for energy has doubled over the last 40 years and will be double once again by 2030 [1] . As the intensive energy consumer, manufacturing industry is responsible for 33% of the global energy consumption. Many manufacturing enterprises are forced to adopt effective energy-saving measures under the current environmental pressure. Production scheduling has been proved to be an effective approach to control the amount of energy consumption, which is easy to be applied to the existing production systems with a modest investment. However, in the last few decades, the traditional production scheduling
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has only emphasized the production efficiency [2] , [3] . Therefore, it is very necessary to introduce the environmental metrics into the green production scheduling problem both for economic and environmental reasons. Some previous studies can be summarized as follows:
(1) Single-machine scheduling problem. Mouzon et al. [4] proposed some dispatching rules to control the machine so that the energy consumption can be effectively reduced. In addition, a multi-objective mathematical model was built with the objective of minimizing the energy consumption and total completion time. Subsequently, their work was extended to a single-machine scheduling problem [5] , where a greedy randomized multi-objective adaptive search algorithm was developed to optimize total energy consumption and total tardiness. Yildirim and Mouzon [6] proposed a genetic algorithm to solve a single-machine scheduling to optimize the energy consumption and completion time. Shrouf et al. [7] presented a genetic algorithm to solve a single-machine scheduling with variable energy prices.
(2) Parallel machine scheduling problem. Ding et al. [8] considered an unrelated parallel machine scheduling problem under the time of use scheme with the objective of minimizing the total electricity cost. Che et al. [9] established an improved continuous-time mixed-integer linear programming model of the unrelated parallel machine scheduling problem under time-of-use scheme. To solve the problem, a two-stage heuristic algorithm was proposed to optimize the total electricity cost. Zheng and Wang [10] investigated the resource constrained unrelated parallel machine green scheduling problem aiming at minimizing the makespan and the total carbon emission. A collaborative multiobjective fruit fly optimization algorithm was proposed to deal with the problem.
(3) Flow shop scheduling problem. Fang et al. [11] established a mathematical model of the flow shop scheduling problem considering the peak power load, energy consumption, carbon footprint and cycle time. Liu et al. [12] presented a branch-and-bound algorithm to optimize the wasted energy consumption in a permutation flow shop. Dai et al. [13] built an energy-efficient scheduling model in a flexible flow shop and proposed a genetic-simulated annealing algorithm to make a trade-off between makespan and energy consumption. Ding et al. [14] addressed a carbon-efficient scheduling problem in a permutation flow shop with the criterion to minimize the total carbon emissions and makespan. Mansouri et al. [15] developed multi-objective genetic algorithms to make a tradeoff between energy consumption and makespan in a twomachine flow shop. Wang et al. [16] investigated a blocking flow shop scheduling problem to optimize makespan and energy consumption. In order to solve the problem, a multiobjective parallel variable neighborhood search algorithm was proposed according to the characteristics of the problem.
According to the above reviewed literature, previous works about the green scheduling problem concentrate on the sample manufacturing systems, i.e., single-machine, parallelmachine and flow shop. In real life, many problems can be treated as a job-shop scheduling problem. The green job shop scheduling problem is more close to the actual production. However, the green job shop scheduling problem is not fully studied [17] , [18] . Therefore, in this work, the manufacturing system of a job shop type is selected to study the green scheduling problem.
In the previous researches, Dai et al. [13] studied the on/off control framework in a flexible flow shop to optimize the energy consumption. For some actual manufacturing systems, it is unable to turn off machines completely during the idle periods, due that a considerable amount of additional energy will be consumed when restarting machines. An alternative to the on/off control framework is a new method on the basis of machine speed scaling. If machine works at different speeds, the processing time and the energy consumption are also different. In this case, the scheduling problem possesses important significance both in theories and practical applications. In comparison with the standard JSP, the complexity of the considered problem lies on the addition of energy-related consideration and speed selection for machines. It is clear that the problem is hard to be solved by exact methods, and intelligence algorithms may obtain acceptable solutions in a reasonable time. However, the application of intelligence algorithms on the green JSP with multispeed machine appears to be limited. Salido et al. [19] designed a multi-objective genetic algorithm to get the tradeoff between the makespan and the energy consumption. Zhang and Chiong [20] developed a multi-objective genetic algorithm to minimize the total energy consumption and total weighted tardiness.
With the continuous exploration of the real world, more and more intelligence algorithms are developed for solving various optimization problems. Whale Optimization Algorithm (WOA) is a new nature-inspired algorithm by considering the hunting behavior of humpback whales [21] . It has been proved that WOA can yield competitive results when compared with some famous algorithms, such as PSO and GA. The main advantage of the WOA algorithm is that it can maintain a good relationship between exploration and exploitation during the iteration process. At present, WOA has been applied to different optimization problems in various fields [22] - [26] . In this study, we try to develop an effective algorithm for solving the green job shop scheduling problem with multi-speed machine. As WOA is originally developed for the continuous problems, the evolutionary process is conducted on the basis of the continuous updating of individual positions. Therefore, it cannot be directly used to solve the discrete production scheduling problem. Here, according to the characteristics of the considered problem, we propose a discrete whale optimization algorithm (DWOA), where some modified discrete updating approaches are developed to make the algorithm suitable for the discrete scheduling problem. Comprehensive experiments demonstrate that our proposed algorithm is effective for the problem at hand.
The rest of this paper is organized as follows: Section II introduces the description of the problem. Section III addresses the original whale optimization algorithm. Section IV describes the implementation of our proposed DWOA algorithm. Section V shows the experimental results of DWOA and Section VI provides conclusions and future works.
II. PROBLEM DESCRIPTION
The green job shop scheduling problem with multi-speed machine can be described as follows:
(1) There exists n jobs and m machines in the job shop, where each job consists of m operations to be processed. Here, each machine can work at adjustable speed levels rep-
(2) It is assumed that there is a basic processing time q ik , when job i is processed on machine k. If the speed ν d is selected for job i on machine k, the processing time can be 43154 VOLUME 7, 2019 defined as P ikd = q ik /v d , and the energy consumption cost per unit time can be measured by
That is to say, if a machine works at a higher speed, the processing time will decrease but the energy consumption cost will increase.
(3) The considered problem is consisted of two subproblems: operation permutation and speed selection. In the problem, some additional assumptions are involved as follows: (i) No jobs can be simultaneously processed on more than one machine; (ii) A machine can only process one operation at a time; (iii) No preemption is permitted once a job is started; (iv) Machine setup and breakdown are not considered here, (v) The speed of each machine is not allowed to be adjusted during the processing of an operation, (vi) Each machine will not be stopped until all jobs assigned to it are finished. During the waiting times for jobs, the machine will be on a stand-by mode with energy consumption cost per unit time SE k .
To formulate the problem, the mathematical model of the problem under study is established in this section. The optimization objective is aiming to obtain an optimal scheduling scheme to minimize the total sum of energy-consumption cost and completion-time cost. For the model, some symbols and variables are shown as follows: z ilk : 0-1 variable, if job i is processed on machine k prior to job l, z ilk = 1; otherwise, z ilk = 0.
Equation (1) represents the optimization objective; constraint (2) ensures that the speed of a machine cannot be changed during the processing of an operation; constraint (3) shows the processing precedence constraints between operations of a job; constraint (4) means that each machine can only process one operation at a time; constraint (5) shows the workload of each machine; constraint (6) gives the final completion time of each machine; constraint (7) addresses the nonnegative feature of completion time; constraints (8) and (9) show the logic constraints.
III. THE ORIGINAL WOA
Whale optimization algorithm (WOA) is inspired from the bubble-net hunting behavior of humpback whales in nature. The whales hunt the prey near the water surface by swimming around them and creating bubbles in a circle shape. There are two searching phases in the algorithm for exploitation and exploration. In the first phase, based on the best solution found so far, bubble-net attacking, including encircling the prey and the spiral shape path, is used to represent the exploitation of the algorithm. In the second phase, to implement the exploration, the position of each whale is updated according to a randomly selected search agent.
A. EXPLOITATION PHASE 1) ENCIRCLING THE PREY
In the hunting process, whales first observe the position of the prey and encircle them. It is assumed that the current best whale is close to the optimal solution. The other whales update their positions according to the best whale. The behavior can be defined by the following equations:
t represents the current iteration, X p denotes the position vector of the current best solution, and X indicates the position vector of an individual whale. A and C represent the coefficient vectors. || is the absolute value, and · is an VOLUME 7, 2019 element-by-element multiplication. r is a random vector in the range [0, 1] . The elements in a are linearly decreased from 2 to 0 over the course of iterations.
2) SPIRAL UPDATING MECHANISM
Under this mechanism, the distance from the whale and the prey is first obtained. A spiral path is then created to mimic the movement of humpback whales with a helix shape, which can be formulated as follows:
where b represents a constant value for determining the shape of the logarithmic spiral, l means a random number inside [−1,1].
In the exploitation phase, there is a probability of 50% to select the shrinking encircling or the spiral movement path in Equation (16), where p is a random number inside [0,1].
B. EXPLORATION PHASE
To formulate the random search for the prey, A is used with random values greater than 1 or less than −1. When |A| ≤ 1, the exploitation is implemented by updating the positions towards the current best search agent in Section 3.1, when |A| > 1, the exploration is used to search the global optimum by randomly selecting a position vector X rand from the current position. The model can be defined as follows:
The steps of the original WOA can be presented as below.
Step 1. Initialize the whale population.
Step 2. Evaluate the fitness values of whales and find out the best search agent.
Step 3. Perform the procedure below until the termination condition is met.
for each search agent
Evaluate the fitness of X(t + 1) and update X p Step 4. Terminate the algorithm and output X p .
IV. THE PROPOSED DWOA A. ENCODING AND DECODING APPROACH
The green job shop scheduling problem is consisted of two subproblems, such as speed selection and operation permutation. To determine a feasible schedule, it needs to select speeds for jobs on machines and arrange the operation permutation on each machine. Here, the scheduling scheme can be represented by a two-string solution, whose sizes are both equal to mn. Taking a 4 × 2 (4 jobs, 2 machines) JSP with multi-speed machine for example, three different speed levels are considered for each job on machines. The scheduling solution can be illustrated by Figure 1 . In the first string, each element represents the selected speed level for each operation, which is stored in a predefined order. In the second string, each element equals the job code, where the elements with the same values correspond to different operations of the same job. In addition, O 11 represents the first operation of job 1, O 12 represents the second operation of job 1, and so on.
For each solution, the following procedure is adopted as the decoding method:
1) Read the operation permutation from left to right, and decide the machine speed level for each operation; 2) The first operation in the operation permutation string is scheduled firstly, then the second operation is processed and so on; each operation is processed in the earliest available time on the corresponding machine. 3) Repeat the above procedure to obtain a schedule scheme.
B. INITIAL SCHEDULING GENERATION
The initial solutions are crucial for the performance of a swarm-based intelligence algorithm. For the speed selection, the initial speeds are randomly generated for operations on each machine. For the operation permutation, we employ five common dispatching rules: Most Work Remaining (MWR), Shortest Processing Time (SPT), Most Operation Remaining (MOR), Longest Processing Time (LPT) and Random Rule (RR). The initial solutions can be obtained as follows:
Step 1: Generate the speed selection scheme at random.
Step 2: For each speed selection scheme, a predefined number of operation permutations are randomly generated according to the five dispatching rules. The best combination of the two components is selected to be an initial scheduling solution.
Step 3: Repeat Steps 1 and 2 until all the initial scheduling solutions are obtained.
C. MODIFIED DISCRETE INDIVIDUAL UPDATING METHOD
In the original WOA, whales update their positions in a continuous domain by Equations (16) and (18) . However, observed from Figure 1 , the considered problem possesses discrete characteristics, which results that the standard WOA cannot directly used here. Therefore, we attempt to develop some discrete individual updating methods in order to make the algorithm directly work in a discrete search space. 
1) MODIFIED EXPLOITATION PHASE
In the exploitation phase, individuals are updated according to the information of the current best solution. Here, the discrete individual updating method is developed based on the crossover operator of genetic algorithm, which can be shown by Equation (19) . f 1 and f 2 define two different discrete crossover operations, by which partial information of the best solution can be used to update the candidate individual. However, as we know, two children will be generated by the crossover between the current individual and the best solution. The better one will be taken as the new solution by the proposed updating method.
The precedence preserving order-based crossover (POX) is used for the operation permutation, and the twopoint crossover (TPX) is adopted for the speed selection.
The detailed steps of the POX can be illustrated by Figure 3 and described as follows:
Step 1: Construct two job sets SS 1 and SS 2 .
Step 2: Randomly choose jobs into SS 1 , others are selected to SS 2 .
Step 3: Copy the jobs in SS 1 from Parent 1 to Child 1 and from Parent 2 to Child 2.
Step 4: Copy the jobs in SS 2 from Parent 2 to Child 1 and from Parent 1 to Child 2.
Step 5: Terminate the procedure. The detailed steps of the TPX can be illustrated by Figure3 and described as follows:
Step 1: Randomly select two positions in the speed selection.
Step 2: Exchange the values between the two selected positions in parent individuals.
Step 3: Terminate the procedure.
The job-based crossover (JBX) is used for the operation permutation, and the multi-point crossover (MPX) is adopted for the speed selection.
The detailed steps of the JBX can be illustrated by Figure4 and described as follows:
Step 3: Copy the jobs in SS 1 from Parent 1 to Child 1, and copy the jobs in SS 2 from Parent 2 to Child 2.
Step 4: Copy the jobs in SS 2 from Parent 2 to Child 1 and copy the jobs in SS 1 from Parent 1 to Child 2.
Step 5: Terminate the procedure. The detailed steps of the MPX can be illustrated by Figure5 and described as follows:
Step 1: Randomly generate a 0-1 set BL.
Step 2: Copy the speed level in the same place with '1' in set BL from Parent 1 to Child 1 and from Parent 2 to Child 2.
Step 3: Exchange the rest speed levels in Parent 1 and Parent 2 to obtain Child 1 and Child 2.
Step 4: Terminate the procedure.
2) MODIFIED EXPLORATION PHASE
In the exploration phase, it aims to search the global optimum, which is realized by randomly selecting a search agent to enhance the randomicity and improve the global search ability. Here, a modified discrete individual method in the exploration phase is proposed in Equation (20) .X rand is a scheduling solution randomly selected from the current population; f 3 represents a discrete crossover operation between the current individual and the selected individual. Here, f 3 adopts the same crossover operations with f 2 .
3) BALANCE BETWEEN EXPLOITATION AND EXPLORATION
For a meta-heuristic algorithm, the balance between exploration and exploitation is very important for the searching ability. To implement it, a selection probability pb ∈ [0, 1] is proposed in Equation (21), where pb max and pb min are the maximum and minimum values of pb. For each individual, a random number rand ∈ [0, 1] is generated in the current generation. If rand ≤ pb, the individual will be updated in the exploitation phase, otherwise, it will be updated in the exploration phase.
D. VARIABLE NEIGHBBORHOOD SEARCH
To further improve the solution quality, a variable neighborhood search (VNS) strategy is embedded into the algorithm, which starts from the current best solution in each iteration and stops after the predefined number of iterations.
In the VNS, we employ two types of neighborhood structures as follows: 
1) OPERATION PERMUTATION NEIGHBORHOOD
Swap (SP): Randomly select two operations belonging to different jobs in the second string of a scheduling solution, and then exchange the positions of the two selected operations. Insert (IT): Randomly select two operations ps 1 and ps 2 belonging to different jobs in the second string of a scheduling solution, and then insert ps 2 before ps 1 .
Inverse (IS): Randomly select two elements belonging to different jobs in the second string of a scheduling solution, and invert all items between the two selected operations.
2) SPEED SELECTION NEIGHBORHOOD
Random selection (RS): Randomly select an operation with more than one alternative speed level in the first string of a scheduling solution. Then a different speed level is randomly selected to replace the original one.
Slow down (SD): Randomly select an operation with more than one alternative speed level in the first string of a scheduling solution. Then the lowest speed level is selected to replace the original one. Speed up (SU): Randomly select an operation with more than one alternative speed level in the first string of a scheduling solution. Then the highest speed level is selected to replace the original one.
Based on the above neighborhood structures, the detailed steps of the VNS are shown as below.
Step 1. Acquire the initial solution X, set ρ ← 1, λ max ← 9 and the maximum iteration ρ max .
Step 2. Set λ ← 1.
Step 3. Perform the procedure below until λ > λ max .
Step 4. Set ρ ← ρ + 1. If ρ > ρ max holds, go to Step 5; otherwise, go to Step 2.
Step 5. Terminate the VNS and output X. The procedure of the local search in VNS is given as below.
Step 1. Get the initial solution X and set the termination condition h max . Step 2. Perform the procedure below until h > h max X := Randomly perform one of the nine combinations of neighborhoods to
Step 3. Set X ←X and output the local solutionX .
E. STEPS OF DWOA
The steps of DWOA are described below and illustrated in Figure 6 .
Step 1. Initialize a predefined number of whales with the population initialization method in Section 4.2.
Step 2. Evaluate the fitness values of whales and find out the individual with the best fitness.
Step 3. Perform the individual updating procedure below. for each whale individual if p < 0.5 then if rand > pb then X(t + 1) = f 1 (X(t), X p (t)) elseif rand ≤ pb then X(t + 1) = f 3 (X(t), X rand (t)) endif elseif p ≥ 0.5 then X(t + 1) = f 2 (X(t), X p (t)) endif endfor VOLUME 7, 2019 Step 4. Check whether the maximum iteration is met. If yes, go to Step 5; otherwise, go to Step 2.
Step 5. Terminate the algorithm and output X p .
V. COMPUTATIONAL RESULTS
To evaluate the performance of the proposed DWOA, we coded the algorithm in FORTRAN and run it on VMware Workstation with 2GB main memory under WinXP.
A. EXPERIMENTAL SETTINGS
In this section, simulation instances are designed based on 43 benchmark instances of the standard JSP (FT06, FT10, FT20 designed by Fisher and Thompson [27] and LA01∼LA40 designed by Lawrence [28] ) and 18 random instances (RM01∼RM18). In the random instances, processing times of operations are randomly generated following a discrete uniform distribution in [5, 100] , and the processing routing of each job is also generated at random. The original processing times of the standard JSP are taken as the basic processing times. The speed of each machine is chosen from
, where ξ k is randomly generated following a discrete uniform distribution in [2] , [4] . SE k is calculated by ξ k /4. η is set to be 10.0. 
B. EFFECTIVENESS OF DWOA
To verify the superiority of our proposed DWOA algorithm, we compared it with three algorithms, such as modified genetic algorithm (MGA), modified teaching-learning based optimization (MTLBO) algorithm and modified discrete grey wolf optimization (MDGWO) algorithm. It is well known that genetic algorithm (GA) has been often modified according to the characteristics of the JSP problem. Here, GA is first compared with our algorithm. In the MGA, the proposed population initialization method and the crossover operator f 1 are used. The swap mutation and one-point mutation are respectively adopted to the operation permutation and speed selection. In addition, due the fact that few literature work on the problem considered in this study, two algorithms for the standard JSP, TLBO [29] and DGWO [30] , are modified with the addition of speed selection to implement the comparison with our algorithm. After plenty of preliminary experiments, the parameters for the proposed DWOA algorithm are set as follows: the population size is 200, the maximum of iteration is 1500, the maximum iteration of variable neighborhood search and local search are 10 and 20, respectively. To facilitate the comparison, the population size and the maximum of iterations of other algorithms are also 200 and 1500. In addition, the crossover rate and the mutation rate of the MGA are set to be 0.8 and 0.1, respectively; the maximum iteration of variable neighborhood search and local search of the MDGWO are set to be 10 and 20, respectively. For each instance, ten independent runs are conducted by different algorithms. The boldface means the best values obtained by all the algorithms.
1) EXPERIMENT 1
The experiments are first conducted on the modified 43 benchmark instances (FT06, FT10, FT20 and LA01∼LA40). In Table 1 , the problem names are listed in the first column, and the computational results are reported in the following columns. 'Best' means the best value in the ten runs of each algorithm. 'Avg' represents the average results of the ten runs. 'ARPD' is the average relative percent difference, i.e., ARPD = 100 × (Avg − Min) Min, where 'Min' is the minimum value obtained by compared algorithms among the all conducted experiments for each instance. In the last row, 'Mean' defines the average results. It can be observed from Table 1 as follows: For the 'Best' value, DWOA can obtain 29 boldface values out of 43 instances. The secondly best algorithm, MDGWO, can obtain 14 boldface values. In addition, DWOA can obtain the better mean value than those of other algorithms.
For the 'Avg' value, DWOA can obtain 30 boldface values out of 43 instances. The secondly best algorithm, MDGWO, can obtain 13 boldface values. In addition, DWOA can obtain the better mean value than those of other algorithms.
For the 'ARPD' value, DWOA can obtain 30 boldface values out of 43 instances. The secondly best algorithm is MDGWO, which can obtain 13 boldface values. In addition, DWOA can obtain the better mean value than those of other algorithms.
For the 'Time' value, GA spends the shortest time among the compared algorithms. The computational time of the proposed DWOA is shorter than MTLBO.
Figures 7∼9 show the Gantt charts obtained by our DWOA algorithm for three instances (FT20, LA16 and LA30). To check the significant differences from algorithms in Table 1 , an analysis of variance (ANOVA) test is performed in Table 2 , where the four compared algorithms are taken as
factors. The results demonstrate that there is a statistically significant difference between the compared algorithms as p-value is equal to zero. 
2) EXPERIMENT 2
The experiments are conducted on the instances designed according to 18 random instances (RM01∼RM18). It can be observed from Table 3 as follows:
For the 'Best' value, DWOA can obtain 11 boldface values out of 18 instances. The secondly best algorithm, MDGWO, can only obtain 8 boldface values. In addition, DWOA can obtain the better mean value than those of other algorithms.
For the 'Avg' value, DWOA can obtain 12 boldface values out of 18 instances. The secondly best algorithm, MDGWO, can obtain 6 boldface values. In addition, DWOA can obtain the better mean value than those of other algorithms.
For the 'ARPD' value, DWOA can obtain 12 boldface values out of 18 instances. The secondly best algorithm, MDGWO, can obtain 6 boldface values. In addition, DWOA can obtain the better value than those of other algorithms. Figures 10 and 11 show the Gantt charts obtained by our DWOA algorithm for two instances (RM10 and RM15).
To check the significant differences from algorithms in Table 3 , an analysis of variance (ANOVA) test is performed in Table 4 , where the four compared algorithms are taken as factors. The results demonstrate that there is a statistically significant difference between the compared algorithms as p-value is equal to zero.
VI. CONCLUSIONS
In this study, a discrete whale optimization algorithm (DWOA) is proposed to solve a green job shop scheduling problem with multi-speed machine to minimize the sum of energy-consumption cost and completion-time cost in the workshop.
A two-string encoding method is first developed to represent the two subproblems of the problem, and a heuristicbased initialization approach is used to generate the initial population. According to the characteristics of the problem, some modified individual updating methods are developed to make the algorithm work directly in a discrete scheduling domain. In addition, a variable neighborhood search (VNS) strategy is added to further enhance the search ability.
The proposed DWOA algorithm is tested on problems with different scales, which are designed based on the 43 modified benchmarks instances and 18 random instances. The experimental results show the superiority of the proposed algorithm. In the future work, the green production scheduling will be further studied by considering some practical constraints, e.g., flexible processing routing and time-of-use electricity policy, etc. Furthermore, in the real-life production, there always exists some dynamic factors, such as machine breakdown and the arrival of new jobs, etc. It is clear that the problem with these dynamic factors has not only a theoretical but also a practical significance.
