Abstract: Rainfall prediction is a fundamental process in providing inputs for climate impact studies and hydrological process assessments. Rainfall events are, however, a complicated phenomenon and continues to be a challenge in forecasting. This paper introduces novel hybrid models for monthly rainfall prediction in which we combined two pre-processing methods (Seasonal Decomposition and Discrete Wavelet Transform) and two feed-forward neural networks (Artificial Neural Network and Seasonal Artificial Neural Network). In detail, observed monthly rainfall time series at the Ca Mau hydrological station in Vietnam were decomposed by using the two pre-processing data methods applied to five sub-signals at four levels by wavelet analysis, and three sub-sets by seasonal decomposition. After that, the processed data were used to feed the feed-forward Neural Network (ANN) and Seasonal Artificial Neural Network (SANN) rainfall prediction models. For model evaluations, the anticipated models were compared with the traditional Genetic Algorithm and Simulated Annealing algorithm (GA-SA) supported by Autoregressive Moving Average (ARMA) and Autoregressive Integrated Moving Average (ARIMA). Results showed both the wavelet transform and seasonal decomposition methods combined with the SANN model could satisfactorily simulate non-stationary and non-linear time series-related problems such as rainfall prediction, but wavelet transform along with SANN provided the most accurately predicted monthly rainfall.
Introduction
Understanding future behaviors of precipitation is important to make plans and adaptation strategies, but the climate system is very complex and normally required sophisticated mathematical models to simulate [1, 2] . Additionally, modeling the variabilities of rainfall events becomes more challenging when local-scale projections are required. There are numerous methods for rainfall prediction which can be categorized into three groups, including statistical, dynamic and satellite-based methods [3, 4] . Statistical methods are, however, still a standard in rainfall forecasting because of their inexpensive computational demands and time-consuming nature. Moreover, when a comprehensive understanding of underlying processes is required, the statistical modeling paradigm is favored.
There are a number of statistical methods and their applications in environmental studies, particularly in nonlinear hydrological processes [5] . The most traditional statistical method applied in hydrology is Autoregressive Integrated Moving Average (ARIMA) [6] [7] [8] [9] . ARIMA was employed 
Methodology

Artificial Neural Network (ANN)
ANN is a common terminology, covering various variants of network architectures in which the most common is the multilayer feed-forward neural network (MFNN or FNN in short). An ANN model comprises of numerous artificial neurons, also known as processing elements or nodes. Each network has several layers: An input, output, and one or more hidden layers; each layer has several neurons.
The whole network is constructed from some layers of neurons in a way that each neuron in a certain layer is linked to neurons in other layers (immediately before and after) through weighted connections. Neurons can be described as mathematical expressions that can filter network signals. From linked neurons in previous layers, summed weighted inputs and bias units are passed onto a single neuron. The purpose of bias units is to adjust the inputs to practical and useful ranges, so that the neural networks could converse more easily. The combined summation result is then passed through a transfer function to generate neuron outputs. This output is then carried through weighted connections to neurons in the next layer, where then this procedure is repeated until the output layer. The weight vectors linking different network nodes are calculated by an error back-propagation method. During a model training process, these parameter values are updated so that the ANN output resembles the measured output of a known dataset [47, 48] . A trained response is obtained by adjusting the weights of the connections in the network as to minimize an error criterion. Validating then can reduce the likelihood of overfitting. Upon the network being trained so that it simulates the most accurate response to input data, testing is then conducted to evaluate how the ANN model performs as a predictive tool [49] . Shahin et al. [50] illustrated the structure and process for node j of an ANN model as in Figure 1 . finally, Section 5 shows the experiment results and discussion when Section 6 summarizes the content of the whole paper.
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Seasonal Artificial Neural Network (SANN)
ANN can remove seasonal effects from time series, while still making successful forecasts [34] . To include the seasonal effects, the s parameter can be used to represent, for example, a monthly frequency (in monthly time series, s would then be equal to 12). The ANN prediction performance in seasonal time series forecasting can also be increased by detailing the number of input neurons with the parameter s. For this type of network structure, the ith seasonal period observation is the value of input neurons, and (i + 1)th is the value of the seasonal period observation output neurons. One of the ANN models best captured the seasonal effects is the Seasonal Artificial Neural Network (SANN) using the Levenberg-Marquardt (LM) learning algorithm. 
ANN can remove seasonal effects from time series, while still making successful forecasts [34] . To include the seasonal effects, the s parameter can be used to represent, for example, a monthly frequency (in monthly time series, s would then be equal to 12). The ANN prediction performance in seasonal time series forecasting can also be increased by detailing the number of input neurons with the parameter s. For this type of network structure, the ith seasonal period observation is the value of input neurons, and (i + 1)th is the value of the seasonal period observation output neurons. One of the ANN models best captured the seasonal effects is the Seasonal Artificial Neural Network (SANN) using the Levenberg-Marquardt (LM) learning algorithm.
In this paper, a one-layer feed-forward network with the seasonal architecture was chosen, which consisted of an input layer with m = (k × s) nodes, where s is a constant equal to 12 for monthly time series and k is a coefficient depending on selected pre-processing methods. Two different pre-processing methods were applied, including Decomposition of raw data and Discrete Wavelet Transform (DWT). In the decomposition method, the raw data is decomposed into three subsets (k = 3) and in the DWT method, the original data is divided into five subsets (k = 5) (for the raw data only k = 1). The hidden layer consisted of n = 3, 5, 8, 10 and 15 neurons, and the output layer had only one node. The transfer function in the hidden layer for all cases was the Tan-sigmoid function and linear functions used for output layers. The SANN architectures can be described by the following equation:
where Y t+l (l = 1, 2, . . . , m) represents the predictions for the future s periods; Y t−i (i = 1, 2, . . . , m) are the observations of the previous s periods; IW ij (i = 1, 2, . . . , m; j = 1, 2, . . . , n) are the weights of connections from an input layer's neuron to a hidden layer's neuron; LW jl (j = 1, 2, . . . , n; l = 1, 2, . . . ,m) are the weights of connections from a hidden layer's neuron to an output layer's neuron; b l (j = 1, 2, . . . , n) and b j (j = 1, 2, . . . , n) are the weights of bias connections and f is the activation function.
ARIMA and GA-SA Models
The main application of the Autoregressive Integrated Moving Average (ARIMA) model is to forecast time series that can be stationarized using transformations like differencing and logging. ARIMA which was first introduced by Box and Jenkins [51] as a well-tuned form of random-walk and random-trend models. To remove any indications of autocorrelation from forecasting errors, this fine-tuning included the addition of lags of the differenced series and/or lags of the forecast errors to the prediction equation.
where ϕ i (i = 1, 2, . . . , p) and θ j (j = 0, 1, 2, . . . , q) are model parameters; p and q are integers and referred as orders of the model; y t and ε t are the actual value and random error at the time period t, respectively; random errors, ε t , are presumed to be identically distributed with a mean of zero and a constant variance of σ 2 and independent of each other's values. Based on the process of genetic changes in living organisms (GA) and thermodynamic principles (SA), GA-SA was developed. Through systematic and paralleled ways, GA algorithms allow for a global search when SA methods generate local solutions that could theoretically converge to the global optimum solution with unit probability [52] . GA-SA can improve ARMA in terms of model selection [15] . In a GA-SA model, selecting model parameters can be performed by SA at high levels, and the selection of parameters for models was carried out by GA at low levels as described in Figure 2 . The pseudo code for the structure of the GA-SA model is presented in Table 1 .
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where φi (i = 1, 2, …, p) and θj (j = 0, 1, 2, …, q) are model parameters; p and q are integers and referred as orders of the model; yt and εt are the actual value and random error at the time period t, respectively; random errors, εt, are presumed to be identically distributed with a mean of zero and a constant variance of σ 2 and independent of each other's values. Based on the process of genetic changes in living organisms (GA) and thermodynamic principles (SA), GA-SA was developed. Through systematic and paralleled ways, GA algorithms allow for a global search when SA methods generate local solutions that could theoretically converge to the global optimum solution with unit probability [52] . GA-SA can improve ARMA in terms of model selection [15] . In a GA-SA model, selecting model parameters can be performed by SA at high levels, and the selection of parameters for models was carried out by GA at low levels as described in Figure  2 . The pseudo code for the structure of the GA-SA model is presented in Table 1 . Table 1 . Simulated annealing (left) and genetic frame-work (right) used in this GA-SA algorithm [15] .
Algorithm 1: Simulation of Annealing
Algorithm 2: Genetic Frame-Work 
Data Analysis
Data Selection
All models developed in this study used data from the Ca Mau hydrological gauging station at Ca Mau province, Vietnam (Location: 9 • 10 24 N latitudes and 104 • 42 -105 • 09 16 E longitudes), which was provided by Southern Hydro-Meteorological Center. This station was chosen because it could provide long-term and reliable data series and showed clear seasonal effects. Data from this station was also used in Dang et al. [53] to model hydrological processes in the Mekong Delta. For this specific station, rainfall (R t ) time series on a monthly scale were collected over 39 years .
As aforementioned, the whole data series was divided into three subsets for training, validating and testing and normalized in a range of [0, 1] before training. This was done by allocating data from 1 January 1979 to 31 December 2004 (85% of entire data) for training and validating, and data from 1 January 2005 to 31 December 2010 (15% of entire data) for testing. Statistical results for the training, validating and testing processes are listed in Table 2 , including mean, maximum, minimum, standard deviation (S d ), skewness coefficient (C s ), and autocorrelations from 1-day lag to 3-day lag (R 1 , R 2 , and R 3 ). It is important to note that ANN, and other data-driven methods, best performs when there is no extrapolation outside the data range that is used in training the models. Therefore, the extreme values of the whole dataset should present in the training dataset. In Table 2 , the extreme values of R were within the training set range. When high skewness coefficients may reflect the substantially low performance of the models [54] , the skewness coefficients in our models were low. The table also shows comparable statistical characteristics between the datasets, most obviously between the autocorrelation coefficients of the validating and testing sets. 
Data Pre-Processing
Seasonal Decomposition (SD)
Seasonal decomposition is a statistical analysis to separate the features of data into different components, each representing one of the underlying categories of patterns. This structural model enables each of the components to be isolated and analyzed separately. There are three decomposition models normally used in time series analysis: Additive, Log-additive, and multiplicative models [55] . By comparing the three models, we chose the multiplicative decomposition model. There were two reasons: (i) The multiplicative form's seasonal factor is relative to the original series value, and (ii) most positive-value seasonal time series which have the magnitude of seasonal oscillations increase to the size of the original series [56, 57] . More details of this method can be found in Shuai et al. [57] . Figure 3 depicts the general assembly of decomposition, a process by which the original data is decomposed into the trend cycle (TR), seasonal component (S) and irregular fluctuations (IR) [36] .
Seasonal decomposition is a statistical analysis to separate the features of data into different components, each representing one of the underlying categories of patterns. This structural model enables each of the components to be isolated and analyzed separately. There are three decomposition models normally used in time series analysis: Additive, Log-additive, and multiplicative models [55] . By comparing the three models, we chose the multiplicative decomposition model. There were two reasons: (i) The multiplicative form's seasonal factor is relative to the original series value, and (ii) most positive-value seasonal time series which have the magnitude of seasonal oscillations increase to the size of the original series [56, 57] . More details of this method can be found in Shuai et al. [57] . Figure 3 depicts the general assembly of decomposition, a process by which the original data is decomposed into the trend cycle (TR), seasonal component (S) and irregular fluctuations (IR) [36] . In this study, a multiplicative model was used to decompose the monthly rainfall time series (yt) into a multiplication of the three components as follows:
The trend cycle (TR) is estimated by a 13-term Henderson moving averages filter. This filter can eliminate almost all irregular variations and smooth time series data. The weights of the filter introduced in the middle of a time series are symmetric, while those at the end are asymmetric [58] . The seasonal component (S) is calculated using a 5-term M (3, 3) seasonal moving averages. This method is also used for smoothing time series by weighted averaging. We used a 3 × 3 composite moving average on the seasonal-irregular (S × IR) component for each month separately. The weights for these moving averages are (1, 2, 3, 2, 1)/9. This averaging "moves" over time, in the sense that each data point is chronologically added to the averaging range, while the eldest data point in the data range that is averaged is removed. Eventually, the irregular component (IR) is calculated as:
Wavelet Transform (WT)
WT is an effective technique in capturing different characteristics of a target time series as well as in detecting special events in time series that are localized and nonstationary. This method is a useful tool for signal processing that can be implemented in time series analysis [59] . WT is similar to the Fourier transform, in that the time series is represented as a linear combination of base functions, while it can handle the disadvantage of the Fourier transform [60, 61] . Translation and dilations of the mother wavelet function are the base functions for WT. In Figure 4 some important mother wavelets are illustrated. In this study, a multiplicative model was used to decompose the monthly rainfall time series (y t ) into a multiplication of the three components as follows:
WT is an effective technique in capturing different characteristics of a target time series as well as in detecting special events in time series that are localized and nonstationary. This method is a useful tool for signal processing that can be implemented in time series analysis [59] . WT is similar to the Fourier transform, in that the time series is represented as a linear combination of base functions, while it can handle the disadvantage of the Fourier transform [60, 61] . Translation and dilations of the mother wavelet function are the base functions for WT. In Figure 4 some important mother wavelets are illustrated. The current study deals only with the key ideas of Discrete Wavelet Transform (DWT). A mathematical synopsis of WT and a presentation of applications is shown by Labat et al. [62] . DWT decomposes the signal into a mutually orthogonal set of wavelets defined by the equation:
where , is produced from a mother wavelet which is dilated by j and translated by k. The mother wavelet has to satisfy the condition = 0.
The discrete wavelet function of a signal can be calculated as follows:
where , is the approximate coefficient of signals. The mother wavelet is formulated from the scaling function as:
= √2 2 − (10) where = −1 1 − . Different sets of coefficients can be found corresponding to wavelet bases with various characteristics. In DWT, coefficient plays a critical role [63] . When applying WT, selecting the mother wavelet is important. Daubechies and Meyer wavelets have been proven effective in hydrological time series modeling [64, 37, 61] . For the rainfall time series in this study, following the successful approach of Rajaee et al. [61] and Liu et al. [65] , we applied the Meyer and Daubechies mother wavelets of order 4 and 2.
Model Application
Combination of Models
In this study, the two different pre-processing methods were combined with the ANN or SANN models, generating four possible combinations, to predict rainfall up to one month in advance. The structure of the combinations of the models is illustrated in Figure 5 . Applying the discrete wavelet transform and seasonal decomposition, as pre-processing methods, can be very advantageous to make the neural network training more efficient. The current study deals only with the key ideas of Discrete Wavelet Transform (DWT). A mathematical synopsis of WT and a presentation of applications is shown by Labat et al. [62] . DWT decomposes the signal into a mutually orthogonal set of wavelets defined by the equation:
where ψ j,k (x) is produced from a mother wavelet ψ(x) which is dilated by j and translated by k. The mother wavelet has to satisfy the condition
The discrete wavelet function of a signal f (x) can be calculated as follows:
where c j,k is the approximate coefficient of signals. The mother wavelet is formulated from the scaling function ϕ(x) as:
where h 1 (n) = (−1) n h 0 (1 − n). Different sets of coefficients h 0 (n) can be found corresponding to wavelet bases with various characteristics. In DWT, coefficient h 0 (n) plays a critical role [63] . When applying WT, selecting the mother wavelet is important. Daubechies and Meyer wavelets have been proven effective in hydrological time series modeling [37, 61, 64] . For the rainfall time series in this study, following the successful approach of Rajaee et al. [61] and Liu et al. [65] , we applied the Meyer and Daubechies mother wavelets of order 4 and 2.
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, which are the details and approximation of rainfall time series, respectively, must first be completed. The variable di is the ith level of the decomposed time series and signifies the approximate time series. In this paper, the observed R time series were decomposed using three different mother wavelets in four levels. These three wavelet mother functions are depicted in Figure 4 . The R signal decomposed to level 4 yields 5 sub-signals (the approximation at level 4 and detail at levels 1, 2, 3 and 4) by the Daubechies-2, 4 (db2 and db4) and Meyer wavelets. Figure 6 shows these sub-signals for the Meyer mother wavelet. It is important to note that the focus of the current study is to evaluate the effectiveness and accuracy of the proposed hybrid models, and not assessing the effects of different decomposition levels and sensitivity of the mother wavelet types in pre-processing by DWT. DWT can capture rainfall time series characteristics and detect localized phenomena of nonstationary time series. For accomplishing this, the decomposition of measured rainfall time series to multi-frequent time series R d1 (t), R d2 (t), . . . , R di (t), R a (t), where R d1 (t), R d2 (t), . . . , R di (t), and R a (t), which are the details and approximation of rainfall time series, respectively, must first be completed. The variable di is the ith level of the decomposed time series and signifies the approximate time series. In this paper, the observed R time series were decomposed using three different mother wavelets in four levels. These three wavelet mother functions are depicted in Figure 4 . The R signal decomposed to level 4 yields 5 sub-signals (the approximation at level 4 and detail at levels 1, 2, 3 and 4) by the Daubechies-2, 4 (db2 and db4) and Meyer wavelets. Figure 6 shows these sub-signals for the Meyer mother wavelet. It is important to note that the focus of the current study is to evaluate the effectiveness and accuracy of the proposed hybrid models, and not assessing the effects of different decomposition levels and sensitivity of the mother wavelet types in pre-processing by DWT. The seasonal decomposition method is rooted in the notion that improvements of a forecast can be attained if the attributes of a data pattern can be separately identified. This model divides the original data into trend cycles TR(t), seasonality S(t), and irregular component IR(t). By considering each of these components separately as distinct inputs, the ANN model can be trained more efficiently. Figure 7 shows the three sub-sets of seasonal decomposition. The seasonal decomposition method is rooted in the notion that improvements of a forecast can be attained if the attributes of a data pattern can be separately identified. This model divides the original data into trend cycles TR(t), seasonality S(t), and irregular component IR(t). By considering each of these components separately as distinct inputs, the ANN model can be trained more efficiently. Figure 7 shows the three sub-sets of seasonal decomposition. The seasonal decomposition method is rooted in the notion that improvements of a forecast can be attained if the attributes of a data pattern can be separately identified. This model divides the original data into trend cycles TR(t), seasonality S(t), and irregular component IR(t). By considering each of these components separately as distinct inputs, the ANN model can be trained more efficiently. Figure 7 shows the three sub-sets of seasonal decomposition. Finally, the pre-processed data were imposed to the ANN or SANN models and four possible combinations were created. Since there was no special rule for ANN and SANN model development, a trial and error method must be used to find the best network's configuration. However, using the Kolmogorov's theorem, Marques [66] and Hornik [67] stated that if there were enough neurons in a hidden layer, only one hidden layer should be sufficient to ensure that the network had the properties of a universal approximator for several problems [49] . Moreover, studies of [68] [69] [70] further proved that ANN with only one hidden layer can be used for different hydraulic and hydrologic modelling. It is shown that ANN is complex enough to accurately simulate nonlinear features of hydrological processes, such that by increasing the number of hidden layers the performance of the network does not improve significantly [49, 61] . It is also validated that the Levenberg-Marquardt method is by far the most powerful learning algorithm that can be used for neural network training [37, 71] . Finally, the pre-processed data were imposed to the ANN or SANN models and four possible combinations were created. Since there was no special rule for ANN and SANN model development, a trial and error method must be used to find the best network's configuration. However, using the Kolmogorov's theorem, Marques [66] and Hornik [67] stated that if there were enough neurons in a hidden layer, only one hidden layer should be sufficient to ensure that the network had the properties of a universal approximator for several problems [49] . Moreover, studies of [68] [69] [70] further proved that ANN with only one hidden layer can be used for different hydraulic and hydrologic modelling. It is shown that ANN is complex enough to accurately simulate nonlinear features of hydrological processes, such that by increasing the number of hidden layers the performance of the network does not improve significantly [49, 61] . It is also validated that the Levenberg-Marquardt method is by far the most powerful learning algorithm that can be used for neural network training [37, 71] .
Another important concern is what type of activation function is selected for nodes. The most readily chosen functions include the Sigmoid and linear activation functions for hidden and output nodes, respectively. This allows for an ANN model to be more effective [61] . As a result, we fixed the number of hidden layers, activation functions, and learning algorithms to then investigate the optimum network architectures by only changing the number of hidden neurons from 3, 5, 8, 10 and 15. The optimal architectures selection is based on minimizing the difference between the predicted values of the neural network and the expected outputs. Model training is stopped when either an acceptable error level is achieved, or the number of iterations surpasses a fixed threshold. Fifty trials were tested when modifying the hidden neurons, a process that serves as the datum for assessing the performance of mean values, and the early stopping technique was applied to avoid overfitting. After applying the trial and error procedure, optimal model parameters of ANN and SANN for rainfall prediction was found for each combination.
Model Evaluation
Only the correlation coefficient (R) is inadequate for evaluating prediction models (e.g., Legates and McCabe [72] ). Legates and McCabe [72] suggested model performance evaluations must include at least one goodness-of-fit or relative error measure (e.g., correlation coefficient: R) and one absolute error measure (e.g., mean absolute error: MAE, or root mean square error: RMSE). This study evaluated the performances of the ANN models via R, RMSE, and MAE. The correlation coefficient (R) quantifies the degree of similarity among the predicted and actual values. This index also measures how well independent variables that have been considered account for the variance of measured dependent variables. A greater predictive capability of a model is correlated to higher values of R, where
values close to one indicate that the predicted values are nearly identical to the actual values. The square error of the prediction related to actual values, along with the square root of the summation value, is computed via RMSE. This parameter is then to be considered the average distance a data point is from the fitted line measured in the vertical direction. To supplement the RMSE, the mean absolute error, MAE, is a quantity that can measure how close predictions are to the measured outputs. The MAE calculates the average difference of error between the predicted and actual values without distinguishing the direction of the error. High confidence in predicted values of a model are understood when the values of RMSE and MAE are low.
Results and Discussion
The two different pre-processing mentioned above were used for predicting monthly rainfall time series at the Ca Mau station, Vietnam. Seasonal decomposition (SD) and discrete wavelet transform (DWT) were used in conjunction with ANN and SANN to predict monthly rainfall time series. As a result, the four different hybrid models were introduced, and the prediction results were compared with the ANN, SANN, ARIMA, and GA-SA models. Tables 3 and 4 present the statistical performance indices of the 10 models for the testing and whole datasets, respectively. As can be seen from both the tables, the Meyer wavelet transform combined with SANN yielded a better result than other nine models for the testing phase. The obtained results indicated that DWT is better than SD. According to Table 3 , the combination of Mayer wavelet and SANN trained with LM with 5 neurons provided the best efficiency with the highest value of R = 0.997 and the lowest RMSE of 12.105 mm and MAE of 9.321 mm. For the combinations between the SANN model and the two pre-processing methods, networks trained with 3 to 5 neurons showed good results and fast convergence because the input data contains the seasonality and periodic characteristics. While using wavelet transformation with the Daubechies wavelet of order 4 and 2, ANN required a higher number of neurons than SANN. With 10 neurons and applying the db2 and db4 wavelet transforms, the statistical performance for the model numbers 5 and 8, including R, RMSE, and MAE, varied in the ranges of 0.929 to 0.961, 62.108 to 46.109 mm, and 48.078 to 36.949 mm, respectively. These results demonstrated that without applying pre-processing methods, both ANN and SANN yielded the lowest performance with R, RMSE, and MAE equal to 0.806, 98.311 mm, 74.054 mm and 0.829, 92.886 mm, 74.225 mm, respectively. This proved the role of data pre-processing in improving model performances.
The accuracy of most of the models was reduced when the numbers of neurons in the networks increased to 10 or more (Tables 3 and 4 ). The reason behind this might be due to overfitting during the training of the network. A comparison between seasonal decomposition and wavelet transform shows that the combination of DWT (Meyer mother wavelet) with both the ANN and SANN models statistically performed better when R, RMSE, and MAE equaled to 0.980, 33.531 mm, 26.354 mm and 0.998, 9.425 mm, 6.685 mm for the whole dataset, respectively. Seasonal decomposition also proved its capacity to cope with the time series data with non-stationarity and seasonal features. However, this method was less accurate compared to the wavelet transform method. The combination of seasonal decomposition and SANN provided relatively good results, but less accurate than wavelet transform (db2, db4) combined with SANN. In general, both the pre-processing methods combined with SANN produced acceptable predictions for monthly rainfall time series.
For the best four proposed hybrid models, the temporal variations of the observed and predicted rainfall are illustrated in Figures 8 and 9 . It is important to notice how the Meyer wavelet transform in combination with the ANN and SANN models when trained with LM produced better results for predicting rainfall than the other nine models. The regression line of these two models' predicted values were closer to the 45 • straight lines when compared with the others. It was also clear that most of the hybrid models using ANN underestimated measured values, except for the case of using the DWT pre-processor. The most accurate result was the combination of Meyer mother wavelet and SANN, where predicted peaks fitted relatively well and were consistent with observed rainfall peaks. In this study, we also compared the proposed methods with traditional models, namely ARIMA and GA-SA. Table 5 presents comparisons of the statistical performance between our proposed hybrid methods and the ARIMA and GA-SA models. The results show that the ARIMA model produced the lowest performance and poor prediction in which R, RMSE, and MAE ( Figure 10 ) equaled to 0.763, 108.07 mm, 83.234 mm. This is because this model is simple and has a linear structure that does not have the ability in capturing the seasonal characteristics of time series data and non-stationarity feature of rainfall. For the GA-SA model, although we can apply GA algorithms for global searching and SA methods for optimizing the simulation of a local solution, this model still has some limitations. The training process of the GA-SA model is considerably time-consuming, and it has a complicated structure. Compared to model number 1 and 6, the GA-SA performance is in line with them. The most important disadvantage of GA-SA is that there is no gradient descent in searching and training data application so that the training process is based on the trial and error method and user experiences. We created the Taylor diagram (Figure 11 ) to illustrate the performances of all the eight models with describing the correlation and standard deviation simultaneously. Figure 11 shows that the combination of Meyer wavelet and SANN (number 6) located nearest the reference curve with the correlation R = 0.997, and after that, the combination of In this study, we also compared the proposed methods with traditional models, namely ARIMA and GA-SA. Table 5 presents comparisons of the statistical performance between our proposed hybrid methods and the ARIMA and GA-SA models. The results show that the ARIMA model produced the lowest performance and poor prediction in which R, RMSE, and MAE ( Figure 10 ) equaled to 0.763, 108.07 mm, 83.234 mm. This is because this model is simple and has a linear structure that does not have the ability in capturing the seasonal characteristics of time series data and non-stationarity feature of rainfall. For the GA-SA model, although we can apply GA algorithms for global searching and SA methods for optimizing the simulation of a local solution, this model still has some limitations. The training process of the GA-SA model is considerably time-consuming, and it has a complicated structure. Compared to model number 1 and 6, the GA-SA performance is in line with them. The most important disadvantage of GA-SA is that there is no gradient descent in searching and training data application so that the training process is based on the trial and error method and user experiences. We created the Taylor diagram ( Figure 11 ) to illustrate the performances of all the eight models with describing the correlation and standard deviation simultaneously. Figure 11 shows that the combination of Meyer wavelet and SANN (number 6) located nearest the reference curve with the correlation R = 0.997, and after that, the combination of Meyer wavelet and ANN (number 5) also resulted in a close relationship between predicted and reference values (R = 0.982). GA-SA models for the testing period. Figure 10 . Predicted rainfall using (a) Autoregressive Integrated Moving Average (ARIMA), and (b) GA-SA models for the testing period. 
Conclusions
This study attempted to investigate the applicability of several hybrid models in predicting monthly rainfall at the Ca Mau meteorological station in Vietnam. These hybrid models were developed by combining the two pre-processing data methods, including seasonal decomposition and wavelet transform, with the ANN and SANN models. By comparing predicted results, we found that the combination of the Meyer wavelet and SANN model provided the best prediction of rainfall compared to the other models. We also compared the proposed hybrid models with traditional models such as the ARIMA and GA-SA models. It was proved that our proposed models produced a better prediction than the conventional models. Statistical analysis showed that the Meyer wavelet transforms in conjunction with SANN could improve the performance of seasonal time series predictions. It was also found that the seasonal decomposition method combined with the SANN model can capture monthly rainfall patterns. This combination had the best statistical performance in terms of the correlation coefficient, R, the mean absolute error, MAE, and the root mean square error, RMSE which equaled to 0.997, 9.321 mm, and 12.105 mm, respectively. Finally, it can be surmised that the proposed models of this study, which showed a better performance than the traditional models such as ARIMA and GA-SA, can be used to improve the conventional ANN simulations for the prediction of monthly rainfall data.
Author Contributions: D.T.A. designed the study, processed and analyzed the data, developed the models, interpreted the results and wrote the paper. S.P.V. provided data, assisted in the data analyses and drafting the manuscript. The study has been carried out together by D.T.A., S.P.V. and T.D.D., who contributed to the model development stage with theoretical considerations and practical guidance, assisted in the interpretations and integration of the results and helped in preparation of this paper with proof reading and corrections.
Funding: This research was funded by the Vietnamese-German University for Innovation Science and Technology Fund program, grant number IST-VGU-IF20036.
