Abstract. In this paper, we study the inner product of states corresponding to weights of irreducible finite-dimensional representations of classical groups. We propose a recursion algorithm for calculating the inner product effectively. As applications, we discuss the unitary of the representations space. We construct the norms of a special kind of states. We also determine the inner product of states in the minuscule representations. These results can be used to study the construction of the solutions to Kapustin-Witten equations basing on the fundamental solutions of Toda systems.
Introduction
The goal of this paper is to calculate the inner product involving factors in the Kapustin-Witten (KW) equations. To begin, we will review the equations. A more detailed introduction to the topic can be found in [1] .
The localization equations of the twisted N = 4 super Yang-Mills theory can be applied to the description of the Khovanov homology of knots [3, 4, 5] . On a half space V = R 3 × R + , the supersymmetry conditions lead to the Kapustin-Witten (KW) equations. As described in [4] , the KW equations are
where d A is the covariant exterior derivative associated with a connection A, and φ is oneform valued in the adjoint of the gauge group G. There is a Lie product understood in the φ ∧ φ terms and * denotes the Hodge duality. Different reductions of the equations lead to other well known equations e.g., Nahm's equations, Bogomolny equations or Hitchin equations.
The solutions of the model were studied in [4] [6] [7] . As we all know, all kinds of Toda systems were studied a lot recently in [8, 9, 10] and the Toda systems have very nice structures from the point of solutions. For any simple compact gauge group, after reducing to a Toda system, in [1] , V. Mikhaylov conjectured a formula of the solutions of the model for the boundary 't Hooft operator. The 't Hooft operator corresponds to a cocharacter ω ∈ Γ ∨ ch . Let ∆ be the set of simple roots α i , and then α i (ω) = m i witĥ ω ≡ ω + δ ∨ , δ ∨ ∈ b is the dual of the Weyl vector in the sense that α i (δ ∨ ) = 1. E α are the raising generators corresponding to the simple roots, and then the explicit fields on the solution are In order to prove this conjecture, we need to check the following boundary condition e −χs(σ) | σ→0 = 0.
For other related work on these equations, see [11] [12] [13] [14] [15] .
To check the boundary condition (1.3), we have to compute the following inner product
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which involves the inner products
in are two sequences from the highest weight Λ s to weight w. The calculation of the commutation of operators in W w is a boring job and impractical for large number of operators. In addition, to define the vector |υ w (ω) , it is necessary to consider all the paths from the highest weight state to w. Each branch node increase the number of paths as shown in Fig.(1) . With the rank of g rising, they increase rapidly, as well as the number of weights. We would like to illustrate these problems above through an example as shown in Fig.(1) . Example: Fundament representation ρ 2 for A 3 . To construct the norm of the state |υ (−1,1,−1) (ω) , we have to compute the following two norms
representations of classical groups besides of the fundamental representations appeared in the KW equations. In Section 3, we calculate the norms of a special kind of states as applications of the proposed algorithm. And we also determine the inner product of states in the minuscule representations. In the appendix, we give an example to illustrate the proposed algorithm in detail. By using the proposed algorithm, the inner product of a state can be recorded in less than one page, which would be taken twenty-five pages to record the calculation process by commutating the operators directly.
Preliminary on highest weight representations
In the Chevalley basis of a Lie algebra g, for a simple root α i , we denote the corresponding raising and lowering operators by E ± i , and the corresponding coroot by H i . Then the commutation relations of these operators are
Any finite-dimensional irreducible representation L λ has a unique highest-weight state |Λ , satisfying
for any positive root α which is the linear combination of simple roots α i with positive coefficients. All states in the representation space L λ can be obtained by the action
The set of eigenvalues of all states in L λ is the weight system Ω Λ . These states satisfy the following identity
The states in the weight system Ω Λ can be obtained by the action of the lowering operators of g as
whose conjugate state is defined by
Any weight λ ′ in the set Ω Λ is such that λ − λ ′ ∈ Ω Λ . As a result, λ is necessarily of the form Λ − n i α i , with n i ∈ Z + . We call n i the level of the weight λ in the representation Λ. And there are necessarily two positive integers p i and q i , such that
for any simple root α i . The integers p i and q i satisfy the following identity
This is the key relation to find all the weights in the weight system Ω Λ . Proceeding level by level, we know at each step the value of p i . Clearly, λ − α i is also a weight if q i is nonzero, that is, if λ i + p i > 0. What we emphasize is the following string of weights corresponding to a weight λ
Note that the weight λ + p i α i satisfy the formula (2.3) which will play a significant role in the algorithm proposed in Section 3.
The algorithm for constructing all the weights in the representation present itself. We start with the highest weight Λ = (Λ 1 , · · · , Λ r ):
• Construct the sequence of weights
• Repeat this process with Λ replaced by each of the weights just obtained.
• Continue this process until no more weights with positive Dynkin labels are produced. Simple examples will clarify the method. Consider the fundamental representation ρ 2 of A 3 , whose highest weight is (0, 1, 0). The weight obtained at each step can be read from Fig.(1) . And the weights in the fundamental representation ρ 2 of G 2 are shown in Fig.(3) in Section 3.
Inner product of finite-dimensional representations
In the first subsection of this section, we will prove that it is zero of the inner product of states corresponding to two different weights. In the second subsection, we study the inner product of states defined by different paths reaching to the same weight in the weight diagram. We propose a recursion algorithm for calculating the inner product efficiently based on 3, which is the main result of this paper. First, we have the following result.
Theorem 1. The inner product is zero for two states with different level.
Proof. The two states |υ m and |υ n with levels m and n are given by
Without loss of generality, we assume the level m > n. The inner product of |υ m and |υ n is 
annihilate |Λ . Thus we draw the conclusion.
We can further refine Theorem 1 in the following theorem.
Theorem 2. The inner product is zero for different states with the same level.
Proof. |υ n,1 w 1 and |υ n,2 w 2 are two different states with the same level n. If they contain the same contents of operators E − * , we would get the same weight
So |υ n,1 w 1 and |υ n,2 w 2 contain the same number of operators E − * with different contents. The inner product is given as follows.
The last equality is zero since each term of the fourth equality vanish.
3.2.
Inner product of the same state. Now, we study the inner product of the states defined by different paths reaching to the same weight in the weight diagram. First, we derive several basis identities. For the highest weight Λ = Σ a λ a ω a , according to the commutation relations (2.1), we have the following identity,
where the hat means omitting the corresponding term. In a special case,
We can generalize the identity (3.1) further.
Proposition 1. For the highest weight Λ = Σ a λ a ω a , we have
Proof. : According to Eq.(3.2), we have
For n = 0, this formula reduce to Eq.(3.1). For m = 0, we recover Eq.(3.2). We can use this formula to calculate arbitrary inner product directly. However, the efficiency of computations is not acceptable. With the notation
|Λ , the identity in Proposition 1 becomes
3)
The subscript |Λ 1 means a state defined by the operators on the right it acting on |Λ .
The following formula is the basis of our algorithm which is a generalization of the identities (3.3).
Proposition 2. For the highest weight Λ = Σ a λ a ω a , we have
|Λ ,
Proof. According to Eq.(2.1), we have [E
Fortunately, there is not always so many terms on the right hand side of the identity (3.4). For E + i |Λ t = 0, the sequences will be cut off at the tth term. Then we have
Even more, we find that the terms on the right hand side of the identity (3.5) are states corresponding to paths in the weight diagram. Thus we could use the formula (3.5) again and again. Proof. We prove the theorem by induction on the level of the weight. Assuming the proposition is true for the weights of level k, we prove the theorem for the weights of Fig.(2)(a) .
For the first case, we have
where |w k is a state corresponding to a path from the highest weight state to the weight of level k. Then the inner product is
We need to prove E + i |w k+1 are states corresponding to paths from the highest weight state to the weight of level k.
• For E 
, which further leads to the conclusion.
• For E as shown in Fig.(2)(c) , according to the assumption made, we have
The states on the right hand side are states corresponding to paths from the highest weight state to the weights of level k − 1. Then
where we have used the expansion of E + i |w k 4 (3.6). The states on the last equality are states corresponding to paths from the highest weight state to the weights of level k. Thus we draw the conclusion. 1 , ZHISHENG LIU 2 , AND BAO SHOU
as shown in Fig.(2)(d) . According to the assumption made, we have
where |w k−1,j i on the right hand side are states corresponding to paths from the highest weight state to the weights of level k − 1. Then
where we have used the expandsion of E
. The states on the last equality are states corresponding to paths from the highest weight state to the weights of level k thus we draw the conclusion.
Next we consider case that two arrows pointing to the state w k+1 as shown in Fig.(2)(a) . |w k,1 and |w k,2 are states of level k satisfying
According to the assumption made, we have
For the inner product w k+1,2 |w k+1,1 = w
, we have to prove E
are states corresponding to paths from the highest weight state to the weight of level k. We have
where we have used the expansion (3.9). The states of the last equality in brackets correspond to paths from the highest weight state to the weights of level k. Thus we draw the conclusion. For the inner product w k+1,1 |w k+1,2 = w
are states corresponding to paths from the highest weight state to the weight of level k.
Then we get
where we have used the expansion (3.8). The states of the last equality in brackets correspond to path from the highest weight state to the weights of level k. Thus we draw the conclusion. For the inner product of w k+1,1 |w k+1,1 and w k+1,2 |w k+1,2 , the proofs are reduced to the first case. Now the algorithm for calculating the inner product present itself. Algorithm: |υ The algorithm is a recursion process because of Theorem 3, thus the efficiency of calculations is improved greatly.
Finally, we would like to point out a fact.
Theorem 4. The inner product of states depend on paths defining the states. We give an example to illustrate this fact. There are two paths from the highest weight state to the weight (0, 0) as shown in Fig.(3) . These two paths correspond to the following states
The inner products can be calculated by commutating the operators directly
In the appendix, we will calculate the inner product by the algorithm we proposed.
Applications
In previous sections, we proposed a recursion algorithm for calculating the inner product for finite-dimensional irreducible representation. This algorithm can be used to study the KW equations, where the the inner products are related to the fundamental representations only. In this section, we study the unitary of the representation space using the proposed algorithm. And we determine the inner products of states in the minuscule representations completely.
Unitary: As an application of the algorithm for calculating the inner product, we discuss the norms of states. For the state |λ = E − j n(w)
For the coefficients on the right hand side of the identity (3.5), we have the following conjecture.
Conjecture 1 guarantee that coefficients are positive for each step of the algorithm thus the norm is positive for any state in the representation, which implies the unitary of the space. This also holds for linear combinations of such states. Unfortunately, we are not able to prove it presently.
Special state: There is a special kind of paths in the weight diagram whose norms can be determined completely. The state and the norm are given by the following proposition.
Proposition 3. For the highest weight Λ = Σ a λ a ω a , we have
where the states satisfy the following constrains
Then the norm of |λ is given by
And the norm of |λ ′ is given by
Proof. According to the construction of the path, we have
Similarly, we can get the norm of |λ ′ .
Next we discuss special cases of the formula 4.1. The state is
. The norm of this state is
Minuscule representations: For the minuscule representations, the fundamental weight is the highest weight. Type {i: Table 1 . Minuscule fundamental weights for simple Lie algebras weights for simple Lie algebras [20] which are the highest weight vector. And all the strings are two terms long in the weight spaces,
In [21] , we conjecture a formula of the factors in the braces of the formula (1.2) for minuscule representations. Calculation of the inner product of states in these representations would be helpful to prove this conjecture. The weights in the fundamental representation ρ 2 of A 4 are displayed as follows.
Since there are only two elements in the string of weights (2.5) for minuscule representations, we have n k = 1, (k = 1, · · · , l) in the formula (4.1). Thus the norms of the states |λ
Further more, the inner product of weights in these representations can be determined completely. The following proof show the subtleties of our algorithm for calculating inner products. For the second case, the inner product is
Repeating the above processes leading to the formulas (4.3) and (4.3) again and again, we draw the conclusion finally.
In [21] , another proof of Theorem 5 is given by inducing on the level of the weights. 
