In this paper, we develop two passivity based control methods by using variances of passivity techniques; they are applicable for a class of systems for which the standard passivity based controllers may be difficult to design. As a preliminary step, we establish the connections among four relevant passivity concepts, namely differential, incremental, Krasovskii's and shifted passivity properties as follows: differential passivity =⇒ incremental passivity =⇒ shifted passivity, and differential passivity =⇒ Krasovskii's passivity. Then, based on our observations, we provide two novel dynamic controllers based on Krasovskii's and shifted passivity properties. arXiv:1907.07420v1 [eess.SY] 
I. INTRODUCTION
Passivity as a tool enables us to develop various types of passivity based control (PBC) techniques, and moreover as a property, it helps us to understand these techniques in the standard engineering parlance. Lyapunov analysis is always discussed with respect to an equilibrium or an operating point. However, notions like incremental stability and contraction analysis [2] , [3] study the convergence between the pair of trajectories. These differences have resulted in diverse stability definitions, which further resulted in disparate passivity definitions such as incremental passivity and differential passivity. There are several papers that describes these relatively new passivity concepts [4] - [6] . Apart from the elegance of analysis, it is not well understood how differential passivity can be used either as a tool or as a property although there is a few differential passivity based control techniques [7] - [10] . This is significantly different from the successive development of passivity analysis or relevant control techniques.
If the system has an operating point, incremental passivity results into the so-called shifted passivity at the operating point. Shifted passivity can be interpreted as a generalization of standard passivity for a system whose operating point is not necessarily the origin. Thus by removing the assumption that the operating point is the origin, shifted passivity is replacing standard passivity. This has been applied to various situations, see, e.g. [11] - [13] . However, for differential passivity, there has been no relevant passivity concept at an operating point until the preliminary conference version [1] of this paper. As for the shifted passivity, this missing passivity concept can also be useful for analysis and controller design.
In this paper, we establish a new passivity concept, which we call Krasovskii's passivity. Then, we marshal aforementioned relevant four passivity concepts: differential passiv-
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The preliminary version of the paper is submitted to the 11th IFAC symposium on nonlinear control systems in 2019 [1] . ity, Krasovskii's passivity, incremental passivity, and shifted passivity. Especially, we show that differential passivity with respect to a constant metric implies the other three passivity properties. Furthermore, we provide novel dynamic control techniques based on Krasovskii's passivity. Finally, our results are illustrated by the stabilization problem of a DC-Zeta converter. It is worth mentioning that for this converter, a passivity based controller has not been designed in the literature.
In the preliminary conference version [1] , we have proposed Krasovskii's passivity, provided sufficient conditions for port-Hamiltonian and gradient systems to be Krasovskii's passivity, and gave a brief introduction of Krasovskii's passivity based control techniques. However, the relation between the four passivity concepts has not been well investigated. Moreover, in this paper, we present a more general Krasovskii's passivity based dynamic controller, and newly provide a shifted passivity based dynamic controller.
The remainder of this paper is organized as follows. In Section II, we define Krasovskii's passivity and establish the connection among differential passivity, Krasovskii's passivity, incremental passivity, and shifted passivity. In Section III, we design two novel passivity based dynamic controllers based on Krasovskii's and shifted passivity properties. In Section IV, our dynamic controllers are illustrated by the stabilization problem of a DC-Zeta converter. Finally, Section V concludes this paper.
Notation: The set of real numbers and non-negative real numbers are denoted by R and R + , respectively. For a vector x ∈ R n and a symmetric and positive semidefinite matrix M ∈ R n×n , define x M := (x M x) 1/2 . If M is identity, this is nothing but the Euclidean norm and is simply denoted by x . For symmetric matrices P, Q ∈ R n×n , P ≤ Q implies that Q − P is positive semidefinite.
II. ANALYSIS OF PASSIVITY PROPERTIES A. Preliminaries and Motivating Examples
Consider the following input-affine nonlinear system:
where x : R → R n and u = [u 1 , . . . , u m ] : R → R m denote the state and input, respectively. Functions g i : R n → R n , i = 0, 1, . . . , m are of class C 1 , and define g := [g 1 , . . . , g m ] by using the latter m vector valued functions. Denote ψ(t, x 0 , u) by the solution to the system (1) at time t starting from initial condition x(0) = x 0 ∈ R n with the control input u.
In this paper, our objective is to design controllers based on variants of passivity concepts. For standard passivity, there are plenty of rich results useful for analysis and controller design. However, for some classes of systems, the standard passivity concepts cannot be established easily as demonstrated in [1] . Our approach to deal with such systems is to investigate different passivity properties. These passivity properties are defined by appropriately applying the following dissipativity concept.
Definition 1: [14] - [16] The system (1) is said to be dissipative with respect to a supply rate w : R n × R m → R if there exists a class C 1 storage function S : R n → R + such that S(x * ) = 0 at some x * ∈ R n and
for all (x, u) ∈ R n × R m .
In the above definition, if there is a function h : R n → R m such that w(x, u) = h (x)u, then the system (1) is passive with respect to the input u and the output y = h(x) in the standard sense [15] , [16] .
B. Differential and Incremental Passivity Properties
First, we provide the definition of differential passivity and its necessary and sufficient condition given by [5] . Differential passivity is introduced by using the so-called variational system associated with the nonlinear system (1):
where δx : R → R n and δu = [δu 1 , . . . , δu m ] : R → R m denote the state and input of the variational system, respectively. Hereafter, we call the system (1) together with (3) the prolonged system of (1). Definition 2 (Differential passivity [5] ): Let h D : R n × R n → R m . Then the nonlinear system (1) is said to be differentially passive if its prolonged system is dissipative with respect to the supply rate δu h D (x, δx) with a storage function in the form S D (x, δx).
As a specific case of [5, Propsotion 4.1] with a constant metric, we have the following necessary and sufficient condition for differential passivity.
Proposition 3: Let M ∈ R n×n be a symmetric and positive semidefinite matrix. A system (1) is differentially passive with respect to supply rate
with storage function
if and only if
for all x ∈ R n .
In contraction analysis, it is clarified that differential properties have strong connections with the corresponding incremental properties such as stability [6] . Motivated by these analysis, we also consider incremental passivity, which is defined by using a pair ((x 1 , u 1 ), (x 2 , u 2 )) of the states and inputs of the system (1) as follows.
Definition 4 (Extended Incremental Passivity): Let h I :
This incremental passivity is an extension of the concept introduced by [4] , [13] as h I is not necessarily an incremental
The generalization is done to establish a connection between differential and incremental passivity properties, which is crucial for developing our passivity based controller design.
In general, differential passivity does not imply incremental passivity. However, if one considers a constant metric, we have the following implication.
Theorem 5: Let M ∈ R n×n be a symmetric and positive semidefinite matrix. If a system (1) is differentially passive with respect to supply rate in (4) with storage function in (5), then it is extended incrementally passive for
where
Proof: It suffices to show that
is a storage function for incremental passivity, i.e. we need to show that
holds for all (
We use Proposition 3. By using the straight line γ(s) and (6), compute
for all x 1 , x 2 ∈ R n . For any two points u 1 , u 2 ∈ R m , consider the straight line parameterized by s, µ(s) = u 2 + s(u 1 − u 2 ). By using two straight lines γ(s) and µ(s), the product rule of the derivative, and (7), compute
Therefore, (10) for h I in (8) follows from (11) and (12) . Suppose that each g i (x)M dx, i = 1, . . . , m is an exact differential one-form, i.e., there exists a function h i : R n → R such that
Then
, and our incremental passivity matches the incremental passivity in literature [4] . Remark 6: In fact, g i (x)M satisfying both (7) and (13) can be shown to be a constant. To see this, consider the derivatives of both sides of (13) with respect to x, which yields
Since ∂ 2 h i (x)/∂x 2 is symmetric, it follows from (7) that ∂ 2 h i (x)/∂x 2 = 0, and consequently
In (8), we consider the straight line as a path connecting x 1 and x 2 . One can however use an arbitrary class C 1 path, then the integral depends on the considered path. However, as well known [17] if g i (x)M dx is exact, the path integral does not depend on the choice of a path.
C. Krasovskii's and Shifted Passivity Properties
Next, we define Krasovskii's and shifted passivity properties by assuming that the following set representing the steadystate solution of (1) is not empty.
The main motivation of introducing these two passivity concepts is developing passivity-based control techniques. When the considered metric is constant in contraction (differential) analysis, the so-called differential Lyapunov function is related with the Krasovskii's method [16] . This connection can be extended to passivity properties. Motivated by the construction of a Lyapunov function by Krasovskii's method, we newly introduce Krasovskii's Passivity by using the so called extended system [18] :
where u d : R → R m . Krasovskii passivity is defined as the standard passivity for the mapping from u d (instead of u) to some function of x. Definition 7 (Krasovskii's passivity): Suppose that E is not empty. Let h K : R n → R m . Then the nonlinear system (1) is said to be Krasovskii passive if the extended system (16) is dissipative with respect to the supply rate u d h K (x) with a storage function having a specific structure S K (x,
Q(x,u) , where Q : R n × R m → R n×n is symmetric and positive semidefinite for each (x, u) .
Note that f (x * , u * ) Q(x * ,u * ) = 0 for (x * , u * ) ∈ E, and thus S K satisfies the property of the storage function. The name "Krasovskii" comes from the structure of the storage function. It then follows easily that differential passivity implies Krasovskii's passivity, i.e., Proposition 8: Suppose that E is not empty. Let M ∈ R n×n be a symmetric and positive semidefinite matrix. If a system (1) is differentially passive with respect to supply rate in (4) with storage function in (5), then it is Krasovskii passive for h K := g (x)M f (x, u) and Q := M .
Proof: By taking the Lie derivative of the storage function (1/2) f (x, u) 2 M along the vector field of (16), one obtains the statement of this proposition from (6) and (7) .
One notices that h K in the above proposition can also be written as h K = g (x)Mẋ. This has a similar structure of h D (x, δx) = g (x)M δx as differential passivity. The reason is that the dynamics ofẋ are
which is very similar to the variational system (3). This interpretation is helpful for our controller design. The main difference between differential and Krasovskii's passivity properties is that fromẋ = f (x, u), two variables x andẋ are dependent in contrast to x and δx. Therefore, we have the implication only for one direction. As shown, Krasovskii passivity has a strong connection with differential passivity. As a counterpart, we have a similar relation between incremental and shifted passivity properties. For incremental passivity, we consider a pair ((x 1 , u 1 ), (x 2 , u 2 )) of the states and inputs. By fixing (x 2 , u 2 ) on (x * , u * ), we define the shifted passivity as follows.
Definition 9 (Shifted Passivity): Suppose that E is not empty. Let h S : R n × R n → R m . Then, the system (1) is said to be shifted passive if the system is dissipative with respect to supply-rate (u − u * ) h S (x, x * ) for any (x * , u * ) ∈ E.
From their definitions, it follows that incremental passivity implies shifted passivity, which we formally state as follows.
Proposition 10: Suppose that E is not empty. Let M ∈ R n×n be a symmetric and positive semidefinite matrix. If a system (1) is incrementally passive with respect to supply rate (u 1 − u 2 ) h I (x 1 , x 2 ), then it is shifted passive with respect to supply rate (u − u * ) h I (x, x * ).
Again our shifted passivity is an extension of [11] , [12] as h S is not necessarily to be an incremental function.
III. PASSIVITY BASED CONTROLLER DESIGNS
For passive systems, it is known that one can design a feedback control law to shape the closed-loop storage function such that it takes minimum at the desired operating point [19] . However, for general differentially passive systems, the control design methodologies for set-point regulation has not been well explored yet. The bottle neck is that if one simply applies techniques of the set-point regulation, then the controller is not designed for the original system but for the variational system. The main idea to address this problem is to use the fact thatẋ is a specific solution to the variational system when δu = u d as shown in (17) . That is, we use the extended system (16) for differential, more precisely Krasovskii's passivity based controller design. As a counterpart, we also provide a shifted passivity based controller.
For differentially passive systems, we provide the following stabilizing controller. This controller is obtained by using the relation between differential and Krasovskii's passivity properties in Proposition 8.
Theorem 11: Suppose that E is not empty, and the system (16) satisfies (6) and (7) for some symmetric and positive definite matrix M ∈ R n×n . Then, consider the system (16) with the following dynamic controller:
where ν 1 : R → R m , and symmetric and positive definite matrix K 1 ∈ R m×m and positive semidefinite matrices K 2 , K 3 ∈ R m×m are free tuning parameters. Then, the following two statements hold: (a) The closed-loop system consisting of (16) and (18) is dissipative with respect to the supply rate ν 1ud ; (b) Let ν 1 = 0, and (x * , u * ) ∈ E be an isolated equilibrium of the system (16) . If K 3 is positive definite, there exists an open subset D ⊂ R n × R m × R m containing (x * , u * ) in its interior such that any solution to the closed-loop system starting from D converges to the largest invariant set contained in
Proof: Consider the following storage function:
By using (7) , (16) and (18) , compute the Lie derivative of S along the vector field of the closed-loop system, simply denoted by dS/dt as follows,
From (6), (a) holds. Next, since (x * , u * ) ∈ E is isolated, there exists a bounded open subset D ⊂ R n × R m × R m containing (x * , u * ) in its interior such that S(x, u) is positive definite on D. Then, by substituting (18) and ν 1 = 0 into the above, (b) follows from LaSalle's invariance principle.
We can provide an interpretation of the proposed controller as follows. Suppose that each g i (x)M dx, i = 1, . . . , m is exact, i.e., (13) holds, and let y K = h(x) − h(x * ). Then the controller is a linear system. Moreover, if ν 1 = 0, then in the frequency domain, the controller (18) can be described as
where U (s) is the Laplace transformation of u − u * . Our controller is an extension of this type of strictly proper controllers to nonlinear controllers, i.e., when g i (x)M dx is not necessarily integrable.
If K 1 = 0, then the above controller can be viewed as an approximate derivative feedback controller. Although K 1 is supposed to be positive definite in Theorem 11, we have another result when K 1 = 0 as its corollary, which is a generalization of differential passivity based controller design for boost converters in DC microgrids [8] , [9] to general nonlinear systems. Since the proof is similar as Theorem 11, we omit it.
Corollary 12: [1] Suppose that E is not empty, and the system (16) satisfies (6) and (7) for some symmetric and positive definite matrix M ∈ R n×n . Then, consider the system (16) with the following dynamic controller:
where ν 1 : R → R m , and symmetric and positive definite matrix K 2 ∈ R m×m and positive semidefinite matrices K 3 ∈ R m×m are free tuning parameters. Then, the following two statements hold: (a) The closed-loop system consisting of (16) and (22) is dissipative with respect to the supply rate ν 1 u d ; (b) Let ν 1 = 0, and (x * , u * ) ∈ E be an isolated equilibrium of the system (16) . If K 3 is positive definite, there exists an open subsetD ⊂ R n × R m containing (x * , u * ) in its interior such that any solution to the closed-loop system starting fromD converges to the largest invariant set contained in
Above, we have provided controllers based on the newly introduced Krasovskii's passivity. One notices that it is not always easy to compute the maximal invariant sets (19) and (23). However, for some systems as in the examples presented in Section IV, the invariant set contains only the desired equilibrium point.
Next, we provide a different controller based on shifted passivity. As shown below, for this controller, analysis of the maximal invariant set is easier.
Theorem 13: Suppose that E is not empty. Also, suppose that there exist symmetric and positive semidefinite matrices M, P ∈ R n×n and function h I : R n × R n → R m such that h I (x * , x * ) = 0 and
Then, consider the system (1) with the following PI type feedback controller:
where ν 2 : R → R m , and symmetric and positive semidefinite matrices k 3 , k 4 , k 5 ∈ R m×m are free tuning parameters. Then, the following two statements hold: (a) The closed-loop system consisting of (1) and (25) is dissipative with respect to the supply rate ν 2 K 5 v; (b) Let ν 2 = 0 and K 5 = 0. If M and the following symmetric matrix K ∈ R 2m×2m ,
is positive semidefinite, then any solution to the closedloop system converges to the largest invariant set contained in Proof: Consider the following storage function:
By using (24) and (25), compute the Lie derivative of S along the vector field of the closed-loop system, simply denoted by dS/dt as follows,
If K in (26) is positive semidefinite, then
Thus, (a) holds. Also (b) follows from LaSalle's invariance principle. In a similar manner as (b), one can also confirm (c).
Remark 14: If the system (1) satisfies (6) and (7) for some symmetric and positive semidefinite matrix M ∈ R n×n , then (24) holds for h I in (8) and P = 0. Moreover, if there exists a symmetric and positive semidefinite P ∈ R n×n such that M g0 (x) ≤ P for all x ∈ R n , then (24) holds for such a P . Let y I = h I (x, x * ). Recall that if each g i (x)M dx, i = 1, . . . , m is exact, i.e., (13) holds, then y I = h I (x, x * ) = h(x) − h(x * ) = y K . If ν 1 = 0, then in the frequency domain, the new controller (25) can be described as
where U (s) is the Laplace transformation of u − u * . This controller has a different structure from (21). If K 4 = 0, one has a structure of the low pass filter. If K 5 = 0, one has a standard passivity based controller. If K 6 = 0, one has a PI feedback controller, which is an extension of one presented in [11] as we do not require h I (x, x * ) as an incremental function h(x) − h(x * ). It is worth mentioning in (25) that K 4 and K 6 can also be chosen as functions of x and (x, u), respectively.
For the passivity based controller, asymptotic stability of an equilibrium point is guaranteed under the detectability assumption [16] , see e.g. the Krasovskii-Barbashin's theorem. We have similar conclusions. Suppose that for the system (1), u(·) = u * and h(x(·), x * ) = 0 =⇒ x(·) = x * ,
which is nothing but the detectability property. If K in (26) is positive definite, the largest invariant set contained in (27) is (x * , u * ). Also, the largest invariant set contained in (28) is x * . Therefore, global asymptotic stability of the equilibrium is guaranteed for the closed-loop system under the detectability assumption (29).
IV. EXAMPLE In this example, we consider the average model of a DC-Zeta converter. It has the capability of both buck and boost converters, i.e., it can amplify and reduce the supply voltage while maintaining the polarity. The schematic of Zeta converter is given in Fig. 1 . As shown, it contain four storage elements, namely two inductors L 1 , L 2 and two capacitors C 1 , C 2 , an ideal switching element u and an ideal diode. Further, V s and G denote the constant supply voltage and the load, respectively. The objective of the converter is to maintain a desired voltage across the load G. After some changes of state and time variables, one obtains the following normalized model for the converter; for more details about changes of variables, see [20, Chapter 2.8 ]. where α 1 , α 2 and α 3 are positive constants depending on the system parameters. It is worth pointing out that a (standard) passivity based controller has not been provided for this class of systems because it is difficult (or maybe impossible) to find a storage function for passivity. However, we demonstrate that our proposed two passivity based control techniques are useful for stabilizing controller design. For this system, the set E in (15) is obtained as
One notices that if v * is fixed, then E has a unique element. First, we illustrate Krasovskii's passivity based controller (18) in Theorem 11. One can confirm that the Zeta converter (30) satisfies the conditions (6) and (7) for
Then, the controller (18) is obtained aṡ
where ν 1 = 0 andẋ i is used for the compactness of the description instead of f i (x, u). Moreover, it is possible to show that the storage function (20) is radically unbounded, and the largest invariant set contained in the set (19) is nothing but E in (31). Therefore, for any v * ∈ R + , any trajectory of the closed-loop system converges to E. Second, we illustrate shifted passivity based controller (25) in Theorem 13. One can also confirm that the Zeta converter (30) satisfies the condition (24) for M in (32) and P =diag{0, 0, 0, 1},
. Then, the controller (25) is obtained by substituting this h s (x, x * ) and ν 2 = 0. Again, it is possible to show that the largest invariant set contained in the set (27) is nothing but E in (31). Therefore, the shifted passivity based controller also guarantees that for any v * ∈ R + , any trajectory of the closedloop system converges to E.
Simulations: The proposed control schemes based on Krasovskii's passivity and shifted passivity are now assessed in simulation. We consider the Zeta converter (30) with parameters α 1 = α 2 = α 3 = 1. The desired operating point is set to x * = (1/9, 1/3, 1/3, 1/3) , u * = 1/4. Further, the tuning gains for the the controllers are chosen to be ν 1 = 0, k 1 = 1, k 2 = 75, k 3 = 20, ν 2 = 0, k 4 = 0.3, k 5 = 1, and k 6 = 10. Figures 2 and 3 plot the trajectories of closed-loop system with respect to Krasovskii's passivity based controller and shifted passivity based controller, respectively, for several initial conditions. Results indicate that the controller based on Krasovskii's passivity has an initial undershoot and lower overshoot and settling time.
V. CONCLUSION
In this paper, we introduce the concept of Krasovskii's passivity. Then, we show that differential passivity with respect to a constant metric implies Krasovskii's, incremental, and shifted passivity properties. Finally, we propose new PBC techniques based on Krasovskii's and shifted passivity properties for the dynamic stabilizing controller design. Illustrated techniques are useful when traditional methods are hard to use. Moreover, throughout the note we conduct our analysis and establish new techniques using a constant M . As a future direction, we plan to explore these results with a statedependent M (x).
