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Introdution
L'objet de ette thèse est l'étude d'équations de réation-diusion de type KPP (pour
Kolmogorov, Petrovsky et Piskunov) en milieu périodique et plus partiulièrement l'exis-
tene, les propriétés qualitatives et la stabilité des solutions ondes pulsatoires. On donne
à la n une appliation au système de la SHS (Self-propagating High-temperature Syn-
thesis) en ombustion solide.
La thèse est divisée en quatre hapitres. Dans le premier, nous donnons, pour une
équation d'advetion-réation-diusion à oeients périodiques posée sur un ylindre
inni et ave une nonlinéarité de type ignition, une nouvelle preuve de l'existene d'ondes
pulsatoires, résultat déjà démontré par Xin [95℄ puis Berestyki et Hamel [6℄.
Nous démontrons ensuite l'existene d'ondes pulsatoires au omportement préisé à
l'inni pour une équation de réation-diusion unidimensionnelle dont la nonlinéarité est
de type KPP et périodique en espae.
Nous nous intéressons au hapitre 3 à l'existene de omportements nouveaux en
temps grand pour ette équation en milieu périodique et nous montrons que ertaines
données initiales donnent lieu à une dynamique non triviale au sens où elle ne se réduit
pas à la simple onvergene vers une onde pulsatoire.
On démontre enn au hapitre 4 l'existene d'ondes pulsatoires pour un système de
réation-diusion en dimension une modélisant la ombustion solide.
I Contexte
I.1 Ondes progressives
Les équations de réation-diusion sont des équations aux dérivées partielles para-
boliques qui servent de modèles dans de nombreux domaines omme la ombustion (f
Williams [92℄) ou la dynamique des populations (f Murray [61℄). Elles permettent de
rendre ompte et de mieux omprendre les phénomènes de propagation (propagation de
ammes, invasion d'espèes, . . .) grâe à l'existene de solutions partiulières de l'équa-
tion appelées ondes progressives. L'équation type de la théorie
ut − uxx = f(u) sur R, (1)
a été introduite à la n des années 30 par Fisher [28℄ omme modèle de génétique des
populations (f(u) = u(1−u)) et par Zeldovih et Frank-Kamenetskii [97℄ en ombustion.
L'inonnue u représente une densité de gêne dominant dans le premier as et la tempéra-
ture en ombustion. Elle a donné lieu au travail mathématique pionnier de Kolmogorov,
1
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Petrovsky et Piskunov [53℄ qui ont posé les bases de la théorie de la réation-diusion.
Les nonlinéarités f ∈ C1([0, 1],R) onsidérées ii vérient les propriétés générales
f ≥ 0 et f(0) = f(1) = 0,
et sont lassées en deux atégories (f gure 1)
(i) Nonlinéarité de type KPP. La fontion f vérie de plus les propriétés suivantes :
f > 0 sur ]0, 1[, f ′(1) < 0 < f ′(0), f(u) ≤ f ′(0)u ∀u ∈ [0, 1].
(ii) Nonlinéarité de type ignition. Il existe θ ∈ (0, 1) tel que
f = 0 sur [0, θ], f > 0 sur ]θ, 1[, f ′(1) < 0.
Préisons qu'il existe une troisième atégorie de nonlinéarités qui ne sera pas étudiée
ii : les nonlinéarités de type bistable. Elles sont telles qu'il existe un zéro intermédiaire
a ∈]0, 1[ tel que f < 0 sur ]0, a[ et f > 0 sur ]a, 1[.
Fig. 1  Nonlinéarités de type KPP et ignition
Premiers résultats sur l'existene d'ondes progressives
Pour e type de nonlinéarités, l'équation (1) possède des solutions partiulières de
type ondes progressives. Il s'agit des solutions de la forme u(t, x) = φc(x + ct), ave
c 6= 0, où φc vérie l'équation diérentielle{ −φ′′c + cφ′c = f(φc),
φc(−∞) = 0, φc(+∞) = 1. (2)
Ces ondes progressives représentent l'invasion de l'état 0 par l'état 1 et onsistent en
la propagation d'un prol onstant φc à vitesse c (f gure 2). Si f est de type KPP,
Kolmogorov, Petrovsky et Piskunov [53℄ ont montré que e problème possède une solution
si et seulement si c ≥ c∗ = 2√f ′(0) et que le prol φc est stritement roissant et unique à
translation près. Si f est par ontre de type ignition, Johnson et Nahbar [49℄ ont prouvé
l'uniité de la vitesse de propagation. Préisons que la vitesse est également unique dans
le as bistable.
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Fig. 2  Prol et vitesse d'une onde progressive
Propriétés qualitatives et stabilité des ondes progressives
Une fois résolue la question de l'existene des ondes progressives, il vient elle de leur
stabilité an de omprendre dans quelle mesure es solutions partiulières gouvernent la
dynamique en temps grand de l'équation (1). On étudie ainsi le problème de Cauhy{
ut − uxx = f(u),
u(0, x) = u0(x).
(3)
Dans le as de nonlinéarités de type ignition ou bistable, l'unique onde progressive
(à translation près) dérit le omportement en temps grand pour une vaste lasse de
données initiales. Il s'agit des données exponentiellement déroissantes en −∞ dans le
as ignition et possédant des limites à l'inni de part et d'autre du zéro intermédiaire
dans le as bistable (f Kanel [50, 51℄, Fife et MLeod [27℄). Pour étudier la stabilité
loale, il est possible dans e as de se plaer dans un espae à poids pour déplaer le
spetre dans le demi-plan ℜez < 0. Sattinger a ainsi montré la stabilité loale des ondes
dans de tels espaes ave un taux de déroissane exponentiel en temps [76, 77℄.
Le as d'une nonlinéarité de type KPP est plus diile du fait de l'existene d'un
ontinuum de vitesses. Cependant, les ondes de vitesse supérieures (c > c∗) sont loale-
ment stables dans un espae à poids omme dans le as ignition [76, 77℄. Mais pour des
données initiales plus générales, il se pose le déliat problème de la séletion de la vitesse :
si la solution du problème de Cauhy (3) onverge vers une onde progressive φc(x+ ct)
en temps grand, quelle est la vitesse c de ette onde et omment est-elle séletionnée ?
Pour le résoudre, il est néessaire de onnaître le omportement en −∞ des ondes
progressives φc. Le résultat est le suivant (f [1, 2℄) : quand x→ −∞,
 si c > c∗, φc(x) = Aeλcx+O(e(λc+δ)x), ave A > 0, δ > 0 et λc =
c−
√
c2 − 4f ′(0)
2
,
 si c = c∗, φc∗(x) = (Ax+B)e
c∗
2
x +O(e(
c∗
2
+δ)x), ave A < 0, B ∈ R et δ > 0.
Le taux de déroissane exponentiel apparaît de la manière suivante. Le omportement
en −∞ de l'onde est donné par une exponentielle eλx solution de l'équation linéarisée en
φ = 0
−φ′′ + cφ′ − f ′(0)φ = 0,
e qui revient à herher λ solution de l'équation λ2 − cλ + 1 = 0. C'est la plus petite
raine
λc =
c−√c2 − 4f ′(0)
2
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qui est séletionnée et elle est double pour c = c∗, e qui engendre un omportement
diérent.
Les prinipaux résultats sur la question de la séletion de la vitesse dans le as KPP
ont été obtenus par Uhiyama [84℄, Bramson [17℄ et Lau [55℄. Ils disent d'une part que
si u0 déroît susamment en −∞, alors 'est la vitesse c∗ qui est séletionnée, mais
si u0(x) ∼ eλcx quand x → −∞ et u0(+∞) = 1, alors u(t, x) onverge vers une onde
progressive de vitesse c. Le as de la vitesse ritique c = c∗ est déliat. Contrairement au
as des vitesses supérieures, auun poids ne permet de déplaer le spetre dans le demi-
plan ℜez < 0. Deux types de résultats ont été démontrés. Les premiers portent sur des
données initiales de type Heaviside [53, 17, 84℄ et montre la onvergene en temps grand
vers l'onde de vitesse c∗ dans le sens suivant : il existe un shiftm(t) se omportant omme
m(t) = c∗t+ 3
2
c∗ log(t) + o(1) tel que u(t, x−m(t)) onverge vers φc∗(x). Autrement dit,
la solution a un prol qui onverge vers elui de l'onde de vitesse c∗ mais en dière d'un
shift dont la dérivée onverge vers c∗, et qui est ependant non borné. D'autres travaux
s'intéressent à des données initiales u0 très prohes de l'onde progressive à l'inni : par
exemple, quand u0 − φc∗ est à support ompat ou bien telle que u0 − φc
∗
φc∗
∈ L1(R−).
On a alors dans e as onvergene vers l'onde de vitesse c∗ ave taux de onvergene
algébrique ; Kirhgässner a montré un taux de onvergene de t−1/4 [52℄, puis Gallay a
obtenu le taux optimal de t−3/2 [33℄.
Existene et stabilité d'ondes progressives plissées
La notion d'onde progressive se généralise en plusieurs dimensions. En milieu homo-
gène, représenté typiquement par l'équation suivante
ut −∆u = f(u) dans RN , (4)
la généralisation est immédiate en onde progressive plane de la forme
u(t, x) = φc(x · e+ ct)
se propageant dans la diretion −e ave un prol onstant en temps φ, solution de
l'équation (2). Notons que les ensembles de niveaux de tels solutions sont des plans.
La situation est diérente en milieu inhomogène. Prenons le as du ylindre Σ =
{(x, y) ∈ R× ω}, ave ω borné de RN−1, et de l'équation de réation-diusion suivante{
ut −∆u+ α(y)ux = f(u), (x, y) ∈ Σ,
∂νu = 0, (x, y) ∈ ∂Σ, (5)
où α ∈ C0(ω,R), ν désigne le veteur normal unitaire sortant de ∂Σ = R× ∂ω et ∂νu la
dérivée normale. La dépendane en y onduit à herher des solutions partiulières sous
la forme
u(t, x, y) = φc(x+ ct, y),
appelées ondes progressives plissées et dont les ensembles de niveaux ne sont plus plans
mais ourbes. Le prol φ satisfait alors l'équation elliptique suivante :
−∆φc + (c+ α(y))∂xφc = f(φc), (x, y) ∈ Σ,
∂νφc = 0, (x, y) ∈ ∂Σ,
φc(−∞, y) = 0 et φc(+∞, y) = 1.
(6)
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Ce problème a été étudié par Berestyki, Larrouturou, Lions et Nirenberg [13, 16℄.
Ils ont montré que le problème (6) admet une unique solution (c, φ) si f est de type
ignition tandis que si f est de type KPP, il existe une solution (c, φc) si et seulement si
c ≥ c∗. Dans les deux as, le prol est unique à translations près en la variable x, et il est
stritement roissant en x. Dans le as ignition, Berestyki, Larrouturou et Roquejore
[14, 69℄ ont ensuite montré la stabilité loale de es ondes ave onvergene exponentielle
en temps. Les résultats de onvergene globale ont été obtenu ensuite par Roquejore
[70℄. Dans le as KPP, la situation est plus déliate. Mallordy et Roquejore [58℄ ont
étudié le as des ondes de vitesses supérieures : ils ont montré la stabilité loale ave
déroissane exponentielle en temps ainsi que la onvergene globale vers les ondes pour
des données initiales ayant le même omportement en −∞. La onverge globale s'étudie
dans e as en obtenant une inéquation linéaire sur la diérene |u− φc|.
I.2 Ondes pulsatoires
L'étude de la propagation en milieu périodique, 'est à dire pour des équations de la
forme
ut − uxx = f(x, u) sur R, (7)
où f(x, u) est une fontion 1-périodique en x telle que pour tout x l'appliation u 7→
f(x, u) est une des nonlinéarités lassiques, a été onsidéré dans les années 80 en tant que
modèle d'éologie par Shigesada, Kawasaki et Teramoto [80℄. Les auteurs ont montré que
la propagation se faisait alors sous la forme plus générale d'ondes progressives pulsatoires
dont voii la dénition :
Dénition 1. Une onde pulsatoire u(t, x) de l'équation (7) est une solution pour laquelle
il existe une vitesse c 6= 0 telle que
u(t+
1
c
, x) = u(t, x+ 1), (8)
u(t,−∞) = 0, u(t,+∞) = 1. (9)
Pour faire le lien ave les notions préédentes, notons qu'une onde pulsatoire est une
solution de la forme
u(t, x) = φ(t, x+ ct), (10)
où la fontion φ(t, y) est 1/c périodique en t et vérie φ(t,−∞) = 0 et φ(t,+∞) = 1.
Autrement dit, une onde pulsatoire est aratérisée par un prol qui est périodique en
temps (au lieu de onstant dans le as homogène) et qui avane à une ertaine vitesse c
(f gure 3). Une autre façon lassique de représenter une onde pulsatoire est de la voir
omme une solution de la forme
u(t, x) = φ(x+ ct, x), (11)
où φ(τ, x) est une fontion 1-périodique en x et vériant φ(−∞, x) = 0 et φ(+∞, x) = 1.
Nous privilégions ii le premier point de vue.
Les premiers résultats d'existene d'ondes pulsatoires ont été établi par Xin pour des
nonlinéarités de type bistable et ignition dans RN [93, 94, 95℄. L'auteur a montré qu'il
existe une unique solution (c, u) à translation en temps près en temps et que la solution
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Fig. 3  Prol et vitesse d'une onde pulsatoire
est roissante en temps. Les nonlinéarités f(x, u) de type KPP ont été onsidéré ensuite
par Hudson et Zinner [48℄ qui ont montré l'existene d'ondes pulsatoires pour une demi-
droite de vitesse [c0,+∞[. Ces résultats ont été généralisés par Berestyki et Hamel [6℄
dans des domaines périodiques généraux. Quand f est de type ignition, la vitesse est
unique tandis que pour des nonlinéarités de type KPP, il existe des ondes pulsatoires
si et seulement c ≥ c∗ > 0. De plus, les ondes pulsatoires sont roissantes en temps
et dans le as ignition sont uniques à translation près en temps. Berestyki, Hamel et
Nadirashvili [9℄ ont obtenu une formule variationnelle sur la vitesse minimale :
c∗ = min
λ>0
k(λ)
λ
> 0, (12)
où k(λ) désigne la valeur propre prinipale d'un opérateur Lλ qui est donné par la relation
suivante dans le as de l'équation (7)
Lλv = v
′′ + 2λv′ + (λ2 + f ′u(x, 0))v. (13)
Cet opérateur apparaît en herhant des solutions de l'équation linéarisée en 0 de la forme
u(t, x) = eλ(x+ct)φ(x) (f setion II.2). Cette formule variationnelle permet d'étudier la
dépendane de la vitesse de l'onde en fontion des paramètres de l'équation. Les régimes
d'homogénéisation de es fronts de type KPP sont étudiés quant à eux par El Smaily
[26℄. Le as d'ondes pulsatoires reliant un état stable périodique à l'état 0 a été étudié
par Berestyki, Hamel, Roques [10, 11℄ dans le adre d'un modèle d'invasion biologique
pour lequel fu(x, 0) peut hanger de signe en fontion de x. Les fronts pulsatoires dans
des milieux périodiques en temps ont également été étudiés par Fréjaques [32℄, Nolen
et Xin [62℄ (voir aussi l'artile de revue [96℄).
De nombreux résultats d'existene d'ondes pulsatoires (ou ondes modulées) ont été
également obtenus pour divers problèmes par des méthodes de bifuration, notamment
eux de Shneider et al [24, 37, 36, 44℄. Mentionnons également dans la même thématique
l'étude des fronts de solidiation périodiques (oarsening fronts) pour l'équation de
Allen-Cahn par Sheel [78℄. La stabilité de es ondes est également étudié, voir par
exemple les travaux de Sandstede et Sheel [72, 73℄.
Mentionnons pour terminer que les propriétés qualitatives des fronts de type KPP
sont atuellement ativement étudié : Hamel a obtenu réemment, dans un adre très
général, la monotonie en temps ainsi que le omportement spatial exponentiel en −∞
[39℄, ave des onséquenes sur l'uniité et la stabilité de es fronts (Hamel, Roques).
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I.3 Bref aperçu des travaux onnexes
I.3.1 Réation-diusion dans des milieux généraux
La notion d'ondes progressives a été généralisée très réemment par Matano ainsi que
par Berestyki et Hamel [5℄ pour donner un sens à la notion de propagation dans des
domaines très généraux (onnexes réguliers de RN) ainsi qu'un adre unié aux nom-
breuses notions d'ondes progressives existantes (planes, ourbes, oniques, pulsatoires).
Les auteurs utilisent pour ela le point ommun de tous es fronts : ils onvergent uni-
formément vers 0 ou 1 loin de leurs ensembles de niveaux. Des propriétés qualitatives
ont été établies pour es ondes généralisées et l'étude de leur existene ouvre un vaste
hamp de reherhe.
Quand le milieu de propagation est peu onnu, elui-i peut être représenté par un
milieu aléatoire. La propagation de fronts pulsatoires dans de tels milieux est étudié en
partiulier par Nolen et Xin [63, 96℄.
I.3.2 Systèmes de réation-diusion
L'étude des systèmes de réation-diusion a donné lieu à une vaste littérature. Il est
hors de propos ii de faire une bibliographie exhaustive du sujet. Nous mentionnons juste
quelques sujets de reherhe en plein essor.
Le modèle thermodiusif est ativement étudié. Sous des ontraintes de pertes de
haleur, l'étude du système est déliate puisque elle-i ne se ramène pas à l'étude d'une
équation salaire. Berestyki, Hamel, Kiselev et Ryzhik [8℄ ont montré que e système
possède des fronts progressifs par une demi-droite de vitesses admissibles.
Un enjeu essentiel en ombustion est de omprendre l'inuene du hamp de vitesse
sur la propagation des ammes. L'étude du ouplage des équations de réation-diusion
ave elles de la méanique des uides est ainsi d'un enjeu majeur. Ce problème est
très diile et est étudié atuellement pour des ouplages faibles de type Boussinesq.
Citons notamment les travaux de Berestyki, Constantin et Ryzhik [4℄, et de Constantin,
Roquejore, Ryzhik et Vladimirova [23℄ sur les problèmes d'existene et d'extintion,
ainsi que elui de Constantin, Kiselev et Ryzhik [22℄ sur les questions d'instabilités.
L'étude de l'existene d'ondes pulsatoires pour des systèmes de réation-diusion
généraux est très omplexe. De nombreux résultats ont ependant été obtenu par des
méthodes de bifuration. Voir par exemple les travaux de Haragus et Sandstede [41℄,
de Sandstede et Sheel [73, 74℄ et de Texier-Piard et Volpert [83℄. Le seul résultat de
nature non perturbative a été obtenu par Constantin, Domelevo, Roquejore et Ryzhik
[21℄ pour l'existene de fronts pulsatoires d'un modèle de ombustion dyphasique.
Nous mentionnons un dernier axe de reherhe très prometteur, elui des systèmes
généraux de la forme ut = ∆u+ f(u) qui possède deux états u
−
(stable) et u+ (instable)
tels que par exemple la matrie jaobienne Jf(u+) possède au moins une valeur propre
de partie réelle stritement positive et Jf(u−) uniquement des valeurs propres de parties
réelles stritement négatives, et en partiulier des fronts linéaires (pulled fronts) pour
lesquels la dynamique dépend diretement de l'équation linéarisée au voisinage de l'état
instable u−. Des résultats de nature formelle ont été obtenus par Elbert et Van Saarlos ;
ils ont établi d'une part un ritère général de prédition de la vitesse de propagation
en fontion de la donnée initiale et ont donné des termes d'ordres supérieurs dans le
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développement asymptotique m(t) = c∗t + 3
2
c∗ log(t) + o(1) du terme de dérive m(t)
[86, 87, 88, 25℄.
II Présentation des résultats obtenus
Notre travail se situe dans e ontexte, et son but est d'obtenir l'existene ainsi que
des propriétés qualitatives nes des ondes pulsatoires d'équations de réation-diusion.
Nous dérivons ii les résultats prinipaux obtenus dans la thèse. Leur motivation et leur
ontexte ne sont pas repris dans les hapitres suivants.
II.1 Existene d'ondes pulsatoires d'une équation de type ignition
dans un ylindre : une nouvelle preuve
On s'intéresse au hapitre 1 à l'existene d'ondes pulsatoires pour une équation
d'advetion-réation-diusion suivante posée sur un ylindre inni Σ = {(x, y) ∈ R×ω}
dont la setion ω ⊂ RN−1 est un ouvert onnexe régulier et borné. L'équation est la
suivante {
ut −∆u+ q(x, y).∇u = f(u), (x, y) ∈ Σ,
∂νu = 0, (x, y) ∈ ∂Σ, (14)
où ν désigne le veteur normal unitaire sortant de ∂Σ = R×∂ω et ∂νu la dérivée normale.
De plus, le terme soure non linéaire f est ii de type ignition.
L'équation (14) représente un modèle lassique de ombustion d'un milieu réatif dans
un ylindre. Il s'agit plus préisément du modèle thermodiusif (ave nombre de Lewis
égal à un) de propagation de amme prémixée [12℄. L'inonnue u désigne la température
normalisée du milieu réatif et q son hamp de vitesse.
Le hamp q(x, y) = (q1(x, y), . . . , qN(x, y)) est supposé de lasse C
2
sur Σ et vérie
les hypothèses suivantes :
div q = 0 dans Σ,
∀(x, y) ∈ Σ, q(x+ L, y) = q(x, y),∫
(0,L)×ω
q1(x, y)dxdy = 0,
q.ν = 0 sur ∂Σ.
La première hypothèse signie que le milieu est onsidéré omme inompressible. De
plus, q est L-périodique en x et sa première omposante est de moyenne nulle. On peut
représenter e hamp de vitesse omme une utuation turbulente par rapport à un
hamp de vitesse moyen.
La périodiité du hamp de vitesse onduit à herher des solutions partiulières de
type ondes pulsatoires : il s'agit des solutions de (14) qui se propagent vers la gauhe
sont les solutions u ∈ C1,2(Σ) telle qu'il existe c 6= 0 vériant :
u(t+
L
c
, x, y) = u(t, x+ L, y) ∀t ∈ R, (x, y) ∈ Σ,
et telle que :
∀t ∈ R, u(t,−∞, y) = 0, u(t,+∞, y) = 1, uniformément par rapport à y.
Nous donnons une nouvelle preuve du résultat suivant
Introdution 9
Théorème 1. [6, 95℄ L'équation (14) possède une solution d'onde pulsatoire (c, u).
Les deux preuves atuelles de Xin [95℄ et de Berestyki et Hamel [6℄ partent du
hangement de variables (11) :
u(t, x, y) = φ(x+ ct, x, y) = φ(τ, x, y),
qui onduit à étudier les solutions φ(τ, x, y) dénies sur R×R×ω de l'équation elliptique
dégénérée suivante :
∆φ+ 2φτx − q(x, y).∇x,yφ− (q1(x, y) + c)φτ + f(φ) = 0 dans R×R× ω,
∂νφ = 0 sur R× R× ∂ω,
φ(−∞, ., .) = 0, φ(+∞, ., .) = 1 uniformément en (x, y),
φ(τ, x+ L, y) = φ(τ, x, y) pour tout (τ, x, y).
(15)
Cette équation est bien dégénérée puisque la matrie des oeients des termes de plus
haut degré est la suivante en les variables (τ, x, y1, . . . , yN−1) :
1 1 0 . . . 0
1 1 0 . . . 0
0 0 1
.
.
.
.
.
.
.
.
.
.
.
. 0
0 0 . . . 0 1

et elle est de déterminant 0. Pour l'étudier, Xin utilise ensuite une méthode de onti-
nuation [95℄ tandis que Berestyki et Hamel utilisent une méthode de régularisation-
tronature [6℄. Dans les deux as, les preuves font appel à un résultat de régularité
d'équations elliptiques dégénérées qui est utilisé sans démonstration par Xin [95℄ et dé-
montré et utilisé par Berestyki et Hamel. Ces derniers démontrent eetivement dans
un artile indépendant [7℄ un résultat de régularité C1 uniformément en ε sur la solution
φε de l'équation régularisée assoiée à (15)
εφττ +∆φ+ 2φτx − q(x, y).∇x,yφ− (q1(x, y) + c)φτ + f(φ) = 0.
En raison de l'importane de e résultat, il nous a semblé intéressant d'en présenter
une autre preuve, ne faisant pas appel à la régularité elliptique, et onduisant à mon-
trer l'existene de solutions périodiques en temps pour une équation parabolique non
linéaire. Nous utilisons pour ela une méthode de ontinuation et les outils employés
sont les résultats lassiques sur les équations paraboliques. Toutefois, un ertain nombre
de propriétés qualitatives à priori, démontrées par Berestyki et Hamel, seront utilisées
sans être redémontrées.
Voii les grandes lignes de la démarhe utilisée ii. Elle repose sur le hangement de
variables (10) qui onsiste à se plaer dans le repère mobile à la vitesse c
ξ = x+ ct.
Plus préisément, on pose
u(t, x, y) = v(t, x+ ct, y), v(t, ξ, y) = u(t, ξ − ct, y). (16)
10 Introdution
La fontion v est L/c - périodique en temps puisque
v(t+
L
c
, ξ, y) = u(t+
L
c
, ξ − ct− L, y) = u(t, ξ − ct, y) = v(t, ξ, y),

vt −∆v + q(ξ − ct, y).∇v + cvξ = f(v) dans Σ,
∂νv = 0 sur ∂Σ,
v(t,−∞, y) = 0, v(t,+∞, y) = 1, ∀t, uniformément en y,
v(t+
L
c
, ξ, y) = v(t, ξ, y).
(17)
Pour travailler ave des fontions 1-périodiques en temps, on eetue ensuite le hange-
ment de variable :
w(τ, ξ, y) = v
(
L
c
τ, ξ, y
)
= v(t, ξ, y). (18)
La fontion w est ainsi 1-périodique en temps et vérie le problème :
c
L
wτ −∆w + q(ξ − Lτ, y).∇w + cwξ = f(w) dans Σ,
∂νw = 0 sur ∂Σ,
w(τ,−∞, y) = 0, w(τ,+∞, y) = 1, ∀τ, uniformément en y,
w(τ + 1, ξ, y) = w(τ, ξ, y).
(19)
La question de l'existene d'ondes pulsatoires revient ainsi à montrer que le problème
(19) possède une solution (c, w). On utilise pour ela une méthode de ontinuation qui
onsiste à introduire un paramètre s ∈ [0, 1] dans l'équation en onsidérant les problèmes
(Pbm)s

c(s)
L
w(s)τ −∆w(s) + sq(ξ − Lτ, y).∇w(s) + c(s)w(s)ξ = f(w(s)) dans Σ,
∂νw
(s) = 0 sur ∂Σ,
w(s)(τ,−∞, y) = 0, w(s)(τ,+∞, y) = 1,
w(s)(τ + 1, ξ, y) = w(s)(τ, ξ, y).
Pour s = 0, on obtient l'équation
c(0)
L
w(0)τ −∆w(0) + c(0)w(0)ξ = f(w(0)).
En revenant à la variable initiale par le hangement inverse
u(t, x, y) = v(t, x+ ct, y) = w(
c
L
t, x+ ct, y),
on est ramené à l'équation de réation-diusion lassique
u
(0)
t −∆u(0) = f(u(0)).
Cette équation possède une unique solution d'onde progressive unidimensionnelle de la
forme u(t, x, y) = φ(x + ct), qui est don aussi une onde pulsatoire. Pour s = 1, on
obtient l'équation étudiée. On souhaite alors montrer que le problème (Pbm)s possède
une solution pour tout s ∈ [0, 1] en ontinuant la solution existante pour s = 0 par
rapport au paramètre s. On proède pour ela en 3 étapes :
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1. En partant du fait que l'équation admet une solution pour s = 0, on montre qu'il
existe δ > 0 tel que le problème (Pbm)s admette une solution (c
(s), w(s)), ∀s ∈ [0, δ[.
2. On pose smax = sup {τ ∈ [0, 1] tel que l'équation a une solution pour tout s ∈
[0, τ [}. On montre alors que smax est atteint, 'est-à-dire qu'on a une solution en
smax.
3. Si smax < 1, on montre qu'il existe δ > 0 tel que l'équation a une solution ∀s ∈
[smax, smax+δ[ et ei ontredit la dénition de smax. Ainsi, smax = 1 et par l'étape
2 on a une solution pour s = 1.
Les étapes 1 et 3 sont identiques, il s'agit de ontinuer loalement la solution par
rapport au paramètre. Pour ela, on linéarise l'équation autour d'une solution onde
pulsatoire et on utilise le théorème des fontions impliites. L'étape 2 onsiste à passer
à la limite dans le paramètre de ontinuation et une suite de solutions (c(sn), w(sn))n. Il
est important pour ela d'obtenir un enadrement à priori sur la vitesse pour pouvoir
extraire de la suite (c(sn))n une sous-suite onvergente. On montrera que la suite (w
(sn))n
onverge loalement vers w∞ qui vérie l'équation, les onditions au bord et aux limites,
e dernier point étant le plus déliat.
II.2 Existene d'ondes pulsatoires de type KPP au omportement
préisé
Nous avons rappelé dans la première partie l'importane de onnaître le ompor-
tement des ondes progressives en −∞ pour étudier le problème de Cauhy en milieu
homogène. Cei est dû au fait que pour une nonlinéarité de type KPP, 'est le omporte-
ment au voisinage de l'état instable 0 qui pilote la dynamique du système. Les résultats
atuels sur l'existene d'ondes pulsatoires ne préisaient pas le omportement en l'inni
jusqu'à un travail, très réent et diile mené en parallèle par Hamel [39℄ (nous détaillons
plus loin les diérenes ave notre ontribution).
L'objet du hapitre est l'étude du omportement exponentiel en −∞ des ondes pul-
satoires pour l'équation de réation diusion (7). Pour ela, nous onstruisons des ondes
pulsatoires qui possèdent le omportement exponentile attendu en −∞. Nous onsidérons
une nonlinéarité f ∈ C2(R× [0, 1],R+) de type KPP qui a les propriétés suivantes :
(i) f est 1-périodique en x,
(ii) ∀x ∈ R, f(x, 0) = f(x, 1) = 0 et f(x, u) > 0 pour u ∈ (0, 1),
(iii) ∀x ∈ R, f ′u(x, 0) := lim
u→0+
f(x, u)
u
> 0 et f ′u(x, 1) = lim
u→1−
f(x, u)
u− 1 < 0,
(iv) ∀x ∈ R, ∀u ∈ (0, 1), f ′u(x, u) ≤ f ′u(x, 0).
Pour onstruire nos ondes pulsatoires, nous nous plaçons dans le repère en mouvement
de l'onde ξ = x+ ct en posant en posant
u˜(t, ξ) = u(t, ξ − ct); u(t, x) = u˜(t, x+ ct).
L'équation (7) s'érit alors dans e repère
u˜t − u˜ξξ + cu˜ξ = f(ξ − ct, u˜). (20)
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La fontion u˜ représente le prol de l'onde pulsatoire et est 1/c-périodique en temps.
Elle est solution du problème
u˜t − u˜ξξ + cu˜ξ = f(ξ − ct, u˜),
u˜(t+
1
c
, ξ) = u˜(t, ξ),
u˜(t,−∞) = 0, u˜(t,+∞) = 1.
(21)
On herhe ii une solution du problème (21) dont le omportement en −∞ est donné
par une fontion p(t, ξ) solution de l'équation linéarisée au voisinage de u = 0
pt − pξξ + cpξ − f ′u(ξ − ct, 0)p = 0 (22)
de la forme suivante
p(t, ξ) = eλξψ(ξ − ct),
ave λ > 0 et ψ > 0 1-périodique. La forme de p généralise le omportement exponentiel
des ondes progressives en tenant ompte de la périodiité en temps de la solution à
l'aide du terme ψ. En injetant l'ansatz préédent dans l'équation linéarisée, on est ainsi
ramené à herher λ et ψ solution de l'équation
Lλψ := ψ
′′ + 2λψ′ + (λ2 + f ′u(x, 0))ψ = cλψ,
Lλ agissant dans C
2
per(R) l'ensemble des fontions v ∈ C2(R) 1-périodique. Pour ela, on
onsidère la valeur propre prinipale k(λ) de l'opérateur Lλ ; il s'agit de l'unique valeur
propre pour laquelle il existe une fontion propre stritement positive. On érit alors
le problème préédent sous la forme k(λ) = cλ, la fontion ψ étant hoisie omme la
fontion propre assoiée à k(λ) ; on la notera ψλ dans la suite.
La fontion k(λ) a été étudiée par Berestyki, Hamel et Nadirasvili [9℄ pour obtenir
la formulation variationelle suivante sur la vitesse minimale
c∗ = min
λ>0
k(λ)
λ
> 0. (23)
En partiulier, la fontion k(λ) est onvexe et stritement positive ; la fontion onti-
nue positive k(λ)/λ atteint son minimum sur R∗+ en c
∗
et l'image de ette fontion est
[c∗,+∞[. Cei permet de dénir le taux de déroissane exponentielle de la façon suivante
λc = min{λ > 0 tel que k(λ) = cλ}, λ∗ = λc∗ .
La valeur λc représente ainsi le premier point d'intersetionn de k(λ) ave la doite cλ (f
gure 4).
Une attention partiulière est à porter au as c = c∗ où λ∗ est alors une raine
double de l'équation k(λ) = c∗λ. Le omportement exponentiel est alors de la forme
−ξeλ∗ξψ∗(ξ − ct), où ψ∗ > 0 est une fontion propre de Lλ∗ assoiée à k(λ∗). Nous
montrons alors l'existene d'ondes pulsatoires ave e omportement préis quand ξ →
−∞ :
Théorème 2. Soient c > c∗ et ψλc > 0 une fontion propre de Lλc assoiée à k(λc) = cλc.
Alors il existe une onde pulsatoire u˜c solution de (21) telle que
u˜c(t, ξ) = e
λcξψλc(ξ − ct) +O(e(λc+δ)ξ), quand ξ → −∞,
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Fig. 4  Taux de déroissane exponentielle λc de l'onde u˜c.
ave δ > 0. Soient c = c∗ et ψ∗ > 0 une fontion propre de Lλ∗ assoiée à k(λ∗) = c∗λ∗.
Alors il existe une onde pulsatoire u˜c∗ solution de (21) telle que
u˜c∗(t, ξ) = −ξeλ∗ξψ∗(ξ − c∗t) +O(eλ∗ξ), quand ξ → −∞.
Nous utilisons deux approhes diérentes pour traiter les deux as. Dans elui des
vitesses supérieures c > c∗, nous utilisons un théorème de point xe dans l'espae à poids
des fontions ayant le omportement exponentiel souhaité. La onstrution du poids est
possible grâe au fait que k(λ) < cλ pour λ supérieur mais prohe de λc. Pour c = c
∗
, on
a l'inégalité k(λ) > c∗λ pour λ prohe de λ∗. Cei permet de onstruire l'onde de vitesse
supérieure par la méthode des sur et sous solutions, hoisies ave le même omportement
en −∞ (elui de l'onde).
Remarque 1. (i) Pour l'onde de vitesse c∗, le omportement plus préis attendu en −∞
et qui généralise elui des ondes progressives est le suivant :
u˜c∗(t, ξ) = e
λ∗ξ(−ξψ∗(ξ − c∗t) + Ψ∗(ξ − c∗t)) + o(eλ∗ξ), quand ξ → −∞,
où p(t, ξ) = eλ
∗ξ(−ξψ∗(ξ − ct) + Ψ∗(ξ − ct)) est solution de l'équation linéarisée (22).
Cei revient à herher ψ∗ et Ψ∗ 1-périodiques et solutions des équations
−ψ′′ − 2λ∗ψ′ + (c∗λ∗ − λ∗2 − f ′u(x, 0))ψ = 0, (24)
−Ψ′′ − 2λ∗Ψ′ + (c∗λ∗ − λ∗2 − f ′u(x, 0))Ψ = −2ψ∗′ + (c∗ − 2λ∗)ψ∗. (25)
(ii) Notre approhe est généralisable en plusieurs dimensions d'espae, au moins pour le
as c > c∗.
Terminons par préiser que Hamel [39℄ a démontré dans un adre très général que
toute onde pulsatoire (notamment elles onstruites dans [6℄) est équivalente en −∞
a eλcξψλc(ξ − ct). Nous obtenons ii que le diérene entre uc et son équivalent a une
déroissane plus rapide que uc. De plus, nous donnons ii une preuve auto-ontenue de
l'existene d'ondes pulsatoires ayant e omportement préisé. Redisons que les résultats
de e hapitre ne ontiennent pas [6℄ et [39℄, son intérêt étant plutt dans la simpliité
des preuves données.
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II.3 Dynamique non triviale en temps grand pour une équation
de type KPP en milieu périodique
Nous étudions ii la dynamique en temps grand pour le problème de Cauhy en milieu
périodique {
ut − uxx = f(x, u),
u(0, x) = u0(x).
(26)
pour une lasse de données initiales prohes des ondes pulsatoires uc onstruites prée-
demment dont on onnait le omportement préis en −∞.
Le as homogène
Notre travail a été motivé par l'obtention de omportements nouveaux en temps grand
dans le as homogène, 'est à dire le problème de Cauhy (3). Les résultats lassiques de
dynamique en temps grand que nous avons rappelés portent sur la onvergene vers les
ondes progressives pour des données initiales ayant en−∞ le même omportement qu'une
onde progressive, ou bien une déroissane très rapide. On se demande naturellement e
qui se passe si on aaiblit es hypothèses sur la donnée initiale.
On s'interesse ii à des données initiales u0 omprises entre deux translatées d'une
onde progressive de vitesse c > c∗ :
φc(x) ≤ u0(x) ≤ φc(x+M),
ave M > 0. Ce type de données initiales a été onsidéré très réemment par Roque-
jore et Roussier [71℄ pour une équation de type bistable en dimension deux ave des
données initiales omprises entre deux translatées d'ondes planes ou de fronts oniques.
Les auteurs ont montré que la solution du problème de Cauhy a une dynamique non
triviale en temps grand : le prol de la solution onverge vers elui de l'onde mais en
dière d'un shift qui peut ne onverger vers auune onstante. Le problème de l'étude
de la dynamique dans le as KPP était une question ouverte. Nous la résolvons ii pour
une nonlinéarité f de lasse C2 et vériant f ′′(u) < 0 ; le résultat obtenu est le suivant
Théorème 3. Soient c > c∗ = 2
√
f ′(0), M > 0 et u(t, x) la solution du problème de
Cauhy {
ut − uxx = f(u),
φc(x) ≤ u0(x) ≤ φc(x+M). (27)
Soit m(t, x) la solution du problème{
mt −mxx − 2λcmx − λcm2x = 0,
m(0, x) = φ−1c (u0(x))− x. (28)
Alors
(i) La fontion m vérie les propriétés suivantes quand t→ +∞
0 ≤ m(t, x) ≤ M, ‖mt(t, ·)‖∞ = O
(
1√
t
)
, ‖mx(t, ·)‖∞ = O
(
1√
t
)
.
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(ii) Il existe γ > 0 tel que si v(t, x) = |u(t, x) − φc(x + ct + m(t, x))|, alors v˜(t, ξ) =
v(t, ξ − ct) vérie
sup
ξ∈R
|e−γξv˜(t, ξ)| = O
(
1√
t
)
.
Remarque 2. On peut montrer en fait que la onvergene en (ii) est uniforme
sup
x∈R
|u(t, x)− φc(x+ ct+m(t, x))| = O
(
1√
t
)
.
Ce résultat dit que la solution u(t, x), qui reste omprise entre les deux translatées
de l'onde
φc(x+ ct) ≤ u(t, x) ≤ φc(x+M + ct),
voit son prol onverger loalement vers elui de l'onde progressive puisque mx → 0 mais
elle en dière d'un shift qui varie de plus en plus lentement en temps grand (mt → 0)
(f gure 5). Il est important de omprendre que la dynamique est réellement non tri-
viale : l'équation du shift se ramène par une transformée de Hopf-Cole à une équation
d'advetion-diusion à oeients onstants pour laquelle il existe de nombreuses solu-
tions qui ne onvergent vers auune onstante (et même ertaines qui osillent indé-
niment en temps grand [19, 89℄), e qui montre que la solution peut ne onverger vers
auune translatée de l'onde uc.
Notons que puisque la solution est omprise entre deux translatées de l'onde, l'idée de
départ pour étudier le problème de Cauhy est de herher diretement u sous la forme
φc(x+ct+m(t, x)), e qui donne une équation diile à étudier. On utilise la onnaissane
du omportement de φc en −∞ pour herher m de sorte que φc(x + ct +m(t, x)) soit
presque solution de (1), la diérene étant petite au sens où elle déroit plus vite que φc
en −∞ ; ei permet de montrer la onvergene asymptotique en hoisissant m solution
de (28). L'équation du shift se ramenant à une équation d'advetion-diusion, la solution
expliite de la solution donne le taux de déroissane optimal en t−1/2 sur les dérivées.
Fig. 5  Dynamique non triviale en milieu homogène
Le as périodique
Le résultat prinipal du hapitre 3 est l'extension du résultat préédent au adre pé-
riodique du problème de Cauhy (26). Notons qu'il n'existe auun résultat sur la stabilité
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des ondes pulsatoires de type KPP. Nous onsidérons une nonlinéarité f appartenant à
C2(R× [0, 1],R+) et qui possède les propriétés suivantes :
(i) f est 1-périodique en x,
(ii) ∀x ∈ R, f(x, 0) = f(x, 1) = 0 et f(x, u) > 0 pour u ∈ (0, 1),
(iii) ∀x ∈ R, f ′u(x, 0) := lim
u→0+
f(x, u)
u
> 0 et f ′u(x, 1) = lim
u→1−
f(x, u)
u− 1 < 0,
(iv) ∀x ∈ R, ∀u ∈ [0, 1], f ′′u (x, u) ≤ 0.
Avant détudier la dynamique non triviale, ommençons par noter que les ondes pul-
satoires de vitesse supérieure c > c∗ onstruites préedemment sont stables ave taux de
déroissane exponentielle. Le résultat qui utilise essentiellement les mêmes tehniques
que la setion préédente est le suivant :
Théorème 4. Soient c > c∗ et u(t, x) la solution du problème de Cauhy (26) où u0(x) ∈
[0, 1] satisfait les propriétés suivantes ave ε > 0
(i) u0(ξ) = uc(0, x) +O(e
(λc+ε)x) quand x→ −∞,
(ii) lim infx→+∞ u0(x) > 0.
Il existe alors γ > 0 tel que ‖u(t, ·)− uc(t, ·)‖∞ = O(e−γt).
L'objetif du hapitre 3 est d'étudier la lasse plus large de données initiales omprises
entre deux translatées en temps d'une onde pulsatoire uc de vitesse c > c
∗
uc(0, x) ≤ u(0, x) ≤ uc(M,x).
Cei est possible ar ∂tuc > 0 [6℄. On obtient alors l'équivalent du théorème 3 dans le
as périodique
Théorème 5. Soient c > c∗,M > 0, uc l'onde pulsatoire du théorème 2 et u(t, x) la
solution du problème de Cauhy (26) telle que
uc(0, x) ≤ u(0, x) ≤ uc(M,x),
Soit m(t, x) la solution du problème de Cauhy mt −mxx − 2
(
λc +
ψ′λc
ψλc
)
mx − cλcm2x = 0,
m(0, x) = uc(·, x)−1(u0(x)).
(29)
Alors
(i) La fontion m(t, x) possède les propriétés suivantes quand t→ +∞ :
0 ≤ m(t, x) ≤ M, ‖mt(t, ·)‖∞ = O
(
1√
t
)
, ‖mx(t, ·)‖∞ = O
(
1√
t
)
.
(ii) Il existe γ > 0 tel que si v(t, x) = |u(t, x) − uc(t + m(t, x), x)|, alors v˜(t, ξ) =
v(t, ξ − ct) vérie
sup
ξ∈R
|e−γξv˜(t, ξ)| = O
(
1√
t
)
.
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Remarque 3. On peut montrer en fait que la onvergene en (ii) est uniforme
sup
x∈R
|u(t, x)− uc(t+m(t, x), x)| = O
(
1√
t
)
.
Si la donnée initiale est omprise entre deux translatées de l'onde pulsatoire uc, le
théorème nous dit omme préedemment que le prol de la solution onverge loalement
vers elui de l'onde puisque mx → 0 la solution dière de l'onde d'un shift m(t, x) qui
varie de plus en plus lentement en temps (mt → 0). Notons que nous obtenons un taux
de déroissane optimal sur les dérivées du shift puisque e taux est le même que le taux
optimal du as homogène.
La preuve de e résultat est déliate. L'obtention de l'équation sur le shift et la
onvergene en temps grand s'obtient omme dans le as homogène grâe à la onnais-
sane préise du omportement en −∞ de l'onde uc (théorème 2). L'étude des propriétés
du shift m est le plus diile et est basée sur des estimations nes d'un noyau de type
haleur sous-jaent. Tout d'abord, l'équation du shift se ramène, par une transformation
de Hopf-Cole, à l'équation parabolique linéaire à oeients périodiques suivante{
wt − wxx − 2λcwx + (cλc − λ2c − ζ(x))w = 0,
w(0, x) = w0(x) bornée .
(30)
Contrairement au as homogène, on ne onnait plus expliitement la solution. On uti-
lise l'approhe semi-groupe qui permet d'obtenir une formule pour w ; sa transformée
de Laplae est solution d'une équation diérentielle linéaire d'ordre 2 à oeients pé-
riodiques ; ette équation se résout grâe aux exposants de Floquet assoiés ; on revient
ensuite à w par transformation de Laplae inverse, et on estime ette formule intégrale
par des tehniques d'analyse omplexe (déformation de ontour, singularités) et d'analyse
de Fourier (noyau de la haleur, Fourier inverse).
Remarque 4. (i) Ce résultat est spéique à la dimension un puisqu'il est basée sur
l'étude de l'équation diérentielle vériées par la transformatée de Laplae du shift.
(ii) Préisons que les estimations nes obtenues sur le noyau de la haleur ne peut pas être
obtenu par les résultats atuels de la littérature sur les problèmes linéaires à oeients
périodiques [64℄.
Nous obtenons enn un résultat de stabilité pour l'onde pulsatoire de vitesse c∗ ave
un taux de déroissane algébrique. L'étude du as c = c∗ est bien plus déliat que elui
des ondes de vitesse supérieure du fait de la présene de 0 dans le spetre essentiel. Le
résultat obtenu utilise les outils développés dans la preuve du théorème 5 ; notons que le
taux optimal dans le as homogène est t−3/2 et a été obtenu par Gallay [33℄.
Théorème 6. Soit u(t, x) la solution du problème de Cauhy{
ut − uxx = f(x, u),
u(0, x) = u0(x),
où u0 ∈ [0, 1] est de la forme u0(x) = uc∗(0, x) + h(x), ave h à support ompat. Alors
‖u(t, ·)− uc∗(t, ·)‖∞ = O
(
1√
t
)
.
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II.4 Ondes pulsatoires pour le système de la SHS ave terme
soure monostable
On étudie au hapitre 4 l'existene d'ondes pulsatoires pour le système de réation-
diusion en dimension un suivant {
Tt − Txx = TY,
Yt = −TY. (31)
Il s'agit d'un modèle simple de ombustion solide utilisé en partiulier pour étudier les
proessus de synthèse de matériaux par ombustion auto-propagée (SHS, 'Self-propagating
High-temperature Synthesis'). La fontion T (t, x) représente la température et Y (t, x)
la fration massique du réatant solide.
Ce système s'obtient à partir du modèle termodiusif lassique dans l'étude de la
propagation de amme prémélangée en milieu gazeux [12℄ :{
Tt − Txx = f(T )Y,
Yt − 1
Le
Yxx = −f(T )Y.
Notons que le hamp de vitesse est nul omparé au hapitre 1. Le nombre de Lewis
est le quotient de la diusivité thermique par la diusivité moléulaire ; ette dernière
étant nulle dans le as de la ombustion solide, on obtient le système (31) à la limite
Le → +∞. Notons que nous onsidérons ii f(T ) = T ; La dépendane du taux de
réation f par rapport à T est omplexe ; l'hypothèse f(T ) = T que nous faisons ii est
très simpliatrie du point de vue physique mais permet une étude mathématique du
système.
Le système (31) étant homogène, il est naturel de se demander omment apparaissent
de telles ondes pulsatoires. Celles-i vont jouer un rle dans l'étude de la dynamique en
temps grand du système, pour une distribution initiale Y0(x) périodique du réatant.
Quand la distribution initiale est uniforme, autrement dit quand on onsidère des
limites à l'inni de T et Y sont uniformes, on est onduit à étudier les solutions globales
en temps de type ondes progressives T (t, x) = T˜ (x+ ct), Y (t, x) = Y˜ (x + ct), le triplet
(c, T˜ , Y˜ ) étant alors solution du problème
−T˜ ′′ + cT˜ ′ = T˜ Y˜ ,
cY˜ ′ = −T˜ Y˜ ,
T˜ (−∞) = 0, T˜ (+∞) = 1,
Y˜ (−∞) = 1, Y˜ (+∞) = 0.
(32)
L'existene et l'uniité d'ondes progressives pour une demi-droite de vitesses admissibles
ont été obtenus par Logak [56℄ pour des nonlinéarités plus générales de la forme f(T )Y
ave f de type KPP. Dans le as de nonlinéarités de type ignition, le problème avait été
résolu par Berestyki, Niolaenko et Sheurer [15℄. Nous retrouvons le résultat de Logak
par la méthode présentée ii.
Les ondes pulsatoires apparaissent en onsidérant une distribution périodique du
réatant dans la zone fraîhe ; ei revient à onsidérer les limites suivantes quend x →
−∞ :
T (t,−∞) = 0 et lim
x→−∞
(Y (t, x)− Yp(x)) = 0,
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où Yp(x) est une fontion 1-périodique stritement positive. Les onditions aux limites
dans la zone brûlée, 'est à dire quand x→ +∞, sont les suivantes. Si on impose que la
ombustion est omplète en +∞, 'est à dire Y (t,+∞) = 0, alors la température de n
de ombustion est
T (t,+∞) = 〈Yp〉 :=
∫ 1
0
Yp(x)dx.
Une onde pulsatoire (T (t, x), Y (t, x)) solution de (31) et ave une distribution pério-
dique Yp en −∞ est alors une solution lassique dénie pour tout t, x ∈ R, telle qu'il
existe c 6= 0 pour lequel
T (t+
1
c
, x) = T (t, x+ 1), Y (t+
1
c
, x) = Y (t, x+ 1),
et telle que pour tout t ∈ R,
T (t,−∞) = 0, T (t,+∞) = 〈Yp〉,
lim
x→−∞
(Y (t, x)− Yp(x)) = 0, Y (t,+∞) = 0.
On onsidère ainsi au nal le système :
Tt − Txx = TY,
Yt = −TY,
T (t+
1
c
, x) = T (t, x), Y (t+
1
c
, x) = Y (t, x),
T (t,−∞) = 0, lim
x→−∞
(Y (t, x)− Yp(x)) = 0,
T (t,+∞) = 〈Yp〉, Y (t,+∞) = 0.
(33)
Bien que de nombreux travaux portent sur les systèmes en milieu homogène, peu
de résultats mathématiquement rigoureux existent sur e type de systèmes en milieu
inhomogène . Citons par exemple le travail de Haragus et Shneider [44℄ et eux Sandstede
et Sheel [72, 73℄ sur l'étude de l'existene de fronts par des tehniques de bifuration.
L'asymptotique "hautes énergies d'ativation" a été étudiée en détail par des méthodes
de développements raordés (Matkowsky, Sivashinsky [59℄). Lorsque la donnée en −∞
est périodique, les seuls travaux existants à notre onnaissane sont eux de Monneau
et Weiss [60℄ qui portent sur l'existene d'ondes pulsatoires pour l'équation de Stefan en
les variables limites T∞ et Y∞ :
∂tT∞ − Y 0∂tχ = ∆T∞,
où Y 0 désigne la donnée initiale de Y∞ et
χ(t, x)

= 0, esssup(0,t) T∞(·, x) < 1,
∈ [0, 1], esssup(0,t) T∞(·, x) = 1,
= 1, esssup(0,t) T∞(·, x) > 1.
Nous montrons au hapitre 4 que le problème (33) est de type KPP et nous araté-
risons l'ensemble des vitesses admissibles :
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Théorème 7. Le système (33) possède une solution lassique (T, Y ) telle que T > 0 et
Y > 0 si et seulement si c ≥ c∗ ; de plus,
c∗ = min
λ>0
k(λ)
λ
,
où k(λ) est la valeur propre prinipale de l'opérateur
Lλv = v
′′ + 2λv′ + (λ2 + Yp(x))v,
agissant sur les fontions v ∈ C2(R) 1-périodique
Pour étudier le problème (33), nous nous plaçons dans le repère mobile en posant
T˜ (t, ξ) = T (t, ξ − ct), Y˜ (t, ξ) = Y (t, ξ − ct).
Les ondes pulsatoires sont alors les solutions (T˜ , Y˜ ) 1/c-périodiques en temps du pro-
blème suivant : 
T˜t − T˜ξξ + cT˜ξ = T˜ Y˜ ,
Y˜t + cY˜ξ = −T˜ Y˜ ,
T˜ (t+
1
c
, ξ) = T˜ (t, ξ), Y˜ (t+
1
c
, ξ) = Y˜ (t, ξ),
T˜ (t,−∞) = 0, lim
ξ→−∞
(Y˜ (t, ξ)− Yp(ξ − ct)) = 0,
T˜ (t,+∞) = 〈Yp〉, Y˜ (t,+∞) = 0.
(34)
Un outil important dans l'étude de l'existene d'ondes pulsatoires est le prinipe
du maximum pour les équations paraboliques, mais il n'est pas vérié en général pour
les systèmes. Il existe des exeptions, omme les systèmes monotones qui possèdent un
prinipe de omparaison (f [90℄). Toutefois, notre système n'est pas monotone. La non-
linéarité spéique f(T ) = T onsidérée ii nous permet de ramener la reherhe d'ondes
pulsatoires du système (31) en la reherhe d'ondes pulsatoires de l'équation salaire
ut − uxx = Yp(x)(1− e−u), (35)
grâe au nouveau hangement de variables
T (t, x) = ut(t, x) et Y (t, x) = Yp(x)e
−u(t,x). (36)
Cei explique que la vitesse minimale est la même que préédemment. Notons que la
nonlinéarité 1− e−u ne possède ii qu'un point xe u = 0. Une onde pulsatoire u(t, x) de
(35) est alors une solution de lasse C1,2(R2) telle qu'il existe c 6= 0 pour lequel
u(t+
1
c
, x) = u(t, x+ 1),
mais qui relie ette fois les états 0 et +∞ :
u(t,−∞) = 0, u(t,+∞) = +∞.
Pour obtenir des ondes du système à l'aide des relations (36), il est néessaire de
onstruire des ondes positives de (35) qui ont un omportement linéaire bien préis
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en +∞. Pour formuler notre résultat, nous nous plaçons omme préédemment dans le
repère mobile en posant u˜(t, ξ) = u(t, ξ−ct), les ondes pulsatoires étant alors les solutions
(c, u˜) du problème 
u˜t − u˜ξξ + cu˜ξ = Yp(ξ − ct)(1− e−u˜),
u˜(t+
1
c
, ξ) = u˜(t, ξ),
u˜(t,−∞) = 0, u˜(t,+∞) = +∞.
(37)
Ave les notations de la setion II-2, nous obtenons le résultat suivant
Théorème 8. Pour tout c ≥ c∗, le problème (37) possède une solution u˜ > 0 qui a les
propriétés suivantes : pour tout t,
∀c ≥ c∗, u˜(t, ξ) = α + 〈Yp〉
c
ξ + Zp(ξ − ct) +O(e−βξ) quand ξ → +∞,
∀c > c∗, u˜(t, ξ) = eλcξψλc(ξ − ct) +O(e(λc+δ)ξ) quand ξ → −∞,
où α ∈ R, β > 0, δ > 0 et Zp est une fontion régulière et 1-périodique.
On obtient ensuite des solutions de (34) grâe aux relations
T˜ (t, ξ) = u˜t(t, ξ) + cu˜ξ(t, ξ) et Y˜ (t, ξ) = Yp(ξ − ct)e−u˜(t,ξ),
équivalentes de (36) dans le repère mobile.
Notons que la diulté est ii d'obtenir des ondes non bornées qui possèdent un
omportement bien préis à l'inni. Pour ela, nous proédons de la façon suivante. Pour
les vitesses supérieures c > c∗ nous nous ramenons aux nonlinéarités lassiques possédant
deux points xes en tronquant la nonlinéarité 1 − e−u en une fontion régulière fM(u)
qui est égale à 1− e−u sur [0,M/2] mais qui s'annule pour u ≥ M . Il existe ainsi grâe
au théorème 2 une onde pulsatoire uM pour tout M > 0 reliant les états 0 en −∞ et
M en +∞. On obtient ensuite à la limite M → +∞ une solution de (37) pour laquelle
on montre qu'elle possède le bon omportement linéaire quand ξ → +∞ grâe à un
développement en série de Fourier en t. Pour l'onde de vitesse minimale, on raisonne
diretement sur une suite d'ondes de vitesse cn > c
∗
de puis on passe à la limite cn → c∗.
Remarque 5. La preuve de l'existene d'ondes pulsatoires pour l'équation (35) se gé-
néralise en dimension supérieure, ainsi que l'ensemble de ette démarhe.
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Chapitre 1
Existene d'ondes pulsatoires d'une
équation de type ignition dans un
ylindre : une nouvelle preuve
1.1 Introdution
Dans e hapitre, nous proposons une nouvelle preuve de l'existene d'ondes pulsa-
toires pour l'équation (1.1). On onsidère un ylindre inni Σ = {(x, y) ∈ R×ω} dont la
setion ω ⊂ RN−1 est un ouvert onnexe régulier et borné et on s'intéresse aux solutions
lassiques de l'équation parabolique semi-linéaire suivante :{
ut −∆u+ q(x, y).∇u = f(u), t ∈ R, (x, y) ∈ Σ,
∂νu = 0, t ∈ R, (x, y) ∈ ∂Σ, (1.1)
où ν = ν(x) désigne le veteur normal unitaire sortant de ∂Σ = R × ∂ω et ∂νu = ∂u∂ν
la dérivée normale. Par solution lassique, nous entendons une fontion u ∈ C1,2(Σ)
(une fois dérivable en t, deux fois dérivables en (x, y)). Le hamp de vitesse q(x, y) =
(q1(x, y), . . . , qN(x, y)) est supposé de lasse C
2
sur Σ et vérie les hypothèses suivantes :
div q = 0 dans Σ,
∀(x, y) ∈ Σ, q(x+ L, y) = q(x, y),∫
(0,L)×ω
q1(x, y)dxdy = 0,
q.ν = 0 sur ∂Σ.
(1.2)
Ainsi, q est périodique en x de période L > 0. Le terme soure non linéaire f est de type
ignition ave les propriétés suivantes : f ∈ C2([0, 1],R), il existe θ ∈ (0, 1) tel que f = 0
sur [0, θ], f > 0 sur ]θ, 1[, f(1) = 0 et f ′(1) < 0 (f gure 1.1).
Au vu de la périodiité du hamp de vitesse, les solutions partiulières qui nous
intéressent sont les ondes pulsatoires qui se propagent, par onvention, vers la gauhe du
ylindre :
Dénition 1.1.1. Une onde progressive pulsatoire u(t, x, y) de l'équation (1.1) est une
solution lassique u telle qu'il existe c 6= 0 (vitesse de l'onde) vériant :
u(t+
L
c
, x, y) = u(t, x+ L, y) ∀t ∈ R, (x, y) ∈ Σ,
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et telle que :
∀t ∈ R, u(t,−∞, y) = 0, u(t,+∞, y) = 1, uniformément par rapport à y.
L'objetif de e hapitre est de donner une preuve alternative du résultat suivant
Théorème 1.1.1. [6, 95℄ L'équation (1.1) possède une solution d'onde pulsatoire (c, u).
1.2 La démarhe utilisée
Notre preuve repose sur le hangement de variables naturel qui onsiste à se plaer
dans le repère mobile à la vitesse c. Cei onduit à étudier l'existene de solutions pério-
diques en temps pour une équation parabolique non linéaire. Pour ela, nous utiliserons
une méthode de ontinuation ainsi que les outils lassiques des équations paraboliques.
Nous ommençons ainsi par nous plaer dans le repère mobile
ξ = x+ ct
en eetuant le hangement de fontions suivant :
v(t, ξ, y) = u(t, ξ − ct, y) = u(t, x, y). (1.3)
La fontion v est L/c - périodique en temps puisque
v(t+
L
c
, ξ, y) = u(t+
L
c
, ξ − ct− L, y) = u(t, ξ − ct, y) = v(t, ξ, y),
et elle vérie le problème :
vt −∆v + q(ξ − ct, y).∇v + cvξ = f(v) dans Σ,
∂νv = 0 sur ∂Σ,
v(t,−∞, y) = 0, v(t,+∞, y) = 1, ∀t, uniformément en y,
v(t+
L
c
, ξ, y) = v(t, ξ, y).
(1.4)
La vitesse c étant une inonnue du problème, nous eetuons un nouveau hangement
de variables pour travailler ave des fontions 1-périodique en temps :
w(τ, ξ, y) = v
(
L
c
τ, ξ, y
)
= v(t, ξ, y). (1.5)
Fig. 1.1  Nonlinéarité de type ignition
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L'appliation w est alors 1-périodique en temps et vérie le problème :
c
L
wτ −∆w + q(ξ − Lτ, y).∇w + cwξ = f(w) dans Σ,
∂νw = 0 sur ∂Σ,
w(τ,−∞, y) = 0, w(τ,+∞, y) = 1, ∀τ, uniformément en y,
w(τ + 1, ξ, y) = w(τ, ξ, y).
(1.6)
La question de l'existene d'ondes pulsatoires revient ainsi à montrer le résultat suivant
Théorème 1.2.1. Le problème (1.6) possède une solution (c, w).
On onsidère les problèmes suivants paramétrés par s ∈ [0, 1] :
(Pbm)s

c(s)
L
w(s)τ −∆w(s) + sq(ξ − Lτ, y).∇w(s) + c(s)w(s)ξ = f(w(s)) dans Σ,
∂νw
(s) = 0 sur ∂Σ,
w(s)(τ,−∞, y) = 0, w(s)(τ,+∞, y) = 1,
w(s)(τ + 1, ξ, y) = w(s)(τ, ξ, y).
Pour s = 0, on obtient l'équation
c(0)
L
w(0)τ −∆w(0) + c(0)w(0)ξ = f(w(0)).
En revenant à la variable initiale par le hangement inverse
u(t, x, y) = v(t, x+ ct, y) = w(
c
L
t, x+ ct, y),
on est ramené à l'équation de réation-diusion lassique
u
(0)
t −∆u(0) = f(u(0)).
Cette équation possède une unique solution d'onde progressive unidimensionnelle de la
forme u(t, x, y) = φ(x+ ct) [49℄, qui est don aussi une onde pulsatoire. Pour s = 1, on
obtient l'équation étudiée. On souhaite alors montrer que le problème (Pbm)s possède
une solution pour tout s ∈ [0, 1] en ontinuant la solution existante pour s = 0 par
rapport au paramètre s. On proède pour ela en 3 étapes :
1. En partant du fait que l'équation admet une solution pour s = 0, on montre qu'il
existe δ > 0 tel que le problème (Pbm)s admette une solution (c
(s), w(s)), ∀s ∈ [0, δ[.
2. On pose smax = sup {τ ∈ [0, 1] tel que l'équation a une solution pour tout s ∈
[0, τ [}. On montre alors que smax est atteint, 'est-à-dire qu'on a une solution en
smax.
3. Si smax < 1, on montre qu'il existe δ > 0 tel que l'équation a une solution ∀s ∈
[smax, smax+δ[ et ei ontredit la dénition de smax. Ainsi, smax = 1 et par l'étape
2 on a une solution pour s = 1.
Les étapes 1 et 3 sont identiques, il s'agit de ontinuer loalement la solution par
rapport au paramètre. Pour ela, on linéarise l'équation autour d'une solution onde
pulsatoire et on utilise le théorème des fontions impliites. L'étape 2 onsiste à passer
à la limite dans le paramètre de ontinuation et une suite de solutions (c(sn), w(sn))n. Il
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est important pour ela d'obtenir un enadrement à priori sur la vitesse pour pouvoir
extraire de la suite (c(sn))n une sous-suite onvergente. On montrera que la suite (w
(sn))n
onverge loalement vers w∞ qui vérie l'équation, les onditions au bord et aux limites,
e dernier point étant le plus déliat.
Après avoir rappeler les propriétés qualitatives à priori des ondes pulsatoires, nous
traitons dans les setions suivantes suessivement des estimations sur la vitesse c, du
passage à la limite, puis de la ontinuation de la solution périodique.
1.3 Résultats prérequis
Nous nous intéressons ii uniquement à l'existene d'ondes pulsatoires et non aux
propriétés qualitatives. Celles-i sont néanmoins des informations préliminaires indispen-
sables pour étudier l'existene d'ondes ; nous les rappelons ainsi sans les redémontrer. le
problème aux valeurs propres présenté i-dessous permet de onstruire des sur-solutions
exponentielles qui seront néessaires pour la suite.
1.3.1 Propriétés qualitatives des ondes
Proposition 1.3.1. [6, 95℄ Si (c, u) est une solution onde pulsatoire de (1.1), alors on
a les propriétés suivantes
(i) l'onde vérie 0 < u < 1 et est stritement roissante par rapport à t,
(ii) la vitesse c est stritement positive et unique,
(iii) l'onde u est unique à translation en t près.
Remarque 1.3.1. Il est naturel que la vitesse c soit positive : l'état 1 stable envahit
l'état 0 instable et vu les onditions aux limites, l'onde se propage ainsi vers la gauhe
du ylindre.
1.3.2 Problèmes aux valeurs propres
Proposition 1.3.2. [6℄ 1) Pour tout (s, c, λ) ∈ R3, il existe un unique µ = µ(s, c, λ) ∈ R
(valeur propre prinipale) et une fontion stritement positive φ = φs,c,λ ∈ C2(Σ), unique
à une onstante multipliative près, tels que :
Ls,c,λφ = µφ dans Σ,
∂νφ = 0 sur ∂Σ,
φ(x+ L, y) = φ(x, y),
(1.7)
où l'opérateur Ls,c,λ est déni par
Ls,c,λφ = −∆φ + sq(x, y).∇φ− 2λφx + λ(sq1(x, y) + c)φ.
2) La fontion µ est C2 en (s, c, λ) et elle vérie
µ(s, c, 0) = 0, et ∂λµ(s, c, 0) = c.
3) Il existe λ > 0 tel que pour tout c ∈ [c, c] et s ∈ [0, 1],
δ(s, c, λ) := µ(s, c, λ)− λ2 > 0.
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Démonstration. 1) Les points 1) et 2) sont démontrés dans [6℄. Notons que la régularité
de µ déoule de la simpliité de la valeur propre prinipale.
3) On déduit du point 2) que ∂λµ(s, c, 0) = c ≥ c et qu'il existe M > 0 tel que
|∂2λµ(s, c, λ)| ≤M pour (s, c, λ) ∈ [c, c]× [0, 1]× [0, 1]. On a ainsi pourλ ∈ [0, c2M ]
∂λµ(s, c, λ) ≥ c−Mλ ≥ c/2,
et don µ(s, c, λ) ≥ cλ/2. Il existe alors λ susamment petit tel que pour c ∈ [c, c] et
s ∈ [0, 1], on ait δ(s, c, λ) := µ(s, c, λ)− λ2 > 0.
1.4 Estimations sur c
Dans ette setion, on onsidère une solution onde pulsatoire (c, u) de (1.1) et on
établit des estimations à priori sur la vitesse. On établit d'abord une borne supérieure
puis ensuite une borne inférieure. Ces estimations permettront de passer à la limite sur
la vitesse c dans la setion suivante. Ces deux étapes sont assez semblables à elles de
[6℄, la diérene étant qu'elles sont faites diretement sur le domaine non borné.
1.4.1 Borne supérieure sur la vitesse
Proposition 1.4.1. Il existe c > 0 (ne dépendant que de θ, f et ||q1||∞) tel que pour
toute onde pulsatoire (c, u) de (1.1), on ait c < c.
Démonstration. Soit (c, u) une onde pulsatoire de (1.1), elle vérie ainsi le problème
ut −∆u+ q(x, y).∇u = f(u) dans Σ,
∂νu = 0 sur ∂Σ,
∀t ∈ R, u(t,−∞, y) = 0, u(t,+∞, y) = 1, uniformément par rapport à y.
On onsidère alors une fontion f¯ ave les mêmes propriétés que f mais stritement
positive sur ]θ/2, 2[ (au lieu de ]θ, 1[) et stritement supérieure à f . Soit alors (c¯, φ¯) une
Fig. 1.2  Les nonlinéarités f et f¯
onde unidimensionnelle assoiée à f¯ , 'est à dire une solution de l'équation :{ −φ¯′′ + c1φ¯′ = f¯(φ¯),
φ¯(−∞) = θ/4, φ¯(+∞) = 2.
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La fontion U(t, x, y) = φ¯(x+ (c1 + ‖q1‖∞)t) est alors solution de :
Ut −∆U − ‖q1‖∞Ux = f¯(U),
∂νU = 0,
∀t ∈ R, U(t,−∞, y) = θ/4, U(t,+∞, y) = 2, uniformément par rapport à y,
U(0, x, y) = φ¯(x).
Puisque u0 est à valeurs dans [0, 1] et que φ¯ est unique à translation près et est à
valeurs dans [θ/4, 2], on peut la translater de telle sorte que U0(x, y) = φ¯(x) ≥ u0(x, y).
Considérons maintenant la diérene U − u. Elle vérie l'équation :
(U − u)t −∆(U − u)− ‖q1‖∞Ux − q.∇u = f¯(U)− f(u),
∂ν(U − u) = 0,
(U − u)(0, x, y) = U0 − u0 ≥ 0.
En posant
k(t, x, y) =
f¯(U)− f¯(u)
U − u =
∫ 1
0
f¯ ′(u+ σ(U − u))dσ
et en remarquant que U ne dépend pas de y, on obtient le problème :
(U − u)t −∆(U − u) + q(x, y).∇(U − u)− k(t, x, y)(U − u)
= (f¯(u)− f(u)) + (q1 + ‖q1‖∞)Ux ≥ 0,
∂ν(U − u) = 0,
(U − u)(0, x, y) = U0 − u0 ≥ 0,
U − u bornée,
puisque f(u) ≤ f¯(u) et Ux = φ¯′ > 0 (propriété de monotonie de l'onde φ¯).
Ainsi, par le prinipe du maximum faible parabolique, on a U − u ≥ 0. D'où
u(t, x, y) ≤ U(t, x, y) = φ¯(x+ (c1 + ‖q1‖∞)t), ∀t ≥ 0, ∀(x, y) ∈ Σ.
On a alors :
u(t, x+NL, y) = u(t+N
L
c
, x, y) ≤ φ¯
(
x+ (c1 + ‖q1‖∞)(t+NL
c
)
)
.
On onsidère maintenant (xθ, yθ) ∈ Σ tel que u(0, xθ, yθ) = θ. En prenant x := xθ −NL,
on obtient
θ = u(0, xθ, yθ) ≤ φ¯
(
xθ +N
(
(c1 + ‖q1‖∞)L
c
− L
))
.
Puisque φ¯(x) tend vers θ/4 quand x→ −∞, on en déduit, en faisant N → +∞, que
l'on doit avoir (c1 + ‖q1‖∞)L
c
− L ≥ 0, 'est à dire :
c ≤ c := c1 + ‖q1‖∞,
e qui orrespond à notre estimation.
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1.4.2 Borne inférieure sur la vitesse
Proposition 1.4.2. Il existe c > 0 tel que pour tout onde pulsatoire (c, u) de (1.1), on
ait c > c.
Démonstration. On travaille dans la variable v ; on intègre d'abord l'équation vériée
par v puis on établit l'estimation inférieure.
Étape 1 - Intégration de l'équation. On travaille sur l'équation vériée par v :
vτ −∆v + q(ξ − ct, y).∇v + cvξ = f(v),
qu'on intègre sur [0, L/c]× [−M,M ]× ω :∫ L/c
0
∫
[−M,M ]×ω
(vτ −∆v + q(ξ − ct, y).∇v + cvξ) dtdξdy =
∫ L/c
0
∫
[−M,M ]×ω
f(v)dtdξdy.
Regardons haun des termes du membre de gauhe :
 Le premier terme donne par périodiité∫ L/c
0
vt(t, ξ, y)dt = v(L/c, ξ, y)− v(0, ξ, y) = 0.
 Pour le deuxième, on a∫
[−M,M ]×ω
∆v dxdy =
∫
∂([−M,M ]×ω)
∂νv =
∫
[−M,M ]×∂ω
∂νv +
∫
{−M,M}×ω
∂νv.
On a d'une part ∂νv = 0 sur ∂ω et d'autre part∫
{−M,M}×ω
∂νv =
∫ L/c
0
∫
ω
(vξ(t,M, y)− vξ(t,−M, y))dtdy M→+∞−−−−−→ 0.
En eet, |vξ(t, ξ)| → 0 quand |ξ| → +∞ grâe aux estimations paraboliques et aux
limites nies de v quand |ξ| → +∞.
 Le troisième terme donne∫
[−M,M ]×ω
q(ξ−ct, y).∇v = −
∫
[−M,M ]×ω
v divq(ξ−ct, y)+
∫
∂([−M,M ]×ω)
vq(ξ−Lτ, y).ν.
Comme div(q) = 0 dans Σ et q.ν = 0 sur ∂Σ, e terme est égal à :∫
{−M,M}×ω
vq(ξ−Lτ, y).ν =
∫
ω
[v(t,M, y)q1(M−ct, y)−v(t,−M, y)q1(−M−ct, y)]→ 0
quand M → +∞ ar v(t, ξ, y) a pour limites 0 et 1 en ξ → ±∞ et q1 est de
moyenne nulle sur la ellule [0, L]× ω.
 Finalement, quand M → +∞∫
[−M,M ]×ω
cvξ = c
∫
ω
(v(t,M, y)− v(t,−M, y))dy −→ c|ω|.
En eet,
c|ω|−c
∫
ω
(v(t,M, y)−v(t,−M, y))dy = c
∫
ω
v(t,−M, y)dy+c
∫
ω
(1−v(t,M, y))dy.
On onlut par onvergene uniforme en y de v(t,−M, y) vers 0 et de v(t,M, y)
vers 1.
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En passant à la limite M → +∞, on en déduit nalement que :∫ L/c
0
∫
Σ
f(v(t, ξ, y))dtdξdy = L|ω|.
Étape 2 - Borne inférieure. Montrons qu'il existe une borne inférieure stitement
positive sur la vitesse. Par l'absurde, on suppose qu'il existe une suite de solutions (cn, vn)
telle que cn → 0. Érivons l'équation de vn sous la forme
vn,t −∆vn + q(ξ − ct, y).∇vn + cnvn,ξ − f(vn)
vn
vn = 0.
Puisque les oeients de ette équation (cn, ‖q‖∞ et f(vn)/vn) sont bornés, les esti-
mations paraboliques de type Shauder [54℄ donnent l'existene d'une onstante Cuniv
indépendante de n telle que pour tout N > 0
‖vn‖C1/2,1([1,2]×[N,N+1]×ω) ≤ Cuniv‖vn‖∞ ≤ Cuniv.
En utilisant la périodiité en temps, on obtient que
‖vn‖C1/2,1(R×Σ) ≤ Cuniv.
D'autre part, il existe ε assez petit tel que f(u) ≥ f(θ1)
2
, ∀u ∈ [θ1 − ε, θ1 + ε], où
θ1 =
1+θ
2
. Pour tout t, il existe (ξt, yt) tel que tel que vn(t, ξt, yt) =
1+θ
2
. Les estimations
paraboliques donnent alors :
|vn(t, ξ, y)− vn(t, ξt, yt)| ≤ Cuniv‖(ξ, y)− (ξt, yt)‖.
Considérons alors un ouvert Bt de volume γ, ave γ xé assez petit, tel que
Bt ⊂ {(ξ, y)/‖(ξ, y)− (ξt, yt)‖ ≤ ε
Cuniv
}.
Ainsi, pour tout (ξ, y) ∈ Bt, |vn(t, ξ, y)− vn(t, ξt, yt)| ≤ ε et don f(vn(t, ξ, y)) ≥ f(θ1)2 .
Par onséquent, pour tout n, on a :
L|ω| =
∫ L/cn
0
∫
Σ
f(vn(t, ξ, y))dtdξdy ≥
∫ L/cn
0
(∫
Bt
f(vn(t, ξ, y))dξdy
)
dt
≥
∫ L/cn
0
γ
f(θ1)
2
dt =
Lγf(θ1)
2cn
,
e qui est absurde puisque cn → 0. Ainsi il existe c > 0 tel que c < c pour toute solution
(c, v).
1.5 Passage à la limite
On s'intéresse dans ette setion à l'étape 2 de passage à la limite. Il s'agit de montrer
que si pour une suite de paramètres sn onvergeant vers s il existe une suite de solutions
(cn, wn) := (c
(sn), w(sn)) du problème (Pbm)sn , alors on peut passer à la limite n→ +∞
dans ette suite de solutions et obtenir une solution de (Pbm)s.
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1.5.1 Extration d'une sous-suite onvergente
Considérons ainsi une suite de paramètres sn → s et montrons que (Pbm)s possède
une solution. La suite de fontions (cn, wn) est solution du problème
(Pbm)sn

cn
L
wn,τ −∆wn + snq(ξ − Lτ, y).∇wn + cnwn,ξ = f(wn) dans Σ,
∂νwn = 0 sur ∂Σ,
wn(τ,−∞, y) = 0, wn(τ,+∞, y) = 1,
wn(τ + 1, ξ, y) = wn(τ, ξ, y),
Pour obtenir une fontion limite non triviale, on impose la ondition de normalisation
suivante
max
R×R−×ω
wn(τ, ξ, y) = θ.
Cei est possible puisque wn est dénie à translation près. En eet, si wn est solution de
(Pbm)sn, alors
Wn(τ, ξ, y) := wn(τ + r, ξ + Lr, y),
ave r ∈ R, est aussi solution. Ces éléments susent pour montrer que (cn, wn) →
(c∞, w∞) solution de (Pbm)s.
Tout d'abord, d'après les estimations de la setion 1.2, on a 0 < c ≤ cn ≤ c, ∀n.
La suite (cn)n est don bornée et on peut en extraire une sous-suite onvergeant vers
c := c∞ ave 0 < c ≤ c ≤ c. On note enore (cn)n ette sous-suite. D'après les résultats
prérequis, on a 0 ≤ wn ≤ 1. Les oeients de l'équation
cn
L
wn,τ −∆wn + snq(ξ − Lτ, y).∇wn + cnwn,ξ − f(wn)
wn
wn = 0,
étant bornés, il existe pour tout N ∈ N une onstante CN telle que pour 0 < α < 1, on
a l'estimation parabolique suivante :
‖wn‖C1+α/2,2+α([1,2]×[−N,N ]×ω) ≤ CN ,
CN étant indépendant de n. Ces estimations sont valables sur R × [−N,N ] × ω par
périodiité de wn. Par le théorème d'Asoli et le proédé d'extration diagonale, on peut
extraire de wn une sous-suite, notée enore wn, qui onverge dans C
1,2
loc (R × Σ) vers
w := w∞. Montrons alors le résultat suivant :
Proposition 1.5.1. La fontion limite w est solution de (Pbm)s.
Vu la onvergene de wn vers w, ette dernière vérie
c
L
wτ −∆w + sq(ξ − Lτ, y).∇w + cwξ = f(w) dans Σ,
∂νw = 0 sur ∂Σ,
w(τ + 1, ξ, y) = w(τ, ξ, y).
(1.8)
Le point déliat est de montrer qu'elle vérie les onditions à la limite. Pour ela, on a
besoin de sur-solutions exponentielles.
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1.5.2 Solutions exponentielles
Puisque wn vérie la ondition de normalisation
max
R×R−×ω
wn(τ, ξ, y) = θ,
wn vérie l'équation suivante pour ξ ≤ 0
cn
L
wn,τ −∆wn + snq(ξ − Lτ, y).∇wn + cnwn,ξ = 0.
On note par la suite Pn l'opérateur parabolique suivant
Pn(w) :=
cn
L
wτ −∆w + snq(ξ − Lτ, y).∇w + cnwξ.
On herhe alors des sur-solutions pn > 0 de es équations vériant
Pn(pn) = δnpn,
ave δn > 0. Les pn sont herhées sous forme exponentielle :
pn(τ, ξ, y) = e
λnξφn(ξ − Lτ, y).
Le triplet (δn, λn, φn(x, y)) doit alors vérier l'équation suivante :
−∆φn + snq(x, y).∇φn − 2λnφn,x + λn(snq1(x, y) + cn)φn = (λ2n + δn)φn,
∂νφn = 0 sur ∂Σ,
φn(x+ L, y) = φn(x, y).
(1.9)
La proposition 1.3.2 donne alors l'existene pour tout n du triplé
(δn, λn, φn) := (δ(sn, cn, λ), λ, φn)
qui satisfait les onditions. Notons qu'on a alors
pn(τ, ξ, y) = e
λξφn(ξ − Lτ, y),
'est à dire que le terme exponentiel ne dépend pas de n.
1.5.3 Conditions à l'inni
Pour terminer ette setion, montrons que l'appliation w := w∞ vérie les onditions
à l'inni. Nous ommençons par la limite en −∞.
Proposition 1.5.2. La fontion limite vérie w(τ,−∞, y) = 0.
Pour montrer e résultat, nous ommençons par établir la déroissane exponentielle
des fontions wn en les majorant par
pn(τ, ξ, y) = e
λξφn(ξ − Lτ, y),
puis nous estimons φn indépendamment de n. Nous avons besoin pour ela de xer la
ondition de normalisation suivante sur φn
min
Σ
φn = 1.
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Lemme 1.5.3. Soit n ∈ N. On a l'estimation suivante
∀τ, ∀ξ ≤ 0, ∀y, wn(τ, ξ, y) ≤ pn(τ, ξ, y). (1.10)
Démonstration. Soit ε > 0 xé. On onsidère la fontion
p¯n(τ, ξ, y) := (1 +mne
−δnτ )pn(τ, ξ, y) + ε,
où mn est une onstante à déterminer. On a alors
Pn(p¯n − wn) = Pn(p¯n) = −δnmne−δnτpn + (1 +mne−δnτ )δnpn,
= δnpn ≥ 0.
De plus, pn(τ, 0, y) = φn(−Lτ, y) ≥ 1, don si on hoisit mn > 0, on a
(p¯n − wn)(τ, 0, y) ≥ 1− wn(τ, 0, y) ≥ 0.
Enn, ompte-tenu du fait que wn(0, ξ, y)→ 0 quand ξ → −∞, on a
(p¯n − wn)(0, ξ, y) ≥ mneλξ + ε− wn(0, ξ, y) ≥ 0, ∀ξ ≤ 0, y ∈ ω,
si on hoisit mn assez grand. On onlut en appliquant le prinipe du maximum parabo-
lique sur le demi-ylindre (−∞, 0)× ω. Puisque
Pn(p¯n − wn) ≥ 0,
(p¯n − wn)(τ, 0, y) ≥ 0,
(p¯n − wn)(0, ξ, y) ≥ 0,
p¯n − wn bornée
la fontion p¯n − wn est toujours positive ou nulle. Ensuite, on xe τ ∈ (0, 1) et on
onsidère l'inégalité wn(τ + n, ξ, y) ≤ p¯n(τ + n, ξ, y). En utilisant la périodiité de pn et
wn, on voit en faisant n→∞ que
wn(τ, ξ, y) ≤ pn(τ, ξ, y) + ε,
et ei est vrai pour tout ε > 0, don
wn(τ, ξ, y) ≤ pn(τ, ξ, y),
qui est l'estimation souhaitée.
Démonstration de la proposition 1.5.2. Les fontions φn vérient les estimations suivantes
ave R > 0 :
1 ≤ φn ≤ R
d'après la normalisation hoisie,min
Σ
φn = 1, et l'inégalité de Harnak jusqu'à la frontière.
On a ainsi l'inégalité suivant, pour tout ξ ≤ 0,
wn(τ, ξ, y) ≤ Reλξφn(ξ − Lτ, y).
On obtient ainsi à la limite
w(τ, ξ, y) ≤ Reλξ,
pour tout ξ ≤ 0, et don w(τ,−∞, y) = 0.
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Regardons maintenant la limite en +∞.
Lemme 1.5.4. La fontion limite vérie w(τ,+∞, y) = 1.
Démonstration. Nous allons d'abord montrer que
∀y, w(t, Lt, y)→ 1, quand t→ +∞,
'est à dire que, à y xé, w tend vers 1 dans la diretion R.(1, L, 0) + (0, 0, y). Nous
reviendrons ensuite à la diretion R.(0, 1, 0) grâe à la périodiité de w en t.
Le hoix de la diretion (1, L, 0) provient du fait que w(t, Lt, y) = u(L
c
t, 0, y), u étant
la variable initiale de l'équation. Puisque ∂tun > 0, on obtient à la limite ∂tu ≥ 0. En
fait, ∂tu > 0. En eet, U := ut est une solution positive de l'équation{
Ut −∆U + q.∇U − f ′(u)U = 0,
∂νU = 0.
Par le prinipe du maximum fort, soit U = 0, soit U > 0. Si U = ut = 0, alors u(t, x)
est onstante et u(N/c, 0, 0) = u(0, N, 0) ne dépend pas de N . Cei est absurde au vu
des limites diérentes quand ξ → ±∞. De plus, 0 < u(t, x, y) < 1, don u(t, x, y) admet
une limite u¯(x, y) quand t → +∞. Cette fontion u¯ est périodique puisqu'en passant
à la limite t → +∞ dans la relation d'onde pulsatoire u(t + L/c, x, y) = u(t, x,+L, y),
on obtient u¯(x + L, y) = u¯(x + L, y) en passant à la limite t → +∞. De plus, u¯ vérie
l'équation { −∆u¯+ q.∇u¯ = f(u¯) dans Σ,
∂ν u¯ = 0 sur ∂Σ.
(1.11)
Nous allons montrer que u¯ = 1. La première étape est de prouver que
f(u¯) = 0.
Pour ela, on intègre l'équation (1.11) sur C = [0, L]× ω et on montre que∫
C
f(u¯)dxdy =
∫
C
(−∆u¯+ q.∇u¯)dxdy = 0.
En eet, on a d'une part, par périodiité de v¯.∫
[0,L]×ω
∆u¯ dxdy =
∫
∂([0,L]×ω)
∂ν u¯ dS
=
∫
[0,L]×∂ω
∂ν u¯ dS +
∫
{0,L}×ω
∂ν u¯ dS
=
∫
ω
(u¯x(L, y)− u¯x(0, y))dy = 0,
D'autre part,∫
[0,L]×ω
q.∇u¯ dxdy = −
∫
[0,L]×ω
u¯ divq dxdy +
∫
∂([0,L]×ω)
u¯q.ν dS,
1.5. Passage à la limite 35
Puisque div q = 0 dans Σ et q.ν = 0 sur ∂Σ, il reste∫
[0,L]×ω
q.∇u¯ dxdy =
∫
{0,L}×ω
u¯q.ν dS
=
∫
ω
(u¯(L, y)q1(L, y)− u¯(0, y)q1(0, y))dy = 0,
par périodiité de u¯ et de q.
La deuxième étape onsiste à montrer que∫
Σ
|∇u¯|2 dxdy = 0.
Pour ela, on multiplie l'équation (1.11) par u¯ et on intègre sur C. On obtient∫
C
(−u¯∆u¯+ u¯q.∇u¯) dxdy =
∫
C
u¯f(u¯)dxdy = 0,
puisque f(u¯) = 0. Développons le membre de gauhe. On a d'une part
−
∫
C
u¯∆u¯ dxdy =
∫
C
|∇u¯|2dxdy −
∫
∂C
u¯∂ν u¯ dS =
∫
C
|∇u¯|2,
par périodiité de u¯ et le fait que ∂ν u¯ = 0 sur ∂Σ. D'autre part,∫
C
u¯q.∇u¯ dxdy = −
∫
C
u¯ div(u¯q)dxdy +
∫
∂C
u¯2q.ν dS
= −
∫
C
(q.∇u¯+ u¯ divq)dxdy +
∫
∂C
u¯2q.ν dS = 0.
On déduit que u¯(x, y) = u¯ est onstante.
Enn, la ondition de normalisation
max
R×R−×ω
w(τ, ξ, y) = θ
et le fait que wτ + Lwξ = ut > 0 implique que u¯ > θ, d'où u¯ = 1 d'après les propriétés
de f .
Fig. 1.3  Limite dans la diretion (1, L) en (τ, ξ)
Revenons au repère initial. On xe τ0 ∈ [0, 1] et y0 ∈ ω et on montre que w(τ0,+∞, y0) =
1. On eetue pour ela le hangement de variable v = 1 − w et on montre que
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v(τ0,+∞, y0) = 0. la fontion v vérie 0 < v < 1 et par périodiité de w par rapport à
τ , on a
v(τ0, L(τ0 + n), y0) = 1− w(τ0, L(τ0 + n), y0)
= 1− w(τ0 + n, L(τ0 + n), y0)→ 0 quand n→ +∞.
Soit ε > 0, il existe alors n assez grand tel que
0 ≤ v(τ0, L(τ0 + n), y0) ≤ ε et 0 ≤ v(τ0, L(τ0 + n + 1), y0) ≤ ε.
L'inégalité de Harnak implique qu'il existe CL ne dépendant que de L tel que pour
ξ ∈ Dn = [L(τ0 + n), L(τ0 + n+ 1)],
v(τ0, ξ, y0) ≤ sup
[τ0−1,τ0+1]×D0×ω
v(τ, ξ, y) ≤ CL inf
[τ0,τ0+1]×D0×ω
v(τ, ξ, y) ≤ CLε,
e qui onlut la démonstration.
1.6 Continuation loale de solutions
On s'intéresse maintenant à la ontinuation loale, 'est à dire les étapes 1 et 3 de
notre preuve. Il s'agit de montrer le résultat suivant :
Théorème 1.6.1. Soit s0 ∈ [0, 1[ tel que le problème (Pbm)s0 admette une solution
(c(s0), w(s0)). Alors il existe δ tel que le problème (Pbm)s possède une solution (c
(s), w(s))
pour tout s ∈ [s0, s0 + δ[.
Rappelons tout d'abord le problème (Pbm)s :
(Pbm)s

c
L
wτ −∆w + sq(ξ − Lτ, y).∇w + cwξ = f(w) dans Σ,
∂νw = 0 sur ∂Σ,
w(τ,−∞, y) = 0, w(τ,+∞, y) = 1,
w(τ + 1, ξ, y) = w(τ, ξ, y).
En partant d'une solution (c0, w0) := (c(s0), w(s0)) de (Pbm)s0, on herhe à onstruire
une solution (c, w) = (c(s), w(s)) de (Pbm)s pour tout s prohe de s
0
. En posant
d := c− c0, z := w − w0,
on est ramené à herher une solution (d, z) = (d(s), z(s)) du problème
(P˜ bm)s

c0
L
zτ −∆z + s0q(ξ − Lτ, y).∇z + c0zξ − f ′(w0)z + d( 1
L
w0τ + w
0
ξ)
= (s0 − s)q(ξ − Lτ, y).∇(w0 + z) + g(w0, z, d) dans Σ,
∂νz = 0 sur ∂Σ,
z(τ,−∞, y) = z(τ,+∞, y) = 0,
z(τ + 1, ξ, y) = z(τ, ξ, y),
où
g(w0, z, d) := −d( 1
L
zτ + zξ) + f(w
0 + z)− f(w0)− f ′(w0)z.
Nous allons utiliser le théorème des fontions impliites pour montrer l'existene d'une
solution pour tout s prohe de s0.
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1.6.1 Desription formelle de la méthode
Notre méthode pour déterminer la solution (d, z) onsiste à étudier le problème de
Cauhy
(PB)s

c0
L
zτ −∆z + s0q(ξ − Lτ, y).∇z + c0zξ − f ′(w0)z + d( 1
L
w0τ + w
0
ξ)
= (s0 − s)q(ξ − Lτ, y).∇(w0 + z) + g(w0, z, d) dans Σ,
∂νz = 0 sur ∂Σ,
z(τ,−∞, y) = z(τ,+∞, y) = 0,
z(0, ξ, y) = z0(ξ, y),
(1.12)
et à déterminer la donnée initiale z0 telle que la solution du problème soit 1-périodique.
On onsidère pour ela l'appliation
F : R× R× Y1 → Y2, (s, d, z0) 7→ z(1)− z0,
où z est la solution du problème de Cauhy (PB)s. Les espaes fontionnels Y1, Y2 sont
deux espaes de Banah qui seront préisés par la suite. Puisqu'on part d'une solution w0
1-périodique, on a F (s0, 0, 0) = 0. Notre problème se ramène à herher (d, z0) prohes
de (0, 0) tels que F (s, d, z0) = 0. Notons que puisque les oeients de (PB)s sont
1-périodiques, on obtient bien une solution 1-périodique.
Pour obtenir un tel ouple (d, z0), on va appliquer le théorème des fontions impliites
à la fontion F . Le point important est de montrer que Dd,z0F (s
0, 0, 0) est un isomor-
phisme si on hoisit bien les espaes Y1 et Y2. Dans ette setion d'introdution, nous
nous proposons juste de aluler formellement Dd,z0F (s
0, 0, 0) · (d, z0). Dans la suite, on
note
ψ0 =
1
L
w0τ + w
0
ξ , (1.13)
ainsi que l'opérateur parabolique
Pz := zτ − L
c0
∆z +
Ls0
c0
q(ξ − Lτ, y).∇z + Lzξ − L
c0
f ′(w0)z. (1.14)
Pour aluler la diérentielle, on utilise la solution z du problème de Cauhy (PB)s0.
Ave les notations préédentes, (PB)s0 s'érit sous la forme
c0
L
Pz + dψ0 = g(w0, d, z) dans Σ,
∂νz = 0 sur ∂Σ,
z(τ,−∞, y) = 0 = z(τ,+∞, y),
z(0, ξ, y) = z0(ξ, y).
(1.15)
On introduit ensuite l'opérateur d'évolution T (τ, s) assoié à l'opérateur parabolique P .
Il est déni de la façon suivante : à la fontion G(ξ, y), il assoie la solution z(τ, ξ, y) :=
T (τ, s)G(ξ, y) du problème
Pz = 0 dans (s,+∞)× Σ,
∂νz = 0 sur ∂Σ,
z(τ,−∞, y) = 0 = z(τ,+∞, y),
z(s, ξ, y) = G(ξ, y).
(1.16)
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La formule de Duhamel dit alors que la solution z de (1.15) vérie :
z(1) = T (1, 0)z0 +
∫ 1
0
T (1, s)
(
L
c0
g(w0(s), d, z(s))− dL
c0
ψ0(s)
)
ds. (1.17)
Nous verrons que ψ0 est 1-périodique en temps et vérie
Pψ0 = 0 dans Σ,
∂νψ
0 = 0 sur ∂Σ,
ψ0(τ,−∞, y) = 0 = ψ0(τ,+∞, y),
(1.18)
d'où on déduit
T (1, s)
(
d
L
c0
ψ0(s)
)
= d
L
c0
ψ0(1) = d
L
c0
ψ0(0).
En notant ψ00 = ψ
0(0), on a par onséquent,
F (s0, d, z0)− F (s0, 0, 0) = F (s0, d, z0) = z(1)− z0,
= (T (1, 0)− I)z0 − dL
c0
ψ00 +
∫ 1
0
T (1, s)
(
L
c0
g(w0, d, z)
)
ds.
Comme g(w0, d, z) est quadratique en (d, z0), on aura ainsi
Dd,z0F (s
0, 0, 0) · (d, z0) = (T (1, 0)− I)z0 − d L
c0
ψ00 . (1.19)
La diérentielle Dd,z0F (s
0, 0, 0) est alors un isomorphisme de R × Y1 sur Y2 si on a
existene et l'uniité de la solution (d, z0) de l'équation :
(I − T (1, 0))z0 + dL
c0
ψ00 = h ∈ Y2. (1.20)
Pour étudier ette équation, on est ainsi amené à étudier les propriétés de l'opérateur
I −T (1, 0). On montrera que I −T (1, 0) est un opérateur de Fredholm, en déomposant
l'opérateur T (1, 0) en T +K un opérateur ontratant plus un opérateur ompat, et que
0 est une valeur propre simple algébrique et géométrique de T (1, 0) assoiée à la fontion
propre ψ00 :
N(I − T (1, 0)) = N(I − T (1, 0))2 = Rψ00.
Le plan de ette setion est alors le suivant. Nous ommençons par nous plaer dans
un espae à poids (e sera l'espae Y2) qui permet de travailler ave un nouvel opéra-
teur parabolique Q qui possède de meilleures propriétés que P vis à vis de l'utilisation
du prinipe du maximum, un outil utilisé dans toute la setion. Après avoir étudié les
propriétés de ψ0, nous établirons que le problème de Cauhy (PB)s est bien posé dans
l'espae à poids. La suite de la setion détaille les étapes énonées i dessus, 'est à dire
le alul de la diérentielle puis l'étude des propriétés de I − T (1, 0). Nous onlurons
alors en montrant que (1.20) possède une unique solution ; ei est rendu possible par un
hoix judiieux de Y1 omme hyperplan de Y2. Une dernière sous-setion synthétise enn
la démarhe utilisée.
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1.6.2 Détermination du poids
Le oeient d'ordre 0 de l'opérateur parabolique P de notre problème, déni par
(1.14), est −L/c0f ′(w0). Ce oeient tend vers −L/c0f ′(1) qui est stritement positif
quand ξ → +∞ mais vers 0 quand ξ → −∞. Ces propriétés ne sont pas satisfaisantes
pour étudier notre problème. On souhaiterait travailler ave un opérateur dont le oe-
ient d'ordre zéro ait des limites stritement positives quand ξ → ±∞, e qui permettrait
via le prinipe du maximum la onstrution de sur-solutions très utile pour la suite. Pour
remédier à ei, on va travailler dans un espae à poids. On herhe pour ela une fontion
poids p(τ, ξ, y) telle que si on pose
Pz = P (pz(p)) = pQ(z(p)),
alors l'opérateur parabolique Q possède les propriétés souhaitées.
En remplaçant z par pz(p), on obtient :
Pz =
(
pτ − L
c0
∆p+
Ls0
c0
q(ξ − Lτ, y).∇p+ Lpξ
)
z(p)
+
(
z(p)τ −
L
c0
∆z(p) +
(Ls0
c0
q(ξ − Lτ, y)− 2∇p
p
)
.∇z(p) + Lz(p)ξ −
L
c0
f ′(w0)z(p)
)
p.
La diulté est alors de trouver δ0 > 0 et p˜ stritement positive et 1-périodique en τ
tels que :
P˜ p˜ := p˜τ − L
c0
∆p˜ +
Ls0
c0
q(ξ − Lτ, y).∇p˜+ Lp˜ξ = δ0p˜.
Lemme 1.6.2. Il existe δ0 > 0 et p˜ stritement positive telle que
P˜ p˜ = p˜τ − L
c0
∆p˜+
Ls0
c0
q(ξ − Lτ, y).∇p˜+ Lp˜ξ = δ0p˜. (1.21)
De plus, p˜ est de la forme suivante :
p˜(τ, ξ, y) = eλξφ0(ξ − Lτ, y), (1.22)
ave λ > 0, et φ0 stritement positive et L-périodique en sa première variable.
Démonstration. On herhe le poids p˜ de la forme (1.22). Le triplet (δ0, λ, φ0(x, y)) doit
alors vérier l'équation suivante :
−∆φ0 + s0q(x, y).∇φ0 − 2λφ0x + λ(s0q1(x, y) + c0)φ0 − λ2φ0 =
δ0c0
L
φ0,
∂νφ
0 = 0 sur ∂Σ,
φ0(x+ L, y) = φ0(x, y).
(1.23)
L'existene d'une telle solution est une onséquene de la proposition 1.3.2.
La limite en +∞ du oeient d'ordre 0 étant déjà stritement positive, on a juste
besoin d'un poids exponentiel en −∞. On tronque pour ela la fontion p˜ à la valeur 1
pour ξ ≥ 1. Pour ela, on onsidère une fontion positive χ(ξ) ∈ C∞(R,R) valant 1 pour
ξ ≤ 0, 0 pour ξ ≥ 1 et déroissante entre 0 et 1, et on pose
p = χp˜+ (1− χ).
40 1. Existene d'ondes pulsatoires d'une équation de type ignition
On a alors Pz = pQ(z(p)) ave
Q(z(p)) = z(p)τ −
L
c0
∆z(p)+
(
Ls0
c0
q − 2∇p
p
)
.∇z(p)+Lz(p)ξ +
(
P˜ p
p
− L
c0
f ′(w0)
)
z(p), (1.24)
où P˜ p(τ, ξ, y) vaut δp si ξ ≤ 0 et 0 si ξ ≥ 1. Ainsi, l'opérateur parabolique Q a les
propriétés voulues :
P˜ p
p
− L
c0
f ′(w0)→ δ0 > 0 quand ξ → −∞,
P˜ p
p
− L
c0
f ′(w0)→ −L
c0
f ′(1) > 0 quand ξ → +∞.
La fontion φ0 étant L-périodique en x, on peut la hoisir telle que
inf
Σ
φ0 = 1.
On onsidère alors la fontion poids régulière
p0(ξ, y) = p(0, ξ, y) =
{
eλξφ0(ξ, y) pour ξ ≤ 0,
1 pour ξ ≥ 1,
et les espaes qui seront fondamentaux dans la suite :
X := UC0(Σ) = {z ∈ C0(R× ω,R), z(ξ, y) −−−−→
|ξ|→∞
0, uniformément en y ∈ ω},
muni de la norme
‖z‖∞ = sup
(ξ,y)∈Σ
|z(ξ, y)|,
et l'espae à poids
Xλ := UC
0
λ(Σ) = {z ∈ C0(R× ω,R),
z
p0
∈ UC0(Σ)},
muni de la norme
‖z‖λ :=
∥∥∥∥ zp0
∥∥∥∥
∞
.
Ces espaes sont des espaes de Banah.
Cet espae à poids est l'espae d'arrivée de la fontion F ; on dénit ainsi
Y2 := Xλ.
L'espae Y1 sera un hyperplan de Y2 que l'on déterminera à la n de la setion.
1.6.3 Les propriétés de w0
Rappelons que la fontion w0 est solution du problème (Pbm)s0 . Il est essentiel pour
la suite de montrer que w0 vérie l'estimation suivante
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Lemme 1.6.3. Il existe β > 0 tel que pour M assez grand,
∀τ, ∀ξ ≤ −M, ∀y, |w0(τ, ξ, y)| ≤ ‖w0(·,−M, ·)‖∞e(β+λ)Meβξp(τ, ξ, y). (1.25)
Ainsi, ψ0 = 1
L
w0τ + w
0
ξ et ∇w0 sont dans Xλ.
Démonstration. Soit ε > 0 xé. Soit β > 0 assez petit tel que
δ0 − L
c0
β2 + β
Ls0
c0
q1 + Lβ − L
c0
(λ+
φ0x
φ0
)β ≥ 0.
(Un tel hoix est possible puisque δ0 > 0). On onsidère la fontion
p¯(τ, ξ, y) := (‖w0(·,−M, ·)‖∞e(β+λ)Meβξ +m0e−δ0τ )p(τ, ξ, y) + ε.
On se plae sur le demi-ylindre (−∞,−M)× ω de sorte que w0 ≤ θ et ainsi
w0τ −
L
c0
∆w0 +
Ls0
c0
q(ξ − Lτ, y).∇w0 + Lw0ξ = 0.
On va alors montrer que sur (−∞,−M)× ω
p¯− ψ0 ≥ 0
à l'aide du prinipe du maximum faible parabolique. Tout d'abord,
(p¯− w0)(τ,−M, y) ≥ ‖w0(·,−M, ·)‖∞e(β+λ)Me−βMe−λM − w0(τ,−M, y) ≥ 0.
Ensuite, ompte-tenu du fait que w00 → 0 quand ξ → −∞, on a
(p¯− w0)(0, ξ, y) ≥ m0eλξ + ε− w0(0, ξ, y) ≥ 0,
si on hoisit m0 assez grand. Enn,
P (p¯− w0) = P (p¯)
= −m0δ0e−δ0τp− ‖w0(·,−M, ·)‖∞e(β+λ)Meβξ
(L
c0
β2 + β
Ls0
c0
q1(ξ − Lτ, y) + Lβ
)
p
+(‖w0(·,−M, ·)‖∞e(β+λ)Meβξ +m0e−δ0τ )δ0p− L
c0
‖w0(·,−M, ·)‖∞e(β+λ)Meβξβpξ
=
(
δ0 − L
c0
β2 + β
Ls0
c0
q1 + Lβ − L
c0
(λ+
φ0x
φ0
)β
)
‖w0(·,−M, ·)‖∞e(β+λ)Meβξp ≥ 0.
On onlut en appliquant le prinipe du maximum faible parabolique sur le demi-
ylindre (−∞,−M)× ω. Puisque
P (p¯− w0) ≥ 0,
(p¯− w0)(τ,−M, y) ≥ 0,
(p¯− w0)(0, ξ, y) ≥ 0,
p¯− w0 bornée,
la fontion p¯−w0 est positive sur (−∞,−M)×ω. On raisonne de même ave la fontion
p¯+w0, et on en déduit que |w0| ≤ p¯. Ensuite, on xe τ ∈ (0, 1) et on onsidère l'inégalité
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|w0(τ + n, ξ, y)| ≤ p¯(τ + n, ξ, y). En utilisant la périodiité de p et ψ0, on voit en faisant
n→∞ que
|w0(τ, ξ, y)| ≤ ‖w0(·,−M, ·)‖∞e(β+λ)Meβξp(τ, ξ, y) + ε.
Cei étant vrai pour tout ε > 0, on obtient nalement
|w0(τ, ξ, y)| ≤ ‖w0(·,−M, ·)‖∞e(β+λ)Meβξp(τ, ξ, y),
le résultat attendu.
On obtient ainsi les mêmes estimations exponentielles sur les dérivées de w0 grâe aux
estimations paraboliques. De plus, puisque w0(τ,+∞, y) = 1, ses dérivées ont une limite
nulle quand ξ → +∞ par les estimations paraboliques. On en déduit que ψ00 = 1Lw0τ +w0ξ
et ∇w0 sont dans Xλ.
1.6.4 Etude du problème de Cauhy (PB)s.
Nous montrons dans ette setion que l'appliation F est bien dénie dans l'espae
Xλ. Nous étudions pour ela le problème de Cauhy (1.12) et prouvons qu'il est bien
posé dans l'espae Xλ.
Lemme 1.6.4. Soit (s, d, z0) ∈ R×R×Xλ. Alors le problème de Cauhy (1.12) admet
une unique solution z(τ, ξ, y) qui est globale en τ et qui vérie z(τ) ∈ Xλ pour tout τ ≥ 0.
En partiulier, l'appliation
F : (s, d, z0) ∈ R×R×Xλ 7→ z(1)− z0 ∈ Xλ, (1.26)
où z est la solution de (1.12), est bien dénie, puisque z(1) ∈ Xλ.
Démonstration. Nous allons étudier le problème (1.12) en l'érivant sous la forme équi-
valente suivante
c
L
zτ −∆z + sq(ξ − Lτ, y).∇z + czξ
= f(w0 + z)− f(w0)− (c− c0)ψ0 − (s− s0)q(ξ − Lτ, y).∇w0,
∂νz = 0 sur ∂Σ,
z(τ,−∞, y) = 0 = z(τ,+∞, y),
z(0, ξ, y) = z0(ξ, y).
(1.27)
Commençons par travailler dans l'espae X. L'opérateur −∆ muni du domaine
D(−∆) = {u ∈ X;−∆u+ u ∈ X, ∂νu = 0 sur ∂Σ}
est setoriel sur X [57℄. De plus, si pour α > 1/2 xé, on note Xα = D((−∆)α) [45℄,
alors l'appliation
τ 7→ B(τ) : R→ L(Xα, X)
dénie par
B(τ)z := sq(ξ − Lτ, y) · ∇z + czξ,
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est de lasse C1 puisque q est C1. Ainsi, si z0 ∈ X, le problème Cauhy homogène
c
L
zτ −∆z + sq(ξ − Lτ, y).∇z + czξ = 0 dans Σ,
∂νz = 0 sur ∂Σ,
z(τ,−∞, y) = 0 = z(τ,+∞, y),
z(0, ξ, y) = z0(ξ, y) ∈ X,
(1.28)
possède une unique solution z globale en temps et à valeurs dans X [45℄. Quand z0 ∈ X,
le problème de Cauhy non linéaire (1.27) admet ainsi une solution loale en temps ar le
seond membre est régulier en temps et à valeurs dans X ; la solution est en fait globale
en temps ar le seond membre est à roissane au plus linéaire en z [45℄. On peut don
onsidérer la valeur de z au temps 1. Il reste à montrer que si z0 ∈ Xλ alors z(1) ∈ Xλ.
Pour ela, on va érire z = p(s)z∗, ave une nouvelle fontion poids p(s) stritement
positive et adaptée au problème onsidéré et montrer que z∗(1) ∈ X. On a
c
L
zτ −∆z + sq(ξ − Lτ, y).∇z + czξ
=
( c
L
p(s)τ −∆p(s) + sq(ξ − Lτ, y).∇p(s) + cp(s)ξ
)
z∗
+
( c
L
z∗τ −∆z∗ + sq(ξ − Lτ, y).∇z∗ − 2
∇p(s)
p(s)
+ cz∗ξ
)
p(s).
De façon similaire à la onstrution de p, on pose
p(s)(τ, ξ, y) := χ(ξ)eλξφ(s)(ξ − Lτ, y) + (1− χ(ξ)),
ave φ(s) stritement positive, L-périodique en sa première variable, et solution du pro-
blème
−∆φ(s) + sq(x, y).∇φ(s) − 2λφ(s)x + (cλ+ sλq1(x, y)− λ2)φ(s) = δ(s)φ(s),
∂νφ
(s) = 0 sur ∂Σ,
φ(s)(x+ L, y) = φ(s)(x, y).
(1.29)
Ce problème admet une solution (δ(s), φ(s)) ave φ(s) stritement positive d'après la pro-
position 1.3.2. Le problème en z∗ devient alors
c
L
z∗τ −∆z∗ + sq(ξ − Lτ, y).∇z∗ − 2
∇p(s)
p(s)
+ cz∗ξ + δ
(s)z∗
=
1
p(s)
(
f(w0 + z)− f(w0)− (c− c0)ψ0 − (s− s0)q(ξ − Lτ, y).∇w0
)
,
∂νz
∗ = 0 sur ∂Σ,
z∗(0, ξ, y) =
z0(ξ, y)
p(s)(0, ξ, y)
∈ X.
(1.30)
On note que
f(w0 + z)− f(w0)
p(s)
=
f(w0 + p(s)z∗)− f(w0)
p(s)
=
(∫ 1
0
f ′(w0 + σp(s)z∗) dσ
)
z∗.
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De plus, on sait d'après le lemme 1.6.3 que
ψ0
p(s)
,
∇w0
p(s)
∈ X.
On peut alors résoudre le problème en z∗ loalement puis globalement pour obtenir
une solution z∗ telle que z∗(τ) ∈ X pour tout τ ≥ 0. On en déduit que si z0 ∈ Xλ, alors
la solution de (1.27) vérie z(τ) ∈ Xλ pour tout τ ≥ 0.
1.6.5 La diérentiabilité de l'appliation F
Lemme 1.6.5. L'appliation F dénie par (1.26) est de lasse C1 sur un voisinage de
(s0, 0, 0) et Dd,z0F (s
0, 0, 0) est dénie par
Dd,z0F (s
0, 0, 0) · (d, z0) = (T (1, 0)− I)z0 − dL
c0
ψ0(0). (1.31)
Démonstration. Pour voir que l'appliation F est de lasse C1 sur un voisinage de
(s0, 0, 0), on montre que ses diérentielles partielles par rapport à s, d et z0 sont ontinues.
Ii on va aluler expliitement les diérentielles partielles en (s0, 0, 0) par rapport à
d et z0 et montrer que
F ′d(s
0, 0, 0) = −L
c0
ψ0(0) et Dz0F (s
0, 0, 0) · z0 = (T (1, 0)− I)z0.
 Diérentiabilité par rapport à z0. Rappelons que
F (s0, 0, z0) = (T (1, 0)− I)z0 + L
c0
∫ 1
0
T (1, s)g(z)ds,
ave
g(z) = f(w0 + z)− f(w0)− f ′(w0)z.
On doit don montrer que∥∥∥∥∫ 1
0
T (1, s)(f(w0 + z)− f(w0)− f ′(w0)z)ds
∥∥∥∥
λ
= o(‖z0‖λ).
Notons que ‖z0‖λ = ‖z0
p0
‖∞. Posons alors omme préédemment z = pz(p), ave z(p)
solution de {
Qz(p) = 0,
z(p)(0) = z
(p)
0 .
On onsidère ensuite Zs(1) = T (1, s)g(pz
(p)) la valeur au temps 1 de la solution du
problème {
PZ = 0,
Z(s) = g(p(s)z(p)(s)).
Puisqu'on doit estimer
Zs(1)
p0
=
Zs(1)
p(1)
, posons Zs = pZ
(p)
s , Z
(p)
s étant solution deQZ
(p)
s = 0,
Z(p)s (s) =
g(p(s)z(p)(s))
p(s)
=
f(w0 + pz(p))− f(w0)− f ′(w0)pz(p)
p
(s).
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On est don amené à estimer∥∥∥∥∫ 1
0
T (1, s)g(z)ds
∥∥∥∥
λ
=
∥∥∥∥ 1p0
∫ 1
0
Zs(1)ds
∥∥∥∥
∞
=
∥∥∥∥∫ 1
0
Zs(1)
p(1)
ds
∥∥∥∥
∞
=
∥∥∥∥∫ 1
0
Z(p)s (1)ds
∥∥∥∥
∞
par rapport à
‖z0‖λ = ‖z(p)0 ‖∞.
On a l'estimation suivante sur Z
(p)
s (1) :
‖Z(p)s (1)‖∞ ≤ C
∥∥∥∥f(w0 + pz(p))− f(w0)− f ′(w0)pz(p)p(s) (s)
∥∥∥∥
∞
.
De plus, d'après l'inégalité de Taylor-Lagrange∣∣∣∣f(w0 + pz(p))− f(w0)− f ′(w0)pz(p)p(s) (s)
∣∣∣∣ ≤M |z(p)(s)|2,
ave M = max
[0,1]
|f ′′|. On utilise enn que
‖z(p)(s)‖∞ ≤ C‖z(p)(0)‖∞.
On a don nalement
‖
∫ 1
0
Z(p)s (1)ds‖∞ ≤ C‖z(p)(0)‖2∞,
et don
Dz0F (s
0, 0, 0) · z0 = (T (1, 0)− I)z0.
 Dérivabilité par rapport à d. On xe ii z0 = 0. On réérit diéremment l'équation
vériée par z = z(d) de la façon suivante
zτ − L
c
∆z +
s0L
c
q.∇z + Lzξ − L
c
f ′(w0)z =
L
c
(g(z)− dψ0),
ave c = c0 + d. En utilisant les opérateurs
Az := −L
c0
∆z et Bd(τ)z :=
s0L
c0 + d
q.∇z + Lzξ − L
c0 + d
f ′(w0)z,
ette équation s'érit
zτ + (1− d
c0 + d
)Az +Bd(t)z =
L
c0 + d
(g(z)− dψ0).
En érivant nalement l'équation par rapport à l'opérateur parabolique P , on obtient
Pz := zτ + (A+B0(t))z =
d
c0 + d
Az + (B0(t)−Bd(t))z + L
c0 + d
(g(z)− dψ0).
Puisque l'opérateur d'évolution assoié à P est T (t, s), la formule de Duhamel donne
z(1) =
∫ 1
0
T (1, s)
(
d
c0 + d
Az(s) + (B0(s)− Bd(s))z(s) + L
c0 + d
g(z(s))− dL
c0 + d
ψ0(s)
)
ds.
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Pour d = 0, la solution est z(0) = 0, on alule don
F ′d(s
0, 0, 0) = lim
d→0
z(d)(1)
d
,
ave
z(d)(1)
d
=
∫ 1
0
T (1, s)
(
Az(d)
c0 + d
+
B0(t)−Bd(t)
d
z(d) +
Lg(z(d))
d(c0 + d)
− Lψ
0
c0 + d
)
ds.
Par périodiité de ψ0, on a
T (1, s)ψ0(s) = ψ0(1) = ψ0(0).
Ainsi,
z(d)(1)
d
= − L
c0 + d
ψ0(0) +
∫ 1
0
T (1, s)
(
Az(d)
c0 + d
+
B0(t)− Bd(t)
d
z(d) +
Lg(z(d))
d(c0 + d)
)
ds.
On est ainsi ramené à prouver que∥∥∥∥∫ 1
0
T (1, s)
(
Az(d)
c0 + d
+
B0(t)− Bd(t)
d
z(d) +
Lg(z(d))
d(c0 + d)
)
ds
∥∥∥∥
λ
−−→
d→0
0,
soit ∥∥∥∥ 1p(0)
∫ 1
0
T (1, s)
(
Az(d)
c0 + d
+
B0(t)−Bd(t)
d
z(d) +
Lg(z(d))
d(c0 + d)
)
ds
∥∥∥∥
∞
−−→
d→0
0.
Pour ela, on ommene d'abord par noter que puisque z(d) est solution de l'équation
zτ − L
c
∆z +
s0L
c
q.∇z + Lzξ − L
c
f ′(w0)z +
L
c
g(z)
z
z = −Ld
c
ψ0,
ave z
(d)
0 = 0, les estimations paraboliques donnent l'existene de C > 0 indépendant de
d tel que
‖z(d)‖C1,2([0,1]×R) ≤ Cd.
Cei nous dit en partiulier que z(d) → 0 dans C1,2([0, 1]×R) quand d→ 0 . Pour ξ ≤ 0,
montrons que nous avons l'estimation suivante
|z(d)(τ, ξ, y)| ≤ C ′dp(τ, ξ, y) = C ′deλξφ0(ξ − Lτ, y).
On a tout d'abord
P
(
C ′deλξφ0(ξ − Lτ, y)− z(d)(τ, ξ, y)
)
= C ′deλξφ0(ξ − Lτ, y)− d
c0 + d
Az(d) − (B0(t)− Bd(t))z(d) − L
c0 + d
(g(z(d))− dψ0)
= d
(
C ′eλξφ0(ξ−Lτ, y)+ L
c0 + d
ψ0
)
− d
c0 + d
Az(d)−(B0(t)−Bd(t))z(d)− L
c0 + d
g(z(d)).
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On peut hoisir C et d assez petit tel que l'expression préédente soit positive. On hoisit
d'abord C de sorte que le premier terme soit positif, e qui est possible ar d'après les
propriétés de ψ0, il existe C tel que∣∣∣ L
c0 + d
ψ0
∣∣∣ ≤ Ceλξφ0(ξ − Lτ, y).
On note ensuite que les autres termes sont quadratiques en d. On a en eet tout d'abord∥∥∥d 1
c0 + d
Az(d)
∥∥∥
∞
≤ Cd 1
c0 + d
‖z(d)‖∞ ≤ C ′d2.
Ensuite, puisque
(B0(t)− Bd(t))z(d) = d
( s0L
c0(c0 + d)
q.∇z(d) − L
c0(c0 + d)
f ′(w0)z(d)
)
,
on a ∥∥∥(B0(t)− Bd(t))z(d)∥∥∥∞ ≤ Cd‖z(d)‖∞ ≤ C ′d2.
Enn, g(z) = O(z2) pour z prohe de 0 don pour d petit
|g(z(d))| ≤ Cz(d)2 ≤ C ′d2.
Finalement, si d est assez petit, on a
P
(
C ′deλξφ0(ξ − Lτ, y)− z(d)(τ, ξ, y)
)
≥ 0.
Quitte à prendre C ′ plus grand, on a de plus les onditions suivantes
C ′dφ0(−Lτ, y)− z(d)(τ, 0, y)) ≥ 0,
et
C ′deλξφ0(ξ, y)− z(d)(0, ξ, y)) = C ′deλξφ0(ξ, y) ≥ 0.
Le prinipe du maximum donne alors l'estimation pour ξ ≤ 0
|z(d)(τ, ξ, y)| ≤ C ′deλξφ0(ξ − Lτ, y).
D'après les estimations paraboliques, les dérivées de z(d) ont la même déroissane
exponentielle, ainsi il existe C > 0 tel que∣∣∣∣ Az(d)c0 + d + B0(t)− Bd(t)d z(d) + Lg(z
(d))
d(c0 + d)
∣∣∣∣ ≤ Cdp(τ, ξ, y).
On onsidère alors
Zs(1) = T (1, s)
(
Az(d)(s)
c0 + d
+
B0(t)−Bd(t)
d
z(d)(s) +
Lg(z(d)(s))
d(c0 + d)
)
,
qui est la valeur au temps 1 de la solution du problèmePZ = 0,Z(s) = Az(d)(s)
c0 + d
+
B0(t)−Bd(t)
d
z(d)(s) +
Lg(z(d)(s))
d(c0 + d)
.
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Puisqu'on doit estimer
Zs(1)
p0
=
Zs(1)
p(1)
, posons Zs = pZ
(p)
s , Z
(p)
s étant solution de

QZ(p)s = 0,
Z(p)s (s) =
1
p(s)
(
Az(d)(s)
c0 + d
+
B0(t)−Bd(t)
d
z(d)(s) +
Lg(z(d)(s))
d(c0 + d)
)
Les estimations paraboliques donnent ainsi l'existene de C > 0 tel que
‖Z(p)s (1)‖∞ ≤ C
∥∥∥∥ 1p(s)
(
Az(d)(s)
c0 + d
+
B0(t)− Bd(t)
d
z(d)(s) +
Lg(z(d)(s))
d(c0 + d)
)∥∥∥∥
∞
≤ C ′d.
On en déduit que∥∥∥∥ 1p(0)
∫ 1
0
T (1, s)
(
Az(d)(s)
c0 + d
+
B0(t)− Bd(t)
d
z(d)(s) +
Lg(z(d))(s)
d(c0 + d)
)
ds
∥∥∥∥
∞
−−→
d→0
0.
1.6.6 La déomposition T (1, 0) = T +K ave T ontratant et K
ompat
Compte-tenu de la formule de Dd,z0F (s
0, 0, 0) donnée par (1.31), on est amené à
étudier les propriétés de l'opérateur
T (1, 0) : Xλ → Xλ, z0 7→ z(1),
où z est la solution de 
Pz = 0 dans Σ,
∂νz = 0 sur ∂Σ,
z(τ,−∞, y) = 0 = z(τ,+∞, y),
z(0, ξ, y) = z0(ξ, y).
(1.32)
Le lemme suivant permet d'armer que T (1, 0)Xλ ⊂ Xλ :
Lemme 1.6.6. Si z0 ∈ Xλ, le problème (1.32) admet une unique solution z(τ, ·, ·) telle
que pour tout τ ≥ 0, z(τ, ·, ·) ∈ Xλ.
Démonstration. Le problème (1.32), ave z0 ∈ X, admet une solution unique, notée z.
Cette fontion z est aussi la solution unique du problème suivant posé dans le demi-
ylindre (−∞, 0)× ω : 
Pz∗ = 0 dans (−∞, 0)× ω,
∂νz
∗ = 0 sur ∂Σ,
z∗(τ,−∞, y) = 0,
z∗(τ, 0, y) = z(τ, 0, y),
z∗(0, ·, ·) = z0.
(1.33)
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Mais le problème suivant, posé dans le demi-ylindre (−∞, 0)× ω
Qz˜ = 0 dans (−∞, 0)× ω,
∂ν z˜ = 0 sur ∂Σ,
z˜(τ,−∞, y) = 0,
z˜(τ, 0, y) = z(τ,0,y)
p(τ,0,y)
,
z˜(0, ·, ·) = z˜0 := z0p ∈ X,
(1.34)
admet aussi une solution unique z˜ telle que z˜(τ) ∈ X pour τ ≥ 0, et la fontion pz˜ vérie
(1.33). Par uniité de la solution de (1.33), on en déduit que z = pz˜, don z(τ, ·, ·) ∈
Xλ.
Le but de ette partie est de prouver la déomposition suivante
Proposition 1.6.7. On peut déomposer l'opérateur T (1, 0) : Xλ → Xλ sous la forme
T (1, 0) = T +K,
ave T : Xλ → Xλ ontratant et K : Xλ → Xλ ompat.
Démonstration. Pour démontrer e résultat, on proède ainsi : on ommene par xer
M assez grand tel que w0 ≤ θ pour ξ ≤ −M , et w0 assez prohe de 1 de sorte que
f ′(w0) ≤ f ′(1)/2 pour ξ ≥M . Ensuite, on rappelle que z(p) := z/p est solution de
Qz(p) = 0,
∂νz
(p) = 0,
z(p)(τ,−∞, y) = 0 = z(p)(τ,+∞, y),
z(p)(0, ξ, y) =
z0
p0
∈ X.
(1.35)
On note T˜ (1, 0) : X → X l'opérateur période assoié à ette équation. On herhe alors
à déomposer T˜ (1, 0) sous la forme T˜ (1, 0) = T˜ + K˜ ave T˜ ontratant et K˜ ompat.
Pour ela, on érit z(p) sous la forme : z(p) = v˜+ v∗, ave v˜ et v∗ solutions des problèmes
suivants : 
Q1v˜ = 0,
∂ν v˜ = 0,
v˜(τ,−∞, y) = 0 = v˜(τ,+∞, y),
v˜(0, ξ, y) = v0 =
z0
p0
∈ X,
(1.36)
et 
Q2v
∗ = (a˜− a)v˜,
∂νv
∗ = 0,
v∗(τ,−∞, y) = 0 = v∗(τ,+∞, y),
v∗(0, ξ, y) = 0,
(1.37)
où
Q1v := vτ − L
c0
∆v +
(
Ls0
c0
q(ξ − Lτ, y)− 2∇p
p
)
.∇v + Lvξ + a˜(τ, ξ, y)v,
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Q2v := vτ − L
c0
∆v +
(
Ls0
c0
q(ξ − Lτ, y)− 2∇p
p
)
.∇v + Lvξ + a(τ, ξ, y)v,
les fontions a et a˜ étant dénies par
a(τ, ξ, y) :=
P˜ p
p
− L
c0
f ′(w0(τ, ξ, y)),
et
a˜(τ, ξ, y) :=

a(τ, ξ, y) = δ0 > 0 pour ξ ≤ −M,
régulière, minorée par une onstante positive pour −M ≤ ξ ≤M,
a(τ, ξ, y) = −L
c0
f ′(w0(τ, ξ, y)) ≥ − L
2c0
f ′(1) > 0 pour ξ ≥ M.
On dénit alors
T˜ : X → X, T˜ v0 = v˜(1),
où v˜ est la solution de (1.36) assoiée à la donné initiale v0, et
K˜ : X → X, K˜v0 = v∗(1),
où v∗ est la solution de (1.37), dont le seond membre utilise la solution v˜ de (1.36)
assoiée à la donné initiale v˜0.
On admet pour l'instant que T˜ et K˜ sont respetivement ontratant et ompat,
ave ||T˜ z0||∞ ≤ C||z0||∞ et C < 1. On onsidère alors les opérateurs :
T : Xλ → Xλ, T z0 = p(1)T˜ z0
p0
= p0T˜
z0
p0
,
et
K : Xλ → Xλ, Kz0 = p(1)K˜ z0
p0
= p0K˜
z0
p0
.
Notons que T et K sont bien à valeurs dans Xλ. En eet, si z0 ∈ Xλ, z0/p0 ∈ X, don
T˜ (z0/p0) ∈ X, don p0T˜ (z0/p0) ∈ Xλ.
Montrons alors que les opérateurs T,K : Xλ → Xλ sont respetivement ontratant
et ompat, et que T (1, 0)z0 = Tz0 +Kz0. On a d'abord
T (1, 0)z0 = z(1) = p(1)T˜ (1, 0)
z0
p0
= p(0)
(
T˜
z0
p0
+ K˜
z0
p0
)
= Tz0 +Kz0,
d'où T (1, 0) = T +K. Ensuite, on suppose que ||T˜ z0||∞ ≤ C||z0||∞ ave C < 1, alors on
a
||Tz0||λ =
∥∥∥∥Tz0p0
∥∥∥∥
∞
=
∥∥∥∥T˜ z0p0
∥∥∥∥
∞
≤ C
∥∥∥∥z0p0
∥∥∥∥
∞
= C||z0||λ,
d'où T est ontratant. Montrons enn que K est ompat. Soit z0,n une suite bornée de
Xλ, 'est à dire ||z0,n||λ ≤ C, et montrons que l'on peut extraire de (Kz0,n)n une sous-
suite onvergente. Puisque K˜ est ompat dans X et que la suite
(
z0,n
p0
)
n
est bornée
dans X, on peut extraire de
(
K˜
z0,n
p0
)
n
une sous-suite (notée de la même façon) qui
onverge vers z˜0 dans X, d'où
||Kz0,n − p0z˜0||λ = ||K˜ z0,n
p0
− z˜0||∞ −−−−→
n→+∞
0.
Ainsi, K est ompat.
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Pour onlure, il reste à montrer le résultat suivant
Lemme 1.6.8. Les opérateurs T˜ , K˜ : X → X sont respetivement ontratant et om-
pat.
Démonstration. 1) T˜ est ontratant. Pour α > 0 assez petit, la fontion
v¯(τ, ξ, y) = ‖v0‖∞e−ατ
est une sur-solution de l'équation (1.36) vériée par v˜. En eet, si α est assez petit,
Q1v¯ = (−α + a˜)‖v0‖∞e−ατ ≥ 0,
puisque a˜ est stritement positif et minoré. On a alors :
Q1(v¯ − v˜) = Q1v¯ ≥ 0,
∂ν(v¯ − v˜) = 0,
(v¯ − v˜)(0, ξ, y) ≥ 0,
v¯ − v˜ bornée,
ainsi le prinipe du maximum faible parabolique nous assure que v¯ − v˜ ≥ 0. De même,
v¯ + v˜ ≥ 0, ainsi
|v˜(τ, ξ, y)| ≤ v¯(τ, ξ, y),
don
‖T˜ v0‖∞ = ‖v˜(1, ξ, y)‖∞ ≤ e−α‖v0‖∞,
d'où T˜ : X → X est ontratant.
2) K˜ est ompat. L'opérateur K˜ est bien déni. Pour montrer qu'il est ompat,
on va onsidérer une suite de données initiales (v0,n)n bornée dans X et montrer qu'on
peut en extraire une sous-suite qui onverge dans X.
On note T2(t, s) l'opérateur d'évolution assoiée à l'opérateur Q2 : à une donnée
initiale V0, on assoie V (t, ξ, y) = T2(t, s)V0(ξ, y) la solution du problème de Cauhy
Q2V = 0,
∂νV = 0,
V (τ,−∞, y) = 0 = V (τ,+∞, y),
V (s, ξ, y) = V0(ξ, y).
(1.38)
On a alors la formule suivante :
v∗(1, ξ, y) =
∫ 1
0
T2(1, s)(a˜− a)(s, ξ, y)v˜(s, ξ, y)ds.
L'extration d'une sous-suite onvergente néessite les 2 étapes suivantes :
1. Montrer que la suite (v∗n(1))n déroît uniformément exponentiellement à l'inni,
plus préisément qu'il existe C et α indépendants de n tels que pour |ξ| assez
grand,
v∗n(1, ξ, y) ≤ Ce−αξ.
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2. En partant de données initiales ontinues v0,n, on montre que les fontions v
∗
n(1)
sont C1 et que la suite (v∗n(1))n est bornée en norme C
1
.
Montrons, si on admet les deux points i dessus, que l'on peut onlure. Puisque
||v∗n(1)||C1 ≤ C, on peut extraire, d'après le théorème d'Asoli et le proédé d'extration
diagonale, une sous suite onvergeant uniformément sur tout ompat de Σ vers v∗1 . La
question est de savoir si v∗1 ∈ UC0(Σ) et si la onvergene est uniforme.
Soit ε > 0. Prenons M0 assez grand tel que |v∗n(1, ξ, y)| ≤ ε pour |ξ| ≥ M0. Ainsi
|v∗1(ξ, y)| ≤ ε pour |ξ| ≥ M0 et don v∗1 ∈ UC0(Σ). De plus, |v∗n(1, ξ, y)− v∗1(ξ, y)| ≤ 2ε
pour |ξ| ≥M0. Ensuite, puisqu'on a onvergene loale, on hoisit n0 assez grand tel que
|v∗n(1, ξ, y)− v∗1(ξ, y)| ≤ ε pour ξ ∈ [−M0,M0], ∀n ≥ n0. Ainsi,
||v∗n(1, ·, ·)− v∗1(·, ·)||∞ ≤ ε.
Étape 1 - Déroissane exponentielle uniforme. On ommene par remarquer que
Q1(‖v0,n‖∞ − v˜n) ≥ 0 sur Σ,
∂ν(‖v0,n‖∞ − v˜n) = 0,
(‖v0,n‖∞ − v˜n)(0, ξ, y) ≥ 0,
(1.39)
don
|v˜n(τ, ξ, y)| ≤ ‖v0,n‖∞ ≤ m0.
On en déduit que pour β assez grand
Q2(m0e
βτ − v∗n) = (β + a)m0eβτ − (a˜− a)v˜n ≥ 0 sur Σ,
∂ν(m0e
βτ − v∗n) = 0,
(m0e
βτ − v∗n)(0, ξ, y) ≥ 0,
(1.40)
don par le prinipe du maximum faible parabolique
|v∗n| ≤ m0eβτ .
Ensuite, l'équation vériée par v∗n est :
Q2v
∗
n = (a˜− a)v˜n.
Soit M hoisi omme préédemment tel que a˜ = a pour |ξ| ≥ M . On va montrer
la déroissane exponentielle pour ξ → +∞ et on se plae pour ela sur le ylindre
ΣM = [M,+∞[×ω (la déroissane en −∞ se montrant de la même façon). On pose
V (τ, ξ, y) = Ce−αξ ave α,C > à xer. Alors :
Q2V =
(
−L
c0
α2 − α
(Ls0
c0
q1 − 2pξ
p
)
+ a
)
Ce−αξ ≥ 0,
pour α assez petit. La diérene V − v∗n vérie alors :
Q2(V − v∗n) ≥ 0 sur ΣM ,
∂ν(V − v∗n) = 0,
(V − v∗n)(τ,M, y) = Ce−αM − v∗n(τ,M, y),
(V − v∗n)(0, ξ, y) = Ce−αξ ≥ 0.
(1.41)
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Ainsi, si on hoisit C = eαMm0e
β
, on obtient que
∀n, ∀τ ≤ 1, v∗n(τ, ξ, y) ≤ Ce−αξ, ∀ξ ≥M.
Étape 2 - Régularité. On va ouper l'intégrale en deux :
v∗n(1, ξ, y) =
∫ 1/2
0
T2(1, s)((a˜−a)v˜n)ds+
∫ 1
1/2
T2(1, s)((a˜−a)v˜n)ds =: V ∗1,n(ξ, y)+V ∗2,n(ξ, y).
On onsidère :
V ∗n := T2(1, s)((a˜− a)v˜n),
la valeur au temps 1 de la solution du problème
Q2V
∗
n = 0,
∂νV
∗
n = 0,
V ∗n (τ,−∞, y) = 0 = V ∗n (τ,+∞, y),
V ∗n (s, ξ, y) = (a˜− a)v˜n(s).
(1.42)
Dans la suite, on utilisera l'espae d'interpolation réel (X,D)β,p entre l'espae X (ii
UC0(Σ)) et le domaine D de l'opérateur (ii UC0(Σ)) ainsi que les estimations de l'opé-
rateur d'évolution suivantes [57℄ : si 0 ≤ s < t,
1) Il existe C > 0 tel que pour tout x ∈ X, ‖T (t, s)x‖ ≤ C‖x‖.
2) Soit 1 ≤ p ≤ ∞, 0 < β < 1. Il existe C > 0 tel que
‖T (t, s)x‖(X,D)β,p ≤
C
(t− s)β ‖x‖.
3) Soit 1 ≤ p ≤ ∞, 0 < β < 1. Il existe C > 0 tel que pour x ∈ (X,D)β,p, alors
‖T (t, s)x‖(X,D)β,p ≤ C‖x‖(X,D)β,p.
Regardons d'abord V ∗1,n(ξ, y) : dans e as, s ∈ [0, 1/2], don on résout le problème
(1.42) sur l'intervalle de temps [s, 1], qui est de longueur au moins 1/2 : ela nous dit
que la fontion V ∗n est bien de lasse C
1
, et va nous permettre de borner uniformément
par rapport à s sa norme C1 en fontion de ‖v0,n‖∞. Plus préisément, les estimations
itées i-dessus impliquent que
‖V ∗n (1)‖(X,D)β,p ≤ C‖(a˜− a)v˜n(s)‖X ≤ C‖v˜n(t)‖X ≤ C‖v0,n‖X ≤ C,
d'où nalement par intégration
‖V ∗1,n‖(X,D)β,p ≤ C.
On regarde maintenant V ∗2,n(ξ, y) : à présent, s ∈ [1/2, 1], don v˜n est la solution
du problème parabolique (1.36) résolu à partir de la donnée initiale ontinue v0,n sur
l'intervalle de temps [0, s] don de longueur au moins 1/2, don on va pouvoir majorer
uniformément par rapport à s la norme C1 de v˜n par ‖v0,n‖∞. Ensuite on résout le
problème parabolique (1.42) à partir de la donnée initiale (a˜− a)v˜n(s) sur l'intervalle de
temps [s, 1], qui est de longueur très petite lorsque s est prohe de 1, mais ette fois on
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a juste besoin de dire que la solution garde la même régularité que la ondition initiale.
Les estimations donne :
‖V ∗n (1)‖(X,D)β,p ≤ C‖(a˜− a)v˜n(s)‖(X,D)β,p ≤ C‖v˜n(t)‖(X,D)β,p ≤ C‖v0,n‖X ≤ C,
d'où nalement par intégration
‖V ∗2,n‖(X,D)β,p ≤ C.
Pour onlure, il reste à vérier qu'il existe β > 0 tel que (X,D)β,p →֒ C1(Σ). Or, si
0 < θ < 1, m ∈ N et θm non entier alors [57℄ :
(C(Σ), Cm(Σ))θ,∞ = Cθm(Σ).
Il sut don de prendre m = 2 et θ > 1
2
.
1.6.7 Le noyau de I − T (1, 0)
On va de nouveau utiliser la fontion ψ0 := 1
L
w0τ + w
0
ξ . En se ramenant au repère
initial
u0(t, x, y) = w0(
c0
L
t, x+ c0t, y),
on remarque que ψ0 = 1
c0
u0t . Or, u
0
est roissante en temps, d'où ψ0 = 1
c0
u0t ≥ 0. Le
prinipe du maximum fort parabolique permet de onlure que ψ0 > 0.
Comme w0 est 1-périodique, ψ0 aussi et don
ψ00(ξ, y) := ψ0(0, ξ, y) ∈ N(I − T (1, 0)).
Montrons que le noyau est en fait engendré par ψ00 :
Lemme 1.6.9. Le noyau de I − T (1, 0) est l'espae vetoriel engendré par ψ00 :
N(I − T (1, 0)) = R.ψ00.
Démonstration. Soit z0 ∈ N(I − T (1, 0)). La démonstration se fait en deux étapes :
1. On montre qu'il existe C tel que z0 ≤ Cψ00.
2. Soit C ′ le plus petit C vériant l'inégalité i-dessus, on montre alors que z0 = C ′ψ00 .
Étape 1. Commençons par xer M tel que w0(τ, ξ, y) ≤ θ pour ξ ≤ −M et tel que
−f ′(w0(τ, ξ, y) ≥ β > 0 pour ξ ≥M . Soit z la solution de l'équation issue de z0 :
Pz = 0 dans Σ,
∂νz = 0 sur ∂Σ,
z(τ,−∞, y) = 0, z(τ,+∞, y) = 0,
z(0, ξ, y) = z0(ξ, y).
(1.43)
La fontion ψ0 est stritement positive don minorée positivement sur [0, 1]×[−M,M ]×ω.
Il existe don C > 0 assez grand tel que Cψ0 − z ≥ 0 sur [0, 1]× [−M,M ] × ω.
1.6. Continuation loale de solutions 55
On travaille ensuite sur le demi-ylindre de droite : [M,+∞[×ω. Sur e demi-ylindre,
on a : 
P (Cψ0 − z) = 0,
∂ν(Cψ
0 − z) = 0,
(Cψ0 − z)(τ,M, y) ≥ 0,
(Cψ0 − z)(0, ξ, y) = Cψ00 − z0.
(1.44)
On onsidère maintenant les deux as suivants :
- soit Cψ00 − z0 ≥ 0, ∀ξ ≥M, ∀y, et dans e as on a bien z0 ≤ Cψ00 sur le demi-ylindre
de droite,
- soit Cψ00 − z0 n'est pas positive partout. Dans e as, soit −k := inf(Cψ0 − z0) < 0,
Cψ0 − z0 étant borné puisque ψ00 et z0 tendent vers 0 quand ξ → ±∞ . Posons alors
V (τ, ξ, y) = ke−ατ , ave α > 0 à déterminer. On a alors, à ondition de hoisir α assez
petit : 
P (Cψ0 − z + V ) = PV = (−α− L
c0
f ′(w0))ke−ατ ≥ 0,
∂ν(Cψ
0 − z + V ) = 0,
(Cψ0 − z + V )(τ,M, y) ≥ 0,
(Cψ0 − z + V )(0, ξ, y) = (Cψ00 − z0)− inf(Cψ00 − z0) ≥ 0.
(1.45)
Le prinipe du maximum faible parabolique implique alors que Cψ0 − z + V ≥ 0. En
utilisant le fait que z0 ∈ N(I − T (1, 0)), et plus préisément que z est 1-périodique en
temps, on a pour tout n ≥ 0,
Cψ00 − z0 = (Cψ0 − z)(τ = n) ≥ −ke−αn.
En faisant n→ +∞, on a Cψ00 − z0 ≥ 0.
On travaille enn sur le demi-ylindre de gauhe : ] − ∞,−M ] × ω. Sur e demi-
ylindre, on ne travaille pas diretement sur l'équation vériée par par Cψ0 − z mais on
prend en ompte le poids et on travaille sur l'équation vériée par (Cψ0 − z)/p :
Q
(
Cψ0 − z
p
)
= 0,
Cψ0 − z
p
(τ,−M, y) ≥ 0,
Cψ0 − z
p
(0, ξ, y) =
Cψ00 − z0
p(0, ξ, y)
.
(1.46)
On onsidère à nouveau les deux as suivants :
- soit Cψ00−z0 ≥ 0, ∀ξ ≤ −M, ∀y, et dans e as on a bien z0 ≤ Cψ00 sur le demi-ylindre
de gauhe,
- soit Cψ00 − z0 n'est pas positive partout. Dans e as, soit
−k = inf
ξ≤−M,y∈ω
(
Cψ0 − z
p
)
(0, ξ, y) < 0.
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Posons alors V (τ, ξ, y) = ke−ατ , ave α > 0 à déterminer. On a alors :
Q
(
Cψ0 − z
p
+ V
)
= QV = (−α + δ)ke−ατ ≥ 0,
∂ν
(
Cψ0 − z
p
+ V
)
= 0,(
Cψ0 − z
p
+ V
)
(τ,−M, y) ≥ 0,(
Cψ0 − z
p
+ V
)
(0, ξ, y) ≥ 0.
(1.47)
Alors
Cψ0 − z
p
+ V ≥ 0.
En utilisant la périodiité de ψ00 , z0 et p(0), on en déduit que, pour tout n ≥ 0, on a
(Cψ00 − z0)(ξ, y) ≥ −kp(0, ξ, y)e−αn,
don Cψ00 − z0 ≥ 0 sur le demi-ylindre de gauhe.
Étape 2. D'après l'étape 1, il existe C tel que z0 ≤ Cψ00. Soit alors C ′ le plus petit
C vériant l'inégalité préédente. On a alors z0 ≤ C ′ψ00 et le but est de montrer que
z0 = C
′ψ00. Supposons par l'absurde que C
′ψ00 − z0 est positive mais non identiquement
nulle. On regarde alors l'équation vériée par C ′ψ0 − z :
P (C ′ψ0 − z) = 0,
∂ν(C
′ψ0 − z) = 0,
(C ′ψ0 − z)(0, ξ, y) ≥ 0, 6= 0.
(1.48)
Le prinipe du maximum faible nous donne d'abord que C ′ψ0 − z ≥ 0. On peut don
appliquer le prinipe du maximum fort. Ainsi, soit C ′ψ0 − z = 0 sur [0, 1] × Σ, soit
C ′ψ0− z > 0 sur ]0, 1]×Σ. Puisque C ′ψ0(0)− z0 est non identiquement nulle, on a don
C ′ψ−z > 0 sur ]0, 1]×Σ, et en partiulier (C ′ψ00−z0)(ξ, y) = (C ′ψ−z)(1, ξ, y) > 0 sur Σ.
Enn, d'après le lemme de Hopf, on a (C ′ψ0−z)(τ, ξ, y) > 0 sur ]0, 1]×Σ, puisque sinon
il existerait (τ0, ξ0, y0) ∈]0, 1]×∂Σ tel que ∂ν(C ′ψ0−z)(τ0, ξ0, y0) < 0, e qui est absurde.
Par périodiité, on a don la positivité strite sur le ompat [0, 1]× [−M,M ] × ω. On
peut don trouver C ′′ < C ′ tel que (C ′′ψ0 − z)(τ, ξ, y) ≥ 0 sur [0, 1]× [−M,M ]× ω puis
sur R× Σ d'après l'étape 1 et la périodiité en τ . Cei ontredit la minimalité de C ′ et
par onséquent z0 = C
′ψ0.
Puisque (I−U)2z0 = z0−z(2), un élément du noyau de (I−U)2 est 2-périodique. On
a don le même résultat sur le noyau de (I − U)2 en onsidérant dans la démonstration
préédente les temps entiers pairs τ = 2n. Ainsi
Lemme 1.6.10. N(I − T (0, 1))2 = R.ψ00 .
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1.6.8 Fin de la ontinuation loale
Commençons par tirer quelques onséquenes des setions préédentes. Rappelons que
T (1, 0) se déompose sous la forme T (1, 0) = T +K ave T ontratant et K ompat.
Ainsi, I − T est un isomorphisme et on érit I − T (1, 0) sous la forme
I − T (1, 0) = I − T −K,
= (I − T )−K,
= (I − T )(I − (I − T )−1K),
= (I − T )(I − k),
ave k = (I − T )−1K ompat. Puisque I − k est un opérateur de Fredholm, il en est de
même de I − T (1, 0) et don
R(I − T (1, 0)) = N(I − T (1, 0)∗)⊥
et
dimN(I − T (1, 0)∗) = dimN(I − T (1, 0)) = dim(R.ψ00) = 1.
On note alors e∗ un générateur de N(I − T (1, 0)∗). On a alors le résultat suivant
Lemme 1.6.11. On peut hoisir e∗ tel que 〈e∗, ψ00〉 = 1.
Démonstration. Si 〈e∗, ψ00〉 6= 0, il sut de normaliser orretement e∗. Supposons don
par l'absurde que 〈e∗, ψ00〉 = 0. Ainsi,
ψ00 ∈ (R.e∗)⊥ = N(I − T (1, 0)∗)⊥ = R(I − T (1, 0)).
Il existe don ψ1 ∈ Xλ tel que ψ00 = (I − T (1, 0))ψ1. Alors
(I − T (1, 0))2ψ1 = (I − T (1, 0))ψ00 = 0,
d'où
ψ1 ∈ N(I − T (1, 0))2 = N(I − T (1, 0)) = R.ψ00 .
On en déduit que ψ00 = (I − T (1, 0))ψ1 = 0, e qui est absurde.
Revenons maintenant à la ontinuation loale. Il reste à montrer que Dd,z0F (s
0, 0, 0) :
R× Y1 → Xλ dénie par
Dd,z0F (s
0, 0, 0).(d, z0) = (I − T (1, 0))z0 + dL
c0
ψ00
est un isomorphisme. Pour ela, on se donne h ∈ Xλ, et on herhe à montrer que
l'équation
(I − T (1, 0))z0 + dL
c0
ψ00 = h. (1.49)
possède une unique solution (d, z0) ∈ R× Y1, qui vérie de plus
|d|+ ‖z0‖λ ≤ c‖h‖λ.
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Si (d, z0) vérie (1.49) alors, en projetant sur R.e
∗
, on a d'une part
〈e∗, (I − T (1, 0))z0 + d L
c0
ψ00〉 = 〈e∗, h〉.
D'autre part,
〈e∗, (I − T (1, 0))z0 + dL
c0
ψ00〉 = 〈e∗, (I − T (1, 0))z0〉+ 〈e∗, d
L
c0
ψ00〉
= 〈(I − T (1, 0)∗)e∗, z0〉+ dL
c0
〈e∗, ψ00〉
= 〈0, z0〉+ dL
c0
= d
L
c0
.
Ainsi,
d =
c0
L
〈e∗, h〉,
et on est ramené à résoudre l'équation
(I − T (1, 0))z0 = h− 〈e∗, h〉ψ00.
Or, 〈e∗, h− 〈e∗, h〉ψ00〉 = 〈e∗, h〉 − 〈e∗, h〉〈e∗, ψ00〉 = 0 don
h− 〈e∗, h〉ψ00 ∈ (R.e∗)⊥ = R(I − T (1, 0)).
Il existe don z0 tel que (I − T (1, 0))z0 = h− 〈e∗, h〉ψ00. Si z1 est un autre solution, alors
z1 − z0 ∈ N(I − T (1, 0)) = R.ψ00 et don z1 est de la forme z1 = z0 + γψ00 ave γ ∈ R.
Pour assurer l'uniité de la solution, on dénit l'espae Y1 suivant
Y1 := {z0 ∈ Xλ, 〈e∗, z0〉 = 0}.
Cei xe l'uniité puisqu'il existe un seul γ ∈ R tel que
〈e∗, z0 + γψ00〉 = 0.
De plus, puisque d = c
0
L
〈e∗, h〉 et z0 = (I − T (1, 0))−1(h− 〈e∗, h〉ψ00), on a
|d|+ ‖z0‖λ =
∣∣∣c0
L
〈e∗, h〉
∣∣∣+ ‖(I − T (1, 0))−1(h− 〈e∗, h〉ψ00)‖λ
≤ c
0
L
‖e∗‖.‖h‖λ + C‖h− 〈e∗, h〉ψ00‖λ
≤ c
0
L
‖e∗‖.‖h‖λ + C(‖h‖λ + ‖e∗‖.‖h‖λ‖ψ00‖λ)
≤
(
c0
L
‖e∗‖+ C + C‖e∗‖.‖ψ00‖λ
)
‖h‖λ
≤ C ′‖h‖λ.
Ainsi, Dd,z0F (s
0, 0, 0) : R× Y1 → Xλ est bien un isomorphisme.
Le théorème des fontions impliites donne alors l'existene d'une solution (c, w) de
(Pbm)s de la forme (c
(s), w(s)) pour s prohe de s0.
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1.6.9 Synthèse de l'étape ontinuation loale
Pour larier les idées, nous reprenons dans l'ordre les éléments de l'étape de onti-
nuation loale. Rappelons qu'à partir d'une solution (c0, w0) de (Pbm)s0, nous voulions
onstruire une solution (c(s), w(s)) de (Pbm)s pour s prohe de s0. En posant, d := c− c0
et z := w − w0, nous avons ramener le problème à elui de la reherhe d'une solution
(d, z) = (d(s), z(s)) de
(P˜ bm)s

c0
L
Pz + dψ0 = g(w0, d, z) dans Σ,
∂νz = 0 sur ∂Σ,
z(τ,−∞, y) = z(τ,+∞, y) = 0,
z(τ, ξ, y) = z(τ + 1, ξ, y),
Pour étudier les solutions périodiques de e problème, nous onsidérons le problème de
Cauhy assoié
(PB)s

c0
L
Pz + dψ0 = g(w0, d, z) dans Σ,
∂νz = 0 sur ∂Σ,
z(τ,−∞, y) = z(τ,+∞, y) = 0,
z(0, ξ, y) = z0(ξ, y),
le but étant alors de trouver un ouple (d, z0) tel que la solution z de (PB)s soit 1-
périodique. On introduit ainsi naturellement la fontion
F : (s, d, z0) 7→ z(1)− z0,
où z est la solution du problème (PB)s. Un ouple (d, z0) tel que la solution z de (PB)s
soit 1-périodique vérie alors F (s, d, z0) = 0. Puisque F (s
0, 0, 0) = 0, nous utilisons le
théorème des fontions impliites. On est ainsi ramené à montrer que la diérentielle
Dd,z0F (s
0, 0, 0), qui est donné par la relation
Dd,z0F (s
0, 0, 0) · (d, z0) = (T (1, 0)− I)z0 − dL
c0
ψ00,
est un isomorphisme, 'est à dire que l'équation :
(I − T (1, 0))z0 + dL
c0
ψ0(0) = h
possède une unique solution. Cela néessite une étude préise de l'opérateur période
T (1, 0). On hoisit pour ela judiieusement les espaes Y1 et Y2 tels que
F : R× R× Y1 → Y2.
Pour Y2, on hoisit l'espae à poids Xλ de sorte que l'opérateur parabolique P soit
remplaé par un opérateur dont le oeient d'ordre 0 ait des limites stritement positives
quand ξ → −∞. Cei permet, via le prinipe du maximum, de onstruire des sur-
solutions indispensables pour obtenir les propriétés de T (1, 0). On obtient nalement
que I − T (1, 0) est un opérateur de Fredholm d'indie 0 de noyau R.ψ00. On hoisit alors
pour Y1 un hyperplan de Xλ qui permet d'obtenir l'uniité dans l'équation
(I − T (1, 0))z0 + dL
c0
ψ00 = h.
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Le théorème des fontions impliites donne alors l'existene de δ > 0 et d'une fontion
(d(s), z0(s)) dénie sur ]s0 − δ, s0 + δ[ et vériant
F (s, d(s), z0(s)) = 0,
'est à dire que la solution z du problème de Cauhy (PB)s assoiée à z0(s) est 1-
périodique.
Chapitre 2
Existene d'ondes pulsatoires de type
KPP au omportement préisé
2.1 Introdution et résultat prinipal
Dans e hapitre, on étudie l'équation de réation-diusion en milieu périodique 1D
suivante
ut − uxx = f(x, u), (2.1)
où f ∈ C2(R× [0, 1],R+) a les propriétés suivantes :
(i) f est 1-périodique en x,
(ii) ∀x ∈ R, f(x, 0) = f(x, 1) = 0 et f(x, u) > 0 pour u ∈ (0, 1),
(iii) ∀x ∈ R, f ′u(x, 0) := lim
u→0+
f(x, u)
u
> 0 et f ′u(x, 1) = lim
u→1−
f(x, u)
u− 1 < 0,
(iv) ∀x ∈ R, ∀u ∈ (0, 1), f ′u(x, u) ≤ f ′u(x, 0).
On note alors ζ(x) := f ′u(x, 0) ; il s'agit d'une fontion C
1
et 1-périodique.
Rapellons qu'une onde pulsatoire de (2.1) est dénie de la façons suivante
Dénition 2.1.1. Une onde pulsatoire u(t, x) de l'équation (2.1) est une solution las-
sique de lasse C1,2(R2) dénie pour tout t, x ∈ R, telle qu'il existe c 6= 0 pour lequel
∀t, x ∈ R, u(t+ 1
c
, x) = u(t, x+ 1),
et telle que pour tout t ∈ R,
u(t,−∞) = 0, u(t,+∞) = 1.
Berestyki et Hamel ont montré l'existene d'ondes pulsatoires de vitesse c ≥ c∗ [6℄.
On s'intéresse ii plus préisément à l'étude du omportement préis en −∞ en montrant
montrer l'existene d'ondes pulsatoires dont le omportement en −∞ généralise elui
des ondes progressives. Pour ela, nous travaillerons par la suite dans le repère mobile
de l'onde, e qui onsiste à eetuer le hangement de variable u˜(t, ξ) = u(t, ξ − ct).
L'équation (2.1) s'érit alors dans e repère
u˜t − u˜ξξ + cu˜ξ = f(ξ − ct, u˜). (2.2)
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La fontion u˜ est 1/c-périodique en temps et solution du problème
u˜t − u˜ξξ + cu˜ξ = f(ξ − ct, u˜),
u˜(t+
1
c
, ξ) = u˜(t, ξ),
u˜(t,−∞) = 0, u˜(t,+∞) = 1.
(2.3)
On herhe ii une solution du problème (2.3) dont le omportement en −∞ est donné
par une fontion pλ(t, ξ) solution de l'équation linéarisée au voisinage de u = 0
pt − pξξ + cpξ − ζ(ξ − ct)p = 0,
et dont la forme généralise elle des ondes progressives en prenant en ompte le périodiité
de l'équation
pλ(t, ξ) = e
λξψλ(ξ − ct),
ave λ > 0 et ψ > 0 fontion 1-périodique. Cei revient à herher λ et ψ solution de
l'équation
Lλψ := ψ
′′ + 2λψ′ + (λ2 + ζ(x))ψ = cλψ,
Lλ agissant dans C
2
per(R) l'ensemble des fontions v ∈ C2(R) 1-périodique. Pour ela,
on onsidère la valeur propre prinipale k(λ) de l'opérateur Lλ. Il s'agit de l'unique
valeur propre de l'opérateur Lλ pour laquelle il existe une fontion propre stritement
positive, et elle est bien dénie par la théorie de Krein-Rutman. On érit alors le problème
préédant sous la forme k(λ) = cλ, ψλ étant hoisie omme fontion propre (1-périodique)
de l'opérateur Lλ assoiée à k(λ). La fontion k a été étudié par Berestyki, Hamel et
Nadirashvili [9℄ pour obtenir la formulation variationelle suivante sur la vitesse minimale
c∗ = min
λ>0
k(λ)
λ
> 0.
La fontion ontinue positive k(λ)/λ atteint son minimum c∗ sur R∗+ ; de plus, l'image
de k(λ)/λ est [c∗,+∞[, e qui permet de dénir le taux de déroissane exponentielle (f
gure 2.1)
λc = min{λ > 0 tel que k(λ) = cλ}, λ∗ = λc∗ .
Une attention partiulière est à porter au as c = c∗ où λ∗ est alors une raine double
de l'équation k(λ) = c∗λ. Les solutions exponentielles sont alors de la forme
eλ
∗ξ(−ξψ∗(ξ − c∗t) + Ψ∗(ξ − c∗t)),
ave ψ∗ > 0 et Ψ∗ sont solutions 1-périodiques des équations
−ψ∗′′ − 2λ∗ψ∗′ + (c∗λ∗ − λ∗2 − ζ(x))ψ∗ = 0, (2.4)
−Ψ∗′′ − 2λ∗Ψ∗′ + (c∗λ∗ − λ∗2 − ζ(x))Ψ∗ = −2ψ∗′ + (c∗ − 2λ∗)ψ∗. (2.5)
On montre alors le résultat suivant
Théorème 2.1.1. Soient c > c∗ et ψλc > 0 une fontion propre de Lλc assoiée à
k(λc) = cλc, alors il existe une onde pulsatoire u˜c solution de (2.3) telle que
u˜c(t, ξ) = e
λcξψλc(ξ − ct) +O(e(λc+δ)ξ), quand ξ → −∞,
ave δ > 0. Soient c = c∗ et ψ∗ > 0 une fontion propre de Lλc∗ assoiée à k(λ
∗) = c∗λ∗,
alors il existe une onde pulsatoire u˜c∗ solution de (2.3) telle que
u˜c∗(t, ξ) = −ξeλ∗ξψ∗(ξ − c∗t) +O(eλ∗ξ), quand ξ → −∞.
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Remarque 2.1.1. Pour l'onde de vitesse c∗, le omportement plus préis attendu en
−∞ et qui généralise elui des ondes progressives est le suivant :
u˜c∗(t, ξ) = e
λ∗ξ(−ξψ∗(ξ − c∗t) + Ψ∗(ξ − c∗t)) + o(eλ∗ξ), quand ξ → −∞.
Nous utilisons deux approhes diérentes pour traiter les deux as. Dans elui des
vitesses supérieures, nous utilisons un théorème de point xe dans l'espae à poids des
fontions ayant le omportement exponentiel souhaité. La onstrution du poids est
possible grâe au fait que k(λ) < cλ pour λ supérieur mais prohe de λc. Pour c = c
∗
, on
a k(λ) > c∗λ pour λ prohe de λ∗. Cei permet de onstruire l'onde de vitesse supérieure
par la méthode des sur et sous solutions. On onstruit pour ela une sur-solution et une
sous-solution de (2.2) qui ont le même omportement exponentiel souhaité pour l'onde.
La mise en oeuvre de ette démarhe est rendue possible par l'étude de la valeur propre
prinipale k(λ) que nous détaillons dans la setion suivante.
2.2 Propriétés de la valeur propre prinipale k(λ)
Nous détaillons dans ette setion quelques propriétés de la fontion k(λ) qui sont
indispensables pour onstruire les ondes pulsatoires. Rappelons que k(λ) est la valeur
propre prinipale de l'opérateur
Lλv := v
′′ + 2λv′ + (λ2 + ζ(x))v,
agissant dans C2per(R) l'ensemble des fontions v ∈ C2(R) 1-périodique, où ζ(x) =
f ′u(x, 0) > 0 est une fontion de lasse C
1
, stritement positive et 1-périodique.
2.2.1 Convexité de k(λ) et onstrution du poids
Nous ommençons par un premier lemme qui rappelle les propriétés établies dans [9℄ :
Lemme 2.2.1. [9℄ 1) La fontion k(λ) est une fontion onvexe sur R minorée par une
onstante stritement positive. Plus préisément, il existe une fontion onvexe k0 telle
que k0(0) = k
′
0(0) = 0 et
∀λ ∈ R, 0 < min ζ ≤ min ζ + k0(λ) ≤ k(λ) ≤ max ζ + k0(λ).
2) La fontion
k(λ)
λ
est ontinue sur R∗+ et a les limites suivantes :
lim
λ→0+
k(λ)
λ
= +∞ et lim inf
λ→+∞
k(λ)
λ
> 0.
De plus,
k(λ)
λ
atteint son minimum sur R∗+.
Le lemme permet de dénir la vitesse minimale de propagation
c∗ = min
λ>0
k(λ)
λ
.
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On déduit du fait que c∗ est le minimum et de la limite innie en 0+ que la fontion
ontinue
k(λ)
λ
atteint toutes les valeurs c ≥ c∗ sur R∗+, autrement dit pour tout c ≥ c∗, il
existe λ > 0 tel que k(λ) = cλ. On dénit alors les taux de déroissane exponentielle
(f gure 2.1)
λc = min{λ > 0 tel que k(λ) = cλ}, λ∗ = λc∗ .
On onsidère ψλc une fontion propre stritement positive assoiée à λc. On note pour
Fig. 2.1  Taux de déroissane exponentielle λc de l'onde u˜c.
nir
pλc(t, ξ) = e
λcξψλc(ξ − ct),
le terme qui sera dominant dans le omportement en −∞ des ondes de vitesse c > c∗.
Celles-i vont être onstruite grâe à un point xe dans un espae à poids. L'existene
du poids est une onséquene du résultat suivant qui déoule de la onvexité de k :
Lemme 2.2.2. Soit c > c∗. Alors il existe δ > 0 tel que k(λ) < cλ sur ]λc, λc + δ[.
Démonstration. Raisonnons par l'absurde et supposons don que le résultat est faux.
Pour tout ε, il existe don δε ave 0 < δε < ε tel que k(λc + δε) ≥ c(λc + δε). Or,
lim
ε→0
k(λc + δε)− k(λc)
δε
= k′d(λc) et
k(λc + δε)− k(λc)
δε
≥ c(λc + δε)− cλc
δε
= c.
On en déduit que
k′d(λc) ≥ c.
Puisque k est onvexe, on a l'inégalité suivante pour tout δ ∈ R :
k(λc + δ) ≥ k(λc) + k′d(λc)δ = cλc + k′d(λc)δ.
Appliquons ei à δ = λ∗−λc. Notons que δ > 0 puisque λc est une fontion stritement
déroissante de c. On obtient k(λ∗) ≥ cλc + c(λ∗ − λc) = cλ∗. On en déduit que c∗ =
k(λ∗)
λ∗
≥ c, d'où la ontradition.
D'après le lemme préédent, il existe δ > 0 tel que
qδ := c(λc + δ)− k(λc + δ) > 0.
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En notant ψλc+δ la fontion propre assoiée à k(λc + δ), on dénit le poids de la façon
suivante
pλc+δ(t, ξ) = e
(λc+δ)ξψλc+δ(ξ − ct).
La fontion pλc+δ est hoisie omme sur-solution de l'équation linéarisée en 0 ; en eet,
pt − pξξ + cpξ − ζ(ξ − ct)p = qδp,
ave qδ > 0. Cei va permettre de onstruire une solution u˜(t, ξ) de l'équation telle que
pour ξ → −∞
u˜(t, ξ) = pλc(t, ξ) +O(pλc+δ(t, ξ)).
2.2.2 Analytiité de k(λ)
Pour onstruire l'onde de vitesse minimale, on a besoin au ontraire de montrer qu'on
peut hoisir δ > 0 susamment petit tel que k(λ∗+ δ) > c∗(λ∗+ δ). On utilise pour ela
l'analytiité de la fontion k(λ) qui provient du théorème de Kato-Rellih (f [67℄).
Lemme 2.2.3. La fontion k(λ) est analytique.
On en déduit le résultat suivant
Corollaire 2.2.4. Pour tout ε > 0, il existe 0 < δ ≤ ε tel que k(λ∗ + δ) > c∗(λ∗ + δ).
Démonstration. Raisonnons par l'absurde. On suppose que k(λ) = c∗λ sur un intervalle
[λ∗, λ∗+ε]. Or, par dénition de λ∗, k(λ) > c∗λ à gauhe de λ∗. Cei ontredit l'analytiité
de k en λ∗.
2.3 Existene d'ondes de vitesse c > c∗ par point xe
Dans ette setion, on onstruit pour haque vitesse c > c∗, une solution du problème
(2.3) telle que pour tout t,
u˜(t, ξ) = eλcξψλc(ξ − ct) +O(e(λc+δ)ξ) quand ξ → −∞,
où δ > 0. Pour ela, nous allons utiliser un théorème de point xe dans l'espae de
fontions ayant le bon omportement exponentiel en −∞, 'est à dire des fontions u
telle que u(ξ)− pλc(0, ξ) soit omprise entre deux multiples de pλc+δ(0, ξ).
2.3.1 Point xe dans l'espae à poids
Nous allons travailler par la suite dans l'espae à poids suivant :
Xδ := {u ∈ BUC(R), 0 ≤ u ≤ 1, u(ξ)− pλc(0, ξ)
pλc+δ(0, ξ)
∈ L∞(R)},
où BUC(R) est l'ensemble des fontions bornées uniformément ontinues sur R. Muni
de la distane
dδ(u, v) := ‖u− v‖δ =
∥∥∥∥ u− vpλc+δ(0, ξ)
∥∥∥∥
∞
,
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(Xδ, dδ) est un espae métrique omplet.
On regarde alors l'opérateur T suivant : soit u˜0 ∈ Xδ, on dénit T (u˜0)(ξ) = u˜(1/c, ξ),
où u˜(t, ξ) est la solution du problème de Cauhy :{
u˜t − u˜ξξ + cu˜ξ = f(ξ − ct, u˜),
u˜(0, ξ) = u˜0(ξ).
(2.6)
Lemme 2.3.1. Soit u˜0 ∈ Xδ et u˜ la solution de (2.6). Alors, pour tout t ≥ 0, l'appliation
ξ 7−→ u˜(t, ξ)− pλc(t, ξ)
pλc+δ(t, ξ)
est bornée pour ξ ∈ R. En partiulier, l'opérateur T est bien déni : si u˜0 ∈ Xδ, alors
T (u˜0) ∈ Xδ.
Démonstration. Tout d'abord, si u˜0 ∈ BUC(R), le problème (2.6) admet une unique
solution u˜(t, ξ) ∈ BUC(R), régulière et globale en temps ar le seond membre f(ξ−ct, u˜)
est à roissane au plus linéaire en u˜ [45℄. De plus, par le prinipe du maximum faible
parabolique, 0 ≤ u˜(t, ξ) ≤ 1.
On suppose ensuite que u˜0 ∈ Xδ. Montrons alors que dans e as
u˜(t, ξ)− pλc(t, ξ)
pλc+δ(t, ξ)
,
est bornée. C'est le as pour ξ ≥ 0, on se restreint don à ξ ≤ 0. On ommene par
montrer que la fontion est majorée. Puisque u˜0 ∈ Xδ et que u˜, pλc et pλc+δ sont bornés
pour ξ ≤ 0, il existe C > 0 tel que pour ξ ≤ 0
u˜(0, ξ)− pλc(0, ξ) ≤ Cpλc+δ(0, ξ),
et pour t ≥ 0
u˜(t, 0)− pλc(t, 0) ≤ Cpλc+δ(t, 0).
On onsidère par la suite les opérateurs paraboliques
P u˜ := u˜t − u˜ξξ + cu˜ξ,
et
P˜ u˜ := u˜t − u˜ξξ + cu˜ξ − ζ(ξ − ct)u˜.
On a ainsi
P (u˜− pλc − Cpλc+δ) = f(ξ − ct, u˜)− ζ(ξ − ct)pλc − C(ζ(ξ − ct) + qδ)pλc+δ
≤ ζ(ξ − ct)(u˜− pλc − Cpλc+δ)− Cqδpλc+δ,
d'où
P˜ (u˜− pλc − Cpλc+δ) ≤ −Cqδpλc+δ ≤ 0.
On a nalement 
P˜ (u˜− pλc − Cpλc+δ) ≤ 0,
u˜(0, ξ)− pλc(0, ξ)− Cpλc+δ(0, ξ) ≤ 0 pour ξ ≤ 0,
u˜(t, 0)− pλc(t, 0)− Cpλc+δ(t, 0) ≤ 0 pour t ≥ 0,
u˜− pλc − Cpλc+δ bornée ,
2.3. Existene d'ondes de vitesse c > c∗ par point fixe 67
don par le prinipe du maximum on a pour t ≥ 0 et ξ ≤ 0
u˜(t, ξ)− pλc(t, ξ) ≤ Cpλc+δ(t, ξ).
Montrons ensuite qu'il existe un minorant. On sait déjà qu'il existe une onstante
C ′ > 0 telle que pour ξ ≤ 0
u˜(0, ξ)− pλc(0, ξ) ≥ −C ′pλc+δ(0, ξ),
et pour t ≥ 0
u˜(t, 0)− pλc(t, 0) ≥ −C ′pλc+δ(t, 0).
Ainsi,
P (u˜− pλc + C ′pλc+δ) = f(ξ − ct, u˜)− ζ(ξ − ct)pλc + C ′(ζ(ξ − ct) + qδ)pλc+δ
= ζ(ξ − ct)(u˜− pλc + C ′pλc+δ) + f(ξ − ct, u˜)− ζ(ξ − ct)u˜+ C ′qδpλc+δ.
La formule de Taylor donne
f(ξ − ct, u˜) = f(ξ − ct, 0) + f ′u(ξ − ct, 0)u˜+
∫ u˜
0
(v − u˜)f ′′u (ξ − ct, v)dv,
soit
f(ξ − ct, u˜)− ζ(ξ − ct)u˜ =
∫ u˜
0
(v − u˜)f ′′u (ξ − ct, v)dv ≥ − max
R×[0,1]
|f ′′u |
u˜2
2
.
Cependant, puisque on a montré que 0 ≤ u˜ ≤ pλc + Cpλc+δ, on a
− u˜
2
2
≥ −1
2
(pλc + Cpλc+δ)
2,
d'où
P˜ (u˜− pλc + C ′pλc+δ) ≥ −
1
2
max
R×[0,1]
|f ′′u |(pλc + Cpλc+δ)2 + C ′qδpλc+δ.
Puisque pλc(t, ξ) = φ(ξ − ct)eλcξ et δ < λc, il existe A >,B > 0 tels que pour tout t et
ξ ≤ 0,
(pλc(t, ξ) + Cpλc+δ(t, ξ))
2 ≤ Ae2λcξ,
Be(λc+δ)ξ ≤ pλc+δ(t, ξ).
On en déduit qu'ave δ < λc et C
′
assez grand, on a alors
P˜ (u˜− pλc + C ′pλc+δ) ≥ 0.
On onlut ainsi par le prinipe du maximum que pour t ≥ 0 et ξ ≤ 0
u˜(t, ξ)− pλc(t, ξ) ≥ −C ′pλc+δ(t, ξ).
Cei onlut la preuve du lemme.
Montrons maintenant que l'opérateur T est ontratant dans (Xδ, dδ) :
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Lemme 2.3.2. l'opérateur T est ontratant dans (Xδ, dδ) : si u˜
1
0, u˜
2
0 ∈ Xδ, alors
dδ(T u˜
1
0, T u˜
2
0) ≤ e−qδ/cdδ(u˜10, u˜20), ave e−qδ/c < 1.
Démonstration. Soient u˜10 et u˜
2
0 dans Xδ et u˜
1
et u˜2 les solutions des problèmes de Cauhy
(2.6) assoiés. On a alors
(∂t − ∂ξξ + c∂ξ − f ′u(ξ − ct, a(t, ξ)))(u˜1 − u˜2) = 0,
où a(t, ξ) est ompris entre u˜1(t, ξ) et u˜2(t, ξ). On pose ensuite
(u˜1 − u˜2)(t, ξ) = pλc+δ(t, ξ)v(t, ξ).
Sur v, on obtient l'équation
Qv := vt − vξξ +
(
c− 2∂ξpλc+δ,ξ
pλc+δ
)
vξ + (ζ(ξ − ct)− f ′u(ξ − ct, a(t, ξ)) + qδ) v = 0.
Par hypothèse, on a f ′u(ξ − ct, a) ≤ ζ(ξ − ct), d'où
a˜(t, ξ) := ζ(ξ − ct)− f ′u(ξ − ct, a(t, ξ)) + qδ ≥ qδ > 0.
Montrons qu'on a alors
‖v(1/c, ξ)‖∞ ≤ e−qδ/c‖v0‖∞.
On onsidère pour ela la fontion v¯(t, ξ) = ‖v0‖∞e−qδt ; elle-i est sur-solution de
l'équation Qv = 0 puisque
Qv¯ = (−qδ + a˜)‖v0‖∞e−qδt ≥ 0.
On a alors : 
Q(v¯ − v) = Qv¯ ≥ 0,
(v¯ − v)(0, ξ) = ‖v0‖∞ − v0(ξ) ≥ 0,
v¯ − v bornée.
Le prinipe du maximum faible parabolique assure ainsi que v(t, ξ) ≤ v¯(t, ξ) pour tout
t ≥ 0 et ξ ∈ R. De même,
Q(v¯ + v) = Qv¯ ≥ 0,
(v¯ + v)(0, ξ) = ‖v0‖∞ + v0(ξ) ≥ 0,
v¯ + v bornée,
d'où v(t, ξ) ≥ −v¯(t, ξ). Finalement, |v(t, ξ)| ≥ v¯(t, ξ), e qui donne pour t = 1/c,
‖v(1/c, ξ)‖∞ ≤ e−qδ/c‖v0‖∞ .
Cei nous permet de montrer que T est ontratant : en eet, e−qδ/c < 1 et
dδ(T u˜
1
0, T u˜
2
0) = ‖u˜1(1/c, ξ)− u˜2(1/c, ξ)‖δ
= ‖pλc+δ(1/c, ξ)v(1/c, ξ)‖δ
=
∥∥∥∥pλc+δ(1/c, ξ)v(1/c, ξ)pλc+δ(0, ξ)
∥∥∥∥
∞
= ‖v(1/c, ξ)‖∞
≤ e−qδ/c‖v0‖∞
= e−qδ/c
∥∥∥∥ u˜10 − u˜20pλc+δ(0, ξ)
∥∥∥∥
∞
= e−qδ/cdδ(u˜10, u˜
2
0).
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Ainsi, T a un unique point xe u˜0 dans Xδ, et la solution u˜ du problème de Cauhy
assoié vérie 
u˜t − u˜ξξ + cu˜ξ = f(ξ − ct, u˜),
u˜(t,−∞) = 0,
u˜(t+
1
c
, ξ) = u˜(t, ξ).
De plus, par le prinipe du maximum fort parabolique, on a 0 < u˜ < 1.
2.3.2 Comportement de u˜ en +∞
Pour que la fontion u˜ qu'on vient de onstruire soit une onde pulsatoire, il reste
à montrer qu'elle vérie u˜(t,+∞) = 1. Montrons tout d'abord que u˜ est stritement
positive et bornée inférieurement par une onstante stritement positive pour ξ ≥ 0. Le
lemme suivant permet de montrer qu'il existe M > 0 et γ > 0 tels que u˜(0, ξ) ≥ γ > 0
pour ξ ≥M :
Lemme 2.3.3. La fontion u˜ vérie lim inf
ξ→+∞
u˜(0, ξ) > 0.
Démonstration. Par l'absurde, on suppose qu'il existe ξn → +∞ telle que u˜(0, ξn) → 0.
On suppose aussi que ξn ≥ 1. Soit ε > 0, alors il existe N tel que pour tout n ≥ N ,
u˜(0, ξn) ≤ ε. D'après l'inégalité de Harnak et les estimations paraboliques, il existe
C > 0 tel que pour t ∈ [0, 1/c], u˜(t, ξn) ≤ Cε et u˜ξ(t, ξn) ≤ Cε. On intègre alors
l'équation sur [0, 1/c]× [−M, ξn] :∫ 1/c
0
∫ ξn
−M
(u˜t − u˜ξξ + cu˜ξ)dtdξ =
∫ 1/c
0
∫ ξn
−M
f(ξ − ct, u˜(t, ξ))dtdξ.
Par périodiité en t de u˜, il reste∫ 1/c
0
(−u˜ξ(t, ξn)+u˜ξ(t,−M)+cu˜(t, ξn)−cu˜(t,−M))dtdξ =
∫ 1/c
0
∫ ξn
−M
f(ξ−ct, u˜(t, ξ))dtdξ.
Passons alors à la limite M → +∞. Puisque u˜(t,−M) → 0, on a aussi u˜ξ(t,−M) → 0
par les estimations paraboliques. On obtient ainsi à la limite
zn :=
∫ 1/c
0
∫ ξn
−∞
f(ξ − ct, u˜(t, ξ))dtdξ =
∫ 1/c
0
(−u˜ξ(t, ξn) + cu˜(t, ξn))dt ≤ C(1 + 1/c)ε.
On en déduit que zn → 0 quand n → +∞. Or, u˜(t, ξ) ≥ a > 0 sur [0, 1/c]× [0, 1] don
d'après les propriétés de f
zn ≥
∫ 1/c
0
∫ 1
0
f(ξ − ct, u˜(t, ξ))dtdξ := b > 0,
b étant indépendant de n. On obtient ainsi une ontradition.
D'après le lemme, il existe α > 0 et M > 0 tels que u˜(0, ξ) ≥ α pour ξ ≥ M .
Puisque u˜ > 0, il existe β > 0 tel que u˜(t,M) ≥ β pour tout t ∈ [0, 1/c]. Posons alors
P u˜ := u˜t − u˜ξξ + cu˜ξ et γ = min(α, β), on a alors :
P (u˜− γ) = f(ξ − ct, u˜) ≥ 0,
(u˜− γ)(0, ξ) ≥ 0,
(u˜− γ)(t,M) ≥ 0.
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Le prinipe du maximum donne alors que u˜(t, ξ) ≥ γ > 0 pour t ∈ [0, 1/c] et ξ ≥ M .
Cei permet d'obtenir la limite en +∞.
Lemme 2.3.4. Pour tout t ∈ R, u˜(t,+∞) = 1.
Démonstration. On pose U = 1 − u˜ et f(x, u˜) = (1 − u˜)h(x, u˜). Comme f ′u(x, 1) < 0,
h(x, u˜) ne s'annule pas en u˜ = 1 et don h(x, u˜) ≥ h0 > 0 pour 0 < γ ≤ u˜ ≤ 1. On se
plae don dans la suite dans le domaine ξ ≥ M . U vérie l'équation
QU := Ut − Uξξ + cUξ + h(ξ − ct, u˜)U = 0.
On onstruit alors une sur-solution de ette équation de la manière suivante : soient
C > 0 et µ > 0 des onstantes à déterminer, on pose
V (t, ξ) = ‖U0‖∞e−h0t + Ce−µξ.
On a en eet
QV = ‖U0‖∞e−h0t(h(ξ − ct, u˜)− h0) + Ce−µξ(h(ξ − ct, u˜)− µ2 − cµ).
Puisque h ≥ h0 > 0, on hoisit µ > 0 susamment petit pour que µ(µ + c) ≤ h0 et on
xe C = eµM . On a alors :
Q(V − U) ≥ 0,
(V − U)(0, ξ) ≥ ‖U0‖∞ − U(0, ξ) ≥ 0,
(V − U)(t,M) ≥ 1− U(t,M) ≥ 0.
Le prinipe du maximum dit alors que U(t, ξ) ≤ V (t, ξ) pour t ≥ 0 et ξ ≥ M . Comme
U est périodique, on évalue l'inégalité préédente en t = t + N/c puis on fait tendre
N → +∞. On réupère U(t, ξ) ≤ Ce−µξ → 0 quand ξ → +∞. Ainsi, u˜(t,+∞) = 1.
2.4 Existene d'ondes de vitesse c∗ par sur et sous-
solutions
Nous allons onstruire dans ette setion une solution du problème (2.3) pour c = c∗
telle que pour tout t,
u˜c∗(t, ξ) = −ξeλ∗ξψ∗(ξ − c∗t) +O(eλ∗ξ), quand ξ → −∞.
Les ondes de vitesse supérieure c > c∗ ont été onstruites grâe à un point xe dans un
espae à poids. Rappelons que l'existene de e poids pλc+δ vient du fait que k(λ) < cλ
quand λ est prohe et stritement supérieur à λc. Cette inégalité n'est plus valable quand
c = c∗. En fait, on a même le ontraire puisque du fait de l'analytiité, il existe des valeurs
de δ > 0 aussi petites que l'on veut pour lesquelles k(λ∗ + δ) > c∗(λ∗ + δ). Néanmoins,
ette nouvelle inégalité permet d'obtenir une sur-solution u et une sous solution u de
l'équation qui ont le omportement i-dessus en −∞ et qui vérient u ≤ u. Cei donne
l'existene d'une solution omprise entre les deux et qui possède le bon omportement
exponentiel en −∞.
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Notons que nous montrons ii plus préisément que le omportement en −∞ est de
la forme
u˜c∗(t, ξ) = −eλ∗ξ(−ξψ∗(ξ − c∗t) + Ψ∗(ξ − c∗t)) +O(eλ∗ξ), quand ξ → −∞,
où φ∗ > 0 et ψ∗ sont solutions des équations
−ψ∗′′ − 2λ∗ψ∗′ + (c∗λ∗ − λ∗2 − ζ(x))ψ∗ = 0,
−Ψ∗′′ − 2λ∗Ψ∗′ + (c∗λ∗ − λ∗2 − ζ(x))Ψ∗ = −2ψ∗′ + (c∗ − 2λ∗)ψ∗.
Dans ette setion, nous ommençons par montrer que les problèmes i-dessus possèdent
une solution puis nous onstruisons les sur et sous-solution.
2.4.1 Le omportement exponentiel
L'équation k(λ) = c∗λ possède une raine double en λ∗ > 0. Cei amène à regarder
des solutions de l'équation linéarisée
u˜t − u˜ξξ + c∗u˜ξ − ζ(ξ − c∗t)u˜ = 0,
sous la forme
u˜(t, ξ) = eλ
∗ξ(−ξψ∗(ξ − ct) + Ψ∗(ξ − c∗t)).
En injetant et ansatz dans l'équation linéarisée, l'identiation des termes en eλ
∗ξ
et
en ξeλ
∗ξ
donnent respetivement les équations
−ψ∗′′ − 2λ∗ψ∗′ + (c∗λ∗ − λ∗2 − ζ(x))ψ∗ = 0,
−Ψ∗′′ − 2λ∗Ψ∗′ + (c∗λ∗ − λ∗2 − ζ(x))Ψ∗ = −2ψ∗′ + (c∗ − 2λ∗)ψ∗.
La première équation est Lλ∗ψ
∗ = c∗λ∗ψ∗ ; on hoisit alors ψ∗ omme fontion propre
stritement positive assoiée à la valeur propre prinipale k(λ∗) = c∗λ∗ de l'opérateur
Lλ∗ . La deuxième équation s'érit quant à elle
(Lλ∗ − k(λ∗))Ψ∗ = (2λ∗ − c∗)ψ∗ + 2ψ∗′.
Nous allons montrer que ette équation possède une solution qui est −v∗ ave
v∗ :=
dψλ
dλ
∣∣∣
λ=λ∗
.
Pour ela, onsidérons la fontion
vλ =
ψλ − ψ∗
λ− λ∗ ,
où φλ est fontion propre de l'opérateur Lλ pour la valeur propre k(λ). La fontion vλ
vérie alors l'équation diérentielle
Lλvλ − k(λ)vλ = k(λ)− k(λ
∗)
λ− λ∗ ψ
∗ − 2ψ∗′ − (λ+ λ∗)ψλ.
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Nous allons passer à la limite λ → λ∗ dans ette équation. Tout d'abord, k est
analytique et on a
k(λ)− k(λ∗)
λ− λ∗ → k
′(λ∗) = c∗.
En eet, puisque
c∗ = min
λ>0
k(λ)
λ
> 0,
On a
0 =
(
k(λ)
λ
)′ ∣∣∣
λ=λ∗
=
k′(λ∗)λ∗ − k(λ∗)
λ∗2
=
k′(λ∗)λ∗ − c∗λ∗
λ∗2
=
k′(λ∗)− c∗
λ∗
.
Par diérentiabilité de ψλ, vλ onverge dans C
2
vers v∗ quand λ→ λ∗, et v∗ est solution
de l'équation
(Lλ∗ − k(λ∗))v∗ = (c∗ − 2λ∗)ψ∗ − 2ψ∗′.
Autrement dit, en prenant Ψ∗ = −v∗, on obtient bien une solution.
2.4.2 Existene par sous-solution et sur-solution
Les fontions u et u vont être onstruite à partir des fontions suivantes
u(0)(t, ξ) = (−ξψ∗(ξ − c∗t) + Ψ∗(ξ − c∗t))eλ∗ξ,
u(1)(t, ξ) = ψ∗(ξ − c∗t)eλ∗ξ,
u(2)(t, ξ) = ψλ∗+δ(ξ − c∗t)e(λ∗+δ)ξ,
où δ sera hoisi susamment petit. On note par la suite
NL(u) = ut − uξξ + c∗uξ − f(ξ − c∗t, u),
l'opérateur non-linéaire et
L(u) = ut − uξξ + c∗uξ − ζ(ξ − c∗t)u,
l'opérateur linéarisé au voisinage de u = 0.
La sur-solution
Considérons la fontion,
U(t, ξ) = u(0)(t, ξ) + Cu(1)(t, x),
où C > 0 est hoisi tel que
U(t, 0) = Ψ∗(−c∗t) + Cψ∗(−c∗t) ≥ 1, ∀t.
Cei est possible ar Ψ∗ est bornée et ψ∗ > 0. Remarquons que U est solution de l'équa-
tion linéarisée Lu = 0, et vérie don
NL(U) ≥ 0,
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puisque f(x, u) ≤ ζ(x)u d'après l'hypothèse (iv). C'est don un andidat pour la sur-
solution. Mais U(t, ξ)→ −∞ quand ξ → +∞ don nous devons modier U pour ξ ≥ 0.
On introduit alors l'absisse
ξ(t) := inf{ξ ∈ R, U(t, ξ) = 1} ≤ 0,
et on dénit la fontion C2 par moreaux u par
u(t, ξ) =
{
U(t, ξ) pour ξ ≤ ξ(t),
1 pour ξ ≥ ξ(t).
Nous avons NL(u) ≥ 0 pour (t, ξ) 6= (t, ξ(t)) ; de plus, le saut de la dérivée spatiale de u
est négatif. Don u est sur-solution faible, au sens des distributions :
NL(u) ≥ 0 dans D′([0, 1/c∗]× R),
'est à dire que pour toute fontion test positive φ ∈ D([0, 1/c∗]× R), on a∫
0,1/c∗
∫
R
NL(u)φ dtdξ ≥ 0.
La sous-solution
On onsidère maintenant la fontion U
U(t, ξ) = u(0)(t, ξ)−Au(1)(t, ξ) + u(2)(t, ξ),
où δ et A sont deux onstantes ; on prend δ ∈]0, λ∗/2[, et A sera xé dans la suite pour
avoir NL(U ) ≤ 0. Comme pour la sur-solution, nous avons besoin de modier U pour
obtenir une sous-solution intéressante. Notons que
U(t, 0) = Ψ∗(−c∗t)− Aψ∗(−c∗t) + ψλ∗+δ(−c∗t) ≤ 0, ∀t,
si A est susamment grand. On dénit alors l'absisse
ξ(t) := inf{ξ ∈ R, u(t, ξ) = 0} ≤ 0,
et la fontion u par
u(t, ξ) =
{
U(t, ξ) pour ξ ≤ ξ(t),
0 pour ξ ≥ ξ(t).
Nous montrerons plus loin que pour A susamment grand, on a
NL(U ) ≤ 0,
pour ξ ≤ ξ(t). Par onséquent, NL(u) ≤ 0 si ξ 6= ξ(t) ; de plus, U a un saut de dérivée
positif au point ξ(t). Cei montre que u est une sous-solution faible.
Le point important est don de montrer que
NL(U ) ≤ 0,
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pour ξ ≤ ξ(t) si on hoisit A susamment grand. Puisque
U(t, ξ) = (−ξ − A)ψ∗(ξ − c∗t)eλ∗ξ +Ψ∗(ξ − c∗t)eλ∗ξ + ψλ∗+δ(ξ − c∗t)e(λ∗+δ)ξ,
on a ξ(t) > −A. De plus, il existe C indépendant de A tel que U(t, ·) s'annule sur
[−A,−A + C] pour tout t. On en déduit que
ξ(t) = −A + C(t),
où C(t) est bornée en t et indépendante de A. Rappelons que u(2) vérie l'égalité
L(u(2)) = −qδu(2),
ave qδ > 0. On a alors
NL(U) = L(U) + ζ(ξ − c∗t)U − f(ξ − c∗t, U)
= −qδu(2) + ζ(ξ − c∗t)U − f(ξ − c∗t, U).
On herhe alors à montrer que pour ξ ≤ ξ(t).
ζ(ξ − c∗t)U − f(ξ − c∗t, U) ≤ qδu(2).
Notons d'une part qu'il existe C1 > 0 tel que pour ξ ≤ 0,
|U(t, ξ)| ≤ C1Ae3λ∗ξ/4,
et ainsi
ζ(ξ − c∗t)U − f(ξ − c∗t, U) ≤ CU 2 ≤ C21A2e3λ∗ξ/2.
D'autre part,
qu(2)(t, ξ) ≥ qC2e(λ∗+δ)ξ.
Ainsi, NL(U) ≤ 0 dès que
qC2e
(λ∗+δ)ξ ≥ C21e3λ∗ξ/2,
'est dire si
ξ ≤ ξA := 1
λ∗/2− δ
(
−2 lnA+ ln qC2
C21
)
.
Puisque ξ(t) = −A + C(t) ave C(t) bornée, on en déduit que ξ(t) ≤ ξA si on hoisit A
susamment grand.
Existene de la solution
A l'aide de notre sur solution u et de notre sous-solution u vériant u ≤ u, on peut
onstruire une solution u˜ du problème (2.3) telle que
u ≤ u˜ ≤ u.
On onsidère pour ela l'opérateur période T déni par T (u˜0)(ξ) = u˜(1/c
∗, ξ), où
u˜(t, ξ) désigne la solution du problème de Cauhy :{
u˜t − u˜ξξ + c∗u˜ξ = f(ξ − c∗t, u˜),
u˜(0, ξ) = u˜0(ξ).
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On note alors u0(ξ) = u(0, ξ) et u0(ξ) = u(0, ξ), qui vérient u0 ≤ u0. On onsidère alors
la suite
un = T n(u0).
Alors la suite un est déroissante et minorée : pour tout n ≥ 0,
u0 ≤ un+1 ≤ un ≤ u0,
et pour n ≥ 1 un est C2.
En eet, u1 = T (u0) = u(1/c∗, ξ), u étant la solution de{
ut − uξξ + c∗uξ = f(ξ − c∗t, u),
u(0, ξ) = u0(ξ).
Notons tout d'abord qu'à partir de u(0, ξ) = u0(ξ) C2 par moreaux, on obtient u1 =
u(1/c∗, ξ) qui est C2+α par régularité. De plus, rappelons que{
NL(u) ≥ 0,
u(0, ξ) = u0(ξ)
au sens des distributions. Si on note v = u− u, on a alors
vt − vξξ + c∗vξ ≥ f(ξ − c∗t, u)− f(ξ − c∗t, u)
=
f(ξ − c∗t, u)− f(ξ − c∗t, u)
u− u (u− u)
= f ′u(ξ − c∗t, a(t, ξ))v
où a est ompris entre u et u. Ainsi,{
vt − vξξ + c∗vξ − f ′u(ξ − c∗t, a(tξ)v ≥ 0,
v(0, ξ) = 0,
au sens des distributions. Le prinipe du maximum assure alors que v ≥ 0, 'est à dire
u ≤ u et don
u1(ξ) = u(1/c∗, ξ) ≤ u(1/c∗, ξ) = u0(ξ).
On obtient de la même façon que u0 ≤ u1. Ainsi
u0 ≤ u1 ≤ u0.
On obtient alors par réurrene la propriété souhaitée.
On peut ainsi extraire de un une sous-suite qui onverge dans C2loc et on note φ ette
limite. Notons qu'alors toute la suite onverge vers φ par monotonie. L'opérateur T étant
ontinu, le passage à la limite n→ +∞ dans la relation T (un) = un+1 donne
Tφ = φ.
On onsidère alors la solution u˜c∗ du problème de Cauhy assoié à φ(ξ){
u˜t − u˜ξξ + c∗u˜ξ = f(ξ − c∗t, u˜),
u˜(0, ξ) = φ(ξ).
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Montrons qu'il s'agit de l'onde pulsatoire de vitesse c∗. La relation Tφ = φ dit que u˜c∗
est 1/c∗-périodique en t. Par l'inégalité u0 ≤ φ ≤ u0 et le prinipe du maximum, on
obtient que pour tout t
u(t, ξ) ≤ u˜c∗(t, ξ) ≤ u(t, ξ).
Ainsi, u˜c∗(t,−∞) = 0 et on a plus préisément
u˜c∗(t, ξ) = −ξeλ∗ξψ∗(ξ − c∗t) +O(eλ∗ξ), quand ξ → −∞.
Enn, la limite u˜(t,+∞) = 1 s'obtient omme dans le as des vitesses supérieures. Cei
onlut la preuve du théorème 2.1.1.
Chapitre 3
Dynamique non triviale en temps grand
pour une équation de type KPP en milieu
périodique
3.1 Introdution et résultats prinipaux
On s'intéresse dans e hapitre au problème de Cauhy{
ut − uxx = f(x, u),
u(0, x) = u0(x),
(3.1)
pour une nonlinéarité f périodique en x et de type KPP. Plus préisément, on étudie
la stabilité des ondes pulsatoires uc onstruites au hapitre préédent. Ces ondes étant
roissantes en t (f [6℄), on onsidère également la dynamique de (3.1) pour des données
initiales omprises entre deux translatées en t. Cei est possible grâe à la onnaissane
du omportement préis en −∞ de es ondes. Notons que déjà dans le adre homogène,
l'étude de la dynamique de onditions initiales omprises entre deux translatées d'une
onde progressive est nouvelle dans le as KPP ; nous ommençons par présenter les
résultats obtenus dans e as.
3.1.1 Dynamique en milieu homogène
En milieu homogène, le problème de Cauhy s'érit{
ut − uxx = f(u),
u(0, x) = u0(x),
(3.2)
Préisons que nous onsidérons une nonlinéarité f ∈ C2([0, 1]) qui vérie f(0) = f(1) =
0, f(u) > 0 pour u ∈ (0, 1) et f ′′(u) ≤ 0.
Les résultats lassiques de dynamique en temps grand pour (3.2) porte sur la sta-
bilité et la onvergene globale vers les ondes progressives pour des données initiales se
omportant omme l'onde en −∞ [33, 84℄. On s'interesse ii à des données initiales u0
omprises entre deux translatées d'une onde progressive de vitesse c > c∗. On obtient un
omportement nouveau en temps grand
Théorème 3.1.1. Soient c > c∗,M > 0 et u(t, x) la solution du problème de Cauhy
(3.2) ave
φc(x) ≤ u0(x) ≤ φc(x+M).
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Soit m(t, x) la solution du problème{
mt −mxx − 2λcmx − λcm2x = 0,
m(0, x) = φ−1c (u0(x))− x. (3.3)
Alors
(i) La fontion m vérie les propriétés suivantes quand t→ +∞
0 ≤ m(t, x) ≤ M, ‖mt(t, ·)‖∞ = O
(
1√
t
)
, ‖mx(t, ·)‖∞ = O
(
1√
t
)
.
(ii) Il existe γ > 0 tel que si v(t, x) = |u(t, x) − φc(x + ct +m(t, x))|, alors v˜(t, ξ) =
v(t, ξ − ct) vérie
sup
ξ∈R
|e−γξv˜(t, ξ)| = O
(
1√
t
)
.
Remarque 3.1.1. On peut montrer en fait que la onvergene en (ii) est uniforme
sup
x∈R
|u(t, x)− φc(x+ ct+m(t, x))| = O
(
1√
t
)
.
Ce résultat dit que le prol de u(t, x) onverge loalement vers elui de l'onde progres-
sive puisquemx → 0mais u dière de l'onde d'un shift qui varie de plus en plus lentement
en temps grand (mt → 0). Il est important de omprendre que la dynamique est réel-
lement non triviale et que la solution ne onverge pas à priori vers auune translatée
de l'onde progressive. L'équation du shift se ramène en eet à une équation d'advetion
diusion pour laquelle il existe de nombreuses données initiales pour laquelle la solution
ne onverge même loalement vers auune onstante ; ertaines solutions osillent même
indéniment en temps grand [19, 89℄.
Fig. 3.1  Dynamique non triviale en milieu homogène
3.1.2 Dynamique en milieu périodique
L'objetif de e hapitre est d'étendre le résultat préédent au milieu périodique (3.1).
La nonlinéarité f est hoisie C2(R× [0, 1],R+) ave les propriétés suivantes :
(i) f est 1-périodique en x,
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(ii) ∀x ∈ R, f(x, 0) = f(x, 1) = 0 et f(x, u) > 0 pour u ∈ (0, 1),
(iii) ∀x ∈ R, f ′u(x, 0) := lim
u→0+
f(x, u)
u
> 0 et f ′u(x, 1) = lim
u→1−
f(x, u)
u− 1 < 0,
(iv) ∀x ∈ R, ∀u ∈ [0, 1], f ′′u (x, u) ≤ 0.
On note alors ζ(x) := f ′u(x, 0). La preuve de l'existene de dynamiques non triviales
s'appuie sur elle des ondes pulsatoires au omportement préisé en −∞ onstruites au
hapitre 2. Nous rappelons les notations et les résultats obtenus.
Rappel : existene d'ondes pulsatoires au omportement préisé
Une onde pulsatoire est, via le hangement de variables u˜(t, ξ) = u(t, ξ − ct), une
solution (c, u˜) du problème
u˜t − u˜ξξ + cu˜ξ = f(ξ − ct, u˜),
u˜(t+
1
c
, ξ) = u˜(t, ξ),
u˜(t,−∞) = 0, u˜(t,+∞) = 1.
(3.4)
On note Lλ l'opérateur
Lλv = v
′′ + 2λv′ + (λ2 + ζ(x))v, (3.5)
agissant sur les fontions v ∈ C2(R) 1-périodique, et k(λ) la valeur propre prinipale de
et opérateur, qui est l'unique valeur propre assoiée à une fontion propre stritement
positive. La vitesse minimale de propagation des ondes pulsatoires c∗ est alors donnée
par la formule suivante :
c∗ = min
λ>0
k(λ)
λ
. (3.6)
On note également λc le plus petit λ > 0 tel que k(λ) = cλ et ψλc une fontion propre
stritement positive de l'opérateur Lλc assoiée à la valeur propre k(λc) = cλc. On a
montré que pour tout c > c∗, le problème (3.4) possède une solution (c, u˜c) qui a le
omportement suivant quand ξ → −∞ : il existe δ > 0 tel que
u˜c(t, ξ) = e
λcξψλc(ξ − ct) +O(e(λc+δ)ξ).
On note alors
uc(t, x) = u˜c(t, x+ ct)
l'onde pulsatoire de vitesse c dans le repère initial.
Dynamique non triviale en milieu périodique
Nous onsidérons le problème de Cauhy (3.1) pour des données initiales omprises
entre deux translatées en temps d'une onde pulsatoire de vitesse c > c∗ au omportement
préisé à l'inni
uc(0, x) ≤ u0(x) ≤ uc(M,x),
où M > 0. Nous montrons que la solution du problème de Cauhy u(t, x), qui reste
oinée entre les deux translatées de l'onde pour tout t ≥ 0
∀t ≥ 0, uc(t, x) ≤ u(t, x) ≤ uc(t+M,x),
possède une dynamique similiare à elle obtenue en milieu homogène :
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Théorème 3.1.2. Soient c > c∗,M > 0 et u(t, x) la solution du problème de Cauhy{
ut − uxx = f(x, u),
uc(0, x) ≤ u(0, x) ≤ uc(M,x). (3.7)
Soit m(t, x) la solution du problème de Cauhy mt −mxx − 2
(
λc +
ψ′λc
ψλc
)
mx − cλcm2x = 0,
m(0, x) = uc(·, x)−1(u0(x)).
(3.8)
Alors
(i) La fontion m(t, x) possède les propriétés suivantes quand t→ +∞ :
0 ≤ m(t, x) ≤ M, ‖mt(t, ·)‖∞ = O
(
1√
t
)
, ‖mx(t, ·)‖∞ = O
(
1√
t
)
.
(ii) Il existe γ > 0 tel que si v(t, x) = |u(t, x) − uc(t + m(t, x), x)|, alors v˜(t, ξ) =
v(t, ξ − ct) vérie
sup
ξ∈R
|e−γξv˜(t, ξ)| = O
(
1√
t
)
.
Remarque 3.1.2. On peut montrer en fait que la onvergene en (ii) est uniforme
sup
x∈R
|u(t, x)− uc(t+m(t, x), x)| = O
(
1√
t
)
.
Si la donnée initiale est omprise entre deux translatées de l'onde pulsatoire uc, le
théorème nous dit que le prol de la solution onverge loalement vers elui de l'onde
puisque mx → 0 mais la solution dière de l'onde via le shift m(t, x) qui varie de plus en
plus lentement en temps (mt → 0). Notons que nous obtenons un taux de déroissane
optimal sur les dérivées du shift puisque e taux est le même que le taux optimal du as
homogène.
Stabilité des ondes pulsatoires
Nous omplétons e hapitre par des résultats de stabilité des ondes pulsatoires.
Nous ommençons par la stabilité globale des ondes pulsatoires de vitesses supérieures
ave taux de onvergene exponentiel en temps. Ce résultat lassique ne fait appel qu'à
l'utilisation d'un espae à poids. Le deuxième résultat est plus intéressant puisqu'il porte
sur l'onde de vitesse minimale qui est beauoup plus déliate à étudier. Il établit que
si on perturbe initialement l'onde pulsatoire de vitesse c∗ par une fontion à support
ompat, alors la solution onvergene vers l'onde en t−1/2. Ce résultat apporte une
première ontribution à l'étude du as ritique. C'est une onséquene de l'étude ne de
l'équation (3.8).
Théorème 3.1.3. Soient c > c∗ et u˜(t, ξ) la solution du problème de Cauhy{
u˜t − u˜ξξ + cu˜ξ = f(ξ − ct, u˜),
u˜(0, ξ) = u˜0(ξ),
où u˜0(x) ∈ [0, 1] satisfait les propriétés suivantes ave ε > 0
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(i) u˜0(ξ) = u˜c(0, ξ) +O(e
(λc+ε)ξ) quand ξ → −∞,
(ii) lim infξ→+∞ u˜0(ξ) > 0.
Il existe alors γ > 0 tel que
‖u˜(t, ·)− u˜c(t, ·)‖∞ = O(e−γt).
Théorème 3.1.4. Soit u˜(t, ξ) la solution du problème de Cauhy{
u˜t − u˜ξξ + c∗u˜ξ = f(ξ − c∗t, u˜),
u˜(0, ξ) = u˜0(ξ),
où
u˜0(ξ) = u˜c∗(0, ξ) + w˜0(ξ) ∈ [0, 1],
ave w˜0(ξ) à support ompat. Alors,
‖u˜(t, ·)− u˜c∗(t, ·)‖∞ = O
(
1√
t
)
.
3.1.3 Plan du hapitre
Nous présentons dans la setion suivante la preuve du as homogène. Cette démons-
tration ne se généralise qu'en partie au milieu périodique ar l'étude de l'équation du
shift est alors bien plus diile que dans le as homogène où elle se ramène à une équa-
tion d'advetion-diusion à oeients onstants. Nous présentons ainsi dans la setion
3.3 notre stratégie d'étude du shift en ommençant par le as simplié du milieu ho-
mogène pour lequel les aluls sont expliites. Nous généralisons ensuite e résultat au
milieu périodique en ommençant par montrer la onvergene en temps grand vers le
prol attendu (setion 3.4) puis en établissant les propriétés du shift dans la setion 3.5.
3.2 Le as homogène : preuve direte
Dans ette setion, nous démontrons le théorème 3.1.1. On onsidère ainsi pour c > c∗
et M > 0 la solution u(t, x) du problème de Cauhy{
ut − uxx = f(u),
φc(x) ≤ u0(x) ≤ φc(x+M).
On herhe le omportement en temps grand de la solution u(t, x) sous la forme U(t, x) =
φc(x + ct + m(t, x)). Nous ommençons par déterminer l'équation et les propriétés du
shift m puis nous montrons la onvergene en temps grand de u vers U .
3.2.1 L'équation et les propriétés du shift
La fontion U(t, x) = φc(x+ ct+m(t, x)) est solution de l'équation
Ut − Uxx = (−φ′′c + cφ′c) + (φ′c(mt −mxx)− φ′′c (2mx +m2x)),
'est à dire
Ut − Uxx − f(U) = φ′c(mt −mxx)− φ′′c (2mx +m2x).
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Notons qu'on pourrait herher la solution du problème de Cauhy diretement sous la
forme
u(t, x) = φc(x+ ct+m(t, x)),
e qui revient à annuler le membre de droite dans l'équation préédente. On aurait alors
l'équation suivante sur le shift{
mt −mxx − φ
′′
c
φ′c
(2mx +m
2
x) = 0,
m0(x) = φ
−1
c (v0(x))− x.
Cette équation est parabolique, nonlinéaire et à oeients variables et il est don diile
d'obtenir des propriétés nes de la solution d'une telle équation.
Nous allons proéder diéremment en obtenant une équation plus simple sur le shift
qu'on pourra étudier mais en ontrepartie il faudra montrer la onvergene en temps
grand vers le prol U . Nous érivons l'équation de U plutt sous la forme suivante
Ut − Uxx − f(U) = φ′c(mt −mxx − 2λcmx − λcm2x)− (φ′′c − λcφ′c)(2mx +m2x).
L'idée est de hoisir m(t, x) de sorte que le membre de droite de l'équation préédente ait
une déroissane exponentielle plus rapide que l'onde progressive φc. Cei permettra de
montrer la onvergene vers le prol U en temps grand dans un espae à poids. Rappelons
pour ela que si c > c∗, alors il existe A > 0 et δ > 0 tels que pour x→ −∞,
φc(x) = Ae
λcx +O(e(λc+δ)x),
φ′c(x) = Aλce
λcx +O(e(λc+δ)x),
φ′′c (x) = Aλ
2
ce
λcx +O(e(λc+δ)x).
Ainsi, le terme φ′′c−λcφ′c est un O(e(λc+δ)x), mais e n'est pas le as de φ′c qui se omporte
omme φc. On hoisit don m(t, x) qui annule le terme en φ
′
c, 'est à dire qui vérie
l'équation
mt −mxx − 2λcmx − λcm2x = 0.
On hoisit de plus m0 de sorte que U(0, x) = φc(x +m0(x)) = u0. Cei est possible ar
φc est stritement roissante don inversible et don on hoisit m0(x) = φ
−1
c (u0(x))− x.
Le shift m vérie l'équation parabolique non-linéaire{
mt −mxx − 2λcmx − λcm2x = 0,
m0(x) = φ
−1
c (u0(x))− x.
Notons que, d'après les hypothèses, m0(x) est bornée ave 0 ≤ m0(x) ≤ M . Pour étudier
une telle équation, on eetue la transformation de Hopf-Cole w(t, x) = eλcm(t,x), w étant
alors solution de l'équation d'advetion-diusion{
wt − wxx − 2λcwx = 0,
w0(x) = w(0, x) = exp (λc(φ
−1
c (u0(x))− x)) ,
ave w0 bornée. La fontion w a alors les propriétés suivantes quand t→ +∞
‖wx(t, ·)‖∞ = O
(
1√
t
)
, ‖wt(t, ·)‖∞ = O
(
1√
t
)
.
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Pour montrer ei, on peut eetuer le nouveau hangement de variable
W (t, x) = w(t, x− 2λct),
qui permet d'obtenir l'équation de la haleur{
Wt −Wxx = 0,
W0(x) = w0(x) ≥ 0 et bornée .
Puisque wt = Wt + 2λcWx et wx = Wx, il sut alors d'appliquer le résultat suivant
Lemme 3.2.1. La solution W (t, x) de l'équation de la haleur est bornée ‖W (t, ·)‖∞ ≤
‖W0‖∞ et et vérie les estimations suivantes :
‖Wt(t, ·)‖∞ = O
(
1
t
)
, ‖Wx(t, ·)‖∞ = O
(
1√
t
)
.
Démonstration. La solution s'érit grâe au noyau de la haleur
W (t, x) =
1√
4πt
∫
R
e−(x−y)
2/4tW0(y)dy.
La dérivée en x est
Wx(t, x) =
1√
4πt
∫
R
y − x
2t
e−(x−y)
2/4tW0(y)dy
=
1√
πt
∫
R
ze−z
2
W0(x+ 2
√
tz)dz,
par le hangement de variable y = x+ 2
√
tz. Ainsi,
|Wx(t, x)| ≤ ‖W0‖∞√
πt
∫
R
|z|e−z2dz ≤ ‖W0‖∞√
πt
=
C√
t
Passons à la dérivée en t. On obtient
Wt(t, x) =
1√
4π
∫
R
( −1
2t3/2
+
(y − x)2
4t2
)
e−(x−y)
2/4tW0(y)dy.
=
1√
4π
∫
R
2z − 1
t
e−z
2
W0(x+ 2
√
tz)dz.
Ainsi,
|Wt(t, x)| ≤ ‖W0‖∞
t
√
4π
∫
R
(2|z|+ 1)e−z2dz ≤ C
t
.
Revenons à l'équation sur U . Elle s'érit
Ut − Uxx − f(U) = −g(t, x),
ave
g(t, x) = (2mx +m
2
x)(φ
′′
c − λcφ′c).
Puisque λcmx = wxe
−λcm
et m ≥ 0, on a |mx| ≤ |wx|/λc, d'où le seond membre de
l'équation a les propriétés fondamentales suivantes :
|2mx +m2x| = O
(
1√
t
)
et |φ′′c − λcφ′c| = O(e(λc+δ)(x+ct)).
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3.2.2 Convergene dans l'espae à poids
Montrons maintenant la onvergene de u vers U .
Lemme 3.2.2. Soit v(t, x) = u(t, x) − U(t, x). Alors il existe γ > 0 tel que v˜(t, ξ) =
v(t, ξ − ct) vérie
sup
ξ∈R
|e−γξv˜(t, ξ)| = O
(
1√
t
)
.
Démonstration. On va estimer la diérene v = u−U , l'autre diérene U−u s'estimant
de manière identique. La fontion v vérie l'équation
vt − vxx = f(u)− f(U) + g(t, x).
Un développement de Taylor à l'ordre deux donne
f(u) = f(U) + f ′(U)(u − U) + 1
2
f ′′(a)(u− U)2,
pour un ertain u ≤ a ≤ U . Puisque f ′′ ≤ 0 et f ′(U) ≤ f ′(0), on a alors
f(u)− f(U) ≤ f ′(0)v.
Ainsi, {
vt − vxx − f ′(0)v ≤ g(t, x),
v(0, x) = 0,
ave
g(t, x) = (2mx +m
2
x)(φ
′′
c − λcφ′c).
On se plae ensuite dans le repère de l'onde en posant v˜(t, ξ) = v(t, ξ−ct), v˜ vériant
alors {
v˜t − v˜ξξ + cv˜ξ − f ′(0)v˜ ≤ g(t, ξ − ct),
v˜(0, x) = 0,
où g(t, ξ − ct) = (2mx +m2x)(φ′′c − λcφ′c), ave
|2mx +m2x| = O
(
1√
t
)
et |φ′′c − λcφ′c| = O(e(λc+δ)ξ).
Pour montrer la onvergene de v˜ vers 0, on se plae dans l'espae à poids :
Xγ := {u ∈ BUC(R), e−γxu(x) ∈ BUC(R)}, ‖u‖γ = ‖e−γxu(x)‖∞.
Le poids est hoisi an de travailler ave un nouvel opérateur dont le terme d'ordre 0 est
stritement positif. L'inéquation sur v˜ s'érit
v˜t + Lv˜ ≤ g(t, ξ − ct)
ave
L := − d
2
dξ2
+ c
d
dξ
− f ′(0)Id.
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Se plaer dans l'espae à poids revient à eetuer le hangement de variables z(t, ξ) =
e−γξv˜(t, ξ). On obtient alors
zt + Lz ≤ e−γξg(t, ξ − ct)
où le nouvel opérateur L est
L := − d
2
dξ2
+ (c− 2γ) d
dξ
+ (−γ2 + cγ − f ′(0))Id.
On hoisit alors γ pour que qγ := −γ2 + cγ − f ′(0) > 0, e qui revient à prendre
λc =
c−
√
c2 − 4f ′(0)
2
< γ <
c+
√
c2 − 4f ′(0)
2
.
Le problème omplet sur z est{
zt + Lz ≤ G(t, ξ) := e−γξg(t, ξ − ct),
z(0, x) = 0.
Notons que
G(t, ξ) ≤ |2mx +m2x|e−γξ|φ′′c − λcφ′c|
où |2mx + m2x| est borné et |φ′′c − λcφ′c| = O(e(λc+δ)ξ). On en déduit que si on hoisit
γ < λc + δ alors G est bornée. On hoisit dénitivement γ dans l'intervalle ]λc, λc + δ[.
Il existe ainsi C > 0 tel que
G(t, ξ) ≤ C√
t
.
On onsidère alors la solution de l'équation diérentielle Zt + qγZ =
C√
t
,
Z(0) = 0,
qui est donnée par la formule
Z(t) = C
∫ t
0
e−qγ(t−s)√
s
ds.
Notons que  (Z − z)t + L(Z − z) ≥
C√
t
−G(t, ξ) ≥ 0,
(Z − z)(0, x) = 0,
don d'après le prinipe du maximum, nous avons z(t, ξ) ≤ Z(t) pour tout ξ ∈ R, 'est
à dire
v˜(t, ξ) ≤ eγξZ(t).
On proède de même ave −v = U − u en remplaçant f et g par −f et −g. On obtient
ainsi
−v˜(t, ξ) ≤ eγξZ(t),
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Il reste à montrer que Z(t) déroît omme
1√
t
. Pour étudier Z(t), on l'érit sous la
forme
Z(t) = e−qγt
∫ t
0
eqγs√
s
et on remarque que
d
ds
(
eqγs√
s
)
= qγ
eqγs√
s
− e
qγs
2s3/2
.
Ainsi,
eqγs√
s
∼ 1
qγ
d
ds
(
eqγs√
s
)
quand s→ +∞. Puisque ∫ +∞
1
eqγs√
s
ds = +∞,
on a équivalene des sommes partielles 'est à dire que pour t→ +∞∫ t
1
eqγs√
s
ds ∼ 1
qγ
∫ t
1
d
ds
(
eqγs√
s
)
ds =
1
qγ
(
eqγt√
t
− eqγ
)
.
Finalement, puisque∫ t
0
e−qγ(t−s)√
s
ds = e−qγt
∫ 1
0
eqγs√
s
+ e−qγt
∫ t
1
eqγs√
s
ds,
on a bien le omportement souhaité∫ t
0
e−qγ(t−s)√
s
ds = O
(
1√
t
)
.
3.3 Le as homogène : étude du shift par la méthode
générale
La démonstration préédente ne se généralise qu'en partie au as périodique. Nous
verrons dans la setion suivante qu'on montre de la même façon la onvergene vers le
bon prol dans un espae à poids bien hoisi. Cependant l'étude des propriétés du shift
est bien plus diile en milieu périodique. En eet, l'équation du shift mt −mxx − 2
(
λc +
φ′c
φc
)
mx − cλcm2x = 0,
m(0, x) = uc(·, x)−1(u0(x)) bornée,
se ramène par la transformation de Hopf-Cole
w(t, x) = φc(x)e
cλcm(t,x), m(t, x) =
1
cλc
log
(
w(t, x)
φc(x)
)
,
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à l'équation linéaire suivante{
wt − wxx − 2λcwx + (cλc − λ2c − ζ(x))w = 0,
w(0, x) = φc(x) exp(cλcuc(·, x)−1(u0(x))) bornée. (3.9)
Cette équation est linéaire mais à oeients périodiques, don on ne onnaît pas ex-
pliitement le semi-groupe d'évolution assoié à l'équation. L'étude des propriétés de la
solution est ainsi déliate et nous la détaillons dans la setion 3.5. Dans ette setion
d'introdution au as périodique, nous ommençons par mettre en oeuvre notre stratégie
d'étude du shift dans le as homogène Yp = 1 pour lequel les aluls sont expliites.
Dans le as homogène, l'équation sur le shift se réduit à{
mt −mxx − 2λcmx − cλcm2x = 0,
m(0, x) = uc(·, x)−1(u0(x)).
Nous avons vu que la transformation de Hopf-Cole
w(t, x) = ecλcm(t,x), m(t, x) =
1
cλc
log(w(t, x))
permet de se ramener à l'équation linéaire suivante sur w :{
wt − wxx − 2λcwx = 0,
w(0, x) = φc(x) exp(cλcuc(·, x)−1(u0(x))).
Le but de ette setion est de montrer les estimations suivantes sur w en temps grand,
sans utiliser la solution expliite de l'équation, mais ave une stratégie qui se généralise
au as périodique.
Proposition 3.3.1. On a les estimations suivantes quand t→ +∞ :
‖wt(t, ·)‖∞ = O
(
1√
t
)
, ‖wx(t, ·)‖∞ = O
(
1√
t
)
.
Pour étudier le omportement en temps grand du shift, on utilise la théorie des semi-
groupes. L'opérateur elliptique assoié à l'équation d'évolution
L := − d
2
dx2
− 2λc d
dx
,
est un opérateur setoriel dans l'espae BUC(R) des fontions bornées uniformément
ontinues. Nous verrons qu'un point important est que le spetre de et opérateur ne
possède pas d'éléments de partie réelle négative à l'exeption de 0. Ii on onnaît en fait
expliitement le spetre de L : il est donné par la parabole dans le plan omplexe [45℄
P = {ξ2 − 2λciξ, ξ ∈ R}.
Puisque L est setoriel, l'opérateur −L engendre ainsi un semi-groupe analytique e−tL
[45℄ et don le shift s'érit
w(t, x) = e−tLw0(x) =
1
2iπ
∫
γ
etλ(λI + L)−1w0(x)dλ,
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Fig. 3.2  hemin d'intégration γ.
où γ est un hemin lassique qui entoure le spetre de −L (f gure 3.2).
Dans la suite , on pose
u(λ, x) := (λI + L)−1w0(x).
qui est solution de l'équation diérentielle
−u′′ − 2λcu′ + λu = w0. (3.10)
La fontion u est la transformée de Laplae en t de w dénie de manière lassique par
u(λ, x) =
∫ +∞
0
e−tλw(t, x)dt.
Il existe un lien étroit entre le omportement à l'inni d'une fontion réelle u(t) et elui
de sa transformée de laplae au voisinage de λ = 0. On est ainsi amené à étudier u(λ, x)
au voisinage de λ = 0 en tant qu'unique solution bornée de l'équation diérentielle (3.10).
Pour étudier les propriétés de w
w(t, x) =
1
2iπ
∫
γ
etλu(λ, x)dλ,
on herhe à apter le terme dominant qui s'obtient en déformant le ontour γ en la
droite iR et en remplaçant u(λ, x) par son terme dominant au voisinage de λ = 0. Cette
déformation est néanmoins déliate du fait de la non intégrabilité de u(λ, x) au voisinage
de λ = 0. Nous travaillerons ainsi sur la dérivée wtt
wtt(t, x) =
1
2iπ
∫
γ
etλλ2u(λ, x)dλ
qui permet un gain d'intégrabilité et montrerons que ‖wtt(t, ·)‖∞ = O(1/t). En intégrant
en temps et en utilisant l'équation, ei permettra d'obtenir les informations sur les
dérivées de w.
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3.3.1 Etude de l'équation diérentielle
L'équation homogène.
L'équation homogène
−u′′ − 2λcu′ + λu = 0
possède deux solutions indépendantes
u1(λ, x) = e
−λc(1−δ(λ))x,
u2(λ, x) =
u1(x, λ)
2λcδ(λ)
e−2λcδ(λ)x =
1
2λcδ(λ)
e−λc(1+δ(λ))x,
où
δ(λ) =
√
1 +
λ
λ2c
.
Ii,
√
z = eln(z)/2, où ln désigne la détermination du logarithme dénie sur C\R− et telle
que ln(1) = 0. Le oeient devant u2 sert de normalisation pour pouvoir érire u2 sous
la forme intégrale
u2(λ, x) = u1(λ, x)
∫ +∞
x
e−2λcδ(λ)ydy.
Dans le as général, nous n'aurons plus expliitement les solutions u1 et u2, mais juste
u2 en fontion de u1 par une formule intégrale (variation des onstantes). L'important
en vu d'étudier la dynamique en temps grand de w(t, x) est d'obtenir un développement
limité de u1(λ, x) à l'ordre deux en λ quand λ→ 0. Ii, puisque
δ(λ) = 1 +
1
2λ2c
λ− 1
8λ4c
λ2 +O(λ3),
nous avons
u1(λ, x) = exp
(( 1
2λc
λ− 1
8λ3c
λ2 +O(λ3)
)
x
)
.
Un autre point essentiel est de noter que si λ 6= 0 est tel que ℜe(λ) ≥ 0, alors
ℜe(δ(λ)) > 1 et don
u1(λ, x) = e
µ1x
et u2(λ, x) =
1
2λcδ(λ)
eµ2x,
ave ℜe(µ1) > 0 et ℜe(µ2) < −2λc puisque µ1 + µ2 = −2λc.
L'équation non homogène.
Nous montrons ii que le spetre de−L n'a pas d'éléments de partie réelle positive sauf
en λ = 0. On onstruit pour ela l'unique solution bornée de l'équation non homogène :
Lemme 3.3.2. Soient w0 ∈ BUC(R) et λ 6= 0 tel que ℜe(λ) ≥ 0. Alors il existe une
unique solution bornée de l'équation diérentielle
−u′′ − 2λcu′ + λu = w0
donnée par la relation
u(λ, x) = u1(λ, x)
∫ +∞
x
u2(λ, y)w0(y)e
2λcydy + u2(λ, x)
∫ x
−∞
u1(λ, y)w0(y)e
2λcydy.
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Remarque 3.3.1. Le résultat reste vrai pour toute valeur λ ∈ ρ(−L) mais le résultat
i-dessus est susant pour la suite.
Démonstration. On herhe la solution par variation de la onstante
u(λ, x) = α(λ, x)u1(λ, x) + β(λ, x)u2(λ, x).
Notons tout d'abord que le wronskien est donné par
W (x) = u1u
′
2 − u2u′1 = −e−2λcx.
Le ouple (α′, β ′) est solution du système linéaire{
α′u1 + β ′u2 = 0,
α′u′1 + β
′u′2 = −w0.
On obtient ainsi que
α′(λ, x) = −u2(λ, x)w0(x)e2λcx = − w0(x)
2λcδ(λ)
e(µ2+2λc)x,
β ′(λ, x) = u1(λ, x)w0(x)e2λcx = w0(x)e(µ1+2λc)x,
ave ℜe(µ2+2λc) < 0 et ℜe(µ1+2λc) > 0. Ainsi, α′(λ, x) est intégrable sur R+ et β ′(λ, x)
sur R−, d'où
α(λ, x) = α0 +
∫ +∞
x
u2(λ, y)w0(y)e
2λcydy.
β(λ, x) = β0 +
∫ x
−∞
u1(λ, y)w0(y)e
2λcydy.
Finalement,
u(λ, x) = α0u1(λ, x) + u1(λ, x)
∫ +∞
x
u2(λ, y)w0(y)e
2λcydy
+β0u2(λ, x) + u1(λ, x)
∫ x
−∞
u1(λ, y)w0(y)e
2λcydy.
Notons que |α0u1(λ, x)| → +∞ quand x → +∞ et que |β0u2(λ, x)| → +∞ quand
x→ −∞. Les deux autres termes sont bornés. On obtient par exemple pour le premier
|u1(λ, x)
∫ +∞
x
u2(λ, y)w0(y)e
2λcydy| ≤ Ceℜe(µ1)x
∫ +∞
x
|u2(λ, y)|e2λcydy
≤ Ceℜe(µ1)x
∫ +∞
x
e(ℜ(µ2)+2λc)ydy
≤ Ce(ℜe(µ1+µ2)+2λc)x ≤ C,
puisque µ1 + µ2 = −2λc. On en déduit que l'unique solution bornée s'obtient pour
α0 = β0 = 0.
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D'après le lemme préédent, on a la formule intégrale suivante sur u(λ, x) :
u(λ, x) = u1(λ, x)
∫ +∞
x
u2(λ, y)w0(y)e
2λcydy + u2(λ, x)
∫ x
−∞
u1(λ, y)w0(y)e
2λcydy.
En remplaçant u1 par e
−λc(1−δ(λ))x
et u2 par
u2(λ, x) = u1(λ, x)
∫ +∞
x
e−2λcδ(λ)ydy = e−λc(1−δ(λ))x
∫ +∞
x
e−2λcδ(λ)ydy,
on obtient nalement :
u(λ, x) =
(∫ +∞
y=x
∫ +∞
z=y
+
∫ x
y=−∞
∫ +∞
z=x
)
w0(y)e
−λcδ(λ)(2z−y−x)eλc(y−x)dzdy. (3.11)
3.3.2 Approximation de u et estimations
Pour étudier le omportement en temps grand du shift w, il est néessaire d'étudier
le omportement au voisinage de λ = 0 de sa transformée de Laplae. An d'obtenir une
approximation de u(λ, x) au voisinage de λ = 0, on remplae dans l'expression (3.11)
δ(λ) par son développement limité jusqu'à l'ordre deux en λ = 0
δ(λ) ∼ 1 + 1
2λ2c
λ− 1
8λ4c
λ2,
on obtient l'expression tronquée utq de u au voisinage de λ = 0
utq(λ, x) :=
(∫ +∞
y=x
∫ +∞
z=y
+
∫ x
y=−∞
∫ +∞
z=x
)
w0(y)e
2λc(y−z)e
(− λ
2λc
+ λ
2
8λ3c
)(2z−y−x)
dzdy. (3.12)
Nous ommençons par une remarque
Remarque 3.3.2. La fontion ω → utq(iω, x) n'est pas à priori intégrable au voisinage
de ω = 0. Pour voir ei, on prend le as w0 = 1. On a alors
utq(iω, x) :=
(∫ +∞
y=x
∫ +∞
z=y
+
∫ x
y=−∞
∫ +∞
z=x
)
e2λc(y−z)e
(− iω
2λc
− ω2
8λ3c
)(2z−y−x)
dzdy.
Regardons séparément les deux intégrales. La première donne
I1 =
∫ +∞
y=x
∫ +∞
z=y
e2λc(y−z)e
(− iω
2λc
− ω2
8λ3c
)(2z−y−x)
dzdy
=
∫ +∞
y=x
(∫ +∞
z=y
e
−( iω
λc
+ ω
2
4λ3c
+2λc)z
dz
)
e
(x+y)( iω
2λc
+ ω
2
8λ3c
)
e2λcydy
=
∫ +∞
y=x
− e−( iωλc+ ω24λ3c +2λc)z
( iω
λc
+ ω
2
4λ3c
+ 2λc)
+∞
z=y
e
(x+y)( iω
2λc
+ ω
2
8λ3c
)
e2λcydy
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=
∫ +∞
y=x
e
−( iω
λc
+ ω
2
4λ3c
+2λc)y
( iω
λc
+ ω
2
4λ3c
+ 2λc)
e
(x+y)( iω
2λc
+ ω
2
8λ3c
)
e2λcydy
=
e
( iω
2λc
+ ω
2
8λ3c
)x
( iω
λc
+ ω
2
4λ3c
+ 2λc)
∫ +∞
y=x
e
−( iω
2λc
+ ω
2
8λ3c
)y
dy
=
e
( iω
2λc
+ ω
2
8λ3c
)x
( iω
λc
+ ω
2
4λ3c
+ 2λc)
−e−( iω2λc+ ω28λ3c )y
iω
2λc
+ ω
2
8λ3c
+∞
y=x
=
1
iω
2λc
+ ω
2
8λ3c
1
iω
λc
+ ω
2
4λ3c
+ 2λc
= 32λ6c
(
1
ω
)(
1
ω + 4λ2ci
)(
1
ω2 + 4λ2ciω + 8λ
4
c
)
.
On a don une explosion en 1/ω au voisinage de ω = 0. Notons que ette singularité
n'apparaît pas pour la deuxième intégrale puisqu'on obtient
I2 =
∫ x
y=−∞
∫ +∞
z=x
e2λc(y−z)e
(− iω
2λc
− ω2
8λ3c
)(2z−y−x)
dzdy
= e
( iω
2λc
+ ω
2
8λ3c
)x
∫ x
y=−∞
e
(2λc+
iω
2λc
+ ω
2
8λ3c
)y
dy
∫ +∞
z=x
e
−(2λc+ iωλc+
ω2
4λ3c
)z
dz
=
1
2λc +
iω
2λc
+ ω
2
8λ3c
1
2λc +
iω
λc
+ ω
2
4λ3c
= 32λ6c
(
1
16λ4c + 4λ
2
ciω + ω
2
)(
1
8λ4c + 2λ
2
ciω + ω
2
)
.
Lemme 3.3.3. La fontion ω → ω2utq(iω, x) est L1(R).
Démonstration. Puisque w0 est bornée, on a
|ω2utq(iω, x)| ≤ Cω2
(∫ +∞
y=x
∫ +∞
z=y
+
∫ x
y=−∞
∫ +∞
z=x
)
e2λc(y−z)e
− ω2
8λ3c
(2z−y−x)
dzdy.
On reprend les mêmes aluls que préédemment mais sans les termes omplexes. On
obtient nalement
|ω2utq(iω, x)| ≤ 32λ6cCω2
(
1
ω2
1
ω2 + 8λ4c
+
1
16λ4c + ω
2
1
8λ4c + ω
2
)
= 32λ6cC
(
1
ω2 + 8λ4c
+
ω2
(16λ4c + ω
2)(8λ4c + ω
2)
)
On a majoré |ω2utq(iω, x)| par une fontion qui est bien L1 puisque elle est bornée au
voisinage de ω = 0 et est équivalente C ′/ω2 quand ω → ±∞.
Lemme 3.3.4. Pour tout δ > 0, l'appliation ω → d
dω
(ω2utq(iω, x)) ∈ L1([δ,+∞)).
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Démonstration. Tout d'abord,
ω2utq(iω, x)) = ω
2
(∫ +∞
y=x
∫ +∞
z=y
+
∫ x
y=−∞
∫ +∞
z=x
)
w0(y)e
2λc(y−z)e
(− iω
2λc
− ω2
8λ3c
)(2z−y−x)
dzdy.
Ainsi,
d
dω
(ω2utq(iω, x)) = 2ωutq(iω, x)− (2λ
2
ci+ 2ω)(ω
2)
4λ3c
(∫ +∞
y=x
∫ +∞
z=y
+
∫ x
y=−∞
∫ +∞
z=x
)
w0(y)(2z − y − x)e2λc(y−z)e(−
iω
2λc
− ω2
8λ3c
)(2z−y−x)
dzdy.
La fontion ωutq(iω, x) est intégrable, regardons l'autre terme. Pour la première intégrale,
on a
| − (2λ
2
ci+ 2ω)(ω
2)
4λ3c
∫ +∞
y=x
∫ +∞
z=y
w0(y)(2z − y − x)e2λc(y−z)e(−
iω
2λc
− ω2
8λ3c
)(2z−y−x)
dzdy|
≤ C(2λ2c + ω)ω2
∫ +∞
y=x
∫ +∞
z=y
(2z − y − x)e2λc(y−z)e−
ω2
8λ3c
(2z−y−x)
dzdy.
On a tout d'abord
∫ +∞
z=y
(2z − y − x)e2λc(y−z)e−
ω2
8λ3c
(2z−y−x)
dz
= eλc(y−x)
∫ +∞
z=y
(2z − y − x)e−λc(2z−y−x)e−
ω2
8λ3c
(2z−y−x)
dz
=
eλc(y−x)
2
∫ +∞
s=y−x
se
−(λc+ ω2
8λ3c
)s
ds par le hangement s = 2z − y − x.
Puisque ∫ +∞
a
se−αsds =
(
a
α
+
1
α2
)
e−αa,
on a alors
eλc(y−x)
2
∫ +∞
s=y−x
se
−(λc+ ω2
8λ3c
)s
ds
=
eλc(y−x)
2
(
y − x
λc +
ω2
8λ3c
+
1
(λc +
ω2
8λ3c
)2
)
e
−(λc+ ω2
8λ3c
)(y−x)
=
1
2
(
y − x
λc +
ω2
8λ3c
+
1
(λc +
ω2
8λ3c
)2
)
e
− ω2
8λ3c
(y−x)
.
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On a don∣∣∣∣−(2λ2ci+ 2ω)(ω2)4λ3c
∫ +∞
y=x
∫ +∞
z=y
w0(y)(2z − y − x)e2λc(y−z)e(−
iω
2λc
− ω2
8λ3c
)(2z−y−x)
dzdy
∣∣∣∣
≤ C(2λ2c + ω)ω2
∫ +∞
y=x
(
y − x
λc +
ω2
8λ3c
+
1
(λc +
ω2
8λ3c
)2
)
e
− ω2
8λ3c
(y−x)
dy
= C(2λ2c + ω)ω
2
∫ +∞
0
(
s
λc +
ω2
8λ3c
+
1
(λc +
ω2
8λ3c
)2
)
e
− ω2
8λ3c
s
ds
= C(2λ2c + ω)ω
2
(
1
( ω
2
8λ3c
)2(λc +
ω2
8λ3c
)
+
1
(λc +
ω2
8λ3c
)2( ω
2
8λ3c
)
)
= O(1/ω3)
On proède de même pour la deuxième intégrale.
Lemme 3.3.5. On a |u(λ, x)− utq(λ, x)| = O
(
1
|λ|
)
.
Démonstration. Rappelons tout d'abord que
u(λ, x) =
(∫ +∞
y=x
∫ +∞
z=y
+
∫ x
y=−∞
∫ +∞
z=x
)
w0(y)e
−λcδ(λ)(2z−y−x)eλc(y−x)dzdy,
utq(λ, x) :=
(∫ +∞
y=x
∫ +∞
z=y
+
∫ x
y=−∞
∫ +∞
z=x
)
w0(y)e
2λc(y−z)e
(− λ
2λc
+ λ
2
8λ3c
)(2z−y−x)
dzdy.
Si on note
δ(λ) = 1 + δ0(λ) +O(λ
3), ave δ0(λ) =
1
2λ2c
λ− 1
8λ4c
λ2,
alors on a
u(λ, x)− utq(λ, x)
=
(∫∫
+
∫∫ )
w0(y)
(
e−λcδ(λ)(2z−y−x)eλc(y−x) − e2λc(y−z)e(−λcδ0(λ))(2z−y−x)) dzdy
=
(∫∫
+
∫∫ )
w0(y)e
2λc(y−z)e−λcδ0(λ)(2z−y−x)
(
e−λcO(λ
3)(2z−y−x) − 1
)
dzdy.
On va utiliser l'inégalité suivante ave a, b ∈ R
|ea+ib − 1| ≤ C(e|a+ib| − 1).
Pour la montrer, on érit tout d'abord que
|ea+ib − 1| = |ea+ib − eib + eib − 1|
≤ |ea+ib − eib|+ |eib − 1|
≤ |ea − 1|++|eib − 1|.
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Ensuite, on a les inégalités suivantes
|ea − 1| ≤ C1(e|a| − 1) et |eib − 1| ≤ C2(e|b| − 1),
puisque les quotients sont bornés. On en déduit alors que
|ea − 1| ≤ C1(e|a| − 1) ≤ C1(e|a+ib| − 1),
|eib − 1| ≤ C2(e|b| − 1) ≤ C2(e|a+ib| − 1),
d'où le résultat.
On déduit de ette inégalité l'estimation suivante
|u(λ, x)− utq(λ, x)|
≤ C
(∫∫
+
∫∫ )
e2λc(y−z)e−λcℜeδ0(λ)(2z−y−x)
(
eC
′|λ|3(2z−y−x) − 1
)
dzdy
= C
(∫∫
+
∫∫ )
e2λc(y−z)e
−λc
(
ℜeλ
2λ2c
− (ℜeλ)2−(ℑmλ)2
8λ4c
)
(2z−y−x) (
eC
′|λ|3(2z−y−x) − 1
)
dzdy.
On onsidère alors la fontion
F (σ) =
(∫ +∞
y=x
∫ +∞
z=y
+
∫ x
y=−∞
∫ +∞
z=x
)
e2λc(y−z)e−σ(2z−y−x)dzdy
de sorte que
|u(λ, x)− utq(λ, x)| ≤ C(F (σ1)− F (σ2)),
ave
σ1 := −ℜeλ
2λc
− (ℜeλ)
2
8λ3c
+
(ℑmλ)2
8λ3c
+ C ′|λ|3,
σ2 := −ℜeλ
2λc
− (ℜeλ)
2
8λ3c
+
(ℑmλ)2
8λ3c
.
La fontion F (σ) se alule expliitement. On obtient ainsi
F (σ) =
1
2σ(λc + σ)
+
1
2(λc + σ)(2λc + σ)
.
Par onséquent, si on note I1,2(λ) les σ ompris entre σ1(λ) et σ2(λ), on a
|u(λ, x)− utq(λ, x)| ≤ C(F (σ1)− F (σ2))
≤ C sup
σ∈I1,2(λ)
|F ′(σ)|.|σ1(λ)− σ2(λ)|
≤ C sup
σ∈I1,2(λ)
|F ′(σ)|.|λ|3.
Au voisinage de σ = 0, F ′(σ) ∼ −1
4λcσ2
. Remarquons qu'on ne peut pas espérer mieux
qu'une estimation en 1/|λ|. En eet, pour λ = iω, ω ∈ R on a |λ| = |ℑmλ| = |ω| et
ℜeλ = 0, d'où σ1(iω) = − ω28λ3c + C
′|ω|3 et σ2(iω) = − ω28λ3c . On obtient ainsi
|u(iω, x)− utq(iω, x)| ≤ C |ω|
3
|ω|4 ≤
C ′
|ω| .
Dans tous les as, |σ2(λ)| ≥ C|λ|2 pour λ prohe de 0 et on obtient l'estimation annonée.
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3.3.3 Déformation du ontour
Rappelons que l'objetif est d'étudier les propriétés en temps grand du shift qui est
donné par la formule
w(t, x) =
1
2iπ
∫
γ
etλu(λ, x)dλ.
Pour ela, nous herhons à expliiter ette intégrale. L'idée est de déformer le ontour
γ en l'axe iR et remplaer u(λ, x) par son terme dominant utq au voisinage de λ = 0.
L'intérêt est que l'intégrale
w(t, x) =
1
2iπ
∫
iR
etλutq(λ, x)dλ
possède une expression plus expliite que nous étudierons ensuite. Cependant, nous avons
vu que utq(λ, x) n'est pas intégrable au voisinage de λ = 0. Pour remédier à ei, nous
appliquerons ette proédure sur la dérivée seonde en temps
wtt(t, x) =
1
2iπ
∫
γ
λ2etλu(λ, x)dλ,
le gain du λ2 nous permettant de travailler ave la fontion ω2utq(iω, x) intégrable.
Déformation du ontour.
Puisque la fontion λ → λ2etλu(λ, x) est holomorphe sur l'ouvert ρ(−L) et qu'il n'y
a pas de spetre de −L dans le demi-plan ℜeλ ≥ 0 à l'exeption de λ = 0, le théorème
de Cauhy dit que pour tout ε > 0, on a
wtt(t, x) =
1
2iπ
∫
γδ,ε
λ2etλu(λ, x)dλ,
où le hemin γδ,ε est déni par (f gure 3.3)
γδ,ε := D
−
δ ∪ [−iδ,−iε] ∪ Cε ∪ [iε, iδ] ∪D+d ,
ave
D−δ = {−iδ + t(−1−mi), t ≥ 0}, D+d = {iδ + t(−1 +mi), t ≥ 0},
Cε = {εeiθ,−π/2 ≤ θ ≤ π/2}
est homotope au hemin γ dans ρ(−L). La quantité m > 0 est telle que e hemin
ontourne bien le spetre et ε est amené à tendre vers 0.
On note alors γ˜δ,ε := [−iδ,−iε] ∪ Cε ∪ [iε, iδ], de telle sorte que
wtt(t, x) =
1
2iπ
∫
γ˜δ,ε
λ2etλu(λ, x)dλ+
1
2iπ
∫
D−δ ∪D+δ
λ2etλu(λ, x)dλ.
On note alors γε :=]− i∞,−iε] ∪ Cε ∪ [iε, i∞[, de sorte que
wtt(t, x) =
1
2iπ
∫
γ˜δ,ε
λ2etλutq(λ, x)dλ+
1
2iπ
∫
γ˜δ,ε
λ2etλ(u− utq)(λ, x)dλ
+
1
2iπ
∫
D−δ ∪D+δ
λ2etλu(λ, x)dλ
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Fig. 3.3  Contour d'intégration γδ,ε
On déompose nalement wtt sous la forme
wtt(t, x) =
1
2iπ
∫
γε
λ2etλutq(λ, x)dλ+
1
2iπ
∫
γ˜δ,ε
λ2etλ(u− utq)(λ, x)dλ
− 1
2iπ
∫
]−i∞,−iδ]∪[iδ,i∞[
λ2etλutq(λ, x)dλ+
1
2iπ
∫
D−δ ∪D+δ
λ2etλu(λ, x)dλ, (3.13)
ette égalité étant vraie pour tout ε > 0.
Passage à la limite ε→ 0.
Il s'agit ensuite de passer à la limite ε→ 0. Pour le deuxième terme de (3.13), on a
1
2iπ
∫
γ˜δ,ε
λ2etλ(u− utq)(λ, x)dλ −−→
ε→0
1
2iπ
∫ iδ
−iδ
λ2etλ(u− utq)(λ, x)dλ
=
−1
2π
∫ δ
−δ
eiωtω2(u− utq)(iω, x)dω
En eet,∫
γ˜δ,ε
λ2etλ(u− utq)(λ, x)dλ−
∫
[−iδ,iδ]
λ2etλ(u− utq)(λ, x)dλ
=
∫
Cε
λ2etλ(u− utq)(λ, x)dλ−
∫
[−iε,iε]
λ2etλu(λ, x)dλ,
et les deux dernières intégrales tendent vers 0 quand ε → 0 ar on intègre la fontion
bornée λ2(u− utq)(λ, x) sur des hemins Cε et [−iε, iε] dont la longueur tend vers 0.
Grâe au terme λ2, on peut passer à la limite ε→ 0.
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Lemme 3.3.6. Nous avons
1
2iπ
∫
γε
λ2etλutq(λ, x)dλ,−−→
ε→0
−1
2π
∫
R
ω2eiωtutq(iω, x)dω.
Démonstration. Rappelons que
f(t, x) :=
−1
2π
∫
R\[−ε,ε]
ω2eiωtutq(iω, x)dλ+
1
2iπ
∫
Cε
λ2etλutq(λ, x)dλ.
Puisque λ→ λ2etλutq(λ, x) est ontinue au voisinage de λ = 0, quand ε→ 0,∫
Cε
λ2etλutq(λ, x)dλ→ 0.
De la même façon,∣∣∣∣∫
R
ω2eiωtutq(iω, x)dλ−
∫
R\[−ε,ε]
ω2eiωtutq(iω, x)dλ
∣∣∣∣ = ∣∣∣∣∫ ε−ε ω2eiωtutq(iω, x)dλ
∣∣∣∣→ 0.
En passant à la limite ε→ dans (3.13), on a ainsi
wtt(t, x) = − 1
2π
∫
R
ω2eiωtutq(iω, x)dω − 1
2π
∫ δ
−δ
eiωtω2(u− utq)(iω, x)dω
+
1
2π
∫
]−∞,−δ]∪[δ,∞[
ω2eiωtutq(iω, x)dω +
1
2iπ
∫
D−δ ∪D+δ
λ2etλu(λ, x)dλ. (3.14)
Estimation des termes.
Estimons d'abord le quatrième terme de (3.14)
Lemme 3.3.7. On a ∣∣∣∣∣
∫
D−δ ∪D+δ
λ2etλu(λ, x)dλ
∣∣∣∣∣ = O
(
1
t
)
.
Démonstration. Puisque L est setoriel, il existe M > 0 et ω > 0 tels que
‖(λI + L)−1‖ ≤ M|λ− ω| ≤M
′
On en déduit que puisque w0 est bornée |(λI+L)−1w0(x)| ≤M ′. Considérons l'intégrale
sur le hemin D+δ = {iδ + s(−1 +mi), s ≥ 0}, l'autre se traitant de la même façon. En
eetuant le hangement de variable λ = iδ + s(−1 +mi), on a alors∣∣∣∣∣ 12iπ
∫
D+δ
λ2etλ(λI + L)−1w0(x)dλ
∣∣∣∣∣ ≤ C
∫ +∞
0
((m+ δ)2 + 2(m+ δ)s+ s2)e−tsds ≤ C
′
t
,
d'où le résultat.
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L'étude de la deuxième et troisième intégrale de (3.14) se fait par intégration par
parties
Lemme 3.3.8. On a∣∣∣∣I2 := 12π
∫ δ
−δ
eiωtω2(u− utq)(iω, x)dω
∣∣∣∣ = O(1t
)
,
∣∣∣∣I3 := 12iπ
∫
]−i∞,−iδ]∪[iδ,i∞[
λ2etλutq(λ, x)dλ
∣∣∣∣ = O(1t
)
Démonstration. Estimation de I2. Rappelons que la fontion ω
2(u−utq)(iω, x) est régu-
lière en dehors de ω = 0 et lipshitzienne en ω = 0 d'après le lemme 3.3.5. La fontion
d
dω
(ω2(u− utq)(iω, x)) est ainsi bornée et on peut eetuer une intégration par parties
1
2π
∫ δ
−δ
eiωtω2(u− utq)(iω, x)dω = − 1
2π
∫ δ
−δ
d
dω
(
eiωt
it
)
ω2(u− utq)(iω, x)dω
= − 1
2πit
(
[ω2eiωt(u− utq)(iω, x)]δ−δ −
∫ δ
−δ
eiωt
d
dω
(ω2(u− utq)(iω, x))dω
)
.
Le terme entre parenthèses étant borné par rapport à t, on en déduit l'estimation.
Estimation de I3. Regardons l'intégrale sur [iδ, i∞[. En eetuant le hangement de
variable λ = iω, on a
1
2iπ
∫ i∞
iδ
λ2etλutq(λ, x)dλ = − 1
2π
∫ ∞
δ
ω2eiωtutq(iω, x)dω
= − 1
2π
∫ ∞
δ
d
dω
(
eiωt
it
)
ω2utq(iω, x)dω
= − 1
2πit
(
[ω2eiωtutq(iω, x)]
+∞
δ −
∫ ∞
δ
eiωt
d
dω
(ω2utq(iω, x))dω
)
.
Pour onlure, il reste à montrer que la parenthèse est bornée. On rappele pour ela que
ω → ω2utq(iω, x) est bornée et que ω → ddω (ω2utq(iω, x))dω ∈ L1(R).
La première intégrale de (3.14) est plus diile à estimer. Nous ommençons par
l'expliiter grâe à une inversion de Fourier
Lemme 3.3.9. On a
− 1
2π
∫
R
ω2eiωtutq(iω, x)dω
=
1√
2π
(∫ +∞
y=x
∫ +∞
z=y
+
∫ x
y=−∞
∫ +∞
z=x
)
w0(y)e
2λc(y−z) d
2
dt2
(
e−
(t−A)2
4B√
2B
)
dzdy, (3.15)
ave
A(x, y, z) =
2z − x− y
2λc
, B(x, y, z) =
2z − x− y
8λ3c
.
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Démonstration. Nous herhons à estimer
−1
2π
∫
R
ω2eiωtutq(iω, x)dω,
où
utq(iω, x) =
(∫ +∞
y=x
∫ +∞
z=y
+
∫ x
y=−∞
∫ +∞
z=x
)
w0(y)e
2λc(y−z)e
(− iω
2λc
− ω2
8λ3c
)(2z−y−x)
dzdy.
Nous onsidérons seulement par la suite le premier terme
−1
2π
∫
R
ω2eiωt
(∫ +∞
y=x
∫ +∞
z=y
w0(y)e
2λc(y−z)e
(− iω
2λc
− ω2
8λ3c
)(2z−y−x)
dzdy
)
dω,
l'autre se traitant de manière identique. L'idée est de faire apparaître une transformée
de Fourier inverse. Pour ela, nous avons besoin d'intervertir l'intégration en ω et l'inté-
gration en (y, z) à l'aide du théorème de Fubini. Cei est possible ar la fontion
ω → ω2eiωte(−
iω
2λc
− ω2
8λ3c
)(2z−y−x)
e2λc(y−z)
est L1 en (ω, y, z) d'après les remarques préédentes. On peut alors permuter les intégrales
pour obtenir
1√
2π
∫ +∞
y=x
∫ +∞
z=y
w0(y)
(
1√
2π
∫
R
eiωt(−ω2)e(−
iω
2λc
− ω2
8λ3c
)(2z−y−x)
dω
)
e2λc(y−z)dzdy.
Entre parenthèse on a fait apparaître une transformée de Fourier inverse onnue, puisque,
en notant
A(x, y, z) =
2z − x− y
2λc
, B(x, y, z) =
2z − x− y
8λ3c
.
et ave la onvention
Fg(ω) = 1√
2π
∫
R
e−iωtg(t)dω,
on a
F
(
e−
(t−A)2
4B√
2b
)
(ω) = e−iAω−Bω
2
, F
(
d2
dt2
e−
(t−A)2
4B√
2B
)
(ω) = −ω2e−iAω−Bω2 .
On obtient ainsi le résultat annoné.
On pose alors par la suite
W (t, x) =
1√
2π
(∫ +∞
y=x
∫ +∞
z=y
+
∫ x
y=−∞
∫ +∞
z=x
)
w0(y)e
2λc(y−z) e
− (t−A)2
4B√
2B
dzdy, (3.16)
où
A(x, y, z) =
2z − x− y
2λc
, B(x, y, z) =
2z − x− y
8λ3c
.
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L'intégrale W est onvergente et on obtient en dérivant
Wtt(t, x) =
1√
2π
(∫ +∞
y=x
∫ +∞
z=y
+
∫ x
y=−∞
∫ +∞
z=x
)
w0(y)e
2λc(y−z) d
2
dt2
(
e−
(t−A)2
4B√
2B
)
dzdy.
Nous pouvons onlure que
wtt(t, x) = Wtt +O
(
1
t
)
.
L'étude des propriétés de W fait l'objet des deux setions suivantes dans lesquelles nous
montrons en partiulier que Wtt = O
(
1
t
)
.
3.3.4 Lemmes tehniques
L'étude de la partie dominante W repose sur des estimations intégrales que nous
détaillons dans le as homogène.
Lemme 3.3.10. Soient a > 0, b > 0. On a les estimations suivantes :
I1(t) :=
∫ +∞
0
e−a
(t−x)2
x√
x
dx est bornée, (3.17)
I2(t) :=
∫ +∞
0
|t− x|e
−a (t−x)2
x
x3/2
dx = O
(
1√
t
)
, (3.18)
I3(t) :=
∫ +∞
0
((t− x)2 + x)e
−a (t−x)2
x
x5/2
dx = O
(
1
t
)
. (3.19)
Remarque 3.3.3. La première intégrale est même onstante en t et on a la relation
I1(t) =
∫ +∞
0
e−a
(t−x)2
x√
x
dx =
√
π
a
.
Démonstration. L'idée pour estimer es intégrales est de déouper R+ en [0, t]∪ [t,+∞[
et de faire le hangement de variables
u =
(t− x)2
2x
sur haune des deux intégrales. Les trois intégrales s'estiment de la même façon.
Nous ommençons par détailler l'estimation de I3. On oupe ainsi en
I3(t) =
∫ t
0
((t− x)2 + x)e
−a (t−x)2
x
x5/2
dx+
∫ +∞
t
((t− x)2 + x)e
−a (t−x)2
x
x5/2
dx.
Pour l'intégrale sur [0, t] le hangement de variables orrespond à
x = t+ u−
√
u2 + 2ut,
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ave
dx =
(
t+ u−√u2 + 2ut√
u2 + 2ut
)
du.
On a alors∫ t
0
(t− x)2 + x
x5/2
e−a
(t−x)2
x dx =
∫ +∞
0
(2u+ 1)t+ 2u2 + u− (2u+ 1)√u2 + 2ut√
u2 + 2ut(t+ u−√u2 + 2ut)3/2 e
−2audu.
Pour montrer que ette intégrale est en O(1
t
), on fatorise par 1/t :
1
t
∫ +∞
0
(2u+ 1) + 2u2/t+ u/t− (2u+ 1)√u2/t2 + 2u/t√
u2/t+ 2u(1 + u/t−√u2/t2 + 2u/t)3/2 e−2audu.
Il reste alors à montrer que l'intégrale restante est bornée. On va montrer pour ela
qu'elle onverge quand t→ +∞ vers∫ +∞
0
2u+ 1√
2u
e−2audu.
La onvergene pontuelle dans l'intégrande est laire. Il reste à dominer par une fontion
intégrable indépendante de t. On se limite pour ela à t ≥ 1. On a tout d'abord
(2u+ 1) + 2u2/t+ u/t− (2u+ 1)√u2/t2 + 2u/t√
u2/t+ 2u
≤ (2u+ 1) + 2u
2 + u+ (2u+ 1)
√
u2 + 2u√
2u
.
Le terme 1+u/t−√u2/t2 + 2u/t dans le dénominateur est plus gênant. On utilise pour
ela l'estimation suivante : si on note g(s) = 1 + s−√s2 + 2s, alors il existe C > 0 tel
que
∀s > 0, g(s) ≥ C
1 + s
.
Cela déoule du fait que pour la fontion h(σ) = σ − √σ2 − 1 il existe C > 0 tel que
h(σ) ≥ C/σ pour tout σ ≥ 1. On en déduit que pour t ≥ 1,
1 + u/t−
√
u2/t2 + 2u/t = g(u/t) ≥ C
1 + u/t
≥ C
1 + u
.
On a alors la majoration suivante pour t ≥ 1 :
(2u+ 1) + 2u2/t+ u/t− (2u+ 1)√u2/t2 + 2u/t√
u2/t+ 2u(1 + u/t−√u2/t2 + 2u/t)3/2 e−2au
≤
(
(2u+ 1) + 2u2 + u+ (2u+ 1)
√
u2 + 2u
)
(1 + u)
C
√
2u
e−2au,
ette fontion étant bien intégrable sur R+.
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L'intégrale sur [t,+∞] amène au hangement de variables
x = t+ u+
√
u2 + 2ut,
ave
dx =
(
t+ u+
√
u2 + 2ut√
u2 + 2ut
)
du.
On a alors∫ +∞
t
(t− x)2 + x
x5/2
e−a
(t−x)2
x dx =
∫ +∞
0
(2u+ 1)t+ 2u2 + u+ (2u+ 1)
√
u2 + 2ut√
u2 + 2ut(t+ u+
√
u2 + 2ut)3/2
e−2audu.
Pour montrer que ette intégrale est en O(1
t
), on fatorise par 1/t :
1
t
∫ +∞
0
(2u+ 1) + 2u2/t+ u/t+ (2u+ 1)
√
u2/t2 + 2u/t√
u2/t+ 2u(1 + u/t+
√
u2/t2 + 2u/t)3/2
e−2audu.
Il reste alors à montrer que l'intégrale restante est bornée. On va montrer pour ela
qu'elle onverge quand t→ +∞ vers∫ +∞
0
2u+ 1√
2u
e−2audu.
La onvergene pontuelle dans l'intégrande est laire. Il reste à dominer par une fontion
intégrable indépendante de t. Dans e as la majoration est direte puisque pour t ≥ 1
on a
(2u+ 1) + 2u2/t+ u/t+ (2u+ 1)
√
u2/t2 + 2u/t√
u2/t+ 2u(1 + u/t+
√
u2/t2 + 2u/t)3/2
e−2audu
≤ (2u+ 1) + 2u
2 + u+ (2u+ 1)
√
u2 + 2u√
2u
e−2audu.
L'intégrale I1 s'estime de la même façon
I1(t) =
∫ +∞
0
e−a
(t−x)2
x√
x
dx =
∫ t
0
e−a
(t−x)2
x√
x
dx+
∫ +∞
t
e−a
(t−x)2
x√
x
dx
=
∫ +∞
0
√
t+ u−√u2 + 2ut+
√
t+ u+
√
u2 + 2ut√
u2 + 2ut
e−2audu
=
∫ +∞
0
√
1 + u/t−√u2/t2 + 2u/t√
u2/t+ 2u
e−2audu
+
∫ +∞
0
√
1 + u/t+
√
u2/t2 + 2u/t√
u2/t+ 2u
e−2audu
≤ 2
∫ +∞
0
√
1 + u+
√
u2 + 2u√
2u
e−2audu ≤ C,
les dernières inégalités étant vériées pour tout t ≥ 1.
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Il reste à étudier la deuxième intégrale :
I2(t) =
∫ +∞
0
|t− x|e
−a (t−x)2
x
x3/2
dx =
∫ t
0
|t− x|e
−a (t−x)2
x
x3/2
dx+
∫ +∞
t
|t− x|e
−a (t−x)2
x
x3/2
dx
=
∫ +∞
0
√
u2 + 2ut− u√
u2 + 2ut
√
t+ u−√u2 + 2ut
e−2audu
+
∫ +∞
0
√
u2 + 2ut+ u√
u2 + 2ut
√
t+ u+
√
u2 + 2ut
e−2audu.
Les deux dernières intégrales sont des O
(
1√
t
)
. Prenons le as de la deuxième (le signe −
dans le dénominateur de la première se traitant ave les inégalités introduites pour I3).
Si on fatorise les puissanes de t, on obtient
1√
t
∫ +∞
0
√
u2/t+ 2u+ u/
√
t√
u2/t+ 2u
√
1 + u/t+
√
u2/t2 + 2u
e−2audu,
où l'intégrale restante est bornée puisque pour t ≥ 1∫ +∞
0
√
u2/t+ 2u+ u/
√
t√
u2/t+ 2u
√
1 + u/t+
√
u2/t2 + 2u
e−2audu ≤
∫ +∞
0
√
u2 + 2u+ u√
2u
e−2audu ≤ C.
Lemme 3.3.11. Si a > 0, b > 0, c > 0 alors il existe d > 0 tel que
J1(t) :=
∫ +∞
0
e−ax
e−b
(t−x)2
x√
x
dx = O(e−dt), (3.20)
J2(t) :=
∫ +∞
0
|t− x|e−ax e
−b (t−x)2
x
x3/2
dx = O(e−dt), (3.21)
J3(t) :=
∫ +∞
0
((t− x)2 + x)e−ax e
−b (t−x)2
x
x5/2
dx = O(e−dt). (3.22)
Remarque 3.3.4. La première intégrale possède la formule expliite suivante
J1(t) =
∫ +∞
0
e−ax
e−b
(t−x)2
x√
x
dx =
√
π
a+ b
e−2
√
b(
√
a+b−
√
b)t.
Démonstration. Pour montrer le omportement exponentiel, nous adaptons la preuve
du lemme préédent. Nous détaillons l'estimation sur J1, les deux autres intégrales se
traitant de la même façon.
On herhe don à estimer
J1(t) :=
∫ +∞
0
e−ax
e−b
(t−x)2
x√
x
dx = O(e−dt).
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Pour ela, on va eetuer le hangement de variables
u = ax+ b
(t− x)2
x
.
On note que la fontion x→ ax+ b (t−x)2
x
atteint son minimum au point x =
√
b
a+ b
t et
que e minimum vaut
2bt
(√
a+ b
b
− 1
)
.
On oupe alors l'intégrale J1 en deux :
J1(t) =
∫ √ b
a+b
t
0
e−ax
e−b
(t−x)2
x√
x
dx+
∫ +∞
√
b
a+b
t
e−ax
e−b
(t−x)2
x√
x
dx.
Pour l'intégrale sur [0,
√
b
a+b
t], le hangement de variables orrespond à
x =
1
2
(
2bt+ u−
√
u2 + 4but− 4abt2
)
,
dx
du
=
1
2
(
1− u+ 2bt√
u2 + 4but− 4abt2 )
)
.
Ainsi,∫ √ b
a+b
t
0
e−ax
e−b
(t−x)2
x√
x
dx
=
∫ +∞
2bt
(√
a+b
b
−1
)
(
u+ 2bt√
u2 + 4but− 4abt2 − 1
)
e−udu
√
2
(
2btu−√u2 + 4but− 4abt2)1/2 .
On eetue alors un seond hangement de variables
v = u− 2bt
(√
a + b
b
− 1
)
.
En posant
α :=
a
b
> 0 ε :=
√
1 +
a
b
− 1 > 0,
on a
2u+ 4bt = 2v + 4b
√
1 + αt.
Ainsi,∫ √ b
a+b
t
0
e−ax
e−b
(t−x)2
x√
x
dx
=
∫ +∞
0
 v + 4bt√1 + α√
v(v + 4bt
√
1 + α)
− 1
 e−ve−2bεtdv
√
2
(
v + 2bt
√
1 + α−
√
v(v + 4bt
√
1 + α)
)1/2 .
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Si on sort le terme exponentiel e−2bεt, il reste à montrer que l'intégrale restante est bornée.
On a en eet∫ +∞
0
 v + 4bt√1 + α√
v(v + 4bt
√
1 + α)
− 1
 e−vdv
√
2
(
v + 2bt
√
1 + α−
√
v(v + 4bt
√
1 + α)
)1/2
=
∫ +∞
0
(
v + 4bt
√
1 + α−
√
v(v + 4bt
√
1 + α)
)
e−vdv
√
2
√
v(v + 4bt
√
1 + α)
(
v + 2bt
√
1 + α−
√
v(v + 4bt
√
1 + α)
)1/2
=
∫ +∞
0
t
(
v/t+ 4b
√
1 + α−
√
v/t(v/t+ 4b
√
1 + α)
)
e−vdv
√
t
√
t
√
2
√
v(v/t+ 4b
√
1 + α)
(
v/t+ 2b
√
1 + α−
√
v/t(v/t+ 4b
√
1 + α)
)1/2
L'intégrale préédente est bien onvergente en v = 0 grâe à l'estimation suivante de le
preuve du lemme préédent : il existe C > 0 tel que pour tout s > 0,
1 + s−
√
s2 + 2s ≥ C
1 + s
.
Ainsi l'intégrale sur [0,
√
b
a+b
t] déroît exponentiellement vite. On proède de même ave
l'intégrale sur [
√
b
a+b
t,+∞] mais ette fois-i ave le hangement de variables
x =
1
2
(
2bt+ u+
√
u2 + 4but− 4abt2
)
.
L'absene de signe − supprime la subtilité sur le dénominateur.
3.3.5 Etude de la partie dominante du shift
Nous nous intéressons maintenant à l'expression
W (t, x) =
1√
2π
(∫ +∞
y=x
∫ +∞
z=y
+
∫ x
y=−∞
∫ +∞
z=x
)
w0(y)e
2λc(y−z) e
− (t−A)2
4B√
2B
dzdy,
ave
A(x, y, z) =
2z − x− y
2λc
, B(x, y, z) =
2z − x− y
8λ3c
.
On note par la suite
W1(t, x) =
1√
2π
∫ +∞
y=x
∫ +∞
z=y
w0(y)e
2λc(y−z) e
− (t−A)2
4B√
2B
dzdy,
et
W2(t, x) =
1√
2π
∫ x
y=−∞
∫ +∞
z=x
w0(y)e
2λc(y−z) e
− (t−A)2
4B√
2B
dzdy.
Nous alors voir que les deux intégrales donnent des omportements diérents.
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Etude de W1
On eetue tout d'abord le hangement de variables z′ = z−y, y′ = y−x de jaobien
1. On obtient alors
W1(t, x) =
1
2
√
π
∫ +∞
y′=0
∫ +∞
z′=0
w0(y
′ + x)e−2λcz
′ e
− (t−A˜)2
4B˜√
B˜
dy′dz′,
ave
A˜(y′, z′) =
2z′ + y′
2λc
, B˜(y′, z′) =
2z′ + y′
8λ3c
.
On eetue ensuite le hangement de variables
Y = A˜(y′, z′) =
2z′ + y′
2λc
, Z = z′.
de jaobien 2λc. Celui-i envoie le quart de plan (R
+)2 sur le domaine
D1 = {(Y, Z), Y ≥ 0, 0 ≤ Z ≤ λcY }.
Ainsi,
W1(t, x) =
2λ2c√
π
∫∫
D1
w0(2λcY − 2Z + x)e−2λcZ e
−λ2c (t−Y )
2
Y√
Y
dY dZ.
Les dérivées par rapport à t donnent
∂tW1(t, x) =
−4λ4c√
π
∫∫
D1
w0(2λcY − 2Z + x)e−2λcZ(t− Y )e
−λ2c (t−Y )
2
Y
Y 3/2
dY dZ,
∂ttW1(t, x) =
−4λ4c√
π
∫∫
D1
w0(2λcY − 2Z + x)e−2λcZ(Y − 2λ2c(t− Y )2)
e−λ
2
c
(t−Y )2
Y
Y 5/2
dY dZ.
On a alors les estimations suivantes
Lemme 3.3.12. La fontion W1 est bornée et quand t→ +∞, on a
|∂tW1(t, x)| = O
(
1√
t
)
et |∂ttW1(t, x)| = O
(
1
t
)
.
Démonstration. Regardons d'abord W1. Puisque l'intégrande est positive et w0 bornée,
on peut majorer l'intégrale sur D1 par l'intégrale sur (R
+)2. Cei permet de déoupler
les variables Y et Z. On obtient ainsi
W1(t, x) ≤ C
∫ +∞
0
e−2λcZdZ
∫ +∞
0
e−λ
2
c
(t−Y )2
Y√
Y
dY.
L'estimation (3.17) permet alors de onlure.
Pour ∂tW1(t, x), on a
|∂tW1(t, x)| ≤ C
∫ +∞
0
e−2λcZdZ
∫ +∞
0
|t− Y |e
−λ2c (t−Y )
2
Y
Y 3/2
dY.
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On onlut ave l'estimation (3.18).
Pour ∂ttW1(t, x), on majore omme préédemment
|∂ttW1(t, x)| ≤ C
∫ +∞
0
e−2λcZdZ
∫ +∞
0
(Y + 2λ2c(t− Y )2)
e−λ
2
c
(t−Y )2
Y
Y 3/2
dY,
puis on utilise l'estimation (3.19).
Etude de W2
On ommene par eetuer le hangement de variables z′ = z − x, y′ = y − x de
jaobien 1. On obtient
W2(t, x) =
1
2
√
π
∫ 0
y′=−∞
∫ +∞
z′=0
w0(y
′ + x)e2λc(y
′−z′) e
− (t−A)2
4B√
2B
dz′dy′,
ave
A(y′, z′) =
2z′ − y′
2λc
, B(y′, z′) =
2z′ − y′
8λ3c
.
On eetue alors le deuxième hangement de variable
Y = y′, Z = A(y′, z′) =
2z′ − y′
2λc
de jaobien λc et qui envoie le domaine ]−∞, 0]× [0,+∞[ en le domaine
D2 = {(Y, Z), Y ≤ 0, Z ≥ − Y
2λc
}.
Ainsi,
W2(t, x) =
2λc√
π
∫∫
D2
w0(Y + x)e
λcY e−2λ
2
cZ
e−λ
2
c
(t−Z)2
Z√
Z
dY dZ.
En dérivant par rapport à t, on obtient suessivement
∂tW2(t, x) =
−2λ3c√
π
∫∫
D2
w0(Y + x)e
λcY e−2λcZ(t− Z)e
−λ2c (t−Z)
2
Z
Z3/2
dY dZ,
∂ttW2(t, x) =
−2λ3c√
π
∫∫
D2
w0(Y + x)e
λcY e−2λcZ(Z − 2λ2c(t− Z)2)
e−λ
2
c
(t−Z)2
Z
Z5/2
dY dZ.
On a alors les estimations suivantes
Lemme 3.3.13. Il existe a > 0 tel que
|W2(t, x)|, |∂tW2(t, x)|, |∂ttW2(t, x)| = O(e−at).
Démonstration. Puisque l'intégrande est positive et w0 bornée, on peut majorer l'inté-
grale sur D2 par l'intégrale sur (R
+)2. Cei permet de déoupler les variables Y et Z. On
obtient ainsi
W2(t, x) ≤ C
∫ 0
−∞
eλcY dZ
∫ +∞
0
e−λcZ
e−λ
2
c
(t−Z)2
Z√
Z
dZ.
On onlut à l'aide de l'estimation (3.20) ave a = λc et b = λ
2
c . Pour les dérivées,
on proède omme dans le lemme préédent puis on utilise les estimations (3.21) et
(3.22).
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3.3.6 Comportement des dérivées du shift
Nous pouvons onlure maintenant sur les propriétés du shift et montrer que quand
t→ +∞,
‖wx(t, ·)‖∞, ‖wt(t, ·)‖∞ = O
(
1√
t
)
.
1) Dérivée temporelle. D'après les setions préédentes nous avons wtt = Wtt+O(1/t).
Puisque Wtt = O(1/t), on en déduit que
|wtt(t, x)| = O
(
1
t
)
.
Puisque w est bornée, montrons qu'on a alors
|wt(t, x)| = O
(
1√
t
)
.
Il sut pour ela d'érire un développement de Taylor à l'ordre deux en t :
w(t+
√
t, x) = w(t, x) + w′(t, x)
√
t+ w′′(τ, x)
t
2
, τ ∈ [t, t+
√
t].
Ainsi,
w′(t, x) =
w(t+
√
t, x)− w(t, x)√
t
− w′′(τ, x)
√
t
2
.
On en déduit que
|w′(t, x)| ≤ 2√
t
sup
[t,t+
√
t]
|w(·, x)|+
√
t
2
sup
[t,t+
√
t]
|w′′(·, x)|.
Finalement, |w′(t, x)| ≤ C/√t.
2) Dérivée spatiale. Nous revenons ensuite à l'équation
wt − wxx − 2λcwx = 0.
L'estimation sur wt permet alors de montrer que
|wx(t, .)| = O
(
1√
t
)
.
Pour montrer ela, on érit d'abord l'équation sous la forme
d
dx
(wxe
2λcx) = e2λcxwt.
On a ainsi
wx(t, x) =
(
wx(t, 0) +
∫ x
0
e2λcywt(t, y)dy
)
e−2λcx.
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Puisque w est bornée, il en est de même pour wx grâe aux estimations paraboliques.
Par onséquent
wx(t, 0) +
∫ x
0
e2λcywt(t, y)dy −−−−→
x→−∞
0.
Ainsi, wx(t, 0) =
∫ 0
−∞
e2λcywt(t, y)dy et
wx(t, x) =
(∫ x
−∞
e2λcywt(t, y)dy
)
e−2λcx.
D'après l'estimation sur wt on obtient nalement
|wx(t, x)| ≤ C√
t
(∫ x
−∞
e2λcydy
)
e−2λcx ≤ C
′
√
t
.
3.4 Convergene en milieu périodique
Venons en maintenant au as périodique. Si c > c∗ et M > 0, rappelons que nous
étudions le omportement en temps grand de la solution u(t, x) du problème de Cauhy{
ut − uxx = f(x, u),
uc(0, x) ≤ u(0, x) ≤ uc(M,x).
Dans ette setion, nous montrons le point (ii) du théorème 3.1.2. Pour ela, nous éta-
blissons l'équation du shift m qui permet de prouver la onvergene de u(t, x) vers le
prol uc(t + m(t, x), x) dans un espae à poids. Nous admettrons pour le moment les
propriétés sur le shift m(t, x) dont l'étude fait l'objet de la setion 3.5.
3.4.1 Equation du shift
Pour l'étude du omportement en temps grand de u, on onsidère l'ansatz
U(t, x) = uc(t+m(t, x), x)
qui vérie l'équation
Ut − Uxx − f(x, U) = uc,t(mt −mxx)− uc,ttm2x − 2uc,txmx.
Comme dans le as homogène, remarquons que si nous herhons diretement la solution
sous la forme u(t, x) = uc(t + m(t, x), x), ei revient à annuler le seond membre de
l'équation i-dessus. On obtient alors une équation sur le shift trop omplexe à étudier.
L'idée est plutt de hoisir m(t, x) pour que le terme de droite ait une déroissane expo-
nentielle supérieure à elle de l'onde pulsatoire uc quand x+ ct→ −∞. Cei permettra
de montrer la onvergene dans un bon espae à poids.
Pour ela, on utilise le fait que pour x+ ct→ −∞,
uc(t, x) = ψλc(x)e
λc(x+ct) +O(e(λc+β)(x+ct)).
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Les mêmes types d'estimations sont valables pour les dérivées grâe aux estimations
paraboliques. On a notamment uc,t = cλcuc +O(e
(λc+β)(x+ct)), d'où
uc,tt = λcuc,t +O(e
(λc+β)(x+ct)), uc,tx = (λc +
ψ′λc
ψλc
)uc,t +O(e
(λc+β)(x+ct)).
On érit alors l'équation sur U sous la forme
Ut − Uxx − f(x, U) = uc,t
(
mt −mxx − 2
(
λc +
ψ′λc
ψλc
)
mx − cλcm2x
)
+2mx
(
(λc +
ψ′λc
ψλc
)uc,t − uc,tx
)
+m2x (cλcuc,t − uc,tt) .
D'après les estimations préédentes,(
λ+
ψ′λc
ψλc
)
uc,t − uc,tx = O(e(λc+β)(x+ct)), cλcuc,t − uc,tt = O(e(λc+β)(x+ct)).
Ainsi, seul le premier terme du membre de droite pose problème puisque uc,t se omporte
omme l'onde pulsatoire. On hoisit alors m pour annuler e terme là. On obtient ainsi
l'équation
mt −mxx − 2
(
λc +
ψ′λc
ψλc
)
mx − cλcm2x = 0.
On xe m0(x) de sorte que U(0, x) = u(0, x) 'est à dire tel que uc(m0(x), x) = u0(x).
Cei est possible ar uc est stritement roissante en t et on a alors
m0(x) = uc(·, x)−1(u0(x)).
Ave un tel hoix de shift m(t, x) l'équation sur U devient
Ut − Uxx − f(x, U) = g(t, x),
ave
g(t, x) = 2mx((λc +
ψ′λc
ψλc
)uc,t − uctx) +m2x(cλcuc,t − uc,tt).
L'étude des propriétés de m montrera que mx = O(t
−1/2) quand t→ +∞. Ainsi, quand
τ → +∞ et x+ ct→ +∞, on a
g(t, x) = O(t−1/2e(λc+β)(x+ct)).
3.4.2 Convergene
Montrons maintenant la onvergene de u vers U . Cette étape est similaire au as
homogène.
Lemme 3.4.1. On a
sup
x∈R
|u(t, x)− uc(t+m(t, x), x)| = O
(
1√
t
)
.
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Démonstration. Nous allons estimer la diérene v = u− U , l'opposé U − u se traitant
de la même manière. La fontion v vérie l'équation
vt − vxx = f(x, u)− f(x, U) + 2mx((λc +
ψ′λc
ψλc
)uc,t − uc,tx) +m2x(cλcuc,t − uctt).
Un développement de Taylor à l'ordre deux donne
f(x, u) = f(x, U) + f ′u(x, U)(u− U) +
1
2
f ′′u (x, a)(u− U)2,
ave U ≤ a ≤ u. Puisque f ′u(x, U) ≤ f ′u(x, 0) = ζ(x) et f ′′u (x, c) ≤ 0, on obtient nalement{
vt − vxx − ζ(x)v ≤ −g(t, x),
v(0, x) = 0.
On se plae ensuite dans le repère mobile ξ = x+ ct en posant
v˜(t, ξ) = v(t, ξ − ct), u˜(t, ξ) = u(t, ξ − ct), U˜(t, ξ) = U(t, ξ − ct).
On obtient ainsi
v˜t − v˜ξξ + cv˜ξ − ζ(ξ − ct)v˜ ≤ −g(t, ξ − ct),
ave pour τ → +∞ et ξ → +∞,
g(t, ξ) = O(t−1/2e(λc+β)ξ).
On se plae ensuite dans l'espae à poids.
Xδ := {u ∈ BUC(R), u(ξ)
pδ(0, ξ)
∈ BUC(R)}, ‖u‖δ =
∥∥∥∥ upδ(0, ·)
∥∥∥∥
∞
,
où
pδ(t, ξ) = e
(λc+δ)ξψλc+δ(ξ − ct).
Rappelons que p vérie l'équation
pt − pξξ + cpξ − ζ(ξ − ct)p = qδp,
où qδ := c(λc + δ)− k(λc + δ) > 0 pour δ assez petit. Le poids permet de travailler ave
un opérateur ave un terme d'ordre 0 stritement positif. En eet, si on pose v˜(t, ξ) =
pδ(t, ξ)z(t, ξ), on obtient l'inéquation suivante sur z : zt − zξξ + (c− 2
pδ,ξ
pδ
)zξ + qδz ≤ −g(t, ξ − ct)
pδ
,
z(0, ξ) = 0,
Pour que
g(t, ξ − ct)
pδ
soit borné en ξ, il faut alors hoisir δ < β. On a alors
|g(t, ξ − ct)|
pδ
≤ C√
t
.
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On onsidère alors la solution de l'équation diérentielle Zt + qδZ =
C√
t
,
Z(0) = 0,
qui est donnée par la formule
Z(t) = C
∫ t
0
e−qδ(t−s)√
s
ds.
D'après le prinipe du maximum, nous avons
z(t, ξ) ≤ Z(t) ≤ C√
t
pour tout ξ ∈ R. On en déduit nalement que pour γ = λc + δ,
sup
ξ∈R
|e−γξv˜(t, ξ)| = O
(
1√
t
)
.
3.5 Propriétés du shift en milieu périodique
Dans ette setion nous démontrons le point (i) du théorème 3.1.2, que nous énonçons
ii sous forme de théorème
Théorème 3.5.1. La solution m(t, x) du problème de Cauhy (3.8) mt −mxx − 2
(
λc +
ψ′λc
ψλc
)
mx − cλcm2x = 0,
m0(x) = uc(·, x)−1(u0(x)) bornée,
vérie les estimations suivantes quand t→ +∞ :
‖mx(t, ·)‖∞ = O
(
1√
t
)
et ‖mt(t, ·)‖∞ = O
(
1√
t
)
. (3.23)
Préisons que l'étude de ette équation est insensible au fait que c > c∗ ou c = c∗.
Cei servira dans la setion suivante pour étudier la stabilité à vitesse ritique.
Pour étudier ette équation non-linéaire, on eetue la transformation de Hopf-Cole
w(t, x) = ψλc(x)e
cλcm(t,x), m(t, x) =
1
cλc
log
(
w(t, x)
ψλc(x)
)
,
an d'obtenir l'équation linéaire suivante sur w :{
wt − wxx − 2λcwx + (cλc − λ2c − ζ(x))w = 0,
w(0, x) = ψλc(x) exp(cλcuc(·, x)−1(u0(x))), (3.24)
114 3. Dynamique non triviale en milieu périodique
ave w0(x) bornée.
En eet, si on note a(x) = cλc − λ2c − ζ(x), alors on a
−ψ′′λc − 2λcψ′λc + a(x)ψλc = 0,
et
wt = cλcψλce
cλcmmt,
wx = e
cλcm(ψ′λc + cλcψλcmx),
wxx = e
cλcm(ψ′′λc + 2cλcψ
′
λcmx + cλcψλcmxx + c
2λ2cψλcm
2
x).
Par onséquent,
wt − wxx − 2λcwx + a(x)w
= ecλcm
(
cλcψλcmt − ψ′′λc − 2cλcψ′λcmx − cλcψλcmxx − c2λ2cψλcm2x
−2λc(ψ′λc + cλcψλcmx) + a(x)φ
)
= ecλcm
(
cλcψλcmt − 2cλcψ′λcmx − cλcψλcmxx − c2λ2cψλcm2x − 2cλ2cψλcmx
)
= cλcψλce
cλcm
(
mt −mxx − 2
(
λc +
ψ′λc
ψλc
)
mx − cλcm2x
)
= 0.
Finalement, puisque 0 ≤ m ≤M , 1 ≤ w ≤ ecλcM et que
mt =
1
cλcw
wt, mx =
ψλc
cλcw
∂
∂x
(
w(t, x)
ψλc(x)
)
,
On est don ramené à montrer que la solution w(t, x) de (3.24) vérie
‖wt(t, ·)‖∞ = O
(
1√
t
)
,
∥∥∥∥ ∂∂x
(
w(t, x)
ψλc(x)
)∥∥∥∥
∞
= O
(
1√
t
)
. (3.25)
Pour étudier l'équation (3.24), on onsidère l'opérateur elliptique sous-jaent
Lu := −u′′ − 2λcu′ + a(x)u. (3.26)
C'est un opérateur setoriel dans BUC(R) [82℄. Il engendre ainsi un semi-groupe analy-
tique e−tL [45℄, d'où
w(t, x) = e−tLw0(x) =
1
2iπ
∫
γ
etλ(λI + L)−1w0(x)dλ,
où γ est un hemin lassique qui entoure un seteur Σ ontenant le spetre de −L (f
gure 3.4).
L'objetif est de montrer qu'en déformant le ontour γ en la droite iR, on apte la
partie dominante de w. La déformation du ontour se fait en plusieurs étapes. La première
est de mieux loaliser le spetre de L. On montre ainsi que si λ ∈ σ(L), alors λ = 0 ou
ℜe(λ) > 0. Cei permet de ramener le problème à l'étude de u(λ, x) := (λI +L)−1w0(x)
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au voisinage de λ = 0. Notons que u(λ, x) n'est autre que la transformée de Laplae en
t de w dénie lassiquement pour ℜe(λ) > 0 par
u(λ, x) =
∫ +∞
0
e−tλw(t, x)dt.
On est ainsi ramené à étudier les solutions bornées de l'équation diérentielle vériée par
u :
−u′′ − 2λcu′ + a(x)u = −λu+ w0. (3.27)
Nous verrons que le omportement en temps grand de w est guidé par elui de sa trans-
formée de Laplae u au voisinage de λ = 0. Pour ela, nous dériverons un développement
à l'ordre 2 de u(λ, x) au voisinage de λ = 0 et nous déformerons le ontour γ en iR.
Cette déformation est déliate du fait de la non intégrabilité de u(λ, x) au voisinage de
λ = 0. Nous travaillerons ainsi sur la dérivée wtt :
wtt(t, x) =
1
2iπ
∫
γ
etλλ2u(λ, x)dλ
et montrerons que wtt = O(1/t). En intégrant en temps et en utilisant l'équation, ei
permettra d'obtenir les informations sur les dérivées.
3.5.1 Généralités sur l'équation diérentielle
Nous rappelons ii quelques généralités sur les équations diérentielles linéaires à
oeients périodiques que nous appliquons à notre équation (3.27), plus préisément
les exposants de Floquet et l'existene de solutions bornées. L'équation diérentielle
(3.27) peut s'érire sous la forme vetorielle suivante où U = (u, u′)
U ′ = Aλ(x)U + F,
ave
Aλ(x) =
(
0 1
a(x) + λ −2λc
)
et F (x) =
(
0
−w0
)
.
Fig. 3.4  Contour d'intégration γ
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Puisque A(x) est 1-périodique, le théorème de Floquet [18℄ dit que pour toute matrie
fondamentale Mλ(x) solution de l'équation homogène
M ′λ = Aλ(x)Mλ,
il existe une fontion Sλ : R → GL2(C) de lasse C1 et 1-périodique et une matrie Bλ
telles que
Mλ(x) = Sλ(x)e
xBλ .
On note alors µ1(λ) et µ2(λ) les exposants de Floquet de l'équation qui sont les valeurs
propres de Bλ et sont dénies à 2iπ prés. Si les deux exposants sont distints, les solutions
de l'équation homogène sont engendrées par deux fontions Ui(λ, x) de la forme
Ui(λ, x) = vi(λ, x)e
µi(λ)x,
où les fontions vi sont 1-périodiques.
Une première remarque importante est que
ℜe(µ1(λ)) + ℜe(µ2(λ)) = −2λc. (3.28)
En eet, onsidérons pourMλ la matrie fondamentale engendrée par les olonnes (U1, U
′
1)
et (U2, U
′
2) et Wλ(x) = detMλ(x) son wronskien. On a d'une part
Wλ(x) = (v1v
′
2 − v2v′1 + (µ2 − µ1)v1v2) e(µ1(λ)+µ2(λ))x,
qu'on érit sous la forme
Wλ(x) = −bλ(x)e(µ1(λ)+µ2(λ))x,
ave
bλ(x) := v2v
′
1 − v1v′2 + (µ1(λ)− µ2(λ))v1v2
bornée et 1-périodique. D'autre part
Wλ(x) = Wλ(0)e
∫ x
0
tr(Aλ(s))ds = Wλ(0)e
−2λcx.
D'où le résultat.
Le seond point qui sera utile par la suite est de donner une ondition susante sous
laquelle l'équation (3.27) possède une solution bornée
Lemme 3.5.2. Si w0 est bornée et si ℜe(µ1(λ)) et ℜe(µ2(λ)) sont de signes opposés,
alors il existe une unique solution bornée de l'équation
−u′′ − 2λcu′ + a(x)u+ λu = w0
qui est donnée par la relation suivante où on prend la onvention xe ℜe(µ1(λ)) > 0
u(λ, x) = U1(λ, x)
∫ +∞
x
w0(y)
bλ(y)
U2(λ, y)e
2λcydy + U2(λ, x)
∫ x
−∞
w0(y)
bλ(y)
U1(λ, y)e
2λcydy.
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Démonstration. On herhe la solution générale de l'équation par variation de la onstante
u(λ, x) = α(λ, x)U1(λ, x) + β(λ, x)U2(λ, x).
Le ouple (α′, β ′) est ainsi solution du système linéaire{
α′U1 + β ′U2 = 0,
α′U ′1 + β
′U ′2 = −w0,
qui se résout en
α′(λ, x) =
U2(λ, x)w0(x)
Wλ(x)
, β ′(λ, x) = −U1(λ, x)w0(x)
Wλ(x)
.
On obtient ainsi
α′(λ, x) = −w0(x)
bλ(x)
U2(λ, x)e
2λcx, β ′(λ, x) =
w0(x)
bλ(x)
U1(λ, x)e
2λcx.
Puisque on a xé ℜe(µ1(λ)) > 0 la relation implique que ℜe(µ2(λ)) < −2λc. Cei
nous dit que |α′| se omporte omme une exponentielle déroissante et |β ′| omme une
exponentielle positive. On intègre alors en
α(λ, x) = α0 +
∫ +∞
x
u2(λ, y)w0(y)e
2λcydy.
β(λ, x) = β0 +
∫ x
−∞
u1(λ, y)w0(y)e
2λcydy.
L'unique solution bornée s'obtient alors ave α0 = β0 = 0.
3.5.2 Etude de l'équation homogène au voisinage de λ = 0
Le omportement en temps grand de w étant guidé par elui de sa transformée de
Laplae u(λ, x) au voisinage de λ = 0, il est important d'étudier les solutions de l'équation
(3.27) au voisinage de λ = 0. On ommene dans ette setion par l'équation homogène
−u′′ − 2λcu′ + a(x)u+ λu = 0. (3.29)
pour laquelle on détermine pour λ prohe de 0 une nouvelle base de solutions u1(λ, x), u2(λ, x)
dont on onnaît la dépendane préise en λ.
Détermination des ui(0, x)
Pour λ = 0, l'équation (3.29)qui est alors
−u′′ − 2λcu′ + a(x)u = 0
admet 2 solutions indépendantes que sont
u1(0, x) = ψλc(x) et u2(0, x) = ψλc(x)
∫ +∞
x
e−2λcy
ψ2λc(y)
dy.
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En eet, la solution ψλc est déjà onnue et la deuxième s'obtient par variation de la
onstante sous la forme u2(0, x) = v(x)u1(0, x) = v(x)ψλc(x). On obtient alors l'équation
v′′ + 2
(
λc +
ψ′λc
ψλc
)
v′ = 0,
et on hoisit
v′(x) =
e−2λcx
ψ2λc(x)
, puis v(x) =
∫ +∞
x
e−2λcy
ψ2λc(y)
dy.
Pour λ 6= 0, λ petit, on herhe deux solutions prohes de elles pour λ = 0.
Détermination de u1(λ, x) pour λ prohe de 0
Cherhons d'abord une solution u1(λ, x) prohe de ψλc(x). Nous allons montrer le
résultat suivant
Proposition 3.5.3. Pour λ prohe de 0, l'équation homogène (3.29) possède une solution
u1(λ, x) qui admet le développement asymptotique suivant, uniforme en x, quand λ→ 0 :
u1(λ, x) = ψλc(x) exp
(∫ x
0
(
λδw1 − λ2δw2 +O(λ3)
))
, (3.30)
où δw1 et δw2 sont les fontions stritement positives et 1-périodiques :
δw1(x) =
∫ x
−∞
ψ2λc(y)
ψ2λc(x)
e−2λc(x−y)dy =
∫ 0
−∞
ψ2λc(z + x)
ψ2λc(x)
e2λczdz, (3.31)
δw2(x) =
∫ x
−∞
ψ2λc(y)
ψ2λc(x)
δw21(y)e
−2λc(x−y)dy =
∫ 0
−∞
ψ2λc(z + x)
ψ2λc(x)
δw21(z + x)e
2λczdz. (3.32)
Démonstration. Pour λ prohe de 0, on herhe la solution u1(λ, x) sous la forme u1(λ, x) =
ev(λ,x). L'équation vériée par w = v′ est alors
−w′ − 2λcw + a(x) + λ = w2. (3.33)
On va montrer que pour λ prohe de 0, w(λ, x) admet le développement asymptotique
suivant, uniforme en x
w(λ, x) =
ψ′λc
ψλc
+ λδw1(x)− λ2δw2(x) +O(λ3). (3.34)
L'équation (3.33) est une équation de Riati. Notons que w0 = ψ
′
λc
/ψλc est solution de
ette équation pour λ = 0. On onsidère alors δw = w − w0 qui est solution de
δw′ + 2
(
λc +
ψ′λc
ψλc
)
δw = λ− δw2. (3.35)
Cette équation est non-linéaire. On va herher une solution prohe de la solution bornée
δwlin de l'équation linéaire orrespondante
z′ + 2
(
λc +
ψ′λc
ψλc
)
z = λ (3.36)
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qui est
δwlin = λ
∫ x
−∞
ψ2λc(y)
ψ2λc(x)
e−2λc(x−y)dy.
En eet, les solutions de l'équation homogène assoiée à (3.36) sont de la forme C
e−2λcx
ψ2λc(x)
;
on herhe ensuite une solution bornée de (3.36) sous la forme α(x)
e−2λcx
ψ2λc(x)
, e qui donne
l'équation α′ = λψ2λc(x)e
2λcx
. Le seul hoix de α est alors
α(x) = λ
∫ x
−∞
ψ2λc(y)e
2λcydy.
On érit alors δwlin = λδw1, ave
δw1 =
∫ x
−∞
ψ2λc(y)
ψ2λc(x)
e−2λc(x−y)dy.
Notons que δw1 est 1-périodique ; il sut pour ela d'eetuer le hangement de variable
z = x− y pour obtenir
δw1(x) =
∫ 0
−∞
φ2c(z + x)
ψ2λc(x)
e2λczdz.
Cette fontion δw1 est le premier terme dans le développement de δw. Puisque ψλc est
bornée ave m ≤ ψλc ≤M , on a l'enadrement
m2
2λcM2
≤ δw1 ≤ M
2
2λcm2
,
et don δwlin est d'ordre λ. Le théorème de point xe permet alors de montrer l'existene
de δw :
Lemme 3.5.4. Pour λ assez petit, il existe une solution δw de l'équation non-linéaire
(3.35)
δw′ + 2
(
λc +
ψ′λc
ψλc
)
δw = λ− δw2,
qui vérie ‖δw − δwlin‖∞ = O(|λ|2).
Démonstration du lemme. Commençons par noter que l'unique solution bornée de l'équa-
tion diérentielle
z′ + 2
(
λc +
ψ′λc
ψλc
)
z = f,
où f est bornée, est donnée par
z(x) =
∫ x
−∞
ψ2λc(y)
ψ2λc(x)
e−2λc(x−y)f(y)dy.
On érit alors l'équation non-linéaire (3.36) sous la forme d'un point xe Tδw = δw, où
T est l'opérateur
Tu :=
∫ x
−∞
ψ2λc(y)
ψ2λc(x)
e−2λc(x−y)(λ− u2(y))dy,
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déni sur l'espae métrique
Eλ = C
0
(
R, D¯(0, (‖δw1‖∞ + 1)|λ|)
)
.
Muni de la distane d∞ assoiée à la norme innie, Eλ est un espae omplet.
Vérions tout d'abord que l'opérateur est bien déni pour λ petit, 'est à dire que
T (Eλ) ⊂ Eλ. On a en eet
‖Tu‖∞ ≤ ‖δw1‖∞(|λ|+ ‖u‖2∞)
≤ ‖δw1‖∞(|λ|+ (‖δw1‖∞ + 1)2|λ|2)
= |λ|(‖δw1‖∞ + (‖δw1‖∞ + 1)2|λ|).
Or pour λ assez petit, (‖δw1‖∞ + 1)2|λ| ≤ 1, d'où ‖Tu‖∞ ≤ (‖δw1‖∞ + 1)|λ|.
Montrons que T est ontratant pour λ petit. On a
Tu− Tv =
∫ x
−∞
ψ2λc(y)
ψ2λc(x)
e−2λc(x−y)(v − u)(v + u)dy.
Ainsi, ‖Tu−Tv‖∞ ≤ 2‖δw1‖∞(‖δw1‖∞+1)|λ|‖u−v‖∞ ave 2‖δw1‖∞(‖δw1‖∞+1)|λ| < 1
pour λ petit.
D'après le théorème de point xe de Piard, l'opérateur T a alors un unique point
xe noté δw qui vérie la relation
δw =
∫ x
−∞
ψ2λc(y)
ψ2λc(x)
e−2λc(x−y)(λ− δw2(y))dy.
C'est don l'unique solution de l'équation non linéaire. De plus,
δw − δwlin =
∫ x
−∞
ψ2λc(y)
ψ2λc(x)
e−2λc(x−y)δw2(y)dy,
d'où puisque δw ∈ Eλ, ‖δw − δwlin‖∞ = O(|λ|2).
Terminons la preuve de la proposition 3.5.3. D'après e qui préède, on a un déve-
loppement de la forme
δw = λδw1 +O(|λ|2).
Pour ontinuer le développement, on onsidère la diérene
δ˜w = δw − λδw1
qui est solution de l'équation diérentielle
δ˜w
′
+ 2
(
λc +
ψ′λc
ψλc
)
δ˜w = −δ˜w2 − λ2δw21 − 2λδ˜wδw1. (3.37)
Nous herhons δ˜w prohe de la solution bornée de
z′ + 2
(
λc +
ψ′λc
ψλc
)
= −λ2δw21
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qui est donnée par
z = −λ2
∫ x
−∞
ψ2λc(y)
ψ2λc(x)
δw21(y)e
−2λc(x−y)dy.
On pose alors par la suite
δw2(x) =
∫ x
−∞
ψ2λc(y)
ψ2λc(x)
δw21(y)e
−2λc(x−y)dy
de sorte que z = −λ2δw2. Notons que δw2 est 1-périodique puisque si on eetue le
hangement de variable z = x− y, on obtient
δw2(x) =
∫ 0
−∞
ψ2λc(z + x)
ψ2λc(x)
δw21(z + x)e
2λczdz.
Le résultat suivant permet de montrer que
δw = λδ1 − λ2δw2 +O(|λ|3),
e qui permet d'obtenir le développement (3.34) et de onlure la preuve de la proposition.
Lemme 3.5.5. Pour λ assez petit, il existe une solution δ˜w de l'équation non-linéaire
(3.37)
δ˜w
′
+ 2
(
λc +
ψ′λc
ψλc
)
δ˜w = −δ˜w2 − λ2δw21 − 2λδ˜wδw1
qui vérie ‖δ˜w + λ2δw2‖∞ = O(|λ|3).
Démonstration du lemme. On raisonne omme dans le lemme préédent en onsidérant
ii l'opérateur
Tu :=
∫ x
−∞
ψ2λc(y)
ψ2λc(x)
e−2λc(x−y)(−u2 − λ2δw21 − 2λuδw1)dy,
déni sur l'espae métrique
Eλ = C
0
(
R, D¯(0, (‖δw1‖2∞ + 1)|λ|2)
)
.
Sur l'espae omplet (Eλ, d∞), T est ontratant pour λ petit. Il possède ainsi un unique
point xe δ˜w qui vérie la relation
δ˜w =
∫ x
−∞
ψ2λc(y)
ψ2λc(x)
e−2λc(x−y)(−δ˜w2 − λ2δw21 − 2λδ˜wδw1)dy.
et qui est ainsi solution de (3.37). On a de plus
δ˜w + λ2δw2 =
∫ x
−∞
ψ2λc(y)
ψ2λc(x)
e−2λc(x−y)(−δ˜w2 − 2λδ˜wδw1)dy,
d'où puisque δ˜w ∈ Eλ et δw1 est bornée, ‖δ˜w + λ2δw2‖∞ = O(|λ|3).
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Détermination de u2(λ, x) pour λ prohe de 0
On herhe ensuite une deuxième solution u2(λ, x) prohe de u2(0, x). Puisque u1(λ, x)
ne s'annule pas pour λ petit, on herhe u2(λ, x) sous la forme u2(λ, x) = u1(λ, x)v(λ, x),
v vériant l'équation
−v′′ − 2
(
u′1
u1
+ λc
)
v′ = 0.
Une solution est alors donnée par la formule
u2(λ, x) = u1(λ, x)
∫ +∞
x
e−2λcy
u21(λ, y)
dy. (3.38)
3.5.3 Exposants de Floquet pour λ prohe de 0
Le développement asymptotique (3.30) de u1(λ, x) permet de montrer qu'au voisinage
de λ = 0 les parties réelles des exposants de Floquet µi(λ) sont de signes opposés
Lemme 3.5.6. Pour λ prohe de 0, λ 6= 0 et ℜe(λ) ≥ 0, les ℜe(µi(λ)) > 0 sont de signe
opposé.
Démonstration. Nous supposons par l'absurde que ℜe(µi(λ)) ≤ 0. Puisque (U1(λ, x), U2(λ, x))
forme une base de solutions de (3.29), on en déduit que toute solution de (3.29) s'érit
sous la forme
u(λ, x) = α1(λ)U1(λ, x) + α2(λ)U2(λ, x)
= α1(λ)v1(λ, x)e
µ1(λ)x + α2(λ)v2(λ, x)e
µ2(λ)x,
où les vi sont périodiques, et est don bornée quand x → +∞. Nous allons obtenir une
ontradition en montrant que
|u1(λ, x)| −−−−→
x→+∞
+∞
à l'aide du développement asymptotique (3.30).
Rappelons e développement ; on a
u1(λ, x) = ψλc(x) exp
(∫ x
0
(λδw1 − λ2δw2 +O(λ3))
)
.
Ainsi,
|u1(λ, x)| = ψλc(x) exp
(∫ x
0
ℜe(λδw1 − λ2δw2 +O(λ3))
)
.
Si on pose λ = λ1 + iλ2, on a alors
λδw1 − λ2δw2 = (λ1δw1 + (λ22 − λ21)δw2) + i(λ2δw1 − 2λ1λ2δw2).
Ainsi,
ℜe(λδw1 − λ2δw2) = λ1δw1 + (λ22 − λ21)δw2.
Distinguons deux as : λ1 = 0 et λ1 > 0.
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(i) Si λ1 = 0, alors λ2 6= 0 et alors pour λ ≃ 0
ℜe(λδw1 − λ2δw2 +O(λ3)) = λ22δw2 +O(|λ|3).
(ii) Si λ1 > 0, alors pour λ ≃ 0,
ℜe(λδw1 − λ2δw2 +O(λ3)) = λ1δw1 +O(|λ|2).
Dans les deux as, puisque les fontions δwi sont positives et périodiques elles sont
minorées par des onstantes stritement positives et don il existe m > 0 tel que si λ est
prohe de 0,
ℜe(λδw1 − λ2δw2 +O(λ3)) ≥ m.
On en déduit que |u1(λ, x)| ≥ ψλc(x)emx → +∞ quand x→ +∞.
3.5.4 Loalisation du spetre de L
An de rabattre le ontour d'intégration γ sur l'axe des imaginaires purs, il est né-
essaire de montrer qu'il n'y a pas d'éléments du spetre de −L de partie réelle postive
hormis 0 :
Proposition 3.5.7. Soit λ ∈ σ(−L). Alors λ = 0 ou ℜe(λ) < 0.
Démonstration. On onsidère λ tel que ℜe(λ) > 0 ou λ ∈ iR∗ et on veut montrer que
λ ∈ ρ(−L), 'est à dire que si f ∈ BUC(R), alors il existe une unique solution bornée u
de −Lu− λu = f , autrement dit de
−u′′ − 2λcu′ + a(x)u+ λu = −f.
L'ériture vetorielle, en posant U = (u, u′), est alors
U ′ = A(x)U + F,
ave
A(x) =
(
0 1
a(x) + λ −2λc
)
et F (x) =
(
0
f
)
.
On note µ1(λ) et µ2(λ) les exposants de Floquet. D'après le lemme 3.5.2, on sait qu'il est
susant de montrer que lesℜe(µ1(λ)) sont de signes opposés, puisqu'alors, siℜe(µ1(λ)) >
0, l'unique solution est donnée par la formule
u(λ, x) = U1(λ, x)
∫ +∞
x
w0(y)
b(y)
U2(λ, y)e
2λcydy + U2(λ, x)
∫ x
−∞
w0(y)
b(y)
U1(λ, y)e
2λcydy.
Le point important pour ela est de montrer que ℜeµi(λ) ne s'annule pas quand dans
l'ensemble des λ 6= 0 tels que ℜe(λ) ≥ 0. Supposons par l'absurde qu'il existe λ¯ tel que
µ1(λ¯) soit de partie réelle nulle. Alors la fontion U1(λ¯, x) = v1(λ¯, x)e
µ1(λ¯)x
est bornée et
vérie l'équation
Lu+ λ¯u = 0.
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Nous allons voir que ei est impossible à ause de l'existene de ψλc > 0 solution de
Lψλc = 0. On suppose dans la suite que ℜeU1(λ¯, x) 6= 0 ; on remplae sinon U1 par iU1.
L'idée est de onsidérer le problème de Cauhy{
vt + Lv = 0,
v(0, x) = ℜeU1(λ¯, x).
La solution de ette équation est v(t, x) = ℜe(eλtU1(λ¯, x)). Puisque U1(λ¯, x) est bornée
et ψλc > 0 il existe C > 0 tel que
−Cψλc ≤ ℜeU1(λ¯, x) ≤ Cψλc .
On traite ensuite les deux as ℜeλ¯ > 0 et ℜeλ¯ = 0 séparément.
(i) Le as ℜeλ¯ > 0. D'après le prinipe du maximum, on en déduit que
∀t ≥ 0, −Cψλc ≤ ℜe(eλtU1(λ¯, x)) ≤ Cψλc .
Puisque ℜeλ¯ > 0, on obtient une ontradition en passant à la limite t→ +∞.
(ii) Le as ℜeλ¯ = 0. On pose λ¯ = iσ ave σ 6= 0. On suppose, quitte à remplaer
U1(λ¯, x) par −U1(λ¯, x), que
q0 := inf{q > 0, ℜeU1(λ¯, ·) ≤ qψλc} > 0.
On distingue à nouveau deux as
(α) Il existe x0 tel que ℜeU1(λ¯, x0) = q0ψλc(x0). D'après le prinipe du maximum, on
a alors pour t > 0, ℜe(e−iσtU1(λ¯, x0)) ≤ q0ψλc(x0). Le prinipe du maximum fort impose
que soit l'inégalité est strite, soit les deux fontions ℜe(eiσtU1(λ¯, x)) et q0ψλc(x) sont
égales. En prenant t0 = 2π/σ, on a bien l'égalité au point (t0, x0), don nalement
ℜe(eiσtU1(λ¯, x)) = q0ψλc(x).
En notant U1 = u+ iv, on a d'une part
ℜe(eiσtU1(λ¯, x)) = ℜe((u+ iv)(cos(σt) + i sin(σt)) = u cos(σt)− v sin(σt).
D'autre part, on a l'égalité en t = 0
ℜe(U1(λ¯, x)) = u = q0ψλc(x).
On en déduit que pour tout t > 0, on a
u cos(σt)− v sin(σt) = u,
'est à dire
u
cos(σt)− 1
t
= v
sin(σt)
t
.
En passant à la limite t→ 0, on obtient σv = 0 d'où v = u = 0, 'est à dire U1 = 0, e
qui est absurde.
(β) Il existe xn → +∞ tel que ℜeU1(λ¯, xn)− q0ψλc(xn)→ 0 quand n→ +∞. On se
ramène au premier as par le proédé suivant. On regarde le problème de Cauhy{
vnt − vnxx − 2λcvnx + an(x)vn = 0,
vn(0, x) = ℜeun(x),
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ave an(x) = a(x+xn) et un(x) = U1(λ¯, x+xn). La solution est v
n(t, x) = ℜe(e−λtun(x)).
La suite de fontions an étant bornée dans C
1
, on peut en extraire par Asoli et le proédé
d'extration diagonale une sous suite onvergeant uniformément sur tout ompat. On
note a∞ la limite qui est 1-périodique. On proède de même pour un(x) qui onverge
vers u∞(x) et ψλc(x+xn) qui onverge vers ψ∞(x). Par régularité parabolique, on extrait
ensuite de vn une sous suite qui onverge loalement dans C1,2 vers la solution v de
l'équation {
vt − vxx − 2λcvx + a∞(x)v = 0,
v(0, x) = ℜeu∞(x),
qui est v(t, x) = ℜe(e−λtu∞(x)). De plus, puisque ℜeU1(λ¯, xn) − q0ψλc(xn) → 0, on
obtient que ℜeu∞(0) = q0ψ∞(0). On est don ramené au as (α).
Montrons pour onlure que les ℜeµi(λ) sont de signes opposés. Pour |λ0| assez petit,
on sait que ℜeµ1(λ0) et ℜeµ2(λ0) sont de signes opposés d'après le lemme 3.5.5. On
xe ℜeµ1(λ0) > 0. Supposons ensuite par l'absurde qu'il existe λ1 tel que les deux
multipliateurs soient de partie réelle stritement négative. On note enore λ1 le nombre
omplexe de plus petit module qui vérie ette propriété. Puisque µ1(λ)+µ2(λ) = −2λc,
les fontions ℜeµ1(λ) et ℜeµ2(λ) ne se roisent pas sur le segment [λ0, λ1] don sont
régulières. La fontion ℜeµ1(λ) doit don s'annuler sur [λ0, λ1], e qui est absurde d'après
le raisonnement préédent.
3.5.5 Approximation de u(λ, x) au voisinage de λ = 0
Formule intégrale de u pour λ prohe de 0
Pour λ 6= 0, ℜe(λ) ≥ 0, l'équation non homogène (3.27)
−u′′ − 2λcu′ + a(x)u+ λu = w0
possède une unique solution bornée qui est donnée d'après le lemme 3.5.2 par une formule
intégrale faisant intervenir la base (U1, U2) de solutions de l'équation homogène. Pour
λ prohe de 0, on souhaite érire ette solution bornée en fontion de la nouvelle base
(u1, u2).
D'après la preuve du lemme , on sait que u1 s'érit sous la forme
u1(λ, x) = α1(λ)U1(λ, x) = α1(λ)v1(λ, x)e
µ1(λ)x,
e qui veut dire que
|u1(λ, x)| = |α1(λ)v1(λ, x)|eℜe(µ1(λ))x.
De même, puisque ℜeµ2 = −2λc −ℜeµ1 < 0, on a
|u2(λ, x)| = |α2(λ)v2(λ, x)|eℜe(µ2(λ))x.
On remarque ensuite que le wronskien de (u1(λ, x), u2(λ, x)) est égal
Wλ(x) = −e−2λcx,
'est à dire que pour ette base, bλ(x) = 1. En eet, puisque d'après la relation (3.38)
u2(λ, x) = u1(λ, x)
∫ +∞
x
e−2λcy
u21(λ, y)
dy,
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on a bien la relation
Wλ(x) = u1(λ, x)u
′
2(λ, x)− u2(λ, x)u′1(λ, x)
= u1(λ, x)
(
u′1(λ, x)
∫ +∞
x
e−2λcy
u21(λ, y)
dy +
e−2λcx
u1(λ, x)
)
−u′1(λ, x)u1(λ, x)
∫ +∞
x
e−2λcy
u21(λ, y)
= −e−2λcx.
En reprenant la preuve du lemme 3.5.2, les éléments préédant permettent de montrer
le résultat suivant
Proposition 3.5.8. Soit w0 ∈ BUC(R). Pour λ prohe de 0, λ 6= 0 et ℜe(λ) ≥ 0, il
existe une unique solution bornée de l'équation diérentielle (3.27) donnée par la relation
u(λ, x) = u1(λ, x)
∫ +∞
x
u2(λ, y)w0(y)e
2λcydy+u2(λ, x)
∫ x
−∞
u1(λ, y)w0(y)e
2λcydy. (3.39)
Approximation de u pour λ prohe de 0
Si on remplae u2 en fontion de u1
u2(λ, x) = u1(λ, x)
∫ +∞
x
e−2λcy
u21(λ, y)
dy
dans la relation (3.39), on obtient l'expression suivante de u :
u(λ, x) = u1(λ, x)
(∫ +∞
y=x
∫ +∞
z=y
+
∫ x
y=−∞
∫ +∞
z=x
)
u1(λ, y)
u21(λ, z)
w0(y)e
2λc(y−z)dzdy. (3.40)
Pour λ prohe de 0, puisque
u1(λ, x) = ψλc(x) exp
(∫ x
0
(
λδw1 − λ2δw2 +O(λ3)
))
,
on peut approher u1 par son expression tronquée
u1,tq(λ, x) = ψλc(x) exp
(∫ x
0
(λδw1 − λ2δw2)
)
. (3.41)
an d'obtenir l'expression tronquée de u
utq(λ, x) = u1,tq(λ, x)
(∫ +∞
y=x
∫ +∞
z=y
+
∫ x
y=−∞
∫ +∞
z=x
)
u1,tq(λ, y)
u21,tq(λ, z)
w0(y)e
2λc(y−z)dzdy.
(3.42)
On obtient ainsi l'approximation suivante de u :
utq(λ, x) = ψλc(x) exp
(∫ x
0
(λδw1 − λ2δw2)
)(∫ +∞
y=x
∫ +∞
z=y
+
∫ x
y=−∞
∫ +∞
z=x
)
ψλc(y)
ψ2λc(z)
exp
(∫ y
0
(λδw1 − λ2δw2)− 2
∫ z
0
(λδw1 − λ2δw2)
)
w0(y)e
2λc(y−z)dzdy,
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soit
utq(λ, x) = ψλc(x)
(∫ +∞
y=x
∫ +∞
z=y
+
∫ x
y=−∞
∫ +∞
z=x
)
w0(y)ψλc(y)
ψ2λc(z)
e−λA+λ
2Be2λc(y−z)dzdy,
(3.43)
où les fontions A(x, y, z) et B(x, y, z) sont dénies par
A(x, y, z) =
∫ z
x
δw1 +
∫ z
y
δw1, B(x, y, z) =
∫ z
x
δw2 +
∫ z
y
δw2.
Comme nous l'avons remarqué dans le as homogène, la fontion ω → utq(iω, x), où
utq(iω, x) = ψλc(x)
(∫ +∞
y=x
∫ +∞
z=y
+
∫ x
y=−∞
∫ +∞
z=x
)
w0(y)ψλc(y)
ψ2λc(z)
e−iωA−ω
2Be2λc(y−z)dzdy,
n'est pas à priori intégrable au voisinage de ω = 0 : le as ψλc = δw1 = δw2 = 1 ramène
à la situation du milieu homogène et donne une explosion en
1
ω
au voisinage de ω = 0.
Puisque 0 < m0 ≤ ψλc ≤ M0, les fontions δwi vérient le même type d'estimations
0 < mi ≤ δwi ≤Mi.
Ainsi,
m1(2z − y − x) ≤ A(x, y, z) ≤ M1(2z − y − x),
m2(2z − y − x) ≤ B(x, y, z) ≤ M2(2z − y − x).
On retrouve ainsi les estimations suivantes
Lemme 3.5.9. La fontion ω → ω2utq(iω, x) est L1(R).
Démonstration. Puisque w0 est bornée, on a
|ω2utq(iω, x)| ≤ Cω2
(∫ +∞
y=x
∫ +∞
z=y
+
∫ x
y=−∞
∫ +∞
z=x
)
e2λc(y−z)e−miω
2(2z−y−x)dzdy.
Le membre de droite est L1 en ω d'après les aluls du as homogène.
Lemme 3.5.10. L'appliation ω → d
dω
(ω2utq(iω, x)) ∈ L1([δ,+∞)), ave δ > 0.
Démonstration. On a tout d'abord,
ω2utq(iω, x)
= ω2ψλc(x)
(∫ +∞
y=x
∫ +∞
z=y
+
∫ x
y=−∞
∫ +∞
z=x
)
w0(y)ψλc(y)
ψ2λc(z)
e−iωA−ω
2Be2λc(y−z)dzdy.
Ainsi,
d
dω
(ω2utq(iω, x)) = 2ωutq(iω, x)
+ω2ψλc(x)
(∫ +∞
y=x
∫ +∞
z=y
+
∫ x
y=−∞
∫ +∞
z=x
)
w0(y)e
2λc(y−z)(−iA−2ωB)e−iωA−ω2Be2λc(y−z)dzdy.
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La fontion ω2utq(iω, x) est intégrable, on regarde l'autre terme. Notons qu'il existe
m > 0 et M > 0 tels que
m(2z − y − x) ≤ A(x, y, z), B(x, y, z) ≤M(2z − y − x),
d'où
| − iA− 2ωB| ≤ A+ 2ωB ≤M(1 + 2ω)(2z − y − x).
On a ainsi∣∣∣∣(∫ +∞
y=x
∫ +∞
z=y
+
∫ x
y=−∞
∫ +∞
z=x
)
w0(y)e
2λc(y−z)(−iA− 2ωB)e−iωA−ω2Be2λc(y−z)dzdy
∣∣∣∣
≤ C(1+2ω)
(∫ +∞
y=x
∫ +∞
z=y
+
∫ x
y=−∞
∫ +∞
z=x
)
e2λc(y−z)(2z−y−x)e−mω2(2z−y−x)e2λc(y−z)dzdy.
On est ramené ainsi à la même estimation que dans le as homogène (f lemme 3.3.4).
Lemme 3.5.11. On a |u(λ, x)− utq(λ, x)| = O
(
1
|λ|
)
.
Démonstration. Notons tout d'abord que
u1(λ, x) = u1,tq(λ, x)e
∫ x
0 O(λ
3),
où
u1,tq(λ, x) = ψλc(x) exp
(∫ x
0
(λδw1 − λ2δw2)
)
.
On obtient ainsi l'égalité
u(λ, x)− utq(λ, x)
= ψλc(x)
(∫∫
+
∫∫ )(
(e
∫ y
z O(λ
3)+
∫ x
z O(λ
3) − 1
)
w0(y)
u1,tq(λ, y)
u21,tq(λ, z)
e2λc(y−z)dzdy
= ψλc(x)
(∫∫
+
∫∫ )(
e
∫ y
z
O(λ3)+
∫ x
z
O(λ3) − 1
)
w0(y)
ψλc(y)
ψ2λc(z)
e−λA+λ
2Be2λc(y−z)dzdy,
ave
A(x, y, z) =
∫ z
x
δw1 +
∫ z
y
δw1, B(x, y, z) =
∫ z
x
δw2 +
∫ z
y
δw2.
Notons que puisque
0 < A ≤ A(x, y, z)
2z − y − x ≤ A, 0 < B ≤
B(x, y, z)
2z − y − x ≤ B,
l'inégalité pour a, b ∈ R
|ea+ib − 1| ≤ C(e|a+ib| − 1)
permet d'avoir l'estimation
|u(λ, x)− utq(λ, x)|
≤ C
(∫∫
+
∫∫ )(
eC|λ|
3(2z−y−x) − 1
)
e−AℜeλeB((ℜeλ)
2−(ℑmλ)2)e2λc(y−z)dzdy
≤ C
(∫∫
+
∫∫ )(
eC|λ|
3(2z−y−x) − 1
)
e−Aℜeλ(2z−y−x)eB(ℜeλ)
2(2z−y−x)e−B(ℑmλ)
2(2z−y−x)dzdy.
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En onsidérant la
F (σ) =
(∫ +∞
y=x
∫ +∞
z=y
+
∫ x
y=−∞
∫ +∞
z=x
)
e2λc(y−z)e−σ(2z−y−x)dzdy
de sorte que
|u(λ, x)− utq(λ, x)| ≤ C(F (σ1)− F (σ2)),
ave
σ1 := Aℜeλ− Bℜe2λ+Bℑm2λ− C|λ|3,
σ2 := Aℜeλ−Bℜe2λ+Bℑm2λ,
on onlut omme dans le as homogène (f lemme 3.3.5).
3.5.6 Déformation du ontour
Rappelons que l'objetif est d'étudier les propriétés en temps grand du shift qui est
donné par la formule
w(t, x) =
1
2iπ
∫
γ
etλu(λ, x)dλ.
Pour ela, nous herhons à expliiter ette intégrale. L'idée est de déformer le ontour
γ en l'axe iR et remplaer u(λ, x) par son terme dominant utq au voisinage de λ = 0.
L'intérêt est que l'intégrale
w(t, x) =
1
2iπ
∫
iR
etλutq(λ, x)dλ
possède une expression plus expliite que nous étudierons. Cependant, nous avons vu
que utq(λ, x) n'est pas intégrable au voisinage de λ = 0. Pour remédier à ei, nous
appliquerons ette proédure sur la dérivée seonde en temps
wtt(t, x) =
1
2iπ
∫
γ
λ2etλu(λ, x)dλ,
le gain du λ2 nous permettant de travailler ave la fontion ω2utq(iω, x) intégrable.
Déformation du ontour.
Puisque la fontion λ → λ2etλu(λ, x) est holomorphe sur l'ouvert ρ(−L) et qu'il n'y
a pas de spetre de −L dans le demi-plan ℜeλ ≥ 0 à l'exeption de λ = 0 la théorème
de Cauhy dit que pour tout ε > 0, on a
wtt(t, x) =
1
2iπ
∫
γδ,ε
λ2etλu(λ, x)dλ,
où le hemin γδ,ε déni par (f gure )
γδ,ε := D
−
δ ∪ [−iδ,−iε] ∪ Cε ∪ [iε, iδ] ∪D+d ,
ave
D−δ = {−iδ + t(−1−mi), t ≥ 0}, D+d = {iδ + t(−1 +mi), t ≥ 0},
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Fig. 3.5  Contour d'intégration γδ,ε
Cε = {εeiθ,−π/2 ≤ θ ≤ π/2}
est homotope au hemin γ dans ρ(−L). La quantité m > 0 est telle que e hemin
ontourne bien le spetre et ε est amené à tendre vers 0.
On note alors γ˜δ,ε := [−iδ,−iε] ∪ Cε ∪ [iε, iδ], de telle sorte que
wtt(t, x) =
1
2iπ
∫
γ˜δ,ε
λ2etλu(λ, x)dλ+
1
2iπ
∫
D−δ ∪D+δ
λ2etλu(λ, x)dλ.
On note alors γε :=]− i∞,−iε] ∪ Cε ∪ [iε, i∞[, de sorte que
wtt(t, x) =
1
2iπ
∫
γ˜δ,ε
λ2etλutq(λ, x)dλ+
1
2iπ
∫
γ˜δ,ε
λ2etλ(u− utq)(λ, x)dλ
+
1
2iπ
∫
D−δ ∪D+δ
λ2etλu(λ, x)dλ
On déompose nalement wtt sous la forme
wtt(t, x) =
1
2iπ
∫
γε
λ2etλutq(λ, x)dλ+
1
2iπ
∫
γ˜δ,ε
λ2etλ(u− utq)(λ, x)dλ
− 1
2iπ
∫
]−i∞,−iδ]∪[iδ,i∞[
λ2etλutq(λ, x)dλ+
1
2iπ
∫
D−δ ∪D+δ
λ2etλu(λ, x)dλ, (3.44)
ette égalité étant vraie pour tout ε > 0.
Passage à la limite ε→ 0
Il s'agit ensuite de passer à la limite ε→ 0. Pour le deuxième terme de (3.44), on a
1
2iπ
∫
γ˜δ,ε
λ2etλ(u− utq)(λ, x)dλ −−→
ε→0
1
2iπ
∫ iδ
−iδ
λ2etλ(u− utq)(λ, x)dλ
=
−1
2π
∫ δ
−δ
eiωtω2(u− utq)(iω, x)dω
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En eet,∫
γ˜δ,ε
λ2etλ(u− utq)(λ, x)dλ−
∫
[−iδ,iδ]
λ2etλ(u− utq)(λ, x)dλ
=
∫
Cε
λ2etλ(u− utq)(λ, x)dλ−
∫
[−iε,iε]
λ2etλu(λ, x)dλ,
et les deux dernières intégrales tendent vers 0 quand ε → 0 ar on intègre la fontion
bornée λ2(u− utq)(λ, x) sur des hemins Cε et [−iε, iε] dont la longueur tend vers 0.
Pour le premier terme de (3.44), on peut passer à la limite ε→ 0 grâe au terme λ2
Lemme 3.5.12. Nous avons
1
2iπ
∫
γε
λ2etλutq(λ, x)dλ,−−→
ε→0
−1
2π
∫
R
ω2eiωtutq(iω, x)dω.
Démonstration. Rappelons que
f(t, x) :=
−1
2π
∫
R\[−ε,ε]
ω2eiωtutq(iω, x)dλ+
1
2iπ
∫
Cε
λ2etλutq(λ, x)dλ.
Puisque λ→ λ2etλutq(λ, x) est ontinue au voisinage de λ = 0, quand ε→ 0,∫
Cε
λ2etλutq(λ, x)dλ→ 0.
De la même façon,∣∣∣∣∫
R
ω2eiωtutq(iω, x)dλ−
∫
R\[−ε,ε]
ω2eiωtutq(iω, x)dλ
∣∣∣∣ = ∣∣∣∣∫ ε−ε ω2eiωtutq(iω, x)dλ
∣∣∣∣→ 0.
En passant à la limite ε→ dans (3.44), on a ainsi
wtt(t, x) = − 1
2π
∫
R
ω2eiωtutq(iω, x)dω − 1
2π
∫ δ
−δ
eiωtω2(u− utq)(iω, x)dω
+
1
2π
∫
]−∞,−δ]∪[δ,∞[
ω2eiωtutq(iω, x)dω +
1
2iπ
∫
D−δ ∪D+δ
λ2etλu(λ, x)dλ. (3.45)
Estimation des termes
Estimons d'abord le quatrième terme de (3.45)
Lemme 3.5.13. On a ∣∣∣∣∣
∫
D−δ ∪D+δ
λ2etλu(λ, x)dλ
∣∣∣∣∣ = O
(
1
t
)
.
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Démonstration. Puisque L est setoriel, il existe M > 0 et ω > 0 tels que
‖(λI + L)−1‖ ≤ M|λ− ω| ≤M
′
On en déduit que puisque w0 est bornée |(λI+L)−1w0(x)| ≤M ′. Considérons l'intégrale
sur le hemin D+δ = {iδ + s(−1 +mi), s ≥ 0}, l'autre se traitant de la même façon. En
eetuant le hangement de variable λ = iδ + s(−1 +mi), on a alors∣∣∣∣∣ 12iπ
∫
D+δ
λ2etλ(λI + L)−1w0(x)dλ
∣∣∣∣∣ ≤ C
∫ +∞
0
((m+ δ)2 + 2(m+ δ)s+ s2)e−tsds ≤ C
′
t
,
d'où le résultat.
L'étude de la deuxième et de la troisième intégrale de (3.45) se fait par intégration
par parties omme dans le as homogène (f lemme 3.3.8)
Lemme 3.5.14. On a∣∣∣∣ 12π
∫ δ
−δ
eiωtω2(u− utq)(iω, x)dω
∣∣∣∣ = O(1t
)
,
∣∣∣∣ 12iπ
∫
]−i∞,−iδ]∪[iδ,i∞[
λ2etλutq(λ, x)dλ
∣∣∣∣ = O(1t
)
La première intégrale de (3.45) est plus diile à estimer. Nous ommençons par
l'expliiter grâe à une inversion de Fourier
Lemme 3.5.15. On a
− 1
2π
∫
R
ω2eiωtutq(iω, x)dω
=
ψλc(x)√
2π
(∫ +∞
y=x
∫ +∞
z=y
+
∫ x
y=−∞
∫ +∞
z=x
)
w0(y)ψλc(y)
ψ2λc(z)
d2
dt2
 e− (t−A(x,y,z))24B(x,y,z)√
2B(x, y, z)
 e2λc(y−z)dzdy,
(3.46)
ave
A(x, y, z) =
∫ z
x
δw1 +
∫ z
y
δw1, B(x, y, z) =
∫ z
x
δw2 +
∫ z
y
δw2.
Démonstration. Nous herhons à estimer
f(t, x) =
−1
2π
∫
R
ω2eiωtutq(iω, x)dω,
ave
utq(iω, x) = ψλc(x)
(∫ +∞
y=x
∫ +∞
z=y
+
∫ x
y=−∞
∫ +∞
z=x
)
w0(y)ψλc(y)
ψ2λc(z)
e−iωA(x,y,z)−ω
2B(x,y,z)e2λc(y−z)dzdy.
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Nous onsidérons seulement par la suite la première intégrale
ψλc(x)
∫ +∞
y=x
∫ +∞
z=y
w0(y)ψλc(y)
ψ2λc(z)
e−iωA(x,y,z)−ω
2B(x,y,z)e2λc(y−z)dzdy,
l'autre se traitant de manière identique. L'idée est de faire apparaître une transformée
de Fourier inverse. Pour ela, nous avons besoin d'intervertir l'intégration en ω et l'inté-
gration en (y, z) à l'aide du théorème de Fubini. Cei est possible ar la fontion
ω → ω2eiωte−iωA(x,y,z)−ω2B(x,y,z)e2λc(y−z)
est L1 en (ω, y, z) d'après les remarques préédentes. On peut alors permuter les intégrales
pour obtenir
ψλc(x)√
2π
∫ +∞
x
∫ +∞
y
w0(y)
ψλc(y)
ψ2λc(z)
(
1√
2π
∫
R
eiωt(−ω2)e−iωA(x,y,z)−ω2B(x,y,z)dω
)
e2λc(y−z)dzdy.
Entre parenthèse on a fait apparaître une transformée de Fourier inverse onnue, puisque,
ave la onvention Fg(ω) = 1√
2pi
∫
R
e−iωtg(t)dω, on a
F
(
e−
(t−a)2
4b√
2b
)
(ω) = e−iaω−bω
2
, F
(
d2
dt2
e−
(t−a)2
4b√
2b
)
(ω) = −ω2e−iaω−bω2 .
On obtient ainsi le résultat annoné.
On pose alors par la suite
W (t, x) =
ψλc(x)√
2π
(∫ +∞
y=x
∫ +∞
z=y
+
∫ x
y=−∞
∫ +∞
z=x
)
w0(y)ψλc(y)
ψ2λc(z)
e−
(t−A(x,y,z))2
4B(x,y,z)√
2B(x, y, z)
e2λc(y−z)dzdy,
(3.47)
où
A(x, y, z) =
∫ z
x
δw1 +
∫ z
y
δw1, B(x, y, z) =
∫ z
x
δw2 +
∫ z
y
δw2.
La onlusion de ette setion est que
wtt(t, x) = Wtt(t, x) +O
(
1
t
)
,
Dans la setion suivante, nous étudions la fontion W et montrons en partiulier que
Wtt = O
(
1
t
)
.
3.5.7 Le terme dominant du shift
Nous étudions dans ette setion le terme W déni par (3.47). Nous l'érivons par la
suite sous la forme
W (t, x) = W1(t, x) +W2(t, x),
ave
W1(t, x) =
ψλc(x)√
2π
∫ +∞
y=x
∫ +∞
z=y
w0(y)ψλc(y)
ψ2λc(z)
e−
(t−A(x,y,z))2
4B(x,y,z)√
2B(x, y, z)
e2λc(y−z)dzdy (3.48)
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et
W2(t, x) =
ψλc(x)√
2π
∫ x
y=−∞
∫ +∞
z=x
w0(y)ψλc(y)
ψ2λc(z)
e−
(t−A(x,y,z))2
4B(x,y,z)√
2B(x, y, z)
e2λc(y−z)dzdy (3.49)
Nous allons voir que es deux intégrales donnent des omportements diérents en temps
grand. Le premier termeW1 est borné, tandis que le seondW2 déroît exponentiellement
vite en temps.
Étude du terme W1.
Pour étudier W1, on eetue le hangement de variables z
′ = z − y, y′ = y − x. On
obtient alors
W1(t, x) =
ψλc(x)√
2π
∫ +∞
0
∫ +∞
0
w0(x+ y)ψλc(x+ y)
ψ2λc(x+ y + z)
e
− (t−A˜(x,y,z))2
4B˜(x,y,z)√
2B˜(x, y, z)
e−2λczdzdy,
ave
A˜(x, y, z) =
∫ x+y+z
x
δw1 +
∫ x+y+z
x+y
δw1, B˜(x, y, z) =
∫ x+y+z
x
δw2 +
∫ x+y+z
x+y
δw2.
On eetue ensuite le seond hangement de variables
Y = y, Z = A˜(x, y, z) =
∫ x+y+z
x
δw1 +
∫ x+y+z
x+y
δw1.
Le hangement de variables est diérent du as Yp = 1 ar ii A˜ n'est pas roissant en
y mais il l'est enore par rapport à z. Si F désigne une primitive de δw1, on a alors
A˜(x, y, z) = 2F (x+ y + z)− F (x)− F (x+ y). On pose ainsi
Z = 2F (x+ y + z)− F (x)− F (x+ y),
z = F−1
(
1
2
(Z + F (x) + F (x+ y))
)
− x− y.
De plus,
dz
dZ
=
1
2δw1(F−1(Z/2 + (F (x) + F (x+ y))/2))
=
1
2δw1(x+ y + z)
.
On a ainsi
W1(t, x) =
ψλc(x)√
2π
∫ +∞
0
∫ +∞
A˜(x,y,0)
w0(x+ y)ψλc(x+ y)
ψ2λc(x+ y + Z)
e−2λcz
2δw1(x+ y + z)
√
A˜
2B˜
e−
A˜
4B˜
(t−Z)2
Z√
Z
dydZ.
On note ensuite c˜(x, y, z) = A˜(x,y,z)
B˜(x,y,z)
qui est minoré et majoré. En inversant la relation
Z = A˜(x, y, 0) = F (x+ y)−F (x) en y = F−1(Z +F (x))− x, Fubini permet d'érire W1
sous la forme suivante
W1(t, x) =
∫ +∞
0
V1(x, Z)
e−c˜(x,y,Z)
(t−Z)2
4Z√
Z
dZ,
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ave
V1(x, Z) =
ψλc(x)
2
√
π
∫ F−1(Z+F (x))−x
0
w0(x+ y)ψλc(x+ y)
ψ2λc(x+ y + z)
e2λc(x+y)e−2λcF
−1( 1
2
(Z+F (x)+F (x+y)))
2δw1(x+ y + z)
√
c˜dy.
De plus (en se restreignant à des ompats en temps), on peut dériver sous le signe
intégral. On a ainsi
∂tW1(t, x) =
∫ +∞
0
c˜(x, y, Z)V1(x, Z)(Z − t)e
−c˜(x,y,Z) (t−Z)2
4Z
Z3/2
dZ,
et
∂ttW1(t, x) =
∫ +∞
0
1
2
c˜(x, y, Z)V1(x, Z)
(
c˜
2
(Z − t)2 − Z
)
e−c˜(x,y,Z)
(t−Z)2
4Z
Z5/2
dZ.
Les estimations sur W1 et ses dérivées déoulent du résultat suivant
Lemme 3.5.16. La fontion V1(x, Z) est bornée.
Démonstration. Puisque w0, ψλc , δw1 et c˜ sont des fontions bornées, on a
V1(x, Z) ≤ C
∫ F−1(Z+F (x))−x
0
e2λc(x+y)e−2λcF
−1( 1
2
(Z+F (x)+F (x+y)))dy.
Le point important est que δw1 est 1-périodique. L'idée est alors de l'érire sous la forme
δw1(x) = M + ε(x), sa moyenne plus une fontion périodique de moyenne nulle. Ainsi,
F (x) = Mx+ g(x), ave g bornée. En inversant, on obtient que F−1 s'érit sous la forme
F−1(y) = y
M
+ h(y), ave h bornée. En eet, si on pose
h(y) := F−1(y)− y
M
,
alors on a
y = F
( y
M
+ h(y)
)
= M
( y
M
+ h(y)
)
+ g
( y
M
+ h(y)
)
= y +Mh(y) + g
( y
M
+ h(y)
)
.
Ainsi,
h(y) = − 1
M
g
( y
M
+ h(y)
)
,
et est don bornée.
Revenons à l'intégrale. Notons que
F−1(Z + F (x))− x = F−1(Z +Mx+ g(x))− x
=
1
M
(Z +Mx + g(x)) + h(Z +Mx + g(x))− x
=
Z
M
+H(x, Z),
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ave H bornée. De la même façon, on a
F−1
(
1
2
(Z + F (x) + F (x+ y))
)
= F−1
(
Z
2
+
1
2
(Mx + g(x)) +
1
2
(M(x+ y) + g(x+ y))
)
= F−1
(
Z
2
+Mx+
M
2
y +
1
2
(g(x) + g(x+ y))
)
=
1
M
(
Z
2
+Mx +
M
2
y +
1
2
(g(x) + g(x+ y))
)
+ h
(
Z
2
+Mx +
M
2
y +
1
2
(g(x) + g(x+ y))
)
.
Au nal,
F−1
(
1
2
(Z + F (x) + F (x+ y))
)
=
Z
2M
+ x+
y
2
+G(x, y, Z),
ave G bornée. Ainsi,
e2λc(x+y)e−2λcF
−1( 1
2
(Z+F (x)+F (x+y))) = eλcye−λcZ/Me−2λcG(x,y,Z) ≤ Ceλcye−λcZ/M .
Au nal,
V1(x, Z) ≤ Ce−λcZ/M
∫ Z/M+H(x,Z)
0
eλcydy,
d'où
V1(x, Z) ≤ Ce−λcZ/M(eλc(Z/M+H(x,Z)) − 1) = C(eλcH(x,Z) − e−λcZ/M) ≤ C(eλcH(x,Z)).
On en déduit que V1 est bornée.
Corollaire 3.5.17. La fontion W1 est bornée. De plus, quand t→ +∞,
|∂tW1(t, x)| = O
(
1√
t
)
et |∂ttW1(t, x)| = O
(
1
t
)
.
Démonstration. Puisque V1 est bornée et c˜ ≥ m > 0, on a
|W1(t, x)| ≤ C
∫ +∞
0
e−m
(t−Z)2
4Z√
Z
dZ.
La fontion W1 est ainsi bornée grâe à l'estimation (3.17). Pour les dérivées, on utilise
les estimations (3.18) et (3.19).
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Étude du terme W2.
Pour W2, on eetue le hangement de variables z
′ = z − x, y′ = y − x :
W2(t, x) =
ψλc(x)√
2π
∫ 0
−∞
∫ +∞
0
w0(x+ y)ψλc(x+ y)
ψ2λc(x+ z)
e
− (t−A(x,y,z))2
4B(x,y,z)√
2B(x, y, z)
e2λc(y−z)dydz,
ave
A(x, y, z) =
∫ x+z
x
δw1 +
∫ x+z
x+y
δw1, B(x, y, z) =
∫ x+z
x
δw2 +
∫ x+z
x+y
δw2.
On eetue ensuite le hangement de variables
Y = y, Z = A(x, y, z) =
∫ x+z
x
δw1 +
∫ x+z
x+y
δw1.
Si F désigne une primitive de δw1, on a alors A(x, y, z) = 2F (x+ z)− F (x)− F (x+ y).
On pose alors
Z = 2F (x+ z)− F (x)− F (x+ y),
z = F−1
(
1
2
(Z + F (x) + F (x+ y))
)
− x.
De plus,
dz
dZ
=
1
2δw1(F−1(Z/2 + (F (x) + F (x+ y))/2))
=
1
2δw1(x+ z)
.
On a ainsi
W2(t, x) =
ψλc(x)√
2π
∫ 0
−∞
∫ +∞
A(x,y,0)
w0(x+ y)ψλc(x+ y)
ψ2λc(x+ z)
e2λc(y−z)
2δw1(x+ z)
√
A
2B
e−
A
4B
(t−Z)2
Z√
Z
dydZ.
On note ensuite c(x, y, z) = A(x,y,z)
B(x,y,z)
qui est minoré et majoré. Fubini permet alors d'érire
W2 sous la forme
W2(t, x) =
∫ +∞
0
V2(x, Z)
e−c(x,y,Z)
(t−Z)2
4Z√
Z
dZ,
ave
V2(x, Z) =
ψλc(x)
2
√
π
∫ 0
F−1(F (x)−Z)−x
w0(x+ y)ψλc(x+ y)
φ2c(x+ z)
e2λc(x+y)e−2λcF
−1( 1
2
(Z+F (x)+F (x+y)))
2δw1(x+ z)
√
cdy.
Dérivons W2 en temps, on obtient
∂tW2(t, x) =
∫ +∞
0
c(x, y, Z)V1(x, Z)(Z − t)e
−c(x,y,Z) (t−Z)2
4Z
Z3/2
dZ,
et
∂ttW2(t, x) =
∫ +∞
0
1
2
c(x, y, Z)V1(x, Z)
( c
2
(Z − t)2 − Z
) e−c(x,y,Z) (t−Z)24Z
Z5/2
dZ.
An d'estimer W2 et ses dérivées, on a besoin du résultat suivant
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Lemme 3.5.18. Il existe C, α > 0 tels que |V2(x, Z)| ≤ Ce−aZ .
Démonstration. Puisque w0, ψλc , δw1 et c˜ sont des fontions bornées, on a
V2(x, Z) ≤ C
∫ 0
F−1(F (x)−Z)−x
e2λc(x+y)e−2λcF
−1( 1
2
(Z+F (x)+F (x+y)))dy.
On reprend les mêmes notations que pour V1. On obtient ette fois que
F−1(F (x)− Z)− x = Z/M +H(x, Z),
F−1
(
1
2
(Z + F (x) + F (x+ y))
)
=
Z
2M
+ x+ y/2 +G(x, y, Z),
ave H et G bornée. On a ainsi
e2λc(x+y)e−2λcF
−1( 1
2
(Z+F (x)+F (x+y))) ≤ Ceλcye−λcZ/M .
Au nal,
V2(x, Z) ≤ Ce−λcZ/M
∫ 0
−Z/M+H(x,Z)
eλcydy,
d'où
V2(x, Z) ≤ Ce−λcZ/M(1− e−λcZ/MeλcH(x,Z)) ≤ Ce−λcZ/M .
Corollaire 3.5.19. Il existe C, a > 0 tels que pour t→ +∞,
|W2(t, x)|, |∂tW2(t, x)|, |∂ttW2(t, x)| = O(e−at).
Démonstration. D'après l'estimation préédente, et le fait que c ≥ m > 0, on a
|W2(t, x)| ≤ C
∫ +∞
0
e−aZ
e−m
(t−Z)2
4Z√
Z
dZ.
L'estimation (3.20) permet alors de onlure sur W2. Pour les dérivées, on utilise les
estimations (3.21) et (3.22).
3.5.8 Comportement des dérivées du shift en temps grand
Nous pouvons maintenant démontrer le point (i) du théorème 3.1.2 qui nous dit que
quand t→ +∞,
‖mx(t, ·)‖∞, ‖mt(t, ·)‖∞ = O
(
1√
t
)
.
1) La dérivée temporelle. Les deux setions préédentes nous disent au nal que
|wtt(t, x)| = O
(
1
t
)
.
Puisque w est bornée, on en déduit que
|wt(t, x)| = O
(
1√
t
)
.
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Pour montrer ela, il sut d'érire un développement de Taylor à l'ordre deux en t :
w(t+
√
t, x) = w(t, x) + w′(t, x)
√
t+ w′′(τ, x)
t
2
, τ ∈ [t, t+
√
t].
Ainsi,
w′(t, x) =
w(t+
√
t, x)− w(t, x)√
t
− w′′(τ, x)
√
t
2
.
On en déduit que
|w′(t, x)| ≤ 2√
t
sup
[t,t+
√
t]
|w(·, x)|+
√
t
2
sup
[t,t+
√
t]
|w′′(·, x)|.
Finalement, |w′(t, x)| ≤ C/√t.
2) La dérivée spatiale. On onsidère ensuite
z(t, x) =
w(t, x)
ψλc(x)
solution de l'équation
zt − zxx − 2
(
λc +
ψ′λc(x)
ψλc(x)
)
zx = 0.
La onlusion préédente nous dit que
|zt(t, .)| = O
(
1√
t
)
.
On a alors
|zx(t, .)| = O
(
1√
t
)
.
On érit pour ela l'équation d'abord sous la forme
zxx + a(x)zx = zt,
ave a(x) = 2
(
λc +
ψ′λc(x)
ψλc(x)
)
fontion 1-périodique, puis
d
dx
(zxe
A(x)) = eA(x)zt,
ave A(x) =
∫ x
0
a(y)dy une primitive de a(x). Ainsi,
zx(t, x) =
(
zx(t, 0) +
∫ x
0
eA(y)zt(t, y)dy
)
e−A(x).
Notons que ∫ 1
0
ψ′λc(y)
ψλc(y)
dy = lnψλc(1)− lnψλc(0) = 0,
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d'où
∫ x
0
ψ′λc(y)
ψλc(y)
dy est bornée en x. Il existe don M > 0 tel que
2λcx−M ≤ A(x) ≤ 2λcx+M.
Puisque zx est bornée par les estimations paraboliques, quand x→ −∞
zx(t, 0) +
∫ x
0
eA(y)zt(t, y)dy→ 0.
Ainsi, zx(t, 0) =
∫ 0
−∞
eA(y)zt(t, y)dy et don
zx(t, x) =
(∫ x
−∞
eA(y)zt(t, y)dy
)
e−A(x).
On en déduit que
|zx(t, x)| ≤ C√
t
(∫ x
−∞
eA(y)dy
)
e−A(x) ≤ C
′
√
t
.
3.6 Stabilité des ondes pulsatoires
Nous terminons e hapitre en démontrant les résultats de stabilité des ondes pulsa-
toires.
Démonstration du théorème 3.1.3. On proède en deux étapes. On montre d'abord la
onvergene simple sur R et uniforme sur tout ensemble de la forme ] −∞, ξ0] puis la
onvergene uniforme en +∞. Dans toute la suite, nous poserons
v˜(t, ξ) = |u˜(t, ξ)− u˜c(t, ξ)|.
Étape 1 : la onvergene uniforme en −∞. On établit tout d'abord omme dans la
setion 3.4 l'inéquation
v˜t − v˜ξξ + cv˜ξ − ζ(ξ − ct)v˜ ≤ 0.
On pose ensuite v˜(t, ξ) = pλc+δ(t, ξ)z˜(t, ξ), ave
pλc+δ(t, ξ) = e
(λc+δ)ξψλc+δ(ξ − ct),
et δ hoisi assez petit tel que
qδ := c(λc + δ)− k(λc + δ) > 0.
On a l'inéquation suivante sur z˜ :
Qz˜ := z˜t − z˜ξξ +
(
c− 2∂ξpλc+δ
pλc+δ
)
z˜ξ + qδζ ≤ 0.
De plus, il existe C > 0 tel que
z˜(0, ξ) =
v˜(0, ξ)
pλc+δ(0, ξ)
≤
{
Ce(ε−δ)ξ pour ξ ≤ 0,
Ce−λcξ pour ξ ≥ 0
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En hoisissant δ < ε, z˜(0, ξ) est alors bornée et déroît de façon exponentielle en −∞.
On onsidère alors Z(t) = ‖z0‖∞ e−qδtde sorte que{
Q(z˜ − Z) = Qz˜ ≤ 0,
z˜(0, ξ)− Z(0) ≤ 0.
Le prinipe du maximum assure alors que z˜(t, ξ) ≤ Z(t) = ‖z˜0‖∞ e−qδt pour tout t et
ξ ∈ R. On obtient don
v˜(t, ξ) = pλc+δ(t, ξ)z˜(t, ξ) ≤ ‖z˜0‖∞ ψλc+δ(ξ − ct)e(λc+δ)ξe−qδt.
Ainsi, pour tout ξ0 ∈ R,
sup
ξ≤ξ0
|v˜(t, ξ)| = O(e−qδt).
Étape 2 : la onvergene uniforme en +∞. On a besoin d'abord de montrer que
u˜(t, ξ) onverge uniformément vers 1 sur [M,+∞[. D'après l'étape 1, u˜(t,M) → 1 quand
t→ +∞ ; par l'hypothèse (ii), on en déduit alors qu'il existe k > 0 tel que u˜0(ξ) ≥ k sur
[M,+∞[ et u˜(t,M) ≥ k. Puisque
(u˜− k)t − (u˜− k)ξξ + c(u˜− k)ξ = f(ξ − ct, u˜) ≥ 0,
le prinipe du maximum dit alors que u(t, x) ≥ k pour tout t ≥ 0 et x ≥ M . Cei
implique la onvergene uniforme vers 1 (f lemme 3.3 de [58℄).
On revient ensuite à la diérene
v˜(t, ξ) = |u˜(t, ξ)− u˜c(t, ξ)|.
L'idée est d'érire ette fois une équation sur v˜ qui tient ompte de la situation en
ξ → +∞, 'est à dire quand u˜ est prohe de 1 et f ′u(ξ − ct, u˜) < 0. On va montrer qu'il
existe α > 0 et t0 tel que pour t ≥ t0, on ait pour ξ ∈ [M,+∞[
v˜t − v˜ξξ + cv˜ξ + αv˜ ≤ 0.
On érit pour ela
v˜t − v˜ξξ + cv˜ξ ≤ sign(u˜− u˜c)(f(ξ − ct, u˜)− f(ξ − ct, u˜c)).
Supposons que u˜ ≥ u˜c, alors on érit
f(ξ − ct, u˜) = f(ξ − ct, u˜c) + f ′u(ξ − ct, u˜c)(u˜− u˜c) +
1
2
f ′′u (ξ − ct, a)(u˜− u˜c)2,
ave u˜c ≤ a ≤ u˜. Alors d'une part f ′′u (ξ−ct, a) ≤ 0. D'autre part, soit ε > 0 susamment
petit tel que f ′u(ξ − ct, 1 − ε) ≤ −α < 0 et M > 0 assez grand pour que pour ξ ≥ M ,
u˜c(0, ξ) ≥ 1− ε. Alors puisque f ′u est déroissante en u, et u˜c roissante en t, on a pour
tout ξ ≥M ,
f ′u(ξ − ct, u˜c(t, x)) ≤ f ′u(ξ − ct, 1− ε) ≤ −α < 0,
d'où le résultat. Dans le as u˜ ≤ u˜c, on proède de façon symétrique en estimant f ′u(ξ −
ct, u˜(t, x)) au lieu de f ′u(ξ− ct, u˜c(t, x)). Puisque u˜(t, x) onverge uniformément vers 1, il
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existe t0 tel que pour t ≥ t0, on ait u˜c(t, x) ≥ 1− ε pour x ≥ M . L'estimation est alors
valable pour t ≥ t0.
Pour t ≥ t0, on ainsi
v˜t − v˜ξξ + cv˜ξ + αv˜ ≤ 0.
De plus v˜(t0, ξ) est bornée et v˜(t,M) ≤ Ce−qδt par l'étape 1. Considérons la fontion
v(t, x) = ‖v˜(t0, ·)‖∞e−α(t−t0) + Ce−qδt.
On note
Lv˜ := v˜t − v˜ξξ + cv˜ξ + αv˜.
Ainsi,
Lv = (α− qδ)Ce−qδt.
On hoisit alors δ tel que qδ < α. Cei est possible ar qδ = c(λc + δ) − k(λc + δ),
k(λc) = cλc et k est ontinue. On a ainsi
L(v − v˜) = L(v)− Lv˜ ≥ 0,
(v − v˜)(t,M) ≥ Ce−qδt − v˜(t,M) ≥ 0,
(v − v˜)(t0, ξ) ≥ ‖v(t0, ·)‖∞ − v˜(t0, ξ) ≥ 0.
Le prinipe du maximum donne ainsi que pour t ≥ t0 et ξ ≥M
v˜(t, ξ) ≤ ‖v˜(t0, ·)‖∞e−α(t−t0) + Ce−qδt.
On a ainsi la onvergene uniforme de v˜ vers 0 sur [M,+∞[, exponentielle en t. Cei
onlut la preuve de la proposition.
Démonstration du théorème 3.1.4. On proède en deux étapes. On montre d'abord la
onvergene simple sur R et uniforme sur tout ensemble de la forme ] −∞, ξ0] puis la
onvergene uniforme en +∞. Nous onsidérons omme préédemment
v˜(t, ξ) = |u˜(t, ξ)− u˜c(t, ξ)|.
Étape 1 : la onvergene uniforme en −∞. On établit tout d'abord omme dans la
setion 3.4 l'inéquation
v˜t − v˜ξξ + cv˜ξ − ζ(ξ − ct)v˜ ≤ 0.
L'idée est de se ramener à l'équation linéaire étudiée dans la setion 3.5. Le hangement
de variables z˜(t, ξ) = e−λcξv˜(t, ξ) donne l'inéquation
z˜t − z˜ξξ + (c− 2λc)z˜ξ + a(ξ − ct)z˜ ≤ 0,
ave a(x) = cλc − λ2c − ζ(x) et z˜0 = w˜0 est à support ompat. Ainsi, par le prinipe du
maximum, z˜(t, ξ) ≤ w˜(t, ξ) où w˜(t, ξ) est la solution du problème de Cauhy{
w˜t − w˜ξξ + (c− 2λc)w˜ξ + a(ξ − ct)w˜ = 0,
w˜(0, ξ) = z˜0(ξ).
En posant w(t, x) = w˜(t, x+ ct), on obtient la solution w(t, x) du problème de Cauhy{
wt − wxx − 2λcwx + a(x)w = 0,
w(0, x) = z˜0(x).
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On est ainsi ramené à étudier l'équation de la setion 3.5. La diérene majeure est que
la donnée initiale w0 est maintenant à support ompat au lieu de bornée omme dans la
setion préédente. Cette diérene va nous permettre d'établir tout d'abord l'équivalent
en temps grand
w(t, x) = W1(t, x) +O
(
1
t
)
,
où W1 est dénit en (3.48), puis que ‖W1(t, ·)‖∞ = O(t−1/2).
Pour étudier le omportement en temps grand de w, nous raisonnons diretement sur
la formule
w(t, x) = e−tLw0(x) =
1
2iπ
∫
γ
etλ(λI + L)−1w0(x)dλ. (3.50)
Le fait que w0 soit à support ompat permet ii d'utiliser l'approhe de la setion 3.5
diretement sur w au lieu de
wtt(t, x) =
1
2iπ
∫
γ
λ2etλ(λI + L)−1w0(x)dλ.
La raison est la suivante : la transformée de Laplae
u(λ, x) =
∫ +∞
0
e−tλw(t, x)dt
ainsi que son approximation utq sont alors bornés au voisinage de λ = 0 et n'ont plus de
singularités. Regardons le as de utq(iω, x) au voisinage de ω = 0 ; rappelons pour ela
que nous avons l'estimation
|utq(iω, x)| ≤ C
(∫ +∞
y=x
∫ +∞
z=y
+
∫ x
y=−∞
∫ +∞
z=x
)
w0(y)e
−mω2(2z−y−x)e2λc(y−z)dzdy.
C'est la première intégrale qui pose problème : le hangement de variables z′ = z−y, y′ =
y − x la transforme ii en∫ +∞
0
w0(y + x)e
−mω2ydy
∫ +∞
0
e−2(λc+mω
2)zdz ≤ 1
2λc + 2mω2
∫ +∞
0
w0(y + x)dy
≤ C
2λc + 2mω2
.
Ces propriétés permettent de déformer le ontour dans la formule (3.50) en proédant
en deux temps omme dans la setion préédente : on déforme tout d'abord le ontour
de sorte que pour tout ε > 0, on ait omme dans (3.44)
w(t, x) =
1
2iπ
∫
γε
etλutq(λ, x)dλ+
1
2iπ
∫
γ˜δ,ε
etλ(u− utq)(λ, x)dλ
− 1
2iπ
∫
]−i∞,−iδ]∪[iδ,i∞[
etλutq(λ, x)dλ+
1
2iπ
∫
D−δ ∪D+δ
etλu(λ, x)dλ. (3.51)
On passe ensuite à la limite ε→ 0 omme pour (3.45)
w(t, x) = − 1
2π
∫
R
eiωtutq(iω, x)dω − 1
2π
∫ δ
−δ
eiωt(u− utq)(iω, x)dω
+
1
2π
∫
]−∞,−δ]∪[δ,∞[
eiωtutq(iω, x)dω +
1
2iπ
∫
D−δ ∪D+δ
etλu(λ, x)dλ. (3.52)
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On onlut alors de la même manière : puisque les trois derniers termes sont en O(1/t),
et le premier terme est égal grâe à une inversion de Fourier à
W (t, x) =
ψλc(x)√
2π
(∫ +∞
y=x
∫ +∞
z=y
+
∫ x
y=−∞
∫ +∞
z=x
)
w0(y)ψλc(y)
ψ2λc(z)
e−
(t−A(x,y,z))2
4B(x,y,z)√
2B(x, y, z)
e2λc(y−z)dzdy,
ave
A(x, y, z) =
∫ z
x
δw1 +
∫ z
y
δw1, B(x, y, z) =
∫ z
x
δw2 +
∫ z
y
δw2,
on a l'estimation
w(t, x) = W (t, x) +O
(
1
t
)
,
uniforme en x. On rappelle ensuite que W = W1+W2 oùW1 et W2 représentent haune
des intégrales doubles. Puisque ‖W2(t, ·)‖∞ déroît exponentiellement vite dès que w0
est bornée, on obtient bien le développement
w(t, x) = W1(t, x) +O
(
1
t
)
.
On est ainsi amené à étudier le omportement de
W1(t, x) =
ψλc(x)√
2π
∫ +∞
y=x
∫ +∞
z=y
w0(y)ψλc(y)
ψ2λc(z)
e−
(t−A(x,y,z))2
4B(x,y,z)√
2B(x, y, z)
e2λc(y−z)dzdy
quand t→ +∞. Pour ela, nous l'érivons sous la forme
W1(t, x) =
∫ +∞
0
V1(x, Z)
e−c˜(x,y,Z)
(t−Z)2
4Z√
Z
dZ,
ave
V1(x, Z) =
ψλc(x)
2
√
π
∫ F−1(Z+F (x))−x
0
w0(x+ y)ψλc(x+ y)
ψ2λc(x+ y + z)
e2λc(x+y)e−2λcF
−1( 1
2
(Z+F (x)+F (x+y)))
2δw1(x+ y + z)
√
c˜dy.
Si nous reprenons l'étude du terme V1(x, Z) omme dans la setion préédente, nous
obtenons que
V1(x, Z) ≤ Ce−λcZ/M
∫ Z/M+B(x,Z)
0
w0(y+x)e
λcydy ≤ Ce−λcZ/M
∫ Z/M+B
0
w0(y+x)e
λcydy,
où B(x, Z) ≤ B est une fontion bornée. Par la suite, nous noterons [a, b] le support de
w0. Nous avons alors∫ Z/M+B
0
w0(y + x)e
λcydy ≤ ‖w0‖∞
∫ Z/M+B
0
1(a,b)(x+ y)e
λcydy,
≤ ‖w0‖∞
∫
R
1(a−x,b−x)(y)1(0,Z/M+B)(y)e
λcydy.
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Notons que si max(a− x, 0) ≤ min(b− x, Z/M +B), alors
1(a−x,b−x)(y)1(0,Z/M+B)(y) = 1(max(a−x,0),min(b−x,Z/M+B))(y),
tandis que si max(a− x, 0) > min(b− x, Z/M +B),
1(a−x,b−x)(y)1(0,Z/M+B)(y) = 0.
La gure 3.6 représente le domaine d'intégration dans l'intégrale∫
R
1(a−x,b−x)(y)1(0,Z/M+B)(y)e
λcydy,
en fontion de (x, Z) ∈ R× R+.
Fig. 3.6  Domaine d'intégration en fontion de (x, Z)
On montre ainsi en partiulier que pour x ≥ a−B, on a
V1(x, Z) ≤ C(a, b, B)e−λcZ/M ,
tandis que pour x ≤ a− B, on a
V1(x, Z) ≤ C(a, b, B)e−λcxe−λcZ/M .
On en déduit que W1(t, x) onverge vers 0 exponentiellement vite quand t → +∞ sur
tout ompat en x (le terme W1 possède les mêmes propriétés que le terme W2 de la
setion préédente). An d'obtenir une onvergene uniforme, on utilise que
V1(x, Z) ≤ C(a, b, B)e−λcxe−λcZ/M ,
pour tout z ≥M(a−B − x). Puisque c˜ ≥ m > 0, on a alors
W1(t, x) ≤ e−λcx
∫ +∞
M(a−B−x)
e−lcz/M
e−c˜(x,y,Z)
(t−Z)2
4Z√
Z
dZ
≤ e−λcx
∫ +∞
M(a−B−x)
e−λcz/M
e−m
(t−Z)2
4Z√
Z
dZ.
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De plus, il existe C > 0 tel que pour tout Z ≥ 0,
e−m
(t−Z)2
4Z√
Z
≤ C√
t
,
on en déduit nalement qu'il existe C ′ > 0 tel que
‖W1(t, ·)‖∞ ≤ C
′
√
t
.
Finalement, puisque
v˜(t, ξ) ≤ eλcξ z˜(t, ξ) ≤ eλcξw˜(t, ξ) = eλcξw(t, ξ − ct),
on en déduit que pour tout ξ0 ∈ R, on a
max
ξ≤ξ0
|u˜(t, ξ)− u˜c(t, ξ)| = O
(
1√
t
)
.
Étape 2 : la onvergene uniforme en +∞. La démonstration est similaire à elle de
la proposition préédente et on reprend ii les mêmes notations. On obtient que pour un
ertain t0 > 0, on a pour t ≥ t0
v˜t − v˜ξξ + cv˜ξ + αv˜ ≤ 0.
La diérene est que ette fois, on a v˜(t,M) ≤ Ct−1/2. On onsidère alors la sur-solution
v(t, x) = ‖v˜(t0, ·)‖∞e−α(t−t0) + C√
t
.
On note
Lv˜ := v˜t − v˜ξξ + cv˜ξ + αv˜.
Ainsi, dès que t ≥ 1
2α
, on a
Lv =
C(−1/2 + αt)
t3/2
≥ 0,
On a ainsi pout t ≥ t1 := max{t0, 1
2α
} et ξ ≥M
L(v − v˜) = L(v)− Lv˜ ≥ 0,
(v − v˜)(t,M) ≥ Ct−1/2 − v˜(t,M) ≥ 0,
(v − v˜)(t0, ξ) ≥ ‖v˜(t0, ·)‖∞ − v˜(t0, ξ) ≥ 0.
Le prinipe du maximum donne ainsi que pour t ≥ t1 et ξ ≥M
v˜(t, ξ) ≤ ‖v(t0, ·)‖∞e−α(t−t0) + C
t
.
On a ainsi la onvergene uniforme de v˜ vers 0 sur [M,+∞[. Cei onlut la preuve du
théorème
Chapitre 4
Ondes pulsatoires pour le système de la
SHS ave terme soure monostable
4.1 Introdution : les systèmes onsidérés
On étudie dans e hapitre le système de réation-diusion en dimension un suivant{
Tt − Txx = TY,
Yt = −TY, (4.1)
qui est un modèle simple de ombustion de solide réatif. Il est utilisé en partiulier pour
étudier les proessus de synthèse de matériaux par ombustion auto-propagée (modèle
SHS, 'Self-propagating High-temperature Synthesis'). La fontion T (t, x) représente la
température et Y (t, x) la fration massique du réatant solide.
Nous onsidérons ii une distribution périodique du réatant dans la zone fraîhe.
Cei onduit aux onditions aux limites suivantes quand x→ −∞ :
∀t, T (t,−∞) = 0 et lim
x→−∞
(Y (t, x)− Yp(x)) = 0,
où Yp(x) est une fontion 1-périodique stritement positive. Les onditions aux limites
dans la zone brûlée, 'est à dire quand x→ +∞, sont les suivantes. On impose d'abord
la ondition Y (t,+∞) = 0, e qui signie que la ombustion est omplète en +∞. Nous
verrons que ei xe la température de n de ombustion à la valeur suivante (voir 4.3.1)
T (t,+∞) = 〈Yp〉 :=
∫ 1
0
Yp(x)dx.
La ondition au bord périodique onduit à herher des solutions partiulières sous la
forme d'ondes pulsatoires :
Dénition 4.1.1. (Onde pulsatoire du système) Une onde pulsatoire (T (t, x), Y (t, x))
solution de (4.1) dont la fontion Y possède une distribution périodique Yp en −∞, est
une solution lassique, 'est à dire de lasse C1,2(R2), dénie pour tout t, x ∈ R, telle
qu'il existe c 6= 0 pour lequel
∀t, x ∈ R, , T (t+ 1
c
, x) = T (t, x+ 1), Y (t+
1
c
, x) = Y (t, x+ 1),
et telle que pour tout t ∈ R,
T (t,−∞) = 0, T (t,+∞) = 〈Yp〉,
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lim
x→−∞
(Y (t, x)− Yp(x)) = 0, Y (t,+∞) = 0.
On onsidère ainsi au nal le système :
Tt − Txx = TY,
Yt = −TY,
T (t+
1
c
, x) = T (t, x), Y (t+
1
c
, x) = Y (t, x),
∀t, T (t,−∞) = 0, lim
x→−∞
(Y (t, x)− Yp(x)) = 0,
∀t, T (t,+∞) = 〈Yp〉, Y (t,+∞) = 0.
(4.2)
Nous nous plaçons ii dans le repère
T˜ (t, ξ) = T (t, ξ − ct), Y˜ (t, ξ) = Y (t, ξ − ct).
Le système (4.1) devient alors {
T˜t − T˜ξξ + cT˜ξ = T˜ Y˜ ,
Y˜t + cY˜ξ = −T˜ Y˜ .
(4.3)
Les ondes pulsatoires sont alors les solutions
1
c
-périodiques en temps du problème sui-
vant : 
T˜t − T˜ξξ + cT˜ξ = T˜ Y˜ ,
Y˜t + cY˜ξ = −T˜ Y˜ ,
T˜ (t+
1
c
, ξ) = T˜ (t, ξ), Y˜ (t+
1
c
, ξ) = Y˜ (t, ξ),
∀t, T˜ (t,−∞) = 0, lim
ξ→−∞
(Y˜ (t, ξ)− Yp(ξ − ct)) = 0,
∀t, T˜ (t,+∞) = 〈Yp〉, Y˜ (t,+∞) = 0.
(4.4)
4.2 Les résultats
4.2.1 Théorème prinipal
Notre résultat prinipal montre que le problème (4.4) est de type KPP, 'est dire
qu'il existe une demi-droite de vitesses admissibles [c∗,+∞[ pour lesquelles le système
possède une solution. Dénissons e qui va être la vitesse minimale :
Dénition 4.2.1. (Vitesse minimale c∗) On onsidère le réel c∗ donné par la formule
suivante :
c∗ = min
λ>0
k(λ)
λ
, (4.5)
où k(λ) est la valeur propre prinipale de l'opérateur
Lλv = v
′′ + 2λv′ + (λ2 + Yp(x))v, (4.6)
agissant sur les fontions v ∈ C2(R) 1-périodique.
On sait d'après [9℄ que c∗ > 0 ar Yp > 0. On prouve alors le résultat suivant :
Théorème 4.2.1. Le système (4.4) possède une solution lassique (T˜ , Y˜ ) telle que T˜ > 0
et Y˜ > 0 si et seulement si c ≥ c∗.
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4.2.2 L'équation salaire reliée au système et ses propriétés
Notre démarhe onsiste à ramener l'étude du système (4.1) à elle de l'équation
salaire
ut − uxx = Yp(x)(1− e−u). (4.7)
Dans la setion 4.3, nous ommençons par établir un lien formel entre le système (4.1)
et l'équation (4.7). Le lien rigoureux apparaît en onsidérant les ondes pulsatoires de
l'équation dont voii la dénition :
Dénition 4.2.2. (Onde pulsatoire de l'équation) Une onde pulsatoire u(t, x) solu-
tion de (4.7) qui se propage vers la gauhe est une solution lassique de lasse C1,2(R2)
dénie pour tout t, x ∈ R, telle qu'il existe c 6= 0 pour lequel
∀t, x ∈ R, u(t+ 1
c
, x) = u(t, x+ 1),
et telle que pour tout t ∈ R,
u(t,−∞) = 0, u(t,+∞) = +∞.
Si on eetue le hangement de fontion u˜(t, ξ) = u(t, ξ − ct), l'équation (4.7) devient
u˜t − u˜ξξ + cu˜ξ = Yp(ξ − ct)(1− e−u˜), (4.8)
et les ondes pulsatoires de (4.7) sont alors les solutions (c, u˜) du problème
u˜t − u˜ξξ + cu˜ξ = Yp(ξ − ct)(1− e−u˜),
u˜(t+
1
c
, ξ) = u˜(t, ξ),
u˜(t,−∞) = 0, u˜(t,+∞) = +∞.
(4.9)
On établit ensuite dans la setion 4.5 quelques propriétés qualitatives des ondes pul-
satoires de l'équation (4.7) ainsi que la non existene pour c < c∗. Les résultats sont
regroupés i dessous :
Proposition 4.2.2. (i) Il n'existe pas d'ondes pulsatoires u˜ > 0 de (4.9) de vitesse
c < c∗.
(ii) Soit (c, u˜) une onde pulsatoire de (4.9) stritement positive qui a une roissane
sous-exponentielle quand ξ → +∞, alors la roissane est linéaire : il existe α ∈ R et
β > 0 tels que
u˜(t, ξ) = α +
〈Yp〉
c
ξ + Zp(ξ − ct) +O(e−βξ),
où Zp est régulière et 1-périodique (f la formule expliite (4.26)).
Dans la setion 4.6, on onstruit des ondes pulsatoires pour l'équation (4.7) ayant un
omportement exponentiel préis quand ξ → −∞ et un omportement linéaire quand
ξ → +∞. En notant λc le plus petit λ > 0 tel que k(λ) = cλ et ψλc > 0 une fontion
propre de l'opérateur Lλc assoiée à la valeur propre k(λc) = cλc, on a le résultat suivant
Théorème 4.2.3. Pour tout c ≥ c∗, le problème (4.9) possède une solution u˜ > 0 qui a
les propriétés suivantes : pour tout t,
∀c ≥ c∗, u˜(t, ξ) = α + 〈Yp〉
c
ξ + Zp(ξ − ct) +O(e−βξ) quand ξ → +∞,
∀c > c∗, u˜(t, ξ) = eλcξψλc(ξ − ct) +O(e(λc+δ)ξ) quand ξ → −∞,
où α ∈ R, β > 0, δ > 0 et Zp est une fontion régulière et 1-périodique.
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4.2.3 Relation entre les ondes de l'équation et du système
On établit enn dans la setion 4.7 le lien préis entre les solutions d'ondes pulsatoires
de l'équation (4.9) et du système (4.4). Les résultats sont regroupés dans la proposition
suivante qui permet de remonter aux ondes pulsatoires du système
Proposition 4.2.4. (i) Soit c ≥ c∗ et u˜ la solution de (4.9) du théorème 4.2.3. Alors si
on pose
T˜ (t, ξ) = u˜t(t, ξ) + cu˜ξ(t, ξ) et Y˜ (t, ξ) = Yp(ξ − ct)e−u˜(t,ξ), (4.10)
le triplet (c, T˜ , Y˜ ) est solution de (4.4).
(ii) Inversement, soit (c, T˜ , Y˜ ) une solution de (4.4) telle que T˜ > 0. Alors c > 0 et
Y˜ > 0. De plus,
s 7−→ T˜ (t+ s− ξ
c
, s) ∈ L1(R−),
et si on pose
u˜(t, ξ) =
1
c
∫ ξ
−∞
T˜ (t+
s− ξ
c
, s)ds =
∫ 0
−∞
T˜ (t+ σ, ξ + cσ)dσ, (4.11)
le ouple (c, u˜) est solution de (4.9).
4.3 Relation formelle entre le système et l'équation
4.3.1 Condition aux limites
Lemme 4.3.1. Soit (T (t, x), Y (t, x)) une solution lassique bornée du système (4.1) telle
que
T (t+
1
c
, x) = T (t, x+ 1), Y (t+
1
c
, x) = Y (t, x+ 1), ∀t, x ∈ R,
et telle que pour tout t ∈ R,
T (t,−∞) = 0, lim
x→−∞
(Y (t, x)− Yp(x)) = 0, Y (t,+∞) = 0.
Si T (t, x) possède une limite nie quand x → +∞ indépendante de t alors ette limite
est
T (t,+∞) = 〈Yp〉.
Démonstration. On se plae ii dans le repère (t, ξ) et on raisonne ave le système (4.3).
En ajoutant les deux équations de e système et en intégrant sur (0, 1/c)×R, on obtient∫
R
∫ 1/c
0
(T˜t + Y˜t − T˜ξξ + c(T˜ξ + Y˜ξ))dξdt = 0.
Puisque T˜ et Y˜ sont 1/c-périodiques en t, il reste∫
R
∫ 1/c
0
(−T˜ξξ + c(T˜ξ + Y˜ξ))dξdt = 0.
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Puisque T˜ξ(t,+∞) = T˜ξ(t,−∞) = 0 par régularité parabolique, on obtient
T∞ = −c
∫
R
∫ 1/c
0
Y˜ξ dξdt,
d'après les limites xées en −∞. On a alors
T∞ = −c lim
N→+∞
∫ 1/c
0
(Y˜ (t, N)− Y˜ (t,−N))dt = c lim
N→+∞
∫ 1/c
0
Y˜ (t,−N)dt,
puisque Y˜ (t,+∞) = 0. Or,∫ 1/c
0
Y˜ (t,−N)dt =
∫ 1/c
0
(Y˜ (t,−N)− Yp(−N − ct))dt+
∫ 1/c
0
Yp(−N − ct)dt.
Or, Y˜ (t,−N)−Yp(−N − ct)→ 0 quand N → +∞ et les fontions Y˜ et Yp sont bornées,
don la première intégrale du membre de droite tend vers 0 par onvergene dominée.
De plus, Yp(−N − ct) = Yp(−ct), on obtient alors
T∞ = c
∫ 1/c
0
Yp(−ct)dt =
∫ 1
0
Yp(τ)dτ,
qui est bien la limite souhaitée.
Remarque 4.3.1. On peut failement montrer ave les estimations paraboliques que la
limite de T (t, x) quand x→ +∞ est indépendante de t.
4.3.2 Relation formelle entre le système et l'équation
Nous expliquons ii de manière formelle omment l'équation (4.7) apparaît à partir
du système (4.1). Considérons ainsi une solution (T, Y ) du système (4.1). L'idée est de
poser
U(t, x) =
∫ t
0
T (s, x)ds,
et d'intégrer la deuxième équation Yt = −TY en temps. On obtient
Y (t, x) = Y0(x)e
− ∫ t0 T (s,x)ds = Y0(x)e−U(t,x).
La première équation de (4.1) permet alors d'obtenir l'équation vériée par U . En eet,
Ut(t, x)− Uxx(t, x) = T (t, x)−
∫ t
0
Txx(s, x)ds,
=
∫ t
0
Tt(s, x)ds+ T (0, x)−
∫ t
0
Txx(s, x)ds,
=
∫ t
0
(Tt(s, x)− Txx(s, x))ds+ T (0, x),
= −
∫ t
0
Yt(s, x)ds+ T (0, x),
= Y0(x)− Y (t, x) + T (0, x).
= T0(x) + Y0(x)(1− e−U(t,x)).
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En prenant en ompte les onditions aux limites sur T , U(t, x) vérie nalement le
problème suivant : 
Ut − Uxx = T0(x) + Y0(x)(1− e−U),
∀t, U(t,−∞) = 0, U(t,+∞) = 〈Yp〉t,
U(0, x) = 0.
(4.12)
Le bon repère étant elui qui se déplae ave l'onde, nous travaillerons essentiellement
dans le système de oordonnées (t, ξ) dans la suite. Regardons alors l'équivalent de l'équa-
tion (4.12) pour le système (4.3) : il sut de poser U˜(t, ξ) = U(t, ξ − ct), U˜ vériant
alors le problème 
U˜t − U˜ξξ + cU˜ξ = T0(ξ − ct) + Y0(ξ − ct)(1− e−U˜),
U˜(t,−∞) = 0, U˜(t,+∞) = 〈Yp〉t,
U˜(0, ξ) = 0.
(4.13)
Notons qu'on passe diretement de l'équation préédente au système (4.3) par les han-
gements de fontions suivants :
U˜(t, ξ) =
∫ t
0
T˜ (s, ξ − ct+ cs)ds,
T˜ = U˜t + cU˜ξ et Y˜ (t, ξ) = Y0(ξ − ct)e−U˜(t,ξ).
L'équation (4.7) qui nous intéresse vraiment ii n'apparaît qu'en onsidérant les so-
lutions ondes pulsatoires (T˜ , Y˜ ) et elle s'obtient en passant formellement à la limite
t → +∞. En eet, si (T˜ , Y˜ ) est une onde pulsatoire du système, alors la fontion
U˜(t, ξ) :=
∫ t
0
T˜ (s, ξ − ct + cs)ds tend à être 1/c-périodique en temps grand. On a en
eet
U˜(t+
1
c
, ξ) =
∫ t+1/c
0
T˜ (s, ξ − ct− 1 + cs)ds,
=
∫ 1/c
0
T˜ (s, ξ − ct− 1 + cs)ds+
∫ t+1/c
1/c
T˜ (s, ξ − ct− 1 + cs)ds,
=
∫ 1/c
0
T˜ (s, ξ − ct− 1 + cs)ds+
∫ t
0
T˜ (s′ + 1/c, ξ − ct+ cs′)ds′,
=
∫ 1/c
0
T˜ (s, ξ − ct− 1 + cs)ds+
∫ t
0
T˜ (s′, ξ − ct+ cs′)ds′,
=
∫ 1/c
0
T˜ (s, ξ − ct− 1 + cs)ds+ U˜(t, ξ),
ave
∫ 1/c
0
T˜ (s, ξ − ct− 1 + cs)ds→ 0 quand t→ +∞. De plus, en passant formellement
à la limite t → +∞ dans l'équation (4.13), on obtient le problème suivant pour u˜ :=
limt→+∞ U˜(t, ξ) {
u˜t − u˜ξξ + cu˜ξ = Yp(ξ − ct)(1− e−u˜),
u˜(t,−∞) = 0, u˜(t,+∞) = +∞. (4.14)
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Combiné à la périodiité u˜(t + 1/c, ξ) = u˜(t, ξ), il s'agit bien des ondes pulsatoires de
l'équation (4.7).
Notons de plus qu'en passant formellement à la limite t→ +∞ dans les égalités
T˜ = U˜t + cU˜ξ et Y˜ (t, ξ) = Y0(ξ − ct)e−U˜(t,ξ).
on obtient les relations 4.10 entre ondes de l'équation et du système.
Remarque 4.3.2. Dans le as partiulier Yp = 1, on est amené à étudier les solutions
d'ondes progressives T (t, x) = T˜ (x + ct), Y (t, x) = Y˜ (x + ct) du système (4.1), 'est à
dire les solutions du problème
−T˜ ′′ + cT˜ ′ = T˜ Y˜ ,
cY˜ ′ = −T˜ Y˜ ,
T˜ (−∞) = 0, T˜ (+∞) = 1,
Y˜ (−∞) = 1, Y˜ (+∞) = 0.
Dans e as, l'équation (4.7) devient{
ut − uxx = 1− e−u,
u(t,−∞) = 0, u(t,+∞) = +∞,
et les solutions qui nous intéressent sont les ondes progressives u(t, x) = u˜(x+ ct), 'est
à dire les solutions de l'équation diérentielle{ −u˜′′ + cu˜′ = 1− e−u˜,
u˜(−∞) = 0, u˜(+∞) = +∞.
Cette étude est détaillée dans la setion 4.4
4.4 Existene d'ondes progressives
Dans ette setion, nous prouvons l'existene d'ondes progressives pour le système
(4.1) ave notre démarhe qui onsiste à réduire le problème à elui de l'existene d'ondes
progressives pour une équation salaire. Nous retrouvons ii, par une méthode diérente,
le résultat de Logak [56℄.
Les ondes progressives de (4.1), sont les solutions de la forme T (t, x) = T˜ (x + ct),
Y (t, x) = Y˜ (x+ct). Complété des onditions aux limites uniformes, le problème omplet
est le suivant 
−T˜ ′′ + cT˜ ′ = T˜ Y˜ ,
cY˜ ′ = −T˜ Y˜ ,
T˜ (−∞) = 0, T˜ (+∞) = 1,
Y˜ (−∞) = 1, Y˜ (+∞) = 0.
(4.15)
Nous allons prouver le résultat i-dessous
Proposition 4.4.1. Il existe une vitesse minimale c∗ = 2 telle que :
- si c ≥ 2, le problème (4.15) possède une solution (T˜ , Y˜ ) ave T˜ , Y˜ > 0.
- si c < 2, le problème (4.15) ne possède pas de solutions (T˜ , Y˜ ) telles que T˜ , Y˜ > 0.
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Remarque 4.4.1. Nous verrons que si (T˜ , Y˜ ) est solution de (4.15), alors Y˜ > 0 mais
on ne peut rien dire à priori sur le signe de T˜ . On se limite ependant ii aux solutions
positives du système.
Notre démarhe onsiste à réduire l'étude de (4.1) à elle des ondes progressives
u(t, x) = u˜(x+ ct) de l'équation salaire
ut − uxx = 1− e−u,
qui sont les solutions du problème{ −u˜′′ + cu˜′ = 1− e−u˜,
u˜(−∞) = 0, u˜(+∞) = +∞. (4.16)
Nous étudions d'abord l'équation (4.16), puis nous établissons les relations
T˜ = cu˜′, Y˜ = e−u˜ et u˜(x) =
1
c
∫ x
−∞
T˜ (s)ds. (4.17)
qui permettent de relier les problèmes (4.1) et (4.16).
Sur l'équation (4.16), on montre le résultat suivant :
Proposition 4.4.2. Il existe une vitesse minimale c∗ = 2 telle que :
- si c ≥ 2, le problème (4.16) possède une solution u > 0, stritement roissante, et qui
roît linéairement en t/c quand t→ +∞.
- si c < 2, le problème (4.16) ne possède pas de solution u > 0.
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Fig. 4.1  Plan de phase pour c = c∗ = 2
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Démonstration. Nous montrons d'abord que la ondition c ≥ 2 est néessaire, puis qu'elle
est susante. Nous travaillons dans le plan de phase (u, u′). En posant v = u′, on obtient
la formulation équivalent de (4.16)
u′ = v,
v′ = cv + e−u − 1,
u(−∞) = 0, u(+∞) = +∞,
(4.18)
La ondition c ≥ 2 est néessaire. Si on pose U = (u, v), le système (4.18) s'érit
sous la forme U ′ = F (U) ave
F (U) = F (u, v) = (v, cv + e−u − 1).
On s'intéresse ii au omportement des solutions autour du seul point ritique (0, 0).
Pour ela, on étudie les valeurs propres de la matrie jaobienne :
DF (0, 0) =
(
0 1
−1 c
)
,
'est à dire les raines du polynme aratéristique P (λ) = λ2−cλ+1 dont le disriminant
est ∆ = c2 − 4.
Si ∆ < 0, 'est à dire |c| < 2, les raines sont omplexes onjuguées. Les trajetoires
spiralent autour de (0, 0) en se rapprohant. Ainsi, u devient négatif, e qui est à exlure.
Si ∆ > 0, 'est à dire |c| > 2, on a deux raines réelles distintes. Le point (0, 0) est
alors un noeud stable ou instable. Si c < −2, les raines sont stritement négatives et
le noeud est stable : auune trajetoire ne tend vers 0 en −∞. Par ontre si c > 2, les
raines sont stritement positives et le noeud est instable.
La ondition c ≥ 2 est susante. Les trajetoires dans le plan de phase ont une
pente :
dv
du
=
v′
u′
= c+
e−u − 1
v
. (4.19)
Étape 1 : rédution à une équation salaire. On herhe alors une trajetoire dans le
plan de phase qui s'érit sous la forme v(u), solution de l'équation (4.19) variant de 0 à
1/c. On érit e problème sous la forme{
v′ = g(u, v),
v(−∞) = 0, v(+∞) = 1
c
,
(4.20)
ave
g(u, v) = c+
e−u − 1
v
.
Pour montrer l'existene de solutions, nous allons utiliser le théorème de l'anti-entonnoir
[47℄. Nous onstruisons un anti-entonnoir pour u ∈]0,+∞[ à l'aide des barrières
v1(u) =
1− e−u
c
, et v2(u) =
1− e−2u
c
.
Tout d'abord, v1 est une barrière supérieure strite ar
v′1(u) =
e−u
c
> g(u, v1(u)) = 0.
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Pour v2, on obtient une barrière inférieure strite pour u > 0 :
g(u, v2(u)) = c− c 1− e
−u
1− e−2u = c
e−u − e−2u
1− e−2u = ce
−u 1− e−u
(1− e−u)(1 + e−u) = ce
−u 1
1 + e−u
=
2
c
e−2u
c2/2
e−u(1 + e−u)
≥ 2
c
e−2u
c2/2
2
≥ 2
c
e−2u = v′2(u)
puisque c ≥ 2. On a don onstruit une barrière inférieure strite au dessus d'une barrière
supérieure strite : l'ensemble
E := {(u, v), v1(u) ≤ v ≤ v2(u)}
est par dénition un anti-entonnoir. De plus, E est étroit ar v2(u)− v1(u) tend vers 0
quand u tend vers 0 et +∞ et
∂g
∂v
= c+
1− e−u
v2
> 0.
Le théorème de l'anti-entonnoir [47℄ dit alors qu'il existe une unique solution v(u) de
l'équation diérentielle (4.20) telle que v1(u) < v(u) < v2(u) d'où v(u)→ 0 quand u→ 0
et v(u)→ 1/c quand u→ +∞. Enn, v est stritement roissante puisque
v′(u) = c +
e−u − 1
v(u)
> c +
e−u − 1
v1(u)
= 0.
Étape 2 : retour au système dans le plan de phase. L'étape 1 a permis de onstruire
une solution φ : R∗+ → R∗+ du problème
φ′(x) = c +
1− e−x
φ(x)
,
φ(x) −−−→
x→0+
0, φ(x) −−−−→
x→+∞
1
c
,
1− e−x
c
≤ φ(x) ≤ 1− e
−2x
c
, ∀x > 0.
(4.21)
On onsidère alors un ouple (x0, y0) ave y0 = φ(x0) et on onsidère la solution (u(t), v(t))
du problème de Cauhy 
u′(t) = v(t),
v′(t) = cv(t) + e−u(t) − 1,
u(0) = x0, v(0) = y0.
(4.22)
dénie sur l'intervalle ]T∗, T ∗[. On va montrer que la solution (u(t), v(t)) est en fait globale
et se déplae sur le graphe de φ, et que par onséquent la fontion u(t) stritement positive
est solution de 4.16.
On onsidère l'intervalle maximal ]Tmin, Tmax[ sur lequel (u(t), v(t)) ∈ Q1 := (R∗+)2
('est vrai pour t = 0). On herhe d'abord à montrer que (u(t), v(t)) se déplae sur le
graphe de φ, 'est à dire que
v(t) = φ(u(t)).
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Pour ela, on regarde l'appliation F :]Tmin, Tmax[×R∗+ → R dénie par
F (t, w) = cv(t) + (e−u(t) − 1)v(t)
w
.
On s'aperçoit alors d'une part que
F (t, v(t)) = cv(t) + (e−u(t) − 1)v(t)
v(t)
= cv(t) + (e−u(t) − 1) = v′(t),
et que d'autre part si w(t) = φ(u(t)), alors
F (t, w(t)) = cv(t) + (e−u(t) − 1) v(t)
w(t)
,
et
w′(t) = φ′(u(t))u′(t) = φ′(u(t))v(t)
=
(
c+
e−u(t) − 1
φ(u(t)
v(t)
)
= cv(t) + (e−u(t) − 1) v(t)
w(t)
.
Ainsi, les fontions v et φ ◦ u sont égales sur ]Tmin, Tmax[ par uniité de la solution du
problème de Cauhy (F est bien loalement lipshitzienne){
z′(t) = F (t, z(t)),
z(0) = y0.
Ainsi, le point (u(t), v(t)) se déplae sur le graphe de la fontion φ. Montons ensuite que
T∗ = Tmin et T ∗ = Tmax. Supposons par l'absurde que Tmax < T ∗, alors (u(Tmax), v(Tmax)) ∈
∂Q1, 'est à dire que (u(Tmax), v(Tmax)) = (0, 0), e qui est impossible ar (x0, y0) 6= (0, 0)
et (0, 0) est un point d'équilibre du système. On raisonne de même pour T∗ = Tmin. La
solution (u, v) reste ainsi dans Q1 pendant tout son intervalle d'existene.
Regardons le omportement près de T∗. Puisque u′(t) = v(t) > 0, u est stritement
roissante et stritement positive. Ainsi, v(t) = φ(u(t)) est roissante par omposition et
minorée don (u(t), v(t)) est bornée quand t → T∗, d'où T∗ = −∞. De plus, (u(t), v(t))
tend vers une limite quand t → T∗ qui vaut (l, φ(l)), ave l ≥ 0. Ce point (l, φ(l)) est
néessairement un point d'équilibre, 'est à dire (0, 0) Ainsi,
(u(t), v(t)) −−−−→
t→−∞
(0, 0).
Regardons enn le omportement en T ∗. Puisque u′(t) = v(t) = φ(u(t)) ≤ 1/c, on
a 0 < u(t) ≤ x0 + t/c et 0 < v(t) ≤ 1/c. Ainsi, (u(t), v(t)) ne peut pas exploser en
temps ni et don T ∗ = +∞. Par monotonie, on en déduit que quand t → +∞, ou
bien u(t) → L, ou bien u(t) → +∞. Dans le premier as, on a alors v(t) → φ(L) et
néessairement (L, φ(L)) = (0, 0), e qui est absurde par strite monotonie de u et v.
Ainsi,
u(t) −−−−→
t→+∞
+∞, v(t) −−−−→
t→+∞
1/c,
d'où u(t) ∼ t/c en +∞.
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Nous démontrons maintenant la proposition 4.4.1. C'est une onséquene du lemme
suivant qui établit le lien entres les ondes du système et de l'équation :
Lemme 4.4.3. (i) Soit c ≥ 2 et u˜ la solution du problème (4.16) onstruite dans la
proposition 4.4.2. Alors si on pose
T˜ = cu˜′, Y˜ = e−u˜,
le triplet (c, T˜ , Y˜ ) est solution de (4.15).
(ii) Inversement, si (c, T˜ , Y˜ ) est une solution de (4.15) ave T˜ > 0, alors c > 0, Y˜ > 0
et T˜ ∈ L1(R−). De plus, si on pose
u˜(x) =
1
c
∫ x
−∞
T˜ (s)ds,
alors le ouple (c, u˜) est solution de (4.16).
Démonstration. (i) De l'équation au système. Considérons une solution u˜ > 0 de (4.16)
et posons
T˜ = cu˜′, Y˜ = e−u˜.
La solution est de lasse C3 et on a
−T˜ ′′ + cT˜ ′ = (−T˜ ′ + cT˜ )′ = c(−u˜′′ + cu˜′)′ = c(1− e−u˜)′ = cu˜′e−u˜ = T˜ Y˜ .
De même,
cY˜ ′ = c(e−u˜)′ = −cu˜′e−u˜ = −T˜ Y˜ .
Le ouple (T˜ , Y˜ ) vérie bien les deux équations de (4.15). Les onditions aux limites
déoulent de elles de u˜ et u˜′.
(ii) Du système à l'équation. Soit (c, T˜ , Y˜ ) une solution (4.15) telle que T˜ > 0.
Commençons par montrer le positivité de c et de Y˜ . La deuxième équation de (4.15)
s'intègre en
Y˜ (x) = Y˜ (x′) exp
(
− 1
c
∫ x
x′
T˜ (s)ds
)
, (4.23)
ave x′ ∈ R. Montrons tout d'abord que c > 0. Puisque Y˜ (−∞) = 1, on peut hoisir x′
tel que Y˜ (x′) > 0. La formule (4.23) implique que c > 0 pour obtenir les bonnes limites
Y˜ (−∞) = 1 et Y˜ (+∞) = 0. On en déduit aussi que Y˜ > 0. En eet, si Y˜ s'annule en
un point x′ alors elle est identiquement nulle, e qui ontredit la limite Y˜ (−∞) = 1.
Montrons ensuite que T˜ ∈ L1(R−). En intégrant la première équation de (4.15) sur
[a, b], on obtient ∫ b
a
T˜ (s)Y˜ (s)ds = T˜ ′(a)− T˜ ′(b) + c(T˜ (b)− T˜ (a)).
On prend d'abord a = 0 et b = +∞. Puisque T˜ Y˜ > 0, ∫ b
0
T˜ (s)Y˜ (s)ds a une limite quand
b→ +∞ (qui peut être +∞), et don la relation préédente implique que T˜ ′(b) possède
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une limite quand b → +∞ qui est forément 0 puisque T˜ (+∞) = 1. En proédant de
même ave a = −∞ et b = 0, on obtient au nal
T˜ ′(±∞) = 0.
En prenant a = −∞ et b = +∞, on obtient alors∫
R
T˜ (s)Y˜ (s)ds = c.
Puisque Y˜ (−∞) = 1, on déduit que Y˜ (x) ≥ 1/2 pour x ≤ α et ainsi la relation préédente
nous dit que T˜ ∈ L1(R−).
Revenons maintenant à la relation (4.23). Puisque T˜ ∈ L1(R−), on peut passer à la
limite x′ → −∞, e qui donne
Y˜ (x) = exp
(
− 1
c
∫ x
−∞
T˜ (s)ds
)
(4.24)
On pose alors
u˜(x) =
1
c
∫ x
−∞
T˜ (s)ds.
La première équation du système donne alors
−T˜ ′′ + cT˜ ′ = T˜ e−u˜,
e qui donne
−u˜′′′ + cu˜′′ = u˜′e−u˜.
En intégrant, on obtient
−u˜′′ + cu˜′ = −e−u˜ + A,
ave A ∈ R. Le fait que T˜ ∈ L1(R−) entraîne u˜(−∞) = 0 et les onditions T˜ > 0
et T˜ (+∞) = 1 impliquent que u˜(+∞) = +∞. Vu les limites de T˜ , on obtient aussi
u˜′(−∞) = 0 et u˜′(+∞) = 1/c. Enn, puisque T˜ ′(±∞) = 0, u˜′′(±∞) = 0. On déduit de
es limites que A = 1 et don par onséquent
−u˜′′ + cu˜′ = 1− e−u˜.
Le ouple (c, u˜) est don bien solution de (4.16).
4.5 Propriétés qualitatives des ondes pulsatoires de l'équa-
tion
4.5.1 Positivité de la vitesse
Nous nous intéressons en premier lieu à la positivité de la vitesse
Lemme 4.5.1. Soit (c, u˜) une solution de (4.9). Alors c > 0.
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Démonstration. Supposons par l'absurde que c < 0. Puisque u˜(0, ξ) → +∞ quand ξ →
+∞, il existe pour tout N un rang ξ′N pour lequel u˜(0, ξ) ≥ N pour tout ξ ≥ ξ′N .
L'inégalité de Harnak dit alors qu'il existe une onstante C > 0 indépendante de ξ telle
que pour tout ξ ≥ ξ′N
sup
[0,2/c]×[ξ,ξ+1]
u˜ ≤ C inf
[1/c,2/c]×[ξ,ξ+1]
u˜.
Puisque u˜ est 1/c-périodique en t, on en déduit que supDξ u˜ ≤ C infDξ u˜, où Dξ =
[0, 1/c]× [ξ, ξ+1]. Ainsi, u˜(t, ξ) ≥ N/C pour tout ξ ≥ ξ′N . Par onséquent, pour tout N
il existe ξN tel que u˜(t, ξ) ≥ N pour tout t et ξ ≥ ξN .
L'onde pulsatoire u˜(t, ξ) est 1/|c| périodique par rapport à t, son oeient de Fourier
d'ordre 0 est
u˜0(ξ) = |c|
∫ 1/|c|
0
u˜(t, ξ)dt.
Puisque u˜(t,+∞) = +∞, on a u˜0(+∞) = +∞. On va obtenir une ontradition sur ette
limite si c < 0. À partir de l'équation vériée par u˜(t, ξ), dérivons l'équation diérentielle
vériée par u˜0. On a
u˜′′0(ξ)− cu˜′0(ξ) = |c|
∫ 1/|c|
0
(u˜ξξ(t, ξ)− cu˜ξ(t, ξ))dt,
= |c|
∫ 1/|c|
0
(
u˜t(t, ξ)− Yp(ξ − ct)(1− e−u˜(t,ξ))
)
dt.
Or u˜ est 1/|c| périodique en t et
|c|
∫ 1/|c|
0
Yp(ξ − ct)dt =
∫ 1
0
Yp(τ)dτ = 〈Yp〉.
Il reste don au nal
u˜′′0(ξ)− cu˜′0(ξ) = −〈Yp〉+ |c|
∫ 1/|c|
0
Yp(ξ − ct)e−u˜(t,ξ)dt,
dont la solution générale s'érit :
u˜0(ξ) = A0 +B0e
cξ +
〈Yp〉
c
ξ + U0(ξ),
ave
U0(ξ) =
∫ ξ
ξN
(1− ec(ξ−s))
(∫ 1/|c|
0
Yp(s− ct)e−u˜(t,s)dt
)
ds ≥ 0.
D'après l'estimation obtenue plus haut, on a pour tout ξ ≥ ξN :∫ 1/|c|
0
Yp(s− ct)e−u˜(t,s)dt ≤ ‖Yp‖∞|c| e
−N .
On obtient ainsi que
U0(ξ) ≤ ‖Yp‖∞|c| e
−N
∫ ξ
ξN
(1− ec(ξ−s))ds = ‖Yp‖∞|c| e
−N (ξ − ξN + 1
c
(1− ec(ξ−ξN ))).
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Puisque c < 0, les termes en ecξ tendent vers 0 quand ξ → +∞. Les termes dominants
sont les termes linéaires. Choisissons alors N assez grand pour que ‖Yp‖∞e−N < 〈Yp〉.
On en déduit l'équivalent suivant quand ξ → +∞ :
u˜0(ξ) ∼
(〈Yp〉
c
+
‖Yp‖∞
|c| e
−N
)
ξ.
Puisque c < 0, le oeient est négatif, e qui est en ontradition ave la limite
u˜0(+∞) = +∞.
4.5.2 Comportement linéaire des ondes pulsatoires
Au vu des relations (4.10), une onde pulsatoire u˜ de l'équation ne peut donner une
onde du système que si elle possède un omportement linéaire quand ξ → +∞. Nous
onstruirons d'ailleurs de telles ondes à la setion suivante. Nous montrons ii que toute
onde pulsatoire de l'équation a un omportement linéaire de la forme
u˜(t, ξ) ∼ 〈Yp〉
c
ξ,
à ondition que la roissane en +∞ est supposée sous exponentielle, 'est à dire que
u˜(t, ξ) = O(eαξ) pour tous α > 0. Pour montrer e résultat, nous avons besoin au
préalable de savoir que la roissane est au moins linéaire :
Lemme 4.5.2. Soit (c, u˜) une solution stritement positive de (4.9) à roissane sous
exponentielle quand ξ → +∞. Alors u˜(t, ξ) a une roissane au moins linéaire, plus
préisément il existe A > 0 tel que u˜(t, ξ) ≥ A
c
ξ pour tout t ≥ 0 et ξ ≥ 0.
Démonstration. Commençons par noter qu'il existe ε > 0 tel que u˜(t, ξ) ≥ ε pour tout
t et ξ ≥ 0. Cette assertion est vraie pour u˜(0, ξ) puisque u˜(0, ξ) est stritement positive
et vérie u˜(0,+∞) = +∞. Puisque u˜ est périodique en t, on obtient le résultat en
appliquant l'inégalité de Harnak omme dans la démonstration du lemme préédent.
Vu que Yp est minoré inférieurement, il existe A˜ > 0 tel que Yp(ξ − ct)(1− e−u˜) ≥ A˜
pour ξ ≥ 0. On va onstruire une sous-solution qui a un omportement linéaire en ξ
quand t→ +∞. Pour ela, on onsidère la fontion h dénie pour ξ ≥ 0 par
h(ξ) := λ arctan(µξ),
λ et µ étant deux paramètres à xer pour que w soit sous-solution. Notons que
h′(ξ) =
λµ
1 + µ2ξ2
, h′′(ξ) = −2λµ2 µξ
(1 + µ2ξ2)2
.
La fontion h a les propriétés suivantes :
h(0) = 0, h′(0) = λµ, h′′(0) = 0,
maxh = λπ/2,
h′′ ≤ 0,
max(−h′′) = 2λµ2M0, M0 := max
R+
s
(1 + s2)2
.
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La grandeur ε étant xé telle que u˜(t, ξ) ≥ ε pour tout t et ξ ≥ 0, on hoisit les paramètres
λ et µ de sorte que
λ ≤ 2ε
π
, µ ≤ c
2M0
, A := cλµ ≤ A˜.
On onstruit alors la sous-solution en onsidérant le problème de transport suivant
posé pour t ≥ 0 et ξ ≥ 0 : 
wt + cwξ = A,
w(0, ξ) = h(ξ),
w(t, 0) = 0,
La solution de e problème est alors
w(t, ξ) =
{
h(ξ − ct) + At si ξ ≥ ct,
A
c
ξ si ξ ≤ ct.
Montrons tout d'abord que w est C2. Elle est tout d'abord ontinue du fait que h(0) = 0.
Pour voir qu'elle est C1, il sut de voir wξ et wt existent et sont ontinues. Puisque
h′(0) = A/c, wξ et wt existent et sont ontinues puisque
wξ(t, ξ) =
{
h′(ξ − ct) si ξ ≥ ct,
A
c
si ξ ≤ ct,
wτ (t, ξ) =
{
A− ch′(ξ − ct) si ξ ≥ ct,
0 si ξ ≤ ct.
L'existene et la ontinuité des dérivées seondes déoulent enn de h′′(0) = 0.
Si on note L l'opérateur
Lu := ut − uξξ + cuξ,
alors la fontion w vérie
Lw = −wξξ ≤ 2λµ2M0 ≤ cλµ× 2µM0
c
≤ A.
On a ainsi 
L(u˜− w) = Lu˜− Lw ≥ A˜−A ≥ 0,
(u˜− w)(0, ξ) ≥ ε− h(ξ) ≥ ε− λπ/2 ≥ 0,
(u˜− w)(t, 0) = u˜(t, 0) ≥ 0,
|u˜− w| a une roissane sous exponentielle à l'inni.
D'après le prinipe du maximum, u˜(t, ξ) ≥ w(t, ξ) pour t ≥ 0 et ξ ≥ 0. Soient t ≥ 0 et
ξ ≥ 0. Soit n ≥ ξ − ct, alors on a
u˜(t, ξ) = u˜(t+ n/c, ξ) ≥ w(t+ n/c, ξ) = A
c
ξ,
puisque ξ ≤ c(t + n/c) = ct + n. On a don la minoration linéaire u˜(t, ξ) ≥ A
c
ξ pour
ξ ≥ 0.
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Proposition 4.5.3. Soit (c, u˜) une solution stritement positive de (4.9) à roissane
sous exponentielle quand ξ → +∞. Alors il existe α ∈ R, β > 0 tels que pour ξ → +∞
u˜(t, ξ) = α +
〈Yp〉
c
ξ + Zp(ξ − ct) +O(e−βξ), (4.25)
où
Zp(x) :=
∑
n∈Z∗
Ŷp(−n)
4π2n2
e−2ipinx, (4.26)
est une fontion réelle, régulière, 1-périodique et vérie Z ′′p (x) = 〈Yp〉 − Yp(x).
Démonstration. Nous allons développer la solution en série de Fourier par rapport à la
variable t et montrer que le omportement linéaire est donné par le oeient u˜0 tandis
que les autres apportent une ontribution à déroissane exponentielle.
1) Développement en série de Fourier. L'onde pulsatoire u˜(t, ξ) est 1/c périodique par
rapport à t, on peut don la développer en série de Fourier :
u˜(t, ξ) =
∑
n∈Z
un(ξ)e
2ipinct
ave un(ξ) = c
∫ 1/c
0
u˜(t, ξ)e−2ipinctdt.
En remplaçant u˜ par sa série dans l'équation (4.9), on obtient∑
n∈Z
(
− u′′n(ξ) + cu′n(ξ) + 2iπncun(ξ)
)
e2ipinct = Yp(ξ − ct)(1− e−u˜(t,ξ)).
Cette égalité représente le développement en série de Fourier de la fontion 1/c-périodique
t 7→ Yp(ξ − ct)(1− e−u˜(t,ξ)).
Cei donne les équations diérentielles suivantes sur un :
u′′n(ξ)− cu′n(ξ)− 2iπncun(ξ) = −c
∫ 1/c
0
Yp(ξ − ct)(1− e−u˜(t,ξ))e−2ipinctdt.
On oupe alors le seond membre sous la forme
−c
∫ 1/c
0
Yp(ξ − ct)e−2ipinctdt+ c
∫ 1/c
0
Yp(ξ − ct)e−u˜(t,ξ)e−2ipinctdt.
En eetuant le hangement de variables τ = ξ − ct dans la première intégrale, on a
alors, puisque Yp est 1-périodique
−
( ∫ 1
0
Yp(τ)e
2ipinτdτ
)
e−2ipinξ + c
∫ 1/c
0
Yp(ξ − ct)e−u˜(t,ξ)e−2ipinctdt.
Ainsi, si on pose h(t, ξ) = Yp(ξ − ct)e−u˜(t,ξ), on a l'équation
u′′n(ξ)− cu′n(ξ)− 2iπncun(ξ) = −Ŷp(−n)e−2ipinξ + ĥn(ξ).
164 4. Ondes pulsatoires pour le système de la SHS
2) Le terme dominant u0. Le omportement linéaire est donné par le terme u0. Ce
dernier vérie l'équation
u′′0(ξ)− cu′0(ξ) = f0(ξ) := −〈Yp〉+ c
∫ 1/c
0
Yp(ξ − ct)e−u˜(t,ξ)dt.
L'équation aratéristique étant x2 − cx de raines 0 et c, les solutions de l'équation
homogène sont de la forme A0 + B0e
cξ
. On obtient ensuite la solution partiulière
〈Yp〉
c
ξ
pour le seond membre −〈Yp〉. On obtient la solution partiulière pour l'autre terme par
variation de la onstante ; au nal, la solution générale est
u0(ξ) = A0 +B0e
cξ +
〈Yp〉
c
ξ + U0(ξ),
ave
U0(ξ) =
∫ +∞
ξ
(1− ec(ξ−s))
(∫ 1/c
0
Yp(s− ct)e−u˜(t,s)dt
)
ds.
D'après le lemme 4.5.2, on a l'estimation∫ 1/c
0
Yp(s− ct)e−u˜(t,s)dt ≤
‖Yp‖∞
c
e−
A
c
s.
On déduit l'enadrement suivant sur U0(ξ) :
U0(ξ) ≤ Ce−Ac ξ,
ave C > 0. Puisque u0(ξ) = c
∫ 1/c
0
u˜(t, ξ)dt, u0 a une roissane sous-exponentielle quand
ξ → +∞. On en déduit que B0 = 0.
3) Estimation des oeients un. Pour n 6= 0, on a l'équation diérentielle
u′′n(ξ)− cu′n(ξ)− 2iπncun(ξ) = −Ŷp(−n)e−2ipinξ + ĥn(ξ).
Étudions tout d'abord l'équation homogène. L'équation aratéristique x2 − cx −
2iπnc = 0 a pour disriminant
∆n = c
2 + 8iπnc = ρne
iθn ,
ave θn ∈]− π/2, π/2[ et don les raines sont les suivantes
r−n =
c−√∆n
2
=
c−√ρneiθn/2
2
, r+n =
c+
√
∆n
2
=
c+
√
ρne
iθn/2
2
.
Montrons tout d'abord que
ℜe(r+n ) > 0, ℜe(r−n ) < 0.
On note pour ela que puisque θn/2 ∈]− π/4, π/4[, on a cos(θn/2) ≥
√
2/2, et don
ℜe(r+n ) =
c+
√
ρn cos(θn/2)
2
≥ c
2
> 0.
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D'autre part,
ℜe(r−n ) =
c−√ρn cos(θn/2)
2
≤ 1
2
(
c−
√
ρn
2
)
.
Or, ρ2n = c
4 + 64π2n2c2 ≥ 64π2n2c2, don
√
ρn
2
≥ 8πc√
2
et ainsi
ℜe(r−n ) ≤ −
1
2
( 8π√
2
− 1
)
c < 0.
Les solutions de l'équation homogène sont ainsi de la forme
un(ξ) = Ane
r+n ξ +Bne
r−n ξ,
ave An et Bn des onstantes quelonques. Une solution partiulière pour le seond
membre −Ŷp(−n)e−2ipinξ est donné par
u(1)n (ξ) =
Ŷp(−n)
4π2n2
e−2ipinξ.
Pour l'autre terme ĥn(ξ), on montre le résultat suivant
Lemme 4.5.4. Il existe α > 0, C > 0 tels que :
(i) Le oeient ĥn(ξ) vérie pour tout n 6= 0 et tout ξ ≥ 0 :
|ĥn(ξ)| ≤ C
n2
e−αξ,
(ii) il existe une solution partiulière u
(2)
n (ξ) de
u′′n(ξ)− cu′n(ξ)− 2iπncun(ξ) = ĥn(ξ)
qui vérie
|u(2)n (ξ)| ≤
C
n2
|ξ|e−αξ.
Démonstration. (i) Pour estimer
ĥn(ξ) = c
∫ 1/c
0
h(t)e−2ipinctdt,
on eetue deux intégrations par parties. On obtient ainsi
ĥn(ξ) =
c
(2iπnc)2
∫ 1/c
0
htt(t, ξ)e
−2ipinctdt,
où
htt(t, ξ) = e
−u˜((−c)2Y ′′p + 2cY ′p u˜t − Ypu˜tt + Ypu˜2t ).
Notons que d'après le lemme 4.5.2, on a l'estimation e−u˜ ≤ e−Aξ/c. On herhe alors à
montrer que le terme entre parenthèse a une roissane sous-exponentielle. La fontion
Yp est C
2
et périodique don elle est bornée ainsi que ses dérivées première et seonde.
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Regardons les dérivées de u˜. Les estimations paraboliques loales permettent de dire que
puisque u est à roissane sous-exponentielle, il en est de même de ut. En réitérant et
argument, on obtient que utt est également à roissane sous-exponentielle. Il existe ainsi
au nal α > 0 tel que
|ĥn(ξ)| ≤ C
n2
e−αξ.
(ii) On herhe une solution partiulière par la méthode de variation des onstantes ;
on obtient ainsi
u(2)n (ξ) =
(
En +
∫ ξ
0
1√
∆n
e−r
+
n sĥn(s)ds
)
er
+
n ξ +
(
Fn −
∫ ξ
0
1√
∆n
e−r
−
n sĥn(s)ds
)
er
−
n ξ.
Il s'agit ensuite de bien hoisir les oeients En et Fn.
Choix de En. Puisque ℜe(r+n ) > 0, la fontion e−r
+
n sĥn(s) est intégrable sur R
+
; on
pose alors
En = −
∫ ∞
0
1√
∆n
e−r
+
n sĥn(s)ds.
Le premier terme de u
(2)
n vérie alors
|er+n ξ
∫ ∞
ξ
1√
∆n
e−r
+
n sĥn(s)ds| ≤ C
n2|√∆n|
eℜe(r
+
n )ξ
∫ ∞
ξ
e−(ℜe(r
+
n )+α)sds,
≤ C
n2|√∆n|(α+ ℜe(r+n ))
e−αξ ≤ C
′
n2
e−αξ.
Choix de Fn. Le hoix de Fn dépend du fait que e
−(ℜe(r−n )+α)s
est intégrable sur
R+ ou non, 'est à dire si ℜe(r−n ) + α > 0 ou non. Si 'est le as, on hoisit omme
préédemment
Fn = −
∫ ∞
0
1√
∆n
e−r
−
n sĥn(s)ds,
et on obtient alors le même type d'estimation exponentielle que préédemment. Siℜe(r−n )+
α ≤ 0, alors on hoisit Fn = 0. On distingue alors deux as : si ℜe(r−n ) + α < 0, alors
|er−n ξ
∫ ξ
0
1√
∆n
e−r
−
n sĥn(s)ds| ≤ Ce
−αξ
−n2|√∆n|(α + ℜe(r−n ))
≤ C
′
n2
e−αξ,
tandis que si ℜe(r−n ) + α = 0,
|er−n ξ
∫ ξ
0
1√
∆n
e−r
−
n sĥn(s)ds| ≤ C|√∆n|
|ξ|e−αξ ≤ C
′
n2
|ξ|e−αξ.
On a montré ainsi qu'il existe une solution partiulière u
(2)
n telle que
|u(2)n (ξ)| ≤
C
n2
|ξ|e−αξ.
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Finalement, toute solution de l'équation diérentielle s'érit
un(ξ) = Ane
r+n ξ +Bne
r−n ξ +
Ŷp(−n)
4π2n2
e−2ipinξ + u(2)n (ξ),
ave ℜe(r+n ) > 0, ℜe(r−n ) < 0 et |u(2)n (ξ)| ≤ Cn2 |ξ|e−αξ. Puisque u˜ est à roissane sous-
exponentielle, alors
un(ξ) = c
∫ 1/c
0
u˜(t, ξ)e−2ipinctdt
aussi et on en déduit que An = 0 puisque e
r+n ξ
est le terme dominant. Ainsi,
un(ξ) = Bne
r−n ξ +
Ŷp(−n)
4π2n2
e−2ipinξ + u2n(ξ).
4) Sommation et onlusion. D'après le théorème de onvergene normale, on a tout
d'abord ∑
n∈Z
|un(ξ)| < +∞.
De plus, ∑
n∈Z
∣∣∣ Ŷp(−n)
4π2n2
e−2ipinξ
∣∣∣ < +∞, ∑
n∈Z
|u2n(ξ)| < +∞.
On en déduit que ∑
n∈Z
|Bner
−
n ξ| < +∞.
Pour ξ = 0, on obtient
∑ |Bn| < +∞. Ainsi,
∣∣∣∑
n∈Z
Bne
r−n ξ
∣∣∣ ≤ (∑
n∈Z
|Bn|
)
e−βξ,
ave β = −maxℜe(r−n ) > 0.
Puisque
∑
n∈Z un(ξ) onverge , on en déduit nalement que
u˜(t, ξ) =
∑
n∈Z
un(ξ)e
2ipinct
= A0 +
〈Yp〉
c
ξ +
∑
n∈Z∗
Ŷp(−n)
4π2n2
e−2ipin(ξ−ct) + U0(ξ) +
∑
n∈Z∗
(
Bne
r−n ξ + u(2)n (ξ)
)
e2ipinct.
On dénit alors
Zp(x) :=
∑
n∈Z∗
Ŷp(−n)
4π2n2
e−2ipinx.
Notons que Zp est une fontion réelle, régulière, 1-périodique et que sa dérivée seonde
est
Z ′′p (x) = 〈Yp〉 − Yp(x).
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De plus,
|U0(ξ) +
∑
n∈Z∗
(
Bne
r−n ξ + u(2)n (ξ)
)
e2ipinct| ≤ |U0(ξ)|+
∑
n∈Z∗
∣∣∣Bner−n ξ + u(2)n (ξ)∣∣∣
≤ Ce−αξ +
(∑
n∈Z∗
|Bn|
)
e−βξ + C ′|ξ|e−αξ.
On en déduit le développement asymptoyique souhaité pour ξ → +∞
u˜(t, ξ) = A0 +
〈Yp〉
c
ξ + Zp(ξ − ct) +O(e−γξ),
ave A > 0, γ > 0 et Zp 1-périodique.
4.5.3 Non existene et déroissane exponentielle en −∞
La non existene d'ondes de vitesse c < c∗ et la déroissane exponentielle en −∞
déoulent du lemme suivant démontré dans [6℄ et que nous utiliserons de nouveau dans
la dernière setion :
Lemme 4.5.5. [6℄ Soient (c, u) une onde pulsatoire de (4.7) telle que u > 0. Soit
Λ := lim inf
t→−∞,x∈[0,1]
ut(t, x)
u(t, x)
.
Alors 0 < Λ < +∞ et k(Λ/c) = Λ.
Démonstration. Montrons d'abord que les fontions
ut
u
et
ux
u
sont globalement bornées.
Pour ela, érivons l'équation de u sous la forme
ut − uxx −
(
Yp(x)
1− e−u
u
)
u = 0,
'est à dire une équation linéaire à oeients bornés. Montrons que
ut
u
est bornée (on
proède de même pour
ux
u
). Il s'agit de montrer qu'il existe une onstante C telle que
pour tout (t0, x0), |ut(t0, x0)| ≤ Cu(t0, x0). Nous allons utiliser pour ela les estimations
paraboliques et l'inégalité de Harnak. Les estimations W 2,ploc nous disent qu'il existe une
onstante C telle que sur des domaines du type Kα = [t0− t0+α]× [x0−α/2, x0+α/2],
on a
||ut||Lp(K1/2) + ||uxx||Lp(K1/2) ≤ C sup
K1
u.
Ainsi, u ∈ W 2,p(K1/2) et don par les injetions de Sobolev pour p assez grand, on a
u ∈ Cα/2,α(K1/2). On peut alors appliquer les estimations de Shauder qui donnent
||ut||Cα/2,α(K1/2) + ||uxx||Cα/2,α(K1/2) ≤ C ′ sup
K1
u.
Par onséquent, il existe C1 telle que pour tout (t0, x0)
|ut(t0, x0)| ≤ C1 sup
t∈[t0−1,t0+1]
x∈[x0−1/2,x0+1/2]
u(t, x).
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On utilise ensuite l'inégalité de Harnak qui nous dit qu'il existe une onstante C2 telle
que
sup
t∈[t0−1,t0+1]
x∈[x0−1/2,x0+1/2]
u(t, x) ≤ C2 inf
t∈[t0−1/2,t0+1/2]
x∈[x0−1/2,x0+1/2]
u(t, x) ≤ C2u(t0, x0).
Au nal, on a don |ut(t0, x0)| ≤ C1C2u(t0, x0). On peut proéder de la même façon pour
ux/u. Ainsi, la quantité Λ est bien dénie.
Considérons une suite (tn, xn) ave xn ∈ [0, 1] et tn → −∞ telle que
ut(tn, xn)
u(tn, xn)
→ Λ quand n→ +∞.
Quitte à extraire, on peut supposer que xn → x∞ ∈ [0, 1] quand n → +∞. Notons que
d'après la limite u(t,−∞) = 0 et la propriété de périodiité u(t + 1/c, x) = u(t, x + 1),
on a u(t, x) → 0 quand t → −∞ loalement en x. On onsidère alors les fontions
stritement positives
wn(t, x) =
u(t+ tn, x)
u(tn, xn)
qui sont loalement bornées puisque ut/u et ux/u sont globalement bornées. Elles satis-
font les équations linéaires
∂twn − ∂xxwn − Yp(x)f(u(t+ tn, x))
u(t+ tn, x)
wn = 0.
Par les estimations paraboliques standards, les fontions stritement positives wn onvergent
dans C1loc(R
2), à extration près d'une sous-suite, vers une fontion positive w(t, x) ∈
C1(R2) solution de l'équation
wt − wxx − Yp(x)w = 0.
De plus, w(0, x∞) = 1 d'où w est stritement positive d'après le prinipe du maximum
fort. Notons que w vérie aussi la ondition d'ondes pulsatoires w(t+1/c, x) = w(t, x+1).
Montrons que wt(t, x) = Λw(t, x). Notons tout d'abord que
∂twn(t, x) =
ut(t+ tn, x)
u(t+ tn, x)
wn(t, x).
D'après la dénition de Λ et le hoix de (tn, xn), on en déduit que wt(0, x∞) = Λw(0, x∞) =
Λ et que wt(t, x) ≥ Λw(t, x) pour tout t ∈ R et x ∈ [0, 1]. Cette inégalité est valable
pour tout x au vu de la propriété de périodiité de w. De plus, puisque ∂twn/wn =
ut(t+ tn, x)/u(t+ tn, x) et ∂xwn/wn = ux(t+ tn, x)/u(t+ tn, x) et puisque ut/u et ux/u
sont globalement bornées, alors wt/w et wx/w sont globalement bornées. On onsidère
alors la fontion z = wt/w. Elle est solution de l'équation
zt − zxx − 2wx
w
zx = 0.
et vérie z ≥ Λ ave z(0, x∞) = Λ. Puisque w(1/c, x∞ − 1) = w(0, x∞) = Λ, le prinipe
du maximum fort assure que z(t, x) = Λ pour tout (t, x) ∈ R2, 'est à dire que wt(t, x) =
Λw(t, x). Ainsi, la fontion w(t, x)e−Λt ne dépend pas de t.
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On onsidère alors la fontion ψ(x) = w(0, x)e−λx ave λ = Λ/c. C'est une fontion
de lasse C2, stritement positive, solution de l'équation
−ψ′′ − 2λψ′ + (cλ− λ2 − Yp(x))ψ = 0.
Autrement dit, λ vérie k(λ) = cλ, soit k(Λ/c) = Λ. Puisque k(λ) est minorée par une
onstante stritement positive, on en déduit que Λ > 0.
Le lemme dit que pour toute solution (c, u) stritement positive de (4.7), il existe
λ = Λ/c > 0 tel que k(λ) = cλ. Puisque ei n'est possible que pour c ≥ c∗, on a le
résultat suivant
Corollaire 4.5.6. Il n'existe pas d'ondes pulsatoires stritement positives de (4.7) de
vitesse c < c∗.
On déduit également du lemme la déroissane exponentielle de toute onde pulsatoire
en −∞
Corollaire 4.5.7. Soit (c, u˜) une solution de (4.9) stritement positive. Alors il existe
C et δ > 0 tels que u˜(t, ξ) ≤ Ceδξ pour tout t ∈ R et ξ ≤ 0.
4.6 Existene d'ondes pulsatoires pour l'équation
Dans ette setion, nous démontrons le théorème d'existene 4.2.3. Il s'agit de prouver
que pour tout c ≥ c∗, il existe une solution (c, u˜) du problème (4.9) ayant les propriétés
suivantes :
∀c ≥ c∗, u˜(t, ξ) = α + 〈Yp〉
c
ξ + Zp(ξ − ct) +O(e−βξ) quand ξ → +∞.
∀c > c∗, u˜(t, ξ) = eλcξψλc(ξ − ct) + o(e(λc+δ)ξ) quand ξ → −∞.
Notre démarhe est la suivante. Pour onstruire une onde pulsatoire de vitesse c > c∗,
on approhe le problème (4.9) par des problèmes de type KPP lassiques. On tronque
pour ela la nonlinéarité f(u) = 1 − e−u en une fontion régulière positive fM(u) de
support [0,M ], inférieure ou égale à f , égale à f(u) sur [0,M/2[ et nulle pour u ≥ M .
On regarde alors le problème approhé suivant :
(PB)M

u˜t − u˜ξξ + cu˜ξ = Yp(ξ − ct)fM(u˜),
u˜(t+
1
c
, ξ) = u˜(t, ξ),
u˜(t,−∞) = 0, u˜(t,+∞) = M.
(4.27)
Nous onsidérons alors la solution (c, u˜M) de (PB)M que nous avons onstruite au ha-
pître 2. Nous montrerons que la suite u˜M est roissante en M et est bornée par pλc . Cei
permettra de passer à la limite M → +∞ an d'obtenir une solution (c, u˜) de (4.9) qui
possède le omportement souhaité en −∞.
Pour l'onde de vitesse c∗, nous proédons diéremment ar la onstrution de l'onde
de vitesse minimale au hapitre 2 ne permet pas de réupérer es informations. Nous
approhons plutt l'onde de vitesse minimale à l'aide des ondes de vitesse supérieure.
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Nous onsidérons ainsi une suite cn qui onverge vers c
∗
par valeurs supérieures et u˜n
la solution de (4.9) que nous onstruisons. Nous imposons alors une ondition de nor-
malisation sur u˜n (vériée quitte à translater) e qui permettra à l'aide des estimations
paraboliques de passer à la limite n → +∞. Cependant, e proédé ne permet pas de
préiser le omportement en −∞.
Nous onluons ette setion en montrant le omportement linéaire en +∞ des ondes
pulsatoires onstruites.
4.6.1 Existene d'ondes pulsatoires pour c > c∗
Nous onsidérons ainsi la solution (c, u˜M) de vitesse supérieure de (PB)M onstruite
au hapitre 2 et nous herhons à passer à la limite M → +∞ sur u˜M . Rappelons que
par onstrution, u˜M est dans l'espae
Xδ,M := {u ∈ BUC(R), 0 ≤ u ≤M, u(ξ)− pλc(0, ξ)
pλc+δ(0, ξ)
∈ L∞(R)},
où BUC(R) est l'ensemble des fontions bornées uniformément ontinues sur R. Mon-
trons tout d'abord que pλc(t, ξ) = e
λcξψλc(ξ − ct) est une borne supérieure de u˜M :
Lemme 4.6.1. Pour tout M , on a u˜M(t, ξ) ≤ pλc(t, ξ).
Démonstration. L'équation vériée par U = u˜M − pλc est la suivante :
Ut − Uξξ + cUξ = Yp(ξ − ct)(fM(u˜M)− pλc),
ave fM(u˜M)− pλc = (fM(u˜M)− u˜M) + U ≤ U ar fM(u˜M) ≤ f(u˜M) ≤ u˜M , d'où
Ut − Uξξ + cUξ − Yp(ξ − ct)U ≤ 0.
On pose alors U(t, ξ) = pλc+δ(t, ξ)V (t, ξ) ave δ tel que qδ := k(λc + δ)− c(λc + δ) > 0.
On veut montrer que V (t, ξ) ≤ 0. On obtient l'équation suivante sur V :
QV := Vt − Vξξ +
(
c− 2∂ξpλc+δ
pλc+δ
)
Vξ + qδV ≤ 0.
De plus, par onstrution, il existe une onstante CM telle que
V (0, ξ) =
u˜M(0, ξ)− pλ(0, ξ)
pλ+δ(0, ξ)
≤ CM .
On pose ensuite W (t, ξ) = CMe
−qδt
qui vérie QW = 0, d'où{
Q(V −W ) = QV −QW ≤ 0,
(V −W )(0, ξ) ≤ 0.
Le prinipe du maximum faible parabolique nous assure alors que
V (t, ξ) ≤W (t, ξ) = CMe−qδt.
Or, V (t, ξ) est 1/c-périodique en t don en évaluant l'inégalité en t = t + N/c puis en
passant à la limite N → +∞, on obtient V ≤ 0. Cei donne nalement u˜M(t, ξ) ≤
p(t, ξ).
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On a ainsi une borne supérieure des u˜M indépendante de M . Les estimations para-
boliques de type Shauder donnent pour tout N ∈ N :
‖u˜M‖C1+α/2,2+α([1/c,2/c]×[−N,N ]) ≤ CN ,
CN étant indépendant de M . Par périodiité de u˜M , on a alors
‖u˜M‖C1+α/2,2+α(R×[−N,N ]) ≤ CN .
D'après le théorème d'Asoli, pour tout ompat [−m,m] de R, il existe une suiteMm,n →
+∞ quand n→ +∞ telle que u˜Mm,n onverge dans C1,2loc ([0, 1/c]×[−m,m]). Par le proédé
d'extration diagonale, on peut alors extraire de u˜Mm,n une sous suite, notée de la même
façon, qui onverge dans C1,2loc ([0, 1/c]×R) vers une fontion u˜, 1/c périodique en t et qui
vérie l'équation
u˜t − u˜ξξ + cu˜ξ = Yp(ξ − ct)f(u˜).
De plus, puisque pour tout Mm,n, u˜Mm,n(t, ξ) ≤ pλc(t, ξ), on obtient à la limite
u˜(t, ξ) ≤ pλc(t, ξ) = eλcξψλc(ξ − ct),
d'où u˜(t,−∞) = 0.
Il nous reste don à montrer que u˜(t,+∞) = +∞. Pour ela, on utilise le résultat
suivant :
Lemme 4.6.2. La suite u˜M est roissante.
Démonstration. On suit le même raisonnement que préédemment. On veut monter que
u˜M+1 − u˜M ≥ 0. On a l'équation suivante sur U = u˜M+1 − u˜M :
Ut − Uξξ + cUξ = Yp(ξ − ct)(fM+1(u˜M+1)− fM(u˜M)).
Or,
fM+1(u˜M+1)− fM (u˜M) = (fM+1(u˜M+1)− fM(u˜M+1)) + (fM(u˜M+1)− fM(u˜M)),
≥ fM (u˜M+1)− fM(u˜M),
= f ′M (a(t, ξ))U
ave a(t, ξ) une fontion omprise entre u˜M(t, ξ) et u˜M+1(t, ξ). On obtient ainsi
Ut − Uξξ + cUξ − Yp(ξ − ct)f ′M(a(t, ξ))U ≥ 0.
On pose alors U(t, ξ) = pλc+δ(t, ξ)V (t, ξ) ave omme préédemment δ tel que qδ :=
k(λc+ δ)− c(λc+ δ) > 0. On veut montrer que V (t, ξ) ≥ 0. On a l'équation suivante sur
V :
QV := Vt − Vξξ +
(
c− 2∂ξpλc+δ
pλc+δ
)
Vξ +
(
Yp(ξ − ct)(1− f ′M(a(t, ξ))) + qδ
)
V ≥ 0.
De plus, il existe des onstantes positives CM et CM+1 et des onstantes négative C
′
M et
C ′M+1 telles que
C ′M ≤
u˜M(0, ξ)− pλc(0, ξ)
pλc+δ(0, ξ)
≤ CM et C ′M+1 ≤
u˜M+1(0, ξ)− pλc(0, ξ)
pλc+δ(0, ξ)
≤ CM+1.
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On a alors
V (0, ξ) =
u˜M+1(0, ξ)− u˜M(0, ξ)
pλ+δ(0, ξ)
≥ C ′M+1 − CM :=: −AM ave AM > 0.
Soit W (t, ξ) = −AMe−qδt, alors QW = −Yp(ξ − ct)(1− f ′M(a(t, ξ)))AMe−qδt ≤ 0. Ainsi,{
Q(V −W ) = QV −QW ≥ 0,
(V −W )(0, ξ) ≥ 0.
Du prinipe du maximum, on en déduit que
V (t, ξ) ≥W (t, ξ) = −AMe−qδt.
Or, V (t, ξ) est 1/c-périodique en t don en évaluant l'inégalité i-dessous en t = t+N/c
puis en prenant N → +∞, on obtient V ≥ 0. Cei donne la roissane de la suite u˜M .
Comme u˜M(t,+∞) = M , on en déduit nalement que
u˜(t,+∞) = +∞.
En eet, soient t ∈ [0, 1/c] et M > 0, alors il existe ξM tel que u˜M+1(t, ξ) ≥ M pour
ξ ≥ ξM et don par roissane de u˜M on obtient à la limite que u˜(t, ξ) ≥M pour ξ ≥ ξM .
Il reste à noter que pour ξ → −∞, on a le omportement souhaité :
u˜(t, ξ) = pλc(t, ξ) +O(pλc+δ(t, ξ)).
En eet, d'une part u˜(t, ξ) ≤ pλc(t, ξ). D'autre part, pour un M0 xé, il existe par
onstrution une onstante C0 > 0 telle que u˜M0(t, ξ) ≥ pλc(t, ξ)−C0pλc+δ(t, ξ)). Puisque
la suite u˜M est roissante, on a la même estimation pour la limite u.
4.6.2 Existene d'ondes pulsatoires pour c = c∗
Nous allons onstruire une onde de vitesse minimale en passant à la limite cn → c∗
sur la suite de solutions (cn, u˜n) de (4.9) que nous venons de onstruire. Soit don cn une
suite déroissant vers c∗ et u˜n la solution assoiée. On a l'estimation suivante
u˜n(t, ξ) ≤ eλcnξψλcn (ξ − cnt).
Si impose la normalisation φλc ≤ 1, alors, puisque λc∗ ≤ λcn ≤ λc1, on la majoration
suivante indépendante de n,
u˜n(t, ξ) ≤ eλc∗ξ pour ξ ≤ 0 et u˜n(t, ξ) ≤ eλc1ξ pour ξ ≥ 0.
Cette borne permet d'extraire une sous-suite onvergente mais elle n'assure pas que la
fontion limite obtenue n'est pas identiquement nulle.
On doit don proéder diéremment en imposant une ondition de normalisation.
Pour ela, on joue sur le fait qu'une solution est dénie à translation près, 'est à dire
que si u˜n(t, ξ) est solution alors
U˜n(t, ξ) = u˜n(t+ τn, ξ + cnτn)
l'est aussi. Nous allons normaliser de sorte qu'il existe tn ∈ [0, 1/cn] tel que
max
t∈R, ξ≤0
U˜n(t, ξ) = 1 = U˜(tn, 0).
Cei est possible grâe au résultat suivant
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Lemme 4.6.3. Il existe t′n ∈ [0, 1/c] et ξn ∈ R tels que
max
t∈R, ξ≤ξn
u˜n(t, ξ) = 1 = u˜(t
′
n, ξn).
Démonstration. Puisque u˜n(1/c,−∞) = 0, pour tout ε il existe An tel que pour ξ ≤ An,
un(1/c, ξ) ≤ ε. Par périodiité en t et par Harnak il existe ainsi C tel que
max
t∈R, ξ≤An
u˜n(t, ξ) = Cε ≤ 1
2
en hoisissant ε susamment petit. Puisque u˜n(1/c,+∞) = +∞, on montre de même
qu'il existe Bn tel que
inf
t∈R, ξ≥Bn
u˜n(t, ξ) ≥ 2.
Par ontinuité, la fontion u˜n prend la valeur 1 sur [0, 1/c]× [An, Bn] et par ompaité
on peut poser
ξn := min{ξ ∈ [An, Bn], ∃t ∈ [0, 1/c], u(t, ξ) = 1}.
Il existe ainsi t′n ∈ (0, 1/c] tel que
max
t∈R, ξ≤ξn
u˜n(t, ξ) = 1 = u˜(t
′
n, ξn).
On hoisit alors τn := ξn/c de sorte que U˜(t, ξ) = u˜(t+ ξn/c, ξ + ξn) vérie
U˜n(tn − ξn/c, 0) = u˜n(tn, ξn) = 1,
et
max
t∈R, ξ≤0
U˜n(t, ξ) = 1 = U˜(t
′
n, 0).
Nous allons montrer qu'on peut alors extraire de ette suite une sous-suite onvergeant
vers une fontion u˜∗ non identiquement nulle, 1/c∗-périodique en t et solution de
u˜t − u˜ξξ + c∗u˜ξ = Yp(ξ − c∗t)f(u˜).
Nous montrerons ensuite que ette fontion vérie bien les onditions aux limites u˜∗(t,−∞) =
0 et u˜∗(t,+∞) = +∞.
1) Extration d'une sous-suite. Considérons d'abord T un majorant des périodes 1/cn
et ε un minorant. Vu la ondition de normalisation et le fait que la suite (cn)n est bornée,
l'inégalité de Harnak donne l'existene pour tout N d'une onstante CN indépendante
de n telle que U˜n(t, ξ) ≤ CN pour t ∈ [0, 2T ], ξ ∈ [−N,N ]. Les estimations paraboliques
donnent alors l'existene pour tout N ∈ N d'une onstante CN (indépendante de n) telle
que
‖U˜n‖C1+α/2,2+α([ε,2T ]×[−N,N ]) ≤ CN .
La périodiité de u˜n en temps implique que ‖U˜n‖C1+α/2,2+α(R×[−N,N ]) ≤ CN . Par le théo-
rème d'Asoli et le proédé d'extration diagonale, on peut extraire de (U˜n)n une sous-
suite, notée enore (U˜n)n, qui onverge dans C
1,2
loc (R × R) vers u˜∗. Cette fontion u˜∗ est
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non identiquement nulle puisque max
t∈R, ξ≤0
u˜∗(t, ξ) = 1, 1/c∗-périodique en t, et solution de
l'équation
u˜t − u˜ξξ + c∗u˜ξ = Yp(ξ − c∗t)f(u˜).
Il reste à montrer que u˜∗ vérie bonnes onditions aux limites u˜∗(t,−∞) = 0 et u˜∗(t,+∞) =
+∞ .
2) La limite en −∞. Nous revenons aux variables initiales (t, x) en posant u∗(t, x) =
u˜∗(t, x + ct). Puisque ∂tun > 0, on a à la limite ∂tu∗ ≥ 0. On peut ainsi onsidérer la
fontion
u(x) := lim
t→−∞
u∗(t, x)
dénie pour tout x ∈ [0, 1]. La relation d'onde pulsatoire u(t+1/c, x) = u(t, x+1) donne
à la limite u(x+ 1) = u(x). De plus u est solution de l'équation diérentielle
−u′′ = Yp(x)(1− e−u).
En intégrant ette équation sur [0, 1], on obtient
0 = −
∫ 1
0
u′′(x)dx =
∫ 1
0
Yp(x)(1− e−u(x))dx.
Puisque Yp > 0, on en déduit que u = 0. Ainsi, pour tout x, u˜∗(t, x + ct) → 0 quand
t→ −∞. La limite u˜∗(t,−∞) = 0 s'obtient par périodiité (f preuve du lemme 1.5.4).
3) La limite en +∞. On travaille enore dans les variables ii (t, x) de sorte que
∂tu∗ ≥ 0. On va montrer qu'il existe x0 ∈ [0, 1] tel que u∗(t, x0)→ +∞ quand t→ +∞.
On raisonne pour ela par l'absurde en supposant que pour tout x ∈ [0, 1], u(t, x) est
borné en t. Dans e as, la limite
u¯(x) = lim
t→+∞
u∗(t, x) = lim
t→+∞
u˜∗(t, x+ ct)
existe pour tout x ∈ [0, 1]. De plus, puisque u(t + 1/c, x) = u(t, x + 1), on obtient à la
limite t→ +∞ que u¯(x+ 1) = u¯(x). Enn, u¯ est solution de l'équation
−u¯′′ = Yp(x)(1− e−u¯).
En intégrant ette équation sur [0, 1], on obtient par périodiité et le fait que u est
positive et non nulle que
0 =
∫ 1
0
−u¯′′(x)dx =
∫ 1
0
Yp(x)(1− e−u¯(x))dx > 0,
d 'où la ontradition.
Par onséquent, il existe x0 tel que u∗(t, x0) → +∞ quand t → +∞. En revenant
aux variables (t, ξ), ela veut dire que pour t→ +∞
u˜∗(t, x0 + ct)→ +∞.
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Montrons qu'alors que pour tout t, u˜∗(t, ξ)→ +∞ quand ξ → +∞. Soit t0 ∈ R, on a
u˜∗(t0, x0 + ct+N) = u˜∗(t0 +
N
c
, x0 + c(t0 +
N
c
)) = u˜∗(t0 +
N
c
, x0)→ +∞
quand N → +∞. Soit alors M > 0, il existe N assez grand tel que
u˜∗(t0, x0 + ct0 +N) ≥M, u˜∗(t0, x0 + ct0 +N + 1) ≥M.
L'inégalité de Harnak dit alors qu'il existe une onstante C indépendante de N telle
que si on note D0 = [x0 + ct+N, x0 + ct+N + 1], on a
sup
[t0−1,t0+1]×D0
u˜∗(t, ξ) ≤ C inf
[t0,t0+1]×D0
u˜∗(t, ξ).
Ainsi, si ξ ∈ D0,
u˜∗(t0, ξ) ≥ inf
[t0,t0+1]×D0
u˜∗(t, ξ) ≥ 1/C sup
[t0−1,t0+1]×D0
u˜∗(t, ξ) ≥M/C,
d'où le résultat.
4.6.3 Comportement linéaire des ondes en +∞
On herhe ii à montrer que pour c ≥ c∗, l'onde onstruite vérie
u˜(t, ξ) = α +
〈Yp〉
c
ξ + Zp(ξ − ct) +O(e−βξ) quand ξ → +∞.
D'après la proposition 4.5.3, il sut de montrer que u˜(t, ξ) est à roissane sous-exponentielle.
Nous allons montrer pour ela que u˜ est à roissane au plus linéaire.
Lemme 4.6.4. Si c > c∗, alors pour tout t et ξ ≥ 0,
u˜(t, ξ) ≤ ||ψλc||∞ +
‖Yp‖∞
c
ξ.
Si c = c∗, alors il existe M tel que pour tout t et ξ ≥ 0,
u˜∗(t, ξ) ≤ M + 2
‖Yp‖∞
c∗
ξ.
Démonstration. Nous traitons d'abord les ondes de vitesse c > c∗ puis l'onde de vitesse
minimale.
1) Les ondes de vitesses supérieures. On xe ii une vitesse c > c∗ et on note
Ac := maxR ψλc . Rappelons d'abord que u˜ est onstruite omme limite de solutions u˜M
du problème approhé (PB)M qui vérient l'inégalité suivante pour ξ ≤ 0
u˜M(t, ξ) ≤ pλc(t, ξ) ≤ Ac.
De plus, puisque 0 ≤ u˜M ≤M , on a en partiulier l'estimation
u˜M(t, ξ) ≤M +
‖Yp‖∞
c
ξ
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pour ξ ≥ 0. On veut obtenir une majoration linéaire indépendante de M pour pouvoir
passer à la limite M → +∞ et réupérer une majoration linéaire pour u˜. Par la suite,
M est xé et on onsidère
γM = inf{γ > 0 tel que u˜M(t, ξ) ≤ γ +
‖Yp‖∞
c
ξ, ∀ξ ≥ 0}.
Notons que γM < +∞ puisque γM ≤M . On veut montrer que γM ≤ Ac. Supposons par
l'absurde que γM > Ac On a tout d'abord par dénition que pour tout ξ ≥ 0
u˜M(t, ξ) ≤ γM +
‖Yp‖∞
c
ξ.
Nous allons montrer qu'il y a égalité quelque part du fait que u˜M est bornée. On onsidère
pour ela la suite γn = γM − 1/n pour laquelle il existe pour tout n un ouple (tn, ξn),
ave tn ∈ [0, 1/c[ et ξn ≥ 0 vériant
u˜M(tn, ξn) ≥ γn + ‖Yp‖∞
c
ξn.
Les suites tn et ξn sont bornées puisque 0 ≤ γn + ‖Yp‖∞c ξn ≤ u˜M(tn, ξn) ≤ M . On peut
don en extraire une sous suite qui onverge vers (tM , ξM), ave :
u˜M(tM , ξM) ≥ γM + ‖Yp‖∞
c
ξM .
On a ainsi égalité au point (tM , ξM). Notons que ξM > 0 puisque en ξ = 0 on a u˜M(t, 0) ≤
Ac < γM . On onsidère alors la fontion
U(t, ξ) = γM +
‖Yp‖∞
c
ξ.
Si on pose Lu˜ := u˜t − u˜ξξ + cu˜ξ, on a alors pour tout t et ξ ≥ 0{
L(U − u˜M) = ‖Yp‖∞ − Yp(ξ − ct)(1− e−u˜M ) ≥ 0,
U − u˜M ≥ 0.
Le prinipe du maximum fort parabolique dit alors que soit u˜M < U , e qui est impossible
vu qu'il y a un point d'égalité à l'intérieur du domaine [0, 1/c[×R∗+ (qu'on peut étendre à
[−1/c, 2/c[×R∗+ par périodiité si tM = 0), soit u˜M = U , e qui est ontraditoire ave le
fait que u˜M(t, 0) ≤ Ac < γM = U(t, 0). Par onséquent, γM ≤ Ac et à la limiteM → +∞
on réupère bien u˜(t, ξ) ≤ Ac + ‖Yp‖∞c ξ.
2) L'onde de vitesse minimale. Par onstrution l'onde de vitesse minimale u˜∗ est
la limite quand cn → c∗ de la suite U˜n normalisée par U˜n(t, ξ) = u˜n(t+ ξn/c, ξ + ξn) de
sorte que
max
t∈R, ξ≤0
U˜n(t, ξ) = 1 = U˜n(t
′
n, 0).
En appliquant l'estimation linéaire à la suite initiale u˜n, on obtient que pour ξ ≥ 0,
u˜n(t ξ) ≤ ||ψλcn ||∞ +
‖Yp‖∞
cn
ξ.
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Ainsi, pour tout ξ ≥ −ξn, on a
U˜n(t ξ) ≤ ||ψλcn ||∞ +
‖Yp‖∞
cn
(ξ + ξn) ≤ Cn + ‖Yp‖∞
cn
ξ.
On en déduit qu'il existe C ′n tel que pour tout t et ξ ≥ 0, on a
U˜n(t ξ) ≤ C ′n +
‖Yp‖∞
cn
ξ.
On dénit alors
Cn := inf{C tel que U˜n(t, ξ) ≤ C + 2
‖Yp‖∞
cn
ξ pour ξ ≥ 0}.
Par dénition de Cn, pour tout p ≥ 0, il existe (tp, ξp) tel que
u˜n(tp, ξp) ≥ Cn − 1
p
+ 2
‖Yp‖∞
cn
ξp.
Puisque u˜n(tp, ξp) ≤ Cn + ‖Yp‖∞cn ξp, la suite (ξp)p est bornée, de même pour (tp)p qui
est hoisie dans [0, 1/c] par périodiité. On peut don extraire une sous suite telle que
tp′ → t∞ et ξp′ → ξ∞ ave
U˜n(t∞, ξ∞) ≥ Cn + 2
‖Yp‖∞
cn
ξ∞.
Notons qu'on a ainsi l'inégalité
U˜n(t, ξ) ≤ Cn + 2
‖Yp‖∞
cn
ξ,
pour tout ξ ≥ 0 ave égalité au point (t∞, ξ∞). On onsidère alors la fontion
Vn(ξ) := Cn + 2
‖Yp‖∞
cn
ξ
ainsi que l'opérateur L omme préédemment. On a alors pour tout t et ξ ≥ 0{
L(Vn − U˜n) = 2 ‖Yp‖∞ − Yp(ξ − ct)(1− e−u˜n) > 0,
Vn − U˜n ≥ 0.
Le prinipe du maximum fort parabolique dit alors que sur ξ > 0, on a soit Vn− U˜n > 0,
soit Vn − U˜n = 0. L'égalité est impossible puisque LVn > LU˜n. On a don Vn > U˜n pour
tout ξ > 0 et par onséquent ξ∞ = 0. On en déduit que
Cn = U˜n(t∞, 0).
La ondition de normalisation et l'inégalité de Harnak impliquent qu'il existe M indé-
pendant de n tel que
U˜n(t∞, 0) ≤M.
On déduit que pour ξ ≥ 0, on a
U˜n(t, ξ) ≤ Cn + 2
‖Yp‖∞
cn
ξ ≤M + 2‖Yp‖∞
c∗
ξ.
Cette estimation étant indépendante de n, elle est valable pour la limite u˜∗.
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4.7 Relation entre les ondes du système et de l'équa-
tion
Nous terminons e hapitre par la démonstration de la proposition 4.2.4 établissant
des relations algébriques entre les ondes pulsatoires du système (4.4) et elles de l'équa-
tion (4.9). Nous ommençons par le point (ii) pour expliquer omment apparaissent es
relations.
(ii) Passage du système à l'équation. Considérons une solution (c, T˜ , Y˜ ) du système
(4.4). La deuxième équation du système s'intègre en
Y˜ (t, ξ) = Y0(ξ − ct) exp
(
−
∫ t
0
T˜ (s, ξ − ct+ cs)ds
)
.
En eet, il sut d'intégrer l'équation Yt = −TY (dans le repère initial en (t, x)) en
Y (t, x) = Y0(x) exp
(
−
∫ t
0
T (s, x)ds
)
,
puis d'eetuer le hangement Y˜ (t, ξ) = Y (t, ξ − ct). On eetue ensuite le hangement
de variables s′ = ξ − ct+ cs qui donne
Y˜ (t, ξ) = Y0(ξ − ct) exp
(
− 1
c
∫ ξ
ξ−ct
T˜ (t+
s′ − ξ
c
, s′)ds′
)
.
Montrons ensuite que c > 0 et Y˜ > 0. Puisque Y0(x) ∼ Yp(x) > 0 quand x→ −∞, il
existe x0 tel que Y0(x0) > 0. Ainsi,
Y˜ (t, x0 + ct) = Y0(x0) exp
(
− 1
c
∫ x0+ct
x0
T˜ (
s′ − x0
c
, s′)ds′
)
.
Si on suppose par l'absurde que c < 0 alors puisque T˜ > 0, on a Y˜ (t, x0+ct) ≥ Y0(x0) > 0
pour tout t ≥ 0, e qui est par périodiité en ontradition ave la limite Y˜ (t,+∞) = 0
et ainsi c > 0. Pour montrer que Y˜ > 0, il sut de montrer que Y0 > 0. On suppose
alors par l'absurde qu'il existe x′ tel que Y0(x′) = 0. On en déduit que pour tout t
Y˜ (t, x′ + ct) = Y0(x′) exp
(
− 1
c
∫ x′+ct
x′
T˜ (
s′ − x′
c
, s′)ds′
)
= 0,
e qui ontredit que Y˜ (t, ξ) ∼ Yp(ξ − ct) > 0 quand ξ → −∞. Ainsi, Y˜ > 0.
Puisque Y˜ (t, ξ) est 1/c-périodique en temps, on a alors, pour tout N :
Y˜ (t, ξ) = Y˜ (t+
N
c
, ξ) = Y0(ξ − ct−N) exp
(
− 1
c
∫ ξ
ξ−ct−N
T˜ (t+
N
c
+
s− ξ
c
, s)ds
)
,
= Y0(ξ − ct−N) exp
(
− 1
c
∫ ξ
ξ−ct−N
T˜ (t+
s− ξ
c
, s)ds
)
,
Il s'agit ensuite de passer à la limite N → +∞. Pour ela, il faut montrer que l'intégrale
préédente est onvergente. On érit pour ela que∫ ξ
ξ−ct−N
T˜ (t+
s− ξ
c
, s)ds = −c ln
(
Y˜ (t, ξ)
Y0(ξ − ct−N)
)
≤ −c ln
(
Y˜ (t, ξ)
2||Yp||∞
)
=: M > 0,
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pour N assez grand puisque alors
0 ≤ Y˜ (t, ξ)
2||Yp||∞ ≤
Y˜ (t, ξ)
Y0(ξ − ct−N) ≤ 1.
Puisque T˜ > 0 et que M est un majorant pour tout N , on peut passer à la limite pour
obtenir
Y˜ (t, ξ) = Yp(ξ − ct) exp
(
− 1
c
∫ ξ
−∞
T˜ (t+
s− ξ
c
, s)ds
)
.
On pose alors
u˜(t, ξ) =
1
c
∫ ξ
−∞
T˜ (t+
s− ξ
c
, s)ds =
∫ 0
−∞
T˜ (t+ σ, ξ + cσ)dσ,
par le hangement de variables s = ξ + cσ. C'est bien une fontion 1/c-périodique en
temps.
An de dériver par rapport à t et ξ sous le signe intégrale, on a besoin de l'estimation
suivante :
Lemme 4.7.1. il existe C > 0 et α > 0 tels que pour tout t et ξ ≤ 0,
T˜ (t, ξ) ≤ Ceαξ.
Démonstration. On proède omme dans la sous-setion 4.5.3 en prouvant tout d'abord
que si T (t, x) = T˜ (t, x+ ct), alors
Λ := lim inf
t→−∞,x∈[0,1]
Tt(t, x)
T (t, x)
vérie 0 < Λ < +∞. La preuve de e résultat est identique à elle du lemme 4.5.5 et
repose sur le fait que T > 0 est une onde pulsatoire solution de l'équation
Tt − Txx − Y T = 0,
où Y (t, x) est bornée ave |Y | ≤ ‖Yp‖∞ et onverge vers Yp(x) pour t → −∞. On en
déduit ensuite la déroissane exponentielle en ξ.
La même estimation exponentielle étant valable sur les dérivées de T˜ par les estima-
tions paraboliques, on peut dériver par rapport à t et ξ sous le signe intégrale dans la
dénition de u˜. On a ainsi
u˜t − u˜ξξ + cu˜ξ =
∫ 0
−∞
(T˜t − T˜ξξ + cT˜ξ)(t+ σ, ξ + cσ)dσ, (4.28)
=
∫ 0
−∞
T˜ (t+ σ, ξ + cσ)Y˜ (t+ σ, ξ + cσ)dσ,
= Yp(ξ − ct)
∫ 0
−∞
T˜ (t+ σ, ξ + cσ)e−u˜(t+σ,ξ+cσ)dσ.
Notons que T˜ = u˜t + cu˜ξ. En eet, si on pose
cV (ξ) := cu˜(t+ ξ/c, ξ) =
∫ ξ
−∞
T˜ (t+ s/c, s)ds,
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on a
cV ′(ξ) = T˜ (t+ ξ/c, ξ) = u˜t(t+ ξ/c, ξ) + cu˜ξ(t+ ξ/c, ξ).
Nous avons alors
d
dσ
(−e−u˜(t+σ,ξ+cσ)) = −(u˜t+cu˜ξ)(t+σ, ξ+cσ)e−u˜(t+σ,ξ+cσ) = −T˜ (t+σ, ξ+cσ)e−u˜(t+σ,ξ+cσ).
On retrouve nalement l'équation (4.8)
u˜t − u˜ξξ + cu˜ξ = Yp(ξ − ct)(1− e−u˜).
Notons que la limite u˜(t,−∞) = 0 déoule de l'intégrabilité sur R− de l'appliation
s 7−→ T˜ (t+ s− ξ
c
, s).
Pour la limite en +∞, on utilise le fait que T˜ (0,+∞) = 〈Yp〉 d'où T˜ (0,+∞) ≥ 〈Yp〉/2
pour ξ ≥ M . D'après les inégalités de Harnak et la périodiité en temps de T˜ , il existe
C > 0 tel que T˜ (t, ξ) ≥ 〈Yp〉/2C pour tout t et ξ ≥M . On a don pour ξ ≥M ,
u˜(t, ξ) =
1
c
∫ ξ
−∞
T˜ (t+
s− ξ
c
, s)ds =
1
c
∫ M
−∞
T˜ (t+
s− ξ
c
, s)ds+
1
c
∫ ξ
M
T˜ (t+
s− ξ
c
, s)ds.
Puisque la première intégrale est 1-périodique en ξ, elle est bornée et on en déduit que
u˜(t, ξ) ≥ C ′ + 〈Yp〉
2Cc
(ξ −M),
d'où
u˜(t, ξ) −−−−→
ξ→+∞
+∞.
Montrons qu'en fait u˜ a exatement le omportement linéaire u˜(t, ξ) ∼ 〈Yp〉
c
ξ quand
ξ → +∞. D'après la proposition 4.5.3, il sut de montrer que u˜ a une roissane sous
exponentielle. On utilise ette fois qu'il existe M tel que T˜ (0, ξ) ≤ 2〈Yp〉 pour ξ ≥ M .
Puisque T˜ est périodique en t, l'inégalité de Harnak donne l'existene d'une onstante
C telle que T˜ (t, ξ) ≤ C〈Yp〉 pour tout t et ξ ≥M . Ainsi,
u˜(t, ξ) =
1
c
∫ M
−∞
T˜ (t+
s− ξ
c
, s)ds+
1
c
∫ ξ
M
T˜ (t+
s− ξ
c
, s)ds ≤ C ′ + C〈Yp〉
c
(ξ −M),
et u˜ a une roissane sous exponentielle et don linéaire.
(i) Passage de l'équation au système. Considérons la solution u˜ de (4.9) onstruite
au théorème 4.2.3 et montrons que le ouple
T˜ = u˜t + cu˜ξ, Y˜ (t, ξ) = Yp(ξ − ct)e−u˜(t,ξ)
forme une solution (T˜ , Y˜ ) du système (4.4). Notons tout d'abord que T˜ et Y˜ sont 1/c-
périodique en t puisque u˜ l'est et que T˜ et Y˜ sont stritement positives par onstrution.
Ensuite, si on applique l'opérateur ∂t + c∂ξ à l'équation (4.9), on obtient
(∂t + c∂ξ)
(
u˜t − u˜ξξ + cu˜ξ
)
= (∂t + c∂ξ)
(
Yp(ξ − ct)(1− e−u˜)
)
,
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e qui donne
T˜t − T˜ξξ + cT˜ξ = −(u˜t + cu˜ξ)Ype−u˜ = T˜ Y˜ .
On obtient également la seonde équation
Y˜t + cY˜ξ = −(u˜t + cu˜ξ)Ype−u˜ = −T˜ Y˜ .
Il reste à vérier les onditions aux limites. Pour Y˜ , on a d'une part
|Y˜ (t, ξ)| ≤ ‖Yp‖∞ e−u˜(t,ξ) −−−−→ξ→+∞ 0
puisque u˜(t,+∞) = +∞ et d'autre part
Y˜ (t, ξ)− Yp(ξ − ct) = Yp(ξ − ct)(e−u˜(t,ξ) − 1) ≤ ‖Yp‖∞ (e−u˜(t,ξ) − 1) −−−−→ξ→−∞ 0
ar u˜(t,−∞) = 0. Conernant T˜ , on a tout d'abord T˜ (t,−∞) = 0. En eet, u˜(t,−∞) = 0
don d'après les estimations paraboliques |u˜t(t, ξ)|, |u˜ξ(t, ξ)| → 0 quand ξ → −∞. Il reste
à montrer que pour tout t, T˜ (t, ξ) = (u˜t + cu˜ξ)(t, ξ) → 〈Yp〉 quand ξ → +∞. On érit
pour ela u˜ sous la forme
u˜(t, ξ) = α +
〈Yp〉
c
ξ + Zp(ξ − ct) + v(t, ξ).
La fontion v(t, ξ) vérie alors l'équation
vt − vξξ + cvξ = −Yp(ξ − ct)e−u˜,
ainsi que l'estimation v(t, ξ) = O(e−βξ) quand ξ → +∞ (f proposition 4.5.3). Par les
estimations paraboliques, on en déduit que |vt(t, ξ)|, |vξ(t, ξ)| → 0 quand ξ → +∞. Par
onséquent,
u˜t + cu˜ξ = (−cZ ′p(ξ − ct) + vt) + c(〈Yp〉+ Z ′p(ξ − ct) + vξ),
= 〈Yp〉+ vt + cvξ −−−−→
ξ→+∞
〈Yp〉.
Cei onlut la démonstration de la proposition 4.2.4.
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