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Abstract. Some common singular ODES can be solved by standard codes after a transformation 
and a trivial modification of the equation to prevent division by 0. 
1. INTRODUCTION 
There are a number of interesting physical problems that lead to ordinary differential equa- 
tions (ODES) of the form 
Y” + ;Yj = f(z, Y), (I) 
see, e.g., H.T. Davis [2, Chapter 12, sections 5-71 and the references cited in [l, 4, 51. 
Typically (1) arises from reduction of the partial differential equation Ay = f(z, y) to an 
ODE by spherical symmetry. In this context it is clear that the solution might have any 
value at the origin, but symmetry requires the first derivative to vanish there. Alternatively, 
y’(0) = 0 is seen to be necessary if (1) is to hold in the limit 2 + 0. Thus we are concerned 
with initial values 
y(0) = A, y’(0) = 0. (2) 
Problems arising from the Laplacian in the presence of spherical symmetry are likely to 
lead to a boundary value problem for the equation (l), and in such a case the initial value 
problem (1, 2) is interesting because it is fundamental to the solution of the boundary value 
problem by a shooting method. 
The usual theory of the numerical solution of the initial value problem for a system of 
ODES does not apply to an equation with singularity like (1). DeHoog and Weiss [4, 51 have 
investigated the application of standard methods to singular problems of some generality. 
Recently Chawla e2 alia [l] have considered the restricted class of problems (1, 2). They 
rewrite (1) as 
(XY)” = xf(z, Y). (3) 
There are a number of methods that take advantage of special second order equations of the 
form 
z ” = g(z, %). (4) 
Chawla et alia [l] study the application of such methods to equations of the form (3), but 
because they are a.pproximating y in (3), th eir approach differs from the classical one and 
requires its own justification. An alternative that seems very natural is to introduce the 
variable z = cy and the function g(z,z) = z~(z,z/z), and then solve (4) with a standard 
code for this special class of equations. It is far from clear that this is possible. There is an 
obvious practical difficulty with the definition of g at the origin, and the standard theory 
does not apply to g. In this communication it is shown that with practically no effort, this 
function can be modified so that the numerical solution for z is completely routine in both 
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theory and practice. If codes for special second order problems are not available, it 
to introduce variables tr = xy and ~2 = 2; to convert (2, 4) to a first order system 
is usual 
(5) 
Because the analysis is a little more complicated for (5) and because codes for first order 
systems are more widely available than those for special second order systems, we present 
the details for the solution of (5). 
2. A MODIFIED EQUATION 
Our approach is to modify (5) so that it is not singular. It will be assumed that f(x, y) is 
continuous for 0 5 x 5 b and all y and that it satisfies a Lipschitz condition in this region 
with respect to y 
If(x, u) - f(x, u)I I -G - 211. 
A function g(x, 2) is defined in terms of f and a positive parameter 6’ as follows: 
For ~50, 9(x, z) = 0 
For 0 < x 5 b, g(x, z) = xf(x, E) when 1 z I< 82, 
xcf(x, 0) when t 2 9x, 
xf(x, -0) when z 5 -9x. 
It is clear that with this definition, g(x, Z) is defined and continuous for all x 2 b and all Z. 
The key point is that it satisfies a Lipschitz condition with the same constant L as f. The 
principal case is for x > 0 and both IUI < 0x, IV1 < 0x. In this case 
19(x, VI = xf 1 (+ -xf(x,;) Isxr./ y-r ~=Llu-vl. 
All other cases are verified in the same way. 
Instead of solving the problem (5), we solve the modified problem 
(6) 
The vector function F is obviously continuous, and we now show that it satisfies a Lipschitz 
condition with constant p = max(1, L). Let U be the (column) vector (Vi, UZ)~ and similarly 
for V. In the Euclidean norm 
llF(x, V) - J’(x, V)l12 = (Vz - IQ2 + (9(x,&) - 9(x, Vi))” 
5 (U, - v2)2 + L2(U1 - IQ2 5 p211U - VII? 
Because F is continuous and Lipschitzian, the modified initial value problem (6) has a 
solution and it is unique. Notice now that F(x,O) E 0 so that 0 is a (constant) solution 
of the differential equation in (6). A standard bound on how fast two solutions can spread 
apart then gives us 
114~) - 011 2 exdp x)ll40> - 011. 
When Z(X) is the solution of the initial value problem (6), this inequality yields 
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z 
a(x) = Q(O) + 2; (t)dt. 
0 
Using the bound just developed on 22(z) and the facts that zl(O) = 0 and z{(t) = .22(t), we 
obtain 
l~l(~>l I 
J 0 
B lAlePtdt = F[epz - 11. 
On any finite interval [0, b] there is a constant y such that exp(p z) 5 1 + y 2, hence 
1%1(X)1 5 mx for 0 < x 5 b. 
P 
Because the quantities y,p,A do not depend on the choice of the parameter 8, we are free 
to take 
fl> max(-Ml~, IAl>. 
With such a choice, we have ]zr(x)/x] < B for 0 < x 5 b, hence 
Zl (xl s(x, a(x)) = xf 2, -y- . ( > 
This tells us that the unique solution z(z) of the modified problem (6) is a solution of the 
original problem (5). I n view of the initial conditions zi (0) = 0, zi (0) = A, any regular 
solution zi(2) of (5) must be approximately equal to Ax for sufficiently small x, hence 
satisfy ]zi(z)/z] < 8 f or all sufficiently small x. Accordingly, it must coincide with the 
unique solution z(x) of the modified problem. 
3. SOME NUMERICAL OBSERVATIONS 
According to our analysis, solution of the modified problem is a standard task and con- 
vergence takes place at the rate expected on the basis of the smoothness of g. Only if the 
numerical solution should leave the sector specified by 0 is any action required. Of course, 
something must be done about the initial point. When solving (5) or the equivalent special 
second order equation, 
% z(O) = 0, r'(O) = A, 
it is necessary to program the subroutine defining the function x f(x, J) so that for x = 0, 
it will return the value 0 rather than naively evaluating the function, i.e., at this one point 
we must evaluate g rather than f. It is a delightful fact that there is no need actually to 
modify the problem except in this trivial way. This is because the value of 0 does not matter 
as long as it is big enough. Solution of the modified problem is routine and as long as the 
numerical solution does not leave the sector defined by 8, we also have a solution of the 
unmodified problem. For sufficiently large 0, our a priori bound on zi(x) and convergence 
for the modified problem guarantee that the numerical solution wil not leave the sector, 
hence that the functions g and f will coincide and zi(z) will be the solution of the original 
problem. 
Because in our approach solution of these singular problems is accomodated within the 
standard theory, there is little point to presenting numerical examples. It is worth remark 
that we did solve all the examples in Chawla e2 alia [l] as first order systems with a well- 
known Runge-Kutta code RKF45 due to Watts and Shampine that is available in [3], and 
found this to be not only completely straightforward but quite inexpensive. 
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