M
any national and international regulatory bodies require assessment of the ecological risks of industrial and agricultural chemicals. For example, the US Toxic Substances Control Act requires ecological risk assessment for new and existing industrial chemicals (Zeeman and Gilford 1993) , and the Federal Insecticide, Fungicide, and Rodenticide Act (FIFRA) makes similar requirements for pesticides (Touart 1995) . Since the 1990s, the European Union has likewise developed legislation requiring that ecological risk assessment be conducted for industrial and agricultural chemicals.
The risk assessment process has come under increasing attack for being both too slow and too simplistic scientifically. For example, although the European Union legislation for existing chemicals has been in place for about a decade, risk assessment has been performed on fewer than 10 chemicals, a small number considering that 100,000 or so chemicals have been registered by industry. Currently, the risk assessment process is under review, and there is pressure from various stakeholders to replace the scientific approach with one based more upon the "precautionary principle, " that is, applying controls to chemicals in advance of scientific understanding if there is a presumption that harm will be caused. This issue highlights the dilemma of balancing industrial output, and its many benefits, with environmental protection and challenges the ability of the scientific approach to properly inform this process.
In this article we briefly describe the process of ecological risk assessment as applied in the control of chemicals. We pay particular attention to the extrapolation methodology as a pragmatic way to develop an assessment of effects on ecological systems with the minimum amount of empirical information. The use of extrapolation in ecological effects assessment has been reviewed before (Chapman et al. 1998, Duke and Taggart 2000) , but we not only describe extrapolation methodology but also critically consider the rationale behind it, with the aim of producing a more refined though still pragmatic approach.
In principle, ecological risk assessment should evaluate the likelihood of harm being caused to ecosystems or their components through exposure to a specific concentration of a chemical. In practice, this involves determining the concentration that is unlikely to cause harm in exposed systems and comparing that with some estimate of exposure concentration (Zeeman and Gilford 1993,Van Leeuwen and Hermens 1995) . Harm to populations means reductions in population density, usually expressed in terms of population growth rate (r or λ) or carrying capacity (K) (Sibly 1996) . Harm to ecosystems means impairment to processes that bring services (e.g., the process of microbial decomposition provides the service of waste treatment) (Cairns and Pratt 1995) . Such harm may arise when the functioning of one or more species in the system is impaired or as a result of changes in species composition (i.e., changes in ecosystem structure).
The sources of uncertainty in risk assessment are many and include both lack of understanding (which could in principle be attenuated after further study) and true variability (which cannot be reduced, because it derives from the inherent properties of ecosystems and their components). Uncertainty is somewhat less of a problem when risk assessments are site specific and the targets are more precisely defined (e.g., assessing the risk that a particular pesticide will enter a defined body of water and that species within that body will be exposed to and impaired by the pesticide). However, in the context of chemical control, ecological risk assessments are often of a more general nature and the targets are not well defined (e.g., assessing the risk of a new chemical for aquatic ecosystems). For new chemicals, US and European legislation requires that standard ecotoxicological data be generated as input to the risk assessment, but it is rare that effects will have been measured in actual ecosystems. Therefore, there will always be some degree of uncertainty involved. For existing chemicals, the kind and amount of ecotoxicological data available vary widely. In some cases the data may be limited to the minimal information required for labeling, the socalled "base set" (i.e., exposure concentrations that cause acute toxicity in a fish, a crustacean, and an alga). Clearly, predicting a chemical's risk to ecosystems from acute laboratory toxicity tests that involve less than a handful of standard test species is fundamentally uncertain.
In recognition of both the uncertainties involved in extrapolating chemical effects from laboratory ecotoxicological test results to natural ecosystems and the need to keep risk assessment as cost-effective as feasible, the practice of risk assessment has evolved a tiered structure (Zeeman and Gilford 1993 ,Van Leeuwen and Hermens 1995 , Walker 1995 . The first tier involves few data (often the base set) and presumed worst-case assumptions to generate an initial assessment of risk. If the initial risk assessment indicates negligible risk, then no further refinements are required. If, however, the initial risk assessment indicates some cause for concern, a more refined risk assessment is performed. At the higher tiers of the risk assessment, more data (on both exposure and effects) are gathered, and the objective is to make the assessment more realistic. Thus, the lower tier ecotoxicological tests are designed with short-term (so-called acute) exposures to high concentrations of chemicals in which mortality is the most common endpoint measured. At the higher tiers, the tests are generally conducted over a longer (so-called chronic) time period, to include different life stages (e.g., juveniles and adults) and various sublethal indicators of performance (most often reproduction and growth).
In extrapolating the results of ecotoxicity tests to more complex systems, it is necessary to take into account the following:
• The test endpoint measured is usually not a direct indicator of population density changes.
• Responses to acute exposure involving high concentrations in ecotoxicological tests need to relate to field situations where low concentrations may persist over long periods of time and thus may lead to chronic responses.
• Responses from the species tested need to be related to responses of communities of species within ecosystems.
• Changes in ecosystem structure need to relate to changes in process. Table 1 generalizes these types of extrapolation and distinguishes between those that need to be applied within species as compared with those that need to be applied among species.
In practice, these extrapolations are addressed by applying various factors (so-called application, assessment, safety, or uncertainty factors [Chapman et al. 1998, Duke and Taggart 2000] , but which we prefer to label as extrapolation factors) to the observed endpoints in order to derive an exposure concentration below which adverse effects on complex ecological systems are unlikely to occur. The Technical Guidance Document (EU TGD), used in association with existing and new substances legislation within the European Union (CEC 1996) , provides specific recommendations on the size of extrapolation factors to be applied under different circumstances to derive such a predicted no-effect concentration (PNEC) for aquatic ecosystems. These factors are summarized in Table 2 ; dividing these factors into measured endpoints yields the PNEC. Endpoints from acute tests are usually expressed as concentrations affecting 50% of the test popula- . A similar set of assessment factors has been used for over 15 years in the United States by the Office of Pollution Prevention and Toxics (OPPT) to set "concern levels" (i.e., the level of chemical exposure in the environment at or above which significant risks to aquatic organisms are likely) (Zeeman and Gilford 1993, Zeeman 1995) (Table 3 ). In principle, there is a certain amount of flexibility possible in that the legislation does not preclude the use of professional judgement. However, as a general rule, the application factors shown in Tables 2 and 3 are usually applied. Thus, as the quantity of test data increases and their quality approaches field conditions, the size of the extrapolation factor diminishes. Implicit in these factors is the assumption that, in terms of chronic effects, the most sensitive species in an ecosystem would not be more than one order of magnitude more sensitive than the most sensitive of the tested species in the laboratory. A second factor of 10 is presumed to capture the difference between acute and chronic effect concentrations, and a third factor of 10 is presumed to capture the difference between chronic effects measured in single species in the laboratory and in systems in the field. These allowances are summarized in Table 2 . Similar allowances are made, but more explicitly, in human health risk assessment (Vermeire et al. 1999) .
Is extrapolation a good idea?
Potentially, extrapolation can help to facilitate the risk assessment process and thereby contribute positively to environmental protection. If done appropriately, extrapolation, combined with a tiered approach, can help make ecological risk assessment more cost-effective. Employing a tiered approach and appropriate methods of extrapolation should act to speed up the process of risk assessment by minimizing the amount of time and effort devoted to low-risk chemicals and should help to focus attention on problem areas at an early stage in the risk assessment. This could also have the effect of eliminating unnecessary animal testing. With the element of precaution built into the process (i.e., starting with worstcase assumptions and large extrapolation factors), it should allow rapid identification of potentially harmful chemicals without having to wait for the results of an entire package of detailed and long-term studies.
On the other hand, if not performed appropriately, extrapolation may mislead and thereby hinder environmental protection. Because the tiered approach allows the risk assessment to stop when and if risk is deemed to be negligible, it is essential that the extrapolation factors applied at each tier lead to neither over-nor underconservative estimates of risk. Extrapolation factors that are too small to account for the uncertainty between the measured test result and ecosystem effects will allow potentially dangerous chemicals to slip through the process without undergoing adequate assessment. Extrapolation factors that are too large and that overestimate the uncertainty between the measured test result and ecosystem effects will slow down the risk assessment process by requiring more chemicals to proceed through more tiers. This can deny society the benefits of potentially valuable chemicals with undesirable consequences for human health, the economy, and even ecological systems (e.g., by preventing the removal of pests, disease, or invading species).
Hence it is clear that extrapolation plays a crucial part in the risk assessment process and that it needs applying with understanding and due regard to the consequences of being wrong.
Are current extrapolation methods adequate?
In the following section we refer to recent reviews and provide some of our own analyses to evaluate the extent to which currently applied extrapolation factors are likely to account for the various sources of uncertainty indicated in Table 1 . Calabrese and Baldwin (1993) Table 3 . OPPT assessment factors used in setting "concern levels" for new chemicals (Zeeman 1995).
Data on chemical or analogue Assessment factor
Limited (e.g., only one acute LC 50 via structure-activity models) 1000 Base set acute toxicity (e.g., fish and daphnid LC 50 and algal EC 50 ) 100 Chronic toxicity results 10 Field test data for chemical 1 compared them with similar factors employed in human health risk assessment. They drew attention to the fact that whereas extrapolation factors have a long history of use in ecological risk assessment, they have not been as well articulated as have been extrapolation factors in human health risk assessment. They made their own recommendations for the size of factors to use for the different kinds of ecological extrapolation but noted that, in contrast to the situation for human health, there was a lack of general consensus in the scientific community on the size of factors that should be used. This still appears to be the case (e.g., Chapman et al. 1998 , ECE-TOC 1993 , Roex et al. 2000 ). An analysis of published case studies of ecological risk assessments indicated that, in practice, extrapolation factors have been inconsistently applied and are not uniformly conservative (Duke and Taggart 2000) .
To gain additional insight into the appropriateness of the application factors recommended by the EU TGD for existing and new substances legislation, we examined recent published and online databases of chemical effect concentrations. Although a number of such databases exist, the majority were not entirely appropriate for our purposes. Either effects data were available for too few species, acute effects were measured in different suites of species than those for which chronic effects were available, or the measured chronic endpoints differed for different species. The most suitable data set that we could find was from Roex and colleagues (2000) . They carried out a meta-analysis on a variety of studies either using endpoints calculated directly by the original authors or recalculating endpoints from data provided in the publications. Although the data were insufficient to make interspecies comparisons for all of the chemicals in this set, Roex and colleagues had the benefit that acute and chronic effects were measured for each chemical for each species in the same experiment (which allowed a comparison of the relative interspecies variability in acute versus chronic responses, independent of differences in test design) and that the same endpoints were measured for all chemicals and species (i.e., which is necessary to make meaningful interspecies or interchemical comparisons). The details of our analyses will be described below. Partly on the basis of these results and partly on the basis of relevant published literature each of the kinds of extrapolation outlined in Table 1 will be considered in turn.
Extrapolating among endpoints within species.
There are at least two possible complicating factors in extrapolating from individual-level endpoints to population-level effects: (1) those arising from population dynamics and (2) those arising from the effects of population density. These have been examined using analytical techniques, simulation, and literature review (Forbes and Calow 1999 , Forbes et al. 2001a , 2001b . The issues arising out of the dynamics are considered first followed by discussion of the complications arising from density effects.
Despite the concern that small, statistically undetectable effects on several individual life-cycle traits might be magnified into large effects at the population level, a review of the available literature found no evidence to support this concern (Forbes and Calow 1999) . Population growth rate, r, was less than or as sensitive as the most sensitive individual life-cycle trait, measured both as NOEC (no observed effect concentration) and as percent reduction. However, when analyzed across species and toxicants, effects on survival, reproduction, or development, analyzed singly, were only weakly predictive of population-level effects, and the individual life-cycle traits showed little consistency in relative sensitivity across either species or toxicants. In other words, though it appears that effects on population growth rates would not be underestimated by extrapolating effects measured on the most sensitive individual-level response, this presumes that the most sensitive individual-level response be measured in tests. Since there is no consistency in which trait(s) is(are) the most sensitive, we have argued (Forbes and Calow 1999 ) that a better approach for estimating population-level impacts of toxic chemicals is to integrate effects measured in terms of survival, reproduction and timing in terms of population growth rate.
In assessing the effects of toxicants on population growth rates, the starting value of r (or λ = e r ) is critical. The population-dynamics consequences of effects of toxicants on survival (S), reproduction (n), or timing (t), in a growing population may be very different than in a shrinking population. Population models can be used to extrapolate toxicant effects on various combinations of individual life-cycle variables to effects on population dynamics. Both analytically and by simulation, Forbes and colleagues (2001b) demonstrated that for populations with multiplication rates close to one, effects of toxicants at the population level are likely to be less than or equal to effects on individual life-cycle traits for a broad range of life-cycle types. It appears that populations growing rapidly may be more sensitive to toxicant effects on individual life-cycle traits such that the effect of the toxicant is magnified at the population level, but such effects may be less serious in very rapidly growing populations. It is noteworthy in this regard that most of the studies reviewed by Forbes and Calow (1999) (and indeed most laboratory ecotoxicity tests) were conducted under conditions of rapid population growth.
Our tentative conclusion from the evidence to date is that, whereas it may not be necessary to divide by an additional factor to extrapolate from effects measured on survival, reproduction, or development to effects on populations, more accurate estimates of population-level effects are obtained by integrating the combination of these responses in terms of population growth rate.
In considering how density influences population responses to toxicants, it is important to recognize that most experimental work has been carried out under conditions in which density is not limiting and rates of population growth are rapid. Theoretical considerations indicate that densitytoxicant interactions at the population level can be additive, more than additive, or less than additive (Forbes et al. 2001a ). The few simulation studies that have been done suggest less than additivity, whereas the few empirical studies combining density-dependent effects (e.g., food limitation) and toxicant exposure have produced mixed results. Details of the experimental design influence the kinds of interactions that may be observed, and these deserve more careful consideration in the future. On the basis of current knowledge, it is difficult to make general conclusions as to whether density-dependent factors are likely to exacerbate, ameliorate, or add to toxicant effects on populations, and this is an area in which more thorough study, including analyses of populations in the field, is needed.
Extrapolating acute effects to chronic effects within species. Because acute tests are more rapidly and easily carried out than chronic tests, there are many more acute test results in the literature than chronic results. Thus, it is often necessary to extrapolate from acute responses to chronic effects. On the basis of current understanding, it is not possible to derive general acute-to-chronic ratios (ACRs) from mechanistic models, and so it is necessary to derive them empirically.
The EU TGD presumes that a factor of 10 should cover the extrapolation from acute to chronic effects (Table 2 ). Analysis of an extensive database by the European Centre for Ecotoxicology and Toxicology of Chemicals (ECETOC) led to the conclusion that ACR (measured as the ratio of acute EC 50 to chronic NOEC) was variable, that it varied among different classes of chemicals, but that a factor of 40 accounted for most of the variability. Other authors have reported both higher and lower ACRs (Calabrese and Baldwin 1993 , Roex et al. 2000 , Duke and Taggart 2000 . Variability in ACRs may occur because the NOECs have been based on different exposure periods or have used different endpoints, because toxicants with different modes of action have been included, or because of interspecies differences in toxicodynamics or life history. Roex and colleagues (2000) compared ACRs for different classes of chemicals (nonpolar narcotics, polar narcotics, specifically acting compounds, and heavy metals). In this analysis, the ACRs were derived slightly differently; that is, acute effects, defined as LC 50 (median lethal effect), were compared with chronic effects, defined not as NOEC but as the lowest-observed effect concentration (LOEC) for population growth rate (r). Clearly this should lead to smaller ACRs than those based on NOECs. A factor of 10 has been suggested as the LOEC/NOEC ratio by some authors (Chapman et al. 1998) , but this would be inconsistent with an LC 50 /NOEC of 10 as implied in the EU TGD. Roex and colleagues (2000) only used ACRs from studies in which an acute LC 50 and a chronic LOEC could be calculated from the same experiment, thus avoiding interlaboratory and interexperimental sources of variability in the ACR calculations. For all chemicals and species (n = 107), the distribution of ACRs was highly skewed to the right with a number of extremely high values. The mean ACR for the entire data set is 9.1 (based on back-transformation of the log 10 -transformed values), which is very close to the factor of 10 implicit in the EU TGD. However, the variability in the ACRs was substantial; it ranged from a minimum of 0.79 (for the rotifer Brachionus rubens exposed to pentachlorophenol) to a maximum of 5495 (for the guppy Poecilia reticulata exposed to zinc [Zn] ). Of a total of 107 chemical-species combinations, 36% of the cases had an ACR greater than 10; 9% had an ACR greater than 100, and 5% had an ACR greater than 1000.
To obtain an idea of how much of the variability in ACR could be explained by chemical class, we performed an analysis of variance (ANOVA) on the log-transformed data. Although the ANOVA was highly significant (p = 0.018) suggesting that chemical class is an important determinant of variance in ACR, this factor only explained 9% of the variance in ACR, leaving 91% unexplained. Much of the remaining variance may be due to interspecies effects. Considering just the base set species, the cladoceran Daphnia magna, we found a slightly lower-average ACR of 7.3 and a somewhat lower variability (i.e., the variance for the whole set was 2.3 times higher than for Daphnia alone). An ANOVA for D. magna indicated that 30% of the variance in ACR could be explained by chemical class, leaving 70% unexplained.
Thus within species, the acute-to-chronic ratios are variable. It may be possible to reduce uncertainty by using more precise ACRs for specific classes of chemicals. However, since interspecies differences may be at least as important a contributor to variation in ACR as is chemical class, applying standard chemical-specific factors for all species may not improve the precision of the extrapolation markedly.
Extrapolating from test species to others. It is possible to identify two separate sources of interspecies variability:
1. Physiological variability among species leads to variance in individual-level endpoints in response to a particular toxicant (e.g., differences in LC 50 ). Accounting for interspecies variability in acute and chronic responses to chemicals has long been a concern in ecotoxicology. Whereas there are no universally sensitive or tolerant species, there are a number of species that for various practical or historical reasons (or both) have gained standard use in ecotoxicity testing. There remains considerable uncertainty as to the degree to which the responses of such standard test species to toxic chemicals reflect the sensitivity of species composing real aquatic communities.
Most efforts have focused on comparing physiological variability among species that result in differences in mortality, growth, or reproduction upon exposure to chemicals. The issue of how life-cycle differences may influence interspecies variation in response to toxicants has received much less attention. However, we know that life-cycle type influences the relationship between S, n, and t and population growth rate, and some general rules for these relationships can be de-rived from life-cycle theory (Calow et al. 1997) . Notwithstanding this, current extrapolation methods assume that variability in toxicant sensitivity among species is due entirely to physiology, and those methods ignore life cycles. For example, interspecies variability in toxicant sensitivity is frequently expressed as variability in LC 50 or as variability in NOEC for either survival or fecundity. Generally, what is not considered is the fact that a 50% decrease in survival or a given percent decline in fecundity may have very different implications for species that only reproduce once during their life cycle (i.e., semelparous) compared to species that reproduce more than once (i.e., iteroparous).
From the total of 60 chemicals analyzed by Roex and colleagues (2000) , in only 17 were there acute and chronic data for more than one species. We reexamined these data and compared variability among species in acute LC 50 with variability among the same species in the LOEC for the population growth rate (r). For these chemicals, Table 4 summarizes the minimum and maximum effect concentrations, the factor difference between the minimum and maximum, and the number of species for which data were available.
Examining the factor differences between most-and leastsensitive species shows that there is substantial variation among chemicals. Some of this variation is probably due to the fact that different species were included in the data sets for each chemical. However, an advantage of this data set is that the same species were tested for both acute and chronic toxicity for each chemical. Thus interspecies variation in acute versus chronic sensitivity will not be confounded by choice of species. As Table 4 shows, the median variability among species in chronic toxicity is about four times greater than the median variability among species for acute toxicity (compare with Baird and Barata 1999) . Also, the species that was most sensitive in terms of chronic effects on population growth rate was not necessarily the most sensitive in terms of acute LC 50 . In one case that involved zinc, the species that had the lowest LOEC for population growth rate (the guppy P. reticulata) had the highest acute LC 50 . For acute effects, 12 of the 17 chemicals shown in Table 4 had interspecies differences greater than a factor of 10; five differed by more than a factor of 100; and two chemicals differed by more than a factor of 1000. For chronic effects, 13 of the chemicals in Table 4 showed interspecies differences greater than a factor of 10; seven differed by greater than a factor of 100; and five differed by a factor greater than 1000.
The interspecies variability indicated in the data set of Roex and colleagues (2000) is not necessarily representative of the extrapolation between an endpoint measured in selected test species and other untested species making up a community. If we selected test species at random from an ecosystem, we would have a high probability of sampling near the mean and could use this to argue for a lower extrapolation factor than that indicated by considering the entire range of sensitivities. But test species are clearly a nonrandom sample of the species occupying natural ecosystems, and we do not know where in the sensitivity distribution they lie. Some believe that selected test species tend to be more sensitive than other species; for example, ECETOC (1993) showed that the key base set species, D. magna, was more sensitive than all fish for 60% of the chemicals in their data set and more sensitive than other invertebrates for 76% of the chemicals in their data set. The results for algae were even more impressive. An alternative view could be that test species are selected by de- Table 4 . Interspecies variability. Minimum and maximum acute and chronic effect concentrations (in µM) (Roex et al. 2000, app. 1). All chemicals for which effect data were available for more than one species are shown. Columns 5 and 8 show the factor difference (max/min) between the most and least sensitive species in acute LC 50 and chronic LOEC, respectively. For all 17 chemicals, the median factor difference in LC 50 is 15.9; omitting the very high value for fenitrothion gives a median of 14.9. The median factor difference for chronic LOEC for all 17 chemicals is 60.3; omitting the very high value for fenitrothion gives a median of 53.4. Extrapolating from structure to process. Different kinds of relationships between structure and process have been proposed by ecologists, and these relationships have different implications for risk assessment. The rivet popper hypothesis (Ehrlich and Ehrlich 1981) likens the removal of species from an ecosystem to the removal of rivets from an airplane; as each is removed the structure is weakened, gradually resulting in functional failure. Thus changes in system structure and process should be rather closely correlated, and therefore either one would provide relevant endpoints for risk assessment. In contrast, the redundant species hypothesis (Walker 1991, Lawton and Brown 1993) , in which several species in an ecosystem perform the same process (e.g., primary production, decomposition), suggests that as certain species are removed, others take over their function and thus buffer the ecosystem from changes in the rates of critical processes. Thus in functionally redundant ecosystems or parts of ecosystems, changes in structure (i.e., species composition) would be more sensitive indicators of toxicant impact than changes in process and would provide conservative endpoints for risk assessment. A third kind of relationship between structure and process has been proposed in which certain species play much larger functional roles than others. This could be because they function as keystone predators (Paine 1966) or as ecosystem engineers (Jones et al. 1994 ). In such ecosystems, the relationship between structure and process depends critically on the identity of the species involved. Many nonkeystone species could be lost without any observable changes in important processes, but if a single keystone species were to be removed, dramatic changes in both the structure and functioning of the system could result. If they can be identified a priori, keystone species would clearly provide important endpoints for risk assessment. As a general approach, however, we will often not know the identity of the keystone species so that protecting species in general is necessary to ensure that keystone species are not lost. Thus, whichever of these models applies, the act of protecting species should also protect ecosystem processes, and the more functional redundancy that there is in a system, the more overprotective such an approach will be. Given that current extrapolation approaches focus on protecting sensitive species, we do not need to include additional allowances to cover effects on ecosystem process.
How can the process of extrapolation be improved?
Current approaches to risk assessment are based on the tolerances of individual species to chemicals, and there is no extrapolation factor applied to account for the uncertainty between ecosystem structure (i.e., species composition) and ecosystem process. It is implicit that protecting the most sensitive species in an ecosystem will protect ecosystem processes. Although ecologists still debate the exact relationship between ecosystem structure and process, it is generally held that measures of process are no more sensitive than measures of structure, and therefore there is no need to apply an extrapolation factor larger than one to account for uncertainties here.
Extrapolating from effects measured on individual survival, reproduction, and development can best be performed by integrating these in terms of population growth rate. The response of any single individual-level response (e.g., survival) will at best provide a weak predictor of effects on population growth rate across different species and toxicants. However, there is little to suggest that effects measured on single individual-level responses lead to gross (i.e., order of magnitude) underestimates of population-level responses. Therefore use of an additional extrapolation factor to account for the uncertainties in these relationships does not seem warranted.
Extrapolating from acute to chronic responses and extrapolating from the responses of one species to another are the most problematic steps in the extrapolation process. There are substantially varying views on the size of extrapolation factors that are most appropriate, and empirical analyses have shown wide distributions in both interspecies tolerances and acute-chronic effect ratios. It may be possible to reduce some of the uncertainty in acute-chronic extrapolations by accounting for a chemical's mode of action (Roex et al. 2000) . However, this still leaves a measurable degree of unexplained uncertainty in the extrapolation, and future efforts need to be devoted toward reducing this further.
To address interspecies extrapolations, alternatives to applying a fixed extrapolation factor have been developed. These methods involve fitting the chronic test results for individual species to a statistical distribution and estimating from the resulting curve the chemical concentration that is expected to not affect a defined percentage (usually 95%) of the species in the distribution. However, these methods, which give the appearance of greater sophistication than do fixed extrapolation factors, suffer from a number of problems, including both untested and untestable assumptions (Forbes and Forbes 1993 , Smith and Cairns 1993 , Forbes and Calow 2002 , and it remains to be demonstrated that they lead to better risk assessments.
In summary, we know less about the variability in species sensitivity than is necessary to do an effective extrapolation. In particular, we have little precise information on the form and extent of the species sensitivity distributions of communities in nature. This not only makes it hard to quantify fixed extrapolation factors but undermines the species sensitivity distribution approaches as currently applied. In using fixed extrapolation factors, it would appear that the factor of 10 to allow for interspecies differences (Tables 2 and 3 ) may be underprotective for a substantial fraction of chemicals. Our analysis indicates that interspecies variability in chronic responses can exceed three orders of magnitude (even among widely used test species that are not taxonomically distant). The fact that current approaches apply the extrapolation factor to the most sensitive of the species for which data are available may help to some extent.
We used Monte Carlo simulation to multiply the fitted distributions of acute-to-chronic ratios and interspecies LOECs from the data set of Roex and colleagues (2000) , both of which were lognormal, to obtain a distribution of extrapolation factors that should allow for the acute-to-chronic extrapolation and the interspecies variability in chronic responses (see Vermeire et al. 1999 for a similar analysis for human health risk assessment). If the allowances shown in Table 2 are correct, the combination of the two distributions should result in a distribution of extrapolation factors centering on a value of 100. However, even omitting one very large outlier for the interspecies LOECs, we found that there is a 100% probability that the extrapolation factor derived by combining these two distributions is greater than 1000 and an approximate 20% probability that it is greater than 10,000. On the basis of this limited data set, there could be an argument for increasing the extrapolation factor, when only acute data are available, by an order of magnitude. We use this kind of probabilistic analysis as a pointer toward developing an approach that represents an improvement over the use of fixed extrapolation factors, not the least because it allows the degree of conservatism in the risk assessment to be estimated.
The way forward
A possible conclusion from our own analyses and from other reviews that draw attention to considerable variability in extrapolation factors is that, as an interim measure, the factor by which acute data are extrapolated in the first tier of the risk assessment might be increased by a factor of 10. This conclusion is supported by actual data, and might be seen as a more credible development of the extrapolation methodology. However, our analyses are based on a very limited data set since this was the only one we could locate that gave an opportunity for appropriate comparisons. Clearly our results should stimulate further detailed consideration of the variability in sensitivity associated with particular systems of interest for protection. In particular, priority should be given to determining how the sensitivity distribution of species in real ecosystems compares to distributions generated from species commonly used in laboratory ecotoxicological tests. Furthermore we suggest that the development of more theoretically based models to explain intra-and interspecies variability in sensitivity to chemicals should receive attention.
Dissatisfaction with both the speed and the uncertainties associated with ecological risk assessment has led some to advocate replacing risk assessment with the precautionary principle. We believe that this trend is unfortunate for several reasons and that widespread application of the precautionary principle will not necessarily lead to better environmental protection. We believe that risk assessment is a rational means of regulating chemicals and that a tiered approach, designed to minimize unnecessary testing of low-risk chemicals, is necessary to maintain cost-effectiveness. Extrapolation is a necessary part of risk assessment, and there are good reasons for avoiding both overconservative and underconservative extrapolations. Whenever possible, uncertainty should be reduced by defining the targets of the risk assessment more precisely. Individual-level responses often provide protective estimates of population-level effects, and changes in ecosystem structure are likely to provide protective estimates of changes in ecosystem processes. Sometimes these estimates of effect may be very overprotective, but until further improvements in our understanding of intra-and interspecies differences in sensitivity to chemicals occur, focusing testing on individual-level responses and changes in species composition rather than on ecosystem processes is not likely to lead to gross underestimates of chemical effects on natural ecosystems. Applying fixed extrapolation factors to extrapolate from acute to chronic toxicity within species or to extrapolate chronic toxicity among species will frequently result in inaccuracies. Given the form of the distribution of uncertainties in these extrapolations (which are skewed right), underestimates (leading to too-small extrapolation factors) will tend to be more extreme than overestimates (that lead to too-large extrapolation factors). Thus, there is room for improvement in the extrapolation process as performed today, and if such improvements can be made, they will go a long way toward increasing confidence in ecological risk assessment.
