Several classical facts due to Lyndon, Shenitzer, and Baumslag about ranks of subgroups generated by solutions to equations over the free group are generalized and given a uniform proof.
Introduction
In 2 a forthcoming paper on the Krull dimension of limit groups, we reduce (part of) the problem to the following question: Question 1.1. If φ : G ֒→ H is an injection of hyperbolic limit groups, and H is a quotient of the group
n , such that γ i is not a proper power for all i, what conditions must be placed on the homomorphism φ to ensure that the map G ′ → H is an isomorphism?
If G and H are free then rk(G) ≥ rk(H). If rk(G) = rk(H), then a theorem of Baumslag's (in the case n = 1) tells us that the element to which a root was added must have been a basis element. We generalize this fact to arbitrary n and give topological tools necessary to prove a generalization for non-free groups. In a forthcoming paper we prove the next theorem. If G is a fintely generated group with Grushko factorization G 1 * · · · * G p * F q , the Scott Complexity of G is the ordered pair sc(G) = (p + q, q). Scott complexities are ordered lexicographically. With respect to these Grushko factorizations φ(G i ) ⊂ H i , φ(F q ) ⊂ F q , and each γ i is conjugate into a freely indecomposable free factor or F q .
Thus Question 1.1 is reduced to a question about adding roots to freely indecomposable free factors of limit groups. In another paper, Baumslag's result will be further generalized to the JSJ decompositions of limit groups, enabling an inductively defined answer to the question. This paper sets up the topological methods necessary to prove Theorem 1.2.
Before moving on to the statements of theorems proved in this paper, a short outline of the history of ranks of subgroups generated by solutions to equations defined over F is in order.
The first equation over the free group which recieve much attention is Vaught's equation a 2 b 2 c 2 = 1. In 1956 Lyndon showed that the free group generated by any solution set to Ω in F has rank 1, i.e., if a, b, c are solutions to a 2 b 2 c 2 = 1, then a, b, and c commute with one another. This was later generalized by Lyndon and Schützenberger ([LS62] ) to "if a p b q = c r in a free group, then a b and c are powers of a common element." In its original form, p = q = r = 2, this amounts to the fact that a non-trivial commutator in a free group isn't a square. In the general case p, q, r ≥ 2, the proof is more complicated since an analysis can't be carried out in a surface whose fundamental group is a connected sum of three projective planes.
The next step in generalizing Vaught's equation was Baumslag's study of solution sets of the equation ω(x 1 , . . . , x n ) = g k . (See above.) Computing a complete solution set for arbitrary ω and k > 1 seems to be nearly impossible, however something can still be said about the rank of the subgroup generated by a solution set. In 1965, Baumslag showed that if ω is neither a proper power nor a basis element, then the rank of the subgroup generated by a solution is at most n − 1 ( [Bau65] ).
A remark contained in Baumslag's paper suggests a "conjugacy separability" problem for elements of the free group: If α and β are nonconjugate elements of F n , then either (without loss) there is a free factorization F n ∼ = F * α ′ such that α is a power of α ′ and β is conjugate to an element of F , or the rank of the image of every homomorphism F n → F such that α and β are conjugate is at most n − 1.
Chronologically prior to Lyndon-Schützenberger and Baumslag, Shenitzer proved that if an amalgamation G = F n * t F m is free (necessarily of rank n + m − 1!), then t is a basis element of at least one factor F n or F m .
A modern proof of Shenitzer's Theorem might run along these lines: G is free, therefore F n|m ֒→ G may be represented as immersions ι n|m : Γ n|m R n+m−1 . Represent t with immersions of S 1 to Γ n|m , and build a graph of spaces X by gluing an annulus along the immersions of S 1 . Extend ι n|m to a map X → R n+m−1 . Pull back midpoints of edges of R n+m−1 to produce embedded graphs in X transverse to Γ n|m . The preimage graphs must be forests, otherwise F n * e F m ։ G has non-trivial kernel. This implies that the representation of e as an immersion, in one of Γ n|m , must cover some edge only one time, i.e., it is a basis element in one of the factors.
If one drops the hypothesis that F n * e F m ։ F n+m−1 is an isomorphism, this argument fails: the means to conclude that preimages of midpoints of edges are forests disappears.
As a consequence of the folding technique developed in later sections of this paper, we have, after dropping the hypothesis that an amalgamation of free groups along cyclic subgroups is free
For simplicities sake, suppose that e is indivisible in both factors. If G maps onto F n+m−1 , then G is free.
If we drop the hypothesis that e is indivisible in each factor, a complete description of the kernel of every map G ։ F n+m−1 is an easy consequence of Theorem 6.3. We omit a detailed proof of Theorem 1.3 (and the slightly stronger version) since it's an easy exercise in our technique, and instead concentrate on two specific theorems used in applications.
The letter F represents a non-abelian free group.
The rank 3 of a finitely generated group is the rank of the maximal free group onto which it surjects. An element g ∈ G is indivisible if isn't a proper power, i.e., if h k = g then k = ±1. An edge of the graph underlying a graph of spaces is denoted by a lower case letter, and the space associated to that edge is denoted by the same letter upper-cased. Edges of graphs of spaces are oriented, and the edge map associated to the preferred orientation is typically denoted "τ ".
One corollary is that if roots are adjoined to indivisible elements of a free group F , and the resulting group has rank equal to the rank of the original free group, then the set of elements to which roots were added can be conjugated to a basis of a free factor of F . Corollary 1.4 (Adding Roots to Free Groups). If {γ i } i∈I is a finite collection of distinct conjugacy classes of indivisible elements of a free group of rank F of rank n, and
then if G has a homomorphism onto F n , then there exist γ i ∈ γ i such that γ i is a free factor of F , and the natural map i : F → G is the adjunction of k i -th roots to the basis elements γ i . In particular, G is free.
In the case |I| = 1, Corollary 1.4 is Baumslag's theorem. If the hypothesis that G is free is added, then Corollary 1.4 follows almost immediately from Shenitzer's Theorem: γ is not a basis element of k √ γ , therefore γ is a basis element of F .
The next result is the complete statement of the cojugacy separability problem mentioned above. Corollary 1.5. Let F be a free group of rank n > 1, and let Z i < F be finitely many distinct conjugacy classes of maximal abelian subgroups of F . Let t j be stable letters, γ 1 j , γ 2 j elements of i Z i \ {1}. Let G be the group F * t j / t j γ 1 j t −1 j = γ 2 j . Let ∼ be the equivalence relation generated by
If ∼ has no singleton equivalence classes and G has a homomorphism onto F n , then for some i there is a free factorization of F as F = F 1 * Z i such that every element γ s j is conjugate into either F 1 or Z i and F 1 contains a conjugate of some γ s j .
We prove Corollaries 1.4 and 1.5 using a technique which takes a special graph of spaces associated to a graph of free groups over cyclic subgroups and outputs a homotopy equivalent graph of spaces which is as simple as possible. Section 2 defines the graphs of spaces we work over. Sections 3 and 4 convert the graphs of spaces to ones which allow an analysis of the edge spaces. Sections 5 and 6 provide the means to convert the graphs of spaces produced by section 4 to spaces which are in some sense minimal. The final section of the paper proves Corollaries 1.4 and 1.5.
Graphs of Spaces
We work with special graphs of spaces whose vertex spaces are graphs and whose edge spaces cover the vertex spaces in a nice way.
Definition 2.1 (Graph, Graph of Spaces). A graph is a set W with an involution¯and retractions τ, ι : W → Fix(¯) compatible with¯:
The elements of W \Fix(¯) are the oriented edges of the graph. The fixed set of¯is the set of vertices, and the maps τ and ι are the terminal and initial vertices of oriented edges, respectively. We say that an edge e is incident to v if τ (e) = v.
Note that a graph in this sense is a special kind of category. A (ordinary) graph of spaces is a functor from a graph (W, ι, τ,¯) to Top.
Let G be the category of simplicial graphs whose maps are combinatorial immersions. For us, a graph of spaces is a functor from a graph (W, τ, ι,¯) to G . We'll be mostly interested in graphs of spaces which satisfy a rather restrictive criterion on collections of edges incident to vertices.
Members of a graph will be referred to with lower case variables, and their images in G will have capital variable names. If an edge e is incident to v, then we say that E is incident to V, similarly for variables with subscripts. Definition 2.2 (2-Covered). A finite graph V is 2-Covered by {E i } if for every i, there is an immersion τ i : E i V and each edge f of V is the image under τ i of exactly two edges from E i .
For the remainder of this section a graph of spaces will satisfy the condition that if e 1 , . . . , e n are incident to v, then V is 2-covered by τ i : E i V. We fix some notation for graphs of spaces.
• An underlying graph Γ U that the graph of spaces is built on, i.e., if X is a graph of spaces, then X really corresponds to a functor Γ U (X) → G .
• vertex spaces are connected graphs V i .
• Edge spaces in the topological realization are products of intervals with connected "edge-graphs" E j . Edge graphs may be points. Each edge space in the topological realization of X, E j × I, has an embedded copy of E j , E j × { 1 2 }.
For a graph of spaces, there is a natural (not necessarily connected) subcomplex Γ(X) consisting of horizontal edges:
j ×I, with identifications induced by the immersions τ . The horizontal subgraph Γ(X) is the realization of the graph of spaces induced by restricting to the zero skeleta of the vertex and edge spaces. (Note that we cheated a little. When we defined a graph of spaces, we insisted on having connected vertex and edge spaces. Zero skeleta are rarely connected, but the definition makes sense just the same.)
In the next section we define three moves on 2-covered graphs of graphs which are homotopy equivalences. The moves are folding collapsing and reducing. If two graphs of spaces are related by a sequence of moves, we say they are ∼ f olding related. The main theorem of this paper is that if a graph of spaces is simple enough, then it can be decomposed into a graph of spaces whose components, after removal of trivial edges, are itscylinders. See Definition 5.2.
Moves on Graphs of Spaces
A 2-covered graph of spaces is generally an ugly beast, but can be convert ed to a more amenable object by folding, reducing, and collapsing. We handle them in reverse order.
Definition 3.1 (Collapse). If X is a graph of spaces and e is an edge of Γ U (X) with τ (e) = ι(e), and if τ : E → V τ (e) is an embedding, then we can collapse X to X E by crushing the edge space e × E to ι(E). In the topological realization of X, collapse E × I to E × {0}. The resulting vertex is E ι(e) ∪ E τ (e) /τ (w) ∼ ι(w), w ∈ E. The edge maps incident to the new vertex are still immersions, and it's easy to check that the quotient map is a homotopy equivalence which respects π 1 (Γ(X)) → π 1 (X). Definition 3.3 (Reduced). Some graphs of spaces admit trivial simplifications. For instance, the topological realization of a graph with a valence two vertex can be given a simpler description by un-subdividing an edge. A similar statement holds for our 2-covered graphs: If V is a vertex space in X and E 1 and E 2 are the only incident edges, then if both maps E i → V are graph isomorphisms, then X is reducible. By collapsing one of the incident edges, the number of reducible vertices strictly decreases. If X has no reducible vertices, and all valence one vertices have non-zero weight, then it is reduced. Definition 3.4 (Folding). Fix a 2-covered graph of spaces X. Given a set of edges, indexed by J, we define a new graph of spaces X J , called a fold of X. We say that X J is obtained from X by folding.
How to fold: Let V be a vertex of a graph of spaces X as above. Let {(E i , τ i )} i∈I be the oriented edges whose terminal vertex is V. For
.lp be the connected components of V J and {V I\J,q } q=1..lq the connected components of V I\J , and {E J,r } r=1..lr the connected components of V J ∩ V I\J .
For each index p, q, r, introduce new vertices v J,p , v I\J,q , and oriented edges e J,r with τ (e J,r ) the member of {V J,p } that E J,r is contained in, and ι(e J,r ) the member of {V I\J,q } that E r is contained in. Define ι : e J,r → · · · to be τ : e J,r → · · · , where · · · represents the appropriate component V J,p or V I\J,q .
This data, along with the (undisturbed) data from the rest of the graph of spaces X defines a new graph of spaces (in the 2-Covered sense) X J with the vertex space V split apart.
Folding is illustrated in Figure 1 . Note that J may consist of a single element, yet the split space may still be distinct from the original space. Also, beware that it's possible for the underlying graph's complexity to increase: the subgraph of Γ U (X J ) spanned by e J,r may not be a tree. Later, we'll see that neither of these two phenomena occur when the graph of spaces dealt with is the one constructed for the proof of Corollary 1.4.
is unfoldable if for all J ⊂ I, where I is the indexing set of the incident edges E i , one of
holds. If a vertex isn't unfoldable, then it is foldable.
Figure 1: Folding edges E 1 and E 2 together to simplify X.
Unfoldable vertices are particularly nice. Not only do they fall into two basic simple types, folding an unfoldable vertex doesn't change the graph of spaces.
Lemma 3.6 (Structure of Unfoldable Vertices). A reduced unfoldable vertex v has the form
• There is a distinguished edge e 0 adjacent to v. The rest of the edges e 1 , . . . , e m are undistinguished.
• The map E 0 V is not an embedding.
• The maps E i V, i = 0, are embeddings with pairwise disjoint images.
or • v has valence three and all incident edge maps are embeddings. The image of every incident edge space meets every other. There is a vertex w of V which is in the image of every incident edge space.
A fold of an unfoldable vertex in X recovers X.
Definition 3.7. An unfoldable vertex with a distinguished edge e 0 such that E 0 V is not an embedding is degenerate. A vertex that has valence three and whose incident edges embed is non-degenerate.
Proof of Lemma 3.6. Let v be an unfoldable vertex.
If an incident edge E 0 V isn't an embedding, then it's clear we're in the first case of the lemma. Take J = {0}. Then the graph covered by the remaining incident edge graphs is homeomorphic to their disjoint union.
Thus we need to show that the second case of the lemma holds, assuming every incident edge map is an embedding. Suppose that the valence of v is at least four. Either there is a chain of incident edge graphs E i , i = 1, 2, 3, 4, such that Im(E i ) ∩ Im(E i+1 ) = ∅ or there is an incident edge E 1 whose image meets every other incident edge graph. In the first case, we may take J = {1, 2}.
In the second case, If E i , i, j, k = 1, i, j, k distinct, whose images meet E 1 , then they must have disjoint images since there is no chain of length four. For example, if Im(E 2 ) ∩ Im(E 3 ), then the sequence (E 4 , E 1 , E 2 , E 3 ) is a chain of length four. Since V is connected, there is an edge f of V, contained in the image of E 1 , which isn't covered by any E i , i = 1, thus f is covered twice by E 1 , a contradiction.
If f is an edge of V meeting V ′ and f isn't contained in V ′ then f is covered by E 3 . The endpoint of f contained in V ′ is contained in the image of every incident edge space.
If E J,r is the set of edges introduced by folding a set of incident edges {E j } j∈J , then the original graph of spaces is recovered by collapsing {E J,r }.
Let ϕ : X J → X be the collapsing map. Then ϕ is a homotopy equivalence. Let Γ be a connected component of Γ(X). If Γ J is the associated connected component of Γ(X J ), ϕ J is the collapsing map restricted to Γ J , and ϕ U is induced map on underlying graphs, then
Collapsing restricted to the horizontal subgraph crushes forests, thus ϕ J is a homotopy equivalence, ϕ U * is an epimorphism, and the unlabeled arrows are the natural epimorphisms graph of spaces → underlying graph Given a graph of 2-covered graphs, there is a reduced space X → X R obtained by trimming trees and removing all valence two vertices for which both incident edge maps are graph isomorphisms.
Simplifying Graphs of Spaces
Under certain favorable conditions a folded space admits further simplification. Said conditions are implied by the hypotheses of Corollary 1.4. There is a complexity, which, when minimized through folding and collapsing, gives an optimal graph of spaces equivalent to a given one. The structure of the vertex and incident edge spaces of a space minimal with respect to this complexity is considerably simpler than that of a non-minimal graph of spaces. 
If k(X) = 2, then the entries m k(X) (X), . . . , m 3 (X) don't appear. The order is the lexicographic one.
X ′ is obtained from X by folding if there is a sequence of folds X = X 0 → X 1 → · · · → X k = X ′ . Let Folds(X) be the set of graphs of spaces which can be obtained by folding. Proof. If X can be reduced, then reducing decreases c. The idea here is that folding takes a vertex in Γ U (X) and blows it up to a bipartite graph. Then either b 1 (Γ U (X)) increases or the graph is a tree. If it's a tree, then either k or m k must decrease unless the vertex is unfoldable. Also note that c takes only finitely many values on Folds(Y)..
If Γ U (X) has a foldable vertex then X isn't a minimum of c: Let v be a foldable vertex, and let {E j } j∈J such that neither
holds. Suppose J = {1, 2}. Let v J be the additional vertex corresponding to V J . Let v 1 , . . . , v q be the vertices corresponding to connected components of V I\J , and let e 1 , . . . , e r be the edges corresponding to connected components of V J ∩ V I\J . Let s be the valence of v.
If
Thus we may assume that r = q. There are s − 2 edges incident to v 1 , . . . , v q . Each vertex v j , j = 1..q has valence at most s − 1 and v J has valence at most s. If v J has valence s, then r = q = s − 2 and the edges E i , i ∈ I \ J, have pairwise disjoint images, therefore at least one must be an immersion but not an embedding, increasing m If J has more than two elements, then there is a subset of J with either one or two elements which satisfies (♦).
Lemma 4.3 (Euler Characteristic Lemma
Proof of Lemma 4.3. First, assume that X is a minimum of c, i.e., Folds(X) = {X}. We handle the different valence vertices of Γ U (X) on a case-by-case basis. The Euler characteristic of a graph can be computed by adding the "curvatures" of its vertices:
For each vertex v of Γ U (X), let v be the set of vertices of Γ(X) which map to v. Let κ( v) = w∈e v κ(w), and so χ(Γ(X)) = κ( v).
There are two cases to consider. Recall the structure of unfoldable vertices from Lemma 3.6.
v is degenerate: Let k + 1 be the valence of v. Let E 0 be the immersed edge graph, and E i , i = 1..k, the embedded edge graphs. Every vertex of V is the image of at least two distinct vertices of ∪E • i , hence has valence at least two.
Let V 1 be the union of edges of V covered twice by E 0 . The vertex graph is the union
1 , it has an incident edge f , τ (f ) = w, which, since τ is an immersion, is the image of two distinct oriented edges f 1 and f 2 , τ (f 1 ) = τ (f 2 ), from E 0 . The terminal vertices of f i map to w under τ , thus the vertex w, regarded as a vertex of Γ(X), has valence at least two in Γ(X).
We now handle the vertices (∪ i =0 Im(E i )) ∩ V 1 . Edges not contained in V 1 are each covered once by E 0 and once by ∪ i =0 E i . Since V is connected, there are oriented edges f i ⊂ V 1 which meet Im(E i ) at their terminal vertices w i . Each f i is the image of distinct oriented edges f i 1 = f i 2 ⊂ E 0 with distinct (since E 0 immerses in V) terminal vertices w i 1 and w i 2 . Thus w i is the image of a vertex in E i , and the image of two vertices in E 0 , hence w i has valence at least three vertex in Γ(X).
If V 1 is empty, then there is a vertex w ∈ V = Im(E 0 ) = Im(E 1 ) which is the image of two vertices in E 0 . Then w is the image of a vertex in E 1 as well. Then w, regarded as a vertex of Γ(X), has valence at least three.
In all cases κ( v) ≤ −1/2 · k < κ(v) = (2 − (k + 1))/2 = 1/2 − 1/2 · k. The inequality is strict.
v is non-degenerate: There are three edges incident to V: E 1 , E 2 , and E 3 , and all incident edge maps are embeddings.
Suppose E 1 is a point. Since τ 2 : E 2 → V and τ 3 : E 3 → V are both embeddings, and every edge is covered once by E 2 and once by E 3 , both are surjective. A surjective immersion of graphs is an isomorphism, hence both maps are graph isomorphisms. Let w be the image of E 1 . The incident edge maps map w 2 ∈ E 2 and w 3 ∈ E 3 in E 2 to w. Since w is also the image of E 1 , it is a valence three vertex of Γ(X). Every other vertex in v has valence two in Γ(X), hence contributes nothing to κ( v). Thus κ( v) = κ(v) = −1/2.
We're left with the possibility of three non-trivial embeddings, i.e., E 1|2|3 aren't points. Every vertex of v has, by the previous arguments, valence at least two. Since the incident edge maps are embeddings, every vertex is covered at most once by each incident edge, i.e., every vertex in v, regarded as a vertex of Γ(X), has valence at most three. Since v is non-degenerate there exists a point of triple intersection, hence By the cases above, we conclude the inequality
for minima of c. If X isn't a minimum of c, then let X c be a member of Folds(X) with minimal complexity. Since
We'll be interested in graphs of spaces whose horizontal subgraphs have the same Euler characteristic as their underlying graphs. When this happens, the space can be folded so that all vertex spaces have the simplest form possible.
Lemma 4.4 (χ(Γ(X)) = χ(Γ U (X))). Suppose X is a minimum of c and χ(Γ(X)) = χ(Γ U (X)). Then every vertex has valence three. If V is a vertex with incident edge spaces E
Proof. Suppose χ(Γ(X)) = χ(Γ U (X)). By (♣), every minimum X c of c obtained by folding satisfies b 1 (Γ U (X c )) ≥ b 1 (Γ U (X)). If this inequality is strict, then, by Lemma 4.3, χ(Γ(X)) < χ(Γ U (X)). Thus χ(Γ(X)) = χ(Γ U (X)), and for every minimum X c , χ(Γ(X c )) = χ(Γ U (X c )).
Let X c have minimal c out of all members of Folds(X). If X c had a degenerate vertex, then the inequality (♠) would be strict, thus every vertex is unfoldable, has valence three, and is non-degenerate. By the argument used to prove Lemma 4.3, there is exactly one point of triple intersection of edges incident to every vertex graph. • E i are all points.
• E 1 is a point, and
• V is the union of three subgraphs V 1|2|3 which meet at a single vertex Proof of Lemma 4.5. Let w = w v be the sole point of triple intersection. Let P be the set of edge-paths starting at w and that terminate if they meet w again. Let {E i } i=0,1,2 be the edge graphs incident to V. We divide P into three subclasses P j,k , j = k. A path p lies in P j,k if the image of p is contained in Im(E j ) ∩ Im(E k ). Let V i = p∈P i+1,i+2 Im(p). At most one of V i can be a point. Every point/edge of V lies in one of V i , which all meet at w, the sole point of triple intersection. An incident edge E i is then isomorphic to V i+1 ∪ V i+2 . Definition 4.7. If X satisfies χ(Γ U (X)) = χ(Γ(X)) and X is a minimum of c, since every vertex of Γ U (X) is separable, we say that X is separable.
Separable Graphs of Spaces
In this section we consider only separable graphs of spaces.
The next two lemmas give us the means to analyze the separable graphs of spaces.
Definition 5.1. A graph of spaces is irreducible if it has no trivial edge spaces, i.e., there are no "obvious" free product decompositions of its fundamental group. The removal of interiors of weight 0 edges and leftover vertices from X yields graphs of spaces X i which are the irreducible components of X.
Let Γ ∞ (X) be the subset of Γ(X) consisting of the connected components not homeomorphic to S 1 . Let Γ • (X) be the subset consisting of components homeomorphic to S 1 .
Every unsplittable vertex of a separable graph of spaces gives each incident edge graph the structure of a wedge of subgraphs. If all vertices are unsplittable we would like to push this separating vertex around the graph of spaces to give each edge graph the coarsest treelike structure compatible with all decompositions forced upon it by the separable structure of the vertex graphs.
We start by defining the cylinders of a graph of spaces X. Roughly speaking, a cylinder is a graph of spaces whose underlying graph is a circle, has a map to X compatible with edge maps, and is the "largest" such space.
Definition 5.2 (Cylinder). A graph of spaces is a cylinder if its underlying graph is a circle and has only reducible valence two vertices. A cylinder is homeomorphic to the mapping torus of a combinatorial automorphism of a graph.
Let S(X) be a set of indivisible (not factoring through a covering map sone → S 1 ), unoriented, closed, immersed edge paths in Γ(X) uniquely representing every conjugacy class of maximal cyclic subgroup of π 1 (Γ(X)) as an immersion ι : S 1 → Γ(X). There is an immersion S(ι) : S(X) Γ(X). A graph of spaces X is a union of annuli and Mobius bands {A j } and Γ(X) along boundary maps ϕ j : ∂A j Γ(X). Each annulus is a union of squares and the map ϕ j is a pair (or a singleton, if A j is a Möbius band) of edge paths in Γ(X). The maps ϕ j factor through S(X), i.e, there are lifts
such that S(ι) • ϕ j = ϕ j . This is because all edge maps E → V are immersions, hence the maps ∂A j → Γ(X) are immersions. A graph of spaces X is the union Γ(X) ∪ ϕ j A j . Define a new graph of spaces X to be S(X)∪ f ϕ j A j . The set of cylinders of X, denoted Cyl(X), is the collection of connected components of X containing an annulus or Möbius band.
The boundary of a cylinder C, ∂ X C, is the subgraph of Γ(C) corresponding to elements of S(X) whose images are contained in Γ ∞ (X). The boundary map S(ι)| ∂ X C is denoted ϕ C . The inclusion map of a cylinder (which isn't really an inclusion, but we ignore this technicality) C → X is denoted ψ C .
The space X is recovered by forming the quotient space
A transverse graph of a cylinder C ∈ Cyl(X) is an edge space or a vertex space of C. A transverse graph, when it doesn't matter if it's an edge space or vertex space, is typically denoted F . Choose an orientation on each edge of Γ U (C) such that the edges of Γ U (C) are e 0 , . . . , e n−1 and τ (e i ) = ι(e i+1 mod n ), and with vertices v i such that ι(e i ) = v i . Let α C be the map τ i , ι
α C respects the ordering and α 2 C represents one n-th of a rotation of C. α 2n C = id. Let X be a graph of spaces. If X 1 , . . . , X n are the irreducible components of X, then each cylinder has image contained in one X i . The essential boundary, ∂ ess X C is ∂ X i C if C has image in X i . If C is a cylinder of X, F a transverse graph of C, and |F ∩ ∂ ess X (C)| > 1, then the cylinder is good. Otherwise it is bad. Note that an irreducible component that consists of a single cylinder is automatically bad since Γ ∞ of a cylinder is empty. If C is a cylinder of X, and F is a transverse subgraph of C, then ψ C embeds F . Every non-zero weight edge or vertex space of X is a union of images of edge or vertex spaces, respectively, of cylinders of X.
If E is an edge space and w ∈ Γ ∞ (X) ∩ E is not a cutpoint of E then it meets only one element of F(E).
Proof. Let F be an edge space of C. Suppose there are vertices p and q such that ψ C (p) = ψ C (q). First, note that p and q must be contained in ∂ X (C). There are subgraphs Γ p and Γ q of Γ(C) containing p and q, respectively. Suppose
and ψ C (Γ q ) must represent the same element of S(X), thus Γ p = Γ q as sets, but this implies that Γ p must represent a periodic path in Γ ∞ (X). The other possibility is that there exist p and q such that
. This is clearly impossible since edge maps of X are injective. Thus ψ C embeds vertex and edge spaces. The collection ψ C is clearly injective on the collection of edges of vertex and edge spaces. Since every edge of an edge or vertex space comes from an annulus in X, we have the first part of the lemma.
Suppose F, F ′ ∈ F(E) with vertices w 1 , w 2 ∈ F ∩ F ′ . Clearly w 1 , w 2 ∈ Γ ∞ (X). If F is an edge graph of C and F ′ is an edge graph of C ′ , let Γ
Since Γ ∞ (X) ∩ E doesn't separate F and F ′ , we must have Γ i = Γ ′ i , contradicting the construction of Cyl(X).
Definition 5.5. A pair of edges (e, f ) of Γ U (X) is splitting if
• If w is the valence three vertex of V there is exactly one element F ∈ F(E) such that τ (F ) meets w.
•
Note that if (e, f ) is splitting then τ (e) is splittable.
Lemma 5.6. If X is an irreducible, separable graph of spaces, χ(Γ U (X)) < 0, all of whose cylinders are good, then X has a splitting pair.
Proof. By Lemma 5.4 we know that if an element of w ∈ Γ ∞ (X)∩E isn't a cut point then it meets exactly one element F . Suppose first that every element in Γ ∞ (X) ∩ E meets more than one element of F(E). Since all cylinders of
is the image of an edge space E C of a cylinder C of X. The same picture holds for vertex spaces.
X are good every element F ∈ F(E) meets Γ ∞ (X) at least twice, implying that all edges are infinite. Thus, there is an edge space E and a vertex w ∈ Γ ∞ (X) ∩ E which meets only one element F ∈ F(E). If τ (w) is the valence three vertex of V τ (e) then the edge e is good. Let C be the cylinder such that F is the image of an edge space F of C. Let w be the corresponding vertex of F . Since w ∈ Γ ∞ (X), for some k, ψ C (α 2k+1 C ( w)) is the valence three vertex of some vertex space V of X. Choose a smallest such k. The important point is that this is the smallest k such that the image of w is contained in the image of more than one image of a vertex space of a cylinder of X. Let w ′ and F ′ be the images of α 2k C ( F ) and α 2k C ( w) under ψ C . If E ′ is the edge containing F ′ and w ′ then the only element of F(E ′ ) containing w ′ is F ′ , and the image of w ′ under the appropriate edge map of E ′ is the valence three vertex of the adjacent vertex space V. Let f be the edge adjacent to v such that F ∼ = V. Then (e ′ , f ) is a splitting pair.
Splitting
Now we need to know how to proceed when a separable graph of graphs has a splitting pair. There is a move, called splitting, which takes as input a separable graph of spaces which has a splitting pair and outputs a "simpler" graph of spaces which is either reducible or has a splitting pair and lower complexity.
Definition 6.1 (Splitting). Suppose X is separable and has a splittable vertex V. A splitting of X is a graph of spaces X s obtained as follows: V is splittable, so we can express V as a wedge V = L ∨ w R, with incident edge graphs homeomorphic to L, R, or V.
Define e = e(v) to be the edge of Γ U (X) such that E ∼ = V. Let X be the space obtained by collapsing e. Suppose e 1 and e 2 are the (oriented) edges other than e incident to v. Let v ′ be the other endpoint of e. Note that v ′ is distinct from v since W (V) > W (L), W (R). Let e 3 and e 4 be the (oriented) edges other than e incident to v ′ . In the collapsed space, let e i , i = 1, 2, 3, 4, be the image of e i . A splitting of X is a non-trivial fold of X obtained by folding with J = {1, 3} or J = {1, 4}.
A splittable vertex v of X determines an edge e(v) ∈ Γ U (X) with ι(e) = v = τ (e) = v ′ . Let w and w ′ be the valence three vertices of V and V ′ , respectively, and let π : X → X be the map which collapses the edge e(v).
Let v i , i = 1, .., n, be the vertices of Γ U (X). The relative weight of a vertex v i is the quantity 
If X is separable, then there is a sequence of collapses and folds to a space with no splitting pairs.
Proof. Let v = τ (e), and let g be the edge, not equal to e, such that V ∼ = E ∨ G. Let v ′ be the terminal endpoint of f , and let h and i be the two additional edges incident to v ′ = τ (f ). Also, let w be the separating vertex of V and let w ′ be the separating vertex of V ′ . Since W (F) > W (E), W (G), f is embedded, thus we can collapse f to obtain a space X with vertex v, V ∼ = V ′ , and incident edge spaces E, G, H, and I.
First, write V as A ∨ w B ∨ w C such that H ∼ = A ∨ B and I ∼ = B ∨ C. Let π : X → X be the quotient map. There are two cases to consider. π(w) = π(w ′ ) : In this case, since π(w) separates, and π(E) has only one element F ∈ F(E) such that π(F ) meets π(w), π(E) is contained in, without loss, A. Folding e and h together creates two new vertices, one of which is homeomorphic to H, is splittable, has an incident edge e s such that the pair (e s , h s ) is either splitting or such that X s has a weight 0 edge. In the event that (e s , h s ) is splitting, the other vertex has weight
π(w) = π(w ′ ) : This case splits into two sub-cases. If π(w ′ ) ⊂ π(G) then , without loss, π(E) ⊂ π(H). Folding h and e together as in the previous case shows the lemma.
We're left with the case π(w ′ ) ⊂ π(E). Without loss, π(G) ⊂ π(I). Folding g and i together creates a new splittable vertex with space isomorphic to I and with incident edges isomorphic to G and B ∪ (C ∩ E) (with edges labeled g s and k s , respectively). The pair (k s , i s ) forms a splitting pair.
To see the second part of the lemma, suppose X is irreducible and has a splitting pair. By the previous part of the lemma, we can split and fold to a space X s with a weight 0 edge. Let Y i be the irreducible components of X s . Each component Y i is seen to be separable. Now induct on χ(Γ U (Y i )).
We now come to the main theorem of the paper. If an irreducible component of a graph of spaces has a bad cylinder then there is no guarantee the space can be further simplified. The next theorem shows that one can convert a graph of spaces to a "minimal" one, where minimal means that no sequence of collapses and folds ever leads to the creation of a weight 0 edge. Combining Lemmas 5.6 and 6.2 we have the following theorem. Theorem 6.3 is the main theorem of this paper. 7 Proof of Corollaries 1.4 and 1.5
We construct a two covered graph of spaces representing the adjunction of roots or HNN extensions. In the former case, the previous work allows us to split to a graph of spaces whose irreducible components are precisely the mapping cylinders of maps S 1 k i − → S 1 , where k i is the degree of the root added.
All immersions are combinatorial. First, we build appropriate graphs of spaces. Let G = ∆({F i } i=1..l , c j ) be a graph of free groups F i (not necessarily non-abelian!) over non-trivial cyclic subgroups c j . If φ : G ։ F n is a homomorphism which embeds each F i , then we can build a nice graph of spaces representing φ. For each i, choose an immersion ϕ i : Γ i R n , where R n is the rose with n petals, and fundamental group F n and π 1 (Γ i ) = F i . Each cyclic edge group must embed in F n , so for each j, choose an immersion ϕ j : S 1 j R n . If c j ֒→ F i then ϕ j lifts to an immersion ϕ i,j : S 1 j Γ i (There may be more than one possibility for ϕ i,j , corresponding to a monogon in ∆. Choose two, one for each orientation of the edge.) Use the data ϕ i,j to attach annuli, one for each edge of ∆, to the graphs Γ i , to build a graph of spaces X. Our original homomorphism φ induces a map ϕ : X → R n . Restricted to an annulus S 1 j × I, the map is projection to the first factor, followed by the immersion ϕ i . Let b be the basepoint of R n . Now regard X as a 2-covered graph of spaces by setting {V p } to be the connected components of ϕ −1 (b), and edge graphs connected components of preimages of midpoints of edges of R n . The homomorphism φ| F i factors through the inclusion Γ i → X. See the bottom two rows of Figure 6 When the homomorphism φ : G → F n has maximal rank, this construction allows us to apply the folding technique to represent the homomorphism as nicely as possible. The maximum rank of a free group G can possible sur-ject to is
If φ has maximal rank, then, for all spaces X ′ which can be obtained from X by folding and collapsing, χ(Γ U (X ′ )) = χ(Γ U (X)). Thus if φ has maximal rank, by Lemma 4.2 we may fold X to a space X c which minimizes c. Since χ(Γ U (X c )) = χ(Γ U (X)) = χ(Γ(X)) = χ(Γ(X c )), by Lemma 4.4, X c is separable. Also note that the rest of the diagram in Figure 6 commutes. ψ is the homotopy equivalence given by the sequence of folds and collapses to X c .
We represent all maximal rank homomorphisms as maps π 1 (X c ) → π 1 (Γ U (X c )).
Proof of Corollary 1.4. Let φ : F = F n ֒→ F n be a map that extends to a surjection φ : G = F { k i √ γ i } i=1..m ։ F n , with γ i pairwise non-conjugate and k i > 1. It's clear that G ։ F n is maximal rank. By the previous discussion, representφ as a map of a separable space X c onto its underlying graph. Let M i be the mapping cylinder of the k i -fold cover S 1 → S 1 corresponding to adding the k i -th root to γ i . The domain S 1 has an immersion γ i : S 1 → Γ ∞ (X c ) representing the conjugacy class of γ i . Since γ i is indivisible, γ i is an element of S(X c ). The range S 1 represents the k i -th root of γ i and is called r i . There is a map ψ M i : M i → X c which factors through some cylinder inclusion ψ C . This map gives M i the structure of a 2-covered graph of spaces.
First, note that since γ i is indivisible, M i embeds in the cylinder C. If C was the union of more than one mapping cylinder, then some pair γ i and γ j would have to be conjugate, thus C = M i and our separable space X c is the union Γ ∞ (X c ) ∪ γ i M i .
To complete the analysis of the cylinders, note that we must have |F ∩ ∂ Xc (M i )| = k i for any transverse graph F , otherwise the immersion γ i must be a proper power.
By Theorem 6.3 X c can be split to a space X b whose irreducible components all contain a bad cylinder and have no splittable vertices. Suppose an irreducible component Y of X b has χ(Γ U (Y)) < 0. Each cylinder of Y has connected boundary, thus ∂ ess Y (M i ) = ∂ Y (M i ) for every cylinder M i ∈ Cyl(Y), i.e., every cylinder is good, a contradiction.
Thus the irreducible components are precisely the mapping cylinders M i and X b is homotopy equivalent to
The core curves r i , corresponding to k i √ γ i , represent a basis of a free factor of G, which is visibly free.
Proof of Corollary 1.5. As above, represent the homomorphism φ : G ։ F n as a homomorphism X c → Γ U (X c ). Since φ has maximal rank, X c is separable.
We prove the theorem by observing that the hypothesis that ∼ has no singleton equivalence classes implies that either all cylinders are good or the theorem holds. What are the cylinders of X c ? The maximal abelian subgroups Z i of F can be represented as elements of S(X c ). The stable letters t j from G give γ 1 j ∈ Z i and γ 2 j ∈ Z i ′ , and, for each j, an annulus A j glued between Z i and Z i ′ as elements of S(X c ). Then the cylinders of X c are represented precisely by the equivalence classes of ∼ from the statement of the theorem. Since there are no singleton equivalence classes the boundary ∂ Xc (C) of every cylinder C has more than one component. The key thing to notice is that an edge space E of C meets every component of ∂ Xc (C) at least one time. Thus a cylinder is bad if and only if ∂ ess Xc (C) has only one component. A cylinder is illustrated in Figure 7 .
By Theorem 6.3 we may replace X s by a separable graph of spaces X b whose irreducible components each contain a bad cylinder . Choose a bad cylinder C and a component Z b ⊂ ∂(C) \ ∂ ess (C). All edges of Γ ∞ (X b ) which meet Z b have weight 0. This collection of edges can be folded together to give F a free factorization Z b * F ′ satisfying the theorem. 
