Advances in computer capabilities make the process of generating numerical solutions to complex partial differential equations fairly routine. At the same time, computer power now allows the direct manipulation of mathematical symbols and exact solutions. Symbolic computation engines now widely available include several successful commercial varieties like mathematica, maple, and matlab. Given this, it seems that the time is at hand to revisit the original problem of solving partial differential equations using a combination of numerical calculation and symbolic manipulation. Harnessing the power and potential of symbolic computation requires a re-orientation of the computer and numerical analysts' perspective to achieve advances beyond current techniques. The new methodology emerging re-opens the research field in computational fluid dynamics to possibilities only dreamed of in its infancy. Computer power at the time, however, forced the research direction towards fully discretized, purely numerical calculations. We present several examples of this emerging methodology in re-visiting some familiar, textbook problems. This will introduce the reader to the hybrid methodology with the hope of inspiring new thought in utilizing symbolic manipulation to solve problems in mathematical physics from a fundamental perspective.
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Introduction Overview
We introduce a method for solving some model equations typically used in testing algorithms based on finite-difference approximations to space and time derivatives. The method is based on utilizing symbolic computation capabilities presently available. First, we give a limited historical overview of symbolic computation and follow with a detailed development of how this power can be used to develop semi-analytic (hybrid) solutions to certain model equations. In this paper, we deal with linear hyperbolic and parabolic equations and present (very) preliminary results for a nonlinear hyperbolic equation. Subsequent works now in progress will deal with elliptic equations and the challenge of boundary-value problems and nonlinear systems of equations. Our long-term vision is to solve the equations of mathematical physics, from solid/fluid mechanics to electromagnetism. The short-term goal is to demonstrate that symbolic computation offers a practical, accurate, and robust methodology for solving nonlinear systems of equations, including, for example, the Euler equations of fluid dynamics.
Symbolic Computation
The use of computers for symbolic computation has been actively pursued since the early years of machine computation. Indeed, fortran (an acronym for for mula translation) was considered to be symbolic computation when it was first introduced, 1 . 2 In fact, the advent of fortran was a major step in the direction of bringing algebra to machine computation -one really could program in terms of (simple) algebraic formulas using that language. An extension of fortran called altran was developed by W. S. Brown of Bell Labs ca. 1968.
3 See also Hall (1971) 4 and the articles by Rink and Guru.
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Another approach to symbolic computation in the 1960's and 70's used formula manipulation algorithms, 7 artificial intelligence techniques, 8 pattern matching, 9 and rewrite rule theory. 10, 11 The idea was to begin with a set of "simplifying transformations" which apply in some obvious cases and, using that, attempt to develop a coherent scheme applicable to a larger class of expressions. A good survey of such activities at the time is given in Sammet.
7 There are at least two problems with this approach: Depending on what definition of "expression" is used, there are classes for which the above approach cannot succeed 12 and the kinds of algorithms involved tend to be rather complex (in space and time). Typically, such systems introduced a new programming language, emphasized exact computation (infinite precision), depended on lisp or an underlying kernel and interpreted. These systems allowed for the conventional manipulation of expressions (sum, difference, product, derivative, etc.), although they were not very convenient for use with codes written in other languages like fortran, c, etc. Typically, they offered no user control over execution of internal transformations, which could, at times, lead to confusing or incorrect results. While rewrite rule transformations can be quite useful, they are best used at a high-level in a controlled manner and not as a foundation for basic mathematical operations. In spite of the deficiencies, systems arose which could manipulate mathematical expressions symbolically and which were based on such in methods. For example, mathlab (mitre, 1964, 1968 18, 19 ) as well as several others (a more complete list can be found at http://www.can.nl/) were based on more modern software engineering techniques. The designers of most of these newer systems made an effort to balance the user's wishes and the features of those systems, but they are still far from reflecting the typical way in which researchers think about and solve problems. Systems of this kind have many similarities, including:
• Modern (graphical) user interfaces,
• introduction of a new programming language,
• an interactive, interpreted environment,
• the usual operations on expressions such as +, , * , / as well as symbolic differentiation and integration (to some extent),
• built-in routines for solving various classes of equations,
• designed to be a convenient environment for prototyping ideas,
• by their particular unique nature, interaction with other software is not easy and requires special effort,
• by default, they emphasize exact symbolic computation as opposed to approximate numerical computation.
A completely different approach to symbolic computation, ExprLib (MSSRC, 2000 20 ), was designed to address some stringent needs of application developers and problem solvers in the area of scientific computing. ExprLib has some similarities with other symbolic computation systems in the sense that allow for manipulating expressions, symbolic differentiation, etc. However, it differs from the systems mentioned above in several important ways: (i) It is written in ansi c and is a compiled library; (ii) applications using the library can therefore be written in standard ansi c; (iii) the default is to provide expressions with double coefficients (exact coefficients are an option); (iv) expressions are essentially algebraic combinations of compiled functions, e.g. when the user manipulates expressions containing sin(x), the actual compiled function from the standard ansi c math library is involved (making calculations very efficient). Several advantages of the way ExprLib is designed and implemented are immediately evident. For example:
• Applications can easily interact with other c or fortran libraries.
• While no pattern matching or rewrite rules are used in implementing low level mathematical operations in the library, higher level rewrite rule transformations can be defined and precisely controlled by the user.
• Problems of industrial strength size may be solved with no cumbersome interface efforts.
• Fast and efficient numeric evaluation of expressions are possible.
• Using today's web/networking technology, it is easy to provide web/browser based wrappers for ExprLib applications ("instant user interfaces" for applications).
• By design, the library is a hybrid symbolicnumeric tool.
A reasonable analogy is that ExprLib is to mathematical programming as libc is to general ansi c programming, but there are facilities that go beyond such a simple analogy. At the most basic level, ExprLib was designed to provide very precise standard, efficient, and robust ways to decompose mathematical expressions into their parse trees, efficiently apply classes of well-defined transformations to such parse trees, and recombine such transformed parse trees back into expressions. The ability to do this and do it efficiently and robustly is quite powerful. For example, it is key to computing complex integrals analytically in closed form as noted in Lambe, et. al. 21 -it allows one to create complex operators with user defined behavior -it even allows the construction of non-smooth and discontinuous operators.
Goals of HSN Computation in CFD
A search on the phrase "hybrid symbolic" using the "Anywhere" field of the online version of Math Reviews <http://www.ams.org/mathscinet/search> returned only 6 hits (on October 23, 2003) . Using the phrase "symbolic-numeric" on the same day, 45 hits were returned most of which were not directly related to scientific/engineering problem solving. The search string "hybrid symbolic-numeric" returned 536 hits using advanced search in Google, also on the same day, most of which concerned talks, courses, and statements about research programs (as opposed to published papers). We conclude that the area is still young. Our specific goals for applying HSN to solve the equations of CFD, we include:
• The derivation of approximate analytic solutions of general equations of physics, regardless of their dimensionality, complexity, or nonlinearity,
• parameter studies (by deriving solutions as functions of parameters, e.g. Reynolds number),
• solving otherwise unsolvable CFD problems (e.g. those with arbitrarily high Reynolds numbers),
• investigation of the direct nonlinear interactions between inertia and viscosity at all spatial scales,
• the derivation of arbitrarily high accurate numerical schemes,
• the generation of efficient and user-readable ansi c/fortran code automatically,
• the derivation of new classes of numerical schemes for CFD (as has been done in electromagnetics).
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Work in the areas just cited is currently underway and our attempt complements the direction taken by Poondru and Abdallah 22 for matrix inversion and Verhoff 23 for analytic solutions to the Euler equations. Results and recommendations obtained will be reported in future papers and publications. To begin the realization of these possibilities, we start by rethinking the standard approach to numerical solutions in CFD, starting with the basic model equations classified mathematically as hyperbolic, parabolic, and elliptic. An example of a scalar non-linear equation will also be given, with full results given in a future write-up. We chose ExprLib in this work for the reasons stated above, but the content of this paper is independent of any system or language, of courseindeed, we believe that a clever programmer can program almost anything in almost any language. The interested reader is encouraged to implement the ideas we present in any preferred language or system.
Hyperbolic Model Equation Advection Equation
A basic equation typically used to introduce the student to computational fluid dynamics models the physics of pure advection:
We assume a non-zero constant wave speed a and the solution domain is [0, 1] × [0, t max ]. Let the initial conditions be given by u(x, 0) = u 0 (x), with periodic boundary conditions u(0, t) = u(1, t). The exact solution u(x, t) = u 0 (x − at) is known and easily verified. The solution represents an arbitrarily shaped pulse which is swept along at constant speed a in the positive x direction without changing shape. There are many methods available to solve the equation numerically. The standard numerical approach requires a discrete approximation to all derivatives, typically a finite-difference formula in space followed by a time-integration technique. It is well known that a fully numerical solution to equation (1) is subject to time-step limitations, namely the CFL condition a∆t/∆x ≤ 1. For example, consider here a typical method, explicit Lax-Wendroff, 24, 25 that is secondorder accurate:
where, in standard notation, superscript n refers to the time index and subscript j refers to the space index. The Lax-Wendroff formula gives a numerical approximation to the equation (1) using centereddifferences in space. Recalling its original development, this technique was constructed from the Taylor series u(x, t + ∆t) = u(x, t) + ∆t ∂u ∂t
For small enough ∆t, the series is convergent. It is possible to prescribe a solution method by replacing all time derivatives using Equation (1). This gives
Assuming that the prescribed initial condition is sufficiently differentiable, we can truncate the series at any given order and use symbolic computation to evaluate the spatial derivative analytically. For example, consider the semi-discretized version of the LaxWendroff method, which is truncated at the secondorder derivative:
By calculating the derivative in a continuous fashion using symbolic computation, a solution to the advection equation is obtained using this explicit, one-step prediction formula (5). We will call this the one-step Hybrid Symbolic Numeric (HSN) method. A variety of other methods follow immediately by utilizing this technique. For example, the predictorcorrector, well-known as Heun's method, is
Again, the spatial derivatives can be evaluated symbolically, given the initial condition u 0 (x). In fact, the generalization of this approach follows immediately by recognizing that this is the same technique used in the numerical solution of an ordinarydifferential equation (ODE). We can therefore write the hybrid symbolicnumeric (HSN) version of the two-step Runge-Kutta method
and of course the workhorse of ODE numerical methods, the four-stage Runge-Kutta method:
Other well-known "classical CFD methods" like MacCormack's predictor-corrector method 26 can be transformed into a hybrid symbolic-numeric technique:
For a linear equation with constant coefficient as above, all these methods actually reduce to the onestep HSN method, to some order m indicating the truncation term in the Taylor sequence (4). For nonlinear equations, these formulas offer a variety of solution techniques.
Other methods like the two-step version of LaxWendroff and the Warming-Beam method can be shown to reduce to one of the above when written in hybrid form. The evident trend here seems to indicate a shift in how the solution to a PDE like (1) should be approached. In standard numerical methods, the PDE is often first discretized in one variable (like space, requiring mesh generation) and then each point subjected to time integration, either point-bypoint as in explicit methods or for a collection of points as in implicit methods. In the examples given above, the spatial continuity is retained and time integration applied to the function itself, not a collection of numerical values at given points. This requires no mesh generation and is effectively spatially continuous. The accuracy of the technique can be compared to standard methods by example. We first note that the examples below are simply first-steps towards synthesizing the capabilities of symbolic computation with numerical algorithms that have matured the field of computational fluid dynamics. The hope is not to supersede these methods but to harness the potential of symbolic computation to complement and enhance the power of numerical techniques.
Example 1: Smooth initial function
Consider the case when a = 1 in Equation (1) The exact solution is easily obtained as
At any given time t n = n∆t, the approximate hybrid solution can be expressed in the form
where the coefficients A n and B n depend only on t n . Clearly, after one period, when t = 1, one should have A n ≈ 1 and B n ≈ 0.
Although a variety of finite-difference formulas are available, here we will compare only the upwind, LaxWendroff, and Runge-Kutta varieties with the hybrid symbolic-numeric method described above.
Figure (1) shows the finite-difference upwind and Lax-Wendroff techniques with a grid of 81 discrete points. Figure (2) shows the hybrid symbolic-numeric method using the one-step Taylor series formula (5) truncated at second-order. Comparing the two figures graphically illustrates the ideas we are attempting to convey: Utilizing the symbolic capability available in modern computers allows one to obtain partial or fully analytic solutions to the problems of mathematical physics. In addition, whereas the finite-difference solution is limited by the CFL condition requiring small time-steps, the hybrid solution has no CFL restrictions. However, a limit on the time steps is imposed due to the truncation error that creeps in, requiring the inclusion of more terms in the Taylor series. For a finite-difference solution, the time step limit is ∆t ≤ a∆x, which gives ∆t = 0.0167 for this example. The hybrid method truncated at second order has a limit of about 0.10 for ∆t; larger time steps are possible by adding more terms in the series (4) .
To measure the accuracy of the HSN solution nu- Hybrid Symbolic-Numeric solution based on one-step iterative method. merically, we may represent the error as
where u(x, t n ) is the exact solution at t = t n . The accuracy is thus quantified by the norm
For a given initial condition, a closed form expression for the norm may be obtained, depending on the function u 0 (x). Otherwise, for an arbitrary initial function, the integral may be evaluated numerically by a highaccuracy quadrature formula. In our tests, we used a corrected form of Simpson's rule. For this example, the error norm gives
For reference, we present the results of the HSN method to solve the hyperbolic model equation with initial conditions as given above. These numerical values are given in Table 1 in the Appendix, obtained by using (3) with m = 1, where N ∆t denotes number of time steps. The trend of results in the tables shown indicate that with ∆t → 0 the following hold: A → 1, B → 0, norm → 0. When norm vs. number of time steps is presented in logarithmic scale, then the curve is a straight line. In standard finite-difference methods, one quantifies the error using the formula
On a log-log plot of (16) against the number of points, the order of the method would be given by the slope of a line. In Figure ( 3) the slope of the lines equals two, representing the second-order accuracy of the LaxWendroff method in space and time. Formula (3) with m = 2, 3, 4, 5, 10 was used to approximate the solution of the model equation and given initial conditions at time t n = 1. Detailed results are shown in the tables in the Appendix and a plot of these calculations is shown in Figure (5 ). For comparison with the finite-difference error calculations, the error norm is multiplied by the time-step size and plotted on a log-log scale. The results, for example, show that for m = 3, which is the HSN formula with three terms in the series, is better than third-order accurate in time. The figure also demonstrates that to achieve more accurate results, more terms in the series can be retained (5) is that the finite-difference method slowed down considerably as the time-step size was decreased for a given mesh size. This became even more dramatic as both the space and time meshes were refined. Note the difference in scale: The error for the finitedifference method did not reach machine zero, while the HSN method easily reached machine zero even at a million time steps. It will be interesting to calculate the operation counts and computation time as compared to the finite-difference method.
A few additional observations can be derived from Figure (5) . The HSN scheme generates very accurate results for expressions (ExprLib) with double (C language) coefficients. It can be seen that for m = 5 the curve is a straight line between nts = 10 and nts = 1000. By extrapolation it could be expected that the norm value at nts = 10 5 should be in the order of 1.0 × 10 −18 . This number, however, goes beyond double (C language) representation of numbers, and the value obtained is about 1.0 × 10 −14 . In such cases a multiple precision version of the library (MPExprLib) can be used to achieve higher accuracy.
Example 2: Step Function
Tracking and resolving discontinuities is of prime importance in CFD. An model of this capability for finite-difference methods is given by the unit step function. Here, we will study the case when a = 1 in equation (1) and the initial condition u 0 is given by the hyperbolic tangent function:
The exact solution is easily obtained by u(
To solve equation (1) with initial condition (17) we will apply one-step method based on the Taylor series (3). We will call the method m-degree when it uses first m + 1 terms in (3) . To measure the accuracy of the HSN solution numerically, the L 2 -norm is used:
where the error is again defined as the difference at time t = t n ,
The integral is evaluated numerically with a highaccuracy quadrature formula. The limits of integration are determined from the location of the jump: For an advection speed of a = 1 and the initial condition places the tanh(x) function centered at the origin, the jump moves to the right. So t n ± 0.5 are the specified limits of integration that span the jump thickness, which is the region of interest.
For n = 10 time steps with time step ∆t = 0.01, and approximation degree m = 2, the HSN scheme implemented in C utilizing ExprLib generates the following result: While the finite-difference solution to these initial conditions is straight-forward, it is still limited by the CFL condition. The interesting challenge that arises with the HSN method is the accumulation of terms evident in (21) . This challenge is being met in several ways and requires further careful study since it becomes a significant factor in long-time calculations for non-linear equations and we will present results of this study in a subsequent publication.
Model Parabolic Equation
In this section we present solutions to the model parabolic equation of the general form
where α is a positive constant representing a diffusion coefficient. We assume the solution domain is
Let the initial conditions be given by u(x, 0) = u 0 (x), with specified boundary conditions u(0, t) = u 1 (t), u(1, t) = u 2 (t). The standard approach again requires a discrete approximation to both derivatives, typically a finite-difference formula in space followed by time-integration. Like the model hyperbolic equation, a time-step constraint is typically enforced to maintain numerical stability. Most methods that work with the hyperbolic equation work with the parabolic equation, with the caveat that a best method for the parabolic equation may not be optimal for the hyperbolic equation.
Example
We will study the case when α = 1 in equation (22) The problem has exact solution of the form
which is sine wave decaying in amplitude with time.
To solve equation (22) with initial condition (23) we will apply one-step method based on the Taylor series (3). We will call the method m-degree when it uses first m + 1 terms in (3). At any time t n = n∆t the approximate hybrid solution can be expressed in the form u HSN (x) = A n sin(πx) (25) where the coefficient A n depends only on t n . To measure the accuracy of the HSN solution numerically, we again use the L 2 -norm (14) and evaluate the integral analytically:
Taking the number of time steps n = 10, time step ∆t = 0.01, and approximation degree m = 2, the onestep HSN scheme implemented in C utilizing ExprLib generates the following result:
u HSN = 3.733515337236092 × 10 −01 sin(πx). (27) The error norm (26) at the end of these 10 steps is approximately 4.5516 × 10 −04 ; this can be reduced very effectively and with little increased cost either by taking smaller time steps or increasing the approximation degree m. The physics modelled by the parabolic equation represent the process of diffusion. Figure (7) demonstrates that the HSN method, like a stable finite-difference technique, gradually smoothes out the given initial condition with time and matches the exact, time-decaying solution quite well.
Nonlinear Burgers Equation
In this section we have preliminary results for using the HSN methodology for non-linear equations, represented ubiquitously by Burgers equation. The non-dimensional form of the viscous Burgers equation can be written as
where Re is the Reynolds number (Re = u r l r /ν, u r is a characteristic velocity, l r is a characteristic length, ν is a viscous-like coefficient). The initial condition
where u 0 is a given initial function. An interesting HSN scheme for this equation can be interpreted as a variation of Heun's method for ordinary differential equations, as mentioned above. The approach was detailed by Derickson and Pielke. 28 We review it here and give some results.
Assume that an equally spaced partition 0 = t 0 < t 1 < . . . of the time interval [0, ∞) has been given. Integrating equation (28) 
where u n+1 = u n+1 (x) = u(x, t n+1 ), u n = u n (x) = u(x, t n ). The integral on the right hand side of (30) can be approximated by using the trapezoidal rule
The first term of the right hand side in (32) is simply
The second term of the right hand side in (32) is approximated by a two-step iterative method. Putting (31) into (30) and averaging the integrand in (30) at time t = t n yields
The initial approximation u * of u at time t n+1 is provided by (34). The formula for u * in (34) can be used to calculate the derivatives. In the second iterative step one can derive
Putting all the above together, we can summarize the entire procedure as the two-step predictor-corrector method
where
and u * , etc., are calculated using (34). We will consider the initial value of this sequence as given by (29).
Example Calculation
Consider the initial condition, as used Derickson and Pielke
Using the HSN method as described above, we obtain the following analytic approximation of the Burgers equation after the first time step using ExprLib :
Subsequent time steps increase the number of terms exponentially. However, note that the last term is proportional to the step-size divided by the Reynolds number. For high Reynolds number, the term will be very small and subject to elimination without loss of accuracy. This process was performed by hand in Derickson and Pielke, 28 a slow and tedious procedure. Fortunately, with ExprLib , this is automated and in fact a pruning algorithm is available to facilitate writing routines to do this. Details of the method will be presented in a subsequent publication. For the purposes of this paper, we have introduced one approach to utilizing the power of symbolic computation for developing approximate analytic solutions to the equations of interest.
Conclusions
We have presented a new approach to the solution of typical problems in CFD. While several existing commercial software packages for symbolic computation contain many of the desirable features for developing a hybrid methodology, we have chosen to carry out this work using an ANSI C library so that we can take advantage of the efficiency of compiled code as well as a standardized and portable environment. Since ExprLib is written in ordinary C, we are able to take advantage of inter-operability with compiled legacy code such as libraries written in FORTRAN. Through the use of these methods, it is clear that "industrial strength" hybrid symbolic-numeric software solutions to real life problems are attainable.
The future of HSN methods seems bright, offering the possibility of developing new and interesting methods that were not feasible or evident before. We foresee the continued development of this methodology. 
