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Abstract 
In managing convenience stores, placing a 
balanced order is a critical daily job especially in 
perishable goods. Making the right decisions in 
ordering appropriate lot-size can maintain customers’ 
satisfaction; increase store profits reduce the scrap of 
the perishable food. Neural networks have been 
proved as an effective pattern recognition and 
forecasting time series events method. However, 
existing neural network models need improvements 
before they can be successfully applied to forecast 
cold perishable food demand in convenience stores. 
Sudden changes such as weather may affect the sales 
volume. This research proposes a neural network 
model that integrates a dynamic factor to forecast 
perishable product sales. The experimental results 
show that this approach is more accurate than 
conventional time series forecasting models such as 
the moving average model and autoregressive 
integrated moving average (ARIMA) model in 
forecasting perishable food. 
1. Introduction 
In recent years, with the change in lifestyle, the 
convenience stores have become indispensable for 
people in Taiwan. The demand for perishable food at 
convenience stores has also increased. Take the 
“Seven-Eleven” chain store in Taiwan as an example. 
It accumulated 11.68% of the total turnover from 
perishable food in 2001. In 2002, the percentage of the 
total turnover from perishable was 13.78%. Franchisers 
need a better decision support system to determine the 
orders in perishable goods there by enhancing the 
competitive advantages of convenience stores in the 
constantly fluctuating surroundings. Theoretically, if 
the manager can estimate the probable sales quantity in 
the next period, demand could be satisfied and the cost 
of spoiled fresh foods substantially reduced. Thus, 
obtaining an accurate and immediate sales forecasting 
result is crucial within a cold chain logistical 
management system. The logistics architecture of 
convenience store discussed in this research is shown 
in Figure 1. 
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Figure 1. Logistics architecture of the convenience 
stores 
 
Most managers rely on their own experience to 
determine the order quantity. Few decision makers 
employ statistical methods, such as the moving average 
method or exponential smoothing to deal with the 
linear and nonlinear regression problem. Box and 
Jenkins [4] developed an autoregressive integrated 
moving average (ARIMA) methodology for forecasting 
time series problems. A basic principle of the ARIMA 
modeling approach is the assumption of linearity 
among the variables. However, if the sales status of the 
cold perishable food is influenced by uncertain factors 
(eg., weather), these methodologies require some 
improvements. [5][7][10][13]have presented that the 
artificial neural networks (ANNs) perform better in 
industrial applications or academic researches. Despite 
these better performances, these methods did not 
consider sudden changes in external surroundings such 
as weather or substituted goods promotions that could 
affect the sales in the convenience stores (eg., milk or 
cold drinks). 
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The rest of the study is organized as follows. 
Section 2 reviews the related literatures with the 
traditional statistical model and neural network in sales 
forecasting for the proposed system. Section 3 presents 
how to structure an NN model in real forecasting 
circumstance. The compared results for the NN, MA 
and ARIMA models will be summarized and discussed 
in Section 4. Concluding remarks are provided in 
Section 5. 
2. Literature review 
Generally insufficient order quantity will reduce 
the turnover in the convenience stores whereas too 
many perishable goods will often increase scrapped 
rate. For this reason, how to make an appropriate sales 
forecasting is a crucial decision in retail stores. Next, 
we will briefly introduce the traditional statistical 
forecasting models and neural network sales 
forecasting applications. 
2.1 Traditional statistical models for time series 
data forecasting 
In the past several decades, many researchers have 
used various kinds of forecasting methods to study time 
series events. Traditional statistical methods for 
forecasting time series range from the moving average 
and exponential smoothing to linear and nonlinear 
regression. However, there are many time series events 
for which the assumption of linearity may not hold, i.e. 
ARIMA. Clearly, it cannot be effectively used to 
capture and explain nonlinear relationships, especially 
for handling actual sales forecasting problems. When 
ARIMA models are applied to processes that are 
nonlinear, forecasting errors often increase greatly as 
the forecasting horizon becomes longer. To improve 
forecasting nonlinear time series events, many 
researchers have developed alternative modeling 
approaches. These approaches include nonlinear 
regression models, the bilinear model [8] and the 
autoregressive heteroscedastic model (ARCH) [6].  
2.2 Neural networks in time series data 
forecasting 
The neural network is a model-free approach that is 
recently applied in forecasting due to its competent 
performance for forecasting and pattern recognition. In 
general, it consists of a collection of simple nonlinear 
computing elements of which the inputs and outputs 
are tied together to form a network. Many studies have 
attempted to apply NN model to time series 
forecasting. Chakraborty et al.[5] presented a NN 
approach to multivariate time series analysis, using it to 
accurately predict prices in three US cities, the 
approach demonstrated superior performance. 
Furthermore, Lachtermacher and Fuller [13] showed a 
calibrated NN model, using the Box-Jenkins methods 
to identify the “lag components” in the data. This 
model also employed a heuristic method to suggest the 
number of hidden units needed to structure the model. 
Examining the stationary series, it was observed that 
the calibrated NN models have a slightly better overall 
performance than the conventional time series methods 
used as the standard. In the case of a non-stationary 
series, the calibrated NN models outperformed the 
ARIMA model for three of the four series, and 
performed almost as well as the ARIMA in the fourth 
series. The above study indicates that NN is more 
appropriate for time series data. Furthermore, Ansuj et 
al.,[2] expressed a comparison has been made for the 
time series model with interventions related to the NN 
model for analyzing the sales behavior of a 
medium-size enterprise. The results showed that the 
NN model is more accurate. Also, Bigus[3] has used 
promotion, time of year, end of month age, and weekly 
sales as inputs for the NN in order to forecast the 
weekly demand with promising results. Besides, 
Agrawal and Schorling[1] showed that the NN is able 
to predict brand shares well, even when price 
promotions, features, and display are present in the data 
set. 
Using the nonlinear NN model is better when 
dealing with practical sales prediction. This study will 
offer a new NN model to enhance the forecasting 
accuracy for perishable food by considering more 
dynamic factors. The results are compared with a 
general NN model and statistical models. 
3. Neural networks forecasting model 
In this section, we will describe how to build the 
feed forward multilayer neural network forecasting 
model, also known as the multilayer perceptrons 
(MLPs). The multilayer perceptrons are typically 
composed of several layers of input, hidden and output 
nodes. In the generally time-series forecasting problem, 
the input nodes of the neural network are the past, 
lagged observations or some major factors that will 
affect the sales volume and the output nodes are the 
real sales data. The neural network model actually 
performs the following mapping from the inputs to the 
output as shown in Figure 2: 
    XN=F(XN-1, XN-2, XN-3, XN-4,…,XN-T)………(1)               
In this neural network model, all input data are 
composed of a moving window of fixed length along 
with the series, and the input data will be normalized. 
  The second neural network model performs the 
following mapping from the inputs to the output: 
    XN=F(XN-1, XN-2, XN-3, XN-4,…,XN-T,WN)…(2) 
Illustrate Eq. (1) & Eq. (2) where, 
  XN：the forecasting data at time N 
  T ：the dimension of the input vector or the 
number of past observations for predicting the sales 
volume in the future. 
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  F ：is a nonlinear function determined by the 
neural network structure in general. 
  WN：the weather factors that will greatly affect 
the sales volume. 
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Figure 2. Neural Network model in this study 
Generally, the NN model in practical applications 
will divide the raw data into a training set and a testing 
set.  
For developing the forecasting model, we collect 
N time-lagged observationsX1, X2,…,XN in the training 
set and we need the one-step-ahead forecasts. We 
arrange several training combinations as the input 
nodes based on different interval lengths for the 
available data. Repeated experiment is carried out until 
constant and better prediction result appears. The result 
is then compared with moving average model and 
ARIMA model as previously mentioned. 
The structure size of the NN model depends on 
the number of input nodes and the number of hidden 
nodes. The number of input nodes is the most 
important parameter because it synchronizes the 
number of lagged observations used to predict the 
future patterns in a time series forecasting model. 
There are no systematic reports on the decision of input 
nodes. A neural network model is composed of one or 
two hidden layers that have competent continuous 
function in a theoretical time-series. In practice the 
numbers of hidden nodes are often chosen through 
experiment or by trial-and-error without any theoretical 
bases able to guide the decision. Even though some 
theories suggest that more hidden nodes can increase 
the accuracy in approximating a functional 
relationship, on the other hand, it causes the 
over-fitting problem. The solution to over-fitting is to 
find a parsimonious model that fits the data well. 
Another way to tackle the over-fitting problem is to 
divide the time series into three sets: training, testing 
and validation [11]. The first two sets are used for 
model building and the last is used for model validation 
or evaluation. Besides we pay close attention to the size 
of the training and test samples. A large number of 
factors are related to the model selection process. 
Although there are many rules of thumb, none of them 
can be universally applied. 
Kang [12] presented the ANN models forecast 
pretty well even with sample size less than 50 while the 
Box-Jenkins models typically require at least 50 
observations to forecast successfully. Other literature 
offers little guidance in selecting the training and 
testing samples as well as their sizes. It was suggested 
that at least 20 percent of any sample should be held 
back for a post-sample, forecasting evaluation [9].  
4. Model evaluation results and discussion 
In convenience store operation management, it is 
indispensable to forecast and place goods orders 
everyday. A system that can offer more accurate 
prediction function that caters to customer demand and 
reduces the scrap good quantity is critical. Using the 
neural network to predict can increase the prediction 
accuracy in the proposed system. The procedures of the 
study and the results are sequentially shown in the 
following subsections. 
4.1 Data Collection 
  Actual data provided by a well-known franchise 
convenience store in Taiwan and dynamic weather data 
provided by the Central Weather Bureau were used to 
develop the proposed system. The company provided 
daily real time series sales data for 960ml cartons of 
milk. The total number of data points was 334, as 
shown in Figure 3, from 1/1/2006 to 11/30/2006. 
Because of the lag in the data, we used 326 data points 
to build the NN model. These data points included 260 
points for training and 66 points for testing (>20%). 
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Figure 3. The time series sales data 
We tested the validity of the proposed forecasting 
model using the input data in three days lag, four days, 
five days, six days, seven days, eight days and the local 
area weather temperature. The changes in temperature 
had a noticeable influence on cold chain logistics. The 
collected temperature data is shown in Figure 4, from 
1/1/2006 to 11/30/2006. 
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Figure 4. The temperature of weather in local area 
4.2 Forecasting model performance evaluation 
We measured the performance with our improved 
neural-network-based forecasting model by using the 
following two criteria:  
z MSE (Mean Square Errors) 
      MSE＝ ( )∑ −
−
n
tt AFn 1
2
1
1 ………………(3)                              
z MAD(Mean absolute deviation) 
  MAD＝ ∑ −n tt AFn 1
1
………..…….……(4)                                              
 Then we compared two different neural network 
models against the moving average model and the best 
ARIMA model by forecasting 120 days sales. The 
comparison results are presented as follows: 
4.3 Data Analysis 
 In the NN model only 260 data points were used 
for training and 66 data points for testing. After that the 
NN model would forecast 120 days possible sales data 
which were then compared with the actual sales data. 
Different combinations of training rate and momentum 
terms were also verified. The network halts if the 
training epochs reach 30,000. All these data points are 
normalized in [0, 1]. As an example, the computational 
results indicate that the structure of the NN model has 
the best performance is 8-24-1. The best structure of 
the NN model forecasting with a dynamic factor model 
(abbreviated as NN-D model) is 8-32-1. Its learning 
rate and momentum were equal to 0.5. We show the 
comparison with six NN patterns and simulation results 
as Table 1. The NN-D(3) model imported two-days lag 
data and the temperature for that day as the input data. 
The NN-D(4) model imported three-days lag data and 
the temperature for that day as the input data and so on. 
 
Table1. The NN model structure & simulation results 
 
 The ARIMA method will was used to model the 
above time series data. After examining the 
autocorrelation function (ACF) and the partial 
autocorrelation function (PACF), the ARIMA (3,0,1) 
had the MSE value of 3.653×10-2 and could most aptly 
represent the current data. The MA model had a 
progressive decrease in MSE value by increasing the 
day lag data. The MA model tested 6 patterns. The 
input data for the MA(3) model included three days lag 
data . The MA(4) model included three days lag data 
and so forth. The forecasting results are shown in 
Tables 2, 3 and 4. 
 To further assess the effectiveness of the NN-D 
model as compared its performance with two statistical 
forecasting models and one NN model, we mentioned 
before. We chose the MSE and MAD statistics as the 
performance criterion. The forecast period was from 
08/03/2006 to 11/30/2006(120 data points). The actual 
sales data were collected from the convenience stores 
to measure and report the effectiveness.  
Table2. The differences between NN-D model and MA 
model results 
 Besides, we also compared the NN-D model with 
the most appropriate ARIMA(3,0,1) model. 
Experimentation with six of the NN-D models with 
different input vectors was conducted. Table 3 
illustrates the results of the comparisons between the 
NN-D model and the ARIMA(3,0,1) model. These 
performance comparisons were done using the same 
sales data. It showed that the NN-D model was better 
than the ARIMA(3,0,1) model. The forecasting MSE 
result in the ARIMA model was 0.03653 and its MAD 
was 0.15010. Furthermore, the NN-D model reduced 
the variance of the predicting result with the ARIMA 
model. We found that MSE and MAD were almost 
reduced 45.88% and 25.84% (NN-D8 model as an 
example). 
 Table 3. The differences between NN-D model and 
ARIMA model results 
 
 The following table presents the results of the 
comparisons between the NN-D model and the general 
NN model. The forecasting result in the NN model was 
0.01799 in MSE and 0.11132 in MAD. Furthermore, 
the NN-D model reduced the variance of the predicting 
result with the NN model. We also found that MSE and 
MAD were almost reduced 11.52% and 5.92% (NN-D7 
model as an example). 
 
 
 
NN 
model structure 
Training/ 
Testing(MSE) 
NN-D 
model 
structur
e 
Training/ 
Testing(MSE) 
NN(3) 3-3-3-1 0.10795/0.10052 NN-D(3) 3-2-3-1 0.10661/0.09007 
NN(4) 4-2-2-1 0.10585/0.09970 NN-D(4) 4-3-4-1 0.10266/0.08966 
NN(5) 5-10-5-1 0.09897/0.09687 NN-D(5) 5-11-1 0.09653/0.09501 
NN(6) 6-5-1 0.08870/0.10303 NN-D(6) 6-11-1 0.09055/0.09531 
NN(7) 7-8-1 0.08942/0.09834 NN-D(7) 7-17-1 0.08144/0.09498 
NN(8) 8-24-1 0.08167/0.10837 NN-D(8) 8-32-1 0.07427/0.10764 
NN-D 
model 
Forecasting 
MSE(MAD) 
MA 
model 
Forecasting 
MSE(MAD) 
MSE(MAD) 
percentage 
decrease(%) 
NN-D3 0.03697(0.14373) MA(3) 0.04492(0.16624) 17.70(13.54) 
NN-D4 0.03501(0.14218) MA(4) 0.04049(0.15721) 13.53(9.56) 
NN-D5 0.03195(0.13839) MA(5) 0.03931(0.15474) 18.72(10.57) 
NN-D6 0.02892(0.12902) MA(6) 0.03849(0.15064) 24.86(14.35) 
NN-D7 0.02343(0.11820) MA(7) 0.03699(0.14899) 36.66(20.67) 
NN-D8 0.01977(0.11132) MA(8) 0.03682(0.14952) 46.31(25.55) 
NN-D 
model 
Forecasting  
MSE(MAD) 
NN 
model 
Forecasting 
MSE(MAD) 
MSE(MAD) 
percentage 
decrease(%) 
NN-D3 0.03697(0.14373) NN(3) 0.03970(0.15678) 6.88(8.32) 
NN-D4 0.03501(0.14218) NN(4) 0.03799(0.15249) 7.84(6.76) 
NN-D5 0.03195(0.13839) NN(5) 0.03219(0.14101) 0.75(1.86) 
NN-D6 0.02892(0.12902) NN(6) 0.03077(0.13629) 6.01(5.33) 
NN-D7 0.02343(0.11820) NN(7) 0.02648(0.12564) 11.52(5.92) 
NN-D8 0.01977(0.11132) NN(8) 0.02183(0.11555) 9.44(2.66) 
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Table 4. The differences between NN-D model and 
NN model results 
 The above comparative tables have showed that 
the NN-D model can really offer more accurate 
prediction results when integrated with a dynamic input 
data. Figure 5 shows the comparison of the actual 120 
sales data and the 120 forecasting values in NN-D8 
model. 
N u m b e r o f  D a ta
2 0 4 0 6 0 8 0 1 0 0 1 2 0
Sa
le
s(
N
or
m
al
iz
at
io
n)
0 .0
0 .2
0 .4
0 .6
0 .8
1 .0
A c tu a l
F o re c a s t
 
Figure 5. The actual data and the NN-D(8) model 
forecasting data 
5. Conclusions 
We have presented an experimental study on 
neural network application for convenience stores 
actual sales data time-series forecasting. The effects of 
the input nodes and hidden nodes on NN modeling and 
forecasting behavior were discussed. We considered 
time-series models with different characteristics. The 
conclusions from this study are summarized below: 
(1) Both the number of input nodes and the number 
of hidden nodes have significant effects on NN model 
building and predictive ability. Generally, the number 
of input nodes has stronger effects than the number of 
hidden nodes in forecasting. This result suggests that 
we should use more appropriate numbers of input 
nodes. 
 (2)Neural networks are able to identify the 
appropriate number of observations for forecasting 
future values, especially in the NN model with a 
high-related factor. Hence, neural networks can be the 
better forecasting tool in real time series data such as 
the moving average model and ARIMA model. 
(3)Simple neural networks are effective in 
forecasting. For most time-series investigated, neural 
networks with one or two hidden nodes typically give 
the best forecasting performance in terms of MAD and 
MSE. Our study has similar finding. 
(4)The number of observations (training sample 
size) used for training a neural network has limited 
effects on performance. In our research, there is a 
significant result in using the different input data from 
3 to 8. However, more data is found helpful for 
overcoming the long-term forecasting problems. 
The neural networks examined in this study show 
much promise for real time-series sale data forecasting. 
The NN and the NN-D model are demonstrated to have 
nonlinear pattern recognition capability which is 
valuable for modeling and forecasting real sales 
ordering. Future research could focus on the additions 
of NN input nodes selection criteria like promotion 
timing of the substitutability goods, cutting the price, or 
obtaining critical factors by interviewing customers. A 
potential research direction is to establish a model 
building methodology with a special emphasis on the 
theoretical aspects of nonlinear structured time-series. 
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