Stably inverting a dynamic system model is the foundation of numerous servo designs. Existing inversion techniques have provided accurate model approximations that are often highly effective in feedforward controls. However, when the inverse is implemented in a feedback system, additional considerations are needed for assuring causality, closedloop stability, and robustness. In pursuit of bridging the gap between the best model matching and a robust feedback performance under closed-loop constraints, this paper provides a modern review of frequency-domain model inversion techniques and a new treatment of unstable zeros. We provide first a pole-zero-map-based intuitive inverse tuning for motion control systems. Then for general nonminimum-phase and unstable systems, we propose an optimal inversion algorithm that can attain model accuracy at the frequency regions of interest and meanwhile constrain noise amplification elsewhere to guarantee system robustness. The design goals are achieved by a multi-objective H ∞ formulation and allpass factorization that consider model matching, causality of transfer functions, frequency-domain gain constraints, and factorization of unstable system modes in a unified scheme. The proposed algorithm is validated on motion control systems and complex high-order systems.
Introduction
Given a linear time-invariant system model G, the inversion of G has numerous practical implementations including but not limited to iterative learning control (ILC) [1] , repetitive control [2] , two-degree-of-freedom servo in feedforward control [3, 4] , as well as Youla parameterization and disturbance observer in feedback control [5, 6, 7, 8, 9, 10] . Here, G can be an open-loop plant model or a closed-loop control system. For a minimumphase system, G −1 is stable and ready to be implemented. However, for a system with nonminimum-phase (NMP) or unstable zeros, G −1 is unstable and cannot be implemented directly. To find a stable, rational, and causal replacementĜ −1 such that GĜ −1 approximates 1 is thus a fundamental issue in inversion-based control designs. Such a challenge is more pronounced in discrete-time systems. For instance, the integrator-type plant dynamics 1 in motion control generate NMP zeros in their zero-order-hold (ZOH) equivalents when the sampling time is sufficiently small [11, 12] ; moreover, fractional-order delays induce unstable zeros after discretization [11, 13] .
Although significant progress has been made in inversion-based control algorithms, new results continue to appear given the importance and challenge of the problem. Several strategies exist in the modern literature (most up to date at the time of preparing this manuscript) to develop model inversions for systems with NMP zeros. Based on system representations and scopes of application, we can classify these strategies into two categories: frequencyand time-domain model inversions. The frequency-domain strategies focus on finding transfer-function expressions of the stable inversions and therefore can be used in both feedback and feedforward controls. Examples in this category include the approximate (e.g., NPZ-ignore, ZPETC, and ZMETC) [14, 15, 16] , the ILC-based [17, 18] , and the H ∞ -based [19, 20, 21, 22] model inversions. On the other hand, the time-domain strategies [23, 24, 25, 26] aim at identifying the optimal control signal that minimizes the error between a given reference and the output. Since a preview of the reference is usually not available in feedback design, these time-domain algorithms are mainly used as feedforward techniques. This paper focuses on the analysis and design of frequency-domain model inversion strategies. Existing literature has provided inversion techniques from the viewpoint of model matching. However, when the inverse is implemented in a feedback system, additional considerations are needed for assuring closed-loop stability and robustness. The main result of this paper is the development of a new H ∞ -based optimal inversion algorithm. Stepping beyond existing methods, the proposed algorithm advances the field by 1) mitigating control efforts at customized frequencies and thereby enhancing system robustness; 2) reaching high efficiency for complex high-order systems and unstable systems. Before presenting the new algorithm, we analyze the influence of modulating NMP zeros on the frequency response of the system. We verify that when NMP zeros do not reside in desired frequency (usually low-frequency) regions of high-performance control, an effective stable model inversion is readily achievable. In other words, it is feasible to replace high-frequency NMP zeros with stable ones while maintain the system dynamics in desired low-frequency regions. We then extend this intuition of NMP modulation to an optimal inversion design. There, replacing the manual adjustment with the automatic modulation, we develop a new H ∞ -based algorithm to search for the optimal inverse model that achieves model matching at selective frequencies and magnitude constraint elsewhere. This is achieved through a multiobjective formulation and all-pass factorization, along with successful validations on motion control systems and complex high-order systems. Along the path, we discovered an initially unexpected perspective of analyzing the model inversion, which brings new convenience in selecting from different design choices.
The main contributions of this paper are:
1. conducting an up-to-date review with simulation comparison and frequency-domain analysis, which reveals a new perspective of performance comparison; 2. analyzing the influence of the NMP-zero modulation and furthermore, developing a new H ∞ -based inversion algorithm; 3. validating the proposed algorithm by presenting detailed case studies with high-fidelity experimental data.
The remainder of this paper is structured as follows. Section 2 conducts an in-depth review of literature and lays foundations for the proposed algorithm. Section 3 elucidates the effect of modulating NMP zeros through a frequency-domain analysis. The proposed optimal inversion is presented and verified in Section 4. Section 5 concludes this paper.
Review of frequency-domain inversion algorithms and a direct pole-zero analysis of the approximation error
The frequency-domain inversion algorithms aim at expressing the stable inversion models F =Ĝ −1 in the sor z-domain. Here, s and z are complex numbers in the Laplace transform and z-transform, respectively. Note that when the relative degree m ofĜ(z) is larger than zero, the inverse model can be modified to be implementable as F (z) = z −mĜ−1 (z). Figure 1 shows a typical block diagram in feedforward tracking control employing the inverse model, where r, u, and y represent the reference, the input, and the output signals, respectively. Three types of F : approximate inverse of G G r u y frequency-domain inversion algorithms are compared and analyzed in this section.
Approximate model inversions
To obtain the basic structure of the inverse model, approximate model inversions first factor out the unstable zeros as
where N (z) and D(z) are coprime polynomials of z, and N s (z) and N u (z) respectively contain the stable and unstable zeros. Here, we define N u (z) as
where z 1 , z 2 , · · · , z n are outside the unit circle; hence
has stable roots, and N u (z)N u (z −1 ) is zero-phase. In the general case, the approximate inverse model of the system in (1) has the structure of
where
has a zero relative degree and varies with different designs. During implementation, z −m in (3) is needed for F (z) to be realizable. For feedforward applications where a preview of the desire output y d (k) is available, the delay z −m can be canceled out by letting r(k) = y d (k + m). Table 1 summaries three different designs ofÑ u (z). The NMP zeros ignore method (NPZ-ignore) [14, 15] replaces N u (z) with N u (1) at the cost of magnitude and phase mismatch in the overall transfer function G(z)Ĝ −1 (z). The zero-phase-error-tracking control (ZPETC) [16] 
is zero-phase. The zero-magnitude-error-tracking control (ZMETC) [14] , on the contrary, eliminates all magnitude errors by converting the unstable zeros to their stable reciprocals, namely,
2 in ZPETC are added to create a unity DC gain of G(z)Ĝ −1 (z).
We compare next the frequency responses of
) of the three approximate methods, where Y (z) and R(z) are transfer functions of the output and reference signals shown in Fig. 1 .
and ideally
R(z) = 1. We take the HDD system in Section 2 Methods NPZ-ignore ZPETC ZMETC
Nu (1) (−1) 
Here, G(z) has a NMP zero at around −2.5, and
Note that for ZMETC, the magnitude response of
is always one since N u (z) and N u (z −1 ) have the same magnitude response. At low frequencies close to 0, i.e., z = e jω → 1, we get
R(z) → 1 for all three methods, and thereby the frequency responses of
R(z) largely overlap with each other (Fig. 2) . At high frequencies around the Nyquist frequency π rad (i.e., 13.2 kHz), where z = e jπ = −1, we get that
Nu ( R(z) in all three methods go to zero at frequencies close to the Nyquist frequency (the bottom plot of Fig. 2 ) because the unstable zero is a real one around −2.5.
ILC-based model inversions
Originally developed for output tracking in repetitive tasks, ILC can be extended to the field of model inversion [18] . Here, the inverse model F (z) is constructed by setting its impulse response f (k) as the feedforward signal in the following ILC:
where u i (k) is the learned input at the i-th iteration: with the training reference r(k) assigned to be the delta impulse δ(k) and L(z) the ILC learning filter usually built from the approximate model inversions (e.g., ZPETC). In this way, the stability condition
Taking the HDD system in (4) for example, we show in Fig. 4 the frequency responses of
is built from ZPETC (see Table 1 ). With i increasing, the magnitudes of (1 − L(z)G(z)) i at low frequencies will converge to zero. Moreover, a larger i yields a wider low-frequency region with zero magnitude. Therefore, under finite implementation of i, F (z) represents a low-pass approximation of G −1 (z) with tunable bandwidth.
To avoid control saturation and maintain stability, a filtered impulse rather than the delta impulse is used as the reference signal. Some performance of ILC is thus lost due to truncation error and time-domain aliasing. This indirect model inversion, on the other hand, improves the tracking performance over the simple ZPETC. The minor list of this indirect method is that iterative experiments need to be run on the hardware (or a very accurate model G).
H ∞ -based model inversions
For continuous-time NMP systems, [19, 20] has solved the inversion problem using the H ∞ formulation. For
where the weighting W (s) = (k + ξs)/(k + s) is a low-pass filter with k > 0 and 0 ≤ ξ < 1, the optimal inverse that minimizes J is a lead filter:Ĝ k+b , i.e., k > ξb (0.6 in this example), a low-pass filter when k < ξb, and has constant magnitude when k = ξb (Fig. 5 ).
Summary of literature review and motivations of this paper
An overview of the frequency-domain inversion strategies is listed in Table 2 . It is noteworthy that these frequency-domain strategies can be implemented in both feedback and feedforward controls. The approximate and the ILC-based model inversions are implemented in discrete time, and the H ∞ -based approach is in continuous time. Fitness of each method in practice certainly depends on the specific problem at hand. Compared with the other two methods, the H ∞ -based model inversion identifies the inverse model automatically and benefits particularly high-order systems and unstable systems with complicated pole-zero distributions.
Note that all the surveyed algorithms here focused on accurate model inversion alone. For inverse-based control in a feedback system, robustness against model mismatch is also crucial for overall closed-loop performance. The algorithm proposed in Section 4 provides a discrete-time H ∞ -based model inversion that introduces another weighting to limit the magnitude of the inverse model at selective frequency regions and thereby enhance system robustness.
Method DT or CT
Basic structure or design goal Approximate DT [18] , and H∞-based methods [19, 20] . DT and CT are short for discrete time and continuous time, respectively. Before discussing the main algorithm, we provide in Section 3 an analysis to examine the effect of the NMP zero in the frequency domain.
A frequency-domain analysis of the effect of modulating NMP zeros
For concreteness, we take the hard disk drive (HDD) system [27] as an example to show the influence of modulating NMP zeros on the frequency response of the system.
In an HDD, model inversion is at the basis of the servo design to regulate precisely the position of the read/write head and increase the storage density. A typical nominal model of the motors and actuators here is [27] : 
whose ZOH equivalent sampled at 26.4 kHz is (4) that has a NMP zero at around −2.5 (see Fig. 6 ). The solid line in Fig. 7 shows the frequency response of the actual system with added notch filters to attenuate the resonances at high frequencies. The dotted line is the frequency response of G(z) in (4), which overall matches well with the actual system dynamics. We consider next the frequency response of e jω + 2.494311, which relates to the NMP zero in (4). Consider • ; in this example, B p = 1300 Hz, and ω p = 2π × 1300/26400 = 17.72
• . In other words, ω varies only a small arc on the unit circle from 0 to 17.72
• in the main performance region below B p , yielding mild changes to the vector e jω + 2.494311 (Fig. 6) . Therefore, it is feasible to modulate the NMP zero while maintain the frequency response of the system in desired frequency regions.
Next we obtain the nominal system model for inverse design by shifting the NMP zero to a stable one at −0.8 (close to −1, in Fig. 6 ) and retaining the DC gain:
As shown in Fig. 7 , the minimum-phase modelĜ(e jω ) (dashed line) matches well with the NMP model G(e jω ) (dotted line) and the actual system dynamics (solid line) below 3000 Hz. This frequency is large enough for most servo-enhancement schemes. Therefore, when NMP zeros do not locate in desired (low-frequency) frequency regions, a stable model inversion is readily achievable through the NMP-zero modulation. This result justifies the basic idea of the H ∞ -based optimal inversion, as shall be proposed in Section 4, where the manual adjustment is replaced with an automatic process.
H ∞ -based optimal inversion
This section presents an H ∞ -based optimal inversion algorithm for NMP systems and unstable systems. The design principle is to automatically search for the inverse filter to selectively fit different frequency regions. At frequencies where there exist no NMP zeros and no large model uncertainties, we impose an accurate model matching betweenĜ(z) and G(z); otherwise, we limit the magnitude response ofĜ −1 (z) to increase the system robustness. In Section 4.1, we propose the H ∞ -based optimal inversion for NMP systems. Extending the result, we provide the design procedures for unstable systems in Section 4.3.
H ∞ -based optimal inversion for NMP systems
We first develop the design procedures for NMP systems. Let S denote the set of stable, proper, and rational discrete-time transfer functions. We search among S to find F (z) = z −mĜ−1 (z) that satisfies:
1. F (z) is realizable/proper. This relates to the z −m term in F (z). To minimize the delays, m usually is desired to equal the relative degree of G(z).
Namely, we minimize the maximum magnitude of the model mismatch F (z)G(z) − z −m weighted by W 1 (z). The weighting W 1 (z) determines the frequency regions for accurate model matching. If
Here, the magnitude of F (z)G(z) is scaled by the weighting W 2 (z). For instance, W 2 (z) can be a high-pass filter to constrain noise amplification at high frequencies. The solution for this condition alone is that F (z) = 0, that is, F (z) does not amplify any input signals.
Integrating the above three goals yields the multi-objective optimization
The optimal inverse model given by (8) preserves accurate model information in the frequency region specified by W 1 (z) and, on the other hand, penalizes excessive high gains of F (z) at frequencies determined by W 2 (z). Typically, W 1 (z) is a low-pass filter, and W 2 (z) is a high-pass one, as shown in an example in Fig. 10 .
The optimization principle in (8) falls into the framework of the H ∞ control and can be solved by the robust control toolbox in MATLAB. Figure 8 shows the block diagram realization of the optimization principle. The two error signals e 1 and e 2 are minimized to find the optimal inverse model F (z). The solution of F (z) exists as long as G(z), W 1 (z), and W 2 (z) are stable. After (8) is solved, a lower-order F (z) can be reached by applying standard model-reduction techniques, if needed. 
Example one: NMP system
This example shows validity of the proposed algorithm for high-order systems. We take the active suspension system that serves as a benchmark on adaptive regulation in [28] . The control goal there is to attenuate the vibrations transmitted to the base frame, and model inversion is critical for the best results achieved in the benchmark by the authors in [10] . Although the system is open-loop stable, the existence of the NMP zeros challenges general feedback and feedforward control.
Via standard system identification methods, the system model G(z) is identified with a sampling rate of 800 Hz and has an order of 22. Four NMP zeros show up in G(z) (Fig.  9) . Implementing the optimization principle in (8) gives the optimal inverse F (z). Figure 10 shows the frequency responses of the two weighting functions. We reduce the order of F (z) to 23 by applying the model-reduction function reduce in MATLAB. Subsequently, we get the nominal system modelĜ(z) = z −m F −1 (z). As shown in Fig. 11 , G(z) (red dashed line) matches well with the identified system dynamics G(z) (blue solid line). Moreover, at high frequencies near the Nyquist frequency, the nominal system modelĜ(z) obtained from the proposed method (red dashed line) has higher magnitudes than that from the existing H ∞ -based method without the gain-constraint condition (magenta solid line). Therefore, the second weighting W 2 has served to limit the magnitudes of the inverse model F (z) at selective frequency regions, as it was designed to. the same magnitude response as the system model but has large phase error, whereas ZPETC yields a nominal model with no phase error but large magnitude mismatch. The model obtained from NPZ-ignore has both large magnitude and phase errors. The H ∞ -based optimal inversion outperforms the other methods by balancing well magnitude and phase matches and also mitigating control efforts (i.e., magnitudes of the inverse model) at high frequencies for system robustness.
H ∞ -based optimal inversion for unstable systems
When the system G(z) itself is unstable, Figure 8 and (8) are ill conditioned. A first intuition for applying the H ∞ -based optimal inversion is perhaps to ignore the unstable poles of G(z) and take the remaining part as a fictitious system model. However, caution should be taken in this process since simply ignoring the unstable poles alters the relative degree of the system and may generate a noncausal inverse. Furthermore, numerical issues may arise after changing the magnitudes of the system. To overcome these difficulties, this section introduces an approach by using the all-pass factorization.
We first factor out the unstable poles of G(z):
where |p i | > 1 and G 0 (z) contains all the zeros and stable poles of G(z). Performing all-pass factorization gives
wherep i is the complex conjugate of p i . The unstable poles in G(z) are thus replaced by their reciprocals in G s (z).
The product term i (p i z + 1)/(z + p i ) in (10) has unity magnitude, that is, the stable G s (z) has the same magnitude response as the unstable G(z). The procedure in Section 4.1 can then be applied to G s (z), and the proposed design steps of the H ∞ -based optimal model inversion for unstable systems are:
1. Write the pole-zero representation of G(z), determine the relative degree m of G(z), and then factor out the unstable poles as in (9); 2. Perform the all-pass factorization by transforming G(z) in (9) to G s (z) in (11); 3. Substitute G s (z) into (8) , and solve (8) to find
(z); 4. Take into account the effect of the unstable poles in (10) by
. The approximate system model with a stable inverse is then
Example two: unstable system
This example shows how to implement the proposed H ∞ -based optimal inversion in unstable systems.
Consider a discrete-time transfer function
with a relative degree of m = 1 and a sampling rate of 26.4 kHz. G(z) contains an unstable pole 1.2 at low frequency and an unstable zero -1.5 at high frequency. Solving (8) using the unstable G(z), the MATLAB function hinfsyn returns an empty solution. Instead, following the design steps elaborated in Section 4.3, we get G s (z) = z −1 (z + 1.5)
(1 − 1.2z) . The approximate system model is therebyĜ(z) = z −1 F −1 (z). As shown in Fig. 12 ,Ĝ(z) (dashed line) matches well with G(z) (solid line) particularly at frequencies below 5000 Hz, which is large enough for general feedback designs. Besides, compared with the nominal system model from the previous H ∞ -based method (dotted line), near the Nyquist frequency, the high gain ofĜ(z) from the proposed method (dashed line) indicates a small magnitude of F (z), which matches with the gain-constraint design criterion in Section 4.1.
Conclusion
In this paper, we discussed new frequency-domain analysis and design approaches to invert a nonminimum-phase (NMP) linear time-invariant system, with a focus on robustness and needed design constraints in feedback implementations. By tuning the location of the NMP zero, we illustrated that the NMP zero can be modulated with only changing the system response at selective frequency regions. Leveraging this fact, for general NMP systems, we propose a discrete-time H ∞ -based optimal inversion algorithm to automatically design the inverse model for selective frequency regions defined by two weighting functions. Verifications in complex high-order systems and unstable systems show the strengths of the proposed algorithm.
