Abstract-We study generalized possibilistic computation tree logic (GPoCTL) model checking in this paper, which is an extension of possibilistic computation logic model checking introduced by Li et al. (2014). The system is modeled by generalized possibilistic Kripke structures, and the verifying property is specified by a GPoCTL formula. Based on generalized possibility measures and generalized necessity measures, the method of GPoCTL model checking is discussed, and the corresponding algorithm and its complexity are shown in detail. Furthermore, the comparison between possibilistic computation tree logic and GPoCTL is given. Finally, a thermostat example is given to illustrate the GPoCTL model-checking method.
I. INTRODUCTION

M
ODEL checking [13] , [22] is a formal verification technique consisting of three main steps: modeling the system, specifying the properties of the system (i.e., specification), and verifying whether the properties hold in the system using model-checking algorithms. Systems are usually represented using Boolean state-transition models or Kripke structures. Properties of the system are often specified using temporal logics. The verification step gives a Boolean answer: either true (the system satisfies the specification) or false with counterexample (the system violates the specification).
Boolean transition models are useful for the representation and verification of computation systems, such as hardware and software systems. However, Boolean state-transition models are often inadequate for the representation of systems that are not purely computational but partly physical, such as hardware and software systems that interact with a physical environment and cyber-physical systems. Many quantitative extensions of the state-transition model have been proposed for this purpose, such as models that embed state changes into time [1] , models that assign probabilities [1] , or possibilities [19] to state changes with uncertainties. Furthermore, for the application to quantitative models and quantitative specifications, quantitative model-checking approaches have been proposed recently. Different approaches are applicable to different models types including timed [1] , probabilistic and stochastic [15] , multivalued [2] - [4] , quality of service or soft constraints [21] , discounted sources-restricted [5] , possibilistic [20] , etc., methods.
Although possibilistic computation tree logic (PoCTL) is more expressive than computation tree logic (CTL), it is too restrictive [20] . Some uncertainties, which can be described using possibility theory, still could not be handled directly using PoCTL model checking as noted in [20] , e.g., those systems modeled by possibilistic Kripke structures (PKS) with vague label functions (see the definition of generalized possibilistic Kripke structures (GPKS) in Section III in this paper). To deal with uncertainties in possibility theory, more powerful quantitative model checking is needed. For this purpose, we shall study quantitative model checking based on generalized possibilistic measures in this paper. Here, the models of systems are formalized as GPKS. Compared with PKS, the initial distribution and state-transition distribution of GPKS have no normal condition restrictions, and the labeling function of GPKS is fuzzy and contains vague information. The specification is quantitative CTL, which is called generalized possibilistic computation tree logic (GPoCTL); the interpretation of GPoCTL formula is also quantitative, even if the GPKS is also a PKS, and more possibilistic quantitative information is contained in GPoCTL compared with that in PoCTL, for example, the necessity measure is also introduced in the interpretation of GPoCTL formulas. The related model-checking approach and its complexity are presented, and some comparisons are made between PoCTL and GPoCTL.
Since we can use fuzzy sets to represent multivalued simulation, the techniques used in this paper have some similarities to those used in multivalued cases [3] . Of course, some essential differences exist. Indeed, possibilistic measures and necessity measures are used in GPoCTL. There is not any measure introduced for multivalued cases. We give an illustrative example to show that the approach proposed in this paper is efficient and reasonable. In fact, we expect that GPoCTL model checking will be used in the verification of expert systems and diagnosis of intelligent systems.
The content of this paper is arranged as follows. Section II gives an introduction of possibility theory, PoCTL, and PKS defined in [19] and [20] . Some possibility measures and necessity measures related to PKS and PoCTL are also studied. The necessity measures introduced in this section are new and not defined in [19] and [20] . In Section III, we give the notion of GPKS and the related generalized possibility measures induced by the GPKS. Section IV introduces the notion of GPoCTL. In Section V, the GPoCTL model-checking approach is discussed, and the related algorithm is presented. Section VI shows the relationship between GPoCTL and PoCTL. A thermostat example is given in Section VII. The paper ends with a conclusion.
II. PRELIMINARIES
In this section, we give some basic knowledge about the possibility theory and recall the PoCTL introduced in [20] .
A. Possibility Theory
Possibility theory is an uncertainty theory devoted to the handling of incomplete information and provides an alternative to probability theory. It differs from the latter by the use of a pair of dual set-functions (possibility and necessity measures) instead of only one. This feature makes it easier to capture partial ignorance. Besides, it is not additive and makes sense on ordinal structures. Zadeh first introduced possibility theory in 1978 as an extension of his theory of fuzzy sets and fuzzy logic [25] , [26] . Dubois and Prade further contributed to its development [7] - [12] .
For simplicity, assume that the universe of discourse U is a nonempty set, and assume that all subsets are measurable. A possibility measure is a function Π from the powerset 2 U to [0, 1] such that: 1) Π(∅) = 0, 2) Π(U ) = 1, and 3) Π( E i ) = Π(E i ) for any subset family {E i } of the universe set U , where we use i∈I a i to denote the supremum or the least upper bound of the family of real numbers {a i } i∈I ; dually, we use i∈I a i to denote the infimum or the largest lower bound of the family of real numbers {a i } i∈I .
If Π only satisfies the conditions 1 and 3, then we call Π a generalized possibility measure [14] .
It follows that the generalized possibility measure on a nonempty set is determined by its behavior on singletons:
The function π :
is called the possibility distribution of Π, and the measure Π is uniquely defined by (1), i.e., Π is uniquely defined by the possibility distribution π. Whereas probability theory uses a single number, the probability, to describe how likely an event is to occur, possibility theory uses two concepts: the possibility and the necessity of the event ( [10, 6] ). For any set E, the necessity measure N is defined by
A necessity measure is a function N from the powerset 2 U to [0, 1] such that: 1) N (∅) = 0, 2) N (U ) = 1, and 3) N ( E i ) = N (E i ) for any subset family {E i } of the universe set U .
If N only satisfies the conditions 2 and 3, then we call N a generalized necessity measure.
It follows that Π(E) + N (U − E) = 1, and N is the dual of Π and vice versa. In general, Π and N are not self-dual; this is contrary to probability measure, which is self-dual. As a result, we need both possibility measure and necessity measure to treat uncertainty in the theory of possibility.
We note that N (E) > 0 implies Π(E) = 1 for all events E,
. This can be interpreted as follows: If E is necessary with some positive value, then it is definitely possible.
We shall use possibility measures and necessity measures in the PoCTL model checking in this paper.
B. Possibilistic Kripke Structures
Transition systems or Kripke structures are key representations for model checking. Corresponding to possibilistic model checking, we have the notion of PKS, which is defined as follows.
Definition 1 (see [19] ): A PKS is a tuple M = (S, P, I, AP, L), where 1) S is a countable, nonempty set of states; 2) P :
is the transition possibility distribution such that for all states s, s ∈S P (s, s ) = 1 ;
AP is a labeling function that labels a state s with those atomic propositions in AP that are supposed to hold in s. Furthermore, if the set S and AP are finite sets, then M = (S, P, I, AP, L) is called a finite PKS.
The states s with I(s) > 0 are considered as the initial states. For state s and T ⊆ S, let P (s, T ) denote the possibility of moving from s to some state t ∈ T in a single step, that is,
Paths in PKS M are infinite paths in the underlying digraph. They are defined as infinite state sequences π = s 0 s 1 s 2 · · · ∈ S w such that P (s i , s i+1 ) > 0 for all i ∈ I. Let P aths(M ) denote the set of all paths in M , and P aths f in (M ) denote the set of finite path fragments s 0 s 1 · · · s n , where n ≥ 0 and
denotes the set of finite path fragments s 0 s 1 · · · s n such that s 0 = s. The set of direct successors (called P ost ) and direct predecessors (named P re ) are defined as follows:
Given a PKS M , the cylinder set ofπ = s 0 · · · s n ∈ P aths f in (M ) is defined as [1] Cyl(π) = {π ∈ P aths(M )|π ∈ P ref(π)} where P ref(π) = {π |π is a finite prefix of π}. Then, as shown in [19] , Ω = 2 P aths(M ) is the algebra generated by {Cyl(π) |π ∈ P aths f in (M )} on P aths(M ). That is to say, Ω = 2 P aths(M ) is the unique subalgebra of 2 P aths(M ) , which is closed under arbitrary unions and arbitrary intersections con-
Definition 2 (see [19] ):
for any π = s 0 s 1 . . . , π ∈ P aths(M ). Furthermore, we define
for any E ⊆ P aths(M ); then, we have a well-defined function
P o M is called the possibility measure over Ω = 2 P aths(M ) as it satisfies the definition of possibility measure. If M is clear from the context, then M is omitted, and we simply write P o instead of P o M . For the above possibility measure P o over 2 P aths(M ) , the corresponding necessity measure as defined in (2), write as Ne, has the following form:
Ne(E) = 1 − P o(E) where E denotes the complement of the subset E, i.e., E = P aths(M ) − E.
C. Possibilistic Computation Tree Logic
Definition 3 (Syntax of PoCTL [24] ): PoCTL state formulas over the set AP of atomic propositions are formed according to the following grammar:
where a ∈ AP , ϕ is a PoCTL path formula, and J ⊆ [0, 1] is an interval with rational bounds.
PoCTL path formulas are formed according to the following grammar:
ϕ ::= Φ | Φ 1 Φ 2 | Φ 1 ≤n Φ 2 | Φ where Φ, Φ 1 , and Φ 2 are state formulas, and n ∈ N.
Definition 4 (Semantics of PoCTL [24] ): Let a ∈ AP be an atomic proposition, M = (S, P, I, AP, L) be a PKS, state s ∈ S, Φ, Ψ be PoCTL state formulas, and ϕ be a PoCTL path formula. The satisfaction relation |= is defined for state formulas by
s |= Φ ∧ Ψ, iff s |= Φ and s |= Ψ; For path π, the satisfaction relation |= for path formulas is defined by
where
In particular, the path formula ♦Φ ("eventually") has the semantics
The intended meaning of the formula P o(s |= ϕ) is the possibility measure of those paths starting at state s satisfy the path formula ϕ for any state s, that is,
Let us see how the necessity measure can be defined in the interpretation of the PoCTL formulas.
Since
Similarly, we have the following equations: 
The above equalities are also the sources that we define the GPoCTL formula Ne( Φ), Ne(Φ Ψ), Ne(Φ ≤n Ψ), Ne( Φ), and Ne(♦Φ) in Section V.
III. GENERALIZED POSSIBILISTIC KRIPKE STRUCTURES
In this section, we extend the notion of PKS and introduce the notion of GPKS, which is defined as follows.
Definition 5 In this case, we also say that M is normal. This is one of the reasons why we call the structure defined in Definition 5 GPKS.
2) The possibilistic transition function P :
can also be represented by a fuzzy matrix. For convenience, this fuzzy matrix is also written as P , i.e.,
P is also called the (fuzzy) transition matrix of M . In [19] , we also use the symbol A to represent a transition matrix. For the fuzzy matrix P , its transitive closure is denoted by P + . When S is finite, and if S has N elements, i.e., N = |S|, then P [18] , where P k +1 = P k • P for any positive integer number k. Here, we use the symbol • to represent the max-min composition operation of fuzzy matrixes. Recall that the max-min composition operation of fuzzy matrixes is similar to ordinary matrix multiplication operation, just let ordinary multiplication and addition operations of real numbers be replaced by minimum and maximum operations of real numbers [26] . For a fuzzy matrix P , the reflexive and transitive closure of P , denoted by P * , is defined by P * = P 0 ∨ P + , where P 0 denotes the identity matrix. For a GPKS M = (S, P, I, AP, L), using P + and P * , we can get two GPKS M + = (S, 3) A closely related notion is given by (discrete-time) fuzzy Markov chains [17] or (discrete-time) possibilistic Markov chains [8] or possibilistic Markov processes [16] , which are used to model certain fuzzy systems. The only difference between PKS and fuzzy (or possibilistic) Markov chains lies in that there is no labeling function in the definition of fuzzy (or possibilistic) Markov chains. In [8] , possibilistic Markov chains are used to model the evolution of the updating problem in a knowledge base that describes the state of an evolving system. Uncertainty comes from incomplete knowledge about the knowledge base: "one may only have some idea about what is/are the most plausible state(s) of the system, among possible one" [8] . This type of incomplete knowledge was described in terms of possibility distribution in [8] ; the degree of transition possibility distribution denotes the plausible degree of the next state. This provides us with one kind of view on the justification of degree and transition of PKS. Example 1: Let us give some running examples of GPKSs, where states are represented by nodes and transitions by labeled edges. State names are depicted inside the ovals. Initial states are indicated by having an incoming arrow without source.
1) Fig. 1 shows a GPKS with fuzzy P and L. 2) Fig. 2 gives a GPKS with crisp P and fuzzy L.
3) Fig. 3 is a PKS. 4) Fig. 4 presents a GPKS with nonnormal fuzzy P and crisp L. The similar notions and notations used for PKS are also applicable for GPKS.
Definition 6: (cf., [19] for any π = s 0 s 1 · · · ∈ P aths(M ). Furthermore, we define
P o M is called the generalized possibility measure over Ω = 2 P aths(M ) as it has the properties stated in Theorem 2. If M is clear from the context, then M is omitted, and we simply write P o instead of P o M . For a generalized Kripke structure M , let us define a function r P : S −→ [0, 1] as follows, which denotes the largest possibility of the paths in M initialized at the state s:
(12) The role of the function r P is stated in Theorems 1 and 2. How to calculate r P ? The following proposition gives an answer.
Proposition 1: For a finite generalized Kripke structure M , and a state s in M , we have
In the matrix notation, we have
where D = (P + (t, t)) t∈S . In particular, P is normal iff r P (s) = 1 for any state s. Proof: Since S is finite, the image set of P is also finite. Observing that the meet operation ∧ does not generate new elements, it follows that the set {P (s, s 1 
Since S is finite, there exist t ∈ S and i < j such that s i = s j = t. In this case,
Conversely, for any t ∈ S, by the definition of P + , it follows that there exists s 1 , . . . , s i = t ∈ S and s i+1 , . . . , s j such that
, and thus,
Therefore, r P (s) = {P + (s, t) ∧ P + (t, t)|t ∈ S}. Furthermore, if P is normal, i.e., t ∈S P (t, t ) = 1 for any t ∈ S, since S is finite, it follows that there exists t ∈ S such that P (t, t ) = 1 for any t ∈ S. By this observation, from the state s, we can choose a sequence of states s 1 , s 2 , . . ., such that P (s i , s i+1 ) = 1 for any i ≥ 0. This sequence guarantees that r P (s) = 1 for any state s. Conversely, if r P (s) = 1 for any state s, then it is obvious that P is normal.
Theorem 1: Let M be a finite GPKS. Then, the possibility measure of the cylinder sets is given by
Theorem 2: P o is a generalized possibility measure on Ω = 2 P aths(M ) , which also satisfies the condition
The proof is direct. For the above generalized possibility measure P o, the related generalized necessity is also denoted by Ne, i.e., Ne(E) = 1 − P o(E) for any subset E of P aths(M ).
IV. GENERALIZED POSSIBILISTIC COMPUTATION TREE LOGIC
We shall give the temporal logic used for the specifications in this section. We shall introduce a new kind of quantitative temporal logics, which is called GPoCTL.
Definition 7 (Syntax of GPoCTL): GPoCTL state formulas over the set AP of atomic propositions are formed according to the following grammar:
where a ∈ AP , ϕ is a PoCTL path formula.
, and Φ 2 are state formulas, and n ∈ N.
Using the connectives ∧ and ¬, other connectives such as disjunction ∨, implication →, equivalence ↔ can be derived as usual:
Definition 8 (Semantics of GPoCTL):
Let a ∈ AP be an atomic proposition, M = (S, P, I, AP, L) be a GPKS, s ∈ S be a state, Φ, Ψ be GPoCTL state formulas, and ϕ be a GPoCTL path formula. For state formula Φ, its semantics is a fuzzy set ||Φ|| : S → [0, 1], which is defined recursively as follows, for any s ∈ S:
For a path formula ϕ, its semantics is a fuzzy set ||ϕ|| : P aths(M ) → [0, 1], which is defined recursively for π ∈ P aths(M ) as follows:
is defined as follows:
Intuitively, P o(s |= ϕ) denotes the largest possibility of the paths starting at s satisfying the formula ϕ. Path formula ♦Φ ("eventually") defined by ♦Φ = true Φ has the semantics
Dually, we have the following GPoCTL state formulas as presented in (5)- (9):
Remark 2: 1) By the semantics of GPoCTL, even if we use normal PKS as done in [19] , the semantics of GPoCTL is still not the same as that of PoCTL. The semantics of GPoCTL contains more possibility information. We shall give explicit explanation using some examples in the following section. 2) Since GPoCTL path formulas are the properties of paths in GPKS M , we consider the transition possibility values in the semantics of GPoCTL path formulas. It follows that the transition possibility values will occur twice when computing P o(s |= ϕ) for a GPoCTL path formula ϕ: first in the semantics of the path formula ϕ, and second in the possibilities of the paths themselves. Therefore, if we are only concerned about the computing P o(s |= ϕ), the transition possibility values in the semantics of GPoCTL path formulas can be omitted, that is, the semantics of GPoCTL path formulas can be defined as follows:
||Φ||(π([i])).
The same discussion is also applicable to restricted generalized possibilistic computation tree logic (RGPoCTL) defined in Section VI.
V. GENERALIZED POSSIBILISTIC COMPUTATION TREE LOGIC MODEL CHECKING
Similar to multivalued CTL model-checking problems [3] , the GPoCTL model-checking problem can be stated as follows.
For a given finite GPKS M , a state s in M , and a GPoCTL state formula Φ, compute the value ||Φ||(s).
We write M |= Φ for this GPoCTL model-checking problem. ||Φ||(s) can be calculated inductively on the length of Φ, |Φ|, i.e., |Φ| denotes the number of subformulas of Φ, which is defined as follows:
, then we can compute ||Φ|| inductively using (16) , (18) , and (17) . For the formula Φ = P o(ϕ), where ϕ is a path formula. Since ||Φ||(s) = P o(s |= ϕ), the key point is to calculate P o(s |= ϕ) for any state s.
There are four ways to construct path formula ϕ, i.e., ϕ = Ψ, ϕ = Φ ≤n Ψ, ϕ = Φ Ψ or ϕ = Ψ for some state formulas Φ and Ψ and n ∈ N.
For ϕ = Ψ, the next-step operator, the calculation is as follows:
where P is the transition matrix of M . We will give a matrix representation of the next-step operator. 
It follows that checking the next-step operator thus reduces to two multiplications of fuzzy matrixes.
To calculate the possibility P o(s |= ϕ) for restricted until formula ϕ = Φ ≤n Ψ, we have
In the matrix notation, we have a compact expression as follows:
If we let N = |S|, we know that
* , the reflexive and transitive closure of the fuzzy matrix D Φ • P , for any n ≥ N . In this case, we have
By the definition of Φ Ψ, we can see that P o(s |= Φ Ψ) = lim n →∞ ||P o(Φ ≤n Ψ)||(s) for any state s. It follows that
which can be computed effectively.
To calculate the possibility P o(s |= ϕ) for always operator ϕ = Φ, note that || Φ||(π) =
Then, we have, for any state s,
||Φ||(π([j])).
Unlike the next formula and until formula, it is not easy to give a matrix representation of P o( Φ). To give an effective method to compute P o( Φ), we use the fixpoint techniques. First, let us give an observation. Proposition 2: For any GPoCTL state formula Φ and a finite GPKS M , the image set of ||Φ||, denoted by Im(Φ), is a finite subset of the unit interval [0,1].
Proof: Write U the set of the union of the image set of atomic proposition a, its negation ¬a for a ∈ AP and the image set of the possibilistic transition distribution function P , i.e., U = ∪{Im(||a||) ∪ Im(||¬a||)|a ∈ AP }. Since M is a finite GPKS, U is a finite subset of the unit interval ∪ Im(P ) [0,1]. Since the minimum operation and the maximum operation on U do not generate any new elements except the set U , the image set of any state formula Φ is contained in the set U . It follows that the image set of ||Φ|| is also finite.
Proposition 3: For any GPoCTL state formula Φ and a finite GPKS M , the function defined by f (Z) = ||Φ|| ∧ ||P o( Z)||, where ||P o( Z)|| = P • D Z
• r P , which is from the set of possibility distributions over the state set S into itself, has a greatest fixpoint, and the greatest fixpoint of f is just ||P o( Φ)||.
Proof: Let Z 0 = (1, 1, . . . , 1) T be the greatest vector with entries 1. Inductively, we can define
Since Im(||Φ||) is finite, and the operations involved in the function f do not generate any new elements except U , it follows that Im(Z i ) ⊆ U , which means that Z i is a function from the state set S into the finite set U . Since the set of all the functions from S into U is a finite set, it follows that there exists k such that
First, let us show that A is a fixpoint of f . For any state s, we have
f (A)(s) = ||Φ||(s) ∧ ||P o( A)||(s)
= ||Φ||(s) ∧ s 1 ∈S P (s, s 1 ) ∧ A(s 1 ) ∧ r P (s 1 ) = ||Φ||(s) ∧ s 1 ∈S P (s, s 1 ) ∧ π ∈P aths(s 1 ) ∞ j =1 P (π([j], π([j + 1])) ∧ ∞ j =1 ||Φ||(π([j])) = π ∈P aths(s 1 ) s 1 ∈S P (s, s 1 ) ∧ ∞ j =1 P (π([j], π([j + 1])) ∧ ∞ j =0 ||Φ||(π([j])) = π ∈P aths(s) ∞ j =0 P (π([j], π([j + 1])) ∧ ∞ j =0
||Φ||(π([j])) = A(s).
Hence, A is a fixpoint of f .
Second, we want to show that A is the greatest fixpoint of f . If Z is a fixpoint of f , i.e.,
That is to say, Z ≤ A. Hence, A = ||P o( Φ)|| is the greatest fixpoint of f .
What is its time complexity of the fixpoint computation of f (Z) = ||Φ|| ∧ ||P o( Z)||? Let us give some analysis as follows: The nth iteration of the fixpoint computation of f (Z)(s) = ||Φ||(s) ∧ ||P o( Z)||(s)
computes the least upper bound of the values of all paths of length n starting from s satisfying Φ. Since the state space S is finite, for any path π of length greater than |S| + 1, there exists a path π of length at most |S| + 1, whose value is above the value π. Thus, the fixpoint computation converges after at most |S| + 2 iterations. Note each iteration of fixpoint computation of f involves only the operations of matrix product and the maximum and minimum operations of real numbers; each iteration takes at most O(|S| 2 ). Thus, each fixpoint requires O(|S| 3 ).
This completes the computation of the state formula P o(ϕ).
In the calculation of (||Φ||(s)) s∈S for a state formula Φ, we only need to perform (fuzzy) matrix multiplication at most |S| + 3 times or perform iteration of fixpoint computation of f at most |S| + 2 times. It follows that the time complexity of GPoCTL model checking of a finite GPKS M and a GPoCTL formula Φ can be presented as follows.
Theorem 3 (Time Complexity of GPoCTL Model Checking): For a finite GPKS M and a GPoCTL formula Φ, the GPoCTL model-checking problem M |= Φ can be determined in time O(size(M ) · poly(|S|) · |Φ|)
, where |Φ| denotes the number of subformulas of Φ, and poly(N ) denotes the polynomial function of N .
The corresponding algorithm can be presented here.
Algorithm 1: Computing the Greatest Fixpoint
Input: A function f from the set of possibility distributions over the state set S into itself. Output: The greatest fixpoint of f . 
where N = |S|, and
We give an example to show the methods of this section. Example 2: We give some calculations using Example 1. For the path formula ϕ = a, and for a path π ∈ P aths(s 0 ), we can simply compute || a||(π) as follows:
In Fig. 1 ||
In Fig. 3 ||
otherwise.
In Fig. 4 ||
We can see that even in a PKS as in Fig. 3 , the path formula a in GPoCTL is not crisp. As we know, all formulas in PoCTL, including state and path formulas, are crisp; see [20] . The semantics of GPoCTL, compared with that of PoCTL, contains more possibility information. Furthermore, using Algorithm 2, we can give the semantics of GPoCTL formulas P o( (a ∧ b)) and P o(b c) in the GPKS as shown in Fig. 1 as follows, where X T denotes the transposed fuzzy matrix of X: 
VI. SEMANTICS INTERPRETATION OF GENERALIZED POSSIBILISTIC COMPUTATION TREE LOGIC IN POSSIBILISTIC KRIPKE STRUCTURES AND RESTRICTED GENERALIZED POSSIBILISTIC COMPUTATION TREE LOGIC
Another view of quantitative GPoCTL model checking can be presented as follows: For a given interval J ⊆ [0, 1], and for a state formula Φ in GPoCTL, determine whether ||Φ||(s) ∈ J for any state s ∈ S. Corresponding to this model checking, a related crisp formula Φ J is defined using the semantics of Φ under a GPKS M as
In fact, the formula Φ J can be decided by the model-checking algorithm in the above section. Concretely, for an atomic formula a in AP , states formulas Φ, Ψ, and a path formula ϕ, we have
The formula Φ J is very similar to that used in PoCTL. We shall study the relationship between GPoCTL and PoCTL. For this purpose, we shall restrict the GPKS to PKS when we talk about the semantics of GPoCTL, since we only consider the semantics of PoCTL in the frame of PKS. In this case, we shall see the much more simple form of Φ J .
In this section, all GPKS considered will be PKS. We have the following basic results.
Definition 9: For two state formulas Φ and Ψ in GPoCTL, and any intervals J,
Proof: For any PKS M and any state s in M , we have the following observation. 
By the above lemma, we can write a as a [1, 1] and ¬a as a [0, 0] . Then, it holds that s |= a iff a ∈ L(s) and s |= ¬a iff a ∈ L(s). From atomic formulas a in AP , we can infer any state formulas of PoCTL from state formulas of GPoCTL, as presented in the following two theorems.
Theorem 4: For any state formula Φ in GPoCTL, and any interval J ⊆ [0, 1] with rational bounds, Φ J is a state formula of PoCTL, i.e., there is an equivalent state formula Ψ in PoCTL such that Φ J ≡ Ψ.
Proof: The proof is proceeded inductively on the length of formula Φ, |Φ|. For any PKS M and any state s in M , we have the following discussion.
If |Φ| = 1, then Φ = a ∈ AP or Φ = true; by Lemma 1, Φ J is a PoCTL state formula.
Assume that Φ J is a PoCTL state formula for any GPoCTL state formula Φ with length |Φ| ≤ n. For a GPoCTL formula Φ with length n + 1, we want to show that Φ J is a PoCTL state formula for any interval J. There are four forms of the interval J, that is,
We give the proof for the case of the closed interval J = [u, v] ; other cases are completely the same and thus omitted. In the following, J is always the closed interval [u, v] .
There are six cases to be considered.
Case 1: Φ = Φ ∧ Φ for two GPoCTL state formulas Φ and Φ .
Write Φ ≥u = Φ [u,1] and Φ ≤v = Φ [0,v ] . Since Φ [u,v ] = Φ ≥u ∧ Φ ≤v , it suffices to calculate Φ ≥u and Φ ≤v .
Note that s |= Φ ≥u iff ||Φ ||(s) ∧ ||Φ ||(s) ≥ u iff ||Φ ||(s) ≥ u and ||Φ ||(s) ≥ u iff s |= Φ ≥u and s |=
. By the induction, we know that Φ J is a PoCTL state formula.
Case 2:
By the induction, we have Φ J is a PoCTL state formula.
Case 3: 
. By the induction, we know that P o J ( Φ ) is a PoCTL state formula.
Case 4:
Note that s |= Φ ≥u iff there exists a path π = s 0 s 1 · · ·, and the integer j, such that 
. By the induction, we know that P o J (Φ Φ ) is a GPoCTL state formula.
Case 5:
By the induction, we know that P o J (Φ ≤n Φ ) is a GPoCTL state formula.
Case 6:
. By the induction, we have P o J ( Φ ) is a PoCTL state formula.
For a GPoCTL state formula Φ and interval J ⊆ [0, 1], when we use Φ J as a state formula and give its semantics in PKS, we can get a restricted version of GPoCTL as defined as follows.
Definition 10 (Syntax of RGPoCTL): RGPoCTL state formulas over the set AP of atomic propositions are formed according to the following grammar:
where a ∈ AP , ϕ is a RGPoCTL path formula, and J is an interval of [0, 1] with rational bounds.
RGPoCTL path formulas are formed according to the following grammar:
The semantics of RGPoCTL formulas is interpreted in PKS. Let a ∈ AP be an atomic proposition, M = (S, P, I, AP, L) be a PKS, s be a state, Φ, Ψ be RGPoCTL state formulas, and ϕ be a RGPoCTL path formula. The satisfaction relation |= is defined for state formulas by
where P o(s |= ϕ) = {P o M s (π) ∧ ||φ||(π)|π ∈ P aths(s)}. For path formula ϕ, and π ∈ P aths(M ), its semantics is a fuzzy set ||ϕ|| : P aths(M ) → [0, 1], which is defined recursively as follows for π = s 0 s 1 · · ·,
and s k |= Ψ}
and
otherwise. RGPoCTL and PoCTL have the same state formulas, but with different semantics of path formulas. In this sense, PoCTL can be seen as a qualitative version or a crisp counterpart of GPoCTL, where we interpret GPoCTL formulas in the frame of PKS models.
Moreover, if we further restrict the interval J ⊆ [0, 1] with the form (0, 1] (write > 0 in short) and [1] (write = 1 in short), then we obtain a more narrow qualitative GPoCTL, which is the same as qualitative PoCTL as defined in [20] , where the system models are PKS models. In this case, CTL is a proper subclass of qualitative PoCTL (as shown in [20] ), and thus, CTL is a proper subclass of GPoCTL.
VII. ILLUSTRATIVE EXAMPLE
We consider the thermostat example given in [3] and [23] . A little revision is adopted for our purpose.
There are three models for the thermostat as shown in Fig. 5 . Fig. 5(a) shows a very simple thermostat that can run a heater if the temperature falls below a desired threshold. The system has one indicator (Below), a switch to turn it OFF and ON (Running), and a variable indicating whether the heater is running (Heat). The system starts in state OF F and transits into IDLE1 when it is turned ON, where it awaits the reading of the temperature indicator. When the temperature is determined, the system transits either into IDLE2 or into HEAT . The value of the temperature indicator is unknown in states OF F and IDLE1. We use three-valued GPKS: 1, 0, and 0.5 (Maybe), to model the system, assigning Below the value 0.5 in states OF F and IDLE1 since the temperature is not determined in these two states, as depicted in Fig. 5(a) . Note that each state in this and the other two systems in Fig. 5 contains a self-loop with the value 1 which we omitted to avoid clutter. Fig. 5(b) shows another aspect of the thermostat system running the air conditioner. The behavior of this system is similar to that of the heater, with one difference: This system handles the failure of the temperature indicator. If the temperature reading cannot be obtained in states AC or IDLE2, the system transits into state IDLE1.
Finally, Fig. 5(c) gives a combined model, describing the behavior of the thermostat that can run both the heater and the air conditioner. In this model, we use the same three-valued GPKS. When the individual descriptions agree that the value of a variable or transition is 1 (respectively, 0), it is mapped into 1 (respectively, 0) in the combined model; all other values are mapped into 0.5.
For simplicity, we use the symbols r, b, a, ac, h to represent the atomic propositions Running, Below, Above, AC, and Heat. The above properties can be restated using possibility measures as follows: Prop. 1p: What is the possibility (respectively, necessity) that the system can transit into IDLE1 from everywhere?
Prop. 2p: What is the possibility (respectively, necessity) that the heater can be turned ON when the temperature falls below a desired threshold?
Prop. 3p: What is the possibility (respectively, necessity) that the system can be turned OFF in every computation?
Prop. 4p: What is the possibility (respectively, necessity) that heat is ON only if air conditioning is OFF?
Prop. 5p: What is the possibility (respectively, necessity) that heat can be OFF when the temperature is above a threshold desired?
The above properties can be described using GPoCTL formulas as presented in Tables I and II , respectively, where the order of the states is OF F < IDLE1 < IDLE2 < AC < HEAT . The table also lists the values of these properties in each of the models given in Fig. 5 . We use "-" to indicate that the result cannot be obtained from this model. For example, the two individual models disagree on the question of reachability of state IDLE1 from every state in the model, whereas the combined model concludes that it is 0. We obtain more useful information than those presented in [3] and [23] . For convenience, we use the row vectors to represent the corresponding column vectors in Table I and II. As an illustrative example, let us show how to compute Prop.1p. Fig. 5(a)-(c) . By a simple calculation, we have P o( P o( IDLE1)) = (1, 1, 0, 0) for GPKS in Fig. 5(a), P o( P o( IDLE1)) = (1, 1, 1, 1) for GPKS in Fig. 5(b) , and P o( P o( IDLE1)) = (1, 1, 0.5, 1, 0) for GPKS in Fig. 5(c) . It means that the system shown in Fig. 5(a) can transit into IDLE1 from the state OF F (with possibility 1) and IDLE1 (with possibility 1) and could not transit from other states, and the system shown in Fig. 5(b) can transit into IDLE1 from everywhere (with possibility 1), and the system shown in Fig. 5(c) can transit into IDLE1 from state OF F (with possibility 1), IDLE1 (with possibility 1), IDLE2 (with possibility 0.5) and AC (with possibility 1), and could not transit from state HEAT .
On the other hand, let Ψ = Ne( IDLE1); then, Ne( Ne( IDLE1)) = Ne( Ψ).
Since ||Ψ|| = ¬P o( ¬IDLE1) and Ne( Ψ) = ¬P o(♦¬Ψ)), using Algorithm 2, by a simple calculation, we have Ne( Ne( IDLE1)) = (0, 0, 0, 0) for GPKS in Fig. 5(a) and (b), and Ne( Ne( IDLE1)) = (0, 0, 0, 0, 0) for GPKS in Fig. 5(c) . It means that it is unnecessary that the systems shown in Fig. 5(a) -(c) could transit into IDLE1 from everywhere.
To sum up the results of Tables I and II for Prop. 1p, it is unnecessary that the systems shown in Fig. 5(a) -(c) could transit into IDLE1 from everywhere. Furthermore, it is not possible that the system shown in Fig. 5(a) can transit into IDLE1 from states IDLE2 and HEAT , and it is not possible that the system shown in Fig 
VIII. CONCLUSION
We have introduced PoCTL model checking based on generalized measures, which forms an extension of PoCTL model checking introduced in [20] . First, the system models were described as GPKS, and the properties of the systems were specified as generalized CTL formulas. Then, the corresponding model checking was discussed, and Algorithms 1 and 2 were provided to solve the generalized CTL model-checking problems. Next, GPoCTL and PoCTL were compared in detail. Compared with PoCTL, GPoCTL contains more possible and necessary information, even if we use PKS models. The logic GPoCTL is similar to CTL in multivalued case. Of course, some measure information, including possibility measure and necessity measure, is contained in GPoCTL, whereas there is no measure information in multivalued CTL model checking. An illustrative example in multivalued case was used to verify our method.
Further case study needs to be provided. Another direction is the equivalence and abstraction techniques in GPoCTL. For linear-time properties, LTL model checking based on generalized measures using GPKS as system model is another future direction to study (cf., [19] ).
