ABSTRACT 27
Background 28
The proportional recovery rule asserts that most stroke survivors recover a fixed proportion of lost 29 function. Reports that the rule can be used to predict recovery, extraordinarily accurately, are 30 rapidly accumulating. Here, we show that the rule may not be as powerful as it seems. 31
Methods 32
We provide a formal analysis of the relationship between baseline scores (X), outcomes (Y) and 33 recovery (Y-X), to highlight the shortcomings of the proportional recovery rule, and illustrate those 34 problems with simulations in which synthetic recovery data are derived from different types of 35 recovery processes. 36
Findings 37
When the correlation between baseline scores and recovery is stronger than that between baselines 38 scores and outcomes, the former can create an inflated impression of how predictable outcomes 39 really are given baseline scores. This often happens when outcomes are less variable than baseline 40 scores, as is common in empirical studies of recovery after stroke. Moreover, we cannot use the 41 results of these correlations to distinguish proportional recovery from recovery which is either not 42 consistently proportional, or not proportional at all. 43
Interpretation 44
Analyses relating baseline scores to subsequent change are a minefield: our formal analysis applies 45 as consistently outside the area of stroke as it does within it. One implication of our analysis is that 46 the proportional recovery rule is not as predictive of real recovery after stroke as recent empirical 47 studies suggest. Another is that different analytical methods will be required to ascertain whether 48 recovery is even proportional at all. 49 50
INTRODUCTION 51
Stroke clinicians and researchers have long known that the severity of patients' initial symptoms 52 after stroke is related to their long term outcomes 1 . Recent studies have suggested that this 53 relationship is stronger than previously thought: that most patients recover a fixed proportion of lost 54 function during the first few months after stroke. Evidence in support of this 'proportional recovery 55 rule' is rapidly accumulating, as recently summarised by Stinear 2 . In five separate studies since 56 2015 [3] [4] [5] [6] [7] , researchers used the Fugl-Meyer test to assess stroke patients' upper limb motor function 57 within two weeks after stroke onset, and then again either three or six months post-stroke. The 58 results were consistent with earlier observations 8, 9 that most patients recovered around 70% of lost 59 function. Taken together, these studies report highly consistent recovery in over 500 patients, 60 spread across different countries with different approaches to rehabilitation, regardless of the 61 patients' ages at stroke onset, stroke type, sex, or therapy dose 2 . And there is increasing evidence 62 that the rule also captures recovery from post-stroke impairments of lower limb function 10 , 63 attention 11, 12 , and language 12, 13 , and may even apply generally across cognitive domains 14 . Even rats 64 appear to recover proportionally after stroke 15 . 65
These results are striking because of the extraordinary accuracy with which the proportional 66 recovery rule appears to predict patients' recoveries. Most of these studies report that the rule 67 explains more (and sometimes much more) than 80% of the variance in empirical recovery: when 68 predicting behavioural performance in humans, these effect sizes are unprecedented. In 2015, 69
Winters and colleagues 3 reported that recovery predicted using the rule could explain a staggering 70 95% of the variance in the recovery of 146 stroke patients. Like many of its counterparts 7, 10, 12 , this 71 study also reported a group of (65) 'non-fitters', who did not make the predicted recovery. But if 72 non-fitters can be distinguished at the acute stage, as the authors' results also suggest, the 73 implication is that we can predict most patients' recovery near-perfectly, given baseline score alone. 74
Stroke researchers are used to thinking of recovery as a complex, multi-factorial process 16, 17 . If the 75 proportional recovery rule is really as powerful as it seems, much of what we thought we knew 76 about recovery from stroke will need to be revisited 2, 11, 18 . 77
In what follows, we argue that the proportional recovery rule is not as powerful as it seems, 78 because current analyses in this domain are all potentially confounded by mathematical coupling. Table 1 . When Y is more variable than X, Y contributes 160 more variance to Y-X and r(X, Y-X) tends toward r(X, Y): this is Regime 2. In contrast, when Y is less 161 variable than X, X contributes more variance to Y-X, and r(X, Y-X) tends toward r(X, -X), the 162 autocorrelation between X and itself: this is Regime 1 (also see proposition 9 in Supplementary 163 Appendix A). As an illustration of Regime 1, consider a set of synthetic baselines and outcomes 164 connected by proportional recovery. With no measurement noise, r(X, Y) = 1 and r(X, Δ) = -1 (Figure  165 2a); but with shuffled outcomes data, r(X, Y) ≈ 0, but r(X, Δ) = -0.96 (Figure 2b ). Indeed, r(X, Δ) will be 166 extreme in any data where σY is significantly smaller than σx. 
RE-EXAMINING STUDIES OF PROPORTIONAL RECOVERY AFTER STROKE 171
These relationships between r(X, Y), r(X, Δ) and σY/σX merit a re-examination of the proportional 172 recovery rule for stroke. The only study in this literature that reports individual patients' behavioural 173 data is that by Zarahn and colleagues 
187
We can also use equation 1 to reinterpret studies which do not report individual patient 188 data. One example is the first study to apply the proportional recovery rule to aphasia after stroke Notably, most of the studies referenced in this section reported outcomes scores which 215 were less variable than baseline scores. This is the predicted pattern if recovery is proportional to 216 lost function, because in this case those who lose the most will also recover the most, but this 217 scenario also encourages extreme r(X, Δ) regardless of r(X, Y) (i.e. Regime 1 from Figure 1 ). Even if 218 patients really do recover proportionally, r(X, Δ) can encourage an inflated impression of how well 219 the rule predicts their recovery. We found potentially misleading results in all of the studies that 220 reported enough information for us to make the judgement. The most common reason why we 221 could not make a judgement was when baselines were only related to recovery through 222 multivariable models 4, 11, 12 . But inflation in one variable's effect size will also inflate the multivariable 223 model's effect size: we cannot estimate the magnitude of that inflation confidently for any particular 224 multivariable model, but we can predict that it's also there in those models. 225
As a consequence, we suggest that future studies of proportional recovery should at least 226 report both r(X, Y) and r(X, Δ). However, even when both are reported, we contend that analyses like 227 this cannot convincingly demonstrate that recovery is proportional: this is the focus of the next 228 section. 229 230
HOW DO PATIENTS REALLY RECOVER? 231
To illustrate why r(X, Y) and r(X, Δ) cannot convincingly identify proportional recovery, we ran a 232 series of simulations in which these correlations were calculated from synthetic data, generated by 233 different types of recovery process. All of the simulations assume that baselines and outcomes are 234 dependent, and that each is observed with some measurement noise, and all also assume our 235 samples are large (N = 1,000); the distortions induced by small samples are well documented 236 elsewhere 27 , and will not concern us here. 237 proportional recovery from other types of recovery. However, these simulations make the 250 assumption that the scale used to measure performance is infinitely long. In practice, these scales 251 are always finite, and the Fugl-Meyer scale in particular is known to exert ceiling effects on patients 252
with mild-to-moderate hemiparesis 23 . When we include ceiling effects (Figure 4 , row 3), the results 253 derived from constant recovery are similar to those derived from proportional recovery. These 254 similarities persist when we also remove non-fitters prior to calculating the correlations (Figure 4 , 255 last row), which acts to preserve strong r(X, Δ) despite significant recovery noise. Indeed, in our final 256 simulation of proportional recovery (row 4, column 2), r(X, Δ) ≈ -0.94 even when the standard 257 deviation of the recovery noise is >0.35. Since the mean proportion is 70% here (0.7), the 95% 258 confidence intervals (mean ± two standard deviations) on the proportion of lost function actually 259 recovered include both 0% and 100%. These results demonstrate that, with more realistic constraints on our generative models of 264 empirical data, r(X, Y) and r(X, Δ) cannot distinguish proportional recovery from recovery which is 265 either not consistently proportional, or is not proportional at all. 266 267
Discussion 268
The proportional recovery rule is attractive partly because it formalises the popular, clinical intuition 269 that initial symptom severity is by far the most, and perhaps the only, important predictor of recovery 270 after stroke. The rule is also striking because it implies that recovery is simple and consistent across 271 patients (non-fitters notwithstanding), and because that implication appears to be justified by strong 272 empirical results
2
. That incredible, empirical power has even begun to encourage the search for some 273 deeper, general recovery mechanism which cuts across cognitive domains 18 . But our results suggest 274 that the rule may not be as powerful as it seems. 275
We are not claiming that the rule is wrong. Our analysis suggests that the empirical results to 276 date do not confirm that it holds or how well, but those results are still consistent with the rule's 277 predictions. The rule is also falsifiable: a recent study of recovery during the first week after stroke 278 onset found no evidence of proportional recovery
28
. Nevertheless, we contend that estimates of the 279 rule's predictive power -those headline effect sizes for r(X, Δ) or r(pΔ, Δ) -deliver a misleadingly 280 optimistic impression of how predictable outcomes really are. And a misleadingly optimistic 281 impression here encourages misleadingly pessimistic assessments elsewhere: if baseline scores really 282 do predict many patients' recoveries near-perfectly, therapeutic interventions will appear to be 283 redundant for those patients. 284
Much of the work in this area has focused on the distinction between fitters and non-fitters 285 to the proportional recovery rule; distinguishing the groups via analyses of the residuals for r(X, Δ). 286 This is a circular definition, but it defines groups which can then be distinguished in non-circular ways 5 . 287
Since the residuals for r(X, Y) and r(X, Δ) are always the same (see Supplementary Appendix A), it 288 follows that our concerns about effect sizes have no bearing on the validity of work to distinguish 289 fitters from non-fitters. Nevertheless, extreme r(X, Δ) for fitters will naturally encourage the 290 assumption that we can at least predict those fitters' outcomes near-perfectly. Our analysis suggests 291 that this assumption is wrong. 292
In summary, our results suggest that recovery from stroke might not be as proportional as it 293 seems. Strong correlations between baseline scores (or predicted change) and subsequent change can 294 drive a misleadingly optimistic impression of how predictable outcomes really are. This situation 295 appears to be common, both in our simulations and in the empirical literature on the proportional 296 recovery rule. Moreover, these analyses cannot distinguish proportional recovery from recovery 297 which is either not consistently proportional, or not proportional at all. Quite how to make this 298 distinction with confidence, remains an open question: this is a subject for future work. 299 300
A PARELLEL CHALLENGE? 301
As this manuscript approached completion, we discovered that another researcher, Robinson 302 Kundert, had distributed a 'pre-paper', describing a parallel challenge to the proportional recovery 303 rule, at a meeting. None of the authors attended that meeting, but we learned of it through colleagues 304 who did attend. Our understanding is that this challenge is focused on the consistency (or lack thereof) 305 of the proportion of lost function that patients recover. In this sense, that work may be 306 complementary to our focus on predictive power. We look forward to studying this challenge after it 307 is published. axis is log-transformed to ensure symmetry around 1 (i.e. when X and Y are equally variable, and 384 log(σY/σX) = 0). The two major regimes of Equation 1 are also marked in red. In Regime 1, the imprint 385 of baselines (X) dominates, and r(X, Δ) tends toward r(X, -X) (i.e. -1). In Regime 2, the correlations of 386 interest are more tightly related, and r(X, Δ) ≈ r(X, Y). And there is a transition between the two regimes 387 when the variability ratio is not dramatically skewed one way or the other -though even this transition 388 allows for misleadingly strong r(X, Δ), as evidenced by the fact that our canonical example of 389 mathematical coupling occurs in this region. This is indicated by the red mark, which corresponds to 390 the situation where X and Y are independent random normal variables: i.e. r(X, Y) ≈ 0; log variability 391 ratio = 0; and r(X, Δ) ≈ -0.71. Proposition 7 in Supplementary Appendix A provides a justification for 392 unambiguously using a ratio of standard deviations in this figure, rather than σY and σX as separate presents results when measurement noise is minimal but there are ceiling effects on the 424 measurement scale. And the last row presents results when measurement noise is minimal, ceiling 425 effects are applied, and 'non-fitters' are removed: i.e. the ~19% (this is the figure in   3 ) of the sample 426 whose actual recovery deviates most strongly and negatively from the least squares line defined by 427 r(X, Δ). 428 429 Table 1 430
Demeaning

445
Without loss of generality, we work with demeaned variables. That is, where over-lining denotes 446 mean, we define new variables as, 447
This also means that recovery, i.e. − , will be demeaned, since, using proposition 1, the following 450 holds. 451
Proposition 1 453
Let and be vectors of the same length, denoted . Then, the following holds, 454
̅̅̅̅̅̅̅̅̅̅̅ as a trivial consequence. 456
Proof 457
By distributivity of multiplication through addition and associativity of addition, the following holds. 458
Correlations
461
There are two basic correlations we are interested in, (1) the correlation between initial 462 performance and performance at second test, i.e. ( , ), and (2) the correlation between initial 463 performance and recovery, i.e. ( , − ) = ( , Δ). The latter of these is the key relationship, and 464
we would expect this to be a negative correlation; that is, as initial performance is smaller (i.e. 465 further from ), the larger is recovery. (One could also formulate the correlation as (( − 466 ), − ), which would flip the correlation to positive, but the two approaches are equivalent). 467 Proof 525 We can use distributivity of multiplication through subtraction and corollary 1 to give us the 526 following. 527 ( . , ( . − . )) = ( . , . ( − )) = ( , ( − )) 528 QED 529
It follows from proposition 6 that we can work with a standardised variable, since, 530 ( / , ( / − / )) = ( , ( − )) 531
Proposition 7 (Sufficiency of variability ratio) 532
Assume two pairs of variables: 1 , 1 and 2 , 2 , such that, ( 1 , 1 ) = ( 2 , 2 ), then, 533
Proof 535
The proof has two parts. 536 1) We consider the implications of equality of ratio of standard deviations. Firstly, we note that, 537
Secondly, using eqn ratios, we can argue as follows, 539 2) Using 4, the fact that ( 1 , 1 ) = ( 2 , 2 ), the property just derived in part 1), with = Since will be standardised, we can adapt the finding in proposition 4, to give us the key 559 relationship we need, 560 The right hand side of equation Imprint, has five constituent terms, two in the numerator and three 576 in the denominator. Of these five, three are products with the standard deviation of , i.e. . 577
Assuming all else is constant, as reduces, the absolute value of each of these three terms reduces 578 towards zero. The rate of reduction is different amongst the three, but they will all decrease. 579 Accordingly, as decreases, ( , ( − )) becomes increasingly determined by the two terms not 580 involving , and thus, it tends towards − 
Equality of Residuals
584
An important finding of section 5 of the main text, is that the residuals resulting from regressing Y 585 onto X are the same as regressing Y-X onto X. We show in this section, that this equality of residuals 586 is necessarily the case. 587
We focus on the following two equations, 588
Eqn 1) =̃. 1 + 1 589
Eqn 2) − =̃. 2 + 2 590 where ̃ is the × 2 matrix, with first column being and second being the × 1 vector of ones 591
(which provides the intercept term); 1 and 2 are 2 × 1 vectors of parameters and , , 1 and 2 592 are × 1 vectors. As in the rest of this document, and are our (demeaned) initial and outcome 593 variables, while 1 and 2 are our residual error terms. 594
Proposition 10 595
If we assume that 1 and 2 are fit with ordinary least squares, with 1 and 2 the associated 596 residuals, then, 1 = 2 . 597
Proof 598
Under ordinary least squares, the parameters are set as follows. We start with the second of these, and using left distributivity of matrices, and then substituting Eqn 602 3, we obtain the following. We can then substitute this equality for 2 in eqn 2 and re-arrange to obtain, 610 − =̃2 + 2 =̃( 1 − ( 1 0 )) + 2 =̃1 − + 2 611 It follows straightforwardly from here that, 612 −̃1 = 2 613 i.e. 1 = 2 , as required. QED 614
Proposition 10 shows that the residuals resulting from fitting equations 1 and 2 will be the same. A 615 consequence of this is that the error variability will be the same. As a result of this, the factor that 616 determines whether more variance is explained when regressing onto or when regressing − 617 onto , is the variance available to explain. That is, the relative variance of and − drive the 
