A cube tiling of R d is a family of pairwise disjoint cubes [0, 1) 
Introduction
conjectured that in every cube tiling of R d there is a twin pair. In 1940, Perron [15] proved that Keller's conjecture is true for all dimensions d ≤ 6 (see also [13] ). In 1992, Lagarias and Shor [10] , using ideas from Corrádi's and Szabó's papers [2, 16] , constructed a cube tiling of R 10 which does not contain a twin pair and thereby refuted Keller's cube tiling conjecture. In 2002, Mackey [14] gave a counterexample to Keller's conjecture in dimension eight, which also shows that this conjecture is false in dimension nine. ), y = (
), t = (1, 1) and t ′ = (2, 5 4 ). Then L(T, x, 1) = {1}, In 2010, Debroni et al. [3] computed that Keller's conjecture is true for all cube tilings [0, 1) 7 + T of R 7 such that T ⊂ 1 2 Z 7 . This result shows that Keller's conjecture is true for cube tilings of R 7 with r − (T ) ≤ 2 ( [7] ). In [7, 8] we showed that Keller's conjecture is true for cube tilings [0, 1) 7 + T of R 7 for which r + (T ) ≥ 5. In the presented paper we prove that Theorem 1.1 Keller's conjecture is true for all cube tilings [0, 1) 7 +T of R 7 for which r + (T ) = 4. Thus, the above theorem resolves the penultimate case of Keller's conjecture in dimension seven. To complete resolution of this conjecture remains to resolve the last case r + (T ) = 3. (Corollary 7.2).
Our proof of Theorem 1.1 is based on a structural result dealing with two systems of abstract words having n ∈ {13, ..., 16} words each (Theorem 7.1). It can be interpreted by means of systems of cubes in the flat torus T d = {(x 1 , . . . , x d )(mod2) : (x 1 , . . . , x d ) ∈ R d } as follows: A set F ⊂ T d is called a polycube if F has a tiling by translates of the unit cube, that is, there is a family of pairwise disjoint translates of the unit cube F = [0, 1) d + T , T ⊂ T d , such that t∈T [0, 1) d + t = F . The case r + (T ) = 4 is reduced to the following task: For d = 6 determine all polycubes F ⊂ T d which have at least two twin pair free cube tilings F and G such that F ∩G = ∅ and |F | = |G | = n, where n ∈ {13, ..., 16}. As we shall show (Theorem 7.1) no such F exists. This will imply Theorem 1.1 immediately.
To give an interpretation of Theorem 1.1 in the language of graph theory we define the fundamental concept of the paper: A polybox code.
A set S of arbitrary objects will be called an alphabet, and the elements of S will be called letters. A permutation s → s ′ of the alphabet S such that s ′′ = (s ′ ) ′ = s and s ′ = s is said to be a complementation. Each sequence of letters s 1 . . . We also show that the mentioned above Theorem 7.1 together with Theorem 29 of [8] give us a clue about the form of a counterexample in the last case of the conjecture, if it exists: Keller graph on {a, a ′ , b, b ′ , c, c ′ } 7 having 128 words such that there are i ∈ [7] and three words v a , v b , v c ∈ V with v a i ∈ {a, a ′ }, v b i ∈ {b, b ′ }, v c i ∈ {c, c ′ } and |V j,l | > 16 for every l ∈ {a, a ′ , b, b ′ , c, c ′ } and every j ∈ [7] such that V j,l = ∅, where V j,l = {v ∈ V : v j = l}.
Corollary 1.3 There is a counterexample to Keller's conjecture in dimension seven if and only if there is a clique V in the
At the end of the paper we shall also give a new proof of Keller's conjecture in dimensions d ≤ 6.
The presented paper is a continuation of two earlier papers [7, 8] devoted to Keller's conjecture in dimension seven. Therefore, the first two sections containing the basic concepts have been limited to a necessary minimum. More comprehensive presentation of the notions dealing with the structure of polybox codes can be found in the mentioned two papers.
The outline of the paper will be presented after the following section:
Basic notions
In this section we present the basic notions on dichotomous boxes and words (details can be found in [7, 8, 9] ). We start with systems of boxes.
In the whole paper, if X is a family of sets, then X = A∈X A. Moreover, if Y is a set, then a partition of Y is a family Y of its pairwise disjoint subsets such that Y = Y .
Dichotomous boxes and polyboxes
Let X 1 , . . . , X d be non-empty sets with |X i | ≥ 2 for every i ∈ [d]. The set X = X 1 × · · · × X d is called a d-box. A non-empty set K ⊆ X is called a box if
The box K is said to be proper if K i = X i for each i ∈ [d]. Two boxes K and G in X are called dichotomous if there is i ∈ [d] such that K i = X i \ G i . A suit is any collection of pairwise dichotomous boxes. A suit is proper if it consists of proper boxes. A non-empty set F ⊆ X is said to be a polybox if there is a suit F for F , that is, if F = F . In other words, F is a polybox if it has a partition into pairwise dichotomous boxes. A polybox F is rigid if it has exactly one suit, that is, if F and G are suits for a rigid polybox, then F = G .
A proper suit for a d-box X is called a minimal partition of X. In [5] we showed that a suit F is a minimal partition of a d-box X if and only if |F | = 2 d .
Two boxes K, G ⊂ X are said to be a twin pair if K j = X j \ G j for some j ∈ [d] and K i = G i for every i ∈ [d] \ {j}. Alternatively, two dichotomous boxes K, G are a twin pair if K ∪ G is a box. Observe that the suit for a rigid polybox cannot contain a twin pair.
The next concept is of particular importance in an analysis of the structure of suits. Let X be a d-box, and let l i = {x 1 3 , and the set on the right is not, because the set l3 = {x} × {y} × [0, 1] has a non-empty intersection with this set but l3 is not entirely contained in it.
Let F be a suit for a d-box X, A ⊆ X i , and let F i,A = {K ∈ F : K i = A}. Note now that the partition F has the "cylindrical" structure ( [1, 11, 12] ) (compare Example 2.3): Let i ∈ [d], and let A 1 , ..., A k i ⊂ X i be all sets such that
Cube tilings and dichotomous boxes
, where t i and p i are ith coordinates of the vectors t and p ( [6] ). For any cube [0, 1] 
Moreover, since cubes in cube tilings are half-open, every box K ∈ F x is proper, and consequently the family F x is a minimal partition. The structure of the partition F x reflects the local structure of the cube tiling [0, 1) d + T . Obviously, a cube tiling [0, 1) d +T contains a twin pair if and only if the partition F x contains a twin pair for some x ∈ R d ( [12, 15] ) (see Figure 1 ). Observe also that if
Distribution of words in codes. Realizations of codes
In the presented paper suits will be encoded with polybox codes described in Introduction. In what follows we assume that S is a finite alphabet with a fixed complementation.
A natural interpretation of a polybox code is a suit for a polybox:
We define the mapping f :
The set f (V ) is said to be a realization of the set V . A code has infinitely many realizations. But to effectively study the structure of suits we shall use the following realization which has particular nice properties. Let ES = {B ⊂ S : |{s, s ′ } ∩ B| = 1, whenever s ∈ S} and Es = {B ∈ ES : s ∈ B}.
Let V ⊆ S d be a polybox code, and let v ∈ V . The equicomplementary realization of the word v is the boxv
The equicomplementary realization of the code V is the family
If s 1 , . . . , s n ∈ S and s i ∈ {s j , s ′ j } for every i = j, then
The value of the realization E(V ), where V ⊆ S d , lies in the equality (2.1). In particular, boxes in E(V ) are of the same size:
Thus, two boxesv,w ⊂ (ES) d are dichotomous if and only ifv ∩w = ∅. The same is true for cubes in a cube tiling of a polycube F ⊂ T d and therefore working with the boxes v, v ∈ V , we can think of them as translates of the unit cube in T d .
Cover of a code, equivalent and rigid polybox codes
Let V, W ⊆ S d be polybox codes, and let w ∈ S d . We say that w is covered by V , and write w ⊑ V , ifw ⊆ E(V ). If w ⊑ V for every w ∈ W , then we write W ⊑ V , and the code V is called a cover of the code W . Every cover V of w such that w ∈ V has the following useful property ([9, Theorem
This property simplifies the computations of covers of w ∈ S d (compare algorithm CoverCode at the end of this section).
Another consequence of (2.1) dealing with covers of words is given in the following lemma ([8, 
In the paper q-equivalent codes appear in the strictly defined circumstances, which are explained at the beginning of the next subsection (see Lemma 2.2).
A polybox code V ⊂ S d is called rigid if there is no code W ⊂ S d which is equivalent to V and V = W . Thus, if polybox codes V, W are equivalent and one of them is rigid, then V = W . It can be checked that the code V given in Example 2.3 is rigid, while V = {aaa, a ′ aa} is not rigid as W = {baa, b ′ aa} is equivalent to V . Observe that, rigid polybox codes cannot contain a twin pair.
Geometry of dichotomous boxes
In this subsection we describe the main techniques used in the paper.
Throughout the paper we consider two disjoint equivalent codes
• The structure of V from the suit forw, where w ⊑ V . Let w ⊑ V . Thenw ⊆ E(V ) and the set of boxes F = {w ∩v : v ∈ V } is a suit forw. Assume that w i = b and the sets
are non-empty (actually, if one of these sets is non-empty, then so is the second one). The set of boxes F is a suit for the boxw, which means that the set
is an i-cylinder in the boxw (compare Lemma 12 of [8] and Example 2.3). Therefore, we have
. This is mentioned above context in which q-equivalent codes will appear in the paper. It is worth analyzing the following example in which we describe the typical situation encountered in the paper. Example 2.3 In Figure 3 the five boxes on the left are a realization of the polybox code V = {aaa, a ′ a ′ a ′ , baa ′ , a ′ ba, aa ′ b}, and the box in the middle is a realization of the word w = bbb. Since the set V is a cover of w, that is, w ⊑ V , we havew ⊂ E(V ). Thus, the 3-boxw is divided into pairwise dichotomous boxes of the formv ∩w for v ∈ V . (In other words, the set of boxes F = {v ∩w : v ∈ V } is a suit forw.) The set ({v ∩w : v ∈ U 3,a } ∪ {v ∩w : v ∈ U 3,a ′ }), where U 3,l = {v ∈ V 3,l :v ∩w = ∅} for l ∈ {a, a ′ }, is a 3-cylinder in the boxw. Therefore, {v 3 c ∩w 3 c : v ∈ U 3,a } = {v 3 c ∩w 3 c : v ∈ U 3,a ′ }, and thus the codes U ) and [
, 3 4 ], respectively.
• The structure of W from the distribution of words in V . Below, in (P), (C) and (Co) we show how to use an information on a distribution of words in V to say something about the distribution of words in W . 
We assume that the codes V and W are equivalent, and thus E(V ) = E(W ).
Let V, W ⊆ S d be polybox codes and assume that V and W are equivalent. Recall that Figure  4A , where l = a). Since E(V ) = E(W ) and (2.1), the point x can be covered only by a box w ∈ E(W ) such that Figures 4A and 4B) . Note also that, by (2.1), the white box in Figure  4C cannot be intersected by a boxv for v ∈ V \ (V i,a ∪ V i,a ′ ). Thus, the white box cannot be intersected by a boxw for w ∈ W . Finally, observe that ifw ∩v = ∅ for some w ∈ W and v ∈ V with w i ∈ {v i , v ′ i }, then every point x ∈v \w such that x i c ∈w i c is covered only by boxesȗ, u ∈ W , such that u i = w ′ i . It follows from the above
for every i ∈ [d] and every l ∈ S.
For example, it can be computed that if V, W ⊂ S d , d = 5, 6, are disjoint equivalent codes without twin pairs and |W 1,l | = 5 for l ∈ {a, a ′ } and |V 1,l | = 1 for l ∈ {a, a ′ }, then, up to isomorphism (it will be defined in Subsection 2.6), there is only one pair (W 1,a , W 1,a ′ ) and (V 1,a , V 1,a ′ ) for which (2.4) is valid:
(We shall use this fact in Section 6.)
Let V, W ⊂ S d be codes, and let
The number m(V \ W ) counts the fraction of boxesv, v ∈ V , which are not covered by boxes w, w ∈ W . It follows from Lemma 2.4 that for every equivalent codes V and W we have
For example, for the code V in Example 2.3 we have m(V 
• The structure of W from the structure of V i,l ∪ V i,l ′ . The following lemma describes a useful relationship between codes V i,l ∪ V i,l ′ and W i,s ∪ W i,s ′ , where s ∈ {l, l ′ }.
Lemma 2.5 Let V, W ⊂ S d be disjoint equivalent polybox codes, and let Take a point x B ∈ w∈P 1,bwB ∩q. Then x B ∈w B ∩q for some w ∈ P 1,b . By the definition of
Assume that v ∈ U 1,a and take y ∈v ∩w such that y B = x B , which is possible by (ii). Then, by (P), a point z ∈w such that z 1 ∈ Ea ′ ∩ Eb and z 1 c = y 1 c must be covered by a boxȗ for some u ∈ U 1,a ′ . We take one more point t ∈ȗ such that t 1 ∈ Ea ′ ∩ Eb ′ and t 1 c = z 1 c . Clearly, again by (P), t ∈w 1 ∩ȗ for some w 1 ∈ P 1,b ′ . Since t B = x B andȗ B =q, we obtain x B ∈w 1 B ∩q ⊆ w∈P 1,b ′w B ∩q. Consequently, w∈P 1,bwB ∩q ⊆ w∈P 1,b ′w B ∩q. In the same manner we show the reverse inclusion.
To prove the second part of the lemma let first |B| = 1. If |P 1,b | ≥ 2, then there are two words w, u ∈ W 1,b such that w 1 = u 1 = b and w A = u A . Since w, u are dichotomous, w d = u ′ d , and thus w and u are a twin pair. If P 1,b = {w}, P 1,b ′ = {u} and v ∈ U 1,a ∪ U 1,a ′ is such that w ∩v = ∅ andȗ ∩v = ∅, then, by Lemma 2.2 (in which we change the role of V and W ) the codes P , that is, the words w, u form a twin pair.
where [p] = 1 if the sentence p is true and [p] = 0 if it is false. Let w ∈ S d , and let V ⊂ S d be a polybox code. In [9] it was showed that
• The structure of V from (2.7). Let V, W ⊂ S d be disjoint equivalent polybox codes. Then for every w ∈ W we have w ⊑ V, w ∈ V , and, by (2.7), v∈V g(v, w) = 2 d , where g(v, w) ∈ {0, 1, 2, . . . , 
In the example we assume that d = 3, w = bbb and k = 5. The above system has two solutions: x 0 = 2, x 1 = 3, x 2 = 0 and x 0 = 4, x 1 = 0, x 2 = 1. It follows from the first solution that in the cover {v 1 , . . . , v 5 } of w there are exactly three words such that each of them contains exactly one letter b and two words which have no letter b or, by the second solution, in the set {v 1 , . . . , v 5 } there is exactly one word with two letters b and the rest four words have no letter b. This observation is quite useful in the computations of covers of a word w ∈ W as it allows us to restrict the number of words which have to be considered during the computations (see algorithm CoverWord at the end of this section).
• The structure of V from a graph of siblings
In [7] we defined a graph on a polybox code V . We now recall the definition of it. 
Isomorphic polybox codes
If v ∈ S d , and σ is a permutation of the set
The composition h • σ * is an isomorphism between P and Q. Let V and W be disjoint, equivalent and twin pair free polybox codes, and let h • σ * (V ) be an isomorphic code to V . It follows from the definition of the isomorphism h•σ * that the codes h•σ * (V ) and h•σ * (W ) are also disjoint, equivalent and do not contain a twin pair. To show this, it is enough to notice that the definition of h
Therefore, usually we shall assume that V or W contains specific codes. In the following example we explain this statement presenting a typical situation that appears in the paper: Example 2.6 Let V, W be two disjoint twin pair free equivalent codes. Suppose that V contains a code Q which is isomorphic to a code U = {aabbbb, aa ′ abbb, a ′ babbb, a ′ aa ′ bbb}. If f is a isomorphism between Q and U , then U ⊂ f (V ). Assume now that from this inclusion we are able to deduce that f (W ) has to contain a code R such that:
B are q-equivalent for q = bbb, where A = {2, 3} and B = {4, 5, 6}. Let K and M be q-equivalent codes such that there is an isomorphism h with 
and r ∈ S. Therefore, we may assume at the very beginning that U ⊂ V and T ⊂ W .
Algorithms
Below we give two algorithms used in the paper.
, be a word, k ≥ 5 be an integer, and let C k be the family of all kelements twin pair free covers of u such thatȗ ∩v = ∅ for every v ∈ C and every C ∈ C k . For
By the property given at the beginning of Subsection 2.4, every cover in C k contains, up to isomorphism, a code V n,i for some n ∈ {3, 5}, i ∈ {0, ..., 3}. In the algorithm we use also the property discussed below (2.7). Our goal is to find the family C k .
Input. The word b...b ∈ S d and the number k. 3. Fix x ∈ S k and let s(
4. Let I be the multiset containing i 1 with the multiplicity x i 1 − 2 (recall that x i 1 ≥ 2) and i j with the multiplicity x i j for j ∈ {2, ..., m}. By I[j] we denote the jth element of I.
and for U ∈ D l if U ∪ {v} is a twin pair free code, then we attach it to D l+1 .
7. Clearly,
Let U = {u 1 , ..., u n } be a code and for every i ∈ [n] let P i be a code such thatȗ i ∩p = ∅ for every p ∈ P i . Let C u i ,P i , i ∈ [n], be the family of all covers C u i of the word u i ∈ U such that P i ⊂ C u i . Our goal is to find the family C U of all covers C U of the code U such that P i ⊂ C u i for i ∈ [n] and |C U | ≤ m for a fixed m ∈ {1, 2...}, where C u i ⊂ C U is the cover of the word u i .
Input. The codes U , P i , i ∈ [n], the number m and the family (
is a twin pair free code (it is obviously a cover of the code {u 1 , u 2 }) and has at most m words, then it is attached to the set C 1,2 .
2. Assuming that the set C 1,...,k has already been computed for 2 ≤ k < n, we compute the set C 1,...,k,k+1 : for C ∈ C 1,...,k and C k+1 ∈ C u k+1 ,P k+1 if the set C ∪ (C k+1 \ C) has at most m words and it is a twin pair free code (being a cover of {u 1 , ..., u k+1 }), then it is attached to the set C 1,...,k,k+1 .
3. C U = C 1,...,n .
Covers of a code and q-equivalent codes
To show that every cube tiling [0, 1) 7 + T of R 7 such that r + (T ) ≥ 6 contains a twin pair, in [ To prove the main theorem of the presented paper (Theorem 1.1, which resolves the case r + (T ) = 4) we have to settle whether there are two disjoint twin pair free equivalent codes V, W ⊂ S d for d = 6 such that |V | ∈ {13, ..., 16}. We shall examine such codes V, W ⊂ S d for d = 5 and d = 6 separately. The reason is that our method of analyzing the structure of equivalent codes V ,W works better when for every i ∈ [d] the sets V i,l and W i,l are non-empty for at least two letters l ∈ S. Therefore, we shall exclude the case when V, W are flat, that is, they are of the form V = V i,l and W = W i,l for some i ∈ [d] and some l ∈ S. (A twin pair free disjoint equivalent codes V, W ⊂ S d with |V | = 12 are not flat only for d = 4 (see [8] ).)
In the next four sections we show which codes V, W may be excluded from the considerations. Those reductions will enable us to carry out the main computations, described in Section 7, using home PC equipped with processor Intel i7 and 32GB RAM memory.
In Section 3 we give covers of small codes U ⊂ S d for d = 4, 5 as well as q-equivalent codes which will be used throughout the paper. In the next section we eliminate some codes V, W based on their distributions of words (Lemma 4.5 and 4.6i). Additionally, in Lemma 4.6ii, we show how the distribution of words in V affects the position of some words in W relative to the words in V . In Section 5 we estimate the cardinalities of covers of a single word in V and W (Lemma 5.3). To do that, we first give a result on the rigidity of a code (Lemma 5.1). In Section 6 we show that codes V, W under consideration may be written down in the alphabet S = {a, a ′ , b, b ′ }. Finally, in Section 7 based on the reductions made in the previous sections we prove Theorem 1.1.
Covers of a code
In the first part of the paper we shall need directly only two, up to isomorphism, twin pair free covers C v of a word v ∈ S d , d = 4, 5, such that |C v | ∈ {5, 6} andv ∩ȗ = ∅ for every u ∈ C v . They can be easily computed using algorithm CoverWord and for v = bbbbb they are of the form: Obviously, C 1 5 c , C 2 5 c are covers of v = bbbb.
(ii) |C 2 | ≥ 7 for d = 5 and there is precisely one, up to isomorphism, cover C 2 of U 2 with
Proof. We sketch the prove of the fact |C 4 | ≥ 10 for d = 5. For n ∈ [5] let P n be a set of all, up to isomorphism, twin pair free two elements codes {v, w} ⊂ S 5 such that |{i ∈ [5] : v i = w ′ i }| = n, and let P = n∈ [5] P n . Using algorithm CoverWord we compute the family C v consisting of all twin pair free covers C v of each word v that appears in P such thatv ∩ȗ = ∅ for every u ∈ C v and |C v | ≤ 9 for every C v ∈ C v . Next, based on algorithm CoverCode, we compute twin pair free covers C Q of Q ∈ P which are disjoint with Q and |C Q | ≤ 9. (Note that computing C Q we can omit all covers C v , v ∈ Q, such that |C v | = 9 and Q ⊑ C v .) For Q ∈ P 3 ∪ P 4 ∪ P 5 there are no such covers C Q , and every non-empty cover C Q of Q ∈ P 2 has nine words. But for every such C Q if Q ∪ {v, w} is a twin pair free code with four words, v, w ∈ S 5 , and C Q ∩ (Q ∪ {v, w}) = ∅, then C Q is not a cover of Q ∪ {v, w}.
For every Q ∈ P 1 such that |C Q | = 9 it can be computed that if Q ∪ {v, w} is a twin pair free code having four words which is disjoint with C Q , v, w ∈ S 5 , then C Q is not a cover of Q ∪ {v, w}. For Q ∈ P 1 if C Q contains eight words, then the computations show that for every v, w, u ∈ S d if C Q ∪ {u}, Q ∪ {v, w} are disjoint twin pair free codes containing nine and four words, respectively, then Q ∪ {v, w} is not covered by C Q ∪ {u}. Similarly, if |C Q | = 7, then for every v, w, u, q ∈ S 5 if C Q ∪ {u, q}, Q ∪ {v, w} are disjoint twin pair free codes having nine and four words, respectively, then Q ∪ {v, w} is not covered by C Q ∪ {u, q}.
q-equivalent codes
From Lemma 3.2i, 2.1 and (2.1) we obtain The following q-equivalent codes will be used throughout the paper:
(iii) If |K| = 2, |M | = 3, then, up to isomorphism, q A = bbb and
where
(v) There are, up to isomorphism, seventeen disjoint and twin pair free q-equivalent codes K, M for q = bbb written down in the alphabet S = {a, a ′ , b}. These are Table 2 : q-equivalent twin pairs-free disjoint codes K, M for q = bbb. Recall that two q-equivalent codes K, M are isomorphic to q-equivalent codes K 1 , M 1 if there is an isomorphism f such that f (q) = q and f (K) = K 1 and
Proof. The part (i) follows from the forms of the covers C 1 and C 2 given in Table 1 and the definition of q-equivalent codes. The simplest way to find all, up to isomorphism, q-equivalent twin pair free disjoint codes K, M for q = bbb, which are enumerated in Table 2 , is to compute the family C 3 of all covers of the word bbb having n ∈ {3, ..., 8} words. Having C 3 for every
(Clearly, codes in Table 2 can be found by the trial and error method.)
Since it is easy to show that the codes given in (ii) and (iii) are such that the set K A c is a singleton whose element belongs to S d−2 for (ii) and to S d−3 for (iii), it follows that from C 3 we obtain also codes described in (ii) and (iii).
We prove the statement (iv) for the case (ii). (Along the same lines we prove this statement for (i) and (iii)). Let us consider the following boxes:
It follows from the definition of q-equivalent codes that for every i ∈ [4] the box K i cannot be intersected by the boxq. Clearly, if q i ∈ {a, a ′ , b ′ } for some i ∈ {1, 2}, thenq does not intersect all boxes in K or in M , which is impossible, by Corollary 3.3. Now, by (2.1), it is easy to check that if q is such that q i ∈ S \ {a, a ′ , b, b ′ } for some i ∈ {1, 2}, thenq ∩ K j = ∅ for some j ∈ [4], which is impossible.
Distribution of words in equivalent codes
In general, for equivalent codes V and W we have
In this section we describe selected relationships between (V i,l , V i,l ′ ) and (W i,l , W i,l ′ ).
In [8] we proved the following two lemmas (Lemma 5 and Lemma 13 of [8] ): 
From Corollary 3.3 and Lemma 2.2 we obtain
Proof. Suppose on the contrary that there are i ∈ [d] and l ∈ S such that V i,l ′ = ∅ and V i,l = ∅. Then, by (P), V i,l ⊑ W i,l . We may assume that l = a.
If the codes V i,a and W i,a are equivalent, then, since they are disjoint and twin pair free, by Theorem 3.1, |V i,a | ≥ 12. Observe now that the equivalence of the codes V i,a , W i,a implies the equivalence of the disjoint and twin pair free codes V \ V i,a and W \ W i,a . Then, again by Theorem 3.1, |V \ V i,a | ≥ 12, and thus |V | ≥ 24, a contradiction.
It follows from the above that we can assume that V i,l and W i,l are not equivalent for l ∈ S.
Since the codes V i,a and W i,a are not equivalent, we have
Claim The code V i,l is rigid.
To prove the claim let V i,l = Q. If |Q| ≤ 5, then the rigidity of Q follows from Lemma 3.2i and Lemma 9 of [8] . Let |Q| = 6 and assume on the contrary that there is a code W ⊂ S d which is equivalent to Q and disjoint with it. By Theorem 3.1, there is a twin pair in W . Let u, w ∈ W be such a pair. We may assume that u 1 = w ′ 1 and u 1 c = w 1 c . Let K =ȗ ∪w. Since K ⊂ E(Q), the family of boxes F = {K ∩v : v ∈ Q} is a suit for K which, by Lemma 2.1, does not contain a twin pair. Let 
Therefore, we may assume that V i,l = ∅ for l ∈ {b, b ′ , c, c ′ }. Then, as before, we show that 
We first prove the lemma in the case V i,l ∪ V i,l ′ = ∅ for every l ∈ {a, b, c} ⊂ S, which is an easy task. Observe that W i,l ∪ W i,l ′ = ∅ for l ∈ {a, b, c}, otherwise, by (C), the codes 
Therefore, in what follows we may assume that
To prove the second part of (i) assume on the contrary that |V i,l | ≥ 12 for some l ∈ S. Then, by Lemma 4.4 and 4.5, Namely, if W i,l contains six words andv ∩w = ∅ for v ∈ V i,l and for every w ∈ W i,l , then, up to isomorphism, W i,l = {wb : w ∈ C 2 }, where C 2 is given in Table 1 ; if W i,l contains six words butv ∩w = ∅ for five words w ∈ W i,l , then, up to isomorphism, W i,l = {wb : w ∈ C 1 } ∪ {u}, where C 1 is given in Table 1 and u ∈ S d . Finally, by Lemma 3.2ii, we may assume that V i,l ′ = {l ′ bbbbb, l ′ b ′ abbb} and W i,l ′ i c is equal to the code C 2 given in that lemma. The computations show that there is only one, up to isomorphism, pair of the codes V i,l , V i,l ′ and W i,l , W i,l ′ with the above properties for which (2.4) is valid (we took i = 1 and l = b): 1) , (0, 1), (0, 0)), in the similar way as at the beginning of the proof of (i), we show that D 3 (W ) = ((11, 1), (2, 2), (0, 0)). Clearly, there is v ∈ V \ (V 3,a ∪ V 3,a ′ ) such thatv ∩ E(W 3,a ∪ W 3,a ′ ) = ∅, otherwise W 3,l ⊑ V 3,l for l ∈ {a, a ′ }, and consequently, by Theorem 3.1 and Lemma 3.2i, |V 3,a | ≥ 12 and |V 3,a ′ | ≥ 5, which is not possible. Let U = U 3,a ∪ U 3,a ′ , where U 3,a = W 1,b ′ \ {b ′ ba ′ bbb} and U 3,a ′ = {b ′ ba ′ bbb}. We shall use Lemma 2.5 in which i = 3 and l = a but we change the role of V and W . We have U 3,l ⊆ W 3,l for l ∈ {a, a ′ }. Observe that,w 3 c ∩ȗ 3 c = ∅ for every w ∈ W 3,a \ U 3,a , where {u} = U 3,a ′ . For this reason, if v ∈ V \ (V 3,a ∪ V 3,a ′ ) is such thatv ∩w = ∅, where w ∈ W 3,a ∪ W 3,a ′ , then w ∈ U . Recall that for every v ∈ V \ (V 3,a ∪ V 3,a ′ ) the setv ∩ E(U ) is a 3-cylinder inv. Therefore, To prove (ii), let |V i,l | = |V i,l ′ | = 2 and suppose on the contrary that E( For the same reason, if
Then, by Lemma 3.2iii, |W i,l | ≥ 5 and |W i,l ′ | ≥ 10, and then, by Lemma 4.5, W = W i,l ∪ W i,l ′ which gives |W | ≥ 24, a contradiction. This completes the proof.
At the end of this section we summarize the above results in the following lemma which is a base for reductions that will be made in the final computations. Recall that if S = {a 1 
A rigidity result
In this section we first prove a rigidity result, and next we use it to eliminate certain configurations of words in V and W (Corollary 5.3). Assume on the contrary that there is a code W ⊂ S d which is equivalent to V and disjoint with it. We now proceed as in the proof of Lemma 4.5: By Theorem 3.1, there is a twin pair, say u, w, in W . We may assume that u 1 = w ′ 1 and u 1 c = w 1 c . Moreover, let K =ȗ ∪w and
Recall that, by Lemma 2.1, the suit F for K does not contain a twin pair. Below we enumerate hypothetical structures of F . Let F 1,l = {K ∩v : v ∈ V 1,l }. 
Finally, if k = 1, then, by Lemma 3.2i and (2.6), |V i,b ′ | ≥ 5 and |V i,b | ≥ 4, and then V i,l = ∅ for some l ∈ {a, a ′ } which is not possible.
We showed that V i,l , W i,l = ∅ for every i ∈ [d] and l ∈ S. It follows from the above that the distributions 4−8 are not possible. Indeed, since K =ȗ∪w and u 1 c = w 1 c (because u, w ∈ W form a twin pair in which u 1 = w ′ 1 ), we have V i,u ′ i = ∅ for i ∈ {2, ..., d}.
To show that the distribution 2 is impossible let U ⊂ V be the code that generates the partition F with the distribution given at the position 2, that is, U consists of all v ∈ V such thatv ∩ K = ∅ and |U To show that also the rest of the distributions of F is not possible we now prove that |V i,l | ≤ 5 for every i ∈ [d] and every l ∈ S. To do this, suppose on the contrary that there are i ∈ [d] and l ∈ S such that |V i,l | ≥ 6. We may assume l = b.
For the same reason we may assume that |V i,a | = |V i,a ′ | = 1 or |V i,a | = 1 and |V i,a ′ | = 2, and then, by Lemma 4.3, V i,s ⊑ W i,s for s ∈ {a, a ′ }. Below we examine these two cases.
Case |V i,a | = |V i,a ′ | = 1. As W contains twin pairs, we have 
where we assumed that u 1 c = bbbb. Then, |U 5,b | = 6, a contradiction.)
Skipping the last letter b in (5.2) we obtain the code U = U 1,a ∪ U 1,a ′ which generates the partition F = F 1,a ∪ F 1,a with |F 1,a | = 5, |F 1,a ′ | = 1 for d = 4. Computing all twin pair free codes V such that U ⊂ V , |V | = 10 and |V i,l | ≤ 5 for i ∈ [4] and l ∈ S we always obtain V i,l = ∅ for some i ∈ [4] and some l ∈ S. Thus, F cannot have the distribution 1 for m = 6.
If F has the distribution number 3, then there is U ⊂ V such that
where s ∈ {a, a ′ , b} (it is assumed that
. Now we compute all twin pair free codes Q such that F = {K ∩v : v ∈ Q}, that is, U ⊂ Q, |Q| = 9, |Q 1,a | = |Q 1,a ′ | = 2, and moreover the codes Q 
Recall that a pair of dichotomous words u, v is an i-siblings if u, v are not a twin pair but u i c , v i c form a twin pair. Note that each edge of the type b ′ has to be incident to a vertex from the set V \ V w , as there is no word with the letter b ′ in the set V w . It is easy to check that if v ∈ V \ V w has more than two letters b ′ , then there is no external edge which is incident to v; if v has exactly two letters b ′ , then there is at most one external edge incident to v. Finally, if v ∈ V \ V w has one letter b ′ , then all external edges of the type b ′ which are incident to v are of the same colour.
Recall that, by Lemma 4.4 and 4.5, V i,l = ∅ for every i ∈ [d] and l ∈ S. We show that for every i ∈ [d] there is an edge of the type b ′ in G with the color i. To do this, we consider two cases: 
there is an edge of the type b ′ in G with the colour i.
It is easy to check that for every i, j ∈ [5], i = j, and every v, u ∈ V w , v = u, the three edges Now we consider two cases: 1. Let A = {v 1 , v 2 , v 3 } and B = {v 4 , v 5 } and suppose that every two vertices u ∈ A and v ∈ B are not joined by an edge of the type b ′ . Since the total number of edges of the type b ′ with different colours which are incident to a vertex from B is less than three, to obtain six edges of the type b ′ in all six colours, we need at least four edges of the type b ′ with four different colours which are incident to vertices from A. The computations show that this is impossible.
2. Now we assume that there is no edge of the type b ′ between every two vertices u, v from the sets A = {v 1 , v 2 , v 3 , v 4 } and B = {v 5 }, respectively, and moreover every two vertices in A are connected by a path consisting of edges of the type b ′ . Now we need at least five edges of the type b ′ with five different colours which are incident to vertices from A. Also in this case the computations show that it is not possible.
It follows from the above that every two vertices in the set {v 1 , ..., v 5 } are connected by a path consisting of edges of the type b ′ . The number of the codes {v 1 , v 2 , v 3 } is low, and thus it is easy to compute all such sets {v 1 , ..., v 5 }, which are, recall that, twin pair free codes. Since 
The number of letters
In this section we show that the codes V and W under consideration can be written down in the alphabet S = {a, a ′ , b, b ′ }. We begin with the following lemma: 
is covered by at most eleven words from W (or from V ).
Proof. By Lemma 4.5, (C) and Theorem 3.1, the sets V i,l and W i,l are non-empty for every l ∈ S. Suppose that for some l ∈ S, say l = a, we have 
for at least one l ∈ {a, b, c}, and thus |V i,l | = |V i,l ′ | = 2 or |V i,l | = 2, |V i,l ′ | = 3. We now consider these two cases assuming that l = a and i = 1.
Let Suppose now that |V 1,a | = 2 and |V 1,a ′ | = 3. It follows from the previous case that we may assume that |V 1,l ∪ V 1,l ′ | ≥ 5 and |W 1,l ∪ W 1,l ′ | ≥ 5 for every l ∈ S. Since, by Lemma 4.6i, |V 1,l | = 2, |V 1,l ′ | = 3 for at least one l ∈ {b, c} and |W 1,l | = 2, |W 1,l ′ | = 3 for at least two letters l ∈ {a, b, c}, the proof of the first part of the lemma is completed.
To prove the second part of the lemma assume first that |V 1,a | = |V 1,a ′ | = 2 and |W 1,l | ≤ 3 for l ∈ {a, a ′ }. Clearly, the code V 1,a ∪ V 1,a ′ is of the form (6.1). Let v = aa ′ abbb and u = a ′ babbb. We shall consider covers C u ⊂ W and C v ⊂ W of u and v, respectively. ] on all axes.
Assume on the contrary that the word u is covered by at least twelve words from W . Note that, by (P), the box Figure 5 ) cannot be intersected by a boxw for w ∈ V ∪ W . Therefore, w 2 = b for every word w ∈ C u ⊆ W . Since |C u | ≥ 12, we obtain a contradiction, by Lemma 4.6i. Now we assume that v is covered by a code C v ⊂ W having at least twelve words. By Lemma 4.6ii, the set P = {w ∈ W \ (W 1,a ∪ W 1,a ′ ) :w ∩ E(V 1,a ∪ V 1,a ′ ) = ∅} is non-empty. Moreover, by Lemma 3.4iv, w 2 = w 3 = b for every w ∈ P . Since, |W 1,l | ≤ 3 for l ∈ {a, a ′ } and P ⊆ C v , we have |P | ≥ 9. By Lemma 2.5 (in which we take A = {2, 3}, B = {4, 5, 6}, p = bb, q = bbb and, by Lemma 3.3, U 1,l = V 1,l for l ∈ {a, a ′ }), the codes P are q-equivalent. Let K, M be such as in the first row of Table 2 ,
be such as in the last row of Table 2 (the codes K 1 , M 1 and K 2 , M 2 are isomorphic to K, M in the third and the fourth row of Table  2 , respectively).
Since |P | ≥ 9, an inspection of the codes in Table 2 show that, up to isomorphism, there are three possibilities:
Now we compute all twin pair free covers C v of v containing P . Observe that, by the condition |W 1,l | ≤ 3 for l ∈ {a, a ′ } we have |C v | = 12 in the cases 1-2; if P is such as in the third case, we have |C v | = 12 or |C v | = 13. By (P), every such C v cannot contain a word w withw Figure 5 ). Easy computations (which can be made even by hand) show that every computed cover C v with these properties is of the form
But note that for every w ∈ P the boxw intersectsȗ, that is, P ⊂ C u for every cover C u ⊂ W of u. For every P mentioned in 1-3 we compute twin pair free cover C u such that |C u | ≤ 11. In every such C u there is a word w with w ∈ W 3,b ′ and w 1 = a ′ . Thus, w ∈ C v for every above computed cover C v of v. Therefore, |W 3,b ∪ W 3,b ′ | ≥ 13. Then, by Lemma 4.6i, |W 3,a | = |W 3,a ′ | = 1. This, by Lemma 4.7, is not possible, because P ⊆ W 3,b and |P | ≥ 9.
Let now |V 1,a | = 2 and |V 1,a ′ | = 3 and |W 1,l | ≤ 3 for l ∈ {a, a ′ }. We shall show, by Lemma 3.4iii, that, up to isomorphism,
3)
It follows from Lemma 4.6ii that there is a word w ∈ W 1,l ∪ W 1,l ′ , where l ∈ {b, c}, such that the sets U 
It is easy to see that there are no letters l 1 , l 2 ∈ S such that U 1,a ′ w ∪{v} is a twin pair free code. Therefore, v ⊑ W 1,a ′ , and consequently, |W 1,a ′ | ≥ 5, which contradicts the assumption |W 1,a ′ | ≤ 3. Thus, V 1,a , V 1,a ′ are of the form (6.2) or (6.3).
Similarly like above, P = ∅ and, by Lemma 3.4iv, w 2 = w 3 = w 4 = b for every w ∈ P . Since now, by Lemma 2.5, the codes P 
Skipping the last letter b in every word in (6.2) and (6.3) we obtain the codes V 1,a , V 1,a ′ in the case |V 1,a | = 2, |V 1,a ′ | = 3 for d = 5. Since now w 2 = w 3 = w 4 = b for every w ∈ P , where P = {w ∈ W \ (W 1,a ∪ W 1,a ′ ) :w ∩ E(V 1,a ∪ V 1,a ′ ) = ∅}, by Lemma 2.5 (in which we take A = {2, 3, 4}, B = {5}, p = bbb and q = b), the code V or W contains a twin pair, which is not true. The proof of the lemma is completed.
We are ready to prove the announced restriction on S: Proof. Suppose that the lemma is not true. We shall consider two cases: |S| ≥ 8 and |S| = 6.
Clearly, as we have seen before, W i,l ∪ W i,l ′ = ∅ for every l ∈ S 1 . We shall show that then V i,l = ∅ and V i,l ′ = ∅ for l ∈ S 1 . To do this, we may assume on the contrary that V i,a ′ = ∅. Then, V i,a ⊑ W i,a . Note that if |V i,a | = 1, then by Lemma 3.2i and (2.6), |W i,a | ≥ 5 and |W i,a ′ | ≥ 4 and if |V i,a | ≥ 2, then, by Lemma 3.2ii and (2.6),
for some l ∈ S 1 , then, by Lemma 4.3 and 3.2i, |W i,l |, |W i,l ′ | ≥ 5 and then W i,s = ∅ for some s ∈ S 1 , which cannot occur.
Consequently, |V i,l ′ ∪ V i,l | = 4 for every l ∈ S 1 , and then, again by Lemma 4.3 and 3.2i, In what follows we may assume that i = 1, l = a and let d = 6 (along the same lines we prove the lemma for d = 5). By Lemma 3.4ii, we may assume that the code V 1,a ∪ V 1,a ′ is of the form (6.1). Then, by Lemma 3.4iv, w 2 = w 3 = b for every w ∈ P , where
For every l ∈ S \ {a, a ′ } the codes P B cannot cover the word q. Let (t 4 , t 5 , t 6 ) ∈q \ {w B : w ∈ P }. Then, the boxesv 1 H × {t 4 }× {t 5 }× {t 6 } andv 2 H × {t 4 }× {t 5 }× {t 6 }, where {v 1 , v 2 } = V 1,a and H = {1, 2, 3}, must be covered by the boxesw 1 ,w 2 , where {w 1 , w 2 } = W 1,a . Clearly, it can be done only if v i H = w i H for i ∈ {1, 2}, because |W i,a | = 2. Since the structure of the code W 1,a ∪ W 1,a ′ is, up to isomorphism, the same as V 1,a ∪ V 1,a ′ , we have w i B = r for i ∈ {1, 2}, where r ∈ S 3 . (Obviously, q = r, because V and W are disjoint.) Note thatȓ ∩w B = ∅ for every w ∈ P , otherwisew i ∩w = ∅ for some w i ∈ W 1,a and some w ∈ P , which is not possible. Take (x 4 , x 5 , x 6 ) ∈w B ∩q for any fixed w ∈ P and, by (P), (
On the other hand x ∈w 1 ∪w 2 , because (x 4 , x 5 , x 6 ) ∈w B , where w ∈ P , andȓ ∩w B = ∅ for every w ∈ P . Clearly, x ∈ E(W 1,a ′ ), because x 1 ∈ Ea. Moreover, by the manner of choosing of (x 1 , x 2 , x 3 ), we have x ∈ E(W \ (W 1,a ∪ W 1,a ′ ) ). Thus, x ∈ E(W ), a contradiction. This proves that |S| < 8, that is, |S| ≤ 6.
Case |S| = 6. Let S = {a, a ′ , b, b ′ , c, c ′ }, and let V 1,l ∪ V 1,l ′ = ∅ for l ∈ S. Clearly, by (C) and Theorem 3.1, W 1,l ∪ W 1,l ′ = ∅ for l ∈ S, and consequently, by Lemma 4.5, V 1,l , W 1,l = ∅ for l ∈ S. By Lemma 6.1 we may assume that |V 1,a | = |V 1,a ′ | = 2 or |V 1,a | = 2, |V 1,a ′ | = 3 and, in both cases, |W 1,a |, |W 1,a ′ | ≤ 3. In the proof of that lemma we showed that, up to isomorphism, the code V 1,a ∪ V 1,a ′ is of the form (6.1), (6.2) or (6.3) . In what follows we compute covers of V 1,a ∪ V 1,a ′ by words from W . Clearly, we may assume that V 1,a ∪ V 1,a ′ is of the form (6.1), (6.2) or (6.3).
Case |V 1,a | = |V 1,a ′ | = 2 and d = 6. By Lemma 4.6ii and 2.5 we may assume that for every v ∈ V 1,a ∪ V 1,a ′ every cover C v of the word v by words from W contains a code P 1,b ∪ P 1,b ′ , where q-equivalent codes P for B = {4, 5, 6} and q = bbb, are given in Table 2 We use algorithm CoverCode in which we take U = V 1,a ∪ V 1,a ′ and Table 2 .)
In the result of the computations we obtained seven non-empty covers C 1 , ..., C 7 of the code V 1,a ∪ V 1,a ′ such that each of them has less than seventeen words and satisfies the condition
, has thirteen words and D k (C i ) = ((0, 1), (10, 2), (0, 0)) for some k ∈ [6] and every i ∈ [6] . In the similar way as in the proof of the second part of (i) in Lemma 4.6 we show that if W is a twin pair free disjoint equivalent code to V and
The computations show that for every i ∈ [6] and for every three words v, u, w ∈ S 6 , if W = C i ∪ {v, u, w} is a twin pair code which satisfies the condition |W 1,a |, |W 1,a ′ | ≤ 3 and the conclusions of Lemma 4.7 applied to W i,l , W i,l ′ for i ∈ [d] and l ∈ {a, b}, then there are j ∈ [6] and l ∈ S such that |W j,l | = 5 and |W j,l ′ | = 1 or |W j,l | = 6 and |W j,l ′ | = 1 and in both cases 3 c . Therefore, by Lemma 3.2, |V 3,a | ≤ 2. Consequently, it is easy to check that |W 3,a ′ | = 6 and |V 3,a | = 2. Thus, |W 3,a | = 1, |W 3,a ′ | = 6. We shall show that this is not possible. Sincev ∩ E(W 3,a ∪W 3,a ′ ) = ∅, the codes U 3,a 3 c , U 3,a ′ 3 c are, by Lemma 2.2, v 3 c -equivalent, where U 3,l = {w ∈ W 3,l :v ∩w = ∅} for l ∈ {a, a ′ }. If |U 3,a ′ | = 5, then, by Lemma 3.4i, 3.4iv and 2.5 the set P 3,l = {u ∈ V \(V 3,a ∪V 3,a ′ ) :ȗ∩ E(U 3,a ∪U 3,a ′ ) = ∅} contains two words for every l ∈ {b, b ′ }. A contradiction, because P 3,b ′ ⊂ V 3,b ′ and |V 3,b ′ | = 1. If |U 3,a ′ | = 6, then, again by Lemma 3.4i, 3.4iv and 2.5, there is a twin pair in V or in W , which is not true. This completes the proof of the equalities (6.4).
Clearly, we have Case |V 1,a | = |V 1,a ′ | = 2 and d = 5. The code V 1,a ∪ V 1,a ′ is obtained from (6.1) by skipping the last letter b in every word of (6.1). By Lemma 4.6ii, 4.6iv and 2.5 we may assume that for every v ∈ V 1,a ∪ V 1,a ′ every cover C v of the word v by words from W contains the code P = {bbbab, bbba ′ a, b ′ bbba, b ′ bbaa ′ }. Moreover, by Lemma 6.1, |W 1,l | ≤ 3 for l ∈ {a, a ′ } and |C v | ≤ 11 for every v ∈ V 1,a ∪ V 1,a ′ . We use algorithm CoverCode in which we take U = V 1,a ∪ V 1,a ′ and P i = P for every i ∈ [4] . Our aim is to compute all covers C U ⊆ W of U with the above properties.
We have |C v | = 2159 for v ∈ {aabbb, a ′ babb} and |C v | = 1130 for v ∈ {aa ′ abb, a ′ aa ′ bb}. The computations show that every such cover C U of U which satisfies the condition |C 1,l U | ≤ 3 for l ∈ {a, a ′ } has more than sixteen words. Thus, V cannot contain a code V 1,l ∪ V 1,l ′ such that |V 1,l | = |V 1,l ′ | = 2 and |W 1,l |, |W 1,l ′ | ≤ 3 for l ∈ S and d = 5. let C n v be the family of all twin pair free covers of the word v having n words for n ∈ {5, ..., 10}. The family C 6 (v) = 10 n=5 C n v contains 2058920 covers, and 104 of them are non-isomorphic codes. We denote the set of such codes by N 6 . Now we shall proceed as follows: For every cover U ∈ N 6 of v, based on algorithm CoverCode, we compute all twin pair free covers C U of the code U which satisfy the conclusions of Lemma 4.7, C U ∩ U = ∅, v ∈ C U and |C U | ≤ 16. In the next step we compute all twin pair free covers C C U of C U which satisfy the conclusions of Lemma 4.7, C C U ∩ C U = ∅, U ⊂ C C U and |C C U | ≤ 16.
For U ∈ N 6 by C U we denote the family of all covers C U , and C 2 U stands for the family of all C C U . As as we shall see C 2 U = ∅ for every U ∈ N 6 . This implies that V and W cannot be equivalent. Indeed, if V and W are equivalent then we may assume that there is U ∈ N 6 such that U ⊂ W (compare Subsection 2.6) and there is a cover C U ⊂ V of U such that the cover C C U = {w ∈ W :w ∩ E(C U ) = ∅} has at most sixteen words (because |W | ≤ 16), U ⊂ C C U (because U ⊂ W ), C C U ∩ C U = ∅ (because V ∩ W = ∅) and C C U satisfies the conclusions of Lemma 4.7 (because W satisfies them). Thus, C 2 U = ∅. To compute C U , U ∈ N 6 , using algorithm CoverCode we need also initial configurations P i , i ∈ [|U |] described in this algorithm. Let U = {u 1 , ..., u n }. In our case P i = {v} for every u i ∈ U , where recall v = bbbbbb. This means that every word u i ∈ U is covered by codes C u i ∈ C u i ,P i , where C u i ,P i is the family of all codes C u i ∈ C 6 (u i ) such that P i ⊂ C u i .
To indicate codes P i for the computations of a cover C C U of the code C U , C U ∈ C U , let C U = {v 1 , ..., v k } and P i = {u ∈ U :ȗ ∩v i = ∅} for i ∈ [k]. Clearly, if C v i ⊂ C C U is a cover of v i , then P i ⊂ C v i . Thus, computing C C U for every i ∈ [k] we use only covers from the family C v i ,P i consisting of all codes C v i ⊂ C 6 (v i ) such that P i ⊂ C v i .
As the result of the computations we obtained C U = ∅ for all, but five, codes U ∈ N 6 . These five families C U contains 42, 48, 48, 24 and 24 covers C U , and the corresponding codes U contain 5, 6, 7, 8 and 9 words, respectively. Computing in all five cases the sets C 2 U we obtain each time C 2 U = ∅. This completes the proof of the first part of the theorem for d = 6. In the same way we prove the theorem for d = 5. In this case, by Corollary 5.3, it is assumed that every word V is covered by at most eleven words from W . As for d = 6 we may assume that the word v = bbbbb belongs to V The family C 5 (v) = 11 n=5 C n v contains 738680 covers, and 232 of them are non-isomorphic codes. The set of these non-isomorphic codes is denoted by N 5 .
The computations show that C U = ∅ for all, but two, codes U ∈ N 5 . These two families C U contains 324 and 8 covers C U , and the corresponding codes U contain five and seven words, respectively. Computing in these two cases the sets C 2 U we obtain each time C 2 U = ∅. This completes the proof of the first part of the theorem for d = 5.
To prove the second part of the theorem, assume that there is l ∈ {a, b, c, d} such that |U i,l | ≤ 12. Then, as we showed in Theorem 29 of [8] , there is a twin pair in U . Therefore, we may assume that |U i,l | ≥ 13 for every l ∈ {a, b, c, d}. Then there is l ∈ {a, b, c, d} such that |U i,l | ∈ {13, ..., 16}. The codes U We are ready to prove the main theorem of the paper.
