Abstract-An efficient and distributed scheme for file mapping or file lookup is critical in decentralizing metadata management within a group of metadata servers. This paper presents a novel technique called Hierarchical Bloom Filter Arrays (HBA) to map filenames to the metadata servers holding their metadata. Two levels of probabilistic arrays, namely, the Bloom filter arrays with different levels of accuracies, are used on each metadata server. One array, with lower accuracy and representing the distribution of the entire metadata, trades accuracy for significantly reduced memory overhead, whereas the other array, with higher accuracy, caches partial distribution information and exploits the temporal locality of file access patterns. Both arrays are replicated to all metadata servers to support fast local lookups. We evaluate HBA through extensive trace-driven simulations and implementation in Linux. Simulation results show our HBA design to be highly effective and efficient in improving the performance and scalability of file systems in clusters with 1,000 to 10,000 nodes (or superclusters) and with the amount of data in the petabyte scale or higher. Our implementation indicates that HBA can reduce the metadata operation time of a single-metadata-server architecture by a factor of up to 43.9 when the system is configured with 16 metadata servers.
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INTRODUCTION
R APID advances in general-purpose communication networks have motivated the deployment of inexpensive components to build competitive cluster-based storage solutions to meet the increasing demand of scalable computing [1] , [2] , [3] , [4] , [5] , [6] . In the recent years, the bandwidth of these networks has been increased by two orders of magnitude [7] , [8] , [9] , which greatly narrows the performance gap between them and the dedicated networks used in commercial storage systems. This significant improvement offers an appealing opportunity to provide cost-effective high-performance storage services by aggregating existing storage resources on each commodity PC in a computing cluster with such networks if a scalable scheme is in place to efficiently virtualize these distributed resources into a single-disk image. The key challenge in realizing this objective lies in the potentially huge number of nodes (in thousands) in such a cluster. Currently, clusters with thousands of nodes are already in existence, and clusters with even larger numbers of nodes are expected in the near future.
Since all I/O requests can be classified into two categories, that is, user data requests and metadata requests, the scalability of accessing both data and metadata has to be carefully maintained to avoid any potential performance bottleneck along all data paths. To divert the high volume of user data traffic to bypass any single centralized component, the functions of data and metadata managements are usually decomposed, and metadata is stored separately on different nodes away from user data. Although previous work on cluster-based storage mainly focuses on optimizing the scalability and efficiency of user data accesses by using a RAID-style striping [3] , [10] , caching [11] , scheduling [12] , [13] , and networking [14] , little attention has been drawn to the scalability of metadata management.
Yet, the efficiency of metadata management is critical for the overall performance of cluster-based storage systems. It not only provides file attributes and data block addresses but also synchronizes concurrent updates, enforces access control, supports recovering from node failures, and maintains consistency between user data and file metadata. A study on the file system traces collected from different environments over a course of several months shows that requests targeting metadata can account for up to 83 percent of the total number of I/O requests [15] . Under such skewed loads to metadata, a centralized metadata management system certainly will not scale well with the cluster size. As the number of files or I/O requests increases, the throughput of metadata operations on a single metadata server (MS) can be severely limited.
This paper proposes a novel scheme, called Hierarchical Bloom Filter Arrays (HBA), to evenly distribute the tasks of metadata management to a group of MSs. A Bloom filter (BF) is a succinct data structure for probabilistic membership query. Our analysis led us to the conclusion that a straightforward adoption of BFs is impractical due to the memory space overhead when the number of files is very large. By exploiting the temporal locality of metadata accesses, we propose the use of two levels of BF arrays. At the first level, a small array with a high accuracy is used to capture the destination MS information of frequently accessed files to keep high management efficiency while reducing the memory overhead. At the second level, an array with lower accuracy in favor of memory efficiency is used to maintain the destination metadata information of all files. Full pathnames are used for BF hashing. Both arrays are replicated to all MSs to facilitate fast local lookups. As the system evolves, as a result of events such as file creation and deletion, workload variations, and changes in server configurations, a BF is updated locally, and the changes are propagated to its remote replicas periodically to improve the lookup accuracy. Our trace-driven simulations show that our HBA design has a strong scalability in decentralizing metadata management. Our preliminary results are published in [16] . This paper incorporates our experimental results based on a real implementation in Linux.
This paper has the following technical contributions:
. It analyzes the performance of the pure BF array (PBA) approach by using both theoretical models and trace simulations. The efficiency and scalability of this approach are examined under different workloads and cluster configurations. . It proposes and evaluates a hybrid approach that uses hierarchical structures. It explores the impacts of different parameters to optimize the trade-off between the efficiency of metadata distribution and management, and the memory and network overhead. . It compares both the HBA and PBA schemes using two artificially scaled-up large file system traces that emulate file systems of up to 1,300 nodes and 710 active users. . HBA attempts to optimize the trade-off between the efficiency and the network and memory overhead. To achieve high metadata lookup efficiency, PBA with high accuracy must be used and, thus, it suffers severely from large memory overhead. On the other hand, to maintain the same efficiency, a scheme using only pure LRU lists has to be updated very frequently and, thus, it suffers from enormously large network traffic overhead. HBA employs a hierarchical structure integrating a PBA of lower accuracy (to significantly reduce memory overhead) with a pure LRU scheme of lower update frequency to achieve a good trade-off between the efficiency and the memory and network overhead. As a result, HBA achieves a high efficiency without significant memory or network overhead. The rest of this paper is organized as follows: Section 2 outlines the existing approaches to decentralizing metadata management in large cluster-based file systems. Section 3 describes the proposed architecture and the design objectives. Section 4 presents in detail the design of the HBA scheme. The simulation methodology and performance evaluation are presented in Sections 5 and 6, respectively. Section 7 describes our prototype implementation in Linux and discusses the experimental results. Section 8 concludes this paper.
RELATED WORK AND COMPARISON OF DECENTRALIZATION SCHEMES
Many cluster-based storage systems employ centralized metadata management. Experiments in GFS show that a single MS is not a performance bottleneck in a storage cluster with 100 nodes under a read-only Google searching workload. PVFS [3] , which is a RAID-0-style parallel file system, also uses a single MS design to provide a clusterwide shared namespace. As data throughput is the most important objective of PVFS, some expensive but indispensable functions such as the concurrent control between data and metadata are not fully designed and implemented. In CEFT [6] , [10] , [13] , [17] , which is an extension of PVFS to incorporate a RAID-10-style fault tolerance and parallel I/O scheduling, the MS synchronizes concurrent updates, which can limit the overall throughput under the workload of intensive concurrent metadata updates. In Lustre [1] , some low-level metadata management tasks are offloaded from the MS to object storage devices, and ongoing efforts are being made to decentralize metadata management to further improve the scalability. Some other systems have addressed metadata scalability in their designs. For example, GPFS [18] uses dynamically elected "metanodes" to manage file metadata. The election is coordinated by a centralized token server. OceanStore [19] , which is designed for LAN-based networked storage systems, scales the data location scheme by using an array of BFs, in which the ith BF is the union of all the BFs for all of the nodes within i hops. The requests are routed to their destinations by following the path with the maximum probability. Panasas ActiveScale [20] not only uses object storage devices to offload some metadata management tasks but also scales up the metadata services by using a group of directory blades. Our target systems differ from the three systems above. Although GPFS and Panasas ActiveScale need to use their specially designed commercial hardware, our target systems only consist of commodity components. Our system is also different from OceanStore in that the latter focuses on geographically distributed storage nodes, whereas our design targets cluster-based storage systems, where all nodes are only one hop away.
The following summarizes other research projects in scaling metadata management, including table-based mapping, hash-based mapping, static tree partitioning, and dynamic tree partitioning.
Table-Based Mapping
Globally replicating mapping tables is one approach to decentralizing metadata management. There is a salient trade-off between the space requirement and the granularity and flexibility of distribution. A fine-grained table allows more flexibility in metadata placement. In an extreme case, if the table records the home MS for each individual file, then the metadata of a file can be placed on any MS. However, the memory space requirement for this approach makes it unattractive for large-scale storage systems. A backof-the-envelope calculation shows that it would take as much as 1.8 Gbytes of memory space to store such a table with 10 8 entries when 16 bytes are used for a filename and 2 bytes for an MS ID. In addition, searching for an entry in such a huge table consumes a large number of precious CPU cycles. To reduce the memory space overhead, xFS [21] proposes a coarse-grained table that maps a group of files to an MS. To keep a good trade-off, it is suggested that in xFS, the number of entries in a table should be an order of magnitude larger than the total number of MSs.
Hashing-Based Mapping
Modulus-based hashing is another decentralized scheme. This approach hashes a symbolic pathname of a file to a digital value and assigns its metadata to a server according to the modulus value with respect to the total number of MSs. In practice, the likelihood of serious skew of metadata workload is almost negligible in this scheme, since the number of frequently accessed files is usually much larger than the number of MSs. However, a serious problem arises when an upper directory is renamed or the total number of MSs changes: the hashing mapping needs to be reimplemented, and this requires all affected metadata to be migrated among MSs. Although the size of the metadata of a file is small, a large number of files may be involved. In particular, the metadata of all files has to be relocated if an MS joins or leaves. This could lead to both disk and network traffic surges and cause serious performance degradation. LazyHybrid [2] is proposed to reduce the impact of metadata migration by updating lazily and also incorporating a small table that maps disjoint hash ranges to MS IDs. The migration overhead, however, can still overweigh the benefits of load balancing in a heavily loaded system.
Static Tree Partitioning
Static namespace partition is a simple way of distributing metadata operations to a group of MSs. A common partition technique has been to divide the directory tree during the process of installing or mounting and to store the information at some well-known locations. Some distributed file systems such as NFS [22] , AFS [23] , and Coda [24] follow this approach. This scheme works well only when file access patterns are uniform, resulting in a balanced workload. Unfortunately, access patterns in general file systems are highly skewed [25] , [26] , [27] , [28] and, thus, this partition scheme can lead to a highly imbalanced workload if files in some particular subdirectories become more popular than the others.
Dynamic Tree Partitioning
Weil et al. [29] observe the disadvantages of the static tree partition approach and propose to dynamically partition the namespace across a cluster of MSs in order to scale up the aggregate metadata throughput. The key design idea is that initially, the partition is performed by hashing directories near the root of the hierarchy, and when a server becomes heavily loaded, this busy server automatically migrates some subdirectories to other servers with less load. It also proposes prefix caching to efficiently utilize available RAM on all servers to further improve the performance. This approach has three major disadvantages. First, it assumes that there is an accurate load measurement scheme available on each server and all servers periodically exchange the load information. Second, when an MS joins or leaves due to failure or recovery, all directories need to be rehashed to reflect the change in the server infrastructure, which, in fact, generates a prohibitively high overhead in a petabyte-scale storage system. Third, when the hot spots of metadata operations shift as the system evolves, frequent metadata migration in order to remove these hot spots may impose a large overhead and offset the benefits of load balancing. Table 1 summarizes the existing state-of-the-art approaches to decentralizing metadata management and compares them with the HBA scheme, which will be detailed later in this paper. Each existing solution has its own advantages and disadvantages. The hashing-based mapping approach can balance metadata workloads and inherently has fast metadata lookup operations, but it has slow directory operations such as listing the directory contents and renaming directories. In addition, when the total number of MSs changes, rehashing all existing files generates a prohibitive migration overhead. The table-based mapping method does not require any metadata migration, but it fails to balance the load. Furthermore, a back-of-theenvelope calculation shows that it would take as much as 1.8 Gbytes of memory to store such a table with 100 million files. The static tree balance approach has zero migration overhead, small memory overhead, and fast directory operation. However, it cannot balance the load, and it has a medium lookup time, since hot spots usually exist in this approach. Similar to the hashing-based mapping, dynamic tree partition has fast lookup operations and small memory overhead. However, this approach relies on load monitors to balance metadata workloads and thus incurs a large migration overhead. To combine their advantages and avoid their disadvantages, a novel approach, called HBA, is proposed in this paper to efficiently route metadata requests within a group of MSs. The detailed design of HBA will be presented later in this paper.
Comparison of Existing Schemes
ARCHITECTURAL CONSIDERATIONS AND DESIGN OBJECTIVES
In this paper, we focus on a generic cluster, where a number of commodity PCs are connected by a high-bandwidth lowlatency switched network. Each node has its own storage devices. There are no functional differences between all cluster nodes. The role of clients, MSs, and data servers can be carried out by any node. A node may not be dedicated to a specific role. It can act in multiple roles simultaneously. Fig. 1 shows the architecture of a generic cluster targeted in this study.
In this study, we concentrate on the scalability and flexibility aspects of metadata management. Some other important issues such as consistency maintenance, synchronization of concurrent accesses, file system security and protection enforcement, free-space allocation (or garbage collection), balancing of the space utilizations, management of the striping of file contents, and incorporation of fault tolerance are beyond the scope of this study. Instead, the following objectives are considered in our design:
. Single shared namespace. All storage devices are virtualized into a single image, and all clients share the same view of this image. This requirement simplifies the management of user data and allows a job to run on any node in a cluster. . Scalable service. The throughput of a metadata management system should scale with the computational power of a cluster. It should not become a performance bottleneck under high I/O access workloads. This requires the system to have low management overhead.
. Zero metadata migration. Although the size of metadata is small, the number of files in a system can be enormously large. In a metadata management system that requires metadata to migrate to other servers in response to the file system's evolution such as renaming of files or directories, or topology changes involving server arrivals or departures, the computational overhead of checking whether a migration is needed and the network traffic overhead due to metadata migration may be prohibitively high, hence limiting the efficiency and scalability. . Balancing the load of metadata accesses. The management is evenly shared among multiple MSs to best leverage the available throughput of these severs. . Flexibility of storing the metadata of a file on any MS.
This flexibility provides the opportunity for finegrained load balance, simplifies the placement of metadata replicas, and facilitates some performance optimizations such as metadata prefetching [34] , [35] . In a distributed system, metadata prefetching requires the flexibility of storing a group of sequentially accessed files on the same physical location to save the number of metadata retrievals.
HIERARCHICAL BLOOM FILTER ARRAYS 4.1 Bloom Filters
A BF is a lossy but succinct and efficient data structure to represent a set S, which processes the membership query, "Is x in S?" for any given element x with a time complexity of Oð1Þ. It was invented by Burton Bloom in 1970 [36] and has been widely used for Web caching [37] , network routing [38] , and prefix matching [39] . The storage requirement of a BF falls several orders of magnitude below the lower bounds of error-free encoding structures. This space efficiency is achieved at the cost of allowing a certain (typically nonzero) probability of false positives or false hits; that is, it may incorrectly return a "yes," although x is actually not in S.
Hierarchical Bloom Filter Array Design
Pure Bloom Filter Array Approach
A straightforward extension of the BF approach to decentralizing metadata management onto multiple MSs is to use an array of BFs on each MS. The metadata of each file is stored on some MS, called the home MS. In this design, each MS builds a BF that represents all files whose metadata is stored locally and then replicates this filter to all other MSs. Including the replicas of the BFs from the other servers, a MS stores all filters in an array. When a client initiates a metadata request, the client randomly chooses a MS and asks this server to perform the membership query against this array. The BF array is said to have a hit if exactly one filter gives a positive response. A miss is said to have occurred whenever no hit or more than one hit is found in the array. The desired metadata can be found on the MS represented by the hit BF with a very high probability. We denote this simple approach as PBA. PBA allows a flexible metadata placement, has no migration overhead, and balances metadata workloads. PBA does not rely on any property of a file to place its metadata and, thus, allows the system to place any metadata on any server. This makes it feasible to group metadata with strong locality together for prefetching, a technique that has been widely used in conventional file systems [34] , [35] . During the evolution of file system and its cluster topology, not all metadata needs to migrate to new locations. When a file or directory is renamed, only the BFs associated with all the involved files or subdirectories need to be updated. Although a MS leaves or joins the system, a single associated BF is added or deleted from the Bloom arrays on all other MSs. Since each client randomly chooses a MS to look up for the home MS of a file, the query workload is balanced on all MSs.
The following theoretical analysis shows that the accuracy of PBA does not scale well when the number of MSs increases. When an existing file is searched against a group of BFs, a false-positive hit from any filter can lead to multiple hits and accordingly causes the search to fail. Assuming that all BFs are perfectly updated, the expected hit rate for an existing file is the probability that all BFs have no false-positive hits, given as follows:
where m is the length of a BF in bits, n is the number of files that a single MS represents, p is the total number of MSs, and f is the optimal false rate of a single BF, as analyzed in [40] . Fig. 2 shows the relationship between hit oldfile and m=n under different numbers of MSs.
For new files, a false hit happens when exactly one BF gives a false-positive response. The false positive will be discovered eventually when the desired metadata actually does not exist on the falsely identified MS. The expected false-hit rate can be expressed as
Given a constant p, false newfile reaches its maximum
This maximum value approaches asymptotically to e À1 % 0:3679. This trend of false newfile with respect to m=n under different numbers of MSs is given in Fig. 3 . This trend shows a special characteristic of a single BF array that is different from that of a single BF. Although in a BF, increasing the filter length always reduces its false-hit rate, the false-hit rate of a BF array actually increases with the filter size until reaching its maximum false-hit rate. This observation is important in optimizing the bit/file ratio for BF arrays.
While optimizing the trade-off between the space efficiency and the query accuracy, more weight is put on improving hit oldfile than decreasing false newfile , since almost all I/O requests are targeted at existing files in a typical file system. This biased optimization might not work well in any special environment, where the operations of file creation account for a considerably high percentage of the total file accesses.
The above analysis shows that the accuracy of PBA, even when optimized for existing file and new file lookup, degrades quickly with the increase in the number of BFs, that is, the number of MSs. This leads to the major disadvantage of PBA. To achieve satisfactory hit rates, BFs with large sizes need to be used, thus increasing the memory space requirement on each MS. For example, if there are 200 MSs in a supercluster, 16 bits per file are required in each BF to maintain a hit rate of approximately 90 percent for old files and a false-hit rate of 10 percent for new files. If there are 500 million files stored in this cluster, the BF array would take around 16 Â 500 Mbits ¼ 1 Gbyte of memory space on each MS. This memory requirement is underestimated, since in practice, the hit rates can be lower than the theoretical estimation. This implies that an even higher bit/file ratio needs to be employed. In a Web caching design system [37] , a ratio of 32 bits per object is suggested.
Hierarchical Bloom Filter Array Design
To achieve a sufficiently high hit rate in the PBA described above, the high memory overhead may make this approach impractical. A large bit-per-file ratio needs to be employed in each BF to achieve a high hit rate when the number of MSs is large. In this section, we present a new design called HBA to optimize the trade-off between memory overhead and high lookup accuracy.
The novelty of HBA lies in its judicious exploitation of the fact that in a typical file system, a small portion of files absorb most of the I/O activities. Floyd [26] discovered that 66 percent of all files had not been accessed in over a month in a Unix environment, indicating that the entire I/O accesses were focused on at most 34 percent of the file system. Staelin [28] found that 0.1 percent of the total space used by the file system received 30 percent to 60 percent of the I/O activity. Cate and Gross [25] showed that most files in Unix file systems were inactive, and only 3.6 percent to 13 percent of the file system data was used in a given day, and only 0.2 percent to 3.6 percent of the I/O activity went to the least active 75 percent part of the file system. A recent study [5] on a file system trace collected in December 2000 from a medium-sized file server found that only 2.8 percent and 24.2 percent of files were accessed during a continuous course of 12 hours and 10 days, respectively. Fig. 4 shows the structure of the HBA design on each MS, which includes two levels of BF arrays. In the design, each MS maintains a Least Recently Used (LRU) list that caches names of recently visited files whose metadata is stored locally on that MS. Each BF at the top level, called an LRU BF, represents all the files cached in the LRU list of the corresponding MS. Each LRU BF is globally replicated among all MSs. Whenever an overflow happens in the LRU list, an eviction based on the LRU replacement policy triggers both an addition operation and a deletion operation to its corresponding LRU BF. Only when the amount of changes made to a LRU BF has exceeded some threshold will the LRU BF be multicast to all the MSs to update all its replicas. Since the number of entries in LRU is relatively small, it is affordable to use a high bit/file ratio to achieve a low false-hit rate. In addition, the BFs in the lower level represent the metadata distributions of all MSs. Since the total number of files is typically very large, a low bit/file ratio is used to reduce the memory overhead. A miss in the top level array leads to a query to the lower level. An unsuccessful query in the lower level array will cause a broadcast to be issued to all the other metadata severs. Note that the penalty for a miss or a false hit can be very expensive, relative to the hit time, since it entails, among other things, a broadcast over the interconnection network, a query on a second MS, and an acknowledgment across the network.
To perform a query into the BFs, filenames are transformed into digital indices of the Bloom array by first calculating the MD5 signature of the full pathname and then hashing the MD5 signature into indices by using the universal hash functions [41] . The MD5 approach is chosen because of its available fast implementation. The universal hash functions are employed to keep the independence of hash indices, a requirement for BFs to minimize the falsehit rate.
Locating the metadata by hashing the full pathname will complicate the access control, since all parent directories are bypassed. The same technique used in [2] can be employed here to deal with the access control issue. Two Unix-style access permission codes, including the permission code of the file per se and the intersection of access permissions of all parent directories, are maintained in the metadata of each file and checked for each file access. A file is only accessible when both codes permit. A downside of this solution is that populating the permission changes of a directory to its children may potentially result in a large number of network messages.
Our HBA scheme can support the five objectives described in Section 3:
1. The two-layered BF arrays on each MS form an integral component to facilitate file lookup in a single shared namespace.
2.
The simulation results presented in Section 6 indicate that HBA can achieve comparable lookup accuracy, with only 50 percent of the memory overhead of PBA. Our experimental results based on a real implementation with multiple MSs present superlinear speedup over a single MS, as will be described in detail in Section 7. This superlinear speedup, although complicated in its causes (including effects such as reduced working set and network contention as a result of decentralized management), is clearly related to the effectiveness of the decentralized metadata management. 3. When a file or directory is renamed or the MS configuration changes, no metadata migration is needed to maintain the lookup correctness. Instead, only local BFs are updated, and changes are propagated to their remote replicas if needed. To minimize the number of broadcasts while renaming an upper directory, the names of files and subdirectories (not including the files of subdirectories) are recorded as part of the metadata of their parent directory. 4. Random placement is chosen in HBA to initially place metadata on a server. When the total number of files are significantly larger than the number of MSs, the file query workload can be coarsely balanced among all MSs. When a new MS is added, our design is currently insufficient to offload a partial workload to the new server, and some future research work is needed. 5. Similar to PBA, HBA allows the metadata of a file to be placed on any MS without any restriction. 
TRACE-DRIVEN SIMULATION
To the best of our knowledge, there are no publicly available file system traces that have been collected from a large-scale cluster with thousands of nodes, let alone those also containing sufficient amount of metadata operations. Most available traces only focus on recording data read and write operations [42] , [43] . To emulate the I/O behavior of such a large system and facilitate a meaningful simulation, we intentionally scale up the workload presented in the RES trace collected at the University of California, Berkeley, in 1997 and in the HP file system trace collected at the Hewlett-Packard Laboratories in December 2001. Throughout January 1997, the RES trace [15] was collected on a cluster of 13 machines used by an academic research group consisting of 50 users. The HP file system trace [27] is a 10-day trace of all file system accesses to several disk arrays, with a total of 500 Gbytes of storage. These arrays were attached to a four-way HP-UX timesharing server and were used by 236 users. Since both the RES and HP traces collected all I/O requests at the file system level, any requests not related to metadata operations such as read, write, and execution are filtered out in our simulation.
To emulate the workload of a large cluster with thousands of nodes, we choose to scale up the workloads in the RES and HP traces available to us. The conventional approach to scale up workloads is to simply replay I/O traces at an accelerated rate by dividing the time stamps by a constant speedup factor. When a large number of users are running concurrently on shared file servers, this approach cannot appropriately reflect the increase in working set and user number. Accordingly, we choose to stress MSs by a combination of spatial scale-up and temporal scale-up in our simulation study. We decompose a trace into subtraces and add a subtrace number in each trace record in order to have disjoint group ID, user ID, and working directories. Specifically, we divide each daily trace collected from 8:00 a.m. to 4:00 p.m., which was usually the busiest period during the day, into four 2-hour subtraces. The timing relationships among the requests within a subtrace are preserved to faithfully maintain the semantic dependencies among trace records. These subtraces are replayed concurrently by setting the same start time. As a result, the metadata traffic can be spatially and temporally scaled up by a different factor, depending on the number of subtraces replayed simultaneously. Note that the combined trace maintains similar histogram of file system calls. The percentages of all system calls such as open, close, and fstate remain unchanged. The intensified HP and RES traces retain similar distributions in cumulative metadata accesses, as shown in Fig. 5 . A point ðx; yÞ in the cumulative distribution curve indicates that x percentage of file or directory metadata receives y percentage of the total metadata accesses. The results show that 7 percent of metadata absorbs 78 percent to 92 percent of metadata traffic, which is consistent with the results of workload studies summarized in Section 4.2.2; that is, a small portion of files absorb most of the I/O activities. The number of subtraces replayed concurrently is denoted as the Trace Intensifying Factor (TIF). Tables 2 and 3 summarize the characteristics of the original and scaled-up traces.
We have developed a trace-driven simulator to emulate the behavior of the metadata management system on MSs. Some trace events that are not directly related to metadata are filtered out in the simulation. For example, since metadata is usually accessed through the system calls such as open, close, and stat, the data read and write events do not retrieve or modify the relevant metadata in a typical file system, and thus, they are skipped in the simulation.
PERFORMANCE EVALUATION
We simulate the MSs by using the two traces introduced in Section 5 and measure the performance in terms of hit rates and the memory and network overhead. Since the decentralized schemes of table-based mapping and modulusbased hashing are simple and straightforward and their performance was already discussed qualitatively, the simulation study in this paper will be focused on the schemes of PBA, HBA, and pure LRU BF to obtain quantitative comparison and conclusions. 
Research Workload Traces
Pure Bloom Filter Array Approach
Figs. 6 and 7 depict the relationships, as obtained by our theoretical analysis and simulation, between the hit rates and the computation cost in terms of the number of hash functions used in the PBA approach. In these simulations, 100 trace fragments were replayed simultaneously in a cluster with 10 and 100 MSs, respectively, and the BFs used different combinations of the bit/file ratio and the number of hash functions. The PBA approach achieves its best hit rate when the number of hash functions optimizes a single BF. In the simulations presented in the rest of this paper, the number of hash functions is always kept at a value that optimizes the hit rate for a given bit/file ratio. The close agreement between the theoretical and simulation results lends more confidence and credence to our theoretical analysis and simulation results. More importantly, these experiments show that to maintain a high hit rate in a large cluster with 100 or more MSs, a large bit/file ratio such as 16 bits/file becomes necessary. Table 4 shows the impact of the propagation threshold, that is, the percentage of bits in a BF that must be changed before updating its replicas in other MSs, on the hit rates in the scenario of 10 MSs and a bit/file ratio of 8. With the decrease in the threshold, the hit rate increases slightly. This unexpected low sensitivity of hit rate to threshold is due to the fact that the frequency of file renaming, creation, or deletion is very low in the RES trace. We might underestimate the impact of the propagation threshold, since the events of directory renaming cannot be fully and truthfully simulated for the given trace. The original file or directory names in the RES trace are hashed to a single level of namespace to protect the privacy and, thus, the hierarchical directory tree cannot be reconstructed from the trace. Hence, it is infeasible to truly simulate a directory renaming.
Hierarchical Bloom Filter Array Approach
Figs. 8 and 9 show the hit rate of HBA with different sizes of LRU lists in a cluster with 10 and 100 MSs, respectively, when the TIF increases gradually from 10 to 100. In HBA, the two levels of BF arrays adopt different bit/file ratios, giving rise to different accuracies. Although the second-level BF array, which stores the distribution information of all files, employs a bit/file ratio of 8, the LRU BF in the first level adopts a bit/file ratio of 20. The bars in these figures represent the average hit rates of all MSs in the HBA approach. For convenience of comparison, the optimal hit rates in PBA with different bit/file ratios are also given in these figures and are shown as horizontal lines. In HBA, a small LRU can significantly improve the overall hit rates. The LRU lists with sizes of 300, 100, and 50 file entries in the clusters with 10 and 100 MSs, respectively, can boost the hit rates of HBA with a bits/file ratio of 8 or higher than those of PBA of the same configurations but with a bits/file ratio of 16. In real applications of HBA, the size of a LRU list can adaptively increase from some small initial value until a satisfying hit rate is achieved. Table 5 gives the relative storage space overhead of various HBA and PBA configurations, normalized to that of PBA with a bits/file ratio of 8. On each MS, the extra overhead of HBA introduced by an LRU list and an LRU BF is only a negligible portion of the space requirement of its PBA counterpart. This is because millions of files are stored in the BF array in PBA, but only hundreds or thousands of files are stored in the LRU list and LRU BF. An HBA that achieves the same hit rate as a PBA with a bits/file ratio of 16 requires only 50 percent of the space required by PBA. Fig. 10 shows the hit rates of PBA, LRU list, and HBA when the number of MSs changes from 10 to 100, with a step of 10. HBA combines an LRU list with a size of 1,600 entries and a BF array with a bit/file ratio of 8. In these experiments, 40 trace fragments are replayed simultaneously, and there are a total of 710 active users in the traces. When the number of metadata severs increases, the load on each MS decreases accordingly, thus slightly increasing the hit rate of LRU lists. In the experiments with less than 30 MSs, the hit rate of HBA is slightly better than that of PBA with a bit/file ratio of 16. Although the hit rate of HBA is around 1 percent to 5.7 percent lower than that of PBA with a bit/file ratio of 16 when the number of MSs increases from 30 to 100, it is still 1.5 percent to 9.9 percent higher than that of PBA with a bit/file ratio of 12 and 17.7 percent to 330 percent higher than PBA with a bit/file ratio of 8.
Hewlett-Packard Laboratories File System Traces
The impact of the LRU size on the overall hit rate of HBA is presented in Fig. 11 . It is shown that the benefit of increasing the LRU size is significant initially but diminishes gradually. Doubling the LRU size from 1,600 to 3,200 only results in up to 2 percent of improvement in the hit rate. As indicated previously, in real implementations of HBA, the size of LRU can be dynamically determined by gradually increasing from some initial value until a predefined hit rate goal is reached. Table 6 presents the relative memory requirement normalized to PBA with a bit/file ratio of 8 when the number of MSs changes from 10 to 100. The extra memory overhead introduced in HBA by LRU and LRU BF is up to 0.1 percent and only takes tens of kilobytes.
There is a clear trade-off between the network traffic overhead and hit rate in HBA. With a smaller propagation threshold, LRU BFs are updated more frequently so that the likelihood of having a hit in an LRU BF is increased, but the updating traffic takes away some network bandwidth. Fig. 12 shows the relationship between the hit rate and the number of multicast messages per second in the entire cluster when the propagating threshold increases from 0.001 percent to 100 percent. A threshold of 1 percent is found to have a good balance of this trade-off. Fig. 13 gives the network traffic under this threshold when both the number of MSs and the size of LRU list changes. When the size of LRU is larger than 1,600, the total network traffic overhead introduced by HBA in most cases of MS configurations are less than 1 multicast per second. This overhead is marginal in a modern network.
IMPLEMENTATION OF HIERARCHICAL BLOOM FILTER ARRAYS
We implement the HBA prototype on the Linux kernel 2.4.21 as an I/O daemon running on each MS. All internal communications use TCP/IP, and the request forwarding between MSs is implemented by using IP-IP encapsulation [44] , [45] . Currently, our client-side component is not able to directly intercept the user system I/O calls. A system call trapping mechanism, similar to the one used in PVFS [3] , has not been implemented yet. Instead, we provide a C library that includes functions analogous to the Unix/POSIX functions such as HBA_open, HBA_close, and HBA_stat. We run experiments on the Sandhills cluster that has 40 nodes, each equipped with dual AMD processors. Due to the limitations of available hardware resource and client-side I/O interfaces, we could not evaluate our design by running real large-scale applications, in which thousands of clients access the MSs concurrently. To overcome this limitation, we choose to use I/O traces to drive the client applications, in which the events are replayed through the library functions. A challenging issue in replaying the trace is to realistically model timing effects that specify how fast the trace should be replayed. This difficulty stems from the fact that the arrival of subsequent I/O requests usually depends upon the completion of previous I/Os, and such dependency information cannot be easily extracted from a system and recorded in the traces [46] . There are two widely used models, that is, the closed model and the open model, that have been employed to solve the timing issue, as shown in Fig. 14 . In the open model, I/O requests are issued at predetermined times specified in the traces, without considering the performance of storage systems. This model tends to ignore the dependencies among requests and continuously issue new requests, regardless whether their previous dependent requests have finished or not. Clearly, this does not truly reflect requests' behavior in real systems. In addition, the open model is impractical for long-time traces, since the experiments require the same amount of time as the trace collected. In the closed model, on the other hand, new requests are only issued when their previous dependent requests are being served. Although this model considers the load feedback from storage systems, it tends to smooth out the burstiness and reduce the number of outstanding requests.
In this work, we choose to use the closed model because of three main reasons. First, metadata operations are highly dependent on one another. For example, locating a file needs searching the metadata of parent directories recursively until reaching the root. Second, metadata operations are synchronous [15] , [47] , which implies that subsequent processes have to wait until current I/Os are finished. Third, our traces are collected over a period of 1 month, and it is not practical for us to replay the traces with the exact speed at which the trace was collected.
All metadata is stored in the local file system of each MS. Similar to PVFS, the metadata attributes of a file are stored as a metadata file with the same full pathname on its home MS. The metadata attributes of each file are split into two parts: some attributes such as ownership and creation time are exactly the attributes of its metadata file and are managed through local file systems, whereas the other attributes, including file size and data locations, are stored as the content of the metadata file, and they are managed by the HBA server daemons.
We store directory metadata in a way different from PVFS. Although both PVFS and HBA follow conventional file system hierarchical directory structures, HBA stores the names of files and subdirectories as part of the metadata of their parent directories. The names of files in all subdirectories are not included in the metadata of their parent directories. Note that we only store them as an unsorted list instead of the B-tree or extensible hashing used in enterprise file systems [48] , [49] . This is because HBA does not rely on directory metadata to support file lookup. Directory metadata is used to reduce the overhead of directory renaming and list operations such as "ls." When a directory is renamed, the home MS of that directory iterates the list and updates corresponding BFs that might be stored on other servers. Recursively, the home MSs of subdirectories also perform the same operations. An improvement to our current design could be explained as follows: When the target directory is close to the root or has a large number of files, the home MS can first retrieve the latest BFs from other servers, then perform renaming in the filter array stored locally, and finally propagate the changes in their replicas in other MSs. The attributes of subdirectories and files are not included to avoid frequent updates. Thus, an "ls -l" command can potentially induce a flood of network traffic to multiple servers in our current implementation.
We choose to use the larger traces, that is, the HP traces, instead of the RES traces, to evaluate our design. Before the experiments, all MSs and the PBA are initially populated with existing files with inferred attributes from the traces. The traces are scaled up with a factor of 40 by the same approach presented previously in Section 5. In order to stress the MSs, we use up to 20 client nodes to concurrently replay the subtraces. These client nodes do not serve as any MS. There is a separate thread for each subtrace. When the total number of subtraces exceeds 20, multiple threads may run simultaneously on all client nodes. All records in a subtrace are played back in a sequential order, and we do not use multithreading to explicitly emulate the parallelism of different users within each subtrace. All MSs are initially populated randomly.
Figs. 15 and 16 compare the average latency and the average aggregate throughput of metadata operations in a conventional single-metadata-server design with those in the HBA schemes with 2, 4, 8, and 16 MSs, respectively, where the aggregate throughput represents the total number of metadata operations that can be completed by all MSs per time unit. The results are measured under various numbers of clients, that is, the total number of users in subtraces replayed simultaneously. Each measurement is performed in a quiet environment, with no other applications running, and is repeated three times. The arithmetic averages are reported here, and the maximum deviation from the median was always below 10.6 percent of the reported value. From the simulation results, we can draw the following observations.
1.
When the workload increases, the throughput of all configurations increases initially and then decreases dramatically after saturating the servers' processing capacities. Compared with the singlemetadata-server system, the peak throughput of the HBA schemes with 2, 4, 8, and 16 MSs is 1.7, 2.8, 3.8, and 4.4 times higher, respectively. 2. The latency reduction becomes more significant with the increase in workload. Under the heaviest workload studied in our experiments, a configuration of 16 MSs reduces the response time of a singlemetadata-server architecture by a factor of 43.9. Fig. 17 shows the speedups of our HBA scheme under different workloads, where speedup is defined as speedup of HBA ¼ average latency in HBA average latency in a single metadata server :
Under heavy workloads, our HBA scheme can exhibit a superlinear speedup. 3. Under light workloads, the HBA scheme with 16 MSs surprisingly performs up to 14.7 percent inferior to the scheme with eight MSs in the average aggregate throughput and 13.6 percent inferior in the average response time. When the number of MSs increases, the probability of false positives in a BF array also increases, which increases the number of multicasts to resolve the false positives. Such increased overhead generated by extra multicasts offsets the benefits of load sharing when the workload is not heavy.
In summary, the experimental results based on our prototype implementation indicate that the HBA scheme maintains a strong scalability in increasing the aggregate throughput and reducing the latency of metadata operations. We might underestimate the benefits of the HBA design, since a closed model is employed to replay the traces in real systems. In such models, I/O is issued only when its previous I/Os have completed. This certainly decreases the number of outstanding I/O requests and hence reduces the queuing time of I/O requests. Applications may be able to achieve higher speedups than the ones reported in our experiments due to HBA's ability to quickly absorb (or dissipate) requests waiting in the queues.
CONCLUSION
This paper has analyzed the efficiency of using the PBA scheme to represent the metadata distribution of all files and accomplish the metadata distribution and management in cluster-based storage systems with thousands of nodes. Both our theoretic analysis and simulation results indicated that this approach cannot scale well with the increase in the number of MSs and has very large memory overhead when the number of files is large.
By exploiting the temporal access locality of file access patterns, this paper has proposed a hierarchical scheme, called HBA, that maintains two levels of BF arrays, with the one at the top level succinctly representing the metadata location of most recently visited files on each MS and the one at the lower level maintaining metadata distribution information of all files with lower accuracy in favor of memory efficiency. The top-level array is small in size but has high lookup accuracy. This high accuracy compensates for the relatively low lookup accuracy and large memory requirement in the lower level array. Our extensive trace-driven simulations show that the HBA scheme can achieve an efficacy comparable to that of PBA but at only 50 percent of memory cost and slightly higher network traffic overhead (multicast). On the other hand, HBA incurs much less network traffic overhead (multicast) than the pure LRU BF approach. Moreover, simulation results show that the network traffic overhead introduced by HBA is minute in modern fast networks. We have implemented our HBA design in Linux and measured its performance in a real cluster. The experimental results show that the performance of HBA is very promising. Under heavy workloads, HBA with 16 MSs can reduce the metadata operation time of a single-metadata-server architecture by a factor of up to 43.9.
Compared with other existing solutions to decentralizing metadata management, HBA retains most of their advantages while avoiding their disadvantages. It not only reduces the memory overhead but also balances the metadata management workload, allows a fully associative placement of metadata of files, and does not require metadata migration during file or directory renaming and node additions or deletions.
We have also designed an efficient and accurate metadata prefetching algorithm to further improve metadata operation performance [50] . We are incorporating this prefetching scheme into HBA.
There are several limitations in this research work:
. Our workload trace does not include metadata operations of parallel I/Os used in scientific applications. This is mainly due to the lack of long-term traces that include sufficient amount of metadata operations. . When a new MS is added, a self-adaptive mechanism is needed to automatically rebalance the metadata spatial distribution. For the purpose of this paper, we assume that such a mechanism is available. . For more information on this or any other computing topic, please visit our Digital Library at www.computer.org/publications/dlib.
